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Zusammenfassung. Wir entwickeln einen gitterbasierten strahlungshydrodynamischen
Code in axialer Symmetrie und modellieren den Kollaps eines rotierenden Moleku¨lwolken-
kerns. Als Anfangsbedingung dient eine u¨berkritische Bonnor-Ebert-Spha¨re mit einer Son-
nenmasse, die mit einem maximalen Zentrifugalradius von 100 AE starr rotiert. In einer
Parameterstudie variieren wir die verwendete β-Viskosita¨t, um den Einfluß der turbulen-
ten Viskosita¨t und des entsprechenden viskosen Drehimpulstransportes zu untersuchen.
Nach der anfa¨nglichen Kontraktion der Moleku¨lwolke und der anschließenden Bildung ei-
nes rotierenden, quasihydrostatischen ersten Kerns, ha¨ngt die weitere Entwicklung von
der Gro¨ße der turbulenten Viskosita¨t ab. Ohne Viskosita¨t entwickelt sich eine zunehmend
flachere Akkretionsscheibe, die in mehrere Ringe fragmentiert, von denen einer schließlich
gravitativ kollabiert. Fu¨r β= 10−4 bildet sich ein einzelner Ring, der aufgrund der Was-
serstoffdissoziation kollabiert. Bei β = 10−3 bildet sich ein zentraler Protostern nach der
Wasserstoffdissoziation als Ergebnis einer sa¨kularen Instabilita¨t auf thermischer Zeitska-
la. Der erste Kern wird durch den Protostern langsam erwa¨rmt, aber nicht zersto¨rt. Fu¨r
β=10−2 entsteht der Protostern aus einer dynamischen Instabilita¨t heraus und akkretiert
kurzzeitig viel Material. Durch die entsprechende Wa¨rmewirkung wird die Struktur des
ersten Kerns vollsta¨ndig zersto¨rt und die Materie bis auf Radien von 500 AE ausgeworfen.
Nach etwa 104 Jahren wird das Material reakkretiert und bildet dann eine massereiche
protoplanetare Scheibe.
Abstract. We develop a grid-based radiation-hydrodynamics code with axial symmetry
and model the collapse of a rotating molecular cloud core. As initial conditions we use a
supercritical Bonnor-Ebert-Sphere of one solar mass, rotating uniformly with a maximum
centrifugal radius of 100 AU. In a parameter study we vary the β-viscosity to investigate
the influence of the turbulent viscosity and the respective viscous angular momentum
transport. After a primary contraction of the cloud and the subsequent formation of a
rotating, quasi-hydrostatic first core, the further evolution depends on the magnitude of the
turbulent viscosity. Without viscosity, a flattening accretion disc forms, fragmenting into
several rings. For β=10−4, a single ring forms and collapses due to hydrogen dissociation.
For β = 10−3, a central protostar forms after the dissociation as a result of a secular
instability on a thermal timescale. The first core is heated up slowly but not destroyed
by the protostar. For β=10−2 the protostar forms out of a dynamical instability and has
a strong and short accretion phase. Due to the resulting heat effect the structure of the
first core is completely destroyed and its material thrown out to radii of 500 AU. After
104 years the matter comes back to form a massive protoplanetary disc.
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Das erbsengroße Grabbeltier
steigt unbemerkt aus dem Klavier.
Es hat genug von der Musik
und wirft sich auf Atomphysik.
(Robert Gernhardt)
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1 Einleitung
1.1 Beginn der Sternentstehung
Der momentane Forschungsstand legt nahe, daß Sternentstehung in den Kernen von Mo-
leku¨lwolken stattfindet (siehe z.B. [Larson, 2003]). Diese Kerne stellen die am sta¨rksten
verdichteten Regionen in den oft filamentartigen Strukturen der Wolken dar. Die Massen-
und Gro¨ßenskalen reichen von ca. 1 M und 0.1 pc bis hinauf zu etwa 103−104 M und ei-
nigen pc. Je nach Gro¨ße ko¨nnen aus solchen Objekten dann Einzelsterne, kleine Mehrfach-
systeme oder auch gro¨ßere Sternhaufen entstehen. Mit charakteristischen Temperaturen
von 10 K und Teilchenzahldichten von bis zu 1011m−3, sollten Moleku¨lwolkenkerne, wenn
sie rein druckstabilisiert wa¨ren, sehr schnell und effektiv kollabieren und neue Sterne bil-
den. Beobachtungen zeigen jedoch, daß die Sternentstehungsrate wesentlich kleiner ist als
man annehmen sollte, nur ein paar Prozent der vorhandenen Masse werden tatsa¨chlich zu
Sternen. Das liegt vornehmlich daran, daß viele Moleku¨lwolken sich keineswegs in Gleich-
gewichtskonfigurationen befinden, sondern vielmehr dynamisch schnell vera¨nderliche, fi-
lamentartige Strukturen mit internen U¨berschallstro¨mungen darstellen. Welchen Einfluß
Magnetfelder, Turbulenz und Sternwinde bereits vorhandener benachbarter Sterne auf die-
se dynamischen Prozesse haben, ist immer noch ein sehr umstrittener Forschungsgegen-
stand [Larson, 2003]. Es existieren jedoch auch vergleichsweise ruhige, isolierte interstellare
Moleku¨lwolken, die so genannten Bok-Globulen [Bok and Reilly, 1947]. Diese Objekte be-
finden sich nahezu im hydrostatischen Gleichgewicht [Frerking et al., 1985] und geho¨ren
zu den ku¨hlsten uns bekannten Objekten im Universum.
Wird ein rotierender Moleku¨lwolkenkern gravitativ instabil (z.B. durch Abku¨hlung oder
durch eine Verdichtungsstro¨mung), so kontrahiert er zuna¨chst auf der Skala der Freifall-
zeit (siehe §2.8), bis die zentralen Bereiche optisch dick werden und sich ein adiabatischer
erster Kern bildet, welcher von einer Akkretionsstoßfront umgeben ist. Erwa¨rmen sich
die zentralen Bereiche des ersten Kerns so stark, daß es zur Dissoziation von Wasserstoff
kommt, werden diese Bereiche instabil und es folgt ein zweiter Kollaps, der zur Bildung
eines protostellaren Kerns fu¨hrt. Diese hier kurz umrissene Entwicklung ha¨ngt neben der
Massenverteilung der Wolke auch stark von der Verteilung des Drehimpulses ab, sowie
von den Transportmechanismen, die fu¨r die Umverteilung desselben sorgen. Der weitere
zeitliche Verlauf nach dem zweiten Kollaps ist im Detail praktisch unbekannt, woraus sich
einer der Beweggru¨nde fu¨r diese Arbeit ergibt.
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1.2 Fru¨here Untersuchungen
1.2.1 Spha¨risch symmetrische Kollapsrechnungen
Die ersten numerischen Arbeiten zu diesem Thema gingen noch von einer rein isother-
men Entwicklung aus und konnten daher nur die fru¨hesten Phasen des Kollapses verfolgen
(siehe z.B. [Bodenheimer and Sweigart, 1968]). Eine neue Qualita¨t stellte die Rechnung
von Larson ([Larson, 1969]) dar. Dieser konnte erstmals die globale Entwicklung des Kol-
lapses einer kugelsymmetrischen Gasverteilung bis zum Ende der Hauptakkretionspha-
se des entstandenen Protosterns verfolgen. Dabei wurde der Strahlungstransport in der
Diffusionsapproximation behandelt und fu¨r die Stoßfront des Protosterns eine Konstruk-
tionsvorschrift entsprechend der bekannten adiabatischen Sprungbedingungen verwendet.
Interessanterweise dauerte es dann u¨ber 30 Jahre, bis eine wiederum verbesserte Rechnung
zum Thema erfolgte. In [Wuchterl and Tscharnuter, 2003] wurde die globale Entwicklung
von der Moleku¨lwolke bis zur Vor-Hauptreihen-Phase des Sterns mit einem selbstkonsis-
tenten System von Gleichungen berechnet, ohne daß dabei ku¨nstliche Bedingungen fu¨r
bestimmte Teile der Stro¨mung angenommen werden mußten.
1.2.2 Rechnungen zum rotierenden Kollaps
Die ersten Versuche den Kollaps mit Rotation in mehrdimensionalen Rechnungen zu un-
tersuchen wurden bereits vor 20 Jahren mit gitterbasierten Methoden unternommen, wo-
bei insbesondere in 3D nur fragwu¨rdige ra¨umliche Auflo¨sungen mo¨glich waren (siehe z.B.
[Boss, 1989], [Bodenheimer et al., 1990]). Allen neueren Arbeiten, egal ob sie gitterbasiert
sind (z.B. [Saigo et al., 2008]) oder SPH1-Methoden verwenden (z.B. [Walch et al., 2009]),
ist gemein, daß sie die zugrunde liegende Physik sehr vereinfachen (z.B. stu¨ckweise poly-
trope Zustandsgleichungen annehmen) und so die energetischen Verha¨ltnisse vollkommen
unzureichend beschreiben. Außerdem ist es nur in den Arbeiten von [Tscharnuter, 1987],
[Bate, 1998], [Stamatellos et al., 2007] und [Saigo et al., 2008] u¨berhaupt gelungen die
Phase des zweiten Kollapses zu simulieren. Jedoch konnte auch in diesen Rechnungen
die weitere Entwicklung des neu entstandenen Protosterns maximal fu¨r einen Zeitraum
von einigen Tagen verfolgt werden. Die Besonderheit der Arbeit von [Tscharnuter, 1987]
bestand darin, daß zum einen der Strahlungstransport (in der Diffusionsapproximation)
und eine realistische Zustandsgleichung beru¨cksichtigt wurde, zum anderen ein zeitlich
voll implizites Verfahren mit einer Reihenentwicklung der Winkelanteile in orthogonale
Polynome zum Einsatz kam (vgl. auch [Tscharnuter et al., 2009]).
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1.3 Ziele dieser Arbeit
Wir mo¨chten einen gitterbasierten, strahlungshydrodynamischen Code entwickeln, um die
globale Entwicklung des Kollapses eines rotierenden Moleku¨lwolkenkerns in allen ra¨umlich
relevanten Skalen zu modellieren. Dabei soll der wichtige Aspekt im Vordergrund stehen,
daß wir ein in sich konsistentes Gleichungssystem verwenden, welches die zugrunde liegende
Physik in mo¨glichst realistischer Form beru¨cksichtigt. Dies bedeutet, daß wir detaillierte
Materialfunktionen (Zustandsgleichungen, Opazita¨ten) verwenden und den Strahlungs-
transport (zumindest in der Diffusionsapproximation) implementieren. Wir werden uns
auf die Untersuchung axialsymmetrischer Konfigurationen beschra¨nken, um dadurch im
Gegenzug jedoch so hohe ra¨umliche Auflo¨sungen zu realisieren, daß wir den zweiten Kol-
laps und die Entstehung des Protosterns verfolgen ko¨nnen. Daru¨ber hinaus mo¨chten wir
analysieren, welche Prozesse und Interaktionen es zwischen dem Protostern und dem ers-
ten Kern wa¨hrend der allerersten Phase nach der Bildung des Zentralobjekts geben kann.
Dazu wird es no¨tig sein, die Gesamtentwicklung des Systems nach dem zweiten Kollaps
fu¨r einen Zeitraum zu berechnen, der weit u¨ber alles hinausgeht, was bisher in mehrdi-
mensionalen Simulationen erreicht werden konnte.
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In diesem Abschnitt mo¨chten wir die verwendeten Gleichungen ableiten und ihre Beziehun-
gen zu den physikalischen Gesetzen beleuchten. Wir gehen dabei auch auf die notwendigen
Na¨herungen und Vereinfachungen ein, welche Teil einer jeden theoretischen Modellbildung
sind.
2.1 Eigengravitation
Als prima¨rer Energiequelle der zu untersuchenden Objekte kommt der Eigengravitation
eine besondere Bedeutung zu. Fu¨r den uns interessierenden (nicht-relativistischen) Grenz-
fall ist die mathematische Behandlung der Gravitation denkbar einfach im Vergleich zu
den noch folgenden Teilproblemen (Hydrodynamik und Strahlungstransport). Wie wir seit
Newton wissen [Newton, 1687], la¨ßt sich die klassische Gravitation als eine Zentralkraft
zwischen Massenelementen beschreiben. Daher ist das resultierende Kraftfeld konservativ
und besitzt somit ein skalares Potential, das Gravitationspotential Φ. Aus diesem ko¨nnen
wir dann wiederum u¨ber negative Gradientenbildung die Kraftkomponenten ableiten. Fu¨r
eine kontinuierliche Massenverteilung mit der Massendichte ρ genu¨gt Φ der Poissonglei-
chung
∆Φ = 4piGρ . (2.1)
Zusammen mit der Randbedingung daß Φ im Unendlichen verschwinden muß, ist die
elliptische Differentialgleichung (2.1) eindeutig lo¨sbar.
2.2 Erhaltungsgleichungen im adiabatischen Fall
Aus Gru¨nden der U¨bersichtlichkeit betrachten wir zuna¨chst die hydrodynamischen Glei-
chungen fu¨r den Fall daß die innere Energie ausschließlich durch Advektion, also Mit-
nahme durch die Stro¨mung, transportiert werden kann (Adiabasie). Die Hinzunahme des
Strahlungstransportes erfolgt dann im na¨chsten §2.3. Die Gleichungen der Hydrodynamik
folgen direkt aus der Bilanz der grundlegenden Erhaltungsgro¨ßen der klassischen Physik:
Masse, Impuls und Energie. Die Massenbilanz, auch als Kontinuita¨tsgleichung bezeichnet,
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bestimmt die Entwicklung der Massendichte ρ und lautet
∂ρ
∂t
+∇ · (ρv) = 0 . (2.2)
Die Impulsbilanz, gemeinhin auch Als Navier-Stokes-Gleichung bekannt, bestimmt die
Entwicklung der Impulsdichte ρv und ergibt sich zu
∂(ρv)
∂t
+∇ · (ρv v) = −∇p− ρ∇Φ +∇ ·Q . (2.3)
Die Quellterme auf der rechten Seite von (2.3) entsprechen der Reihe nach der Druckkraft,
der Gravitationskraft und den viskosen Spannungen, vermittelt durch den Spannungsten-
sor
Q = 2ρν
[
∇v − 1
3
(∇ · v)1
]
, (2.4)
wobei ν die kinematische Viskosita¨t (siehe §2.6.4 und §2.7), ∇v der symmetrisierte Tensor
des Geschwindigkeitsgradienten und 1 der Einheitstensor ist. Die Energiebilanz beschrei-
ben wir mit Hilfe der inneren Energiedichte e, welche bestimmt ist durch
∂e
∂t
+∇ · (ev) = −p∇ · v + Q : ∇v . (2.5)
In (2.5) entsprechen die Quellterme der rechten Seite der Heizung durch Umsetzung von
kinetischer in thermische Energie, zum einen durch Volumenarbeit gegen den Druck, zum
anderen durch viskose Reibung.
2.3 Erhaltungsgleichungen mit Strahlungstransport
Nun erweitern wir die hydrodynamischen Gleichungen aus §2.2 um einen Energietransport-
mechanismus, den Strahlunstransport in der grauen (u¨ber alle Frequenzen integrierten),
flußbegrenzten Diffusionsapproximation. Die Ableitung eines konsistenten strahlungshy-
drodynamischen Gleichungssystems in dieser Na¨herung ist in [Krumholz et al., 2007] sehr
ausfu¨hrlich dargestellt. Im Folgenden geben wir eine Zusammenfassung dieser Ableitung.
Fu¨r die Unterteilung strahlungshydrodynamischer Systeme in spezifische Regime ist es
sinnvoll, zwei dimensionslose Gro¨ßen τ und β zu definieren. Seien l und u die charakteris-
tische La¨ngenskala bzw. Geschwindigkeit des Systems, sowie lf = 1/(κρ) die mittlere freie
Wegla¨nge der Photonen (mit der Opazita¨t κ, siehe §2.5). Dann ist
τ =
l
lf
= lκρ
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ein Maß fu¨r die mittlere optische Tiefe und
β =
v
c
charakterisiert wie relativistisch das System ist. Da wir nur nicht-relativistische Objekte
untersuchen wollen, gilt stets β  1. Daru¨ber hinaus unterscheiden wir drei Grenzfa¨lle:
τ  1, (Freistrahlungslimit), (2.6)
τ  1, βτ  1, (statisches Diffusionslimit), (2.7)
τ  1, βτ  1, (dynamisches Diffusionslimit). (2.8)
Im Freistrahlungslimit, also in einer optisch du¨nnen Umgebung (τ  1), gibt es nur eine
sehr schwache Kopplung zwischen Strahlung und Materie, die Strahlung kann sich prak-
tisch ungehindert mit Lichtgeschwindigkeit ausbreiten. Die Diffusionsapproximation ist
fu¨r die Modellierung dieses Regimes eigentlich ungeeignet, man muß die Ausbreitungsge-
schwindigkeit mit Hilfe eines Flußlimiters auf c begrenzen (siehe unten). Im Diffusions-
grenzfall optisch dicker Umgebungen (τ  1), unterscheiden wir zwischen dem statischen
Diffusionslimit, in dem das Stro¨mungsfeld so langsam ist, daß Diffusions-, Absorptions-
und Emissionsprozesse dominieren im Vergleich zur Advektion von Strahlungsenergie und
mechanischer Arbeit die diese Energie am Gas leistet, und andererseits dem dynamischen
Diffusionslimit in dem die Verha¨ltnisse gerade umgekehrt sind.
Ein gutes Beispiel fu¨r dynamische Diffusion ist das Innere eines Sterns. So hat unsere Sonne
eine gesamte optische Tiefe von τ ≈ 1011 und Konvektions- sowie Rotationsgeschwindig-
keiten u 10−11c = 3 mm s−1, liegt also weit im dynamischen Diffusionsbereich.
Die weitere Vorgehensweise in [Krumholz et al., 2007] besteht nun zuna¨chst darin, die
vollsta¨ndigen strahlungshydrodynamischen Gleichungen bis zur zweiten Ordnung in β zu
entwickeln. Anschließend wird die flußbegrenzte Diffusionsapproximation im mitbewegten
System ausgewertet (denn nur dort ist sie, wenn u¨berhaupt, gu¨ltig). Sei E0 die Strahlungs-
energiedichte und F0 der Strahlungsfluß, so lautet die Approximation
F0 = − cλ
κρ
∇E0 , (2.9)
wobei die mit null indizierten Gro¨ßen bezu¨glich des mitbewegten Systems zu verstehen
sind, und λ ein mo¨glicher Flußlimiter (hier nach [Levermore and Pomraning, 1981]) ist
λ =
1
s
(
coth s− 1
s
)
, (2.10)
s =
|∇E0|
κρE0
(2.11)
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Die weitere Herleitung ist jedoch unabha¨ngig von der genauen funktionalen Abha¨ngigkeit
λ(s). Allen Flußlimitern gemein ist die Eigenschaft, daß fu¨r s→ 0, also im optisch Dicken,
λ → 1/3 gilt und wir mit (2.9) das Diffusionsgesetz erhalten. Wohingegen sich fu¨r s →
∞, also im optisch Du¨nnen, λ → 1/s ergibt und mit (2.9) F0 → cE0n0 gilt, wobei
n0 der Einheitsvektor antiparallel zu ∇E0 ist. Somit ist die Ausbreitungsgeschwindigkeit
begrenzt auf c. Der diesem λ entsprechende Strahlungsdrucktensor P0 ergibt sich nach
[Levermore, 1984] zu
P0 =
E0
2
[(
1− f˜
)
1 +
(
3f˜ − 1
)
n0n0
]
. (2.12)
worin
f˜ = λ+ (λs)2 =
(
coth s− 1
s
)
coth s (2.13)
ein Maß fu¨r die Isotropie ist. Im optisch Dicken erhalten wir f˜ → 1/3, wodurch P0 =
1E0/3 isotrop wird und alle nichtdiagonalen Eintra¨ge verschwinden. Im optisch Du¨nnen
ergibt sich dagegen f˜ → 1, also ist P0 = E0 in Richtungen parallel zu n0, bzw. P0 = 0
in Richtungen orthogonal zu n0. Aus Gru¨nden der U¨bersichtlichkeit in den resultierenden
Gleichungen fu¨hren wir noch die Abku¨rzung
f =
3− f˜
2
=
3
2
− 1
2
(
coth s− 1
s
)
coth s (2.14)
ein. Das optisch du¨nne Limit entspricht f → 1 und das optisch dicke f → 4/3.
Nun folgt eine Lorentztransformation der mitbewegten Strahlungsfeldgro¨ßen E0, F0 und
P0 auf die entsprechenden Gro¨ßen E, F und P im ruhenden Bezugssystem. Im Rahmen
der betrachteten Genauigkeit bei der Entwicklung nach β und τ stellt sich heraus, daß
sowohl E ≈ E0 als auch P ≈ P0 gilt. Jedoch muß der Strahlungsfluß im ruhenden System
F = − cλ
κρ
∇E + vE + v ·P (2.15)
lauten. Die letzten beiden Terme vE+v ·P in (2.15) stellen die Advektion der Strahlungs-
enthalpie E+P dar und dominieren den ersten Term (Strahlungsdiffusion) im Regime der
dynamischen Diffusion.
Schließlich werden die transformierten Gro¨ßen in die strahlungshydrodynamischen Glei-
chungen eingesetzt, um anschließend eine vollsta¨ndige Analyse bezu¨glich der Skalierung
in β und τ vorzunehmen. Das Ziel besteht darin, am Ende ein System zu erhalten, daß
in allen erla¨uterten Regimen (2.6)–(2.8) in erster Ordnung in β konsistent ist. Dies ist
nicht trivial, da in der Entwicklung Terme auftreten die z.B. mit β2τ skalieren. Befa¨nden
wir uns beispielsweise im Regime der dynamischen Diffusion (2.8) wa¨re es falsch einen
β2τ -Term zu vernachla¨ssigen, wa¨hrend man alle β-Terme beru¨cksichtigt, da ersterer Term
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im Vergleich viel gro¨ßer wa¨re.
Wir geben hier die letztendlich resultierenden Gleichungen an und verweisen fu¨r eine
ausfu¨hrliche Herleitung auf [Krumholz et al., 2007]. Zum einen wird die bisherige Impuls-
bilanz (2.3) um den Strahlungdruck −λ∇E erweitert
∂(ρv)
∂t
+∇ · (ρv v) = −∇p− ρ∇Φ +∇ ·Q −λ∇E︸ ︷︷ ︸
neu
. (2.16)
Weiterhin wird die Bilanz der inneren Energiedichte (2.5) um mehrere Quellterme erga¨nzt
und wir erhalten eine neue Gleichung fu¨r die Strahlungsenergiedichte E. Es ergibt sich
∂e
∂t
+∇ · (ev) = −p∇ · v + Q : ∇v + cκρ (E − aT 4)+ λv · ∇E − fκρ v2
c
E︸ ︷︷ ︸
neu
, (2.17)
∂E
∂t
+∇ · (f E v) = ∇ ·
(
cλ
κρ
∇E
)
− cκρ (E − aT 4)− λv · ∇E + fκρ v2
c
E . (2.18)
Die Konservierung der Energie bezu¨glich des Austausches von Strahlungsenergie und inne-
rer Energie ist bis auf Maschinengenauigkeit durch die diesbezu¨glich konservative Formu-
lierung der Gleichungen (2.17) und (2.18) gesichert. Denn die Quellen in der Strahlungs-
energiebilanz haben entsprechende Senken in der inneren Energiebilanz oder umgekehrt.
Die beiden anderen Terme in (2.18) entsprechen Advektions bzw. Diffusionsprozessen, sind
also Oberfla¨chenterme. Die einzelnen Ausdru¨cke in (2.18) erkla¨ren sich von links wie folgt:
Nach der Zeitableitung haben wir die schon erwa¨hnte Advektion der Strahlungsenthalpie
E + P, dann auf der rechten Seite natu¨rlich die Strahlungsdiffusion, weiterhin die Emissi-
on und Absorption der Strahlung (also die Austauschtprozesse mit der Materie), dann die
Arbeit des Strahlungsfeldes wa¨hrend der Diffusion durch das Gas, und schließlich einen
weiterer Arbeitsterm, der die neben der Diffusion auftauchenden Korrekturen des Flusses
in (2.15) beru¨cksichtigt.
Im Gegensatz zu den Energiegleichungen ist die Impulsbilanz (2.16) nicht konservativ
(bezu¨glich der Strahlungsterme), da der Strahlungdruck keinen entsprechenden Gegen-
term besitzt. Dies begru¨ndet sich damit, daß in der Diffusionsapproximation zwar die
Strahlung ihren Impuls auf das Gas u¨bertragen kann, jedoch der Strahlungsimpuls nicht
explizit betrachtet wird und daher ein U¨bertrag von Gasimpuls auf das Strahlungsfeld
nicht beru¨cksichtigt werden kann.
Der entscheidende Vorteil der Formulierung der Gleichungen (2.16)–(2.18) im ruhenden
Bezugssystem besteht darin, daß eine direkte Verwendung in numerischen Algorithmen
mo¨glich ist (in denen meistens eine eulersche Formulierung der hydrodynamischen Glei-
chungen zum Einsatz kommt).
Die hier beschriebene Na¨herung des Strahlungstransportes stellt vom technischen Auf-
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wand her einen Mittelweg zwischen verschiedenen Modellierungsmo¨glichkeiten dar. Ein-
fachere Herangehensweisen (z.B. isotherme oder polytrope Modelle) sind definitiv nicht
ausreichend fu¨r unsere Untersuchungen. Komplexere Ansa¨tze (z.B. das Lo¨sen der vollen
Transportgleichung mit Hilfe der Theorie der kurzen Charakteristiken) sind in Verbin-
dung mit mehrdimensionaler Hydrodynamik im Rahmen einer Dissertation vollkommen
illusorisch, zumal wenn sie neu implementiert werden sollen.
2.4 Zustandsgleichung
Die in den Impuls- und Energiebilanzen (2.16)–(2.18) auftretenden Variablen Druck p
und Temperatur T stellen abgeleitete Gro¨ßen der prima¨ren thermodynamischen Variablen
Dichte ρ und innerer Energiedichte e dar. p und T sind bis jetzt nicht na¨her bestimmt,
wir beno¨tigen also noch die Zustandsgleichung, welche uns die Zusammenha¨nge
p = p(ρ, e) , T = T (ρ, e) (2.19)
liefert. Die Beziehungen (2.19) mu¨ssen, um die Sternentstehung beschreiben zu ko¨nnen,
einen u¨ber viele Gro¨ßenordnungen gehenden Dichtebereich (10−16...+3 kg m−3) und Tem-
peraturbereich (101...7 K) abdecken. Daher fassen diese Materialfunktionen in sich eine
Vielzahl mikrophysikalischer Prozesse zusammen. Betrachten wir ein Gemisch aus Was-
serstoff und Helium (und in Spuren vorhandenen schwereren Elementen) in der Gasphase,
so sind wir unter anderem mit folgenden wichtigen thermodynamischen Prozessen kon-
frontiert (beginnend bei kleinen Temperaturen):
Bei T . 80 K liegt der Wasserstoff zwar in molekularer Form vor, jedoch sind die inneren
Freiheitsgrade der Rotation und Vibration des Moleku¨ls praktisch ”eingefroren“, d.h. die
Temperaturen sind nicht ausreichend, um die no¨tigen Anregungsenergien zu liefern. Ab
etwa 80 K werden die ersten Rotationsenergieniveaus angeregt, nach und nach kommen
nun alle weiteren Rotationsmoden dazu. Der Prozess ist bei ca. 500 K abgeschlossen und
sorgt fu¨r eine monoton ansteigende spezifische Wa¨rme cV des Gasgemisches. Es sei be-
merkt, daß die Entwicklung der Rotationsfreiheitsgrade entscheidend vom Verha¨ltnis von
Orthowasserstoff (Kernspins sind parallel) zu Parawasserstoff (Kernspins sind antiparal-
lel) abha¨ngt. Der soeben beschriebene Ablauf gilt fu¨r ein Ortho:Para-Verha¨ltnis von 3:1.
Dieses Verha¨ltnis wird bei der Bildung von H2 auf der Oberfla¨che kalter Staubpartikel an-
genommen [Flower et al., 2006]. Wenn aber die H2-Moleku¨le die Mo¨glichkeit haben in ihr
thermodynamisches Gleichgewicht zu gelangen, dann verschiebt sich fu¨r sinkende Tem-
peratur das Ortho:Para-Verha¨ltnis zu Gunsten des Parawasserstoffes (im Gleichgewicht
gibt es fu¨r T→0 nur noch Parawasserstoff). Der erheblich variierende Verlauf der spezifi-
schen Wa¨rme (und der daraus folgende Adiabatenexponent) fu¨r verschiedene Ortho:Para-
Verha¨ltnisse kann die dynamische Stabilita¨t von Objekten in diesem Temperaturbereich
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maßgeblich beeinflussen. Da jedoch die Relevanz und die Zeitskalen der einzelnen Pro-
zesse die zur Thermalisierung (d.h. zum Gleichgewicht) fu¨hren bislang unklar sind (vgl.
[Boley et al., 2007]), mu¨ssen wir hier von einer detaillierteren Behandlung absehen. Wir
gehen von einem festen Ortho:Para-Verha¨ltnis von 3:1 aus.
Ab etwa 500 K ko¨nnen nach und nach die Vibrationsenergieniveaus angeregt werden, wo-
durch weitere Freiheitsgrade zur Verfu¨gung stehen. Bei T & 1500 K mu¨ssen wir beachten,
daß ein fließender U¨bergang zur Dissoziation des H2-Moleku¨ls stattfindet. Zum einen gilt
es dann die zunehmende Anharmonizita¨t der Moleku¨lschwingungen zu beru¨cksichtigen,
zum anderen stehen nur endlich viele Anregungszusta¨nde zur Verfu¨gung bevor die Disso-
ziation einsetzt. Oberhalb von etwa 2200 K ist der Wasserstoff vollsta¨ndig dissoziiert. Die
Dissoziation der H2-Moleku¨le ist der erste Prozess (im Sinne steigender Temperaturen),
der das mittlere Molekulargewich µ erniedrigt.
Die Ionisation la¨ßt sich mit der Saha-Gleichung beschreiben. Der Ionisationsgrad ist so-
wohl Temperatur- als auch Druckabha¨ngig. Fu¨r reinen Wasserstoff erhalten wir z.B. in
der Photospha¨re unserer Sonne fu¨r einen Druck P ≈ 6.8 kPa und eine Temperatur T ≈
5636 K praktisch neutralen Wasserstoff mit einem Ionisationsgrad von 10−4. Dagegen
sind in einer tieferen Schicht unseres Sterns mit Werten von P ≈ 156 GPa und T ≈
7.15 · 105 K so gut wie alle Wasserstoffatome (zu einem Grad von 0.993) ionisiert (vgl.
[Kippenhahn and Weigert, 1990]). Die erste Heliumionisation u¨berlappt sich mit der Was-
serstoffionisation, die zweite dagegen beginnt erst dann wenn der Wasserstoff vollsta¨ndig
ionisiert ist. Da nach der Saha-Formel mit steigendem Druck (bzw. steigender Teilchen-
zahldichte) die Rekombinationszeit und somit der Ionisationsgrad sinkt, gibt es Situationen
in denen diese Formel versagt (z.B. im Zentrum unserer Sonne). Dies liegt daran, daß die
Saha-Formel die Absenkung der Ionisationsenergien bei hohen Teilchenzahldichten nicht
beru¨cksichtigt: Wenn die Absta¨nde zwischen den Ionen vergleichbar mit den Orbitalradien
ihrer Elektronen sind, werden mit steigender Dichte nach und nach die ho¨her angeregten
Zusta¨nde nicht mehr gebunden sein. Es la¨ßt sich leicht abscha¨tzen daß im Zentrum un-
serer Sonne, wegen dieser so genannten Druckionisation, selbst der Grundzustand des
Wasserstoffatoms nicht mehr gebunden ist. Man benutzt die Saha-Formel meist so lan-
ge bis der Ionisationsgrad ein Maximum erreicht und nimmt ab dann volle Ionisation an
[Kippenhahn and Weigert, 1990].
Wie aus den Ergebnissen unserer Rechnungen ersichtlich sein wird, kommen wir nicht in
Bereiche, in denen die Entartung der Elektronen eine Rolle spielt und brauchen diesen
Zustand der Materie nicht zu beru¨cksichtigen.
11
2 Theoretische Grundlagen
2.5 Opazita¨t
Weiterhin taucht in den Energiebilanzen (2.17) und (2.18) die Opazita¨t κ auf. In unse-
ren Gleichungen entspricht κ einem spezifischen Wirkungsquerschnitt und hat somit die
Dimension Fla¨che / Masse1. Um fu¨r unseren grauen Strahlungstransport eine geeignete
Relation der Form
κ = κ(ρ, e) (2.20)
zu erhalten, mu¨ssen wir den frequenzabha¨ngigen spezifischen Wirkungsquerschnitt κ(ν)
auf geeignete Art und Weise u¨ber alle Frequenzen mitteln2. Ist F0 wie in §2.3 der (frequen-
zintegrierte) Strahlungsfluß im mitbewegten System und F0(ν) der entsprechende Fluß pro
Frequenzintervall, dann ergibt sich eine flußerhaltende Mittelung fu¨r κ in dem wir
κF0 =
∫ ∞
0
κ(ν)F0(ν)dν (2.21)
fordern. Verwenden wir nun die Diffusionsapproximation (2.9) in frequenzabha¨ngiger Form
und gehen von einem Schwarzko¨rperspektrum aus, d.h E0(ν) ∝ B(ν, T ) (mit der Planck-
funktion B(ν, T )), erhalten wir das Rosseland-Mittel
κ =
(∫ ∞
0
∂B(ν, T )
∂T
dν
)/(∫ ∞
0
1
κ(ν)
∂B(ν, T )
∂T
dν
)
, (2.22)
es entspricht einem harmonischen Mittelwert, wobei jeder Beitrag mit ∂B(ν, T )/∂T ge-
wichtet wird.
Werte fu¨r κ(ν) (und daraus resultierende Werte fu¨r κ mittels (2.22)) sind zum einen
durch experimentelle Absorptionsmessungen u¨ber die letzten Jahrzehnte immer genauer
bestimmt worden, zum anderen aus theoretischen U¨berlegungen abgeleitet. Natu¨rlich muß
auch fu¨r die Opazita¨t der in §2.4 erwa¨hnte, sehr umfangreiche Dichte- und Temperaturbe-
reich abgedeckt werden. Hier ein kurzer U¨berblick zu den wichtigsten Strahlungsabsorbern
(wiederum beginnend bei kleinen Temperaturen):
Fu¨r T . 1400 K liefern die vorhandenen Staubpartikel den wesentlichen Beitrag zur Ab-
sorption. Unterhalb der Verdampfungstemperatur von Wassereis sind die Staubko¨rner von
diesem Eis u¨berzogen und es gilt κ ∝ T 2. Die Verdampfung von Wassereis zeigt (ne-
ben der Temperatur) eine leichte Dichteabha¨ngigkeit, in typischen Regionen protoplane-
tarer Scheiben mit Dichten von ca. 10−9 kg m−3, verdampft das Wassereis bei etwa 150 K
[Tscharnuter and Gail, 2007].
Die u¨berbleibenden Staubko¨rner bestehen zum Großteil aus Silikaten. Fu¨r diesen eisfrei-
en Staubbereich wird κ ∝ √T angenommen. Der Kondensationsgrad der Silikate (welche
1In vielen anderen Arbeiten wird auch die inverse mittlere freie Wegla¨nge κρ als Opazita¨t bezeichnet.
2Wir verwenden ν nur in diesem Abschnitt als Symbol fu¨r die Frequenz, u¨berall sonst ist ν die Viskosita¨t.
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Abbildung 2.1: Das Rosseland-Mittel der Opazita¨t κ in Abha¨ngigkeit von der Dichte ρ
und der Temperatur T . Die erste Flanke bei ca. 100−200 K entspricht der Verdampfung der
Eisma¨ntel von Staubko¨rnern. Die zweite Flanke etwa bei 1000 − 2000 K, hervorgerufen
durch Staubverdampfung, erzeugt die Opazita¨tslu¨cke. Der ”Berg“ wird durch ionisierte
Materie hervorgerufen (hauptsa¨chlich H−-Ionen). Der ebene Bereich jenseits von ca. 104 K
entsteht durch Elektronenstreuung.
wir nicht weiter differenzieren) wird aus dem Kondensationsgrad fu¨r Eisen abgeleitet, da
dieses bei nahezu der gleichen Temperatur verdampft wie das am la¨ngsten stabile Sili-
kat Forsterit (Mg2SiO4). Bei etwa 1400 K (fu¨r typische Dichten von ca. 10−6 kg m−3) ist
sa¨mtlicher Staub verdampft. Danach stehen zuna¨chst nur die noch vorhandenen Moleku¨le
als Absorber zur Verfu¨gung, die wichtigsten von ihnen sind H2, OH, H2O und CO. Im
Vergleich zum Staub stellen sie jedoch wesentlich schwa¨chere Absorber dar. Aus diesem
Grund o¨ffnet sich nach der Staubverdampfung die so genannte ”Opazita¨tslu¨cke“ an der κ
um mehr als 3 Gro¨ßenordnungen sinkt [Tscharnuter and Gail, 2007] (siehe Abb. 2.1).
Ein die Staubopazita¨ten betreffender, wichtiger Punkt ist unsere vereinfachende Annah-
me, daß bei sinkenden Temperaturen die Neubildung des Staubes, also die Rekondensation
instantan geschieht (sonst wa¨re unsere direkte Funktion κ(ρ, e) auch gar nicht mo¨glich).
Die Kondensation beno¨tigt eigentlich Kondensationskeime, die je nach Umgebung eine
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spezifische Bildungszeit haben. Wollten wir diese Kondensationsprozesse beru¨cksichtigen,
mu¨ssten wir zumindest einige zusa¨tzliche Transportgleichungen fu¨r verschiedene chemi-
sche Spezies und das entsprechende chemische Reaktionsnetzwerk lo¨sen, was eindeutig
u¨ber den Rahmen dieser Arbeit hinaus ginge.
Erst wenn die Wasserstoffionisation einsetzt, steht das H−-Ion als effektiver Absorber
zur Verfu¨gung: Ein relativ schwach (0.75 eV) an das Wasserstoffatom gebundenes zweites
Elektron sorgt fu¨r einen ”Gebunden-frei“-U¨bergang und la¨ßt κ wieder um viele Gro¨ßen-
ordnungen steigen. Ein Maximum in κ wird erreicht, wenn ein erheblicher Teil der Was-
serstoffatome ionisiert ist, da zur Bildung von H− sowohl freie Elektronen als auch neutra-
le Wasserstoffatome beno¨tigt werden. Natu¨rlich tragen auch ”Gebunden-frei“-U¨berga¨nge
der anderen Atome (z.B. He) zur Absorption bei. Außerdem liefern Linienabsorptionen
(”Gebunden-gebunden“-U¨berga¨nge) fu¨r T . 10
6 K einen wesentlichen Beitrag, zumal die
Linien stark stoßverbreitert sind. Fu¨r noch ho¨here Temperaturen (T ≈ 107 K) sind dann
”Frei-frei“-U¨berga¨nge maßgeblich, bis schließlich nur noch Elektronenstreuung vorhanden
ist. Insgesamt sinkt κ aber nach dem ”H
−-Maximum“ kontinuierlich bis zur (konstanten)
Elektronenstreuung (vgl. [Kippenhahn and Weigert, 1990]). Natu¨rlich ha¨ngen die Absorp-
tionseigenschaften der ionisierten Materie auch von der Dichte ab, worauf wir an dieser
Stelle aber nicht genauer eingehen wollen. So ergeben sich letztendlich auf der (ρ, T )-Karte
die zwei Flanken der Eis- und Staubverdampfung, die Opazita¨tslu¨cke und der typische
”Kappaberg“, der durch ionisierte Materie entsteht (vgl. Abb. 2.1).
2.6 Drehimpulstransportproblem
Obwohl unsere heutige Sonne u¨ber 99.86 % der Gesamtmasse des Sonnensystems verfu¨gt,
besitzt sie nur noch 0.5 % des Gesamtdrehimpulses (der Großteil steckt im Bahndrehimpuls
der Planeten). Es ist immer noch eine offene Frage, wie fast der gesamte Drehimpuls in
die a¨ußeren Regionen des Systems transportiert wurde.
2.6.1 Gravitative Drehmomente
Einen mo¨glichen Mechanismus stellen gravitative Drehmomente dar. Diese werden hervor-
gerufen durch Spiralstrukturen in protostellaren Scheiben, wobei eruptivartig ein relativ
kleiner Massenanteil mit u¨berdurchschnittlich viel spezifischem Drehimpuls nach außen
geschleudert, der u¨berwiegende Teil der Masse jedoch weiter innen mit einem reduzierten
Gesamtdrehimpuls ”kompaktiert“ wird. Dies ist selbstversta¨ndlich ein dreidimensionales
Pha¨nomen, welches wir in unseren vornehmlich zweidimensionalen (axialsymmetrischen)
Modellen leider nicht na¨her untersuchen ko¨nnen.
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2.6.2 Turbulenz
Weiterhin kann Viskosita¨t fu¨r einen Impulstransport sorgen. Allerdings entfaltet die mole-
kulare Viskosita¨t des Gases ihre Wirkung erst auf La¨ngenskalen die viele Gro¨ßenordnungen
unter der heute mo¨glichen ra¨umlichen Auflo¨sung von astrophysikalischen Simulationen
liegt. Es ist aber davon auszugehen, daß Systeme wie protostellare Scheiben in hohem
Maße turbulent sind und somit eine turbulente Viskosita¨t vorhanden ist, die um ein Viel-
faches gro¨ßer ist als die molekulare. Da eine umfassende Theorie der Turbulenz leider
immer noch nicht vorhanden ist und DNS3 nicht mo¨glich sind, mu¨ssen wir eine effekti-
ve turbulente Viskosita¨t konstruieren, die unsere großskaligen Stro¨mungen bestimmt. Die
na¨chste, weniger rechenintensive Methode (nach DNS) mit der man effektive Viskosita¨ten
bestimmen kann, stellen LES (Large Eddy Simulations) dar, gefolgt von noch einfacheren
Modellen wie Schließungsmethoden fu¨r die zeitlich gemittelten Navier-Stokes-Gleichungen
(vgl. [Davidson, 2004]). Nun ist auch Turbulenz ein inha¨rent dreidimensionales Pha¨nomen
und die soeben erwa¨hnten Methoden sind sozusagen ”u¨berambitioniert“, wenn wir uns
im wesentlichen auf zweidimensionale Rechnungen beschra¨nken mu¨ssen. Anders gesagt,
die im Zweidimensionalen angenommene Axialsymmetrie stellt bereits eine solch starke
Restriktion fu¨r das mo¨gliche, großskalige Stro¨mungsfeld dar, daß die genannten Turbu-
lenzmodellierungen in ihrer Tiefe unno¨tig sind.
2.6.3 Magnetfelder
Es kommen auch Magnetfelder als Drehimpulstransportmechanismus in Frage. Die Ab-
bremsung von rotierenden Sternen durch Magnetfelder ist schon seit la¨ngerer Zeit bekannt
(siehe z.B. [Lu¨st and Schlu¨ter, 1955]). Der Drehimpulstransport in Akkretionsscheiben da-
gegen ist bis heute ein umstrittener Forschungsgegenstand. Der vornehmlich diskutierte
Mechanismus in diesem Zusammenhang ist die so genannte Magneto-Rotations-Instabilita¨t
(vgl. [Balbus and Hawley, 1991]), eine Scherinstabilita¨t in differentiell rotierenden Schei-
ben, die schon fu¨r sehr (im astrophysikalischen Sinne) schwache Magnetfelder auftritt.
Problematisch ist hier der Punkt, daß die Leitfa¨higkeit (korreliert mit dem Ionisations-
grad) der Materie in Akkretionsscheiben stark von der Umgebung beeinflußt wird. So
ko¨nnen die a¨ußeren Schichten von Scheiben durch die Strahlung des zentralen Protosterns
oder benachbarter, massereicher Sterne ionisiert werden. Die a¨quatorialen, massiven und
optisch dicken Bereiche der Scheibe erreicht die ionisierende Strahlung jedoch nicht, es
entstehen neutrale Zonen, in denen das Magnetfeld praktisch nicht an die Materie ge-
koppelt ist. Dazu kommt wiederum der Punkt, daß auch Magnetfelder, und insbesondere
die von ihnen hervorgerufenen, dynamischen Instabilita¨ten, grundsa¨tzlich dreidimensio-
3Direkte Numerische Simulationen (DNS) lo¨sen Strukturen tatsa¨chlich bis hinunter zur Kolmogorovschen
Mikroskala auf und stellen die bis heute rechenaufwendigsten Modellierungen der Navier-Stokes-
Gleichungen dar.
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nale Strukturen sind, es gilt analog die Schlußbemerkung aus §2.6.2 u¨ber die Turbulenz.
Welchen Beitrag zur turbulenten Viskosita¨t Magnetfelder auch immer haben mo¨gen, wir
verwenden an dieser Stelle unserer Arbeit die einzige ku¨nstliche Parametrisierung, die wir
im folgenden Abschnitt erla¨utern.
2.6.4 β-Viskosita¨t
Wir beschra¨nken uns hier auf eine der denkbar einfachsten Konstruktionen einer effekti-
ven turbulenten Viskosita¨t. Gehen wir davon aus, daß die wesentliche Turbulenz in den
protostellaren- bzw. protoplanetaren Akkretionsscheiben entsteht (da hier die sta¨rksten
Scherstro¨mungen auftreten), sollte es lohnen die entsprechende Reynoldszahl Re zu un-
tersuchen. Re stellt das Verha¨ltnis von Tra¨gheitskra¨ften zu viskosen Kra¨ften dar. Sei
s = r sin θ der senkrechte Abstand eines Punktes von der Rotationsachse unseres Sys-
tems, vφ die azimuthale Geschwindigkeit und ν die kinematische Viskosita¨t, dann ergibt
sich
Re =
s vφ
ν
. (2.23)
Gehen wir von einer grundsa¨tzlich sehr turbulenten Scheibe mit hohem Re aus, dann
wird die Turbulenz die effektive Viskosita¨t so lange erho¨hen bis Re etwa auf die kriti-
sche Reynoldszahl Rekrit erniedrigt worden ist [Lynden-Bell and Pringle, 1974]. Im Um-
kehrschluß bedeutet dies, daß eine effektive Viskosita¨t
νeff := βsvφ (2.24)
definiert werden kann, mit einer Konstanten β, die der Bedingung
β . 1
Rekrit
(2.25)
genu¨gt [Duschl et al., 2000]. Diese so genannte β-Viskosita¨t (2.24) entspricht der maximal
mo¨glichen turbulenten Viskosita¨t die durch die azimutalen Scherstro¨mungen allein hervor-
gerufen werden kann. Fu¨r typische Werte aus Labormessungen mit Rekrit ≈ 102...3 folgt
β . 10−2...−3. Die β-Viskosita¨t ist eine Verallgemeinerung der bekannten α-Viskosita¨t
[Shakura and Sunyaev, 1973]. Die α-Vorschrift leitet sich aus thermischen Eigenschaften
der Scheibe ab, νeff = α csh mit der lokalen Schallgeschwindigkeit cs und der Druckska-
lenho¨he h. Dieser Ansatz entha¨lt jedoch keine Informationen u¨ber den Entstehungsme-
chanismus der Turbulenz. Es la¨ßt sich zeigen, daß im Dissipationsgrenzfall, d.h. wenn die
turbulenten Geschwindigkeiten kleiner als die Schallgeschwindigkeit sind (was i.allg. bei
protostellaren Akkretionsscheiben anzunehmen ist), die α-Viskosita¨t den Grenzfall der
β-Viskosita¨t fu¨r verschwindende Eigengravitation darstellt (siehe [Duschl et al., 2000]).
Besonders in unseren Simulationen, in denen anfa¨nglich gar kein Zentralobjekt existiert,
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ist die Eigengravitation von entscheidender Bedeutung fu¨r die Scheibe. Daher verwenden
wir die β-Viskosita¨t, und zwar in der noch etwas allgemeineren Form als in (2.24), na¨mlich
ν
β
= β r2ω . (2.26)
Wobei r nun der spha¨rische Radius (der Abstand vom Koordinatenursprung) und ω die
Winkelgeschwindigkeit ist. In der Scheibe (s ≈ r und vφ ≈ rω) sind die Formulierungen
(2.24) und (2.26) praktisch gleich. Daru¨ber hinaus sehen wir r im Vergleich zu s als die
grundlegendere La¨ngenskala an und verwenden daher ν
β
aus (2.26) als unsere turbulente
Viskosita¨t.
2.7 Ku¨nstliche Viskosita¨t
Stoßfronten, welche inha¨rente Pha¨nomene einer jeden Akkretionsscheibe sind, stellen sich
in den Lo¨sungen unserer hydrodynamischen Gleichungen als Diskontinuita¨ten dar. Der
Grund ist folgender: Auch wenn die Navier-Stokes-Gleichung (2.3) formal keine hyperbo-
lische, sondern wegen den viskosen Spannungen (vermittelt durch Q) eine parabolische
Differentialgleichung ist, wird die La¨ngenskala auf der der diffusive Charakter der Glei-
chung zu Tage tritt durch die Viskosita¨t bestimmt. Da (wie schon in §2.6.2 erwa¨hnt) die
molekulare Viskosita¨t auf La¨ngenskalen wirkt die einigen mittleren freien Wegla¨ngen der
Gasteilchen entspricht, ist auch die Dicke der realen Stoßfront mit dieser La¨nge vergleich-
bar. Weil die ra¨umliche Auflo¨sung unserer Simulationen aus technischen Gru¨nden (Rechen-
zeit) um etliche Gro¨ßenordnungen u¨ber dieser La¨ngenskala liegt, erhalten wir Unstetigkei-
ten in den Feldgro¨ßen. Solche Strukturen ko¨nnen ein Problem fu¨r die numerische Stabilita¨t
des verwendeten Advektionsalgorithmus sein, insbesondere bei Finite-Volumen-Verfahren.
Daher werden diese Diskontinuita¨ten durch einen ku¨nstlichen ”viskosen Druck“, auf einer
La¨ngenskala die der lokalen Gitterweite der Simulation entspricht, gegla¨ttet. Die klassische
Konstruktion eines solchen Druckes wird in [von Neumann and Richtmyer, 1950] fu¨r den
eindimensionalen, kartesischen Fall beschrieben und lautet
pvisko = l2ρ
∂v
∂x
min
(
∂v
∂x
, 0
)
, (2.27)
wobei l die typische La¨ngenskala ist u¨ber die gegla¨ttet werden soll (eben einige Gitterwei-
ten). Der Druck pvisko(≥ 0) ist nur gro¨ßer null wenn ∂v/∂x < 0 gilt. Mit dem Abstand
von einer Stoßfront (maximales ∂v/∂x) fa¨llt pvisko wegen der quadratischen Abha¨ngigkeit
vom Geschwindigkeitsgradienten schnell ab. Die Verallgemeinerung auf mehrere Dimen-
sionen und/oder krummlinige Koordinaten sollte nicht achtlos vorgenommen werden. Eine
physikalisch motivierte Verallgemeinerung ist in [Tscharnuter and Winkler, 1979] zu fin-
den. Dort wird der allgemeine viskose Spannungstensor Q (2.4) mit der folgendermaßen
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definierten ku¨nstlichen Viskosita¨t
νk = −l2 min (∇ · v, 0) (2.28)
zusammengebracht (l hat die gleiche Bedeutung wie in (2.27)). Es ergibt sich also mit
(2.4) und (2.28) der Spannungstensor der ku¨nstlichen Viskosita¨t zu
Qk = −2 ρ l2 min (∇ · v, 0)
[
∇v − 1
3
(∇ · v)1
]
. (2.29)
Fu¨r den eindimensionalen, kartesischen Fall4 reduziert sich (2.29) auf5 Qk = −43 pvisko.
Neben der faktischen Beinhaltung (bis auf einen Faktor 4/3) der klassischen Formulie-
rung (2.27), weist die verallgemeinerte ”ku¨nstliche Tensorviskosita¨t“ (2.29) entscheidende
Vorteile bei mehrdimensionalen und/oder krummlinigen Koordinaten auf. So ist die Di-
vergenz ∇ · v eine invariante, skalare Gro¨ße, und auch dem gesamten Tensor Qk kommt
eine vom Koordinatensystem unabha¨ngige Bedeutung zu; z.B. ist durch die Spurfreiheit
von Qk sichergestellt daß eine homologe, spha¨rische Kontraktion (vr ∝ −r) nicht durch
ku¨nstliche Viskosita¨t beeinflußt wird. Damit im Zusammenhang stehen ganz allgemeine
Probleme die durch ”geometrische Kompression“ in krummlinigen Koordinaten entstehen.
Diese Probleme, welche insbesondere bei Akkretionsstro¨mungen auftreten, werden durch
die Tensorformulierung vollsta¨ndig vermieden [Tscharnuter and Winkler, 1979].
2.8 Zeitskalen
Fu¨r ein jedes physikalisches System ist es hilfreich, die jeweils relevanten Zeitskalen zu
betrachten, weshalb wir sie hier kurz darstellen. Da ist zum einen die Freifallzeit
τff =
√
3pi
32Gρ¯
, (2.30)
die eine homogene Massenverteilung der Dichte ρ¯ braucht, um ausschließlich unter der
Wirkung der Gravitation zu kollabieren (also formal unendliche Dichte zu erreichen). An-
dererseits gibt es die dynamische Zeitskala
τdyn =
R
cs
, (2.31)
welche der Schallaufzeit durch das betrachtete Objekt (mit ra¨umlichem Ausmaß R und
Schallgeschwindigkeit cs) entspricht. Es ist die Zeit, in der ein System auf mechanische
4∇ · v = ∇v = ∂v/∂x.
5Das Minuszeichen ru¨hrt von der Vorzeichenkonvention fu¨r Q in der Navier-Stokes-Gleichung her.
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Sto¨rungen reagiert. Des weiteren ist die thermische Zeitskala, die Kelvin-Helmholtz-Zeit
τKH =
eges
L
(2.32)
wichtig, die gleich dem Verha¨ltnis von gesamter innerer Energie eges =
∫
e dV eines Ob-
jektes zu dessen abgestrahlter Leuchtkraft L ist. τKH ist also die Zeit, die ein Objekt
braucht, um soviel innere Energie abzustrahlen, daß es mit seiner Umgebung im thermi-
schen Gleichgewicht ist. Es ist auch die Zeit, die eine thermische Fluktuation beno¨tigt,
um das Objekt zu durchlaufen, also eine Art ”Wa¨rmewellenlaufzeit“. Schließlich ist auch
die viskose Zeiskala
τvisk =
R2
ν
(2.33)
von Bedeutung, welche die Geschwindigkeit von diffusiven Prozessen (mit der Viskosita¨t
ν) charakterisiert, wie z.B. den Drehimpulstransport durch turbulente Viskosita¨t. Die
nukleare Zeitskala, die das Verha¨ltnis von zur Verfu¨gung stehender Energie aus Kernfusion
zu abgestrahlter Leuchtkraft darstellt, spielt fu¨r unsere Untersuchungen keine Rolle, da in
der von uns betrachteten Phase noch keine Kernreaktionen stattfinden.
2.9 Gravitationsinstabilita¨ten
Unter welchen Bedingungen eine gegebene Gasverteilung instabil gegen gravitativen Kol-
laps ist, spielt fu¨r unsere Modelle eine große Rolle. Insbesondere die Anfangsbedingungen
mu¨ssen so gewa¨hlt werden, daß ein Kollaps u¨berhaupt stattfindet.
2.9.1 Kritische Gleichgewichte isothermer Gaskugeln
Die Frage nach der Stabilita¨t isothermer Systeme gegen gravitativen Kollaps, gewa¨hrleistet
durch die entgegenwirkenden Druckkra¨fte, wurde theoretisch schon zu Beginn des letzten
Jahrhunderts beleuchtet [Jeans, 1902]. Aus einer linearen Stabilita¨tsanalyse leitet Jeans
die kritische Wellenla¨nge ab, oberhalb welcher eine infinitesimale Sto¨rung in Form einer
ebenen Welle in einem homogenen, isothermen Gas (Massendichte ρ¯, Schallgeschwindigkeit
cs) zu einer zeitlich exponentiell anwachsenden Verdichtung fu¨hrt. Diese weithin bekannte
Jeans-La¨nge
λJ = cs
√
pi
Gρ¯
∝ csτff (2.34)
und die aus ihr resultierende Jeans-Masse MJ ∝ ρ¯λ3J, liefern bereits eine gute Abscha¨tzung
fu¨r die Grenze zur gravitativen Instabilita¨t. Man erkennt an (2.34) auch sofort den Zu-
sammenhang zu den Zeitskalen (vgl. §2.8): Wird die dynamische Zeitskala τdyn ∝ λJ/cs
(auf der die stabilisierenden Druckkra¨fte vermittelt werden) gro¨ßer als die Freifallzeit τff ,
so findet der Druckausgleich zu ”langsam“ statt, es kommt zum Kollaps.
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Fu¨r exakte, quantitative Aussagen ist die Herleitung nach Jeans allgemein nicht geeignet,
da die Ausgangskonfiguration in der Natur prinzipiell nicht realisierbar ist. Jeans geht
von einer unendlich ausgedehnten homogenen Massendichte ρ0 aus, was auf Grund der
Poisson-Gleichung nur fu¨r den Grenzfall ρ0 → 0 mo¨glich ist.
In diesem Sinne realistischere Systeme stellen kugelsymmetrische Konfigurationen dar,
auch als Bonnor-Ebert-Spha¨ren (BES) bekannt, vgl. [Bonnor, 1956], [Ebert, 1957]. Sie
stellen hydrostatische Gleichgewichtskonfigurationen isothermer, spha¨risch symmetrischer
Gasverteilungen dar, welche sich auf der Schwelle zur Gravitationsinstabilita¨t befinden. Die
Struktur der BES wurde zum einen durch eine analog zur Jeans-Analyse durchgefu¨hrte, li-
neare Stabilita¨tsanalyse ermittelt ([Ebert, 1957]), zum anderen aus einer Analyse kritischer
Punkte thermodynamischer Potentiale bestimmt ([Bonnor, 1956]). Durch die Angabe der
Gesamtmasse sowie der Schallgeschwindigkeit ist eine BES eindeutig bestimmt.
2.9.2 Toomre-Instabilita¨t du¨nner Gasscheiben
Auch die Frage nach der gravitativen Stabilita¨t du¨nner Gasscheiben ist fu¨r uns von Belang.
Du¨nn meint in diesem Fall, daß der senkrechte Abstand s von der Rotationsachse groß
sein soll gegen die Druckskalenho¨he h der Scheibe, also s h. Der Toomre-Parameter QT
(vgl. [Toomre, 1964]) definiert die Bedingungen fu¨r die lokale Stabilita¨t gegen axialsym-
metrische Sto¨rungen. Es ergibt sich
QT =
ϕcs
piGΣ
, (2.35)
mit der Epizykelfrequenz
ϕ =
√
2ω
s
d
ds
(s2ω) (2.36)
und der Oberfla¨chendichte
Σ =
∫ h
−h
ρ dz . (2.37)
Erhalten wir an einer Stelle der Scheibe einen Wert QT < 1, so ist die Scheibe dort
gravitativ instabil. Dagegen sind Bereiche mit QT > 1 stabil. Auch die Untersuchungen
nach Toomre beruhen auf einer linearen Stabilita¨tsanalyse.
2.10 Das gesamte Gleichungssystem im U¨berblick
Nachdem alle Teile des zu betrachtenden Gleichungssystems erla¨utert worden sind, fassen
wir zum Abschluß dieses Kapitels das Gesamtsystem noch einmal in einer U¨bersicht in
Tafel 1 zusammen.
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∂ρ
∂t
+∇ · (ρv) = 0 (2.38)
∂(ρv)
∂t
+∇ · (ρv v) = −∇p+∇ ·Q− ρ∇Φ− λ∇E (2.39)
∂e
∂t
+∇ · (ev) = −p∇ · v + Q : ∇v + cκρ (E − aT 4) + λv · ∇E − fκρ v2
c
E (2.40)
∂E
∂t
+∇ · (f E v) = ∇ ·
(
cλ
κρ
∇E
)
− cκρ (E − aT 4) − λv · ∇E + fκρ v2
c
E (2.41)
∆Φ = 4piGρ (2.42)
Q = 2ρ(ν
β
+ νk)
[
∇v − 1
3
(∇ · v)1
]
, ν
β
= β r2ω , νk = −l2 min (∇ · v, 0) (2.43)
λ =
1
s
(
coth s− 1
s
)
, f =
3
2
− 1
2
(
coth s− 1
s
)
coth s , s =
|∇E|
κρE
(2.44)
p = p(ρ, e) , T = T (ρ, e) , κ = κ(ρ, e) . (2.45)
Tafel 1: Das vollsta¨ndige Gleichungssystem.
Die erste Gruppe (2.38)–(2.42) stellt die Erhaltungsgleichungen fu¨r die prima¨ren Gro¨ßen
Masse (2.38), Impuls (2.39), innere Energie (2.40) und Strahlungsenergie (2.41), sowie
die Poissongleichung (2.42) dar. Die zweite Gruppe (2.43)–(2.45) entha¨lt die Definitionen
der aus den prima¨ren Gro¨ßen abgeleiteten Variablen, welche in den Erhaltungsgleichungen
vorkommen: Den viskosen Spannungstensor fu¨r β- und ku¨nstliche Viskosita¨t Q (2.43), den
Strahlungsflußlimiter λ und den Advektionsfaktor der Strahlungsenthalpie f (2.44), die
Zustandsgleichung fu¨r Temperatur T und Druck p, sowie die Opazita¨t κ (2.45). Die einzigen
freien Parameter in diesem System sind der Gla¨ttungsfaktor der ku¨nstlichen Viskosita¨t l
(welcher etwa der lokalen Zellweite des Gitters entsprechen sollte, also eigentlich bestimmt
ist) und weiterhin der β-Viskosita¨tswert in welchem unsere ganze Unwissenheit u¨ber die
wahre Gro¨ße der effektiven turbulenten Viskosita¨t steckt. β ist zumindest innerhalb eines
Rahmens von etwa zwei Gro¨ßenordnungen bestimmt (vgl. §2.6.4), muß aber definitiv in
einer Parameterstudie untersucht werden, da der mo¨gliche Variationsbereich einfach zu
groß ist. Sind diese freien Parameter gewa¨hlt, stellen die Gleichungen (2.38)–(2.45) ein in
sich geschlossenes System dar, dessen Lo¨sung bei gegebenen Rand- und Anfangsbedingun-
gen eindeutig bestimmt ist. Technische Details zur Auswertung dieses Gleichungssystems
werden im nun folgenden Kapitel 3 behandelt.
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3 Technische Realisierung
Nun gehen wir daran das in Kapitel 2 zusammengestellte Gleichungssystem (2.38)–(2.45)
zu lo¨sen. Ohne extreme Vereinfachungen sind die Aussichten analytische Lo¨sungen fu¨r das
System zu finden sehr bescheiden. Wir mu¨ssen daher auf geeignete numerische Methoden
zuru¨ckgreifen, welche wir in diesem Kapitel im Detail beschreiben.
3.1 Ra¨umliches Koordinatensystem
Wir verwenden eine gitterbasierte Methode, d.h. unsere physikalischen Variablen sind
an diskreten Stu¨tzstellen im Raum definiert. Einer der wesentlichen Unterschiede un-
seres Ansatzes im Vergleich zu anderen Untersuchungen besteht in der speziellen Wahl
des Koordinatensystems. Wa¨hrend heute viele hydrodynamische Simulationen auf kar-
tesischen Gittern mit adaptiver Verfeinerung basieren (wie z.B. der FLASH-Code, siehe
[Fryxell et al., 2000]), nutzen wir ein an das Problem angepasstes, statisches Gitter. Um
unsere gegebenenfalls vorhandenen Symmetrieannahmen (vergl. §3.13) u¨berhaupt reali-
sieren zu ko¨nnen, brauchen wir natu¨rlich den Azimutwinkel φ. Somit kommen (exotische
Systeme einmal ausgenommen) nur noch Zylinder- oder Kugelkoordinaten in Frage. Letz-
tere bieten entscheidende Vorteile. Aufgrund der Unkenntnis exakter Anfangsbedingungen
(vergl. §3.15), scheint es allemal plausibler, die Rechnung mit einem kugelfo¨rmigen Objekt
zu beginnen als mit einem zylindrischen, da ersteres mit einer gro¨ßeren Wahrscheinlichkeit
in der Natur realisiert wird. Weiterhin wird der im Zentrum entstehende Protostern we-
gen seiner Eigengravitation anna¨hernd rund sein, Kugelkoordinaten sind also angepasste
Koordinaten. Ein weiterer Vorteil dieser Koordinaten besteht in der Tatsache, daß eine
Multipolentwicklung des Gravitationsfeldes auf dem a¨ußeren Rand (zur Bestimmung der
Randwerte des Gravitationspotentials) in Kugelkoordinaten immer konvergiert, weil alle
Quellen (Massenelemente) einen kleineren Abstand zum Koordinatenursprung (r=0) ha-
ben als alle zu berechnenden Randpositionen. Dies ist in Zylinderkoordinaten nicht der
Fall, wie man sich leicht u¨berlegen kann.
3.1.1 Lokal uniformes Gitter in axialer Symmetrie
Kugelkoordinaten bieten einen weiteren entscheidenden Vorteil bezu¨glich ”Angepaßtheit“,
numerischer Stabilita¨t und Genauigkeit. Die zwei letztgenannten Punkte ha¨ngen empfind-
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Abbildung 3.1: Ein gleichma¨ßig logarithmisches Gitter (3.3) fu¨r Nθ = 12 (d.h. 12 Win-
kelzellen auf 180◦ und somit 6 auf 90◦) und Nr = 6.
lich von der lokalen Form des Gitters ab. Gerade die Genauigkeit von finiten Differenzen,
z.B. die quadratische Konvergenz mit der Zellweite bei zentralen Differenzen, ist streng
nur gegeben bei a¨quidistanten Zellen (siehe auch Diskussion in §3.2.1). Weiterhin ko¨nnen
Instabilita¨ten und Ungenauigkeiten durch ”unfo¨rmige“ Zellen (solche deren ra¨umliche Aus-
dehnung je nach Richtung stark variiert) hervorgerufen werden. Wie ko¨nnen wir nun ein
lokal mo¨glichst uniformes Gitter erzeugen, welches gleichzeitig so angepasst ist, daß es
ra¨umliche Skalen u¨ber mehr als sieben Gro¨ßenordnungen sinnvoll darstellt? Fu¨r den axi-
alsymmetrischen Fall ist ein solches Gitter in Kugelkoordinaten mo¨glich.
Betrachten wir eine beliebige (r, θ)-Ebene (φ = const.) eines Kugelkoordinatensystems,
also schlicht zweidimensionale Polarkoordinaten, so la¨ßt sich die Forderung nach lokaler
Uniformita¨t der Gitterzellen darstellen als Gleichheit der La¨nge der Linienelemente der
Koordinatenrichtungen, d.h. in differentieller bzw. diskreter Form als
dr = r dθ ⇒ ri+1 − ri = 12(ri+1 + ri)∆θ . (3.1)
Diese Bedingung stellt sicher, daß die ra¨umliche Ausdehnung jeder Zelle in Winkelrichtung
genauso groß ist wie in radialer Richtung, vgl. Abb. 3.1. Seien die Winkelausdehnungen
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∆θ konstant (eine notwendige Bedingung fu¨r lokale Uniformita¨t) und mit Nθ = pi/∆θ die
Winkelauflo¨sung (Anzahl der Winkelzellen auf 180◦) bezeichnet, dann ko¨nnen wir aus (3.1)
sofort eine rekursive als auch explizite Formel fu¨r die Positionen der radialen Stu¨tzstellen
ableiten
ri+1 = ri
2Nθ + pi
2Nθ − pi ⇒ ri = r0
(
2Nθ + pi
2Nθ − pi
)i
. (3.2)
Wird neben dem minimalen Radius r0 ein maximaler Radius rNr (der Aussenrand des
Rechengebietes) angegeben, so la¨ßt sich (3.2) auch schreiben als
ri = r0
(
rNr
r0
)i/Nr
, (3.3)
mit der radialen Auflo¨sung Nr. Der Vergleich von (3.2) und (3.3) fu¨hrt direkt auf die
Beziehung (
rNr
r0
)1/Nr
=
2Nθ + pi
2Nθ − pi . (3.4)
Somit sind nur drei der vier Gro¨ßen r0, rNr , Nr und Nθ frei wa¨hlbar. Da wir im allgemeinen
die ra¨umliche Ausdehnung je nach physikalischer Fragestellung und gegebenen Anfangs-
bedingungen wa¨hlen werden, setzen wir r0 und rNr als gegeben voraus. So bleibt noch Nr
oder Nθ zu wa¨hlen und die jeweils andere Auflo¨sung lautet dann nach (3.4)
Nθ =
pi
2
(rNr /r0)
1/Nr + 1
(rNr /r0)
1/Nr − 1 oder Nr =
ln [rNr /r0]
ln [(2Nθ + pi)/(2Nθ − pi)] . (3.5)
Natu¨rlich sind die Resultate aus (3.5) praktisch nie von ganzzahligem Wert; daher ist eine
entsprechende Rundung auf die na¨chstliegende ganze Zahl no¨tig. Wir haben nun durch
unser gleichma¨ßig logarithmisches, radiales Gitter (3.3) ein lokal mo¨glichst uniformes Git-
ter erhalten, im Grenzfall sehr hoher Auflo¨sung (Nr,Nθ) ist es lokal praktisch quadratisch.
Global gesehen haben wir in jeder ra¨umlichen Gro¨ßenordnung ein ”selbsta¨hnliches“ Gitter
erzeugt, vgl. Abb. 3.1. Die relative Variation der radialen Zellweiten
ri+1 − ri
ri − ri−1 − 1 =
(
rNr
r0
)1/Nr
− 1 = 2pi
2Nθ − pi (3.6)
ist unabha¨ngig von der Position i und interessanterweise ausschließlich von Nθ abha¨ngig.
Fu¨r nicht zu klein gewa¨hltes Nθ ist diese Gro¨ße etwa umgekehrt proportional zu Nθ.
3.1.2 Bemerkungen zum vollen 3D-Gitter in Kugelkoordinaten
Erga¨nzen wir nun das soeben hergeleitete lokal uniforme Gitter in der (r, θ)-Ebene um den
Azimutwinkel φ, gibt es leider keine Mo¨glichkeit die Forderung nach lokaler Uniformita¨t
auf die dritte Dimension zu erweitern. Dies entspra¨che einem lokal kubischen Gitter –
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es ist leicht einzusehen, daß sich aus einem solchen kubischen Gitter keine vollsta¨ndige
Fu¨llung des dreidimensionalen Raumes in Kugelkoordinaten bewerkstelligen la¨ßt. Sei ∆φ
die (natu¨rlich konstante) Azimutwinkelausdehnung und entsprechend Nφ = 2pi/∆φ die
Winkelauflo¨sung (Anzahl der Winkelzellen auf 360◦), so ko¨nnen wir mit der Wahl ∆φ=
∆θ bzw. Nφ = 2Nθ zumindest im A¨quatorbereich ein lokal uniformes, kubisches Gitter
erzeugen.
3.2 Diskretisierung auf einem gestaffelten Gitter
Mit Blick auf die unterschiedlichen mathematischen Objekte (Skalare, Vektoren und Ten-
soren) mit denen verschiedene physikalische Felder eines Sytems (z.B. einer Stro¨mung)
beschrieben werden, bietet es sich an, diesen Objekten bestimmte Positionen auf dem
ra¨umlichen Gitter zuzuordnen. Wir betrachten zur Erla¨uterung ein dreidimensionales, ku-
bisches Gitter, wobei die drei zueinander orthogonalen Richtungen mit i, j, k indiziert
werden; die Gitterzelle (i, j, k) dieses Gitters ist in Abb. 3.2 dargestellt. Die drei zur An-
wendung kommenden Feldtypen, Skalarfeld, Vektorfeld und Tensorfeld, jeweils beschrieben
durch ihre Komponenten
Si,j,k , Vi,j,k =
V
1
i,j,k
V 2
i,j,k
V 3
i,j,k
 , Ti,j,k =
T
11
i,j,k
T 12
i,j,k
T 13
i,j,k
T 21
i,j,k
T 22
i,j,k
T 23
i,j,k
T 31
i,j,k
T 32
i,j,k
T 33
i,j,k
 , (3.7)
werden in der Gitterzelle so positioniert wie in Abb. 3.2 dargestellt. Skalare und Haupt-
diagonalelemente von Tensoren werden also im Zentrum der Zelle definiert, Vektorkom-
ponenten zentral auf dem zu ihnen orthogonalen Oberfla¨chenelement, und Querelemente
von Tensoren auf den entsprechenden Zellkanten. Diese Anordnung hat den Vorteil, daß
fu¨r viele Differentialoperationen bei der Diskretisierung einfachere, ganz ”natu¨rliche“ Dif-
ferenzenformeln entstehen. Hier einige Beispiele: Der Gradient eines skalaren Feldes, also
eine Zuordnung V = ∇S lautet fu¨r die erste Komponente
V 1i,j,k =
Si,j,k − Si−1,j,k
x1i,j,k − x1i−1,j,k
, (3.8)
wobei x1i,j,k der ersten Komponente der Raumkoordinate von Si,j,k entspricht. Die Diver-
genz eines Vektorfeldes, d.h. Zuordnungen der Form S = ∇·V ergeben sich zu
Si,j,k =
1
Voli,j,k
(
Fl1i+1,j,kV
1
i+1,j,k − Fl1i,j,kV 1i,j,k+
Fl2i,j+1,kV
2
i,j+1,k − Fl2i,j,kV 2i,j,k+
Fl3i,j,k+1V
3
i,j,k+1 − Fl3i,j,kV 3i,j,k
)
,
(3.9)
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Abbildung 3.2: Definition von Skalaren (Si,j,k), Vektor- (V mi,j,k) und Tensorkomponenten
(Tmni,j,k) der Gitterzelle (i, j, k) auf einem kubischen, gestaffelten Gitter.
hier ist Flmi,j,k das der Vektorkomponente V
m
i,j,k zugeordnete (ihm orthogonale) Ober-
fla¨chenelement und Voli,j,k das Volumen der Gitterzelle. Die Divergenz eines Tensorfeldes,
also eine Zuordnung V = ∇·T lautet fu¨r die erste Komponente
V 1i,j,k =
1
Voli− 1
2
,j,k
(
Fl1
i+ 1
2
,j,k
T 11i,j,k − Fl1i− 1
2
,j,k
T 11i−1,j,k+
Fl2
i− 1
2
,j+1,k
T 21i,j+1,k − Fl2i− 1
2
,j,k
T 21i,j,k+
Fl3
i− 1
2
,j,k+1
T 31i,j,k+1 − Fl3i− 1
2
,j,k
T 31i,j,k
)
.
(3.10)
Mit der Indizierung i± 12 ist die Verschiebung der Volumen- und Oberfla¨chenelemente um
plus bzw. minus eine halbe Zellenla¨nge in die i-Richtung gemeint (jede Tensorkomponente
liegt daher zentral auf dem mit ihr multiplizierten Oberfla¨chenelement).
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3.2.1 Genauigkeit der Diskretisierung
Da es sich bei allen oben beschriebenen Diskretisierungen um zentrale Differenzen handelt,
ist zumindest fu¨r ein a¨quidistantes kartesisches Gitter hiermit eine ra¨umliche Konvergenz
zweiter Ordnung erreicht, d.h. der Diskretisierungsfehler sinkt mit O(∆x2).
Es bleibt zu erwa¨hnen daß mit der soeben erla¨uterten Diskretisierung schon fu¨r nicht-
a¨quidistante Gitter die zweite Ordnung in der Genauigkeit nicht mehr zu erreichen ist.
Dies kann man sich ganz leicht verdeutlichen, denn fu¨r nicht-a¨quidistante Zellen liegen
z.B. die Zelloberfla¨chen nicht mehr zentral zwischen zwei Zellmitten. Bezu¨glich unseres in
§3.1.1 eingefu¨hrten lokal uniformen Gitters in Kugelkoordinaten, ist die radiale Zellweite
die einzig variierende (sie wa¨chst monoton). Der Abscha¨tzung des Fehlers dient die rela-
tive Variation dieser Zellweite, gegeben durch (3.6). Es ist davon auszugehen daß wir mit
sinkender Variation immer na¨her an die Konvergenz zweiter Ordnung kommen. Bei allen
Rechnungen ist die ra¨umliche Auflo¨sung mindestens so hoch gewa¨hlt (na¨mlich Nθ > 64),
daß die relative Variation der radialen Zellweiten kleiner als 5% ist, vgl. (3.6). Wir nehmen
an daß bei einer solch kleinen Variation der entstehende Fehler zu vernachla¨ssigen ist.
Mit diesem Thema in engem Zusammenhang stehen Probleme die fu¨r krummlinige Ko-
ordinatensysteme (also auch unsere Kugelkoordinaten) auftreten, und sehr ausfu¨hrlich in
[Mo¨nchmeyer and Mu¨ller, 1989] diskutiert werden. Dort wird gezeigt, daß skalare Gro¨ßen
dem Volumenzentrum einer Zelle zugeordnet werden sollten, welches nur im Falle kartesi-
scher Systeme mit dem geometrischen Zentrum u¨bereinstimmt1. Noch allgemeiner gesagt,
sollten z.B. die Koordinaten der Massendichte am besten im Massenzentrum (Schwer-
punkt) der Zelle positioniert werden. Interessanterweise la¨ßt sich zeigen, daß fu¨r eine be-
liebige (unbekannte) Massenverteilung in einer Zelle das Volumenzentrum eine Na¨herung
zweiter Ordnung fu¨r das Massenzentrum ist (dies gilt natu¨rlich fu¨r alle skalaren Gro¨ßen,
nicht nur fu¨r die Masse). Verwendet man nun diese Volumenzentren (und daru¨ber hinaus
auch noch no¨tige neue Oberfla¨chenzentren) dann erha¨lt man in krummlinigen Koordinaten
ein zwangsla¨ufig nicht-a¨quidistantes Gitter. Es ist dann mit erheblichem Aufwand mo¨glich
eine Diskretisierung zweiter Ordnung zu konstruieren, vgl. [Mo¨nchmeyer and Mu¨ller, 1989].
In dieser Arbeit ist eine solche Methode aus zeitlichen Gru¨nden nicht zur Anwendung ge-
kommen. Jedoch ist die Untersuchung von Diskretisierungsmethoden in der Na¨he von
Koordinatensingularita¨ten (insbesonder in Kugelkoordinaten) ein wichtiges Thema fu¨r
zuku¨nftige Untersuchungen.
1Das dies z.B. fu¨r Kugelkoordinaten nicht der Fall ist, sieht man leicht ein, wenn man die innersten
”
Tortenstu¨ckzellen“ betrachtet.
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3.3 Auswertung der Materialfunktionen mittels Splines
Sowohl die Zustandsgleichungen p(ρ, e) und T (ρ, e), als auch die Opazita¨t κ(ρ, e) werden
aus einer zweidimensionalen Spline-Interpolation bestimmt. Die no¨tigen Daten zur Er-
stellung der Splines sind freundlicherweise von Herrn Tscharnuter zur Verfu¨gung gestellt
worden.
3.3.1 Birationale Spline-Interpolation
Wir verwenden rationale Basisfunktionen dritter Ordnung (siehe [Spa¨th, 1991]). Der ent-
sprechend vierdimensionale Vektor dieser Basisfunktionen hat auf dem Einheitsintervall
[0, 1] die Form
ϕα(z) =
(
1− z , z , (1−z)31+αz , z
3
1+α(1−z)
)
, (3.11)
mit dem zusa¨tzlichen freien Parameter α > −1. Fu¨r α→∞ erhalten wir lineare Basisfunk-
tionen. U¨ber α lassen sich mo¨glicherweise auftretende Oszillationen fu¨r unstetige Daten
da¨mpfen. Eine beliebige, zweidimensionale Funktion gi,j auf einem diskreten, rechteckigen
Gitter (xi, yj) la¨ßt sich nun in jedem Gitterintervall xi ≤ x ≤ xi+1 und yj ≤ y ≤ yj+1
interpolieren als
G(x, y) = ϕα
(
x− xi
xi+1 − xi
)
Ii,j ϕ
T
α
(
y − yj
yj+1 − yj
)
. (3.12)
Die 16 Koeffizienten der fu¨r jedes Gitterintervall zu bestimmenden 4×4 Matrix Ii,j ergeben
sich zum einen aus der offensichtlichen Forderung G(xi, yj) = gi,j , welche vier Bedingungen
liefert. Die restlichen zwo¨lf Bedingungen folgen aus der Vorgabe der beiden partiellen
Ableitungen und der gemischten Ableitung in allen vier Eckpunkten jedes Gitterintervalls.
Geben wir auf den Ra¨ndern des Gesamtgebietes des Gitters die Normalenableitungen von
G(x, y), sowie an den Ecken die gemischten Ableitungen vor, so la¨ßt sich (zusammen mit
der C2-Forderung fu¨r G(x, y) in jedem Gitterpunkt) die Matrix Ii,j eindeutig bestimmen.
Die Lo¨sung erfordert die Berechnung mehrerer tridiagonaler, linearer Gleichungssysteme.
Die beschriebene Vorgehensweise liefert uns eine bis zur vierten Gemischten Ableitung
(Gxxyy) stetige Funktion. Wir haben auch direkten Zugriff auf die partiellen Ableitungen,
da hierfu¨r nur die Vektoren der Basisfunktionen (analytisch) abgeleitet werden mu¨ssen.
Insbesondere fu¨r die Newton-Iteration in §3.10.2 sind die ersten Ableitungen, z.B. ∂p/∂e
no¨tig, welche (neben der zweiten Gemischten Ableitung Gxy) sogar glatt sind (da G ∈ C2).
Die Koeffizientenmatrix Ii,j wird fu¨r jede Materialfunktion einmal berechnet und kann
dann fu¨r alle Zeiten benutzt werden. Ein geringer zusa¨tzlicher Aufwand, wa¨hrend der
spa¨teren Verwendung in der laufenden Rechnung, entsteht durch die no¨tige Suche nach
dem Gitterintervall (i,j) indem man sich gerade befindet. Insgesamt stellt dieser Spline-
Algorithmus eine effiziente und sehr genaue Bestimmung der Materialfunktionen dar.
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3.4 Lo¨sung der linearen Gleichungssysteme
Sowohl bei der Lo¨sung der Poissongleichung als auch der Strahlungsenergiegleichung ste-
hen wir vor der Aufgabe, ein umfangreiches lineares Gleichungssystem der Form
Ax = b (3.13)
zu lo¨sen. Im dreidimensionalen Fall (mit der ra¨umlichen Auflo¨sung Nr×Nθ×Nφ, vgl. §3.1)
ist A eine schwach besetzte NrNθNφ ×NrNθNφ Matrix. Weiterhin hat A eine symmetri-
sche Besetzungsstruktur mit sieben Diagonalba¨ndern. Im Falle der Poissongleichung ist A
außerdem symmetrisch und positiv definit, was sich leicht mit Hilfe der Gersˇchgorin-Kreise
abscha¨tzen la¨ßt.
3.4.1 Versagen iterativer Lo¨sungsmethoden
Bei der Wahl eines geeigneten Lo¨sungsverfahrens fu¨r (3.13) gilt es die Eigenheiten un-
serer Simulationen zu beru¨cksichtigen. Zum einen haben wir es mit ra¨umlichen Skalen
zu tun, welche u¨ber viele Gro¨ßenordnungen gehen, zum anderen gibt es physikalische
Gro¨ßen (insbesondere die Opazita¨t, vgl. §2.5), welche ra¨umlich stark variieren. Dies re-
sultiert in extrem inhomogene und anisotrope Eintra¨ge in der Matrix A. Daraus folgt im
Allgemeinen eine schlechte Konditionszahl fu¨r A. In unseren Untersuchungen hat sich her-
ausgestellt, daß diese Umsta¨nde ein sinnvolles Verwenden iterativer Lo¨sungsalgorithmen
praktisch unmo¨glich machen. Auch moderne iterative Verfahren, wie z.B. die Familie
der Krylov-Unterraumverfahren (mit bekannten Vertretern wie z.B. dem Konjugierte-
Gradienten-Verfahren), haben selbst mit Vorkonditionierern sta¨ndige Konvergenzproble-
me, was versta¨ndlich ist, da die Konvergenzeigenschaften stark von der Kondition der
Matrix abha¨ngen. Zwar la¨ßt sich die Poissongleichung mit verschiedenen Mitteln, wie
radialen ra¨umlichen Skalierungen oder der Separation kugelsymmetrischer Anteile (siehe
§3.5), noch in den Griff bekommen, fu¨r die Strahlungsenergiegleichung fu¨hren jedoch selbst
diese Mittel nicht zum Ziel.
3.4.2 Direkte Lo¨ser
In den letzten Jahren sind (zusammen mit der rasanten Entwicklung der Prozessortech-
nologie) vermehrt so genannte direkte Lo¨ser in Erscheinung getreten, deren ”Urform“
die bekannte Gauß-Elimination ist. Diese Verfahren bieten den Vorteil, daß sie praktisch
die exakte Lo¨sung des Gleichungssystems liefern, im Gegensatz zu iterativen Na¨herungs-
verfahren. Daher sind sie auch nicht anfa¨llig fu¨r die im letzten §3.4.1 erla¨uterten Probleme
iterativer Lo¨ser. An dieser Stelle soll noch einmal betont werden, daß die hohe numerische
Genauigkeit der Ergebnisse eine notwendige Bedingung ist um fu¨r die Strahlungsenergie-
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gleichung u¨berhaupt brauchbare Resultate zu erhalten.
Es ist weithin bekannt daß der rechnerische Aufwand fu¨r eine vollbesetzte n×n-Matrix bei
der Gauß-Elimination etwa mit n3 wa¨chst, was das Verfahren in diesem Fall schnell un-
praktikabel werden la¨ßt. Doch man nutzt in unserem Fall die nur sehr du¨nne Besetzungs-
struktur der Matrix aus. Es geht darum den Eintrag (die no¨tigen neu zu besetzenden
Eintra¨ge beim Faktorisieren der Matrix) mo¨glichst gering zu halten. Allgemein gliedert
sich ein direktes Lo¨sungsverfahren in drei Schritte:
1. Fu¨llreduktionsanalyse und symbolische Faktorisierung. Mittels Pivotisierung wird
die Besetzungsstruktur so modifiziert daß der no¨tige Eintrag so klein wie mo¨glich
bleibt. Hierfu¨r ist natu¨rlich nur die Besetzungsstruktur der Matrix no¨tig.
2. Numerische Faktorisierung. Der aufwendigste Teil des Verfahrens, in dem nun auch
die numerischen Werte der Matrixeintra¨ge beno¨tigt werden.
3. Lo¨sung des Systems durch Vor- und Ru¨cksubstitution. Mit der nun vorliegenden
Faktorisierung der Matrix und der rechten Seite des Gleichungssystems (dem Vektor
b in (3.13)) wir der Lo¨sungsvektor x bestimmt.
Ein weiterer Vorteil direkter Lo¨ser ist ihre erfreuliche Eigenschaft, daß je nach Problem-
stellung manche der Lo¨sungsschritte 1 bis 3 nur ein einziges Mal (fu¨r die gesamte Si-
mulation) ausgefu¨hrt werden mu¨ssen. So fu¨hrt die Diskretisierung der Poissongleichung,
auf einem statischen Gitter, wie wir es verwenden, auf eine Matrix A mit konstanter Be-
setzungsstruktur sowie konstanten Werten (lediglich geometrische Faktoren des Laplace-
Operators). Daher mu¨ssen die Schritte 1 und 2 nur einmal durchgefu¨hrt werden, d.h. die
einmal bestimmte Faktorisierung von A ist fu¨r alle Zeiten gu¨ltig und bleibt gespeichert.
Ausschließlich Schritt 3 muß in jedem Zeitschritt der Simulation mit einer neuen rechten
Seite b (die mit der Massendichte variiert) vollzogen werden. Da Schritt 3 vom zeitlichen
Aufwand her praktisch zu vernachla¨ssigen ist, bedeutet dies, daß der gesamte Aufwand
zur Lo¨sung der Poissongleichung im Vergleich zu allen anderen Berechnungen eine unter-
geordnete Rolle spielt. Fu¨r die Strahlungsenergiegleichung kann leider nur der Schritt 1 ein
fu¨r allemal durchgefu¨hrt werden, da nur die Besetzungsstruktur immer gleich bleibt. Die
Werte dagegen a¨ndern sich in jedem Zeitschritt und die Schritte 2 und 3 mu¨ssen immer
wieder neu vollzogen werden. Daher ist der zeitlich gro¨ßte Rechenaufwand eindeutig der
Lo¨sung des Strahlungstransportes zuzuordnen.
Eine optimale Implementierung eines direkten Lo¨sers ist durchaus nicht trivial und immer
noch ein intensiv erforschter Zweig der numerischen Mathematik. Insbesondere die Ca-
che2-Effizienz ist von entscheidender Bedeutung fu¨r die Geschwindigkeit des Verfahrens.
Ist z.B. der Eintrag zu groß, so daß die momentan zu speichernden Daten nicht mehr
2Cache: Eine Hierarchie von kleinen, schnellen, dem Prozessor direkt zur Verfu¨gung stehenden Speichern.
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in den Cache passen, mu¨ssen diese ausgelagert werden auf den gro¨ßeren, aber auch viel
langsameren Arbeitsspeicher. Auf die algorithmischen Feinheiten (wie z.B. Supernode-
Verfahren) der Implementierung wollen wir an dieser Stelle nicht eingehen. Natu¨rlich setzt
die verfu¨gbare Computertechnologie immer Grenzen; fu¨r einen heute aktuellen Prozessor
sind direkte Lo¨ser bei einem 2D-System fu¨r Probleme mit bis zu N = 105 Unbekannten
praktikabel (Der Aufwand steigt in 2D mit N3/2.). Das entspricht in diesem Fall schon
recht passablen Auflo¨sungen von etwa 300×300. Dagegen skaliert fu¨r ein 3D-System der
Aufwand mit N2, wodurch sich nur noch sehr fragwu¨rdige Auflo¨sungen realisieren lassen.
Der von uns verwendete Lo¨ser heißt PARDISO3 (PARallel sparse DIrect SOlver) und
wurde an der Universita¨t Basel entwickelt. Er la¨uft sowohl auf Einzel- als auch auf Mehr-
kernprozessoren (und skaliert im parallelen Mehrkernbetrieb sehr gut).
3.5 Separation dominanter Strukturen linearer Gleichungen
Urspru¨nglich aus der Not heraus geboren, daß iterative Na¨herungsverfahren zur Lo¨sung
unserer linearen Gleichungssysteme so miserable Konvergenzeigenschaften aufweisen (vgl.
§3.4.1), haben wir eine Methode entwickelt, die ganz allgemein die Genauigkeit der Lo¨sung
erho¨ht, sowie die anderen no¨tigen Lo¨sungsverfahren mit ”vereinfachten“ Aufgaben kon-
frontiert. Das Verfahren funktioniert fu¨r beliebige lineare partielle Differentialgleichungen.
Die Idee ist folgende: Nehmen wir an, eine bestimmte Koordinatenrichtung eines Systems
entha¨lt die dominanten Strukturen, d.h. die Feldgro¨ßen variieren in dieser Richtung viel
sta¨rker als in alle anderen Richtungen. Dann ist es sinnvoll diese dominierenden Strukturen
in der einen Dimension abzuspalten vom restlichen System, um sie separat auszuwerten.
3.5.1 Erla¨uterung am Beispiel der Poissongleichung
Wir mo¨chten das Verfahren direkt an einem passenden Beispiel veranschaulichen, der
Poissongleichung in Kugelkoordinaten. Betrachten wir den typischen Fall, daß eine hohe,
kugelsymmetrische Massenkonzentration im Zentrum des Systems existiert, umgeben von
einer verha¨ltnisma¨ßig kleinen Masse die nicht kugelsymmetrisch ist (z.B. eine Akkreti-
onsscheibe). Dann teilen wir das gesamte Feld der Massendichte ρ(r, θ, φ) auf in einen
spha¨rischen Anteil
ρ0(r) := min
θ,φ
[ρ(r, θ, φ)] (3.14)
und einen nichtspha¨rischen Rest
ρres(r, θ, φ) := ρ(r, θ, φ)− ρ0(r) . (3.15)
3http://www.pardiso-project.org
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Anschaulich bedeutet dies, daß wir uns in jeder Kugelschale die kleinste Massendichte
bestimmen (ρ0) und diese dann von der Massendichteverteilung in der Kugelschale sub-
trahieren, um die Restmassendichte (ρres) zu erhalten. Den spha¨rischen Anteil des Gravi-
tationspotentials ko¨nnen wir uns jetzt sehr einfach und direkt mittels Gauß-Elimination
aus dem spha¨rischen Teil der Poissongleichung
∆Φ0(r) = 4piGρ0(r) (3.16)
bestimmen. Das Restpotential muß mit einer geeigneten Methode (siehe §3.4) aus der
verbleibenden nichtspha¨rischen Poissongleichung
∆Φres(r, θ, φ) = 4piGρres(r, θ, φ) (3.17)
errechnet werden. Das Gesamtpotential lautet dann natu¨rlich
Φ(r, θ, φ) = Φ0(r) + Φres(r, θ, φ) . (3.18)
Der Vorteil dieser Vorgehensweise liegt klar auf der Hand. Haben wir es z.B. mit einer
spha¨rischen Akkretionsstro¨mung zu tun, steckt praktisch die gesamte, auf dynamischer
Zeitskala variierende Struktur der Lo¨sung im spha¨rischen Anteil (3.16). Der nichtspha¨rische
Rest (3.17) vera¨ndert sich auf einer viel la¨ngeren Zeitskala. Nutzt man nun fu¨r die viel auf-
wendiger zu lo¨sende Restgleichung (3.17) ein iteratives Verfahren, so sind bei langsamerer
zeitlicher Variation der Lo¨sung, selbstversta¨ndlich viel weniger Iterationen pro Zeitschritt
no¨tig. Dadurch sind extreme Verku¨rzungen des absoluten Zeitaufwandes fu¨r die Lo¨sung
der Poissongleichung mo¨glich. Je nach Struktur der momentanen Lo¨sung konnten wir
Beschleunigungsfaktoren zwischen 10 und 80(!) erreichen. Aber auch bei Verwendung di-
rekter Lo¨ser (§3.4.2) fu¨r (3.17) hat diese Methode Vorteile, wenn es um die Genauigkeit
der Ergebnisse geht. Bedenkt man na¨mlich, daß ja der Gradient des Potentials Φ in die
Impulsbilanz eingeht, dann wa¨re man im Falle einer stark kugelsymmetrischen Struktur
(die nicht separiert wurde) bei der Gradientenbildung in eine der Winkelrichtungen (θ oder
φ) schnell mit einer Differenz großer Zahlen konfrontiert, eine numerisch nicht erwu¨nschte
Situation. Mit unserer Methode kommt jedoch in den ”Winkelgradienten“ der dominie-
rende spha¨rische Anteil Φ0(r) gar nicht mehr vor, sondern nur noch Φres, was genauere
Ergebnisse der Impulsbilanz in Winkelrichtung zur Folge hat.
3.5.2 Anwendung auf andere Gleichungen
Eine prinzipiell analoge Methode fu¨r komplexere Gleichungen (wie die der Strahlungs-
energie) wurde von uns auch abgeleitet, jedoch ist das Vorgehen in diesem Fall etwas
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Abbildung 3.3: Der Ablauf eines Zeitschrittes unseres Programms. Die Teilschritte A –
F sind in §3.7 – §3.12 erla¨utert.
unu¨bersichtlicher und trickreicher4. Da wir nicht mehr auf iterative Lo¨ser angewiesen sind,
und der soeben erwa¨hnte ”Gradientenaspekt“ fu¨r die Strahlungsenergie nur strahlungs-
druckdominierte Systeme betrifft, verwenden wir die Separationsmethode momentan nur
fu¨r die Poissongleichung. Nichtsdestoweniger gibt es sicherlich noch andere Probleme, fu¨r
die dieses Verfahren in Zukunft sinnvoll eingesetzt werden kann.
3.6 Der gesamte Algorithmus im U¨berblick
Wir kommen nun zur ausfu¨hrlichen Beschreibung des Ablaufs eines Zeitschrittes. Dies ent-
spricht dem einmaligen Durchlauf der Hauptschleife unseres Programms. Eine U¨bersicht
zu den in den na¨chsten Abschnitten erla¨uterten Teilschritten ist in Abb. 3.3 zu sehen. Wir
verwenden ein Mehrschrittverfahren, d.h. der Transportschritt E wird getrennt von den
anderen (die Erhaltungsgleichungen betreffenden) Schritten C und D ausgewertet (C und
D werden zusammen oft auch als Quellschritt bezeichnet).
3.7 Teil A: Bestimmung des Zeitschrittes
Der hydrodynamische Zeitschritt eines expliziten Verfahrens ist aus Gru¨nden der numeri-
schen Stabilita¨t begrenzt. Die hyperbolischen Anteile der verwendeten Gleichungen erfor-
dern, daß der Zeitschritt so klein gewa¨hlt wird, daß eine Druckwelle mit der adiabatischen
4Gewisse Anteile der spha¨rischen Lo¨sung tauchen als Quellterme in der nichtspha¨rischen Gleichung auf.
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Schallgeschwindigkeit cs =
√
(∂p/∂ρ)S , unter Beru¨cksichtigung der lokalen Stro¨mungs-
geschwindigkeit v, die La¨nge einer Zelle des Gitters in einem Zeitschritt nicht zu durch-
laufen vermag. Dies fu¨hrt zur Courant-Friedrichs-Lewy-Bedingung, der Grenzschrittweite
(vgl. z.B. [LeVeque, 2002])
∆thypd = mini,j,k
(
∆xd
cs + |vd|
)
, d = 1, 2, 3 , (3.19)
wobei d die ra¨umlichen Dimensionen indiziert, ∆xd die jeweilige Zellweite des Gitters ist,
und vd die entsprechende Geschwindigkeitskomponente darstellt. Das Minimum ist u¨ber
alle Zellen des Gitters (indiziert mit i, j, k) zu verstehen. Weiterhin ist der Zeitschritt be-
schra¨nkt durch die parabolischen Anteile der Gleichungen (diffusive Terme, charakterisiert
durch den Diffusionskoeffizienten D). Hier gilt fu¨r die Grenzschrittweite
∆tparad = mini,j,k
(
∆x2d
4D
)
, d = 1, 2, 3 . (3.20)
Der aktuell zu verwendende Zeitschritt ergibt sich dann zu
∆t = σmin
(
∆thyp1 , ∆t
hyp
2 , ∆t
hyp
3 , ∆t
para
1 , ∆t
para
2 , ∆t
para
3
)
. (3.21)
Der Sicherheitsfaktor σ(<1) darf in mehrdimensionalen Simulationen leider nicht so knapp
bemessen sein wie im eindimensionalen Fall. Eine rigorose Ableitung der Grenzschrittwei-
ten (3.19) und (3.20) ist na¨mlich nur im 1D Fall mo¨glich, schon in 2D stellt sie nur eine
Faustregel dar. σ wird wiederum adaptiv in Abha¨ngigkeit von der zeitlichen Variabilita¨t
der Temperatur wie folgt bestimmt: Ist
δT = max
i,j,k
(∆T/T ) (3.22)
die maximale relative Variation der Temperatur von einem Zeitschritt zum na¨chsten, T
die maximal erlaubte Variation, σmax der maximalen Sicherheitsfaktor, sowie ηT der Ent-
spannungsfaktor, dann definieren wir den rekursiven Regelungsalgorithmus
σ =
σ T /δT , falls δT > T ,min(σmax, σηT ) , sonst. (3.23)
Wir verwenden T = 0.01, σmax = 0.6 und ηT = 1.01. Ist die Temperaturvariation gro¨ßer
als erlaubt, wird σ soweit reduziert, daß bei gleichen Verha¨ltnissen im na¨chsten Zeitschritt
die Variation gerade nicht u¨ber den Grenzwert stiege. Ist keine Reduzierung no¨tig, steigt
σ mittels ηT langsam an, kann jedoch nicht gro¨ßer als σmax werden. Dieser Algorithmus
hat sich als sehr stabil und zuverla¨ssig erwiesen.
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3.8 Teil B: Lo¨sung der Poissongleichung
Wie in §3.5 diskutiert, teilen wir die Lo¨sung der Poissongleichung (2.42) in einen spha¨rischen
und einen nichtspha¨rischen Teil. Im Folgenden beschreiben wir das Vorgehen im Detail.
3.8.1 Spha¨rischer Anteil
Der kugelsymmetrische Teil der Poissongleichung (3.16) stellt eine gewo¨hnliche Diffe-
rentialgleichung dar und la¨ßt sich durch zweifache Integration lo¨sen. Nachdem wir die
spha¨rische Masse M0(r) innerhalb einer jeden Kugelschale mit Radius r
M0(r) = 4pi
∫ r
0
ρ0r˜2dr˜ (3.24)
bestimmt haben, ko¨nnen wir
dΦ0(r)
dr
=
GM0(r)
r2
(3.25)
von außen (rNr ) nach innen (r = 0) mit der Randbedingung Φ
0(rNr ) = −GM0(rNr )/rNr
integrieren. Die Diskretisierung folgt direkt aus dem in §3.2 angegebenen Schema.
3.8.2 Nichtspha¨rischer Anteil
Unter Verwendung der in §3.2 eingefu¨hrten Diskretisierung fu¨r die verschiedenen Diffe-
rentialoperatoren, ko¨nnen wir den nichtspha¨rischen Teil der Poissongleichung (3.17) als
ein System von Differenzengleichungen formulieren. Da der Laplace-Operator eine Hin-
tereinanderausfu¨hrung der Operationen Gradient und Divergenz ist (∆ = ∇ · ∇), ergibt
sich aus den Gleichungen (3.8) und (3.9) und dem aus ihnen folgendermaßen definierten
Differenzenoperator
Ai,j,k (Si,j,k) := Fl1i+1,j,k
Si+1,j,k − Si,j,k
x1i+1,j,k − x1i,j,k
− Fl1i,j,k
Si,j,k − Si−1,j,k
x1i,j,k − x1i−1,j,k
+
Fl2i,j+1,k
Si,j+1,k − Si,j,k
x2i,j+1,k − x2i,j,k
− Fl2i,j,k
Si,j,k − Si,j−1,k
x2i,j,k − x2i,j−1,k
+
Fl3i,j,k+1
Si,j,k+1 − Si,j,k
x3i,j,k+1 − x3i,j,k
− Fl3i,j,k
Si,j,k − Si,j,k−1
x3i,j,k − x3i,j,k−1
,
(3.26)
die diskrete Form von (3.17) zu
−Ai,j,k
(
Φresi,j,k
)
= −4piGρresi,j,k Voli,j,k . (3.27)
Ordnen wir die Φresi,j,k aller Gitterzellen (i, j, k) in einem Vektor Φ
res und ordnen wir alle
Massenelemente ρresi,j,k Voli,j,k genauso in einem Vektor m
res, so entspricht (3.27) einem
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linearen Gleichungssystem
AΦres =−4piGmres . (3.28)
In dem wir das Volumenelement Voli,j,k in (3.27) auf die rechte Seite bringen, ist die Matrix
A symmetrisch. Durch das in (3.27) eingefu¨hrte Minuszeichen wirdA positiv definit, besitzt
also nur positive Eigenwerte. Dies muß so sein, da immer Φres<0 und mres>0 gilt. Das
System (3.28) wird nun wie in §3.4 beschrieben (zusammen mit den im na¨chsten Absatz
diskutierten Randbedingungen) gelo¨st.
3.8.3 Multipolentwicklung der nichtspha¨rischen Potentialrandwerte
Im Falle der Poissongleichung haben wir es neben Neumann-Randbedingungen, welche aus
Symmetrieannahmen (siehe §3.13) folgen und Normalenableitungen der gesuchten Funkti-
on auf dem Rand festlegen, mit Dirichlet-Randbedingungen zu tun, bei denen Funktions-
werte selbst vorgegeben werden. Sowohl der a¨ußere als auch der gegebenenfalls vorhandene
innere Rand (siehe §3.14) wird durch Dirichlet-Randbedingungen bestimmt. Die no¨tigen
Potentialrandwerte ergeben sich aus einer Multipolentwicklung.
A¨ußerer Rand
Wir nehmen an, daß sich außerhalb unseres kugelfo¨rmigen Simulationsbereiches mit Ra-
dius rNr keine Masse befindet, bzw. daß diese Masse so weit entfernt ist, daß sie keinen
bemerkbaren Einfluß auf unser System hat. In diesem Außenbereich (r≥rNr , gekennzeich-
net mit ”>“) entspricht das Restpotential Φ
res
> also einer harmonischen Funktion, d.h. einer
Funktion die der Laplacegleichung ∆Φres> = 0 genu¨gt. Daher ergibt sich die Außenlo¨sung
durch eine Multipolentwicklung der nichtspha¨rischen Dichteanteile ρres (3.15)
Φres> (r, θ, φ) = −4piG
∑
l,m
Yml
2l + 1
µlm>
rl+1
, µlm> =
r
Nr∫
0
pi∫
0
2pi∫
0
ρresYm∗l r
l+2 sin θ drdθdφ , (3.29)
mit den a¨ußeren Multipolmomenten µlm> und den bekannten Kugelfla¨chenfunktionen Y
m
l =
Yml (θ, φ). Bis zu welcher Ordnung l (und dementsprechend −l ≤ m ≤ l) wir Φres> entwi-
ckeln, ha¨ngt von der Konvergenz der Reihe (3.29) ab, also davon, wie schnell die einzelnen
Terme gegen null streben. Da in unseren Simulationen die von der Kugelsymmetrie maß-
geblich abweichenden Strukturen in einem zentralen Bereich zu finden sind, der etwa um
einen Faktor 100 kleiner ist als der a¨ußere Rand (rNr ), ist praktisch nur der Monopolterm
(l = 0) relevant, entsprechend Φres> ≈ −Gµ00> /r = −GM resges/r (das Monopolmoment µ00>
ist natu¨rlich gleich der gesamten nichtspha¨rischen Masse M resges). Trotzdem beru¨cksichtigen
wir alle Terme bis zu l= 8. Im axialsymmetrischen Fall ist m≡ 0, bei A¨quatorsymmetrie
sind nur Terme mit geradem l von null verschieden.
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Mo¨glicher innerer Rand
Schneiden wir ein Loch (mit Radius rL) in den zentralen Bereich unseres Systems (sie-
he §3.14.3), mu¨ssen wir spekulieren, wie die Massenverteilung in diesem Loch aussieht.
Aufgrund fehlender Informationen ist die einzig plausible Annahme die der kugelsymme-
trischen Verteilung. Da in diesem Fall allerdings der Massenanteil des Loches vollsta¨ndig
im separierten, spha¨rischen Teil des Potentials enthalten ist, besteht fu¨r das Restpoten-
tial im Innenbereich (r ≤ rL, gekennzeichnet mit ”<“) Φ
res
< die gleiche Situation wie fu¨r
Φres> am Außenrand, d.h. die nichtspha¨rische Dichteverteilung im Loch ist null und es gilt
die Laplacegleichung ∆Φres< = 0. Somit ko¨nnen wir eine analoge Multipolentwicklung der
nichtspha¨rischen Dichteanteile (außerhalb des Loches) durchfu¨hren und erhalten die innere
Lo¨sung
Φres< (r, θ, φ) = −4piG
∑
l,m
Yml
2l + 1
µlm< r
l , µlm< =
r
Nr∫
rL
pi∫
0
2pi∫
0
ρresYm∗l r
1−l sin θ drdθdφ , (3.30)
mit den inneren Multipolmomenten µlm< . Im Gegensatz zum Außenrand ko¨nnen
nichtspha¨rische Strukturen am Lochrand direkt anschließen (also dem Rand sehr nahe
liegen) weshalb eine Beschra¨nkung auf den Monopolterm in diesem Fall praktisch nicht
mo¨glich ist. Es werden so viele Ordnungen mitgenommen bis die relative Variation von
Φres< kleiner als 10
−3 ist. Die am Ende des vorherigen Absatzes angesprochenen Symme-
triefolgerungen gelten natu¨rlich auch fu¨r die innere Lo¨sung.
3.9 Teil C: Explizite Auswertung der Impulsquellen
Da im Quellschritt die Dichte ρ zeitlich konstant ist, vereinfacht sich die Auswertung der
Impulsquellen (also der rechten Seite der Impulsbilanz (2.39)) zu
∂v
∂t
=
1
ρ
(
−∇p+∇ ·Q− λ∇E
)
−∇Φ + K . (3.31)
Der zusa¨tzliche Vektor K bezeichnet die Kru¨mmungsterme. Sie entsprechen den ”Inertial-
kra¨ften“ in krummlinigen Koordinatensystemen und ergeben sich formal aus dem Advek-
tionsterm ∇·(ρvv) in (2.39), indem die Divergenz auf den Tensor des Impulsflusses ρvv
wirkt. Konkret gilt in integraler Form∫
∇ · (ρvv) dV =
∫
ρK dV +
∫
ρv (v · dS) . (3.32)
Der zweite Term auf der rechten Seite in (3.32) beschreibt nun ausschließlich die Advektion
der Impulskomponenten in die einzelnen Koordinatenrichtungen (u¨ber die entsprechenden
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Oberfla¨chenelemente) und wird direkt in dieser integralen Form im Transportschritt ver-
wendet. Wir erhalten z.B. in Kugelkoordinaten, mit den Geschwindigkeitskomponenten
v = (vr, vθ, vφ) = (u, v, w), fu¨r K den Ausdruck
KKugelk. =
(
v2 + w2
r
,
w2
r tan θ
, 0
)
. (3.33)
Die Diskretisierung der Gleichung (3.31) erfolgt wie in §3.2 erla¨utert, allerdings ist die zeit-
liche Differenzierung nicht zentriert sondern vorwa¨rts gerichtet. Wir erhalten Gleichungen
folgender Art, z.B. fu¨r die erste Geschwindigkeitskomponente
un+qi,j,k − uni,j,k
∆t
= − 2
ρi,j,k + ρi−1,j,k
pi,j,k − pi−1,j,k
x1i,j,k − x1i−1,j,k
+ . . . (3.34)
Alle im Quellschritt (Teil C und D) aktualisierten Gro¨ßen erhalten den Zeitindex n+q.
No¨tige ra¨umliche Mittelungen aufgrund des gestaffelten Gitters (in (3.34) z.B. fu¨r ρ) wer-
den arithmetisch durchgefu¨hrt. Fu¨r eine ausfu¨hrliche Darstellung aller Differenzengleichun-
gen verweisen wir auf die Dokumentation des ZEUS-Codes [Hayes et al., 2006] welchem
wir in diesem Schritt direkt folgen. Die expliziten Ausdru¨cke fu¨r die Komponenten des
Tensors Q sind in [Tscharnuter and Winkler, 1979] zu finden.
3.10 Teil D: Implizite Auswertung der Energiegleichungen
Wollten wir die Strahlungsdiffusion mit einem expliziten Schema behandeln, erga¨be sich
mit (3.20) und einem Diffusionskoeffizienten D = c lf = c/(κρ) eine zeitliche Grenzschritt-
weite von
∆tStrahlung ∝ ∆x
2
4c lf
=
∆x2κρ
4c
=
∆x∆τ
4c
, (3.35)
die ganz anschaulich, proportional der Lichtlaufzeit durch eine Gitterzelle (∆x/c), multi-
pliziert mit der effektiven optischen Tiefe der Zelle (∆τ) ist. Es ist klar daß diese Zeitskala
im allgemeinen um Gro¨ßenordnungen kleiner ist, als die der hydrodynamischen Skala.
Daher lo¨sen wir die Strahlungsenergiegleichung und die mit ihr verkoppelte innere Ener-
giegleichung zeitlich implizit. Wir sind also mit dem vollen System (2.40)–(2.41)
∂e
∂t
[
+∇ · (ev)
]
= −p∇ · v + Q : ∇v + cκρ (E − aT 4) + λv · ∇E − fκρ v2
c
E , (3.36)
∂E
∂t
+∇ · (f E v) = ∇ ·
(
cλ
κρ
∇E
)
− cκρ (E − aT 4) − λv · ∇E + fκρ v2
c
E , (3.37)
konfrontiert. Nur der Advektionsterm der inneren Energie (in eckigen Klammern) wird
erst spa¨ter im Transportschritt behandelt. Dies hat den Vorteil daß nur fu¨r E ra¨umliche
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Ableitungen vorkommen und somit nur ein lineares Gleichungssystem fu¨r diese eine Gro¨ße
entsteht, und nicht eines fu¨r beide Gro¨ßen (E und e). Der entsprechende Advektionsterm
fu¨r E ha¨tte auch in den expliziten Transportschritt verlegt werden ko¨nnen. Jedoch gibt es
(auch dank des robusten direkten Lo¨sers) keinen Grund, die Advektion fu¨r E nicht in einem
Gang zusammen mit den Diffusions- und Arbeitstermen selbstkonsistent durchzufu¨hren.
Innerhalb dieses Teils verwenden wir abermals ein Mehrschrittverfahren. Zuna¨chst lo¨sen
wir das lineare Gleichungssystem, welches aus den Termen mit ra¨umlichen Ableitungen in
(3.37) resultiert, mit dem Zwischenergebnis E∗ (Schritt 1). Dann verwenden wir E∗ um
die nichtlinearen Gleichungen mittels Newton-Verfahren auszuwerten (Schritt 2).
3.10.1 Schritt 1: Advektions-, Diffusions- und Diffusionsarbeitsterm
Es gilt also zuna¨chst den Teil von (3.37) auszuwerten, der ra¨umliche Ableitungen entha¨lt,
etwas umsortiert entspricht das
∂E
∂t
+∇ ·
(
f E v − cλ
κρ
∇E
)
+ λv · ∇E = 0 . (3.38)
In diesem Schritt werden alle Gro¨ßen in (3.38), außer natu¨rlich E, als konstant angenom-
men und vor der Berechnung aus den aktuell vorhandenen anderen Gro¨ßen bestimmt. Wir
verwenden also insbesondere v = vn+q, sowie f = f(En, κnρn) und λ = λ(En, κnρn) (vgl.
(2.44)).
Mittelung der Opazita¨ten auf Zelloberfla¨chen
Eine besondere Bedeutung kommt an dieser Stelle der Gro¨ße χ = κρ = 1/lf zu, die in (3.38)
an den Oberfla¨chen der Gitterzellen beno¨tigt wird. Sie bestimmt wie stark z.B. Strahlung
aus einem heißen, optisch du¨nnen Gebiet, in ein ku¨hles, optisch dickes Gebiet eindringt.
Die Mittelungsmethode, welche das dicke oder das du¨nne Gebiet sta¨rker gewichten kann,
hat einen erheblichen Einfluß auf den Diffusionsprozess. Das harmonische Mittel hat sich
als das physikalisch sinnvollste herausgestellt
χ =
2χl χr
χl + χr
oder lf =
1
2
(
llf + l
r
f
)
. (3.39)
Die hochgestellten Indizes (l,r) bezeichnen die der Oberfla¨che links und rechts benachbar-
ten, in den Zellmitten definierten, skalaren Gro¨ßen. Die zweite Formulierung in (3.39) ist
nichts weiter als das arithmetische Mittel der mittleren freien Wegla¨ngen. Dies ist wieder-
um sehr anschaulich: Wir mitteln (im eigentlichen, arithmetischen Sinn) also ”Durchsich-
tigkeiten“ (Gro¨ßen wie lf) und nicht Opazita¨ten.
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Das lineare Gleichungssystem
Die zeitlich voll implizite Formulierung von (3.38) entspricht
E∗ − En
∆t
+∇ ·
(
f E∗ v − cλ
κρ
∇E∗
)
+ λv · ∇E∗ = 0 . (3.40)
Verwenden wir wieder die in §3.2 eingefu¨hrten Diskretisierung und definieren den Diffe-
renzenoperator (hier der U¨bersichtlichkeit wegen nur gezeigt fu¨r eine Dimension)
Bi (Si) := Si + ∆t
[
Fl1i+1
Voli
(
fi+1
Si+1 + Si
2
ui+1 − cλi+1
κi+1ρi+1
Si+1 − Si
x1i+1 − x1i
)
− Fl
1
i
Voli
(
fi
Si + Si−1
2
ui − cλi
κiρi
Si − Si−1
x1i − x1i−1
)
1
2
(
λi+1ui+1
Si+1 − Si
x1i+1 − x1i
+ λiui
Si − Si−1
x1i − x1i−1
)] (3.41)
und erweitern ihn problemlos auf die anderen Dimensionen Bi (Si) → Bi,j,k (Si,j,k), so
ergibt sich die Diskrete Form von (3.40) zu
Bi,j,k
(
E∗i,j,k
)
= Eni,j,k . (3.42)
Betrachten wir nun analog zu §3.8.2 alle Elemente aus E∗i,j,k und Eni,j,k jeweils in Vektoren
E∗ und En geordnet, so entspricht (3.42) einem linearen Gleichungssystem
BE∗ = En . (3.43)
Die Matrix B ist im Gegensatz zu A in (3.28) leider nicht symmetrisch. Das System
(3.43) wird nun wieder wie in §3.4 beschrieben gelo¨st. Die dazu no¨tigen Randbedingungen
diskutieren wir in den beiden folgenden Absa¨tzen.
A¨ußere Randbedingung
Wir nehmen an, daß unser System am a¨ußeren Rand (r = rNr ) frei abstrahlen kann in
eine Umgebung, welche sich im thermodynamischen Gleichgewicht mit einer Tempera-
tur T = Text befindet. In diesem Fall ist die Randbedingung fu¨r E gegeben durch (vgl.
[Yorke, 1980])
E(rNr ) = aT
4
ext +
2Fr(rNr )
c
, (3.44)
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mit der radialen Komponente Fr des Strahlungsflusses F. Unter Verwendung von (2.15)
mit vr(rNr )=0 (vgl. §3.14), ko¨nnen wir (3.44) schreiben als
E(rNr ) = aT
4
ext −
2λ
κρ
∂E
∂r
∣∣∣∣
r
Nr
. (3.45)
Hier haben wir es mit einer, fu¨r unser System nur an dieser Stelle vorkommenden, ge-
mischten Randbedingung zu tun. In (3.45) kommt sowohl der Funktionswert E, als auch
die Normalenableitung ∂E/∂r vor, in gewissem Sinne eine Mischung von Dirichlet- und
Neumann-Randbedingung. (3.45) wird direkt mit in das lineare Gleichungssystem (3.43)
eingebaut und somit auch voll implizit behandelt.
Mo¨gliche innere Randbedingung
Falls wir wiederum ein Loch (mit Radius rL) in den zentralen Bereich des Systems schnei-
den (siehe §3.14.3), mu¨ssen wir Annahmen u¨ber das Strahlungsfeld auf dem Lochrand
machen. Nehmen wir an, wir haben uns eine Gesamtleuchtkraft des Loches LL beschafft,
dann mu¨ssen wir uns u¨berlegen, wie diese integrale Gro¨ße LL in eine Verteilung des ra-
dialen Strahlungsflusses Fr(rL, θ, φ) auf dem Rand u¨bersetzt werden kann. Da wir die
Struktur des Strahlungsfeldes im Loch nicht kennen, nutzen wir die (bekannte) mittlere
freie Wegla¨nge der Strahlung lf(rL, θ, φ) als Gewicht, um uns eine Verteilung zu bestim-
men. Zusammen mit dem Oberfla¨chenelement dSL = r2L sin θdθdφ verwenden wir dann
Fr(rL, θ, φ) = LL
lf∮
lf dSL
. (3.46)
Vergleiche von (3.46) mit dem tatsa¨chlichen radialen Strahlungsfluß (ohne Loch mit be-
kanntem LL) zeigen, daß insbesondere fu¨r zentrale, im Vergleich zum Radius rL sehr
kleine Strahlungsquellen, die Formulierung (3.46) eine ausgezeichnete Na¨herung ist. Auch
bei extrem inhomogenen Verteilungen von lf auf dem Rand, z.B. hervorgerufen durch ei-
ne Akkretionsscheibe am A¨quator, ergibt der Vergleich nur relative Abweichnungen unter
5%. Das Problem liegt eher in der Definition einer vernu¨nftigen Vorschrift fu¨r LL. Wir
verwenden die folgende Abscha¨tzung
LL = M˙(rL)
[
1
2
v2r (rL) +GML
(
1
ra
− 1
rL
)]
+ L0 , (3.47)
mit der Massenakkretionsrate M˙ und der Lochmasse ML, welche bekannt sind, sowie dem
mittleren Akkretionsradius ra und der Grundleuchtkraft L0, die nicht bekannt sind. Der
erste Term in (3.47) entspricht dem Eintrag der kinetischen Energie die letztlich umgesetzt
werden muß, der zweite Term stellt die Gravitationsenergie dar, die auf dem Weg der Ma-
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terie vom Lochrand zum mittleren Akkretionsradius noch frei wird. Der Akkretionsradius
kann aus der Form des zentralen Objektes abgescha¨tzt werden (bevor wir dieses aus-
schneiden). Die Grundleuchtkraft kann aus der thermischen Struktur des Objektes (u¨ber
die effektive Temperatur) ebenso gescha¨tzt werden (siehe auch Kapitel 4). Natu¨rlich sind
die Gro¨ßen ra und L0 mit der Zeit vera¨nderlich und u¨ber la¨ngere Zeitra¨ume mu¨ßte man
eine Vorhauptreihenentwicklung des zentralen Objektes mit einbeziehen, was weit u¨ber
den Rahmen dieser Arbeit hinaus fu¨hren wu¨rde.
Fu¨r die endgu¨ltige Formulierung der Randbedingung bezu¨glich E beno¨tigen wir wieder
(2.15), jedoch vernachla¨ssigen wir in diesem Fall die Advektionsterme, verwenden also nur
Fr ≈ −cλ/(κρ) ∂E/∂r. Dies ist gerechtfertigt, weil unser Rand nie ein Gebiet mit dynami-
scher Diffusion erfassen wird und die Advektionsterme daher vernachla¨ssigbar sind. Somit
erhalten wir letztlich eine Neumann-Randbedingung der Form
∂E
∂r
∣∣∣∣
rL
= −κρ
cλ
Fr(rL, θ, φ) . (3.48)
3.10.2 Schritt 2: Lo¨sung der nichtlinearen Gleichungen
Die verbleibenden Teile der Gleichungen (3.36) und (3.37) sind nun rein skalarer Natur5
und ko¨nnen unabha¨ngig fu¨r jede Gitterzelle ausgewertet werden.
∂e
∂t
= −p∇ · v + Q : ∇v + cκρ (E − aT 4)+ λv · ∇E∗ − fκρ v2
c
E , (3.49)
∂E
∂t
= −cκρ (E − aT 4)+ fκρ v2
c
E . (3.50)
Wir verwenden folgende Abku¨rzungen fu¨r die in diesem Schritt konstanten Gro¨ßen:
z :=−∇ · vn+q ∆t , ε :=(Q : ∇vn+q + λv · ∇E∗) ∆t , x :=cρ∆t , y :=1− fv2/c2.
In voll impliziter Form lautet das System (3.49) und (3.50) dann
e− en = zp+ ε+ xκ (yE − aT 4) , (3.51)
E − E∗ = −xκ (yE − aT 4) , (3.52)
wobei wir alle, eigentlich mit dem Zeitindex n+ q zu indizierenden, variablen Gro¨ßen
der U¨bersichtlichkeit wegen einfach ohne Index schreiben. Dies sind neben e und E die
Variabeln p, T und κ, welche alle zum neuen Zeitpunkt gesucht werden. Wir stellen (3.52)
nach E um und setzten in (3.51) ein. Aus der entstehenden Gleichung definieren wir die
Funktion
Γ(e) := −e+ en + zp+ ε+ xκ
1 + yxκ
(
yE∗ − aT 4) = 0 . (3.53)
5Man beachte daß E∗ in (3.49) eine im vorherigen Schritt berechnete, jetzt als konstant angenommene
Gro¨ße ist.
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Da uns sowohl Zustandsgleichung p(ρ, e) bzw. T (ρ, e) als auch Opazita¨t κ(ρ, e) als Funk-
tionen von e zur Verfu¨gung stehen, ist Γ(e) = 0 tatsa¨chlich eine nur von e abha¨ngige,
nichtlineare Gleichung. Gleichung (3.53) la¨ßt sich sehr effizient mit dem Newton-Verfahren
lo¨sen. Die Ableitung von Γ(e) lautet
Γ′(e) =
∂Γ
∂e
= −1 + z ∂p
∂e
+
xκ
1 + yxκ
(
1
κ
∂κ
∂e
yE∗ − aT 4
1 + yxκ
− 4aT 3∂T
∂e
)
. (3.54)
Nun ko¨nnen wir die Lo¨sung von (3.53) iterativ bestimmen mit der Vorschrift
eξ+1 = eξ − Γ(eξ)Γ′(eξ) . (3.55)
Als Startwert verwenden wir e0 = en. Man beachte, daß in jedem Iterationsschritt so-
wohl die Werte fu¨r die Funktionen p(ρ, e), T (ρ, e) und κ(ρ, e), als auch deren partielle
Ableitungen nach e neu bestimmt werden mu¨ssen (siehe §3.3). Es werden so viele Itera-
tionen durchgefu¨hrt, bis ein definiertes Genauigkeitskriterium erfu¨llt ist. Wir verwenden
die maximale, relative Variation
δe = max
i,j,k
∣∣∣∣1− eξeξ+1
∣∣∣∣ (3.56)
als ein solches Kriterium. Ist δe kleiner als eine untere Schranke e, beenden wir die Itera-
tion. Fu¨r unsere Rechnungen haben wir e=10−5 gewa¨hlt.
Nachdem nun das neue e bestimmt worden ist, ko¨nnen wir aus den daraus folgenden neuen
Werten fu¨r T und κ u¨ber (3.52) auch direkt das neue E bestimmen.
3.11 Teil E: Transportschritt
Die letzten noch auszuwertenden Teile des gesamten Gleichungssystems bestimmen die
Advektion der Masse, des Impulses und der inneren Energie. In integraler Form lauten die
jeweils entsprechenden Gleichungen
d
dt
∫
ρ dV = −
∫
ρ v · dS , (3.57)
d
dt
∫
ρv dV = −
∫
ρv (v · dS) , (3.58)
d
dt
∫
ρ edV = −
∫
ρ e v · dS . (3.59)
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3.11.1 Explizites Finite-Volumen-Verfahren
Wir verwenden ein explizites Finite-Volumen-Verfahren um die Gleichungen (3.57-3.59)
zu lo¨sen. Nehmen wir beispielsweise (3.57), dann ergibt sich die entsprechende diskrete
Form zu (
ρn+1i,j,k − ρni,j,k
) Voli,j,k
∆t
= Fl1i,j,kFn+1/2i,j,k − Fl1i+1,j,kFn+1/2i+1,j,k+
Fl2i,j,kGn+1/2i,j,k − Fl2i,j+1,kGn+1/2i,j+1,k+
Fl3i,j,kHn+1/2i,j,k − Fl3i,j,k+1Hn+1/2i,j,k+1 ,
(3.60)
mit den zeitlich gemittelten Flu¨ssen Fn+1/2, Gn+1/2 und Hn+1/2, welche natu¨rlich unter
anderem auch von ρ abha¨ngen. Man beachte, daß die Formulierung (3.60) einem global
konservativen Schema entspricht. Jeder Beitrag der eine Gitterzelle u¨ber eine Oberfla¨che
verla¨ßt, kommt gerade einer benachbarten Zelle zu. Somit bleiben alle physikalischen Er-
haltungsgro¨ßen (Masse, Impuls und Energie) wa¨hrend des Advektionsprozesses auch wirk-
lich bis auf Maschinengenauigkeit erhalten.
Dimensionale Teilung
Eine der einfachsten Methoden um in mehrdimensionalen Problemen die Advektion durch-
zufu¨hren, ist die dimensionale Teilung (“dimensional splitting”, vgl. [LeVeque, 2002]). Der
gesamte Transportschritt wird einfach in mehreren, nacheinander ausgefu¨hrten, eindimen-
sionalen Advektionsschritten vollzogen. Dabei geht die in einem Teilschritt aktualisierte
Gro¨ße direkt in die Berechnung des na¨chsten Schrittes ein. Sei z.B. aus (3.60) der Advek-
tionsoperator in die 1-Richtung definiert als
X (ρni,j,k) := ρni,j,k +
∆t
Voli,j,k
(
Fl1i,j,kFn+1/2i,j,k − Fl1i+1,j,kFn+1/2i+1,j,k
)
(3.61)
und analog dazu fu¨r die beiden anderen Richtungen die Operatoren Y und Z. Der erste
Teilschritt hieße dann ρ∗i,j,k = X (ρni,j,k), der zweite ρ∗∗i,j,k = Y(ρ∗i,j,k) und der letzte ρn+1i,j,k =
Z(ρ∗∗i,j,k). Dieses Vorgehen fu¨hrt nur dann nicht zu einem zusa¨tzlichen Fehler, wenn die
einzelnen Operatoren X , Y und Z vertauschen. Eine Symmetrisierung (fu¨r die in unserem
Fall nicht vertauschenden Operatoren) ist jedoch sehr einfach zu realisieren, indem die
Reihenfolge der einzelnen Operatoren in drei Zeitschritten einmal durchpermutiert wird,
also ZYX → YXZ → XZY → . . . (siehe [LeVeque, 2002]).
Advektionsschema und van-Leer-Limiter
Im folgenden beschra¨nken wir unsere Diskussion auf eine Dimension, da die anderen Rich-
tungen vollkommen analog ausgewertet werden. Mit der soeben erla¨uterten dimensionalen
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Teilung ergibt sich dann der gesamte Transportschritt. Das entscheidende Problem besteht
darin, in (3.61) eine geeignete Na¨herung fu¨r den zeitlich gemittelten Fluß Fn+1/2 auf den
Zelloberfla¨chen zu finden. Wir verwenden die folgende Konstruktion
Fn+1/2i = un+qi ρ˜i , (3.62)
wobei die Geschwindigkeit u wegen des gestaffelten Gitters ja schon prinzipiell auf den
Zelloberfla¨chen definiert ist6. Es bleibt die Aufgabe, die sowohl ra¨umlich (auf die Zellober-
fla¨chen), als auch zeitlich gemittelte Dichte ρ˜i zu bestimmen. Verwenden wir stu¨ckweise
lineare Interpolationen fu¨r den momentanen Verlauf von ρ, so la¨ßt sich ρ˜ darstellen als
ρ˜i =
ρi−1 + 12(xi − xi−1 − ui∆t) dρi−1 , falls ui > 0 ,ρi − 12(xi+1 − xi + ui∆t) dρi , falls ui < 0 . (3.63)
Diese Gleichung beschreibt nichts weiter als die zeitlichen Mittelwerte ρ˜ auf den Zellober-
fla¨chen, die durch die Advektion der stu¨ckweise linearen Funktionen mit den Steigungen dρ
wa¨hrend eines Zeitschrittes ∆t entstehen (siehe Abb. 3.4). U¨ber die Definition der Steigun-
gen dρ lassen sich nun wiederum verschiedene Advektionsschemata realisieren, bestenfalls
ein Schema zweiter Ordnung.
Setzen wir dρ ≡ 0 entspricht das natu¨rlich stu¨ckweise konstanten Interpolationen und wir
erhalten die so genannte Aufwind- oder auch ”Donor-cell“-Methode, ein stabiles Verfahren
erster Ordnung, welches jedoch a¨ußerst diffusiv ist. Verwenden wir dagegen die Steigung
auf der Oberfla¨che selbst, in Form des Gradienten
∇ρi=(ρi − ρi−1)/∆xi , (3.64)
also dρi−1 =∇ρi fu¨r ui> 0 bzw. dρi =∇ρi fu¨r ui< 0, so erhalten wir die klassische Lax-
Wendroff-Methode. Diese ergibt sich formal aus der Taylor-Entwicklung der Advektions-
gleichung ρt + uρx =0 bis zur zweiten Ordnung, wodurch das Verfahren (bei Verwendung
zentraler Differenzen) automatisch von zweiter Ordnung ist. Der Nachteil des Schemas
besteht darin, daß die Verringerung (bzw. ho¨chstens die Erhaltung) der totalen Variation7
einer zu advektierenden Funktion ρ nicht immer gegeben ist, d.h. das Verfahren ist im
allgemeinen nicht TVD. Dies a¨ußert sich insbesondere in der Na¨he von Diskontinuita¨ten,
in Form von destabilisierenden Oszillationen, vgl. [LeVeque, 2002]. Wollen wir ein stabiles
Schema zweiter Ordnung konstruieren, bieten sich nichtlineare TVD-Limiter an. Einer der
bekanntesten ist der van-Leer-Limiter (vgl. [van Leer, 1977]), der das harmonische Mittel
6u ist allerdings nicht zeitlich gemittelt.
7Allgemein mit dem Attribut TVD (“total variation diminishing”) bezeichnet.
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Abbildung 3.4: Zur Konstruktion von ρ˜. Gepunktete Linien stellen Zellmittelwerte von ρ
dar, gestrichelte Linien die Steigungen ∇ρ. Die fett gedruckten Linien sind die Steigungen
dρ nach van Leer (3.65) zu Beginn und zum Ende eines Zeitschrittes, Strich-Punkt-Pfeile
die entsprechenden Verschiebevektoren.
der benachbarten Steigungen bildet
dρi =

2∇ρi∇ρi+1
∇ρi+∇ρi+1 , falls ∇ρi∇ρi+1 > 0 ,
0 , sonst.
(3.65)
Da fu¨r das harmonische Mittel im Allgemeinen und deshalb auch fu¨r (3.65) immer die
Abscha¨tzung |dρi| ≤ 2 min( |∇ρi| , |∇ρi+1| ) gilt, u¨berschreiten die so definierten Steigun-
gen nie die Zellmittelwerte benachbarter Zellen. Fu¨r Extrema oder allgemein verschwin-
dende Steigungen ist auch die van-Leer-Steigung null und das Verfahren reduziert sich an
diesen Stellen auf das Aufwind-Verfahren (vgl. Zelle i in Abb. 3.4). Dadurch ist auch die
TVD-Eigenschaft gegeben und somit die Monotonizita¨t der Methode, d.h. eine monotone
Funktion ρ ist es nach dem Advektionsschritt immer noch.
Konsistente Advektion
Geht es darum neben der Masse die verbleibenden Variablen (Impuls und Energie) zu
transportieren, bietet sich eine Vorgehensweise an, die unter der Bezeichnung ”konsistente
Advektion“ (siehe z.B. [Norman and Winkler, 1986]) bekannt ist. Dabei wird der schon
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bestimmte Massenfluß (3.62) mit den jeweils spezifischen Gro¨ßen (also pro Masseneinheit)
multipliziert. Wir verwenden demnach die spezifische innere Energie es = e/ρ um uns ganz
analog zur Masse in (3.63) eine gemittelte Gro¨ße e˜ s zu beschaffen. Der Fluß der inneren
Energie lautet dann einfach e˜ si Fn+1/2i = e˜ si un+qi ρ˜i, somit wird die innere Energie lokal
konsistent mit der Masse transportiert.
Genauso verfahren wir mit den Impulskomponenten, die in spezifische Impulse umgeformt
werden. In kartesischen Koordinaten sind das direkt die Geschwindigkeitskomponenten, in
krummlinigen Koordinaten zum Teil auch spezifische Drehimpulse. Durch das gestaffelte
Gitter werden einige Mittelungen bei der Umrechnung der Impulse in Geschwindigkeiten
und der Bestimmug der Impulsflu¨sse no¨tig. Fu¨r die ausfu¨hrliche Darstellung aller Formeln
verweisen wir wiederum auf die Dokumentation des ZEUS-Codes [Hayes et al., 2006].
3.12 Teil F: Aktualisierungen und Ausgabe
3.12.1 Aktualisierung der Materialfunktionen und der Energiebilanz
Nachdem nun das Gesamte Gleichungssystem (2.38)–(2.45) ausgewertet ist, mu¨ssen noch
einige abgeleitete Gro¨ßen wie p, T und κ mit Hilfe von ρ und e aktualisiert werden. Wei-
terhin sind die Energieverluste durch Abstrahlung u¨ber den a¨ußeren Rand zu bilanzieren.
3.12.2 Ausgabe
Wie oft, also nach welchem Zeitintervall eine Ausgabe stattfindet, ha¨ngt natu¨rlich maßgeb-
lich vom momentanen Zustand des Modellsystems ab, insbesondere von dessen aktuellen
Zeitskalen. Fu¨r die verschiedenen Phasen der Rechnungen sind ganz grundsa¨tzlich ver-
schiedene Zeitskalen von Bedeutung. Wir gehen bei der Darstellung der Ergebnisse in
Kapitel 4 ausfu¨hrlich auf diesen Aspekt ein. Auch die Wahl der Ausgabegro¨ßen (aus einer
schier unendlichen Zahl von Mo¨glichkeiten) wird in diesem Kapitel ersichtlich.
3.13 Symmetrieannahmen
Ra¨umliche Symmetrien ko¨nnen sehr hilfreich sein bei der theoretischen Untersuchung phy-
sikalischer Systeme. Nimmt man eine bestimmte Symmetrie an und wa¨hlt das Koordina-
tensystem entsprechend, lassen sich bedeutende Einsparungen im numerischen Rechenauf-
wand erreichen.
3.13.1 Kugelsymmetrie
Die restriktivste Symmetrieforderung ist die der spha¨rischen Symmetrie. In der klassischen
Theorie des Sternaufbaus und auch in den schon erwa¨hnten spha¨rischen Kollapsrechnungen
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(siehe §1.2) kommt sie zur Anwendung. Die Rechtfertigung einer jeden Symmetrieannahme
ist immer eng verbunden mit der Frage nach der Sinnhaftigkeit einer solchen Konfigura-
tion. Spa¨testens bei der Betrachtung rotierender Systeme, verliert die Kugelsymmetrie
diesen Sinn. Da es einer der Hauptaspekte unserer Arbeit ist, die Kugelsymmetrie (durch
Rotation) zu brechen, taucht sie nur in Testrechnungen auf (siehe §4.2).
3.13.2 A¨quatorsymmetrie
Betrachten wir ein rotierendes System, bei dem die zentrale Ebene senkrecht zur Rota-
tionsachse eine Symmetrieebene ist, sprechen wir allgemein von A¨quatorsymmetrie. Die
Existenz und Stabilita¨t einer solchen Symmetrie wird seit langer Zeit erforscht. Das be-
kannte Lichtenstein-Theorem (vgl. [Lichtenstein, 1933]) beweist die Existenz dieser Sym-
metrieebene fu¨r Gleichgewichtskonfigurationen starr rotierender, selbstgravitierender Flu¨s-
sigkeiten (d.h. mit konstanter Dichte). Dieser Existenzbeweis la¨ßt sich ausweiten auf
nur von der vertikalen Richtung (parallel zur Rotationsachse) unabha¨ngige Winkelge-
schwindigkeiten und eine große Klasse von Dichteverteilungen, siehe [Wavre, 1932] bzw.
[Lebovitz, 1967]. Trotzdem gibt es bis heute keinen allgemeinen Beweis dafu¨r, daß es nicht
zu einer Symmetriebrechung kommen kann, insbesondere fu¨r weit vom Gleichgewicht ent-
fernte Systeme ist diese Brechung sogar sehr wahrscheinlich. Da jedoch in von uns durch-
gefu¨hrten Vergleichsrechnungen keine signifikanten Symmetriebrechungen zu finden sind,
nehmen wir allgemein A¨quatorsymmetrie an.
3.13.3 Rotationssymmetrie
Die letzte fu¨r uns relevante Symmetrie ist die Axial- oder auch Rotationssymmetrie. Von
ihr ist, im Gegensatz zur A¨quatorsymmetrie, definitiv bekannt, daß sie jenseits bestimmter
struktureller Grenzen (z.B. kritische Verha¨ltnisse von Rotations- zu Gravitationsenergie)
gebrochen wird. Jedoch sind die charakteristischen Stabilita¨tsgrenzen auch wieder nur fu¨r
spezielle Ko¨rper (z.B. homogene Flu¨ssigkeiten) bekannt.
Wir verwenden die Axialsymmetrie in fast allen unseren Rechnungen. Der Grund dafu¨r
ist allerdings rein technischer Natur: Mit den uns momentan zur Verfu¨gung stehenden
Mitteln ist es praktisch nicht mo¨glich, numerische Rechnungen mit akzeptabler ra¨umlicher
Auflo¨sung fu¨r volle 3D Systeme (ohne Symmetrieannahmen) durchzufu¨hren. In diesem Fall
wa¨ren wir na¨mlich mit mindestens 106 − 107 Unbekannten konfrontiert. Insbesondere die
Lo¨sung linearer Gleichungssysteme dieser Gro¨ße ist mit ”normaler“ Computerhardware
heute vollkommen utopisch, da wir ja die Lo¨sung in jedem Zeitschritt durchfu¨hren mu¨ssen,
und es sich in unseren Rechnungen um typischerweise 107−108 solcher Zeitschritte handelt.
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3.14 Randbedingungen
Zu jeder Differentialgleichung werden Randbedingungen beno¨tigt, um eine eindeutige
Lo¨sung bestimmen zu ko¨nnen. Wir haben es mit zwei grundsa¨tzlich verschiedenen Ar-
ten von Ranndbedingungen zu tun. Die einen folgen aus angenommenen Symmetrien, die
anderen sind no¨tig, da wir nur einen endlichen Raumbereich modellieren ko¨nnen (Außen-
rand) bzw. einen bestimmten inneren Bereich nicht mehr betrachten wollen.
3.14.1 Aus Symmetrieannahmen resultierende Randbedingungen
Ganz egal ob es sich um einen Symmetriepunkt (Kugelsymmetrie), eine Symmetrieachse
(Rotationssymmetrie) oder eine Symmetrieebene (A¨quatorsymmetrie) handelt, das prinzi-
pielle Vorgehen ist immer das Gleiche. Folgende Gro¨ßen mu¨ssen auf der Symmetriegrenze
identisch null sein: Die Normalenableitungen von Skalaren, die Normalenableitungen der
Tangentialkomponenten von Vektoren, sowie die Normalenkomponenten der Vektoren.
Dies la¨ßt sich mit Hilfe unseres gestaffelten Gitters leicht realisieren, indem das Gitter
jenseits der Symmetriegrenzen um ”Spiegelzellen“ erweitert wird. Skalare und Tangenti-
alkomponenten von Vektoren erhalten in diesen Spiegelzellen die gleichen Werte wie ihre
”realen“ Opponenten, die Normalenkomponenten der Vektoren sind dagegen direkt auf der
Symmetriegrenze definiert und werden null gesetzt. Die Aktualisierung dieser Spiegelwerte
muß nach jedem Teilschritt (in dem die entsprechenden realen Gro¨ßen vera¨ndert wurden)
durchgefu¨hrt werden.
Eine Besonderheit ergibt sich fu¨r die azimutale Komponente der Geschwindigkeit (bei
Rotationssymmetrie) an der Achse. Ihr Spiegelwert muß gleich dem negativen des realen
Wertes sein, damit sie auf der Achse gleich null ist.
3.14.2 A¨ußerer Rand
Wir sind schon ausfu¨hrlich auf die Randwerte des Gravitationspotentials eingegangen
(siehe §3.8.3), welches im Unendlichen null sein soll. Weiterhin haben wir die Randbe-
dingungen fu¨r das Strahlungsfeld diskutiert (vgl. §3.10.1) und lassen das System frei in
die Umgebung abstrahlen.
Was die verbleibenden Gro¨ßen ρ, v und e betrifft, so nehmen wir den a¨ußeren, ku-
gelfo¨rmigen Rand als eine starre, reibungsfreie Wand an. Es findet also kein Material-
transport u¨ber den a¨ußeren Rand statt, wodurch die Abstrahlung die einzige Form von
Energieverlust fu¨r das System darstellt. Die Realisierung einer solchen Randbedingung
funktioniert zufa¨llig vollkommen analog zur eben beschriebenen Vorgehensweise bei Rand-
bedingungen durch Symmetrien. Die Normalkomponente der Geschwindigkeit, also die
Radialgeschwindigkeit ist auf dem Rand null. Die Werte aller anderen Gro¨ßen werden auf
die jenseits des Randes liegenden Spiegelzellen kopiert.
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Diese Randbedingung ist vollkommen unproblematisch und beeinflußt die Modelle prak-
tisch nicht. Die a¨ußersten Simulationsbereiche entledigen sich langsam ihrer Masse, durch
eine nahezu konstante, radial nach innen gerichtete Beschleunigung, die in eine einwa¨rts
gerichtete U¨berschallstro¨mung u¨bergeht. Diese Stro¨mung trennt den Außenbereich, im
Sinne von ”materiellem Informationstransport“, von allen noch so radikalen Vorga¨ngen in
den zentralen Bereichen ab. Es kommt also in unseren Rechnungen nie zu auswa¨rts gerich-
teten Stro¨mungen, die auf irgendeine Art die a¨ußeren Regionen erreichen ko¨nnten8. Somit
ko¨nnen Informationen unser System nur in Form von Strahlung verlassen. Womo¨glich
a¨ndert sich das, wenn man z.B. magnetische Felder beru¨cksichtigt und dann vielleicht
polare Materieauswu¨rfe in Form von Jets entstehen.
3.14.3 Mo¨glicher innerer Rand
Auch fu¨r einen inneren Rand haben wir die Randbedingungen des Gravitationspotentials
(siehe §3.8.3) und des Strahlungsfeldes (vgl. §3.10.1) schon eingehend erla¨utert. Wir sind
bis jetzt die Erkla¨rung schuldig geblieben, wieso wir unter Umsta¨nden u¨berhaupt ein Loch
in den zentralen Teil unseres Rechengebietes schneiden wollen.
Extrem limitierte Zeitschritte
Ohne zu sehr auf die Ergebnisse in Kapitel 4 vorgreifen zu wollen, ko¨nnen wir uns Si-
tuationen vorstellen, in denen ein zentrales Objekt (im allgemeinen ein Protostern) den
maximal mo¨glichen Zeitschritt (vgl. §3.7) dominiert (also extrem klein ha¨lt9). Nun muß
allerdings diese dynamische Zeitskala des Protosterns nicht zwangsla¨ufig die interessieren-
de Skala sein, zumal wenn es sich um eine quasistationa¨re Akkretionsstro¨mung handelt.
Die Vera¨nderung der Struktur, sowohl des Sterns als auch weiter außen liegender Ob-
jekte (z.B. protoplanetarer Scheiben), vollzieht sich mit Sicherheit auf sehr viel la¨ngeren
Zeitskalen als der dynamischen. Leider sind wir durch unser explizites Verfahren in einer
solchen Situation an den extrem kleinen dynamischen Zeitschritt gebunden, es sei denn,
wir schneiden den zentralen Bereich (samt Protostern) aus. Das eine solch rabiate Metho-
de eine Unmenge neuer Probleme mit sich bringt und wir sehr viele Informationen u¨ber
unser System verlieren, versteht sich von selbst. Wir sehen diese Vorgehensweise als inter-
essante, inhaltliche Erweiterung einer bestehenden Simulation an. Ohne diese Erweiterung
wu¨rde die Simulation, innerhalb eines vernu¨nftigen rechenzeitlichen Rahmens, keine neu-
en Ergebnisse liefern (eben wegen der Zeitschrittlimitierung). Dieser zusa¨tzliche Teil einer
Rechnung soll aber definitiv nicht den inhaltlichen Schwerpunkt bei der Diskussion der
Ergebnisse ausmachen.
8Dies ist natu¨rlich nicht selbstversta¨ndlich und ha¨ngt von den Anfangsbedingungen ab.
9wegen sehr feiner ra¨umlicher Auflo¨sung, hoher Temperaturen bzw. Schallgeschwindigkeiten und extrem
großer Akkretionsgeschwindigkeiten
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Abbildung 3.5: Der innerere Rand und die Konstruktion eines Stauwalls. Gezeigt ist
ein Quadrant eines meridionalen Schnittes, die Unterkante markiert den A¨quator. Die
gestrichelte Linie stellt die Oberfla¨che eines quasihydrostatischen Objektes in A¨quatorna¨he
dar. Die fett gedruckte Linie ist der innere Rand (bei rL = r3), der karierte Bereich das
ausgeschnittene Loch, die Zellen dazwischen sind noch zum Loch geho¨rende Spiegelzellen.
Die vollen Pfeile deuten das Geschwindigkeitsfeld an. Die gepunkteten Pfeile bezeichnen
die Lage und den Konstruktionsweg des Stauwalls (fett gestreifter Bogen): Ausgehend
vom realen A¨quatordruck p3 bestimmen wir den Druck p2 unter Annahme von Hydrostatik
zwischen beiden Zellen. Dann wird u¨ber p2 eine hydrostatische Schichtung p(θ) in negativer
θ-Richtung bis zu einer Druckskalenho¨he berechnet (siehe Text).
Komplexe Ausstro¨mungsrandbedingung
Wir mu¨ssen nun die verbleibenden Gro¨ßen ρ, v und e auf dem inneren Rand betrachten
und versuchen eine sinnvolle Randbedingung anzugeben. Dies ist ungleich komplizierter
als am a¨ußeren Rand, denn wir haben es mit einer sehr heterogenen Randstruktur zu tun.
52
3.14 Randbedingungen
Wie wir in Kapitel 4 sehen werden, befindet sich zu dem Zeitpunkt, wo wir einen inneren
Rand schaffen, im A¨quatorbereich ein quasihydrostatisches Objekt (im allgemeinen eine
Akkretionsscheibe), siehe Abb 3.5. Bewegen wir uns auf dem Rand vom A¨quator zum
Pol, gibt es beim Verlassen der Akkretionsscheibe einen abrupten U¨bergang von kleinen
Unterschallstro¨mungen zu einer einwa¨rts gerichteten U¨berschallstro¨mung, die zum Pol hin
immer sta¨rker wird. Die Formulierung einer Randbedingung ist a¨ußerst schwierig, weil
sich je nach Stro¨mungsgeschwindigkeit (Unter-/U¨berschall) die ganze Art der Bedingung
a¨ndert. In U¨berschallbereichen weisen alle Charakteristiken aus dem Rechengebiet, es ist
keine Angabe einer Randbedingung no¨tig. Dagegen ist in Unterschallbereichen mindestens
eine Charakteristik in das Rechengebiet gerichtet und wir beno¨tigen eine so genannte
nichtreflektierende Randbedingung (NRR), d.h. eine Bedingung derart, daß die Amplitude
der in das Rechengebiet hinein gerichteten Wellenkomponente null ist. Die Formulierung
einer NRR ist insbesondere fu¨r mehrdimensionale, große Gleichungssysteme eine heikle
Angelegenheit und noch nicht ausgiebig erforscht. Dazu kommt die (zeitlich vera¨nderliche)
Position des U¨bergangs in eine U¨berschallstro¨mung.
Konstruktion eines
”
Stauwalls“
Aufgrund der soeben erla¨uterten Widrigkeiten, haben wir eine eigene Randbedingung ent-
wickelt, die sich an den noch vorhanden Informationen u¨ber das am A¨quator befindliche,
quasihydrostatische Objekt orientiert. Wir konstruieren einen Druckverlauf p(θ) (eine Art
”Stauwall“) in den Spiegelzellen jenseits des Randes, beginnend am A¨quator, vgl. Abb 3.5.
Dazu nehmen wir an, daß die Akkretionsscheibe in θ-Richtung hydrostatisch geschichtet
ist, was innerhalb einer Druckskalenho¨he tatsa¨chlich eine gute Na¨herung darstellt. Außer-
halb einer Druckskalenho¨he setzen wir die Dru¨cke in den Spiegelzellen gleich den entspre-
chenden Dru¨cken in den realen Zellen, was einer ”Freifall“ Bedingung entspricht und die
vorhandenen U¨berschallstro¨mungen ohnehin nicht beeinflußt.
Indem wir direkt den Druck (und nicht die innere Energie) der Spiegelzellen vorgeben,
welcher die Dynamik auf dem Rand maßgeblich bestimmt, vereinfachen wir das Vorgehen.
Die Massendichte ρ hat na¨mlich nun keinen direkten Einfluß mehr auf die Kra¨ftebilanz
(nur u¨ber das Gravitationspotential, welches jedoch anderweitig bestimmt wird), und kann
in den Spiegelzellen einfach auf den Wert der entsprechenden realen Zellen gesetzt werden.
Weiterhin ist durch die Druckvorgabe nun die Kra¨ftebilanz auf dem Rand, und somit auch
die Geschwindigkeit, eindeutig bestimmt, Stro¨mungen aus dem Loch in das Rechengebiet
hinein werden allerdings nicht erlaubt (es gilt immer vr(rL) ≤ 0).
Unsere Formulierung der Randbedingung funktioniert erstaunlich gut und ruft bei der
Einfu¨hrung keine erheblichen hydrodynamischen Sto¨rungen hervor. Durch die Einbezie-
hung des A¨quatordrucks und der Druckskalenho¨he in die Konstruktion von p(θ), haben
wir eine plausible Verbindung zu den gegebenen Strukturen hergestellt.
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3.15 Anfangsbedingungen
Anfangsbedingungen sind letztlich auch nur Randbedingungen, na¨mlich Randbedingungen
der Zeit. Sie sind ebenso entscheidend fu¨r die Entwicklung des betrachteten Systems wie
alle ihre ra¨umlichen Entsprechungen. Wir sind schon ganz zu Beginn (vgl. §1.1) der Frage
nachgegangen, welche Anfangskonfiguration vernu¨nftig ist, also welchen initialen Zustand
wir einer Gasmasse an der Grenze zur gravitativen Instabilita¨t zuschreiben. Es gibt Objek-
te die aus einer nahezu hydrostatischen Konfiguration in den Gravitationskollaps starten
(Bok-Globulen). Andererseits kann wie erwa¨hnt auch eine dynamische Vorgeschichte, und
somit ein weit vom Gleichgewicht entfernter Zustand wa¨hrend des beginnenden Kollapses
existieren.
3.15.1 U¨berkritische Bonnor-Ebert-Spha¨re
Wir haben uns fu¨r eine leicht gravitativ instabile Bonnor-Ebert-Spha¨re (BES) entschie-
den, da sie einem wohldefinierten, nachvollziehbaren Zustand des Systems entspricht, sie-
he §2.9.1. Aus den vorgegeben Parametern des Wolkenkerns, der Gesamtmasse Mw, der
Temperatur Tw und dem Molekulargewicht10 µw ermitteln wir zuna¨chst die isotherme
Schallgeschwindigkeit
ciso =
√
RTw/µw , (3.66)
und dann die Zentraldichte der entsprechenden BES, vgl. [Ebert, 1957]
ρc ≈ 13.4 c
6
iso
G3M2w
. (3.67)
Von dieser Zentraldichte ausgehend, bestimmen wir das hydrostatische Gleichgewicht in
Kugelsymmetrie durch numerische Integration entlang des radialen Gitters (3.3) mit einem
festen r0 (Radius der innersten Zelle), einer festen Auflo¨sung Nr und einem variablen
maximalen Radius rNr . Ist das rNr gefunden (mittels Iteration), bei dem die Gesamtmasse
gleich der gewu¨nschten ist, also M(rNr ) = Mw gilt, haben wir sowohl unser radiales Gitter,
als auch unsere gewu¨nschte radiale Dichteverteilung der BES erhalten.
U¨berkritisch, d.h. gravitativ instabil, wird die Wolke, indem wir die soeben erla¨uterte
Prozedur fu¨r eine um den Faktor ς ho¨here Temperatur Tw → ς Tw durchfu¨hren, spa¨ter
aber die Rechnung mit Tw starten. Wir haben fu¨r unsere Rechnungen den Wert ς = 1.3
gewa¨hlt.
10µw wird fu¨r eine typische Anfangsdichte von z.B. ≈ 10−16 kg m−3 aus der Zustandsgleichung bestimmt
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3.15.2 Strahlungsgleichgewicht
Da wir von Isothermie ausgehen (BES sind prinzipiell isotherm), gilt u¨berall T = Tw und
wir ko¨nnen uns aus ρ(r) und T sofort e(r) beschaffen. Mit der schon in §3.10.1 besproche-
nen Annahme, daß die a¨ußere Umgebung des Systems sich im thermischen Gleichgewicht
mit der Temperatur Text befindet, bietet es sich an, Text = Tw zu setzen. Somit gibt es
zu Beginn keinen Netto-Strahlungsfluß (F=0) und die konstante Strahlungsenergiedichte
lautet (nach Stefan-Boltzmann) schlicht
E = aT 4w . (3.68)
3.15.3 Starre Rotation
Auch fu¨r das Geschwindigkeitsfeld wa¨hlen wir eine mo¨glichst nachvollziehbare, wohlde-
finierte Anfangsbedingung, indem wir starre Rotation annehmen, d.h. die ganze Wolke
rotiert zu Beginn mit einer konstanten Winkelgeschwindigkeit ω. Die anderen Geschwin-
digkeitskomponenten vr und vθ sind null. Es hat sich als vorteilhaft erwiesen, nicht direkt
ω als Anfangsparameter zu verwenden, sondern den Zentrifugalradius
Rz =
ω2r4
Nr
GMw
, (3.69)
der die Zentrifugalbarriere fu¨r die Massenelemente mit dem gro¨ßten spezifischen Drehim-
puls ωr2
Nr
darstellt. Diese Elemente, welche sich am weitesten von der Drehachse entfernt
befinden (also am A¨quator ganz außen), ko¨nnen aufgrund der Zentrifugalkra¨fte der Achse
nicht na¨her kommen als Rz. Dieser Radius ist sehr anschaulich, definiert er doch eine obe-
re Grenze fu¨r die ra¨umliche Ausdehnung eines stationa¨r rotierenden Objektes (z.B. einer
Akkretionsscheibe), wenn es rein fliehkraftunterstu¨tzt ist.
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4 Ergebnisse und Diskussion
4.1 Analytische Lo¨sungen homogener Stro¨mungen
Wir mo¨chten dieses Kapitel mit einigen analytischen Untersuchungen beginnen, deren
Ergebnisse hilfreich sein werden fu¨r die Advektionstests unserer numerischen Algorithmen
(§4.2.1). Die Resultate werden an dieser Stelle aufgefu¨hrt, da wir sie in der entsprechenden
Literatur nicht finden konnten. Es wird die Transportgleichung
∂q
∂t
+∇ · (qv) = 0 (4.1)
eines skalaren Dichtefeldes q in Kugelkoordinaten und axialer Symmetrie betrachtet. Wir
beschra¨nken uns dabei auf ein ra¨umlich homogenes q (also ∇q=0), wofu¨r wir die Bezeich-
nung ”homogene Stro¨mung“ verwenden. Dabei muß q nicht zwangsla¨ufig zeitlich konstant
sein, dies wa¨re nur ein Spezialfall (die inkompressible Stro¨mung). Insgesamt ergibt sich
dann aus (4.1)
1
q
∂q
∂t
+
1
r2
∂
∂r
(
r2 vr
)
+
1
r sin θ
∂
∂θ
(sin θ vθ) = 0 . (4.2)
Nun werden Geschwindigkeitsfelder der Form
vr(r, θ) = a1(r)b1(θ) , vθ(r, θ) = a2(r)b2(θ) (4.3)
gesucht, fu¨r die sich in (4.2)
1
q
∂q
∂t
+ k = 0 ⇔ q = q0 e−kt (4.4)
ergibt, mit einer beliebigen Konstanten1 k ∈ R. Damit ist sichergestellt, daß q homogen
bleibt und ausschließlich von der Zeit abha¨ngt (der inkompressible Fall entspricht k=0).
Aus (4.2)–(4.4) folgt somit die Bedingung
b1
(
2a1
r
+
∂a1
∂r
)
+
a2
r
(
b2 cot θ +
∂b2
∂θ
)
= k . (4.5)
1k ko¨nnte prinzipiell auch zeitabha¨ngig sein, wir wa¨hlen es hier aber konstant.
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Unter Beru¨cksichtigung der no¨tigen Randbedingungen fu¨r die Geschwindigkeitskomponen-
ten
vr(0, θ) = 0 ⇔ a1(0) = 0 , (4.6)
vθ(r, 0) = vθ(r, pi) = 0 ⇔ b2(0) = b2(pi) = 0 , (4.7)
konnten wir zwei Lo¨sungsfamilien fu¨r (4.5) ermitteln.
4.1.1 Radial lineare Stro¨mungen
Eine offensichtliche Familie von Lo¨sungen fu¨r das Problem ist die mit a1 =a2 =r. In diesem
Fall reduziert sich (4.5) auf die Bedingung
3b1 + b2 cot θ +
db2
dθ
= k . (4.8)
Natu¨rlich ist (4.8) nicht eindeutig bestimmt, da diese Gleichung zwei unabha¨ngige Funk-
tionen b1 und b2 entha¨lt. Wir ko¨nnen also unter Beru¨cksichtigung der Randbedingung (4.7)
b2 frei wa¨hlen und uns dann b1 aus (4.8) berechnen. Eine mo¨gliche Wahl fu¨r b2 (neben
unendlich vielen anderen2) ist die Funktionenschar
b2 = β sin(mθ) , (β ∈ R , m = 0, 1, 2, . . . ) , (4.9)
woraus u¨ber (4.8)
b1 =
1
3
[
k − β sin(mθ) cot θ − βm cos(mθ)] (4.10)
folgt. Zwei Geschwindigkeitsfelder dieser Art verwenden wir fu¨r unsere Advektionstests.
Natu¨rlich kann jede Lo¨sung linear kombiniert werden mit einer beliebigen Anzahl von
Lo¨sungen fu¨r k=0 (siehe unten) und ergibt dann wieder eine Lo¨sung, da (4.8) linear ist.
4.1.2 Inkompressible Stro¨mungen
Eine noch vielfa¨ltigere Lo¨sungsfamilie erhalten wir fu¨r den inkompressiblen Fall k=0. Die
Bedingung (4.5) la¨ßt sich dann z.B. aufspalten in zwei Bedingungen der Form
a2 = −2a1 − rda1dr , (4.11)
b1 = b2 cot θ +
db2
dθ
. (4.12)
Analog zu (4.8) sind (4.11) und (4.12) nicht eindeutig bestimmt. Demnach ko¨nnen wir
wiederum unter Beru¨cksichtigung der Randbedingungen (4.6) und (4.7) a1 und b2 frei
2z.B. b2 ∝ θ(pi − θ)
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wa¨hlen, um dann a2 und b1 aus (4.11) und (4.12) zu berechnen. Durch die nun vorhan-
dene Mo¨glichkeit auch die radialen Abha¨ngigkeiten frei zu bestimmen, ko¨nnen wir sogar
abgeschlossene Stro¨mungen beschreiben. Wa¨hlen wir z.B.
a1 = α sin(pi r/r0) , (α, r0 ∈ R) , (4.13)
verschwindet die Radialgeschwindigkeit fu¨r den Radius r = r0. Natu¨rlich sind auch hier
beliebige Linearkombinationen von Lo¨sung wieder Lo¨sungen. Wir ko¨nnten an dieser Stelle
noch eine Vielzahl von interessanten Stro¨mung diskutieren, jedoch belassen wir es aus
Zeitgru¨nden bei dieser kurzen Erla¨uterung.
4.2 Testrechnungen
Bei der vo¨lligen Neuentwicklung eines Computerprogramms ist es ratsam, verschiedene
Testrechnungen durchzufu¨hren, um mo¨gliche Programmierfehler zu finden und die Stabi-
lita¨t und Konvergenz von numerischen Verfahren zu testen. In den folgenden Tests verwen-
den wir schon das lokal uniforme Gitter (siehe §3.1.1), welches wir spa¨ter auch in unseren
Modellrechnungen einsetzen.
4.2.1 Spha¨rischer Advektionstest
Wir beginnen mit einem kugelsymmetrischen Test des Advektionsschemas und verwenden
die Ergebnisse aus §4.1 mit q= ρ, betrachten also den Transport einer homogenen Mas-
sendichte. Im Sinne der Lo¨sungen in §4.1.1 entspricht dies m=0 und somit einem radialen
Geschwindigkeitsfeld der Form vr = k3r (k ∈ R beliebig). Wir starten bei t= 0 mit einer
ra¨umlich homogenen Dichteverteilung ρ0. Die exakte Lo¨sung lautet dann nach (4.4)
ρex(t) = ρ0e−kt . (4.14)
Wir wa¨hlen k>0 (eine verdu¨nnende Auswa¨rtsstro¨mung) und lassen die Rechnung laufen
bis ktmax =6. Dies entspricht nach (4.14) einer Verringerung der Dichte um einen Faktor
von e6≈400. Zur Quantifizierung des Fehlers berechnen wir zuna¨chst (aus der numerisch
bestimmten Dichte ρnumi ) den lokalen Dichtefehler jeder Zelle i
Erri = ρnumi (tmax)− ρex(tmax) . (4.15)
Wir analysieren sowohl die 1-Norm als auch die Maximumnorm, jeweils definiert als
‖Err‖1=
∑
i
Voli |Erri| , ‖Err‖∞= max
i
|Erri| . (4.16)
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Abbildung 4.1: Relativer Fehler ε1 in der 1-Norm (rot) und ε∞ in der Maximumnorm
(blau) fu¨r den spha¨rischen Advektionstest fu¨r verschiedene Gitterweiten ∆x. Die schwarze
Linie entspricht der Steigung 2, d.h. der Konvergenz mit O(∆x2).
Die 1-Norm ist besonders wichtig fu¨r Erhaltungsgleichungen (unser Fall), da sie den
Gesamtfehler der zu erhaltenden Gro¨ße (hier die Masse) darstellt. Die Maximumnorm
gibt Auskunft u¨ber die lokale Konvergenz der numerischen Lo¨sung, weil diese Norm der
gro¨ßten lokalen Abweichung entspricht. Abb. 4.1 zeigt zum einen den relativen Mas-
senfehler ε1 = ‖ Err ‖1 /Mges(tmax), zum anderen die gro¨ßte relative Dichteabweichung
ε∞= ‖Err‖∞ / ρex(tmax) fu¨r verschiedene ra¨umliche Auflo¨sungen. Wie man sieht, sind ε1
und ε∞ praktisch identisch und das Verfahren konvergiert in beiden Normen mit O(∆x2).
Somit ist auch die lokale Konvergenz a¨ußerst zufriedenstellend.
4.2.2 Axialsymmetrischer Advektionstest
Eine Erweiterung des spha¨rischen Tests (§4.2.1) auf den axialsymmetrischen Fall (mit
vθ 6= 0) erhalten wir, indem wir nach §4.1.1 z.B. eine Stro¨mung mit m= 2 und β=−k/8
betrachten (k∈R beliebig). Das Geschwindigkeitsfeld lautet dann
60
4.2 Testrechnungen
-4
-3
-2
-1
1 2 4 8
l o g
 ε 1
u n
d
l o g
 ε ∞
Δx / Δxmin
Abbildung 4.2: Relativer Fehler ε1 in der 1-Norm (rot) und ε∞ in der Maximumnorm
(blau) fu¨r den axialsymmetrischen Advektionstest fu¨r verschiedene Gitterweiten ∆x. Die
schwarze Linie entspricht wieder der Steigung 2, d.h. der Konvergenz mit O(∆x2).
vr =
k
4
r
(
1 + cos2 θ
)
, vθ = −k4 r sin θ cos θ . (4.17)
Wir wa¨hlen wieder k>0. Die Rechnung la¨uft diesmal bis ktmax =8, die Dichte verringert
sich also nach (4.4) um einen Faktor e8 ≈ 3000. Analog zu §4.2.1 ist in Abb. 4.2 der
relative Massenfehler ε1 = ‖Err‖1 /Mges(tmax) und die gro¨ßte relative Dichteabweichung
ε∞ = ‖ Err ‖∞ / ρex(tmax) fu¨r verschiedene ra¨umliche Auflo¨sungen dargestellt. Diesmal
ist ein deutlicher Unterschied zwischen den Normen zu erkennen. ε∞ ist im Mittel um
einen Faktor 4 gro¨ßer als ε1 und erreicht auch nur eine maximale Konvergenzordnung
von 1.91. Zuru¨ckzufu¨hren ist das auf gro¨ßere Diskretisierungsfehler in θ-Richtung an der
Rotationsachse, welche wir schon in §3.2.1 diskutiert haben. Daß die Fehler allgemein viel
gro¨ßer sind als im spha¨rischen Fall, ist nur zum Teil mit der mehrdimensionalen Advektion
zu erkla¨ren, denn wir haben es auch mit einem anderen Stro¨mungsfeld und einem la¨ngeren
Zeitintervall zu tun. Insgesamt sind die Fehler und Konvergenzraten akzeptabel.
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Abbildung 4.3: Zum druckfreien spha¨rischen Gravitationskollaps. Dichteverteilung der
numerischen Rechnung (Kreise) zum Zeitpunkt t=0.985 tff . Die analytische Lo¨sung (4.18)
ist als Linie dargestellt.
4.2.3 Druckfreier spha¨rischer Gravitationskollaps
Nun betrachten wir eine Kugel, die zum Zeitpunkt t = 0 den Radius r0 und die ho-
mogene Massendichte ρ0 hat, und durch Eigengravitation kollabiert. Entgegen wirkende
Druckkra¨fte werden nicht angenommen. Dieses klassische Testproblem hat die analytische
Lo¨sung (z.B. zu finden in [Stone and Norman, 1992])
r = r0 cos2 x , ρ = ρ0 cos−6 x , x+
1
2
sin(2x) = t
√
8
3
Gρ0 . (4.18)
Dabei ist r der aktuelle a¨ußere Radius und ρ die momentane homogene Dichte innerhalb
der Kugel. Fu¨r x=pi/2 haben wir die Freifallzeit t= tff (vgl. §2.8) erreicht und die gesamte
Masse befindet sich im Ursprung (r = 0). Dies ist ein anspruchsvoller, radialer Advekti-
onstest, da sowohl eine Dichtediskontinuita¨t als auch eine variable Impulsverteilung u¨ber
unser statisches Gitter bewegt wird. Die Lo¨sung der Poissongleichung wird hier in diesem
Sinne nicht getestet, weil wir in spha¨rischer Symmetrie die wirkenden Gravitationskra¨fte
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numerisch exakt angeben ko¨nnen. Wir setzen fu¨r die Testrechnung r0 = ρ0 =G= 1 und
berechnen die Entwicklung bis t = 0.535 = 0.985 tff , was einem Dichteanstieg von etwa
drei Gro¨ßenordnungen entspricht. Der Vergleich von numerischer und analytischer Lo¨sung
ist in Abb. 4.3 zu sehen. Die diffusive Verbreiterung der Diskontinuita¨t ha¨lt sich wegen
unserem Advektionsschema 2. Ordnung in Grenzen und entspricht etwa der anderer Rech-
nungen. Die mittlere Position der Diskontinuita¨t stimmt sehr gut mit der exakten Lo¨sung
u¨berein. Auch der Wert der homogenen Dichte weicht innerhalb eines weiten Bereichs der
Kugel um weniger als 0.5 % vom analytischen Wert ab. Die Abweichungen im zentralen
Bereich (fu¨r r → 0) sind wohlbekannt und wurden genauso in anderen Testrechnungen
gefunden (siehe z.B. [Stone and Norman, 1992]). Dieser Fehler steht wieder in direktem
Zusammenhang mit der Diskretisierung unseres gestaffelten Gitters und wird in §3.2.1
erla¨utert. Sto¨rungen dieser Art haben keinen bedeutenden Einfluß auf unsere Simulatio-
nen, da Stro¨mungen bis ins Zentrum nur in zeitlich sehr kurzen Phasen auftreten, worauf
lange Phasen folgen, in denen das Zentrum praktisch hydrostatisch ist. In den statischen
Phasen sind die entstandenen Sto¨rungen wieder verschwunden, weil sich ein mechanisches
Gleichgewicht eingestellt hat.
4.2.4 Weitere Testrechnungen
Wir haben noch andere Tests durchgefu¨hrt, welche z.B. die numerische Lo¨sung der Pois-
songleichung u¨berpru¨fen oder die implizite Auswertung der Strahlungsdiffusion testen.
Alle Testrechnungen liefern akzeptable Ergebnisse. Da es an dieser Stelle aber vornehm-
lich um die Anwendung unseres Programms auf realistische, physikalische Probleme gehen
soll, sehen wir von einer Auffu¨hrung sa¨mtlicher Testrechnungen ab.
4.3 Allgemeines zu den Simulationen
In einer Parameterstudie haben wir vier Simulationen durchgefu¨hrt, in denen die β-
Viskosita¨t (vgl. §2.6.4) sukzessive erho¨ht wird, beginnend bei β = 0, u¨ber β = 10−4 und
β=10−3 bis β=10−2. Diese Studie ist no¨tig, da β ein freier Parameter ist, den wir nicht aus
grundlegenden U¨berlegungen ableiten ko¨nnen. Alle anderen Anfangsparameter werden fu¨r
jede Simulation exakt gleich angenommen: Der Wolkenkern mit der Struktur einer leicht
u¨berkritischen Bonnor-Ebert-Spha¨re hat eine Masse von Mw =1 M, eine Temperatur von
Tw = 10 K und einen Zentrifugalradius von Rz = 100 AE (siehe §3.15). Weiterhin nehmen
wir Axial- und A¨quatorsymmetrie an (vgl. §3.13). Das Gitter hat eine ra¨umliche Auflo¨sung
von Nr = 320 und Nθ = 70, die innerste Zelle hat eine Ausdehnung von r0 = 0.1 R und
der a¨ußere Rand der Simulation liegt bei rNr ≈ 8700 AE. Das Verha¨ltnis von gro¨ßter zu
kleinster Zellweite ist 2 · 107.
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Abbildung 4.4: Zur Definition der zeitlichen Entwicklungsphasen.
4.3.1 Die verschiedenen Entwicklungsphasen
Zuna¨chst mo¨chten wir einen U¨berblick zu den Entwicklungsphasen geben. Fu¨r den be-
trachteten Zeitraum der Simulationen lassen sich grob drei zeitliche Phasen definieren
(vgl. Abb. 4.4): In der Phase 0 kontrahiert die Bonnor-Ebert-Spha¨re langsam, wobei die
Freifallzeit hier die bestimmende Zeitskala ist. Diese Phase wird beendet durch das Ein-
setzen des 1. Kollapses, dessen Beginn wir definieren als den Zeitpunkt an dem
min
θ,φ

r
Nr∫
0
κρdr
 ≥ 23 (4.19)
gilt, also jede radiale, vom Außenrand bis zum Zentrum gemessene, optische Tiefe fu¨r alle
Winkelrichtungen mindestens 2/3 ist. Zu diesem Zeitpunkt entsteht erstmals ein optisch
dickes Objekt. Fu¨r uns beginnt an diesem Punkt auch die ”Zeitrechnung“ (es wird t=0 ge-
setzt), weil die vergleichsweise lange Phase 0 in jeder Rechnung identisch ist und die inter-
essanten Strukturen sich erst nach Beginn des ersten Kollapses in sehr viel ku¨rzerer als der
Freifallzeit bilden. Die Definition (4.19) ist die natu¨rliche, dreidimensionale Verallgemeine-
rung des Null-Alter-Konzeptes der Sternentstehung in [Wuchterl and Tscharnuter, 2003].
Phase 1 (die also bei t = 0 startet) beginnt mit dem 1. Kollaps und beinhaltet die Bil-
dung des ersten, hydrostatischen Kerns. Je nach Struktur dieses Kerns kann es dann,
nach einer Akkretionsphase und der Aufheizung der inneren Bereiche, zur Dissoziation
der Wasserstoffmoleku¨le kommen, wodurch eine dynamische Instabilita¨t mo¨glich ist, die
den 2. Kollaps einleitet. Nach unserer Definition ist dieser Zeitpunkt erreicht, wenn die
Maximaltemperatur der Simulation erstmals 2000 K erreicht. Phase 2 beginnt also mit
dem 2. Kollaps und entha¨lt (unter Umsta¨nden) die Bildung eines zweiten, kompakten,
protostellaren Kerns. Wir werden fu¨r jede Rechnung detailliert auf die Phasen 1 und 2
eingehen.
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4.3.2 Kontrolle der Gesamtenergie
Eine hilfreiche Methode um die Gu¨te unserer Simulationen zu pru¨fen, stellt die Kontrolle
der Gesamtenergiebilanz dar. Dazu summieren wir alle Energiebeitra¨ge auf, unter der
Beru¨cksichtigung der insgesamt abgestrahlten Energie ab u¨ber den a¨ußeren Rand
ges = int + rad + pot + kin + ab =∫ (
e+ E +
1
2
ρΦ +
1
2
ρ v2
)
dV +
t∫
0
(∮
r
Nr
F · dS
)
dt .
(4.20)
Wir betrachten dann die Abweichung der Gesamtenergie von ihrem initialen Wert (fu¨r
t=0) relativ zur insgesamt umgesetzten Energie. Da die zur Verfu¨gung stehende Energie
ausschließlich aus potentieller Energie stammt, entspricht die umgesetzte Energie direkt
dem Verlust an potentieller Energie seit Beginn der Rechnung. Es ergibt sich also der
relative Gesamtenergiefehler
∆εrel(t) :=
ges(t)− ges(0)
|pot(t)− pot(0)| . (4.21)
4.3.3 Erla¨uterungen zu den Abbildungen
In den folgenden Abschnitten wird es im wesentlichen zwei Sorten von Abbildungen geben.
Die einen zeigen zeitliche Verla¨ufe von globalen Gro¨ßen (wie z.B. Leuchtkraft, Energie-
verha¨ltnisse, usw.) oder von Feldgro¨ßen an bestimmten Orten, bzw. mit extremen Wer-
ten (wie z.B. Zentral- oder Maximaltemperatur). Die andere Sorte von Abbildungen stellt
ganze ra¨umliche Verteilungen von einzelnen Feldgro¨ßen zu bestimmten Zeitpunkten, meist
in einer zeitlichen Sequenz, dar. Weil wir sowohl von Axial- als auch A¨quatorsymmetrie
ausgehen, ko¨nnen wir in meridionalen Schnitten der no¨rdlichen Hemispha¨re sa¨mtliche In-
formationen u¨ber den momentanen Zustand einer Feldgro¨ße erfassen. Die Rotationsachse
befindet sich dann am linken, der A¨quator am unteren Rand des Bildes. Die in den farbska-
lierten Werten der Gro¨ßen erkennbare Datendichte steht in direktem Zusammenhang mit
der ra¨umlichen Auflo¨sung des Rechengitters, die einzelnen Farbzellen entsprechen also den
Gro¨ßen der Gitterzellen. Bei der Wahl der Wertebereiche und der Frage nach linearer bzw.
logarithmischer Darstellung, stand immer der Aspekt im Vordergrund, mo¨glichst viele In-
formationen u¨ber die momentane Struktur einer Gro¨ße herauszuarbeiten. Jede mo¨gliche
Darstellung hat Vor- und Nachteile.
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4.4 Phase 0: Kontraktion der Bonnor-Ebert-Spha¨re
Die Phase 0 unterscheidet sich fu¨r verschiedene Werte von β praktisch nicht, weil die Ro-
tationsgeschwindigkeiten noch zu klein sind, um eine nennenswerte turbulente Viskosita¨t
zu erzeugen. Daher diskutieren wir diese Phase unabha¨ngig, bevor wir auf die einzelnen
Rechnungen eingehen.
Die gesamte Phase dauert ca. 0.16 Ma, was etwa 1.2 Freifallzeiten entspricht. Da die
anfa¨ngliche Rotationsperiode der Wolke (2pi/ω) von ca. 7 Ma sehr lang ist verglichen mit
der Freifallzeit, verla¨uft die Stro¨mung nahezu spha¨risch fu¨r die meisten Bereiche der Wolke.
In Phase 0 gilt dies sogar bis in die zentralen Bereiche innerhalb der Zentrifugalbarrie-
re (r . 100 AE), die Stro¨mung entspricht dort in sehr guter Na¨herung einer homogenen
Stro¨mung, wie wir sie in §4.1.1 diskutiert haben. Erst in den Phasen 1 und 2 zeigen sich
dann in den zentralen Bereichen starke Abweichungen von der spha¨rischen Stro¨mung.
In Abb. 4.5 sind die zeitlichen Verla¨ufe der Zentraldichte, der Zentraltemperatur, der (mi-
nimalen) zentralen optischen Tiefe (diese entspricht der linken Seite von (4.19)) und der
gesamten Leuchtkraft am Außenrand wiedergegeben. Die Dichte steigt (die a¨ußersten Be-
reiche einmal ausgenommen) etwa homogen um 3 bis 4 Gro¨ßenordnungen, wa¨hrend die
gesamte Wolke praktisch isotherm bleibt. Erst in den letzten 104 Jahren erho¨ht sich die
Temperatur leicht von 10 K auf knapp 17 K. Die Erkla¨rung dafu¨r findet sich in der zen-
tralen optischen Tiefe τz, diese bleibt bis auf die letzten 104 Jahre unterhalb von 0.01, die
gesamte Wolke ist also optisch du¨nn und die durch Kompression erzeugte Wa¨rme kann
direkt an die Umgebung abgestrahlt werden. Die thermische Zeitskala ist die la¨ngste Zeit
der Phase 0 noch sehr kurz im Vergleich zur Freifallzeit, erst zum Ende hin werden beide
Skalen vergleichbar.
An den zeitlich extrem scharf definierten, starken Vera¨nderungen der Variablen zum Ende
der Phase 0 (besonders gut zu erkennen an τz in Abb. 4.5) zeigt sich, daß die Definition
eines Zeitbeginns nach (4.19) an dieser Stelle sehr sinnvoll ist.
Zum Ende der Phase 0 hat die rasch ansteigende, radiale Kollapsgeschwindigkeit schon
Werte von maximal 450 m s−1 (bei Radien von ca 140 AE) erreicht, was bei den entspre-
chenden Temperaturen immerhin einer Mach-Zahl von etwa 2.3 entspricht. Die Bildung
des ersten Kerns steht unmittelbar bevor.
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Abbildung 4.5: Zeitlicher Verlauf von zentraler Dichte und Temperatur, sowie zentraler
optischer Tiefe und gesamter Leuchtkraft fu¨r die Phase 0.
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4.5 Simulation fu¨r β=0
Wir beginnen mit der Rechnung fu¨r β = 0, es gibt also in diesem Fall u¨berhaupt keinen
Drehimpulstransport (der Drehimpuls wird also nur advektiert und bleibt gebunden an das
jeweilige Massenelement). Es stellt sich heraus, daß der in Phase 1 entstehende hydrostati-
sche erste Kern es im Laufe seiner Entwicklung nicht schafft, seine Maximaltemperatur in
den Bereich von 2000 K zu bringen, sodaß es keine Phase 2 gibt. Die Gru¨nde dafu¨r werden
aus den Verla¨ufen der Phase 1 ersichtlich.
4.5.1 Phase 1
Entwicklung der Massendichte
In Abb. 4.6 ist die zeitliche Entwicklung der Massendichte des ersten Kerns dargestellt.
Es entsteht ein immer sta¨rker abgeplattetes Objekt, nach etwa 5 ka hat sich eine qua-
sistationa¨re, du¨nne Akkretionsscheibe entwickelt. Das Dichtemaximum befindet sich zu
diesem Zeitpunkt schon nicht mehr im Zentrum, sondern liegt ca. 1.5 AE entfernt von
diesem auf dem A¨quator. Die Scheibe wa¨chst weiter durch das kontinuierlich von außen
auftreffende Material. Bei etwa 14 ka findet auf dynamischer Zeitskala (innerhalb einiger
Jahrzehnte) eine Restrukturierung statt: Die Scheibe spaltet sich bei etwa 4 AE auf und
bildet eine ringartige Verdichtung bei ca. 6 AE. Ausgelo¨st durch diese Sto¨rung, beginnt
auch die weiter innen liegende, massivste Scheibenstruktur sich in einem la¨ngeren Prozess
(zwischen etwa 14 und 17 ka) vom Zentrum zu trennen und eine grob ringartige Form
anzunehmen. Nach ca. 27 ka sind die beiden Ringe so massereich geworden, daß sie den
Bereich zwischen sich extrem ”leergesaugt“ haben; es la¨ßt sich die Bildung eines dritten
Ringes bei 14 AE erahnen. Insgesamt hat sich das Akkretionsobjekt bis auf einen Radius
von 27 AE ausgedehnt. Nach 27.55 ka wird der mittlere Ring (bei 6 AE) gravitativ instabil
und kollabiert. An dieser Stelle endet unsere Rechnung, da wir außerhalb des Zentrums
nicht die no¨tige ra¨umliche Auflo¨sung besitzen um den Kollaps des Ringes zu verfolgen.
Ohnehin wu¨rde die Axialsymmetrie spa¨testens im Moment des Ringkollapses gebrochen,
sodaß die weitere Verfolgung desselben von rein ”akademischem“ Interesse wa¨re.
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Abbildung 4.6: Entwicklungssequenz der Massendichte im meridionalen Schnitt (Rota-
tionsachse links, A¨quator unten) fu¨r die Rechnung mit β=0. Man beachte die Anpassung
der Farbskala an den Dichtebereich. Reihenfolge der Bilder: Erst links abwa¨rts, dann rechts
abwa¨rts.
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Abbildung 4.7: Entwicklungssequenz der Temperatur fu¨r die Rechnung mit β=0 (Zeit-
punkte analog zu Abb. 4.6). Man beachte die Anpassung der Farbskala an den Tempera-
turbereich.
70
4.5 Simulation fu¨r β=0
Entwicklung der Temperaturverteilung
Abb. 4.7 zeigt die Temperaturverteilung fu¨r die gleichen Zeitpunkte und ra¨umlichen Aus-
schnitte wie in Abb. 4.6. Die Oberfla¨che der Akkretionsscheibe la¨ßt sich gut erkennen
an den im Vergleich zu ihrer Umgebung heißeren Oberfla¨chenschichten. Das es von der
Oberfla¨che einwa¨rts in das Objekt zuna¨chst ku¨hler wird, erkla¨rt sich dadurch, daß es zwei
Wa¨rmequellen gibt: Zum einen die besagten heißen Oberfla¨chenschichten, welche durch
die Akkretionsstoßfront entstehen, zum anderen die Heizung aus den inneren Bereichen
des Objekts, die durch Kontraktion hervorgerufen wird. Die Akkretionswa¨rme wird zum
Großteil abgestrahlt und liefert keinen wesentlichen Beitrag zur Aufheizung der inneren Be-
reiche. Die Temperaturen bleiben wa¨hrend der gesamten Rechnung unterhalb von 1400 K,
was sich schlicht damit begru¨nden la¨ßt, daß die Wa¨rmeabstrahlung sehr effizient mo¨glich
ist, denn die langgestreckte, flache Akkretionsscheibe hat eine große Oberfla¨che. Daher
kommt es auch nie zu einer Phase 2 (T > 2000 K). Noch deutlicher als bei der Massen-
dichte kann man in den Temperaturverteilungen die Ringstrukturen erkennen, welche die
heißesten Regionen darstellen. Auch hier la¨ßt sich die Bildung eines dritten Ringes bei
etwa 14 AE zum Ende der Rechnung (bei 27.55 ka) erkennen. Weiterhin zeigt sich, daß
Scheibenbereiche außerhalb der Ringe mit der Zeit vollsta¨ndig ausku¨hlen, dadurch sind
die a¨ußeren Scheibenregionen (> 10 AE) zum Ende der Rechnung thermisch kaum noch
identifizierbar. Die optische Tiefe dieser Außengebiete ist einfach nicht groß genug, um
u¨ber den gesamten Zeitraum die thermische Struktur zu erhalten.
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Abbildung 4.8: Die inneren 10 AE zum Ende (t = 27.55 ka) der Rechnung fu¨r β = 0.
Dargestellt sind wiederum meridionale Schnitte fu¨r die Massendichte (links oben), die
Temperatur (rechts oben), die Mach-Zahl |v|/cs (links unten) und der Absorptionskoeffi-
zient der Strahlung (rechts unten).
Die zentralen Bereiche zum Ende der Rechnung
Fu¨r den Endpunkt der Rechnung (bei 27.55 ka) sind in Abb. 4.8 noch einmal die Verteilun-
gen der Massendichte und der Temperatur, sowie die Mach-Zahl und der Absorptionskoef-
fizient der Strahlung fu¨r die innersten 10 AE dargestellt. Gut an der ”Temperaturhaube“
u¨ber dem innersten Ring zu erkennen, ist der schon angesprochene Zusammenhang zwi-
schen den heißen Oberfla¨chenschichten und der Lage der Akkretionsstoßfront (die man
anhand der Mach-Zahl gut abscha¨tzen kann). Es werden in der Polregion Mach-Zahlen
von bis zu 27 erreicht. Die optische Tiefe der beiden Ringe kann man mit Hilfe des Ab-
sorptionskoeffizienten abscha¨tzen auf etwa 105. Diese große optische Tiefe ist der Grund
dafu¨r, daß die Ringe im Verlauf der Rechnung ihre Wa¨rme nicht so schnell abstrahlen und
weiter kontrahieren ko¨nnen.
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Abbildung 4.9: Die ersten drei Bilder zeigen jeweils den maximalen (rot) und zentralen
(blau) Wert der Massendichte, der Temperatur und des Druckes im zeitlichen Verlauf fu¨r
die Rechnung mit β= 0. Das vierte Bild (rechts unten) gibt die subsonische Masse (also
die Summe aller Massenelemente im Unterschallbereich) relativ zur Gesamtmasse an.
U¨berblick zu den zeitlichen Verla¨ufen
Abb. 4.9 zeigt den maximalen und zentralen Wert der Massendichte, der Temperatur und
des Druckes im zeitlichen Verlauf. Die Maximalwerte entsprechen durchweg den Werten
im innersten Ring. Die verschiedenen schon angesprochenen Ereignisse spiegeln sich in den
Darstellungen wider. Die Trennung von Maximal- und Zentralgro¨ßen findet schon nach ca.
3 ka statt. Der Punkt der dynamischen Ringbildung bei 14 ka macht sich als scharfes glo-
bales Maximum der Zentralgro¨ßen bemerkbar, hervorgerufen durch die Sto¨rungen, welche
die Restrukturierung bewirkt. Der la¨nger andauernde Prozess der Bildung des innersten
Ringes zwischen etwa 14 und 17 ka ist ganz deutlich erkennbar an der rapiden Absenkung
der Zentralwerte in diesem Zeitbereich. Es wird also Materie aus dem Zentrum in den sich
bildenden Ring gezogen.
Außerdem ist in Abb. 4.9 noch die subsonische Masse zu sehen (d.h. die Summe aller
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Abbildung 4.10: Die Gesamtleuchtkraft im zeitlichen Verlauf der Rechnung fu¨r β = 0,
rechts ein Ausschnitt der dynamischen Phase der Ringbildung.
Massenelemente im Unterschallbereich), welche eine sehr gute Na¨herung fu¨r die Gesamt-
masse der Akkretionsscheibe ist. Der Verlauf dieser Kurve wird ausschließlich durch die
Anfangsbedingungen der Wolke bestimmt3, da die Materie praktisch im freien Fall mit
hoher U¨berschallgeschwindigkeit auf die Scheibe trifft. Die Entwicklung der Scheibe selbst
beeinflußt die Akkretionsstro¨mung somit nicht im Geringsten, da die einzig denkbare Wir-
kung durch die Strahlung hervorgerufen werden ko¨nnte, jedoch ist dieser Prozess bei den
vorhandenen Leuchtkra¨ften vo¨llig zu vernachla¨ssigen. Wa¨hrend der Rechnung haben sich
gut 43 % der gesamten Wolkenmasse in der Akkretionsscheibe gesammelt.
Der zeitliche Verlauf der Leuchtkraft ist in Abb. 4.10 dargestellt. Man sieht wie die Strah-
lungsleistung nach der ersten Bildungsphase der Scheibe (ab ca. 5 ka) zuna¨chst nur schwach
ansteigt. Einen ganz enormen Einfluß hat dann erst wieder die dynamische Ringbildung bei
14 ka, welche fu¨r einen starken Anstieg der Leuchtkraft sorgt. Insbesonder im vergro¨ßerten
Ausschnitt (rechte Seite der Abb. 4.10) sieht man deutlich die ”Ausschwingphase“ der
dynamischen Restrukturierung in Form von geda¨mpften Schwingungen zwischen 14 und
14.7 ka. Es hat sich herausgestellt (und an diesem Beispiel sieht man es sehr gut) daß
die Gesamtleuchtkraft eine integrale Kenngro¨ße ist, die a¨ußerst empfindlich auf jede noch
so kleine Strukturvera¨nderung des Systems reagiert. Weiterhin entha¨lt der vergro¨ßerte
Ausschnitt auch den durch die erste Ringbildung angestoßenen Prozess der Bildung des
innersten Ringes zwischen 14.7 und 16.6 ka. Dieser Prozess findet weitgehend auf thermi-
scher Zeitskala statt, erst bei 16.5 ka setzt die dynamische Phase ein, welche die innere
Ringbildung abschließt (gut zu erkennen durch den plo¨tzlichen Leuchtkraftabfall). Die dar-
3Dies gilt, solange es nicht zu Auswu¨rfen aus der Scheibe im U¨berschallbereich kommt (siehe spa¨tere
Rechnungen). Die aus einer Ausgleichsrechnung folgende, optimale Potenzfunktion der Kurve fu¨r die
subsonische Masse in Abb. 4.9 hat die Form M/M = 0.2346
ˆ
(t− 300 a)/(104 a)˜g, wobei g kurioser-
weise bis zur dritten Nachkommastelle dem Goldenen Schnitt (
√
5− 1)/2 ≈ 0.6180 . . . entspricht.
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Abbildung 4.11:
Das Spektrum des spe-
zifischen Drehimpulses
l = ωr2 sin2 θ, definiert
als M(l) :=
R l
0
dM(l).
Die verschiedenen Zeit-
punkte entsprechen
den folgenden Kurven:
Initiale BES (schwarz),
0 a (rot), 5 ka (blau),
10 ka (gru¨n), 15 ka (rot
gestrichelt), 20 ka (blau
gestrichelt) und 25 ka
(gru¨n gestrichelt).
auf folgenden, nicht abklingenden Schwingungen sind das Ergebnis von sta¨ndig angeregten
Pulsationen der neuen Struktur im Zentrum: Vergleichbar mit einem thermischen ”Trom-
melfell“, liegt die heiße Oberfla¨chenschicht der Akkretionsfront nun u¨ber einem ku¨hleren
Gebiet mit sehr geringer Dichte (im Vergleich zur Ringdichte), siehe Temperaturvertei-
lung in Abb. 4.8. Verschiedenste Konvektionsstro¨mungen in diesem Gebiet sorgen nun
fu¨r die erwa¨hnten dynamischen Anregungen und die daraus folgenden Pulsationen. Das
Pha¨nomen bleibt u¨ber den gesamten Zeitraum der Rechnung bestehen, ist aber in der Ge-
samtdarstellung der Leuchtkraft (linke Seite der Abb. 4.10) als vermeintliches Rauschen
getarnt, da die zeitliche Auflo¨sung der Abbildung zu gering ist.
Abb. 4.11 zeigt das Spektrum des spezifischen Drehimpulses (l=ωr2 sin2 θ) in Form der
Massenanteile M(l) mit einem spezifischen Drehimpuls von ho¨chstens l. Da fu¨r eine nicht-
viskose, axialsymmetrische Stro¨mung die Funktion M(l) theoretisch zeitlich konstant ist,
ko¨nnen wir (anhand der auftretenden Abweichungen vom initialen Verlauf von M(l)) die
Gu¨te der lokalen Drehimpulserhaltung pru¨fen (siehe [Norman et al., 1980]). Es zeigt sich,
daß zu allen Zeiten weniger als 1% der Gesamtmasse von maßgeblichen Sto¨rungen betroffen
ist. Bis zu einer Zeit von 15 ka gibt es aufgrund der numerischen Diffusion nur eine relativ
geringe Umverteilung von spezifischem Drehimpuls in Bereichen von l ≈ 10−6 . . . 10−4lmax.
Diese Phase schließt auch noch die dynamische Bildung des ersten Ringes mit ein. Erst
die Ausbildung des zweiten inneren Ringes im Zeitraum zwischen 15 und 20 ka sorgt fu¨r
einen deutlichen Abfall des Spektrums fu¨r l. 10−3lmax. Dies bedeutet, daß beim Abzug
des Materials aus dem Zentrum zuviel spezifischer Drehimpuls advektiert worden ist.
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Abbildung 4.12: Der Toomre-Parameter QT (siehe §2.9.2) der Akkretionsscheibe in
Abha¨ngigkeit vom Abstand von der Drehachse wa¨hrend der dynamischen Phase der Ring-
bildung. Die gru¨ne Linie markiert die Stabilita¨tsgrenze (QT<1 ist instabil). Die verschie-
denen Kurven entsprechen festen Zeitpunkten, und zwar 13.5 bis 14.1 ka (in Schritten von
0.1 ka). Die Reihenfolge der abwechselnd roten und blauen Kurven erkennt man daran,
daß sie sich im Bereich von 4.5–5.5 AE der Stabilita¨tsgrenze von oben na¨hern und diese
zwischen 13.9 und 14.0 ka schneiden (siehe Vergro¨ßerung rechts).
Ein Vergleich unserer Ergebnisse zur ersten Ringbildung mit theoretischen U¨berlegungen
zur Stabilita¨t du¨nner Gasscheiben ist mo¨glich, indem wir den zeitlichen Verlauf des
Toomre-Parameters (siehe §2.9.2) untersuchen, welcher in Abb. 4.12 dargestellt ist. Wir
finden eine ausgezeichnete U¨bereinstimmung des Beginns der dynamischen Ringbildung
mit dem Zeitpunkt von 13.93 ka, ab dem dieser Scheibenbereich nach Toomre instabil
wird. An den beschleunigten Vera¨nderungen in den Verla¨ufen von QT (zu erkennen, da
die Kurven in zeitlich a¨quidistanten Absta¨nden dargestellt sind) und der vo¨llig neuen
Struktur der letzten Kurve (fu¨r 14.1 ka), zeigt sich deutlich die Restrukturierung und ihr
dynamischer Charakter. Es lassen sich aus den Formen der Kurven sogar Informationen
u¨ber das prinzipielle Ereignis ableiten: Eine kritische Verdichtung bei ca. 5 AE hat sich
mit einer stabilen Verdichtung bei 7 bis 8 AE (QT≈1.5) vereinigt. Die daraus entstandene
kompakte Verdichtung (der erste Ring) befindet sich anfa¨nglich im Bereich von 5 bis 6 AE.
Die Umgebung (R<5 AE und R>7 AE) ist nun stabiler (QT ist gestiegen), denn Material
ist aus diesen Bereichen abgezogen worden.
Abb. 4.13 zeigt einige energetisch relevante Verla¨ufe. Die Verha¨ltnisse Ξrot := |rot/pot| und
Ξint := |int/pot| weisen ein nahezu spiegelbildliches Verhalten auf. Wa¨hrend Ξrot inner-
halb der ersten 10 ka stark ansteigt, fa¨llt Ξint ab. Daß Ξrot nicht beliebig weiter anwachsen
kann, liegt daran, daß immer mehr Massenelemente ihre Zentrifugalbarriere erreichen, der
Abfall von Ξint wird beschra¨nkt durch die mit zunehmender optischer Tiefe der Scheibe
einhergehende, verbesserte ”Wa¨rmespeicherfa¨higkeit“. Die erste dynamische Ringbildung
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Abbildung 4.13: Zeitverla¨ufe der Rechnung fu¨r β = 0. Linkes Bild: Der Betrag der
Verha¨ltnisse von Rotationsenergie zu potentieller Energie (rot), bzw. innerer Energie zu
potentieller Energie (blau). Rechtes Bild: Der relative Gesamtenergiefehler (siehe §4.3.2).
bei 14 ka ist auch hier deutlich zu erkennen. Weil bei diesem Prozess mehr Materie von
der Drehachse wegbewegt wird als auf sie zu (vgl. Abb. 4.6), sinkt Ξrot leicht. Dagegen
steigt Ξint an, da der neu gebildete, kompaktere Ring thermisch besser isoliert ist als die
vorherige Konfiguration.
Die rechte Seite der Abb. 4.13 zeigt den relativen Gesamtenergiefehler ∆εrel, den wir in
§4.3.2 eingefu¨hrt haben. Jenseits der ersten Ringbildung bei 14 ka steigt ∆εrel merklich
sta¨rker an, was sich damit begru¨nden la¨ßt, daß die in diesen Bereichen sehr beschra¨nkte
ra¨umliche Auflo¨sung fu¨r eine Ringstruktur sich noch negativer auswirkt als eine Scheiben-
struktur. Kurz vor Ende der Rechnung bei etwa 26 ka ist noch ein steilerer Anstieg zu
erkennen, der wiederum mit mangelnder ra¨umlicher Auflo¨sung eines in diesem Sinne noch
widrigeren Zustandes zu begru¨nden ist: Die Lu¨cke zwischen erstem und zweitem Ring ist
so ”leergera¨umt“, daß die Akkretionsfront praktisch bis zum A¨quator reicht und die dorti-
gen Stro¨mungsverha¨ltnisse sich bei weitem nicht auflo¨sen lassen (siehe Abb. 4.8). Zu den
doch sehr großen Werten von ∆εrel (die vielleicht bis zu 14 ka mit etwa 9 % akzeptabel
sind) hier noch zwei Bemerkungen: Erstens sind wa¨hrend der gesamten Rechnung mehr
als 34 Millionen Zeitschritte berechnet worden, die durch die Stabilita¨tsbedingung des
expliziten Verfahrens no¨tig sind. Daß sich ein globaler Fehler wie ∆εrel mit jedem neuen
Zeitschritt weiter aufsummiert ist nicht zu vermeiden. Jede explizite numerische Rechnung
wird in ihrem Verlauf immer weiter von der wahren Lo¨sung abweichen. Zweitens ist unser
Algorithmus (und speziell das ra¨umliche Gitter und dessen Auflo¨sung) nicht optimiert fu¨r
einen Rechnungsverlauf dieser Art. Damit ist z.B. die Entstehung von kompakten Objek-
ten (wie Ringen) außerhalb des Zentrums gemeint, aber auch einfach die absolute La¨nge
der Rechnung. Fu¨r die weiteren Simulationen (mit β 6= 0) ist unser Programm in diesem
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Sinne besser geeignet, was sich dann auch in viel kleineren Werten von ∆εrel widerspiegelt.
4.6 Simulation fu¨r β=10−4
Schon eine vergleichsweise kleine turbulente Viskosita¨t mit β = 10−4 sorgt fu¨r eine qua-
litativ andere Entwicklung der Akkretionsscheibe. Nun kommt es auch zu Temperatur-
erho¨hungen, die die Staubverdampfung ermo¨glichen. Außerdem wird die Phase 2 der Was-
serstoffdissoziation erreicht, die bei 7.67 ka beginnt.
4.6.1 Phase 1
Entwicklung der Massendichte
In Abb. 4.14 ist die zeitliche Entwicklung der Massendichte der Akkretionsscheibe dar-
gestellt. An dem Gesamtverlauf auf der linken Seite der Abbildung erkennen wir, daß
die Entwicklung der a¨ußeren Scheibenregionen praktisch analog zur Rechnung mit β= 0
verla¨uft. Dies sollte so sein, da die viskose Zeitskala (vgl. §2.8) τvisk =1/(βω) im Außenbe-
reich (R&5 AE) mit etwa 100 ka noch groß ist im Vergleich zur bisherigen Akkretionszeit
von 7–8 ka. Nur in den inneren Regionen (R.1 AE) erreichen wir Werte von τvisk<10 ka
und bemerken daher aufgrund des Drehimpulstransportes eine etwas mehr zum Zentrum
konzentrierte Verdichtung (verglichen mit β=0). Die somit etwas kompaktere Zentralregi-
on heizt sich dementsprechend sta¨rker auf und wir erreichen bei 6.3 ka Temperaturen von
u¨ber 1400 K, bei denen die Staubverdampfung einsetzt. Diesen Prozess und seine Wirkung
diskutieren wir gleich noch im Detail, die Folgen fu¨r die Dichte sind auf der rechten Seite
der Abb. 4.14 zu sehen: Die innere Scheibe ”bla¨ht“ sich zuna¨chst auf und sinkt dann stark
in sich zusammen.
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Abbildung 4.14: Entwicklungssequenz der Massendichte im meridionalen Schnitt fu¨r
die Rechnung mit β= 10−4. Linke Seite: U¨berblick zur gesamten Phase 1 fu¨r R <16 AE.
Rechte Seite: Die Wirkung der Staubverdampfung zum Ende der Phase 1 fu¨r R < 1 AE.
Man beachte die Anpassung der Farbskala an den Dichtebereich.
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Abbildung 4.15: Die Wirkung der Staubverdampfung zum Ende der Phase 1 fu¨r R <
1 AE (analog zur rechten Seite der Abb. 4.14). Linke Seite: Die Temperaturverteilung.
Rechte Seite: Der Absorptionskoeffizient der Strahlung. Man beachte die Anpassung der
Farbskala an die Wertebereiche.
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Die thermische Restrukturierung durch Staubverdampfung
Abb. 4.15 zeigt die Temperatur und den Absorptionskoeffizienten ab dem Punkt der Staub-
verdampfung bei 6.3 ka (zu sehen sind die selben Zeitpunkte wie auf der rechten Seite der
Abb. 4.14). Nun erkla¨ren sich die soeben angesprochene Aufbla¨hung und das spa¨tere Zu-
sammensinken wie folgt: Erreicht die Verdichtung bei ca 0.65 AE Temperaturen von etwa
1400 K, beginnt an dieser Stelle der Staub zu verdampfen (gut zu erkennen rechts oben in
Abb. 4.15). Dadurch sinkt der Absorptionskoeffizient rasch um mehrere Gro¨ßenordnungen,
was zur Folge hat, daß die Wa¨rme in dem nun optisch du¨nneren, staubfreien Bereich ef-
fektiver diffundieren kann. Somit dehnt sich diese Region schnell aus. Das Ganze stellt
eine thermische Restrukturierung dar, der staubfreie Bereich ist nahezu isotherm (er weist
zumindest viel kleinere Temperaturgradienten auf als die Umgebung). Bei 7.1 ka (siehe
Mitte der Abb. 4.15) befindet sich die Scheibe gerade in dieser Restrukturierung. Die
interessanten Wellenstrukturen fu¨r den Absorptionskoeffizienten im staubfreien Bereich
entstehen, weil diese Region eine Art Hohlraum fu¨r Wa¨rmewellen darstellt. Der Rand des
staubfreien Bereichs reflektiert wegen der plo¨tzlichen Zunahme des Absorptionskoeffizien-
ten einen Großteil der ankommenden Wa¨rme. Darum bilden sich stehende Wa¨rmewellen
aus, die allerdings in der Temperaturverteilung ho¨chstens zu erahnen sind, da ihre Am-
plitude sehr gering ist. Dagegen sieht man diese Wellen im Absorptionskoeffizienten sehr
deutlich, weil dieser sich in diesem Temperaturbereich stark mit der Temperatur vera¨ndert
(entsprechend den steilen Flanken der Opazita¨tslu¨cke, vgl. Abb. 2.1). Womo¨glich wa¨ren
diese Strukturen nicht so deutlich vorhanden, wenn der Staub sich bei Abku¨hlung nicht
instantan wieder bilden wu¨rde (siehe Bemerkung §2.5).
Natu¨rlich fu¨hrt die thermische Restrukturierung auch zu dynamischen Prozessen. Insbe-
sondere an der Grenze der staubfreien Zone sorgen große Temperaturgradienten fu¨r enor-
me Konvektionsstro¨mungen. Ab etwa 7.2 ka erreichen einzelne staubfreie Gasmassen durch
Konvektion sporadisch immer wieder die Oberfla¨chenbereiche der Scheibe, und schaffen
dadurch einen optisch du¨nnen Kanal, also eine Art ”Ablaßventil“ fu¨r die Wa¨rme. Dadurch
sinkt die Scheibe in sich zusammen. Zufa¨llig genau zum Ende der Phase 1 bei 7.67 ka
(wo die Maximaltemperatur 2000 K erreicht), bildet sich ein zeitlich stabiler, staubfreier
Kanal und die Konvektion beruhigt sich (siehe Abb 4.15 unten). Interessanterweise ist in
der Phase der Staubverdampfung zwischen 6.3 und 7.67 ka die anfa¨ngliche Verdichtung
bei etwa 0.65 AE ”gewandert“ und zu einem pra¨gnanten Ring bei ca 0.35 AE geworden,
welcher nun in einer von ihm staubfrei gehaltenen Lu¨cke in der Scheibe weiter kontrahieren
kann.
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Abbildung 4.16: Zeitverla¨ufe in Phase 1 der Rechnung fu¨r β=10−4. Die oberen Bilder
zeigen jeweils den maximalen (rot) und zentralen (blau) Wert der Massendichte und der
Temperatur. Links unten ist die Gesamtleuchtkraft dargestellt, rechts unten die subsoni-
sche Masse relativ zur Gesamtmasse.
U¨berblick zu den zeitlichen Verla¨ufen
In Abb. 4.16 oben sind die maximalen und zentralen Werte der Dichte und der Temperatur
zu sehen. Die Aufspaltung von Maximal- und Zentralwerten ist bei weitem nicht mehr so
markant wie fu¨r β= 0. Im Temperaturverlauf la¨ßt sich gut die Phase der Staubverdamp-
fung erkennen, zuna¨chst wird bei ca. 6.3 ka die Steigung des Maximalwertes geringer, dann
bei 6.7 ka auch die des Zentralwertes. Die Temperatur muß in diesem Phase langsamer
steigen, da sich die Wa¨rme u¨ber einen gro¨ßeren Bereich verteilt. Die ab etwa 7.2 ka erfol-
gende, rapide Zunahme der maximalen Dichte und Temperatur, sowie die etwas verzo¨gerte
Abnahme der Zentralwerte, ist dem entstehenden Ring zuzuschreiben.
Links unten in Abb. 4.16 ist die Leuchtkraft dargestellt. Sie verla¨uft nahezu identisch wie
fu¨r β = 0 bis zu dem Zeitpunkt, wo sich die staubfreie Zone voll ausgebildet hat und
die Leuchtkraft merklich zunimmt. Die erkennbaren Fluktuationen ab ca. 7.2 ka sind auf
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Abbildung 4.17: Zeitverla¨ufe in Phase 1 der Rechnung fu¨r β = 10−4. Linkes Bild: Der
Betrag der Verha¨ltnisse von Rotationsenergie zu potentieller Energie (rot), bzw. innerer
Energie zu potentieller Energie (blau). Rechtes Bild: Der relative Gesamtenergiefehler
(siehe §4.3.2).
die im letzten Abschnitt erwa¨hnten, durch Konvektion sporadisch auftauchenden, optisch
du¨nnen Kana¨le zuru¨ckzufu¨hren.
Die rechts unten in Abb. 4.16 gezeigte subsonische Masse entwickelt sich in dieser Phase
1 genau wie fu¨r die Rechnung mit β = 0, weil sie (wie dort schon erwa¨hnt) nur von den
Anfangsbedingungen der Wolke bestimmt wird (solange es keine Auswurfprozesse gibt).
Abb. 4.17 stellt wiederum die energetischen Verla¨ufe dar. Die auf der linken Seite gezeigten
Verha¨ltnisse Ξrot := |rot/pot| und Ξint := |int/pot| verlaufen zuna¨chst qualitativ a¨hnlich
wie fu¨r β=0, allerdings steigt Ξrot nicht so stark an, was direkt mit dem Drehimpulstrans-
port korreliert ist. Weiterhin fa¨llt Ξint im Vergleich nicht so stark ab, da wie schon gesagt
das entstehende Objekt kompakter ist und sich sta¨rker aufheizt. Der Anstieg von Ξrot zum
Ende der Phase bei 7.2 ka erkla¨rt sich aus der beschriebenen Ringbildung und Verschie-
bung der ho¨chsten Massendichte Richtung Drehachse. Die Absenkung von Ξint bei 7.2 ka
ist der Staublu¨ckenbildung in der Scheibe, also dem ”Durchbruch“ der Staubfreien Zone
zuzuschreiben, die letztliche Tendenz des erneuten Anstiegs wiederum der Ringbildung.
Die rechte Seite der Abb. 4.17 stellt den relativen Gesamtenergiefehler dar. Hier zeigen
sich die gro¨ßten Unterschiede zur Rechnung mit β= 0. Der Fehler bleibt in dieser Phase
unter 1% (fu¨r β=0 war er nach 8 ka schon auf 3.5% angestiegen). Begru¨nden la¨ßt sich das
einmal damit, daß der verwendete Zeitschritt etwas kleiner ist, da die Maximaltemperatur
(und somit die Schallgeschwindigkeit) ho¨her liegt und sich an einer Stelle befindet, die eine
ho¨here ra¨umliche Auflo¨sung besitzt (na¨her am Zentrum). Andererseits finden bedeuten-
de Prozesse, wie z.B. die Staubverdampfung und die Ringbildung, in einer weiter innen
liegenden Region statt (verglichen mit β=0) und sind daher ra¨umlich besser aufgelo¨st.
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4.6.2 Phase 2
Der Kollaps des Ringes
Nachdem die Phase 1 mit der Ausbildung eines Ringes zu Ende gegangen ist, kontrahiert
dieser Ring weiter quasistationa¨r im u¨berwiegenden Teil der Phase 2. Dabei akkretiert er
nicht direkt das von außen kommende Material, dieses fa¨llt weiterhin auf die Oberfla¨che
der Akkretionsscheibe, welche nach der thermischen Restrukturierung in Phase 1 nun eine
zum Zentrum hin noch sta¨rker geneigte Struktur besitzt (dazu vergleiche man die Bilder
rechts oben und rechts unten in Abb. 4.14). In den Abb. 4.18 und 4.19 ist links oben die
Dichte- bzw. Temperaturverteilung fu¨r einen Zeitpunkt (7.73 ka) dargestellt, zu dem der
erwa¨hnte quasistationa¨re Prozess noch la¨uft.
Exakt bei 7732.3 a, also 62.3 a nachdem die Phase 2 beginnt, setzt eine dynamische Instabi-
lita¨t in den Außenbereichen des Ringes ein (Abb. 4.18 und 4.19 Mitte links). Hervorgerufen
wird sie durch die Schichten im Ring die zu diesem Zeitpunkt eine Temperatur von 2000 bis
2200 K besitzen, in denen also gerade die Wasserstoffdissoziation stattfindet (dies betrifft
nicht die zentralen Ringbereiche, welche bereits Temperaturen von u¨ber 3000 K erreicht
haben). Die u¨ber der Dissoziationsschicht liegenden Bereiche sind es, die zu diesem Zeit-
punkt kollabieren, d.h. mit U¨berschallgeschwindigkeit Richtung Ringzentrum stu¨rzen.
Schon 0.1 a (also etwa 5 Wochen, was der lokalen Freifallzeit entspricht) nach dem Beginn
des Kollapses, erreichen die Dichte und die Temperatur im Ring ihre Ho¨chstwerte mit
ρmax≈2.5 · 10−2 kg m−3 und Tmax≈3600 K (Abb. 4.18 und 4.19 links unten). Diese Wer-
te entsprechen ho¨chstwahrscheinlich nicht den tatsa¨chlichen Spitzenwerten, jedoch haben
wir nur Datenausgaben in Zeitintervallen von 0.1 a erzeugt und ko¨nnen die Werte (ohne
die entsprechende Phase mit feineren Ausgabeintervallen neu zu berechnen) nicht genau-
er bestimmen. Der Zeitschritt verringert sich in dieser Phase auf Werte von weniger als
20 s. Daß der Kollaps sich nicht weiter vollzieht, liegt an der bei weitem nicht ausreichen-
den ra¨umlichen Auflo¨sung in diesem Bereich. Stattdessen kommt es zu einer Explosion im
Ringzentrum, die in den verbleibenden Darstellungen auf den rechten Seiten der Abb. 4.18
und 4.19 in zeitlichen Absta¨nden von 0.1 a zu sehen sind. Die Phase der Explosion hat
natu¨rlich keine Relevanz mehr fu¨r etwaige Aussagen u¨ber die Entwicklung des Systems, da
die numerischen Unzula¨nglichkeiten unserer Rechnung fu¨r diesen Prozess verantwortlich
sind. Wir stellen diese Ergbnisse hier hauptsa¨chlich dar, um zu zeigen, daß unser Pro-
gramm derartige Extremsituationen problemlos (d.h. ohne abzustu¨rzen) verkraftet und
somit sehr robust ist.
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Abbildung 4.18: Entwicklungssequenz der Massendichte im meridionalen Schnitt fu¨r die
Rechnung mit β=10−4. Der Kollaps und die anschließende Explosion des Ringes zum Ende
der Rechnung in Phase 2. Man beachte die Anpassung der Farbskala an den Dichtebereich.
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Abbildung 4.19: Entwicklungssequenz der Temperatur fu¨r die Rechnung mit β= 10−4.
Der Kollaps und die anschließende Explosion des Ringes zum Ende der Rechnung in Phase
2. Man beachte die Anpassung der Farbskala an den Temperaturbereich.
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Abbildung 4.20: Zeitverla¨ufe in Phase 2 der Rechnung fu¨r β=10−4. Die oberen Bilder
zeigen jeweils den maximalen (rot) und zentralen (blau) Wert der Massendichte und der
Temperatur. Links unten ist die Gesamtleuchtkraft dargestellt, rechts unten die subsoni-
sche Masse relativ zur Gesamtmasse.
U¨berblick zu den zeitlichen Verla¨ufen
Die Verla¨ufe der Maximal- und Zentralwerte fu¨r Dichte und Temperatur (Abb. 4.20 oben)
entsprechen dem soeben erla¨uterten Ablauf der Phase 2. Deutlich ist der dynamische
Kollaps am Ende dieser nur gut 60 a umfassenden Phase zu erkennen. Links unten in
Abb. 4.20 ist die Leuchtkraft zu sehen. Der Sprung ganz zu Beginn der Phase entspricht
noch dem Zeitpunkt, wo eine stabile staubfreie Lu¨cke in der Scheibe entstanden ist und
die Abstrahlung somit sta¨rker wird. Wa¨hrend des Kollapses steigt die Leuchtkraft auf
u¨ber 7 L. Die subsonische Masse (Abb. 4.20 rechts unten) zeigt in der Kollapsphase
erstmalig eine Abweichung von ihrem bekannten (im Falle einer ungesto¨rten Akkretion zu
erwartenden) Verhalten. In der Explosionsphase verringert sie sich stark, weil Materie mit
U¨berschallgeschwindigkeit aus der Akkretionsscheibe befo¨rdert wird.
87
4 Ergebnisse und Diskussion
0.15
0.20
0.25
0.30
0.35
0.40
0.45
7.67 7.68 7.69 7.70 7.71 7.72 7.73 7.74
E r
o
t  /
 i n
t /
 E
p o
t
t / ka
0.32
0.36
0.40
0.44
7.732 7.733
0.00
0.05
0.10
0.15
0.20
0.25
0.30
7.67 7.68 7.69 7.70 7.71 7.72 7.73 7.74
∆ ε
r e
l
t / ka
Abbildung 4.21: Zeitverla¨ufe in Phase 2 der Rechnung fu¨r β = 10−4. Linkes Bild: Der
Betrag der Verha¨ltnisse von Rotationsenergie zu potentieller Energie (rot), bzw. innerer
Energie zu potentieller Energie (blau). Rechtes Bild: Der relative Gesamtenergiefehler
(siehe §4.3.2).
Auch in den energetischen Verla¨ufen schla¨gt sich der Ringkollaps eindeutig nieder. Abb.
4.21 links stellt wieder die Energieverha¨ltnisse Ξrot und Ξint dar. An der Entwicklung des
relativen Gesamtenergiefehlers erkennt man, daß der Ringkollaps mit unserem Programm
nicht vernu¨nftig nachvollzogen werden kann: Innerhalb ku¨rzester Zeit wa¨chst der Fehler
in der Kollapsphase von unter 1% auf 25%. Fu¨r uns ist jedoch die wichtigste Erkenntnis,
daß es u¨berhaupt zu einer gravitativen Instabilita¨t kommt. Es ist nicht unser Ziel die
weitere Entwicklung einer solchen Konfiguration, mit einem kompakten Objekt außerhalb
des Zentrums zu untersuchen, zumal die Erhaltung der Axialsymmetrie (wie schon in der
vorherigen Rechnung erwa¨hnt) in der Realita¨t spa¨testens wa¨hrend des Ringkollapses nicht
mehr gewa¨hrleistet ist.
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4.7 Simulation fu¨r β=10−3
Die weitere Erho¨hung der turbulenten Viskosita¨t fu¨hrt fu¨r uns insofern zu einer neuen
Qualita¨t der Rechnung, als nun nach der Entstehung des ersten Kerns in der weiteren
Entwicklung ein noch sehr viel kompakteres Objekt im Zentrum (und eben nicht außerhalb
von diesem) entsteht. Da unser Programm (und im Speziellen unser ra¨umliches Gitter) fu¨r
diesen Fall ausgelegt ist, ko¨nnen wir die Entstehung und fru¨he Entwicklung dieses neuen,
noch kompakteren Objektes verfolgen.
4.7.1 Phase 1
Entwicklung der Massendichte und der Temperaturverteilung
Die globale Entwicklung der Massendichte sowie der Temperatur des ersten Kerns ist in
Abb. 4.22 dargestellt. Der Hauptunterschied zur Rechnung mit β = 10−4 besteht dar-
in, daß sowohl Dichte- als auch Temperaturmaximum mit der Zeit nicht mehr aus dem
Zentrum ”wandern“ (die Maximalwerte sind also immer im Zentrum zu finden), da der
Drehimpulstransport auf noch ku¨rzerer Zeitskala stattfindet. Aus diesem Grund ist die
Zentralregion im Vergleich zur vorherigen Rechnung wiederum etwas kompakter gewor-
den, und es werden schon nach etwa 2380 a die Bedingungen fu¨r die Staubverdampfung im
Zentrum erreicht. Dies fu¨hrt wieder zu einer Aufbla¨hung der polaren Gebiete des ersten
Kerns. Bei ca. 2650 a, kurz vor Ende der Phase 1 (bei 2670 a) beginnen die aufgebla¨hten
Scheibenregionen dann plo¨tzlich zusammenzufallen.
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Abbildung 4.22: Entwicklungssequenz im meridionalen Schnitt fu¨r die Rechnung mit
β= 10−3. U¨berblick zur Phase 1, mit der Bildung des ersten Kerns und dem Beginn der
zentralen Staubverdampfung. Linke Seite: Massendichte. Rechte Seite: Temperatur. Man
beachte die Anpassung der Farbskala an die Wertebereiche.
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Abbildung 4.23: Die Entwicklung der zentralen Staubverdampfung zum Ende der Phase
1 fu¨r die Rechnung mit β=10−3. Gezeigt ist der Absorptionskoeffizient.
Die detaillierte Entwicklung der staubfreien Zone in Phase 1 ist in Abb. 4.23 mit Hilfe des
Absorptionskoeffizienten dargestellt. Zuna¨chst stellt der U¨bergang vom staubfreien zum
staubigen Bereich einen nahezu glatten Rand dar (Abb. 4.23 links oben). Erreicht der
lokale Temperaturgradient auf dem Rand einen kritischen Wert (was offensichtlich am Pol
zuerst geschieht), wird die Schichtung dynamisch instabil und es kommt zu Konvektions-
bewegungen. Die Oberfla¨chenschichten des ersten Kerns dehnen sich nun rasch aus. Zum
Ende der Phase 1 dringen einzelne, optisch du¨nne Konvektionszonen zur Kernoberfla¨che
vor, es kommt direkt am Pol zum ”Durchbruch“ der Staubverdampfung und Strahlung
kann nun effektiv in den polnahen Regionen abgegeben werden (Abb. 4.23 rechts unten).
In Abb. 4.24 oben sind die Maximalwerte der Dichte und der Temperatur zu sehen. Diese
steigen wie erwartet schneller an als in der vorherigen Rechnung. Sowohl Leuchtkraft und
subsonische Masse (Abb. 4.24 Mitte) als auch der Gesamtenergiefehler (Abb. 4.24 unten
rechts) zeigen in dieser Phase keine prinzipiell neuen Verla¨ufe, verglichen mit der vorheri-
gen Rechnung. Zu erwa¨hnen bleibt, daß fu¨r β= 10−3 erstmals Ξint > Ξrot fu¨r alle Zeiten
gilt (Abb. 4.24 unten links), eine direkte Folge des effektiveren Drehimpulstransportes.
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Abbildung 4.24: Zeitverla¨ufe in Phase 1 der Rechnung fu¨r β=10−3. Die oberen Bilder
zeigen den maximalen (in diesem Fall identisch mit dem zentralen) Wert der Massendichte
und der Temperatur. In der Mitte sind die Gesamtleuchtkraft sowie die subsonische Masse
relativ zur Gesamtmasse dargestellt. Unten links ist der Betrag der Verha¨ltnisse von Ro-
tationsenergie zu potentieller Energie (rot), bzw. innerer Energie zu potentieller Energie
(blau) zu sehen, unten rechtes der relative Gesamtenergiefehler (siehe §4.3.2).
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Abbildung 4.25: Die ”kriechende“ Akkretionsfront zu Beginn der Phase 2 der Rechnug
mit β = 10−3, welche zur Bildung des zweiten Kerns fu¨hrt. Gezeigt ist jeweils die Mach-
Zahl. Man beachte den gro¨ßeren ra¨umlichen Ausschnitt von 5 AE (oben links) im Vergleich
zu den anderen Bildern (1 AE), sowie die Anpassung der Farbskala an den Wertebereich.
4.7.2 Phase 2
Mit der einsetzenden Wasserstoffdissoziation beginnt ein fu¨r diese Parameterstudie ein-
maliger Prozess, welcher in Abb. 4.25 dargestellt ist: Bei 2680 a bildet sich am Pol eine
einwa¨rts gerichtete U¨berschallstro¨mung mit einer Akkretionsfront bei R ≈ 0.7 AE. Die-
se Akkretionsfront bewegt sich nun innerhalb der na¨chsten 20 a (also definitiv nicht auf
dynamischer Zeitskala4) in gewissem Sinne ”kriechend“ ins Zentrum. Die Geschwindig-
keit der U¨berschallstro¨mung nimmt dabei kontinuierlich zu (siehe Abb. 4.25). Wir haben
es hier augenscheinlich mit einer sa¨kularen Instabilita¨t zu tun, die wohl auf thermischer
Zeitskala abla¨uft, wenngleich die Abscha¨tzung dieser Skala nicht direkt mo¨glich ist. Die
viskose Zeitskala 1/(βω) liegt jedoch bei ca. 180 a und ist somit deutlich la¨nger als 20 a.
Erst einige Sonnenradien vor dem Zentrum wird der Prozess bei 2700 a gestoppt durch den
Widerstand des dissoziierten Materials und die Bildung eines neuen, kompakten Objektes.
4Durch die Geometrie liegt der kritische Adiabatenexponent weit unter 4/3, es kommt nicht zum Kollaps.
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Abbildung 4.26: Entwicklungssequenz der Massendichte in Phase 2 fu¨r die Rechnung
mit β=10−3. Gezeigt ist die Entstehung des Protosterns. Man beachte die ra¨umliche Skala
(in Sonnenradien) und die Anpassung der Farbskala an den Dichtebereich.
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Abbildung 4.27: Entwicklungssequenz der Massendichte in Phase 2 fu¨r die Rechnung
mit β=10−3. Gezeigt ist die Entstehung des Protosterns. Man beachte die ra¨umliche Skala
(in Sonnenradien) und die Anpassung der Farbskala an den Temperaturbereich.
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Die Entstehung des Protosterns
Die Abb. 4.26 und 4.27 zeigen in Form von Dichte- und Temperaturverteilungen die Bil-
dung des Protosterns ab dem Moment wo die soeben beschriebene, kriechende Akkreti-
onsfront das Zentrum erreicht. Interessanterweise hat die Form der Dichteverteilung bei
2700 a (4.26 oben links) eine gewisse A¨hnlichkeit mit der der Rechnung fu¨r β=10−4 kurz
vor der dynamischen Ringbildung bei 7730 a (Abb. 4.18 oben links), jedoch haben wir es
nun mit einer viel kleineren ra¨umlichen Skala (um einen Faktor 20) zu tun und die Dichten
liegen um knapp 3 Gro¨ßenordnungen ho¨her. Es kommt nicht zu einer Ringbildung wie in
der vorherigen Rechnung. Die Verdichtung, welche sich bei etwa 1 R außerhalb des Zen-
trums am A¨quator gebildet hat, bewegt sich innerhalb von 2 a zuru¨ck ins Zentrum (Abb.
4.26 Mitte links und unten links). Auch in der Temperaturverteilung wird dieser Prozess
sehr deutlich (Abb. 4.27 Mitte links und unten links).
Ab diesem Zeitpunkt (2702 a) erfolgt die Hauptakkretion von Material in einem a¨ußerst
schmalen, trichterfo¨rmigen Bereich um die Drehachse (Abb. 4.26 oben rechts und Mitte
rechts). Weiterhin wird durch den Drehimpulstransport am A¨quator auf viskoser Zeits-
kala Masse ins Zentrum befo¨rdert. Dies ist gut zu erkennen an den ku¨hlen Bereichen
entlang des A¨quators (Abb. 4.27 oben rechts und Mitte rechts). Insgesamt sind die ers-
ten 170 a nach der Bildung des Protosterns gepra¨gt von vielfa¨ltigen, turbulenten Kon-
vektionsstro¨mungen oberhalb des Zentralobjektes, was sich durch die stark variierenden
Temperaturverteilungen in diesen Bereichen bemerkbar macht. Erst etwa 180 a nach der
Bildung des Protosterns, bei ca. 2880 a beruhigt sich das Geschehen und eine mehr und
mehr stationa¨re Konfiguration stellt sich ein. Die Akkretionsfront ist nun nicht mehr so
eng um die Drehachse konzentriert, die Dichte des einfallenden Materials ist stark ge-
sunken (Abb. 4.26 unten rechts). Auch die Temperaturverteilung stellt sich jetzt weitaus
geordneter dar (Abb. 4.27 unten rechts). Der Grund fu¨r diese allgemeine Beruhigung liegt
in der Abnahme der Akkretionsrate, wobei diese Abnahme wiederum aus der Entwicklung
der a¨ußeren Bereiche der Simulation resultiert (siehe unten).
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Abbildung 4.28: Einige Beispiele fu¨r die vielfa¨ltigen Stro¨mungsmuster im Akkretions-
trichter wa¨hrend der Phase 2. Gezeigt ist jeweils die Mach-Zahl.
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Die Vielfalt der instationa¨ren Akkretionsstro¨mungen
Wie schon im letzten Abschnitt angedeutet, stellen die ersten 170 a nach der Entstehung
des kompakten Zentralobjektes eine sehr turbulente Phase im Bereich der polaren Akkre-
tionsstro¨mung dar. Zur Verdeutlichung dessen ist in Abb. 4.28 mit Hilfe der Mach-Zahl der
Verlauf dieser Phase anhand einiger beispielhafter Stro¨mungsmuster veranschaulicht. Man
sieht ein ho¨chst instationa¨res System bestehend aus unza¨hligen Konvektionssto¨mungen,
deren Gestalt sich sta¨ndig vera¨ndert. Teilweise sind u¨ber dem Zentrum entlang der Dreh-
achse bis zu drei Zonen mit U¨berschallstro¨mungen zu sehen, unterbrochen von Bereichen
im Unterschall. Das Entstehen und die Interaktion dieser einzelnen Zonen basiert auf
einem einfachen Mechanismus: Gehen wir von der Stoßfront direkt oberhalb des Proto-
sterns aus und nehmen an, daß die Akkretion so stark ist, daß der durch die entsprechende
Erwa¨rmung hervorgerufene Druck die einfallende Materie in einer bestimmten Ho¨he zum
Halt bringt. Es bildet sich dann in dieser Ho¨he eine neue Stoßfront. Dieser Prozess kann
jetzt ”stockwerkartig“ nach oben weiter fortgesetzt werden und zur Bildung von weiteren
Stoßfronten fu¨hren, jedoch lo¨sen sich die unteren Akkretionsfronten mit der Zeit auf, da
kein neues Material nachstro¨mt. Die Konstruktion stu¨rzt also regelma¨ßig in sich zusam-
men und baut sich erneut auf. Dies fu¨hrt zwangsla¨ufig zu einer chaotischen Entwicklung
des Stro¨mungsbildes. Die einzelnen ”Stockwerke“ haben aufgrund ihrer Lage und ihres
Wa¨rmehaushaltes unterschiedliche Existenzzeiten, wodurch die Bildung und Vernichtung
der einzelnen Zonen in typischen Oszillationen mit verschiedenen Frequenzen z.B. im Ver-
lauf der Leuchtkraft wieder zu finden ist (siehe unten). Wie erwa¨hnt beruhigt sich dann
nach ca. 180 a dieses Spektakel wegen der abnehmenden Akkretionsrate, und wir erhalten
nur noch eine Stoßfront direkt u¨ber dem Protostern (Abb. 4.28 unten rechts).
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Abbildung 4.29: Die Entwicklung des Absorptionskoeffizienten (links) und der Tempe-
ratur (rechts) fu¨r die zentralen Bereiche des ersten Kerns in der Phase 2 fu¨r die Rechnung
mit β=10−3. Teile der Scheibenstruktur bleiben erhalten.
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Abbildung 4.30: Die globale Entwicklung der Massendichte in der Phase 2. Gezeigt ist die
Aufbla¨hung und Verdu¨nnung der a¨ußeren Teile des ersten Kerns durch das Zentralobjekt.
Die Entwicklung des ersten Kerns
Abb. 4.29 zeigt den Absorptionskoeffizienten und die Temperatur der inneren Bereiche
des ersten Kerns unter dem Einfluß des Protosterns. Auch in einer sehr aktiven Phase des
Zentralobjekts (bei 2800 a) schirmen die optisch dichtesten Bereiche der Scheibe bei etwa
1 AE die weiter außen liegenden Zonen von der Wa¨rmewirkung des Protosterns ab. Trotz-
dem kommt es natu¨rlich zu einer Erwa¨rmung der Gesamtregion und einer Verdu¨nnung
der Scheibe durch Expansion. Der Hauptteil der Wa¨rme wird jedoch entlang des optisch
du¨nnen Kanals an der Drehachse abgefu¨hrt. Teile der inneren Scheibenstruktur bleiben
die gesamte Phase lang erhalten. Die Expansion der a¨ußeren Teile des ersten Kerns ist
in Abb. 4.30 zu sehen. Zum Ende der Rechnung haben sich die a¨ußeren Schichten bis
auf 70 AE ausgedehnt. Die Verdu¨nnung der Materie betrifft natu¨rlich auch die Bereiche
nahe der Drehachse, von denen Material direkt auf den Protostern akkretiert. Eben diese
Verdu¨nnung und die resultierende Abnahme der Akkretionsrate sorgt fu¨r die erwa¨hnte
Beruhigung der Akkretionszone direkt oberhalb des Zentralobjektes.
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Abbildung 4.31: Zeitverla¨ufe in Phase 2 der Rechnung fu¨r β=10−3. Die oberen Bilder
zeigen jeweils den maximalen (rot) und zentralen (blau) Wert der Massendichte und der
Temperatur. Links unten ist die Gesamtleuchtkraft dargestellt, rechts unten die subsoni-
sche Masse relativ zur Gesamtmasse.
U¨berblick zu den zeitlichen Verla¨ufen
Die sa¨kulare Instabilita¨t zwischen 2.68 und 2.7 ka zu Beginn der Phase 2 schla¨gt sich
deutlich in den zeitlichen Verla¨ufen der Maximal- und Zentralwerte von Dichte und Tem-
peratur nieder (Abb. 4.31 oben). Die Vera¨nderungen in Dichte und Temperatur verlaufen
na¨mlich wa¨hrend der Instabilita¨t auf thermischer Zeitskala, erst bei der Bildung des Proto-
sterns bei genau 2.7 ka gehen die Vorga¨nge auf dynamischer Zeitskala vonstatten. Daß die
Zentraltemperatur im weiteren Verlauf deutlich unter der Maximaltemperatur liegt (auch
schon in Abb. 4.27 zu erkennen), ha¨ngt damit zusammen, daß die sta¨rkste Heizung aus den
a¨ußeren Schichten des Protosterns im Bereich der Akkretionsfront erfolgt, die zentralen
Zonen des Sterns jedoch so optisch dick sind, daß die Zentraltemperatur sich erst auf der
extrem langen lokalen thermischen Zeitskala (> 107 a) anpaßt und somit immer hinter der
Maximaltemperatur ”zuru¨ckbleibt“.
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Abbildung 4.32: Zeitverla¨ufe in Phase 2 der Rechnung fu¨r β = 10−3. Linkes Bild: Der
Betrag der Verha¨ltnisse von Rotationsenergie zu potentieller Energie (rot), bzw. innerer
Energie zu potentieller Energie (blau). Rechtes Bild: Der relative Gesamtenergiefehler
(siehe §4.3.2).
In der Leuchtkraft (Abb. 4.31 unten links) stellt sich die sa¨kulare Instabilita¨t sogar als
abnehmender Verlauf dar. Die durch Kompression entstehende Wa¨rme dient direkt der
Dissoziation von Wasserstoff. Nach der Bildung des Protosterns beginnt die a¨ußerst aktive
Phase der instationa¨ren Akkretionsstro¨mungen, wodurch eine Vielzahl sich u¨berlagernder
Oszillationen durch die verschiedenen Akkretionszonen entsteht (siehe Diskussion zu Abb.
4.28). Die ku¨rzesten Periodendauern betragen etwa 1 a (siehe vergro¨ßerter Ausschnitt) und
sind der innersten Akkretionszone direkt u¨ber dem Protostern zuzuordnen. Zum Ende der
Rechnung ist eindeutig eine Beruhigung zu beobachten.
Die subsonische Masse zeigt ab etwa 2.75 ka ein fallendes Verhalten, da die expandie-
renden Teile des a¨ußeren, ersten Kerns ab hier beginnen sich mit U¨berschall auswa¨rts zu
bewegen. Große Teile des ehemals quasistatischen5 Kerns geraten in Bewegung, sodaß am
Ende der Rechnung nur noch 2 % der Masse subsonisch sind. Die Tendenz zur Beendung
des Auswurfes ist zu erkennen.
In Abb. 4.32 sind die energetischen Verha¨ltnisse zu sehen. Die Bildung des Protosterns
sorgt fu¨r einen raschen Anstieg von Ξint, welches sich mit der Zeit bei 0.77 stabilisiert.
Ξrot erreicht wa¨hrend des Kollapses kurzzeitig einen Wert von 0.32, sinkt dann aber kon-
tinuierlich wegen des Transportes von Drehimpuls aus dem Zentrum.
Der Verlauf des relativen Gesamtenergiefehlers (Abb. 4.32 rechts) verdeutlicht, daß auch
die Entstehung eines kompakten Objektes im Zentrum des Gitters an die technischen
Grenzen der Mo¨glichkeiten unseres Verfahrens geht. Wie z.B. in Abb. 4.27 zu sehen, ist
die ra¨umliche Auflo¨sung der zentralsten Bereiche das Mindeste, was fu¨r die Verfolgung
5abgesehen von der Rotationsbewegung
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eines solch extremen Prozesses wie der Bildung des Protosterns no¨tig ist. Der maximale
Fehler von unter 5 % erscheint uns aber insgesamt akzeptabel.
Das die Ergebnisse dieser Rechnung hier nur fu¨r einen Zeitraum von knapp 200 a nach
dem Entstehen des Zentralobjektes dargelegt werden ko¨nnen, liegt einfach daran, daß die
Simulation zur Zeit der Verfassung dieser Arbeit noch la¨uft, aktuellere Daten also noch
nicht zur Verfu¨gung stehen.
4.8 Simulation fu¨r β=10−2
Die letzte Rechnung mit der gro¨ßten turbulenten Viskosita¨t dieser Parameterstudie zeigt
wiederum eine andere qualitative Entwicklung als alle vorherigen Simulationen. Die Phase
1 ist wegen des zu¨gigeren Aufheizens des ersten Kerns noch einmal verku¨rzt auf nur 1.4
ka. Die Phase 2 la¨ßt sich in dieser Rechnung zeitlich weiter unterteilen, weshalb wir einen
eigenen Abschnitt fu¨r die Langzeitentwicklung (§4.8.3) eingefu¨gt haben.
4.8.1 Phase 1
Entwicklung der Massendichte und der Temperaturverteilung
Die Abb. 4.33 zeigt den zeitlichen Verlauf von Massendichte und Temperatur bis zum Ende
der Phase 1. Ein genauer Vergleich der Struktur des ersten Kerns nach 1 ka (Mitte links der
Abb. 4.33) mit z.B. dem gleichen Zeitpunkt in der Rechnung fu¨r β=10−4 (Abb. 4.14 links
oben) zeigt, daß die zentralen Bereiche nun spha¨rischer geworden sind, sich die maximale
Ausdehnung des Objekts am A¨quator jedoch von ca. 11 auf 13.5 AE vergro¨ßert hat.
Dies ist versta¨ndlich, denn der viskose Drehimpulstransport findet praktisch nur innerhalb
des Kerns statt. Der Drehimpuls wird aus den inneren in die a¨ußeren Bereiche (fern der
Drehachse) des Objekts transportiert, aber nicht daru¨ber hinaus.
Eine Differenzierung von maximaler und zentraler Dichte bzw. Temperatur findet natu¨rlich
auch hier (wie schon in der Rechnung mit β = 10−3) nicht mehr statt, die Zentralwerte
sind gleichermaßen die Maximalwerte. Die im Vergleich zu allen vorherigen Rechnungen
kompaktesten (der Kugelform am na¨chsten kommenden) Zentralbereiche sorgen fu¨r einen
rasanten Anstieg der Zentraltemperatur, sodaß die Staubverdampfung schon nach etwa
1.28 ka beginnt. Die aus der internen Restrukturierung wa¨hrend der Staubverdampfung
folgende Aufbla¨hung der Oberfla¨chenschichten in der Polregion ist in der Dichteverteilung
(Abb. 4.33 links unten) zu erkennen. Die zentrale Temperaturverteilung erha¨lt dadurch
eine leicht konische Form (Abb. 4.33 rechts unten)
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Abbildung 4.33: Entwicklungssequenz im meridionalen Schnitt fu¨r die Rechnung mit
β= 10−2. U¨berblick zur Phase 1, mit der Bildung des ersten Kerns und dem Beginn der
zentralen Staubverdampfung. Linke Seite: Massendichte. Rechte Seite: Temperatur. Man
beachte die Anpassung der Farbskala an die Wertebereiche.
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Abbildung 4.34: Die Entwicklung der zentralen Staubverdampfung zum Ende der Phase
1 fu¨r die Rechnung mit β=10−2. Gezeigt ist der Absorptionskoeffizient.
Die Entwicklung der staubfreien Zone, dargestellt in Abb. 4.34, verla¨uft zuna¨chst so wie
schon in der Rechnung mit β=10−3 beschrieben. Allerdings wird aufgrund der viel rasan-
teren Zunahme der Temperatur der kritische Temperaturgradient und somit der Beginn
der Konvektionsbewegungen viel schneller erreicht. Die staubfreie Zone breitet sich in Pol-
richtung am raschesten aus. Da jedoch im Gegensatz zur vorherigen Rechnung wegen des
jetzt fru¨heren Zeitpunktes der Staubverdampfung die Dicke des ersten Kerns (bzw. Ho¨he
desselben u¨ber dem A¨quator) noch bedeutend gro¨ßer ist, dringen die Konvektionszonen
nicht mehr bis zur Oberfla¨che vor, es kommt zu keinem ”Durchbruch“ der optisch du¨nnen
Zone mehr. Die u¨ber dem staubfreien Bereich liegenden Schichten werden daher stark auf-
gebla¨ht (Abb. 4.34 rechts unten) und auch im weiteren Verlauf extrem beschleunigt.
Die Abb. 4.35 zeigt im oberen Teil die zeitlichen Verla¨ufe der maximalen Dichte bzw.
Temperatur, welche (wie schon erwa¨hnt) auch in dieser Rechnung den zentralen Wer-
ten entsprechen. Die Zeit zwischen Staubverdampfung und beginnendem zweiten Kollaps
ist (im Vergleich zur vorherigen Rechnung) nochmals verku¨rzt auf nur noch etwa 100 a.
Leuchtkraft, subsonische Masse sowie die energetischen Verha¨ltnisse (Abb. 4.35 Mitte und
unten) stellen sich prinzipiell a¨hnlich dar wie in der vorherigen Rechnung.
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Abbildung 4.35: Zeitverla¨ufe in Phase 1 der Rechnung fu¨r β=10−2. Die oberen Bilder
zeigen den maximalen (in diesem Fall identisch mit dem zentralen) Wert der Massendichte
und der Temperatur. In der Mitte sind die Gesamtleuchtkraft sowie die subsonische Masse
relativ zur Gesamtmasse dargestellt. Unten links ist der Betrag der Verha¨ltnisse von Ro-
tationsenergie zu potentieller Energie (rot), bzw. innerer Energie zu potentieller Energie
(blau) zu sehen, unten rechtes der relative Gesamtenergiefehler (siehe §4.3.2).
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Abbildung 4.36: Links: Die dynamischen Auswirkungen der Staubverdampfung fu¨r zwei
Zeitpunkte zu Beginn der Phase 2. Rechts: Der dynamische Zustand wa¨hrend dem Ein-
setzen des zweiten Kollapses in einem ra¨umlichen Ausschnitt von 8 bzw. 1 AE. Gezeigt
ist jeweils die Mach-Zahl.
4.8.2 Phase 2
Die Phase 2 wird die ersten 9 a nach ihrem Beginn (bei 1.4 ka) noch einzig und allein
bestimmt von den Auswirkungen der extrem schnellen Staubverdampfung. Da wie schon
erwa¨hnt in dieser Rechnung die staubfreien Zonen nicht an die Oberfla¨che vordringen
ko¨nnen und somit diesmal kein ”Ablaßventil“ fu¨r die Wa¨rme entsteht, entwickelt die Auf-
bla¨hung der polaren Kernbereiche immer mehr den Charakter einer Explosion. Dies ist gut
in Abb. 4.36 links zu erkennen, die Mach-Zahl der auswa¨rts gerichteten Bewegung erreicht
innerhalb kurzer Zeit Werte von etwa 2.5. Zeitlich u¨berlagert wird die Auswa¨rtsbewegung
dann ab etwa 1409 a vom zweiten Kollaps, der ganz zentral, innerhalb von R<1 AE be-
ginnt (Abb. 4.36 rechts).
Das Ergebnis des zweiten Kollapses ist ein protostellares Objekt, dessen Entstehung und
die ersten 70 a seines Bestehens in den Abb. 4.37 und 4.38 in Form von Dichte- Tempera-
turverteilungen zu sehen sind.
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Abbildung 4.37: Entwicklungssequenz der Massendichte in Phase 2 fu¨r die Rechnung
mit β=10−2. Gezeigt ist die Entstehung des Protosterns. Man beachte die ra¨umliche Skala
(in Sonnenradien) und die Anpassung der Farbskala an den Dichtebereich.
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Abbildung 4.38: Entwicklungssequenz der Temperatur im meridionalen Schnitt in Pha-
se 2 fu¨r die Rechnung mit β = 10−2. Gezeigt ist die Entstehung des Protosterns. Man
beachte die ra¨umliche Skala (in Sonnenradien) und die Anpassung der Farbskala an den
Temperaturbereich.
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Die Entstehung des Protosterns
Mit dynamischen Zeitskalen bis hinunter zu Stunden, stellt die Bildung des Protosterns das
extremste Ereignis der gesamten Rechnung dar, die mo¨glichen numerischen Zeitschritte
verringern sich bis auf unter eine Minute. Innerhalb von wenigen Tagen steigt die zentrale
Dichte um mehr als fu¨nf Gro¨ßenordnungen, die zentrale Temperatur um mehr als eine
Gro¨ßenordnung.
Zuna¨chst bildet sich bei etwa 1410 a ein sehr lang gestrecktes Objekt (Abb. 4.37 links),
da der Drehimpuls innerhalb von nur einigen Wochen nicht ausreichend abtransportiert
werden kann. Charakteristisch fu¨r die ersten Jahre nach der Bildung des Protosterns sind
die großra¨umigen, ho¨chst variablen Konvektionsstro¨mungen die in einem radialen Bereich
zwischen 1 und 10 R existieren (Abb. 4.37 und 4.38 links unten). Diese Stro¨mungen sind
vergleichbar mit ”Wettererscheinungen“, es sind heiße, etwas weniger dichte Winde, die
in einer ku¨hleren und dichteren Umgebung wehen. Erkennen kann man das daran, daß
die Dichteverteilung lokal einer Art ”Negativ“ der Temperaturverteilung entspricht (be-
sonders deutlich in Abb. 4.37 und 4.38 unten links und oben rechts zu sehen). Betrachtet
man den Druck, so ist dieser praktisch glatt im Vergleich zu diesen Verteilungen, die Wind-
stro¨mungen sind nicht erkennbar.
Auf viskoser Zeitskala wird nun innerhalb einiger Jahre auch viel Material entlang des
A¨quators in das Zentralobjekt transportiert. Dies zeigt sich einmal daran, daß der Proto-
stern seine la¨ngliche Form verliert und spha¨rischer wird, andererseits auch an der ku¨hlen
A¨quatorzone, entlang welcher das Gas von außen ins Zentrum gelangt (siehe Abb. 4.37 und
4.38 oben rechts). Bis jetzt (bei etwa 1414 a, also knapp 5 a nach dem zweiten Kollaps)
hat sich noch keine stabile Akkretionsfront u¨ber der Polregion des Protosterns gebildet.
Stattdessen kommt das Material, gesto¨rt durch die starken Konvektionsstro¨mungen, im-
mer noch an sehr unterschiedlichen Stellen vom Pol ins Zentrum, z.B. in sehr spitzen
Trichtern an der Rotationsachse.
Erst bei etwa 1419 a (also knapp 10 a nach dem zweiten Kollaps) hat sich um den Proto-
stern ein weitra¨umig stabiles Stro¨mungsfeld ausgebildet, was auch auf die sich nun stark
verringernde Akkretionsrate zuru¨ckzufu¨hren ist (na¨heres dazu im na¨chsten Absatz). Mit
Hilfe der Abb. 4.38 Mitte rechts la¨ßt sich die entstandene stationa¨re Stro¨mung erla¨utern:
Im Polbereich hat sich eine heiße ”Kappe“ bei ca. 3 R gebildet, die aus der daru¨ber liegen-
den Akkretionsfront bei ca. 4 R resultiert. Diese Kappe erstreckt sich von der Drehachse
aus bis zu etwa θ ≈ 55◦. Dann folgt ein ku¨hler, schmaler ”Spalt“ (θ ≈ 55
◦ − 60◦), in
dem Material mit U¨berschall einwa¨rts bis zu Radien von 2 R vordringt, wo es durch
vielfa¨ltige Konvektionsstro¨mungen zur Ruhe kommt. Bei θ ≈ 60◦ hat sich ein lang ge-
streckter, bis u¨ber 10 R reichender, heißer, radialer Strahl gebildet. Er entsteht durch
eine Auswa¨rtsstro¨mung, welche heißes Material aus dem Zentralobjekt befo¨rdert. In den
darunter liegenden Bereichen existieren wiederum kleinskaliege Konvektionsbereiche, die
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zum A¨quator hin in eine immer noch stetige Einstro¨mung (auf viskoser Zeitskala) von
Scheibenmaterial u¨bergehen.
Die soeben beschriebenen Strukturen verflu¨chtigen sich in den na¨chsten Jahrzehnten, und
etwa 70 a nach dem zweiten Kollaps bleibt ein nahezu rundes Zentralobjekt mit einer sehr
massearmen Scheibe im A¨quatorbereich zuru¨ck (siehe Abb. 4.37 und 4.38 unten rechts).
Die Beruhigung des Geschehens ist auf die nun praktisch vernachla¨ssigbar kleine Ak-
kretionsrate zuru¨ckzufu¨hren. Den Grund fu¨r den Ru¨ckgang dieser Rate erla¨utern wir im
folgenden.
Die Entwicklung des ersten Kerns nach dem zweiten Kollaps
Die Gesamtentwicklung des ersten Kerns nach der Entstehung des Protosterns ist mit Hilfe
der Massendichte in Abb. 4.39 dargestellt. Zuna¨chst ist bei 1410 a noch ausschließlich die
Wirkung der Staubverdampfung zu erkennen durch die Aufbla¨hung der Polregion. Etwa
10 a nach dem zweiten Kollaps, bei 1420 a, la¨ßt sich eine auch am A¨quator bemerkbare,
starke Umformung feststellen, die schon alle Bereiche bis R ≈ 10 AE erfasst hat. Dieser
ganze Zentralbereich des Kerns dehnt sich nahezu spha¨risch aus, hervorgerufen durch die
Aufheizung der Materie durch den zentralen Protostern. Im weiteren Verlauf fu¨hrt die
fortschreitende Ausdehnung zu einer vo¨lligen Zersto¨rung der Struktur des ersten Kerns
(siehe Abb. 4.39 bei 1430 bis 1480 a). Die auswa¨rts stro¨mende Materiefront wird etwas
la¨nglicher in Polrichtung, da zum einen die vorherige Auswa¨rtsbewegung am Pol durch
die Staubverdampfung schon einen zusa¨tzlichen vertikalen Impuls erzeugt hat, und zum
anderen am A¨quator viel mehr Material in Bewegung zu bringen ist und dieses sich auch
langsamer erwa¨rmt (siehe na¨chster Absatz). Mit der Zeit ist (zuna¨chst am Pol) eine Scha-
lenbildung der ausstro¨menden Materie zu beobachten (Abb. 4.39 bei 1460 und 1480 a),
weil die weiter innen liegende Materie eine ho¨here Geschwindigkeit besitzt.
Nun erkla¨rt sich auch der Abfall der Akkretionsrate einige Jahrzehnte nach der Bildung
des Protosterns: Das zentrale Objekt hat durch seine thermische Wirkung (nicht durch
den Strahlungsdruck, dieser ist im Vergleich zum thermischen Druck vollkommen ver-
nachla¨ssigbar) seine gesamte Umgebung von Materie ”freigeblasen“ und kann somit kein
Material mehr akkretieren. Erst nachdem der gro¨ßte Teil der Materie nach außen befo¨rdert
und die Akkretionsleuchtkraft des Protosterns sich erheblich reduziert hat, kann sich in
den zentralen A¨quatorbereichen (R<3 AE) eine neue, kleine und extrem massearme Ak-
kretionsscheibe aus dem verbliebenen Material ausbilden (Abb. 4.39 unten rechts).
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Abbildung 4.39: Entwicklungssequenz der Massendichte in Phase 2 fu¨r die Rechnung
mit β = 10−2. Gezeigt ist die Vernichtung der Scheibenstruktur des ersten Kerns durch
den zentralen Protostern und der Materieauswurf.
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Abbildung 4.40: Entwicklungssequenz des Absorptionskoeffizienten in Phase 2 fu¨r die
Rechnung mit β=10−2. Gezeigt ist die Vernichtung der Scheibenstruktur des ersten Kerns
durch den zentralen Protostern.
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Der Prozess der Zersto¨rung des erste Kerns ist noch einmal im Detail in Abb. 4.40 dar-
gestellt. Der dort gezeigte Absorptionkoeffizient verdeutlicht besonders gut die Wirkung
des Protosterns auf die Umgebung. Vor dem zweiten Kollaps bei 1400 a fa¨llt zuna¨chst die
etwa konische, staubfreie Zentralregion auf. Außerdem zeigt sich die Eisgrenze, welche am
Pol bei etwa 3 bis 4 AE vom Zentrum durch ein lokales Minimum (dunkler Streifen) zu
erkennen ist und sich dann innerhalb des Kerns weiter verfolgen la¨ßt, bis sie den A¨quator
bei etwa 9 AE vom Zentrum erreicht. Bis zu dem Moment wo der zweite Kollaps einsetzt
(1409.4 a) hat sich die staubfreie Zone zu einem vertikal langgezogenen Bereich entwickelt.
Dies passiert, weil sich die Zone entlang des Pols sehr viel leichter ausdehnen kann, we-
gen der optisch weniger dichten Materie im Vergleich zum A¨quator, wo direkt außerhalb
des staubfreien Bereichs die optisch dichtesten Gebiete u¨berhaupt liegen. Sehr gut ist die
Ausdehnung der Eisgrenze oberhalb des Kerns zu sehen, die nun schon Radien von bis zu
15 AE erreicht.
Gut 3 Jahre nach dem zweiten Kollaps (1413 a) hat sich durch die stark gestiegene Leucht-
kraft des Protosterns die staubfreie Zone weit ausgedehnt und dringt (vom Pol her kom-
mend) auch in die massivsten und optisch dicksten Zonen im A¨quatorbereich vor. Der
Prozess der Scheibenzersto¨rung, wird durch eine positive Ru¨ckkopplung bei diesem Pro-
zess stark beschleunigt: Ist der Staub in einem Gebiet verdampft, so kann die Strahlung
des Protosterns die Region leicht weiter erwa¨rmen, die Gasmassen dehnen sich aus und
verdu¨nnen dadurch das Gebiet, wodurch die Strahlung wiederum noch leichter in die Re-
gion eindringen kann. Zu diesem Zeitpunkt haben wir etwa das Maximum der Leuchtkraft
des Zentralobjekts erreicht, die Eisgrenze liegt zu dieser Zeit weit außerhalb des dargestell-
ten Gebietes (nur in den a¨ußeren Scheibenbereichen am A¨quator, zwischen 9 und 14 AE
la¨ßt sich eine ringfo¨rmige, eishaltige Zone ausmachen.)
Bei 1420 a ist die Struktur des inneren Teils des ersten Kerns schon verloren gegan-
gen, auch die a¨quatorialen Zonen sind stark verdu¨nnt. Da die Leuchtkraft aufgrund der
zuru¨ckgegangenen Akkretionsrate nun wieder abgenommen hat, ist die staubfreie Zone
kleiner geworden. Auch die Eisgrenze ist wieder in das dargestellte Gebiet zuru¨ckgekehrt
und liegt bei etwa 20 AE. 20 Jahre nach dem Kollaps (1430 a) ist nun auch die Struktur
der a¨ußeren Zonen des ersten Kerns vollsta¨ndig zersto¨rt. Man erkennt gut die auswa¨rts
stro¨mende Materiefront, indem man mit Abb. 4.39 unten links vergleicht. Die Leuchtkraft
hat sich weiter reduziert, dementsprechend ist die staubfreie Zone weiter geschrumpft. Bei
1450 a stellt sich praktisch die gesamte Region des ehemaligen ersten Kerns als nahezu
strukturloses Gebiet dar. Nur in den Zentralen Bereichen (R<3 AE) bildet sich (wie schon
erwa¨hnt) eine kleine, neue Akkretionsscheibe aus dem verbliebenen Restmaterial.
Auch jegliche thermische Struktur ist mit dem ersten Kern verschwunden, eine praktisch
spha¨risch symmetrische Temperaturverteilung, vorgegeben vom zentralen Protostern, be-
stimmt die gesamte Region.
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Abbildung 4.41: Zeitverla¨ufe in Phase 2 der Rechnung fu¨r β=10−2. Die oberen Bilder
zeigen jeweils den maximalen (rot) und zentralen (blau) Wert der Massendichte und der
Temperatur. Links unten ist die Gesamtleuchtkraft dargestellt, rechts unten die subsoni-
sche Masse relativ zur Gesamtmasse.
U¨berblick zu den zeitlichen Verla¨ufen
Die Maximal- und Zentralwerte von Dichte und Temperatur werden in der Phase 2 der
Rechnung natu¨rlich vom zentralen Protostern bestimmt, sie sind in Abb. 4.41 oben wie-
dergegeben. Mehr als deutlich zeichnet sich der Moment des zweiten Kollapses ab. Die
Zentraltemperatur nach dem Kollaps liegt auch hier wieder deutlich unter der Maximal-
temperatur, was wir wie in der vorherigen Rechnung mit der a¨ußeren Heizung durch die
Akkretionsfront und der sehr langen thermischen Zeitskala im Zentrum des Protosterns
begru¨nden ko¨nnen. Der plo¨tzliche, kleine Sprung in den Zustandsgro¨ßen bei etwa 1465 a
muß wohl in Zusammenhang mit den Eigenschaften der Zustandsgleichung stehen, wir
konnten keine anderen Gru¨nde, wie z.B. einen Strukturwandel im Konvektionsfeld oder
A¨hnliches, finden.
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Abbildung 4.42: Zeitverla¨ufe in Phase 2 der Rechnung fu¨r β = 10−2. Linkes Bild: Der
Betrag der Verha¨ltnisse von Rotationsenergie zu potentieller Energie (rot), bzw. innerer
Energie zu potentieller Energie (blau). Rechtes Bild: Der relative Gesamtenergiefehler
(siehe §4.3.2).
Abb. 4.41 unten links zeigt den Verlauf der Leuchtkraft. Gut ist das Maximum bei 1413 a
in der Hauptakkretionsphase zu sehen, die Strahlungsleistung erreicht hier etwa 50 L.
Nach dem Ausschwingen in eine kurze, quasistationa¨re Akkretionsphase, sinkt ab etwa
1425 a die Akkretionsrate und daher auch die Leuchtkraft.
Die subsonische Masse in Abb. 4.41 unten rechts verdeutlicht nochmals den Verlust des
ersten Kerns. Der erste kleine Abfall bei 1410 a markiert den Beginn des zweiten Kollap-
ses, der nachfolgende, massive Abfall spiegelt die zunehmend mit U¨berschall nach außen
dra¨ngende Materiefront wieder. Bei ca. 1430 a bleibt nur noch das Zentralobjekt u¨brig,
welches demnach etwa 1% der Gesamtmasse in sich vereint.
Die energetische Verha¨ltnisse sind in Abb. 4.42 wiedergegeben. Ξrot steigt direkt wa¨hrend
des zweiten Kollapses kurz auf ca. 0.22, sinkt dann jedoch wegen des effektiven Drehim-
pulstransportes rasch unter 0.05. Ξint steigt beim Kollaps auf etwa 0.93 und stabilisiert
sich dann auf knapp unter 0.9. Der besta¨ndige, sehr hohe Wert erkla¨rt sich aus der extrem
großen optischen Tiefe des Protosterns, wodurch dieser seine innere Energie sehr effektiv
speichert.
Der in Abb. 4.42 rechts dargestellte relative Gesamtfehler, macht wiederum deutlich, daß
der zweite Kollaps zwar eine große Herausforderung an unseren Algorithmus stellt, jedoch
der Gesamtfehler in akzeptablen Grenzen (unter 5%) bleibt.
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4.8.3 Langzeitentwicklung der Phase 2
Nachdem sich die innersten Regionen der Simulationen nun in einem quasistationa¨ren Zu-
stand befinden, ist der Punkt erreicht, welchen wir schon in §3.14.3 diskutiert haben. Der
Protostern bestimmt durch seine feine ra¨umliche Auflo¨sung und seine hohen Temperaturen
den gro¨ßtmo¨glichen Zeitschritt des expliziten Verfahrens. In der hier betrachteten Rech-
nung ergibt sich dadurch ein konkreter Zeitschritt von etwa 2 Minuten. Wir interessieren
uns aber fu¨r die weitere Entwicklung der ausgeworfenen Materie des ersten Kerns, die sich
(wie wir sehen werden) auf Zeitskalen von ballistischen Bewegungen vollzieht, also wieder
grob auf der Skala der Freifallzeit. Um diese Zeitra¨ume von einigen 10 ka zu untersuchen,
schneiden wir nun zum Zeitpunkt t=1482 a ein Loch bei rL =0.7 AE in das Zentrum des
Rechengebietes und konstruieren uns eine innere Randbedingung wie in §3.14.3 erla¨utert.
Dadurch vergro¨ßert sich der maximal mo¨gliche Zeitschritt auf ca. 4 Tage, was einem Fak-
tor von etwa 3000 entspricht. Jetzt haben wir die Mo¨glichkeit in vertretbarer Rechenzeit
die weitere Entwicklung zu verfolgen.
Auswurf und Ru¨ckkehr der Materie des ehemaligen ersten Kerns
In Abb. 4.43 und 4.44 ist der gesamte Prozess des Materieauswurfs (angetrieben durch
den zentralen Protostern) und die Ru¨ckkehr der Materie, sowie die Ausbildung einer neuen
Akkretionsscheibe dargestellt. Man sieht wie sich bei 2 ka eine pra¨gnante Materieschale
gebildet hat, da die nachstro¨menden Gasmassen sta¨rker nach außen beschleunigt werden
als die Materie an der a¨ußeren Front. Bei 3 ka ist der Raum innerhalb der Schale extrem
verdu¨nnt, die verbliebene Materie ist auf die neu gebildete, massearme, zentrale Akkreti-
onsscheibe gefallen. Nach 4 ka beginnen die inneren Teile der Materieschale bereits wieder
Richtung Zentrum zu fallen. Bei etwa 5 ka hat der gesamte Auswurfprozess seinen Umkehr-
punkt, also seine maximale ra¨umliche Ausdehnung von ca. 500 AE am Pol und 400 AE am
A¨quator erreicht. Vergleichen wir dies mit der Gro¨ße des Rechengebietes von R≈8700 AE,
so sehen wir, daß der a¨ußere Rand der Simulation weit von den Geschehnissen entfernt ist
und die Randbedingungen keinen Einfluß haben auf die Entwicklung. Man kann zu die-
sem Zeitpunkt eine sich von der allgemeinen Bewegung absetzende Verdichtung, ca. 300
bis 400 AE u¨ber dem A¨quator erkennen. Die entsprechende Stro¨mung steuert auf die
Drehachse zu. Nach 6 ka hat sich daraus ein Materiestrom entwickelt, der schlauchfo¨rmig
an der Drehachse Material Richtung Zentrum transportiert. Ab etwa 7 ka sorgt die im
Zentrum ankommende Materie durch Akkretion auf die vorhandene, massearme Akkreti-
onsscheibe fu¨r einen starken Anstieg der Massendichte in der Scheibe. Auch vom A¨quator
her stro¨mt nun viel Material innerhalb einer sehr weitra¨umigen, homogenen Scheibe in die
zentralen Bereiche, wodurch sich zu dieser Zeit insgesamt eine Art ”kreuzfo¨rmiger“ Einfall
im meridionalen Schnitt ergibt (siehe Abb. 4.43 bei 7 ka).
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Abbildung 4.43: Sequenz der Langzeitentwicklung der Massendichte im meridionalen
Schnitt fu¨r die Phase 2 der Rechnung mit β = 10−2. Man sieht den Auswurf und die
anschließende Ru¨ckkehr der Materie (Fortsetzung in Abb. 4.44).
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Abbildung 4.44: Fortsetzung der Abb. 4.43. Gezeigt ist die Reakkretion der ausgewor-
fenen Materie und die Bildung einer neuen Scheibe.
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Abbildung 4.45: Die Dichtestruktur der inneren Teile der neu gebildeten Scheibe zum
Ende der Rechnung fu¨r β=10−2.
Bei 8 ka hat sich ein neuer, nahezu spha¨rischer Kern um das Zentrum gebildet mit ei-
nem Radius von ca. 25 AE. Es stro¨mt weiterhin Material entlang der Drehachse und vom
A¨quator her auf diesen neuen Kern. Nach 9 ka beginnen auch die am weitesten nach au-
ßen geworfenen Massenelemente sich zuru¨ck zum Zentrum zu bewegen, die Reakkretion
im A¨quatorbereich ist nahezu abgeschlossen. Bei 10 ka ist auch die Akkretion durch den
schlauchfo¨rmigen Strom an der Drehachse beendet, es werden die letzten, zuvor ausge-
stoßenen Gasmassen auf den neuen Kern reakkretiert. Gleichzeitig stro¨men die inneren
Bereiche des neuen Kerns u¨ber den inneren Rand ins Zentrum. Dies passiert natu¨rlich
hauptsa¨chlich in den Polbereichen, weshalb sich der neue Kern zum Teil auflo¨st und nach
etwa 14 ka eine neue, bis auf etwa 90 AE ausgedehnte Akkretionsscheibe entsteht. Die
Scheibe wa¨chst nun durch neu von außen einfallendes (nicht zuvor ausgestoßenes) Mate-
rial. Nach 22 ka hat sie sich auf ca. 180 AE ausgedehnt, nach 56 ka auf etwa 420 AE. Die
Temperaturverteilung dieser neu entstandenen Konfiguration ist weitgehend kugelsymme-
trisch (vom Zentrum bestimmt) und weist keine nennenswerten Strukturen in der Scheibe
auf, denn diese ist nicht optisch tief genug um eine eigene thermische Struktur aufzubauen.
Die Eisgrenze liegt zum Ende der Rechnung nach 56 ka bei etwa 35 AE.
In Abb. 4.45 sind noch zwei vergro¨ßerte Ausschnitte der Dichteverteilung in der Scheibe
zum Ende der Rechnung zu sehen. Im rechten Bild erkennt man die Ausmaße des zentralen
Loches mit einem Radius von 0.7 AE.
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Abbildung 4.46: Zeitverla¨ufe der verschiedenen Massenanteile in der Langzeitentwick-
lung der Phase 2 der Rechnung fu¨r β=10−2. Zu sehen ist die gesamte subsonische Masse
(rot), ihr Anteil außerhalb des Loches (blau) bzw. im Loch (gru¨n), jeweils relativ zur
Gesamtmasse.
Der zeitliche Verlauf der subsonischen Masse und ihrer Anteile innerhalb und außerhalb
des Loches sind in Abb. 4.46 dargestellt. Das erste Maximum in der Gesamtmasse bei
etwa 4 ka entspricht dem Umkehrpunkt der ausgeworfenen Massenschale. Da die Mate-
rie danach wieder mit U¨berschall Richtung Zentrum fliegt, sinkt die subsonische Masse
außerhalb des Loches praktisch auf null, um nach ca. 7 ka wieder stark zu steigen (der
neue Kern entsteht). Kurz danach beginnt auch die Lochmasse sich zu vergro¨ßern, weil die
zentralen Bereiche des Kerns zum Teil in das Loch stro¨men. Daher sinkt die subsonische
Masse außerhalb des Loches ab etwa 10 ka auch wieder, die Lochmasse dagegen wa¨chst
weiter. Nach ca. 15 ka haben sich die Verha¨ltnisse stabilisiert und die Massen der neu
entstandenen Akkretionsscheibe sowie des Loches wachsen weiter durch Akkretion von
frisch einfallendem Material (die subsonische Masse außerhalb des Loches entspricht nun
direkt der Scheibenmasse). Zum Ende der Rechnung nach 56 ka sind bereits insgesamt
69% der Gesamtmasse akkretiert worden, davon entfallen 56% auf das Zentralobjekt (im
Loch) und immerhin 13% auf die neu gebildete, protoplanetare Scheibe.
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5.1 Die Ergebnisse im U¨berblick
Um die Entwicklung einer gravitativ instabilen, rotierenden Gasmasse zu untersuchen,
haben wir fu¨r diese Arbeit einen strahlungshydrodynamischen Code entwickelt. Unter
der Annahme von axialer Symmetrie und der Wahl eines geeigneten ra¨umlichen Gitters,
ist es uns zum ersten Mal gelungen eine globale Rechnung durchzufu¨hren, die vom ur-
spru¨nglichen Objekt (einem Moleku¨lwolkenkern) ausgehend, den gesamten zeitlichen Ver-
lauf bis zur Entstehung eines Protosterns, und die ersten etwa hundert Jahre der Ent-
wicklung desselben, nachvollzieht. Dabei ist zu betonen, daß wir ein einziges, in sich kon-
sistentes Gleichungssystem fu¨r alle Phasen der Rechnung verwendet haben, in dem der
Strahlungstransport (in der Diffusionsapproximation) beru¨cksichtigt wurde, und eine de-
taillierte Zustandsgleichung fu¨r das Gasgemisch zum Einsatz kam. Ein wichtiger Aspekt,
der die Durchfu¨hrung der Simulationen erst ermo¨glicht hat, ist die Verwendung von di-
rekten Lo¨sern zur Lo¨sung der auftretenden linearen Gleichungssysteme.
Als Anfangsmodell eines Moleku¨lwolkenkerns dient uns eine leicht u¨berkritische Bonnor-
Ebert-Spha¨re, mit einer Masse von 1 M und einer Temperatur von 10 K. Dieses Objekt
rotiert zu Beginn starr, mit einem maximalen Zentrifugalradius von 100 AE. Die Rechnun-
gen stellen eine Parameterstudie dar, in der wir den Einfluß der turbulenten Viskosita¨t auf
die Entwicklung des Systems (bei immer gleichem Anfangsmodell) untersuchen. Um die
turbulente Viskosita¨t zu beschreiben, haben wir das parametrische Modell der β-Viskosita¨t
verwendet und die Simulationen fu¨r die Werte β = 0, 10−4, 10−3, 10−2 durchgefu¨hrt. Wich-
tige Erkenntnisse dieser Rechnungen lassen sich folgendermaßen zusammenfassen:
• Der Kollaps einer kritischen Gleichgewichtskonfiguration (wie einer Bonnor-Ebert-
Spha¨re) beginnt in den Außenbereichen des Objekts. Ein sich zur U¨berschallstro¨mung
entwickelndes, einwa¨rts gerichtetes Geschwindigkeitsfeld beginnt sich vom a¨ußersten
Rand her aufzubauen. Jeder Ansatz, der auf dem bekannten ”Inside-out-Kollaps“
(vgl. [Shu, 1977]) beruht (der schon von einer vollkommen widersinnigen, in der
Natur nicht realisierten Anfangsbedingung ausgeht), muß grundsa¨tzlich falsch sein.
Obwohl er eigentlich keine neue Erkenntnis darstellt, wird dieser Punkt hier noch-
mals betont, da in den Vorstellungen vieler Astrophysiker der Inside-out-Kollaps bis
heute einem plausiblen Szenario entspricht, was er jedoch nicht ist.
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• In engem Zusammenhang mit dem ersten Punkt steht die Erkenntnis, daß die Mas-
senakkretionsrate fu¨r ein entstehendes Zentralobjekt vollkommen unabha¨ngig von
der Entwicklung desselben ist1. Der Einfall von Material erfolgt mit U¨berschall-
geschwindigkeit auf ballistischen Bahnen. Die einzigen Parameter, die die Art des
Einfalls bestimmen, sind die anfa¨ngliche Massen- und Drehimpulsverteilung des Mo-
leku¨lwolkenkerns. In unseren Rechnungen finden wir Werte von etwa 10−4 M/a
zu Beginn der Entstehung eines Zentralobjekts, bis hinunter zu 10−6 M/a fu¨r die
spa¨testen Phasen die wir untersucht haben. Natu¨rlich geht die Akkretionsrate mit
der Zeit gegen null, da nur eine endliche Menge an Material zur Verfu¨gung steht.
Somit ist die Rate keinesfalls eine Konstante, sondern zeitlich stark variabel. Dies
steht wiederum in absolutem Gegensatz zur Vorgabe der Akkretionsrate im Falle
des Inside-out-Kollapses, bei dem M˙ = 0.975 c3s/G eine Konstante ist ([Shu, 1977]).
Der Kollaps entspricht wie gesagt einer starken U¨berschallstro¨mung und hat aber
auch gar nichts mit der Schallgeschwindigkeit cs des Gases zu tun. Daher ergeben
Arbeiten, welche vom Inside-out-Kollaps ausgehen, um z.B. die Entstehung von pro-
toplanetaren Scheiben zu untersuchen (siehe z.B. [Nakamoto and Nakagawa, 1994]),
vo¨llig falsche, um etwa eine Gro¨ßenordnung (!) zu lange Bildungszeiten fu¨r das Zen-
tralobjekt und die Scheibe. Unsere Rechnungen zeigen, daß etwa 6 · 104 Jahre nach
Beginn der Akkretion bereits u¨ber 70% der Gesamtmasse das Zentrum bzw. die
Akkretionsscheibe erreicht haben.
• Der erste Abschnitt aller Rechnungen, von uns mit Phase 0 bezeichnet, verla¨uft
auf Freifallzeitskala (in unserem Fall dauert er etwa 1.6 · 105 Jahre) und ist noch
unabha¨ngig von β. Die gesamte Konfiguration kontrahiert in dieser Phase, wobei
die Zentraldichte sich um mehr als drei Gro¨ßenordnungen erho¨ht, die Temperatur
jedoch praktisch konstant bleibt, da das Objekt optisch du¨nn ist. Erreicht die zentrale
optische Tiefe 2/3, beginnt die neue Phase 1, alle folgenden Zeitangaben beziehen
sich auf diesen Startpunkt (t=0).
• Nach wenigen 100 Jahren in Phase 1 bildet sich der erste Kern, ein rotierendes,
quasihydrostatisches Objekt. Die weitere Entwicklung ha¨ngt stark von der Gro¨ße
der turbulenten Viskosita¨t ab, die fu¨r eine Umverteilung des Drehimpulses innerhalb
des ersten Kerns sorgt.
• Fu¨r β = 0 entwickelt sich der erste Kern zu einer immer flacher werdenden Akkre-
tionsscheibe. Diese beginnt ab etwa 1.4 · 104 Jahren durch gravitative Scheibenin-
stabilita¨ten in mehrere Ringe zu fragmentieren, von denen einer nach ca. 2.8 · 104
Jahren wiederum kollabiert durch eine weitere Gravitationsinstabilita¨t. Die Maxi-
1solange wir nicht massereiche Sterne betrachten, bei denen der Strahlungsdruck wichtig ist
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maltemperatur erreicht nie Werte u¨ber 1400 K, weshalb es auch nie zu einer Phase
der Staubverdampfung bzw. der Wasserstoffdissoziation kommt.
• Bei β = 10−4 sorgt der nun mo¨gliche, viskose Drehimpulstransport insbesondere in
den zentralen Bereichen des ersten Kerns fu¨r eine etwas kompaktere Struktur. Durch
die somit sta¨rkere Erwa¨rmung, werden Temperaturen erreicht, die nach 6300 Jahren
die Staubverdampfung ermo¨glichen. Daraus folgt wegen der stark vera¨nderten, opti-
schen Eigenschaften in den inneren Kernbereichen eine Restrukturierung, an deren
Ende eine ringfo¨rmige Verdichtung am A¨quator, unweit des Zentrums steht. Nach
etwa 7700 Jahren wird der Ring aufgrund der Wasserstoffdissoziation gravitativ in-
stabil und kollabiert.
• Fu¨r β = 10−3 findet die Erwa¨rmung der zentralen Bereiche des ersten Kerns noch
schneller statt, sodaß schon nach etwa 2400 Jahren die Staubverdampfung und die
entsprechende Restrukturierung der inneren Kernbereiche beginnt. Durch die Was-
serstoffdissoziation setzt nach 2680 Jahren eine sa¨kulare Instabilita¨t ein, an deren
Ende (20 Jahre spa¨ter) die Bildung eines protostellaren Objekts im Zentrum steht.
Dieser Protostern akkretiert Material ausschließlich in einer engen, trichterfo¨rmigen
Zone um die Drehachse und gibt den gro¨ßten Teil seiner Strahlung in einem optisch
du¨nnen Kanal in Polrichtung ab. Durch die Wa¨rmewirkung des Protosterns expan-
dieren weite Bereiche des ersten Kerns und verdu¨nnen sich stark, jedoch bleiben
die inneren (≈ 1 AE), sehr dichten Bereiche erhalten und schirmen die weiter außen
liegenden, a¨quatornahen Gebiete von der Wa¨rmewirkung ab. Etwa 200 Jahre nach
der Bildung des Protosterns la¨ßt die Aktivita¨t desselben stark nach, da durch die
Verdu¨nnung der einfallenden Gasmassen die Akkretionsrate kontinuierlich sinkt.
• Bei β = 10−2 ergibt sich die rasanteste Entwicklung des ersten Kerns, da die zen-
tralen Bereiche noch kompakter, und die dortige viskose Heizung noch sta¨rker ist.
Der somit fru¨he Beginn der Staubverdampfung nach ca. 1300 Jahren und die folgen-
de Restrukturierung sorgen fu¨r eine massive Expansion der polaren Kernbereiche.
Zeitlich u¨berlagert wir dieser Prozess nach etwa 1400 Jahren von einer dynamischen
Instabilita¨t der innersten (< 1 AE) Gebiete, aus der der zentrale Protostern hervor-
geht. Durch eine kurzzeitige (etwa 10 Jahre dauernde), massive Akkretion und die
daraus resultierenden Leuchtkra¨fte, sorgt der Protostern durch seine Wa¨rmewirkung
innerhalb von 70 Jahren fu¨r die Zersto¨rung der gesamten Struktur des ersten Kerns
und den Auswurf des Kernmaterials. Dieses Material wird bis auf Radien von ca.
500 AE befo¨rdert, bevor es umkehrt und nach etwa 104 Jahren wieder das Zentrum
erreicht. Nach ca. 6 ·104 Jahren ist bereits der Großteil des vorhandenen Wolkenma-
terials (gut 70%) akkretiert worden. Es hat sich eine massereiche Scheibe mit einer
Ausdehnung von mehr als 400 AE gebildet, die etwa 13% der Masse in sich vereint.
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• Die Dauer der Phase 1 zwischen der Entstehung des ersten Kerns und der Bildung
eines protostellaren Objekts ha¨ngt wiederum stark von der Gro¨ße der turbulenten
Viskosita¨t ab. Gehen wir davon aus, daß auch die beobachteten Ringbildungen oh-
ne Symmetriebeschra¨nkungen zur Fragmentation und raschen Bildung eines Proto-
sterns (oder eines Mehrfachsystems) fu¨hren wu¨rden, so ko¨nnen wir insgesamt fest-
stellen, daß besagte Phase maximal etwa 104 Jahre (fu¨r geringe Viskosita¨t) dauert,
jedoch auch schon nach 103 Jahren (fu¨r hohe Viskosita¨t) beendet sein kann.
• Die Vera¨nderungen der optischen Eigenschaften, insbesondere durch die Staubver-
dampfung, haben schon im Vorfeld einen großen Einfluß auf den Entstehungsprozess
des Protosterns. Ein entscheidender Punkt an dieser Stelle ist die Frage, ob (und
wenn ja, wann) sich aus dem Zentrum ein staubfreier, optisch du¨nner Weg zum
effektiven Transport der Wa¨rme bilden kann.
• Ein Protostern muß nicht zwangsla¨ufig aus einer dynamischen Instabilita¨t heraus
entstehen, er kann sich auch auf thermischer Zeitskala bilden (siehe Rechnung mit
β=10−3).
• Der Einfluß des Protosterns auf die Struktur des ersten Kerns und der entstandenen
Akkretionsscheibe kann allein durch die Wa¨rmewirkung sehr stark sein und bis zur
Zersto¨rung besagter Strukturen fu¨hren. Wir mu¨ssen uns von der Vorstellung ver-
abschieden, daß sich eine Akkretionsscheibe einfach ungesto¨rt nach der Entstehung
eines Protosterns weiterentwickelt.
5.2 Ausblick
Wie jede wissenschaftliche Arbeit wirft auch diese neue Fragen auf. Außerdem gibt es
natu¨rlich viele Mo¨glichkeiten, das angenommene theoretische Modell zu erweitern und zu
verfeinern, sowie die Lo¨sungsmethoden weiter zu entwickeln. Wir wollen zum Abschluß
einige diesbezu¨gliche Anmerkungen machen:
• An der Beschra¨nkung fu¨r den Zeitschritt zeigt sich das Dilemma der expliziten Ver-
fahren, wenn es darum geht, einen vollsta¨ndigen Kollaps eines Moleku¨lwolkenkerns
mit der Entstehung des Protosterns im Zentrum zu simulieren. Wir sind in unserem
Fall nach der Entstehung des Zentralobjekts mit Zeitschritten von Minuten konfron-
tiert, wollen aber eigentlich die zeitliche Entwicklung auf einer Skala von etwa 105
bis 106 Jahren verfolgen. Ein zeitlich vollsta¨ndig implizites Verfahren zur Lo¨sung der
Gleichungen wa¨re geeignet dieses Problem zu lo¨sen, falls sich bezu¨glich des Proto-
sterns eine quasistationa¨re Akkretionsphase einstellt und der Zeitschritt unabha¨ngig
von der dynamischen Zeitskala des Sterns gewa¨hlt werden kann. Mit Hilfe der ro-
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busten direkten Lo¨ser fu¨r lineare Gleichungssysteme ist ein voll implizites Verfahren
auch fu¨r eine zweidimensionale Simulation durchaus realisierbar.
• Natu¨rlich besteht der Wunsch, die hier vorgestellten Rechnungen auch ohne Sym-
metrieannahmen (also ”tatsa¨chlich“ in 3D) durchzufu¨hren. Die dabei auftretenden
technischen Schwierigkeiten, welche wir schon an verschiedenen Stellen in dieser Ar-
beit angesprochen haben, sind zahlreich. Neben den offensichtlichen Problemen, wie
z.B. dem Umgang mit den a¨ußerst umfangreichen Datenmengen oder der Notwendig-
keit eines effizient parallelisierten Gesamtalgorithmus, deuten sich mindestens zwei
weitere an: Da ist zum einen die Frage nach der Wahl des ra¨umlichen Gitters, wobei
jedes dieser Gitter seine Vor- und Nachteile mit sich bringt, insbesondere bezu¨glich
der lokalen Uniformita¨t, der mo¨glichen Koordinatensingularita¨ten und der Diskreti-
sierungsfehler. Außerdem mu¨ssen die auftretenden linearen Gleichungssysteme gelo¨st
werden, was aber in 3D nicht mehr effizient mit direkten Lo¨sern mo¨glich ist. Wahr-
scheinlich mu¨ßten dann Mehrgitterverfahren verwendet werden.
• Mit einem 3D-Code ko¨nnten wir den wichtigen Mechanismus des Drehimpulstrans-
portes durch Gravitationsdrehmomente in Spiralstrukturen untersuchen (vgl. §2.6.1)
und damit auch kla¨ren, wie lange die in dieser Arbeit untersuchten Scheiben stabil
sind gegen nichtaxialsymmetrische Sto¨rungen. Auch die Bedingungen zur Bildung
von Doppel- oder Mehrfachsternsystemen ließen sich dann erforschen.
• Weiterhin wa¨re die Hinzunahme eines Turbulenzmodells wichtig (siehe §2.6.2), um
die wahre Gro¨ße der turbulenten Viskosita¨t zu ermitteln und somit die β-Vorschrift
u¨berflu¨ssig zu machen.
• Gerade fu¨r die Untersuchung der Akkretionszone des Protosterns ist die Frage nach
dem Einfluß von Magnetfeldern wichtig, da die vorhandene Materie in diesem Bereich
zu großen Teilen ionisiert ist. Durch die Beru¨cksichtigung der elektromagnetischen
Effekte ko¨nnten wahrscheinlich auch neue Pha¨nomene, wie z.B. Jets entlang der Ro-
tationssachse, beobachtet werden. Außerdem wa¨ren dadurch weitere Mo¨glichkeiten
des Drehimpulstransportes denkbar (vgl. §2.6.3).
• Eine verbesserte Modellierung des Strahlungstransportes, z.B. durch die Methode der
kurzen Charakteristiken, wu¨rde fu¨r komplexe ra¨umliche Konfigurationen mit optisch
sehr du¨nnen Zonen (wie in der Rechnung fu¨r β=10−3) noch realistischere Ergebnisse
ermo¨glichen, da durch die beru¨cksichtigte Richtcharakteristik der Strahlung auch
Abschattungseffekte (z.B. durch die Scheibe) darstellbar wa¨ren.
• Der Staub und die ha¨ufigsten chemischen Verbindungen (wie H2, OH, H2O und CO)
haben einen starken Einfluß auf die optischen Eigenschaften, solange die Materie
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nicht ionisiert ist. Die detaillierte Modellierung der einzelnen chemischen Spezies in
reaktiven Stro¨mungen (mittels Advektions-Diffusions-Gleichungen und chemischen
Reaktionsnetzwerken) ermo¨glicht es erstens, die optischen Eigenschaften (d.h. die
Opazita¨ten) direkt und konsistent aus den Ha¨ufigkeiten von Verbindungen abzulei-
ten, und zweitens, die allgemeine chemische Entwicklung des entstehenden Systems
aus Stern und protoplanetarer Scheibe zu untersuchen.
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