All the representative concentration pathways (RCPs) include declining aerosol emissions during the 21st century, but the effects of these declines on climate projections have had little attention. Here we assess the global and hemispheric-scale effects of declining anthropogenic aerosols in RCP4.5 in CSIRO-Mk3.6, a model from the Coupled Model Intercomparison Project Phase 5 (CMIP5). Results from this model are then compared with those from other CMIP5 models.
Abstract. All the representative concentration pathways (RCPs) include declining aerosol emissions during the 21st century, but the effects of these declines on climate projections have had little attention. Here we assess the global and hemispheric-scale effects of declining anthropogenic aerosols in RCP4.5 in CSIRO-Mk3.6, a model from the Coupled Model Intercomparison Project Phase 5 (CMIP5). Results from this model are then compared with those from other CMIP5 models.
We calculate the aerosol effective radiative forcing (ERF, including indirect effects) in CSIRO-Mk3.6 relative to 1850, using a series of atmospheric simulations with prescribed sea-surface temperatures (SST). Global-mean aerosol ERF at the top of the atmosphere is most negative in 2005 (−1.47 W m −2 ). Between 2005 and 2100 it increases by 1.46 W m −2 , i.e., it approximately returns to 1850 levels. Although increasing greenhouse gases (GHGs) and declining aerosols both exert a positive ERF at the top of the atmosphere during the 21st century, they have opposing effects on radiative heating of the atmosphere: increasing GHGs warm the atmosphere, whereas declining aerosols cool the atmosphere due to reduced absorption of shortwave radiation by black carbon (BC).
We then compare two projections for 2006-2100, using the coupled atmosphere-ocean version of the model. One (RCP45) follows the usual RCP4.5; the other (RCP45A2005) has identical forcing, except that emissions of anthropogenic aerosols and precursors are fixed at 2005 levels. The globalmean surface warming in RCP45 is 2.3 • C per 95 yr, of which almost half (1.1 • C) is caused by declining aerosols. The warming due to declining aerosols is almost twice as strong in the Northern Hemisphere as in the Southern Hemisphere, whereas that due to increasing GHGs is similar in the two hemispheres.
For precipitation changes, the effects of declining aerosols are larger than those of increasing GHGs due to decreasing atmospheric absorption by black carbon: 63 % of the projected global-mean precipitation increase of 0.16 mm per day is caused by declining aerosols. In the Northern Hemisphere, precipitation increases by 0.29 mm per day, of which 72 % is caused by declining aerosols.
Comparing 13 CMIP5 models, we find a correlation of -0.54 (significant at 5 %) between aerosol ERF in the present climate and projected global-mean surface warming in RCP4.5; thus, models that have more negative aerosol ERF in the present climate tend to project stronger warming during 2006-2100. A similar correlation (-0.56) is found between aerosol ERF and projected changes in global-mean precipitation.
These results suggest that aerosol forcing substantially modulates projected climate response in RCP4.5. In some respects, the effects of declining aerosols are quite distinct from those of increasing GHGs. Systematic efforts are needed to better quantify the role of declining aerosols in climate projections.
to reduce aerosol concentrations are likely to exacerbate future increases of global-mean temperature (Wigley, 1989) . However, aerosol effects are very uncertain, especially when aerosol indirect effects are considered. For example, just for the cloud-albedo effect in liquid-water clouds (the first indirect effect), Forster et al. (2007) gave an estimated 95 % uncertainty range of −0.3 to −1.8 W m −2 in the global mean.
In the Coupled Model Intercomparison Project Phase 5 (CMIP5; Taylor et al., 2012) , future projections are based on four representative concentration pathways (RCPs). A feature of all of these is that emissions of aerosols and aerosol precursors decline sharply in the 21st century . Although some of the earlier Special Report on Emissions Scenarios (SRES; Nakicenovic et al., 2000) did incorporate substantial decreases in sulfur dioxide emissions, these decreases are much larger in the RCPs (Van Vuuren et al., 2011) . Combined with an increase in the number of models that treat indirect aerosol effects, this may translate into a larger inter-model spread of projected climate change in CMIP5 than in CMIP3. This has already been noted with regard to historical simulations: Jones et al. (2013) found a wider spread of simulated historical temperature changes in CMIP5 than in CMIP3, and attributed this to more sophisticated aerosol treatments in the newer models.
Most simulations of the effects of AAs on climate have focused on the historical period, when AAs have generally been increasing. A key finding from these studies is that aerosols cannot be characterised as a "negative greenhouse gas", which simply masks some of the effects of increasing long-lived greenhouse gases (GHGs). Aerosol forcing is spatially inhomogeneous, and this can induce dynamic effects on circulation due to gradients in the forcing (Rotstayn and Lohmann, 2002a) . In terms of large-scale circulation, the dynamic effect of historically increasing aerosol has been described as a southward shift of the Intertropical Convergence Zone (Rotstayn et al., 2000; Williams et al., 2001) , or a weakening of the upward branch of the Hadley circulation in the Northern Hemisphere (NH) and a strengthening of the upward branch in the Southern Hemisphere (SH) . These changes can be explained as the response to a change in the meridional surface temperature gradient (Rotstayn et al., 2000; Williams et al., 2001) , or the inter-hemispheric asymmetry in aerosol forcing, for which the atmospheric circulation partially compensates (Kang et al., 2009; Ming and Ramaswamy, 2011; Chiang and Friedman, 2012) .
Climate modelling also suggests large regional impacts on circulation and rainfall from historical increases in AAs. There is evidence that AA-induced circulation changes have affected rainfall in South Asia (Ramanathan et al., 2005; Meehl et al., 2008; Bollasina et al., 2011) , East Asia (Menon et al., 2002; Cheng et al., 2005; Liu et al., 2011) and the Sahel (Rotstayn and Lohmann, 2002a; Kawase et al., 2010; Ackerley et al., 2011) . Booth et al. (2012) found that in the HadGEM2-ES climate model, aerosols were the most im-portant driver of 20th century North Atlantic SST variability, although Chiang and Friedman (2012) concluded that the relative importance of natural variability and anthropogenic forcing is still uncertain. Most studies of these effects have focused on the NH, but there is also evidence that changes in AAs can alter circulation in the SH (e.g., Rotstayn et al., 2012 Rotstayn et al., , 2013 .
Such large effects in simulations of historical changes in AAs suggest that there will also be substantial effects due to declining aerosols in 21st century projections. Prior to CMIP5, Kloster et al. (2010) found substantial effects on temperature and precipitation due to a maximum feasible abatement of aerosols in equilibrium climate simulations for the year 2030. The effects of declining aerosols in 21st century projections in CMIP5 are likely to be larger than they were in CMIP3, due to larger decreases of emissions, and an increase in the proportion of models that include indirect aerosol effects (e.g., Levy et al., 2013) . Chalmers et al. (2012) found that the near-term warming projected under RCP2.6 in the HadGEM2-ES model is greater than under RCP4.5, even though the greenhouse-gas forcing is weaker in RCP2.6; they attributed the greater warming to a rapid and substantial decrease of sulfur emissions in RCP2.6. In contrast, Gillett and Von Salzen (2013) found that the contribution of aerosol reductions to projected warming between 2000 and 2040 in the CanESM2 model is relatively modest (about 30 %).
The above arguments indicate a need for a systematic effort to quantify the role of declining AAs in projections of 21st century climate. A similar point was made by Villarini and Vecchi (2012) . They found that over the first half of the 21st century, radiative forcing changes increased the frequency of tropical cyclones over the North Atlantic in CMIP5 projections, and this increase probably arose from decreasing aerosols. They also highlighted the need for coordinated experiments that isolate the effects of different forcing agents, because they were unable to test this hypothesis across the full set of CMIP5 models.
The most direct way to isolate the effects of projected aerosol changes is to run simulations that are similar to the standard RCPs, except that AA emissions are held fixed. This approach was recently adopted by Levy et al. (2013) , who compared simulations forced by RCP4.5 with a modified RCP4.5 in which AA emissions were fixed at their 2005 values. Among other things, they found that declining aerosols in their model caused about 1 • C of extra warming by 2100 in RCP4.5.
Here we consider the effects of declining aerosols in RCP4.5 in a CMIP5 climate model (CSIRO-Mk3.6), by comparing two projections for the period 2006-2100. One experiment follows the usual RCP4.5, whereas the other has identical forcing, except that emissions of AAs and their precursors are held fixed at 2005 levels; the difference between these two experiments gives the simulated effects of declining AAs. We assess the aerosol radiative forcing and compare global-and hemispheric-scale changes in surface temperature and precipitation induced by declining AAs and increasing greenhouse gases. We also assess these changes in other CMIP5 models for which calculations of aerosol radiative forcing are available.
Model and simulations

Model description
CSIRO Mark 3.6 (CSIRO-Mk3.6) is a coupled atmosphereocean global climate model (GCM) with dynamic sea ice. The main differences between Mk3.6 and its predecessor (Mk3.5) are the inclusion of an interactive aerosol treatment, an updated radiation scheme, and a revised boundary-layer scheme in Mk3.6. The atmospheric model has 18 vertical levels and horizontal resolution of approximately 1.875 • × 1.875 • (spectral T63). The aerosol scheme treats sulfate, organic aerosol (OA), black carbon (BC), dust and sea salt. The model and the forcing data used for CMIP5 are described by Rotstayn et al. (2012) , with a particular focus on the aerosol treatments; earlier versions are described by Gordon et al. (2002 Gordon et al. ( , 2010 . The ocean and sea-ice models are unchanged between Mk3.5 and Mk3.6. The ocean model has 31 vertical levels and horizontal resolution of approximately 0.9375 • (latitude) by 1.875 • (longitude); see Gordon et al. (2010) for further details.
Here we briefly describe aspects of the aerosol scheme that are most relevant to the present study. Although feedbacks involving dust and sea salt can occur, our focus is mainly on species with anthropogenic sources (sulfate, OA and BC); readers are referred to Rotstayn et al. (2012) for further details of the dust and sea-salt treatments. Carbonaceous aerosols and the sulfur cycle are treated by a single-moment ("bulk") prognostic scheme: tracers are the mass mixing ratios of dimethyl sulfide (DMS), sulfur dioxide (SO 2 ), sulfate, and hydrophobic and hydrophilic forms of OA and BC. The treatment of tropospheric sulfur chemistry is based on Feichter et al. (1996) and Rotstayn and Lohmann (2002b) . Oxidant fields needed for the sulfur cycle are prescribed for the present climate (Feichter et al., 1996) . The carbonaceous aerosol module (Cooke et al., 1999) is rather simple, and does not explicitly treat chemical reactions; rather, it assumes a fixed e-folding time of 1 day for the "ageing" of OA and BC from their hydrophobic to hydrophilic forms. The ratio of OA to organic carbon is set to 1.3.
Anthropogenic and biomass-burning emissions of sulfur, OA and BC are based on Lamarque et al. (2010 Lamarque et al. ( , 2011 , except that we uniformly increased the emissions of BC by 25 % and OA by 50 % (Rotstayn et al., 2012) . We justified the BC increase by the large uncertainty in current emission inventories, and the underestimate of aerosol atmospheric heating in current GCMs (e.g., Shindell et al., 2013a) . The rationale for the OC increase was the model's underestimate of aerosol optical depth (AOD) in biomass-burning regions, and the omission of secondary OA from biomass burning and anthropogenic sources in the standard inventory; such secondary aerosol formation can substantially enhance effective emissions of OA (e.g., Lee et al., 2008) . After these adjustments, the annual year-2000 emission of BC is 9.7 Tg, and the emission of OA from biomass-burning and anthropogenic sources is 53 Tg C, both well within the uncertainty range of current estimates.
The model also includes natural sources, which are mostly constant in time. Natural sources of sulfur are SO 2 from continuously erupting volcanoes and biogenic emissions of DMS from oceans and terrestrial sources. The only natural source of carbonaceous aerosol is a prescribed flux of biogenic secondary organic aerosol (Guenther et al., 1995; Rotstayn et al., 2012) . Note that the oceanic DMS source is not constant in time; even though the concentration of DMS in sea water is prescribed (Kettle and Andreae, 2000) , the ocean-atmosphere flux of DMS is wind-dependent.
The model uses prescribed, zonally averaged distributions of stratospheric sulfate from volcanic eruptions (Sato et al., 1993) ; a recent update, which extended the data set beyond 1999, was not available at the time we commenced the simulations, so we set volcanic forcing to zero from 2000 onwards. Further details are given by Rotstayn et al. (2007) .
CSIRO-Mk3.6 treats the direct radiative effects of sulfate, carbonaceous aerosol (OA and BC), dust and sea salt and the indirect effects of sulfate, sea salt and carbonaceous aerosol on liquid-water clouds. In the radiation scheme, OA and BC are assumed to be internally mixed, while other aerosol species are externally mixed. The scheme treats the shortwave effects of all the above aerosol types and the longwave effects of dust and stratospheric sulfate. The model also includes treatments of the first and second aerosol indirect effects on liquid-water clouds. The parameterization of cloud droplet number concentration as a function of the concentration of hydrophilic aerosols is based on Jones et al. (2001) ; hydrophilic aerosols are assumed to be sulfate, sea salt and (internally mixed) hydrophilic carbonaceous aerosol. The calculation of the first indirect effect follows Rotstayn and Liu (2009) . The second indirect aerosol effect (sometimes called the cloud-lifetime effect) enters the model via the calculation of warm-rain formation (autoconversion) in liquidwater stratiform clouds . Note that the calculation of cloud fraction, and ice-cloud properties in general, do not depend on aerosols in any way (Rotstayn, 1997 (Rotstayn, , 1999 . Further details of the treatments of aerosolradiation and aerosol-cloud interactions are given by Rotstayn et al. (2007 Rotstayn et al. ( , 2012 . Rotstayn et al. (2012) evaluated the present-day aerosol simulation with regard to observations and other models. They found that the global-mean aerosol burdens and anthropogenic (2000 minus 1850) AODs in the CSIRO-Mk3.6 present-day simulation from CMIP5 were larger than the average of earlier models, such as those from AeroCom (Kinne Schulz et al., 2006) , though they were not outside the range of these results. In a recent intercomparison, Shindell et al. (2013a) found that mid-visible, clear-sky (allsky) AODs in CSIRO-Mk3.6 were biased high with respect to satellite retrievals, by an average of 21 % (13 %) compared to MODIS and 16 % (7 %) compared to MISR. Some of the high bias is likely due to large dust AODs, rather than anthropogenic AODs (Rotstayn et al., 2011) . Two other models also showed a high bias relative to satellite-retrieved AODs, whereas five models showed a low bias. Considering the spatial pattern, CSIRO-Mk3.6 clear-sky AODs had correlations with MODIS and MISR retrievals of 0.62 and 0.64, respectively, which was slightly better than the average of the other models in Shindell et al. (2013a) .
Simulations
A substantial number of transient experiments were performed with CSIRO-Mk3.6 as part of CMIP5 ; these included the standard historical experiment with "all forcings", a range of historical experiments driven by changes in individual forcing agents, and projections driven by the four RCPs. Here we use the following experiments, each of which is a 10-member ensemble:
-HIST: standard historical run for 1850-2005 with "all forcings", namely long-lived GHGs, ozone, AAs, volcanic and solar forcing.
-RCP45: projection for 2006 to 2100 based on RCP4.5, a medium-low emission pathway in which total radiative forcing is stabilized before 2100 at roughly 4.5 W m −2 ; further details are given in the next paragraph.
-RCP45A2005: same as RCP45, except that emissions of AAs and their precursors are held fixed at 2005 values. To simplify the terminology, AAs include aerosols from biomass burning.
RCP45 is forced by changes in (1) annual-mean concentrations of long-lived GHGs (carbon dioxide, methane, nitrous oxide and chlorofluorocarbons), (2) annual-mean concentrations of ozone (Cionni et al., 2011) , and (3) emissions of AAs and their precursors (SO 2 , OA and BC). There is also a simple representation of the 11 yr solar cycle, and a small implied positive forcing (relative to the historical period) due to the assumption of zero volcanic forcing after 2000. Further details of the experimental design and radiative forcings are given by Rotstayn et al. (2012) and Jeffrey et al. (2013) .
RCP45A2005 has not been published as part of the CSIRO-Mk3.6 CMIP5 submission, but it uses the same code and experimental design as the other experiments. We shall refer to climatic changes in RCP45A2005 as "GHGinduced", noting that this includes the effects of increasing long-lived GHGs and changes in tropospheric and stratospheric ozone concentrations. Changes in tropospheric ozone are relatively small in RCP4.5 (Shindell et al., 2013a) . While the recovery of stratospheric ozone can be important for mid-latitude dynamics, especially in the SH (Arblaster et al., 2011) , we expect the effects to be modest for global and hemispheric-scale changes in temperature and precipitation, which is our main focus here.
The effects of declining AAs are diagnosed from RCP45 minus RCP45A2005. Some aspects of the response are likely to be non-linear, in the sense that RCP45 minus RCP45A2005 is not identical to an experiment forced only by declining AAs after 2005; this has been seen for historical changes of AAs in atmospheric models coupled to slab ocean models Ming and Ramaswamy, 2009 ).
We will refer, in passing, to the following transient experiments, which are also 10-member ensembles:
-RCP26, RCP60 and RCP85: projections forced by the other three RCPs.
-NoAA: same as HIST, except that emissions of AAs and their precursors are held fixed at 1850 values. This experiment was extended from 2006 to 2012 using assumptions from RCP45, i.e., all forcing agents varied as in RCP45, except for AAs.
We also carried out several simulations with prescribed SSTs, designed to calculate radiative forcing for different years; these runs are similar to those used in CMIP5 to calculate aerosol forcing for 2000 relative to 1850, and are described in more detail in Sect. 3.2.
3 Aerosol changes and radiative forcing
Aerosol changes
Whereas aerosol emissions, burdens and AODs generally increased in magnitude during the 20th century, the converse applies in 21st century projections. Time series of these quantities are shown in Fig. 1 . Global anthropogenic emissions of SO 2 , OA and BC are shown in Fig. 1a , with BC multiplied by 10 for clarity. SO 2 shows the steepest increase until the 1970s, when emission controls in developed countries began to take effect . The increase between 2000 and 2005 is mostly due to economic growth in China ; note that the emission estimates are quite uncertain, e.g., ±9.6 Tg SO 2 in 2005 . Both SO 2 and BC emissions peak in 2005 and show steep declines in the 21st century in RCP45, due to assumed decreases once national incomes reach a certain level (Smith and Bond, 2013) . By 2100, global emissions of SO 2 and BC are similar to what they were in 1900. OA emissions are dominated by open biomass burning; in relative terms the rise and fall of OA emissions appears less dramatic, although by 2100 OA emissions are slightly below their 1850 value. Simulated time series of global burdens of sulfate, OA and BC are shown in Fig. 1b , both for the historical period and the 21st century. These are broadly consistent with the corresponding emissions, e.g., sulfate shows the steepest rise until the 1970s and declines sharply in the 21st century. By 2100, sulfate and BC burdens are at levels comparable to those in 1900, whereas the OA burden is slightly below its 1850 value.
Also shown in Fig. 1b (as thin lines) are time series of global aerosol burdens in RCP45A2005. Reflecting constant anthropogenic emissions, global aerosol burdens are almost (but not entirely) flat during 2006-2100. Over 95 yr, OA shows a decrease of ∼ 1 %, and sulfate shows a decrease of ∼ 3 %. Use of fixed anthropogenic emissions in RCP45A2005 does not guarantee that aerosol burdens and AODs will be constant in time, even in the global mean. Aerosol burdens will be affected by changes in formation, transport and removal processes (especially rainfall). Because the treatment of carbonaceous aerosol in the model is simple, rainfall is expected to be the main relevant feedback process. The balance is more complex for sulfate, because in-cloud oxidation of SO 2 is an important source of sulfate. Thus while scavenging by rainfall removes sulfate, formation of sulfate is enhanced in cloudier regions, which tend to be associated with more rainfall. The net result (for both sulfate and OA burdens) is a complex pattern of relatively small increases and decreases (not shown). As discussed below, the implications for changes in AOD are also relatively small.
Sub-micron AOD (defined here as the sum of AOD from sulfate, OA and BC) is useful as an integrated measure of changes in these aerosol species; it is a good predictor of direct radiative forcing, but not of indirect forcing (Shindell et al., 2013a) . The red curve in Fig. 1c shows time series of global-mean sub-micron AOD from HIST and RCP45. For comparison, the same field is also shown from experiments forced by the other RCPs, and from RCP45A2005. Until about 2060, RCP45 tends to lie in between RCP26 and RCP85, although by 2100 RCP45 has the lowest AOD (slightly lower than RCP26). After about 2030, the outlier is RCP60, which has a relatively weak decline in sub-micron AOD.
With fixed anthropogenic emissions, RCP45A2005 shows a small decline in global-mean sub-micron AOD (∼ 4 % during 2006-2100). This is a little larger than the relative declines in the sulfate and OA burdens, most likely due to changes in simulated relative humidity: AOD for sulfate and hydrophilic carbonaceous aerosol increases with relative humidity in the model, and Mk3.6 simulates a decrease of nearsurface relative humidity over most land areas (not shown). This is a common feature of climate projections forced by increasing long-lived GHGs, and is probably related to the land-ocean contrast in surface warming (O'Gorman and Muller, 2010; Sherwood et al., 2010) . Figure 2 shows the spatial pattern of trends in sub-micron AOD from RCP45 and RCP45A2005. In RCP45 (panel a), negative AOD trends are largest over and downwind of Asia and eastern Europe, and to a lesser extent the eastern US. Trends are much smaller over the SH than the NH, although the signature of biomass burning is noticeable over Africa, South America and the Indonesian region. As expected, submicron AOD trends in RCP45A2005 (panel b) are much smaller, with only a few isolated areas showing decreases between 0.02 and 0.05 per century. These generally occur over the most polluted regions, where trends in RCP45 are much larger. In view of this, and to simplify our arguments, we will assume that trends in AAs in RCP45A2005 can be neglected.
Radiative forcing
Calculations of aerosol radiative forcing help to put the simulated response (discussed in Sect. 4) in context. We followed the method from CMIP5 by running a series of 30 yr atmospheric simulations forced by prescribed SSTs and sea ice taken as a long-term average from the pre-industrial control run. To calculate aerosol forcing, all forcing agents (other than AAs) were held at 1850 values, while emissions of AAs and their precursors were in turn set to values for the appropriate year. We did runs with AA emissions for the years 1850 , 1930 , 1980 , 2030 , 2060 and 2100 , respec-tively (following RCP4.5 after 2005 . There is one minor difference in the experimental setup compared to the runs we did for CMIP5: whereas no spinup period was used in the CMIP5 runs, the current runs have a six-month spinup. Since aerosols have an atmospheric lifetime of a few days to weeks, this allows ample time for aerosol burdens to adjust in response to changes in emissions.
The difference in the net (shortwave and longwave) radiative flux at the top of the atmosphere (TOA) between the 1850 simulation and the simulation using AA and precursor emissions for a given year gives an estimate of the aerosol effective radiative forcing (ERF), which includes indirect effects and rapid adjustments induced by aerosol changes (Shindell et al., 2013a) . We also calculated aerosol direct radiative forcing for each of the listed years using a double call to the shortwave radiation scheme; one call uses aerosols for the year in question, and the other call uses zero aerosols. (Note that the double call is needed only for the shortwave scheme, because longwave direct radiative effects are not treated for aerosols with anthropogenic sources.) The same approach as used for the TOA can be applied to obtain aerosol ERF or direct radiative forcing at the surface; then the difference between the TOA and surface forcing gives the atmospheric radiative heating.
While global-mean TOA ERF is useful as a predictor of global-mean temperature change, atmospheric radiative heating is important for understanding changes in global precipitation. This is because the precipitation response includes a fast atmospheric adjustment to the radiative forcing, plus a slower response that is roughly proportional to temperature change (Andrews et al., 2010) . The fast precipitation response is negative for forcing agents that cause positive atmospheric radiative heating, such as increasing long-lived GHGs or BC, because the atmosphere adjusts to the perturbation by reducing the release of latent heat associated with precipitation (L P ; Andrews et al., 2010; Ming et al., 2010) . The slow increase of precipitation with increasing temperature occurs because a warmer atmosphere loses energy by increased emission of longwave radiation. In this case, the atmosphere substantially adjusts to the radiative perturbation by increasing the release of latent heat (L P ) (Allen and Ingram, 2002; Ming et al., 2010; O'Gorman et al., 2012; Allan et al., 2013) .
For historically increasing aerosols, both the fast and slow responses act to decrease global-mean precipitation (Ming et al., 2010) . As a consequence, the hydrological sensitivity (the change in global-mean precipitation per unit change in global-mean surface temperature) is larger for aerosol forcing than for long-lived GHG forcing. This has also been discussed in the context of declining aerosols in near-term climate projections (Kloster et al., 2010) .
Surface radiative forcing is also an important indicator of changes in the hydrological cycle (e.g., Roderick and Farquhar, 2002) . In particular, changes in net radiation at the surface are substantially offset by changes in the latent heat 1850, 1930, 1980, 2000, 2005, 2030, 2060 and 2100, with linear interpolation in between. flux, which in turn are linked to changes in global precipitation Andrews et al., 2009; Kloster et al., 2010) . This is another way to explain the larger hydrological sensitivity for aerosol forcing compared to long-lived GHG forcing.
For comparison with the aerosol ERF, we also calculated ERF due to changes in long-lived GHGs for 2005 and 2100. These runs are analogous to the runs used to calculate aerosol forcing: concentrations of long-lived GHGs are set to values for 2005 or 2100, respectively, while other anthropogenic forcings (aerosol emissions and ozone concentrations) are held at 1850 levels.
Global-and hemispheric-mean values of aerosol ERF (relative to 1850) are plotted in Fig. 3 for 1930, 1980, 2000, 2005, 2030 , 2060 and 2100. The global-mean aerosol ERF in 2000 is −1.40 ± 0.09 W m −2 (where this indicative error range is a 95 % confidence interval based on a t test). As discussed in Sect. 5, other CMIP5 models that include indirect aerosol effects have global-mean aerosol ERF ranging from −0.76 to −1.62 W m −2 . This indicates that CSIRO-Mk3.6 has stronger than average aerosol ERF, though it is well within the range of results from CMIP5 models.
Global-mean aerosol ERF in Fig. 3 is slightly more negative in 2000 than in 1980, despite lower SO 2 emissions in 2000. This reflects a net negative contribution to aerosol ERF from carbonaceous aerosols in CSIRO-Mk3.6. Calculations similar to the above indicate that the year-2000 ERF solely from sulfate is −1.10 W m −2 in CSIRO-Mk3.6, implying that carbonaceous aerosols contribute about −0.3 W m −2 (for 2000 relative to 1850). As discussed by Rotstayn et al. (2012) , inclusion of hydrophilic OA in the aerosol mass concentration used in parameterization of the cloud droplet concentration causes a substantial indirect aerosol effect due to OA. This effect may be overestimated in our runs, given that the hygroscopicity of aged biomass-burning aerosol (which is substantially comprised of OA) is generally smaller than that of sulfate (Andreae and Rosenfeld, 2008) . Results from the Atmospheric Chemistry and Climate Model Intercomparison Project (ACCMIP) also indicate more negative aerosol ERF in 2000 than in 1980, but there were only three models used for 1980 (Shindell et al., 2013a, their Fig. 18 ). There is little consensus among global models regarding the relative contributions of sulfate and OA to ERF; we shall return to this point in Sect. 5.
Global-mean aerosol ERF is most negative in 2005, when it reaches −1.47 W m −2 . Stronger aerosol ERF in 2005 relative to 2000 is qualitatively consistent with the increase of SO 2 emissions seen in Fig. 1a ; however, 2005 aerosol ERF is within the 95 % uncertainty range of the 2000 value. Relative to 2005, global-mean aerosol ERF is +1.46 W m −2 in 2100, i.e., it has roughly returned to its 1850 value. Note that aerosol ERF continues to become more positive after 2060, consistent with declining emissions and burdens (Fig. 1 ). This differs from the nominal RCP4.5 radiative forcing, which is fairly flat after 2060 (Thomson et al., 2011, their Fig. 2) , because aerosol indirect effects were not included in their modelling.
With reference to Fig. 1 , we note that global SO 2 and BC emissions and sulfate and BC burdens are somewhat higher in 2100 than in 1850, whereas global OA emissions and burden are lower in 2100 than 1850. Thus the effect of sulfate alone would be to give a net negative ERF in 2100 relative to 1850, whereas OA and BC would give a net positive ERF (assuming negative ERF from OA, and positive ERF from BC). This suggests that OA and BC changes contribute to the return of aerosol ERF to its 1850 value by 2100. It is also consistent with the discussion above, in which we noted that carbonaceous aerosol causes net negative ERF in 2000 in CSIRO-Mk3.6.
As previously mentioned, stronger aerosol effects in 2005 than 2000 are mostly due to increased emissions from China; this is reflected in the NH time series in Fig. 3 , with a change from -1.72 W m −2 in 2000 to -2.02 W m −2 in 2005. Aerosol ERF is generally more negative in the NH than the SH, but the difference decreases during the 21st century. By 2100, aerosol ERF in both hemispheres is similar to the respective 1850 values.
How does the spatial pattern of aerosol ERF compare in the future and historical periods? Figure 4 shows aerosol ERF for 2005 (relative to 1850), and 2100 (relative to 2005). In 2005, aerosol ERF is mostly negative, except for regions where the impact of BC on surface albedo is the dominant effect (the Arctic, and a smaller area over the Himalayas). Future changes in aerosol ERF resemble the inverse of the historical pattern. Some differences are evident, e.g. future positive ERF over Africa is weaker than historical negative ERF. As in the multi-model mean from ACCMIP (Shindell et al., 2013a, their Fig. 18 ), aerosol ERF is strong over the North Pacific, where advected aerosols interact with susceptible marine clouds.
Radiative forcing changes between 2005 and 2100 at the TOA, surface and in the atmosphere are summarised in Fig. 5 for aerosols and long-lived GHGs. For clarity, we omit ozone forcing, which is relatively small in RCP4.5 (Shindell et al., 2013a) . At the TOA, global-mean ERF due to increasing long-lived GHGs is +1.54 W m −2 , slightly larger than that due to declining aerosols in CSIRO-Mk3.6 (panel a). An important difference between aerosols and long-lived GHGs is that, in the atmosphere, declining BC causes aerosol ERF to be negative (−0.86 W m −2 ), as opposed to positive ERF (atmospheric warming) for increasing long-lived GHGs (+1.00 W m −2 ). This implies that the "fast" precipitation response in RCP45 is negative for increasing long-lived GHGs and positive for declining aerosols; as we shall show in Sect. 4.2, this is reflected in a stronger response of global precipitation to declining aerosols. Also, the positive surface forcing due to declining aerosols is much larger than that due to increasing long-lived GHGs, which is also consistent with a stronger precipitation response in the aerosol case. An interesting aspect of the atmospheric cooling induced by declining aerosols is that the ERF (−0.86 W m −2 ) is substantially weaker than the instantaneous direct effect (−1.47 W m −2 ). The shortwave component of the ERF is −1.26 W m −2 , which is closer to the instantaneous value, but is still weaker by roughly 0.2 W m −2 . The difference is most substantial over East and Southeast Asia (not shown), where lower aerosol levels in the 2100 run strengthen the monsoon by perturbing the land-sea surface temperature gradient. This increases the column water vapour in this region, which increases atmospheric absorption of shortwave radiation. Cloud cover also increases, and this may enhance the effect by increasing multiple reflections between cloud layers. This perturbation of the land-sea surface temperature gradient may be (at least in part) artificial, since SSTs are fixed, while land-surface temperatures can change in these runs.
There is also a longwave adjustment of +0.40 W m −2 in the atmospheric ERF; this comprises a reduction of outgoing longwave radiation (+0.13 W m −2 ) due to a cooler atmosphere in response to reduced BC absorption, and net atmospheric warming at the lower boundary (+0.27 W m −2 ), due to a cooler atmosphere and warming of the land-surface. The warmer surface may be seen as a limitation of the experimental design in the fixed-SST experiments, rather than a physically meaningful fast adjustment. Arguably, the ideal experimental design for evaluating aerosol ERF would use fixed SSTs and fixed land-surface temperatures, as demonstrated in a simplified GCM by Shine et al. (2003) . However, implementing fixed land-surface temperatures in a consistent way is impractical (or at least difficult) for more complex climate models. Figure 5 also shows the calculated radiative forcing for the NH and SH. The TOA ERF due to increasing long-lived GHGs is slightly smaller in the NH than in the SH, due to the larger proportion of land in the NH, which causes the atmosphere there to warm slightly due to a warmer land surface. Aerosol ERF is roughly twice as large in the NH as in the SH. This was previously shown for the TOA in Fig. 3 , but Fig. 5 shows that this is also the case at the surface and in the atmosphere.
We did one further fixed-SST run to calculate the RCP4.5 "all forcing" ERF in 2100, i.e. aerosol emissions, ozone and long-lived GHG concentrations were all set to 2100 levels. Relative to 1850, this gave a TOA ERF of 3.87 W m −2 . This is somewhat less than the nominal RCP4.5 forcing of 4.5 W m −2 , but it agrees well with the multi-model mean ERF for 2095 from Forster et al. (2013) .
They noted that ERF (which they calculated using the regression method, not fixed-SST runs) is generally less than radiative forcing, probably due to cloud adjustments.
Global and hemispheric climate response
In this section, we discuss simulated global and hemispheric changes in near-surface temperature and precipitation, with a primary focus on RCP4.5. Changes are quantified in terms of the least-squares trend, multiplied by the time period. Figure 6a shows anomalies of global-mean, near-surface temperature T s from the model and observations from Had-CRUT4 (Morice et al., 2012) . Prior to about 1980, the HIST ensemble mean mostly lies within the observational uncertainty, except for a period in the early 20th century, when the model appears to be too warm. The plotted curves do not show the range of the 10-member ensembles; these are shown by 2012. HIST somewhat underestimates the observed warming towards the end of the historical period, although the model catches up in the last few years, due to the "hiatus" in the observed warming. In contrast, the NoAA ensemble mean (without the cooling effect of increasing AAs) substantially overestimates the increase in T s .
Surface temperature changes
In the 21st century, the difference between RCP45 and RCP45A2005 (black curve) shows that the warming effect of declining AAs is roughly 1 • C by 2100; this is similar to the result from Levy et al. (2013) . The 2006-2100 linear warming trend due to declining AAs (1.1 • C per 95 yr) is a little less than half the total warming trend in RCP45 (2.3 • C per 95 yr). This is roughly in proportion to the TOA radiative forcing shown in Fig. 5 , with aerosol ERF at the TOA slightly less than long-lived GHG ERF.
Another way to look at this is to note that RCP45A2005 shows slightly less warming by 2100 than RCP26 in CSIRO-Mk3.6; in other words, without the extra warming effect of declining AAs, RCP45 would warm less than RCP26. The surface temperature response in RCP26 is also similar to the effect of declining aerosols in RCP45; this is broadly consistent with little forcing due to changes in greenhouse gases in RCP2.6 (Van Vuuren et al., 2011) and net aerosol changes that are similar to those in RCP4.5 by 2100 ( Fig. 1c) .
Another feature of RCP45A2005 is that it shows a noticeable flattening of the warming rate after about 2065, although it occurs later and is less pronounced than in the strongly mitigated RCP26 experiment. In both RCP45A2005 and RCP26, the timing of the flattening roughly corresponds to the flattening of the CO 2 concentration increase (Van Vuuren et al., 2011) (their Fig. 9 ). Figure 6b compares changes in T s for the NH and SH. In RCP45A2005, the two hemispheres warm at similar rates (1.2 • C per 95 yr). The NH is expected to warm more rapidly than the SH under strong long-lived GHG forcing due to its larger proportion of land, and deep ocean mixing in the SH. However, a weakening of northward heat transport by the Atlantic meridional overturning circulation (AMOC) can exert the dominant control on the inter-hemispheric warming difference under moderate warming scenarios (Feulner et al., 2013) . Our simulations do exhibit a strong "warming hole" over the mid-latitude North Atlantic (not shown), indicative of a substantial weakening of the AMOC (Drijfhout et al., 2012) . This is also shown by Weaver et al. (2012) (their Fig. 2) , in which the projected AMOC in CSIRO-Mk3.6 weakens more rapidly than in most other CMIP5 models.
In contrast, the projected warming due to declining AAs (black curves in Fig. 6b ) is almost twice as strong in the NH compared to the SH. The linear trend (RCP45 minus RCP45A2005) is 1.45 • C per 95 yr in the NH and 0.76 • C per 95 yr in the SH. The ratio of warming between the hemispheres (1.9) is somewhat smaller than the inter-hemispheric forcing ratio (2.3). This difference may be due to a decrease of northward heat transport by the AMOC; historically increasing AAs have been shown to strengthen the AMOC in CSIRO-Mk3.6 , and the converse happens in response to declining AAs in RCP45 (figure not shown). Also, as we show in Sect. 4.2, the Hadley circulation responds to declining AAs in a way that transports heat from the NH to the SH; this may also reduce the NH : SH warming ratio.
Precipitation changes
Simulated global-mean precipitation (Fig. 7a) shows little change in 2005 relative to 1850; the larger hydrological sensitivity to aerosol forcing explains why this can occur, despite an increase in global-mean temperature (Kloster et al., 2010 ). In the model, substantial fluctuations during the historical period are associated with volcanic eruptions in the early 1880s, 1960s and 1990s (seen in NoAA as well as HIST) and strengthening aerosol effects between about 1960 and 1990. After the early 1990s, the model shows a positive precipitation trend in HIST, which continues into RCP45. Available evidence suggests that there is no clear long-term trend in global precipitation over land since 1950 (Balan Sarojini et al., 2012 . Figure 7a includes a time series showing global-mean precipitation from version 2 of the 20th Century Reanalysis Project (20CRv2; Compo et al., 2011) . Such reconstructions of historical precipitation are very uncertain, although Hwang et al. (2013) found that 20CR is broadly able to capture observed precipitation variations from the Global Precipitation Climatology Project during 1979-2010. The data from 20CR suggest large decadal fluctuations during much of the 20th century, and a gradual increase since about 1970. Since global-mean precipitation in the model starts to increase later than in the reconstruction, this discrepancy may suggest (for example) that the model does not accurately capture the trend in aerosol forcing in the late 20th century; in view of the uncertainties, careful analysis would be needed to clarify the interpretation.
In RCP45, global-mean precipitation increases by 0.16 mm per day in 95 yr (about 5.6 % of the model's climatological value). Of this, 63 % can be attributed to the effects of declining aerosols, and the remainder to increasing GHGs. This can be compared to the simulations of Levy et al. (2013) using GFDL-CM3; they obtained a global-mean precipitation increase of ∼ 0.15 mm per day in RCP4.5, with more than half of this caused by declining aerosols.
For comparison, we again plot the curve from RCP26, in which the precipitation increase is slightly more than 0.1 mm per day in 95 yr, similar to the effect of declining aerosols in RCP45. As we found for global-mean T s (Fig. 6 ), this suggests that changes in RCP26 (with weak long-lived GHG forcing) are dominated by aerosol forcing.
Hemispheric means are plotted in Fig. 7b . In HIST, the precipitation decline between 1960 and 1990 is mainly a NH phenomenon, as is the relatively strong precipitation increase in RCP45. The NH RCP4.5 precipitation increase is mostly due to declining aerosols (72 %). Especially remarkable is that the 95 yr precipitation increase in RCP45 is roughly eight times as large in the NH (0.29 mm per day) as in the SH (0.037 mm per day).
Why is the inter-hemispheric ratio in precipitation change in RCP45 much larger than the inter-hemispheric ratio in the TOA ERF (Fig. 5 ) or temperature change (Fig. 6) ? In the NH, precipitation increases are driven by the fast and slow responses to declining aerosols, as discussed in Sect. 3.2. To a lesser extent, aerosol ERF also changes in the SH (Fig. 5) , so one might expect SH precipitation to also increase. However, the 95 yr SH precipitation trend due to declining aerosols is essentially zero (-0.00 mm per day). The reason is that hemispheric precipitation changes are dominated by the tropics, and there is a northward shift of tropical precipitation as a dynamical response to declining aerosols.
The zonally averaged circulation change associated with the northward precipitation shift can be represented by the trend in the meridional mass streamfunction , defined as (Buja, 1993 
where a is the radius of the Earth, φ is latitude, g is the acceleration due to gravity, V is the monthly mean meridional wind speed, P is pressure and P s is surface pressure. The trend in annual-mean caused by declining AAs is shown in Fig. 8a . The anti-clockwise circulation trend (negative streamfunction change) implies anomalous ascent (subsidence) in the tropical NH (SH). This is of the opposite sign to the circulation change that has been found in simulations of the effects of historically increasing aerosols, both in CSIRO-Mk3.6 (Rotstayn et al., 2012) and other models (Williams et al., 2001; Ming and Ramaswamy, 2011) . Note that energy transport by the Hadley circulation is in the direction of the upper branch (Chiang and Friedman, 2012; Hwang et al., 2013) , so the anomalous circulation in Fig. 8a represents a net flux of energy from the NH to the SH.
The trend in tropical meridional circulation due to increasing greenhouse gases (Fig. 8b) is very different from the response to declining aerosols. Opposing circulation trends straddle the equator, representing increasing ascent in the equatorial zone, and compensating subsidence to the north and south. Increasing equatorial ascent in RCP45A2005 is a response to enhanced equatorial sea-surface warming, a common feature of climate projections forced by increasing greenhouse gases . This SST trend pattern is shown in Fig. 9 (red curve) ; as well as enhanced equatorial warming, there is also a weak inter-hemispheric warming gradient. SST trends induced by declining aerosols are markedly different (Fig. 9, blue curve) . In the latter case, some equatorial enhancement is seen, but the dominant feature is stronger warming in the NH compared to the SH, consistent with stronger aerosol forcing in the NH. This interhemispheric gradient in SST trends is reflected in the Hadley cell response to declining aerosols (Fig. 8a) .
Other CMIPmodels
The above results suggest that projected 21st century warming in RCP4.5 will tend to be larger in CMIP5 models that have stronger (more negative) aerosol ERF in the present climate, as the aerosol ERF declines during the 21st century. They also suggest that precipitation changes in RCP4.5 may be substantially constrained by aerosol changes. We test this hypothesis by plotting projected and historical changes in temperature and precipitation against (2000 relative to 1850) aerosol ERF for 13 CMIP5 models, which are listed in Table 1. These are the models for which aerosol ERF (from fixed-SST runs) was available for download at the time of writing, plus the ACCESS1.0 and ACCESS1.3 models Dix et al., 2013) and GISS-E2-R (Shindell et al., 2013b) . Temperature and precipitation changes are calculated from the least-squares trend, multiplied by the time period.
Aerosol ERF in 2100 is not available for the other CMIP5 models, so we use the historical change in aerosol ERF as a proxy for the future change in aerosol ERF (with signs reversed). This approach is based on the tacit assumption that aerosol ERF returns to roughly 19th century values by 2100, as it does in CSIRO-Mk3.6, but the extent to which this is true will vary among the models.
Of particular interest in this respect is the role of nitrate aerosol. Few CMIP5 models include nitrate aerosol, and only one of the models we consider (GISS-E2-R) treats nitrate (Shindell et al., 2013b) . Nitrate is expected to reduce the effect of declining aerosols, since emissions of ammonia from agriculture are assumed to increase in the RCPs (Van Vuuren et al., 2011; Bellouin et al., 2011; Lamarque et al., 2011) . However, these increases are smaller in RCP4.5 than the other RCPs (Bellouin et al., 2011) (their Fig. 1 ). Bellouin et al. (2011) calculated nitrate forcing for the four RCPs in a version of HadGEM2-ES. Note that nitrate was not treated in the HadGEM2-ES CMIP5 runs. In RCP4.5, they found that ammonium nitrate exerted (direct plus first indirect) forcing of −0.2 W m −2 in 2090 relative to 2000, somewhat less than the forcing they obtained for the other RCPs (−0.3 to −0.5 W m −2 ). Negative forcing was obtained in RCP4.5, despite relatively flat emissions of ammonia, due to competition between nitrate and sulfate precursors for a limited supply of ammonia.
Aside from nitrate, the relative roles of sulfate and carbonaceous aerosols are also important. We noted in Sect. 3.2 that CSIRO-Mk3.6 has a substantial negative ERF of −0.3 W m −2 due to carbonaceous aerosol (for 2000 relative to 1850). Several of the groups listed in Table 1 submitted fixed-SST runs that enable calculation of the 2000 minus 1850 ERF for sulfate aerosol; for models that exclude nitrate, the difference between total aerosol ERF and sulfate ERF gives the carbonaceous-aerosol ERF (assuming linearity). There is wide disagreement among the models, e.g. MRI-CGCM3 has a relatively large negative ERF for carbonaceous aerosol (−0.6 W m −2 ), whereas some models (such as CanESM2, HadGEM2 and IPSL-CM5A-LR) have carbonaceous-aerosol ERF that is close to zero. Since the negative component of carbonaceous-aerosol ERF is likely to be mostly related to OA rather than BC, and OA emissions in RCP4.5 return to 19th century levels sooner than SO 2 or BC emissions (Fig. 1a ), these differences between models are likely to contribute to the scatter seen in the following figures.
Global-mean temperature
In Fig. 10 we plot projected (2006-2100) and historical changes in global-mean surface air temperature against aerosol ERF. The average aerosol ERF for the 13 models is −1.15 W m −2 ; the range is −0.38 to −1.62 W m −2 , or −0.76 to −1.62 W m −2 for models that include indirect aerosol effects. Models that include the second indirect effect tend to have more negative global-mean aerosol ERF; see Table 1 . Although the magnitude (and possibly even the sign) of this effect in the real world is highly uncertain (e.g., Sandu et al., 2008) , a decrease of precipitation efficiency with increasing aerosol concentration generally leads to an increase of cloud liquid water path in GCMs. This effect may be systematically overpredicted in GCMs, because they are unable to resolve other associated processes. For example, smaller cloud droplets in clouds affected by increased aerosol concentration may evaporate more readily, increasing the entrainment of dry air and thereby reducing cloud lifetime (Jiang et al., 2006) . Such interactions are usually not resolved by the cloud schemes in current GCMs. Note that two models (MRI-CGCM3 and MIROC5) also include aerosol effects on ice clouds, though it is unclear how this influences the aerosol ERF in these models. Figure 10a shows a correlation (r) of -0.54 between aerosol ERF and projected warming in RCP4.5, with a level of significance (p) of 0.03. For comparison, panel b shows the correlation for the historical period, which is markedly stronger (r = 0.87). Aerosol ERF accounts for 76 % of the inter-model variance in simulated historical global-mean warming. The stronger correlation in the historical period presumably occurs because the net forcing is much weaker than in RCP4.5, so climate feedbacks are much weaker. Also, as noted above, we use historical aerosol ERF as a proxy for future aerosol ERF, and this probably contributes to the scatter seen in Fig. 10a .
Although the main focus of this paper is on RCP4.5, the good correlation between aerosol ERF and simulated historical warming suggests that this might provide a useful "topdown" estimate of aerosol ERF. The observed 1850-2005 surface warming from HadCRUT4 (Morice et al., 2012) is 0.66 • C, shown as the dashed horizontal line in Fig. 10b . The intersection of the regression line with the observed temperature change implies an estimated aerosol ERF of −1.04 W m −2 , if this subset of CMIP5 models has no systematic bias in equilibrium climate sensitivity or ocean heat uptake.
Using a similar approach with several CMIP5 models, Shindell et al. (2013a) suggested that aerosol ERF of about -0.8 to -1.5 W m −2 is consistent with the observed historical warming; their uncertainty estimate incorporated the use of observed temperature change from two different data sets and different rates of warming in individual ensemble members in the CMIP5 models. A larger estimate of observed temperature change in the GISS data set (Hansen et al., 2006) than in HadCRUT3 (Brohan et al., 2006) suggested a slightly less negative value for aerosol ERF based on the GISS data set.
The full uncertainty range for such top-down calculations may be even larger than the range given by Shindell et al. (2013a) , due to uncertainties in observed temperature changes, climate sensitivity and ocean heat uptake. For example, Hansen et al. (2011) argued that their GCM (and many others) have excessive heat uptake by the deep ocean; after adjusting the temporal response function to account for this, they estimated aerosol forcing as −1.6 ± 0.3 W m −2 by comparison with observational records. On the other hand, Libardoni and Forest (2011) obtained a much smaller aerosol forcing (−0.19 to −0.83 W m −2 ), with substantial sensitivity to the choice of observational data sets. A complementary approach uses satellite retrievals to constrain model calculations; for example, Quaas et al. (2009) 
Recently, IPCC (2013) provided a best estimate of aerosol ERF (for 2011 relative to 1750) of -0.9 W m −2 , which is smaller in magnitude than the forcing estimate from the 2007 report. However, the uncertainty range remains large (-0.1 to -1.9 W m −2 ).
Although the evidence presented here is mixed, it seems more likely than not that our model's aerosol ERF at the TOA (−1.4 W m −2 in 2000) is too strong. On the other hand, CSIRO-Mk3.6 tends to underestimate atmospheric aerosol absorption of shortwave radiation, in common with other models (Shindell et al., 2013a) . This is likely due to a combination of underestimated BC concentrations and underestimated absorption per unit mass .
Global-mean precipitation
Are changes in global precipitation similarly constrained by TOA aerosol ERF in these models? Figure 11 shows that for both RCP4.5 (r = −0.56) and the historical runs (r = 0.83), the correlation is comparable to what we found for temperature. In the historical runs, models with relatively strong aerosol ERF (less than about −1.1 W m −2 ) tend to have negative precipitation changes, despite increasing global-mean T s . This reflects the larger hydrological sensitivity for aerosol forcing compared to GHG forcing (Sect. 3.2).
The projected precipitation change for GISS-E2-R is plotted below the regression line in Fig. 11a . A similar result was seen for temperature in Fig. 10a . In other words, its response is relatively subdued in RCP4.5, consistent with its inclusion of nitrate. However, it does not appear as an outlier relative to the other models, which suggests that inclusion of nitrate may not be a dominant factor that modulates the aerosolinduced response in RCP4.5. As indicated by Bellouin et al. (2011) , nitrate is likely to be relatively more important in the other RCPs, in which it can substantially reduce the impact of decreasing SO 2 emissions.
Hemispheric means
In Fig. 12 we plot hemispheric-mean near-surface temperature changes against hemispheric-mean aerosol ERF. The average aerosol ERF across 12 models is −1.73 W m −2 in the NH and −0.56 W m −2 in the SH. The correlations are bet-ter in the NH than the SH, due to stronger aerosol forcing in the NH, though they are still significant in the SH. As seen for the global means, the correlations are also better in the historical experiments than in RCP4.5. All the models have larger warming in the NH than the SH in RCP4.5. This is not the case for several of the historical experiments, in which increasing aerosols tend to cool the NH relative to the SH.
Some of the scatter seen in RCP4.5 (panels a and c) is due to the fact that aerosol ERF in 2100 is not the same as in 1850. For example, the smallest NH warming in RCP4.5 is obtained from GISS-E2-R, which probably reflects the influence of nitrate in that model.
Top-down estimates of aerosol ERF are again shown by the vertical dashed lines, namely −1.60 W m −2 in the NH and −0.42 W m −2 in the SH. These are likely to be more uncertain than the global-mean estimates in Sect. 5.1.
Similar hemispheric scatter plots are shown for precipitation in Fig. 13 . As expected, the correlation of both historical and projected precipitation changes with aerosol ERF is stronger in the historical experiments than in RCP4.5, and stronger in the NH than the SH. In the historical experiments, correlations are highly significant in the NH, and in the SH the correlation is significant at 5 %. Although the correlation in the SH is weak in RCP4.5 (panel c), it is worth noting that the regression line has a reversed slope compared to that in the NH (panel a). This suggests that, at least in some of the models, the SH precipitation response is partly controlled by compensating tropical subsidence relative to the NH (as we saw in CSIRO-Mk3.6).
Such dynamic effects may strengthen the relationship between aerosol ERF and projected precipitation changes in the NH, and weaken it in the SH. One way to see this is to compare the regression slopes in RCP4.5 between temperature and aerosol ERF (Figs. 10 and 12) with those between precipitation and aerosol ERF ( Figs. 11 and 13 ). For temperature, these are similar in the global mean, the NH and the SH (−0.57, −0.58 and −0.60 K (W m −2 ) −1 , respectively). For precipitation, there is a large difference between the regression slope based on global means (−0.04 mm per day (W m −2 ) −1 ) and the slopes in the NH and SH (−0.07 and 0.02 mm per day (W m −2 ) −1 , respectively).
This point is further reinforced by plotting the regression line that relates global-mean precipitation changes to aerosol ERF (from Fig. 11a ) on the same axes as the projected changes in hemispheric precipitation (the dashed lines in Fig. 13a and c) . The dashed lines represent the expected changes in projected hemispheric precipitation if the global relationship between aerosol ERF and precipitation holds on hemispheric scales. In the NH, all except two models have precipitation changes that are larger than expected from this relationship, whereas in the SH all models except one have precipitation changes that are smaller than expected. Over-all, 10 of 13 models lie above the dashed curve in the NH and below the dashed curve in the SH.
Taken together, these results suggest that most of the models show an inter-hemispheric dynamic response to declining AAs; this dynamic effect tends to increase precipitation in the NH, and decrease it in the SH, relative to the expected change from hemispheric-mean aerosol ERF. It should be noted that these arguments are quite simplified; for example, we have not considered the role of aerosol atmospheric ERF, which may increase the precipitation response in models with stronger atmospheric heating by black carbon (Sect. 3.2). A more rigorous assessment would probably require analysis of the circulation trends in the various models.
Summary and conclusions
We focused on the medium-low RCP4.5 scenario, and assessed simulated global and hemispheric-scale effects of declining aerosols in CSIRO-Mk3.6. We also compared aspects Fig. 11a , namely, the relation between projected changes in global-mean precipitation and global-mean aerosol ERF. of our results with other CMIP5 models for which estimates of aerosol ERF were available. Our simulations were forced by changes in emissions of sulfur dioxide, organic aerosol and black carbon from anthropogenic sources and biomass burning, and changing prescribed concentrations of longlived GHGs and ozone.
We calculated the aerosol effective radiative forcing (ERF) using a series of atmospheric simulations with prescribed sea-surface temperatures, and compared the aerosol ERF with similar calculations of the ERF from increasing longlived GHGs. We then compared two 10-member ensembles that used the coupled atmosphere-ocean version of the model. One (RCP45) was forced by the usual RCP4.5 during 2006-2100; the other (RCP45A2005) used identical forcing, except that emissions of anthropogenic aerosols and precursors were fixed at 2005 levels. Assuming linearity, the effects of declining aerosols were diagnosed from RCP45 minus RCP45A2005, while RCP45A2005 represented the effects of changes in GHGs. Since changes in tropospheric ozone are relatively small in RCP4.5, and our focus was on global and hemispheric-mean trends, to a good approximation RCP45A2005 represented the effects of increasing longlived GHGs in RCP4.5.
Relative to 1850, global-mean aerosol ERF at the top of the atmosphere was −1.40 W m −2 in 2000 and −1.47 W m −2 in 2005. Relative to 2005, aerosol ERF was 1.46 W m −2 in 2100, i.e., it approximately returned to 1850 levels. In our runs, increasing long-lived GHGs and declining aerosols exerted a positive ERF of similar magnitude at the top of the atmosphere between 2005 and 2100, but they had opposing effects on radiative heating within the atmosphere. Increasing GHGs exerted positive ERF in the atmosphere (+1.00 W m −2 ), whereas declining aerosols exerted negative ERF (−0.86 W m −2 ) due to reduced absorption of shortwave radiation by black carbon. This difference was also reflected in the corresponding ERF at the surface (+2.32 W m −2 for declining aerosols, versus +0.54 W m −2 for increasing longlived GHGs).
The global-mean 2006-2100 projected surface warming in RCP45 was 2.3 • C, of which almost half (1.1 • C) was caused by declining aerosols. The warming due to declining aerosols was almost twice as strong in the NH as in the SH, whereas that due to increasing GHGs was similar in the two hemispheres.
Comparing declining aerosols with increasing GHGs, different radiative forcing at the surface and in the atmosphere had important implications for the hydrological cycle. For precipitation changes, the simulated effects of declining aerosols were substantially larger than those of increasing GHGs. Globally, 63 % of the projected 2006-2100 precipitation increase of 0.16 mm per day in RCP45 was caused by declining aerosols, and in the NH the corresponding proportion was even higher (72 %). The ratio of NH/SH precipitation change in RCP45 was much larger than suggested by the inter-hemispheric ratio in ERF. We showed that this was likely associated with changes in the Hadley circulation induced by declining aerosols; increasing ascent (subsidence) in the tropics of the NH (SH) increased the ratio of NH/SH precipitation change.
Our global-mean results are similar to those of Levy et al. (2013) , who described an analogous experiment with the GFDL-CM3 model. They obtained additional global-mean warming due to declining aerosols of approximately 1 • C during 2006-2100 (compared to 1.1 • C in CSIRO-Mk3.6). For precipitation, Levy et al. (2013) found that declining aerosols caused an increase of approximately 0.1 mm per day, which is similar to the result from CSIRO-Mk3.6 (0.10 mm per day).
The above findings in a model with relatively strong present-day aerosol ERF raised interesting questions about similar effects in other CMIP5 models. Using data from 13 CMIP5 models (for which aerosol ERF could be calculated from fixed-SST experiments), we found that projected global-mean surface warming in RCP4.5 tends to be larger in the models that have more negative aerosol ERF in the present climate (r = −0.54, p = 0.03). A similar correlation was found for global-mean precipitation changes (r = −0.56, p = 0.02).
Correlations between global-mean aerosol ERF and historical (1850-2005) simulated changes were much stronger (r = 0.87 for surface temperature and r = 0.83 for precipitation). We attributed this to weaker net forcing in the historical experiments than in RCP4.5. These results imply that aerosol ERF is the primary determinant of inter-model variations in simulated historical changes in global-mean surface temperature and precipitation. We took advantage of the strong correlation for surface temperature to calculate a simple top-down estimate of global-mean aerosol ERF for the year 2000 (−1.04 W m −2 , assuming that these models have no systematic bias in equilibrium climate sensitivity or ocean heat uptake). As discussed in Sect. 5.1, there is large uncertainty associated with this estimate.
Considering hemispheric-mean changes in surface temperature and precipitation, correlations with aerosol ERF were stronger in the NH than the SH. Even in the SH, signif-icant correlations were obtained between hemispheric-mean aerosol ERF and simulated surface temperature and precipitation changes. A clear exception was projected precipitation change in the SH, which suggested a degree of dynamical control from the Hadley circulation in the NH.
Aerosol ERF in 2100 was not available for the other CMIP5 models, and our approach was based on the tacit assumption that aerosol ERF returns to roughly 19th century values by 2100 in these models (as it did in CSIRO-Mk3.6). The extent to which this is true will vary among the models. For example, it may not be a good assumption for GISS-E2-R, which is the only model we considered that treats nitrate aerosol. Nitrate is expected to offset the effects of declines in other aerosol species, since emissions of ammonia from agriculture are projected to increase in the RCPs (though less so in RCP4.5 than in the other RCPs).
Our results suggest that the effects of declining aerosols in some respects resemble the effects of increasing GHGs, and in other respects are quite distinct. Thus, it is only partly accurate to think of declining aerosols as "unmasking" global warming, as asked in the title of this paper. Both forcings increase global-mean temperature, but aerosols act more strongly in the NH than the SH. Aside from stronger effects on surface temperature in the NH than the SH from aerosols, this also implies a different response of atmospheric circulation for declining aerosols and increasing GHGs, which we showed for the Hadley circulation in Fig. 8 . Recent work suggests that such changes in the Hadley circulation can affect the mid-latitude jet streams, especially in the SH in austral winter (Ceppi et al., 2013) ; in view of the distance of the SH eddy-driven jet from the location of strongest aerosol forcing in the NH, this is an intriguing topic for further research.
Further, the combination of positive TOA ERF and negative atmospheric ERF from declining aerosols implies a substantially stronger response of global precipitation than from increasing long-lived GHGs. This has previously been noted in equilibrium climate simulations by Kloster et al. (2010) . Although the larger hydrological sensitivity of aerosol forcing compared to long-lived GHGs has been discussed in a number of studies, it is perhaps more noticeable in these projections than in the more familiar case of historically increasing aerosols, because here both forcing agents contribute to global warming and increasing precipitation. This paper has focused on aerosols, which contribute the largest uncertainty to radiative forcing. This compounds the uncertainty caused by climate feedbacks, especially those related to clouds (Dufresne and Bony, 2008) . However, the effective radiative forcing due to increasing CO 2 also shows substantial variation among CMIP5 models, due to different rapid adjustments of the atmosphere and land surface ; this would also contribute to the scatter seen in Sect. 5.
Our results suggest that, in the medium-low RCP4.5 scenario, the response of CMIP5 models is substantially modulated by their present-day aerosol ERF. The relative importance of declining aerosols will presumably be smaller in RCP8.5, but larger in RCP2.6. Systematic efforts are needed to better quantify the role of declining aerosols in climate projections.
