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Clique immersions and independence number
Sebastia´n Bustamante∗, Daniel A. Quiroz†, Maya Stein‡ and Jose´ Zamora§
Abstract
The analogue of Hadwiger’s conjecture for the immersion order states that every
graph G contains Kχ(G) as an immersion. If true, it would imply that every graph
with n vertices and independence number α contains K⌈n
α
⌉ as an immersion.
The best currently known bound for this conjecture is due to Gauthier, Le and
Wollan, who recently proved that every graph G contains an immersion of a clique on⌈χ(G)−4
3.54
⌉
vertices. Their result implies that every n-vertex graph with independence
number α contains an immersion of a clique on
⌈
n
3.54α − 1.13
⌉
vertices.
We improve on this result for all α ≥ 3, by showing that every n-vertex graph
with independence number α ≥ 3 contains an immersion of a clique on ⌊ 4n9(α−1)
⌋−⌊α2 ⌋
vertices.
Keywords: Graph immersion, independence number, Hadwiger’s conjecture, clique
1 Introduction
A famous conjecture of Hadwiger [14] states that every graph G of chromatic number
χ(G) ≥ t contains Kt as a minor. The conjecture is only known to be true for t ≤ 6,
and probably hard for larger values of t, as the proofs for cases t = 5, 6 already depend
on the Four Color Theorem. In general, the best bound currently known comes from
(independent) results of Kostochka [17] and Thomason [25] which imply that every graph G
with χ(G) ≥ t contains a minor of a clique on ⌈ t
f(t)
⌉ vertices, where f(t) ∈ O(√log t).
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It is easy to see that χ(G) ≥ ⌈ n
α(G)
⌉ for every n-vertex graph G, where α(G) denotes the
independence number of G. So, Hadwiger’s conjecture, if true, implies that every n-vertex
graph contains a clique minor of order at least ⌈ n
α(G)
⌉. Duchet and Meyniel [10] conjectured
that this holds. Note that the order of this clique minor would be best possible as G could
be the disjoint union of cliques.
Providing evidence for their conjecture, Duchet and Meyniel [10] proved that every
graph G on n vertices contains a clique minor of order ⌈ n
2α(G)−1
⌉. There have been several
improvements on the order of the clique minor [4, 12, 15, 16, 28], the best bound, due to
Balogh and Kostochka [3], being ⌈ n
cα(G)
⌉, where c is a constant with c < 1.95.
The focus of this paper is an analogous result replacing minors with immersions. A
graph G is said to contain another graph H as an immersion if there exists an injective
function φ : V (H)→ V (G) such that:
(I) For every uv ∈ E(H), there is a path in G, denoted Puv, with endpoints φ(u)
and φ(v).
(II) The paths in {Puv | uv ∈ E(H)} are pairwise edge disjoint.
The vertices in φ(V (H)) are called the branch vertices of the immersion. If branch vertices
are not allowed to appear as interior vertices on paths Puv, the immersion is called strong.
The minor order and the immersion order are not comparable. The class of planar
graphs, while excluding K5 as a minor, contains all cliques as immersions. On the other
hand, the class of graphs with maximum degree at most d, while excluding Kd+2 as an
immersion, contains all cliques as minors. However, the two relations do share some im-
portant similarities. Both of them are well-quasi-orders [21, 22], and both notions are
generalizations of topological minors. Possibly inspired by such similarities, Lescure and
Meyniel [18] proposed an analogue of Hadwiger’s conjecture for strong immersions. Later,
Abu-Khzam and Langston [1] weakened their conjecture to the following form.
Conjecture 1 ([1, 18]). Every graph G with χ(G) ≥ t contains Kt as an immersion.
This conjecture and its strong version have received much attention recently, and have
been tackled with more success than their minor counterpart. The cases 1 ≤ t ≤ 4 follow
from the fact that Hajo´s’ Conjecture is true for these cases [9]. The cases 5 ≤ t ≤ 7 of
Conjecture 1 were established by Lescure and Meyniel [18] and by DeVos, Kawarabayashi,
Mohar, and Okamura [8].
For general values of t, the first linear lower bound for Conjecture 1 was given by
DeVos, Dvorˇa´k, Fox, McDonald, Mohar, and Scheide [7]. They proved that every graph G
contains an immersion of a clique on
⌈
χ(G)
200
⌉
vertices. Dvorˇa´k and Yepremyan [11] improved
this bound to
⌈
χ(G)−7
11
⌉
. The best currently known lower bound for Conjecture 1 is due to
Gauthier, Le and Wollan [13] who showed that every graph G contains an immersion of a
clique on
⌈
χ(G)−4
3.54
⌉
. This implies the following.
Theorem 2 (Gauthier, Le and Wollan [13]). Every n-vertex graph G contains an immer-
sion of a clique on
⌈
n
3.54α(G)
− 1.13⌉ vertices.
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It seems natural to ask whether the bound from Theorem 2 can be improved with-
out necessarily improving Gauthier, Le and Wollan’s underlying result that relates the
chromatic number and the size of clique immersions, as Duchet and Meyniel did in the
context of graph minors. The first attempt in this direction (actually earlier than [13])
has been carried out by Vergara [27]. She conjectured that every n-vertex graph with
independence number 2 contains an immersion of K⌈n
2
⌉, and showed that this conjecture is
equivalent to Conjecture 1 for graphs of independence number 2. In support of her conjec-
ture, Vergara proved that every graph on n vertices and independence number 2 contains
a K⌈n
3
⌉-immersion. Her result was improved by Gauthier, Le and Wollan [13] as follows.
Theorem 3 (Gauthier, Le and Wollan [13]). Every n-vertex graph with independence
number 2 contains K2⌊n
5
⌋ as an immersion.
Extending the conjecture of Vergara, we make the following conjecture for general
independence number.
Conjecture 4. Every n-vertex graph G contains K⌈ n
α(G)
⌉ as an immersion.
This conjecture is best possible, since (as mentioned earlier for the case of minors) the
graph G could be the disjoint union of cliques.
Our main result improves on Theorem 2 for every G with α(G) ≥ 3, giving more
evidence in support of Conjecture 4, and thus of Conjecture 1.
Theorem 5. Every n-vertex graph G with α(G) ≥ 3 contains an immersion of a clique on
⌊ 4n
9(α(G)−1)
⌋ − ⌊α(G)
2
⌋ vertices.
In the literature, several other types of immersions have been distinguished (apart from
immersions and strong immersions). If all the paths Puv from (I) have length at most k,
then H is called a k-immersion of G. If all the paths Puv have odd length then H is an
odd immersion.
Actually, Theorems 2 and 3 as well as the precursor results give strong immersions.
Moreover, one can read from the proof of Theorem 3 that the immersion from that theorem
is a strong odd 5-immersion. While no such information can be deduced for Theorem 2, it
is not difficult to verify that the proof of our Theorem 5 does imply a stronger statement.
Remark 6. The immersion from Theorem 5 is a strong odd (2α(G)− 1)-immersion.
In particular, this means that our result not only gives further evidence for Conjectures 1
and 4, but also for a stronger conjecture of Churchley [6] stating that every graph of
chromatic number at least t contains Kt as an odd immersion.
The structure of the paper is as follows. In the next section (Section 2) we introduce
the auxiliary graphs Aα and prove a crucial lemma, Lemma 9. This lemma will be used
at the end of the proof of Theorem 5, which will be given in Section 3. In Section 4, we
conclude by showing that Conjecture 4 ceases to be sharp for triangle-free graphs.
An extended abstract [5] announcing a weaker version of Theorem 5 includes an alter-
native proof for the case α(G) = 3, and also announces a slightly (by one vertex) better
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bound for the case α(G) = 4. This bound can be proved by following the proof of The-
orem 5 given in the present paper and taking a bit more care with the calculations. We
leave the details to the interested reader.
2 The graph Aα and its minimal cuts
In this section we give key definitions and prove some crucial ingredients for the proof of
Theorem 5.
2.1 Minimal cuts and blow-ups
We first need to introduce some standard notation on (vertex-)cuts. Let G be a graph.
For A,B ⊆ V (G), an A-B cut is a set C ⊆ V (G) such that G \ C contains no path from
A to B. (Slightly abusing notation, we might sometimes write a-B cut if A = {a}.) If C
is an A-B cut we also say C is a cut separating A and B. We say C is minimal if for every
x ∈ C, we have that C \ {x} is not an A-B cut. We say C is minimum if |C| ≤ |C ′| for
every other A-B cut C ′.
Let N denote the set of non-negative integers. For a graph G and f : V (G) → N a
function, an f -blow-up of G is a graph that can be obtained from G by replacing each vertex
v ∈ V (G) with an independent set B(v) satisfying |B(v)| = f(v), and B(v) ∩B(u) = ∅ if
v 6= u, and having the edge xy, for x ∈ B(v), y ∈ B(u), if and only if uv ∈ E(G). We let
B(X) =
⋃
v∈X B(v) for every X ⊆ V (G).
We leave the proof of the following lemma to the reader.
Lemma 7. Let G be a graph, let f : V (G) → N, and let X, Y ⊆ V (G). Let B be an
f -blow-up of G, and let CB a minimum B(Y )-B(X) cut in B. Then C := {v ∈ V (G) :
B(v) ∩ CB 6= ∅} is a minimal X-Y cut in G and CB =
⋃
v∈C B(v).
2.2 The auxiliary graph Aα
We now define a family of graphs {Aα}α≥2. These graphs will represent, in a simplified
way, the structure that arises when trying to find the desired immersion for our theorem
by induction.
More precisely, in the proof, we will assume a graph G, after deleting an independent
set I, already contains a complete immersion which only lacks one vertex to have the desired
size. We need to add connections from a new vertex aα ∈ I to the old branch vertices,
but have to make sure that we do not use edges already occupied for the clique immersion.
We will see later that if the paths from aα to the old branch vertices alternate between
specific sets of V (G), they automatically avoid any previously occupied edges. But then
we need to make sure there are enough of these paths. This is where the graph Aα comes
in, modeling subsets of V (G) through its vertices dS and xS . The vertex aα is represented
by vertex dα. The gateway to the old branch vertices are the vertices dS.
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There is another auxiliary graph involved in our proof, and this is a blow-up of Aα.
The function which defines this blow-up varies with the graph G, this blow-up being the
connection between our arbitrary graph G (of independence number α) and our fixed
graph Aα. So it is good to think of each vertex (except dα) of the auxiliary graph Aα as
representing a subsets of V (G), and each edge representing a complete bipartite subgraph.
Yet, the blow-up of Aα is not necessarily (isomorphic to) a subgraph of G. The exact
relation between the blow-up of Aα and G will be clarified later. For the final structural
analysis however, it is easier (and sufficient) to restrict our attention to Aα.
For a given α ≥ 2 we define the graph Aα as the one having the following as its vertices,
• a vertex dα;
• a vertex dS for every nonempty S ⊆ {1, . . . , α− 1}; and
• a vertex xS for every S ⊆ {1, . . . , α} with |S| ≥ 2;
and the following as its edges
• the edge dαxS, for every S ⊆ {1, . . . , α} with α ∈ S, and |S| ≥ 2;
• the edge dSxT , for each pair S, T ⊆ {1, . . . , α} with α /∈ S, |T | ≥ 2, and S ∩ T 6= ∅;
• the edge xSxT , for each pair S, T ⊆ {1, . . . , α} with |S|, |T | ≥ 2, and S ∩ T 6= ∅.
We write
Dα := {dS | S ⊆ {1, . . . , α− 1}, S 6= ∅},
and observe that
NAα(dT ) ⊆ NAα(dS) (1)
for all T ⊂ S, with dT , dS ∈ Dα.
Since we plan to use Menger’s theorem later for finding the connections between the
new branch vertex and the old ones, we will be interested in minimum cuts of the original
graph G. Here we investigate the minimal cuts of the graphs Aα, and later use Lemma 7
to translate what we find here into information about the cuts of G. The following lemma
contains all the important properties of minimal cuts we will use.
Lemma 8. Let α ≥ 2 and let C be a minimal dα-Dα cut in Aα such that C 6= {dα}. Then
all of the following hold, for each S ⊂ {1, . . . , α− 1}.
(a) If dS /∈ C, then dT /∈ C for every T ⊂ S.
(b) If xS∪{α} /∈ C, then xT∪{α} /∈ C for every T ⊂ S.
(c) If dS /∈ C, and if xT∪{α} /∈ C for some T ⊆ {1, . . . , α − 1}, then xR ∈ C for every
R ⊆ {1, . . . , α− 1} with R ∩ S 6= ∅ 6= R ∩ T .
(d) We have dS /∈ C if and only if xT∪{α} ∈ C for every T ⊆ {1, . . . , α−1} with T ∩S 6= ∅.
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Proof. We first prove (a). Assume there is T ⊂ S with dT ∈ C. Since C is minimal,
Aα \ (C − dT ) contains a dT -dα path. But then, by (1), either Aα \ C contains a dS-dα
path, which is impossible, or dS ∈ C, which is as desired. This proves (a).
Property (b) can be proved using similar arguments, and for property (c), it suffices to
consider the path dSxRxT∪{α}dα.
Let us now prove (d). Suppose first that we have dS /∈ C. If T ∩ S 6= ∅, consider the
path dSxT∪{α}dα. This path has to meet C, and thus we have xT∪{α} ∈ C.
Suppose now that xT∪{α} ∈ C for every T with T ∩ S 6= ∅. For a contradiction,
assume dS ∈ C. Since C is minimal, there must be a dS-dα path in Aα \ (C − dS). Let
P = dSxRk . . . xR1xR0dα be a minimum length path among these. By hypothesis we have
that k ≥ 1.
Let us show that there exists U 6= ∅ such that U ⊆ Rk and xU∪{α} ∈ C. If k = 1,
then by definition of P , we have S ∩ R1 6= ∅. So we can take U = S ∩ R1 (notice that
xU∪{α} ∈ C by hypothesis). If k ≥ 2, we note that since P is of minimum length, the path
dSxRkxRk∪{α}dα meets C, which implies xRk∪{α} ∈ C. So we can take U = Rk.
By minimality of C, the graph Aα \ (C − xU∪{α}) contains a Dα-dα path that passes
through xU∪{α}. Let xW , or alternatively dW , be the vertex before xU∪{α} on this path.
Then α /∈ W , and thus Aα \ C contains a Dα-xU path P ′. Since U ⊆ Rk, we see that
P ′xRk . . . xR1xR0dα is or contains a Dα-dα path that avoids C, a contradiction.
We are now ready to show the crucial lemma for the proof of Theorem 5.
Lemma 9. Let α ≥ 2 and let C be a minimal dα-Dα cut in Aα such that C 6= {dα}. Then
there are two (possibly empty) disjoint sets J1 and J2, such that J1 ∪ J2 = {1, . . . , α − 1}
and
(i) xS ∈ C for every S ⊆ {1, . . . , α− 1} with J1 ∩ S 6= ∅ 6= J2 ∩ S;
(ii) xS∪{α} ∈ C for every S ⊆ {1, . . . , α− 1} with J2 ∩ S 6= ∅;
(iii) If J2 = ∅ then dS ∈ C for every S ⊆ {1, . . . , α− 1}.
Proof. Let J1 be the smallest subset of {1, . . . , α−1} such that for every T with xT∪{α} /∈ C
we have T ⊆ J1. Let J2 be the smallest subset of {1, . . . , α− 1} such that for every S with
dS /∈ C we have S ⊆ J2. This proves (iii).
By Lemma 8 (d), we know that if dS /∈ C then xT∪{α} ∈ C for every S, T ⊆ {1, . . . , α−1}
with S ∩ T 6= ∅. This implies that J1 ∩ J2 = ∅. Moreover, if there exists i ∈ {1, . . . , α −
1} \ (J1 ∪ J2), then we have x{i}∪{α} ∈ C and d{i} ∈ C, which contradicts Lemma 8 (d).
Thus, we also have J1 ∪ J2 = {1, . . . , α− 1}.
By Lemma 8 (a) and (b), it follows that for every i ∈ J1 and every j ∈ J2 we have
x{i}∪{α} /∈ C and d{j} /∈ C. This implies, by Lemma 8 (c), that for every i ∈ J1 and every
j ∈ J2 we have xS ∈ C for every S ⊆ {1, . . . , α−1} with i, j ∈ S. Thus (i) holds. Moreover,
Lemma 8 (d) implies that for every j ∈ J2 we have xS∪{α} ∈ C for every S ⊆ {1, . . . , α−1}
with j ∈ S, and therefore, also (ii) holds.
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3 The proof of Theorem 5
Theorem 5 follows immediately from the following result.
Theorem 10. Suppose β1 = 1, β2 =
5
2
and βi =
9
4
(i−1) for all i ≥ 3. Let G be an n-vertex
graph with independence number at most α. Then G contains an immersion of a clique on
⌊ n
βα
⌋ − ⌊α
2
⌋ vertices.
For the proof of Theorem 10 we need a quick definition. Given a graph G and a vertex
v ∈ V (G), let N¯(v) := V (G) \ (N(v) ∪ v).
Proof of Theorem 10. We proceed by induction on α. The statement is trivially true for
α = 1, and true for α = 2 by Theorem 3. We now prove it for α ≥ 3. In turn, we do this
by induction on n. The statement is trivially true for all n with ⌊ n
βα
⌋ − ⌊α
2
⌋ ≤ 2.
If G has independence number at most α − 1, then our induction on α tells us that
we have a clique immersion of the desired size. Hence, we can assume the independence
number of G is equal to α. Therefore, we can consider a maximum independent set
I = {a1, . . . , aα} of G. By induction on n, we know that G − I contains an immersion of
K⌊n−α
βα
⌋−⌊α
2
⌋, with branch vertices M . To prove the result it suffices to add a new branch
vertex to this immersion. We will show that this is indeed possible, unless G contains some
other immersion of the correct size.
Set Q := V (G) \ (I ∪M) and note that
|Q| = n− α− (
⌊n− α
βα
⌋
−
⌊α
2
⌋
) >
βα − 1
βα
n−
⌈α
2
⌉
. (2)
Set Ni := N(ai) and N¯i := N¯(ai) for i = 1, . . . , α. Since G has independence number α,
we know that if S ⊆ {1, . . . , α} then G[⋂i∈S N¯i] has independence number at most α−|S|.
Hence, we may assume that
∣∣∣
⋂
i∈S
N¯i
∣∣∣ < βα−|S|
βα
n, for every S ⊆ {1, . . . , α}, 1 ≤ |S| ≤ α− 1 (3)
as otherwise, by induction on α, there would be some S such that G[
⋂
i∈S N¯i] contains an
immersion of K⌊ n
βα
⌋−⌊α
2
⌋.
Suppose, for a contradiction, there exist i such that |M ∩ N¯i| ≥ |
⋃
j 6=iQ ∩ Ni ∩ Nj|.
Notice that Q = (
⋂
j 6=iQ∩ N¯j) ∪ (
⋃
j 6=iQ∩Ni ∩Nj)∪ (Q∩ N¯i). Since
⋂
j 6=i N¯j is a clique,
we obtain
|Q| ≤
⌊ n
βα
⌋
−
⌊α
2
⌋
− 1 + |M ∩ N¯i|+ |Q ∩ N¯i|
≤ n
βα
−
⌊α
2
⌋
− 1 + |N¯i|
<
n
βα
−
⌊α
2
⌋
− 1 + βα−1
βα
n
=
βα−1 + 1
βα
n−
⌊α
2
⌋
− 1,
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where the third inequality comes from (3). This contradicts (2), since by definition of βα,
we know that βα ≥ βα−1 + 2. Thus, for each i ∈ {1, . . . , α} we have |M ∩ N¯i| < |
⋃
j 6=iQ ∩
Ni ∩Nj |.
Without loss of generality we can assume |M ∩ N¯α| = mini∈{1,...,α} |M ∩ N¯i| and so
|M ∩ N¯α| <
∣∣∣
⋃
j 6=i
Q ∩Ni ∩Nj
∣∣∣, for every 1 ≤ i ≤ α. (4)
We claim that if I1 and I2 6= ∅ are disjoint and satisfy I1 ∪ I2 = {1, . . . , α− 1}, then
∣∣∣Q ∩
( ⋃
i∈I1∪{α}
Ni
)
∩
(⋃
j∈I2
Nj
)∣∣∣ ≥ |M ∩ N¯α|. (5)
For the case I1 = ∅ and the case |I2| = 1, this follows by (4). So we assume I1 6= ∅ and
|I2| ≥ 2, and note that we have
∣∣∣Q ∩
( ⋃
i∈I1∪{α}
Ni
)
∩
(⋃
j∈I2
Nj
)∣∣∣ ≥ n− |M | −
∣∣∣
⋂
i∈I1∪{α}
N¯i
∣∣∣−
∣∣∣
⋂
j∈I2
N¯j
∣∣∣
>
(
βα − 1− βα−(|I1|+1) − βα−|I2|
) n
βα
≥ n
βα
,
where the second inequality comes from (3) and the fact that |M | < n
βα
, while the last
inequality holds because, by definition of the βi, it is easy to check that βs+t ≥ βs + βt +2
for all s, t ≥ 2. Now, since n
βα
> |M | ≥ |M ∩ N¯α|, we have proved (5).
Let PG be the set of all paths in G starting in aα and ending inM ∩N¯α which alternate
between the set M ∪ Q and the set I = {a1, . . . , aα} (i.e., each edge in such a path is
incident to one vertex from each set) and have all internal vertices in Q ∪ I \ {aα}1. Since
these paths are all edge disjoint from the paths occupied by the immersion with branch
verticesM , our goal is to show that there exists a collection of |M∩N¯α| edge-disjoint paths
in PG such that all the paths in the collection have different endpoints in M ∩ N¯α. Indeed,
if we find such a collection, then the vertices in M together with the vertex aα would be
the branch vertices of an immersion of the desired size, and this would finish the proof.
Consider the function f : V (Aα) → N (where Aα is the graph defined in Section 2)
defined as follows2:
• f(dα) = n;
• f(dS) = |(M ∩
⋂
i∈S Ni) \
⋃
j∈{1,...,α}\S Nj |, for every S ⊆ {1, . . . , α− 1};
• f(xS) = |(Q ∩
⋂
i∈S Ni) \
⋃
j∈{1,...,α−1}\S Nj|, for every S ⊆ {1, . . . , α}, with |S| ≥ 2.
1Note that if P ∈ PG then the length of P is odd and is at most 2α− 1.
2The value of f(dα) does not really matter, as long as it is at least |M ∩ N¯α|.
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Let B be an f -blow-up of Aα. Let PB be the set of all paths in B with an endpoint
in B(dα) and the other in
⋃
S⊆{1,...,α−1}B(dS).
Let dS (or alternatively xS) and xT with S 6= {α} satisfy f(dS) = |U | and f(xT ) = |W |
for U,W ⊆ V (G) \ I as in the definition of f . If S ∩ T 6= ∅, then U ∪W ⊆ Ni for every
i ∈ S ∩ T . With this in mind, we can see that how paths PB represent paths in PG.
For instance, a path going through the sets B(dα), B(x{2,α}), B(x{1,2}), B(d1) represents a
path aαq2αa2q12a1m1 with q2α ∈ (Q ∩ N2 ∩ Nα) \
⋃
j∈{1,3,...,α−1}Nj , q12 ∈ (Q ∩ N1 ∩ N2) \⋃
j∈{3,4,...,α−1}Nj and m1 ∈ (M ∩N1) \
⋃
j∈{2,3,...,α}Nj . Figure 1 illustrates this example.
N1 ∩Q
N3 ∩QN2 ∩Q
q12
q23
a1
a2
a3
N1 ∩M
m1
N2 ∩M N3 ∩M
d{1,2}d1 d2
x{1,2}
x{1,3}
x{1,2,3}
x{2,3}
d3
P
Figure 1: Left: A graph G with α(G) = 3, and a path P ∈ PG. Right: The path in A3
corresponding to P is shown with dashed edges.
Since the paths in PG alternate between M ∪ Q and I, if P, P ′ ∈ PG satisfy that
V (P ) \ I and V (P ′) \ I are disjoint, then we have that P, P ′ are edge disjoint. Thus,
if there is a family of k vertex disjoint paths in PB, then there is a family of k edge-
disjoint paths in PG having different endpoints in M ∩ N¯α. So, if we can find a family of
|M ∩ N¯α| =
∑
S⊆{1,...,α−1} f(dS) vertex disjoint paths in PB, we are done.
By Menger’s Theorem [19], it suffices to show that every (minimum) cut CB separating
B(dα) from
⋃
S⊆{1,...,α−1}B(dS) fulfills |CB| ≥ |M ∩ N¯α|. Lemma 7, in turn, tells us that
CB =
⋃
v∈C B(v), for some minimal cut C separating dα from Dα in Aα. Altogether, we
can finish the proof by showing that
|
⋃
v∈C
B(v)| ≥ |M ∩ N¯α| for every minimal dα-Dα cut C with C 6= {dα}. (6)
In order to see (6), we take any such cut C and consider the sets J1 and J2 given by
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Lemma 9. If J2 6= ∅, then by definition of f and by (5) we have
|
⋃
v∈C
B(v)| ≥ |
⋃
S⊆{1,...,α−1}:J2∩S 6=∅
B(xS∪{α})|+ |
⋃
S⊆{1,...,α−1}:J1∩S 6=∅ 6=J2∩S
B(xS)|
=
∣∣∣Q ∩
( ⋃
i∈J1∪{α}
Ni
)
∩
(⋃
j∈J2
Nj
)∣∣∣
≥ |M ∩ N¯α|,
as desired. So we can assume J2 = ∅, in which case Lemma 9(iii) guarantees dS ∈ C for
every S ⊆ {1, . . . , α− 1}. But then, the definition of f gives
|
⋃
v∈C
B(v)| ≥ |
⋃
S⊆{1,...,α−1}
B(dS)| = |M ∩ N¯α|.
This completes the proof of (6), and thus the proof of the theorem.
4 A note on triangle-free graphs
In this section we show that Conjecture 4 and the corresponding conjecture for minors
cease to be sharp when we only consider triangle-free graphs (or even Kr-free graphs, for
any fixed r ≥ 2). We thank Robert Morris [20] for this insight.
Ajtai, Komlo´s and Szemere´di [2] showed that every triangle-free n-vertex graph with
average degree at most d has an independent set of size at least c log d
d
n, where c is an
absolute positive constant, which Shearer [23] improved to c = 1 + o(1). This result
together with Thomason’s bound [26] on the average degree of Kt-minor-free graphs gives
that a triangle-free n-vertex graph with independence number α contains a clique minor
of size larger than ⌈n
α
⌉. Turning to immersions, by a result from [13], every Kt-immersion-
free graph has average degree at most 14(t+ 1), and hence for triangle-free graphs we can
obtain an asymptotically larger complete immersion than the one from Conjecture 4.
If we relax triangle-free to Kr-free, with r ≥ 4, one can use similar results [24], to obtain
similar conclusions.
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