On small datasets, discriminatively trained bottleneck features from deep networks commonly outperform more traditional spectral or cepstral features. While these features are typically trained with small, fully-connected networks, recent studies have used more sophisticated networks with great success. We use the recent deep CNN (VGG) network for bottleneck feature extraction-previously used only for low-resource tasksand apply it to the Switchboard English conversational telephone speech task. Unlike features derived from traditional MLP networks, the VGG features outperform cepstral features even when used with BLSTM acoustic models trained on large amounts of data. We achieve the best BBN single system performance when combining the VGG features with a BLSTM acoustic model. When decoding with an n-gram language model, which are used for deployable systems, we have a realistic production system with a WER of 7.4%. This result is competitive with the current state-of-the-art in the literature. While our focus is on realistic single system performance, we further reduce the WER to 6.1% through system combination and using expensive neural network language model rescoring.
Introduction
Neural networks were commonly used to learn features even before the recent resurgence of deep neural networks (DNN) [1] . Several different approaches have been used, but the most common technique is the bottleneck feature [2] . The size of a single hidden layer before the output layer is reduced in size-hence, the term bottleneck. After training the network, the output layer is discarded and the output of the bottleneck layer is used as features for the acoustic model. Bottleneck features offer several advantages. They provide a framework for learning features without relying on handcrafting, though, the bottleneck features must also be trained on some type of feature themselves. In addition, if a two-pass decoding approach is used, the bottleneck features can be speaker-adapted.
The plethora of deep neural networks have mostly been applied to acoustic and language modeling. When applied to feature extraction, the models typically use the standard feedforward DNN structure. In this work we extend our previous work [3] and use a more sophisticated network for feature extraction. While we have previously demonstrated this can be beneficial for small datasets, it was unknown whether the results would hold for a larger dataset like Switchboard. Sercu et al. [4] have also explored using VGG features in the lowresource setting, but with multilingual training data.
Switchboard has long been the standard benchmark for evaluating speech recognition performance on conversational speech. The rise of deep neural networks [5] has led to a flurry of publications on the dataset [6, 7, 8, 9] . With each publication, the error rate on the task slowly decreases, both from improved acoustic models and improved language models.
As the performance has improved, there has also been interest in comparing with human performance. A recent study from Xiong et al. [10] used human transcribers to retranscribe the test set. Surprisingly, they found their combined systems had finally reached parity with human performance on the same task. In the latest result, Saon et al. [9] further improved performance on the same task. However, they also found significantly improved performance when using professional transcribers on the same test set. It seems the question of whether a system has achieved human level performance depends on the quality of both the system and the human.
Regardless of whether these combined systems have reached human level performance, they are computationally expensive. They require many systems, all decoded separately, to be combined. Each system also uses expensive neural network language model rescoring. These neural network language models improve performance, but are currently too expensive to be used in realistic systems. In this work we focus on a small number of systems using n-gram language models. However, in order to fairly compare with previous results, we also include results using recurrent neural network (RNN) language model rescoring. Using VGG-based bottleneck features allows us to achieve performance comparable with other results in the literature using n-gram language models. The bottleneck networks are also smaller and faster to train than full VGG acoustic models. We show that the VGG features can be used in BLSTM acoustic models to combine the benefits of the convolutional and recurrent networks.
In Section 2 we describe the VGG-based bottleneck features. Our experimental setup and data are described in Section 3. Results comparing the VGG bottleneck features with other types of features are shown in Section 4. In Section 5, we discuss system combination performance and results with RNN language model rescoring. Finally, conclusions are presented in Section 6.
VGG-based Bottleneck Features
The vision community has had success using very deep convolutional networks [11] -commonly called VGG networks. Recently, these networks have been applied to speech recognition too [12] . Prior to this recent work, most systems that used convolutional layers used either just one or two layers [13, 14] . The VGG networks use a large number of convolutional layers, each with a filter size of 3x3. Typically, pooling is applied after every two or three convolutional layers. As the pooling reduces the total number of features, the number of filters is typically increased after the pooling to maintain the same modeling capacity. The additional layers give a large improvement over the An obvious extension is to use the VGG network to generate bottleneck features. Bottleneck features have long been used in ASR and have seen a resurgence along with deep modeling. They are now commonly used for feature extraction [15, 16, 17] and are one approach to incorporating large amounts of multilingual data for under-resourced languages [18] . These networks nearly always consist of several fully connected layers followed by a bottleneck layer and a final fully connected layer before the output. After training, all layers after the bottleneck layer are discarded.
VGG networks have been used for feature extraction in the low-resource setting [3] . The VGG-based features gave significant gains over other types of bottleneck features. Sercu et al. [4] also applied VGG features in a similar setting, but used multilingual training. However, while the performance using VGG features was better than other types of features, using multilingual LSTM models gave the best performance. Results using VGG features on small datasets are promising, but there is no evidence they will outperform other features on larger tasks, especially when used in conjunction with stronger recurrent acoustic models. We apply this work to the standard Switchboard task to see if the performance improvements hold on a much larger dataset.
One issue we found with VGG networks was their inordinate training time compared to feed forward fully-connected networks. In order to make the training tractable, we use a smaller network compared to other recent work [12, 4] illustration of our VGG-based bottleneck feature network can be seen in Figure 1 . We use eight convolutional layers with a max pooling layer between every two convolutional layers. Two networks with this same structure are trained in parallel. This allows us to increase the total number of filters, and still manage the training time. We also took advantage of batch normalization [19] as it leads to much faster convergence. Using batch normalization and an aggressive learning schedule-we divide the learning rate by ten after each epoch-we were able to train the network in just six passes over the training data. While each epoch is slow compared to other models, by reducing the total number of epochs, we were able to significantly reduce the overall training time.
Experimental Setup

Switchboard Data
We use the same training data as used in [20] . Acoustic models are trained on 2300 hours of speech from Switchboard I and II, CallHome, and Cellular corpora. The sources for language model data and the associated amount of data is shown in Table  1 . Our baseline n-gram language model is a 4-gram model with a 75k vocabulary. We report results on the standard Hub5 2000 evaluation set-both the Switchboard and CallHome test sets.
System Description
All of our models are trained using Sage [21] , the BBN speech processing platform that integrates multiple sources including Kaldi [22] and CNTK [23] . We employ three main types of neural network acoustic models-DNN, TDNN, and (B)LSTMand three types of front-end features-MFCC+i-vectors, DNNbased bottleneck features, and VGG-based bottleneck features. In general, the models are first trained using cross-entropy before sequence training with sMBR. A more detailed description of the individual features and models follows below.
Bottleneck Feature Comparison
Feature Types
We use two types of bottleneck features. The first is the standard setup using a feed-forward, fully-connected network. It consists of two fully-connected layers with 1500 hidden nodes, a bottleneck layer of dimension 40, and another hidden layer before the final output layer. The second network is the previously described VGG-based bottleneck network with a bottleneck layer of dimension 80. We increased the dimension of the bottleneck layer for the VGG network based on promising preliminary results on a smaller dataset. Both networks use 13 spliced frames of 32-dimensional filterbank features with pitch features [24] . For the VGG network, the pitch features are fed into separate small network and later combined in the first fully-connected layer of the VGG network. This is sim- ilar to the approach used in [14] . The bottleneck features are always CMLLR-transformed prior to being used in the final acoustic model, requiring a second-pass during decoding. In addition, we also consider 13-dimensional MFCC features plus deltas and double-deltas concatenated with 100-dimensional ivectors for comparison.
Acoustic Models
For comparing the different features, two types of acoustic models are considered. The first is a DNN network with six hidden layers of 2048 nodes each. The input consists of 13 spliced frames of the bottleneck features. The second network is a bidirectional long short-term memory network (BLSTM). Each direction of the BLSTM has 1024 memory cells and a 300 dimensional projection layer as described in [25] . As the BLSTM is a recurrent network, no frame-splicing is used on the input. Both networks are trained using cross-entropy and then subsequently sequence trained with the sMBR criterion. Note that the BLSTM seems to converge much quicker than other models during sequence training, so we stop training before even a single pass through the training data.
Results
The word error rates for each of the networks on the various features can be seen in Table 2 . For both acoustic models, the VGG-based features give a similar gain over the more typical DNN-BN features. The comparison between the MFCC features and the bottleneck features is interesting. The speakeradapted DNN-BN features provide no gain over the MFCC features used in a single decoding pass. This is consistent with our previous experience that when training BLSTMs on large amounts of data, more sophisticated features do not improve over standard filterbank or cepstral features. However, the VGG-BN features do provide a gain. The VGG network is able to learn an improved feature representation. When the features are passed to the BLSTM, they combine to give our best performance on the Switchboard task.
The BBN Conversational Telephone Speech System
Additional Acoustic Models
In addition to the BLSTM and DNN acoustic models described above, we also compare performance with several other types of models that were used in our previous system [26] -TDNN, LSTM, and Chain-BLSTM. Our time-delay neural network (TDNN) is similar to the one described in [27] . The TDNN has seven total hidden layers. Each has 3000 nodes and is followed by a p-norm nonlinearity to reduce the dimension down to 1500. As in [28] Table 4 : Joint decoding results. The models are combined by averaging the posteriors at the frame level.
data is augmented with two additional speed perturbed copies using speed factors of 0.9 and 1.1. Similar to the bi-directional variant, we also use an LSTM, though the structure is different. Before the recurrent layers, two fully connected layers of size 2048 are prepended. The LSTM uses two recurrent layers with 2048 memory cells, each with a projection layer of 1024. While the recurrent layers are randomly initialized, the fully-connected layers are pre-trained with RBM.
Finally, we also include the recent chain model, specifically, the BLSTM variant [29] . The BLSTM-based chain model has three BLSTM layers each with 650 units, and 160-dimensional recurrent and non-recurrent projections. In contrast to all other models used in this work, the chain model uses a 3-fold reduced frame rate and lattice-free MMI (LF-MMI) for training. As with the TDNN, the chain model is also trained on two additional copies of speed perturbed data.
Results
Complete results for each of the single systems are show in Table 3 . In all cases, the BLSTM using VGG bottleneck features is the best performing single system. Regardless of the feature, the BLSTM models are always the best performing single systems.
We also use two approaches to combining systems at decode time-joint decoding [30] and linear least squares (LLS) adaptation [31, 26] . For joint decoding, we average the posteriors from two models at the frame level. Since we only perform joint decoding when the targets of the models are identical, we only have two setups to choose from. Results are shown in Table 4. Both results are better than any of the individual models used in the combination, but the models trained on MFCC features do obtain the largest overall gain. This may mean the TDNN and BLSTM models are more complementary than the DNN and BLSTM models.
Linear least squares adaptation is an unsupervised adaptation technique. The parameters of a the final model used for decoding are updated based on the one-best hypothesis of a first pass model, or on the posteriors of the first pass model directly. Results using our LLS model adaptation are shown in Table 5 . The gain from LLS varies depending on the models involved. Table 6 : Comparing the BBN Conversational Telephone Speech system to results in the literature. All models use n-gram language models during decoding. System results are the result of system combination.
Typically we want the second model to be at least as good as the first model. While reversing the order of the models (e.g. adapting the DNN based on the BLSTM output) would still improve the second model, it is typically no better than using the first model directly. Unfortunately, our two best models do not help each other. This is likely due to a lack of diversity between the two models; model diversity was shown to be important in the performance of LLS in [26] . Finally, given the performance of all of our individual decodings, we also perform system combination using ROVER. In order to avoid overfitting, we limit the total number of systems used in combination to be four. Results comparing our final system to other state-of-the-art results in the literature are shown in Table 6 . Our overall system performance is competitive with the best results in the literature when using n-gram language models. We do note that some of the systems listed differ in the data used for training their acoustic or language model.
RNN Language Model Results
There is a caveat with these numbers though. Obviously, the goal has always been to achieve the best overall performance. To that end, the recent work from Microsoft and IBM have focused on results using both RNN language models and LSTM language models. It is reasonable to believe their n-gram numbers could potentially improve if that was their focus. However, we can only compare with the results that exist in the literature.
While our focus was on performance with n-gram language models, as we believe they are currently more practical, we also added a basic RNN language model to compare results with other work. We use the CUED-RNNLM toolkit [32] and follow a similar training procedure to Xiong et al. [10] . Both a forward and backward RNN-LM were used. Each network had two hidden layers with 1000 nodes and the ReLU nonlinearity function. The networks were trained with cross-entropy loss, as opposed to the noise-contrastive estimation used in [10] . The vocabulary was the same 75k words used in the n-gram language model. After decoding with an n-gram language model, n-best lists were rescored using a weighted combination of the n-gram model and the two RNN language models.
Results comparing our system using RNN-LM rescoring 11.3 Human Transcription IBM [9] 5.1 6.8 Table 7 : Comparison of results in the literature using neural network language models. The final two results show the performance of human transcribers on the same test set. System results are the result of system combination.
and other results in the literature are shown in Table 7 . Our performance is competitive with the Microsoft [10] result, but our Switchboard number is behind the best result from IBM [9] . We note that the gap in performance at least partially comes from their use of LSTM language models. If we consider the human performance reported in the Microsoft paper, then we can also claim our system has reached parity with humans on this task. However, when compared to the better humans used by IBM for transcription, we still see a large gap, especially in CallHome subset-though that is true for all current systems in the literature. Just like with automatic speech recognition, the WER from humans likely varies based on the real-time factor.
Conclusions
We successfully applied VGG-based bottleneck features to the Switchboard conversational telephone speech task. VGG features give a gain over traditional features, even when used with BLSTM acoustic models. When used in a BLSTM acoustic model, using the VGG features as input give the best overall performance in the BBN conversational telephone speech system. Our best single system achieves comparable performance to the best currently published result when using n-gram language models. When using system combination with n-gram based models, our result of 6.7% is also consistent with the best published results. Our results with RNN-LM rescoring are competitive with the previous best result from Microsoft [10] , but is behind the latest result from IBM [9] . In future work, we will continue to improve our system with a focus on practical, realtime performance.
Acknowledgements
This research was supported by the Intelligence Advanced Research Projects Activity (IARPA) via Department of Defense US Army Research Laboratory contract number W911NF-12-C-0013. The U.S. Government is authorized to reproduce and distribute reprints for Governmental purposes notwithstanding any copyright annotation thereon. Disclaimer: The views and conclusions contained herein are those of the authors and should not be interpreted as necessarily representing the official policies or endorsements, either expressed or implied, of IARPA, DoD/ARL, or the U.S. Government.
References
[1] H. Hermansky, D. Ellis, and S. Sharma, "Tandem Connectionist Feature Extraction for Conventional HMM Systems," in ICASSP,
