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Abstract—In this paper, we present a technique that uses
multimodal interactions of users to generate a more accurate
list of recommendations optimized for the user. Our approach is
a response to the actual scenario on the Web which allows users
to interact with the content in different ways, and thus, more
information about his preferences can be obtained to improve
recommendation. The proposal consists of an ensemble technique
that combines rankings generated by unimodal recommenders
based on particular interaction types. By using a combination
of implicit and explicit feedback from users, we are able to
provide better recommendations, as shown by our experimental
evaluation presented in this paper.
I. INTRODUCTION
The increased availability of data on the Web has made
ﬁnding and consuming relevant items a challenge that users
have to deal with everyday. In response to this problem, recom-
mender systems have been emerged, which are an information
ﬁltering technology that can be used to predict preference
ratings of items, not currently rated by the user, and/or to
output a personalized ranking of items/recommendations that
are likely to be of interest to the user [13].
The traditional recommendation engines consist in acquir-
ing the preferences of users through proﬁling techniques based
on explicit feedback, implicit feedback and hybrid approaches.
The approaches based on explicit information collect explicit
data provided by users, such as ﬁlling out forms or clas-
siﬁcation of content. This approach is generally considered
more accurate, considering that it is provided directly by
users, but require a great effort from them [8]. On the other
hand, approaches that capture implicit information indirectly
collect user interactions during browsing, such as browsing
history and mouse movement. This is a more abundant source
of information because they are gathered automatically by
the system; however, an analysis of user’s behavior must be
accomplished to infer positive or negative preferences. Hybrid
approach, in turn, is the combination of the two types of
feedback to obtain a larger and more accurate amount of
information.
The continuous increase of users, interaction paradigms
and content demands some requirements for recommender
systems. First is the scalability, that is its ability to generate
predictions quickly using the user-item rating matrix, which
are of huge dimensionality. Second is to ﬁnd good items and
to improve the quality of the recommendation for a customer
[6]. These two properties are in conﬂict, since the less time an
algorithm spends ﬁltering items, the more scalable it will be,
but produces worse quality recommendations. Furthermore,the
literature reports a lack of techniques which integrate different
types of user feedback into a generic model.
In this scenario, we argue that multimodal user interaction
and fast processing are important factors to support speciﬁc
recommendations. Thus, we propose in this paper a technique
that uses a post-processing step to ensemble rankings generated
by unimodal interaction-based recommender algorithms. In
this way, we are able to provide accurate recommendations
according to well-deﬁned preferences of users, but at the same
time, mantaining the scalability of the system as we use simple
and non-expensive algorithms which process unimodal inter-
actions individually. We provide an experimental evaluation of
our algorithm with the HetRec2011 Movielens 2k [3] dataset,
simulating and infering a number of interaction paradigms:
the user’s ratings to viewed movies (explicit feedback), his
browsing history (implicit feedback) and whether he tagged a
content or not (implicit feedback).
This paper is structured as follows: in Section II we depict
the related work; Section III provides a description of a couple
of unimodal recommender systems, which are explored in this
work; in Section IV we present our proposal in details; Section
V describes the evaluation executed in the system; and ﬁnally,
in Section VI we present the ﬁnal remarks and future work.
II. RELATED WORK
In this section, we review some work related to our
proposal. First, we depict approaches related to multimodal
recommender systems, and then, we provide a review of
ensemble-based recommender systems.
A. Multimodal Recommender Systems
The work proposed by [17] developed a recommendation
system for online video based on explicit and implicit feed-
back, plus feedback from relvantes information provided by
the user. The video used was composed of multimedia content
and related information (such as query, title, tags, etc.). The
project was aimed at combining these types of interactions
with the information provided by users in order to generate a
more precise rank of relevant items. In order to automatically
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adjust the system was implemented a system of adjustment
heuristic given new user interactions.
The SVD++ algorithm proposed by [8] uses explicit and
implicit information from users to improve the prediction of
ratings. As explicit information, the algorithm uses the ratings
assigned by users to items, and as implicit information, it
simulates the rental history by considering which items users
rated, regardless of how they rated these items. As limitation,
the SVD++ algorithm uses a stochastic gradient descent to
train the model, which requires the observed ratings from
users. Thus, it is impossible to infer preferences for those users
who provided only implicit feedback.
In recent research, [4] developed a multimodal system
facing music recommendation, which combines the use (web
access) and content (ie audio features and textual tags). Part of
review was done in real time with real users in a commercial
music site from the very Long Tail. Combining the data from
the system led to better results than sitemas content-based,
leading the system to have greater user acceptance rate, higher
rate of user activity and greater user loyalty and usage.
The approach proposed in paper relative multimodal rec-
ommender systems differs from the aforementioned works
because it adopts a post-processing step to analyze the rankings
created separately by different algorithms. The advantage of
this approach is that it is easier to extend the model to other
types of interactions and recommenders.
B. Ensemble-based Recommender Systems
Ensemble is a machine learning approach that uses a
combination of similar models in order to improve the results
obtained by a single model. In fact, several recent studies,
such as [7], demonstrate the effectiveness of an ensemble
of several individual and simpler techniques, and show that
ensemble-based methods outperform any single, more complex
algorithm.
The framework presented in [14] describes three matrix
factorization techniques, which differ in their parameters and
constraints for solving the matrix formation optimization prob-
lem. The best results were achieved by an ensemble model
which was constructed as a simple average of the three matrix
factorization models.
In [1] it is proposed a systematic framework for applying
ensemble methods to CF methods. They employ automatic
methods for generating an ensemble of collaborative ﬁltering
models based on a single collaborative ﬁltering algorithm
(homogeneous ensemble). They demonstrated the effectiveness
of this framework by applying several ensemble methods to
various base CF methods.
Our proposal can be considered an ensemble-based tech-
nique, as it combines multiple rankings in a post-processing
step. However, our approach differs from the related work in
the sense that we analyze multiple interaction paradigms from
the user in order to generate a more accurate personalized
ranking. Our contribution, thus, can be considered a multi-
modal recommender system based on multiple user feedback
types, but it also uses an ensemble technique to generate
recommendations.
III. UNIMODAL RECOMMENDER SYSTEMS
Our proposal combines multiple rankings generated by
unimodal recommenders in order to generate more accurate
recommendations. Each recommender, in turn, uses a single
or a subset of user feedback types to generate the list of
items. Based on these multiple rankings, we apply a post-
processing step which ensembles them using a set of heuristics
that analyzes the behavior of the user during consumption.
The set of unimodal recommenders which are used by our
algorithm consists of a couple of previous models previously
proposed in the literature: the Matrix Fatorization (MF) [9]
and the BPR MF (Bayesian Personalized Ranking) [12]. These
models were chosen because of their ease of implementation,
and because they provide good results for the types of feedback
(implicit and explicit) we are considering. Prior to describing
our proposal, we revise both in the following subsections.
A. Notation
Following the same notation in [9], we use special indexing
letters to distinguish users and items: a user is indicated as u
and an item is referred as i, j. The same notation rui is used
to refer to either explicit or implicit feedback from a user u
to an item i. In the ﬁrst case, it is an integer provided by the
user indicating how much he liked the content; in the second,
it is just a boolean indicating whether the user consumed or
visited the content or not. The prediction of the system about
the preference of user u to item i is represented by rˆui, which is
a ﬂoating point value guessed by the recommender algorithm.
The set of pairs (u, i) for which rui is known are represented
by the set K = {(u, i)|rui is known}.
Additional sets used in this paper are: N(u) to indicate the
set of items for which user u provided an implicit feedback,
and N¯(u) to indicate the set of items that are unknown to user
u.
B. Matrix Factorization
There are currently a wide variety of algorithms able to
generate good results when it comes to recommendations.
A matrix factorization technique has gained highlight among
them for allowing the discovery of underlying latent charac-
teristics to the interactions between users and items [9].
To apply matrix factorization, initially, we have a set U of
users and a set I of items, where the sparse matrix |U | × |I|
corresponds to the ratings given by the users to the items. Thus,
to discover the latent features of dimensionality K, we have
to ﬁnd two matrices P and Q of dimensions |U | × |K| and
|I| × |K|, respectively, such that their product approximates
R:
R ≈ P×QT = Rˆ (1)
Thus, each row of P is the strength of the associations
between a user and the resources, as well as each row Q is
the strength of the associations between an item and resources
[15]. For predicting a rating of an item i by u, we can calculate
the dot product of two vectors corresponding to u and i:
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rˆui = p
T
u qi =
K∑
k=1
pukqik. (2)
To approximate P and Q, we ﬁrst initialize both matrices
with random values, and then interatively minimize the squared
error using gradient descent.
C. BPR MF
The BPR MF approach [12] consists of providing person-
alized ranking of items to a user according only to implicit
feedback (e.g. navigation, clicks, etc.). An important character-
istic of this type of feedback is that we only know the positive
observations; the non-observed user-item pairs can be either
an actual negative feedback or simply the fact that the user
does not know about the item’s existence.
In this scenario, Rendle et al. [12] discuss a problem that
happens when training an item recommendation model based
only on such positive/negative data. Because the observed
entries are positive and the rest are negative, the model will
be ﬁtted to provide positive scores only for those observed
items. The remaining elements, including those which may
be of interest to the user, will be classiﬁed by the model as
negative scores, in which the ranking cannot be optimized as
the predictions will be around zero.
Considering this problem, the authors have proposed a
generic method for learning models for personalized ranking
[12]. Instead of training the model using only the user-item
pairs, they also consider the relative order between a pair of
items, according to the user’s preferences. It is inferred that if
an item i has been viewed by user u and j has not (i ∈ N(u)
and j ∈ N¯(u)), then i >u j, which means that he prefers
i over j. Figure 1 presents an example of this method. It is
important to mention that when i and j are unknown to the
user, or equivalently, both are known, then it is impossible to
infer any conclusion about their relative importance to the user.
Fig. 1. The left-hand side table represents the observed data K. The Rendle
et al. approach creates a user-speciﬁc pairwise relation i >u j between two
items. In the table on the right-hand side, the plus signal indicates that user
u has more interest in item i than j; the minus signal indicates he prefers
item j over i; and the interrogation mark indicates that no conclusion can be
inferred between both items.
To estimate whether a user prefers an item over another,
Rendle et al. proposed a Bayesian analysis using the likelihood
function for p(i >u j|Θ) and the prior probability for the
model parameter p(Θ). The ﬁnal optimization criterion, BPR-
Opt, is deﬁned as:
BPR-Opt :=
∑
(u,i,j)∈DK
lnσ(sˆuij)− ΛΘ||Θ||2 , (3)
where sˆuij := rˆui − rˆuj and DK = {(u, i, j)|i ∈ N(u) & j ∈
N¯(u)}. The symbol Θ represents the parameters of the model,
ΛΘ is a regularization constant, and σ is the logistic function,
deﬁned as: σ(x) = 1/(1 + e−x).
For learning the model, the authors also proposed a varia-
tion of the stochastic gradient descent technique, denominated
LearnBPR, which randomly samples from DK to adjust Θ.
Algorithm 1 shows an overview of the algorithm, where α is
the learning rate.
Input: DK
Output: Learned parameters Θ
Initialize Θ with random values
for count = 1,...,#Iter do
draw (u, i, j) from DK
sˆuij ← rˆui − rˆuj
Θ ← Θ+ α
(
e−sˆuij
1+e−sˆuij
. ∂∂Θ sˆuij − ΛΘΘ
)
end
Algorithm 1: Learning through LearnBPR.
In this paper, we have deﬁned the BPR approach to
consider the prediction rule rˆui as the simple factorization
model. In this way, we compute the partial derivatives in
relation to sˆuij :
∂
∂Θ
sˆuij =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1 if Θ = bi,
−1 if Θ = bj ,
qi − qj if Θ = pu,
pu if Θ = qi,
−pu if Θ = qj ,
0 otherwise,
(4)
which is then applied to Algorithm 1 to learn the set of
parameters Θ.
IV. PROPOSED METHOD
The previous section described two models to integrate
different types of feedback towards an accurate user represen-
tation. However, despite the recognized efforts, those models
do not account for many types of real user interactions. User
activities, such as tagging, navigation and access time cannot
be considered in these models in order to enhance the results
of recommendation. In the case of Matrix Factorization, for
instance, it is required that users provide only explicit feedback
(e.g. ratings), while in BPR MF, it only considers implicit
feedback (e.g. visited items).
In this paper, we propose a more robust model capable
of generating recommendations based on multimodal user
interactions, whenever they are available or not. The system
consists of a post-processing step which combines rankings
generated by different unimodal recommenders exploiting in-
dividual interaction types. In this paper, we adopted the two
algorithms Matrix Factorization and BPR MF described in
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Fig. 2. Schematic visualization of the proposed system.
Section III, which generate rankings based on a variety of
feedback types. Figure 2 illustrates the overall scheme.
Particularly in this paper, we adopted the explicit and
implicit feedback. Explicit are the ratings assigned to items by
users. They are in the scale 1 (hated) to 5 (loved), and are used
by the Matrix Factorization algorithm to predict the ratings
for unvisited items based on the known ratings. The predicted
ratings are sorted in descending order so that it outputs a
ranking of items. In case of implicit feedback, we considered
two types: i) whether a user assigned a tag or not to an item;
and ii) his navigation history. As shown in Figure 2, both
implicit feedback types are used by the BPR MF algorithm
to generate a personalized ranking for each user.
As illustrated in Figure 2, three rankings will be generated
for each user, where each of them was computed based on a
particular feedback. Those rankings are then processed by an
ensemble method which will apply a set of heuristics based
on the interaction activity of the user.
We deﬁne R(u, t), R(u, h) and R(u, r) the rankings
generated to user u for the interactions: tagging, history
navigation and ratings, respectively. In addition, concerning
these interactions, we deﬁne s(u, i, t), s(u, i, h) and s(u, i, r)
to represent the scores of pair (u, i) in each ranking. After
generating the unimodal rankings, our algorithm processes
these rankings as illustrated in Algorithm 2. First, a partial
ranking R(u, partial) is created containing the (u, i) pairs
which occur in all rankings. Then, the average scores of each
ranking is computed. Following, for each interaction type and
each (u, i) pair in R(u, partial), we test whether the score
s(u, i, .) is greater than the corresponding average score. If all
scores satisfy the condition, we set the ﬁnal score s′(u, i) for
that user and item pair as the highest score among the rankings.
Finally, these values are sorted in descending order resulting
in the ﬁnal ranking which will be recommended at top N .
V. EVALUATION
The evaluation presented in this paper consists of com-
paring our approach with the unimodal methods described
in Section III. Their implementations are available in the
MyMediaLite library [5]. We generated the recommendations
for all users and feedback types, and then implemented as
a separate module the ranking combination strategy and the
evaluation methodology.
Input: R(u, t), R(u, h), R(u, r)
Output: Final Rank R′(u, final)
R(u, partial) ← R(u, t) ∩R(u, h) ∩R(u, r)
Compute avgR(u,t), avgR(u,h) and avgR(u,r)
for (u, i) ∈ R(u, partial) do
if s(u, i, t) ≥ avgR(u,t) & s(u, i, h) ≥ avgR(u,h) &
s(u, i, r) ≥ avgR(u,r) then
s′(u, i) ← max(s(u, i, t), s(u, i, h), s(u, i, r))
end
Aggregate s′(u, i) into R(u, final)
end
R′(u, final) ← sort desc(R(u, final))
Algorithm 2: Proposed algorithm.
A. Dataset
The evaluation of the system was based on the HetRec2011
Movielens 2k [3], consisting of 800,000 ratings, 10,000 inter-
actions tags applied to 2,113 users and 10,197 movies. As
explicit information, we used the ratings that users assigned to
items, and as implicit information, we considered: i) whether
a user tagged an item or not; and ii) the history of visited
items, which is simulated by boolean values (visited or not)
generated by the ratings and tagging activities.
B. Methodology
In order to evaluate the proposed in this paper , we use
the system All But One [2] protocol for the construction
of the whole truth and cross-validation 10 times. Given the
data set, divided randomly into the same 10 subsets and for
each sample we use n − 1 these subsets of data for training
and the rest for testing. The training set tr was used to test
the proposed assembly and test system Te randomly split an
item for each user to create the truth set H . That done, the
remaining items form the set of observable O, used to test the
algorithms unimodal. To assess the outcomes of the systems we
use evaluation metrics Precision and Mean Average Precision
(MAP) [16]. Then, we compute Precision and Mean Average
Precision as follows:
Precision calculates the percentage of recommended items
that are relevant. This metric is calculated by comparing, for
each user in the test set Te, the set of recommendations R that
the system makes, given the set of observables O, against the
set H:
Precision(Te) =
1
|Te|
|Te|∑
j=1
|Rj ∩Hj |
|Rj | . (5)
Mean Average Precision computes the precision consider-
ing the respective position in the ordered list of recommended
items. With this metric, we obtain a single value accuracy score
for a set of test users Te:
MAP (Te) =
1
|Te|
|Te|∑
j=1
AveP (Rj , Hj), (6)
where the average precision (AveP) is given by
70
AveP (Rj , Hj) =
1
|Hj |
|Hj |∑
r=1
[Prec(Rj , r)× δ(Rj(r), Hj)],
(7)
where Prec(Rj , r) is the precision for all recommended items
up to rank r and δ(Rj(r), Hj) = 1, iff the predicted item at
rank r is a relevant item (Rj(r) ∈ Hj) or zero otherwise.
In this work we used Precision@N and MAP@N , where
N took values of 1, 3, 5 and 10 in the ranks returned by the
system. For each conﬁguration and measure, the 10-fold values
are summarized by using mean and standard deviation. In order
to compare the results in statistical form, we apply the two-
sided paired t-test with a 95% conﬁdence level [10].
C. Results
Tables I and II show the results of this evaulation, together
with the standard deviation. We note that the proposed method
achieved statistically better results than the baselines, as proven
by the t-student analysis (p < 0.05). Figures 3 and 4 illustrate
the algorithms’ performance in Top@N vs. MAP and Top@N
vs. Precision graphs.
Fig. 3. Graph comparing the MAP.
Fig. 4. Graph comparing the Precison.
From Figures 3 and 4 we note that MAP has a tendency
for higher values as the number of returned items increases;
and precision the opposite. This can be explained because
MAP only considers the relevant items and their positions in
the ranking. Thus, as more items are returned, the number of
relevant items is also increased. In case of precision, in turn,
as it is a set-based measure (the order of items is irrelevant),
the more items are ﬁltered to the user, the more false positives
may also be returned, affecting, consequently, the precision
measure.
Analyzing each performance separately, we note that ex-
plicit feedback achieved the worst results using matrix fac-
torization. This is because the adopted implicit-based rec-
ommenders are based on BPR, which optimizes the ranking
according to the preferences of the user. In case of explicit-
based matrix factorization, we adopted a simple approach of
predicting the rating, and generating the ranking by sorting
the items in descending order of such predictions. Although
the ranking is not optimized (a predicted rating may be
prone to error), this information is still useful to improve our
ensembling method. Indeed, we note that by combining all
three types of feedback (ratings, tagging and history) using the
proposed ensembling algorithm, we achieved the best results
for all top N recommendations.
VI. FINAL REMARKS
This paper presented an ensembling-based recommender
technique which is applied to multiple rankings generated by
different interaction paradigms adopted by the users when
accesing items. The advantage is that more information about
the interests of the user can be obtained from different types
of interaction. In contrast to existing approaches which are
limited to one or a small subset of user feedback, resulting in
inaccurate representation of users’ preferences, the proposed
model incorporates the feature of using various types of inter-
actions. By combining them using a post-processing step, we
are able to achieve better results while using single algorithms,
such as matrix factorization.
We depicted an evaluation of the proposed method, com-
paring it against unimodal recommenders. The experiments
were executed with the HetRec2011 MovieLens 2k dataset,
and the results are promising.
In future work, we intend to consider other types of
interaction and context information of users and items, and also
other recommender models which work better for a speciﬁc
feedback type. To do that, however, we will analyze the
characteristics of these state-of-art models, in order to help
us deﬁning the best approach for each type of interaction.
ACKNOWLEDGMENT
The authors would like to thank the ﬁnancial support from
FAPESP and CAPES.
REFERENCES
[1] A. Bar, L. Rokach, G. Shani, B. Shapira and A. Schclar, Improving Sim-
ple Collaborative Filtering Models Using Ensemble Methods, in Multiple
Classiﬁer Systems - Lecture Notes in Computer Science, vol. 7872, pp.
1–12. 2013.
[2] J. Breese, D. Heckerman and C. Kadie, Empirical analysis of predictive
algorithms for collaborative ﬁltering, in Proceedings of the Fourteenth
Conference on Uncertainty in Artiﬁcial Intelligence, pp. 43–52. San
Francisco, CA, USA, 1998.
71
TABLE I. COMPARATIVE PRECISION TABLE.
Top 1 Top 3 Top 5 Top 10
Matrix Factorization (Ratings) Precision 0.004554 0.003500 0.003011 0.002140
Standard deviation 0.000213 0.000165 0,000160 0.000029
BPR MF (Tags) Precision 0.009945 0.009941 0.009169 0.007641
Standard deviation 0.000030 0.000022 0.000047 0.000099
BPR MF (History) Precision 0.008862 0.009738 0.009044 0,007499
Standard deviation 0.000052 0.000032 0.000033 0.000057
Proposed (All) Precision 0.014647 0.011579 0.009792 0.007923
Standard deviation 0.000393 0.000300 0.000050 0.000372
TABLE II. COMPARATIVE MAP TABLE.
Top 1 Top 3 Top 5 Top 10
Matrix Factorization (Ratings) MAP 0.004554 0.009305 0.010688 0.011625
Standard deviation 0.000213 0.000063 0.000192 0.000262
BPR MF (Tags) MAP 0.009944 0.013424 0.029193 0.034207
Standard deviation 0.000030 0.000483 0.000737 0.000840
BPR MF (History) MAP 0.008862 0.024446 0.028727 0.033335
Standard deviation 0.000052 0,000279 0,000207 0,000253
Proposed (All) MAP 0.014647 0.029431 0.034147 0.038398
Standard deviation 0,000393 0,000284 0,000213 0,000182
[3] C. Iva´n, B. Peter and K. Tsvi, 2nd Workshop on Information Heterogene-
ity and Fusion in Recommender Systems (HetRec 2011), in Proceedings
of the 5th ACM conference on Recommender systems (RecSys 2011).
Chicago, IL, USA, 2011.
[4] M. Domingues, F. Gouyon, A. Jorge, J. Leal, J. Vinagre, L. Lemos and
M. Sordo, Combining usage and content in an online recommendation
system for music in the long tail, in International Journal of Multimedia
Information Retrieval, vol. 2, n. 1, pp. 3–13. 2013.
[5] Z. Gantner, S. Rendle, C. Freudenthaler and L. Schmidt-Thieme, My-
MediaLite: A free recommender system library. , in Proceedings of the
5th ACM Conference on Recommender Systems - RecSys, pp. 305–308.
New York, NY, USA, 2011.
[6] M. Gartrell, X. Xing, Q. Lv, A. Beach, R. Han, S. Mishra and K. Seada,
Enhancing group recommendation by incorporating social relationship
interactions., in Proceedings of the 16th ACM International Conference
on Supporting Group Work - GROUP, pp. 97–106. New York, NY,
USA, 2010.
[7] M. Jahrer, A. Toscher and R. Legenstein, Combining predictions for ac-
curate recommender systems, in Proceedings of the 16th ACM SIGKDD
international conference on Knowledge discovery and data mining -
KDD, pp. 693-702. Washington, DC, USA, 2010.
[8] Y. Koren, Factorization meets the neighborhood: a multifaceted col-
laborative ﬁltering model, in Proceedings of the 14th ACM SIGKDD
international conference on Knowledge discovery and data mining -
KDD, pp. 426–434. New York, NY, USA, 2008.
[9] Y. Koren, R. Bell and C. Volinsky, Matrix Factorization Techniques for
Recommender Systems, in IEEE Computer Society Press, vol. 42, n. 8,
pp. 30–37. Los Alamitos, CA, USA, 2009.
[10] T. Mitchell, Machine Learning, McGraw-Hill. New York, NY, USA,
1997.
[11] R. Salakhutdinov and A. Mnih, Probabilistic Matrix Factorization, in
Proceedings Advances in Neural Information Processing Systems 20 -
NIPS, pp. 1257–1264. Vancouver, B.C., Canada, 2007.
[12] S. Rendle, C. Freudenthaler, Z. Gantner and L. Schmidt-Thieme, BPR:
Bayesian personalized ranking from implicit feedback, in Proceedings of
the Twenty-Fifth Conference on Uncertainty in Artiﬁcial Intelligence -
UAI, pp. 452–461. Arlington, Virginia, USA, 2009.
[13] F. Ricci, L. Rokach, B. Shapira, and P. B. Kantor, editors, Recommender
Systems Handbook, Springer. 2011.
[14] M. Wu, Collaborative Filtering via Ensembles of Matrix Factorizations.
in Proceedings of KDD Cup and Workshop, pp. 43–47. San Jose,
California, 2007.
[15] G. Taka´cs, I. Pila´szy,B. Ne´meth and D. Tikk, Matrix Factorization and
Neighbor Based Algorithms for the Netﬂix Prize Problem, in Proceedings
of the 2008 ACM Conference on Recommender Systems RecSys, pp.
267–274. New York, NY, USA, 2008.
[16] E. Voorhees, D. Harman, N. I. of Standards and T. (US), TREC: Exper-
iment and evaluation in information retrieval. MIT Press Cambridge,
vol. 63, 2005.
[17] B. Yang, T. Mei, X.-S. Hua, L. Yang, S.-Q. Yang and M. Li, Online
video recommendation based on multimodal fusion and relevance feed-
back, in Proceedings of the 6th ACM International Conference on Image
and Video Retrieval - CIVR, pp. 73–80. New York, NY, USA, 2007.
72
