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Abstract
Lactate threshold is considered an essential parameter when assessing per-
formance of elite and recreational runners and prescribing training intensities
in endurance sports. However, the measurement of blood lactate concentration
requires expensive equipment and the extraction of blood samples, which are
inconvenient for frequent monitoring. Furthermore, most recreational runners
do not have access to routine assessment of their physical fitness by the afore-
mentioned equipment so they are not able to calculate the lactate threshold
without resorting to an expensive and specialized center. Therefore, the main
objective of this study is to create an intelligent system capable of estimating
the lactate threshold of recreational athletes participating in endurance running
sports.
The solution here proposed is based on a machine learning system which
models the lactate evolution using recurrent neural networks and includes the
proposal of standardization of the temporal axis as well as a modification of
the stratified sampling method. The results show that the proposed system
accurately estimates the lactate threshold of 89.52% of the athletes and its
correlation with the experimentally measured lactate threshold is very high
(R=0,89). Moreover, its behaviour with the test dataset is as good as with the
training set, meaning that the generalization power of the model is high.
Therefore, in this study a machine learning based system is proposed as
alternative to the traditional invasive lactate threshold measurement tests for
recreational runners.
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1. Introduction
In recent years, the popularity of endurance sports has dramatically in-
creased, especially in long distance running events and triathlon. During 2015,
in the USA alone, 17 million people finished a running event [1] and more than
4 million people participated in triathlons [2]. Among this heterogeneous popu-
lation, a significant amount of athletes train methodologically to improve their
performance [3].
Understanding the energy supply mechanisms of the human body is of great
interest for sports performance. The human body uses different energy supply
systems depending on the intensity and duration of the activity performed. In
long duration exercises as endurance sports, the oxidative or aerobic energy sys-
tem is the main energy contributor as more powerful anaerobic systems are not
sustainable in the long term without creating excessive fatigue. Therefore, the
transition between the predominant use of aerobic to anaerobic energy supply
systems, i.e. anaerobic threshold, plays a key role in the performance of the
athlete [4, 5].
Lactate threshold is the exercise intensity at which the concentration of
blood lactate begins to significantly increase compared to the values at resting
and is closely related with the anaerobic threshold. This is considered an es-
sential parameter when assessing performance of elite and recreational runners
[5, 6], prescribing training intensities in endurance sports[7, 8] and can be use-
ful for athlete internal load monitoring [9]. Furthermore, nowadays it is fully
demonstrated that the lactate threshold is more decisive for endurance sports
performance than other variables such as the maximum consumption of oxygen
or the running economy [10, 11, 12, 13].
However, the measurement of blood lactate concentration requires expensive
equipment and the extraction of blood samples, which are inconvenient for fre-
quent monitoring. Furthermore, most recreational runners do not have access to
routine assessment of their physical fitness by the aforementioned equipment so
they are not able to calculate the lactate threshold without resorting to an ex-
pensive and specialized centre. Therefore, the main objective of this study is to
create an intelligent system capable of estimating the lactate threshold of recre-
ational athletes participating in endurance running sports. In order to attain
a model applicable to the real world, a non-invasive, cost efficient, dependant
upon easily measurable features and easily accessible solution is essential.
The complexity of this problem lies on the non-linear dynamic behaviour of
lactate production and the multiple variables involved. This dynamic behavior
is well characterized by the individual lactate threshold calculated with the
Dmax method and nowadays stands as the most recommended technique [14].
In this method, each athlete performs an incremental treadmill speed test to
calculate its corresponding individual lactate curve so that the lactate threshold
can be calculated from it using the Dmax method.
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Figure 1: Lactate production modelling process
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Figure 2: Lactate threshold estimation procedure
Thus, the methodology here proposed models the dynamic of the lactate
production in the aforementioned incremental treadmill speed test conditions.
More precisely, Recurrent Neural Networks (RNN) have been used to learn the
non-linear and dynamic behavior of lactate metabolism and tie it with several
easily measurable physiological features assessed during these tests. Moreover,
as represented in figure 1, an extensive experimental database obtained through
running tests is used to train the model. These tests were performed to a wide
variety of endurance recreational athletes thus covering a wide range of this
heterogeneous population.
This way, the machine learning (ML) based system here presented is used as
an alternative to the traditional invasive lactate threshold measurement test. As
represented in figure 2, the athlete interested in estimating its lactate threshold
performs the aforementioned running speed test but only assessing the easily
measurable input features. These input features are then introduced in the ML
system (pipeline) which estimates the individual lactate threshold of the athlete.
The rest of the article is organized as follows: Section 2 reviews the state-
of-art analyzing the lactate threshold estimation approaches proposed so far;
section 3 presents the methodology followed in the design of the ML system;
section 4 describes the experimental setup; section 5 presents the results and
discussion; lastly section 6 offers concluding remarks.
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Figure 3: Non-invasive anaerobic threshold estimation: State of the art
2. Background and related work
Traditionally, the anaerobic threshold estimation has relied on taking direct
blood lactate samples. However, great efforts have been made in order to find
a non-invasive solution to the anaerobic threshold estimation. As it is shown in
figure 3, very diverse approaches have been proposed in the literature.
Among these approaches, some studies tried to estimate the anaerobic thresh-
old using other physiological parameters different to lactate. One of the most
extended methods is based on the measurement of expired gases [15]. This
technique has shown to be an accurate solution when assessing the anaerobic
threshold. Nevertheless, it still uses expensive and specialized equipment to
make estimations and therefore, its not valid to fulfill our objectives. On the
other hand, heart rate deflection point (HRDP) has also been used as indicator
of the anaerobic threshold. The traditional study that put this relation into
practice is known as Conconi Test [16]. Since then, several other studies fol-
lowed this approach while some others point out its deficiencies [17, 18]. These
studies evidenced that, in spite of being a commonly used method, this method
is far from being infallible. Factors such as lack of control of the conditions
during and previous to the test and the impossibility of finding the HRDP in all
the cases are probably among the reasons which make this method inaccurate.
In this regard, a ML application has also been used to improve the estimation
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of the HRDP and thus solving one of the weak points of the methodology origi-
nally proposed by Conconi [19]. More precisely, Ringwood et al. proposed to use
non-linear autoregresive exogenous (NARX) models in combination with fuzzy
interpolation to model the heart rate (HR) dynamics and to find the HRDP.
However, the accuracy obtained was low and the population studied very small
(9 athletes) and therefore its not reasonable to draw conclusions about its ap-
plicability, specially about the generalization capabilities of the model.
Other strategies have focused on using the lactate as indicator of the anaer-
obic threshold but avoiding its direct measurement.
The use of non-invasive lactate measurement devices such as the one pre-
sented by Borges et. al. [20] is among this type of strategies. However, despite
having good accuracy and not taking direct blood samples, the devices are still
expensive and can cause extra discomfort specially in sports such as triathlon
were the transitions between disciplines are determinant.
It is known that the blood lactate concentration is related with multiple
features of the athlete such as the HR at a given speed (or the speed at a given
HR), the rate of reduction of the HR after an exercise or heart rate recovery,
the rate of perceived exertion (RPE) as described by Borg [23], gender, age, diet
or athlete level [24]. Nevertheless, nowadays there is no analytic equation that
solves this complex non-linear and dynamic problem and finding an analytical
model with these characteristics for a complex system as the human body, is
far from been feasible.
Actually, Proshin et al. [21] proposed a mathematical model of human lac-
tate metabolism gathering several physiological models and merging them into
a single one. This model was then parametrized to fit to individual athletes.
However, the authors acknowledged that this approach was not valid for all
type of athletes, being more appropriate for high-speed sports. Moreover, the
parametrization of the model required from multiple measurements including
blood lactate measurements and a respiratory metabolism analysis among oth-
ers. This leaves this study out of the scope of this work as it does not fulfill the
objectives previously presented. In any case, this study highlights the complex-
ity of the lactate modelling problem even if individualization is the only concern.
The complexity increases if both accuracy and generalization are sought, as it
is our case.
In complex problems such as human lactate metabolism where the multi-
ple factors underlying the lactate production are still not clear, empirical or
measurement oriented modelling strategies are probably more suitable. In this
regard, Artificial Neural Networks (ANN) are widely used to create empirical
models of non-linear dynamic problems [25, 26, 27, 28, 29]. Actually, they have
also been scarcely used to model lactate production in athletes. In particular,
Erdogan et. al. [22] proposed a model based on a multi-layer perceptron (MLP)
to estimate the HR at onset of blood lactate accumulation (OBLA) point, which
corresponds to a fixed blood lactate concentration of 4 mmol/l. However, it is
known that the OBLA point, as it corresponds to a fixed blood lactate con-
centration, does not take into account the inter-individual variability of LT,
specially in runners of varying athletic ability as in our case. This is why the
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individual lactate threshold calculated by the Dmax method is currently the
most recommended methodology [14] and the one used in our work. Moreover,
since both accuracy-generalization are a non-separable duo (closely related to
bias-variance dilemma) [30] an exclusive focus on accuracy directly affects in a
decrease of generalization (and vice versa). Moreover, when modelling complex
systems as the human body, obtaining generalization is a much more ambitious
challenge than obtaining accuracy and both are essential for the applicability of
the model in the real world. Therefore, the validity of the model proposed by
Erdogan et. al. [22] is limited by their methodology which exclusively focus on
maximizing the accuracy and then estimating their model generalization with
their test set. Since the estimated generalization of any model is necessarily lim-
ited and cannot extend beyond the boundaries of the region of input space [30],
the applicability of any model is limited to the information characterized in the
database. This problem is exacerbated when the focus is placed on maximizing
the accuracy and this approach is more prone to create overfitted models. In any
case, this demonstrates that, despite being far from achieving the accuracy and
specially the generalization needed to use the models in practice, ML techniques
are valid to create models to estimate the lactate threshold.
Usually the dynamic of the output variable itself intrinsically contains data
missing in the available input features. This is very common in real time dy-
namic problems [25, 26, 27, 28, 29], specially when the output variable is depen-
dent on multiple not easily measurable or unknown features as in our case. In
ML context, this type of problems are known as regression problems, where the
parameters of the model are directly learnt from experiments using supervised
learning.
Most of the dynamic modelling problems focus on predicting future values of
a single time series based on current and past values, or in other words, learning
from historical data. These problems are also known as time-series prediction
problems. Depending on the complexity of the problem, these systems can be
modeled either using pure auto-regressive techniques as represented in figure 4A
or enriching it with additional input features figure 4B [25, 28].
However, there is another research area less extended in the literature due
to the particular characteristics of the problem that tries to solve. It focuses
on modelling the dynamic behavior of a system in certain specific conditions
in which there are no real current and/or past values for forecasting the future
ones. This means that the time-series of interest has to be completely estimated
from the driving features as is represented in figure 4C.
For instance, in [31] a RNN was used to model dynamic non-linear systems of
a gas turbine for simulation of its start-up operation. A NARX model without
current time step data was used in this case and the final models were validated
against other three experimental data sets. In this work, a single gas turbine
was modeled using a database which covered all the start-up situations in which
the gas turbines could work.
However, the complexity of this type of problems increases together with
the variability of the time-series of interest. This is the case of the lactate
metabolism which, due to the complexity and multifactorial nature of the human
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Figure 4: Dynamic modelling approaches
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body, varies a lot from one individual to another, even within endurance runners
population. In this type of problems, the key factor determining the successful
estimation of the time-series of interest is the capacity of the ML system to
explain this variability, or in other words, the generalization capabilities of the
model.
This problem is well represented by Teufel et. al. [32]. The objective of this
study was to model the glucose metabolism of a diabetic person using an Elman
NN and thus to avoid taking continuous blood samples. Authors assumed that
the short term relation between the blood glucose levels and the combination of
ingested carbohydrates and injected insulin stays stable for a particular person.
An individual model was trained for each person and the final model was capa-
ble of estimating a complete time-series with good accuracy. However, despite
the good results obtained for a particular person, the authors noticed that their
solution lacks of generalization, since models where not applicable to other peo-
ple. Probably, one of the main reasons for the bad generalization capabilities
of the model is the lack of input data which could explain the inter-individual
variability of the glucose metabolism. In this regard, Arriandiaga et al. [33] pro-
posed an approach to deal with this type of problems. They proposed a novel
methodology to estimate complete time series in a specific time interval from
multiple and distinct input time-series. This is applicable to problems where
as in our case, the relation between individuals are deep and the variability too
high to be learnt from few experiments.
3. Dynamic non-linear modelling strategy
In order to create a ML system applicable in sports performance while ful-
filling the previously established objectives, is essential to build a model around
two confronting characteristics. On the one hand, individualization is key for
sport performance. On the other hand, a model valid for an entire heteroge-
neous population is sought. Therefore, as both individual and global character-
istics are to be learnt, this problem can be interpreted from a individualization-
generalization perspective. Figure 5 illustrates this idea.
Finding a model with both perfect individualization and generalization capa-
bilities would require both a huge database and an extremely powerful algorithm
capable of learning very deep relationships. However, creating a database ca-
pable of completely characterize the target population is not viable from the
economical and technical perspective. Therefore, the design efforts are directed
to find a model with the best trade-off between individualization and gener-
alization. To do so, the methodology here proposed creates multiple models
covering a wide range of the individualization-generalization continuum. Then,
the best model is selected according to ad-hoc created performance indicators.
This methodology follows five steps represented in figure 6 and described in the
next sections.
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3.1. Standardizing the temporal axis: Relativization of the exercise intensity
As explained in section 4, the testing protocol undertaken by the athletes is
a maximal test which ends when the athlete can no longer maintain the running
speed. As more fitted athletes can maintain higher running speeds, the duration
of each test depends on the individual fitness level of each athlete. In this case,
as recreational athletes have very diverse levels, the tests are also very diverse
in length as it is shown in figure 7A.
Therefore, the time series representing the evolution of the input and output
features differ in length. If these raw time-series were used to train the RNN it
is presumable that the longer ones would have more relevance in the learning
process due to their greater number of data points and meaning that the model
would not be valid for athletes with lower peak treadmill speed (PTS). Hence,
in this work a novel methodology is proposed to deal with this type of problems.
Due to the particular characteristics of the lactate production while per-
forming an incremental speed test, its evolution has a semi-exponential shape
as it is shown in figure 7. Despite the PTS differs from one athlete to another,
the curve shape remains similar. Moreover, the individual lactate threshold is
not related with an absolute exercise intensity but with the tipping point of the
curve. Being this so, in this work a standardization of the temporal axis (i.e.
the running speed axis) is proposed for two purposes:
• Unify the lengths of all time-series so they have equal relevance in the
learning process
• Concentrate the lactate threshold of all athletes in the same region so that
the learning process is simplified
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FIGURE 8 
Figure 8: Layer-recurrent neural network. Reprinted from [34]
By doing that, as the running speed is directly related with the exercise in-
tensity, each test features are relativized with respect to the maximum intensity
of each athlete. As shown in figure 7B, the standardization allows to group
athletes with different fitness levels by their % of maximum intensity and treat
them as a single group. This approach is useful when as in our case, the dy-
namic of the system is much more relevant for the final result than the absolute
values related to it.
3.2. Modelling algorithm selection
In this work, our approach is not to propose novel modelling algorithms but
to investigate the applicability of previously consolidated ones and propose a
methodology to solve complex real problems.
In this case, as represented in figure 8, a layer-recurrent neural network
(LRNN) architecture has been selected. The LRNN is an Elman-inspired re-
current neural network which has flexibility to configure the number of hidden
layers and the transfer function of each layer [33].
In addition, the Levenberg-Marquardt minimization function is used to fit
the model parameters as it has a faster convergence and lower error rate than
other widely used minimization algorithms [35].
Finally, the most used generalization methods are the cross-validation and
Bayesian regularization. The former divides the database into training, vali-
dation and test sets to asses the generalization power of the model. However,
Bayesian regularization does not need the validation phase so the database is
split only into two sets, for training and for testing. This means that with this
approach more experiments can be used for training purposes which allows to
take most advantage from the database. In addition, the achieved generalization
capabilities can be higher than with cross-validation [36, 37].
3.3. Feature Selection
As previously stated, the inputs of the model shall be easily measurable and
contain inter-individual characteristics on it. Among the several physiological
features known to be related to blood lactate concentration, features such as
HR-derived ones, RPE, age and gender fulfill both criteria.
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However, the selection of the features to be used as the input of the model is
not straightforward. It is known that, for a given accuracy, the model with less
parameters, i.e. the most parsimonious, generalizes best [30]. As the complexity
of the model increases together with its number of input features, minimizing
the number of inputs is important to obtain a model with better generalization
capabilities. Therefore, to select the input features of the model from the can-
didate inputs, a constructive strategy has been followed. This means that, the
simplest model (i.e. a model with zero input features) is compared to a model
with the next most relevant input feature in order to select the best one. This
procedure is then repeated until the addition of a new input no longer improves
the quality of the previous model.
The features selected for the constructive strategy are in relevance order:
1. Evolution of heart rate at the end of each stage (HRevo)
2. Evolution of heart rate after 1 minute rest (HRRevo)
3. Evolution of RPE (RPEevo)
3.4. Model fitting
The model has been trained using Matlab R2013b software Neural Net-
work and Statistics and Machine Learning Toolboxes (MathWorks, Natick, Mas-
sachusetts, USA).
3.4.1. Training algorithm configuration
The training algorithm is configured with two parameters:
• Hidden Units (HU)
• Delays
The complexity of each model depends on these training algorithm configu-
ration parameters.
In order to minimize the training process time, is desirable to minimize
the range of configuration parameters while ensuring that the final model falls
within that range. To do so, a preliminary training analysis is performed using
a small portion of the database so that a preliminary range of parameters can
be selected at no high computational cost. This preliminary training analysis
has three steps:
1. Coarse tuning: Several trainings are performed with a wide range of pa-
rameters trying to cover a big range of model complexities. The perfor-
mance of these first models is calculated.
2. Increased resolution on operation point: The configuration parameter
ranges are reduced and the resolution increased in order to focus in the
zone where the best results have been obtained in the first step. Sev-
eral models are trained according to this approach and their performances
calculated.
3. Fine tuning: If possible, the range is further reduced according to the
results obtained in the second step.
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Then, the training process is repeated for the complete database with the
range of configuration parameters determined in the preliminary analysis. Fi-
nally, a sensitivity analysis of the training process is made to deduce if a more
detailed configuration parameters selection is needed.
On the other hand, the function minimum found by the training algorithm
depends also on the initial weight values of the model. Therefore, in this work
each neural network configuration (with certain HUs and Delays) is trained ten
times with different weight initializations. In this case, the algorithm proposed
by Nguyen and Widrow [38] has been applied because it reduces training time
over other weight initialization methods such as the layer-by-layer or purely
random initialization.
3.4.2. Train and test set selection
The split of the database into a training and a test set shall be done in a way
that the whole target population (i.e. recreational runners) is characterized in
both sets.
In this case, a 70-30% split has been selected for the training and testing sets
respectively. Usually, the training and test examples selection is done by random
sampling, however, this approach is suitable only if the available database is big
enough to make the random selection statistically significant. Therefore, in this
work, two other different approaches have been followed and compared.
Knowledge based sampling. In this approach, the selection of the train and test
examples has been made based on the knowledge of the physiology experts. The
training and test examples have been selected taking into account the diversity
of lactate curve shapes so that all type of shapes were present both in the
training and test sets. In this regard, several characteristics of the curves such as
the maximum/minimum lactate values, last step reached, decreasing/increasing
patterns, non-exponential shapes and other anomalies have been considered.
Modified stratified sampling: Time-series clustering for stratification. The other
sampling approach proposed in this work is a variation of a stratified random
sampling. In this method, the whole population is classified into mutually ex-
clusive and more homogeneous groups called strata. Then, a simple random
sampling is made from each stratum so that a heterogeneous sample is created
containing examples of all the sub-populations.
Usually, the classification of the whole population in several stratum is made
according to one or more static parameters. However, in our case the parameter
which is considered most determinant to create the strata is not a static param-
eter but the lactate curve shape. Therefore, a time-series clustering technique
is proposed to make the stratification according to the lactate curve shapes.
Figure 9 illustrates this methodology.
In this case, a hierarchical time-series clustering algorithm is used to create
the strata as it allows not to preselect the number of clusters and to make a
point to point curve comparison, which is very convenient in this case where the
time-series are standardized to be equal in length.
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Figure 9: Stratified Random Sampling
Once the strata is defined, the 30% of the examples of each stratum are
randomly selected and included in the test set and the rest in the training set.
3.5. Model selection: Ad-hoc performance estimation
As previously mentioned, the best trade off between individualization and
generalization is sought for the final model.
Accuracy and generalization, as defined in this work, are closely related to
what in ML is known as bias-variance dilemma [39]. Since generalization is a
non-computable value and can only be estimated according to the boundaries
of your input space [30], our work proposes a methodology focused on maximiz-
ing the generalization. First, a ’minimum necessary accuracy’ is set and then
the simplest model meeting this accuracy is selected as the best model. This
methodology is based on the ’principle of parsimony’ which is the best way to
maximize the generalization power of the model [30]. Although this methodol-
ogy does not ensure that the generalization power of the final model is high (or
even good enough), it does ensure that the generalization power of the model is
maximized for the boundaries of your particular problem.
3.5.1. Model performance estimation: Approaching theory and practice
In this work, two different model performance indicators (statistical and
heuristic) are used to determine the overall performance of the models so that
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Table 1: Lactate threshold individualization
error definition
Pace at LT Maximum error in LT
(min/km) ±(s/km) ±(%)
≥3∗ 3 1.7
≥3.5 5 2.4
≥4 10 4.2
≥4.5 15 5.5
≥5 20 6.6
*Out of scope: Fitness level above objec-
tive population
Abbreviations: LT, lactate threshold
both theoretical and practical perspectives are taken into account when selecting
the final model.
A statistical indicator is used to asses the performance of the model cal-
culating the correlation between the real individual lactate threshold and the
estimated individual lactate threshold. The real individual lactate threshold is
considered the one calculated with the lactate levels measured in the running
test while the estimated individual lactate threshold is determined by the ML
system here proposed. Both lactate thresholds are calculated using the Dmax
method of each corresponding curves as it is recommended for recreational ath-
letes [40, 41].
However, this approach does not help to determine the applicability of the
model to sport performance as it analyzes the problem from a global perspective
and without considering the performance for each individual athlete. Therefore,
in this work a heuristic (i.e. an approach to problem solving, that employs a
practical method not guaranteed to be optimal, but sufficient) indicator is also
proposed to analyze the model performance and its applicability to individual
athletes from a practical perspective.
Concerning the applicability of the model in sport performance, there is
a maximum error above which the model would not be useful. Defining as
baseline that the precision error of the LT measurement is around 4-6% [42],
we have enriched this information from the perspective of physiology in the
following way: since higher level athletes require higher individualization in
their daily trainings, a higher accuracy than the baseline is deemed necessary.
On the other hand, this is the opposite for the less trained athletes which for the
individualization is less critical [43, 44]. The maximum error defined according
to the race pace corresponding to the lactate threshold is shown in table 1.
Therefore, the estimation error of each individual athlete is the difference be-
tween the real lactate threshold and the estimated lactate threshold. The model
performance is then determined with the number of estimation errors below the
maximum error defined in table 1 and represented as the % of the total athletes
in the database (a.k.a. % individualization). This value indeed represents the
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individualization power of the model (i.e. to percentage of correctly estimated
lactate thresholds for the source population).
Both performance indicators have their strengths: The statistical method
gives insight about the global characteristics of the model while the heuristic
does it about the individualization power of the model. Both indicators also
allow to compare the performances between the training and test set which
is essential to estimate the generalization power of the model. Therefore, the
overall model performance is assessed and the models are ranked according to
the best trade-off between both indicators and thus providing a solution to
bridge the gap between theory and practice.
4. Experimental setup
4.1. Participants
The study included 143 recreational runners. The participants were selected
from local running, triathlon and trail clubs so that the study population could
be as representative as possible to the target population as represented in figure
10. In this regard, several characteristics such as gender, age, discipline and level
were aimed when selecting the athletes. In addition, personal interviews were
also held so that other characteristics such us training background and current
fitness level could be also assessed and thus a wide range of level athletes could
be captured in the database.
Before participation, subjects were asked to present a medical certificate to
ensure that they were free of cardiovascular, musculoskeletal and metabolic dis-
ease. This study was approved by the Ethics Committee for Research on Human
Subjects of the University of Basque Country UPV/EHU (CEISH/GIEB). The
athletes were informed about the tests and possible risks involved. Each athlete
provided a written informed consent before testing.
All participants were federated in their respective disciplines, currently run-
ning at least 3 days a week and competing in recreational endurance races, and
they had a running experience of at least 1 year. Athletes were encouraged to
be well rested and to abstain from hard training sessions and competition for
24 hours before testing. All participants were familiarized with running on a
treadmill.
4.2. Data Acquisition Protocol
All runners completed a maximal incremental running test at 1% slope on a
treadmill, which started at 9 km/h without previous warm up. The speed was
increased by 1,5 km/h every 4 minutes until 13,5 km/h; then, to calculate the
thresholds more accurately, speed was increased by 1 km/h until participant
reached exhaustion. The duration of each step has been set in 4 minutes as it
is adequate to determine the lactate threshold of endurance runners [14].
One minute of recovery was given between stages, when capillary blood
samples were obtained from the earlobe and lactate concentration was mea-
sured by a portable lactate analyzer (Lactate Pro, Arkray, KDK Corporation,
17
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Kyoto, Japan.), which has been validated as an effective analyzer for lactate
measurements [45]. In addition, respiratory RPE [46] and muscular RPE [47]
was assessed using the 10-point Borg scale [23]. During the test, HR was moni-
tored by an HR monitor (Garmin 910XT, Canton of Schaffhausen, Switzerland),
measuring HRs just at the end of each stage and at the end of the 1 minute re-
covery. This recovery time is used because it provides better capacity to detect
meaningful differences than HR measured after 2 minutes recovery [48].
Each test data was recorded both together with the incidences (if any) ob-
served during the test, both in paper and electronic format. In addition, the HR
data was downloaded from the HR monitor into a PC for its posterior analysis.
4.3. Data pre-processing
In order to detect incomplete or corrupted experimental data, the raw data
recorded during the tests was analyzed. Three characteristics were sought: the
compatibility between the HR monitor and manual data, the lack of incidences
during the experiments which could distort the experimental data and a min-
imum of 14,5 km/h reached during the test. The minimum PTS required for
introducing athletes into the model was set in 14,5 km/h because a minimum
of 5 lactate measurement points are necessary to accurately determine the in-
dividual lactate threshold with Dmax method [14].
The outlier experiments detected which could not be explained by incidences
during the tests were kept in the database.
After all the data was analyzed 105 test remained valid and were all gathered
in a single database.
5. Results and discussion
5.1. Model fitting
5.1.1. Training configuration
Table 2 shows the steps followed in the preliminary training analysis to define
the range of training algorithm configuration parameters to be used in the model
fitting process. These preliminary trainings included data of 14 athletes that
completed the 17,5 km/h stage. These athletes were selected as they are medium
level recreational athletes which presumably have characteristics of the high and
low level athletes. The configuration parameters have been tuned in three steps
as explained in section 3.
Therefore, the ranges of training algorithm configuration parameters to be
used in the model fitting are:
• 1-4 HUs
• 5-11 Delays
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Table 2: Preliminary trainings - training algorithm configuration parameters
range definition
Step Hidden Units Delay
1 Coarse tuning [1, 5, 10] [1, 3, 5, 8, 10]
2 Increased resolution [1, 2, 3, 4] [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]
3 Fine tuning [1, 2, 3, 4] [5, 6, 7, 8, 9, 10, 11]
Figure 11: Knowlege based sampling
5.1.2. Train-test set selection
As mentioned in section 3, the modelling process is done comparing two
different training and test set example selection methods.
On the one hand, figure 11, shows the test and training set spliting based
on expert knowledge.
On the other hand, figure 12, shows the training and test set selection us-
ing the modified stratified sampling method. Using the hierarchical clustering
technique, 10 different stratum are found in the database. Then, the test set
examples are selected random sampling the 30% of the each stratum examples.
The remaining examples correspond to the training set.
5.2. Feature selection
Using the different training configuration parameters and training and test
set splits, multiple models are created and their performance analyzed accord-
ing to the two performance indicators explained in section 3. In addition, the
training process is repeated for different input feature combinations following
previously mentioned constructive criteria.
As it is shown in tables 3 and 4, the performances of the models are very
similar. The model with no inputs performs well, meaning that the majority
of the information of the lactate evolution is extracted from its own dynamic,
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Figure 12: Modified stratified sampling
Table 3: Knowledge based training-test set models performance respect
to input features
Input features Heuristic ind. Statistic ind.
% indiv. R (Test-Est LT)
- 90.48 0.89
HRevo 91.43 0.89
HRevo, HRRevo 91.43 0.89
HRevo, HRRevo, RPEevo 91.43 0.89
Abbreviations: % indiv., % individualization power or successfully
estimated lactate thresholds; R(Test-Est LT), Pearsons correlation
coefficient between tested lactate threshold and estimated lactate
threshold; HRevo, evolution of heart rate measured at the end of
each stage; HRR, evolution of heart rate measured after 1 minute
rest; RPEevo, evolution of the rate of perceived exertion measured
at the end of each stage
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Table 4: Modified stratified random sampling based training-test set
models feature selection
Input features Heuristic ind. Statistic ind.
% indiv. R (Test-Est LT)
- 90.48 0.89
HRevo 91.43 0.89
HRevo, HRRevo 91.43 0.89
HRevo, HRRevo, RPEevo 91.43 0.89
Abbreviations: % indiv., % individualization power or successfully
estimated lactate thresholds; R(Test-Est LT), Pearsons correlation
coefficient between tested lactate threshold and estimated lactate
threshold; HRevo, evolution of heart rate measured at the end of
each stage; HRR, evolution of heart rate measured after 1 minute
rest; RPEevo, evolution of the rate of perceived exertion measured
at the end of each stage
something that can be explained by the similar dynamic that the lactate curve
shows after standardizing it. In addition, introducing the HRevo increases the
performance of the model due to the extra information that this feature pro-
vides. However, introducing HRRevo and RPEevo does not further improve the
performance of the model which could mean that the information provided by
these features is redundant and/or irrelevant.
Therefore, among the four combinations of input features, the model with
one input (HRevo) is considered the best due to having the smallest error, as
well as due to a lower complexity than the models with more input features.
5.3. Model selection
Once that the feature selection is done, a sensitivity analysis is performed
in order to get insight about:
• the relevance of the train-test set selection in the training process results.
• the relation between the training configuration parameters (HU and De-
lays) and the performance of the model.
Figures 13 and 14 represent the performance of the models trained (according
to both performance indicators) with respect to their configurations parameters
for the knowledge based and the modified stratified sampling dataset splitting
methods, respectively.
On the one hand, the sensitivity analysis shows that the performances ob-
tained with the modified stratified sampling technique are more homogeneous
than the obtained with the knowledge based sampling method. This indicates
that the models obtained with the modified stratified sampling can handle better
the randomness of the data and thus presenting a more robust behavior. There-
fore, the final model is selected within the models trained with this method.
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Table 5: Best 10 model ranked by performance
Rnk Configuration Heuristic ind. Statistic ind.
HU Del % indiv. R (Test-Est LT)
1. 1 8 91.43 0.89
2. 1 7 91.43 0.89
3. 1 10 90.63 0.89
4. 4 11 90.63 0.89
5. 1 10 90.63 0.89
6. 2 6 89.52 0.89
7. 4 11 89.52 0.89
8. 2 8 89.52 0.89
9. 2 7 89.52 0.89
10. 3 10 89.52 0.89
Abbreviations: Rnk, Rank; HU, hidden units; Del, delays; %
indiv., % of individualization power or successfully estimated
lactate thresholds; R (Test-Est LT), Pearsons correlation coef-
ficient between tested lactate threshold and estimated lactate
threshold.
On the other hand, there are several configuration parameter zones that
consistently obtain better performances across the analysis. Moreover, these
zones are also consistent with both performance indicators thus validating the
use of the heuristic performance indicator and the robustness of the proposed
combined model performance estimation approach.
From the generalization perspective the less complex zones are more inter-
esting. Therefore, as highlighted in figures 13 and 14, the best configuration
parameter zone is consistently around 2 HU and 6 delays.
5.3.1. Final model selection
Finally, all the models trained with the modified stratified sampling method
are ranked in decreasing performance order and the final model is selected ac-
cording to the best parameter zone. Table 5 represents the 10 best models
ranked according to the best trade-off between both model performance indica-
tors.
The final model selected is the one ranked in 6th position as the performance
is comparable to the best ones and is in the optimum configuration parameter
zone identified in the sensitivity analysis.
5.4. Applicability analysis: Individualization-Generalization power assessment
In order to asses the applicability of the ML model here presented, the indi-
vidualization and generalization power of the model are analyzed and gathered
in table 6.
On the one hand, the model estimates the lactate threshold of 89.52% of the
athletes with an error below the maximum acceptable error defined in table 1.
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Table 6: Final Model Performance
Perf. Ind. Global Perf. Train. Perf. Test. Perf.
Heuristic ind. (%) 89.52 89.04 90.63
Statistic ind. (R) 0.89 0.89 0.92
Abbreviations: Perf, Performance; Ind., indicators; Train, Train-
ing set; Test, Test set; R, Pearsons correlation coefficient between
tested lactate threshold and estimated lactate threshold
This means that the model is capable of reaching the minimum individualization
required in 89.52% of the cases. Figure 15, represents different correct lactate
threshold estimations for different level athletes.
Abbreviations: Lac, Lactate; Test, tested; Est, estimated; LT, lactate threshold
Figure 15: Correct lactate threshold estimations
Moreover, unsuccessfully estimated lactate thresholds coincide with abnor-
mal lactate curves, which in some cases may be caused by bad blood lactate
measurements as shown in figure 16.
On the other hand, the generalization power of the model is assessed com-
paring the percentage of correct estimations made in training and testing sets.
As it is observed in table 6 both are very similar. This means that the gen-
eralization power of the model is very good, as the estimation of new athletes
lactate threshold is as good as for the athletes used to train the model.
These results also show that the final model is slightly shifted towards the
bias end (as it is not able to fit the 100% of the athletes into the model) of the
bias-variance continuum. In any case, this is indeed the preferred solution when
26
Abnormal lactate curve Possible bad measurement 
Abbreviations: Lac, Lactate; Test, tested; Est, estimated; LT, lactate threshold
Figure 16: Bad lactate threshold estimations
Table 7: Correlation between lactate
thresholds and running performance
- R (IAAF score)
Tested LT 0.61
Estimated LT 0.78
Abbreviations: R, Pearson’s correla-
tion coefficient; LT, lactate threshold
trying to attain generalization of complex systems as in our case.
In addition, in order to go deeper in this applicability analysis, a correlation
analysis has been made between lactate threshold and athlete performance level.
Its correlation with the athlete performance level is in fact one of the interesting
characteristics of the individual lactate threshold applied in sports performance
[5, 6]. In this work, the running performance is quantified with the best IAAF
score obtained in certified races between 10 km and marathon distance during
the last year [49]. As it is shown in the table 7, the correlation of the estimated
lactate threshold with the IAAF score increases comparing it to the lactate
threshold calculated with the experimentally tested lactate values.
This means that the individual lactate threshold estimated with the ML
system is more correlated with the running performance than the experimentally
tested one. Two reasons which could explain these phenomena are:
• The estimated lactate curve is more homogenous as its not affected by
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blood lactate measurement errors which is known to be the main drawback
of the blood lactate measurement [50]. Consequently, the ML system acts
as a filter and estimates the lactate threshold more accurately than the
experimentally measured lactate threshold and increasing its correlation
with the athlete performance indicators.
• The ML system here proposed increases the collinearity between the lac-
tate threshold and the PTS (from R=0.86 to R=0.97) due to a homoge-
nization of the lactate curves estimated. As PTS is considered the best
predictor of running performance [51] the estimated lactate threshold also
correlates better with the IAAF score. Being this so, the increased corre-
lation between the estimated lactate threshold and running performance
would not mean that the estimated lactate threshold is more accurate than
the experimentally tested lactate threshold, it would be a consequence of
the methodology used.
Most probably both reasons are somehow involved in the improved correla-
tion with the running performance. Nevertheless, this can not be quantitatively
evaluated with the currently available information. Therefore, more tests would
be needed to be able to conclude whether the ML system here proposed cor-
rects some of the problems of the direct blood lactate measurement or its just
a consequence of the ML methodology.
In any case, it is clear that the correlation with the experimentally measured
lactate threshold is very high (R=0.89) and that the correlation with the ath-
lete performance is also high (R(IAAF)=0.78) meaning that the here proposed
ML system is a good alternative to the traditional invasive lactate threshold
measurement tests for recreational runners.
6. Conclusions
In this work, a ML system which estimates the individual lactate thresh-
old of recreational athletes in a non-invasive, cost efficient and easily accessible
way is presented. In addition to applying previously consolidated ML tech-
niques to solve a complex real world problem, two novel methodologies have
been proposed, the standardization of the temporal axis and a modification of
the stratified sampling method. The ML system here presented is capable of
successfully estimating the lactate threshold for 89.52% of the study popula-
tion and its generalization power with respect to the source population is very
good as almost equal results have been obtained for the training and test sets.
Estimating the generalization power on the target population is an extremely
complicated task and dependent on the representativeness of the database and
the ML methodology followed. Therefore, it’s risky to assume that, despite
making big efforts in the sampling process, the study population completely
represents the target population. However, big efforts have been made from
the methodological point of view to ensure that the final model’s generalization
power can be maximized and this is the main reason why a slightly underfitted
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model has been selected as the optimal. In addition, the correlation between
the experimentally tested lactate threshold with the estimated lactate threshold
(R=0.89) is very high.
For all these reasons, the ML based system here presented is an alternative
to the traditional invasive lactate threshold measurement tests for recreational
runners. In the future it is planed to make further experiments to validate
the ML system. In this regard two validations are foreseen: Against more new
athletes and against athletes which are part of this database but which their
fitness condition may have changed.
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