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Abstract
Long waves in shallow water propagating over a background shear flow towards a sloping
beach are being investigated. The classical shallow-water equations are extended to incor-
porate both a background shear flow and a linear beach profile, resulting in a non-reducible
hyperbolic system. Nevertheless, it is shown how several changes of variables based on the
hodograph transform may be used to transform the system into a linear equation which may
be solved exactly using the method of separation of variables. This method can be used to
investigate the run-up of a long wave on a planar beach including the development of the
shoreline.
1 Introduction
While many classical results in the theory of surface water waves have been obtained in the
context of irrotational flow, the assumption of zero vorticity is not always justified. Indeed,
it is well known that vorticity may have a strong effect on the properties of surface waves,
and there is now a growing literature on the effect of vorticity on the properties of surface
waves. In mathematical studies focused on the influence of vorticity on the dynamics of a
free surface, some simplifying assumptions are usually made. Examples of cases which have
proved to be mathematically tractable include compactly supported vorticity, such as point
vortices or vortex patches [11, 17], and the creation of vorticity through interaction with
bathymetry [7] or through singular flow such as hydraulic jumps [15].
One important case which is particularly amenable to both analytic and numerical meth-
ods is the propagation of waves over a linear shear current. As noted in the classical paper
[19], there is a certain scale separation between long surface waves and typical shear profiles
which justifies the assumption that the shear is unaffected by the wave motion to the order
of accuracy afforded by the model, and moreover, the precise profile of the shear flow may
be approximated with a linear shear.
In the current work, we consider the case where a background shear current interacts
with a sloping beach. In particular, suppose the seabed is given by h(x) = −αx (see Figure
1), and in addition a background shear flow U(z) = Γ0 + Γ1z is imposed. As shown in
Appendix 1, for long surface waves, a set of shallow-water equations may be derived from
first principles. The system has the form
ηt +
(
Γ0(h+ η) +
Γ1
2
(η2 − h2) + u(h+ η)
)
x
= 0, (1)
ut +
(
us+
s2
2
+
u2
2
+ gη
)
x
= 0, (2)
where η(x, t) describes the deflection of the free surface at a point x and a time t, and u(x, t)
represents the horizontal fluid velocity. The function s(x) = Γ0 +αΓ1x, and in particular the
coefficient αΓ1 represent the strength of the interaction between the sea-bed and the shear.
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Figure 1: Sloping beach given by h(x) = −αx.
Note that this system is hyperbolic, but the inclusion of non-trivial bathymetry makes the
system irreducible. Nevertheless it will be shown in the body of this paper that it is possible
to employ a hodograph transform which aids in the construction of exact solutions of the
system, and in particular allows us to make predictions of the development of the waterline.
The idea of exchanging the roles of dependent and independent variables originated in
the theory of gas dynamics [10], and has been used in various special cases in hyperbolic
equations, including the shallow-water equations. However, it was not until the work of
Carrier and Greenspan [5] that it became possible to find exact solutions for the shallow-
water equations in the case of non-constant bathymetry. Indeed, the real novelty of the work
of Carrier and Greenspan lay in the fact that they succeeded in applying the hodograph
transform in the case of a non-uniform environment. In particular, they obtained explicit
solutions to the non-linear shallow-water equations on a linear beach profile, but without
vorticity.
There are a few important variations on the method of Carrier and Greenspan. In
particular, more general initial data were considered in [6], and physical properties such as
mass and momentum fluxes related to the possible run-up of a tsunami were mapped out.
Some generalizations of the method with regards to the shape of the beach profile were
made in [12], where a convex bottom topography of the type h(x) = x4/3 was considered.
Also, three-dimensional effects were included in recent work [16], where a general approach
was put forward to study the problem on a bay of arbitrary cross-section. The work laid
down in [3] makes use of analysis techniques to estimate the Jacobian function associated
to an arbitrary bottom profile, and thus proves that at least in theory, that the restriction
to planar or convex beaches is not necessary. One problematic issue with the approach
of Carrier and Greenspan is that it is difficult to treat the boundary-value problem. For
example, if wave and velocity data are known at a fixed location it is not straightforward
to prescribe these as boundary data, and study the shoaling and run-up of the resulting
shorewards propagating waves. This problem was investigated in-depth in [2], where it was
shown how the boundary-value can be solved in the context of planar beaches.
As we stated above, the main purpose of the current work is to extend the Carrier-
Greenspan approach to the case where background vorticity can be included in the flow.
The need for such an extension arises from the fact that the propagation of water waves
in coastal areas is often affected by the influence of currents. Previous works on this topic
include the construction of periodic traveling waves over shear flows in the Euler equations
[9], numerical investigations [21] and the investigation of the pressure profile in asymptotic
models [1, 22].
The plan of the current paper is as follows. In section 2 we consider the case of a shear
flow over a flat bed. While the inclusion of background vorticity into shallow-water models
is known (see [13] for instance), it is not obvious how to find closed-form expressions for
the Riemann invariants in this case. In section 3, we treat the case of a shear flow over a
linear beach, and use intuition gained from the Riemann invariants in the flat-bed case to
aid in the construction of the hodograph transform in the more difficult case of non-constant
bathymetry. Finally, in Section 4, we explain how the equations may be solved exactly,
and we include a few plots where we compare cases with different strengths of background
vorticity. Finally, the equations with both shear flow and an uneven bottom are derived in
the Appendix.
2
2 Shear flow over a flat bed
We first look at the case of shear flow over a flat bed as this case will give us important clues
on how to proceed in the more difficult case of a shear flow over a sloping bed. A sketch
of the geometry is shown in Fig. 2. In particular, the total depth is H(x, t) = η(x, t) + h0,
where h0 is the constant undisturbed depth. The vertical shear current is assumed to be
of the form U(z) = −Γ0 + Γ1z which yields a background vorticity −Γ1. Without loss of
generality, we may assume that the density is constant, and consider a domain of unit width
in the transverse direction. The shallow-water equations for a flat bed are as follows:
Ht +
(
− Γ0H + Γ1
2
H2 + uH
)
x
= 0, (3)
ut +
(
− Γ0u+ 1
2
u2 + gH
)
x
= 0. (4)
In order to express the equations in non-dimensional variables, we introduce the following
scaling: u∗ = uu0 , η
∗ = ηh0 , x
∗ = xh0 , t
∗ = tT , Γ
∗
0 =
Γ0
u0
, Γ∗1 =
Γ1
1/T where
T =
√
h0/g , u0 =
√
gh0 . The equations are the written in non-dimensional form as
H∗t∗ +
(
− Γ∗0H∗ +
Γ∗1
2
H∗2 + u∗H∗
)
x∗
= 0,
u∗t∗ +
(
− Γ∗0u∗ +
1
2
u∗2 +H∗
)
x∗
= 0.
As is customary in shallow-water theory, the propagating speed of a wave is taken as
c =
√
gH (in non-dimensional variables c∗ =
√
H∗ where c∗ = cu0 ). Note that for easier
reading, the stars on the non-dimensional variables will be omitted from now on. Adding
and subtracting the two equations above, and using the speed c as an unknown, the equations
can be written in so-called pre-characteristic form as{
∂
∂t
+ (u− Γ0 + c) ∂
∂x
}
(u+ 2c) = −2Γ1c2cx,{
∂
∂t
+ (u− Γ0 − c) ∂
∂x
}
(u− 2c) = 2Γ1c2cx.
This form may be useful in some situations connected to numerical integration of the equa-
tions, but is included here mainly as a stepping stone toward a similar set of equations in
the case of the sloping bottom. In the current context, it is actually more advantageous to
put the equations into proper characteristic form. However, since it is not easy to see how
to eschew the 2Γ1c
2cx-terms on the right hand side, we will use a different approach to put
the equations in characteristic form.
Figure 2: Background shear flow for constant depth.
In vector notation, we can write eq.(3) and eq.(4) as
ut + f(u)x = 0 (5)
where u = [H,u]
T
. Further, f(u)x = f
′(u)ux, where f ′(u) is the Jacobian matrix
f ′(u) =
[−Γ0 + Γ1H + u H
1 −Γ0 + u
]
.
3
The eigenvalues are
ξ1 = u− Γ0 + 1
2
Γ1H +
1
2
√
(Γ1H)2 + 4H,
ξ2 = u− Γ0 + 1
2
Γ1H − 1
2
√
(Γ1H)2 + 4H.
These eigenvalues are real and distinct which means that the system is strictly hyperbolic.
Since the Jacobian matrix only depends on u, and not x or t, the system is reducible, and
Riemann invariants exist according to the standard theory [10]. However, finding exact
expressions for the Riemann invariants is in general highly non-trivial.
In order to find the the Riemann invariants ω1 and ω2, it will be convenient to define an
eigenproblem Lf ′(u) = ΛL with the left eigenvectors
l1 =
[
2
−Γ1H +
√
(Γ1H)2 + 4H
]
,
l2 =
[
2
−Γ1H −
√
(Γ1H)2 + 4H
]
.
Inserting the left eigenproblem in eq.(5), we can express eq.(5) as
lTi ut + ξil
T
i ux = 0, (6)
where i = 1, 2. If we now introduce the auxiliary function µ(u) satisfying
∇ωi(u) =
[
∂ωi
∂H ,
∂ωi
∂u
]
= µi(u)l
T
i , (7)
the eq.(6) can be written as
∇ωi(u)ut + ξi∇ωi(u)ux = 0, (8)
which is the same as {
∂
∂t
+ ξi
∂
∂x
}
ωi(u) = 0.
The characteristic form in the latter equation shows that ωi(u) is constant along the char-
acteristics dxdt = ξi(u). The challenging part of this procedure is to find an expression for
µi(u). To be able to proceed further, we start by assuming that µi(u) is chosen such that
the relation ∂
2ωi
∂H∂u =
∂2ωi
∂u∂H is satisfied. First, to calculate µ1(u), eq.(7) gives us
∂ω1
∂H
= 2µ1(u)
∂ω1
∂u
= µ1(u)
(
− Γ1H +
√
(Γ1H)2 + 4H
)
, (9)
and if we let
µ1(u) = Γ1 +
1
H
√
(Γ1H)2 + 4H, (10)
the assumption will be satisfied. Integration gives us
ω1 = 2Γ1H + 2
√
(Γ1H)2 + 4H +
8
Γ1
sinh−1
(
Γ1
√
H
2
)
+K1(u),
ω1 = 4u+K2(H),
where K1(H) and K2(u) are the constants of integration. By combining these, we obtain
the first Riemann invariant
ω1 = u− Γ0 + 1
2
Γ1H +
1
2
√
(Γ1H)2 + 4H +
2
Γ1
sinh−1
(
Γ1
√
H
2
)
, (11)
where we also have divided by 4 and subtracted by Γ0 to simplify further work.
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We can obtain the second Riemann invariant in a similar way. With the expression for
the parameter µ2 given by
µ2(u) = Γ1 − 1
H
√
(Γ1H)2 + 4H,
we get
ω2 = u− Γ0 + 1
2
Γ1H − 1
2
√
(Γ1H)2 + 4H − 2
Γ1
sinh−1
(
Γ1
√
H
2
)
.
With these expressions in hand, the equations (3) and (4) can then be rewritten in charac-
teristic form as {
∂
∂t
+ ξ1
∂
∂x
}
ω1 = 0,{
∂
∂t
+ ξ2
∂
∂x
}
ω2 = 0.
However, the equations are still nonlinear. Since one purpose of the present study is to
obtain exact representations of solutions of (3) and (4), it will be convenient to perform yet
another transformation to put the equations in linear form.
Switching dependent and independent variables via a hodograph transform from ω1 =
ω1(x, t) and ω2 = ω2(x, t) to x = x(ω1, ω2) and t = t(ω1, ω2), results in
xω2 − ξ1tω2 = 0, (12)
xω1 − ξ2tω1 = 0. (13)
As long as the Jacobian matrix remains non-singular, linearity has been achieved and the
equations can now be solved. We will come back to the solution in section 4.1.
3 Shear flow on a sloping bed
We will now consider the geometry in Fig. 1 with the total depth H(x, t) = η(x, t) + h(x).
The vertical shear current is assumed to be of the form U(z) = Γ0 + Γ1z with the vorticity
−Γ1. Note that the x-axis is now assumed to be aligned with the undisturbed free surface
as this normalization is more convenient in the current setting.
To put equations (1) and (2) into non-dimensional form, we introduce new variables
u∗ = uu0 , η
∗ = ηαl0 , x
∗ = xl0 , t
∗ = tT , Γ
∗
0 =
Γ0
u0
, Γ∗1 =
Γ1
1/T where T =
√
l0/αg , u0 =
√
gl0α
and l0 is a characteristic length. We also define s
∗ = su0 . The equations then appear as
η∗t∗ +
(
Γ∗0(η
∗ − x∗) + αΓ
∗
1
2
(η∗2 − x∗2) + u∗(η∗ − x∗)
)
x∗
= 0, (14)
u∗t∗ +
(
u∗s∗ +
s∗2
2
+
u∗2
2
+ η∗
)
x∗
= 0. (15)
As in the previous section for the sake of readability, the stars will be disregarded in what
follows. In an attempt to write the equations in characteristic form, one may insert the
propagation speed in non-dimensional form c =
√
(η − x), and then add and subtract them
to obtain the pre-characteristic form{
∂
∂t
+ (u+ s+ c)
∂
∂x
}
(u+ s+ 2c+ t) = −2sxc2cx,{
∂
∂t
+ (u+ s− c) ∂
∂x
}
(u+ s− 2c+ t) = 2sxc2cx.
To be able to solve these equations, the difficulty lies in finding the Riemann invariants. We
can write eq.(14) and eq.(15) as ut + f(u, x)x = 0 where u = [η, u]
T
. The Jacobian matrix
f ′(u, x) has the following eigenvalues
ξ1 = u+ s+
αΓ1
2
c2 +
c
2
√
(αΓ1c)2 + 4,
ξ2 = u+ s+
αΓ1
2
c2 − c
2
√
(αΓ1c)2 + 4.
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Since the Jacobian matrix now depends on x, the system is not reducible, and it is not clear
whether Riemann invariants can be found. In particular we cannot proceed in the same
way as in section 2. However, when carefully combining the pre-characteristic form and the
eigenvalues with the corresponding equations for the flat bed case, a bit of informed guessing
points to defining the Riemann invariants as
ω1 = u+ s+
1
2
αΓ1c
2 +
1
2
c
√
(αΓ1c)2 + 4 +
2
αΓ1
sinh−1
(
αΓ1c
2
)
+ t
ω2 = u+ s+
1
2
αΓ1c
2 − 1
2
c
√
(αΓ1c)2 + 4− 2
αΓ1
sinh−1
(
αΓ1c
2
)
+ t
As it turns out, if these expressions are substituted into eq.(14) and eq.(15), the characteristic
form {
∂
∂t
+ ξ1
∂
∂x
}
ω1 = 0,{
∂
∂t
+ ξ2
∂
∂x
}
ω2 = 0
appears. These two equations are still nonlinear in t, so we continue by performing a hodo-
graph transformation, changing ω1 = ω1(x, t) and ω2 = ω2(x, t) to x = x(ω1, ω2) and
t = t(ω1, ω2), which results in the equations
xω2 − ξ1tω2 = 0,
xω1 − ξ2tω1 = 0.
In contrast to the flat bed case, the equations are still nonlinear at this stage. Therefore,
another step is required, and we introduce new variables ω1 +ω2 = λ and ω1−ω2 = σ. This
change of variables give us
xλ −Atλ +Btσ = 0, (16)
xσ −Atσ +Btλ = 0, (17)
where to simplify, we have defined A = u + s + αΓ12 c
2 and B = c2
√
(αΓ1c)2 + 4. Further,
differentiating these equations, and using the identities xσλ = xλσ and tσλ = tλσ leads to
Aλtσ −Aσtλ −Bλtλ +Bσtσ = B (tλλ − tσσ) . (18)
In order to find expressions for the derivatives of A and B with respect to σ and λ, we start
by writing the variables λ and σ as
λ
2
= u+ s+
αΓ1
2
c2 + t, (19)
σ
2
=
c
2
√
(αΓ1c)2 + 4 +
2
αΓ1
sinh−1
(
αΓ1c
2
)
. (20)
It is easy to see from eq.(19) that Aσ = −tσ and Aλ = 12 − tλ. To calculate Bλ and Bσ, we
start by differentiating B to find
Bσ =
(αΓ1c)
2 + 2√
(αΓ1c)2 + 4
cσ, Bλ =
(αΓ1c)
2 + 2√
(αΓ1c)2 + 4
cλ,
where cσ and cλ are unknown. We can find an expression for these by differentiating eq.(20)
implicitly with respect to σ and λ, yielding
1
2
= cσ
√
(αΓ1c)2 + 4, 0 = cλ
√
(αΓ1c)2 + 4. (21)
Since the root cannot be zero, cλ has to be zero. Thus, with these calculations eq.(18)
becomes (
(αΓ1c)
2 + 3
(αΓ1c)2 + 4
)
tσ =
c
2
√
(αΓ1c)2 + 4 (tλλ − tσσ) . (22)
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Unfortunately, the c is only given implicitly as a function of σ in eq.(20). However, notice
that in eq.(20) both terms are increasing and monotone, so the relation can be inverted.
Since we seek an expression for cσσ, we start by differentiating eq.(20) twice and get
0 = cσσ
√
(αΓ1c)2 + 4 +
(αΓ1cσ)
2c√
(αΓ1c)2 + 4
.
By inserting cσ from eq.(21), we obtain the expression
cσσ = − (αΓ1)
2c
4((αΓ1c)2 + 4)2
.
With some calculations eq.(22) then becomes
ctcc + 3tc = 4c((αΓ1c)
2 + 4)tλλ, (23)
which is a linear equation and can now be solved exactly.
4 Exact solutions of the equations
4.1 Flat bed
One way to solve eq.(12) and eq.(13) is to introduce new variables in the same way as shown
above for the case of the sloping bed. Thus, introducing the variables λ = ω1 + ω2 and
σ = ω1 − ω2, the equations can be written as
xλ − (u− Γ0 + 1
2
Γ1H)tλ +
1
2
√
(Γ1H)2 + 4H tσ = 0, (24)
xσ − (u− Γ0 + 1
2
Γ1H)tσ +
1
2
√
(Γ1H)2 + 4H tλ = 0. (25)
Moreover remembering the expressions for ω1 and ω2 from Section 2, λ and σ appear as
λ
2
= u− Γ0 + Γ1
2
H, (26)
σ
2
=
1
2
√
(Γ1H)2 + 4H +
2
Γ1
sinh−1
(
Γ1
√
H
2
)
. (27)
Inverting the relation (27) results in the following linear equation for t(H,λ):
HtHH + 2tH = (Γ
2
1H + 4)tλλ. (28)
Before we solve this equation, notice that it is problematic to calculate x(H,λ) without
introducing a ’potential’ function for t(H,λ), i.e.
t =
1
Γ21H + 4
φH . (29)
However, if this potential is used, eq.(25) gives us an expression for x(H,λ), viz.
x =
λ
2
t− 1
2
φλ.
Eq.(28) can now be written due to eq.(29) as
H(Γ21H + 4)φHH + 4φH =
(
Γ21H + 4
)
φλλ
This equation can be solved using separation of variables, and the solution has the general
form
φ(H,λ) = A cos(ωλ)e−iΓ1ωH [−ωH(iΓ1 − 2ω)F1 + (iΓ1ωH − 1)F2]
where
F1 = 1F1
(
2iω + 2Γ1
Γ1
, 3, 2iΓ1ωH
)
, F2 = 1F1
(
2iω + Γ1
Γ1
, 2, 2iΓ1ωH
)
are given in terms the generalized hypergeometric function 1F1 [14]. Finally, the principal
unknowns can be expressed in terms of λ and H as u = λ2 + Γ0 − Γ12 H and η = H − h0.
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4.2 Sloping bed
We now look at the more interesting case of exact solutions in the presence of the inclined
bottom profile. To be able to solve for x(c, λ), we will also here make use of a ’potential’
function. Instead of introducing the potential function for t(c, λ) directly, we rather start by
defining
W (c, λ) = u(c, λ) + αΓ1x(c, λ) +
αΓ1
2
c2. (30)
Combining the new function W (c, λ) with eq.(19), we can rewrite eq.(23) and obtain
cWcc + 3Wc = 4c
(
(αΓ1c)
2 + 4
)
Wλλ. (31)
If we now define the function φ(c, λ) by
W (c, λ) =
1
c ((αΓ1c)2 + 4)
φc(c, λ), (32)
then eq.(31) becomes
cφcc +
4− (αΓ1c)2
4 + (αΓ1c)2
φc = 4c
(
(αΓ1c)
2 + 4
)
φλλ. (33)
We seek a solution in the form φ(c, λ) = f(c)g(λ), and thus separating the variables gives
two equations of the form
c
(
(αΓ1c)
2 + 4
)
f ′′(c) +
(
4− (αΓ1c)2
)
f ′(c) + 4ω2c
(
(αΓ1c)
2 + 4
)2
f(c) = 0,
g′′(λ) + ω2g(λ) = 0
where ω is a constant. The solution φ(c, λ) should be bounded as c→ 0, and the correspond-
ing solution of (33) is
φ(c, λ) = A cos(ωλ)e−iαΓ1ωc
2 [−ωc2(iαΓ1 − 2ω)F1 + (iαΓ1ωc2 − 1)F2] ,
where F1 and F2 are defined in terms of the generalized hypergeometric functions 1F1,
evaluated with the following arguments:
F1 =1F1
(
2iω + 2αΓ1
αΓ1
, 3, 2iαΓ1ωc
2
)
, F2 =1F1
(
2iω + αΓ1
αΓ1
, 2, 2iαΓ1ωc
2
)
.
Using the function W (c, λ), an expression for t(c, λ) can be obtained from eq.(19):
t =
λ
2
−W − Γ0.
Further, an expression for x(c, λ) can be obtained from eq.(17). Inserting for t(c, λ) from
eq.(19) and eq.(30), results in
xc = −WWc − Γ0Wc − c
(
(αΓ1c)
2 + 4
)(1
2
−Wλ
)
,
and in terms of the function φ, it becomes
x = −W
2
2
− Γ0W − c
2
8
(
(αΓ1c)
2 + 8
)
+ φλ.
The equation for the propagation speed gives us the free surface elevation as η(c, λ) =
c2 + x(c, λ), and an expression for the velocity component u(c, λ) is given by
u = W − αΓ1x− αΓ1
2
c2
from eq.(19) and eq.(30).
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While these formulae give representations of solutions of (1) and (2), it is not completely
straightforward to understand these solutions in (x, t)-coordinates. Indeed, in order to plot
these exact solutions in terms of (x, t)-coordinates, a numerical approach is needed. A
direct approach has been outlined for the problem without a shear flow [4], but it is unclear
whether this method will work in the current situation with non-zero vorticity. Therefore,
let us briefly outline the numerical implementation. First, expressions for φ, W , t, x, η, and
u, which are all functions of (c, λ) are used to fill arrays of numbers as c and λ run through
certain prescribed sets of values. In order to plot the free surface elevation as η = η(x, t),
we use the two matrices for t(c, λ) and x(c, λ) as independent variables, and tag the indices
corresponding to certain values of x and t (to a prescribed tolerance). Then, we use these
same indices in the matrix for η in order to find η as a function of x and t. With this
simple scheme, plots of η(x, t) are possible. The visualization of the horizontal fluid velocity
u = u(x, t) can be done in a similar way. The solution is single-valued so long as the Jacobian
∂(x,t)
∂(c,λ) is nonzero. Therefore, the constants A, α, Γ0, Γ1, ω and the arrays of (c, λ) are all
chosen so that a single-value solution is obtained.
Several plots are shown in Figures 3, 4 and 5. Figure 3 focuses on the comparison
between the solutions found here with small αΓ1 (solid curves) and solutions found using the
method of Carrier and Greenspan (dashed curves). It can be seen that the main effect of the
background vorticity is to induce a small setdown on the left-hand side (a minor downward
deflection of the mean water level). Note also that the construction laid down here depends
on non-zero Γ1, so that the good agreement with the Carrier-Greenspan solutions validates
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Figure 3: Free surface evolution with and without vorticity. The parameters are A = 0.2, Γ0 = 0.0025,
αΓ1 = 0.1, ω = 1. The four plots are at time t1 = 0.89, t2 = 1.38, t3 = 1.87 and t4 = 2.35. The nonzero vorticity
has the effect of introducing a slight setdown on the left-hand side.
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our method. On the other hand, Figures 4 and 5 focus on the comparison of different
strengths of vorticity. Here, it can be seen that while the run-up and run-down on the beach
is identical, the amplitude of the wave on the left-hand side is smaller in the case of larger
vorticity. Note that in these cases (as discussed in section 3), the parameter αΓ1 serves
to measure the combined effect of the strength of the slope and the vorticity, since this
parameter appears prominently in the non-dimensional version of the equations.
x
-1.2 -1 -0.8 -0.6 -0.4 -0.2 0 0.2
-0.25
-0.2
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0.2
0.25
t 1
t 2
t 3
t 4
Figure 4: Solution of a wave running up on a sloping beach with αΓ1 = 0.1. The solution parameters are
A = 0.2, Γ0 = 0.0025 and ω = 1. The solution is plotted at t1 = 0.89, t2 = 1.38, t3 = 1.87, t4 = 2.35.
x
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-0.05
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0.1
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0.2
0.25
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t 1
Figure 5: Solution of a wave running up on a sloping beach with αΓ1 = 0.5. The solution parameters are
A = 0.2, Γ0 = 0.0025 and ω = 1. The solution is plotted at t1 = 0.89, t2 = 1.38, t3 = 1.87, t4 = 2.35.
5 Appendix
For the sake of completeness, the shallow-water equations with a background shear flow over a
sloping beach will be derived. This derivation complements other already existing asymptotic
models with background shear, such as presented in [1, 8, 20]. For a one dimensional flow
we consider the velocity component to be V (x, z, t) = U(z) + u(x, t), where the linear shear
current is given by U(z) = Γ0 + Γ1z with Γ0 and Γ1 being constants. For an incompressible
and inviscid fluid, the equation for conservation of mass for the control interval delimited by
x1 and x2 on the x-axis is written as
d
dt
∫ x2
x1
H(x, t) dx+
[∫ η(x,t)
−h(x)
V (x, z, t) dz
]x2
x1
= 0,
where H(x, t) = η(x, t) + h(x) is the total depth. Integrating in z yields∫ x2
x1
ηt +
(
Γ0H +
Γ1
2
(η2 − h2) + uH
)
x
dx = 0.
Since x1 and x2 are arbitrary, the integrand must vanish identically, so that we get the local
mass balance equation
ηt +
(
Γ0H +
Γ1
2
(η2 − h2) + uH
)
x
= 0. (34)
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For later use, we can rewrite this equation in a slightly different form as
ηt +
(
Γ0η +
Γ1
2
η2 + uη
)
x
+
(
Γ0h− Γ1
2
h2 + uh
)
x
= 0. (35)
Next, we will consider the momentum balance in the x-direction. Recall that the only
forces acting on the control volume are the pressure force, and that the shallow-water ap-
proximation entails the assumption that the pressure is hydrostatic. The conservation of
momentum is written as
d
dt
∫ x2
x1
∫ η
−h
V dxdz +
[∫ η
−h
V 2 dz
]x2
x1
+
[∫ η
−h
g(η − z) dz
]x2
x1
= −
∫ x2
x1
αg(η + h) dx, (36)
where the second term on the left is the momentum flux through the lateral boundaries
of the control volume at x1 and x2, and the third term on the left is the pressure force
on these lateral boundaries. The term on the rights represents the pressure force in the
negative x-direction due to the inclined bottom profile. The integral in the second term can
be calculated to be∫ η
−h
V 2 dz = Γ20H + Γ0Γ1(η
2 − h2) + Γ
2
1
3
(η3 + h3) + 2Γ0uH + Γ1u(η
2 − h2) + u2H.
Again, the integrand must vanish pointwise so eq.(36) requires that(
Γ0H +
Γ1
2
(η2 − h2) + uH
)
t
+(
Γ20H + Γ0Γ1(η
2 − h2) + Γ
2
1
3
(η3 + h3) + 2Γ0uH + Γ1u(η
2 − h2) + u2H + g
2
H2
)
x
= −αgH.
This equation can be simplified significantly by combining it with eq.(34). Removing terms
of the form (Γ0 · eq.(34)) and (u · eq.(34)), the equation becomes
Γ1
[
ηηt +
1
2
Γ0Γ1(η
2 − h2)x + 1
3
Γ21(η
3 + h3)x + Γ1ux(η
2 − h2) + 1
2
Γ1u(η
2 − h2)x
]
+H (ut + Γ0ux + uux + gHx + αg) = 0.
After some algebra, the equation can be written as
Γ1
[
η
(
ηt +
(
Γ0η +
Γ1
2
η2 + uη
)
x
)
− h
(
Γ0h− Γ1
2
h2 + uh
)
x
]
+H
(
ut + Γ0ux + uux + gHx + αg
)
= 0.
By eq (35), we obtain
Γ1
[
η
(
−
(
Γ0h− Γ1
2
h2 + uh
)
x
)
− h
(
Γ0h− Γ1
2
h2 + uh
)
x
]
+H
(
ut + Γ0ux + uux + gHx + αg
)
= 0,
which is the same as
Γ1H
(
− Γ0h+ Γ1
2
h2 − uh
)
x
+H
(
ut + Γ0ux + uux + gHx + αg
)
= 0.
Excluding H(x, t) from the equation and by inserting the undisturbed water depth denoted
by h(x) = −αx, gives us
αΓ0Γ1 + α
2Γ21x+ αΓ1xux + αΓ1u+ ut + Γ0ux + uux + gηx = 0.
Defining the function s(x) = Γ0 + αΓ1x, leads to the equation
ssx + uxs+ uux + usx + gηx + ut = 0,
11
which can be written as
ut +
(
us+
s2
2
+
u2
2
+ gη
)
x
= 0.
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