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Abstract 
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Pittie, H.V., The integral homology and cohomology rings of SO(n) and Spin(1,), Journal of 
Pure and Applied Algebra 73 (1991) lO5-153. 
We give elCp\icit generators and relations for the ring .>tructure of the integral rings in the title. 
These results are new, at least for large n, and they complete the program of computing these 
rings for the classical groups. 
Introduction 
Let G = SO(n) or Spin(n); we will describe the integral rings H*(G : .l) and 
H *(G : .l) (under Pontryagin product) in terms of explicit generators. Despite the 
considerable literature on this subject, some of it dating back to the 1950's, the 
multiplicative structure was not previously known except for small values of n 
(see, for example, the introduction to the recent paper of Kac [4]). In fact, even 
H*(SO(n) IT: Z), where T is a maximal torus in SO(n), was computed only in 
the 1970's [6, 10]. We shall give a simple computation of this last ring and then use 
the spectral sequence of T ~ G ~ G I T to get at G; along the way we answer 
affirmatively a question of Kac [4] proving that the integral Serre spectral 
sequence of this bundle for G = SO(n) or Spin(n) collapses at E3" This is the main 
reason for using the Serre spectral sequence in the paper. We are also well-nigh 
forced to give a new computation of H*(Spin(n) : lF2 ) as an algebra over the 
Steenrod algebra d(2); this was done by Borel [3] only on the transgressive part, 
and subsequently completed to the 'exceptional generator' in an announcement 
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by Svarc [8]. However, our definition of this t:Aceptional gent... , '3r and computa-
tions with it are more global and completely free of cell-decompositions. 
Of course, the structure of H '" (G : Q) ana HAG: Q) is classical from Hopf's 
theorem. Miller [7] computed H*(SO(n) : 1F2 ) as a Inodule over d(2) and proved 
that the torsion subgroup of H*(SO(n): Z) has exponent 2, thus givi 19 the 
additive structure of the integral cohomology; he also computed H *(SO(n) : 1F 2). 
Borel [3] derived these results on SO(n) concisely from his celebrated Transgres-
sion Theorem, and extended some of them to Spin(n). In [3] he computed 
H"'(Spin(n) : IF p)' p ~ 2 and enough of the d(2) module structure of 
H"'(Spin(n) : !F2) to conclude that the torsion subgroup of H*(Spin(n) : Z) has 
exponent 2: he also computed H *(Spin(n) : 1F2) for n:510 and proved the 
noncommutativity of this ring for n = 10. The description of the Pontryagin 
product in H *(Spin(n) : IFz) was completed by Svarc [8]; and apparently this is 
also due to Kojima [5] (but I am relying on later papers of S. Araki and W. 
Browder for this attribution, not having access to Kojima's paper). 
Nontopologists to the contrary, the cup-product in H*(G: IFp) (for all p > 2) 
does not give the integral cup-product, even in the presence of the additive 
description of the integral cohomology; the point is that certain elements of 
infinite order have squares (and higher powers) of order 2, and this cannot be 
deduced simply from the modular rings. What one has to do is to create enough 
integral elements, in a sense a priori, to generate the integral ring; then one can 
compute the relations (as well as the Pontryagin product) using the results of 
Miller and Borel, by relating the mod 2 reductions of the integral generators to an 
explicit set of generators for H*(G : 1F2). It is thus to match our generators with 
known computations ihat we have to rederive known results in our own terms; 
this accounts largely for the length of the paper. 
The results of this paper complete the description of the integral cohomology 
and Pontryagin rings for all classical simply-connected groups. The exceptional 
groups, PSO(2n) and the 'semi-Spin' groups SSpin(4n) will be taken up 
elsewhere. 
It turns out that the caiculations for SO(n) are parallel to those of Spin(n) and 
somewhat simpler; thus SO(n) is relegated to the last section of this paper where 
the parallels are briefly set out. Similarly, Spin(2n) shares many features in 
common with Spin(2n + 1); thus the main focus of the paper is on Spin(2n + 1), 
with occasional remarks on the case of type DIl . In fact, using certain general 
features of the computations of BIl and DIl-and without recourse to the 
nitty-gritty of the full description-we prove (in Section 2) the following theorem: 
Theorem 1. There is an integra! class e in H:!II+I(Spin(2n + 2): Z) giving a ring 
isomorphism 
H*(Spin(2n + 2): Z) = H*(Spin(2n + 1): Z)®A*(e). 
(Of course, e transgresses to the Euler class in the universal bundle.) The 
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corresponding result is true for SO(n) as well, und the theorem reduces our task 
to establishing only those features of type Dfl + I which are needed for this proof. 
However, the analogous assertion is false for the Pontryagin product !fl the 
homology of Spin(2n + 2): see Theorem 3 in Section 6. 
Here is a brief description of H*(Spin(2n + 1) : Z). There are three sets of 
generators; xt •.... x lI ' U 2j - 1 (2$j$[(n+l)/2]) and VI where I is ~ ce-rtain 
multi-index (see Section 5). The elements Xj have degree 4j - 1 and infinite order. 
and their square-free products form a Z-basis for the free part of the cohomology 
ring. The other generators are of order 2. The llj generate the so-called 'Chow 
ring' and the VI come from the Bockstein of a distinguished set of elements in 
H*(Spin(2n + 1) : 1F2 ). All squares land in the Chow ring, and in fact one can 
eliminate ro~6hly half the Uk by using the squares of the Xj (see Proposition 5.5). 
The rather long list of relations among these generators can be found in 
Propositions 5.5-5.8. 
The principal effort in this paper is concentrated on the followi.lg: 
(a) The construc1-10n of explicit elements x I ....• XII with the properties above; 
this is taken up in Sections 4 and 5 using the results of Section 3 on H*(SO(n) I 
T:Z). 
(b) The proof in Section 4 that the torsion ideal in E](Z) for 
T ~ Spin(n)~ Spin(n) IT 
is an 1F2-vector space; together with (a) this is the crucial step in proving 
E3(Z) = Ex(Z) because, unlike the modular case [4]. as soon as 11 2: 5 there are 
generators in E3(Z) of fibre degree 2:2. 
(c) The isolation of the exceptional generator of H*(Spin(n): 1F 2 ) and the 
action of d(2) on it which also uses steps f;om (a). With the aid of (a) and (c) and 
an argument which we hope the reader will not find too devious. we can prove 
Theorem 1 (Section 2). In Section 6 we work out the integral Pontryagin product 
for Spin(n) and in Section 7 we t _ord the parallel assertions (of Sections 4-6) for 
SO(n). 
1. Notations and preliminaries 
1.1. R will denote the coefficient ring for all homology and cohomology groups in 
this paper; it will always be a principal ideal domain. in practice being 7L. a 
localization of 7L (induding iQl) or one of the Galoi~ ~dds IF!'. 
1.2. Let A * be a (graded) R-algebra. A set of (homOf;i::neous) elements 
a l , • •• ,all is said to be a simple set of generators for A 1< iff the set 
{1.a ···a 11$i <···<i,$n} 
" 'I' I I 
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is an R-basis for A *. In this case we write 
A* = .1*{a" ... , a,J. 
Note that in particular A * is connected if Jeg a j > 0 for all i and a free R-module 
of rank 211; this terminology differs from that of Borel [3] when char R ¥ 2. 
1.3. If M is a closed oriented manifold, we will denote by [M] E HtoP(M : R) the 
generator Poincare-dual to the class of a point in Hn{M: R) and call it the 
fundamental class. 
We now list some trivial homological facts which will be repeatedly used in the 
following sections. 
1.4. Suppose (C*, d) is a free R-cochain complex of finitp. type; if rkRC* = 
rkRH*, then d = 0 and C* = H*. Thus the fact that H* is a free R-module is part 
of the conclusion. This assertion will be used repeatedly to prove the degenera-
tion of various spectral sequences. 
1.5. If cp : F ~ E ~ B is a fibre-bundle with connected fibres, the Serre spectral 
sequence of cp with coefficients in R is denoted by E*{cp : R). If R~ S is a flat 
extension, then E,{cp : S) = E,(cp : R) ®R S, d~ = d~ ®~ S. 
1.6. There is a fairly simple formal 'Poincare-duality' argument which is used 
several times in the paper, so we given an abstract formulation here. The proof 
can be found in 4.5. 
Suppose A * is a finitely-generated P-D algebra with fundamental class [A] 
defined over the PID R. Let at, ... , a, E A * be elements such that 
(i) a~ = 0, ajak = -akaj, 
(ii) at'" a, = [A]. 
Then the subalgebra generated by at, ... , a, is an exterior algebra of rank 2' and 
is an R-summand of A *. 
If, moreover, A * is equipped with a derivation 8 of square zero, [A] ~Im 8 and 
8(a) = 0, then the exterior algebra A*(a t , .. , a r ) intersects 1m 8 in (0) and hence 
injects onto a summand of H*(A, 8). 
The end of a proof is indicated by a square '0'. A bar over an element of a ring 
denotes its reduction mod 2. 
2. A 'reduction' to the odd case 
As explained in the introduction, we will prove Theorem 1 by culling certain 
general features of H*(Spin(n): 1) which are established in later sections. 
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Although this does not completely eliminate the consideration of Spin(2n) from 
later sections, it does simplify our task soml.what. The analogous result for SO(n) 
is simpler and can be proved along the same lines. The reader might prefer to 
return to this section after going through Sections 3-5. 
For a positive integer m define 
The following results are due to Borel [3, Section 12]: 
2.1. (a) If 2 is invertible in R, H*(Spin(m): R) = exterior algebra all [mI2] 
generaturs of odd degree. 
(b) dim f , (H*(Spin(m) : IFz» = 2",-A(m). 
(c) Th.? 2-torsion subgroup of H*(Spin(m) : if) has exponent 2. 
Now consider the fibre bundle 
W,,: Spin(2n + 1)~Spin(21l +2)~SZ"+' 
and for the duration of this sectIOn put G" = Spin(2n + 1), G,,+I = Spin(2n + 2). 
2.2. Proposition. For any coefficient ring R, the spectral sequence Er(w,,: R) 
degenerates at Ez. 
Proof. In any case Ez(w,,: R) = E:?,,+,(w,,: R) and the only possible nonzero 
differential is d~"+I; it suffices to prove that it is zero for R = if(!), IF:? and if. 
For R = if 0) we see from 2.1(a) that E2,,+I(Wn : R) is a free module of rank 
2n + 1 and again that Ez,,+z(w,,: R) = EAwn : R) has rank 2"+1 (because 
H*(Gn + , : R) does). Thus by 1.5 we have degeneration for R=if(D. Using this 
and 1.5, Im(d~,,+,) lies in the 2-torsion subgroup of Ez"+ I(W" : if). 
To prove degeneration over IF 2' we can certainly take n 2:: 1; then A(2n + 1) = 
A(2n + 2) and so 2.1(b) and 1.4 yield the assertion. Change of rings gives a map 
of the (long-exact) Wang sequence over if to the Wang sequence with !F:?-
coefficients. Using the results above and an elementary diagram chase we obtain 
d~,,+, = O. 0 
Denote by E = 7T*[S2"+I] E H:?"+'(G,,+, : R). Again from 2.1 the restriction 
map 
f: : H*(G"+I : R)~ H*(Gn : R) 
is a surjective ring homomorphism with kernel the principal ideal (c). Hence it is 
easy to see that f: has an additive splitting and that additively we have 
H*(GII +1 : R)= H*(GII : R)®Jl*(E). 
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Once we prove that f; has a multiplicative splitting, then E2 = 0 will give us the 
result. 
For R = IF, we have proved the existence of such a splitting in Corollary 5.4.5; 
here we need a slight modification of it. using Corollary 5.4.4 and Proposition 5.5. 
In the notation of Section 5 the map 
is a ring homomorphism splitting f;,. Moreover. this splitting commutes with Sq \ 
although not with all the higher squaring operations in general. Now consider the 
universal coefficient theorem for the change of rings p: 7L ~ IF 1 applied to 
G"+I.G,,. Since the splitting commutes with Sq\ 2.1(c) implies that it commutes 
with the 'coboundary' in the uroiversal coefficient theorem. and hence it induces a 
multiplicative splitting of f; CS ';:" 2 
We will now lift ii to a splitting ;:f the integral rings. 
Given any space X, let Tors H*(X: /Z) be the ideal generated by all elements 
of finite order in H*(X: 7L). The quotient 
Q(X) = H*(X: 7L)/Tors H*(X: 7L) 
is a functor from spaces to graded, torsion-free 7L-algebras which preserves 
products, as one sees from the nonfunctorial splitting in the Kiinneth formula. 
Hence for a finite (connected) H-space X, Q(X) is an exterior algebra over 7L on 
generators of odd degree by Hopt's theorem and Borel's Proposition 7.3 [2]. 
These degrees are of course well known for X= G".G,,+I; and thus we obtain a 
diagram 
where the exact rows can be split by assigning to Yi the element Xi of (5.2.1) and 
to i the element £ = 7T * [ S 1" + I]. In particular, the rows remain exact after 
tensoring with IF 2 and we obtain a diagram '(:.3) ® IF 1'. 
Now again for arbitrary X, H*(X: 1F 2 ) is a DGA with differential Sq' and from 
2.1(a) and (c) we conclude that the rows of (2.3)®1F2 are precisely 
o ~ Sq I -coboundaries ~ Sq I -cocycles ~ Sq I -cohomology ~ 0 
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for X = G" + 1 and G". respectively. Si:lce u commutes with Sq I. it induces a 
splitting compatible with the diagram (2.3)®!F,. 
The lifting of iT to u is now already defined on the torsion-ideal by 2.l(c); put 
TorsH*(G,,:.l) a ~TorsH*(G"+I:.l) 
" II (Tors H*( Gil : .l» ® IF 2 ~ (Tors H*( G,,+ 1 : .l» ® IF 2 • (2.4) 
This is multiplicative and it can be extended to the middle terms of (2.3) by 
setting 
u(x. ···x.)=x. ···x . 
'. 'f' '. If' 
(2.5) 
To check the muItiplicativity. it is enough to note that (J' ® IF 2 = iT because by 
(5.2.2) it is 'mu1tiplicative' on the free summand; and (J' ® IF 2 = a follows from 
(2.5) and 
which can be checked from (5.4.6) and our construction of 
H*(G,,: 1F2)~ H*(G,,+, : 1F2)' 
This comp 'etes the proof of Theorem 1. 0 
We record the facts which we have used from later sections: 
(i) The structur~ of H*(Spin(k): 1F 2 ) as a DGA with differential Sql coming 
from Proposition 5.4 and Corollary 5.4.4. 
(ii) The construction of the elements Xi whose square-free products generate 
the free part of H*(Spin(k) :.l) (Corollary 5.3.1). 
3. The integral cohomology ring of X" and allied spaces 
We will give an elementary topological calculation of the cohomology ring of 
X" = SO(2n + l)/U(n) 
and show that this immediately yields 
(a) H*(Spin(m)/T: R), 
(b) the Chow rings A *(SO(m», A *(Spin(m». 
all of which are required to Ia.ter sections. 
The first complete calculations of (a) and (b) are apparently in the 1974 thesis 
of Marlin [6] who used the intel·section formulae of Chevalley and Demazure for 
the Bruhat cell; of Spin(m) I T to obtain (a); then (b) follows from a well-known 
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result of Grothendiek (in Seminaire Chcvalley 1958). Marlin's methods involve 
long combinatorial formulae, and they do not bring in H*(X" : Z) explicitly; thus 
to deduce our results from his would not be much shorter than the present 
approach but considerably more roundabout. Similar comments apply to Toda 
and Watanabe [10, Section 2]. Hence we briefly set out. a more direct and 
elementary argument below. A partial computation of H*(XII : Z) by Schubert 
methods was recently given by Boe and Hiller (1), which further suggests that this 
ring has not previously been fully described. At the end of the section we 
compute the mod 2 cohomology of 
x~ = Spin(2n + l)/SU(n) 
which is required for computing the action of d(2) on H*(Spin(k) : 1F2 ), as well as 
the Pontryagin product in Section 6. 
Fix standard inclusions U(n) k SO(211) k SO(2n + 1) and set 
YII = SO(2n)/U(II) , x" = SO(211 + 1)/U(II). 
In the associated homogeneous fibre bundle 
- . Y ~X ~S2" TI"·,, " 
the pull-back f* TS 2" of the tangent bundle of S211 has a tautological complex 
structure J. In fact, there are homogeneous complex bundles V' - X , V" _ Y 
n n. n n 
associated to the standard U(n) module C"; and (f* TS 211, J) = V~, i"'(V~) = V:. 
Now the action of SO(2n - 1) k SO(2n) on Y" gives an isomorphism 
(3.1) 
because SO(2n -1) n U(n) = U(n - 1) and counting dimensions, the orbital in-
clusion is a diffeomorphism. (In fact this isomorphism is well known in various 
other guises also.) The composite j : X" _I ~ YII ~ X II is the standard inclusion and 
g*(V::) = V~_I EBC as one checks easily. 
Using (3.1) we can rewrite the bundle -ij" as 
X j X f SZ" TI,,: ,,-1- ,,-, . 
An obvious induction on n gives '7T1(X,,) =0, and for any R, E2(TI,,: R) = 
Ex(TlII : R), HOdd(X,,: R) = 0 and H""(X" : R) is a free R-module of rank 2". 
Moreover, V ~ is stably isomorphic to V ~ -I' 
3.2. Proposition; There are unique elements 'Yj E H2i(X" : £':) such that 2'Yj = 
Cj(V~) and H*(X" : Z) = L1;<Y1 , ... ,1 .. ). 
Integral homology (illd cohomology rings 113 
Proof. Once we show the existence of the 'Yi' the uniqueness follows because 
H*(X" : l) is a free il-module. We proceed by induction on 11. 
XI = S2 and V ~ is its complex tangent bundle, so the result is true for n = 1. 
Now the degeneration d £*(71" : il) implies that j* is an isomorphism in degrees 
:s2n -1, so for 1:s k:s 11 - 1 we can take 'Yk E H2k(X" : il) to be the inverse 
image of 'Yk E H 2k(X"_1 : I). On the other hand, V~ == (f*(TS 211 );J) and so 
cn(V~) is the Euler class of f*(TS 2n )=2f*[S2n]. Since H*(Xn_l :I)= 
.1~(yI, ... ,'YII_I) by hypothesis and 'Y~=f*[S21112=O, the rest follows. 0 
3.2.1. Corollary. 'YI··· 'Yn = ±[XII1 in H10P(X" : if). 0 
Thus we have a surjective homomorphism of graded rings 
q>: il['Y\, ... ' "Y,,1~ H*(XII : I) 
~nd to describe its kernel, the key observation is that the Pontryagin classes of V; 
are zero, because as a real, oriented bundle it is f*(TS 2n ). That is, 
(3.2.2) 
where of course ck = 0 for k> n. The polynomials on the left-hand side of (3.2.2) 
are c1e:.rIy in the kernel of q>; the trouble is that written out as polynomials in the 
'Yj they are exactly divisible by 4. Since the generators of our kernel must be 
indivisible. we might take the ideal generated by! x these polynomials; and this 
works! 
3.3. Proposition. H*(Xn: I) = il[ 'YIO ... ,'Y"l IJ", where I n is the ideal generated by 
the following n homogeneous elements: 
k-I 
k 2 " j Y2k + (-1) 'Y k + 2 £.J (-1) 'Yj 'Y2k _ j 1:s k ~ n 12 , 
j=1 
[-I 
[ 2 " ; ( -1) 'Y [ + 2 £.J ( -1) 'Y;'Y2[ - l nI2<I:Sn. 
;=2/-" 
Proof. The ideal I
n 
is clearly in the kernel of q>, so we have a map 
~ : il[ 'YI' ... , 'Y,,] IJ" ~ H*(X" : I) 
which is still surjective. Hence it is enough to prove that the quo~ient ring on the 
left, call it '#f
n
, is a free I-module of rank 2", which follows from 
(a) dimn:, 'Je" ® 1F2 is 2", 
(b) '#f" ® ilO) is a free .if 0 )-module of rank 2/1. 
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Part (a) is immediate b~cause mod'") the generators of J" si ;"itfy to y ~ + Y~J if 
j ~ ,,/2, Y7 if j > nO., and then a simple dimension count gives the dimension as 
2", 
For part (0) cons; ... i" the polynomial ring A = l[ x I ' ... , X II] in indeterminates 
Xl' ••• ,x" and the subring B = Z[ 0'1' ... , a,,] of all symmetric functions in 
b h I 'J.' •• ~ ~ Xl' ••• , X
'l
' Let CPt" •• 'CPn e tee ementary symmetnc lunctlons m xi, ... ,x;'. 
The ring 
is additively a free tZ-module of rank 2" as one rear.ily verifies' by identifying it 
with H*(Sp(n)/U(n): ill. There is an obvious rint : '1omomorphism t!J: Cn - 'Jf" 
taking O'j to 2Yj and I/J 0 Z( ! ) is clearly surjective. Since the iE-rank of 'Jf" is ;::::2", 
it follows th&t 1/10Z0) is an isomorphism, proving (b). 0 
Let m = Hn + 1)/2)] so that 2m -1 is the largest odd integer ~n; and for 
k E {I, ... , m} define 
3.3.1. Corollary. 
'" 
H * (X'I : IF 2) = ® IF 2 [ Y2j _ 1 ] I ( Y~~ _ I) , ~ j ~ m . 0 
I 
Proposition 3,3 gives the cohomology of the flag variety at one stroke, Fh. a 
maximal torus T' ~ SO(m) and let T ~ Spin(m) be its double cover. Then 
F(m) = Spin(m)/T = SO(m)/T' . 
For m = 2n + 1 (or 2n) we can take T' ~ U(n); this gives a fibre-bundle 
U(n)IT'-- F(2n + i)-A" 
and by restriction 
U(n) IT' - F(2n)- Y" 
which are the complex flag bundles of "" - X and V" -+ Y respectively, Hence n n n n 
by the Leray-Hirsch theorem on Chern classes we have the following: 
lOne can gi\'e '1 slightly longer proof by 'pure algebra'. 
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3.4. Proposition. 
H*(F(2.11 + 1): /2) =: Z[e l ••• ·, e", 1' ...... 'Y,,]/(a, - 21',. ''I> 
and 
H*(F(2n) : l.) = Z[e! .. .. ,e'l' )'1" .. • lJ/(u/ - 2)". a". i,,) . 
where el' ...• ell are the Chern classes of the talltologicalline bundles -::wer the /fug 
varieties alld uj is the jtlt elementary symmetric jWlctioll in e I' ••.• e . the relation 
u" = 0 ill the second ring reflecting the isomorphism V:: == " ;, _ I EEl C. 0 
Notice that an integral basIs for H1(F(211 + 1): /2) = H~(F(2fl): if.) is giver by 
{)' .. e~, ...• e,,} which corresponds ic the 'veight lattice of T: whereas 
{e! •... ,ell} only spans the lattice for T'. 
3.4.1. Corollary. 
H*(F(2n + 1) : [F:J == H*(U(n) IT' : [F~) ® H*(XII : [F2) 
Vir: now introduce the so-called Chow rings of Spin(m) and SO(m). For any 
coeffi.;ient ring R and any compact group G with maximal torus T the differential 
in the R-spectral sequence of the bundle T ~ G ~ G I T defines 
A*(G: R) = H*(GIT: R)/(ideal generated by 1m d~·I). 
Th$ is the 'Chow ring of G (with R coefficients), and it acquires this name from 
the re~ult of Grothendieck cited above. Note that since H*(GIT: /2) is a free 
Z-module we have A*(G: R) = A*(G: tE)®z R. 
3.5. Proposition. 
A*(Spin(2n + 1): tE) = H*(X,,: tE)/()'I' 2)'2.·· .. 2),,,) 
== .flY3' ... , 1'2j - 1 ••••• 1'2m - 1 ] 1 ( 1'~; -1 ) 
where aj , m are as ill Corollary 3.3.1. 
Proof. The second description follows from the first as in 3.3.1. because In 
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positive degrees A *(Spin(2n + 1) : 1) is an [F2-vector space by the first descrip-
tion. Now the composite 
H*(Xn : 1)- H*(F(2n + 1) : Z)- A *(Spin(2n + 1 : Z» 
is surjective by Proposition 3.4 and the fact that Spin(2n + 1) is 2-connected, so 
that the ideal generated by 1m d~·l is (1'1' e2 , ••• ,e,J. Under the usual operation 
of the Weyl group Won H*(F(2n + 1) : Z), H*(Xn : 1) is precisely the subring 
invariant under the symmetric group S" ~ W, as we see from Proposition 3.4. 
Hence 
giving the desired assertion. 0 
3.5.1. Corollary. 
A *(Spin(2n + 1) : IF 2) == H*(X" : IFz)/( 1'1) 
==1F2[ii3, ... ,ji2m-I]/(I';~-I)' 0 
In the same way we can calculate A *(Spin(2n» and A *(SO(m». We state the 
results without proof. 
3.6. Proposition. 
(a) A*(Spin(2n): Z) = H*(X,,_I : Z)/(y., 21'2"" ,2y,,-1)' 
(b) A *(SO(2n + 1): Z) = H*(X" : 1)/(21'1" .. , 21''') . 
(c) A*(SO(2n): Z) = H*(XII_1 : Z)/(21'1"" ,21',,-1)' o 
Notice that A +(SO(2n + 1) : Z) == H+(XII : 1F2 ) and similarly for 
A +(SO(2n) : Z); that is, except for the factor Z in degree 0, the integral Chow 
ring for SO(2n + 1) (respectively SO(2n» is the same as the mod 2 cohomology 
of XII (respectively XII-I)' As we shall need the Chow rings of Spin(2n + 1) and 
SO(2n + 1) in the subsequent sections, we use the abbreviations A,; (R) = 
A *(Spin(2n + 1) : R) and A~ * (R) = A *(SO(2n + 1) : R). 
Finally, we make some remarks on the cohomology of X~ = Spin(2n + 1)/ 
SU(n) which arises from the lift of SU(n)- U(n)-SO(2n + 1) to Spin(2n + 1). 
The principal circle-bundle 
has Euler class 1'1 because X~ is 3-connected. Define 
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I ~ ( R) == {y E H * (XIl : R) I 1'1 • Y == O} . 
Then the Gysin sequence of the S I -bundle above gives 
H 2k + I(X' . R) == /2k(R) 
" • n , (3.6.1) 
because Hodd(XIl : R) = O. For R == 1F2 we obtain the following more explicit 
description from Corollary 3.3.1. 
3.7. Proposition. There is a unique element xE H 2a l- t (X:,: IF 2 ) such that 
H*(X;' : IF 2 ) is a free module over A:(1F2 ) Oil 1 and x. 
Proof. From (3.6.1) and Corollary 3.3.1 we see that 
I,: (IF2) == (y~l-t )A,:(IF2) , 
A:(IF2 ) == H*(XIl: 1F 2 )/(Yt) 
and then the result follows by defining x E H 2al- 1(X:, : IF2 ) to be the element 
which maps to y~l-l E I,: (1F2)' D 
The ring structure of H*(X:,: IF:J will thus be determin~d by specifying 
x
2 E A,:(1F2)' In fact, we shall describe Sqi(X) for all i, which are needed for the 
d(2)-module H*(Spin(2n + 1) : IF z) (Section 5). Sqi(X) for i? 2 is given below; 
Sq I(X) will be calculated in Lemma 5.4.3 by comparing x with the reduction of an 
integral class which comes from the element I/Is of Proposition 4.5. 
3.8. Proposition. Sqi(X) == 0 for i ? 2. 
Proof. First suppose i is even; then Sqi(X) E HOdd(X;' : IF2 ) which injects under 
the Gysin coboundary into H*(X" : IFJ. Using the Thorn isomorphism and the 
commutation of Sqi with coboundaries it is enough to check that Sqi(y~I-I)==O 
for j ?1, which follows from the Cartan formula. If i == 2j + 1 ? 3, then the Adem 
relation Sq:j + j = Sq j Sq Zj reduces the assertion to the previous case. 0 
In particular, we have X Z == O. 
We end with some miscellaneous remarks. 
3.9.1. For 1:s n I < nz the inclusion Xnl ~ Xn2 is an isomoxpbism on H2(? : R), 
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hence there is also an inclusion of principal circle-bundles, X;' I ~ X;'2' If there is 
no power of 2 between n 1 and n 2' then the height of 1'1 in H * (XIII : IF 2) is (he same 
as in H*(X : lF 2 ) so the element x for X;' restricts to ..i. for X;' . n2 2 1 
3.9.2. The isomorphism XII-I::::: Y" of (3.1) lifts to an isomorphism of the 
corresponding circle-bundles 
X;'_I::::: Y:, = Spin(2n)/SU(n) 
and hence the class x for Y: is the same as that for X;' _ I' This will be used in 
comparing the mod 2 cohomology rings of Spin(2n - 1) and Spin(2n) (see Propo-
sitions 5.4 and 6.2). 
3.9.3. For n;:::: 5, x is not the reduction of a class in H 2u l- 1(X;' : 1). This can be 
seen as follows. From HOdd(X;' : 1)::::: I,~(l) (with a shift) and the Hard Lefschetz 
theorem applied to the Hodge manifold XII we obtain that I,~(dJ1) = 0 below the 
middle dimension. Hence the coboundary H 2k - I (X;' : IF;>.)~ Tor(H2k(X;' : 1), IF;>.) 
is an isomorphism for 2k -1 :s(n2 + n)/2. Our formula for Sql(X) together with 
Corollary 3.8.1 will imply the rather subtle fact that the 2-torsion subgroup of 
H2QI(X;' : 1) is cyclic of order 2 if n # 2u, and of order ;::::4 otherwise. 
4. The E)-term of the spedral sequence for ~n 
We will describe the bigraded algebra E~" * (gil: 1) for 
~" : T ~ Spin(2n + l)~ F(2n + 1) = Spin(2n + 1)/T 
and use the description to show that E3 ( gil : 1) = E",( gIl : 1). In the next section 
we will 'disentangle' the filtration to compute H*(Spin(2n + 1) : 1) from 
E",( gil : 1). The corresponding calculations in the even case are quite similar and 
will be briefly indicated from time to time as necessary. 
Of course, the algebras E3 ( gil : 10» and E3 ( gil : IF;>.) are much simpler to 
calculate, and will be done first. They will then be compared with E3 ( gil : 1) by 
means of the following 'universal coefficient formula' for E3( gil)' For any 
compact connected lie group G with maximal torus T, and any coefficient ring R, 
the differential d~ in E2 of 
T~G~G/T 
is 'universally' specified, so that d~ = d~ ® R. Since E2(R) is free we obtain 
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where () has bidegree (2, -1). Using the isomorphism d~·l: H'CT : Z)-+ 
H~CFC2n + 1) : Z) (Spin(2n + 1) is 2-connected) we fix for once and for all, 
elements t, t1" .. ,tn E H'(T: Z) such that 
Then {t, (2"'" tn } is a Z-basis for H'(T: Z), {I" ... , (,,} spans the image 
Hl(T' : Z)-+ Hl(T : Z) (T' k SO(2n + 1» and 
" 2t = 2, t; . 
, 
4.1. Proposition. If 2 is invertible in R, then 
bidegree(I/Ij) = (4j - 2,1) 
and hence 
E3(~" : R) = EJ~" : R) = H*(Spin(2n + 1): R). 
Proof. This is of course known, but the same proof is required again, and is short 
enough to give. 
Combining CoroHury 3.3.1 and Proposition 3.4 with the hypothesis that! E R, 
H*(F(2n + 1): R) = R[e" ... , ell]/(cp" ... , CP,J 
where CPj = jth elementary symmetric function in ei, . .. , e;'. Hence the cochain 
complex (E2( ~II : R), d~) is a Koszul complex whose defining ideal of relations is 
generated by the regular sequence { CP" ... , cp,,}. Therefore (see [9]), the 
cohomology is an exterior algebra on n generators of degree (deg cp) - 1 = 4j - l. 
In fact, Tate's construction [9] implies that the fibre-degree of each generator is 1, 
which gives E3 = Ex and then since char R ~ 2, the last isomorphism. D 
An entirely similar argument works for Spin(2n). 
4.1.1. Corollary. The torsion ideal of Ei ~II : Z) has order a power of 2, and the 
Z-rank of Ei~" : Z) is 211. D 
We will now construct d 2-cocycles I/Ik E E~k-2·'(~1I : Z) which generate an 
exterior subalgebra of E2 ( ~'I : Z) mapping isomorphically onto the free part of 
Ei gil : Z). This is one of the main tools of this paper. To give the formulae we 
need some algebraic preliminaries. 
Let (T" ••• , (Til be the elementary symmetric functions in e" ... , ell and ~ 
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uk(i) = kth elementary symmetric function in {e i + I" •• ,ell} 
so that uk(i) = 0 if k > n - i. Then we have 
(4.1.2) 
and these identities have the following consequences. In the (acyclic) Koszul 
complex 
define the elements 
Then 
(a) 
(b) 
n 
Tk = ~ tj ® uk ( j) 1 :s k:s n . 
j=l 
(4.1.3) 
These formulae persist in suitable quotients of K* and they imply the foBc'J'ling 
proposition for the bundle 
Vn: T'~ U(n)~ U(n)/T' , 
where T' ~ U(n) is a maximal torus: 
4.2. Proposition. T), ••• , T" are dz-cocyc/es in Ez(vn : Z) and generate the exterior 
algebra E3(vII : Z) = E",,(vlI : Z). 
Proof. Let H*(U(n)/T: Z) = Z[e p ... , e,,)/(up ... u,J. It is well known that 
e2e;" . e~-) = [U(n)/T). Then (4.1.3(b» together with 1.6 implies that the 
exterior algebra generated by {Tp ... , T,,} is a summand of E3(Vn : Z). On the 
other hand, E3(vn : Z) is a free rank 2"-in fact, exterior-by the analogue of 
Proposition 4.1. Thus E3(V" : Z) is generated by elements of fibre-degree 1 which 
gives the collapsing. 0 
Note that Erq(v,,: Z) = 0 if P is odd, and the same is therefore true of 
E~·q(v" : Il). This implies that (see Lemma 5.2) E~k.l(ii" : Z) 4 H Zk + 1(U(n) : Z) 
and under this injection the elements Tj go into elements which transgress to ± cj 
(the universal Chern classes). 
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Returning to Spin(2n + 1), we wish to construct elements °1"", On E 
Ez< ~n : lL) in analogy with the Tj above, whose dz-images are the generating 
polynomials of the ideal In' We start out with something slightly weaker; namely, 
by constructing 0; so that 
dz(~) = 2(ith generator of In) . 
That is, multiplying the generators of In by 2, we obtain 
i-I 
UZi + (-I)iU/ Yj + ~ (-1)'u;U2J-i 
;=1 
with Uk = 0 if k > n. The cIemt:nts Ti can be defined in E2( ~n : lL) also; hence 
letting 
s-1 
O;=TZi~(-I)\Yj+ ~ (-I);o;.T2j_1 iSj s nl2, 
;=1 
i-I 
0; = (_l)i1j_Yj + ~ (-I)iUjT2j_1 
;=Zi- n 
we have the following proposition: 
4.3. Proposition. (a) dz~ = 0 in Ez(en : 7). 
(b) O;0k = -OkO; and so oi = 0 in Ez< en : lL). 
(c) °1 1\'" 1\ On = ±(TJ 1\'" 1\ Tn)®Yl ..• Yn' 
nI2<jSn, 
(4.2.1) 
Proof. (a) follows from construction and (b) from the fact that the total degree of 
~ is 4j - 1. For (c) we first remark that in H*(Xn : lL) we have the identity 
2 -0 Y k Yk+ 1 ••• Yn - (4.3.1) 
which is proved by descending induction on k, starting with Y; = 0 and noting that 
Y; is in the ideal (Yk+P ... ' Yn) in H*(Xn : lL). Now we calculate Or., On A 
On-I" .. , etc. inductively. If k > n12, then the leading term of Ok is ±Tk Yk and one 
easily checks from (4.3.1) that it is the only one which contributes to the product 
On' •. Ok' If k s n12, 
and since T2k and Yk+P .. . 'Yn already occur in the product On A ••• A 0k+P the 
only term which contributes to the wedge product is ± Tk Yk' 0 
Using Corollary 3.2.1 and (4.1.3) we obtain the following corollary: 
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4.3.2. Corollary. 0, A ••• A On = ±tl A ••• A tn ®[F(2n + 1)]. 0 
Now 
tl A ••• A tn = 2t A t2 A ••• A til = 2[T] E H"(T:.l) 
so to obtain [T] ® [ F( 2n + 1)] over .l we must modify the Or Since 
11 
1"1 = L tj ® 1 = 2t® 1 in E2( gil : .l) , 
I 
we have 
We will now successively modify the elements OJ' j = 2k :5 n so that the last one 8: 
(s = 2'" :5 n < 2'" + 1) is divisible by 2. Put 
and for j#2\ 8; =~. 
4.4. Proposition. 8 ~ A ••• A 8; = °1 A ••• A 811 and 8: is divisible by 2. 
Proof. The first assertion is clear and the second follows from 
81 == 1"2 mod 2 , 
Define elements 1/11' ••• , 1/111 E E2( gil : .l) by 
I/Ij=8; 'f' 2; 2'" 1]= < =s, (4.4.1) 
I/Is = ! Os . 
Then the I/Ii are clearly d2-closed and by Propositions 4.3 and 4.4, 
1/11 A'·· A 1/111 = t··· til ®[F(2n + 1)] = [T]®[F(2n + 1)]. 
Let ~,: be the subalgebra of E2(~II:.l) generated by {1, I/Ii" .. ' 1/11I}. 
4.5. Proposition. ~,: it' an exterior algebra on 1/11' ••• ' 1/111 which is an additive 
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summand in E'!( ~tI : Z) and which injects into E~( ~PI : Z). In fact, ~;; = free part of 
E3(~" : Z). 
Proof. The last statement follows from Corollary 4.1.1 and the first sentence of 
the proposition. The claims in the first sentence are all of the following type: using 
an obvious multi-index notation, 'if 
then each at = 0 (mod p or over Z)'. They are all proved in the same way. If 
sume at ~o (mod p or over Z), then choosing ~he complementary index set I' and 
multiplying thc above equation by "'I' one gets 
which is impossible. 
Now ~ ,~ is contained in the d2-cocycles, and by the argument above intersects 
the d2-coboundaries in 0, hence it injects into E3(~" : Z) and since it is a retract of 
E2(~PI: Z) it is a summand of Ei~/I: Z), of rank 2". 0 
For Spin(2n + 2), the corresponding assertion holds with "',' ... , "'" (given by 
the same formulae) and T,,+, as generators (see Propositions 4.2 and 3.5). 
The following result is given in [4]; but we need a more explicit version which 
gives cocycle representatives for the generators. 
4.6. Proposition. 
where bidegree Pj = (2j - 2, 1). Since E;' * (~n : IF 2) is generated by elements of 
fibre degree $1, d r = 0 for r 2:: 3 and E3 ( ~tI : 1F2 ) = Ex; ( ~/1 : 1F2)' 
Proof. From Corollary 3.4.1, using Corollaries 3.3.1 and 3.5.1 we see that 
E 2(g" : IF:!) decomposes as the tensor-product of three (bigraded) cochain com-
plexes: 
A:(1F2 ) withd2 =0, 
8,; = A*(t)@lFz[YI]/(ya1 ) with dz(t) = y, ' 
C: = A*(tz"'" tl1)@H*(U(n)/T': 1F 2 ) with dz(tJ = ei • 
The cohomology algebras of the first two complexes give the last two factors in 
the assertion. The cohomology of C,; is exterior on n - 1 generators by the 
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argument of Proposition 4.1 and coc~ de representatives in £2 are given by the 
formulae 
n 
Pj = 2: Ii ®(O"j-l(i) - O"j_l(1». 
They satisfy the anarogue of Proposition 4.2; indeed, for 2 $; j $; n 
Tj - PI = (i Ii) ® O"j_l(1) = 2t® O"j_l(l) 
1 
so that (4.1.3(b» proves the claim. 0 
A similar computation works for the IF 2 spectral sequence of 
T ~ Spin(2n + 2)~ F(2n + 2) 
with an extra exterior factor A *( Til + 1) tagging along from E2 onwarc,~. The 
appearance of the cohomology of SU(n) in the proof above is not Just an 
algebraic happenstance, The mod 2 spectral sequence of SU(n)~ Spin{2n + 
1)~ X;, degenerates at E2 (as is easily checked) and we will use this fact in 
S~ction 5. The equations 
Tj = P, mod 2 2 $; j $; It 
enable one to wrte down the mod 2 reductions ~k' First 
(4.6.1) 
nI2<k$.n. 
Hence if j ¥ 2\ 
(4.6.2) 
h'l 'f' 2; 2" w 1 e 1 J = < = s, 
(4.6.3) 
The mod 2 reduction of "'s takes some further work as its definition involves a 
division by 2. So we work mod 4 and tht!n 'pull-back' the result under the 
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Injection IF 2 -7 Z/4. First of all, T, {1'j = 0 mod 4 because " = 21. Hence in the 
expression for OJ (j = 2;), we can drop the T,-term. Secondly, an elementary 
induction shows that since 
s-I 
Os = Ts 15 + L (-1 );T;(1'Z5-1 
2s-" 
and each of the (1'25-. has an index >s 
5-1 
t/ls(g,,) = 't/ls(g.r + L (-1YTj {1'Zs_1 
2s-" 
where the expression in quotes is formally the same as we would obtain in 
Ez( gs : Z/4). So it is enough to do the calculation of t/ls( gs)' 
Again elementary inductive computations (induction on 2;) give 
(a) t/ls( gs> has 'leading-term' ± t ® 1112 ... 'Ys ' 
(b) the difference 
where the expression in parentheses will become d:!-closed in E:!( gs : IF:!), because 
d2 T j = {1'j = 0 mod 2. Now working in If:!, 
so 
and therefore the last summand is exact mod 2: 
d ( iOI(?) -S-I) _ (?)-S 2 1101 . 'Y, -. 'Y, . 
Thus modulo exact terms in Ei g : IF 2) we have 
,I. ( l:. ) - 101 -al - I 
'1'5 ~5 =11Ol'Y, ' 
5-\ ( 4.6.5) 
~s == t®ii~'-' + L Pj'Y:!,-j' 
25-n 
Note that for n s; 8 there is no second term In (4.6.5); and for any n we can use !/Is 
instead of t® ii~l-I as a generator of E3( gil : IF:!). 
Using Proposition 4.6 and the universal-coefficient formula from the beginning 
of the section, 
0-7 E3(gll: Z)®1F2-7 E3(gll: 1F2)~Tor(E3(g,,: Z): IF:!)~O, 
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we can analyze the torsion ideal T,~'* = torsion elements of E;'*(~,,: Z). First 
consider the rank of T". For any finitely-generated abelian group I '. put 
Define (Xj by 
a j as in Section 3. 
4.7. Proposition. rp(T,J = 0 for p > 2, r~(T'I) = 211 - 1(2"-<>1 - 1), so that Til = 0 for 
n = 1, 2. 
Proof. The first assertion is simply that E3( ~Il : Z) ® ZO) is free and the second 
follows from Propositions 4.1 and 4.6. IJ 
Next, we prove that Til is a group of exponent 2 by using a 'formal' Bockstein 
argument. In the universal-coefficient exact sequence above, if we follow the map 
8 by rt;duction mod 2, and show that the composite 8 satisfies 
then we will have proved that 2 Til = O. 
From the interpretation of 8 as a coboundary, it follows that 
is a derivation of a bidegree (2, -1) and 82 = O. Moreover, 8 is given on the 
generators by 
(a) 8( 'Y) = 0 because 'Yj has fibre degree O. 
(b) If k = i, 0::; i < cr, 8(P2k) = 8(t/Jd = 0 because t/Jk is the reduction of an 
integral class. 
(c) Similarly, 8(.j;J = O. 
(d) If k"# 2;, 8(Pk) = Yk since 'k is an integral cochain mapping to Pk' For 
computational purposes we rewrite (d) as: 
(d') Put k = 2b (2j - 1), j? 2. Then 
Proof. We know dimiJ)E3 ( ~n : IF:!» from Proposition 4.6, so it is equivalent to 
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prove that 
For is j s m = [(n + 1) 12J define subalgebras of E3( ~II : IF 2) as follows. 
and for 2 s js m 
and note that (using (4.6.5» 
m 
E3(~1I : 1F2 ) = 9P. Sj®A*(~s)' 8(I/Is ) = 0 
whence 
m 
H(E3' 8) = ® H(Sj' 8)®A*(~s) 
}=1 
and then our claim amounts to the following: 
4.8.1. Lemma. dim H(SJ' 8) = 2ai, 1 s j Sm. 
Proof. From the explicit formulae for 8 on the generators, (b) gives H(S., 8) = S1 
which has the required dimension. The remaining assertions are all special cases 
of the following paradigm example which will playa basic role hereafter. Define a 
DGA 
where the degrees of the elements are so arranged that the map a : S --+ S given by 
2; 
a(yJ = x , ?(x) = 0 
and extended to S as a derivation has degree 1. Then the assertions of the lemma c 
amount to the statement that dim IF2 H(S, a) = t. There is a a-stable filtration of S 
by ideals 
FrS = A*(yo,"" YI_I)®(X2') , Os rS t -1. 
We will show that dim~2 H(SI F'S, a) = 2', independent of r. We first make an 
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explicit calculation to show dimF2 H(SI F'S,.3)? 2'. Define 
These elements, together with Yi' r sis t - 1 are closed in Sf F'S and of square 
0; and 
.,r- : 
on A"· A on A Y A'" /" Y 1 = Yo A ••• A Y • ®..c-
,,0 "r-l r'- '-. 
which is the 'fundamental class' in Sf F'S, whence by the argument of 1.6, the 
exterior algebra generated by ':io" •• ,11,,-1' Yr" .. 'Y,-1 injects into H(SI FrS, a), 
giving the lower bound. 
The upper bound is achieved inductively, using the fact that in 
(4.8.2) 
the two end-complexes are isomorphic with a shift in degree. 0 
The proof gives an explicit description of the a-closed elements in S, and thence 
(by change of notation) of the 5-closed elements in S;. 
4.8.3. Corollary. The a-closed suba/gebra of S has dimension 2'-1(2' + 1), and is 
generated by the set {110' ... ,71'-1' x r, 0 S r S 2' - I}. 0 
We can now prove the conjecture of Kac [4], mentioned in the Introduction. 
4.9. Proposition. E3( Sn : Z) = E",,( Sn : Z). 0 
Proof. d,('iC:) = 0 for r;::= 3 because the generators of ~: have fibre-degree 1. 
Since ~: is a retract of E3 ( Sn : Z) it follows that it is a retract of every E,( Sn : Z). 
Also, a differential d, can be nonzero only on the torsion subgroup T(r) of 
E,( Sn : ,~). Thus there is a spectral sequence (T(r), d,) for r;::= 3, of the torsion 
subgroups. Since T(3) = Tn has exponent 2, the same is true of every T(r), and, 
therefore, 1.4 and the inequality 
will prove d, = 0 for r ~ 3. 
The right-hand side of this inequality was computed in Proposition 4.7. The 
left-hand side is rz<E",( Sn : Z» which by general nonsense is ;::=rz<H*(Spin(2n + 
1) : Z». This last integer was detern. ~ned in Borel [3, formula (14.11)] and agrees 
with our value for the right-hand side. The case of Spin(2n) is similar: for SO, see 
7.3. 0 
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We now exhibit generators for E",( ~n : il). First of all, the subalgebra '€: {; 
E3(Z) = E",,(Z), and the Chow ring A:(.l) which is isomorphic to E;·o(~n :Z) 
give under the product map 
p. : ~: ® A: -)0 E",(Z)® E",(l)-.. Ex( €n : Z) , 
p.('8: ® 1) = free part of Ex( €n : l) , p.('€~' ® A; (l» {; Tn . 
(4.9.1) 
One ca."} check directly that for n s 4 the second inclusion is an equality but for 
n;::: S, it is proper2 despite a count on the 2-ranks because there are many 
relations. 
To get at what is missing in Tn for n 2!: 5 we define the 'Bockstein' module 
B., k T~ as follows. As always, let m = [en + 1)/2) 2!: 3. 
Definition 4.10. For every subset J k {2, 3, ... , m} consisting of at least two 
elements, define 
and B; = Z - span of 1,{3J (over all admissible J). 
The map ~ : Ep ;;,,2 AP(Podd) -+ B: is an isomorphism of abelian groups, as one 
easily checks by reductkn mod 2. 
Proposition 4.11. E",( €n : il) = p.('8: ® A: (ll»· B: . 
Proof. SinCe p. : '8: ® 1-)0 E",( €n : ll) is an isomorphism onto the free part, it is 
equivalent to prove that T~ :s generated by p.('8: ® A: )-linear combinations of 
{3J. Now ~: E:x;(€n: 1F2}~'" T;' is surjective and using (4.6.5) we can write 
Since ~ is zero on the first two factors, it suffices to show that for any subset 
I k {2, ... , n}~(pl) lies in p.('8: ® A: (il» . B:. (Here PI = TI, Pi') In fact, using 
(4.6.2) and (4.6.3) we see that the product PI in Ex( €n : 1F 2 ) is itself a linear 
combination of products P2h-1 ••• P2jq-l with coefficients in /-L(i{;: ® A:(1F2». 0 
There are of course many relations among the generators {r/!i' 1j' f3 K }; and we 
enumerate them now as they witt be required in Section 5 to prove the 
completeness of the corresponding set of relations for H*(Spin(2n + 1) : il). 
Although the subspaces of E:x;( €n) which occur below are all bigraded, this is not 
always essential and so we shall ignore the bigrading when convenient. 
~ See ihl' ~emark after Proposition 4.13. 
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First, consider relations among {I/Ii' 'Yk}; that is, the kernel of the map p.. Since 
p. ® Z( ! ) is an isomorphism. it is essentially equivalent to describe the kernel of 
the mod 2 reduction 
Recall from Proposition 4.8 that we can 
®~ Sj®A*(-frs). §imilarly we can decompose the 
tPl = A*(I/II' . .. , I/Is), and for 2 ~ j <. m 
decompose Ex(~,,: 1F2 ) = 
domain as ®7' lPi' where 
lPj = A*(-fr2i-1' -fr2(2i-l»···' -frs)®1F2[Y2j_I]/(y~j-I)' 
si = s<>j-I(2j -1) . 
Then ii = ®~ iij , where iii: tP. ~ S I ® A *( -frs) is an isomorphism. Thus it is 
sufficient to describe each Ker iii' 2 ~ j ~ m and for this we can revert to the 
paradigm case of Lemma 4.8.1 to describe the kernel of the multiplication map 
For convenience, put ko = 2t - 1, k, = k,_1 - 2', 1 ~ r ~ t-1. 
Proposition 4.12. The kernel of ji is the principal ideal (w), where 
t-I 
W = L TI,®xk,. 
,=1 
Proof. ii(w) = XkO(YI + xYo) + Xkl(Y2 + X2Yl) + ... which telescopes to zero. 
Now from Corollary 4.8.3 the image of ji is precisel'! the subalgebra of a-closed 
elements, which has dimension 21-1(21 + 1). Henc~ it is enough to establish 
dim IF, (w) ~ 2t-I(2t -- 1). 
When t = 1, this is trivial and for t :> 2 one proves that w times the monomials in 
A * ( Tlo' ... , TIt _ 2) ® ~ ~r - 2 x' are linearly independent over IF 2' giving the desired 
lower bound. 0 
By change of notation we obtain Ker p.. For a fixed j E {2, 3, ... , m} put 
k oj =2aj -l, kij=ki_l.i-2i, 1~i~ai-1 and lij=zi(j-l), O~i~ai-l. 
Proposition 4.13. Ker p. is generated by the m - 1 elements 
D 
As soon as there are at least two odd integers ~n-i.e., n ~ 5-we have 
1m p. =F Ex(~" : Z). Here is an example: 
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Example. For n = 5, the group T; has 2-rank = 16(22 - 1) = 48 whereas the 
doma~n has 2-rank = 32· 3 = 96. But consider the ideal generated by w2 = J,3 ® Y3' 
W3 = I/Is ® Ys; it is a free module over 1/11 = A *( 1/11' 1/12' 1/14) generated by the seven 
elements w2 ' w3' w2Ys, J,Sw2 , J,Sw2ys, W3Y3 and J,3W3 (because J,swds = J,3W3J,3)' 
Hence the image of J.L has 2-rank 40. The eight missing elements are precisely 
A *( 1/11' 1/12' 1/14)· (3(2.3)· 0 
Put [1*'* = 1m J.L ~ Ex(gll : Z). We will now analyze the [I*'*-linear relations 
among the {3J. To this end we record a mild extension of Proposition 4.13, 
namely, the kernel of the multiplication map 
(4.13.1) 
As before we decompose th·e range into ®~I Sj ® A *( J,J and the domain as ®~I ~. 
where 
Then J.L' = ®~ J.L~, IL~ = ILl is an isomorphism and each J.L~ is surjective (from the 
last paragraph in the proof of Proposition 4.11). We are again reduced to our 
paradigm example, to compute the kernel of the surjection 
Define 
I-I 
l = L 11, ® x k , - 1 + Yo ® Xko 
,=0 
where the k,'s are as in Proposition 4.12. Counting dimensions and noting that 
lx = w it follows easily that Ker ji' = (n. Hence in the notation above we have 
the following proposition: 
Proposition 4.14. The kernel of J.L' is generated by the m - 1 elements 
o 
To describe the kernel of 
( 4.14.1) 
it is useful to write l' = image of (; in [1* ® A *(Podd) so that l; = Sj ® 1 + l7 
where l7 = Y;~=: ® P2j-l' Notice that ii( (7) in Ex( gil : IF:J is the reduction of an 
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integral class, and the fact that iJ( (j) = 0 gives a formula for iJ( (7) as an element 
of ff*. 
Tne restriction of v to [1* ® 1 is injective by definition; and, therefore, every 
element of Ker v is determined by its projection to [1* ® B:. Since 
8 : ~p""2 AP(Podd)~ B; is an isomorphism (see Definition 4.10) consider the 
following diagram: 
(4.14.2) 
where , . .:. . = restriction of J.L' and in the last vertical we have identified Tor~ A, IF 2) 
with the subgroup of element of order 2 in A. Thus we have to compute 
J.L,,-l(E:c( €n : Z) ® 1F2 ). 
Proposition 4.15. As a module over y* the image of J.L" is generated by {3/, III ~ 3. 
Proof. Clearly 1m J.L" lies in the intersection of ~P"'2 (E*,P(€n: Z)®1F2 ) and the 
ideal E",( €n : 1F2) generated by A2(POdd)' Now as a module over y* the space 
~P""2 E*,P(€n: Z)®1F2 is generated by elements of two types: {3/ with III;:=:3 or 
;frj{3K with IKI;:=: 2 (see Proposition 4.11). The second type will lie in the ideal 
generated by A2(pOdd) iff j is odd and >nI2; and in this case ;frj{3K = 0 if j E K. If 
j = 2i - 1> nl2 is not in K, the fact that Y;i-l = 0 implies ;frj{3K = 1'2i-l{3KU{i}' D 
For the next proposition only introduce the abbreviation [' = {2i - 11 i E I} for 
I k {2, 3, ... , m}. (Caution: [' will have a different meaning in Section 6.) Thus 
pl'=n/ P2j - 1· 
Proposition 4.16. As a module over fi*, J.L,,-l(E:x:( €n : Z) ® 1F2 ) is gel'erated by 
(a) if 111;:=:3, Ij=I-{H, ~,,1'2i-l®{3/;, 
(b) if IKI;:=: 2, (j ® PK' 
Proof. In view of Proposition 4.15 it is sufficient to observe that the (j* -module 
Ker J.L" is generated by elements of type (b): because J.L"(type(a» = {3J' D 
Proposition 4.17. As a module over ff*, Ker v is generated by 
(a) if III;:=: 3, and Ii = 1- {i} ~/1'2i-l ® {3p 
(b) if j E I, Sj ® {3/ (see Proposition 4,14): 
(c) if j % I, Sj ® {3/ + 1'~:::! ® {3/U{j}' where if I is a singleton, then {3/ = 1'2i-1' 
Proof. These generators correspond under (1 ® 8) in (4.14.2) to types (a) and (b) 
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of Proposition 4.16; in fact, (a) is just a restatement of B( f3/) = O. Types (b) and 
(c) arise according as j E K or j % K in Proposition 4.16: if j E K, then '7 ® PK = 0 
which reduces 'j®PK to type (b) above, whereas if j%K, then C®PK= 
aj-l J 
'Y 2j-1 ® PKU{j)' 0 
For completeness we give the product relations among the f3}. although they 
are not needed for the proof of Proposition 5.8. 
Proposition 4.18. (a) If In} has at least two elements. then f3d3} = O. 
(b) If In} = {k}, f3[f3} = 'Ykf3/U}. 
(c) IflnJ=cP, letl={il' ... ,ip } andputKr=/U}-{iJ. l:5r:5p. Then 
pdi} = ~f '"t;/;.;,. 0 
It is not difficult to convince oneself that the set {I, t/!;, 'Yj' f3 K} forms a minimal 
set of generators for the ring Ex( ~II : Z); we omit the proof. 
s. The integral cohomology ring of Spin(2n + 1) 
Recall that the functor 
Q(X) = H*(X : Z) I Tors H*(X : Z) 
evaluated on Spin(2n + 1) is an exterior algebra on n generators of degree 4j - 1, 
1:5 j :5 n (see Section 2). For this section we introduce the abbreviations 
H*(n : R) = H*(Spin(2n + 1) : R) , g: = Tors H*(n: Z) 
so that we have an exact sequence 
(5.1) 
and we will produce generators for the ring H*(n : Z) which are compatible with 
(5.1). Since g: is (additively) of exponent 2, it injects into H*(n : IFz) and we can 
work out the relations among its generators by reducing mod 2, once we have a 
workable description of H*(n : F:). We have already seen that g: = 0 for n = 1,2 
(Proposition 4.7); henceforth wr;: shall assume n 2:: 3. 
Lemma 5.2. EZk.l(~n: R) injects into H 2k + l (n: R) and the multiplication 
is compatible with cup-product in H*(n : R). 
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Proof. Ei gn : R) is zero when the base degree is odd, and hence the same is true 
of E",( gn : R). Thus if P is the filtration on H*(n : R) induced from gn' then for 
all p, q (q ~ 2p + 1) 
Putting p = k, q = 2k + 1 we see 
and so E 2k.l(g,,: R) = p2kH2k+l(n: R)k H 2k +l(n: R). The second assertion fol-
lows from the compatibility of pj with products. 0 
Hence we can use 4.11 to define some generators of H*(n : Z). Put 
(5.2.1) 
and 
i: = subalgebragenerated by {I, Xl' ... ,x,,} in H*(n: I). 
(For Spin(2n + 2), we also include the image of 'T,H £2,,' \/~} which is ± I> (see 
2.2.1) as ': ne sees from (4.2. 1); and then the analogues of Proposition 5.3 and 
(5.2.2) go through.) Then xixj = -xjxi for re;l~ons of degree, so x; E ff:. On the 
other han(l, the element .• I •• ' X n maps to 1/11 '" 1/1" in EA gIl : I) which is a 
generator vf the Ex-group in total deg = dim Spin(2n + 1). Hence XI'" x" is a 
generator of HtoP(n :I) and so in (5.1) 
q(X I " ·x,,) = YI'" y" (5.2.2) 
whence we have the following: 
Proposition 5.3. i: ~ H*(n : I)~ A*(yp . .. ,y,,) is surjective. 
Proof. Rationally (or even over I(!» the maps i, q are isomorphisms, so q 0 i has 
finite cokernel. Equation (5.2.2) coupled with the appropriate analogue of 1.6 
shov's that the image of q 0 i is a retract of A *( Y I' ... , Y n)' 0 
Corollary 5.3.1. i: is the free part of H*(n : 1), and has as a I-basis the set 
{I x· ·"x·ll<i< .. · <i <n} 0 
'I( Ip - P - • 
Coming now to the torsion ideal, set U i E H2i(n : I) to be the image of 
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Ti E E::,O(~II: £':) = A~i(£,:). Since E:,o(~II: £':) is a sl'!rin':', of the cohomology we 
know 
u~ = U 2i if 1 :5 i:5 n 12 , 2=0 f 1'1 ..... ;< U i or n__ ~. - n, 
Finally, we will define elements v I E ff,: corresponding to the Bockstein 
generators f31 of Definition 4.10, which are specified by thl!ir mod 2 reducfons. 
For this purpose we need to give a suitable set of algebra generators of 
H*(n : 1F2); and at the same time we will complete the description of this latter 
ring as a module over d(2). 
Using Lemma 5.2 and the description of Ex( ~II : 1F 2 ) in Proposition 4.6, define 
H 2i - l ( [[') Z2i-1 En: 1f2 
2 Z2j E H l(n : 1F2 ) 
as the image of Pi E E:i - 2,1( ~II : 1F2)' 2:5 i:5 n , 
as the image of Yi E E~'o( ~'r : IF 2) , 
where 3:5 j:5 n, j ¥ 2k , 
as the image of t 0 Y~\ -1 E E :Q\ -2,1 (~II : IF 2) • 
Propositi~n 5.4. (a) H*(n: 1F2 ) = .11F,(zi' z), 3:5 j:5 2n, j =F- i .. 
(b) Sq'(zi) = (DZi+j if3:5 i + j:5 in, and i + j =F- 2k, i:5 j; Sq'(Zj) = 0 otherwise. 
(c) Sqi(Z)=0 for i~2 and Sql(Z)=O if n=2a. Sql(Z)= ~~~"Z:jZ4S-2j if 
n =F- 2a • 
Proof. Part (a) follows from the fact that {Pi' 'Yj' t0y7\-I} form a simple system 
of generators for cx(~" : IF 2)' The equations in part (b) are the same as those of 
Borel [3, Tl)eorem 12.1(c)] and they will be proved by showing that the classes Zi 
are the pullbacks from H*(SO(2n + 1) : IF:!) of elements which transgress to the 
universal Stiefel-Whitney classes. Ph '. (c) will follow from (4.6.5) once we 
identify Z with 1T*(X) where x is the element defined in 3.9. 
As these assertioils follow from (sometimes elaborate) diagram chases, their 
proofs are deferred to the end of the section. 0 
For some purposes it is useful to have another generator rep!acing z. In (5.4.7) 
we have shown 
Xs = Z if n = s , :is =zmod(z3"",Z2") ifn=s+r,l:5r<s. 
Corollary 5.4.4. H*(n: 1F2) = .1"2 (Zi' :is)' 3:5 j:5 2n, j =F- i. 0 
The point here is that Sq \iJ = 0 and i.; = 0; although of course this now 
complicates Sqi(:is ) for 2 ~ i:5 4s - 1. 
The analogue of Proposition 5.4 holds for H*(Spin(2n + 2) : IF:!) with the Zj 
running from Z3 to Z211+1 = 711 +1' j =F- i. Moreover, using the isomorphism X~ = 
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Y~+l (see 3.9.2) the except!onal generator z in H*(Spin(2n + 2): 1F2) restricts to 
the corresponding element in H*(n : 1F2 ) and in particular we have Sq'(z) = 0 in 
H*(Spin(2n + 2) : 1F2 ) iff n = r. 
Corollary 5.4.5 The 'obvious' map H*(Spin(2n + 1) : 1F2)---?> H*(Spin(2n + 
2) : 1F2 ) given by Zi"""" Zi' Z t-+ Z is a multiplicative splitting for the restriction map 
and so 
H*(Spin(2n + 2) : 1F2 ) = H*(Spin(2n + 1) : 1F2 ) ® A *(z2n+l) . D 
From the remark preceding Definition 4.10 we see that for n s 4 the ring 
H*(n: Z) is generated by x" ... ,xn and uj" The new genc::ralOls VI arise only for 
n :> 5 and are defined as follows. Put m = [(n + 1) 12] and I ~ {2, 3, ... ,m} a 
subset of at least two elements. The element v I is specified by 
(5.4.0) 
One checks easily that the v I map to the elements PI E E",( ~n : Z) of Definition 
4.10 and hence by Proposition 4.11, H*(n: Z) = subring generated by 
(~: ® A: (Z» . Vn , where V" is the Z-span of {1, VI}' 
We first compute the subring generated by ~:, A:O'~). Since x~ is a 2-torsion 
element, it can be calculated from x:' Now from Lemma 5.2 and (4.6.3) to 
(4.6.5), 
If 1 SjS n12, 
IfnI2<jsn, 
s-1 
if j ¥= i , 
if j = i . 
Xs = Z + 2: Z2j-,Z4S-2j 
j=2s -n 
and of course iii = Z 2i' 
Proposition 5.5. (a) If 1 s j :5 (n + 1) /4, 
(b) If (n + 1)/4 s j'~5 n12, 
for j ¥=i , 
for j=i. 
(5.4.7) 
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(c) If n/2 <j s; n, 
X~ =0. 
for j=i, 
for j =Fi , 
for j = 2; . 
Proof. We can reduce mod 2 to check these equations, which then follow from 
(5.4.7), except possibly for Xs when s < n; but Z2 = 0 by Proposition 5.4 and each 
summand of (is - z) has a factor Zk v.ith k > n, whence x; = o. 0 
There is a further relation among 
Proposition 4.13. Using the notation 
2 <:: j s; m and 0 <:: i s; aj - 1, we have 
the products xjuk ' which comes from 
k ij = 2aj - E~ 2' and lij = i(2j -1) for 
(5.5.n 
Proposition 5.6. The subring S* of H*(n : lL) generated by {I, Xj' Uk} is iso-
morphic to lL[x1, ••• ,xn]®A:(lL) subject only to Proposition 5.5 and (5.5.1). 
Proof. We only need to show that these relations (and the relations defining 
A:(lL), of course) generate the full ideal of relations. So consider a polynomial 
P(Uj7 Xj) which is zero. Using Proposition 5.5 we can reduce P to an A: (lL)-linear 
combination of square-free monomials in the Xi and then from Corollary 5.3.1 we 
see that the coefficients must in fact lie in A; (lL). Now P will give rise in 
gr H*(n : lL) = E",( ~n : lL) to A: (lL)-linear relations among the products !/IlY" but 
these have already been listed in Proposition 4.13, and they correspond precisely 
to (5.5.1). 0 
We mentioned at the end of Section 4 that {!/Ik 'Y2j-I' {3,} form a minimal set of 
generators for E",,( ~n : lL). From that statement and Proposition 5.5 we deduce 
that {I, xk • U4j - 3 ' v,} form a minimal set of generators for H*(n : lL). 
We now compute the S*-Iinear relations in Vn • In analogy with the discussion 
preceding Proposition 4.15 define 
where 2 <::J. <:: mi .. = i(2,· -1) and k .. = 2aj = ~Oi 2'. Then one has the following: 
- - '1/ 1/ L" 
Proposition 5.7. As an S*-module, the kernel of the multiplication map 
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S* ® Vn --:. H*(n : Z) is generated by 
(a) If 1/12:3, Ii = 1- {i}, 1:r U2i - 1 ®vri' 
(b) IfjEI,~®ui' 
(c) If jy!I, then ~®VI+U~j::,II®ViU{j}' where for a singleton I={i}, v l = 
U U - 1' 
Proof. We reduce mod 2 to verify that these elements are in the kernel. For the 
completeness, we can throw the brunt of the work back on Proposition 4.17 as 
was done in the proof of Proposition 5.6. From a computational, 'hands-on' 
viewpoint the only difference between the generators Xi' U j , vK and .pi' 'fi' 13K is 
that in the latter set "'~ = 0, .8i = 0, which is not necessarily so in the former set. 
However, the generators of the former set still satisfy the analogous linear 
independence statements, and this is really all that was used in the proof of 
Proposition 4.17. 0 
All we have to do now to complete the description of the ring H*(n : Z) is to 
describe the products VIV] as S*-linear combinations of UK' Here we get formulae 
which are slightly different from those of Proposition 4.18. First of all, v; E 
A; (Z) is not zero in general: but its value is deducible from Proposition 5.8(a,' vr 
alternatively easily described using Z;j -I = ii2j _ I' For index sets I, J we give below 
two product formulae which give the general formula by an obvious induction. 
Proposition 5.8. (a) If K = In J, put]' = 1- K, J' = J - K, then 
P 
VI v} = 2: U2i.-,VK•· 
1 
Proof. We can work in H*(n : 1F2), and then the verifications are routine. For part 
(a) zr = III Z4i-3' ZI = ZI' IlK Z4k-3 and z] = ZJ' IlK Z4k-3 and then compute 
Sq'(ZI'II Z4k-3)' Sq'(zJ' II Z4k-3)' For part (b) use induction on p = III. 0 
Theorem 2. H*(Spin(2n + 1) : Z) is generated by {1, Xi' Uj ' VK} subject to the 
relations in Propositions 5.5 to 5.8. The free part consists of all square-free 
monomials in Xi; all squares lie in the Chow ring A;(Z) which is generated by 
{1, u). 0 
H(~~ is an illustration of the theorem for Spin(ll). 
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Example. n = 5 for Spin(ll) and so the free part of ll*(Spin(ll) : Z) is generated 
by the square-free monomials in x .. ... 'Xs; deg Xj = 4j - 1. From Proposition 5.5 
we have xi = u3 • and x: = 0 for i;::: 2. The Chow ring is it *(113' us) with 211 j = O. 
The only Bockstein element is v in degret.! 15, v = Z6Z9 + ZSZlO' 
The relations from Proposition 5.6 are X~U3 = 0, xsus = O. The relations from 
Proposition 5.7 are only of types (b), (c) because m = 3; and they are x~v = 0 for 
type (t·) and usv + U 3X 3 ' u3v + USX3 for type (c). From Propositkm 5.8. v2 = O. 
Thus, using xi = u3 and u; = 0 
modulo the ideal 
We now complete the proof of Proposition 5.4 in the following three lemmas, 
the first of which establishes the analogue of Proposition 5.4(a) and (b) for the 
group SOC 2n + 1). From 7.2 we see that E A g ~ : IF 2) satisfies the analogue of 
Lemma 5.2 and hence there are elements 
h2j - 1 = Image of Ti E E~i-Z.l( g ~ : 1F2)~ H2i-l(SO(2n + 1) : 1F2 ) • 
hZi = Image of Yi E E~i.O ~ H2i(SO(2n + 1) : 1F2 ) • 
Lemma 5.4.1. (a) H*(SO(2n + 1) : 1F 2 ) = ,1;,(h ... ..• h2n ), 
(b) Sqi(h j ) = ({ )hi+ j if 1:::; i + j ~ 2n. Sqi(h j ) = O. otherwise. 
Proof. Part (a) is clear since {'Ti , 'Y) forms a simple set of generators for 
Ex: ( g ~ : IF 2)' From the Borel transgression theorem and the Wu formulae the 
elements gi E Hi(SO(2n + 1) : 1F2 ) which transgress to the universal Stiefel-Whit-
ney classes satisfy (b). We will show that gi = hi' 1:::; i:::; 2n. 
First of all, coup-ting dimensions over 1F2 using part (a), 1.4 implies that the 
mod 2 spectral sequence of 
SO(2n - 1)~ SO(2n + 1)-3.. V(n) = V(n, 2) 
collapses at £2' Since H*(V(n): 1F 2 ) = A*(V2,,-I' v211 ) it follows that h j = gj if 
i*(h j ) = i*(g), I:::;j:::; 2n - 2, and hk = 1T*(Vk) if 1, = 2n - 1. 2n. Proceeding 
inductively, it is only necess'/ ,'y to verify the assertion for n = 1 and to prove 
hk = 1T*(Vk), k = 2n - 1, 2n. 
Now for n = 1 the nonzero groups in H*(SO(3) : IF:J are all I-dimensional. so 
hi = gi' 1:::; i:::; 2. Assuming the result for n - 1, consider the diagram 
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U(n-I)~SO(2n-1)~Xn_' 
~ ~ ~ 
U(n)----+SO(2n + I)----+X'I 
~ ! ~ 
S2n-l __ ~) V(n)-__ .S2n 
Now V2k - 1 restricts to a generator of H*(S2'1-1 : !F2) which pulls back to Tn (see 
comment following Proposition 4.2) and v2n comes from [S2n] which pulls up to 'Yn 
by definition. The rest follows. 0 
The first Stiefel-Whitney class of the ll2-bundle p : Spin(2n + I)~ SO(2n + 
I) is hI' so from the mod 2 Gysin sequence 
Im(p*) = H*(SO(2n + I): !F2 )/(h 1). 
Since h~ = h2i' for j s;z (see Lemma 5.4.1(b» we have the following: 
Lemma 5.4.2. p*(h) = 0 if j = i; p*(h) = Zi' 3:s j:s 2n, j"# i. 
Proof. There is a map of bundles p : ~n ~ ~~ which is the identity on the base, 
and the given double covering on the fibre and total space. From the explicit 
constructions of Proposition 4.6 and 7.2, 
is given by 
2:Sj:sn, 
from which the result follows by 5.2. 0 
Recall the map Spin(2n + l)~ X~ of Section 3 and the element x E 
H2al-l(X~ : !F2) of Proposition 3.7. 
Proof. The d2-cocycle t® y~l-l E E2 ( ~n : !F2) can also be defined in the E2-term 
of the spectral sequence for the following bundle. Let U(n) = p-l(U(n», p as in 
Lemma 5.4.I(a). A trivial induction on n shows that 
H*(U(n): l) = A*(b" ... , bn ), 
where the b/s transgress to the universal Chern classes and 
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Hel!.ce in the _1F 2-spectral sequence of ii(n)~ Spin(2n + l)~ Xn we have 
d2(b l ) = iiI' d2(bj ) = 0 for 2 =s j =s n and so the E3-term of this spectral sequence is 
Counting dimensions and comparing with Proposition 4.6 this is Ex as well. Now 
considering the diagram 
T---+ Spin(2n + 1)~ F(2n + 1) 
~l II 1 
U(n)~Spin(2n + 1)~Xn 
shows easily that i*(hl ) = t, whence hI ®iiQ1 - I in the E 3-term of the second row 
goes over into t ® iiQ1 - 1 in E3( ~n : IF 2)' and hence hi ® ii~l-I maps to z under 
E2QI-2.1~ H 2al- l (n : 1F
2
). 
We also know from Propositions 3.8 and 4.6 that the mod 2 spectral sequence 
of 
SU(n)~Spin(2n + l)~ X~ 
collapses at E2 • Performing a diagram chase of the bundles 
SU(n)~Spin(2n + 1)~X~ 
_1 1 1 
U(n)~Spin(2n + l)~Xn 
we obtain 1T*(X) = z. For Sql(Z) we note that Sql(is) = 0 because is is the 
reduction of an integral class. Hence formula (5.4.7) gives the result. 0 
From 3.9.1 we see that when there is no power of 2 intervening between n l and 
n2 , z E H
2Q
I- I (n 2 : 1F 2 ) restricts to z E H 2a l- 1(n 1 : 1F2); and it is this feature which 
makes it amenable for calculations. 
6. The integral Pontryagin ring of Spin(k) 
We begin by calculating the comultiplication on our generators in 
H*(Spin(2n + 1) : 1F2 ) induced by the product map 
J.I. : Spin(2n + 1) x Spin(2n + 1) ~ Spin(2n + 1) . 
142 HY. Pittie 
Tht: case of even k is then an immediate consequence. The transgressive 
generators z; E H * (n : IF ~ ). of Proposition 5.4 are primitive: 
from Borel [2, Proposition 20.1]. Let 
be the linearly independent set in H *(n : IF~) = H *(Spin(2n + 1) : 1F2 ) dual to 
z· z· ... Z E H * (ll : IF ~) under the Kronecker pairing. The primitivity of the zJ' 
't l~ lp -
shows that if ~ ~= 1 ij :s 2a I - 2, then 
where v denotes the Pontryagin product and the right-hand side is independent 
of order. 
Proposition 6.1. J.L*(z)=z®I+I®z+Ez;®z2j in H*(n:lFz)®H*(n:1F2)' 
where the sum rUllS over all pairs (i, j) such that i + 2j = 2a 1 - 1. In particular, this 
second sum is zero iff n = 3 or n = 2Q. 
Proof. We will prove the results in three steps. 
(a) The second factor in each summand of J.L *( z) - (z ® 1 + 1 ® z) must be a 
product of the Z2j (i.e. must lie in the Chow ring A:(1F2 ) ~ H*(n : 1F2». 
(b) Each summand in the second sum must be of the form Zj ® Z2j' 
(c) All pairs of indices (;, j) satisfying i + 2j = 2a l - I, do occur in JL *(z) -
(z®1 + I®z). 
Step (a) follows from a ~iagram chase: put G = Spin(2n + 1). Then we have 
where a is the left action of G on X~. Since Z = 1T*(X) it follows that a*(x) 
aetermines J.L *(z). Now 
a*(x) = (z®l + I®x) + 2: ... 
and the second sum has its second factor in H*(X~ : 1F2 ) in degrees :s2al - I, 
hence in A:(IF~) (see Corollary 3.5.1). This proves (a). For (b) consider the 
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Kronecker pairing 
(6.1.1) 
Now dearl:' O::~=I i,) + 0::7=\ is> = 2a l -1 for (6.1.1) to be nonzero and as each 
i" is is at least 3, each sum is s2a l - 2. 1 t ... l';; 
the products being independent of order. From (a) each is must be even, and so at 
least one i, is odd; by the commutativity we can assume ir = ip • Now suppose that 
p";?2 or q";?2. Then ip + i\ s2a: -2, and so (6.1.1) is equal to 
which is zero because the second factor has an o(i~ !ndex. Thus p = 1 and q = 1 
establishing (b). 
At this point it follows that if n = 2"" or n = 3, then for numerical reasons there 
are no permissible indices i, i such that i + 2j -= 2a l - 1; so p-*(z) = z ® 1 + 1 ® z. 
To prove (c) fix a power of 2, and wri:e n = 2u + I, 0 sis 2u - 1. In this range 
the element z E H*(n + 1: !F2) restricts to z in HW':I : !F~) (comment following 
Lemma 5.4.3), and also the mod 2 sFeclra~ ~'I.!I~\~':"(C al 
Spin(2n + 1)~ Spin(2n + 3)~ V(2. 2n + 3) 
collapses, as one checks from Proposition 5.4(a) and 1.5. Hence we can use 
induction on I, starting with 1 = 0 for which the result wa~ established in the 
previous paragraph; and usiug the inductive hypothesis for I, it is only necessary 
to prove that in 
p- *(z) - (z ® 1 + 1 ® z) = L Zj ® Z2j 
the elements Z2/+\' Z2/+2 occur on the rig1t~hand ~~d~. Since 1+ 1 ~ 1 and 
Sql(Z) #0 when n = 2u + I + 1, this las: a:.st:ni:--n i "',-riA.d by computing each 
side of the identity 
p- * (Sq I ( Z » = Sq I (jl ~ I. ~ ) 
and comparing the results. 0 
Proposition 6.2. The analogue of Proposition 6.1 holds for H*(Spin(2n) : !F2) and 
,..t *(z) = Z ® 1 + 1 ® Z iff n s 4. 
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Proof. If n ~ 2 a, the mod 2 spectral sequence of 
Spin(2n)~Spin(2n + 1)~S2n 
degenerates at E2> as one verifies from Proposition 5.4, the remarks following 
Lemma 5.4.3 and 1.4. Hence p. *(z) in Spin(2n) can be calculated from Proposi-
tion 6.1 by suppressing the summand involving z2n' if any; and for n;;:: 5 there will 
always be a term in p.*(z)-(z®I+1®z) involving Z3 which will persist in 
!:.~.n(2n). 
If n = 2a, then the bundle 
of Section 2 degenerates at E2 in any case (Proposition 2.2), and the kernel of the 
restriction map H*(Spin(2n) : 1F2)~ H*«n -1) : 1F2 ) is the principal ideal gener-
ated by z2n-t. Since n = 2a , a1 = 2n and so from Proposition 5.4 we see that in 
p.*(z)-(I®z+z®l) there can be no summand involving z2n-1; thus the 
formula for this difference can be read off from the restriction of p. *(z)-
(l®z + z®l) to H*(n -1: 1F2). 0 
Let, E H *(Spin(k) : 1F2) be the class Kronecker dual to z E H*(Spin(k) : 1F2). 
Combining Propositions 6.1 and 6.2 we have the following proposition: 
Proposition 6.3. {';, , 13 sis k -1, i =F 2i} is a simple set of generators for the 
Pontryagin ring H * (Spin(k) : 1F2). Each generator has square zero, and the only 
nonzero commutators among the generators are 
Hence the ring is commutative for k S 9 or k = 2a + 1. 0 
Notice that , is a central element in H * (Spin(k) : 1F2), and {'ev}, {'odd} 
generate exterior subalgebras. 
We can now tackle the integral Pontryagin product. Define ~; E H4i - t (n : Z) to 
be the Poincare-dual of llj,,; Xj E H*(n : Z). 
Proposition 6.4. The set {I, ~;1 v ... V ~i) 1 S il < ... < ip S n} spans the free 
summand of H *(n: Z): it forms an exterior algebra iff n = 3 or n = r. 
Proof. The given set spans the aigebra H *(n : l(!» and hence it is linearly 
independent over "l.; its Z-span having a cokernel of two-power order in the free 
summand. Hence it suffices to show that the set is linearly independent over IF 2. 
Using (5.4.6) and Proposition 6.3 one sees easily that 
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~ j = '4j -1 if j =1= i < s , 
€i = '2i-1 '2i if j =1= 2; , 
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(6.4.1) 
whence n~ €i = fundamental class in H *(n : 1F2 ) proving the linear independence 
(as in Proposition 4.5). 
Next, ~i v ~i is a 2-torsion element for reasons of degree, so ~i v ~i = €i V €; = 0 
as one sees form the formulae above. The commutator ideal of H *(n : Z) is in any 
case within the tors~on ideal, so [~k' ~j] = [Jk' Ji] and from Proposition 6.3 one 
finds that if j, k =1= 2' and j + k = al> then [~k' ~i] = , Y ('2k-l V '2' + '2'-1 v 'Zk) 
i 1 - - J J 
if j oF 2, k = 2 and 2k + [= al> then [~k' ~j] = 'v ('2j-l) and the other com-
mutators of the elements ~i are zero. 0 
Remarks. (a) The value of the nonzero commutators above can of course be 
expressed in terms of integral elements, as we shall show below (Proposition 6.6) 
once we introduce the torsion generators of H *(n : Z). 
(b) The analogue of Proposition 6.4 is true for H *(Spin(2n + 2) : Z) with the ~; 
defined as Poincare-duals of (nj;O<i xj)e and 11 the dual of n; Xi' In this case the 
free summand is not an exterior algebra for n ~ 4 by Proposition 6.3 and 6.4 (see 
(6.4.2». 
(c) Henceforth we drop the symbol 'v' for the Pontryagin product. To define 
the torsion generators in homology, we use the universal-coefficient sequence 
0-+ H *(Spin(k) : Z) ® 1F2 -+ H *(Spin(k) : 1F2 ) 
~ Tor(H *_I(Spin(k) : Z), 1F2)-+ 0 
identifying the last term with the torsion subgroup of H *(Spin(k) : Z) (which is of 
exponent 2 by dualizing the result in cohomology). The composite of A followed 
by reduction mod 2 
(6.4.2) 
is the homology operation dual to Sq 1 and it is a derivation of the Pontryagin 
product; hence X is completely specified by 
X(O =0, 
the la;;t equation following most easily from €s =, (see (6.4.1». Since the 
subalgebra of H *(Spin(k) : 1F2) generated by {'2J is commutative, for 
I k {i \3 $ i $ k - 1/2, i =1= 2j } the product '21 = ITI '2; is well defined (indepen-
dent of the ordering in 1) and we set 
ILl = X( '21) E Hq _ 1 (Spin(k) : 1F2), where q = 2 L i . 
I 
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Here if E is the empty set, then lE = 1 S0 P-E = O. Putting 1= {i l , .•. ,ip} the 
remarks above or A give P-l = A(Hl l 2J = E~=l l2i .• , (;2i -I •.• lu in I • p 
Hq_I(Spin(k) : 1.C2 ). When I is a singleton {I} we denote P-l by P-i' 
Proposition 6.5. The set {1, ~p, .• , {P-l} generates the Pontryagin ring 
H *(n : Z). For H *(Spin(2n + 2) : Z) we simply add." to this set. 
Proof. We already know that {1, ~l'" • , ~n} generates the free part of H *(n : Z) 
and the torsion subgroup is mapped onto by H *(n : 1F 2) under A. Hence fruti: 
Proposition 6.3 it suffices to show that for all permissible ordered index sets 
I = {i I> ... , i p} , A( l/) and A( "n are in the subring generated by 
{1, ~I' ••• , ~n' p-,}. The second case reduces to the first because A(lln = 
A(l/)~s' 
To write out A( l,) as an element of the subring in {~j' P-/} we use induction on 
p = III, the case p = 1 being clear. If I does not contain a pair of indices summing 
to 2a l - 1, then II = II lodd II leven and so 
A(l/) = n lOddA (n (;ev) = n lodd"")' 
J being the set of! times the even elements in I. Now among the l2i-1 appearing 
above, if i = 2\ then '2;-1 = ~2Lp otherwise {;2;-1 = P-i' 
lt remains to consider the case in which there is at least one pair of indices i" is 
in I with ir + is = 2a l - 1. Again we try to effect the rearrangement above, except 
that for each ir, is we may introduce another monomial 'r' where I' = 1-
{i" is}. Hence by the induction hypothesis and the reduction above, we are 
done. 0 
Note that we have proved something more; namely that the torsion subgroup of 
H *(Spin(k) : Z) i~ generated by {~2i, ,...)}. An immediate consequence of the 
discussion above is the following proposition: 
Proposition 6.6. In H *(n : Z) we have 
(a) if j, k ~ i and.i + k = a., then [~i' ~k] = ~s#L" where J = {j, k}, 
(b) ifj~i, k=2 I andj+2k=a1, then [~j,~J=~sP-k' 
In H *(Spin(2n + 2) : Z) we have 
(c) ." commutes with ~i' j = i s n, 
(d) if k = a l - (n + 1)~2\ then [~k'''') = ~s#Lk' 0 
To describe the product relations among the {~j' P-I} we define a permissible 
index set to be special iff it is a pair of the form {i, a I - i}. 
Proposition 6.7. (1) If i E I, ~;P-l = P-l~i = O. 
(2) If II n JI::=: 1, then p-[p-, = 0 except in the following cases. Put L = I U J, 
M= L -(InJ). 
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(a) If I n J is special, 
(b) If I n J = {k}, then 
(and the expressions are I!qual if at - k % L). 
(3) IfInJ=0and I={ip ... ,ip )' then 
P 
I-LII-LJ = L IL; JLL ' Lr = I U 1- {ir} , , 
r=1 
provided I does not contain a special set; and 
P 
J.i.1#Ll = L JLi,JLL, + ~sJLI' 
t 
where I' = I - (given special set). 
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Proof. All the verifications are carried out by reduction mod 2: (1) follows from 
~I = (2;-1(2; = (2;(2; . and iii = :'«2;(21') = A«21'(2;) where /' = 1- {i}. For (2) 
and (3) it is simpler to develop an analogous formula for iil(u and then apply X. 
For example, for the first case (2)(b), write #LI = A«(21'(Zk)' lu = l2d2J' (/' = 
1- {k}, J' = 1- {k}) expand and multiply out: the hypothesis implies that 
[(21" l2k-t] = 0 giving ;;'1(21 = lk~2M = JLi<iiL' 
(3) is proved by induction on p = III to give iillzi = ~ f JLi,l2L," 0 
Note that the second set of equations in (2)(b) above give ~kJLl and JLl~k when 
k =i't and k% I. 
Given Proposition 6.6, we fix permissible index sets I, I to describe the 
remaining commutators and we put L = {i E II a l - i E I}. 
Proposition 6.8. (1) If k = t < n and at = 2k E I, then 
[~k' JLl] = ~sJL1" where I' = J - {at - 2k}. 
(2) [#L" JLl] = 0 unless II n /151 and 
(a) IfInJ={k} andat-kEIU/, 
(b) If I n J = 0, L =i' 0, then 
[JLI' JLl] = ~s L JLHIH[ = I U J{ -I, at - i} . 
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Proof. As always, the verifications proceed by reduction mod 2, and (1) is direct. 
For (2) it is easier to follow the metho_d of proof in Proposition 6.7 and obtain a 
formula for [ILl' ;21]' and then apply A. 
(2)(a) can be deduced from Proposition 6.7(2)(b). For (2)(b) we fix an IE L 
and observe 
[ILI;21] = [~I" ;2M] + U21';21' , 
where M = 1 U {I} and I' = I - {I}, J' = 1 - {a, -I}. Then induction on ILl 
gives the desired formula. 0 
Note that when k #- i, [~k' ~J] is subsumed by Proposition 6.7(1), 6.7(2)(b) 
and 6.8(2)(a). 
Theorem 3. H *(Spin(k): if) is generated by {I, ~i' ~J} subject only to Proposi-
tions 6.6, 6.7 and 6.8 (and 2~J = 0). 
Proof. Let H *(k) be the (noncommutative) graded, connected algebra over if 
generated by {I, ~i' ~J} subject to the given relations. By Propositions 6.5 to 6.8 
there is a surjection (() : H *(k)~ H *(Spin(k) : if); and by Proposition 6.4 ({) is an 
isomorphism of the free parts. We must show that ({) is an isomorphism on the 
torsion ideals also. 
We will first do the argument for k = za + 1 + 1, when these algebras are 
commutative; and then indicate the minor modifications necessitated by the 
existence of nonzero commutators. In the case at hand, the argument in Proposi-
tion 6.5 shows that the torsion ideal of H *(2U : if) is a free module over 
A*(~J> ~2"'" ~s) generated by monomials ~i ••• ~i and ~i ••• ~i ~J' III ~2. 
• p • p 
Hence it suffices to show that the same is true in H *(k); that there is a canonical 
reduction of every torsion element to a A *(~" ... , ~s )-combination of monomials 
ILi •.. ILi ILJ and finally that every relation which holds among such monomials in 
I p 
H *(2U : if) holds also in H *(k), k = 2u + 1 + 1. 
So consider a torsion element ~k • ••• ~k ILJ • ••. ~J in H Ak). We can assume 
that no kr is a power of 2; then Propositi~n 6.7(1) gives zero if some kr lies in 
some ls: and if not, then Proposition 6.7(2)(b) gives ~jILM = ILjILL' where 
L = M U {j}. Thus we have a canonical reduction to the form lLi ... ILi' ILK ... 
• t • 
ILK,,' If m ~ 1, then Propositions 6.7(2)(b) and (3) give a reduction (by using the 
ordering given) to the desired form. So it remains to find a generating set of 
relations among /-Li • ••• ~ip and ILi • ... ILipILJ in H A2a : if). There is an obvious 
one; for any K, setting Kk = K - {k} we have ~ K ILk ILK = 0 because 
~ K iik {2Kk = iik and we apply A. This exists in H *(k) by Propositi~n 6.7(3); fix a 
ko E K, put 1= {ko}l = K - {ko} and use ILIILJ = ILJILI' A dimension count shows 
that these are a generating set. (Essentially the same proof works for SO(n), see 
7.7,) 
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When k - 1 ::;!: 2i, so that the algebras are not commutative, the general torsion 
element is a product of monomials of the form ~i ••• f f.LJ ••• f.LJ • At the expense 
I 'p I .-
of introducing summands in the ideal (~s) we move each ~i next to a ILJ if i E J; 
and if not, then we move it until we can use Proposition 6.7(2)(b). Thereafter the 
reduction proceeds as above, and we end up with terms of the form ILk ••. ILk or 
I r 
ILk ••• ILk ILJ ••• ILJ plus a term from (~s). The relations among these are similar 
I r I 2 
to those above except that 
and the rest of the argument is similar. 0 
7. The case of SOCk) 
We begin by remarking that the double-covering along the fibres 
~n: T--+ Spin(k)--+ F(k) 
1 p 1 11 
~ ~: T' --+ SO(k)--+ F(k) 
give~ an isomorphism of spectral sequences and cohomology rings for any 
coefficient ring containing!. Now we shall run through the analogues of Sections 
4 to 6 for SO(2n + 1), indicating the required modifications for the even case 
where necessary. In particular, these assertions will show that Theorem 1 (Section 
2) holds for SO as well. 
7.1. E2 ( ~~ : R) = A;(tl" .. , tn ) ® H*(F(2n + 1) : R) and the analogue of Propo-
sition 4.1 is immediate from the remarks above. The elements 01"'" On of (4.2.1) 
are defined in E2 ( ~ ~ : Z), and by Propositions 4.3 and 4.5 they generate an 
exterior algebra ~ ~ which is additively a summand, isomorphic to the free part of 
E3(~~ : Z). For SO(2n + 2) the element Tn + l has to be added to {Ol"'" On}' 
7.2. From Corollary 3.5.1 and Proposition 3.7 
and as a cochain compJtx under d2 it splits as a prcduct of A~(1F2)' d2 = 0 and 
E3(~;' : Z). Por SO(2n + 2) the element T,,+! has to be added to {Ol''''' OJ. 
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and this is E", as well since the fibre-degrees of the generators are ::51. The mod 2 
reductions of the OJ are given by 
~ = T2j + T/ij , if 1::5 j ::5 nl2 , (7.2.1) 
if nl2 < j::5 n . 
7.3. Let T ~ = torsion subgroup of E3 ( g ~ : Z). From 7.1, T ~ is a group of 2-power 
order and by the argument of Proposition 4.7, r2(T~) = 2n - 1(2 n - 1). The formula 
for the Bockstein map 5: E3(g~ : 1F2)~ E3(g~ : 1F2) is 5(Tk) = Yk' 5(Yk) = O. Here 
the paradigm example of Lemma 4.8.1 yields H*(E3' 5) = ~ ~ ® 1F2 which implies 
2· T~ = O. Then E3 ( g ~ : Z) = E",U ~ : Z) as in Propositions 4.9 answering affirma-
tively the question of Kac [4] for G = SO(k). If we define B~ to be the Z-module 
in E",( g ~ : Z) generated by 1 and 
then E",(g~ : Z) is generated by {8i , Yj' f3~} as in Proposition 4.11. Note that in 
this case there is a f3; as soon as m 2:: 2-i.e. n 2:: 3. The analogues of Propositions 
4.13 to 4.17 all go through; we will not list the relations as they are only 
intermediate steps in proving the corresponding assertions for H*(SO(2n + 
1) : Z) (see 7.5). 
We now proceed to the parallels with Section 5. 
7.4. Lemma 5.2 holds for E",( g ~ : R) and so we can define x; E H 4j - 1(SO(2n + 
1): Z) as the image of OJ E E~-2.1(g~ : Z), uj E H2i(SO(2n + 1): Z) as the image 
of Yi E E~'o( g ~ : Z) = A~2i(Z). (For SO(2n + 2) we add the element e' corre-
sponding to Tn + 1') The square-free products of {1, x;} form a basis for the free 
part of H*(SO(2n + 1) : Z) and under the covering map p 
*( ')-P Xi -Xi' if i is not a power of 2 , 
modulo H*(Xn : Z)-linear combinations 
of X 2i, if i < j = i < s , 
p*«) = 2x" modulo lower order terms 
(and p*(e') = e in the even case). 
Using Lemma 5.4.2 and (7.2.1) 
ifnl2<j::5n 
(7.4.1) 
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and of course ii; = h 2;. The Bockstein elements v~ are uniquely c 
mod 2 reductions v; = Sql(nJ h 4i - 3 ), where I k {I, 2, ... , m}, 
from [3] and [7] the torsion exponent of H*(SO(k) : Z) is 2. 
7.5. The set {I, x;, u~, v~} generates the ring H*(SO(2n + 1) : Z: 
for H*(SO(2n + 2) : Z) and a generating list of relations is givell 
(a) For 1 sis (2n + 1)/4, X;2 = U~;-l + U~;_IU~;. 
(b) For (2n + 1)/4 < is n/2, X;2 = U~i-lll~i. 
(c) For nl2< i <:: n, X;2 = o. 
(d) For 1 sjs m, 
i 
k. =2Uj - ~ 2T 
TJ LJ' lij = i(2j -1) , 
o 
Using notation analogous to Proposition 5.7 
(e) EJll~j-I®V~=O, III~3. 
(f) IfkEI,i;®u~=O. 
(g) If k % i, s~ ® v~ + ll~:=! ® v~ = 0, j = I U {k}. 
(h) If in J = K =1= 0 and]' = 1- K, J' = J - K, 
There are no relations involving e' (except e,2 = 0), confirming 1 
Theorem 1 for SO. 
Adding to these relations in the Chow ring 1l~2 = ll~j iff 1:: 
n < i s 2n (or 2n + 1) and e,2 = 0 in the even case gives the rings 
for k = 2n + 1, 2n + 2. 
We now move on to describe the Pontryagin product in H *(~ 
will of course be commutative, as one easily deduces from t 
H *(SO(k) : 1F2 ) and H *(SO(k) : ZO »). 
7 .6. From Borel [3] we know that the Pontryagin ring H * 
A*({~, ... , l;-l)' where {; is Kronecker dual to hj. From Le 
Proposition 6.3 p*( {;) = {: , p*( {) == o. 
Define g; E H4i _ I (SO(2n + 1): Z) to be the Poincare dual tl 
analogous definitions involving e' in the even case); then from' 
i: = l ;i-l' ~i' 1::;; j:5 n, and it foJ]ows along the lines of Propl 
{I, g;} generate the exterior subalgebra of H*(SO(2n + 1): Z) v 
free summand. 
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In the notation of (6.4.2) we define torsion elements by J."~ = A(lll '~J E 
Hq _ 1(SO(2n + 1): ~), where q = 2 ~I i and I ~ {1, 2, ... , n}. Arguing as in 
Proposition 6.5, the set {1, g; , J."~} generates H *(SO(2n + 1) :~) (with the dual 
11' of e' added in the even case) but in contrast with the Spinor case, {J."a suffices 
to generate the torsion ideal. 
7.7. The structure of H*(SO(k) :~) is now given as follows. 
Proposition. The obvious map from A*(g~, ... , g~)®A*(J."~) to H*(SO(2n + 
1) : ~) is onto with kernel generated by 
(a) 2J."~, 
(b) if i E I, g; J."~, 
(c) if II n JI === 2, J."~J."~, 
(d) if I n J = {k}, L = I U J, M = L - {k}, 
(In the even case we add E' to the generators g: .) D 
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