Amongst recent contributions to preconditioning methods for saddle point systems, standard iterative methods in nonstandard inner products have been usefully employed. Krzyżanowski (Numer. Linear Algebra Appl. 2011; 18:123-140) identified a two-parameter family of preconditioners in this context and Stoll and Wathen (SIAM J. Matrix Anal. Appl. 2008; 30:582-608) introduced combination preconditioning, where two preconditioners, self-adjoint with respect to different inner products, can lead to further preconditioners and associated bilinear forms or inner products. Preconditioners that render the preconditioned saddle point matrix nonsymmetric but self-adjoint with respect to a nonstandard inner product always allow a MINRES-type method (W-PMINRES) to be applied in the relevant inner product. If the preconditioned matrix is also positive definite with respect to the inner product a more efficient CG-like method (W-PCG) can be reliably used. We establish eigenvalue expressions for Krzyżanowski preconditioners and show that for a specific choice of parameters, although the Krzyżanowski preconditioned saddle point matrix is self-adjoint with respect to an inner product, it is never positive definite. We provide explicit expressions for the combination of certain preconditioners and prove the rather counterintuitive result that the combination of two specific preconditioners for which only W-PMINRES can be reliably used leads to a preconditioner for which, for certain parameter choices, W-PCG is reliably applicable. That is, combining two indefinite preconditioners can lead to a positive definite preconditioner. This combination preconditioner outperforms either of the two preconditioners from which it is formed for a number of test problems.
Introduction
Consider the real symmetric saddle point system
where A ∈ R n×n is symmetric positive definite, C ∈ R m×m is symmetric positive semidefinite, B has full rank and m ≤ n. Under these assumptions A is invertible [5, Theorem 3.1] . Such systems arise in a vast number of applications including constrained optimization, computational fluid dynamics and mixed finite element discretizations of elliptic PDEs [5, Section 2] . Often A is large and sparse and it is natural in these instances to solve the saddle point system by preconditioned Krylov subspace methods.
Many preconditioners P ∈ R (n+m)×(n+m) for saddle point problems have been proposed, surveys of which can be found in, for example, Benzi, Golub and Liesen [5] and Benzi and Wathen [7] . If P is symmetric positive definite the system can be solved by preconditioned MINRES. However, many effective preconditioners are nonsymmetric or symmetric indefinite. Although it is possible to apply a nonsymmetric Krylov method to the preconditioned system in this situation, it may be appealing to turn instead to a Krylov method in a nonstandard inner product x, y W = x T Wy, where W ∈ R (n+m)×(n+m) is symmetric positive definite. For certain preconditioners P −1 A is self-adjoint with respect to a known inner product ·, · W , i.e., P −1 Ax, y W = x, P −1 Ay W for all x, y ∈ R n+m in which case MINRES in ·, · W can be used. If, in addition, P −1 Ax, x W > 0 for all nonzero x ∈ R n+m , so that P −1 A is W-positive definite, a conjugate gradient method in ·, · W can be applied instead. The attraction of these nonstandard methods is that they minimize the residual or error with respect to a norm and require only three-term recurrences. One potential disadvantage is that computations with ·, · W must be performed at each iteration. Often, however, the inner product depends on the same blocks as the preconditioner, that are generally sparse, and computational savings can be made by careful consideration of the operations involved [22] . We note that an alternative Krylov subspace method when the preconditioned saddle point matrix is self-adjoint with respect to a symmetric bilinear form (that is not positive definite) is SQMR [13] .
There exist several preconditioners for which the preconditioned linear system can be made self-adjoint with respect to an inner product (see, for example, [8, 10, 11, 23, 29, 33, 35] ). The Bramble-Pasciak (BP) [8] construction is a particularly well used example. Recently, Stoll and Wathen [33] showed that two such preconditioners could be combined to give a new preconditioner such that the preconditioned saddle point matrix is self-adjoint with respect to a symmetric bilinear form that can, in many cases, be made an inner product. They also introduced the Bramble-Pasciak + (BP + ) preconditioner. One might expect that if one or both of the preconditioned linear systems P −1 A is positive definite with respect to an inner product then the combination preconditioner could either inherit the positive definiteness property or lose it. What is perhaps more surprising is that a combination preconditioner can be constructed for which the combination preconditioned saddle point matrix is positive definite with respect to an inner product from two preconditioners for each of which P −1 A is indefinite with respect to an inner product. This combination preconditioner is described and investigated here.
The remainder of the paper is structured as follows. We detail pertinent concepts related to symmetric bilinear forms and inner products in Section 2 and describe in Section 3 the nonstandard methods we will use, W-PCG and W-PMINRES. An overview of some existing preconditioners for saddle point matrices is provided in Section 4, where we also show that a preconditioner suggested by Krzyżanowski [22] , that we call the "Schöberl-Zulehner + " (SZ + ) preconditioner, is such that the preconditioned coefficient matrix is indefinite with respect to an inner product. Section 5 describes combination preconditioning and proposes two combination preconditioners, each of which is built from preconditioners for which P −1 A is indefinite. The BP + -SZ + combination preconditioner is also indefinite with respect to an inner product but for the BP + -BD combination preconditioner definiteness can be achieved, where BD denotes a block diagonal preconditioner that is described below. Numerical results for the latter combination preconditioner are given in Section 6 with conclusions made in Section 7.
Throughout, we denote by S = BA −1 B T + C the (negative) Schur complement. We assume that approximations A 0 of A, and S 0 of S, are symmetric positive definite.
Self-adjointness
In this section we define symmetric bilinear forms and inner products and present background material necessary to understand Krylov methods in nonstandard inner products. We consider only symmetric bilinear forms on R n but the extension to symmetric bilinear, or Hermitian sesquilinear, forms on C n is straightforward. A nonderogatory symmetric bilinear form [14, Section 2.1] on R n satisfies
for all x, y ∈ R n and an invertible symmetric matrix W ∈ R n×n . An inner product on R n is a symmetric bilinear form for which W ∈ R n×n is symmetric positive definite. In the case that (2.1) is an inner product we can associate with it a W-(vector) norm for x ∈ R n ,
and a W-matrix norm for B ∈ R n×n ,
A matrix B ∈ R n×n is W-self-adjoint, i.e., self-adjoint with respect to ·, · W , if and only if Bx, y W = x, By W , or y T B T Wx = y T WBx, for all x, y ∈ R n . Thus, an equivalent condition for self-adjointness is that 2) which shows that we require that WB is symmetric. A matrix B is self-adjoint with respect to some inner product if and only if it is diagonalizable with real eigenvalues (see, for example, [34] ). A W-self-adjoint matrix B is W-positive definite if and only if Bx, x W > 0 ∀x ∈ R n , x = 0, which is equivalent to requiring that
for all nonzero x. Since B is self-adjoint with respect to ·, · W , WB is symmetric and it follows that the eigenvalues of a W-positive definite, W-self-adjoint matrix are not only real but positive.
Krylov subspace methods in nonstandard inner products
We now outline two short-term recurrence methods in nonstandard inner products for the preconditioned linear system
where P −1 A is self-adjoint with respect to an inner product ·, · W . Although we focus on left preconditioning here, methods for W-self-adjoint right preconditioned systems can be similarly derived.
W-PCG
The conjugate gradient method of Hestenes and Stiefel [19] can be applied in a nonstandard inner product [2, 3, 9, 16, 17, 23, 33] . The reliable application of the W-PCG method in Algorithm 1 requires that P −1 A be self-adjoint and positive definite with respect to an inner product ·, · W .
The W-PCG method minimizes the error
which can be bounded similarly to the error for I-CG.
Lemma 1
The error, e k , of the kth W-PCG iterate is given by
Proof Since P −1 A is self-adjoint with respect to an inner product it is diagonalizable. As a consequence, the proof is almost identical to that for the conjugate gradient method in the Euclidean inner product in, for example, [12, Section 2.1.1].
From Lemma 1 we discern that when a preconditioned coefficient matrix has eigenvalues for which polynomials, satisfying p(0) = 1, can be found that are small at each eigenvalue, convergence will be rapid. This is the motivation behind choosing preconditioners for which P −1 A has nicely distributed eigenvalues, similarly to the standard preconditioned conjugate gradient method.
W-PMINRES
The original I-MINRES algorithm of Paige and Saunders [24] minimizes the I-norm of the residual. Analogously, the W-PMINRES method in Algorithm (2) minimizes
Each iteration of the W-PMINRES method is more expensive than that of the W-PCG method but its reliable application requires only that P −1 A is self-adjoint with respect to the inner product ·, · W .
The minimization property again allows us to bound the preconditioned residuals of W-PMINRES [6, 26] . Lemma 2 shows that preconditioners that make P −1 A self-adjoint with respect to an inner product with which it is practical to work and achieve a nice eigenvalue distribution will define an effective W-PMINRES method for (1.1).
Lemma 2 Let
P −1 r k W P −1 r 0 W ≤ min p∈Π k , p(0)=1 max λ∈σ(P −1 A) |p(λ)|.Algorithm 2 W-PMINRES v 0 = 0, w 0 = 0, w 1 = 0 Choose x 0 , compute v 1 = P −1 (b − Ax 0 ), set γ 1 = v 1 W Set η = γ 1 , s 0 = s 1 = 0, c 0 = c 1 = 0 for k = 1, 2, . . . do v k = v k /γ k δ k = P −1 Av k , v k W v k+1 = P −1 Av k − δ k v k − γ k v k−1 γ k+1 = v k+1 W α 0 = c k δ k − c k−1 s k γ k α 1 = α 2 0 + γ 2 k+1 α 2 = s k δ k + c k−1 c k γ k α 3 = s k−1 γ k c k+1 = α 0 /α 1 , s k+1 = γ k+1 /α 1 w k+1 = (v k − α 3 w k−1 − α 2 w k )/α 1 x k = x k−1 + c k+1 ηw k+1 η = −s k+1 η <Test for convergence> end for
Preconditioners for saddle point matrices
One of the best known Krylov subspace methods for (1.1) in a nonstandard inner product is the Bramble-Pasciak (BP) preconditioned conjugate gradient method [1, 4, 8, 20, 27, 28, 35] in which (1.1) is left-preconditioned by
where A 0 is a symmetric approximation to A. The coefficient matrix P −1 A is self-adjoint with respect to ·, · W , where
An inner product is defined by W when A − A 0 > 0 which is also the condition for P −1 A to be W-positive definite [8] . In this case a W-PCG method, that can be efficiently implemented [27, 32] , can be reliably used to solve (1.1). This coincidence of desirable properties makes the Bramble-Pasciak approach popular.
An alternative is to apply a constraint preconditioner, such as the Schöberl-Zulehner (SZ) preconditioner [29, 35] 
It is suitable for symmetric saddle point matrices with zero (2, 2) block, particularly those arising from optimal control problems [18, 25, 29] . The preconditioned saddle point matrix is self-adjoint with respect to the symmetric bilinear form defined by
which is positive definite when A 0 > A and BA
Furthermore, when ·, · W is an inner product, P −1 A is W-positive definite [29] . The major drawback of both the BP and SZ preconditioners is that often A 0 must be scaled for W to define an inner product. This typically requires an approximation to the smallest eigenvalue of A −1 0 A, the computation of which can be costly. To circumvent this difficulty, Stoll and Wathen [33] proposed the Bramble-Pasciak + (BP + ) preconditioner
for which P −1 A is self-adjoint with respect to ·, · W , where
When A, A 0 and S 0 are symmetric positive definite, W is symmetric positive definite and defines an inner product. However, in contrast to the Bramble-Pasciak preconditioners above, P −1 A is indefinite with respect to ·, · W [33, Section 5]. Consequently, W-PCG cannot be reliably applied although it is always possible to use W-PMINRES.
Similarly to the BP + preconditioner, the SZ preconditioner can be modified so that W always defines an inner product, so that the potentially costly scaling of A 0 is not required. We call this the Schöberl-Zulehner + (SZ + ) preconditioner. It appeared in [22, Table 3 ] and is given by
so that P −1 A self-adjoint with respect to ·, · W , where
W in (4.5) is clearly positive definite whenever A + A 0 > 0 and BA −1 0 B T + S 0 > 0, so that a sufficient condition for positive definiteness is that A 0 and S 0 are themselves positive definite, and it is always possible to apply a W-PMINRES algorithm to the SZ + -preconditioned system. However, as we prove below, P −1 A is never positive definite with respect to this inner product.
Theorem 3 Let A in (1.1), with C = 0, be left preconditioned by the SZ + preconditioner (4.4). Then P −1 A is indefinite with respect to ·, · W , where W is defined by (4.5).
Proof To ascertain whether P −1 A is W-positive definite, recall from (2.3) that an equivalent condition for positive definiteness is that WP −1 A be positive definite with respect to the Euclidean inner product. Accordingly, we first factor WP −1 A as
where
and
The congruence transform (4.6) shows that P −1 A is positive definite with respect to ·, · W whenever M > 0 and T > 0. Since A 0 and S 0 are positive definite and B has full rank, W and M , given by (4.7) and (4.8), are the sum of positive definite matrices and so are positive definite. However, the matrix T in (4.9) is negative definite as we now show. Negative definiteness of T is equivalent to
or, since M and W are positive definite, to
Substituting for W and M gives that
and so (4.10) can be expressed as
0 .
This holds if and only if
which, since A −1 is positive definite, is satisfied. Therefore, T is negative definite while M is positive definite. By considering (4.6) we see that by Sylvester's law of inertia WP −1 A is indefinite. It follows from (2.3) that P −1 A is indefinite with respect to ·, · W . A third preconditioner for which P −1 A is always indefinite with respect to an inner product is the block diagonal (BD) preconditioner [15, 21, 31 ]
for which P −1 A is self-adjoint with respect to the symmetric bilinear form defined by
Indeed, the self-adjointness requirement (2.2) that WP −1 A is symmetric is trivially satisfied since WP −1 A = A, the original symmetric saddle point matrix. The indefiniteness of A, however, means that P −1 A is indefinite with respect to ·, · W . Each of the preconditioners in this section is a special instance of the Krzyżanowski preconditioner [22] 
with |c|, |d| ≤ 1. The specific parameter values are given in Table 1 . As shown in [22] , the Krzyżanowski preconditioned matrix P −1 A is self-adjoint with respect to ·, · W , where
and ǫ = ±1. The Krzyżanowski preconditioner allows us to make statements that apply to each of the previously described preconditioners, along with several others [22] . Lemmas 1 and 2 indicate that eigenvalues influence the convergence of a W-PCG or W-PMINRES method applied to the Krzyżanowski preconditioned system. We prove below that the eigenvalues of the Krzyżanowski preconditioned saddle point matrix depend on certain generalized Rayleigh quotients when C = 0.
Lemma 4 Let the symmetric saddle point matrix
be left preconditioned by the Krzyżanowski preconditioner (4.13) and let W in (4.14) be positive definite. If λ is an eigenvalue of P −1 A with associated eigenvector
Additionally, λ = 0 and when c is nonzero λ = 1/c. If
Otherwise,
Proof The eigenvalues of P −1 A are those of the generalized eigenvalue problem (4.19) gives that Au = λA 0 u which, since u = 0, yields that
When Bu = 0, rearranging (4.20) gives that
By substituting for v in (4.19) we obtain the equation
Premultiplying by λu T and dividing by u T Au leads to the quadratic equation
Remark Although (4.16) is complicated it simplifies in each of the cases in Table 1 and so provides useful information in these specific instances. Knowledge of the extreme values of (4.17) and (4.18) allow the eigenvalues of P −1 A to be bounded and a priori information about the convergence of a W-Krylov subspace method to be obtained.
Combination preconditioning
Combination preconditioning [33] allows two preconditioners, for each of which the preconditioned coefficient matrix is self-adjoint with respect to a symmetric bilinear form, to be blended. The result is a new preconditioner and a symmetric bilinear form with respect to which the combination preconditioned coefficient matrix is self-adjoint. The process is controlled by two parameters, for certain choices of which the combination preconditioner is more effective than either of the original preconditioners and is no more costly to apply than the more expensive of the two. The process of combination preconditioning is described in Lemma 3.5 in [33] which we reproduce below using our notation.
Lemma 5 If P 1 and P 2 are left preconditioners for the symmetric matrix A for which symmetric matrices W 1 and W 2 exist with P
for some matrix P 3 and some symmetric matrix
To combine preconditioners described in the previous section, we first apply Lemma 5 to two different Krzyżanowski preconditioners
with bilinear forms defined by
The following theorem shows that under certain conditions a combination preconditioner can be constructed that retains the structure of a Krzyżanowski preconditioner. 
is a combination preconditioner, formed from P 1 and P 2 , for which P −1 A is self-adjoint with respect to the symmetric bilinear form defined by
Alternatively, if d 1 = d 2 = 0, the combination preconditioner
is such that P −1 A is self-adjoint with respect to the symmetric bilinear form defined by
Proof In general, application of Lemma 5 to (5.1), (5.2), (5.3) and (5.4) gives that
where, for i = 1, 2,
(5.6) When c 1 = c 2 = c, it is straightforward to show that (5.5) becomes
so that
and P 3 is as stated in the theorem. Similarly, when d 1 = d 2 = 0 we find from (5.5) and (5.6) that
and so we can take
Stoll and Wathen [33] introduced a BP-BP + combination preconditioner and a BP-SZ combination preconditioner, the former of which takes β = 1 − α and the latter of which differs from the preconditioner that would be obtained by Theorem 6. Clearly, combination preconditioners are not uniquely defined, although the above characterization certainly makes it straightforward to construct combinations of preconditioners that satisfy the conditions of the theorem.
The BP
+ -SZ + combination preconditioner and
However, like the BP + and SZ + preconditioners, the combination is never positive definite with respect to an inner product.
Theorem 7 Let
be left preconditioned by the BP + -SZ + combination preconditioner (5.8), so that P −1 A is self-adjoint with respect to ·, · W , where W is defined by (5.9) . When I. α + β > 0 and β > 0, W defines an inner product;
II. α + β < 0 and β > 0, W defines an inner product when
III. α + β < 0 and β < 0 W does not define an inner product;
IV. α + β > 0 and β < 0, W defines an inner product when
When ·, · W is an inner product, it is one with respect to which P −1 A is not positive definite.
Proof By (2.3), P −1 A is W-positive definite if and only if WP −1 A > 0, where
with The congruence transform (5.10) shows that the inertia of WP −1 A is determined by the eigenvalues of M and T which, in turn, depend on α and β. We consider separately each of the four cases in Figure 1 . 
It follows from substituting for V and M using (5.13) and (5.11), that T is negative definite if and only if (α + β)A
Premultiplying and postmultiplying both sides of this inequality by A 0 and dividing by the positive scalar α + β gives the equivalent condition
which implies that A −1
Since A > 0, this last inequality holds and T is negative definite. We conclude that P −1 A is indefinite with respect to ·, · W , when α + β > 0 and β > 0.
II. Consider now α + β < 0 and β > 0 and let γ be the positive parameter γ = − III. The third case we investigate is α + β < 0 and β < 0. For these choices of α and β, however, (α + β)S 0 + βBA 
Let us express this inequality in a form that is more conducive to determining whether M is positive definite. Any eigenvalue λ of S That the combination preconditioned saddle point matrix is indefinite is perhaps unsurprising given the indefiniteness of the BP + and SZ + preconditioned saddle point matrices and we do not consider this combination preconditioner further. What is more startling is that the BP + -BD combination preconditioned saddle point matrix described below is positive definite for certain parameters even though separately the BP + and BD preconditioned saddle point systems are indefinite with respect to inner products.
The BP
+ -BD combination preconditioner As we shall see, for this choice of P and W there do exist α and β for which P −1 A is positive definite with respect to an inner product. 
with
and T = αBA
) and Sylvester's law of inertia it follows that P −1 A is W-positive definite when M > 0 and T > BA −1 M A −1 B T . The latter condition is equivalent to requiring that
The conditions for positive definiteness of P −1 A with respect to ·, · W are, therefore, that M > 0 and (5.20) is satisfied, which we consider for each case in Figure 2 . I. If α + β < 0 and α > 0, W is positive definite if and only if
This is also the condition for positive definiteness of M in (5.19). Now, (5.20) is equivalent to C > −BA −1 B T , the left-hand side of which is symmetric positive semidefinite and the right-hand side of which is negative definite. Thus, this inequality is always satisfied and we have that when α +β < 0, α > 0 and W defines an inner product, P −1 A is W-positive definite. II. When α > 0 and α + β > 0, W and M are positive definite. However, since C is positive semidefinite, A is positive definite and B has full rank, (5.20) cannot hold. Indeed, T − BA −1 M A −1 B T < 0 and P −1 A is indefinite with respect to ·, · W .
III. When α < 0 with α + β > 0, W defines an inner product if and only if
Furthermore, M in (5.19) is positive definite if and only if αA 
It follows that M > 0 whenever W > 0. However, as in Case II, (5.20) is not satisfied and
Thus, when α + β > 0 and W defines an inner product it is one with respect to which P −1 A is indefinite. IV. If α < 0 and α + β < 0, W is indefinite and does not define an inner product.
The pivotal result of Theorem 8 is that when α + β < 0 with α > 0 it is possible to obtain from the BP + and BD preconditioners-for which the preconditioned saddle point matrices are indefinite with respect to inner products-a combination preconditioner for which P −1 A is self-adjoint and positive definite with respect to a nonstandard inner product. One of the advantages of positive definiteness is that W-PCG may be reliably applied instead of W-PMINRES. Even for W-PMINRES, the eigenvalues of a W-positive definite preconditioned saddle point matrix lie on the positive real line and, if clustered, might lead to faster convergence than can be achieved for an indefinite system. Indeed, we shall see below that for these parameters convergence of the combination preconditioner for both W-PMINRES and W-PCG is rapid.
Regardless of whether W-PMINRES or W-PCG is applicable, convergence for the BP + -BD preconditioned system depends heavily on the eigenvalues of P −1 A. These can be bounded when C = 0, as the following theorem shows.
Theorem 9 Let (1.1) be left preconditioned by the BP
+ -BD combination preconditioner (5.16) and let W in (5.17) be positive definite, so that P −1 A is self-adjoint with respect to an inner product. Additionally, let
for all y ∈ R n and
Otherwise, when I. α > 0 but α + β < 0 the remaining eigenvalues λ + , which are all positive, satisfy
II and III. α + β > 0, the remaining positive eigenvalues λ
while negative eigenvalues λ − are bounded by If Bu = 0 then , by Lemma 4, 27) where we have multiplied the top and bottom of (4.16) by α + β. These roots must be real since P −1 A is self-adjoint with respect to an inner product. However, it is possible, albeit tedious, to verify this using the condition that α(A + A 0 ) + βA 0 > 0. Cases I-III in Figure 2 require separate examination to determine bounds on the eigenvalues. We present the proof for one case here; proofs for the remaining two are similar. I. Let α > 0 and α + β < 0. Both roots in (5.27) are positive, since α + β is negative, φ is positive and ω is nonnegative. The larger root is given by
which we see, by considering (5.21) and (5.22) , is minimized when ω = 0 and ψ = ∆ and so λ ≥ 1 ∆ . Conversely, (5.28) is maximized when ω = φ and ψ = δ which gives that
The smaller root of (5.27) is 29) which is also minimized when ω = 0 and ψ = ∆. This implies that λ ≥ 0. However, we concluded previously that λ = 0 and we must have that λ > 0. Additionally, (5.29) is is maximized by choosing ψ = δ and ω = φ which gives that
When combined, these bounds give those for Case I in the theorem.
Remark Neither (5.25) nor (5.26) bound the eigenvalues of P −1 A away from the origin. The difficulty is caused by (5.22) . However, it may be possible to bound the eigenvalues away from the origin for certain applications.
If it is possible to obtain bounds of the form (5.21) and (5.22) without too great an expense we can ascertain a priori the eigenvalue distribution of P −1 A. This often determines the convergence of both W-PMINRES and W-PCG. Moreover, it may be possible to use these bounds to choose α and β (and scale A 0 and S 0 if necessary) to obtain good eigenvalues.
Numerical examples
The four test problems to which we apply the BP + -BD combination preconditioner are the Stokes problems in [12, Chapter 5] , discretized by Taylor-Hood (Q 2 -Q 1 ) finite elements by the Matlab package IFISS [30] . Since Taylor-Hood elements are stable, C = 0 in (1.1). The approximation A 0 is a no-fill incomplete Cholesky factorization, computed by the ichol command in Matlab while the Schur complement approximation is the pressure mass matrix computed by Ifiss. Since P −1 comb A can be made positive definite with respect to an inner product, we apply both W-PMINRES and W-PCG to the combination preconditioned system, while W-PMINRES is used to solve separately the BP + and BD preconditioned systems. The termination criterion for both methods it that the preconditioned residual is reduced by a factor of 10 −6 in the Euclidean norm. We have tabulated in Tables 2 and 3 the lowest iteration count for the combination preconditioner for which W comb defines an inner product and, for the conjugate gradient method, for which P −1 A is positive definite with respect to this inner product. For most problems this count is obtained by multiple choices of α and β. It is clear that the combination preconditioner offers superior performance to either the BP + preconditioner or the BD preconditioner. The relative reduction in the number of iterations required by the combination preconditioner, in comparison to the better performing of the BD and BP + preconditioners, is 19.8% on average for W-PMINRES and 20.3% on average for W-PCG. We additionally remark that in many cases the optimal choices of α and β for W-PMINRES and W-PCG coincide and the number of iterations for each method is close. 
T , where L is the incomplete Cholesky factor computed by ichol in Matlab. † For positive definiteness of P −1 A with respect to ·, · W it was necessary to scale A 0 by 0.7. Table 3 : Iteration counts for the BP + preconditioner, the BD preconditioner and best possible BP + -BD combination preconditioner for W-PCG. Also included is the percentage reduction in the number of iterations required by the combination preconditioner compared with the better performing of the BP + and BD preconditioners. This suggests that W-PMINRES performs best when P −1 A is W comb -positive definite. It also appears that for these problems the cheaper W-PCG method is preferable to W-PMINRES.
Convergence plots for the backward step and regularized cavity flows with h = 2
for the values of α and β listed in Table 2 are shown in Figure 3 . We observe that the W-PCG and W-PMINRES curves are very similar and decrease more rapidly than those of BP + and BD preconditioned W-MINRES. Although optimal PMINRES convergence occurs when W comb defines an inner product, faster convergence can be observed for the conjugate gradient method when W comb is not positive definite, as can be seen from Table 3 and Figure 3 . The average relative reduction when compared with the better of BW-or BP + -PMINRES is 34.8%. However, robustness is not guaranteed when ·, · W comb is not an inner product and we caution that the BP + -BD combination-PCG method may fail for other approximations of A 0 or S 0 or for different saddle point problems. Note also the non-monotonic convergence in these cases.
We additionally examined the effect of scaling the BP + and BD preconditioners separately, by setting β or α to zero and varying the other parameter. Both preconditioners were sensitive to scaling, although the optimal scaling appeared to be problem dependent.
Conclusions
The Krzyżanowski preconditioner provides a useful framework for examining preconditioners that render a symmetric saddle point matrix self-adjoint with respect to an inner product. We have derived expressions for the eigenvalues of the Krzyżanowski preconditioned saddle point matrix, when C = 0, in terms of certain generalized Rayleigh quotients. These can be used to obtain bounds on the eigenvalues for specific instances of the Krzyżanowski preconditioner that can, in turn, either help to predict the convergence of W-PCG or W-PMINRES applied to the saddle point system or to tune the preconditioner for optimal performance. We have also proved that the SZ + preconditioned saddle point matrix that is always self-adjoint with respect to an inner product ·, · W but is never W-positive definite. Expressions for combinations of certain Krzyżanowski preconditioners have been derived. From these we constructed two combination preconditioners, for each of which the constituent preconditioners were such that the preconditioned saddle point matrix was not positive definite with respect to an inner product. The BP + -SZ + combination preconditioned saddle point matrix is never positive definite with respect to an inner product. However, surprisingly, the BP + -BD combination preconditioned saddle point matrix is positive definite with respect to an inner product for certain parameter choices. This means that a W-PCG method may be applied to the preconditioned system, iterations of which are cheaper than those of W-PMINRES. More importantly, it highlights the power of combination preconditioning, which constructs a preconditioner P from two preconditioners, P 1 and P 2 , such that P −1 A can be made positive definite with respect to an inner product when neither P −1 1 A nor P −1 A are. The BP + -BD combination preconditioner can, additionally, be more efficient than either the BP + or BD preconditioners and performs well when the combination preconditioned saddle point matrix is self-adjoint and positive definite with respect to an inner product. Even faster W-PCG convergence is observed when W does not define an inner product for the particular problems examined here, although this may not always occur and the reliability of the W-PCG method cannot be guaranteed in this case.
The BP + -BD combination preconditioner shows that combination preconditioning can be used to achieve positive definiteness. It would certainly be interesting to determine other combinations for which this also occurs.
