Abstract-Older adults often lack the ability or strength to walk or to self-propel in manual wheelchairs. However, the need for a significant level of cognitive capacity to safely operate current powered wheelchair technology tends to exclude users with cognitive impairments. The resulting lack of mobility for a significant proportion of elderly residents in long term care leads to negative social, mental and physical outcomes. In this paper, we review shared (or collaborative) control policies implemented by smart wheelchair prototypes that have been tested by participants from their target populations, and highlight key usability findings and clinical insights. We discuss desirable features for control policies in new intelligent wheelchairs for cognitively impaired older adults. We then propose a method to evaluate these policies in a Wizard of Oz study conducted with cognitively impaired participants living in long term care facilities.
I. INTRODUCTION
As the population of industrialized countries ages, the number of adults living with mobility impairment is increasing. Manual and powered wheelchairs are standard approaches to address such impairments, but these technologies are unsuitable for many users [1] , [2] , especially among older adults, who often suffer from multiple chronic conditions. Dementia (primarily Alzheimer's disease) is particularly prevalent: among the 1.5 million nursing home residents in the United States in 1995, 60%-80% were diagnosed with dementia [3] , and the incidence of dementia is increasing. In response to the shortcomings of current powered wheelchair (PWC) technology and using techniques from autonomous robotics, researchers have proposed various intelligent or smart wheelchair systems over the past decades (see [4] , [5] and the citations therein). However, fully autonomous navigation is not necessarily desirable for some of these populations; for example, wheelchair users with cognitive impairments can become confused or agitated when the chair appears to act on its own.
In earlier studies [6] - [8] we have examined intelligent wheelchair systems that provide collision avoidance (and in some cases wayfinding assistance) for the target population 1 Department of Computer Science, University of British Columbia, Vancouver, Canada. Email: {mitchell,bikram7,mack}@cs.ubc.ca 2 Toronto Rehab Institute, University of Toronto, Toronto, Canada. Email: Pooja.Viswanathan@uhn.ca of older adults suffering from cognitive and mobility impairments. Participants in these studies were in charge of navigating the chair, typically with a joystick, but the chair would stop if an obstacle was in the way. While participants enjoyed the autonomy offered by these systems, they often became frustrated by the simplistic collision avoidance policy.
The results of those trials encouraged us to pursue a shared control policy in which the wheelchair user and the automatic control system would collaborate to navigate safely and in the direction desired by the user to the extent possible; unfortunately, the specific policy which might be appropriate for this population is not obvious. Rather than wait to develop all the hardware and software infrastructure necessary to implement the various options, we have decided to adopt a Wizard of Oz (WoZ) experimental protocol and immediately begin an iterative design process on the shared control policy and user interface [9] . The WoZ idea is simple: A trial participant interacts with the chair as if the system were fully implemented, but it is a hidden experimenter (the "wizard") who interprets the participant's inputs and controls the chair's responses.
The contributions of this paper are twofold. First, we survey smart wheelchair projects which have tested shared control systems with their target population. Second, we define a set of shared control policies-motivated by previous work in smart wheelchairs as well as by shared control for lane keeping in automobiles-suitable for implementation in a WoZ protocol. To our knowledge this is the first study of shared control using the WoZ approach, although [10] did use a WoZ experiment to examine the effectiveness of the stopat-obstacle switched control policy in a smart wheelchair with five participants drawn from our target population.
II. RELATED WORK
We discuss related research in three areas that informs our planned trials.
A. Shared Control
By shared control we mean a control signal generated by combining real-time (and typically continuous) signals from multiple agents. For smart PWCs in general, the two agents are the PWC driver and a computer control system; in our WoZ trials the latter will be replaced by the teleoperator. This type of control is distinct from supervisory control, in which one agent (often a human operator) provides highlevel and typically discrete time guidance to a second agent (often an embedded control system) by modifying modes or parameters, or switched control, in which the agents take turns generating the control signal. The terms collaborative control or cooperative control might also be suitable for the shared control concept, although more often in the control literature they indicate coordinated control of multiple entities each with a single control agent, rather than multiple agents synthesizing a single control signal.
Shared control has been used in a wide variety of applications; for example, virtual fixtures in teleoperated minimally invasive surgeries (for example, [11] ) or certain autopilot modes in commercial aircraft (see [12] for further citations). However, most of these applications assume a high degree of training for the human operator and/or involve control of many degrees of freedom; neither of these properties hold for our application.
By far the most relevant body of shared control research appears to be lane keeping or roadway departure avoidance systems for passenger cars: not only must these systems be amenable to novice users, but also the goal is to navigate a vehicle travelling in the plane using a control signal with one or two degrees of freedom. A number of such systems are available on selected models from well-known automobile manufacturers (see [13] and the citations therein), but here we briefly describe two examples representative of the systems which have been designed and tested in the academic literature. In both cases the goal is to keep a lookahead point (a predicted location of the vehicle a short time in the future) inside the current lane. In [14] , a composite quadratic Lyapunov function is designed for a linear model of lateral control and used to synthesize a steering control signal that will maintain the lane constraints. This signal is only used if the car is at risk of departing the lane and the torque on the steering column from the driver is sufficiently small (a threshold test that the authors use as a proxy for diminished capability due to inattention, tiredness, illness). In [15] a model predictive control system synthesizes both steering and braking signals for a nonlinear model of vehicle motion (which includes a simple but data driven model of driver behaviour). These signals are only nonzero if the driver model is unable to maintain the lane constraints, so they are added continuously to the driver's input but only affect that input when necessary.
In the test vehicles used by both of these teams the steering assistance is effected by applying a torque to a traditional steering column, and in the experiments the drivers simulated distraction by reducing or releasing their grip on the steering wheel; consequently, there was never any conflict between the steering signals generated by the human and automation. Such conflict is far more likely in our application: WC users rarely release the joystick because it must be deflected for any movement to occur, joystick deflections are relatively larger and faster than those in a steering wheel, and our target population exhibits more frequent periods of inattention or confusion. In the domain of driving, such control signal conflicts are more likely to occur during emergency maneuvers. Three approaches to shared control road departure prevention (RDP) for a simulated emergency maneuver were considered in [13] and compared with unassisted human control: haptic feedback (HF) in which torque was applied to the steering wheel, drive by wire (DBW) in which the steering angle was adjusted as necessary to avoid road departure, and the combination of HF and DBW. Note that in the final two cases the driver's input from the steering wheel was ignored whenever the RDP system was active. Through experiments in a vehicle simulator with 30 participants, the authors demonstrate that the HF system had essentially no effect on the path taken by the vehicle or the likelihood of road departure-the drivers simply generated more torque on the steering wheel and overrode the RDP system's input signalwhereas the DBW and DBW+HF cases dramatically and similarly reduced the likelihood of road departure. 1 Although force-feedback haptic joysticks have been used in some smart PWC systems (for example, [16] , [17] ), we will implement shared control policies more similar to the DBW scenario described above for a number of reasons: (a) the DBW approach worked better in [13] , (b) the DBW approach has not be tested in our target population, and (c) force feedback haptic joysticks are bulky, expensive and/or lack sufficient torque. Nevertheless, we do not want to dismiss the haptic feedback channel entirely, so we will use a simple vibration actuator mounted below the joystick to provide participants with a binary signal indicating whether their joystick input is being modified or ignored. Drawing on research in the driving domain there is again support for this approach. Bandwidth feedback, in which seat vibrations were applied depending on whether the driver was inside or outside lane constraints, was found to have a positive effect on both performance and learning of a lane keeping task among novice drivers [18] , with no significant difference in perceived effort or workload. Vibration alerts through the steering wheel were found to reduce reaction time and collisions in a distracted forward collision warning scenario [19] , and participants reported a significantly higher perceived usefulness and overall satisfaction with the steering wheel alerts when compared with no alerts.
B. Smart Powered Wheelchairs
The field of smart PWCs is vast, so we restrict our main descriptions to projects from the last decade in which a shared control system has been tested with users who have cognitive and/or mobility impairments. Citations to older systems can be found in the comprehensive survey article [4] . Other intelligent and modified PWCs have been tested more recently on target populations (for example, [6] - [8] , [20] , [21] ) but these systems implemented only supervisory and/or switched control policies.
1) The Collaborative Wheelchair Assistant: Zeng and colleagues developed the collaborative wheelchair assistant (CWA) [22] , [23] , for which the user prespecifies a destination and path using a graphical user interface. As the user drives the wheelchair any motion along the path is unchanged but motion perpendicular to the path is modified by an elastic path controller: that component of the user's input is blended with a PD controller that seeks to return the chair to the original path. Parameters are chosen so that the user can deviate from the path if necessary (for example, to avoid an unexpected obstacle), but will tend to return to the path in the absence of conscious effort to the contrary.
In trials with able-bodied participants, the path guidance system resulted in fewer joystick movements and led to optimal driving performance from the first trial, whereas driving optimally in the non-assisted mode required more trials. The system was then tested by three participants with cerebral palsy and two with traumatic brain injury, all of whom were previously denied PWC use by clinicians under "conservative prescription criteria." After a few training sessions, all participants were able to drive using path guidance. Driving with CWA enabled led to decreased participant effort (when compared to driving without CWA) while still maintaining high performance. Some participants could only drive safely with the path guidance, but it was found that two participants could use the path guidance as a training tool and go on to navigate standard PWCs independently.
2) Collaborative Wheelchair Control (Version 1):
Urdiales and colleagues [16] implement a shared control strategy in three layers. A bottom "safeguard" layer prevents imminent collisions, while a top "deliberative" layer (activated only for users with cognitive impairments) plans a path to the goal and decomposes that path into a series of waypoints. A potential field method is used to generate "robot" control signals (as if the system were navigating autonomously). The shared control is implemented by the middle "reactive" layer, which at each instant evaluates the local efficiencies of the human and robot control signals with respect to three measures: smoothness, directness and safety. The system then blends the human and robot control signals according to weights that depend on their current and recent past average relative efficiences.
The system was first tested with thirty hospital in-patients who had varying levels of physical and cognitive disabilities. All users successfully completed the tasks in shared control mode, and in almost every case that mode improved human performance. Somewhat surprisingly, shared control was also found to improve the robot controller's performance in many cases that prove challenging for fully autonomous systems based on potential field methods. The key finding was that shared control was able to equalize navigation performance between users, even though the participant pool had quite heterogenous capabilities. In subsequent research [24] the authors have proposed to proactively adjust the user's control authority by comparing it to a driving database from seventy previous users and predicting user performance for situations based on the performance in similar situations from the database. A study conducted with seventeen participants with varying physical and cognitive disabilities showed that this collaborative control system compensates for skills that users do not have and improves performance of residual skills.
3) Collaborative Wheelchair Control (Version 2):
Carlson and Demiris [25] implement a two component shared control scheme. One component attempts to discern which of a collection of prespecified subgoals is the user's intended destination based on how well the angular direction of the joystick aligns with the direction that an autonomous controller would take to get to that subgoal. If the system is confident enough that the user is seeking a particular subgoal, then the user's input is blended with the autonomous controller's. A second component implements a standard obstacle avoidance algorithm that attempts to find a direction close to the user's input which is safe with respect to local obstacles. These two modified control signals are then blended to produce a final signal.
The system was tested with twenty-one healthy participants 17 to 47 years old and one experienced wheelchair user with mobility impairment in a realistic office environment. The system was able to increase safety for all users at a slight cost in time. It also allowed users to pay less attention to driving, as indicated by performance on a secondary task and by eye-tracking data, thus decreasing cognitive workload, visual attention and manual dexterity demands. In particular, the experienced wheelchair user benefitted from the system in high workload situations and when inattentive to the driving task.
4) Dynamic Shared Control:
Li, Chen and Wang [26] blend the user's and an autonomous controller's direction inputs so as to increase three measures of the final shared control signal-safety, comfort and obedience-which essentially correspond to the safety, smoothness and directness measures discussed in section II-B.2. An online optimization procedure chooses the blending coefficient to maximize the minimum of these measures.
After carrying out experiments with healthy volunteers who simulated having various disabilities (physical and visual), the system was tested with older adults (75 to 84 years old) who had mobility impairment but were cognitively intact. Results showed that the system improved the smoothness of wheelchair trajectories and reduced the likelihood of collision with obstacles. More recent work [27] has proposed that the user specify intent, such as docking at a table, through the joystick and an augmented reality display; however, testing of this system by users with disabilities has not yet been reported.
C. Wizard of Oz Studies
The WoZ experimental technique [28] (also sometimes called experimenter in the loop) was pioneered to help design user interfaces involving natural language processing. It has since been used in many other domains, but we focus here on its applicability to human robot interaction (HRI) scenarios [29] . The WoZ approach is a powerful tool for iterative design of HRI because it allows various options to be tested before significant development effort is invested in any; however, its validity is subject to several caveats. In particular [30] , the proposed system's behavior must be carefully specified, the wizard (who is subject to human limitations) must be able to simulate the proposed system, the simulation must be convincing, and various aspects of the wizard's behavior must be controlled (eg: how repeatably does the wizard generate the same robot action for a given participant action?). While widely adopted in the HRI community (see [29] for an extensive bibliography), WoZ approaches do not appear to have been used previously to study shared control systems.
III. A WIZARD OF OZ STUDY FOR TESTING SHARED CONTROL POLICIES
A large number of intelligent wheelchairs have been developed offering varying levels of control to the user, but only a small proportion of these systems implement shared control, and fewer yet have been tested by their target audiences (users with a combination of mobility and some other impairment that precludes them from traditional powered wheelchairs). In particular, for our target population it is not clear that study results from younger adults or healthy older adults are generalizable to older adults with dementia, who in addition to having cognitive impairment often have several other disabilities due to old age [31] . One reason for the paucity of clinical results is the enormous amount of effort required to develop, tune and test the hardware and software infrastructure before a user trial can safely occur. While the CANWHEEL team and others are working on this infrastructure, we do not want to delay the iterative design process that will be required to develop a suitable shared control interface for this target population. In this section we describe the WoZ study that we have created in order to begin this design process.
A. Study Overview
A primary method of addressing some of the validity concerns with WoZ studies is to employ scenarios that constrain the types of interaction sufficiently that the properties of those interactions may be fully specified. In our case, we choose scenarios representative of the activities of daily living for which the study participants might want to use a PWC. The Power-Mobility Indoor Driving Assessment (PIDA) 2 is an assessment instrument designed to describe an individual's indoor mobility status in relation to their environment and roles [32] ; in particular, it is conducted within a client's own environment as opposed to on a standard obstacle course. The thirty tasks on the PIDA were chosen through an iterative consensus process involving occupational therapists and users of PWC resident in long term care facilities with the goal of providing information to therapists and caregivers for prescribing PWCs and/or designing training programs. For each task PIDA specifies a brief instruction to be read to the client and the criteria under which to score task completion on a four point scale:
(1) Unable to complete task. Collecting data on all thirty PIDA tasks is impractical, so we selected scenarios based on recommendations from occupational therapists and our observations in previous studies [7] , [33] , [34] . These scenarios present challenges regularly faced by the vast majority of long-term care residents:
• Parking at a Table with Limited Space: The participant has to dock the PWC in a constrained space under a table.
• Back-in Parking: The participant has to back up between two chairs spaced 1m apart.
• Left and Right turn at an intersection with obstacle and turn in place:
The participant has to slow down during approach to a 4-way intersection, check the intersection for traffic, and proceed through the intersection in a specified direction when it is clear. The participant then completes a 180
• turn in place, passes back through the intersection and into the original hallway. An empty box is slid through the intersection to simulate traffic in the intersection. This scenario encompasses three PIDA tasks.
• Maneuverability: The participant has to drive through a short slalom course without bumping into any of the obstacles.
• Elevator: The participant has to drive the wheelchair into an occupied elevator, may optionally turn around, and then exit the elevator. Assistance is provided to ensure the elevator door is open. This scenario encompasses three to four PIDA tasks. Additional details on one of these tasks is provided in section IV.
During the trials we will test three shared control policies on each of the scenarios, with the goals of determining under which policies the participants are most able to achieve high scores on the PIDA scale, which policies are most effective from the participants' point of view, and how different policies effect various quantitative measures (such as completion times, trajectory smoothness, degree of control intervention, . . . ). The policies determine how the shared control signal is synthesized from the participant's and wizard's control signals. Control signals take the form of a joystick deflection described in polar coordinates by a magnitude and an angle. Detailed descriptions of the policies are given below.
• Policy 1 (speed control): The wizard restricts the maximum magnitude control signal depending on how close the PWC is to the nearby obstacles.
• Policy 2 (direction control): The wizard assumes (nearly) full control if the PWC crosses a threshold distance from an obstacle, drives the PWC to the nearest free space, and then relinquishes full control to the participant.
• Policy 3 (autonomous driving):
The wizard chooses a suitable path to accomplish the specified task and then drives the PWC along that path. The participant's joy-stick is used as a discrete event: a significant backward deflection indicates that the chair should stop moving and a significant forward deflection indicates that the chair should start following the commands of the wizard again. In all of these policies the wizard primarily acts as a substitute obstacle sensor, a task which a human being can perform more robustly but inaccurately and slowly than typical robot sensors. To overcome the latter two deficiencies, the control policies and wizard interface are designed to be quick to operate and the wizard will practice extensively with the obstacle safety distances to achieve repeatable performance. The inaccuracy, slow reaction time and indoor environment somewhat offset the robustness advantage of using the wizard as an obstacle sensor, but we will obviously have to take into account the degree to which real sensors' reduced robustness would effect the outcome when we evaluate our results. In the third control policy the wizard also has to synthesize a path to achieve the task, but path planning in the plane through an obstacle map is essentially a solved problem in robotics; furthermore, this policy is intended to represent an idealized smart PWC (see section III-C) and so need not be implementable.
Since we seek to design our control system around a joystick interface, the wizard does not respond to any verbal utterances by the participant, with the exception-for reasons of safety-of any obvious request to bring the wheelchair to a halt (eg: "stop"); in that case the trial would be considered abandoned.
B. Shared Control Policies
In this section we provide precise descriptions of the shared control policies. A control signal (representing a joystick deflection) is specified in polar coordinates (ρ, θ), where ρ ∈ [0, 1] is the (normalized) magnitude of the deflection and θ ∈ [−π, +π] is the angle (with θ = 0 corresponding to a forward deflection and θ increasing counter-clockwise). A shared control policy takes a participant control signal (ρ p , θ p ) and a wizard control signal (ρ w , θ w ) and generates a shared control signal (ρ s , θ s ) for the PWC to implement. Define a lookahead time larger than but close to the wizard's reaction time (eg: 0.5s), and let δ be the (wizard estimated) distance to the closest obstacle at that lookahead time.
The wizard's control interface is a standard wireless PS3 controller, which has two joysticks, four triggers and more than six buttons. In every policy the wizard has access to a button which immediately stops the chair and disables all motion, and another button which re-enables motion. The chair also has a number of wired emergency stop buttons in case the wireless connection fails.
Policy 1: Some small number n ≥ 1 of obstacle distance thresholds {d i } n−1 i=0 and corresponding magnitude control signal constraints {ρ i } n i=0 are chosen such that 0
The environment around the wheelchair is partitioned into four sectors centered on the four cardinal directions ϕ j = {− π /2, 0, + π /2, ±π}, and a separate δ ϕj is estimated by the wizard in each sector. The magnitude limit for each sector is then determined by
The actual values of the parameters were determined empirically: obstacle distance thresholds and magnitude control signal constraints were chosen so that time to collision was no smaller than about two seconds. Based on participant feedback from the pilot trial, the lowest non-zero speed for tasks which involved close approach to an obstacle (eg: parking) was designated as a docking speed. This speed was set very low, and the corresponding distance threshold set to essentially zero. In order to indicate to the participant that this special mode was enabled, the PWC was also brought to a complete halt for approximately one second before entering the docking speed mode.
The shared control signal is generated by first determining in which sector ϕ k the current angle of the participant's joystick lies. Then
in other words, the shared magnitude is bounded by the magnitude limit for the current sector while the shared angle is unmodified. The joystick vibrator is turned on whenever the participant's magnitude control signal is being clipped significantly (ρ p 1.15ρ s ).
Policy 2: Two obstacle distance thresholds d 0 and d 1 are defined such that d 0 < d 1 . This policy operates on a hysteretic principle. Initially the participant begins in full control: ρ s = ρ p and θ s = θ p . If the smaller threshold is crossed δ < d 0 , then the wizard assumes nearly full control: ρ s = min(ρ p , ρ w ) and θ s = θ w . The wizard drives the chair until it reaches a sufficiently clear area, defined by δ > d 1 , and then relinquishes control to the participant. The joystick vibrator is on whenever the wizard is in control. The magnitude limiting feature from policy 1 is also available to the wizard under policy 2 and was used, for example, to ensure safety during the docking phase of the parking tasks.
In order to reduce the likelihood that the wizard will have to assume control but in keeping with the intention that policy 2 is designed for users who desire a greater degree of intervention, in this policy the wizard's controller also has a small number of buttons, each of which activates a pre-recorded wayfinding audio prompt ("turn left," "turn right," "drive forward," or "back up"). The wizard activates an appropriate prompt when the wheelchair's heading is sufficiently far from that of a reasonable path to the goal or if the participant does not make sufficient progress toward the goal during a period of time.
Policy 3: Before the trial begins, the wizard chooses a suitable path to accomplish the goal. Once the trial begins (indicated to the participant through an audio prompt), the wizard deflects the PS3 joystick to drive the chair along that path. During movement ρ s = ρ w and θ s = θ w . The participants have the option to stop and restart the movement by deflecting the joystick backwards or forwards respectively; otherwise their joystick signal is ignored. The joystick vibrator is never activated.
C. Discussion of Policy Choices
We had several goals in choosing the policies described above: (a) the three policies should be distinct from one another and distinct from policies that had been tested on our target population before, (b) the policies should not be too frustrating for members of our target population, (c) with suitable training the wizard should be able to safely and repeatably implement the policies, and (d) it should be possible to implement the policies robotically given appropriate sensors.
Policy 1 is based on the results of the studies conducted in [6] - [8] . These studies all examined our target population but used a simplistic control policy: stop all motion in directions in which an obstacle is detected. Based on participant feedback it seems likely that multiple and/or adaptive distance thresholds and speed settings would reduce participant frustration, and tactile feedback might improve performance. It is also in some sense a minimalistic modification of the participant's control signal because it does not modify the directional component of that signal and merely clips the magnitude component. Finally, it can be viewed as increasing the time-to-collision so that the participant can react to nearby obstacles.
Policy 2 is a more aggressive intervention adapted from the drive-by-wire road departure prevention approach in [13] . In both cases the automation / wizard takes full control authority when necessary to avoid a collision but cedes that authority as soon as possible. The wayfinding prompts are included based on positive results in [7] .
Policy 3 perhaps stands out as likely to fail the last of our criteria (eg: robotically implementable); however, we include it to represent a perfect smart PWC-the wizard will drive the chair reliably and safely to accomplish exactly the desired task-so that we can calibrate participant responses. 3 The results from [7] indicate that participants vary in their acceptance of autonomous action by the wheelchair; however, these perceptions have not been explored or documented in detail. Testing the three policies above will help us to identify differences in perceptions of shared control across participants, scenarios and policies for our target population.
IV. EXAMPLE
In this section we briefly demonstrate how the two shared control policies (policies 1 and 2) might appear in one of the trial scenarios as a proof of concept that shared control policies for collision avoidance can be explored with a WoZ experimental protocol. The data for this example was Fig. 1 . The parking at a table task map. generated in the lab with a healthy young adult member of the research team playing the role of the participant; consequently, we do not attempt to draw any conclusions from it about the relative effectiveness of the policies.
We choose the parking at a table task from section III-A as the example. The study coordinator will identify a table similar to one normally used by the participant and arrange a 1m horizontal gap between two chairs or between a chair and a table leg. The current shared control policy will be specified to the participant and the study coordinator will confirm with the participant and the wizard that the trial can begin. The participant will then be told "please park under that table." A representative overhead view of the local environment and PWC starting position and anticipated path is shown in figure 1 . Although here we show only one example run for each policy, the full experimental protocol will include multiple runs for each policy. Every effort will be made to use the same environmental setup and initial wheelchair position for each of these replications; however, it is expected that the setup will differ between participants because trials will occur in each participant's own facility.
There are a few details to keep in mind when examining the experimental results below. First, to improve safety we have decided to limit shared control magnitude ρ s at all times to 50% or less of peak, because all of the scenarios involve driving in confined spaces. Second, measurement of joystick angles is inaccurate when joystick magnitudes are near zero; however, in these cases the angle is irrelevant because the magnitude is near zero. Figure 2 shows the results from running with policy 1. The top plot shows the path and heading of the chair (estimated by dead reckoning from odometry data) superimposed on an occupancy grid for the region around the desk. The occupancy grid was precomputed through a SLAM algorithm using laser rangefinder data, but is included only for visualization purposes; the PWC has no environmental sensors other than the wizard during the run. The rectangle labelled " Table" is the 1m wide target for the task, and also provides a scale for the figure. The tabletop itself does not appear in the occupancy grid because the laser rangefinder was operating in a plane at ankle height. This top plot shows that three objects were approached during the run at approximately times 35s, 53s and 69s. The other two plots show the control signals from the same run. Because of the tight environment, the wizard constrains the magnitude (middle plot) throughout most of the run, especially in the first half of the run when the PWC is maneuvering through a gap that is less than 2m wide, and at the end of the run as the PWC approaches the table. The shared control angle tracks the participant's angle (bottom plot), except for times when the magnitude is near or at zero and the angle measurements are therefore suspect. Figure 3 shows the results from running with policy 2. The PWC approaches the obstacles at times 17s and 32s, but under this policy the wizard takes full control at these times, maneuvers the chair to safety, and then relinquishes control at times 22s and 39s. In the middle plot these interventions are clearly visible as the only periods during which the wizard's magnitude is nonzero. Although the wizard can also limit magnitude in this policy, that limiting is less aggressive and never requires the full stop that was commonly encountered when running policy 1. The bottom plot shows that the shared angle tracks the participant's angle except during the intervention periods, when it tracks the wizard's angle (note that the wizard's angle is shown as π /2 when the wizard's control is inactive).
V. CONCLUSION AND FUTURE WORK We have described shared control policies that have been tested in automobile driver assistance systems and intelligent wheelchairs. We then constructed a set of three control policies to test with our target population, which is cognitively and mobility impaired older adults living in long term care facilities. The speed control policy represents a minimalist intervention, the direction control policy a more comprehensive intervention, and the autonomous driving policy allows us to calibrate user responses against a near perfect system. The testing and refinement of the policies will use a WoZ experimental protocol, which required us to tailor our policies to be implementable by a human wizard. We briefly described the set of five test scenarios that we will use. The WoZ approach has not previously been used to test shared control systems, but we demonstrated by running two of the policies on one of the scenarios that such testing appears feasible.
The participants for the WoZ will be drawn from cognitively impaired residents of up to six long term care facilities in the greater Vancouver area. Each participant will go through a training period, and then attempt each of the five scenarios with each of the three policies two to three times over three to five driving sessions while the study coordinator collects qualitative feedback from the participant and sensor systems on the PWC collect quantitative data about the chair's, participant's, wizard's and environment's behaviors. Quantitative data on subjective workload and user satisfaction are collected through standard questionaires (NASA TLX and QUEST 2.0) after driving sessions. Finally, a subset of participants are invited to pre and post driving semi-structured interviews, to try to better understand their experience of interacting with the system. As of December 2013 we had completed trials with ten participants.
In addition to exploring which shared control policies are most effective, we will also collect a suite of sensor measurements during the trials-including laser rangefinder, RGB-D camera, accelerometry, participants' joystick movements, wizard's controller actions, odometry, and hopefully eye-tracking and physiological measures (eg: heart rate, skin conductance)-with the goal of releasing the anonymized data to provide other researchers an opportunity to see a robot's view of this population's behavior and environment.
