In this paper, a modified version of nature-inspired optimization algorithm called Black Hole has been proposed. The proposed algorithm is population based and consists of genetic algorithm operators in order to improve optimization results. The proposed method enhances Black Hole algorithm performance by searching space with more diversity. The modified Black Hole algorithm has been applied to a well-known benchmark. The experimental results show that the modified Black Hole algorithm outperforms compared to some prominent optimization algorithms.
Introduction
Optimization problems have become a major field of interest for researchers in different propensities, and created an immense bunch of movement widely used in engineering applications. Due to complexity and nonlinearity of many engineering optimization problems, classic optimization approaches may tend to fail. Nature and bio inspired algorithms seem superior to their classic counterparts and have found specific places between the newfangled algorithms [1] . The effectiveness of these algorithms had been proven in many fields such as industry, hardware design, urban design, routing, image processing, project scheduling, Controller design, robots path planning, data clustering and etc. [2] The Black Hole (BH) Algorithm is one of the optimization techniques inspired by the behavior of the real black holes. The black hole terminology is used for the first time in [3] to improve the convergence rate and efficiency of the PSO algorithm. Then, a new simple version of the BH algorithm was proposed in [4] for data clustering. In recent years, the BH algorithm and its modified versions have been used to solve optimization and engineering problems [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] .
The aim of this paper is to cope drawbacks of the BH algorithm proposed in [4] such as getting trapped in local minima, and to provide the ability to solve both high and low dimensional problems. For this purpose, a modified Black Hole (MBH) algorithm is proposed in which the genetic programming and swarm intelligence has been employed concurrently to solve optimization problems. At each iteration, a particle with the best cost named as the Black Hole, and other particles called stars start moving towards the black hole with a random generated angle to cover the search space and find the best local minima. Similar to real black hole phenomena, a star is swallowed by the black hole if its distance to the black hole reaches the minimum. Also, the genetic operators called crossover and mutation are applied to the obtained space in order to improve the particles cost. The main modifications are as follows:
In standard Black Hole Algorithm, stars move directly toward to the black hole. But, in the proposed algorithm, stars move toward to the black hole with a restricted angle betweenspace has been enlarged. The swallowing formula is changed to avoid the loss of stars close to global optimum when there are a lot of local optimums. The
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Copyright: the authorsrandom numbers are selected between 0 and 2. Therefore, the proposed algorithm is able to scour the area around the black hole on both sides to find the best probable optimum. Some genetic algorithm operators (mutation and crossover) have been used in the proposed algorithm. The genetic operators are applied to improve the particles cost. The rest of this paper is organized as follows: the black hole phenomena and standard optimization algorithm are presented in section 2. Section 3 describes the proposed MBH algorithm. A detailed comparison of the MBH algorithm and some prominent optimization algorithms are given in section 4. The paper is concluded in section 5.
Standard Black Hole Optimization Algorithm
A black hole is a geometrically defined region of spacetime exhibiting such strong gravitational effects that nothing, including particles and electromagnetic radiation such as light, can escape from inside it [19] . The theory of a star becoming invisible was formulated by John Michell and Pierre Laplace in the eighteenscentury. Then, John Wheeler named the mass collapsing phenomenon as a black hole in 1967 [4] .
The size of a black hole, determined by the radius of event horizon or Schwarzschild radius, is roughly proportional to the mass M through (1) where G is the gravitational constant and c is the speed of light.
The BH algorithm is inspired by the behavior of real black holes. Like other population-based optimization algorithms, the stars as a randomly generated population of candidate solutions are placed in the search space. The movement of stars towards the black hole is formulated as follows [4] : (2) where x i (t) and x i e ith star at BH is the location of the black hole in the search space. rand is a random number in the interval [0, 1] . In order to avoid trapping in local minima, if any star reaches a certain distance to the black hole it will be eliminated as in real black hole phenomena. Therefore, a new particle is created in the space randomly. This distance is calculated by the following formula [4] : (3) where f BH is the fitness value of the black hole, f i is the fitness value of the ith star and N is the number of stars.
Proposed Modified Black Hole Algorithm (MBH)
Flowchart of the proposed modified black hole algorithm (MBH) is shown in Fig. 1 . As noted, the modified black hole is a population-based optimization algorithm. A random population is generated and values of the cost function are calculated for all candidate solutions. Afterwards, exploration and exploitation sections are employed to analyze the search space, yet with the minimum computational efforts to reach the best point, independent of either being the minimum or the maximum. First, the random population is distributed in the search space. Then, the point with the lowest cost among others is picked to be the black hole, while the others are known as the stars. As in real black hole, due to its particular characteristics, the air converges at the ground level and all the stars try to reach the black hole. Here, stars with high costs are also gravitated to the black hole. A detailed and fully explained description of this procedure is discussed in section 3.2. At the end of each iteration, the mutation and crossover operators are also applied to the stars in order to improve the performance.
Creating initial stars
As it is conventional in evolutionary algorithms, the whole information of each particle is stored in an array. This array is known as "particle position", "chromosome", and "habitat" in PSO [20, 21] , GA [22] , and CS [23] algorithms, respectively. Here, it is known as: "star position". The star position is a 1×N var matrix in solving an N var -dimensional problem. This matrix is defined as Eq. (4) :
All elements of this matrix are of floating point digit type. The cost of the point in space is obtained by applying the cost function over the point. This function is defined as:
At the first step of the optimization, N var stars are generated and distributed in the space randomly. The star with the most desirable cost is considered to be the black hole.
Moving stars towards the black hole
Following the aforementioned steps, the algorithm should make the stars move towards the black hole. This movement can be formulated as follows:
where and are the star location in the i+1th and ith iteration, respectively. C stands for a 1×N var matrix. Unlike the standard black hole algorithm, all the elements of C are uniformly distributed random numbers between 0 and 2. Therefore, stars will search the area around the black hole on both sides. d is the connectivity vector between the particle and the black hole. If a 1×N var matrix is chosen as the coefficient of d , the particles will not move along the d vector. Using a vector instead of a number, each component change in a different gain. So, instead of moving across d vector (distance vector), new star moves along a vector in the 2D (two dimensional) plane between star and the black hole. Assume that in a two-dimensional problem, distance vector between the star and the black hole is equal to d = (a, b). If two components of a distance vector are multiplied by a random number between 0 and 2, new vector will certainly be along the vector d. But, if each component is multiplied by a separate random number, the vector may not be along d. The possible vectors are generated in the range of vectors (2a, 0) and (0,2b). The two vectors (2a, 0) and (0,2b) are
The particle moves and searches the space in an angular direction with a restricted angle betweenalgorithm leads the searching phase to be performed with better diversity. Because of emplacement of the random numbers between 0 and 2, the algorithm is able to scour the area around the black hole on both sides for finding the best probable optimum. This procedure is shown in Fig. 2 .
After propelling stars towards the black hole, location of a star and the black hole are swapped, only if the assessed particle cost gets better than the previously selected black hole. In other words, particle is named as the new black hole and the previous black hole is known as the particle. Also, the other particles start to move towards the new black hole as shown in Fig. 3 . 
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Stars swallowing
In a real black hole phenomenon, when the particles reach the particular distance to black hole, they are gravitated and swallowed. The proposed method is also inspired by this procedure, in which, if a particle exceeds the minimum distance to the black hole, it will be swallowed and a new particle will be generated in the search space randomly. This distance can be defined as in Eq. (7) : (7) where stands for the cost of black hole, N pop presents the number of members in each iteration, and is the nth particle cost. Swallowing distance always is a very small number. In this proposed algorithm, the swallow distance of the standard BH algorithm has been squared to get an even smaller radius. Smaller radius is useful when there are a lot of local minimums (or maximums) near the global minimum (or maximum). Therefore, many possible favorable solutions near the black hole are not neglected. This particular specification is one of the remarkable superiorities of MBH algorithm in order to suppress the common drawbacks of getting trapped in a local minimum.
Limiting stars position
In some cases, stars are placed in a position where the movement towards black hole leads a particular star to be egressed from the search space. As a result, undesirable solutions may be generated. Hence, Eq. (8) is employed to restrict the particle probable positions in the search space frame. (8) where, is the particle position, LB and UB are the lower and upper bounds of the variable, respectively.
Implementing mutation and crossover operators
The mutation and crossover operators are applied in order to meliorate the algorithm performance, if there is no improvement in results after 10% of total continual iterations. The first step of genetic operators section is parents selection in which various strategies are available for different kinds of genetic algorithms [24] . Here, a random approach for parents selection has been used to improve CPU time of the presented algorithm.
Crossover is one of the important operators in the wellknown evolutionary algorithms such as GA and DE [25] . Crossover probability should be defined to perform the crossover operation, where its value is planned to be 70% in the MBH algorithm. Crossover is mainly splitted into three groups: single-point crossover, double-point crossover, and uniform crossover. The proposed algorithm employs uniform crossover due to its high level of diversity. The general form of a uniform crossover between two particles and with the output offsprings and , is as follows:
where is a 1×N var vector consisting of real numbers limited in [-is a number about 0.1 . Coefficient in Eqs. (9) and (10) is a number between 0 and 1 like as in the standard genetic algorithm. With this range of , offsprings are generated between parents. But, it may be available vantage points around parents (not between them). Therefore, a bigger range for coefficient is considered as [-, chosen such that the majority of children between parents and few outside the interval. That is why the value of 0.1 is reasonable.So, offsprings position are not limited by their parents. The bigger causes a wider range out of parents position which is not desirable. Another genetic operators used in the proposed method is mutation [26] . First, the jth entry of the parent is selected and the mutated offspring is generated according to the following equations: (13) where z 1 (j) is the jth entry of locality array of a parent star. y 1 (j) is the jth entry of locality array of a offspring star. randn is a normally distributed random number between 0 and 1. The "mutation probability" is considered to be 20% in the present study, which means the 20% of the stars will be mutated. It should be noted that the generated offsprings should be in the defined bounds.
Eventually, initial population and generated offsprings are sorted in terms of the cost, and N pop stars with the better cost introduced as the new generation.
The pseudo code of Modified Black Hole algorithm has been shown in Fig. 4. 
Experimental Results
In this section, performance of the MBH algorithm is evaluated. The test of reliability, efficiency and validation of optimization algorithms is frequently carried out using a set of standard benchmarks or test functions [27] . The benchmark problems are categorized to low and high dimensional problems. The low dimensional ones are used to test the speed of convergence, however the high dimensional ones are good criterions to evaluate the computing power of an algorithm. In this work, the MBH algorithm has been applied to 20 different benchmark problems including ten low and ten high dimensional problems. Data sets of the problems are shown in Table 1 .
The famous peak problem has been selected in order to observe the objective behavior of the MBH algorithm. The contour of the peak problem is shown in 
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Copyright: the authors Starting the problem with an initial population of 15 particles. The algorithm behavior from the initial generation to the fourth iteration has been presented in Fig. 6 . Initial population of the random generated particles is shown in Fig. 6(a) . Location of the particles and the black hole after the first iteration is also presented in Fig. 6(b) . As shown, location of the black hole has been changed from (-0.64,0.62) with -0.2876 of cost to the point (-0.83,-0.05) with -0.4141 of cost. In the third iteration, all the particles (stars) have been gathered around the minimum, however, they have not yet reached the global minimum. It should be noted that, in the fourth iteration, some of stars have been distanced from the black hole. It indicates the point in which these stars are too close to the black hole. The black hole starts to omit them and locate these stars in a random point. The algorithm is reached to the global minimum coordinates (-0.708,0.002) with cost of -0.4289 in the fifth iteration of the test. It is obvious that more particles have been omitted in this stage due to their close distance to the black hole. Efficiency and the power of proposed method in terms of detecting the global minimum is expressed in the peak problem. Now, a two dimensional problem with more than one local minima is considered to test the MBH algorithm performance. A two dimensional problem has been presented in Eq. (15): (15) There are 18 minimum points in the above-mentioned range, where the point (9.0390, 8.6681) with the cost value of -18.5547 is the global minimum. The threedimensional overview of the function is presented in Fig. 7 . 
Copyright: the authorsStarting with the initial population of 20, the progress procedure of solution after ten iterations is shown in Fig. 8 . In the first iteration, the black hole is placed in local minima. It will gradually find its way near the desired global minimum up to the third iteration. In this stage, the black hole is at (8.9543, 8.5847) with the cost of -17.9116. Its distance is reduced to the global minimum inchmeal, and in the seventh iteration it will arrive to the best point (9.0387, 8.6689). Comparing Fig. 8 (e). and Fig. 8(d) ., it is clear that the omitting section of the very nigh particles has been done successfully, and the particles contiguous to the black hole have been generated in different coordinates. The diagram of the cost reduction versus iteration is shown in Fig. 9 indicating the point in the fourth iteration. The algorithm has been reduced its distance to the desired minimum and finally, it reaches to its best cost at the seventh iteration. As cited earlier in this section, 20 benchmark problems have been tested, and results are obtained. In addition, comparisons with several well-known methods such as PSO, BA, BH, HS [27] , and FA, has been presented in order to analyze the performance of the MBH algorithm for different problems. Table 2 shows the parameters of each optimization algorithms. There are various parts with random behavior in these types of algorithms. If such algorithms are applied to different problems once, it may not express exact strengths and weaknesses of experimented method. Therefore, multiplicity of tests should be increased to avoid the lack of cogent gauge and the random behavior effect. For this purpose, procedure of algorithms have been repeated 50 times for each problem to validate the results and obtain clear outcomes. The obtained solutions are presented in Table 3 and Table 4 considering the four factors, namely best, 
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worst, average, and standard deviation. Each algorithm has been initialized with 50 trials. The crossover and mutation operators are utilized and adopted to be 70% and 20%, respectively. The high dimensional problems are presented in Table 3 . Since there are many decision variables available in problems P1 to P10, the number of iterations in each run has been set to 250. Therefore, enough time is provided for algorithm to seek the search space completely, however the number of iterations for the low dimensional problems has been considered to be 50. Table 4 shows the resultant of applying various algorithms to low dimensional sets P11 to P20. The modified black hole is marked as the best solutions available against its counterparts, showing the fastest convergence ratio to reach the desirable minimum. In order to improve the comparison procedure, the cost versus iteration diagram of PSO, MBH, and BA for a random test has been plotted in Fig. 10 . The Alpine problem (P1) is studied in Fig. 10(a) 
Copyright: the authorsother methods do not reach the minimum after 250 th iteration. Fig. 10(b) presents solutions of the discussed algorithms to a high dimensional problem called as Csendes (P3). Although all the three algorithms start the process almost alike, nearly with the same cost, MBH presents the best speed of convergence and better performance compared with the two other algorithms after 250 iteration. The cost minimization plot of the three aforementioned algorithms for the problems called as Ackley 2 (P11) and Schaffer (P17) is shown in Fig. Fig. 10(c) , although the initial cost of MBH is much more than the others, but the best global optimum is obtained in the fifth iteration whereas the iteration number for the best solution is 11 for BA and 25 for PSO. Another example is shown in Fig. 10(d) where the seeking process is started with approximately the same initial cost. MBH has reached the best optimum in the eleventh iteration, while BA and PSO are incapable of reaching the optimum even after 50 times of iterations. Finally, the worst, mean, and best run of the cost minimization plot of MBH algorithm for six different problems are presented in Fig. 11 . As shown in Fig.  11(a) and Fig. 11(f) , when the MBH algorithm reach to the 100% of accuracy i.e. zero for the cited problems, the figures are corrupted. The reason is that the logarithmic plots are incapable of representing zero.
10(c)-(d). As it is clear in

Conclusion
In this paper, the modified Black Hole algorithm has been proposed for solving optimization problems. A new approach is employed to overcome the probable drawbacks caused by the trapping effect, where trapping is suppressed and particles close to the black hole are swallowed with a new swallowing range if they exceed the minimum distance to the black hole. Afterwards, a new particle is generated in the search space randomly to avoid probable disturbances of trapping effect. The proposed algorithm has been applied to 20 different benchmark problems on 50 tests, and the results are compared with the standard Black Hole algorithm and its other counterparts. It is clear that the proposed method presents various remarkable superiorities than the other well-known optimization algorithms such as BH, PSO, BA, ICA, and FA. Also, the MBH outperforms the others in 17 of 20 problems. It is more prominent that the exact solutions (100% accuracy in the best runs) are obtained for 10 problems, showing the power and highly accurate performance of the Modified Black Hole algorithm. 
