Abstract-Many network management tasks such as managing bandwidth budget and ensuring quality of service objectives rely on accurate classification of network traffic. But the statistical features of encrypted traffics are not stable and do not contain sufficient information for classification all the time. Some applications support multiple protocols, and the behaviors of these applications are complicated and can't be classified utilized only statistical features accurately. Regarding this, we propose composite features-based semi-supervised encrypted traffic classification. This is the first step utilizing composite feature set for classifying encrypted traffic. And the proposed approach is semi-supervised, fast and accurate classifiers can be obtained by training with a small number of labeled flows mixed with large number of unlabeled flows. We conduct the experiments to evaluate the performance of the proposed approach, obtaining promising results.
INTRODUCTION
Traffic classification is important for Network management tasks, such as network security analyses, dynamic access control and lawful interception. Traditional approaches classify network traffic by inspect the header and payload. However, with a dramatic growth in the variety of network applications which are transmitted in an encrypted manner these approaches become increasingly inaccurate [1] . Recently, lots of traffic classification approaches based on machine learning (ML) methods have been developed to address the limitations of the traditional methods [2] . The most present studies on traffic classification using machine learning are based on the statistical features which are payload-independent. But the statistical features of encrypted traffics are not stable and do not contain sufficient information for classification all the time. Some applications support multiple protocols, and the behaviors of these applications are complicated and can't be classified utilized only statistical features accurately, such as Xunlei [3] . In theory encryption techniques can be used to disturb payload signatures, in practice we were still able to utilize payload features to some extent, since every kind of communication (includes encrypted communication) needs an initial handshake phase. Payload-based feature still work in the presence of encryption [4] . Regarding this, we propose the concept of composite feature set which is composed of different information of flows, payload content and statistical traffic features. Then based on the composite feature set, we propose a novel encrypted traffic classification approach which is a semisupervised learning one. Utilization of composite feature set ensures that the proposed approach can withstand the fluctuation of statistical flow features. The experimental results indicate that the proposed approach is accurate and robust to encrypted traffic.
The remainder of this paper is organized as fellows. Section II reviews related work in this field. Section III describes the composite feature set we proposed. Section IV describes the classification approach we proposed. Section V presents experiences results. Finally section VI concludes the paper.
II. RELATED WORK
Early technologies were detecting the traffic based on port number identification in transport layer.However these methods suffered from lots of limitations. some applications may not have the ports registered with IANA. And some application may use ports other than its wellknown ports to bypass firewall.Moore and Papagiannaki [5] observed no better than 70% byte accuracy for port-based classification using the ports registered with IANA. Madhukar and Williamson [6] showed that port-based analysis is unable to identify 30-70% of Internet traffic flows they investigated.
Traffic classification relies on the reconstruction of protocol signatures in its payload avoids reliance on fixed port numbers, it imposes significant complexity and processing load on the traffic identification device. This approach is very useful and employed by many commercial bandwidth management products. Sen et al. [7] showed that payload based classification of P2P traffic (by examining the signatures of the traffic at the application level) could reduce false positives and false negatives to 5% of total bytes for most P2P protocols studied.
However, this method also suffers from a number of limitations. It can only identify network traffic whose signatures are known as prior, and must be powerful enough to perform concurrent analysis of a potentially large number of flows. This approach can be difficult or impossible when dealing with encrypted traffic.
And then the need to deal with kinds of traffic patterns ,large datasets resulted in the introduction of ML techniques in this field. Most of the near traffic classification methods are using Machine Learning (ML) to classify statistical patterns existing in observable external features of traffic.
Dewes et al. [8] analysed relationship between the traffic of Internet chat systems and the statistical traffic properties, such as flow duration,packet inter-arrival time, packet size and byte profile. Roughan et al. [9] used the Nearest Neighbors (NN) and Linear Discriminate Analysis (LDA) for classifying traffic with the connection durations and average packet size. McGregor et al. used EM algorithm to classify flows with transport layer attributes [10] . Wright et al. apply Hidden Markov Model (HMM) as a means of classifying encrypted network traffic [11] . Yuan et al. proposed a SVM-based method for accurate internet traffic classification [12] . BLINC identifies applications the host is engaged in by comparing the captured profile with (built-in to BLINC) host behavior signatures of application servers, and then classifies traffic flows. Iliofotou et al. proposed traffic Dispersion Graphs which can potentially be used to classification using the network-wide interactions of hosts [13] . The combination of port and payload based techniques to identify network applications are used by Moore and Papagiannaki in [5] . Their results show that port information by itself is capable of correctly classifying 69% of the total bytes. Including the information observed in the first KByte of each flow increases the accuracy to almost 79% when higher accuracy (upto nearly 100%) can only be achieved by investigating the flows' entire payload. The combination of both ML algorithm and information of flow content are utilized by Sun et al. [14] they first identify SSL/TLS traffic with signature matching methods, and then apply statistical analysis to determine concrete application protocols. Wang et al. deployed three of tree-based ML algorithms, employed the packet payload size as the exclusive feature, and achieved 98% of accuracy [15] . In order to improve the accuracy, we benefit from advantages of both flow features-based approach and payload-based approaches, utilize both of the statistical and the packet payload features in this research.
III. COMPOSITE FLOW FEATURE SET DEFINITION AND

SELECTION
The quality of the feature set is crucial to the performance to traffic classification. In this paper, we utilize the composite features set, which is composed of payload features and statistical traffic features.
A. Composite Feature Set Definition
A flow is defined here to be as a series of packet exchanges between two hosts, identifiable by the 5-tuple (source address, source port, destination address, destination port, transport protocol), with flow termination determined by an assumed timeout (we assumed 60 seconds) or by distinct flow termination semantics.
Let F be the flows set,
The composite features set in this paper includes flow statistical features and payload-based features.
The composite features set in this paper includes flow statistical features and payload-based features. Let V be the composite features set, 
B. Statistical Feature Selection
Features selection is key to building an effective ML classifier. Many features can be calculated from a flow, but not all features provide good discrimination between the different applications. And using redundant or irrelevant features often leads to negative impacts on the accuracy of classifier. It can make the system more computationally expensively, more information stored and processed rises with the dimensionality of a feature set used to describing the flow. We take the features selection for statistical features and payload-based features respectively.
Statistical features include packet length statistics (min, max, mean, standard deviation) and inter-arrival time statistics (min, max, mean, std). There are lots of statistical features can be used. We utilized the correlation feature subset search algorithm [16] to remove irrelevant features and generate statistical features subset for composite feature set.
We use an evaluation heuristic that examines the usefulness of individual statistical features along with the level of inter-correlation among the statistical features. High scores are assigned to subsets containing attributes that are highly correlated with the class and have low inter-correlation with each other.
Conditional entropy is used to provide a measure of the correlation between features and class and between features. If H(X) is the entropy of a feature X and H(X|Y) the entropy of a feature X given the occurrence of feature Y the correlation between two features X and Y can then be calculated using the symmetrical uncertainty:
The class of an instance is considered to be a feature. The goodness of a subset is then determined as: The data we used is sampled 1% from the datasets described in section V.
The flow statistical features in the composite feature set are selected in this paper are showed in table 1.
C. Payload Feature Selection
In this paper, payload features selection means select the amount of data that the machine learning algorithms have to process. We consider the encoded first n-Bytes payload as features. There are two main reasons for this:
(1) It is easy to identify most traffic with application layer headers at the beginning of a data exchange.
(2) payload-based feature still work in the presence of encryption. We found that in theory encryption techniques can be used to disturb payload signatures, in practice we were still able to utilize payload features to some extent, since most of communication(includes encrypted communication) needs an initial handshake phase.
(3) We don't inspect the whole payload. We can limit the amount of data that the machine learning algorithms have to process. And in case of TCP reassembly happened, we only need to consider the first n-Bytes of the reassembled TCP data stream.
For example, the first two bits in SSLv2 headers are always 1 and 0, the following 14 bits contain the size of the SSL record and the third byte is the message type (1 for "Client Hello" and 4 for "Server Hello"). The first byte of SSLv3.x (i.e. SSLv3.0 or TLS) packets is the message type (22 for handshake packets). The second byte indicates the major version (3) and the third the minor version (0 for SSLv3.0 and 1 for TLS).
To obtain a suitable value of n , we conduct the experiment with the datasets described in section V. The evaluation metric of this experiment is accuracy, classified with the classification described in section IV. Results of the experiments are shown in figure. 1.
It's easy to find that the accuracy rose with increment of n . And 40-Bytes are enough to identify the application flows with above 93% accuracy. So in this paper we use the first 40-Bytes payload as features. 
D. Similarity Measurement
The similarity measure method for statistical features and payload features is different. For flows statistical features, the similarity is measured by the Euclidean distance. For payload features, the similarity is measured by the Hamming distance. Then the similarity between flow feature vectors ( , )
The reason for this is that payload Euclidean distance can't reflect the similarity between flows payload-based features fairly. For example, consider three characters in payload: c1=[A];c2=[B];c3= [Z] . If we would use the Euclidean distance, the distance between c1 and c2 would be 1, whereas the distance betweenc1 andc3 would be 25. And if we use the Hamming distance, the distance between c1 and c2 would be 1, whereas the distance between c1 and c3 would be 1.
IV. METHODOLOGY
The general paradigm followed by our classifier is a semi-supervised learning one. There are two main reasons to we proposed this semi-supervised approach. First, fast and accurate classifiers can be obtained by training with a small number of labeled flows mixed with large number of unlabeled flows. Second, our approach is robust and can handle previously unseen applications and the variation of existing application's characteristics.
This semi-supervised approach to training the classifier bottoms on the fact that clustering attempts to form different groups, each group consists of objects that bear a strong similarity to each other. Thus, the hypothesis is that if a few flows are labeled in each cluster, we have a reasonable basis for creating the cluster to application type mapping.
There are two main reasons to our proposed semisupervised approach. First, fast and accurate classifiers can be obtained by training with a small number of labeled flows mixed with large number of unlabeled flows. Second, our approach is robust and can handle previously unseen applications and the variation of existing application's characteristics, Generally, this semi-supervised approach can be performed in four steps illustrated in figure. 2.
Figure2 semi-supervised approach using composite features set The key steps in the approach are as follows. Flow Feature Exaction: exact the composite features values of each flow according to the selected feature set which generated by feature selection methods in section III.
Data Labeing:We labeled a small number flows which sampled from flow set, with ports-based and payload-based methods. Then we used hand classification as a validation method.
According to the phenomenon that a majority of the Internet flows are small-size flows ,such as www、pop3, and only a small fraction are large-sized flows, such as BT. In this paper, we propose a random flow data sampling methods based manual intervention.. We takes 60% of the flows from below and 40% of the flows from above 90% of the flow transfer sizes flows.
Flow clustering: Cluster analysis is one of the most prominent methods for identifying classes amongst a group of objects. There are lots of algorithms in this field. After compared some clustering algorithms, we decides to use the DBSCAN algorithm.
DBSCAN algorithm is a kind of Density-based algorithms which regard clusters as dense areas of objects that are separated by less dense areas. They have an advantage over partition-based algorithms because they are not limited to finding spherical shaped clusters but can find clusters of arbitrary shapes.
The DBSCAN algorithm is based on the concepts of density reachability and density-connectivity. These concepts depend on two input parameters: epsilon (eps) and minimum number of points (minPts). A cluster is defined as the set of objects in a data set that are densityconnected to a particular core object.
The eps-neighborhood of a point is denoted by ( )
The DBSCAN algorithm works as follows. Initially, all objects in the data set are assumed to be unassigned. DBSCAN then chooses an arbitrary unassigned object X from the data set. If DBSCAN finds X is a core object, it finds all the density-connected objects based on eps and minPts. It assigns all these objects to a new cluster. If DBSCAN finds X is not a core object, then X is considered to be noise and DBSCAN moves onto the next unassigned object. Once every object is assigned, the algorithm stops. In this paper, we take the eps=0.4 and minPts=4 in the clustering step by means of experience.
Flow Identifying: We identify flow type according to the labeled flows in each flow cluster. Because of that a cluster may have more than one kind of labeled flows, we use a probabilistic assignment to find the mapping from clusters to labels: 
where n jk is the number of flows that were assigned to cluster k with label j, and n k is the total number of (labeled) flows that were assigned to cluster k.
Finally, the decision function for classifying a flow feature vector is the maximum a posterior decision function: 1 2 , ,...
After aforementioned steps, we can identifying the flow type which is mapped from each cluster.
V. EVALUATION
A. Dataset
Publicly available traces on the Internet mostly have been stripped of the payload part for some reasons, such as privacy concern. So we collect the required test data by ourselves since the payload content is used by our proposed method. In our experiments, the performance of the proposed method is established on three different data sets which were collected from campus network center switches (Cisco 6509) by port mirroring method. In order to facilitate the process we clean the flows which are incomplete and Intercept the first 300 bytes of payload. Table II summarizes the flows in our experiments. 
First, we evaluate the impact of the number of labeled flows with the experiment, results of which are shown in figure 3 , we utilized 1000, 4000, and 8000 labeled flows, and mixed these labeled flows with varying numbers of unlabeled flows to generate the data set. Both labeled and unlabeled flows were sampled from flow data set. It is clear that high accuracy can be achieved even if labeled a small number of flows. And the accuracy will be raised when the number of labeled flows is raised. In others experiments of this paper, we utilized 8000 labeled flows.
We evaluated the accuracy of the proposed classifier which was constructed based on composite features for all flows type. Results of the experiment are shown in figure  4 . Then we compare the accuracy among the proposed classifier utilized composite feature set (HBSSTI), the proposed classifier utilized only statistical feature set (SSTI), and some supervised or unsupervised classifiers with populate algorithms (NBK, C4.5, DBSCAN). The comparison result shown in figure 5 . It is noticeable that the utilization of semi-supervised learning and composite feature set make the classifier achieve a high accuracy. We compare the precision of proposed semisupervised classifier utilized composite feature set (HBSSTI) with classifier utilized only statistical feature set (SSTI) on some classical encrypted traffic types, Skype, https, Xunlei. Results of the experiment are shown in figure 6 .
The result indicates that Skype flows and HTTPS flows can be effectively identified by classifier utilized composite feature set or utilized statically feature set. But when classifying the Encrypted P2P flows, the difference has appeared. The caution is that the Xunlei supports multiple protocols and encrypts its flows. The behaviors of Xunlei are complicated. The statistical features are not stable all the time. And the classifier utilized composite feature set has a good discrimination.
VI. CONCLUSION
Recently, there is an increased interest in the development of machine learning techniques for classification. Most of existing research focuses on utilizing the payload-irrelevant feature. But the statistical features are not stable all the time. In this paper, we make a first step towards utilized composite feature set to classify encrypted traffic. We propose an effective semisupervised encrypted traffic classification approach based on composite feature set which is composed of payloadbased features and statistical traffic features. Experiment results show that the classifier has good performance.
