Abstract: Let Σ n (C) denote the space of all n × n symmetric matrices over the complex eld C. The main objective of this paper is to prove that the maps Φ ∶ Σ n (C) → Σ n (C) satisfying for any xed irreducible characters χ, χ
Introduction
Let C be the eld of the complex numbers, S n be the permutation group acting on the set { , . . . , n}, M m,n (C) denote the space of all m × n-matrices with entries in C, M n (C) = M n,n (C) and Σ n (C) ⊆ M n (C) denote the subspace of symmetric matrices over C. Let X denote the cardinality of a set X.
By J m,n ∈ M m,n (C) we denote the matrix of all ones, by I n the n × n identity matrix. As usual, A t denotes the transposed matrix of A. If A, B ∈ M n (C), then the Hadamard (entrywise) product of A and B is denoted by A ○ B.
Let (E ij ) be the standard basis of M n (C), where the matrix E ij has 1 in (i, j)-th position and 0 elsewhere. By U ij we denote the matrix
It is clear that (U ij ) ≤i≤j≤n forms a basis of Σ n (C).
If σ is a permutation of S n , we will denote by P(σ) = (p ij ) the permutation matrix corresponding to σ, i.e., for all A = (a ij ) ∈ M n (C).
For details on the representation theory of S n , we refer the reader to [8] or [11] .
If χ is the alternating character of S n , then d χ is the determinant, and if χ is the principal character of S n , then d χ is the permanent.
Di erent immanant preserving and converting maps on M n (C) were studied by several authors; see for example [3, 9, 12] and references therein.
In [6] Dolinar and Šemrl characterized the surjective maps Φ on M n (C) which satisfy det(Φ(A) + αΦ(B)) = det(A + αB) for all A, B ∈ M n (C) and for all α ∈ C. They proved that such maps must be linear and then applied the result of Frobenius [7] on linear preservers of the determinant to characterize them.
In [3] Coelho and Du ner generalized this result for arbitrary immanants. Tan and Wang in [12] removed the surjectivity assumption from [6] . Then Kuzma [9] established a general result removing the surjectivity assumption for all immanant preserving and immanant converting maps on the space M n (C), in particular for the maps considered in [3] .
The investigation of the corresponding problem for the space of symmetric matrices was initiated by Lim in [10] . Then it was intensively investigated in the works [1, 2, 4, 5] ; see also references therein.
However the following questions remained open:
where χ, χ ′ ∶ S n → C are arbitrary irreducible characters.
Is the equation (1.2) on the space Σ n (C) strong enough to force the map Φ to be bijective? What is the characterization of all such maps Φ on Σ n (C)?
In this paper we answer both these questions. Our main result states that indeed any map satisfying equation (1.2) is bijective. Moreover, it turns out that such maps are automatically linear.
for all A, B ∈ Σ n (C) and for all α ∈ C,
then Φ is linear and bijective.
Moreover taking α = in condition (1.2) we have that
Thus by [5, Theorem 1.1] where linear immanant converting maps on Σ n (C) were studied, we can conclude that there are no such transformations Φ if χ ≠ χ ′ . Thus we have the following corollary:
Corollary 1.4. Let n > and χ ∶ S n → C be an irreducible character. Let Φ ∶ Σ n (C) → Σ n (C) be a map such that for all A, B ∈ Σ n (C) and for all α ∈ C,
Then 1. If χ is non-linear, then there exist a permutation σ ∈ S n and a matrix C
∈ Σ n (C) such that ∏ n t= c tπ(t) = whenever χ(π) ≠ satisfying Φ(X) = C ○ P(σ)XP(σ − ) for all X ∈ Σ n (C).
If χ is the principal character, then there exist a permutation σ ∈ S n and a diagonal matrix D
3. If χ is the alternating character, then there exist c ∈ C ∖ { } and a matrix M ∈ M n (C) such that it holds det(cM ) = satisfying Φ(X) = cMXM t for all X ∈ Σ n (C). The χ -immanantal adjoint of a symmetric matrix
Let A ∈ M n (C). We denote by A (i,j) the n × n-matrix obtained from A by replacing the (i, j)-th entry by 1 and the other elements of i-th row and j-th column by .
De nition 2.1. Let A ∈ M n (C). We de ne the χ-adjoint matrix of A to be C = adj χ (A) ∈ M n (C), where
In the following lemma we will prove that the χ-adjoint matrix of a symmetric matrix is also a symmetric matrix.
Proof. Let us x (i, j) and denote
For the proof of the main theorem we need to de ne the following symmetric ( , )-matrices.
De nition 2.3.
For any σ ∈ S n let B(σ) ∈ Σ n (C) be de ned by
, otherwise.
Remark that if σ is the identity or a product of transpositions then B(σ) = P(σ).
For any σ ∈ S n the following sets related to σ were introduced in [4] and will be useful for our further discussions.
De nition 2.4. Let
De nition 2.5. For each σ ∈ S n the set D σ is
Since all permutations belonging to C σ have the same cyclic structure as σ it is clear that C σ is contained in the conjugacy class of σ. Following [4] we list below some properties of the sets C σ and D σ .
Proposition 2.6. [4, Remarks 3.1 and 3.2]
Let σ ∈ S n be a xed permutation. Then
C σ = D σ if and only if σ does not contain in its cycle decomposition any cycle of even length greater than 3. If ρ ∈ D σ ∖ C σ then ρ contains more transpositions in its cycle decomposition than σ does.
Lemma 2.7. Let σ ∈ S n and A ∈ M n (C) be such that a ij = whenever (B(σ)) ij = . Then
Moreover if A is symmetric and χ vanishes on
Proof. From the de nitions of the matrix B(σ) and the set D σ , we easily conclude that ∏ n t= (B(σ)) tρ(t) ≠ if and only if ρ ∈ D σ . Since a ij = whenever (B(σ)) ij = , we get ∏ n t= a tρ(t) = if ρ ∉ D σ , and consequently we obtain equality (2.1).
Assume in addition that A is symmetric and χ(ρ) = whenever ρ ∈ D σ ∖ C σ . Since A is symmetric we have ∏ n t= a tρ(t) = ∏ n t= a tσ(t) for all ρ ∈ C σ . On the other hand, since C σ is contained in the conjugacy class of σ we also have
Proof. This is a particular case of the previous lemma.
Lemma 2.9. Let τ = (i , ..., i s ) ∈ S n be a cycle of length s > , and ρ ∈ S n be a permutation such that for all t ∈ {i , i , .. 
., i s− }, we have that ρ(t) = τ(t) or ρ(t) = τ − (t) and ρ(i s
)(i) ≠ σ(i), ρ(i) ≠ σ − (i) and for all t ∈ { , ..., n} ∖ {i}, ρ(t) = σ(t) or ρ(t) = σ − (
t). Then ρ contains in its cycle decomposition more transpositions than σ does.
Proof. Let σ = τ . . . τ k be the cycle decomposition of σ and assume that i lies in the support of τ k . For each j ∈ { , . . . , k}, denote by supp(τ j ) the support of τ j . Since, for all t ∈ { , ..., n} ∖ {i}, ρ(t) ∈ {σ(t), σ − (t)}, we easily conclude that if, for some j < k, τ j is a transposition then τ j must also belong to the cycle decomposition of ρ. It is also clear that
As ρ is bijective it follows that
Therefore B) ) ij = whenever (B(σ)) ij = .
Proof. Assume that B is a matrix with the same pattern of zeros as B(σ), and consider i, j ∈ { , . . . , n} such that (B(σ)) ij = . Then we have j ≠ σ(i) and j ≠ σ − (i) .
In this case the i th column of B has exactly one nonzero entry which is the (i, i)-entry. Since j ≠ i it follows that the i th column of B (i,j) is null and consequently (adj χ (B)) ij = .
Case 2: For some k ≠ i, j, the transposition (i, k) belongs to the cycle decomposition of σ. Then the k th column of B has exactly one nonzero entry which is the (i, k)-entry. Since j ≠ k it follows that the k th column of B (i,j) is null and (adj χ (B)) ij = . χ (B) ) ij = .
i). On the other hand, for t ≠ i, either ρ(t) = σ(t), or ρ(t) = σ − (t). Using Lemma 2.10 we conclude that ρ contains in its cycle decomposition more transpositions than σ does, and consequently χ(ρ) = . It follows that d χ (A) = , that is (adj

Proof of the main results
In what follows m denotes the dimension of Σ n (C), i.e., m = n(n+ ) . Let Φ ∶ Σ n (C) → Σ n (C) be a map satisfying (1.2). We are going to prove that Φ is linear by considering an appropriate basis B of Σ n (C) and stating the existence of an m × m matrix K such that for all A ∈ Σ n (C),
where u X denotes the column vector of X in the basis B, i.e., if B = {V , . . . , V m } and
Then we conclude that Φ is bijective by proving that the matrix K is nonsingular. We start with some lemmas which allow us to prove the existence of a basis of Σ n (C) consisting of χ-adjoints of symmetric matrices. Lemma 3.1. Let λ ∈ C ∖ { , , −n }, and
where U jj are de ned by (1.1). Then
Proof. Let i ∈ { , . . . , n}. Since A (i) is a diagonal matrix, for all k ≠ l all the entries of the l-th row of A 
On the other hand A
As χ(id) ≠ and λ ≠ , , −n , using [9, Lemma 2] we easily conclude that the matrices adj χ (A ( ) ), . . . , adj χ (A (n) ) are linearly independent, and the result follows.
De nition 3.2.
De ne S χ to be a conjugacy class of S n not containing the identity permutation and satisfying the following conditions: (i) χ does not vanish on S χ (ii) χ(ρ) = whenever ρ contains in its cycle decomposition more transpositions than the permutations of the class S χ .
Note that for each irreducible character χ such class S χ does exist. Indeed there exists σ ∈ S n such that σ ≠ id, and χ(σ) ≠ . Among these permutations we choose one with the maximal number of transpositions in its disjoint cycle decomposition, and take its conjugacy class to be S χ .
Since S χ is a conjugacy class all σ ∈ S χ have the same cyclic structure. Thus the class S χ determines nonnegative integers r, s such that r is the number of elements xed by each permutation σ ∈ S χ , and s is the number of transpositions in the cycle decomposition of σ.
For the proof of the main result we need to introduce some more notations. In the following de nitions σ is an arbitrarily xed permutation in S χ .
De nition 3.3. We denote by
Also we consider the following decomposition of the set M σ into the disjoint union of the subsets:
Remark 3.4.
It is straightforward to see that
where U ij are de ned by equation (1.1). Also M σ = t where t = n − s, M = r and M = s.
De nition 3.5. Let us order the set
in accordance with the above decomposition of M σ . Here U , . . . , U r are the matrices U ii for (i, i) ∈ M , U r+ , . . . , U r+s are the matrices U ij for (i, j) ∈ M , and U r+s+ , . . . , U t are the matrices U ij for (i, j) ∈ M .
From now on consider λ ∈ C ∖ { , , −t }.
De nition 3.6. We de ne the matrices Proof. Follows directly from the previous de nitions.
Proof. (a) By Lemma 3.7 and Lemma 2.2. (b)
Since σ ∈ S χ and B (i) (σ) has the same pattern of zeros as B(σ), we can apply Lemma 2.11 to conclude
The result follows.
We will now describe the coe cients of each C (i) (σ) as a linear combination of U , . . . , U t .
Proof. Denote simply by B (i) the matrix B (i) (σ) and by C (i) the matrix C (i) (σ). In each case we will prove the desired equality by computing the entries (
M σ } and by the previous lemma
(a) In this case U i = U pp for some (p, p) ∈ M , and B (i) di ers from B(σ) only at the entry (p, p) which is equal to λ and so we easily conclude that
Suppose now that (j, k) ∈ M and let A = (B (i) ) (j,k) . Then j belongs to the support of a cycle of length greater than in the cycle decomposition of σ and either k = k or k = k , where k = σ(j) and k = σ − (j).
The nonzero entries of the j th -row of B (i) are the entries (j, k ) and (j, k ).
Assume rst that k = k . Then A is obtained from B (i) replacing by zero the ´s at entries (j, k ) and (σ(k ), k ) and we easily conclude that for any ρ ∈ C σ , ∏ n l= a lρ(l) ≠ if and only if ρ(j) = k = σ(j). Moreover all these products are equal to λ and the cardinality of the set {ρ ∈ C σ ∶ ρ(j) = σ(j)} is C σ . So applying the previous lemma and Lemma 2.8 we get (
Suppose now that k = k . Then A is obtained from B (i) replacing by zero the ´s at entries (j, k ) and 
Using similar arguments to that used in the proof of (a), we conclude that:
The equality follows.
(c) In this case we have U i = U pq for some (p, q) ∈ M . Thus p lies in the support of a cycle of σ with length greater than , and q = σ(p) or q = σ − (p). We will assume that q = σ(p), since the proof for the other case is similar. We have once more that B (i) di ers from B(σ) only at the entries (p, q) and (q, p) which are equal to λ. Moreover for each ρ ∈ C σ we have either
Arguing now as in the previous cases we get the equality.
Lemma 3.10. Let σ ∈ S χ . We have that
where U ij are de ned by (1.1).
Proof. We have already proved for each i ∈ { , . . . , t} that C (i) (σ)) = adj χ (B (i) (σ)) ∈ ⟨{U jk (j, k) ∈ M σ ⟩. To get the result it is enough to prove that the system (C ( ) (σ), . . . , C (t) (σ)) is linearly independent.
Let v i be the vector column of C (i) (σ) in the basis (U , . . . , U t ), and let Z be the t × t matrix with columns We recall that J t denotes the t × t matrix of all ones.
Since σ ∈ S χ by Lemma 2.8 it follows that d χ (B(σ)) ≠ . Since λ ∉ { , , −t } the matrix J t − ( − λ )I t is nonsingular. Hence det Z ≠ , and thus C ( ) (σ), . . . , C (t) (σ) are linearly independent which concludes the proof.
where K is the m × m matrix with columns u Φ(Ũ ij ) . Note that the matrix X is nonsingular by the choice of B , . . . , B m , and therefore the same must happen to Y and K and equation (3.2) can be rewritten as
for all A ∈ Σ n (C).
Hence Φ is linear. Since K ∈ M m (C) is nonsingular, Φ is also bijective.
