Bayesian nonparametric mixture models reposed on random probability measures like the Dirichlet process allow for flexible modelling of densities and for clustering applications where the number of clusters is not fixed a priori. Our understanding of these models has grown significantly over the last decade: there is an increasing realization that while these models are nonparametric in nature and allow an arbitrary number of components to be used, they do impose significant prior assumptions regarding the clustering structure. In recent years there is growing interest in extending modelling flexibility beyond the classical Dirichlet process. Examples include Pitman-Yor processes, normalized inverse Gaussian processes, and normalized random measures. With different processes, additional flexibility and characterizations are gained and have been used to develop tractable Markov chain Monte Carlo posterior simulation algorithms.
Introduction
Since the seminal work by Ferguson (1973) on Dirichlet processes, random discrete probability measures have underpinned many Bayesian nonparametric models in the literature.
Many applications use them within a hierarchical Bayesian model. For example, in a Bayesian nonparametric mixture model, a collection of exchangeable observations pX i q iPrns , with rns " t1, . . . , nu, are modelled as independent given a corresponding collection of latent variables pY i q iPrns , which in turn are a priori independent and identically distributed according to a random probability measure P . Denoting by P the prior law of P , and F pY q the distribution over the observed variable given the corresponding latent variable, which admits a density function with respect to a dominating measure, the hierarchical model can be succinctly described as follows:
(1)
where all other dependencies are assumed absent if not present in (1). Noting that the random probability measures used in the above hierarchy are discrete with probability one, we can write
where pYi q iPrks are the unique values of the sequence, p k is the random mass of the atom Yk , with p k ě 0 and ř 8 k"1 p k " 1 almost surely. In this notation, we see that each Y i " Yk with probability p k independently and Y i " Y j for each pair i ‰ j with positive probability due to the discreteness of P . Hence, the random probability measure induces a clustering on the observations. Those observations whose corresponding latent variable takes the same value belong to the same cluster and are distributed according to an F parameterised by Yk . The hierarchy (1) describes a mixture model with infinitely many mixture components, the kth component having mixing proportion p k and parameterized by the random variable Yk . Lo (1984) proposed using Ferguson's Dirichlet process (DP) as a prior for the top level of (1), leading to the so-called DP mixture model. After which some algorithms were proposed to tackle posterior inference within this framework (MacEachern, 1994 , Escobar, 1994 , Escobar and West, 1995 , Neal, 2000 , Ishwaran and James, 2001 , Papaspiliopoulos and Roberts, 2008 . Since then, Bayesian nonparametric mixture models have gained popular use as flexible density estimators and clustering techniques which allow for the number of components to be inferred relatively easily.
A recent direction of research focusses on the development of a variety of random probability measures extending upon the DP. This includes the normalized stable process (Kingman, 1975) , the normalized inverse Gaussian process (Lijoi et al., 2005) , the Pitman-Yor process (Perman et al., 1992, Pitman and Yor, 1997) and normalized random measures (Regazzini et al., 2003 , James et al., 2009 . For a thorough review of this literature we recommend Lijoi and Pruenster (2010) . Many such extensions have been proposed with increasing flexibility in mind, as it has long been recognized that the Dirichlet process imposes a particularly rigid prior on the partitioning of the data induced by (1). For example, under the DP, the number of clusters scales as log n, with variance scaling as log n. In contrast, with various extensions we can flexibly model the number of clusters which grows as a power-law in n (Goldwater et al., 2006 , Teh et al., 2010 and with wider variances (Lijoi et al., 2007 ).
An important aspect, from a computational perspective, is that efficient algorithms often rely upon simplifying properties of the priors, just as inference algorithms for graphical models rely upon the conditional independencies encoded by the graph. Unfortunately, with increasing flexibility, efforts to characterize larger classes of random probability measures grow more difficult, and many classes have not been fully characterized as such. The largest well-studied class are the normalized random measures (NRMs), which were introduced in Regazzini et al. (2003) and James et al. (2009) . Barrios et al. (2013) and Favaro and Teh (2013) further studied their use in Bayesian nonparametric mixture models as well as computational aspects. They define a wide class of random probability measures, including many well-known ones: Dirichlet processes (Ferguson, 1973) , normalized stable processes (Kingman, 1975) , normalized inverse Gaussian processes (Lijoi et al., 2005) , and normalized generalized gamma processes (Brix, 1999) . Unfortunately, they do not include the popular Pitman-Yor processes.
In this paper we review certain characterisations for the largest known natural class of random probability measures, the σ-stable Poisson-Kingman processes (Pitman, 2003) which include all the well-studied random probability measures as special cases, including the Pitman-Yor and the normalized generalized gamma processes. Based on this characterisations, we propose a general approach for posterior inference from a mixture model given by (1) where the top level random probability measure is any member of this class of processes.
σ-Stable Poisson-Kingman processes were believed to be less tractable than NRMs but still computationally convenient since their system of predictive distributions is just a function of the number of observations and number of clusters in contrast with the larger class of Species Sampling models (Pitman, 1996) as noted in De Blasi et al. (2014) . Thus, these priors are natural candidates for constructing a sampling scheme. But certain intractabilities have hindered characterising the whole class and using it within a mixture model framework.
However, some subclasses have been found to be tractable and useful characterisations have been derived by James (2013), Favaro et al. (2014a) and Favaro et al. (2014b) .
Our main contribution is based on a conditional representation and two disintegrations from which we derive a Markov chain Monte carlo algorithm for posterior inference. The conditional representation and one of the disintegrations are obtained from the Exchangeable Partition Probability Function (EPPF) from Pitman (2003) for σ-stable Poisson Kingman priors. The other disintegration is related to the σ-stable density which is known not to have an analytic expression for its density. Our representation is useful since, according to Ho et al. (2008) , marginal EPPFs for this class of models could be expressed in terms of special functions but there is no general mathematical package to compute some of these.
The paper is structured as follows. Section 1 reviews the definition of a completely random measure whereas Section 2, the definition of σ-stable Poisson-Kingman processes, the corresponding exchangeable partition probability function representation and some examples of priors that belong to this class. Section 3 contains some properties of the class of priors while Section 4 the detailed MCMC algorithm for posterior sampling σ-stable Poisson-Kingman mixture models. Section 5 contains unidimensional and multidimensional experiments and Section 6 concludes with a brief discussion.
Normalization of Completely Random Measures
For completeness, we give a brief review of completely random measures introduced in Kingman (1967) and the construction of random probability measures obtained by normalizing them, leading to the class of normalized random measures (Regazzini et al., 2003 , James et al., 2009 ). An extended review of CRMs is contained in the supplementary material. Definition 1. Let X be a complete and separable metric space endowed with the Borel σ-field BpXq. A completely random measure (CRM) µ is a random element taking values on the space of boundedly finite measures on X such that, for any collection measurable subsets of A 1 , . . . , A n in BpXq, with A i X A j " H for i ‰ j, the random variables µpA 1 q, . . . , µpA n q are mutually independent. Kingman (1967) showed that µ is discrete almost surely so it can be represented in terms of nonnegative random masses pu k q kPN at X-valued random locations pφ k q kPN ,
The distribution of the random atoms and their masses under a CRM is characterized by the Lévy-Khintchine representation of its Laplace functional transform. Specifically,
for any measurable function g : X Ñ R such that ş X |gpxq|µpdxq ă`8 almost surely.
The underlying measure ν is referred to as the Lévy intensity measure and it characterizes uniquely the random atoms in µ.
We consider Lévy intensity measures that factorize, say νpds, dyq " ρpdsqH 0 pdyq for some measure ρ on R`absolutely continuous with respect to Lebesgue measure, and some non-atomic probability measure H 0 on X, we say that the CRM is homogeneous and write CRMpρ, H 0 q for the law of µ. The measure ρ is referred to as the Lévy measure, while H 0 is the base distribution. Homogeneity implies independence between pu k q kě1 and pφ k q kě1 , where pφ k q kě1 is a sequence of random variables independent and identically distributed according to H 0 while the law of pu k q kě1 is governed by ρ.
Definition 2. Let µ be a homogeneous CRM, with Lévy measure ρ and base distribution H 0 , and with almost surely positive and finite total mass. A normalized random measure (NRM)
is an almost surely discrete random probability measure P on X obtained by normalizing µ,
i.e.
Since µ is homogeneous, the law of pp k q kě1 is governed by the Lévy measure ρ and the atoms pφ k q kě1 are a sequence of random variables independent of pp k q kě1 , and independent and identically distributed according to H 0 . We
We recall a few results on CRMs and NRMs from the literature. Let µ " CRMpρ, H 0 q with an almost surely finite and positive total mass T " µpXq. Suppose that T is positive and finite almost surely and absolutely continuous with respect to Lebesgue measure with density f ρ ptq.
Let pY i q iě1 be a sequence of random variables that given P , are independent and identically distributed according to P . Since P is almost surely discrete, there is positive probability of Y i " Y j for each pair i ‰ j. This induces a partition Π on N, where i and j are in the same block in Π if and only if Y i " Y j . The random partition Π is exchangeable, and its exchangeable partition probability function (EPPF) can be deduced from the law of the NRM. In fact, Kingman (1975) demonstrates that there is a correspondence between the law of Π and that of the random probability measure.
A second object induced by pY i q iě1 is a size-biased permutation of the atoms in µ. Specifically, order the blocks in Π by increasing order of the least element in each block, and for each k P N let Z k be the least element of the kth block. Z k is the index among pY i q iě1 of the first appearance of the kth unique value in the sequence. Let V k " µptY Z k uq be the mass of the corresponding atom in µ. Then pV k q kě1 is a size-biased permutation of the masses of atoms in µ, with larger masses tending to appear earlier in the sequence. It is easy to see that ř kě1 V k " T , and that the sequence can be understood as a stick-breaking construction: starting with a stick of length S 0 " T ; break off the first piece of length V 1 ; the leftover length of stick is S 1 " S 0´V1 ; then the second piece with length V 2 is broken off, etc.
Theorem 2.1 of Perman et al. (1992) states that the sequence of surplus masses pS k q kě0 forms a Markov chain and gives the corresponding initial distribution and transition kernels, see the supplementary material for details. The EPPF of the random partition Π can be derived from this theorem by enriching the generative process for the sequence pY i q iě1 as follows, where we simulate parts of the CRM as and when required.
• Start with drawing the total mass from its distribution P ρ,H 0 pT P dtq " f ρ ptqdt.
• The first draw Y 1 from µ{T is a size-biased pick from the masses of µ. The actual value of Y 1 is simply Y1 " H 0 , while the mass of the corresponding atom in µ is V 1 , with conditional distribution given by Perman et al. (1992) 's Theorem:
The leftover mass is S 1 " T´V 1 .
• For subsequent draws i " 2, 3, . . .:
-Let K be the current number of distinct values among Y 1 , . . . , Y i´1 , and Y1 , . . . , YK the unique values (atoms in µ). The masses of these first K atoms are denoted V 1 , . . . , V K and the leftover mass is S K " T´ř
-For each k ď K, with probability V k {T , we set Y i " Yk .
-With probability S K {T , Y i takes on the value of an atom in µ besides the first K atoms. The actual value YK`1 is drawn from H 0 , while its mass is drawn from
The leftover mass is again S K`1 " S K´VK`1 .
Multiplying the infinitesimal probabilities of all events leading to the generation of pY i q iPrns , we get: Pitman (2003) ). Let T be the total mass of µ " CRMpρ, H 0 q and Π n be the random partition of rns induced by pY i q iPrns . Let the corresponding unique values (atoms in µ) be pYj q jPrKs with masses pV j q jPrKs , where K is the number of blocks in Π n . Then the infinitesimal probability of the generated random variables is:
where pc k q kPrKs denotes a particular partition of rns with K blocks, c 1 , . . . , c K , ordered by increasing least element and |c k | is the cardinality of block c k .
Notice that although the generative process for obtaining Proposition 1 introduces a particular (size-biased) order to the blocks in Π n , in the above propositions the distribution is in fact invariant to the order. This is due to the exchangeability of the sequence pY i q iě1 .
σ-Stable Poisson-Kingman Processes
The NRMs form a large class of tractable random probability measures that have found a number of applications in Bayesian nonparametrics in recent years. However, a random probability measure which saliently does not belong to this class is the Pitman-Yor process.
To encompass it as well, the notion of normalized random measures needs to be extended, to the Poisson-Kingman processes, first studied by Pitman (2003) .
Let µ " CRMpρ, H 0 q is a CRM with Lévy measure ρ and base distribution H 0 , and that T " µpXq is its total mass. Given a t P R`, we can consider the conditional distribution of µ{t given that the total mass is µpXq P dt. This is a random probability measure, whose law we denote by PKpρ, δ t , H 0 q. Poisson-Kingman processes are obtained by mixing t over some distribution γ on R`.
Definition 3. Let µ be a homogeneous CRM with Lévy measure ρ and non-atomic base distribution H 0 . Assume that the total mass T " µpXq is finite, positive almost surely, and absolutely continuous with respect to Lebesgue measure. Let γ be a distribution on R`and consider the following hierarchical specification:
Then the random probability measure P is called a Poisson-Kingman process with Lévy measure ρ, base distribution H 0 and mixing distribution γ, and we write P " PKpρ, γ, H 0 q.
Clearly, if γpdtq " f ρ ptqdt, the distribution of the total mass under CRMpρ, H 0 q, then PKpρ, f ρ , H 0 q will coincide with NRMpρ, H 0 q. Since µ is homogeneous, the atoms pφ k q kě1 of P are independent of their masses pp k q kě1 and form an independent and identically distributed (iid) sequence according to H 0 , while the masses have law governed by both ρ and γ.
We study a subclass of Poisson-Kingman processes by choosing as their substrate the σ-stable CRM. This class of σ-stable Poisson-Kingman processes coincides with the Gibbs-type random probability measures with positive index (Gnedin and Pitman, 2006) , and includes many examples in the literature, including the Pitman-Yor process.
For 0 ă σ ă 1, the σ-stable CRM is defined by its Lévy measure on R`given by:
The corresponding density of the total mass T " µpXq is a positive σ-stable variate, whose density we denote as f σ ptq.
Definition 4. The random probability measure PKpρ σ , γ, H 0 q is a σ-stable Poisson-Kingman process, with index σ, mixing distribution γ and base distribution H 0 .
EPPF and Gibbs-Type Exchangeable Random Partitions
The specialization to the σ-stable case leads to significant simplifications. Specifically, if we consider the distribution of the exchangeable random partition induced by a σ-stable PoissonKingman process, it can be obtained from Proposition 1 by choosing the Lévy measure (4) and doing a change of variables. See the supplementary material for further details.
Proposition 2 (Pitman (2003)). The EPPF induced by PKpρ σ , γ, H 0 q is of Gibbs-type. That is, it can be written as a product of factors,
Indeed, Gnedin and Pitman (2006) showed that Gibbs-type exchangeable random partitions always have W m " r1´σs m´1 , where σ ď 1 is an index. Further, when σ is positive, they are exactly those induced by the σ-stable Poisson-Kingman processes. Random probability measures beyond this family will necessarily have induced EPPFs which are either of Gibbs-type with σ ď 0 (these are either finite symmetric Dirichlet with variable dimensionality, or Dirichlet processes with variable concentration parameters; see Gnedin and Pitman (2006) , or not Gibbs-type, potentially leading to a loss of mathematical tractability.
Examples
There is significant flexibility in the definition of the mixing distribution γ in σ-stable PoissonKingman processes. A particularly congenial form is given by tilting the σ-stable density f σ using an arbitrary non-negative function h : R`Ñ R`with the property that
and defining a mixing distribution by γpdtq " hptqf σ ptqdt{E σ rhs. In this section we give examples of specific σ-stable Poisson-Kingman processes obtained by using a variety of tilting functions. Some of these are well known and well explored while others are new and/or unexplored. The strength of the sampling approach to be proposed in Section 5 is the ease with which it can be used on all σ-stable Poisson-Kingman processes, so long as the tilting function h can be specified and hptq can be computed easily for each t. While it is important to study the theoretical properties of these Bayesian nonparametric priors, it is equally important, practically, to have efficient samplers that can be used with the whole class.
1. Normalized σ-Stable process (Kingman, 1975) : Denoted by NSpσq, with hptq "1.
2.
Normalized generalized gamma process (Brix, 1999 , Pitman, 2003 , Lijoi et al., 2007 , James, 2002 : Denoted by NGGpσ, τ q, with any σ P p0, 1q and exponential tilting,
3. Normalized inverse Gaussian process (Lijoi et al., 2005) : denoted by NIG, with σ " 1{2 and exponential tilting with τ " 1.
4. Pitman-Yor process (Perman et al., 1992 , Pitman and Yor, 1997 , Ishwaran and James, 2001 ): Denoted by PYpθ, σqhis uses a polynomial tilting instead,
5. Gamma-tilted: Including both polynomial and exponential tilting, we can consider hptq "t´θ exp p´τ tq, τ ą 0 or τ " 0 and θ ą´σ.
6. The Q class (Favaro et al., 2014b) : This is obtained by mixing the tilting parameter of the normalized generalized gamma process using a hierarchical prior η.
hptq "
This class includes all σ-stable Poisson-Kingman processes with a completely monotone tilting function, including the Pitman-Yor process with θ ą 0.
7. Composition of classes remark (Ho et al., 2008) . Let T a positive random variable, and f be a positive function such that the necessary integrals exist.
E´f ptT 
Furthermore, if we choose gpxq " exp p´λ 1 σ xq in the above class we obtain the Mittag Leffler class of Ho et al. (2008) . 
Encoding Our Prior Beliefs 4.1 Choice of h-Tilting Function
In Equation 3 we introduced the hierarchical formulation of Poisson-Kingman processes by first choosing a distribution over the total mass T , then obtaining the corresponding random probability measure by conditioning on it. However, it is not immediately clear what effect this has on the distribution of the number of blocks of the corresponding partition induced by it. In Figure 2 we show the effect of T on the distribution of the number of blocks for n " 10, for different values of the total mass. This helps us to better understand how to elicit a prior for the total mass since we can link this choice to our a priori knowledge about the number of blocks. In Figures 3 and 4 we show how we can recover different convolutions by choosing different tilting functions h i.e. deforming the underlying σ-Stable density. Figure 2: Plots of the probability mass function for the number of clusters with a fixed value of the total mass T .
Power law properties of priors in this class
In the previous section we saw how we can encode our knowledge about the number of clusters by choosing a prior in the σ-Stable-Poisson Kingman class for a finite sample size.
Furthermore, all priors in this class share the following property (Gnedin and Pitman, 2006) : where K n is the number of blocks in a random partition of n P N. Hence, this allows us to encode our knowledge about the number of clusters in the asymptotic regime.
Specifically, Equation (5) says that the quotient of the number of clusters and number of observations goes to a random variable S d " T´σ related to the total mass, with density
Hence, it is through the choice of the tilting function h that we are encoding our prior knowledge. Equation (5) is called power law property by Gnedin and Pitman (2006) and has been shown to be useful in applications of Bayesian nonparametrics (Goldwater et al., 2006 , Teh et al., 2010 , Sudderth et al., 2006 where σ is the power law exponent. In contrast, for the Dirichlet process we have that
where θ is the Dirichlet process' concentration parameter. Indeed, the Dirichlet process encodes a particularly rigid prior on the partitioning of the data induced by it whereas priors in the σ-Stable Poisson Kingman class allow us to flexibly model the number of blocks, which grows as a power law. Wuertz et al. (2013) . It also applies to non-conjugate hierarchical mixture models based on σ-stable Poisson-Kingman processes, by extending the Reuse data augmentation scheme of Favaro and Teh (2013) .
Effective Representation with Data Augmentation
If γpdtq9hptqf σ ptq, the joint distribution over the induced partition Π n , total mass T and surplus mass S is given by:
Γp|c k |´σq Γp1´σq .
Except for two difficulties, this joint distribution easily allows us to construct marginal samplers. The first difficulty is that it is necessary to compute f σ if working with an MCMC scheme using the above representation. Current software packages compute these using numerical integration techniques, which can be unnecessarily expensive. In the following, we describe an integral representation due to Zolotarev, with a view to introducing an auxiliary variable into our system thus removing the need to evaluate the integral numerically.
Proposition 3 (Kanter (1975 ), Zolotarev (1966 ). Let σ P p0, 1q. Then,
Apzq¸dz where Zolotarev's function is
Apzq " " sinpσzq sinpzq
Zolotarev's representation has recently been used by Devroye (2009) to construct a random number generator for polynomially and exponentially tilted σ-stable random variables, and in a rejection sampling scheme by Favaro and Walker (2012) . Our proposal here is to introduce an auxiliary variable Z using a data augmentation scheme (Tanner and Wong, 1987) , with conditional distribution given T P dt described by the integrand in (3).
The second difficulty is that the variables T and S are dependent and that computations with small values of T and S might not be numerically stable. To address these problems, we propose the following reparameterization: W " σ 1´σ log T , and R " S{T . This gives our final representation:
σ-stable Poisson-Kingman Mixture Models
To make the derivation of our sampler explicit, for the rest of the paper we will consider using an σ-stable Poisson-Kingman process as the random mixing distribution in a Bayesian nonparametric mixture model. Specifically,
where F pY q is the observation distribution, and our dataset consists of n observations px i q iPrns of the corresponding variables pX i q iPrns . We will assume that F pY q is smooth and, with a slight abuse of notation, denote its density at x by F px|yq.
In the following we will derive two marginal samplers for our nonparametric mixture model. As opposed to conditional samplers, which maintain explicit representations of the random probability measure P , marginal samplers marginalize out P , retaining only the induced partition Π n of the dataset. In our case, including as well the auxiliary variables W , R, Z in the final representation presented above. Denoting the unique values (component parameters) by pYk q kPrKs , the joint distribution over all variables is given by:
PpW P dw, R P dr, Z P dz, Π n " pc k q kPrKs , Yk P dyk for k P rKs, X i P dx i for i P rnsq
The conditional independencies are visualized as a graphical model in Figure 5 .
Figure 5: Graphical model corresponding to the augmented model.
The system of predictive distributions governing the distribution over partitions given the other variables can be read from the joint distribution (6). Specifically, the conditional distribution of a new variable, say Y n`1 , is:
PpY n`1 P dy n`1 | Π n " pc k q kPrKs , Yk P dyk for k P rKs, W P dw, R P dr, Z P dzq 9 σe pσ´1qw p1´rq´σ Γpn`1´σKq Γpn`1´σpK`1qq H 0 pdy n`1 q`K ÿ k"1 p|c k |´σqδ yk pdy n`1 q.
The conditional probability of the next observation joining an existing cluster c k is proportional to |c k |´σ, which is the same for all exchangeable random probability measures based on the σ-stable CRM. The conditional probability of joining a new cluster is more complex and dependent upon the auxiliary variables. Such system of predictive distributions were first studied by Blackwell and McQueen (1973) for the chinese restaurant process. See also Aldous (1985) for details and Ewens (1972) for an early account in population genetics.
Sampler Updates
In this section we will first describe Gibbs updates to the partition Π n , conditioned on the auxiliary variables W, R, Z before describing updates to the auxiliary variables. We describe two scenarios: a conjugate case when the base distribution H 0 is conjugate to the observation distribution F p¨q, and a non-conjugate case. In the conjugate case, the component parameters pYk q kPrKs can be marginalized out as well, and we describe an extension to Algorithm 4 of Neal (2000) . In the non-conjugate case the parameters cannot be marginalized out, and we derive an extension of the Reuse algorithm of Favaro and Teh (2013) .
Conjugate Marginalized Sampler
In the conjugate case, the state space of our Markov chain consists only of the current partition pc k q kPrKs and the current values of the auxiliary variables w, r and z. We describe the Gibbs updates to the partition here, which involves updating the cluster assignment of one observation, say the ith one, at a time. We will denote quantities associated with the partition with i removed using a superscript i. The corresponding update to the cluster assignment of the ith observation x i can be read off the system of predictives:
where F px|x c q is the conditional density of x under cluster c, given the observations x c " px j q jPc currently assigned to the cluster and with the parameter marginalized out under H 0 :
Non-Conjugate Marginalized Sampler
In general, the base distribution H 0 might not be conjugate to the observation distribution F , and the cluster parameters cannot be marginalized out tractably. In this case the state space of our Markov chain consists of pc k q kPrKs , w, r, z, as well as the cluster parameters pyk q kPrKs We can adapt the the Reuse algorithm of Favaro and Teh (2013) to update our partitions.
In this algorithm a fixed number M ą 0 of potential new clusters are maintained along with those in the current partition pc k q kPrKs . The parameters for each of these potential new clusters are denoted by py new q PrM s . When updating the cluster assignment of the ith observation, we consider the potential new clusters as well as those in pc i k q kPrK i s . If one of the potential new clusters is chosen, it is moved into the partition, and in its place a new cluster is generated by drawing a new parameter from H 0 . For the converse, when a cluster in the partition is emptied, it is moved into the list of potential new clusters, displacing a randomly chosen one. Once every iteration through the dataset, the parameters of the potential new clusters are refreshed by iid draws from H 0 . The conditional probability of the cluster assignment of the ith observation is simply:
Updates to Auxiliary Variables
Updates to the auxiliary variables W , R and Z are straightforward. Their conditional densities can be read off the joint density (6):
Although these are not in standard form, their states can be updated easily using generic MCMC methods. We used slice sampling by Neal (2003) in our implementation. If we have a prior on the index parameter σ, it can be updated as well. Due to the heavy tailed nature of the conditional distribution, we recommend transforming σ to log σ 1´σ .
Numerical Illustrations
In this section we illustrate the algorithm on unidimensional and multidimensional data sets. We applied our MCMC sampler for density estimation of a σ-Stable PK pσ, H 0 , h T ptqq mixture model, for various choices of hptq. In all of the experiments we used a conjugate prior for the parameters of each component of the mixture but we sampled the parameters rather than integrating them out. We kept the hyperparameters of each h-tilting function fixed .
Unidimensional Case: Galaxy Dataset
The dataset from Roeder (1990) consists of measurements of velocities in km/sec of 82 galaxies from a survey of the Corona Borealis region. We chose the base distribution H 0 and the corresponding likelihood F to be:
here N denotes a Normal distribution with given mean and variance. The algorithm's sensibility to the M parameter was tested first and then inference was carried out with different choices of h distributions. Tables Running Time  ESS( Table 2 shows an upward trend as we increase the number of new components per iteration. Intuitively, the computation time increases but also leads to a potentially better mixing of the algorithm. Note that, since any prior in the σ-Stable Poisson Kingman class can be chosen, one possible criterion for prior selection is predictive performance. In Table 3, we computed the average predictive probabilities for some choices of h-tilting function. We observe that all priors in this class have similar average predictive probabilities. Figure 6 : Posterior distribution of the number of clusters, coclustering probability matrix and mean predictive density estimate with credible bands obtained from 210,000 MCMC iterations with a burn in of 10,000 and thinning factor of 20.
Number of New
In Figure 6 we can see that the mode of the posterior distribution is around 10 clusters whereas there are 6 clusters in the coclustering probability matrix. This is due to the fact that a good estimate of the density might include superfluous components having vanishingly small weights as explained in Miller and Harrison (2013) . The third plot shows the corresponding density estimate which is known to be consistent under certain conditions (De Blasi et al., 2013) .
Multidimensional Case: Olive Oil Dataset
The dataset from de la Mata-Espinosa et al. (2011) Table 4 shows an upward trend as we increase the number of new components per iteration. Intuitively, the computation time increases but also leads to a potentially better mixing of the algorithm. In Table 5 , we computed the average predictive probabilities for each choice of h-tilting function. We observe that all priors in this class have similar predictive probabilities. Then, the MCMC sampler was run on the full projected dataset and some summarisations were gathered e.g. the mean curve per cluster and the coclustering probability matrix. This mean curve per cluster reflects the average triacylglyceride profile per oil type. The coclustering probability matrix was used as an input to an agglomerative clustering algorithm to obtain a hierarchical clustering representation (Medvedovic and Sivaganesan, 2002) . Indeed, sometimes it is useful to think of a hierarchical clustering rather than a flat one since it might be natural to think of superclasses.
The mean curves per cluster were found by thresholding the hierarchy to 8 clusters and ignoring clusters of size one and are reported in Figure 7 . The first and last plot correspond Examples Average Predictive Probability DP 5.5484e-12 (7.6848e-13) PY 4.1285e-12 (7.5549e-13) NGG 9.6266e-12 (3.4035e-12) Gamma tilted 6.7099e-12(1.5767e-12) NS 8.3328e-12(9.7106e-13) Lamperti tilted 5.4251e-12 (1.0538e-12) Table 5 : Average (5-fold) predictive probabilities to data that belongs to non-olive blends of oil. The second plot corresponds to the olive oil cluster and it is well represented by the mean curve. The third and fourth plots correspond to non-olive monovarietal oil clusters. We could interpret the two clusters as different varieties of vegetable oil since their corresponding mean curves are indeed different. In the dendrogram it is clear that most of the data belongs to 3 large clusters and that 60% of the triacylglycerides are olive oil.
Discussion
With completely random measures the law of the total mass is completely specified by it.
In contrast, if we allow the total mass to have a different distribution we obtain the class of Poisson-Kingman processes introduced by Pitman (2003) . In addition to this, if we choose the associated Lévy measure to be the σ-Stable one we obtain the σ-Stable Poisson Kingman class. This class of random probability measures are still mathematically tractable.
Furthermore, these are fully characterised by their corresponding system of predictive distributions and hence form a natural class to study. However, the exploration of this class has been hindered by the apparent intractability of the σ-Stable density as noted by Lijoi et al. (2008) . The aim of this paper was to review this class of priors and some characterisations of it which allowed us to build a novel algorithm for posterior simulation that is efficient and easy to use.
A conditional sampler has previously been proposed in Favaro and Walker (2012) Furthermore, while it is interesting from a theoretical point of view to have posterior marginal or conditional conjugacy (James et al. (2009) for NRMs), from a computational perspective this is not required: it is enough to have certain conditional representations of the corresponding class. In addition to this, by proposing an augmented version of the system of predictive distributions we can bypass numerical integration steps. Our sampler could be used as a building block in a more complex model using the proposed algorithms and exploiting the class' power law properties. This is an interesting avenue of future research. Pitman, J. and Yor, M. (1997) . The two-parameter Poisson-Dirichlet distribution derived from a stable subordinator. Annals of Probability, 25:855-900.
Regazzini, E., Lijoi, A., and Prüenster, I. (2003) . Distributional results for means of random measures with independent increments. Annals of Statistics, 31:560-585. 
A Extended section on Completely Random Measures
For completeness, we give an extended review of completely random measures introduced in Kingman (1967) and the construction of random probability measures obtained by nor-malizing them, leading to the class of normalized random measures (Regazzini et al., 2003 , James et al., 2009 ).
Definition 5. Let X be a complete and separable metric space endowed with the Borel σ-field BpXq. A completely random measure (CRM) µ is a random element taking values on the space of boundedly finite measures on X such that, for any collection measurable subsets of A 1 , . . . , A n in BpXq, with A i X A j " H for i ‰ j, the random variables µpA 1 q, . . . , µpA n q are mutually independent.
gpyq˘ν pds, dyq
The underlying measure ν is referred to as the Lévy intensity measure and it characterizes uniquely the random atoms in µ. Intuitively, the point process pu k , φ k q kPrN s is described by a Poisson process over R`ˆX with intensity measure ν, and (2) is the characteristic functional of the Poisson process evaluated at the function ps, yq Þ Ñ sgpyq.
In order that µ has almost surely finite total mass, (2) with gpyq " 1 shows that the Lévy intensity measure is required to satisfy the property
Furthermore, the expected number M of random atoms in µ is obtained by Campbell's Theorem to be the total mass of the Lévy intensity measure νpR`ˆXq " ρpR`q. In typical applications of Bayesian nonparametrics we require that this be infinite, for instance, so we may work with mixture models with infinite number of components. This also guarantees that the total mass µpXq is positive almost surely.
Definition 6. Let µ be a homogeneous CRM, with Lévy measure ρ and base distribution H 0 , and with almost surely positive and finite total mass. A normalized random measure (NRM)
We recall a few results on CRMs and NRMs from the literature, which will be necessary in the next section. Let µ " CRMpρ, H 0 q with an almost surely finite and positive total mass T " µpXq. Suppose that T is positive and finite almost surely and absolutely continuous with respect to Lebesgue measure with density f ρ ptq.
Let pY i q iě1 be a sequence of random variables that given P , are independent and identically distributed according to P . Since µ is almost surely discrete, there is positive probability of Y i " Y j for each pair i ‰ j, i.e. when both are assigned the value of the same atom in P . This induces a partition Π on N, where i and j are in the same block in Π if and only
The random partition Π is exchangeable, and its exchangeable partition probability function (EPPF) can be deduced from the law of the NRM. In fact, Kingman (1975) demonstrates that there is a correspondence between the law of Π and that of the random probability measure.
A second natural object induced by pY i q iě1 is a size-biased permutation of the atoms in µ. Specifically, order the blocks in Π by increasing order of the least element in each block, and for each k P N let Z k be the least element of the kth block. Z k is the index among pY i q iě1 of the first appearance of the kth unique value in the sequence. Let V k " µptY Z k uq be the mass of the corresponding atom in µ. Then pV k q kě1 is a size-biased permutation of the masses of atoms in µ, with larger masses tending to appear earlier in the sequence. It is easy to see that ř kě1 V k " T , and that the sequence can be understood as a stick-breaking construction: starting with a stick of length S 0 " T ; break off the first piece of length V 1 ; the leftover length of stick is S 1 " S 0´V1 ; then the second piece with length V 2 is broken off, etc.
Proposition 4 (Perman et al. (1992) ). The sequence of surplus masses pS k q kě0 forms a Markov chain, with initial distribution and transition kernels:
The proposition can be proven by induction, with each step being an application of the Palm formula (Kingman, 1993) for Poisson processes following an argument similar to the proof of Proposition 2.4 in Bertoin (2006) as follows:
Proof. Induction over k, where k is the number of size biased picks. Let µ " ř 8 k"1 ω k δ x k be an homogeneous completely random measure.
1. Case k = 1. A size biased sample can be obtained from it in the following way: we first pick the kth atom with probability
where T " ř 8 k"1 ω k , the kth surplus is S k " T´ř k j"1 W j and set W1 " ω k . We are interested in the following conditional expectation:
since we can formally define the conditional probability of interest as a weak limit of the conditional expectations indexed by . Furthermore, in this proof it is only done for a simple function of the form δ W 1 pdωq but it can be easily extended for a measurable function f . We can proceed in the following way: if we consider a general simple function, then a non-negative measurable function as a limit of such simple functions and then decompose a measurable function f in its negative an positive parts (Laha and Rohatgi, 1979) . If we draw from the random measure
and then average over it we obtain the numerator in (7):
or the third equality, we use Palm's Formula where GpM, f q " ppzqdz " ż δ z pxqppzqdz " ppxq to obtain the denominator and hence E pW1 P dω | T P rt, t` sq ÝÑ ωρpdωqf ρ pt´ωq tf ρ ptq as Ñ 0`.
2. Suppose the statement holds true for k ą 1, i.e.
E`Wk P dω | T P rt, t` s , Wj P dω j @j P rk´1s˘"
ffω f ρ pt´ř k j"1 ω j q pt´ř E`Wk`1 P dω | T P rt, t` s , Wj P dω j @j P rks˘" E`Wk`1 P dω, Wj P dω j , @j P rks, T P rt, t` sȆ`Wj P dω j , @j P rks, T P rt, t` s˘.
The denominator is given by the induction hypothesis (IH) so it's enough to prove this for the numerator:
E`Wk`1 P dω, Wj P dω j , @j P rks, T P rt, t` s˘" E˜8 ÿ k"1 ω k T δ ω k pdω j q, @j P rk`1s, T P rt, t` sq¸I here, again, we use the IH in the second equality. Specifically, the fact the sequence of the first k surpluses masses has the Markov property so it is enough to condition on the last surplus mass. Finally, we obtain:
E`Wk`1 P dω | T P rt, t` s , Wj P dω j @j P rks˘" ωf ρ pt´ř k`1 j"1 ω j q pt´ř k j"1 ω j qf ρ pt´ř k j"1 ω j q ρpdωq as Ñ 0`.
Returning to the random partition Π, its EPPF can be derived from Proposition 4, by enriching the generative process for the sequence pY i q iě1 as follows, where we simulate parts of the CRM as and when required.
• The first draw Y 1 from µ{T is a size-biased pick from the masses of µ. The actual value of Y 1 is simply Y1 " H 0 , while the mass of the corresponding atom in µ is V 1 , with conditional distribution given by Proposition 4: P ρ,H 0 pV 1 P dv 1 |T P dtq " v 1 t ρpdv 1 q f ρ pt´v 1 q f ρ ptq .
-Let K be the current number of distinct values among Y 1 , . . . , Y i´1 , and Y1 , . . . , YK
the unique values (atoms in µ). The masses of these first K atoms are denoted V 1 , . . . , V K and the leftover mass is S K " T´ř K k"1 V k .
Multiplying the infinitesimal probabilities of all events leading to the generation of pY i q iPrns , we get Proposition 2.
Proposition 5 (Pitman (2003) ). Let T be the total mass of µ " CRMpρ, H 0 q and Π n be the random partition of rns induced by pY i q iPrns . Let the corresponding unique values (atoms in µ) be pYj q jPrKs with masses pV j q jPrKs , where K is the number of blocks in Π n . Then the infinitesimal probability of the generated random variables is:
P ρ,H 0 pT P dt, Π n " pc k q kPrKs , Yk P dyk , V k P dv k for k P rKsq "t´nf ρ pt´ř
Γpm´σq pu`τ q m´σ .
The EPPF can be obtained from Corollary 1 using the generalised gamma Lévy measure.
Example 2. The EPPF of the exchangeable partition Π induced by PYpθ, σq is given by:
The EPPF can be obtained from Proposition 5 by introducing a disintegration
performing a change of variables S " T´ř K k"1 V k , W " R σ and marginalizing out S and pV k q kPrKs .
Example 3. The EPPF of the exchangeable partition Π induced by the DPpϕ, H 0 q with base measure H 0 and concentration parameter ϕ is given by:
P`Π n " pc k q kPrKs˘"
Γp|c k |q where ρpxq " ϕx´1 exp p´xq f ρ pxq " 1 Γpϕq x ϕ´1 exp p´xq.
are the Lévy measure of the Gamma Process and the corresponding density function, respectively.
Example 3 can be obtained from Proposition 5 by performing a change of variables P k " V k {T for k " 1, . . . , K´1, and marginalizing out T and pP k q kPrKs .
