Abstract-In cellular communication systems with optional device-to-device (D2D) links, user equipments (UEs) can operate in either D2D mode or cellular mode for data transport. This work introduces mixed-mode D2D communication in which D2D links can operate in multiple modes through resource multiplexing. Within this framework, we study the problem of maximizing weighted D2D sum rate under cellular rate constraints by optimizing mixed-mode allocation and resource allocation in term of transmit power and subchannel assignment. Due to nonconvex cellular rate constraints and binary constraints of subchannel allocation, this problem is a nonconvex mixed-integer problem that is generally difficult to solve. We propose a two-step approach by introducing energy-splitting variables such that mixed-mode allocation and resource allocation can be decoupled and optimized independently. The resulting algorithm can be distributive, requires little signaling overhead, and has low computational complexity. We present extensive numerical results to demonstrate the practicality of our proposed algorithm with regard to various network parameters.
I. INTRODUCTION
A S THE evolution of cellular wireless networks continues, short-range communication through device-todevice (D2D) link becomes a key candidate technology to boost the performance of LTE systems [1] , [2] , [3] . In D2D enabled cellular systems, user terminals (devices) may communicate directly within the licensed cellular bandwidth whereas the eNB still maintains control over such direct links in terms of link setup and resource allocation. Since D2D communication can share channel resources with cellular transmissions in D2D underlay structure [4] , it not only provides high-rate local communication, but also enables more efficient spectral utilization and resource scheduling across the full network.
In D2D enabled cellular networks, two devices may operate either in regular cellular mode communicating through the eNB or in D2D mode communicating directly. Such decision process is called mode selection. Depending on channel con-ditions, power constraints and system quality-of-service (QoS) requirements, various mode selection strategies have been proposed in the literature [4] - [7] . However, most existing works focus on binary mode selection, where each D2D link can only operate in one mode in which a binary mode indicator indicates the selection of certain mode. In this work, we consider mixed mode operation in which each D2D link can utilize multiple modes through resource multiplexing. When both D2D and cellular links must meet certain QoS objectives, mixed mode operation may be preferable as it incorporates advantages of different modes. In this work, we shall study optimal mixedmode strategy in order to meet multiple link requirements that are inherent in D2D enabled cellular networks.
Besides mode selection, resource allocation is another important topic of D2D communications, due to its effectiveness in interference management. For example, the eNB can allocate cellular resources to direct links that are far apart so as to reduce cochannel interference and hence improving spectral efficiency. There are a number of recent research works devoted to resource allocation problems in the D2D context. Game theory is a popular technique that has been applied extensively [8] - [10] and an overview is available in [11] . Other research works considered mixed integer nonlinear programming [12] , interference avoidance [13] , [14] and fractional resource sharing [15] . Furthermore, joint mode selection and resource allocation in D2D underlay has also been studied with the objective of minimizing total power consumption [16] or maximizing system sum rate [17] , [18] . Since D2D links usually have much larger channel gain than cellular links, the cellular link rate may be sacrificed to boost the D2D rate when only system sum rate is of interest [19] . Therefore, the problem formulations in [16] - [18] may lead to substantial loss of cellular user performance, which however is usually granted higher priority than D2D links in practical systems. To assure prioritized cellular communication, it is more important to enforce minimum QoS requirements for cellular user satisfaction before optimizing D2D data rate. Furthermore, instead of focusing on binary mode selection, we should exploit ways to take advantages of mixed-mode operation for satisfying differentiated cellular and D2D link requirements.
In this work, we study an optimization problem involving mixed-mode allocation and resource allocation for D2D enabled cellular networks. Our framework assumes that D2D links can multiplex resources so as to operate in different modes. Our objective is to optimize the subchannel allocation for each D2D link, as well as the radio resource fraction and the transmission power for each mode such that the weighted D2D sum rate can be maximized under predetermined cellular 1536-1276 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. rate constraints. The major contributions of this paper are summarized as below: 1) We exploit the advantages of mixed-mode D2D operation through radio resource partition and power control. Our analysis shows that mixed-mode D2D operation provides better cellular-rate constrained D2D link performance. 2) We study joint mode and resource allocation for D2D enabled cellular networks. Unlike existing works that consider power allocation on subcarrier basis, our work optimizes radio resource division and power allocation in different modes in order to improve the performance of D2D network. 3) We approach the joint optimization problem by introducing energy-splitting variables such that mode allocation and resource allocation can be decoupled and optimized independently. This method significantly reduces the computational complexity of the joint optimization problem, thus facilitating its practical application. We further discuss a distributed implementation algorithm with low signaling overhead. The rest of the manuscript is structured as follows. We describe the system model in Section II. Section III presents the problem formulation of joint mode and resource allocation. Section IV and Section V focus on the optimization of mode allocation and resource allocation, respectively. We present our numerical results in Section VI before our concluding remarks in Section VII.
II. SYSTEM MODEL
We consider a LTE cellular network in which cellular user equipments (CUEs) in each cell are assigned orthogonal resource block (RB) chunks for either uplink or downlink communications with the eNB. As illustrated in Fig. 1 , the resource pool of the cell contains the uplink and downlink RB chunks of CUEs that are in steady communication status and have low data rate requirements. Let J = {1, · · · , J } be the set of CUEs. The resource pool can be denoted as K = {1, 2, · · · , 2 j−1, 2 j, · · · , K }, where 2 j−1 and 2 j denote the uplink and downlink RB chunk of CUE j respectively and K = 2J . This notation applies to both FDD and TDD cellular systems since they both guarantee non-overlapping resource allocation among CUEs. Also, we consider common channel state across each RB chunk by selecting a small enough number of resource blocks for each chunk.
A. Channel Model
To limit interference from D2D communications to the cellular system, we assume that each RB chunk can be shared by at most one D2D link. Denote I = {1, · · · , I } as the set of D2D links. For a fixed pairing (i, k) between D2D links and RB chunks, the UEs and the eNB can optionally operate in one of the following modes:
where m is the mode indicator. m = 1 represents regular cellular communication without D2D communication. m = 2 indicates DeD (Device-eNB-Device) mode where the D2D devices communicate through the eNB without cochannel cellular transmission. ikm denote the cellular and D2D link rate, respectively. Depending on whether RB chunk k is cellular uplink or downlink resource, the rate functions differ as given in Table I , where
are the rate functions of uplink hop and downlink hop in the DeD mode. The channel vectors in Table I are denoted in Fig. 2 . w ikm and v ikm are the normalized transmit and receive precoder of the eNB. Without loss of generality, we assumed unit noise variance. p ikm is the transmission power of D2D link i on RB chunk k in mode m, while P k and P e denote the transmission power of the CUE on RB chunk k and the transmission power of the eNB, respectively. We focus on optimizing D2D communication parameters and assume minimum disruption to existing cellular infrastructure. Therefore, P k and P e are assumed constants that are specified according to the standard cellular power control protocol [20] .
In practical cellular networks, D2D communications are considered as an add-on functionality that shall not cause severe interference to the existing cellular infrastructure. This constraint can be characterized as minimum rate requirements [21] , maximum allowable outage probability [22] or maximum tolerant interference level of cellular links [23] . In this paper, we will consider cellular QoS enforced by minimum cellular rate requirements. The goal of D2D communication is hence to maximize D2D data rate under cellular link rate constraints. Among the four modes discussed above, the DeD mode and the Dedicated D2D mode only contribute to D2D rate, therefore they are not feasible in terms of achieving minimum cellular rate requirements. Nevertheless, the D2D rate can be significantly increased by utilizing the two modes. On the contrary, the Pure Cellular mode maximizes cellular link rate by forbidding D2D communication. The D2D Underlay mode can fulfill cellular QoS requirements while achieving nonzero D2D rate, but the D2D link performance is limited by cochannel interference. To optimize cellular-rate constrained D2D link performance, it is necessary to combine the benefits of different modes. We will exploit this idea with more details in the rest of the paper. 
B. Resource Multiplexing
One critical issue of enabling mixed-mode D2D operation concerns its practical implementations in existing LTE systems. This problem can be resolved by segmenting each RB chunk such that distinct RBs are used for different modes. In LTE systems, the radio resources are allocated to UEs in units of RB pairs. As illustrated in Fig. 3 , the RB pair is a two dimensional block that consists of one subframe in the time domain and 12 subcarriers in the frequency domain. Each subframe has a duration of 1ms. Let N k be the number of RB pairs in RB chunk k and x ikm be the fraction of RB chunk k allocated to D2D link i for mode m. Then N k x ikm RB pairs will be used by the eNB and corresponding UEs to operate in mode m. The mode allocation can be implemented through frequency-division multiplexing (FDM), time-division multiplexing (TDM) or across the two dimensional plane. Fig. 3 illustrates FDM as an example, where different modes occupy different frequency bands within the RB chunk.
The RB pair based mode allocation can be implemented effectively without additional signaling overhead by devising simple labeling protocols. Take Fig. 3 as an example. By indexing the subcarriers and allocating mode continuously, the D2D and cellular transmitter can simultaneously locate the starting subcarrier of each mode and operate in the corresponding mode.
III. PROBLEM FORMULATION
To address the multi-objective nature of D2D underlay system, we formulate the joint mode and resource allocation problem with the objective of maximizing weighted D2D sum rate under cellular rate constraints. We use μ ik as the pairing indicator between D2D link i and RB chunk k, which takes binary value as below
Further, β i ≥ 0 is the weight of D2D link i, which can be specified according to system fairness and priority requirements [24] . Define {x ikm , p ikm , w ikm , v ikm } and {μ ik } as the collection of variables over all the index sets. The mixed-mode resource allocation problem is formulated as
In the problem, (5c) enforces that the rate of each cellular link must be higher than a given threshold R k , which characterizes the minimum QoS requirements of prioritized CUEs. For feasibility concern, it is assumed that R k is smaller than the cellular rate in Pure Cellular Mode. (5d) is the sum energy constraint of each D2D transmitter. (5e) requires that the sum of all radio resource fractions in different modes cannot be larger than one. (5f) regulates that each RB chunk can only be reused by at most one D2D link.
Due to the binary constraints of {μ ik }, problem (5) is a combinatorial problem with I K possible pairings between D2D links and RB chunks. The computational complexity is prohibitively high in cellular systems where the number of RB chunks and the number of D2D links are usually very large.
Moreover, the cellular rate constraints (5c) are nonconvex, which makes problem (5) generally intractable.
A. Two-Step Approach
To tackle the issues of non-convexity and combinatorial integer constraints, we approach problem (5) by first investigating the optimal mode allocation for a fixed pairing (i, k) between D2D links and RB chunks. The mode allocation problem for fixed (i, k) is expressed by
Noting that problem (6) is optimized for every pairing (i, k), we omit indices i, k in the rate functions and optimization variables above for simplicity. Constraint (6b) results from the cellular rate constraints (5c). Since each RB chunk can be reused by at most one D2D link, the cellular rate must be larger than the corresponding threshold R k for a valid pairing (i, k). Considering that each D2D link may possibly be allocated multiple RB chunks, we handle the sum energy constraint (5d) by introducing energy-splitting variables E ik . E ik ≥ 0 and
In problem (6), E ik can be taken as a constant. Nevertheless, the objective value (6a) will be a function of E ik , which we denoted as
Problem (7) is a standard joint subcarrier and power allocation problem for cellular uplink [24] . However, the solution of the problem depends on the function Q ik (E ik ). In the following sections, we will first study problem (6) to characterize Q ik (E ik ). Based on the results, problem (7) is further discussed with practical implementation considerations.
IV. MIXED-MODE ALLOCATION
In this section, we will discuss the solution to the mode allocation problem (6). We first focus on optimizing the multiantenna vectors w m and v m for uplink and downlink sharing, respectively. Based on the optimal multi-antenna vectors, problem (6) is simplified with only optimization variables {x m , p m }, which is solved by successive convex approximation method.
A. Uplink Sharing
In this subsection, we study the optimal multi-antenna vectors of problem (6) for uplink sharing scenario. For ease of discussion, we summarize the expressions of D2D rate functions in uplink sharing scenario as below
where
We will show that r
for the optimal solution of problem (6) using proof by contradiction. Suppose r
. This contradicts with the fact that
must hold for the optimal solution of problem (6) .
Meanwhile, the cellular rate functions for uplink sharing can be summarized as
From (8) and (11), we can obtain the following optimal multiantenna vectors
For v 4 , its optimal form can be derived from
The expression above is called Rayleigh Quotient [25] and its maximizer is given bȳ
Correspondingly,
Applying eigen decomposition to
4 can be further simplified as
Substituting the optimal multi-antenna vectors into the rate functions, the D2D rate can be expressed as r 
Further, r
. Plugging the simplified rate functions and using substitution of variable e m = x m p m , we can rewrite problem (6) 
subject to x 1 r is jointly convex in x 4 and e 4 . Therefore, (18) is not a convex problem. We will approach the problem using successive convex approximation. Before that, we first discuss problem (6) for downlink sharing scenario.
B. Downlink Sharing
In downlink sharing, the rate functions r
change whereas other rate functions remain the same as in (18) . The optimalw 1 can be derived similarly as (12) . Correspondingly,
From Table I , we can see that w 4 affects both cellular rate r
and D2D rate r
4 . Therefore, it is difficult to find the optimum w 4 for problem (6) 
Substituting the rate functions into (6), the problem can be rewritten into a similar form as (18) . In the following subsections, we will focus our discussion on (18) noting that it applies to both uplink and downlink sharing scenarios.
C. Successive Convex Approximation (SCA)
In this subsection, we will discuss the solution to problem (18) . To resolve the nonconvexity of the problem, we employ successive convex approximation (SCA) transforming (18) into a series of convex approximated problems. Specifically, the lefthand-side (LHS) of (18b) is replaced with its first-order Taylor expansion at different points iteratively. Let x 
e are expressed in (24) . The second equality follows from r 
subject to x 1 r [26] and the optimum is used for Taylor expansion at the next SCA iteration. It can be shown that the three conditions provided in IV-A of [27] hold for our problem. Therefore, by iteratively using Taylor expansion and solving the corresponding convex approximated problem, the SCA algorithm will converge to a local maximum of (18) .
4 (e (t)
Recall the discussion in Section III, the objective value of problem (18) as a function of E ik will be used for the resource allocation problem (7) . From the analysis above, it is difficult to characterize Q ik (E ik ) due to that problem (18) is nonconvex. Denote the objective value obtained by the SCA algorithm aŝ Q ik (E ik ). We will use it to replace Q ik (E ik ) in problem (7).
D. Convex Approximated Problem
To investigate the solution structure of mode allocation, we study the dual problem of (23) in this subsection. For simplicity, we omit the supscript (t) . Since (23) is a convex problem with a feasible solution given by x m = p m = 0 for all m ∈ M except that x 1 = 1, it satisfies Slater's condition [26] . Therefore, strong duality holds for the problem, i.e., its dual problem has the same optimal value as the primal problem. By introducing dual variables, the primal variables can be decomposed and hence be optimized independently. We will derive the optimal forms of the primal variables and further discuss the solution to the dual problem. 
based on which the dual function is defined as
with the dual problem expressed by
To get the dual function in (26), we can take the derivatives of the Lagrangian function with regard to the primal variables. The derivative with regards to e 4 is given by
e 4 that maximizes the Lagrangian function can be derived by setting the derivative to zero.ē 4 = x 4p4 wherē
with (a) + max(a, 0). Similarly,ē m = x mpm for m = 1, 2, 3 wherē
is the unit step function, we denote
Substitutingē m into (25), we can obtain
Denoteφ(λ 1 , λ 2 ) = max m φ m (λ 1 , λ 2 ) as the maximal value of φ m (λ 1 , λ 2 ) and
as the indices of φ m (λ 1 , λ 2 ) that achieve the maximal value. Since x m ≥ 0, it holds that
The second inequality follows that 
As a result,x m = 0 for m / ∈ M a . Pluggingx m into (31), we get the dual function given by 
2) Dual Solution:
We approach the dual problem (27) by first characterizingλ 2 (λ 1 ), which is the optimal λ 2 that minimizes D(λ 1 , λ 2 ) for a given λ 1 . As a result, the dual function reduces to a single-variable function that can be minimized through line search. In what follows, we use simpler notationφ and φ m as long as there is no confusion that they are functions of λ 1 and λ 2 .
First, we characterizeφ = max m φ m in different range of λ 2 . For fixed λ 1 , the variation of φ m with regards to λ 2 is depicted in Fig. 4 . Since φ 2 and φ 3 does not depend on λ 2 , we denote φ 23 = max (φ 2 , φ 3 ) as the larger one, which corresponds to the flat curves in Fig. 4 . φ 1 is a linear function of λ 2 and intersects with φ 23 at λ (1) 2 (λ 1 ), which is a function of λ 1 . Recall the expressions of φ 3 and φ 4 given in (30). For given λ 1 , φ 4 < φ 3 ≤ φ 23 at λ 2 = 0 since c 4 < c 3 . Furthermore, φ 4 → ∞ when λ 2 → ∞. Therefore, φ 4 will also intersect with φ 23 . Their intersection is denoted as λ (4) 2 (λ 1 ). Depending on the relative value of λ (1) 2 (λ 1 ) and λ (4) 2 (λ 1 ), the realization ofφ falls into two scenarios as depicted in Fig. 4 . In Scenario I,φ takes value from φ 23 to φ 1 sequentially. In Scenario II,φ moves from φ 23 to φ 4 and then φ 1 . The transition points are as marked in the figure, which are all functions of λ 1 . We denote I as the range of λ 1 such that Scenario I holds and similarly define I I for Scenario II.
After characterizingφ, the dual function can be specified into different expressions depending on the range of λ 1 and λ 2 . By taking the derivative of the dual function with respect to λ 2 , it is easy to show that
The proof is given in Appendix A. Based on (35), we further have the following proposition for the dual solution.
(37)
Proof: See Appendix B. The main result in proving Proposition 1 is that the minimizer of f D (λ 1 ) for λ 1 ∈ I I must be one of the two transition points in Fig. 4. (b) . Proposition 1 further indicates that the dual solution will be one of the three transition points in Fig 4. Therefore, at least two φ m 's will take the maximal value for the optimal solution of the dual problem. Correspondingly, at lest two modes will be active for the optimal solution of the convex approximated problem (23) . This result is different from the "winner-takes-all" strategy proposed in Lemma 1 of [28] , mainly because of the cellular rate constraint (23b). By combining the advantages of multiple modes, mixed-mode resource allocation can better serve the multi-objective nature of problem (23) . Since the SCA algorithm evolves through the optimal points of (23) and all the local minima arrived by the SCA algorithm will have the same property, mixed-mode will also be the optimal solution of the mode allocation problem (18) .
V. RESOURCE ALLOCATION
In this section, we will optimize E ik and μ ik for problem (7) . Considering that {μ ik } take binary values, we have the following proposition.
Proposition 2: Denote {μ ik ,Ē ik } as the optimal solution of problem (7) . It holds thatĒ ik =μ ikĒik (38) for all i ∈ I, k ∈ K.
Proof: See Appendix C. Based on Proposition 2, we define new variables
where we define μ ikQik (α ik /μ ik ) μ ik =0 = 0 and
We will study problem (39) by first relaxing the binary constraints of {μ ik }. The binary solution is later enforced based on the study of the relaxed problem.
A. Lagrangian Dual Decompostion
After relaxing the binary constraint of {μ ik }, the Lagrangian function of problem (39) is
(40a) Its partial derivative with regards to α ik equals
From (41),ᾱ ik /μ ik that minimizes (40a) can be expressed as a function of λ i , which we denote as g(λ i ). As a result, (40a) can be written as
Since μ ik ≥ 0 and
Correspondingly,μ¯i k k = 1 andμ ik = 0 for i =ī k . This indicates that RB chunk k will be allocated to the D2D link with the largest quantity in (43). Ifī k is unique for all k ∈ K, then the binary constraint of μ ik will be automatically satisfied. Whenī k is not unique,μ¯i k k may possibly take fractional value, leading to a tie [24] . When ties occur, the value of {μ¯i k k } are determined by the power constraint, which however has high computational complexity. Furthermore, the computation of the optimal dual variables {λ i } is also prohibitive when the number of D2D links is large. In the following, we will propose a practical RB chunk and energy allocation method that can be implemented distributively, exhibiting low computational complexity and signaling overhead.
B. Reduced Complexity Algorithm
Different from [24] in which the rate function admits closed form, evaluating the function valueQ ik (·) in our problem requires SCA iterations. Therefore, one key factor to reduce the computational complexity of problem (39) is to minimize the number ofQ ik (·) evaluation. Accordingly, we propose the following Fitting Algorithm:
Initially, we assume uniform energy allocation across all RB chunks. Considering that the energy level depends on the number of RB chunks allocated to each D2D link, we decide the RB chunk allocation by inspecting the objective value of problem (39). Specifically, RB chunk k will be allocated to D2D link i if and only if it results in the largest gain to the weighted D2D sum rate. Let S i denote the set of currently allocated RB chunks to D2D link i and |S i | its cardinality, the weighted D2D sum rate gain of allocating RB chunk k to D2D link i is
AssumingQ ik (E ik ) = log(1 + c ik E ik ), where c ik is the effective channel gain of D2D link i on RB chunk k, we havê
in which
During the RB chunk allocation phase, we first sort the RB chunks in descending order ofQ k , then assign the RB chunks sequentially. For each RB chunk, the D2D link with the largest β i Q ik (E i ) + φ (|S i |) will be selected as the optimal link. Since each D2D link only needs to evaluateQ ik (E i ) for each RB chunk, the overall complexity of RB chunk allocation in terms of the number ofQ ik (·) evaluation is I K .
After all the RB chunks are allocated, the energy allocation of D2D link i can be optimized by solving the following problem:
subject to
Using general optimization tools to solve problem (46) will be computationally consuming sinceQ ik (·) needs to be evaluated frequently. Recall the approximationQ
Consequently, problem (46) can be solved by classic waterfilling algorithm withĒ
where λ i can be obtained using bisection search such that k∈S i E ik = E i . The Fitting Algorithm above is mainly based on the curve fitting assumptionQ ik (E ik ) = log (1 + c ik E ik ). The accurate expression ofQ ik (E ik ) depends on the parameters in problem (18) and may not follow this form if more than one mode contributes to the D2D link rate. Nevertheless, owing to mutual interference mitigation achieved by optimized RB chunk allocation, the Underlay D2D mode is likely to be dominant in the   TABLE II  DISTRIBUTED IMPLEMENTATION PROCEDURES optimal mode allocation. Therefore, the curve fitting is close to accurate function curve. In the next section, we will show that the proposed algorithm performs sufficiently well in practical D2D underlay system. At the same time, its low computational overhead makes it applicable for real-time network deployment.
C. Distributed Implementation
In this subsection, we will discuss the implementation procedures of the proposed Fitting Algorithm. Since the eNB maintains control of D2D links, the algorithm can be implemented distributively with low signaling overhead using regular LTE downlink and uplink channels. We list the procedures in Table II .
During the RB trunk allocation phase, the eNB will acquire {Q ik (E i )} k∈K from each D2D link, which is determined locally by solving the mode allocation problem (18) . While the D2D link CSI {c m } can be estimated at each D2D transmitter locally, the cellular link CSI parameters r 3 , R k of each RB chunk can be acquired from the eNB on regular LTE downlink channels. The overall signaling overhead for computing and collectingQ ik (E i ) equals 6I K in terms of the number of transmitted real quantities. The signaling overhead can be further reduced in a more stable cellular communication environment since the eNB only needs to signal the CSI information of those CUEs that recently enter the resource pool and of those experiencing significant changes.
After RB chunk allocation, the eNB needs to pass the result to D2D links, each of which can then independently implement water-filling algorithm to optimize the energy allocation across the allocated RB chunks. The overall signaling overhead of passing RB chunk allocation result is K , which can be accomplished through regular LTE downlink channels.
Given the optimized energy level across each allocated RB chunk, D2D links can further decide the optimal resource fraction and transmission power of each mode. The resource fraction result is then transferred to the eNB, who further passes the information to the corresponding CUE, such that they can coordinate in resource multiplexing for mixed-mode operation as discussed in Section II-B. The eNB serves as a relay for passing information between D2D links and CUEs. The overall signaling overhead is 6K since only three resource fractions need to be informed given the sum constraint (18d).
Compared with centralized implementation where the eNB optimizes all the variables, the distributed implementation requires less signaling overhead by taking advantage of local processing at the D2D links. Furthermore, it also shifts the computational load of optimizing mode allocation and energy allocation from the eNB to I D2D links, which enables faster optimization of the system parameters.
VI. NUMERICAL RESULTS
In this section, we present numerical results to demonstrate the performance of the proposed joint mode and resource allocation method. We first illustrate the advantages of mix-mode D2D communication in improving cellular-rate constrained D2D link rate. The performance of proposed RB chunk and energy allocation algorithm is further evaluated in comparison with other algorithms.
A. Mode Allocation Results
We first evaluate the results of the mode allocation problem (6) for a given D2D link and a given RB chunk. As discussed in Section IV, the problem can be reduced to (18) before solved using successive convex approximation (SCA) algorithm. We assume the eNB is equipped with four antennas. The channel vectors are generated randomly from complex Gaussian distribution CN(0, d −α/2 i j I), where d i j is the distance from transmitter i to receiver j and α is the path loss exponent. In the simulation, we set α = 3.
1) Convergence of SCA:
We solve problem (18) for 1000 different channel realizations. The initial value of Taylor expansion is set at the point (x 4 , e 4 ) = (1, E ik ) . Denote the objective value of (18) as r D and the LHS of (18b) as r C . The SCA algorithm stops when the change of r D drops below = 10 −4 . We track the number of SCA iterations for each test, whose distribution is depicted in Fig. 5 . For over 70% of the tests, SCA converges after merely two iterations. The fast convergence of the SCA algorithm demonstrates its potential for practical application.
2) D2D Network Topology: We evaluate the mode allocation results with regards to D2D network topology. Fig. 6 depicts the network topology during our test. We first compare the mode allocation results of uplink and downlink sharing with CUE located at position 1. The channel vectors are assumed same for CUE's uplink and downlink. During the simulation, we choose the target cellular rate R k = 0.9r
1 . Since the eNB usually has higher transmission power, r (C) 1 is larger for downlink sharing scenario. From Fig. 7 , the cellular rates in both downlink and uplink sharing case remain as the target rates. On the other hand, downlink sharing achieves much larger D2D rate benefiting from direct D2D link. This indicates that downlink sharing is more advantageous when the CUE and the D2D link are located far apart. In Fig. 8 , we compare the rate results of mixed-mode D2D operation and pure Underlay D2D operation under the same energy and cellular rate constraints in (18) . We consider a severe cochannel interference topology where the CUE is located at position 2 and the D2D link is sharing the downlink resource of the CUE. Due to strong mutual interference, the pure Underlay D2D operation has low D2D rate in order to satisfy cellular rate constraint. In comparison, the optimized mixed-mode D2D communication can achieve much higher D2D rate by optimizing resource allocation over multiple modes.
3) RB Pair Based Mode Allocation: As discussed in Section II-B, the mixed-mode D2D operation can be practically implemented in LTE systems through resource multiplexing in units of RB pairs. We evaluate the effect of RB pair based mode allocation on the achievable cellular and D2D rate in Fig. 9 . Downlink sharing of the CUE located at position 2 is considered and we fix E ik = 0.04. The mode allocation is assumed being implemented frame by frame, which consists of 10 subframes. Therefore, the total number of RB pairs within a RB chunk is 10N R B where N R B is the bandwidth of the CUE that may vary from 6 to 110 RBs [20] . The number of RB pairs for each mode are then rounded up to 10x m N R B . From Fig. 9 , we can see that the RB pair based rounding does not introduce significant performance loss in term of D2D rate. Moreover, the rate loss becomes negligible when N R B is sufficiently large.
B. Performance of Reduced Complexity Algorithm
In this subsection, we present the performance of the Fitting Algorithm proposed to solve the RB trunk and energy allocation problem (39). The description of the algorithm was given in Section V-B and Table II . For comparison, we also implement the following algorithms:
• Greedy Algorithm: Each RB chunk is assigned to the D2D link with largest β iQik (E i ). Then the energy allocation is implemented following (47).
• Iterative Energy Allocation (EA) Algorithm: The RB chunk allocation follows Fitting Algorithm. The energy allocation is obtained by solving (46) using interior point algorithm.
• Joint Allocation (JA) Algorithm: Each RB chunk is allocated to the D2D link that maximizes (44). The energy allocation follows the Iterative EA Algorithm. The three algorithms follow the same implementation procedures in Table II except the mechanism for RB trunk allocation in Step 3) and the mechanism for energy allocation in Step 4), therefore they require the same signaling overhead as the Fitting Algorithm. The computational complexity of the algorithms is compared in Table III . AsQ ik (·) does not admit a closed form, it is critical to reduce the number ofQ ik (·) evaluations when solving (39). Table III gives the complexity of each algorithm in terms of the number ofQ ik (·) evaluations. The Greedy Algorithm and the Fitting Algorithm both have linear time complexity with respect to the number of D2D links (I ) and the number of RB chunks (K ) since they only need to determine the valueQ ik (E i ) for a given pairing (i, k). On the other hand,Q ik (·) needs to be evaluated during each iteration in solving (46) and calculating (44) for each RB chunk. Therefore, the computational and signaling overhead of the Iterative EA Algorithm and the Joint Allocation Algorithm is substantial, as can be seen from Fig. 11 .
1) Performance and Complexity Comparison: Fig. 10 and Fig. 11 show the results of the resource allocation problem (39) with β i = 1 for all i ∈ I. The UEs are uniformly generated in a cell with radius 200 m with I = K = 20. Two UEs with distance shorter than 50 m are identified as a D2D link. The channel vectors are generated similarly as in Section V-A. As seen from the figures, the Fitting Algorithm achieves close D2D sum rate performance to the Iterative EA Algorithm and the Joint Allocation Algorithm, while requiring significantly less computational time. The Greedy Algorithm also has practically low computational complexity. Nevertheless, it has lower D2D sum rate compared with the other three algorithms.
2) Weighted Sum Rate: In Fig. 12-13 , we evaluate weighted D2D sum rate with regards to D2D link distance and the number of RB chunks in the cell. DenoteQ i = max kQik (E i ). The proposed Fitting Algorithm is compared with the Joint Allocation Algorithm for the following three weighting policies:
• Equal Weighting: β i = 1, ∀ i ∈ I • Rate-inverse Weighting:
The three weighting policies represent different tradeoff between fairness and efficiency. The Rate-inverse Weighting attaches higher weights to D2D links with smaller rate. Therefore, it is more fair than the other two policies. Nevertheless, it is the least efficient in terms of maximizing the weighted D2D sum rate. On the contrary, the Rate-proportional Weighting gives higher rate to D2D links with larger rate, which leads to the larger weighted D2D sum rate at the cost of fairness. In Fig. 12 , the weighted D2D sum rate drops with the D2D link distance, which demonstrates the advantage of short-range D2D communications. In Fig. 13 , we fix the D2D link distance to be 50 m and evaluate the impact of the number of RB chunks on D2D link performance. Naturally, more resources lead to larger weighted D2D sum rate. In both figures, the Fitting Algorithm maintains close performance to the Joint Allocation Algorithm. This demonstrates the robustness of the Fitting Algorithm in various applications.
VII. CONCLUSION
In this paper, we study the problem of joint mode and resource allocation for mixed-mode D2D enabled cellular networks, where D2D links can multiplex available resources such that they can operate in different modes to meet multiple QoS requirements enforced by the system. We approach the joint optimization problem through two steps. In the first step, the optimal resource fraction and power allocation for different modes are optimized for a fixed pairing between D2D links and cellular resources. In the second step, we study the joint RB chunk and energy allocation problem, which can be cast as a standard resource allocation problem for cellular uplink, whereas the rate functions do not have closed forms. Lagrangian dual decomposition method is employed to solve the problems in both steps, where successive convex approximation is adopted for the nonconvex mode allocation problem in the first step and a reduced complexity algorithm is proposed for enabling distributed and practically feasible resource allocation in the second step. Our numerical results demonstrate the practicality of our proposed joint mode and resource allocation scheme. Our study shows that mixed-mode D2D operation can be advantageous in improving heterogeneous D2D network performance. Furthermore, centralized control that is inherent in D2D underlay system enables more efficient and effective network-wide resource deployment.
APPENDIX A DERIVATION OFλ 2 (λ 1 )
Recall thatλ 2 (λ 1 ) is the optimal λ 2 that minimizes the dual function D(λ 1 , λ 2 ) =φ + λ 1 E ik − λ 2 R k for a given λ 1 . We will discuss the expression ofλ 2 (λ 1 ) for the two scenarios in Fig. 4 , respectively.
In Scenario I, the dual function can be expressed by In Scenario II, the dual function is given by
