We show the necessity of the non trapping condition for the plain smoothing effect (H 1/2 ) for Schrödinger equation with Dirichlet boundary conditions in exterior problems. We also give a class of trapped obstacles (Ikawa's example) for which we can prove a weak (H 1/2−ε ) smoothing effect Résumé. On démontre que l'hypothèse de non capture est nécessaire pour l'effet régularisant (H 1/2 ) pour l'équation de Schrödinger avec conditions aux limites de Dirichletà l'extérieur d'un domaine de R d . On donne aussi une classe d'obstacles captifs (l'exemple d'Ikawa) pour lesquels on démontre un effet régularisant affaibli (H 1/2−ε ).
Introduction
Consider u = e it∆ u 0 solution of the Schrödinger equation
It is well known that u ∈ L ∞ (R t ; L 2 (R d )) satisfies the following smoothing effect (for any s > 1/2 if d ≥ 3)
This result, which can be proved by explicit calculus, has been extended to more complicate operators, satisfying a non trapping assumption (see the results of Constantin and Saut [10] , Ben-Artzi and Devinatz [2] , Ben-Artzi and Klainerman [1] , Doï [13, 12] , and Kato and Yajima [22] ). It has been recently extended to the case of boundary value problems by P. Gérard and N. Tzvetkov and the author [8] :
Theorem 1 (N. Burq, P. Gérard, N. Tzvetkov [8] ). Consider a bounded smooth obstacle Θ ⊂ R d , its complementary Ω = Θ c , and a smooth metric g = (g i,j (x)) on Ω equal to the standard metric g 0 = (δ i,j ) for |x| >> 1 and satisfying the non trapping assumptions of section 4. Denote by ∆ D the corresponding Laplace Beltrami operator on L 2 (Ω), with domain D(∆ D ) = H 2 (Ω) ∩ H 1 0 (Ω). If d = 2 suppose that Θ = ∅. Then for any χ ∈ C ∞ 0 (R d ), there exist C > 0 such that for any u 0 ∈ L 2 (R d ), u = e it∆ D u 0 satisfies χu L 2 (Rt;Ḣ 1/2 (Ω)) ≤ C u 0 L 2 .
Remark 1.1. Instead of weights in x, the result is written with a cutt-off function. However, the result also holds with weights, see remark 4.4 below.
Remark 1.2. The smoothness assumption can be relaxed: the method of proof can handle the case of C 2 coefficients and C 3 domains, see remark 4.3 below.
Remark 1.3. The result does also hold for long range perturbations of the metric
On the other hand, in [11] S. Doï has proved that, for Schrödinger operators in R d , the non trapping assumption is necessary for the H 1/2 smoothing effect.
In this paper we extend this latter result to the case of boundary value problems. Our first result reads as follows:
Theorem 2. Consider an arbitrary smooth domain with boundary Ω ⊂ R d , with no infinite order contact with its boundary (see the precise definition at the end of section 3), and P a second order self adjoint operator on L 2 (Ω), with domain D ⊂ H 1 0 (Ω) and such that the boundary is non caracteristic. Denote by ϕ s : b T * Ω → b T * Ω the bicaracteristic flow of the operator P (given by the integral curves of the Hamiltonian vector field of the principal symbol of P reflecting on the boundary according to the law of geometric optics). Let A ∈ Ψ (1/2) be a classical tangential pseudodifferential operator of order 1/2. Suppose that (z 0 , ζ 0 ) ∈ b T * Ω (the boundary cotangent bundle, see section 3) satisfy the trapping assumption: where σ 1/2 (A) is the principal symbol of the operator A. Then for any t 0 > 0 the map (1.5) u 0 ∈ C ∞ 0 ⊂ L 2 (Ω) → Ae itP u 0 ∈ L 2 ([0, t 0 ]; L 2 (M )) is not bounded (even for data with fixed compact support).
Remark 1.4. The assumption (1.4) can be essentially fulfilled in two distincts cases (1) If A is compactly supported (in the z variable), then (1.4 ) means that the bicaracteristic starting from (z 0 , ζ 0 ) spends an infinite time in the support of A, which corresponds to a "trapped trajectory" (2) If A is not compactly supported, a typical example is (in the frame-work of Theorem 1) A(z, D z ) = a(|z|)|D z | 1/2 , then (1.4) might correspond to a lack of decay of a(x) at infinity: suppose that the trajectory starting from (z 0 , ζ 0 ) is not trapped. Hence it leaves any compact and for ±s → +∞, (z(s), ζ(s)) ∼ (sζ ± , ζ ± ) and (1.4) is equivalent to |a| 2 / ∈ L 1 (R) (and we recover the usual assumption required for proving the smoothing effect, see [12] ). Remark 1.5. We could have added lower order terms to P and supposed that the Cauchy problem is well posed in L 2 (in case of first order terms). The condition (1.4) has in this case to be modified. Remark 1.6. In [12, 11] , S. Doï proves this result in the case of a manifold without boundary and gives some variants of this result for operators of higher order, and with weights in times. The proof we present below is essentially self contained in this case and it can also handle these variants modulo slight modifications. The proof in presence of a boundary is much more technical.
Remark 1.7. For P = −∆ g the x-projection of the integral curves of H p are the geodesics for the metric g. Consequently the non trappingness assumptions are the same in Theorem 1 and 2.
Remark 1.8. Similarly as for Theorem 1, the smoothness assumption can be relaxed to C 2 coefficients and C 3 domains (and even to C 1 coefficients, but the assumption (1.4) is then more complicate since the Hamiltonian flow is no more well defined). We also can prove Theorem 2 for systems (see remark 3.1).
Having Theorem 2 in mind, a natural question is whether a weakened version of (1.2) might hold for some trapping geometries. In the case of a stable (elliptic) trapped trajectory, the existence of quasi-modes well localized along this trajectory show that no such result may hold (see remark 4.7). However in the case of hyperbolic trapped trajectories, we do obtain such a weak smoothing effect:
union of strictly convex obstacles satisfying the assumptions H1-2 of section 4.3. Denote by Ω = Θ c its complementary. Then for any ε > 0 and
To prove Theorem 2, we will follow the same kind of strategy as in Doï's paper [12, 11] . However we will replace in his argument the use of Egorov's Theorem by the use of the Theorem of propagation of Wigner measures, which has three advantages: first it simplifies the rest of the proof, second it allows to relax assumptions (on the regularity of the coefficients) and finally the proof holds also for a (system of) boundary value problem (whereas Egorov's Theorem is not true in these cases)
To prove Theorem 3, we reduce, following [8] the estimate (1.6) to the obtention of estimates for the outgoing resolvent of ∆ D , (−∆ − (z ± i0)) −1 . Then we show that these estimates can be obtained from a combination of other estimates proved by M. Ikawa [18, 19, 20] and some form of the maximum principle.
The article is written as follows: in section 2 we recall the definition of Wigner measures which will be used in the sequel and we prove Theorem 2 in the simpler case where Θ = ∅. In section 3 we give the necessary modifications required to handle the general case Θ = ∅. In section 4 we recall the proof of the smoothing effect for non trapping boundary value problems and we prove Theorem 3. Finally we have stated at the end of section 4 an application of our smoothing result on the global existence of non linear Schrödinger equations.
2. Proof of Theorem 2: the case of empty boundary 2.1. Wigner measures. In this section we recall the definition of Wigner measures (or semiclassical measures) introduced by P. Gérard, E. Leichtnam [15] and P.L. Lions, T. Paul [25] (see also the survey by P. Gérard, P. Markowich, N. Mauser and F. Poupaud [16] ). We work in the context of functions of 1 + d variables ((t, z)) in L 2 loc (R t ; L 2 (R d z )) = L 2 and we have adapted the definitions in [15, 25] to fit our purpose. Definition 2.1. We will say that a sequence of functions (f n ) ∈ L 2 is boundedequations in if for any ϕ ∈ C ∞ 0 (R t ), the sequence (ϕf n ) is bounded in L 2 . Definition 2.2. We will say that an operator A is bounded on
Denote by S 0 (R 2d+2 ) the set of symbols of order 0 with compact support in the (t, τ, ζ) variables (uniformly in z ∈ R d ) satisfying
Consider for a(t, z, τ, ζ) ∈ S 0 (R 2d+2 ) and ϕ ∈ C ∞ 0 (R t ) equal to 1 near the t-projection of the support of a, the operator Op ϕ (a)(z, hD z ) defined on L 2 by
The operator Op(a) ϕ (t, z, hD t , hD z ) is (uniformly with respect to 0 < h < 1) bounded on L 2 and we have the following weak form of Gårding inequality Proposition 2.3. For any a ∈ S 0 (R 2d+2 ) and any sequences (f n ) bounded in L 2 and (h n ) ∈]0, 1]; lim n→+∞ h n = 0,
To prove this result consider for ε > 0, ψ ∈ C ∞ 0 (R d+1 ) equal to 1 near the (τ, ζ) projection of the support of a and b = ϕ(t) √ ε + aψ(τ, ζ) ∈ S 0 (R 2d ). Then the symbolic calculus shows
When ε > 0 tends to 0 we get proposition 2.3. By the symbolic calculus, the operator Op(b) ϕ is modulo operators bounded on L by O(h ∞ ), independent of the choice of the function ϕ. For conciseness, we will dropp in the sequel the index ϕ. As in [15] (see also [4] ) we can prove:
There exist a subsequence (n k ) and a positive Radon measure on R 2d+2 , µ, such that for any a ∈ S 0 (R 2d+2 )
The idea for extracting such a sequence is to fix a and consider the bounded sequence (L(a) n ) = (Op(a)(x, h n D x )f n , f n ) L 2 . By compactness we can extract a subsequence which converges. Iterating this process for a sequence (a j ) dense in S 0 , we obtain, by diagonal extraction, a sequence (f n k ) such that the limit exists for any a j . By (2.3) the limit defines a positive functional defined on a dense subset of S 0 (hence this limit is continuous for the C 0 topology). It is consequently a Radon measure and the limit (4.14) exists for any a ∈ S 0 . For the sake of conciseness we shall note again (f n ) the extracted subsequences.
The measure µ represents at points (x 0 , ξ 0 ) the oscillations of the sequence f n at point x 0 and scale ξ 0 /h n . The oscillations at frequencies smaller than h −1 n are concentrated in {ξ 0 = 0} whereas the oscillations at higher (>> h −1 n ) frequencies are lost.
2.2.
Invariance of the Wigner measure.
Elliptic regularity.
Suppose that the sequence (f n ) is solution of the equation
. Taking into account that the operator Op(a)(x, hD x )(ih n ∂ t + h 2 n P ) is equal to Op(a × (−τ + p(z, ζ))(x, hD x ) modulo an operator bounded by O(h) on L 2 and passing to the limit in (2.8) we obtain (2.9) µ, a(x, ξ)(−τ + p(z, ζ)) = 0 from which we deduce:
Proposition 2.5. The measure µ is supported in the semi-classical characteristic set of the operator:
. Then for any a ∈ S 0 (R 2d ) (the usual set of symbols of order 0 on R d ), with compact support in ζ, the function
. is according to (2.7) locally uniformly equicontinuous. Hence using Ascoli Theorem, it is possible to extract a subsequence (f n k ) (independent of t) such that there exist a family of positive measures µ t continuous with respect to t and such that for any t and any a ∈ S 0 (R 2d ) we have
Of course, from µ t one can recover the measure µ (assuming that the extracted sequences are the same):
Propagation of the Wigner measure. Suppose now that
. Consider now the bracket (P * = P )
Taking into account that the operator
where the Poisson bracket of a and q, {a, q}, is defined by
we can pass to the limit in (2.15) and obtain: .13), we have the equality for any s ∈ R
Denote by v n = e itP u 0,n the corresponding solution of the Schrödinger equation. To prove Theorem 2, we are going to show:
) satisfies the assumptions of Theorem 2.
For this we compute, with h n = 1/n and Ψ ∈ C ∞ 0 (R d ), 0 ≤ Ψ ≤ 1 equal to 1 near 0 and α > 0 fixed,
, the solution of the semi-classical Schrödinger equation
According to (2.23), the Wigner measure, µ 0 , of the sequence (u n | t=0 ) is equal to
From proposition 2.7 and (2.13), we deduce that the Wigner measure, µ s , of (u n | t=s ) is equal to 
Letting T tend to the infinity (and using the assumption (1.4)), we obtain (2.24).
Proof of Theorem 2 for a Dirichlet problem
In this section we are going to give the outline of the proof of Theorem 2 in the general case. In fact the proof is essentially the same as in the previous section. The differences are that we have to define Wigner measures for sequences bounded in L 2 loc (R t ; L 2 (Ω)) and to prove the Elliptic (Proposition 2.5) and Propagation (Proposition 2.7) results for these measures. Then we will construct a sequence of initial data whose Wigner measure is δ (z 0 ,ζ 0 ) where (z 0 , ζ 0 ) satisfies the assumption (1.4) and the sequence of solutions of the Schrödinger equation with these initial data will allow us to conclude. Fortunatly, all these constructions have already been done (see the works by P. Gérard and E. Leichtnam [15] , L. Miller [29, 28] , N. Burq and G. Lebeau [9] and N. Burq [6] ) in some slightly different settings. All that we have to do is to adapt these constructions to our framework and to glue the pieces together.
For the sake of completness, we are going to give an outline of the constructions. However, we insist on the fact that in this section, most of the material is taken from the works cited above.
Remark 3.1. For simplicity, we have restricted the study to the case of a scalar equation; however, following [9] , it would not be much more difficult to prove the result for systems. 
Denote by Car P the semi-classical characteristic manifold of P = ih∂ t +h 2 P and Z its projection
The set Z is a locally compact metric space. Consider, near a point z 0 ∈ ∂M a geodesic system of coordinates for which (near
with R a second order tangential operator .
We recall now the usual decomposition of T * ∂M (in this coordinate system). Denote by r(x n , x ′ , ξ ′ ) the semi-classical principal symbol of R and r 0 = r | xn=0 . Then T * ∂M is the disjoint union of E ∪ G ∪ H with
In G we distinguish between the diffractive points G 2,+ = {r 0 = 0, ∂ xn r | xn=0 < 0} and the gliding points
. Such symbols are quantized in the following way: Take ϕ i ∈ C ∞ (M ) (with compact support in time) (resp ϕ ∂ ∈ C ∞ 0 (R d )) equal to 1 near the x-projection of supp(a i ) (resp the x-projection of supp(a ∂ )) and define
Remark that according to the symbolic semi-classical calculus, the operator Op ϕ i ,ϕ ∂ (a) does not depend on the choice of functions ϕ i , ϕ ∂ , modulo operators on L 2 of norms bounded by O(h ∞ ). As in the previous section, we shall in the sequel dropp the index ϕ i , ϕ ∂ Denote by A the space of the operators which are a finite sum of operators obtained as above in suitable coordinates systems near the boundary. Denote, for A ∈ A, by a = σ(A) the semiclassical symbol of the operator A. For such functions a we can define κ(a) ∈ C 0 (Z) by
(the value is independent of the choice of j −1 (ρ)) since the operator is tangential). The set
is a locally dense subset of C 0 (Z). Remark 3.5. In the context of boundary value problems, we have to restrict to Z (and hence prove the elliptic regularity result) before defining the Wigner measure, because contrarily to Z, b T * M is not a locally compact metric space.
The proof of this result in the interior of Ω is the same as in section 2 and near a boundary point, it relies on Gårding inequality for tangential operators (see G. Lebeau [24] for a proof in the classical context and [15, 4] for the semi-classical construction). As before, we denote again by (f k ) the extracted sequence. 
The relation (3.12) is a simple consequence of the micro-local analysis of the boundary problem near a point ̺ 0 ∈ H, for which a parametrix for the solution can be written in terms of a semiclassical Fourier integral operator, by geometric optics methods. To prove (3.13) compute
3.5.
Invariance of the measure. Consider now a sequence (f k ) bounded in L 2 loc (R t ; L 2 (Ω)), solution of the equation (with lim k→+∞ h k = 0) The proof of Proposition 3.7 is simply integration by parts (and some carefull study of the terms arising). We give it below:
Since in M , the equation (3.17) is simply (2.19), we restrict the study to the case where q is supported near a point ̺ 0 ∈ T * ∂M . From Malgrange preparation theorem, there exist functions q 0 (x n , x ′ , ξ ′ ), q 1 (x n , x ′ , ξ ′ ) ∈ C ∞ such that (3.19) q | Car P = q 0 | Car P +ξ n q 1 | Car P .
Put Q = Op(q 0 ) + Op(q 1 ) 1 i h∂ xn and compute (P * = P )
Two integrations by part, (3.3) and the boundary condition f k | xn=0 = 0 show that
Where A 0 , A 1 and A 2 are tangential operators, and on Car P we have (3.23) a 0 + a 1 ξ n = { p, q}.
From (3.12) we deduce that µ-almost everywhere (3.24) a 0 + a 1 ξ n 1 xn>0 = { p, q}.
Passing to the limit in (3.22) we obtain
Take ε > 0 and ϕ ∈ C ∞ 0 (] − 1, 1[) equal to 1 near 0. Denote by
The first term in the right hand side of (3.26) is supported in the interior of Ω; its contribution to the limit in (3.25) is equal to
The contribution of the second term is, according to (3.13), smaller than
and the contribution of the last term is, according to (3.12), smaller than
Passing to the limit ε → 0 we obtain that the contribution of the first term is equal to (3.30) µ, a 1 ξ n 1 xn>0 = µ, a 1 ξ n 1 ̺ / ∈H , the contribution of the second term is (according to (3.28)) equal to 0 and the contribution of the last term is smaller than
, the function q | xn=0 is independent of ξ n Hence q 1 | xn=0 = 0 and we get proposition 3.7. Proposition 3.9 (see [7] and [29] ). We have
Consider a point ̺ 0 ∈ G 2,+ . Apply (3.32) to a family of functions q = ξ n × q ε with
Then we get
where {r, q} ′ is the Poisson bracket with respect to the x ′ , ξ ′ variables. Remark that on the support of the measure µ, ξ 2 n = −r(x n , x ′ , ξ ′ ). Hence we can apply the dominated convergence theorem and obtain that the right hand side in (3.35) tends to (3.36) µ, −∂ xn r(0, x ′ , ξ ′ )a(x n , x ′ , ξ ′ )1 xn=0 1 r=e = µ, −∂ xn r(0, x ′ , ξ ′ )a(x n , x ′ , ξ ′ )1 ρ∈G Remark that ∂ xn r < 0 at the point ̺ 0 (according to the assumption ̺ 0 ∈ G 2,+ ). If ∂ xn r < 0 on the support of a then the right hand side in (3.36) is non positive. On the other hand by Gårding inequality the limit on the left hand side is non negative. Both sides are then equal to 0. This implies proposition 3.9.
It is now possible to prove as in [9, Théorème 1], by measure theory methods, that the invariance of the measure µ along the bicharacteristic flow is equivalent to propositions 3.7 and 3.9 (in fact the proof of this result is presented in [9, section 3.3] for classical measures, in the more general context of systems, but the proof for semi-classical measures is the same word by word):
Let µ be a Radon measure on Z satisfying (3.12) . Then the following properties are equivalent:
(1) µ satisfies (3.33) and (3.17) (2) For any s ∈ R, Ψ * s µ = µ (the measure µ is invariant along the flow) The proof of this equivalence is in two steps. First, one shows that if a measure is invariant then it satisfies propositions 3.7 and 3.9. The proof of proposition 3.7 is straightforward whereas the proof of proposition 3.9 uses simply that G 2,+ is transversal to the flow. The second step is the proof of the fact that propositions 3.7 and 3.9 imply the invariance of the measure. It makes use of the first step. This last result is the measure analog of R. Melrose and J. Sjöstrand's theorem of propagation of singularities. It is much simpler in this framework but remains a little bit technical. Let's give an outline of this proof: There is a hierarchy in the points:
The assumption that Ω has no infinite order contact with its boundary is simply the fact that Z ∞ = ∅. The measure µ is null near any point ̺ 0 in E, near a point in Z 0 the invariance theorem has been proved in section 2. Near a point in Z 1 (a hyperbolic point) it can be proved by constructing the parametrix (or some symetry arguments). Of course the most difficult cases are the glancing case. Now suppose that ̺ 0 ∈ Z j . To prove the invariance result near ̺ 0 the idea is to proceed by induction on the index of the layer Z j . At each step, since the invariance result is assumed to be true near points in Z k , k < j, one considers the part of the measure µ for which the result is already known (i.e. the measure µ restricted to points whose flow do not encounters Z l , l ≥ j near the point ̺ 0 ). Denote by µ j this part of the measure µ. Since µ j is by the induction assumption, invariant, it does satisfy (according to the first step) the same relations as µ (3.17), (3.33 ). Hence µ − µ j does also satisfy these relations. We are going to argue on µ − µ j which is supported along generalized bicharacteristics which encounter Z l ; l ≥ j (and because there is no point in Z l , l > j near a point in Z j , these bicharacteristics encounter Z j ). A transversality argument shows that any such bicharacteristic encounters (locally) at most only one point in Z j . Then the measure is (by the induction assumption) invariant before and after that point and the jump formula (to show that there is no jump) in conjunction with (3.17) and (3.33) near G 2,+ implies the invariance of the measure µ − µ j . One can remark that the case ̺ 0 ∈ G 2,+ is inspired from the study by V. Ivrii of the propagation of singularities near diffractive points (see [21] , [17, Chap. 24] ).
3.6. Proof of Theorem 2. All that remains to do to complete the proof of Theorem 2 in the case of a Dirichlet boundary value problem is to construct a sequence of initial data (u 0,n ) and a sequence h n ; lim n→+∞ h n = 0, such that the sequence of solutions of the semi-classical Schrödinger equations admits
as Wigner measure. In the case where the bicaracteristic starting from (t 0 = 0, τ 0 , z 0 , ζ 0 ) has an interior point (t 1 .τ = τ 0 , z 1 ∈ Ω, ζ 1 ), we perform the construction as in the previous section, since by finite speed of propagation (modulo O(h ∞ )), the boundary is not seen, (3.40) is satisfied close to (t 1 , τ = 1, z 1 , ζ 1 ). Using Proposition 3.10, we deduce that (3.40) is satisfied everywhere.
In the case where the bicaracteristic starting from (t 0 = 0, τ = 1, z 0,ζ 0 ) has no interior point, we know that it can be approximated by bicaracteristics γ k which have an interior point (see [26, 27] ). For these bicaracteristics, we can construct sequences of initial datas u n,k associated to h n,k ; lim n→+∞ h n,k = 0. Taking (u n k ,k ) with n k large enough, as initial data matches our aim. The rest of the proof of the estimate (2.24) in the case of a boundary value problem is now the same as in section 2.
Smoothing effect
In this section we recall first the proof of the smoothing effect for non trapping boundary value problems given in [8] . We show then how one can obtain a weaker smoothing effect for a class of trapping obstacles.
4.1.
Assumptions. Consider Θ ⊂ R d a compact smooth obstacle whose complementary, Ω = Θ c is connected and a smooth metric g = g i,j (x) equal to δ i,j for |x| >> 1. Let ∆ D be the Laplace operator associated to the metric g, acting on L 2 (Ω), with domain D = H 2 (Ω) ∩ H 1 0 (Ω). Denote, for u 0 ∈ L 2 (Ω), by e it∆ D u 0 = u the solution of the Schrödinger equation with Dirichlet boundary conditions:
Non trapping obstacles.
Definition 4.1. We say that the obstacle Θ and the metric g are non trapping if any generalized bicharacteristic in the boundary cotangent bundle b T * Ω (see [26, 27] for a precise definition) goes to the infinite. Remark that in the interior the x-projections of the generalized bicaracteristics are the geodesics for the metric. Hence the non trapping condition means that any light ray reflecting on the boundary according to the laws of geometric optics goes to the infinite.
In fact we have a (stronger) non-homogeneous version of Theorem 1:
Theorem 4 (N. Burq, P. Gérard, N. Tzvetkov [8] ). Suppose that Θ = ∅ and g are non trapping, and if d = 2 that Θ = ∅. Then for any χ ∈ C ∞ 0 (R d ) there exists C > 0 such that the solution of
and the solution of
χv L 2 (Rt;H 1/2 (Ω)) ≤ C χf L 2 (Rt;H −1/2 (Ω)) . 
Remark 4.3. The result above was proved for |λ| >> 1 in greater generalities by Lax and Phillips [23] , Melrose and Sjöstrand [26, 27] ), Vainberg [31] , Vasy Zworski [32] (see also [6] for a self contained proof which joined with the results in [3] would relax the smoothness asumption). The proof for |λ| << 1 can be found in [5, Annexe B.2] . Remark that this latter proof breaks down if Θ = ∅ since the Poincaré inequality is used to control the local L 2 -norm by the local L 2 -norm of the gradient of a function (wich is why Θ = ∅ is required). However, the following inequality
allows to handle the argument if Θ = ∅ for d ≥ 4 (and the result is standard in odd dimensions) . The result for c ≤ |λ| ≤ C follows from the Rellich uniqueness Theorem (see [23] or [5, Annexe B.1]).
Remark 4.4. One can easily express the full resolvent (−∆ D − (λ ± iε)) −1 in terms of the truncated resolvent χ(−∆ D − (λ ± iε)) −1 χ and the free resolvent (on L 2 (R d )). Hence one can obtain weighted estimates for the resolvent (−∆ D −(λ±iε)) −1 using the estimate of the truncated resolvent (and the weighted estimates for the free resolvent which differ whether d = 2 or d ≥ 3). Consequently, in Theorem 2, for d ≥ 3, we can replace χ in (4.5) by the weight x −s , s > 1/2, and for d = 2, some low frequency problems can occur and we can replace χ either by the weight x s , s > 1 or by the weight x s , s > 1/2, but in this latter case, we also have to replace R t by [0, 1] Remark 4.5. The results above still hold (at least for 0 < c < |λ|) for long range perturbations of the Laplace operator (see [32, 6] and the remarks therein). Consequently, it is possible to extend Theorem 4 to this case. However in this case, to handle the low frequencies, one has to restrict to local in time estimates (or put a spectral cut-off).
Denote by From (4.6) and classical ellipticity results (see [8] ) we deduce (first for s ≥ 0, then for s ≤ 0 by duality and interpolation)
Now, using (4.10), the proof of Theorem 4 is straightforward. It is standard in the homogeneous case (see: [1] ) and follows from the use of the functionnal calculus for self adjoint operators. For completness we recall, following [8] , a simple elementary proof: firstly remark that by T T * argument it sufficies to study the second (inhomogeneous) case. Indeed denote by T = χe it∆ D . The continuity of T from L 2 to L 2 (R t ; H 1/2 (R d x )) is equivalent to the continuity of the adjoint operator (4.11)
) to L 2 , which in turns is equivalent to the continuity of T T * from
). But Taking z = τ − iε, τ ∈ R and having ε tend to 0, using (4.10) for s = −1/4, we get
and since the Fourier transform is an isometry on L 2 (R; H) if H is a Hilbert space, we get (4.5).
4.3.
Many strictly convex obstacles. In this part we consider the particular case where g i,j (x) = δ i,j and the obstacle Θ = ∪ N i=1 Θ i ⊂ R d is the union of a finite number of strictly convex obstacles, Θ i satisfying:
• H1) For any 1 ≤ i, j, k ≤ N , i = j, j = k, k = i, one has Remark 4.6. Remark that if there are only two obstacles, then the assumptions H1) and H2) are automatically fulfilled. Remark also that assumption H1) is essentially technical, whereas assumption H2) is an assumption about the strong hyperbolicity of the dynamical system given by the billiard flow.
In this case, since there are trapped trajectories (for example any line minimizing the distance between two obstacles is trapped), we have shown in section 3 that the plain smoothing effect (4.5) does not hold. However, the result below (a precised version of Theorem 3) shows that the smoothing effect with a logarithmic loss still holds. 
with continuous injections.
Remark 4.7. In the case where there exist an elliptic (stable) periodic trajectory, it is possible to construct quasi modes with compact support, i.e. functions (e n ) n∈N with compact supports associated to a particular sequence (λ n ) → +∞ and satisfying (4.19) −∆e n = λ n e n + r n , 
We are going to prove this estimate for |λ| >> 1. The proof for |λ| bounded is the same as in Proposition 4.2. Let us perform a change of variables λ = τ 2 and consider χ(−∆ D − (τ 2 )) −1 χ which is holomorphic in {Imτ < 0} and satisfies there (according to the standard estimate for self adjoint operators), M. Ikawa proved in [18, 19] and more precisely in [20, Theorem 2.1] (see also the work by C. Gérard [14] where such an estimate is implicit) that under the assumptions H1-2 above, the following estimate on the cut-off resolvent holds: (4.23) χ(−∆ D − (τ 2 )) −1 χ L 2 (Ω)→L 2 (Ω) ≤ C|τ | N Remark 4.9. In [20, Theorem 2.1] the proof is done with the additionnal assumption that the dimension of space is equal to 3 (which is the relevant dimension the author had in mind for applications to the wave equation). However the proof could be equally performed in any space dimension d ≥ 2 (see [14] in the case N = 2, d ≥ 2).
Using }.
Taking N large enough and applying the maximum principle we get 
