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Introduction
An important part in the arithmetic theory of quadratic forms is understanding the local
theory. It is well known that the local theory of the quadratic forms is significantly more
difficult when the base field is dyadic, i.e. when it is a finite extension of Q2. The 2-adic
case (unramified finite extensions of Q2) is somewhat easier than the general dyadic case.
Typically problems are first proved over non-dyadics, then over 2-adics and finally over
general dyadics.
We now give a brief list of some of the most important local problems in the local
theory of the quadratic forms, together with their history and current status.
1. Classification. Deciding if two quadratic latticesM,N are isometric, i.e. ifM ∼= N .
2. Representation. Deciding if a lattice M represents a lattice N , i.e. if N→−M .
3. Calculation of the integral spinor norm group θ(O+(M)).
4. Calculation of the relative integral spinor norm group θ(X(M/N)) when N→−M .
5. Primitive representation. Deciding if a lattice M represents primitively a lattice
N , i.e. if N→−∗M .
6. Calculation of the primitive relative integral spinor group θ(X∗(M/N)) when
N ⊆∗ M .
Problem 1. was solved completely. The dyadic case was done by O’Meara [OM,
93:28]. Problem 2., which is the subject of this paper, was solved by O’Meara [OM1]
in the 2-adic case and by Riehlm [R] when the bigger lattice M is modular. Problem
3. was solved by Earnest and Hsia [EH1] in the 2-adic case and by the author [B1] in
the general dyadic case, by using BONGs, a new way of describing quadratic lattices.
Recently Lv and Xu [LX] gave an alternate solution in terms of the traditional Jordan
decompositions. Problem 4. was first considered by Hsia, Shao and Xu in [HSX], where
this group was introduced. The authors proved that θ(X(M/N)) is a group and they
calculated it in the non-dyadic case. Later Shao calculated this group in the 2-adic case
in his PhD thesis [OSU1], a result that is extremely complicated. The problem was
solved in the general case by the author in his PhD thesis [OSU2]. Very little is known
about problems 5. and 6.. Problem 5. was solved by James [J] in the non-diadic case
when the bigger lattice is modular.
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There are several global results which are incomplete due to lack of knowledge of
the local theory in the dyadic case. Often these results are stated under the condition
that the quadratic forms involved “behave well” at the dysdic primes or that all dyadic
primes of the underlying field are 2-adic, i.e. unramified.
One example of such incomplete results is the so-called aritmetic Springer theorem.
Let F ⊆ E be two number fields with [E : F ] odd and let OF ,OE be their rings
of integers. Given two quadratic lattices M,N over OF and M˜ = OE ⊗OF M , N˜ =
OE ⊗OF N , we want to know if M˜ ∼= N˜ implies M ∼= N and, more generaly, if N˜→−M˜
implies N→−M . In the case when M is undefined these two problems can be tackled
by using spinor genera and they depend on some local results. If P is a prime of
E lying over a prime p of F and NEP/Fp : Fp → EP is the norm map then one has
to prove that NEP/Fp(θ(O
+(M˜P)) ⊆ θ(O+(Mp)) and if [EP : Fp] is odd then Mp ∼=
Np iff M˜P ∼= N˜P. For the representation problem one has to prove that if Np ⊆ Mp
then NEP/Fp(θ(X(M˜P/N˜P)) ⊆ θ(X(Mp/Np)) and if [EP : Fp] is odd then Np→−Mp iff
N˜P→−M˜P. The proof of these four statements depend on knowing how to solve problems
1, 2, 3 and 4 above. When Earnest and Hsia first considered this problem in [EH2] only
problem 1. was completely solved so their result depended on some restrictions on the
genus at dyadic primes. The most general result is due to Xu. In [X] he proved the norm
principle NEP/Fp(θ(X(M˜P/N˜P)) ⊆ θ(X(Mp/Np)), without calculating θ(X(M˜P/N˜P) and
θ(X(Mp/Np)), by using some reduction formulas and induction on rank. He also proved
some necessary conditions for N˜P→−M˜P, which in turn imply some conditions onMp, Np.
When Fp is 2-adic these conditions imply Np→−Mp by O’Meara’s 2-adic representatin
theorem from [OM1]. So he obtained the representation Springer theorem when 2 is
unramified in F . The norm principle can be proved also directly if we use the formulas
for the relative spinor norm group from [OSU2]. And by using the main result of this
paper, Theorem 2.1, one can prove the equivalence between N˜P→−M˜P and Np→−Mp
when [EP : Fp] is odd for arbitrary dyadic fields. Hence the arithmetic Springer theorem
for spinor genera holds in the most general setting.
The first mathematician to solve nontrivial problems regarding quadratic forms over
dyadic fields was O’Meara. In his renown Theorem 93:28 he solved the difficult problem
of classifying lattices over dyadic fields. Later, in 1958 [OM1], he tackled the problem
of representation of lattices over local fields. He successfully solved this problem in the
case when the base fields is either non-dyadic or 2-adic (i.e. a nonramified extension of
Q2). As one can see, while the result in the non-dyadic case involves only one condition,
the 2-adic case is much more complicated and it requires ten conditions. (There are five
conditions involved in the fact that the smaller lattice is of “lower type” and there are the
five conditions I-V of the main theorem.) In 1962 C. Riehm [R] solved the same problem
over arbitrary dyadic fields, when the larger lattice is modular. Again the result is quite
complicated and difficult to apply. Since then there was no progress towards a solution
in the general dyadic case except for some neccesary conditions obtained by Xu in [X,
§4]. Although thy are not stated in terms of BONGs, Xu’s results have correspondences
in our paper. His [X, Proposition 4.2] follows from condition (i) of Theorem 2.1 (parts
(1) and (2)(ii) and (iii)) and and from Lemma 6.5 (parts (2)(i), (3) and (4)). And his [X,
Proposition 4.8] is related to our Lemma 2.19. (See also the remark following Lemma
2
2.19.)
In this paper we completely solve the problem of representation for lattices over gen-
eral dyadic fields. Our result, Theorem 2.1, is given in terms of bases of norm generators,
BONGs for short. A simple algorithm fo finding a good BONG is provided in [B2, §7].
However our main theorem can be translated in terms of the traditional Jordan split-
tings, as stated in Lemma 3.10. The result from Lemma 3.10 is given in terms of the so
called approximations (Definitions 9 and 10), which can be obtained in terms of Jordan
splittings as stated in Lemmas 3.2 and 3.7. (See also [B2, §5].)
The usefulness of using BONGs rather then Jordan splittings was already seen in [B1],
where we computed the spinor norm group θ(O+(L)) for lattices L over arbitrary dyadic
fields. It seems that by using of BONGs, even though the proofs are still quite long (this
paper is a good example), the results are expressed in a very compact form. See e.g.
Theorem 2.1 of this paper compared with the results from [OM1] and [R] or the formulas
for the relative spinor norm groups in in the dyadic case from [OSU2], compared to those
in the 2-adic case from [OSU1]. Also the use of BONGs makes it easyer to recognise
patterns and make educated guesses on general results from partcular cases in small
dimensions. E.g. the main result of this paper, Theorem 2.1, was guessed after the case
of rank 4 was understood.
In [B3] we translated O’Meara’s classification theorem for lattices over dyadic fields
in terms of BONGs. That was a first step towards the more difficult problem of repre-
sentation. Therefore in this paper we will use terminology and results from [B3]. We
will also use notations, definitions and results from [B1]. We now give a summary of the
main results from [B1] and [B3] we use here. An overview of the results from [B1] can
also be found in the introduction of [B3].
All the quadratic spaces and lattices in this paper will be over a dyadic field F . We
denote by O the ring of integers, p the prime ideal, O× := O \ p the group of units,
e := ord 2 and pi is a fixed prime element. For a ∈ F˙ 2 we denote its quadratic defect by
d(a) and we take ∆ = 1− 4ρ a fixed unit with d(∆) = 4O.
If x1, . . . , xn is an orthogonal set of vectors with Q(xi) = ai we say that V ∼=
[a1, . . . , an] relative to x1, . . . , xn if V = Fx1 ⊥ · · · ⊥ Fxn and we say that L ∼=
〈a1, . . . , an〉 relative to x1, . . . , xn if L = Ox1 ⊥ · · · ⊥ Oxn.
We denote by d : F˙ /F˙ 2 −→ N ∪ {∞} the order of the “relative quadratic defect”
d(a) := ord a−1d(a). If a = piRε then d(a) = 0 if R is odd and d(a) = d(ε) = ord d(ε) if
R is even. Thus d(F˙ ) = {0, 1, 3, . . . , 2e− 1, 2e,∞}. d satisfies the domination principle
d(ab) ≥ min{d(a), d(b)}. Also for α ∈ R∩{∞} we denote (1+ pα)F˙ 2 := {a ∈ F˙ | d(a) ≥
α} and (1 + pα)O×2 := {a ∈ O | d(a) ≥ α}.
We denote by (·, ·)p : F˙ /F˙ 2 × F˙ /F˙ 2 −→ {±1} the Hilbert symbol. If a ∈ F˙ we
denote N(a) = {b ∈ F˙ |(a, b)p = 1} = N(F (
√
a)/F ). If b ∈ F˙ and d(a) + d(b) > 2e then
(a, b)p = 1. This result doesn’t hold anymore if d(a) + d(b) ≤ 2e. In fact if a /∈ F˙ 2 then
there is b ∈ F˙ with d(b) = 2e − d(a) s.t. (a, b)p = −1. Thus (1 + pα)F˙ 2 ⊆ N(a) iff
α + d(a) > 2e. For further properties of d and (·, ·)p see also §8, Lemmas 8.1 and 8.2.
An element x of a lattice L is called norm generator of L if nL = Q(x)O. A set
x1, . . . , xn is called a basis of norm generators (BONG) of L if x1 is a norm generator
of L and x2, . . . , xn is a BONG of prx⊥
1
L. A BONG uniquely determine a lattice so if
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x1, . . . , xn is a BONG for L we will write L =≺ x1, . . . , xn ≻. If moreover Q(xi) = ai we
say that L ∼=≺ a1, . . . , an ≻ relative to the BONG x1, . . . , xn. If L ∼=≺ a1, . . . , an ≻ then
detL = a1 · · · an.
If L is binary with nL = αO we denote by a(L) = detLα−2 and by R(L) = ord volL−
2 ord nL = ord a(L). a(L) ∈ F˙ /O×2 is an invariant of L and it determines the class of L
up to scaling. If L ∼=≺ α, β ≻ then a(L) = βα .
The set of all possible values of a(L) where L is an arbitrary binary lattice is denoted
by A = AF . If a ∈ F˙ and ord a = R then a ∈ A iff R+2e ≥ 0 and R+d(−a) ≥ 0. Some
further properties of A can be found in [B1] (see the comments to [B1, Lemma 3.5]):
If a(L) = a = piRε with d(−a) = d then:
L is nonmodular, proper modular or improper modular iff R > 0, R = 0 resp. R < 0.
If R is odd then R > 0.
The inequality R+ 2e ≥ 0 becomes equality iff a ∈ −1
4
O×2 or a ∈ −∆
4
O×2. We have
a(L) = −1
4
resp. a(L) = −∆
4
when L ∼= pirA(0, 0) resp. pirA(2, 2ρ) for some integer r.
The inequality R + d ≥ 0 becomes equality iff a ∈ −∆
4
O×2.
If L ∼=≺ a1, . . . , an ≻ relative to some BONG x1, . . . , xn and ord ai = Ri we say that
the BONG is good if Ri ≤ Ri+2.
A set x1, . . . , xn of orthogonal vectors with Q(xi) = ai and ord ai = Ri is a good
BONG for some lattice iff Ri ≤ Ri+2 for all 1 ≤ i ≤ n − 2 and ai+1/ai ∈ A for
all 1 ≤ i ≤ n − 1. The condition that a(≺ ai, ai+1 ≻) = ai+1/ai ∈ A is equivalent
to Ri+1 − Ri + 2e ≥ 0 and Ri+1 − Ri + d(−aiai+1) ≥ 0. If Ri+1 − Ri = −2e then
ai+1/ai ∈ −14O×2 or −∆4O×2 so ≺ ai, ai+1 ≻ is ∼= pirA(0, 0) or pirA(2, 2ρ) for some r. In
fact since n ≺ ai, ai+1 ≻= aiO we have ≺ ai, ai+1 ≻∼= 12aiA(0, 0) or 12aiA(2, 2ρ). Also if
Ri+1 −Ri is odd then Ri+1 −Ri > 0. (See the properties of A above.)
Good BONGs enjoy some properties similar to those of the orthogonal bases. If
L ∼=≺ a1, . . . , an ≻ then relative to some good BONG x1, . . . , xn and ord ai = Ri then
L♯ ∼=≺ a−11 , . . . , a−1n ≻ relative to the good BONG x♯n, . . . , x♯1 where x♯i = Q(x)−1xi. Also
if for some 1 ≤ i ≤ j ≤ n we have ≺ xi, . . . , xj ≻∼=≺ bi, . . . , bj ≻ relative to some
other good BONG yi, . . . , yj then L ∼=≺ a1, . . . , ai−1bi, . . . , bj, ai+1, . . . , an ≻ relative to
the good BONG x1, . . . , xi−1yi, . . . , yj, xi+1, . . . , xn.
The most important notion introduced in [B3] are the invariants αi’s. If L ∼=≺
a1, . . . , an ≻ relative to some good BONG and ord ai = Ri then for any 1 ≤ i ≤ n − 1
we define αi as the minimum of the set
{(Ri+1 −Ri)/2 + e} ∪ {Ri+1 − Rj + d(−ajaj+1) | 1 ≤ j ≤ i}
∪ {Rj+1 −Ri + d(−ajaj+1)} | i ≤ j ≤ n− 1}.
Now Ri = ord ai and αi defined above are independent of the choice of the good
BONG so we denote them by Ri(L) and αi(L).
Some properties of αi:
The sequence (Ri + αi) is increasing and the sequence (−Ri+1 + αi) is decreasing.
αi ∈ ([0, 2e] ∩ Z) ∪ ([2e,∞) ∩ 12Z).
αi ≥ 0 with equality iff Ri+1 − Ri = −2e.
αi is < 2e, = 2e or > 2e iff Ri+1 − Ri is so.
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If Ri+1 −Ri ≥ 2e then αi = (Ri+1 − Ri)/2 + e.
If Ri+1 −Ri ≤ 2e then αi ≤ Ri+1 −Ri with equality iff Ri+1 −Ri is equal to 2e or it
is odd.
In the following cases αi is uniquely determined by Ri+1 − Ri: If Ri+1 − Ri is equal
to −2e, 2− 2e, 2e− 2 or it is ≥ 2e then αi = (Ri+1 −Ri)/2 + e. If Ri+1 −Ri is odd then
αi = min{(Ri+1 −Ri)/2 + e, Ri+1 −Ri}.
The invariants Ri and αi of a lattice L can be expressed in terms of Jordan splittings.
If L = L1 ⊥ · · · ⊥ Lt is a Jordan splitting, L(k) := L1 ⊥ · · · ⊥ Lk, nk = dimL(k), sk =
sLk, gk = gL
sk , ak is a norm generator for gk, fk are the invariants introduced in [OM]
§93E, page 264, rk = ord sk and uk = ord ak then Ri’s are in one-to-one correspondence
with t, dimLk, sLk and akO, and αi’s are in one-to-one correspondence with wk’s and
fk’s.
We now state the main result of [B3], Theorem 3.1:
Let L ∼=≺ a1, . . . , an ≻ and K ∼=≺ b1, . . . , bn ≻ relative to some good BONGs with
Ri(L) = Ri, Ri(K) = Si, αi(L) = αi and αi(K) = βi. If FL ∼= FK then L ∼= K iff:
(i) Ri = Si for 1 ≤ i ≤ n.
(ii) αi = βi for 1 ≤ i ≤ n− 1.
(iii) d(a1 · · · aib1 · · · bi) ≥ αi for 1 ≤ i ≤ n− 1.
(iv) [b1, . . . , bi−1]→−[a1, . . . , ai] for any 2 ≤ i ≤ n− 1 s.t. αi−1 + αi > 2e.
If K = K1 ⊥ · · · ⊥ Kt′ , sKk = s′k, g′k = gKs
′
k , w′k = wK
s′
k , f′k are the fk invariants
corresponding to K and bk is a norm generator for K
s′
k then: (i) is equivalent to t = t′,
dimLk = dimKk, sk = s
′
k and ord ak = ord bk; assuming that (i) holds then (ii) is
equivalent to wk = w
′
k and fk = f
′
k; assuming that (i) and (ii) hold then (iii) is equivalent
to ak ∼= bkmod wk for 1 ≤ k ≤ t and the condition (i) of [OM] 93:28; if (i)-(iii) hold then
(iv) is equivalent to conditions (ii) and (iii) of [OM] 93:28.
1 Preliminary results
In this section we give some definitions and results which will be used throughout the
paper. For the purpose of understanding the main theorem one only needs the definition
of d[εa1,ib1,j ]. So the reader who is interested only in the main result only needs to read
Defintion 1 and skip the rest of the section.
1.1 The invariants d[εa1,ib1,j] and d[εai,j]
In order to shorten our formulas we will use the following notations.
Notation If x1, x2, . . . is a sequence in F˙ (or F˙ /F˙
2) then we denote xi,j := xixi+1 · · ·xj
for any i ≤ j. Also by convention xi,i−1 = 1.
Definition 1 Let M ∼=≺ a1, . . . , am ≻ and N ∼=≺ b1, . . . , bn ≻ with αi(M) = αi and
αi(N) = βi.
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If 0 ≤ i ≤ m, 0 ≤ j ≤ n and ε ∈ F˙ let
d[εa1,ib1,j ] := min{d(εa1,ib1,j), αi, βj}.
If 0 ≤ i− 1 ≤ j ≤ m and ε ∈ F˙ let
d[εai,j] := min{d(εai,j), ai−1, αj}.
(If i ∈ {0, m} or j ∈ {0, n} then we ignore αi resp. βj from the definition of
d[εa1,ib1,j ]. Also if i − 1 or j belongs to {0, m} then we ignore αi−1 resp αj from the
definition of d[εai,j].)
Note that in F˙ /F˙ 2 we have ai,j = a1,i−1a1,j so d(εai,j) = d(εa1,i−1a1,j). Hence
d[εai,j] := d[εa1,i−1a1,j ], i.e. the invariants d[εai,j] are particular cases of the invariants
d[εa1,ib1,,j] when the two lattices coincide.
In general we will take ε = ±1. More precisely we will take d[εa1.ib1,j] with i ≥ i,
i ≡ j (mod 2) and ε = (−1)(i−j)/2 and d[εai,j] with j ≡ i−1 (mod 2) and ε = (−1)(j−i+1)/2.
1.1 Remark Since d[−ai,i+1] = min{d(−ai,i+1), αi−1, αi+1} [B3, Corollary 2.5(i)] writes
as
αi = min{(Ri+1 − Ri)/2 + e, Ri+1 −Ri + d[−ai,i+1]}.
In particular, αi ≤ Ri+1 −Ri + d[−ai,i+1] so d[−ai,i+1] ≥ Ri −Ri+1 + αi.
Also note that if 1 ≤ j ≤ i then Ri+1 −Rj + d[−aj,j+1] ≥ Ri+1 −Rj+1 + αj ≥ αi and
if i ≤ j ≤ n− 1 then Rj+1−Ri + d[−aj,j+1] ≥ Rj −Ri+αj ≥ αi. Hence the inequalities
Ri+1 − Rj + d(−aj,j+1) ≥ αi for j ≤ i and Rj+1 − Ri + d(−aj,j+1) ≥ αi for j ≥ i which
follow from the definition of αi also hold when we replace d(−aj,j+1) by d[−aj,j+1].
Lemma 1.2 Definition 1 is independent of the choice of the BONGs.
Proof.LetM ∼= [a′1, . . . , a′m] relative to another good BONG. We have d(a1,ia′1,i) ≥ αi
by [B3, Theorem 1] so d(εa′1,ib1,j) ≥ min{d(εa1,ib1,j), d(a1,ia′1,j)} ≥ min{d(εa1,ib1,j), αi}.
Thus d[εa′1,ib1,j] = min{d(εa′1,ib1,j), αi, βj} ≥ min{d(εa1,ib1,j), αi, βj} = d[εa1,ib1,j ]. Simi-
larly d[εa1,ib1,j ] ≥ d[εa′1,ib1,j ] so d[εa1,ib1,j] = d[εa′1,ib1,j]. Similarly we prove that d[εa1,ib1,j ]
is independent of the choice of the BONG b1, . . . , bn. 
1.3 Note that the numbers d[εa1,ib1,j ] satisfy similar domination principle as d(εa1,ib1,j).
Namely If K ∼=≺ c1, . . . , ck ≻ is a third lattice with αi(K) = γi then d[εε′a1,ic1,l] ≥
min{d[εa1,ib1,j ], d[ε′b1,jc1,l]}. Indeed by the domination principle [B1, 1.1] we have d(εε′a1,ic1,l) ≥
min{d(εa1,ib1,j), d(ε′b1,jc1,l)}, which implies that
d[εε′a1,ic1,l] = min{d(εε′a1,ic1,l), αi, βj} ≥ min{d(εa1,ib1,j), d(ε′b1,jc1,l), αi, βj, γl} =
min{d[εa1,ib1,j ], d[ε′b1,jc1,l]}. Similarly, if some of the lattices M,N,K are the same, we
get inequalities involving also terms of the form d[εai,j].
The following lemma is trivial but it will be very useful.
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Lemma 1.4 Let x, y, z ∈ R and a, b ∈ F˙ . In each of the following three cases
(a) x < y and x+ d(a) ≥ min{y + d(b), z}
(b) x ≤ y and x+ d(a) > min{y + d(b), z}
(c) y + d(a) ≥ z
we have min{y + d(b), z} = min{y + d(ab), z}.
Proof.Suppose x < y and x + d(a) ≥ {y + d(b), z}. Denote A = min{y + d(b), z}. If
y + d(b) ≤ z then A = y + d(b). Thus x + d(a) ≥ y + d(b) and we also have x < y so
d(a) > d(b). By the domination principle we have d(b) = d(ab) so min{y + d(b), z} =
min{y+d(ab), z}. If y+d(b) > z then A = z. So y+d(a) > x+d(a) ≥ z and y+d(b) > z.
It follows that y+d(ab) > z so min{y+d(ab), z} = z = min{y+d(b), z}. The case when
x ≤ y and x+ d(a) > min{y + d(b), z} is similar.
If y + d(a) ≥ z then min{y + d(b), z} = min{y + d(b), z, y + d(a)} and min{y +
d(ab), z} = min{y + d(ab), z, y + d(a)}. But by domination principle min{d(b), d(a)} =
min{d(ab), d(a)} so min{y + d(b), z} = min{y + d(ab), z} 
Remark In the view of 1.3 if a, b, ab are of the form εa1,ib1,j or εai,j the result above
also holds with d(a), d(b), d(ab) replaced by d[a], d[b], d[ab] because these three also satisfy
the domination principle.
1.2 A representation lemma for quadratic spaces
Lemma 1.5 In all cases bellow exactly an even number of the four statements are true.
(i) [b1, . . . , bi−1]→−[a1, . . . , ai], [c1, . . . , ci−1]→−[b1, . . . , bi],
[c1, . . . , ci−1]→−[a1, . . . , ai] and (a1,ib1,i, b1,i−1c1,i−1)p = 1
(ii) [b1, . . . , bi]→−[a1, . . . , ai+1], [c1, . . . , ci−1]→−[b1, . . . , bi],
[c1, . . . , ci−1]→−[a1, . . . , ai] and (a1,ib1,i,−a1,i+1c1,i−1)p = 1
(iii) If [b1, . . . , bi−1]→−[a1, . . . , ai], [c1, . . . , ci−2]→−[b1, . . . , bi−1],
[c1, . . . , ci−1]→−[a1, . . . , ai] and (b1,i−1c1,i−1,−a1,ic1,i−2)p = 1.
In particular, if two sentences are true then the remaining two are equivalent; and if
three statements are true then so is the fourth.
Proof.Note first that if ab = cd in F˙ /F˙ 2 then [a, b] = [c, d] iff a→−[c, d] i.e. iff
a2→−[ac, ad] i.e. iff (ac, ad)p = 1. Note that (ac, ad)p = (ac,−ac)p(ac, ad)p = (ac,−cd)p.
The idea of the proof is the fact that, given V1, V2, V3, V4 quadratic spaces with the
same dimension and determinant, exactly an even number of the statements V1 ∼= V2,
V2 ∼= V3, V3 ∼= V4 and V4 ∼= V1 are false and so an even number of them are true.
This happens because there are at most 2 classes of quadratic spaces of given dimension
and determinant. For some good choices of V1, V2, V3, V4 the four statements above are
equivalent to the four statements from the cases (i)-(iii) of our lemma.
(i) We take V1 = [a1, . . . , ai, bi], V2 = [b1, . . . , bi, a1,ib1,i−1],
V3 = [c1, . . . , ci−1, b1,ic1,i−1, a1,ib1,i−1], V4 = [c1, . . . , ci−1, a1,ic1,i−1, bi].
We have [b1, . . . , bi−1]→−[a1, . . . , ai] iff [a1, . . . , ai] ∼= [b1, . . . , bi−1, a1,ib1,i−1] i.e. iff
V1 ∼= V2. [c1, . . . , ci−1]→−[b1, . . . , bi] iff [b1, . . . , bi] ∼= [c1, . . . , ci−1, b1,ic1,i−1] i.e. iff V2 ∼= V3.
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[c1, . . . , ci−1]→−[a1, . . . , ai] iff [a1, . . . , ai] ∼= [c1, . . . , ci−1, a1,ic1,i−1] i.e. iff V1 ∼= V4. Fi-
nally, V3 ∼= V4 iff [a1,ic1,i−1, bi] ∼= [b1,ic1,i−1, a1,ib1,i−1]. But this is equivalent to 1 =
(bib1,ic1,i−1, bia1,ib1,i−1)p = (b1,i−1c1,i−1, a1,ib1,i)p.
(ii) We take V1 = [a1, . . . , ai+1], V2 = [b1, . . . , bi, a1,i+1b1,i],
V3 = [c1, . . . , ci−1, b1,ic1,i−1, a1,i+1b1,i], V4 = [c1, . . . , ci−1, a1,ic1,i−1, ai+1].
We have [b1, . . . , bi]→−[a1, . . . , ai+1] iff V1 ∼= V2, [c1, . . . , ci−1]→−[b1, . . . , bi] iff V2 ∼= V3
and [c1, . . . , ci−1]→−[a1, . . . , ai] iff V1 ∼= V4. Also V3 ∼= V4 is equivalent to [b1,ic1,i−1, a1,i+1b1,i] ∼=
[a1,ic1,i−1, ai+1] i.e. to 1 = (a1,i+1b1,iai+1,−a1,ic1,i−1ai+1)p = (a1,ib1,i,−a1,i+1b1,i−1)p.
(iii) We take V1 = [a1, . . . , ai], V2 = [b1, . . . , bi−1, a1,ib1,i−1],
V3 = [c1, . . . , ci−2, b1,i−1c1,i−2, a1,ib1,i−1], V4 = [c1, . . . , ci−1, a1,ic1,i−1].
We have [b1, . . . , bi−1]→−[a1, . . . , ai] iff V1 ∼= V2, [c1, . . . , ci−2]→−[b1, . . . , bi−1] iff V2 ∼= V3
and [c1, . . . , ci−1]→−[a1, . . . , ai] iff V1 ∼= V4. Also V3 ∼= V4 is equivalent to [b1,i−1c1,i−2, a1,ib1,i−1] ∼=
[ci−1, a1,ic1,i−1] i.e. to 1 = (b1,i−1c1,i−2ci−1,−ci−1a1,ic1,i−1)p = (b1,i−1c1,i−1,−a1,ic1,i−2)p. 
1.3 The ordered set (B,≤)
Definition 2 If n ∈ N let Bn = {(x1, . . . , xn) ∈ Rn | xi ≤ xi+2 ∀ 1 ≤ i ≤ n − 2} and
let B = ∪n≥0Bn. On B we introduce the following relation: We say that (x1, . . . , xm) ≤
(y1, . . . , yn) if m ≥ n and for any 1 ≤ i ≤ n we have either xi ≤ yi or 1 < i < m and
xi + xi+1 ≤ yi−1 + yi.
Note that the condition xi ≤ xi+2 is equivalent to xi + xi+1 ≤ xi+1 + xi+2 i.e. to the
fact that the sequence (xi + xi+1) is increasing.
Lemma 1.6 Suppose that x = (x1, . . . , xm), y = (y1, . . . , yn) ∈ B and x ≤ y. Then:
(i) xi + xi+1 ≤ yi + yi+1 ∀ 1 ≤ i ≤ n− 1.
(ii) If xi + xi+1 > yi−1 + yi then xi+1 > yi−1
(iii) If xi+1 ≥ yi−1 then xi ≤ yi
Proof.(i) If xi ≤ yi and xi+1 ≤ yi+1 then xi + xi+1 ≤ yi + yi+1. If xi > yi then
xi + xi+1 ≤ yi−1 + yi ≤ yi + yi+1. If xi+1 > yi+1 then xi + xi+1 ≤ xi+1 + xi+2 ≤ yi + yi+1.
(ii) We have xi ≤ yi since otherwise xi + xi+1 ≤ yi−1 + yi. This, together with
xi + xi+1 > yi−1 + yi, implies xi+1 > yi−1.
(iii) Suppose the contrary. Then xi+xi+1 ≤ yi−1+yi. This, together with xi+1 ≥ yi−1,
implies xi ≤ yi 
Lemma 1.7 ≤ is an order relation on B.
Proof.Take x, y ∈ B, x = (x1, . . . , xm), y = (y1, . . . , yn). If x ≤ y and y ≤ x then m ≥ n
and n ≤ n so m = n. Since x ≤ y and y ≤ x we have x1 ≤ y1 and y1 ≤ x1 so x1 = y1.
Suppose that x 6= y. Let i be the smallest index s.t. xi 6= yi. Suppose xi > yi. Since
x ≤ y we have by Lemma 1.6(iii), xi+1 < yi−1 = xi−1. Contradiction. Similarly if yi < xi.
Thus x = y.
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Take now z = (z1, . . . , zk) ∈ B. Suppose that x ≤ y and y ≤ z. This implies m ≥ n
and n ≥ k so m ≥ k. Let 1 ≤ i ≤ k. If xi ≤ yi and yi ≤ zi then xi ≤ zi. If xi > yi then
1 < i < m and xi + xi+1 ≤ yi−1 + yi. Also yi−1 + yi ≤ zi−1 + zi by Lemma 1.6(i) and
so xi + xi+1 ≤ zi−1 + zi. If yi > zi then 1 < i < n ≤ m and yi + yi+1 ≤ zi−1 + zi. Also
xi + xi+1 ≤ yi + yi+1 by Lemma 1.6(i) and so xi + xi+1 ≤ zi−1 + zi. Thus x ≤ z. 
Definition 3 For any κ ∈ R we define Bn(κ) = {(x1, . . . , xn) ∈ Bn | xi ≤ xi+1+κ ∀ 1 ≤
i ≤ n− 1} and B(κ) = ∪n≥0Bn(κ).
Lemma 1.8 If x = (x1, . . . , xm), y = (y1, . . . , yn) ∈ B(κ) and x ≤ y then:
(i) If xi+1 − xi ≥ κ or yi − yi−1 ≥ κ then xi ≤ yi.
(ii) If xi+1 − yi ≥ κ then xi ≤ yi and, if i ≤ n− 1, xi+1 ≤ yi+1.
Proof.(i) Suppose that xi > yi. By Lemma 1.6(iii) we have xi+1 < yi−1. If xi+1−xi ≥ κ
then also yi−1 ≤ yi + κ and so xi + κ ≤ xi+1 < yi−1 ≤ yi + κ so xi ≤ yi. If yi − yi−1 ≥ κ
then also xi ≤ xi+1 + κ and so xi − κ ≤ xi+1 < yi−1 ≤ yi − κ so xi ≤ yi.
(ii) If xi > yi then yi + κ ≤ xi+1 < yi−1 ≤ yi + κ. Contradiction. If xi+1 > yi+1 then
xi+1 − κ ≤ xi+2 < yi ≤ xi+1 − κ. Contradiction. 
1.9 If x = (x1, . . . , xn) ∈ Rn we denote x♯ = (−xn, . . . ,−x1). Obviously (x♯)♯ = x. One
can easily see that x ∈ Bn or x ∈ Bn(κ) iff x♯ ∈ Bn resp. x♯ ∈ Bn(κ).
Also if x, y ∈ Bn then x ≤ y iff y♯ ≤ x♯.
1.10 If L ∼=≺ a1, . . . , an ≻ and Ri = Ri(L) = ord ai we denote R(L) = (R1, . . . , Rn).
Note that R(L) ∈ B because Ri ≤ Ri+2 by the definition of the good BONGs.
Moreover Ri+1 −Ri = ord ai+1/ai ≥ −2e (we have ai+1/ai ∈ A). Thus R(L) ∈ B(2e).
Also L♯ ∼=≺ a−1n , . . . , a−11 ≻ so R(L♯) = (−Rn, . . . ,−R1) = R(L)♯.
1.11 If Ri(L) = Ri and αi(L) = αi we denote
W(L) = (R1 + α1, R2 − α1, . . . , Rn−1 + αn−1, Rn − αn−1).
By [B3, Lemma 2.2], the sequence (Ri+αi) is increasing and (−Ri+1+αi) is decreasing
so (Ri+1 − αi) is increasing. This implies that W(L) ∈ B.
Since Ri(L
♯) = −Rn+1−i and αi(L♯) = αn−i we have W(L♯) = (−Rn+αn−1,−Rn−1−
αn−1, . . . ,−R2 + α1,−R1 − α1) = W(L)♯.
Throughout this paper we make the following conventions.
Convention 1 Unless otherwise specified, all BONGs are assumed to be good. (The
only time we have a bad BONG is in the Lemma 9.6.)
Convention 2 If L is a lattice of rank n andRi = Ri(L) then we make the assumption
that Ri ≪ 0 if i < 0 and Ri ≫ 0 if i > n.
Convention 3 Typically when we speak of one lattice we denote it by L with L ∼=≺
a1. . . . , an ≻, Ri(L) = Ri and αi(L) = αi.
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If we speak of two lattices we denote them by M,N . When we have a third lattice
we denote it by K.
We write M ∼=≺ a1, . . . , am ≻, N ∼=≺ b1, . . . , bn ≻ and K =≺ c1, . . . , ck ≻, Ri(M) =
Ri, Ri(N) = Si, Ri(K) = Ti, αi(M) = αi, αi(N) = βi and αi(K) = γi.
We will also denote Ai(M,N) = Ai, Ai(N,K) = Bi and Ai(M,K) = Ci, where
Ai(M,N) is the invariant from Definition 4, §2.
2 Main theorem
In this section we state our main result, the representation Theorem 2.1 and we also give
some consequences and equivalent conditions for the conditions (i)-(iv) of Theorem 2.1.
The main results we use in this section are:
The fact that (Ri+αi) increases and (−Ri+1+αi) decreses, which can be written as
αi ≥ Rj − Ri + αj if i ≥ j and αi ≥ Ri+1 − Rj+1 + αj if i ≤ j.
The inequality d[−ai,i+1] ≥ Ri − Ri+1 + αi from Remark 1.1.
The domination principle and Lemma 1.4 for the d[εa1,ib1,j] and d[εai,j] invariants.
The consequences of Lemmas 1.6 and 1.8 following from Theorem 2.1(i) (see 2.2).
The representation Lemma 1.5.
Throughout this section M ∼=≺ a1, . . . , am ≻ and N ∼=≺ b1, . . . , bn ≻ relative to good
BONGs, Ri = Ri(M) = ord ai, Si = Ri(M) = ord bi, αi = αi(M), βi = αi(N).
Definition 4 For any 1 ≤ i ≤ min{m− 1, n} we define
Ai := min{(Ri+1−Si)/2+e, Ri+1−Si+d[−a1,i+1b1,i−1], Ri+1+Ri+2−Si−1−Si+d[a1,i+2b1,i−2]}.
If n ≤ m− 2 we define
Sn+1 + An+1 := min{Rn+2 + d[−a1,n+2b1,n], Rn+2 +Rn+3 − Sn + d[a1,n+3b1,n−1]}.
(The terms that don’t make sense are ignored. I.e. if i = 1 or m− 1 then we ignore
Ri+1 +Ri+2 − Si−1 − Si + d[a1,i+2b1,i−2] from the definition of Ai; and if n = m− 2 then
we ignore Rn+2 +Rn+3 − Sn + d[a1,n+3b1,n−1] from the definition of Sn+1 + An+1.)
In the view of Lemma 1.2 Ai doesn’t depend on BONGs so we can write Ai =
Ai(M,N). Same for Sn+1 + An+1.
The definition of Sn+1+An+1 when n ≤ m−2 is justified by Convention 1. When we
take i = n + 1 in the definition of Ai and add Sn+1 we get Sn+1 + An+1 = min{(Rn+2 +
Sn+1)/2 + e, Rn+2 + d[−a1,n+2b1,n], Rn+2 + Rn+3 − Sn + d[a1,n+3b1,n−1]}. But (Rn+2 +
Sn+1)/2 + e≫ 0, as Sn+1 ≫ 0, so it can be removed.
Theorem 2.1 Assume that FN→−FM . Then N→−M iff:
(i) For any 1 ≤ i ≤ n we have either Ri ≤ Si or 1 < i < m and Ri+Ri+1 ≤ Si−1+Si.
(ii) For any 1 ≤ i ≤ min{m− 1, n} we have d[a1,ib1,i] ≥ Ai.
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(iii) For any 1 < i ≤ min{m−1, n+1} s.t. Ri+1 > Si−1 and Ai−1+Ai > 2e+Ri−Si
we have [b1, . . . , bi−1]→−[a1, . . . , ai].
(iv) If 1 < i ≤ min{m − 2, n + 1} s.t. Si ≥ Ri+2 > Si−1 + 2e ≥ Ri+1 + 2e then
[b1, . . . , bi−1]→−[a1, . . . , ai+1]. (If i = n+ 1 we ignore the condition Si ≥ Ri+2.)
Note that if n ≤ m − 2 and i = n + 1 then condition from (iii) can be written as
An + Sn+1 +An+1 > 2e+Rn+1 so it makes sense since Sn+1 +An+1 is defined, although
Sn+1 and An+1 are not.
Before starting the proof we make some rematks regarding conditions (i)-(iv) of the
theorem.
2.2 Condition (i) simply means thatR(M) ≤ R(N) in B so we can use Lemmas 1.6 and
1.8 (with κ = 2e). So if (i) is satisfied then Ri+Ri+1 ≤ Si+Si+1 if Ri+Ri+1 > Si−1+Si
then Ri+1 > Si−1 and if Ri+1 > Si−1 then Ri ≤ Si. Also if Ri+1−Ri ≥ 2e or Si−Si−1 ≥ 2e
then Ri ≤ Si and if Ri+1 − Si ≥ 2e then Ri ≤ Si and Ri+1 ≤ Si+1.
Dualization
2.3 Let’s see how the properties (i)-(iv) behave under dualization when m = n. We
have N ♯ ∼=≺ a♯1, . . . , a♯n ≻ and M ♯ ∼=≺ b♯1, . . . , b♯n ≻ with a♯i = b−1n+1−i and b♯i = a−1n+1−i.
We have R♯i := Ri(N
♯) = −Sn+1−i, S♯i := Ri(M ♯) = −Rn+1−i, α♯i := αi(N ♯) = βn−i
and β♯i := αi(M
♯) = αn−i.
Since a1,nb1,n ∈ F˙ 2 we have εa♯1,ib♯1,j = εbn+1−i,nan+1−j,n = εa1,n−jb1,n−i (in F˙ /F˙ 2).
Since also α♯i = βn−i and β
♯
i = αn−i we get d[εa
♯
1,ib
♯
1,j] = d[εa1,n−jb1,n−i]. Similarly,
d[εa♯i,j] = d[εbn−j+1,n−i+1] and d[εb
♯
i,j] = d[εan−j+1,n−i+1].
As a consequence one may see that A♯i := Ai(N
♯,M ♯) = An−i for 1 ≤ i ≤ n− 1.
Also condition [b♯1, . . . , b
♯
j]→−[a♯1, . . . , a♯i] means [an+1−j , . . . , an]→−[bn+1−i, . . . , bn] which
is equivalent to [b1, . . . , bn−i]→−[a1, . . . , an−j]. (We have [a1, . . . , an] ∼= [b1, . . . , bn].)
2.4 In many cases, given a formula or a statement for M,N at some index i, we will
consider the same formula or statement for N ♯,M ♯ at index n + 1 − i. When we do so
we have:
Ri+k, Si+k become −Si−k,−Ri−k.
d[εai+k,i+l], d[εbi+k,i+l] become d[εbi−l,i−k], d[εai−l,i−k].
αi+k, βi+k, Ai+k become βi−k−1, αi−k−1, Ai−k−1
d[εa1,i+kb1,i+l] becomes d[εa1,i−l−1b1,i−k−1].
[b1, . . . , bi+k]→−[a1, . . . , ai+l] becomes [b1, . . . , bi−k−1]→−[a1, . . . , ai−l−1].
Sometimes instead of n + 1 − i we take n − i. In this case all indices in the dual
formulas and statements described above are increased by 1.
Note that even if m > n we can still use the duality argument. The reader may
repeat the same reasoning for the dual statement according to the rules above.
2.5 One can easily see that conditions (i)-(iv) for M,N are equivalent to those for
N ♯,M ♯. (Conditions (i) and (iii) for N ♯,M ♯ at an index i correspond to the similar
conditions for M,N at n + 1 − i. For (ii) and (iv) they correspond to the similar
conditions at n− i.)
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The invariants A′i, Ai, Ai and condition 2.1(ii)
Definition 5 We define α′i := Ri+1 − Ri + d[−ai,i+1] and
A′i := min{Ri+1 − Si + d[−a1,i+1b1,i−1], Ri+1 +Ri+2 − Si−1 − Si + d[a1,i+2b1,i−2]}.
We have Ai = min{(Ri+1 − Si)/2 + e, A′i} and, in the view of 1.1, αi = min{(Ri+1 −
Ri)/2 + e, α
′
i}.
2.6 The following numbers are ≥ A′i:
Ri+1 − Si + αi+1 and Ri+1 − Si + βi−1
Ri+1 +Ri+2 − Si−1 − Si + αi+2 and Ri+1 +Ri+2 − Si−1 − Si + βi−2
(Ri+1 +Ri+2)/2− Si + e and Ri+1 − (Si−1 + Si)/2 + e.
In particular, they are ≥ Ai. (The numbers that don’t make sense are ignored.)
Indeed αi+1, βi−1 ≥ d[−a1,i+1b1,i−1] and αi+2, βi−2 ≥ d[a1,i+2b1,i−2] so the first four
numbers are ≥ A′i. Also (Ri+1 +Ri+2)/2− Si + e = Ri+1 − Si + (Ri+2 − Ri+1)/2 + e ≥
Ri+1 − Si + αi+1 ≥ A′i and Ri+1 − (Si−1 + Si)/2 + e = Ri+1 − Si + (Si − Si−1)/2 + e ≥
Ri+1 − Si + βi−1 ≥ A′i.
If M,N satisfy the 2.1(i) then also (Ri+1 − Ri)/2 + e, (Si+1 − Si)/2 + e ≥ Ai.
Indeed, we have either Ri ≤ Si so (Ri+1 − Ri)/2 + e ≥ (Ri+1 − Si)/2 + e ≥ Ai or
Ri+Ri+1 ≤ Si−1+Si so (Ri+1−Ri)/2+ e ≥ Ri+1− (Si−1+Si)/2+ e ≥ Ai. Similarly we
have Ri+1 ≤ Si+1 so (Si+1−Si)/2+e ≥ (Ri+1−Si)/2+e ≥ Ai or Ri+1+Ri+2 ≤ Si+Si+1
so (Si+1 − Si)/2 + e ≥ (Ri+1 +Ri+2)/2− Si + e ≥ Ai.
Also note that αi, βi ≥ d[a1,ib1,i], i.e. if 2.1(ii) is satisfied at i then αi, βi ≥ Ai.
Lemma 2.7 In the term Ri+1 +Ri+2 − Si−1 − Si + d[a1,i+2b1,i−2] from the definition of
Ai and A
′
i d[a1,i+2b1,i−2] can be replaced as follows:
(i) If Ri+1 ≥ Si−1 it can be replaced by d[−a1,ib1,i−2].
(ii) If Ri+2 ≥ Si it can be replaced by d[−a1,i+2b1,i].
(iii) If both Ri+1 ≥ Si−1 and Ri+2 ≥ Si it can be replaced by d[a1,ib1,i].
Proof.Since Ai = min{(Ri+1−Si)/2+e, A′i}, it is enough to prove the statements (i)-(iii)
for A′i.
(i) If Ri+1 ≥ Si−1 then Ri+1 + Ri+2 − Si−1 − Si + d[−a1+1,i+2] ≥ Ri+2 − Si +
d[−ai+1,i+2] ≥ Ri+1 − Si + αi+1 ≥ Ri+1 − Si + d[−a1,i+1b1,i−1] so by Lemma 1.4(c)
we have min{Ri+1 − Si + d[−a1,i+1b1,i−1], Ri+1 + Ri+2 − Si−1 − Si + d[−a1,ib1,i−2]} =
min{Ri+1 − Si + d[−a1,i+1b1,i−1], Ri+1 +Ri+2 − Si−1 − Si + d[a1,i+2b1,i−2]} = A′i
(ii) is similar but this time Ri+2 ≥ Si implies Ri+1 + Ri+2 − Si−1 − Si + d[−bi−1,i] ≥
Ri+1 − Si−1 + d[−bi−1,i] ≥ Ri+1 − Si + βi−1 ≥ Ri+1 − Si + d[−a1,i+1b1,i−1].
(iii) Since both Ri+1 ≥ Si−1 and Ri+2 ≥ Si hold we can use procedures from both (i)
and (ii). So we replace d[a1,i+2b1,i−2] first by d[−a1,ib1,i−2] and then by d[a1,ib1,i]. 
Definition 6 Let 1 ≤ i ≤ min{m− 1, n}. If Ri+1 +Ri+2 > Si−1 + Si we define
A
′
i = min{Ri+1−Si+ d[−a1,i+1b1,i−1], 2Ri+1−Si−1−Si+αi+1, Ri+1+Ri+2− 2Si+βi−1}
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and Ai = min{(Ri+1 − Si)/2 + e, A′i}.
(If i ∈ {1, m−1} then 2Ri+1−Si−1−Si+αi+1 and Ri+1+Ri+2−2Si+βi−1 don’t make
sense so they are ignored. So in this case we have A
′
i = A
′
i = Ri+1−Si + d[−a1,i+1b1,i−1]
and Ai = Ai = min{(Ri+1 − Si)/2 + e, Ri+1 − Si + d[−a1,i+1b1,i−1].)
2.8 Remarks By Convention 2 if i ∈ {1, m− 1} then Ri+1 +Ri+2 > Si−1 + Si.
If Ri+1 ≥ Si−1 then 2Ri+1 − Si−1 − Si + αi+1 ≥ Ri+1 − Si + αi+1 ≥ Ri+1 − Si +
d[−a1,i+1b1,i−1] so it can be ignored in the formulas for Ai and A′i. Similarly if Ri+2 ≥ Si
then Ri+1 +Ri+2 − 2Si + βi−1 ≥ Ri+1 − Si + βi−1 ≥ Ri+1 − Si + d[−ai+1b1,i−1] so it can
be ignored.
Since Ri+1 + Ri+2 > Si−1 + Si we always have Ri+1 > Si−1 or Ri+2 > Si so at least
one of 2Ri+1 − Si−1 − Si + αi+1 and Ri+1 +Ri+2 − 2Si + βi−1 can be removed.
Lemma 2.9 Suppose that Ri+1+Ri+2 > Si−1+Si. Then if d[a1,ib1,i] ≥ Ai or d[a1,ib1,i] ≥
Ai we have Ai = Ai and A
′
i = A
′
i.
In particular, d[a1,ib1,i] ≥ Ai iff d[a1,ib1,i] ≥ Ai.
Proof.We use Lemma 1.4(a) with x = 0, y = Ri+1 + Ri+2 − Si−1 − Si > 0 and z =
min{(Ri+1−Si)/2+e, Ri+1−Si+d[−a1,i+1b1,i−1]}. Note that (Ri+1+Ri+2)/2−Si+e ≥
Ri+1 − Si + αi+1 ≥ z and Ri+1 − (Si−1+ Si)/2 + e ≥ Ri+1 − Si + βi−1 ≥ z (see the proof
of 2.6) We have three cases:
a. Ri+1 ≥ Si−1 and Ri+2 ≥ Si. We have Ai = z by Remark 2.8 and Ai = min{y +
d[a1,ib1,i], z} by Lemma 2.7(iii). If d[a1,ib1,i] ≥ Ai then y + d[a1,ib1,i] > Ai = min{y +
d[a1,ib1,i], z} so Ai = z = Ai. Same happens if d[a1,ib1,i] ≥ Ai since Ai ≥ Ai.
b. Ri+1 < Si−1. This implies Ri+2 > Si. So Ai = min{y + d[−a1,i+2b1,i], z} by
Lemma 2.7(ii) and Ai = min{z, 2Ri+1 − Si−1 − Si + αi+1} by Remark 2.8. We have
αi+1 = min{(Ri+2 − Ri+1)/2 + e, Ri+2 − Ri+1 + d[−ai+1,i+2]} so Ai = min{z, 2Ri+1 −
Si−1 − Si + (Ri+2 − Ri+1)/2 + e, Ri+1 + Ri+2 − Si−1 − Si + d[−ai+1,i+2]} = min{y +
d[−ai+1,i+2], z, Ri+1 + (Ri+1 + Ri+2)/2 − Si−1 − Si + e}. But Ri+1 + (Ri+1 + Ri+2)/2 −
Si−1− Si + e > Ri+1+ (Si−1+ Si)/2− Si−1− Si + e = Ri+1− (Si−1+ Si)/2+ e ≥ z so it
can be ignored. Thus Ai = min{y + d[−ai+1,i+2], z}. Since y > 0 = x, by Lemma 1.4(a),
if d[a1,ib1,i] ≥ Ai = min{y + d[−a1,i+2b1,i], z} then Ai = min{y + d[−ai+1,i+2], z} = Ai.
Similarly if d[a1,ib1,i] ≥ Ai.
c. Ri+2 < Si. Similar with case b.. (If m = n it follows from b. by duality at index
n− i. See 2.4.)
So Ai = Ai. If Ai = Ai 6= (Ri+1 − Si)/2 + e then Ai = A′i and Ai = A
′
i so A
′
i = A
′
i. If
Ai = (Ri+1 − Si)/2 + e then (Ri+1 + Ri+2)/2 − Si + e, Ri+1 − (Si−1 + Si)/2 + e ≥ A′i ≥
Ai = (Ri+1 − Si)/2 + e so Ri+1 ≥ Si−1 and Ri+2 ≥ Si. By Remark 2.8 A′i = Ri+1 −
Si+ d[−a1,i+1b1,i−1] and by Lemma 2.7(iii) A′i = min{Ri+1− Si+ d[−a1,i+1b1,i−1], Ri+1+
Ri+2−Si−1−Si+ d[a1,ib1,i]}. But d[a1,ib1,i] ≥ Ai = (Ri+1−Si)/2+ e ≥ (Si−1−Si)/2+ e
and Ri+1 + Ri+2 − Si−1 − Si > 0 so Ri+1 + Ri+2 − Si−1 − Si + d[a1,ib1,i] > (Ri+1 +
Ri+2 − Si−1 − Si)/2 + (Si−1 − Si)/2 + e = (Ri+1 + Ri+2)/2 − Si + e ≥ A′i (see 2.6). So
A′i = Ri+1 − Si + d[−a1,i+1b1,i−1] = A
′
i. 
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Corollary 2.10 Suppose that M,N satisfy the condition (i) of the main theorem. If
Ri+1 − Si > 2e then d[a1,ib1,i] ≥ Ai iff a1,ib1,i ∈ F˙ 2.
Proof.If 2 ≤ i ≤ m − 2 then Ri+2 ≥ Ri+1 − 2e ≥ Si and Ri+1 > Si + 2e ≥ Si−1. This
implies that Ri+1 + Ri+2 > Si−1 + Si and by Remark 2.8 Ai = min{(Ri+1 − Si)/2 +
e, Ri+1 − Si + d[−a1,i+1b1,i−1]}. Same happens if i ∈ {1, m− 1}, by definition.
But Ri+1 − Si > 2e so Ri+1 − Si + d[−a1,i+1b1,i−1] ≥ Ri+1 − Si > (Ri+1 − Si)/2 + e
so Ai = (Ri+1 − Si)/2 + e. By Lemma 2.9 we have d[a1,ib1,i] ≥ Ai iff d[a1,ib1,i] ≥ Ai =
(Ri+1−Si)/2+e. Note that Ri+1−Si > 2e implies by 2.2 that Ri ≤ Si and Ri+1 ≤ Si+1.
Hence both Ri+1 − Ri and Si+1 − Si are ≥ Ri+1 − Si > 2e. By [B3, Lemma 2.7(ii)]
αi = (Ri+1 − Ri)/2 + e ≥ (Ri+1 − Si)/2 + e and βi = (Si+1 − Si)/2 + e ≥ (Ri+1 −
Si)/2 + e. Since d[a1,ib1,i] = min{d(a1,ib1,i), αi, βi} we have d[a1,ib1,i] ≥ (Ri+1 − Si)/2 + e
iff d(a1,ib1,i) ≥ (Ri+1 − Si)/2 + e. But (Ri+1 − Si)/2 + e > 2e so this is equivalent to
a1,ib1,i ∈ F˙ 2. 
Lemma 2.11 If Ri+1 +Ri+2 ≤ Si−1 + Si then:
(i) If Ri+1 ≤ Si−1 then d[a1,ib1,i] ≥ Ai iff Ri+1 − Ri+2 + αi+1 ≥ Ai.
(ii) If Ri+2 ≤ Si then d[a1,ib1,i] ≥ Ai iff Si−1 − Si + βi−1 ≥ Ai.
Proof.Since Ri+1 +Ri+2 ≤ Si−1 + Si we have d[a1,i+2b1,i−2] ≥ Ri+1 +Ri+2 − Si−1 − Si +
d[a1,i+2b1,i−2] ≥ Ai.
(i) We have d[−bi−1,i] ≥ Si−1−Si+βi−1 ≥ Ri+1−Si+βi−1 ≥ Ai which, together with
d[a1,i+2b1,i−2] ≥ Ai, implies d[−a1,i+2b1,i] ≥ Ai. Thus d[a1,ib1,i] ≥ Ai iff d[−ai+1,i+2] ≥ Ai.
On the other hand αi+1 = min{(Ri+2 − Ri+1)/2 + e, Ri+2 − Ri+1 + d[−ai+1,i+2]} so
Ri+1−Ri+2+αi+1 = min{(Ri+1−Ri+2)/2+e, d[−ai+1,i+2]}. But Ri+1+Ri+2 ≤ Si−1+Si
implies (Ri+1 − Ri+2)/2 + e ≥ Ri+1 − (Si−1 + Si)/2 + e ≥ Ai so d[−ai+1,i+2] ≥ Ai iff
Ri+1 −Ri+2 + αi+1 ≥ Ai.
(ii) is similar. If m = n it follows by duality at index n− i. 
Essential indices
Definition 7 An index 1 ≤ i ≤ min{m,n + 1} is called essential if Ri+1 > Si−1 and
Ri+1 + Ri+2 > Si−2 + Si−1. (By Convention 2 the conditions that don’t make sense are
ignored. Thus 1 is always essential and if R3 > S1 then 2 is essential. If n ≥ m−1 then
m is essential. If n ≥ m− 2 and Rm > Sm−2 then m− 1 is essential.)
Remark If m = n then i is essential for M,N iff n+ 1− i is essential for N ♯, N ♯.
Lemma 2.12 If both i and i + 1 are not essential then condition 2.1(ii) is vacuous at
index i.
Proof.If Ri+1 + Ri+2 > Si−1 + Si then we have both Ri+1 + Ri+2 > Si−2 + Si−1 and
Ri+2 + Ri+3 > Si−1 + Si. We also have Ri+1 > Si−1 or Ri+2 > Si. Therefore either i
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or i + 1 is essential. Thus we may assume that Ri+1 + Ri+2 ≤ Si−1 + Si. This implies
Ri+1 ≤ Si−1 or Ri+2 ≤ Si.
If Ri+1 ≤ Si−1 then by Lemma 2.11(i) condition 2.1(ii) is equivalent to Ri+1−Ri+2+
αi+1 ≥ Ai. Since i + 1 is not essential we have Ri+2 ≤ Si or Ri+2 + Ri+3 ≤ Si−1 + Si.
In the first case Ri+1 − Ri+2 + αi+1 ≥ Ri+1 − Si + αi+1 ≥ Ai and in the second case
Ri+1 −Ri+2 + αi+1 ≥ Ri+1 − Ri+3 + αi+2 ≥ Ri+1 +Ri+2 − Si−2 − Si−1 + αi+2 ≥ Ai.
If Ri+2 ≤ Si then by Lemma 2.11(ii) condition 2.1(ii) is equivalent to Si−1 − Si +
βi−1 ≥ Ai. Since i is not essential we have Ri+1 ≤ Si−1 or Ri+1 + Ri+2 ≤ Si−2 + Si−1.
In the first case Si−1 − Si + βi−1 ≥ Ri+1 − Si + βi−1 ≥ Ai and in the second case
Si−1 − Si + βi−1 ≥ Si−2 − Si + βi−2 ≥ Ri+1 +Ri+2 − Si−1 − Si + βi−2 ≥ Ai. 
Lemma 2.13 If i is not essential then condition 2.1(iii) is vacuous at index i.
Proof.Suppose that Ri+1 > Si−1 and Ai−1+Ai > 2e+Ri−Si. By 2.6 (Ri+1+Ri+2)/2−
Si+ e+Ri− (Si−2+Si−1)/2+ e ≥ Ai+Ai−1 > 2e+Ri−Si so Ri+1+Ri+2 > Si−2+Si−1.
Thus i is essential. 
Condition 2.1(iii)
Lemma 2.14 Assume that M,N satisfy 2.1(i) and (ii) and Ai 6= A′i for some 1 ≤ i ≤
min{n,m − 1}. Then the conditions Rj+1 > Sj−1 and Aj−1 + Aj > 2e + Rj − Sj from
(iii) are fullfiled for j = i, i + 1. (If i = 1 then only for j = i+ 1 = 2 and if i = m− 1
then only for j = i = m− 1.)
Proof.We only prove our statement for j = i. The case j = i+ 1 is similar. If m = n it
follows by duality at index n− i.
Condition Ai 6= A′i means Ai = (Ri+1−Si)/2+e < A′i. This implies (Ri+1+Ri+2)/2−
Si + e ≥ A′i > (Ri+1 − Si)/2 + e so Ri+2 > Si and Ri+1 − (Si−1 + Si)/2 + e ≥ A′i >
(Ri+1−Si)/2+e so Ri+1 > Si−1. Also Ri+1−Si+d[−a1,i+1b1,i−1] ≥ A′i > (Ri+1−Si)/2+e
so d[−a1,i+1b1,i−1] > e− (Ri+1 − Si)/2. It follows that αi+1, βi−1 > e− (Ri+1 − Si)/2.
Ri+1 > Si−1 implies Ri ≤ Si and, by Lemma 2.7(ii) Ai−1 = min{(Ri − Si−1)/2 +
e, Ri − Si−1 + d[−a1,ib1,i−2], Ri +Ri+1 − Si−2 − Si−1 + d[−a1,i+1b1,i−1]}.
Since Ri+1 > Si−1 and Ri ≤ Si we have (Ri+1 − Si)/2 + e + (Ri − Si−1)/2 + e >
2e+Ri − Si.
We have d[−bi−1,i] ≥ Si−1−Si+βi−1 ≥ Si−1−Si+ e− (Ri+1−Si)/2 and d[a1,ib1,i] ≥
Ai = (Ri+1 − Si)/2 + e > Si−1 − Si + e − (Ri+1 − Si)/2. (Because Ri+1 > Si−1. By
domination principle d[−a1,ib1,i−2] > Si−1−Si+ e− (Ri+1−Si)/2 and so (Ri+1−Si)/2+
e+Ri − Si−1 + d[−a1,ib1,i−2] > 2e+Ri − Si.
Finally, d[−a1,i+1b1,i−1] > e− (Ri+1−Si)/2 so (Ri+1−Si)/2+ e+Ri+Ri+1−Si−2−
Si−1+d[−a1,i+1b1,i−1] > 2e+Ri+Ri+1−Si−2−Si−1 > 2e+Ri−Si. (We have Ri+1 > Si−1
and Si ≥ Si−2.)
In consequence Ai−1 + Ai = (Ri+1 − Si)/2 + e+ Ai−1 > 2e+Ri − Si. 
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2.15 If M,N satisfy 2.1(i) and (ii) then Ai 6= A′i iff d[−a1,i+1b1,i−1] > e− (Ri+1−Si)/2.
The necessity is obvious: If Ai 6= A′i then Ri+1 − Si + d[−a1,i+1b1,i−1] ≥ A′i > (Ri+1 −
Si)/2 + e so d[−a1,i+1b1,i−1] > e− (Ri+1 − Si)/2.
Conversely, assume d[−a1,i+1b1,i−1] > e − (Ri+1 − Si)/2. It follows that Ri+1 − Si +
d[−a1,i+1b1,i−1] > (Ri+1−Si)/2+ e. Also (Ri+2−Ri+1)/2+ e ≥ αi+1 > e− (Ri+1−Si)/2
and (Si − Si−1)/2 + e ≥ βi−1 > e− (Ri+1 − Si)/2. So Ri+2 > Si and Ri+1 > Si−1. Thus
A
′
i is defined and we have A
′
i = Ri+1 − Si + d[−a1,i+1b1,i−1]. By Lemma 2.9 A′i = A
′
i =
Ri+1 − Si + d[−a1,i+1b1,i−1] > (Ri+1 − Si)/2 + e and so Ai = (Ri+1 − Si)/2 + e < A′i.
Lemma 2.16 If Ri+1 > Si−1 the condition Ai−1+Ai > 2e+Ri−Si is equivalent to the
following:
a) d[−a1,i+1b1,i−1] + d[−a1,ib1,i−2] > 2e+ Si−1 −Ri+1
b) d[−a1,i+1b1,i−1] > e+ (Si−2 + Si−1)/2− Ri+1
c) d[−a1,ib1,i−2] > e + Si−1 − (Ri+1 +Ri+2)/2.
If i = 2 we ignore b). If i = m− 1 we ignore c).
Proof.First note that Ai−1+Ai > 2e+Ri−Si iff A′i−1+A′i > 2e+Ri−Si. Indeed the “only
if” implication follows from A′i−1 ≥ Ai−1 andA′i ≥ Ai. Conversely, A′i−1+A′i > 2e+Ri−Si
implies Ai−1 + Ai > 2e + Ri − Si if A′i−1 = Ai−1 and A′i = Ai. Otherwise either of
A′i−1 6= Ai−1 and A′i 6= Ai implies Ai−1 + Ai > 2e+Ri − Si by Lemma 2.14.
So we have to prove that A′i−1 + A
′
i > 2e + Ri − Si is equivalent to conditions
a)-c). Since Ri+1 > Si−1 Lemma 2.7(i) and (ii) implies A
′
i−1 = min{Ri − Si−1 +
d[−a1,ib1,i−2], Ri + Ri+1 − Si−2 − Si−1 + d[−a1,i+1b1,i−1]} and A′i = min{Ri+1 − Si +
d[−a1,i+1b1,i−1], Ri+1 + Ri+2 − Si−1 − Si + d[−a1,ib1,i−2]}. Condition A′i−1 + A′i > 2e +
Ri − Si can be written as 2e + Si−1 − Ri+1 < (Si−1 − Ri + A′i−1) + (Si − Ri+1 + A′i) =
min{d[−a1,ib1,i−2], Ri+1 − Si−2 + d[−a1,i+1b1,i−1]} + min{d[−a1,i+1b1,i−1], Ri+2 − Si−1 +
d[−a1,ib1,i−2]} = min{d[−a1,i+1b1,i−1]+d[−a1,ib1,i−2], Ri+1−Si−2+2d[−a1,i+1b1,i−1], Ri+2−
Si−1 + 2d[−a1,ib1,i−2], Ri+1 +Ri+2 − Si−2 − Si−1 + d[−a1,i+1b1,i−1] + d[−a1,ib1,i−2]}.
Now condition 2e + Si−1 − Ri+1 < d[−a1,i+1b1,i−1] + d[−a1,ib1,i−2] is just a). 2e +
Si−1 −Ri+1 < Ri+1 − Si−2 + 2d[−a1,i+1b1,i−1] is equivalent to b) and 2e+ Si−1 −Ri+1 <
Ri+2−Si−1+2d[−a1,ib1,i−2] is equivalent to c). Finally, 2e+Si−1−Ri+1 < Ri+1+Ri+2−
Si−2 − Si−1 + d[−a1,i+1b1,i−1] + d[−a1,ib1,i−2] is superfluous since Ri+1 + Ri+2 − Si−2 −
Si−1 + d[−a1,i+1b1,i−1] + d[−a1,ib1,i−2] > d[−a1,i+1b1,i−1] + d[−a1,ib1,i−2]. (We have from
a) 2e+ Si−1 −Ri+1 < d[−a1,i+1b1,i−1] + d[−a1,ib1,i−2] ≤ αi+1 + βi−2 ≤ (Ri+2 −Ri+1)/2 +
e+ (Si−1 − Si−2)/2 + e so Ri+1 +Ri+2 − Si−2 − Si−1 > 0.) 
Corollary 2.17 Suppose that Ri+1 > Si−1. If d[−a1,i+1b1,i−1] or d[−a1,ib1,i−2] is > 2e+
Si−1 − Ri+1 then Ai−1 + Ai > 2e +Ri − Si.
Proof.Suppose that d[−a1,i+1b1,i−1] > 2e + Ri+1 − Si−1. We use Lemma 2.12. We have
d[−a1,i+1b1,i−1]+ d[−a1,ib1,i−2] ≥ d[−a1,i+1b1,i−1] > 2e+Si−1−Ri+1 so a) holds. We have
Si−1 + 2e ≥ Si−2 so d[−a1,i+1b1,i−1] > 2e+ Si−1 − Ri+1 ≥ e + (Si−2 + Si−1)− Ri+1 so b)
holds. Finally, note that (Ri+2−Ri+1)/2+e ≥ αi+1 ≥ d[−a1,i+1b1,i−1] > 2e+Si−1−Ri+1
so Ri+1+Ri+2 > 2Si−1+2e. Hence d[−a1,ib1,i−2] ≥ 0 > e+ Si−1− (Ri+1+Ri+2)/2 so c)
holds.
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The case when d[−a1,ib1,i−2] > 2e + Si−1 − Ri+1 is similar. If m = n it follows by
duality at index n+ 1− i. 
Lemma 2.18 Suppose that M,N satisfy 2.1(i) and (ii), Ri+1 > Si−1 and Ai−1 + Ai >
2e+Ri − Si. We have:
(i) αi + Ai−1 > 2e or αi + d[−a1,i+1b1,i−1] > 2e.
(ii) βi−1 + Ai > 2e or βi−1 + d[−a1,ib1,i−2] > 2e.
Proof.(i) Note that Ri+1−Si+d[−a1,i+1b1,i−1] ≥ Ai so d[−a1,i+1b1,i−1] ≥ Si−Ri+1+Ai.
We have αi = min{(Ri+1−Ri)/2+e, Ri+1−Ri+d[−ai,i+1]}. If αi = (Ri+1−Ri)/2+e then
(αi+Ai−1)+(αi+d[−a1,i+1b1,i−1]) ≥ 2αi+Ai−1+Si−Ri+1+Ai = Si−Ri+2e+Ai−1+Ai >
4e which implies that αi + Ai−1 or αi + d[−a1,i+1b1,i−1] is > 2e so we are done.
If αi = Ri+1−Ri+ d[−ai,i+1] then we have either αi ≥ Ri+1−Ri+ d[−a1,i+1b1,i−1] ≥
Si − Ri + Ai or αi ≥ Ri+1 − Ri + d[a1,i−1b1,i−1] ≥ Ri+1 − Ri + Ai−1. In the first case
we have αi + Ai−1 ≥ Si − Ri + Ai + Ai−1 > 2e so we are done. In the second case
αi + d[−a1,i+1b1,i−1] ≥ Ri+1 − Ri + Ai−1 + Si −Ri+1 + Ai > 2e and again we are done.
(ii) is similar. If m = n it follows from (i) by duality at index n+ 1− i. 
A generalization of 2.1(iv)
Lemma 2.19 If M,N satisfy 2.1(i)-(iv) then [b1, . . . , bj]→−[a1, . . . , al−1] whenever Rl−
Sj > 2e.
Proof.Note that if l = i + 2, j = i − 1 we obtain a stronger statement than in (iv). In
fact, except for the case from (iv), our lemma will follow from (i)-(iii).
First note that Rl+1+2e ≥ Rl > Sj+2e ≥ Sj−1 so Rl+Rl+1 > Sj−1+Sj ≥ Rj−1+Rj .
It implies that j ≤ l. (This obviously happens also if l = m or j = 1, when Rl+1 resp.
Sj−1 is not defined.) We cannot have j = l since it would imply Rj > Sj + 2e so
Rl +Rl+1 = Rj +Rj+1 ≤ Sj−1 + Sj. Hence j < l. We have the following cases:
l − j = 1. Assume Ri+1 − Si > 2e. We want to prove that [b1, . . . , bi] ∼= [a1, . . . , ai].
From Corollary 2.10 we have a1,ib1,i ∈ F˙ 2. Since d[−a1,i+1b1,i−1] ≥ 0 > e− (Ri+1− Si)/2
we have Ai 6= A′i by 2.15. By Lemma 2.14 we get Ri+1 > Si−1 and Ai−1+Ai > 2e+Ri−Si.
By 2.1(iii) we have [b1, . . . , bi−1]→−[a1, . . . , ai]. Together with a1,ib1,i ∈ F˙ 2, this implies
[b1, . . . , bi] ∼= [a1, . . . , ai].
l−j = 2. Assume Ri+1−Si−1 > 2e. We want to prove that [b1, . . . , bi−1]→−[a1, . . . , ai].
We have Ri+1 > Si−1 and d[−a1,i+1b1,i−1] ≥ 0 > 2e + Si−1 − Ri+1. So Ai−1 + Ai >
2e+Ri − Si by Corollary 2.17 and we can use 2.1(iii).
l−j = 3. Assume Ri+2−Si−1 > 2e. We want to prove that [b1, . . . , bi−1]→−[a1, . . . , ai+1].
We may assume thatRi+1 > Si−1 orRi+2 > Si since otherwise we can use condition (iv) of
the main theorem. We also may assume a1,i+1b1,i−1 ∈ −F˙ 2 since otherwise the statement
is trivial. Hence d(−a1,i+1b1,i−1) = ∞ which implies d[−a1,i+1b1,i−1] = min{αi+1, βi−1}.
But αi+1 ≥ Ri+2−Ri+1 if Ri+2−Ri+1 ≤ 2e and αi+1 > 2e otherwise. Similarly for βi−1.
Therefore d[−a1,i+1b1,i−1] ≥ min{Ri+2 − Ri+1, Si − Si−1, 2e}. It is enough to prove that
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[b1, . . . , bi−1]→−[a1, . . . , ai] or [b1, . . . , bi]→−[a1, . . . , ai+1]. To do this we need to prove that
Rj+1 > Sj−1 and Aj−1 + Aj > 2e+Rj − Sj hold for j = i or i+ 1. We have two cases:
1. Ri+2 − Ri+1 ≤ Si − Si−1. If Ri+1 ≤ Si−1 we get by adding Ri+2 ≤ Si which
contradicts our assumption. Thus we may assume that Ri+1 > Si−1. We want to prove
that Ai−1+Ai > 2e+Ri−Si. To do this we use Corollary 2.17. Since d[−a1,i+1b1,i−1] ≥
min{Ri+2 − Ri+1, Si − Si−1, 2e} = min{Ri+2 − Ri+1, 2e} it is enough to prove that
min{Ri+2−Ri+1, 2e} > 2e+Si−1−Ri+1. Since Ri+1 > Si−1 we have 2e > 2e+Si−1−Ri+1
and since Ri+2 − Si−1 > 2e we have Ri+2 − Ri+1 > 2e+ Si−1 − Ri+1 so we are done.
2. Ri+2 − Ri+1 ≥ Si − Si−1. If Ri+2 ≤ Si we get by subtracting Ri+1 ≤ Si−1 which
contradicts our assumption. Thus we may assume that Ri+2 > Si. We want to prove
that Ai + Ai+1 > 2e + Ri+1 − Si. Again we use Corollary 2.17. Since d[−a1,i+1b1,i−1] ≥
min{Ri+2−Ri+1, Si−Si−1, 2e} = min{Si−Si−1, 2e} it is enough to prove that min{Si−
Si−1, 2e} > 2e + Si − Ri+2. Since Ri+2 > Si we have 2e > 2e + Si − Ri+2 and since
Ri+2 − Si−1 > 2e we have Si − Si−1 > 2e + Si − Ri+2 so we are done. 
Remark One can also prove that if Rl − Sj > 2e then also ≺ a1, . . . , al−1 ≻ and
≺ b1, . . . , bj ≻ satisfy the conditions (i)-(iv) of Theorem 2.1 so if Theorem 2.1 is true
then ≺ b1, . . . , bj ≻ →− ≺ a1, . . . , al−1 ≻.
Reduction to the case m = n
Definition 8 We say that N ≤ M if FN→−FM and M,N satisfy the conditions (i)-
(iv) of the Theorem 2.1.
At this point the condition N ≤M depends on the choice of BONGs so we will mean
N ≤M relative to some BONGs. The independence of BONGs will be proved in §3.
Of course the aim of this paper is to prove that N→−M iff N ≤M .
Lemma 2.20 Suppose that m > n and K is a third lattice and s ∈ Z. If s ≫ 0 and
FM ∼= FN ⊥ FK then N ≤M iff N ⊥ psK ≤M .
Proof.Since s ≫ 0 we have Ri(psK) = Ri(K) + 2s ≫ 0. Let psK ∼=≺ bn+1, . . . , bm ≻
and Si = ord bi for n + 1 ≤ i ≤ m. We have Si ≫ 0 for n + 1 ≤ i ≤ m. In particular
Sn ≤ Sn+1, Sn−1 ≤ Sn+1 and, if m ≥ n + 2, Sn ≤ Sn+2. This implies, by [B1, Corollary
4.4(v)], that N := N ⊥ psK ∼=≺ b1, . . . , bm ≻ relative to a good BONG. So we have to
prove that for s large we have N ≤M iff N ≤M .
Condition 2.1(i) for i ≤ n is the same in both cases. If i > n then Si ≫ 0 so Ri ≤ Si.
If 1 ≤ i ≤ n − 1 then, by the definition of βi = αi(N) and αi(N), we have αi(N) =
min({βi}∪{Sj+1−Si+d(−bj,j+1) | n ≤ j < m}). But Sj+1 is large for n ≤ j so Sj+1−Si+
d(−bj,j+1) ≥ Sj+1−Si ≥ βi. Thus αi(N) = βi for 1 ≤ i ≤ n−1. We keep the notation βi
for αi(N) also when n ≤ i ≤ m−1. In particular, Sn ≪ Sn+1 so βn = (Sn+1−Sn)/2+e≫
0. As a consequence the value of d[εa1,ib1,j] coresponding to M,N is the same as the one
forM,N when j ≤ n−1. When j = n we have d[εa1,ib1,n](M,N) = min{d[εa1,ib1,n], βn}.
Since βn ≫ 0 we usually have d[εa1,ib1,n](M,N) = d[εa1,ib1,n]. The only exception is
when i ∈ {0, m} and εa1,ib1,n ∈ F˙ 2. In this case d[εa1,ib1,n] = d(εa1,ib1,n) = ∞ while
d(εa1,ib1,n)(M,N) = βn = (Sn+1 − Sn)/2 + e≫ 0.
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As a consequence, Ai(M,N) = Ai(M,N) for 1 ≤ i ≤ n. So condition (ii) is the same
for both pairs of lattices. Same for the condition (iii) when i ≤ n. When i = n + 1
we usually have (Sn+1 + An+1)(M,N) = (Sn+1 + An+1)(M,N) so the condition 2.1(iii)
is the same. (See Definition 4 and the following remark). The only exception is when
m = n + 2 and −a1,mb1,n is a square. In this case we have (Sn+1 + An+1)(M,N) =
Rn+2 + d[−a1,n+2b1,n] = Rm + d[−a1,mb1,n] = ∞, while An+1(M,N) = min{(Rn+2 −
Sn+1)/2 + e, Rn+2 − Sn+1 + (Sn+1 − Sn)/2 + e} so (Sn+1 +An+1)(M,N) = min{(Rn+2 +
Sn+1)/2 + e, Rn+1 + (Sn+1 − Sn−1)/2 + e} ≫ 0. Thus condition An + (Sn+1 + An+1) >
2e+Rn+1 is satisfied in both cases. Condition 2.1(ii) for i > n is true because Si ≫ 0 so
Ai ≤ (Ri+1 − Si)/2 + e < 0 ≤ d[a1,ib1,i]. Condition 2.1(iii) for i > n + 1 is vacuous since
Si−1 ≫ 0 so Ri+1 < Si−1.
Finally, 2.1(iv) is the same for both M,N and M,N when i ≤ n + 1. (At i = n + 1
note that the condition Si ≥ Ri+2 is ignored for the lattices M,N while for M,N it is
always satisfied since Sn+1 ≫ 0.) When i > n + 2 the condition 2.1(iv) for M,N is
vacuous since we have Si−1 ≫ 0 and so Ri+1 < Si−1 + 2e. 
Lemma 2.21 The main theorem is true if it is true when m = n.
Proof.Suppose that m > n and FM = FN ⊥ V where V is a quadratic space with
dimV = m − n. Let K be a lattice on V . If N ⊆ M then N ⊥ (M ∩ V ) ⊆ M . Since
both M ∩ V and K are lattices on V we have psK ⊆ M ∩ V for s large enough so
N ⊥ psK ⊆M . Thus N→−M iff N ⊥ psK→−M for s large enough. On the other hand
by Lemma 2.20 we have N ≤ M iff N ⊥ psK ≤ M for s large enough. Therefore the
main theorem is true for M,N iff it is true for M,N ⊥ psK. 
From now on we restrict to the case m = n. In particular this allows the use of
duality which can shorten the proof.
Idea for the proof of necessity
The proof of necessity consists of two steps:
(I) Proof of transitivity of ≤.
(II) Proof that N ⊆M implies N ≤M in the case when [M : N ] ⊇ p.
Indeed, if N→−M then we may assume that N ⊆M . If [M : N ] ⊂ p then we can go
from M to N through a set of minimal inclusions M = M0 ⊃ M1 ⊃ . . . ⊃ Mk = N with
[Mi−1 : Mi] = p. By (II) we have Mi−1 ≤ Mi for 1 ≤ i ≤ k and by transitivity of ≤ we
get N ≤M .
In order to prove the necessity in the case [M : N ] = p we need to use Jordan decom-
positions so we need to translate the main theorem in terms of Jordan decompositions.
This will be done in the next section.
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3 Approximations. Main theorem in terms of Jor-
dan decompositions
Let L ∼= [a1, . . . , an] be relative to a good BONG and let L = L1 ⊥ · · · ⊥ Lt be a Jordan
decomposition.
Definition 9 If 1 ≤ i ≤ n − 1 then an element Xi ∈ F˙ /F˙ 2 is called an approximation
for a1,i if d(a1,iXi) ≥ αi. We denote this by Xi ∼ a1,i. For i = 0 or n we say that
X0 ∼ a1,0 if X0 = a1,0 = 1 and we say that Xn ∼ a1,n if Xn = a1,n = detFL (in F˙ /F˙ 2).
Definition 10 Let 1 ≤ i ≤ n − 1 and let Vi be a quadratic space of dimension i s.t.
det Vi ∼ a1,i. We say that Vi is an approximation to the left for [a1, . . . , ai] if αi−1+αi >
2e or i = 1 implies [a1, . . . , ai−1]→−Vi; an approximation to the right if αi + αi+1 > 2e
or i = n− 1 implies Vi→−[a1, . . . , ai+1]; an approximation if it is an approximation both
to the left and right. We denote this by Vi ∼l(resp. ∼r or ∼)[a1, . . . , ai].
Remark If i = 1 the [a1, . . . , ai−1] is 0 (the quadratic space of dimension zero) and
the condition [a1, . . . , ai−1]→−Vi from the definition of ∼l means 0→−V1 and it is always
satisfied. If i = n − 1 then [a1, . . . , ai+1] ∼= FL so the condition Vi→−[a1, . . . , ai+1] from
the definition of ∼r means Vn−1→−FL.
We want now to find approximates for a1,i and [a1, . . . , ai] in terms of the Jordan
decomposition L = L1 ⊥ · · · ⊥ Lt. Like in [B3] we denote rk = ord sLk, we take ak a norm
generator for LsLk and define uk = ord ak = ord nL
sLk . Also denote L(k) = L1 ⊥ · · · ⊥ Lk,
nk = dimL(k) and by fk the invariants defined in [OM] 93:24 for 1 ≤ k ≤ t− 1.
Notation If V,W are two quadratic spaces and W→−V then we denote by V⊤W a
quadratic space U s.t. V ∼= W ⊥ U .
3.1 Remark Note that if αi−1+αi ≤ 2e (resp. αi+αi+1 ≤ 2e or both) Then Vi ∼l(resp.
∼r or ∼)[a1, . . . , ai] whenever dimVi = i and det Vi ∼ a1,i. (E.g. we can take Vi =
[1, . . . , 1, Xi], where Xi is an arbitrary approximation for a1,i.) By [B3, Lemma 3.3]
the condition αi−1 + αi > 2e implies Ri+1 > Ri−1 so i = nk or i = nk + 1 for some k.
(Otherwise nk+1 < i < nk+1 for some k so Ri−1 = Ri+1.) Similarly αi+αi+1 > 2e implies
Ri+2 > Ri so i = nk − 1 or i = nk for some k. Hence in order to have αi−1 + αi > 2e or
αi + αi+1 > 2e then i must be of the form nk − 1, nk or nk + 1.
Lemma 3.2 Let nk−1 ≤ i < nk with 1 ≤ k ≤ t.
(i) If i ≡ nk−1 (mod 2) then Xi = (−1)(i−nk−1)/2 detFL(k−1) approximates a1,i.
(ii) If i ≡ nk−1 + 1 (mod 2) then Xi = ak detFL(k−1) approximates a1,i.
Proof.Suppose that L ∼= [a1, . . . , an] relative to the good BONG x1, . . . , xn. Let L =
L1 ⊥ · · · ⊥ Lm be a maximal norm splitting with all binary components improper s.t.
x1, . . . , xn is obtained by putting together the BONGs of L
1, . . . , Lm. Let L = K1 ⊥
· · · ⊥ Kt be the Jordan composition obtained by putting together Lj ’s with same scale.
We have K(k) ∼= [a1, . . . , ank ] relative to x1, . . . , xnk .
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Take first i = nk−1. We have a1,i = detFK(k−1) and Xi = detFL(k−1). By [OM]
92:28 we have detL(k−1)/ detK(k−1) ∼= 1 mod fk−1, which is equivalent to d(Xia1,i) =
d(detFL(k−1) detFK(k−1)) ≥ ord fk−1. By [B3, Lemma 2.16(ii)] we have either ord fk−1 =
αi or both ord fk−1 and αi are > 2e. Thus d(Xia1,i) ≥ ord fk−1 implies that d(Xia1,i) ≥ αi
so Xi approximates a1,i. The same happens if k = 1, when L(k−1) = L(0) = 0 and so
X0 = det 0 = 1.
Suppose now that i = nk−1 + 1 < nk. By [B3, Corollary 2.17(i)] we have αi =
ord a−1k wk. By [B3, Lemma 2.13(iii)] bk := ai is a norm generator for L
sLk . Hence
ak
∼= bk mod wk, which is equivalent to d(akbk) ≥ ord a−1k wk = αi. Also i − 1 = nk−1
so by the previous case detFL(k−1) approximates a1,i−1 so d(detFL(k−1)a1,i−1) ≥ αi−1 ≥
Ri−Ri+1+αi ≥ αi. (We have Ri = uk ≥ 2rk−uk = Ri+1.) This, together with d(akai) =
d(akbk) ≥ αi, implies d(ak detL(k−1)a1,i) ≥ αi so Xi = ak detL(k−1) approximates a1,i.
Note that the inequality d(detFL(k−1)a1,i−1) ≥ αi also holds if k = 1, when i = 1, since
detFL(0)a1,0 = 1.
For the general case we claim that if nk−1 ≤ i and i + 2 < nk and Xi approximates
a1,i then −Xi approximates a1,i+2. Indeed, Xi ∼ a1,i means d(Xia1,i) ≥ αi. Since
nk−1 + 1 ≤ i+ 1, i+ 3 ≤ nk we have Ri+1 = Ri+3 ([B3, Lemma 2.13(i)]), which implies
Ri+1 + αi+1 = Ri+2 + αi+2 ([B3, Corollary 2.3(i)]). So d(Xia1,i) ≥ αi ≥ Ri+1 − Ri+3 +
αi+2 = αi+2 and d(−ai+1,i+2) ≥ Ri+1 − Ri+2 + αi+1 = αi+2. By domination principle we
have d(−Xia1,i+2) ≥ αi = αi+2. So −Xi approximates a1,i+2. Note that the inequality
d(Xia1,i) ≥ αi+2 also holds if i = 0 since d(X0a1,0) = d(1) =∞.
Since detFL(k−1) approximates a1,nk−1 we can use the result above and we get by in-
duction that if nk−1 ≤ i = nk−1+2l < nk then (−1)l detFL(k−1) = (−1)(i−nk−1)/2 detFL(k−1)
approximates a1,i. Similarly ±ak detFL(k−1) approximates a1,i if nk−1 ≤ i = nk−1 + 1 +
2l < nk. But since we have the liberty of choosing ak or −ak as the norm generator for
LsLk the ± sign can be dropped. 
We have L♯ ∼= [a♯1, . . . , a♯n] with a♯i = a−1n+1−i so a♯1,i = a−1n+1−i,n = a1,n−i(detL)−1. Also
α♯i = αn−i. It follows that if Xn−i is an approximation for a1,n−i then X
♯
i := Xn−i detFL
is an approximation for a♯1,i. (If 1 ≤ i ≤ n−1 then d(a♯1,iXn−i detFL) = d(a1,n−iXn−i) ≥
αn−i = α
♯
i. If i = 0 or i = n we just note that X0 = 1 and Xn = detFL so X
♯
0 = 1 and
X♯n = detFL = detFL
♯.)
Also we have the Jordan decomposition L♯ = L♯t ⊥ · · · ⊥ L♯1 so L♯(k) = L♯t ⊥ · · · ⊥
L♯t+1−k = (L
∗
(t+1−k))
♯ and n♯k := dimL
♯
(k) = n− nt−k. Also a♯i = pi−2rt+i−1at+1−i.
Corollary 3.3 Let nk−1 < i ≤ nk with 1 ≤ k ≤ t.
(i) If i ≡ nk (mod 2) then Xi = (−1)(nk−i)/2 detFL(k) approximates a1,i.
(ii) If i ≡ nk + 1 (mod 2) then Xi = ak detFL(k) approximates a1,i.
Proof.Let l = t+1−k and j = n−i. Then nk−1 < i ≤ nk implies n−nk ≤ n−i < n−nk−1
i.e. n♯t−k ≤ n − i < n♯t−k+1. If i ≡ nk + 1 (mod 2) then n − i ≡ n − nk + 1 =
n♯t−k + 1 (mod 2). By Lemma 3.2 we can take X
♯
n−i = a
♯
t+1−k detFL
♯
(t−k). But in F˙ /F˙
2
we have a♯t+1−k = ak and detFL
♯
(t−k) = detFL
∗
(k+1) = detFL(k) detFL so X
♯
n−i =
ak detFL(k) detFL. Since X
♯
n−i is an approximation for a
♯
1,n−i, Xi = X
♯
n−i detFL =
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ak detFL(k) is an approximation for a1,i. Similarly for i ≡ nk (mod 2) we take X♯n−i =
(−1)((n−i)−(n−nk))/2 detFL♯(t−k) = (−1)(nk−i)/2 detFL(k) detFL so Xi = X♯n−i detFL =
(−1)(nk−i)/2 detFL(k). 
Lemma 3.4 Let 1 ≤ i ≤ n− 1. We have:
(i) If i = nk and Vi = FL(k) then Vi ∼ [a1, . . . , ai].
(ii) If i = nk + 1 < nk+1 and Vi = FL(k) ⊥ [ak+1] then Vi ∼l [a1, . . . , ai].
(iii) If i = nk − 1 > nk−1 and Vi = FL(k)⊤[ak] then Vi ∼r [a1, . . . , ai].
Proof.We use the same splitting L = K1 ⊥ · · · ⊥ Kt from the proof of Lemma 3.2. If i =
nt then [a1, . . . , ai] ∼= FK(k). Also by [B3, Lemma 2.13(iii)] we can choose bk = ±ank−1+1
or ±pi2uk−2rkank as a norm generator for LsLk . Thus if i = nk + 1 then [a1, . . . , ai] =
[a1, . . . , ai−1] ⊥ [ai] ∼= FK(k) ⊥ [bk+1], where we took bk+1 = ank+1 = ai and if i = nk− 1
then [a1, . . . , ai] = [a1, . . . , ai+1]⊤[ai+1] ∼= FK(k)⊤[bk], where we took bk = pi2uk−2rkank =
ai+1 (in F˙ /F˙
2).
(i) We have Vi = FL(k) so dim Vi = nk = i and det Vi = detFL(k), which is an
approximation for a1,i by Lemma 3.2(i).
Suppose that αi−1 + αi > 2e. Suppose first that dimLk−1 > 1 i.e. that i =
nk > nk−1 + 1. By [B3, Lemma 3.7(i)] αi−1 + αi > 2e implies fk ⊂ 4akw−1k so by
O’Meara’s 93:28(iv) FK(k)→−FL(k) ⊥ [bk]. But this implies FK(k)⊤[bk]→−FL(k), i.e.
[a1, . . . , ai−1]→−FL(k) = Vi. (We have i − 1 = nk − 1.) If dimLk−1 = 1 i.e. if
i = nk = nk−1 + 1 then by [B3, Lemma 3.7(iii)] αi−1 + αi > 2e implies that fk ⊂ 4akw−1k
or fk−1 ⊂ 4akw−1k . In the first case the proof goes as before. In the second case we have
by O’Meara’s 93:28(iii) FK(k−1)→−FL(k−1) ⊥ [bk]. But we can choose bk s.t. Lk ∼= 〈bk〉
so we have FL(k−1) ⊥ [bk] ∼= FL(k) = Vi. Thus [a1, . . . , ai−1] ∼= FK(k−1)→−Vi. (We have
i − 1 = nk−1.) Note that this also holds when i = 1, i.e. when k = 1 and L1 is unary,
(see the remark following Definition 10).
Suppose now that αi+αi+1 > 2e. Suppose first that dimLk+1 > 1 i.e. that i+1 = nk+
1 < nk+1. By [B3, Lemma 3.7(ii)] αi+αi+1 > 2e implies fk ⊂ 4ak+1w−1k+1 so by O’Meara’s
93:28(iii) we get Vi = FL(k)→−FK(k) ⊥ [bk+1] ∼= [a1, . . . , ai+1]. (We have i+1 = nk+1.)
If dimLk+1 = 1, i.e. if i+1 = nk+1 = nk+1 then, by [B3, Lemma 3.7(iii)], αi+αi+1 > 2e
implies that fk ⊂ 4ak+1w−1k+1 or fk+1 ⊂ 4ak+1w−1k+1. The first case was treated above. In
the second case we use O’Meara’s 93:28(iv) and we get FL(k+1)→−FK(k+1) ⊥ [bk+1]
or FL(k+1)⊤[bk+1]→−FK(k+1) ∼= [a1, . . . , ai+1]. (We have i + 1 = nk+1.) But we can
choose bk+1 s.t. Lk+1 ∼= 〈bk+1〉 so FL(k+1)⊤[bk+1] ∼= FL(k+1)⊤FLk+1 = L(k) = Vi. Thus
Vi→−[a1, . . . , ai+1]. This also happens when i = n − 1, i.e. when k = t − 1 and Kt is
unary because Vn−1 ∼= FK(k)→−FL ∼= [a1, . . . , an].
(ii) We have Vi = FL(k) ⊥ [ak+1] so det Vi = ak+1 detFL(k), which is an approximation
for a1,i by Lemma 3.2(ii). If αi−1 + αi > 2e then fk ⊂ 4ak+1w−1k+1 by [B3, Lemma 3.7(ii)]
so FK(k)→−FL(k) ⊥ [ak+1] = Vi By O’Meara’s 93:28(iii). But FK(k) ∼= [a1, . . . , ai−1] (we
have i− 1 = nk) so [a1, . . . , ai−1]→−Vi. This also holds if i = 1 (see the remark following
Definition 10).
(iii) We have Vi = FL(k)⊤[ak] so det Vi = ak detFL(k), which is an approximation
for a1,i by Corollary 3.3(ii). If αi + αi+1 > 2e then fk ⊂ 4akw−1k by [B3, Lemma 3.7(i)]
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(we have i+ 1 = nk > nk−1 + 1). By O’Meara’s 93:28(iv) we have FL(k)→−FK(k) ⊥ [ak]
i.e. Vi = FL(k)⊤[ak]→−FK(k) ∼= [a1, . . . , ai+1]. (We have i + 1 = nk.) The relation
Vi→−[a1, . . . , ai+1] also holds when i = n − 1, i.e. when k = t. In this case we have
Vn−1 ∼= FL(t)⊤[at]→−FL(t) = FL ∼= [a1, . . . , an]. 
Lemma 3.5 (i) If rk ≤ r ≤ rk+1 then ord nLpr = min{uk + 2(r − rk), uk+1}. If r ≤ r1
then ord nLp
r
= u1. If r ≥ rt then ord nLpr = ut + 2(r − rt).
(ii) If uk < uk+1 and uk − 2rk < uk−1 − 2rk−1 for some 1 ≤ k ≤ t then nLk = nLsk
regardless of the splitting. (If k = 1 or t then we ignore the condition uk − 2rk <
uk−1 − 2rk−1 resp. uk < uk+1.)
Proof.(i) If rk ≤ r ≤ rk+1 then L ∩ prL♯ ⊇ L ∩ prk+1L♯ and L ∩ prL♯ ⊇ pr−rkL ∩ prL♯ =
pr−rk(L ∩ prkL♯) so Lpr ⊇ Lprk+1 and Lpr ⊇ pr−rkLprk . Thus
ord nLp
r ≤ min{ord npr−rkLprk , ord nLprk+1} = min{uk + 2(r − rk), uk+1}. On the other
hand Lp
r
= prL♯(k) ⊥ L∗(k+1) so ord nLp
r
= min{2r+ord nL♯(k), ord nL∗(k+1)}. But L∗(k+1) ⊆
Lp
rk+1
so ord nL∗(k+1) ≥ ord nLp
rk+1
= uk+1 and p
rkL♯(k) ⊆ Lp
rk so ord nL♯(k) ≥ −2rk +
ord nLp
r
k = uk − 2rk. Hence ord nLpr ≥ min{uk + 2(r − rk), uk+1}.
The other two statements of (i) follow by a similar argument.
(ii) We have Lsk = skL
♯
(k−1) ⊥ Lk ⊥ L∗(k+1). But ord nL∗(k+1) ≥ uk+1 > uk = ord nLsk
and ord nL♯(k−1) ≥ uk−1−2rk−1 > uk−2rk (see the proof of (i) above) so ord sknL♯(k−1) >
uk = ord nL
sk . Therefore nLsk = nLk as claimed. 
Lemma 3.6 If i = nk−1+1 = nk − 1, Ri < Ri+2 or i = n− 1 and Ri−1 < Ri+1 or i = 1
then Lk is binary and nLk = nL
sk regardless of the Jordan splitting.
Proof.We have nk − nk−1 = 2 so Lk is binary. We have i− 1 = nk−1 and i+ 1 = nk so
2rk−1 − uk−1 = Ri−1 < Ri+1 = 2rk − uk, i.e. uk − 2rk < uk−1 − 2rk−1. Also i = nk−1 + 1
and i + 2 = nk + 1 so uk−1 = Ri < Ri+2 = uk. By Lemma 3.5(ii) we have nLk = nL
sk .
(If i = 1 then k = 1 so the condition uk − 2rk < uk−1 − 2rk−1 from Lemma 3.5(ii) is
ignored. If i = n− 1 then k = t so the condition uk < uk+1 is ignored.) 
Lemma 3.7 Let 1 ≤ i ≤ n−1. In all of the following situations Vi is an approximation
for [a1, . . . , ai]:
(i) i = nk and Vi = FL(k)
(ii) i = nk + 1 < nk+1, Ri = Ri+2 and Vi = FL(k) ⊥ [ak+1].
(iii) i = nk − 1 > nk−1, Ri−1 = Ri+1 and Vi = FL(k)⊤[ak].
(iv) i = nk−1 + 1 = nk − 1, Ri < Ri+2 or i = n − 1, Ri−1 < Ri+1 or i = 1, ak is a
norm generator for LsLk s.t. ak ∈ Q(Lk) and Vi = L(k−1) ⊥ [ak] or Vi = L(k)⊤[ak].
In all other cases Ri−1 = Ri+1 and Ri = Ri+1 so αi−1 + αi ≤ 2e and αi + αi+1 ≤ 2e.
Hence Vi ∼ [a1, . . . , ai] iff dimVI = i and det Vi ∼ a1,i.
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Proof.If we don’t have both Ri−1 = Ri+1 and Ri = Ri+2 then, by Remark 3.1, i is
of the form nk − 1, nk or nk + 1. If i is of the form nk we are in case (i). Otherwise
i = nk + 1 < nk+1 or i = nk − 1 > nk−1 for some k. If i = nk + 1 < nk+1 then either
i = nk + 1 ≤ nk+1 − 2, which implies Ri = Ri+2 = uk so we are in the case (ii), or
i = nk + 1 = mk+1 − 1. If i = nk − 1 > nk−1 then either i = nk − 1 ≥ nk−1 + 2, which
implies Ri−1 = Ri+1 = 2rk−uk so we are in the case (iii), or i = nk−1 = nk−1+1. So we
are left to the case when i = nk−1 + 1 = nk − 1 for some k. If Ri = Ri+2 or Ri−1 = Ri+1
then we are in the case (ii) resp. (iii). Otherwise we are in the case (iv).
(i) is just Lemma 3.4(i).
(ii) We have Vi ∼l [a1, . . . , ai] by Lemma 3.4(ii). Since det Vi ∼ a1,i and Ri = Ri+2,
which implies αi + αi+1 ≤ 2e, we also have Vi ∼r [a1, . . . , ai].
(iii) We have Vi ∼r [a1, . . . , ai] by Lemma 3.4(iii). Since det Vi ∼ a1,i and Ri−1 = Ri+1,
which implies αi−1 + αi ≤ 2e, we also have Vi ∼l [a1, . . . , ai].
(iv) We claim that there is a′k, another norm generator for L
sLk , s.t. FLk ∼= [ak, a′k].
By Lemma 3.6 Lk is binary and nLk = nL
sk so any norm generator of Lk is also a norm
generator of LsLk . So if Lk ∼=≺ bk, b ≻ then bk is a norm generator for LsLk . We have
L♯k
∼=≺ b−1, b−1k ≻ so Lk = prkL♯k ∼=≺ pi2rkb−1, pi2rkb−1k ≻. Now both bk and b′k := pi2rkb−1
are norm generators for Lk and thus for L
sLk and we also have FLk ∼= [bk, b] ∼= [bk, b′k].
Let ak = εbk and let a
′
k := εb
′
k. Since ak, bk are norm generators for L
sLk we have ak ∼= bk
mod wk so d(ε) = d(akbk) ≥ ord a−1k wk. Thus d(a′kb′k) = d(ε) ≥ ord a−1k wk = a′k−1wk,
which implies a′k
∼= b′k mod wk. Since b′k is a norm generator for LsLk so is a′k. On the
other hand εbk = ak→−FLk ∼= [bk, b′k] so FLk ∼= [εbk, εb′k] ∼= [ak, a′k].
If Vi = FL(k−1) ⊥ [ak] then Vi ∼l [a1, . . . , ai] by Lemma 3.4(ii). Also since FLk ∼=
[ak, a
′
k] we have Vi
∼= FL(k−1) ⊥ FLk⊤[a′k] = FL(k)⊤[a′k]. Therefore Vi ∼r [a1, . . . , ai] by
Lemma 3.4(iii).
Similarly if Vi = FL(k)⊤[ak] then Vi = FL(k−1) ⊥ FLk⊤[ak] ∼= FL(k−1) ⊥ [a′k]. Thus
Vi approximates [a1, . . . , ai] both to the right and left by Lemma 3.4(iii) and (ii). 
Remark If i = 2 = nk − 1 > nk−1 and R1 = R3, in order to use Lemma 3.7(iii),
we have to ask the condition [ak]→−L(k) so that V2 = FL(k)⊤[ak] makes sense. Now
nk = 3 so L(k) is ternary. Thus we have to avoid the case when FL(k) is anisotropic
and ak = − detFL(k) in F˙ /F˙ 2. This can be easily acheieved by simply noting that if
ak is a norm generator for L
sLk then so is, say, ∆ak. (We have 4akO ⊂ 2akO ⊆ wk so
∆ak ∈ akO2 + 4akO ⊆ gk.)
Lemma 3.8 Definitions 9 and 10 are independent of the choice of BONGs.
Proof.Suppose L ∼= [b1, . . . , bn] relative to another good BONG. By [B3, Theorem
3.1(iii)] we have d(a1,ib1,i) ≥ αi so the conditions d(a1,iXi) ≥ αi and d(b1,iXi) ≥ αi
are equivalent. So Xi approximates a1,i iff it approximates b1,i.
Let Vi be with dim Vi = i s.t. det Vi approximates a1,i and hence b1,i. Let Vi ∼=
[c1, . . . , ci]. We have det Vi = c1,i and so d(c1,ia1,i) ≥ αi and d(c1,ib1,i) ≥ αi.
Suppose that αi−1+αi > 2e. By Lemma 1.5(i) an even number of the following state-
ments are true: [b1, . . . , bi−1]→−[a1, . . . , ai], [a1, . . . , ai−1]→−[c1, . . . , ci], [b1, . . . , bi−1]→−[c1, . . . , ci],
(c1,ia1,i, a1,i−1b1,i−1)p = 1. The first follows from [B3, Theorem 3.1] since αi−1 + αi > 2e.
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The fourth follows from d(c1,ia1,i)+d(a1,i−1b1,i−1) ≥ αi+αi−1 > 2e. Thus the second and
third are equivalent. So [a1, . . . , ai−1]→−Vi iff [b1, . . . , bi−1]→−Vi. Thus Vi ∼l [a1, . . . , ai]
iff Vi ∼l [b1, . . . , bi].
Suppose that αi + αi+1 > 2e. By Lemma 1.5(i) an even number of the following sen-
tences are true: [b1, . . . , bi]→−[a1, . . . , ai+1], [c1, . . . , ci]→−[b1, . . . , bi+1], [c1, . . . , ci]→−[a1, . . . , ai+1],
(b1,ic1,i, ai+1b1,i+1)p = 1. The first follows from [B3, Theorem 3.1] since αi+αi+1 > 2e and
the fourth is true because d(c1,ib1,i)+d(ai+1b1,i+1) ≥ αi+αi+1 > 2e. So the second and the
third are equivalent, i.e. Vi→−[a1, . . . , ai+1] iff Vi→−[b1, . . . , bi+1]. Thus Vi ∼r [a1, . . . , ai]
iff Vi ∼r [b1, . . . , bi]. 
Let now M,N be like in §2. We now show that conditions (i)-(iv) can be written in
terms of Jordan decompositions of M,N . We know from [B3] how to write the numbers
Ri, Si, α1, βi in terms of Jordan decompositions.
Let Xi, Yi, Vi,Wi be approximations for a1,i, b1,i, [a1, . . . , ai] and [b1, . . . , bi].
3.9 For any ε ∈ F˙ we have d[εa1,ib1,j ] = d[εXiYj] := min{d(εXiYj)αi, βj}. Indeed
d(εXiYj) ≥ min{d(εa1,ib1,j), d(a1,iXi), d(b1,jYj)} ≥ min{d(εa1,ib1,j), αi, βj} = d[εa1,ib1,j ].
Since also αi, βj ≥ d[εa1,ib1,j ] we have d[εXiYj] ≥ d[εa1,ib1,j ]. Similarly d[εa1,ib1,j ] ≥
d[εXiYj]. Note that, together with d(εXiYj) ≥ d[εa1,ib1,j], we also have d(εXib1,j), d(εa1,iYj) ≥
d[εa1,ib1,j ].
Similarly, d[εai,j] = d[εXi−1Xj] := min{d(εXi−1Xj), αi−1, αj}.
In particular, Definition 4 becomes
Ai = min{(Ri+1−Si)/2+e, Ri+1−Si+d[−Xi+1Yi−1], Ri+1+Ri+2−Si−1−Si+d[Xi+2Yi−2]}
and, if n ≤ m− 2, then
Sn+1 + An+1 = min{Rn+2 + d[−Xn+2Yn], Rn+2 +Rn+3 − Sn + d[Xn+3Yn−1]},
with the terms that don’t make sense ignored.
Since Xi, Yj can be written in terms of Jordan decompositions the same happens for
the expressions d[εa1,ib1,j ], d[εai,j] and Ai.
Lemma 3.10 Assume that M,N satisfy (i) of the main theorem. Then conditions (ii)-
(iv) are equivalent to:
(ii’) d[XiYi] ≥ Ai for any 1 ≤ i ≤ min{m− 1, n}.
(iii’) Wi−1→−Vi for any 1 < i ≤ min{m− 1, n+1} s.t. Ri+1 > Si−1 and Ai−1+Ai >
2e+Ri − Si.
(iv’) If 1 < i ≤ min{m − 2, n + 1} and Si ≥ Ri+2 > Si−1 + 2e ≥ Ri+1 + 2e then
Wi−1→−Vi+1.
Proof.We have d[XiYi] = d[a1,ib1,i] so (ii) and (ii’) are equivalent.
Suppose now that Ri+1 > Si−1 and Ai−1 + Ai > 2e + Ri − Si. In order to prove
that (iii) and (iii’) are equivalent we have to show that [b1, . . . , bi−1]→−[a1, . . . , ai] iff
Wi−1→−Vi. Denote Vi ∼= [a′1, . . . , a′i] and Wi ∼= [b′1, . . . , b′i−1]. Then a′1,i det Vi ∼= a1,i and
b′1,i−1 = detWi−1
∼= b1,i−1 so d(a1,ia′1,i) =≥ αi and d(b1,i−1b′1,i−1) ≥ βi−1. Also by Lemma
1.2 d(a′1,ib1,i) ≥ d[a1,ib1,i] ≥ Ai and d(−a′1,ib1,i−2) ≥ d[−a1,ib1,i−2].
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We will prove that [b1, . . . , bi−1]→−[a1, . . . , ai] iff [b1, . . . , bi−1]→−[a′1, . . . , a′i] and
[b1, . . . , bi−1]→−[a′1, . . . , a′i] iff [b′1, . . . , b′i−1]→−[a′1, . . . , a′i].
We now prove that [b1, . . . , bi−1]→−[a1, . . . , ai] iff [b1, . . . , bi−1]→−[a′1, . . . , a′i]. By Lemma
1.5(i) and (ii) it is enough to show that [a1, . . . , ai−1]→−[a′1, . . . , a′i] and (a1,i−1b1,i−1, a′1,ia1,i)p =
1 or [a′1, . . . , a
′
i]→−[a1, . . . , ai+1] and (a1,ia′1,i,−a1,i+1b1,i−1)p = 1.
By Lemma 2.18(i) we have αi+Ai−1 > 2e or αi+ d[−a1,i+1b1,i−1] > 2e. Suppose first
that αi+Ai−1 > 2e. Then αi−1+αi ≥ Ai−1+αi > 2e, which implies [a1, . . . , ai−1]→−Vi ∼=
[a′1, . . . , a
′
i] (we have Vi ∼l [a1, . . . , ai]) and also d(a1,i−1b1,i−1)+d(a′1,ia1,i) > Ai−1+αi > 2e
so (a1,i−1b1,i−1, a
′
1,ia1,i)p = 1 and we are done.
Suppose now αi + d[−a1,i+1b1,i−1] > 2e. We have i = m − 1 or αi + αi+1 ≥ αi +
d[−a1,i+1b1,i−1], which implies [a′1, . . . , a′i] ∼= Vi→−[a1, . . . , ai+1] (we have Vi ∼r [a1, . . . , ai])
and also d(a1,ia
′
1,i)+d(−a1,i+1b1,i−1) ≥ αi+d[−a1,i+1b1,i−1] > 2e so (a′1,ia1,i,−a1,i+1b1,i−1)p =
1 and we are done.
We now prove that [b1, . . . , bi−1]→−[a′1, . . . , a′i] iff [b′1, . . . , b′i−1]→−[a′1, . . . , a′i]. By Lemma
1.5(i) and (iii) it is enough to show that [b′1, . . . , b
′
i−1]→−[b1, . . . , bi] and (b1,i−1b′1,i−1, a′1,ib1,i)p =
1 or [b1, . . . , bi−2]→−[b′1, . . . , b′i−1] and (b′1,i−1b1,i−1,−a′1,ib1,i−2)p = 1.
By Lemma 2.18(ii) we have βi−1 + Ai > 2e or βi−1 + d[−a1,ib1,i−2] > 2e. Suppose
first that βi−1+Ai > 2e. Then βi−1+ βi ≥ Ai−1+ βi > 2e, which implies [b′1, . . . , b′i−1] ∼=
Wi−1→−[b1, . . . , bi] (we have Wi−1 ∼r [b1, . . . , bi−1]) and also d(b1,i−1b′1,i−1) + d(a′1,ib1,i) ≥
βi−1 + Ai > 2e so (b1,i−1b
′
1,i−1, a
′
1,ib1,i)p = 1 and we are done.
Suppose now βi−1 + d[−a1,ib1,i−2] > 2e. Then i = 2 or βi−2 + βi−1 ≥ βi−1 +
d[−a1,ib1,i−2] > 2e, which implies [b1, . . . , bi−2]→−Wi−1 ∼= [b′1, . . . , b′i−1] (we have Wi−1 ∼l
[b1, . . . , bi−1]) and d(b
′
1,i−1b1,i−1) + d(−a′1,ib1,i−2) ≥ βi−1 + d[−a1,ib1,i−2] > 2e so
(b′1,i−1b1,i−1,−a′1,ib1,i−2)p = 1 and we are done.
Finally, for the equivalence between (iv) and (iv’) assume that Si ≥ Ri+2 > Si−1 +
2e ≥ Ri+1+2e. Then Ri+2−Ri+1 > 2e so αi+1 > 2e. Since d(det Vi+1a1,i+1) ≥ αi+1 > 2e
we have det Vi+1a1,i+1 ∈ F˙ 2. Also αi+1 + αi+2 ≥ αi+1 > 2e so Vi+1→−[a1, . . . , ai+2].
Together with det Vi+1α1,i+1 ∈ F˙ 2, this implies Vi+1 ∼= [a1, . . . , ai+1]. Similarly Si−Si−1 >
2e implies Wi−1 ∼= [b1, . . . , bi−1]. Thus [b1, . . . , bi−1]→−[a1, . . . , ai+1] iff Wi−1→−Vi+1. 
Remark As seen from the proof of (iii)⇐⇒(iii’) if αi+Ai−1 > 2e we can replace the
condition that Vi ∼ [a1, . . . , ai] by Vi ∼l [a1, . . . , ai] and if αi+d[−a1,i+1b1,i−1] > 2e we can
replace it by Vi ∼r [a1, . . . , ai]. Similarly, if βi−1 + Ai > 2e we can replace the condition
that Wi−1 ∼ [b1, . . . , bi−1] by Wi−1 ∼r [b1, . . . , bi−1] and if βi−1 + d[−a1,ib1,i−2] > 2e we
can replace it by Wi−1 ∼l [b1, . . . , bi−1].
Corollary 3.11 The main theorem is independent of the BONGs.
Proof.If M ∼= [a′1, . . . , a′m] and N ∼= [b′1, . . . , b′n] relative to other good BONGs then
Xi := a
′
1,i, Yi := b
′
1,i, Vi := [a
′
1, . . . , a
′
i] and Wi := [b
′
1, . . . , b
′
i] are approximations for
a1,i, b1,i, [a1, . . . , ai] and [b1, . . . , bi]. (See [B3, Theorem 3.1(iii) and (iv)].)
If we apply Lemma 3.10 with the approximations above we get the main theorem in
terms of the new BONGs. 
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4 Proof of transitivity
Let M ∼=≺ a1, . . . , an ≻, N ∼=≺ b1, . . . , bn ≻ and K ∼=≺ c1, . . . , cn ≻. We denote
by Ri, Si, Ti the Ri’s corresponding to M,N,K and by αi, βi, γi their αi’s. Let Ai =
Ai(M,N), Bi = Ai(N,K) and Ci = Ai(M,K).
In this section we will prove that N ≤ M and K ≤ N imply K ≤ M . We will use
the techniques and results from §2.
Although the transitivity could be proved in the general case we can restrict ourselves
to the case when the three lattices have the same rank, which allows the use of duality.
This can cut the number of cases to be treated by half.
4.1 Duality
4.1 For the dual lattices we have K♯ ∼=≺ a♯1, . . . , a♯n ≻, N ♯ ∼=≺ b♯1, . . . , b♯n ≻ and
M ♯ ∼=≺ c♯1, . . . , c♯n ≻ where a♯i = c−1n+1−i, b♯i = b−1n+1−i and c♯i = a−1n+1−i. Let R♯i, S♯i , T ♯i be
the Ri’s corresponding to K
♯, N ♯,M ♯ and by α♯i, β
♯
i , γ
♯
i their αi’s. Let A
♯
i = Ai(K
♯, N ♯),
Bi = Ai(N
♯,M ♯) and Ci = Ai(K
♯,M ♯).
We have R♯i = −Tn+1−i, S♯i = −Sn+1−i, T ♯i = −Rn+1−i, α♯i = γn−i, β♯i = βn−i,
γ♯i = αn−i, A
♯
i = Bn−i, B
♯
i = An−i and C
♯
i = Cn−i.
Like in 2.4, in many cases, given a formula or a statement for M,N,K at some index
i, we will consider the same formula or statement for K♯, N ♯,M ♯ at index n + 1 − i.
When we do so and then consider the equivalent statements in terms of M,N,K we get:
Ri+k, Si+k, Ti+k become −Ti−k,−Si−k,−Ri−k.
d[εai+k,i+l], d[εbi+k,i+l], d[εci+k,i+l] become d[εci−l,i−k], d[εbi−l,i−k], d[εai−l,i−k].
αi+k, βi+k, γi+k, Ai+k, Bi+k, Ci+k become γi−k−1, βi−k−1αi−k−1, Bi−k−1, Ai−k−1, Ci−k−1.
d[εa1,i+kb1,i+l], d[εb1,i+kc1,i+l], d[εa1,i+kc1,i+l], become d[εb1,i−l−1c1,i−k−1],
d[εa1,i−l−1b1,i−k−1], d[εa1,i−l−1c1,i−k−1],
[b1, . . . , bi+k]→−[a1, . . . , ai+l], [c1, . . . , ci+k]→−[b1, . . . , bi+l], [c1, . . . , ci+k]→−[a1, . . . , ai+l]
become [c1, . . . , ci−k−1]→−[b1, . . . , bi−l−1], [b1, . . . , bi−k−1]→−[a1, . . . , ai−l−1],
[c1, . . . , ci−k−1]→−[a1, . . . , ai−l−1].
The property that i + k is essential for M,N , for N,K or M,K becomes i − k is
essential for N,K, for M,N resp. M,K. (See the remark following Definition 7.)
Sometimes instead of n + 1 − i we take n − i. In this case all indices in the dual
formulas and statements described above are increased by 1.
We assume that N ≤ M and K ≤ N . We want to prove that K ≤ M . We prove
that M,K satisfy the conditions (i)-(iv) of the main theorem.
Proof of 2.1(i) Condition 2.1(i) for Ri’s and Ti’s follows from the corresponding
condition for Ri’s and Si’s and that for Si’s si Ti’s. (We have R(M) ≤ R(N) ≤ R(K)
so R(M) ≤ R(K).)
4.2 A key lemma
For the proof of (ii) and (iii) we need the following key lemma:
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Lemma 4.2 If i is an essential index for M and K then:
(i) If i > 1 then Ci−1 ≤ Ai−1, Bi−1 if Ri+1 + Si > Ti−2 + Ti−1 or i ∈ {2, n} and
Ci−1 ≤ Ri −Ri+1 + Ai otherwise.
(ii) If i < n then Ci ≤ Ai, Bi if Ri+1 + Ri+2 > Si + Ti−1 or i ∈ {1, n − 1} and
Ci ≤ Ti−1 − Ti +Bi−1 otherwise.
Proof.We only have to prove (i) since (ii) will follow by duality at index n+ 1− i.
Condition that i is essential means Ri+1 > Ti−1 (if 2 ≤ i ≤ n− 1) and Ri+1 +Ri+2 >
Ti−2 + Ti−1 (if 3 ≤ i ≤ n− 2).
Suppose Ri+1 + Si > Ti−2 + Ti−1 or i ∈ {2, n}. This means Ri+1 + Si > Ti−2 + Ti−1
whenever this makes sense. (If i = 2 then Ti−2 is not defined. If i = n then Ri+1 is not
defined.)
We have Si + Si+1 > Ti−2 + Ti−1, provided that this makes sense (i.e. when i /∈
{2, n}). Indeed, if Si+1 ≥ Ri+1 then Si + Si+1 ≥ Ri+1 + Si > Ti−2 + Ti−1. Otherwise
Si + Si+1 ≥ Ri+1 +Ri+2 > Ti−2 + Ti−1.
Also Ri+1 > Si−1, provided that this makes sense (i.e. when i 6= n). Indeed, otherwise
Si−1 ≥ Ri+1 > Ti−1 so Si−1 + Si ≤ Ti−2 + Ti−1 < Ri+1 + Si so Ri+1 > Si−1. This implies
Ri ≤ Si, which also happens if i = n. Also, by Lemma 2.7.(i) and (ii), in the formula
for Ai−1 we can replace d[a1,i+1b1,i−3] by d[−a1,i+1b1,i−1] and in the formula for Ai we can
replace d[a1,i+2b1,i−2] by d[−a1,ib1,i−2].
Suppose that Ci−1 > Ai−1 = min{(Ri − Si−1)/2 + e, Ri − Si−1 + d[−a1,ib1,i−2], Ri +
Ri+1 − Si−2 − Si−1 + d[−a1,i+1b1,i−1]}.
Suppose first that Ai−1 = (Ri − Si−1)/2 + e. Since (Ri − Ti−1)/2 + e, Ri − (Ti−2 +
Ti−1)/2+ e ≥ Ci−1 > Ai−1 we get Si−1 > Ti−1 and Ri + Si−1 > Ti−2+ Ti−1. But the first
inequality implies Ti−2 + Ti−1 ≥ Si + Si−1 ≥ Ri + Si−1. Contradiction.
Suppose now that Ai−1 = Ri+Ri+1−Si−2−Si−1+d[−a1,i+1b1,i−1]. Since Ri+Ri+1−
Si−2 − Si−1 + d[a1,i+1c1,i−3] ≥ Ri +Ri+1 − Ti−2 − Ti−1 + d[a1,i+1c1,i−3] ≥ Ci−1 > Ai−1 we
get d[a1,i+1c1,i−3] > d[−a1,i+1b1,i−1] so d[−a1,i+1b1,i−1] = d[−b1,i−1c1,i−3]. Also Ri+Ri+1−
Si−2−Si−1+d[−ci−2,i−1] ≥ Ri+Ri+1−Ti−2−Ti−1+d[−ci−2,i−1] ≥ Ri+Ri+1−2Ti−1+γi−2 >
Ri − Ti−1 + γi−2 ≥ Ci−1 > Ai−1 so d[−ci−2,i−1] > d[−a1,i+1b1,i−1] = d[−b1,i−1c1,i−3]. Thus
d[−a1,i+1b1,i−1] = d[b1,i−1c1,i−1] ≥ Bi−1. Hence Ai−1 ≥ Ri + Ri+1 − Si−2 − Si−1 + Bi−1.
Since Si + Si+1 > Ti−2 + Ti−1 we have Bi−1 = Bi−1 = min{(Si − Ti−1)/2 + e, Si − Ti−1 +
d[−b1,ic1,i−2], Si+Si+1− 2Ti−1+ γi−2, 2Si−Ti−2−Ti−1+βi}. If Bi−1 = (Si−Ti−1)/2+ e
then Ri − (Ti−2 + Ti−1)/2 + e ≥ Ci−1 > Ai−1 ≥ Ri + Ri+1 − Si−2 − Si−1 + Bi−1 ≥
Ri + Ri+1 − Ti−2 − Ti−1 + Bi−1 = Ri + Ri+1 − Ti−2 − Ti−1 + (Si − Ti−1)/2 + e. This
implies Ti−2 + 2Ti−1 > 2Ri+1 + Si > Ri+1 + Si + Ti−1 so Ti−2 + Ti−1 > Ri+1 + Si.
Contradiction. If Bi−1 = 2Si−Ti−2−Ti−1+βi ≥ Si−2+Si−Ti−2−Ti−1+βi−2 then Ai−1 ≥
Ri+Ri+1−Si−2−Si−1+Bi−1 ≥ Ri+Ri+1+Si−Si−1−Ti−2−Ti−1+βi−2 > Ri−Si−1+βi−2.
Contradiction. If Bi−1 = Si + Si+1 − 2Ti−1 + γi−2 ≥ Si−2 + Si−1 − 2Ti−1 + γi−2 then
Ci−1 > Ri + Ri+1 − Si−2 − Si−1 + Bi−1 ≥ Ri + Ri+1 − 2Ti−1 + γi−2 > Ri − Ti−1 + γi−2.
Contradiction.
Hence Bi−1 = Si − Ti−1 + d[−b1,ic1,i−2] so Ci−1 > Ai−1 ≥ Ri + Ri+1 − Si−2 − Si−1 +
Si − Ti−1 + d[−b1,ic1,i−2] ≥ Ri + Ri+1 − Si−1 − Ti−1 + d[−b1,ic1,i−2]. Now Ri + Ri+1 −
Si−1 − Ti−1 + d[−a1,ic1,i−2] > Ri − Ti−1 + d[−a1,ic1,i−2] ≥ Ci−1 > Ri + Ri+1 − Si−1 −
Ti−1 + d[−b1,ic1,i−2]. Thus d[−a1,ic1,i−2] > d[−b1,ic1,i−2] so d[−b1,ic1,i−2] = d[a1,ib1,i].
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Also Ri + Ri+1 − Si−1 − Ti−1 + d[−a1,ib1,i−2] > Ri − Si−1 + d[−a1,ib1,i−2] ≥ Ai−1 ≥
Ri + Ri+1 − Si−1 − Ti−1 + d[−b1,ic1,i−2]. Thus d[−a1,ib1,i−2] > d[−b1,ic1,i−2] = d[a1,ib1,i].
It follows that d[−b1,ic1,i−2] = d[−bi−1,i] ≥ Si−1 − Si + βi−1 ≥ Si−2 − Si + βi−2. Hence
Ai−1 ≥ Ri+Ri+1−Si−2−Si−1+Si−Ti−1+d[−b1,ic1,i−2] ≥ Ri+Ri+1−Si−1−Ti−1+βi−2 >
Ri − Si−1 + βi−2 ≥ Ai−1. Contradiction.
In conclusion Ai−1 = Ri − Si−1 + d[−aibi−2]. We have 2 cases:
a. Si ≥ Ti−2 or i = 2. It follows that Si−1 ≤ Ti−1 so Ri − Si−1 + d[−a1,ic1,i−2] ≥
Ri−Ti−1+d[−a1,ic1,i−2] ≥ Ci−1 > Ai−1 = Ri−Si−1+d[−a1,ib1,i−2]. Thus d[−a1,ic1,i−2] >
d[−a1,ib1,i−2] so d[−a1,ib1,i−2] = d[b1,i−2ci−2] ≥ Bi−2. So Ci−1 > Ai−1 ≥ Ri−Si−1+Bi−2 =
min{Ri−(Si−1+Ti−2)/2+e, Ri−Ti−2+d[−b1,i−1c1,i−3], Ri+Si−Ti−3−Ti−2+d[b1,ic1,i−4]}.
But Ri − (Si−1 + Ti−2)/2 + e ≥ Ri − (Ti−2 + Ti−1)/2 + e ≥ Ci−1 so it can be ignored.
If Ri−Si−1+Bi−2 = Ri+Si−Ti−3−Ti−2+d[b1,ic1,i−4] note that Ri+Si−Ti−3−Ti−2+
d[−ci−3,i−2] ≥ Ri + Si− 2Ti−2 + γi−3 ≥ Ri− Ti−2 + γi−3 ≥ Ri − Ti−1 + γi−2 ≥ Ci−1. Also
Ri+Si−Ti−3−Ti−2+d[−a1,ic1,i−2] ≥ Ri−Ti−1+d[−a1,ic1,i−2] ≥ Ci−1. (We have Ti−1 ≥
Ti−3 and Si ≥ Ti−2.) Since Ci−1 > Ri− Si−1+Bi−2 = Ri + Si− Ti−3− Ti−2+ d[b1,ic1,i−4]
we have d[−ci−3,i−2], d[−a1,ic1,i−2] > d[b1,ic1,i−4] so d[b1,ic1,i−4] = d[a1,ib1,i] ≥ Ai. Thus
Ri − Si−1 +Bi−2 ≥ Ri + Si − Ti−3 − Ti−2 + Ai ≥ Ri + Si − Ti−2 − Ti−1 + Ai.
If Ri−Si−1+Bi−2 = Ri−Ti−2+d[−b1,i−1c1,i−3] then note that Ri−Ti−2+d[−ci−2,i−1] ≥
Ri − Ti−1 + γi−2 ≥ Ci−1 > Ri − Si−1 + Bi−2. Thus d[−ci−2,i−1] > d[−b1,i−1c1,i−3]. So
d[−b1,i−1c1,i−3] = d[b1,i−1c1,i−1] ≥ Bi−1. Now Si + Si+1 > Ti−2 + Ti−1 and Si ≥ Ti−2 so
Bi−1 = Bi−1 = min{(Si−Ti−1)/2+e, Si−Ti−1+d[−b1,ic1,i−2], Si+Si+1−2Ti−1+γi−2} and
Ri−Ti−2+Bi−1 = min{Ri−Ti−2+(Si−Ti−1)/2+e, Ri+Si−Ti−2−Ti−1+d[−b1,ic1,i−2], Ri+
Si+Si+1−Ti−2−2Ti−1+γi−2}. But Si ≥ Ti−2 so Ri−Ti−2+(Si−Ti−1)/2+e ≥ Ri−(Ti−2+
Ti−1)/2+ e ≥ Ci−1 > Ri− Ti−2+Bi−1 so it can be ignored. Also Si+Si+1 > Ti−2+ Ti−1
so Ri+Si+Si+1−Ti−2−2Ti−1+γi−2 > Ri−Ti−1+γi−2 ≥ Ci−1 so it can also be removed.
Thus Ci−1 > Ri−Ti−2+Bi−1 = Ri+Si−Ti−2−Ti−1+d[−b1,ic1,i−2]. Now Ri+Si−Ti−2−
Ti−1 + d[−a1,ic1,i−2] ≥ Ri − Ti−1 + d[−a1,ic1,i−2] ≥ Ci−1 so d[−a1,ic1,i−2] > d[−b1,ic1,i−2].
This implies d[−b1,ic1,i−2] = d[a1,ib1,i] ≥ Ai. So Ri−Si−1+Bi−2 ≥ Ri+Si−Ti−2−Ti−1+Ai.
In both cases we obtained Ci−1 > Ai−1 ≥ Ri−Si−1+Bi−2 ≥ Ri+Si−Ti−2−Ti−1+Ai =
min{Ri+ (Ri+1+ Si)/2− Ti−2− Ti−1+ e, Ri +Ri+1− Ti−2− Ti−1+ d[−a1,i+1b1,i−1], Ri+
Ri+1+Ri+2−Si−1−Ti−2−Ti−1+d[−a1,ib1,i−2]}. Now Ri+(Ri+1+Si)/2−Ti−2−Ti−1+e >
Ri+(Ti−2+Ti−1)/2−Ti−2−Ti−1+e = Ri−(Ti−2+Ti−1)/2+e ≥ Ci−1 so it can be removed.
Also Ri+Ri+1+Ri+2−Si−1−Ti−2−Ti−1+d[−a1,ib1,i−2] ≥ Ri+1+Ri+2−Ti−2−Ti−1+Ai−1 >
Ai−1 so this one can also be removed. Hence Ri + Ri+1 − Ti−2 − Ti−1 + d[a1,i+1c1,i−3] ≥
Ci−1 > Ri + Si − Ti−2 − Ti−1 + Ai = Ri + Ri+1 − Ti−2 − Ti−1 + d[−a1,i+1b1,i−1]. Thus
d[a1,i+1c1,i−3] > d[−a1,i+1b1,i−1] so d[−a1,i+1b1,i−1] = d[−b1,i−1c1,i−3] ≥ Ti−2−Si−1+Bi−2,
which implies Ri + Si − Ti−2 − Ti−1 + Ai = Ri + Ri+1 − Ti−2 − Ti−1 + d[−b1,i−1c1,i−3] ≥
Ri +Ri+1 − Si−1 − Ti−1 +Bi−2 > Ri − Si−1 +Bi−2. Contradiction.
b. Si < Ti−2. It follows that Si−1+Si ≤ Ti−2+Ti−1 < Ri+1+Ri+2. Also Ri+1 > Si−1
so Ai = Ai = min{(Ri+1−Si)/2+e, Ri+1−Si+d[−a1,i+1b1,i−1], Ri+1+Ri+2−2Si+βi−1}.
(If i = n− 1 then we ignore Ri+1 + Ri+2 − 2Si + βi−1. If i = n then Ai is not defined.)
We have Si+ Si+1 > Ti−2+ Ti−1 and Si < Ti−2 so Si+1 > Ti−1. By Lemmas 2.14 and 2.9
we have Bi−1 = B
′
i−1 = B
′
i−1 = min{Si − Ti−1 + d[−b1,ici−2], 2Si − Ti−1 − Ti−2 + βi}. (If
i = n we ignore 2Si − Ti−1 − Ti−2 + βi.)
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We have Ci−1 > Ai−1 = Ri − Si−1 + d[−a1,ib1,i−2] ≥ min{Ri − Si−1 + d[−bi−1,i], Ri −
Si−1 + d[a1,ib1,i]} ≥ min{Ri − Si + βi−1, Ri − Si−1 + Ai} ≥ min{Ri − Si + Bi−1, Ri −
Si−1 + Ai} = min{Ri − Ti−1 + d[−b1,ic1,i−2], Ri + Si − Ti−2 − Ti−1 + βi, Ri − Si−1 + Ai}.
Since Ri − Ti−1 + d[−a1,ic1,i−2] ≥ Ci−1 we can replace above Ri − Ti−1 + d[−b1,ic1,i−2]
by Ri − Ti−1 + d[a1,ib1,i], which is ≥ Ri − Ti−1 + Ai. Also Ri + Si − Ti−2 − Ti−1 + βi ≥
Ri + Si − Ti−2 − Ti−1 + Ai. Thus min{Ri − Si + Bi−1, Ri − Si−1 + Ai} ≥ min{Ri −
Ti−1 + Ai, Ri + Si − Ti−2 − Ti−1 + Ai, Ri − Si−1 + Ai} = Ri + Si − Ti−2 − Ti−1 + Ai.
(We have Si < Ti−2 and Si−1 + Si ≤ Ti−2 + Ti−1 so Ri − Ti−1 + Ai, Ri − Si−1 + Ai ≥
Ri + Si − Ti−2 − Ti−1 + Ai.) It follows that Ci−1 > Ai−1 ≥ Ri + Si − Ti−2 − Ti−1 + Ai.
Also Ri − Si + Bi−1 ≥ Ri + Si − Ti−2 − Ti−1 + Ai. Now Ri + Si − Ti−2 − Ti−1 + Ai =
min{Ri+ (Ri+1+ Si)/2− Ti−2− Ti−1+ e, Ri +Ri+1− Ti−2− Ti−1+ d[−a1,i+1b1,i−1], Ri+
Ri+1 +Ri+2 − Si − Ti−2 − Ti−1 + βi−1}. We have Ri + (Ri+1 + Si)/2− Ti−2 − Ti−1 + e >
Ri + (Ti−2 + Ti−1)/2 − Ti−2 − Ti−1 + e = Ri − (Ti−2 + Ti−1)/2 + e ≥ Ci−1 so it can be
removed. Also Ri+Ri+1+Ri+2−Si−Ti−2−Ti−1+βi−1 > Ri−Si+βi−1 ≥ Ri−Si+Bi−1
so it also can be removed. Hence Ri + Si − Ti−2 − Ti−1 + Ai = Ri + Ri+1 − Ti−2 −
Ti−1 + d[−a1,i+1b1,i−1]. But Ri+1 > Ti−1 so d[a1,i+1c1,i−3] in the formula for Ci−1 can be
replaced by d[−a1,i+1c1,i−1]. Thus Ri + Ri+1 − Ti−2 − Ti−1 + d[−a1,i+1c1,i−1] ≥ Ci−1 >
Ri+Ri+1−Ti−2−Ti−1+ d[−a1,i+1b1,i−1]. Thus d[−a1,i+1b1,i−1] = d[b1,i−1c1,i−1] ≥ Bi−1 so
Ri+Si−Ti−2−Ti−1+Ai ≥ Ri+Ri+1−Ti−2−Ti−1+Bi−1 > Ri−Si+Bi−1. Contradiction.
So we proved Ai−1 ≥ Ci−1. Suppose now that Ai−1 ≥ Ci−1 > Bi−1. Since Si+Si+1 >
Ti−2 + Ti−1 or i − 1 ∈ {1, n − 1} we have Bi−1 = Bi−1 = min{(Si − Ti−1)/2 + e, Si −
Ti−1 + d[−b1,ic1,i−2], 2Si − Ti−2 − Ti−1 + βi, Si + Si+1 − 2Ti−1 + γi−2}. (If i ∈ {2, n} we
ignore 2Si−Ti−2−Ti−1+βi and Si+Si+1−2Ti−1+γi−2.) But Si+Si+1−2Ti−1+γi−2 ≥
Ri + Ri+1 − 2Ti−1 + γi−2 > Ri − Ti−1 + γi−2 ≥ Ci−1 > Bi−1 so it can be removed.
Suppose Bi−1 = (Si − Ti−1)/2 + e. Then (Ri − Ti−1)/2 + e ≥ Ci−1 > (Si − Ti−1)/2 + e
so Ri > Si, which implies Ri + Ri+1 ≤ Si−1 + Si. Also (Ri − Si−1)/2 + e ≥ Ai−1 >
(Si − Ti−1)/2 + e and so Ri + Ti−1 > Si−1 + Si ≥ Ri + Ri+1. But this contradicts
Ri+1 > Ti−1. We have Ri−Ti−1+d[−a1,ic1,i−2] ≥ Ci−1 > Bi−1 and Ri−Ti−1 ≤ Si−Ti−1.
By Lemma 1.4(b), in the formula for Bi−1, we can replace Si − Ti−1 + d[−b1,ic1,i−2]
by Si − Ti−1 + d[a1,ib1,i]. Thus Bi−1 = min{Si − Ti−1 + d[a1,ib1,i], 2Si − Ti−2 − Ti−1 +
βi} ≥ min{Si − Ti−1 + Ai, 2Si − Ti−2 − Ti−1 + Ai}. If Ai = (Ri+1 − Si)/2 + e then
Bi−1 ≥ min{(Ri+1+ Si)/2− Ti−1+ e, (Ri+1+ Si)/2+ Si− Ti−2− Ti−1+ e}. But we have
(Ri+1+Si)/2−Ti−1+e > (Si−Ti−1)/2+e ≥ Bi−1 and (Ri+1+Si)/2+Si−Ti−2−Ti−1+e >
(Ti−2+Ti−1)/2+Si−Ti−2−Ti−1+e = Si−(Ti−2+Ti−1)/2 ≥ Bi−1 so we get a contradiction.
Hence Ai = A
′
i. Also Si−Ti−1, 2Si−Ti−2−Ti−1 > Si−Ri+1 so Bi−1 > Si−Ri+1+A′i =
min{d[−a1,i+1b1,i−1], Ri+2 − Si−1 + d[−a1,ib1,i−2]}. But Ri+2 − Si−1 + d[−a1,ib1,i−2] ≥
Ri−Si−1+d[−a1,ib1,i−2] ≥ Ai−1 > Bi−1 so it can be removed. Now d[a1,i−1b1,i−1] ≥ Ai−1 >
Si − Ri+1 + A′i = d[−a1,i+1b1,i−1] so d[−a1,i+1b1,i−1] = d[−ai,i+1]. Also d[b1,i−1c1,i−1] ≥
Ci−1 > Si − Ri+1 + A′i = d[−a1,i+1b1,i−1] so d[−a1,i+1b1,i−1] = d[−a1,i+1c1,i−1]. Hence
Si − Ri+1 + A′i = d[−a1,i+1b1,i−1] = d[−ai,i+1] = d[−a1,i+1c1,i−1],which implies Ai = A′i =
Ri+1 − Si + d[−ai,i+1] = Ri+1 − Si + d[−a1,i+1c1,i−1]. It follows that Ci−1 > Bi−1 ≥
min{Si − Ti−1 +Ai, 2Si − Ti−2 − Ti−1 +Ai} = min{Ri+1 − Ti−1 + d[−ai,i+1], Ri+1 + Si −
Ti−2− Ti−1+ d[−a1,i+1c1,i−1]}. But Ri+1− Ti−1+ d[−ai,i+1] ≥ Ri− Ti−1+αi ≥ Ci−1 and
Ri+1+Si−Ti−2−Ti−1+d[−a1,i+1c1,i−1] ≥ Ri+Ri+1−Ti−2−Ti−1+d[−a1,i+1c1,i−1] ≥ Ci−1.
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(Ri+1 > Ti−1 so d[a1,i+1c1,i−3] can be replaced by d[−a1,i+1c1,i−1] in Ci−1.) Contradiction.
So Bi−1 ≥ Ci−1.
We consider now the case Ri+1 + Si ≤ Ti−2 + Ti−1. Since also Ri+1 > Ti−1 we
have Si < Ti−2. Hence Si−1 + Si ≤ Ti−2 + Ti−1 < Ri+1 + Ri+2. Also Ri+1 + Si ≤
Ti−2 + Ti−1 < Ri+1 +Ri+2 so Si < Ri+2. It follows that Ri+1 ≤ Si+1 and also Ai = Ai =
min{(Ri+1 − Si)/2 + e, Ri+1 − Si + d[−a1,i+1b1,i−1], 2Ri+1 − Si−1 − Si + αi+1}. (When
i = n− 1 the inequalities above involving Ri+2 are ignored. The inequality Ri+1 ≤ Si+1
still holds in this case. Also 2Ri+1 − Si−1 − Si + αi+1 i ignored if i = n− 1.)
Suppose that Ci−1 > Ri − Ri+1 + Ai = min{Ri − (Ri+1 + Si)/2 + e, Ri − Si +
d[−a1,i+1b1,i−1], Ri + Ri+1 − Si−1 − Si + αi+1}. But Ri + Ri+1 − Si−1 − Si + αi+1 ≥
Ri+Ri+1−Ti−2−Ti−1+αi+1 ≥ Ci−1 so it can be removed. Also Ri− (Ri+1+Si)/2+e ≥
Ri − (Ti−2 + Ti−1)/2 + e ≥ Ci−1 so it can be removed and we have Ci−1 > Ri − Ri+1 +
Ai = Ri − Si + d[−a1,i+1b1,i−1]. Since Ri − Si + d[−a1,i+1c1,i−1] ≥ Ri + Ri+1 − Ti−2 −
Ti−1 + d[−a1,i+1c1,i−1] ≥ Ci−1 > Ri − Si + d[−a1,i+1b1,i−1] we have d[−a1,i+1b1,i−1] =
d[b1,i−1c1,i−1] ≥ Bi−1 so Ci−1 > Ri − Ri+1 + Ai ≥ Ri − Si + Bi−1 = min{Ri − (Si +
Ti−1)/2 + e, Ri − Ti−1 + d[−b1,ic1,i−2], Ri + Si+1 − Ti−2 − Ti−1 + d[b1,i+1c1,i−3]}. But
Ri − (Si + Ti−1)/2 + e > Ri − (Ti−2 + Ti−1)/2 + e ≥ Ci−1 so it can be removed. We
have Ri − Ti−1 + d[−a1,ic1,i−2] ≥ Ci−1 > Ri − Si + Bi−1 so Ri − Ti−1 + d[−b1,ic1,i−2] can
be replaced by Ri − Ti−1 + d[a1,ib1,i]. But Ri − Ti−1 + d[a1,ib1,i] ≥ Ri − Ti−1 + Ai >
Ri −Ri+1 +Ai ≥ Ri − Si +Bi−1 so it can be removed. So Ri − Si +Bi−1 = Ri + Si+1 −
Ti−2−Ti−1+d[b1,i+1c1,i−3]. Now Ri+Si+1−Ti−2−Ti−1+d[a1,i+1c1,i−3] ≥ Ri+Ri+1−Ti−2−
Ti−1 + d[a1,i+1c1,i−3] ≥ Ci−1 > Ri − Si + Bi−1. So d[b1,i+1c1,i−3] = d[a1,i+1b1,i+1] ≥ Ai+1.
Hence Ci−1 > Ri−Ri+1+Ai ≥ Ri−Si+Bi−1 ≥ Ri+Si+1−Ti−2−Ti−1+Ai+1 = min{Ri+
(Ri+2+Si+1)/2−Ti−2−Ti−1+e, Ri+Ri+2−Ti−2−Ti−1+d[−a1,i+2b1,i], Ri+Ri+2+Ri+3−
Si−Ti−2−Ti−1+ d[a1,i+3b1,i−1]}. Since Ri+2+Si+1 ≥ Ri+1+Ri+2 > Ti−2+Ti−1 we have
Ri+(Ri+2+Si+1)/2−Ti−2−Ti−1+e > Ri−(Ti−2+Ti−1)/2+e ≥ Ci−1 so it can be removed.
Now Ri+Ri+2+Ri+3−Si−Ti−2−Ti−1+d[−ai+2,i+3] ≥ Ri+2Ri+2−Si−Ti−2−Ti−1+αi+2 ≥
Ri +Ri+1 +Ri+2 − Si − Ti−2 − Ti−1 + αi+1 > Ri +Ri+1 − Ti−2 − Ti−1 + αi+1 ≥ Ci−1. So
Ri+Ri+2+Ri+3−Si−Ti−2−Ti−1+d[a1,i+3b1,i−1] can be replaced by Ri+Ri+2+Ri+3−
Si−Ti−2−Ti−1+d[−a1,i+1b1,i−1], which is ≥ Ri+Ri+2+Ri+3−Ri+1−Ti−2−Ti−1+Ai >
Ri−Ri+1+Ai. (We have Ri+2+Ri+3 ≥ Ri+1+Ri+2 > Ti−2+Ti−1.) So this term can also
be removed. Now Ri+Ri+2−Ti−2−Ti−1+d[−ai+1,i+2] ≥ Ri+Ri+1−Ti−2−Ti−1+αi+1 ≥
Ci−1 > Ri + Si+1 − Ti−2 − Ti−1 + Ai+1 = Ri +Ri+2 − Ti−2 − Ti−1 + d[−a1,i+2b1,i]. Hence
d[−a1,i+2b1,i] = d[a1,ib1,i] ≥ Ai so Ri + Si+1 − Ti−2 − Ti−1 + Ai+1 ≥ Ri + Ri+2 − Ti−2 −
Ti−1 + Ai > Ri −Ri+1 + Ai. Contradiction. So Ri − Ri+1 + Ai ≥ Ci−1. 
4.3 Proof of 2.1(ii)
By Lemma 2.12 the condition that d[a1,ic1,i] > Ci is vacuous if i, i+1 are both nonessential
for M,K. WLOG we may assume that i is essential. (The case when i + 1 is essential
follows by duality at index n− i.) We apply Lemma 4.2(ii).
If Ri+1 +Ri+2 > Si + Ti−1 or i ∈ {1, n− 1} then d[a1,ib1,i] ≥ Ai ≥ Ci and d[b1,ic1,i] ≥
Bi ≥ Ci. So d[a1,ic1,i] ≥ Ci.
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If Ri+1 +Ri+2 ≤ Si + Ti−1 then Ti−1 − Ti +Bi−1 ≥ Ci. We claim that Ri+1 +Ri+2 ≤
Ti−1+Ti. Suppose not so Ti−1+Ti < Ri+1+Ri+2 ≤ Si+Ti−1. Hence Si > Ti, which implies
Si+Si+1 ≤ Ti−1+Ti < Ri+1+Ri+2. It follows that Ri+2 > Si. Since also Ri+1 > Ti−1 (i is
essential) we get Ri+1+Ri+2 > Si+Ti−1. Contradiction. So Ri+1+Ri+2 ≤ Ti−1+Ti. This,
together with Ri+1 > Ti−1, implies by Lemma 2.11(ii) that d[a1,ic1,i] ≥ Ci is equivalent
to Ti−1−Ti+ γi−1 ≥ Ci. But this follows from Ti−1−Ti+Bi−1 ≥ Ci and γi−1 ≥ Bi−1. 
4.4 Proof of 2.1(iii)
Suppose that Ri+1 > Ti−1 and Ci−1 + Ci > 2e + Ri − Ti. We have to prove that
[c1, . . . , ci−1]→−[a1, . . . , ai]. By Lemma 2.13 i must be an essential index for M,K so
Ri+1 +Ri+2 > Ti−2 + Ti−1 (if 2 < i < n− 1).
Lemma 4.3 One of the following holds:
a) Si + A
′
i ≥ Ti + Ci
b) −Ri+1 + A′i ≥ −Si +Bi−1
c) Ri+1 < Si−1
Moreover if Ri+1 +Ri+2 ≤ Si + Ti−1 then Si + A′i ≥ Ti + Ci.
Take first the case Ri+1+Ri+2 ≤ Si+Ti−1. If i > 2 then also Ri+1+Ri+2 > Ti−2+Ti−1
and so Si > Ti−2, which implies Si−1 ≤ Ti−1. (This also happens if i = 2 since S1 ≤ T1.)
By Lemma 4.2(ii) we have Bi−1 ≥ Ti − Ti−1 + Ci. Suppose Ci > Si − Ti + A′i =
min{Ri+1−Ti+d[−a1,i+1b1,i−1], Ri+1+Ri+2−Si−1−Ti+d[a1,i+2b1,i−2]}. But Ri+1−Ti+
d[−a1,i+1c1,i−1] ≥ Ci and Ri+1−Ti+d[b1,i−1c1,i−1] ≥ Ri+1−Ti+Bi−1 ≥ Ri+1−Ti−1+Ci >
Ci so Ri+1−Ti+d[−a1,i+1b1,i−1] ≥ Ci. Hence Ci > Ri+1+Ri+2−Si−1−Ti+d[a1,i+2b1,i−2].
But Ri+1+Ri+2−Si−1−Ti+d[a1,i+2c1,i−2] ≥ Ri+1+Ri+2−Ti−1−Ti+d[a1,i+2c1,i−2] ≥ Ci so
d[a1,i+2c1,i−2] > d[a1,i+2b1,i−2]. Hence d[a1,i+2b1,i−2] = d[b1,i−2c1,i−2] ≥ Bi−2, which implies
Ci > Ri+1+Ri+2−Si−1−Ti+Bi−2 = min{Ri+1+Ri+2− (Si−1+Ti−2)/2−Ti+ e, Ri+1+
Ri+2 − Ti−2 − Ti + d[−b1,i−1c1,i−3], Ri+1 + Ri+2 + Si − Ti−3 − Ti−2 − Ti + d[−b1,ic1,i−2]}.
(We have Si > Ti−2 so d[b1,ic1,i−4] was replaced by d[−b1,ic1,i−2] in the formula for Bi−2.
See Lemma 2.7(ii).) But Ri+1 + Ri+2 − (Si−1 + Ti−2)/2 − Ti + e ≥ Ri+1 + Ri+2 −
(Ti−1 + Ti−2)/2 − Ti + e > (Ri+1 + Ri+2)/2 − Ti + e ≥ Ci so it can be removed. Now
Ri+1 +Ri+2 − Ti−2 − Ti + d[−ci−2,i−1] = Ri+1 +Ri+2 − Ti−1 − Ti + γi−2 ≥ Ci so we can
replace Ri+1+Ri+2−Ti−2−Ti+d[−b1,i−1c1,i−3] by Ri+1+Ri+2−Ti−2−Ti+d[b1,i−1c1,i−1].
But this is ≥ Ri+1 + Ri+2 − Ti−2 − Ti + Bi−1 ≥ Ri+1 + Ri+2 − Ti−2 − Ti−1 + Ci > Ci so
it can be removed. Thus Ci > Ri+1 + Ri+2 + Si − Ti−3 − Ti−2 − Ti + d[−b1,ic1,i−2]. But
d[b1,ic1,i−2] ≥ Ti−1−Si+Bi−1 ≥ Ti−Si+Ci so Ci > Ri+1+Ri+2−Ti−3−Ti−2+Ci > Ci.
Contradiction. (We have Ri+1+Ri+2 > Ti−2+Ti−1 ≥ Ti−3+Ti−2.) Thus Ci ≤ Si−Ti+A′i
and a) holds.
Suppose now that Ri+1+Ri+2 > Si+Ti−1 or i = n−1. If i 6= n−1 then Ri+1+Ri+2 >
Si−1+Si. (Otherwise Si−1 > Ti−1 so Si−1+Si ≤ Ti−2+Ti−1 < Ri+1+Ri+2.) So A′i = A
′
i.
Assume that neither c) nor a) holds so Ri+1 ≥ Si−1 and Ci > Si−Ti+A′i. Since Ri+1 ≥
Si−1 we have A
′
i = min{Ri+1−Si+d[−a1,i+1b1,i−1], Ri+1+Ri+2−Si−1−Si+d[−a1,ib1,i−2]}
by Lemma 2.7(i). If A′i = Ri+1 − Si + d[−a1,i+1b1,i−1] then Ri+1 − Ti + d[−a1,i+1c1,i−1] ≥
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Ci > Si− Ti+A′i = Ri+1− Ti+ d[−a1,i+1b1,i−1]. Hence d[−a1,i+1b1,i−1] = d[b1,i−1c1,i−1] ≥
Bi−1 so A
′
i ≥ Ri+1 − Si +Bi−1 and we have b).
So we can suppose that A′i = Ri+1 + Ri+2 − Si−1 − Si + d[−a1,ib1,i−2] ≥ Ri+1 +
Ri+2 − Ri − Si + Ai−1. If Ri+2 ≥ Si then, together with Ri+1 ≥ Si−1, this implies
A′i = A
′
i = Ri+1−Si+d[−a1,i+1b1,i−1], a case already discussed. (See Remark 2.8 following
Definition 6.) So we can assume that Ri+2 < Si. It follows that i = 2 or Ri+1 + Si >
Ri+2 + Ri+1 > Ti−2 + Ti−1, which by Lemma 4.2(i) implies Ai−1 ≥ Ci−1. Therefore
A′i ≥ Ri+1+Ri+2−Ri−Si+Ci−1. We get Ci > Si−Ti+A′i ≥ Ri+1+Ri+2−Ri−Ti+Ci−1.
This implies 2Ci > Ri+1+Ri+2−Ri−Ti+Ci−1+Ci > Ri+1+Ri+2−Ri−Ti+2e+Ri−Ti
so Ci > (Ri+1 +Ri+2)/2− Ti + e. Contradiction. 
By duality at index n+ 1− i we get:
Corollary 4.4 One of the following holds:
a) −Si +B′i−1 ≥ −Ri + Ci−1
b) Ti−1 +B
′
i−1 ≥ Si + Ai
c) Si+1 < Ti−1
Moreover if Ri+1 + Si ≤ Ti−2 + Ti−1 then −Si +B′i−1 ≥ −Ri + Ci−1.
Lemma 4.5 (i) If Ri+2 > Si or i = n − 1 and −Ri+1 + Ai ≥ −Ri + Ci−1 then
[b1, . . . , bi]→−[a1, . . . , ai+1] and (a1,ib1,i,−a1,i+1c1,i−1)p = 1.
(ii) If Si > Ti−2 or i = 2 and Ti−1 +Bi−1 ≥ Ti +Ci then [c1, . . . , ci−2]→−[b1, . . . , bi−1]
and (b1,i−1c1,i−1,−a1,ic1,i−2)p = 1.
Proof.(i) We have d(a1,ib1,i) + d(−a1,i+1c1,i−1) ≥ Ai + Ti − Ri+1 + Ci ≥ Ri+1 −Ri +
Ci−1 + Ti −Ri+1 + Ci > 2e so (a1,ib1,i,−a1,i+1c1,i−1)p = 1.
If A′i+1 > Ai+1 then [b1, . . . , bi]→−[a1, . . . , ai+1] by Lemma 2.14 so we are done. So we
may suppose that A′i+1 = Ai+1.
We have −Ri+1+Ai ≥ −Ri+Ci−1 and −Ri+Ci−1+ Ti+Ci > 2e. In order to prove
that −Ri+1 +Ai + Si+1 +Ai+1 > 2e, i.e. that Ai +Ai+1 > 2e+Ri+1 − Si+1 it is enough
to show that Si+1 + Ai+1 ≥ Ti + Ci. Suppose the contrary, i.e. Ci > Si+1 − Ti + Ai+1 =
min{Ri+2−Ti+d[−a1,i+2b1,i], Ri+2+Ri+3−Si−Ti+d[−a1,i+1b1,i−1]}. (We have Ri+2 > Si
so in the formula for A′i+1 we can replace d[a1,i+3b1,i−1] by d[−a1,i+1b1,i−1].)
We have Ri+2 − Ti + [−ai+1,i+2] ≥ Ri+1 − Ti + αi+1 ≥ Ci so Ri+2 − Ti + d[−a1,i+2b1,i]
can be replaced by Ri+2 − Ti + d[a1,ib1,i] which is ≥ Ri+2 − Ti +Ai. Also Ri+2 +Ri+3 −
Si − Ti + d[a1,i+1b1,i−1] ≥ Ri+1 +Ri+2 − Si − Ti + d[a1,i+1b1,i−1] ≥ Ri+2 − Ti + Ai.
In conclusion Ci ≥ Ri+2 − Ti + Ai ≥ Ri+1 + Ri+2 − Ri − Ti + Ci−1 so 2Ci ≥ Ri+1 +
Ri+2−Ri−Ti+Ci−1+Ci > 2e+Ri+1+Ri+2−2Ti. Hence Ci > (Ri+2+Ri+1)/2−Ti+e.
Contradiction.
(ii) follows from (i) by duality at index n + 1− i.
We prove now that [c1, . . . , ci−1]→−[a1, . . . , ai]. There are several cases:
a) A′i > Ai and B
′
i−1 > Bi−1. By Lemma 2.14 we have [b1, . . . , bi−1]→−[a1, . . . , ai] and
[c1, . . . , ci−1]→−[b1, . . . , bi]. Also d(a1,ib1,i)+ d(b1,i−1c1,i−1) ≥ Ai+Bi−1 = (Ri+1−Si)/2+
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e + (Si − Ti−1)/2 + e = (Ri+1 − Ti−1)/2 + 2e > 2e so (a1,ib1,i, b1,i−1c1,i−1)p = 1. Lemma
1.5(i) implies [c1, . . . , ci−1]→−[a1, . . . , ai].
b) Ai = A
′
i and B
′
i−1 > Bi−1. By Lemma 2.14 we have Si+1 > Ti−1 and Si > Ti−2,
[c1, . . . , ci−1]→−[b1, . . . , bi] and [c1, . . . , ci−2]→−[b1, . . . , bi−1]. (If i = 2 we ignore Si > Ti−2
but [c1, . . . , ci−2]→−[b1, . . . , bi−1] still holds trivially.) In particular, Si−1 ≤ Ti−1 < Ri+1.
Also since Ri+1 > Ti−1 we get Ri+1 + Si > Ti−2 + Ti−1 (or i = 2), which implies
Ai−1, Bi−1 ≥ Ci−1 by Lemma 4.2(i).
Suppose −Ri+1 +A′i ≥ −Si +Bi−1. Then Ai = A′i ≥ Ri+1− Si + (Si− Ti−1)/2 + e =
(Ri+1 − Ti−1)/2 + (Ri+1 − Si)/2 + e > (Ri+1 − Si)/2 + e, which is impossible. We don’t
have Ri+1 < Si−1 either so Si+Ai ≥ Ti+Ci by Lemma 4.3. Together with −Ri+Ai−1 ≥
−Ri +Ci−1 and −Ri + Ci−1 + Ti + Ci > 2e, this implies −Ri +Ai−1 + Si +Ai > 2e, i.e.
Ai−1 + Ai > 2e + Ri − Si. Since also Ri+1 > Si−1 we have [b1, . . . , bi−1]→−[a1, . . . , ai].
Also [c1, . . . , ci−1]→−[b1, . . . , bi] so if we prove that (a1,ib1,i, b1,i−1c1,i−1)p = 1 we get
[c1, . . . , ci−1]→−[a1, . . . , ai] by Lemma 1.5(i). Also [c1, . . . , ci−2]→−[b1, . . . , bi−1] so if we
prove that (b1,i−1c1,i−1,−a1,ic1,i−2)p = 1 we get [c1, . . . , ci−1]→−[a1, . . . , ai] by Lemma
1.5(iii). Suppose that none of the 2 conditions is satisfied. It follows that 2e ≥ d(a1,ib1,i)+
d(b1,i−1c1,i−1) ≥ Ai+Bi−1 ≥ Ti−Si+Ci+Bi−1 and 2e ≥ d(b1,i−1c1,i−1)+d(−a1,ic1,i−2) ≥
Bi−1 + Ti−1 − Ri + Ci−1. When we add these inequalities we get 4e ≥ 2Bi−1 + Ci−1 +
Ci + Ti−1 + Ti −Ri− Si > 2((Si− Ti−1/2 + e) + 2e+Ri − Ti + Ti−1 + Ti −Ri − Si = 4e.
Contradiction.
c) A′i > Ai and Bi−1 = B
′
i−1. It follows from b) by duality at index n− i+ 1.
d) Ai = A
′
i and Bi−1 = B
′
i−1. We make first some remarks:
We cannot have both Ri+1+Si ≤ Ti−2+Ti−1 and Ri+1+Ri+2 ≤ Si+Ti−1. By adding
these would imply Ri+1+Ri+2+Ri+1+Si ≤ Ti−2+Ti−1+Si+Ti−1, which is impossible
since Ri+2 +Ri+1 > Ti−2 + Ti−1 and Ri+1 > Ti−1.
If Ri+1 + Si > Ti−2 + Ti−1 or i = 2 then Ri+1 > Si−1. Otherwise Si−1 ≥ Ri+1 > Ti−1,
which implies Ti−2 + Ti−1 ≥ Si−1 + Si ≥ Ri+1 + Si. Contradiction.
By duality at n + 1− i if Ri+1 +Ri+2 > Si + Ti−1 or i = n− 1 then Si+1 > Ti−1.
We will show that one of the following happens and each of them implies that
[c1, . . . , ci−1]→−[a1, . . . , ai]:
1. Ri+1+Si > Ti−2+Ti−1 or i = 2, Ri+1+Ri+2 > Si+Ti−1 or i = n−1, Si+Ai ≥ Ti+Ci
and −Si +Bi−1 ≥ −Ri + Ci−1.
2. Ri+2 > Si or i = n− 1, −Si +Bi−1 ≥ −Ri + Ci−1 and −Ri+1 + Ai ≥ −Ri + Ci−1.
3. Si > Ti−2 or i = 2, Si + Ai ≥ Ti + Ci and Ti−1 +Bi−1 ≥ Ti + Ci.
First we prove that any of these 3 cases implies [c1, . . . , ci−1]→−[a1, . . . , ai].
In cases 1. and 2. we have Ri+1 +Ri+2 > Si + Ti−1 or i = n− 1. (In the case 2. this
follows from Ri+2 > Si or i = n−1 and Ri+1 > Ti−1.) By Lemma 4.2(ii) we get Bi ≥ Ci.
Since also −Si+Bi−1 ≥ −Ri+Ci−1 we get−Si+Bi−1+Ti+Bi ≥ −Ri+Ci−1+Ti+Ci > 2e,
i.e. Bi−1+Bi > 2e+Si−Ti. We also have Si+1 > Ti−1. (In the case 1. this follows from
Ri+1 +Ri+2 > Si + Ti−1 or i = n− 1. In the case 2. we have Ri+2 > Si or i = n− 1 so
Si+1 ≥ Ri+1 > Ti−1.) Therefore [c1, . . . , ci−1]→−[b1, . . . , bi].
By duality in cases 1. and 3. we have [b1, . . . , bi−1]→−[a1, . . . , ai].
In case 1. we have [b1, . . . , bi−1]→−[a1, . . . , ai] and [c1, . . . , ci−1]→−[b1, . . . , bi]. Also
d(a1,ib1,i)+d(b1,i−1c1,i−1) ≥ Ai+Bi−1 ≥ Ti−Si+Ci+Si−Ri+Ci−1 = Ci−1+Ci+Ti−Ri >
2e so (a1,ib1,i, b1,i−1c1,i−1)p = 1. Thus [c1, . . . , ci−1]→−[a1, . . . , ai] by Lemma 1.5(i).
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In case 2. we have Ri+2 > Si or i = n − 1 and −Ri+1 + Ai ≥ −Ri + Ci−1, which
by Lemma 4.5(i) implies [b1, . . . , bi]→−[a1, . . . , ai+1] and (a1,ib1,i,−a1,i+1c1,i−1)p = 1. To-
gether with [c1, . . . , ci−1]→−[b1, . . . , bi], this implies [c1, . . . , ci−1]→−[a1, . . . , ai] by Lemma
1.5(ii).
Case 3. follows from 2. by duality at index n+ 1− i.
We prove now that if Ri+1 + Si ≤ Ti−2 + Ti−1 we have case 2. Indeed, condition
Ri+1+Si ≤ Ti−2+Ti−1 implies−Ri+1+Ai ≥ −Ri+Ci−1 by Lemma 4.2(i) and−Si+Bi−1 ≥
−Ri + Ci−1 by Corollary 4.4. We also have i = n − 1 or Ri+1 + Ri+2 > Ti−2 + Ti−1 ≥
Ri+1 + Si and so Ri+2 > Si. Thus we have 2..
By duality at index n+ 1− i if Ri+1 +Ri+2 ≤ Si + Ti−1 we have 3..
Suppose now that Ri+1 + Si > Ti−2 + Ti−1 or i = 2 and Ri+1 + Ri+2 > Si + Ti−1
or i = n − 1. This implies Ri+1 > Si−1 and Si+1 > Ti−1. If Si + Ai ≥ Ti + Ci and
−Si +Bi−1 ≥ −Ri + Ci−1 we have 1. and we are done.
Suppose now that Si + Ai < Ti + Ci. Since also Ri+1 > Si−1 we have −Ri+1 + Ai ≥
−Si +Bi−1 by Lemma 4.3. If −Si +Bi−1 < −Ri +Ci−1, since also Si+1 > Ti−1, we have
Ti−1+Bi−1 ≥ Si+Ai by Corollary 4.4 and so Ai ≥ Ri+1−Si+Bi−1 ≥ Ri+1− Ti−1+Ai,
which is false. Thus −Ri+1 + Ai ≥ −Si + Bi−1 ≥ −Ri + Ci−1. In order to have 2. we
still need Ri+2 > Si or i = n − 1. Suppose the contrary, i.e. Ri+2 ≤ Si. We have Ci >
Si−Ti+Ai ≥ Ri+1−Ti+Bi−1 ≥ Ri+1+Si−Ri−Ti+Ci−1 ≥ Ri+1+Ri+2−Ri−Ti+Ci−1.
It follows that 2Ci > Ri+1 + Ri+2 − Ri − Ti + Ci−1 + Ci > 2e + Ri+1 + Ri+2 − 2Ti so
Ci > (Ri+1 +Ri+2)/2− Ti + e which is false. Thus we have 2..
By duality if −Si +Bi−1 < −Ri + Ci−1 we have 3. 
4.5 Proof of 2.1(iv)
Suppose that Ti ≥ Ri+2 > Ti−1 + 2e ≥ Ri+1 + 2e. We want to prove that
[c1, . . . , ci−1]→−[a1, . . . , ai+1]. We may assume that −a1,i+1c1,i−1 ∈ F˙ 2.
We have Ri+2−Ri+1 > 2e and Ti− Ti−1 > 2e so αi+1 > 2e and γi−1 > 2e. Since also
d(−a1,i+1c1,i−1) =∞ we get d[−a1,i+1c1,i−1] > 2e.
Suppose that Si ≥ Ri+2. We have Si − Ti−1 ≥ Ri+2 − Ti−1 > 2e so Si−1 ≤ Ti−1 (see
2.2), which implies Ri+2−Si−1 > 2e. By Lemma 2.19 we get [c1, . . . , ci−1] ∼= [b1, . . . , bi−1]
and [b1, . . . , bi−1]→−[a1, . . . , ai+1] so [c1, . . . , ci−1]→−[a1, . . . , ai+1]. By duality at index
n− i, if Ti−1 ≥ Si+1 we get [b1, . . . , bi+1] ∼= [a1, . . . , ai+1] and [c1, . . . , ci−1]→−[b1, . . . , bi+1]
so again we are done.
Hence we may assume that Ri+2 > Si and Si+1 > Ti−1. We will show that
[b1, . . . , bi]→−[a1, . . . , ai+1] and [c1, . . . , ci−1]→−[b1, . . . , bi]. In order to apply 2.1(iii) to
M,N and N,K we still need Ai+Ai+1 > 2e+Ri+1−Si+1 and Bi−1+Bi > 2e+Si− Ti.
To do this we apply Corollary 2.17 so it is enough to prove that d[−a1,i+1b1,i−1] >
2e+ Si − Ri+2 and d[−b1,i+1c1,i−1] > 2e + Ti−1 − Ri+1.
Suppose that d[−a1,i+1b1,i−1] ≤ 2e + Si − Ri+2. Since 2e + Si − Ri+2 < 2e <
d[−a1,i+1c1,i−1] we have d[−a1,i+1b1,i−1] = d[b1,i−1c1,i−1] ≥ Bi−1 = min{(Si − Ti−1)/2 +
e, Si−Ti−1+d[−b1,ic1,i−2], Si+Si+1−Ti−2−Ti−1+d[−b1,i+1c1,i−1]}. (We have Si+1 > Ti−1
so we can replace d[b1,i+1c1,i−3] by d[−b1,i+1c1,i−1].) But (Si−Ti−1)/2+e > 2e+Si−Ri+2
since 2Ri+2 > 2e+Si+Ti−1. (We have Ri+2 > Si and Ri+2 > Ti−1+2e.) Hence it can be
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removed. Also Si−Ti−1+d[−b1,ic1,i−2] ≥ Si−Ti−1 > 2e+Si−Ri+2 so it can be removed.
Hence 2e+Si−Ri+2 ≥ d[−a1,i+1b1,i−1] ≥ Bi−1 = Si+Si+1−Ti−2−Ti−1+d[−b1,i+1c1,i−1].
It follows that d[−b1,i+1c1,i−1] ≤ 2e+ Ti−2 + Ti−1 −Ri+2 − Si+1 < 2e+ Ti−1 − Si+1. (We
have Ri+2 > Ti−1+2e ≥ Ti−2.) By duality at index n− i the inequality d[−b1,i+1c1,i−1] ≤
2e+Ti−1−Si+1 implies d[−b1,i+1c1,i−1] ≥ Ai+1 = Ri+2+Ri+3−Si−Si+1+d[−a1,i+1b1,i−1].
Together with d[−a1,i+1b1,i−1] ≥ Bi−1 = Si + Si+1 − Ti−2 − Ti−1 + d[−b1,i+1c1,i−1],
this implies that Ri+2 + Ri+3 ≤ Ti−2 + Ti−1. Since Ri+2 + Ri+3 ≥ 2Ri+2 − 2e and
Ti−2 + Ti−1 ≤ 2Ti−1 + 2e we get 2Ri+2 − 2e ≤ 2Ti−1 + 2e so Ri+2 ≤ Ti−1 + 2e. Contra-
diction.
So d[−a1,i+1b1,i−1] > 2e + Si − Ri+2. By duality at index n − i d[−b1,i+1c1,i−1] >
2e + Ti−1 − Si+1. Thus [b1, . . . , bi]→−[a1, . . . , ai+1] and [c1, . . . , ci−1]→−[b1, . . . , bi], which
implies [c1, . . . , ci−1]→−[a1, . . . , ai+1]. 
5 The case [M : N ] ⊇ p
In this section M ⊆ N are two lattices on the same quadratic space and [M : N ] ⊇ p.
We want to prove that N ≤M .
First take case [M : N ] = O, i.e. when M = N . By Corollary 3.11 the conditions
(i)-(iv) are independent of the choice of BONGs we can assume that bi = ai. We also
have Si = Ri and βi = αi. Since Ri = Si for all i condition 2.1(i) is satisfied. We have
d[a1,ib1,i] = min{d(a1,ib1,i), αi, βi} = min{d(a1,ia1,i), αi, αi} = αi and d[−a1,i+1b1,i−1] =
min{d(−a1,i+1b1,i−1), αi+1, βi−1} = min{d(−a1,i+1a1,i−1), αi+1, αi−1} = d[−ai,i+1]. Hence
Ai ≤ min{(Ri+1−Si)/2+e, Ri+1−Si+d[−a1,i+1b1,i−1]} = min{(Ri+1−Ri)/2+e, Ri+1−
Ri + d[ai,i+1]} = αi = d[a1,ib1,i] and we have 2.1(ii). Finally, since bi = ai for all i the re-
lations [b1, . . . , bi−1]→−[a1, . . . , ai] and [b1, . . . , bi−1]→−[a1, . . . , ai+1] hold unconditionally
so we have 2.1(iii) and (iv). 
For the case [M : N ] = p we need the following lemma:
Lemma 5.1 If [M : N ] = p then there are some splittings N = J ⊥ K and M = J ′ ⊥ K
s.t. J ⊂ J ′ are either unary or binary modular and [J ′ : J ] = p. If J, J ′ are unary then
J = pJ ′ and if they are binary then pJ ′ ⊂ J ⊂ J ′ and sJ ′ = p−1sJ .
Proof.Since [M : N ] = p there is a primitive element x ∈ N s.t. M = N + p−1x.
Moreover M = N + p−1x remains true if we replace x by any x′ ≡ x (mod pN). Let
N = N1 ⊥ · · · ⊥ Nt be a Jordan splitting with sN1 ⊃ . . . ⊃ sNt and we write x =
x1 + · · ·+ xt with xk ∈ Nk. Since x ∈ N is primitive at least one of the xk’s is primitive
in Nk. Let k0 be the smallest k s.t. xk ∈ Nk is primitive. It follows that x ≡ xk0+· · ·+xn
(mod pN) so we can replace x by xk0 + · · ·+ xn.
We write N = N ′ ⊥ N ′′ with N ′ = N1 ⊥ · · · ⊥ Nk0−1 and N ′′ = Nk0 ⊥ · · · ⊥ Nt.
Then x = xk0 + · · · + xt ∈ N ′′ and since xk0 ∈ Nk0 is primitive we have B(x,N ′′) =
sNk0 = sN
′′. Let ord sN ′′ = r. If ordQ(x) = r then we have a splitting N ′′ = Ox ⊥ N∗
so we can take J = Ox, J ′ = p−1x and K = N ′ ⊥ N∗. If ordQ(x) > ord sN ′′ = r then
there is y ∈ N ′′ s.t. B(x, y) = pir. Now J = Ox+Oy is pr-modular so we have a splitting
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N ′′ = J ⊥ N∗. If we put K = N ′ ⊥ N∗ we have N = J ⊥ K and M = J ′ ⊥ K where
J ′ = p−1x+Oy. Since also J = Ox+Oy, we get pJ ′ ⊂ J ⊂ J ′. Now B(pi−1x, y) = pir−1,
ordQ(y) ≥ r and ordQ(pi−1x) = ordQ(x)− 2 ≥ r − 1 so J ′ is pr−1-modular and we are
done. 
LetK = K1 ⊥ · · · ⊥ Kt be a Jordan decomposition and let ord sKk = rk, ord nKsKk =
uk and dimK(k) = nk. Let J, J
′ be as above. Denote a = dim J = dim J ′, r = ord sJ ,
r′ = ord sJ ′. Let k1 = max{k | rk ≤ r′} and k2 = max{k | rk < r}. Hence
rk1 ≤ r′ < r ≤ rk2, r′ < rk1+1 and rk2−1 < r.
We have the splittings M = K1 ⊥ · · · ⊥ Kk1 ⊥ J ′ ⊥ Kk1+1 ⊥ · · · ⊥ Kt and
N = K1 ⊥ · · · ⊥ Kk2 ⊥ J ⊥ Kk2+1 ⊥ · · · ⊥ Kt, which are almost Jordan decompositions
in the sense that if rk1 = r
′ then Kk1 ⊥ J ′ is the prk1 modular component of M and if
rk2+1 = r then J ⊥ Kk2+1 is the prk2+1 modular component of N . (If r1 > r′ we just take
k1 = 0 so we have the splitting M = J
′ ⊥ K1 ⊥ · · · ⊥ Kt. Similarly for N when r1 ≥ r.)
Note that if a = 2 then r = r′ + 1 so k1 = k2. If a = 1 then r = r
′ + 2 so we have
either rk1+1 = r
′ + 1 and k2 = k1 + 1 or rk1+1 6= r′ + 1 and k1 = k2.
5.2 By the use of duality the number of cases to be considered can be cut by half. Recall
that by 2.5 conditions 2.1(i) or (iii) for N ♯,M ♯ at i are equivalent to the same conditions
for M,N at n + 1 − i, while 2.1(ii) and (iv) are equivalent to the same conditions for
M,N at n− i.
Together with [M : N ] = p we have [N ♯ : M ♯] = p. Similar to M = K1 ⊥ · · ·Kk1 ⊥
J ′ ⊥ Kk1+1 ⊥ · · · ⊥ Kt and N = K1 ⊥ · · ·Kk2 ⊥ J ⊥ Kk2+1 ⊥ · · · ⊥ Kt we have the
splittings N ♯ = K♯t ⊥ · · · ⊥ K♯k2+1 ⊥ J ♯ ⊥ K♯k2 ⊥ · · · ⊥ K♯1 and M ♯ = K♯t ⊥ · · · ⊥
K♯k1+1 ⊥ J ♯ ⊥ K♯k1 ⊥ · · · ⊥ K♯1. We have dim(K♯t ⊥ · · · ⊥ K♯k2+1) = n − a − nk2 and
dim(K♯t ⊥ · · · ⊥ K♯k1+1) = n− a− nk1 . So the analogues of nk1 , nk2 and a for N ♯,M ♯ are
n− a− nk2 , n− a− nk1 and a.
If we prove 2.1(i) and (iii) for i ≤ nk2 + 1 then similarly we can prove the same
statements for N ♯,M ♯ for i ≤ n−a−nk1+1, which are equivalent to the same statements
for M,N at i ≥ nk1 + a. Since nk1 + a ≤ nk2 + 2 2.1(i) and (iii) will hold at all i.
Similarly if we prove 2.1(ii) and (iv) at i ≤ nk2 + a − 1 then we can prove them for
N ♯,M ♯ at i ≤ n− a− nk1 + a− 1 = n− nk1 − 1, which is equivalent to proving them for
M,N at i ≥ nk1 + 1. Since nk1 + 1 ≤ nk2 + a 2.1(ii) and (iv) will hold at all i.
In conclusion we may restrict ourselves to proving 2.1(i) and (iii) at i ≤ nk2 + 1 and
2.1(ii) and (iv) at i ≤ nk2 + a− 1.
5.1 Proof of 2.1(i)
We have uk = ord nK
prk and we denote u = ord nJ and u′ = ord nJ ′. If a = 1 then J
and J ′ are unary so u = r and u′ = r′. Since J = pJ ′ we have r = r′ + 2. If a = 2 then
r = r′ + 1. Since pJ ′ ⊂ J ⊂ J ′ we have p2nJ ′ ⊆ nJ ⊆ nJ ′ and so u′ + 2 ≥ u ≥ u′.
The scales of Jordan components of M have orders r1, . . . , rt and r
′ and for N they
have orders r1, . . . , rt and r. We denote v
′ = ord nMp
r
′
, v′k = ord nM
prk , v = ord nNp
r
,
vk = ord nN
prk .
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5.3 For any 1 ≤ k ≤ t we have vk = ord n(K ⊥ J)prk = min{ord nKprk , ord nJprk}.
But Jp
r
k = J if k ≤ k2 and Jprk = prk−rJ if k > k2. Thus ord nJprk = u if k ≤ k2 and
ord nJp
rk = u + 2(rk − r) if k > k2. Also ord nKprk = uk. Therefore vk = min{uk, u} if
k ≤ k2 and vk = min{uk, u+ 2(rk − r)} if k > k2.
Also rk2 ≤ r < rk2+1 so ord nKpr = min{uk2 + 2(r − rk2), uk2+1} by Lemma 3.5(i).
(If r ≤ r1, when k2 = 0, we ignore uk2 + 2(r − rk2); if r > rt when k2 = t, we ignore
uk2+1.) Since N
pr = Kp
r ⊥ Jpr and ord nJpr = u we get v = ord nNpr = min{uk2 +2(r−
rk2), uk2+1, u}.
By considering the norms of Np
r
k ’s and Np
r
we get v1 ≤ . . . ≤ vk2 ≤ v ≤ vk2+1 ≤
. . . ≤ vt.
Similarly for M , with k2, vk, r, v replaced by k1, v
′
k, r
′, v′, respectively.
5.4 We now use [B3, Lemma 2.13] to write Ri’s and Si’s in terms of rk, r, r
′, v, v′, vk, v
′
k.
If k ≤ k2 then for any nk−1 < i ≤ nk we have Si = vk if i ≡ nk−1 + 1 (mod 2)
and Si = 2rk − vk if i ≡ nk−1 (mod 2). This corresponds to the K1 ⊥ · · · ⊥ Kk2 part
of the splitting N = K1 ⊥ · · · ⊥ Kk2 ⊥ J ⊥ Kk2+1 ⊥ · · · ⊥ Kt. Corresponding to
J we have Sk2+1 = r = u if a = 1 and Sk2+1 = v, Sk2+2 = 2r − v if a = 2. Finally,
corresponding to the Kk2+1 ⊥ · · · ⊥ Kt part if k ≥ k2 + 1 and nk−1 + a < i ≤ nk + a
we have Si = vk if i ≡ nk−1 + a+ 1 (mod 2) and Si = 2rk − vk if i ≡ nk−1 + a (mod 2).
(Note that these relations hold also when rk2+1 = r, i.e. when the Jordan splitting of N
is K1 ⊥ · · · ⊥ Kk2 ⊥ (J ⊥ Kk2+1) ⊥ Kk2+2 ⊥ · · · ⊥ Kt.)
Suppose that vk = u for some k ≤ k2. Since vk = min{uk, u} we have u ≤ uk.
Then for any k ≤ l ≤ k2 we have u ≤ uk ≤ ul so vl = min{ul, u} = u. Also v =
min{uk2 + 2(r − rk2), uk2+1, u} and u ≤ uk ≤ uk2 ≤ uk2 + 2(r − rk2) and u ≤ uk ≤ uk2+1
so v = u.
Similarly for the lattice M but with Si, k2, vk, r, v replaced by Ri, k1, v
′
k, r
′ and v′.
We start now our proof. We will show that in fact Ri ≤ Si or Ri +Ri+1 = Si−1 + Si
for all i. By 5.2 we may restrict ourselves to the case i ≤ nk2 + 1.
Suppose first that i ≤ nk1 . Then nk−1 < i ≤ nk for some k ≤ k1. We have
vk = min{uk, u} ≥ min{uk, u′} = v′k with equality unless u′ < u and u′ < uk. If vk > v′k
then v′k = u
′ < uk. This implies that v
′
l = u
′ for any k ≤ l ≤ k1 and v′ = u′. (See 5.4.)
Suppose that Si < Ri. If i ≡ nk−1 + 1 (mod 2) then Si = vk ≥ v′k = Ri. So we
may assume i ≡ nk−1 (mod 2). This implies that nk−1 + 2 ≤ i ≤ nk so Si−1 + Si = 2rk.
If i < nk then Ri + Ri+1 = 2rk = Si−1 + Si so we are done. So we can assume that
i = nk. We have 2rk − vk = Si < Ri = 2rk − v′k so v′k < vk. But this implies that
v′l = u
′ for any k ≤ l ≤ k1 and v′ = u′. If k < k1 then Ri+1 = v′k1+1 while if k = k1 then
Ri+1 = v
′. In both cases Ri+1 = u
′. Together with Ri = 2rk − v′k = 2rk − u′, this implies
Ri +Ri+1 = 2rk = Si−1 + Si. So we proved (i) for i ≤ nk1 .
If k1 = k2 then we proved (i) for i ≤ nk1 = nk2 so we are left to prove it for
i = nk1 + 1 = nk2 + 1. But at this index we have Ri = r
′ < r = Si if a = 1 and
Ri = v
′ = min{uk2 + 2(r′ − rk2), uk2+1, u′} ≤ min{uk2 + 2(r − rk2), uk2+1, u} = v = Si if
a = 2 so we are done.
Suppose now that k1 6= k2 so we have a = 1, k2 = k1 + 1 and rk1+1 = r′ + 1 = r − 1.
Also u = r and u′ = r′ = r− 2. We have to prove (i) for nk1 + 1 ≤ i ≤ nk2 + 1. We have
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vk1+1 = vk2 = min{uk2, u} = min{uk1+1, r} and v′k1+1 = min{uk1+1, u′ + 2(rk1+1 − r′)} =
min{uk1+1, r}. (We have u′ + 2(rk1+1 − r) = r − 2 + 2(r′ + 1 − r′) = r.) Thus v′k1+1 =
vk1+1 = r − 1 if uk1+1 = rk1+1 = r − 1 and v′k1+1 = vk1+1 = r if uk1+1 > rk1+1 = r − 1.
Suppose that v′k1+1 = vk1+1 = r − 1 = rk1+1. Then the pr−1 = prk1+1 modular
component of bothM and N is proper. Thus Ri = rk1+1 = r−1 for nk1+2 = nk1+a+1 <
i ≤ nk1+1 + a = nk2 + 1 and Si = rk1+1 = r − 1 for nk1 + 1 = nk2−1 + 1 ≤ i ≤ nk2 .
Also Snk2+1 = v = r and Rnk1+1 = v
′ = r′ = r − 2. In conclusions the sequences
Rnk1+1, . . . , Rnk2+1 and Snk1+1, . . . , Snk2+1 are r−2, r−1, . . . , r−1 and r−1, . . . , r−1, r,
respectively. Therefore Ri ≤ Si for nk1 + 1 ≤ i ≤ nk2 + 1 and we are done.
Suppose now that v′k1+1 = vk1+1 = r > r − 1 = rk1+1. The sequence Rnk1+2 =
Rnk1+a+1, . . . , Rnk1+1+a = Rnk2+1 is made of copies the pair v
′
k1+1
, 2rk1+1 − v′k1+1, i.e.
r, r − 2. Similarly the sequence Snk1+1, . . . , Snk1+1 = Snk2 is made of copies of the pair
vk1+1, 2rk1+1 − vk1+1, i.e. r, r − 2. Also Rnk1+1 = v′ = r′ = r − 2 and Snk2+1 = v = r.
In conclusion the sequences Rnk1+1, . . . , Rnk2+1 and Snk1+1, . . . , Snk2+1 are r − 2, r, r −
2, . . . , r, r − 2 resp. r, r − 2, r, . . . , r − 2, r. If nk1 + 1 < i < nk2 + 1 then Ri + Ri+1 =
2r − 2 = Si−1 + Si, while if i ∈ {nk1 + 1, nk2 + 1} then Ri = r − 2 < r = Si so we are
done. 
5.2 Consequences of 2.1(i)
Since property (i) is true when [M : N ] = p and it is transitive it is true for M,N
arbitrary with m = n. As seen from the Lemma 2.20 it is also true when n < m.
Before proving 2.1(ii) we give some consequences of 2.1(i). These will shorten the
proof of 2.1(ii) and will be useful in the future sections. First we prove some properties
of (B,≤).
Lemma 5.5 Let x, y ∈ B with x = (x1, . . . , xm) and y = (y1, . . . , yn) s.t. x ≤ y. We
have:
(i) x1 + · · ·+ xi ≤ y1 + · · ·+ yi for any 1 ≤ i ≤ n
If m = n then:
(ii) xi + · · ·+ xn ≤ yi + · · ·+ yn for any 1 ≤ i ≤ n.
(iii) If x1 + · · ·+ xn = y1 + · · ·+ yn then x = y.
(iv) If x1 + · · ·+ xn + k = y1 + · · ·+ yn for some k ≥ 0 then for any 1 ≤ i ≤ j ≤ n
we have xi + · · ·+ xj + k ≥ yi+ · · ·+ yj with equality iff x1+ · · ·+ xi−1 = y1+ · · ·+ yi−1
and xj+1 + · · ·+ xn = yj+1 + · · ·+ yn.
Proof.(i) If i is even we add the inequalities x1+x2 ≤ y1+y2, x3+x4 ≤ y3+y4, . . . , xi−1+
xi ≤ yi−1 + yi. If i is odd we add x1 ≤ y1, x2 + x3 ≤ y2 + y3, . . . , xi−1 + xi ≤ yi−1 + yi.
(ii) follows from (i) by duality. We have x♯ = (−xn, . . . ,−x1), y♯ = (−yn, . . . ,−y1)
and y♯ ≤ x♯. By (i) we get −yn−· · ·−yi ≤ −xn−· · ·−xi so xi+ · · ·+xn ≤ yi+ · · ·+yn.
(iii) For any 1 ≤ j ≤ n we use (i) and (ii) and get x1 + · · ·+ xj ≤ y1 + · · ·+ yj and
xj+1 + · · · + xn ≤ yj+1 + · · · + yn. Since x1 + · · · + xn = y1 + · · · + yn we must have
equalities. In particular, x1 + · · ·+ xj = y1 + · · ·+ yj for all j. This implies xi = yi for
all i so x = y.
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(iv) follows from x1 + · · ·+ xi−1 ≤ y1 + · · ·+ yi−1, xj+1 + · · ·+ xn ≤ yj+1 + · · ·+ yn
and (x1 + · · ·+ xi−1) + (xi + · · ·+ xj + k) + (xj+1 + · · ·+ xn) = (y1 + · · ·+ yi−1) + (yi +
· · ·+ yj) + (yj+1 + · · ·+ yn). 
Lemma 5.6 Let x, y ∈ B with x = (x1, . . . , xm) and y = (y1, . . . , yn) s.t. x ≤ y and
x 6= y. We have:
(i) If x1+ · · ·+xa = y1+ · · ·+ya for some 1 ≤ a ≤ n then xi+xi+1 = yi+yi+1 for any
1 ≤ i < a with i ≡ a+ 1 (mod 2), and xi = min{yi, xa+1} for any 1 ≤ i ≤ min{a+ 1, n}
with i ≡ a + 1 (mod 2). Moreover if there is 1 ≤ c ≤ a s.t. xc 6= yc and c is minimal
with this property then c ≡ a+ 1 (mod 2), xc < yc and xc = xc+2 = . . . = xa+1.
(ii) If m = n and xb + · · ·+ xn = yb + · · ·+ yn for some 1 ≤ b ≤ n then xi−1 + xi =
yi−1 + yi for any b < i ≤ n with i ≡ b − 1 (mod 2) and yi = max{xi, yb−1} for any
b−1 ≤ i ≤ n with i ≡ b−1 (mod 2). Moreover if there is b ≤ d ≤ n s.t. xd 6= yd and d is
maximal with this property then d ≡ b− 1 (mod 2), xd < yd and yd = yd−2 = . . . = yb−1.
Proof.(i) If 1 ≤ i < a, i ≡ a + 1 (mod 2), then x1 + · · · + xi−1 ≤ y1 + · · · + yi−1,
xi + xi+1 ≤ yi + yi+1, xi+2 + xi+3 ≤ yi+2 + yi+3,. . . , xa−1 + xa ≤ ya−1 + ya. By adding
we get x1 + · · ·+ xa ≤ y1 + · · ·+ ya. But x1 + · · ·+ xa = y1 + · · ·+ ya so we must have
equalities. In particular, xi + xi+1 = yi + yi+1.
Since x ≤ y we have m ≥ n ≥ a. If m = n = a then x1 + · · ·+ xn = y1 + · · ·+ yn so
x = y by Lemma 5.5(iii). Hence m > a. We note that if n ≥ a+1 then x1+ · · ·+xa+1 ≤
y1+ · · ·+ya+1 by Lemma 5.5(i), which, together with x1+ · · ·+xa = y1+ · · ·+ya, implies
xa+1 ≤ ya+1. Thus xi = min{yi, xa+1} holds at i = a + 1.
If xj = yj for all 1 ≤ j ≤ a then for any 1 ≤ i < a with i ≡ a + 1 (mod 2) we have
xi + xi+1 = yi + yi+1 and min{yi, xa+1} = min{xi, xa+1} = xi so we are done. Otherwise
let 1 ≤ c ≤ a be minimal s.t. xc 6= yc.
By Lemma 5.5(i) x1 + · · · + xc ≤ y1 + · · · + yc and by the minimality of c we have
xi = yi for 1 ≤ i ≤ c − 1 so xc ≤ yc. But xc 6= yc so xc < yc. Suppose now that
c ≡ a (mod 2). Then x1+ · · ·+xc−1 = y1+ · · ·+ yc−1, xc < yc, xc+1+xc+2 ≤ yc+1+ yc+2,
xc+3 + xc+4 ≤ yc+3 + yc+4, . . . , xa−1 + xa ≤ ya−1 + ya. By adding we get x1 + · · ·+ xa <
y1 + · · ·+ ya. Contradiction. So c ≡ a+ 1 (mod 2).
We prove now by induction that for any c ≤ i ≤ a + 1 with i ≡ a + 1 (mod 2)
we have xi = xc. At i = c this statement is trivial. Suppose now that i > c. By the
induction hypothesis we have xi−2 = xc. Since i− 2 ≡ a + 1 ≡ c (mod 2) and i− 2 ≥ c
we have xi−2 = xc < yc ≤ yi−2. As proved above we have xi−2 + xi−1 = yi−2 + yi−1 and
so xi−1 > yi−1. This implies xi−1 + xi ≤ yi−2 + yi−1 = xi−2 + xi−1 i.e. xi ≤ xi−2 which
implies xi = xi−2 = xc.
We prove now that xi = min{yi, xa+1} for any 1 ≤ i < a with i ≡ a + 1 (mod 2). If
i < c then xi = yi and, since i < a+ 1 and i ≡ a+ 1 (mod 2), we have xi ≤ xa+1. Thus
xi = min{xi, xa+1} = min{yi, xa+1}. If i ≥ c then xi = xa+1 and also xi = xc < yc ≤ yi
(i ≡ a+ 1 ≡ c (mod 2) and c ≤ i). Hence xi = xa+1 = min{yi, xa+1}.
(ii) follows from (i) by duality. If y♯ = (y♯1, . . . , y
♯
n) and x
♯ = (x♯1, . . . , x
♯
n) then
y♯i = −yn−i+1, x♯i = −xn−i+1 and y♯ ≤ x♯. It is easy to see that (ii) is equivalent to (i)
with x, y, a, c replaced by y♯, x♯, n− b+ 1, n− d+ 1. 
40
Lemma 5.7 Suppose N is given and let k ≥ 0 be maximal with the property that S1 =
S3 = . . . = S2k+1. Let y ∈ N be a norm generator and let pry⊥N ∼=≺ a2, . . . , an ≻
relative to a good BONG x2, . . . , xn. If Ri = ord ai then:
(i) Ri = Si for any i > 2k + 1
(ii) If 1 < i < 2k + 1 is even then Ri + Ri+1 = Si + Si+1 = Si + S1, Ri ≥ Si and if
Ri = Si then Rj = Sj for j ≥ i.
Proof.We have ordQ(y) = ordQ(y1) = S1. Let s ≫ 0 s.t. S1 − 2s ≤ R3 and let
M = p−sy + N . Let x1 = pi
−sy and let a1 = ordQ(x1). We have ord a1 = R1, where
R1 = S1− 2s. We claim that M ∼=≺ a1, . . . , an ≻ relative to the good BONG x1, . . . , xn.
Since M ⊆ p−sN we have nM ⊆ np−sN = np−sN = pS1−2s = Q(x1)O. Hence x1 ∈ M
is a norm generator. We have prx⊥
1
M = pry⊥(p
−sy + N) = pry⊥N =≺ x2, . . . , xn ≻ so
M =≺ x1, . . . , xn ≻. The BONG x2, . . . , xn is good and R1 = S1−2s ≤ R3 so the BONG
x1, . . . , xn is also good. We have N ⊆ M so they satisfy 2.1(i). Hence R(M) ≤ R(N).
Now y ∈ N is a norm generator so it is primitive and M = p−sy +N , which implies
[M : N ] = ps. Hence S1 + S2 + · · ·+ Sn = ord detN = 2s+ ord detM = 2s+R1 +R2 +
· · ·+Rn = S1+R2+ · · ·+Rn so S2+ · · ·+ Sn = R2+ · · ·+Rn. Therefore we can apply
Lemma 5.6(ii) with x = R(M), y = R(N) and b = 2. If 1 < i < 2k + 1 is even then
2 = b < i+ 1 ≤ 2k + 1 ≤ n and i+ 1 ≡ 1 = b− 1 (mod 2) so Ri +Ri+1 = Si + Si+1 and
Si+1 = max{Ri+1, S1} ≥ Ri+1 so Si ≤ Ri. We still need to prove that if Ri = Si then
Rj = Sj for j ≥ i, i.e. the last part of (ii), and Rj = Sj for j > 2k + 1, i.e. (i).
If Rj = Sj for all j ≥ 2 then both statements are trivial. Otherwise let 2 ≤ d ≤ n
be maximal s.t. Rd 6= Sd. By Lemma 5.6(ii) we have d ≡ b − 1 = 1 (mod 2), Rd < Sd
and Sd = Sd−2 = . . . = Sb−1. If we write d = 2l + 1 this means S1 = S3 = . . . = S2l+1.
By the maximality of k we get l ≤ k. If j > 2k + 1 then j > 2l + 1 = d so Rj = Sj .
For the other statement suppose that Ri = Si. Assume first that i < 2l + 1. Then
i+ 1 ≤ 2l + 1 = d so Ri+1 ≤ Rd < Sd = S1 = Si+1 (i+ 1 and d are odd and ≤ 2k + 1).
Since also Ri + Ri+1 = Si + Si+1 we get Ri > Si. Contradiction. Since i is even we get
i > 2l + 1 so for any j ≥ i we have j > 2l + 1 = d so Rj = Sj . 
Corollary 5.8 Suppose that N ∼=≺ b, a2 . . . , an ≻ relative to a (possibly bad) BONG
y, x2, . . . , xn s.t. the BONG x2, . . . , xn is good and Ri = ord ai. Let l ≥ 1 be maximal
with the property that R2l+1 < S1. (If R3 ≥ S1 or n = 2 we just take l = 0.) Then Si’s
are given in terms of S1 and R2, . . . , Rn by Si = Ri for i > 2l+1, S1 = S3 = . . . = S2l+1
and Si = Ri +Ri+1 − S1 for 1 < i < 2l + 1 even.
Proof.y ∈ N is a norm generator and pry⊥N =≺ x2, . . . , xn ≻ so we are in the situation
of Lemma 5.7. Let k ≥ 0 be maximal s.t. S1 = S3 = . . . = S2k+1. If j > k then
S1 < S2j+1 = R2j+1 by Lemma 5.7(i) so we must have l ≤ k. In particular, S1 =
S3 = . . . = S2l+1 and by Lemma 5.7(ii) for any 1 < i < 2l + 1 ≤ 2k + 1 even we have
Ri +Ri+1 = Si + S1 so Si = Ri +Ri+1 − S1.
So we are left to show that Si = Ri for i > 2l + 1. If l = k this follows directly
from Lemma 5.7(i). If l < k then R2l+2 ≥ S2l+2 and R2l+2 + R2l+3 = S2l+2 + S1, by
Lemma 5.7(ii), and R2l+3 ≥ S1, by the maximality of l. It follows that R2l+3 = S1 and
R2l+2 = S2l+2. By Lemma 5.7(ii) this implies Ri = Si for i ≥ 2l + 2, as claimed. 
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Corollary 5.9 (i) If y ∈ N is norm generator then npry⊥N ⊆ pS2 with equality iff y is
a first element in a good BONG of N .
(ii) If S1 < S3 or S2 − S1 = 2e or n ≤ 2 then any norm generator of N is a first
element in a good BONG.
Proof.: (i) We use the notations from Lemma 5.7. By Lemma 5.7(ii) we have ord npry⊥N =
R2 ≥ S2 so npry⊥N ⊆ pS2. (If k = 0 then R2 = S2 by Lemma 5.7(i).) If R2 = S2 then
Ri = Si for any i ≥ 2. Hence N ∼=≺ Q(y), a2, . . . , an ≻ relative to the good BONG
y, x2, . . . , xn. (The orders of Q(y), a2, . . . , an are S1, . . . , Sn.) Conversely, if y is a first
element in a good BONG y′1 = y, y
′
2, . . . , y
′
n of N then ordQ(y
′
i) = Si by [B3, Lemma
4.7]. Hence ord npry⊥N = ord n ≺ y′2, . . . , y′n ≻= S2.
(ii) If S1 < S3 then k = 0. Since 2 > 2k+ 1 we have R2 = S2 by Lemma 5.7(i) so we
can apply (i). If S1 = S3 and S2−S1 = 2e then S3−S2 = S1−S2 = −2e. Suppose that y
is not a first element in a good BONG ofM so R2 > S2 by (i). By Lemma 5.7(ii) we also
have R2 +R3 = S2 + S3 so R3 −R2 = R2+R3 − 2R2 < S2+ S3 − 2S2 = S3− S2 = −2e.
But this is impossible. If n ≤ 2 then all BONGs are good so our statement follows. 
Corollary 5.10 Let N ⊆ M be lattices withM ∼=≺ a1, . . . , am ≻ and N ∼=≺ b1, . . . , bn ≻
relative to the good BONGs x1, . . . , xm and y1, . . . , yn with ord ai = Ri, ord bi = Si.
Suppose that R1 = S1,. . . ,Ri = Si and one of the following happens: i ≥ m− 1, Ri+1 =
Si+1, Ri < Ri+2, Ri+1 − Ri = 2e. Then there is a good BONG of M that begins with
y1, . . . , yi.
Proof.If i = m then n = m and ord volM = R1 + · · ·+Rm = S1 + · · ·+ Sm = ord volN
so M = N and y1, . . . , ym is a good BONG of M . For the other cases we use induction
on i.
If i = 1 the condition R1 = S1 implies that y1 is a norm generator for M . If R1 < R3
or R2 − R1 = 2e or m ≤ 2 (i.e. 1 ≥ m − 1) then y1 is a first element in a BONG of M
by Corollary 5.9(ii). If if R2 = S2 then npry⊥
1
M ⊇ npry⊥
1
N = pS2 = pR2 . By Corollary
5.9(i) we have npry⊥
1
M = pR2 and y1 is a first element in a BONG of M .
For i > 1 we use the induction step. Since R1 = S1 and R2 = S2 we have that y1
is a first element in a good BONG of M by the case i = 1 proved above. Thus M ∼=≺
b1, a
′
2, . . . , a
′
m ≻ relative to another good BONG y1, x′2, . . . , x′m. We have ord a′i = Ri.
If M∗ = pry⊥
1
M and N∗ = pry⊥
1
N then N∗ ⊆ M∗. Since R(M∗) = (R2, . . . , Rm) and
R(N∗) = (S2, . . . , Sn) the latticesM∗, N∗ satisfy the hypothesis of our corollary at index
i−1. By the induction hypothesis the good BONG x′2, . . . , x′m ofM∗ = pry⊥1 M can be re-
placed by another good BONG y2, . . . , yi, x
′′
i+1, . . . , x
′′
m. Therefore y1, . . . , yi, x
′′
i+1, . . . , x
′′
m
is a good BONG for M . 
5.3 Proof of 2.1(ii).
By 5.2 we can restrict to the case when i ≤ nk2 + a− 1.
42
5.11 If a = 2 we make a further reduction by using duality. In this case k1 = k2,
Rnk1+1 = v
′ and Snk1+1 = v so Rnk1+1 ≤ Snk1+1 ≤ Rnk1+1 + 2. We claim that the
statement 2.1(ii) in the case i = nk1 + 1 and Si = Ri + 2 is equivalent to statement
2.1(ii) for N ♯,M ♯ in the case i = nk1 + 1 and Si = Ri. Indeed, the case i = nk1 + 1
and Si = Ri for N
♯,M ♯ means statement 2.1(ii) at i = n − nk1 − a + 1 = n − nk1 − 1
when S♯n−nk1−1
= R♯n−nk1−1
. (nk1 = nk2 corresponding to N
♯,M ♯ is n − nk1 − a. See
5.2.) But 2.1(ii) for N ♯,M ♯ at i = n − nk1 − 1 is equivalent to 2.1(ii) for M,N at
i = nk1 + 1. Also S
♯
n−nk1−1
= −Rnk1+2 and R
♯
n−nk1−1
= −Snk1+2 so S
♯
n−nk1−1
= R♯n−nk1−1
means Snk1+2 = Rnk1+2. But Snk1+1 + Snk1+2 = 2r = 2r
′ + 2 = Rnk1+1 + Rnk1+2 + 2 so
Snk1+2 = Rnk1+2 is equivalent to Snk1+1 = Rnk1+1 + 2, as claimed.
As a consequence, when we prove (ii) at i = nk1 + 1 when a = 2 we can ignore the
case Si = Ri + 2 and consider only the cases Si = Ri and Si = Ri + 1.
5.12 Let ak be norm generators for L
sLk . If a = 1 let J ∼= 〈a〉 and J ′ ∼= 〈a′〉. We can
take a = pi2a′ since J = pJ . If a = 2 then let J ∼=≺ a, a ≻ and J ∼=≺ a′, a′ ≻. If u = u′
then nJ = nJ ′ so any norm generator of J is also a norm generator of J ′. So in this case
we can take a′ = a. Also det J = pi2 det J so we may assume a = pi2a′. If u = u′+ 2 then
ord npJ ′ = u′ + 2 = u = ord nJ and pJ ′ ⊆ J so a norm generator for pJ ′ is also a norm
generator for J . Since pJ ′ ∼=≺ pi2a′, pi2a′ ≻ we can take a = pi2a′. Since det J = pi2 det J ′
we can take a = a′.
We denote by bk, b
′
k, b and b
′ some norm generators for Np
rk , Mp
rk , Np
r
and Mp
r
′
respectively.
If k ≤ k2 then Nprk = Kprk ⊥ J and ak and a are norm generators for Kprk and J
with orders uk and u we can take bk = ak, if vk = uk, or bk = a, if vk = u.
If k > k2 then N
prk = Kp
r
k ⊥ prk−rJ and ak and pi2(rk−r)a are norm generators for
Kp
rk and prk−rJ ak with orders uk and u+ 2(rk − r) we can take bk = ak, if vk = uk, or
bk = pi
2(rk−r)a, if vk = u+ 2(rk − r).
Now pr−rk2Kp
r
k2 , Kp
r
k2+1 and J are sublattices of Np
r
with norms of orders and
v = min{uk2 + 2(r − rk2), uk2+1, u}. Since pi2(r−rk2)ak2, ak2+1 and a are norm generators
for the three lattices we can take b = pi2(r−rk2 )ak2 , if v = uk2 + 2(r− rk2), or b = ak2+1, if
v = uk2+1 or b = a, if or v = u.
Similarly for the lattice M with k2, u, v, vk, a, b, bk replaced by k1, u
′, v′, v′k, a
′, b′, b′k.
Lemma 5.13 Suppose that i ≤ nk1 + a− 1 and, if i = nk1 + 1, then Ri = Si. Then:
(i) If Si 6= Ri + 1 then the approximations Xi, Yi can be chosen equal.
(ii) If Si = Ri + 1 then a1,ib1,i has an odd order.
Proof.(i) Suppose first that i ≤ nk1 . Then nk−1+1 ≤ i ≤ nk for some 1 ≤ k ≤ k1. We use
Lemma 3.2. If i ≡ nk−1 (mod 2) then we can chooseXi = Yi = (−1)(i−nk−1)/2 detFK(k−1).
Suppose now that i ≡ nk−1+1 (mod 2) so Xi = b′k detFK(k−1) and Yi = bk detFK(k−1).
We have Ri = v
′
k and Si = vk. Si 6= Ri + 1 implies vk 6= v′k +1 so vk = v′k or vk = v′k +2.
(We have vk = min{uk, u}, v′k = min{uk, u′} and 0 ≤ u− u′ ≤ 2.) If vk = v′k then either
vk = v
′
k = uk or vk = v
′
k = u = u
′. In the first case we take b′k = bk = ak while in the
second we take b′k = a
′ = a = bk. Since b
′
k = bk we have Xi = Yi. If vk = v
′
k + 2 then
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v′k = u
′ and u = u′ + 2 = vk. Thus we can take b
′
k = a
′ and bk = a = pi
2
a
′. It follows
that b′k = bk in F˙ /F˙
2 so Xi = Yi.
If i > nk1 then a = 2 and i = nk1 + 1 so, by hypothesis, Ri = Si. Also k1 = k2.
By Lemma 3.2, in both cases when the pr-modular component of N is J or J ⊥ Kk1+1,
we can take Yi = b detFK(k1). By Corollary 3.3, in both cases when the p
r′-modular
component of M is J ′ or Kk1 ⊥ J ′ we can take Xi = b′ detF (K(k1) ⊥ J ′) for any norm
generator of Mp
r
′
, b′. (We have dim(K(k1) ⊥ J ′) = nk1 + 2.) Now Mpr
′
= Kp
r
′ ⊥ J ′ ⊃
Kp
r ⊥ J = Npr and, since v = Si = Ri = v′, we have nMpr
′
= nNp
r
. Therefore b, the
norm generator of Np
r
, is also a norm generator of Mp
r
′
, and so is −b. Therefore we can
take b′ = −b so Xi = −b detF (K(k1) ⊥ J ′) = −Yi detFJ ′. In order to prove that Yi also
is an approximation for a1,i we need to prove that d(− detFJ ′) = d(XiYi) ≥ αi. Since
J ′ ⊆ Mpr′ we have wJ ′ ⊆ wMpr′ . By [B3, Lemma 2.16(i)] we have ordwJ ′ = (R1 +
α1)(J
′) ≤ (R1+R2−R1+d(−a1,2))(J ′) = R2(J ′)+d(− detFJ ′) = 2r′−u′+d(− detFJ ′)
and ordwMp
r
′
= Ri + αi = v
′ + αi. Hence 2r
′ − u′ + d(− detFJ ′) ≥ v′ + αi. Since
v′ ≥ r′ ≥ 2r′ − u′ we get d(− detFJ ′) = d(XiYi) ≥ αi, as claimed.
(ii) Now for k ≤ k1 the sequence Rnk−1+1, . . . , Rnk is v′k, 2rk − v′k, . . . , v′k, 2rk − v′k if
v′k > rk and it is rk, rk, . . . , rk if v
′
k = rk. In both cases
∑nk
j=nk−1+1
Rj = (nk − nk−1)rk
and for nk−1 ≤ i ≤ nk with k ≤ k1 s.t. i ≡ nk−1 (mod 2) or i ≡ nk (mod 2) we
have
∑i
j=nk−1+1
Rj = (i − nk−1)rk. Similarly for N so for any nk−1 ≤ i ≤ nk with
i ≡ nk−1 (mod 2) we have R1+ · · ·+Ri = S1+ · · ·+Si =
∑k−1
l=1 (nl−nl−1)rl+(i−nk−1)rk.
Now if i ≤ nk1 + a − 1 and Si = Ri + 1 then either a = 2 and i = nk1 + 1 or
nk−1 < i ≤ nk for some k ≤ k1 and i ≡ nk−1 + 1 (mod 2). (If i ≡ nk−1 (mod 2) then
Ri = 2rk−v′k ≥ 2rk−vk = Si.) In both cases we have R1+· · ·+Ri−1 = S1+· · ·+Si−1 (see
above). Together with Si = Ri+1, this implies ord b1,i = S1+· · ·+Si = R1+· · ·+Ri+1 =
ord a1,i + 1. Thus ord a1,ib1,i is odd. 
Lemma 5.14 Let L = L1 ⊥ · · · ⊥ Lt be a Jordan splitting. If i = nk for some 1 ≤ k ≤
t− 1 then αi = min{−2rk + ord
∑
d(αβ), (uk + uk+1)/2− rk + e} where α runs over gk
and β over gk+1. Also (uk + uk+1)/2− rk + e = (Ri+1 − Ri)/2 + e.
(Here we use the notations from [B3, §2].)
Proof.We have Ri+1 = uk+1 and Ri = 2rk − uk by [B3, Lemma 2.13(i) and (ii)]. Hence
(Ri+1 −Ri)/2 + e = (uk + uk+1)/2− rk + e. Also Ri+1 −Ri is odd iff uk + uk+1 is odd.
If Ri+1−Ri is odd then uk+uk+1 is odd so
∑
d(αβ) = akak+1O = puk+uk+1. Therefore
min{−2rk+ord
∑
d(αβ), (uk+uk+1)/2−rk+e} = min{uk+uk+1−2rk, (uk+uk+1)/2−
rk + e} = min{Ri+1 − Ri, (Ri+1 − Ri)/2 + e}, which is equal to αi by [B3, Corollary
2.9(ii)].
If Ri+1 − Ri is even, so uk + uk+1 is even, then αi = ord fk, by [B3, Lemma 2.16(ii)]
and s2kfk =
∑
d(αβ) + 2p(uk+uk+1)/2+rk . Thus 2rk + ord fk = min{ord
∑
d(αβ), (uk +
uk+1)/2+ rk+ e}. So αi = ord fk = min{−2rk+ord
∑
d(αβ), (uk+uk+1)/2− rk+ e}. 
Lemma 5.15 Let L be a binary pr-modular lattice of norm pu. Then there is y ∈ L with
ordQ(z) = u+ 1 iff either L ∼= pirA(0, 0) or u < r + e and d(− detFL) = 2u− 2r + 1.
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Proof.Our statement is invariant to scaling so we may assume that L is unimodular, i.e.
r = 0.
Suppose first that r = e so L ∼= A(0, 0) or A(2, 2ρ) relative to sopme basis x, y. In
the first case we may take z = x+ piy so ordQ(z) = ord 2pi = e + 1. In the second case
FL ∼= [2,−2∆] so Q(FL) \ {0} = 2O×F˙ 2. In particular, FL doesn’t represent elemnts
of F of order e+ 1.
Suppose now that u < e. If − detL = 1+ α with d(1 + α) = αO and ordα = d then
d(− detFL) = d. We write as in [OM, 93:17] ∼= A(a,−αa−1), relative to some basis x, y,
where ord a = u. We have d − u = ordα−1a ≥ ord nL = u so d ≥ 2u. But d cannot be
odd and < 2e so d ≥ 2u+ 1. If d = 2u+ 1 then we take z = y and we have ordQ(z) =
ordα−1a = d − u = u + 1. Conversely, assume that d > 2u + 1 and there is z ∈ J with
ordQ(z) = u + 1. If z = sx + ty with s, t ∈ O then ord(s2a + 2st − t2αa−1) = u + 1.
But ord t2αa−1 ≥ d − u > u+ 1 and ord 2st ≥ e ≥ u+ 1 so ord(s2u+ 2st) = u + 1 and
ord s2α ≥ u + 1 so ord s > 0. Thus ord s2α ≥ u + 2 and ord 2st ≥ e + 1 ≥ u + 2 so
ord(s2 + 2st) ≥ u+ 2. Contradiction. 
5.16 Note that if s ≤ r′ then also s < r and so Mps = Kps ⊥ J ′ ⊃ Kps ⊥ J = Nps .
Lemma 5.17 Let i ≤ nk1 + a− 1 s.t. Ri = Si. We have:
(i) αi ≤ βi.
(ii) Rj = Sj for all j ≤ i.
Proof.(i) If nk−1 < i < nk for some k ≤ k1 then Ri + αi = ordwMprk and Si + βi =
ordwNp
rk ([B3, Lemma 2.16(i)]). SinceMp
rk ⊃ Nprk we have Ri+αi ≤ Si+βi = Ri+βi
so αi ≤ βi.
If i = nk with k ≤ k1 then by Lemma 5.14 we have βi = min{−2rk+ord
∑
1 d(αβ), (Si+1−
Si)/2+e}, where α, β in
∑
1 run over gN
prk and gNp
s
, respectively, where s = min{rk+1, r}.
(We have s = r when k = k1 = k2. In this case, in the Jordan decomposition for N , the
scale following prk is pr, not prk+1.) Similarly αi = min{−2rk + ord
∑
2 d(αβ), (Ri+1 −
Ri)/2 + e}, where α, β in
∑
2 run over gM
prk and gMp
s
′
, respectively, where s′ =
min{rk+1, r′}. By 5.16 Mprk ⊃ Nprk and, since s′ ≤ s, Mps
′ ⊃ Nps′ ⊇ Nps . So∑
1 d(αβ) ⊆
∑
2 d(αβ), which implies −2rk+ord
∑
1 d(αβ) ≥ −2rk+ord
∑
1 d(αβ). Also
since Si = Ri and Si+ Si+1 ≥ Ri+Ri+1) we have (Ri+1−Ri)/2+ e ≤ (Si+1−Si)/2+ e.
It follows that αi ≤ βi.
We have an exception when k = k1 and r = rk1 . In this case Kk ⊥ J ′ is the prk = pr′
modular Jordan component of M . Hence Ri+αi = ordwM
prk ≤ ordwNprk ≤ Si+ βi =
Ri + βi so αi ≤ βi. (If dimKk > 1 then nk−1 < i− 1 < nk so ordwNprk = Si−1 + βi−1 ≤
Si + βi. If Kk is unary then ord b
−1
k wN
prk = min{βi−1, βi, e} by [B3, Corollary 2.17(ii)]
so ordwNp
rk ≤ ord bk + βi = rk + βi = Si + βi.)
Finally, if a = 2 and i = nk1 + 1 then M
pr
′ ⊃ Npr′ ⊇ Npr so Ri + αi = ordwMpr
′ ≤
ordwNp
r
= Si + βi = Ri + βi so αi ≤ βi.
(ii) We have nk−1 < i ≤ nk for some k ≤ k1 or a = 2 and i = nk1 + 1. Let j < i.
We have nk′−1 < i ≤ nk′ for some k′ ≤ k, resp. k′ ≤ k1 (when i = nk1 + 1). Suppose
first that nk−1 < i ≤ nk for some k ≤ k1. If i ≡ nk−1 + 1 (mod 2) then Ri = v′k and
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Si = vk while if i ≡ nk−1 (mod 2) then Ri = 2rk − v′k and Si = 2rk − vk. In both cases
Ri = Si implies v
′
k = vk. Now vk = min{uk, u} and vk′ = min{uk′, u}. Since uk′ ≤ uk we
have vk′ = min{uk′, vk}. Similarly v′k′ = min{uk′, v′k} and since v′k = vk we get v′k′ = vk′.
If i = nk1 + 1 then v
′ = Ri = Si = v. We have vk′ ≤ v ≤ u and vk′ = min{uk′, u} so
vk′ = min{uk′, v} and similarly v′k′ = min{uk′, v′}. But v′ = v so we get again v′k′ = vk′.
This implies Rj = Sj = vk′ or 2rk′ − vk′, depending on the parity of j. 
We start now our proof in the case i ≤ nk1 + a − 1. By the reduction from 5.11, if
a = 2 and i = nk1 +1 then we may assume that Si = Ri or Si = Ri+1. We have 2 cases:
1. Si 6= Ri + 1. By Lemma 5.13(i) we can assume that Xi = Yi so d(XiYi) = ∞.
Hence d[a1,ib1,i] = d[XiYi] = min{d(XiYi), αi, βi} = min{αi, βi}. So we have to prove
that min{αi, βi} ≥ Ai. We have several subcases:
a. Ri = Si. By Lemma 5.17(i) we have αi ≤ βi so we must prove that αi ≥ Ai.
By Lemma 5.17(ii) we have R1 = S1,. . . ,Ri = Si, which, by Corollary 5.10, implies
that we can change the good BONG of M s.t. aj = bj for 1 ≤ j ≤ i− 1.
If αi = (Ri+1−Ri)/2+e then αi = (Ri+1−Si)/2+e ≥ Ai. If αi = Ri+1−Ri+d(−ai,i+1)
then αi = Ri+1 − Si + d(−a1,i+1a1,i−1) = Ri+1 − Si + d(−a1,i+1b1,i−1) ≥ Ai. If αi =
Ri+1 − Rj + d(−aj,j+1) with j < i then αi = Ri+1 − Sj + d(−bj,j+1) = Ri+1 − Si + Si −
Sj + d(−bj,j+1) ≥ Ri+1 − Si + βi−1 ≥ Ai. Finally, if αi = Rj+1 − Ri + d(−aj,j+1) with
j > i then αi = Ri+1 − Si +Rj+1 −Ri+1 + d(−aj,j+1) ≥ Ri+1 − Si + αi+1 ≥ Ai so we are
done.
For the following cases, b. and c., we have both Si 6= Ri and Si 6= Ri + 1. This rules
out the case i = nk1 + 1. Hence nk−1 + 1 ≤ i ≤ nk for some 1 ≤ k ≤ k1.
b. Ri < Si. We cannot have i ≡ nk−1 (mod 2) since this would imply Ri = 2rk−v′k ≥
2rk−vk = Si. Thus i ≡ nk−1+1 (mod 2) and we have min{uk, u′} = v′k = Ri < Si = vk =
min{uk, u}. This implies rk ≤ v′k = u′ < uk so Kk is improper. Thus nk ≡ nk−1 (mod 2)
so i ≡ nk +1 (mod 2). In particular, i < nk. If i 6= nk − 1 then i+ 2 ≤ nk − 1 so Ri+2 =
v′k = Ri. If i = nk − 1 and k < k1 then Ri+2 = v′k+1 = min{uk+1, u′} = u′ = v′k = Ri.
(We have uk+1 ≥ uk > u′.) Finally, if i = nk−1 and k = k1 we have Ri+2 = v′ ≤ u′ = Ri
so Ri = Ri+2. So anyways we have Ri = Ri+2, which implies Ri + αi = Ri+1 + αi+1 by
[B3, Corollary 2.3(i)]. It follows that Ai ≤ Ri+1 − Si + αi+1 = Ri − Si + αi < αi. On
the other hand by 5.16 Mp
rk ⊃ Nprk so Si + βi = ordwNprk ≥ ordwMprk = Ri + αi. It
follows that βi ≥ Ri − Si + αi ≥ Ai and we are done.
c. Ri > Si. This implies Ri + Ri+1 ≤ Si−1 + Si and Ri+1 < Si−1. So Ri−1 < Si−1,
which, by the same reasoning from b., implies Ri−1 = Ri+1. (In the proof of b. Ri < Si
implies Ri = Ri+2.) We have Ai ≤ Ri+1 − Si + βi−1 < Si−1 − Si + βi−1 ≤ βi. We have to
prove that also αi ≥ Ai. Note that we cannot have i ≡ nk−1+1 (mod 2) since this would
imply Ri = v
′
k ≤ vk = Si. So i ≡ nk−1 (mod 2) and we have 2rk−v′k = Ri > Si = 2rk−vk
so v′k < vk. We have min{uk, u′} = v′k < vk = min{uk, u} and u − u′ ≤ 2 so v′k = vk − 1
or v′k = vk − 2.
If v′k = vk − 1 then Ri = 2rk − v′k = 2rk − vk + 1 = Si + 1 and Si−1 = vk = v′k + 1 =
Ri−1 + 1. By Lemma 5.13(ii) ord a1,i−1b1,i−1 is odd. Also ord ai,i+1 = Ri + Ri+1 =
Ri−1+Ri = 2rk is even so ord a1,i+1b1,i−1 is odd. Hence d[−a1,i+1b1,i−1] = 0, which implies
Ai ≤ Ri+1−Si+d(−a1,i+1b1,i−1) = Ri+1−Si = Ri+1−Ri+1. So it suffices to prove that
αi ≥ Ri+1−Ri+1. By [B3, Lemma 2.7(iii) and Corollary 2.8(i)] it is enough to prove that
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Ri+1−Ri is even and ≤ 2e. We have Ri+1−Ri = Ri−1−Ri = v′k−(2rk−v′k) = 2(v′k−rk)
so it is even. Also v′k − rk < vk − rk ≤ e so Ri+1 − Ri < 2e and we are done.
If v′k = vk − 2 then Ri = Si + 2. Since min{uk, u′} = v′k = vk − 2 = min{uk, u} − 2
and u′ ≥ u− 2 we have v′k = u′, vk = u and u′ = u− 2. By 5.4 we get v′ = u′ and v = u.
By 5.12 we can take bk = b = a and b
′
k = b
′ = a′. Also, since u′ = u− 2, we may assume
that a = pi2a′. Let x ∈ J ′ with Q(x) = a′. Now x is a norm generator for J ′ and nJ ′ ⊃ nJ
so x /∈ J . Since [J ′ : J ] = p we have J ′ = J +Ox which implies that Mprk = Nprk +Ox.
(We have Mp
rk = Kp
rk ⊥ J ′ and Nprk = Kprk ⊥ J .) Now a = pi2a′ is a norm generator
for Np
r
k while a′ is a norm generator for both Mp
r
k and Ox. By [B3, Lemma 2.11] we
have wMp
rk = wNp
rk + w(Ox) + a′−1d(a′a) + 2sMprk = wNprk + 2a′O + 0 + 2prk . But
2a′O ⊆ 2sJ ′ = 2pr′ ⊆ 2prk and 2prk = 2sNprk ⊆ wNprk so wMprk = wNprk . Hence
Si−1 + βi−1 = ordwN
prk = ordwMp
r
k = Ri−1 + αi−1. (Note that nk−1 + 1 ≤ i ≤ nk and
i ≡ nk−1 (mod 2) so nk−1 < i − 1 < nk and we can apply [B3, Lemma 2.16(i)].) Since
Si−1+Si ≥ Ri+Ri+1 we get Ai ≤ Ri+1−Si+βi−1 ≤ Si−1−Ri+βi−1 = Ri−1−Ri+αi−1 ≤ αi
and we are done.
2. Now we consider the case Si = Ri + 1. By Lemma 5.13(ii), ord a1,ib1,i is odd,
which implies d[a1,ib1,i] = 0. So we have to prove that 0 ≥ Ai. Since Ri < Si we have
either nk−1 < i ≤ nk for some k ≤ k1 and i ≡ nk−1+1 (mod 2) or a = 2 and i = nk1 +1.
(See case 1.b.) In the first case, by the same reasoning from case 1.b., we get Ri = Ri+2
and so Ri + αi = Ri+1 + αi+1 and Ai ≤ Ri+1 − Si + αi+1 = Ri − Si + αi = αi − 1. Note
that nMp
rk = pv
′
k = pRi and nNp
rk = pvk = pSi . Now gMp
rk ⊇ gNprk so gMprk contains
elements of order Si = Ri + 1. But nM
prk = pRi so wMp
r
k ⊇ pRi+1. It follows that
Ri + αi = ordwM
prk ≤ Ri + 1. (Same as in case 1.b., we have nk ≡ nk−1 (mod 2) so
i ≡ nk +1 (mod 2), which implies nk−1 < i < nk. This is why we can apply [B3, Lemma
2.16(i)].) Thus αi ≤ 1 and Ai ≤ αi − 1 ≤ 0.
If a = 2 and i = nk1 + 1 then Ri = v
′ = min{u′, uk1+1, 2(r′ − rk1) + uk1} and
Si = v = min{u, uk1+1, 2(r − rk1) + uk1}. We cannot have Ri = uk1+1 since this would
imply Ri ≥ Si. Also we cannot have Si = 2(r − rk1) + uk1 = 2(r′ − rk1) + uk1 + 2
since this would imply Si ≥ Ri + 2. Thus Ri = v′ = min{u′, 2(r′ − rk1) + uk1} and
Si = v = min{u, uk1+1}. We have 3 cases:
If Ri = v
′ = 2(r′ − rk1) + uk1 then u ≥ u′ ≥ 2(r′ − rk1) + uk1 ≥ uk1. Thus vk1 =
min{uk1, u} = uk1 so Si−1 = 2rk1 − uk1 ≡ 2(r′ − rk1) + uk1 = Ri = Si − 1 (mod 2). Since
Si − Si−1 is odd we have βi−1 ≤ Si − Si−1 so Ai ≤ Ri+1 − Si + βi−1 ≤ Ri+1 − Si−1. But
Ri+1 = 2r
′ − v′ = 2rk1 − uk1 = Si−1 so Ai ≤ 0.
If Si = v = uk1+1 then uk1+1 ≤ u ≤ u′ + 2 ≤ 2(rk1+1 − r′) + u′ so v′k1+1 =
min{uk1+1, 2(rk1+1 − r′) + u′} = uk1+1. Thus Ri+2 = v′k1+1 = uk1+1 = Si = Ri + 1 ≡
Ri+1 + 1 (mod 2). (We have Ri +Ri+1 = 2r
′ ≡ 0 (mod 2).) Since Ri+2−Ri+1 is odd we
have αi+1 ≤ Ri+2 − Ri+1 so Ai ≤ Ri+1 − Si + αi+1 ≤ Ri+2 − Si = 0.
If Ri = v
′ = u′ and Si = v = u then u = u
′ + 1 so Ri+1 − Si = 2r′ − u′ − u =
2r′−2u′−1. Now J ⊂ J ′ and nJ = pu = pu′+1 = pnJ ′ so J ′ represents elements of order
ord nJ ′ + 1. By Corollary 5.15 either J ′ is hyperbolic or d(− detFJ ′) = 2u′ − 2r′ + 1.
In the first case u′ = r′ + e so Ri+1 − Si = 2r′ − 2u′ − 1 = −2e − 1 < −2e, which
implies Ai ≤ (Ri+1 − Si)/2 + e < 0. In the second case we use Lemma 3.2(i) and
we have the approximations Xi+1 = detF (K(k1) ⊥ J ′) and Yi−1 = detFK(k1). Thus
Ai ≤ Ri+1−Si+d(−Xi+1Yi−1) = Ri+1−Si+d(− detFJ) = 2r′−2u′−1+2u′−2r′+1 = 0.
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Thus we have proved (ii) in the case i ≤ nk1 + a − 1. If k1 = k2 then we are done.
Otherwise a = 1 and K contains a pr
′+1 = pr−1 modular component i.e. k2 = k1+1 and
rk1+1 = r
′ + 1 = r − 1. We have to prove (ii) for nk1 + 1 ≤ i ≤ nk2. We have 2 cases:
3. Kk1+1 is proper. As seen in the proof of (i) the sequences Rnk1+1, . . . , Rnk2+1
and Snk1+1, . . . , Snk2+1 are r − 2, r − 1, . . . , r − 1 and r − 1, . . . , r − 1, r. Since also
R1 + · · ·+Rnk1 =
∑k1
l=1(nl − nl−1)rl = S1 + · · ·+ Snk1 (see the proof of Lemma 5.13(ii))
we have R1+· · ·+Ri = S1+· · ·+Si−1. So ord a1,ib1,i is odd, which implies d[a1,ib1,i] = 0.
Thus we have to prove that 0 ≥ Ai. But we also have Ri+1 = Si = r− 1 which, together
with R1+ · · ·+Ri = S1+ · · ·+Si− 1, implies R1+ · · ·+Ri+1 = S1+ · · ·+Si−1+2r− 3.
Hence ord a1,i+1b1,i−1 is odd. It follows that Ai ≤ Ri+1−Si+ d(−a1,i+1b1,i−1) = (r−1)−
(r − 1) + 0 = 0.
4. Kk1+1 is improper. This time the sequences Rnk1+1, . . . , Rnk2+1 and Snk1+1, . . . , Snk2+1
are r− 2, r, . . . , r, r− 2 and r, r− 2, . . . , r− 2, r. Note that since sJ ′ = pr−2, sJ = pr and
rk1+1 = rk2 = r − 1 we have Mp
rk1+1 = Kp
r−1 ⊥ pJ ′ = Kpr−1 ⊥ J = Nprk2 . We denote
A = ordwMp
r
k1+1 = wNp
r
k2 . By [B3, Lemma 2.16(i)] Rj + αj = ordwM
p
r
k1+1 = A
for nk1 + 2 = nk1 + a + 1 ≤ j ≤ nk1+1 + a − 1 = nk2. This relation holds also for
j = nk1 + 1 because at this index we have Rj = Rj+2 = r − 2 so, by [B3, Corollary 2.3],
Rj + αj = Rj+1 + αj+1 = A. Similarly for nk1 + 1 ≤ j ≤ nk1+1 − 1 = nk2 − 1 we have
Sj + βj = ordwN
p
rk1+1 = A. This also holds for j = nk2 since at this index we have
Sj−1 = Sj+1 = r so Sj + βj = Sj−1 + βj−1 = A. Thus Rj + αj = Sj + βj = A holds for
any nk1 + 1 ≤ j ≤ nk2.
We have uk1+1 > rk1+1 = r − 1 and u = r so vk1+1 = min{uk1+1, u} = r. By
5.12 a is a norm generator for Mp
r
k1+1 = Np
r
k1+1 and so is −a. If nk1 + 1 ≤ i ≤
nk2 − 1 we use Lemma 3.2 to find some approximations Xi, Yi for a1,i and b1,i. We
take Yi = (−1)(i−nk1 )/2 detFK(k1) if i ≡ nk1 (mod 2) and Yi = ±a detFK(k1) if i ≡
nk1 + 1 (mod 2). For Xi we note that the Jordan splitting of M begins with K1 ⊥ · · · ⊥
Kk1 ⊥ J ′, of rank nk1 + 1. Therefore we can take Xi = (−1)(i−nk1−1)/2 detF (K(k1) ⊥
J ′) = (−1)(i−nk1−1)/2a detFK(k1) if i ≡ nk1+1 (mod 2) and Xi = ±a detF (K(k1) ⊥ J ′) =
± detFK(k1) if i ≡ nk1 (mod 2). (We have detFJ ′ = a′ = a in F˙ /F˙ 2.) With a good
choice of the ± signs we have Xi = Yi. If i = nk2 we take Yi = detFKk2. For Xi we
use Corollary 3.3(ii). Since bk1+1 = a is a norm generator for M
pk1+1 and the Jordan
splitting of M starts with K1 ⊥ · · · ⊥ Kk1 ⊥ J ′ ⊥ Kk1+1 = K(k2) ⊥ J ′, of rank nk2 + 1,
we can take Xi = bk1+1 det(FK(k2) ⊥ J ′) = detFK(k2). So again Xi = Yi.
Thus d[a1,ib1,i] = d[XiYi] = min{d(XiYi), αi, βi} = min{αi, βi} = min{A−Ri, A−Si}.
But one of Ri, Si is r−2 and the other r, depending on the parity of i. So d[a1,ib1,i] = A−r
and we have to prove that A− r ≥ Ai.
We have Ri+1 = Si = r or r−2 depending on the parity of i. If nk1+1 < i < nk2 then
Ai ≤ min{Ri+1 − Si + αi+1, Ri+1 − Si + βi−1} = min{αi+1, βi−1} = min{A − Ri+1, A −
Si−1} = A − r. (One of Ri+1, Si−1 is r − 2 and the other is r.) If i = nk1 + 1 then
Ai ≤ Ri+1−Si+αi+1 = αi+1 = A−Ri+1 = A−r. If i = nk2 then Ai ≤ Ri+1−Si+βi−1 =
βi−1 = A− Si−1 = A− r. 
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5.4 Proof of 2.1(iii)
By the reduction from 5.2 we can restrict to indices i ≤ nk2 + 1. Suppose now that
Ri+1 > Si−1 and Ai−1 + Ai > 2e+Ri − Si. We want to prove that Wi−1→−Vi.
Note that we cannot have both αi−1 + αi ≤ 2e and αi + αi+1 ≤ 2e since this would
imply αi + Ai−1 ≤ αi−1 + αi ≤ 2e and αi + d[−a1,i+1b1,i−1] ≤ αi + αi+1 ≤ 2e, which
contradicts Lemma 2.18(i). This implies that the index i and the lattice M are in one of
the cases (i)-(iv) of the Lemma 3.7. Similarly we cannot have both βi−2+ βi−1 ≤ 2e and
βi−1 + βi ≤ 2e since this would contradict Lemma 2.18(ii). So i− 1 and N are in one of
the cases (i)-(iv) of Lemma 3.7. Also we cannot have Ri−1+Ri = Ri+1+Ri+2 since this
would imply Ri−1 = Ri+1 and Ri = Ri+2 and so αi−1+αi ≤ 2e and αi+αi+1 ≤ 2e. (See
[B3, Lemma 3.3].)
Suppose first that i ≤ nk1 + 1 so i − 1 ≤ nk1 . Then nk−1 + 1 ≤ i− 1 ≤ nk for some
1 ≤ k ≤ k1. Since i− 1 and N are in one of the cases (i)-(iv) of the Lemma 3.7 we have
i− 1 = nk−1 + 1, nk − 1 or nk. We consider the three cases:
If i − 1 = nk − 1, so i = nk, since also i − 1 ≥ nk−1 + 1, i − 1 and N are not in
the case (i) of Lemma 3.7. Suppose they are in case (ii) so Si−1 = Si+1. We have v
′
k =
min{uk, u′} ≤ min{uk, u} = vk, so Ri = 2rk−v′k ≥ 2rk−vk = Si, and Ri+1 > Si−1 = Si+1
so Ri +Ri+1 > Si + Si+1, which is impossible. So we are in the case (iii) or (iv) and we
can takeWi−1 = FK(k)⊤[bk]. (In the case (iv) we also ask the condition that bk→−FKk.)
If rk < r
′ then i = nk and M are in te case (i) of Lemma 3.7. So Vi = FK(k), which
implies Wi−1→−Vi. If rk = r′ then k = k1 and M(k) = K(k) ⊥ J ′ so nk−1 + 2 ≤ i = nk =
dimM(k) − a. If a = 2 then i and M cannot be in any of the cases of Lemma 3.7. If
a = 1 then we can only be in the case (iii) so Vi = FM(k)⊤[b′k] = FK(k) ⊥ FJ ′⊤[b′k]. But
J ′ ∼= [a′] splits the prk modular component of M so we can take b′k = a′. This implies
Vi ∼= FK(k) and again Wi−1→−Vi.
If i − 1 = nk, so i = nk + 1, we use Lemma 3.7(i) and take Wi−1 = FK(k). If i and
M are in the case (i) of Lemma 3.7 then either k < k1 and Kk+1 is unary or k = k1
and J ′ is unary (i.e. a = 1). In the first case we take Vi = FK(k+1) while in the second
Vi = F (K(k) ⊥ J ′). In both cases Wi−1→−Vi. If i and M are in the case (ii) or (iv) of
Lemma 3.7 then either k1 < k and the p
rk+1 modular component of M is not unary or
k1 = k and a = dim J
′ = 2. In the first case we take Vi = FK(k) ⊥ [b′k+1], while in the
second Vi = FK(k) ⊥ [b′]. In both cases Wi−1→−Vi. So we are left with the case when i
and M are in the case (iii). This means Ri−1 = Ri+1 and we are in one of the following
three cases:
a) rk+1 < r
′ and Kk+1 is binary.
b) rk+1 = r
′ and Kk+1 and J are both unary.
c) k = k1 and a = 2.
These are all the cases when i = nk + 1 is not of the form dimM(l) for some l but
i + 1 = nk + 2 is. The Jordan splitting of M starts with K1 ⊥ · · · ⊥ Kk ⊥ L where
L is binary. In the case a) we have L = Kk+1, in the case b) we have k + 1 = k1 and
L = Kk+1 ⊥ J ′ = Kk1 ⊥ J ′ and in the case c) we have L = J . We will show that, in
fact, only case c) can occur and, moreover, rk = rk1 = r
′. First note that i− 1 = nk so
2rk − v′k = Ri−1 = Ri+1 > Si−1 = 2rk − vk. Thus min{uk, u′} = v′k < vk = min{uk, u}
which implies v′k = u
′ < uk. In the case a) this implies v
′
k+1 = u
′ by 5.4. On the other
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hand 2rk−v′k = Ri−1 = Ri+1 = 2rk+1−v′k+1 (we have i−1 = nk and i+1 = nk+2 = nk+1).
Together with v′k = u
′ = v′k+1, this implies rk = rk+1, which is false. In the case b) we have
k+1 = k1 and a = 1 so v
′ = u′ = r′. Also i−1 = nk and i+1 = nk+2 = nk+1+1 = nk1+1
so 2rk − v′k = Ri−1 = Ri+1 = v′ = r′. But r′ > rk ≥ 2rk − v′k. Contradiction. So we are
left with the case c). Note that v′k = u
′ implies v′ = u′ = v′k by 5.4. We have i− 1 = nk
and i+ 1 = nk + 2 = nk1 + 2 so 2rk − v′k = Ri−1 = Ri+1 = 2r′ − v′, which, together with
v′k = v
′, implies rk = r
′. Thus the prk = pr
′
modular component of M is Kk ⊥ J ′ and so
M(k) = K(k) ⊥ J ′ and dimM(k) = nk + 2. Since i = nk + 1 and M are in the case (iii)
of Lemma 3.7 we take Vi = FM(k)⊤[b′k]. But v′k = u′ so by 5.12 we can take b′k = a′.
Since FJ ′ ∼= [a′, a′] we get Vi = FK(k) ⊥ FJ ′⊤[a′] ∼= FK(k) ⊥ [a′], which represents
Wi−1 = FK(k).
If i− 1 = nk−1+1, since we have already treated cases i− 1 = nk − 1 and i− 1 = nk
we may assume i− 1 ≤ nk − 2 so nk−1 + 2 = i ≤ nk − 1. If rk = r′ then the prk modular
component of M is Kk ⊥ J ′ and so dimM(k) = dim(K(k) ⊥ J ′) = nk + a ≥ nk + 1. It
follows that dimM(k−1) + 2 = nk−1 + 2 = i ≤ nk − 1 ≤ dimM(k) − 2 so i and M cannot
be in any of the cases of Lemma 3.7. Thus rk < r
′ and so dimM(k) = dimK(k) = nk.
Now nk−1 + 2 = i ≤ nk − 1 so i and M can only be in the case (iii) of Lemma 3.7 and
this happens only when i = nk − 1. This implies dimKk = nk − nk−1 = 3. It follows
that Kk is proper and we have Kk ∼= 〈c1, c2, c3〉, where c1, c2, c3 are all norm generators
for both Mp
r
k and Np
r
k . Now nk−1 + 1 = i− 1 = nk − 2 so i− 1 and N must be in the
case (ii) of Lemma 3.7 and we can take Wi−1 = FK(k−1) ⊥ [c1]. Also i and M are in the
case (iii) of the Lemma 3.7 and we can take Vi = FK(k)⊤[c3] = FK(k−1) ⊥ FKk⊤[c3] ∼=
FK(k−1) ⊥ [c1, c2] so Wi−1→−Vi. (We have FKk ∼= [c1, c2, c3].)
So we have proved 2.1(iii) for i ≤ nk1 + 1. If k1 = k2 then we proved 2.1(iii) for
i ≤ nk2 +1 so we are done. Otherwise we have k2 = k1+1, a = 1 and rk2 = r−1 = r′+1
and we have to consider cases nk1 + 2 ≤ i ≤ nk2 + 1. If i = nk2 + 1 then the Jordan
splitting of M begins with K1 ⊥ · · · ⊥ Kk1 ⊥ J ′ ⊥ Kk1+1 = K(k2) ⊥ J ′ of dimension
nk2 + 1 = i so, by Lemma 3.7(i), we can take Vi = F (K(k2) ⊥ J ′). Also the Jordan
splitting of N starts with K1 ⊥ · · · ⊥ Kk2 = K(k2) of dimension nk2 = i − 1 so, by
Lemma 3.7(i), we can take Wi−1 = FK(k2) and we have Wi−1→−Vi. So we may restrict
to the case nk1 + 2 ≤ i ≤ nk2 .
The sequences Rnk1+1, . . . , Rnk2+1 and Snk1+1, . . . , Snk2+1 are r − 2, r − 1, . . . , r − 1
and r − 1, . . . , r − 1, r when Kk1+1 is proper and they are r − 2, r, . . . , r, r − 2 and
r, r − 2, . . . , r − 2, r otherwise.
If Kk1+1 is improper then for any nk1+2 ≤ i ≤ nk2 we have Sj−1 = Sj+1 so βj−1+βj ≤
2e. We cannot have nk1 + 3 ≤ i ≤ nk2 since this would imply βj−2 + βj−1 ≤ 2e and
βj−1 + βj ≤ 2e. Thus i = nk1 + 2, which implies Ri+1 = r − 2 < r = Si−1 and so (iii) is
vacuous.
Finally, if Kk1+1 is proper then for any nk1 +2 ≤ i ≤ nk2 we have Ri+1 = r−1 = Si−1
so (iii) is vacuous. 
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5.5 Proof of 2.1(iv)
By 5.2 we can restrict to indices i ≤ nk2 + a− 1. Suppose that Si ≥ Ri+2 > Si−1 + 2e ≥
Ri+1 + 2e. We want to prove that Wi−1→−Vi]. Note that Si > Ri+1 + 2e ≥ Ri and
Si+1 ≥ Si − 2e > Ri+1.
Suppose first that i ≤ nk1. We have nk−1 + 1 ≤ i ≤ nk for some k ≤ k1. Note
that v′k = min{uk, u′} ≤ min{uk, u} = vk. So if i ≡ nk (mod 2) then Ri = 2rk − v′k ≥
2rk − vk = Si, while if i ≡ nk + 1 (mod 2) then Ri+1 = 2rk − v′k ≥ 2rk − vk = Si+1 so we
get a contradiction.
If a = 1 and k1 = k2 then nk1 = nk2+a−1 so we are done. So we are left with the cases
a = 2, i = nk2+a−1 = nk1+1 and a = 1, k2 = k1+1, nk1+1 ≤ i ≤ nk2+a−1 = nk2 . In the
first case i−1 = nk1 and N are in the case (i) of Lemma 3.7 and we take Wi−1 = FK(k1).
Also the Jordan splitting of M starts with K1 ⊥ · · · ⊥ Kk1 ⊥ J ′ = K(k1) ⊥ J ′ and
dim(K(k1) ⊥ J ′) = nk1+2. Thus i+1 = nk1+2 andM are in the case (i) of Lemma 3.7 so
we take Vi+1 = F (K(k1) ⊥ J ′) and we haveWi−1→−Vi+1. In the second case the sequences
Rnk1+1, . . . , Rnk2+1 and Snk1+1, . . . , Snk2+1 are r−2, r−1, . . . , r−1 and r−1, . . . , r−1, r
when Kk1+1 is proper and they are r−2, r, . . . , r, r−2 and r, r−2, . . . , r−2, r otherwise.
Since nk1 + 1 ≤ i ≤ nk2 the only possibility to have both Ri < Si and Ri+1 < Si+1
is when Kk1+1 is unary and i = nk1 + 1 = nk2 . In this case Kk1+1 is proper and the
sequences Rnk1+1, . . . , Rnk2+1 and Snk1+1, . . . , Snk2+1 are r − 2, r − 1 and r − 1, r. Now
i − 1 = nk1 and N are in the case (i) of Lemma 3.7 and we take Wi−1 = FK(k1). Also
the Jordan splitting of M starts with K1 ⊥ · · · ⊥ Kk1 ⊥ J ′ ⊥ Kk1+1 of dimension
nk1 + 2. Thus i+ 1 = nk1 + 2 and M are in the case (i) of Lemma 3.7 and we can take
Vi+1 = F (K(k1) ⊥ J ′ ⊥ Kk1+1) so Wi−1→−Vi+1.
6 More on the case [M : N ] = p
In this section we give a more detailed description of two lattices M,N satisfying [M :
N ] = p. Some of these results could be obtained by methods similar to those of section
§5. However, since we want to keep the use of Jordan splittings to a minimum, we will
use the necessity of 2.1(i)-(iv), which we have already proved. We also use the relation
R1 + · · · + Rn + 2 = ord volM + 2 = ord volN = S1 + · · · + Sn, which follows from
[M : N ] = p.
First we give some properties of the invariant W(L) ∈ B introduced in §1 (see 1.11).
6.1 If L is a lattice of dimension n with Ri(L) = Ri, αi(L) = αi and W(L) =
(x1, . . . , x2n−2) then the sequence x1 + x2, x2 + x3, . . . , x2n−3 + x2n−2 is R1 + R2, 2R2 +
α2 − α1, R2 + R3, 2R3 + α3 − α2, . . . , Rn−1 + Rn. In particular, x1 + · · · + x2n−2 =
(x1+x2)+(x3+x4)+ · · ·+(x2n−3+x2n−2) = (R1+R2)+(R2+R3)+ · · ·+(Rn−1+Rn) =
R1 + 2R2 + · · ·+ 2Rn−1 +Rn.
Proposition 6.2 If the lattices M,N satisfy 2.1(i) and (ii), in particular, if N→−M ,
then W(M) ≤W(N).
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Proof.Let W(M) = (x1, . . . , x2m−2) and W(N) = (y1, . . . , y2n−2). The condition that
xj ≤ yj or xj + xj+1 ≤ yj−1 + yj for j = 2i− 1, resp. j = 2i can be written as:
a) Ri + αi ≤ Si + βi or Ri +Ri+1 ≤ 2Si + βi − βi−1.
b) Ri+1 − αi ≤ Si+1 − βi or 2Ri+1 + αi+1 − αi ≤ Si + Si+1.
First we reduce to the case m = n, which will allow the use of duality. To do
this we use the same technique and notations from the proof of Lemma 2.20. The fact
that M,N satisfy 2.1(i) and (ii) implies that M,N satisfy the same conditions. Now
Ri(N) = Ri(N) = Si for 1 ≤ i ≤ n and αi(N) = αi(N) = βi for 1 ≤ i ≤ n − 1 so the
first 2n − 2 entries of W(N) ∈ B2m−2 are the entries of W(N). Thus W(M) ≤ W(N)
implies W(M) ≤W(N).
So we can assume m = n. Since M,N satisfy 2.1(i) and (ii) so will do N ♯,M ♯. Since
statement b) is equivalent to a) for the lattices N ♯,M ♯ at index n− i we can restrict to
proving only statement a).
Suppose a) is not true. So Ri + αi > Si + βi and, if i > 1, Ri + Ri+1 > 2Si +
βi − βi−1 ≥ Si−1 + Si. In particular, Ri ≤ Si and Ri+1 > Si−1. Also Ri+1 + Ri+2 >
Si−1 + Si and Ri +Ri+1 > Si−2 + Si−1 so Ai = Ai = min{(Ri+1 − Si)/2 + e, Ri+1 − Si +
d[−a1,i+1b1,i−1], Ri+1+Ri+2−2Si+βi−1} and Ai−1 = Ai−1 = min{(Ri−Si−1)/2+e, Ri−
Si−1 + d[−a1,ib1,i−2], 2Ri− Si−2 − Si−1 + αi}. (If i = 1 we ignore the terms and relations
that are not defined. However Ri ≤ Si still holds in this case.)
If Ai = (Ri+1−Si)/2+e then Si+βi ≥ Si+Ai = (Ri+1+Si)/2+e ≥ (Ri+Ri+1)/2+e =
Ri + (Ri+1 −Ri)/2 + e ≥ Ri + αi. Contradiction. If Ai = Ri+1 +Ri+2 − 2Si + βi−1 then
βi ≥ Ai = Ri + Ri+1 − 2Si + βi−1 so 2Si + βi − βi−1 ≥ Ri + Ri+1. Contradiction. Thus
Ai = Ri+1 − Si + d[−a1,i+1b1,i−1]. Since Ri+1 − Si + d[−ai,i+1] ≥ Ri − Si + αi > βi ≥ Ai
we have d[−ai,i+1] > d[−a1,i+1b1,i−1] so d[−a1,i+1b1,i−1] = d[a1,i−1b1,i−1] ≥ Ai−1. Thus
Ai ≥ Ri+1 − Si + Ai−1. In particular, Si + βi ≥ Si + Ai ≥ Ri+1 + Ai−1.
If Ai−1 = (Ri − Si−1)/2 + e > (Ri − Ri+1)/2 + e then Si + βi ≥ Ri+1 + Ai−1 >
(Ri + Ri+1)/2 + e = Ri + (Ri+1 − Ri)/2 + e ≥ Ri + αi. Contradiction. If Ai−1 =
2Ri−Si−2−Si−1+αi then Si+βi ≥ Ri+1+Ai−1 = 2Ri+Ri+1−Si−2−Si−1+αi > Ri+αi.
(We have Ri+Ri+1 > Si−2+Si−1.) Contradiction. Thus Ai−1 = Ri−Si−1+d[−a1,ib1,i−2]
and we have d[a1,ib1,i] ≥ Ai ≥ Ri+1−Si+Ai−1 = Ri+Ri+1−Si−1−Si+ d[−a1,ib1,i−2] >
d[−a1,ib1,i−2]. Hence d[−a1,ib1,i−2] = d[−bi−1,i]. So βi ≥ Ai ≥ Ri + Ri+1 − Si−1 − Si +
d[−bi−1,i] ≥ Ri+Ri+1− 2Si+ βi−1. Thus 2Si+ βi− βi−1 ≥ Ri+Ri+1. Contradiction. 
Lemma 6.3 If M,N satisfy 2.1(i) and (ii) and i ≤ min{m− 1, n} s.t. Rj = Sj for all
1 ≤ j ≤ i then Aj = αj for all 1 ≤ j ≤ i.
In particular, αi(L) = Ai(L, L) for any lattice L and for any i. (We take M = N = L
above.)
Proof.We use induction on j. For j = 1 we have A1 = min{(R2 − S1)/2 + e, R2 − S1 +
d[−a1,2]} = min{(R2 − R1)/2 + e, R2 − R1 + d[−a1,2]} = α1. Suppose now j > 1. We
have Aj = min{(Rj+1 − Sj)/2 + e, Rj+1 − Sj + d[−a1,j+1b1,j−1], Rj+1 + Rj+2 − Sj−1 −
Sj+d[a1.j+2b1,j−2]} = min{(Rj+1−Rj)/2+ e, Rj+1−Rj+d[−a1,j+1b1,j−1], Rj+1+Rj+2−
Rj−1 − Rj + d[a1.j+2b1,j−2]}. By the induction hypothesis d[a1,j−1bj−1] ≥ Aj−1 = αj−1
and, if i ≥ 3, d[a1,j−2b1,j−2] ≥ Aj−2 = αj−2.
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We have (Rj+1 − Rj)/2 + e ≥ αj .
We have Rj+1 − Rj + d[a1,j−1b1,j−1] ≥ Rj+1 − Rj + αj−1 ≥ αj and Rj+1 − Rj +
d[−aj,j+1] ≥ αj so Rj+1 − Rj + d[−a1,j+1b1,j−1] ≥ αj by the domination principle.
We have Rj+1+Rj+2−Rj−1−Rj+d[a1.j−2b1,j−2] ≥ Rj+1+Rj+2−Rj−1−Rj+αj−2 ≥
Rj+2−Rj+αj ≥ αj . (This inequality also holds if j = 2, when d[a1,j−2b1,j−2] =∞.) Also
Rj+1+Rj+2−Rj−1−Rj+d[−aj−1,j] ≥ Rj+1+Rj+2−2Rj+αj−1 ≥ Rj+1−Rj+αj−1 ≥ αj
and Rj+1+Rj+2−Rj−1−Rj+d[aj+1,j+2] ≥ 2Rj+1−Rj−1−Rj+αj+1 ≥ Rj+1−Rj+αj+1 ≥
αj so Rj+1 +Rj+2 − Rj−1 −Rj + d[a1.j+2b1,j−2] ≥ αj by the domination principle.
Hence Aj ≥ αj. Since also αj ≥ d[a1,jb1,j ] ≥ Aj we have Aj = αj . 
We are now able to prove the sufficiency of 2.1(i)-(iv) in a particular case.
Proposition 6.4 The main theorem is true for lattices of same rank and volume.
Proof.Suppose that N ≤M and they have the same rank n and same volume. We will
prove that M ∼= N by using [B3, Theorem 3.1].
We have R(M) ≤ R(N) and R1 + · · ·+Rn = ord volM = ord volN = S1 + · · ·+ Sn
so R(M) = R(N) by Lemma 5.5(iii) Thus Ri = Si ∀ 1 ≤ i ≤ n.
Denote W(M) = (x1, . . . , x2n−1) and W(N) = (y1, . . . , y2n−1). We have W(M) ≤
W(N) and x1+ · · ·+x2n−2 = R1+2R2+ · · ·+2Rn−1+Rn = S1+2S2+ · · ·+2Sn−1+Sn =
y1 + · · · + y2n−2. (See 6.1.) By Lemma 5.5(iii) we get W(M) = W(N) so for any
1 ≤ i ≤ n − 1 we have Ri + αi = x2i−1 = y2i−1 = Si + βi = Ri + βi so αi = βi. So we
already have the conditions (i) and (ii) of [B3, Theorem 3.1].
By Lemma 6.3 we also have Ai = αi for all 1 ≤ i ≤ n − 1. It follows that for any
1 ≤ i ≤ n − 1 we have d(a1,ib1,i) ≥ d[a1,ib1,i] ≥ Ai = αi so we have the (iii) part of
[B3, Theorem 3.1]. Finally, for (iv) if αi−1 + αi > 2e then, by [B3, Lemma 3.3], we have
Ri+1 > Ri−1 = Si−1 and also Ai−1+Ai = αi−1+ αi > 2e = 2e+Ri− Si so by 2.1(iii) we
get [b1, . . . , bi−1]→−[a1, . . . , ai], i.e. we have the (iv) part of [B3, Theorem 3.1].
Note that we didn’t need to use condition (iv) of the main theorem which is void in
the case when Ri = Si for 1 ≤ i ≤ n. Indeed, we cannot have Ri = Si > Ri+1 + 2e. 
We want now to study more in detail the case [M : N ] = p. Then Ri = Si and
αi = βi = Ai will no longer hold but these numbers will differ from each other by little.
Lemma 6.5 If M,N satisfy 2.1(i) and (ii), in particular if N→−M , and i ≤ min{m−
1, n} is an index s.t. R1 + · · · + Ri ≡ S1 + · · · + Si + 1 (mod 2) then Ri+1 ≤ Si or
Ri+1 +Ri+2 ≤ Si−1 + Si.
Proof.Since ord a1,ib1,i = R1+ · · ·+Ri+S1+ · · ·+Si is odd we have 0 = d[a1,ib1,i] ≥ Ai =
min{(Ri+1−Si)/2+e, Ri+1−Si+d[−a1,i+1b1,i−1], Ri+1+Ri+2−Si−1−Si+d[a1,i+2b1,i−2]}.
Thus one of the following holds: 0 ≥ (Ri+1 − Si)/2 + e > (Ri+1 − Si)/2, which implies
Ri+1 < Si; 0 ≥ Ri+1 − Si + d[−a1,i+1b1,i−1] ≥ Ri+1 − Si, which implies Ri+1 ≤ Si;
0 ≥ Ri+1 + Ri+2 − Si−1 − Si + d[a1,i+2b1,i−2] ≥ Ri+1 + Ri+2 − Si−1 − Si, which implies
Ri+1 +Ri+2 ≤ Si−1 + Si. 
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Lemma 6.6 (i) Let 1 ≤ i ≤ j ≤ n with i ≡ j (mod 2). If Ri = Rj = R then Ri ≡ . . . ≡
Rj ≡ R (mod 2) and Rk+1 − Rk ≤ 2e for i ≤ k < j. Also Ri + · · ·+Rj ≡ R (mod 2).
(ii) If 1 ≤ i < j ≤ n, j ≡ i+ 1 (mod 2) and Ri ≥ Rj then Ri + · · ·+Rj is even
Proof.(i) We have Ri ≤ Ri+2 ≤ . . . ≤ Rj so Ri = Rj = R implies Ri = Ri+2 = . . . =
Rj = R. In particular, Rl ≡ R (mod 2) holds for i ≤ l ≤ j, l ≡ i (mod 2). For i < l < j,
l ≡ i+1 (mod 2), at least one of the numbers Rl+1−Rl = R−Rl and Rl−Rl−1 = Rl−R
is ≤ 0 and so it is even. So again Rl ≡ R (mod 2).
As a consequence, Ri + · · ·+Rj ≡ (j − i+ 1)R ≡ R (mod 2).
Let i ≤ k < j. If k ≡ i (mod 2) then Rk = Rk+2 = R so Rk+1 − Rk = −(Rk+2 −
Rk+1) ≤ 2e. If k ≡ i+1 (mod 2) then Rk−1 = Rk+1 = R so Rk+1−Rk = −(Rk−Rk−1) ≤
2e.
(ii) For any i ≤ l ≤ j − 1, l ≡ i (mod 2) we have Rl ≥ Ri ≥ Rj ≥ Rl+1. (We have
l + 1 ≡ i+ 1 ≡ j (mod 2).) Thus Rl+1 − Rl ≤ 0 so it is even. So Rl + Rl+1 is even. By
adding, Ri + · · ·+Rj is even. 
Lemma 6.7 If [M : N ] = p then there are 1 ≤ s ≤ t ≤ t′ ≤ u ≤ n with s ≡ t (mod 2)
and t′ ≡ u (mod 2) and the integers R, S such that:
(i) Ri = Si for i < s and for i > u
(ii) If s ≤ i < t then Ri = R and Si = R + 1 if i ≡ s (mod 2) and Ri = Si + 1 if
i ≡ s+ 1 (mod 2). Also Rt = R.
(iii) If t′ < i ≤ u then Ri = S − 1 and Si = S if i ≡ u (mod 2) and Ri = Si + 1 if
i ≡ u− 1 (mod 2). Also St′ = S.
(iv) One of the following happens:
1. R + 1 = S − 1 =: T , t ≡ t′ (mod 2), Ri = T − 1 and Si = T + 1 for t ≤ i ≤ t′,
i ≡ t (mod 2) and Ri = Si + 2 if t < i < t′, i ≡ t + 1 (mod 2).
2. R + 1 = S − 1 =: T , t < t′, Ri = T for t < i ≤ t′, Si = T for t ≤ i < t′.
3. t′ = t+ 1, St = R + 1 and Rt′ = S − 1.
(See [OSU2, Lemma 2.1.2] for another form of this result.)
Proof.Let s and u be the smallest resp. the largest indices i s.t. Ri 6= Si. We have
Ri = Si for i < s and for i > u so (i) holds.
Since volN = p2volM we have S1 + · · ·+ Sn = R1 + · · ·+Rn + 2. By Lemma 5.5(iv)
we have Si ≤ Ri +2 for 1 ≤ i ≤ n. Assume first that there is i0 s.t. Si0 = Ri0 +2. Then
s ≤ i0 ≤ u. Let S := Si0, R := Ri0 and T := R+ 1 = S − 1. By Lemma 5.5(iv) we have
R1 + · · · + Ri0−1 = S1 + · · ·+ Si0−1 and Ri0+1 + · · ·+ Rn = Si0+1 + · · · + Sn. If s < i0
then we can use Lemma 5.6(i) for x = R(M), y = R(N), a = i0 − 1 and c = s and if
u > i0 then we can use Lemma 5.6(ii) with b = i0 + 1 and d = u. We have Rs < Ss,
s ≡ i0 (mod 2), Rs = Rs+2 = . . . = Ri0 = R and Ri+Ri+1 = Si+Si+1 for 1 ≤ i < i0−1,
i ≡ i0 ≡ s (mod 2). Also Ru < Su, i0 ≡ u (mod 2), S = Si0 = Si0+2 = . . . = Su and
Ri−1 +Ri = Si−1 + Si for i0 + 1 < i ≤ n, i ≡ i0 ≡ u (mod 2). We have R = Rs < Ss ≤
Ss+2 ≤ . . . ≤ Si0 = S = R+2. Let s ≤ t ≤ i0, t ≡ s (mod 2) be minimal s.t. St = R+2.
If s ≤ i < t, i ≡ s (mod 2) then Si = R + 1. If s < i < t, i ≡ s + 1 (mod 2) then
Ri−1 +Ri = Si−1 + Si, Ri−1 = R and Si−1 = R + 1 so Ri = Si + 1. Also Rt = R so (ii)
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holds. If t ≤ i ≤ i0, i ≡ t (mod 2) we have Si = R + 2 = T + 1 and Ri = R = T − 1. If
t < i < i0, i ≡ t+1 (mod 2) then Ri−1+Ri = Si−1+Si, Ri−1 = T − 1 and Si−1 = T +1
so Ri = Si + 2. Similarly S − 2 = R = Ri0 ≤ Ri0+2 ≤ . . . ≤ Ru < Su = S. Let
i0 ≤ t′ ≤ u, t′ ≡ u (mod 2) be maximal s.t. Rt′ = S − 2. If t′ < i ≤ u, i ≡ u (mod 2)
then Ri = S−1. If t′ < i < u, i ≡ u−1 (mod 2) then Ri+Ri+1 = Si+Si+1, Ri+1 = S−1
and Si+1 = S so Ri = Si + 1. Also St′ = S so (iii) holds. If i0 ≤ i ≤ t′, i ≡ t′ (mod 2)
we have Ri = S − 2 = T − 1 and Si = S = T + 1. If i0 < i < t′, i ≡ t′ − 1 (mod 2) then
Ri + Ri+1 = Si + Si+1, Ri+1 = T − 1 and Si+1 = T + 1 so Ri = Si + 2. In conclusion,
t ≡ i0 ≡ t′ (mod 2) and for any t ≤ i ≤ t′ with i ≡ t ≡ t′ (mod 2) we have Ri = T − 1
and Si = T + 1 (both when i ≤ i0 and when i ≥ i0; see above) and for any t < i < t′
with i ≡ t+ 1 ≡ t′ − 1 (mod 2) we have Ri = Si + 2 (both when i < i0 and when i > i0;
see above).Hence (iv) 1. holds.
Suppose now that Si 6= Ri+2 for all i so whenever Si > Ri we must have Si = Ri+1.
For 0 ≤ i ≤ n we define f(i) := S1+· · ·+Si−R1−· · ·−Ri. In particular, f(i) = f(0) = 0
for i < s and f(i) = f(n) = 2 for i ≥ u. Since S1 + · · · + Sn = R1 + · · · + Rn + 2 we
have 0 ≤ f(i) ≤ 2 by Lemma 5.5(i) and (iv). Let t − 1 and t′ be the largest index s.t.
f(i) = 0 resp. the smallest index s.t. f(i) = 2. We have s ≤ t and u ≥ t′.
We have f(t − 1) = 0 and f(i) > 0 for i ≥ t. In particular, St − Rt = f(t) −
f(t − 1) = f(t) > 0, which implies St = Rt + 1 so f(t) = 1. We also have t ≥ s and
R1 + · · · + Rt−1 = S1 + · · · + St−1. If s < t we use Lemma 5.6(i) with a = t − 1 and
c = s. We have s ≡ t (mod 2), Rs < Ss so Ss = Rs + 1, Rs = Rs+2 = . . . = Rt =: R
and Ri +Ri+1 = Si + Si+1 for any 1 ≤ i < t, i ≡ t ≡ s (mod 2). Now R + 1 = Rs + 1 =
Ss ≤ Ss+2 ≤ . . . ≤ St = Rt + 1 = R + 1 so Si = R + 1 if s ≤ i ≤ t, i ≡ s (mod 2). For
s < i < t, i ≡ s+ 1 (mod 2) we have Ri−1 +Ri = Si−1 + Si, Ri−1 = R and Si−1 = R+ 1
so Ri = Si + 1. Therefore (ii) holds.
Similarly f(t′) = 2 and f(i) < 2 for i < t′. In particular, St′−Rt′ = f(t′)−f(t′−1) =
2 − f(t′ − 1) > 0, which implies St′ = Rt′ + 1 so f(t′ − 1) = 1. Now t′ ≤ u and, since
f(t′) = 2 we have R1+· · ·+Rt′+2 = S1+· · ·+St′ so Rt′+1+· · ·+Rn = St′+1+· · ·+Sn. If
t′ < u we use Lemma 5.6(ii) with b = t′+1 and d = u. We have t′ ≡ u (mod 2), Ru < Su
so Su = Ru+1, St′ = St′+2 = . . . = Su =: S and Ri−1+Ri = Si−1+Si for any t
′ < i ≤ n,
i ≡ t′ ≡ u (mod 2). Now S − 1 = St′ − 1 = Rt′ ≤ Rt′+2 ≤ . . . ≤ Ru = Su − 1 = S − 1 so
Ri = S − 1 for any t′ ≤ i ≤ u, i ≡ u (mod 2). For t′ < i < u, i ≡ u− 1 (mod 2) we have
Ri +Ri+1 = Si + Si+1, Ri+1 = S − 1 and Si+1 = S so Ri = Si + 1. Therefore (iii) holds.
We note that f(i) = 0 for i < s. If s ≤ i ≤ t it is easy to see that f(i) = 1 if
i ≡ s (mod 2) and f(i) = 0 if i ≡ s + 1 (mod 2). Hence f(i) ≤ 1 for i ≤ t. Since
f(t′) = 2 we have t < t′. If t′ = t+ 1, since St = R + 1 and Rt′ = S − 1 (iv) 3. holds.
Assume now that t′ > t+1. Since we already have St = R+1 and Rt′ = S−1, in order
to prove that (iv) 2. holds, we still need to show that S−R = 2 and if T = R+1 = S−1
then Ri = Si = T for t < i < t
′.
We note first that for t ≤ i < t′ we have 0 < f(i) < 2 so f(i) = 1. This implies that
for t < i < t′ we have Si−Ri = f(i)−f(i−1) = 1−1 = 0 so Ri = Si. Also for t ≤ i < t′
we have f(i) = 1 so S1+ · · ·+ Si = R1+ · · ·+Ri+1, which, by Lemma 6.5 implies that
Ri+1 ≤ Si or Ri+1 +Ri+2 ≤ Si−1 + Si.
Take first i = t and suppose that Rt+1+Rt+2 ≤ St−1+St. If s < t then Rt−1 = St−1+1
and St = R + 1 = Rt + 1 so Rt−1 + Rt = St−1 + St ≥ Rt+1 + Rt+2, which implies
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Rt = Rt+2. If s = t then Rt−1 = St−1, which, together with Rt + 1 = St implies
Rt−1 + Rt + 1 = St−1 + St ≥ Rt+1 + Rt+2. Hence Rt−1 = Rt+1 or Rt = Rt+2. But
we cannot have Rt−1 = Rt+1 since this would imply St−1 = Rt−1 = Rt+1 = St+1 so,
by Lemma 6.6(i), we have both St−1 ≡ St (mod 2) and Rt−1 ≡ Rt (mod 2). But this
is impossible since Rt−1 = St−1 and Rt + 1 = St. Thus, in both cases, Rt = Rt+2. If
t + 2 < t′ then St − 1 = Rt = Rt+2 = St+2, which is impossible. If t + 2 = t′ then
St = Rt + 1 = Rt+2 + 1 = S = St+2. Since Rt = Rt+2 and St = St+2 we have both
Rt+1 ≡ Rt = R (mod 2) and St+1 ≡ St = R + 1 (mod 2) by Lemma 6.6(i). But this is
impossible since Rt+1 = St+1. Thus Rt+1 ≤ St = R + 1. Suppose that Rt+1 = St+1 ≤ R.
Then St+1 − St = Rt+1 − R − 1 and Rt+1 − Rt = Rt+1 − R are both ≤ 0 and of
opposite parities. Thus one of them is a negative odd integer, which is impossible. So
Rt+1 = St+1 = R + 1.
We use induction to prove that Ri = Si = R + 1 for t + 1 ≤ i < t′. Case i = t + 1
was done above. Suppose now that i > t + 1. We already have Ri = Si, as seen
above. Note that Ri−1 = Si−1 = R + 1 by the induction step and Si−2 = R + 1 either
by the induction step, if i > t + 2, or because St = R + 1, if i = t + 2. We have
t ≤ i− 1 < t′ so either Ri ≤ Si−1 or Ri + Ri+1 ≤ Si−2 + Si−1. In the first case we have
Si = Ri ≤ Si−1 = R+1 = Si−2 so Si = Si−2 = R+1 and we are done. In the second case
R+ 1+Ri = Ri−1 +Ri ≤ Ri +Ri+1 ≤ Si−2 + Si−1 = 2R+ 2 so Si = Ri ≤ R+ 1 = Si−2.
It follows that Ri = Si = R + 1.
So we have proved that Ri = Si = R + 1 for t < i < t
′. We are left to prove that
S − R = 2. We have either Rt′ ≤ St′−1 or Rt′ + Rt′+1 ≤ St′−2 + St′−1. In the first case
S−1 ≤ R+1 and in the second R+1+S−1 = Rt′−1+Rt′ ≤ Rt′+Rt′+1 ≤ St′−2+St′−1 =
R + 1 + R + 1 so again S − 1 ≤ R + 1. Suppose now that S ≤ R + 1. It follows that
Rt′ − Rt′−1 = S − 1 − (R + 1) < 0 and St′ − St′−1 = S − (R + 1) ≤ 0. Now Rt′ − Rt′−1
and St′−St′−1 are both ≤ 0 and of opposite parities so one of them is a negative integer,
which is impossible. Thus S − R = 2 as claimed. 
Definition 11 A pair of lattices M,N with [M : N ] = p is said to be of type I, II or III
if it satisfies the condition 1., 2. resp. 3. of Lemma 6.7(iv).
6.8 If the pair M,N is of type I, II or III then so is the pair N ♯,M ♯. Moreover, if the
indices s, t, t′, u corresponding to N ♯,M ♯ are s♯, t♯, t′♯, u♯ then s♯ = n+1−u, t♯ = n+1−t′,
t′♯ = n + 1− t and u♯ = n+ 1− s.
In the proof of the next lemma we will use the duality in order to shorten the proof.
To do this we refer to the remark above and to the results from 2.4.
RemarkWith the notations from Lemma 6.7 the indices 0 ≤ i ≤ n s.t. S1+· · ·+Si =
R1 + · · ·+ Ri + 1 are s ≤ i < t with i ≡ s (mod 2), t′ < i ≤ u with i ≡ u − 1 (mod 2)
and, if M,N are of the type II or III, t ≤ i < t′.
Lemma 6.9 Suppose that [M : N ] = p. With the notations of Lemma 6.7 we have:
(i) If S1+ · · ·+Si = R1+ · · ·+Ri+1 then αi, βi ≤ 1 and Ai = 0, unless αi = βi = 0.
The case αi = βi = 0 happens only when M,N are of type III, i = t and S − R − 1 =
Rt+1 − Rt = St+1 − St = −2e.
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(ii) If S1 + · · ·+ Si 6= R1 + · · ·+Ri + 1 then |αi − βi| ≤ 2 and Ai = min{αi, βi}.
(iii) If 1 ≤ i < s then Ai = αi = min{βi, Rs−1 − Ri + αs−1}.
(iv) If u ≤ i < n then Ai = βi = min{αi, Si+1 − Su+1 + βu}.
(v) If M,N are of type I then Ri + αi = Si + βi for any t ≤ i < t′.
Proof.Let W(M) = (x1, . . . , x2n−2) and W(N) = (y1, . . . , y2n−2).
Note that, in part (ii), since αi, βi ≥ Ai, in order to prove that Ai = min{αi, βi}
it is enough to show that Ai ≥ αi or Ai ≥ βi. In particular, if 1 ≤ i < s we have by
Lemma 6.3 Ai = αi. By duality at index n − i we get Ai = βi for u ≤ i < n. Thus
Ai = min{αi, βi} holds for both 1 ≤ i < s and u ≤ i < n.
Also, in the part (i), since R1 + · · ·+Ri + 1 = S1 + · · ·+ Si, we have that ord a1,ib1,i
is odd so 0 = d[a1,ib1,i] ≥ Ai. Thus in order to prove Ai = 0 we only need Ai ≥ 0.
We prove first (iii). We note that for 1 ≤ i ≤ s−2 we have x2i−1+x2i = Ri+Ri+1 =
Si+ Si+1 = y2i−1+ y2i. By adding we get x1+ · · ·+ x2s−4 = y1+ · · ·+ y2s−4. By Lemma
5.6(i) we have xj = min{yj, x2s−3} for any 1 ≤ j ≤ 2s− 3, j odd. If we take j = 2i− 1
with 1 ≤ i < s we have Ri = Si and x2i−1 = min{y2i−1, x2s−3} i.e. Ri + αi = min{Si +
βi, Rs−1 + αs−1} = min{Ri + βi, Rs−1 + αs−1}. Thus αi = min{βi, Rs−1 − Ri + αs−1}.
(iv) follows from (iii) by duality at index n− i.
Next we prove that the αi, βi ≤ 1 part of (i) holds for t ≤ i < t′ ifM,N are of type II or
III. It is enough to prove αi ≤ 1 since βi ≤ 1 will follow by duality at index n−i. If we have
type II then for any t ≤ i < t′ we have αi ≤ Ri+1−Rt+d(−at,t+1) = T − (T −1)+0 = 1
(ord at,t+1 = Rt + Rt+1 = 2T − 1 so d(−at,t+1) = 0). If we have type III then t′ = t + 1
so we only have to prove that αt ≤ 1. If s = t then St−1 = Rt−1 while if s < t
then St−1 = Rt−1 − 1. In both cases St−1 ≤ Rt−1 ≤ Rt+1. Similarly St+2 = Rt+2 if
t+ 1 = t′ = u and St+2 = Rt+2 − 1 otherwise. So St ≤ St+2 ≤ Rt+2. If St = St+2 = Rt+2
then Rt+1 + 1 = St+1 ≡ St+2 = Rt+2 (mod 2) so ord at+1,t+2 is odd which implies that
αt ≤ Rt+2 −Rt + d(−at+1,t+2) = 1. (We have Rt+2 = St = Rt + 1 and d(−at+1,t+2) = 0.)
So we may assume that Rt+2 > St. Together with Rt+1 ≥ St−1, this implies Rt+1+Rt+2 >
St−1+St so At = At = min{(Rt+1−St)/2+e, Rt+1−St+d[−a1,t+1b1,t−1]}. (Same happens
if t = 1 or n−1, when St−1 resp. Rt+2 is not defined.) Since S1+· · ·+St = R1+· · ·+Rt+1
we have that ord a1,tb1,t is odd so 0 = d[a1,tb1,t] ≥ At. If 0 ≥ At = (Rt+1−St)/2+e we get
Rt+1 −Rt = Rt+1 − St + 1 ≤ 1− 2e so Rt+1 −Rt = −2e and we have αt = 0. Otherwise
0 ≥ At = Rt+1−St+d[−a1,t+1b1,t−1] so d[−a1,t+1b1,t−1] ≤ St−Rt+1 = (R+1)− (S−1) =
R − S + 2. If we prove that d[−at,t+1] ≤ R − S + 2 then αt ≤ Rt+1 − Rt + d[−at,t+1] ≤
S − 1 − R + R − S + 2 = 1 and we are done. Since d[−a1,i+1b1,i−1] ≤ R − S + 2 it is
enough to prove that d[a1,i−1b1,i−1] > R− S + 2. To do this, by domination principle, it
is enough to prove that d[a1,s−1b1,s−1] > R− S + 2 and d[−ai,i+1], d[−bi,i+1] > R− S + 2
for s ≤ i < t, i ≡ s (mod 2). If s = 1 then d[a1,s−1b1,s−1] = ∞ > R − S + 2.
If s > 1 then d[a1,s−1b1,s−1] ≥ As−1 = αs−1 so if d[a1,s−1b1,s−1] ≤ R − S + 2 then
αt ≤ Rt+1−Rs+αs−1 ≤ S− 1−R+R−S+2 = 1 and we are done. So we may assume
d[a1,s−1b1,s−1] > R − S + 2. Let now s ≤ i < t, i ≡ s (mod 2). If d[−ai,i+1] ≤ R− S + 2
then αt ≤ Rt+1 − Ri + d[−ai,i+1] = S − 1 − R + d[−ai,i+1] ≤ 1 and we are done. So
we may assume d[−ai,i+1] > R − S + 2. Also d[−bi,i+1] ≥ Si − Si+1 + βi ≥ Si − Si+1 =
(R + 1)− (Ri+1 − 1) ≥ R −Rt+1 + 2 = R− S + 3.
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Now we prove that αi, βi ≤ 1 for indices i s.t. R1+ · · ·+Ri+1 = S1+ · · ·+Si, other
than t ≤ i < t′. Take first s ≤ i < t, i ≡ s (mod 2). If M,N are of type II or III we
have proved that αt, βt ≤ 1. But Ri + αi ≤ Rt + αt, Si + βi ≤ St + βt, Ri = Rt = R and
Si = St = R + 1. Thus αi ≤ αt ≤ 1 and βi ≤ βt ≤ 1. If we have type I and s < t then
Rt−2 = Rt = T − 1 so Rt−1 ≡ Rt = T − 1 (mod 2). Hence St−1 = Rt−1− 1 ≡ T (mod 2).
Since also St = T + 1 we get that ord bt−1,t = St−1 + St is odd so d(−bt−1,t) = 0. Hence
βi ≤ St − Si + d(−bt−1,t) = T + 1− T + 0 = 1.
So we are left with proving that αi ≤ 1 for s ≤ i < t, i ≡ s (mod 2), in the
case of type I. We have Rs+1 ≤ Rs+3 ≤ . . . ≤ Rt−1. Let s ≤ l < t, l ≡ s (mod 2)
be minimal s.t. Rl+1 = Rt−1. We have Rl+1 = Rl+3 = . . . = Rt−1 and, if s < l,
Rl−1 < Rl+1. We prove first that αl ≤ 1. We have R1 + · · · + Rl + 1 = S1 + · · · + Sl
so ord a1,lb1,l is odd, which implies 0 = d[a1,lb1,l] ≥ Al = min{(Rl+1 − Sl)/2 + e, Rl+1 −
Sl + d[−a1,l+1b1,l−1], Rl+1 + Rl+2 − Sl−1 − Sl + d[a1,l−2b1,l+2]}. If 0 ≥ (Rl+1 − Sl)/2 + e
then −2e ≥ Rl+1 − Sl = Sl+1 − Sl + 1 so Ss+1− Ss < −2e, which is impossible. Suppose
0 ≥ Rl+1 + Rl+2 − Sl−1 − Sl + d[a1,l−2b1,l+2] ≥ Rl+1 + Rl+2 − Sl−1 − Sl. We have
Sl = T and Rl+2 = T − 1 so 0 ≥ Rl+1 − Sl−1 − 1 i.e. Rl+1 ≤ Sl−1 + 1. Since also
Rl+1 = Sl+1+1 ≥ Sl−1+1 we have Rl+1 = Sl−1+1. If s < l then Rl+1 > Rl−1 = Sl−1+1.
Contradiction. If s = l then Rl+1 = Sl−1 + 1 = Rl−1 + 1. Since Rl = Rl+2 = T − 1
we also have Rl ≡ Rl+1 = Rl−1 + 1 (mod 2). Thus ord al−1,l is odd and so αl ≤
Rl+1 −Rl−1 + d(−al−1,l) = 1. (We have Rl+1 = Rl−1 + 1 and d(−al−1,l) = 0.) So we are
left with the case 0 ≥ Rl+1−Sl+d[−a1,l+1b1,l−1] so d[−a1,l+1b1,l−1] ≤ Sl−Rl+1 = T−Rl+1.
If d[−al,l+1] ≤ T −Rl+1 then αl ≤ Rl+1−Rl+d[−al,l+1] ≤ Rl+1− (T −1)+T −Rl+1 = 1.
Since d[−a1,l+1b1,l−1] ≤ T − Rl+1 it is enough to prove that d[a1,l−1b1,l−1] > T − Rl+1.
To do this, by domination principle, it is enough to prove that d[a1,s−1b1,s−1] > T −Rl+1
and d[−aj,j+1], d[−bj,j+1] > T − Rl+1 for any s ≤ j < l, j ≡ s (mod 2). We have
d[a1,s−1b1,s−1] ≥ As−1 = αs−1 so if d[a1,s−1b1,s−1] ≤ T − Rl+1 then αl ≤ Rl+1 − Rs +
αs−1 ≤ Rl+1 − (T − 1) + T − Rl+1 = 1 and we are done. So we may assume that
d[a1,s−1b1,s−1] > T − Rl+1. Let s ≤ j < l, j ≡ s (mod 2). If d[−aj,j+1] ≤ T − Rl+1
then by Remark 1.1 αl ≤ Rl+1 − Rj + d[−aj,j+1] ≤ Rl+1 − (T − 1) + T − Rl+1 = 1
and we are done. So we may assume that d[−aj,j+1] > T − Rl+1. Finally, we have
d[−bj,j+1] ≥ Sj − Sj+1 + βj ≥ Sj − Sj+1 = T − (Rj+1 − 1) > T − Rl+1 + 1. (We have
Rj+1 ≤ Rl−1 < Rl+1.) Suppose now that s ≤ i < t with i ≡ s (mod 2) is arbitrary.
If i ≤ l then Ri + αi ≤ Rl + αl and Ri = Rl = T − 1 so αi ≤ αl ≤ 1. If l ≤ i then
Rl+1 = Ri+1 so −Rl+1 + αl ≥ −Ri+1 + αi implies αi ≤ αl ≤ 1.
The statement αi, βi ≤ 1 for indices t′ < i < u, i ≡ u− 1 (mod 2) follows by duality
at index n− i from the case s ≤ i < t′, i ≡ s (mod 2).
Note that if s ≤ i < t with i ≡ s (mod 2) then Ri = T−1 = Si−1 and Ri+1 = Si+1+1
so Ri+1 − Ri = Si+1 − Si + 2 ≥ 2 − 2e. Hence αi 6= 0 so αi = 1. Dually, if t′ < i < u,
i ≡ u− 1 (mod 2) then βi = 1.
We now prove (v). We may assume that t < t′ since otherwise (v) is vacuous.
First we prove that x2t−1 ≤ y2t−1 i.e. Rt + αt ≤ St + βt. If t = 1 then x1 ≤ y1
follows from W(M) ≤ W(N) so we may assume that t > 1. Suppose first that s <
t. We have αt−2 = 1 and Rt−2 = Rt = T − 1 so by [B3, Corollary 2.3(i)] we have
x2t−2 = Rt − αt−1 = Rt−1 − αt−2 = Rt−1 − 1 = St−1. Now Rt−2 = Rt also implies
Rt−1 ≡ Rt−2 = T − 1 (mod 2) so St−1 = Rt−1 − 1 ≡ T = St − 1 (mod 2). Thus
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St − St−1 is odd. Also St−1 ≥ St−2 − 2e = T − 2e. Hence St − St−1 = T + 1 − St−1 ≤
2e + 1. If St − St−1 ≤ 2e, since also St − St−1 is odd, we get βt = St − St−1 so
y2t−2 = St−βt−1 = St−1 = x2t−2. If St−St−1 = 2e+1 then βt−1 = (2e+1)/2+e = 2e+1/2
so y2t−2 = St − βt−1 = St−1 + 2e + 1 − (2e + 1/2) = St−1 + 1/2 = x2t−2 + 1/2. So in
both cases y2t−2 ≤ x2t−2 + 1/2. Together with x2t−2 + x2t−1 ≤ y2t−2 + y2t−1, this implies
x2t−1 ≤ y2t−1 + 1/2. But Rt = Rt+2 = T − 1 and St = St+2 = T + 1 so Rt − Rt−1 and
St − St−1 are even. This implies that αt, βt are integers and so are x2t−1 = Rt + αt and
y2t−1 = St + βt. Therefore x2t−1 ≤ y2t−1 + 1/2 implies x2t−1 ≤ y2t−1. Suppose now that
s = t. We have Rt = T − 1 and St = T + 1 so Rt + αt ≤ St + βt means βt ≥ αt − 2.
But βt ≥ At so it is enought to prove that At ≥ αt − 2, i.e. As ≥ αs − 2. Note that
Rs+2 = T − 1 < T + 1 = Ss so As = A′s by Lemma 2.14. Also Rs+1 = Ss+1 + 2 > Ss−1
so A′s = min{Rs+1 − Ss + d[−a1,s+1b1,s−1], Rs+1 + Rs+2 − Ss−1 − Ss + d[−a1,sb1,s−2]} =
min{Rs+1 − Rs + d[−a1,s+1b1,s−1]− 2, Rs+1 − Rs−1 + d[−a1,sb1,s−2]− 2}. (We have Ss =
T + 1 = Rs + 2 = Rs+2 + 2 and Ss−1 = Rs−1.) Now Rs+1 − Rs + d[a1,s−1b1,s−1] − 2 ≥
Rs+1−Rs+As−1−2 = Rs+1−Rs+αs−1−2 ≥ αs−2 and Rs+1−Rs+d[−as,s+1]−2 ≥ αs−2
so Rs+1 − Rs + d[−a1,s+1b1,s−1] − 2 ≥ αs − 2. Also Rs+1 − Rs−1 + d[a1,s−2b1,s−2] − 2 ≥
Rs+1−Rs−1+As−2−2 = Rs+1−Rs−1+αs−2−2 ≥ αs−2 and Rs+1−Rs−1+d[−as−1,s]−2 ≥
Rs+1−Rs+αs−1−2 ≥ αs−2 so Rs+1−Rs−1+d[−a1,sb1,s−2]−2 ≥ αs−2. (Note that Rs+1−
Rs−1 + d[a1,s−2b1,s−2]− 2 ≥ αs − 2 also holds if s = 2, when d[a1,s−2b1,s−2] =∞.) Hence
As = A
′
s ≥ αs−2, as desired. So we have proved that Rt+αt ≤ St+βt, i.e. x2t−1 ≤ y2t−1.
By duality we get −St′+βt′−1 ≤ −Rt′+αt′−1, i.e. x2t′−2 ≤ y2t′−2. Since W(M) ≤W(N),
x2t−1 ≤ y2t−1 and x2t′−2 ≤ y2t′−2 we get (x2t−1, . . . , x2t′−2) ≤ (y2t−1, . . . , y2t′−2). But for
t ≤ i ≤ t′ we have Ri = T − 1 = Si − 2 if i ≡ t (mod 2) and Ri = Si + 2 otherwise.
So for any t ≤ i < t′ we have x2i−1 + x2i = Ri + Ri+1 = Si + Si+1 = y2i−1 + y2i.
By adding we get x2t−1 + · · · + x2t′−2 = y2t−1 + · · · + y2t′−2, which by Lemma 5.5(iii)
implies that (x2t−1, . . . , x2t′−2) = (y2t−1, . . . , y2t′−2). In particular, for t ≤ i < t′ we have
Ri + αi = x2i−1 = y2i−1 = Si + βi and we are done.
Now prove now (ii) for indices s ≤ i < u. Take first s < i < t, i ≡ s + 1 (mod 2)
(when s < t). As noted in the beginning of the proof, in order to prove Ai = min{αi, βi},
it is enough to show that Ai ≥ αi, which will imply Ai = αi. We have αi−1 = 1 by (i)
and Ri−1 = Ri+1 = R. By [B3, Corollary 2.3(i)] Ri+1 − αi = Ri − αi−1, which implies
αi = Ri+1−Ri+αi−1 = Ri+1−Ri+1. So we have to prove that Ai ≥ αi = Ri+1−Ri+1 =
Ri+1 − Si. We use induction on i. Now Ri+1 = R < R+ 1 = Si−1 so Ai = A′i by Lemma
2.14. If A′i = Ri+1 − Si + d[−a1,i+1b1,i−1] then A′i ≥ Ri+1 − Si sowe are done. So we
may assume that 2 ≤ i ≤ n − 2 and A′i = Ri+1 + Ri+2 − Si−1 − Si + d[a1,i−2b1,i+2] =
Ri+2 − Ri + d[a1,i+2b1,i−2]. (We have Si−1 = R + 1 = Ri+1 + 1 and Si = Ri − 1.) We
have Ri+2 − Ri + d[−ai−1,i] ≥ d[−ai−1,i] ≥ Ri−1 − Ri + αi−1 = Ri+1 − Ri + 1 = αi.
Also Ri+2 − Ri + d[−ai+1,i+2] ≥ Ri+1 − Ri + αi+1 ≥ αi. If i > 2 then Ai−2 = αi−2. (If
i > s + 1 it follows from the induction hypothesis; if i = s + 1 it follows from the case
i < s, already discussed.) Thus Ri+2 − Ri + d[a1,i−2b1,i−2] ≥ d[a1,i−2b1,i−2] ≥ Ai−2 =
αi−2 ≥ Ri−1 − Ri+1 + αi = αi. Same happens if i = 2, when d[a1,s−2b1,s−2] = ∞. By
domination principle A′i = Ri+2 − Ri + d[a1,i+2b1,i−2] ≥ αi, as desired. We prove now
that |αi − βi| ≤ 2. We already have βi ≥ Ai = αi so we still need βi ≤ αi + 2. If
i < t − 1 or i = t − 1 and M,N are of the type II or III then Si−1 = Si+1 = R + 1
and βi−1 ≤ 1 so Si+1 − βi = Si − βi−1 ≥ Si − 1, which implies βi ≤ Si+1 − Si + 1 =
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Ri+1 − Ri + 3 = αi + 2. (We have Si+1 = R + 1 = Ri+1 + 1 and Si = Ri − 1.) If
i = t− 1 and we have type I then Ri−1 = Ri+1 = T − 1 so Ri ≡ Ri+1 = T − 1 (mod 2).
Thus Si = Ri + 1 ≡ T = Si+1 − 1 (mod 2). Thus Si+1 − Si is odd which implies
βi ≤ Si+1 − Si = Ri+1 − Ri + 3 = αi + 2. (We have Si+1 = T + 1 = Ri+1 + 2 and
Si = Ri − 1.)
By duality at index n− i (ii) also holds for t′ < i < u with i ≡ u (mod 2). Moreover
at these indices we have Ai = βi = Si+1 − Si + 1 = Ri+1 − Si. Also αi ≥ Ai = βi and
αi ≤ βi + 2.
We are left to prove (ii) for indices t ≤ i < t′ when M,N are of type I. For such
indices we have Ri+αi = Si+βi. If i ≡ t (mod 2) then Si = T +1 = Ri+2 so βi = αi−2
and if i ≡ t + 1 (mod 2) then Si = Ri − 2 so βi = αi + 2. In both cases |αi − βi| = 2.
We use the induction on i to prove that Ai ≥ βi = αi − 2 if i ≡ t (mod 2) and Ai ≥ αi
if i ≡ t+ 1 (mod 2). This will imply Ai = βi resp. Ai = αi.
Take first the case i ≡ t (mod 2). We have to prove that Ai ≥ βi = αi − 2. We have
Ri+1 = Si+1+1 > Si−1 so Ai = min{(Ri+1−Si)/2+e, Ri+1−Si+d[−a1,i+1b1,i−1], Ri+1+
Ri+2−Si−1−Si+d[−a1,ib1,i−2]} = min{(Ri+1−Ri)/2+e−1, Ri+1−Ri+d[−a1,i+1b1,i−1]−
2, Ri+1 − Si−1 + d[−a1,ib1,i−2] − 2}. (We have Si = T + 1 = Ri + 2 = Ri+2 + 2.) If
Ai = (Ri+1 − Ri)/2 + e− 1 then Ai ≥ αi − 1 so we are done. If i > 1 then Ai−1 = αi−1
both if i = t, by the case i < t already studied, and if i > t, by the induction hypothesis,
since i−1 ≡ t+1 (mod 2). Thus Ri+1−Ri+ d[a1,i−1b1,i−1]−2 ≥ Ri+1−Ri+Ai−1−2 =
Ri+1−Ri+αi−1− 2 ≥ αi− 2. (This also holds if i = 1, when d[a1,i−1b1,i−1] =∞.) Since
also Ri+1−Ri+ d[−ai,i+1]− 2 ≥ αi− 2 we have Ri+1−Ri+ d[−a1,i+1b1,i−1]− 2 ≥ αi− 2.
Finally, Ri+1−Si−1+d[−a1,ib1,i−2]−2 ≥ Ri+1−Ri+Ai−1−2 = Ri+1−Ri+αi−1−2 ≥ αi−2.
Take now the case i ≡ t + 1 (mod 2). We have to prove that Ai ≥ αi. Since
Ri+1 = T − 1 < T + 1 = Si−1 we have by Lemma 2.14 Ai = A′i = min{Ri+1 − Si +
d[−a1,i+1b1,i−1], Ri+1+Ri+2−Si−1−Si+d[a1,i+2b1,i−2]} = min{Ri+1−Ri+d[−a1,i+1b1,i−1]+
2, Ri+2 − Ri + d[a1,i+2b1,i−2]}. (We have Si = Ri − 2 and Si−1 = T + 1 = Ri+1 + 2.)
Now Ai−1 = βi−1 = αi−1 − 2 by the induction hypothesis (i − 1 ≡ t (mod 2)). So
Ri+1 − Ri + d[a1,i−1b1,i−1] + 2 ≥ Ri+1 − Ri + Ai−1 + 2 = Ri+1 − Ri + αi−1 ≥ αi. Also
Ri+1−Ri+ d[−ai,i+1]+ 2 ≥ αi+2 > αi so Ri+1−Ri+ d[−a1,i+1b1,i−1]+ 2 ≥ αi. We have
Ri+2−Ri+d[−a1,ib1,i−2] ≥ d[−a1,ib1,i−2] ≥ Si−1−Ri+Ai−1 = Ri+1−Ri+αi−1 ≥ αi. (We
have Si−1 = T+1 = Ri+1+2 and Ai−1 = αi−1−2.) Since also Ri+2−Ri+d[−ai+1,i+2] ≥ αi
(see Remark 1.1) we have Ri+2 − Ri + d[a1,i+2b1,i−2] ≥ αi. So Ai ≥ αi and we are done.
To complete the proof of (ii) we need to show that |αi − βi| ≤ 2 for 1 ≤ i < s
and for u ≤ i < n. If 1 ≤ i < s then αi ≤ βi by (iii) so we still have to prove
that βi ≤ αi + 2. Take first i = s − 1. If s < t or s = t and we have type II or
III then Ss = Rs + 1 so R1 + · · · + Rs + 1 = S1 + · · · + Ss which implies βs ≤ 1
so βs−1 ≤ Ss − Ss−1 + βs ≤ Ss − Ss−1 + 1 = Rs − Rs−1 + 2. If Rs − Rs−1 ≤ 2e then
αs−1 ≥ Rs−Rs−1 so βs−1 ≤ αs−1+2. IfRs−Rs−1 > 2e then Ss−Ss−1 = Rs−Rs−1+1 > 2e
so βs−1 = (Ss−Ss−1)/2+ e = (Rs−Rs−1)/2+ e+1/2 = αs−1+1/2. So we are left with
the case when s = t and we have type I. We have Ss = T + 1 = Rs + 2. Note that if
αs−1 = (Rs−Rs−1)/2+e then βs−1 ≤ (Ss−Ss−1)/2+e = (Rs−Rs−1)/2+e+1 = αs−1+1 so
we are done. Hence we may assume that (Rs−Rs−1)/2+e > αs−1 = Rs−Rs−1+d[−as−1,s].
Assume first that 3 ≤ s ≤ n − 1. We have αs ≥ As = βs. This happens in all cases
s = t < t′, s = t′ < u and s = u; see the proof of Ai = min{αi, βi} in these cases.
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We have αs−1 ≥ Rs − Rs+1 + αs ≥ Rs − Rs+1 + βs ≥ Rs − Rs+1 + Ss−1 − Ss + βs−1 =
Ss−1 − Rs+1 + βs−1 − 2 so if Rs+1 = Rs−1 = Ss−1 we get βs−1 ≤ αs−1 + 2, as claimed.
So we may assume that Rs+1 > Rs−1 = Ss−1. Together with Rs ≥ Rs−2 = Ss−2, this
implies αs−1 = As−1 = As−1 = min{(Rs − Ss−1)/2 + e, Rs − Ss−1 + d[−a1,sb1,s−2]} =
min{(Rs −Rs−1)/2 + e, Rs − Rs−1 + d[−a1,sb1,s−2]}. This also holds if s = 2 or n, i.e. if
s−1 = 1 or n−1. But αs−1 < (Rs−Rs−1)/2+e so Rs−Rs−1+d[−as−1,s] = αs−1 = As−1 =
Rs−Rs−1+d[−a1,sb1,s−2]. Thus d[−as−1,s] = d[−a1,sb1,s−2]. If d[−as−1,s] ≥ d[−bs−1,s] then
βs−1 ≤ Ss−Ss−1+d[−bs−1,s] ≤ Rs−Rs−1+d[−as−1,s]+2 = αs−1+2 so we are done. So we
may assume that d[−bs−1,s] > d[−as−1,s]. If s < n then d[a1,sb1,s] ≥ As = βs ≥ d[−bs−1,s]
and same happens if s = n, when d[a1,sb1,s] = ∞. By the domination principle we get
d[−a1,sb1,s−2] ≥ d[−bs−1,s] > d[−as−1,s]. Contradiction.
So βs−1 ≤ αs−1 + 2. If 1 ≤ i < s is arbitrary then βi ≤ Ss−1 − Si + βs−1 ≤
Rs−1−Ri + αs−1+2. Therefore αi = min{βi, Rs−1−Ri + αs−1} ≥ {βi, βi− 2} = βi− 2,
as claimed.
By duality at index n− i we have βi ≤ αi ≤ βi + 2 for u ≤ i < n.
To complete the proof we have to prove the Ai = 0 part of (i). If s ≤ i < t,
i ≡ s (mod 2) then αi = 1. If t′ <≤ i < u, i ≡ u − 1 (mod 2) then βi = 1. If M,N
are of type II and t ≤ i < t′ then αi = βi = 1. So if S1 + · · ·+ Si = R1 + · · · + Ri + 1
then αi = βi = 0 can only happen if M,N are of type II and i = t. In this case note
that Rt+1 − Rt = (S − 1) − R = S − (R + 1) = St+1 − St so we have αt = βt = 0 iff
S − R− 1 = Rt+1 −Rt = St+1 − St = −2e.
We have to prove that Ai = min{(Ri+1−Si)/2+e, Ri+1−Si+d[−a1,i+1b1,i−1], Ri+1+
Ri+2 − Si−1 − Si + d[a1,i+2b1,i−2]} ≥ 0. To do this we will show that Ri+1 − Si ≥ −2e so
(Ri+1 − Si)/2 + e ≥ 0, Ri+1 − Si + d[−a1,i+1b1,i−1] ≥ 0 and Ri+1 + Ri+2 ≥ Si−1 + Si so
Ri+1 +Ri+2 − Si−1 − Si + d[a1,i+2b1,i−2] ≥ Ri+1 +Ri+2 − Si−1 − Si ≥ 0.
If s ≤ i < t, i ≡ s (mod 2) then Ri+1 = Si+1 + 1 and Ri = Ri+2 = R = Si − 1 so
Ri+1 + Ri+2 = Si + Si+1 ≥ Si−1 + Si and Ri+1 − Si = Si+1 − Si + 1 ≥ −2e + 1. Also
i+1 ≡ s+1 (mod 2) so, as proved above, we have Ai+1 = αi+1 = Ri+2−Ri+1+1, which
implies Ri+1 − Si + d[a1,i+1b1,i+1] ≥ Ri+1 − Si + Ai+1 = Ri+2 − Si + 1 = 0. Since also
Ri+1−Si+d[−bi,i+1] ≥ Ri+1−Si+1+βi = 1+βi > 0 we have Ri+1−Si+d[−a1,i+1b1,i−1] ≥ 0.
The case t′ < i < u follows by duality at index n− i.
If M,N are of type II and t ≤ i < t′ then Ri+1 = Si = T so Ri+1 − Si = 0 > −2e
and Ri+1 − Si + d[−a1,i+1b1,i−1] = d[−a1,i+1b1,i−1] ≥ 0. We have Si−1 ≤ Si+1 ≤ T + 1
and we cannot have equality since this would imply Si − Si−1 = T − (T + 1) = −1. So
Si−1 ≤ T . Similarly Ri+2 ≥ Ri ≥ T − 1 and we cannot have equality since this would
imply Ri+2−Ri+1 = (T−1)−T = −1. So Ri+2 ≥ T . Hence Ri+1+Ri+2 ≥ 2T ≥ Si−1+Si.
Finally, consider the case whenM,N are of type III, i = t and S−R−1 = Rt+1−Rt =
St+1−St ≥ 2−2e so αt = βt = 1 and S−R ≥ 3−2e. Hence Rt+1−St = (S−1)−(R+1) ≥
1− 2e. We have Rt+2 ≥ St+2 ≥ St (Rt+2 = St+2 + 1 if t + 1 = t′ < u and Rt+2 = St+2 if
t + 1 = u) and Rt+1 ≥ Rt−1 ≥ St−1 (Rt−1 = St−1 + 1 if s < t and Rt−1 = St−1 if s = t).
Thus Rt+1+Rt+2 ≥ St−1+St. Now both when s < t and when s = t we have At−1 = αt−1
so Rt+1 − St + d[a1,t−1b1,t−1] ≥ Rt+1 − St + αt−1 ≥ Rt − St + αt = R − (R + 1) + 1 = 0.
(Same happens if t = 1, when d[a1,t−1b1,t−1] = ∞.) Since also Rt+1 − St + d[−at,t+1] ≥
Rt − St + αt = 0 we have Rt+1 − St + d[−a1,t+1b1,t−1] ≥ 0. 
61
6.10 Remark Note that it is possible that the pair M,N is both of type II and III.
More precisely ifM,N are of type II and t′ = t+1 they are also of type III. Also ifM,N
are of type III and S − R = 2 then they are also of type II.
If M,N are both of type II and III we say they are of type II/III. In general, unless
otherwise specified, the case II/III will be treated as case II. So if M,N are of the type
III we will assume that S −R 6= 2. Thus Rt+1 −Rt = St+1 − St = S −R− 1 6= 1. Since
α1, β1 ≤ 1, this implies that S −R− 1 is ≤ 0 and even, i.e. S −R is ≤ 1 and odd.
We now to see what the parities of Ri’s and Si’s are for indices s ≤ i ≤ u when we
have each of the three types.
Lemma 6.11 (i) If M,N are of type I then Ss ≡ . . . ≡ St−1 ≡ T (mod 2) and St ≡
. . . ≡ Su ≡ T +1 (mod 2). Also Rs ≡ . . . ≡ Rt′ ≡ T −1 (mod 2) and Rt′+1 ≡ . . . ≡ Ru ≡
T (mod 2). In particular, if s < t then St − St−1 is odd and if t′ < u then Rt′+1 −Rt′ is
odd.
(ii) If M,N are of type II then Ss ≡ . . . ≡ St′−1 ≡ T (mod 2) and St′ ≡ . . . ≡ Su ≡
T +1 (mod 2). Also Rs ≡ . . . ≡ Rt ≡ T −1 (mod 2) and Rt+1 ≡ . . . ≡ Ru ≡ T (mod 2).
(iii) If M,N are of type III (but not II/III) then Ss ≡ . . . ≡ Su ≡ S (mod 2) and
Rs ≡ . . . ≡ Ru ≡ R (mod 2).
Proof.We will use Lemma 6.6(i). Recall that s ≡ t (mod 2) and t′ ≡ u (mod 2).
Moreover, if the type is I then t ≡ t′ (mod 2) while if the type is III then t′ = t+ 1.
(i) We have St = Su = T + 1 so St ≡ . . . ≡ Su ≡ T + 1 (mod 2) and, if s < t,
Ss = St−2 = T so Ss ≡ . . . ≡ St−2 ≡ T (mod 2). We are left to prove that if s < t then
St−1 ≡ T (mod 2). We have Rt−2 = Rt = T − 1 so Rt−1 ≡ Rt = T − 1 (mod 2). Thus
St−1 = Rt−1 − 1 ≡ T (mod 2).
(ii) We have Ss = St = T so Ss ≡ . . . ≡ St ≡ T = St+1 = . . . = St′−1 (mod 2) and
St′ = Su so St′ ≡ . . . ≡ Su = T + 1 (mod 2).
(iii) We have Ss = St = R + 1 so Ss ≡ . . . ≡ St ≡ R + 1 ≡ S (mod 2) and St+1 =
Su = S so St+1 ≡ . . . ≡ Su ≡ S (mod 2). (Recall S −R is odd so R + 1 ≡ S (mod 2).)
The parts of (i)-(iii) regarding the parities of Ri’s are similar. They follow by duality.

6.12 Note that, as seen from the proof of Lemma 6.9, we have αi = 1 if s ≤ i < t,
i ≡ s (mod 2) and βi = 1 for t′ < i < u, i ≡ t′ + 1 (mod 2). (Not merely αi ≤ 1 resp.
βi ≤ 1, as stated by Lemma 6.9(i).)
Also note that for s < i < t, i ≡ s+ 1 (mod 2) we have αi−1 = 1 > 0 so Ri −Ri−1 ≥
2− 2e. Since Ri−1 = Ri+1 = R we get Ri+1−Ri ≤ 2e− 2. Similarly, by duality at index
n− i, we have Si+1 − Si ≤ 2e− 2 for t′ ≤ i < u, i ≡ t′ (mod 2).
6.13 Let’s see how we apply Lemma 6.9(ii), namely when is Ai = αi and when Ai = βi.
If i < s then Ai = αi. If i ≥ u then Ai = βi.
If s < i < t, i ≡ s + 1 (mod 2) then Ai = αi = Ri+1 − Ri + 1. If t′ ≤ i < u,
i ≡ u (mod 2) we have Ai = βi = Si+1 − Si + 1.
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If M,N are of type I and t ≤ i < t′ then Ri + αi = Si + βi. If i ≡ t (mod 2) then
Si = T +1 = Ri +2 so αi = βi+2. If i ≡ t+1 (mod 2) then Ri = Si +2 so βi = αi+2.
Therefore Ai = βi = αi − 2 if i ≡ t (mod 2) and Ai = αi = βi − 2 if i ≡ t + 1 (mod 2).
6.14 We claim that for s ≤ i ≤ t we have Ri ≤ R. Indeed if i ≡ s (mod 2) then Ri = R
and if i ≡ s + 1 (mod 2) then αi−1 = 1 so Ri − Ri−1 ≤ 1. But we cannot have equality
because this would imply Ri+i −Ri = Ri−1 −Ri = −1. (We have Ri+1 = Ri−1 = R.) So
Ri −Ri−1 ≤ 0 i.e. Ri ≤ Ri−1 = R.
By duality at index n− i+ 1 we have the similar result, Si ≥ S for t′ ≤ i ≤ u.
6.15 We prove that for s ≤ i < u we have Si+1−Si ≤ 2e+1 with equality iff M,N are
of type I, s < t, i = t− 1 and St−1 = T − 2e.
We have St′ = Su = S so Si+1 − Si ≤ 2e holds for t′ ≤ i < u by Lemma 6.6(i).
Regarding indices t ≤ i < t′: if we have type I then St = St′ = T + 1 so Si+1 − Si ≤ 2e
holds for t ≤ i < t′; if we have type II then the sequence St, . . . , St′ is T, . . . , T, T + 1 so
Si+1−Si ≤ 1 < 2e holds for t ≤ i < t′; if we have type III then βt ≤ 1 so St+1−St ≤ 1 <
2e. If we have type II or III then Ss = St = R + 1 so, by Lemma 6.6(i), Si+1 − Si ≤ 2e
holds for s ≤ i < t. If the type is I then Ss = St−2 = R + 1 = T so Si+1 − Si ≤ 2e only
holds for s ≤ i < t− 2. So we are left with the cases i = t− 2 and t− 1. If s ≤ i = t− 2
then St−1−St ≤ 2e follows from βt−2 ≤ 1. If s < i = t− 1 then St = T +1 = St−2+1 so
St − St−1 = 1− (St−1 − St−2) ≥ 2e+ 1 with equality when St−1 = St − 2e− 1 = T − 2e.
By duality at index n−i we have the similarly result, Ri+1−Ri ≤ 2e+1 for s ≤ i < u
with equality iff M,N are of type I, t′ < u, i = t′ and Rt′+1 = T + 2e.
6.16 If S1 + · · ·+ Si 6= R1 + · · ·+ Ri + 1 then either βi ≥ αi ≥ βi − 2 and Ai = αi or
αi ≥ βi ≥ αi−2 and Ai = βi. In the first case αi ≥ d[a1,ib1,i] ≥ Ai = αi so d[a1,ib1,i] = αi.
Moreover, if K ∼=≺ c1, . . . , ck ≻ is a third lattice, 0 ≤ j ≤ k and ε ∈ F˙ then
d[εa1,ic1,j] ≤ αi = d[a1,ib1,i] so by the domination principle we have d[εa1,ic1,j ] =
min{d[εb1,ic1,j ], d[a1,ib1,i]} = min{d[εb1,ic1,j], αi}. Since also αi ≥ βi − 2 ≥ d[εb1,ic1,j]− 2
we have d[εb1,ic1,j] ≥ d[εa1,ic1,j] ≥ d[εb1,ic1,j ] − 2. In particular, if j = 0 we get
d[εa1,i] = min{d[εb1,i], αi} and d[εb1,i] ≥ d[εa1,i] ≥ d[εb1,i]− 2.
Similarly, when Ai = βi and αi ≥ βi ≥ αi − 2, we have the dual relations d[a1,ib1,i] =
βi, d[εb1,ic1,j] = min{d[εa1,ic1,j], βi} and d[εa1,ic1,j] ≥ d[εb1,ic1,j] ≥ d[εa1,ic1,j ] − 2. Also
d[εb1,i] = min{d[εa1,i], βi} and d[εa1,i] ≥ d[εb1,i] ≥ d[εa1,i]− 2.
7 Reduction to the case nM = nN
In this section we use the notations from §4 for the lattices M,N,K. Given M,K two
lattices on the same quadratic space s.t. K ≤ M and nK ⊂ nM , we will show that
there is N ⊂ M s.t. K ≤ N . This reduces the proof to the case nM = nK. Indeed
K ≤M , more precisely the condition (i) of the main theorem, implies by Lemma 5.5(i)
that ord volM = R1 + · · ·+ Rn ≤ T1 + · · ·+ Tn = ord volK. Suppose that our theorem
is not true and let M,K be two lattices s.t. K ≤ M but K 6→−M and, moreover, M,K
with this property are s.t. ord volK − ord volM is minimal. Assume that nK ⊂ nM .
Let N ⊂ M s.t. K ≤ N . We have ord volK − ord volN < ord volK − ord volM . By
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the minimality of ord volK − ord volM we have K→−N , which, together with N ⊂ M
implies K→−M . Contradiction. Thus nK = nM .
Lemma 7.1 Let L be a lattice with Ri(L) = Ri. Let L
′ = {x ∈ L | x not a norm
generator}. If R2 − R1 6= −2e then L′ is a lattice and [L : L′] = p.
Also R2 −R1 > −2e if and only if sL ⊂ 12nL.
Proof.We have ord nL = R1 and by [B1, Corollary 4.4(iv)] ord sL = min{R1, (R1 +
R2)/2}. Hence sL ⊂ 12nL iff min{R1, (R1+R2)/2} > R1−e, i.e. iff (R1+R2)/2 > R1−e,
which is equivalent to R2 −R1 > −2e
Since nL = pR1 we have x ∈ L′ iff x ∈ L and ordQ(x) > R1. Obviously if x ∈ L′
and α ∈ O then αx ∈ L′. So we still have to prove that if x, y ∈ L′ then x + y ∈ L′.
Suppose the contrary, i.e. that there are x, y ∈ L′ s.t. x + y ∈ L \ L′. This means
ordQ(x), ordQ(y) > R1 and ordQ(x+y) = R1. By [B1, Lemma 3.19] we haveOx+Oy ∼=
piR1−eA(0, 0) and so piR1−eA(0, 0)→−L. But this is impossible since sL ⊂ pR1−e.
Let x1 ∈ L be a norm generator. We have x1 ∈ L \ L′ but pix1 ∈ L′. In order to
prove that [L : L′] = p it is enough to prove that L = L′ + Ox1. Let x ∈ L. If x ∈ L′
then x ∈ L′ + Ox1 and we are done. If x ∈ L \ L′ then x is a norm generator of L
and so ordQ(x) = R1 = ordQ(x1). Thus Q(x)/Q(x1) ∈ O× and so there is α ∈ O×
s.t. −Q(x)/Q(x1) ≡ α2(mod p). It follows that ord (Q(x)/Q(x1) + α2) > 0 and so
ord (Q(x) + α2Q(x1)) > ordQ(x1) = R1. On the other hand B(x, x1) ∈ sL ⊂ pR1−e
so ord 2αB(x, x1) = ordB(x, x1) + e > R1. Together with ord (Q(x) + α
2Q(x1)) > R1,
this implies that ordQ(x− αx1) = ord (Q(x) + α2Q(x1)− 2αB(x, x1)) > R1. Therefore
x− αx1 ∈ L′. It follows that x = (x− αx1) + αx1 ∈ L′ +Ox1. 
7.1 The case R2 −R1 > −2e
Suppose first that nM ⊃ 2sM , i.e. that R2 − R1 > −2e. By Lemma 7.1 M ′ := {x ∈
M |x not a norm generator} is a lattice and we have [M : M ′] = p. We will take N = M ′.
We have nN ⊂ nM , so S1 > R1 and [M : N ] = p so M,N satisfy Lemmas 6.7 and 6.9
with s = 1. In particular, t is odd. Also if we have type I then t′ and u are odd and if
we have type III then t′ = t + 1 and u are even.
Lemma 7.2 If M,N are as above then:
(i) If M,N are of type I then S1 + · · · + Si is ≡ iT (mod 2) if i < t and it is
≡ i(T + 1) (mod 2) if t ≤ i ≤ u. Also R1 + · · ·+Ri is ≡ i(T − 1) (mod 2) if i ≤ t′ and
it is ≡ iT − 1 (mod 2) if t ≤ i ≤ u.
(ii) If M,N are of type II then S1 + · · · + Si is ≡ iT (mod 2) if i < t′ and it is
≡ i(T + 1) + t′ − 1 (mod 2) if t′ ≤ i ≤ u. Also R1 + · · ·+ Ri is ≡ i(T − 1) (mod 2) if
i ≤ t and it is ≡ iT − 1 (mod 2) if t < i ≤ u.
(iii) If M,N are of type III then S1 + · · · + Si ≡ iS (mod 2) and R1 + · · · + Ri ≡
iR (mod 2) for any 1 ≤ i ≤ u.
Proof.We use Lemma 6.11 for the parities of Ri’s and Si’s.
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(i) We have Sj ≡ T (mod 2) for 1 ≤ j < t so S1 + · · ·+ Si ≡ iT (mod 2) for i < t.
In particular, S1+ · · ·+ St−1 is even (t is odd). If t ≤ j ≤ u then Sj ≡ T + 1 (mod 2) so
for t ≤ i ≤ u we have St + · · ·+ Si ≡ (i− t + 1)(T + 1) ≡ i(T + 1) (mod 2). Since also
S1 + · · ·+ St−1 is even we get S1 + · · ·+ Si ≡ i(T + 1) (mod 2).
Similarly we have R1 + · · · + Ri ≡ i(T − 1) (mod 2) for i ≤ t′. In particular,
R1 + · · · + Rt′ ≡ T − 1 (mod 2) (t′ is odd.) If t′ < i ≤ u then Rt′+1 + · · · + Ri ≡
(i− t′)T ≡ (i− 1)T (mod 2). Together with R1+ · · ·+Rt′ ≡ T − 1 (mod 2), this implies
R1 + · · ·+Ri ≡ T − 1 + (i− 1)T = iT − 1 (mod 2).
(ii) We have S1 + · · ·+ Si ≡ iT (mod 2) for i < t′. In particular, S1 + · · ·+ St′−1 ≡
(t′ − 1)T (mod 2). If t′ ≤ i ≤ u then St′ + · · · + Si ≡ (i − t′ + 1)(T + 1) (mod 2) so
S1 + · · ·+ Si ≡ (t′ − 1)T + (i− t′ + 1)(T + 1) ≡ i(T + 1) + t′ − 1 (mod 2).
We have R1 + · · ·+ Ri ≡ i(T − 1) (mod 2) for i ≤ t. In particular, R1 + · · ·+ Rt ≡
T −1 (mod 2) (t is odd). If t < i ≤ u then Rt+1+ · · ·+Ri ≡ (i− t)T ≡ (i−1)T (mod 2)
so R1 + · · ·+Ri ≡ T − 1 + (i− 1)T = iT − 1 (mod 2).
(iii) Follows trivially from Lemma 6.11(iii). 
Lemma 7.3 (i) If i < j and Ri + αi = Rj + αj then Ri ≡ . . . ≡ Rj (mod 2) and
αi ≡ . . . ≡ αj (mod 2). Also for any i ≤ k ≤ j we have Rk+1 −Rk ≤ 2e and αk ≤ 2e.
(ii) If i < j and −Ri+1 + αi = −Rj+1 + αj then Ri+1 ≡ . . . ≡ Rj+1 (mod 2) and
αi ≡ . . . ≡ αj (mod 2). Also for any i ≤ k ≤ j we have Rk+1 −Rk ≤ 2e and αk ≤ 2e.
Proof.(i) Note that the sequence (Rk+αk) is increasing so Ri+αi = Rj+αj implies
Ri + αi = Ri+1 + αi+1 = . . . = Rj + αj . Hence the statements Ri ≡ . . . ≡ Rj (mod 2)
and αi ≡ . . . ≡ αj (mod 2) are equivalent so we only have to prove one of them. Also
Rk+1 − Rk ≤ 2e is equivalent to αk ≤ 2e by [B1, Corollary 2.8(ii)].
Take first the case when i = k, j = k + 1. If αk < (Rk+1 − Rk)/2 + e and αk+1 <
(Rk+2 − Rk+1)/2 + e then both αk and αk+1 are odd and < 2e so we are done. If
αk = (Rk+1 − Rk)/2 + e then (Rk + Rk+1)/2 + e = Rk + αk = Rk+1 + αk+1 so αk+1 =
e− (Rk+1 −Rk)/2. But Rk+1 −Rk ≥ −2e ao αk+1 ≤ 2e. We have e− (Rk+1 −Rk)/2 =
αk+1 ≥ 0 so Rk+1−Rk ≤ 2e. Also Rk+1−Rk cannot be odd since this would imply that
αk = Rk+1−Rk 6= (Rk+1−Rk)/2+e. Thus Rk ≡ Rk+1 (mod 2) and we are done. Finally,
if αk < (Rk+1 − Rk)/2 + e and αk+1 = (Rk+2 − Rk+1)/2 + e then (Rk + Rk+1)/2 + e >
Rk + αk = Rk+1 + αk+1 = (Rk+1 +Rk+2)/2 + e so Rk > Rk+2. Contradiction.
For the general case we just note that Ri+αi = Ri+1+αi+1,. . . ,Rj−1+αj−1 = Rj+αj
so we can apply the case above for k = i, i+ 1, . . . , j − 1.
(ii) follows by applying (i) to the dual lattice with i, j replaced by n− j and n− i. 
Lemma 7.4 Let 1 ≤ i ≤ j ≤ n, i ≡ j (mod 2). If Ri = Rj then:
(i) If j < n then d[(−1)(j−i+2)/2ai,j+1] ≥ Rj − Rj+1 + αj.
(ii) If i > 1 then d[(−1)(j−i+2)/2ai−1,j] ≥ Ri−1 − Ri + αi−1.
(iii) If i < j then d[(−1)(j−i)/2ai,j−1] = Rj−2−Rj−1+αj−2 = αj−1 and d[(−1)(j−i)/2ai+1,j] =
Ri+1 −Ri+2 + αi+1 = αi.
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Proof.(i) Since Ri = Rj we have Ri = Ri+2 = . . . = Rj . For any i ≤ k ≤ j, k ≡ i (mod 2)
we have Rk = Rj so d[−ak,k+1] ≥ Rk − Rk+1 + αk = Rj − Rk+1 + αk ≥ Rj − Rj+1 + αj .
By the domination principle we have d[(−1)(j−i+2)/2ai,j+1] ≥ Rj −Rj+1 + αj.
(ii) follows from (i) applied to the dual lattice with i, j replaced by n−j+1, n− i+1.
(iii) We have Rj−2 = Rj and Ri = Ri+2 so Rj−2+αj−2 = Rj−1+αj−1 and−Ri+1+αi =
−Ri+2 + αi+1 by [B3, Corollary 2.3(i)]. Since Ri = Rj−2 and Ri+2 = Rj we can use
(i) and (ii) and we get αj−1 ≥ d[(−1)(j−i)/2ai,j−1] ≥ Rj−2 − Rj−1 + αj−2 = αj−1 and
αi ≥ d[(−1)(j−i)/2ai+1,j] ≥ Ri+1 − Ri+2 + αi+1 = αi and we are done. 
Lemma 7.5 If 1 ≤ i ≤ j < n, i ≡ j (mod 2), Ri = R and Rj+1 = R − 2e then
d[(−1)(j−i+2)/2ai,j+1] ≥ 2e, ≺ a1, . . . , ai+1 ≻ is an orthogonal sum of copies of 12piRA(0, 0)
and 1
2
piRA(2, 2ρ) and [a1, . . . , ai+1] ∼= H ⊥ · · · ⊥ H or H ⊥ · · · ⊥ H ⊥ [piR,−∆piR], where
H is the hyperbolic plane.
(Equivalently, [a1, . . . , ai+1] ∼= H ⊥ · · · ⊥ H ⊥ [piR,−ηpiR], where η ∈ {1,∆}.)
Proof.We have R = Ri ≤ Rj ≤ Rj+1 + 2e = R so Ri = Rj = R. By Lemma 7.4(i)
we get d[(−1)(j−i+2)/2ai,j+1] ≥ Rj − Rj+1 + αj. But Rj+1 − Rj = −2e so αj = 0 and
Rj − Rj+1 + αj = 2e. Thus d[(−1)(j−i+2)/2ai,j+1] ≥ 2e.
Since Ri = Rj = R we have Ri = Ri+2 = . . . = Rj = R. Now R − 2e = Ri − 2e ≤
Ri+1 ≤ Rj+1 = R − 2e so Ri+1 = Ri+3 = . . . = Rj+1 = R − 2e. Hence for any
i < l < j, l ≡ i + 1 (mod 2) we have Rl = R − 2e < R = Rl+1 so we have the splitting
≺ ai, . . . , aj+1 ≻∼=≺ ai, ai+1 ≻⊥ · · · ⊥≺ aj , aj+1 ≻.
For any i ≤ l ≤ j, l ≡ i (mod 2) we have Rl+1 − Rl = R − 2e− R = −2e. It follows
that al+1/ai ∈ −14O×F˙ 2 or −∆4O×F˙ 2, which implies that, up to scalling, ≺ al, al+1 ≻
is isometric to A(0, 0) or A(2, 2ρ). But ord n ≺ al, al+1 ≻= Rl = R so ≺ al, al+1 ≻∼=
1
2
piRA(0, 0) or 1
2
piRA(2, 2ρ). Therefore ≺ ai, . . . , ai+1 ≻∼=≺ ai, ai+1 ≻⊥ · · · ⊥≺ aj, aj+1 ≻
is an orthogonal sum of copies of 1
2
piRA(0, 0) and 1
2
piRA(2, 2ρ).
Since A(2, 2ρ) ⊥ A(2, 2ρ) ∼= A(0, 0) ⊥ A(0, 0) we have≺ ai, . . . , aj+1 ≻∼= 12piRA(0, 0) ⊥
· · · ⊥ 1
2
piRA(0, 0) or 1
2
piRA(0, 0) ⊥ · · · ⊥ 1
2
piRA(0, 0) ⊥ 1
2
piRA(2, 2ρ). Since the underlying
quadratic spaces corresponding to 1
2
piRA(0, 0) and 1
2
piRA(2, 2ρ) are H and [piR,−∆piR]
we have [ai, . . . , ai+1] ∼= H ⊥ · · · ⊥ H or H ⊥ · · · ⊥ H ⊥ [piR,−∆piR].
Finally, note that H ∼= [piR,−piR] so [ai, . . . , ai+1] ∼= H ⊥ · · · ⊥ H ⊥ [piR,−ηpiR],
where η ∈ {1,∆}. 
Lemma 7.6 Suppose that M,N are of type I. Then for any 1 < i ≤ u + 1 even we
have d[(−1)i/2b1,i] ≥ Si−1 − Si + βi−1. If 1 < i < u is even then d[(−1)i/2b1,i] = βi if
Si+1 − Si ≤ 2e and d[(−1)i/2b1,i] ≥ 2e if Si+1 − Si = 2e + 1.
Proof.Let 1 < i ≤ u + 1 be even. If i ≤ t − 3 then S1 = Si+1 = T so we can apply
Lemma 7.4(iii) and we get d[(−1)i/2b1,i] = Si−1 − Si + βi−1 = βi and we are done.
For i = t−1 note that S1 = St−2 = T so by Lemma 7.4(i) we have d[(−1)(t−1)/2b1,t−1] ≥
St−2−St−1+βt−2. Now βt−2 ≤ 1 by Lemma 6.9(i). If T +1−St−1 = St−St−1 < 2e+1,
i.e. if St−1 > T − 2e then St−1 − St−2 = St−1 − T > −2e so βt−2 6= 0 so βt−2 = 1 and so
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St−2−St−1+βt−2 = T−St−1+1. Also St−St−1 is odd and < 2e+1 so βt−1 = St−St−1 =
T+1−St−1 = St−2−St−1+βt−2. Therefore βt−1 ≥ d[(−1)(t−1)/2b1,t−1] ≥ St−2−St−1+βt−2
implies d[(−1)(t−1)/2b1,t−1] = βt−1, as claimed. If St−St−1 = 2e+1, i.e. if St−1 = T − 2e
then St−1 − St−2 = −2e so βt−2 = 0 and St−2 − St−1 + βt−2 = 2e. Hence in this case
d[(−1)(t−1)/2b1,t−1] ≥ 2e.
Suppose now that t < i ≤ u+1. Then St = Si−1 = T +1 so by Lemma 7.4(i) we have
d[(−1)(i−t+1)/2bt,i] ≥ Si−1 − Si + βi−1. In order to prove d[(−1)i/2b1,i] ≥ Si−1 − Si + βi−1
we still need to show that d[(−1)(t−1)/2b1,t−1] ≥ Si−1 − Si + βi−1. But, as seen above,
d[(−1)(t−1)/2b1,t−1] is = βt−1 or ≥ 2e so it is enough to prove that βt−1, 2e ≥ Si−1 − Si +
βi−1. We have St = Si−1 = T + 1 so βt−1 ≥ St − Si + βi−1 = Si−1 − Si + βi−1 and
βi−1 ≤ (Si− Si−1)/2+ e so Si−1− Si + βi−1 ≤ e− (Si− Si−1)/2 ≤ e− (−2e)/2 = 2e and
we are done.
Finally, note that if t < i < u then Si−1 = Si+1 = T + 1 so Si−1 + βi−1 = Si + βi
and Si−1 − Si + βi−1 = βi. Therefore βi ≥ d[(−1)i/2b1,i] ≥ Si−1 − Si + βi−1 implies
d[(−1)i/2b1,i] = βi. 
Lemma 7.7 If M,N are of type I and t < i ≤ u + 1 is even then d[(−1)i/2a1,i] ≥
Ri−1 −Ri + 2. (If u = n we ignore the case i = u+ 1.)
Proof.Let t < i < u be even. If t′ < i < u then Si ≥ S = T +1 by 6.14 so Ri = Si+1 ≥
T + 2 so Ri−1 − Ri + 2 = T − Ri + 2 ≤ 0 ≤ d[(−1)i/2a1,i] so we are done. Similarly,
if i = u + 1 and t′ < u then Ru+1 ≥ Ru−1 = Su−1 + 1 ≥ T + 2 so Ru − Ru+1 + 2 =
T − Ru+1 + 2 ≤ 0 ≤ d[(−1)(u+1)/2a1,u+1] and we are done. Thus we may assume that
t < i < t′ or i = u+ 1 and t′ = u.
In the first case Ri−1 = T − 1 = R1 so by Lemma 7.4(i) we have d[(−1)i/2a1,i] ≥
Ri−1 −Ri + αi−1. But i− 1 is odd so αi−1 = βi−1 + 2 ≥ 2 (see 6.13.) so d[(−1)i/2a1,i] ≥
Ri−1 −Ri + 2.
In the second case Su+1 = Ru+1 and, since t
′ = u, we have Su = T + 1 = Ru + 2
so Ru − Ru+1 + 2 = Su − Su+1. By Lemma 7.4(i) we have d[(−1)(u+1)/2b1,u+1] ≥ Su −
Su+1+ βu ≥ Su− Su+1. Since also Au+1 = βu+1 or u+ 1 = n (see 6.13.) we have by 6.16
d[(−1)(u+1)/2a1,u+1] ≥ d[(−1)(u+1)/2b1,u+1] ≥ Su − Su+1 = Ru − Ru+1 + 2. 
Lemma 7.8 If M,N are of type III (but not II/III) then for any t < i ≤ u even we
have d[(−1)i/2a1,i] = d[(−1)i/2b1,i] = R − S + 2. Also αt = βt = 1 and S − R ≥ 3 − 2e.
(In particular, the exceptional case αi = βi = 0 from Lemma 6.9(i) does not occur.)
Proof.We note that Rt = R1 = R and Rt+1 ≥ R2 so S−R−1 = St+1−St = Rt+1−Rt ≥
R2 − R1 > −2e. So αt, βt > 0, which, together with αi, βi ≤ 1 (Lemma 6.9(i)), implies
αt = βt = 1. Also S − R− 1 = Rt+1 −Rt ≥ 2− 2e so S −R ≥ 3− 2e.
Take first i = t + 1. By Lemma 6.9(i) we have At = 0. Since Rt+1 − St = (S −
1) − (R + 1) > −2e we have (Rt+1 − St)/2 + e > 0 = At. Suppose 0 = At = Rt+1 +
Rt+2 − St−1 − St + d[a1,t+2b1,t−2] ≥ Rt+1 + Rt+2 − St−1 − St. But Rt+2 ≥ St+2 ≥ St.
(We have Rt+2 = St+2 + 1 if t + 1 = t
′ < u and Rt+2 = St+2 if t + 1 = u.) Also
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Rt+1 ≥ Rt−1 = St−1+1 > St−1 and so Rt+1+Rt+2 > St−1+St. Contradiction. It follows
that 0 = At = Rt+1−St+d[−a1,t+1b1,t−1] so d[−a1,t+1b1,t−1] = St−Rt+1 = R−S+2. Now
S1 = St−2 = R+1 so by Lemma 7.4(i) we have d[(−1)(t−1)/2b1,t−1] ≥ St−2−St−1+βt−2 ≥
St−2−St−1 ≥ R−S+3. (We have St−2 = R+1 and St−1 = Rt−1−1 ≤ Rt+1−1 = S−2.)
Note that this inequality holds also if t = 1, when d[(−1)(t−1)/2b1,t−1] = ∞. Together
with d[−a1,t+1b1,t−1] = R−S+2, this implies d[(−1)(t+1)/2a1,t+1] = R−S+2, as claimed.
Now if t + 1 < i ≤ u is even then Rt+3 = Ri = S − 1 so by Lemma 7.4(ii) we have
d[(−1)(i−t−1)/2at+2,i] ≥ Rt+2−Rt+3+αt+2 ≥ R−S+3. (We have αt+2 ≥ 0, Rt+3 = S−1
and Rt+2 = St+2 + 1 ≥ St + 1 = R + 2.) Together with d[(−1)(t+1)/2a1,t+1] = R− S + 2,
this implies d[(−1)i/2a1,i] = R− S + 2, as claimed.
Finally, note that Ai = βi or i = n (both when t < i < u, i even, and when i = u; see
6.13). By 6.16 we have d[(−1)i/2b1,i] = min{d[(−1)i/2a1,i], βi}. (βi is ignored if i = n.)
So in order to prove that d[(−1)i/2b1,i] = R − S + 2 we still need βi ≥ R − S + 2 (when
i < n). If Si+1−Si ≥ 2e then βi ≥ 2e > R−S +2. If Si+1−Si < 2e then βi ≥ Si+1−Si
and if Si+1 − Si is even then βi ≥ Si+1 − Si + 1. But Si+1 ≥ St = R + 1 and Si = S so
Si+1−Si ≥ R−S+1. If Si+1−Si = R−S+1 then, since R−S+1 is even (see Remark
6.10.), we have βi ≥ Si+1−Si+1 = R−S+2. Otherwise βi ≥ Si+1−Si ≥ R−S+2. 
Lemma 7.9 Suppose that nM ⊃ 2sM , i.e. R2 −R1 > −2e, K ≤M and nK ⊂ nM . If
N := M ′, as defined above, then K ≤ N .
Proof.The condition nK ⊂ nM simply means T1 > R1 = R, i.e. T1 ≥ R + 1. If M,N
are in the case I or II this means T1 ≥ T . We now prove 2.1(i)-(iv) for N,K.
Proof of 2.1(i)We must prove that for any 1 ≤ i ≤ n we have Si > Ti or Ti−1+Ti ≥
Si + Si+1. There are several cases:
1. 1 ≤ i < t. If i is odd then Si = R + 1 ≤ T1 ≤ Ti and we are done.
If i is even and Si > Ti then also Ri = Si + 1 > Ti so Ti−1 + Ti ≥ Ri + Ri+1. Unless
M,N have type I and i = t − 1, we have Ri = Si + 1 and Ri+1 = R = Si+1 − 1 so
Si + Si+1 = Ri + Ri+1 ≤ Ti−1 + Ti. In the exceptional case we have Si = Ri − 1 and
Si+1 = T + 1 = Ri+1 + 2 so Si + Si+1 = Ri + Ri+1 + 1 so the only possibility for (i)
to fail is to have Ti−1 + Ti = Ri + Ri+1 = Si + Si+1 − 1. Suppose this happens so we
have type I, Tt−1 < St−1 = Rt−1 − 1, i.e. Tt−1 ≤ Rt−1 − 2, and Tt−2 + Tt−1 = Rt−1 +Rt.
We have Tt−2 > Rt so Ct−1 = C
′
t−1 by Lemma 2.14. Hence Rt − Rt−1 + 1 = αt−1 ≥
Ct−1 = C
′
t−1 = min{Rt − Tt−1 + d[−a1,tc1,t−2], Rt + Rt+1 − Tt−2 − Tt−1 + d[a1,t+1c1,t−3]}.
But Tt−1 ≤ Rt−1 − 2 so Rt − Tt−1 + d[−a1,tc1,t−2] ≥ Rt − Tt−1 ≥ Rt − Rt−1 + 2. Hence
Rt −Rt−1 + 1 ≥ Rt +Rt+1 − Tt−2 − Tt−1 + d[a1,t+1c1,t−3] = Rt+1 − Rt−1 + d[a1,t+1c1,t−3].
(We have Tt−2 + Tt−1 = Rt−1 +Rt.) Thus Rt −Rt+1+ 1 ≥ d[a1,t+1c1,t−3]. By Lemma 7.7
we have d[(−1)(t+1)/2a1,t+1] ≥ Rt −Rt+1 + 2 so d[(−1)(t−3)/2c1,t−3] ≤ Rt −Rt+1 + 1. But
for any 1 ≤ j ≤ t−4 odd we have d[−cj,j+1] ≥ Tj−Tj+1+γj ≥ Tj−Tj+1 ≥ Rt−Rt+1+3.
(We have Tj ≥ T1 ≥ T = Rt+1 and Tj+1 ≤ Tt−1 ≤ Rt−1−2 ≤ Rt+1−2.) By domination
principle we get d[(−1)(t−3)/2c1,t−3] ≥ Rt − Rt+1 + 3. Contradiction.
2. If t′ < i < u, i ≡ t′ + 1 (mod 2) then Ri = Si + 1 and Ri+1 = S − 1 = Si+1 − 1 so
either Si < Ri ≤ Ti or Si + Si+1 = Ri +Ri+1 ≤ Ti−1 + Ti and we are done.
3. If i > u then either Si = Ri ≤ Ti or Si + Si+1 = Ri +Ri+1 ≤ Ti−1 + Ti.
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We are left with the cases t ≤ i < t′ and t′ ≤ i ≤ u, i ≡ t′ (mod 2). We consider
separately the cases when M,N are of type I, II or III.
4. First assume we have type I. If t < i < t′ is even then Ri = Si + 2 and Si+1 =
T + 1 = Ri+1 + 2 so either Si < Ri ≤ Ti or Si + Si+1 = Ri +Ri+1 ≤ Ti−1 + Ti.
So we are left with the cases t ≤ i < t′ odd and t′ ≤ i ≤ u, i ≡ t′ ≡ 1 (mod 2).
The two cases are in fact just one, namely t ≤ i ≤ u, i odd. Let i be such an index.
We have Ti ≥ T1 ≥ T so if Ti < Si = T + 1 then T1 = Ti = T . By Lemma 6.6(i)
T1 + · · · + Ti ≡ T (mod 2). On the other hand, by Lemma 7.2(i) R1 + · · · + Ri ≡
i(T − 1) ≡ T − 1 (mod 2). Since T1 + · · · + Ti ≡ R1 + · · · + Ri + 1 (mod 2) we have
0 = d[a1,ic1,i] ≥ Ci. If 0 ≥ (Ri+1 − Ti)/2 + e then −2e ≥ Ri+1 − Ti ≥ R2 − R1 − 1. (We
have Ri+1 ≥ R2 and Ti = T = R1+1.) So R2−R1 ≤ 1−2e, which implies R2−R1 = −2e.
Contradiction. If 0 ≥ Ri+1 − Ti + d[−a1,i+1c1,i−1] then d[−a1,i+1c1,i−1] ≤ Ti − Ri+1 =
T − Ri+1. By Lemma 7.7 we have d[(−1)(i+1)/2a1,i+1] ≥ Ri − Ri+1 + 2 = T − Ri+1 + 1.
Together with d[−a1,i+1c1,i−1] ≤ T − Ri+1, this implies d[(−1)(i−1)/2c1,i−1] ≤ T − Ri+1.
But T1 = Ti−2 = T so by Lemma 7.4(i) we have d[(−1)(i−1)/2c1,i−1] ≥ Ti−2 − Ti−1 + γi−2.
Thus T − Ri+1 ≥ T − Ti−1 + γi−2, which implies Ti−1 ≥ Ti−1 − γi−2 ≥ Ri+1 ≥ Si+1.
(Ri+1 = Si+1 + 1 if i < u and Ri+1 = Si+1 if i = u.) If this inequality is strict then
Ti−1 ≥ Si+1 + 1 which, together with Ti = T = Si − 1, implies Ti−1 + Ti ≥ Si + Si+1 so
we are done. So we may assume that Ti−1 = Si+1 so Ti−1 = Ri+1 = Si+1 and γi−1 = 0.
Thus −2e = Ti − Ti−1 = T − Ri+1 ≥ d[−a1,i+1c1,i−1], which is impossible. Finally, if
0 ≥ Ri+1 + Ri+2 − Ti−1 − Ti + d[a1,i+2c1,i−2] then Ti−1 + Ti ≥ Ri+1 + Ri+2 ≥ Si + Si+1
and we are done. (In all cases i ≤ t′− 2, t′ ≤ i ≤ u− 2 and i = u we have Ri+1+Ri+2 =
Si+1 + Si+2 ≥ Si + Si+1.)
5. Assume now that we have type II. If i = t then Ti ≥ T1 ≥ T = Si so we are done.
If t < i ≤ t′−2 then either Ti ≥ Ri = T = Si or Ti−1+Ti ≥ Ri+Ri+1 = 2T = Si+Si+1.
Take now i = t′−1. If and i is odd then Ti ≥ T1 ≥ T = Si so we are done. So we can
assume that i = t′−1 is even, i.e. t′ is odd. Suppose that 2.1(i) fails so T = St′−1 > Tt′−1
and 2T +1 = St′−1+St′ > Tt′−2+Tt′−1. Since Tt′−1 < T ≤ T1 we have by Lemma 6.6(ii)
that T1+· · ·+Tt′−1 is even. On the other hand R1+· · ·+Rt′−1 ≡ (t′−1)T−1 ≡ 1 (mod 2)
by Lemma 7.2(ii). Since T1 + · · · + Tt′−1 ≡ R1 + · · · + Rt′−1 + 1 (mod 2) we have
Tt′−1 ≥ Rt′ or Tt′−2+Tt′−1 ≥ Rt′+Rt′+1 by Lemma 6.5. In the first case Tt′−1 ≥ Rt′ = T .
Contradiction. In the second case note that Rt′+1 ≥ St′+1 ≥ St′−1 = T . (We have
Rt′+1 = St′+1 + 1 or St′+1, corresponding to t
′ < u resp. t′ = u.) But we cannot have
equality, because this would imply St′+1 − St′ = T − (T + 1) = −1. Thus Rt′+1 ≥ T + 1
and we get Tt′−2 + Tt′−1 ≥ Rt′ +Rt′+1 = T +Rt′+1 ≥ 2T + 1. Contradiction.
So we are left with the case when t′ ≤ i ≤ u, i ≡ t′ (mod 2). Suppose that T + 1 =
Si > Ti. We prove that Si + Si+1 ≤ Ti−1 + Ti.
If t′ is even so i is even then Ti ≤ T ≤ T1 so T1 + · · ·+ Ti is even by Lemma 6.6(ii).
If i is odd then Ti ≤ T ≤ T1 implies that T1 = Ti = T so T1 + · · · + Ti ≡ T (mod 2)
by Lemma 6.6(i). In both cases T1 + · · · + Ti ≡ iT (mod 2). On the other hand
by Lemma 7.2(ii) we have R1 + · · · + Ri ≡ iT − 1 (mod 2). Thus T1 + · · · + Ti ≡
R1 + · · ·+ Ri + 1 (mod 2), which implies Ti ≥ Ri+1 or Ti−1 + Ti ≥ Ri+1 + Ri+2. In the
first case note that Ri+1 ≥ Si+1 (Ri+1 = Si+1+1 if i ≤ u−2 and Ri+1 = Si+1 if i = u) so
Ti ≥ Si+1. Now Si+1 ≥ St′−1 = T . But we cannot have Si+1 = T since this would imply
Si+1 − Si = T − (T + 1) = −1. Thus Ti ≥ Si+1 ≥ T + 1 = Si. Contradiction. In the
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second case we have Ri+1 + Ri+2 = Si+1 + Si+2 (both when i ≤ u− 2 and when i = u).
So Ti−1 + Ti ≥ Ri+1 +Ri+2 = Si+1 + Si+2 ≥ Si + Si+1 and we are done.
6. Now suppose that we have type III. Then i = t or t + 1 = t′ ≤ i ≤ u, i ≡ t′ ≡
0 (mod 2). In the first case Ti ≥ T1 ≥ R + 1 = Si so we are done. Suppose now that
t + 1 ≤ i ≤ u is even. Suppose that Ti < Si = S so Ti ≤ S − 1. We have by Lemma 7.8
d[(−)i/2a1,i] = R−S +2. Also for any 1 ≤ j ≤ i− 1 odd we have Tj+1 ≤ Ti ≤ S− 1 and
Tj ≥ T1 ≥ R1 + 1 = R + 1. Thus d[−cj,j+1] ≥ Tj − Tj+1 + γj ≥ Tj − Tj+1 ≥ R − S + 2.
If we have equality then Tj − Tj+1 = R − S + 2 so Tj+1 − Tj = S − R − 2. But this is
impossible since S − R − 2 is odd and ≤ −1. (S − R ≤ 1 and it is odd by 6.10.) So
d[−cj,j+1] > R−S+2. By domination principle we get d[(−1)i/2c1,i] > R−S+2, which,
together with d[(−1)i/2a1,i] = R − S + 2, implies R − S + 2 = d[a1,ic1,i] ≥ Ci. We may
assume that Ri+1+Ri+2 > Ti−1+Ti since otherwise Ti−1+Ti ≥ Ri+1+Ri+2 ≥ Si+Si+1.
(In both cases when i ≤ u− 2 or i = u we have Ri+1 +Ri+2 = Si+1 + Si+2 ≥ Si + Si+1.)
Thus Ci = C i and, since Ti ≤ S− 1 = Ri ≤ Ri+2, we can ignore Ri+1+Ri+2− 2Ti+ γi−1
from the definition of C i. Note that Ri+1 ≥ Si+1 (Ri+1 = Si+1 + 1 if i ≤ u − 2 and
Ri+1 = Si+1 if i = u). We have Ri+1 ≥ Si+1 ≥ St = R + 1 and Ti ≤ S − 1 so
Ri+1 − Ti ≥ R − S + 2. So if R − S + 2 ≥ (Ri+1 − Ti)/2 + e then R − S + 2 ≥
(R − S + 2)/2 + e so R − S + 2 ≥ 2e, i.e. 2 − 2e ≥ S − R, which contradicts Lemma
7.8. Suppose now that R− S + 2 ≥ Ri+1 − Ti + d[−a1,i+1c1,i−1] ≥ Ri+1 − Ti. Since also
Ri+1 − Ti ≥ R − S + 2 we must have equality, which implies that Ri+1 = Si+1 = R + 1
and Ti = S − 1 (see above). Thus Si + Si+1 = S + R + 1. On the other hand Ti−1 ≥
T1 ≥ R + 1. If Ti−1 = R + 1 then Ti − Ti−1 = (S − 1) − (R + 1) = S − R − 2, which
is impossible because S − R − 2 is odd and ≤ −1. So Ti−1 ≥ R + 2, which, together
with Ti = S − 1, implies Ti−1 + Ti ≥ S + R + 1 = Si + Si+1 and we are done. So we
are left with the case R − S + 2 ≥ C i = 2Ri+1 − Ti−1 − Ti + αi+1, which implies that
Ti−1 + Ti ≥ 2Ri+1 + S − R − 2 + αi+1. But S = Si and Ri+1 ≥ Si+1 ≥ S1 = R + 1. So
2Ri+1+S−R−2+αi+1 ≥ Si+1+R+1+Si−R−2+αi+1 = Si+Si+1−1+αi+1 ≥ Si+Si+1
with the exception of the case when αi+1 = 0, i.e. Ri+2−Ri+1 = −2e, and Ri+1 = Si+1 =
R + 1. Suppose that this happens. Since Ri+2 ≥ R2 and Ri+1 = R + 1 = R1 + 1 we
get −2e = Ri+2 − Ri+1 ≥ R2 − R1 − 1, i.e. R2 − R1 ≤ 1 − 2e, so R2 − R1 = −2e. This
contradicts the hypothesis. Thus Ti−1 + Ti ≥ Si + Si+1 and we are done.
Proof of 2.1(ii) We have again several cases:
1. M,N are of type I, i = t−1, St−St−1 = 2e+1 and Tt−1 = St−1. Since St−Tt−1 > 2e
the condition d[b1,t−1c1,t−1] ≥ Bt−1 is equivalent by Corollary 2.10 to b1,t−1c1,t−1 ∈ F˙ 2.
We have Tt−1 = St−1 = St − 2e − 1 = T − 2e. Now T ≤ T1 ≤ T2 ≤ Tt−1 + 2e = T
so T1 = T . Since S1 = T1 = T and St−1 = Tt−1 = T − 2e we have by Lemma 7.5 that
both [b1, . . . , bt−1] and [c1, . . . , ct−1] are isometric to H ⊥ · · · ⊥ H or to H ⊥ · · · ⊥ H ⊥
[piT ,−∆piT ]. If [b1, . . . , bt−1] ∼= [c1, . . . , ct−1] then b1,t−1c1,t−1 ∈ F˙ 2 and we are done. So
we may assume that [b1, . . . , bt−1] and [c1, . . . , ct−1] are one ∼= H ⊥ · · · ⊥ H and the other∼= H ⊥ · · · ⊥ H ⊥ [piT ,−∆piT ]. We also have d[(−1)(t−1)/2b1,t−1], d[(−1)(t−1)/2b1,t−1] ≥ 2e
so d(b1,t−1c1,t−1) ≥ 2e.
We want to prove that [b1, . . . , bt−1]→−[a1, . . . , at] and [c1, . . . , ct−1]→−[a1, . . . , at]. In
all cases t < t′, t = t′ < u and t = u we have Rt+1 ≥ St+1 ≥ St−2e = T−2e+1 > T−2e =
St−1 = Tt−1 so in order to use 2.1(iii) we still need to prove that At−1+At ≥ 2e+Rt−St
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and Ct−1+Ct ≥ 2e+Rt−Tt. By 6.13 At−1 = αt−1 = Rt−Rt−1+1 = 2e−1. (Rt = T −1
and Rt−1 = St−1 + 1 = T − 2e + 1.) Also, by Lemma 6.9(ii) At = βt ≥ 0 (in all cases
t < t′, t = t′ < u and t = u) so At−1 + At ≥ 2e− 1 > 2e− 2 = 2e + Rt − St. We prove
now that Ct−1 + Ct > 2e+ Rt − Tt. To do this, by Corollary 2.17, it is enough to prove
that d[−a1,t+1c1,t−1] > 2e + Tt−1 − Rt+1. Since d[b1,t−1c1,t−1] ≥ 2e > 2e + Tt−1 − Rt+1 it
is enough to prove that d[−a1,t+1b1,t−1] > 2e + Tt−1 − Rt+1 = T − Rt+1. But by Lemma
2.12 At−1 + At > 2e + Rt − St implies d[−a1,t+1c1,t−1] > e + (St−2 + St−1)/2 − Rt+1 =
e+ (T + T − 2e)/2− Rt+1 = T − Rt+1 so we are done.
Hence [b1, . . . , bt−1]→−[a1, . . . , at] and [c1, . . . , ct−1]→−[a1, . . . , at], which implies that
[a1, . . . , at] represents both H ⊥ · · · ⊥ H and H ⊥ · · · ⊥ H ⊥ [piT ,−∆piT ]. By
Lemma 7.2(i) ord a1,t = R1 + · · · + Rt ≡ tT − 1 ≡ T − 1 (mod 2). Since also
det(H ⊥ · · · ⊥ H ⊥ [piT ,−∆piT ]) has an even order we have [a1, . . . , at] ∼= H ⊥ · · · ⊥ H ⊥
[piT ,−∆piT ] ⊥ [piT−1ε] for some ε ∈ O×. Hence H ⊥ · · · ⊥ H→−[a1, . . . , at] implies that
H→−[piT ,−∆piT , piT−1ε], which is impossible since [piT ,−∆piT , piT−1ε] is anisotropic.
2. 1 ≤ i < t is odd. We note that βi+1 ≤ Si−Si+1+1. Indeed, if we have type II or III
or if we have type I and i < t−2 then Si = Si+2 = R+1 so Si+1+βi+1 = Si+βi ≤ Si+1
so βi+1 ≤ Si − Si+1 + 1. If we have type I and i = t − 2 then St − St−1 is odd by
Lemma 6.11(i) so βt−1 ≤ St − St−1 = St−2 − St−1 + 1. (We have St = T + 1 = St−2 + 1.)
Thus Bi ≤ Si+1 − Ti + βi+1 ≤ Si − Ti + 1. But Ti ≥ T1 ≥ R + 1 = Si. If Ti ≥ Si + 1
then Ci ≤ Si − Ti + 1 ≤ 0 which makes d[b1,ic1,i] ≥ Ci trivial. So we may assume that
Ti = Si = R + 1 so we only have Ci ≤ Si − Ti + 1 = 1. Since also Ti + Ti+1 ≥ Si + Si+1
(N,K satisfy (i) as proved above) we get Ti+1 ≥ Si+1. Now R+ 1 = Ti ≥ T1 ≥ R+ 1 so
T1 = R + 1. By Lemma 6.6(i) T1 + · · ·+ Ti ≡ R + 1 (mod 2). Also S1 = Si = R + 1 so
S1 + · · ·+ Si ≡ R + 1 (mod 2). Thus ord b1,ic1,i = S1 + · · ·+ Si + T1 + · · ·+ Ti is even,
which implies that d(b1,ic1,i) ≥ 1. If also βi, γi ≥ 1 we get d[b1,ic1,i] ≥ 1 ≥ Ci and we
are done. Otherwise βi or γi is 0. If βi = 0 then −2e = Si+1 − Si = Si+1 − Ti, while if
γi = 0 then −2e = Ti+1 − Ti ≥ Si+1 − Ti. In both cases Si+1 − Ti ≤ −2e, which implies
Ci ≤ (Si+1 − Ti)/2 + e ≤ 0 and again we are done.
3. i is even and either 1 < i < t or we have type I and 1 < i < u. Suppose that
Si+1 − Ti > 2e. By Lemma 2.2 we have Si ≤ Ti so Si+1 − Si > 2e. This implies by 6.15
that we have type I, i = t − 1 and and Si+1 − Si = 2e + 1. Since 2e + 1 = Si+1 − Si ≥
Si+1 − Ti > 2e we get Si = Ti so we are in the case 1., already discussed. So we may
assume that Si+1 − Ti ≤ 2e, which implies that Bi ≤ (Si+1 − Ti)/2 + e ≤ 2e.
In order to prove d[b1,ic1,i] ≥ Bi we will show that d[(−1)i/2b1,i], d[(−1)i/2c1,i] ≥ Bi.
We prove that d[(−1)i/2c1,i] ≥ Bi. By domination principle there is 1 ≤ j ≤ i − 1
odd s.t. d[(−1)i/2c1,i] ≥ d[−cj,j+1] ≥ Tj − Tj+1 + γj ≥ Tj − Ti + γi−1. If Tj ≥ Si+1
then Tj − Ti + γi−1 ≥ Si+1 − Ti + γi−1 ≥ Bi and we are done. So we may assume that
Si+1 > Tj . We have Tj ≥ T1 ≥ R + 1. If M,N are of type II or III (so 1 < i < t) or of
type I and 1 ≤ i ≤ t− 3 then Si+1 = R + 1 ≤ Tj. So we may assume that we have type
I, t− 1 ≤ i < u and we have Si+1 = T + 1 > Tj ≥ T1 ≥ T , i.e. Tj = T = Si+1− 1. So we
have d[(−1)i/2c1,i] ≥ Tj−Tj+1+γj ≥ Tj−Ti+γi−1 = Si+1−Ti+γi−1−1. Suppose that we
have equality. It follows that −Tj+1+γj = −Ti+γj−1 so Tj+1 ≡ Tj+2 ≡ . . . ≡ Ti (mod 2)
by Lemma 7.3(ii). This implies that Tj+1 + · · ·+ Ti−1 is even. Also T ≤ T1 ≤ Tj = T so
T1 = Tj = T , which implies T1+ · · ·+Tj ≡ T (mod 2) so T1+ · · ·+Ti−1 ≡ T (mod 2), as
well. On the other hand, since t ≤ i+ 1 ≤ u we have S1 + · · ·+ Si+1 ≡ (i+ 1)(T + 1) ≡
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T + 1 (mod 2) by Lemma 7.2(i). Thus ord b1,i+1c1,i−1 is odd so Bi ≤ Si+1 − Ti +
d[−b1,i+1c1,i−1] = Si+1 − Ti. If Tj+1 − Tj = −2e then Tj − Tj+1 + γj = 2e ≥ Bi and we
are done. Otherwise Tj − Tj+1 + γj ≥ Tj − Tj+1 + 1 ≥ Tj − Ti + 1 = Si+1 − Ti ≥ Bi
and we are done. If d[(−1)i/2c1,i] > Si+1 − Ti + γi−1 − 1 and d[(−1)i/2c1,i], γi−1 ∈ Z then
d[(−1)i/2c1,i] ≥ Si+1 − Ti + γi−1 ≥ Bi. If d[(−1)i/2c1,i] /∈ Z then γi /∈ Z, which implies
γi > 2e, and we have d[(−1)i/2c1,i] = γi > 2e ≥ Bi. If γi−1 /∈ Z then Ti− Ti−1 is odd and
> 2e so Bi ≤ Si+1 − (Ti−1 + Ti)/2 + e < Si+1 − (Ti−1 + Ti−1 + 2e)/2 + e = Si+1 − Ti−1.
We have Ti−1 ≥ T1 ≥ T . If Ti−1 ≥ T + 1 = Si+1 then Bi < 0 and we are done. If
Ti−1 = T1 = T then T1 + · · · + Ti−1 ≡ T (mod 2) by Lemma 6.6(i). We also have
S1+ · · ·+Si+1 ≡ T +1 (mod 2) so again Bi ≤ Si+1−Ti+d[−b1,i+1c1,i−1] = Si+1−Ti < 0.
(Ti > Ti−1 + 2e = T + 2e > T + 1 = Si+1.)
We prove now that d[(−1)i/2bi] ≥ Bi. By Lemma 7.6 if Si+1 − Si = 2e + 1 then
d[(−1)i/2bi] ≥ 2e ≥ Bi so we are done. If Si+1−Si ≤ 2e then d[(−1)i/2bi] = βi so we have
to prove that βi ≥ Bi. If Si+1−Si = 2e then βi = 2e ≥ Bi so we are done. If Si+1−Si < 2e
we claim that βi = αi+2. If we have type II or III (so i < t) or type I and i ≤ t−3 then
Si−1 = Si+1 = R + 1 so −Si + βi−1 = −Si+1 + βi. Now βi−1 ≤ 1 by Lemma 6.9(i). But
Si−Si−1 = Si−Si+1 > −2e so βi−1 = 1 and so βi = Si+1−Si+1 = Ri+1−Ri+3 = αi+2.
(We have Si+1 = R + 1 = Ri+1 + 1 and Si = Ri − 1.) If t < i < t′ (when we have type
I) then Ri + αi = Si + βi so βi = Ri − Si + αi = αi + 2. Finally, if we have type I and
i = t−1 then St−St−1 < 2e and it is odd so βt−1 = St−St−1 = Rt−Rt−1+3 = αt−1+2.
(We have St = T + 1 = Rt + 2 and Rt−1 = St−1 + 1.) Since βi = αi + 2 ≥ Ci + 2 it is
enough to prove that Ci + 2 ≥ Bi.
If Ci = (Ri+1−Ti)/2+ e then Ci+2 > (Ri+1+2−Ti)/2+ e ≥ (Si+1−Ti)/2+ e ≥ Bi
so we are done. (In all cases Si+1 ≤ Ri+1 + 2.)
Suppose now that Ci = Ri+1 − Ti + d[−a1,i+1c1,i−1]. If we have type II or III or if we
have type I and i + 1 ≤ t − 2 then Si+1 = R + 1 = Ri+1 + 1 and βi+1 ≤ 1 so Ci + 2 ≥
Ri+1−Ti+2 = Si+1−Ti+1 ≥ Si+1−Ti+βi+1 ≥ Bi. If we have type I and t ≤ i+1 ≤ t′
then Si+1 = T+1 = Ri+1+2 and Ai+1 = βi+1 so d[−a1,i+1c1,i−1] ≥ d[−b1,i+1c1,i−1] by 6.16.
It follows that Ci+2 ≥ Ri+1−Ti+d[−b1,i+1c1,i−1]+2 = Si+1−Ti+d[−b1,i+1c1,i−1] ≥ Bi.
Suppose now that Ci = Ri+1 + Ri+2 − Ti−1 − Ti + d[a1,i+2c1,i−2]. Assume first that
Ri+1 + Ri+2 = Si+1 + Si+2. Since also d[a1,i+2c1,i−2] + 2 ≥ d[b1,i+2c1,i−2], by 6.16, we get
Ci + 2 ≥ Si+1 + Si+2 − Ti−1− Ti + d[b1,i+2c1,i−2] ≥ Bi and we are done. If Ri+1 +Ri+2 <
Si+1 + Si+2 we have either type II or III and i = t − 1 or we have type I and i = t′ − 1
or u− 1. Suppose that we have type III, including the case of type II/III, and i = t− 1.
We have Ri+1 + Ri+2 + 2 = Si+1 + Si+2 and, both when i + 2 = t + 1 = t
′ < u and
when i + 2 = u, we have Ai+2 = βi+2 or i + 2 = n so d[a1,i+2c1,i−2] ≥ d[b1,i+2c1,i−2]
by 6.16. Thus Ci + 2 = Ri+1 + Ri+2 − Ti−1 − Ti + d[a1,i+2c1,i−2] + 2 ≥ Si+1 + Si+2 −
Ti−1 − Ti + d[b1,i+2c1,i−2] ≥ Bi. If we have type II and i = t − 1 note first that we can
assume t′ > t + 1 since otherwise we have the type II/III, treated above. It follows
that Si+1 + Si+2 = 2T = Ri+1 + Ri+2 + 1 and also 1 = βi+2 ≥ d[b1,i+2c1,i−2]. Thus
Ci + 2 = Ri+1 + Ri+2 − Ti−1 − Ti + d[a1,i+2c1,i−2] + 2 ≥ Ri+1 + Ri+2 − Ti−1 − Ti + 2 =
Si+1+Si+2−Ti−1−Ti+1 ≥ Si+1+Si+2−Ti−1−Ti+d[b1,i+2c1,i−2] ≥ Bi. If we have type
I suppose first that i = u − 1. Then Ri+2 = Si+2, Si+1 = T + 1 and Ri+1 = T − 1 or T
corresponding to t′ = u resp. t′ < u. Hence Si+1+Si+2 ≤ Ri+1+Ri+2+2. Also i+2 = n
or Ai+2 = βi+2 so d[b1,i+2c1,i−2] ≤ d[a1,i+2c1,i−2] by 6.16. Therefore Ci+2 = Ri+1+Ri+2−
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Ti−1−Ti+d[a1,i+2c1,i−2]+2 ≥ Si+1+Si+2−Ti−1−Ti+d[b1,i+2c1,i−2] ≥ Bi. So we are left
with the case i = t′−1 and t′ < u. (If t′ = u then i = u−1.) Then Si+1 = T+1 = Ri+1+2
and Ri+2 = Si+2+1 so Si+1+Si+2 = Ri+1+Ri+2+1 and 1 = βi+2 ≥ d[b1,i+2c1,i−2]. Thus
Ci + 2 = Ri+1 + Ri+2 − Ti−1 − Ti + d[a1,i+2c1,i−2] + 2 ≥ Ri+1 + Ri+2 − Ti−1 − Ti + 2 =
Si+1 + Si+2 − Ti−1 − Ti + 1 ≥ Si+1 + Si+2 − Ti−1 − Ti + d[b1,i+2c1,i−2] ≥ Bi.
4. M,N are of type I and t ≤ i < u, i odd. We have Ai = βi so d[b1,ic1,i] = βi or
d[a1,ic1,i] by 6.16. In the first case note that Si = Si+2 = T + 1 so Si + βi = Si+1 + βi+1
and we have βi = Si+1 − Si + βi+1. If Ti ≥ Si then βi ≥ Si+1 − Ti + βi+1 ≥ Bi so we
are done. Otherwise we have Ti < Si so i > 1 and Ti−1 + Ti ≥ Si + Si+1 = Si+1 + Si+2.
Also Ti−1 > Si+1. We have T ≤ T1 ≤ Ti−2 ≤ Ti < Si = T + 1 which implies that
T1 = Ti−2 = T so T1 + · · · + Ti−2 ≡ T (mod 2) by Lemma 6.6(i). We also have
S1+ · · ·+ Si+2 ≡ (i+2)(T + 1) ≡ T + 1 (mod 2) by Lemma 7.2(i) and so ord b1,i+2c1,i−2
is odd. Hence Bi ≤ Si+1+ Si+2− Ti−1− Ti + d[b1,i+2c1,i−2] = Si+1+ Si+2 − Ti−1 − Ti ≤ 0
and we are done. If d[b1,ic1,i] = d[a1,ic1,i] then d[b1,ic1,i] ≥ Ci so it is enough to prove that
Ci ≥ Bi. If Ci = (Ri+1−Ti)/2+e then Ci > (Si+1−Ti)/2+e ≥ Bi (we have Ri+1 = Si+1+2
or Si+1+1 if i+1 < t
′ resp. i+1 > t′). Suppose now that Ci = Ri+1−Ti+d[a1,i+1c1,i−1].
If t < i + 1 < t′ then Ri+1 = Si+1 + 2 and d[a1,i+1c1,i−1] + 2 ≥ d[b1,i+1c1,i−1] by 6.16 so
Ci = Si+1 − Ti + d[a1,i+1c1,i−1] + 2 ≥ Si+1 − Ti + d[b1,i+1c1,i−1] ≥ Bi. If t′ < i + 1 < u
then Ri+1 = Si+1+1 and 1 = βi+1 ≥ d[−b1,i+1c1,i−1] so Ci ≥ Ri+1− Ti = Si+1−Ti+1 ≥
Si+1− Ti + d[b1,i+1c1,i−1] ≥ Bi. We are left with the case Ci = Ri+1+Ri+2− Ti−1− Ti +
d[a1,i+2c1,i−2]. In both cases i+2 ≤ t′ and t′ < i+2 ≤ u we have Ri+1+Ri+2 = Si+1+Si+2
and Ai+2 = βi+2 or i+2 = n so, by 6.16, d[a1,i+2c1,i−2] ≥ d[b1,i+2c1,i−2]. This implies that
Ci ≥ Si+1 + Si+2 − Ti−1 − Ti + d[b1,i+2c1,i−2] ≥ Bi.
5. We have type II and t ≤ i < t′ − 1. We have Bi ≤ Si+1 − Ti + βi+1 = T − Ti + 1.
If Ti > T then Bi ≤ 0 ≤ d[b1,ic1,i]. So we may assume that Ti ≤ T . f i is odd then
T ≤ T1 ≤ Ti ≤ T implies T1 = Ti = T so T1 + · · ·+ Ti ≡ T (mod 2) by Lemma 6.6(i).
If i is even then T1 ≥ T ≥ Ti so T1 + · · · + Ti is even by Lemma 6.6(ii). In both cases
T1 + · · ·+ Ti ≡ iT (mod 2). But also S1 + · · ·+ Si ≡ iT (mod 2) by Lemma 7.2(ii). So
ord b1,ic1,i is even, which implies d(b1,ic1,i) ≥ 1. We also have βi = 1 and γi ≥ 1 since
otherwise Ti + Ti+1 = 2Ti − 2e ≤ 2T − 2e < 2T = Si + Si+1. Therefore d[b1,ic1,i] = 1 so
we have to prove that 1 ≥ Bi.
If Ti = T then Bi ≤ Si+1 − Ti + βi+1 = T − T + 1 = 1 and we are done. Suppose
now that Ti < T = Si so Ti−1 + Ti ≥ Si + Si+1 = 2T . We have Ti < Si ≤ Si+2 so
Bi ≤ Si+1+Si+2−Ti−1−Ti+d[−b1,i+2c1,i]. If i < t′−2 then Si+1+Si+2 = 2T ≤ Ti−1+Ti
so Bi ≤ d[−b1,i+2c1,i] ≤ βi+2 = 1. If i = t′−2 then Si+1+Si+2 = 2T +1 ≤ Ti−1+Ti+1 so
Bi ≤ 1+d[−b1,i+2c1,i]. But ord b1,ic1,i is even so ord b1,i+2c1,i = ord b1,ic1,i+Si+1+Si+2 =
ord b1,ic1,i + 2T + 1 is odd so d[−b1,i+2c1,i] = 0. Thus Bi ≤ 1.
6. We have type II or III and t′ − 1 ≤ i < u, i ≡ t′ − 1 (mod 2). We have βi = 1,
Ri+1 = S−1 = Si+1−1 and S1+ · · ·+Si = R1+ · · ·+Ri+1 so ord a1,ic1,i and ord b1,ic1,i
have opposite parities. Thus one of d(a1,ic1,i) and d(b1,ic1,i) is 0 and the other one is ≥ 1.
Assume first that T1 + · · ·+ Ti ≡ S1 + · · ·+ Si (mod 2). It follows that d[a1,ic1,i] =
d(a1,ic1,i) = 0 and d(b1,ic1,i) ≥ 1. If γi = 0 then Ti+1 − Ti = −2e so d[b1,ic1,i] = 0 =
(Ti+1−Ti)/2+ e ≥ Bi by 2.6 and we are done. So we may assume that γi ≥ 1. Together
with d(b1,ic1,i) ≥ 1 and βi = 1, this implies d[b1,ic1,i] = 1 so we have to prove that
1 ≥ Bi. Since also 0 = d[a1,ic1,i] ≥ Ci it is enough to prove that Bi ≤ Ci + 1. If
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Ci = (Ri+1 − Ti)/2 + e then Ci + 1 > (Ri+1 + 1 − Ti)/2 + e = (Si+1 − Ti)/2 + e ≥ Bi.
If Ci = Ri+1 − Ti + d[−a1,i+1c1,i−1] then note that Ai+1 = bi+1 or i+ 1 = n (both when
i + 1 < u and when i + 1 = u) so d[−a1,i+1c1,i−1] ≥ d[−b1,i+1c1,i−1] by 6.16. It follows
that Ci + 1 ≥ Ri+1 − Ti + d[−b1,i+1c1,i−1] + 1 = Si+1 − Ti + d[−b1,i+1c1,i−1] ≥ Bi. If
Ci = Ri+1 + Ri+2 − Ti−1 − Ti + d[a1,i+2c1,i−2] then we have the cases i + 1 < u and
i + 1 = u. If i + 1 < u then Ri+1 + Ri+2 = Si+1 + Si+2 and d[b1,i+2c1,i−2] ≤ βi+2 = 1 so
Ci + 1 ≥ Ri+1 + Ri+2 − Ti−1 − Ti + 1 ≥ Si+1 + Si+2 − Ti−1 − Ti + d[b1,i+2c1,i−2] ≥ Bi.
If i + 1 = u then Ri+1 + Ri+2 + 1 = Si+1 + Si+2 and Ai+2 = βi+2 or i + 2 = n so
d[a1,i+2c1,i−2] ≥ d[b1,i+2c1,i−2]. Thus Ci + 1 = Si+1 + Si+2 − Ti−1 − Ti + d[a1,i+2c1,i−2] ≥
Si+1 + Si+2 − Ti−1 − Ti + d[b1,i+2c1,i−2] ≥ Bi.
Assume now that T1+ · · ·+Ti ≡ Si+ · · ·+Si+1 (mod 2). Note that if i is even then
t′ is odd so we have type II. (If the type is III then t′ = t+1 is even.) Also S1+ · · ·+ Si
is even by Lemma 7.2(ii) so T1+ · · ·+Ti is odd. (We have S1+ · · ·+Si ≡ iT ≡ 0 (mod 2)
if i = t′ − 1 and S1 + · · ·+ Si ≡ i(T + 1) + t′ − 1 ≡ 0 (mod 2) if t′ < i < u. Recall, i is
even and t′ odd.)
Suppose first that Ti ≡ S = Si+1 (mod 2). Since T1+· · ·+Ti ≡ Si+· · ·+Si+1 (mod 2)
we get T1+· · ·+Ti−1 ≡ Si+· · ·+Si+1+1 (mod 2). It follows that ord b1,i+1c1,i−1 is odd so
Bi ≤ Si+1−Ti+d[−b1,i+1c1,i−1] = Si+1−Ti. If Si+1 ≤ Ti then Bi ≤ Si+1−Ti ≤ 0 and we
are done. Suppose Ti < Si+1. Since S−R ≤ 2 we have Ti ≤ Si+1− 2 = S− 2 ≤ R < T1,
which implies that i is even and, by Lemma 6.6(ii), T1+ · · ·+ Ti is even. Contradiction.
So we may assume that Ti ≡ Si+1+1 (mod 2) so T1+· · ·+Ti−1 ≡ Si+· · ·+Si+1 (mod 2).
Suppose first that i is even, i.e. t′ is odd. This implies that we have type II and
T1 + · · ·+ Ti is odd. Note that Si+1 = T + 1 so Ti ≡ Si+1 + 1 ≡ T (mod 2). We want to
show that there is k < i s.t. Tk+1−Tk is odd and Tk > T . Since T1+ · · ·+Ti is odd there
is 1 ≤ j < i odd s.t. Tj+Tj+1 is odd. We have Tj ≥ T1 ≥ T . If Tj > T we can take k = j.
If Tj = T note that Tj+1 ≡ Tj +1 = T +1 ≡ Ti+1 (mod 2) so we cannot have j+1 = i.
Thus j ≤ i− 2. Also since Tj+1 − Tj is odd we have Tj+1 > Tj = T and Tj+2 > Tj = T .
(If Tj = Tj+2 then Tj ≡ Tj+1 (mod 2).) We have Tj+1 ≡ Ti+1 (mod 2). Let j+1 ≤ k < i
be maximal s.t. Tk ≡ Ti + 1 (mod 2). It follows that Tk+1 ≡ Ti (mod 2) so Tk+1 − Tk is
odd. Also, depending on the parity of k, we have Tk ≥ Tj+1 or Tk ≥ Tj+2 so Tk > T , as
required. Now ord ck,k+1 is odd so γi−1 ≤ Ti − Tk + d(−ck,k+1) = Ti − Tk ≤ Ti − T − 1.
It follows that Bi ≤ Si+1 − Ti + γi−1 = T + 1− Ti + γi−1 ≤ 0 and we are done.
Assume now that i is odd, i.e. t′ is even. Suppose first that we have type II. Since i+1
and t′ are even we have by Lemma 7.2(ii) that S1+ · · ·+Si+1 ≡ (i+1)(T +1)+ t′− 1 ≡
1 (mod 2), i.e. it is odd and so is T1+ · · ·+Ti−1. Also Ti ≡ Si+1+1 ≡ T (mod 2). By the
same reasoning as in the previous case there is an index 1 ≤ k < i s.t. Tk+1−Tk is odd and
Tk > T and the proof follows like before. (This time we use the fact that T1+ · · ·+ Ti−1
is odd so there is 1 ≤ j < i − 1 odd s.t. Tj + Tj+1 is odd.) Suppose now that we have
type III. We have Ti ≥ T1 ≥ R+1 and Ti ≡ Si+1+1 = S+1 ≡ R (mod 2) so Ti ≥ R+2.
We have d[(−1)(i+1)/2b1,i+1] = R − S + 2 by Lemma 7.8. If d[−b1,i+1c1,i−1] ≤ R − S + 2
then Bi ≤ Si+1 − Ti + d[−b1,i+1c1,i−1] ≤ S − (R + 2) + R − S + 2 = 0 so we are
done. Otherwise d[(−1)(i+1)/2b1,i+1] = R − S + 2 < d[−b1,i+1c1,i−1], which implies that
d[(−1)(i−1)/2c1,i−1] = R− S + 2. By the domination principle there is 1 ≤ j < i− 1 odd
s.t. R−S+2 ≥ d[−cj,j+1] ≥ Tj−Tj+1+γj ≥ Tj−Ti+γi−1 so γi−1 ≤ Ti−Tj+R−S+2,
which implies that Bi ≤ Si+1−Ti+γi−1 ≤ Si+1−Ti+Ti−Tj+R−S+2 = −Tj+R+2. We
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have Tj ≥ T1 ≥ R + 1. If the equality is strict then Bi ≤ 0 and we are done. Otherwise
Tj = R + 1 ≡ Ti + 1 (mod 2), which implies, by Lemma 7.3(ii), that the inequality
−Tj+1 + γj ≥ −Ti + γi−1 is strict. So this time Bi ≤ Si+1 − Ti + γi−1 < Tj −R + 2 = 1.
If γi−1 ∈ Z then Bi ≤ 0 so we are done. Otherwise Ti − Ti−1 > 2e and γi−1 = (Ti −
Ti−1)/2+ e and we only have Bi ≤ Si+1−Ti+γi−1 = Si+1− (Ti−1+Ti)/2+ e ≤ 1/2. But
Ti − Ti−1 ≥ 2e + 1 so Si+1 − Ti ≤ Si+1 − (Ti−1 + Ti)/2 − e − 1/2 ≤ −2e, which implies
Bi ≤ (Si+1 − Ti)/2 + e ≤ 0 so we are done.
7. We have type II or III, t′ ≤ i < u and i ≡ t′ (mod 2). We have Ai = βi so,
by 6.16, either d[b1,ic1,i] = d[a1,ic1,i] ≥ Ci or d[b1,ic1,i] = βi = Si+1 − Si + 1. In the
first case it is enough to prove that Ci ≥ Bi. If Ci = (Ri+1 − Ti)/2 + e = (Si+1 −
Ti + 1)/2 + e then Ci > (Si+1 − Ti)/2 + e ≥ Bi. If Ci = Ri+1 − Ti + d[−a1,i+1c1,i−1]
then Ci ≥ Ri+1 − Ti = Si+1 − Ti + 1 = Si+1 − Ti + βi+1 ≥ Bi. If Ci = Ri+1 + Ri+2 −
Ti−1 − Ti + d[a1,i+2c1,i−2] then Ri+1 + Ri+2 = Si+1 + Si+2. We also have i = n or
Ai+2 = βi+2 (both when i+ 2 < u and when i+ 2 = u) so d[a1,i+2c1,i−2] ≥ d[b1,i+2c1,i−2].
It follows that Ci ≥ Si+1 + Si+2 − Ti−1 − Ti + d[b1,i+2c1,i−2] ≥ Bi. Suppose now that
d[b1,ic1,i] = βi = Si+1 − Si + 1 so we have to prove that Si+1 − Si + 1 ≥ Bi. If Si ≤ Ti
then Bi ≤ Si+1−Ti+ βi+1 = Si+1−Ti+1 ≤ Si+1−Si+1 so we are done. Thus we may
assume that Ti < Si. We will use this to prove that d[b1,ic1,i] = d[a1,ic1,i], a case already
discussed. Suppose first we have type II. Since i ≡ t′ (mod 2) we have by Lemma 7.2(ii)
R1 + · · · + Ri ≡ iT − 1 ≡ i(T + 1) + t′ − 1 ≡ S1 + · · · + Si (mod 2). On the other
hand Ti ≤ Si − 1 = T , which implies that T1 + · · ·+ Ti ≡ iT (mod 2). (If i is even then
Ti ≤ T ≤ T1 implies that T1+ · · ·+Ti is even by Lemma 6.6(ii). If i is odd it implies that
T1 = Ti = T so T1+· · ·+Ti ≡ T (mod 2) by Lemma 6.6(i).) Thus ord a1,ic1,i and ord b1,ic1,i
are both odd so d[a1,ic1,i] = d[b1,ic1,i] = 0. If we have type III then i ≡ t′ (mod 2) so
it is even. By Lemma 7.8 we have d[(−1)i/2a1,i] = d[(−1)i/2b1,i] = R − S + 2 so if
we prove that d[(−1)i/2c1,i] > R − S + 2 then d[a1,ic1,i] = d[b1,ic1,i] = R − S + 2 and
we are done. For any 1 ≤ j < i odd we have Tj+1 ≤ Ti ≤ Si − 1 = S − 1 and
Tj ≥ T1 ≥ R + 1 so Tj − Tj+1 ≥ R − S + 2. If Tj+1 − Tj = −2e then γj = 0 so
d[−cj,j+1] ≥ Tj − Tj+1 + γj = 2e ≥ R − S + 3. If Tj+1 − Tj > −2e then γj ≥ 1 so
d[−cj,j+1] ≥ Tj − Tj+1 + γj ≥ Tj − Tj+1 + 1 ≥ R − S + 3. By domination principle we
get d[(−1)i/2c1,i] ≥ R− S + 3.
8. i ≥ u. Note that S1 + · · · + Sn = R1 + · · · + Rn + 2 and Rk = Sk for k > u so
S1 + · · ·+ Sj = R1 + · · ·+Rj + 2 for j ≥ u.
We have Ai = βi so d[b1,ic1,i] = min{d[a1,ic1,i], βi} by 6.16. Suppose first that
d[b1,ic1,i] = d[a1,ic1,i] ≥ Ci. So it is enough to prove that Ci ≥ Bi. But Ai+1 = βi+1 and
Ai+2 = βi+2 (or i + 1 = n resp. i+ 2 = n) so, by 6.16, d[−a1,i+1c1,i−1] ≥ d[−b1,i+1c1,i−1]
and d[a1,i+2c1,i−2] ≥ d[b1,i+2c1,i−2]. Also Ri+1 = Si+1 and (if i + 2 ≤ n) Ri+2 = Si+2.
Hence Ci = min{(Ri+1− Ti)/2+ e, Ri+1− Ti+ d[−a1,i+1c1,i−1], Ri+1+Ri+2− Ti−1− Ti+
d[a1,i+2c1,i−2]} ≥ min{(Si+1 − Ti)/2 + e, Si+1 − Ti + d[−b1,i+1c1,i−1], Si+1 + Si+2 − Ti−1 −
Ti + d[b1,i+2c1,i−2]} = Bi and we are done.
So we may assume that d[b1,ic1,i] = βi < d[a1,ic1,i] ≤ αi and we have to prove that
βi ≥ Bi.
Now S1 + · · · + Si = R1 + · · · + Ri + 2. So we may assume that T1 + · · · + Ti ≡
S1 + · · ·+ Si ≡ R1 + · · ·+Ri (mod 2) since otherwise ord a1,ic1,i and ord b1,ic1,i are both
odd so d[a1,ic1,i] = d[b1,ic1,i] = 0.
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Since βi = min{αi, Si+1 − Su+1 + βu} and βi < αi we have βi = Si+1 − Su+1 + βu so
−Su+1 + βu = −Si+1 + βi. Hence for any u ≤ j ≤ i we have −Sj+1 + βj = −Su+1 + βu,
i.e. βj = Sj+1 − Su+1 + βu. Also, since βi < αi, we have −Sj+1 + βj = −Si+1 + βi <
−Ri+1 + αi ≤ −Rj+1 + αj and so βj < αj. (We have Ri+1 = Si+1 and Rj+1 = Sj+1.) In
particular, βj < αj ≤ (Rj+1−Rj)/2 + e = (Sj+1− Sj)/2 + e for any u < j ≤ i. Suppose
that βu = (Su+1 − Su)/2 + e. If u < i then (Si+1 − Si)/2 + e > βi = Si+1 − Su+1 + βu =
Si+1−(Su+Su+1)/2+e, which implies that Su+Su+1 > Si+Si+1. Contradiction (u < i).
If i = u then βu = (Su+1 − Su)/2 + e ≥ Bu by 2.6 and we are done. So we may assume
that βj < (Sj+1− Sj)/2 + e holds for j = u as well. By [B3, Lemma 2.7(iv)] this implies
that βj is odd and 0 < βj < 2e for u ≤ j ≤ i. Also βj = Sj+1 − Sj + d[−bj,j+1].
Also −Su+1 + βu = −Si+1 + βi implies Su+1 ≡ . . . ≡ Si+1 (mod 2) by Lemma 7.3(ii).
Let now u ≤ j < k ≤ i + 1, k ≡ j + 1 (mod 2). For any j ≤ l < k, l ≡ j (mod 2)
we have d[−bl,l+1] = Sl − Sl+1 + βl = Sl − Su+1 + βu ≥ Sj − Su+1 + βu. By domination
principle d[(−1)(k−j+1)/2bj,k] ≥ Sj − Su+1 + βu.
Similarly if u < j < k ≤ i+ 1, k ≡ j + 1 (mod 2) then d[−al,l+1] = Rl −Rl+1 + αl >
Sl − Sl+1 + βl ≥ Sj − Su+1 + βu for any j ≤ l < k, l ≡ j (mod 2). (We have u < j ≤ i
so αl > βl, Rl = Sl and Rl+1 = Sl+1.) So d[(−1)(k−j+1)/2aj,k] > Sj − Su+1 + βu by
domination principle.
Suppose first that Su = Ru+1. Since Su+1−Su < 2e we have Ru+1−Ru = Su+1−Su+
1 ≤ 2e. If Su+1−Su is even so Ru+1−Ru is odd then αu = Ru+1−Ru = Su+1−Su+1 ≤
βu. Contradiction. So Su+1 − Su is odd. Thus Su+1 ≡ Su + 1 = S + 1 (mod 2). It
follows that Su+1 ≡ . . . ≡ Si+1 ≡ S + 1 (mod 2). Since also Su+1 − Su < 2e we have
βu = Su+1−Su = Su+1−S so for any u ≤ j ≤ i we have βj = Sj+1−Su+1+βu = Sj+1−S.
So we must prove that Bi ≤ Si+1 − S.
Take first the case when the type is I or II. We have S = T + 1 so we must prove
that Bi ≤ Si+1 − T − 1. Also Su+1 ≡ . . . ≡ Si+1 ≡ S + 1 ≡ T (mod 2). By Lemma
7.2(ii) if we have type II then S1 + · · ·+ Su ≡ u(T + 1) + t′ − 1 ≡ uT + 1 (mod 2). (We
have t′ ≡ u (mod 2).) The same happens if the type is I, when u is odd and we have
by Lemma 7.2(i) S1 + · · · + Su ≡ u(T + 1) ≡ uT + 1 (mod 2). If u ≤ j ≤ i + 1 then
Su+1 ≡ . . . ≡ Sj ≡ T (mod 2) so Su+1 + · · ·+ Sj ≡ (j − u)T (mod 2), which, together
with S1+ · · ·+ Su ≡ uT +1 (mod 2), implies S1+ · · ·+ Sj ≡ jT +1 (mod 2). Also note
that S1 + · · · + Sj = R1 + · · ·+ Rj + 2 so R1 + · · ·+ Rj ≡ jT + 1 (mod 2) as well. In
particular, if j is even then S1 + · · ·+ Sj and R1 + · · ·+Rj are odd.
Suppose first that i is even. Then R1 + · · · + Ri and S1 + · · · + Si are odd and
so is T1 + · · · + Ti. Thus there is 1 ≤ j < i odd s.t. Tj + Tj+1 is odd. It follows
that Ti ≥ Tj+1 > Tj ≥ T1 ≥ T so Ti ≥ T + 1. If Ti ≡ T + 1 (mod 2) then, since
T1 + · · · + Ti is odd, we have T1 + · · · + Ti−1 ≡ T (mod 2). On the other hand S1 +
· · · + Si+1 ≡ (i + 1)T + 1 ≡ T + 1 (mod 2) so ord b1,i+1c1,i−1 is odd. It follows that
Si ≤ Si+1 − Ti + d[−b1,i+1c1,i−1] = Si+1 − Ti ≤ Si+1 − T − 1 and we are done. So we
may assume that Ti ≡ T (mod 2). We claim that Tk+1 − Tk is odd and Tk > T for some
1 ≤ k < i. Let 1 ≤ j < i be odd s.t. Tj + Tj+1 is odd. We have Tj ≥ T1 ≥ T . If
Tj > T we can take k = j. If Tj = T Then Tj+1 ≡ Tj + 1 = T + 1 ≡ Ti + 1 (mod 2)
so j + 1 < i. Let j + 1 ≤ k ≤ i be the largest index s.t. Tk ≡ T + 1 (mod 2).
Since Ti ≡ T (mod 2) we have k < i and Tk+1 ≡ T (mod 2) so Tk+1 − Tk is odd.
Also Tk ≥ Tj+1 or Tk ≥ Tj+2, depending on the parity of k. Since Tj+1 − Tj is odd
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we have Tj+1 > Tj and Tj+2 > Tj so Tk > Tj = T . Since ord ck,k+1 = Tk + Tk+1 is
odd we have γi−1 ≤ Ti − Tk + d(−ck,k+1) = Ti − Tk ≤ Ti − T − 1, which implies that
Bi ≤ Si+1 − Ti + γi−1 ≤ Si+1 − T − 1 so we are done.
If i is odd then i+1 is even so S1+· · ·+Si+1 is odd. Also R1+· · ·+Ri ≡ S1+· · ·+Si ≡
iT+1 ≡ T+1 (mod 2) and so T1+· · ·+Ti ≡ T+1 (mod 2) as well. We have Ti ≥ T1 ≥ T .
If T1 = Ti = T then T1 + · · ·+ Ti ≡ T (mod 2) by Lemma 6.6(i). Contradiction. Thus
Ti ≥ T + 1. If T1 + · · · + Ti−1 is even, since also S1 + · · · + Si+1 is odd, we have that
ord b1,i+1c1,i−1 is odd so Bi ≤ Si+1 − Ti + d[−b1,i+1c1,i−1] = Si+1 − Ti ≤ Si+1 − T − 1 and
we are done. So we may assume that T1 + · · ·+ Ti−1 is odd. Since also T1 + · · ·+ Ti ≡
T + 1 (mod 2) we have Ti ≡ T (mod 2). By a similar reasoning as in the previous case
there is 1 ≤ k < i s.t. Tk+1 − Tk is odd and Tk > T and the proof follows the same.
(This time we use the fact that T1 + · · · + Ti−1 is odd to find a 1 ≤ j < i − 1 odd s.t.
Tj+1 − Tj is odd.)
Suppose now that we have type III. We have Su+1 ≡ . . . ≡ Si+1 ≡ S+1 ≡ R (mod 2)
so for u ≤ j ≤ i+1 we have Su+1+ · · ·+Sj ≡ (j−u)R ≡ jR (mod 2) (u is even). Since
also S1+· · ·+Su ≡ uS ≡ 0 (mod 2) by Lemma 7.2(iii) we have S1+· · ·+Sj ≡ jR (mod 2).
Since S1 + · · · + Sj = R1 + · · ·+ Rj + 2 we also have R1 + · · ·+ Rj ≡ jR (mod 2). In
particular, if j is even then R1 + · · ·+Rj and S1 + · · ·+ Sj are even.
By Lemma 7.8 we have d[(−1)u/2a1,u] = R−S+2. Let u < j ≤ i+1 be even. We have
d[(−1)(j−u)/2au+1,j] > Su+1 − Su+1 + βu = βu = Su+1 − S. But Su+1 ≥ S1 = R + 1 and
Su+1 ≡ S+1 ≡ R (mod 2) so Su+1 ≥ R+2. So d[(−1)(j−u)/2aj+1,u] > Su+1−S ≥ R−S+2.
It follows that d[(−1)j/2a1,j] = R− S + 2. Also βj = Sj+1 − S ≥ Su+1 − S ≥ R− S + 2.
Since Aj = βj we have d[(−1)j/2b1,j ] = min{d[(−1)j/2a1,j], βj} = R− S + 2.
Suppose first that i is even. We may assume that d[(−1)i/2c1,i] = R − S + 2 since
otherwise d[(−1)i/2a1,i] = d[(−1)i/2b1,i] = R− S + 2 implies d[a1,ic1,i] = d[b1,ic1,i], a case
already discussed. By domination principle there is 1 ≤ j < i odd s.t. R − S + 2 ≥
d[−cj,j+1] ≥ Tj − Tj+1 + γj ≥ Tj − Ti + γi−1. Hence Bi ≤ Si+1 − Ti + γi−1 ≤ Si+1 −
Tj + R − S + 2. Suppose that Bi > Si+1 − S. It follows that Tj < R + 2. Since
Tj ≥ T1 ≥ R + 1 we have T1 = Tj = R + 1 so T1 + · · · + Tj ≡ R + 1 (mod 2) by
Lemma 6.6(i). Suppose that the inequality R − S + 2 ≥ Tj − Ti + γi−1 is strict. It
follows that Bi ≤ Si+1 − Ti + γi−1 < Si+1 − Tj + R − S + 2 = Si+1 − S + 1. If γi−1 ∈ Z
then Bi ≤ Si+1 − S and we are done. Otherwise Ti − Ti−1 is odd and > 2e so we have
Bi ≤ Si+1−(Ti−1+Ti)/2+e < Si+1−(2Ti−1+2e)/2+e = Si+1−Ti−1. But Ti−1 ≥ R+1 ≥ S
so again Bi ≤ Si+1 − S. So we may assume that R − S + 2 = Tj − Ti + γi−1, which
implies that −Tj+1 + γj = −Ti + γi−1 so Tj+1 ≡ . . . ≡ Ti (mod 2) by Lemma 7.3(ii). It
follows that Tj+1 + · · ·+ Ti−1 is even. Since also T1 + · · ·+ Tj ≡ R+ 1 (mod 2) we have
T1+· · ·+Ti−1 ≡ R+1 (mod 2). On the other hand S1+· · ·+Si+1 ≡ (i+1)R ≡ R (mod 2).
Thus ord b1,i+1c1,i−1 is odd, which implies that Bi ≤ Si+1−Ti+d[−b1,i+1c1,i−1] = Si+1−Ti.
But R − S + 2 = Tj − Ti + γi−1 = R + 1 − Ti + γi−1 so Ti = S − 1 + γi−1 ≥ S − 1.
But Ti ≡ R + 1 ≡ S (mod 2). (We have T1 + · · · + Ti−1 ≡ R + 1 (mod 2) and
T1+· · ·+Ti ≡ S1+· · ·+Si ≡ iR ≡ 0 (mod 2).) Thus Ti ≥ S and Bi ≤ Si+1−Ti ≤ Si+1−S
so we are done.
Suppose now that i is odd. Since i+1 is even S1+· · ·+Si+1 is even. Also R1+· · ·+Ri ≡
S1 + · · · + Si ≡ iR ≡ R (mod 2) so T1 + · · · + Ti ≡ R (mod 2) as well. We have
Ti ≥ T1 ≥ R + 1. If T1 = Ti = R + 1 then T1 + · · · + Ti ≡ R + 1 (mod 2) by Lemma
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6.6(i). Contradiction. So we may assume that Ti ≥ R+2. We have d[(−1)(i+1)/2b1,i+1] =
R−S +2. If d[−b1,i+1c1,i−1] ≤ R−S +2 then Bi ≤ Si+1− Ti+R−S +2 ≤ Si+1− S so
we are done. So we may assume that d[−b1,i+1c1,i−1] > R − S + 2 = d[(−1)(i+1)/2b1,i+1],
which implies d[(−1)(i−1)/2c1,i−1] = R−S+2. Same as in the previous case R−S +2 ≥
d[−cj,j+1] ≥ Tj−Tj+1+γj ≥ Tj−Ti+γi−1 for some 1 ≤ j < i−1 odd. Like before we get
Bi ≤ Si+1−Ti+γi−1 ≤ Si+1−Tj+R−S+2. Suppose that Bi > Si+1−S so Tj < R+2.
Since also Tj ≥ T1 ≥ R + 1 we get T1 = Tj = R + 1 so T1 + · · · + Tj ≡ R + 1 (mod 2)
by Lemma 6.6(i). Suppose that the inequality R − S + 2 ≥ Tj − Ti + γi−1 is strict. If
γi−1 ∈ Z then Bi ≤ Si+1 − S, same as above. If γi−1 /∈ Z then Ti − Ti−1 > 2e and
γi−1 = (Ti − Ti−1)/2 + e so R − S + 2 > Tj − Ti + γj−1 = R + 1 + e − (Ti−1 + Ti)/2 >
R+ 1+ e− (Ti − 2e+ Ti)/2 = R+ 1+ 2e− Ti so Ti > S − 1 + 2e. We have Ti ≥ S + 2e
and Si+1 ≥ St′ = S (both t′ and i + 1 are even) so Si+1 + Ti ≥ 2S + 2e, which implies
Bi ≤ (Si+1−Ti)/2+e ≤ Si+1−S. Suppose now that R−S+2 = Tj−Ti+γi−1. Like in the
previous case we get −Tj+1 + γj = −Ti + γi−1 so Tj+1 ≡ . . . ≡ Ti (mod 2). This implies
that Tj+1+ · · ·+ Ti is even (i, j are both odd). Since also T1+ · · ·+ Tj ≡ R+1 (mod 2)
we have T1 + · · ·+ Ti ≡ R + 1 (mod 2). Contradiction.
Suppose now that Su = Ru+2, i.e. M,N are of type I and t
′ = u. We have Au = βu.
If 2 ≤ u ≤ n − 2 then Su ≤ Su+2 = Ru+2 and Su−1 < Ru−1 ≤ Ru+1. (Ru−1 = Su−1 + 2
if t < t′ = u and Ru−1 = Su−1 + 1 if t = u.) Hence Su−1 + Su < Ru+1 + Ru+2
and βu = Au = Au = min{(Ru+1 − Su)/2 + e, Ru+1 − Su + d[−a1,u+1b1,u−1]}. Same
happens if u = 1 or n − 1. We have βu < (Su+1 − Su)/2 + e = (Ru+1 − Su)/2 + e so
βu = Ru+1−Su+d[−a1,u+1b1,u−1], i.e. d[−a1,u+1b1,u−1] = Su−Ru+1+βu = Su−Su+1+βu.
We claim that d[(−1)(u−1)/2b1,u−1] > Su−Su+1+βu, which, by domination principle, will
imply d[(−1)(u+1)/2a1,u+1] = Su−Su+1+βu. If u = 1 then d[(−1)(u−1)/2b1,u−1] =∞ and we
are done. Otherwise we use Lemma 7.6. If Su−Su−1 = 2e+1 then d[(−1)(u−1)/2b1,u−1] ≥
2e > Su−Su+1+βu. (We have Su+1−Su ≥ −2e so Su+1−Su+2e ≥ (Su+1−Su)/2+e > βu.)
If Su − Su−1 ≤ 2e then d[(−1)(u−1)/2b1,u−1] = βu−1. We also have βu−1 = αu−1 + 2. (If
t < t′ = u then this follows from Lemma 6.9(v). If u = t we just note that St − St−1 is
odd and < 2e so βu−1 = Su−Su−1 = (Ru+2)− (Ru−1−1) = Ru−Ru−1+3 = αu−1+2.)
Therefore d[(−1)(u−1)/2b1,u−1] = αu−1+2 ≥ Ru−Ru+1+αu+2 = Su−2−Su+1+αu+2 =
Su − Su+1 + αu > Su − Su+1 + βu.
If u < j ≤ i + 1 is even, since u + 1 is also even, we have d[(−1)(j−u−1)/2au+2,j ] >
Su+2−Su+1+βu ≥ Su−Su+1+βu = d[(−1)(u+1)/2a1,u+1]. It follows that d[(−1)j/2a1,j] =
Su−Su+1+βu. Since also βj = Sj+1−Su+1+βu ≥ Su−Su+1+βu (j+1 and u are both
odd) we have d[(−1)j/2b1,j ] = min{d[(−1)j/2a1,j ], βj} = Su − Su+1 + βu.
Suppose first that i is even. We have d[(−1)i/2a1,i] = d[(−1)i/2b1,i] = Su− Su+1+ βu.
We may assume that d[(−1)i/2c1,i] = Su−Su+1+βu since otherwise d[a1,ic1,i] = d[b1,ic1,i],
a case already discussed. It follows that for some 1 ≤ j < i odd we have Su−Si+1+βi =
Su−Su+1+βu ≥ d[−cj,j+1] ≥ Tj−Tj+1+γj ≥ Tj−Ti+γj−1 so Bi ≤ Si+1−Ti+γi−1 ≤ Su−
Tj+βi = T+1−Tj+βi. We have Tj ≥ T1 ≥ T . If Tj ≥ T+1 then Bi ≤ T+1−Tj+βi ≤ βi
so we are done. Otherwise T1 = Tj = T so T1 + · · ·+ Tj ≡ T (mod 2) by Lemma 6.6(i).
If the inequality Su − Si+1 + βi ≥ Tj − Ti + γi−1 is strict then Bi ≤ Si+1 − Ti + γi−1 <
T +1−Tj+ bi = βi+1. If γi−1 ∈ Z, since also βi ∈ Z, we have Bi ≤ Si+1−Ti+γi−1 ≤ βi
and we are done. If γi−1 /∈ Z then Ti−Ti−1 > 2e. We have Bi ≤ Si+1−(Ti−1+Ti)/2+e <
Si+1− (2Ti−1+2e)/2+ e = Si+1−Ti−1. Suppose that Bi > βi = Si+1−Su+1+ βu. Then
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Ti−1 < Su+1 − βu. We have Ti−1 ≥ T1 = T . Now Su+1 − Su < 2e so if Su+1 − Su is
even then βu ≥ Su+1 − Su + 1 so T ≤ Ti−1 < Su+1 − βu ≤ Su − 1 = T . Contradiction.
Thus Su+1 − Su is odd and we have Su+1 − βu = Su = T + 1 so T ≤ Ti−1 < T + 1, i.e.
Ti−1 = T . We have S1+ · · ·Si ≡ T1+ · · ·Ti (mod 2), Ti ≡ Ti−1+1 = T +1 (mod 2) and
Si+1 ≡ Su+1 ≡ Su + 1 = T + 2 (mod 2) so S1 + · · ·Si+1 ≡ T1 + · · ·Ti−1 + 1 (mod 2). So
ord b1,i+1c1,i−1 is odd, which implies that Bi ≤ Si+1 − Ti + d[−b1,i+1c1,i−1] = Si+1 − Ti.
But Ti ≥ Ti−1+2e = T +2e > T +1 = Su+1−βu so Bi ≤ Si+1−Su+1+βu = βi. Suppose
now that Su − Si+1 + βi = Tj − Ti + γi−1. It follows that −Tj+1 + γj = −Ti + γi−1 so
Tj+1 ≡ . . . ≡ Ti (mod 2), by Lemma 7.3(ii), so Tj+1 + · · ·+ Ti−1 is even. Together with
T1+ · · ·+ Tj ≡ T (mod 2), this implies T1 + · · ·+ Ti−1 ≡ T (mod 2). On the other hand
S1+· · ·+Su ≡ u(T+1) ≡ T+1 (mod 2) by Lemma 7.2(i) and Su+1 ≡ . . . ≡ Si+1 (mod 2)
so Su+1+ · · ·+Si+1 is even (u is odd and i even). Hence S1+ · · ·+Si+1 ≡ T +1 (mod 2)
so ord b1,i+1c1,i−1 is odd. It follows that Bi ≤ Si+1 − Ti + d[−b1,i+1c1,i−1] = Si+1 − Ti.
Since T + 1 − Si+1 + βi = Su − Si+1 + βi = Tj − Ti + γi−1 = T − Ti + γi−1 we have
Bi ≤ Si+1−Ti = 1+βi−γi−1. If γi−1 ≥ 1 then Bi ≤ βi and we are done. If γi−1 = 0 then
Si+1 − Ti = 1+ βi. But βi is odd so Si+1 ≡ Ti (mod 2). Together with S1 + · · ·+ Si+1 ≡
T1 + · · · + Ti−1 + 1 (mod 2), this implies S1 + · · · + Si ≡ T1 + · · · + Ti + 1 (mod 2).
Contradiction.
Suppose now that i is odd. We have S1 + · · · + Su ≡ T + 1 (mod 2) and Su+1 ≡
. . . ≡ Si (mod 2) so Su+1 + · · · + Si is even (u, i are both odd). Thus T1 + · · · +
Ti ≡ S1 + · · · + Si ≡ T + 1 (mod 2). We have Ti ≥ T1 ≥ T . If Ti = T1 = T then
T1 + · · · + Ti ≡ T (mod 2) by Lemma 6.6(i). Contradiction. So Ti ≥ T + 1. We have
d[(−1)(i+1)/2b1,i+1] = Su−Su+1+βu = Su−Si+1+βi. If d[(−1)(i−1)/2c1,i−1] 6= Su−Si+1+βi
then d[−b1,i+1c1,i−1] ≤ Su−Si+1+βi so Bi ≤ Si+1−Ti+ d[−b1,i+1c1,i−1] ≤ Su−Ti+βi =
T + 1 − Ti + βi ≤ βi. So we may assume that d[(−1)(i−1)/2c1,i−1] = Su − Si+1 + βi.
Similarly as in the previous case we have some 1 ≤ j < i − 1 odd s.t. Su − Si+1 + βi =
Su − Su+1 + βu ≥ d[−cj,j+1] ≥ Tj − Tj+1 + γj ≥ Tj − Ti + γi−1. As before we get Bi ≤ βi
if Tj > T . Otherwise T1 = Tj = T so T1 + · · · + Tj ≡ T (mod 2) by Lemma 6.6(i).
We also get Bi ≤ βi if the inequality Su − Si+1 + βi ≥ Tj − Ti + γj−1 is strict and
γi−1 ∈ Z. (See the previous case.) If Su − Si+1 + βi > Tj − Ti + γj−1 and γi−1 /∈ Z
then γi−1 > 2e so T + 1 − Si+1 + βi = Su − Si+1 + βi > Tj − Ti + γi−1 = T − Ti + 2e,
which implies Si+1 − Ti + 2e < 1 + βi. Since βi ∈ Z we have Si+1 − Ti + 2e ≤ βi so
Bi ≤ (Si+1−Ti)/2+e ≤ βi/2 < βi and we are done. If Su−Si+1+βi = Tj−Ti+γj−1 then
we have again −Tj+1+γj = −Ti+γi−1 so Tj+1 ≡ . . . ≡ Ti (mod 2). Hence Tj+1+ · · ·+Ti
is even (j and i are both odd)m which, together with T1+ · · ·+ Tj ≡ T (mod 2), implies
T1 + · · ·+ Ti ≡ T (mod 2). Contradiction.
Proof of 2.1(iii) Given an index 1 < i < n s.t. Si+1 > Ti−1 and Bi−1 + Bi > 2e +
Si−Ti we want to prove that [c1, . . . , ci−1]→−[b1, . . . , bi]. By Lemma 1.5(i) it is enough to
prove that [b1, . . . , bi−1]→−[a1, . . . , ai], [c1, . . . , ci−1]→−[a1, . . . , ai] and (a1,ib1,i, b1,i−1c1,i−1)p =
1. By Lemma 1.5(ii) it is enough to prove that [b1, . . . , bi]→−[a1, . . . , ai+1],
[c1, . . . , ci−1]→−[a1, . . . , ai] and (a1,ib1,i,−a1,i+1c1,i−1)p = 1.
By Lemma 2.18(i) Si+1 > Ti−1 and Bi−1+Bi > 2e+Si−Ti imply that βi+Bi−1 > 2e
or βi + d[−b1,i+1c1,i−1] > 2e. We consider the two cases.
Assume first that βi +Bi−1 > 2e. In particular, βi−1 + βi > 2e.
1. 1 < i < t or M,N are of type II or III and 1 < i ≤ t. Suppose first that i is odd.
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Then βi ≤ 1 so βi−1 > 2e− βi ≥ 2e − 1 so Si − Si−1 ≥ 2e. Since i < t or i = t and the
type is not I we cannot have Si−Si−1 = 2e+1 (see 6.15) so we must have Si−Si−1 = 2e,
i.e. Si−1 = Si− 2e = R+1− 2e. Also Si− (Ti−2+Ti−1)/2+ e ≥ Bi−1 > 2e−βi ≥ 2e− 1
so Ti−2 + Ti−1 < 2Si − 2e + 2 = 2R − 2e + 4. Thus 2Ti−2 − 2e ≤ Ti−2 + Ti−1 <
2R − 2e + 4, which implies Ti−2 < R + 2. Since also Ti−2 ≥ T1 ≥ R + 1 we have
T1 = Ti−2 = R + 1. It follows that R + 1 + Ti−1 = Ti−2 + Ti−1 < 2R − 2e + 4 so
Ti−1 < R− 2e+ 3. Hence Ti−1 − Ti−2 < (R− 2e+ 3)− (R+ 1) = 2− 2e, which implies
that Ti−1 − Ti−2 = −2e so Ti−1 = R + 1 − 2e. Now S1 = T1 = R + 1 and Si−1 = Ti−1 =
R+1−2e so by Lemma 7.5 we have [b1, . . . , bi−1] ∼= H ⊥ · · · ⊥ H ⊥ [piR+1,−η1piR+1] and
[c1, . . . , ci−1] ∼= H ⊥ · · · ⊥ H ⊥ [piR+1,−η2piR+1] with η1, η2 ∈ {1,∆}. In order to prove
that [b1, . . . , bi] ∼= H ⊥ · · · ⊥ H ⊥ [piR+1,−η1piR+1, bi] represents [c1, . . . , ci−1] ∼= H ⊥
· · · ⊥ H ⊥ [piR+1,−η2piR+1] it is enough to prove that [−η1piR+1, bi] represents −η2piR+1,
which is equivalent to (η1η2, η1pi
R+1bi)p = 1. But this follows from the fact that η1η2 is
a power of ∆ and ord bi = Si = R + 1 so ord η1pi
R+1bi = 2R + 2 is even.
If i is even then, with the exception of the case when M,N are of type I and i = t−1,
we have R + 1 ≤ T1 ≤ Ti−1 < Si+1 = R + 1. Contradiction. So we may assume that we
have type I and i = t− 1. We have T ≤ T1 ≤ Tt−2 < St = T + 1 so T1 = Tt−2 = T . We
have 1 + βt−1 ≥ βt−2 + βt−1 > 2e so βt−1 > 2e− 1, which implies St − St−1 > 2e− 1. So
we must have St − St−1 = 2e+ 1 and so St−1 = T − 2e. (St − St−1 is odd and ≤ 2e+ 1.
See Lemma 6.11(i) and 6.15.) Thus βt−1 = (St − St−1)/2 + e = 2e+ 1/2 which, if t ≥ 5,
implies T −2e− (Tt−3+T )/2+e = St−1− (Tt−3+Tt−2)/2+e ≥ Bt−2 > 2e−βt−1 = −1/2
and so T − 2e + 1 > Tt−3 ≥ T2 ≥ T1 − 2e = T − 2e. So Tt−3 = T − 2e. We have
S1 = T1 = T and St−1 = Tt−3 = T − 2e so Lemma 7.5 both ≺ b1, . . . , bt−1 ≻ and
≺ c1, . . . , ct−3 ≻ are orthogonal sums of copies of 12piTA(0, 0) and 12piTA(2, 2ρ). (Same
happens if t = 3, when ≺ c1, . . . , ct−3 ≻ is just the zero lattice.) It follows that ≺
b1, . . . , bt−1 ≻∼=≺ c1, . . . , ct−3 ≻⊥ 12piTA(0, 0) or≺ c1, . . . , ct−3 ≻⊥ 12piTA(2, 2ρ) and so
[b1, . . . , bt−1] ∼= [c1, . . . , ct−3] ⊥ H or [c1, . . . , ct−3] ⊥ [piT ,−∆piT ]. So in order to prove
that [c1, . . . , ct−2]→−[b1, . . . , bt−1] we still need ct−2→−H, resp. ct−2→−[piT ,−∆piT ]. But
this follows from ord ct−2 = Tt−2 = T .
2. t ≤ i < t′. If the type is II or III then we may assume that t < i < t′. (i = t was
treated during the case 1.) If the type is III then t′ = t + 1 so this case is vacuous. If
the type is II then we note that βi−1 + βi = 1 + 1 = 2 ≤ 2e. Contradiction.
So the type is I and we may assume that i is odd since otherwise Si−1 = Si+1 = T+1 so
βi−1+βi ≤ 2e. By 6.13 Ai−1 = αi−1 ≥ βi−1−2 and Ai = βi so Ai−1+Ai ≥ βi−1+βi−2 >
2e−2 = 2e+Ri−Si. Since also Ri+1 = Si+1+2 > Si−1 we have [b1, . . . , bi−1]→−[a1, . . . , ai].
Also d(a1,ib1,i) + d(b1,i−1c1,i−1) ≥ Ai + Bi−1 = βi + Bi−1 > 2e, which implies that
(a1,ib1,i, bi−1ci−1)p = 1. In order to prove that [c1, . . . , ci−1]→−[b1, . . . , bi] we still have to
prove that [c1, . . . , ci−1]→−[a1, . . . , ai], i.e. that Ri+1 > Ti−1 and Ci−1+Ci > 2e+Ri−Ti.
We have Ri+1 > Si+1 > Ti−1 and, by Lemma 2.12, Ci−1 + Ci > 2e + Ri − Ti is
equivalent to d[−a1,i+1c1,i−1] + d[−a1,ic1,i−2] > 2e + Ti−1 − Ri+1, d[−a1,i+1c1,i−1] > e +
(Ti−2 + Ti−1)/2 − Ri+1 and d[−a1,ic1,i−2] > e + Ti−1 − (Ri+1 + Ri+2)/2. These will
follows from the corresponding conditions for N and K. By 6.16 Ai = βi implies
d[−a1,ic1,i−2] ≥ d[−b1,ic1,i−2] and we also have d[−a1,i+1c1,i−1] ≥ d[−b1,i+1c1,i−1] − 2.
We have d[−a1,i+1c1,i−1] + d[−a1,ic1,i−2] ≥ d[−b1,i+1c1,i−1] + d[−b1,ic1,i−2] − 2 > 2e +
Ti−1 − Si+1 − 2 = 2e + Ti−1 − Ri+1. Also d[−a1,i+1c1,i−1] ≥ d[−b1,i+1c1,i−1] − 2 >
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e+(Ti−2+Ti−1)/2−Si+1−2 = e+(Ti−2+Ti−1)/2−Ri+1 and d[−a1,ic1,i−2] ≥ d[−b1,ic1,i−2] >
e+ Ti−1 − (Si+1 + Si+2)/2 = e+ Ti−1 − (Ri+1 +Ri+2)/2.
3. t′ ≤ i < u. Note that if t′ ≤ j < u then βj = Sj+1−Sj+1 ≤ 2e−1 if j ≡ t′ (mod 2)
and βj = 1 if j ≡ t′+1 (mod 2) (see 6.12). Thus if t′ < i < u, regardless of the parity of
i, we have βi−1+βi ≤ 2e− 1+1 = 2e. So we are left with the case i = t′. If M,N are of
type II or III then βt′−1 = 1 and βt′ ≤ 2e− 1 so βt′−1 + βt′ ≤ 2e. Hence we may assume
that we have type I. We have At′ = βt′ and, in both cases t < t
′ and 1 < t = t′, we have
At′−1 = αt′−1 ≥ βt′−1− 2 so At′−1+At′ ≥ βt′−1+ βt′ − 2 > 2e− 2 = 2e+Rt′ − St′ . Since
also Rt′+1 = St′+1+1 > St′−1 we have [b1, . . . , bt′−1]→−[a1, . . . , at′ ]. Also d[a1,t′b1,t′ ] = βt′ ,
by 6.16, and d[b1,t′−1c1,t′−1] ≥ Bt′−1 so d[a1,t′b1,t′ ] + d[b1,t′−1c1,t′−1] ≥ βt′ + Bt′−1 > 2e.
Hence (a1,t′b1,t′ , b1,t′−1c1,t′−1)p = 1. So we still need [c1, . . . , ct′−1]→−[a1, . . . , at′ ]. Now
Rt′+1 = St′+1 + 1 > Tt′−1 so we still have to prove that Ct′−1 + Ct′ > 2e + St′ − Rt′ .
This is equivalent by Lemma 2.12 to d[−a1,t′+1c1,t′−1]+d[−a1,t′ct′−2] > 2e+Tt′−1−Rt′+1,
d[−a1,t′+1c1,t′−1] > e + (Tt′−2 + Tt′−1)/2 − Rt′+1 and d[−a1,t′ct′−2] > e + Tt′−1 − (Rt′+1 +
Rt′+2)/2. These will follow from the similar conditions corresponding to Bt′−1 + Bt′ >
2e + St′ − Tt′ . We have Rt′+1 = St′+1 + 1 and Rt′+2 = T = St′+2 − 1, d[−b1,t′+1c1,t′−1] ≤
βt′+1 = 1 ≤ d[−a1,t′+1c1,t′−1] + 1 and At′ = βt′ so d[−a1,t′c1,t′−2] ≥ d[−b1,t′c1,t′−2], by
6.16. Hence d[−a1,t′+1c1,t′−1] + d[−a1,t′c1,t′−2] ≥ d[−b1,t′+1c1,t′−1] − 1 + d[−b1,t′c1,t′−2] >
2e + Tt′−1 − St′+1 − 1 = 2e + Tt′−1 − Rt′+1, d[−a1,t′+1c1,t′−1] ≥ d[−b1,t′+1c1,t′−1] − 1 >
e + (Tt′−2 + Tt′−1)/2 − St′+1 − 1 = e + (Tt′−2 + Tt′−1)/2 − Rt′+1 and d[−a1,t′c1,t′−2] ≥
d[−b1,t′c1,t′−2] > e+ Tt′−1 − (St′+1 + St′+2)/2 = e+ Tt′−1 − (Rt′+1 +Rt′+2)/2.
4. i ≥ u. We have Ri+1 = Si+1 > Ti−1. To prove Ci−1+Ci > 2e+Ri−Ti we will prove
the equivalent conditions from Lemma 2.12. They will follow from the similar conditions
corresponding to Bi−1 + Bi > 2e + Si − Ti. We have Ri+1 = Si+1, Ri+2 = Si+2 and by
6.16 Ai = βi and Ai+1 = βi+1 imply d[−a1,ic1,i−2] ≥ d[−b1,ic1,i−2] and d[−a1,i+1c1,i−1] ≥
d[−b1,i+1c1,i−1]. Hence d[−a1,i+1c1,i−1] + d[−a1,ic1,i−2] ≥ d[−b1,i+1c1,i−1] + d[−b1,ic1,i−2] >
2e + Si+1 − Ti−1 = 2e + Ri+1 − Ti−1, d[−a1,i+1c1,i−1] ≥ d[−b1,i+1c1,i−1] > e + (Ti−2 +
Ti−1)/2 − Si+1 = e + (Ti−2 + Ti−1)/2 − Ri+1 and d[−a1,ic1,i−2] ≥ d[−b1,ic1,i−2] > e +
Ti−1 − (Si+1 + Si+2)/2 = e + Ti−1 − (Ri+1 + Ri+2)/2. Thus Ci−1 + Ci > 2e + Ri − Ti
and so [c1, . . . , ci−1]→−[a1, . . . , ai]. Also Ai = βi implies d[a1,ib1,i] = βi and so d[a1,ib1,i] +
d[b1,i−1c1,i−1] ≥ βi + Bi−1 > 2e. It follows that (a1,ib1,i, b1,i−1c1,i−1)p = 1. So we still
need [b1, . . . , bi−1]→−[a1, . . . , ai] i.e. we have to prove that Ri+1 > Si−1 and Ai−1 + Ai >
2e +Ri − Si. We have βi−1 + βi > 2e so Si−1 < Si+1 = Ri+1. If i > u then Ai−1 + Ai =
βi−1 + βi > 2e = 2e+Ri − Si so we are left with the case i = u. If Su = Ru + 2 then we
have type I and t′ = u. We have Au = βu and, in both cases t < t
′ = u and t = u, we
have Au−1 = αu−1 ≥ βu−1−2. Thus Au−1+Au ≥ βu−1+βu−2 > 2e−2 = 2e+Ru−Su. If
Su = Ru+1 then S1+· · ·+Su = R1+· · ·+Ru+1. (We have S1+· · ·+Sn = R1+· · ·+Rn+2,
Su = Ru + 1 and Sj = Rj for j > u.) So βu−1 ≤ 1 and Au−1 = 0 ≥ βu−1 − 1. Since also
Au = βu we have Au−1 + Au ≥ βu−1 + βu − 1 > 2e− 1 = 2e+Ru − Su.
Suppose now that βi+d[−b1,i+1c1,i−1] > 2e. In particular, if i ≤ n−2, βi+βi+1 > 2e.
We consider several cases:
5. i < t. Assume frist that i is odd. This implies that we have type I and i = t− 2
since otherwise Si = Si+2 = R + 1 so βi + βi+1 ≤ 2e. We have St = T + 1, St−2 = T
and St−1 ≡ T (mod 2). Now St − St−1 is odd. If St−1 > T − 2e so St − St−1 < 2e + 1
then βt−1 = St − St−1 ≤ 2e− 1, which, together with βt−2 ≤ 1, implies βt−2 + βt−1 ≤ 2e.
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Contradiction. So we can assume that St−1 = T − 2e. But Tt−3 ≥ T2 ≥ T1 − 2e ≥
T − 2e = St−1, which contradicts the hypothesis. (We have Si+1 > Ti−1.)
Suppose now that i is even. We can assume that we have type I and i = t − 1
since otherwise Si+1 = R + 1 ≤ T1 ≤ Ti−1, contrary to the hypothesis. Then T ≤
T1 ≤ Tt−2 < St = T + 1 so T1 = Tt−2 = T . which implies by Lemma 6.6(i) that
T1 + · · · + Tt−2 ≡ T (mod 2). Also if t ≥ 5 then Tt−4 = T . On the other hand
S1 + · · ·+ St ≡ (T + 1)t ≡ T + 1 (mod 2) by Lemma 7.2(i) so ord b1,tc1,t−2 is odd and so
d[−b1,tct−2] = 0. Thus βt−1 = βt−1 + d[−b1,tc1,t−2] > 2e, which implies St − St−1 > 2e so
St−St−1 = 2e+1 and St−1 = T−2e. If t = 3 then S1 = T and S2 = T−2e so [b1, b2] ∼= H
or [piT ,−∆piT ]. But ord c1 = T1 = T so, in both cases, c1→−[b1, b2]. If t > 3 then, by
Lemma 2.12, 0 = d[−b1,tc1,t−2] > e+ (Tt−3 + Tt−2)/2− St = e+ (Tt−3 + T )/2− T − 1 so
Tt−3 < T + 2 − 2e. It follows that Tt−3 − Tt−4 = Tt−3 − T < 2 − 2e, which implies that
Tt−3−Tt−4 = −2e so Tt−3 = T −2e. Now S1 = T1 = T and St−1 = Tt−3 = T −2e. But we
have encountered this situation during the proof of case 1. for i even. Again we get that
[b1, . . . , bt−1] ∼= [c1, . . . , ct−3] ⊥ H or [c1, . . . , ct−3] ⊥ [piT ,−∆piT ] and, since ord ct−2 = T
we have both ct−2→−H and ct−2→−[piT ,−∆piT ]. Therefore [c1, . . . , ct−2]→−[b1, . . . , bt−1].
Suppose now that t ≤ i < t′. We consider the three cases when M,N are of type I,
II or III:
6. If we have type I note first that i cannot be odd since this would imply Si =
Si+2 = T + 1 so βi + βi+1 ≤ 2e. So i is even. We have T ≤ T1 ≤ Ti−1 < Si+1 = T + 1 so
T1 = Ti−1 = T , which implies by Lemma 6.6(i) that T1+ · · ·+Ti−1 ≡ T (mod 2). On the
other hand by Lemma 7.2(i) we have S1+ · · ·+Si+1 ≡ (i+1)(T +1) ≡ T +1 (mod 2) so
ord b1,i+1c1,i−1 is odd and d[−b1,i+1c1,i−1] = 0. Hence βi = βi+ d[−bi+1c1,i−1] > 2e, which
implies that Si+1 − Si > 2e. But this is impossible. (We have i 6= t− 1. See 6.15.)
7. If we have type II then we may assume that i = t′ − 1 since otherwise βi + βi+1 =
1 + 1 = 2 ≤ 2e. We have Tt′−2 < St′ = T + 1. If t′ is odd then T ≤ T1 ≤ Tt′−2 so
T1 = Tt′−2 = T and T1 + · · ·+ Tt′−2 ≡ T (mod 2). If t′ is even then T1 ≥ T ≥ Tt′−2 so
T1 + · · · + Tt′−2 is even. (See Lemma 6.6(i) and (ii)) In both cases T1 + · · · + Tt′−2 ≡
t′T (mod 2). On the other hand S1 + · · · + St′ ≡ t′(T + 1) + t′ − 1 ≡ t′T + 1 (mod 2)
by Lemma 7.2(ii). Hence ord b1,t′c1,t′−2 is odd and d[−b1,t′c1,t′−2] = 0. It follows that
2e < βt′−1 + d[−b1,t′c1,t′−2] = 1 + 0 = 1. Contradiction.
8. If we have type III then t ≤ i < t′ = t + 1 so i = t. We have 2e < βt +
d[−b1,t+1c1,t−1] = 1+d[−b1,t+1c1,t−1] so d[−b1,t+1c1,t−1] > 2e−1. Since also d[(−1)(t+1)/2b1,t+1] =
R−S+2 ≤ 2e−1, by Lemma 7.8, we have d[(−1)(t−1)/2c1,t−1] = R−S+2. It follows that
for some 1 ≤ j < t− 1 odd we have R−S +2 ≥ d[−cj,j+1] ≥ Tj −Tj+1+ γj ≥ Tj −Tj+1.
So Tj+1 − Tj ≥ S − R − 2. But Tj ≥ T1 ≥ R + 1 and Tj+1 ≤ Tt−1 < St+1 = S so
Tj+1− Tj < S−R− 1. Thus Tj+1−Tj = S−R− 2, which is impossible since S−R− 2
is odd and ≤ −1.
9. t′ ≤ i < u. Same as in case 3., for any t′ ≤ j < u we have βj ≤ 2e − 1 if
j ≡ t′ (mod 2) and βj ≤ 1 if j ≡ t′ + 1 (mod 2). So if t′ ≤ i < u − 1, regardless of the
parity of i, we have βi + βi+1 ≤ 2e− 1 + 1 = 2e. So we are left with the case i = u− 1.
We have 1 + d[−b1,uc1,u−2] = βu−1 + d[−b1,uc1,u−2] > 2e so d[−b1,uc1,u−2] > 2e− 1.
Suppose first we have type I or II. Then Tu−2 < Su = T + 1. If u is odd then Tu−2 ≥
T1 ≥ T so T1 = Tu−2 = T , which implies that T1 + · · ·+ Tu−2 ≡ T (mod 2). If u is even
then T1 ≥ T ≥ Tu−2 implies that T1+ · · ·+Tu−2 is even. (See Lemma 6.6(i) and (ii).) So
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T1+· · ·+Tu−2 ≡ uT (mod 2), regardless the parity of u. On the other hand if we have type
II then S1+ · · ·+Su ≡ u(T+1)+t′−1 ≡ uT +1 (mod 2) (we have t′ ≡ u (mod 2)). Same
happens if we have type I, when u is odd and S1+ · · ·+Su ≡ u(T +1) ≡ uT +1 (mod 2).
(See Lemma 7.2(i) and (ii).) Thus S1 + · · · + Su ≡ T1 + · · · + Tu−2 + 1 (mod 2). So
ord b1,uc1,u−2 is odd and we have 0 = d[−b1,uc1,u−2] > 2e− 1. Contradiction.
Suppose now that the type is III. Then u is even. We have d[(−1)u/2b1,u] = R−S+2 ≤
2e − 1, by Lemma 7.8 and d[−b1,uc1,u−2] > 2e − 1 so d[(−1)(u−2)/2c1,u−2] = R − S + 2.
By domination principle there is 1 ≤ j < u − 2 odd s.t. R − S + 2 ≥ d[−cj,j+1] ≥
Tj − Tj+1 + γj ≥ Tj − Tj+1 so Tj+1 − Tj ≥ S − R − 2. But Tj ≥ T1 ≥ R + 1 and
Tj+1 ≤ Tu−2 < Su = S so Tj+1 − Tj < S −R− 1. Thus Tj+1 − Tj = S −R− 2. But this
is impossible since S − R− 2 is odd and ≤ −1.
10. i ≥ u. We have [c1, . . . , ci−1]→−[a1, . . . , ai] by the same reasoning as in case 4..
We have Ai + Ai+1 = βi + βi+1 > 2e = 2e + Ri+1 − Si+1. Also βi + βi+1 > 2e implies
Si < Si+2 = Ri+2. Hence [b1, . . . , bi]→−[a1, . . . , ai+1]. Finally, Ai = βi so d[a1,ib1,i] = βi
and Ai+1 = βi+1 so d[−a1,i+1c1,i−1] ≥ d[−b1,i+1c1,i−1]. (See 6.16.) Hence d[a1,ib1,i] +
d[−a1,i+1c1,i−1] ≥ βi + d[−b1,i+1c1,i−1] > 2e, which implies (a1,ib1,i,−a1,i+1c1,i−1)p = 1.
Proof of 2.1(iv) Let 1 < i ≤ n− 2 s.t. Ti ≥ Si+2 > Ti−1+2e ≥ Si+1+2e. We want
to ptove that [c1, . . . , ci−1]→−[b1, . . . , bi+1].
Since Si+2 > Si+1 + 2e we have either i + 1 ≥ u or we have type I, i + 2 = t and
St − St−1 = 2e + 1, i.e. St−1 = T − 2e.
If i+ 1 ≥ u then Ri+2 = Si+2 > Si+1 + 2e so [b1, . . . , bi+1] ∼= [a1, . . . , ai+1] by Lemma
2.19. Also by Lemma 2.19 Ri+2 = Si+2 > Ti−1+2e implies [c1, . . . , ci−1]→−[a1, . . . , ai+1] ∼=
[b1, . . . , bi+1].
In the other case we have i = t− 2 so Tt−2 ≥ St > Tt−3+2e ≥ St−1+2e and we want
to prove that [c1, . . . , ct−3]→−[b1, . . . , bt−1]. Now T +1 = St > Tt−3 +2e ≥ St−1+2e = T
so Tt−3 = T − 2e. We have T ≤ T1 ≤ T2 + 2e ≤ Tt−3 + 2e = T so T1 = Tt−4 = T .
Since S1 = T1 = T and St−1 = Tt−3 = T − 2e, by Lemma 7.5, both ≺ b1, . . . , bt−1 ≻
and ≺ c1, . . . , ct−3 ≻ are orthogonal sums of copies of 12piTA(0, 0) and 12piTA(2, 2ρ). Since
A(0, 0) ⊥ A(0, 0) ∼= A(2, 2ρ) ⊥ A(2, 2ρ) this implies ≺ c1, . . . , ct−3 ≻ →− ≺ b1, . . . , bt−1 ≻
so [c1, . . . , ct−3]→−[b1, . . . , bt−1]. 
7.2 The case when R2 − R1 = −2e
We now assume that R2 − R1 = −2e, i.e. that nM = 2sM . If R1 < R3 and a2/a1 ∈
−1
4
∆O×F˙ 2 then M ′ := {x ∈M | x not a norm generator} is still a lattice but this time
[M :M ′] = p2. In all the other casesM ′ is no longer a lattice so we cannot take N = M ′.
Lemma 7.10 Let x1, . . . , xt and xt+1, . . . , xn be two good BONGs with ordQ(xi) = Ri.
Let 1 ≤ s ≤ t < u ≤ n and let ≺ xs, . . . , xt ≻⊥≺ xt+1, . . . , xu ≻=≺ ys, . . . , yu ≻. If
Rs−1 ≤ Rt+1, Rt ≤ Ru+1 and x1, . . . , xs−1, ys, . . . , yu, xu+1, . . . , xn is a good BONG then
≺ x1, . . . , xt ≻⊥≺ xt+1, . . . , xn ≻=≺ x1, . . . , xs−1, ys, . . . , yu, xu+1, . . . , xn ≻.
(We ignore the condition Rs−1 ≤ Rt+1 if s = 1 and we ignore Rt ≤ Ru+1 if u = n.)
Proof.Let Si = ordQ(yi). We consider first the case u = n. We may assume that s > 1
since otherwise the statement is trivial. We have ≺ xt+1, . . . , xn ≻⊆≺ ys, . . . , yn ≻
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so Rt+1 = ord n ≺ xt+1, . . . , xn ≻≥ ord n ≺ ys, . . . , yn ≻= Ss. Since the BONG
x1, . . . , xs−1, ys, . . . , yn is good we have Rs−2 ≤ Ss ≤ Rt+1 (if s ≥ 3). By hypothesis
we also have Rs−1 ≤ Rt+1 so Ri ≤ Rt+1 for any i ≤ s − 1. (We have Ri ≤ Rs−2
or Ri ≤ Rs−1, depending on the parity of i.) We prove by decreasing induction that
≺ xi, . . . , xt ≻⊥≺ xt+1, . . . , xn ≻=≺ xi, . . . , xs−1, ys, . . . , yn ≻ for 1 ≤ i ≤ s. For
i = s we have ≺ xs, . . . , xt ≻⊥≺ xt+1, . . . , xn ≻=≺ ys, . . . , yn ≻ by hypothesis. Let
now i < s. We have Ri ≤ Rt+1 so n(≺ xi, . . . , xt ≻⊥≺ xt+1, . . . , xn ≻) = pRi =
Q(xi)O so xi is a norm generator. By the induction hypothesis prx⊥
i
(≺ xi, . . . , xt ≻⊥≺
xt+1, . . . , xn ≻) =≺ xi+1, . . . , xt ≻⊥≺ xt+1, . . . , xn ≻=≺ xi+1, . . . , xt−1, yt, . . . , yn ≻
so ≺ xi, . . . , xt ≻⊥≺ xt+1, . . . , xn ≻=≺ xi, . . . , xt−1yt, . . . , yn ≻. When i = 1 we get
≺ x1, . . . , xt ≻⊥≺ xt+1, . . . , xn ≻=≺ x1, . . . , xt−1, yt, . . . , yn ≻.
For the general case we use duality. Since x1, . . . , xs−1, ys, . . . , yu, xu+1, . . . , xn is a
good BONG, so is ys, . . . , yu, xu+1, . . . , xu and thus x
♯
n, . . . , x
♯
u+1, y
♯
u, . . . , y
♯
s also. Since ≺
xs, . . . , xt ≻⊥≺ xt+1, . . . , xu ≻=≺ ys, . . . , yu ≻ we have≺ x♯u, . . . , x♯t+1 ≻⊥≺ x♯t, . . . , x♯s ≻=≺
y♯u, . . . , y
♯
s ≻. Since ordQ(x♯u+1) = −Ru+1 ≤ −Rt = ordQ(x♯t) we have, by the case
u = n proved above, that ≺ x♯n, . . . , x♯t+1 ≻⊥≺ x♯t, . . . , x♯s ≻=≺ x♯n, . . . , x♯u+1, y♯u, . . . , y♯s ≻.
By duality ≺ xs, . . . , xt ≻⊥≺ xt+1, . . . , xn ≻=≺ ys, . . . , yu, xu+1, . . . , xn ≻. Since also
Rs−1 ≤ Rt+1 and x1, . . . , xs−1ys, . . . , yu, xu+1, . . . , xn is a good BONG we have, again by
the case u = n, ≺ x1, . . . , xt ≻⊥≺ xt+1, . . . , xn ≻=≺ x1, . . . , xs−1, ys, . . . , yu, xu+1, . . . , xn ≻.

Lemma 7.11 Suppose that M,N are two ternary lattices over the same quadratic space,
R1 = R3 and Ri = Si for 1 ≤ i ≤ 3. Then M ∼= N iff α1 = β1.
Proof.We use [B3, Theorem 3.1]. The necessity of α1 = β1 follows from (ii). Conversely,
suppose that α1 = β1. Condition (i) follows from the hypothesis. Since R1 = R3 we
have R1 + α1 = R2 + α2 so α2 = R1 − R2 + α1 (see [B3, Corollary 2.3(i)]). Similarly
β2 = S1 − S2 + β1 = R1 − R2 + α1 so α2 = β2. Thus (ii) holds.
We prove now (iii). By Lemma 7.4(iii) R1 = R3 implies d[−a1,2] = α2 and d[−a2,3] =
α1. Similarly d[−b1,2] = β2 = α2 and d[−b2,3] = β1 = α1. Now d[a1,3b1,3] = ∞ (we have
a1,3b1,3 ∈ F˙ 2) and d[−a2,3], d[−b2,3] ≥ α1. By domination principle d(a1b1) ≥ d[a1b1] ≥
α1. Also d[−a1,2] = α2 and d[−b1,2] = β2 = α2 so d(a1,2b1,2) ≥ d[a1,2b1,2] ≥ α2. So (iii)
holds.
Finally, R1 = R3 implies α1 + α2 ≤ 2e so (iv) is vacuous. 
Lemma 7.12 If a ∈ F˙ we have:
(i) 1
2
piaA(0, 0) ⊥ 〈a〉 ∼=≺ aε,−pi2−2eaε, a ≻ relative to some good BONG for any
ε ∈ O×.
(ii) 1
2
piaA(2, 2ρ) ⊥ 〈a〉 ∼=≺ aε,−∆4 pi2aεη, aη ≻ relative to some good BONG for any
ε, η ∈ O× with d(ε) = 1, d(η) = 2e− 1 and (ε, η)p = −1.
Proof.By scaling we may assume that a = 1.
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Let M be the lattice from (i) or (ii). We have M =M1 ⊥M2, where M1 ∼= 12piA(0, 0)
or 1
2
piA(0, 0) and M2 ∼= 〈1〉. We want to prove that M ∼= N , where N ∼=≺ b1, b2, b3 ≻,
with b1, b1, b3 being ε,−pi2−2eε, 1 and ε, ∆4 pi2εη, η, respectively.
First we prove that a lattice N ∼=≺ b1, b2, b3 ≻ exists. We use [B1, Lemmas 4.3(ii)
and 3.6]. If Si = ord bi then (S1, S2, S3) = (0, 2 − 2e, 0). Since S1 ≤ S3 we still have to
prove that b2/b1, b3/b2 ∈ A. Since S3−S2 = 2e− 2 ≥ 0 we have b3/b2 ∈ A. For b2/b1 we
have S2− S1+2e = 2 ≥ 0 and S2− S1+ d(−b1b2) = 2− 2e+ d(−b1b2) ≥ 0. (In the case
(i) we have d(−b1b2) = ∞ and in the case (ii) we have d(∆) = 2e and d(η) = 2e− 1 so
d(−b1b2) = d(∆η) = 2e− 1.)
Now we prove that FM = FN . We have detFM = detFN = −1 or −∆ cor-
responding to (i) and (ii), respectively. We still have to prove that FM are either
both isotropic or both anisotropic. In the case (i) it is obvious that both FM and
FN ∼= [ε,−ε, 1] are isotropic. In the case (ii) FM ∼= [pi,−pi∆, 1] is anisotropic and
FN = [b1.b2, b3] is aisotropic because (−b1b2,−b2, b3)p = (∆η,∆ε)p = −1. (We have
(∆,∆)p = (∆, ε)p = (∆, η)p = 1 and (ε, η)p = −1.)
We now prove that Ri := Ri(M) = Si. If e > 1 then M = M1 ⊥ M2 is a Jordan
splitting with sk := sMk = p
rk , where r1 = 1 − e and r2 = 0. Let nM sk = uk.
We have nM1 = p and nM2 = O so nM = O so r1 = 0. Thus R1 = u1 = 0 and
R2 = 2u1 − r1 = 2 − 2e. Also M2 is unary so R3 = r2 = 0. If e = 1 then 1 − e = 0
so FM is unimodular and of odd rank. Thus R1 = R2 = R3 = 0. In both cases
(R1, R2, R3) = (0, 2− 2e, 0) = (S1, S2, S3)..
Since R1 = R3 and Ri = Si for all i we may apply Lemma 7.11. But R2 − R1 =
S2 − S1 = 2− 2e which uniquely defines α1, β1, namely α1 = β1 = 1.(See [B3, Corollary
2.9(i)].) 
Corollary 7.13 If ord b = S then ≺ piS,−piS−2e+2, . . . , piS,−piS−2e+2, b ≻∼= 12piS+1A(0, 0) ⊥
· · · ⊥ 1
2
piS+1A(0, 0) ⊥ 〈b〉.
Proof.Let b1, . . . , b2s+1 be the sequence pi
S,−piS−2e+2, . . . , piS,−piS−2e+2, b and let Si =
ord bi. We have Si = Si+2 for 1 ≤ i ≤ 2s − 1. Also for 1 ≤ i ≤ 2s − 1 we
have bi+1/bi = −pi2−2e or −pi2e−2 so bi+1/bi ∈ A. Same happens when i = 2s since
ord b2s+1/b2s = 2e−2 ≥ 0. So there is a lattice L ∼=≺ piS,−piS−2e+2, . . . , piS,−piS−2e+2, b ≻
relative to a good BONG. Since S2i = S − 2e + 2 ≤ S = S2i+1 for i ≤ i ≤ s we
have L ∼=≺ piS,−piS−2e+2 ≻⊥ · · · ⊥≺ piS,−piS−2e+2 ≻⊥ 〈b〉 by [B1, Corollary 4.4(i)].
To prove that L ∼= 12piS+1A(0, 0) ⊥ · · · ⊥ 12piS+1A(0, 0) ⊥ 〈b〉 it is enough to show
that ≺ piS,−piS−2e+2 ≻⊥< b >∼= 12piS+1A(0, 0) ⊥ 〈b〉. (The general case follows eas-
ily by induction.) But ord b = S so by Lemma 7.12(i) we have 1
2
piS+1A(0, 0) ⊥ 〈b〉 ∼=
1
2
pibA(0, 0) ⊥ 〈b〉 ∼=≺ bε,−pi2−2ebε, b ≻ for any ε ∈ O×. But ord b = S so bε = piS
for some ε ∈ O×. It follows that 1
2
piS+1A(0, 0) ⊥ 〈b〉 ∼=≺ piS,−piS−2e+2, b ≻. But
ord piS−2e+2 = S − 2e + 2 ≤ S = ord b so ≺ piS,−piS−2e+2, b ≻∼=≺ pis,−piS−2e+2 ≻⊥ 〈b〉
and we are done. 
Lemma 7.14 Suppose that a2/a1 ∈ −∆4O×2 and R3 > R1 or n = 2. We denote R1 = R.
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Let s ≥ 2 be the smallest even integer such that Rs+2 > R − 2e + 1 or s + 2 > n. Let
N = M ′ := {x ∈M | x not a norm generator}. We have:
(i) If s ≥ 4 then R3 = R5 = . . . = Rs−1 = R+1 and R4 = R6 = . . . = Rs = R−2e+1.
(ii) N is a lattice and we have:
1. If Rs+1 ≥ R+ 2 or s = n then N ∼=≺ a3, . . . , as, pi2a1, pi2a2, as+1, . . . , an ≻ relative
to the good BONG x3, . . . , xs, pix1, pix2, xs+1, . . . , xn.
2. If Rs+1 = R+1 then for any ε, η ∈ O× with d(ε) = 1, d(η) = 2e−1 s.t. (ε, η)p = −1
we have N ∼=≺ a3, . . . , as, as+1ε,−pi2−2eas+1εη∆, as+1η, as+2 . . . , an ≻ relative to some
good BONG x3, . . . , xs, ys−1, ys, ys+1, xs+2, . . . , xn.
Proof.(i) We have R3 ≥ R1+1 = R+1 so R4 ≥ R3− 2e ≥ R− 2e+1. So R− 2e+1 ≤
R4 ≤ R6 ≤ . . . ≤ Rs. But by the minimality of s we have Rs ≤ R− 2e+1 so R4 = R6 =
. . . = Rs = R−2e+1. For 3 ≤ i < s odd we have R+1 ≤ R3 ≤ Ri ≤ Ri+1+2e = R+1.
Thus R3 = R5 = . . . = Rs−1 = R + 1.
(ii) Since R3 > R − 2e = R2 we have the splitting L = J ⊥ K, with J =≺ x1, x2 ≻
and K =≺ x3, . . . , xn ≻. Since nJ = R1 < R3 = nK we have N = M ′ = J ′ ⊥ K, where
J ′ := {x ∈ J | x not a norm generator}. But a2/a1 ∈ −∆4O×2 so J ∼= 12a1A(2, 2ρ) ∼=
1
2
piRA(2, 2ρ), which implies that J ′ = pJ =≺ pix1, pix2 ≻∼= 12piR+2A(2, 2ρ). (This happens
because every primitive element of A(2, 2ρ) is a norm generator.) Since Rs = R−2e+1 <
R + 1 ≤ Rs+1 (if 2 < s < n) we have K =≺ x3, . . . , xs ≻⊥≺ xs+1, . . . , xn ≻. If s > 2
then Rs = R − 2e + 1 < R + 2 = ordQ(pix1), Rs−1 = R + 1 < R + 2 = ordQ(pix1) and
Rs = R − 2e + 1 < R − 2e + 2 = ordQ(pix2). By [B1, Corollary 4.4(v)] we get that
x3, . . . , xs, pix1, pix2 is a good BONG for ≺ x3, . . . , xs ≻⊥≺ pix1, pix2 ≻. Same happens if
s = 2, when x3, . . . , xs are ignored. So M = pJ ⊥ K =≺ pix1, pix2 ≻⊥≺ x3, . . . , xs ≻⊥≺
xs+1, . . . , xn ≻=≺ x3, . . . , xs, pix1, pix2 ≻⊥≺ xs+1, . . . , xn ≻.
If Rs+1 ≥ R + 2 then ordQ(pix2) = R − 2e + 2 ≤ Rs+2 (if s + 2 ≤ n), ordQ(pix1) =
R + 2 ≤ Rs+1 and ordQ(pix2) = R − 2e + 2 < R + 2 ≤ Rs+1 (if s + 1 ≤ n) so
N =≺ x3, . . . , xs, pix1, pix2 ≻⊥≺ xs+1, . . . , xn ≻=≺ x3, . . . , xs, pix1, pix2, xs+1, . . . , xn ≻
by [B1, Corollary 4.4(v)].
If Rs+1 = R + 1 then, by Lemma 7.12(ii), for any ε, η ∈ O× with d(ε) = 1,
d(η) = 2e − 1 and (ε, η)p = −1 we have ≺ pix1, pix2 ≻⊥ Oxs+1 ∼= 12piR+2A(2, 2ρ) ⊥
〈as+1〉 ∼= 12pias+1A(2, 2ρ) ⊥ 〈as+1〉 ∼=≺ as+1ε,−pi2−2eas+1εη∆, as+1η ≻ relative to some
good BONG ys−1, ys, ys+1. (We have ord as+1 = Rs+1 = R + 1.) Let Si = ordQ(yi) so
Ss−1 = Ss+1 = R + 1 and Ss = R − 2e + 3. To prove that ≺ x3, . . . , xs, pix1, pix2 ≻⊥≺
xs+1, . . . , xn ≻=≺ x3, . . . , xs, ys−1, ys, ys+1, xs+2, . . . , xn ≻ we use Lemma 7.10. We have
to show that x3, . . . , xs, ys−1, ys, ys+1, xs+2, . . . , xn is a good BONG, Rs ≤ Rs+1 (if 2 <
s < n) and ordQ(pix2) ≤ Rs+2 (if s+ 2 ≤ n).
If s > 2 then Rs−1 = R+1 = Ss−1 and Rs = R−2e+1 < R−2e+3 = Ss. If s+2 ≤ n
then Rs+2 ≥ R−2e+2 and we cannot have equality since this would imply Rs+2−Rs+1 =
(R− 2e+ 2)− (R+ 1) = 1− 2e, which is odd and negative. So Ss = R− 2e+ 3 ≤ Rs+2
and we also have Ss+1 = R + 1 = Rs+1 ≤ Rs+3 (if s + 2 ≤ n resp. s + 3 ≤ n). These
inequalities, together with the fact that x3, . . . , xs, ys−1, ys, ys+1 and xs+2, . . . , xn are
good BONGs and with the fact that Q(ys−1)/Q(xs), Q(xs+2)/Q(ys+1) ∈ A, will imply
that x3, . . . , xs, ys−1, ys, ys+1, xs+2, . . . , xn is a good BONG. Now ordQ(ys−1)/Q(xs) =
Ss−1−Rs = (R+1)−(R−2e+1) = 2e ≥ 0 so Q(ys−1)/Q(xs) ∈ A (if s > 2). We also have
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Q(xs+2)/Q(ys+1) = η
−1as+2/as+1. Now as+2/as+1 ∈ A so Rs+2−Rs+1+d(−as+1as+2) ≥ 0.
But d(η) = 2e − 1 so Rs+2 − Rs+1 + d(η) ≥ (R − 2e + 3) − (R + 1) + 2e − 1 = 1 >
0. By domination principle we get Rs+2 − Rs+1 + d(−η−1as+1as+2) ≥ 0. Since also
Rs+2 − Rs+1 + 2e ≥ 0 we have η−1as+2/as+1 ∈ A.
Finally, Rs = R − 2e + 1 < R + 1 = Rs+1 (if 2 < s) and ordQ(pix2) = R − 2e + 2 <
R− 2e+ 3 ≤ Rs+2 (if s+ 2 ≤ n) so we are done. 
In the context of Lemma 7.14 we say that M is of type I if Rs+1 ≥ R + 2 or s = n
and it is of type II if Rs+1 = R + 1. (I.e. if M is in case 1. resp. 2. of Lemma 7.14(ii).)
We have N ∼=≺ b1, . . . , bn ≻ relative to a good BONG where the sequence b1, . . . , bn
is a3, . . . , as, pi
2a1, pi
2a2, as+1, . . . , an, if we have case I, resp.
a3, . . . , as, as+1ε,−pi2−2eas+1εη∆, as+1η, as+2, . . . , an if the case is II.
Lemma 7.15 With the notations of Lemma 7.14 we have Ri = Si, αi = βi and [a1, . . . , ai] ∼=
[b1, . . . , bi] for any i ≥ s + 1. If M is of type I then [a1, . . . , ai] ∼= [b1, . . . , bi] also holds
for i = s.
Proof.We have bs+1 = as+1 in the case 1. and bs+1 = ηas+1 in the case 2. so Ss+1 = Rs+1
is both cases. Also ai = bi so Ri = Si for i ≥ s + 2. If i ≥ s + 1 (or i = s in the case
1.) we have aj = bj for j ≥ i + 1 so [ai+1, . . . , an] ∼= [bi+1, . . . , bn], which, together with
[a1, . . . , an] ∼= FM = FN ∼= [b1, . . . , bn], implies [a1, . . . , ai] ∼= [b1, . . . , bi].
Let K =≺ xs+2, . . . , xn ≻∼=≺ as+2, . . . , an ≻∼=≺ bs+2, . . . , bn ≻. For i > s + 1 we
have by [B3, Lemmas 2.1 and 2.4] αi = min{αi−s−1(K), Ri+1−Rs+2+as+1}. (αi−s−1(K)
replaces (Ri+1−Ri)/2+e and the terms corresponding to indices s+2 ≤ j ≤ n−1. Ri+1−
Rs+2+as+1 replaces the terms with 1 ≤ j ≤ s+1.) Similarly βi = min{αi−s−1(K), Si+1−
Ss+2+ bs+1}. Since Ri+1 = Si+1 and Rs+2 = Ss+2 it is enough to prove that αs+1 = βs+1.
We have αs+1 = min{(Rs+2−Rs+1)/2+ e, Rs+2−Rs+1+ d(−as+1,s+2), Rs+2−Rs+1+
α1(K), Rs+2−Rs+1+αs}. (By [B3, Lemmas 2.1 and 2.4] Rs+2−Rs+1+α1(K) replaces the
terms with j ≥ s+2 and Rs+2−Rs+1+αs replaces the terms with j ≤ s.) Similarly βs+1 =
min{(Ss+2−Ss+1)/2+e, Ss+2−Ss+1+d(−bs+1,s+2), Ss+2−Ss+1+α1(K), Ss+2−Ss+1+βs} =
min{(Rs+2−Rs+1)/2+e, Rs+2−Rs+1+d(−bs+1,s+2), Rs+2−Rs+1+α1(K), Rs+2−Rs+1+
βs}. Note that (Rs+2−Rs+1)/2+ e and Rs+2−Rs+1+α1(K) appear in the sets defining
both αs+1 and βs+1.
If M is of type I then Rs+1−Rs ≥ (R+2)− (R− 2e+1) > 2e (Rs = R− 2e if s = 2
and Rs = R − 2e + 1 if s > 2) and Ss+1 − Ss ≥ (R + 2)− (R − 2e + 2) = 2e. It follows
that Rs+2 −Rs+1 + αs, Rs+2−Rs+1 + βs ≥ Rs+2−Rs+1 + 2e ≥ (Rs+2−Rs+1)/2 + e (we
have Rs+2−Rs+1 ≥ −2e). Thus Rs+2−Rs+1+αs and Rs+2−Rs+1+ βs can be ignored.
Also in this case as+1 = bs+1 so d(−as+1,s+2) = d(−bs+1,s+2). Hence αs+1 = βs+1.
If M is of type II then Rs+1 − Rs = R + 1 − Rs ≥ 2e (Rs = R − 2e or R − 2e + 1)
and Ss+1 − Ss = (R + 1) − (R − 2e + 3) = 2e − 2. Thus Rs+2 − Rs+1 + αs, Rs+2 −
Rs+1 + βs ≥ Rs+2 − Rs+1 + 2e − 1 ≥ (Rs+2 − Rs+1)/2 + e. (We have Rs+2 − Rs+1 ≥
(R − 2e + 2) − (R + 1) = 1 − 2e so Rs+2 − Rs+1 ≥ 2 − 2e.) Thus Rs+2 − Rs+1 + αs
and Rs+2 − Rs+1 + βs can be ignored. We also have d(−bs+1,s+2) = d(−ηas+1,s+2). If
d(−as+1,s+2) < 2e−1 = d(η) then d(−as+1,s+2) = d(−bs+1,s+2) so we are done. Otherwise
we have d(−as+1,s+2), d(−bs+1,s+2) ≥ 2e−1 so Rs+2−Rs+1+d(−as+1,s+2), Rs+2−Rs+1+
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d(−bs+1,s+2) ≥ Rs+2−Rs+1+2e−1 ≥ (Rs+2−Rs+1)/2+e so Rs+2−Rs+1+d(−as+1,s+2)
and Rs+2 − Rs+1 + d(−bs+1,s+2) can be ignored and we have again αs+1 = βs+1. 
Lemma 7.16 Let M,N be like in Lemma 7.14. If K ≤M and nK ⊂ nM then K ≤ N .
Proof.The condition nK ⊂ nM means T1 ≥ R1 + 1 = R + 1. By hypothesis a2/a1 ∈
−∆
4
O×2 and ord a1 = R so ≺ a1, a2 ≻∼= 12piRA(2, 2ρ) and [a1, a2] ∼= [piR,−∆piR]. Also
since R2 − R1 = −2e we have d[−a1,2] ≥ R1 − R2 + α1 = 2e. Note also that if s > 2
then R3 = R + 1 and Rs = R + 1− 2e so by Lemma 7.5 we have d[(−1)(s−2)/2a3,s] ≥ 2e
and [a3, . . . , as] ∼= H ⊥ . . . ⊥ H ⊥ [piR+1,−ξpiR+1] with ξ ∈ {1,∆}. Since d[−a1,2] ≥ 2e
and d[(−1)(s−2)/2a3,s] ≥ 2e we have d[(−1)s/2a1,s] ≥ 2e. Also if s > 2 then [a1, . . . , as] ∼=
[a1, a2] ⊥ [a3, . . . , an] ∼= H ⊥ · · · ⊥ H ⊥ [piR,−∆piR, piR+1,−ξpiR+1].
We now prove the conditions 2.1(i)-(iv) for N,K.
Proof of 2.1(i). If i ≥ s + 1 then we have either Ti ≥ Ri = Si or Ti−1 + Ti ≥
Ri +Ri+1 = Si + Si+1 so we are done. If is odd and 1 ≤ i ≤ s− 3 or 1 ≤ i ≤ s− 1 when
the type is II then Ti ≥ T1 ≥ R + 1 = Si so we are done. If 1 < i ≤ s − 2 is even then
Ti ≥ T2 ≥ T1 − 2e ≥ R + 1 − 2e = Si so we are done. Thus we are left with the cases
i = s− 1 or s, if the type is I, and i = s, if the type is II.
Suppose first that M is of type I. We claim that if (i) fails at i = s − 1 or s then
T1 = Ts−1 = R + 1 and, if s > 2, Ts−2 = R + 1− 2e. Take first i = s− 1. Suppose that
Ts−1 < Ss−1 = R + 2. But Ts−1 ≥ T1 ≥ R + 1 so T1 = Ts−1 = R + 1. If s = 2 then we
have our claim. If s > 2 then also Ts−3 = R+1. Suppose that Ts−2+Ts−1 < Ss−1+Ss =
2R − 2e + 4. Since Ts−1 = R + 1 we have Ts−2 < R − 2e + 3. Since also Ts−3 = R + 1
we get Ts−2 − Ts−3 < 2 − 2e so Ts−2 − Ts−3 = −2e, i.e. Ts−2 = R + 1 − 2e. If i = s
and Ts < Ss = R − 2e + 2 then R + 1 ≤ T1 ≤ Ts−1 ≤ Ts + 2e < R + 2, which implies
R + 1 = Ts−1 = Ts + 2e and we are done.
Since T1 = R+ 1 and Ts−2 = R+ 1− 2e we have by Lemma 7.5 that [c1, . . . , cs−2] ∼=
H ⊥ · · · ⊥ H ⊥ [piR+1,−ξ′piR+1] where ξ′ ∈ {1,∆} and d[(−1)(s−2)/2c1,s−2] ≥ 2e.
(This also holds if s = 2, when d[(−1)(s−2)/2c1,s−2] = ∞.) We want to prove that
[c1, . . . , cs−1]→−[a1, . . . , as]. We have Rs+1 > R+1 = Ts−1. Also d[(−1)(s−2)/2c1,s−2] ≥ 2e
and d[(−1)s/2a1,s] ≥ 2e so d[−a1,sc1,s−2] ≥ 2e > 2e + Ts−1 − Rs+1, which, by Corollary
2.17, implies Cs−1 + Cs > 2e+Rs − Ts. So [c1, . . . , cs−1]→−[a1, . . . , as].
If s = 2 then c1→−[a1, a2] ∼= [piR,−∆piR], which is impossible since ord c1 = T1 =
R + 1. If s > 2 then [a1, . . . , as] ∼= H ⊥ · · · ⊥ H ⊥ [piR,−∆piR, piR+1,−ξpiR+1]. Since
ord cs−1 = Ts−1 = R+1 we have [−ξ′piR+1, cs−1] ∼= [−∆ξ′piR+1,∆cs−1]. But ξ, ξ′ ∈ {1,∆}
so ξ = ξ′ or ∆ξ′ in F˙ /F˙ 2 so [−ξ′piR+1, cs−1] ∼= [−ξpiR+1, c′s−1], where c′s−1 = cs−1 or
∆cs−1. Thus [c1, . . . , cs−1] ∼= H ⊥ · · · ⊥ H ⊥ [piR+1,−ξ′piR+1, cs−1] ∼= H ⊥ · · · ⊥ H ⊥
[piR+1,−ξpiR+1, c′s−1]. Since [c1, . . . , cs−1]→−[a1, . . . , as] we get c′s−1→−[piR,−∆piR]. But
this is impossible since ord c′s−1 = ord cs−1 = R + 1.
Suppose now that M is of type II and (i) fails at i = s. Hence Ts < Ss = R− 2e+ 3
and Ts−1+Ts < Ss+Ss+1 = 2R− 2e+4. We have 2Ts−1− 2e ≤ Ts−1+Ts < 2R− 2e+4
so Ts−1 < R+2. But Ts−1 ≥ T1 ≥ R+1 so T1 = Ts−1 = R+1. Since also Ts < R−2e+3
we get Ts−Ts−1 < (R−2e+3)− (R+1) = 2−2e so Ts−Ts−1 = −2e so Ts = R−2e+1.
Since T1 = R + 1 and Ts = R + 1 − 2e we have by Lemma 7.5 that d[(−1)s/2c1,s] ≥ 2e
88
and [c1, . . . , cs] ∼= H ⊥ · · · ⊥ H ⊥ [piR+1,−ξ′piR+1], where ξ′ ∈ {1,∆}. We want to
prove that [c1, . . . , cs]→−[a1, . . . , as+1]. This statement is trivial if n = s + 1, when
[a1, . . . , as+1] ∼= FM = FN . If s + 2 ≤ n then Rs+2 > R − 2e + 1 = Ts. In order
to prove that Cs + Cs+1 > 2e + Rs+1 − Ts+1 it is enough, by Corollary 2.17, to show
that d[−a1,s+2c1,s] > 2e + Ts − Rs+2. We have d[(−1)s/2a1,s], d[(−1)s/2c1,s] ≥ 2e so
d[a1,sc1,s] ≥ 2e > 2e + Ts − Rs+2. Hence it is enough to prove that d[−as+1,s+2] >
2e + Ts − Rs+2. But d[−as+1,s+2] ≥ Rs+1 − Rs+2 + αs+1 = 2e + Ts − Rs+2 + αs+1. (We
have Rs+1 = R+1 = Ts+2e.) So we have to prove that αs+1 > 0. But this follows from
Rs+2 − Rs+1 > (R − 2e+ 1)− (R + 1) = −2e.
We have [a1, . . . , as+1] ∼= H ⊥ · · · ⊥ H ⊥ [piR,−∆piR, piR+1,−ξpiR+1, as+1]. Since
ord as+1 = Rs+1 = R+1 we have [−ξpiR+1, as+1] ∼= [−∆ξpiR+1,∆as+1]. But ξ, ξ′ ∈ {1,∆}
so ξ′ = ξ or ∆ξ in F˙ /F˙ 2. Hence [−ξpiR+1, as+1] ∼= [−ξ′piR+1, a′s+1], where a′s+1 = as+1 or
∆as+1. It follows that [a1, . . . , as+1] ∼= H ⊥ · · · ⊥ H ⊥ [piR,−∆piR, piR+1,−ξ′piR+1, a′s+1].
We also have [c1, . . . , cs] ∼= H ⊥ · · · ⊥ H ⊥ [piR+1,−ξ′piR+1] so [c1, . . . , cs]→−[a1, . . . , as+1]
implies H→−[piR,−∆piR, a′s+1]. But this is impossible since ord a′s+1 = ord as+1 = R + 1
so [piR,−∆piR, a′s+1] is anisotropic.
Before proving 2.1(ii) and 2.1(iii) we note that if s > 2 then for 1 < i ≤ s − 3
odd we have Ti−1 ≥ T2 ≥ T1 − 2e ≥ R − 2e + 1 = Si+1 so i is not essential for N,K.
Also for 2 ≤ i ≤ s − 4 even resp. for 2 ≤ i ≤ s even when M is of type II we have
Ti−1 ≥ T1 ≥ R + 1 = Si+1 so again i is not essential. Hence i is not essential for N,K
for 1 < i ≤ s− 3, if M is of type I, and for 1 < i ≤ s− 2 or i = s, if M is of type II. By
Lemma 2.13, for such indices 2.1(iii) needs not be verified. Also, by Lemma 2.12, 2.1(ii)
needs not be verified for 1 < i ≤ s − 4, if M is of type I, and for 1 < i ≤ s− 3, if M is
of type II.
Also note that [a1, . . . , ai] = [b1, . . . , bi] so a1,i = b1,i in F˙ /F˙
2 for i ≥ s + 1. For
such indices [c1, . . . , ci−1]→−[b1, . . . , bi] is equivalent to [c1, . . . , ci−1]→−[a1, . . . , ai]. Also if
i ≥ s+ 1, j is arbitrary and ξ ∈ F˙ we have d(ξa1,ic1,j) = d(ξb1,ic1,j) and also αi = βj . It
follows that d(ξa1,ic1,j) = min{d(ξa1,ic1,j), αi, γj} = min{d(ξb1,ic1,j), βi, γj} = d[ξb1,ic1,j ].
In particular, for i ≥ s we have Ci = min{(Ri+1−Ti)/2+e, Ri+1−Ti+d[−a1,i+1c1,i−1], Ri+1+
Ri+2−Ti−1−Ti+d[a1,i+2c1,i−2]} = min{(Si+1−Ti)/2+e, Si+1−Ti+d[−b1,i+1c1,i−1], Si+1+
Si+2 − Ti−1 − Ti + d[b1,i+2c1,i−2]} = Bi.
Proof of 2.1(ii). Take first i = 1. If s > 2 then B1 ≤ (S2 − T1)/2 + e ≤ ((R− 2e+
1)− (R + 1))/2 + e = 0 so 2.1(ii) holds trivially.
Suppose now that i ≥ s+1. We have d[b1,ic1,i] = d[a1,ic1,i] and Bi = Ci so d[b1,ic1,i] ≥
Bi follows from d[a1,ic1,i] ≥ Ci. So we are left with the cases s − 3 ≤ i ≤ s, if M is of
type I, and s− 2 ≤ i ≤ s, if M is of type II.
Take first i = s. Suppose that 2.1(ii) does not hold so we have d[b1,sc1,s] < Bs = Cs ≤
d[a1,sc1,s]. Thus d[a1,sb1,s] = d[b1,sc1,s] < Bs ≤ d[a1,sc1,s]. We cannot have d[a1,sb1,s] = αs
since αs ≥ d[a1,sc1,s]. If d[a1,sb1,s] = βs then note that if M is of type II then Ss+1−Ss =
(R+1)−(R−2e+3) = 2e−2 and if it is of type I then Ss+1−Ss ≥ (R+2)−(R−2e+2) = 2e.
In both cases βs = (Ss+1 − Ss)/2 + e ≥ Bs so we get a contradiction. So we are left
with the case d[a1,sb1,s] = d(a1,sb1,s). If we have type I then a1,s = b1,s in F˙ /F˙
2 so
d(a1,sb1,s) = ∞ > Bs. If we have type II then a1,s+1 = b1,s+1 and bs+1 = ηas+1. Thus
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a1,sb1,s ∈ ηF˙ 2 and we have d(a1,sb1,s) = d(η) = 2e− 1 = (Ss+1 − Ss)/2 + e ≥ Bs.
Suppose now that i = s − 1. We have Ts−1 ≥ T1 ≥ R + 1. Suppose first that
Ts−1 ≥ R + 2. If M is of type I then Bs−1 ≤ (Ss − Ts−1)/2 + e ≤ ((R − 2e + 2)− (R +
2))/2+ e = 0 and we are done. If M is of type II then Bs−1 ≤ (Ss+Ss+1)/2−Ts−1+ e ≤
((R − 2e + 3) + (R + 1))/2 − (R + 2) + e = 0 so we are done. So we can assume
that T1 = T3 = . . . = Ts−1 = R + 1. If M is of type I then we cannot have s = 2
because this would imply S1 = R + 2 ≥ T1, which contradicts 2.1(i). So s > 2 and
we have Ts−2 + R + 1 = Ts−2 + Ts−1 ≥ Ss−2 + Ss−1 = (R − 2e + 1) + (R + 2) so
Ts−2 ≥ R − 2e + 2. But we cannot have Ts−2 = R − 2e + 2 since this would imply
Ts−2−Ts−3 = 1−2e. So Ts−2 ≥ R−2e+3. It follows that Bs−1 ≤ Ss−(Ts−3+Ts−2)/2+e ≤
R−2e+2−((R+1)+(R−2e+3))/2+e = 0 and we are done. Suppose nowM is of type
II. We have Bs−1 ≤ (Ss+Ss+1)/2−Ts−1+ e = ((R−2e+3)+ (R+1))/2− (R+1)+ e =
1. Now S1 = Ss−1 = R + 1 and T1 = Ts−1 = R + 1. By Lemma 6.6(i) we have
S1 + · · ·+ Ss−1 ≡ T1 + · · ·+ Ts−1 ≡ R + 1 (mod 2) so ord b1,s−1c1,s−1 is even. It follows
that d(b1,s−1c1,s−1) ≥ 1. Now Ts−1 = Ss−1 = R + 1 and by 2.1(i) Ts−1 + Ts ≥ Ss−1 + Ss
so Ts− Ts−1 ≥ Ss−Ss−1 = (R− 2e+3)− (R+1) = 2− 2e. It follows that βs−1 = 1 and
γs−1 ≥ 1. Together with d(b1,s−1c1,s−1) ≥ 1, these imply d[b1,s−1c1,s−1] = 1 ≥ Bs−1.
Let now i = s − 2. Suppose first that M is of type I. We have Ts−3 ≥ T1 ≥ R + 1.
If Ts−3 ≥ R + 2 = Ss−1 then s − 2 is not an essential index for N,K. We also have
Ts−2 ≥ Ts−3−2e ≥ R−2e+2 = Ss so s−1 is not essential either and thus the statement
2.1(ii) becomes vacuous at i = s − 2. Thus we may assume that T1 = Ts−3 = R + 1.
If Ts−2 − Ts−3 ≥ 2 − 2e then γs−3 ≥ 1 and Tt−2 ≥ R − 2e + 3. We have Bs−2 ≤
(Ss−1+Ss)/2−Ts−2+e = ((R+2)+(R−2e+2))/2−Ts−2+e = R+2−Ts−2. Since S1 = R+1
and Ss−2 = R+1−2e we have by Lemma 7.5 d[(−1)(s−2)/2b1,s−2] ≥ 2e > R+2−Ts−2. Also
T1 = Ts−3 = R + 1 which, by Lemma 7.4(i), implies d[(−1)(s−2)/2c1,s−2] ≥ Ts−3 − Ts−2 +
γs−3 = R+1− Ts−2+ γs−3 ≥ R+2− Ts−2. Hence d[b1,s−2c1,s−2] ≥ R+2− Ts−2 ≥ Bs−2.
So we are left with the case when Ts−2 − Ts−3 = −2e, i.e. Ts−2 = R − 2e + 1. Since
Ss−1−Ts−2 = 2e+1 > 2e, by Corollary 2.10, we have to prove that b1,s−2c1,s−2 ∈ F˙ 2. Since
T1 = S1 = R + 1 and Ts−2 = Ss−2 = R − 2e + 1 by Lemma 7.5 both ≺ c1, . . . , cs−2 ≻
and ≺ b1, . . . , bs−2 ≻=≺ a3, . . . , as ≻ are orthogonal sums of copies of 12piR+1A(0, 0)
and 1
2
piR+1A(2, 2ρ). If ≺ b1, . . . , bs−2 ≻∼=≺ c1, . . . , cs−2 ≻ then b1,s−2c1,s−2 ∈ F˙ 2 and
we are done. Otherwise, since A(0, 0) ⊥ A(0, 0) ∼= A(2, 2ρ) ⊥ A(2, 2ρ), we have
≺ c1, . . . , cs−2 ≻⊥ 12piR+1A(0, 0) ∼=≺ b1, . . . , bs−2 ≻⊥ 12piR+1A(2, 2ρ) ∼=≺ a3, . . . , as ≻⊥
1
2
piR+1A(2, 2ρ). It follows that [c1, . . . , cs−2] ⊥ H ∼= [a3, . . . , as] ⊥ [piR+1,−∆piR+1] and
a3,sc1,s−2 ∈ ∆F˙ 2. Since also −a1,2 ∈ ∆F˙ 2 we have −a1,sc1,s−2 ∈ F˙ 2. If s < n then
Rs+1 ≥ R+2 > R+1 = Ts−2+2e so by Lemma 2.19 we have [c1, . . . , cs−2]→−[a1, . . . , as].
Same happens obviously if s = n. Since also −a1,sc1,s−2 ∈ F˙ 2 we have [a1, . . . , as] ∼=
[c1, . . . , cs−2] ⊥ H ∼= [a3, . . . , as] ⊥ [piR+1,−∆piR+1] so [piR,−∆piR] ∼= [a1, a2] ∼= [piR+1,−∆piR+1],
which is false.
Suppose now that M is of type II. In this case s− 2 is not essential for N,K. So we
may assume that s−1 is essential since otherwise 2.1(ii) becomes vacuous at i = s−2 by
Lemma 2.12. It follows that 2Ts−3−2e ≤ Ts−3+Ts−2 < Ss+Ss+1 = R−2e+3+R+1 =
2R − 2e + 4 so R + 1 ≤ T1 ≤ Ts−3 < R + 2 and so T1 = Ts−3 = R + 1. Thus
R + 1 + Ts−2 = Ts−3 + Ts−2 < 2R − 2e + 4, i.e. Ts−2 < R − 2e + 3 so Ts−2 − Ts−3 <
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2 − 2e. Hence Ts−2 − Ts−3 = −2e and so Ts−2 = R + 1 − 2e. Since S1 = T1 = R + 1,
Ss−2 = Ts−2 = R + 1− 2e we have d[(−1)(s−2)/2b1,s−2] ≥ 2e and d[(−1)(s−2)/2c1,s−2] ≥ 2e
by Lemma 7.5. It follows that d[b1,s−2c1,s−2] ≥ 2e = (Ss−1 − Ts−2)/2 + e ≥ Bs−2. (We
have Ss−1 = R + 1 and Ts−2 = R− 2e + 1.)
We are left with i = s− 3 and only if M is of type I. We have Ts−3 ≥ T1 ≥ R+1 and
Ss−2 = R− 2e+ 1 so Bs−3 ≤ (Ss−2 − Ts−3)/2 + e ≤ 0 and 2.1(ii) becomes trivial.
Proof of 2.1(iii). Let 1 < i < n s.t. Ti−1 < Si+1 and Bi−1 +Bi > 2e+ Si − Ti. We
want to prove that [c1, . . . , ci−1]→−[b1, . . . , bi].
If i ≥ s+1 then Bi−1 = Ci−1 and Bi = Ci so Ci−1+Ci = Bi−1+Bi > 2e+ Si− Ti =
2e+Ri−Ti. We also have Ti−1 < Si+1 = Ri+1 so [c1, . . . , ci−1]→−[a1, . . . , ai] ∼= [b1, . . . .bi].
So we are left with the cases s− 2 ≤ i ≤ s if M is of type I and i = s− 1 if it is of type
II. (All the other indices are not essential.)
Take first i = s, when M is of type I. We have [b1, . . . , bs] ∼= [a1, . . . , as] so it is
enough to prove that [c1, . . . , cs−1]→−[a1, . . . , as], i.e. that Ts−1 < Rs+1 and Cs−1 +
Cs > 2e + Rs − Ts. We have Ts−1 < Ss+1 = Rs+1 and Cs−1 + Cs > 2e + Rs − Ts
is equivalent by Lemma 2.12 to d[−a1,s+1c1,s−1] + d[−a1,sc1,s−2] > 2e + Ts−1 − Rs+1,
d[−a1,s+1c1,s−1] > e + (Ts−2 + Ts−1)/2 − Rs+1 and d[−a1,sc1,s−2] > e + Ts−1 − (Rs+1 +
Rs+2)/2. But we have Rs+1 = Ss+1, Rs+2 = Ss+2 and d[−a1,s+1c1,s−1] = d[−b1,s+1c1,s−1]
so the conditions above will follow from the corresponding conditions for N,K pro-
vided that d[−a1,sc1,s−2] ≥ d[−b1,sc1,s−2]. Suppose that d[−a1,sc1,s−2] < d[−b1,sc1,s−2].
We have d[−a1,sc1,s−2] = min{d(−a1,sc1,s−2), αs, γs−2}. But γs−2 ≥ d[−b1,sc1,s−2] and
d(−a1,sc1,s−2) = d(−b1,sc1,s−2) ≥ d[−b1,sc1,s−2] so we most have d[−a1,sc1,s−2] = αs. But
Rs+1 = Ss+1 ≥ R + 2 and Rs < R − 2e + 2 = Ss. (Rs = R − 2e or R − 2e + 1 if s = 2
resp. s > 2.) Thus Rs+1 − Rs > Ss+1 − Ss ≥ 2e and so αs = (Rs+1 − Rs)/2 + e >
(Ss+1 − Ss)/2 + e = βs ≥ d[−b1,sc1,s−2]. Contradiction.
Take now i = s−1. Suppose first thatM is of type I. We have Ts−2 < Ss = R−2e+2.
But Ts−3 ≥ T1 ≥ R+1 so Ts−2 ≥ Ts−3−2e ≥ R−2e+1. It follows that Ts−3 = R−2e+1
and T1 = Ts−3 = R + 1. But we have encountered this situation during the proof
of 2.1(ii) at i = s − 2, when we proved that ≺ c1, . . . , cs−2 ≻∼=≺ b1, . . . , bs−2 ≻ and so
[c1, . . . , cs−2]→−[b1, . . . , bs−1]. Suppose nowM is of type II. Since s−1 is essential we have
2Ts−3−2e ≤ Ts−3+Ts−2 < Ss+Ss+1 = R−2e+3+R+1 = 2R−2e+4 so Ts−3 < R+2.
But Ts−3 ≥ T1 ≥ R + 1 so T1 = Ts−3 = R + 1. We also have Ts−2 < Ss = R − 2e + 3
so Ts−2 − Ts−3 ≤ 2 − 2e and so Ts−2 − Ts−3 = −2e, i.e. Ts−2 = R − 2e + 1. Since
S1 = T1 = R + 1 and Ss−2 = Ts−2 = R+ 1− 2e we have, by Lemma 7.5, [b1, . . . , bs−2] ∼=
H ⊥ · · · ⊥ H ⊥ [piR+1,−ξpiR+1] and [c1, . . . , cs−2] ∼= H ⊥ · · · ⊥ H ⊥ [piR+1,−ξ′piR+1] for
some ξ, ξ′ ∈ {1,∆}. It follows that [b1, . . . , bs−1] ∼= H ⊥ · · · ⊥ H ⊥ [piR+1,−ξpiR+1, bs−1].
But ord bs−1 = Ss−1 = R + 1 and ξξ
′ is a power of ∆ so −piR+1ξ′→−[−piR+1ξ, bs−1],
which implies that [c1, . . . , cs−2] ∼= H ⊥ · · · ⊥ H ⊥ [piR+1,−piR+1ξ′]→−H ⊥ · · · ⊥ H ⊥
[piR+1,−piR+1ξ, bs−1] ∼= [b1, . . . , bs−1].
Finally, we take i = s − 2, when M is of type I. We have R + 1 = T1 ≤ Ts−3 <
Ss−1 = R + 2 so T1 = T3 = . . . = Ts−3 = R + 1. Now i = s − 2 is essential so if s > 4
then Ts−4 + R + 1 = Ts−4 + Ts−3 < Ss−1 + Ss = R + 2 + R − 2e + 2 = 2R − 2e + 4 so
Ts−4 < R−2e+3. It follows that Ts−4−Ts−5 < 2−2e, which implies that Ts−4−Ts−5 =
−2e so Ts−4 = R − 2e + 1. Now S1 = T1 = R + 1 and Ss−2 = Ts−4 = R + 1 − 2e so,
91
by Lemma 7.5, ≺ b1, . . . , bs−2 ≻ and ≺ c1, . . . , cs−4 ≻ are orthogonal sums of copies of
1
2
piR+1A(0, 0) and 1
2
piR+1A(2, 2ρ). (Same happens if s = 4, when ≺ c1, . . . , cs−4 ≻ is just
the zero lattice.) It follows that ≺ b1, . . . , bs−2 ≻∼=≺ c1, . . . , cs−4 ≻⊥ 12piR+1A(0, 0) or
≺ c1, . . . , cs−4 ≻⊥ 12piR+1A(2, 2ρ), which implies that [b1, . . . , bs−2] ∼= [c1, . . . , cs−4] ⊥ H
or [c1, . . . , cs−4] ⊥ [piR+1,−piR+1∆]. But ord cs−3 = R+1 so cs−3 is represented by both H
and [piR+1,−piR+1∆]. It follows that [c1, . . . , cs−3] is represented by both [c1, . . . , cs−4] ⊥ H
and [c1, . . . , cs−4] ⊥ [piR+1,−piR+1∆] and thus by [b1, . . . , bs−2].
Proof of 2.1(iv). Let 1 < i ≤ n − 2 s.t. Si+1 + 2e ≤ Ti−1 + 2e < Si+2 ≤ Ti. We
want to prove that [c1, . . . , ci−1]→−[b1, . . . , bi+1].
If i ≥ s− 1, when M is of type I, or if i ≥ s, when M is of type II, we have Ri+2 =
Si+2 > Ti−1 + 2e, which implies by Lemma 2.19 that [c1, . . . , ci−1]→−[a1, . . . , ai+1] ∼=
[b1, . . . , bi+1].
If M is of type I and i ≤ s− 2 the condition Si+1 + 2e < Si+2 implies that i = s− 3.
We have Ts−4 + 2e < Ss−1 = R + 2 so Ts−4 ≤ R + 1 − 2e. But Ts−5 ≥ T1 ≥ R + 1
so Ts−4 ≥ Ts−5 − 2e ≥ R + 1 − 2e. Thus T1 = R + 1 and Ts−4 = R + 1 − 2e. Also
S1 = R+1 and Ss−2 = R−2e+1 so by Lemma 7.5 ≺ b1, . . . , bs−2 ≻ and ≺ c1, . . . , cs−4 ≻
are orthogonal sums of copies of 1
2
piR+1A(0, 0) and 1
2
piR+1A(2, 2ρ). It follows that ≺
c1, . . . , cs−4 ≻ →− ≺ b1, . . . , bs−2 ≻ so [c1, . . . , cs−4]→−[b1, . . . , bs−2].
Finally, if M is of type II then the condition Si+1 + 2e < Si+2 is not satisfied for any
value of i ≤ s− 1. 
We now consider the remaining case when R2−R1 = −2e and either a2/a1 ∈ −14O×2
or R1 = R3.
Lemma 7.17 Suppose M is as above. Let R := R1 and let s ≥ 2 be even and maximal
with the property that Rs = R− 2e. Let k be maximal with the property that M splits k
copies of 1
2
piRA(0, 0). Then k ≥ 1 and we have the following 3 cases:
1. If Rs+1 > R or s = n and (−1)s/2a1,s ∈ F˙ 2 then k = s/2.
2. If Rs+1 > R or s = n and (−1)s/2a1,s ∈ ∆F˙ 2 then k = s/2− 1.
3. If Rs+1 = R then k = s/2
Proof.First we show that k ≤ s/2. Suppose the contrary so M represents N , an or-
thogonal sum of s/2 + 1 copies of 1
2
piRA(0, 0). We have N ∼=≺ b1, . . . , bs+2 ≻ where
b1 = b3 = . . . = bs+1 = pi
R and b2 = b4 = . . . = bs+2 = −piR−2e. We have N→−M so
N ≤ M . It follows that Rs+1 + Rs+2 ≤ Ss+1 + Ss+2 = R + R − 2e = 2R − 2e. But
Rs+1 ≥ R1 = R and Rs+2 ≥ R2 = R− 2e so we must have Rs+1 = R and Rs+2 = R− 2e,
which contradicts the maximality of s.
We have R = R1 ≤ Rs−1 ≤ Rs+2e = R so R1 = Rs−1 = R. Since also Rs = R−2e we
have, by Lemma 7.5, that≺ a1, . . . , as ≻ is an orthogonal sum of copies of 12piRA(0, 0) and
1
2
piRA(2, 2ρ) and so it is isomorphic to 1
2
piRA(0, 0) ⊥ · · · ⊥ 1
2
piRA(0, 0) or 1
2
piRA(0, 0) ⊥
· · · ⊥ 1
2
piRA(0, 0) ⊥ 1
2
piRA(2, 2ρ). Considering determinants we have ≺ a1, . . . , as ≻∼=
1
2
piRA(0, 0) ⊥ · · · ⊥ 1
2
piRA(0, 0) if a1,s ∈ (−1)s/2F˙ 2 and ≺ a1, . . . , as ≻∼= 12piRA(0, 0) ⊥
· · · ⊥ 1
2
piRA(0, 0) ⊥ 1
2
piRA(2, 2ρ) if a1,s ∈ (−1)s/2∆F˙ 2. In both cases if s + 1 ≤ n we
have Rs+1 ≥ R1 = R > R − 2e = Rs so M ∼=≺ a1, . . . , as ≻⊥≺ as+1, . . . , an ≻. Hence
M splits at least s/2− 1 copies of 1
2
piRA(0, 0). So s/2− 1 ≤ k ≤ s/2.
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If a1,s ∈ (−1)s/2F˙ 2, in particular in the case 1., then M splits ≺ a1, . . . , as ≻∼=
1
2
piRA(0, 0) ⊥ · · · ⊥ 1
2
piRA(0, 0) so k = s/2. Same happens in the case 3. if a1,s ∈
(−1)s/2F˙ 2. If a1,s ∈ (−1)s/2∆F˙ 2 then ord as+1/as = Rs+1 − Rs = R − (R − 2e) = 2e
so ∆ ∈ g(as+1/as). (See [B1, Definition 6].) By [B1, 3.12] we have ≺ a1, . . . , an ≻∼=≺
a1, . . . ,∆as,∆as+1, as+2, . . . , an ≻. By this change of BONGs the product a1,s is replaced
by ∆a1,s which belongs to (−1)s/2F˙ 2 so we are back to the previous case. So again
k = s/2.
Finally, in the case 2. suppose that k = s/2 soM represents N , an orthogonal sum of
s/2 copies of 1
2
piRA(0, 0). We have N ∼=≺ b1, . . . , bs ≻, where b1 = b3 = . . . = bs−1 = piR
and b2 = b4 = . . . = bs = −piR−2e. If s > n then Rs+1 > R and Ss = R − 2e so
Rs+1−Ss > 2e. By Corollary 2.10 we have a1,sb1,s ∈ F˙ 2. Same happens when s = n since
[a1, . . . , an] ∼= [b1, . . . , bn]. But (−1)s/2a1,s ∈ ∆F˙ 2 and (−1)s/2b1,s ∈ F˙ 2 so a1,sb1,s ∈ ∆F˙ 2.
Contradiction. So k = s/2− 1. 
In the context of Lemma 7.17 we say that M is of type I, II or III if it is in the case
1., 2., resp 3. of Lemma 7.17.
With the notations of Lemma 7.17 letM = H1 ⊥ · · · ⊥ Hk ⊥ P with Hi ∼= 12piRA(0, 0)
relative to some basis ti, ui. Note that Q(ti) = Q(ui) = 0 and Q(ti + ui) = pi
R. So if
M ′ = {x ∈ M | x not a norm generator} then ti, ui ∈ M ′ but ti + ui /∈ M ′. Therefore
this time M ′ is not a lattice and we cannot take N = M ′.
In this case we take N = H′1 ⊥ · · · ⊥ H′k ⊥ P , where H′i ∼= 12piR+1A(0, 0) relative to
the basis ti, piui. Since H
′
i ⊂ Hi we have N ⊂M .
Lemma 7.18 With the notations above we have:
(i) If M is of type I we can choose its BONG s.t. a1 = a3 = . . . = as−1 = pi
R,
a2 = a4 = . . . = as = −piR−2e. We have
N ∼=≺ piR+1,−piR−2e+1, . . . , piR+1,−piR−2e+1, as+1, . . . , an ≻
relative to a good BONG y1, . . . , ys, xs+1, . . . , xn.
(ii) If M is of type II we can choose its BONG s.t. a1 = a3 = . . . = as−1 = pi
R,
a2 = −∆piR−2e, a4 = a6 = . . . = as = −piR−2e. We have
N ∼=≺ piR,−∆piR−2e, piR+1,−piR−2e+1, . . . , piR+1,−piR−2e+1, as+1, . . . , an ≻
relative to a good BONG x1, x2, y3, . . . , ys, xs+1, . . . , xn.
(iii) If M is of type III we can choose its BONG s.t. a1 = a3 = . . . = as−1 = pi
R,
a2 = a4 = . . . = as = −piR−2e. We have
N ∼=≺ piR,−piR−2e+2, . . . , piR,−piR−2e+2, as+1, . . . , an ≻
relative to some good BONG y1, . . . , ys+1, xs+2, . . . , xn.
Proof.As seen from the proof of Lemma 7.17, if M is of type I then ≺ a1, . . . , as ≻∼=
1
2
piRA(0, 0) ⊥ · · · ⊥ 1
2
piRA(0, 0). Same can be assumed in the case III by making, if nec-
essary, the change of BONG ≺ a1, . . . , an ≻∼=≺ a1, . . . , as−1,∆as,∆as+1, as+2 . . . , an ≻.
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Since 1
2
piRA(0, 0) ⊥ · · · ⊥ 1
2
piRA(0, 0) ∼=≺ piR,−piR−2e, . . . , piR,−piR−2e ≻ we can change
the BONG of M s.t. the sequence a1, . . . , as is pi
R,−piR−2e, . . . , piR,−piR−2e, as claimed.
IfM is of type II then ≺ a1, . . . , as ≻∼= 12piRA(2, 2ρ) ⊥ 12piRA(0, 0) ⊥ · · · ⊥ 12piRA(0, 0) ∼=
≺ piR,−∆piR−2e ≻⊥≺ piR,−piR−2e ≻⊥ · · · ⊥≺ piR,−piR−2e ≻∼=
≺ piR,−∆piR−2e, piR,−piR−2e, . . . , piR,−piR−2e ≻. Therefore we can change the BONG of
M s.t. the sequence a1, .., as is pi
R,−∆piR−2e, piR,−piR−2e, . . . , piR,−piR−2e, as claimed.
So we have proved the first part of (i)-(iii).
Before proving the second part we note that in the cases I and III we have
≺ x1, . . . , xs ≻= H1 ⊥ · · · ⊥ Hk, with Hi ∼= 12piRA(0, 0). Since both ≺ x1, . . . , xs ≻
and H1 ⊥ · · · ⊥ Hk split M there is by [OM, Theorem 93:14] some σ ∈ O(M) s.t.
H1 ⊥ · · · ⊥ Hk = σ(≺ x1, . . . , xs ≻) =≺ σx1, . . . , σxs ≻. We have M = σM =≺
σx1, . . . , σxn ≻ so if we replace the BONG of M by σx1, . . . , σxn we may assume that
H1 ⊥ · · · ⊥ Hk =≺ x1, . . . , xs ≻. We have M =≺ x1, . . . , xs ≻⊥≺ xs+1, . . . , xn ≻ so in
these cases P =≺ xs+1, . . . , xn ≻. If M is of type II then R2 < R3 and Rs < Rs+1 so
by [B1, Corollary 4.4 (i)] we have M =≺ x1, x2 ≻⊥≺ x3, . . . , xs ≻⊥≺ xs+1, . . . , xn ≻.
Now both ≺ x3, . . . , xs ≻∼=≺ piR,−piR−2e, . . . , piR,−piR−2e ≻ and H1 ⊥ · · · ⊥ Hk split
M and are ∼= 12piRA(0, 0) ⊥ · · · ⊥ 12piRA(0, 0) so there is σ ∈ O(M) s.t. H1 ⊥ · · · ⊥
Hk = σ(≺ x3, . . . , xs ≻) =≺ σx3, . . . , σxs ≻. When we replace the BONG of M by
σx1, . . . , σxn we may assume that H1 ⊥ · · · ⊥ Hk =≺ x3, . . . , xs ≻. So in this case
P =≺ x1, x2 ≻⊥≺ xs+1, . . . , xn ≻. We now prove the second part of (i)-(iii).
(i) We have H′1 ⊥ · · · ⊥ H′k ∼= 12piR+1A(0, 0) ⊥ · · · ⊥ 12piR+1A(0, 0) ∼=
≺ piR+1,−piR−2e+1, . . . , piR+1,−piR−2e+1 ≻ relative to a good BONG y1, . . . , ys. If we
denote Si := ordQ(yi) then S1 = S3 = . . . = Ss−1 = R + 1 and S2 = S4 = . . . = Ss =
R − 2e + 1. We have N = H′1 ⊥ · · · ⊥ H′k ⊥ P =≺ y1, . . . , ys ≻⊥≺ xs+1, . . . , xn ≻. We
want to prove that y1, . . . , ys, xs+1, . . . , xn is a good BONG for N . If s = n this statement
is trivial. Otherwise we use [B1, Corollary 4.4(v)]. We have Rs+1 ≥ R + 1 = Ss−1 and
Rs+1 > R− 2e+ 1 = Ss. Also if s ≤ n− 2 then Rs+2 ≥ Rs+1 − 2e ≥ R− 2e+ 1 = Ss so
we are done.
(ii) We have H′1 ⊥ · · · ⊥ H′k ∼=≺ piR+1,−piR−2e+1, . . . , piR,−piR−2e+1 ≻ relative to
a good BONG y3, . . . , ys. Denote Si = ordQ(yi). We have M = H1 ⊥ · · · ⊥ Hk ⊥
P =≺ y1, . . . , ys ≻⊥≺ x1, x2 ≻⊥≺ xs+1, . . . , xn ≻. By the same reasoning above
y3, . . . , ys, xs+1, . . . , xn is a good BONG for ≺ y3, . . . , ys ≻⊥≺ xs+1, . . . , xn ≻. In or-
der to prove that x1, x2, y3, . . . , ys, xs+1, . . . , xn is a good BONG for M =≺ x1, x2 ≻⊥≺
y3, . . . , ys, xs+1, . . . , xn ≻ we use [B1, Corollary 4.(v)]. We have R1 = R < R + 1 = S3,
R2 = R− 2e+ 1 < R + 1 = S3 and R2 = R− 2e < R− 2e+ 1 = S4 so we are done.
(iii) Note that, by the maximality of s, if s ≤ n−2 then Rs+2 6= R−2e so Rs+2−Rs+1 =
Rs+2 − R 6= −2e. It follows that Rs+2 − Rs+1 ≥ 2 − 2e so Rs+2 ≥ R − 2e + 2. We have
H′1 ⊥ · · · ⊥ H′k ∼=≺ piR+1,−piR−2e+1, . . . , piR+1,−piR−2e+1 ≻ relative to some BONG
x′1, . . . , x
′
s and P =≺ xs+1, . . . , xn ≻. If we denote R′i := ordQ(x′i) then R′1 = R′3 =
. . . = R′s−1 = R + 1 and R
′
2 = R
′
4 = . . . = R
′
s = R − 2e + 1. By Corollary 7.13 we
have ≺ x′1, . . . , x′s ≻⊥≺ xs+1 ≻∼= 12piR+1A(0, 0) ⊥ · · · ⊥ 12piR+1A(0, 0) ⊥ 〈as+1〉 ∼=≺
piR,−piR−2e+2, . . . , piR,−piR−2e+2, as+1 ≻ relative to some good BONG y1, . . . , ys+1. (We
have ord as+1 = Rs+1 = R + 1.) If Si := ordQ(yi) then S1 = S3 = . . . = Ss+1 = R
and S2 = S4 = . . . = Ss = R − 2e + 2. Now y1, . . . , ys+1, xx+2, . . . , xn is a good BONG.
(y1, . . . , ys+1 is a good BONG and so is ys+1, xs+2, . . . , xn since Q(ys+1) = Q(xs+1) =
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as+1. Also if s + 2 ≤ n then Ss = R − 2e + 2 ≤ Rs+2.) In order to prove that
y1, . . . , ys+1, xx+2, . . . , xn is a BONG for N =≺ x′1, . . . , x′s ≻⊥≺ xs+1, . . . , xn ≻ we use
Lemma 7.10. If n ≥ s+ 2 we have R′s = R− 2e+ 2 ≤ Rs+2 so we are done. 
Lemma 7.19 We have [a1, . . . , ai] ∼= [b1, . . . , bi] if M is of type III or if i ≥ s or if i is
even. We also have αi = βi for i ≥ s+ 1.
Proof.If M is of type III then aj = bj in F˙ /F˙
2 at any j so [a1, . . . , ai] ∼= [b1, . . . , bi] for
any i. If the type is I or II then [aj , aj+1] ∼= [bj , bj+1] for any i ≤ j < s odd and aj = bj
for any j ≥ s + 1. It follows that [a1, . . . , ai] ∼= [b1, . . . , bi] for 1 < i ≤ s even and for
i ≥ s+ 1.
Let K ∼=≺ as+1, . . . , an ≻∼=≺ bs+1, . . . , bn ≻. We prove now that αi = βi for i ≥ s+1.
By [B3, Lemmas 2.1 and 2.4(i)] we have αi = min{αi−s(K), Ri+1−Rs+1+αs}. (αi−s(K)
replaces (Ri+1 − Ri)/2 + e and the terms with j ≥ s + 1 in the definition of αi, while
Ri+1 − Rs+1 + αs replaces the terms with j ≤ s.) Similarly βi = min{αi−s(K), Si+1 −
Ss+2 + βs+1}. If M is of type I or II then Rs+1 − Rs ≥ (R + 1) − (R − 2e) = 2e + 1
and Ss+1 − Ss ≥ (R + 1) − (R − 2e + 1) = 2e. If M is of type III then Rs+1 − Rs =
R − (R − 2e) = 2e and Ss+1 − Ss = R − (R − 2e + 2) = 2e − 2. In all cases we
have αs = (Rs+1 − Rs)/2 + e and βs = (Ss+1 − Ss)/2 + e. Thus Ri+1 − Rs+1 + αs =
Ri+1 − (Rs + Rs+1)/2 + e ≥ Ri+1 − (Ri + Ri+1)/2 + e = (Ri+1 − Ri)/2 + e ≥ αi−s(K).
Similarly Si+1 − Ss+1 + βs ≥ (Si+1 − Si)/2 + e = (Ri+1 − Ri)/2 + e ≥ αi−s(K) Thus
αi = βi = αi−s(K). 
Lemma 7.20 With the notations above if K ≤M and nK ⊂ nM then K ≤ N .
Proof.Note that nK ⊂ nM means T1 > R1 = R so T1 ≥ R + 1.
Proof of 2.1(i). If i ≥ s + 1 then either Ti ≥ Ri = Si or Ti−1 + Ti ≥ Ri + Ri+1 =
Si + Si+1 so we are done. Suppose now i ≤ s. If i is odd then, regardless of the type
of M , Ti ≥ T1 ≥ R + 1 ≥ Si so we are done. If i is even and M is of type I or II
then Ti ≥ T2 ≥ T1 − 2e ≥ R − 2e + 1 ≥ Si so we are done. If M is of type III then
Ti−1 + Ti ≥ T1 + T2 ≥ 2T1 − 2e ≥ 2(R + 1)− 2e = (R − 2e + 2) + R = Si + Si+1 so we
are done.
Before proving 2.1(ii) and 2.1(iii) we note that for any i ≥ s we have [a1, . . . , ai] ∼=
[b1, . . . , bi] so a1,i = b1,i in F˙ /F˙
2. Thus if i ≥ s, j is arbitrary and ε ∈ F˙ then d(εa1,ic1,j) =
d(εb1,ic1,j). If i ≥ s+1 then also αi+1 = βi+1 and we get d[εa1,ic1,j ] = d[εb1,ic1,j]. It follows
that for any i ≥ s we have Ci = min{(Ri+1−Ti)/2+e, Ri+1−Ti+d[−a1,i+1c1,i−1], Ri+1+
Ri+2−Ti−1−Ti+d[a1,i+2c1,i−2]} = min{(Si+1−Ti)/2+e, Si+1−Ti+d[−b1,i+1c1,i−1], Si+1+
Si+2 − Ti−1 − Ti + d[b1,i+2c1,i−2]} = Bi.
Also note that if M is of type I or II then for 1 < i < s even we have Ti−1 ≥ T1 ≥
R + 1 = Si+1 and for 1 < i < s odd we have Ti−1 ≥ T2 ≥ T1 − 2e ≥ R − 2e + 1 = Si+1.
Thus i is not essential for 1 < i ≤ s− 1. By Lemmas 2.12 and 2.13 it follows that 2.1(ii)
is vacuous for 1 < i ≤ s − 2 and 2.1(iii) is vacuous for 1 < i ≤ s − 1. If M is of type
III then for 1 < i ≤ s even we have Ti−1 ≥ T1 > R = Si+1 and if 1 < i < s is odd then
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Ti−2 + Ti−1 ≥ T1 + T2 ≥ 2Ti − 2e ≥ 2(R + 1) − 2e = (R − 2e + 2) + R = Si+1 + Si+2.
So i is not essential for 1 < i ≤ s. So this time 2.1(ii) is vacuous for 1 < i ≤ s − 1 and
2.1(iii) for 1 < i ≤ s.
Proof of 2.1(ii). If M is of type II or III then S2 = R − 2e resp. R − 2e + 1 so
B1 ≤ (S2 − T1)/2 + e ≤ ((R − 2e + 1) − (R + 1))/2 + e = 0. If M is of type III then
Bi ≤ (S2+S3)/2−T1+ e ≤ (R− 2e+2+R)/2− (R+1)+ e = 0. Hence 2.1(ii) is trivial
at i = 1. Take now i ≥ s + 1. We have d[b1,ic1,i] = d[a1,ic1,i] ≥ Ci = Bi so we are done.
So we are left with the cases i = s and, if M is of type I or II, i = s− 1.
Take i = s. We have d[b1,sc1,s] = min{d(b1,sc1,s), βs, γs}. Now d(b1,sc1,s) = d(a1,sb1,s) ≥
d[a1,sc1,s] and γs ≥ d[a1,sc1,s]. But d[a1,sc1,s] ≥ Cs = Bs so we may assume that
d[b1,sc1,s] = βs. If M is of type I or II then Ss+1 − Ss ≥ (R + 1) − (R − 2e + 1) = 2e
and if it is of type III then Ss+1 − Ss = R − (R − 2e + 2) = 2e − 2. It follows that
βs = (Ss+1 − Ss)/2 + e, which is ≥ Bs by 2.6.
Take now i = s − 1, when M is of type I or II. We have Ts−1 ≥ T1 ≥ R + 1 so
Bs−1 ≤ (Ss − Ts−1)/2 + e ≤ ((R − 2e + 1) − (R + 1))/2 + e = 0, which makes 2.1(ii)
trivial.
Proof of 2.1(iii). Let 1 < i < n s.t. Si+1 > Ti−1 and Bi−1 + Bi > 2e + Si − Ti. It
follows that i is essential, which rules out the cases 1 < i ≤ s− 1, if M,N are of type I
or II and 1 < i ≤ s if M is of type III. We prove that [c1, . . . , ci−1]→−[b1, . . . , bi].
If i ≥ s+1 then Ri+1 = Si+1 > Ti−1 and Ci−1+Ci = Bi−1+Bi > 2e+Si−Ti = 2e+Ri−
Ti. It follows that [c1, . . . , ci−1]→−[a1, . . . , ai] ∼= [b1, . . . , bi] and we are done. So we are left
with the case i = s and only when M is of type I or II. Since [b1, . . . , bs] ∼= [a1, . . . , as] it
is enough to prove that [c1, . . . , cs−1]→−[a1, . . . , as] i.e. that Rs+1 > Ts−1 and Cs−1+Cs >
2e +Rs − Ts. We have Rs+1 = Ss+1 > Ts−1 and Cs−1 + Cs > 2e +Rs − Ts is equivalent
by Lemma 2.12 to d[−a1,s+1c1,s−1] + d[−a1,sc1,s−2] > 2e+ Ts−1−Rs+1, d[−a1,s+1c1,s−1] >
e+ (Ts−2+ Ts−1)/2−Rs+1 (if s > 2) and d[−a1,sc1,s−2] > e+ Ts−1− (Rs+1 +Rs+2)/2 (if
s ≤ n− 2). But Rs+1 = Ss+1, Rs+2 = Ss+2 and d[−a1,s+1c1,s−1] = d[−b1,s+1c1,s−1] so the
inequalities above will follow from the corresponding inequalities for N,K provided that
d[−a1,sc1,s−2] ≥ d[−b1,sc1,s−2]. We have d[−a1,sc1,s−2] = min{d(−a1,sc1,s−2), αs, γs−2}.
But d(−a1,sc1,s−2) = d(−b1,sc1,s−2) ≥ d[−b1,sc1,s−2] and γs−2 ≥ d[−b1,sc1,i−s] so it is
enough to prove that αs ≥ βs ≥ d[−b1,ic1,i−2]. We have Rs+1 = Ss+1 ≥ R + 1 and
Rs = R − 2e < R − 2e + 1 = Ss so Rs+1 − Rs > Ss+1 − Ss ≥ 2e, which implies that
αs = (Rs+1 − Rs)/2 + e > (Ss+1 − Ss)/2 + e = βs.
Proof of 2.1(iv). Let 1 < i ≤ n−2 s.t. Si+1+2e ≤ Ti−1+2e < Si+2 ≤ Ti. We want
to prove that [c1, . . . , ci−1]→−[b1, . . . , bi+1]. If i ≥ s − 1 then Ti−1 + 2e < Si+2 = Ri+2,
which implies by Lemma 2.19 that [c1, . . . , ci−1]→−[a1, . . . , ai+1] ∼= [b1, . . . , bi+1]. Suppose
now that i ≤ s− 2. We have Si+1 + 2e < Si+2 and i+ 1 < s. But the only index j < s
s.t. Sj +2e < Sj+1 is j = 2 and only if M is of type II. So we must have i+1 = 2, which
contradicts our assumption that 1 < i ≤ n− 2. 
96
8 First element of a good BONG
Throughout the sections §8 and §9 we will make extensive use of [B3, Lemmas 2.1 and
2.4]. For convenience we state these results here.
In the formulas for αi some of the terms (Ri+1−Ri)/2+2+ e, Ri+1−Rj+d(−aj,j+1)
for j ≤ i and Rj+1 −Ri + d(−aj,j+1) for j ≥ i may be replaced by expressions involving
other αh invariants. These expressions are ≥ αi but ≤ than the terms they replace.
If k ≤ i < l then αi−k+1(≺ ak, . . . , al ≻) is the minimum of the set
{(Ri+1−Ri)/2+e}∪{Ri+1−Rj+d(−aj,j+1) | k ≤ j ≤ i}∪{Rj+1−Ri+d(−aj,j+1) | i ≤ j < l}
so it can replace (Ri+1 − Ri)/2 + e and the terms corresponding to k ≤ j < l.
More generally, if k ≤ h < l then:
If h ≤ i then Ri+1−Rh+1+αh replaces all terms with j ≤ h andRi+1−Rh+1+αh−k+1(≺
ak, . . . , al ≻) those with k ≤ h ≤ i.
If h ≥ i then Ri − Rh + αh replaces all terms with j ≥ h and Ri − Rh + αh−k+1(≺
ak, . . . , al ≻) those with i ≤ h < l.
Unlike we did in the proofs of Lemmas 7.15 and 7.19, we will leave to the reader to
determine what terms in the definitions of various αi’s are replaced by every expression.
In this section we will find out what numbers can be the length of a first element
in a good BONG of a lattice. Namely, if M is a lattice and b1 ∈ F˙ we want to find
necessary and sufficient conditions s.t. M ∼=≺ a′1, . . . , a′n ≻ relative to some good BONG
with a′1 = b1. It turns out that this problem is more difficult in the case when F/Q2 is
totally ramified, i.e. when the residual field O/p has only 2 elements. We encountered a
similar situation in [B1].
The differences in the proofs in the case when the extension F/Q2 is totally ramified
(i.e. when |O/p| = 2) come from the following two lemmas.
Lemma 8.1 (i) If |O/p| > 2 then for any a ∈ F˙ with d(a) 6= 0, 2e there is b ∈ F˙ s.t.
d(a) = d(b) = d(ab).
(ii) If |O/p| = 2 and a, b ∈ F˙ then d(a) = d(b) = d(ab) iff a, b ∈ F˙ 2. Equivalently, if
d(a) = d(b) <∞ then d(ab) > d(a).
Proof.If d(a) = d(b) = ∞ then also d(ab) = ∞. If d(a) = d(b) = 0 then ord a, ord b are
odd so ord ab is even and we have d(ab) > 0. If d(a) = d(b) = 2e then a, b ∈ ∆F˙ 2 so
ab ∈ F˙ 2 which implies d(ab) =∞. These are in agreement with both (i) and (ii). From
now on we will assume that d := d(a) is odd and 1 ≤ d ≤ 2e− 1. By multiplying a by a
square, we may assume that a = 1 + pidε for some ε ∈ O×.
For any α ∈ O we denote by α̂ its class in O/p.
(i) Since |O/p| > 2 there is η ∈ O s.t. η̂ /∈ {0̂, ε̂}. Hence η̂, ε̂+ η 6= 0, which implies
that η, ε + η ∈ O×. Take b = 1 + pidη. We have ab = 1 + pid(ε + η) + pi2dεη. Since
η, ε + η ∈ O× we have ord pidη = ordpid(ε + η) = d. Since ordpi2dεη = 2d > d we also
have ord(pid(ε+ η) + pi2dεη) = d. But d is odd and < 2e so d(b) = d(ab) = d.
(ii) Take b ∈ O× s.t. d(b) = d(a) = d. By multiplying b by a square we may assume
that b = 1 + pidη with η ∈ O×. Since O/p = {0̂, 1̂} and ε, η ∈ O× we have ε̂ = η̂ = 1̂ so
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ε̂+ η = 0̂, i.e. ε + η ∈ p. It follows that ordpid(ε + η) > d. Since also 2d > d we have
ord(pid(ε+ η) + pi2dεη) > d and so d(ab) = d(1 + pid(ε+ η) + pi2dεη) > d. 
Lemma 8.2 Let d, d′ ∈ d(F˙ ) = {0, 1, 3, . . . , 2e− 1, 2e,∞} and let a ∈ F˙ with d(a) = d.
(i) There is b ∈ F˙ with d(b) = d′ s.t. (a, b)p = −1 iff d+ d′ ≤ 2e.
(ii) If |O/p| > 2 then there is b ∈ F˙ with d(b) = d′ s.t. (a, b)p = 1 iff {d, d′} 6= {0, 2e}.
(iii)If |O/p| = 2 then there is b ∈ F˙ with d(b) = d′ s.t. (a, b)p = 1 iff d+ d′ 6= 2e.
Proof.Let d = a(a) and d′ = d(b). If d + d′ > 2e then (a, b)p = 1. If d = 2e and
d′ = 0 then a ∈ ∆F˙ 2 and ord b is odd so (a, b)p = −1. Similarly when d = 0, d′ = 2e.
These are consistent with (i),(ii) and (iii). From now on we assume that d+ d′ ≤ 2e and
{d, d′} 6= {0, 2e}.
We assume now that d + d′ = 2e and {d, d′} 6= {0, 2e} so 0 < d, d′ < 2e. Then (i)
follows from [H, Lemma 3]. For (ii) we use Lemma 8.1(i). There are c, c′ ∈ F˙ with
d(c) = d(c′) = d(cc′) = d. Then at least one of (a, c)p, (a, c
′)p, (a, cc
′)p is 1. So we can
choose b ∈ {c, c′, cc′} with d(b) = d′ such that (a, b)p = 1. For (iii) let c ∈ F˙ with
d(c) = d′ s.t. (a, c)p = −1. Then for any b ∈ F˙ with d(b) = d(c) = d′ we have by
Lemma 8.1(ii) d(bc) > d′ so d(a)+ d(bc) > d+ d′ = 2e, which implies (a, bc)p = 1. Hence
(a, b)p = (a, c)p = −1.
Assume now that d+d′ < 2e. Then there is c ∈ F˙ with d(c) = 2e−d s.t. (a, c)p = −1.
(See the case d+d′ = 2e of (i).) Take now c′ ∈ F˙ with d(c′) = d′. Since d(c) = 2e−d > d′
we have d(cc′) = d′. Also (a, c)p = −1 implies (a, cc′)p = −(a, c′)p. So for any ± sign
there is a good choice of b ∈ {c′, cc′} s.t. d(b) = d′ and (a, b)p = ±1. This proves (i), (ii)
and (iii) in the case d+ d′ < 2e. 
Lemma 8.3 If M is quaternary, R1 = R3, R2 = R4 and ε ∈ O× with d(ε) ≥ α1 then
M ∼=≺ a′1, a′2, a′3, a′4 ≻ relative to some other good BONG s.t. a′1 = εai.
Proof.First we prove that if N is another lattice with FM ∼= FN then M ∼= N iff
Ri = Si for all i’s, α1 = β1 and d(a1b1) ≥ α1. The necessity follows from [B3, Theorem
3.1]. Conversely, condition (i) of [B3, Theorem 3.1] is just Ri = Si for all i’s. For
condition (ii) we have α1 = β1. But R1 +R2 = R3 +R4. By [B3, Corollary 2.3] we have
R1 + α1 = R2 + α2 = R3 + α3. Similarly S1 + β1 = S2 + β2 = S3 + β3. Since Ri = Si
for all i’s and α1 = β1 we have α2 = β2 and α3 = β3 as well. Thus (ii) holds. We have
d(a1b1) ≥ α1 so (iii) is satisfied at i = 1. Since R1 = R3 we have by Lemma 7.4(iii)
d(−a1,2) ≥ d[−a1,2] = α2 and d(−a2,3) ≥ d[−a2,3] = α1. Similarly d(−b1,2) ≥ β2 = α2
and d(−b2,3) ≥ β1 = α1. It follows that d(a1,2b1,2) ≥ α2 and d(a2,3b2,3) ≥ α1. Since also
d(a1b1) ≥ α1 we have d(a1,3b1,3) ≥ α1 = α3. (We have R1 + α1 = R3 + α3 and R1 = R3.)
Thus (iii) holds. Finally, R1 = R3 and R2 = R4 imply that α1+ α2, α2 + α3 ≤ 2e so (iv)
is vacuous.
Next we prove that, assuming that b1, b2, b3, b4 ∈ F˙ with Si := ord bi = Ri for all i’s,
then there is a lattice N ∼=≺ b1, b2, b3, b4 ≻ with α1 = β1 iff d(−b1,2) ≥ α2, d(−b2,3) ≥ α1
and d(−b3,4) ≥ α2 and, if α1 6= (R2 − R1)/2 + e, at least one of the three inequalities
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becomes equality. First we prove that the three inequalities imply the the existence of
N with N ∼=≺ b1, b2, b3, b4 ≻. For i = 1, 2 we have Si = Ri = Ri+2 = Si+2 so we
still need bi+1/bi ∈ A for i = 1, 2, 3. We have Si+1 − Si = Ri+1 − Ri ≥ −2e so we
still need Ri+1 − Ri + d(−bi,i+1) = Si+1 − Si + d(−bi,i+1) ≥ 0. We have R2 − R1 +
d(−b1,2) ≥ R2 − R1 + α2 = α1 ≥ 0, R3 − R2 + d(−b2,3) ≥ R1 − R2 + α1 = α2 ≥ 0 and
R4−R3+d(−b3,4) ≥ R2−R1+α2 = α1 ≥ 0. (We have R1+α1 = R2+α2.) For the equality
α1 = β1 note that β1 = min{(S2 − S1)/2 + e, S2− S1 + d(−b1,2), S3− S1 + d(−b2,3), S4 −
S1+ d(−b3,4)} = min{(R2−R1)/2+ e, R2−R1+ d(−b1,2), d(−b2,3), R2−R1+ d(−b3,4)}.
So α1 = β1 iff R2 − R1 + d(−b1,2), d(−b2,3), R2 − R1 + d(−b3,4) are all ≥ α1 and, if
α1 < (R2 − R1)/2 + e, at least one of them is = α1. But R2 − R1 + d(−b1,2) ≥ α1 is
equivalent to d(−b1,2) ≥ R1 − R2 + α1 = α2 and, similarly, R2 − R1 + d(−b3,4) ≥ α1 iff
d(−b3,4) ≥ α2.
We now start our proof. If we take a′i = εai then M
ε ∼=≺ a′1, a′2, a′3, a′4 ≻. We have
Ri(M
ε) = ord a′i = Ri and αi(M
ε) = αi. (αi’s are invariant to scalling.) Also d(a1a
′
1) =
d(ε) ≥ α1. So we still need FM ∼= FMε. Now detFMε = a′1,4 = a1,4 = detFM
(in F˙ /F˙ 2) so the only case when FM ∼= FMε fails is when S(FMε) = −S(FM).
Suppose that this happens. By [OM, 58:3] we have S(FMε) = (ε, detFM)pS(FM) so
(ε, a1,4)p = −1. Now d(−a1,2), d(−a3,4) ≥ α2. (We take bi = ai in the reasoning above.)
Hence d(a1,4) ≥ α2. It follows that 2e ≥ d(ε) + d(a1,4) ≥ d(ε) + α2.
We claim that α1 is an odd integer. Otherwise α1 = (R2 − R1)/2 + e so α1 + α2 =
R1 − R2 + 2α1 = 2e. We have 2e ≥ d(ε) + d(a1,4) ≥ α1 + α2 = 2e so we must have
equalities. Thus d(ε) = α1, d(a1,4) = α2 and d(ε) + d(a1,4) = 2e. Since d(ε) = α1 is not
odd one of d(ε) + d(a1,4) = 2e is 0 an the other is 2e. But ε ∈ O× and ord a1,4 = R1 +
R2+R3+R4 = 2R1+2R2 is even so d(ε), d(a1,4) > 0. Contradiction. Thus α1 is odd and
so is α2 = R1−R2+α1. (We have R1 = R3 so R1 ≡ R2 (mod 2).) Also R1 = R3 implies
α1 + α2 ≤ 2e so α1, α2 < 2e. It follows that α1, α2 ∈ d(O×) = {1, 3, . . . , 2e− 1, 2e,∞}.
We will show that there is a lattice N s.t. Ri = Si at all i’s, α1 = β1, a1 = b1,
detFM = detFN and FM 6∼= FN (i.e. S(FN) = −S(FM)). Now d(−a3,4) ≥ α2. We
have 2 cases:
1. d(−a3,4) = α2. We take b1, b2, b3, b4 to be the sequence a1, a2, ηa3, ηa4, where
η ∈ O× with d(η) = 2e − α2 = 2e − d(−a3,4) s.t. (η,−a3,4)p = −1. We have Si :=
ord bi = Ri for all i’s. To prove that N ∼=≺ b1, b2, b3, b4 ≻ exists and α1 = β1 we note
that d(−b1,2) = d(−a1,2) ≥ α2, d(−b2,3) = d(−ηa2,3) ≥ α1 (we have d(η) ≥ 2e− α2 ≥ α1
and d(−a2,3) ≥ α1) and d(−b3,4) = d(−a3,4) = α2. We have detFN = a1,4 = detFN .
Since (η,−a3,4)p = −1 we have [b3, b4] = [ηa3, ηa4] 6∼= [a3, a4]. It follows that FN ∼=
[a1, a2, b3, b4] 6∼= [a1, a2, a3, a4] ∼= FM . So N satisfies all the required conditions.
2. d(−a3,4) > α2. Take η ∈ O× with d(η) = α2. Let b1, b2, b3, b4 be the sequence
a1, ηa2, ηa3, a4. We have Si := ord bi = Ri for all i’s. To prove that N ∼=≺ b1, b2, b3, b4 ≻
exists and α1 = β1 we note that d(−b1,2) = d(−ηa1,2) ≥ α2, d(−b2,3) = d(−a2,3) ≥ α1 and
d(−b3,4) = d(−ηa3,4) = α2. (We have d(−a1,2) ≥ α2, d(−a3,4) > α2 and d(η) = α2.) We
have detFM = detFN . If also FM 6∼= FN then N satisfies all the required conditions.
If FM ∼= FN then M ∼= N . So M ∼=≺ b1, b2, b3, b4 ≻ relative to some other BONG.
By this change of BONGs a1 is not changed (we have a1 = b1) but d(−a3,4) becomes
d(−b3,4) = α2. So after this change of BONGs we are in the case 1., already studied.
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We take a′i = εbi. We have N
ε ∼=≺ a′1, a′2, a′3, a′4 ≻. In particular, a′1 = εb1 = εa1, as
required. We have ord a′i = Ri and αi(N
ε) = αi(N) = αi. In particular, α1(N
ε) = α1.
So we still need FM ∼= FN ε. Now detFN ε = detFN = detFM . Also by [OM, 58:3]
we have S(FN ε) = (ε, detFN)pS(FN) = (ε, detFM)pS(FN) = −S(FN) = S(FM).
Thus FN ε ∼= FM . 
Lemma 8.4 Let L be as usual and let 1 ≤ i ≤ j < n.
(i) If Ri + αi = Rj + αj then Ri + αi = . . . = Rj + αj. If −Ri+1 + αi = −Rj+1 + αj
then −Ri+1 + αi = . . . = −Rj+1 + αj.
(ii) If Ri + αi = Rj + αj and αk = (Rk+1 − Rk)/2 + e for some i ≤ k ≤ j then
Ri +Ri+1 = Rk +Rk+1 and αl = (Rl+1 − Rl)/2 + e holds for any i ≤ l ≤ k.
(iii) If −Ri+1 + αi = −Rj+1 + αj and αk = (Rk+1 − Rk)/2 + e for some i ≤ k ≤ j
then Rk +Rk+1 = Rj +Rj+1 and αl = (Rl+1 −Rl)/2 + e holds for any k ≤ l ≤ j.
Proof.(i) It follows from the fact that the sequences (Ri + αi) and (−Ri+1 + αi) are
increasing resp. decreasing.
(ii) We have αi ≤ (Ri+1−Ri)/2+e so (Ri+Ri+1)/2+e ≥ Ri+αi = Rk+αk = (Rk+
Rk+1)/2+e so Ri+Ri+1 ≥ Rk+Rk+1. But i ≤ k so we must have Ri+Ri+1 = Rk+Rk+1.
Together with αk = (Rk+1 − Rk)/2 + e, this implies that αl = (Rl+1 − Rl)/2 + e holds
for any i ≤ l ≤ k by [B3, Corollary 2.3(iii)].
(iii) We have αj ≤ (Rj+1 − Rj)/2 + e so −(Rk + Rk+1)/2 + e = −Rk+1 + αk =
−Rj+1 + αj ≤ −(Rj + Rj+1)/2 + e so Rk + Rk+1 ≥ Rj + Rj+1. But k ≤ j so we must
have Rk +Rk+1 = Rj +Rj+1. Together with αk = (Rk+1 − Rk)/2 + e, this implies that
αl = (Rl+1 −Rl)/2 + e holds for any k ≤ l ≤ j by [B3, Corollary 2.3(iii)]. 
Lemma 8.5 Let A := {1 ≤ i < n | αi < (Ri+1 − Ri)/2 + e} and
B := {1 ≤ i < n | Ri + αi < Rj + αj whenever Ri +Ri+1 < Rj +Rj+1,
−Ri+1 + αi < −Rj+1 + αj whenever Ri +Ri+1 > Rj +Rj+1}.
Let C = {i ∈ A ∩B | αi = Ri+1 − Ri + d(−ai,i+1)}.
Then for any i ∈ A there is j ∈ C s.t. either 1 ≤ j ≤ i and αi = Ri+1−Rj+1+ αj =
Ri+1 −Rj + d(−aj,j+1) or i ≤ j < n and αi = Rj − Ri + αj = Rj+1 − Ri + d(−aj,j+1).
If moreover i ∈ B then j satisfies Ri +Ri+1 = Rj +Rj+1.
Proof.Note that if 1 ≤ i, k < n and Ri + Ri+1 = Rk + Rk+1 then Ri + αi = Rk + αk
and −Ri+1 + αi = −Rk+1 + αk so i ∈ B iff k ∈ B. Also αi = (Ri+1 − Ri)/2 + e iff
αk = (Rk+1 − Rk)/2 + e so i ∈ A iff k ∈ A. (See [B3, Corollary 2.3].)
Recall that the sequences (Ri+Ri+1) and (Ri+αi) are increasing, while (−Ri+1+αi)
is decreasing. We have two cases:
1. i ∈ A ∩B. Since αi < (Ri+1 − Ri)/2 + e we have αi = Ri+1 − Rj + d(−aj,j+1) for
some 1 ≤ j ≤ i or αi = Rj+1 − Ri + d(−aj,j+1) for some i ≤ j < n. We show that in
both cases Ri +Ri+1 = Rj +Rj+1 and αj = Rj+1 −Rj + d(−aj,j+1). Indeed, in the first
case we have αi = Ri+1 − Rj + d(−aj,j+1) = Ri+1 − Rj+1 + Rj+1 − Rj + d(−aj,j+1) ≥
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Ri+1−Rj+1+αj ≥ αi so we have equalities. In particular, αj = Rj+1−Rj + d(−aj,j+1).
Also −Ri+1 + αi = −Rj+1 + αj . Since i ∈ B we cannot have Ri + Ri+1 > Rj + Rj+1
so Ri + Ri+1 = Rj + Rj+1. In the second case we have αi = Rj+1 − Ri + d(−aj,j+1) =
Rj − Ri + Rj+1 − Rj + d(−aj,j+1) ≥ Rj − Ri + αj ≥ αi so we have equalities. In
particular, αj = Rj+1−Rj + d(−aj,j+1). Also Ri +αi = Rj +αj . Since i ∈ B we cannot
have Ri + Ri+1 < Rj + Rj+1 so Ri + Ri+1 = Rj + Rj+1. Now since i ∈ A ∩ B and
Ri +Ri+1 = Rj +Rj+1 we also have j ∈ A ∩B. Since also αj = Rj+1 − Rj + d(−aj,j+1)
we have j ∈ C, as claimed.
2. i ∈ A \ B. Since i ∈ A we have αi < (Ri+1 − Ri)/2 + e. Since i /∈ B we have
Ri + Ri+1 > Rk + Rk+1 and −Ri+1 + αi = −Rk+1 + αk or Ri + Ri+1 < Rk + Rk+1 and
Ri + αi = Rk + αk for some k.
In the first case we have i > k. WLOG we may assume that k is minimal with the
property that −Rk+1 + αk = −Ri+1 + αi so −Rl+1 + αl > −Rk+1 + αk for l < k. We
cannot have αk = (Rk+1 − Rk)/2 + e since this would imply αi = (Ri+1 − Ri)/2 + e by
Lemma 8.4(iii). Thus k ∈ A. Suppose that k /∈ B. We have −Rl+1 + αl > −Rk+1 + αk
whenever l < k, in particular, whenever Rl + Rl+1 < Rk + Rk+1. Thus k /∈ B implies
that Rk + αk = Rl + αl and Rk + Rk+1 < Rl + αl for some l. Let h := min{l, i}. Since
Rk+Rk+1 < Ri+Ri+1 and Rk+Rk+1 < Rl+Rl+1 we have Rk+Rk+1 < Rh+Rh+1 so k < h.
By Lemma 8.4(i), since Rk + αk = Rl + αl and k < h ≤ l we have Rk + αk = Rh + αh.
Also since −Rk+1+αk = −Ri+1+αi and k < h ≤ i we have −Rk+1+αk = −Rh+1+αh.
By subtracting we get Rk + Rk+1 = Rh + Rh+1. Contradiction. Thus k ∈ A ∩ B.
By the case 1. there is j ∈ C with Rk + Rk+1 = Rj + Rj+1. By [B3, Corollary 2.3(i)]
−Rj+1+αj = −Rk+1+αk = −Ri+1+αi so αi = Ri+1−Rj+1+αj = Ri+1−Rj+d(−aj,j+1).
(We have j ∈ C so αj = Rj+1 −Rj + d(−aj,j+1).)
In the second case we have i < k and WLOG we may assume that k is maximal
with the property that Ri + αi = Rk + αk. So Rl + αl > Rk + αk for l > k. We
cannot have αk = (Rk+1 − Rk)/2 + e since this would imply αi = (Ri+1 − Ri)/2 + e
by Lemma 8.4(ii). Thus k ∈ A. Suppose that k /∈ B. We have Rl + αl > Rk + αk
whenever l > k, in particular, whenever Rl + Rl+1 > Rk + Rk+1. Thus k /∈ B implies
that −Rk+1+αk = −Rl+1+αl and Rk+Rk+1 > Rl+Rl+1 for some l. Let h := max{l, i}.
Since Rk+Rk+1 > Ri+Ri+1 and Rk+Rk+1 > Rl+Rl+1 we have Rk+Rk+1 > Rh+Rh+1
so k > h. By Lemma 8.4(i), since −Rk+1 + αk = −Rl+1 + αl and k > h ≥ l we have
−Rk+1 + αk = −Rh+1 + αh. Also since Rk + αk = Ri + αi and k > h ≥ i we have
Rk+αk = Rh+αh. By subtracting we get Rk+Rk+1 = Rh+Rh+1. Contradiction. Thus
k ∈ A∩B. By the case 1. there is j ∈ C with Rk+Rk+1 = Rj+Rj+1. By [B3, Corollary
2.3(i)] Rj +αj = Rk +αk = Ri+αi so αi = Rj −Ri+αj = Rj+1−Ri+ d(−aj,j+1). (We
have j ∈ C so αj = Rj+1 −Rj + d(−aj,j+1).) 
Lemma 8.6 Let M ∼=≺ a1, . . . , an ≻ and let b1, . . . , bn ∈ F˙ s.t. Si := ord bi = Ri and
a1,nb1,n ∈ F˙ 2. If d(a1,ib1,i) ≥ αi then:
(i) There is a lattice N ∼=≺ b1, . . . , bn ≻.
(ii) αi ≤ βi for 1 ≤ i ≤ n− 1.
(iii) If M has property A then αi = βi for 1 ≤ i ≤ n− 1.
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(Recall that property A is equivalent to Ri < Ri+2 for 1 ≤ i ≤ n − 2. See [B1,
Definition 7, Corllary 4.2(i) and Lemma 4.3(i)].)
Proof.(i) We have Si = Ri ≤ Ri+2 = Si+2 for 1 ≤ i ≤ n− 2. We still need bi+1/bi ∈ A
for 1 ≤ i ≤ n − 1. We have Si+1 − Si = Ri+1 − Ri ≥ −2e so we still have to prove
that Si+1 − Si + d(−bi,i+1) = Ri+1 − Ri + d(−bi,i+1) ≥ 0. In fact we will show that
Ri+1−Ri + d(−bi,i+1) ≥ αi. We have Ri+1 −Ri + d(−ai,i+1) ≥ αi so, by the domination
principle, it is enough to prove that Ri+1−Ri+d(a1,i−1b1,i−1), Ri+1−Ri+d(a1,i+1b1,i+1) ≥
αi. We have Ri+1 − Ri + d(a1,i−1b1,i−1) = ∞ if i = 1 and Ri+1 − Ri + d(a1,i−1b1,i−1) ≥
Ri+1 − Ri + αi−1 ≥ αi otherwise. We have Ri+1 − Ri + d(a1,i+1b1,i+1) = ∞ if i = n− 1
and Ri+1 − Ri + d(a1,i+1b1,i+1) ≥ Ri+1 − Ri + αi+1 ≥ αi otherwise.
As a consequence, d(−bi,i+1) ≥ Ri − Ri+1 + αi for 1 ≤ i ≤ n− 1.
(ii) Let 1 ≤ i ≤ n− 1. We have (Si+1−Si)/2+ e = (Ri+1−Ri)/2+ e ≥ αi. For j ≤ i
we have Si+1−Sj+d(−bj,j+1) ≥ Ri+1−Rj+Rj−Rj+1+αj = Ri+1−Rj+1+αj ≥ αi. For
j ≥ i we have Sj+1−Si+ d(−bj,j+1) ≥ Rj+1−Ri+Rj −Rj+1+αj = Rj −Ri+αj ≥ αi.
By the definition of βi we have βi ≥ αi.
(iii) We use the notations of Lemma 8.5. Let 1 ≤ i ≤ n−1. If αi = (Ri+1−Ri)/2+ e
then, since αi ≤ βi ≤ (Si+1 − Si)/2 + e = (Ri+1 − Ri)/2 + e, we have αi = βi. If
αi < (Ri+1 − Ri)/2 + e then by Lemma 8.5 there is j ∈ C s.t. either 1 ≤ j ≤ i and
αi = Ri+1−Rj+1+αj = Ri+1−Rj+d(−aj,j+1) or i ≤ j ≤ n−1 and αi = Rj−Ri+αj =
Rj+1 − Ri + d(−aj,j+1).
We have j ∈ C so αj = Rj+1−Rj+d(−aj,j+1). We claim that d(−aj,j+1) = d(−bj,j+1),
i.e. that αj = Rj+1−Rj + d(−bj,j+1). By the domination principle it is enough to prove
that αj < Rj+1 − Rj + d(a1,j−1b1,j−1) and αj < Rj+1 − Rj + d(a1,j+1b1,j+1). The two
conditions are trivial if j = 1, resp. j = n−1, since d(a1,0b1,0) = d(a1,nb1,n) =∞. We have
−Rj+1+αj ≤ −Rj +αj−1 (if j > 1) and Rj +αj ≤ Rj+1+αj+1 (if j < n− 1). But since
j ∈ C the two inequalities are strict. (From property A we have Rj−1 +Rj < Rj +Rj+1
and Rj+Rj+1 < Rj+1+Rj+2.) So if i > 1 then Rj+1−Rj+d(a1,j−1b1,j−1) ≥ Rj+1−Rj+
αj−1 > αj and if j < n−1 then Thus Rj+1−Rj+d(a1,j+1b1,j+1) ≥ Rj+1−Rj+αj+1 > αj .
So d(−aj,j+1) = d(−bj,j+1). It follows that either j ≤ i and αi ≤ βi ≤ Si+1 − Sj +
d(−bj,j+1) = Ri+1−Rj +d(−aj,j+1) = αi or j ≥ i and αi ≤ βi ≤ Sj+1−Si+d(−bj,j+1) =
Rj+1 − Ri + d(−aj,j+1) = αi. Hence αi = βi. 
8.7 Recall some consequences that follow whenever Ri−1 = Ri+1.
We have Ri−1 ≡ Ri ≡ Ri+1 (mod 2) by Lemma 6.6(i).
We have Ri−1 + αi−1 = Ri + αi by [B3, Corollary 2.3(i)] so αi = Ri−1 − Ri + αi−1 =
Ri+1 − Ri + αi−1 and αi−1 = Ri − Ri−1 + αi = Ri − Ri+1 + αi. In particular, αi−1 ≡
αi (mod 2). (We have Ri ≡ Ri+1 (mod 2).)
By [B3, Corollary 2.3(iii)] we have αi−1 = (Ri−Ri−1)/2+e iff αi = (Ri+1−Ri)/2+e.
Also note that αi−1 + αi ≤ (Ri − Ri−1)/2 + e + (Ri+1 − Ri)/2 + e = 2e. Moreover
αi−1 + αi = 2e iff αi−1 = (Ri − Ri−1)/2 + e and αi = (Ri+1 − Ri)/2 + e. In conclusion,
αi−1 = (Ri − Ri−1)/2 + e iff αi = (Ri+1 − Ri)/2 + e iff αi−1 + αi = 2e.
By Lemma 7.4(iii) we have d[−ai−1,i] = αi and d[−ai,i+1] = αi−1. In particular,
d(−ai−1,i) ≥ αi and d(−ai,i+1) ≥ αi−1.
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Lemma 8.8 (i) There is ε ∈ O× with d(ε) = α1 s.t. M ∼=≺ a′1, . . . , a′n ≻ relative to
some good BONG with a′1 = εa1 unless α1 = (R2 − R1)/2 + e and one of the following
happens:
(a) α1 /∈ d(O×) i.e. αi /∈ {1, 3, . . . , 2e− 1, 2e}.
(b) |O/p| = 2, d[−a1,2] = e− (R2 − R1)/2 and α2 > e− (R2 −R1)/2 (if n ≥ 3).
(c) |O/p| = 2, R1 = R3, α3 > (R2 − R1)/2 + e (if n ≥ 4) and [a1, a2, a3] is not
isotropic.
Proof.Note that d[−a1,2] = min{d(−a1,2), α2} (with α2 ignored if n = 2). So the condi-
tion d[−a1,2] = e−(R2−R1)/2 and α2 > e−(R2−R1)/2 (if n ≥ 3) from (b) is equivalent
to d(−a1,2) = e− (R2 −R1)/2 and α2 > e− (R2 − R1)/2 (if n ≥ 3).
Suppose that M ∼=≺ a′1, . . . , a′n ≻ relative to some good BONG with a′1 = εa1 and
d(ε) = α1. Suppose that α1 = (R2 − R1)/2 + e. We have to prove that none of (a)-(c)
happens.
We have α1 = d(ε) ∈ d(O×) so (a) doesn’t happen.
Suppose that (b) happens. This implies d(−a1,2) = e−(R2−R1)/2. (See above.) We
also have α1+α2 > (R2−R1)/2+e+e−(R2−R1)/2 = 2e (if n ≥ 3) so a′1→−[a1, a2]. (The
same happens obviously if n = 2, when FM ∼= [a1, a2].) It follows that (a′1a1,−a1,2)p = 1.
But d(a′1a1) = d(ε) = α1 = (R2 − R1)/2 + e and d(−a1,2) = e − (R2 − R1)/2 so
d(a′1a1) + d(−a1,2) = 2e. Since |O/p| = 2 we get by Lemma 8.2(iii) (a′1a1,−a1,2)p = −1.
Contradiction.
Suppose that (c) happens. For consequences of R1 = R3 we refer to 8.7. Since
α1 = (R2−R1)/2+ e we have α2 = (R3−R2)/2+ e = e− (R2−R1)/2 and α1+α2 = 2e.
It follows that d(−a1,2) ≥ α2 = e− (R2−R1)/2 and d(−a2,3) ≥ α1 = (R2−R1)/2+ e. If
any of these inequalities is strict then d(−a1,2) + d(−a2,3) > 2e so (−a1,2,−a2,3)p = 1 so
[a1, a2, a3] is isotropic. Contradiction. Thus d(−a1,2) = e− (R2 − R1)/2 and d(−a2,3) =
(R2−R1)/2+ e. If n ≥ 4 then α3 > (R2−R1)/2+ e = α1 so α2+α3 > α1+α2 = 2e. It
follows that [a′1, a
′
2]→−[a1, a2, a3]. (Same happens if n = 3, when FM ∼= [a1, a2, a3].) It
follows that [a′1, a
′
2, a1,3a
′
1,2]
∼= [a1, a2, a3] so it is anisotropic. Hence (−a′1,2,−a1,3a′1)p =
−1. But d(−a′1,2) ≥ α2. Also d(a′1a1) = d(ε) = α1 = d(−a2,3) so by Lemma 8.1(ii)
we have d(−a1,3a′1) > α1. It follows that d(−a′1,2) + d(−a1,3a′1) > α1 + α2 = 2e so
(−a′1,2,−a1,3a′1)p = 1. Contradiction.
For the reverse implication we use induction on n. We have to prove that if either
α1 < (R2 −R1)/2 + e or none of (a)-(c) holds then M ∼=≺ a′1, . . . , a′n ≻ relative to some
good BONG and a′1 = εa1 for some ε ∈ O× with d(ε) = α1.
Take first n = 2. We want to prove that there is ε ∈ g(−a2/a1) with d(ε) = α1. If
we do so then M ∼=≺ εa1, εa2 ≻ so we can take a′1 = εa1 and a′2 = εa2 and we are done.
By [B3, Lemma 1.1] we have g(a2/a1) = (1 + p
α1)O×2 ∩ N(−a1,2). So we have to find
some ε ∈ O× with d(ε) = α1 and (ε,−a1,2)p = 1.
If α1 < (R2 − R1)/2 + e then α1 < 2e is odd so α1 ∈ d(O×). Also α1 = R2 − R1 +
d(−a1,2), which implies d(−a1,2) = R1−R2+α1. Since α1 ∈ d(O×) and α1+ d(−a1,2) =
R1 − R2 + 2α1 < 2e, by Lemma 8.2(ii) and (iii) there is ε ∈ O× with d(ε) = α1 and
(ε,−a1,2)p = 1 so we are done.
Suppose now that α1 = (R2 − R1)/2 + e and neither (a) nor (b) holds ((c) cannot
hold if n = 2). It follows that α1 ∈ d(O×) and either |O/p| > 2 or d(−a1,2) = d[−a1,2] 6=
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e− (R2 − R1)/2. Note that d(−a1,2) ≥ R1 − R2 + α1 = e− (R2 − R1)/2. If d(−a1,2) >
e−(R2−R1)/2 then g(a2/a1) = (1+p(R2−R1)/2+e)O×2 = (1+pα1)O×2. (See [B1, Definition
6, case (iii)].) Take ε ∈ O× with d(ε) = α1. We have ε ∈ (1 + pα1)O×2 = g(a2/a1) so we
are done. If d(−a1,2) = e− (R2 − R1)/2 we must have |O/p| > 2. Since |O/p| > 2 and
α1 ∈ d(O×) there is by Lemma 8.2(iii) some ε ∈ O× s.t. d(ε) = α1 and (ε,−a1,2)p = 1
and we are done. (We cannot have α1 = 0 and d(−a1,2) = 2e since α1 ∈ d(O×). We
cannot have α1 = 2e and d(−a1,2) = 0 since these would imply that both R2 − R1 = 2e
and R1 +R2 = ord a1,2 is odd.)
For n ≥ 3 we use the induction. If we denote M∗ ∼=≺ a2, . . . , an ≻ then α1 =
min{α1(≺ a1, a2 ≻), R2−R1+α1(M∗)} = min{(R2−R1)/2+e, R2−R1+d(−a1,2), R2−
R1 + α1(M
∗)}.
Take first the case when α1 < (R2 − R1)/2 + e. If d(−a1,2) ≤ α1(M∗) then α1 =
min{(R2−R1)/2+ e, R2−R1+ d(−a1,2)} = α1(≺ a1, a2 ≻). By the binary case there is
ε ∈ O× with d(ε) = α1(≺ a1, a2 ≻) = α1 s.t. ≺ a1, a2 ≻∼=≺ εa1, εa2 ≻. It follows that
M ∼=≺ εa1, εa2, a3, . . . , an ≻ relative to some good BONG and we are done. If d(−a1,2) >
α1(M
∗) then α1 = R2−R1+α1(M∗). Note that we cannot have α1(M∗) = (R3−R2)/2+e
since this would imply that α1(M
∗) ≥ (R1 − R2)/2 + e so α1 = R2 − R1 + α1(M∗) ≥
(R2 − R1)/2 + e. Since α1(M∗) < (R3 −R2)/2 + e we have by the induction hypothesis
that M∗ ∼=≺ a′2, . . . , a′n ≻ relative to a good BONG with a′2 = ηa2 and d(η) = α1(M∗).
It follows that M ∼=≺ a1, a′2, . . . , a′n ≻ relative to a good BONG. By this change of
BONGs d(−a1,2) is replaced by d(−a1a′2) = d(−ηa1,2). But d(η) = α1(M∗) > d(−a1,2)
so d(−a1a′2) = α1(M∗). Hence we are back to the previous case (d(−a1,2) ≤ α1(M∗))
and the proof follows the same.
Suppose now that α1 = (R2 − R1)/2 + e and none of (a)-(c) happens. In particular,
α1 ∈ d(O×). We have (R2 − R1)/2 + e ≥ α1(≺ a1, a2 ≻) ≥ α1 so α1(≺ a1, a2 ≻) = α1 =
(R2 − R1)/2 + e. If |O/p| > 2 or d(−a1,2) 6= e − (R2 − R1)/2 then by the binary case
we have ≺ a1, a2 ≻∼=≺ εa1, εa2 ≻ for some ε ∈ O× with d(ε) = α1(≺ a1, a2 ≻) = α1.
It follows that M ∼=≺ εa1, εa2, a3, . . . , an ≻ relative to some good BONG and we are
done. So we may assume that |O/p| = 2 and d(−a1,2) = e − (R2 − R1)/2. Since also
α2 ≥ R1 − R2 + α1 = e − (R2 − R1)/2 we have d[−a1,2] = e − (R2 − R1)/2. Since (b)
doesn’t happen we cannot have α2 > e− (R2 − R1)/2. Hence α2 = e− (R2 −R1)/2.
For any 2 ≤ i ≤ n − 1 we have αi = min{Ri+1 − R1 + d(−a1,2), αi−1(M∗)}. But
Ri+1 − R1 + d(−a1,2) = Ri+1 − (R1 + R2)/2 + e ≥ Ri+1 − (Ri + Ri+1)/2 + e = (Ri+1 −
Ri)/2+e ≥ αi−1(M∗). So αi = αi−1(M∗). In particular, α1(M∗) = α2 = e−(R2−R1)/2.
If M∗ ∼=≺ a′2, . . . , a′n ≻ relative to a good BONG with a′2 = ηa2 and η ∈ O×,
d(η) = α1(M
∗) = e − (R2 − R1)/2 then M ∼=≺ a1, a′2, . . . , a′n ≻ relative to some good
BONG. Note that a1 is preserved by this change of BONGs but d(−a1,2) is replaced
by d(−a1a′2) = d(ηa1,2). Since d(−a1,2) = d(η) = e − (R2 − R1)/2 we have by Lemma
8.1(ii) d(ηa1,2) > e− (R2 −R1)/2. Since after this change of BONGs we no longer have
d(−a1,2) = e − (R − 2 − R1)/2 we are done by the previous reasoning. Thus we may
assume that such writing M∗ ∼=≺ a′2, . . . , a′n ≻ doesn’t exist. By the induction step we
have e−(R2−R1)/2 = α2 = (R3−R2)/2+e, i.e. R1 = R3, and also one of the conditions
(a)-(c) holds for M∗.
If (a) holds for M∗ note that α1 ∈ d(O×) \ {∞} and α1(M∗) = e − (R2 − R1)/2 =
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2e − α1. Then α1(M∗) /∈ d(O×) implies α1 = 2e so that α1(M∗) = 0. It follows
that R2 − R1 = 2e. Thus d(−a1,2) > 0 = e − (R2 − R1)/2 and we have g(a2/a1) =
(1 + p(R2−R1)/2+e)O×2 = (1 + p2e)O×2. Thus ∆ ∈ g(a2/a1) and we have ≺ a1, a2 ≻∼=≺
∆a1,∆a2 ≻ so M ∼=≺ ∆a1,∆a2, a3, . . . , an ≻. But d(∆) = 2e = α1 so we are done.
Suppose now that (b) happens forM∗. Then |O/p| = 2, d(−a2,3) = e−(R3−R2)/2 =
(R2 −R1)/2 + e and, if n ≥ 4, then α3 = α2(M∗) > e− (R3 −R2)/2 = (R2 −R1)/2 + e.
If we prove that ≺ a1, a2, a3 ≻ is not isotropic then (c) happens (for M) so we get a
contradiction. But this is equivalent to (−a1,2,−a2,3)p = −1, which follows, by Lemma
8.2(iii), from |O/p| = 2 and d(−a1,2)+d(−a2,3) = e−(R2−R1)/2+(R2−R1)/2+e = 2e.
Finally, if (c) happens for M∗ then R2 = R4. Since also R1 = R3, ≺ a1, a2, a3, a4 ≻
is in the situation from Lemma 8.3. Since (R2 − R1)/2 + e ≥ α1(≺ a1, a2, a3, a4 ≻) ≥
α1 we have α1(≺ a1, a2, a3, a4 ≻) = α1 = (R2 − R1)/2 + e. Take ε ∈ O× arbitrary
with d(ε) = α1 = α1(≺ a1, a2, a3, a4 ≻). By Lemma 8.3 we have ≺ a1, a2, a3, a4 ≻∼=≺
a′1, a
′
2, a
′
3, a
′
4 ≻ with a′1 = εa1 relative to some good BONG. It follows that M ∼=≺
a′1, a
′
2, a
′
3, a
′
4, a5, . . . , an ≻ relative to some good BONG. 
By duality we get:
Corollary 8.9 There is ε ∈ O× with d(ε) = αn−1 s.t. M ∼=≺ a′1, . . . , a′n ≻ relative to
some other good BONG with a′n = εan unless αn−1 = (Rn − Rn−1)/2 + e and one of the
following happens:
(a) αn−1 /∈ d(O×).
(b) |O/p| = 2, d[−an−1,n] = e − (Rn − Rn−1)/2 and αn−2 > e − (Rn − Rn−1)/2 (if
n ≥ 3).
(c) |O/p| = 2, Rn−2 = Rn, αn−3 > (Rn − Rn−1)/2 + e (if n ≥ 4) and [an−2, an−1, an]
is not isotropic.
Corollary 8.10 There is a change of good BONGs ≺ a2, . . . , an ≻∼=≺ a′2, . . . , a′n ≻ s.t.
α1 = α1(≺ a1, a′2 ≻).
Proof.We have α1 = min{α1(≺ a1, a2 ≻), R2 − R1 + α1(≺ a2, . . . , an ≻)}. If α1 =
α1(≺ a1, a2 ≻) then we just take a′i = ai for all i ≥ 2 and we are done. So we may
assume that R2 −R1 + α1(≺ a2, . . . , an ≻) = α1 < α1(≺ a1, a2 ≻) = min{(R2 −R1)/2 +
e, R2 − R1 + d(−a1,2)}. Hence α1(≺ a2, . . . , an ≻) < d(−a1,2) and α1(≺ a2, . . . , an ≻
) < e − (R2 − R1)/2 ≤ (R3 − R2)/2 + e. So by Lemma 8.8 we have ≺ a2, . . . , an ≻∼=≺
a′2, . . . , a
′
n ≻ relative to some good BONG s.t. a′2 = εa2 for some ε ∈ O× with d(ε) =
α1(≺ a2, . . . , an ≻). Since also d(−a1,2) > α1(≺ a2, . . . , an ≻) we have d(−a1a′2) =
d(−εa1,2) = α1(≺ a2, . . . , an ≻). It follows that R2 − R1 + d(−a1a′2) = R2 − R1 + α1(≺
a2, . . . , an ≻) = α1 ≤ (R2 − R1)/2 + e. Thus α1 = min{(R2 − R1)/2 + e, R2 − R1 +
d(−a1a′2)} = α1(≺ a1, a′2 ≻). 
Corollary 8.11 If 1 ≤ i ≤ n − 1 then for a good choice of the good BONG of M we
have αi = α1(≺ ai, ai+1 ≻).
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Proof.For the case i = 1 we use Corollary 8.10 We have ≺ a2, . . . , an ≻∼=≺ a′2, . . . , a′n ≻
relative to a good BONG and α1 = α1(≺ a1, a′2 ≻). But ≺ a2, . . . , an ≻∼=≺ a′2, . . . , a′n ≻
implies M ∼=≺ a1, a′2, . . . , a′n ≻. So if we replace a1, . . . , an by a1, a′2, . . . , a′n we get
α1 = α1(≺ a1, a2 ≻).
The case i = n − 1 is done by duality. We have M ♯ ∼=≺ a−1n , . . . , a−11 ≻. Denote
α♯i := αi(M
♯). By the case i = 1 above, for a good choice of a good BONG for M ♯, and
so for M , we have α♯1 = α1(≺ a−1n , α−1n−1 ≻) = α1((≺ an−1, an ≻)♯). But α♯1 = αn−1 and
α1((≺ an−1, an ≻)♯) = α1(≺ an−1, an ≻) so αn−1 = α1(≺ an−1, an ≻).
For the general case note that αi = min{αi(≺ a1, . . . , ai+1 ≻), α1(≺ ai, . . . , an ≻)}.
If αi = αi(≺ a1, . . . , ai+1 ≻) then, by applying the case i = n − 1, for a good choice of
the BONG of ≺ a1, . . . , ai+1 ≻ we have α1(≺ ai, ai+1 ≻) = αi(≺ a1, . . . , ai+1 ≻) = αi. If
αi = α1(≺ ai, . . . , an ≻) then, by applying the case i = 1, for a good choice of the BONG
of ≺ ai, . . . , an ≻ we have α1(≺ ai, ai+1 ≻) = α1(≺ ai, . . . , an ≻) = αi. 
Lemma 8.12 Suppose that M,N have arbitrary ranks m and n and R1 = S1. We have:
(i) A1 = α1 and A
′
1 = α
′
1.
(ii) If n ≥ 2 then A2 = min{(R3 − S2)/2 + e, R3 − S2 + d[−a1,3b1]} and A′2 =
R3 − S2 + d[−a1,3b1]. If n = 1 then S2 + A2 = R3 + d[−a1,3b1].
Proof.(i) Since R1 = S1 we have A1 = min{(R2 − R1)/2 + e, R2 − R1 + d[−a1,2]} = α1
and A′1 = R2 − R1 + d[−a1,2] = α′1.
(ii) We have to prove that the term containing d[a1,4] in the definition of A2, A
′
2 or
S2 + A2 can be removed. We have S1 = R1 ≤ R3 so by Lemma 2.7(i) we can replace
d[a1,4] by d[−a1,2]. Now d[−a1,2] ≥ R1−R2 +α1 ≥ S1−R4+ α3 ≥ S1−R4 + d[−a1,3b1].
Thus if n ≥ 2 then R3+R4− S1− S2+ d[−a1,2] ≥ R3− S2+ d[−a1,3b1] and so it can
be removed from A2 and A
′
2. If n = 1 then R3 +R4 − S1 + d[−a1,2] ≥ R3 + d[−a1,3b1] so
S2 + A2 = min{R3 + d[−a1,3b1], R3 +R4 − S1 + d[−a1,2]} = R3 + d[−a1,3b1]. 
8.13 We want now to write explicitely what ≺ b1 ≻≤ M means when S1 := ord b1 = R1.
To do this we use Lemma 8.12 with N =≺ b1 ≻. Condition (i) of the main theorem
follows from R1 = S1.
For (ii), since α1 ≥ d[a1b1], the condition d[a1b1] ≥ A1 = α1 is equivalent to d[a1b1] =
α1. Since d[a1, b1] = min{d(a1b1), α1} it is also equivalent to d(a1b1) ≥ α1.
The condition R3 > S1 and A1 + (S2 + A2) > 2e + R2 from (iii) means R1 < R3
and α1 + R3 + d[−a1,3b1] > 2e + R2, i.e. α1 + d[−a1,3b1] > 2e + R2 − R3. So (iii)
means b1→−[a1, a2] whenever R1 < R3 and α1 + d[−a1,3b1] > 2e + R2 − R3. (Note that
even if n > 3 we may assume that S2 + A2 = S2 + A
′
2 = R3 + d[−a1,3b1]. If A2 6= A′2
then, by Lemma 2.14 we have A1 + A
′
2 > A1 + A2 > 2e + R2 − S2. So, in both cases,
A1 + (S2 + A2) > 2e+R2 iff A1 + (S2 + A
′
2) > 2e+R2.)
Since S1 = R1 ≤ R3 the condition R3 + 2e ≤ S1 + 2e < R4 from (iv) means R1 = R3
and R4 −R3 > 2e. So (iv) means b1→−[a1, a2, a3] whenever R1 = R3 and R4 −R3 > 2e.
Also if n = 3 then the condition b1→−FM needs only be verified if R1 = R3. If R1 <
R3 then either α1 + d[−a1,3b1] > 2e+ R2 − R3 so from (iii) we have b1→−[a1, a2]→−FM
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or α1+ d[−a1,3b1] ≤ 2e+R2−R3 so d(−a1,3b1) = d[−a1,3b1] 6=∞ so −a1,3b1 /∈ F˙ 2, which
implies that b1→−[a1, a2, a3] ∼= FM .
In conclusion, ≺ b1 ≻≤ M iff the following hold:
a. d[a1b1] = α1, i.e. d(a1b1) ≥ α1.
b. b1→−[a1, a2] if R1 < R3 and α1 + d[−a1,3b1] > 2e+R2 −R3 or if n = 2.
c. b1→−[a1, a2, a3] if R1 = R3 and either R4 − R3 > 2e or n = 3.
Lemma 8.14 Suppose that S1 := ord b1 = R1 and ≺ b1 ≻≤M . ThenM ∼=≺ a′1, . . . , a′n ≻
relative to some good BONG with a′1 = b1 unless one of the following happens:
(a) R1 = R3, α2 + d[−a1,3b1] > 2e and [a1, a2, a3] is not isotropic.
(b) R1 = R3, |O/p| = 2, α1 < (R2 − R1)/2 + e, α2 + d[−a1,3b1] = 2e, [a1, a2, a3] is
isotropic and, if n ≥ 4, α2 + α3 > 2e.
(c) R1 = R3, |O/p| = 2, R2 < R4, d[−a1,3b1] = α3 = (R4 −R3)/2 + e, d[a1,4] = α2 =
e− (R4−R3)/2, [a1, a2, a3, a4]⊤[b1] is not isotropic and, if n ≥ 5, α4 > e− (R4−R3)/2.
Proof.First we prove that conditions (a)-(c) are independent of the choice of BONGs.
Now since d[−a1,3b1] and d[a1,4] are independent of BONGs all conditions from (a)-(c)
are independent on BONGs with the exception of the conditions involving [a1, a2, a3]
(for (a) and (b)) or [a1, a2, a3, a4]⊤[b1] (for (c)). So we still have to prove that if
M ∼=≺ a′1, . . . , a′n ≻ relative to some other good BONG and all the conditions not in-
volving [a1, a2, a3] or [a1, a2, a3, a4]⊤[b1] form (a), (b) or (c) are satisfied, then [a1, a2, a3]
is isotropic iff [a′1, a
′
2, a
′
3] is isotropic (in the case of (a) and (b)) resp. [a1, a2, a3, a4]⊤[b1]
is isotropic iff [a′1, a
′
2, a
′
3, a
′
4]⊤[b1] is isotropic (in the case of (c)).
For consequences of R1 = R3 see 8.7.
First we consider the case of (a) and (b). If n = 3 then [a1, a2, a3] ∼= [a′1, a′2, a′3] ∼= FM
so we may assume that n ≥ 4. In the case of (b) we have α2+α3 > 2e and same happens
in the case of (a), when α2 + α3 ≥ α2 + d[−a1,3b1] > 2e. By [B3, Theorem 3.1(iv)] we
have [a′1, a
′
2]→−[a1, a2, a3] so [a1, a2, a3] ∼= [a′1, a′2, a1,3a′1,2]. Thus we have to prove that
[a′1, a
′
2, a1,3a
′
1,2] is isotropic iff [a
′
1, a
′
2, a
′
3] is. But this is equivalent to (−a′1,2,−a1,3a′1)p =
(−a′1,2,−a′2,3)p, i.e. to (−a′1,2, a1,3a′1,3)p = 1. Now R1 = R3 so d(−a′1,2) ≥ R1−R2+α1 =
α2. Hence d(−a′1,2) + d(a1,3a′1,3) ≥ α2 + α3 > 2e, which implies (−a′1,2, a1,3a′1,3)p = 1.
Take now the case of (c). Let V ∼= [a1, a2, a3, a4]⊤[b1] and V ′ ∼= [a′1, a′2, a′3, a′4]⊤[b1].
We have to prove that V, V ′ are either both isotropic or both anisotropic, i.e. that
SV = SV ′. If n = 4 then [a1, a2, a3, a4] ∼= [a′1, a′2, a′3, a′4] ∼= FM so we may assume
that n ≥ 5. We have α3 + α4 > 2e so [a′1, a′2, a′3]→−[a1, a2, a3, a4]. It follows that
V ∼= [a′1, a′2, a′3, a1,4a′1,3]⊤[b1]. Together with V ′ ∼= [a′1, a′2, a′3, a′4]⊤[b1], this implies that
V ⊥ [a′4] ∼= V ′ ⊥ [a1,4a′1,3]. Considering Hasse symbols we get SV (a′4, a′4 det V )p =
SV ′(a1,4a
′
1,3, a1,4a
′
1,3 det V
′). (By [OM, 58:3] we have S(V ⊥ [α]) = SV (det V, α)pS([α]) =
SV (det V, α)p(α, α)p = SV (α, α det V )p.) But det V = a1,4b1 and det V
′ = a′1,4b1 so
SV (a′4, a1,4a
′
4b1)p = SV
′(a1,4a
′
1,3, a1,4a
′
4b1)p. It follows that SV = SV
′ is equivalent to
(a′4, a1,4a
′
4b1)p = (a1,4a
′
1,3, a1,4a
′
4b1)p, i.e. to 1 = (a1,4a
′
1,4, a1,4a
′
4b1)p = (a1,4a
′
1,4,−a′1,3b1)p.
But d(a1,4a
′
1,4) ≥ α4 and d(−a′1,3b1) ≥ d[−a′1,3b1] = d[−a1,3b1] = α3 so d(a1,4a′1,4) +
d(−a′1,3b1) ≥ α3 + α4 > 2e, which implies (a1,4a′1,4,−a′1,3b1)p = 1.
We now prove that if (a), (b) or (c) from the hypothesis is satisfied then we cannot
have M ∼=≺ a′1, . . . , a′n ≻ relative to some good BONG s.t. a′1 = b1. Since (a) - (c) are
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independent of the choice of BONGs we may assume that ai = a
′
i. In particular, a1 = b1,
which implies that d(−a2,3) = d(−a1,3b1).
If (a) holds then d(−a1,2) ≥ R1 − R2 + α1 = α2 and d(−a2,3) = d(−a1,3b1) ≥
d[−a1,3b1]. It follows that d(−a1,2)+ d(−a2,3) ≥ α2+ d[−a1,3b1] > 2e, which implies that
(−a1,2,−a2,3)p = 1 so [a1, a2, a3] is isometric. Contradiction.
If (b) holds then α2 + d[−a1,3b1] = 2e < α2 + α3 so d[−a1,3b1] < α3. It follows that
d[−a1,3b1] = min{d(−a1,3b1), α3} = d(−a1,3b1) = d(−a2,3). (Same happens if n = 3,
when d[−a1,3b1] = d(−a1,3b1) by definition.) Now α1 = min{(R2 − R1)/2 + e, R2 −
R1 + d(−a1,2), R3 − R1 + d(−a2,3), R3 − R1 + α3} = min{(R2 − R1)/2 + e, R2 − R1 +
d(−a1,2), d(−a2,3), α3}. (α3 is ignored if n = 3.) But α1 < (R2−R1)/2+e. Since R1 = R3
this implies α1+α2 < 2e = α2+d[−a1,3b1]. It follows that α1 < d[−a1,3b1] so we have both
α1 < d(−a1,3b1) = d(−a2,3) and α1 < α3 (if n ≥ 4). Thus α1 = R2 − R1 + d(−a1,2), i.e.
d(−a1,2) = R1−R2+α1 = α2. It follows that d(−a1,2)+d(−a2,3) = α2+d[−a1,3b1] = 2e.
Since |O/p| = 2 we get by Lemma 8.2(iii) (−a1,2,−a2,3)p = −1 so [a1, a2, a3] is not
isometric. Contradiction.
Suppose now that (c) holds. Since a1 = b1 we have that [a2, a3, a4] ∼= [a1, a2, a3, a4]⊤[b1]
is not isotropic. Therefore (−a2,3,−a3,4)p = −1, which implies that d(−a2,3)+d(−a3,4) ≤
2e. Since R1 = R3 and α2 = e − (R4 − R3)/2 < (R3 − R2)/2 + e we have by 8.7 that
α1 < (R2 − R1)/2 + e and also α1 + α2 < 2e = α2 + α3, i.e. α1 < α3. We also
have d(−a2,3) = d(−a1,3b1) ≥ d[−a1,3b1] = α3 > α1. Now, same as for case (b), we
have α1 = min{(R2 − R1)/2 + e, R2 − R1 + d(−a1,2), d(−a2,3), α3}. But (R2 − R1)/2 +
e, d(−a2,3), α3 > α1 so α1 = R2 − R1 + d(−a1,2), i.e. d(−a1,2) = R1 − R2 + α1 = α2.
If n ≥ 5 then α4 > e − (R4 − R3)/2 = α2 = d[a1,4] so d(a1,4) = d[a1,4] = α2. Same
happens if n = 4, when d[a1,4] = d(a1,4) by definition. Since also d(−a1,2) = α2 and
|O/p| = 2 we have d(−a3,4) > α2 by Lemma 8.1(ii). Since also d(−a2,3) ≥ α3 we get
d(−a2,3) + d(−a3,4) > α2 + α3 = 2e. Contradiction.
We prove now that, conversely, if ≺ b1 ≻≤ M and none of (a)-(c) holds then M ∼=≺
a′1, . . . , a
′
n ≻ relative to some good BONG s.t. a′1 = b1. For conditions equivalent to
≺ b1 ≻≤M we refer to 8.13.
We use the invariance of (a)-(c) under change of BONGs to make some reductions.
(I) By Corollary 8.10 we may assume that α1 = α1(≺ a1, a2 ≻).
(II) By changing, if necessary, the BONG of ≺ a3, . . . , an ≻ we may assume by
Corollary 8.10 that α1(≺ a2, a3 ≻) = α1(≺ a2, . . . , an ≻). Note that a1, a2 are not
changed by this reduction step so the previous reduction step is preserved.
Note that the reduction (I) implies that α1(≺ a1, . . . , ai ≻) = α1 for any i ≥ 2.
(We have α1(≺ a1, a2 ≻) ≥ α1(a1, . . . , ai ≻) ≥ α1.) Similarly the reduction (II) implies
α1(≺ a2, . . . , ai ≻) = α1(≺ a2, . . . , an ≻) for any i ≥ 3 and so α2(≺ a1, . . . , ai ≻) = α2.
(We have α2(≺ a1, . . . , ai ≻) = min{R3 − R1 + d(−a1,2), α1(≺ a2, . . . , ai ≻)} and α2 =
min{R3 − R1 + d(−a1,2), α1(≺ a2, . . . , an ≻)}.)
Let b1 = εa1 so d(ε) ≥ α1. Suppose first that εa1 = b1→−[a1, a2] so ε ∈ N(−a1,2).
Since d(ε) ≥ α1 = α1(≺ a1, a2 ≻) we have ε ∈ (1+pα1(≺a1,a2≻))O×2∩N(−a1,2) = g(a2/a1).
(See [B3, 3.8].) Thus ≺ a1, a2 ≻∼=≺ εa1, εa2 ≻ so M ∼=≺ εa1, εa2, a3, . . . , an ≻. Since
b1 = εa1 we are done.
So we may assume that b1 6→−[a1, a2]. By 8.13 it follows that n ≥ 3 and either R1 = R3
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or R1 < R3 and α1 + d[−a1,3b1] ≤ 2e+R2 − R3. We consider the two cases:
1. R1 < R3 and α1+d[−a1,3b1] ≤ 2e+R2−R3. We have d[a1b1] = α1 ≥ R2−R3+α2
and d[−a2,3] ≥ R2−R3+α2 so d[−a1,3b1] ≥ R2−R3+α2. It follows that α1+R2−R3+α2 ≤
α1 + d[−a1,3b1] ≤ 2e− R2 −R3 so α1 + α2 ≤ 2e.
Suppose first that n = 3. Then d[−a1,3b1] = d(−a1,3b1). If α2 = 0 then R3−R2 = −2e
so R2 − R1 > R2 − R3 = 2e. Thus d(a1b1) ≥ α1 > 2e, i.e. b1 ∈ a1O×2, which implies
M ∼=≺ b1, a2, . . . , an ≻. So we may assume that α2 > 0. Since α2 + d(−a1,3b1) ≤ 2e we
get d(−a1,3b1) < 2e. It follows that there is η ∈ O× with d(η) = 2e − d(−a1,3b1) s.t.
(η,−a1,3b1)p = −1. We claim that M ∼=≺ εa1, εηa2, ηa3 ≻ relative to some good BONG.
To do this we use [B3, Theorem 3.1] as well as Lemma 8.6. Let M ∼=≺ a′1, a′2, a′3 ≻
with a′1 = b1 = εa1, a
′
2 = εηa2 and a
′
3 = ηa3. We have Ri(M) = ord a
′
i = Ri so (i) of
the classifiction theorem holds. We have d(a1a
′
1) = d(ε) ≥ α1 and d(a1,2a′1,2) = d(η) =
2e − d(−a1,3b1) ≥ α2 so (iii) also holds. Together with a1,3a′1,3 ∈ F˙ 2, this implies by
Lemma 8.6(i) that the lattice M ∼=≺ a′, a′2, a′3 ≻ exists. Also since R1 < R3, i.e. M
has property A, we have by Lemma 8.6(iii) that αi(M) = αi for i = 1, 2 so (ii) also
holds. Finally, α1 + α2 ≤ 2e so (iv) is vacuous. We are left to prove that FM ∼= FM .
Now [a1, a2, a3], [εa1, εa2, a3] and [εa1, εηa2, ηa3] have the same determinant a1,3. Since
εa1 = b1 6→−[a1, a2] we have [a1, a2] 6∼= [εa1, εa2] so [a1, a2, a3] 6∼= [εa1, εa2, a3]. Also b1 = εa1
so εa2,3 = a1,3b1 in F˙ /F˙
2, which implies (η,−εa2,3)p = −1. Thus [εa2, a3] 6∼= [εηa2, ηa3]
so [εa1, εa2, a3] 6∼= [εa1, εηa2, ηa3]. It follows that [a1, a2, a3] ∼= [εa1, εηa2, ηa3], i.e. FM ∼=
FM .
Suppose now that n ≥ 4. We make the reduction step (I). Let M ∼=≺ a1, a2, a3 ≻.
Let αi := αi(M) for i = 1, 2. The reduction step (I) implies α1 = α1.
We assume first that α1 + d(−a1,3b1) ≤ 2e + R2 − R3. We prove that ≺ b1 ≻≤ M .
This follows from 8.13. Indeed, d(a1b1) ≥ α1 = α1 so a. holds. Also b. follows from
(α1 + d[−a1,3b1])(b1,M) = α1 + d(−a1,3b1) = α1 + d(−a1,3b1) ≤ 2e + R2 − R3. (Here
(α1+ d[−a1,3b1])(b1,M) is the α1 + d[−a1,3b1] corresponding to b1 and M .) Finally, c. is
vacuous since R1 < R3. Since ≺ b1 ≻≤ M , by applying the case n = 3 to b1 and M , we
get ≺ a1, a2, a3 ≻∼=≺ a′1, a′2, a′3 ≻ relative to a good BONG, with a′1 = b1, which implies
that M ∼=≺ a′1, a′2, a′3, a4, . . . , an ≻ so we are done.
Therefore we may assume that α1 + d(−a1,3b1) > 2e + R2 − R3 ≥ α1 + d[−a1,3b1]
whenever the reduction step (I) holds. Since d[−a1,3b1] = min{d(−a1,3b1), α3} we have
d[−a1,3b1] = α3 < d(−a1,3b1). In particular, α1 + α3 = α1 + d[−a1,3b1] ≤ 2e+R2 − R3.
Suppose that R1+α1 = R2+α2. We make the reductions steps (I) and (II). From (II)
we have α2 = α2 = min{(R3−R2)/2+e, R3−R2+d(−a2,3), R3−R1+d(−a1,2)}. We have
R3−R1+d(−a1,2) ≥ R3−R2+α1 = R3−R1+α2 > α2. Also α2 = R1−R2+α1 ≤ R1−
R2+(R2−R1)/2+e = (R1−R2)/2+e < (R3−R2)/2+e. Thus α2 = R3−R2+d(−a2,3), i.e.
d(−a2,3) = R2−R3+α2. Since also d(a1b1) ≥ α1 = R2−R1+α2 > R2−R3+α2 = d(−a2,3)
we get d(−a1,3b1) = R2 −R3 + α2 ≤ α3. Contradiction.
Hence R1 + α1 < R2 + α2 so α1 < R2 − R1 + α2. It follows that, regardless of the
choice of the BONG, we have α1 = min{α1(≺ a1, a2 ≻), R2−R1+α2} = α1(≺ a1, a2 ≻).
Thus the reduction step (I) and its consequences, α1 = α1(≺ a1, . . . , ai ≻) for any i ≥ 3
and α1 + d(−a1,3b1) > 2e+R2 − R3, hold regardless of the choice of BONG.
By Corollary 8.11, after a change of BONGs for M , we may assume that α3 =
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α1(≺ a3, a4 ≻). (Note that this change of BONGs preserves the reduction step (I)
(see above) but not necessarily the step (II), which is not needed at this time.) Since
α3 ≤ α1(≺ a3, . . . , an ≻) ≤ α1(≺ a3, a4 ≻) we have α3 = α1(≺ a3, . . . , an ≻).
If α1(≺ a3, . . . , an ≻) = α3 < (R4 − R3)/2 + e then by Lemma 8.8 applied to
≺ a3, . . . , an ≻ we get that there is η ∈ O× with d(η) = α1(≺ a3, . . . , an ≻) = α3 s.t.
≺ a3, . . . , an ≻∼=≺ a′3, . . . , a′n ≻ relative to some good BONG and a′3 = ηa3. HenceM ∼=≺
a1, a2, a
′
3, . . . , a
′
n ≻. By this change of BONGs d(−a1,3b1) is replaced by d(−a1,2a′3b1) =
d(−ηa1,3b1). Since d(−a1,3b1) > α3 = d(η) we have d(−ηa1,3b1) = α3. So after this
change of BONGs the inequality d(−a1,3b1) > α3 doesn’t hold anymore and we are done.
So we may assume that α3 = (R4−R3)/2+e. Note that, regardless of the BONG, we
have (R4−R3)/2+e ≥ α1(≺ a3, a4 ≻) ≥ α3. Hence α1(≺ a3, a4 ≻) = α3 = (R4−R3)/2+e
holds regardless of the BONG. So, at this time, the BONG of M is considered to be
arbitrary. Now −R2 + α1 ≥ −R4 + α3 so 2e + R2 − R3 ≥ α1 + α3 ≥ R2 − R4 + 2α3 =
2e + R2 − R3. Thus we must have equality so −R2 + α1 = −R3 + α2 = −R4 + α3 =
−(R3 +R4)/2 + e. Hence α2 = e− (R4 −R3)/2.
Now d(−a3,4) ≥ R3 − R4 + α3 = e − (R4 − R3)/2. If α1(≺ a3, a4 ≻) = α3 ∈ d(O×)
and either |O/p| > 2 or d(−a3,4) > e − (R4 − R3)/2 then by Lemma 8.8 applied to
≺ a3, a4 ≻ we have ≺ a3, a4 ≻∼=≺ ηa3, ηa4 ≻ for some η ∈ O× with d(η) = α1(≺ a3, a4 ≻
) = α3. Thus M ∼=≺ a1, a2, ηa3, ηa4, a5, . . . , an ≻ relative to some good BONG. After
this change of BONGs d(−a1,3b1) is replaced by d(−ηa1,3b1). But d(−a1,3b1) > α3 = d(η)
so d(−ηa1,3b1) = α3. So after this change of BONGs we no longer have d(−a1,3b1) > α3
and we are done.
So we may assume that either a3 /∈ d(O×) or |O/p| = 2 and d(−a3,4) = e−(R4−R3)/2.
(I.e. that (a) or (b) of Lemma 8.8 holds for ≺ a3, a4 ≻.) Now −R2 + α1 = −R4 + α3 =
e − (R3 + R4)/2 < e − (R1 + R2)/2. (We have R1 < R3 and R2 ≤ R4.) Thus α1 <
(R2 − R1)/2 + e. It follows that α1 is odd and < 2e. Since −R2 + α1 = −R4 + α3 we
have by Lemma 7.3(ii) that α1 ≡ α2 ≡ α3 (mod 2) so α2, α3 are odd as well and also
α2, α3 ≤ 2e. Thus α1, α2, α3 ∈ d(O×). Since a3 ∈ d(O×) we must have |O/p| = 2 and
d(−a3,4) = e − (R4 − R3)/2 = α2. Also this holds regarless of the BONG since at this
time we don’t use any reduction.
We now use the reduction step (II). This implies that α2(≺ a1, a2, a3 ≻) = α2. If
≺ a1, a2, a3 ≻ satisfies the conditions of Corollary 8.9 then there is η ∈ O× with d(η) =
α2(≺ a1, a2, a3 ≻) = α2 s.t. ≺ a1, a2, a3 ≻∼=≺ a′1, a′2, a′3 ≻ relative to some other BONG
with a′3 = ηa3. After this chage of BONGs d(−a3,4) is replaced by d(−a′3a4) = d(−ηa3,4).
But d(η) = α2 = d(−a3,4) and |O/p| = 2 so by Lemma 8.1 we have d(−ηa3,4) > α2. So
after this change of BONGs we no longer have d(−a3,4) = α2 and we are done. So we
may assume that α2 = (R3 − R2)/2 + e and ≺ a1, a2, a3 ≻ is in one of the cases (a)-(c)
of Corollary 8.9. Since e − (R4 − R3)/2 = α2 = (R3 − R2)/2 + e we have R2 = R4.
Now α2 ∈ d(O×) so (a) doesn’t hold. We have −R2 + α1 = −R4 + α3 = −R2 + α3 so
α1 = α3 = (R4−R3)/2+ e = e− (R3−R2)/2 and so (b) doesn’t hold. Finally, R1 < R3
so (c) doesn’t hold and we are done.
2. R1 = R3. See 8.7 for consequences. In particular, since R1 ≡ R2 ≡ R3 (mod 2)
we have that ord a1,2, ord a2,3 are even. Also ord a1,3b1 = 2R1 + R2 + R3 is even. Thus
a1,2, a2,3, a1,3b1 ∈ O×F˙ 2.
Take first the case n = 3. Suppose that neither (a) nor (b) holds. ((c) is vacuous
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when n = 3.) We are looking for an η ∈ O× s.t. M ∼=≺ εa1, εηa2, ηa3 ≻. Let M ∼=≺
a′1, a
′
2, a
′
3 ≻ with a′1 = εa1, a′2 = εηa2 and a′3 = ηa3. We claim that a lattice M ∼=≺
a′1, a
′
2, a
′
3 ≻ exists and M ∼= M iff the following happen:
1) d(η) ≥ α2.
2) α1 = (R2 − R1)/2 + e, d(−εa2,3) = α1 or d(−ηa1,2) = α2.
3) (−a1,2,−a2,3)p = (−ηa1,2,−εa2,3)p.
Indeed ord a′i = ord ai = Ri so the condition (i) of the classification theorem in [B3]
holds. For (iii) note that d(a1a
′
1) = d(ε) ≥ α1, by hypothesis, and that d(a1,2a′1,2) ≥ α2
is equivalent to d(η) ≥ α2 i.e. to 1). Since also a1,3a′1,3 ∈ F˙ 2, by Lemma 8.6 these imply
that M exists and also αi ≤ αi := αi(M) for i = 1, 2. We have detFM = detFM so
FM ∼= FM is equivalent to (−a1,2,−a2,3)p = (−ηa1,2,−εa2,3)p, i.e. to 3). So assuming
that 1) and 3) hold, by Lemma 7.11 we have M ∼= M iff α1 = α1 := α1(M). But
this equivalent to 2). Indeed, we have α1 ≤ α1 = min{(R2 − R1)/2 + e, R2 − R1 +
d(−a′1,2), R3 − R1 + d(−a′2,3)} = min{(R2 − R1)/2 + e, R2 − R1 + d(−εa2,3), d(−ηa1,2)}
so α1 = α1 iff α1 = (R2 − R1)/2 + e, d(−εa2,3) = α1 or α1 = R2 − R1 + d(−ηa1,2), i.e.
d(−ηa1,2) = R1 − R2 + α1 = α2.
Note that d(−εa2,3) = d(−a1,3b1) = d[−a1,3b1] so (−ηa1,2,−εa2,3)p = (−ηa1,2,−a1,3b1)p.
Also note that d(−a2,3) ≥ α1 and d(a1b1) ≥ α1 so d(−a1,3b1) ≥ α1.
Since d(−a1,2) ≥ α2 the condition 1) is equivalent to d(−ηa1,2) ≥ α2.
Suppose first that [a1, a2, a3] is not isotropic so (−a1,2,−a2,3) = −1 and the condition
3) means (−ηa1,2,−a1,3b1)p = −1. We have d(−a1,2) + d(−a2,3) ≤ 2e. Since (a) doesn’t
hold we also have α2 + d(−a1,3b1) ≤ 2e. In particular, α2 ≤ 2e. If α2 is odd then
α2 ∈ d(O×). Since α2 + d(−a1,3b1) ≤ 2e there is, by Lemma 8.2(i), some η ∈ F˙ s.t.
d(−ηa1,2) = α2 and (−ηa1,2,−a1,3b1)p = −1. But a1,2 ∈ O×F˙ 2 and d(−ηa1,2) = α2 ∈
d(O×) so we may assume η ∈ O×. For this choice of η all conditions 1) - 3) are satisfied.
If α2 is even then α2 = (R3−R2)/2+ e so α1 = (R2−R1)/2+ e and α1+α2 = 2e. Now
d(−a1,2) ≥ α2 and d(−a2,3) ≥ α1 so 2e ≥ d(−a1,2) + d(−a2,3) ≥ α1 + α2 = 2e. It follows
that d(−a1,2) = α2 and d(−a2,3) = α1 = 2e− α2 are even. But −a1,2,−a2,3 ∈ O×F˙ 2 so
we must have d(−a1,2) = d(−a2,3) = 2e. But this contradicts d(−a1,2) + d(−a2,3) = 2e.
Suppose now that [a1, a2, a3] is isotropic so (−a1,2,−a2,3) = 1 and the condition 3)
means (−ηa1,2,−a1,3b1)p = 1. We have to find an η ∈ O× that satisfies conditions 1)
- 3) above. If α1 = (R2 − R1)/2 + e or d(−a1,3b1) then the condition 2) is satisfied
and conditions 1) and 3) are satisfied if we choose η ∈ O× s.t. −ηa1,2 ∈ F˙ 2. Thus we
may assume that α1 < (R2 − R1)/2 + e and α1 < d(−a1,3b1). This implies that also
α2 < (R3 − R2)/2 + e so α2 is odd and < 2e and so α2 ∈ d(O×) and also α2 6= 0, 2e.
If |O/p| > 2 or α2 + d(−a1,3b1) 6= 2e there is by Lemma 8.2(ii) and (iii) some η ∈ F˙
s.t. −ηa1,2 satisfies both d(−ηa1,2) = α2 and (−ηa1,2,−a1,3b1)p = 1. Since a1,2 ∈ O×F˙ 2
and d(−ηa1,2) = α2 ∈ d(O×) we may assume that η ∈ O×. So η satisfies all required
conditions. Hence we can assume that |O/p| = 2 and α2 + d(−a1,3b1) = 2e. Also
α1 < (R2 − R1)/2 + e so (b) holds. Contradiction.
Suppose now that n = 4. We will prove that we can change the BONG of M s.t.
≺ b1 ≻≤ M :=≺ a1, a2, a3 ≻ and neither of the conditions (a) and (b) holds for M .
This would imply by the ternary case that M ∼=≺ a′1, a′2, a′3 ≻ relative to some good
BONG with a′1 = b1 and so M
∼=≺ a′1, a′2, a′3, a4 ≻. (Recall that (c) is vacuous when
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the dimension is 3.) Since R1 = R3 the condition ≺ b1 ≻ →−M is equivalent by 8.13 to
d(a1b1) ≥ α1, where αi := αi(M), and b1→−FM ∼= [a1, a2, a3]. The conditions (a) and
(b) for M are the same as for M but with α1, α2 and d[−a1,3b1] replaced by α1, α2 and
d(−a1,3b1) and with the condition α2 + α3 > 2e from (b) ignored. (Here αi := αi(M).)
Since the case R2 = R4 is treated by Lemma 8.3 we may assume that R2 < R4.
We will reduce to the case when αi = αi for i = 1, 2. Note that R1 = R3 implies both
R1+α1 = R2+α2 and R1+α1 = R2+α2 so α1 = α1 iff α2 = α2. So it is enough to have
α1 = α1. This can be obtained by using the reduction step (I). If αi = αi for i = 1, 2
then d(a1b1) ≥ α1 = α1. In order to have ≺ b1 ≻≤ M we still need b1→−[a1, a2, a3].
Suppose the contrary. It follows that [a1, a2, a3] is not isotropic and −a1,3b1 ∈ F˙ 2 so
α2 + d(−a1,3) = ∞ > 2e. Hence (a) holds for b1 and M . Thus the condition that
≺ b1 ≻≤ M is included in the condition that (a) doesn’t hold for b1 and M . Therefore
it needs not be verified.
We have three cases:
a. α2 + α3 > 2e. We have d[−a1,3b1] = min{d(−a1,3b1), α3}. If the condition α2 +
d(−a1,3b1) > 2e resp. α2 + d(−a1,3b1) = 2e from (a) resp. (b) corresponding to M holds
then, since also α2+α3 > 2e, the condition α2+d[−a1,3b1] > 2e resp. α2+d[−a1,3b1] = 2e
from (a) resp. (b) corresponding to M will also hold. The other conditions are the same
for both M and M with the exception of α2 + α3 > 2e from (b), which holds anyways.
Thus if M satisfies the condition (a) or (b) then so does M , contrary to our assumption.
So neither (a) nor (b) hold for b1 and M and we are done.
b. α2 + α3 < 2e. We may assume that α2 + d(−a1,3b1) ≥ 2e since otherwise neither
(a) nor (b) holds for b1 and M . It follows that d(−a1,3b1) > α3. Now 2α3 ≤ R4 − R3 +
α2 + α3 < R4 − R3 + 2e so α3 < (R4 − R3)/2 + e.
Suppose first that α1 ≥ α3. From the reduction step (I) we have αi = αi for i = 1, 2.
We have α3 = min{α1(≺ a3, a4 ≻), R4 −R3 + α2}. But R4 −R3 + α2 = R4 −R2 + α1 >
α1 ≥ α3 so α3 = α1(≺ a3, a4 ≻). Since α1(≺ a3, a4 ≻) = α3 < (R4−R3)/2+e there is by
Lemma 8.8 some η ∈ O× with d(η) = α1(≺ a3, a4 ≻) = α3 s.t. ≺ a3, a4 ≻∼=≺ ηa3, ηa4 ≻
so M ∼=≺ a1, a2, ηa3, ηa4 ≻. By this change of BONGs a1, a2 are preserved and so is
the reduction step (I). On the other hand d(−a1,3b1) is replaced by d(−ηa1,3b1). Since
d(η) = α3 < d(−a1,3b1) we have d(−ηa1,3b1) = α3. So after this change of BONGs
α2 + d(−a1,3b1) becomes α2 + α3 < 2e. This implies that neither (a) nor (b) holds and
we are done.
If α1 < α3 then, regardless of the choice of BONG, we have α1 = min{α1, R3 −
R1 + α3} = min{α1, α3} = α1. It follows that αi = αi for i = 1, 2 holds regarless
of the BONG. If α3 = α1(≺ a3, a4 ≻) then the proof follows the same as in the case
α1 ≥ α3 above. Otherwise we use Corollary 8.11 and, after a change of BONGs, we have
α3 = α1(≺ a3, a4 ≻), as desired. As seen above, the property that αi = αi for i = 1, 2 is
not altered by this change of BONGs and the proof follows as before.
c. α2+α3 = 2e. First we claim that α1, α2, α3 are all odd and < 2e so they all belong
to d(O×). We have α2 + α3 = 2e so α2, α3 have the same parity. If they are both even
then α2 = (R3−R2)/2+e and α3 = (R4−R3)/2+e so α2+α3 = (R4−R2)/2+2e > 2e.
Contradiction. So they are both odd and < 2e (because α2 + α3 = 2e). Since R1 = R3
we have α1 ≡ α2 (mod 2) and α1 + α2 ≤ 2e by 8.7 so α1 is odd and < 2e as well.
Next we claim that αi = αi for i = 1, 2 and α3 = α1(≺ a3, a4 ≻) hold regardless
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of the choice of BONG. To prove that αi = αi for i = 1, 2 it is enough to show that
α2 = α2. We have α2 = min{α2, R3 − R2 + α3}. If α2 = (R3 − R2)/2 + e then
α2 = α2 follows from α2 ≤ α2 ≤ (R3 − R2)/2 + e. If α2 < (R3 − R2)/2 + e then
2α2 < R3 − R2 + 2e = R3 − R2 + α2 + α3 so α2 < R3 − R2 + α3, which again implies
α2 = α2. We have α3 = min{α1(≺ a3, a4 ≻), R4 − R3 + α2}. If α3 = (R4 − R3)/2 + e
then α3 = α1(≺ a3, a4 ≻) follows from α3 ≤ α1(≺ a3, a4 ≻) ≤ (R4 − R3)/2 + e. If
α3 < (R4−R3)/2+e then 2α3 < R4−R3+2e = R4−R3+α2+α3 so α3 < R4−R3+α2,
which implies α3 = α1(≺ a3, a4 ≻).
Next we reduce to the case when d(−a1,2) > α2. In general, d(−a1,2) ≥ d[−a1,2] =
α2. Suppose that d(−a1,2) = α2. Take first the case when α3 < (R4 − R3)/2 + e.
By Corollary 8.11 we can change the BONG of M s.t. α1(≺ a2, a3 ≻) = α2. Let
K ∼=≺ a2, a3, a4 ≻. Since α2 ≤ α1(K) ≤ α1(≺ a2, a3 ≻) we have α1(K) = α2. Since
α3 = α1(≺ a3, a4 ≻) < (R4 − R3)/2 + e we have α3 = R4 − R3 + d(−a3,4). Let η ∈ O×
s.t. d(−ηa1,2) > α2 (e.g. η ∈ −a1,2F˙ 2). Since d(−a1,2) = α2 we have d(η) = α2. We
apply the ternary case of our lemma, already proved, for b2 = ηa2 and K. We have
R(K) = (R2, R3, R4) and R2 < R4 so none of the conditions (a)-(c) of our lemma holds.
So we only have to prove that ≺ b2 ≻≤ K. By Lemma 8.13 this means d(a2b2) ≥ α1(K)
and if α1(K) + d(−a2,4b2) > 2e+R3−R4 then b2→−[a2, a3]. Now d(a2b2) = d(η) = α2 =
α1(K). For the other condition note that b2 = ηa2 implies that d(−a2,4b2) = d(−ηa3,4).
Since α3 < (R4 − R3)/2 + e we have 2α3 < R4 − R3 + 2e = R4 − R3 + α2 + α3 so
d(−a3,4) = R3 − R4 + α3 < α2 = d(η). It follows that d(−ηa3,4) = R3 − R4 + α3 so
α1(K)+d(−a2,4b2) = α2+R3−R4+α3 = 2e+R3−R4. Thus the condition b2→−[a2, a3]
is not necessary. So by the ternary case we have ≺ a2, a3, a4 ≻∼= K ∼=≺ a′2, a′3, a′3 ≻
with a′2 = b2 = ηa2. Thus M
∼=≺ a1, a′2, a′3, a′4 ≻. By this change of BONGs d(−a1,2) is
replaced by d(−a1a′2) = d(−ηa1,2) > α2 so we are done. Suppose now that α3 = (R4 −
R3)/2+ e. We have α1(≺ a2, a3 ≻) = α2 = 2e−α3 = (R3−R4)/2+ e < (R3−R2)/2+ e.
It follows that α2 = α1(≺ a2, a3 ≻) = R3−R2+d(−a2,3) so d(−a2,3) = R2−R3+α2 = α1.
Also α2 < (R3 − R2)/2 + e implies that α1 + α2 < 2e and d(−a2,3) = α1 is odd and
< 2e. We are looking for some η ∈ O× s.t. −ηa1,2 satisfies both d(−ηa1,2) > α2 and
(−ηa1,2,−a2,3)p = (−a1,2,−a2,3)p. Recall that a1,2 ∈ O×F˙ 2. If (−a1,2,−a2,3)p = 1 we take
η ∈ O× s.t. −ηa1,2 ∈ F˙ 2, which implies both d(−ηa1,2) > α2 and (−ηa1,2,−a2,3)p = 1. If
(−a1,2,−a2,3)p = −1 we take η ∈ O× s.t. d(−ηa1,2) = 2e− d(−a2,3) = 2e− α1 > α2 and
(−ηa1,2,−a2,3)p = −1. Now d(−a1,2) = α2 < d(−ηa1,2) so d(η) = α2 = α1(≺ a2, a3 ≻)
and (−ηa1,2,−a2,3)p = (−a1,2,−a2,3)p so (η,−a2,3)p = 1. Thus η ∈ (1+pα1(≺a2,a3≻))O×2∩
N(−a2,3) = g(a3/a2) (see [B3, 3.8]), which implies that M ∼=≺ a1, ηa2, ηa3, a4 ≻. By this
change of BONGs d(−a1,2) is replaced by d(−ηa1,2), which is > α2 so we are done.
Suppose first that ≺ a3, a4 ≻ satisfies the conditions of Lemma 8.8. We have ≺
a3, a4 ≻∼=≺ ηa3, ηa4 ≻ for some η ∈ O× with d(η) = α1(≺ a3, a4 ≻) = α3. Hence
M ∼=≺ a1, a2, ηa3, ηa4 ≻. We claim that after this change of BONGs b1 and M no longer
satisfy (a) or (b). First note that after this change of BONGs (−a1,2,−a2,3)p is replaced
by (−a1,2,−ηa2,3)p. But d(−a1,2) + d(η) > α2 + α3 = 2e so (−a1,2, η)p = 1. Hence
(−a1,2,−ηa2,3)p = (−a1,2,−ηa2,3)p, which implies that the property that [a1, a2, a3] is
isotropic or anisotropic is preserved.
If b1 andM satisfy the condition (a) then [a1, a2, a3] is anisotropic. After the change of
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BONGs [a1, a2, a3] remains anisotropic so the newM cannot satisfy the condition (b). On
the other hand α2+d(−a1,3b1) is replaced by α2+d(−ηa1,3b1). But α2+d(−a1,3b1) > 2e
and α2+ d(η) = α2+α3 = 2e. By the domination principle α2+ d(−ηa1,3b1) = 2e so the
new M doesn’t satisfy (a) either.
If b1 and M satisfy the condition (b) then [a1, a2, a3] is anisotropic. After the change
of BONGs [a1, a2, a3] remains isotropic so the new M can not satisfy the condition (a).
Again α2+d(−a1,3b1) is replaced by α2+d(−ηa1,3b1). Now α2+d(−a1,3b1) = 2e = α2+α3
so d(−a1,3b1) = α3 = d(η). Since |O/p| = 2 we have by Lemma 8.1(ii) d(−ηa1,3b1) > α3.
Hence α2 + d(−ηa1,3b1) > α2 + α3 = 2e so the new M doesn’t satisfy (b) either.
Suppose now that ≺ a3, α4 ≻ doesn’t satisfy the conditions of Lemma 8.8. Hence
α3 = α1(≺ a3, a4 ≻) = (R4 − R3)/2 + e and we have one of the cases (a)-(c) of the
Lemma 8.8. Now (a) doesn’t hold because α3 ∈ d(O×) and (c) doesn’t hold because the
dimension is 2. Hence we have (b), i.e. |O/p| = 2 and d(−a3,4) = e − (R4 − R3)/2 =
2e−α3 = α2. Since also d(−a1,2) > α2 we have d[a1,4] = d(a1,4) = α2 = e− (R4−R3)/2.
We also have α2 + d(−a1,3b1) ≥ 2e = α2 + α3 (both when b1 and M satisfy (a) or
(b)). It follows that d(−a1,3b1) ≥ α3. Since d[−a1,3b1] = min{d(−a1,3b1), α3} we get
d[−a1,3b1] = α3 = (R4−R3)/2+ e. We will show that if b1 and M satisfy (a) or (b) then
[a1, a2, a3, a4]⊤[b1] is not isotropic so b1 and M satisfy (c), contrary to our assumption.
Let V ∼= [a1, a2, a3] and V ′ ∼= [a1, a2, a3, a4]⊤[b1]. We have det V = a1,3 and det V ′ =
a1,4b1. Now V ⊥ [a4] ∼= V ′ ⊥ [b1] ∼= [a1, a2, a3, a4] so a4 det V = b1 det V ′ = a1,4. Consid-
ering Hasse’s symbols we have SV (a4, a4 det V )p = SV
′(b1, b1 det V
′)p, i.e. SV (a4, a1,4)p =
SV ′(b1, a1,4)p. (Recall, in general, S(V ⊥ [α]) = SV (α, αdet V )p.) It follows that SV ′ =
(a4b1, a1,4)pSV = (−a1,3b1, a1,4)pSV . If (a) holds for b1 and M then V is anisotropic
and d(a1,4) + d(−a1,3b1) = α2 + d(−a1,3b1) > 2e, which implies that (−a1,3b1, a1,4)p = 1.
It follows that SV ′ = SV . Since V is anisotropic so is V ′. If (b) holds then d(a1,4) +
d(−a1,3b1) = α2 + d(−a1,3b1) = 2e. Since also |O/p| = 2 we have (−a1,3b1, a1,4)p = −1
by Lemma 8.2(ii). So SV ′ = −SV . But V is isotropic so again V ′ is anisotropic, as
claimed.
Suppose now that n ≥ 5. We denote M ∼=≺ a1, a2, a3, a4 ≻ and αi := αi(M)
for i = 1, 2, 3. We will show that for a good choice of the BONG for M we have
≺ b1 ≻≤ M and none of the conditios (a)-(c) hold for b1 and M . By the quaternary
case we have M ∼=≺ a′1, a′2, a′3, a′4 ≻ relative to a good BONG with a′1 = b1. So M ∼=≺
a′1, a
′
2, a
′
3, a
′
4, a5, . . . , an ≻ and we are done.
By Corollary 8.11 we may assume that α1(≺ a3, a4 ≻) = α3. It follows that αi = αi for
i ≤ 3. (For i ≤ 3 we have αi = min{αi, R3−Ri+α3} and αi ≤ R3−Ri+α1(≺ a3, a4 ≻) =
R3 − R1 + α3.) Denote by d[−a1,3b1] and d[a1,4] the d[−a1,3b1] and d[a1,4] corresponding
to M . Now d[−a1,3b1] = min{d(−a1,3b1), α3} and d[−a1,3b1] = min{d(−a1,3b1), α3} so
α3 = α3 implies d[−a1,3b1] = d[−a1,3b1]. Also d[a1,4] = d(a1,4).
Since αi = αi for i ≤ 3 and d[−a1,3b1] = d[−a1,3b1] the condition ≺ b1 ≻≤ M is
equivalent to ≺ b1 ≻≤ M and the conditions (a) and (b) for b1 and M are equivalent
to the corresponding conditions for b1 and M . Thus ≺ b1 ≻≤ M and b1 and M don’t
satisfy (a) or (b). So we may assume that (c) holds for b1 and M . It follows that
|O/p| = 2, R2 < R4, d[−a1,3b1] = α3 = (R4 −R3)/2 + e, d(a1,4) = α2 = e− (R4 −R3)/2
and [a1, a2, a3, a4]⊤[b1] is anisotropic. If α4 > α2 = e − (R4 − R3)/2 then we also have
d[a1,4] = min{d(a1,4), α4} = e−(R4−R3)/2 so (c) also holds for b1 andM . Contradiction.
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So α4 ≤ e − (R4 − R3)/2. Since also α4 ≥ R3 − R4 + α3 = e − (R4 − R3)/2 we have
α4 = e− (R4 − R3)/2.
Now for an arbitrary BONG we have α3 ≤ α1(≺ a3, a4 ≻) ≤ (R4 − R3)/2 + e so
α1(≺ a3, a4 ≻) = α3 = (R4 − R3)/2 + e holds regardless of the choice of the BONG.
We have α2 = (R3 − R4)/2 + e < (R3 − R2)/2 + e. By 8.7 we also have α1 <
(R2−R1)/2+ e. Hence α1, a2 are odd and < 2e. Since α3 = 2e−α2, α3, too, is odd and
< 2e.
By Corollary 8.11 we may assume that α1(≺ a1, a2 ≻) = α1. Since α1 < (R2 −
R1)/2+ e we have α1 = α1(≺ a1, a2 ≻) = R2−R1+ d(−a1,2). It follows that d(−a1,2) =
R1 −R2 + α1 = α2. Since also d(a1,4) = α2 we have by Lemma 8.1(ii) d(−a3,4) > α2.
If R3 < R5 we use Lemma 8.8 for ≺ a4, . . . , an ≻. We have α4 = min{α1(≺
a4, . . . , an ≻), R5−R4+α3}. But R5−R4+α3 > R3−R4+α3 = α4 (we have α3 = (R4−
R3)/2+e and α4 = e− (R4−R3)/2) so α1(≺ a4, . . . , an ≻) = α4 = α2 = e− (R4−R3)/2.
Since e−(R4−R3)/2 < (R5−R4)/2+e we can apply Lemma 8.8. So there is η ∈ O× with
d(η) = e− (R4 − R3)/2 s.t. ≺ a4, . . . , an ≻∼=≺ a′4, . . . , a′n ≻ relative to some other good
BONG, with a′4 = ηa4. It follows thatM
∼=≺ a1, a2, a3, a′4, . . . , a′n ≻. After this change of
BONGs d(a1,4) is replaced by d(a1,3a
′
4) = d(ηa1,4). But d(η) = d(a1,4) = e− (R4−R3)/2.
By Lemma 8.1(ii) we have d(ηa1,4) > e− (R4−R3)/2. Therefore b1 and ≺ a1, a2, a3, a′4 ≻
(the new M) no longer satisfy condition (c).
If R3 = R5 we apply Corollary 8.9 to K ∼=≺ a1, a2, a3, a4, a5 ≻. Since α3 ≤ α3(K) ≤
(R4 − R3)/2 + e we have α3(K) = α3 = (R4 − R3)/2 + e. Since R3 = R5 we also have
α4(K) = (R5 − R4)/2 + e = e − (R4 − R3)/2 = α2 (see 8.7). We want to prove that K
doesn’t satisfy any of the conditions (a)-(c) of Corollary 8.9. Now α4(K) = α2 is odd and
< 2e so it belongs to d(O×). Thus (a) doesn’t hold. We have α3(K) = (R4−R3)/2+e =
e − (R5 − R4)/2 so (b) doesn’t hold either. Finally, d(−a3,4) > α2 = e − (R4 − R3)/2
and since R3 = R5 we have by 8.7 d(−a4,5) ≥ α3 = (R4 − R3)/2 + e. It follows
that d(−a3,4) + d(−a4,5) > 2e so (−a3,4,−a4,5)p = 1. Hence [a3, a4, a5] is isotropic
and (c) doesn’t hold. By Corollary 8.9 there is η ∈ O× with d(η) = α4(K) = α2
s.t. K ∼=≺ a′1, a′2, a′3, a′4, a′5 ≻ relative to some good BONG with a′5 = ηa5. It follows
that M ∼=≺ a′1, a′2, a′3, a′4, a′5, a6, . . . , an ≻. By this change of BONGs a1,4 is replaced
by a′1,4. But in F˙ /F˙
2 we have a′1,5 = a1,5 = detK and a
′
5 = ηa5 so a
′
1,4 = ηa1,4.
Since d(η) = d(a1,4) = α2 we have by Lemma 8.1(ii) d(a
′
1,4) > α2. Therefore b1 and
≺ a′1, a′2, a′3, a′4 ≻, the new M , no longer satisfy (c) and we ar done. 
9 The final step
We now use induction on n to prove our theorem. Suppose that it is true for dimension
< n. Suppose that M,N are 2 lattices over the same quadratic space V with dimV = n
s.t. N ≤ M but N 6→−M . Suppose moreover thatM,N are chosen with the property that
ord volN − ord volM is minimal. From §7 we now that this implies that nM = nN , i.e.
R1 = S1. We will show that there are x, y, norm generators for M and N , respectively
s.t. Q(x) = Q(y) and pry⊥N ≤ prx⊥M . By the induction step pry⊥N ≤ prx⊥M implies
pry⊥N→−prx⊥M . We have V = Fy ⊥ pry⊥V = Fx ⊥ prx⊥V . Since Q(x) = Q(y)
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and pry⊥N→−prx⊥M there is φ ∈ O(V ) s.t. φ(y) = x and φ(pry⊥N) ⊆ prx⊥M . We
have nφ(N) = nN = nM , x is a norm generator of M and prx⊥φ(N) = prφ(y)⊥φ(N) =
φ(pry⊥N) ⊆ prx⊥M . By [B1, Lemma 2.2] we have φ(N) ⊆M so N→−M .
In the most typical case from Lemma 9.3 we will show that M ∼=≺ a1, . . . , an ≻ and
N ∼=≺ b1, . . . , bn ≻ relative to some good BONGs x1, . . . , xn and y1, . . . , yn s.t. Q(x1) =
a1 = b1 = Q(y1) and pry⊥
1
N ∼=≺ b2, . . . , bn ≻≤≺ a2, . . . , an ≻∼= prx⊥
1
M . So in the
reasoning above we can take x = x1 and y = y1. Similarly, in the case of Lemma 9.6 we
write N ∼=≺ b1, . . . , bn ≻ relative to some good BONG y1, . . . , yn butM ∼=≺ a′1, . . . , a′n ≻
relative to some bad BONG x′1, . . . , x
′
n s.t. a
′
1 = b1 and ≺ b2, . . . , bn ≻≤≺ a′2, . . . , a′n ≻ so
we can take x = x′1 and y = y1. Finally, in all other cases we show that the property of
minimality for ord volN −ord volM is contradicted by the same reason from §7. Namely
in Lemma 9.12 we show that if nM = nK, volK ⊂ volM and M,K don’t satisfy the
conditions from the hypothesis of Lemma 9.3 or Lemma 9.6 then there is N ⊂ M s.t.
K ≤ N . Note that the very particular case from Lemma 9.6 could have been included in
Lemma 9.12 but the methods used there don’t work in this case. Instead a longer proof,
similar to those from §7, would have been necessary. Therefore we chose the atypical
solution of using a bad BONG for M .
Lemma 9.1 Suppose that N ≤ M and R1 = S1. If one of the following happens: R1 <
R3, R2 = S2, R2 − R1 = 2e, R2 = R4 or d[−a1,3b1] = α1 < β1 then M ∼=≺ a′1, . . . , a′n ≻
relative to some good BONG with a′1 = b1.
Proof.Since N ≤ M and ≺ b1 ≻≤ N we have ≺ b1 ≻≤ M . (Note that the transitivity
of ≤ was proved only for lattices with the same dimension. However we can use an
argument similar to that from Lemma 2.21. Let K be a lattice s.t. FK ∼= [b2, . . . , bn].
We have [b1] ⊥ FK ∼= FN ∼= FM . By Lemma 2.20 for s ≫ 0 we have ≺ b1 ≻≤ N iff
≺ b1 ≻⊥ psK ≤ N and ≺ b1 ≻≤ M iff ≺ b1 ≻⊥ psK ≤ M . We have ≺ b1 ≻≤ N so
≺ b1 ≻⊥ psK ≤ N , which, together with N ≤ M , implies that ≺ b1 ≻⊥ psK ≤ M so
≺ b1 ≻≤M .)
Thus we have to prove that, given the conditions in the hypothesis, none of the
conditions (a) - (c) of Lemma 8.14 happens. This is obvious if R1 < R3. From now on
we assume that R1 = R3. For consequences of R1 = R3 see 8.7.
If R2 − R1 = 2e then g(a2/a1) = (1 + p2e)O×2 and α1 = 2e. We have d(a1, b1) ≥
α1 = 2e so b1 = εa1 with d(ε) ≥ 2e. It follows that ε ∈ (1 + p2e)O×2 = g(a2/a1) so
≺ a1, a2 ≻∼=≺ εa1, εa2 ≻=≺ b1, εa1 ≻ so M ∼=≺ b1, εa2, a3, . . . , an ≻ relative to some
good BONG.
If R2 = R4 then (c) cannot hold. Suppose that (a) or (b) holds. We have α2 + α3 ≥
α2 + d[−a1,3b1], which is > 2e if (a) holds or just ≥ 2e if (b) holds. But R2 = R4
so α2 + α3 ≤ 2e. It follows that (b) holds and α2 + α3 = 2e. By 8.7 this implies
α2 = (R3−R2)/2+ e. Since R1 = R3, again by 8.7, we get α1 = (R2 −R1)/2+ e and so
(b) doesn’t hold.
For the remaining two cases, R2 = S2 and d[−a1,3b1] = α1 < β1, we denote by
d[−a1,3b1] := min{d(−a1,3b1), α3}, which is d[−a1,3b1] corresponding to M and ≺ b1 ≻.
Therefore d[−a1,3b1] = min{d[−a1,3b1], β1}.
If d[−a1,3b1] = α1 < β1 then d[−a1,3b1] = d[−a1,3b1] = α1. We have α2 + d[−a1,3b1] =
α1 + α2 ≤ 2e, with equality iff α1 = (R2 − R1)/2 + e. If α1 < (R2 − R1)/2 + e then
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α2 + d[−a1,3b1] < 2e so none of (a) - (c) happens. If α1 = (R2 − R1)/2 + e then
α2+ d[−a1,3b1] = 2e. Then we cannot have (a) and since α1 = (R2−R1)/2 + e we don’t
have (b) or (c). (Note that if (c) holds then R1 = R3 and α2 = e − (R4 − R3)/2 <
(R3 −R2)/2 + e so α1 < (R2 −R1)/2 + e by 8.7.)
Suppose now that R2 = S2. We may assume that R2 < R4 or n = 3 since the case
R2 = R4 was treated above. Note that if d[−a1,3b1] = β1 then by Lemma 8.12(ii) we have
A2 = min{(R3−S2)/2+ e, R3− S2+ d[−a1,3b1]} = min{(R3−R2)/2+ e, R3−R2+ β1}.
But β1 ≤ (S2 − S1)/2 + e = (R2 − R3)/2 + e so R3 − R2 + β1 ≤ (R3 − R2)/2 + e so
A2 = R3 − R2 + β1. Also by Lemma 6.2 we have R1 + α1 ≤ S1 + β1 = R1 + β1 so
α1 ≤ β1, which implies R3 − R2 + β1 ≥ R3 − R2 + α1 = α2 ≥ A2 = R3 − R2 + β1. So if
d[−a1,3b1] = β1 then A2 = α2 and β1 = α1.
Suppose that (a) of Lemma 8.14 holds. We claim that [b1, b2]→−[a1, a2, a3]. This
obviously holds if n = 3, when FM ∼= [a1, a2, a3], so we may assume that n ≥ 4. We have
S2 = R2 < R4 so we still need A2+A3 > 2e+R3−S3. By Lemma 2.14 we may assume that
A2 = A
′
2 and A3 = A
′
3. By Lemma 8.12(ii) A
′
2 = R3 − S2 + d[−a1,3b1] and since R4 > S2
we have A3 = A
′
3 = min{R4 − S3 + d[−a1,4b1,2], R4 + R5 − S2 − S3 + d[−a1,3b1]}. (The
second term of A′3 is ignored if n = 4.) So we have to prove that 2e+R3−S3 < A2+A3 =
min{R3+R4−S2−S3+d[−a1,3b1]+d[−a1,4b1,2], R3+R4+R5−2S2−S3+2d[−a1,3b1]}, i.e.
that d[−a1,3b1] + d[−a1,4b1,2] > 2e+ S2−R4 = 2e+R2−R4 and, if n > 5, 2d[−a1,3b1] >
2e+2S2−R4−R5 = 2e+2R2−R4−R5. Assume first that d[−a1,3b1] = d[−a1,3b1]. Since
(a) holds we have α2 + d[−a1,3b1] = α2 + d[−a1,3b1] > 2e so d[−a1,3b1] > 2e− α2 ≥ 2e−
((R3−R2)/2+e) = e−(R3−R2)/2. Thus 2d[−a1,3b1] > 2e+R2−R3 > 2e+2R2−R4−R5.
(R4 > R2 and R5 ≥ R3.) Now d[a1,2b1,2] ≥ A2 = R3−S2+ d[−a1,3b1] and so d[−a1,3b1] +
d[a1,2b1,2] ≥ R3−S2+2d[−a1,3b1] > R3−R2+2(e−(R3−R2)/2) = 2e > 2e+R2−R4. Also
d[−a1,3b1]+d[−a3,4] ≥ R3−R4+α3+d[−a1,3b1] ≥ R2−R4+α2+d[−a1,3b1] > 2e+R2−R4.
Therefore d[−a1,3b1] + d[−a1,4b1,2] > 2e + R2 − R4. Suppose now that d[−a1,3b1] = β1
so A2 = α2 and d[−a1,3b1] = β1 = α1. We have R3 − R2 + α1 + R4 − R2 + α1 ≥
α2 + α3 ≥ α2 + d[−a1,3b1] > 2e and so 2d[−a1,3b1] = 2α1 > 2e + 2R2 − R3 − R4 ≥
2R2 − R4 − R5. Similarly as before, d[−a1,3b1] + d[a1,2b1,2] ≥ R3 − S2 + 2d[−a1,3b1] >
R3 − R2 + 2e + 2R2 − R3 − R4 = 2e + R2 − R4 and d[−a1,3b1] + d[−a3,4] ≥ α1 + R3 −
R4 + α3 = R2 − R4 + α2 + α3 ≥ R2 − R4 + α2 + d[−a1,3b1] > 2e + R2 − R4. (By 8.7
α1 = R2−R3+α2.) So d[−a1,3b1]+d[−a1,4b1,2] > 2e+R2−R4. Hence [b1, b2]→−[a1, a2, a3]
so [a1, a2, a3] ∼= [b1, b2, a1,3b1,2]. But d(−b1,2) ≥ S1 − S2 + β1 = R1 − R2 + α1 = α2. It
follows that d(−b1,2) + d(−a1,3b1) ≥ α2 + d(−a1,3b1) > 2e and so (−b1,2,−a1,3b1)p = 1,
which implies that [b1, b2, a1,3b1,2] ∼= [a1, a2, a3] is isotropic. But this cotradicts (a).
If we have (b) or (c) of Lemma 8.14 then α2 + d[−a1,3b1] = 2e. (If (c) holds then
α2 = e − (R4 − R3)/2 and d[−a1,3b1] = (R4 − R3)/2 + e.) Also α1 < (R2 − R1)/2 + e,
α2 < (R3−R2)/2+ e and α1+α2 < 2e. (The three statements are equivalent by 8.7. In
the case of (b) we have α1 < (R2−R1)/2+e and in the case of (c) α2 = e−(R4−R3)/2 <
(R3 −R2)/2 + e.)
Suppose that d[−a1,3b1] = d[−a1,3b1] so α2 + d[−a1,3b1] = 2e. It follows that α2 ≥
A2 = min{(R3−S2)/2+e, R3−S2+d[−a1,3b1]} = min{(R3−R2)/2+e, R3−R2+2e−α2}.
But α2 < (R3 − R2)/2 + e, which also implies α2 < R3 − R2 + 2e − α2. Contradiction.
Thus d[−a1,3b1] > d[−a1,3b1] = β1, which implies α1 = β1 = d[−a1,3b1] and A2 = α2.
Suppose first that (b) holds. It follows that α2 + α3 > 2e = α2 + d[−a1,3b1]. Thus
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d[−a1,3b1] < α3 so d[−a1,3b1] = min{d(−a1,3b1), α3} = d(−a1,3b1). (Same happens if
n = 3, when α3 is ignored.) It follows that α2 + d(−a1,3b1) = 2e. Since α1 + α2 < 2e we
also have d(−a1,3b1) > α1. Like in the case (a) we want to prove that [b1, b2]→−[a1, a2, a3].
This is obvious if n = 3 so we may assume that n ≥ 4. Again we have S2 = R2 < R4
and A2+A3 > 2e+R3−S3 is equivalent to α1+d[−a1,4b1,2] = d[−a1,3b1]+d[−a1,4b1,2] >
2e + R2 − R4 and, if n ≥ 5, 2α1 = 2d[−a1,3b1] > 2e + 2R2 − R4 − R5. Now d[a1,2b1,2] ≥
A2 = α2 ≥ R3 − R4 + α3 and d[−a3,4] ≥ R3 − R4 + α3 so d[−a1,4b1,2] ≥ R3 − R4 + α3.
Since also α1 = R2 − R3 + α2 we have α1 + d[−a1,4b1,2] ≥ R2 − R4 + α2 + α3 > 2e +
R2 − R4. Also −R2 + α1 = −R3 + α2 ≥ −R4 + α3 so 2α1 ≥ R2 − R3 + α2 + R2 −
R4 + α3 > 2e + 2R2 − R3 − R4 ≥ 2e + 2R2 − R4 − R5. So [b1, b2]→−[a1, a2, a3], which
implies [a1, a2, a3] ∼= [b1, b2, a1,3b1,2]. We have d(−a1,3b1) > α1 ≥ S1 − S3 + α1. Also
β3, d(a1,3b1,3) ≥ A3 > 2e + R3 − S3 − A2 = 2e + S1 − S3 − α2 > S1 − S3 + α1. Thus
d(−b2,3) > S1 − S3 + α1 and also β3 > S1 − S3 + α1. (If n = 3 we ignore β3 but we still
have d(a1,3b1,3) > S1−S3+α1 because a1,3b1,3 ∈ F˙ 2.) Now α1 = β1 = min{(S2−S1)/2+
e, S2−S1+d(−b1,2), S3−S1+d(−b2,3), S3−S1+β3}. (Ignore S3−S1+β3 if n = 3.) But
S3 − S1 + d(−b2,3), S3 − S1 + β3 > α1 and also (S2 − S1)/2 + e = (R2 −R1)/2 + e > α1.
Thus α1 = S2 − S1 + d(−b1,2) so d(−b1,2) = S1 − S2 + α1 = R1 − R2 + α1 = α2. It
follows that d(−b1,2) + d(−a1,3b1) = α2 + d(−a1,3b1) = 2e. Since |O/p| = 2 this implies
by Lemma 8.2(iii) that (−b1,2,−a1,3b1)p = −1 and so [a1, a2, a3] ∼= [b1, b2, a1,3b1,2] is not
isotropic. But this contradicts condition (b).
Suppose now that (c) holds. We have α3 = (R4−R3)/2+e, α2 = e−(R4−R3)/2 < α4
and α1 = R2−R3+α2 = e+R2−(R3+R4)/2 = R2−R4+α3 < α3. Now d[a1,4] = α2 < α4
so α2 = d[a1,4] = min{d(a1,4), α4} = d(a1,4). (This also holds if n = 4, when α4 is
ignored.) Since also d[−b1,2] ≥ S1−S2+β1 = R1−R2+α1 = α2 we have d[−a1,4b1,2] ≥ α2.
If n ≥ 5 then α3 + α4 > (R4 − R3)/2 + e+ e− (R4 − R3)/2 = 2e so R3 < R5.
We claim that A3 ≥ R3 − S3 + α3, with equality iff R3 = S3 or d[−a1,4b1,2] = α2.
Indeed, we have S3 ≥ S1 = R3 so (R4−S3)/2+e ≥ R3−S3+(R4−R3)/2+e = R3−S3+α3,
with equality iff R3 = S3. Also R4−S3+d[−a1,4b1,2] ≥ R4−S3+α2 = (R3+R4)/2−S3+
e = R3 − S3 + α3, with equality iff d[−a1,4b1,2] = α2. Finally, if n ≥ 5 then d[−a1,3b1] =
α1 = R2 −R4 + α3 = S2 −R4 + α3 so R4 +R5 − S2 − S3 + d[−a1,3b1] = R5 − S3 + α3 >
R3 − S3 +α3 and d[−a4,5] ≥ R4−R5 +α4 > R4 −R5 + e− (R4 −R3)/2 = R3 −R5 + α3
so R4 + R5 − S2 − S3 + d[−a4,5] > R3 + R4 − S2 − S3 + α3 > R3 − S3 + α3 (we have
S2 = R2 < R4). Hence R4 + R5 − S2 − S3 + d[a1,5b1] > R3 − S3 + α3. In conclusion,
A3 = min{(R4−S3)/2+e, R4−S3+d[−a1,4b1,2], R4+R5−S2−S3+d[a1,5b1]} ≥ R3−S3+α3,
with equality iff R3 = S3 or d[−a1,4b1,2] = α2.
We have d(−a1,3b1) ≥ d[−a1,3b1] = α3 > α1 = β1 ≥ S1−S3+β1. Also A3 ≥ R3−S3+
α3 > S1−S3+β1. (We have R3 = S1 and β1 = α1 = R2−R4+α3 < α3.) It follows that
d(a1,3b1,3), β3 ≥ d[a1,3b1,3] ≥ A3 > S1−S3+β1. Together with d(−a1,3b1) > S1−S3+β1,
this implies d(−b2,3) > S1 − S3 + β1. Now α1 = β1 = min{(S2 − S1)/2 + e, S2 − S1 +
d(−b1,2), S3−S1+d(−b2,3), S3−S1+β3}. But (S2−S1)/2+e = (R2−R1)/2+e > α1 = β1
and β3, d(−b2,3) > S1 − S3 + β1 so S3 − S1 + d(−b2,3), S3 − S1 + β3 > β1. It follows that
β1 = S2 − S1 + d(−b1,2) so d(−b1,2) = S1 − S2 + β1 = R1 − R2 + α1 = α2. We also have
d(a1,4) = α2 and |O/p| = 2 so d(−a1,4b1,2) > α2 by Lemma 8.1(ii).
There are two cases:
1. S1 < S3. We have β2 = min{(S3−S2)/2+e, S3−S2+d(−b2,3), S3−S2+β1, S3−S2+
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β3}. Now (S3−S2)/2+ e > (R3−R4)/2+ e = α2 and S3−S2+β1 > R3−R2+α1 = α2.
(we have R3 = S1 < S3 and S2 = R2 < R4.) Also β3, d(−b2,3) > S1 − S3 + β1 (see
above) so S3 − S2 + d(−b2,3), S3 − S2 + β3 > S1 − S2 + β1 = R1 − R2 + α1 = α2. Thus
β2 > α2. Since also α4 > α2 and d(−a1,4b1,2) > α2 we have d[−a1,4b1,2] > α2. Since also
R3 = S1 < S3 the inequality A3 ≥ R3−S3+α3 becomes strict. It follows that A2+A3 >
α2+R3−S3+α3 = 2e+R3−S3. Since also S2 = R2 < R4 we have [b1, b2]→−[a1, a2, a3],
which implies that [a1, a2, a3] ∼= [b1, b2, a1,3b1,2] so [a1, a2, a3, a4] ∼= [b1, b2, a1,3b1,2, a4] and
[a1, a2, a3, a4]⊤[b1] ∼= [b2, a1,3b1,2, a4]. Since d(−a1,3b1) + d(−a1,4b1,2) > α3 + α2 = 2e we
have (−a1,3b1,−a1,4b1,2)p = 1 so [b2, a1,3b1,2, a4] ∼= [a1, a2, a3, a4]⊤[b1] is isotropic, which
contradicts (c).
2. S1 = S3. We have α3 ≥ d[a1,3b1,3] ≥ A3 ≥ R3 − S3 + α3 = α3 so d(a1,3b1,3) ≥
d[a1,3b1,3] = A3 = α3. We claim that [b1, b2, b3]→−[a1, a2, a3, a4]. This is obvious if n = 4,
when FM ∼= [a1, a2, a3, a4], so we may assume that n ≥ 5. We have to prove that S3 < R5
andA3+A4 > 2e+R4−S4. We have R5 > R3 = S3. If we prove that also A4 > R4−S4+α2
then A3+A4 > α3+R4−S4+α2 = 2e+R4−S4 and we are done. By Lemma 2.14 may
assume that A4 = A
′
4 = min{R5 − S4 + d[−a1,5b1,3], R5 + R6 − S3 − S4 + d[−a1,4b1,2]}.
Now d[a1,3b1,3] = α3 ≥ R4 − R5 + α4 and d[−a4,5] ≥ R4 − R5 + α4 so d[−a1,5b1,3] ≥
R4 − R5 + α4 > R4 − R5 + α2. Thus R5 − S4 + d[−a1,5b1,3] > R4 − S4 + α2. Also
d[−a1,4b1,2] ≥ α2 (see above), R6 ≥ R4 and R5 > R3 = S3 so R5 + R6 − S3 − S4 +
d[−a1,4b1,2] > R4 − S4 + α2. Thus A4 > R4 − S4 + α2 and so [b1, b2, b3]→−[a1, a2, a3, a4].
It follows that [a1, a2, a3, a4] ∼= [b1, b2, b3, a1,4b1,3] so [a1, a2, a3, a4]⊤[b1] ∼= [b2, b3, a1,4b1,3].
Now d(−a1,3b1), d(a1,3b1,3) ≥ α3 so d(−b2,3) ≥ α3. Since also d(−a1,4b1,2) > α2 we get
d(−a1,3b1) + d(−a1,4b1,2) > α3 + α2 = 2e. It follows that (−b2,3,−a1,4b1,2)p = 1 and so
[b2, b3, a1,4b1,3] ∼= [a1, a2, a3, a4]⊤[b1] is isotropic, which contradicts (c). 
Lemma 9.2 We have M ∼=≺ a′1, a′2, . . . , a′n ≻ relative to another good BONG s.t. a1 =
a′1 and αi = αi−1(≺ a′2, . . . , a′n ≻) for 4 ≤ i < n. Moreover if R1 < R3 or R2 = R4 or
R2 −R1 = 2e then the equality above also holds for i = 3.
Proof.Suppose first that R1 < R3 or R2 = R4 or R2 − R1 = 2e. Suppose that
our statement is true for n = 4. If n > 4 then by the quaternary case we have
≺ a1, a2, a3, a4 ≻∼=≺ a′1, a′2, a′3, a′4 ≻ relative to some good BONG s.t. a1 = a′1 and
α3(≺ a1, a2, a3, a4 ≻) = α2(≺ a′2, a′3, a′4 ≻). It follows that M ∼=≺ a1, . . . , an ≻∼=≺
a′1, . . . , a
′
n ≻ with a′i := ai for i > 4. Now for any i ≥ 3 our statement will fol-
low from αi = min{αi−1(≺ a′2, . . . , a′n ≻), Ri+1 − R4 + α3(≺ a′1, a′2, a′3, a′4 ≻)} and
αi−1(≺ a′2, . . . , a′n ≻) ≤ Ri+1−R4+α2(≺ a′2, a′3, a′4 ≻) = Ri+1−R4+α3(≺ a′1, a′2, a′3, a′4 ≻).
Thus we have reduced to the case n = 4. We have to prove thatM ∼=≺ a1, a′2, a′3, a′4 ≻
relative to some good BONG s.t. α3 = α2(≺ a′2, a′3, a′4 ≻). We have α3 = min{α2(≺
a2, a3, a4 ≻), R4−R2+α1}. We can assume that α3 = R4−R2+α1 < α2(≺ a2, a3, a4 ≻)
since otherwise we can take a′i = ai. We have −R2 + α1 = −R4 + α3. This implies
−R2+α1 = −R3+α2 = −R4+α3 so α2 = R3−R2+α1. Now R4−R3+ d(−a3,4), R4−
R2 + d(−a2,3) ≥ α2(≺ a2, a3, a4 ≻) > α3. Thus d(−a3,4) > R3 − R4 + α3 = α2 and
d(−a2,3) > R2 − R4 + α3 = α1. We have α3 < α2(≺ a2, a3, a4 ≻) ≤ (R4 − R3)/2 + e.
Since α3 < (R4−R3)/2+e and −R2+α1 = −R4+α3 we also have α1 < (R2−R1)/2+e
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and α2 < (R3 − R2)/2 + e by Lemma 8.4(iii). It follows that α1, α2, α3 are odd and
< 2e so they belong to d(O×). In particular, this rules out the case R2 −R1 = 2e, when
α1 = 2e. Also note that α2 + α3 = 2α3 +R3 −R4 < 2e.
Take ε ∈ O× with d(ε) = α2. We have d(−a3,4) > α2 = d(ε) so d(−εa3,4) = α2. Since
α2+α3 < 2e and α3 ∈ d(O×), by Lemma 8.2, for any choice of the ± sign there is η ∈ O×
with d(η) = α3 s.t. (−εa3,4, η)p = ±1. We choose such η with (−εa3,4, η)p = (ε,−a2,3)p.
Take a′1 = a1, a
′
2 = εa2, a
′
3 = εηa3 and a
′
4 = ηa4. Let M :=≺ a′1, a′2, a′3, a′4 ≻. We
claim that M ∼= M . We have det[a2, a3, a4] = det[a′2, a′3, a′4]. Also (−a′2,3,−a′3,4)p =
(−ηa2,3,−εa3,4)p = (−a2,3,−a3,4)p(η,−εa3,4)p(−a2,3, ε)p = (−a2,3,−a3,4)p. Thus [a′2, a′3, a′4] ∼=
[a2, a3, a4], which implies FM ∼= FM . Condition (i) of [B3, Theorem 3.1] is obvi-
ous. For (iii) note that d(a1a
′
1) = ∞ > α1, d(a1,2a′1,2) = d(ε) = α2 and d(a1,3a′1,3) =
d(η) = α3. Together with a1,4a
′
1,4 ∈ F˙ 2, these also imply by Lemma 8.6 that M ex-
ists and αi := αi(M) ≥ αi. If R1 < R3 we prove first that α1 = α1. We have
α1 = min{(R2−R1)/2+e, R2−R1+d(−a1,2), R2−R1+α2}. But α1 < (R2−R1)/2+e and
R2−R1+α2 = R3−R1+α1 > α1 so α1 = R2−R1+d(−a1,2). Since also R2−R1+d(ε) =
R2 − R1 + α2 > α1 we get α1 = R2 − R1 + d(−εa1,2) = R2 − R1 + d(−a′1,2) ≥ α1 so
α1 = α1. It follows that for i = 2, 3 we have αi ≤ Ri+1−R2+ α1 = Ri+1 −R2+ α1 = αi
so αi = αi. Thus we have (ii). If R1 = R3 and R2 = R4 then R1 + R2 = R3 + R4 so
R1+α1 = R2+α2 = R3+α3, by [B3, Corollary 2.3(i)], and similarly for the αi’s. Thus in
order to prove that αi = αi holds for all i’s it is enough to prove that it holds for one value
of i. We have α3 ≤ R4−R3+d(−a′3,4) = R4−R3+d(−εa3,4) = R4−R3+α2 = α3. Hence
α3 = α3 and (ii) is true in this case too. For (iv) at i = 2 note that a1→−[a1, a′2] = [a′1, a′2]
and for i = 3 we have α2+α3 < 2e. Thus M ∼= M . We have α3 = α3 = α2(≺ a′2, a′3, a′4 ≻
) ≤ R4 −R3 + d(−a′3,4) = α3 (see above) so α3 = α2(≺ a′2, a′3, a′4 ≻) and we are done.
We consider now the remaining cases. We have R1 = R3 andR2 < R4. Similarly as for
the cases when R1 < R3 or R2 = R4 or R2−R1 = 2e it is enough to prove our statement
when n = 5. We have to prove that M ∼=≺ a′1, a′2, a′3, a′4, a′5 ≻ relative to some good
BONG with a′1 = a1 and α4 = α3(≺ a′2, a′3, a′4, a′5 ≻). By Corollary 8.10 we may assume
that α1 = α1(≺ a1, a2 ≻). We have α4 = min{α3(≺ a2, a3, a4, a5 ≻), R5 − R2 + α1}. We
may assume that α4 = R5−R2+α1 < α3(≺ a2, a3, a4, a5 ≻) since otherwise we can take
a′i = ai. Since−R2+α1 = −R5+α4 we have−R2+α1 = −R3+α2 = −R4+α3 = −R5+α4.
Also R5 −R4 + d(−a4,5) ≥ α3(≺ a2, a3, a4, a5 ≻) > α4 so d(−a4,5) > R4 −R5 + α4 = α3.
We have α4 < α3(≺ a2, a3, a4, a5 ≻) ≤ (R5 −R4)/2 + e. Since α4 < (R5 −R4)/2 + e and
−R2 + α1 = −R5 + α4 we also have by Lemma 8.4(iii) that αi < (Ri+1 − Ri)/2 + e for
i = 1, 2, 3. Hence α1, α2, α3, α4 are odd and < 2e so they belong to d(O×). Also note
that α3 + α4 = R4 −R5 + 2α4 < 2e.
Let ε ∈ O× with d(ε) = α3. We have d(−a4,5) > α3 = d(ε) so d(−εa4,5) = α3.
Since α4 ∈ d(O×) and α3 + α4 < 2e, by Lemma 8.2, for any choice of the ± sign
there is η ∈ O× with d(η) = α4 and (−εa4,5, η)p = ±1. We choose such η with
(−εa4,5, η)p = (ε,−a3,4)p. Let a′1 = a1, a′2 = a2, a′3 = εa3, a′4 = εηa4 and a′5 = ηa5.
Let M =≺ a′1, . . . , a′5 ≻. We claim that M ∼= M . We use the classification theorem. We
have det[a3, a4, a5] = det[a
′
3, a
′
4, a
′
5] = a3,5. Also (−a′3,4,−a′4,5)p = (−ηa3,4,−εa4,5)p =
(−a3,4,−a4,5)p(η,−εa4,5)p(−a3,4, ε)p = (−a3,4,−a4,5)p. Thus [a′3, a′4, a′5] ∼= [a3, a4, a5].
Since also a′1 = a1 and a
′
2 = a2 we have FM
∼= FM . Condition (i) of the classifica-
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tion theorem is obvious. Note that d(a1a
′
1) = d(a1,2a
′
1,2) = ∞, d(a1,3a′1,3) = d(ε) = α3
and d(a1,4a
′
1,4) = d(η) = α4 so (iii) holds. Since also a1,5a
′
1,5 ∈ F˙ 2 by Lemma 8.6 we have
that M exists and αi := αi(M) ≥ αi. Now α1 ≤ α1(≺ a1, a2 ≻) = α1 so α1 = α1. For
i = 2, 3, 4 we have αi ≤ Ri+1 − R2 + α1 = Ri+1 − R2 + α1 = αi so αi = αi. Thus we
also have (ii). For (iv) at i = 2, 3 we note that [a1]→−[a1, a2], [a1, a2]→−[a1, a2, a′3] and
for i = 4 we have α3 + α4 < 2e so (iv) is vacuous. So M ∼= M . Also α4 = α4 ≤ α3(≺
a′2, a
′
3, a
′
4, a
′
5 ≻) ≤ R5−R4+ d(−a′4,5) = R5 −R4+ d(−εa4,5) = R5−R4+ α3 = α4 so we
are done. 
Lemma 9.3 Suppose that N ≤ M and R1 = S1. Suppose that either M,N satisfy the
conditions of Lemma 9.1 or S2 = R2 + 1 and R1 = R5. Then there is a choice of the
good BONGs of M,N s.t. a1 = b1 and if M
∗ =≺ a2, . . . , an ≻ and N∗ =≺ b2, . . . , bn ≻
then Ai = Ai−1(M
∗, N∗) for all indices 2 ≤ i < n s.t. i− 1 or i is essential for M∗, N∗.
For such a choice of BONGs the lattices we have N∗ ≤ M∗.
Proof.We have R1 + R2 ≤ S1 + S2 = R1 + S2 so R2 ≤ S2. By Lemma 8.12(i) we have
A1 = α1. In particular, β1 ≥ A1 = α1.
With the exception of the case S2 = R2 + 1 and R1 = R5 we can use Lemma 9.1
and we have a1 = b1 for a good choice of the BONG of M regardless of the choice of the
BONG of N .
If a1 = b1 then for 2 ≤ i < n we define α∗i := αi−1(M∗), β∗i := βi−1(N∗) and A∗i :=
Ai−1(M
∗, N∗). If 1 ≤ i, j ≤ n and ε ∈ F˙ we define d[εa2,ib2,j ] := min{d(εa2,ib2,j), α∗i , β∗j }.
(We ignore α∗i if i = 1 or n and similarly for β
∗
j .) Also define d
∗[εai,j] := min{d(εai,j), α∗i−1, α∗j}
and similarly for d∗[εbi,j ]. Note that d[εa2,ib2,j], d
∗[εai,j] and d
∗[εbi,j ] are the d[εa1,i−1b1,j−1],
d[εai−1,j−1] and d[εbi−1,j−1] corresponding to M
∗, N∗. Also Ri = Ri−1(M
∗) and Si =
Ri−1(N).
For i ≥ 2 we have αi = min{α∗i , Ri+1−R1+d(−a1,2)} = min{α∗i , Ri+1−R2+α1} ≤ α∗i .
Similarly for βi.
Suppose that a1 = b1. We have a2,ib2,j = a1,ib1,j in F˙ /F˙
2. Thus d[εa2,ib2,j ] =
min{d(εa1,ib1,j), α∗i , β∗j }. It follows that d[εa1,ib1,j ] ≤ d[εa2,ib2,j ] with equality unless
d[εa1,ib1,j ] = αi < α
∗
i or d[εa1,ib1,j ] = βj < β
∗
j . But αi < α
∗
i implies αi = Ri+1−R2+α1 =
Ri+1 −R1 + d(−a1,2). Similarly for βj < β∗j .
Note that for any 2 ≤ i < n we have A∗i = Ai−1(M∗, N∗) = min{(Ri+1 − Si)/2 +
e, Ri+1 − Si + d[−a2,i+1b2,i−1], Ri+1 +Ri+2 − Si−1 − Si + d[−a2,i+2b2,i−2]} so A∗i ≥ Ai.
Suppose that the BONGs ofM,N satisfy the first part of the conclusion, i.e. Ai = A
∗
i
whenever i−1 or i is essential forM∗, N∗. Conditions (i)-(iv) of Theorem 2.1 forM∗, N∗
are:
(i*) For 2 ≤ i ≤ n we have either Ri ≤ Si or 2 < i < n and Ri +Ri+1 ≤ Si−1 + Si.
(ii*) d[a2,ib2,i] ≥ A∗i for any 2 ≤ i < n.
(iii*) [b2, . . . , bi−1]→−[a2, . . . , ai] for any 2 < i < n s.t. Ri+1 > Si−1 and A∗i−1 + A∗i >
2e+Ri − Si.
(iv*) [b2, . . . , bi−1]→−[a2, . . . , ai+1] for any 2 < i < n− 1 s.t. Si ≥ Ri+2 > Si−1 + 2e ≥
Ri+1 + 2e.
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We note that (i*) for i > 2 follows from the corresponding condition for M,N . At
i = 2 we have R2 ≤ S2.
For (ii*) we have d[a2,ib2,i] ≥ d[a1,ib1,i] ≥ Ai = A∗i whenever i − 1 or i is essential
for M∗ and N∗. If neither i − 1 nor i is essential then the condition d[a2,ib2,i] ≥ A∗i =
Ai−1(M
∗, N∗) is vacuous by Lemma 2.13.
For (iii*) suppose that Ri+1 > Si−1 and A
∗
i−1 + A
∗
i > 2e + Ri − Si. If i − 1 is
essential for M∗, N∗ then A∗i−1 = Ai−1 and A
∗
i = Ai. Thus Ai−1 + Ai > 2e + Ri − Si so
[b1, . . . , bi−1]→−[a1, . . . , ai]. Since a1 = b1 this implies [b2, . . . , bi−1]→−[a2, . . . , ai]. If i− 1
is not essential for M∗, N∗ then (iii*) is vacuous by Lemma 2.13.
Finally, since a1 = b1 we have that [b2, . . . , bi−1]→−[a2, . . . , ai+1] is equivalent to
[b1, . . . , bi−1]→−[a1, . . . , ai+1]. Thus (iv*) is an obvious consequence of (iv).
We prove now the existence of good BONGs for M,N satisfying the conditions of
our lemma. We say that an index 2 ≤ i ≤ n− 1 is important if i− 1 or i is essential for
M∗, N∗. So we have to find good BONGs for M,N s.t. Ai = A
∗
i at all important indices
2 ≤ i ≤ n− 1.
Note that the sequences R1, . . . , Rn and S1, . . . , Sn corresponding to M
∗ and N∗ are
R2, . . . , Rn and S2, . . . , Sn so if i ≥ 4 then i is essential for M,N iff i− 1 is essential for
M∗, N∗. If i = 3 then 3 is essential for M,N if S2 < R4 and S1 + S2 < R4 + R5, while
2 is essential for M∗, N∗ if S2 < R4. But if S2 < R4, since also S1 = R1 ≤ R5, we have
S1 + S2 < R4 +R5. So 3 is essential for M,N iff 2 is essential for M
∗, N∗. If i = 2 then
2 is essential for M,N if S1 < R3, while 1 is essential for M
∗, N∗ unconditionally.
Suppose first thatM,N satisfy the conditions from the hypothesis of Lemma 9.1. By
Lemma 9.1, regardless of the choice of the BONG of N , we can choose a BONG ofM s.t.
a1 = b1. For i = 2 we have by Lemma 8.12 A2 = min{(R3−S2)/2+e, R3−S2+d[−a1,3b1]}
and we also have A∗2 = min{(R3 − S2)/2 + e, R3 − S2 + d∗[−a2,3]}. If n ≥ 3 then
in the term Ri+1 + Ri+2 − Si−1 − Si + d[a1,i+2b1,i−2] we can replace d[a1,i+2b1,i−2] by
d[−a1,ib1,i−2] if Si−1 < Ri+1 and by d[−a1,i+2b1,i] if Si < Ri+2 (see Lemma 2.7). Similarly
for d[a2,i+2b2,i−2] in A
∗
i . If both Si−1 ≥ Ri+1 and Si ≥ Ri+2 then i and i + 1 are not
essential for M,N and i − 1 and i are not essential for M∗, N∗. Thus it is enough to
have d[−a1,i+1b1,i−1] = d[−a2,i+1b2,i−1] for all 2 ≤ i ≤ n − 1. (At i = 2 this means
d[−a1,3b1] = d[−a2,3b2,1] = d∗[−a2,3].)
We have two cases:
1. β1 > d[−a1,3b1], β1 ≥ α3, or d[−a1,3b1] ≥ (S2 − R3)/2 + e. By Corollary 8.11 we
can change the BONG of ≺ b1, b2, b3 ≻ s.t. α2(≺ b1, b2, b3 ≻) = α1(≺ b2, b3 ≻). For
any i ≥ 2 we have βi = min{αi−1(≺ b2, . . . , bn ≻), Ri+1 − R3 + α2(≺ b1, b2, b3 ≻)}. But
Ri+1 − R3 + α2(≺ b1, b2, b3 ≻) = Ri+1 − R3 + α1(≺ b2, b3 ≻) ≥ αi−1(≺ b2, . . . , bn ≻) and
so βi = αi−1(≺ b2, . . . , bn ≻) = β∗i . By Lemma 9.1 we can choose some good BONG
for M s.t. a1 = b1 and, by Lemma 9.2, s.t. also αi = αi−1(≺ a2, . . . , an ≻) = α∗i for
i ≥ 4. If moreover R1 < R3 or R2 = R4 or R2 − R1 = 2e then αi = α∗i holds for i ≥ 3.
For i ≥ 3 we have βi−1 = β∗i−1 and αi+1 = α∗i+1 so d[−a1,i+1b1,i−1] = d[−a2,i+1b2,i−1].
Thus Ai = A
∗
i for all Ai’s with i ≥ 2 important where d[−a1,3b1] is not involved. Now
d[−a1,3b1] is involved in A2 and, if R4 > S2, also in A3. If d[−a1,3b1] ≥ (S2 − R3)/2 + e
then R3 − S2 + d[−a1,3b1] ≥ (R3 − S2)/2 + e so A2 = (R3 − S2)/2 + e ≥ A∗2 so A2 = A∗2.
Also if R4 > S2 then R4+R5−S2−S3+d[−a1,3b1] ≥ R4+R5−S3−(R3+S2)/2+e > R4+
R5−S3−(R5+R4)/2+e = (R4+R5)/2−S3+e ≥ A∗3. (We have R3 ≤ R5 and S2 < R4.)
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Since also (R4 − S3)/2 + e ≥ A∗3 and R4 − S3 + d[−a1,4b1,2] = R4 − S3 + d[−a2,4b2] ≥ A∗3
we have A3 ≥ A∗3 i.e. A3 = A∗3. So Ai = A∗i for all important i’s. Thus we may assume
that d[−a1,3b1] < (S2−R3)/2+e so R3−S2+d[−a1,3b1] < (R3−S2)/2+e, which implies
A2 = R3 − S2 + d[−a1,3b1]. We are left with the cases β1 > d[−a1,3b1] and β1 ≥ α3.
We have d[−a1,3b1] = min{d∗[−a2,3], α3, β1}. If d[−a1,3b1] = d∗[−a2,3] then Ai = A∗i for
all important i’s so we are done. Thus we may assume that d[−a1,3b1] < d∗[−a2,3]. In
both cases β1 > d[−a1,3b1] and β1 ≥ α3 this implies d[−a1,3b1] = α3 < d∗[−a2,3] ≤ α∗3.
It follows that R1 = R3, R2 < R4 and R2 − R1 6= 2e (otherwise α3 = α∗3). So we
are left with the cases R2 = S2 and d[−a1,3b1] = α1 < β1. Since α3 < α∗3 we have
α3 = R4−R2+α1 > α1. Since d[−a1,3b1] = α3 this rules out the case d[−a1,3b1] = α1 < β1.
So we are left with the case R2 = S2. We have α2 ≥ A2 = R3 − S2 + d[−a1,3b1] =
R3 − R2 + α3 ≥ α2 so α2 = R3 − R2 + α3. On the other hand −R2 + α1 = −R4 + α3
so −R2 + α1 = −R3 + α2 = −R4 + α3. Thus R3 − R2 + α3 = α2 = R3 − R4 + α3, i.e.
R2 = R4. Contradiction.
2. β1 = d[−a1,3b1] < (S2 − R3)/2 + e and, if n ≥ 4, β1 < α3. Since S1 = R1 ≤ R3
we have β1 < (S2 − R3)/2 + e ≤ (S2 − S1)/2 + e. Note that if R1 = R3 and R2 = R4
then R1 + R2 = R3 + R4 so by [B3, Corollary 2.3(i)] R1 + α1 = R3 + α3 = R1 + α3
and so β1 ≥ α1 = α3. Contradiction. We cannot have d[−a1,3b1] = α1 < β1 either. If
R2−R1 = 2e since also S1 = R1 and S2 ≥ R2 we have S2−S1 ≥ 2e so β1 = (S2−S1)/2+e.
Contradiction. So we are left with the case when either R1 < R3 or R2 = S2 and, if
n ≥ 3, R2 < R4.
Now d(−a1,3b1) ≥ d[−a1,3b1] = β1. If d(−a1,3b1) > β1 then, since β1 < (S2−S1)/2+e,
we have by Lemma 8.8 N ∼=≺ b′1, . . . , b′n ≻ relative to some good BONG s.t. b′1 = εb1
with d(ε) = β1. We have d(ε) = β1 < d(−a1,3b1) so d(−a1,3b′1) = d(−εa1,3b1) = β1. Thus
for a good choice of the BONG of N we have d(−a1,3b1) = β1. Also by Lemma 9.2 we
can choose the BONG s.t. βi = αi−1(≺ b2, . . . , bn ≻) = β∗i for i ≥ 4. (Note that this
change of BONGs preserves b1 and so the property that d(−a1,3b1) = β1.) If S1 < S3
or S2 = S4 then βi = β
∗
i holds for i ≥ 3. Note that d(−a1,3b1) = β1 holds regardless of
the BONG of M . Indeed, if M ∼=≺ a′1, . . . , a′n ≻ then d(a1,3a′1,3) ≥ α3 > β1 = d(−a1,3b1)
and so d(−a′1,3b1) = β1. Like in the case 1. we can take the BONG of M s.t. a1 = b1
and αi = α
∗
i for i ≥ 4. We have d∗[−a2,3] ≤ d(−a2,3) = d(−a1,3b1) = β1 = d[−a1,3b1]
so d[−a1,3b1] = d∗[−a2,3]. For i ≥ 3 we have αi+1 = α∗i+1. Since d[−a1,i+1b1,i−1] =
min{d(−a1,i+1, b1,i−1), βi−1, αi+1} and d[−a2,i+1b2,i−1] = min{d(−a1,i+1, b1,i−1), β∗i−1, α∗i+1}
we have d[−a1,i+1b1,i−1] = d[−a2,i+1b2,i−1] unless d[−a1,i+1b1,i−1] = βi−1 < β∗i−1. Also for
i ≥ 5 (resp. for i ≥ 4 if S1 < S3 or S2 = S4) we have βi−1 = β∗i−1 so d[−a1,i+1b1,i−1] =
d[−a2,i+1b2,i−1]. The same relation holds for i = 3 or i = 4 if β2 = β∗2 resp. β3 = β∗3 . So
we may assume that either β2 < β
∗
2 or β3 < β
∗
3 . If β2 < β
∗
2 then β2 = S3 − S2 + β1. If
β3 < β
∗
3 then β3 = S4 − S2 + β1, i.e. −S2 + β1 = −S4 + β3, which implies −S2 + β1 =
−S3 + β2 = −S4 + β3. So again β2 = S3 − S2 + β1.
We have d(−b2,3) ≥ S2 − S3 + β2 = β1. Suppose that d(−b2,3) = β1. Then β∗2 ≤
S3−S2+d(−b2,3) = S3−S2+β1 = β2 so β∗2 = β2. Also if β∗3 > β3 then β3 = S4−S2+β1 and
so β∗3 ≤ S4−S2+ d(−b2,3) = S4−S2+β1 = β3. So β∗2 = β2 and β∗3 = β3, contrary to our
assumption. Thus d(−b2,3) > β1 = d(−a1,3b1), which implies that β1 = d(a1,3b1,3) ≥ A3.
We have d[−a1,3b1] < (S2 −R3)/2 + e so R3 − S2 + d[−a1,3b1] < (R3 − S2)/2 + e. By
Lemma 8.12(ii) A2 = R3−S2+ d[−a1,3b1] = R3−S2+ β1. We have S3−S2+ β1 = β2 ≥
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A2 = R3 − S2 + β1. So R3 ≤ S3.
We claim that if A3 < R4 − S3 + d[−a1,4b1,2], R5 > S3 and A4 = R5 + R6 − S2 −
S3 + d[−a1,4b1,2] then 2, 3, 4 are non essential indices for M∗, N∗. We have R5 > S3 so
A3 = min{(R4 − S3)/2 + e, R4 − S3 + d[−a1,4b1,2], R4 + R5 − S2 − S3 + d[−a1,5b1,3]}.
If A3 = (R4 − S3)/2 + e < R4 − S3 + d[−a1,4b1,2] then d[−a1,4b1,2] > (S3 − R4)/2 + e
so R5 + R6 − S3 − S4 + d[−a1,4b1,2] > R5 + R6 − (R4 + S3)/2 − S4 + e > R5 + R6 −
(R6 + R5)/2− S4 + e = (R5 +R6)/2− S4 + e ≥ A4. Contradiction. If A3 = R4 + R5 −
S2 − S3 + d[−a1,5b1,3] < R4 − S3 + d[−a1,4b1,2] then R5 − S2 + d[−a1,5b1,3] < d[−a1,4b1,2].
On the other hand R5 + R6 − S3 − S4 + d[−a1,4b1,2] = A4 ≤ R5 − S4 + d[−a1,5b1,3]
and so d[−a1,5b1,3] ≥ R6 − S3 + d[−a1,4b1,2] > R5 + R6 − S2 − S3 + d[−a1,5b1,3]. Thus
R5 + R6 < S2 + S3 and so 3 is not essential for M
∗, N∗. Since also R5 > S3 we get
R6 < S2, which implies both R4 < S2 and R6 < S4. Thus 2 and 4 are also not essential
for M∗, N∗.
Similarly if A4 < R5 − S4 + d[−a1,5b1,3], R6 > S4 and A5 = R6 + R7 − S3 − S4 +
d[−a1,5b1,3] then 3, 4, 5 are non essential indices for M∗, N∗.
We have 2 subcases:
a. d[−a1,5b1,3] = d[−a2,5b2,3]. Then we may assume d[−a1,4b1,2] < d[−a2,4b2] since
otherwise d[−a1,i+1b1,i−1] = d[−a2,i+1b2,i−1] holds for all i ≥ 2 so Ai = A∗i for all important
i ≥ 2. Thus d[−a1,4b1,2] = β2 < d[−a2,4b2]. So β2 < β∗2 , which implies β2 = S3 − S2 + β1.
Now d[−a1,4b1,2] is involved only in A3 and, if S3 < R5, in A4. Thus Ai = A∗i for all
important i, i 6= 3, 4. We also have A3 = A∗3 unless A3 = R4−S3+ d[−a1,4b1,2] and A4 =
A∗4 unless R5 > S3 and A4 = R5+R6−S3−S4+d[−a1,4b1,2]. If A3 < R4−S3+d[−a1,4b1,2]
then A3 = A
∗
3 so we may assume A4 < A
∗
4 since otherwise Ai = A
∗
i for all important i ≥ 2.
Thus R5 > S3 and A4 = R5+R6−S3−S4+d[−a1,4b1,2]. As seen above, this implies that
2, 3, 4 are not essential forM∗, N∗. Hence the equality A4 = A
∗
4 is not required and we are
done. So we may assume that A3 = R4−S3+d[−a1,4b1,2] = R4−S3+β2 = R4−S2+β1.
Now β1 ≥ A3 = R4 − S2 + β1 so R4 > S2. So we cannot have R2 = S2 and R2 < R4.
So we are left with the case when S1 = R1 < R3. Now β1 < (S2 − S1)/2 + e so
β1 = S2−S1+ d[−b1,2]. Hence d[−b1,2] = S1−S2+ β1 < R3−S2+ β1 = A2 ≤ d[a1,2b1,2].
It follows that R1 − R2 + α1 ≤ d[−a1,2] = d[−b1,2] = S1 − S2 + β1 = R1 − S2 + β1 and
so −R2 + α1 ≤ −S2 + β1. It follows that A3 = R4 − S2 + β1 ≥ R4 − R2 + α1 ≥ α3. But
α3 > β1 ≥ A3. Contradiction.
b. d[−a1,5b1,3] < d[−a2,5b2,3]. Hence d[−a1,5b1,3] = β3 < β∗3 . This implies that S1 = S3
and S2 < S4 and −S2+β1 = −S3+β2 = −S4+β3. Since R3 ≤ S3 = R1 we have R1 = R3
so we are left with the case S2 = R2 < R4. We have R4 > S2 and R5 ≥ R1 = S1 = S3 so
R4+R5 > S2+S3. By Lemma 2.9 A3 = A3 = min{(R4−S3)/2+e, R4−S3+d[−a1,4b1,2]}.
But (R4−S3)/2+e > (S2−R3)/2+e > β1 ≥ A3 so β1 ≥ A3 = R4−S3+d[−a1,4b1,2] and
so d[−a1,4b1,2] ≤ S3−R4+β1 < S3−S2+β1 = β2. It follows that d[−a1,4b1,2] = d[−a2,4b2].
Thus d[−a1,i+1b1,i−1] = d[−a2,i+1b2,i−1] for all i 6= 4. As seen above d[−a1,5b1,3] is not
involved in A3. It is only involved in A4 and, if R6 > S4, in A5. Thus Ai = A
∗
i for all
important i, i 6= 4, 5. Also A4 = A∗4 unless A4 = R5 − S4 + d[−a1,5b1,3] and A5 = A∗5
unless R6 > S4 and A5 = R6+R7−S4−S5+ d[−a1,5b1,3]. If A4 < R5−S4+ d[−a1,5b1,3]
then A4 = A
∗
4 so we may suppose that A5 < A
∗
5 and so R6 > S4 and A5 = R6+R7−S4−
S5 + d[−a1,5b1,3]. (Otherwise Ai = A∗i for all important i ≥ 2.) It follows that 3, 4, 5 are
not essential for M∗, N∗. But then condition A5 = A
∗
5 is not necessary and we are done.
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Thus we may assume that A4 = R5 − S4 + d[−a1,5b1,3] = R5 − S4 + β3 = R5 − S2 + β1.
Hence d[a1,4b1,4] ≥ R5 − S2 + β1 > S3 − R4 + β1 ≥ d[−a1,4b1,2]. (We have R5 ≥ R1 = S3
and R4 > S2.) Thus S3−R4+β1 ≥ d[−a1,4b1,2] = d[−b3,4] ≥ S3−S4+β3 = S3−S2+β1
and so S2 ≥ R4. Contradiction.
Finally, consider the case S2 = R2+1 and R1 = R5. We have R1 = R3 = R5 and, by
Lemma 6.6(i), R1 ≡ . . . ≡ R5 (mod 2). Also R2 − R1 and R4 − R3 are ≤ 2e. Since the
case R2 = R4 was already treated we may assume that R2 < R4. But R2 ≡ R4 (mod 2)
so R4 ≥ R3+2. Now R2−R1 is even and ≤ 2e. Since the case R2−R1 = 2e was already
treated we may assume that R2−R1 ≤ 2e−2. Thus S2−S1 = R2−R1+1 ≤ 2e−1 and
it is odd and so β1 = S2−S1 = R2−R1+1 6= (S2−S1)/2+ e. Since R2−R1 is even and
< 2e we have α1 ≥ R2 − R1 + 1 = β1. But also α1 ≤ β1 and so α1 = β1 = R2 − R1 + 1.
Since R4 −R3 ≤ 2e we have α3 ≥ R4 −R3 ≥ R2 + 2−R1 > α1 = β1. Since R1 = R3 we
have α2 = R1 − R2 + α1 = 1 and d[−a2,3] = α1. (See 8.7.) Since also d[a1b1] ≥ A1 = α1
we have β1 ≥ d[−a1,3b1] ≥ α1 = β1. Thus d[−a1,3b1] = α1 = β1 = R2 − R1 + 1. We have
d(−a1,3b1) ≥ d[−a1,3b1] = β1. If the inequality is strict, since β1 < (S2 − S1)/2 + e we
have by Lemma 8.8 N ∼=≺ b′1, . . . , b′n ≻ relative to some other good BONG s.t. b′1 = εb1
with d(ε) = β1 > d(−a1,3b1). It follows that d(−a1,3b′1) = d(−εa1,3b1) = d(ε) = β1. Thus
by a change of the BONG of N we may assume that d(−a1,3b1) = d[−a1,3b1] = β1. Note
that this equality holds regarless of the BONG of M . Indeed, if M ∼=≺ a′1, . . . , a′n ≻
relative to another BONG then d(a1,3a
′
1,3) ≥ α3 > β1 = d(a1,3b1) so d(a′1,3b1) = β1.
We cannot have S1 = S3 since this would imply that S2 − S1 is even. Since S1 < S3
we can use Lemma 9.2 and we can change b2, . . . , bn s.t. β
∗
i = βi for i ≥ 3. We use
the notation in the proof of Lemma 9.1. Let d[−a1,3, b1] := min{d(−a1,3b1), α3}, i.e.
the d[−a1,3, b1] corresponding to M and ≺ b1 ≻. Then d[−a1,3, b1] ≤ d[−a1,3, b1] ≤
d(−a1,3, b1). But d(−a1,3, b1) = d[−a1,3, b1] so d[−a1,3, b1] = d[−a1,3, b1] = α1. We have
R1 = R3 so α2+d[−a1,3, b1] = α1+α2 ≤ 2e, with equality iff α1 = (R2−R1)/2+e (see 8.7).
If α1 = (R2−R1)/2+e then we don’t have (b) of Lemma 8.14 and also α2+d[−a1,3, b1] =
2e so we don’t have (a) either. If α1 < (R2−R1)/2+e then α2+d[−a1,3, b1] < 2e so neither
of (a) and (b) from Lemma 8.14 holds. Since R3 = R5 we have α3+α4 ≤ 2e so (c) doesn’t
hold either. Since none of (a) - (c) holds we can change the BONG of M s.t. a1 = b1.
By Lemma 9.2 we can change a2, . . . , an s.t. α
∗
i = αi for i ≥ 4. As seen above, these
changes of BONG preserve the property that d(a1,3b1) = β1. If i ≥ 4 then α∗i+1 = αi+1
and β∗i−1 = βi−1 so d[−a2,i+1b2,i−1] = d[−a1,i+1b1,i−1]. If i = 3 note that S1 = R1 ≡ R2 ≡
R3 ≡ R4 (mod 2) and S2 = R2 + 1 so both ord a1,4b1,2 = R1 + R2 + R3 + R4 + S1 + S2
and ord a2,4b2 = R2 + R3 + R4 + S2 are odd. Thus d[−a2,4b2] = d[−a1,4b1,2] = 0.
Finally, at i = 2 we have β1 = d[−a1,3b1] ≤ d∗[−a2,3] ≤ d(−a2,3) = d(−a1,3b1) = β1
so d[−a1,3b1] = d∗[−a2,3] = β1. Hence d[−a1,i+1b1,i−1] = d[−a2,i+1b2,i−1] for all i ≥ 2 and
we are done. 
Lemma 9.4 If M,N are ternary over the same quadratic space and R1 = R3 = S1 = S3
then N ≤M iff α1 ≤ β1 and α2 ≥ β2.
Proof.For consequences of R1 = R3 and S1 = S3 see 8.7.
The necessity follows from Proposition 6.2: We have R1+α1 ≤ S1+ β1 = R1+ β1 so
α1 ≤ β1 and R3 − α2 ≤ S3 − β2 = R3 − β2 so α2 ≥ β2.
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Conversely, we have α1 ≤ β1 and R1 − R2 + α1 = α2 ≥ β2 = S1 − S2 + β1. This
implies R1 − R2 ≥ S1 − S2 = R1 − S2 so R2 ≥ S2 so Theorem 2.1(i) holds at i = 2. At
i = 1 and 3 we have R1 = S1 and R3 = S3 by hypothesis.
We have A1 ≤ R2 − S1 + α2 = R2 − R1 + α2 = α1 and A2 ≤ R3 − S2 + β1 =
S3 − S2 + β1 = β2. Now d[−a1,2] = α2 ≥ β2 and d[−b1,2] = β2 so d[a1,2b1,2] ≥ β2 ≥ A2.
Also d[−a2,3] = α1 and d[−b2,3] = β1 ≥ α1. Together with d[a1,3b1,3] = ∞, these imply
d[a1b1] ≥ α1 ≥ A1. So (ii) holds.
Condition (iii) is vacuous (at i = 2) because R3 = S1 and (iv) is vacuous because
n = 3. 
Lemma 9.5 If M is ternary over the quadratic space V , R1 = R3 and ai = pi
Riεi then:
(i) If V is not isotropic then α1 is odd.
(ii)M ∼= 〈−piR1ε1,3〉 ⊥≺ piR1+α1 ,−piR1−α2 ≻ if V is isotropic andM ∼= 〈−piR1ε1,3∆〉 ⊥≺
piR1+α1 ,−piR1−α2∆ ≻ if V is not isotropic.
(iii) If αi = (Ri+1 − Ri)/2 + e then ≺ piR1+α1 ,−piR1−α2 ≻∼= pi(R1+R2)/2A(0, 0).
Proof.We refer to 8.7 for consequences of R1 = R3.
(i) If α1 is even then α1 = (R2 − R1)/2 + e and so α1 + α2 = 2e. Now d(−a1,2) ≥
α2 and d(−a2,3) ≥ α1 so d(−a1,2) + d(−a2,3) ≥ α1 + α2 = 2e. If the inequality is
strict then (−a1,2,−a2,3)p = 1 so V ∼= [a1, a2, a3] is isotropic. Contradiction. So
d(−a1,2) = α2 and d(−a2,3) = α1 are even with d(−a1,2) + d(−a2,3) = 2e, which im-
plies {d(−a1,2), d(−a2,3)} = {0, 2e}. But this is impossible since ord a1,2 = R1 + R2 and
ord a2,3 = R2 +R3 are even so d(−a1,2), d(−a2,3) ∈ d(O×). So α1 is odd.
We have R1 +α1 = R2+ α2 so R1− α2 = R2 −α1. So in (ii) and (iii) we can replace
piR1−α2 by piR2−α1 . First we prove that there is a lattice J ∼=≺ piR1+α1 ,−piR2−α1 ≻. To
do this we have to show that a := −piR2−α1/piR1+α1 = −piR2−R1−2α1 ∈ A. Note that
α1 ≤ (R2−R1)/2+ e so R := ord a = R2−R1− 2α1 ≥ −2e. Also R is even so −a ∈ F˙ 2
so d(−a) = ∞. So both R + 2e ≥ 0 and R + d(−a) ≥ 0 hold and so a ∈ A. Similarly
in order that a lattice J ∼=≺ piR1+α1 ,−piR2−α1∆ ≻ exists we need −piR2−R1−2α1∆ ∈ A.
Again R := ord a is ≥ −2e and even but this time −a ∈ ∆F˙ 2 and so d(−a) = 2e. Thus
both R + 2e ≥ 0 and R + d(−a) ≥ 0 hold and so a ∈ A.
By scaling with pi−(R1+R2)/2 we may assume that R1+R2 = 0. If R := R1 = R3 then
R2 = −R. Also R1 + α1 = R + α1 and R1 − α2 = R2 − α1 = −R− α1.
We now prove (iii). Suppose that α1 = (R2 − R1)/2 + e = −R + e. If J ∼=≺
piR+α1 ,−pi−R−α1 ≻∼=≺ pie, pi−e ≻ then a(J) = −pi−2e ∈ −14O×2 so J ∼= pirA(0, 0) for some
r ∈ Z. But det J = −1 so J ∼= A(0, 0).
For (ii) we have to prove that M ∼= N , where N = N1 ⊥ N2, with N1 ∼=≺
piR+α1 ,−pi−R−α1 ≻ and N2 ∼= 〈−piRε1,3〉, if V is isotropic, or N1 ∼=≺ piR+α1 ,−pi−R−α1∆ ≻
and N2 ∼= 〈−piRε1,3∆〉, if V is anisotropic. First we show that FM = V ∼= FN . In both
cases when V is isotropic or not we have detM = a1,3 = pi
R1+R2+R3ε1,3 = pi
Rε1,3 = detN
so we still have to prove that V is isotropic iff FN is so. If V is isotropic, in par-
ticular if α1 is even, then N1 ∼=≺ piR+α1 ,−pi−R−α1 ≻ so FN1 is hyperbolic and so
FN = FN1 ⊥ FN2 is isotropic. If V is anisotropic then α1 is odd by (i). We have
FN ∼= [−piRε1,3∆, piR+α1 ,−pi−R−α1∆] ∼= [−piRε1,3∆, piR+1,−piR+1∆] (α1 is odd.) Hence
FN is anisotropic.
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We have R1 = R3 so by Lemma 7.11 we still have to prove that Ri = Si for every i
and α1 = β1. We assume first that R ≥ 0.
Since R + α1 = R1 + α1 ≥ R1 − α2 = −R − α1 and ((R + α1) + (−R − α1))/2 = 0
the lattice N1 is unimodular by [B1, Corollary 3.4]. If R = 0 then N2 is also unimodular
so N is unimodular. We have nN = sN = O so S1 = S2 = S3 = 0 by [B3, Lemma
2.13]. Hence Ri = Si for all i. If R > 0 then N = N1 ⊥ N2 is a Jordan splitting.
Let ri = ord sNi and ui = ord sN
sLi . We have r1 = 0 and r2 = R > 0. Since N2 is
unary we have u2 = r2 = R. We have nN1 = p
R+α1 ⊆ pR = nN2 so nN = pR. Hence
u1 = ord nN = R. By [B3, Lemma 2.13] we have S1 = u1 = R, S2 = 2r1− u1 = −R and
R3 = u2 = R. So Ri = Si for all i.
Now we prove that α1 = β1. By [B3, Lemma 2.16(i)], in both cases when R = 0 and
R > 0, we have R+ β1 = S1 + β1 = ordwN so we have to prove that ordwN = R+ α1.
Let ξ = −ε1,3 or −ε1,3∆ corresponding to V isotropic or not. Then Q(N2) = piRξO2. We
have nN1 = p
R+α1 so Q(N) = piRξO2+Q(N1) ⊆ piRξO2+pR+α1 . If α1 = (R2−R1)/2+e =
−R + e then pR+α1 = 2O = 2sN and so wN = 2sN = 2O. Thus ordwN = e = R + α1
and we are done. If α1 < (R2−R1)/2+ e = −R+ e then α1 is odd and we have pR+α1 ⊃
2O = 2sN . Since also R + α1 ≡ R + 1 (mod 2) the relation Q(N) ⊆ piRξO2 + pR+α1
implies wN ⊆ pR+α1 . On the other hand piR+α1 ∈ Q(N1) so piRξ + piR+α1 ∈ Q(N). Now
(piRξ + piR+α1)/(piRξ) = 1 + piα1ξ−1. Since α1 is odd and α1 < −R + e ≤ e < 2e we
have d(1 + piα1ξ−1) = α1, which implies that 1 + pi
α1ξ−1 /∈ O2 + pα1+1. It follows that
piRξ + piR+α1 /∈ piRξO2 + pR+α1+1 so Q(N) 6⊆ piRξO2 + pR+α1+1. Hence wN 6⊆ pR+α1+1
and so wN = pR+α1 , as claimed.
If R < 0 we use duality. We have M ♯ ∼=≺ pi−Rε3, piRε2, pi−Rε1 ≻ and −R >
0. Therefore we may apply the previous case. Since α1(M
♯) = α2 we get M
♯ ∼=
〈−pi−Rε1,3〉 ⊥≺ pi−R+α2 − piR−α2 ≻ or M ♯ ∼= 〈−pi−Rε1,3∆〉 ⊥≺ pi−R+α2 − piR−α2∆ ≻. So
M ♯ ∼= 〈−piRε1,3〉 ⊥≺ pi−R+α2 − piR−α2 ≻ or M ♯ ∼= 〈−piRε1,3∆〉 ⊥≺ pi−R+α2 − piR−α2∆ ≻.
(The binary component of M is unimodular so selfdual.) But R + α1 = R1 + α1 =
R2 + α2 = −R + α2. Hence the conclusion. 
Lemma 9.6 Suppose that N ≤ M , R1 = R3 = S1, R2 − R1 = 2e − 2, d[−a1,3b1] ≥ 2e
and [a1, a2, a3] is not isotropic. Then M ∼=≺ a′1, . . . , a′n ≻ relative to some bad BONG
s.t. a1 = b1 and N
∗ ≤ N∗, where N∗ ∼=≺ b2, . . . , bn ≻ and M∗ ∼=≺ a′2, . . . , a′n ≻.
Proof.We have 2e ≤ d[−a1,3b1] = min{d(−a1,3b1), α3, β1}. Thus −a1,3b1 ∈ F˙ 2 or ∆F˙ 2
and α3, β1 ≥ 2e so R4 − R3, S2 − S1 ≥ 2e, i.e. R4 ≥ R3 + 2e = R1 + 2e and S2 ≥
S1 + 2e = R1 + 2e. We want to reduce to the case when −a1,3b1 ∈ ∆F˙ 2. Suppose
that −a1,3b1 ∈ F˙ 2. If R4 > R1 + 2e = S1 + 2e then [b1]→−[a1, a2, a3] by Lemma 2.19.
Same happens if n = 3. But this is impossible since [a1, a2, a3] is not isotropic and
−a1,3b1 ∈ F˙ 2. If R4 = R1 + 2e then R4 − R3 = 2e so g(a4/a3) = (1 + p2e)O×2 ∋ ∆.
Thus M ∼=≺ a1, a2,∆a3,∆a4, a5, . . . , an ≻. By this change of BONG −a1,3b1 is replaced
by −∆a1,3b1 ∈ ∆F˙ 2. Also [a1, a2, a3] is replaced by [a1, a2,∆a3] but (−a1,2,−∆a2,3)p =
(−a1,2,−a2,3)p(−a1,2,∆)p = (−a1,2,−a2,3)p so the property that [a1, a2, a3] is not isotropic
is preserved by this change of BONG. (ord a1,2 is even so (−a1,2,∆)p = 1.)
If n ≥ 4 then R4 ≥ R3 + 2e > R3 so M = M1 ⊥ M2 where M1 ∼=≺ a1, a2, a3 ≻
and M2 ∼=≺ a4, . . . , an ≻. Since R2 − R1 = 2e − 2 and R3 − R2 = 2 − 2e we have
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α1 = α1(M1) = 2e − 1 and α2 = α2(M1) = 1. Let ai = piRiεi. Since FM1 ∼= [a1, a2, a3]
is not isotropic we have by Lemma 9.5 that M1 = Ox ⊥ J with Q(x) = a′1 and J ∼=≺
a′2, a
′
3 ≻, where a′1 = −piR1ε1,3∆, a′2 = piR1+α1 and a′3 = −piR1−α2∆. Since α1 = 2e − 1
and α2 = 1 we have a
′
2 = pi
R1+2e−1 = piR2+1 and a′3 = −piR1−1∆. For i ≥ 4 we define
a′i = ai. If R
′
i = ord a
′
i then R
′
2 = R2 + 1, R
′
3 = R1 − 1 = R3 − 1 and R′i = Ri for
i 6= 2, 3. Now x ∈ M1 ⊆ M and ordQ(x1) = R1 = ord nM so x is a norm generator
for M . We have M∗ := prx⊥M = J ⊥ M2, where J = prx⊥M1. Then J ∼=≺ a′2, a′3 ≻
and M2 ∼=≺ a′4, . . . , a′n ≻ relative to good BONGs. Since R′2 = R2 + 1 = R3 + 2e− 1 <
R3 + 2e ≤ R4 = R′4, R′3 = R3 − 1 < R5 and R′3 = R3 − 1 < R3 + 2e ≤ R′4 we have
M∗ ∼=≺ a′2, . . . , a′n ≻ relative to some good BONG. Hence M ∼=≺ a′1, . . . , a′n ≻ relative
to a bad BONG. (The BONG is bad because R′3 = R1 − 1 = R′1 − 1.)
Note that ord a′1 = R1 = ord b1 and a
′
1 = −piR1ε1,3∆ ∈ −∆a1,3F˙ 2, same as b1. (We
have −a1,3b1 ∈ ∆F˙ 2.) Therefore, by multiplying a′1 by the square of a unit, we may
assume that a′1 = b1. Also note that [a
′
1, a
′
2, a
′
3]
∼= [a1, a2, a3] and a′i = ai for i ≥ 4 so
[a′1, . . . , a
′
i]
∼= [a1, . . . , ai] for any i ≥ 3. In particular a1,i = a′1,i in F˙ /F˙ 2 for i ≥ 3.
We prove now that N∗ ≤ M∗. FM∗ ∼= FN∗ follows from FM ∼= FN and a′1 = b1.
(We have FM ∼= [a′1] ⊥ FM∗ and FN ∼= [b1] ⊥ FN∗.) We prove now the conditions
(i)-(iv) of Theorem 2.1.
For 2.1(i) note that R′2 = R2 + 1 = R1 + 2e − 1 < S2 and if i ≥ 3 then either
Si ≥ Ri ≥ R′i or i ≤ n− 1 and Si−1 + Si ≥ Ri +Ri+1 ≥ R′i +R′i+1. (Ri ≥ R′i for i ≥ 3.)
In order to prove 2.1(ii) and (iii) we use notations and techniques similar those from
the proof Lemma 9.3 but with ai replaced by a
′
i. We denote α
∗
i = αi−1(M
∗), β∗i =
αi−1(N
∗), A∗i = Ai−1(M
∗, N∗) and d[εa′2,ib2,j ] = min{d(εa′2,ib2,j), α∗i , β∗j }.
We claim that α∗i = αi for i ≥ 4 and β∗i = βi for i ≥ 2. Indeed, for i ≥ 2 we
have βi = min{αi−1(≺ b2, . . . , bn ≻), Si+1 − Si + β1} = min{β∗i , Si+1 − Si + β1}. But
S2 − S1 ≥ R1 + 2e − R1 = 2e so β1 = (S2 − S1)/2 + e, which implies Si+1 − S2 + β1 =
Si+1− (S1+S2)/2+e ≥ Si+1− (Si+Si+1)/2+e = (Si+1−Si)/2+e ≥ β∗i and so βi = β∗i .
If i ≥ 4 then αi = min{αi−3(≺ α4, . . . , αn ≻), Ri+1 − R4 + α3}. But R4 − R3 ≥ 2e
so α3 = (R4 − R3)/2 + e, which implies Ri+1 − R4 + α3 = Ri+1 − (R3 + R4)/2 + e ≥
Ri+1− (Ri+Ri+1)/2+ e = (Ri+1−Ri)/2+ e ≥ αi−3(≺ a4, . . . , an ≻). On the other hand
α∗i = min{αi−3(≺ a′4, . . . , a′n ≻), R′i+1 − R′4 + α∗3}. But R′4 − R′3 = R4 − (R3 − 1) > 2e
so α∗3 = (R
′
4 − R′3)/2 + e so again we get R′i+1 − R′4 + α∗3 ≥ (R′i+1 − R′i)/2 + e ≥ αi−3(≺
a′4, . . . , a
′
n ≻). It follows that α∗i = αi−3(≺ a′4, . . . , a′n ≻) = αi. (a′i = αi for i ≥ 4.) Also
note that α∗3 = (R
′
4 − R′3)/2 + e > (R4 − R3)/2 + e = α3 ≥ 2e. Hence α∗i ≥ αi for i ≥ 3
with equality if i ≥ 4.
We have a′1 = b1 so d(εa
′
2,ib2,j) = d(εa
′
1,ib1,j) for any i, j ≥ 1. If moreover i ≥ 3 then
a′1,i = a1,i in F˙ /F˙
2 so d(εa′2,ib2,j) = d(εa1,ib1,j). If i ≥ 3 and j ≥ 2 then also α∗i ≥ αi
with equality if i ≥ 4 and β∗j = βj so d[εa1,ib1,j] ≥ d[εa′2,ib2,j ] with equality if i ≥ 4.
In particular, d[−a′2,i+1b2,i−1] = d[−a1,i+1b1,i−1] for i ≥ 3. On the other hand we have
−a1,3b1 ∈ ∆F˙ 2 so d(−a1,3b1) = d(−a′2,3) = 2e. Hence 2e = d(−a1,3b1) ≥ d[−a1,3b1] ≥
2e, i.e. d[−a1,3b1] = 2e and also d[−a′2,3] = min{d(−a′2,3), α∗3} = 2e (α∗3 > 2e). So
d[−a′2,i+1b2,i−1] = d[−a1,i+1b1,i−1] holds for any i ≥ 3. It follows, by the same reasoning
as for Lemma 9.3, that A∗i = Ai for any i ≥ 3 s.t. i − 1 or i is essential for M∗, N∗.
The exception at i = 2 comes from the fact that R3 and R
′
3 are involved in A2 resp. A
∗
2
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and R′3 6= R3. At i = 2 we have d[−a1,3b1] = d[−a′2,3] = 2e so A2 = min{(R3 − S2)/2 +
e, R3 − S2 + 2e}, by Lemma 8.12, and A∗2 = min{(R′3 − S2)/2 + e, R′3 − S2 + 2e}. But
R3−S2+2e ≤ R1−(R1+2e)+2e = 0 so R3−S2+2e ≤ 12(R3−S2+2e) = (R3−S2)/2+e
so A2 = R3 − S2 + 2e. Similarly since R′3 − S2 + 2e = R3 − S2 + 2e − 1 < 0 we have
A∗2 = R
′
3 − S2 + 2e = A2 − 1 < 0.
We prove now 2.1(ii). At i = 2 then d[−a′2b2] ≥ 0 > A∗2. If i ≥ 3 and at least one of
i− 1, i is essential for M∗, N∗ then A∗i = Ai so d[a′2,ib2,i] ≥ d[a1,ib1,i] ≥ Ai = A∗i . If both
i− 1, i are not essential then d[a′2,ib2,i] ≥ A∗i by Lemma 2.12.
We prove now 2.1(iii). Let 3 ≤ i ≤ n−1 s.t. R′i+1 > Si−1 and A∗i−1+A∗i > 2e+R′i−Si.
By Lemma 2.13 this implies that i − 1 is essential for M∗, N∗. If i ≥ 4 this implies
Ai−1 = A
∗
i−1 and Ai = A
∗
i so Ai−1 + Ai = A
∗
i−1 + A
∗
i > 2e +R
′
i − Si = 2e +Ri − Si. We
also have Ri+1 = R
′
i+1 > Si−1 so [b1, . . . , bi−1]→−[a1, . . . , ai] ∼= [a′1, . . . , a′i]. But a′1 = b1 so
[b2, . . . , bi−1]→−[a′2, . . . , a′i]. If i = 3 then the fact that 2 is essential only implies A3 = A∗3.
Since also A2 = A
∗
2+1 we have A2+A3 = A
∗
2+A
∗
3+1 > 2e+R
′
3−S3+1 = 2e+R3−S3.
Since also R4 = R
′
4 > S2 we get [b1, b2]→−[a1, a2, a3] ∼= [a′1, a′2, a′3]. But b1 = a′1 so
[b2]→−[a′2, a′3].
For 2.1(iv) suppose that 3 ≤ i ≤ n− 2 s.t. Si ≥ R′i+2 > Si−1 + 2e ≥ R′i+1 + 2e. We
have Ri+1 = R
′
i+1 and Ri+2 = R
′
i+2 so Si ≥ Ri+2 > Si−1 + 2e ≥ Ri+1 + 2e. Therefore
[b1, . . . , bi−1]→−[a1, . . . , ai+1] ∼= [a′1, . . . , a′i+1]. But a′1 = b1 so [b2, . . . , bi−1]→−[a′2, . . . , a′i+1].

Lemma 9.7 Suppose that M,N are binary and Ri ≤ Si for i = 1, 2.
(i) If M ∼=≺ piR1ε1, piR2ε2 ≻, N ∼=≺ piS1ε1, piS2ε2 ≻ and Ri ≡ Si (mod 2) for i = 1, 2
then N→−M .
(ii) If FM ∼= FN and one of M,N is ∼= pirA(0, 0) for some r ∈ Z then N→−M .
Proof.(i) If M ∼=≺ piR1ε1, piR2ε2 ≻ relative to a BONG x1, x2 and k := (S2 − R2)/2
then the lattice K :=≺ x1, pikx2 ≻ exists and K ⊆ M by [B1, Lemma 2.7(ii)]. (We
have k ≥ 0 so ≺ pikx2 ≻⊆≺ x2 ≻.) Since K ∼=≺ piR1ε1, piR2+2kε2 ≻=≺ piR1ε1, piS2ε2 ≻
we have ≺ piR1ε1, piS2ε2 ≻ →−M ∼=≺ piR1ε1, piR2ε2 ≻. Similarly, since −S1 ≤ −R1 and
−S1 ≡ −R1 (mod 2) we have ≺ pi−S2ε2, pi−R1ε1 ≻ →− ≺ pi−S2ε2, pi−S1ε1 ≻, i.e. K♯→−N ♯.
By duality we get N→−K→−M .
(ii) We have nM = pR1 ⊇ pS1 = nN and nM ♯ = p−R2 ⊆ p−S2 = nN ♯. If M ∼=
pirA(0, 0) then M is nM-maximal. Since nN ⊆ nM we have N→−M . (See [OM, 82:18,
82:22 and 91:2].) If N ∼= pirA(0, 0) then N ♯ ∼= pi−rA(0, 0) so N ♯ is nN ♯-maximal. Since
also nM ♯ ⊆ nN ♯ we get M ♯→−N ♯ so N→−M . 
Lemma 9.8 If M,N are ternary over the same quadratic space V and R1 = R3 = S1 =
S3 then N→−M iff α1 ≤ β1 and α2 ≥ β2.
Proof.The necessity follows from Lemma 9.4 and the fact that N→−M implies N ≤M .
For sufficiency we use Lemma 9.5. We have R1 ≡ R2 ≡ R3 (mod 2) so ord det V =
R1 + R2 + R3 ≡ R1 (mod 2). So det V = piR1ξ = piS1ξ for some ξ ∈ O×. If
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M ∼=≺ a1, a2, a3 ≻ with ai = piRiεi then ξ = ε1,3. Similarly for N . By Lemma 9.5 if V
is isotropic then M ∼= M1 ⊥ M2 and N ∼= N1 ⊥ N2, where M1 ∼=≺ piR1+α1 ,−piR1−α2 ≻
and M2 ∼= 〈−piR1ξ〉, N1 ∼=≺ piS1+β1,−piS1−β2 ≻=≺ piR1+β1 ,−piR1−β2 ≻ and N2 ∼=
〈−piS1ξ〉 = 〈−piR1ξ〉 ∼= M2. If V is not isotropic then M1 ∼=≺ piR1+α1 ,−piR1−α2∆ ≻,
N1 ∼=≺ piR1+β1,−piR1−β2∆ ≻ and M2 ∼= N2 ∼= 〈−piR1ξ∆〉.
Since M2 ∼= N2 it is enough to prove that N1→−M1. Since FM ∼= FN and FM2 ∼=
FN2 we have FM1 ∼= FN1. Since R1 + α1 ≤ R1 + β1 and R1 − α2 ≤ R1 − β2 we can use
Lemma 9.7. We have α2 = R2 − R1 + α1 ≡ α1 (mod 2) and similarly β1 ≡ β2 (mod 2).
Thus if both α1 and β1 are odd then R1 + α1 ≡ R1 + β1 (mod 2) and R1 − α2 ≡
R1 − β2 (mod 2) so N1→−M1 by Lemma 9.7(i). If α1 is even then α1 = (R2 −R1)/2 + e
and, by Lemma 9.5(i), V is isotropic. By Lemma 9.5(iii) we have M ∼= pi(R1+R2)/2A(0, 0)
and so N1→−M1 by Lemma 9.7(ii). Similarly if β1 is even we get N ∼= pi(S1+S2)/2A(0, 0)
and again N1→−M1 by Lemma 9.7(ii). 
Lemma 9.9 If R1, R2, R3, α1 are integers with R1 = R3 and V is a ternary quadratic
field then there is a lattice L over V with Ri(L) = Ri for 1 ≤ i ≤ 3 and α1(L) = α1
iff R1 ≡ R2 (mod 2), det V = piR1ξ for some ξ ∈ O×, max{0, R2 − R1} ≤ α1 ≤
(R2 − R1)/2 + e and if α1 is even then α1 = (R2 − R1)/2 + e and V is isotropic.
Moreover if α1 is odd then the BONG of L can be chosen s.t. d(−a2,3) = α1.
(Note that by Lemma 7.11 the lattice L with the properties above is unique up to an
isomorphism.)
Proof.We prove first the necessity. By 8.7 R1 = R3 implies R1 ≡ R2 (mod 2). If
αi = pi
Riεi then in F˙ /F˙
2 we have det V = a1,3 = pi
R1+R2+R3ε1,3 = pi
R1ξ, where ξ = ε1,3.
(We have R1 +R2 +R3 ≡ R1 (mod 2).) Now α1 ≤ (R2 −R1)/2 + e by the definition of
α1 and α1 ≥ max{0, R2 − R1} follows by [B3, Lemma 2.7(i) and (iii)] from R2 − R1 =
R2−R3 ≤ 2e. If α1 is even then α1 = (R2−R1)/2+ e follows from [B3, Lemma 2.7(iv)]
and V is isotropic by Lemma 9.5(i).
We prove now the sufficiency. Note that max{0, R2 − R1} ≤ α1 ≤ (R2 − R1)/2 + e
implies 0 ≤ (R2 −R1)/2 + e and R2 −R1 ≤ (R2 −R1)/2 + e so −2e ≤ R2 − R1 ≤ 2e.
Suppose first that α1 is even so α1 = (R2 − R1)/2 + e and V is isotropic. We take
a1 = a3 = −piR1ξ and a2 = piR2ξ. Then −a2/a1 = piR2−R1 and −a3/a2 = piR3−R2 are
squares. Since R2 − R1 and R3 −R2 = R1 −R2 are ≥ −2e and R2 −R1 + d(−a2/a1) =
R3 − R2 + d(−a3/a2) = ∞ > 0 we have a2/a1, a3/a2 ∈ A. Together with R1 = R3, this
implies that there is a lattice L ∼=≺ a1, a2, a3 ≻. In F˙ /F˙ 2 we have detFL = α1,3 =
piR1+R2+R3ξ = piR1ξ = det V . Also −a2/a1 ∈ F˙ 2 so [a1, a2] is hyperbolic and [a1, a2, a3]
is isotropic, same as V . Thus FL ∼= V . We have Ri(L) = ord ai = Ri so we still
have to prove that α1(L) = α1. Since d(−a1,2) = d(−a2,3) = ∞ we have α1(L) =
min{(R2 −R1)/2 + e, R2 −R1 + d(−a1,2), R3 −R2 + d(−a2,3)} = (R2 −R1)/2 + e = α1.
Suppose now that α1 is odd. Since 0 ≤ α1 ≤ (R2 − R1)/2 + e ≤ (2e)/2 + e = 2e
we have α1, 2e − α1 ∈ d(O×). Let ε, η ∈ O× s.t. d(ε) = α1, d(η) = 2e − α1 and
(ε, η)p = −1. If V is isotropic let a1 = −piR1ξε, a1 = piR2ξε and a3 = −piR3ξ. If V
is not isotropic let a1 = −piR1ξε, a2 = piR2ξεη and a3 = −piR3ξη. First we prove that
there is a lattice L ∼=≺ a1, a2, a3 ≻. We have ord ai = Ri and R1 = R3 so we still
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need a2/a1, a3/a2 ∈ A. Now R2 − R1 ≥ −2e and R3 − R2 = R1 − R2 ≥ −2e so we
need R2 − R1 + d(−a1,2), R3 − R2 + d(−a2,3) ≥ 0. If V is isotropic d(−a1,2) = ∞ and
if V is not isotropic d(−a1,2) = d(η) = 2e − α1. In both cases d(−a1,2) ≥ 2e − α1
so R2 − R1 + d(−a1,2) ≥ R2 − R1 + 2e − α1 ≥ R2 − R1 + 2e − 2α1 ≥ 0. (We have
α1 ≥ 0 and (R2 − R1)/2 + e ≥ α1.) In both cases when V is isotropic or not we have
d(−a2,3) = d(ε) = α1 so R3−R2+d(−a2,3) = R1−R2+α1 ≥ R1−R2+R2−R1 = 0. Thus
L ∼=≺ a1, a2, a3 ≻ exists. In F˙ /F˙ 2 we have detFL = a1,3 = piR1+R2+R3ξ = piR1ξ = det V .
If V is isotropic then −a2/a1 ∈ F˙ 2 so [a1, a2] is hyperbolic and FL ∼= [a1, a2, a3] is
isotropic, same as V . If V is not isotropic then (−a1,2,−a2,3)p = (η, ε)p = −1 so FL ∼=
[a1, a2, a3] is not isotropic, same as V . So FL ∼= V . Hence we still have to prove that
α1(L) = α1. Now α1(L) = min{(R2−R1)/2+ e, R2−R1+ d(−a1,2), R3−R1+ d(−a2,3)}
But (R2 − R1)/2 + e ≥ α1, R2 − R1 + d(−a1,2) ≥ R2 − R1 + 2e − α1 ≥ α1 (because
(R2 −R1)/2 + e ≥ α1) and R3 − R1 + d(−a2,3) = d(−a2,3) = α1. Thus α1(L) = α1. 
Lemma 9.10 Let M be a lattice with R1 = R3 and, if n ≥ 4, R4 ≥ R2 + 2 and let
V ∼= [a1, a2, a3]. Let S2 = R2 + 2 and Si = Ri for i 6= 2. If β1 is an integer s.t.
S1, S2, S3, β1 and V satisfy the conditions of Lemma 9.9 and α1 ≤ β1 ≤ min{α1 + 2, α3}
then there is a lattice N ⊂ M , N ∼=≺ b1, . . . , bn ≻, such that [M : N ] = p, Ri(N) = Si
for all i and α1(N) = β1.
Moreover N and the BONG of M can be chosen s.t. bi = ai for i ≥ 4.
Proof.Regardless of the BONG of M we have R1 + R2 + R3 ≡ R1 = S1 (mod 2) so in
F˙ /F˙ 2 we have det V = a1,3 = pi
R1+R2+R3ξ = piS1ξ. So the condition that det V = piS1ξ
for some ξ ∈ O× from Lemma 9.9 holds regardless of the BONG.
By Corollary 8.11 we may assume, after a change of BONG, that α1 = α1(≺ a1, a2 ≻).
Since α1 ≤ α1(≺ a1, a2, a3 ≻) ≤ α1(≺ a1, a2 ≻) this implies α1 = α1(≺ a1, a2, a3 ≻). If
β1 is even then β1 = (S2−S1)/2+e = (R2−R1)/2+e+1 ≥ α1+1. If β1 = α1+2 then α1
is even so α1 = (R2−R1)/2+ e, which implies β1 = (R2−R1)/2+ e+2. Contradiction.
So β1 = α1 + 1 and α1 = (R2 − R1)/2 + e. Thus regardless of the BONG of M we have
α1 = (R2 − R1)/2 + e ≥ α1(≺ a1, a2 ≻) ≥ α1 so α1(≺ a1, a2 ≻). So in this case we
don’t have to change the BONG of M in order to have α1 = α1(≺ a1, a2 ≻), a change
of BONGs which may alter the condition that V ∼= [a1, a2, a3] is isotropic, required by
Lemma 9.9.
By Lemma 9.9 there is a lattice N ∼=≺ b1, b2, b3 ≻ over V with Ri(N) = Si and
α1(N) = β1. We want to prove that N→−M , where M ∼=≺ a1, a2, a3 ≻. We have
FM = FN = V and R1 = R3 = S1 = S3 so, by Lemma 9.8, it is enough to prove
that α1(M) ≤ α1(N) and α2(M) ≥ α2(N). We have α1(M) = α1 ≤ β1 = α1(N) and
α2(M) = R1−R2+α1 = S1−S2+α1+2 ≥ S1−S2+β1 = α2(N) (see 8.7). So N→−M .
We define N ∼=≺ b1, . . . , bn ≻ with bi = ai for i ≥ 4. We have ord bi = Si for
all i. We prove first that a lattice N ∼=≺ b1, . . . , bn ≻ does exist. If i 6= 2 we have
Si = Ri ≤ Ri+2 = Si+2 and if i = 2 then S2 = R2 + 2 ≤ R4 = S4. For i = 1, 2 we have
bi+1/bi ∈ A because N ∼=≺ b1, b2, b3 ≻ exists. For i ≥ 4 we have bi+1/bi = ai+1/ai ∈ A
so we still need b4/b3 ∈ A. We have S4 − S3 = R4 − R3 ≥ −2e so we still need
S4 − S3 + d(−b3,4) ≥ 0, i.e. R4 − R3 + d(−a4b3) ≥ 0. Since a4/a3 ∈ A we have
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R4−R3+d(−a3,4) ≥ 0 so we still need R4−R3+d(a3b3) ≥ 0. Now a1,3 = b1,3 = det V in
F˙ /F˙ 2 so a1,3b1,3 ∈ F˙ 2, which implies d(a3b3) = d(a1,2b1,2). But d(−b1,2) ≥ S1 − S2 + β1
and d(−a1,2) ≥ R1−R2+α1 = S1−S2+α1+2 ≥ S1−S2+β1 so d(a3b3) = d(a1,2b1,2) ≥
S1 − S2 + β1. This implies R4 − R3 + d(a3b3) ≥ R4 − R3 + S1 − S2 + β1 ≥ β1 ≥ 0. (We
have R3 = S1 and R4 ≥ R2 + 2 = S2.) Thus N exists. Obviously Ri(N) = Si.
Since N→−M we have ≺ a−13 , a−12 , a−11 ≻∼= M
♯→−N ♯ ∼=≺ b−13 , b−12 , b−11 ≻. By [B1,
Lemma 2.7(ii)] it follows thatM ♯ ∼=≺ a−1n , . . . , a−11 ≻ →− ≺ a−1n , . . . , a−14 , b−13 , b−12 , b−11 ≻∼=
N ♯ so N→−M . We may assume that N ⊂ M . Since ord volN = S1 + · · · + Sn =
R1 + · · ·+Rn + 2 = ord volN + 2 we have [M : N ] = p.
We still need α1(N) = β1. We have α1(N) = min({α1(≺ b1, b2, b3 ≻)} ∪ {Si+1 −
S1 + d(−bi,i+1)| 3 ≤ i ≤ n − 1}). But α1(≺ b1, b2, b3 ≻) = β1 and for i ≥ 4 we have
Si+1−S1+d(−bi,i+1) = Ri+1−R3+d(−ai,i+1) ≥ α3 ≥ β1. So we still need β1 ≤ S4−S1+
d(−b3,4) = S4−S1+d(−a4b3). We have S4−S1+d(−a3,4) = R4−R3+d(−a3,4) ≥ α3 ≥ β1
and d(a3b3) ≥ S1 − S2 + β1 (see above) so S4 − S1 + d(a3b3) ≥ S4 − S2 + β1 ≥ β1. Thus
S4 − S1 + d(−a4b3) ≥ β1. 
Lemma 9.11 If L ∼=≺ a1, a2 ≻ and R2 − R1 + d(−a1,2) = 1 then L′ ∼= Lπε for some
ε ∈ O×.
(As usual L′ := {x ∈ L | x not a norm generator}.)
Proof.We cannot have R2 − R1 = −2e since this would imply a2/a1 ∈ −14O×2 or
−∆
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O×2 so R2−R1+ d(−a1,2) =∞ or 0, respectively. By Lemma 7.1 L′ is a lattice with
[L : L′] = p.
Let L′ ∼=≺ b1, b2 ≻ with ord bi = Si. By the definition of L′ we have pR1 = nL′ ⊂
nL = pR1, i.e. S1 > R1. We have [L : L
′] = p so b1,2 = detL
′ = pi2 detL = pi2a1,2, which
implies S1 + S2 = R1 +R2 + 2.
We have b2/b1 ∈ A so S2−S1 ≥ −d(−b1,2) = −d(−a1,2) = R2−R1−1. By subtracting
from S1+ S2 = R1+R2+2 we get 2S1 ≤ 2R1+3 so R1 < S1 ≤ R1+1. So S1 = R1+1,
which implies b1 = piεa1 for some ε ∈ O×. But b1,2 = pi2a1,2 so b2 = piεa2 (in F˙ /O×2).
Thus L′ ∼=≺ piεa1, piεa2 ≻∼= Lπε. 
Lemma 9.12 Suppose that K ≤ M , R1 = T1 and M,K don’t satisfy the hypothesis of
Lemma 9.3 or Lemma 9.6. Then there is N ⊂M with [M : N ] = p s.t. K ≤ N .
Proof.SinceM,K don’t satisfy the hypothesis of Lemma 9.3 we have R1 = R3, R2 6= T2,
R2 − R1 6= 2e and R2 < R4. Also if T2 = R2 + 1 then R1 < R5. We have R1 + R2 ≤
T1 + T2 = R1 + T2 so R2 6= T2 implies R2 < T2. For consequences of R1 = R3 see 8.7.
We have that R2 − R1 is even and ≤ 2e. But R2 − R1 6= 2e so R2 −R1 ≤ 2e− 2.
By Lemma 8.12 we have C1 = α1. Hence α1 ≥ d[a1c1] ≥ C1 = α1 so d[a1c1] = α1.
By 8.7 also d[−a2,3] = α1 and so α1 ≤ d[−a1,3c1] ≤ γ1. If d[−a1,3c1] = α1 < γ1
then M,K would satisfy the hypothesis of Lemma 9.3. So either d[−a1,3c1] > α1 or
d[−a1,3c1] = α1 = γ1.
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CLAIM If R2 + 2 ≤ R4, R2 + 2 ≤ T2 and N is another lattice s.t. M,N are like
in Lemma 9.10 then N,K satisfy the condition 2.1(i) and Bi ≤ Ci for i ≥ 3. Moreover
K ≤ N iff β1 ≤ d[−a1,3c1] and Si+1 − S2 + β1 ≥ Bi for i ≥ 2.
Proof.We show that in fact the two conditions are equivalent to the (ii) part of the
Theorem 2.1, while (i), (iii) and (iv) hold unconditionally.
We have S2 = R2 + 2 and Si = Ri for i 6= 2 so M,N have type I (see Definition
11, following Lemma 6.7) with s = t = t′ = u = 2. It follows that for i ≥ 2 we have
d[a1,ib1,i] = Ai = βi = min{αi, Si+1 − S3 + β2}. Also for any i ≥ 2, j ≥ 0 and ε ∈ F˙
we have d[εb1,ic1,j ] = min{d[εa1,ic1,j], βi}. (See Lemma 6.9(iv) and 6.16.) Thus for any
i ≥ 2 we have Bi = min{(Si+1−Tt)/2+e, Si+1−Ti+d[−b1,i+1c1,i−1], Si+1+Si+2−Ti−1−
Ti + d[b1,i+2c1,i−2]} ≤ min{(Ri+1 − Tt)/2 + e, Ri+1 − Ti + d[−a1,i+1c1,i−1], Ri+1 + Ri+2 −
Ti−1 − Ti + d[a1,i+2c1,i−2]} = Ci. (We have Si+1 = Ri+1, Si+2 = Ri+2, d[−b1,i+1c1,i−1] ≤
d[−a1,i+1c1,i−1] and d[b1,i+2c1,i−2] ≤ d[a1,i+2c1,i−2].)
We prove first 2.1(i). If i = 1 then S1 = R1 = T1. If i = 2 then S2 = R2 + 2 ≤ T2.
If i ≥ 3 then either Si = Ri ≤ Ti or Si + Si+1 = Ri + Ri+1 ≤ Ti−1 + Ti. Next we
prove that 2.1(ii) is equivalent to β1 ≤ d[−a1,3c1] and Si+1 − S2 + β1 ≥ Bi for i ≥ 2.
Since S1 = T1 we have B1 = β1 by Lemma 8.12. Since S1 = S3 we have by 8.7
d[−b2,3] = β1 so d[b1c1] ≥ B1 = β1 is equivalent to d[−b1,3c1] ≥ β1, which in turn, since
d[a1,3b1,3] = β3 ≥ S1 − S3 + β1 = β1, is equivalent to d[−a1,3c1] ≥ β1. If i ≥ 2, since
d[a1,ic1,i] ≥ Ci ≥ Bi and d[b1,ic1,i] = min{d[a1,ic1,i], βi} the relation d[b1,ic1,i] ≥ Bi is
equivalent to βi ≥ Bi. But βi = min{αi, Si+1 − S3 + β2} and αi ≥ Ci ≥ Bi so βi ≥ Bi is
equivalent to Si+1−S2+ β1 = Si+1−S3+ β2 ≥ Bi. For 2.1(iii) and (iv) we note that for
any i ≥ 3 we have ai+1 = bi+1,. . . ,an = bn, which, together with [a1, . . . , an] ∼= [b1, . . . , bn],
implies [b1, . . . , bi] ∼= [a1, . . . , ai]. We prove now 2.1(iii). If i = 2 then S3 = T1 so we
have nothing to prove. If i ≥ 3, Si+1 > Ti−1 and Bi−1 + Bi > 2e + Si − Ti then
Ri+1 = Si+1 > Ti−1 and Ci−1 + Ci ≥ Bi−1 + Bi > 2e + Si − Ti = 2e + Ri − Ti so
[c1, . . . , ci−1]→−[b1, . . . , bi] ∼= [a1, . . . , ai]. For 2.1(iv) if i ≥ 2 and Ti ≥ Si+2 > Ti−1+2e ≥
Si+1 + 2e then also Ti ≥ Ri+2 > Ti−1 + 2e ≥ Ri+1 + 2e (we have Ri+1 = Si+1 and
Ri+2 = Si+2) and so [c1, . . . , ci−1]→−[a1, . . . , ai+1] ∼= [b1, . . . , bi+1].
We consider separately the cases d[−a1,3c1] < α1 and d[−a1,3c1] = α1 = γ1.
1. d[−a1,3c1] = α1 = γ1. We have R3 − R2 = R1 − R2 ≥ 2− 2e so α2 ≥ 1.
Suppose first that α2 > 1 so α1 = R2 − R1 + α2 ≥ R2 − R1 + 2. Note that γ1 =
α1 ≤ (R2 − R1)/2 + e < (T2 − T1)/2 + e so α1 = γ1 is odd. We take N to be a lattice
like in Lemma 9.10 with β1 = α1. First we have to prove that this is possible. We have
α1 ≥ R2 −R1 + 2 = S2 − S1 and α1 ≥ 0. Also α1 ≤ (R2 −R1)/2 + e < (S2 − S1)/2 + e.
Hence max{0, S2 − S1} ≤ β1 ≤ (S2 − S1)/2 + e from Lemma 9.9 is fulfilled. Also
β1 = α1 is odd so the conditions that β1 = (S2 − S1)/2 + e and V := [a1, a2, a3] is
isotropic from Lemma 9.9 are not necessary. Also α1 ≤ R3 − R1 + α3 = α3 so the
condition α1 ≤ β1 ≤ min{α1 + 2, α3} is also fulfilled. So N exists. In order to use our
claim above we still have to prove that R2 + 2 ≤ R4, R2 + 2 ≤ T2, β1 ≤ d[−a1,3c1]
and Si+1 − S2 + β1 ≥ Bi for i ≥ 2. If R4 = R2 + 1 then R3 + R4 is odd so so α2 ≤
R4 − R2 + d(−a3,4) = R4 − R2 = 1. Contradiction. So R2 + 2 ≤ R4. If T2 = R2 + 1
then T2 − T1 = R2 − R1 + 1 is odd and ≤ 2e − 1 so α1 = γ1 = T2 − T1 = R2 − R1 + 1.
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Contradiction. So R2 + 2 ≤ T2. We have β1 = α1 = [−a1,3c1] and for i ≥ 2 we have
Si+1−S2+β1 = Si+1−R2−2+ γ1 ≥ Si+1−T2+ γ1 ≥ Si+1−Ti+ γi−1 ≥ Bi. So K ≤ N .
Suppose now that α2 = 1 so γ1 = α1 = R2 − R1 + α2 = R2 − R1 + 1. Since
γ1 = R2 − R1 + 1 < 2e we have T2 − T1 ≤ γ1 ≤ R2 − R1 + 1 so T2 ≤ R2 + 1. But
T2 > R2 so T2 = R2 + 1. This implies R1 < R5. By Corollary 8.11 we may assume
that α1 = α1(≺ a1, a2 ≻). Since α1 ≤ α1(≺ a1, a2, a3 ≻) ≤ α1(≺ a1, a2 ≻) we have
α1 = α1(≺ a1, a2, a3 ≻). Since α1 is odd by Lemma 9.9, after a change of BONG for
≺ a1, a2, a3 ≻, we may assume that d(−a2,3) = α1 = R2 − R1 + 1 = R2 − R3 + 1. If
J ∼=≺ a2, a3 ≻ then by Lemma 9.11 we have J ⊃ J ′ with J ′ ∼= Jπε ∼=≺ piεa2, piεa3 ≻ for
some ε ∈ O×. We take N ∼=≺ b1, . . . , bn ≻ relative to a good BONG with b2 = piεa2,
b3 = piεa3 and bi = ai for i 6= 2, 3. First we show that such a lattice exists. If Si = ord bi
we have S2 = R2+1, S3 = R3+1 and Si = Ri for i 6= 2, 3. We have S1 = R1 = R3 < S3,
S2 = R2 + 1 ≤ R4 = S4, S3 = R3 + 1 = R1 + 1 ≤ R5 = S5 and Si = Ri ≤ Ri+2 = Si+2
for i ≥ 4. We now prove that bi+1/bi ∈ A. We have α2 = 1 so R3 − R2 ≤ 1. But
R3 − R2 is even so R1 = R3 ≤ R2. Thus ord b2/b1 = S2 − S1 = R2 − R1 + 1 > 0 and
ord b4/b3 = S4 − S3 = R4 − R3 − 1 ≥ R2 − R3 ≥ 0, which implies b2/b1, b4/b3 ∈ A. If
i ≥ 4 as well as if i = 2 we have bi+1/bi = ai+1/ai ∈ A. Thus N exists. Since ≺ b2, b3 ≻
→− ≺ a2, a3 ≻ we get by [B1, Lemma 2.7(ii)] that ≺ a1, b2, b3 ≻ →− ≺ a1, a2, a3 ≻. By
duality ≺ a−13 , a−12 , a−13 ≻ →− ≺ b−13 , b−12 , a−11 ≻. Again by [B1, Lemma 2.7(ii)] we have
M ♯ ∼=≺ a−1n , . . . , a−11 ≻ →− ≺ a−1n , . . . , a−14 , b−13 , b−12 , a−11 ≻∼= N ♯ so N→−M . We may
assume that N ⊂M . Since ord volN = S1+ · · ·+Sn = R1+ · · ·+Rn+2 = ord volM +2
we have [M : N ] = p.
We prove now that K ≤ N . First we prove 2.1(i). At i = 1 we have S1 = T1. At
i = 2 we have S2 = R2 + 1 = T2. We cannot have T3 = T1 since T2 − T1 = R2 − R1 + 1
is odd. Thus T3 ≥ T1 + 1 = R3 + 1 = S3. For i ≥ 4 we have either Si = Ri ≤ Ti or
Si + Si+1 = Ri +Ri+1 ≤ Ti−1 + Ti.
Before proving 2.1(ii) - (iv) note that S2 = R2 + 1, S3 = R3 + 1 and Si = Ri for
i 6= 2, 3 so M,N have type III (see Definition 11, following Lemma 6.7) with s = t = 2
and t′ = u = 3. Thus for i ≥ 3 we have Ai = βi = min{αi, Si+1 − S4 + β3}. So
d[a1,ib1,i] = βi if i ≥ 3 and d[εa1,ic1,j] ≥ d[εb1,ic1,j] if i ≥ 3, j ≥ 0 and ε ∈ F˙ . (See
Lemmas 6.9 and 6.16.) Also Si = Ri for i ≥ 4. Thus for i ≥ 3 we have Bi = min{(Si+1−
Ti)/2+e, Si+1−Ti+d[−b1,i+1c1,i−1], Si+1+Si+2−Ti−1−Ti+d[b1,i+2c1,i−2]} ≤ min{(Ri+1−
Ti)/2 + e, Ri+1 − Ti + d[−a1,i+1c1,i−1], Ri+1 +Ri+2 − Ti−1 − Ti + d[a1,i+2c1,i−2]} = Ci.
We prove now 2.1(ii). We have R1 = S1 = T1 so by Lemma 8.12 A1 = C1 = α1 =
R2 − R1 + 1 and B1 = β1. But S2 − S1 = R2 − R1 + 1, which is odd and < 2e and
so B1 = β1 = S2 − S1 = R2 − R1 + 1 = A1 = C1. Since d[a1b1] ≥ A1 = B1 and
d[a1c1] ≥ C1 = B1 we have d[b1c1] ≥ B1. At i = 2 we have B2 ≤ S3 − T2 + γ1 =
(R1 + 1) − (R2 + 1) + R2 − R1 + 1 = 1. Now S1 + S2 = T1 + T2 = R1 + R2 + 1 so
ord b1,2c1,2 is even and so d(b1,2c1,2) ≥ 1. Also T3 − T2 ≥ T1 − T2 = R1 −R2 − 1 ≥ 1− 2e
and S3 − S2 = (R1 + 1) − (R2 + 1) = R1 − R2 ≥ 2 − 2e so β2, γ2 ≥ 1. Therefore
d[b1,2c1,2] ≥ 1 ≥ B2. For i ≥ 3 we have d[a1,ic1,i] ≥ C1 ≥ Bi so d[b1,ic1,i] ≥ Bi is
equivalent to βi = d[a1,ib1,i] ≥ Bi. We have βi = min{αi, Si+1 − S4 + β3}. If βi = αi
then βi = αi ≥ Ci ≥ Bi. So we may assume that αi > βi = Si+1 − S4 + β3 and we
have to prove that Si+1 − S4 + β3 ≥ Bi. If S4 − S3 ≥ 2e then β3 = (S4 − S3)/2 + e so
βi = Si+1−S4+β3 = Si+1−(S3+S4)/2+e ≥ Si+1−(Si+Si+1)/2+e = (Si+1−Si)/2+e ≥ Bi
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by 2.6. So we may assume that that S4 − S3 < 2e. We have S4 − S3 = R4 − R3 − 1. If
S4 − S3 is even then β3 ≥ S4 − S3 + 1 and since R4 −R3 = S4 − S3 + 1 is odd and ≤ 2e
we have α3 = R4 −R3 ≤ β3. It follows that αi ≤ Ri+1 −R4 + α3 ≤ Si+1 − S4 + β3 = βi.
Contradiction. So we may assume that S4 ≡ S3 − 1 = R1 (mod 2). Since S4 − S3 is odd
and < 2e we have β3 = S4− S3 and so βi = Si+1 − S4+ β3 = Si+1 − S3 = Si+1−R1 − 1.
Note that T2 = R2+1 ≥ R1+1 and T3 ≥ R1+1 (see above). Thus for any j ≥ 2 we have
Tj ≥ T2 or T3, depending on the parity of j, and so Tj ≥ R1+1. Since βi = Si+1−S4+β3,
i.e. −S4+β3 = −Si+1+βi we have R1 ≡ S4 ≡ . . . ≡ Si+1 (mod 2) by Lemma 7.3(ii). Since
also S1 = R1 and S2 ≡ S3 ≡ R1+1 (mod 2) we have S1+ · · ·+Si+1 ≡ (i+1)R1 (mod 2).
If T1 + · · · + Ti−1 ≡ S1 + · · · + Si+1 + 1 (mod 2) then ord b1,i+1c1,i−1 is odd so Bi ≤
Si+1−Ti+d[−b1,i+1c1,i−1] = Si+1−Ti ≤ Si+1−(R1+1) = βi and we are done. So we may
assume that T1+ · · ·+Ti−1 ≡ S1+ · · ·+Si+1 ≡ (i+1)R1 (mod 2). We have S1+ · · ·+Si =
R1 + · · ·+Ri + 2 ≡ R1 + · · ·+Ri (mod 2). If T1 + · · ·+ Ti ≡ S1 + · · ·+ Si + 1 (mod 2)
then both ord b1,ic1,i and ord a1,ic1,i are odd and so d[b1,ic1,i] = 0 = d[a1,ic1,i] ≥ Ci ≥
Bi. Thus we may assume that T1 + · · · + Ti ≡ S1 + · · · + Si (mod 2). Together with
T1 + · · · + Ti−1 ≡ S1 + · · · + Si+1 (mod 2), this implies Ti ≡ Si+1 ≡ R1 (mod 2). Since
T2 = R2+1 ≡ R1+1 ≡ Ti+1 (mod 2) there is some 2 ≤ j < i s.t. Tj , Tj+1 have opposite
parities. It follows that ord cj,j+1 is odd and so γi−1 ≤ Ti − Tj + d(−cj,j+1) = Ti − Tj .
Hence Bi ≤ Si+1 − Ti + γi−1 ≤ Si+1 − Tj ≤ Si+1 − (R1 + 1) = βi and we are done.
Before proving 2.1(iii) and (iv) note that [b2, b3] ∼= [a2, a3] and bi = ai for i 6= 2, 3 so
[b1, . . . , bi] ≡ [a1, . . . , ai] for i ≥ 3. We prove 2.1(iii). At i = 2 suppose that B1 + B2 >
2e+ S2 − T2 = 2e. (We have S2 = T2 = R2 + 1.) Since ord b1,2 = S1 + S2 = R1 +R2 + 1
is odd we have β1 ≤ S2 − S1 + d(−b1,2) = R2 + 1 − R1 + 0 = R2 − R1 + 1 and β2 ≤
S3−S1+d(−b1,2) = R1+1−R1+0 = 1 so R2−R1+2 ≥ β1+β2 ≥ B1+B2 > 2e and so
R2−R1 > 2e−2. Contradiction. If i = 3 suppose that T2 < S4 and B2+B3 > 2e+S3−T3.
We have T2 < S4 = R4 and we claim that C2+C3 > 2e+R3−T3. By Lemma 2.14 we may
assume that C2 = C
′
2. We have C3 ≥ B3 and B2 ≤ B′2 = min{S3 − T2 + d[−b1,3c1], S3 +
S4 − T1 − T2 + d[b1,4]} ≤ min{R3 − T2 + d[−a1,3c1] + 1, R3 + R4 − T1 − T2 + d[a1,4] +
1} = C ′2 + 1 = C2 + 1. (We have S3 = R3 + 1, S4 = R4, d[−b1,3c1] ≤ d[−a1,3c1] and
d[b1,4] ≤ d[a1,4].) Thus C2 + 1 + C3 ≥ B2 + B3 > 2e + S3 − T3 = 2e + R3 − T3 + 1, i.e.
C2 + C3 > 2e + R3 − T3. Hence [c1, c2]→−[a1, a2, a3] ∼= [b1, b2, b3]. If i ≥ 4, Si+1 > Ti−1
and Bi−1 + Bi > 2e + Si − Ti then Ri+1 = Si+1 > Ti−1 and Ci−1 + Ci ≥ Bi−1 + Bi >
2e+ Si− Ti = 2e+Ri− Ti and so [c1, . . . , ci−1]→−[a1, . . . , ai] ∼= [b1, . . . , bi]. For 2.1(iv) if
i ≥ 2 and Ti ≥ Si+2 > Ti−1 + 2e ≥ Si−1 + 2e then Ri+2 = Si+2 > Ti−1 + 2e so by Lemma
2.19 we have [c1, . . . , ci−1]→−[a1, . . . , ai+1] ∼= [b1, . . . , bi+1].
2. d[−a1,3c1] > α1. We prove that R2 + 2 ≤ R4, T2 so we can apply our claim.
If R4 = R2 + 1 then R4 − R3 = R2 − R1 + 1, which is odd and ≤ 2e − 1 so α1 <
d[−a1,3c1] ≤ α3 = R2 − R1 + 1. But this is impossible since R2 − R1 is even and < 2e.
So R4 ≥ R2 + 2. Similarly, if T2 = R2 + 1 then T2 − T1 = R2 − R1 + 1 so this time
α1 < d[−a1,3c1] ≤ γ1 = R2 − R1 + 1 and again we get a contradiction. So T2 ≥ R2 + 2.
Suppose first that α1 < (R2 − R1)/2 + e, which implies that α1 is odd and also
R2 −R1 6= 2e− 2. Thus R2 −R1 ≤ 2e− 4. We claim that d[−a1,3c1] ≥ α1 + 2. Suppose
the contrary. We have α1 < d[−a1,3c1] < α1 + 2 so d[−a1,3c1] is not an odd integer.
If d[−a1,3c1] = d(−a1,3c1) this implies that d(−a1,3c1) = 2e = (2e − 4)/2 + e + 2 ≥
(R2 − R1)/2 + e + 2 > α1 + 2. Contradiction. If d[−a1,3c1] = α3 then α3 = (R4 −
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R3)/2 + e ≥ (R2 + 2 − R1)/2 + e = (R2 − R1)/2 + e + 1 ≥ α1 + 2. If d[−a1,3c1] = γ1
then γ1 = (T2 − T1)/2 + e ≥ (R2 + 2 − R1)/2 + e = (R2 − R1)/2 + e + 1 ≥ α1 + 2.
Contradiction. (Note that (R2−R1)/2+e+1 ≥ α1+2 follows from α1 < (R2−R1)/2+e
and α1, (R2 −R1)/2 + e ∈ Z.) So d[−a1,3c1] ≥ α1 + 2. In particular, α3 ≥ α1 + 2.
We will take N like in Lemma 9.10 s.t. β1 = α1 + 2. First we show that such
N exists. We have β1 = α1 + 2 > 0 and β1 = α1 + 2 ≥ R2 − R1 + 2 = S2 − S1. Also
α1 ≤ (R2−R1)/2+e−1 and so β1 = α1+2 ≤ (R2−R1)/2+e+1 = (R2+2−R1)/2+e =
(S2 − S1)/2 + e. Thus the condition max{0, S2 − S1} ≤ β1 ≤ (S2 − S1)/2 + e from
Lemma 9.9 is fulfilled. Also α1 is odd and so is β1 = α1 + 2. Thus the conditions that
β1 = (S2−S1)/2+ e and V := [a1, a2, a3] is isotropic from Lemma 9.9 are not necessary.
We have α3 ≥ α1+2 = β1 > α1 so the condition α1 ≤ β1 ≤ min{α1+2, α3} from Lemma
9.10 is fulfilled. Thus N exists. In order to apply our claim and prove thatK ≤ N we still
need d[−a1,3c1] ≥ β1 and Si+1−S2+β1 ≥ Bi for i ≥ 2. But d[−a1,3c1] ≥ α1+2 = β1 and
for i ≥ 2 we have Si+1−S2+β1 = Ri+1−(R2+2)+α1+2 = Ri+1−R2+α1 ≥ αi ≥ Ci ≥ Bi
so we are done.
Suppose now that α1 = (R2 −R1)/2 + e. Since d[−a1,3c1] > α1 and α1 < 2e we have
d[−a1,3c1] ≥ α1 + 1. In particular, γ1 ≥ α1 + 1 and α3 ≥ α1 + 1.
Since N,K satisfy 2.1(i) we have (Si+1 − Si)/2 + e ≥ Bi by 2.6.
Assume first that [a1, a2, a3] is isotropic. We will take N s.t. β1 = α1 + 1 = (R2 −
R1)/2+ e+1 = (R2+2−R1)/2+ e = (S2−S1)/2+ e. We prove first that such N exists.
Since R2−R1 is even and < 2e we have α1 ≥ R2−R1+1 so β1 = α1+1 ≥ R2−R1+2 =
S2−S1 and also β1 = α1+1 > 0 so the condition max{0, S2−S1} ≤ β1 ≤ (S2−S1)/2+e
from Lemma 9.9 is fulfilled. Also both conditions that β1 = (Si+1 − Si)/2 + e and
V := [a1, a2, a3] is isotropic required by Lemma 9.9 if β1 is even are satisfied. We have
α3 ≥ α1+1 = β1 so the condition α1 ≤ β1 ≤ min{α1+2, α3} from Lemma 9.10 is satisfied.
Thus N with β1 = α1+1 exists. We have d[−a1,3c1] ≥ α1+1 = β1 and for i ≥ 2 we have
Si+1−S2+β1 = Si+1−(S1+S2)/2+e ≥ Si+1−(Si+Si+1)/2+e = (Si+1−Si)/2+e ≥ Bi.
So K ≤ N by our claim.
Suppose now that [a1, a2, a3] is not isotropic. Note that (R2 − R1)/2 + e ≥ α1(≺
a1, a2, a3 ≻) ≥ α1 so α1(≺ a1, a2, a3 ≻) = α1. Since [a1, a2, a3] is not isotropic we have
by Lemma 9.9 that α1 = α1(≺ a1, a2, a3 ≻) is odd. If R2 − R1 = 2e − 2 then also
d[−a1,3c1] ≥ α1 + 1 = 2e and so M,K are in the case of Lemma 9.6. Thus we may
assume that R2−R1 ≤ 2e−4. We will take N s.t. β1 = α1 = (R2−R1)/2+e. We prove
first that this is possible. Now β1 = α1 > 0 and, since R2 − R1 ≤ 2e − 4, we also have
β1 = (R2−R1)/2+e ≥ R2−R1+2 = S2−S1. Also β1 = (R2−R1)/2+e < (S2−S1)/2+e
so the condition max{0, S2 − S1} ≤ β1 ≤ (S2 − S1)/2 + e from Lemma 9.9 is satisfied.
Also β1 = α1 is odd so the conditions that β1 = (S2 − S1)/2 + e and V := [a1, a2, a3] is
isotropic from Lemma 9.9 are not necessary. Since α3 ≥ R1 − R3 + α1 = α1 = β1 the
condition α1 ≤ β1 ≤ min{α1 + 2, α3} from Lemma 9.10 is satisfied. So N with β1 = α1
exists. We have d[−a1,3c1] > α1 = β1 so we still need Si+1 − S2 + β1 ≥ Bi for i ≥ 2.
Suppose that Bi > Si+1− S2+ β1 = Si+1−R2+α1− 2 = Si+1− (R1+R2)/2+ e− 2
for some i ≥ 2. We have (Si+1 − Si)/2 + e ≥ Bi > Si+1 − (R1 + R2)/2 + e − 2 so
R1+R2+4 > Si+Si+1. Also Si+1− (Ti−1+Ti)/2+ e ≥ Bi > Si+1− (R1+R2)/2+ e− 2
so R1 + R2 + 4 > Ti−1 + Ti. For any 3 ≤ j ≤ i we have Ri+1 − Rj+1 + αj ≥ αi ≥ Ci ≥
Bi > Si+1 − S2 + β1 ≥ Si+1 − Sj+1 + βj = Ri+1 − Rj+1 + βj so αj > βj . Therefore
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Rj+1 − Rj = Sj+1 − Sj must be even. (Otherwise αj = βj by [B3, Corollary 2.9].) Thus
all Rj = Sj for 3 ≤ j ≤ i+1 have the same parity. Namely they are ≡ R3 = R1 (mod 2).
The congruence Sj ≡ R1 (mod 2) also holds for i = 1, 2 so it holds for 1 ≤ j ≤ i+1. (We
have S1 = R1 and S2 = R2+2 ≡ R1 (mod 2).) If Tj+1−Tj is odd for some 1 ≤ j ≤ i−1
then ord cj.j+1 is odd and so γi−1 ≤ Ti − Tj + d(−cj,j+1) = Ti − Tj. It follows that
Si+1−Tj ≥ Si+1−Ti+γi−1 ≥ Bi > Si+1− (R1+R2)/2+ e−2 so R1+R2+4−2e > 2Tj .
But Tj ≥ T1 = R1 or Tj ≥ T2 ≥ R2 + 2, depending on the parity of j. In the first case
we get R1 + R2 + 4 − 2e > 2R1, which implies R2 − R1 > 2e − 4. Contradiction. In
the second case R1 + R2 + 4 − 2e > 2(R2 + 2) so −2e > R2 − R1, which is impossible.
Thus Tj+1−Tj is even. It follows that all Tj for 1 ≤ j ≤ i have the same parity. Namely
they are ≡ T1 = R1 (mod 2). Now R1 + R2 + 2 = S1 + S2 ≤ Si + Si+1 < R1 + R2 + 4.
Since both R1 +R2 and Si + Si+1 are even we have S1 + S2 = Si + Si+1 = R1 +R2 + 2.
By [B3, Corollary 2.3] this implies that for any 1 ≤ j ≤ i + 1 we have Sj = S1 = R1 if
j is odd and Sj = S2 = R2 + 2 if j is even. Similarly R2 + 2 ≤ T2 so R1 + R2 + 2 ≤
T1 + T2 ≤ Ti−1 + Ti < R1 +R2 + 4. Since R1 +R2, T1 + T2 and Ti−1 + Ti are all even we
get T1+T2 = Ti−1+Ti = R1+R2+2. Since T1 = R1 we have T2 = R2+2. Again by [B3,
Corollary 2.3], for any 1 ≤ j ≤ i we have Tj = T1 = R1 if j is odd and Tj = T2 = R2 + 2
if j is even. In particular, Tj = Sj for 1 ≤ j ≤ i.
Now γ1 ≥ α1+1 = (R2−R1)/2+e+1 = (T2−T1)/2+e so γ1 = α1+1 = (T2−T1)/2+e,
which is even (α1 is odd). But T1 + T2 = Ti−1 + Ti so by [B3, Corollary 2.3] we have
γj = (Tj+1 − Tj)/2 + e = (Sj+1 − Sj)/2 + e for any 1 ≤ j ≤ i − 1. Also note that
γ1 = (R2 − R1)/2 + e + 1 < (2e − 2)/2 + e + 1 = 2e and γ1 = α1 + 1 > 0. Since
0 < γ1 < 2e and γ1 is even, so is 2e − γ1 = (S1 − S2)/2 + e. If i ≥ 3 then also
(R4 − R3)/2 + e ≥ α3 ≥ α1 + 1 = (R2 − R1)/2 + e + 1 = (R4 − R3)/2 + e. Thus
α3 = (R4 − R3)/2 + e. Since R3 + R4 = S3 + S4 = Si + Si+1 = Ri + Ri+1 this implies
that αj = (Rj+1 − Rj)/2 + e = (Sj+1 − Sj)/2 + e for any 3 ≤ j ≤ i. Note that
αj = (S2 − S1)/2 + e = γ1 if j is odd and αj = (S1 − S2)/2 + e = 2e− γ1 if j is even.
We want to prove that [c1, . . . , ci]→−[a1, . . . , ai+1]. This is obvious if i+ 1 = n so we
may assume that n ≥ i + 2. Since d[b1,ic1,i] ≤ βi ≤ S1+1 − S2 + β1 < Bi we have by
Lemma 2.12 that at least one of i, i+ 1 is an essential index for N,K. But i cannot be
essential because Si+1 = Si−1 = Ti−1 and so i+1 is essential. Thus Si = Ti < Si+2 = Ri+2
and, if n ≥ i + 3, Ti−1 + Ti < Si+2 + Si+3 = Ri+2 + Ri+3. We have Ri+2 > Ti and we
want to prove that Ci + Ci+1 > 2e + Ri+1 − Ti+1. We have d[a1,ic1,i] ≥ Ci ≥ Bi >
Si+1 − (R1 +R2)/2 + e− 2 = Si+1 − (Si + Si+1)/2 + e− 1 = (Si+1 − Si)/2 + e− 1. But
(Si+1−Si)/2+e−1 is equal to (S2−S1)/2+e−1 = γ1−1 or (S1−S2)/2+e−1 = 2e−γ1−1
so it is integer and < 2e so the inequality above implies d[a1,ic1,i] ≥ (Si+1−Si)/2+e. Also
Si+1−Si+d[−a1,i+1c1,i−1] = Ri+1−Ti+d[−a1,i+1c1,i−1] ≥ Ci ≥ Bi > (Si+1−Si)/2+e−1
so d[−a1,i+1c1,i−1] > (Si−Si+1)/2+e−1. Again (Si−Si+1)/2+e−1 ∈ {γ1−1, 2e−γ1−1}
so it is integer and < 2e so d[−a1,i+1c1,i−1] ≥ (Si − Si+1)/2 + e. In particular, αi+1 ≥
(Si−Si+1)/2+e. Now (Si−Si+1)/2+e ∈ {γ1, 2e−γ1} so it is even so if we have equality
then αi+1 is even and we have (Si − Si+1)/2 + e = αi+1 = (Si+2 − Si+1)/2 + e so Si =
Si+2. Contradiction. Thus αi+1 > (Si − Si+1)/2 + e, which implies that d[−ai+1,i+2] ≥
Ri+1 − Ri+2 + αi+1 = Si+1 − Si+2 + αi+1 > (Si + Si+1)/2 − Si+2 + e. Together with
d[a1,ic1,i] ≥ (Si+1 − Si)/2 + e = (Si + Si+1)/2 − Si + e > (Si + Si+1)/2 − Si+2 + e, this
implies d[−a1,i+2c1,i] > (Si + Si+1)/2 − Si+2 + e. Now d[−a1,i+1c1,i−1] + d[−a1,i+2c1,i] >
137
(Si − Si+1)/2 + e + (Si + Si+1)/2 − Si+2 + e = 2e + Si − Si+2 = 2e + Ti − Ri+2. Also
d[−a1,i+2c1,i] > (Si + Si+1)/2− Si+2 + e = e+ (Ti−1 + Ti)/2−Ri+2. Finally, if n ≥ i+ 3
then d[−a1,i+1ci−1] ≥ (Si − Si+1)/2 + e = (Ti − Ti−1)/2 + e > e + Ti − (Ri+2 + Ri+3)/2.
(We have Si+1 = Si−1 = Ti−1 and Ri+2+Ri+3 > Ti−1+Ti.) These imply by Lemma 2.12
that Ci + Ci+1 > 2e+Ri+1 − Ti+1. Hence [ci, . . . , ci]→−[a1, . . . , ai+1].
We now prove by descending induction that [c1, . . . , cj]→−[a1, . . . , aj+1] for 2 ≤ j ≤
i. This statement was proved for j = i. Suppose that [c1, . . . , cj ]→−[a1, . . . , aj+1] for
some 2 < j ≤ i. Since also [c1, . . . , cj−1]→−[c1, . . . , cj] we have by Lemma 1.5(ii) that
[c1, . . . , cj−1]→−[a1, . . . , aj] iff (a1,jc1,j ,−a1,j+1c1,j−1)p = 1. To prove this we will show
that d(a1,jc1,j) + d(−a1,j+1c1,j−1) > 2e. We claim that d[a1,jc1,j ] ≥ (Sj+1−Sj)/2+ e and
d[−a1,j+1c1,j−1] ≥ (Sj − Sj+1)/2 + e. For j = i these inequalities were already proved.
Before proving them for j < i note that for 3 ≤ h < l ≤ i+1 with h ≡ l (mod 2) we have
Rh = Rl so, by Lemma 7.4(iii), d[(−1)(l−h)/2ah+1,l] = αh = (Sh+1 − Sh)/2 + e. Similarly
for 1 ≤ h < l ≤ i with h ≡ l (mod 2) we have Th = Tl so d[(−1)(l−h)/2ch+1,l] = γh =
(Sh+1 − Sh)/2 + e. Let 3 ≤ j < i. If j ≡ i (mod 2) then d[a1,ic1,i] ≥ (Si+1 − Si)/2 + e =
(Sj+1 − Sj)/2 + e, d[(−1)(j−i)/2aj+1,i] = (Sj+1 − Sj)/2 + e and d[(−1)(j−i)/2cj+1,i] =
(Sj+1−Sj)/2+e so d[a1,jc1,j ] ≥ (Sj+1−Sj)/2+e. Also d[−a1,i+1c1,i−1] ≥ (Si−Si+1)/2+e =
(Sj − Sj+1)/2 + e, d[(−1)(i−j)/2aj+2,i+1] = (Sj+2 − Sj+1)/2 + e = (Sj − Sj+1)/2 + e and
d[(−1)(i−j)/2cj,i−1] = (Sj−Sj−1)/2+e = (Sj−Sj+1)/2+e and so d[−a1,j+1c1,j−1] ≥ (Sj−
Sj+1)/2+e. If j ≡ i+1 (mod 2) then d[−a1,i+1c1,i−1] ≥ (Si−Si+1)/2+e = (Sj+1−Sj)/2+e,
d[(−1)(j−i+1)/2aj+1,i+1] = (Sj+1−Sj)/2+e and d[(−1)(j−i−1)/2cj+1,i−1] = (Sj+1−Sj)/2+e
so d[a1,jc1,j] ≥ (Sj+1−Sj)/2+ e. Also d[a1,ic1,i] ≥ (Si+1−Si)/2+ e = (Sj −Sj+1)/2+ e,
d[(−1)(i−j−1)/2aj+2,i] = (Sj+2−Sj+1)/2+ e = (Sj −Sj+1)/2+ e and d[(−1)(i−j+1)/2cj,i] =
(Sj − Sj−1)/2 + e = (Sj − Sj+1)/2 + e and so d[−a1,j+1c1,j−1] ≥ (Sj − Sj+1)/2 + e. It
follows that d(a1,jc1,j) ≥ (Sj+1−Sj)/2+e and d(−a1,j+1c1,j−1) ≥ (Sj−Sj+1)/2+e. But,
depending on the parity of j, (Sj+1− Sj)/2+ e and (Sj − Sj+1)/2+ e are equal, in some
order, with (S2−S1)/2+e = γ1 and (S1−S2)/2+e = 2e−γ1. Since γ1, 2e−γ1 are even and
0 < γ1, 2e−γ1 < 2e the inequalities above are strict. Thus d(a1,jc1,j)+d(−a1,j+1c1,j−1) >
γ1 + 2e− γ1 = 2e and we are done.
When j = 2 we have [c1, c2]→−[a1, a2, a3] so [a1, a2, a3] ∼= [c1, c2, a1,3c1,2]. Now
d(−c1,2) ≥ T1−T2+γ1 = S1−S2+γ1 = 2e−γ1 and d(−a1,3c1) ≥ d[−a1,3c1] ≥ α1+1 = γ1.
Since γ1, 2e− γ1 are even and 0 < γ1, 2e− γ1 < 2e the two inequalities are strict and so
d(−c1,2) + d(−a1,3c1) > γ1 + 2e − γ1 = 2e, which implies that (−c1,2,−a1,3c1)p = 1 and
so [c1, c2,−a1,3c1,2] ∼= [a1, a2, a3] is isotropic. Contradiction. 
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