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During recent years the interest to dynamics of quantum systems has grown considerably. Quantum many 
body systems out of equilibrium often manifest behavior, different from the one predicted by standard statistical 
mechanics and thermodynamics in equilibrium. Since the dynamics of a many-body quantum system typically 
involve many excited eigenstates, with a non-thermal distribution, the time evolution of such a system provides 
an unique way for investigation of non-equilibrium quantum statistical mechanics. Last decade such new sub-
jects like quantum quenches, thermalization, pre-thermalization, equilibration, generalized Gibbs ensemble, etc. 
are among the most attractive topics of investigation in modern quantum physics. One of the most interesting 
themes in the study of dynamics of quantum many-body systems out of equilibrium is connected with the recent-
ly proposed important concept of dynamical quantum phase transitions. During the last few years a great pro-
gress has been achieved in studying of those singularities in the time dependence of characteristics of quantum 
mechanical systems, in particular, in understanding how the quantum critical points of equilibrium thermody-
namics affect their dynamical properties. Dynamical quantum phase transitions reveal universality, scaling, con-
nection to the topology, and many other interesting features. Here we review the recent achievements of this 
quickly developing part of low-temperature quantum physics. The study of dynamical quantum phase transitions 
is especially important in context of their connection to the problem of the modern theory of quantum infor-
mation, where namely non-equilibrium dynamics of many-body quantum system plays the major role. 
PACS: 05.30.Rt Quantum phase transitions; 
05.70.Ln Non-equilibrium and irreversible thermodynamics; 
03.65.Yz Decoherence; open systems; quantum statistical methods; 
64.60.Ht Dynamic critical phenomena; 
64.70.Tg Quantum phase transitions; 
75.10.Jm Quantized spin models, including quantum spin frustration. 
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Introduction 
The problem of phase transitions is always interesting 
for physicists [1]. In the vicinity of a phase transition the 
main characteristics of the system are changed drastically 
under relatively small changes of the governing parameters 
(such as the temperature, external fields, pressure, etc.) [2]. 
Phase transition points (lines) divide thermodynamic states 
of matter, phases. Each of such phases is determined by the 
order parameter (or its absence). Hence, the investigation 
of phase transitions permits us to better understand the 
nature of the properties of phases of matter without large 
changes of external conditions. On the other hand, it helps 
us to understand the occurrence of the discontinuities of 
thermodynamic functions at the phase transitions. Phase 
transitions are usually classified by their order. The latter is 
determined by the divergence of the derivative of the ther-
modynamic potential at the phase transition. Usually one 
studies the first order transitions (in which two phases can 
coexist at the same values of the governing parameter), and 
the second order ones (or the continuous phase transitions), 
where phases do not coexist. 
Until the last three decades physicists mostly study phase 
transitions occurring at nonzero temperatures. The charac-
teristic feature of such phase transitions is that namely 
thermal fluctuations destroy the long range order. When de-
scribing continuous phase transitions it is often useful to 
consider the variable =| | /c ct T T T− , (do not confuse with 
time), where T  is the temperature, and cT  is the critical 
value of the temperature, at which the phase transition 
takes place. Then the correlation length ξ  diverges as 
| |t −νξ ∝ , and the correlation (or equilibration) time cτ  is 
divergent as | |z zc t
−ντ ∝ ξ ∝ . Here ν is called the correla-
tion length critical exponent, and z  is the dynamical expo-
nent. It means that spatial and dynamical correlations be-
come long-ranged at the transition point. There are no other 
universal space and time scales in the vicinity of the phase 
transition, except of ξ  and cτ , which become infinite at 
the critical point. That means that fluctuations occur at all 
time and space scales, and the system is scale invariant. 
Such a scale-invariant situation is usually described by 
the number of critical exponents, which determine the be-
havior of the specific heat (α), order parameter (β), sus-
ceptibility (γ ), critical isotherm (δ), and correlation func-
tion (η) [2]. The values of the critical exponents are con-
nected via so-called scaling 
 
2 = 2 ,
2 = ( 1) ,
−α β+ γ
−α β δ +
 (1) 
and hyper-scaling relations 
 
2 = ,
= (2 ) ,
d−α ν
γ −η ν
 (2) 
where d  is the dimension of space. Since in classical statis-
tical mechanics statics and dynamics totally decouple from 
each other, the dynamical exponent z  is independent of 
other critical exponents. Remarkable feature of the second 
order phase transitions is their universality. The latter is 
determined by the symmetry of the order parameter in the 
ordered phase and by the dimension d . 
However, during the last decades, other phase transi-
tions attract the attention of physicists. In those phase tran-
sitions, which take place at zero temperature (in the ground 
state) the non-thermal governing parameter g (like the press-
ure, magnetic field, chemical composition, etc.) regulates 
their behavior. Such phase transitions are known now as 
quantum phase transitions, or quantum critical points [3]. 
At the point = cg g  (called the quantum critical point) 
quantum, not thermal, fluctuations destroy the long range 
ordering. The characteristic energy scale, at which quan-
tum fluctuations are essential is cω . Quantum fluctuations 
become more important for >c Tω  (we use the units, in 
which Boltzmann’s constant is unity = 1Bk ). When the 
typical frequency scale goes to zero, we have | | zc t
νω ∝ . 
For 1/| |< zct T
ν  quantum fluctuations become unimportant, 
and one can use classical description of phase transitions. 
On the other hand, in the ground state the behavior of the 
characteristics of the phase transition become totally quan-
tum, and we have | | zc cg g
νω ∝ − . 
While the behavior of equilibrium phase transitions is 
by now relatively well understood, the behavior of physical 
systems, especially, of quantum systems out of equilibrium, 
is understood much less. Quantum systems out of equi-
librium, e.g., after abrupt changes of their parameters, are 
basically not susceptible to general principles of equilibri-
um systems. This is why, studies of non-equilibrium dy-
namics of quantum many-body models are necessary for 
the fundamental understanding of how mechanics emerges 
under the unitary time evolution. The time evolution of 
averages depends on the initial state through the values of 
a large number of parameters of the quantum system. It dis-
agrees with the standard ensembles of statistical mechan-
ics, which use few conserved values of the dynamical sys-
tem and usually describe the behavior after relaxation. In 
the isolated system the energy is a conserved quantity. In 
the absence of other conserved quantities generic isolated 
systems are believed to relax to thermal equilibrium, i.e., to 
the Gibbs ensemble with an effective temperature, known 
as thermalization [4]. Thermalization should occur inde-
pendently of the initial state of the system, and it is im-
portant to study the case in which the system is initialized 
in the highly excited eigenstate at the finite density of the 
energy. The dynamics then is simple. However the 
thermalization requires the statistical mechanics to be en-
coded in the chosed eigenstate, which is formulated as the 
eigenstate thermalization hypothesis [4]. The system re-
mains in a pure state at all times, and the reduced density 
matrix of a small subsystem should take a Gibbs form with 
the effective temperature, depending only on the energy 
density of the chosen state. The expectation values of local 
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observables in this eigenstate are smooth functions of the 
energy, which coincide with the microcanonical ensemble 
at the corresponding density of the energy. On the other 
hand, integrable systems evolve to a generalized Gibbs 
ensemble [5] due to the presence of the infinite number of 
integrals of motion in integrable systems. Contrary, models 
with weak integrability-breaking interactions exhibit tran-
sient behavior, with local observables relaxing to non-
thermal values, known as pre-thermalization [6]. Common 
believe is that at «sufficiently long times» pre-termalized 
systems thermalize. 
Abrupt changes of some parameters lead to the unitary 
time evolution, and the final (long time) state strongly de-
pends on the type of the system. Their studies can provide 
the information of how fast correlations spread in quantum 
systems, whether averages can decay to some time-inde-
pendent values, and which parameters can govern those 
processes. The study of dynamics of the quantum coher-
ence is very important for the modern theory of quantum 
computation, where namely sudden changes are used to 
govern the behavior of ensembles of qubits [7]. On the 
other hand, the study of sudden changes is very important 
in the context of experiments on ultracold gases [8], THz 
pulses [9] observed in solids [10], or high magnetic field 
experiments in pulse fields [11]. For ultracold gases, for 
instance, the coherence is maintained for much longer 
times than for usual condensed matter, and the time evolu-
tion of a quantum system after the abrupt changes has be-
come an important concept. 
Very recently, the novel concept of phase transitions 
has been pioneered [12]: the dynamical quantum phase 
transitions. Below we review the main ideas of this very 
interesting and quickly developing field of modern quan-
tum physics. 
1. Fisher’s zeros 
Analyzing the behavior of lattice magnetic models in 
statistical mechanics it is often useful to express the parti-
tion function as a polynomial of the temperature or the 
external magnetic field. The properties of a polynomial are 
totally determined by the behavior of its roots. This is why, 
the knowledge of the behavior of zeros of the partition 
function gives us the possibility to know the total thermo-
dynamics of the studied system. In particular, the know-
ledge of the distribution of such zeros permits to describe 
exactly thermodynamics of the considered problem. 
According to the Lee–Yang theorem [13] the partition 
function of a statistical model (with ferromagnetic interac-
tions) is the function of an external magnetic field, then all 
zeros of the partition function are imaginary (or after the 
change of variables they are distributed on a unit circle). 
Consider the Hamiltonian 
 
,
= ,jk j k j j
j k j
J S S H S− −∑ ∑  (3) 
where jS  are Ising spin variables, > 0jkJ  are ferromagnetic 
coupling constants, and jH  is the external field. The parti-
tion function of the system with the Hamiltonian  can be 
written as [14] (here we normalize all values of jkJ  and 
jH  by the real positive temperature T ) 
 1 1 2 2= exp ( ) ( ) ( ) ( ) ,N NZ d S d S d S− µ µ µ∫    (4) 
where jdµ  is the even measure on real R , which decreases 
at infinity, i.e., 
2
e | ( ) | <bS jd Sµ ∞∫ , with any real b  be-
longing to R . Suppose all zeros of the generalized Fourier 
transformation of the measure e ( ) 0HS jd Sµ ≠∫  are real 
for any complex h. Then, if the values jz  have the positive 
real part, the partition function is nonzero, ( ) 0jZ z ≠ . In 
other words, the partition function vanishes for purely im-
aginary magnetic fields jH . In the Ising model the above 
mentioned measures are related to the set of values 1± , so 
that the partition function can be considered as a function 
of the variables = exp ( )x zπ . After such a change of varia-
bles we see that all zeros of x  lie on the unit circle | | = 1z . 
If the partition function has no zeros, then the free energy 
is the analytic function, and corresponding system does not 
undergo a phase transition. Contrary, if zeros of the parti-
tion function do close onto the positive real axis of z , each 
of such roots would correspond to a discontinuity of the 
derivative of the free energy, i.e., to the phase transition of 
the Ising model. The density of roots determines the order 
of the phase transition. Lee and Yang have generalized this 
result to any problem of lattice gases with pairwise attrac-
tion between particles on a lattice (the condition of the 
finite even measure at infinity is translated to the infinite 
repulsion of particles, if two of them occupy the same site). 
The consequences of the Lee–Yang theorem are, e.g., that 
the lattice gas cannot undergo more than one phase transi-
tion, which corresponds to = 1z . In particular, for the Ising 
model the H –T  phase diagram contains smooth lines, ex-
cept possibly at zero magnetic field (i.e., at = 1z ). 
In fact, Fisher [15], instead of the analytic continuation 
of the external field to complex values, as Lee and Yang did, 
proposed to study the analytic prolongation of the partition 
function to complex temperatures ( ) ( )Z T Z z→ , where 
Fisher’s zeros are determined from ( ) = 0jZ z . As the size 
of the system goes to infinity, Fisher’s zeros approach the 
real axis. 
The density of the free energy can be written in the 
thermodynamic limit L →∞ , where L  is the number of 
sites, as 
 ln ( )( ) = .lim
L
Z zf z
L→∞
−  (5) 
All contributions to the partition function are terms like 
exp( )jzE− , where jE  are eigenvalues of the Hamiltonian, 
and, hence, they are entire functions of z . Therefore, for 
a finite L the partition function is also an entire function of z. 
According to the Weierstrass factorization theorem [16] 
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the partition function (as any entire function with zeros) 
can be written as 
 ( )( ) = e 1 ,h z
jj
zZ z
z
 
−  
 
∏  (6) 
where ( )h z  is also the entire function. Therefore, we can 
write for the density of the free energy 
 1( ) = ( ) ln 1 .lim
L jj
zf z h z
L z→∞
  
 − + −     
∑  (7) 
The nonanalytic part of the free energy per site is deter-
mined, this way, only by zeroes jz : 
 
1( ) = ln 1 .lims
L jj
zf z
L z→∞
 
− −  
 
∑  (8) 
In the thermodynamic limit the sum becomes an integral 
over some continuous variable x  
 ( ) = ln 1 ,
( )
s
jX
zf z dx
z x
 
− −  
 
∫  (9) 
where X  is the region, corresponding to the set of j . After 
the transformation of the integral we get 
 
( )
( ) = ( ) ln 1s
z X
zf z dz z
z
 − ρ − 
 ∫     (10) 
where ( )zρ   is the Jacobian determinant, which can be con-
sidered as the density of zeroes in the complex plane [17]. 
It is possible to extend the integration over the full com-
plex plane by setting ( ) = 0zρ  for z  not belonging to ( )x X . 
Consider now the real part 
 ( ) = Re [ ( )] = ( ) ln |1 ( / ) | .sz f z dz z z zφ − ρ −∫     (11) 
For =z u iv+  the function ln | |z  is Green’s function of the 
two-dimensional Laplacian 2 2 2 22 = ( / ) ( / )d u∆ ∂ ∂ + ∂ ∂v , i.e., 
 2 ( ) = 2 ( ) .d z z∆ φ − πρ  (12) 
It means that the density of the free energy can be inter-
preted as the electrostatic potential ( )zφ  produced by the 
charge density ( )zρ  in two dimensions. Hence, the behav-
ior of the free energy at critical points is equivalent to the 
behavior of the electrostatic potential at surfaces. If zeros 
form lines in the complex plane, then it is possible to de-
duce the order of the phase transition directly from the 
density of zeros [18]. Zeros can form areas in the complex 
plane. These areas can not cover the physical axis for equi-
librium phase transitions. However, see below, it is possi-
ble for dynamical phase transitions. 
For example, for the Ising model, in the thermodynamic 
limit Fisher’s zeros in the complex temperature plane ap-
proach the real axis at the critical value of the temperature 
= 1/ cz T . It is the direct indication of the phase transition. 
For the two-dimensional Ising model Fisher showed that 
his zeros lie also on a unit circle. However, later it was 
understood that it is rather exception than the rule, and it is 
impossible to formulate the analog of the Lee–Yang theo-
rem for Fisher’s zeros [17]. Fisher’s zeros form smooth 
curves, and can, generally speaking, densely occupy entire 
regions in the complex plane z . However, in contrast to the 
Lee–Yang zeros, the partition function with Fisher’s zeros 
is not a simple polynomial in the complex temperature 
plane. In a finite system phase transitions cannot occur, 
and the Fisher zeros are isolated and do not lie on the real 
axis in the complex temperature plane. However, in the 
thermodynamic limit Fisher’s zeros coalesce into lines or 
areas, which can cross the real axis. Such a crossing signal 
the breakdown of the analytic continuation of the density 
of the free energy as a function of temperature. 
2. Loschmidt amplitude 
The second law of thermodynamics, related to the con-
cept of the time reversal, was the subject of many discus-
sions. One of them between Joseph Loschmidt and Ludwig 
Boltzmann, is known as the Loschmidt paradox. Loschmidt 
pointed out that due to the time-reversal invariance of clas-
sical mechanics, an evolution must exist, in which the en-
tropy of the considered system can decrease [19]. As an 
example, he considered the case of gas in which all veloci-
ties of molecules reverse their sign. Then the entropy of the 
system would decrease, violating the second law of ther-
modynamics. Boltzmann answered [20] that such a time-
reversal is impossible. He pointed out the statistical inter-
pretation of the second law of thermodynamics for generic 
macroscopic systems. Boltzmann’s statement is naturally 
true for statistical mechanics, however, the Loschmidt pa-
radox can be important for the study of time-reversal dy-
namics of quantum systems. 
In the isolated quantum system the time evolution is 
unitary. It implies that if one considers the pure state, then, 
after the evolution the isolated system remains in the pure 
state. On the other hand, the connection to the environment 
yields absence of such a conservation, i.e., to the decohe-
rence. Namely the decoherence, that is related to the inter-
ference with the degrees of freedom of the environment of 
the studied quantum system, produces the classical behavior 
of the macroscopic systems. The decoherence is the reason 
for limitation of the use of many quantum systems as ele-
ments of a quantum computer [7]. 
Considering the time evolution of a quantum system it 
is often instructive to study the behavior of the so-called 
Loschmidt amplitude (or the Loschmidt echo). It is deter-
mined as 
 / /2 10 0( ) = | e e | ,
i t i tG t −〈Ψ Ψ 〉    (13) 
Low Temperature Physics/Fizika Nizkikh Temperatur, 2016, v. 42, No. 11 1243 
A.A. Zvyagin 
where 0| Ψ 〉  is the wave function of a quantum system at 
time = 0t , 1  is the Hamiltonian governing the forward 
evolution, and 2  is the Hamiltonian governing the back-
ward recovery evolution. In such a description the 
Loschmidt echo defines the degree of (ir)reversibility of 
the quantum system. From the other viewpoint, it can be 
considered as the overlap at time t  of two time-evoluted 
wave functions under the effect of two Hamiltonians, 1,2 , 
i.e., the Loschmidt amplitude can be considered as the 
measure for the response of the evolution of a quantum 
system to perturbations, the fidelity. The Loschmidt ampli-
tude as the measure of the time-reversal, permits to quanti-
fy the decoherence effects. The Loschmidt amplitude is 
usually the decreasing function of time. The main problem 
is to determine the way of such a decay. It is determined by 
the most important physical processes, while less import-
ant are filtered out by the Loschmidt echo. The return pro-
bability (for 2 1=  ) can be defined as 
 2 ( )( ) | ( ) | = e .Ll tt G t −≡  (14) 
The Loschmidt amplitude is related to many aspects of 
research activity of physicists. Here we can mention, e.g., 
the spin echo in nuclear magnetic resonance [21], consider-
ation of dynamics of nonlinear waves, studies of the quan-
tum chaos, the decoherence in open quantum systems, and 
statistical mechanics in small systems. It was predicted to 
be important in many experiments with ultracold atoms 
trapped in optical cavities [22]. Last but not the least, the 
Loschmidt amplitude is used in the theory of dynamical 
quantum phase transitions, which we analyze below. We 
will mostly consider the response of a quantum system to 
the global perturbation, i.e., the one, which affects all (or 
the main part) of the phase space of the system under the 
time evolution. 
Consider the Loschmidt amplitude for the case in which 
the backward evolution is excluded, i.e., 2 = 0  (and 
1 ≡ ). This can be related, e.g., to the situation of the 
quantum quench, which is the evolution of the quantum 
system after the sudden change of some parameter(s) of the 
Hamiltonian of the considered system. The Loschmidt am-
plitude then describes the evolution of the initially pre-
pared in some initial (pure) eigenstate 0| Ψ 〉  of the Hamil-
tonian 0 , under the dynamics, which is regulated by  
(with the changed parameter). One can see that ( )G t , i.e., 
the overlap of the time-evolved quantum state with itself at 
= 0t , in this case is similar to the partition function 
( ) = Tr [exp ( )]Z z z−   as the function of the complex tem-
perature, as Fisher suggested, if one considers instead of 
time the complex variable z . We can again determine the 
density 
 ln ( )( ) = ,lim
L
G zf z
L→∞
−  (15) 
where 0| Ψ 〉  play the role of boundary states (for the parti-
tion function). We have shown above that the breakdown 
of the high-temperature expansion of the partition function 
signals about the temperature-driven phase transition. Then, 
the nonanalytic time evolution of the Loschmidt amplitude 
can be considered as the breakdown of the short time ex-
pansion at a critical time. It permitted to call such a situa-
tion as the dynamical (quantum) phase transition. In most 
of considered so far cases, the ground state of the quantum 
system defines 0| Ψ 〉 , and, the nonanalyticity of the time 
evolution at the critical time can be determined as the dy-
namical quantum phase transition. 
Let us return to the analogy between the density of 
the free energy (now the density of the Loschmidt ampli-
tude) and the behavior of the electrostatic potential in a 
plane [23]. Consider the density of zeros 1( )zρ  in the area I, 
and the density 2 ( )zρ  in the area II. At the boundary be-
tween areas there is a discontinuous change in the density 
of zeros. Let 1,2φ  to be the solutions of the Laplace equa-
tion with corresponding density. Then consider the behav-
ior of ( )zφ  at the intersection of the boundary with the real 
time axis. Through Stokes’ theorem we get 
 
2 2
1 22 2( ) = ( ) ,z zy y
∂ ∂
φ φ
∂ ∂
 (16) 
where y  is the coordinate, parallel to the boundary. Then, 
we transform to the other set of co-ordinate 
 
= ,
cos sin
= ,
x yt
y y
+
α α
′
 (17) 
where α is the angle between t  and x  (the latter is normal 
to the boundary). Combining it with the Laplace equation 
we get 
2 2
22 1
2 2( ) (1 ) ( ) = 2 ( ) ,cos sin ( )
i i iz z z
t y
− −∂ ∂α φ + + α φ − πρ
′∂ ∂
 
  (18) 
or 
 
2
2
1 2 1 22 [ ( ) ( )] = 2 cos [ ( ) ( )] .z z z zt
∂
φ − φ − π α ρ −ρ
∂
 (19) 
It means that if the area of zeros of the Loschmidt ampli-
tude overlaps the real time axis, the second derivative of 
the real part of the dynamical free energy is discontinuous. 
3. Dynamical quantum phase transitions 
in the transverse field Ising chain 
We start the description of dynamical quantum phase 
transitions using as an example the one-dimesional chain 
of Ising spins-1/2 in the transverse magnetic field [12]. 
Such a model often serves as a paradigm for the behavior 
of quantum phase transitions. The Hamiltonian of the 
model can be written as 
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 1= 2 ,
x x z
j J j
j j
J S S H S+− −∑ ∑  (20) 
where J  is the exchange constant, H  is the external mag-
netic field, and ,x zjS  are operators of projections of a spin 
1/2 situated at the site j . The Hamiltonian can be diagonal-
ized using the Jordan–Wigner, Fourier, and Bogolyubov 
transformation. The Jordan–Wigner transformation [24] 
yields 
 † † † †1 1= ( H.c.) 2j jj j jjj j
LHJ c c c c H c c+ +− + + + −∑ ∑ ,  
  (21) 
where †jc  ( jc ) creates (destroys) a fermion at the site j . 
Fourier transformation and Bogolyubov transformation 
yields †
>0
= [ (1/ 2)]k kk
k
b bε +∑ , where 
 2 2 2( ) = ( cos ) sin .k k H H J k J kε ≡ ε − +  (22) 
Fermions fulfill either antiperiodic or periodic boundary 
conditions. Those are usually refereed to as the Neveu–
Schwarz, or Ramond sectors, respectively. The momenta k  
are quantized as either half-integer or integer of 2 / Lπ , re-
spectively, = (2 1) /k n Lπ +  for antiperiodic, and = 2 /k n Lπ  
for the periodic boundary conditions. It is well known that 
in the ground state the system undergoes the quantum phase 
transition. For < =cH H J  the Ising chain is ordered with 
the order parameter xjS〈 〉  [25]. In this phase the transverse 
field Ising model possesses two degenerate ground states 
| ±〉 , in which 0xjS〈 〉 ≠ . On the other hand, for > cH H  the 
system is disordered and the ground state is unique. The 
correlation length diverges at cH  with the correlation func-
tion exponent = 1ν . Nonzero temperature destroys magnetic 
ordering, as usual for one-dimensional quantum systems. 
Now we are in position to describe the dynamical quan-
tum phase transitions in the transverse field Ising chain. 
Suppose for < 0t  the system was in equilibrium with the 
Hamiltonian  with 0=H H . Then, at = 0t  the value of 
the magnetic field is suddenly changed to 1H  (i.e., we have 
the quantum quench situation). Then the density of the 
logarithm of the Loschmidt amplitude is the rate function 
of the return amplitude, ( ) = exp [ ( = )]G t Lf z it− . The latter 
can be rewritten as 
   ( )2 ( )/2 2 1
0
1( ) = ln e ,cos sin
2
z Hkk kf z dk
π
− ε− φ + φ
π ∫
  (23) 
where 0 1= ( ) ( )k k kH Hφ θ − θ , and 
 sintan [2 ( )] = .
cosk
J kH
H J k
θ
−
 (24) 
Here we have dropped the contribution from the ground 
state (zero oscillations) 1(1/ 2) ( )kk Hε∑ , because it obvi-
ously does not contribute to dynamics. Notice that the re-
turn probability is ( ) = exp ( [ ( = ) ( = )]).t L f z it f z it− + −  
The description above only applies to quenches starting 
from the unique ground state for the fermionic model, i.e., 
to the Neveu–Schwarz sector for any finite system. In the 
paramagnetic phase > cH H  this state corresponds to the 
superposition of two degenerate ground states | ±〉  [26]. 
This is why, the situation with quantum quenches starting 
from one of the spin-polarized phases | ±〉  cannot be de-
scribed by Eq. (23). However, when one starts from either 
of two degenerate ferromagnetic states, the cusps in the be-
havior of some time-dependent characteristics of the trans-
verse field Ising chain persist, see below. The Loschmidt 
amplitude, that way, measures the effect of the quench on 
the system. On the other hand, dynamical quantum phase 
transitions occur whenever the initial state is orthogonal to 
the time-evolved state after the quantum quench. 
Then we can use the definition of Fisher’s zeroes (how-
ever for the Loschmidt amplitude). Zeroes of Eq. (23) coa-
lesce in the thermodynamic limit L →∞  to the family of 
lines [12] 
 [ ]
1
( ) = 2ln tan (2 1) .
2 ( )n kk
z k i n
H
φ + π +
ε
  (25) 
It is easy to show that = = 0k πφ . On the other hand, the 
value =0kφ  depends on the relative values of 0H  and 1H . 
Namely, if both 0H  and 1H  are within the same phase (i.e., 
both of them are smaller or larger than cH ), we have 
=0 = 0kφ . If one of fields, say, 0 > cH H , and the other 
1 < cH H  (or vice versa) we get =0 = / 2kφ π . This case des-
ribes the quantum quench across the quantum critical point. 
Finally, if one of 0H  or 1H  is equal to cH  we get 
=0 = / 4.kφ π  It describes the quench to or from the quan-
tum critical point. 
It means the following. The line of Fisher’s zeros cut 
the time axis (Re ( ) = 0z ) for a quench across the quantum 
critical point, i.e., 
0
lim Re ( ) =n
k
z k
→
∞  and lim Re ( ) = .n
k
z k
→π
−∞  
This behavior of Re ( )nz k  for several values of 0H  (and 
1H  fixed) is shown in Fig. 1. 
It can be shown that such a behavior remains unchang-
ed for any (not sudden) change of the parameter of 
the Hamiltonian (ramping). Suppose the value 1H  is reach-
ed at =t τ. Then, for such a general ramping ( )H t  with 
0( = 0) =H t H  and 1( = ) =H t Hτ  one can define 
0| = | ( )Ψ 〉 Ψ τ 〉 , where | ( )tΨ 〉  is the eigenfunction of the 
Schrödinger equation 
 | ( ) = [ ( )] | ( )ti H t t
t
∂ Ψ 〉
Ψ 〉
∂
  (26) 
with the initial condition 0 0| ( = 0) =| ( )t HΨ 〉 Ψ 〉 . 
For quenches across the quantum phase transition point 
the nonanalytic behavior of the Loschmidt amplitude and 
the return probability at special times *nt  
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n
k
H H n
t n
H H H J H
π + +π  = + = ε   − −

  (27) 
follows the behavior of the Fisher zeros [27]. Here the value 
*k  is determined from the condition *Re ( ) = 0nz k , which 
for the transverse field Ising chain is 
 
2
0 1*
0 1
cos = .
( )
J H H
k
J H H
+
+
 (28) 
The example of the time dependence of the density of the 
return probability ( )l t  is shown in Fig. 2 for 1 = 0H  and 
0 = 0.5 cH H  and 0 = 3 cH H . One can see that the density of 
the return probability manifests discontinuities (cusps) at 
special values of *=t t  for the quantum quench across the 
quantum critical point. It is the manifestation of the dy-
namical quantum phase transitions. Contrary, for the quan-
tum quench in the same phase, there is a periodicity of the 
density of the return probability with the period * /t , 
however there are no discontinuities and time evolution of 
the rate function is completely smooth. 
It turns out that the time dependence of Fig. 2 shows 
only periodicity, without relaxation. It is the special case, 
related to the simple limiting case 1 = 0H . Here * 1( ) = ,k H Jε  
and, hence, the real part of the Fisher zeros at *=k k  is 
equal to zero, *Re ( ) = 0nz k , and, therefore there is no 
relaxation of ( )l t . In general, for 1 0H ≠  the time depend-
ence of the density of the return probability reveals period-
ic oscillations, which decrease with time, due to nonzero 
*Re ( )nz k . 
It is important to stress that the mode *k  is distingushed 
because in the ground state the occupation of that mode is 
* = 1/ 2kn  in the basis of eigenstates of the final Hamilto-
nian 1( )H . Modes with *>k k  have the thermal occupa-
tion < 1/ 2kn , natural for positive temperatures. However, 
modes with *<k k  have inverted population > 1/ 2kn , 
which is reminiscent of the formally negative effective 
temperature. Hence, the mode with *k  corresponds to the 
infinite effective temperature. For any quantum quenches 
across the quantum critical point such a mode exists, and, 
hence, the lines of Fisher’s zeros cut the time axis (qua-
si)periodically, implying dynamical quantum phase transi-
tions. The existence of such a mode in relation to spatial 
correlations was discussed [28]. 
In fact, the short time expansion for the rate function 
( )f z  (or for the Loschmidt amplitude ( )G z  and the return 
probability ( )z ) is broken down in the thermodynamic 
limit if there exists a quench across the quantum critical 
point. It is totally analogous to the breakdown of the high-
temperature expansion of the free energy (or the partition 
function) for the phase transition in equilibrium. It is inter-
esting to notice that for slow ramping * 1( )k Hε  plays the 
role of the mass (gap) 1 1( ) = | |cm H H H−  of the final state 
Hamiltonian of the transverse Ising chain. Here the system 
can be described in terms of massive Majorana fields [29]. 
That mass is the only energy scale in the equilibrium 
for the Ising chain for 1=H H . On the other hand, this en-
ergy is related to the new energy scale, which is generated 
by the quantum quench. In the vicinity of the quantum crit-
ical point of the system, described by the finite Hamiltoni-
an, 1 = cH H + δ ( cHδ ) one gets that * 1| | ( )k m Hε ∝ δ , 
and, therefore, *kε  becomes different from the mass (gap). 
Dynamical quantum phase transitions in the transverse 
field Ising chain manifest themselves also in the time de-
Fig. 1. Dependence of Re nz  of the transverse Ising chain on the 
wave vector k  for 1 = 0H  and 0 = 0.5 cH H  (black dotted line), 
0 = cH H  (dashed line), and 0 = 2 cH H  (solid line). 
Fig. 2. Time dependence of the density of the return probability 
( )l t  of the transverse Ising chain for 1 = 0H  and 0 = 0.5 cH H  
(solid line) and 0 = 3 cH H  (dashed line). 
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pendence of the order parameter after the quantum quench. 
For the transverse field Ising chain the ground state order 
parameter is xjS〈 〉 , which is nonzero for < cH H . The cal-
culation of the time dependence of the order parameter was 
performed in [26,30]. For quenches, starting in the disor-
dered phase 0 > cH H , the order parameter is zero because 
the symmetry 2Z  (between states | ±〉 ) remains unbroken 
[26,31]. According to [26,31] after the quantum quench, 
which starts in the ordered phase and finishes in the or-
dered phase 0 1, < cH H H , the ground-state time depend-
ence of the order parameter is 
 11
10
sin1= exp ln | cos | || ,
2 ( )
x
j k
k
H ktS C dk
H
π 
 〈 〉 ∆
 πε 
∫

  (29) 
where 
 
2 2 2 2 2
0 1 1 0
1 2 2 2 1/4
0 1 0
( )( )
= ,
2 ( )
J H H J H J H
C
J J H H J H
− + − −
− −
 (30) 
and 
 
2
0 1 0 1
0 1
( ) cos
cos( ) = ,
( ) ( )k k k
H H J H H k J
H H
− + +
∆
ε ε
 (31) 
i.e., the order parameter decays with time exponentially. It 
is clear, because in equilibrium the order parameter exists 
only for < cH H . On the other hand, for 0 < cH H , and 
1 > cH H , i.e., for the quantum quench across the quantum 
critical point, one has [26] 
 12
10
sin1= exp ln | cos | ||
2 ( )
x
j k
k
H kdktS C
H
π 
 〈 〉 ∆ ×
 πε 
∫

  
 1/2*[1 cos (2 / ) ] ,k t× + ε + α +   (32) 
where α is some constant and 
 
2 2
0
2
0
= .
( )
H J H
C
J H H
−
+
 (33) 
It means that the exponential decay in time is multiplied by 
the oscillatory behavior with the period of oscillations re-
lated to Fisher’s zeros. The time dependence of the order 
parameter after the quantum quench across the quantum 
critical point is shown in Fig. 3. One can clearly see quasi-
periodic cusps related to Fisher’s zeros at *= nt t . 
4. Full counting statistics approach 
We have shown above the analogy between the equilib-
rium statistical mechanics and non-equilibrium characteris-
tics of quantum systems. There exists another approach that 
uses the full counting statistics methods [32]. The moment 
generating function for time-integrated observables is con-
sidered as the partition function. Such an approach is known 
as the s-ensemble one, where the counting field s is ele-
vated to that of thermodynamic variable [33]. Similar fea-
tures in the long-time behavior of the cumulant generation 
function were identified as phase transitions in the full 
counting statistics [34]. To remind, the cumulant generat-
ing function ( )K t  is by definition the logarithm of the mo-
ment generating function of the random variable X , i.e., 
( ) = ln [exp ( )]K t E tX  with cumulants nκ  being obtained 
from the power series expansion 
=0
( ) = / !nn
n
K t t n
∞
κ∑ , so 
that nth cumulant can be obtained by differentiating the 
above expansion n times and evaluating the result at zero 
( )= (0)nn Kκ . Singularities in the cumulant generating func-
tion of the Loschmidt amplitude correspond to dynamical 
quantum phase transitions. We examine the moments of a 
time-integrated observable of the closed quantum system 
= ( )tQ dt q t′ ′∫ , where ( )q t′  is the operator, associated with 
the observable of interest in the Heisenberg representation. 
Then time evolution operator ( ) = exp ( / )s sT s it−  , 
where =sH isq−  can be used for the moment generat-
ing function of tQ  as 
†( ) = ( ) ( )t t tZ s T s T s〈 〉, and moments 
are their derivatives, while the logarithm of the moment 
generating function is the cumulant generating function 
( ) = ln ( )t tA s Z s . Then we can consider the long-time limit 
,
( ) = lim [ ( ) / ]t
L t
s A s Lt
→∞
α . Let us, following [35] consider 
the cumulant generating functional for the transverse field 
Ising model 
 2 2 1/22
0
1( ) = Im [( cos ) ] .sins H is J k J k dk
π
α + − +
π ∫  (34) Fig. 3. Time dependence of the density of the order parameter of 
the transverse Ising chain for 0 = 0H  and 1 = 3 cH H  and = / 2α π
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We can consider it as the dynamical free energy of the 
transverse field Ising model in the complex field H is+ . 
Then it is possible to introduce the dynamical order param-
eter ( ) /s s−∂α ∂  and the susceptibility 2 2= ( ) /s s sχ −∂ α ∂ . 
Then the properties of the considered model depend on the 
parameters H  and s. We can plot the ground state H –s 
phase diagram where the circle 
 2 2 2=H s J+  (35) 
determines the quantum critical line, at which the gap of 
excitations of the considered model is closed at particular 
value of k . For | |<H J  the critical value is given by 
= sinc Hs k , with cos = /Hk H J . The region inside the 
circle is dynamically ordered phase, and the other one is 
the dynamically disordered phase. One can show that this 
line corresponds to the second order phase transitions, be-
cause the second derivative of ( )sα  is divergent. At the end 
points of the quantum critical line at = 0s  the second order 
phase transitions appear. Each point of this phase diagram 
can be associated with the state | = ( ) |limt ts T s i→∞〉 〉 for 
the initial state | i〉  (for the transverse field Ising model it is 
the vacuum state) with the necessary normalization. Notice 
that such a state is independent of the initial state provided 
the latter has a finite overlap with it. For >H J  the state 
| s〉 is proportional to the product over > 0k  of states with 
single fermion modes |1k s〉  of the transverse field Ising 
chain with 0s ≠  with k  and k− . For <H J  the state | s〉 is 
proportional to the product over > 0k  of states with zero 
fermion modes | 0k s〉  with k  and k− . Finally, for 
< <J H J− , it is the product over < Hk k  of zero fermion 
modes with k±  times the product over > Hk k  of single 
fermion modes with k± . The state | s〉 is the state, which 
can be obtained under the evolution from ( )tT s . The opera-
tor ( )tT s  can be related to the evolution of the density ma-
trix via the Liouville-like equation as 
 ( ) = [ , ( )] { , ( )} ,i t t is q tρ ρ − ρ  (36) 
which is the Lindblad master equation [36] 
 ††( ) = [ , ( )] 1 { , }
2i i ii
iL Li t t i L L
 ρ ρ + ρ − 
 
ρ∑  (37) 
with † =i iiL L sq∑ , and without recycling terms. For the 
transverse field Ising chain the Lindblad operator iL  has 
the meaning of the spin lowering (jump) operator, and s 
plays the role of damping. The states | s〉 can be prepared 
by coupling of the considered system to that simple Mar-
kov environment. If the system is evolved without emis-
sion, we get the state | s〉. Then, the quantum quench can 
be considered as the dynamics of the initially prepared 
state | s〉 , decoupled from the environment, under the ac-
tion of the Hamiltonian . Similar to the previous section, 
it is possible to introduce the density of the return probabil-
ity ( )l t  for the complex transverse field Ising model. It can 
be divided into two contributions, for the integrations with 
respect to k : for 0 Hk k≤ ≤ , and for Hk k≤ ≤ π. Hence, 
there are two families of Fisher’s zeros. The definition of 
zeros for the first one is similar to the previous definition. 
On the other hand, for the second one, it is related to the 
emergent nonanalytic behavior at the limits Hk  of the inte-
grals. In both cases these Fisher’s zeros lie on the real time 
axis so that the angles skφ  (introduced analogously to the 
ones in the previous section, but for 0s ≠ ) satisfy the con-
dition | cos | = | sin |s sk kφ φ . Fisher’s zeroes cross the real 
time axis when the initial | s〉  lies in the dynamically disor-
dered phase, and | | >H J . The occupation mode for = 0s  
of Hk  is equal to 1/2. Hence, the mode Hk  in this language 
is analogous to *k . This mode defines the critical charac-
teristics of the full counting statistics of the time-integrated 
magnetization of the transverse complex field Ising model. 
It turns out that dynamical phase transitions in this ap-
proach emerge even out of the quantum criticality. 
Now, we can show how the dynamical properties of the 
system out of equilibrium can be connected to the topology. 
Topological quantum numbers provide the way for charac-
terization of the ground-state properties of many-body quan-
tum systems [37], and new geometric interpretation of quan-
tum phase transitions [38]. 
One of the generally used measures of geometric prop-
erties of the system is the Pancharatnam–Berry phase [39] 
(let us call it just Berry phase below, following the used 
practice). It is the phase difference acquired over the 
course of a cycle, when a considered system is subjected to 
cyclic adiabatic processes. It results from the geometrical 
properties of the parameter space of the Hamiltonian of the 
system. For example, let us consider the manifold of Ham-
iltonians defined with some parameters λ. The natural 
measure of the distance between the ground states | 0( )λ 〉 
of this manifold [40] is 
 2
,
1 | 0( ) | 0( ) | = ,d g d dµ νµν
µ ν
− 〈 λ λ + λ 〉 λ λ∑  (38) 
where gµν is the geometrical tensor 
 = 0( ) | | 0( 0( ) | | 0( 0( ) | | 0( ,gµν µ ν µ ν〈 λ ∂ ∂ λ〉 − 〈 λ ∂ λ〉〈 λ ∂ λ〉   
  (39) 
where / µ∂µ ≡ ∂ ∂λ , and the partial derivatives for µ and ν 
act to the left, and to the right, respectively. The Berry cur-
vature Fµν is related to the imaginary part of the geometric 
tensor 
 = 2 Im [ ] = ,F g A Aµν µν µ ν ν µ− ∂ − ∂  (40) 
where = 0( ) | | 0( )A iµ µ〈 λ ∂ λ 〉  is the Berry connection. The 
Berry phase   is the line integral 
 = .
S
d
∂
λ∫ A  (41) 
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The transport along a two-dimensional manifold leads to 
the Chern number of the system; it is related to the surface 
integral of the Berry curvature 
 1= .
2
M
F dSµν µνπ ∫  (42) 
If the manifold is closed then the Chern number is inte-
ger [41]. 
Now, consider the evolution of the ground state under 
the quantum quench from the initial state 0=i Hλ  with the 
Hamiltonian determined by 1=f Hλ . The time evolution 
for the transverse field Ising model factorizes into contri-
butions from each k -sector, and the wave function is the 
Cooper pair-like one 
 2 ( ) / † †,| = [cos e sin ] | 0 .
i H tkk t k k k ku i b b
− ε
−〉 φ − φ 〉
  (43) 
Notice, that the time evolution of the states does not obey 
the global (1)U  symmetry (up to the multiplier exp ( 2 )i− ϕ ), 
while the Hamiltonian does. For the manifold of values of 
k  and ϕ  the Berry curvature and the Berry phase are time-
independent, although quenched states depend on time. 
The states are uniquely defined for 0 ,≤ ϕ  k ≤ π. The excit-
ed states are orthogonal to the ground state. The states at 
=k π do not depend on ϕ , independent on the quench 
ramping protocol. For 0k →  the behavior is more complex. 
Namely, within the same phase = 0k  states are ϕ-inde-
pendent, 0sin = 0k→φ , and, hence, the considered mani-
fold is equivalent to the 2S -sphere. However, if we consid-
er the quench across the quantum critical point, we have 
0sin = 1k→φ  and states depend on ϕ  (up to a global phase, 
which can be removed by the gauge transformation), which 
again leads to the 2S -sphere. This is why, the critical dy-
namical phase transitions correlate with the need to gauge 
fix the = 0k  modes when considering the topology of the 
manifold. This, in turn, alters the Chern number associated 
with the manifold of quenched states. One can choose 
2= sin kφ . For quenches within the same phase we have 
= 0 , and for quantum quenches across the quantum criti-
cal point we have = 1 . 
In the full counting statistics approach one can use the 
states | ks 〉 ( >0| = |k ks s〉 ⊗ 〉 , and | = exp ( / ) |ts i t s〉 − 〉  ) 
instead of the states ,| k tu 〉 . The geometry of the ground 
state of the system manifests the signatures of the quantum 
critical line. Diagonalizing both s  and  one can express 
the state | ts 〉  in terms of fermionic modes of the final 
Hamiltonian  of the transverse field Ising chain. Then, 
after the gauge transformation, we get | ( )s ϕ 〉 , with the Ber-
ry phase 
0
= ( ) | | ( ) .i d s s
π
ϕϕ〈 ϕ ∂ ϕ 〉∫  In the thermodynamic 
limit we get [35] 
 
2 2
0
| cos | | sin |
= = .lim
cosh (2 ) cosh(2 )
ks H s
k k
s sL k kkH
b dk dk
L
π
→∞
φ φ
− − −
α α∫ ∫
   
  (44) 
We can check that b  is the same for the dynamically or-
dered and disordered phases. However, /db ds  shows min-
ima at the full counting statistics critical line. Also, the 
Chern number can be obtained [35]. It has a nonanalytic 
point exactly at the quantum critical line of the full count-
ing statistics. In summary, dynamical quantum phase tran-
sitions in the full counting statistics approach can exist 
even if in the equilibrium there are no quenches across 
quantum phase transitions. 
It is interesting to notice that the recent study [42], 
which uses similar approach, came to the conclusion that 
dynamical quantum phase transitions in the XY spin-1/2 
model are related to the third order of the equilibrium 
thermodynamics. Also interesting, that dynamical quantum 
phase transitions in the Hubbard model [43] and in the 
Falicov–Kimball model [44] were shown to be the first 
order transitions (i.e., co-existing of two solutions) [45], 
using the non-equilibrium dynamical mean-field theory [46] 
based on the many-body Keldysh formalism [47], i.e., in 
the general framework for describing the quantum mechan-
ical evolution of a system in a non-equilibrium state. It can 
be compared with jumps of the order parameter at critical 
times for the transverse field Ising chain [12], see also [48,49] 
for the non-integrable models. Note, however, that [50] 
mentioned the different order of the dynamical quantum 
phase transitions. 
5. Generalization to other one-dimensional 
integrable models 
It is possible to generalize the above presented results 
and concepts to other one dimensional exactly solvable 
models. 
The simplest generalization of the transverse field Ising 
chain is the XY spin-1/2 one-dimensional model [51]. The 
Hamiltonian of the model is 
 1 1= (2 2 ) .
y yx x z
x j j y jj j
j
J S S J S S HS+ ++ −∑  (45) 
The Hamiltonian is diagonalized using the Jordan–Wigner, 
Fourier, and Bogolyubov transformations, similar to the 
transverse field Ising chain. The difference is in the disper-
sion relation 
 2 2 2 2= ( cos ) ,sink H J k J kε − + γ  (46) 
where = x yJ J J+ , and = ( ) /x yJ J Jγ −  defines the an-
isotropy of the exchange couplings in the XY plane. The dis-
persion relation is gapped both for < cH H  and > cH H , 
and it is equal to zero for = cH H  only at = 0k . It is obvi-
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ously gapless for = 0γ  for < cH H . In this case the equi-
librium quantum phase transition takes place from the dis-
ordered gapless phase at < cH H  to the spin-polarized phase 
at > cH H , where = 1/ 2
z
jS . The gap is equal to | |H J−  
for 2> | || (1 ) |H J − γ , and 2 2 2 2| | (1 ) / 1J Hγ − γ − − γ  
otherwise. The Hamiltonian again conserves the parity of 
/ 2zS L+ , where zS  is the z -projector of the total spin of 
the system. The ground state is unique in a given subspace, 
however for | | < =cH H J  the ground states with even and 
odd parities are degenerate in the thermodynamic limit. In 
the even and odd subspaces of / 2zS L+  the Loschmidt 
amplitude gets additional factor =0 =exp ( [ ] / 2 )k kit π±ε ± ε   
in the odd sector. Here signs are determined from the fact, 
in which phase the system was before and after quenches. 
The main difference of the XY model comparing to the 
transverse field Ising model is in the second governing 
parameter, γ . It implies different definitions of the parame-
ters tan 2 ( ) = sin / [ cos ]k H J k H J kθ γ − , which renormal-
izes the value of the real part of ( )nz k  and *k . It was 
pointed out that in the XY model there exists the situation, 
in which dynamical quantum phase transitions can mani-
fest themselves without crossing critical points of the equi-
librium [52]. It is possible to show [52] that dynamical 
phase transitions exist if both sets of governing parameters 
0 0( , )H γ  and 1 1( , )H γ  are inside the phase with > cH H , 
and 2 2 2 2 2 20 1 0 1 0 12 < ( )( )J J H H H J H Jγ γ − − − − . We can 
illustrate it in Fig. 4, where the real part of ( )nz k  is plotted. 
We can see that the curve ( )nz k  crosses the line of imagi-
nary time, which signals about the dynamical quantum 
phase transition. The curve Re ( )nz k  crosses the imaginary 
axis twice, which implies two non-equilibrium time scales 
in the behavior of the density of the Loschmidt amplitude 
(the dynamical free energy) due to Fisher’s zeros. 
Obviously for 0 = 0γ  there are no dynamical phase 
transitions. However, the equilibrium quantum phase tran-
sition exists at = cH H . On the other hand, for the quench 
from the phase with 0 0γ ≠  to the phase with 1 = 0γ  the 
dynamical phase transitions can exist. For the quenches 
with the change of the sign of the anisotropy parameter γ , 
again, the curves Re ( )nz k  cross the imaginary axis twice 
with two emergent time scales for the behavior of the den-
sity of the Loschmidt amplitude. The time dependence of 
the density of the return probability ( )l t  is presented in 
Fig. 5. One can see that while the quench exists in the 
same equilibrium phase, the density clearly reveals dynam-
ical quantum phase transitions. The time dependence of the 
ground-state order parameter for the XY model (magneti-
zation in the XY plane) also follows the above mentioned 
rules. 
The Hamiltonian of the spin-1/2 XY chain after the Jor-
dan–Wigner transformation is equivalent to the Hamiltonian 
of the Kitaev one-dimensional model of the topological 
superconductor [53]. Hence, dynamical quantum phase 
transitions are characteristic for one-dimensional topologi-
cal superconductors, too [54]. 
It is important to point out that it is possible to have two 
series of Fisher’s zeros. Consider, for example, the Kitaev 
chain with the hopping between nearest neighbors and ad-
ditional hopping between next-nearest neighbors [55]. 
Then, if we determine the ratio of those two hopping am-
plitudes as r , for the quantum quench from the state with 
the hopping and pairing amplitudes equal to zero to the 
state with nearest and next nearest hopping, two critical 
Fig. 4. Dependence of Re nz  of the XY spin-1/2 chain on the 
wave vector k  for 1 = 1.5 cH H  and 0 = 2 cH H , 0 = 5γ −  and 1 = 1.γ  
 
Fig. 5. Time dependence of the density of the return probability 
( )l t  of the XY spin-1/2 chain for 1 = 1.5 cH H  and 0 = 2 cH H , 
0 = 5γ −  and 1 = 1γ . 
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momenta *1 = / 2k π  and *2 = arccos ( 1/ 2 )k r−  can exist. It 
follows that the time dependence of the density of the re-
turn probability shows double (quasi)-periodicity due to 
such two series of Fisher’s zeros [55]. 
Similar dynamical quantum phase transitions after quan-
tum quenches were studied theoretically in the spin chain 
in the staggered magnetic field [56,57], in the dimerized 
spin chain [57], in the one-dimensional topological insula-
tor in the external magnetic field, in the semiconductor 
wire with the spin-orbit interaction in the tilted magnetic 
field [57], and in the dimerized spin chain with three-spin 
coupling in the staggered magnetic field [58]. 
Let us consider, for example the dimerized XX spin-1/2 
chain in the homogeneous and staggered magnetic field. 
The Hamiltonian of the latter has the form [59] 
   1 1, 2, 1, 2,= ( )
y yx x
d n n n n
n
J S S S S + +∑   
  2 1, 1 2, 1 ,1 2 ,21, 1 2,( ) ( ) ,
y yx x z z
n n n nn nJ S S S S H S S+ + + + − µ +µ   (47) 
where , ,,1,2
x y z
nS  are operators of the projections of the spin at 
the site n (all spins are divided into two sublattices 1 and 2, 
and spins, belonging to the first sublattice interact with 
nearest neighbors from the second sublattice), 1,2J  describe 
the exchange integrals, H  is the magnetic field, and 1,2µ  
are the effective magnetons of spins for each sublattice. 
After the Jordan–Wigner [24], Fourier and Bogolyubov 
transformations the Hamiltonian d  can be written as 
†
1,2, 1,2,1,2,1,2= constd k kkk c cε +∑ ∑ , where 
 1 21,2,
( )
=
2k
H µ +µε ±   
 2 2 2 1/21 2 1 2 1 2
1 [ ( ) 4 4 8 cos ] .
2
H J J J J k± µ −µ + + +  (48) 
The fermionic Hamiltonian of the dimerized spin chain is 
equivalent to the SSH model, introduced to model 
poliacetilene [60]. There are two critical fields 
1,2 1 2 1 2= | | /2 | |H J J± µ µ  at which quantum phase tran-
sitions take place. In the ground state for 2H H≥  the spin 
chain is in the spin-saturated phase with the nominal total 
magnetization per lattice unit 1 2( ) / 2µ +µ . For 1H H≤  
the z -projection of the total spin moment is zero. Such 
features of the behavior of the static characteristics de-
termine the ground-state behavior of the Loschmidt ampli-
tude. In the ground state the integration with respect to k  
for 1H H≤  is taken over all k , 
0
0
( / )
k
k
L dk→ π∑ ∫  with 
0 =k π . On the other hand, for 2H H≥  we have 0 = 0k  and 
the change of themagnetization of the dimerized spin chain 
in the ground state is zero. Finally, for 1 2< <H H H  the inte-
gration limit is 2 2 20 1 2 1 2 1 2= arccos [( ) / 2 ] =k H J J J Jµ µ − −
2 2 2 2 2
1 2 2 1= arccos [(2 ) / ( )]H H H H H− − − . Let us consider 
the quantum quench for the case 1 2=µ −µ , i.e., only stag-
gered component of the magnetic field is present, and 
1 2= =J J J  (no dimerization) (cf. [56]). Let the initial state 
be the state with 0 0H ≠ , and the final state is 1 = 0H . 
The results for the density of the return probability ( )l t  and 
its time derivative ( ) ( ) /tl t dl t dt≡  are presented in Figs. 6 
and 7, respectively. We do not see dynamical quantum 
phase transitions in this model for such a choice of pa-
rameters, despite H  starts from the equilibrium quantum 
critical point = 0H . It is important to notice that the state 
with 0H J  is related to the Néel state [56]. In Figs. 8 
and 9 the time dependence of the density of the return 
Fig. 6. Time dependence of the density of the return probability 
( )l t  of the XX spin-1/2 chain for 1 2=µ −µ , and 1 02 = 0.1H Jµ  
and 1 = 0H . 
 
Fig. 7. Time dependence of the time derivative tl  of the density 
of the return probability tl  of the XX spin-1/2 chain. The parame-
ters are the same as in Fig. 6. 
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probability and its time derivative is shown for the case of 
the quantum quench from the state = 0.1J  and 0 = 20H  to 
the state with 1 = 0H . 
In this limit the features in the time dependence of the 
Loschmidt echo, i.e., the manifestations of the dynamical 
quantum phase transitions, are clearly seen. The period of 
oscillations can be approximated as *0 ( ) / 2t k J≈ π . 
Now, let us estimate, how the interaction between fer-
mions can affect the dynamical quantum phase transitions 
after quantum quenches. As an example, let us consider the 
XXZ spin-1/2 chain with the Hamiltonian 
 1 11= ( ) .
y yx x z z z
j j j j jj j
j
J S S S S S S HS+ +++ + ∆ −∑  (49) 
It is known that depending on the values of ∆ and H  the 
ground state of the model is in the ferromagnetic state 
(with gapped excitations), in the antiferromagnetic state 
(with gapped excitations), and in the Luttinger liquid state 
with gapless excitations. For = 0H  the quantum critical 
points are = 1∆ ±  (for = 1∆  the quantum phase transition is 
of the Berezinskii–Kosterlitz–Thouless type [61]). It turns 
out that the chain is integrable, i.e., it has the infinite num-
ber of conservation laws [62]. These conservation laws af-
fect the thermalization of the quantum system at long times 
after the quantum quench. Let us consider the Luttinger 
liquid phase in the bosonization technique [59]; in the low-
energy sector the Hamiltonian can be written as [56] 
 † †4 , ,, ,
>0
(1 ( )
2F R k L kR k L kFk
gk b b b b
 
≈ + + + π 
∑ v v   
 † †2 , ,, ,( ) ,2 L k R kR k L kF
g b b b b

+ + π v
 (50) 
where †, ,R L kb  ( , ,R L kb ) create (destroy) the right or left mov-
ing bosonic collective excitations (particle–hole pairs), and 
2,4g  are forward scattering amplitudes. The Hamiltonian 
can be diagonalized by the Bogolyubov transformation 
 † †2 24 2 , ,, ,
1= [2 ] ( )
2 F R k L kR k L kk
g g kπ − − α α +α α
π ∑ v .  
  (51) 
It is possible to introduce the Luttinger liquid exponent K  
via ( 2 24 2= [2 ] / 2F g gπ − − πv v ) 
 
2
42 2(1 )= 1.
2 4
F g K
K
π + +
−
π
v
v
 (52) 
The velocity Fv  and the Luttinger liquid parameter K  can 
be extracted from the exact solution for the XXZ spin-1/2 
chain for = 0H  as 
 
21= ,
2arccos
= .
2( arccos )
F
K
π − ∆
∆
π
π− ∆
v
 (53) 
It is possible to approximate the values of Fv  and K  for 
= 1∆  and = 2cH H J≤  [63]. The density of the return 
probability can be written as [56,64] 
 
2
4 2
0
1 1( ) = ln ,
2 1 2 cos (2 )
Kl t dk
K K t k
Λ  −
−   π + − 
∫ v  (54) 
where 0 1 0 1= ( ) / ( )K K K K K− + , where 0,1K  are the 
Luttinger liquid parameters before and after the quantum 
quench, and Λ  is the cut-off. Obviously, there are no Fisher’s 
zeros. We have to point out that the time dependence (in-
cluding the problem of quantum quenches) is not the low-
energy problem, as the Luttinger liquid approximation is. 
The Luttinger liquid approximation is, therefore, only valid 
Fig. 8. Time dependence of the density of the return probability 
( )l t  of the XX spin-1/2 chain for 1 2=µ −µ , and 1 02 = 200H Jµ  
and 1 = 0H . 
 
Fig. 9. Time dependence of the time derivative tl  of the density 
of the return probability tl  of the XX spin-1/2 chain. The parame-
ters are the same as in Fig. 8. 
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for small quenches, where a small amount of energy is put 
into the system. 
Comparison of the results of the analytic Luttinger liq-
uid approach and numerical light cone renormalization 
group algorithm [65] yields the following [56]. Both ap-
proaches show that there are no dynamical quantum phase 
transitions for quenches inside the Luttinger liquid phase, 
while there exist oscillations of the density of the return 
amplitude with time. However, the quantum quenches across 
the transitions between the Luttinger liquid and the gapped 
ferromagnetic and antiferromagnetic phases (including the 
case of the Berezinskii–Kosterlitz–Thouless point) do show 
dynamical quantum phase transitions, according to the 
numerical calculations [56]. The quenches inside the anti-
ferromagnetic phase, again, do not show dynamical phase 
transitions. This is why, we can conclude that interactions 
in integrable one-dimensional spin models do not destroy 
dynamical quantum phase transitions. 
Notice, that the Loschmidt echo can be described for 
integrable systems using the thermal Bethe ansatz tech-
nique [62], which uses essentially the Trotter–Suzuki de-
composition of the quantum transfer matrix [66]. In that 
approach the density of free energy can be considered in 
the thermodynamic limit as the logarithm of the lowest 
eigenvalue 0Λ  of the quantum transfer matrix 
 0( ) = ln ( ( )) .f z zΛ  (55) 
0 ( )zΛ  can be calculated in the framework of the thermal 
Bethe ansatz (quantum transfer matrix approach) [62]. It is 
possible to introduce the analogy between the complex 
temperature and the complex time, as before, and, there-
fore, to establish the connection between the density of the 
free energy and the density of the Loschmidt amplitude. 
Instead of the torus boundary conditions in equilibrium 
thermodynamics, one has to consider a cylinder with 
boundaries fixed by the initial state 0| Ψ 〉 . There can be no 
gap between the lowest and the next-to lowest eigenstate 
1( )zΛ  of the quantum transfer matrix. Such level crossing 
makes ( )f z  a nonanalytic function. The values of = nz z  at 
which 0 0( ) = ( )n j nz z≠Λ Λ  can be considered as Fisher’s 
zeros. Notice that only true crossing (not a degeneracy) 
leads to Fisher’s zeros. On the other hand, if we remember 
the definition of the correlation length ξ  in the quantum 
transfer matrix approach, 
 1 0 1= ln(| / |) ,
−ξ Λ Λ  (56) 
it is clear that the crossing implies a divergent correlation 
length ( )nzξ  at Fisher’s zeroes, indicating, this way, the 
dynamical quantum phase transition. It is also possible to 
define other correlation lengths 1 0= ln(| / |)j j
−ξ Λ Λ  with 
similar properties. 
It is worth to mention the important thing. For a finite 
system the Loschmidt amplitude in the spectral representa-
tion can be written as 
 20 diag( ) = | | | e = Tr ( e ) ,
zE zn
n
G z n − −〈Ψ 〉 ρ∑   (57) 
where | = |nn E n〉 〉 , and the density matrix of the diago-
nal ensemble is defined as 
 2diag 0= | | | | | .
n
n n nρ 〈Ψ 〉 〉〈∑  (58) 
Here the Loschmidt amplitude is not a simple fidelity be-
tween the initial and time-evolved state, but rather involves 
a sum over all eigenstates of the final Hamiltonian. It is 
possible to replace the diagonal ensemble by the general-
ized Gibbs ensemble, which is the function of the local 
conservation laws [5]. For the non-integrable system the 
latter reduces to the canonical or grand canonical ensem-
ble. The numerial calculation [56] uses the diagonal en-
semble. On the other hand, in [67] the nonanalytic behav-
ior of the Loschmidt amplitude, i.e., dynamical quantum 
phase transitions, were studied using the exact quantum 
transfer matrix (thermal Bethe ansatz) approach with the 
help of the generalized Gibbs ensemble for quenches of ∆ 
in the XXZ spin-1/2 chain. However, dynamical quantum 
phase transitions were shown to exist not for all quantum 
quenches. 
6. Two-dimensional integrable models 
Dynamical quantum phase transitions were studied also 
in two-dimensional systems. For example [68], studied 
quantum quenches in the two-dimensional Ising model 
using the matrix product state approach [69] via the numer-
ical algorithm similar to the density matrix renormalization 
group approach [70]. The two-dimensional Ising model 
was presented as a coupled set of one-dimensional Ising 
chains in the continuum limit. It was shown that the oscil-
lations of the Loschmidt amplitude revealed monotonic 
oscillations in the time-dependence for 0.27J J⊥ ≤ , where J 
is the exchange coupling along chains, and J⊥  is the coupling 
constant between chains. On the other hand, for > 0.27J J⊥  
nonanalyticities, i.e., dynamical quantum phase transitions 
were seen. Notice that the value, at which dynamical quan-
tum phase transitions can exist is larger than the critical 
value , = 0.185cJ J⊥ , which exists in the equilibrium [70]. 
The other two-dimensional model, in which dynamical 
quantum phase transitions were studied, is the honeycomb 
Kitaev spin-1/2 model [71] with the Hamiltonian 
 
= , . links
= 4 ,Kit j j
x y z
J S Sα α′α
α α−
− ∑ ∑  (59) 
where , ,x y zJ  are exchange integrals (let us for definiteness 
consider the case with , , 0x y zJ J J ≥ ), and 
, ,x y z
jS  are oper-
ators of spin projectors of the spins situated at the sites j  
of the lattice. Spins interact if they are situated at the neigh-
boring sites. The special feature of the Kitaev model is that 
the interactions depend on the link type (i.e., along the links 
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parallel to z axis only z-projections of spins interact, etc.) [71]. 
It is possible to use the integrability of the Kitaev honey-
comb model. We rewrite the Hamiltonian Kit  exactly 
using the transformation to fermion operators of creation 
and destruction †jd  and jd  (for our purpose it is convenient 
to use the Dirac representation for fermion operators; how-
ever in general [71] the Majorana representation is also 
useful). It is the two-dimensional generalization [23,72] of 
the Jordan–Wigner transformation [24]. The Hamiltonian 
Kit  can be written as the Hamiltonian of the Fermi gas on 
a square lattice (the Kitaev honeycomb model is equivalent 
to the brick model [72]) with the site-dependent chemical 
potential 
 † † ˆKit ˆ= 4 ( )( )x j j xj j x
j
J d d d d ++ + − +∑   
 † † †ˆˆ( )( ) 2 (2 1) ,y j j y z j jj jj yJ d d d d J d d++ + + − + α −   (60) 
where = 1jα ±  ( jα  commutes with jd ′ and 
†
jd ′ for any j  
and j′). This transformation is exact (unlike the approxi-
mate Holstein–Primakoff one [73]), and it is valid for any 
, ,x y zJ J J . In the sectors with fixed jα  the diagonal form 
of the Kitaev model can be obtained after the Fourier and 
Bogolyubov transformations. It has the Bardeen–Cooper–
Schrieffer form [74] with the energy 2 2= 4 єE + ∆k k k , 
where є = cos cosz x x y yJ J k J k± + +k  and = sinx xJ k∆ +k
siny yJ k+ . The spectrum is gapless for | |x y zJ J J− ≤ ≤  
x yJ J≤ + , and gapped otherwise. The summation is over 
all k  belonging to the subset of the Brillouin zone such that 
−k is out of that subset [23]. 
Dynamical quantum phase transitions were studied in 
the Kitaev honeycomb spin model in [17] for the sector 
with all = 1jα −  [23,71,75]. The study was similar to the 
approach of [12] for the transverse Ising chain, because in 
the latter the Hamiltonian also had BCS-like form. The 
principal difference is in the dimensionalilty. The quantum 
quench was from the initial state with the one set of ex-
change constants 0J  to the final state with the other set 1J , 
where 0,1 0,1= ( , , )x y zJ J JJ  before and after the quantum 
quench, respectively. The partition function ( )Z z  can be 
expressed [23] via the BCS eigenfunction 
 
2 ( )2 1
0 0 2
1 e
( ) = | exp ( ) | ,
1
E zBZ z z
B
−+
〈Ψ − Ψ 〉 ≡
+
∏
Jkk
k k
  (61) 
where 
 0 1 1 0
0 1 1 0
( ) ( ) ( ) ( )
= ,
( ) ( ) ( ) ( )
u u
B
u u
−
+
k k k k
k
k k k J k
J J J J
J J J
v v
v v
 (62) 
with 
 
( ) є ( )
( ) = ,
2 ( )
( ) ( )
( ) = sign [ ( )] .
2 ( )
Eu
E
E
E
+
− ε
∆
k k
k
k
k k
k k
k
J JJ
J
J JJ J
J
v
 (63) 
The Fisher zeros for the Kitaev honeycomb model (as well 
as for any BCS-like models) are determined as 
 21( ) = [ln( ) (2 1)] .
2n
z B i n
E
+ π +k
k
k  (64) 
Two space dimensions imply that there exist dense areas of 
Fisher’s zeros. These areas cover parts of the real time axis 
if Re [ ( )] = 0nz k  so that 
2 *( ) = 1B k . There are intervals on 
the real time axis 
 
*
* (2 1)= ,
2n
nT
E
π +
k
  (65) 
which are covered by the areas of zeros. The beginning and 
the end poits of the intervals *nT  are determined by the 
maximum and minimum of Eq. (65). If the spectrium of 
the final Hamiltonian is gapped, the beginning and end 
points of two consecutive intervals *nT  and 
*
1nT +  are equi-
distant for the values *k  minimizing/maximizing Ek  on the 
domain 2 *( ) = 1B k . The length of single intervals increases 
linearly with n. However, if the spectrum of the Kitaev 
honeycomb model is gapless, those intervals extend to in-
finity. Notice that 
 2= (arctan ) ,sinn B〈 〉k k  (66) 
which implies that for the mode with *k  we have 
* = 1/ 2n〈 〉k . The dynamical quantum phase transition im-
ply the change of population from less than 1/2 to the ef-
fective populations larger than 1/2 (the inverted occupation). 
Also, it is important to point out that when quenching to a 
gapless phase (where there are no zeros in the density of 
Loschmidt amplitude), excitations cost no energy and, hence, 
any quench produces inverted mode occupation. If for some 
mode k  its occupation is full = 1n +〈 〉k  (related to the di-
vergence | |B + → ∞k ), then it exists necessarily some mode 
* = 1/ 2n〈 〉k , because =0 = 0n〈 〉k . It is fulfilled, if the fol-
lowing relation holds 
 
0 1
0 1
є ( ) є ( )
= = 1.
( ) ( )E E
+ +
+ +
− ±k k
k k
J J
J J
 (67) 
For the quantum quench ending in the gapped phase, e.g., 
for ,1 ,1 ,1x y zJ J J≥ +  and = ( ,0)+ πk . Then ,1є = 2( zJ+ −k
,1 ,1)x yJ J− +  and 1 1є ( ) / ( ) = 1E+ + −k kJ J . Both quenches, 
starting from another gapped phase ,0 ,0 ,0<y x zJ J J+ , or 
from the gapless phase ,0 ,0 ,0<x y zJ J J+ , lead to the 
nonanalytical behavior of the Loschmidt amplitude. 
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As we pointed out before, not the Loschmidt echo itself, 
but rather its time derivative, tl  manifest cusps (dynamical 
quantum phase transitions) in its time dependence. 
It is also worth to mention the following connection be-
tween the characteristics of the Fisher zeros [23] 
 
2 (2 1) Re [ ( )]= exp ,
Im [ ( )]
(2 1)= .
2 Im [ ( )]
n
n
n
n z
B
z
nE
z
 π +
 
 
+ π
k
k
k
k
k


 (68) 
It implies that the density of Fisher’s zeros diverges at the 
boundary, where 2E B∇ ∇k k . Therefore, the second de-
rivative of Re ( )f t  diverges when approaching the bound-
ary of an interval *nT  from inside the interval. 
Two important things are also interesting. First, in the 
one-dimensional limit (if either of Jα  is zero), the Kitaev 
model becomes a set of non-interacting between each other 
spin-1/2 chains. Thus, the critical intervals *nT  become crit-
ical points *nt , at which the singularities appear in the time 
dependence of the Loschmidt echo. 
Second, consider the imaginary time axis = /z τ  . It is 
easy to show that 
 4 40( ) = | 0 | | = ,lim i
τ→∞
τ 〈 Ψ 〉   (69) 
where | 0〉  is the eigenfunction of the ground-state energy 
state of the final Hamiltonian, and   is the fidelity, i.e., 
the Loschmidt echo is related to the fidelity in the large 
imaginary time limit. For the Kitaev honeycomb model the 
fidelity is 
 2 20 2=| 0 | |= exp ln [1 ] .8
L d k B 〈 Ψ 〉 − + 
π ∫ k
  (70) 
Hence, it is the direct way of observing the fidelity after 
quantum quenches, to study the density of the return prob-
ability at long time scales. 
Summarizing, in two-dimensional systems Fisher’s ze-
ros are organized to areas rather than lines for one-
dimensional systems. The covering of intervals of real time 
axis by such areas shows critical points in the time evolu-
tion of the Loschmidt amplitude. This leads to dynamical 
quantum phase transitions, as discontinuities in the second 
time derivative of the density of the return probability (dy-
namical free energy), rather than discontinuities of the first 
derivative for one-dimensional quantum systems. 
7. Non-integrable models 
So far dynamical quantum phase transitions were con-
sidered in only integrable models. It is interesting to under-
stand how the non-integrability can affect the existence 
and features of dynamical quantum phase transitions. 
Several studies considered the behavior of the Loschmidt 
amplitude after quantum quenches across quantum critical 
points for non-integrable systems numerically and analyti-
cally. For example, Ref. 56 studied the quantum quenches 
for the XXZ spin-1/2 chain in the external homogeneous 
and inhomogeneous (staggered) field. The latter yields non-
integrabiliity. Using the light-cone renormalization group, 
it was shown [56] that quenches of the staggered field value 
sth  across the quantum critical point st = 0h  can produce 
features in the behavior of the logarithm of the next-order 
eigenvalues of the quantum transfer matrix 2ln | |n− Λ , 
which is responsible for the correlation lengths. Though 
the density of the return probability does not show cusps in 
the time dependence for such quenches at small times, but 
do show cusps for longer times. It is related to the fact that 
lines of Fisher’s zeros cross the time axis at larger times, 
and do not cross the time axis at small times (though ap-
proaching time axis). 
The paper Ref. 48 has studied dynamical quantum phase 
in the transverse field Ising chain with additional interac-
tions, which remove the exact integrability, numerically, 
using the time-dependent density matrix renormalization 
group approach. The authors have studied the axial next-
nearest-neighbor Ising model (ANNNI) [76] with the Ha-
miltonian 
 1 2= [2 ( ) ] ,
z z z z x
ANNNI j j j j j
j
J S S S S H+ +− + ∆ + σ∑  (71) 
where > 0J . For = 0∆  the transverse field Ising model is 
recovered. The ground-state phase diagram of the ANNNI 
model has four phases [77], namely, the paramagnetic 
phase, the ferromagnetic phase with doubly degenerate 
ground state, the so-called «antiphase» with the doubling 
of the Néel-like structure along the chain, and the «floating» 
phase between the paramagnetic phase and the «antiphase». 
The phase transition between the ferromagnetic phase and 
the paramagnetic one belongs to the Ising class of univer-
sality with the critical exponent = 1ν . For < 0∆  the criti-
cal boundary is determined by the equation ( = / 2h H J ) 
 
2
1 2 = .
2(1 )
c
c
h
h
∆
+ ∆ +
+ ∆
 (72) 
Numerical calculations manifest kinks in the time behavior 
of the density of the return probability and features for the 
time dependence of the order parameter for the quantum 
quenches across critical lines, i.e., the dynamical quantum 
phase transitions. 
The ANNNI model was also studied numerically and 
analytically in [49] using the continuous unitary transfor-
mation approach [6,78]. In that approach the Hamiltonian 
gets a diagonal form after the series of infinitesimal unitary 
transformations. The evolution of the Hamiltonian under 
that set is parametrized by a flow parameter l . It is govern-
ed by the equation 
 ( ) = [ ( ), ( )] ,l l l lΓ   (73) 
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where /lA dA dl≡ , and ( )lΓ  is an antihermitian generator. 
If the Hamiltonian before the quench is 0  and after 
quench is 0 1= +   , then ( = 0) =l  is the initial 
condition. At finite l  we transform †( ) = ( ) (0) ( )l U l U l  , 
where ( ) = ( ) ( )lU l l U lΓ , and (0) =U I  (the unity matrix). 
The flow converges to the fixed point ( )∞  (“energy di-
agonal”), if the generator ( )lΓ  is chosen appropriately. For 
the fixed point Hamiltonian we can chose 0 , and set 
0 1( ) = [ , ]lΓ   , which produces the fixed point at which 
0[ , ( )] = 0∞  . For the quantum quench for the ANNNI 
model this approach yields renormalization of density of 
the return probability (the Loschmidt echo) due to nonzero ∆ 
 2 /2 (1)2
0
1( , ) = ln [ e ] ( )sincos
it kk kl t dk l t
π
− ε∆ − φ + φ − +
π ∫


, 
  (74) 
where kε  and 
(1) ( )l t  are the renormalized energy of the 
excitiations of the final Hamiltonian, and the (real) correc-
tion to the return probability due to nonzero ∆, respective-
ly [49]. For small ∆ the value (1) ( )l t  is small. However, 
secular terms are introduced due to the truncation proce-
dure in the continuous unitary transformation approach. 
The comparison of the results of this analytic approach 
with the ones of the numerical calculation using the time-
dependent desity matrix renormalization group [49] shows 
very good agreement between them. Hence, the analytic 
approach for the dynamical quantum phase transitions in 
non-integrable models also reveals existence of the former. 
The second non-integrable model, studied numerically 
in [48] (see also [79]), is the Ising chain in the tilted mag-
netic field. Also, the dynamical quantum phase transitions 
manifest itself as nonanalyticities in the time dependence of 
the density of the return probability (the Loschmidt echo). 
These studies show, that the appearance of the dynam-
ical quantum phase transitions is not an artifact of the in-
tegrable models. The nonanalyticities in the time depend-
ence of the Loschmidt echo (the dynamical free energy) 
are stable with respect to inclusion of integrability-
breaking perturbations. 
8. Topology and dynamical quantum phase transitions 
We can generalize the results for dynamical quantum 
phase transitions for the general case of gapped two-band 
fermionic Bogolyubov–de Gennes models [50,55], restrict-
ing our consideration to the space dimensions one and two, 
where quantum phase transitions are expected to take place 
in equilibrium. We can consider the Hamiltonian of this 
class of models using the Nambu representation 
 †= H∑ k kkc c  , (75) 
where † †= ( , )c c−kk kc  is the spinor, and 
 = ( ) ,H ⋅σk kd  (76) 
where σ  is the Nambu pseudospin. Obviously, the particle-
hole symmetry implies *=x xH H−σ σ −k k . Then, it is clear 
that ,x ydk  have to be odd functions of k, and 
zdk  has to be 
an even function of k. In the space dimension one for 
= 0,k π it implies that =0,kH π has only z -component in the 
Nambu representation, because ,=0,
x y
kd π have to vanish. Two 
topologically different classes of such Hamiltonians differ 
from each other by the sign of =0 =
z z
k kd d π , which is negative 
in the topologically nontrivial superconductor [53]. 
The quantum quench, i.e., the sudden change of the pa-
rameters of the considered Hamiltonian implies 
0( = 0) =tk kd d  and 
1( > 0) =tk kd d . The density of the 
Loschmidt amplitude can be written as [50] 
 
1 0
1 1
0 1
( )1( ) = ln cos( / ) sin ( / ) ,g t t i t
L
 ⋅
− ε + ε 
ε ε  
∑ k kk k
k k k
d d
    
  (77) 
where 0,1 0,1= | |εk kd . Fisher’s zeros are 
 
1 0
1 1 0 1
( )(2 1)( ) = arctan .
2
n
i nz
 ⋅π +
−   ε ε ε ε 
k k
k k k k
d dk    (78) 
It is clear that the lines of Fisher’s zeros approach the im-
aginary axis when 0 1* *( ) = 0⋅k kd d  at 
*=k k . The states of 
the Hamiltonian in the Nambu representation are in one-to-
one correspondence with the states of a vector kd  on the 
Bloch sphere of the radius εk . Then, at Fisher’s zeroes the 
vector of the initial state is perpendicular to the vector of 
the finite state. It is connected with the fact that dynamical 
quantum phase transitions are related to the initial state 
orthogonal to the time-evolved (final) state. Such a condi-
tion relates dynamical phase transitions to the topology of 
the initial and final Bogolyubov–de Gennes superconduc-
tors [50]. We can get similar conclusion using a little dif-
ferent arguments. Namely, let the system to have initially 
occupied lower Bloch states with the wave function 0| u − 〉k . 
Then the time-dependent (finite) wave function for each k  
can be written as 
 
1 1/ /1 1| ( ) = e | e e | ,i t i tt g u uε − ε− +ψ 〉 〉 + 〉k kk k k k k
   (79) 
where 1| u ± 〉k  are Bloch states of the final Hamiltonian (with 
energies 1±εk), and 
 
1 0
2 1 0
0 1
1 0
2 1 0
0 1
( )1| | = | = 1 ,
2
( )1| | = | = 1 .
2
g u u
e u u
− −
+ −
 ⋅
〈 〉 + 
ε ε  
 ⋅
〈 〉 − 
ε ε  
k k
k k k
k k
k k
k k k
k k
d d
d d
 (80) 
At *= nt t  we have 
2 2
* *| | | |g e=k k , i.e., dynamical quantum 
phase transitions occur when initial lower Bloch state is an 
equal weight superposition of the final Bloch states [55]. 
Topological superconductors with the Bogolyubov–de 
Gennes Hamiltonians are important for the construction of 
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topological quantum computers [80], where edge Majorana 
states play the principal role [81]. Such models were real-
ized in recent experiments following theoretical predic-
tions [82,83]. 
There are several aspects of the connection of dynam-
ical quantum phase transitions with the topology. First, the 
dynamical topological order parameter was introduced [55]. 
Namely, let us consider the Loschmidt amplitude 
>0
( ) = ( )G t G t∏ k
k
, and introduce polar co-ordinates so that 
( ) = ( )exp ( ( ))G t r t i tϕk k k . The phase ( )tϕk  has two con-
tributions: 
 dyn( ) = ( ) ( ) ,Gt t tϕ ϕ +ϕk k k  (81) 
where the dynamical phase is 
/
dyn 1 2 2
0
( ) = ( ) | | ( ) = (| | | ) / .
t
t s s t g eϕ − 〈ψ ψ 〉 ε −∫ k k k k kk 

   
  (82) 
As for ( )G tϕk , it is the Berry phase. In one space dimension 
for = 0,k π either 2| | = 0kg  or 
2| | = 0ke , and 
dyn
=0, =0,( ) = ( )k kt tπ πϕ ϕ . It means that the Berry phase is 
equal to zero at = 0,k π. Hence, the interval 0 < <k π can 
be endowed with the topology of the unit circle 1S  by iden-
tifying its end points. Such a periodic structure can be con-
sidered as the effective Brillouin zone. Then, the dynam-
ical topological order parameter can be defined as 
 
0
( )1( ) = .
2
G
k
D
t
t dk
k
π ∂ϕ
ν
π ∂∫  (83) 
One can see that ( )D tν  has integer values. It is the winding 
number of the Berry phase over the effective Brillouin zone. 
Without Fisher’s zeros it smoothly depends on time. How-
ever, it jumps from one integer to the other at *= nt t . It is 
constant in the time intervals between *nt . If for = 0,k π the 
vector kd  is directed to the north or south poles of the 
Bloch sphere, then critical momenta are located at the 
equator of the latter. Then the change of the dynamical 
topological order parameter is related to whether 1kd  
traverses the equator of the Bloch sphere from the northern 
to the southern hemisphere * *( ) = sgn ( ) = 1D n kt sδν −  (where 2* *== ( | | / ) |kk k ks e k∂ ∂ ), and 
*( ) = 1D ntδν  for tra-
verses from the southern to the northern pole. Formally, 
( )D tν  is the topological invariant distinguishing homotop-
ically non-equivalent mappings of the effective Brillouin 
zone to (1), exp [ ( )]GkU k i t→ φ  from the unit circle 
1S  to 
itself. Jumps of ( )D tν  can be negative (for transitions be-
tween topologically non-equivalent equilibrium states), or 
alternating negative and positive (the latter is characteristic 
for systems with two kinds of Fisher’s zeros, which hap-
pens for transitions between topologically equivalent equi-
librium phases) [55]. 
The dynamical topological order parameter distinguishes 
periods of time evolution, which are separated by dynam-
ical quantum phase transitions. It is different from standard 
topological invariants [84], because it is dynamical in na-
ture. Dynamical quantum phase transitions can happen 
between topologically different or topologically equivalent 
equilibrium states. 
Let us consider then one-dimensional and two-dimen-
sional topological insulators, starting with the one-dimen-
sional ones of the chiral (AIII symmetry class) and chiral 
and particle-hole symmetry (BDI class) [84]. For these 
classes kd  lie in the xy  plane. The topological number is 
the winding number, i.e., the number of times vector kd  
winds around the origin when k  sweeps through the Brillouin 
zone [50] 
 1 ˆ ˆ ˆ ˆ= ( ),
2
y yx x
k k k kk kdkν ∂ − ∂π ∫ d d d d  (84) 
where ˆ / | |k k k≡d d d , and = /k k∂ ∂ ∂ . The authors of 
Ref. 50 have formulated the following statement. If the 
winding number of two vector fields 0kd  and 
1
kd  defined on 
the Brillouin zone 1S  differ by the integer ∆ν, the image of 
the scalar product 0 1ˆ ˆ( )k k⋅d d  covers the interval [ 1,1]−  at 
least 2∆ν  times. It implies that Fisher’s zeros sweep 
through the real axis 2∆ν  times while k  goes through the 
Brillouin zone. Hence, there are at least 2∆ν  points in the 
k -space, were 0kd  and 
1
kd  are perpendicular (the condition 
of dynamical quantum phase transitions). If the ground state 
winding number of the initial (final) state of the topologi-
cal insulator is 0ν  ( 1ν ), then the angle of rotation of 
i
kd  is a 
smooth function, which differs by 2 iπν  at =k −π and π for 
= 0,1i . The change of the angle of rotation k∆φ  between 
the initial and final states is 2πδν , and, therefore, 
0 1ˆ ˆ( ) = cos( )k k k⋅ ∆φd d  covers the interval [ 1,1]−  at least 2∆ν  
times. The line of Fisher’s zeros can be doubly degenerate 
if further symmetries (like inversion or time-reversal ones) 
connect states with k  and k− , and, hence, only ∆ν non-
equilibrium time scales can exist (see above). 
If the time-reversal symmetry is broken (D symmetry 
class [84]) kd  can have z  components. The 2Z  invariant 
is 0 (topologically trivial) if =0 =ˆ ˆ= = (0,0 1)k k π ±d d , and it 
is 1 (topologically nontrivial) if =0 =ˆ ˆ=k k π−d d . If the quan-
tum quench connects phases with different topology, e.g., 
0 = 1ν  and 1 = 0ν , then there must be a quasimomentum *k  
for which the vectors are orthogonal, 0 1* *( ) = 0k k⋅d d , hence 0 1ˆ ˆ( )k k⋅d d  covers the interval [ 1,1]− . 
It turns out that 0kd  and 
1
kd  can be orthogonal accidentally. 
In two space dimensions the Chern number   is the 
topological number for two-band topological insulators 
 1 ˆ ˆ ˆ= ( [ ]) .
4 x y k kx y
BZ
dk dk ⋅ ∂ ×∂
π ∫ k k kd d d  (85) 
The Chern number counts how many times the surface 
defined by ˆ kd  covers the unit sphere. It is possible to show 
that if the Chern numbers of two vectors 0kd  and 
1
kd  on the 
Brillouin zone 2T  differ in modulus 1 2≠   (except of 
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1 2= −  ), then the image of the scalar product 
0 1ˆ ˆ⋅k kd d  is 
[ 1,1]− . and dynamical quantum phase transitions necessari-
ly occur [50]. 
Hence, Fisher’s zeros connect ±∞  if the modulus of 
Chern’s number is changed under the quench (though there 
can be such a connection for the same Chern’s numbers). 
For the superconductor k  is taken for the half of the 
Brillouin zone. However, the particle-hole symmetry caus-
es that exactly the same contribution comes from the other 
half of the Brillouin zone. Hence, the Loschmidt amplitude 
can be formulated on the total Brillouin zone. Hence, for 
quantum quenches connecting superconducting phases 
with different modules of Chern’s numbers, dynamical 
quantum phase transitions have to exist. 
It is also important to connect dynamical quantum phase 
transitions with the entanglement. The latter measures the 
time evolution of wave functions without reference to any 
observables [85]. The evolution of the entanglement mani-
fests qualitative differences for quantum quenches where 
0 1( ) = 0⋅k kd d  for some k , i.e., the condition for the exist-
ence of dynamical quantum phase transitions. 
As an example, consider following [50] the Haldane 
model [86], which is the model of electrons which hop on 
a honeycomb lattice between the next-nearest-neighbor 
sites with an artificial magnetic field. For this model 
 = (Re { ( )}, Im{ ( )}, ( , )) ,f k f k m g− ϕkd k  (86) 
where 1( ) = exp( )jjf k iγ −∑ kd , the vectors jd  connect 
three nearest neighbors of the honeycomb lattice ( 1γ  is the 
hopping amplitude between nearest neighbors), m is the 
mass (which describes the homogeneous staggered lattice 
potential), and ( , )g ϕk  describes the next-nearest-neighbor 
hopping (due to the staggered magnetic field). The latter 
yields a nontrivial topology. The Chern number depends 
on the phase ϕ , the next-nearest hopping amplitude 2γ , 
and m. It is zero, = 0  if 2| | > | 3 3 sin |m γ ϕ , and = 1±  
if 2< | 3 3 sin |m γ ϕ . The sign depends on ϕ  and 2γ . 
For two-dimensional systems Fisher’s zeros form areas 
rather than lines in the space dimension one. Each Fisher’s 
area corresponds to n of ( )nz k . It is parametrized by two 
values xk  and yk . If a Fisher area crosses the imaginary 
axis, the density of the Loschmidt amplitude manifest 
cusps at boundaries of Fisher’s area, i.e., the second de-
rivative of the density of the Loschmidt amplitude jumps at 
the boundary of Fisher’s area. The size of the jump is pro-
portional to the density of Fisher’s zeros normalized by the 
system size. If the density of Fisher’s zeros diverges, then 
the slopes of cusps in Re ( )f t′  inside the Fisher area di-
verge similarly. It occurs not only in the Haldane model, 
but also in the so-called BHS model [87], or in the lattice 
version of the chiral ( )p ip+ -superconductor [88], in which 
= ( sin , sin , cos cos )x y k yA k A k k k∆ + +kd , where A  is 
the hopping amplitude, and ∆ is the pairing amplitude. 
Dynamical quantum phase transitions are related to the 
existence of Fisher’s zeros or nodes in the wavefunction 
overlap (Loschmidt echo) between the initial state and 
eigenstates of the post-quenched Hamiltonian. These nodes 
are topologically protected if participating wave functions 
have distinctive topological indexes. The condition of the 
existence of dynamical quantum phase transitions ( ) = 0G t  
can be interpreted geometrically as Fisher’s zeros ( ) =nz t
2
0= | | exp ( / )nn itE〈 Ψ 〉 −   form a closed polygon in the 
complex plane at *=t t  [89]. Hence, amplitudes of Fisher’s 
zeros satisfy a triangle inequality | | | |m nm n z z≠ ≥∑ . Tak-
ing into account that | |= 1nn z∑ , one obtains [89] 
 20
1| | = | | | .
2n
z n〈 Ψ 〉 ≤  (87) 
On the other hand, the dynamical phases of Fisher’s zeroes 
form a subspace M  on the N -torus (N  is the total number 
of Fisher’s zeros). Let ( ) = ( )G t G t∏ kk . As long as the 
gaps , 1 ,n nE E+ −k k  are not rationally related, the dynamical 
phases are ergodic on the Nk-torus ( 1N −k  is the number 
of such gaps) and will evolve into its subspace M . If the 
phase ergodicity holds for all k  (i.e. there is no degeneracy 
at any k ) then dynamical quantum phase transitions imply 
that at least one k  exists, for which the amplitude condi-
tion Eq. (87) is satisfied for such k  mode. Hence dynam-
ical quantum phase transitions arize from the nodes in the 
wave function overlaps [89]. In the space dimension one, 
the Berry phase of a real Bloch band is quantized to 0 or π. 
The overlap of two bands with different Berry phases must 
have at least one node. On the other hand, in the space di-
mension two, the overlap of Bloch bands with the Chern 
numbers 1  and 2  must have at least 1 2| |−   nodes in the 
Brillouin zone [89]. It means that nodes in the wave func-
tion overlaps are topologically protected if the topological 
characteristics (the Berry phase, or the Chern number) are 
different. 
9. Broken symmetry in dynamical quantum 
phase transitions 
We will illustrate the broken symmetry in dynamical 
quantum phase transitions using as the main example the 
XXZ chain following [90]. 
Consider the XXZ spin-1/2 chain with the Hamiltonian 
Eq. (49) in zero magnetic field. For the antiferromagnetic 
case > 0∆  there exists a quantum phase transition at = 1∆  
of the Berezinskii–Kosterlitz–Thouless type between the 
Luttinger liquid phase and the gapped antiferromagnetic 
phase. The order parameter of such a transition is the stag-
gered magnetization 
 1= ( 1) .j zs j
j
M S
L
〈 〉 − 〈 〉∑  (88) 
Suppose in the quantum quench the system was initially in 
the Néel state 0| = | = |Ψ 〉 ↑↓〉 ↑↓↑↓ 〉 . This state is de-
generate with |↓↑〉 . It is equivalent to the state of the sys-
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tem at 0∆ →∞. In Ref. 90 using exact diagonalization 
based on the Lanczos tri-diagonalization of the Hamiltoni-
an with full re-orthogonalization [91] were performed. The 
order parameter as a function of time is monotonic for 
large time scales, and it is oscillatory at small times (of 
order of / J ) as ∆ crosses the equilibrium quantum criti-
cal point. If the initial Hamiltonian commutes with the 
order parameter at least at one point of the parameter space 
(here 0∆ →∞), then the energy and staggered magnetiza-
tion can be measured simultaneously. Then it is possible to 
decompose the operator of the order parameter spectrally 
during the dynamical evolution 
 = ( , ) ( , ) ,s sM d M t P t〈 〉 ε ε ε∫  (89) 
where ( , )P tε  is the probability distribution that the system 
has the energy density ε at time t , 
 20( , ) = | | ( ) | ( / ) ,n
n
P t n t E Lε 〈 Ψ 〉 δ − ε∑  (90) 
with 0 0| ( ) = exp( / ) |t i tΨ 〉 − Ψ 〉  . ( , )sM tε  is the contri-
bution to the full expectation value of the (time-dependent) 
order parameter from the energy density. Energies are 
measured with the initial, not the final Hamiltonian. 
Thereby, the «exclusive» perspective [92] is chosen in 
which the perturbation which generates the dynamics is not 
included into the internal energy of the system. 
Due to the twofold degeneracy of the initial ground 
state we can write 
 (0, ) = ( ) ( ) ,P t t t↑↓ ↓↑+   (91) 
where 20= | | ( ) |tη 〈η ψ 〉  with = |η ↑↓〉  or |↓↑〉 . In the 
thermodynamic limit L →∞  each of microscopic probabil-
ities ( ) = exp [ ( )]t L tη η− λ , i.e., it obeys the large devia-
tion scaling [93] with ( )tηλ  intensive [94,95]. Hence, one 
of the probabilities always dominate (0, ) = exp [ ( )]P t L t− λ
, where ( ) = min ( )t tη ηλ λ  within the exponential accuracy. 
It is obvious, taking in account the definition of the Losch-
midt amplitude, that 2( ) = | ( ) |t G t , i.e. the return proba-
bility. Hence, it has to manifest dynamical quantum phase 
transitions. Really, Ref. 90 shows using exact diagonal-
ization that such a transition really occurs in the XXZ chain 
as a kink it time dependence of ( )tλ  due to the crossover of 
( )tηλ  at some value *=t t . It is possible to detect the dy-
namical quantum phase transition (which exists only in the 
thermodynamic limit) from the finite size calculations with 
the high accuracy. 
Due to mentioned commutation of the operator of 
the order parameter and the Hamiltonian, we can write 
 = ( , , ) ,s s s sM d dm m P m t〈 〉 ε ε∫ ∫  (92) 
where ( , , )sP m tε  is the joint distribution function that the 
system has the energy density ε and staggered magnetiza-
tion density sm  at time t . First one measures the eigenstate 
with the energy density ε, followed by the measurements 
of the staggered magnetization. In the thermodynamic limit 
the distribution ( , , )sP m tε  satisfies the central limit theo-
rem, i.e., at given ε only a narrow region (it is vanishing in 
the thermodynamic limit) mainly contributes in the vicinity 
of = ( , )s sm M tε , where ( , , )sP m tε  is maximal. Then we 
get Eq. (89), which implies ( , ) = ( , , )s sP t m P m tε ε∫ . Then, 
according to [93] it is possible to calculate 
 0 0( , ) = ( , ) ( , )s sM t t s M t sε 〈Ψ Ψ 〉 , (93) 
where 1/2 0 0 0| ( , ) = exp ( / 2 | ( )t s s t
− Ψ 〉 − Ψ 〉  , as in the 
full counting statistics approach, cf. above. Here 
0 0 0( , ) = ( ) | exp ( ) | ( )s t t s t〈Ψ − Ψ 〉  , and ( , )s tε  is the so-
lution of the equation 
 1 0 0 0= ( , ) | | ( , ) .L s t s t
−ε 〈Ψ Ψ 〉  (94) 
Using numerical calculations Ref. 90 has shown that the 
nonanalyticity of the density of probability (dynamical 
quantum phase transition) translates into the nonanalyticity 
of the zero energy limit of the order parameter (0, )sM t〈 〉 . 
In the thermodynamic limit the main contribution to 
( )sM t〈 〉 comes from the narrow interval in the vicinity of 
1
av 0= ( )L t
−ε 〈 〉  due to the central limit theorem. Then 
av( ) ( , )s sM t M t〈 〉 → ε  Then one can show [90] that 
av(0, ) ( )s sM t M t→ ε , demonstrating that dynamical quan-
tum phase transitions control the oscillatory decay of the 
order parameter. 
These results can be generalized to other models, if the 
initial Hamiltonian exhibits the ground state degeneracy, 
and if the initial Hamiltonian has one point in the parame-
ter space, where it commutes with the order parameter. It 
can be related to Ising models with the vanishing trans-
verse field, to the Hubbard systems (both Fermi and Bose) 
at vanishing hopping in the charge-density wave limit, 
does not matter what the dimension of space is. 
10. Scaling and universality for dynamical quantum 
phase transitions 
Consider, following [96] the two-dimensional trans-
verse field Ising model ( 2z zj jSσ ≡ ) 
 
,
= .z z xlm l m l
l m l
J H− σ σ − σ∑ ∑  (95) 
The nearest neighbor coupling constants > 0lmJ  are taken 
such that =lmJ J  along rows and =lmJ J⊥ along columns. 
We have shown in the previous sections that there exist 
dynamical quantum phase transitions in the transverse field 
Ising model for the space dimentions one and two. 
The initial Hamiltonian can be considered for H →∞, 
i.e., the ground state wave function is the superposition of 
all spin configurations in the zmσ  basis. Then at = 0t  the 
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quantum quench takes place to the state with = 0H . Then 
the Loschmidt amplitude can be written as 
 
( / )
,
2
1( ) = Tr e .L
z zit Jlm l m
l mG t
σ σ
 
 
 
  
 
∑
 (96) 
Let us introduce the notations = /K iJt   and = / .K itJ⊥ ⊥   
Consider first the case = 0J⊥ . In this case the Ising model 
can be solved using the transfer matrix method 
ˆ( ) = Tr LG t T , where the eigenvalues of the transfer matrix 
Tˆ  are = coshc Kν  and = sinhs Kν  [62]. In the thermody-
namic limit L →∞  the Loschmidt amplitude is dominated 
by the largest eigenvalue ( ) = LG t ν , with = cν ν  if 
| | > | |c sν ν , and = sν ν  in the opposite case. Obviously, ν 
is switched from cν  to sν , producing nonanalytisity of the 
density of the return probability ( ) = 2Re [ln ( )]l t − ν . The 
critical times at which dynamical quantum phase transi-
tions take place, are * = (2 1) / 4nt n Jπ + . In equilibrium 
(with / 1/it T→ ) the condition | | = | |c sν ν  can be real-
ized only in the ground state limit = 0T . 
Let us realize the renormalization group scheme for the 
complex parameter space [97]. For this we eliminate every 
second spin via decimation. The partition function ( , ) =Z K L
= Tr [exp ( ( , ))]K L , where L  is the size of the chain, can 
be written as ( , ) = ( , / 2) = Tr [exp ( ( , / 2))]Z K L Z K L K L′ ′  
with the renormalized value of the effective coupling K ′ 
for remaining / 2L  spins (periodic boundary conditions 
used). Pauli matrices commute, then using the equation 
exp ( ) = cosh ( ) sinhz z z zK K K′ ′σ σ + σ σ  one gets 
 
/2
2 2
2 2 2
=0
( , ) = Tr (1 ) ) .cosh tanh
L
z z
l l
l
Z K L K K ++ σ σ∏  (97) 
Then the exact renormalization group transformation can 
be written as (cf. [98]) 
 22tanh ( ) = ( ) , e = cosh (2 ).tanh KK K K′′  (98) 
It follows that the renormalization group has two fixed 
points: * = 0K  and * =K ∞, related to the equilibrium ones 
at =T ∞  and = 0T , even if K  is complex. For small 
| | 1K   we get 2=K K′ , implying the fixed point * = 0K  
is stable. Then for *=K K K+ δ  in the vicinity of the other 
fixed point * =K ∞ we get = 2K K b Kλ′δ δ ≡ δ , which 
means = 2b  and = 1λ , for the associated change of the 
length scale and anomalous dimension after decimation, 
respectively. Hence, the fixed point * =K ∞ is unstable, as 
in equilibrium. However, if we consider not the linear re-
gime for the initial coupling, it can be stable. The dynam-
ical quantum phase transitions at times *nt  map onto the 
fixed point * =K ∞ after two renormalization group steps. 
Consider the weak deviation = ( ) /c ct t tτ −  from the dy-
namical quantum phase transition. Then using = 1λ  times 
with weak deviation from ct  map after two renormalization 
group onto the linear regime of the unstable fixed point, 
yielding [96] the scaling form 
 /( ) | |dg λ ±τ ∝ τ Φ , (99) 
where ±Φ  are constants, which can be different for > 0τ  
and < 0τ . Therefore, for dynamical quantum phase transi-
tions one can attribute this scaling behavior at the unstable 
fixed point of the renormalization group, extending the 
scaling, and universality to the non-equilibrium regime. 
Notice, that despite the special quantum quench was 
considered, the identificaltion of dynamical quantum phase 
transitions with unstable fixed points allow the conclusion 
that the weak symmetry-preserving perturbations do not 
change the above mentioned universality. Let us demon-
strate it for nonzero transverse fields H J . The field 
part using the standard time-dependent perturbation theory 
can be eliminated. Consider the transverse field Ising chain 
with the weak field H  as the perturbation V  and the Ising 
part as the main Hamiltonian 0 . Then exp ( / ) =i t−  
0= exp( / ) ( )i t W t−   , where 
 0
( )/
0 0
( ) = e ,
( ) = exp ( / ) exp ( / ) ,
t
i dt V t
W t
V t i t V i t
′ ′− ∫
−

 

 
 (100) 
where   denotes the time ordering. Then using the standard 
cumulant expansion [96] one gets eff( ) = 2 Tr exp ( )
LG t −  , 
where 
 eff 1 2= ,
z z z z
l l l l
l l
K G+ +σ σ + σ σ∑ ∑   (101) 
with = / [1 cos (4 / )] / 4K itJ H Jt J+ −   , and = / 2G iHt− +  
sin(4 / ) / 8iH Jt J+  . Then similar to the above mentioned 
decimation procedure can be used. It produces 
 
( )
4
4
1 e= 1 ,
2
= 1 e ,
4
P
P
K P G
GG
−
−
 −′ + +  
 
′ −
 (102) 
with 2tanh = tanhP K  being the solution for = 0H . This 
system of renormalization group equations has two fixed 
points * *( , ) = (0,0)G K  and * *( , ) = ( ,0)G K ∞ . In the vi-
cinity of the second (unstable) fixed point one has 
= 2 3 / 2K K G′δ δ + , and = / 4G G′ . Hence H J  is the 
irrelevant perturbation. Notice that in the exact solution it 
is necessary to have >H J  to destroy the dynamical quan-
tum phase transitions. Also, scaling properties are invariant 
under a small modification of the initial state by taking the 
ground state for the initial transverse field 1 < / <H J ∞. In 
this case the above mentioned scaling and universality are 
also valid. 
Now, let us turn to the two-dimensional case. Here one 
obtains for the density of the Loschmidt amplitude using 
the exact result for the partition function [51,99] 
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1 1( ) = ln [2sinh ] ( ) ,
2 4 k k
g t K dks
π
−π
− − ε ε
π ∫  (103) 
where 
 cosh = cosh (2 ) cosh (2 )k K K⊥ε −   
 sinh (2 ) sinh (2 ) cos ,K K k⊥ ′−  (104) 
with exp ( 3 ) = tanh( )K K− , and ( ) = sign [Re ( )]s x x . Dyna-
mical quantum phase transitions are found [96] for J J⊥   
at * = (2 1) / 4nt n Jπ + , i.e., they are controlled by the one-
dimensional mechanism. It is clear, because ( / ) 1J J⊥   is 
the irrelevant perturbation. On the other hand, for =J J⊥  
it follows 
 2( ) ln(| |) ,g t τ τ  (105) 
i.e., the logarithmic nonanalyticity of the dynamical quan-
tum phase transition is revealed. It is, unfortunately, im-
possible to derive the closed set of renormalization group 
equations for the two-dimensional case. However, it is 
possible to perform calculations for the strong spatial ani-
sotropy J J⊥  . Again, eliminating K⊥  perturbatively 
using the cumulant expansion we get to the second order 
in K⊥  
 
2
2
= 2 ,
= ,
K K QK
K K
⊥
⊥ ⊥
′ +
′
 (106) 
where = tanhQ K  for | | > | |c sν ν  and = 1/ tanhQ K  for 
the opposite case. If initialy < 1K⊥ , then the fixed point 
* = 0K⊥  is always approached. Then K⊥  is the irrelevant 
perturbation. It implies that in the case of the strong spatial 
anisotropy the effective dimension is * = 1d , i.e., we con-
sider the set of weakly coupled Ising chains. For the iso-
tropic point the scaling Eq. (105) suggests that the unstable 
fixed point is the governing parameter for dynamical quan-
tum phase transitions. 
Also, the numerical calculations for the dynamics of the 
order parameter [96] manifest oscillations of the correla-
tion function of the latter. Notice that / 0H J →  is the 
singular point. The dynamical susceptibility in the limit 
0H →  behaves as 
 
*2( ) = .dχ τ τ  (107) 
Here scaling depends only on the effective dimension *d , 
and only on the universality class of dynamical quantum 
phase transitions if one assigns * = 2d  for the latter for 
( )g t  satisfying the scaling form Eq. (105). 
Here it is worth to mention the scaling with respect 
to the connection of the dynamical phase transitions to 
the universal Kibble–Zurek scaling [100] of the defect den-
sity and residual energy measured in the final state after 
the quantum quench [101]. It can be studied using the Ising 
spin-1/2 chain in the tilted magnetic field [79]. When a d-di-
mensional quantum system was initially in its ground state, 
and then is driving by the quantum quench across the 
quantum critical point, when the ramping is linear /t τ , 
then the density of defects according to the Kibbel–Zurek 
scaling generalized to quantum critical systems, is propor-
tional to /( 1)d z− ν ν+τ . The residual energy (the excess ener-
gy over the ground state of the final Hamiltonian) scales as 
( ) /( 1)
res
d z z− + ν ν+ε τ  for the quench to the gapless quan-
tum critical point, and as the density of defects when 
quenched to the gapped phase [102]. Using the time-
dependent density matrix renormalization group calcula-
tions [79] obtained for the transverse field Ising chain with 
the quantum ramping of the component of the field, paral-
lel to the Ising axis, h, a very good agreement with the 
Kibbel–Zurek scaling for the residual energy. Also, ac-
cording to [102] the sudden quench for small amplitude of 
the mentioned parallel field the scaling has to be 
( )
res
d zHH ν +ε  , which has been also confirmed by the 
numerical calculations [79]. 
11. Manifestations of dynamical quantum phase 
transitions 
Dynamical quantum phase transitions can manifest them-
selves in the time dependence of several physical charac-
teristics. Out of the ground state the measured values de-
pend not only on the entire ramping protocol, but also on 
the initial distribution of eigenstates, and, therefore, it is a 
stochastic variable with some probability distribution. 
However, dynamical quantum phase transitions were not 
observed in experiments to date, because the Loschmidt 
echo is not directly related to a quantum mechanical observ-
able. Hence, we need to find some quantum mechanical 
observables, which time evolution after the quantum quench 
can manifest features, related to the dynamical quantum 
phase transitions. 
The work distribution function as a function of time and 
the performed work W  (given by the difference of two 
consecutive measurements of the energy) is (here we closely 
follow [12,103]) 
| 1 0( , ) = ( ) (0) [ ( ) ( )] ,m n n m n
n
P W p p W E g E gτ τ δ − −∑  (108) 
where the energies are measured at = 0t  and =t τ, (0)np  
is the initial probability of distribution of states, and 
| ( )n mp τ  is the probability to transition from the state n to 
the state m. In the ground state ,0(0) =n np δ , i.e., only the 
ground state ( = 0n ) survives. Also, 
 ( ) / 21| 0 0= | ( ) | e | ( ) | .
i g t
n m m np E g E g
−〈 〉  (109) 
For such a distribution function important facts are known, 
like the Jarzynski equality and the Tasaki–Crooks rela-
tion [104]. Those relations were used to be tested for clas-
sical microscopic systems [105], and only recently they were 
verified for the quantum system of trapped ions [106]. 
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The Loschmidt amplitude shows the density of probability 
that no work is performed on the system during the pulse, 
since the final and initial states are the same. The sum is 
over all eigenstates (labeled by n) of the initial Hamiltoni-
an. We can introduce the rate function 
 ( , ) = (1/ ) ln ( , ) ,r w L P Wτ − τ  (110) 
were the work density is = /w W L . The rate function is 
obviously non-negative [95]. Then, according to Gärtner–
Ellis theorem [93] the rate function is the Legendre–
Fenchel transform ( , ) = inf [ ( , ) ]r w c R wRτ τ − , where the 
infimum (the greatest lower bound) is evaluated within the 
considered area, which includes =r ±∞ . For = 0w  it is 
just the return probability to the ground state ( )l τ . For the 
transverse field Ising chain one gets 
 
0
2( , ) = ln ,kc R dk G
π
τ −
π∫   
 2 2 1 0= [1 (2 ) ( ( ) / )][exp ( 2 ( ) ) 1]] .sin sink k k kG H H R− φ ε τ − ε −  
  (111) 
It is simpler than the work distribution function, because it 
splits into sums over k . ( , )c R τ  is always concave and con-
tinuous inside the relevant considered area. The Gärtner–
Ellis theorem states that if ( , )c R τ  is differential with re-
spect to R , the probability distribution ( , )p w τ  also takes 
on the large deviation form. 
It is nothing else than the rate function for the cumulant 
generating function of the work distribution 
 ( , )( , ) = ( , ) e e .RW Lc RC R dWP W − − ττ τ ≡∫  (112) 
This is why, at =R ∞ the cumulant generating function has 
also to manifest Fisher’s zeros in the τ-dependence, which 
signals the dynamical quantum phase transitions for the 
pulse between two phases (in the sense of the quantum 
critical point). The generalization for nonzero temperatures 
is straightforward. However, for 0T ≠  the integrand kG  is 
always analytic for any parameters of quenches (pulses). 
For the mode *k  at critical values of *= nτ τ  we get (notice 
that * = / 4kφ π ) 
 
* 1*
*
* 0
1 cosh [( 2 (1/ )) ( )]
( , ) = .
1 cosh ( ( ) / )
k
nk
k
R T H
G R
H T
+ − + ε
τ
+ ε
 (113) 
Obviously, it is equal to zero only in the zero temperature 
limit for R →∞. 
It is possible to check that the Jarzynski relation [107] 
 exp( / ) = exp( / ) ,W T F Tλ〈 − 〉 −∆  (114) 
where the average is taken with respect to initial Gibbs 
distribution for the ramping protocol λ, holds. It means 
that the mean of work values W  of many identical experi-
ments is equal to the change of the free energy F∆  of the 
corresponding equilibrium states. So we can study the 
equilibrium states of the system even if it is not in equilib-
rium during the work measurements. The Tasaki–Crooks 
relation generalizes the Jarzynski equality as [108] 
 ( )/[ , ] = e ,
[ , ]
L w f Tp w
p w
−∆λ
− λ
 (115) 
where =F L f∆ ∆ , and [ , ]p w λ  denotes the work distribu-
tion function of the work density for the ramping protocol 
λ. For the rate functions for forward (F) and backward (B) 
quenches we have (1/ ) ln [ ( ) / ( )] =F BL p w p w−
= ( ) ( )B Fr w r w− − . In the pulse case = 0F∆  (i.e., we consid-
er the cyclic process). Hence, ( ) ( ) = /r w r w w T− − − . Then 
it is easy to verify the fulfillment of the Jarzynski and Ta-
saki–Crooks relations directly, i.e, to understand the beha-
vior of the free energy in equilibrium from the time de-
pendence (τ-dependence) behavior of the ( )G z  after the 
quantum quench (pulse). 
In practice more viable route to verify in experiments 
the phenomenon of the dynamical quantum phase transi-
tions is through measuring the time evolution of some 
thermodynamic quantities, which can exhibit post-quench 
oscillations at the time scale commensurate with the criti-
cal time *t  of the dynamical quantum phase transitions. 
For example, we can consider the characteristics of the 
quantum system after the quantum quench, or after the 
pulse — which is, in fact, two quantum quenches. For the 
pulse the parameter of a quantum system is initially in one 
state, then, at time = 0t  changes its value, analogous to the 
final state in the quantum quench, and, then, at time =t′ τ 
returns to the initial value [54,57]. For example, the change 
of the magnetization of the transverse Ising chain at non-
zero temperature T  after the quantum quench from the 
state with 0=H H  to the state with 1=H H  is [54] 
 1 0 0
0
( ) 2= tanh ( )
4
z
k
H H
M dk H
T
π−  ∆ ε × π  ∫   
 
2 2
2
12
0 1
sin ( ( ) / ) .sin
( ) ( )
k
k k
J k H t
H H
× ε
ε ε
  (116) 
For the pulse case we need to change t → τ , i.e., the 
change of the magnetization depends not on time, but on 
the pulse duration. One can see that Eq. (116) is similar in 
structure to Eq. (23). Namely, the time dependence is de-
termined by the same oscillatory multiplier. This is why, 
Fisher’s zeros also determine the time evolution of the mag-
netization of the transverse Ising chain, and the same *t  
(related to the imaginary part of Fisher’s zeros) defines the 
periodicity of oscillations. The difference is, naturally, in 
the absence of kinks in the time dependence (τ-depend-
ence) of the magnetization, especially at nonzero tempera-
ture, with respect to the dynamical quantum phase transi-
tions seen in the dynamics of the density of the return 
probability. On the other hand, the rates of the decays of 
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oscillations of the magnetization and the density of the 
return probability are determined by different values, 
which are related to the different multipliers in front of 
oscillation terms in the integrands in Eq. (116) and Eq. (23). 
Figures 10, 11 show the time dependence of the density 
of the return probability ( )l t  and the change of the magnet-
ization ( )zM t∆  after the quantum quench not across the 
quantum critical point = =cH H J . There are no kinks in 
the time dependence of ( )l t , however we can clearly see 
the agreement between the periods of oscillations at small 
time scale (at large time scale the oscillations decay). On 
the other hand, for the quantum quench across the quantum 
critical points, the kinks (dynamical quantum phase transi-
tions) are clearly seen in the time dependence of ( )l t  in 
Fig. 11, while the similarity in periodicities of ( )l t  and 
( )zM t∆  is seen not so clear. Finally, in Fig. 12, which also 
corresponds to the quantum quench across the quantum 
critical point (however, small, comparing to Fig. 11), the 
similarity in periodicities of ( )l t  and ( )zM t∆  is manifested, 
while the cusp is seen only for the first dynamical quantum 
phase transition. 
Similar behavior can be observed in the time depend-
ence of the magnetization of the edge state of the topologi-
cal insulator and the density of the return probability after 
the quantum quench across the quantum critical point [57]. 
Figs. 13 and 14 manifest the similarity between the time 
dependence of the return probability and the change of the 
magnetization of the edge states of the topological insulator. 
One can again see clear dynamical quantum phase tran-
sitions in the time dependence of ( )l t  after the quantum 
quench across the quantum critical point = 0H , and the 
agreement in the periodicity of oscillations of the nonzero-
temperature magnetization and the density of the return 
probability (Loschmidt echo). On the other hand, the return 
probability of the edge state of the topological insulator 
can show no dynamical quantum phase transitions, even 
for quantum quenches across the quantum critical point 
To conclude, for nonzero temperatures the dynamical 
quantum phase transitions are impossible to observe. How-
ever, their traces can be observed in the time (or τ) de-
pendences of either the work distribution function, or the 
number of particles (magnetization) for quantum quenches 
(or pulses) across quantum critical points, as oscillations 
with periods related to Fisher’s zeros. 
Fig. 10. Time dependence of the density of the return probability 
( )l t  (solid line) and the change of the magnetization zM∆  
(dashed line) of the tranverse field Ising chain (at = 0.01T ) for 
= 2J , 0 = 0H  and 1 = 1.5H −  (without quantum quench across 
the quantum critical point =cH J ). 
 
Fig. 11. The same as in Fig. 10, but for 1 = 2.5H − , i.e., the quan-
tum quench across the quantum critical point. 
 
Fig. 12. The same as in Figs. 10 and 11 but for 1 = 2.1H − . 
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Summary 
In our review article we have given a brief introduction 
to the theory of dynamical quantum phase transitions, fo-
cusing on the main recent achievements in this rapidly de-
veloping part of modern non-equilibrium quantum dynam-
ics. The emphasis is on the universal properties of 
dynamics, periodicity (related to Fisher’z zeros of the den-
sity of the return probability), symmetry aspects, scaling, 
connection to the topology, etc. We have shown how zero-
temperature dynamical quantum phase transitions can be 
observed in the experiments on the non-equilibrium time 
evolution of many-body quantum systems. From this per-
spective, the most promising candidates for observation of 
traces of dynamical quantum phase transitions are ultracold 
atoms in optical traps, and low-dimensional electron sys-
tems. In the description of many-body quantum systems 
out of equilibrium many open questions remain, to which, 
hopefully, future studies can give clear answers. 
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