Abstract: Vector geographic data play an important role in location information services. Digital watermarking has been widely used in protecting vector geographic data from being easily duplicated by digital forensics. Because the production and application of vector geographic data refer to many units and departments, the demand for multiple watermarking technology is increasing. However, multiple watermarking algorithm for vector geographic data draw less attention, and there are many urgent problems to be solved. Therefore, an efficient robust multiple watermark algorithm for vector geographic data is proposed in this paper. The coordinates in vector geographic data are first randomly divided into non-repetitive sets. The multiple watermarks are then embedded into the different sets. In watermark detection correlation, the Lindeberg theory is used to build a detection model and to confirm the detection threshold. Finally, experiments are made in order to demonstrate the detection algorithm, and to test its robustness against common attacks, especially against cropping attacks. The experimental results show that the proposed algorithm is robust against the deletion of vertices, addition of vertices, compression, and cropping attacks. Moreover, the proposed detection algorithm is compatible with single watermarking detection algorithms, and it has good performance in terms of detection efficiency.
Introduction
Vector geographic data are very important basic and strategic national information resources, which play a significant role in fields referring to location information. The safety of vector geographic data is closed in terms of public and individual security. With the advent of the informational era, it has become much easier to acquire, transmit, and distribute vector geographic data. Security problems have become increasingly prominent. Furthermore, the protection demands of multiple users and multi-copyright for vector geographic data that are caused by multi-level transmission are becoming increasingly urgent. It is currently necessary to focus on how to effectively protect the multi-copyrights of vector geographic data and how to track multiple users. Multiple watermarking technology involves the embedding of multiple watermarks into the cover data. It can be used to protect the copyrights of multiple users, and to track the copying flow of data in the progress of multi-level transmission.
The Multiple Watermarking Algorithm
The traditional watermark algorithm includes three parts: watermark generation, watermark embedding, and watermark detecting, as seen in Figure 1 . In the distribution and transportation process of the watermarked map, it is usual to delete vertices, add vertices, compress data, and crop the map. These operations change the map, and they may break the watermark, which are considered as watermark attacks. The ability of the watermarking algorithm to withstand against watermark attacks is its degree of robustness. As a multiple watermarking algorithm, the proposed algorithm is similar to the traditional algorithm, but watermark embedding and detection are different. The entire procedure of the proposed algorithm is shown in Figure 2 . In the watermark embedding stage, multiple watermarks are embedded, and these watermarks need to be detected in the watermark detection program. The specific procedures are stated in this section. 
Watermark Generation
Watermarks can be categorized into two classifications: meaningful and meaningless watermarks. Meaningful watermarks have explicit meanings, such as voice, video, images, characters, etc., while meaningless watermarks do not usually have explicit meanings; for example, pseudorandom and chaotic sequences. Generally, the length of a meaningless watermark is longer than a meaningful watermark. For meaningless watermarks, the watermark should be extracted before watermark detection. This section represents the proposed multiple watermark algorithm in this flow. Figure 2 shows the flow of the proposed algorithm. Considering the data size of the vector geographic data, the numbers of watermarks, and the statistical characteristics, a meaningless watermark with a pseudorandom binary sequence was used in the proposed algorithm. 
Watermarks can be categorized into two classifications: meaningful and meaningless watermarks. Meaningful watermarks have explicit meanings, such as voice, video, images, characters, etc., while meaningless watermarks do not usually have explicit meanings; for example, pseudorandom and chaotic sequences. Generally, the length of a meaningless watermark is longer than a meaningful watermark. For meaningless watermarks, the watermark should be extracted before watermark detection. This section represents the proposed multiple watermark algorithm in this flow. Figure 2 shows the flow of the proposed algorithm. Considering the data size of the vector geographic data, the numbers of watermarks, and the statistical characteristics, a meaningless watermark with a pseudorandom binary sequence was used in the proposed algorithm.
The different watermarks were generated by using a pseudorandom binary sequence generator. Let the watermark be = { [ ], 0 ≤ < }, where is the length of the watermark, and is the index of the watermark bit, as shown in Figure 3 . Also, the bits [ ] ∈ {−1,1}, where either value is equally likely; the probabilities are P( [ ] = −1) = 1 2 ⁄ and P( [ ] = 1) = 1 2 ⁄ . Taking vector geographic data with a small data size into account, should not be too large, and thus = 200 in our experiments. The different watermarks were generated by using a pseudorandom binary sequence generator. Let the watermark be W = {w[i], 0 ≤ i < N}, where N is the length of the watermark, and i is the index of the watermark bit, as shown in Figure 3 . Also, the bits w[i] ∈ {−1, 1}, where either value is equally likely; the probabilities are P(w[i] = −1) = 1/2 and P(w[i] = 1) = 1/2. Taking vector geographic data with a small data size into account, N should not be too large, and thus N = 200 in our experiments.
Information 2018, 9, x 5 of 21 Figure 3 . The relationship between the watermark, the watermark bits, and the watermark bit indices.
In the proposed algorithm, let the th watermark be = { [ ], 0 ≤ < }, where [ ] is the th watermark bit index of the th watermark, and [ ] ∈ {−1,1}. There is no correlation between any two watermarks and
; the normalized correlation detection value obeys a normal distribution with a mean of 0, and a variance of 1⁄ .
Watermark Embedding
In vector geographic data processing, adding vertices, deleting vertices, data compression, and cropping are common. The watermarks may be removed in the above processes, which are In the proposed algorithm, let the kth watermark be /N) ; the normalized correlation detection value obeys a normal distribution with a mean of 0, and a variance of 1/N. 
In vector geographic data processing, adding vertices, deleting vertices, data compression, and cropping are common. The watermarks may be removed in the above processes, which are considered to be watermark attacks. There is an urgent need for robust watermarks that can be preserved and detected after these common attacks.
Considering this problem, for a single watermark, coordinate mapping and quantization are used in watermark embedding. The basic idea is that a "one-to-many" relationship between the watermark bit indices and the vertices is established [29] , and then the watermark bit is embedded in the coordinates repeatedly by using quantization [31] . The embedding model is shown in Equation (1):
where D is the vertices set, (x i , y i ) is the ith coordinate in the set, ⊕ is the embedding rule, f (·) is the mapping relationship between vertices and the watermark bit indices, which satisfies 0 ≤ f (·) < N. f (·) should ensure that the vertices are evenly mapped to the watermark bit index of each watermark. Considering multiple watermarks and the vertices set, D is first randomly divided into multiple subsets. If there are L watermarks being embedded, D is divided into L non-repetitive subsets, Figure 4 shows one example where the vertices in the digital map are randomly divided into three subsets. The different color points represent different vertex sets. To improve robustness against cropping attacks, in the process of division, the data size of D k is decided by the number of the watermarks. Based on Equation (1), multiple watermarks are embedded by using the rule shown in Equation (2) (the flowchart of multiple watermarks being embedded is shown in Figure 5 ):
where x k i , y k i is the ith coordinate in the vertex subset D k and 0 ≤ i < M k .
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Watermark Extraction and Detection

Watermark Extraction
Detection of a meaningless watermark concludes the process of watermark extraction and detection. In watermark extraction, the watermark bit sets are extracted from the data. The flowchart of multiple watermark extraction and detection is presented in Figure 6 . 
Watermark Extraction and Detection
Watermark Extraction
Detection of a meaningless watermark concludes the process of watermark extraction and detection. In watermark extraction, the watermark bit sets are extracted from the data. The flowchart of multiple watermark extraction and detection is presented in Figure 6 . The watermark extraction is the inverse process of watermark embedding. The following basic procedure is used. The watermark bits in the arbitrary vertices are extracted according to the embedded quantization step. The watermark is then mapped onto the correlated watermark bit indices according to the mapping relationship. These steps are repeated, and the watermark bit set is extracted in all vertices. In most cases of watermark extraction, the data size of the carried data is much more than the length of the watermark, . Hence, the same watermark bit index corresponds The watermark extraction is the inverse process of watermark embedding. The following basic procedure is used. The watermark bits in the arbitrary vertices are extracted according to the embedded quantization step. The watermark is then mapped onto the correlated watermark bit indices according to the mapping relationship. These steps are repeated, and the watermark bit set is extracted in all vertices. In most cases of watermark extraction, the data size of the carried data is much more than the length of the watermark, N. Hence, the same watermark bit index corresponds to many extracted watermark bits.
For the usual process of watermark extraction and detection, the vertex set, D k , first needs to be rebuilt according to the watermarked data. However, it is difficult to rebuild the vertex set D k because of potential watermark attacks in data processing, such as deleting vertices, adding vertices, data compression, and data cropping. Hence, the proposed algorithm considers the watermarked data in its entirety for watermark extraction, and correlation detection is adopted in watermark detection to distinguish the different watermarks.
Let the extracted watermark bits set be
is the jth watermark bit corresponding to the extracted watermark index i and ∑
Watermark Detection
Let the correlation detection statistic be c for detecting W k , as shown in Equation (3). The probability distribution of c is different when if there are watermarks in the cover data as opposed to when no watermarks are present. The following are the specific conditions for different situations:
1.
There is no watermark in the cover data
If there is no watermark in the cover data, it is random for the extracted watermark bit to be equal to −1 or 1, that is, P(
, so that c obeys the probability distribution of Equation (4):
2.
There are watermarks in the cover data There are two possibilities in this situation. One is that there is a specific watermark W k in the extracted watermark bits set, and the other is that watermark W k is not present. Let G i be the summation of the extracted watermark bits corresponding to the watermark bit index i, which is presented in Equation (5):
There may be multiple watermarks in the cover data; G i consists of two parts: the watermark bits of W k and the watermark bits corresponding to other watermarks. Equation (6) presents this relationship:
where G i 1 is the summation of watermark bits corresponding to W k , and G i 2 is the summation of watermark bits corresponding to the other watermarks. Equation (7) shows the corresponding detection:
For the watermarked data, the distribution characteristics of c are discussed in two situations as follows.
• There is no W k in the watermarked data In this situation, G i 1 = 0, G i = G i 2 , and Equation (3) is equal to the following:
According to the Lindeberg theory, c obeys the normal distribution shown in Equation (9) when the Lindeberg conditions are satisfied:
• There is W k in the watermarked data In this situation, G i = G i 1 + G i 2 , and Equation (3) is equal to the following:
The watermark, W k , is embedded in M k vertices; hence, Equation (10) can be simplified to:
Similarly, according to the Lindeberg theory, c obeys the normal distribution that is shown in Equation (12) when the Lindeberg conditions are satisfied:
In conclusion, Equations (9) and (12) show the probability distribution of c when W k is absent and present in the cover data, respectively. Additionally, Equation (3) is one of the special situations for Equation (9) .
According to Equations (9) and (12), in multiple watermark detection processes, the detection threshold can be calculated based on the different probability distributions of c. The following are the specific steps to calculate the detection threshold in the two conditions.
1.
The discriminant analysis is used to calculate the detection threshold when M k is known.
Mahalanobis distance discrimination analysis can be adopted to build a watermark detection model if W k is embedded in the vertices whose numbers and spatial distribution are known. Let the distributed population for Equation (9) be π 1 , and the distributed population for Equation (12) be π 2 . The Mahalanobis distance of the correlation coefficient c to π 1 and π 2 can be depicted as shown in Equations (13) and (14):
When 0 < c < M k /M, according to the Mahalanobis distance discrimination analysis, the discriminant function used to detect the watermark can be illustrated as shown in Equation (15):
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The detection threshold is µ
and the watermark detection rule is shown in Equation (16):
According to Equations (9), (12), and (15), the false positive error (FPE), e 1 , and the false negative error (FNE), e 2 , can be calculated via Equation (17):
Controlling the false positive error is used to calculate the detection threshold when M k is unknown.
Generally, the spatial distribution and the numbers of the watermarked vertices are unknown. In this situation, controlling the FPE is adopted to calculate the threshold. The "4σ" principle can be used to calculate the detection threshold. Based on Equation (9)
which means that the FPE is smaller than 10 −4 . Thus, the detection threshold, µ * , can be set to
The FPE e 1 and the FNE e 2 can then be calculated by the following:
In fact, the number and the spatial distribution of the detected data that contain the watermark, W k , is difficult to know, so that the detection threshold used in the experiments below is calculated by controlling the false positive error and the "4σ" principle.
Applicability Analysis
Equations (9) and (12) in Section 2.3.2 show the distribution probabilities under two conditions, which is the basis of the detection model. However, the premise for Equations (9) and (12) are the Lindeberg conditions, which are difficult to demonstrate by means of theoretical derivation. In this section, the applicability of this detection model is verified through experiments.
The experiments are made in different digital vector geographic maps in a shapefile format. Figure 7 shows one group of experimental maps. Figure 7a shows a resident map that is organized as points. Figure 7b shows a river map organized as polygons. Figure 7c ,d are river maps organized as polylines. Additionally, all of the maps are presented at a scale of 1:1 million and in the unit of the meter.
In the experiments, two watermarks are embedded in the vector geographic data, and the specific verifying steps are followed.
(1) Randomly divide the vertices in the cover data into two non-repetitive sets.
(2) Generate two watermarks, watermark 1 and watermark 2, and then embed the two watermarks in the two sets. (3) Extract the watermark, according to Equation (3); the corresponding detection is done by using watermark 1 and watermark 2. The correlation detection coefficients are cor3 and cor4.
(4) Normalize cor3 and cor4 according to Equation (19) . (5) Generate two other watermarks, watermark 3 and watermark 4. (6) Watermark 3 and watermark 4 are used to carry out the corresponding detection with the extracted watermark according to Equation (3), to obtain the correlation detection coefficients cor1 and cor2. (7) Normalize cor1 and cor2 according to Equation (20) . (8) Repeat steps (1) to (7) 1000 times and record the experimental results, cor1, cor2, cor3, and cor4.
The experimental data produced 1000 groups of correlation detection coefficients (cor1, cor2, cor3, and cor4). cor1 and cor2 are the detection results when there are no corresponding watermarks in the cover data, and cor3 and cor4 are the detection results when there are corresponding watermarks in the cover data. They should all theoretically obey standard normal distribution. In fact, the number and the spatial distribution of the detected data that contain the watermark, , is difficult to know, so that the detection threshold used in the experiments below is calculated by controlling the false positive error and the "4 " principle.
The experiments are made in different digital vector geographic maps in a shapefile format. Figure 7 shows one group of experimental maps. Figure 7a shows a resident map that is organized as points. Figure 7b shows a river map organized as polygons. In the experiments, two watermarks are embedded in the vector geographic data, and the specific verifying steps are followed.
(2) Generate two watermarks, watermark 1 and watermark 2, and then embed the two watermarks in the two sets. After the above experiments, 2000 groups of watermark detection values corresponding to every experimental map were created for when there was or was not a corresponding watermark in the cover data. Let the four groups of 2000 values corresponding to the four experimental maps be Data1, Data2, Data3, and Data4, when there are no corresponding watermarks in the detecting maps. Similarly, let the four groups of 2000 values corresponding to the four experimental maps be Data5, Data6, Data7, and Data8, when there are corresponding watermarks.
Hence, verifying the applicability of Equation (9) is equal to analyzing the statistical probabilities of Data1, Data2, Data3, and Data4. Verifying the applicability of Equation (12) is equal to analyzing the statistical probabilities of Data5, Data6, Data7, and Data8. The detection result distribution plot and normal probability plots are drawn, and the means and standard deviations are calculated. The results are shown in Figures 8 and 9 to conveniently analyze the statistical probability. Figure 8 shows the experimental results corresponding to Data1, Data2, Data3, and Data4. Figure 9 shows the experimental results corresponding to Data5, Data6, Data7, and Data8.
The two figures presenting the experimental results are consistent with the theories that obey the standard normal distribution with a mean of 0 and a variance of 1, which means that the detection model based on Equations (9) and (12) is applicable. Hence, the proposed multiple watermarking detection model can be used to detect multiple watermarks.
The experimental data produced 1000 groups of correlation detection coefficients (cor1, cor2, cor3, and cor4). cor1 and cor2 are the detection results when there are no corresponding watermarks in the cover data, and cor3 and cor4 are the detection results when there are corresponding watermarks in the cover data. They should all theoretically obey standard normal distribution.
After the above experiments, 2000 groups of watermark detection values corresponding to every experimental map were created for when there was or was not a corresponding watermark in the cover data. Let the four groups of 2000 values corresponding to the four experimental maps be Data1, Data2, Data3, and Data4, when there are no corresponding watermarks in the detecting maps. Similarly, let the four groups of 2000 values corresponding to the four experimental maps be Data5, Data6, Data7, and Data8, when there are corresponding watermarks.
The two figures presenting the experimental results are consistent with the theories that obey the standard normal distribution with a mean of 0 and a variance of 1, which means that the detection model based on Equations (9) and (12) is applicable. Hence, the proposed multiple watermarking detection model can be used to detect multiple watermarks. 
Experimental Results and Discussion
To verify the performance of the algorithm, the proposed multiple watermarking algorithm was realized by using VC++ 6.0, and the shapefile format data were used for the experiments. Experimental analysis was carried out in a computer environment with Windows 7, Intel Core i5-4200 CPU, and 8.0 GB memory. The robustness, especially against cropping attacks and the efficiency of watermarks detection, was specifically analyzed.
Robustness Experiments
The robustness experiments involved the detection of watermarks being attacked in the cover data. In order to evaluate the robustness of the proposed multiple watermarking algorithm, experiments were performed on different digital vector geographic maps in a shapefile format. The same experiment steps were repeated for the different vector geographic data. Figure 7 in Section 2.3.3 is an example of experimental data.
The specific robust experimental steps are followed. Generate three watermarks randomly: Watermark1, Watermark2, and Watermark3. Embed Watermark1 and Watermark2 in the experimental data. Attack the watermarked data and detect the three watermarks. In experiments, the attacks included deleting vertices, adding vertices, data compression, and cropping, which are common in data processing for vector geographic data. Table 1 shows the robustness against random deletion attacks, Table 2 shows the robustness against random addition attacks, Table 3 shows the robustness against compression attacks, and Table 4 shows the robustness against cropping attacks. The data size in the tables represents the number of vertices in the detected data. The experimental results in the following tables correspond to the experimental data in Figure 7d .
In the robustness experiment, Watermark1 and Watermark2 were embedded into the experimental data. The coordinates being embedded in Watermark1 or Watermark2 were approximately equal and randomly distributed in the data. If the data were not attacked, according to Equation (12) , the results of detecting Watermark1 and Watermark2 should follow the normal distribution, with an average value of 0.5, i.e., M k ≈ M/2. The robustness experimental results found detection results of 0.5156 and 0.5102, which were consistent with the above inference. Watermark3 was not embedded into the experimental data, so that according to Equation (9), the results of detecting Watermark3 should follow the normal distribution, with an average value of 0.0, i.e., M k = 0. In Tables 1-4 , the experimental result for Watermark3, when there was no attack was −0.0156, and the result was close to 0, which was also consistent with the inference.
Deleting vertex attacks involve deleting the vertices in the detecting data randomly, then extracting and detecting the watermarks in the data. Table 1 shows that the detection results of Watermark1 and Watermark2 are close to 0.5, and that they become bigger as the deletion vertices and detection threshold increases. The main reason for this is that Watermark1 and Watermark2 are uniformly and randomly embedded into the cover data. After randomly deleting vertices, the proportion of the number of coordinates containing Watermark1 and Watermark2 in the cover data remains unchanged, i.e., M k ≈ M/2. Watermark1 and Watermark2 are respectively used for watermark detection. According to Equation (12) , the relevant detection results should still follow the normal distribution, with a mean value of 0.5. According to the detection threshold calculation formula
2 /M), the detection threshold becomes smaller as the number of coordinates in the cover data decrease.
Adding vertex attacks involve adding the vertices in the cover data randomly, then extracting and detecting the watermarks in the data. Table 2 shows the detection results of Watermark1 and Watermark2 are close to 0.5, and that they become smaller as the detection threshold increases. The main reason for this is that the added vertices are not embedded into the watermarks. After randomly adding vertices, the proportion of the number of coordinates containing Watermark1 and Watermark2 in the cover data decreases. That is, M k /M decreases. Therefore, according to Equation (12) , the detection value corresponding to Watermark1 and Watermark2 will constantly decline. According to the detection threshold calculation formula (4 
2 /M), the detection threshold will increase with an increase in the number of coordinates in the cover data.
For the proposed detection algorithm, the data compression and data cropping attacks are similar to randomly deleting vertex attacks. After compression and cropping attacks, the proportion of the coordinates of the embedded watermarks in the cover data remains, and the watermark detection result is close to 0.5. In the following tables, √ shows the watermark can be detected and × shows the watermark can't be detected.
The same experiments are made on 20 other digital vector maps, which are organized as points, polylines, and polygons. The experiments are in accordance with the above tables. The added vertices, deleted vertices, and cropping in the experiments are all random process. The compression attack used the Douglas-Peucker algorithm, which is classical and common [32] . The experimental results in the previous tables show that the algorithm is robust against different levels of addition, deletion, compression, and cropping attacks. In this section, experiments have been carried out to compare the robustness against cropping attacks among the proposed algorithm, the third algorithm in Reference [27] , and the algorithm in Reference [29] . Four of the same watermarks are embedded in the same experimental maps, based on the three different algorithms, and then the watermarked maps are randomly cropped. The different types of cropping attacks are presented in Figure 10 . The full maps are cropped to the various shaded areas shown in Figure 10a -e. Finally, watermarks are detected from the attacked experimental data. The detection results are shown in Table 5 . Table 5 . Robustness against cropping attacks for different algorithms.
Attacks
Data Size Watermarks Detection Results
Proposed Algorithm
Algorithm in Reference [27] Algorithm in Reference [29] No attacks 45,847
Cropping attack (e) 12,646
various shaded areas shown in Figure 10a -e. Finally, watermarks are detected from the attacked experimental data. The detection results are shown in Table 5 .
(e) Figure 10 . The different cropping attacks employed in our experiments. The algorithm in Reference [27] divides the blocks according to the quad-tree method, and the vertices that embed the same watermark may be concentrated in one block. If this block was cropped, the watermark may be removed. The algorithm in Reference [29] establishes the logic domains by building the mapping relationship before the subdivision. All of the watermarks were preserved after the cropping attacks. In the proposed algorithm, the vertices were randomly divided into non-repetitive sets in multiple watermark embedding, and the vertices watermarked as the same watermark bit were distributed in the digital map randomly. When one part of the map was cropped, some of the watermark bits were preserved after being cropped. Therefore, the proposed algorithm was robust against cropping attacks.
Discussion of Detection Efficiency
The detection efficiency is focused upon in this section. In this experiment, four watermarks were embedded into the experimental data using the three different multiple watermarking algorithms, respectively. These watermarks were then detected from the watermarked data, and the detection time was recorded. Six different vector maps were used as experimental data, and the detection efficiency for different algorithms is shown in Table 6 . The experimental results in Table 6 show that the proposed algorithm had a good level of performance in terms of detection efficiency. The detection time increased with the growth of the number of vertices in the cover data. The detection time of the proposed algorithm was lowest of these three algorithms. The algorithms in References [27, 29] required knowledge of the embedding locations of the watermarks. The different block division methods affected the detection time. The block division based on the quad-tree method was simpler than coordinate mapping and domain subdivision, and so the algorithm in Reference [27] spent less time on detection than the algorithm in Reference [29] . The proposed algorithm extracted the watermarks as an entity, and the embedding location was not necessary in detection.
Conclusions
A multiple watermarking algorithm is proposed for vector geographic data, based on the characteristics of the vector geographic data and correlation detection. A multiple watermark embedding algorithm is first designed. Then the detection model is built according to the different probability distribution of watermark detection results; whether there is a watermark in the cover data or not. Meanwhile, the applicability of the detection model is verified through experiments. Finally, experiments are made for evaluating the robustness and detection efficiency. The experimental results show: (1) The proposed algorithm can detect the watermarks directly and efficiently without the necessity of locating the different watermarked vertices. (2) The multiple watermarks are randomly embedded in the cover data, which is useful for increasing the robustness against cropping attacks for the vector geographic data.
In watermark detection, the extracted watermark is considered as a whole, and the multiple watermarks are noise for each other, which is a negative effect on multiple watermarking. In addition, under the condition that there is no watermark, the probability distribution model of the watermark detection results is closely related to the spatial distribution of the coordinates of the cover data, so it is difficult to directly express the capacity of multiple watermarks according to the number of coordinates of cover data. Our future work will involve finding solutions to these problems. 
