ABSTRACT: Non-intrusive load monitoring (NILM) process intends to deduce the individual energy consumption of appliances used in the house, which is mainly based on measuring the aggregate power consumption with a single smart meter. Comprehensive device consumption information can facilitate the improvements of the energy usage habits of the users. This work presents a novel framework on NILM via adaptive association rules mining, which aims to address the following issues. 1) The failure of detection for the appliances or group of appliances consuming the same or similar power. 2) Small power appliances' signals get overwhelmed by noise in the aggregate power data. To evaluate the effectiveness of our proposed framework, we implemented experiments based on the public datasets in production environment. By comparing with the state-of-art algorithms in general evaluation metrics, our framework gets around 10% gain on average in the performance of NILM task.
INTRODUCTION
The energy consumption issue represents one of the greatest challenges over the world. The power consumption of household and commercial buildings is estimated to account for 30%-40% of the total energy consumption [17] . In case of sensing the power usage of appliances, residents could change their behaviour to save 5%-15% of electricity consumption [12] .
Commonly, there are two main strategies of energy disaggregation: non-intrusive load monitoring (NILM) and intrusive load monitoring (ILM). NILM use the single smart meter to collect aggregation data and analyse combination energy information [6] . NILM is more practical bearing acceptable accuracy, which does not require deploying additional sensors and is very convenient.
There exist some difficulties for current NILM energy disaggregation approaches: (i) A number of home appliances appear to have similar energy consumption and each appliance usually has multiple states. In this situation, it becomes more complicated to accurately infer the appliances and their states. (ii) Most of the proposed algorithms tend to identify the appliances with high power consumption. Because the appliances using low power are easy to be overwhelmed in the aggregated data (by the noise and high power devices).
To these issues, this paper presents a framework of energy disaggregation based on adaptive association rules mining. Association rules imply that there exist relationships between two combination states or among multiple combinations states of the appliances. The main contributions of this paper include: (i) We propose a novel energy disaggregation framework which can be used to deal with the detection failure of appliances or group of appliances with the same power. (ii) Appliances with small power usage in the aggregate power can be detected well by the association rules mining method. Also, we use several metrics to evaluate our framework with public datasets, such as REDD [10] , DRED [17] and iAWE [2] .
In this paper, we briefly summarize the related studies in Section 2, and present the problem formulation in Section 3. In Section 4, we describe the proposed energy disaggregation framework, followed by the experiment with different metrics in Section 5. We conclude the paper in Section 6.
RELATED WORKS
Several NILM algorithms have been proposed, including supervised NILM approaches [3, 4] , semi-supervised NILM algorithms [12] and unsupervised NILM techniques [7] . Their differences are the assumptions of prior knowledge of the appliances.
Commonly, smart meters are deployed with low sample rate (<=5Hz), which can be used to measure multiple metrics (e.g., reactive power, active power, apparent power, voltage, current and power factor) of appliances [10, 17] . By applying event detection to classify the appliances, [15] get good performance on high power consumption appliances such as refrigerators. Hybrid support vector machine/Gaussian mixture model classification model [11] helps to process fuzzy power information. In [12] , an expectation maximization (EM) based on multi-label classification method is applied in NILM.
The well-known Factorial Hidden Markov Model (FHMM) in [10] presents an initial benchmark for energy disaggregation issue. And the Combinatorial Optimization (CO) algorithm proposed in the framework [17] improves to reduce the computation complexity for inferring the states of the appliances. The more information about the NILM algorithms can be summarized in Table 1 (2), where the λ represents the multiple parameters of HMM, Q(t) denotes the observable data, and S represents predicted appliance state combination. The task is to find the most optimum combination states S* from S. The FHMM model parameter λ can be obtained from the observation of the states via Expectation Maximization (EM) algorithm [10] . The computational complexity of disaggregation model is given by Eq. (3), where T is the time of sampling period, n represents the number of electrical appliances in monitoring and |S| is the number of appliance states. Note that FHMM's computational complexity increases exponentially with the growth of electrical appliances in use.
Combinatorial optimization
Combinatorial optimization (CO) algorithm formulates the energy disaggregation as an optimization problem. Firstly, it builds an appliances identification fingerprint database, in which a fingerprint can be used to represent the average steady state of appliance devices with electrical real value. Then it uses the aggregation data to calculate the possible combinations of electrical appliances, and find the optimized combination of S*. It can be expressed in Eq. (4), where ε represents the minimum error and the computation complexity of CO algorithm as same as the FHMM.
Problems statement
Both FHMM algorithm and CO algorithm have the same problems, when q1(t) = q2(t) in Eq. (1), it becomes very difficult to accurately infer the states of each appliance. For example, we assume there are two appliances and both of them have four states, such as 0, 1, 3 and 4. When observing the combined consumption is 4, it could possibly be 0+4, 4+0, 1+3, 3+1 (indicating the state of the first appliance + the state of the second appliance). Also, it is hard to disaggregate the low power appliances when q2(t) ≫ q1(t), because the low power signal q1(t) is very easy to be overwhelmed in the noise by the high power appliances q2(t).
THE FRAMEWORK OF ENERGY DISAGGREGATION
To get better performance in NILM, many works continually improve the algorithms and models to look for new or more effective features. However, the challenges still exist as discussed previously. Therefore, we proposed a framework for energy disaggregation based on adaptive association rules mining as shown in Figure 1 : Figure 1 . An overview of the framework.
Data pre-processing
Generally, there might be errors in the data due to environmental noise, network connectivity and meter malfunction during the data collection. Therefore, it is important to pre-process the data clean. Moreover, since different datasets include different sampling intervals, our framework can handle various data sampling rates and applies a down sampling mechanism [3] to filter high starting power of the appliance. Similar to the previous research work of NILM methods, our framework also requires labelled data for association rules learning.
Feature extraction
Observing the appliance features (e.g., electric current, active power, apparent power, etc.), they are the candidate features in the disaggregation analysis. In the literature, transient state is not appropriate to be considered for the load disaggregation, since it requires high-cost hardware working in higher sampling rate. Therefore, we use the steady-state active power, since the change of steady-state active power from a high to low value can indicate whether the appliance is turned on or off.
The proposed NILM algorithm
The combination of different appliances searching has a high computational cost. We adopted an association rules approach which was put forward by [1] . The algorithm mainly consists of two parts: 1) mining the frequent item sets; 2) learning association rules according to the frequent item sets. As illustrated in Figure 1 , in the first stage, we need to select the frequent item sets of which the threshold  is more than 0.5. And then, sampling rate is used to do the time interval, and it is significantly important to the mining of association rules. Finally, we obtain frequent item sets through the two procedures introduced as above.
In the second stage, association rules which implied a relation between different states of appliances were calculated from the frequent item sets. The confidence threshold, defined as confidence(  )(the default value is 0.5), was used to evaluate the reliability of association rules. We defined the association rules as strong relation if the support of rules exceeded the confidence(  ). In the end, we obtained the optimal combination of appliances from plenty of association rules.
We present an association rules mining approach based on apriori estimation. The algorithm mainly consists of two parts: 1) given a period for mining the frequent item sets; 2) learning association rules according to the frequent item sets. We describe how to mine frequent item sets and implement the algorithm, which is useful to find implicit relationship from a large-scale dataset. Also, it can select the period of time to perform the disaggregation analysis.
We define several concepts for association rules mining:
1. Item set contains a collection of 0 or multiple items, which represents the state of different combinations of electrical appliances.
2. K-itemsets is a set of items including k data items. When k = 0, it is called the empty set.
3. Support is defined as the proportion of records in the dataset which contains the item set.
4. Frequent item sets represent the item sets frequently appeared in the dataset.
We present an example in Table 2 . Assumed it is divided into T1-T5 periods of time, and S1-S5 repre-sents different appliances states in each period of time. We calculate the support for each K-item sets. For 1-item set, support{S1} =3/5, support{S2}=4/5, support{S3}=4/5, support{S4}=1/5, support{S5} = 2/5. Also, for 2-item sets, support{S3, S5}=2/5 and so on.
If we define a minimum support(  ) = 2/5, we can find all frequent item sets except S4 in 1-itemset. Then we can continue to find 2-itemsets, 3-item sets and all frequent item sets. Table 2 . An example.
ID(time)
Appliance states T1 S1,S3,S4 T2 S2,S3,S5 T3 S1,S2,S3,S5 T4 S2,S3 T5 S1,S2
Association rules imply that there exists a strong relationship between the two combination states or multiple combinations states for appliances. We use confidence to evaluate the reliability of such a rule {S3} → {S5}, which is defined as support{S3,S5}/support{S3}. The confidence threshold is defined as confidence(  ). If a rule exceeds the threshold, it indicates there exists a strong relationship between them. In the example, the confidence{S3}→ {S5} = 1/2, indicating there are 50% records conforming to the association rule {S3}→{S5} for all records contain {S3}.
In order to find the effective and strong association rules, we need to search all the possible frequent item sets in k-item sets. It is time consuming and inefficient. To reduce the computational time and improve the calculation efficiency, we use prior knowledge to optimize the association rules learning. In daily using, the meter data is usually coming from multiple appliances effects. In this work, we are interested in mining those appliances which are often used together.
For example, if there are four kinds of appliances and each of the appliances only has two states on/off. At the time t, the appliances states may contain one, two or more. Figure 2 shows the relationship of the combination of electrical appliances states. For simplicity, we use number to represent the appliances state. In this section, 1 represents the state of appliance one in operation, and 2 represents the state of another etc. We use number 0 to denote the combination which does not contain any state. Line between the item set indicates the combination. The apriori knowledge implies that 1) If an item set is frequent, its subset may be also frequent. 2) If a set is not a frequent item set, then its super set may be infrequent sets. In the example, the 2-itemsets {2,3} is infrequent, and it's super sets {1,2,3}, {2,3,4}, {1,2,3,4} are all infrequent item sets. It helps to reduce the computational complexity. According to the above prior knowledge, we set k-item sets' support(  )=0.4 and define the confidence(  )=0.5. Based on the threshold, we learn the 11 rules in the Table 3 , and give the corresponding rule's confidence. 
Predicated appliance state combination
At each sampling time the rules tries to find the states of the appliances, which are close to the observed aggregated energy consumption. The adaptive association rules mining intend to discover the association pattern in different time slots or period. For example, the combined usage of appliances are more frequent in certain period of time, such as morning and evening, summer or winter, in last, our framework provides the result of appliance state combination.
METRICS AND EXPERIMENTS

Datasets
In order to evaluate the performance of our proposed framework, we use three public datasets REDD, DRED, iAWE in experiments. These datasets come from different countries, and their information is shown in Table 4 , and depicted in Figure 3 respectively. In the dataset of REDD, we only use building 1 (data from the May 4th to May 7 is empty). In the dataset of DRED, data between August 19 and August 24 is constantly 40W. We implement data pre-processing for those abnormal data in experiment. In order to ensure the data consistency, we use NILMTK [3] to extract these three datasets by stripping the empty set, infinity value, and those are not numbers. 
Accuracy metrics
We summarize the accuracy metrics as in Table 5 . It's denoted that q i (t) is the actual value of i-th appliance at time t, ˆ( ) i q t is its estimated value, and ( ) q t is the aggregate actual value. Mean absolute error Pe is a quantity used to measure how close forecasts or predictions are to the eventual outcomes [17] . Relative error in total energy Ne is defined as the ration of mean absolute error to the mean value of the measured quantity. Proportion of total energy correctly assigned Acc is discussed in [10] . Precision (Pre) is proposed by us, which is the proportion of the number of predicted value in the total dataset, ε is the variation threshold, and it's defined as the minimum power of load monitoring. 
Experiment results
We use half of the datasets for training to get the apriori information; the other data is used to do the experiment. Our experiments use public datasets REDD, DRED and iAWE. The framework of the proposed is applied in these three datasets. The appliances with small power consumption tend to get overwhelmed by high-power electrical appliances in the aggregate power data, and this situation likes the laptop computer and microwave in the Figure 4(a) . Compared with FHMM and CO, our framework gets better performance on the identification of low power appliances, the result in Figure 4(b) ; it is stable to detect the low power appliances. Compared with FHMM and CO algorithms, the experimental results are given in Figure 5 . It is shown that over all the datasets, Pe , Ne of our framework get lower value compared with FHMM and CO, indicating the better energy disaggregation for all appliances. In the dataset of REDD, the results show that our framework improves by 16.6% and 7.8% compared with FHMM and CO algorithm for Pe. Moreover, our framework obtains much higher accuracy since the proportion of total energy correctly assigned is 88.1%(FHMM), 90.1%(CO) and 93.2%(Apriori) respectively. In the dataset DRED, FHMM gets higher Pe than CO and ours do. The precision is improved by 11.2% and 9% compared with that of FHMM and CO. Furthermore, in the dataset of iAWE, both CO and our framework acquire the similar performance, and are better than FHMM. Compared with other datasets, our framework in iAWE has higher Pe and lower precision. Because the proportion of usable data in iAWE is around 90% [17] , while DRED and pre-processed REDD data is close to 100%. Even though, our framework still gets better accuracy. In summary, our framework performs better than FHMM and CO in three aspects. (i) Our framework uses the apriori information to ensure infrequent appliances are not selected in our model, reducing the computation cost. (ii) Our framework gets better performance on identification of low power appliances. (iii) Our framework using adaptive association rules to detect the same power appliances.
CONCLUSIONS AND FUTURE WORK
We proposed a novel a framework of energy disaggregation based on adaptive association rules mining. We employed an apriori algorithm to infer the state of the appliance. By evaluating our framework across multiple public available datasets, such as REDD, DRED, and iAWE, the results show that our framework gets better performance than FHMM and CO do. The proposed algorithm can be used to deal with the identification failure of same power appliances or group of appliances, and small power appliances getting lost in aggregate power data. Finally, we intend to introduce unsupervised learning algorithms in our framework in the future work.
