In this article, we consider a generalized method moments (GMM) estimator to estimate treatment effects defined through estimation equations using an observational data set from a complex survey. We demonstrate that the proposed estimator, which incorporates both sampling probabilities and semiparametrically estimated self-selection probabilities, gives consistent estimates of treatment effects. The asymptotic normality of the proposed estimator is established in the finite population framework, and its variance estimation is discussed. In simulations, we evaluate our proposed estimator and its variance estimator based on the asymptotic distribution. We also apply the method to estimate the effects of different choices of health insurance types on healthcare spending using data from the Chinese General Social Survey. The results from our simulations and the empirical study show that ignoring the sampling design weights might lead to misleading conclusions.
Introduction
Observational data from a complex survey has increasingly become useful for causal inference because they can provide timely results with low cost. Survey data contains information on the treatment selections, which enables us to estimate the effects of treatments that cannot feasibly be evaluated with a randomized trial. In a survey, a treatment can be broadly defined as one of the survey questions, for example whether or not an individual has quit smoking, how often an individual does a physical exam, or what types of health insurance an individual has chosen. We can use the existing survey data to estimate effects of those treatments on health care spending, even if we cannot randomize the health behavior or the health insurance enrollment of an individual. Also because a well-designed survey sample is often a good representative of the target population, the treatment effect results can be generalized to the target population level if the survey weights are appropriately incorporated. Propensity score methods are well-established statistical methods to remove treatment selection bias in observational studies if the through the sandwich formula associated with the asymptotic variance for a GMM estimator. Ashmead (2014) also utilizes estimation equations in their weighting estimator.
This article also differs from Yu et al. (2013) in the following aspects. We extend Yu et al. (2013) , which only focuses on estimating marginal treatment means, to estimate parameters defined through estimation Equations (seeû ð1Þ g in Subsection 2.3). This article also proposes the second estimator to gain efficiency by incorporating the first phase and second phase means of covariates into the estimation equations (seeû ð2Þ g in Subsection 2.3). This is similar to the effect of calibrating the second phase means of covariates to their first phase means seen in the optimal two-phase regression estimator discussed in Fuller (2009) . Additionally, Yu et al. (2013) assumes sample missing at random (SMAR), which is commonly used in literature, while this article considers population missing at random (PMAR), the framework proposed in Berg et al. (2016) (see more details in Subsection 2.1). It makes sense to use PMAR assumption in the context of casual inference study using observation dataset. We discuss situations when PMAR holds but SMAR fails, and argue that when it happens survey weights should be included in the estimation of p 2ig , that is the propensity scores.
We provide theoretical justification for our estimator in a combined framework of a finite population and a superpopulation, and also propose variance estimators. We demonstrate the validity of our estimator through simulation studies, and show that the estimator that ignores the design weights might be subject to biases. We also explore the feasibility of our method using data from the Chinese General Social Survey to estimate the effects of different choices of health insurance types on health care spending. The article is organized as below. Section 2 introduces the framework and the proposed estimators. Section 3 presents an asymptotic normality and variance estimation. Simulation studies and an empirical study are reported in Sections 4 and 5 respectively. Section 6 concludes. Appendix collects the conditions and a sketch of the proof for the main theorem in the article.
Proposed Estimators
In this section, we introduce our estimators. Subsection 2.1 discusses the basic set-up, Subsection 2.2 introduces the semiparametric approach for estimating the self-selection probabilities, and Subsection 2.3 proposes the estimators.
Basic Setup
Let U be a finite population with size N containing ðY i ; Z i Þ, where i ¼ 1; : : : ; N indexes a subject, Z i is a covariate variable, and Y i ¼ ½Y i1 ; : : : ; Y iG T is a vector of potential outcomes for G different treatments depending on covariate Z i . Let d 1i be the sampling indicator from the survey design, defined by d 1i ¼ 1 if unit i is selected into A 1 and zero otherwise. Let p 1i and p 1ij be the first and second order inclusion probabilities of the sampling design, defined as, ½p 1i ; p 1ij ¼ ½Probðd 1i ¼ 1Þ; Probðd 1i ¼ 1; d 1j ¼ 1Þ:
We assume the sampling weights are appropriately adjusted for any nonresponse. If the weights are adjusted due to nonresponse, the method can be used but with awareness of that the variation from estimatingp 1i is not accounted for. Let d 2ig (g ¼ 1; : : : ; G) be the self-selection indicator of subject i selecting treatment g, defined by d 2ig ¼ 1 if unit i selects treatment g and zero otherwise. The self-selection process leads to the partitioning in the second phase. Assume conditioning on a covariate X i , the self-selection where P G g¼1 p 2ig ¼ 1 for any i, and d 2i is independent of d 2j for any subjects i -j. Here covariates Z i and X i can be totally different, or can have overlap. We use separate notations in order to emphasize that the outcome response variables Y i and the self-selection indicators d 2i can depend on different sets of covariates. We discuss how to identify Z i and X i practically in Section 4. Both Z i and X i have compact supports and are observed in A 1 . They are written to be univariate forms in order to reduce notation burden. It is straightforward to extend to multivariate covariates, which are considered in the simulation studies and the empirical study of this article. We suppose that
In the context of simple random sampling, a common missing at random (MAR) assumption is Y i 'd 2i jðX i ; Z i Þ. With this MAR assumption, the selection bias can be removed by applying the propensity score method (Rosenbaum and Rubin 1983; Hirano et al. 2003) . However, in the context of a complex survey, unequal probabilities of sampling can complicate the relationship between Y i , ðX i ; Z i Þ, d 2i and the sample inclusion indicator d 1i . Even if
holds for a specific superpopulation model,
may not hold. Following Berg et al. (2016) , we call Assumption (2) population missing at random (PMAR), and Assumption (3) sample missing at random (SMAR) to emphasize it depends on the realized sample (that is conditional on d 1i ¼ 1). The SMAR has been used previously (Pfefferman 2011 and Little 1982) . However, it is natural to consider PMAR in our context because the mechanisms underlying the selection propensity are conceptualized as inherent characteristics of the subjects in the population. For example, whether or not a person decides to stop smoking heavily depends on this person's perseverance and personality type; what types of insurance a person has chosen depends on the nature of this person's work. In these examples, the self-selection probabilities depend on subjects' inherent characteristics that have nothing to do with whether or not the subjects were selected into the survey that was typically designed for other general purposes. Berg et al. (2016) also provides examples of situations in which PMAR may be considered reasonable. They argue that if both PMAR and SMAR hold, weights are not needed in their imputation model; however if PMAR holds but SMAR fails, it is necessary to include weights to produce consistent estimators. A situation in which PMAR holds while SMAR does not can arise if a design variable omitted from the first phase sample is related to both the sampling inclusion probabilities and the response variable. An example of such a design variable is location in a situation where design strata are functions of location, the location is correlated with the response variable, but the specific location is masked from the analyst because of concerns associated with confidentiality. Using Lemma 1 of Berg et al. (2016) , we identify the following two conditions of the sampling and the self-selection mechanisms for which PMAR implies SMAR:
The first condition states that the sampling mechanism is noninformative given covariates ðX i ; Z i Þ within all the second phase self-selected groups A 2g . The second condition states that the self-selection mechanism is independent of either Y i or sample inclusion given X i ; Z i À Á . Like Berg et al. (2016) , we suggest to include survey weights into the estimation of the self-selection probabilities p 2ig when SMAR fails (see Subsection 2.2). In our simulation studies, we consider both noninformative sampling (Condition (1) above holds), and informative sampling (Condition (1) above fails).
The true parameter of interest, u
Let {r k ðX i Þ} 1 k¼1 be a sequence of known approximating functions, and assume that the generalized logit of p 2ig can be approximated by R K ðX i Þ T g g;K for K ¼ 1; 2; : : : ; where R K ðX i Þ ¼ ½r 1 ðX i Þ; r 2 ðX i Þ; : : : ; r K ðX i Þ T and g g;K is a vector of the real-valued coefficients of R K (X i ) for the g-th treatment selection. Let an estimator of the K £ G matrix g K ¼ g 1;K ; g 2;K ; : : : ; g G;K Â Ã be,
where w 1i ¼ p 21 1i , and 0 K represents a K £ 1 zero vector used to constrain the sum P G g¼1p 2ig ¼ 1. The estimated self-selection probabilities arê
This solution is that of multinomial logistic regression where the probability for each g is approximated using a linear combination of the series of the approximating functions (7) is a user-specified constant that represents the properties of the sampling and the self-selecting mechanism. As discussed in Subsection 2.1, PMAR assumption does not necessarily imply SMAR assumption. If one believes SMAR assumption holds, then one can set b i ¼ w 21 1i , which leads to unweighted estimation of p 2ig . If SMAR is not satisfied, the unweighted estimator may lead to bias, and setting b i ¼ 1 is one way to attain an approximately unbiased estimator, see Berg et al. (2016) for further discussion of the choice of b i . If it is difficult to verify SMAR assumption, we suggest to use the conservative choice of b i ¼ 1, which leads to consistent estimators under PMAR without requiring SMAR.
Proposed Estimators
Since the true parameter of interest u 0 g is defined through an estimation equation in (4), the GMM method with propensity scores is used for estimation. It is common that people simply ignore the sampling design weights in the first-phaseand calculate a naive estimator as,û
where m
Here the superscript 'nw' means no weight. The estimatorû nw g ignores the sampling weights by applying equal weights to the estimation equations in (10). Although it uses the propensity scorep 2ig to adjust for selection biases in the second-phase, it does not account for the survey design in the first-phase, which might lead to biases and incorrect variance estimation when estimating the treatment effect parameters on the population level. This is demonstrated in the simulation studies of Section 4. Both Ridgeway et al. (2015) and Yu et al. (2013) analytically quantify biases caused by ignoring the survey weights in complex survey.
In order to obtain a consistent estimator for u 0 g , the first-phase survey weights need to be included into the estimation equation. We propose the following GMM estimator,
where
In order to improve efficiency, one can incorporate the information from covariate Z i that is potentially correlated with the outcome responses into the estimation equations. We propose the second GMM estimator as,
m z is an estimator for the nuisance parameter m 0 z ¼ EðZ i Þ andŜ Hg ðu g ; m z Þ is the variance estimator of H ng ðu g ; m z Þ, which depends on the joint inclusion probabilities and is defined in (36) of Subsection 3.2. The estimatorû ð2Þ g in (13) is connected to a two phase sampling extension of the design unbiased difference estimator proposed by Särndal et al. (1992) and Breidt et al. (2005) when coincides analytically with the weighting estimator discussed in Ashmead (2014) except that the propensity scores in Ashmead (2014) are estimated using a parametric logistic regression.
Remark 5: When the population mean of Z i is available, the estimatorû ð2Þ g can be easily extended to incorporate this additional information. For example, this case can occur when there are some demographic variables available on the population level. The extended estimator can be obtained by adding one more moment (14). Efficiency gain should be expected since this estimator uses more information on the population level. By viewing the problem as a two-phase sampling problem, the method can be readily extended to multiple sampling phases. This extension is useful because the database A 1 can come from alarger sample within the database. This case covers the common situations where detailed treatment and outcome data is available for only a subsample of the data such as a subsample with medical chart adjudication of claims records or a subsample constructed by merging multiple sources of claims records and electronic medical records. 
Asymptotic Normality and Variance Estimation

Asymptotic Normality ofû ð2Þ g
The asymptotic normality ofû ð2Þ g is established in Theorem 1 by combining two randomizations from the finite population level and the superpopulation level. For the finite population level, we consider a sequence of samples and finite populations indexed by N, where the sample size n ! 1 as N ! 1 (Isaki and Fuller 1982) . To define the regularity conditions, we introduce the notation F N to represent an element of the sequence of finite population with size N. To distinguish between the two randomizations, we use the notation "jF N " to indicate that the reference distribution is with respect to repeated sampling conditional on the finite population size N. For example, EðÁjF N Þ and VðÁjF N Þ denote the conditional mean and variance with respect to the randomization generated from repeated sampling from F N . And we use E j ðÁÞ, Var j ðÁÞ and Cov j ðÁ; ÁÞ to denote mean, variance and covariance with respect to the randomization from the superpopulation j. The proof of Theorem 1 uses a result given in Theorem 1.3.6 of Fuller (2009) that shows how to combine two asymptotic normalities from the finite population and the superpoulation levels. Because of the importance of this theorem to our results, we state this theorem as Fact 1:
Fact 1 (Theorem 1.3.6 of Fuller 2009): Suppose u 0 is a true parameter on a superpopulation level, u N is its analogous part on a finite population level, andû is an estimator of u 0 calculated from a sample. If
; V 11 Þ a:s: means thatû 2 u N converges in a distribution to a random variable with the distribution of Nð0; V 11 Þ almost surely with respect to the process of repeated sampling from the sequence of finite populations as N ! 1. V 11 is the asymptotic variance ofû on the finite population level, while V 22 is the asymptotic variance of u N on the superpopulaton level.
The key step in our proof of Theorem 1 is to obtain an asymptotic equivalence of
and similary we can show an asymptotic equivalent form of
Thus we can write H ng ðu g ; m z Þ in (14) as,
Then the large sample theory forû ð2Þ g is derived based on the asymptotic form of H ng ðu g ; m z Þ in Equation (21). We now state Theorem 1:
Theorem 1: Under the regularity conditions in the Appendix, for any g ¼ 1; : : :G;
and
Here the notation ½a 11 ; a 12 ; a 21 ; a 22 represents a 2 £ 2 block matrix with blocks a ij . The term S 11 ðu g ; m z Þ in Equation (24) is related to the asymptotic variance of the first element in Equation (21) and is defined as,
The term S 22 ðm z Þ in Equation (24) is related to the asymptotic variance of the second element in Equation (21) and is defined as,
The term S 12 ðu g ; m z Þ in Equation (24) is related to the asymptotic covariance between the two elements in Equation (21) and is defined as,
Equation (25) 
on the superpopulation level corresponding to V 22 in Fact 1. The limit sign in the first term of Equation (25) indicates this is the limit with respect to the process of repeated sampling from a sequence of finite population as N ! 1. Similar connections can be seen in Equations (27) and (29). The proof of Theorem 1 uses results from Pakes and Pollard (1989) (Theorems 3.2 and 3.3) which provides a general central limit theorem for estimators defined by minimization of the length of a vector valued random criterion function. The justification of Theorem 1 takes into account the finite population asymptotic framework and the semiparametric estimation ofp 2ig . The asymptotic equivalence of m 2pg ðu g Þ in (17) is analytically similar to the mathematical forms of the doubly robust (DR) estimators when m ig ðu g Þ ¼ Y ig 2 m g , see Kim and Haziza (2014) , Haziza and Rao (2006) , Tan (2006) , and Robins et al. (2007) . One difference is that the consistency of the DR estimators requires one of the response model and the outcome model to be correctly specified, while our estimators estimate both the self-selection probabilities p 2ig and the outcome model semiparametrically. The regularity conditions on the sample design and tuning parameters for the semiparametric estimation are provided in the Appendix, and an outline of the proof for Theorem 1 can be found in Appendix A.
Variance Estimation Based on the Asymptotic Normality
We use the asymptotic variance V g ðu 
where m Hg ðX i ; u g Þ is also estimated semiparametrically using the same bases 
The termŜ 11 ðu g ; m z Þ is estimated usinĝ
The termŜ 22 ðm z Þ is estimated usinĝ
The termŜ 12 ðu g ;m z Þ is estimated usinĝ
To construct a joint estimator for u ¼ ½u 1 ; : : : ; u G T , one can simply stack H ng ðu g ; m z Þ in the quadratic form of Equation (13) 
Replication Variance Estimation
In surveys conducted on land, for example surveys about natural resources (soil, forest, water, etc.), non-responses hardly occur. However, in surveys with high non-response rates, such as almost all surveys conducted on people, the joint inclusion probabilities are typically not available because sampling weights have to be appropriately adjusted for nonresponse. After such adjustments, the joint inclusion probabilities change and are hard to be derived. In practice, a set of replicate weights are often provided instead, because (1) design weights are often adjusted due to nonresponse issues and a set of replicate weights are provided to account for the weight adjustment; (2) sometimes a few design variables are masked from users to keep confidentiality. An example of such design variable is location which is used for defining design strata in a study, but the specific location is omitted from the analyst because of concerns associated with confidentiality. In this subsection, we show how to use the replicate weights to construct a Jackknife variance estimator forû
g depends on the joint inclusion probabilities p 1ij which are typically not available when replicate weights are provided. We propose to use the Jackknife (JK) variance estimator for a two-phase sampling design discussed in Fuller (2009) and Kim et al. (2006) . Assume that there is a replicate variance estimator that gives a consistent estimator for the variance of the total estimator based on the first-phase sample. We write the replication variance estimator as,
where B is the number of replicates,û 1 ¼ P
w 1i X i is the total estimator of variable X using the first-phase sample,û the first-phase, and c b is a factor associated with replicate b such thatV JK1 ðû 1 Þ is a consistent estimator for the variance ofû 1 . Suppose the second-phase total estimator is,
2ij1i X i ; where p 2ij1i is the conditional probability of selecting i for the phase 2 sample given that i is in the phase 1 sample, and A 2 is the phase 2 sample. Define the b th replicate ofû 2 as,û 
and the replication variance estimator forû ð1Þ g is calcualted as,
Examples of w ½b 1i and c b for a variety of designs are given in Särndal et al. (1992) . For example, if the first-phase sample is drawn from a multi-stage cluster design, the Jackknife technique is usually applied at the primary sampling unit (PSU) levels. Assuming there are B PSUs and S b is the b th PSU deleted in the b th replicate sample, the b th replicate weight for the first-phase is defined as,
and c b ¼ B 21 ðB 2 1Þ. As mentioned in Särndal et al. (1992) , for stratified sampling designs, w ½b 1i and c b need to be defined with care. We discuss this situation in Section 5 of the empirical study. If the first phase replicate weights are provided in practice, one can directly use them as w ½b 1i . One thing to note is that Kim et al. (2006) assume p 2ig are known in their two phase replication variance estimator. The consistency theorem in Kim et al. (2006) needs to be modified to account for the variation from estimatingp 2ig in our JK variance estimator, which can be our future study.
Simulation Study
In this section, we evaluate the performance of our estimators and variance estimators under four different simulation set-ups. We consider three treatment levels, and a population size of N ¼ 10;000 and an expected sample size of n ¼ 1,000. We generate i.i.d. realizations, ðY i ; d 1i ; d 2i ; X i ; Z i Þ; i ¼ 1; : : : ; N, according to the following superpopulation set-ups.
(1) Covariates: simulate covariates Z i ¼ ½Z 1i ; Z 2i where Z 1i , Nð2; 1Þ and Z 2i , Nð10; 1Þ, and X i ¼ ½X 1i ; X 2i where X 1i ¼ Z 1i and X 2i , Nð0:5; 0:3 2 Þ.
(2) Potential response outcomes: the superpopulation model for potential outcomes is 
q . Modeling p 1i as a function of Y i is a common way (i.e., Pfeffermann and Sverchkov 1999) to represent joint dependence of Y i and p 1i on a design variable that is not contained in ðX i ; Z i Þ. In this specification, we assume kY i k is known at the design stage of the survey, but is unavailable at the analysis stage. (4) Second phase self-selection probability models: we consider two models for p 2ig .
* Logit Linear (LogitLinear):
where ½f g0 ; f g1 ; f g2 equals to ½20:5; 0; 0 for g ¼ 1, ½0:3; 20:3; 20:3 for g ¼ 2, and ½0; 20:5; 0:5 for g ¼ 3. * Jump (JUMP): ½p 2i1 ; p 2i2 ; p 2i3 ¼ ½0:90; 0:05; 0:05 if in Equation (7) to estimatep 2ig . For Informative design, SMAR fails and we use b i ¼ 1 in Equation (7) to estimatep 2ig . We first simulate a finite population with size N from the superpopulation and then use indicators generated in (3) and (4) to obtain the first and second phase samples. We repeat the process to produce 1,000 MC samples. We are interested in estimating five parameters for each group, u g ¼ P g ; m g ; s We use a cubic spline base of X 1i for R K ðX 1i Þ, as suggested by Breidt et al. (2005) which mentions that setting the degree of the spline equal to three is a popular choice in practice. Condition 4(B) in the Appendix gives a practical guidance for the choice of K, the number of knots in the spline. Condition 4(B) requires K ¼ Oðn n Þ, where n has an upper bound n # ð4h þ 2Þ 21 with h ¼ 1/2 for spline bases. In our simulation studies, the sample size n ¼ 1,000, suggesting n u ¼ 5:6. The choices of K ¼ 5; 4; 3; 2 are tried and the correspondingp 2ig curves are plotted. It is found that there is not noticeable change in thê p 2ig curves until K decreases to 2. So K ¼ 3 is used and the locations of the three knots correspond to the 25th, 50th, and 75th quantiles of observed X 1i 's. A cubic spline base for R K (X 2i ) is constructed the same way. And the semiparametric bases are
If the dimension of ðX i ; Z i Þ is big, in practice we suggest to run a multinomial regression using d 2i on ðX i ; Z i Þ to select covariates that are most significant, and then use them for estimation ofp 2ig . When usingû ð2Þ g , one can run a multiple linear regression of Y ig on ðX i ; Z i Þ in A 2g to identify covariates that are most useful for explaining the outcome Y ig , and then add their first and second phase means in the estimation equations. It is not impossible to obtain a very smallp 2ig computationally, which leads to extreme weights. A solution is to truncate suchp 2ig 's to a small constant L (which is set to be 0.0001 in our study), then adjust the truncatedp 2ig by calibrating the second phase mean of U i to its first
is the truncated propensity score which equals to L ifp 2ig , L, otherwise remains unchanged. Here the variable U i can be an important covariate chosen by users, or a weighted mean of ðX i ; Z i Þ where weights indicate importance of the covariates. We use the average of the covariate X i as U i in both of the simulation studies and the empirical study. Our simulation studies demonstrate the validity of our estimators and variance estimators. 
Empirical Study
In this section, we investigate the feasibility of our method in estimating the mean annual medical expenditures under different choices of health insurance types in China. We use the data from the Chinese General Social Survey (CGSS) conducted by the National Survey Research Center at the Renming University of China in 2010. The population consisted of all Chinese adults (18þ ) in mainland China. A sample of 12,000 adults was drawn for the base questionnaire and a subsample of 4,000 adults was drawn for the health care questionnaire. Data were collected by in-person interviews. The sample for the CGSS survey was selected using a multi-stage cluster sampling design. In the first stage, the primary sampling units (PSUs) were districts which were divided into two strata. Stratum 1 contained 67 districts in five major cities (Shanghai, Beijing, Guangzhou, Shenzhen and Tianjin), and Stratum 2 contained 2,795 districts in the rest of the area of China. In both strata, a probability proportional to size (PPS) design with the resident population size as the size variable was used to select the PSUs (40 PSUs were selected in Stratum 1, and 100 PSUs were selected in Stratum 2). In the second stage, the secondary sampling units (SSUs) were communities. A PPS design with resident population size as the size variable was used to select 2 SSUs within each selected PSU in Stratum 1 and 4 SSUs within each selected PSU in Stratum 2. In the third stage, the ultimate sampling units (USUs) were households. In each selected SSU, 25 households were drawn by a systematic sampling method. Then a respondent was selected randomly within each household. Totally 12,000 households responded to the base questionnaire. Then every third household respondent in each SSU was selected to answer the health care questionnaire. The subsample of 4,000 was used in our investigation. The response variable in our study is the annual medical expenditure. The treatment variable is the health insurance type (public health insurance, private health insurance, and no health insurance). Public health insurance is sponsored by Chinese government and is the main health insurance type in China. Six relevant covariates are chosen from the health care questionnaire in our study : age, household register (urban, rural, other) , annual household income, physical condition (healthy, just so-so/or a little sick, sick, very sick), chronic disease (yes, no), and treatment to illness (self-treatment, go to hospital, no treatment). Due to some nonresponse units, the final data had a sample size of 3,866. The data weights were adjusted to deal with the nonresponse issue.
We are interested in estimating the following parameters, u 0 g ¼ EðY ig Þ and u 0 g ¼ EðY ig jI di ¼ 1Þ where I di is the indicator for the domain of interest that contains respondents who have sick or very sick physical condition. When estimatingp 2ig , we use b i ¼ 1 in Equation (7) to obtain conservative estimates since it is difficult to verify SMAR assumption. For comparison, we also report the results using b i ¼ w 21 1i in Equation (7). Estimatorsû ð1Þ g andû nw g are calculated and the Jackknife variance estimator discussed in Subsection 3.3 is used to calculate their standard errors.û ð2Þ g is not included into the empirical study becausep 1ij are not available. Since the design is a stratified multi-stage cluster design, we use the districts (PSUs) in different strata as the deleted Jackknife groups S b . The Jackknife variance estimator is, if i Ó S b and hði Þ ¼ hðbÞ:
Here Table 3 (a) indicate that, when the data weights are neglected, the estimated mean medical expenditure of the public health insurance group is not significantly different from that of the no health insurance group. However, when the data weights are incorporated, the public health group is found to spend significantly more on the medical expenses than the no health insurance group. This makes sense because people who have no health insurance might be reluctant to spend money to see doctors. This trend is also seen in the domain treatment effects estimates in Table 3 (b). In addition, when the data weights are neglected for the treatment mean effect estimates, the estimated mean medical expenditure of the private health insurance group is significantly different from that of the no insurance group, while incorporating the data weights finds these estimated means not significantly different. Table 4 gives the same story as Table 3 when comparing the public health insurance group versus the private health insurance group, and comparing the public health insurance group versus the no health insurance group. However, when comparing the private health group with the no insurance group, Table 4 reports significant difference in the treatment mean effect for both estimatorsû ð1Þ g andû nw g . Note that the standard errors of the unweighted estimator are not consistently smaller than those of the weighted estimator because the variation of weights in the real data is small (the CV ¼ 0.45).
This study demonstrates that our method is feasible in real data application and suggests that ignoring the weights of an observational data might lead to a misleading conclusion.
Conclusions
In this article, we consider a GMM estimatorsû ð1Þ g andû ð2Þ g to estimate treatment effects defined through an estimation equation in an observational data set that is a sample drawn by a complex survey design. The estimatorsû ð1Þ g andû ð2Þ g include both the first-phase sampling probabilities and the estimated second-phase selection probabilities to remove the biases due to ignoring unequal sampling design in the first-phase and the selection biases in the second-phase. The self-selection probabilities are estimated using a semiparametric approach in Cattaneo (2010) to deal with the situation with multiple treatments. Our simulation studies demonstrate that neglecting the first-phase design and handling only treatment selection could lead to erroneous treatment effect estimation. The proposed estimator is designed to handle multiple treatments and do not require strong model assumption of the selection probability as in a fully parametric solution. The estimatorsû ð1Þ g andû ð2Þ g can be readily extended to multiple sampling phases as well when the data set is a subsample of a larger survey sample. x 2 6h $ n 21 $ 4h þ 2, where h ¼ 1 or h ¼ 1/2 depending on whether power series or spline series are used as basis function.
Condition B(1) and B(2) are standard assumptions and are automatically satisfied in the case of power series or spline series. Condition B(3) and B(4) describe the minimum smoothness required as a function of the dimension of X and the choice of basis, and the relationship between the sample size and the number of bases. Under B(3) and B(4), by Lorentz (1986) , there exists a K-vector g * g;K for any g such that log p 2ig ðXÞ
where R T K ðXÞg * g;K is the best L 1 approximation for the logarithm of the odds ratio of treatment g to the base treatment. The property (52) is used to derive the convergence rate ofp 2ig to p 2ig as follows,
For details, see Theorem B-1 of Cattaneo (2010). Next we give regular conditions on the estimation equation function m ig ðY ig ; Z i ; u g Þ.
Condition C:
(1) m ig ðY ig ; Z i ; u g Þ is differentiable with respect to u g . 
