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ABSTRACT 
Colliding plane gravitational and fluid waves 
by 
Phillip C. Ashby 
This thesis describes the collision and subsequent interaction of 
two waves which exhibit plane symmetry, according to the theory 
of general relativity. The properties of plane waves are discussed 
and the necessary field equations and boundary conditions de-
scribing this situation are formulated. Techniques are introduced 
by which exact solutions describing the collision of gravitational 
waves with constant and aligned polarization may be generated. 
By way of demonstrating these techniques, an explicit new so-
lution is obtained. A complete integral of a family of solutions 
which are isomorphic to Gowdy cosmologies is derived, and an-
other general class of solutions which are the analogue of the 
Weyl solutions for axisymmetric space-times is obtained. Exact 
solutions are also described for the collision of gravitational waves 
with arbitrary polarization when coupled with scalar fields or a 
type of null fluid that forms a stiff perfect fluid on interaction. A 
method for obtaining large families of solutions of this type from 
existing vacuum solutions using either of two potential functions 
is introduced, and examples of its application are given. The re-
striction of these stiff fluid solutions to the case where the waves 
have constant and aligned polarization allows the method to be 
generalised. 
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Introduction 
Soon after presenting his theory of General Relativity, Einstein went on to demon-
strate that the field equations admit solutions which describe gravitational radia-
tion. To discover such solutions Einstein used a linear approximation of his equa-
tions, which led to several decades of doubt as to whether his solutions described 
physical waves in the curvature of space-time, or merely removable coordinate irreg-
ularities. It is now generally accepted that gravitational waves do exist, and much 
research has led to the construction of a large body of theory to describe them. 
One particular interest lies in the interaction of gravitational waves with each 
other and other fields, which is a feature of the non-linearity of the field equations. 
In Maxwell's classical theory of electromagnetism, no interaction is predicted be-
tween electromagnetic waves at all. That this holds true, and that electromagnetic 
waves can simply be superposed, is very strongly supported by physical observa-
tion. In contrast, Einstein's equations predict that gravitational waves will interact, 
albeit very weakly. The association of matter with energy, which lies at the very 
centre of Einstein's work, means that electromagnetic waves will have an associated 
gravitational field, and so some interaction must take place. The fact that as yet this 
interaction is unobserved demonstrates how weak the interaction of gravitational 
waves must be. 
The extremely small magnitude of gravitational waves is confirmed by the fail-
ure so far of any attempts to detect them directly. The first detection apparatus was 
devised and built by Joseph Weber of the University of Maryland in the late 1960's. 
He tried to detect gravitational waves by using two aluminium bars, each of about 
one ton in weight and set up on opposite sides of the U.S.A. The wave would cause 
minute deformation of the bars, to be detected by piezoelectric strain transducers 
arranged around the middle of each bar, and tuned to its natural frequency. Two 
bars were used to rule out local 'noise' effects which might give false readings. The 
bars were suspended from fine wires in vacuum, and even cooled to low temperatures 
to reduce the noise from the excitement of the atoms within them. The strength of 
a gravitational wave is normally measured by the magnitude of strain it would cause 
in a solid body on the Earth's surface, and is usually of the order of 10-20• Weber's 
bars were thought to be capable of a sensitivity of 10-18, and when he claimed to 
have detected gravitational radiation he was widely disbelieved. When one realises 
that an optimistic estimate of the gravitational energy uptake of Weber's detection 
devices was about 1O-21 J8- 1, which is equivalent to the light energy given out by 
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a lighted candle from a hundred million kilometres away, and yet that this level of 
sensitivity was still too low, it is possible to understand the difficulties he faced. 
Modem versions of the same design have increased the sensitivity to a strain of 
around 10-2°, and are reaching the point where the presence of a single graviton 
could be detected, which leads to the problem of a quantum description of gravity. 
It is now possible to measure a fraction of a quantum of excitation, and techniques 
are being developed to apply this to the detection of gravitational waves. 
The other main class of designs for gravitational wave detectors are the laser in-
terferometers, which use mirrors attached to freely suspended weights. The passing 
of a gravitational wave would move the mirrors and change the interference pattern. 
Most recent devices have arm lengths of forty metres over which a light beam may 
pass many hundreds of times, but still can only detect a strain of 10-17• Plans for 
more sensitive interferometers with arm lengths measured in kilometres have been 
proposed by various groups, and some even envisage a Sun-Qrbiting interferometer 
with arm lengths of around 106 km. The major problem with earthbound devices is 
the swamping effect of seismic noise, and so various space-bound devices are being . 
considered. One possibility already being used is to track the paths of spacecraft. 
Passing gravitational waves cause deviations in the trajectory of both the spacecraft 
and the Earth, and it may be possible to isolate these effects from the numerous 
others which may cause directional change. 
A number of sources which emit gravitational radiation are believed to exist. 
They divide into two types, those that emit sudden bursts of radiation and those 
that emit radiation over a longer time scale, including sources responsible for the 
background radiation from the early universe, such as the big bang itself. 
The problem with all these sources lies in the magnitude of the gravitational 
radiation they emit when compared with the strength currently detectable. Gravi-
tational waves are only created when a large mass is set into rapid motion, and even 
then it is estimated that on average only 10-76 of the energy released ever reaches 
the Earth. 
The strongest sources of bursts of radiation are type 11 supernovae and binary 
stellar systems. When the stellar core of a neutron star collapses and forms a 
supernova, energy is released in the form of gravitational radiation. It has been 
calculated that if such a collapse occurred in the centre of our galaxy, with the 
energy released being around a thousandth of the stellar mass, the strain on the 
Earth's surface would be of the order of 10-18• This relatively high magnitude 
would be just about detectable with current instrumentation. However, this event 
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might occur only once in every ten years. To find a more feasible rate of occurrence 
of perhaps several times per year, one need move further out to examine the Virgo 
cluster of galaxies. The corresponding drop in radiation strength means a strain on 
the Earth's surface of around 10-21 • 
A similar problem occurs in the study of binary systems as a possible source 
of gravitational waves. It is known that neutron stars in binary systems spiral 
together due to the emission of gravitational radiation, and this decaying orbit has 
been observed for the binary pulsar known as PSR 1913+16, discovered by Russell 
Hulse and Joseph Taylor of the University of Massachusetts in 1974. However, this 
is an indirect observation of the gravitational waves. Direct observation would be 
possible when the pulsar finally dies, and emits a last burst of radiation expected to 
be ofthe order of 10-18• This is not expected to happen for around 108 years, and 
inferring a death rate for other such systems leads to the prediction that several such 
events must happen each year, generally much further away and with a considerably 
lower average strain of the order of 10-22 • 
These sources emit at a relatively high frequency of above 1Hz, which is nec-
essary to be detectable on the Earth's surface. Space bound detectors could pick 
up emissions at lower frequencies, from sources such as black holes and classical 
and white-dwarf binary systems. When a system collapses into a black hole, it is 
estimated that somewhere between one and ten per cent of its mass tnay be radiated 
away as gravitational radiation. The formation of an enormous black hole from the 
collapse of a globular cluster of around one hundred thousand stars would give off an 
enormous burst of radiation, but estimates made by Kip Thorne predict this would 
only happen perhaps once a month in an area the size of the known universe. Even 
bigger black holes could form in quasars, perhaps from billions of stars. Estimates 
of the strength of the gravitational radiation emitted are not available, but an event 
like this might happen only once in every century throughout the whole universe. 
The fortnation of the smaller black holes may very well be a likely source for the 
first gravitational waves to be detected. 
Sources which emit radiation over a longer time scale are naturally weaker. 
Pulsars also emit gravitational radiation if they deviate from an axial symmetry, 
and the magnitude ofthe radiation depends on the. "'eJuaV c\clV;",~iol~;. Estimates 
suggest that if the well known Crab pulsar has sw.h' '0. Ch!.v;a;tiO(1 ,its radiation 
will have a strength of around 10-26 • This should be just about detectable over one 
month of integration. 
For a far more comprehensive study of the detection of gravitational waves and 
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sources of gravitational radiation, see the reviews of the National Research Council 
(U.S.), (1986) and Blair (1991). 
It has been described how the existence of gravitational waves has now been 
widely accepted, and how their direct detection, whilst not yet possible, should lie 
in the near future. Even so, why study them? 
There are a number of different reasons to do so. For those interested prin-
cipally in the detection of gravitational waves, the challenge of building detection 
devices so sensitive they must register fractions of a quantum of excitation is rea-
son enough. Astronomers hope to open a new window on the universe with the 
introduction of gravitational astronomy. Whereas electromagnetic waves do not 
pass easily through matter, and so only the surface of distant objects is visible, 
gravitational waves do not interact strongly with matter and so may describe the 
very centre of supernovae explosions, and perhaps trace back a path to the early 
moments of the universe. Another interest may lie in the construction of a quantum 
theory for gravity, the only one of the four basic forces for which no headway has 
been made. "" ",; 
This thesis looks at the interaction of gravitational and matter waves, by ex-
amining the collision of two such waves. A number of simplifications are necessary 
in order to produce exact solutions to Einstein's equations. The problem described 
is the head-on collision in a flat vacuum backgro"und oftwo waves which have global 
plane symmetry, a reasonable approximation at least locally to the spherical wave 
front of a physical source. The colliding plane wave problem was first analysed in 
depth by Szekeres (1970,1972), who ; along with Khan and Penrose (1971) obtained 
the first exact solutions. Since then the number of known solutions has been ex-
panded rapidly, and many prominent authors have published papers on the subject. 
Solutions have been obtained for vacuum space-times, and for colliding waves in 
the presence of various matter fields. This thesis looks at two particular cases, the 
vacuum space-time and the collision of null fluids to form a stiff fluid, first studied" 
by Chandrasekhar and Xanthopoulos (1985). The first two chapters describe plane 
. waves and their properties, and set up the necessary field equations and bound-
ary conditions. Chapter 3 restricts study to the vacuum space-time where the two 
waves have constant and aligned polarization - the colinear case. A number of 
known solutions are described, and §3.4 contains a new exact solution, which un-
fortunately is not of sufficient physical significance to justify separate publication. 
In §3.5 a complete integral is derived for a general class of solutions which has not 
been presented before. §3.6 contains new work on a general class of solutions, first 
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presented in a joint paper by Griffiths, Hoenselaers and Ashby (1992), which is to be 
published in General Relativity and Gravitation. Chapter 4 introduces the problem 
of colliding null fluids, and introduces a technique for. generating such solutions. 
This last piece of work is based on a paper by Griffiths and Ashby (1992), which 
has been submitted for publication. 
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Chapter 1 
Colliding plane waves in general relativity 
1.1 Notation 
The basic notation adopted in this thesis will be that used in the paper of Newman 
and Penrose (1962). Thus Greek indices indicate the values 0,1,2,3. A comma 
denotes the partial derivative, a semi-colon the covariant derivative. Space-time is 
represented by a connected COO Hausdorff manifold with a locally Lorentz metric 
gl-III' The signature used is (+, -, -, -) and the symmetric linear connection is 
denoted by r~II" , :," ' 
It is necessary to introduce a tetrad of null vectors, two real vectors II' and 
nI', a complex vector ml' and its complex conjugate. Their only non-zero inner 
products are 
and they satisfy the completeness relation 
(1.1) 
The curvature tensor is defined by 
This has twenty independent components. Ten are represented by the Ricci tensor, 
given by 
The Ricci tensor is expressed in terms of the tetrad basis as 
<1>00 = -!RI'III'I", 
<1>01 = -! Rl'lll'm" , 
<1>02 = -!Rl'lIml'mv, 
<1>11 = -!RI'II(ll'nV + ml'm"), 
<1>12 = -!Rl'lnl'm", 
<1>22 = -!Rl'lnl'n", 
A= 2~R, 
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(1.2) 
where A represents the curvature scalar defined by R = R:;, and 'PAB is a complex 
matrix satisfying 
'PAB = cI>BA. 
The components of the Ricci tensor represent the curvature generated locally by any 
matter present. They are related to the energy-momentum tensor TJ.L" by Einstein's 
equation 
(1.3) 
Obviously for a vacuum space-time these components will be zero. 
The remaining ten components of the curvature tensor are contained in the 
trace-free part, represented by the Weyl tensor 
C").J.L" = R,.).J.L" - ! (R)."g,." - R)."g,.J.L - R,."g)." + R,."g).J.L) 
+ iR(g)."g"" - g)."g"J.L)' 
" 
Tha- Wa.yL biUl5ol'can be written in terms of the tetrad basis as the five independent complex 
scalars 
Wo = -C").J.L"ll<m).IJ.Lm", 
Wl = -CI<).J.L"I"n).IJ.Lm", 
,T, C I"'). - I' v 
"'2 = - ").1''' m m n , 
,T, C 1<1). I' - " 
"'3 = - I<).J.L"n n m , 
m C 1<-). "-,, 
"'4 = - ").J.L"n m n m . 
The Weyl tensor represents the 'free gravitational field', the curvature that is not 
generated locally by matter. Some of its components can be interpreted in terms 
of gravitational waves. These have been analysed by Szekeres (1965) and their 
interpretations are summarised as follows: 
Wo denotes a transverse wave component in the nJ.L direction, 
Wl denotes a longitudinal wave component in the nJ.L direction, 
W2 denotes a coulomb component, 
W3 denotes a longitudinal wave component in the II' direction, 
W 4 denotes a transverse wave component in the /I-' direction. 
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It turns out that only transverse waves will be considered, and so 'l11 and 'l13 
will play no part. 
The Newman-Penrose spin coefficients now have to be introduced. They are 
defined as follows: 
[ 1'-" P = I'wm m , 
_[ 1''' U - I';"m m , 
T = [I';"ml'n", 
- I' " V = -nl';vm n , 
-I' " J.t = -nl';vm m , . 
\ -p-" 1\ = -n",;vm m , 
- P[" 7r = -n",;"m , 
- 1 ([ 1'[" - 1'[") f - '2 j.£jlln - m",:"m , 
_1([ 1'-" -1'-") Cl - '2 ILwn m - mll-jIIm m , 
(3 - 1([ 1''' -P ") 
- '2 ",jlln m - m",;vm m , 
- 1 ([ 1''' - I' ") "Y - 2" I';vn n - mp;vm n . (1.4) 
Part of the importance of the spin coefficients lies in their geometrical meanings. 
If K. = 0 then [I' is tangent to a geodesic null congruence, and ~e p defines the 
contraction, ~m p defines the twist and u defines the shear of the congruence. More 
precisely, lul is the magnitude of the shear and argu determines the axis of shear. 
Similarly if v = 0 then nl' is tangent to a geodesic null congruence, and -~e J.t 
defines the contraction, -~m J.t defines the twist and -A defines the shear. These 
interpretations will be exploited shortly. The Newman-Penrose spin coefficients are 
also used to derive the field equations in Chapter 2. 
1.2 Plane waves 
It is now possible to define a plane wave in geometric terms. To do so it is first 
convenient to introduce the pp-wave. If the vector [I' is taken to be a covariantly 
constant vector field, by definition it must satisfy 
Plugging this back into the definitions of the spin coefficients given by equations 
(1.4) requires that K., P and u are all zero. Using the geometric interpretations 
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mentioned in the previous section then indicates that II'< is tangent to a geodesic 
null congruence which has no expansion, twist or shear. This in turn means there 
exist 2-surfaces orthogonal to II'< which are not expanding, and so they must be 
plane. These 2-surfaces can be considered as the wave fronts of p~waves. The 
extra requirement for plane waves is that the field is the same at every point across 
the plane wave front. 
The general line element for the p~wave may be written in the Brinkmann 
(1923) form 
where u is a null coordinate defined by II'< = u,l'< and X and Y are coordinates 
spanning the wave front. Only two non-zero components of the curvature tensor 
remain. They are given by 
<1>22 = !(H,xx + H,YY), 
1lt4 = !(H,xx - H,YY + 2iH,xy). 
The requirement for a wave to be plane, that the field be the same at every. point 
across the wave front, means that the curvature components must be independent 
of X and Y. By expanding the function H(u, X, Y) it is now possible to write the 
line element for a plane wave as 
ds2 = 2dudr+ (hll (u)X2 + 2hI2(U)XY +h22(u)y2)du2 -dX2 - dy2, 
(1.5) 
where the terms that are linear in X and Y have been removed by a coordinate 
transformation. The non-zero components of the curvature tensor are now written 
<1>22 =! (hll(U) + h22(U)) , 
1lt4 = ! (hll(U) - h22(U) + 2ihdu)) , 
which are dependent only on u, as required. 
It is important to understand the concept of the polarization of a wave. If the 
wave is described by the 1lt 4 component, then it can be written 
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where A is the amplitude and a describes the polarization of the wave. In fact a 
is the angle between the X -coordinate direction and a vector that lies in the plane 
called the polarization vector. 
A purely gravitational wave is described by equation (1.5) when <P22 = 0, given 
by hll(U) = -h22(U). Ifin addition the wave has a constant linear polarization then 
the angle a will be constant, and it is possible to rotate the coordinate system to 
put a = 0, and so h12(U) = O. The line element for a linearly polarized gravitational 
wave in vacuum is thus written 
and the amplitude and profile of the wave are described by \[14 = hll(U). 
Similarly a purely matter wave with null radiation, such as an electromagnetic 
wave, is described when \[14 = 0, which requires hll(U) = h22(U) and h12(U) = O. 
The line element becomes 
with <P22 = hll(U), Note that in both cases the function hu(u) is not specified. 
Particular choices of hu(u) describe different profiles of the wave. 
Before describing the collision of plane waves it is convenient to transform the 
line element (1.5) to a form first suggested by Rosen (1937). This introduces another 
, 
null coordinate v, and the transformation is given by 
X=ax+by, 
Y = ex + cy, 
r = v + !(aa' + ee')x2 + !(ba' + ab' + ed + ce')xy + !(bb' + Cd)y2, 
where a, b, c, and e are functions of u only and are constrained by 
a" + hua + h12e = 0, 
b" + hub + h12C = 0, 
d' + h12b + h22C = 0, 
e" + h12a + h22e = 0, 
ba' - ab' - ec' + ce' = O. 
The Rosen line element is now given by 
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The coefficients can be transformed again to give the final form 
ds2 = 2e-M dudv 
- e-u (ev cosh Wdx2 - 2sinh Wdxdy+ e-v cosh Wdy2) , (1.6) 
where M, U, V, and Ware functions of u only. Here M allows for transformations 
of the form u -> f(u) and W now describes the polarization of the wave, in the 
sense that for the wave with constant linear polarization with aligned coordinates 
described earlier, it is always possible to put W = o. This line element can be 
used to describe any plane wave, and takes the form of the Szekeres (1972) line 
element which will be introduced later to describe the collision of plane waves. The 
difference between the two lies in the coordinate dependence of the metric functions. 
Finally the spin coefficients can be used to analyse the physical properties of a 
plane wave. To do so align l~ with the tangent vector field of a congruence of null 
geodesics, which requires K, = o. Choosing an affine parameter along the congruence 
sets e to zero, and so taking the first two of the radial equations (A.3a,b) from 
Appendix A gives 
Dp = p2 + 0'0- + <Poo, 
DO' = O'(p + p) + \[Jo. 
(1.7a) 
(1.7b) 
Initially assume the congruence starts in vacuum and the geodesics are expansion, 
twist and shear free, so both equations are trivially satisfied. If the congruence 
moves from the initial vacuum region where \[Jo is zero to a region where \[Jo is 
non-zero, this is the equivalent of meeting a gravitational wave. It can be seen 
from equation (1.7b) that 0' must become non-zero, which introduces shear into the 
geodesics. From equation (1.7a), 0' becoming non-zero requires p to increase, which 
creates a contraction in the congruence. Similarly if the congruence meets a region 
of matter <Poo will become positive and from equation (1. 7a) it can be seen that 
the geodesics will contract. Thus a gravitational wave propagating in the opposite 
direction to a family of null geodesics introduces contraction into the congruence, 
whether the wave be purely gravitational or associated with a matter field. This 
focusing will necessarily produce caustics behind the wave. The astigmatic focusing 
of a congruence has been described in detail by Penrose (1966), and the properties 
ofthe caustics produced and their physical significance have been analysed in detail 
by Bondi and Pirani (1989). 
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1.3 Colliding plane waves 
It is now possible to set up the colliding plane wave problem. The collision will 
take place in a fiat background. One wave will be aligned with [I' and another 
wave approaching from a different direction will be aligned with nl'. A Lorentz 
transformation is used to ensure the waves undergo a head-on collision, which is 
always possible locally, and so schematic ally the problem is represented by Fig 1.1. 
Fig 1.1 
Time 
Fig 1.1 shows space-time divided into four regions; the background region, the two 
regions containing the waves before collision and the interaction region. Null coordinates 
u and V are used. 
Space-time is thus divided into four regions. 
Region I (u < O,V < 0) is the background region, which is taken to be fiat. 
Region H (u 2: 0, v < 0) contains the wave aligned with [I', so a gravitational 
wave will be described by W 4 and a wave of matter by <P22. 
Region HI (u < 0, v 2: 0) contains the wave aligned with nI', so a gravitational 
wave will be described by Wo and a matter wave by <Poo. 
Region IV (u 2: 0, v 2: 0) is the interaction region, following collision of the 
waves. 
The existence of two Killing vectors denoted by 
(1.8) 
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is assumed, and the coordinates which span the plane of symmetry will be denoted 
by x and y. The vectors ll' and nl' are hypersurface orthogonal and are proportional 
to gradients. They will be written 
All' = u,I" 
where A and B are independent of x and y, and now u and v can be used as null 
coordinates. 
Global plane symmetry is assumed in the sense that the metric will not depend 
on x and y and will retain the Killing vectors of equation (1.8) after collision of 
the waves. These assumptions are justified simply because they give rise to exact 
solutions to the colliding plane wave problem. 
By a suitable choice of tetrad, given in Chapter 2, the entire spac~time can 
be represented by the Szekeres line element 
ds2 = 2e-M dudv 
- e-u(ev coshWdx2 - 2sinhWdxdy+ e-v coshWdy2), (1.9) 
where the metric functions M, U, V and W are functions of u and v only. It 
should be noted that this particular choice of tetrad, and thus the Szekeres line 
element, will not describe solutions for certain fields, in particular the neutrino field 
of Griffiths (1976). The conditions on the matter fields which can be described by a 
spac~time with a line element of the form of equation (1.9) are derived along with 
the field equations in Chapter 2. However, this thesis deals only with stiff fluid and 
vacuum solutions, which will satisfy these conditions. 
Because the line element (1.9) is used to describe the solution in all four regions, 
the dependence of the metric functions M, U, V and W on the coordinates u and 
v is important. In region I it is necessary for the line element to describe flat space, 
which means it must take the form given by 
This is obtained from (1.9) by requiring that the metric functions be zero in region 
I. Region 11 contains a wave which is described by equation (1.6), and so the metric 
functions of the Szekeres line element must be functions of u only. Similarly in 
region Ill, where the wave depends only on the v--coordinate, the metric functions 
must be functions of v only. In the interaction region the metric functions depend 
on both u and v. 
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Returning to Szekeres interpretations of the Weyl tensor components, it can 
be seen that if /1' is aligned with a transverse gravitational wave then the wave is 
represented by the \It4 component. Similarly if nl' is aligned with the other wave 
then that wave is represented by the \Ito component. The \It2 term will be zero 
initially for a single type N gravitational wave. However, a theorem of Szekeres 
(1965) states that: 
No solutions of Einstein's source-free field equations exist for 
which \It 0 -=f 0, \It4 -=f 0, with \It l = \It2 = \It3 = 0. 
This means that in the collision of two waves in vacuum space, the interaction 
region must contain more than just the \Ito and \It4 terms. As previously mentioned, 
it turns out that the problem is restricted to the collision of transverse waves, 
and so the \It l and \It3 components are zero everywhere. This means the \It2 term 
cannot remain zero. The problem of colliding waves will therefore be to look at 
the interaction ofthe \It4 and the \It 0 components, with \It2 becoming non-zero after 
collision. 
Generalising the physical properties of a single plane wave given in the previous 
section to look at the collision of two plane waves, one would expect that the collision 
would create a mutual contraction, or focusing. This contraction would be expected 
to produce caustics, which may be associated with some type of singularity. How far 
in the future this singularity occurs is determined by the strength of the wave. In 
general this singularity turns out to be a curvature singularity and not a removable 
coordinate singularity, though families of counter examples do exist. For a discussion 
of the nature of the singularity, see the reviews of Yurtsever (1989) and Griffiths 
(1991). Specific counter examples are given by Chandrasekhar and Xanthopoulos 
(1986) and Feinstein and Ibafiez (1989). 
1.4 Perfect fluid 
In the next chapter the field equations will be derived for a space-time that contains 
a perfect fluid. It is necessary therefore to calculate the components of the Ricci 
tensor. 
The energy-momentum tensor for a perfect fluid is defined by 
(1.10) 
where p is the energy density, p is the pressure and ul' is the fluid velocity. Note 
that these quantities are not those denoted by the same symbols elsewhere in this 
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chapter. The energy-momentum tensor is also limited by the conservation equations 
Plugging the energy-momentum tensor of (1.10) into the conservation equations, 
and then contracting with up. gives the continuity equation 
(1.11) 
It is possible to express the velocity in terms of the tetrad vectors in the form 
1 
up. = V'2(alP. + 00,1'), (1.12) 
with ab = 1. Simply using Einstein's equation (1.3) and expressing the Ricci tensor 
in terms of the null tetrad as in equation (1.2) gives the components of the Ricci 
tensor. They are 
<Poo = 2rr(p + p)b2 , 
<P01 = 0, 
<P02 = 0, 
<P11 = rr(p + p), 
<P12 = 0, 
<P22 = 2rr(p + p)a2 , 
A = !rr(p - 3p). 
These quantities will be used in deriving the field equations in Chapter 2. 
1.5 Stiff fluids and null fluids 
(1.13) 
Later work in this thesis will require some description of stiff fluids and null fluids, 
and so it is appropriate to introduce them here. 
A stiff fluid is simply a perfect fluid in which the velocity of sound is equal to 
the velocity of light, and so the pressure p and the energy density p are equal. This 
means the characteristics of the equations which describe the stiff fluid will be the 
same as those which describe a gravitational field . 
• 
A null fluid consists of the 'pure radiation' described by Kramer et al (1980) 
- a field where "all the energy is transported in one direction with the speed of 
light". It can be thought of as a stream of massless particles in which the stream 
lines describe null trajectories, as opposed to the perfect fluid in which the stream 
lines have time-like trajectories. 
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Chapter 2 
Field equations and boundary conditions 
2.1 Introduction to the field equations 
The field equations will be derived for the perfect fluid case, using the results of §1.4. 
The equations for the vacuum case follow simply by setting the matter components 
to zero. It should be realised that the field equations are derived for the interaction 
region, and so describe what happens after the collision of the two waves. By 
requiring the dependence of the metric functions on the u and v coordinates to 
vary in the other regions, as described in § 1.3, it is possible to use the same field 
equations to describe the entire space-time. 
The method used follows the paper of Szekeres (1972). It requires applying the 
commutation relations to the coordinates in turn and then using the results in the 
first set of Newman-Penrose identities given by (A.3,4). Another possible approach 
not covered here is the distributional method, which is explained in Hayward (1990). 
2.2 Deriving the field equations 
The assumptions of §1.3 about global plane symmetry and the existence of the two 
Killing vectors given by 
are retained here. The coordinates are now (u,v,x,y). The null tetrad is now· 
chosen to be 
IIJ. = (O,B,O,O), 
nlJ. = (A,O,O,O), 
m" =-Ji (0,0, e(U-V)/2(cosh! W + i sinh! W), e(U+V)/2(sinh!W + i cosh !W)) . 
(2.1) 
From the completeness relation (1.1), it can be seen that by defining 
M = logAB, 
the tetrad of equation (2.1) gives rise to the Szekeres line element of equation (1.9). 
This leads to the restriction on allowable matter fields mentioned previously. A 
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number of coordinate freedoms still remain. In particular, it is possible to use a 
scale transformation given by 
[1'1 = 1/;[1', (2.2) 
where 1/; = 1/;(u,v), to transform the scale functions A and B by 
B' = 1/;B. 
It is also possible to relabel the null hypersurfaces by 
u' = feu), v' = g(v), (2.3) 
which transforms A and B as 
A' =f,u.A, B' =g,vB. 
Using the tetrad and coordinates given above, the intrinsic derivatives of (A.l) 
reduce to 
Ll=AL 8u.' 
.5 =...!... [e(U-V)/2(cosh1W + isinh lW)L + e(U+V)/2(sinh 1W + icoshlW)L] v'2 2 2 8x 2 2 ay, 
;5 = ...!... [e(U-V)/2(cosh 1 W - isinh 1 W)L + e(U+V)/2(sinh 1 W - i cosh 1 W)~] v'2 2 2 8x 2 2 ay· 
As the metric functions and spin coefficients are functions of u and v only, applying 
the commutation relations (A.2) to each of the coordinates (u, V,x, y) in turn gives 
the following results : 
K, = v = a = /3 = T = 7r = 0, 
p= p, JL = il, 
BAv = -(€+l)A, 
ABu. = (-y + 'Y)B, 
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(2.4a) 
(2.4b) 
(2.4c) 
(2.4d) 
kB(U" - V,,) (cosh kW + i sinh kW) + W,,(sinh kw + icosh kW) 
= (p + e - e) (cosh kw + isinh kW) + a(cosh kw - isinhk W), 
(2.4e) 
kB(U" + V,,) (sinh kw +icoshkW)+ W,,(coshkW +isinhkW) 
= (p+e-e)(sinhkW + i cosh kW) + a(sinh kW -icoshk w ), 
(2.4/) 
kA(U .. - V ... ) (cosh kW + isinhkW) + W ... (sinh kw + icosh kW) 
= -(/-I + 1 - ")')(cosh kW + isinh kW) - A(cosh kW - isinh kW), 
(2.4g) 
kA(U ... + V ... ) (sinh kw + icosh kw)+ W ... (cosh kw + isinhkW) 
= -(/-I + 1 - ")')(sinh kW + i cosh kW) - A(sinh kW - i cosh kW), 
(2.4h) 
where now the subscript denotes partial differentiation. 
Before continuing it is useful to introduce scale invariant quantities, as in the 
paper of Szekeres (1972), in order to simplify the working and final results. These are 
simply the remaining spin coefficients and curvature tensor components expressed 
in a form which is invariant under the scale transformation of equation (2.2). They 
are denoted by the degree sign and are defined by 
p = Bpo, 
/-I = A/-I°, 
(e - e) = iBEo, 
,T. _ B2,T.O 
"'0 - "'0, 
\:[11 = A 1/ 2 B3/ 2W]', 
W2 = ABW2, 
% = A3/ 2 B1/2W3' 
W4 = A2w4, 
-B ° 0"- Cl, 
>. = A>'o, 
(")' - 1) = iAGo, 
<I>oo = B2<I>oo, 
"" _ A1/2B3/2""o 
.... 01 - .... 01' 
<I>02 = AB<I>02' 
<I>11 = AB<I>]'l' 
"" _ A3/2B1/2""o 
.... 12 - .... 12' 
A = ABAo, <I>22 = A2<I>h 
Equations (2.4c,d) define the real parts of e and")' as 
(e + €) = -B(logA),,, , 
(")' + 1) = A(log B), .... 
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These expressions are not scale invariant, but do not appear explicitly when the first 
set of Newman-Penrose identities (A.3,4) are expressed in terms of scale invariant 
quantities. Eight of these identities (A.3c,d,e,i) and (A.4b,d,f,i) simply give 
cf>lh = 0, 
cf>21 = 0, 
1111' = 0, 
1113 = o. 
These equations confirm that the Weyl tensor components which describe longitu-
dinal waves, 111 1 and 1113, are zero, and limit the matter fields allowed to those for 
which cf>01 and cf>21 are zero. These restrictions are the consequence of the adoption 
of the Szekeres line element of equation (1.9). From §1.4 it can be seen that this is 
consistent with a perfect fluid source. 
The remaining equations can now be written 
p~ = p02 _ pO Mv + (To (j0 + cf>go, 
p~ = -2po /1-0 - cf>ll - 3A 0, 
(T~ = (T0(2pO - Mv + 2iEO) + I11g, 
° O( ° 2·GO) 0\0 ~o (Tu = -(T /1- - t - p" - "'02, 
/1-~ = 2pO /1-0 + cf>11 + 3A 0, 
,,0 _ ,,02 "OM \0\0 ~o 
r-u - -,- - fA' U -.1\ ;'\ - '1:'22, 
,\~ = ,\O(pO _ 2iEO) + /1-0(j0 - cf>20, 
,\~ = _'\°(2/1-° + Mu + 2iGO) -1114' 
!Muv + !i(G~ - E~) = p0/1-0 - (T0,\O + 2cf>11' 
1112 = pO /1-0 _ (TO ,\ ° + cf>h + A 0. 
(2.5a) 
(2.5b) 
(2.5c) 
(2.5d) 
(2.5e) 
(2.5/) 
(2.5g) 
(2.5h) 
(2.5i) 
(2.5j) 
Using the four equations (2.4e,f,g,h), the spin coefficients can be expressed in terms 
of the metric functions as 
° 1 TT P = 2"Vv 
0- 1U /1- - -2" " 
EO = -!Vvsinh W 
GO = -!VusinhW 
(To = !iWv - !Vvcosh W 
,\0 = !iW" + ~Vu cosh W. 
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These quantities are now simply plugged into the Newman-Penrose identities of 
equations (2.5) to give three sets of equations. 
The first set of equations are obtained from (2.5a,f,i), and are given by 
2U"" = U~ + WJ + V; cosh2 W - 2U"M" + 4<I>go, 
2U"u = U~ + W; + V': cosh2 W - 2UuM" + 4<I>22 , 
2M"" = -U"U" + W"W" + V"V"cosh2 W + 8<Ph. 
(2.6a) 
(2.6b) 
(2.6c) 
From §1.4, it can be seen that two of the three Ricci tensor components which 
are zero everywhere for a perfect fluid have already been accounted for. Using the 
third, <I>o2 = 0, as an assumption, enables the second set of equations, obtained 
from (2.5b,d,e,g), to be written 
Uu" = U"U" - 2<I>j't - 6A 0 , 
2V"" = Uti V" + U" Vu - 2(V" W" + V" Wu) tanh W, 
2W"" = UtI W" + U" w" + 2V" V" sinh W cosh W. 
(2.7a) 
. (2.7b). 
(2.7c) 
It should be noticed that for a vacuum space-time, where all the Ricci tensor com-
ponents are zero, the second set of equations (2.7) are the integrability conditions 
for the first set (2.6). Thus in this case, if a solution to equations (2.7) can be found, 
a function M that satisfies (2.6) automatically exists. Equations (2.7) are referred 
to as the main equations, and equations (2.6) as the subsidiary equations. 
Finally there are equations (2.5c,hJ) for the remaining Weyl tensor compo-
nents, which are written as 
IItg = - ~«V,," - U"V" + M"V,,) cosh W + 2V"W"sinh W) 
+ ~i(W"" - U"W" + M"W" - V; cosh Wsinh W), 
lit;! = ~M"" - ~i(VuW" - V"W,,) cosh W + <pi't + AO, 
lit:! = - ~«V"u - UuVu + Mu Vu) cosh W + 2V"Wu sinh W) 
-~i(W"u - UuWu + M"W" - V; cosh Wsinh W). 
2.3 Stiff fluid and vacuum cases 
(2.8a) 
(2.8b) 
(2.8c) 
Further work in this thesis will restrict the case of the perfect fluid to that of the 
stiff fluid described in §1.5. The requirement that the pressure and energy density 
are equal means setting p = p, and so from equation (1.13), 
<I>H + 3A = o. (2.9) 
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The advantage of restricting the problem to this case is the fact that equation (2.7a) 
can now be written 
(2.10) 
This allows the equation to be integrated to give 
U = -log (f(u) + g(v». (2.11) 
All further solutions with matter present will be stiff fluid solutions. In a paper of 
Tabenskyand Taub (1973), in which they examine plane symmetric self-gravitating· 
fields, it is shown that stiff fluids can also be interpreted as scalar fields. This will 
become important when looking at the structure of the colliding plane wave problem 
for a stiff fluid. 
For the vacuum case, equation (2.9) is obviously automatically satisfied, which 
means equations (2.10) and (2.11) will still hold. The fact that equation (2.10) can 
be integrated for both the stiff fluid and vacuum cases means that the boundary 
conditions can be approached in the same way. 
2.4 Boundary conditions 
The boundary conditions describe the matching of the solution across the bound-
aries of each of the four regions into which space-time is divided. The advantage 
of the distributional approach described in Hayward (1990) is that the junction 
conditions are formulated along with the field equations. Here they have to be set 
up separately. 
The appropriate junction conditions across a null hypersurface are those due to 
O'Brien and Synge (1952). In a paper of Bell and Szekeres (1974) it was shown that 
the standard continuity conditions of Lichnerowicz (1955) excluded the collision of 
electromagnetic shock waves, and so the conditions have been generally relaxed in . 
favour of those of O'Brien and Synge. 
In terms of the metric functions M, U, V and W of the Szekeres line element 
(1.9), they require that the metric functions be continuous across all four boundaries 
and in addition that U be smooth across the boundaries. This means if U is defined 
by (2.11), f and g must be smooth across the boundaries. In order to satisfy U = 0 
in the flat space of region I, it is appropriate to set 
f =!, u ~ 0, g =!, v ~ o. 
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, (I 
To ensure f and 9 are smooth it is required that 0/1 f:ho.. boW1Jari..Q.'3 
f'(O) = 0, l(o) = o. (2.12) 
It can be shown , £/1. rfJ-8iOJ1· I V'. .. . that f and 9 are both monotonically 
,1.1 
decreasing functions. They can therefore always be transformed to take the form 
where ni, n2 ;::: 2 and 8(u) is the Heaviside step function, defined by 
8(u) = {O, ~f u < 0 ; 
1, If u ~ 0 . 
These expressions for feu) and g(v) can be used over the whole space-time, but 
are not particularly useful in the interaction region, where f and 9 can be used as 
alternative coordinates~ It is more useful to write f and 9 as power series expansions 
in region IV, retaining the coordinate freedom of equation (2.3). They then take 
the form 
(2.13) 
Note from equation (2.11) that a singularity will develop as f + 9 -+ O. It 
turns out that this is not usually a removable coordinate singularity, and is in fact 
generically a curvature singularity. This matches the geometric prediction of §1.3 
To look more closely at the boundary conditions, it is convenient to put 
f ' , -M g-s 
e = ")f+/ . 
From equations (2.6a,b) it can be seen that the function 8 must satisfy 
8g = -!U + g) (V;cosh2 W + W; + 4!~), 
8f = -!U + g) (Vi cosh2 w + wJ + 4~) . 
(2.14) 
(2.15a) 
(2.15b) 
Noting that f(O) = ! and 1'(0) = 0, g(O) = ! and g'(O) = 0, e-M can only be 
continuous across u = 0 and v = 0 if e-s is unbounded on these surfaces. Therefore 
8 must contain terms of the form 
8 = ki log(! - f) + k2 log( ! - g) + 10g(PiP2) + ... , 
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(2.16) 
with kl, k2, PI and P2 constants. If feu) and g(v) are defined as in equation (2.13), 
this implies that the constants in equation (2.16) must take values such that 
kl = 1 - l/nl, 
and, since to satisfy equation (2.12), nI, n2 ~ 2, it is required that 
In order to transform the metric function M from a constant to zero in region I, it 
is necessary to make a suitable choice of constants, namely 
The complexity of the boundary conditions becomes apparent, but note that these 
conditions are valid for both the vacuum case and the stiff fluid case, though of 
course for the former the matter terms in (2.15) disappear. Applying these condi-
tions to the stiff fluid case leads to a somewhat complicated situation. The assump-
tions necessary to formulate the field equations and boundary conditiohs require 
that the background region be flat vacuum, and so the stiff fluid present in the 
interaction region must be generated by the collision of the waves. This is only 
possible if regions II and III which contain the waves also contain null matter. 
The alternative interpretation of the interaction region as a scalar field is perhaps 
simpler. Feinstein, MacCallum and Senovilla (1989) have shown that the colliding 
plane wave problem can then be interpreted as the collision of two massless scalar 
mesons which interact to produce the scalar field. This problem will be examined 
in Chapter 4. 
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Chapter 3 
Colinear vacuum solutions 
3.1 Colinear vacuum equations 
This chapter will examine the much simplified case where the space-time is vacuum 
throughout and the approaching plane waves are colinear. This means their relative 
polarizations are constant and aligned, which means it is possible to put W = 0 
over the whole space-time. The field equations are derived from equations (2.6), 
(2.7) and (2.8) by setting W and the matter components - the components of the 
Ricci tensor - to zero. This gives the following three sets of equations. 
The main equations (2.7) are 
Uu" = U ... U", (3.la) 
2V ... " = Uu V" + U" V ... , (3.lb) 
where the last equation (2.7c) is now identically zero. The subsidiary equations 
(2.6) become 
2U"" = U; + V; - 2U"M", (3.2a) 
2U ...... = U~ + V': - 2UuMu, (3.2b) 
2M ... " = -U"U" + Vu V"' (3.2c) 
which for any U and V allow M to be found by quadrature. The non-zero compo-
nents of the Weyl tensor from (2.8) become 
Wo = -! (v"" - u" V" + M" V,,), 
w2 = !M ... ", 
w~ =- !(vu" - U"V" + MuV ... ). 
It has already been shown that equation (3.la) can be integrated to give 
U = -log (f(u) + g(v)) , 
where f(u) and g(v) are given by 
f(u) = ! - (CIU)n. +"', 
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(3.3a) 
(3.3b) 
(3.3c) 
(3.4) 
This leaves just one main equation, namely (3.1b). Expressing this in terms of 1 
and g gives 
2(f+g)V/g+V/+Vg ·0, (3.5) 
which is the Euler-Poisson-Darboux equation. Equations (2.15) can be simplified 
to give 
Sg = -!(f + g)V;, 
Sf = -!(f + g)Vj.. 
The boundary conditions are now just those described in §2.4 
3.2 Interpreting solutions 
(3.6a) 
(3.6b) 
It can be seen that equation (3.5) is linear in the metric function V. This means 
any known expressions for V which satisfy (3.5) can be added together to give new 
solutions. Of course there is no guarantee that the new solutions will satisfy the 
boundary conditions for colliding plane waves, and expressing a solution in the form 
of equation (2.16) to prove it does so can be difficult. 
Assuming the solution does satisfy all the necessary conditions, it is fairly 
simple to describe the waves which give rise to it. For example,to examine the 
wave in region n one only need take the solution in the interaction region and by 
setting g = !, ensure the metric functions are dependent on u only in region n. By 
using equation (2.14), but removing the constant from S and cancelling the g', it is 
possible to write 
e-M(ul = I' e-S(ul. 
n1cIV! + 1 
This allows the wave in region n to be described by the single component 
W4 . !nlcl VfeS(ul8(u) 
- ~nicie2S(ul(2(! + I)vu + 3Vf - (! + f)2VJ)8(u), (3.7) 
where 8(u) is the Dirac delta function, \IIh((h ~:;'3-b~tii.." 
r 8(u) = {I if u El; Jf 0 if u If I. 
where I is an interval, and 8(u) is again the Heaviside step function. Note that 
equation (3.7) is not linear in V. Thus although different solutions for V may be 
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added to generate new ones, the superposition of the actual waves is not possible 
in this coordinate system. Individual components which describe the wave add 
non-linearly. 
The wave in region III is found by the same process, but setting f = !. The 
wave will be described by the ':lIo component. 
3.3 Some known solutions 
To produce new solutions it is necessary to use known expressions for V. Some 
of the better known solutions are given here. 
Separating the variables in equation (3.5) leads to the class of solutions 
v =" Ai ~ ";O'i -1";O'i + g' , 
for arbitrary constants Ai and O'i. Another class of solutions can be seen to be 
V - "d. h-1 (Ci + f - g ) -~.cos f ' 
i + g 
where c; and di are constants. More useful solutions can be found with a change of 
coordinates. Using the transformation 
f = !cos(1/1+ A), g = ! cos(1/1 - A), (3.8) 
and rescaling by putting 
t = sin 1/1, Z = sinA, (3.9) 
equation (3.5) can now be rewritten as 
Separating variables now leads to a pair of Legendre equations which have a class 
of solutions given by 
n 
(3.10) 
Here Pn(z) and Qn(z) are Legendre functions of the first and second kind respec-
tively, and a" , bn , Pn and qn are constants. Particular choices of constants for 
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this general solution lead to well known particular solutions. For example, if the 
only non-zero constant is qo = -2, the solution of Khan and Penrose (1971) is 
described. The Szekeres solution (1972) is given by the only non-zero constants 
being qo = -(kl + k2) and Po = -(kl - k2)' Chandrasekhar (1988) has integrated 
a complete solution given by 
n 
One more solution is given by separating the variables as a sum rather than a 
product. This gives 
with a constant, which is simply the solution V = aU. This was suggested by 
Stoyanov (1979) as a solution which does not develop a singularity. Unfortunately 
this is because the boundary conditions are not satisfied. Whilst this expression 
for V is not a complete solution on its own, it can be added to others to give new 
solutions. 
Any new solution to the vacuum colinear gravitational wave problem may be 
constructed by adding any of these different solutions for V together. Not all the 
solutions are independent, however, and in particular (3.10) may contain others. 
Having determined a particular V the next step is to integrate equations (3.6) to 
find S, and see if it takes the form required to satisfy the boundary conditions. 
Equation (3.7) is then used to describe the wave in region H. 
To demonstrate this procedure, a new solution is generated. 
3.4 A new solution 
The following solution is used: 
(3.11) 
which is rewritten as 
It is simpler to work with the transformed coordinates given by equations (3.8) and 
(3.9). This requires V to be expressed by 
V = ~ksin1frsinAlog (1+ s~n1fr) _ ksinA - a log(cos1fr) - a log(cos A). 
1-sm1fr 
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Equations (3.6) now become 
(3.12a) 
cos 1/1 cos).. 2 
S", - SA = 2sin(1/I _ )..) (V'" - VA) • (3.12b) 
Integrating these equations is relatively easy, if somewhat laborious. First the 
expressions for V", and VA are required. These are given by 
V. -!k" .'.1 (1 + sin 1/1) k sin 1/1 sin).. sin 1/1 
'" - 2 sm " cos '" og 1 . • 1. + .1. + a .1.' 
- sm '" cos '" cos '" 
V: - 1 k • .1. 'I (1 + sin 1/1) kCOS 1/1 cos).. sin).. A - 2 sm '" cos" og 1 . .1. - .1. + a--, . 
- sm '" cos'" cos" 
Some of the cancelling has not been done to preserve the symmetry of the expres-
sions. They can be added and subtracted to give 
V. + V: =!k in(.I. +)..) I (1 + sin 1/1) _ k cos(1/I + )..) + sin 1/1 +).. 
'" A 2 S '" og 1 _ sin 1/1 cos 1/1 a cos cos ' 
v. _ V: = -!k . (.1. _)..) I (1 + sin 1/1) k cos(1/I -)..) sin 1/1 -).. 
'" A 2 sm '" og 1- sin 1/1 + cos 1/1 + a cos cos 
Putting these expressions into equations (3.12), and adding and subtracting to give 
expressions for S", and SA gives 
1. . ( (1 +sin1/l))2 S", = s k 2 sm 1/1 cos 1/1 cos2 ).. log 1 _ sin 1/1 
1 ( 2 2' (1 + sin 1/1) 
- 2 k cos 1/1 cos ).. - aksm)..cos1/l) log . 1/1 I-sm 
k sin 1/1 sin).. 12sin1/l lk2COS).. [COS
2(1/I+)..) cos2(1/I-)..)] + a + -a -- + - -- + --';';--;-:-'-
cos 1/1 2 cos1/l ·4 cos1/l sin(1/I +)..) sin(1/I -)..) , 
1 2 . 2 (( 1 + sin 1/1)) 2 SA = sk sm).. cos 1/1 cos).. log I _ sin 1/1 
+ ! (k2 sin 1/1 sin).. cos 1/1 + ak sin 1/1 cos)..) log (1 + s~n ~) I-sm 
k ' 1 2sin ).. lk2COS).. [COS
2(1/I+)..) cos2(1/I- )..)] 
- a cos" + -a -- + - -- - --';';--;-:-'-
. 2 cos).. 4 cos1/l sin(1/I+)..) sin(1/I -)..) . 
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Before attempting to integrate these equations, it should be noted that 
COSA [COS2(1/I+A) + COS2(1/I-A)] =_2sin1/lcos2A -2 sin1/lcos2A 
cos 1/1 sine 1/1 + A) sine 1/1 - A) cos 1/1 cos 1/1 ( cos21/1- cos2 A) , 
cos A [c~S2(1/I + A) _ C~S2(1/I- A)] = -2sinA cos A + 2 sin A cos A . 
cos 1/1 sm( 1/1 + A) sm( 1/1 - A) (cos21/1 - cos2 A) 
Therefore S", and SA can be written 
S", = lk2 sin 1/1 cos 1/Icos2 A (log (~ ~ ::: ~) ) 2 
1 ( 2 . ) (1 + sin 1/1) 
- 2 k2 cos 1/1 cos A - aksmAcos1/l log . 1/1 I-sm 
1 . ( (1 + sin 1/1)) 
2 
SA = "8 k2 sm A cos2 1/1 cos A log 1 _ sin 1/1 
+ ! (k2 sin 1/1 sin A cos 1/1 + aksin 1/1 cos A) log (1 + s~n ~) I-sm 
k \ 1 2 \ lk2' \ 1 2 sinA cos A 
- a cos 1\ + 2a tan 1\ - 2 sm 1\ cos A + 2k (2 2 ). 
cos 1/1 - cos A 
Integrating equation (3.I3b) gives 
S = -1~k2 cos21/1cos2 A (lOg G ~ ::: ~) ) 2 
- i (k2 sin 1/Icos2 A - 2ak sin 1/1 sin A) log (1+ s~n 1/1) 
1- sm1/l 
+ h(1/I), 
where h(1/I) is to be found. Differentiating (3.14) with respect to 1/1 gives 
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(3.13b) 
(3.14) 
". +sm'f' " 
( ( 
1 
. "I,)) 2
S", = i k2 sm'IjJ cos 'IjJ cos2 A log. 1 _ sin 'IjJ 
( 1 + sin 'IjJ) - ! (k2 cos 'IjJ cos2 A - ak sin A cos 'IjJ) log 1 _ sin 'IjJ 
• 1 2 2 1 2 sin'IjJcos'IjJ 
+aksmAtan'IjJ-'lk cos Atan'IjJ-'lk (2,1. 2\) 
dh 
+ d'IjJ' 
cos 'f' - COS 11 
and comparing this with equation (3.13a) requires that 
dh = la2 tan'IjJ _ lk2 (cos2 A tan 'IjJ - sin 'IjJ cos 'IjJ) 
d'IjJ 2 2 (cos2'IjJ-COS2A) , 
Therefore 
This means from equation (3.14), the final expression for S is defined by 
S = _ 116 k2 cos2 'IjJ cos2 A (log (1 + s~n 'IjJ)) 2 
. I-sm'IjJ 
The constant is chosen so that S becomes zero in the fiat background region, and 
so writing the expression in terms of the original t and z coordinates gives 
S = - 1~k2(1 - z2)(I- t2) (log G ~!) r + ~kt(2az - k(l - z2» log C ~D 
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Note that this does take the required form of (2.16), as 
Therefore the boundary conditions are satisfied provided 
where nl = n2 = n and so k is restricted to the range given by 
These conditions appear to be remarkable in that they place no constraint on the 
choice of a. However, this is explained by a transformation of Halilsoy (1985). If 
a solution of the vacuum colinear field equations is given by Uo, Vo and Mo, then 
another solution is given by 
U = Uo = -log(f + g), 
v = Vo+aUo, 
M = Mo + aVo + !a2Uo, (3.15) 
where a is a constant. Because S transforms like M, the boundary conditions 
are met by the new solution if they were satisfied by the original one. Thus the 
addition of the Stoyanov solution, as here, does not affect the boundary conditions. 
The wave profile in region II can .be found from equation (3.7), but is too 
complex to be worth detailing here. However, using a graphics package to draw the 
profiles for \[14 for various choices of a and n gives the results of Fig 3.1. 
31 
. , 
.' 
Fig 3.1 
•• 0 
4000..------------...., 
2000 
-4oooL----______ -.l.L.J 
o 0.2 0.4 0.6 0.8 
... 10 
I 
I 1500 
I 
, 
, 
I 
3000 
2000 
1 000 
o 
-1000 
-2000 
n;j 
--_. n= 
n= 
---. n= 
10000 
7500 
SOOo 
2500 
I , 
• 
, 
I , 
1)( 
"""-
, .. -~,- Jl 
~' .... " 
'" 
----~""S(- ~ '"", , ----
........ " \ 
"'-.' \ 
u 
1 
\ 
0 0.2 0.4 0.6 0.8 
...-10 
• u 0 .-. u , 
\ 
\ 
-2~00 --'lilo, 
'" 
-~oo 
\ 
\ 
\ 
I 
-~OOO \ \ 
-7~00 \ \ 
-10000 
-1000 
-1500 L ______ ....: __ L_.....I 
o 0.2 0.4 0.6 0.8 0 0.1 0.2 0.3 0.4 O.~ 
Fig 3.1 shows wave profiles in region II described by W 4, for the solution given by 
equation (3.11) taking various values of a and n. 
If the V given by equation (3.11) consisted solely of odd-order Legendre functions, 
the wave in region HI would simply be a reflection of that in region 11. However, 
the addition of the extra term aU gives a more complicated relationship. The ideal 
wave profile would be closed - all those shown are unbounded and so are physically 
unrealistic. Although this choice of V does satisfy the boundary conditions, it does 
not provide a particularly interesting new solution. 
3.5 Solutions isomorphic to Gowdy cosmologies 
The choice of a particularly simple expression for V in the previous section led to 
a solution which was not physically realistic. Rather than try a number of different 
expressions for V and integrate equations (3.6) until realistic wave profiles are found, 
it may be more instructive to integrate a more general expression for V, and by 
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choice of constants determine the wave profile. It is therefore necessary to integrate 
some complete solutions for V to find the corresponding expressions for S. This 
section and the next present some complete solutions and their integrals. 
Another coordinate transformation is given by 
i = /+g, 
z=/-g. 
The main field equation (3.5) now becomes 
and equations (3.6) for S are given by 
1- 2 2 Si = -2"t(Vi + V.), 
Si = -iVlVi . 
(3.16) 
(3.17) 
These equations should be recognised as the appropriate equations for vacuum 
Gowdy cosmologies, and thus Gowdy solutions may be used here. Separating the 
variables of equation (3.16) leads to the solution 
00 00 
V = L An cos[n(z + an)]Jo(ni) + L Bn cos[n(z + .Bn)]Yo(nt), (3.18) 
n=1 n=1 
where Jo(nt) and Yo(nt) are Bessel functions of the first and second kind of order 
zero and An, Bn , an and .Bn are arbitrary constants. This solution will be singular 
on the hypersurface i = f + 9 = 0 because 'of the singularity in the second Bessel 
function. To ensure this function is not singular everywhere it is necessary to begin 
the summation at n = 1. 
Equations (3.17) can now be integrated to find an expression for S. The par-
ticular case where an =.Bn has been done by Carmeli, Charach and Malin (1981). 
For the more general case of (3.18), equations (3.17) can be written 
Si = -4£; ~ nm (AnAm [sin(n[z + anD sin(m[z + amDJo(nt)Jo(mt) 
+ cos(n[z + anD cos(m[z + am])JI (nt)JI (mt)] , 
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+2AnBm [sin(n[z + an]) sin(m[z + .Bm]) Jo (ni)Yo(mi) 
+ cos(n[z + an]) cos(m[z + .Bm])JI (ni)Y1 (mi)] 
+BnBm [sin(n[z + .Bn]) sin(m[z + .Bm])Yo(ni)Yo(mi) 
+ cos(n[z + .Bn]) cos(m[z + .Bm])YI(ni)YI (mi) J), 
Si = -i ~~nm( AnAmcos(n[z + an])sin(m[z + am])JI(ni)Jo(mi) 
+AnBm [cos(n[z + an]) sin(m[z + .Bm])JI (ni)Yo(mi) 
+ sin(n[z + an]) cos(m[z + .Bm]) Jo (ni)YI (mi) ] 
+BnBm cos(n[z + .Bn]) sin(m[z + .Bm])YI(ni)Yo(mi) ), 
where JI (ni) and Yi (ni) are Bessel functions of the first and second kind of order 
one, and the following properties of Bessel functions have been used : 
~Jo(i) = -JI(i), 
~¥o(i) = -YI(i), 
~t [ih (i)] = Jo(i), 
~t [iY1(i)] = ¥o(i). 
Using some other relations between Bessel functions (see Abramowitz and Stegun 
1965) it is fairly simple to integrate these equations. Notice however that integrating 
the Bessel functions requires separating the equations into the group for which 
n = m and those for which n 'i' m. The final solution is given by 
(AnAm [cos(n[z + an]) cos(m[z + am]) (nJo(ni)JI (mi) - mJI(ni)Jo(mi)) 
+ sin(n[z + an]) sin(m[z + am]) (mJo(ni)JI(mi) - nJ1(ni)Jo(mi))] 
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+2AnBm [COs(n[z + an]) cos(m[.H ,Bm]) (nJO(nt}YI(mt) - mJI (nt}Yo(mt}) 
+ sin(n[z + an]) sin(m[z + ,Bm]) (mJO(nt}YI(mt) - nJI(nt}Yo(mt})] 
+BnBm [cos(n[z + ,Bn]) cos(m[z + ,Bm]) (nYo(nt}YI(mt) - mYi(nt}Yo(mt}) 
+ sin(n[z + ,Bn]) sin(m[z + ,Bm]) (mYo(nt}Yi(mt) - nYI(nt}Yo(mt})]) 
-F ~n ( A~ [niJ5(nt) + niJr(nt) - 2cos2(n[z + an]) Jo (nt)JI (nt) ] 
-
-2AnBn [cos(n[z + an]) cos(n[z + ,Bn]) (J1(nt)Yo(nt) + Jo(nt)YI(nt)) 
+ nz sin(n[an - ,Bn]) (Jl (nt}Yo(nt) - JO(nt)YI (nt) 
- ni'cos(n[an - ,Bn]) (Jo(nt}Yo(nt) + JI(nt)YI(nt)] 
+B; [ntYo2(nt) + ntY?(nt) - 2 cos2(n[z + ,Bn])Yo(nt}YI (nt}]) 
+const. 
This solution alone does not satisfy the boundary conditions of §2.4. However, 
Feinstein and Ibaiiez (1989) have considered the solution where only Bessel functions 
of the first kind are present. This can be obtained by setting Bn = 0 in equation 
(3.18). By adding the gravitational soliton terms 
" -I (Z+di) V = ~cicosh i' 
• 
(3.19) 
they have shown that their solution satisfies the boundary conditions provided there 
are at least two solitonic terms where the constants are given by 
Cl =-1 
C2 = 1 
. d~ = 2(1- 1/nl), 
d~ = 2(1 - 1/n2)' 
Therefore it would seem that by adding the soliton terms of equation (3.19) to the 
solution of equation (3.18) the boundary conditions could be satisfied for a suitable 
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choice of constants. The integration is difficult to say the least, so currently this is 
a matter of conjecture rather than fact. 
The expression given by equation (3.18) contains only solutions that are pe-
riodic in z. Because this constraint is not necessary for the colliding plane wave 
problem, it is possible to use the aperiodic solutions given by 
00 00 
V = L An cosh[n(z + Cln)JIo(nt) + L Bn cosh[n(z + ,Bn)] Ko (nt), 
n=1 n=1 
where Io(nt) and Ko(nt) are modified Bessel functions of the first and second kind 
of order zero. Using the relations given by 
~Io(t) = Il(t), 
~Ko(t) = -Yl(t), 
~ [i'It(t)] = Io(t), 
~t [i'Kl (t)] = -Ko(t), 
(3.20a) 
(3.20b) 
where It (nt) and Kl (nt) are modified Bessel functions of the first and second kind 
of order one, equations (3.17) can be solved to produce the expression for S given 
by 
(AnAm [cosh(n[z + Cln]) cosh(m[z + Clm ]) (nIo(nt)It(mt) - mIt(nt)Io(mt)) 
+ sinh(n[z + Cln]) sinh(m[z + Clm ]) (nIt (nt)Io(mt) - mIo(nt)It (mt))] 
+2AnBm [sinh(n[z + Cln]) sinh(m[z + ,Bm]) (m1o(nt)Kl(mt) + nIt (nt)Ko (mt)) 
- cosh(n[z + Cln]) cosh(m[z + ,Bm]) (mIl (nt)Ko(mt) + nIo(nt)K1(mt))] 
-BnBm [cosh(n[z + ,8n]) cosh(m[z + ,Bm]) (nKo(nt)Kl(mt) - mKl(nl)Ko(mt)) 
+ sinh(n[z + ,Bn]) sinh(m[z + ,Bm]) (nKl (nt)Ko (mt) - mKo(nt)Kl (mt))]) 
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+F ~n (A~ [niI5(nt) - niIl(nt) - 2cosh2 (n[z + anDlo(ni)I1(nt)] 
+2AnBn [cosh(n[z + anD cosh(n[z + ,BnD (Io(nt)Kl(nt) - i[(nt)Ko(nt)) 
+ nzsinh(n[an - ,BnD (Io(nt)Kl(nt) - i[(nt)Ko(nt») 
+ nt cosh(n[an - ,an]) (Io(nt)Ko(nt) + i[ (nt)KI (nt»)] 
+B,; [ntK5(nt) - ntKf(nt) + 2cosh2(n[z + ,Bn])Ko(nt)Kl(nt)]) 
+const. 
Again this solution does not satisfy the boundary conditions alone, but the inclusion 
of the soliton terms given by equation (3.19) may do so. This is an area in which 
much work remains to be done. 
3.6 A general and complete class of solutions 
Another more general solution for V was suggested originally by Yurtsever (1988) as 
the analogue of the Weyl solutions for stationary axisymmetric space-times. It has 
been formulated explicitly by Griffiths (1991). Again a coordinate transformation 
is required, this time given by 
!+g = v sinh 1/, ! - 9 = v cosh 1/. (3.21) 
The main equation (3.5) can now be written as 
2 1 1 
Vvv + - Vv - "2 coth 1/V'7 - "2 V'7'7 = 0, 
V V V 
and separating the variables leads to a series of solutions 
V = ~)Cnvn + dnv-n-l)(anPn(cosh 1/) + bnQn(cosh 1/», (3.22) 
n 
where Pn(cosh 1/) and Qn(cosh 1/) are again Legendre functions. It is important 
to consider the range of the new coordinates. The definition of equation (3.21) 
means that both v and cosh 1/ are imaginary when! 9 is positive but real when! 9 is 
negative. The interaction region is therefore divided into subregions as in figure 3.2. 
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Fig 3.2 shows the space-time with the interaction region divided into subregions ac-
cording to whether /I and cosh 7) are both'real or imaginary. 
The coordinates are therefore defined as follows: 
InA: /I = 2iffg, 
In B: /I=2-/-!g, 
cosh 7) = i(f - g) 2ffg , 
(f - g) 
cosh 7) = r-r=-
2y - J g 
The interaction region necessarily includes hypersurfaces on which /I = 0, which in 
Fig 3.2 are represented by the broken lines separating subregions A and B. The 
inverse functions of /I in equation (3.22) must be excluded to keep the metric regular 
on these boundaries, and so the general solution becomes 
In A: 
InB: 
v = ~ 2n(fg)n/2 (anin Pn (i~;ri») + bn{ _i)n+IQn (i~;ri») ) 
V = ~2n{_!g)n/2 (anPn G~) +bnQn G~))· 
To make the solutions smooth across the boundaries between sub regions A and B it 
is necessary to set bo = O. The governing equations for S (3.6) can now be rewritten 
in terms of the new coordinates. They become 
S" = -! sinh 7){ /12 cosh 7) v,,2 - 2/1 sinh VI' V" + cosh 7) V;), (3.23a) 
SI' = 21/1 sinh7){/l2 sinh7)V'; - 2/1 cosh VI' V" + sinh7)V,;), (3.23b) 
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It is possible to solve these equations for the solution (3.22), and the integration has 
been done by Hoenselaers (1988) for infinite limits in the stationary axisymmetric 
case. However, in the colliding plane wave situation the problem arises of how to 
apply the boundary conditions, as expressing the resulting S in the form of equa-
tion (2.16) is very difficult. A simpler approach, originally presented in Griffiths, 
Hoenselaers and Ashby (1992), is to return to the Szekeres (1972) solution, given 
in terms of these coordinates by 
V k h-l(I-VCOSh7)) k h_1(I+VCOSh7)) = 1 cos 'h + 2 cos ' ' vsm 7) vsm 7) 
Equations (3.6) can be integrated to give 
S = - !(kl + k2)2Iog(vsinh 7)) 
- !kf log(l- 2vcosh7) + v2) + !k~ 10g(1 + 2v cosh 7) + v2) 
+ 2klk2log ( '1'1 - 2v sinh 7) - v2 + '1'1 - 2v sinh 7) - v2) , 
(3.24) 
which contains the terms required by equation (2.16) and so satisfies the boundary 
,. 
conditions provided 
which means the constants are restricted to 1 :5 kl' k2 < 2. 
To explain the use of the Szekeres solution, it is necessary to rewrite it in a 
more convenient form. First using the generating function for Legendre functions 
of the first kind, it is possible to write (3.24) as 
This can then be written in the form 
00 
V = :~::>nvnPn + (k1 + k2)log(vsinh7)), (3.25) 
n=O 
where 
and the argument of the Legendre functions from here on is taken to be cosh 7). 
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Thus a new solution can be produced by including the Szekeres solution (3.25) 
in the general solution of (3.22). This gives 
00 
V = L v"(a"Pn + bnQn) + clog(vsinh 17), (3.26) 
n=O 
where 
with an and b" being arbitrary constants, the only restriction being that ba = O. 
It is now possible to integrate equations (3.23) to get the final solution. Firstly 
it is appropriate to look at the term given by n = 0 in equation (3.26). Having 
already set ba = 0, the only remaining term is aa, a constant. Thus there is no 
loss of generality in starting the summation from n = 1. This is necessary because 
differentiation will introduce vn - 1 terms. 
The required differentials of equation (3.26) are given by 
The terms required by equations (3.23) are now 
00 00 V; = L L nmv,,+m-2(anamPnPm + 2a"bmPnQm + bnbmQnQm) 
n=lm=l 
00 
+ 2c L nv"-2(a"p,, + b"Q,,) 
n=1 
V"V'l = sin~ f: f: nmv,,+m-l(anamcosh7JPnPm + anamPnPm-l 
17 ,,=1 m=1 
+ 2anbm cosh 7JPnQm + anbmPnQm-l + anbmPn-l Qm 
+ bnbm cosh 7JQnQm + bn bmQnQm-l) 
00 
+ ~h '" nvn- 12 (2an cosh 7JPn + anPn- 1 + 2bn cosh 7JQn + bnQn-l) sm .,~ 
., n=1 
c2 cosh 17 
+---
v sinh7J' 
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+ anamPn-IPm-1 
+ 2anbm cosh21/PnQm + 2anbm cosh 1/PnQm-1 
+ 2anbm cosh1/Pn_IQm + 2anbmPn-IQm-1 
+ bnbm cosh21/QnQm + 2bnbm cosh 1)QnQm-1 
+ bnbmQn-IQm-d 
cosh1) ~ n . 
+ 2c. 2 L.., nv (an cosh 1/Pn + anPn- 1 + bn cosh 1)Qn + bnQn-ll 
smh 1) n=1 
_2 cosh21) 
+ C- 2. 
sinh 1) 
It can be seen that the terms in 8v and 8'1 will be in three groups; those summed 
over n and m, those summed over just n, and the remainder. Collecting together 
terms in anam, bnbm and anbm in the first group and terms in an and bn in the 
second leads to 
00 00 
8 v = -!LLnmvn+m-l(anamPnPm - anamPnPm-1 
n=lm=l 
00 
- cL nvn-l(anPn + bnQn) 
+ 2anbmPnQm - 2anbmPn- 1Qm-l 
+ bnbmQnQm - bnbmQn-IQm-l) 
lfil 
- 2-;7' 
8'1 = 
n=l 
00 00 2Si~h L L nmvn+m(anamcosh1)PnPm + 2anamPnPm_1 
1/ n=lm=1 
+ anam cosh 1/Pn- 1Pm- 1 
+ 2anbm cosh 1)PnQm + 2anbmPnQm-1 
+ 2anbmPn_1 Qm + 2anbm cosh 1)Pn-1 Qm-I 
+ bnbm cosh 1)QnQm + 2bnbmQnQm_1 
+ bnbm cosh 1/Qn-1 Qm-I) 
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Integrating these gives the final solution 
00 00 
S = -!L:L: n~";;.vn+m[anam(PnPm - Pn- l Pm- l ) 
n=lm=l 
00 
+ 2anbm(PnQm - Pn-l Qm-l) 
+bnbm(QnQm - Qn-lQm-l)] 
- cL: vn(anP" + bnQ,,) - !c2log(v sinh 1/). 
n=1 
(3.27) 
It only remains to show that this satisfies the boundary conditions. It has already 
been shown that the Szekeres solution alone meets the boundary conditions. By 
adding this to the general solution (3.22), the final solution (3.26) will satisfy the 
boundary conditions provided all the components of the solution given by equation 
(3.22) remain bounded on the initial boundaries of region IV. In order to determine 
this it is necessary to introduce the expression 
00 00 
SI = -!L: L: n~m(k~ + (-I)n2klk2 + (-I)n+mk~)vn+m(PnPm - Pn-1Pm-I). 
n=lm=l 
(3.28) 
.. This is simply the expression for S corresponding to the Szekeres solution, which 
has been transformed using the Halilsoy transformation of equation (3.15). For the 
solution (3.26) to satisfy the boundary conditions it is only necessary to choose 
constants such that the function produced by subtracting (3.28) from (3.27) is 
bounded on the initial boundaries of the interaction region. 
/ Note that on the focusing hypersurface f + 9 = 0 it is only Legendre functions 
of the second kind that are singular. Thus when any of the constants b .. are non-zero 
the interaction region terminates in a curvat ure singularity. The reverse, however, 
is not true. 
3.7 Initial value problem 
It may have been expected that the importance of the solution described in 
the previous section would lie partly in its possible relevance to the initial value 
problem. This is another approach to the problem of colliding plane waves, where 
two arbitrary wave profiles are taken and the interaction between them is examined -
an approach that has been considered by Hauser and Ernst (1989-1991). Equation 
(3.26) expresses V as a sum of orthogonal polynomials, the Legendre functions 
(plus the extra log term). It should therefore be possible to take anyStl1()(}!;hprofile, 
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and thus any expressions for V in regions Il and Ill, and express them in terms 
of these Legendre functions by the choice of suitable constants. The solution in 
the interaction region could then be found simply by plugging the constants into 
equation (3.27). 
Several difficulties arise with this method. The first is the extra /In term in 
equation (3.26), which greatly complicates the integration necessary to find the 
correct constants. Another problem is that the limits of integration normally used 
are greatly different in this particular case. This explains why no real progress has 
. . , 
been made with this approach. The initial value problem has been solved for this 
situation in a series of papers by Hauser and Ernst (1989-1991), using a different 
approach. 
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Chapter 4 
Stiff fluid solutions 
4.1 Physical interpretation of stiff fluid solutions 
The field equations for the stiff fluid solution have been set up in §2.2 and §2.3. 
Stiff fluid solutions were introduced in the colliding plane wave problem by Chan-
drasekhar and Xanthopoulos (1985a). The problem lies in describing the form of 
these solutions. 
The stiff fluid is present in the interaction region, but the method of extending 
the solution back through regions II and III into region I demands that the back-
ground region be flat vacuum. It also requires that regions II and III contain null 
fluid. These solutions therefore describe the collision of two plane null fluids in a 
flat background, which give rise to a stiff fluid in the interaction region. As a phys-
ical problem this is somewhat unrealistic. However, an alternative interpretation 
of these solutions has been given by Feinstein, MacCallum and Senovilla (1989), in 
terms of the collision of two massless scalar mesons which produce a minimally cou-
pled massless scalar field in the interaction region. In this case the Klein-Gordon 
equation is satisfied everywhere. 
However the solutions are interpreted, it is simple to generate large families of 
the type described using a potential introduced by Wainwright, Ince and Marshman 
(1979). Much of the work here previously appeared in Griffiths and Ashby (1992). 
Note that the p used in this chapter is the energy density and not the Newman-
Penrose spin coefficient 
4.2 Generating stiff fluid solutions 
The general continuity equation for a fluid was given in equation (1.11). If the fluid 
velocity is defined as before by equation (1.12), and scale invariant quantities are 
introduced as follows: 
o P 
P = AB' 
o P 
P = AB' 
the continuity equation for a stiff fluid, where p = p, can be written as 
As pointed out by Chandrasekhar and Xanthopoulos (1985a) this implies that there 
exists a potential iP( u, v) such that 
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The non-zero components of the Ricci tensor for a stiff fluid can be written as 
<Poo = 47rpob02 , 
<P1't = 27rpo, 
<P22 = 47rpo a02 , 
Ao 2 0 = -37rP . 
In terms of the potential r/J(u, v), these become 
<pO _ le2U -1.2 
00 - 4 'l'v' 
",0 1 2U -I. -I. 
'i."'ll = -se 'Y'V "{Ju. , 
(4.1) 
The Bianchi identities (A.5i,k) then imply that r/J satisfies the differential equation 
(4.2) 
An alternative potential denoted by o( u, v) can be introduced such that 
(4.3) 
and in view of equation (4.2), the integrability condition for these equations is 
(4.4) 
It may then be noticed that o( u, v) is precisely the potential function introduced by 
Wainwright, Ince and Marshman (1979) as part of a technique for generating stiff 
fluid solutions from vacuum solutions. 
In essence, the procedure is as follows. Given any vacuum solution with metric 
functions U, V, W, M, then a new stiff fluid solution is given by U, V, W, M + n. 
The function n(u, v) is found by integrating the equations 
Uvnv = ~o~, (4.5) 
where the potential o(u, v) is any solution of equation (4.4) such that OuOv > O. 
The fluid in the new solution is now described by the components 
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This can be seen from equations (4.1) by using the relationship (4.3), or directly 
from the field equations. 
In the context of colliding waves it can be shown that, starting with any vac-
uum solution U, V, W, M, which describes the collision and interaction of plane 
gravitational waves, for any O'(u, v) satisfying (4.4) a function n(u,v) can be found 
such that U, V, W, M + n represents a new solution. This solution describes the 
collision of plane gravitational waves coupled with fluid motions in which a stiff 
fluid is generated in the interaction region. The boundary conditions now require 
that the energy density p be positive, given by O'IO'g > 0, and that n be zero on the 
plane of collision f = k, 9 = k, so that the background region before the collision 
remains flat. 
The importance of the potential O'(u, v) can be seen from equation (4.4). which 
is the Euler-Poisson-Darboux equation given by (3.5). Similarly, taking equations 
(4.5) and replacing 0' by V and n by S gives equations (3.6), where U is defined as 
usual by (2.11). 
This correspondence between 0' and V and between nand S is only valid for 
expressions for V and S which satisfy the colinear field equations of §3.1,. It should 
be stressed, however, that there is no requirement that these expressions satisfy the 
boundary conditions for colliding plane waves. 
Any general expression for V which satisfies the colinear field equations may 
be used as a potential 0' to generate stiff fluid solutions from vacuum solutions, 
provided VI Vg > 0 to ensure the energy density is positive. Suitable choices of 
constants must be made to satisfy this condition. The corresponding expression for 
S may be used as an n, provided the constant of integration is chosen such that 
S = 0 on f = k, 9 = k· 
It should also be emphasised that an n obtained as described above can be 
added to any vacuum colliding plane wave solution to generate stiff fluid solutions, 
provided it satisfies the boundary conditions given above. There is no restriction 
to colinear vacuum solutions such as those in the previous chapter. 
4.3 Examples 
In the paper of Chandrasekhar and Xanthopoulos (19S5) a stiff fluid solution is 
generated from the vacuum Nutku-Halil solution (Nutku and Halil 1977), where 
f(u) and g(v) are given by (2.13) with Cl = C2 = 1, nl = n2 = 2. The potential has 
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been chosen to take the form 
i/>(z, t) = L Bie-w,,itKl (Wit) 
i 
(4.6) 
where W;, B; are constants, Kl is the modified Bessel function of the second kind 
of order 1, and z and t are the coordinates of §3.5 defined by 
t = f +g, z = f -g. 
Using these coordinates, and U defined as before by (2.11), equations (4.3) become 
_ i/>i (1i - --:-. 
t 
Using the properties of Bessel functions described by equation (3.20), it can be seen 
that the associated Wainwright-Ince-Marshman potential is defined by 
a(Z, t) = - L Bie-w,,i Ko (Wit). 
i 
(4.7) 
Following identical steps to those of §3.5 leads to the new solution, which is defined 
by U, V, W, M + 11, with 
where the constant c is chosen such that 11(0,1) = 0, and therefore is given by 
~ w·w· 
c=- ~BiBj • J KO(Wi)Kl(Wj). 
. . Wi +Wj 
',J 
The alternative solution mentioned by Chandrasekhar and Xanthopoulos , in 
which 
i/>(z, t) = -BtKl (wt) sinh(wz), 
corresponds to the potential 
a(z, t) = -BKo(wt) cosh(wz). 
There is a more general potential than that of equation (4.6) and thus (4.7). 
It is given by 
(4.9) 
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where Ai are constants and 10 is the modified Bessel function of the first kind of 
order zero. This leads to a new solution with 
n(z,t) = - L WiWj e-(W'+Wi),iit(AiAjIO(Wit)It(Wjt) - BiBjKo(Wit)Kt(Wjt) 
.. Wi+Wj 
'" 
+ AiBj [Io(wit)Kt(Wjt) -It(Wit)KO(Wjt)]) 
+const (4.10) 
where the constant is again chosen such that n(O,l) = O. Chandrasekhar and 
Xanthopoulos presumably chose to use (4.6) because each term satisfies the positive 
definiteness condition for the energy density. If, however, (4.9) is used as a potential, 
the energy density becomes 
4rrpO = uv ~ WiWje-(w,+Wj),ii ( AiAj [It (Wit) It (Wjt) - 10 (Wi t) 10 (Wjt)] 
-" + BiBj [Kt(Wit)Kt(Wjt) - KO(Wit)KO(Wjt)] 
The condition that this be positive can always be satisfied for suitable choices of Ai 
and Bi • 
There are thus two ways to construct further solutions of the Chandrasekhar-
Xanthopoulos type. Solutions (4.8) and (4.10) satisfy the necessary boundary condi-
tions, and so can be added to the metric functions of any vacuum solution. Alterna-
tively, different expressions for V can be tried as potentials 0'. If the corresponding 
expressions for S satisfy the boundary conditions for n they too can be added to 
any vacuum solution to generate a stiff fluid solution. Note especially that the po-
tentials considered above are particular cases of the general Gowdy solutions of §3.5. 
The Gowdy solutions could be used as potentials to generate very large families of 
the stiff fluid solutions. 
4.4 Colinear stiff fluid solutions 
It is instructive to restrict the stiff fluid problem to the case where the waves coupled 
with the fluid motions have constant and aligned polarization. The field equations 
to describe this situation are derived simply by sett ing W = 0 in the general field 
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equations of §2.2. By writing the matter components in terms of the Wainwright-
Ince-Marshman potential, a, the main equations (2.7) become 
U,," = U"U", 
2V"" = U"V" + U"V", 
(4.lla) 
(4.llb) 
with the last (2.7c) being satisfied trivially, and the subsidiary equations (2.6) are 
now 
2U"" = U~ + V; - 2U"M" + a~, 
2U"" = U~ + V'; - 2U"M" + a~, 
2M"" = -U"U" + V" V" + a"a". 
( 4.12a) 
(4.12b) 
( 4. 12c) 
The other important equation is the restriction on expressions for a of equa-
tion (4.4), 
2a"" - U"a" - U"a" = O. (4.13) 
It is now possible to introduce a simple generating technique to produce co-
linear solutions of the Chandrasekhar-Xanthopoulos type from colinear vacuum 
solutions. Given any colinear vacuum solution (for which a = 0) described by Uo , 
Vc, and Mo, a stiff fluid type solution is given by U, V, and M, where 
M=Mo 
for any constant a. The potential is given by a = aVo , which satisfies (4.13). 
It is also possible to generalise the technique of §4.2. Again, given any colinear 
vacuum solution described by Uo, Vo, and Mo, a solution of the Chandrasekhar-
Xanthopoulos type is given by U, V, and M, with 
M=Mo+n. 
The function n now must satisfy 
u"n" = !(a; - a2V;), 
u"n" = Ha~ - a2V;). 
The boundary conditions for both methods are just those of §4.2, that positive 
definiteness be ensured by requiring a fag> 0 and that n be zero on the plane of 
collision f = !, 9 = !, so that the background region remains flat. 
It must be stressed that these two techniques are valid only for the colinear 
case, and the full equations do not admit these solutions. The general case where 
the waves do not have aligned polarization is regained by choosing a to be zero. 
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Conclusion 
The purpose of this thesis has been to formulate the colliding plane wave problem 
in mathematical terms, and to demonstrate how large families of solutions can be 
generated. There is of course much work that lies beyond the scope of this thesis, 
and some major research problems which have barely been touched upon. 
The continual generation of vast numbers of colliding wave solutions is pointless 
unless some attempt is made to interpret them. In the case of colinear waves in a 
vacuum background the solution is unrealistic unless a bounded wave profile can 
be found, but having obtained general classes of such solutions in §3.5 and §3.6, it 
should be possible to isolate useful solutions by a particular choice of constants. 
The formulation of the stiff fluid problem in Chapter 4 is certainly difficult to 
interpret, but it has value as a first approach to wave interactions in fluids. Again 
generating general classes of such solutions using the techniques of §4.2 may give 
insight into the more realistic problems. 
This leaves a number of areas to look at. The first is to turn the problem 
around, and rather than see what waves give rise to a particular solution, one 
can attempt to describe the interaction region after the collision of two 'arbitrarily 
chosen waves. This is the initial value problem described briefly in §3.7. Hauser and 
Ernst have solved this problem with one approach in a series of papers (1989-1991), 
but the Legendre function solution of §3.6 may, with much work, represent another 
approach to the problem. Similarly, using the Neumann expansion an arbitrary 
function can be expanded in terms of a series of Bessel functions. This may mean 
the Gowdy cosmology and related solutions are important. 
The collision of plane waves in a fluid background, as opposed to the collision of 
fluids in a vacuum, is a problem which has not yet been adequately formulated. Even 
the propagation of a single wave through fluid is not yet completely understood, 
though Griffiths is currently working in this area and is obtaining some useful 
results, which are yet to be published. 
Finally there remains the relaxation of the stringent simplifications necessary 
to solve the colliding plane wave problem. Waves in non-flat backgrounds have been 
considered using numerical techniques by Centrella and Matzner (1979,1982) and 
Centrella (1980), but as yet no analytic solutions exist. Some initial work on the 
problem of the collision of waves which do not exhibit plane symmetry has been 
done by Ferrari, Pendenza and Veneziano (1988). 
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Although the theory of colliding waves has far to go before it can describe how 
realistic gravitational waves might interact, the problems to which it can be applied 
are becoming steadily more complicated. A complete and physically realistic theory 
may not be just an impossible dream, though it must certainly be some years away. 
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Appendix A 
This appendix describes the identities used to derive the field equations in Chapter 2. 
Firstly it is useful to present the Newman-Penrose spin coefficients again. 
K. = l",wm"'lv, 
I '" - v p= ",;vm m , 
0" = I",;vm"'mv, 
T = I",;vm"'nv, 
- '" v V = -np';vm n , 
-'" v J.t = -n",;vm m , 
\ - '" - V 1\ = -n/LWm m , 
- "'Iv 7r = -nJ.l;vm , 
€ = !(l",;vn"'lv - m",;vm."'IV), 
Cl( = !(l",;vn"'mv - m",;vm"'mV), 
f3 = !(l",;vn"'mv - m",;vm"'mV), 
'Y = !(l",;vn"'nv - m",;vm"'nV). 
It is necessary to introduce the directional derivatives in the directions of the null 
tetrad vectors. For any general tensor A they are defined by 
DA = I"'A;"" 
AA = n"'A;"" 
8A=m"'A;"" 
8A= m"'A;w (A.!) 
These are called the intrinsic derivatives. The first important set of relations are 
the commutation relations between the intrinsic derivatives. Applied to a scalar 
function, these are given by 
AD-DA=0+~D+~+~A-~+~)8-~+~~ 
8D - D8 = (lHf3- ir)D+ K.A - (.0+ € - l)8 -0"8, 
8A - A8 = -vD + (T - a- (3)A + (J.t ~ 'Y + 7)8 + 5.8, 
88 - 88 = (J.t - ,ii)D + (p - .o)A + (13 - a)8 + (a - /3)8. (A.2) 
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Now by using the Ricci identity, which for any vector A is defined by 
AJ.;I''' - AJ.wl' = A"R~I'''' 
and applying this to the tetrad vectors, taking linear combinations of these quan-
tities leads to the first set of Newman-Penrose identities. The first nine are known 
as the radial equations 
Dp - 8K. = p2 + oB + p(e + e) - K-r - K.(3a + p - 71") + <Poo, 
Do - OK. = o(p+ p) + 0(3e - e) - K.(r -7i"+ a + 3(3) + '110, 
Dr -D.K. = p(r+7i") +0(1'+71") +r(e- e) - K.(31'+'Y) + '111 + <POI, 
Do: - 8e = a(p + e - 2e) + (3u - pe - K.).. - K-1' + 7I"(p + e) + <PlO, 
D(3 - De = o(a + 71") + (3(p - e) - K.(/-t+ 1') - e(a - 7i") + '111, 
D1' - D.e = a(r + *) + (3(1' + 71") - 1'(e + e) - eh + 'Y) + r7l" - VK. 
(A.3a) 
(A.3b) 
(A.3c) 
(A. 3d) 
(A.3e) 
+ '112 - A + <P11, (A.3!) 
D)" - 871" = p).. + uJ.t + 71",2 + 71"(0: - P) - VK- - )..(3e - e) + <P20, (A.3g) 
DJ.t - 071" = pJ.t + 0).. + 71"* - J.t(e + e) - 7I"(a - (3) - VK. + '112 + 2A, (A.3h) 
Dv - D.7I" = J.t(7I" + f) + )..(* + r) + 71"(1' - 'Y) - v(3e + e) + '113 + <P21. (A.3i) 
The other nine identities are the non-radial equations 
D.)" - 8v = -)..(J.t + jl) - )..(31' - 'Y) + v(3a + P + 71" - f) - '114, (A.4a) 
Op- 80 = p(a+ (3) - a(3a - {J) + r(p - p) + K.(J.t - jl) - '111 + <POI, (A.4b) 
oa - 8(3 = pJ.t - 0).. + aa + (3P - 2a(3 + 1'(p - p) + e(J.t - jl) 
- '112 + A + <P11, (A.4c) 
0).. - 8J.t = v(p - p) + 7I"(J.t - jl) + J.t(a + P) + )..(a - 3(3) - '113 + <P21, (A.4d) 
Ov - D.J.t = J.t2 +)..>: + J.tb + 'Y) - V7I" + v(r - 3(3 - a) + <P22, (A.4e) 
01' - D.(3 = 1'(r - a - (3) + J.tr - ov - ev - (3h - 'Y - J.t) + a>: + <P12, (A.4!) 
Or - D.o = J.to + p>: + r( r + (3 - a) - 0(31' - 'Y) - K.V + <P02, (A.4g) 
D.p - 8r = -pjl- 0).. + r(p - 0: - f) + p(1' + 'Y) + K.V - '112 - 2A, (A.4h) 
D.a - 81' = v(p + e) - )..( r + (3) + a('Y - il) + 1'({J - f) - '113. (A.4i) . 
It is also possible to take tetrad components of the Bianchi identities 
R""'[I''';{1 = O. 
Various contractions of these form the second set of Newman-Penrose identities, 
which can alternatively be obtained as the integrability conditions for the first set. 
They are given below. 
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61110 - DI111 + D<I>OI - 8<I>00 = (4a - 71")1110 - 2(2p + €)1111 + 311:1112 
+ (* - 2u - 2/3)<I>00 + 2(€ + p)<I>OI + 2a<l>lO 
- 211:<I>1l - ~<I>02, 
(A.5a) 
Lll110 - 81111 - 8<I>01 + D<I>02 = (41' - f.L)1110 - 2(2r + /3)1111 + 3al112 - ).<1>00 
+ 2(* - /3)<I>01 + 2a<l>ll + (2€ - 2l + ,0)<1>02 
(A.5b) 
3(61111 - D1112) + 2(D<I>1l - 8<I>1O) + 6<I>01 - Ll<l>oo = 3>.1110 + 6(a - 71")1111 - 9pl112 
+ 611:1113 + (Jl- 2f.L - 21' - 2'Y)<I>oo 
+ 2(a + 71" + f)<I>OI + 2(r - 2u + *)<I>1O 
+ 2(2,0 - p)<I>ll + 2a<I>20 - 0-<1>02 - 2~<I>12 
- 211:<I>21, 
(A.5c) 
3(Ll1111 - 81112) + 2(D<I>12 - 8<I>1l) + 6<1>02 - Ll<I>ol = 3vl110 + 6b - f.L)1111 - 9rl112 
+ 6al113 - D<I>oo + 2(Jl- f.L - 1')<I>01 - 2).<I>1O 
+ 2(r + 2*)<I>1l + (2a + 271" + r - 2,8)<1>02 
+ 2(,0 - p - 2l)<I>12 + 2a<l>21 - 211:<I>22, 
(A.5d) 
3(61112 - D1113) + D<I>21 - 8<1>20 + 2(6<I>1l - Ll<I>IO) = 6>'1111 - 971"1112 + 6(€ - p)1113 
+ 311:1114 - 2v<I>00 + 2>'<I>01 + 2(Jl- f.L - 2'Y)<I>1O 
+ 2(71" + 2r)<I>1l + (2/3 + 2r + * - 2U)<I>20 
- 20-<I>12 + 2(,0 - p - €)<I>21 - ~<I>22, 
(A.5e) 
3(Ll1112 - 81113) + D<I>22 - 8<I>21 + 2(6<1>12 - Ll<l>ll) = 6vl11 1 - 9f.L1112 + 6(/3 - r)1113 
+ 3al114 - 2v<I>01 - 2D<I>1O + 2(2Jl- f.L)<I>ll 
+ 2>'<1>02 - A<I>20 + 2(71" + r - 2,6)<I>12 
+ 2(/3 + r + *)<I>21 + (,0 - 2€ - 2l - 2p)<I>22' 
(A.5f) 
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-D1114 + 61113 + 6~21 - ~~20 = 3>'1112 - 2(0 + 211")1113 + (4e - p)1114 - 2/1~1O 
+ 2>'~1l + (2")' - 27 + j1.)~20 + 2(1' - 0)~21 
(A.5g) 
~1113 - 01114 + 6~22 - ~~21 = 3/11112 - 2(-y + 2JL)1113 + (4f3 - T)1114 - 2/1~1l 
- ii~20 + 2>'~12 + 2([£ + ")')~21 
+ (1' - 2"jj - 20)~22' 
(A.5h) 
~~oo + D~ll - 6~01 - 0~1O + 3DA = (2")' - JL + 2')' - j1.)~00 + (11" - 20 - 21')~01 
+ (7i" - 2a - 2T)~!O + 2(p+ p)~1l + a~02 
+ acI>20 - KcI>12 - 1tcI>21, 
(A.5i) 
~cI>01 + DcI>12 - 61>02 - 0cI>1l + 30A = iicI>oo + (2")' - J.L - 2j1.)cI>01 - AcI>10 +,2(7i" - T)cI>ll 
+ (11" + 2"jj - 20 - 1')cI>02 + (2p + p - 2€")cI>12 
(A.5j) 
~cI>1l + DcI>22 - 6cI>12 - 0cI>21 + 3~A = /lcI>01 + iicI>lQ - 2(JL + j1.)cI>1l - >'cI>02 - AcI>20 
+ (211" - l' + 2"jj)cI>12 + (27i" - T + 2f3)cI>21 
+ (p + p -2e - 2€")cI>22. 
(A.5k) 
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