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Abstract
In this paper, we study the existence of random periodic solutions for semilinear stochastic
partial differential equations with multiplicative linear noise on a bounded open domain O ⊂ Rd
with smooth boundary. We identify them with the solutions of coupled forward-backward infinite
horizon stochastic integral equations in L2(O). We then use generalized Schauder’s fixed point
theorem, the relative compactness of Wiener-Sobolev spaces in C0([0, T ], L2(Ω × O)) and a
localization argument to prove the existence of solutions of the infinite horizon integral equations,
which immediately implies the existence of the random periodic solution to the corresponding
SPDEs. As an example, we apply our result to the stochastic Allen-Cahn equation with a
periodic potential and prove the existence of a random periodic solution using a localisation
argument.
Keywords: random periodic solutions, semilinear stochastic partial differential equations, rel-
ative compactness, Malliavin derivative, coupled forward-backward infinite horizon random in-
tegral equations, stochastic Allen-Cahn equation with a periodic potential.
1 Introduction
The concept of random periodic solutions of stochastic dynamical systems offers a possible
perspective to investigate periodic-like long time behaviors for a wide range of stochastic (partial)
differential equations. It serves as the corresponding notion of deterministic periodic solutions in
the stochastic counterpart. The definition of pathwise random periodic solutions of C1-cocycles
was given in [25], based on which the authors showed the existence of such periodic solutions on
a cylinder using the method of random invariant set, Lyapunov exponents and the pullback of the
cocycle. The authors were aware that, due to the presence of noise, a periodic curve cannot be the
path of the random dynamical systems, where a ‘periodic curve’ is referred to as a ‘closed curve’ in
deterministic dynamical systems. In other words, the idea of simply having ω, a realization from
the random source, fixed and drawing an analogy between deterministic dynamical systems and
random dynamical systems will not provide the right concept of a random periodic solution. One
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can not expect to find a path φ of the stochastic dynamical system satisfying φ(t, ω) = φ(t+ τ, ω)
for a positive constant τ . This can be well justified by the well-known definition of stationary
solutions (c.f. [1], [9], [10], [18], [19], [24]). Note a random periodic solution degenerates to a
stationary solution provided the period can be arbitrary. With this observation, Feng, Zhao and
Zhou [15] proposed the following definition of random periodic solutions for stochastic semiflows
which describes complex behaviour of the mixture of randomness and periodicity. Given H, a
separable Banach space, and ∆ := {(t, s)|t ≥ s, t, s ∈ R}, consider a stochastic semi-flow u: ∆ ×
H × Ω→ H, which satisfies the following standard condition
u(t, r, ω) = u(t, s, ω) ◦ u(s, r, ω), for all r ≤ s ≤ t, r, s, t ∈ R, for a.e. ω ∈ Ω. (1.1)
Definition 1.1. (Random Periodic Solutions/Paths for Semiflows) A random periodic solution/path
of period τ of the semi-flow u : ∆×H ×Ω→ H is an F-measurable map Y : R×Ω→ H such that
u(t, s, Y (s, ω), ω) = Y (t, ω), Y (s+ τ, ω) = Y (s, θτω), t, s ∈ R, t ≥ s, a.e. ω ∈ Ω. (1.2)
Note the definition of random periodic solution is consistent with that of deterministic periodic
solution when ω disappears from the system, i.e., being a deterministic system. It is consistent with
the definition of stationary solution when Eqn. (1.2) holds regardless of the value τ .
The notion of random periodic paths has been used in several areas such as random attractors
([3]), stochastic resonance ([6]), strange attractors ([17]) and climate dynamics ([5]). The equivalence
of random periodic paths and periodic measures were observed in [12]. The ergodicity of periodic
measure and the existence of pure imaginary eigenvalues of the infinitesimal generator of the Markov
semigroup, provide a possible spectral analytic approach to study random periodicity of certain
physically interesting systems.
The work on the existence of random periodic solutions to semi-linear S(P)DEs with additive
noise in the literature includes [15] and [11]. However, the approach of identifying random periodic
solutions as the solutions of forward-backward coupled infinite horizon stochastic integral equations
(IHSIEs) cannot be directly applied to SDEs with multiplicative noise. Because in this case, the
random periodic solution is anticipating. Thus the stochastic integral involved in IHSIEs is of
the Skorokhod type. One cannot estimate the Malliavin derivative when a Skorokhod integral is
involved. To overcome this difficulty, Feng, Wu and Zhao [14] introduced stochastic linear evolution
operator to accommodate the noise resource and identified the random periodic solutions as the
solutions of the corresponding forward-backward coupled infinite horizon random integral equations
(IHRIEs). The absence of stochastic integrals in the IHRIEs makes the analysis work without
having to deal with the Skorokhod integral directly.
In this paper, we push the idea to the infinite-dimensional setting. This is a nontrivial task.
Let O be a bounded open subset of Rd with smooth boundary and L be a second order differential
operator with Dirichlet boundary condition on O,
Lu = 1
2
d∑
i,j=1
∂
∂xj
(
aij(x)
∂u
∂xi
)
+ c(x)u, (1.3)
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and satisfy a uniformly elliptic condition:
Condition (L): The coefficients aij, c are smooth functions on O¯, aij = aji, and there exists a
constant γ > 0 such that
∑d
i,j=1 aijξiξj ≥ γ|ξ|2 for any ξ = (ξ1, ξ2, · · · , ξd) ∈ Rd.
Under the above condition, L is a self-adjoint uniformly elliptic operator so it has discrete
real-valued eigenvalues µ1 > µ2 > · · · such that µk → −∞ when k → ∞. Denote by {φk ∈
L2(O), k ≥ 1} a complete orthonormal system of eigenfunctions of L with corresponding eigenvalues
µk, k ≥ 1. Here the space L2(O) =: H is a standard square integrable measurable function space
vanishing on the boundary with norm || · ||L2(O). By a standard notation H10 (O) we denote the
Sobolev space of the square integrable measurable functions having the first order weak derivative
in H and vanishing at the boundary ∂O. This is a Hilbert space with inner product (u, v) =∫
O u(x)v(x)dx +
∫
O〈∇u(x),∇v(x)〉dx, for any u, v ∈ H10 (O) =: K.
Assume that Wt, t ∈ R, is an H-valued cylindrical Brownian motion defined on the canonical
filtered Wiener space (Ω,F , (Ft)t∈R,P), with covariance space K represented by
Wt :=
∞∑
k=1
W kt fk(x), t ∈ R, (1.4)
where {fk, k ≥ 1} is a complete orthonormal basis of K, and the driving noise W k are mutually
independent one-dimensional two-sided standard Brownian motions on (Ω,F , (F t)t∈R,P), F ts :=
σ(W ku −W kv , s ≤ v ≤ u ≤ t, k ∈ N) and F t := ∨s≤tF ts. Set θ : (−∞,∞)×Ω→ Ω as a flow such that
θtω
k(s) = W k(t + s) −W k(t), for k ∈ 1, 2, · · · . It is well known that (Ω,F ,P, (θt)t∈R) is a metric
dynamical system.
Consider a τ -periodic semilinear SPDE of Stratonovich type with multiplicative linear noise,
i.e.,
{ du(t, x) = Lu(t, x) dt+ F (t, u(t, x)) dt +Bu(t, x) ◦ dW (t), t ≥ s
u(s) = ψ ∈ H,
u(t)|∂O = 0.
(1.5)
where conditions on B will be specified in Section 2 and F satisfies:
Condition (P): There exists a constant τ > 0 such that for any t ∈ R, u ∈ R,
F (t, u) = F (t+ τ, u).
An operator Φ : R×Ω→ L(H), defined by{
dΦ(t) = LΦ(t) dt+BΦ(t) ◦ dWt,
Φ(0) = I ∈ L(H), (1.6)
then the mild solution of (1.5) (c.f. [8]) via (1.6) can be written as (c.f. [21]){
u(t, s, ψ, ω)(x) = Φ(t− s, θsω)ψ(x) +
∫ t
s Φ(t− sˆ, θsˆω)F (sˆ, u(sˆ, s, ψ, ω))(x) dsˆ, t ≥ s,
u(s, s, ψ, ω)(x) = ψ ∈ H. (1.7)
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Here F is understood as F : R1 × L2(O) → L2(O) in the sense defined by the Nemytskii operator
(see (2.7)). But if ψ is anticipating, we do not know whether the mild solution of (1.5) is equivalent
to (1.7). This is because for substitution theorem of SPDEs, more condition on Malliavin derivative
is needed, see [20]. To avoid this, we will discuss the random periodic solution of Eqn. (1.7).
In the case of the infinite-dimensional setting, techniques in [14] are not adequate. We need
an explicit representation of the stochastic evolution operator which is given in Proposition 2.2.
The stochastic operator is a map from L2(O) to itself and still permits an exponential dichotomy
property. The details of decomposition in L2(O) are essential for this analysis, especially the
boundedness by Lyapunov exponents in each direction. As a consequence, truncated version of
the stochastic evolution operator, based on a delicate decomposition, is specified along each of the
directions. See Eqn. (2.22) and (2.23). This is followed by truncated IHRIEs Eqn. (2.25) in
infinite dimensions. One can expect with infinite terms involved, the complexity of analysis and
computation increase substantially.
On the other hand, considering projected stochastic evolution operator along each of the direc-
tions allows suitable estimations in each reduced-dimensional subspace. This prevents from overes-
timating where the framework in [14] fails, and helps to achieve the existence of random periodic
solution to SPDE (1.7):
Theorem 1.2 (Existence of random periodic solution). Assume Condition (L) and Condition (B)
hold in Section 2. Let F : R×Rd → R be a continuous map, globally bounded with globally bounded
Jacobian ∇F (t, ·) and satisfy Condition (P). There exists at least one random periodic solution of
the semiflow generated by Eqn. (1.7).
The paper is organized as follows: In Section 2 we specify notation and conditions for the
main result. We introduce stochastic evolution operator, discuss multiplicative ergodic theorem in
infinite dimensional setting and define IHRIEs with/without truncated evolution operator. Two
crucial results are proved in Section 3. Theorem 3.1 is to inentify the random periodic solutions
to SPDE (1.5) with the solutions for the IHRIE and Theorem 3.10 is to address the existence of
solutions to the IHRIE. For this we need to estimate the Malliavin derivatives, their equi-continuity
and Sobolev norms thus to establish the relative compactness of a sequence in C([0, τ ], L2(Ω×O)).
In Section 4, we consider the stochastic Allen-Cahn equation as an example. Here F (t, u) satisfies
Condition (P), continuity in t, and a weakly dissipative condition
uF (t, u) ≤ −Mu2 + L, (1.8)
where M,L > 0 are constant and M > σ
2
2 , σ
2 := maxi σ
2
i .
In the weakly dissipative case, the pull-back convergence method (c.f. [7], [13], [23]) does not
work well. Although Theorem 1.2 cannot be applied directly to this case, the infinite horizon stochas-
tic integral equation method, together with the truncation and localization techniques provides a
powerful tool to study random periodic solutions of SPDEs with weakly dissipative coefficients.
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2 The exponential dichotomy and IHRIEs
Firstly, we will introduce some notations and conditions. In particular, Condition (L), Condition
(B) and Condition (P), which will be adopted throughout the paper, will be given.
From the uniformly elliptic condition, i.e., Condition (L) in Section 1, it is not difficult to
know that φk ∈ K and there exists a constant C such that
||∇φk||L2(O) ≤ C
√
|µk|. (2.1)
Besides, with the heat kernel K(t, x, y) of the second order differential operator L,
(Ttφ)(x) =
∫
O
K(t, x, y)φ(y)dy, (2.2)
defines a linear operator Tt : H→ H. And by Mercer’s theorem ([16, Theorem 3.17]), we have
K(t, x, y) =
∞∑
k=1
eµktφk(x)φk(y). (2.3)
Now denote by L(K,H) the Banach space of all linear and bounded operators J : K→ H, with
the norm
‖J‖ = sup
‖v‖K=1
‖J(v)‖H.
Denote by L2(K,H) the Hilbert space of all Hilbert-Schmidt operators J : K→ H, given the norm
‖J‖2 :=
[
∞∑
k=1
‖J(fk)‖2H
]1/2
.
Let B : H→ L2(K,H) be a bounded linear operator such that
B(u)(v) =
∞∑
k=1
σk〈u, φk〉〈v, fk〉φk, u ∈ H, v ∈ K. (2.4)
We will need the following condition in the main results of the paper.
Condition (B):
∞∑
k=1
σ2k <∞. (2.5)
It is not hard to show the commutative property between Tt and B given in the next proposition.
Proposition 2.1. The operator Tt defined by (2.2) and (2.3) are commutative with B defined by
(2.4). Moreover, it also holds that for any u, v ∈ H,
TtB(u)(v)(x) = B(Ttu)(v)(x). (2.6)
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Proof. For any u ∈ H, v ∈ K,
TtB(u)(v)(x) =
∫
O
∞∑
j=1
eµjtφj(y)φj(x)
∞∑
k=1
σk〈u, φk〉〈v, fk〉φk(y)dy
=
∞∑
j=1
eµjtσj〈u, φj〉〈v, fj〉φj(x)
=
∞∑
j=1
σj〈u, eµj tφj〉〈v, fj〉φj(x)
=
∞∑
j=1
σj〈Ttu, φj〉〈v, fj〉φj(x)
= B(Ttu)(v)(x),
where 〈·, ·〉 denotes the inner product in H. So (2.6) follows.
Note that Equation (1.5) generates a semi-flow u : ∆×L2(O)×Ω→ L2(O) when F : R×R→ R is
continuous in time and Lipschitz continuous in u ([21]). As to the continuous function F : R×R→ R,
we can define the Nemytskii operator F : R× L2(O)→ L2(O) with the same notation
F (t, u(t))(x) = F (t, u(t, x)), (2.7)
and
F i(t, u(t))(x) =
∫
O
F (t, u(t))(y)φi(y)dyφi(x), x ∈ O, u ∈ L2(O). (2.8)
Next, we will give the exponential dichotomy and IHRIEs. We first define a stochastic evolution
operator, Eqn. (1.6), to accommodate all the noise terms, which leads to the mild solution to
(1.5) in terms of random integrals. Then the properties of this stochastic evolution operator are
investigated, mainly including its representation form and exponential dichotomy. This is followed
by introducing the coupled forward-backward infinite horizon random integral equation (IHRIE)
based on Eqn. (1.6), which is crucial for the main result. Finally a truncated version of IHRIE is
defined for convergence purpose, along with the corresponding truncated version of Eqn. (1.6).
Now we introduce an operator Φ : R×Ω→ L(H) defined in (1.6). A useful representation of Φ
below simply follows the commutative property between Tt and B.
Proposition 2.2. Assume Condition (B) holds, then Φ defined in (1.6) has the decomposition
mapping from H to H as
Φ(t, ω)· = TteBW (t)(·) = Tt
∞∑
k=1
eσkW
k
t 〈·, φk〉φk. (2.9)
Proof. According to [21, Theorem 1.2.3], generally Φ can be written in the following representation:
Φ(t, ω) = Tt +
∞∑
n=1
Φn(t, ω),
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where
Φ1(t, ω) =
∫ t
0
Tt−s1BTs1 ◦ dW (s1),
Φn(t, ω) =
∫ t
0
Tt−s1BΦ
n−1(s1, ω) ◦ dW (s1), n ≥ 2.
With the commutative property of B and T· from Proposition 2.1, the expansion above can be
further derived as
Φ1(t, ω)· = TtB(·)W (t) = Tt
∞∑
k=1
σkW
k
t 〈·, φk〉φk,
Φn(t, ω)· = 1
n!
Tt(B(·)W (t))n = Tt
∞∑
k=1
1
n!
σnk (W
k
t )
n〈·, φk〉φk, n ≥ 2.
So for any u ∈ H,
Φn(t, ω)u = Tt
∞∑
n=1
∞∑
k=1
1
n!
σnk (W
k
t )
n〈u, φk〉φk. (2.10)
Define
W˜t =
∑
k
W˜ kt φk(x) :=
∑
k
σkW
k
t φk(x), (2.11)
and by Condition (B), it is easy to see that ||W˜t||H <∞ P-a.s. Therefore
∞∑
n=1
∞∑
k=1
|| 1
n!
σnk (W
k
t )
n〈u, φk〉φk||H =
∞∑
n=1
∞∑
k=1
1
n!
|(W˜ kt )nuk|
≤
∞∑
n=1
1
n!
( ∞∑
k=1
|W˜ kt |2n
) 1
2
( ∞∑
k=1
|uk|2
) 1
2
≤
∞∑
n=1
1
n!
||W˜t||nH||u||H
= e||W˜t||H||u||H
< ∞, P− a.s.
Thus we can change the order of the sum in (2.10) to get
Φ(t, ω)· = Tt ·+Tt
∞∑
k=1
∞∑
n=1
1
n!
σnk (W
k
t )
n〈·, φk〉φk = TteBW (t)(·) = Tt
∞∑
k=1
eσkW
k
t 〈·, φk〉φk,
where eBW (t)· =∑∞k=1 eσkW kt 〈·, φk〉φk is a well-defined operator mapping from H to H.
Note that since Φ is a linear perfect cocycle, it is not hard for us to check that multiplicative
ergodic theorem (MET) for infinite dimension.
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Lemma 2.3 (Exponential dichotomy). Suppose the order of the eigenvalues of the operator L as
· · · < µm+1 < 0 < µm < · · · < µ1, and H has a direct sum decomposition
H = · · · ⊕ Em+1 ⊕ Em ⊕ · · · ⊕ E1,
where Ek := span{φk}, k = 1, 2, · · · . Assume Condition (B) holds. Let P k be the projection of H
onto Ek along ⊕i 6=kEi. Then if u ∈ H such that P ku 6= 0 with a k ≤ m, we have
µk = lim
t→−∞
1
t
log ‖Φ(t, ω)P ku‖H P− a.s.,
and if u ∈ H such that P ku 6= 0 with a k ≥ m+ 1, we have
µk = lim
t→+∞
1
t
log ‖Φ(t, ω)P ku‖H P− a.s..
Moreover,
Φ(t, θsˆω)P
k = P kΦ(t, θsˆω) (2.12)
and we have the following estimate:
{ ‖Φ(t, θsˆω)P k‖ ≤ CΛ(ω)e 12µkteΛ|sˆ| for all t ≤ 0, sˆ ∈ R, P− a.s., when k ≤ m,
‖Φ(t, θsˆω)P k‖ ≤ CΛ(ω)e
1
2
µkteΛ|sˆ| for all t ≥ 0, sˆ ∈ R, P− a.s., when k ≥ m+ 1,
(2.13)
where Λ is an arbitrary positive number and CΛ(ω) is a positive random variable depending on Λ.
In particular, H can be decomposed as
H = E− ⊕ E+,
where E− = · · · ⊕ Em+2 ⊕ Em+1 is generated by the eigenvectors with negative eigenvalues, while
E+ = Em ⊕ Em−1 ⊕ · · · ⊕ E1 by the eigenvectors with positive eigenvalues.
Let P± : H→ E± be the projection onto E± along E∓. Then
Φ(t, θsˆω)P
± = P±Φ(t, θsˆω),
with the following estimate
{ ‖Φ(t, θsˆω)P+‖ ≤ C(θsˆω)e 12µmt for all t ≤ 0, sˆ ∈ R, P− a.s.,
‖Φ(t, θsˆω)P−‖ ≤ C(θsˆω)e
1
2
µm+1t for all t ≥ 0, sˆ ∈ R, P− a.s.,
where C(ω) is a tempered random variable from above, i.e.,
lim
sˆ→±∞
1
|sˆ| log
+ |C(θsˆω)| = 0, P− a.s..
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Proof. First, let us show the commutative property (2.12). By using (2.2), (2.3), (2.6) and (2.9) we
have for any u ∈ H,
P kΦ(t, θsˆω)(u)(x) =
∫
O
K(t, y, x)P k
( ∞∑
i=1
eσiθsˆW
i
t 〈u, φi〉φi(y)
)
dy
=
∫
O
eµktφk(y)φk(x)e
σkθsˆW
k
t 〈u, φk〉φk(y)dy
= eσkθsˆW
k
t
∫
O
eµktφk(y)φk(x)P
ku(y)dy
=
∞∑
i=1
eσiθsˆW
i
t
〈∫
O
eµktφk(y)φk(·)P ku(y)dy, φi(·)
〉
φi(x)
=
∞∑
i=1
eσiθsˆW
i
t
〈
(TtP
ku)(·), φi(·)
〉
φi(x)
= eBθsˆW (t)(TtP
ku)(x)
= Tte
BθsˆW (t)(P ku)(x)
= Φ(t, θsˆω)P
k(u)(x),
where the penultimate equality is due to the commutative property of Tt and e
BθsˆW (t). This implies
that
P kΦ(t, θsˆω) = Φ(t, θsˆω)P
k.
Moreover, when k ≥ m+ 1 and t ≥ 0, we have from the definition of B and Wt that,
Φ(t, ω)P k(u)(x) = eµkt+σkW
k
t 〈φk(·), u(·)〉φk(x) = eµkt+σkW kt uk(x), (2.14)
where uk(x) := 〈φk(·), u(·)〉φk(x). It is not hard to deduce that for each u ∈ H
lim
t→∞
1
t
log ‖Φ(t, ω)P k(u)‖H = lim
t→∞
µkt+ σkW
k
t
t
+ lim
t→∞
log ‖u‖H
t
= µk
with probability 1 by using strong law of large numbers for infinite-dimensional Brownian motion.
It then follows that
‖Φ(t, ω)P k‖2 = sup
‖u‖H=1
∫
O
|Φ(t, ω)P k(u)(x)|2dx
= sup
‖u‖H=1
e2µkt+2σkW
k
t ‖uk‖2H
= e2µkt+2σkW
k
t ‖φk‖2H
= ‖Φ(t, ω)P k‖22.
Then by Condition (B), for arbitrary Λ ∈ (0, |µm+1|),
sup
k≥m+1
sup
sˆ∈R
sup
t≥0
‖Φ(t, θsˆω)P k‖2e−µkt−2Λ|sˆ|
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= sup
k≥m+1
sup
sˆ∈R
sup
t≥0
exp{µkt+ 2σkθsˆW kt − 2Λ|sˆ|}
≤ sup
k≥m+1
sup
sˆ∈R
sup
t≥0
exp{µkt+ 2(
∑
k
σ2k|θsˆW kt |2)
1
2 − 2Λ|sˆ|}
= sup
k≥m+1
sup
sˆ∈R
sup
t≥0
exp{µkt+ 2||
∑
k
σkθsˆW
k
t φk(x)||H − 2Λ|sˆ|}
≤ sup
k≥m+1
sup
sˆ∈R
sup
t≥0
exp{µkt+ 2(‖W˜t+sˆ‖H + ‖W˜sˆ‖H)− 2Λ|sˆ|}
≤ sup
k≥m+1
sup
sˆ∈R
sup
t≥0
exp{µkt+ Λ|t+ sˆ|+ 2(‖W˜t+sˆ‖H + ‖W˜sˆ‖H)− Λ|t+ sˆ| − 2Λ|sˆ|}
≤ sup
k≥m+1
sup
sˆ∈R
sup
t≥0
exp{(µk + Λ)t+ 2(‖W˜t+sˆ‖H + ‖W˜sˆ‖H)− Λ(|t+ sˆ|+ |sˆ|)}
≤ sup
sˆ∈R
sup
t≥0
exp{2(‖W˜t+sˆ‖H + ‖W˜sˆ‖H)− Λ(|t+ sˆ|+ |sˆ|)}
≤ sup
sˆ∈R
e2‖W˜sˆ‖H−Λ|sˆ| sup
sˆ+t∈R
e2‖W˜t+sˆ‖H−Λ|t+sˆ|
< ∞, P− a.s.,
where W˜t is defined in (2.11). Similar estimation can be applied to the case when k ≤ m with t ≤ 0.
Then the boundedness (2.13) can be drawn from those estimations.
The definition of E+ and E− naturally permits the property Φ(t, θsˆω)P
± = P±Φ(t, θsˆω) from
(2.12). Besides we know from equation (2.14) that
Φ(t, ω)P−(u)(x) =
∞∑
k=m+1
Φ(t, ω)P k(u)(x) =
∞∑
k=m+1
eµkt+σkW
k
t uk(x),
and
Φ(t, ω)P+(u)(x) =
m∑
k=1
eµkt+σkW
k
t uk(x).
Thus we are able to define a new random variable
C(ω) :=
√
C21 (ω) + C
2
2 (ω),
where
C21 (ω) := sup
t∈[0,∞)
‖Φ(t, ω)P−‖2
eµm+1t
= sup
‖u‖H=1
sup
t∈[0,∞)
∞∑
k=m+1
e(2µk−µm+1)t+2σkW
k
t ‖uk‖2H (2.15)
C22 (ω) := sup
t∈(−∞,0]
‖Φ(t, ω)P+‖2
eµmt
= sup
‖u‖H=1
sup
t∈(−∞,0]
m∑
k=1
e(2µk−µm)t+2σkW
k
t ‖uk‖2H. (2.16)
It remains to show that C(ω) is a tempered random variable.
Indeed the fact that C22 (ω) is tempered from above can be easly deduced by the argument in [14].
Regarding the temperedness of C1(ω), the proof mainly follows from the argument of [4, Theorem
3.4]. To this end, we apply the Kingman’s subbadditive ergodic Theorem ([1, Theorem 3.3.2]) to
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log ‖Φ(t, ω)P−‖2. Thus for every ε > 0, there is a finite-valued random variable Cε such that when
n1 > n2,
log ‖Φ(n1 − n2, θn2ω)P−‖2 ≤ 2(n1 − n2)µm+1 + nε+ Cε(ω), P− a.s. (2.17)
Now it is sufficient to verify that
lim
sˆ→∞
C21 (θsˆω)e
−Λ¯sˆ = 0,
for some sufficiently large Λ¯. But this follows from
‖Φ(t, θˆˆsω)P−‖2 ≤ ‖Φ(1 + t− [t]− 1− [sˆ] + sˆ, θ[sˆ]+[t]ω)P−‖2
×‖Φ([t]− 1, θ[sˆ]+1ω)P−‖2 × ‖Φ(1− sˆ+ [sˆ], θsˆω)P−‖2
≤ eD(θ[sˆ]+[t]+1ω)eD(θ[sˆ]+[t]ω)e2([t]−1)µm+1+([t]+[sˆ])ε+Cε(ω)eD(θ[sˆ]ω)
for t > 1, where D(ω) := log+ supsˆ,t∈[0,1] ‖Φ(t, θsˆω)P−‖2, and by Jensen’s inequality and the
Burkholder-Davis-Gundy inequality,
ED ≤ log+ E sup
sˆ,t∈[0,1]
‖Φ(t, θsˆω)P−‖2
= log+ E sup
sˆ,t∈[0,1]
sup
‖u‖H=1
∞∑
j=m+1
e2µjt+2σjθsˆW
j
t ‖uj‖2H
≤ log+ sup
‖u‖H=1
∞∑
j=m+1
e3σ
2
j
√
E
(
sup
t∈[0,2]
e2σjW
j
t −σ
2
j t
)2
E
(
sup
sˆ∈[0,1]
e−2σjW
j
sˆ
−σ2j sˆ
)2
‖uj‖2H
≤ log+C2 sup
‖u‖H=1
∞∑
j=m+1
e9σ
2
j ‖uj‖2H
< ∞,
here C2 is a positive constant from the Burkholder-Davis-Gundy inequality.
Remark 2.4. From the proof of Lemma 2.3, it is easy to see that
Φ(t, ω)P k(u)(x) = 〈φk(·),Φ(t, ω)u(·)〉φk(x), (2.18)
and
P k(u)(x) = 〈u(·), φk(·)〉φk(x) = uk(x). (2.19)
Some elementary but useful estimates can be obtained from (2.13) and the proof is deferred to
Appendix.
Corollary 2.5. Under the condition of Lemma 2.3, we have the following estimation that for an
arbitrary positive Λ
‖TtP k − P k‖2 ≤ |µk||t|, (2.20)
E‖ΦtP k − TtP k‖2 ≤ Cmax
{
1, e2µkt+2σ
2
k
|t|
}
σ2k(|t|+ |t|2), (2.21)
for all t ≥ 0, if k ≥ m+ 1; and for all t < 0, if k < m. C is a generic constant.
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For any N ∈ N, we set the truncation of Φ(t, θsˆω)P k by N according to the boundedness of Φ
(2.13) as follows: when k ≥ m+ 1, define
ΦN (t, θsˆω)P
k = Φ(t, θsˆω)P
kmin
{
1,
Ne
1
2
µkteΛ|sˆ|
‖Φ(t, θsˆω)P k‖
}
, for t ≥ 0, (2.22)
and when k ≤ m, define
ΦN (t, θsˆω)P
k = Φ(t, θsˆω)P
kmin
{
1,
Ne
1
2
µkteΛ|sˆ|
‖Φ(t, θsˆω)P k‖
}
, for t ≤ 0. (2.23)
Thus we have the boundedness, i.e.,
‖ΦN (t, θsˆω)P k‖ ≤ Ne
1
2
µkteΛ|sˆ|
for any pair of k, t where k ≤ m and t ≥ 0 or k ≥ m and t ≤ 0.
The aim is to look for a B(R)⊗ F ⊗ B(O)-measurable map Y : R× Ω → H which satisfies the
following coupled forward-backward infinite horizon random integral equation (IHRIE)
Y (t, ω)
=
∫ t
−∞
Φ(t− sˆ, θsˆω)P−F (sˆ, Y (sˆ, ω))dsˆ −
∫ +∞
t
Φ(t− sˆ, θsˆω)P+F (sˆ, Y (sˆ, ω))dsˆ
=
∫ t
−∞
∞∑
k=m+1
Φ(t− sˆ, θsˆω)P kF (sˆ, Y (sˆ, ω))dsˆ −
∫ +∞
t
m∑
k=1
Φ(t− sˆ, θsˆω)P kF (sˆ, Y (sˆ, ω))dsˆ,
(2.24)
for all ω ∈ Ω, t ∈ R. The function Y (t, ω) is a measurable function in the function space H of
variable x, which is Y (t, ω)(x) at x ∈ O, or written as Y (t, ω, x). Consider a sequence {Y N}N≥1
where Y N satisfies
Y N (t, ω) =
∫ t
−∞
∞∑
k=m+1
ΦN (t− sˆ, θsˆω)P kF (sˆ, Y N (sˆ, ω))dsˆ
−
∫ +∞
t
m∑
k=1
ΦN (t− sˆ, θsˆω)P kF (sˆ, Y N (sˆ, ω))dsˆ,
(2.25)
for all ω ∈ Ω, t ∈ R. The idea is to solve Y N on a sequence of subsets ΩN of Ω such that P(ΩN )→ 1
as N →∞. This enables us to approximate Y with Y N . All the arguments are deffered to Section
3.
3 The existence of random periodic solutions and periodic mea-
sures
This section is devoted to show the main result, Theorem 1.2. Section 3.1 gives an equivalent
result with which random periodic solution can be identified as a solution to the corresponding
IHRIE. Section 3.2 thus focuses on the existence of IHRIE, by firstly addressing the existence of the
truncated version of IHRIE under generalized Schauder’s fixed point argument [15, Theorem 2.3],
and then showing convergence to the original IHRIE through localization argument.
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3.1 Equivalence and other relevant results
Theorem 3.1. Assume Condition (L), Condition (B) and Condition (P). If Cauchy problem (1.7)
has a unique solution u(t, s, ω, x) and the coupled forward-backward infinite horizon stochastic inte-
gral equation (2.24) has one solution Y : R×Ω→ L2(O) such that Y (t+τ, ω) = Y (t, θτω) for any t ∈
R a.s., then Y is a random periodic solution to (1.7), i.e.,
u
(
t+ τ, t, Y (t, ω), ω
)
= Y (t+ τ, ω) = Y (t, θτω) for any t ∈ R a.s. (3.1)
Conversely, if Eqn. (1.7) has a random periodic solution Y : R × Ω → L2(O) of period τ which
is tempered from above for each t, then Y is a solution of the coupled forward-backward infinite
horizon random integral equation (2.24).
Proof. Similarly to [11, Theorem 2.1].
We will adopt the following generalized Schauder’s fixed point theorem to support Theorem
3.5. The proof was refined from the proof of Schauder’s fixed point theorem and was given in [15,
Theorem 2.3].
Theorem 3.2 (Generalized Schauder’s fixed point theorem). Let H be a Banach space, S be a
convex subset of H. Assume a map T : H → H is continuous and T (S) ⊂ S is relatively compact
in H. Then T has a fixed point in H.
The generalized Schauder’s fixed point theorem requires us to check the relative compactness.
As discussed in [11], a suitable choice for this concern might be applying Wiener-Sobolev compact
embedding theorem to get the relatively compactness of a sequence in C([0, T ], L2(Ω × O)) with
Sobolev norm being bounded in L2(Ω) and Malliavin derivative being bounded and equicontinuous
in L2(Ω×O) uniformly in time.
We denote by C∞p (R
n) the set of infinitely differentiable functions f : Rn → R such that f and
all its partial derivatives have polynomial growth. Let S be the class of smooth random variables
F such that F = f(W (h1), · · · ,W (hn)) with n ∈ N , h1, · · · , hn ∈ L2([0, T ]) and f ∈ C∞p (Rn),
W (hi) =
∫ T
0 hi(s)dW (s). The derivative operator of a smooth random variable F is the stochastic
process {DtF, t ∈ [0, T ]} defined by (c.f. [22])
DtF =
n∑
i=1
∂f
∂xi
(W (h1), · · · ,W (hn))hi(t).
We will denote D1,2 the domain of D in L2(Ω), i.e. D1,2 is the closure of S with respect to the norm
||F ||21,2 = E|F |2 + E||DtF ||2L2([0,T ]).
Denote C([0, T ], L2(Ω×O)) the set of continuous functions f(·, ·, ω) with the norm
||f ||2 = sup
t∈[0,T ]
∫
O
E|f(t, x)|2dx <∞.
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The relative compactness result below is from [11, Theorem 2.3], a refined version of relative com-
pactness of Wiener-Sobolev space in Bally-Saussereau [2].
Theorem 3.3. (Relative compactness in C([0, T ], L2(Ω ×O))) Let O be a bounded domain in
R
d. Consider a sequence (vn)n∈N of C([0, T ], L
2(Ω × O)). Suppose the following conditions are
satisfied:
(i) supn∈N supt∈[0,T ] E||vn(t, ·)||2H1(O) < ∞, , where the Hilbert space H1(O) denotes the comple-
tion of {v ∈ C1(O), ‖v‖H1(O) <∞} with respect to the following norm:
‖v‖H1(O) :=
(
‖v‖2L2(O) + ‖Dv‖2L2(O)
) 1
2
,
where Dv denotes the first-order derivative of v with respect to the spatial variable.
(ii) supn∈N supt∈[0,T ]
∫
O ||vn(t, x, ·)||21,2dx <∞.
(iii) There exists a constant C ≥ 0 such that for any t, s ∈ [0, T ],
sup
n
∫
O
E|vn(t, x)− vn(s, x)|2dx < C|t− s|.
(iv) (4i) There exists a constant C such that for any h ∈ R, and any t ∈ [0, T ],
sup
n
∫
O
∫
R
E|Dθ+hvn(t, x)−Dθvn(t, x)|2dθdx < C|h|,
where Dθ denotes the derivative in Malliavin sense.
(4ii) For any ǫ > 0, there exist −∞ < α < β < +∞ such that
sup
n
sup
t∈[0,T ]
∫
O
∫
R\(α,β)
E|Dθvn(t, x)|2dθdx < ǫ.
Then {vn, n ∈ N} is relatively compact in C([0, T ], L2(Ω×O)).
The D1,2-norm-preserving property under the measure presearving operator is also needed to
complete Schader’s fixed point argument in our case.
Lemma 3.4. Suppose that F is an F-measurable random variable in L2(Ω×O) with
F =
∞∑
m=0
∫
Rm
fm(t1, . . . , tm, x)dWt1 . . . dWtm ,
where fm(t1, . . . , tm, x) is a symmetric function of t1, t2, · · · , tm in L2(Rm) for each fixed x. More-
over let F (·, x) ∈ D1,2, then for all h ∈ R, F (θh·, x) ∈ D1,2, and∫
O
‖F (θh·, x)‖21,2dx =
∫
O
‖F (·, x)‖21,2dx,
where the norm in D1,2 is defined as ‖f(·)‖1,2 :=
(
E|f(·)|2 + E‖Drf(·)‖2L2(R)
) 1
2 for f ∈ D1,2.
Proof. The result can be proved following a similar argument as in [14, Lemma 2.3].
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3.2 Existence of IHRIEs
The local existence theorem of random periodic solutions is presented in the following theorem.
Theorem 3.5. Let F : R×Rd → R be a continuous map, globally bounded and the Jacobian ∇F (t, ·)
be globally bounded. Assume F (t, u) = F (t + τ, u) for some fixed τ > 0, and Condition (L) and
Condition (B) hold. Then there exists at least one B(R)⊗F-measurable map Y N : R×Ω→ L2(O)
satisfying equation (2.25) and Y N (t+ τ, ω) = Y N (t, θτω) for any t ∈ R and ω ∈ Ω.
Define a Banach space CΛτ (R, L
2(Ω×O))
CΛτ (R, L
2(Ω×O)) := {f ∈ CΛ(R, L2(Ω ×O)) with the following norm :
‖f‖ΛO := sup
t∈R
e−2Λ|t|‖f‖L2(Ω×O),
and for any t ∈ R, f(t+ τ, ω, x) = f(t, θτω, x)},
where Λ < 14µ :=
1
4 min{−µm+1, µm} is a fixed real number. Then define for any Y N ∈ CΛτ (R, L2(Ω×
O))
MN (Y N )(t, ω, x) =
∫ t
−∞
∞∑
k=m+1
ΦN (t− sˆ, θsˆω)P kF (sˆ, Y N (sˆ, ω))(x)dsˆ
−
∫ +∞
t
m∑
k=1
ΦN (t− sˆ, θsˆω)P kF (sˆ, Y N (sˆ, ω))(x)dsˆ.
(3.2)
The aim of the proof is to find a fixed point of MN in CΛτ (R, L2(Ω × O)) using Schauder’s fixed
point theorem. We split it into several parts to make it more readable.
Lemma 3.6. Under the conditions of Theorem 3.5,
MN : CΛτ (R, L2(Ω×O))→ CΛτ (R, L2(Ω×O)),
is a continuous map. Moreover,MN maps CΛτ (R, L2(Ω×O)) into CΛτ (R, L2(Ω×O))∩L∞Λ (R, L2(Ω,H10 (O))),
where L∞Λ
(
R, L2(Ω,H10 (O))
)
is a Banach space of functions f equipped with the following norm
‖f‖∞Λ := inf
{
C ≥ 0 : e−2Λ|t|‖f‖L2(Ω,H10 (O)) ≤ C for almost every t ∈ R
}
.
Proof. Step 1: It is sufficient to show that MN maps CΛτ (R, L2(Ω×O)) to itself.
(A) Firstly we show that for any Y N ∈ CΛτ (R, L2(Ω×O)),
sup
t∈R
e−2Λ|t|E
∫
O
|MN (Y N )(t, ·, x)|2dx <∞.
In fact, for any t ∈ R,
e−2Λ|t|E
∫
O
|MN (Y N )(t, ·, x)|2dx
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≤ 2e−2Λ|t|E
∫
O
∣∣∣ ∫ t
−∞
∞∑
k=m+1
ΦN(t− sˆ, θsˆ·)P kF (sˆ, Y N )(x)dsˆ
∣∣∣2dx
+2e−2Λ|t|E
∫
O
∣∣∣ ∫ +∞
t
m∑
k=1
ΦN (t− sˆ, θsˆ·)P kF (sˆ, Y N )(x)dsˆ
∣∣∣2dx
=: J1 + J2.
For simplicity we shall write ΦNt−s,s instead of Φ
N (t− s, θsω). From (2.18) we can estimate J1
by using (2.13) and Ho¨lder inequality as follows,
J1 = 2e
−2Λ|t|
E
∞∑
k=m+1
∫
O
∣∣∣ ∫ t
−∞
〈
φk(·),ΦNt−sˆ,sˆP kF k(sˆ, Y N )(·)
〉
φk(x)dsˆ
∣∣∣2dx
≤ 2e−2Λ|t|E
∞∑
k=m+1
∫
O
∣∣∣ ∫ t
−∞
‖ΦNt−sˆ,sˆP k‖|F k(sˆ, Y N )|dsˆ
∣∣∣2|φk(x)|2dx
≤ 2e−2Λ|t|E
∞∑
k=m+1
( ∫ t
−∞
‖ΦNt−sˆ,sˆP k‖|F k(sˆ, Y N )|dsˆ
)2
≤ 2e−2Λ|t|N2E
∞∑
k=m+1
(∫ t
−∞
e
1
2
µk(t−sˆ)eΛ|sˆ||F k(sˆ, Y N )|dsˆ
)2
,
where |F k(t, y)| := 〈F (t, y)(·), φk(·)〉. Note that eΛ|sˆ| ≤ eΛsˆ + e−Λsˆ. Based on the fact, the
following trick will be use throughout the whole proof:
e−Λ|t|
∫ t
−∞
e
1
2
µk(t−sˆ)eΛ|sˆ||F k(sˆ, Y N )|dsˆ
≤e−Λt
∫ t
−∞
e
1
2
µk(t−sˆ)eΛsˆ|F k(sˆ, Y N )|dsˆ+ eΛt
∫ t
−∞
e
1
2
µk(t−sˆ)e−Λsˆ|F k(sˆ, Y N )|dsˆ
=
∫ t
−∞
e(
1
2
µk−Λ)(t−sˆ)|F k(sˆ, Y N )|dsˆ +
∫ t
−∞
e(
1
2
µk+Λ)(t−sˆ)|F k(sˆ, Y N )|dsˆ
≤
( ∫ t
−∞
e(
1
2
µk−Λ)(t−sˆ)dsˆ
) 1
2
(∫ t
−∞
e(
1
2
µk−Λ)(t−sˆ)|F k(sˆ, Y N )|2dsˆ
) 1
2
+
(∫ t
−∞
e(
1
2
µk+Λ)(t−sˆ)dsˆ
) 1
2
(∫ t
−∞
e(
1
2
µk+Λ)(t−sˆ)|F k(sˆ, Y N )|2dsˆ
) 1
2
,
(3.3)
where the last line follows Cauchy-Schwarz inequality. Now substituting (3.3) to J1 with
µk ≤ µm+1 yields
2e−2Λ|t|N2E
∞∑
k=m+1
(∫ t
−∞
e
1
2
µk(t−sˆ)eΛ|sˆ||F k(sˆ, Y N )|dsˆ
)2
≤ 8N
2
|µm+1 − 2Λ|
∫ t
−∞
e(
1
2
µm+1−Λ)(t−sˆ)E
∞∑
k=m+1
|F k(sˆ, Y N )|2dsˆ
+
8N2
|µm+1 + 2Λ|
∫ t
−∞
e(
1
2
µm+1+Λ)(t−sˆ)E
∞∑
k=m+1
|F k(sˆ, Y N )|2dsˆ
16
≤ 16N2‖F‖2∞
( 1
|µm+1 − 2Λ|2 +
1
|µm+1 + 2Λ|2
)
,
where
‖F‖2∞ := sup
t∈R,y∈R
|F (t, y)|2 ≥ sup
t∈R
∞∑
k=1
|F k(t, Y N (t))|2. (3.4)
Similarly we have
J2 ≤ 16N2‖F‖2∞
( 1
|µm − 2Λ|2 +
1
|µm + 2Λ|2
)
.
(B) Now it is sufficient to show that MN (Y N )(t, ω, x) is continuous with respect to t. For this
consider t1 ≤ t2, the following inequality simply from definition of M, i.e., Eqn. (3.2),
E
∫
O
|M(Y N )(t1, ·, x) −M(Y N )(t2, ·, x)|2dx
≤ 4
∞∑
k=m+1
E
∫
O
∣∣∣ ∫ t1
−∞
(ΦNt1−sˆ,sˆP
k − ΦNt2−sˆ,sˆP k)F (sˆ, Y N )(x)dsˆ
∣∣∣2dx
+4
∞∑
k=m+1
E
∫
O
∣∣∣ ∫ t2
t1
ΦNt2−sˆ,sˆP
kF (sˆ, Y N )(x)dsˆ
∣∣∣2dx
+4
m∑
k=1
E
∫
O
∣∣∣ ∫ +∞
t2
(ΦNt1−sˆ,sˆP
k − ΦNt2−sˆ,sˆP k)F (sˆ, Y N )(x)dsˆ
∣∣∣2dx
+4
m∑
k=1
E
∫
O
∣∣∣ ∫ t2
t1
ΦNt1−sˆ,sˆP
kF (sˆ, Y N )(x)dsˆ
∣∣∣2dx
=:
4∑
i=1
Ti.
It is easy to check that
T2 ≤ 4E
∞∑
k=m+1
∫
O
( ∫ t2
t1
‖ΦNt2−sˆ,sˆP k‖|F k(sˆ, Y N )(x)|dsˆ
)2
dx
≤ 4N2max{e2Λ|t2|, e2Λ|t1|}
∞∑
k=m+1
∫ t2
t1
eµk(t2−sˆ)dsˆE
∫ t2
t1
∫
O
|F k(sˆ, Y N )(x)|2dxdsˆ
≤ 4N2max{e2Λ|t2|, e2Λ|t1|}
∫ t2
t1
eµm+1(t2−sˆ)dsˆE
∫ t2
t1
∞∑
k=m+1
∫
O
|F k(sˆ, Y N )(x)|2dxdsˆ
≤ CN‖F‖2∞max{e2Λ|t2|, e2Λ|t1|}|t2 − t1|2,
where CN is a general constant depending on N . Similarly
T4 := 4
m∑
k=1
E
∫
O
∣∣∣ ∫ t2
t1
ΦNt1−sˆ,sˆP
kF (sˆ, Y N )(x)dsˆ
∣∣∣2dx
≤ CN‖F‖2∞max{e2Λ|t2|, e2Λ|t1|}|t2 − t1|2.
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For term T1 we have the following estimation,
T1
≤ 8
∞∑
k=m+1
E
∫
O
∣∣∣ ∫ t1
−∞
min
{
1,
Ne
1
2
µk(t1−sˆ)eΛ|sˆ|
‖Φt1−sˆ,sˆP k‖
}
(Φt1−sˆ,sˆP
k − Φt2−sˆ,sˆP k)F k(sˆ, Y N )(x)dsˆ
∣∣∣2dx
+8
∞∑
k=m+1
E
∫
O
∣∣∣ ∫ t1
−∞
(
min
{
1,
Ne
1
2
µk(t1−sˆ)eΛ|sˆ|
‖Φt1−sˆ,sˆP k‖
}
−min
{
1,
Ne
1
2
µk(t2−sˆ)eΛ|sˆ|
‖Φt2−sˆ,sˆP k‖
})
·Φt2−sˆ,sˆP kF (sˆ, Y N (sˆ, ·))(x)dsˆ
∣∣∣2dx
:= T1,1 + T1,2.
Regarding the first term T1,1, it is not hard to deduce the follows via the similar trick as in
(3.3):
T1,1
≤ 8N2
∞∑
k=m+1
E‖Φt2−t1,t1P k − P k‖2
∫
O
( ∫ t1
−∞
e
1
2
µk(t1−sˆ)eΛ|sˆ||F k(sˆ, Y N (sˆ, ·))(x)|dsˆ
)2
dx
≤
∞∑
k=m+1
16N2e2Λ|t1|
|µk − 2Λ| E
(
‖Φt2−t1,t1P k − P k‖2
∫
O
∫ t1
−∞
e(
1
2
µk−Λ)(t−sˆ)|F k(sˆ, Y N (sˆ, ·))(x)|2dsˆdx
)
+
∞∑
k=m+1
16N2e2Λ|t1|
|µk + 2Λ| E
(
‖Φt2−t1,t1P k − P k‖2
∫
O
∫ t1
−∞
e(
1
2
µk+Λ)(t−sˆ)|F k(sˆ, Y N (sˆ, ·))(x)|2dsˆdx
)
.
Further applying the following fact
‖Φt2−t1,t1P k − P k‖ ≤ ‖Φt2−t1,t1P k − Tt2−t1P k‖+ ‖Tt2−t1P k − P k‖ (3.5)
and boundedness of F (3.4) leads to
T1,1 ≤
∞∑
k=m+1
32N2e2Λ|t1|
|µk − 2Λ| ‖Tt2−t1P
k − P k‖2
E
∫
O
∫ t1
−∞
e(
1
2
µm+1−Λ)(t−sˆ)|F k(sˆ, Y N (sˆ, ·))(x)|2dsˆdx
+ ‖F‖∞
∞∑
k=m+1
32N2e2Λ|t1|
|µk − 2Λ| E‖Tt2−t1P
k − Φt2−t1,t1P k‖2
∫ t1
−∞
e(
1
2
µk−Λ)(t−sˆ)dsˆ
+
∞∑
k=m+1
32N2e2Λ|t1|
|µk + 2Λ|
‖Tt2−t1P k − P k‖2
E
∫
O
∫ t1
−∞
e(
1
2
µm+1+Λ)(t−sˆ)|F k(sˆ, Y N (sˆ, ·))(x)|2dsˆdx
+ ‖F‖∞
∞∑
k=m+1
32N2e2Λ|t1|
|µk + 2Λ| E‖Tt2−t1P
k − Φt2−t1,t1P k‖2
∫ t1
−∞
e(
1
2
µk+Λ)(t−sˆ)dsˆ.
(3.6)
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Now applying Corollary 2.5 to the four terms of (3.6) yields
T1,1
≤ CN2e2Λ|t1|
{
sup
k
|µk|
|µk − 2Λ|
∫ t1
−∞
e(
1
2
µm+1−Λ)(t−sˆ)
E
∫
O
∞∑
k=m+1
|F k(sˆ, Y N (sˆ, ·))(x)|2dxdsˆ
+sup
k
|µk|
|µk + 2Λ|
∫ t1
−∞
e(
1
2
µm+1+Λ)(t−sˆ)E
∫
O
∞∑
k=m+1
|F k(sˆ, Y N (sˆ, ·))(x)|2dxdsˆ
}
|t2 − t1|
+CN2‖F‖∞e2Λ|t1|max
{
sup
k≥m+1
e2σ
2
k
|t2−t1|, 1
}
·
∞∑
k=m+1
( σ2k
|µk − 2Λ|2 +
σ2k
|µk + 2Λ|2
)
(|t2 − t1|+ |t2 − t1|2)
≤ CN2‖F‖2∞e2Λ|t1|
( 1
|µm+1 − 2Λ| +
1
|µm+1 + 2Λ|
)
sup
k
|µk|
|µk − 2Λ| |t2 − t1|
+CN2‖F‖2∞e2Λ|t1|max
{
sup
k
e2σ
2
k
|t2−t1|, 1
}( ∞∑
k=1
σ2k
)
·
( 1
|µm+1 + 2Λ|2 +
1
|µm+1 − 2Λ|2
)
(|t2 − t1|+ |t2 − t1|2).
With regards to term T1,2, note that we have the following by using the inequality |min{1, a}−
min{1, b}| ≤ |a− b| whenever a, b ≥ 0:∣∣∣∣∣min
{
1,
Ne
1
2
µk(t1−sˆ)eΛ|sˆ|
‖Φt1−sˆ,sˆP k‖
}
−min
{
1,
Ne
1
2
µk(t2−sˆ)eΛ|sˆ|
‖Φt2−sˆ,sˆP k‖
}∣∣∣∣∣
≤
∣∣∣∣∣Ne
1
2
µk(t1−sˆ)eΛ|sˆ|
‖Φt1−sˆ,sˆP k‖
− Ne
1
2
µk(t2−sˆ)eΛ|sˆ|
‖Φt2−sˆ,sˆP k‖
∣∣∣∣∣
≤
∣∣∣∣∣Ne
1
2
µk(t1−sˆ)eΛ|sˆ|
‖Φt1−sˆ,sˆP k‖
− Ne
1
2
µk(t2−sˆ)eΛ|sˆ|
‖Φt1−sˆ,sˆP k‖
∣∣∣∣∣+
∣∣∣∣∣Ne
1
2
µk(t2−sˆ)eΛ|sˆ|
‖Φt1−sˆ,sˆP k‖
− Ne
1
2
µk(t2−sˆ)eΛ|sˆ|
‖Φt2−sˆ,sˆP k‖
∣∣∣∣∣
≤ Ne
Λ|sˆ|
‖Φt1−sˆ,sˆP k‖
(
e
1
2
µk(t1−sˆ) − e 12µk(t2−sˆ)
)
+NeΛ|sˆ|e
1
2
µk(t2−sˆ)
∣∣∣∣∣‖Φt1−sˆ,sˆP
k‖ − ‖Φt2−sˆ,sˆP k‖
‖Φt2−sˆ,sˆP k‖‖Φt1−sˆ,sˆP k‖
∣∣∣∣∣
≤ Ne
Λ|sˆ|e
1
2
µk(t1−sˆ)‖Φt2−t1,t1P k‖
‖Φt2−t1,t1P k‖‖Φt1−sˆ,sˆP k‖
(
1− e 12µk(t2−t1))
+
NeΛ|sˆ|e
1
2
µk(t2−sˆ)
‖Φt2−sˆ,sˆP k‖
‖Φt1−sˆ,sˆP k − Φt2−sˆ,sˆP k‖
‖Φt1−sˆ,sˆP k‖
≤ Ne
Λ|sˆ|e
1
2
µk(t1−sˆ)
‖Φt2−sˆ,sˆP k‖
(
‖Φt2−t1,t1P k − Tt2−t1,t1P k‖+
(
1− e 12µk(t2−t1))‖Tt2−t1,t1P k‖
+‖Tt2−t1,t1P k − P k‖
)
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:=
NeΛ|sˆ|e
1
2
µk(t1−sˆ)
‖Φt2−sˆ,sˆP k‖
( 3∑
i=1
Ii
)
.
Thus by substituting the inequality above into T1,2 we have
T1,2 ≤ 24
3∑
i=1
∞∑
k=m+1
E
[
|Ii|2
∫
O
∣∣∣ ∫ t1
−∞
NeΛ|sˆ|e
1
2
µk(t1−sˆ)
‖Φt2−sˆ,sˆP k‖
Φt2−sˆ,sˆP
kF (sˆ, Y N (sˆ, ·))(x)dsˆ
∣∣∣2dx],
where we can estimate the boundedness one by one. The term involving I1 can be written as
24
∞∑
k=m+1
E
[
|I1|2
∫
O
∣∣∣ ∫ t1
−∞
NeΛ|sˆ|e
1
2
µk(t1−sˆ)
‖Φt2−sˆ,sˆP k‖
Φt2−sˆ,sˆP
kF (sˆ, Y N (sˆ, ·))(x)dsˆ
∣∣∣2dx]
≤ CN2‖F‖2∞
∞∑
k=m+1
E‖Φt2−t1,t1P k − Tt2−t1,t1P k‖2
( ∫ t1
−∞
eΛ|sˆ|e
1
2
µk(t1−sˆ)dsˆ
)2
= CN2‖F‖2∞e2Λ|t1|
∞∑
k=m+1
E‖Φt2−t1,t1P k − Tt2−t1,t1P k‖2e−2Λ|t1|
( ∫ t1
−∞
eΛ|sˆ|e
1
2
µk(t1−sˆ)dsˆ
)2
≤ CN2‖F‖2∞e2Λ|t1|max
{
sup
k
e2σ
2
k
|t2−t1|, 1
}( ∞∑
k=1
σ2k
)
·
( 1
|µm+1 + 2Λ|2 +
1
|µm+1 − 2Λ|2
)
(|t2 − t1|+ |t2 − t1|2)
where the last line comes from (2.21) and the trick (3.3). The term involving I2 can be dealt
with using trick (3.3):
24
∞∑
k=m+1
E
[
|I2|2
∫
O
∣∣∣ ∫ t1
−∞
NeΛ|sˆ|e
1
2
µk(t1−sˆ)
‖Φt2−sˆ,sˆP k‖
Φt2−sˆ,sˆP
kF (sˆ, Y N (sˆ, ·))(x)dsˆ
∣∣∣2dx]
≤
∞∑
k=m+1
CN2e2Λ|t1|
|µk − 2Λ| ‖Tt2−t1P
k‖2(1− e 12µk(t2−t1))2
·E
∫
O
∫ t1
−∞
e(
1
2
µk−Λ)(t−sˆ)|F k(sˆ, Y N (sˆ, ·))(x)|2dsˆdx
+
∞∑
k=m+1
CN2e2Λ|t1|
|µk + 2Λ| ‖Tt2−t1P
k‖2(1− e 12µk(t2−t1))2
·E
∫
O
∫ t1
−∞
e(
1
2
µk+Λ)(t−sˆ)|F k(sˆ, Y N (sˆ, ·))(x)|2dsˆdx
≤ CN2e2Λ|t1|
∑
k=m+1
{ |µk|2
|µk − 2Λ|
∫ t1
−∞
e(
1
2
µk−Λ)(t−sˆ)E
∫ ∞
O
|F k(sˆ, Y N (sˆ, ·))(x)|2dxdsˆ
+
|µk|2
|µk + 2Λ|
∫ t1
−∞
e(
1
2
µk+Λ)(t−sˆ)E
∫
O
∞∑
k=m+1
|F k(sˆ, Y N (sˆ, ·))(x)|2dxdsˆ
}
|t2 − t1|2
≤ CN2e2Λ|t1|‖F‖2∞ sup
k
( |µk|2
|µk − 2Λ|2 +
|µk|2
|µk + 2Λ|2
)
|t2 − t1|2.
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The boundedness for the term involving I3 is as follows
24
∞∑
k=m+1
E
[
|I3|2
∫
O
∣∣∣ ∫ t1
−∞
NeΛ|sˆ|e
1
2
µk(t1−sˆ)
‖Φt2−sˆ,sˆP k‖
Φt2−sˆ,sˆP
kF (sˆ, Y N (sˆ, ·))(x)dsˆ
∣∣∣2dx]
≤
∞∑
k=m+1
64N2e2Λ|t1|
|µk − 2Λ|
‖Tt2−t1P k − P k‖2E
∫
O
∫ t1
−∞
e(
1
2
µm+1−Λ)(t−sˆ)|F k(sˆ, Y N (sˆ, ·))(x)|2dsˆdx
+
∞∑
k=m+1
64N2e2Λ|t1|
|µk + 2Λ| ‖Tt2−t1P
k − P k‖2E
∫
O
∫ t1
−∞
e(
1
2
µm+1+Λ)(t−sˆ)|F k(sˆ, Y N (sˆ, ·))(x)|2dsˆdx
≤ CN2e2Λ|t1|
{
sup
k
|µk|
|µk − 2Λ|
∫ t1
−∞
e(
1
2
µm+1−Λ)(t−sˆ)E
∫
O
∞∑
k=m+1
|F k(sˆ, Y N (sˆ, ·))(x)|2dxdsˆ
+sup
k
|µk|
|µk + 2Λ|
∫ t1
−∞
e(
1
2
µm+1+Λ)(t−sˆ)E
∫
O
∞∑
k=m+1
|F k(sˆ, Y N (sˆ, ·))(x)|2dxdsˆ
}
|t2 − t1|
≤ CN2‖F‖2∞e2Λ|t1|
( 1
|µm+1 − 2Λ| +
1
|µm+1 + 2Λ|
)
sup
k
|µk|
|µk − 2Λ| |t2 − t1|
Totally we have
T1 ≤ CN2‖F‖2∞e2Λ|t1|max
{
sup
k
e2σ
2
k
|t2−t1|, 1
}( ∞∑
k=1
σ2k
)
·
( 1
|µm+1 + 2Λ|2 +
1
|µm+1 − 2Λ|2
)
(|t2 − t1|+ |t2 − t1|2)
+CN2e2Λ|t1|‖F‖2∞ sup
k
( |µk|2
|µk − 2Λ|2 +
|µk|2
|µk + 2Λ|2
)
|t2 − t1|2
+CN2‖F‖2∞e2Λ|t1|
( 1
|µm+1 − 2Λ| +
1
|µm+1 + 2Λ|
)
sup
k
|µk|
|µk − 2Λ| |t2 − t1|.
Similarly,
T3 ≤ CN2‖F‖2∞e2Λ|t1|max
{
sup
k
e2σ
2
k
|t2−t1|, 1
}( ∞∑
k=1
σ2k
)
·
( 1
|µm + 2Λ|2 +
1
|µm − 2Λ|2
)
(|t2 − t1|+ |t2 − t1|2)
+CN2e2Λ|t1|‖F‖2∞ sup
k
( |µk|2
|µk − 2Λ|2 +
|µk|2
|µk + 2Λ|2
)
|t2 − t1|2
+CN2‖F‖2∞e2Λ|t1|
( 1
|µm − 2Λ| +
1
|µm + 2Λ|
)
sup
k
|µk|
|µk − 2Λ| |t2 − t1|.
(C) We show that MN (Y N )(t, θ±τω) =MN (Y N )(t± τ, ω):
MN (Y N )(t, θτω) =
∫ t
−∞
∞∑
k=m+1
ΦNt−sˆ,sˆ+τP
kF (sˆ, Y N (sˆ, θτω))dsˆ
21
−
∫ +∞
t
m∑
k=1
ΦNt−sˆ,sˆ+τP
kF (sˆ, Y N (sˆ, θτω))dsˆ
=
∫ t
−∞
∞∑
k=m+1
ΦN(t+τ)−(sˆ+τ),sˆ+τP
kF (sˆ+ τ, Y N (sˆ + τ, ω))dsˆ
−
∫ +∞
t
m∑
k=1
ΦN(t+τ)−(sˆ+τ),sˆ+τP
kF (sˆ + τ, Y N (sˆ+ τ, ω))dsˆ
=
∫ t+τ
−∞
∞∑
k=m+1
ΦN
(t+τ)−hˆ,hˆ
P kF (hˆ, Y N (hˆ, ω))dhˆ
−
∫ +∞
t+τ
m∑
k=1
ΦN
(t+τ)−hˆ,hˆ
P kF (hˆ, Y N (hˆ, ω))dhˆ
= MN (Y N )(t+ τ, ω).
Thus we have showed that MN maps from CΛτ (R, L2(Ω×O)) to itself.
Step 2: We need to prove that MN mapping from CΛτ (R, L2(Ω×O)) to L∞Λ (R, L2(Ω,H10 (O))). In
fact for each t and ω fixed, MN (Y N )(t, ω, x) can be expressed as,
MN (Y N )(t, ω, x) =
∞∑
i=1
∫
O
MN (Y N )(t, ω, y)φi(y)dyφi(x), (3.7)
where φk ∈ H10 (O), and we have
∇xMN (Y N )(t, ω, x) =
∞∑
k=m+1
∫
O
∫ t
−∞
ΦNt−sˆ,sˆP
kF (sˆ, Y N (sˆ, ω))(y)dsˆφk(y)dy∇xφk(x)
+
m∑
k=1
∫
O
∫ +∞
t
ΦNt−sˆ,sˆP
kF (sˆ, Y N (sˆ, ω))(y)dsˆφk(y)dy∇xφk(x).
Then we get
e−2Λ|t|E
∫
O
|∇xMN (Y N )(t, ·, x)|2dx
≤ 2e−2Λ|t|E
∫
O
∣∣∣ ∞∑
k=m+1
∫
O
∫ t
−∞
ΦNt−sˆ,sˆP
kF (sˆ, Y N (sˆ, ·))(y)dsˆφk(y)dy∇xφk(x)
∣∣∣2dx
+2e−2Λ|t|E
∫
O
∣∣∣ m∑
k=1
∫
O
∫ ∞
t
ΦNt−sˆ,sˆP
kF (sˆ, Y N (sˆ, ·))(y)dsˆφk(y)dy∇xφk(x)
∣∣∣2dx
=: L1 + L2.
By Cauchy-Schwarz inequality, (2.1) and (2.19) we have
L1 ≤ 2N2e−2Λ|t|E
∞∑
k,j=m+1
( ∫
O
|∇xφk(x)|2dx
∫
O
|∇xφj(x)|2dx
) 1
2
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·
∫ t
−∞
∫
O
e
1
2
µk(t−sˆ)eΛ|sˆ||φk(y)||F k(sˆ, Y N (sˆ, ·))(y)|dydsˆ
·
∫ t
−∞
∫
O
e
1
2
µj(t−sˆ)eΛ|sˆ||φj(y)||F j(sˆ, Y N (sˆ, ·))(y)|dydsˆ
≤ CN2e−2Λ|t|E
[ ∞∑
k=m+1
( ∫ t
−∞
∫
O
e
1
2
µk(t−sˆ)eΛ|sˆ|
√
|µk||φk(y)||F k(sˆ, Y N (sˆ, ·))(y)|dydsˆ
)2
·
∞∑
j=m+1
( ∫ t
−∞
∫
O
e
1
2
µj(t−sˆ)eΛ|sˆ|
√
|µj||φj(y)||F j(sˆ, Y N (sˆ, ·))(y)|dydsˆ
)2] 1
2
≤ CN2e−2Λ|t|E
[ ∞∑
k=m+1
( ∫ t
−∞
∫
O
eµk(t−sˆ)|µk||φk(y)|2dydsˆ
·
∫ t
−∞
∫
O
e
1
2
µm+1(t−sˆ)e2Λ|sˆ||F k(sˆ, Y N (sˆ, ·))(y)|2dydsˆ
)
·
∞∑
j=m+1
( ∫ t
−∞
∫
O
eµj(t−sˆ)|µj ||φj(y)|2dydsˆ
·
∫ t
−∞
∫
O
e
1
2
µm+1(t−sˆ)e2Λ|sˆ||F j(sˆ, Y N (sˆ, ·))(y)|2dydsˆ
)] 1
2
≤ CN2‖F‖2∞
( 1
|µm+1 − 2Λ| +
1
|µm+1 + 2Λ|
)
<∞.
Similarly,
L2 ≤ CN2‖F‖2∞
( 1
|µm − 2Λ| +
1
|µm + 2Λ|
)
<∞.
Step 3: We now check the continuity of the map MN in CΛτ (R, L2(Ω ×O)). Consider Y N1 , Y N2 ∈
CΛτ (R, L
2(Ω×O)), and t ∈ [jτ, (j + 1)τ), j ∈ Z, then
e−2Λ|t|E
∫
O
|MN (Y N1 )(t, ·, x) −M(Y N2 )(t, ·, x)|2dx
≤ 2e−2Λ|t|E
∫
O
∣∣∣ ∫ t
−∞
∞∑
k=m+1
ΦNt−sˆ,sˆP
kF (sˆ, Y N1 )(x)dsˆ −
∫ t
−∞
∞∑
k=m+1
ΦNt−sˆ,sˆP
kF (sˆ, Y N2 )(x)dsˆ
∣∣∣2dx
+2e−2Λ|t|E
∫
O
∣∣∣ ∫ +∞
t
m∑
k=1
ΦNt−sˆ,sˆP
kF (sˆ, Y N1 )(x)dsˆ −
∫ +∞
t
m∑
k=1
ΦNt−sˆ,sˆP
kF (sˆ, Y N2 )(x)dsˆ
∣∣∣2dx,
=: U1 + U2.
First
U1 ≤ 2e−2Λ|t|E
∞∑
k=m+1
∫
O
(∫ t
−∞
‖ΦNt−sˆ,sˆP k‖|F k(sˆ, Y N1 )(x)− F k(sˆ, Y N2 )(x)|dsˆ
)2
dx
≤ 2N2e−2Λ|t|E
∞∑
k=m+1
∫
O
( ∫ t
−∞
e
1
2
µk(t−sˆ)eΛ|sˆ||F k(sˆ, Y N1 )(x)− F k(sˆ, Y N2 )(x)|dsˆ
)2
dx
≤ 4N2E
∞∑
k=m+1
∫
O
( ∫ t
−∞
e(
1
2
µk−Λ)(t−sˆ)|F k(sˆ, Y N1 )(x) − F k(sˆ, Y N2 )(x)|dsˆ
)2
dx
23
+4N2E
∞∑
k=m+1
∫
O
(∫ t
−∞
e(
1
2
µk+Λ)(t−sˆ)|F k(sˆ, Y N1 )(x)− F k(sˆ, Y N2 )(x)|dsˆ
)2
dx
≤ 8N
2
|µm+1 − 2Λ|
∫ t
−∞
e(
1
2
µm+1−Λ)(t−sˆ)E
∞∑
k=m+1
∫
O
|F k(sˆ, Y N1 )(x) − F k(sˆ, Y N2 )(x)|2dxdsˆ
+
8N2
|µm+1 − 2Λ|
∫ t
−∞
e(
1
2
µm+1+Λ)(t−sˆ)E
∞∑
k=m+1
∫
O
|F k(sˆ, Y N1 )(x)− F k(sˆ, Y N2 )(x)|2dxdsˆ.
Since the term E
∑∞
k=m+1
∫
O |F k(sˆ, Y N1 )(x)−F k(sˆ, Y N2 )(x)|2dx is periodic in time, we can approach
the following boundedness by the similar arguments in [14], i.e.,
U1 ≤ e2Λτ
(16N2‖∇F‖2∞
|µm+1 + 2Λ|2 +
16N2‖∇F‖2∞
|µm+1 − 2Λ|2
)
sup
s∈R
e−2Λ|sˆ|E
∫
O
|Y N1 (sˆ, ·, x) − Y N2 (sˆ, ·, x)|2dx,
where
||∇F ||∞ := sup
t∈R,x∈R
|∇F (t, x)|2.
Analogously,
U2 ≤ e2Λτ
(16N2‖∇F‖2∞
|µm + 2Λ|2 +
16N2‖∇F‖2∞
|µm − 2Λ|2
)
sup
s∈R
e−2Λ|sˆ|E
∫
O
|Y N1 (sˆ, ·, x) − Y N2 (sˆ, ·, x)|2dx.
Thus the claim that MN : Cτ (R, L2(Ω × O)) → Cτ (R, L2(Ω × O)) is a continuous map has been
asserted.
Remark 3.7. In Step 1 (B), we make complicated computation via (3.5) because splitting the terms
in (3.5) together with estimation in (3.6) avoids stronger assumption like
∑∞
k=1
1
|µk+2Λ|
<∞.
Before introducing the subset of CΛτ (R, L
2(Ω×O)) required in Schauder’s fixed point Theorem,
some calculation of the Malliavin derivatives of ΦNP j for each j ∈ N are needed.
Lemma 3.8. Given ΦNP j defined in (2.23) and (2.22), then for any v ∈ L2(O), j ≥ m + 1 and
t ≥ 0, the Malliavin derivative of DjrΦNP k is given by
DjrΦN (t, θsˆω)P j(v)(x)
= σjχ[sˆ,t+sˆ](r)min
{
1,
Ne
1
2
µjteΛ|s|
‖Φ(t, θsˆω)P j‖
}
Φ(t, θsˆω)P
j(v)(x)
−σjχ[sˆ,t+sˆ](r)χ
{Ne
1
2µjteΛ|s|<‖Φ(t,θsˆω)P j‖}
(ω)
Ne
1
2
µjteΛ|s|
‖Φ(t, θsˆω)P j‖Φ(t, θsˆω)P
j(v)(x),
(3.8)
and when k 6= j, t ≥ 0,
DjrΦN (t, θsˆω)P k(v)(x) = 0. (3.9)
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And for j ≤ m, t ≤ 0,
DjrΦN (t, θsˆω)P j(v)(x)
= −σjχ[sˆ,t+sˆ](r)min
{
1,
Ne
1
2
µjteΛ|s|
‖Φ(t, θsˆω)P j‖
}
Φ(t, θsˆω)P
j(v)(x)
+σjχ[sˆ,t+sˆ](r)χ
{Ne
1
2µjteΛ|s|<‖Φ(t,θsˆω)P j‖}
(ω)
Ne
1
2
µjteΛ|s|
‖Φ(t, θsˆω)P j‖Φ(t, θsˆω)P
j(v)(x),
(3.10)
and when k 6= j, t ≤ 0,
DjrΦN (t, θsˆω)P k(v)(x) = 0. (3.11)
Moreover, we have the following estimate
‖DjrΦN (t, θsˆω)P j‖ ≤ 2σjNe
1
2
µjteΛ|sˆ|. (3.12)
Proof. Firstly note that for any v ∈ L2(O) we have for j ≥ m+ 1 and t ≥ 0,
DjrΦ(t, θsˆω)P j(v)(x) = Djreµjt+σj(W
j
sˆ+t−W
j
sˆ
)〈φj(·), v(·)〉φj (x)
= σjχ[sˆ,t+sˆ](r)e
µjt+σj(W
j
sˆ+t−W
j
sˆ
)〈φj(·), v(·)〉φj (x)
= σjχ[sˆ,t+sˆ](r)Φ(t, θsˆω)P
j(v)(x), (3.13)
and when k 6= j,
DjrΦ(t, θsˆω)P k(v)(x) = Djreµkt+σk(W
k
sˆ+t−W
k
sˆ
)〈φk(·), v(·)〉φk(x) = 0. (3.14)
Moreover,
Djr‖Φ(t, θsˆω)P j‖ = Djre
1
2
µjt+σj (W
j
sˆ+t−W
j
sˆ
) = σjχ[sˆ,t+sˆ](r)‖Φ(t, θsˆω)P j‖, (3.15)
and when k 6= j,
Djr‖Φ(t, θsˆω)P k‖ = 0. (3.16)
Analogously, when j ≤ m and t ≤ 0,
DjrΦ(t, θsˆω)P j(v)(x) = −σjχ[sˆ,t+sˆ](r)Φ(t, θsˆω)P j(v)(x), (3.17)
and
Djr‖Φ(t, θsˆω)P j‖ = −σjχ[sˆ,t+sˆ](r)‖Φ(t, θsˆω)P j‖. (3.18)
And when k 6= j,
DjrΦ(t, θsˆω)P k(v)(x) = 0, (3.19)
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and
Djr‖Φ(t, θsˆω)P k‖ = 0. (3.20)
Then we are able to calculate the Malliavin derivatives of ΦN by the chain rule using (3.13) - (3.20):
for j ≥ m+ 1 and t ≥ 0,
DjrΦN (t, θsˆω)P j(v)(x)
= Djr
(
min
{
1,
Ne
1
2
µjteΛ|s|
‖Φ(t, θsˆω)P j‖
}
Φ(t, θsˆω)P
j(v)(x)
)
= min
{
1,
Ne
1
2
µjteΛ|s|
‖Φ(t, θsˆω)P j‖
}
Djr
(
Φ(t, θsˆω)P
j(v)(x)
)
+Djr min
{
1,
Ne
1
2
µjteΛ|s|
‖Φ(t, θsˆω)P j‖
}
Φ(t, θsˆω)P
j(v)(x)
= min
{
1,
Ne
1
2
µjteΛ|s|
‖Φ(t, θsˆω)P j‖
}
σjχ[sˆ,t+sˆ](r)Φ(t, θsˆω)P
j(v)(x)
−χ
{Ne
1
2µjteΛ|s|<‖Φ(t,θsˆω)P j‖}
(ω)Φ(t, θsˆω)P
j(v)(x)
Ne
1
2
µjteΛ|s|
‖Φ(t, θsˆω)P j‖2D
j
r‖Φ(t, θsˆω)P j‖
= σjχ[sˆ,t+sˆ](r)min
{
1,
Ne
1
2
µjteΛ|s|
‖Φ(t, θsˆω)P j‖
}
Φ(t, θsˆω)P
j(v)(x)
−σjχ[sˆ,t+sˆ](r)χ
{Ne
1
2µjteΛ|s|<‖Φ(t,θsˆω)P j‖}
(ω)
Ne
1
2
µjteΛ|s|
‖Φ(t, θsˆω)P j‖Φ(t, θsˆω)P
j(v)(x),
and when k 6= j, it is obvious that
DjrΦN (t, θsˆω)P k(v)(x) = 0.
Analogously, for j ≤ m with t ≤ 0, we have
DjrΦN (t, θsˆω)P j(v)(x)
= −σjχ[sˆ,t+sˆ](r)min
{
1,
Ne
1
2
µjteΛ|s|
‖Φ(t, θsˆω)P j‖
}
Φ(t, θsˆω)P
j(v)(x)
+σjχ[sˆ,t+sˆ](r)χ
{Ne
1
2µjteΛ|s|<‖Φ(t,θsˆω)P j‖}
(ω)
Ne
1
2
µjteΛ|s|
‖Φ(t, θsˆω)P j‖Φ(t, θsˆω)P
j(v)(x),
and when k 6= j, it is obvious that
DjrΦN (t, θsˆω)P k(v)(x) = 0.
Finally from (3.8) and (3.10), it is easy to obtain that when j ≥ m + 1 and t ≥ 0 or j ≤ m and
t ≤ 0
‖DjrΦN (t, θsˆω)P j‖ ≤ 2σjNe
1
2
µjteΛ|sˆ|.
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Next introduce a subset of CΛτ (R, L
2(Ω×O)) as follows,
CΛ,Nτ,ρ (R, L
2(O,D1,2)) :=
{
f ∈ CΛτ (R, L2(Ω×O)) : f |[0,τ) ∈ C([0, τ), L2(O,D1,2)),
and ∀t ∈ [0, τ), e−2Λ|t|
∞∑
j=1
∫
R
E
∫
O
|Djrf(t, ·, x)|2dxdr ≤ ρN (t),
sup
t∈[0,τ)
δ∈R
e−2Λ|t|
∞∑
j=1
1
|δ|
∫
R
E
∫
O
|Djr+δf(t, ·, x)−Djrf(t, ·, x)|2dxdr <∞
}
.
Here
ρN (t) := KN1
∫ τ
0
e−
1
2
µ|t−sˆ|ρN (sˆ)dsˆ+KN2 , (3.21)
where
KN1 := 12N
2‖∇F‖2∞e2Λτ
(∑∞
i=−1 e
− 1
2
µmiτ
|µm − 4Λ| +
∑∞
i=−1 e
− 1
2
µmiτ
|µm + 4Λ| +
∑∞
i=−1 e
1
2
µm+1iτ
|µm+1 − 4Λ| +
∑∞
i=−1 e
1
2
µm+1iτ
|µm+1 + 4Λ|
)
,
KN2 := 96‖F‖2∞
∞∑
j=1
σ2j
( 1
|µm + 2Λ|3 +
1
|µm − 2Λ|3 +
1
|µm+1 + 2Λ|3 +
1
|µm+1 − 2Λ|3
)
.
We can prove that
Lemma 3.9. Under the conditions of Theorem 3.5, we have
MN : CΛ,Nτ,ρ (R, L2(O,D1,2)) ⊂ CΛ,Nτ,ρ (R, L2(O,D1,2)),
and MN (CΛ,Nτ,ρ (R, L2(O,D1,2)))|[0,τ) is relatively compact in Cτ ([0, τ), L2(Ω×O)).
Proof. Step 1: Now we show that for any t ∈ [0, τ),
∞∑
j=1
e−2Λ|t|E
∫
R
∫
O
|DjrMN (Y N )(t, ·, x)|2dxdr ≤ ρN (t).
By the chain rule and (3.8) - (3.11), it is easy to write down the Malliavin derivative ofMN (Y N )(t, ω, x)
with respect to the jth Brownian motion for j ≥ m+ 1,
DjrMN (Y N )(t, ω, x) =
∫ r
−∞
χ{r≤t}(r)Djr(ΦNt−sˆ,sˆP j)F (sˆ, Y N (sˆ, ω))(x)dsˆ
+
∫ t
−∞
∞∑
k=m+1
ΦNt−sˆ,sˆP
k∇F (sˆ, Y N (sˆ, ω))DjrY N (sˆ, ω, x)dsˆ
−
∫ +∞
t
m∑
k=1
ΦNt−sˆ,sˆP
k∇F (sˆ, Y N (sˆ, ω))DjrY N (sˆ, ω, x)dsˆ. (3.22)
Then the following L2-estimation follows:
e−2Λ|t|
∫
R
E
∫
O
|DjrMN (Y N )(t, ·, x)|2dxdr
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= e−2Λ|t|
(∫ t
−∞
+
∫ ∞
t
)
E
∫
O
|DjrMN (Y N )(t, ·, x)|2dxdr
≤ 3e−2Λ|t|
∫ t
−∞
E
∫
O
∣∣∣ ∫ r
−∞
Djr(ΦNt−sˆ,sˆP j)F (sˆ, Y N (sˆ, ·))(x)dsˆ
∣∣∣2dxdr
+3e−2Λ|t|
∫
R
E
∞∑
k=m+1
∫
O
∣∣∣ ∫ t
−∞
ΦNt−sˆ,sˆP
k∇F (sˆ, Y N (sˆ, ·, x))DjrY N (sˆ, ·, x)dsˆ
∣∣∣2dxdr
+3e−2Λ|t|
∫
R
E
m∑
k=1
∫
O
∣∣∣ ∫ +∞
t
ΦNt−sˆ,sˆP
k∇F (sˆ, Y N (sˆ, ω, x))DjrY N (sˆ, ·, x)dsˆ
∣∣∣2dxdr
=:
∑
i=1,2,3
L
j
i .
Firstly, by (3.12) and trick in (3.3) we have that
L
j
1 ≤ 3‖F‖2∞e−2Λ|t|
∫ t
−∞
E
(∫ r
−∞
‖DjrΦNt−sˆ,sˆP j‖dsˆ
)2
dr
≤ 12N2‖F‖2∞σ2j e−2Λ|t|
∫ t
−∞
(∫ r
−∞
e
1
2
µj(t−sˆ)eΛ|sˆ|dsˆ
)2
dr
≤ 96N2‖F‖2∞
(
σ2j
|µj − 2Λ|3 +
σ2j
|µj + 2Λ|3
)
≤ 96N2‖F‖2∞
(
σ2j
|µm+1 − 2Λ|3 +
σ2j
|µm+1 + 2Λ|3
)
.
Secondly, through the norm preserving property in Lemma 3.4,
L
j
2 = 3e
−2Λ|t|
∫
R
E
∞∑
k=m+1
∫
O
∣∣∣ ∫ t
−∞
ΦNt−sˆ,sˆP
k∇F (sˆ, Y N )(DjrY N (sˆ, ·, x))(k)dsˆ
∣∣∣2dxdr
≤ 3e−2Λ|t|N2
∫
R
E
∞∑
k=m+1
∫
O
(∫ t
−∞
e
1
2
µk(t−sˆ)eΛ|sˆ||∇F k(sˆ, Y N )||(DjrY N (sˆ, ·, x))(k)|dsˆ
)2
dxdr
≤ 6N2
∫
R
E
∞∑
k=m+1
∫
O
(∫ t
−∞
e(
1
2
µm+1+Λ)(t−sˆ)|∇F k(sˆ, Y N )||(DjrY N (sˆ, ·, x))(k)|dsˆ
)2
dxdr
+6N2
∫
R
E
∞∑
k=m+1
∫
O
( ∫ t
−∞
e(
1
2
µm+1−Λ)(t−sˆ)|∇F k(sˆ, Y N )||(DjrY N (sˆ, ·, x))(k)|2dsˆ
)2
dxdr
≤ 12N
2
|µm+1 + 4Λ|
∫
R
E
∫
O
∫ t
−∞
e
1
2
µm+1(t−sˆ)
∞∑
k=m+1
|∇F k(sˆ, Y N )|2|(DjrY N (sˆ, ·, x))(k)|2dsˆdxdr
+
12N2
|µm+1 − 4Λ|
∫
R
E
∫
O
∫ t
−∞
e
1
2
µm+1(t−sˆ)
∞∑
k=m+1
|∇F k(sˆ, Y N )|2|(DjrY N (sˆ, ·, x))(k)|2dsˆdxdr
=
(12N2‖∇F‖2∞
|µm+1 + 4Λ| +
12N2‖∇F‖2∞
|µm+1 − 4Λ|
)
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·
{ ∞∑
i=0
e
1
2
µm+1iτ
∫ t
0
e−2Λ|sˆ|
∫
R
∫
O
e
1
2
µm+1(t−sˆ)E|DjrY N (sˆ, θ−iτ ·, x)|2dxdrdsˆ
+
∞∑
i=0
e
1
2
µm+1iτ
∫ τ
t
e−2Λ|sˆ|
∫
R
∫
O
e
1
2
µm+1(t+τ−sˆ)E|DjrY N (sˆ, θ−(i+1)τ ·, x)|2dxdrdsˆ
}
≤ e(2Λ− 12µm+1)τ
(12N2‖∇F‖2∞
|µm+1 + 4Λ| +
12N2‖∇F‖2∞
|µm+1 − 4Λ|
)( ∞∑
i=0
e
1
2
µm+1iτ
)
·
∫ τ
0
e
1
2
µm+1|t−sˆ|e−2Λ|sˆ|
∫
R
∫
O
E|DjrY N (sˆ, ·, x)|2dxdrdsˆ,
where
(DjrY N (sˆ, ω, x))(k) := Djr
(
〈Y N (sˆ, ω), φk〉φk(x)
)
.
Similarly
L
j
3 ≤ e(2Λ+
1
2
µm)τ
(12N2‖∇F‖2∞
|µm + 4Λ| +
12N2‖∇F‖2∞
|µm − 4Λ|
)( ∞∑
i=0
e−
1
2
µmiτ
)
·
∫ τ
0
e
1
2
µ|t−sˆ|e−2Λ|sˆ|
∫
R
∫
O
E|DjrY N (sˆ, ·, x)|2dxdrdsˆ.
Similar calculation can be applied to the case for j ≤ m. Therefore we finally reach to
∞∑
j=1
L
j
1 = 96‖F‖2∞
∞∑
j=1
σ2j
(
1
|µm+1 + 2Λ|3 +
1
|µm+1 − 2Λ|3 +
1
|µm − 2Λ|3 +
1
|µm + 2Λ|3
)
=: KN2 ,
and
∞∑
j=1
(Lj2 + L
j
3) ≤ e(2Λ+
1
2
µˆ)τ
m+1∑
k=m
(24N2‖∇F‖2∞
|µk + 4Λ| +
24N2‖∇F‖2∞
|µk − 4Λ|
)( ∞∑
i=0
e−
1
2
|µk|iτ
)
·
∫ τ
0
e
1
2
µ|t−sˆ|e−2Λ|sˆ|
∞∑
j=1
∫
R
∫
O
E|DjrY N (sˆ, ·, x)|2dxdrdsˆ
≤ KN1
∫ τ
0
e
1
2
µ|t−sˆ|ρN (s)dsˆ.
To sum up, we have verified the following estimation:
∞∑
j=1
e−2Λ|t|
∫
R
E
∫
O
|DjrMN (Y N )(t, ·, x)|2dxdr ≤ ρN (t).
Moreover, the solution ρN (t) to equation (3.21) is continuous in t, so that for Y N ∈ CΛ,Nτ,ρ (R, L2(O,D1,2)),
there exists an integer Nb such that for any t ∈ [0, τ),
∞∑
j=1
e−2Λ|t|
∫
R
E
∫
O
|DjrMN (Y N )(t, ·, x)|2dxdr ≤ ρN (t) ≤ Nb.
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It remains to show that for any δ ∈ R,
sup
t∈[0,τ)
e−2Λ|t|
|δ|
∞∑
j=1
∫
R
E
∫
O
|Djr+δMN (Y N )(t, ·, x) −DjrMN (Y N )(t, ·, x)|2dxdr <∞.
The left hand side of the above can be separated into three integrals,
sup
t∈(0,τ ]
e−2Λ|t|
|δ|
∞∑
j=1
∫
R
E
∫
O
|Djr+δMN (Y N )(t, ·, x) −DjrMN (Y N )(t, ·, x)|2dxdr
= sup
t∈(0,τ ]
e−2Λ|t|
|δ|
∞∑
j=1
∫ t−δ
−∞
E
∫
O
|Djr+δMN (Y N )(t, ·, x) −DjrMN (Y N )(t, ·, x)|2dxdr
+ sup
t∈(0,τ ]
e−2Λ|t|
|δ|
∞∑
j=1
∫ t
t−δ
E
∫
O
|Djr+δMN (Y N )(t, ·, x) −DjrMN (Y N )(t, ·, x)|2dxdr
+ sup
t∈(0,τ ]
e−2Λ|t|
|δ|
∞∑
j=1
∫ +∞
t
E
∫
O
|Djr+δMN (Y N )(t, ·, x) −DjrMN (Y N )(t, ·, x)|2dxdr.
=: Kˆ1 + Kˆ2 + Kˆ3. (3.23)
The above domain R partitioned into three sub-domains is based on the fact that the Malliavin
derivative stays the same in each of three sub-domains.
To consider Kˆ1, note that when r ≤ t − δ, by (3.2), (3.8) and (3.11) we can first compute the
Malliavin derivative of M and substitute it back, thus have
Kˆ1 ≤ 3e
−2Λ|t|
|δ|
∞∑
j=1
∫ t−δ
−∞
E
∫
O
{∣∣∣ ∫ t
−∞
∞∑
k=m+1
ΦNt−sˆ,sˆP
k∇F (sˆ, Y N (sˆ, ·, x))(Djr+δ −Djr)(Y N )(t, ·, x)dsˆ
∣∣∣2
+χ{j≥m+1}(j)
∣∣∣ ∫ r+δ
−∞
Djr+δΦNt−sˆ,sˆP jF (sˆ, Y N (sˆ, ·, x))dsˆ −
∫ r
−∞
DjrΦNt−sˆ,sˆP jF (sˆ, Y N (sˆ, ·, x))dsˆ
∣∣∣2
+
∣∣∣ ∫ +∞
t
m∑
k=1
ΦNt−sˆ,sˆP
k∇F (sˆ, Y N (sˆ, ·, x))(Djr+δ −Djr)(Y N )(t, ·, x)dsˆ
∣∣∣2}dxdr
=
3∑
i=1
Qi.
First note that Q1 is bounded as follows,
Q1 ≤ 3N
2
|δ| e
−2Λ|t|
∞∑
k=m+1
E
∞∑
j=1
∫
O
∫
R
(∫ t
−∞
eΛ|sˆ|e
1
2
µk(t−sˆ)
·|∇F k(sˆ, Y N (sˆ, ·, x))||((Djr+δ −Djr)(Y N )(sˆ, ·, x))(k)|dsˆ
)2
dxdr
≤ 12N
2
|δ|
( 1
|µm+1 + 4Λ| +
1
|µm+1 − 4Λ|
)
·
∞∑
j=1
∫
R
E
∫
O
∫ t
−∞
e
1
2
µm+1(t−sˆ)
∞∑
k=m+1
|∇F k(sˆ, Y N (sˆ, ·, x))|2|((Djr+δ −Djr)(Y N )(sˆ, ·))(k)|2dsˆdxdr
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≤ 12N2‖∇F‖2∞
( 1
|µm+1 + 4Λ| +
1
|µm+1 − 4Λ|
)
· 1|δ|
∞∑
j=1
∫ t
−∞
e
1
2
µm+1(t−sˆ)E
∫
R
∫
O
|(Djr+δ −Djr)(Y N )(sˆ, ·, x)|2dxdrdsˆ.
From Lemma 3.4 we can see that the term E
∫
R
∫
O |(Djr+δ − Djr)(Y N )(sˆ, ·, x)|2dxdr is periodic in
time, thus one one period is needed to address the boundedness. This leads to the following estimate
Q1 ≤ 12N2e2Λτ‖∇F‖2∞
( 1
|µm+1 + 4Λ| +
1
|µm+1 − 4Λ|
)
·
∞∑
j=1
∫ t
−∞
e
1
2
µm+1(t−sˆ) e
−2Λ|sˆ|
|δ| E
∫
R
∫
O
|(Djr+δ −Djr)(Y N )(sˆ, ·, x)|2dxdrdsˆ
≤ 24N2‖∇F‖2∞e2Λτ
1
|µm+1|
( 1
|µm+1 + 4Λ| +
1
|µk − 4Λ|
)
sup
sˆ∈[0,τ)
e−2Λ|sˆ|
|δ|
∞∑
j=1
∫
R
E
∫
O
|(Djr+δ −Djr)(Y N )(sˆ, ·, x)|2dxdr <∞.
Analogously,
Q3 ≤ 24e2Λτ 1|µm|
(N2‖∇F‖2∞
|µm + 4Λ| +
N2‖∇F‖2∞
|µm − 4Λ|
)
· sup
sˆ∈[0,τ)
e−2Λ|sˆ|
|δ|
∞∑
j=1
∫
R
E
∫
O
|(Djr+δ −Djr)(Y N )(sˆ, ·, x)|2dxdr <∞.
Moreover by (3.8) we have
Q2 =
3e−2Λ|t|
|δ|
∞∑
j=m+1
∫ t−δ
−∞
E
∫
O
∣∣∣ ∫ r+δ
−∞
Djr+δΦNt−sˆ,sˆP jF (sˆ, Y N (sˆ, ·, x))dsˆ
−
∫ r
−∞
DjrΦNt−sˆ,sˆP jF (sˆ, Y N (sˆ, ·, x))dsˆ
∣∣∣2dxdr
≤ 3e
−2Λ|t|
|δ|
∞∑
j=1
∫ t−δ
−∞
E
∫
O
(∫ r+δ
r
‖Djr+δΦNt−sˆ,sˆP j‖|F j(sˆ, Y N (sˆ, ·, x))|dsˆ
)2
dxdr
≤ σ2j
12N2e−2Λ|t|
|δ|
∞∑
j=1
∫ t−δ
−∞
E
∫
O
(∫ r+δ
r
e
1
2
µj(t−sˆ)eΛ|sˆ||F j(sˆ, Y N (sˆ, ·, x))|dsˆ
)2
dxdr
≤ σ2j
24N2σ2j
|δ|
∞∑
j=1
∫ t−δ
−∞
E
∫
O
( ∫ r+δ
r
e(
1
2
µj−Λ)(t−sˆ)|F j(sˆ, Y N (sˆ, ·, x))|dsˆ
)2
dxdr
+σ2j
24N2
|δ|
∞∑
j=1
∫ t−δ
−∞
E
∫
O
( ∫ r+δ
r
e(
1
2
µj+Λ)(t−sˆ)|F j(sˆ, Y N (sˆ, ·, x))|dsˆ
)2
dxdr
≤ 24N
2σ2j
|δ|
∫ t−δ
−∞
E
∫
O
{∫ r+δ
r
e(
1
2
µm+1−Λ)(t−sˆ)dsˆ
∫ r+δ
r
e(
1
2
µm+1−Λ)(t−sˆ)
∞∑
j=1
|F j(sˆ, Y N (sˆ, ·, x))|2dsˆ
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+∫ r+δ
r
e(
1
2
µm+1+Λ)(t−sˆ)dsˆ
∫ r+δ
r
e(
1
2
µm+1+Λ)(t−sˆ)
∞∑
j=1
|F j(sˆ, Y N (sˆ, ·, x))|2dsˆ
}
dxdr
≤ 24N2σ2j ‖F‖2∞vol(O)
∫ t−δ
−∞
e(
1
2
µm+1−Λ)(t−δ−r)
∫ r+δ
−∞
e(
1
2
µm+1−Λ)(r+δ−sˆ)dsˆ
+24N2σ2j‖F‖2∞vol(O)
∫ t−δ
−∞
e(
1
2
µm+1+Λ)(t−δ−r)
∫ r+δ
−∞
e(
1
2
µm+1+Λ)(r+δ−sˆ)dsˆ
≤ 96N2σ2j ‖F‖2∞vol(O)
( 1
|µm+1 + 2Λ|2 +
1
|µm+1 − 2Λ|2
)
<∞.
Thus Kˆ1 <∞.
To consider Kˆ2 in (3.23), note that when r ≤ t ≤ r + δ, from (3.8) and (3.11) we have
Kˆ2 =
e−2Λ|t|
|δ|
∞∑
j=1
∫ t
t−δ
E
∫
O
|Djr+δMN (Y N )(t, ·, x) −DjrMN (Y N )(t, ·, x)|2dxdr
≤ 4e
−2Λ|t|
|δ|
∞∑
j=1
∫ t
t−δ
χ{j≥m+1}(j)E
∫
O
∣∣∣ ∫ r
−∞
DjrΦNt−sˆ,sˆP jF (sˆ, Y N (sˆ, ·, x))dsˆ
∣∣∣2dx
+
4e−2Λ|t|
|δ|
∞∑
j=1
∫ t
t−δ
χ{j≤m}(j)E
∫
O
∣∣∣ ∫ +∞
r+δ
Djr+δΦNt−sˆ,sˆP jF (sˆ, Y N (sˆ, ·))dsˆ
∣∣∣2dxdr
+
4e−2Λ|t|
|δ|
∞∑
j=1
∫ t
t−δ
E
∫
O
∣∣∣ ∫ t
−∞
∞∑
k=m+1
ΦNt−sˆ,sˆP
k∇F (sˆ, Y N (sˆ, ·, x))(Djr+δ −Djr)(Y N )(sˆ, ·, x)dsˆ
∣∣∣2dxdr
+
4e−2Λ|t|
|δ|
∞∑
j=1
∫ t
t−δ
E
∫
O
∣∣∣ ∫ +∞
t
m∑
k=1
ΦNt−sˆ,sˆP
k∇F (sˆ, Y N (sˆ, ·, x))(Djr+δ −Djr)(Y N )(sˆ, ·, x)dsˆ
∣∣∣2dxdr
=
7∑
i=4
Qi,
where
Q4 ≤ 4|δ|e
−2Λ|t|
∞∑
j=m+1
∫ t
t−δ
E
∫
O
(∫ r
−∞
‖DjrΦNt−sˆ,sˆP j‖|F j(sˆ, Y N (sˆ, ·, x))|dsˆ
)2
dxdr
≤ 16|δ|e
−2Λ|t|
∞∑
j=m+1
∫ t
t−δ
( ∫ t
−∞
e
1
2
µj(t−sˆ)eΛ|sˆ||F j(sˆ, Y N (sˆ, ·, x))|dsˆ
)2
dxdr
≤ 128σ2j ‖F‖2∞vol(O)
( 1
|µm+1 − 2Λ|2 +
1
|µm+1 + 2Λ|2
)
<∞.
and similarly,
Q5 ≤ 128σ2j ‖F‖2∞vol(O)
( 1
|µm − 2Λ|2 +
1
|µm + 2Λ|2
)
<∞.
Furthermore, we have by the similar calculations in Q1 and Q2,
Q6 ≤ e2Λτ 32N
2‖∇F‖2∞
|µm+1|
( 1
|µm+1 + 4Λ| +
1
|µm+1 − 4Λ|
)
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· sup
sˆ∈[0,τ)
e−2Λ|sˆ|
|δ|
∞∑
j=1
∫
R
E
∫
O
|(Djr+δ −Djr)(Y N )(sˆ, ·, x)|2dxdr <∞,
and
Q7 ≤ e2Λτ 32N
2‖∇F‖2∞
|µm|
( 1
|µm + 4Λ| +
1
|µm − 4Λ|
)
· sup
sˆ∈[0,τ)
e−2Λ|sˆ|
|δ|
∞∑
j=1
∫
R
E
∫
O
|(Djr+δ −Djr)(Y N )(sˆ, ·, x)|2dxdr <∞.
Thus we have that Kˆ2 <∞.
Finally to consider Kˆ3, note that when t ≤ r, (3.8) and (3.10) gives us
Kˆ3 =
e−2Λ|t|
|δ|
∞∑
j=1
∫ +∞
t
E
∫
O
|Djr+δMN (Y N )(t, ·, x) −DjrMN (Y N )(t, ·, x)|2dxdr
≤ 3e
−2Λ|t|
|δ|
∞∑
j=1
∫ +∞
t
E
∫
O
{∣∣∣ ∫ t
−∞
∞∑
k=m+1
ΦNt−sˆ,sˆP
k∇F (sˆ, Y N (sˆ, ·, x))(Djr+δ −Djr)(Y N )(sˆ, ·, x)dsˆ
∣∣∣2
+χ{j≤m}(j)
∣∣∣ ∫ +∞
r+δ
Djr+δΦNt−sˆ,sˆP jF (sˆ, Y N (sˆ, ·, x))dsˆ −
∫ +∞
r
DjrΦNt−sˆ,sˆP jF (sˆ, Y N (sˆ, ·, x))dsˆ
∣∣∣2
+
∣∣∣ ∫ +∞
t
m∑
k=1
ΦNt−sˆ,sˆP
k∇F (sˆ, Y N (sˆ, ·, x))(Djr+δ −Djr)(Y N )(sˆ, ·, x)dsˆ
∣∣∣2}dxdr
=
10∑
i=8
Qi,
Now it is easy to write down the following estimations,
Q8 ≤ e2Λτ 24N
2‖∇F‖2∞
|µm+1|
( 1
|µm+1 + 4Λ| +
1
|µm+1 − 4Λ|
)
· sup
sˆ∈[0,τ)
e−2Λ|sˆ|
|δ|
∞∑
j=1
∫
R
E
∫
O
|(Djr+δ −Djr)(Y N )(sˆ, ·, x)|2dxdr <∞,
and
Q10 ≤ e2Λτ 24N
2‖∇F‖2∞
|µm|
( 1
|µm + 4Λ| +
1
|µm − 4Λ|
)
· sup
sˆ∈[0,τ)
e−2Λ|sˆ|
|δ|
∞∑
j=1
∫
R
E
∫
O
|(Djr+δ −Djr)(Y N )(sˆ, ·, x)|2dxdr <∞.
Similarly to Q2,
Q9 ≤ 96N2σ2j‖F‖2∞vol(O)
( 1
|µm + 2Λ|2 +
1
|µm − 2Λ|2
)
<∞.
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In summary, we have shown that
sup
t∈(0,τ ]
e−2Λ|t|
|δ|
∞∑
j=1
∫
R
E
∫
O
|Djr+δMN (Y N )(t, ·, x) −DjrMN (Y N )(t, ·, x)|2dxdr <∞.
This leads to the conclusion that MN maps from CΛ,Nτ,ρ (R, L2(O,D1,2)) to itself.
Step 2: Now we are ready to conclude that that for each N ∈ N,MN (CΛ,Nτ,ρ (R, L2(O,D1,2))|(0,τ ]
is relatively compact in C((0, τ ], L2(Ω×O)) . This can be easily achieved by applying [11, Theorem
2.3] and results from Step 1.
of Theorem 3.5. From Lemma 3.9, we know thatMN (S)∣∣
(0,τ ]
is relatively compact in CΛτ ((0, τ ], L
2(Ω×
O)), where
S := CΛ,Nτ,ρ ((0, τ ], L
2(Ω,D1,2)) ∩ L∞Λ (R, L2(Ω,H1(O))),
i.e., for any sequence MN (Y Nn ) ∈ CΛ,Nτ,ρ (R, L2(O,D1,2)), there exists a subsequence, still denoted
by MN (Y Nn ), and V N ∈ C([0, τ), L2(Ω×O)) such that
sup
t∈(0,τ ]
E
∫
O
|MN (Y Nn )(t, ·, x) − V N (t, ·, x)|2dx→ 0 (3.24)
as n→∞.
Set for any t ∈ [mτ,mτ + τ),
V N (t, ω, x) = V N (t−mτ, θmτω, x).
Note that by definition
MN (Y Nn )(t, θmτω, x) =MN (Y Nn )(t+mτ,ω, x).
With (3.24) and the probability preserving of θ, we get
sup
t∈[mτ,mτ+τ)
e−2Λ|t|E
∫
O
|MN (Y Nn )(t, ·, x) − V N (t, ·, x)|2dx
= sup
t∈[0,τ)
e−2Λ|t−mτ |E
∫
O
|MN (Y Nn )(t+mτ, ·, x) − V N (t+mτ, ·, x)|2dx
≤ sup
t∈[0,τ)
E
∫
O
|MN (Y Nn )(t, θmτ ·, x)− V N (t, θmτ ·, x)|2dx
= sup
t∈[0,τ)
E
∫
O
|MN (Y Nn )(t, ·, x) − V N (t, ·, x)|2dx
→ 0,
Thus
sup
t∈R
e−2Λ|t|E
∫
O
|MN (Y Nn )(t, ·, x) − V N (t, ·, x)|2dx→ 0,
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as n→∞. Therefore MN (S) is relatively compact in CΛτ (R, L2(Ω ×O)).
According to the generalized Schauder’s fixed point argument Theorem 3.2, MN has a fixed
point in CΛτ (R, L
2(Ω × O)). That is to say there exists a solution Y N ∈ CΛτ (R, L2(Ω × O)) of
equation (2.25) such that for any t ∈ R, Y N (t+ τ, ω, x) = Y N (t, θτω, x).
Theorem 3.10. Let F : R × Rd → R be a continuous map, globally bounded and the Jacobian
∇F (t, ·) be globally bounded. Assume F (t, u) = F (t + τ, u) for some fixed τ > 0, and Condition
(L) and Condition (B) hold. There exists at least one B(R)⊗ F-measurable map Yˆ : R × Ω → Rd
satisfying Eqn. (2.24) and Yˆ (t+ τ, ω) = Yˆ (t, θτω) for any t ∈ R and ω ∈ Ω.
Proof. Now define a subset of Ω as
ΩN := {ω, CΛ(ω) < N} .
As the random variable CΛ(ω) is tempered from above, it is easy to get
P(ΩN)→ 1,
as N →∞. Note also ΩN is an increasing sequence of sets, thus ∪nΩN = Ωˆ and Ωˆ has full measure,
and is invariant with respect to θ. Then define
Ω∗N =
∞⋃
n=−∞
θ−1nτ ΩN ,
and Ω∗N is invariant with respect to θnτ for each n. Besides we have Ω
∗
N ⊂ Ω∗N+1, which leads to
⋃
N
Ω∗N =
⋃
N
∞⋃
n=−∞
θ−1nτ ΩN =
∞⋃
n=−∞
θ−1nτ
(⋃
N
ΩN
)
=
∞⋃
n=−∞
θ−1nτ Ωˆ =
∞⋃
n=−∞
Ωˆ = Ωˆ,
with P(Ωˆ) = 1.
Now we can define Y : Ωˆ× R→ L20(O), as a combinations of YN such that
Y := Y1χΩ∗1 + Y2χΩ∗2\Ω∗1 + · · · + YNχΩ∗N\Ω∗N−1 + · · · , (3.25)
and it is easy to see that Y is B(R)⊗F measurable and thus Y also satisfies the following property
Y (t+ τ, ω) = Y1(t+ τ, ω)χΩ∗1(ω) + Y2(t+ τ, ω)χΩ∗2\Ω∗1(ω) + · · ·+ YN (t+ τ, ω)χΩ∗N\Ω∗N−1(ω) + · · ·
= Y1(t, θτω)χΩ∗1(ω) + Y2(t, θτω)χΩ∗2\Ω∗1(ω) + · · · + YN (t, θτω)χΩ∗N\Ω∗N−1(ω) + · · ·
= Y1(t, θτω)χΩ∗1(θτω) + Y2(t, θτω)χΩ∗2\Ω∗1(θτω) + · · ·+ YN (t, θτω)χΩ∗N\Ω∗N−1(θτω) + · · ·
= Y (t, θτω).
Moreover Y is a fixed point of M.
We can easily extend Y to the whole Ω as P(Ωˆ) = 1, which is distinguishable with Y defined in
(4.4).
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4 Stochastic Allen-Cahn equation with periodic perturbation
In this section, we relax the boundedness condition on the nonlinear drift as an extension of
the results that we have developed in this paper. The equation considered in this section is the
stochastic Allen-Cahn equation with periodic forcing where only a weakly dissipative condition is
satisfied for the nonlinear term. We introduce a sequence of SPDEs with coefficients as the cut-off
of the coefficients in the original Allen-Cahn equation and apply Theorem 1.2 and Theorem 3.5 to
the truncated equation. Then we conclude the existence of random periodic solution to the original
SPDE through a localization argument.
Consider the following SPDE
{
du(t, x) = ∆u(t, x) dt+ F (t, u(t, x))dt +Bu(t, x)dW (t), t ≥ s
u(s) = ψ ∈ L2(O),
u(t)|∂O = 0.
(4.1)
where F (t, u) satisfies Condition (P) with period τ > 0, continuity in t and C1 in u, and a weakly
dissipative condition
uF (t, u) ≤ −Mu2 + L, (4.2)
for some constant positive constant M and L, O is a bounded open subset of Rd with smooth
boundary, B satisfies Condition (B), W (t) is a L2(O)-valued Brownian motion on a probability
space (Ω,F ,P) as in the previous sections. We assume that M > σ22 , where σ2 := maxi σ2i .
Proposition 4.1. Under the above conditions, SPDE (4.1) has a random periodic solution of period
τ .
Proof. For any N ∈ N, define FN to be a C1 function such that when u2 < 2N , FN (t, u) =
F (t, u), when u < −
√
2N + 1, FN (t, u) = F (t,−
√
2N + 1) and when u >
√
2N + 1, FN (t, u) =
F (t,
√
2N + 1). This can be seen from the partition of unity. It is easy to see that FN is bounded
with bounded derivative with respect to u. Then by Theorem 1.2 and Theorem 3.5, the cut-off
SPDE { du(t, x) = ∆u(t, x) dt+ FN (t, u(t, x)) dt +Bu(t, x)dW (t), t ≥ s
u(s) = ψ ∈ L2(O),
u(t)|∂O = 0,
has a random periodic solution Y N which satisfies the integral equation
Y N (t, ω) =
∫ t
−∞
Φ(t− s, θsω)FN (s, Y N (s, ω))ds. (4.3)
Now we prove that Y N is uniformly bounded in L2(O×Ω). Denote Y N,ir :=< Y Nr , φi >H. It is easy
to see that ∫
O
|Y Nr |2dx =
∫
O
|
∑
i
Y N,ir φi(x)|2dx =
∑
i
|Y N,ir |2.
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For any real value K, applying Itoˆ’s formula to eKr|Y Nr |2 and using the estimate (4.2), we have∫
O
E[eKt|Y Nt |2]dx
= E
∫
O
∫ t
−∞
[
KeKr|Y Nr |2 + 2Y Nr ∆Y Nr eKr + 2eKrY Nr FN (r, Y N (r, ω)) + eKr|
∞∑
i=1
σiY
N,i
r φi(x)|2
]
drdx
≤ E
∫
O
∫ t
−∞
eKr[K|Y Nr |2 + 2Y Nr ∆Y Nr + 2(−M |Y Nr |2 + L)]drdx+
∫ t
−∞
eKr
∞∑
i=1
σ2i |Y N,ir |2dr
≤ E
∫ t
−∞
∫
O
eKr
[
(K − 2M + σ2)|Y Nr |2 + 2L+ 2Y Nr ∆Y Nr
]
drdx
= E
∫ t
−∞
[
eKr · 2L+ 2eKrY Nr ∆Y Nr
]
dr,
by choosing K = 2M − σ2 > 0. Therefore,∫
O
E|Y Nt |2dx ≤
∫
O
∫ t
−∞
e−K(t−r)2Ldrdx+ E
∫ t
−∞
2e−K(t−r)
∫
O
Y Nr ∆Y
N
r dxdr
=
2L
K
m(O) + E
∫ t
−∞
2e−K(t−r)(−
∫
O
|∇Y Nr |2dx)dr
≤ 2L
K
m(O)
:= M˜,
by using the integration by parts formula. To make the Lebesgue measure in O a probability
measure, let m(O) = 1 without losing any generality. Otherwise, we can always achieve this via
normalization. Note that the constant M˜ is independent of N . By Chebyshev’s inequality,
(P×m)(|Y N (t, x)|2 > 2n) ≤ 1
2n
E
∫
O
|Y Nt |2dx ≤
M˜
2n
.
As
∑∞
n=1
1
2n <∞, we can use Borel-Cantelli lemma to get
(P×m)
(
lim sup
n→∞
{|Y N (t, x)|2 > 2n}) = 0,
and therefore
(P×m)
(
lim inf
n→∞
{|Y N (t, x)|2 ≤ 2n}) = 1,
i.e.
(P×m)
( ∞⋃
n=1
⋂
k≥n
{|Y N (t, x)|2 ≤ 2n}) = 1.
This means for a.s. (ω, x), there exists an integer Nˆ(ω, x) such that |Y N (t, x)|2 ≤ 2Nˆ := c(ω, x).
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Now define a subset of Ω×O as
ΩˆN := {(ω, x) ∈ Ω×O : c(ω, x) < N} ,
It is easy to see that (P×m)(ΩˆN )→ 1, as N →∞. Note also that ΩˆN is an increasing sequence of
sets, thus ∪N ΩˆN =: Ωˆ and Ωˆ has full measure, and is invariant with respect to θ. Define
Ωˆ∗N =
∞⋃
n=−∞
θ−1nτ ΩˆN ,
then Ωˆ∗N is invariant with respect to θnτ for each n. Besides we have Ωˆ
∗
N ⊂ Ωˆ∗N+1, which leads to
⋃
N
Ωˆ∗N =
⋃
N
∞⋃
n=−∞
θ−1nτ ΩˆN =
∞⋃
n=−∞
Ωˆ = Ωˆ,
with (P×m)(Ωˆ) = 1. For any (ω, x) ∈ Ωˆ, there exists N ∈ N such that (ω, x) ∈ ΩˆN .
As (P×m)(Ωˆc) = 0, this will lead to
P((Ωˆc)x) = 0 and m((Ωˆ
c)ω) = 0,
where
(Ωˆc)x := {ω : (ω, x) ∈ Ωˆc}, (Ωˆc)ω := {x : (ω, x) ∈ Ωˆc}.
Otherwise, if
P((Ωˆc)x) > 0 or m((Ωˆ
c)ω) > 0,
then
(P×m)(Ωˆc) =
∫
D
P((Ωˆc)x)m(dx) > 0,
or
(P×m)(Ωˆc) =
∫
Ω
m((Ωˆc)ω)P(dω) > 0,
which is a contradiction. Therefore,
P((Ωˆ)x) = 1 and m((Ωˆ)ω) = 1.
Now we define
(ΩˆN )x = {ω : (ω, x) ∈ ΩˆN}.
Then first it is obvious that (ΩˆN )x ⊂ (ΩˆN+1)x. Moreover, if ω ∈ Ωˆx, so by definition, (ω, x) ∈ Ωˆ.
So there exists an integer N such that (ω, x) ∈ Ωˆ∗N . Thus ω ∈ (Ωˆ∗N )x. This means
(Ωˆ)x =
⋃
N
(Ωˆ∗N )x.
Now we can define Y : Ωˆ× R→ L2(O), as a combinations of Y N such that
Y (t, ω)(x) : = Y 1(t, ω)(x)χ(Ωˆ∗1)x
(ω) + Y 2(t, ω)(x)χ(Ωˆ∗2)x\(Ωˆ∗1)x
(ω) + · · ·
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+Y N (t, ω)(x)χ(Ωˆ∗
N
)x\(Ωˆ∗N−1)x
(ω) + · · · , (4.4)
and it is easy to see that Y is B((−∞, T )) ⊗ F measurable and thus Y also satisfies the following
property
Y (t+ τ, ω)
= Y 1(t+ τ, ω)χ(Ωˆ∗1)·
(ω) + Y 2(t+ τ, ω)χ(Ωˆ∗2)·\(Ωˆ∗1)·
(ω) + · · ·+ Y N (t+ τ, ω)χ(Ωˆ∗
N
)·\(Ωˆ∗N−1)·
(ω) + · · ·
= Y 1(t, θτω)χ(Ωˆ∗1)·
(ω) + Y 2(t, θτω)χ(Ωˆ∗2)·\(Ωˆ∗1)·
(ω) + · · ·+ Y N (t, θτω)χ(Ωˆ∗
N
)·\(Ωˆ∗N−1)·
(ω) + · · ·
= Y 1(t, θτω)χ(Ωˆ∗1)·
(θτω) + Y
2(t, θτω) χ(Ωˆ∗2)·\(Ωˆ∗1)·
(θτω) + · · ·+ Y N (t, θτω)χ(Ωˆ∗
N
)·\(Ωˆ∗N−1)·
(θτω) + · · ·
= Y (t, θτω).
We can extend Y to the whole Ω , i.e. for a.s. ω ∈ Ω,
Y (t, ω, x) = Y N (t, ω, x), (ω, x) ∈ Ω∗N \ Ω∗N−1
holds for a.s. x ∈ O. So for a.s. ω ∈ Ω, Y satisfies (4.3) for a.s. x ∈ O. This means Y is a weak
solution for a.s. ω ∈ Ω.
Example 4.2. SPDE (4.1) will become the stochastic Allen-Cahn equation with periodic perturba-
tion when we takie F (t, u) := u− u3 + sin t in (4.1). For this F , the weakly dissipative condition is
satisfied as for any M > 0,
uF (t, u) = u2 − u4 + u sin t
= (u2 − u4)I{u2−1>M} + (u2 − u4)I{u2−1≤M} + ǫu2 +
1
ǫ
sin2 t
≤ −Mu2 + (1 +M) + ǫu2 + 1
ǫ
= −M˜u2 + L,
where M˜ := M − ǫ and L := 1 +M + 1ǫ . We can always choose M to be big enough such that
M˜ > σ
2
2 . So by Proposition 4.1, we know that the the stochastic Allen-Cahn equation has a random
periodic solution of period 2π.
5 Appendix
Proof of Corollary 2.5. First note that
‖TtP k − P k‖2 = sup
‖v‖H=1
∫
O
|(TtP k − P k)v(x)|2dx = sup
‖v‖H=1
∫
O
|〈(eµkt − 1)φk(·), v(·)〉φk(x)|2dx
= sup
‖v‖H=1
(1− eµkt)2|vk(·)|2 < sup
‖v‖H=1
(1− eµkt)|vk(·)|2 < |µk||t|,
which immediately implies (2.20).
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To show (2.21), let us check with the following SPDEs of Φt derived from (1.6),
{ dΦtP k = LΦtP kdt+B(ΦtP k) ◦ dW kt ,
Φ0P
k = P k.
It is easy to see that for t ≥ 0 and k ≥ m+ 1,
ΦtP
k = TtP
k +
∫ t
0
Tt−sB(ΦsP
k) ◦ dW ks .
Thus we have
E‖ΦtP k − TtP k‖2 = E
∥∥∥∫ t
0
Tt−hP
kBΦhP
k ◦ dWh
∥∥∥2
= σ2kE
∫
O
∣∣∣ ∫ t
0
Tt−hP
kΦhP
k(φk)(x) ◦ dW kh
∣∣∣2dx
Note that the relation between Stratonovich integral and Itoˆ integral, i.e.,
TtP
k
∫ t
0
T−hP
kΦhP
k(φk)(x) ◦ dW kh
=TtP
k
∫ t
0
T−hP
kΦhP
k(φk)(x)dW
k
h +
1
2
TtP
k
∫ t
0
(T−hP
k)2ΦhP
k(φk)(x)dh,
which leads to the following estimates
σ2kE
∫
O
∣∣∣ ∫ t
0
Tt−hP
kΦhP
k(φk)(x) ◦ dW kh
∣∣∣2dx
≤ 2σ2k‖TtP k‖2
( ∫
O
∫ t
0
‖T−hP k‖2E|ΦhP k(φk)(x)|2dhdx+
∫
O
E
∣∣∣ ∫ t
0
‖T−hP k‖2|ΦhP k(φk)(x)|dh
∣∣∣2dx)
≤ Cmax{1, e2σ2k |t|}σ2k(|t|+ |t|2).
Here we used the following estimate
E|ΦhP k(φk)(x)|2 ≤ Ee2µkh+2σkW kh |(φk)(x)|2 ≤ e2µkh+2σ2kh|(φk)(x)|2.
Thus we prove (2.21) for the case t ≥ 0 and k ≥ m+ 1. The case for t < 0 and 1 ≤ k ≤ m can be
derived analogously.
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