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Maximizing visual effect is a major problem in real-time animation. One work was 
proposed on real-time hair animation based on 2D representation and texture mapping 
[Koh00, Koh01]. Due to its 2D nature, it lacks of the volumetric effect as the real hair. 
This thesis presents a technique to solve the problem. The hair is still modeled in 2D 
strip. However, each visible strip is warped into U-shape for rendering after 
tessellation. Alpha and texture mappings are then applied to the polygon meshes of the 
U-shape. Note that the U-shape is not explicitly stored in the data structure. Because of 
the U-shape technique, we also adapt the collision detection and response mechanism 
in the former method. There are collisions between hair strips and other objects, e.g. 
scalp and shoulder, and the self-collisions of hair. Finally, a hair modeling function 
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In this chapter, we give a brief background about the problems arising in hair modeling 
and animation. Following this, we present the objective of the work. Finally, we 




Hair modeling and animation have been a challenging problem for years. This is 
mainly because of the unique characteristics of human hair. 
 
On average human being has 100,000 to 150,000 hair strands on his head. Practically 
in order to obtain a sufficiently good animation, it is necessary to use about 20,000 hair 
strands for a high quality 3D head model. Around 20 segments or more will be used 
for each hair strand to make it look smooth. This gives us about 400,000 line segments 
in the entire hairstyle. Comparatively, a high quality 3D human head uses only about 
10,000 polygons and a body with clothing requires another 10,000 to 40,000 polygons. 
Consequently, hair will potentially consume a large potion of computation resource in 
human animation, despite being only a small part on a virtual character. 
 
Nevertheless, the large count of individual hair strands gives us even more problem. 
Having thousands of individual hair strands in a single hairstyle, it is very tedious to 
specify these hair strands one by one. Therefore an automatic process is necessary to 
release people from this job. 
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Moreover, in order to model the dynamics of hair motion correctly, collision detection 
and collision response during hair movement must be considered as well. Due to the 
large quantity of individual hair strands, precisely calculating and resolving the 
collision is almost impossible in practice. Some sort of approximate calculation for 
collision detection and collision response is therefore necessary. 
 
Another problem is the small scale of an individual hair strand as compared to a single 
image pixel. To cater for this, special rendering techniques are needed. In order to 
produce visually realistic animation, it is important for these techniques to take the 
complex interaction of hair, lighting and shadows into account. These are again 
computation intensive problems. 
 
Different techniques have been proposed to tackle these problems. Instead of modeling 
hair individually, there have been works using trigonal prism based approach [Wata92, 
Chen99]. Plante et al [Plan01] proposed a wisp model to approximate interactions 
inside long hair. Unfortunately, these techniques are not suitable for real-time hair 
animation. Recently, Koh and Huang [Koh00, Koh01] proposed a strip based approach 
that animates in real-time. But because of the 2D strip used, it is unable to produce the 
volumetric effect as real human hair. 
 
All these motivated the work to be described in this thesis, which is to propose an 





Our research is on the methods of hair modeling and animation. In the proposed 
method, the goal is to achieve a real time rendering speed with a good visual quality.  
 
In the previous work by Koh and Huang [Koh00, Koh01], a method based on 2D strip 
has achieved real-time hair animation. However, the visual effect was not good enough. 
In particular, it was unable to produce animation with volumetric effect as natural 
human hair. The proposed method will solve this problem. 
 
For hair modeling, designing new hairstyle from scratch is a tedious job. People need 
to specify individual hair stands, which come in thousands, and define the relationship 
among them. To release user from tedious work of designing hairstyles, the hair 
modeling function in our method should provide a way to easily specify them. In 
addition to that, different hairstyles must be designed interactively using the same 
technique. 
 
Nevertheless, to achieve real-time animation, overall performance of the framework is 
also important. At the same time, to ensure physical plausibility, some sort of physical 
model needs to be used to simulate the dynamics of hair model and collision must be 
handled as well. 
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1.3 Thesis Outline 
 
Chapter 2 briefly reviews the related existing work in the area of hair modeling and 
animation. 
 
Chapter 3 introduces the idea of improving visual effect. A method using U-shape hair 
strips is proposed.  
 
Chapter 4 illustrates the underlying Physics model that is used to simulate the 
dynamics of hair. 
 
Chapter 5 discusses collision detection and response implemented in our method. 
 
Chapter 6 shows how a hairstyle is modeled in the framework. 
 
Chapter 7 concludes the thesis with brief discussions on future work. 
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2. Previous Works 
 
There are basically four problems to solve in order to produce realistic animated 
synthetic actors with hair: hair modeling and creation, hair motion, hair rendering, and 
collision detection and response [Dald93]. 
 
The modeling of hair specifies the geometry, distribution, shape and direction of each 
of the hundreds of thousands of individual hair strands. Various methods have been 
used to model human hair. Earlier work models individual hair strands as connected 
line segments [Anjy92, Dald93]. There is also work using trigonal prism based 
approach [Wata92, Chen99]. Plante et al [Plan01] proposed a wisp model for 
simulating interactions inside long hair. In a trigonal prism based approach, hair 
strands are clustered into wisps. Each wisp volume consists of a skeleton and a 
deformable envelope. The skeleton captures the global motion of a wisp, while the 
envelope models the local radial deformation. However, there is a lack of coherence in 
motion among nearby wisps. 
 
Recently, Koh and Huang presented a novel approach that explicitly models hair as a 
set of 2D strips [Koh01]. Hair strands are grouped into 2D strips. Texture mapping is 
used to increase the visual effect. The framework is capable of producing a real-time 
hair animation. However it lacks of volumetric visual effect. Later in this chapter, this 
framework will be described in detail. There are still a number of other approaches like 
the ones using volumetric visualization techniques and 3D textures [Neyr98, Kong99] 
and the lately proposal of modeling dense dynamic hair as continuum by using a fluid 
model for lateral hair movement [Hada01]. However, they are not real-time. 
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As all motions are governed by laws of Physics, and almost all hair animation work is 
based on some sort of physical model [Terz88]. Daldegan et al [Dald93] and 
Rosenblum et al [Rose91] used a mass-spring-hinge model to control the position and 
orientation of hair strand. Anjyo et al [Anjy92] modeled hair with a simplified 
cantilever beam and used one-dimensional projective differential equation of angular 
momentum to animate hair. Recently, Lee et al [Lee00] developed on Anjyo’s work to 
add some details to model hairstyles. 
 
An integrated system for modeling, animating and rendering hair is described in 
[Dald93]. It uses an interactive module called HairStyler [Thal93] to model the hair 
segments that represents the hairstyle. Hair motion is simulated using simple 
differential equations of one-dimensional angular moments as described in [Anjy92]. 
Collision detection is performed efficiently with a cylindrical representation of the 
head and body [Kuri93]. Detected collisions between hair strands and the body will 
respond according to the reaction constraint method [Plat88]. However, due to the 
complexity of the underlying geometric model of hair, the simulation of the hair 
dynamics as well as collision detection and response could not be done in real-time 
even after taking huge liberties with approximating the Physics model for animating 
hair. In recent work of Chang et al [Chan02], a sparse hair model with a few hundred 
strands is used. Each strand from the sparse model serves as the guide hair for a whole 
cluster. Once an animation sequence is generated, additional hairs are interpolated to 
produce a dense model for final rendering. 
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Now let us take a closer look at the work done by Koh and Huang [Koh00, Koh01] 
that is most relevant to our work. To reduce the large number of geometric objects to 
be handled, hair strip (Figure 2.1) is used to represent a group of hair strands. It is in 
the shape of thin flat patch, which is modeled geometrically by NURBS surface.  
 
  
A) One hair strip B) All hair strips overlaying on the scalp 
Figure 2.1. Hair modeling in strips from [Koh00] 
 
For rendering, the NURBS representation is tessellated into polygon mesh using Oslo 
algorithm [Bohm80]. Finally, texture maps of hair images are applied on each surface 
patch. The alpha map defines transparency and creates an illusion of complex 
geometry to the otherwise “rectangular” surfaces and adds to the final realism (Figure 
2.2). 
 
The Physics model used is similar to the one proposed by Anjyo [Anjy92] and later 
extended by Kurihara [Kuri93]. Hair strand is modeled as connected line segments and 
polar coordinate system is used to solve the differential equations. 
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Collisions between hair strips and external objects are detected and handled explicitly. 
Collisions in-between hair strips are avoided. 
 
  
A) Texture map B) Alpha map C) Resultant map 
  
 
D) Collection of hair strips E) With texture and alpha maps applied 
Figure 2.2. The strip-based hair model with texture and alpha maps from [Koh01] 
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3. U-Shape Hair Strip 
 
In this chapter, we describe the framework in detail. We are going to propose a method 
to enforce the volume effect for the simple strip based model. In subsection 3.1, details 
of the U-Shape hair strip are to be discussed. Then, in subsection 3.2, the overall 
structure of the implementation is to be addressed. And finally, results will be 
presented in subsection 3.3. 
  
3.1 U-Shape Hair Strip 
 
Using only the basic 2D hair strip, the resulting hair model looks not volumetric. 
Planting multiple layers of hair strips onto the scalp can of course solve this problem. 
However with the presence of more hair strips, more computation power is needed to 
animate these additional layers of hair strips, difficult to be real-time. 
 
In order to enforce the volumetric effect without introducing additional hair strips, U-
shape hair strips are used in the framework. The idea is to project the surface meshes 
of a strip onto the scalp and insert 2 additional surface meshes by connecting the 
original vertices and the projected vertices (Figure 3.1B). In order to enhance the 
visual effect, texture and alpha maps are applied to both the original and the projected 
polygon meshes (Figure 3.1D). 
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A) Tessellated polygon meshes B) Polygon meshes with projection 
  
C) Tessellated polygon meshes  
with texture 
D) Polygon meshes  
with projection and texture 
Figure 3.1. Illustration of U-shape polygon meshes 
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The boundary of the scalp is approximated using several spheres. Initially, a point in 
the scalp is used as the projection center. Vertices of the polygon meshes are connected 
with the projection center. The intersection of the connected lines and the boundary 
spheres are taken as the projections of the vertices on the scalp. By connecting the 
original vertices and the corresponding projections, the projected polygon meshes are 
retrieved (Figure 3.2). 
 
Figure 3.2. Demonstration of projecting polygon mesh onto scalp for deriving U-
shape meshes 
 
However, we found that using a point as the projection center could cause problems. It 
is possible that two neighboring polygon meshes do not fully cover the scalp between 
them. Figure 3.3A is the cross section view demonstrating the problem. Consequently, 




A) Neighboring polygon meshes do not 
fully cover the scalp 
B) Neighboring projections  
overlap each other 
 
Figure 3.3. Use a sphere as projection center instead of a point to solve 
the problem that two neighboring polygon meshes do not fully cover 
the scalp between them 
 
To overcome this problem, we are going to use a small sphere as the projection center 
instead (Figure 3.3B). By using a sphere as the projection center, there will be some 
overlapping between the projections of neighboring polygon meshes. 
 
Once the projected polygon meshes are created, it may be necessary to modify them a 
bit when one of the following undesired characteristics occurs: 
 
• The projection on the scalp is too far away from the original vertex. 
 
When animating long human hair, the tail of the hair strands would be quite far away 
from the scalp (Figure 3.4A). If the whole area were used for texture and alpha 




A) Tail of the hair strip is too far away 
from its projection 
B) Modified hair strip projection 
 
 
C) The shaded part on the left is the 
reverse volume 
D) Modified hair strip projection 
handling reverse volume 
 
Figure 3.4. The undesired characteristics and their solutions 
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• By connecting the projection and the original vertex, reverse volume appears. 
 
When projecting the hair strips, the projected polygon meshes are expected to be on 
one side of the hair strips that face the scalp. However, as hair swings in the wind, it is 
possible that the projected polygon meshes or part of them appear on the other side. 
They are so called reverse volume (Figure 3.4C). It is obvious that this will give us 
problem during rendering as the hair strip is twisted. 
 
When either of these two undesired characteristics appears, it is necessary to modify 
the projected polygon meshes. The approach that we use is described below. 
 
Suppose 'A  is the projection of vertex A  and it carries either of the undesired 
characteristics. 'A  is then modified so that it carries the following three properties 
(Figure 3.4B, Figure 3.4D). 
 
1. Vector 'AA  is perpendicular to the polygon that A  belongs to. 
2. CAA =' , where C is a preset constant. 





An object-oriented paradigm is adopted for the implementation of the proposed 
framework by using Java™ SDK standard edition version 1.3.0_01 and Java3D™ 1.3 
OpenGL version. Figure 3.5 below is an overview of the scene-graph structure of the 
proposed framework for hair modeling. 
 
Figure 3.5 Overview scene-graph structure of the proposed framework 
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On top of the scene-graph is a Virtual Universe, which contains all the objects. A 
Locale is attached to the Virtual Universe to get a viewpoint of it. A BranchGroup 
node is a container for other nodes, such as TransformGroups, Behaviors, Lights, and 
Shapes etc. A Behavior node manipulates the interactions between users and the scene-
graph. A TransformGroup node provides matrix transformation to all its children. A 
Shape node represents an object in the scene. The form of the object is defined by 
Geometry and Appearance, which are leaf nodes.  
 
The position, orientation and scale of the Shapes are controlled by modifying the 
transform matrix of their parent TransformGroups. 
 
Keyboard and mouse interruptions from users are parsed via the Behavior nodes, 
which in turn change the transform matrix of corresponding TransformGroup to rotate, 
scale or move the objects. 
 
Shadowing and lighting effects are achieved by the Light nodes. 
 
The Head BranchGroup contains a baldhead, onto which hair strips are to be planted. 
 
The Hair BranchGroup holds the list of hair strip objects. Each hair strip object stores 
the information about its geometry coordinates, which is generated from its NURBS 
control points, in the Geometry node. To improve visual effect, texture and alpha 
mappings are applied and stored in the Appearance of the hair strip objects. 
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The calculation of the projected polygon meshes 
 
Once the NURBS control points are tessellated into polygon meshes, each of these 
polygon meshes is to be projected onto the scalp to form two projected polygon 
meshes. The boundary of the scalp is approximated by a group of spheres. A smaller 
sphere is placed in the middle of the boundary as the projection center. Let us call this 
sphere S for simplicity in the following context. 
 
Figure 3.6A shows an example of a tessellated polygon meshes. Horizontally adjacent 
vertices of the polygon meshes are grouped into pair. For each pair of vertices, they are 
connected to the center of S (Figure 3.6B). A point is located on S for each vertex in 
the vertex pair. Let us take Figure 3.6C as an example to describe the property of these 
newly located points. A  and B  is the vertex pair; and 'A  is the newly located point. 
A  is set to be the origin of the local coordinate system. The x-axis points the same 
direction as vector AO . The y-axis is then set to be ( ) AOAOAB ×× . The z-axis is set 
to be pointing the same direction as AOAB × . The point 'A  carries the following three 
properties: 
 
• 'A  is a point in the plane x-y. 
• The line that connects A  and 'A  is tangential to S, and line 'AA  touches S 
exactly at 'A  
• The angle between AB  and AO  is smaller than the one between AB  and 'AA . 
 




A) A tessellated polygon mesh B) Vertices connected to center of S 
 
C) A local coordinate system is used  
Figure 3.6 The calculation of the projected polygon meshes 
 
Now we are ready to find the projection of the vertices on the scalp. The algorithm is 




A : A vertex on the tessellated polygon mesh 
'A : The point on S found by the up-described procedure 
Let AX = , 'AY =  and ∆  be a preset threshold 
While ∆>XY  
 Let Z  be the middle point of X  and Y  
 If Z  is inside the boundary of the scalp 
  ZY =   
 Else 
  ZX =  
End 
X  is output as the projection of A  
 
 
We now proceed to handle the undesired characteristics. 
 
The first undesired characteristic could be easily detected by calculating the distance 
between each vertex and its projection. The second undesired characteristic, the 
reverse volume, could be detected as follows. 
 
Let us take an example as in Figure 3.7. If the projection of a vertex, say A  in Figure 
3.7, could cause reverse volume, the angle between 'AA  and ACAB ×  would be 
greater than 90 degree. A similar approach can be used for vertices at other positions. 
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Figure 3.7. The detection of reverse volume 
 
If any of the undesired characteristics is detected for a vertex, its projection on the 
scalp is to be modified as follows. 
 
We will use Figure 3.7 again for easier illustration. Suppose A  carries one of the 
undesired characteristics. The vector ABAC ×  is calculated and its length is scaled to 
a predetermined constant. Name this vector V . Let O  be the origin of the universal 









Figure 3.8 Comparing the Visual Improvement of U-shape Strip 


















Figure 3.9 A hairstyle with 52 hair strips 
 




In this chapter, we are going to further extend the framework so that real-time 
animation of hairstyle with proper collision detection, respond and avoidance is 
enabled. 
 
In order to produce a realistic hair animation, the movement of the animated hair 
should be smooth and physically plausible. Additionally, the interaction between hair 
and external objects (human body) as well as the interaction between neighboring hairs 
should be handled properly. Therefore, some sort of collision detection and respond 
mechanism must be enforced. As for inter-hair interaction, techniques like collision 
detection and avoidance, and collision avoidance are all used. 
 
Our major goal is to devise a physically based model that works with the hair modeling 
technique presented in the previous chapter. Since we are using a strip-based modeling 
technique, the objects to be modeled are substantially less than those of an explicit 
modeling technique. For an acceptable strip-based model, there are about 50 hair strips 
presented in a hairstyle. While for an explicit model, 20,000 individual hair strands 
need to be used to produce a nice hairstyle. Therefore, the processing power is reduced 
substantially. Together with hardware accelerators that are widely available today, 
real-time physically based hair animation can be achieved. 
 
 
Our model is based on one-dimensional angular moments proposed by [Anjy92], 
which is later extended in [Plat88]. The animation of hair is an event-triggered 
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procedure in which wind, gravity as well as head motion are considered. Additional 
springs are inserted between strip and scalp, and neighboring strips. Springs between 
strip and scalp are used to keep certain thickness of the hairstyle. And springs between 
neighboring strips are used for collision avoidance. Collision between hair strip and 
external objects, head and shoulder for example, are detected using ellipsoid 





4.1 Overview of the animation framework 
 
Below is the overview of the proposed animation framework: 
 
Wait for an event to trigger (wind, head movement, etc) the animation. 
For each time step. 
Tessellate each hair strip. 
For each individual hair strip. 
For each vertex in the hair strip. 
Compute force 1F  due to gravity. 
Compute force 2F  due to head movement. 
Compute force 3F  due to wind. 
Compute force 4F  due to springs between neighboring hair strips. 
Compute force 5F  due to springs between hair strip and scalp. 
Compute 54321 FFFFFFexternal ++++= . 
Break externalF  into two components externalFθ  and externalFφ . 
Compute externalMθ  and externalM φ  from externalFθ  and externalFφ . 
Compute springMθ  and springM φ . 
Compute θM  and φM . 
Compute the new position. 
Collision detection, and respond if necessary. 
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4.2 The physically based model 
 
In the one-dimensional angular moment model, hair strands are modeled as connected 
line segments. So as to make this model applicable to our framework, the NURBS 
representation of the hair strip must be transformed into a suitable form. The method 
that is adopted is to tessellate the NURBS into polygon meshes as shown in Figure 
4.1A. Those horizontal line segments (Figure 4.1B) can be removed. What is left now 




A) Full view of tessellated hair strips B) Vertical lines only 




Figure 4.2. Modeling a hair strand as connected line segments 
 
 
Figure 4.3. Polar coordinate system for a hair strand 
 
Let us now consider a hair strand as shown in Figure 4.2. Assume that the hair strand is 
not stretchable, which means the length of each line segment does not vary. Then the 
shape of a hair strand can be represented by the angles between segments. Taking the 
polar coordinate system as shown in Figure 4.3, the behavior of the zenith angle iθ  and 
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the azimuth iφ  of segment iS  are observed. The variables ( )tiφ  and ( )tiθ  with the time 































where iI  is the moment of inertia of the segment iS , iγ  is the damping coefficient, 
θM  and φM  are the torque according to θ  and φ  component respectively. 
 
The torque θM  and φM  applied to the segment iS  are derived from the hinge effect 
springMθ  and springM φ  between two segments, and external moment externalMθ  and 



























where θk  and φk  are spring constants, and oθ  and oφ  are the initial angles. 
 












where u  is half of the length of the iS , v  is half-length of the segment that is the 
projection of iS  onto the φ  plane. θF  and φF  are the θ  and φ  components of external 
force F  respectively. 
 
The external force F  is defined as 
( ) ( )5dfagdF ++= ρ  
where g  is the acceleration due to gravity, a  is the acceleration due to the movement 
of the head itself, and f  is the density of the applied force, such as wind and external 
spring forces. 
 
In the numerical simulation, equation (1) is discretized as 
( ) ( )






































The calculation starts with the segments 1S , and the new angles of subsequent 





Figure 4.4 shows four snapshots of an animation sequence under the wind force. It 






Figure 4.4 Four Snapshots of an Animation Sequence 
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5. Collision Detection and Response 
 
In order to generate naturalistic hair animation, collision between hair and external 
objects as well as collision between neighboring hair strips must be considered and 
handled. 
 
5.1 Handling of collision between hair strips and external objects 
 
The goal is to have a quick and robust method to detect and respond to the penetration 
of hair strips with external objects. There are basically two kinds of collision. One is 
the collision of a vertex against external objects. The other is the collision of the line 
connecting two vertices against external object. Note that it is not necessary that any of 
the two vertices collide with external object when the line connecting them does 
collide. 
 
A set of spheres is used to approximate the boundary of external objects, mainly head 
to accelerate collision detection. Since we are using spheres instead of ellipsoids, 
detecting the collision of a vertex against external object can be simply achieved by 
calculating the distances between that vertex and the centers of the spheres and 
comparing them with the radiuses of the spheres. To detect the collision between the 
line connecting two vertices and external object, the method on the next page is used. 
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For each vertex except the top most one 
For each sphere that approximate the boundary of external objects 
Calculate the distance between the center of the sphere and the line 
connecting this vertex with the previous vertex. 




If a vertex intersects external objects, the reaction constraint method [Plat88] is applied 
to prevent the vertex or the line from penetrating external objects. Let inputF  be the 
applied force to the vertex P  colliding external objects. Then the unconstrained 
component of inputF  is 
( ) ( )7NNFFF inputinputnedunconstrai •−=  
where N  is the normal vector at point T  that is the nearest point on the surface of the 
sphere to the colliding vertex P . 
 
The constrained force to avoid the collision is 
( ) ( )8NNcVkPTF dconstraine •+−=  
where V  is the velocity of point P , k  is the strength of the constraint and c  is the 
damping coefficient. 
 
The output force that is applied to point P  is a summation of nedunconstraiF  and dconstraineF . 
( )9dconstrainenedunconstraioutput FFF +=  
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Using (7) and (8), (9) can be rewritten as 
( ) ( ) ( )10NNcVkPTNNFFF inputinputoutput •+−•−=  
 
However, when collision of the second type is detected (collision between a line and 
external objects), this method cannot be applied directly. What we do is to choose a 
point on the line that is inside external object. The input force inputF  of that point is 
interpolated using the input forces on the two ending vertices. Then the above method 




5.2 Inter hair collision avoidance 
 
To prevent the collision between neighboring hair strips, springs are inserted to the 
hair model. There are three different kind of springs used 
 
1. Spring connecting the vertices of neighboring hair strips. 
2. Spring connecting a vertex with the projection of a vertex on the neighboring 
hair strip. 
3. Spring connecting a vertex with the projection of itself. 
 
The first two kinds are used for collision avoidance, while the last one is used for 
keeping certain thickness of hair strips. Each vertex in our model has a spring of type 
one connected to it. But spring of type two is not. Only when a vertex is close enough 
to its neighbor or the projection of it, there will be a type-two spring inserted between 
that vertex and the projection of its neighbor. These springs are inserted because it is 
not desirable to see a hair strip penetrate into the projection polygon mesh of its 
neighbor. 
 
For a vertex P  that is connected to one or more springs 
( )11∑ ×−=
S
SSP xkF  





Figure 5.1 shows the effectiveness of the inter hair collision handling mechanism. By 
enabling inter strip springs, different animation effect can be achieved. Figure 5.1(a) is 
the initial position of the hair. Figure 5.1(b) and Figure 5.1(c) show the different effect 
achieved with inter hair collision detection of hair strips enabled (Figure 5.1(b)) and 
disabled (Figure 5.1(c)) respectively. Figure 5.1(d) is the rest position of the hair. With 
wired frame, Figure 5.2 shows a clearer view of the inter hair collision happening in 









Figure 5.1 Inter Hair Collision 
 
 
(a) Inter hair collision handling enabled (b) Inter hair collision handling disabled 
Figure 5.2 Inter Hair Collision in Wired Frame 
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The whole framework is implemented using Java3D 1.3.1 and JDK 1.4.0 on Windows 
XP professional edition version 5.1 with service pack 1. The hardware configuration is 
dual Xeon processors at 2.8G, 2G RAM, and a 3DLabs Wildcat III 6110 graphics card. 
Experiments have been conducted on this machine to evaluate the performance of our 
proposed framework. The result is shown in Table 5.1. It showed that real-time has 
been achieved. Normally about 50 hair strips are enough for a typical hairstyle model. 
 








Table 5.1 Frame Rate 
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6. Hair Modeling 
 
It is a tedious job to design a new hairstyle from scratch, since a hairstyle consists of 
tens of hair strips and each of these hair strips is made up of tens of vertices. For 
example, the sample hairstyle used in this thesis has 46 hair strips and each hair strip is 
made up of 10 vertices, which gives us a total of 460 vertices. It would be a disaster if 
we have to specify these vertices manually. 
 
To release hair designers from this burden, a hair modeling process is developed in our 
framework consisting of two steps: interactive and automatic steps. 
 
6.1 Interactive step 
 
Given a scalp model, the designer specifies a few "control hair" of the same number of 
control points (Figure 6.1). These control hairs are used to define the overall 
appearance of the hairstyle. Notice that these control hairs must have exactly the same 
number of control points. 
 
In our implementation, the user starts the design of a new hairstyle by typing the total 
number of control hairs and the number of control points on each of them (Figure 
6.2.a). Then the user can specify the coordinate of the control points in each control 
hair (Figure 6.2.b). If the user is not satisfied with the position of some of the control 
points, he can simply select that control point and edit the coordinate of it at any time. 
By manipulating the control points, the system can easily generate new hairstyle from 








(a) A new hairstyle (b) Add in control hair 




6.2 Automatic step 
 
In automatic step, the control points of different control hairs are first connected 
horizontally. These horizontally connected control points are treated as NURBS 
control points and they are tessellated using Oslo algorithm [Bohm80]. Then these 
tessellated points are connected vertically and used as NURBS control points to be 
tessellated again vertically. Two neighboring sequences of these tessellated points are 
connected to form a hair strip. A hairstyle result is shown in Figure 6.3. This can be 
done at a user specified levels of detail. Finally, in order to improve the visual effect, 










The hair modeling is easy and intuitive such that we can either derive a hairstyle from 
an existing one or design a brand new hairstyle very fast. Figure 6.4 shows an example 















(a) Original Long Hairstyle (b) Derived Short Hairstyle 
  
(c) Original Long Hairstyle with Texture (d) Derived Short Hairstyle with Texture 







More examples of different hairstyle are shown in Figure 6.5. 
 
   
   
   





Hair modeling and animation is an important area in computer animation. This thesis 
presented a framework that is suitable for hair modeling and real-time hair animation. 
In this framework, 2D strips are used to model a hairstyle and each of them represents 
a group of hair strands. There are typically less than 100 hair strips in a single hairstyle. 
This greatly reduces the animation cost. To produce a better visual effect, U-shape hair 
strips are generated and rendered from the visible 2D hair strips. In this way, it 
enforces the volumetric effect of natural human hair. Texture and alpha mappings, 
which are supported by hardware accelerator, are applied to both the polygon meshes 
and those projected polygon meshes. 
 
The physics model used for simulating the dynamics of hair animation is based on one-
dimensional angular moments. Springs are inserted between neighboring hair strips 
and between scalp and hair strips to provide a realistic animation. A model of collision 
detection, response and avoidance is also specified. Collision of hair strips against 
scalp and collision between neighboring hair strips are carefully handled. 
 
We have implemented the framework and conducted experiment study. As the testing 
result demonstrates, the real time hair animation framework is capable of producing 
visually attractive results in a physically plausible manner. 
 
This framework is applicable to areas that need real-time animation, such as 3D games, 
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