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Abstract 
Massey, W.S., Sufficient conditions for a local homeomorphism to be injective, Topology and its 
Applications 47 (1992) 133-148. 
Let U be an open connected subset of R” whose closure, I!?, is compact and whose boundary, 
8 (/, has only finitely many components. Assume f: 0 + R ’ is a continuous map such that f 1 U 
is a local homeomorphism (e.g. f 1 U has continuous partial derivatives and nonvanishing 
Jacobian). Under certain hypotheses on aCJ and f IaU, it is proved that f must map U homeo- 
morphically onto its image. 
Keywords: Local homeomorphism, domain in R”. 
AMS (MOS) Subj. Class.: 55M99, 55NO7, 57N99. 
1. Introduction 
Students in advanced calculus or elementary real analysis courses learn the 
“Inverse Function Theorem”: If U is an open subset of R”, and f: U + R” is a 
differentiable mapping of class C’, with everywhere nonzero Jacobian, then every 
point x E U has an open neighborhood N such that f maps N homeomorphically 
onto its image f(N), and f(N) is an open subset of R”. The purpose of this paper 
is to impose certain additional hypotheses on U andf, and show that these additional 
hypotheses imply that f is a homeomorphism of U onto f( U). 
Our conditions will take the following general form: we will assume that the 
closure of U, denoted by U, is compact, and that the boundary of U, denoted by 
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au, has only a finite number of components, and that from the point of view of 
homology theory each component of aU has some of the properties of a closed, 
orientable (n - 1)-dimensional manifold. In particular, our hypotheses will always 
be satisfied if each component of aU actually is a closed (n-1)-manifold. Our 
strongest additional assumption will be that f can be extended to a continuous map 
f: iJ+ R”, and that f (au satisfies certain hypotheses. The conclusion will be that 
S maps U homeomorphically onto f(U). 
The simplest case to handle is that where aU is connected. For example, if we 
assume that a U is a connected, closed, orientable (n - l)-manifold, and that f 1 a U 
is injective, then it follows that f maps U homeomorphically onto f( U). This result 
is a special case of either one of our main theorems. It is also a consequence of a 
theorem published by Meisters and Olech in 1963 (see [6]). 
The case where a U is not connected is more complicated and interesting. A simple 
example is given in Section 6 to show that it no longer suffices to assume that f 1 a U 
is injective, even in the case where U is a domain in the plane. 
Rather than working with differentiable maps having a nonvanishing Jacobian, 
we will find it more convenient to work with a topologically defined class of maps 
called “local homeomorphisms”. The definition of a local homeomorphism is framed 
so as to capture the most important properties of differentiable maps with nonzero 
Jacobians. 
For previous work on this and related topics by G. Darboux, S. Stoilow, G.T. 
Whyburn, P. Church and E. Hemmingsen, the reader is referred to the papers by 
Meisters and Olech [6] and L. McAuley [5]. 
2. Statements of the main theorems 
Let X and Y be topological spaces and f : X + Y a continuous map. We say that 
f is a local homeomorphism if every point x E X has an open neighborhood N such 
that f( N) is an open subset of Y, and f maps N homeomorphically onto f(N). As 
mentioned above, a differentiable map with everywhere nonzero Jacobian is a local 
homeomorphism. Other examples are covering spaces and the inclusion map of an 
open subset into the whole space. Also, any composition of local homeomorphisms 
is a local homeomorphism. 
In the statement of the hypotheses of our theorems, and in the course of their 
proofs we need to use homology and cohomology theory. In view of the fact that 
we will be dealing with rather arbitrary compact subsets of R”, which may not be 
locally connected, it is absolutely necessary to use the Tech-Alexander-Spanier 
type of cohomology theory, and its dual homology theory, which is often called 
“Steenrod homology theory”. The usual singular homology would not suffice, and 
the so-called Tech homology theory” is not a homology theory in the modern sense 
(the homology sequence of a compact pair need not be exact; see [2, p. 2651). The 
reader who is familiar with singular theory should have no trouble adjusting to the 
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homology and cohomology theory we use. A brief summary of the principal proper- 
ties of the Steenrod homology theory is given in Section 3. The notation Hy(X; G) 
will denote the q-dimensional Steenrod homology group of X with coefficient 
group G. 
As explained in the introduction, we will assume given a connected, open subset 
U of R” (n 2 2) such that I!? is compact and a continuous map f: U + R” such that 
fl U is a local homeomorphism. Before stating our theorems, we must explain the 
assumptions that we impose on the boundary, a7.J. 
First of all, we will assume that a U has only finitely many connected components, 
denoted by &,U, a, U, . . . , a,U, and that the Tech-Alexander-Spanier cohomology 
group H”-‘(c~~U; Z) is infinite cyclic for i = 0, 1, . . . , k. By the Alexander Duality 
Theorem, this condition is equivalent to the assumption that the complement of a,U 
in R” has exactly two components. 
Lemma 2.1. 7’he following three properties of a compact subset B of R” are equivalent: 
(1) The complement of B, R” -B, has two components, and every point of B is a 
boundary point of each of these components. 
(2) R” - B has two components, and if B, is any closed, proper subset of B, R” - B0 
is connected. 
(3) HnP’( B; E) is infinite cyclic and H”-’ ( BO; Z) = 0 for any closed proper subset 
B0 of B. 
(Note: The cohomology groups in condition (3) are tech-Alexander-Spanier 
cohomology. If singular cohomology were used, statement (3) would not be 
equivalent to (1) and (2), in general.) 
Proof. The equivalence of (1) and (2), which is an elementary exercise in point-set 
topology, is proved by Alexandroff [l, pp. 43-441. The equivalence of (2) and (3) 
is a direct consequence of the Alexander Duality Theorem. •i 
Following Alexandroff, we will call any compact subset B of R” which satisfies 
these conditions a regular boundary in R”. Any closed, connected (n - 1)-dimensional 
manifold imbedded in R” is a regular boundary in R”; indeed, this example may 
be thought of as the prototype of a regular boundary. The simplest example of a 
regular boundary which is not a manifold is the well-known subset of the plane R2 
which consists of the union of the following four subsets: 
y=sin(7r/x), O<xCl, 
y=-2, osxs 1, 
x = 0, -25ys1, 
x= 1, -2syso. 
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Lemma 2.2. Let B denote a compact subset of R” such that H”-‘(B; Z) is infinite 
cyclic. Then the Steenrod homology groups of B are as follows: Hr_,( B; Z) is infinite 
cyclic, andHy(B;Z)=Oforq>n-1. 
Proof. Observe that H4( B; Z) = 0 for q 2 n; this follows from the Alexander Duality 
Theorem, or from [4, Corollary 3.9, p. 631. One now completes the proof by using 
the universal coefficient theorem, which asserts that the following sequence is split 
exact for any Abelian group G and integer q (see [4, p. 1081): 
O+Ext[Hq+‘(B;Z),G]+H~(B; G)+Hom[H’(B;Z),G]-+O. 0 
We will now list systematically the hypotheses that are used in both of our theorems: 
(1) U and V are open, connected subsets of R” such that U and ii are compact. 
We always assume n S2. 
(2) The boundaries of U and V, d U and 8 V, each have k + 1 components, k 3 0, 
denoted by a,U, a, U, . . . , a,U and do V, a, V, . . . , akV respectively. 
(3) For i = 0, 1, . . . , k, HnP’(a,U; Z) is infinite cyclic. 
(4) For i = 0, 1, . . . , k, a,V is a regular boundary in R”. Also, the notation is 
chosen so that &V is the boundary component which separates V from the 
unbounded component of R” - c 
(5) f: iI?+ R” is a continuous map such that f ( U is a local homeomorphism. 
(6) f(aiU) c aiV for i = 0, 1,. . , k. 
Theorem 2.3. In addition to the hypotheses listed above, assume that f maps a, U onto 
a, V with degree kl, and that for 1 s i c k there is an open subset W, of U such that 
Wi 1 aiU and f( Wi) c i? Then f maps U homeomorphically onto V. 
Remark. Note that we do not assume that f( U) c V; this is one of the things which 
has to be proved. 
The hypotheses of the next theorem will require that f maps ajU into a,V with 
degree +l for 0~ i s k, assuming that the various boundary components of U and 
V are oriented “coherently” or “compatibly”. The assumptions about the existence 
of the open sets W, are omitted. To explain these new hypotheses precisely, assume 
that we have chosen generators (or “orientations”) for certain integral homology 
groups, as follows: 
uEHF(fl,aU), 
vEH?(V,aV), 
Ui E H:_,(a,u), 0~ is k, 
and 
vi E H:-,(a,V), OS is k. 
Each of these homology groups is infinite cyclic: for a,U and a,V, this follows from 
the hypotheses, while for (U, au) and (< a V) it is true because U and V are 
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connected, open subsets of R”. It is assumed that these generators have been chosen 
so that the following compatibility condition holds: 
(7) a*(u)= ; ui, a*(v)= ;: u,. 
i=O I-0 
Here we identify Hr-,(aU) with the direct sum Hz_,(a,U)O. . .@H~-,(dkU) and 
HF-.,(aV) with Hz_,(&V)O. . .CBHF-,(a,V). That such a choice of generators is 
always possible is a consequence of Lemma 3.3 in Section 3. 
Theorem 2.4. Assume that hypotheses (l)-(7) inclusive hold and thatf maps a,LJ into 
d,V such that f,( u,) = qv, for 0~ is k, where q is a nonzero integer. Then (U, f) is a 
covering space of V, and 191 is the number of sheets. 
Corollary 2.5. Zf q = +l in Theorem 2.4, then f maps U homeomorphically onto V. 
Corollary 2.6. Assume that U is a connected, open subset of R” with compact closure, 
whose boundary, a U, is connected and is a regular boundary in R”. Let f : if? + R” be 
a continuous map such that f / U IS a local homeomorphism and f 1 d U is injective. Then 
f maps U homeomorphically onto the subset f( U) c R”. 
To obtain Corollary 2.6 from either Theorem 2.3 or 2.4, let d V = f (a U) = R”, and 
let V denote the bounded component of the complement of aV. As mentioned in 
the introduction, Corollary 2.6 is a special case of [6, Theorem 11. 
3. Preliminaries to the proofs 
In general, if f: X + Y is a continuous map which is a local homeomorphism, it 
does not follows that (X, f) is a covering space of Y. One way to insure that (X, f) 
is a covering space of Y is to assume that f is a proper map, i.e., the inverse image 
of any compact set is compact. 
Lemma 3.1. Let X and Y be locally compact HausdorfSspaces which are connected 
and locally arcwise connected. Assume that f : X + Y is a proper continuous map which 
is a local homeomorphism. Then (X, f) is a covering space of Y. 
This is a known lemma. The reader who is not familiar with it is invited to prove 
it as an exercise. Clearly, the covering space (X, f) has only finitely many sheets. 
We will have frequent occasion to make use of the following obvious facts about 
proper maps: 
(1) Let X be a compact Hausdorff space and Y an arbitrary Hausdorff space. 
Then any continuous map f: X + Y is proper. 
(2) Let f: X + Y be a proper continuous map, B an arbitrary subset of Y, and 
A = f -l(B). Then the map f 1 A: A + B is also proper. 
As mentioned earlier, we will use the so-called Steenrod homology theory in our 
proofs. This homology theory, which was invented by Steenrod about 1940 (see 
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[8]), is described (using modern terminology) in [2, Chapter 10, Section 71 or [3, 
Chapter 41 (although it is not called “Steenrod homology theory” in either of these 
references). This homology theory is defined on the category whose objects consist 
of all pairs (X, A) such that X is a locally compact Hausdorff space and A is a 
closed subset and whose maps f: (X, A) -$ ( Y, B) are continuous, proper maps of 
pairs. It has the rather nice property that for any pair (X, A) (in the above category), 
there is a natural isomorphism H,(X, A) = Hq(X -A). Thus one can write the exact 
homology sequence of the pair (X, A) in the following form: 
. . .,H~(&+ H:(X) --% Hy(X-A)2 H:-‘_,(A) -+... . 
More generally, for any open subset U of the space X, a homomorphism p : Hy( X) + 
HT( U) is defined. Thus we obtain what Eilenberg and Steenrod call a “single space 
homology theory”. 
If X is a locally finite, finite dimensional, infinite CW-complex, then the Steenrod 
homology group H:(X) may be computed using “infinite chains” (this fact is the 
reason for the notation H:(X)). It should be pointed out that even for a compact 
Hausdorff space X, the Steenrod homology group of X may differ from the classical 
Tech homology groups. To be more precise, the Steenrod group of a compact 
Hausdorff space differs from the Tech group by a lim’ term. However, the Steenrod 
homology theory satisfies all the Eilenberg-Steenrod axioms, so it coincides with 
all the standard homology theories on finite CW-complexes. 
In our proofs, we need to make use of some of the basic properties of the Steenrod 
homology groups of a manifold. If M is a connected, orientable n-manifold, then 
Hz(M; Z) is infinite cyclic. This statement is true without any assumption about 
M being compact, paracompact, or triangulable. Choosing an orientation for M is 
equivalent to choosing a generator of this group. If M is triangulable, then such a 
generator is represented by a cycle which is the sum of all the n-simplexes of the 
triangulation appropriately oriented. 
If ZJ is a connected, nonempty, open subset of M, then the homomorphism 
p : Hz(M) -+ Hp( U) is an isomorphism. Thus a choice of orientation for U deter- 
mines an orientation of M and vice versa. 
Let M and N be connected, oriented n-dimensional manifolds and f: M + N a 
local homeomorphism. We will define the local index off at a point x E M as follows. 
Choose a connected, open neighborhood U of x such that f 1 U is a homeomorphism 
of U onto the open set V = f ( U). The chosen orientations of M and N determine 
orientations u and u of U and V respectively. Since f 1 U is a homeomorphism, the 
induced homomorphism (f 1 U), : H?( U) + H?( V) is an isomorphism. Therefore 
(f 1 U),(u) = E * v, where E = f 1. The integer E is the local index off at x. An easy 
argument using the connectivity of M shows that the local index is the same at 
every point of M. 
If f: M + N is a proper map, then we define the degree off using the induced 
homomorphism f, : HF( M) + HF( N) and the chosen orientations in the usual way. 
If f is both a local homeomorphism and a proper map, then (M, f) is a covering 
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space of N by Lemma 3.1. In this case the following plausible relation holds: The 
degree off is equal to the product of the local index and number of sheets of the covering 
space. This relations may be proved as follows. Let V be an open n-dimensional 
disc contained in N which is small enough so the following statement is true: f -‘( V) 
is the disjoint union of open discs U,, U,, . . . , U,, each of which is mapped 
homeomorphically onto V by J: Here k is the number of sheets. We then obtain 
the following commutative diagram: 
HZ(M) PI H;(f _‘V) 
I 
r* 
I 
.1’ 
We also know that Hz( f -’ V) = Hz( U,)O HF( U,) 0 * * ~0 Hz( U,). We now 
“chase” a generator of H:(M) which represents the orientation of M both ways 
around this diagram and compare the results. 
Lemma 3.2. Let U be an open, connected subset of R” with chosen orientation u E 
Hz( U; Z). Let B be a compact subset of U such that H”-‘(B; Z) is infinite cyclic. 
Assume that U - B has two components denoted by U, and U2. The orientation u 
gives rise to orientations u, and u2 of U, and U2 respectively. Then 
%*(u,) = -a,*(u,), 
where a,, and a2* are the boundary operators in the exact homology sequences of the 
pairs (U, u B, B) and (U2 u B, B) respectively. 
Proof. Consider the following commutative diagram: 
The result now follows from the hexagonal lemma [2, p. 381. 0 
Lemma 3.3. Let V be an open, connected subset of the n-sphere S” whose boundary, 
aV, has q components, 8, V, . . , a,V, such that Hnp’(aiV; Z) is infinite cyclic for 
i=l,..., q. Let v be a generator of HF( V); then 
a*(v)=v,+v2+~~~+v, 
where 8 *: Hy( V) + H:_,(J V) is the boundary operator of the pair (V, aV), and vi is 
a generator of the infinite cyclic group H:-,(a,V; Z). 
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Proof. Consider the following commutative diagram: 
Here di* is the boundary operator of the pair (Vu ail’, d(V). In view of the fact that 
the homomorphisms pi : ffTpl(d V) + H~_,(d,V) for i = 1,2,. . . , q determine the 
direct sum decomposition of HF_,(a V), it suffices to prove that di.+ is an isomorphism. 
To do this, we will use the preceding lemma. 
Since IT”-‘(diV; Z) . IS infinite cyclic, S” -d,V has two components. One of these 
components contains V; let X, denote the other component. Let 
u= VUdiVUXi, 
B =a,v. 
Then we may apply Lemma 3.2 with CJ, = V and U, = Xi. Note that diVu Xi is a 
closed subset of S”, and that the complement of d,Vu Xi is connected. Hence by 
Alexander duality, H’(8,Vu X,; Z) = 0 for r = n - 1 and r = n. Now consider the 
exact homology sequence of the pair (a,Vu Xi, 8iV); it follows that a,: Hz(X,) + 
HFpP_,(diV) is an isomorphism. By Lemma 3.2, 
ai* 1 Hz(V) + Hz__l(diV) 
is also an isomorphism. •i 
4. Proof of the theorems 
Since the two theorems have hypotheses (l)-(6) in common, there are several 
preliminary steps we can take which only use these common hypotheses and which 
are needed in both theorems. 
For i = 1,2,. . . , k, let Xi denote the component of R” - v which is bounded by 
ail’, and let 
D= vuX,uX,u.. .uX,. 
Then D is a compact subset of R” whose boundary is &, V; D is obtained from v 
by “filling in the holes”. We assert that hypotheses (l)-(6) imply that 
To prove this assertion, let X0 denote the complement of D in R”. Consider the set 
f( 0) n X0. On the one hand, this is a closed, proper subset of X0, since f( u) is 
compact. On the other hand, it is an open subset of X0: for, if f(x) E X0, then x 
cannot belong to a U, hence x E U. This implies the existence of an open neighborhood 
N of x such that f(N) is an open neighborhood of f(x). Since X0 is connected, 
we must have X0 nf( 0) = 0. Therefore f( I?) c D as asserted. 
A similar argument shows that f(u) n Xi =f( U) n Xi is either empty, or else 
equal to Xi for 1 G is k. In the course of proving either Theorem 2.3 or 2.4 we will 
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have to show that f( ii) n Xi = 0 for i > 0. Similarly, one can show that f( a) n V = 
f(U) n V is either empty, or equal to V. But if f( L?) n V were empty, then S( 0) 
would be disconnected, which is a contradiction. Hence Vcf( U). 
Let U,, =f-‘( V) and U, =fP’(Xi) for i = 1,2,. . . , k. These are open subsets of 
U, and the maps U,+ V and U, + Xi are proper local homeomorphisms. Hence 
(U,, f 1 U,) is a covering space of V and ( Ui, f 1 U,) is a covering space of Xi if U, 
is nonempty. Let do > 0 denote the number of sheets of the covering space ( U,, , f 1 U,) 
and if U, is nonempty, let d, denote the number of sheets of the covering space 
C”i,fl U) for 1 4 is k, If U, = 0, set di = 0. 
By hypothesis (6), aiU cf-‘(a V,). For 1 s i S k, let 
Bi =f-‘(a,V) n U. 
Then Bi is a closed subset of U, which may be empty. Obviously,fP’(aV,) = a,U u B, 
for lsi<k. 
We assert that every point of Bj is a boundary point of both U, and U,. To prove 
this assertion, let x E B,; then f(x) E a,V Since x E U, there exists an open neighbor- 
hood N of x in U such that f(N) is an open neighborhood of f(x) in R”, and f 
maps N homeomorphically onto f(N). In view of the hypotheses assumed about 
a,V (hypothesis (4)), f(N) n V and f(N) nXi must both be nonempty. Hence 
N n U, and N n U, are both nonempty. Since N can be an arbitrarily small 
neighborhood of x, the assertion is proved. 
We can draw a couple of corollaries from this assertion. First of all, for any i > 0, 
if U, is empty, then B, is empty also. Secondly, if U,, U,, . . . , U, are all empty, 
thenB,=B,=...= Bk = 0, and U, = U. Then ( U, f) is a covering space of V with 
do sheets. 
Using these preliminaries, we will now prove Theorem 2.3. Let W, =f-‘( Vu 8, V). 
Then W, is an open subset of 0, do U c Wo, andf(W,)c c Thus for Ocisk we 
have guaranteed the existence of an open subset W, of i? such that a, U c W, and 
f( Wi) c v Without loss of generality, we can assume that Wi c U ua,U, since 
U u ~3, U is obviously an open subset of a 
Lemma4.1. Fori=O,l,..., k,fm’(aV)n W,nU=0. 
Proof. Assume the statement of the lemma is false. Let x if-‘(a V) n W, n U. Then 
x E W, n U, and f(x) E a V. Since x E U, there exists an open neighborhood N of x 
such that f maps N homeomorphically onto the open set f(N) = R”. Obviously, 
we may choose N small enough so that N c W, n U. Since N c W;, f(N) c e 
However, f(N) is an open neighborhood of x E aV. By the properties we have 
assumed for each component, a,V, of a V, it follows that f(N) must contain points 
of V and also points of R” - c This contradiction proves the lemma. 0 
Now let W= W,u W,u. . ’ u W,. Then W is an open subset of 0, a U c W, and 
f(W)c i? Hence U,n W=@ for 1 s is k, by the definitions, and B, n W = 0 for 
1 c is k, by the lemma we have just proved. Therefore B, and a,U are disjoint 
142 WS. Massey 
compact sets. Note that d U, = CY U u B, u B2 u * * . u Bk, and hence f defines a map 
of pairs, ( uO, a U,) + ( v, d V). Thus we have the following commutative diagram of 
integral homology groups: 
Hi3 V) -f%. Hz-,(aV) 
We will complete the proof by chasing a homology class which represents an 
orientation of U,, both ways around this diagram and comparing the results. 
Let u E Hz(U) be an orientation of U; define [U,,] E Hz( U,) by [U,,] = p(u). If 
U, is connected, then [U,] is an orientation of U,; if U, is disconnected, then [U,,] 
is a homology class which determines an orientation of each connected component 
of U,. Thus [U,] is an orientation of U, in this more general sense. Using this 
choice of an orientation of U,, we see that the local index off is the same at every 
point of U,, since the local homeomorphismS is actually defined over the connected 
set U. Since (U,,fl U) . o IS a do-sheeted covering space of V, 
f,[UJ=*do. ~1, 
where Y is a generator of HT( V). Also, by Lemma 3.3, a,(v) = vO+. . . + vk, where 
Vi is a generator of Hr_,(a,V) for 0~ in k. Therefore 
a*f*[U,]=~d,.(v,+...+u,). 
Next, we have to determine a!+[ U,,]. For that purpose, consider the following three 
pairs and the indicated inclusion maps: 
(r5,aU)+(&?Uu u*u...u u,)+(rS,,aU,). 
This gives rise to a commutative diagram involving the homology sequences of these 
three pairs. We are interested in the following part of this commutative diagram: 
H;(U) 
a; > K-_,(aU) 
ff3 uo) ----+ H;-,(dUu 0,~. . .U i&J 
f 
HZ’(W ” ’ H~WU”) 
The three homology groups in the right-hand column of this diagram decompose 
into direct sums, corresponding to the decomposition of the spaces involved into 
connected components. By Lemma 3.3, 
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where ui is a generator of HF_i(aiLJ) for 0~ i 5 k. As mentioned above, 
aU,=a,Uu.. -udkUu B,u, . .u Bk. 
Using this diagram, we see that 
where bi E HT_,( B;) for 1 G is k. From this we conclude that 
(fIdou)*a~[u,]=~uo+n,u,+. . .+n/J& 
where n,, n2,. . . , nk are certain integers whose value does not matter. In deriving 
this relation, we make use of the assumption that f maps d, U onto ~3, V with degree 
*l, and that f maps both aiU and Bi into 8,V for 1 G is k. If we compare the 
coefficients of Y, in the expressions for a.&[ U,] and (f [c~,U),C?!+[ U,], we see that 
we must have d, = 1; this means that f maps U, homeomorphically onto K Hence 
U, and V must have the same number of boundary components (see Lemma 4.2 
below). But the only way this can happen is for B,, BZ, . . . , Bk all to be empty. 
However, this implies that U,, U,, . . . , U, are also empty. For, if some of them 
were not empty, that would imply that f( U) was disconnected, which is false. Thus 
U, = U, and hence f maps U homeomorphically onto V, as was to be proved. 
It remains to state and prove Lemma 4.2. 
Lemma 4.2. Let Y be an open connected subset of S”, n > 1. Then the inclusion of the 
boundary of Y in the complement of Y established a l-l correspondence between the 
boundary components of Y and the components of the complement of Y. The number 
of such components is one greater than the (n - 1)th Betti number of Y. 
Remark. This lemma must be well known, but the only reference for it known to 
the author is [7, Theorem 14.5, p. 1241, which deals only with the case n = 2. The 
hypothesis that Y be connected is important; the lemma is false otherwise. One can 
prove this lemma using Freudenthal’s theory of ends. We prefer to give the following 
proof. 
Proof. The inclusion map of pairs ( Y, d Y) + (S”, S” - Y) gives rise to the following 
commutative diagram involving the tech-Alexander-Spanier cohomology (with 
compact supports) sequences: 
O-HO(Y) T1 > H”(Y) IT > HO(3Y) a1 > H’(Y) iI > H’(Y) 
(3) 
o- HO(Y) 72 > HO(S”) ‘; f H”(S”- Y) ST l H'(Y) T2 f H’(S”) 
Obviously, arrows (1) and (4) are isomorphisms, and arrow (2) is an isomorphism 
because Y is connected. Since H’(S”) = 0, r2 and or are both zero, and 6, and SZ 
144 W.S. Massey 
are both surjective. It readily follows that arrow (3) is also an isomorphism. Now 
recall that if X is any compact Hausdorff space, the Tech-Alexander-Spanier 
cohomology group H”(X; Z) may be interpreted as the group of all continuous 
functions X + Z, where Z has the discrete topology. Since arrow (3) is an isomorph- 
ism, it follows easily that the inclusion C? Y = S” - Y sets up a l- 1 correspondence 
between components, as desired. The last sentence in the statement of the lemma 
follows from the Alexander Duality Theorem. This completes the proof of the 
lemma. 0 
We will now prove Theorem 
consider f as a map of compact 
f:(U,aU)+(D,aV). 
2.4. In view of the fact that f( I?) c 0, we may 
pairs, 
We will complete the proof of the theorem by an argument involving the following 
commutative diagram: 
As mentioned earlier, we are using Steenrod homology theory, which is a “single 
space” homology theory, so this diagram may be rewritten as follows: 
HZ( u -f-‘(a V)) (*I 
In view of the decompositions of U -f-‘(a V) and D -d V 
open sets, we have the following direct sum decompositions: 
H~(U-f~‘(dV))=H~(Uo)O...OH~(Uk), 
HY(D-av) = H?( V)OH;(X,)O* * *oH;(X,). 
as disjoint unions of 
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We will now complete the proof by “chasing” the generator u E HF( U, 8 U) = 
Hz(U) both ways around the diagram (*). On the one hand, 
d*(U)= i Ui 
i=o 
by hypothesis (7), and f*(Ui) = qui, also by hypothesis. Therefore 
To compute &p(u), let E denote the local index of the local homeomorphism 
f 1 U : U -+ R”. Here F = + 1, we use the chosen orientation u for U, and the orientation 
for R” is that determined by the chosen orientation u for V. It follows that the maps 
U, + V and U, + X, also have local index F. We can write 
P(u)= c wi, 
,=” 
where wi E Hz( Ui) for 0 c i s k; note that w, is an orientation for the open submani- 
fold U, of U. Also, 
f*(‘%) = e&u, 
f,(wi)=~d,xi, i=1,2 ,..., k, 
where xi E Hz(X,) is the orientation determined by the above-mentioned orientation 
of R”. Finally, we have 
d*(u)= c v, 
while 
a*(xi) = -zlj 
by Lemma 3.2. Putting all these equations together, we see that 
Now we compare the formulas for (f laU),a,(u) and 8.&p(u), making use of that 
fact that {Q,, v, , . . . , vk} is a basis for the free Abelian group Hz_,(aV). It is also 
necessary to remember that do > 0, E = *l, and d, 2 0 for i > 0. The only possible 
values for these coefficients are 
q=Edo, d,=O for i>O. 
Thus U,, U,, . . . , U, are empty, and U, = U is a covering space of V with do = 141 
sheets. This completes the proof of Theorem 2.4. 
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5. Examples and counterexamples 
Our first example is a map f: 0 + R2, where U is an annular domain in R2, such 
that f 1 U is a local homeomorphism, S maps aU homeomorphically onto the 
boundary dV of another annular region V in R2, yet f does not map U into V. 
Let f: R2+ R2 denote the differentiable map defined by the following equations: 
f (x, Y) = (u, ~1, where 
It is readily calculated that the set of points where the Jacobian off vanishes is the 
unit circle x2+y2 = 1. Let U denote the open annulus whose inner boundary is the 
u=x3-3(1-y2)x, 
v = y. 
ellipse 
‘ 
-+y2= 1 
(372)’ 
and whose outer boundary is the circle 
x2+y2=9. 
Then one can verify that f maps both boundary components of U injectively; their 
images are disjoint, simple closed curves in the (u, v)-plane, one inside the other. 
Moreover, the Jacobian off is nonzero at every point of U, so that the restriction 
off to U is a local homeomorphism. However, the image f( 0) is topologically a 
closed 2-dimensional disc. Thus f definitely does not map U homeomorphically 
onto f( U). 
The easiest way to verify these facts is to study the behavior off along a horizontal 
line y = constant. The behavior along such a line is described by a cubic polynomial 
which can be analyzed by the methods of elementary calculus. It is suggested that 
the reader make a diagram showing the set 0, its image f(o), and the relation 
between l? and its image. 
Such an analysis will also reveal what goes wrong in this example, and why the 
additional hypotheses are required in Theorems 2.3 and 2.4. 
The reader undoubtedly noticed that the hypotheses imposed on each boundary 
component diU of the domain off were weaker than the hypotheses imposed on 
each diV. (These are hypotheses (3) and (4).) The following examples show the need 
for these stronger hypotheses on d,V for 0 G is k. 
Let U denote the open unit disc {(x, y) E R’I x2+y2 < l}; then 0 is the closed 
unit disc, and dU is a circle. Let V denote the proper subset of the unit disc U 
such that the complement, U - V, consists of the points (x, 0) with is x < 1. Thus 
v = 0, the closed unit disc, but a V is the union of the unit circle, a U, and the segment 
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Then dV satisfies hypothesis (3), but does not satisfy hypothesis (4), i.e., dV is not 
a regular boundary in R2. Let f: U+ R2 be the inclusion map. Then all the other 
hypotheses of both Theorems 2.3 and 2.4 hold, but obviouslyf does not even map 
U into V 
One may also ask why it is necessary to mention the open set V in the statement 
of Theorems 2.3 and 2.4. After all, the hypotheses on the given mapf can be stated 
without ever referring to V itself. Perhaps the following example will answer this 
question. Let U be an open, connected subset of R’ such that U is compact and 
a U consists of three simple closed curves. Let f: U + R’ be a continuous map such 
that fl U is a local homeomorphism, and f maps aU homeomorphically on three 
concentric circles which are nested, one inside the other. Such maps actually exist; 
one can modify the example at the beginning of this section by removing a small 
closed disc from the annular domain called U in that example. It is clear that there 
is no possibility off mapping U homeomorphically in such an example. The open 
set V in the hypothesis rules out an example such as this. 
Finally, we call the readers attention to the fact that in neither Theorem 2.3 nor 
Theorem 2.4 it was necessary to assume that f 1 d U was injective. The important 
thing seems to be the degree with which f maps the components of a.!J onto the 
components of a V. For a simple example where f 1~3 U is not injective, yet f maps 
U homeomorphically onto V, consider a map of a 2-dimensional disc onto itself 
obtained by shrinking an arc on the boundary to a point (for an explicit example, 
see [3, pp. 79-801). 
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