Let equation be a domain in R" and let m e N be given. We study the initial-boundary value problem for the ~( t , X, Dirnu(t, x), fi:atu(t, x), a:u(t, x)) =f(t, X) with a homogeneous Dirichlet boundary condition; here u is a scalar function, 6 : u := (~u),,,,, and certain restrictions are made on F guaranteeing that energy estimates are possible. We prove the existence of a value of T > 0 such that a unique classical solution u exists on [0, T ] x R. Furthermore, we show that T + a, if the data tend to zero.
Introduction
Let R be a domain in R" and let m e N be given. For every sufficiently smooth function u defined on [0, T ] x i2 we set g u ( t , X ) := (fi:"u(t, x), O:a,u(t, x), a:u(t, x)).
In this paper we study for a scalar function u the mixed problem where ( . , . ) and 11 . I( denote the inner product and the norm in L2(R), and k"(n)
denotes the closure of C;(C2) in the mth Sobolev space Hm(R). We mention that (1.6) holds in the case in = 1 if only F is supposed to be real valued. For details compare section 2 and especially Assumption 2.1.
We prove the existence of a T > 0 such that (1. 
1). For functions UEV! we understand (1.2) in the sense that u ( t ) = u(t, .)E iim(n) for t E LO, T I .
(
1.8)
We require that the solution u of (1.1)-(1.3) satisfies for a given M > 0, since the properties of du and Bu mentioned above will only be supposed if u satisfies (1.9). In order to guarantee (1.9) we have to assume that the data (and F) are suitable.
Definition 1.1. Let u0~C2"'(fi), u '~C ' " ( f i ) and f e C ( [ O , T ] x f i ) .
We say that (uo, u ' , f ) E 9 i f and only if there exists a u2 E C(fi) such that F(0, x, fi:'"uo(x), DFu'(x), u 2 ( x ) ) = f ( O , x ) in R, (1.10) sup(lfi:"u0(x)l + (fi,"u'(x)( + l u 2 ( x ) l ) i i M .
x r R Now we can formulate the main theorem of this paper: (1.13) Remark (1) The regularity conditions made on uo and u1 are necessary conditions for a solution u to be in %?$, as will be shown in section 3. Therefore, we can continue the solution u for t > T' by Theorem 1.1 as long as sup IQu(t, x)l < 4M. If Assumption 2.1 is satisfied for every M > 0, then we can continue the solution until a blow-up occurs.
Remark (2) In addition to Theorem 1.1 we prove that X € i i T' 2 O(log1ogN-') as N 1 0 (1.14)
(compare section 7).
Remark (3)
If problem (1.1)-(1.3) is quasilinear as in example 2 at the end of the section 2, it suffices to suppose that k 2 k, 1 in Theorem 1.1. This can be shown by a modification of the proof of Lemma 6.1.
In the case m = 1, k 2 [n/2] + 8, Theorem 1.1 has already been proved by Shibatah and Tsutsumi [7] . In addition to generalization of their result to higher values of m we give a simpler proof, which makes possible the estimate (1.14).
The proof of Theorem 1.1 is based on the following idea: let u E %?$? be a solution of (1.1)-(1.3). Differentiating (1.1) with respect to t we obtain (1.5). We set u := a,u and conclude that (1.15)
a : u ( t ) + d , ( t ) o ( t ) + ~@~(t)a,u(t) = gu(t) for te[O, TI,

U ( t ) € P I " ' ( Q )
for t E [0, TI, This method could also be applied to hyperbolic systems and to hyperbolic equations with non-linear boundary conditions. In a conference in March 1990 the author learned that H. Koch [ 5 ] uses the same idea to study equations of second order (m = 1) with non-linear boundary conditions.
The author is thankful to Prof. Leis for giving him the opportunity of staying one and a half year in the stimulating atmosphere of his group. This paper was partially supported by the Deutsche Forschungsgemeinschaft (SFB 256).
Notation and assumptions
By R we denote a domain in R" having a smooth boundary aR E C such that aR is bounded (or empty) or such that R has the form = R"' x nl (2.1) with bounded nl c R"-"'. The set Cg(R) consists of all the infinitely many differentiable functions having compact support in R. Futhermore In order to pose the assumptions to be made on F, we set p := ( p o , pl, p2) with po = (&): J a J < 2m), p1 = (p\#): 1/ 31 < m) and pg), p$#), pz E @. This notation means that in the case p = 9 u ( t , x) we have pg) = a:u(t, x), pifi) = a$a,u(t, x) and p2 = a:u(t, x). 
The compatibility condition
Let (uo, u 1 , f ) s 9 be given and let UE%; with k 2 [n/2m] + 3 be a solution of 
( 3 4
In order to formulate the compatibility condition, we note that aju(0) = uj for j = 0, 1,2, where u2 is given by (uo, u l , f )~f and (1.10) and (1.1 1); the fact that a,"u(O) = u2 will be proved by Lemma 3.1 below. We express aju(0) forj 2 3 in terms of uo, ul, u2 and$ Differentiating (1.1) with respect to t we obtain (1.10) and (l.ll), and ui is dejned by (3.4) for j 2 3. Now we show that the solution u2 of (1.10) and (1.11) is unique. Lemma 3.1. Assume that uo E C2"'(fi), u1 E Cm(@ f ( 0 )~ C(a) and that F satisjes Assumption 2.1 for some k 2 2. Let x E be j x e d . I f y E 4 2 solves Proof: This proof is the same as a proof in [7] . Let y,, y , E C be two solutions of (3.5) and (3.6). Then it holds that
Since M ( 0 , x, p ) / a p , > 0, this implies that y , = y,.
Our considerations yield the following lemma. 
Then there exists a positive number c = c(R, k ) such that
Proof: At first we prove (3.8) f o r j = 2. We set
(1.10) we conclude that
for some Oe(0, 1). Note that (aF/ap,) ( t , x, p ) 2 d , > 0 by Assumption 2.1. Hence we obtain from (3.9) and (3.10) that
This implies that
(3.12)
We differentiate (1.10) with respect to xi and divide the result by aF/ap2. This yields for X E R , i = 1,. . . , n. It follows by induction that From this (3.8) for j = 3, . . . , k follows by induction.
the compatibility condition of order k.
We conclude this section by proving the existence of data (uo, u ' , f ) E 9 satisfying 
where B is defined by (3.9) and dl is given by Assumption 2.1. Then it holds that (uo, u 1 , f ) e , 9 and u j~C f -j ) " ' ( Q ) c k"'(f2) for j = 2, . . . , k -1. In particular, (uo, ul, f ) satisjies the compatibility condition of order k.
Proof. Let S := { x E R: there exists a y = y ( x ) E C such that (3.5) and (3.6) hold}. By the implicit function theorem it follows that S is an open subset of R with respect to the usual metric on R c R". In fact, if x E S, then (aF/ap2) (0, x, p) 2 d, > 0 and the implicit function theorem implies the existence of a neighbourhood U of x and a solution Y E C ( U ) of (3.5). By (3.11) and (3.17) we obtain that l o f m u O ( x ) l + l@'u'(x)l+ ly(x)l < 4 M on U . Hence we have U c S. Moreover, we obtain that y € C ( S ) , since the solution y of (3.5) and (3.6) is unique by Lemma 3.1 and since for every x E S there exists such a neighbourhood U with y E C ( U ) .
On the other hand, since Y E C(S), it follows from the continuity assumptions made on F, uo, u1 andf that S is a closed subset of R. Thus S = R and Y E C(R). Since S' c S,
we have y~c~( R ) .
Setting u2 := y we obtain (uo, ul,f)eY. Using (3.13) and (3.15) we conclude that U~E C$-j)'"(R) for j = 2, . . . , k. Hence Lemma 3.4 is proved.
The existence of the fixed point of 0
In this section we study the mapping @, which is defined by (1.17) and (1.15). First we prove the following Lemma. In a first step we show that u satisfies (1.9) for sufficiently small T,.
By Sobolev's lemma we obtain for ( t , x ) E [0, TI 3 x fi that igu(t, x ) -w o , X ) i = ia,aJ(ot, x)it G c1 iiiuiii;,T,t G clRT,. 
Hence (ul, u2, 9 . ) satisfies the natural compatibility condition for problem (1.15) of order k -1. From (2.9) and Lemma A.l we obtain 17) and (4.4) .
In the next step we prove @ [ u ]~d ( R , Tl). We suppose that Tl < 1, TL< 1/R. By dj ( j = 1, 2 1)-(1.3) . In addition to this it follows from Lemma A.7 that uEVk,.
On the other hand, every solution U E W ; of (1. 1)-(1.3) k and i k such that (1. I)-( 1.3) has a classical Proof of Lemma 5.1. We prove that for U E C( [0, TI, Hkzm(Q)) that the following holds: The gap between Lemma 5.2 and Theorem 1.1 will be bridged by the following lemma. I f u~% ; -' is a solution of(1.1)-(1.3) , then U E V~, .
Before proving Lemma 6.1 we consider Theorem 1.1. Let k 2 k, and let all the assumptions of Theorem 1.1 be satisfied. Lemma 5.2 gives us the existence of a T' > 0 such that (1.1)-(1.3) 
Note that ah(t) = aa(t,. , Q u ( t ) ) for lor1 = 2m, so that d ( t ) is a family of uniformly elliptic operators. Furthermore, bb(t) = b,(t, . , g u ( t ) ) for IBI 2 1. Hence (2.14) holds with B J t ) being replaced by # ( t ) . From Lemma A.l and Corollary A. 3 we obtain that h ~%?'k,-~ and that the coefficients a:(t) have a representation (6.10)
The same holds for bb(t), g,(t), a,b,(t,. , Q u ( t ) ) . We prove the existence of a solution WE^^-' of (6.11) by the method of successive approximation (compare [3] ). Let w~E % ' ! + -~ with aiwo(0) = u J + 2 for j = 0,. . . We apply Theorem 1.1 of [6] to problem (6.12) and obtain u j + , E %$-3. Hence (6.13) implies wj+ E g k -2 .
Note that a;wj(0) = uV+* ( v = 0,. . . , k -2) for every j~ N. We consider the differences uj+ -uj, w j + -wj. The following relations hold r e + .ew + 9 3~4 1 Applying the energy estimate of Theorem 1.1 in [6] to (6.14) we obtain that
with c3 > 0 depending on T. With (6.15) it follows that with c4 := c3 T. By induction we obtain from (6.16) that (6.17)
for t E [0, TI. This implies that { wj} converges in Y)-'. We denote the limit by w.
Since uj = a,wj, the sequence { u j } converges in %\-3 to a,w. Hence it follows from (6.12) and (6.13) that WE@%-' is a solution of (6.11).
It remains to be shown that w = a: u. Let w('), w(')E %?)-3 be two solutions of (6.1 1).
Then (6.14) and (6.15) hold with wj -wj-1, uj+ -uj and wj+ -wj being replaced by
respectively. The same argument that leads to (6.17) gives us for everyjE N. It follows that w(') = w('). This proves a:u = WE@)-^.
We rewrite (1.15) as &,,(t)a,u(t) = g , ( t ) -a:u(t) -Bu(t)a:u(t).
(6.18)
Differentiation with respect to t yields .e.(t)a:u(t) = a,g,(t) -a;'u(t) -g u ( t ) a : u ( t ) -raZ&.(t)iafu(t) -~~, ,~t ) i a :~( t ) .
(6.19)
Taking into account that u E%;-', a;u E@$-' we conclude that the right-hand side of
(6.19) is an element of C([O, TI, H(k-4)m(R)). The elliptic regularity theory (compare [6]) yields a:uEC([O, TI, H(k-Z)m(f2)).
Hence we have a,2uE%'$-2.
In the same way we conclude from (6.18) that a,u~%';--' and therefore UEG?; . Finally, it follows by Lemma A.7 that u E Gf\.
7.
The existence interval for small data In this section we study solutions UE%$ (k 2 k,) of(l.1)-(1.3) .7), (l.lS), (2.3) and (2.5) ). 
Proof of
It holds that
IIat)II G czlu(t)l, for tECO, TI, 
In the next step we prove In order to prove the second part of Lemma A.l we note that lG(t, X, 9~1 ( t , x)) -G(t, X, 9u2(t, x))l < clgu,(t, X) -%(t, x)l (( t , x) E [0, T ] x fi) and therefore ~~G ( c , -9 9 u 1 ( c ) ) -
G ( t , *~ 9uz(t)ll < cIul(t)-UZ(t)lk-l.
From this estimate the assertion follows by the same argument as above. Proof: At first we assume that k is even. Let iij E H('-j)"( R n ) for j = 0, . . . , k - 
G ( t , . , aU(t))v(t) = [ G ( t , . , 9 u ( t ) ) -G ( t , . , O ) ] U (~) + G ( t , . , O)u(t)
