Abstract. We spell out a formal equivalence between the naive Laplacian editing and semi-supervised learning by bi-Laplacian Regularized Least Squares. This allows us to write the solution to Laplacian mesh editing in a closed form, based on which we introduce the Generalized Linear Editing (GLE). GLE has both naive Laplacian editing and gradient based editing as special cases. GLE allows using diffusion wavelets for mesh editing. We present preliminary experiments, and shortly discuss connections to segmentation.
Introduction
A remarkable similarity exists between semi-supervised manifold learning and mesh editing: both seek to extrapolate data attached at some points to the whole manifold.
Given a set of labeled samples, extrapolating labels throughout the entire sample space is the task of semi-supervised learning. The qualification "manifold" is added if the samples are assumed to belong to a manifold embedded into a high-dimensional space -attaching labels is equivalent to defining a function on this manifold.
Editing a mesh involves determining the new locations of vertices given new locations of some of the vertices -the handles. The displacement vectors -the differences between new and old vertex positions -can be considered to define a function on the mesh. Thus, given the values of this function at the handles we are trying to extrapolate to the whole mesh -a task that would otherwise qualify as semi-supervised learning. If rotations at handles are also given, propagating them throughout the mesh is again an instance of semi-supervised learning.
Does this similarity of the two fields extend beyond the objectives sought? Laplacian based approaches to mesh editing start by extracting the surface's differential coordinates, and then reconstruct the surface by imposing the handle constraints and requiring that the differential coordinates are preserved as much as possible. The differential coordinates capture the local detail, so the more they are preserved, the more the shape is preserved. When viewed from this angle, Laplacian mesh editing seems to bear no resemblance to the methods of semi-supervised learning.
We show, however, that there exists a formal equivalence between the naive (linear) Laplacian editing and semi-supervised learning by bi-Laplacian Regularized Least Squares (Section 4). This allows us to write the solution to Laplacian mesh editing in a "closed" form (Section 5). Based on this closed form we introduce the Generalized Linear Editing (GLE) which has both naive Laplacian editing and gradient based editing as special cases. GLE allows using diffusion wavelets for mesh editing (Section 6). Preliminary experiments are presented (Section 7), and connections to segmentation are discussed (Section 8).
Our contributions are threefold: clearly spelling out the formal relationship between manifold learning and mesh editing, introducing GLE, and using diffusion wavelets for mesh editing. Although naive Laplacian editing is not practically useful, it becomes so when embedded into nonlinear schemes such as [1] . Therefore, understanding the properties of the naive Laplacian editing better, and investigating its potential improvements may have considerable consequences on the state of art.
Related work
Immense attention has been received by direct surface manipulation methods based on differential representations. The first examples were Poisson mesh editing [2] and Laplacian coordinates [3, 4] . As we learn from [5] , it was gradient domain image manipulation that inspired these approaches: specifically, the Poisson surface editing of [6] motivated Poisson mesh editing. These initial methods are now customarily referred as naive or linear -they optimize each of x, y, z coordinates separately, and so do not allow dealing with handle rotations. An excellent survey of these and other linear techniques is [5] .
Remarkably, differential representations come with an elegant interpretation of being local surface descriptors. For example, Laplacian coordinates are the components of the mean-curvature normal. The interpretation offers a strong intuition about how to deal with rotations, and led to new techniques a few examples of which are [7] [8] [9] ; a great survey is [10] . The interpretation also inspired the development of other intrinsic coordinates: pyramid coordinates [11] , and rotation invariant coordinates [12] .
In the light of all these developments, one would legitimately question whether there is a need to study any further the linear methods, generalize or alter them. The answer is best given by an example: in a recent paper [1] , the naive Laplacian editing is embedded into an iterative scheme to obtain a non-linear method. The algorithm is guaranteed to converge and is remarkably easy to implement. The method compares very favorably with PriMo [13] , a state-of-the-art nonlinear technique. This makes us believe that understanding the properties of the naive methods better, and investigating their potential improvements will have considerable consequences on the state of the art.
To the best of our knowledge, the connections to the semi-supervised learning have never emerged, perhaps due to the sheer beauty of the interpretation that differential coordinates came with. Yet we must mention the inspiring study of Lévy [14] , where among other things he explains how Laplace-Beltrami eigenfunctions can be used to manipulate shapes. He proposes pose transfer by exchanging expansion coefficients of the coordinate functions in terms of Laplace-Beltrami eigenfunctions. In addition, in [15] geometry filtering is performed by modifying the expansion coefficients. Another work that uses the Laplace-Beltrami expansion coefficients is [16] , where the size of linear systems associated with Laplacian editing are significantly reduced to achieve interactive computational speed for manipulating large meshes. All of these works can be interpreted as an approach to editing where the control is vested into these expansion coefficients, yet they discuss the connections to neither manifold learning nor to Laplacian editing. In a different context, let us also mention the paper [17] which studies mesh smoothing in the light of Laplacian eigenbasis and regularization.
Using different function bases to manipulate meshes would not be surprising to the space deformation community. Just to mention a few, in [18] [19] [20] [21] Radial Basis Functions (RBF) are used to infer the space deformation that would satisfy given constraints. There are many bases to choose from and, thus, flexibility to decide based on time/quality constraints. However, to the best of our knowledge, the idea to use different bases to generalize/modify a direct manipulation method such as Laplacian editing is novel. Let us add that diffusion wavelets have found only very limited use in digital geometry processing -the only work that we are aware of is [22] where diffusion wavelets are used for mesh compression.
As for manifold learning, we can only mention some key papers that are directly relevant. Laplacian based regularization was introduced in [23] , where semi-supervised learning is reduced to minimization of an expression which contains a penalty term to enforce the labels of labeled samples, and terms to ensure "continuity" of labeling -"close" points get similar labels. The latter are called the regularization terms; they ensure that learning results in a sufficiently smooth function. As shown in [23] , the Laplacian -the manifold's Laplace-Beltrami operator -makes a good regularization term for a variety of learning applications. Diffusion maps, diffusion wavelets, diffusion wavelet packets and other related concepts were introduced by R. Coifman and coworkers, and the definitive reference is the special issue [24] .
Manifold learning
We will avoid describing the most general setting for manifold learning, rather our exposition will be geared towards surfaces in space -we will make assumptions and introduce notations most appropriate for our purposes. We will concentrate on versions of Laplacian regularized least squares learning, a concept introduced in [23] , heavily borrowing from it and from paper [25] with some notational modifications.
We start with a connected surface S. Some of the points on the surface, say
have been assigned to them.
Semi-supervised learning seeks a function f * that minimizes
The first term tries to enforce the function to take values prescribed at labeled vertices. The last two terms are called regularization terms, and they aim to make the function smooth in extrinsic and intrinsic senses. To clarify, extrinsic smoothness could mean that function takes close values at points that are close in Euclidean space; intrinsic smoothness would mean close function values for points that are geodetically close. We will be mostly interested in the first and last terms, dropping the middle terms of (1) in what follows. Belkin et. al. [23] propose to use the surface integral of function's gradient as the intrinsic regularization term, which can be rewritten using Green's theorem as
where ∆ is the Laplace-Beltrami operator of the surface. They also note that iterated Laplacians ∆ k and linear combinations of these can be used in this expression to yield other examples of intrinsic regularization terms; thus for a self-adjoint linear differential operator L on the surface, we have the regularization term
The natural realm for discussing the minimization problem (1) is an appropriately chosen Reproducing Kernel Hilbert Space. We avoid these details, and only point out to a few consequences. Let us denote by µ i and e i : S → R the eigenvalues and the eigenfunctions of the linear operator L. These satisfy Le i = µ i e i . Since L is self-adjoint, the eigenfunctions constitute an orthogonal basis for L 2 (S). For a function f = i c i e i , the intrinsic regularizator easily evaluates to f
Now, the kernel function
can be defined (note the similarity with the formula for matrix pseudoinverses); the important point is that the solution of the semi-supervised learning problem (1) can be written as
Notice that the summation is over labeled point's indices. Numbers a i are the entries of the vector a which solves the equation
Here I l is the l × l identity matrix, K is an l × l matrix with
and d is the vector whose i-th entry is the label d i .
Laplacian editing reinterpreted
Given a surface mesh, mesh editing allows a user to modify it by specifying new positions for some surface points; these user constrained points are called handles. Laplacian mesh editing is based on extracting the surface's differential coordinates, and then reconstructing the surface by imposing the user constraints and requiring that the differential coordinates are preserved as much as possible; for a recent survey we refer the reader to [5] . We will show that the naive or linear version of Laplacian editing, the version where handle rotations are not propogated, is equivalent to semi-supervised learning with the bi-Laplacian as the regularizator. Consider projection onto x-coordinateπ x : S → R, i.e. the function whose value π x (p) is the x-coordinate of the surface point p. This function, will be assumed to satisfy S π x = 0, which in all cases can be achieved by translating the origin to the center of mass of the surface. The differential coordinate δ x (p) is defined by
where ∆ is the Laplace-Beltrami operator of the surface. In a similar way one defines δ y (p) and δ z (p). As an aside, the differential coordinates are precisely the components of the mean curvature normal. The edited surface S is in one to one correspondence with the original surface, so we will use the same letter to denote both a point on S and S . Also, S has its own function π x . Suppose that the handles are the points {p i } l i=1 , and the user has specified new x-coordinates for these points as {x i } l i=1 . Soft constraint Laplacian mesh editing constructs the new surface by minimizing the expression
We are able to treat the x-coordinate separately, since in Laplacian editing mesh coordinates are treated independently. Now we will rewrite the problem. Let us introduce the function f = π x − π x , the difference between the old and new x-coordinates. Along with the corresponding functions for the other two coordinates, this function completely determines the new surface in terms of the old. At the handle points p i the user has specified the sought values of f , which we denote by
The equality
follows from Green's theorem; this changes our optimization problem into
This is precisely equation (1) of semi-supervised learning with L = ∆ 2 . Notice that, the same derivation is valid for surfaces with boundary, if f assumed to satisfy the Neumann boundary condition. With little thought the reader can see that this assumption is implicit in Laplacian editing.
In a similar vein, let us show that gradient based editing of [2] is equivalent to semi-supervised learning with Laplacian as regularizator; this is precisely Laplacian Regularized Least Squares presented and studied in [23] . In fact, gradient based editing seeks to minimize the expression
where ∇ is the gradient. In other words, the reconstruction aims to preserve the gradients of mesh coordinate functions -"gradient coordinates" ∇π x . Using our notation and applying Green's theorem this can be rewritten as
Clearly, this is the semi-supervised learning objective with L = ∆. This proves our claim that formally, Laplacian mesh editing is an instance of semi-supervised manifold learning. The formulas make clear that the preservation of differential coordinates is equivalent to intrinsic regularization. This equivalence has an intuitive appeal: regularization forces the displacement function f to be "smooth", this in turn allows to protect the local surface detailthe original goal behind the preservation of differential coordinates.
Consequences
After establishing the relationship to manifold learning, we can start importing knowledge from the field. Let us discuss two such examples -they will motivate a generalization of Laplacian and gradient editing.
First, we can write an explicit formula for the solution of the Laplacian and gradient editing. In fact, consider the eigenvalues λ i and eigenfunctions φ i of the Laplace-Beltrami operator. The eigenvalues are non-negative and constitute a discrete set; we put them into non-decreasing order
Note that λ = 0 is always a simple eigenvalue because the surface is assumed to be connected. The appropriately normalized eigenfunction corresponding to λ i will be denoted by φ i . Notice that the bi-Laplacian has the same eigenfunctions φ i , with corresponding eigenvalues λ 2 i . Now the kernel function corresponding to Laplacian editing is given by
and the solution to the mesh editing problem is
where a i are found by solving the system (2). A similar formula is valid for gradient based editing -one replaces λ 2 i by λ i in the definition of the kernel function.
Second, there is an interpretation of regularized manifold learning schemes which translates into a remarkable reading of Laplacian editing. To explain, we follow [25] and write the minimization in bi-Laplacian regularized Least squares in terms of eigenvalues and eigenfunctions of Laplace-Beltrami operator.
Remembering that the eigenfunctions φ i constitute a basis for L 2 (S), we can expand any function as f = i c i φ i . When this expansion is plugged into the bi-Laplacian regularizator in the objective function, the expression to minimize reduces to
while similar formula for Laplacian based regularization would contain λ i instead of λ 2 i . Thereby, we are trying to device a function by combining φ i so that this combination takes prescribed values in the least squares sense, but we harshly penalize for the use of high frequency eigenfunctions -eigenfunctions corresponding to larger eigenvalues.
Thus, in some sense, Laplacian based semi-supervised learning assumes that Laplacian eigenfunctions constitute the preferred "learning basis". Preferred, because they provide the smoothest basis for L 2 (S) in the sense explained in [25] . Higher penalty for high frequency eigenfunctions makes sure that the solution is smooth enough. This fits very well with Occam's razor -lower frequency eigenfunctions are "simpler". For example, under general conditions, the first eigenfunction φ 1 changes its sign only once, and has only one minimum and one maximum.
In the context of mesh editing, we should perhaps talk about the "motion basis" of an object. The motion basis would contain (linearly independent) displacement functions for natural articulations of the object, ordered from the simplest to the most complex. One could device a measure of complexity for linear combinations of motion basis functions. The objective of mesh editing would be to find the simplest such combination that satisfies the user constraints.
From this perspective, the fundamental assumption of Laplacian editing is that Laplacian eigenfunctions constitute a good motion basis. Clearly, the difference between Laplacian and gradient based editing is in the penalty for using high frequency eigenfunctions -Laplacian editing is harsher in this respect. Of course, using higher iterated Laplacians in the regularizator further increases the penalty for using high frequencies. An important question emerges -do we have to base our regularization on Laplacian or its iterates? Can we set the penalties manually for each eigenfunction?
Clearly such a modification of Laplacian editing, namely choosing the penalties manually, can be obtained by simply changing the formula for the kernel into
We speculate that if the user agrees to set µ i = ∞ for all i > r, then this formula can be efficiently implemented to allow the user to adjust the remaining penalty weights µ i interactively. Setting infinite penalties is equivalent to truncating the sum in the formula for the kernel function -effectively keeping only r low frequency eigenfunctions.
Remember that in discrete setting, the Laplacian and the kernel function are n × n matrices, where n is the number of mesh vertices in the region of interest. We will assume that one computes r eigenvectors in the preprocessing step. Of course, computing the eigenvectors of a matrix is a considerable burden; yet if r is in the range of a few hundreds, that many eigenvectors of the Laplacian for a mesh as large as 250K vertices can be evaluated in about 15-20 minutes [15] . During the interactive session, editing will involve solving an l × l linear system (2), where l is the number of handles, and evaluating the linear combination of l columns of the kernel matrix -the columns associated with the handle vertices. Of course, we should not pre-compute and store the whole n × n kernel matrix in the main memory. Instead, storing only the r eigenvectors will reduce the space requirement from O(n 2 ) to O(nr). Now notice that the time complexity of the interactive part -obtaining the new vertex coordinates after the user modifies the penalty weights -is linear in the number of vertices, O(nl + nr). Also, the new coordinates can be evaluated in parallel. Let us emphasize that we have not implemented this approach, and we do not know how the omission of high frequency eigenvectors will influence the result of editing.
GLE and diffusion wavelets
Once again, do we have to base our regularization on Laplacian or its iterates? Can we use a different basis? These questions lead us to propose the following Generalized Linear Editing, GLE for short. Similar to naive Laplacian editing, GLE does not handle frame rotations, and the displacements of each coordinate are evaluated independently. Thus, for brevity, we concentrate on obtaining the x coordinates only; the other two coordinates require the same steps, perhaps with different bases and weights if wanted. At the cost of self-repetition, let us clearly outline the algorithm:
1. Pick an orthonormal basis e i of L 2 (S); here S is the edited surface. 2. Assign penalty weights µ i to each of the basis functions e i . 3. Define K(p, q) = i e i (p)e i (q)/µ i . 4. Let l handle vertices p i , i = 1, ..., l and their x-coordinate displacements d i , i = 1, ..., l be given. Construct vector d whose ith entry is d i . Solve the equation
Here γ is a user set positive parameter -the larger is γ the less is pressure to satisfy the displacement constraints, the more weight is given to the regularization term. 5. Compute the new x coordinate q x of the point q using the formula
When dealing with some region of interest instead of the whole mesh, one will require the boundary to stay constant. This can be achieved in GLE by using basis functions that are supported on the region of interest.
One also may wish to enforce the handle constraints with different weights. Suppose that weights w i are associated with handle vertices p i , i = 1, ..., l. One then can construct the l × l diagonal matrix W with W ii = 1/w i ; now in step 4, one replaces the equation for a by (γW + K )a = d.
Notice that both the Laplacian and gradient based mesh editing are examples of GLE. To provide further examples, let us use diffusion wavelets [26] as a basis. The following discussion will be geared towards implementation, providing the discrete counterparts of the steps above.
Let P be a set of points on a mesh. Clearly, any real-valued function on P can be recorded as a vector in R |P | . Then, a diffusion operator T (that linearly acts on these vectors) is a matrix that satisfies certain properties, most notably its eigenvalues are in the [0, 1] interval. In the implementation of diffusion wavelets that we worked with [27] , among a few choices for T we used the following: vertices of the mesh are considered as a point cloud, and for each point, one finds a fixed number of nearest neighbors and assigns the corresponding matrix entry to be exp(−∆ * dist 2 ), where dist is the distance to the point in question. This choice on our part was forced by the fact that the diffusion wavelet code was written by the manifold learning community and was geared toward working with point clouds.
Diffusion wavelet construction uses the diadic powers of T to construct subspaces V i and W i of R |P | together with their orthogonal bases; the subscript of a subspace is called its level. These subspaces satisfy
, and so on. In fact, in the implementation we worked with, W 0 = {0}, and V 0 = R |P | with delta-function basis. To obtain the basis of subspace V i+1 , one acts by the diadic power of diffusion operator T 2 i on the basis of V i , and applies some thresholding and a special locality preserving orthogonalization. An important property of these bases is that different levels represent different scales -together they provide a multi-scale basis of R |P | . For example, the basis vectors in V 0 represent the smallest scale possible -their support is just one vertex. Meanwhile, the basis vectors of subspaces of high level have global nature, because they are obtained by many repetitive applications of the diffusion operator -in a sense, the function values are diffused throughout the mesh.
Fixing some maximum level m that one desires to work with, one can write
In addition, gathering the bases of the subspaces appearing in this equality, one obtains an orthogonal basis of R |P | . It is this basis that we will use for editing. Let us construct the |P | × |P | matrix E which contains the basis vectors as its columns. Next, we need penalty weights µ k , k = 1, ..., |P |. Since functions in higher levels are smother, we have made a design decision to set µ k = 1/l α , where l is the level from which the basis vector e k comes from, and α is a positive user set parameter, the larger it is the more high-level functions are preferred. Very similar results are obtained by setting µ k = 1/β l , with β > 1. Consider the matrix M which has M kk = 1/µ k , and has zeros everywhere else. Notice that the discrete counterpart of the kernel function K(p, q) is a |P | × |P | matrix which we denote by K as well; clearly, K = EM E T . Implementing the rest of the steps should be straightforward.
Results and Discussion
We provide preliminary results of GLE using diffusion wavelets. Our starting surface is the unit sphere; the mesh is obtained through platonic subdivision using trimesh2 library. The number of vertices is |P | = 482. We choose m = 12 because V 12 is one-dimensional, and so no more basis vectors coming from W i 's are produced. Choosing a smaller value of m will lead to less smooth edits, because smoother basis functions belong to higher levels. Figure 1 depicts the result of applying the following editing constraints: the south pole stays the same, the north pole's z-coordinate increases by 1. For comparison, the result of Laplacian editing using cotangent weights is shown in the same figure.
Diffusion wavelets work with more complicated constraints as well. The constraints for Figure 2 are as follows: the vertices with |z| < 0.1 are moved closer to the origin by setting x → 0.5x, y → 0.5y, and the vertices with |z| > 0.7 are kept same.
Our preliminary implementation was done in MATLAB, and it uses the diffusion wavelet code provided on Mauro Maggioni's website [27] . To give an idea about timing: computation of diffusion wavelet basis for |P | = 482 took about 9 seconds, and editing took about 0.5 seconds. However, if the number of vertices is doubled, the time spent to compute the diffusion wavelet basis increases to about 90 seconds, while edit time goes up to 6 seconds. The experiments were run on T7200 @ 2.0GHz laptop with 1GB main memory, running Windows XP Professional. 
Discussion
First, going back to the experiment of Figure 1 , notice that by increasing α we decrease the penalty of using high level basis vectors, this effectively suppresses the use of lower level vectors, and results in smoother, more global edits. Thus, the choice of this parameter can be tuned by whether less smooth local or more smooth global edits are wanted. Such scale control in Laplacian editing can only be achieved by varying the region of interest. This is due to the global nature of Laplacian eigenfunctions -their support is the whole mesh. This results in a "butterfly effect" -one may intend to make a little bump on the sphere, but would end up with an ellipsoid.
Second, the reader would have noted our use of uniform sphere sampling. With the implementation of diffusion wavelets that we used, we feel that, at least theoretically, uniformity is necessary. Indeed, the computed diffusion wavelet basis vectors are orthogonal with respect to the standard inner product on R |P | -an inner product that does not correspond to anything geometrically meaningful unless the mesh vertices are distributed uniformly over the area of the surface. However, in practice non-uniform sampling leads to mixed results. For example Figure 3 a) shows a very satisfying result of diffusion wavelet editing on a sphere mesh obtained using longitude-latitude triangulation. Let us conclude by noting that one could in principle circumvent this issue by first sampling a uniform point cloud on the surface, evaluating the diffusion wavelets, and then interpolating their values from the point cloud to the mesh vertices.
Connections to segmentation
Motion based segmentation [28] [29] [30] inputs an animation sequence of a boundary mesh, and clusters together points that move in accord to produce a segmentation. Now one can imagine feeding to such an algorithm "animations" generated by applying Laplacian editing or GLE to the mesh -this would give a segmentation associated with a given mesh editing approach.
Do we need to explicitly produce these animations in order to get the associated segmentation? Looking at the solution of GLE,
we notice that the value of K(p i , q) measures how much point q is influenced by editing the handle at p i . Consequently, within the GLE framework, the magnitude of the kernel function K(p, q) is a measure of how much the points p and q move in accord -making the kernel function a natural measure of similarity for motion based segmentation. This is not a new approach to segmentation: for example, [31] spells out similar ideas and uses the Green's function of LaplaceBeltrami operator -the kernel function of gradient-based editing -to obtain pose-invariant segmentation of meshes.
Interesting is the manifold learning perspective on this association of editing and segmentation. Indeed, there is a similarity between mesh segmentation and unsupervised manifold learning. In mesh segmentation the objective is to assign a discrete set of labels, segment identifiers, to the mesh vertices. This is similar to defining an integer valued function on a point cloud in a meaningful wayan instance of unsupervised manifold learning. But for each supervised method based on regularization, one can device a corresponding unsupervised method by simply using the same regularization term. In this case one would search for a function f : S → R satisfying appropriate conditions -such as being a fuzzy membership function that clusters points into even clusters -that minimizes f 2 I . Thus, it is not surprising to have a segmentation scheme canonically associated with an editing method.
We conclude by noticing that the connection between mesh editing and segmentation can be helpful when designing bases for GLE, assuming that a basis that produces better segmentations should result in better editing.
