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E-mail address: mauro.ursino@unibo.it (M. UrsinoA mathematical model of orientation selectivity in a single hypercolumn of the primary visual cortex
developed in a previous work [Ursino, M., & La Cara, G.-E. (2004). Comparison of different models of ori-
entation selectivity based on distinct intracortical inhibition rules. Vision Research, 44, 1641–1658] was
used to analyze the possible mechanisms underlying tilt aftereffect (TAE). Two alternative models are
considered, based on a different arrangement of intracortical inhibition (an anti-phase model in which
inhibition is in phase opposition with excitation, and an in-phase model in which inhibition has the same
phase arrangement as excitation but wider orientation selectivity). Different combinations of parameter
changes were tested to explain TAE: a threshold increase in excitatory and inhibitory cortical neurons
(fatigue), a decrease in intracortical excitation, an increase or a decrease in intracortical inhibition, a
decrease in thalamo-cortical synapses. All synaptic changes were calculated on the basis of Hebbian
(or anti-Hebbian) rules. Results demonstrated that the in-phase model accounts for several literature
results with different combinations of parameter changes requiring: (i) a depressive mechanism to neu-
rons with preferred orientation close to the adaptation orientation (fatigue of excitatory cortical neurons,
and/or depression of thalamo-cortical synapses directed to excitatory neurons, and/or depression of
intracortical excitatory synapses); (ii) a facilitatory mechanism to neurons with preferred orientation
far from the adaptation orientation (fatigue of inhibitory cortical neurons, and/or depression of thal-
amo-cortical synapses directed to inhibitory neurons, and/or depression of intracortical inhibitory syn-
apses). By contrast, the anti-phase model appeared less suitable to explain experimental data.
 2008 Elsevier Ltd. All rights reserved.1. Introduction adapting orientation. With a simple population coding model sim-A classic visual illusion is the tilt aftereffect (TAE). If a subject
looks at an oriented stimulus (for instance, a grating with a given
orientation) for a prolonged time, a subsequent stimulus with
similar orientation appears rotated away from the adapting orien-
tation. A common explanation for this phenomenon assumes that
neurons in the primary visual cortex (V1) fatigue during pro-
longed activity. Since these neurons respond selectively to a par-
ticular orientation (Hubel & Wiesel, 1962), fatigue depends on the
particular orientation used in the adapting period. These selective
changes may explain the repulsive shift observed during the test
phase.
However, results of recent physiological experiments per-
formed on anesthetized cats revealed a more complex scenario
(Dragoi, Sharma, & Sur, 2000). The tuning curve of V1 neurons
exhibits depression near the adapting orientation (as assumed by
the fatigue theory), but also the position of the peak response
(i.e., the preferred orientation) repulsively shifts away from thell rights reserved.
).ulating the changes in the tuning curve of individual neurons in
one hypercolumn, Jin, Dragoi, Sur, and Seung (2005) showed that
suppression of the tuning curves contributes to the TAE, whereas
the repulsive shift of the tuning curves reduces the amount of
the TAE, and lessens the orientation error.
However, Jin et al.’s model (2005) did not investigate the possi-
ble physiological mechanisms responsible for the observed adapta-
tion changes. In other words, the changes in the neuron tuning
curves are described empirically in this model, without entering
into possible mechanisms occurring in V1. Hence, a fundamental
question remains open: which physiological adjustments induced
by adaptation may explain the changes observed in neuron tuning
curves, and the consequent TAE?
To answer this question, physiological models of the orientation
selectivity in V1 able to incorporate the main currently known
mechanisms must be used.
An important aspect to consider in these models is that neurons
in V1 do not receive only an oriented input from the lateral genic-
ulate nucleus, but also important connections (excitatory and
inhibitory) from other cortical cells. As clearly documented in pre-
vious mathematical models of V1 (Ben-Yishai, Bar, & Sompolinsky,
1995; Carandini & Ringach, 1997; Somers, Nelson, & Sur, 1995;
Table 1
Parameters of the models
Wct0 0.02 mV/(spikes/s)
Wit0 0.02 mV/(spikes/s)
r2x 0.49 deg
2
r2y 0.25 deg
2
F 0.8 cyc/deg
Dx 0.6
Dy 0.35
kc 5 spikes/(s mV)
t 0.2 mV
t1 0.2 mV
s 15 ms
Wex0 rex Win0 rin
Anti-phase 0.007 mV/(spikes/s) 0.0707 0.2 mV/(spikes/s) 0.0488
In-phase 0.018 mV/(spikes/s) 0.05 0.05 mV/(spikes/s) 0.4472
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Ursino & La Cara, 2004) these intracortical connections improve
the sharpness of the neuron orientation curve (i.e., they reduce
the half width at half height of the tuning curve) and avoid the
so-called ‘‘iceberg effect” (i.e., a progressive loss of orientation tun-
ing when the contrast of the input image is increased) (Ferster &
Milller, 2000). Since intracortical mechanisms play a fundamental
role in determining the tuning curve of V1 cells, it is reasonable
to expect that they are also involved in adaptation, and in the
development of the consequent TAE.
According to the previous description, alternative scenarios
have been proposed and different models presented to explain
TAE in terms of physiological mechanisms. Some TAE models were
based on the selective suppression of neural response, according to
the fatigue hypothesis (Clifford, Wenderoth, & Spehar, 2000; Colt-
heart, 1971; Sutherland, 1961; Wainwright, 1999). A different
plausible scenario involves adaptation of the excitatory connec-
tions to neurons tuned to the adapting orientation (Felsen et al.,
2002; Teich & Quian, 2003). As a consequence of a reduced intra-
cortical excitation, the response of these neurons would be dimin-
ished, resulting in the TAE. Lastly, a third scenario, especially
explored by Bednar and Mikkulainen (2000), emphasizes the
importance of inhibitory weight changes (i.e., an increase of inhib-
itory weights to neurons tuned for the adapting orientation). In
this case, the activity of the neurons with preferred orientation
proximal to the adapting orientation would be suppressed due to
an increased intracortical inhibition by cortical interneurons. Fur-
thermore, the involvement of a depression in inhibitory cortical
synapses, and/or a depression in thalamo-cortical synapses in
TAE cannot be ruled out.
Although different mechanisms may be responsible for the ob-
served adaptation of V1 neurons to a grating, to our knowledge no
quantitative study has compared the effect of the different hypoth-
eses within a single theoretical framework. The situation is made
even more complex by the existence of alternative hypotheses on
the arrangement of intracortical inhibition, for instance inhibition
in phase opposition with excitation [the so-called ‘‘push-pull mod-
el” (Teich & Quian, 2006; Troyer et al., 1998; Ursino & La Cara,
2004)] or inhibition in-phase with excitation but with a wider ori-
entation tuning (‘‘in-phase” model) (Somers et al., 1995; Teich &
Quian, 2006; Ursino & La Cara, 2004). These two models probably
do not behave in the same way, assuming a given adaptation of
intracortical synapses.
In recent years we formulated some simple mathematical mod-
els of orientation selectivity in the primary visual cortex which in-
clude both the thalamic input and intracortical excitation and
intracortical inhibition (either with ‘‘push-pull” or ‘‘in-phase”
arrangement in two alternative models) (Ursino & La Cara, 2004).
With suitable values of intracortical synapse parameters, these
models mimicked experimental results quite well (before
adaptation).
The aim of this work was to use the same models to investigate
the possible physiological mechanisms responsible for adaptation
in the primary visual cortex and the consequent TAE. This study
speciﬁcally tested alternative hypotheses within the same model
to allow immediate comparison of their consequences. In particu-
lar, fatigue of cortical neurons, changes in thalamo-cortical syn-
apses and in intracortical synapses were implemented both in
the ‘‘push-pull” and ‘‘in-phase” models, and their capacity to mi-
mic real data checked vs. existing data in the literature. In addition,
Hebbian (or anti-Hebbian) rules were used to modify synapses
during the adaptation phase.
The present results and the models proposed may yield more
insights into the mechanisms involved in visual adaptation for a
quantitative critical examination of existing data, suggesting fu-
ture experiments and additional hypotheses on TAE.2. Method
Two different mathematical models were used in this work (in-phase and anti-
phase) which differ as to the disposition of feedforward inhibition.
The models describe the output of neurons as a continuous quantity describing
the ﬁring rate. Both models consider the architecture of a single hypercolumn com-
posed of 180 excitatory neurons and 45 inhibitory interneurons. Each neuron is
parameterized by its preferred orientation, identiﬁed by the angle #: two adjacent
excitatory neurons differ in their preferred orientation by just 1, while inhibitory
interneurons differ by 4. The ratio between the number of excitatory cells and
inhibitory interneurons (180/45 = 4) is in agreement with the literature (Gabbott &
Somogyi, 1986; McLaughlin, Shapley, Shelley, & Wielaard, 2000).
Equations of the model before adaptation are nearly identical to those pre-
sented in Ursino and La Cara (2004) where more details can be found. Equations
for adaptation have never been presented before.
2.1. The response of geniculate cells
First the model describes the response of thalamic cells. The input to the tha-
lamic cells is the intensity of light at the position (i, j) of the retina at time t (say
l(i, j, t)). Since the cones in the retina are sensitive to local light intensity variations
with respect to the average luminance (l0), we consider a normalized luminance
(R(i, j, t)) as follows:
Rði; j; tÞ ¼ lði; j; tÞ  l0
l0
ð1Þ
We assume that thalamic cells have an ON center or an OFF center receptive ﬁeld, de-
scribed as the difference of two Gaussian functions. The input to a single LGN cell is
computed as the dot product of the normalized luminance (R(i, j) in Eq. (1)) and the
receptive ﬁeld. Lastly, the output of LGN cells is computed starting from the input by
considering two non-linear effects: the output cannot decrease below zero, and
exhibits progressive saturation if contrast approaches 0.3–0.35. In the following
the output of an ON-center (or OFF-center) thalamic cell located at position x, y will
be denoted with the symbol Ton(x,y) (or Toff(x,y)).
Parameters were chosen to simulate the contrast response function of genicu-
late cells measured by Cheng, Chino, Smith, Hamamoto, and Yoshida (1995) using
sinusoidal grating with spatial frequency 0.7 cyc/deg. The basal values have been gi-
ven according to Troyer et al. (1998).
The values of all the parameters are reported in Table 1.
2.2. The thalamic input to ON-center simple cells
After having characterized the receptive ﬁeld of a thalamic cell, we can con-
struct the receptive ﬁeld of excitatory (or inhibitory) cells in the primary visual cor-
tex. These receptive ﬁelds are constructed using afferent inputs from 15 thalamic
cells arranged in a regular lattice, oriented along the preferred orientation of the cell
and sampled by means of a Gabor function (for more details, see Fig. 2 in Ursino &
La Cara (2004)). The following expression for changes in membrane potential of an
ON excitatory simple cell induced by its thalamic input can be written (see Ursino &
La Cara, 2004 for more details):
DVONct ð#; tÞ ¼
Xþ2
m¼2
jwctðmDx;0Þj  TonðmDx cos#;mDx sin#; tÞ
þ
Xþ1
l¼1
l 6¼0
Xþ2
m¼2
jwctðmDx; lDyÞj  Toff ðmDx cos#þ lDy sin#;
mDx sin#þ lDy cos#; tÞ ð2Þ
where DVONct ð#; tÞ represents the change in membrane potential of an excitatory cor-
tical cell with preferred orientation # caused by its thalamic input, Dx and Dy repre-
sent the distance between the centers of the thalamic cells in the preferred and
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at the instant t, of an ON center or OFF center thalamic cell centered at position x, y.
Finally, wct represents the synaptic strength from the thalamic cell to its target excit-
atory cortical cell. The absolute value has been used to have only excitatory connec-
tions from the thalamus to the cortex, in agreement with physiological knowledge.
The expression for wct is
wct ¼ wct0  eðx2=r2x Þ  eðy2=r2y Þ cosð2pfyÞ ð3Þ
where parameters r2x and r
2
y set the dimension of the receptive ﬁeld, and the spatial
frequency, f, is correlated with the width of the ON and OFF subregions.
Equations similar to (2) and (3) were also used to calculate the thalamic input
(say DVit) to cortical inhibitory interneurons. The role of these neurons will be
described below.
All the parameters in Eqs. (2) and (3) were assigned in acceptable accord with
physiological data (Alonso, Usrey, & Reid, 2001; Cheng et al., 1995; Ferster, Chung, &
Wheat, 1996; Gardner, Anzai, Ohzawa, & Freeman, 1999; Jones & Palmer, 1987a,
1987b; Reid & Alonso, 1995; Tanaka, 1983; Troyer et al., 1998) (see Table 1).
2.3. The intracortical circuitry
Two different models for intracortical connections have been used in this paper.
These connections are identical to those used in the previous paper (Ursino & La
Cara, 2004), hence only qualitative aspects are summarized in the following. Both
models assume that intracortical excitation arrives from other excitatory neurons
in the same hypercolumn whereas inhibition comes from inhibitory interneurons.
Like the excitatory cells, inhibitory interneurons are parameterized by their orien-
tation preference, and their activity is only a function of their thalamic input, i.e.,
these neurons do not receive intracortical synapses. As a consequence, intracortical
inhibition to excitatory cells is arranged according to a feedforward scheme. By con-
trast, excitation involves a feedback among excitatory cortical cells. The corre-
sponding dynamic is described via a differential equation with time constant s.
The previous concepts are summarized by the following equations
DVONc ð#; tÞ ¼ DVONct ð#; tÞ þ DVONce ð#; tÞ  DVONci ð#; tÞ ð4Þ
s
dcONð#; tÞ
dt
¼ cONð#; tÞ þ kc DVONc ð#; tÞ  t
h iþ
ð5Þ
where DVct (#,t), DVce(#,t) and DVci(#,t) are the changes in membrane potential
caused by the thalamic input (Eq. 2), and by the excitatory and inhibitory intracor-
tical connections, respectively, c(h, t) is the output activity of the cortical cell at time
t, # represents the orientation preference, t is a threshold, and the symbol []+ denotes
the positive part.
In both models the strength of excitatory and inhibitory cortical synapses de-
creases with the distance between the orientation preference of the presynaptic
and postsynaptic cells. This decrease is mimicked via Gaussian relationships with
assigned variance. Feedforward inhibition to a target excitatory cell in the ﬁrst
model, named ‘‘anti-phase inhibition model”, is in phase opposition with the tha-
lamic input to the same cell (for this reason, a similar model is also named
‘‘push-pull” (Troyer et al., 1998)). Anti-phase inhibition is realized assuming that
inhibitory interneurons directed to an ON cortical cell have an OFF receptive ﬁeld.
In the second model, named ‘‘in-phase inhibition model”, feedforward inhibition
has the same spatial phase as the target neuron (ON vs. ON).
It is worth noting that in the anti-phase model the decrease in synaptic strength
with orientation distance is similar for the excitatory and inhibitory synapses, and
inhibition is stronger than excitation. By contrast, the in-phase model requires inhi-
bition to be weaker than excitation but has much broader orientation tuning.
In the following, the expressions used for DVce(h, t) and DVci(h, t). Eq. (4) are gi-
ven for the two models.
2.4. The anti-phase inhibition model
In thismodel, we assume that inhibitory interneurons directed to ON cortical cells
have OFF receptive ﬁelds (Ferster &Milller, 2000). Hence, by denotingwith iOFF (/) the
activity of the inhibitory interneuron with orientation preference /, we can write
iOFFð/; tÞ ¼ kc DVOFFit ð/; tÞ  t1
h iþ
ð6Þ
where DVOFFit represents the thalamic input to the inhibitory interneuron with an OFF
receptive ﬁeld. This is computed with an equation similar to (2), but inverting the
position of the ON and OFF thalamic cells, and using the symbol wit(x,y) to represent
synapses from the thalamus to inhibitory interneurons. The latter have a Gabor func-
tion expression similar to Eq. (3)
ON simple cells receive excitatory connections from the other ON simple cells,
and inhibitory connections from the OFF interneurons. Hence, the following expres-
sions can be used to compute cortical input to the simple cell, to be used in Eq. (4)
DVONce ð#; tÞ ¼
X
/
wexð#;/Þ  cONð/; tÞ ð7Þ
DVONci ð#; tÞ ¼
X
/
winð#;/Þ  iOFFð/; tÞ ð8Þwhere the symbols wex(#,/) represent the excitatory synapse from a simple cell with
orientation / to a simple cell with orientation h and the same spatial phase (ON vs.
ON), and win(#,/) represents the synapse from an inhibitory interneuron (orientation
preference /) to a simple cell (orientation preference #) and opposite spatial phase
(OFF vs. ON).
The strength of synapses depends on the distance in preferred orientation. This
choice is implemented by assuming a Gaussian relationship. Hence, we have
wexð#;/Þ ¼ wex0  e½dð#/Þ2=ð2r2ex Þ ð9Þ
winð#;/Þ ¼ win0  e½dð#/Þ
2=ð2r2
in
Þ ð10Þ
where the ‘‘orientation distance”, d, is computed as follows
dð# /Þ ¼ j# /j=90 if j# /j 6 90

ð180 j# /jÞ=90 if j# /jP 90

ð11Þ
where wex0;win0; r2ex and r
2
in are constant parameters, and d (#  /) represents the
distance between the preferred orientations, normalized between 0 (equal orienta-
tion), and 1 (orientation difference = 90).
2.5. The in-phase inhibition model
In this model inhibitory interneurons receive only the thalamic input, but with
a receptive ﬁeld of the same phase as the cortical cells. Hence,
iONð/; tÞ ¼ kc DVONit ð/; tÞ  t1
h iþ
ð12Þ
where DVONit represents the thalamic input to the inhibitory interneuron with an ON
receptive ﬁeld. This is computed with an equation similar to (2) (still with an ON
receptive ﬁeld) but with thalamo-cortical synapses wit(x,y) from the thalamus to
inhibitory interneurons.
The model is then completed by the following equations
DVONce ð#; tÞ ¼
X
/
wexð#;/ÞcONð/; tÞ: ð13Þ
DVONci ð#; tÞ ¼
X
/
winð#;/ÞiONð/; tÞ ð14Þ
with expressions (9)–(11) for wex and win but different parameter values.
A list of parameter values is shown in Table 1 of the text.
2.6. The adaptation phase
In order to simulate adaptation, we assumed various different changes caused
by prolonged activity of intracortical neurons: (i) a fatigue of excitatory neurons
and/or inhibitory cortical neurons, (ii) a change in thalamo-cortical synapses; (iii)
a depression of intracortical excitatory synapses, (iv) a change (either reinforce-
ment or depression) in intracortical inhibitory synapses. In cases ii, iii and iv we
adopted a classic Hebbian (or anti-Hebbian) adaptation rule.
To simplify the mathematical treatment, the adaptation phase and the test
phase are considered in the following as completely separate, i.e., we ﬁrst modify
model parameters (adaptation phase) using the output of neurons in normal condi-
tions, then we use the model with modiﬁed parameters to simulate its behavior in
the test phase. Of course, this is a simpliﬁcation (but commonly used in most neural
network models) since, in reality, the outputs of neurons start to change during the
adaptation phase.
The adaptation changes are mathematically described below:
2.7. Fatigue of cortical (excitatory and inhibitory) neurons
In order to simulate a simple fatigue phenomenon, we assumed that the thresh-
old of excitatory cortical cells (that is, parameter t in Eq. 5) and/or the threshold of
inhibitory neurons (parameter t1 in Eq. (6) or Eq. (12)) increase in proportion to the
activity of the neuron during the adaptation period. By denoting with Dt a param-
eter establishing the adaptation strength, we can write:
tnewð#Þ ¼ tþ Dt  c
ONð#;1Þ
max#fcONð#;1Þg ð15Þ
where cON(#,1) represents the output of the excitatory cell with preferred orienta-
tion # during the adaptation period in steady state conditions (i.e., after the end of
the transient period, t?1) and tnew(#) represents the new threshold of an excit-
atory cell with preferred orientation #, after adaptation. Hence, the ratio
cONð#;1Þ=max#fcONð#;1Þg represents the activity of neurons in the hypercolumn,
normalized to the maximal activity during adaptation. Thanks to this normalization,
parameter Dt is equal to the threshold change in the neuron with maximal adapta-
tion. Conditions characterized by more or less adaptation can be simulated by simply
modifying this parameter (see Section 3).
An equation analogous to (15) was also applied to the threshold of inhibitory
interneurons (parameter t1 in Eq. (6) or Eq. (12)). By denoting with Dt1 a parameter
setting the adaptation strength, we have
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OFFð#;1Þ
max
#
fiOFFð#;1Þg
ðanti-phase modelÞ ð16Þ
t1newð#Þ ¼ t1 þ Dt1  i
ONð#;1Þ
max
#
fiONð#;1Þg
ðin-phase modelÞ ð160Þ2.8. Depression of the excitatory synapses
In this rule we assumed that the synapses linking two excitatory cortical
cells (i.e., the quantities wex(h,/) in Eq. (9)) are modiﬁed via an anti-Hebbian
rule: the decrease in synaptic strength depends on the correlation between the
presynaptic and postsynaptic activity during the adaptation period. This decrease
affects the parameter wex0 in Eq. (9) (which was originally identical for all neu-
rons). We can write:
wex0;newð#;/Þ ¼ wex0 þ Dwex0 : c
ONð#;1Þ  cONð/;1Þ
max
#;/
fcONð#;1Þ  cONð/;1Þg ð17Þ
where wex0,new(#,/) is the new value of parameter wex0 to be used in Eq. (9) for a
synapse linking a presynaptic neuron with preferred orientation / to a postsynaptic
neuron with preferred orientation #, Dwex0 is a parameter which sets the strength of
adaptation and the other quantities have the same meaning as in Eq. (15). In the fol-
lowing Dwex0 is always held negative, i.e., we assumed that excitatory synapses can
only be depressed due to adaptation. Thanks to normalization, Dwex0 represents the
maximum change in synapses during adaptation.
Hence, after adaptation, the excitatory synapse linking two neurons becomes:
wexð#;/Þ ¼ wex0;newðh;/Þ  e dð#/Þ
2=ð2r2exÞ½  ð18Þ2.9. Changes (either reinforcement or depression) in inhibitory synapses
The third rule assumed that inhibitory synapses linking a presynaptic inhibitory
cortical cell to a postsynaptic excitatory cell may change with a Hebbian (or anti-
Hebbian) rule. The increase affects the parameter win0 in Eq. (10) (which was orig-
inally identical for all neurons). We can write
win0;newð#;/Þ ¼ win0 þ Dwin0: c
ONð#;1Þ  iONð/;1Þ
max#;/fcONð#;1Þ  iONð/;1Þg
ðin-phase modelÞ
ð19Þ
win0;newð#;/Þ ¼ win0 þ Dwin0: c
ONð#;1Þ  iOFFð/;1Þ
max#;/fcONð#;1Þ  iOFFð/;1Þg
ðanti-phase modelÞ
ð190Þ
where the ﬁrst equation holds for the in-phase model [in which cortical cells receive
in-phase inhibition, iON(u,1), from an interneuron with preferred orientation u], and
the second equation holds for the anti-phase model [in which cortical cells receive
anti-phase inhibition, iOFF(u,1), from an interneuron with preferred orientation u
but opposite (OFF vs. ON) receptive ﬁeld]. Dwin0 is a parameter setting the strength
of adaptation (we assume it can be either positive or negative), and the other quan-
tities have the same meaning as in previous equations.
After application of the previous rule, the inhibitory synapse linking two neu-
rons becomes:
winð#;/Þ ¼ win0;newðh;/Þ  e dð#/Þ
2=ð2r2
in
Þ½  ð20Þ2.10. Changes in thalamo-cortical synapses
As a last possibility, we also considered adaptation changes in thalamocortical
synapses. The change affects the parameter wct0 in Eq. (3) (which was originally
identical for all neurons) and parameter wit0 (which has the same meaning as in
Eq. (3), but concerns synapses from the thalamus to cortical interneurons). These
parameters vary according to the correlation (or anticorrelation) of activity in the
thalamic presynaptic cell and cortical postsynaptic cell.
Concerning a synapse linking a thalamic cell at position x, y to an excitatory cor-
tical cell with preferred orientation #, we can write
wct0;newðx; y; #Þ ¼ wct0 þ Dwct0: c
ONð#;1Þ  Ton=off ðx; y;1Þ
max#;x;yfcONð#;1Þ  Ton=off ðx; y;1Þg ð21Þ
It is worth noting that the presynaptic thalamic cell can be ON if placed in the center
region of the receptive ﬁeld or OFF if placed in the peripheral region (see Eq. 2).
Similarly, concerning a synapse linking a thalamic cell at position x, y to an
inhibitory cortical cell with preferred orientation #
wit0;newðx; y; #Þ ¼ wit0 þ Dwit0: i
ONð#;1Þ  Ton=off ðx; y;1Þ
max#;x;yfiONð#;1Þ  Ton=off ðx; y;1Þg
ðin-phase modelÞ
ð22Þwit0;newðx;y;#Þ¼wit0þDwit0:
iOFFð#;1ÞToff=onðx;y;1Þ
max#;x;yfiOFFð#;1ÞToff=onðx;y;1Þg
ðanti-phasemodelÞ
ð220 Þ
where, in the anti-phase model, the position of the ON or OFF thalamic cells is
reversed.
2.11. Simulation of adaptation with different parameter changes
The adaptation phase consisted in the application of a grating with preferred
orientation 80, contrast 0.3 and spatial frequency 0.7 cyc/deg. According to our
previous study, this value of contrast leads the thalamic cells close to saturation,
while the spatial frequency is close to optimal for our simple cells (Ursino & La
Cara, 2004). Different levels of adaptation were mimicked by assigning different
values to the parameters Dt (threshold change of excitatory neurons, Eq. (15)),
Dt1 (threshold change of inhibitory interneurons, Eq. (16)), Dwex0 (excitatory
intracortical synapse change, Eq. (17)), Dwin0 (inhibitory intracortical synapse
change, Eq. (19)), Dwct0 and Dwit0 (changes in thalamo-cortical synapses to excit-
atory and inhibitory cortical neurons, Eqs. (21) and (22)) both for the in-phase and
anti-phase models.
In the following, the threshold changes (Dm and Dm1) will be expressed as abso-
lute values, whereas the synaptic changes will be expressed as percentages of the
presynaptic value.
After adaptation, a test phase was simulated by applying gratings with the
same contrast and spatial frequency as the adapting grating (0.3 and 0.7 cyc/
deg) and all possible orientations (from 1 to 180). From these simulations, both
the tuning curves (i.e., the neuron response to all 180 orientations), and the ‘‘pop-
ulation curve” (i.e., the response of all 180 neurons to a single orientation) could
be computed.
An important problem is how the brain ‘‘reads out” the perceived orientation
starting from the population curve. According to the literature (Pouget, Dayan, &
Zemel, 2000; Vogels, 1990), different possibilities could be adopted. The present
work tested four alternative metrics. The symbol w will be used in the following
to represent the perceived orientation, and the subscript will distinguish the
metrics.
(i) The winner takes all (WTA) metric. According to this solution, the perceived
contrast is provided by the neuron with the maximum response; i.e.,wWTA ¼ Max#fcONð#;1Þg ð23Þ(ii) The average value of the population curve (i.e., the barycentre). This is com-
puted as followswbar ¼
P180
#¼1c
ONð#;1Þ  #P180
#¼1cONð#;1Þ
ð24Þ(iii) The population vector metrics (Georgopoulos, Kalaska, Caminiti, &
Massey, 1982; Vogels, 1990), in which each neuron provides a two-
dimensional vector, with its length equal to the ﬁring rate and phase
equal to twice its label. All these vectors are summed up, and the
perceived orientation is taken as half the orientation of the ﬁnal vec-
tor. Hence,wvet ¼
1
2
arctg
P180
#¼1c
ONð#;1Þ  sinð2#ÞP180
#¼1cONð#;1Þ  cosð2#Þ
 !
ð25Þ(iv) The maximum likelihood estimator (MLE), in which the population
response is compared with a template, and the best-ﬁt determines
the perceived orientation. This work used a Gaussian function with
free average value and standard deviation as a template, and we
minimized a least-square criterion function of the difference between
this Gaussian function and the population curve. The average value
providing the optimal ﬁt (say wMLE) is assumed as the perceived
orientation.
3. Results
In order to analyze the role of the different mechanisms on
adaptation, a sensitivity analysis was performed using different
combinations of parameter changes and testing their effects on
physiological and psychophysical results. The following experi-
mental aspects were checked:
(i) The value of TAE at moderate orientation differences (about
10) between the test grating and the adaptation grating lie
in the range 2–7 (Dragoi et al., 2000).
1460 M. Ursino et al. / Vision Research 48 (2008) 1456–1470(ii) The shift of the perceived orientation plotted vs. the orienta-
tion difference exhibits a positive peak (range 4–7) at
small orientation difference (10–30) and falls to zero at
about 45. A mild negative value (0.5–1, i.e., an indirect
TAE) becomes visible at large orientation differences (60–
75) (Bednar & Mikkulainen, 2000; Clifford et al., 2000; Jin
et al., 2005)
(iii) The tuning curves of individual neurons exhibit a peculiar
change after adaptation. After several minutes adaptation
in cats, Dragoi et al. (2000) observed that the amplitude
of the tuning curves decreases for neurons with preferred
orientation close to the adapting one: the maximum
reduction in amplitude can be over 40–45% [(Dragoi
et al., 2000); see also (Jin et al., 2005)]. Neurons with dis-
tant preferred orientation exhibit an increase in their
amplitude (about 15–25%).
(iv) The optimal orientation of the tuning curves of individual
neurons exhibits a repulsive shift after several minutes
adaptation in cats (range 2–10) (Dragoi et al., 2000; Dragoi,
Sharma, Miller, & Sur, 2002). A repulsive shift in the tuning
curves was also observed by Felsen et al. (2002) and Müller,
Metha, Krauskopf, and Lennie (1999), using a much shorter
time scale. In Felsen et al., however, the repulsive shift was
about 2–4, and the decrease in amplitude just 10–15%.
The shift observed by Müller et al. was just 1.5.
In order to test the model’s capability to mimic these results, we
ﬁrst performed simulations by varying several parameters in a
large range, with an adaptation grating at 80, and we computed
the response of individual neurons to a single test grating with ori-
entation 90. Only those parameter combinations which satisﬁed
criterion (i) (TAE ﬃ 2–7), with at least one of the metrics adopted,
were subjected to further analysis. For these speciﬁc combinations
of parameters, which produce reasonable levels of TAE, we then
computed the tuning curves of all neurons after adaptation (by
using test gratings with all orientations between 1 and 180)
and we evaluated the aspects at points (ii–iv).Table 2
Effect of different parameter changes in the anti-phase model
Trial Dm Dm1 DWex0 (%) DWin0 (%) DWct0 (%) DWit0 (%) Am
1 0.8 0 0 0 0 0 82.0
2 0.6 0.6 0 0 0 0 86.7
3 0 0 12 0 0 0 89.1
4 0 0 0 20 0 0 99.9
5 0 0 12 12 0 0 89.1
6 0 0 0 0 4.2 0 87.0
7 0 0 0 0 3.5 3.5 89.2
8 0 0 0 0 4.2 4.2 87.0
9 0 0 0 0 3.5 3.5 89.3
10 0 0 0 0 10 10 69.3
11 0 0 0 24 4 4 87.7
12 0 0 5 5 2.5 2.5 87.8
13 0 0 5 5 2.5 2.5 87.4
14 0 0 10 10 10 10 62.8
15 0 0 5 5 2.5 2.5 87.4
Fig. 1 16 0.5 0.5 5 5 2.5 2.5 77.3
17 0.4 0.4 4 4 2 2 81.7
18 0.4 0.8 12 24 4 4 70.3
19 0.4 0.8 4 24 0 0 87.7
20 0.6 0.6 24 54 2.4 2.4 63.6
21 0.3 0.3 12 27 1.2 6.0 79.9
The parameter alterations are shown in the ﬁrst six columns: absolute changes in the
percentage changes in intracortical excitatory and inhibitory synapses (third and fourth
(ﬁfth and sixth columns). Each row represents a different combination of parameter cha
tuning curves in percentage of normal (seventh column); the maximum repulsive TAE a
MLE (eighth column); the maximum indirect attractive aftereffect at large orientation di
the maximum repulsive shift in the preferred orientation of a neuron, evaluated with the
are presented in Fig. 1.The results are reported in Tables 2 and 3 for the anti-phase and
the in-phase models, respectively. Each row shows the parameter
changes adopted, the percentage changes in the amplitude of the
tuning curves after and before adaptation (maximum and mini-
mum changes), the peak of the perceived orientation shift, i.e.,
the maximum direct TAE at small orientation differences (com-
puted both with WTA, population vector and MLE metrics), the
possible negative perceived orientation shift (i.e., an indirect after-
effect at large orientation differences, computed with the same
metrics), and the maximum shift of the tuning curves (computed
both with WTA and population vector metrics). The results of the
barycentre metrics have not been shown, since they are close to
the results of the population vector metric. Results of the MLE met-
ric are not reported in the last column since they are almost indis-
tinguishable from those of the population vector metric.
To clarify the previous results, Figs. 1–4 show some examples of
the simulation curves with speciﬁc combinations of parameter
changes paradigmatic of the behavior of the anti-phase and in-
phase models. The ﬁgures display the tuning curves after adapta-
tion (panel a), the shift in the preferred orientation of the tuning
curves (panel b) and the perceived orientation shift (panel c) plot-
ted vs. the orientation difference (using both the WTA and vector
metrics as well as the MLE). Finally, the panels d and e investigate
the effect of a progressive increase in parameter changes. To this
end, eleven combinations of parameter changes were assigned:
the population curves (panel d) and the TAE with a test grating
at 90 (panel e) are presented for each combination.
Fig. 1 is an exemplum obtained with the anti-phase model,
assuming that all parameters can change (i.e., this is the most com-
plex adaptation). Some aspects of this ﬁgure deserve comment.
First, as shown in Fig. 1a, the amplitude of the tuning curves at
small orientation differences exhibits a moderate decrease (about
23%). However, the amplitude of tuning curves of neurons with
a large orientation difference is unchanged. Second (Fig. 1b), the
model predicts only a negligible repulsive shift in the preferred ori-
entation of the individual neurons. Third (Fig. 1c), the perceived
orientation shift (TAE) computed with the population vector andplitude ratio (Min–Max) Max. direct TAE () Indirect TAE () Max. shift ()
5–100 9–2.8–3.0 0 0–0.2
5–100 9–6.9–6.4 0 1 to 0.2
4–100 6–0.9–1.2 0 0–0.2
8–100 0 0 0
5–100 6–0.9–1.2 0 0–0.2
–100 6–1.4–1.6 0 1–0.3
1–100 5–0.7–0.9 0–0.1–0.1 1–0.44
6–100 6–0.8–1.1 0–0.1–0.1 1–0.5
–100 6–1.8–1.9 0 0–0.2
–100 13–5.9–6.2 0 1–0.7
–100 6–0.8–1.0 0–0.2–0.2 1–0.5
–100 6–0.8–1.1 0 1–0.3
–100 6–0.8–1.1 0 1–0.4
–100.0 15–6.7–7.2 0 1–0.8
–100 6–0.8–1.1 0 1–0.4
–100.4 13–6.2–6.2 0 0–0.3
–100.4 11–5.9–5.7 0 1 to 0.2
–100.5 16–9.2–9.0 0 0–0.5
–100.5 9–8.5–7.8 0 1 to 0.2
–100.5 18–8.7–8.9 0 0–0.4
–100.4 12–6.1–5.9 0 0–0.2
threshold of excitatory and inhibitory cortical neurons (ﬁrst and second column),
column), percentage changes in excitatory and inhibitory thalamo-cortical synapses
nges. The other columns represent: the minimum and maximum amplitudes of the
t small orientation differences, evaluated with the WTA, the vector method and the
fferences, evaluated with the WTA, the vector method and the MLE (ninth column);
WTA and the vector method (tenth column). Results of trial 16, emphasized in bold,
Table 3
Effect of different parameter changes on the in-phase model
Trial Dm Dm1 DWex0 (%) DWin0 (%) DWct0 (%) DWit0 (%) Amplitude ratio (Min–Max) Max. direct TAE () Indirect TAE () Max. shift ()
1 0.4 0 0 0 0 0 55.2–100.0 7–4.7–5.0 0 2–1.5
2 0.5 0.5 0 0 0 0 94.1–139.5 8–5.5–5.5 1–0.3–0.4 1–1.3
3 0.45 0.18 0 0 0 0 67.3–113.8 7–5.1–5.3 0–0.1–0.1 1–1.4
4 0 0 7 0 0 0 63.3–100.0 6–2.6–3.1 0 3–1.5
5 0 0 0 14 0 0 54.9–100.0 7–4.5–4.9 0 2–1.7
6 0 0 0 0 3 0 55.8–100.1 7–4.0–4.5 0 3–2.0
7 0 0 10 10 0 0 36.9–100.0 11–6.0–6.9 0 4–2.7
8 0 0 8 4 0 0 67.7–100.21 6–1.8–2.4 0–0.2–0.1 3–1.4
9 0 0 12 28 0 0 94.7–109.9 4–0.1–0.1 4–4.6–3.7 2–0.5
10 0 0 15 27 0 0 82.2–105.9 7–0–0 3–2.8–2.9 3–0.9
11 0 0 70 70 0 0 43.7–103.3 18–0.4–3.8 2–5.9–3.4 5–1.9
12 0.5 0 0 2.5 0 0 52.1–100.0 7–5.1–5.4 0 2–1.6
13 0 0 0 0 4 2 60.6–108.3 9–5.1–5.7 0–0.2–0.2 2–1.8
Fig. 4 14 0 0 0 0 5 4 65.7–117.9 11–6.2–6.8 1–0.4–0.4 1–1.6
15 0 0 1.8 1.8 1.8 0 59.0–100.0 7–3.6–4.0 0 2–1.7
16 0 0 2.4 2.4 2.4 0 60.4–100.0 7–3.2–3.7 0 3–1.8
17 0 0 3 7.5 3 0 64.0–100.1 6–2.6–3.1 0 3–1.7
18 0 0 8 16 2 0 73.1–101.1 6–0.8–1.4 1–1.0–0.8 3–1.4
19 0 0 6 12 3 0 62.9–100.3 7–2.3–2.9 0–0.3–0.2 3–1.8
20 0 0 9 21 3 0 70.2–101.4 7–1.3–1.6 1–1.3–1.0 3–1.6
21 0 0 18 56 9 0 57.1–103.5 12–0.4–2.0 2–3.9–2.9 5–2.6
Fig. 2 22 0.16 0.32 8 0 0 0 67.8–125.5 10–4.9–5.6 0–0.3–0.4 3–2.2
23 0.2 0.2 0 10 0 0 66.5–115.4 8–5.2–5.5 0–0.2–0.2 2–1.7
24 0.8 0.8 0 12 0 0 123.5–164.5 7–5.4–5.3 1–0.1–0.4 1–0.8
25 0.2 0.4 0 0 2 0 88.1–131.9 7–4.5–4.7 1–0.3–0.4 2–1.6
26 0.2 0.2 0 0 2 0 67.8–115.5 8–4.8–5.1 0–0.2–0.2 2–1.8
27 0.18 0.24 0 0 2.4 0 68.2–118.7 8–5.1–5.4 0–0.2–0.2 2–2.0
28 0 0 4 6 4 0 45.2–100 9–4.8–5.6 0 4–2.6
29 0 0 4 20 4 0 79.19–101.3 5–0.5–1.0 1–1.0–0.9 3–1.2
30 0 0 14 63 12.6 0 52.2–103.4 13–0.9–2.6 2–3.7–2.8 7–3.3
31 0 0 6 0 3 3 56.3–113.2 11–5.8–6.6 0–0.3–0.3 2–1.9
32 0.12 0.12 6 3 0 0 71.9–109.6 7–2.8–3.3 0–0.1–0.1 2–1.5
33 0.08 0.24 4 4 0 0 77.0–119.1 7–3.6–4.0 0–0.3–0.3 2–1.6
34 0.14 0.42 7 7 0 0 66.1–133.4 11–6.3–7.0 1–0.4–0.4 3–2.5
35 0.08 0.16 6 6 0 0 58.7–112.4 9–4.8–5.4 0–0.2–0.2 3–2.1
36 0.21 0.21 14 7 0 0 53.9–116.6 12–5.0–6.1 0–0.3–0.3 4–2.4
Fig. 3 37 0.28 0.28 14 7 0 0 53.2–122.2 12–5.9–7.0 0–0.3–0.3 4–2.6
38 0.08 0.16 0 8 1.2 0 64.2–112.4 8–4.9–5.2 0–0.1–0.1 2–1.9
39 0.21 0.21 0 0 2.1 2.1 45.7–109.1 9–5.5–6.0 0 4–3.0
40 0 0 14 63 12.6 6.3 66.0–136.1 17–3.0–5.6 2–4.0–3.0 4–2.2
41 0.20 0.20 2 2.0 1.2 0 73.7–115.0 7–3.9–4.3 0–0.2–0.2 1–2
42 0.1 0.2 7.5 5 2.5 0 53.11–115.8 11–5.4–6.3 0–0.2–0.2 4–2.7
43 0.12 0.24 9 12 3 0 57.9–119.4 11–4.8–5.8 0–0.4–0.4 4–2.7
44 0.14 0.28 21 35 7 0 39.3–123.0 16–6.3–8.7 1–1.0–0.8 6–4.0
45 0.25 0.25 2.5 5 1.25 0 77.5–119.8 7–3.9–4.2 0–0.2–0.3 2–1.5
46 0.12 0.24 9 12 3 3 72.9–134.2 13–4.9–6.1 1–0.8–0.8 3–1.8
47 0.2 0.4 15 20 5 5 61.1–156.3 19–7.9–10.7 1–1.2–1.1 3–2.4
The parameter alterations are shown in the ﬁrst six columns: absolute changes in the threshold of excitatory and inhibitory cortical neurons (ﬁrst and second column),
percentage changes in intracortical excitatory and inhibitory synapses (third and fourth column), percentage changes in excitatory and inhibitory thalamo-cortical synapses
(ﬁfth and sixth columns). Each row represents a different combination of parameter changes. The other columns represent: the minimum and maximum amplitudes of the
tuning curves in percentage of normal (seventh column); the maximum repulsive TAE at small orientation differences, evaluated with the WTA, the vector method and the
MLE (eighth column); the maximum indirect attractive aftereffect at large orientation differences, evaluated with the WTA, the vector method and the MLE (ninth column);
the maximum repulsive shift in the preferred orientation of a neuron, evaluated with the WTA and the vector method (tenth column). Results of trials 22, 37 and 14,
emphasized in bold, are presented in Figs. 2–4.
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the model does not produce an indirect TAE. These results are typ-
ical of all simulations performed with the anti-phase model, and
disagree with experimental data.
The in-phase model provides better results, with various alter-
native combinations of parameter changes. Three different exem-
pla are presented in Figs. 2–4. The case shown in Fig. 2 refers to
fatigue in both excitatory and inhibitory cortical neurons, associ-
ated with an anti-Hebbian decrease in excitatory intracortical syn-
apses. Fig. 3 assumes fatigue in excitatory and inhibitory neurons,
together with anti-Hebbian decrease in both excitatory and inhib-
itory intracortical synapses. Finally, Fig. 4 assumes that adaptation
occurs at the level of the thalamo-cortical synapses, by mimicking
anti-Hebbian decrease in synapses from the thalamus to both
excitatory and inhibitory cortical neurons.It is worth noting that the results depicted in the last three
ﬁgures are similar. The amplitude of individual tuning curves de-
creases at moderate orientation differences (the range is from
33% to 45%), and increases at large orientation differences
(range from +14% to +25%) in all ﬁgures. The population curves
(left bottom panels) show a clear distortion: consequently, the
WTA method overestimates the perceived orientation shift. Nor-
mal values of TAE are provided by the other metrics. The curve
‘‘perceived shift vs. the orientation difference” obtained with
these metrics (Figs. 2–4c) are in good agreement with the exper-
imental data, and show a moderate indirect TAE at an orienta-
tion difference of 60–70. The repulsive shift in the preferred
orientation of tuning curves (Figs. 2–4b) is about 2–3. Another
interesting aspect is that a progressive increase in parameter
changes causes a linear increase in the perceived TAE (Figs. 2–4e),
1462 M. Ursino et al. / Vision Research 48 (2008) 1456–1470i.e., the model does not exhibit an intrinsic saturation in adapta-
tion strength.
To shed more light on the intimate mechanisms responsible for
the observed changes in the population curves and tuning curves,
Fig. 5 displays the total inputs received by some neurons in two
exemplary cases (trial no. 37, the same as in Fig. 3, and trial no.
14, the same as in Fig. 4). The upper panels show the thalamic in-
put (i.e., quantity DVONci in Eq. (4)), the recurrent excitatory input
(i.e., DVONce in Eq. (4)) and the inhibitory input (DVONct in Eq. (4))
both before and after adaptation. The lower panels depict the total
input changes (i.e., the difference in the quantity DVONc after and
before adaptation) to summarize the global effect. The three inves-
tigated neurons have preferred orientations of 90, 105 and 120.
Some conclusions can be drawn from these ﬁgures (similar con-
clusions can also be drawn from other simulations in Table 3,
which are omitted for the sake of brevity). First, the greater input
to the neurons is provided by the recurrent excitation, which, in
the in-phase model, is about twice the thalamic input and twice
the inhibition. Adaptation causes signiﬁcant changes in the recur-
rent excitation, whereas adaptive changes in inhibition and tha-
lamic input are smaller. Neurons with preferred orientation close
to the adapting orientation show a signiﬁcant decrease in their
excitatory input close to the adapting orientation; neurons with
preferred orientations far from the adapting orientation exhibit a
signiﬁcant excitation increase far from the adapting orientation.
It is worth noting that the previous input changes are not symmet-
rical with respect to the preferred orientation of the neuron. For in-
stance, for neurons with preferred orientation close to the adapting
orientation, the excitatory input decreases slightly more in the
proximal ﬂank and less in the distal ﬂank, thus resulting in a mild
shift in the tuning curve. Neurons with preferred orientation at
intermediate distance from the adapting orientation (range 100–
115) exhibit a decrease in their input at the proximal ﬂank and
an increase in their input at the distal ﬂank, with a clearer shift
in the tuning curve.
In conclusion, the strong values of TAE are mainly due to the
changes in the amplitude of the tuning curves (i.e., the amplitude
decreases for proximal neurons and increases for distal neurons,
thus resulting in a different population vector). Shift in the tuning
curves can be ascribed to a moderate asymmetric input to neurons,
mainly due to changes in recurrent excitation.
Finally, to establish a relationship between changes in tuning
curves and adaptation effects, the results of Table 3 (in-phase mod-
el only) are summarized in the three panels of Fig. 6: they repre-
sent the peak TAE (i.e., the maximum perceived repulsive shift),
the indirect TAE (i.e., the maximum perceived attractive shift, if
present) and the maximum shift in the optimal orientation of indi-
vidual neurons vs. the percentage alterations in the amplitude of
the tuning curves. It can be seen that: (i) the peak TAE is correlated
to the difference in the amplitude of the tuning curves at large and
small orientation difference (panel a): the larger this difference, the
larger the TAE. (ii) The shift in the optimal orientation of individual
neurons (panel c) is correlated to the maximum decrease in the
amplitude of the tuning curves. (iii) A good correlation is less evi-
dent for the indirect TAE (panel b): however, if unrealistic values of
indirect TAE are excluded from the graph (for instance, values
higher than 1.5) a correlation can be found between the value of
indirect TAE and the maximum increase in the amplitude of the
tuning curves at large orientation difference.
4. Discussion
The present study analyzed the problem of adaptation to ori-
ented gratings and TAE with the use of mathematical models
including thalamic input and two alternative arrangements of
intracortical synapses. Moreover, different possible mechanismsof adaptation were analyzed within the same theoretical
framework.
The fundamental questions we set out to answer are: what is
the arrangement of synapses, and what is the change in parameters
(adaptation) which can best explain the experimental data sum-
marized above? Which data cannot be explained by the model?
Looking at Table 3 and Figs. 2–4, we can say that the in-phase
model can explain several results in the literature, but it requires
at least two simultaneous parameter changes. By contrast,
although the anti-phase model produces realistic values of TAE, it
fails to mimic the other phenomena described above (such as the
percentage changes in the amplitude of the tuning curves, the indi-
rect TAE and the repulsive shift in the preferred orientation of indi-
vidual neurons). In particular, the following relationships between
parameter changes, alterations in the tuning curves, and adapta-
tion can be construed:
(i) Changes in the amplitude of the tuning curves. In order to have
a 40–50% decrease in the amplitude of the tuning curves at
small orientation differences, it is necessary to assume the
existence of a depressive mechanism (fatigue of cortical
excitatory neurons, and/or depression of thalamo-cortical
synapses directed to excitatory neurons, and/or depression
of intracortical excitation). Moreover, to have a 10–20%
increase in the amplitude of the tuning curves at large orien-
tation differences, we need to partially suppress an inhibi-
tory mechanism directed to excitatory neurons. This aspect
can be readily implemented with the in-phase model, either
by reducing the thalamic input to inhibitory interneurons, or
reducing the inhibitory intracortical synapses, or assuming
the fatigue of inhibitory cortical neurons. In fact, the in-
phase model assumes that intracortical inhibition has
broader tuning compared with excitation. By contrast, the
anti-phase model cannot account for this effect since it
assumes that inhibition has approximately the same tuning
as excitation.
(ii) The direct (repulsive) TAE. There are many different combina-
tions of parameter changes in both models which can pro-
duce values of TAE in agreement with experimental
results, i.e., a repulsive shift in the perceived orientation as
large as 4–6 at moderate orientation differences between
the adaptation and test gratings. It is worth noting that
TAE values obtained with the barycentre and vector metrics
are almost the same, but they slightly lower (about 0.5)
than the values computed with the MLE estimator. By con-
trast, the WTA metric provided values of TAE signiﬁcantly
exceeding those obtained with the other three metrics (this
difference was often as large as 5–6).
In particular, with physiological changes in the tuning
curves, the TAE was as large as 8–11with theWTAmetrics,
but approximately equal to 4–6 with the other metrics.
The reason for these differences is that the population curves
are distorted by adaptation, hence the maximum of the pop-
ulation curve is signiﬁcantly different from the average
value. We claim that the use of the WTA metric induces val-
ues of TAE in excess compared with psychophysical data:
probably the perceived orientation is read out by the brain
using a vector population or a MLE method, while the
WTA method appears less realistic.
Another important aspect clariﬁed by our simulations is the
dependence of TAE on the amplitude of the tuning curves.
Results show that in the in-phase model TAE is directly cor-
related to the difference in the amplitude of the tuning
curves at small and large orientation differences, rather than
on the amplitude decrease only. In general, the higher this
difference is, the higher the perceived repulsive shift. This
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Fig. 1. Anexampleof adaptationwithdifferentparameter changes in theanti-phasemodel. Panel (a)describes the tuningcurvesof several exemplaryneurons (originalpreferred
orientation between 0 and 180, step 10) after adaptation using the parameter changes as in trial 16 of Table 2: increase in threshold of excitatory cortical neurons Dt = 0.5;
increase in threshold of inhibitory cortical neurons: Dt1 = 0.5; percentage changes in excitatory cortical synapses: Dwex0 = 5%; percentage changes in inhibitory cortical
synapses: Dwin0 = 5%; percentage changes in thalamo-cortical synapses to excitatory neurons: Dwct0 = 2.5%; percentage changes in thalamo-cortical synapses to inhibitory
neurons: Dwit0 = 2.5%. By comparison, the continuous thick line represents the basal amplitude (before adaptation) of all tuning curves. Panel (b) represents the shift in the
preferred orientation of the tuning curves evaluatedwith theWTAmethod (i.e., themaximumof the tuning curve, thin line) and thepopulation vectormethod (thickdashed line)
and plotted vs. the orientation difference between the test grating and the adaptation grating. Panel (c) represents the apparent shift in perceived orientation evaluated from the
population curves with the WTA metric (dashed line), the population vector metric (black continuous line) and the MLE (gray continuous line) and plotted vs. the orientation
difference between the test grating and the adaptation grating. Panels (d) and (e) represent the population curves (d) and the apparent shift in perceived orientation (TAE) (e)
evaluated at an orientation difference equal to 10 (test grating = 90) by assuming a progressive increase in adaptation. To this end, adaptationwas simulated by increasing each
parameter within the range: Dt = [0–1]; Dt1 = [0–1]; Dwex0 = [0% to 10%]; Dwin0 = [0% to 10%]; Dwct0 = [0% to 5%]; Dwit0 = [0–5%]. Each range was partitioned into 11 equal
intervals, and adaptation was evaluated for each parameter at each interval. It is worth noting that simulations in panels (a–c) were performed exactly at themiddle position of
this partition. The TAE values were obtained with the WTA metric (continuous line), the vector metric (dotted line) and the MLE (dashed line).
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Fig. 2. An example of adaptation with different parameter changes in the in-phase model. The meaning of panels is the same as in Fig. 1. The assumed parameter changes
were the same as in trial 22 of Table 3: increase in threshold of excitatory cortical neurons Dt = 0.16; increase in threshold of inhibitory cortical neurons: Dt1 = 0.32;
percentage changes in excitatory cortical synapses: Dwex0 = 8%; percentage changes in inhibitory cortical synapses: Dwin0 = 0; percentage changes in thalamo-cortical
synapses to excitatory neurons: Dwct0 = 0; percentage changes in thalamo-cortical synapses to inhibitory neurons: Dwit0 = 0. To simulate increasing adaptation, parameters in
the panels d and e were varied in the following range: Dt = [0–0.32]; Dt1 = [0–0.64]; Dwex0 =[0% to 16%]; Dwin0 = 0; Dwct0 = 0; Dwit0 = 0.
1464 M. Ursino et al. / Vision Research 48 (2008) 1456–1470result signiﬁes that TAE may be caused by a decrease in neu-
ron input close to the adaptation orientation, further rein-
forced by input increase far from the adaptation orientation.
(iii) The indirect (attractive) TAE. The presence of an indirect
aftereffect (i.e., a moderate attractive shift in the perceived
orientation at large orientation differences) is directly corre-lated to the increase in the amplitude of the tuning curves.
Hence, increase in neuron input with a consequent increase
in the amplitude of the tuning curves far from the adaptation
orientation seems the main determinant of this effect.
According to this hypothesis, the anti-phase model, which
does not predict an increase in the amplitude of the tuning
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Fig. 3. An example of adaptation with different parameter changes in the in-phase model. The meaning of panels is the same as in Fig. 1. The assumed parameter changes
were the same as in trial 37 of Table 3: increase in threshold of excitatory cortical neurons Dt = 0.28; increase in threshold of inhibitory cortical neurons: Dt1 = 0.28;
percentage changes in excitatory cortical synapses: Dwex0 = 14%; percentage changes in inhibitory cortical synapses: Dwin0 = 7%; percentage changes in thalamo-cortical
synapses to excitatory neurons: Dwct0= 0; percentage changes in thalamo-cortical synapses to inhibitory neurons: Dwit0 = 0. To simulate increasing adaptation, parameters in
the panels (d) and (e), were varied in the following range: Dt = [0–0.56]; Dt1 = [0–0.56]; Dwex0 = [0% to 28%]; Dwin0 = [0% to 14%]; Dwct0 = 0; Dwit0 = 0.
M. Ursino et al. / Vision Research 48 (2008) 1456–1470 1465curves, produces negligible values of the indirect TAE. It is
worth noting that our conclusions agree with the results of
Wenderoth and Smith (1999). Via experiments on volun-
teers, these authors, suggested that the direct TAE and the
indirect TAE are mediated by different mechanisms.(iv) Repulsive shift in the preferred orientation of neurons. The in-
phase model predicts that the preferred orientation of indi-
vidual neurons exhibits a repulsive shift after adaptation.
The latter may be as large as 2–4 in some cases reported
in Table 3 (in-phase model) and is lower when computed
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Fig. 4. An example of adaptation with different parameter changes in the in-phase model. The meaning of panels is the same as in Fig. 1. The assumed parameter changes
were the same as in trial 14 of Table 3: increase in threshold of excitatory cortical neurons Dt = 0; increase in threshold of inhibitory cortical neurons: Dt1 = 0; percentage
changes in excitatory cortical synapses: Dwex0 = 0; percentage changes in inhibitory cortical synapses: Dwin0 = 0; percentage changes in thalamo-cortical synapses to
excitatory neurons: Dwct0 = 5%; percentage changes in thalamo-cortical synapses to inhibitory neurons: Dwit0 = 4%. To simulate increasing adaptation, parameters in the
panels d and e, were varied in the following range: Dt = 0; Dt1 = 0; Dwex0 = 0; Dwin0 = 0; Dwct0 = [0% to 10%]; Dwit0 = [0% to 8%].
1466 M. Ursino et al. / Vision Research 48 (2008) 1456–1470with the population vector method than with the WTA
method. By contrast, the anti-phase model predicts only
negligible values of the preferred orientation shift. The
results of the in-phase model agree with values reported in
some papers (Felsen et al., 2002; Müller et al., 1999). How-ever, it is very difﬁcult to simulate shift in preferred orienta-
tion as high as 10–12, as observed by Dragoi et al. (2000) in
some cells. To obtain these values of shift magnitudes, we
need to excessively decrease the amplitude of the tuning
curves.
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Fig. 5. (a) Input of a cortical neuron vs. stimulus orientation before and after adaptation, for three exemplary neurons (preferred orientation 90, ﬁrst column; 105, second
column; 120, third columns). The assumed parameter changes were the same as in Fig. 3 (i.e., trial 37 of Table 3). The upper panels show the thalamic input (*), the excitatory
input (+) and the inhibitory input (x) vs. orientation of the input stimulus before and after adaptation (continuous line and dotted line, respectively). The bottom panels show
the postadaptation changes in neuron total input (i.e., the change of quantity DVONc in Eq. (4) after adaptation). (b) The same simulation as in (a), but with the same parameters
as in Fig. 4 (i.e., trial 14 of Table 3).
M. Ursino et al. / Vision Research 48 (2008) 1456–1470 1467The preferred orientation shift seems correlated to a decrease in
neuron response close to the adaptation orientation, whereas it
seems quite independent of the amplitude increase far from the
adaptation orientation. A qualitative exemplum is presented in
Fig. 7 to explain the repulsive shift in preferred orientation. The
continuous line in the ﬁgure represents the tuning curve of a neu-
ron in the in-phase model, with a preferred orientation before
adaptation equal to 90. Further, we assumed that the response
of the same neuron to different orientations is decreased after
adaptation, but with a greater percentage decrease for orientationsclose to the adaptation orientation (80) and a smaller percentage
decrease for large orientation differences (see ﬁgure legend for
mathematical details). As we can see, this non-uniform reduction
in the response to oriented stimuli causes a repulsive shift in the
preferred orientation. In our in-phase model, a non-uniform reduc-
tion in neuron response may be ascribed to a reduction in intracor-
tical excitation (see Fig. 5). In fact, intracortical excitation coming
from proximal neurons is maximally reduced when the input grat-
ing has the same orientation as the adaptation orientation. By con-
trast, the reduction in intracortical excitation in the anti-phase
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Fig. 6. Relationships between the changes in the amplitude of tuning curves and adaptation effects, obtained from results of Table 3 (in-phase model). (a) The peak of TAE
(i.e., the maximum perceived repulsive shift) vs. the difference in amplitude of the tuning curves (i.e., the maximum amplitude minus the minimum amplitude, expressed as a
percentage of normal amplitude). The correlation coefﬁcient is: q = 0.89. (b) The indirect TAE (i.e., the maximum perceived attractive shift at large orientation differences)
plotted vs. the maximum amplitude of the tuning curves, expressed as a percentage of normal. In drawing this ﬁgure, unrealistic values of indirect TAE (above 1.5) have been
omitted. The correlation coefﬁcient is: q = 0.48. (c) The shift in the optimal orientation of individual neurons vs. the minimum amplitude of the tuning curves, expressed as a
percentage of normal. The correlation coefﬁcient is: q = 0.72. All results were computed with the MLE metric.
1468 M. Ursino et al. / Vision Research 48 (2008) 1456–1470model is compensated by a similar reduction in intracortical inhi-
bition, since both have a similar orientation tuning.
In summary, to reproduce physiological and psychophysical
data on prolonged adaptation (Dragoi et al., 2000; Jin et al.,
2005), at least two opposite mechanisms are required. First, one
(or more) parameter changes are necessary to reduce the ampli-
tude of the tuning curves close to the adapting orientation. This ef-
fect sharpens the tuning curves and, in the in-phase model, also
induces a moderate repulsive shift of the preferred orientation.
Second, one (or more) additional parameter changes should in-
crease the amplitude far from the adapting orientation. This addi-
tional mechanism broadens the tuning curves and contributes to
the indirect TAE. At present it is difﬁcult to suggest which combi-
nations of parameter changes better ﬁt the experimental data. Figs.
2–4 show that several combinations are able to produce results in50 100 150
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Fig. 7. A qualitative exemplum showing how adaptation can cause a repulsive shift
in the preferred orientation of a neuron. The continuous line shows the tuning curve
of a neuron with optimal orientation at 90 before adaptation. To qualitatively
simulate adaptation, we assumed that the response of the neuron to a give orien-
tation (say /) is reduced by a constant factor plus a factor depending on the
difference between the present orientation and the adaptation orientation (80)
which may mimic a decrease in intracortical excitation (which depends on the
activity of other intracortical neurons, hence on the present orientation, /. When /
is equal to the adaptation orientation, neurons’ activity exhibits the maximum d-
ecrease). To simulate this phenomenon qualitatively, we calculated the tuning cu-
rve after adaptation with the following equation: cafterð90;/Þ ¼ cbeforeð90;/Þ
½1 D1  D2  expðð80 /Þ2=ð2r2ÞÞ where cafter and cbefore represent the neuron
response after and before adaptation, the adaptation orientation is 80, D1 and D2
are the strengths of the two reduction factors (the ﬁrst independent of /, the second
dependent on the difference 80  /). In all exempla, we used r = 15. Three exempla
are shown, with D1 = 0.4 and D2 = 0 (dotted line), D1 = 0.3 and D2 = 0.1 (dash-dotted
line) and D1 = 0.2 and D2 = 0.2 (dashed line). It is worth noting that the greater the
second term, the greater the shift in preferred orientation.acceptable agreement with experimental data, both working on
intracortical (Figs. 2 and 3) or thalamocortical (Fig. 4) mechanisms.
4.1. Comparison with previous models
Many different models have been presented in recent years,
with purposes similar to the present one (Bednar & Mikkulainen,
2000; Chelaru & Dragoi, 2008; Compte & Wang, 2006; Felsen
et al., 2002; Jin et al., 2005; Schwabe & Obermayer, 2005; Teich
& Quian, 2003).
Bednar and Mikkulainen (2000) used a physiological rule to
simulate adaptation applying a Hebbian learning rule with normal-
ization of synapses. Furthermore, they simultaneously applied this
rule to all synapses in the model (both thalamic, excitatory intra-
cortical and inhibitory). Hence, their simulations resemble the sim-
ulations reported in trials 46 and 47 of Table 3. Furthermore, they
analyzed the behavior of many orientation columns and studied
changes in orientation maps. The authors suggested that changes
in inhibitory synapses are the main factors responsible for the ob-
served TAE. Moreover, they also noticed a moderately attractive
TAE with their model for orientation differences greater than 45.
However, the work by Bednar and Mikkulainen (2000) failed to
investigate the amplitude and position of the tuning curves (an
important test for any model of adaptation).
Felsen et al. (2002) analyzed the effect of rapid adaptation (on a
very short time scale) using both a simple feedforward model
(with thalamic input only) and a recurrent model (with intracorti-
cal connections) and showed that intracortical connection changes
(in particular, a reduction in synaptic excitation) are necessary to
have a consistent repulsive shift in the tuning curves. These
authors did not use physiological adaptation rules.
Teich and Quian (2003), using a variation of the recurrent model
by Carandini and Ringach (1997), distinguished between learning
and adaptation. They suggested that a single parameter change
(either a decrease in excitatory synapses or an increase in inhibi-
tory synapses) can explain learning, whereas adaptation would re-
quire a combination of antagonistic changes. These changes may
occur with a different time scale and, perhaps, with signiﬁcant dif-
ferences among animal species (Teich & Quian, 2003). Although we
did not distinguish between learning and adaptation, several of our
results agree with the considerations of Teich and Quian. A remark-
able difference from our paper is that they did not use physiolog-
ical rules for adaptation, nor did they analyze TAE vs. orientation
difference. A further difference is that these authors suggested that
adaptation cannot explain tilt aftereffect, since TAE would require
M. Ursino et al. / Vision Research 48 (2008) 1456–1470 1469that ‘‘the tuning curves near the adapting orientation be shifted to-
ward the adapted orientation”. Our results demonstrate that TAE is
also possible with a repulsive shift.
The latter problem was carefully analyzed by Jin et al. (2005).
They explained many observations of the same group (Dragoi
et al., 2000) with an empirical model in which tuning curves
close to the adapting orientation reduce their amplitude while
their preferred orientation is shifted away. Reduction in ampli-
tude creates TAE, while the repulsive shift in preferred orienta-
tion reduces TAE. Although this work is an excellent summary
of the phenomenological changes required to reproduce long-
time adaptation, it does not enter into the physiological mecha-
nisms involved.
Schwabe and Obermayer (2005) used a recurrent model of a vi-
sual hypercolumn with Hodgking–Huxley neurons to analyze the
effect of alternative parameter changes (strength of afferent and
recurrent synapses, neuronal gain, additive input) on the popula-
tion response and tuning curves. According to their ﬁgures (namely
Fig. 4 of their work) only adjusting recurrent synapses leads to re-
sults in good agreement with experimental data on adaptation (i.e.,
a repulsive shift in the orientation preference, a decrease in ampli-
tude at the adapting orientation and an increase in amplitude far
from the adapting orientation). A major difference between this
work and ours is that they used an optimization criterion to modify
parameters (based on Fisher information) instead of physiological
rules.
Compte and Wang (2006), using a simple recurrent model,
studied the shift in the receptive ﬁeld position induced either by
attention or adaptation (simulated by means of a positive or nega-
tive additive bias centered at a given position). Although this work
focused on the spatial position of the stimulus, the same model can
easily be generalized to alternative properties of the inputs, such as
orientation. The authors observed that adaptation causes an attrac-
tive shift if intracortical inhibition dominates on excitation, and a
repulsive shift if excitation dominates on inhibition. This result is
similar to that obtained with our in-phase model by changing
the threshold of neurons (in fact, in the in-phase model excitation
locally dominates on inhibition).
An important study sharing several aspects with ours, was re-
cently published (Chelaru & Dragoi, 2008). Using a recurrent model
of interconnected populations of excitatory and inhibitory neurons,
the authors examined the functional consequences of synaptic
depression. Their main conclusion was that asymmetrical intracor-
tical depression, in which excitatory synapses depress more than
the inhibitory ones, causes a shift in the tuning curve, attenuation
of neuron response to frequent stimuli and ampliﬁcation of neuron
response to infrequent stimuli. This result resembles that obtained
with our model in some trials (see for instance trials 36 and 37)
where we simultaneously depressed excitatory and inhibitory syn-
apses. In particular, both models explain adaptation with a de-
crease in overall excitation close to the adapting stimulus, and an
increase in input (increased excitation, decreased inhibition) far
from the adapting stimulus. Two main differences, however,
emerge between our results and those by Chelaru and Dragoi
(2008). First, tuning curves in Chebaru and Dragoi exhibit larger
shifts after adaptation. Second, the amplitude of their tuning
curves decreases for neurons with preferred orientation close to
the adapting orientation, but does not increase for neurons with
preferred orientation far from the adapting orientation (whereas
amplitude of our tuning curve increases at large orientation differ-
ences, in accordance with Dragoi et al. (2000)). These discrepancies
might result from differences in model implementation. Chelaru
and Dragoi used a learning rule which is based only on presynaptic
activity, whereas we used the correlation between the presynaptic
and postsynaptic activity (anti-Hebbian rule). Second, inhibition in
their model is much higher than recurrent excitation (by a factorthree) whereas in our model inhibition is much smaller than exci-
tation. Lastly, we did not include recurrent inhibition in our model
(our model inhibition is feedforward in type). It is possible that the
use of recurrent inhibition may enhance inhibition depression,
thereby resulting in a greater shift of the tuning curves (see
Fig. 5G in Chelaru & Dragoi (2008)).
5. Conclusions
Although a few previous models anticipated some of our results,
we claim that the present work adds two major new conclusions,
which cannot be found elsewhere.
(i) By comparing the results of the in-phase and anti-phase
models in identical conditions, we demonstrated that the
anti-phase model cannot reproduce many aspects of adapta-
tion observed experimentally. Since the debate between the
two models remains open, this result is of value and pro-
vides a serious indication in favor of the in-phase model,
at least for the cat’s visual cortex where adaptation was
investigated (Dragoi et al., 2000).
(ii) We demonstrate that adaptation can be achieved by a vari-
ety of possible mechanisms provided the structure of intra-
cortical feedback is the same. Our conclusion is that
adaptation is the effect of an initial bias in neuron inputs
(excitation minus inhibition) induced by different combina-
tions of parameter changes. This bias is then ampliﬁed by
intracortical feedback which further attenuates the neuron
output at the adapting orientation and reinforces neuron
output at large orientation differences with a competitive
mechanism. Hence, the structure of the intracortical recur-
rent mechanism is more essential to adaptation than the ini-
tial parameter change.
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