Abstract. We present a user-friendly version of a double operator integration theory which still retains a capacity for many useful applications. Using recent results from the latter theory applied in noncommutative geometry, we derive applications to analogues of the classical Heinz inequality, a simplified proof of a famous inequality of Birman-Koplienko-Solomyak and also to the ConnesMoscovici inequality. Our methods are sufficiently strong to treat these inequalities in the setting of symmetric operator norms in general semifinite von Neumann algebras.
Introduction
The notion of a double operator integral emerged from the papers of Yu.L. Daletskii and S.G. Krein [7] , [8] . Such an integral is formally written as
where E λ , F µ are spectral families in the separable Hilbert space H, T is some bounded linear operator on H, and φ(λ, µ) is a bounded complex-valued function, where the integral is considered in defined by setting
for any x ∈ M n (C). Here, {s j (x)} n j=1 denotes the singular value sequence of x, that is, the sequence of eigenvalues of |x| = √ x * x arranged in decreasing order and repeated according to multiplicity. The importance of this class of norms lies in the well-known Ky Fan dominance principle that, for all x, y ∈ M n (C), the inequality |||x||| ≤ |||y||| holds for any unitarily invariant norm ||| · ||| on M if and only if the inequality x (k) ≤ y (k) holds for all 1 ≤ k ≤ n. If x, y ∈ M n (C), then x is said to be submajorised by y, written x ≺≺ y, if and only if x (k) ≤ y (k) holds for all 1 ≤ k ≤ n, or, equivalently,
The theory of unitarily invariant operator ideals in the case when the von Neumann algebra M coincides with the algebra B(H) of all bounded linear operators on a separable Hilbert space H is very well presented in the existing literature (see e.g. [13, 26] ). For an arbitrary compact operator x ∈ M, the sequence of singular values (s n (x)) In the case that M ⊆ B(H) is an arbitrary semifinite von Neumann algebra with normal semifinite faithful (n.s.f.) trace τ , the theory of unitarily invariant operator ideals (and the more general theory of noncommutative symmetric spaces) is strongly related with the theory of noncommutative integration initiated by the pioneering paper of I.Segal [25] . The reader can obtain a quick introduction to the theory of noncommutative L p -spaces associated with such algebras as well as a fairly complete exposition of the "state of the art" of that theory from the survey [22] . We denote
For the treatment of general unitarily invariant (symmetric) operator ideals and the theory of submajorization in the setting of semifinite von Neumann algebras, we recommend to the reader the articles [28, 29, 14] and references therein. Finally, in [12] , the reader will find a detailed treatment of various other operator inequalities and their connections with submajorization in the setting of general symmetric operator spaces. The approach in [12] and that of the present paper are completely independent of each other.
Double operator integrals
Let φ : R × R → C be a Borel function admitting the following decomposition
where dµ is a complex-valued measure with finite variation d |µ| on some measure space (Σ, dµ) and where
are bounded Borel functions such that
We denote the class of all functions admitting the representation (3.1) by A. For every φ ∈ A, we introduce the norm
where the infimum is taken over all possible representations (3.1). The class A equipped with the norm · A is a Banach space. Let H be a Hilbert space and let dE j , j = 0, 1 be two spectral measures on R with values in the orthogonal projections in B(H). For every φ ∈ A, we define the operator T φ on B(H) by
where †
and where α j,σ and (Σ, dµ) are taken from (3.1), j = 0, 1.
Lemma 1. (i)
The operator T φ above is well-defined, i.e., it does not depend on the choice of representation (3.1) .
(ii) The operator T φ is bounded if φ ∈ A. Moreover,
Proof. (i) It is sufficient to show that if the bounded Borel functions
where A j,σ , j = 0, 1 are given by (3.3), is identically zero. To this end, we shall show that
Let us first assume that x j , j = 0, 1 is one-dimensional. Fix vectors ξ j , η j ∈ H, j = 0, 1 and assume that ‡
Fixing σ ∈ Σ and using (3.3), we have
where dν is the complex-valued product measure on R
Integrating (3.6) over (Σ, dµ), we now see that
On the other hand, the assumption of the proof implies that φ = 0 and therefore the right hand side of (3) vanishes.
The above shows that (3.5) holds for one-dimensional operators x j , j = 0, 1 and therefore it holds also for finite linear combination of such operators. It can be seen that the dual to the mapping x 1 → T (x 1 ) defined in (3.4) acts invariantly on the trace class S
1
. In other words, the mapping (3.4) is ultra-weakly continuous. Since finite linear combinations of one-dimensional operators are ultra-weakly dense in B(H), using (3.5) and the fact that the mapping
is bi-continuous with respect to the ultra-weak topology it now follows that (3.5) holds for any x j ∈ B(H), j = 0, 1.
(ii) The estimate is rather straightforward. Let φ ∈ A. Fix > 0 and a representation (3.1) such that
Now, it is sufficient to note that, for every σ ∈ Σ, we have
Using the triangle inequality and the definition of T φ we see
Since the latter estimate is true for every > 0, we arrive at
Taking the supremum over all x 1 ∈ B(H) such that x 1 ≤ 1, the assertion (ii) follows.
The estimate in Lemma 1(ii) can easily be extended to noncommutative L p -spaces. We fix a semifinite von Neumann algebra M ⊆ B(H) with normal semifinite faithful trace 
In particular,
Proof. The invariance of T φ on M is trivial. The rest of the proof is basically a repetition of that of Lemma 1. We first consider the restric-
As in the proof of Lemma 1(ii) we see that
Thus, we only need to note that every bounded operator on
Lemma 3. (i) The space A is a Banach algebra. (ii) The mapping φ → T φ is a continuous homomorphism of algebra
A into B(L p ), 1 ≤ p ≤ ∞.
(iii) If f is a bounded Borel function and
where
and dE j , j = 0, 1 are the spectral measures underlying the mapping φ → T φ .
Proof. (i)
The set A is a linear space. In order to show that A is a Banach algebra, we have to see that it is closed under the multiplication and that it is continuous with respect to the norm of A. The argument is standard. Let φ k ∈ A, k = 0, 1 and let > 0. Fix representations (3.1) for φ k , i.e., fix finite measure spaces (Σ k , dµ k ), k = 0, 1, and bounded Borel functions
such that
and
Now, in order to show that φ = φ 0 φ 1 also belongs to A, we have to present a representation (3.1) for the function φ. To this end, we choose the measure space
The fact that φ ∈ A and continuity of multiplication with respect to the norm of A now follows from
(ii) We continue with the above notation. In order to show that the mapping φ → T φ is a homomorphism, let us fix again φ k ∈ A, k = 0, 1 and the bounded Borel functions (3.7) such that (3.8) holds. Setting
observing that the spectral theorem guarantees
and refering to the definition of the operators T φ k , k = 0, 1 and T φ = T φ 0 φ 1 (see (3.2)), we obtain
In other words,
i.e., the mapping φ → T φ is a (continuous) homomorphism. Part (ii) is proved.
(iii) It is sufficient to observe in this part that the functions φ j , j = 0, 1 are both belong to A. The assertion of part (iii) immediately follows from the definition of the operator T φ (see (3.2)) and Lemma 1(i). Now we prove the following perturbation lemma which will be the main tool in the following section. 
Proof. Clearly (3.10) follows from (3.9) and Lemma 2. Thus, we need only to show (3.9). To this end, let
. Note that the functions γ j and δ j have trivial representations of the form (3.1) and therefore belong to A. Moreover, according to Lemma 3
Finally, using again the fact that φ → T φ is a homomorphism, we see
Remark 5. A quick inspection of the proof above shows that the following relation
0, otherwise also holds, provided φ ∈ A. Thus, we also have
Lemma 4 and Remark 5 suggest the following simple corollary.
Lemma 6. If f is a C

2
-function, then, for every self-adjoint H j ∈ M, j = 0, 1,
where c > 0 is a universal constant and where
Proof. The proof uses Theorem 4 of [24] . Let α j = β j = 1 and the function φ of Lemma 4 be given by
It follows from [24, Theorem 4] that φ ∈ A and
φ A ≤ c max m=0,1,2 f (m) ∞ .
Now the required estimate follows from Lemma 4 since
Let us now consider the subclass C within the algebra A which is defined as follows. A function φ ∈ A belongs to C if and only if there is a representation (3.1) with the additional property that there is a increasing sequence of measurable subsets
and such that the family of functions {α j,σ } σ∈S k is uniformly continuous for every j = 0, 1 and k = 1, 2, . . .
be a family of self-adjoint operators such that
If T φ,t is the double operator integral associated with φ and the measures dE t and dE 0 , then
Proof. The proof is rather standard and uses several stages of approximation. Let us fix a measure space (Σ, dµ) and bounded Borel functions α j,σ , j = 0, 1, σ ∈ Σ such that (3.1) holds. Moreover, let S k ⊆ Σ, k = 1, 2, . . . be an increasing sequence of measurable subsets such that is the m-th derivative of α j,σ, . To this end, we shall employ the standard smoothing technique of harmonic analysis. Fix > 0 and let k ∈ N be an integer such that
Now, we set
where P y is the Poisson kernel
and where
Note that the constant K is always finite and y > 0 always exists, both due to the fact that the families of functions {α j,σ } σ∈S k , j = 0, 1 are uniformly continuous and {P y } y>0 is an approximation identity. We now observe that if
Every term above is controlled by 3 due to the choice of α j,σ, and S k and therefore we arrive at 
In order to show (3.11), let
By Lemma 6, we have
By the assumption lim
and so there is δ > 0 such that
Finally, since
This finishes the second stage of the proof. Now, at the final stage, it is left to observe that for every |t| < δ,
Here every term is controlled by x p : the first and the third due to the fact that φ − φ A < and the second term due to the choice of |t| < δ (see (3.11) ). The lemma is completely proved.
The combination of Lemma 4 and 7 implies the following corollary.
Lemma 8. Let 1 ≤ p ≤ ∞ and let {H t } t∈R ⊆ M be a self-adjoint family of operators such that
Let α j , β j and φ be as in Lemma 4 and let
If φ ∈ C and if
, then the limit
exists in norm of L p also and
where T φ is the double operator integral associated with φ and the spectral measures dE j , j = 0, 1,
Proof. The proof is immediate. If T φ,t is the double operator integral associated with φ and the spectral measures of H t and H 0 respectively and if
Consequently, by setting
The first limit vanishes due to the assumption that lim t→0 D t = D 0 and the second vanishes due to Lemma 7.
Operator inequalities
Here we present a unified method of proving a number of operator inequalities using double operator integrals and the perturbation Lemma 4. The idea of this approach is taken from our paper [24] . The major technical ingredient is given in the following theorem.
Proof. It follows from [24, Lemma 7] that the function g has integrable Fourier transformĝ and
On the other hand, if g has integrable Fourier transform, then,
Setting t = log
To show that φ belongs to A, we have to present a measure space (Σ, dµ), with finite total variation of measure µ and bounded Borel functions α j,s such that (3.1) holds. We choose Σ = R and dµ(σ) =ĝ(σ) dσ and
, σ ∈ Σ and the representation (3.1) follows from (4.1). Furthermore, since α j,σ ≤ 1, j = 0, 1, we have
Observe also that if S k is the increasing family of subintervals and where 0 ≤ Re α j < Re β j , j = 0, 1.
The proof of the lemma is elementary and left to the reader.
We shall now prove a number of known inequalities using the techniques above. We would like to note that although our methods below do not always provide the best possible constants in estimates, they certainly have potential for further generalisations and extensions.
The Heinz inequality.
The origin of the following inequality can be found in [20] . For an elegant alternative proof, we refer to [21] . A detailed discussion of this inequality and its analogues is contained in [15] . 
Proof. Note that the claim of the lemma is trivial if θ = 0, 1. We shall assume that 0 < θ < 1. Let us employ Remark 5. It shows that
provided φ θ belongs to A, where the function φ θ is given by
On the other hand, the function g θ is L 2 and its first derivative is also L 2 (see Lemma 10). Consequently, according to Theorem 9, φ θ indeed belongs to A. Thus, the estimate of the lemma follows.
Remark 12. A minor modification of the proof shows also that
Indeed, the estimate will follow if we replace the function φ θ with the functioñ
, the inequality follows from Theorem 9.
Remark 13. Since there is a linear operator
and such that A
we also have the submajorisation
The inequality of Connes and Moscovici.
The following lemma was stated in [10] . Let D be a self-adjoint operator on H. Using double operator integral techniques and ideas from [24, 9] , the lemma above may be improved as follows. and the other three parts are the restrictions of φ to the other three quadrants of the plane R 2 . We shall consider the parts φ ++ and φ +− . The argument for the other two parts can be reduced to these two.
(i) If we set t = log . § We require D to be bounded only for the simplicity of the present exposition. The result and the proof remain correct even if D is unbounded though the argument would become more technical.
