An algorithm is said to be weakly scalable if it can solve progressively larger problems with an increasing number of processors in a fixed amount of time. According to classical Schwarz theory, the parallel Schwarz method (PSM) is not scalable (see, e.g., [2, 7] ). Recent results in computational chemistry, however, have shed more light on the scalability of the PSM: surprisingly, in contrast with classical Schwarz theory, the authors in [1] provide numerical evidence that in some cases the one-level PSM converges to a given tolerance within the same number of iterations independently of the number N of subdomains. This behaviour is observed if fixed-sized subdomains form a "chain-like" domain such that the intersection of the boundary of each subdomain with the boundary of the global domain is non-empty. This result was subsequently rigorously proved in [3, 4, 5] for the PSM and in [2] for other one-level methods. On the other hand, this weak scalability is lost if the fixed-sized subdomains form a "globular-type" domain Ω, where the boundaries of many subdomains lie in the interior of Ω. The following question therefore arises: is it possible to quantify the lack of scalability of the PSM for cases where individual subdomains are entirely embedded inside the global domain? To do so, for increasing N one would need to estimate the number of iterations necessary to achieve a given tolerance.
Similarly, for a special choice of overlapping subdomains, an elegant result can be found in [6] where the authors prove that the Schwarz waveform-relaxation, for the solution of the heat equation, contracts at most every m +2 iterations with m being an integer representing the maximum distance of the subdomains from the boundary. Nevertheless, the literature does not contain a comprehensive study of this problem for a general decomposition. Furthermore, existing results unfortunately do not provide a systematic approach to build on and extend in order to cover more general settings. Our goal therefore has been to develop a framework that can be applied to a broad class of overlapping subdomains, in multiple dimensions and containing sub-domains with an arbitrary number and type (double, triple, quadruple and so on) of intersections, such as for molecular domains in computational chemistry [1] .
Of course, tackling this problem in a completely general setting is a daunting task. The purpose of the current article is to develop such a new framework and apply it to the PSM for the solution of a 1D Laplace problem as a 'toy' problem. The key elements of our proposed framework are • the identification of an adequate norm for studying the properties of the Schwarz operator, • the maximum principle, • and the idea of tracking the propagation of the contraction towards the interior of the global domain Ω.
Our expectation is that a framework based on these ingredients can then be systematically extended to more general decompositions of the domain which can be quite complex in two and three dimensions. We emphasise that most (but not all) of the results we prove are either known or intuitively clear. Our true contribution is the new analysis technique that we introduce. On the one hand, this technique results in a deeper understanding of the method and leads to a sharper description of the contraction behaviour. On the other hand, the tools developed in this article also suggest a systematic roadmap to extend our results to more realistic problems in higher dimensions. In principle, this can be done by carefully tracking the propagation of the contraction through the subdomains as attempted in this manuscript. Note however that the contraction behaviour for a 1D reaction-diffusion equation is completely different from that of the 1D Laplace equation. This can be proved as shown in [2, 3] .
We first state our main results. We consider the Laplace equation in onedimension. Let L > 0, we must find a function e : [0, L] → R that solves
Clearly (1) represents an error equation whose solution is trivially e = 0. In order to apply the PSM to solve (1), we consider a decomposition Ω = ∪ N j=1 Ω j , where Ω j := (a j , b j ) with a 1 = 0, b 1 = a 1 + ℓ and a j+1 = j(ℓ − δ), b j+1 = a j+1 + ℓ for j = 1, . . . , N − 1. Here, ℓ > 0 is the length of each subdomain, δ > 0 the overlap, and it holds that L = Nℓ − (N − 1)δ. Now, let e 0 : Ω → R be some initialization. The PSM defines the sequences {e n j } n∈N by solving for each n ∈ N the sub-problems (e n j ) ′′ (x) = 0 ∀ x ∈ (a j , b j ), e n j (a j ) = e n−1 j−1 (a j ), e n j (b j ) = e n−1 j+1 (b j ), (2) for each j = 2, . . . , N − 1 and
Solving (1) and (2) and defining for each n ∈ N the vector e n ∈ R 2N as
it is possible to write the PSM iterations as e n+1 = T e n . Here T ∈ R 2N×2N is a non-negative (T j,k ≥ 0), non-symmetric block tridiagonal matrix:
We denote by · the usual infinity norm and the corresponding induced matrix norm. Our goal is to analyze the convergence properties of the PSM sequence {e n j } n∈N with respect to · . Hence, we must study the properties of the matrix T . Our main results are summarized in the following theorem.
Theorem 1 Let N ∈ N be the number of subdomains in Ω and 1 N ∈ R 2N the vector whose elements are all equal to 1. Then T n = T n 1 N ≤ 1 for any n ∈ N and
Theorem 1 states clearly that the PSM converges. Moreover, it identifies 1 N as the unit vector that maximises the ℓ ∞ operator norm of the iteration matrices T n , n ∈ N. This fact is then used to prove Theorem 1 (b): if initialized with 1 N , after ⌈ N 2 ⌉ iterations the PSM sequence contracts in the infinity norm at every iteration if N is even, or every second iteration if N is odd. Although proven for a 1-D problem, this result is much sharper than the one found in [6] , which states that the PSM sequence contracts in the infinity norm at most every N 2 iterations. To prove Theorem 1 (b) we use Lemmas 4 and 5. These two technical results characterize precisely the shape of the vector e n = T n 1 N at every iteration n and clearly show how the contraction propagates from the two points of ∂Ω towards the subdomains in the middle of Ω.
We prove Theorem 1 in the following sections. In particular, in Section 2 we prove first that T n = T n 1 N and then Theorem 1 (a). In Section 3 we prove Theorem 1 (b). Notice that using Theorem 1, one could also estimate the spectral radius of T as
This can be proved by a direct calculation involving geometric arguments. However, since this is a quite conservative bound, we will not prove this result in this short article.
Proof of Theorem 1 (a)
In what follows, we use P = 0
Lemma 1 For all n ∈ N it holds that T n = T n 1 N .
Since T is non-negative, T n is also non-negative for any n ∈ N and it holds that
Next, let a, b, c, d ∈ [0, 1) be real numbers such that a < b ≤ c < d. Direct calculations show that the matrices T 1 and T 2 satisfy the following relations:
where the equality in (4) holds if and only if b = c.
Definition 1 Let n ∈ 1, . . . , N 2 be a natural number, we define V n ⊂ R 2N as
We now state and prove the main result that will lead directly to Theorem 1 (a).
Lemma 2
Let n ∈ 1, . . . , N 2 be a natural number and let w = T n 1 N . Then it holds that T n 1 N ∈ V n , and for all j ∈ {1, . . . , N } it holds that w j = P w N+1−j .
Proof We proceed by induction on the iteration index n. Let n = 1 and w = T 1 N . Then by definition of the iteration matrix T and the matrices T 1 , T 2 it holds that
so that w 1 = P w N . Furthermore, by (5) it holds that w j = T 1 1 1 + T 2 1 1 = 1 1 for all j ∈ {2, . . . , N − 1}, and thus w j = P w N+1−j . Hence, Lemma 2 holds for n = 1. Assume now that Lemma 2 holds for some n ∈ 1, . . . , N 2 − 1 . We must show that Lemma 2 also holds for n + 1. Let u = T n 1 N and let w = T n+1 1 N . We proceed in three parts. First, we prove that the result holds in the case n ≥ 2 for indices j ∈ {1, . . . , n − 1}, then we prove it for the index j = n and finally for the index j = n + 1. Note that it is necessary to proceed in these three steps since in each of these cases w j depends on u j−1 and u j+1 which take different values depending on the index j.
1. n ≥ 2 and j ∈ {1, . . . , n − 1}: Assume first that j = 1. It follows from the induction hypothesis that u 2 = P u N−1 < 1 1 . A direct calculation similar to the one for the base case n = 1 reveals that w 1 = P w N < 1 1 . Now assume j 1. It follows by the induction hypothesis that u j−1 = P u N+2−j , and P u j+1 = u N−j , and u j−1 , u j+1 < 1 1 . We therefore obtain from (5) that
2. j = n: The induction hypothesis implies that u n−1 = P u N+2−n , u n−1 < 1 1 and u n+1 = 1 1 . Hence (5) implies that
3. Let j = n + 1: By the induction hypothesis we have that u n = P u N+1−n , u n+2 = P u N−1−n , u n < 1 1 and u n+2 ≤ 1 1 . Using (4) and (5) we get
It remains to show that w k = 1 1 for all k ∈ {n+2, . . . , N 2 }∪{ N 2 , . . . , N −1−n}. The induction hypothesis yields that u = T n 1 N ∈ V n . Hence, u k = 1 1 for all k ∈ {n + 1, . . . , N 2 } ∪ { N 2 , . . . , N − n}. The result now follows by applying Equation (5) .
Proof of Theorem 1 (b)
We first prove an intermediate lemma.
Lemma 3
Let n ∈ 2, . . . , N 2 − 2 , let u = T n 1 N and w = T u. If for all j ∈ {1, . . . , n} it holds that
then for all j ∈ {1, . . . , n + 1} it holds that (w j ) 1 ≤ (w j ) 2 , and w j < w j+1 .
Proof We prove the result by induction over the subdomain index j. The definition of the matrices T 1 and T 2 implies that 0 = (w 1 ) 1 ≤ (w 1 ) 2 , and Equation (4) yields that
We now proceed to the induction step. Assume that (7) holds for some j ∈ {1, . . . , n}. We first show that (w j+1 ) 1 ≤ (w j+1 ) 2 . Equation (4) implies that it is sufficient to show that u j ≤ u j+2 . There are two cases: j < n − 1 and j ∈ {n − 1, n}. If j < n − 1, then (6) yields the required result. If j ∈ {n − 1, n}, then (6) and the fact that u ∈ V n gives that u j < u j+2 = 1 1 .
Next, we show that w j+1 < w j+2 . Equation (4) implies that it is sufficient to show that u j < u j+1 and u j+2 ≤ u j+3 . There are three cases: j < n − 1, j = n − 1 and j = n. If j < n − 1 then (6) yields the required result. If j = n − 1 then (6) yields that u j < u j+1 and the fact that u ∈ V n gives that u j+2 = u j+3 = 1 1 . If j = n then (6) yields that u j < u j+1 and it remains to show that u j+2 ≤ u j+3 . To this end, we recall that n ≤ N 2 − 2. Therefore, there are three sub-cases: n < N 2 − 2 in which case n + 1 < j + 2, j + 3 ≤ N 2 ; n = N 2 − 2 and N is even in which case u j+2 = Pu j+3 ; n = N 2 − 2 and N is odd in which case u j+3 = Pu j+1 . In all three sub-cases, we obtain that u j+2 = u j+3 = 1 1 . Lemma 4 below describes the 'shape' of the vector T n 1 N for natural numbers n < N 2 .
Lemma 4 Let n ∈ 1, . . . , N 2 − 1 be a natural number and let w = T n 1 N . Then for all j ∈ {1, . . . , n} it holds that
Proof By Lemma 2 it holds that w j = P w N+1−j for each j ∈ {1, . . . , n} so it suffices to show that for each n ∈ 1, . . . , N 2 − 1 and all j ∈ {1, . . . , n} it holds that (w j ) 1 ≤ (w j ) 2 and w j < w j+1 .
We prove the result by induction over the iteration number n. Let n = 1. The definition of the matrix T 2 and (5) yield that w 1 = 0 1 − δ L and w 2 = 1 1 . Thus, (8) holds for n = 1. Next, let n = 2 and let u = T 1 N . The definition of the matrix T 2 together with Equations (3) and (5) yields w 1 = 0 1 − δ L , w 1 < w 2 < 1 1 and w 3 = 1 1 . Thus, (8) holds for n = 2. Finally, assume that (8) holds for some n ∈ {2, . . . , N 2 − 2}. It follows from Lemma 3 that (8) also holds for n + 1.
Next, Lemma 5 describes the 'shape' of the vector T n 1 N for natural numbers n ≥ N 2 . Together, Lemmas 4 and 5 establish that the vector T n 1 N is monotonically increasing as one moves from the extrema of Ω towards its centre.
Lemma 5 Let n ≥ N 2 be a natural number, and let w = T n 1 N . Then for all j ∈ {1, . . . , N 2 − 1} it holds that (w j ) 1 ≤ (w j ) 2 , (w N+1−j ) 2 ≤ (w N+1−j ) 1 , and w j < w j+1 , w N+1−j < w N−j .
In addition, if N is an odd number, then w ⌊ N 2 ⌋ ≤ w ⌈ N 2 ⌉ and w ⌊ N 2 ⌋+2 < w ⌈ N 2 ⌉ . Proof Lemma 5 can be proven in a similar manner to Lemma 4 using a proof-byinduction on the iteration number n. We omit it here for brevity.
We are now ready to prove our second main result.
