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a b s t r a c t
A wireless sensor network is a set of nodes, each is equipped with a sensing device and a
wireless communication device. Because centralized control is hard to achieve in a large
scale sensor network, self-∗ is a key concept in the design of a wireless sensor network.
Self-stabilization is one of the self-∗properties, and it is one of themost promising theoreti-
cal backgrounds for self-organizingwireless sensor network protocols. Herman [T. Herman,
Models of self-stabilization and sensor networks, in: Proceedings of the 5th International
Workshop of Distributed Computing, IWDC, 2003, pp. 205–214] proposed Cached Sensor-
net Transform (CST for short) for design and implementation of self-stabilizing algorithms
for sensor networks. It transforms a self-stabilizing algorithm in a high-level computational
model to a program for sensor networks. Our contribution in this paper is threefold. We
show that there exists a non-silent algorithm that behaves correctly in a high-level com-
putational model but its transformed version by CST does not behave correctly if packets
are lost. We show a sufficient condition for original algorithms and networks such that the
algorithm transformed by CST behaves correctly. As a case study, we present a token circu-
lation algorithm that behaves correctly by CST and derive the upper bound of its expected
convergence time.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
1.1. Background
Awireless sensor network is a set of nodes, each is equipped with a wireless communication device and a sensing device
to monitor the environment. Software design for wireless sensor networks is a challenging problem because the resources
at each node are limited and the wireless communication is unreliable. In addition, the topology of the sensor network
dynamically changes because new sensor nodes are deployed in an ad-hocmanner and a sensor node stopsworkingwhen its
battery is exhausted. Therefore, self-∗ (self-organizing, self-configuring, self-managing, self-optimizing, self-repairing, etc.)
is a key concept for system design. Self-stabilization is a theoretical framework for non-masking fault-tolerant distributed
systemswhichwas introduced byDijkstra in 1974 [4,13]. Specifically, starting froman arbitrary initial configuration (system
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state), a self-stabilizing system converges to the correct system behavior without any human intervention. This implies that
(1) it recovers from any finite number of any kind of transient faults, which are also known as soft errors, e.g., memory and
message corruption, (2) it can adapt to network topology and node set changes, and (3) globally synchronized system reset
is not necessary. Hence, self-stabilization has an important property for large distributed systems and ad hoc networks such
as wireless mesh sensor networks.
1.2. Related works
Although self-stabilization is extremely important in distributed systems, design and verification of a self-stabilizing
distributed algorithm is a hard task because such a system must recover from arbitrary transient faults. That is, we must
assume that, at the beginning of computation, local variables of nodes and contents ofmessagesmay be corrupted arbitrarily.
By this reason, many self-stabilizing distributed algorithms are designed in a high-level computational model which we
call the abstract model (e.g., coarse-grained atomic action with the state-reading model, which is similar to distributed
shared memory) for simplicity of design and verification. However, a big semantic gap lies between such a model and real
sensor networks (e.g., fine-grained atomic action with message passing). In this paper, our computational model for sensor
networks is called the sensor network model. Several model transformation methods that fill in the gap have been proposed
so far to execute self-stabilizing distributed algorithms designed in the abstract model on more realistic model such as the
sensor network model.
1.2.1. Transformation with exact model equivalence
Transformation in this category guarantees that any execution of a transformed algorithm is exactly the same as an
execution under an abstract model. A transformation proposed in [11] is based on optimistic concurrency control from
database theory, and update of a local state of a node is considered as a transaction. In [9], a transformation scheme from
an abstract (called read/write) model to a sensor network (called write all with collision, WAC) model is presented. Their
solution is essentially an execution scheduling protocol for nodes so that no two neighbor nodes execute at the same time
like TDMA (time-division multiple access). Because a packet is lost only when neighbor nodes transmit a packet in theWAC
model, execution is equivalent to the one in an abstract model.
1.2.2. Transformation with inexact model equivalence
Transformation in this category does not guarantee model equivalence, and a transformed algorithm may produce an
execution that never occurs in an abstract model. However, runtime overhead of this transformation category is smaller
than that of transformation by exact model equivalence in general. Transformations proposed in [7,6] are based on caching
the neighbors’ states without any cachemaintenance protocols to simulate the state-readingmodel. In each transformation
scheme in [7,6], each node maintains a cache of the state of each neighbor node, and each node vi sends its local state to
each neighbor node vj to update the cache of local state of vi at vj. In [7], Huang et al. propose a transformation for general
networkswith reliable FIFO communication links. In [6], Hermangives a transformation forwireless sensor networks, named
Cached Sensornet Transform (CST for short). It is assumed that each node has the correct cache of each neighbor node in an
initial configuration1 and he also assumes communication is reliable. By these assumptions, correctness of each cache is
maintained by sending a new local state when a node updates its local state. In [14], Turau andWeyer show that CST yields a
probabilistically self-stabilizing algorithm that converges to a safe configuration2 with probability 1 from an arbitrary initial
configuration. They assume that each node receives a packet from each neighbor with probability 0 < p < 1, i.e., each
communication link is probabilistically unreliable. In [8], Kakugawa and Masuzawa present upper bounds on the expected
convergence time of several self-stabilizing algorithms transformed by CST under the same setting as [14]. Experimental
results for CST with real sensor networks are found in [14,15] for example.
There are other works on model transformation. The authors of [5] propose a transformation method called conflict
manager. It transforms an algorithm in the abstract model in which only one node executes at each step to an algorithm
in the abstract model in which more than one node executes simultaneously at each step. They propose two types of
conflict managers: a deterministic one which guarantees model equivalence and a probabilistic one which probabilistically
guarantees model equivalence.
1.2.3. Stabilization with intermittent failures
Most works in self-stabilizing algorithms in the message passing model do not assume intermittent failures when
stabilization is in progress and after stabilization is finished. Only a fewpapers investigate intermittent failures in the context
of self-stabilization. In [1], the authors propose a self-stabilizing data-link protocol, based on the alternating bit protocol,
over a communication link such that messages may be lost. Then, they propose a self-stabilizing token ring based on a self-
stabilizing alternating bit protocol. In [3], the authors propose a self-stabilizing census algorithm under intermittent link
failures. Byzantine failure can be considered as intermittent failure since Byzantine processes may intermittently behave
incorrectly. In [10,12], self-stabilizing algorithms that tolerate Byzantine failures are proposed.
1 A configuration is a global state of a distributed system. A formal definition will be presented shortly.
2 A safe configuration is a configuration in which the specification of an algorithm is satisfied.
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1.3. Contribution of this paper
In this paper, we investigate the possibility and the impossibility of self-stabilization by CST with communication
links that are subject to fail intermittently.3 Specifically, we investigate CST transformation of non-silent self-stabilizing
algorithms with communication links in which messages are lost probabilistically. CST can be considered as a cache-based
protocol for implementing a distributed shared memory without any cache coherency protocol. This paper investigates a
class of applications that works correctly on such an implementation of a distributed shared memory with probabilistically
unreliable communication links.
In [6,14,8], only silent self-stabilizing algorithms such as amaximal independent set algorithm are investigated, however,
non-silent self-stabilizing algorithms have not been investigated in the literature. This paper is the first one for the
transformation of non-silent self-stabilizing algorithms. As we will discuss in Section 5, analysis methods in [14,8] for silent
self-stabilizing algorithms do not apply to non-silent ones. The contribution of this paper is threefold.
1. Impossibility result. We show that there exists a non-silent algorithm that behaves correctly in the abstract model but
its transformed version by CST does not behave correctly if packets are lost.
2. Possibility result. One may think that any transformed algorithm for a non-silent problem does not work properly in
the sensor network model because of packet loss. However, this is not always true. We present a sufficient condition for
original algorithms and networks such that the transformed algorithm behaves correctly.
3. Convergence time analysis.We present an example algorithm (specifically, token circulation on unidirectional rings) that
behaves correctly by the transformation, and derive upper bound of its expected convergence time.
Organization of this paper is as follows. In Section 2,wedescribe computationalmodels and self-stabilization. In Section 3,
CST is reviewed. In Section 4, we present a counterexample algorithm whose output by CST does not work correctly. In
Section 5, we show a sufficient condition such that the CST output behaves correctly. In Section 6, we present the upper
bound of the expected convergence time of a token circulation algorithm on unidirectional rings. In Section 7, we give
concluding remarks.
2. Preliminary
2.1. The abstract model
Let n be the number of nodes, V = (v1, v2, . . . , vn) be a set of nodes, and E ⊆ V × V be a set of directed communication
links in a distributed system. Then, the topology of the distributed system is represented as a directed simple graph
GA = (V , E). We assume that GA is a connected graph. For each communication link (vi, vj) ∈ E, we say that vj is an out-
neighbor of vi, and vi is an in-neighbor of vj. By Ni, we denote a set of in-neighbors of vi. By vi.x, we denote a local variable x
at node vi. A set of local variables defines the local state of a node, and let vi.q be the local state (a tuple of all local variables)
of node vi ∈ V . A tuple of local states of nodes (v1.q, v2.q, . . . , vn.q) forms a configuration (global state) of a distributed
system, and let Γ be a set of all configurations.
An algorithm of each node vi is given as a finite set of guarded commands:
∗[ Grd1 → Act1  Grd2 → Act2  · · ·  GrdL → ActL]
Each Grdℓ (ℓ = 1, 2, . . . , L) is called a guard and it is a predicate on vi’s local state and local states of its in-neighbors. For
the communication model, we assume that each node can read local states of in-neighbors, which is called the state-reading
model. Although a node can read local states of in-neighbors, it can update its local state only. We say that vi is enabled in
configuration γ if and only if at least one guard of vi is true in γ . If vi is not enabled, we say that vi is disabled. The order of
evaluation of guards is non-deterministic.
Each Actℓ is called an action or a move which updates the local state of vi, and the next local state is computed from the
current local state of vi and those of its in-neighbors.
An atomic step of each node vi consists of the following three internal sub-steps, which is known as the composite
atomicitymodel: read local states of in-neighbors and evaluate guards, execute an action that is associated to a true guard,
if any, and update its local state.
For the execution model, the following two types of schedulers are often assumed in the literature of self-stabilizing
distributed algorithms. (1) The central daemon: At each step, only one enabled node is selected arbitrarily, and a selected node
executes an action. (2) The distributed daemon: At each step, an arbitrary non-empty subset of enabled nodes is selected, and
selected nodes execute their actions in parallel. We assume that a self-stabilizing algorithm in the abstract model adopts
the central or the distributed daemon in this paper.
3 We do not think packet loss is not a fault in this paper.
H. Kakugawa et al. / Theoretical Computer Science 412 (2011) 4336–4349 4339
Fig. 1. Global time, round, and nodes.
2.2. The sensor network model
2.2.1. Communication
Let V = (v1, v2, . . . , vn) be a set of nodes. Each node communicates via a wireless communication device, and we
assume that no two nodes transmit their packets simultaneously.4 We assume that message delay is zero because two
nodes communicate wirelessly. The topology of the distributed system is represented as a directed graph GS = (V , E). Each
communication link (vi, vj) ∈ E is a unidirectional link from vi to vj. By Ni we denote a set of in-neighbors of vi.
Each packet from node vi is transmitted by a local broadcast to out-neighbors. Each packet from vi is received by each
out-neighbor independently with probability p. Conversely, each out-neighbor drops a packet from vi independently with
probability 1− p. Note that, when vi transmits a packet, an out-neighbor vj may receive it and another out-neighbor vk may
not receive it.
In our sensor network model, we simply assume that the set of in-neighbors Ni is available. This is because a set of in-
neighbors Ni for each node vi can be maintained by periodical beacons. We also assume that the packet loss and collision
cannot be detected. We consider that the packet loss due to fading, collisions and hidden terminals are modeled by the
probability 1− p of packet drops, and hence we do not consider such problems explicitly in our sensor network model.
2.2.2. Scheduler and atomicity
Each node is equipped with a local clock and all the local clocks proceed with exactly the same rate. However, we do not
assume that the clock values are synchronized. Each node takes an action on each receive event or timer event.
• Receive event: When the node receives a packet, a message handler of the node is invoked atomically.
• Timer event: By the interval timer of the node’s local clock, a timer handler of the node is invoked atomically.We assume
that the time intervals are the same for all the nodes.5
We imaginarily assume that the global time of the system and the global time is divided into a series of rounds. Here, a
round is the common time interval of interval timers of nodes. See Fig. 1. The (virtual) global time is divided into rounds. In
each round 0, . . . , t, t + 1, t + 2, . . . , each node vi (i = 0, 1, . . . , n− 1) sends a packet. Although the local clocks of nodes
are not synchronized, a timer event occurs at each node exactly once in each round because timer intervals are assumed to
be the same for all the nodes.
As we defined the configuration of a system in the abstract model in Section 2.1, we can define the configuration of a
system in the sensor network model. So, a formal definition is omitted.
2.3. Self-stabilization
Self-stabilization property is defined as the ability to converge to a correct system operation in finite time from an
arbitrary initial configuration. Let S be a 3-tuple S = (Γ , F ,→), where Γ is the finite set of all configurations, F is a
predicate on sequence of configurations,6 and → is a relation on Γ × Γ . A 3-tuple S = (Γ , F ,→) can be viewed as a
transition system defined by a given network topology and algorithm. For any configuration γ , let γ ′ be any configuration
that follows γ by a single step of execution. Then, we denote this transition relation by γ → γ ′. We denote by γ ∗→ γ ′ if
4 One may think that this assumption is unrealistic. In a real implementation, if the interval of timer events is selected at random by the CSMA/CA
scheme. Hence packet loss by packet collision is a probabilistic event, and we count such a probability in the packet loss probability 1 − p in the sensor
network model.
5 This assumption is necessary only for convergence time analysis, and it is not necessary for Theorems 1 and 2.
6 For example, F for a token circulation algorithm must be true when a token is circulated in addition that there is only one token. Hence, for such a
non-silent algorithm, predicate F must be defined over a sequence of configurations (instead of being defined over a configuration).
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Local variables of node vi
vi.q — the (set of) local variable(s) of original algorithm;
Guarded commands of node vi
∗[ Grd1 → Act1
 Grd2 → Act2
...
 GrdL → ActL
]
Fig. 2. An original algorithm in the abstract model.
and only if γ0 (=γ )→ γ1, γ1 → γ2, . . . , γl−1 → γl (=γ ′) for some l ≥ 0. We say that γ ′ is reachable from γ if and only if
γ
∗→ γ ′ holds.
Definition 1. For any configuration γ0, a computation e(γ0) starting from γ0 is a maximal (possibly infinite) sequence of
configurations e(γ0) = γ0, γ1, γ2, . . . such that γt → γt+1 for each t ≥ 0. Here, a computation is maximal if (1) it is infinite,
or (2) it is finite and no node is enabled in the last configuration. 
In the case where an initial configuration γ0 is clear from the context, we denote the computation by e instead of e(γ0).
Definition 2. A computation e = γ0, γ1, γ2, . . . is legal with respect to legitimacy predicate F if and only if e satisfies the
predicate F . 
Definition 3. Configuration γ is safe with respect to legitimacy predicate F if and only if any computation that starts from
γ is legal with respect to F . 
A configuration just after some transient errors or just after deployment and/or removal of nodes (i.e., change ofNi values)
is considered as a new initial configuration, and self-stabilization guarantees convergence from such a configurationwithout
human intervention.
Definition 4. A system S = (Γ , F ,→) is (deterministically) self-stabilizing if and only if, starting from an arbitrary
configuration γ ∈ Γ , the system reaches a safe configuration with respect to F in finite time. 
Definition 5. A system S = (Γ , F ,→) is probabilistically self-stabilizing if and only if, starting from an arbitrary
configuration γ ∈ Γ , the system reaches a safe configuration with probability 1. 
Definition 6. The convergence time of a self-stabilizing algorithm is the number of rounds required so that the system
reaches a safe configuration from an initial configuration. 
We classify self-stabilizing distributed algorithms into two categories as follows.
Definition 7. A self-stabilizing system S = (Γ , F ,→) is silent if and only if once the system reaches a safe configuration,
nodes do not change their states. Otherwise, it is non-silent. 
For example, a token circulation algorithm is non-silent in a legal computation. In this paper, we consider non-silent
algorithms.
3. Review of Cached Sensornet Transformation (CST)
In this section, we briefly review the Cached Sensornet Transform (CST for short) proposed by Herman [6].
3.1. Outline of CST
By CST, a self-stabilizing algorithm assuming the abstract model (Fig. 2) is transformed into a program that runs in the
sensor network model. Fig. 3 shows a structure of a transformed program.7 Let us describe the outline of the algorithm
transformed by CST shown in Fig. 3. Let vi.q be a (set of) local variable(s) of node vi in the original algorithm. Then, in
the transformed algorithm, each vi maintains a cache vi.C[vk, q] of vk.q for each in-neighbor vk ∈ Ni. In the transformed
algorithm, each read of vk.q is replaced by a read of the corresponding cache vi.C[vk, q]. Periodically, by interval timer event,
each node vi locally broadcasts a packet that contains the value(s) of its local variable(s) vi.q. We call such a message packet
7 In [6], to deal with message loss, each node maintains a flag for each neighbor in such a way that the flag becomes on when it receives a state-packet
from the corresponding neighbor, and all the flags becomes off when a node does not receive a state-packet at expected time from some neighbor; a node
takes a step only when all the flags are on. Because all the flags are unlikely on when packets are often lost, in this paper, we discuss a simple CST, which
is shown in Fig. 3, that do not use such flags.
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Local variables of node vi
vi.q — the (set of) local variable(s) of the original algorithm;
vi.C[vk, q] — the cache of vk.q for each neighbor vk ∈ Ni;
Code of node vi
on timer :
Update;
transmit ⟨vi.q⟩; — broadcast of a state packet
on message ⟨q′⟩ from vk ∈ Ni : — receipt of a state packet
vi.C[vk, q] := q′;
procedure Update
// For each vk ∈ Ni, reference to vk.q is replaced by vi.C[vk, q].
if (Grd1) then Act1
else if (Grd2) then Act2
...
else if (GrdL) then ActL
Fig. 3. A transformed program by Cached Sensornet Transformation (CST).
a state-packet. Each out-neighbor receives a state-packet independently with probability p. When node vi receives a state-
packet that contains vj.q from its in-neighbor vj, it updates vi.C[vj, q] to cache the latest value of vj.q. Every computation in
the sensor network model is infinite because timer events occur infinitely at each node. Note that non-determinism in the
guarded-command style in the transformed algorithm becomes a deterministic if-then-else style. However, any execution
of the transformed algorithm is an instance of the non-deterministic execution, and hence, correctness is preserved.
It is important to remember that a transformed program by CST into the sensor network model may generate a compu-
tation that never occurs in the abstract model. This is because the assumptions for execution atomicity and communication
reliability are different in the twomodels.8 Despite of this fact, the purpose of this paper is to showprobabilistic convergence
and to derive the upper bound of expected convergence time.
3.2. Configurations in the sensor network model
Wedefine some terminology for configurations in the sensor networkmodel. Let SA = (Γ A, FA,→A) be a self-stabilizing
system in the abstract model, and let SS = (Γ S, F S,→S) be the transformed system in the sensor network model. The set of
configurations Γ S is obtained by augmenting each configuration γ A ∈ Γ A in such a way that a state of a node vi in γ S ∈ Γ S
is a tuple of (1) the values of local variables of node vi in γ A and (2) the value of local cache vi.C[vk, q] for each in-neighbor
vk ∈ Ni and each local variable q.
Definition 8. Configuration γ S ∈ Γ S is an augmentation of configuration γ A ∈ Γ A if and only if local state except the caches
of node vi in γ S is the same as the one in γ A for each vi ∈ V . 
We define an augmentation of an computation as follows.
Definition 9. For any given infinite computation
eA = γ A0 , γ A1 , . . . , γ Ai , . . .
in the abstract model, a computation
eS = γ S0,1, γ S0,2, . . . , γ S0,k0 , γ S1,1, γ S1,2, . . . , γ S1,k1 , . . . , γ Si,1, γ Si,2, . . . , γ Si,ki , . . .
in the sensor network model is an augmentation of eA if and only if (1) γ Si,j is an augmentation of γ
A
i for each i ≥ 0 and
1 ≤ j ≤ ki, (2) γ Si,j →S γ Si,j+1 for each i ≥ 0 and 1 ≤ j < ki, and (3) γ Si,ki →S γ Si+1,1 for each i ≥ 0. 
A legitimacy predicate F S for computation in the sensor network model is defined from SA = (Γ A, FA,→A) as follows.
Definition 10. A computation eS in the sensor network model is legal if and only if eS is an augmentation of some legal
computation eA in the abstract model. 
Below, we introduce the concept of cache coherency [6].
8 For example, in the sensor network model, let us consider a node u and its neighbors v and w. After v and w update their states, it is possible that u
receives the state-packet from v but u does not from w. In such a situation, u observes the current state of v but it observes the previous state of w. This
situation never occurs in the abstract model. Then, umay decide the next state based on this situation, and the next state may not appear in the abstract
model.
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Constant
Ni: a set of in-neighbor nodes of vi. (Ni = V − {vi})
Local variables of node vi
vi.r : boolean — true iff vi is requesting;
vi.c : boolean — true iff vi is in critical section (CS);
Guarded commands of node vi
∗[ // GC1 : Fix variable inconsistency
¬vi.r ∧ vi.c → vi.c := false;
// GC2 : Make a request if no node is requesting
 ¬vi.r ∧ ¬vi.c ∧ (∀vj ∈ Ni : ¬vj.r) → vi.r = true;
// GC3 : Enter CS if its priority is the highest
 vi.r ∧ ¬vi.c ∧ (∀vj ∈ Ni : ¬vj.r ∨ vi < vj) → vi.c = true;
// GC4 : Exit CS
 vi.r ∧ vi.c → vi.c = false; vi.r = false;
]
Fig. 4. SSMutexCNet: A mutual exclusion algorithm in the abstract model for complete networks.
Definition 11. For any configuration γ S ∈ Γ S, configuration γ S is cache coherent for node vi if and only if vj.C[vi, q] = vi.q
for each out-neighbor vj of vi and for each local variable q. Configuration γ S is cache coherent if and only if γ S is cache
coherent for each node vi ∈ V . 
Definition 12. Configuration γ S ∈ Γ S is cache-coherent augmentation of configuration γ A ∈ Γ A if and only if γ S is an
augmentation of γ A and γ S is cache coherent. 
4. Impossibility result
In this section, we show a counterexample; there is an algorithm transformed by CST that does not maintain a legal
computation due to packet loss. The counterexample algorithm in the abstract model (especially, distributed daemon) is
shown in Fig. 4, which is a mutual exclusion algorithm for complete networks.
We explain the outline of this algorithm briefly. A node wishing to enter a critical section can make a request only when
no node is making a request by raising its request flag (GC2). A node which is making a request can enter the critical section
if and only if its node identifier is the smallest among requesting nodes (GC3). Just before a node exits the critical section, it
downs its request flag (GC4). A safety property of this algorithm is mutual exclusion, i.e., no two nodes enter critical section
simultaneously. Formally, a safety predicate is ∀vi, vj (vi ≠ vj) : ¬(vi.c ∧ vj.c).
Lemma 1. SSMutexCNet is self-stabilizing in the abstract model.
Proof. By GC1, eventually ¬vi.r ⇒ ¬vi.c holds for each node vi. Hence, without loss of generality, we assume that this
predicate holds for each node in the initial configuration.
First, we show that the system reaches a configuration such that¬vℓ.r∧¬vℓ.c for each node vℓ. Let vi be a node such that
vi.r is true and vj < vi holds for each vj such that vj.r is true. By GC4, a node in critical section, say vk, eventually executes
GC4, and then, by GC2, vk.r remains false as long as vi.r is true. Other nodes such that r flags9 are true enter and exit the
critical section in the order of node id in turn by GC3 and GC4 respectively. Finally, vi becomes the only node such that r flag
is true. Then, vi enters and exits the critical section by GC3 and GC4, respectively. Now we reach a configuration in which
¬vℓ.r ∧ ¬vℓ.c for each node vℓ. Let us call this configuration γ0.
In γ0, each node vi is enabled only by GC2 since vi.r is false. Then, some nodes execute GC2, and their r flags become true.
As long as there exists a node whose r flag is true, no node executes GC2. Nodes such that r flags are true enter and exit the
critical section in the order of node id in turn by GC3 and GC4 respectively. Eventually, the system reaches configuration γ0
again. Note that a node that enters the critical section has the smallest node id among nodes with true r flags. Hence, mutual
exclusion is guaranteed. 
Theorem 1. The transformed algorithm of SSMutexCNet by CST is not probabilistically self-stabilizing in the sensor network
model.
Proof. We consider the following scenario for two nodes vi and vj. Let us assume an initial configuration γ0 such that (1) γ0
is a cache-coherent augmentation of a safe configuration of the original algorithm in the abstract model, and (2) no node is
requesting (r = false) in γ0. Then, these two nodes make requests for a critical section by raising their request flags (r =
true). Suppose that each state-packet that contains the latest value of r is lost. Then, the two nodes enter the critical section
at the same time by GC3, because each node has no way to know that another node is making a request. This computation
is illegal. 
9 For each vi , r flag of vi is vi.r . Similarly, c flag of vi is vi.c .
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Note that the impossibility result does not hold if communication is reliable.
Non-silent conflict resolution protocols based on a simple observation of request flags of other nodes, like SSMutexCNet,
are considered not to work correctly in the sensor network model by CST.
5. Possibility result
In this section, we show a sufficient condition such that a transformed algorithm is self-stabilizing. Regardless of whether
an original self-stabilizing algorithm is silent or non-silent, it is probabilistically guaranteed that a computation of an
algorithm transformed by CST reaches a configuration which is a cache-coherent augmentation of a safe configuration of
the original algorithm by simple probabilistic argument (see [14] and the proof of Theorem 2). Then, in case that the original
algorithm is silent, a configuration simply stays safe forever after convergence as long as no transient error occurs except
packet loss, as studied in [6,14,8]. In case that the original algorithm is non-silent, however, a configuration may deviate
from cache-coherent augmentation of a safe configuration of the original algorithm because of packet loss, and then, the
behavior of nodes may not obey the specification of the original algorithm, as shown in the previous section. Hence, in
case of non-silent algorithms, a crucial point is the correctness of the behavior of nodes after stabilization. The sufficient
condition we present in this section guarantees equivalence of executions after stabilization in the abstract model and the
sensor network model.
First, we claim that any transformed algorithm does not have any deadlock configuration in the sensor network model.
Lemma 2. For any algorithm transformed by CST from a non-silent algorithm the probability such that no node is enabled for
infinitely long duration is zero.
Proof. Let us consider a configuration γ in which no node is enabled in the sensor network model. Since the original
algorithm is non-silent and there is at least one enabled node in any configuration in the abstract model, γ is not cache
coherent in the sensor network model. In other words, if the configuration is cache coherent, at least one node is enabled in
the sensor network model because at least one node is enabled in the abstract model.
Let γ be any configuration in which no node is enabled in the sensor network model. With some positive probability,
say q > 0, all the state-packets in a round are received and a configuration becomes coherent. For any computation starting
from γ , the probability that such a configuration does not become coherent at all for the first t rounds of the computation is
at most (1−q)t . When cache is coherent, at least one node is enabled by assumption for an original algorithm in the abstract
model. Therefore, the probability such that no node is enabled at all for the first t rounds becomes arbitrary small by taking
enough large t . 
Next, we claim the sufficient condition we mentioned. To make the discussion in the proof simple, we assume that at
least one node is enabled in any configuration by Lemma 2.
Theorem 2. The algorithm transformed by CST is probabilistically self-stabilizing in the sensor network model if an original non-
silent self-stabilizing algorithm in the abstract model satisfies the following two conditions. (1) For any two nodes vi, vj ∈ V ,
there is at most one simple path from vi to vj. (2) In any safe configuration, the number of enabled nodes is one.
Proof. We show the following two properties.
1. Probabilistic convergence property: A system in the sensor network model eventually reaches, with probability 1, a
configuration which is a cache-coherent augmentation of a safe configuration of the abstract model, and
2. Equivalent computation property: For any computation in the sensor networkmodel starting from a configurationwhich
is a cache-coherent augmentation of a safe configuration, there exists an equivalent computation in the abstract model.
First, we show Property 1, the probabilistic convergence property. All the state-packets in a round are received with
probability p|E|, where p is the probability such that an out-neighbor receives a packet. If all the state-packets in a round
are received, a configuration becomes cache coherent at the end of a round. Hence, a configuration becomes cache coherent
with probability p|E| at each round. Let T be the maximum convergence time of the original algorithm, i.e., T rounds are
enough to reach a safe configuration in the abstract model. In the sensor networkmodel, if all the state-packets are received
for T rounds, a configuration becomes a cache-coherent augmentation of a safe configuration. The probability such an event
occurs is pT |E| > 0 (cf. [14]). Because the probability such that such an event does not occur forever is zero, the probabilistic
convergence property is guaranteed.
Next, we show Property 2, the equivalent computation property. Below, without loss of generality, we suppose that the
initial configuration γ0 is a cache-coherent augmentation of a safe configuration. Specifically, we show that the following
two properties hold.
• Property 2a. As long as the number of enabled nodes is one, the enabled node has the correct cache values for each
in-neighbor.
• Property 2b. The number of enabled nodes is at most one in any configuration that is reachable from γ0.
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(a) Property 2a. (b) Property 2b.
Fig. 5. Situations for Properties 2a and 2b.
By showing the two properties, a node making a move (i.e., a node that updates its local state by taking an action) in
the sensor network model yields the same local state as the one executed in the abstract model because a node makes a
move observes the same local states of in-neighbors as in the case of the abstract model. Hence, any computation in the
sensor network model is equivalent to some computation in the abstract model. This implies that correctness of an original
algorithm in the abstract model is preserved by CST in the sensor network model.
We prove Property 2a, that is, as long as the number of enabled nodes is one, the enabled node has the correct cache
value for each in-neighbor. Let γ be any configuration which is reachable from γ0, and assume that the number of enabled
nodes is one from γ0 to γ . Let v be the enabled node in γ , and let u be the node such that v was enabled by receiving a
state-packet of u. Suppose on the contrary that v does not have the correct cache value for some in-neighbor w. Note that
w ≠ u because v has received a state-packet of u and the cache at v for u is correct. (See Fig. 5(a)).
Since γ0 is cache coherent, w makes a move at least once from γ0 to γ . All the state-packets of w are not received by v
from the last move ofw because otherwise v has the correct cache value forw.
Generally speaking, a node is enabled as a result of a move of one of its in-neighbors and a receipt of a state-packet.
Hence, there is a chain of links fromw to u, as depicted in Fig. 5(a), i.e.,
• after the move ofw (=u0), its out-neighbor, say u1, is enabled,
• after the move of u1, its out-neighbor, say u2, is enabled, . . . , and
• after the move of uℓ (ℓ ≥ 0), its out-neighbor u is enabled.
Because there are two distinct paths (w, v) and (w, u1, . . . , uℓ, u, v) from w to v, this is a contradiction. Therefore, as
long as the number of enabled nodes is one, enabled node has the correct cache value for each in-neighbor.
We prove Property 2b, that is, the number of enabled nodes is at most one in any configuration that is reachable from
γ0. Suppose on the contrary that two nodes are enabled in configuration γt which follows configuration γt−1 in which only
one node is enabled. See Fig. 5(b). Let u be the only enabled node in γt−1 and let v be the enabled node in γt , i.e., u and v are
enabled in γt . Letw be a node such that v receives a state-packet ofw and v becomes enabled in γt .
This situation occurs in the following scenario. First,wmakes amove, and then, its out-neighbor, sayw′, becomes enabled
as a result by receipt of a state-packet of w. By series of moves and receipt of state-packet by nodes with an out-neighbor
relation,10 u is enabled in configuration γt−1. Then, in configuration γt , v receives a state-packet ofw for the first time after
the move ofw, and then v is enabled.
There are two cases to consider.
• Case 2b-i: None of in-neighbors of v exceptw makes a move after γ0.
By assumption, w′ is enabled after the move of w. Because v observes the same local states of its in-neighbors as in
γ0 exceptw by assumption of Case 2b-i, v is also enabled if v receives the state-packet ofw.
This implies that, in the abstract model, both v andw′ are enabled after themove ofw. Since only one node is enabled
in the abstract model, this case does not occur.
• Case 2b-ii: Otherwise, i.e., some in-neighbor v′ of v exceptw makes a move after γ0.
– Case 2b-ii-1:wmakes amove before themove of v′. In this case, a chain ofmoves by out-neighbor relation (w, . . . , v′)
exists. Hence, there is a path (w, . . . , v′, v) fromw to v. On the other hand, there is a direct path (w, v). So, there are
two paths fromw to v and hence this case contradicts the assumption.
– Case 2b-ii-2: v′makes amove before themove ofw. In this case, a chain ofmoves by out-neighbor relation (v′, . . . , w)
exists. Hence, there is a path (v′, . . . , w, v) from v′ to v. On the other hand, there is a direct path (v′, v). So, there are
two paths from v′ to v and hence this case also contradicts the assumption.
Therefore, the number of enabled nodes is at most one in any configuration that is reachable from γ0. 
10 First, nodew is enabled andmakes a move. Next, an out-neighborw′ ofw is enabled due to the receiving a state-packet ofw, andmakes a move. Then,
an out-neighbor, sayw′′ , ofw′ is enabled due to the receiving a state-packet ofw′ , and makes a move, and so on. Finally, u is enabled.
H. Kakugawa et al. / Theoretical Computer Science 412 (2011) 4336–4349 4345
Local variables of node vi
vi.l : integer ∈ {0.., n− 2}; — Label
vi.t : integer ∈ {0} ∪ {2, .., n− 2}; — Tag
Guarded commands of node vi
∗[ // Note : arithmetic is computed modulo n− 1
// GC1 : Enter/exit critical section (pass the token).
(vi.l ≠ vi−1.l+ 1) ∧ ((vi.l ≠ 0) ∨ (vi−1.t = 0) ∨ (vi−1.t ≠ vi.l− vi−1.l) ∨ (vi−1.t < vi.t)) →
vi.l, vi.t := (vi−1.l+ 1), (vi.l− vi−1.l);
// GC2 : Fix the tag value.
(vi.l = vi−1.l+ 1) ∧ (vi−1.t ≠ vi.t) ∧ (vi.l ≠ 0) →
vi.t := vi−1.t;
]
Fig. 6. SSMutexURing: A self-stabilizing mutual exclusion algorithm on a unidirectional ring of prime size n [2].
6. Convergence time analysis: a case study
In this section, we give a convergence time analysis of a self-stabilizing mutual exclusion algorithm on a unidirectional
ring network as a case study. We adopt the algorithm proposed by Burns and Pachl [2], which assumes the abstract model
and the central daemon. The algorithm is shown in Fig. 6, and we call it SSMutexURing in this paper. For any legitimate
configuration, the number of enabled processes is one, and hence it achieves mutual exclusion.
It is shown in [2] that SSMutexURing run on a unidirectional ring network of size n, and it is self-stabilizing when n is a
prime number. Hence SSMutexURing falls into the possible case discussed in Section 5 (Theorem 2), and the transformed
algorithm is probabilistically self-stabilizing. It is also shown in [2] that, when n is a composite number,SSMutexURing is not
self-stabilizing. There exists a symmetric initial configuration and an infinite execution such that symmetry in configurations
is not broken forever. However, as we will show shortly, it is interesting that, for any n, the transformed algorithm is
probabilistically self-stabilizing in the sensor network model. This is why the probabilistic loss of state-packets breaks
symmetry in a configuration, and computation probabilistically converges.
In a unidirectional ring of size n, a set of nodes v0, v1, . . . , vn−1 is arranged in such a way that an out-neighbor of vi
is vi+1 mod n for each i = 0, 1, . . . , n − 1. In SSMutexURing, arithmetic is computed modulo n − 1. There are two local
variables at each vi: l (called label) and t (called tag). We say that node vi has a token, in the abstract model, if and only if
(vi.l ≠ vi−1.l+ 1) holds. When (vi.l = vi−1.l+ 1) holds, we say that the label of vi has ‘‘+1’’ value.
Webriefly explain themain idea ofSSMutexURinghere, and examples of safe andunsafe configurationswill be presented
in the next subsection. For details, please refer to [2]. A maximally continuous sequence of nodes each of which has label of
‘‘+1’’ value is called a segment. Hence, the number of segments is equal to the number of tokens. By definition of the range
of label (0, . . . , n − 2), there is at least one segment in any configuration, and the algorithm converges to a configuration
in which the number of segment is one. That is, the number of tokens is at least one, and exactly one in a legitimate
configuration. A tag at eachnode is used to break the symmetry of segments in order to absorb a segmentwhen thenumber of
segments ismore than one. Itmaintains the difference, called gap, between label values of twoneighbor nodes of consecutive
segments. The value of gap is computed by vi.l− vi−1.l for node vi such that vi.l ≠ vi−1.l+ 1.
• By GC1, vi leaves current segment and joins the segment that the in-neighbor node belongs to. By this rule, a segment
disappears if vi is the only member of a segment. To break symmetry, a node is inhibited to execute GC1 (by the second
term of the guard of GC1), and the number of segments eventually decreases.
• By GC2, vi fixes an incorrect tag value by copying it from the in-neighbor node that is in the same segment. However,
(incorrect) tag value does not copied over a node whose label is zero. Hence, every node eventually holds the correct tag
by the gap value.
6.1. Configuration and token
First, we explain the behavior of SSMutexURing in the abstract model. By the following notation, we denote a
configuration.
((v0.l, v0.t), (v1.l, v1.t), (v2.l, v2.t), . . . , (vn−1.l, vn−1.t)).
An example of a safe configuration of a network with seven nodes is as follows, in which only v1 is enabled.
((0, 0), (0, 0), (1, 0), (2, 0), (3, 0), (4, 0), (5, 0)).
For general n, the following is one of the safe configurations.
((0, 0), (0, 0), (1, 0), (2, 0), . . . , (n− 2, 0)).
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In this configuration, only v1 is enabled. By λA1 , we denote this configuration. After v1 makes a move from λ
A
1 , we have the
following configuration in which v2 is enabled.
((0, 0), (1, 0), (1, 0), (2, 0), . . . , (n− 2, 0)).
We define the set of safe configurations in such a way that a configuration is safe if and only if it is reachable from λA1 .
In each safe configuration, there is exactly one node whose label is not ‘‘+1’’ value, and it is enabled by GC1. We say that
a node vi has a token if and only if it is enabled by GC1. By execution of an enabled node (with a token), say vi, in a safe
configuration, vi+1 is enabled and it has a token in the next configuration. Then, by repeating execution of an enabled node,
a token circulates in a ring.
An example of an unsafe configuration of a network with seven nodes is as follows.
((1, 0), (3, 3), (4, 3), (5, 0), (1, 2), (2, 2), (3, 2)).
In this configuration, there are three segments (v0), (v1, v2, v3) and (v4, v5, v6). Three nodes v0, v1 and v4 are enabled
by GC1. Because each of them does not have a ‘‘+1’’ value in its label, there are three tokens. In addition, node v3 is enabled
by GC2 because its tag is not equal to the tag of the in-neighbor node v2 which is in the same segment.
When v0 makes a move, the two tokens at v0 and v1 collide and we obtain a configuration
((4, 2), (3, 3), (4, 3), (5, 0), (1, 2), (2, 2), (3, 2))
in which v1 and v4 are enabled by GC1, i.e., the token at v0 is absorbed by the collision, and node v3 is enabled by GC2. In
this configuration, there are two segments (v0, v1, v2, v3) and (v4, v5, v6).
Note that, in the abstract model, it is not difficult to see that the number of segments never increases, and hence, the
number of tokens never increases.
Next, let us explain safe configurations in the sensor network model. We denote a configuration in the sensor network
by the following form.
(v0.C[vn−1, l], v0.C[vn−1, t] | v0.l, v0.t), (v1.C[v0, l], v1.C[v0, t] | v1.l, v1.t),
. . . , (vn−1.C[vn−2, l], vn−1.C[vn−2, t] | vn−1.l, vn−1.t)).
Definition 13. For each configuration γ S in the sensor network model, vi has a token if and only if
• vi.l ≠ vi.C[vi−1, l] + 1 holds, i.e., vi does not have a ‘‘+1’’ value in its label with respect to the cached value of the label
of vi−1, or• vi.l ≠ vi+1.C[vi, l] holds, i.e., vi+1 does not have the correct cache value of vi for the label. 
Following configuration λS0 is an example of a safe configuration. In λ
S
0, only v1 is enabled by GC1, and only v1 has a token.
((n− 2, 0 | 0, 0), (0, 0 | 0, 0), (0, 0 | 1, 0), (1, 0 | 2, 0), . . . , (n− 3, 0 | n− 2, 0)).
We define the set of safe configurations in such a way that a configuration is safe if and only if it is reachable from λS0. For
example, the following is a configuration which is reached by a move by v1 from λS0 and a state-packet of v0 is lost.
((n− 2, 0 | 0, 0), (0, 0 | 1, 0), (0, 0 | 1, 0), (1, 0 | 2, 0), . . . , (n− 3, 0 | n− 2, 0)).
In this case, according to the definition of a token, v1 still has a token despite it is disabled. When the state-packet of v1 is
received, we have the following configuration, and token is moved to v2.
((n− 2, 0 | 0, 0), (0, 0 | 1, 0), (1, 0 | 1, 0), (1, 0 | 2, 0), . . . , (n− 3, 0 | n− 2, 0)).
In a safe configuration, a tokenmoves to the next node with probability p since the tokenmoves from vi to vi+1 if a state-
packet of vi is received by vi+1 and enabled. Hence, by expectation of geometric random variable, a token moves to the next
node in 1/p expected rounds, and a token circulates a ring in n/p expected rounds.
Below, we show three fundamental properties of the transformed SSMutexURing in the sensor network model.
Lemma 3. In any configuration, at least one node has a token.
Proof. Suppose to the contrary that there exists a configuration in which no node has a token. Then, for each vi,
• vi.l = vi.C[vi−1, l] + 1 holds, and• vi.l = vi+1.C[vi, l] holds.
By these two conditions, we have vi.l = vi−1.l + 1 for each vi. However, it is easy to see that this is impossible because
0 ≤ vi.l ≤ n− 2 for each vi. 
Lemma 4. The total number of tokens is non-increasing.
Proof. Suppose to the contrary that the number of tokens increases. Let γ and γ ′ be configurations such that (1) γ ′ is the
next configuration of γ , (2) vi does not have a token in γ , and (3) vi has a token in γ ′. According to the definition of a token
in the sensor network model, there are two cases to consider in γ ′.
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• Case 1: In γ ′, vi.l ≠ vi.C[vi−1, l] + 1 becomes true by a receipt of a state-packet of vi−1 by vi.• Case 2: In γ ′, vi+1.C[vi, l] ≠ vi.l becomes true by an execution of vi and loss of state-packet of vi, i.e., the cache value at
vi+1 for vi becomes obsolete.
First, we consider Case 1.
• Case 1a: vi−1 is disabled in γ . The cache value at vi for vi−1 is incorrect in γ because vi becomes enabled in γ ′ by receiving
a state-packet of vi−1. This implies that vi−1 has a token in γ . By the receipt of a state-packet of vi−1 by vi, the token at
vi−1 is lost in γ ′. Hence, the total number of tokens does not change.• Case 1b: vi−1 is enabled by GC1 in γ . In γ , vi−1 has a token since it is enabled by GC1 and it does not have a ‘‘+1’’ value for
its value. By definition of CST, vi−1 makes a move (i.e., executes procedure Update) just before it sends its state-packet,
and vi−1 becomes disabled in γ ′. By assumption of Case 1, the state-packet is received by vi and the cache value at vi for
vi−1 becomes correct. This implies that the token at vi−1 is lost in γ ′. Hence, the total number of tokens does not change.• Case 1c: vi−1 is enabled by GC2 in γ . In γ , vi−1 may or may not have a token.
First, we consider a case when vi−1 has a token in γ . By definition of CST, vi−1 makes a move just before it sends its
state-packet, and vi−1 becomes disabled in γ ′. By assumption of Case 1, the state-packet is received by vi and the cache
value at vi for vi−1 becomes correct. This implies that vi−1 does not have a token in γ ′. Hence, the total number of tokens
does change.
Next, we consider a case when vi−1 does not have a token in γ . This implies that vi−1.l = vi−1.C[vi−2, l] + 1 holds
and vi−1.l = vi.C[vi − 1, l]. An execution of GC2 by vi−1 in γ may change the tag value vi−1.t , but does not change the
label value vi−1.l. This means that, in γ ′, vi.C[vi−1, l] is unchanged when vi receives the state-packet of vi−1, and the
assumption of Case 1 (vi.l ≠ vi.C[vi−1, l]+1) still holds in γ ′. Hence, vi does not have a token in γ ′. Since this contradicts
the assumption that vi has a token in γ ′, this case does not occur.
Next, we consider Case 2. In this case, vi is enabled in γ and it becomes disabled in γ ′ by its move.
• Case 2a: vi is enabled by GC1 in γ . Since vi.l ≠ vi.C[vi−1, l] + 1 holds, vi has a token in γ . That is, vi holds a token before
and after the move. Because a state-packet of vi is lost by assumption, the cache value at vi+1 for vi does not change, and
hence, the existence/non-existence of a token at vi+1 does not change from γ to γ ′. Therefore, the total number of tokens
does change.
• Case 2b: vi is enabled by GC2 in γ . By assumption, vi does not have a token in γ . This implies that, in γ , (1) vi.l =
vi.C[vi−1, l] + 1 holds, and (2) vi.l = vi+1.C[vi, l] holds by definition of a token. These two conditions still hold in γ ′
because an execution of GC2 never changes vi.l and a state-packet of vi is lost by assumption of Case 2. Hence vi does not
have a token in γ ′. This contradicts the assumption that vi has a token in γ ′, and therefore, this case does not occur.
In any cases, the number of tokens never increases. 
The next lemma shows that once a configuration becomes safe, it remains so forever.
Lemma 5. In any safe configuration, the total number of tokens is one.
Proof. In a safe configuration
((n− 2, 0 | 0, 0), (0, 0 | 0, 0), (0, 0 | 1, 0), (1, 0 | 2, 0), . . . , (n− 3, 0 | n− 2, 0)),
there is only one token. The number of tokens is one in any safe configuration because (1) only configurations that are
reachable from this configuration are safe by definition, (2) the total number of tokens is at least one (Lemma 3), and (3) the
total number of tokens is non-increasing (Lemma 4). 
6.2. Convergence time analysis
We show an upper bound of the expected convergence time of transformed SSMutexURing by CST. We consider two
types of random walks as follows.
• RandomWalk A: A randomwalk of tokens by the transformed SSMutexURing by CST. In SSMutexURing, a process vi has
a tokenwhen its label does not have ‘‘+1’’ value or vi+1 does not have correct cache value for vi. We call the a token by the
former type L-token, and a token by the latter type C-token. Each token probabilistically moves or disappears according
to the definition of SSMutexURing and probabilistic loss of state-packet in the sensor network model.
• Random Walk R: A random walk of tokens such that each token moves with probability p on a unidirectional ring Rn of
size n. In this randomwalk, we call a token an R-token. Each token simplymoveswith probability p, which is independent
from the definition of SSMutexURing and cache values, and a token disappears only by collision of two tokens.
We show the convergence time analysis of RandomWalk R because it gives an upper bound of the convergence time of
RandomWalk A. The reason is explained in the next paragraph.
In configuration γ of Random Walk A, suppose that vi has an L-token or a C-token. Then, let put an R-token at the i-th
position of Rn. Let us compare (1) L-tokens and C-tokens in γ ′ that follows γ by RandomWalk A, and (2) R-tokens in a single
step by RandomWalk R.
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• In RandomWalk A, a C-token at vi in γ disappears in γ ′ if vi+1 receives a state-packet from vi and vi is not enabled as a
result; a C-token at vi survives if a state-packet from vi is lost, or it turns to be an L-token if vi+1 receives a state-packet
from vi and vi is enabled as a result.
In Random Walk R, on the other hand, an R-token survives even if the corresponding L-token or C-token does not
survive in γ ′.
• In Random Walk A, an L-token never moves in some condition, and such a situation is equivalent to a disappearance
of the L-token. The condition is the second term of the guard of GC1: ¬((vi.l ≠ 0) ∨ (vi−1.t = 0) ∨ (vi−1.t ≠
vi.l − vi−1.l) ∨ (vi−1.t < vi.t)). If this condition holds, the guard of GC1 is definitely false even if there is an L-token
at vi. Since the token never moves, it simply waits to be collided by other token.
In RandomWalk R, on the other hand, the corresponding token survives and continues to walk randomly.
Because the probability of tokenmovement is the same in RandomWalk A and RandomWalk R, the number of tokens in
Random Walk A quickly decreases compared to Random Walk R. Therefore, an analysis of Random Walk R is sufficient for
the upper bound of the expected convergence time of RandomWalk A.
Theorem 3. The expected convergence time of the transformed SSMutexURing by CST is bounded by O( n
2 log n
8p(1−p) ) rounds, where
n is the number of nodes and p is the probability that each state-packet is received.
Proof. The upper bound is obtained by analysis of Random Walk R. First, let us observe the random walk of two tokens,
say τ1 and τ2 on Rn. We define the distance of the two tokens as j − i (mod n), where vi (resp. vj) is the node where τ1
(resp. τ2) locates. A token at vi moves to vi+1 with probability p, and stays at vi with probability 1 − p. Since each token
moves with probability p, the distance is unchanged with probability p2 + (1 − p)2, decreases with probability p(1 − p),
and increases with probability (1−p)p in a round, respectively. Hence, increase and decrease of the distance occur with the
same probability, and increase or decrease of the distance occur every 1/(2p(1− p)) expected rounds by the expectation of
geometric distribution.
A random walk of these two tokens continues until they collide, i.e., the distance of the two tokens becomes 0 or n. This
stochastic process is known as the gambler’s ruin problem. It is well known that, if the probability that increase and decrease
of the distance are the same probability, i.e., both 1/2, the expected number of rounds until the distance becomes 0 or n is
d(n− d), where d is the initial distance. The expectation d(n− d) is bounded by n2/4. Because an increase or decrease of the
distance occurs every 1/(2p(1− p)) expected rounds, n2/(8p(1− p)) is an upper bound of the expected number of rounds
for the two tokens collide. By collision of two tokens, at least one token disappears.
Next, we derive an upper bound of the expected number of rounds until the number of tokens becomes one from
an arbitrary initial configuration. Suppose that there are ℓ (>2) tokens τ1, τ2, . . . , τℓ on a ring in this order in an initial
configuration. Let us observe collision of two tokens τ1 and τ⌈ℓ/2⌉. If they collide with distance 0, tokens τ2, . . . , τ⌈ℓ/2⌉−1
disappear, and if they collide with distance n, tokens τ⌈ℓ/2⌉+1, . . . , τℓ−1 disappear. Hence, by collision of τ1 and τ⌈ℓ/2⌉, at
least ⌈ℓ/2⌉ − 1 (if n is odd) or ℓ/2 (if n is even) tokens disappear. Hence, at most ℓ/2 + 1 tokens survive by collision of τ1
and τ⌈ℓ/2⌉.
The number of tokens becomes one by repeating such token collisions discussed above at most O(log n) times because
the number of tokens is at most n in any initial configuration. Therefore, we have an upper bound O( n
2 log n
8p(1−p) ). 
7. Conclusion
In this paper, we discussed the CST transformation of non-silent self-stabilizing algorithms for sensor networks. First, we
presented an impossibility result, that is, there exists a transformed algorithm that does not behave correctly despite the
original algorithm in the abstract model being correct. Second, we presented a sufficient condition for original algorithms
and networks such that a transformed algorithm is guaranteed to behave correctly. Our sufficient condition seems to be too
strong, and finding a weaker sufficient condition is a future task. In addition, finding a necessary condition is also a future
task. Finally, we presented an analysis of an upper bound of the expected convergence time of a token circulation algorithm
on unidirectional rings.
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