We prove that a metric measure space equipped with a Dirichlet form admitting an Euclidean heat kernel is necessarily isometric to the Euclidean space. This helps us providing an alternative proof of Colding's celebrated almost rigidity volume theorem via a quantitative version of our main result. We also discuss the case of a metric measure space equipped with a Dirichlet form admitting a spherical heat kernel.
for any u ∈ H 1 . As well-known, it is related to the Laplace operator ∆ := n k=1 ∂ kk by the integration by parts formula, namely E(u, v) = −ˆR n (∆u)v for any u, v ∈ H 1 such that ∇u ∈ H 1 , where E(u, v) :=´R n ∇u, ∇v . Standard tools from spectral theory show that ∆ generates a semi-group of operators (e t∆ ) t>0 sending any u 0 ∈ L 2 to the family (u t ) t>0 ⊂ H 1 satisfying the heat equation ∂ t u t = ∆u t with u 0 as an initial condition. The semi-group (e t∆ ) t>0 admits a smooth kernel p, so that for any f ∈ L 2 , x ∈ R n and t > 0, e t∆ f (x) =ˆR n p(x, y, t)f (y) dy.
The explicit expression of this heat kernel is well-known: for any x, y ∈ R n and t > 0, p(x, y, t) = 1 (4πt) n/2 e − |x−y| 2 4t .
In the more general context of a measured space (X, µ), the Dirichlet energy possesses abstract analogues called Dirichlet forms. Associated with any such a form E is a selfadjoint operator L whose properties are similar to the Laplace operator; in particular, the spectral theorem applies to it and provides a semi-group (P t ) t>0 delivering the solution of the equation ∂ t u t = Lu t starting from any square integrable initial condition. Under suitable assumptions, this semi-group admits a kernel. When the space X is equipped with a metric d generating the σ-algebra on which µ is defined, this kernel is often compared with the Gaussian term 1 (4πt) n/2 e − d 2 (x,y) 4t through upper and lower estimates: see [St95] , for instance. From this perspective, a natural question arises: what happens when the kernel of E coincides with this Gaussian term? In this article, we answer this question by showing that the unique metric measure space admitting such a kernel is the Euclidean space. The precise statement of our main result (key steps of the proof being described later in this introduction) is the following: Theorem 1.1. Let (X, d) be a complete metric space equipped with a non-negative regular Borel measure µ. Assume that there exists a symmetric Dirichlet form E on (X, µ) admitting a heat kernel p such that for some α > 0, p(x, y, t) = 1 (4πt) α/2 e − d 2 (x,y) 4t (1.1) holds for any x, y ∈ X and any t > 0. Then µ is the α-dimensional Hausdorff measure, α is an integer and (X, d) is isometric to (R α , d e ) where d e stands for the classical Euclidean distance.
Then we show that this rigidity result can be turned quantitative via a suitable contradiction argument. Denoting by d GH the Gromov-Hausdorff distance and by B n r any Euclidean ball in R n with radius r > 0, we obtain the following: Theorem 1.2. For any ǫ > 0, there exists δ > 0 depending only on ǫ and n such that if (X, d, µ) is a complete metric measure space endowed with a symmetric Dirichlet form E admitting a heat kernel p satisfying (1 − δ) 1 (4πt) n/2 e − d 2 (x,y) 4(1−δ)t ≤ p(x, y, t) ≤ (1 + δ) 1 (4πt) n/2 e − d 2 (x,y) 4(1+δ)t (1.2)
for any x, y ∈ X and t ∈ (0, T ], for some given T > 0, then for any x ∈ X and r ∈ (0, √ T ), d GH (B r (x), B n r ) < ǫr.
(1.
3)
The intrinsic Reifenberg theorem of Cheeger and Colding [CC97, Theorem A.1.1.] provides the following immediate topological consequence, where Ψ(·|n) is a function depending only on n with Ψ(r|n) → 0 when r → 0 + . Corollary 1.3. There exists δ n > 0 depending only on n such that if (X, d, µ) is a complete metric measure space endowed with a symmetric Dirichlet form E admitting a heat kernel p satisfying 1 − δ (4πt) n/2 e − d 2 (x,y) 4(1−δ)t ≤ p(x, y, t) ≤ 1 + δ (4πt) n/2 e − d 2 (x,y) 4(1+δ)t ∀x, y ∈ X, ∀t ∈ (0, T ], for some δ ∈ (0, δ n ) and T > 0, then for any x ∈ X, there exists a topological embedding of B n √ T into B √ T (x) whose image contains B (1−Ψ(δ|n)) √ T (x). We point out the two previous results are also true in case T = +∞. Moreover, Theorem 1.2 can be used to give an alternative proof of a celebrated result established by T-H. Colding [Co97, Theorem 0.8], namely the almost-rigidity of the volume for Riemannian manifolds with non-negative Ricci curvature. Let us recall this statement: Theorem 1.4 (Colding) . For any ǫ > 0, there exists δ > 0 depending only on ǫ and n such that if (M n , g) is a complete Riemannian manifold with nonnegative Ricci curvature satisfying:
vol B r (x) ≥ (1 − δ) ω n r n ∀x ∈ M, ∀r > 0, (1.4) then for any x ∈ M and any r > 0,
This theorem is a direct consequence of our almost rigidity theorem coupled with an intermediary result, Theorem 6.1, which states, roughly speaking, that a complete Riemannian manifold satisfying the volume estimate (1.4) has necessarily almost Euclidean heat kernel. Our proof of this result is based on previous works by J. Cheeger and S.-T. Yau [ChY81] , P. Li and S.-T. Yau [LY86] and especially P. Li, L.-F. Tam and J. Wang [LTW97] .
Finally, in the last section of this paper, we investigate the case of a metric measure space equipped with a spherical heat kernel. To be precise, the sphere S n has an heat kernel which can be written as K (n)
is an explicit function. We show that if a metric measure space (X, d, µ) is equipped with a Dirichlet form admitting a heat kernel p such that p(x, y, t) = K for any x, y ∈ X and t > 0, then (X, d) is isometric to the sphere equipped with the classical round Riemannian distance.
Let us spend some words to describe our proof of Theorem 1.1. A key point is the celebrated result of T.H. Colding and W.P. Minicozzi II asserting that on any complete Riemannian manifold satisfying the doubling and Poincaré properties, the space of harmonic maps with linear growth is finite-dimensional [CM97] . As already observed in non-smooth contexts [H11, HKX16] , the proof of this result can be carried out on any complete metric measure spaces satisfying the doubling and Poincaré properties. It turns out that admitting a Dirichlet form with an Euclidean heat kernel forces the metric measure space to satisfy these two properties, see Proposition 2.4.
Then we consider the functions
x ∈ X which are easily shown to have linear growth. When (X, d, µ) is equipped with a Dirichlet form E satisfying the assumptions of Theorem 1.1, these functions are locally L-harmonic: this follows from establishing L1 = 0 and Ld 2 (x, ·) = 2α.
Therefore, the vector space V generated by the functions B(x, ·) has a finite dimension n. Choosing a suitable basis (h 1 , . . . , h n ) of this space, we embed X into R n by setting
for any x ∈ X. More precisely, there exists x 1 , . . . , x n ∈ X such that (δ x 1 , . . . , δ xn ) is a basis of V * , and (h 1 , . . . , h n ) is chosen as the dual of this basis. Setting Q(ξ) := i,j B(x i , x j )ξ i ξ j for any ξ = (ξ 1 , · · · , ξ n ) ∈ R n , we easily get
for any x, y ∈ X, thus H is an embedding. To conclude, one must prove α = n and show that Q is non-degenerate, so that d Q (ξ, ξ ′ ) = Q(ξ − ξ ′ ) defines a distance on R n that is isometric to the Euclidean distance: then (4.20) shows that H is an isometric embedding onto its image a final argument proves to be R n . We prove these two last assertions by the study of asymptotic cones at infinity of (X, d, µ).
It is worth mentioning that in the case of (X, d, µ, E) equipped with a spherical heat kernel, the space V in which X is embedded is E 1 := Ker(−L − λ 1 I) where λ 1 is the first non-zero eigenvalue of L, and H(X) is shown to be isometric to Σ := {Q = 1} for some suitable quadratic form Q.
The paper is organized as follows. Our proof of Theorem 1.1 relies on several notions and results from different areas that we have collected in the preliminary Section 2. Then in Section 3 we establish simple rigidity results for metric measure spaces with an Euclidean heat kernel. We use these results in Section 4 which is dedicated to the proof of Theorem 1.1. Section 5 is devoted to the almost rigidity result, namely Theorem 1.2, and Section 6 explains our new proof of Colding's volume almost rigidity theorem. Finally Section 7 contains our study of the case of metric measure spaces equipped with a spherical heat kernel.
Preliminaries
Throughout the article, we shall call metric measure space any triple (X, d, µ) where (X, d) is a σ-compact metric space and µ is a non-negative σ-finite Radon measure on (X, d) such that supp µ = X. Here supp µ denotes the support of µ. We shall keep fixed a number α > 0 and denote by ω α the quantity
where Γ denotes the usual Gamma function {Re > 0} ∋ z →´+ ∞ 0 t z−1 e −t dt. Note that when α is an integer n, then ω n is the volume of the unit Euclidean ball in R n .
We shall use classical notations for the functional spaces defined on (X, d, µ), like C(X) (resp. C c (X)) for the space of continuous (resp. compactly supported continuous) functions, Lip(X) (resp. Lip c (X))) for the space of Lipschitz (resp. compactly supported Lipschitz) functions, L p (X, µ), where p ∈ [1, +∞), for the space of (equivalent classes of) µ-measurable functions whose p-th power is µ-integrable, L ∞ (X, µ) for the space of µ-essentially bounded functions, and so on. The support of a function f will be denoted by supp f .
A generic open ball in (X, d) will be denoted by B, and we will write λB for the ball with same center as B but radius multiplied by λ > 0.
We will extensively make use of the following definition.
Definition 2.1. We say that a metric measure space (X, d, µ) has α-dimensional volume whenever µ(B) = ω α r α for any metric ball B ⊂ X with radius r > 0.
Dirichlet forms.
Let us recall some basic facts about Dirichlet forms, refering to e.g. [FOT10, St94, KZ12] for more details. Let (X, τ ) be a topological space equipped with a σ-finite Borel measure µ. A Dirichlet form E on (X, µ) is a non-negative definite bilinear map E : D(E) × D(E) → R, with D(E) being a dense subset of L 2 (X, µ), satisfying closedness, meaning that the space D(E) is a Hilbert space once equipped with the scalar product
and the Markov property: for any f ∈ D(E), the function f 1 0 = min(max(f, 0), 1) belongs to D(E) and E(f 1 0 , f 1 0 ) ≤ E(f, f ). We denote by | · | E the norm associated with ·, · E . We shall focus only on symmetric Dirichlet forms, i.e. those E for which E(f, g) = E(g, f ) holds for all f, g ∈ D(E): in the rest of the article, by Dirichlet form we will always tacitly mean symmetric Dirichlet form.
Let us additionally assume that (X, τ ) is locally compact and separable and that µ is a Radon measure such that supp µ = X. A Dirichlet form E on (X, µ) is called strongly local if E(f, g) = 0 for any f, g ∈ D(E) whenever f is constant on a neighborhood of supp g, and regular if C c (X) ∩ D(E) contains a subset (called a core) which is both dense in C c (X) for · ∞ and in D(E) for | · | E . A celebrated result by Beurling and Deny [BD59] implies that any strongly local regular Dirichlet form E on (X, µ) admits a non-negative definite symmetric bilinear map Γ : D(E) × D(E) → Rad, where Rad denotes the set of signed Radon measures on (X, τ ), such that
where´X dΓ(f, g) denotes the total mass of the measure Γ(f, g). Let us mention that Γ is concretely given as follows: for any f ∈ D(E) ∩ L ∞ (X, µ), the measure Γ(f ) := Γ(f, f ) is defined by its action on test functions:
Regularity of E allows to extend (2.3) to the set of functions ϕ ∈ C c (X), providing a well-posed definition of Γ(f ) by duality between C c (X) and Rad. In case f ∈ D(E) is not essentially bounded, Γ(f ) is obtained as the limit of the increasing sequence of measures (Γ(f n −n )) n∈N where f n −n := min(max(f, −n), n) for any n ∈ N. The general expression of Γ(f, g) for any f, g ∈ D(E) is then obtained by polarization:
Moreover, strong locality of E implies locality of Γ, that iŝ
for any open set A ⊂ X and any functions u, v, w ∈ D(E) such that u = v on A. This latter property allows to extend Γ to the set D loc (E) made of those µ-measurable functions f for which for any compact set K ⊂ X there exists g ∈ D(E) such that f = g µ-a.e. on K. Note that for any open set Ω ⊂ X, we also define D loc (Ω, E) as the set of functions f ∈ L 2 loc (Ω) for which for any compact set K ⊂ Ω there exists g ∈ D(E) such that f = g µ-a.e. on K.
It can be shown that Γ satisfies the Leibniz rule:
and the chain rule:
(2.5)
where C 1 b,bd (R) stands for the set of bounded C 1 functions on R with bounded derivative. The so-called intrinsic extended pseudo-distance d E associated with E is defined by:
Here Γ(f ) ≤ µ means that Γ(f ) is absolutely continuous with respect to µ with density lower than 1 µ-a.e. on X, and "extended" refers to the fact that d E (x, y) may be infinite. When the topology τ is generated by a distance d on X, we call asumption (A) the following statement:
d E is a distance inducing the same topology as d.
Finally, let us recall that any Dirichlet form is associated with a non-negative definite self-adjoint operator L with dense domain D(L) ⊂ L 2 (X, µ) characterized by the following:
When E is strongly local and regular, the operator L satisfies the classical chain rule:
where G is the set of functions f ∈ D(L) such that Γ(f ) is absolutely continuous with respect to µ with density also denoted by Γ(f ). In particular:
Heat kernel associated to a Dirichlet form.
Let (X, τ ) be a topological space equipped with a σ-finite Borel measure µ. The spectral theorem (see e.g. [RS70, Th. VIII.5]) implies that the operator L associated to any Dirichlet form E on (X, τ ) defines an analytic sub-Markovian semi-group (P t ) t>0 acting on L 2 (X, µ) where for any f ∈ L 2 (X, µ), the map t → P t f is characterized as the unique
One can then recover D(L) and L from (P t ) t>0 in the following manner:
We say that E admits a heat kernel if there exists a family of (µ ⊗ µ)-measurable functions (p(·, ·, t)) t>0 on X × X such that for all t > 0 and f ∈ L 2 (X, µ), one has
for µ-a.e. x ∈ X; the function p = p(·, ·, ·) is then called heat kernel of E. In this case, the semi-group property (namely P s+t = P s • P t for any s, t > 0) implies that p satisfies the so-called Chapman-Kolmogorov property:
Moreover, for any t > 0, p(·, ·, t) is symmetric and uniquely determined up to a (µ ⊗ µ)negligible subset of X × X. When E admits a heat kernel, the space (X, τ, µ, E) is called stochastically complete wheneverˆX p(x, y, t) dµ(y) = 1 ∀x ∈ X, ∀t > 0.
Under stochastic completeness, the domain of E coincides with
As well-known, the classical Dirichet energy on R n admits the Gaussian heat kernel
where d e is the usual Euclidean distance. This motivates the next definition.
Definition 2.2. Let (X, d, µ) be a metric measure space and E a Dirichlet form on (X, µ). We say that (X, d, µ, E) has α-dimensional Euclidean heat kernel if E admits a heat kernel p such that:
Harnack inequalities.
Let (X, d, µ) be a metric measure space equipped with a Dirichlet form E with associated operator L. In order to properly state what a Harnack inequality means for (X, d, µ, E), let us introduce some notions. We refer e.g. to [St95] and the references therein for more details. Note first that any element f ∈ L 2 (X, µ) uniquely defines a continuous linear form on D(E), namely g →´X f g dµ. Thus L 2 (X, µ) embeds into D(E) * whose norm we denote |·| E, * . For any open interval I ⊂ (0, +∞), we consider the following functional spaces: 
Proposition 2.4. Let (X, d, µ) be a metric measure space equipped with a strongly local and regular Dirichlet form E satisfying assumption (A). Let L be the operator canonically associated to E. Then the following statements are equivalent:
1. the combination of a) the doubling property: there exists a constant C D > 0 such that for any ball
) the local Poincaré inequality: there exists a constant C P > 0 such that for any f ∈ D(E) and any ball B ⊂ X with radius r > 0, setting
2. the existence of a heat kernel p for E satisfying double-sided Gaussian estimates: there exists C G > 0 such that for any x, y ∈ X and any t > 0, We shall often simply write Lu = f on Ω to express the fact that u ∈ D loc (Ω, E) is a local solution on X of the equation Lu = f , and Lv = 0 to express that v ∈ D loc (E) is locally L-harmonic. Lastly, we point out that strong locality directly implies that constant functions are locally L-harmonic, i.e.
L1 = 0.
Let us state a classical lemma (Liouville theorem under elliptic Harnack inequality) whose proof is omitted here (see e.g. [ACT18, Lem. 6.3]). Lemma 2.6. Let (X, d, µ) be a metric measure space equipped with a Dirichlet form E with associated operator L satisfying an elliptic Harnack inequality, meaning that there exists a constant C E > 0 such that for any ball B ⊂ X and any non-negative local solution h of Lu = 0 on B, we have ess sup
Then any non-negative locally L-harmonic function is constant.
Strongly harmonic functions.
Let (X, d, µ) be a metric measure space. Following the terminology adopted in [GG09, AGG19] , for any open set Ω ⊂ X we call strongly harmonic function on Ω any function h : Ω → R satisfying the mean value property:
Remark 2.7. It can easily be checked that a function h : Ω → R is strongly harmonic if and only if for any x ∈ Ω and any u ∈ C 1
Under mild assumptions on (X, d, µ), an elliptic Harnack inequality holds true for strongly harmonic functions, provided the doubling condition (2.13) is satisfied: see [AGG19, Lemma 4.1]. The next lemma is an easy consequence of this fact. We recall that a metric space is called proper if any closed ball is compact, and that proper metric spaces are complete and locally compact.
Lemma 2.8. Let (X, d) be a proper metric space equipped with a regular Borel measure µ such that 0 < µ(B) < +∞ for any metric ball B ⊂ X. Assume that (X, d, µ) satisfies the doubling condition (2.13). Then any nonnegative strongly harmonic function on X is constant.
We shall also make use of the following important result [AGG19, Th. 4.1]. Proposition 2.9. Let (X, d) be a geodesic metric space equipped with a doubling measure µ with doubling constant C D . Then any strongly harmonic function f on (X, d, µ) satisfies the following local Hölder estimate: for any x ∈ X and r > 0, When (X, d, µ) has α-dimensional volume, strongly harmonic functions satisfy the following two properties:
Lemma 2.10. Let (X, d, µ) be with α-dimensional volume and h : X → R be strongly harmonic. Then: 
h dµ for all r > 0 and any given x, y ∈ X, where we have set d := d(x, y). Since µ(B r+d (x)) = ω α (r + d) α and µ(B r (y)) = ω α r α , we obtain 
|h|.
By the weak maximum principle [AGG19, Corollary 4.3], we have sup Br i (o) |h| = sup ∂Br i (o) |h|.
Letting i → +∞ yields h(x) = h(y).
Tangent cones at infinity.
We refer to [Gro07] for a definition of the Gromov-Hausdorff distance d GH between compact metric spaces and only mention here that d GH (X i , X) → 0 if and only if there exists an infinitesimal sequence (ǫ i ) i ⊂ (0, +∞) and functions ϕ i :
When dealing with non-compact spaces, we say that a sequence of pointed metric spaces {(X i , d i , x i )} i converges in the pointed Gromov-Hausdorff topology to (X, d, x) if there exist sequences of positive numbers ǫ i ↓ 0, R i ↑ ∞, and of Borel maps ϕ i :
is the space of continuous functions with bounded support and f ♯ is the push forward operator between measures induced by a Borel map f .
A metric space (X, d) is called (metrically) doubling if there exists a positive integer N such that any ball in (X, d) can be covered by at most N balls with half its radius. Whenever (X, d) is a doubling space, for any o ∈ X, the family of pointed spaces {(X, r −1 d, o)} r>1 satisfies the assumptions of Gromov's precompactness theorem [Gro07, Prop. 5.2], henceforth it admits limit points in the pointed Gromov-Haudorff topology as r ↑ +∞. These pointed metric spaces are called tangent cones at infinity of (X, d) in o.
It is well-known that when (X, d, µ) is measure doubling (2.13), then the metric space (X, d) is metrically doubling, see e.g. [ACDM15, Section 2.5]).
When a metric measure space (X, d, µ) has α-dimensional volume, a simple computation shows that it is measure doubling, with C D = 2 α . Moreover, one can equip any of its tangent cones at infinity (X, d, o) with a limit measure µ in the following way. Let (r i ) i be a sequence of positive real numbers diverging to +∞ such that (X, d, o) is the pointed
Set V (x, r) := ω α r α for any x ∈ X and r > 0. Then for any δ > 0, defining
and then µ(A) = lim δ→0 µ δ (A) for any Borel set A of (X, d) provides a metric outer measure, whose canonically associated measure, still denoted by µ, is a Radon measure satisfying
This shows that (X, d) has local Hausdorff dimension constanly equal to α. Moreover, by density in C bs (X) of the space spanned by the collection of characteristic functions of balls, (2.19) implies the pointed measured Gromov-Hausdorff convergence
Ascoli-Arzelà type theorems
in the pointed Gromov-Hausdorff topology and ϕ i :
We say that functions f i :
Note that this definition depends on the choice of the ǫ i -isometries ϕ i that we keep fixed for the rest of this paragraph.
Remark 2.11. In the rest of the article, whenever we consider a convergent sequence of pointed metric spaces (
, we always implicitly assume that sequences
have been chosen a priori and "x i GH → x" and "f i → f uniformly on compact sets" are meant with these ǫ i -isometries.
In this context, we have the following Ascoli-Arzelà theorem:
x) be as above, and r > 0. For any i, let f i ∈ C(X i ) be such that:
.
Proof. From [H15, Prop. 3.3], we know that for (f i ) i satisfying the above assumptions, there exists f ∈ C(B r (x)) and a subsequence (
. With no loss of generality, we can assume that the subsequence is the whole sequence itself. By contradiction, assume that the uniform convergence
Properness of X implies that the sequence (y i ) i converges to some y ∈ B r (x), up to extraction. Then:
When i → +∞, the first term in the right-hand side converges to 0 by continuity of f . Moreover, since ϕ i (y i ) GH → y is easy to check and shows that the second term converges to 0, we get a contradiction.
An Ascoli-Arzelà theorem is also available in this context. We state it under an equi-Lipschitz assumption since this assumption is enough for our purposes. The proof is omitted for brevity.
Let us conclude this paragraph with a stability result for strongly harmonic functions.
for any r > 0. Assume that f i is strongly harmonic for any i. Then f is strongly harmonic.
Proof. By the characterization of strongly harmonic functions stated in Remark 2.7, it is enough to establish
for any given r > 0, y ∈ X and u ∈ C 1 c ([0, +∞)) such that´X u(d(y, z)) dµ(z) = 1. Let y i ∈ X i for any i be such that y i GH → y. For any i, set
and note thatˆX
so that f i being strongly harmonic yields
converge uniformly over all compact sets to u(d(y, ·))f ∈ C(X). Therefore, letting i tend to +∞ in (2.21) provides (2.20).
Length structures.
Let
where Ω xy is the set of continuous curves c : [0, 1] → X such that c(0) = x and c(1) = y. Equivalently, (X, d) is length if d coincides with its associated length distance d defined by:
in which case we say that d is a length distance. Note that we always have d ≤ d and
In this context, we have the following lemma.
Lemma 2.15. Let (X, δ) be a length metric space. Assume that d defined as d := 2 sin(δ/2) is a distance. Then its associated length distance d coincides with δ.
Proof. First note that d ≤ δ follows from the simple fact: 2 sin(x/2) ≤ x for any x ≥ 0. Since δ is a length distance, this implies d ≤ δ, so we are left with proving the converse inequality. Let c : [0, 1] → X be a continuous curve. Being continuous, c is also uniformly continuous: for any ǫ > 0, there exists α > 0 such that for any t, s ∈ [0, 1],
so that for any t, s ∈ [0, 1]:
. This last inequality holds for any continuous curve c, hence it implies δ ≤ d.
Busemann functions.
Recall that a minimizing geodesic in a metric space (X, d) is a continuous curve c :
We say that (X, d) is geodesic if any two points in x can be joined by a minimizing geodesic. A geodesic ray is a continuous function γ : [0, +∞) → X such that d(γ(t), γ(s)) = |t − s| for any s, t ≥ 0. The Busemann function associated to a geodesic ray γ is defined by
the limit being well-defined in R for any x ∈ X since the function t → t − d(x, γ(t)) is non-decreasing and bounded from above by d(o, x). Note that b γ is 1-Lipschitz, since for any x, y ∈ X and any t > 0, one 
for any x ∈ X. Then any Busemann function on (X, d) is locally L-harmonic. 
Moreover, as (f s ) s is increasing and converges pointwise to b γ , then f s → b γ in L 2 (X, µ).
Since D loc (E) is a Fréchet space that can be equipped with the family of semi-norms
. This provides the following lemma.
Lemma 2.17. Let F : (0, +∞) → R be a continuous and locally integrable function such that F (t) = O(e ǫt ) when t → +∞ for any ǫ > 0 and
Proof. Since F is locally integrable, one can apply the classical theorem on holomorphy under the integral sign to get that L{F } is holomorphic on any compact subset of {Re > 0}. Therefore, by analytic continuation,
First rigidity results for spaces with Euclidean heat kernel
In this section, we establish several properties of metric measure spaces equipped with a Dirichlet form admitting an α-dimensional Euclidean heat kernel. We shall use most of these results in the next section to prove Theorem 1.1.
Stochastic completeness and consequences
Let us show now that spaces with an α-dimensional Euclidean heat kernel are stochastically complete.
Proof. Take t, s > 0 and x ∈ X. By (2.10), for any y ∈ X we havê
(3.1)
Letting s → +∞ and applying the monotone convergence theorem, we get the result.
As a consequence of Lemma 3.1, we can show that spaces with an α-dimensional Euclidean heat kernel have α-dimensional volume.
Proof. Let us take x ∈ X. By Lemma 3.1, we havê
> s}) ds.
Since for any y ∈ X, one has e − d 2 (x,y) 4t > s if and only if d 2 (x, y) < −4t log(s), then
Therefore, the change of variable ξ = −4t log(s) yields tô
Coupled with (3.2), and setting λ = 1/(4t), this leads to:
Applying Lemma 2.17 and (2.1) provides the result.
A second consequence is that complete spaces with α-dimensional Euclidean heat kernel are proper; in particular, they are locally compact. Note that the space (R n \{0}, d e , L n ) shows that completeness is a non-removable assumption. Lemma 3.3. Let (X, d, µ, E) be with an α-dimensional Euclidean heat kernel and such that (X, d) is complete. Then any closed ball in X is compact.
Proof. Let B be a closed ball in X with center o and radius R. Take (x k ) k ⊂ B and t > 0. Set u k := p(x k , ·, t/2) for any k, and note that´X u 2
for any y ∈ X. The Chapman-Kolmogorov property implies easily that w is in L 2 (X, µ). Moreover, for any y ∈ X, the L 2 weak convergence
for all k, l, we get that (x k ) k is a Cauchy sequence, hence the result.
Let us conclude with an important lemma.
Proof. To reach the conclusion, it is enough to show that any two points x, y ∈ X admit a middle point, i.e. a point m ∈ X such that
From the previous lemma, we know that balls in X are compact, so inf B F is attained in some m ∈ B. Therefore, setting
. By the Chapman-Kolmogorov identity (2.10), we have for any t > 0 Letting t tend to 0, this yields to e − λ 4 = e − d 2 (x,y) 8 , thus
Since for any z ∈ X, one has Remark 3.5. The previous proof can be adapted to show is that if a complete proper metric measure space (X, d, µ) can be endowed with a symmetric Dirichlet form E admitting a heat kernel p such that for any x, y ∈ X,
where the convergence holds locally uniformly, then (X, d) is geodesic.
Strong locality and regularity of the Dirichlet form
Let us show now that having an α-dimensional Euclidean heat kernel forces a Dirichlet form to satisfy several properties. We start with the following.
Lemma 3.6. Let (X, d, µ, E) be with an α-dimensional Euclidean heat kernel. Then Lip c (X) ⊂ D(E).
Proof. Let f ∈ Lip c (X) be with support K. Thanks to (3.8), we only need to show that
is a bounded function. Note that the support of (
Therefore, for any t > 0,
by symmetry in x and y of the integrand. Note that for any measurable function f :
(3.6) this follows from writing ϕ(f (x)) =´+ 
where c α is a constant depending only on α.
Proof. Take f ∈ Lip(X). For any compact set K ⊂ X, setting ϕ K := max(1 − d(·, K), 0) defines a compactly supported Lipschitz function constantly equal to 1 on K. Therefore, f ϕ K coincides with f on K, and thanks to the previous lemma, being a compactly supported Lipschitz function it belongs to D(E). This shows that f ∈ D loc (E). Moreover, for any non-negative ϕ ∈ C c (X) and t > 0, a direct computation like in the proof of the previous lemma implies
so that letting t tend to 0 and applying formula (2.12) yields to (3.7).
We are now in a position to show the following crucial result. 
for any x, y ∈ X and t > 0, where β and γ are positive constants and Φ 1 , Φ 2 are monotone decreasing functions from [0, +∞) to itself such that Φ 1 > 0 and´+
holds for all f ∈ D(E), what in turn implies strong locality of E. Here we have used A ≃ B to denote the existence of a constant c > 1 such that c −1 A ≤ B ≤ cA. Choosing Φ 1 (s) = Φ 2 (s) = e −s 2 /4 , β = 2 and γ = α, we can apply this result in our context to get strong locality of E.
To prove regularity, let us show that Lip c (X) is a core for E.
Being continuous with compact support, f is uniformly continuous, so it admits a modulus of continuity ω which we can assume non-decreasing with no loss of generality. Then for any x ∈ X,
when R → +∞. Therefore, setting ϕ K := max(1 − d(·, K), 0) and g R := ϕ K f R for any R > 0, we get a sequence of compactly supported Lipschitz functions (g R ) R converging uniformly to f . Density in D(E). Let Lip o (X) be the set of Lipschitz functions f on X vanishing at infinity, i.e. such that for some (any) o ∈ X one has f (x) → 0 when d(o, x) → +∞. We are going to show that Lip c (X) is dense in Lip o (X) ∩ D(E) for the norm | · | E . By (3.8), we know that that there exists a constant C α > 0 such that if f ∈ D(E), then
where
for any x ∈ X, and f R := f ϕ R . By monotone convergence, we have lim R→+∞ f − f R 2 = 0. We look now at E(f R , x, t) and we distinguish 3 cases:
where we have used the fact that ϕ R is 1/R-Lipschitz. By Fubini's theorem and Lemma
Therefore, it is enough to show that Lip o (X) contains a subset that is dense in D(E) for | · | E . Let L 2 c be the set of compactly supported functions f in L 2 (X, µ). Then P t (L 2 c ) ⊂ Lip o (X) for any fixed t > 0. Indeed, for any f ∈ L 2 c and x, y ∈ X,
Setting ϕ(s) = e − s 2 4t and noting that |ϕ ′ (s)| ≤ |ϕ ′ ( √ 2t)| =: c t for all s > 0, we get from the mean value theorem, the triangle inequality and Hölder's inequality,
Let us show now that P t (L 2 c ) is dense in D(E) by proving that its ·, · E -orthogonal complement F in D(E) reduces to {0}. For any v ∈ F , we havê
Since P t takes value in D(L) and is self-adjoint, we have
Since L is a non-positive operator, 1 cannot be an eigenvalue of L, so we necessarily have P t v = 0. This implies v = 0 since the spectral theorem ensures that 0 cannot be an eigenvalue of P t .
By the Beurling-Deny theorem, Proposition 3.8 ensures the existence of a Γ operator for any Dirichlet form E with α-dimensional Euclidean heat kernel defined on a metric measure space (X, d, µ). We can then define the associated pseudo-distance d E as recalled in Section 2. It turns out that in this case, d E is equivalent to the initial distance d, as shown in the next proposition. Proof. Let us first show that C 1 d ≤ d E for some C 1 > 0. Set Λ := {f ∈ Lip(X) : c α Lip(f ) 2 ≤ 1} where c α is as in (3.7). It follows from Corollary 3.7 that Λ is included in the set of test functions in (2.6). Noting that f := √ c α d(x, ·) is in Λ for all x ∈ X and that |f (x) − f (y)| = √ c α d(x, y) for all x, y ∈ X, we get
Let us show now that d E ≤ d. To this aim, we follow the lines of [Gr94] . Let v ∈ D loc (E) ∩ C(X) be bounded and such that Γ(v) ≤ µ. For any a ∈ R, t > 0 and x ∈ X, set ξ a (x, t) := av(x) − a 2 2 t. Claim 3.10. For any f ∈ L 2 (X, µ), the quantity
where f t := P t f , does not increase when t > 0 increases.
Indeed, for any t > 0, writing ξ a for ξ a (·, t) and ξ ′ a for d dt ξ a (·, t), we have
Since e ξa ≤ e a v ∞ , this implies
so we can differentiate under the integral sign to get
The Leibniz rule (2.4) permits to proceed with the following:
and Γ(f t e ξa/2 ) = f 2 t Γ(e ξa/2 ) + 2f t e ξa/2 Γ(f t , e ξa/2 ) + e ξa Γ(f t ), yielding to
Since v is bounded, we can apply the chain rule (2.5) with η(ξ) := e ξ/2 to get Γ(e ξa/2 ) = (1/4)e ξa Γ(ξ a ) and thus 2Γ(e ξa/2 ) − a 2 2 e ξa = 1 2 e ξa Γ(ξ a )
From now on, assume a ≥ 0. Apply the claim to f = 1 A , where A is some Borel subset of X. Then for any t > 0 and any Borel subset B of X,
Moreover, since the heat kernel is Euclidean, we havê
for any t ∈ (0, d 2 (x, y)/9) and any a ≥ 0. Now for t ∈ (0, d 2 (x, y)/9), choose a = a(t) = (v(y) − v(x) + ǫ(t))/t to get
Apply the logarithm function, multiply the resulting inequality by 2t and then add d 2 (x, y) 
Evaluation of L on squared distance functions
Let us show now that the operator associated to the Dirichlet form of a space with αdimensional Euclidean heat kernel behaves on squared distance functions as the Laplacian does on R n . Lemma 3.12. Let (X, d, µ, E) be with α-dimensional Euclidean heat kernel. Then Ld 2 (x, ·) = 2α, Ld(x, ·) = (α − 1)/d(x, ·) on X\{x} and Γ(d(x, ·)) = 1 µ-a.e. on X.
Proof. Take x ∈ X. Note first that Corollary 3.7 guarantees that d 2 (x, ·), d(x, ·) ∈ D loc (E). For any t > 0, a direct computation relying on the chain rule (2.7) and starting from
Ld 2 (x, ·) − 1 (4t) 2 Γ(d 2 (x, ·)) = 0 µ-a.e. on X.
Multiplying by 4t and letting t tend to +∞ gives Ld 2 (x, ·) = 2α, from which follows Ld(x, ·) = (n − 1)/d(x, ·) by (2.8), while multiplying by (4t) 2 and letting t tend to 0 gives Γ(d 2 (x, ·)) = 4d 2 (x, ·) thus Γ(d(x, ·)) = 1 by (2.5).
As a consequence of Lemma 3.12, we can show that locally L-harmonic functions on spaces with α-dimensional Euclidean heat kernel are necessarily strongly harmonic. is a constant. Therefore, h has a continuous representative strongly harmonic in Ω.
Proof. Take x ∈ Ω and set R := d(x, c Ω). From Lh = 0 we get that for any ϕ ∈ D(L) with compact support in Ω, h, Lϕ L 2 = 0.
Take ϕ ∈ C ∞ c (]0, R[) and set u = ϕ • d(x, ·) on X. The chain rule (2.7) and Lemma 3.12 yields
where we have set Since h is integrable, c = lim s→0 I(s) = 0. Using test functions u that are constantly equal to 1 in a neighborhood of 0 yields (2 − α)b = 0, from which follows that s → s −α I(s) is a constant. Since (X, d, µ) has α-dimensional volume, we get the result.
Spaces of locally L-harmonic functions with polynomial growth
Let us conclude with a result that shall be crucial in the next section. We recall that for any positive integer m, a function h : X → R has polynomial growth of rate m if there exists C > 0 such that |h| ≤ C(1 + d m (o, ·)) holds for some (or, equivalently, any) o ∈ X. When m = 1, we say that h has linear growth. Note that functions with a fixed polynomial growth rate form a vector space. 
Construction of the isometry
In this section, we construct an isometry between a given metric measure space (X, d, µ) equipped with a Dirichlet form E admitting an α-dimensional Euclidean heat kernel and an Euclidean space R l equipped with a distance d Q associated to a suitable quadratic form Q.
Let us recall that a quadratic form Q on an R-vector space V is a map Q : V → R for which there exists a bilinear symmetric form β : for any u, v ∈ V defines a distance on V canonically associated to Q. When V = R l , Sylvester's law of inertia states that Q can be transformed into (v 1 , . . . , v l ) → i v 2 i via a suitable change of basis. This implies that (R l , d Q ) and (R l , d e ) are isometric, so that the construction made in this section proves Theorem 1.1.
The quadratic form Q and the coordinate function H
Let us explain how to define Q in our context. We first fix a base point o ∈ X and set
Note that in case (X, d) = (R l , d e ) and o is the origin in R l , the law of cosines gives B(x, y) = x, y for any x, y ∈ R l , where ·, · is the usual Euclidean scalar product in R l . Note also that in general, we have
For any x ∈ X, it follows from Lemma 3.12 and the fact that constant functions are locally L-harmonic that B(x, ·) is locally L-harmonic. Moreover, for any x, y ∈ X, since (1 + d(o, y) )
with C x := max (d 2 (o, x), d(o, x) ). This shows that B(x, ·) has linear growth for any x ∈ X. Then V := Span{B(x, ·) : x ∈ X} is a subspace of the space of locally L-harmonic functions with linear growth. Using Proposition 3.14, we know that this space has a finite dimension, so V has a finite dimension which we denote by l. Let us then consider the subspace D := Span{δ x : x ∈ X} of the algebraic dual V * of V. Since the duality pairing V × V * → R is non-degenerate and θ(f ) = 0 for all θ ∈ D implies f = 0, we have D = V * . Therefore, there exist x 1 , · · · , x l ∈ X such that {δ x 1 , · · · , δ x l } is a basis of V * . Let {h 1 , · · · , h l } be the associated basis of V. Then for any x ∈ X,
and for any i ∈ {1, · · · , l},
Therefore,
We now define Q on R l by setting
Then Q is a quadratic form whose associated symmetric form β is defined by
Note that β is non-degenerate. Indeed, if ξ = (ξ 1 , . . . , ξ l ) ∈ R l is such that β(ξ, ·) = 0, then for any y ∈ X we have (h 1 (y) , . . . , h l (y))) = 0.
Since
for any x, y ∈ X, then {B(x i , ·)} i is a basis of V, thus ξ = 0.
We are now in a position to introduce our "coordinate" function H : X → R l which we define as H := (h 1 , · · · , h l ).
Then for any x, y ∈ X, we have β(H(x), H(y)) = B(x, y) (4.5) thanks to (4.4) and d 2 (x, y) = Q(H(x) − H(y)) (4.6) thanks to (4.2). Note that H(o) = 0 l , where 0 l denotes the origin in R l , because B(x, o) = 0 for any x ∈ X. Moreover, (4.6) and completeness of (X, d) implies that H(X) is a closed set of R l . where A(E) is the set of affine functions on R l that are non-negative on E. Note that being closed and convex, Span(E) contains conv(E). Take λ ∈ A(H(X)). Then λ•H : X → R is an affine combination of locally L-harmonic functions, hence it is a locally L-harmonic function too. Since λ • H is non-negative on X, Lemma 2.6 implies that it is a constant. Therefore, conv(H(X)) = R l , what brings the result.
Note that the right-hand side in (4.6) does not define any squared distance on R l unless Q is shown to be positive definite, see Subsection 4.3.
Conical structure of tangent cones at infinity
Let (X, d, o) be a tangent cone at infinity of (X, d) at o. We denote by {(X i , d i := r −1 i d, o)} i , where (r i ) i ⊂ (0, +∞) converges to +∞, the sequence of rescalings of (X, d, o) converging in the pointed Gromov-Hausdorff topology to (X, d, o). Note that whenever x ∈ X, there exists a sequence (
Step 1. [Construction of a Busemann function h ∞ associated with a divergent sequence]
Let (
The triangle inequality implies that the functions h i are all 1-Lipschitz. Therefore, by the Ascoli-Arzelà theorem, we know that there exists a subsequence (h ϕ(i) ) i that converges uniformly on compact subsets of X to a 1-Lipschitz function h ∞ . With no loss of generality, we can assume ϕ(i) = i for every i.
On the other hand, the minimizing geodesics c i being 1-Lipschitz too, we can use again the Ascoli-Arzelà theorem to assume, up to extraction, that they converge uniformly on compact sets of [0, +∞) to a geodesic ray γ. Thanks to Lemma 3.12 and the fact that constant functions are locally L-harmonic, we know that for any i we have h i ∈ D loc (E) and
on any bounded open subset of X\{x i }. Therefore, for any R > 0, since d(
for any i large enough 1 . Then
for any ϕ ∈ D(E) with compact support. Since h i → h ∞ uniformly on compact sets, then 
As the curves c i pointwise converge to γ, the functions h i,s pointwise converge to g s : y → s − d(y, γ(s)), so that letting i tend to +∞ provides g s ≤ h ∞ and then letting s tend to +∞ gives
Then h ∞ − b γ is a non-negative locally harmonic function on X, so it is a constant because of Lemma 2.6. But we have b γ (o) = 0 = h i (o), hence this constant is equal to 0.
Step 2.
[Behavior of H in the convergence (X, d i ) → (X, d) and link with h ∞ ] Recall that for any 1 ≤ j ≤ n, the function h j has linear growth: |h j (x)| ≤ C j (1 +  d(o, x) ) for any x ∈ X, where C j > 0 is some constant. Then the rescalings h i j :
for any r > 0 and any i such that r i > 1. Moreover, h j is locally L-harmonic, hence it is strongly harmonic by Lemma 3.13. It is immediate to check that the rescalings h i j are also strongly harmonic in (X, d i , µ i ) where µ i := r −n i µ. Since the spaces {(X, d i , µ i )} i are uniformly doubling with doubling constant 2 α , it follows from Proposition 2.9 that the functions h i j all satisfy |h i j (x) − h i j (y)| ≤ C r d(x, y) β for any x ∈ X and y ∈ B r (y), where C and β depend only on n and C r := 2CC j (1 + r)r −β . This implies that the sequence (h i j ) i is asymptotically uniformly continuous on B r (x). Then Proposition 2.12 and Proposition 2.14 imply that up to extracting a subsequence, we can assume that the functions h i j converge uniformly on all compact sets to a strongly harmonic function h j : X → R. We set
Claim 4.3. For any given x ∈ X, the function X ∋ y → β (H(x), H(y) ) is a multiple of a Busemann function.
Denote by h ∞ the Busemann function associated to (x i ) i as in the previous step. Then for any y ∈ X,
, we do get β(H(x), H(y)) = d(o, x)h ∞ (y). (4.9)
Note that we also have the following. Being a linear combination of locally L-harmonic functions, λ • H is locally L-harmonic hence strongly harmonic by Lemma 3.13. Thus Lemma 2.10 implies that λ•H is constantly equal to 0. Since Span(H(X)) = R l , this implies λ = 0.
Step 3. [Construction of the bijection]
Our goal now is to construct a natural bijection between X \{o} and S ×(0, +∞), where S := {x ∈ X : d(o, x) = 1}.
Let us start with some heuristics. For x ∈ X \{o} given, we look for σ ∈ S and t ∈ (0, +∞) uniquely determined by x. Here is how we are going to proceed:
1. prove that there exists only one minimizing geodesic c joining o to x; 2. show that c extends in an unique way into a geodesic ray γ. Indeed, the unique geodesic ray γ that we are going to construct necessarily crosses S at a single point σ (otherwise γ would fail to be geodesic) and it is such that γ(t) = x for an unique time t > 0. Conversely, a pair (σ, t) would uniquely determine a point γ(t) ∈ X.
Let us proceed now with the construction. Take x ∈ X \{o}. Let (x i ) i ⊂ X be such that x i GH → x. For any i, let c i be the minimizing d i -geodesic joining o to x i . As done previously, up to extracting a subsequence we can assume that (c i ) i converges uniformly on compact subsets of [0, +∞) to a geodesic ray γ : [0, +∞) → X. We know from Claim 4.2 and the previous step that On one hand, by Proposition 2.13, we know that up to extracting a subsequence we can assume that (γ i ) i converges uniformly on compact subsets of [0, +∞) to a geodesic raỹ γ : [0, +∞] → X whose associated Busemann function we denote by bγ. On the other hand, if we write b γ i for the Busemann function associated with γ i , we can proceed as in Step 2 with d i , H i , γ i in place of d, H, γ respectively to get:
(4.14)
Then the sequence (b γ i ) converges pointwise to the function F : X ∋ y → β (H(x) , H(y)) D and we have the following: To show this claim, observe first that F is strongly harmonic since it is a linear combination of the strongly harmonic functions h 1 , . . . , h l . Let us show now that bγ is strongly harmonic. For any i, set
for any x, y ∈ X and t > 0, and p(x, y, t) := 1 (4πt) α/2 e − d 2 (x,y) 4t
for any x, y ∈ X and t > 0. Then for any x, y ∈ X and s, t > 0,
For any x, y ∈ X and (
for any t > 0, hence:
By a standard procedure described for instance in [Gr10, Section 2], we can construct a Dirichlet form E on (X, d, µ) having p as a heat kernel. In particular, (X, d, µ, E) has an α-dimensional Euclidean heat kernel. Writing L for the associated self-adjoint operator, we deduce from Lemma 2.16 that bγ is L-harmonic, then Lemma 3.13 implies that bγ is strongly harmonic.
Let us show now that F ≥ bγ. Take i ∈ N, s > 0 and y ∈ X. y) , after what letting s tend to +∞ gives F ≥ bγ. But we have F (x) = D = d(o, x) and bγ(x) = 0, hence the claim is proved thanks to Lemma 2.6.
Let γ : [0, +∞) → X be the concatenation of c andγ, i.e.
By construction, γ is 1-Lipschitz: d(γ(t), γ(s)) ≤ |t − s| for any s, t > 0. Moreover (4.13) implies F (γ(t)) = t when 0 < t ≤ d(o, x) while (4.15) implies F (γ(t)) = t when t ≥ d(o, x). Since the function F is 1-Lipschitz we get |t − s| ≤ d(γ(t), γ(s)) for any s, t > 0, thus γ is a geodesic ray that extends c.
Let us show that this extension γ is unique. By (4.15), we have
and we can obtain β(H(γ(t)), H(y)) = t(bγ(y) − d(o, x)) ∀y ∈ X (4.17)
for any t > D by a similar reasoning. Then if γ ′ is another extension of c obtained from a geodesic rayγ ′ emanating from x, we get β(H(γ(t)) − H(γ ′ (t)), H(y)) = 0 ∀y ∈ X for any t > D, from which Claim 4.4 yieldsγ(t) =γ ′ (t). Note that (4.16) implies β(H(γ(t)), H(y)) = tβ(H(γ(1)), H(y)) for all y ∈ X, hence H(γ(t))) = t H(γ(1)).
(4.18)
Step 4. [Construction of the isometry] Let Φ be the inverse of the bijection constructed in the previous step, i.e. Φ :
where γ σ is the geodesic ray obtained by extending the minimizing geodesic joining o to σ. Note that (4.18) implies H(Φ(t, σ)) = t H (Φ(1, σ) ) (4.19)
for any (t, σ) ∈ (0, +∞) × S. Let d C be the cone distance on (0, +∞) × S defined by
for any (t, σ), (t ′ , σ ′ ) ∈ (0, +∞) × S, where d S is the length distance associated with the distance on S obtained by restricting d to S × S. We are going to prove that
holds for any given x = Φ(t, σ),
Claim 4.6. There exists δ(σ, σ ′ ) ∈ [0, π] such that
for any i, so that letting i tend to +∞ gives d 2 (x,
thanks to (4.19). To compute Q(t H (Φ(1, σ) ) − t ′ H(Φ(1, σ ′ ))), let us use h i (σ) as a shorthand for h i (Φ(1, σ) ). Then:
(4.23)
Assuming t = t ′ = 1 provides B(σ, σ ′ ) = 1 − 1 2 d 2 (σ, σ ′ ). The triangle inequality implies d 2 (σ, σ ′ ) ≤ 4, thus B(σ, σ ′ ) ∈ [−1, 1], so we can set
In particular, (4.21) implies d(σ 0 , σ 1 ) = 2 sin(δ(σ 0 , σ 1 )/2) for any σ 0 , σ 1 ∈ S. Let us show that δ defines a distance on S. We only prove the triangle inequality since the two other properties are immediate. For given σ 0 , σ 1 , σ 2 ∈ S, let us set α := δ(σ 0 , σ 1 ), β := δ(σ 1 , σ 2 ) and γ := δ(σ 0 , σ 2 ). We can assume α + β ≤ π because otherwise we would have α + β > π ≥ γ, thus nothing to prove. Then for any t, s, r > 0, the triangle inequality for d written with (4.21) gives (t − s) 2 + 4ts sin 2 (α/2) + (s − r) 2 + 4sr sin 2 (β/2) ≥ (t − r) 2 + 4tr sin 2 (γ/2).
Considering the three complex numbers z 0 = t, z 1 = se iα and z 2 = re i(α+β) , this can be rewritten as
Let us show now that δ is geodesic. For given σ 0 , σ 1 ∈ S with σ 0 = σ 1 , we aim at finding σ m ∈ S such that δ(σ 0 , σ m ) = δ(σ m , σ 1 ) = 1 2 δ(σ 0 , σ 1 ).
Let c : [0, d(σ 0 , σ 1 )] → X be the minimizing d-geodesic between σ 0 and σ 1 . Assume first δ(σ 0 , σ 1 ) < π so that c(d(σ 0 , σ 1 )/2) = 0. Then c(d(σ 0 , σ 1 )/2) writes as Φ(s, σ m ) for some (s, σ m ) ∈ (0, 1) × S. We have
thanks to (4.21), where we have set α 0 := δ(σ 0 , σ m ), α 1 := δ(σ m , σ 1 ) and β := δ(σ 0 , σ 1 ). Note first that (4.24) immediately implies α 0 = α 1 . Moreover, for any t > 0,
(1 − t) 2 + 4t sin 2 (α 0 /2) + (1 − t) 2 + 4t sin 2 (α 1 /2) ≥ 2 sin β 2 thus
(1 − t) 2 + 4t sin 2 (α 0 /2) ≥ sin 2 β 2 .
Therefore, the polynomial function F : t → (1 − t) 2 + 4t sin 2 (α o /2) − sin 2 (β/2) is nonnegative and vanishes only at t = s, so F ′ (s) = 0 hence 2(1 − s) = 4 sin 2 α 0 2 .
Plugging this in (4.24) leads to sin 2 (β/2) = sin 2 (α 0 /2) hence α 0 = β 2 .
Claim 4.7 and Lemma 2.15 implies δ = d S which yields (4.20) by Claim 4.6.
Equality l = α and positive definiteness of Q
Since β is non-degenerate, we can write
where E + is a subspace of R l with maximal dimension where β is positive definite and E − is its β-orthogonal complement; β is negative definite on E − . We call p + the dimension of E + and p − the dimension of E − . Note that
Our goal is to show that l = p + = α.
Step 
Then for any x, y ∈ X,
Since H is injective, then H + is so too. Moreover, the left-hand side in (4.26) is bounded from below by d 2 (x, y) and the right-hand side is bounded from above by d 2 (x, y) + Q(H(x) − H(y)) = 2 d 2 (x, y). Therefore, the map H + is a bi-Lipschitz embedding of
This implies that p + is greater than or equal to the local Hausdorff dimension of X which is equal to α: l ≥ p + ≥ α.
Thenμ is a Borel measure on (0, +∞)×S equipped with d C such thatμ((0, t) × S) = ω α t α for any t > 0. Let dt ⊗ ν t be the disintegration ofμ with respect to the first variable t (we refer to [AFP00, 2.5] for the definition of disintegration of a measure). Then for any t > 0, one hasμ((0, t)×S) =´t 0 ν t (S) dt and thus ν t (S) = αω α t α−1 by differentiation. Moreover, for any Borel set A ⊂ S, a direct computation shows that f A : t →μ((0, t) × A) satisfies the differential equation (t −(α−1) y) ′ = (α − 1)t −α y, so we have f A (t) = f A (1)t 2(α−1) for any t > 0. Therefore, setting ν(A) := f A (1) for any Borel set A ⊂ S, we get dt ⊗ ν t = t α−1 dt ⊗ ν and ν(S) = αω α . Take h ∈ V := Span(h 1 , · · · , h l ) and t > 0. Since h 1 , · · · , h l are locally L-harmonic, then for any x ∈ X we have h(x) =ˆX p(x, y, t)h(y) d µ(y). 
A direct computation using the change of variable ξ = s 2 4t shows that
Therefore, setting W := {h |S : h ∈ V}. Notice that (4.18) implies that the restriction map V → W is a bijection, hence dim W = l. We have
on one hand,
on the other, where k 1 , . . . , k l form an orthonormal basis of W for the L 2 (S, ν) scalar product. This implies α ν(S)
for ν ⊗ ν-a.e. (σ, ϕ) ∈ S × S. Since for any i, the function k i admits a continuous representative -still denoted by k i -defined by
then (4.28) holds for all (σ, ϕ) ∈ S × S. In particular, we can take σ = ϕ in (4.28) to get
Integrating over S with respect to ν gives α = l.
Conclusion
From the previous subsections, we get that H is an isometric embedding of (X, d) into (R l , d Q ) or, as explained at the beginning of this section, into (R l , d e ). Therefore, H(X) is geodesic. Minimizing geodesics in (R l , d e ) being straight lines, this implies that H(X) is convex. Being also closed, H(X) is equal to its closed convex hull that is equal to R l by the proof of Claim 4.1, hence Theorem 1.1 is proved.
Almost-rigidity result for the heat kernel
In this section, we show how our rigidity result (Theorem 1.1) provides an almost rigidity result (Theorem 1.2). We fix a positive constant T > 0, a positive integer n, and we recall that B n r stands for an Euclidean ball in R n with radius r > 0 (where this ball is centered as no importance), and d GH for the Gromov-Hausdorff distance.
We begin with the following lemma:
Lemma 5.1. If (X, d, µ) is a complete metric measure space endowed with a symmetric Dirichlet form E admitting a heat kernel p satisfying
for some constant γ > 1, then there exists positive constants c(n, γ), C(n, γ) such that for any x ∈ X and r ≤ √ T ,
Remark 5.2. The upper bound is quite classical, the novelty is the lower bound which was nonetheless known for stochastically complete spaces (see [Gr10, Th. 2.11]).
Proof. For any x ∈ X and r > 0, integrating the lower bound in (5.1) gives 
(5.5)
A direct computation shows that for any n ∈ N, there exists C 0 > 0 depending only on n such that for any A ≥ 1,ˆ+
Therefore, using the change
Combining (5.5), (5.6) and (5.7), we get existence of a constant C > 0 depending only on n such that if r 2 ≥ γ 2 t (this implies both r ≥ √ γt and γ 2 t ≤ T ), then Then for any t > 0 such that r 2 /t ≥ max(γ 2 , 2nγ, s(n, γ)) =: θ(n, γ), we get c ′ (n, γ) 2 t n/2 ≤ µ(B r (x)).
Choosing t = t(r) such that θ(n, γ)t ≤ r 2 ≤ 2θ(n, γ)t, we get c ′ (n, γ) 2 n/2+1 θ(n, γ) n/2 r n ≤ µ(B r (x)).
We shall also need the next proposition.
Proposition 5.3. Let (X, d, µ) be a measure metric space such that for some α > 0, we haveˆX
for all x, y ∈ X and t, s ∈ (0, T ). Then there exists a symmetric Dirichlet form E on (X, d, µ) admitting an α-Euclidean heat kernel.
Proof. For any x, y ∈ X and t ∈ C \ {0}, we set
. Take x, y ∈ X and t ∈ (0, T ). By assumption, the identitŷ is valid for any s ∈ (0, T − t). However both expressions are holomorphic in s ∈ C + := {z ∈ C, Rez > 0}, thus the identity holds for any s ∈ C + . Freezing s and letting t be variable, we can apply the same reasoning to get the identity valid for any s, t ∈ C + . In particular, we get X P α (x, z, t)P α (z, y, s)dµ(z) = P α (x, y, t + s) ∀s, t > 0.
Thus for any x ∈ X and t > 0,
This implies easily that for any
Then by a standard procedure described for instance in [Gr10, Section 2], we can build a symmetric Dirichlet form whose heat kernel is P α .
We can now prove Theorem 1.2.
Proof. The metric spaces considered in this proof are all complete. Assume that the result is not true. Then there exists some ǫ > 0 such that for any δ > 0 we can find:
• a metric measure space (X δ , d δ , µ δ ) endowed with a symmetric Dirichlet form E δ admitting a heat kernel p δ satisfying
for any x, y ∈ X δ and t ∈ (0, T δ ],
By a rescaling of the distance and of the measure, we can assume that r δ = 1 and T δ = 1. It follows from Lemma 5.1 that the set of pointed metric measure space
is precompact for the pointed measure Gromov-Hausdorff topology. Hence we can consider an infinitesimal sequence (δ ℓ ) ℓ ∈ (0, 1/2) and a sequence of pointed metric measure space
converging to some pointed metric measure space (X ∞ , d ∞ , µ ∞ , x ∞ ) such that for any ℓ:
• the space (X ℓ , d ℓ , µ ℓ ) is endowed with a symmetric Dirichlet form E ℓ admitting a heat kernel p ℓ satisfying
ℓ (x,y) 4(1+δ ℓ )t
for any x, y ∈ X ℓ and t ∈ (0, 1],
• d GH (B 1 (x ℓ ), B n 1 ) ≥ ǫ. In particular, letting l tend to +∞ gives:
(5.9)
As we have for each l X ℓ p ℓ (x, z, t)p ℓ (z, y, s)dµ ℓ (z) = p ℓ (t + s, x, y) ∀x, y ∈ X ℓ , ∀t, s > 0
We deduce that for any t, s > 0 with t + s < 1 and any x, y ∈ X ℓ :
(1 − δ ℓ ) n 2 +1
(1 + δ ℓ ) n+1 P n x, y, 1 − δ ℓ 1 + δ ℓ (t + s) ≤ˆX (1 − δ ℓ ) n+1 P n x, y,
From this, we deduce that for any t, s > 0 with t + s < 1 and any x, y ∈ X ∞ : X∞ P n (x, z, t)P n (z, y, s)dµ ∞ (z) = P n (x, y, t + s).
The proposition and the main theorem implies that (X ∞ , d ∞ ) is isometric to the Euclidean space R n . But this is in contradiction with (5.9).
A new proof of a result from T.H. Colding
In this section, we show how our almost rigidity result, Theorem 1.2, can be used to give an alternative proof of the almost-rigidity of the volume for Riemannian manifolds with non-negative Ricci curvature of T-H. Colding, Theorem 1.4. Here again n is a fixed positive integer and B n r is an Euclidean ball in R n with radius r > 0. We recall that whenever (M n , g) has nonnegative Ricci curvature, the Bishop-Gromov comparison theorem states that the function r → ω −1 n r −n vol B r (x) is decreasing for any x ∈ M and the quantity θ = lim r→+∞ vol B r (x) ω n r n (6.1)
does not depend on x. When θ > 0, we say that (M n , g) has Euclidean volume growth, in which case one has vol B r (x) ≥ θω n r n (6.2)
for any x ∈ X and r > 0. Note that a manifold satisfying (1.4) has Euclidean volume growth with θ ≥ 1 − δ. Our proof of Theorem 1.4 is a direct application of Theorem 1.2 together with the following estimate of the heat kernel:
Theorem 6.1. There exists a function γ : [0, 1] → [1, ∞) satisfying lim θ→1 − γ(θ) = 1 such that whenever (M n , g) is a complete Riemannian manifold with nonnegative Ricci curvature and Euclidean volume growth, then the heat kernel of (M n , g) satisfies:
where θ is given by (6.1).
Remark 6.2. Our proof of the above heat kernel upper bound follows the arguments of P. Li, L-F. Tam and J. Wang [LTW97] .
Proof. The lower bound is the comparison theorem of J. Cheeger and S-T. Yau [ChY81]: for any t > 0 and x, y ∈ M , we have P n (x, y, t) ≤ p(x, y, t) (6.3)
where P n (x, y, t) = (4πt) − n 2 e − d 2 (x,y) 4t
. Consequently we only need to prove the upper bound. Take x, y ∈ X and t > 0. We shall need the following estimates from P. Li and S-T. Yau (see [LTW97, Formula (2.1)]): for any r, τ > 0, Br(x) p(x, z, τ ) d vol(z) ≥ˆB by λ 0 , λ 1 , λ 2 , . . . and that the projection operators P i : L 2 (X, µ) → E i := Ker(L − λ i Id), for any i ∈ N, have a kernel p i such that: p i (x, y) = C i (d(x, y) ) ∀x, y ∈ X.
Since P i commutes with L for any i, we have P i Lg = λ i P i g for any g ∈ D(L), thus p i (x, ·), Lg L 2 = λ i p i (x, ·), g L 2 for any x ∈ X. This implies p i (x, ·) ∈ D(L) with
for any x ∈ X. In case i = 0, as λ 0 = 0 and p 0 (x, y) = C 0 (d(x, y)) = 1/σ n for any x, y ∈ X, we get L1 = 0 thus P 0 1 = 1. This implies´X p 0 (x, y) dµ(y) = 1 for any x ∈ X, hence µ(X) = σ n . (7.3)
In case i = 1, we have λ 1 = −n and p 1 (x, y) = C 1 (d(x, y)) = n + 1 σ n cos(d(x, y))
for any x, y ∈ X, hence L x cos(d(x, y)) = −n cos (d(x, y) ). holds for any f ∈ L 2 (X, µ) and x ∈ X. This implies l i=1 ϕ(x) 2 = n + 1 σ n for any x ∈ X, hence integration over X and (7.3) provides l = n + 1.
Setting V := Span{cos(d(x, ·)) : x ∈ X} we get V ⊂ E 1 thanks to (7.4). Since E 1 is the image of L 2 (X, µ) by P 1 , the reverse inclusion follows from (7.5), hence V = E 1 .
Acting as in Subsection 4.1, we can show that there exist x 1 , . . . , x n+1 ∈ X such that {δ x 1 , . . . , δ x n+1 } is a basis of V * whose associated basis {h 1 , . . . , h n+1 } of V permits to write cos(d(x, y)) = n+1 i,j=1 c ij h i (x)h j (y) (7.6)
for any x, y ∈ X, where c ij := cos(d(x i , x j )) for any i, j. Let β be the bilinear form defined by β(ξ, ξ ′ ) = n+1 i,j=1 c ij ξ i ξ ′ j for any ξ = (ξ 1 , · · · , ξ n+1 ), ξ ′ = (ξ ′ 1 , · · · , ξ ′ n+1 ) ∈ R n+1 and Q the associated quadratic form. Set H :
X → R n+1 x → (h 1 (x), . . . , h n+1 (x)). Then (7.6) writes as cos(d(x, y)) = β(H(x), H(y)) ∀x, y ∈ X.
(7.7)
Choosing y = x implies H(x) ∈ Σ := {ξ ∈ R n+1 : β(ξ, ξ) = 1}, so H(X) is a subset of Σ.
A direct computation provides Q(H(x) − H(y)) = 4 sin 2 d(x, y) 2 ∀x, y ∈ X, (7.8) from which follows that H is an injective map. Writing R n+1 = E + ⊕ E − ⊕ Kerβ where E + , E − are the subspaces of R n+1 where β is positive definite and negative definite respectively, we can proceed as in 4.3, Step 1 (using the same notations) to get that H + is a bi-Lipschitz embedding of (X, d) onto its image in (E + , q + ). Therefore, dim(E + ) is greater than the Hausdorff dimension of X.
Claim 7.2. The Hausdorff dimension of X is n.
The short-time expansion of the heat kernel on Riemannian manifolds [MP49] and the Cheeger-Yau estimates [ChY81] implies that for some constant value C > 0 and t o > 0, 1 (4πt) n/2 e − r 2 4t ≤ K (n) t (r) ≤ C (4πt) n/2 e − r 2 5t holds for any r ∈ (0, π) and t ∈ (0, t 0 ). Therefore, proceeding as in the proof of Lemma 5.1, we get existence of a positive constant C such that for any x ∈ X and any r ∈ (0, √ t 0 ), C −1 r n ≤ µ(B r (x)) ≤ Cr n .
Hence the claim is proved.
Thus n + 1 ≥ dim(E + ) > n, so dim(E + ) = n + 1. This shows that β is positive definite, thus the distance d Q is well-defined. The associated length distance δ on Σ is then given by: We are now in a position to conclude. Since d is geodesic, then H(X) is a closed totally geodesic subset of Σ. Let us assume by contradiction that there exists p ∈ Σ\H(X). Set r := δ(p, H(X)).
Claim 7.4. We have r < π/2. Indeed, if r ≥ π/2, then H(X) is contained in the hemisphere {σ ∈ Σ : β(σ, p) ≤ 0}. Set λ(ξ) = β(ξ, p) for any ξ ∈ R n+1 . Then λ•H : X → R is non-negative, and λ•H(x) = 0 if and only if H(x) = 0, which is impossible, so λ • H is actually negative. But λ • H is a linear combination of h 1 , . . . , h n thus it is an element of V. Since functions in V = E 1 are L 2 -orthogonal to constant functions, we reach a contradiction, namely´X ξ • H dµ = 0.
The same reasoning can be used to prove the next claim:
Claim 7.5. H(X) is contained in no hemisphere of Σ.
Let us now conclude. Since H(X) is closed there exists q ∈ H(X) such that δ(p, q) = r. The convexity of H(X) implies that any miminizing geodesic of length < π starting at q and passing through the open ball B r (p) cannot meet H(Σ). But the union of these minimizing geodesics is an open hemisphere, so H(X) is contained in the complementary hemisphere, hence a contradiction.
