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Abstract
This paper introduces Harish-Chandra’s integral formula for compact,
connected, semisimple Lie groups. It is intended for mathematicians and
physicists who are familiar with the basics of Lie groups and Lie algebras
but who may not be specialists in representation theory. I present Harish-
Chandra’s proof of the formula in contemporary language, work out the
integrals for all compact classical groups in detail, and show how to gen-
eralize the formula to compute similar integrals over arbitrary compact
Lie groups.
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1 Introduction
This paper is an introduction to a powerful formula proved in 1957 by
Harish-Chandra [HC] for computing an integral over a compact, con-
nected, semisimple Lie group G. The formula reads
Π(h1)Π(h2)
∫
G
e〈Adgh1,h2〉dg =
[[Π,Π]]
|W |
∑
w∈W
ǫ(w)e〈w(h1),h2〉. (1)
To avoid overwhelming the reader with definitions at the very beginning,
the full explanation of (1) and all the necessary notation will wait until
Section 2 below. Instead, as a motivating example, we start by discussing
a corollary that is more widely known than (1) itself.
A direct consequence of (1) is the Harish-Chandra-Itzykson-Zuber
(HCIZ) integral formula, an important identity in random matrix theory
and mathematical physics that was discovered independently by Itzykson
and Zuber in 1980 [IZ]. The HCIZ integral is typically stated as
∫
U(N)
etr(AUBU
†)dU =
(
N−1∏
p=1
p!
)
det(eaibj )Ni,j=1
∆(A)∆(B)
(2)
where U(N) is the group of N-by-N unitary matrices, A and B are fixed
N-by-N diagonal matrices with eigenvalues a1 < . . . < aN and b1 < . . . <
bN respectively, and
∆(A) =
∏
i<j
(aj − ai)
is the Vandermonde determinant.
This formula is significant for many reasons. In random matrix theory,
it appears in the expressions for the joint spectral densities of a number
of matrix ensembles, including off-center Wigner matrices and Wishart
matrices [AG, ch. 3]. Since Wishart matrices model sample covariance
estimators, the formula is also of interest in statistics. In physics, it arises
in the partition functions for two-matrix models in quantum field theory
and string theory [IZ], while in combinatorics it has the interpretation of
a generating function for the monotone double Hurwitz numbers [GGN].
There are several proofs of the HCIZ formula in the literature. The
three proofs that are most frequently mentioned are a proof based on
constructing the integral from the heat kernel on the space of Hermitian
matrices; a representation-theoretic proof using a character expansion and
the Cauchy-Binet formula; and a symplectic geometry proof in which the
formula is first derived as a stationary phase approximation, which is
shown to be exact by the Duistermaat-Heckman theorem [DH, IZ, KJ,
TT].
All of these, however, are quite different from Harish-Chandra’s 1957
proof of (1). Harish-Chandra’s derivation has received relatively little at-
tention compared to these others, even though it predates them by over
20 years and obtains the HCIZ formula as a consequence of a much more
general result. In this paper I give an exposition of Harish-Chandra’s
proof technique in more contemporary language and demonstrate his gen-
eral theorem by using it to derive HCIZ-like formulae for integrals over
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the special unitary, special orthogonal, orthogonal, and unitary symplec-
tic groups. I also prove a generalization of Harish-Chandra’s formula to
arbitrary compact real Lie groups that are not necessarily semisimple or
connected. The generalization is not difficult to prove with the aid of the
classification of compact real Lie groups, but I do not believe that it has
been recorded in the literature.
While some of the specific integral formulae derived in this paper have
been published previously, for example in [PEDZ], I believe there is value
in showing the calculations in detail. Moreover, among those mathemati-
cians and physicists who are familiar with Harish-Chandra’s proof, it has
acquired a reputation for being rather difficult. My hope is that the ex-
amples and exegesis in this paper will help to make Harish-Chandra’s
ideas accessible to a wider range readers in contemporary mathematics
and physics.
In Section 2 below, I develop some necessary concepts and notation
and then present Harish-Chandra’s general theorem. Section 3 shows
how to derive the HCIZ formula from the general theorem. Section 4
situates the integral formula in the context of the paper [HC] in which it
was originally published, and Section 5 contains the proof of the formula.
Concrete examples of integrals over specific groups are presented in Sec-
tions 6 through 8, and the generalization to arbitrary compact real Lie
groups is proven in Section 9.
2 Statement of the theorem
Before explaining Harish-Chandra’s formula, we first have to fix a sub-
stantial amount of notation. Let G be a compact, connected, semisimple,
real Lie group of rank N with Lie algebra g0 and normalized Haar mea-
sure dg. Let h0 be a Cartan subalgebra of g0, and g = g0 ⊗C, h = h0 ⊗C
be the complexifications of g0 and h0.
Let W be the Weyl group of g with respect to h. Then W acts on h
as a group of linear transformations generated by reflections, and for each
w ∈W we denote by ǫ(w) the sign of w, that is ǫ(w) = (−1)|w| where |w|
is the number of reflections required to generate w.
Let 〈·, ·〉 : g0 × g0 → C be the Killing form, defined by
〈x, y〉 = tr(adx ◦ ady).
This is the unique (up to a scalar multiple) nondegenerate, Ad-invariant
symmetric bilinear form on g0. For general finite-dimensional Lie algebras
over R, the Killing form is nondegenerate if and only if the algebra is
semisimple, and is negative-definite if and only if the associated adjoint
group is compact. We can extend 〈·, ·〉 linearly to a complex-valued form
on g. For the algebras of the compact classical groups in their fundamental
representations, the Killing form is a negative multiple of the Hilbert-
Schmidt inner product,
〈x, y〉 = −cN tr(x†y)
for some cN > 0. Clearly it is no problem to leave out the factor of −cN
in the exponents on both sides formulas such as (2).
3
The bilinear form 〈·, ·〉 induces an isomorphism g → g∗ by x 7→ 〈x, ·〉.
Let n = dim g. Given a basis {e1, . . . , en} of g, we can define coordinate
functions in the usual way by setting xi = 〈ei, x〉, so that we may write
x = (x1, . . . , xn). We can then identify g0 with the real subspace of all
x ∈ g that have strictly real coordinates.
For any vector space V over C with dimV = n, the symmetric algebra
Sym(V ) is the commutative algebra of polynomials with indeterminates
in V . We can define it formally as follows:
Sym(V ) = T (V )/J
where T (V ) =
⊕∞
k=0 V
⊗k is the tensor algebra over V , and J is the ideal
of T (V ) generated by all elements of the form v ⊗w −w ⊗ v. Taking the
quotient by J has the effect of forcing products in the tensor algebra to
become commutative, so that
Sym(V ) ∼= C[v1, . . . , vn]
where {v1, . . . , vn} is any basis of V .
The elements of the algebra Sym(g) are formal polynomials over g.
These are distinct from the actual polynomial functions on g, which are
elements of Sym(g∗), but we identify these two algebras via the isomor-
phism g ∼= g∗ provided by the Killing form. Furthermore, following
Harish-Chandra, we will identify polynomial functions on g or h with
their restrictions to g0 or h0 respectively.
Given p(x) =
∑
β cβx
β ∈ Sym(g) where β ranges over multi-indices,
denote by p(∂) the differential operator1
p(∂) =
∑
β
cβ
∂|β|
∂xβ
.
We can extend 〈·, ·〉 to a scalar product [[·, ·]] on Sym(g) by defining
[[p, q]] = p(∂)q(x)
∣∣
x=0
.
If {e1, . . . , eN} are an orthonormal basis of g with respect to 〈·, ·〉, then an
orthonormal basis for Sym(g) with respect to [[·, ·]] is given by monomials
of the form (
∏
i e
βi
i )/
√
β!, where β is a multi-index and the multi-index
factorial has the usual meaning β! = β1! . . . βN !. This fact is a corollary
of Lemma 2 below, which shows how to compute [[p, q]]. Lemma 2 also
shows that [[·, ·]] is symmetric and non-degenerate, and that [[x, y]] = 〈x, y〉
for x, y ∈ g.
Finally, let α1, . . . , αr ∈ h∗ be the positive roots of g in some fixed
order. The discriminant of g is the homogeneous polynomial Π : h → C
given by taking the product of the positive roots:
Π(x) =
r∏
i=1
αi(x). (3)
1Note that in [HC], this differential operator would be written as ∂(p), but I’ve chosen
to use the notation p(∂) since it’s more consistent with contemporary authors and does not
invite the misinterpretation that the function p is being differentiated. Additionally, Harish-
Chandra writes the Killing form as B(·, ·) while using the notation 〈p, q〉 for polynomials p
and q to indicate p(∂)q(x)|x=0.
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The discriminant has many interesting properties and plays an important
role in geometric analysis on g.
We will make use of the fact that Π is skew with respect to the action
of W : for w ∈W , Π(w(h)) = ǫ(w)Π(h). This follows from the fact that if
α is a simple root, the reflection through the plane {α = 0} sends α 7→ −α
and permutes the other positive roots.
The sets h′0 = {h ∈ h0 | Π(h) 6= 0} and h′ = {h ∈ h | Π(h) 6= 0} are the
regular elements of h0 and h respectively. Non-vanishing of Π is significant
because it provides a generic condition under which the adjoint orbit of a
point h ∈ h enjoys some nice geometric properties, discussed below.
We now can state Harish-Chandra’s formula:
Theorem 1. For all h1, h2 ∈ h,
Π(h1)Π(h2)
∫
G
e〈Adgh1,h2〉dg =
[[Π,Π]]
|W |
∑
w∈W
ǫ(w)e〈w(h1),h2〉.
Let’s look a little more closely at what this says. On the left-hand
side of this equation, we have an integral over the Lie group G. On the
right-hand side, we have a finite sum over the Weyl group W . Since G
is compact, the action of W on h is represented by a finite subgroup of
G acting by the adjoint representation, so that (1) has the interpretation
that the integral on the left is equal to a normalized, alternating sum of
the integrand’s values at finitely many points. In other words, the integral
is localized at the elements of G that represent elements of W .
The following lemma shows how to compute the constant [[Π,Π]].
Lemma 2. Let
p(x) =
∑
β
pβx
β and q(x) =
∑
β
qβx
β
be two polynomial functions on g, where (x1, . . . , xn) are orthogonal coor-
dinates and β runs over multi-indices. Then
p(∂)q(x)
∣∣
x=0
=
∑
β
pβqββ!
Note that since only finitely many pβ and qβ are nonzero, the sum is
finite.
Proof. Expanding out terms, we have
p(∂)q(x) =
∑
α,β
pαqβ
∂|α|xβ
∂xα
.
If |α| ≥ |β| and α 6= β then ∂|α|xβ/∂xα = 0. If |α| < |β| then ∂|α|xβ/∂xα
has positive degree and is killed by evaluating at x = 0, so that we are
left only with terms where α = β, and the sum becomes
p(∂)q(x)
∣∣
x=0
=
∑
β
pβqβ
∂|β|xβ
∂xβ
=
∑
β
pβqββ!
as desired.
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This lemma allows us to compute [[Π,Π]] from the coefficients of Π.
Writing
Π(x) =
∑
|β|=r
πβx
β
for some constants πβ , we have
[[Π,Π]] =

∑
|β|=r
πβ
∂|β|
∂xβ



∑
|β|=r
πβx
β

 = ∑
|β|=r
π2ββ! (4)
Next we study the particular cases G = U(N) and G = SU(N).
3 Recovering HCIZ: the cases G = U(N)
and G = SU(N)
Let’s see how we can recover the HCIZ formula (2) from (1). The com-
putation illustrates a general procedure for deriving an HCIZ-like formula
for an arbitrary compact, connected, semisimple real Lie group G, which
we will apply several times in the following sections:
1. Identify the root system of the complexified Lie algebra g, find a
Cartan subalgebra h ⊂ g, and compute the roots explicitly in a
suitable basis of the dual space h∗.
2. Identify the Weyl group W , compute |W |, and find a representation
of W as a subgroup of G acting on h by the adjoint action. Use this
representation to compute the sum on the right-hand side of (1).
3. Use the explicit form of the roots to compute the coefficients of the
discriminant Π, and use Lemma 2 to compute the constant [[Π,Π]].
Plug everything into (1) to arrive at the final formula.
Now, the astute reader may have noted that the group U(N) is not
semisimple! In fact this doesn’t matter: with the help of the classification
of compact Lie groups, Theorem 1 actually allows us to compute analogous
integrals over arbitrary compact (real Lie) groups, which may be neither
semisimple nor connected, by reducing to an integral over a connected
semisimple group. I will discuss this in detail below. For now we simply
note that the formula (1) still works as written for the unitary group.
The derivation of (2) from (1) goes as follows. Let G = U(N) and
〈·, ·〉 be the Hilbert-Schmidt inner product. Then g0 consists of N-by-N
skew-Hermitian matrices, and h consists of N-by-N diagonal matrices.
First we write down the discriminant Π. The root system of U(N) is
AN−1 (this is the same root system as SU(N) – more on this below).
In the orthonormal basis {ei} of h where ei is the matrix with a single
1 in position (i, i) and zeros everywhere else, we can choose as positive
roots the linear functionals 〈ei, ·〉 − 〈ej , ·〉 for i < j. Then Π becomes
the Vandermonde determinant ∆. Next we consider the Weyl group W ,
which for U(N) is the symmetric group SN , so |W | = N !. In this case
the action of W on h has a convenient representation as conjugation by
the group of N-by-N permutation matrices Perm(N). For w ∈ W = SN ,
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ǫ(w) is equal to the sign of the permutation, which is the determinant of
the corresponding permutation matrix. Taking h1 as B
† and h2 as A, (1)
thus becomes
∆(A)∆(B)
∫
U(N)
etr(AUBU
†)dU =
[[∆,∆]]
N !
∑
P∈Perm(N)
(detP )etr(APBP
†).
(5)
The assumption a1 < . . . < aN , b1 < . . . < bN allows us to divide through
on both sides by the Vandermondes, and we observe that the sum on the
right-hand side is exactly the Leibniz formula for the determinant of the
matrix (eaibj )Ni,j=1.
It now only remains to compute ∆(∂)∆(x)|x=0. A straightforward
induction shows that the polynomial
∆(x1, . . . , xN) =
∏
i<j
(xi − xj) =:
∑
|β|=
N(N−1)
2
πβx
β
consists of N ! nonzero monomials, each with β = σ(0, ..., N − 1) for some
σ ∈ SN , and
πβ = sgn(σ) = ±1. (6)
Plugging this into (4), we have
[[∆,∆]] =
∑
σ∈SN
(
sgn(σ)2
N−1∏
p=0
σ(p)!
)
= N !
N−1∏
p=1
p! =
N∏
p=1
p! (7)
which gives the correct normalization for the HCIZ formula (2), and we
are done.
For the case G = SU(N), the formula we end up with is exactly the
same: ∫
SU(N)
etr(AUBU
†)dU =
(
N−1∏
p=1
p!
)
det(eaibj )Ni,j=1
∆(A)∆(B)
. (8)
Since SU(N) is semisimple unlike U(N), (8) is actually a direct special-
ization of (1) if A and B are taken to be traceless diagonal matrices.2
The similarity of the formulas for U(N) and SU(N) is due to the
fact that these two groups have the same root system. The root system
of sl(N,C) is AN−1. The group U(N) has the structure of a semidirect
product
U(N) ∼= SU(N) ⋊ U(1) ∼= SU(N)⋊ SO(2),
and its Lie algebra is u(N) ∼= su(N)⊕ so(2) with complexification u(N)⊗
C = gl(N,C) ∼= sl(N,C)⊕ C. The factor C lies in the center of gl(N,C),
so that it contributes no roots but adds one dimension to the Cartan
subalgebra (which takes us from traceless diagonal matrices in the special
unitary case to arbitrary diagonal matrices in the unitary case). Thus,
just as in the unitary case, we find that Π = ∆ and W = SN .
The calculation then can proceed exactly as above for U(N), although
to prevent confusion I should note that if we want to insist on finding a
2This is because the complexified Lie algebra g = su(N) ⊗ C = sl(N,C) consists of N-
by-N traceless matrices, among which the diagonal matrices form the Cartan subalgebra h.
However, it is easily checked that (8) holds even if A and B are not traceless.
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representation of W as a subgroup of G, then we have to observe that
SN is not represented in SU(N) as permutation matrices but as signed
permutation matrices {(detP )P | P ∈ Perm(N)}, so that all of the rep-
resenting matrices have determinant 1. Thus, the sum on the right-hand
side of (5) becomes∑
P∈Perm(N)
(detP )etr(A(detP )PB((detP )P )
†),
but of course each detP squares to 1 in the exponent so that the sum is
exactly the same as in the unitary case.
4 Context of the theorem
To motivate the formula (1), it’s helpful to understand what Harish-
Chandra was trying to do more broadly in the paper [HC]. Although
he seems to have viewed this theorem as an auxiliary result, it nicely
illustrates the central theme of the paper, which addresses the relation-
ship between the algebras of differential operators on g and on h, and in
particular the question of how much information about G and g we can
recover just by looking at W and h. As the theorem demonstrates, we
can often recover a surprisingly large amount. In particular, for a function
f ∈ C∞(g0), Harish-Chandra’s explicit goal is to express p(∂)f in terms
of p¯(∂) and f¯ , where the bar indicates restriction to h0. What he finds is
that
Π p(∂)f = p¯(∂)(Πf¯) (9)
where Π is the discriminant defined in (3).
Many of the results in the paper can be viewed as building on the
Chevalley restriction theorem (Theorem 3 below), which says that the G-
invariant polynomials on g are isomorphic to theW -invariant polynomials
on h, and that an isomorphism is given in the g-to-h direction simply
by restriction of functions. Harish-Chandra strengthens that result by
expanding the domain of the Chevalley restriction isomorphism, showing
that the map can be extended to a homomorphism from a particular
algebra of G-invariant differential operators on g to the algebra of all
W -invariant differential operators on h. He then elaborates a number of
consequences including the relation (9) and the integral formula (1).
In the rest of this section we’ll make these ideas concrete, starting
with a formal statement of the Chevalley restriction theorem. The adjoint
group G acts on functions f : g → C by sending f(x) 7→ f(Adg−1x) for
each g ∈ G. Likewise, the Weyl group W acts on functions v : h → C by
v(h) 7→ v(w−1h) for w ∈W . Let I(g) ⊂ Sym(g) consist of polynomials on
g that are invariant under the adjoint action of G, and let I(h) ⊂ Sym(h)
consist of polynomials on h that are invariant under the action of W .
Then we have:
Theorem 3 (Chevalley restriction theorem). For all p ∈ I(g), p¯ ∈ I(h).
Moreover, p 7→ p¯ is an isomorphism of I(g) onto I(h).
To understand this theorem, it is helpful to consider an example. In
the case G = U(N) above, we have g = u(N) ⊗ C = gl(N,C). The
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underlying vector space of this Lie algebra is MatCN×N , the space of all
N-by-N complex matrices, with the bracket given by the usual matrix
commutator. In this setting, the Chevalley restriction theorem tells us
that if p is a polynomial function of the entries of an N-by-N complex
matrix M , then we have p(M) = p(UMU†) for all U ∈ U(N) if and only
if p is a symmetric polynomial of the eigenvalues of M .
In order to explain how Harish-Chandra’s results build on those of
Chevalley, we have to introduce some more definitions and notation.
4.1 Generalities on differential operators
The first thing that we need to clarify is what exactly we mean by a “differ-
ential operator.” For a finite-dimensional vector space V over C or R, let
∂Sym(V ) = {p(∂) | p ∈ Sym(V )}, and let D(V ) denote the algebra gener-
ated by Sym(V )∪∂Sym(V ). D(V ) is the algebra of polynomial differential
operators on V , and these are the operators that we will primarily study.
When we regard a polynomial function p (without any actual derivatives)
as a differential operator, it simply acts by multiplication, f 7→ pf . By
applying the product rule, it is always possible to write any element of
D(V ) in the form ∑i pi · qi(∂), where pi and qi are polynomials.3
More generally, if U ⊆ V is a nonempty open set, then we can define
a differential operator on U to be any operator acting on C∞(U) that
has the form
∑n
i=1 ai · qi(∂) where ai ∈ C∞(U) and qi ∈ Sym(V ). For
example, in this case the coefficients ai could blow up at the boundary of
U or could be rational functions with no poles in the interior of U . When
we use the term “differential operator” with no further qualification, we
will mean an operator of this form. Such operators form an algebra D(U),
and there is a natural inclusion of D(V ) as a subalgebra of D(U) given by
pi · qi(∂) 7→ pi|U · qi(∂).
If W ⊂ V is a subspace, then D(W ) ⊂ D(V ) is a subalgebra, and
each D ∈ D(W ) can be thought of as a differential operator either on W
or on V . Following Harish-Chandra, we will ignore this distinction with
impunity, since for any f ∈ C∞(V ) we have (Df)|W = D(f |W ). Observe
also that if V is a vector space over R, then there is a natural correspon-
dence between differential operators on V and differential operators on
the complexification V ⊗ C, obtained by identifying
∂
∂xj
↔ ∂
∂zj
=
∂
∂xj
− i ∂
∂yj
where xj , yj are real coordinates on V and zj = xj + iyj is a complex
coordinate on V ⊗ C.
4.2 Group actions on differential operators
We now return to the case where the underlying vector space is one of the
Lie algebras g or h. There is a natural way in which G acts on D(g) andW
3Here the dot “·” indicates multiplication but also emphasizes that pi acts as a multipli-
cation operator following differentiation by qi(∂), as opposed to differentiation by (piqi)(∂) ∈
∂Sym(V ). We will sometimes also use the notation p(∂) ◦ q to indicate the composition of
operators, i.e. (p(∂) ◦ q)f = p(∂)(qf).
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acts on D(h), extending the respective actions on Sym(g) and Sym(h). We
have already seen how an element g ∈ G acts on p ∈ Sym(g) by sending
p 7→ p ◦ Adg−1 . To extend this action to D(g), we need to construct an
analogous action on ∂Sym(g). In order for the actions on Sym(g) and
∂Sym(g) to be compatible, differential operators must transform in the
opposite way to functions: under the map x 7→ Adg−1x, we have
∂
∂x
7→ ∂
∂(Adg−1x)
= (Adgx)(∂)
so that p(∂) 7→ (p ◦ Adg)(∂). Since every element of D(g) can be written
as
∑
i piqi(∂), the action of G on D(g) is fully determined by the actions
on Sym(g) and ∂Sym(g): an element g ∈ G sends
p · q(∂) 7→ (p ◦Adg−1) · (q ◦ Adg)(∂)
and this action extends to all of D(g) by linearity. The action of W on
D(h) is defined completely analogously. Note that the map D(g)→ D(g)
thus induced by any g ∈ G is inverted by the map induced by g−1, so
that for each g ∈ G or w ∈ W we obtain an automorphism of D(g) or
D(h) respectively. Let I′ denote those elements of D(g) that are invariant
under the action of G, and let I(g) be the subalgebra of I′ generated
by I(g) ∪ ∂I(g), where ∂I(g) = {p(∂) | p ∈ I(g)}. Let I(h) denote those
elements of D(h) that are invariant under the action of W .
The following proposition further illustrates the significance of Π and
its relationship with the invariant differential operators on h.
Proposition 4. DΠ = 0 for all D ∈ I(h) that annihilate the constants.
Proof. Since D isW -invariant and Π is skew, DΠ must be skew. For each
reflection wα ∈W we thus have wα(DΠ) = −DΠ, which implies that DΠ
vanishes on the plane {α = 0}, so that α divides DΠ. But this implies
Π divides DΠ since the positive roots are relatively prime, and DΠ is
strictly lower degree than Π, so we must have DΠ = 0.
We say that Π is W -harmonic. In fact, the space of all W -harmonic
polynomials on h is exactly the linear span of the partial derivatives of
Π [SH, ch. 3, Theorem 3.6]. In particular, since the Laplacian on h is
W -invariant, Π is harmonic in the traditional sense.
4.3 Radial part of a differential operator
There is one final idea that we need before we can understand Harish-
Chandra’s homorphism of invariant differential operators. This is the
notion of the radial part of a differential operator, which was fully devel-
oped by Helgason in the 1960s and 1970s4 but which already plays an
important role in [HC]. We say that a submanifold M ⊂ g is transverse
to the adjoint orbits in g if for each p ∈ M we have a decomposition of
tangent spaces
Tpg = TpOp ⊕ TpM, (10)
4See Helgason’s book [SH, ch. 2, sec. 3] for a detailed reference on radial parts and other
geometric operations on differential operators in a general setting.
10
where Op = {Adgp | g ∈ G} is the adjoint orbit of p. We state without
proof the following theorem, which is a special case of [SH, ch. 2, Theorem
3.6].
Theorem 5. Let M ⊂ g be a submanifold of g that is transverse to the
adjoint orbits. Let D be a differential operator on g. Then there exists
a unique differential operator γ(D) on M such that, for each function
f ∈ C∞(g) that is locally Ad-invariant in the sense that f(Adgx) = f(x)
for g in some neighborhood of idG,
(Df) = γ(D)f¯ ,
the bar indicating restriction to M .
The differential operator γ(D) is called the radial part of D with
transversal manifold M .
Now, the importance of the regular elements h′ = {h ∈ h | Π(h) 6=
0} ⊂ g for our purposes is that they form a submanifold that is both
dense in h and transverse to the adjoint orbits. To see that transversality
holds, consider the root space decomposition of g,
g = h⊕
⊕
α
gα,
where α runs over the roots of g with respect to h. Under the usual
identification Thg ∼= g, at h ∈ h′ we have
Thh
′ ∼= h, ThOh ∼= [g, h] =
⊕
α
gα,
which gives the transversality property. Thus for each D ∈ D(g) we have a
well-defined operator γ(D) ∈ D(h′), the radial part of D with transversal
manifold h′. Moreover, we have the following fact:
Lemma 6. The map D 7→ γ(D) is a homomorphism from I′ to D(h′).
Proof. We follow the proof of [HC, Lemma 7] but work over h′ instead of
h′0. We first note that γ is clearly linear from its definition. Let h ∈ h′ and
let T ⊂ G be the maximal torus in G corresponding to h0. Let g 7→ gT
denote the quotient map G→ G/T , and set (gT )h = Adgh for g ∈ G, h ∈
h. Let U ⊂ h′, V ⊂ G be open connected neighborhoods of h and idG
respectively, and let V T be the image of V under the quotient map. Then
the map φ : V T × U → g is regular, and since dim(V T × U) = dim g
(as real manifolds), N = φ(V T × U) is an open submanifold of g. If V
and U are taken to be sufficiently small, then φ is bijective and defines
an analytic isomorphism of V T × U onto N . For ψ ∈ C∞(U), define
fψ ∈ C∞(N) by fψ(φ(gT, h)) = ψ(h). Then fψ is locally Ad-invariant.
Let D1, D2 ∈ I′. We have
D1D2fψ = γ(D1D2)f¯ψ = γ(D1D2)ψ.
On the other hand, since D2 is Ad-invariant, D2fψ must be locally Ad-
invariant, so
D1D2fψ = γ(D1)(D2fψ),
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and (D2fψ) = γ(D2)f¯ψ = γ(D2)ψ, so that
γ(D1D2)ψ = γ(D1)γ(D2)ψ.
Since ψ ∈ C∞(U) was arbitrary, γ is a homomorphism.
4.4 The δ homomorphism
We can now state the first major theorem proved in [HC], which Harish-
Chandra calls “the central result of this paper” and which lies in the back-
ground of most of its other results. The theorem takes Chevalley’s theorem
a step further by giving a meaningful sense to the idea of “restriction to
h” for invariant differential operators on g, rather than merely invariant
polynomials. Further, it relates the restrictions of these operators to their
radial parts. Indeed, Harish-Chandra finds that Chevalley’s isomorphism
I(g)→ I(h) extends uniquely to a homomorphism I(g)→ I(h):
Theorem 7. There exists a unique homomorphism δ : I(g)→ I(h) such
that δ(p) = p¯ and δ(p(∂)) = p¯(∂) for all p ∈ I(g). Moreover, on h′0, we
have
γ(D) = Π−1δ(D) ◦Π (11)
for all D ∈ I(g).
The bulk of section 3 of [HC] is devoted to a concrete construction of
the homomorphism δ and to showing the relation (11) between δ and the
radial part map. The details of Harish-Chandra’s construction are beyond
the scope of this paper, since we don’t actually need the full power of the
δ homomorphism to prove the integral formula. Instead, it will suffice
to understand the relationship between γ(p(∂)) and p¯(∂) for p ∈ I(g), as
described in the following theorem [HC, Lemma 8] [SH, ch. 2, Theorem
5.33].
Theorem 8. For p ∈ I(g), γ(p(∂)) = Π−1p¯(∂) ◦ Π.
We will sketch the proof, following [SH]. Let ω(x) = 〈x, x〉, the
quadratic Casimir polynomial on g. Then the Laplacian on g is ω(∂).
One first shows by a direct calculation5 using the root space decomposi-
tion that γ(ω(∂)) = Π−1ω¯(∂) ◦ Π. The main idea of the proof is then to
extend this result from ω to all p ∈ I(g) by way of a neat trick of taking
commutators with the Laplacian, which we will show in detail.
For differential operators D1 and D2, we write {D1, D2} = D1 ◦D2 −
D2 ◦D1 for the commutator. Consider the derivations
µ : D 7→ 1
2
{ω(∂),D}
on D(g) and
µ¯ : d 7→ 1
2
{γ(ω(∂)), d}
on D(h′). Then µ has the following property [SH, ch. 2, Lemma 5.34].
Lemma 9. If p is a homogeneous polynomial on g of degree m, then
µm(p) = m!p(∂).
5See [SH, ch. 3, Proposition 3.14] for details.
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Proof. The proof proceeds by induction on m. The base case m = 1
follows from direct calculation. Let p = q1 . . . qm, where each qi is an
arbitrary linear function, and make the inductive hypothesis that
µm−1(q1 . . . qm−1) = (m− 1)!(q1 . . . qm−1)(∂).
Observing that µ2(qi) = µ(qi(∂)) = 0, by the Leibniz rule for derivations
we have
µm(q1 . . . qm−1qm) = µ
m(q1 . . . qm−1) ◦ qm +mµm−1(q1 . . . qm−1) ◦ µ(qm).
Applying the inductive hypothesis on the right-hand side, we find that
the first term vanishes and the second term is exactly m!p(∂).
We will also need the following commutator identity, which holds in
any associative algebra.
Proposition 10. Let A be an associative algebra. For a ∈ A, define the
derivation da : A → A by da(b) = 12 (ab − ba). If c ∈ A is invertible and
commutes with b, then
dkc−1ac(b) = c
−1dka(b)c.
Proof. This follows from the observation that
dka(b) = 2
−k
k∑
j=0
(
k
j
)
(−1)jak−jbaj ,
which is shown by an easy induction on k.
Now we can complete the proof of Theorem 8.
Proof of Theorem 8. It suffices to assume that p is homogeneous of degree
m, because γ is linear. Since γ is a homomorphism on I(g), for D ∈ I(g)
we have
γ(µ(D)) = µ¯(γ(D)),
and thus by Lemma 9 we have
m! γ(p(∂)) = γ(µm(p)) = µ¯m(γ(p)) = µ¯m(p¯).
Finally we apply Proposition 10 with A = D(h′), a = ω¯(∂), b = p¯, and
c = Π, observing that c−1ac = Π−1ω¯(∂) ◦ Π = γ(ω(∂)). This gives
m! γ(p(∂)) = µ¯m(p¯) = (dc−1ac)
m(p¯) = Π−1dma (p¯) ◦Π = m! Π−1p¯(∂) ◦Π,
which completes the proof.
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5 Proof of the integral formula
We turn now to the proof of the integral formula (1). While I have reorga-
nized the presentation and simplified some steps with particular help from
the invaluable reference [SH], the proofs in this section are quite close to
Harish-Chandra’s originals, with some additional explanation and a few
modifications to notation and terminology to bring them more in line with
contemporary usage. The argument below can also be given a physical
interpretation in the language of quantum integrable systems; see [PE,
chs. 4 and 5] for details on this topic.
To recap definitions and assumptions, here G is a compact, connected,
semisimple real Lie group of rank N with Lie algebra g0 and normalized
Haar measure dg, h0 ⊂ g0 is a Cartan subalgebra, W is the corresponding
Weyl group, g and h are the complexifications of g0 and h0 respectively,
and 〈·, ·〉 is the Killing form on g.
The proof outline goes as follows. Before proving Theorem 1 itself, we
need a few preliminary lemmas. The most important of these is a char-
acterization of the space of analytic functions on which all operators in
∂I(h) can be simultaneously diagonalized with a specific choice of eigen-
values. After these lemmas, the core argument of the proof proceeds in
three steps:
1. Define a function φf (h1) = Π(h1)
∫
G
e〈Adgh1,h2〉dg. With the as-
sumptions that h1 ∈ h0 and Π(h2) 6= 0, show that φf is a joint
eigenfunction for all operators q(∂) ∈ ∂I(h), and use the simulta-
neous diagonalization lemma to write down an explicit formula for
φf containing a number of unknown constants indexed by the Weyl
group W .
2. Use the same explicit formula to write down expressions for φf (w(h1)),
w ∈ W , and average these over W to eliminate all but a single un-
known constant.
3. Determine the value of the remaining constant by computing Π(∂)φf (h)|h=0
in two different ways, and setting the resulting expressions equal
to each other. This gives the integral formula for h1 ∈ h0 and
Π(h2) 6= 0, and we then use the analyticity of φf to extend the
result to all h1, h2 ∈ h.
The first lemma that we need relates the algebraic structures of Sym(h)
and I(h).
Lemma 11. There are homogeneous elements v1, . . . , v|W | ∈ Sym(h) such
that every v ∈ Sym(h) can be written uniquely in the form v =∑|W |i=1 uivi
where each ui ∈ I(h).
In other words, Sym(h) is a free algebra of rank |W | over I(h).
Proof. Let J+ be the ideal in I(h) generated by elements of positive degree.
Since I(h) is a subalgebra of Sym(h), we can consider the ideal J+Sym(h)
generated by J+ in the larger algebra Sym(h). A theorem by Chevalley
[Ch] shows that the dimension of the quotient Sym(h)/J+Sym(h) as a
vector space over C is equal to |W |, so that we can choose v1, . . . , v|W | in
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Sym(h) such that
Sym(h) = span{v1, . . . , v|W |}+ J+Sym(h).
Then an easy induction shows that in fact for any m ≥ 1,
Sym(h) = span{v1, . . . , v|W |} · I(h) + Jm+ Sym(h).
If p ∈ I(h) and (p)d is its degree d homogeneous component then we
must have (p)d ∈ I(h) as well, so that we may take the elements vi to be
homogeneous. Moreover, since Sym(h) contains no zero-divisors we can
consider its field of fractions Frac(Sym(h)), and this is a field extension of
degree |W | over Frac(I(h)).
Now let v ∈ Sym(h) be homogeneous of degree d. We will show that v
can be written uniquely in the form stated in the lemma. Let di = deg vi
and choose m > d and u′1, . . . , u
′
|W | ∈ I(h) such that v −
∑|W |
i=1 u
′
ivi ∈
Jm+ Sym(h). Let ui = (u
′
i)d−di . Then, since
(
v −
|W |∑
i=1
u′ivi
)
d
= 0
by construction and v = (v)d is homogeneous, we must have v−
∑|W |
i=1 uivi =
0. Thus we can conclude that
Sym(h) = span{v1, . . . , v|W |} · I(h),
whereby it follows that Frac(Sym(h)) is spanned over Frac(I(h)) by the el-
ements vi. But since Frac(Sym(h)) is a degree |W | extension of Frac(I(h)),
the elements vi must therefore be linearly independent, showing that the
decomposition v =
∑|W |
i=1 uivi is unique.
The purely algebraic statement of Lemma 11 will be our main tool
in proving the next lemma, which is the aforementioned simultaneous di-
agonalization result for ∂I(h). We pose an infinite system of eigenvalue
problems for each point in h′, identify a family of analytic functions that
solve all of them simultaneously, and then show that this family of solu-
tions is exhaustive up to the assumption of analyticity.
Lemma 12. Let U be a nonempty connected open subset of h. Let h0 ∈ h
such that Π(h0) 6= 0. Suppose φ is an analytic function on U satisfying
the system of differential equations
q(∂)φ = q(h0)φ ∀q ∈ I(h). (12)
Then there exist constants cw ∈ C (w ∈ W ) such that for all h ∈ U ,
φ(h) =
∑
w∈W
cwe
〈h,w(h0)〉.
Moreover, given φ, the constants cw are uniquely determined.
In other words, the functions e〈h,w(h0)〉 for w ∈W form a basis of the
complex vector space of analytic solutions to the linear system (12).
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Proof. We first note an auxiliary result from one of Harish-Chandra’s
earlier papers showing that the |W | points w(h0) are all distinct (see
[HCe, Lemma 4]), so that the functions
φw(h) = e
〈h,w(h0)〉, w ∈W
are linearly independent analytic functions on U . (That the φw are lin-
early independent given distinct w(h0) may seem intuitively obvious, but
see [HCb, Lemma 41] for a detailed proof.)
If we fix a point h′ ∈ h and identify h′ with the linear functional
〈h′, ·〉 on h0, then h′(∂)φw(h) = 〈h′, w(h0)〉φw(h), and so we must have
p(∂)φw = p(w(h0))φw for p ∈ Sym(h). For q ∈ I(h), then, we have
q(∂)φw = q(w(h0))φw = q(h0)φw. In other words, each φw solves (12).
Let E be the vector space over C consisting of all analytic solutions to
(12). We know already that dimE ≥ |W | since the φw are linearly inde-
pendent. To show that the φw form a basis for E, it is therefore sufficient
to show that if we assume dimE > |W | then we get a contradiction.
Choose a point h1 ∈ U and let v1, . . . , v|W | be as in the statement of
Lemma 11. If dimE > |W |, we can choose ψ 6= 0 in E satisfying the |W |
linear conditions
vi(∂)ψ(h)
∣∣
h=h1
= 0, 1 ≤ i ≤ |W |.
But this is impossible: by Lemma 11, for any v ∈ Sym(h) we can write
v =
∑|W |
i=1 uivi with ui ∈ I(h), and since ψ solves (12), we have
v(∂)ψ(h)
∣∣
h=h1
=
|W |∑
i=1
ui(h0)vi(∂)ψ(h)
∣∣
h=h1
= 0.
In other words all derivatives of ψ vanish at h1, and since ψ is analytic it
must therefore be identically zero, which contradicts our assumption.
Now, for any f ∈ C∞(g0), define a function φf ∈ C∞(h0) by
φf (h) = Π(h)
∫
G
f(Adgh)dg.
We make the following observation about how φf transforms under the
action of invariant differential operators.
Lemma 13. For all p ∈ I(g),
φp(∂)f = p¯(∂)φf .
Proof. Let F (x) =
∫
G
f(Adgx)dg. Then by Theorem 8, for h ∈ h′0 we have
(p(∂)F )(h) = (Π−1p¯(∂)(ΠF¯ ))(h), so that
φp(∂)f (h) = Π(h)p(∂)F (h) = p¯(∂)φf (h).
Since φp(∂)f (h) and p¯(∂)φf (h) are both continuous and h
′
0 is dense in h0,
this equality must in fact hold for all h ∈ h0.
We now can give Harish-Chandra’s original proof of the integral for-
mula (1), following the outline of steps at the beginning of this section.
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Proof (Harish-Chandra’s integral formula).
Step 1: Identify an appropriate joint eigenfunction of ∂I(h).
Choose h2 ∈ h such that Π(h2) 6= 0, and define f : g0 → C by
f(x) = e〈x,h2〉, so that for h1 ∈ h0 we have
φf (h1) = Π(h1)
∫
G
e〈Adgh1,h2〉dg. (13)
We can see that for y ∈ g we have ∂yf = 〈y, h2〉f , so that for q ∈ Sym(g)
we have q(∂)f = q(h2)f . But by Lemma 13, for p ∈ I(g) we have φp(∂)f =
p¯(∂)φf , so that
p¯(∂)φf = φp(∂)f = φp(h2)f = p(h2)φf .
Since this holds for all p ∈ I(g), we may apply the isomorphism of the
Chevalley restriction theorem to conclude that
q(∂)φf = q(h2)φf ∀q ∈ I(h).
In other words the analytic function φf satisfies the system of differential
equations (12). Therefore, by Lemma 12, there is a unique choice of
constants cw for w ∈ W such that we can write
φf (h1) =
∑
w∈W
cwe
〈w(h1),h2〉
for all h1 ∈ h0.
Step 2: Average over W to eliminate all but one unknown
constant.
By the skewness of Π and the Ad-invariance of the integral in (13), we
have
φf (w(h1)) = ǫ(w)φf (h1).
Multiplying this identity on both sides by ǫ(w) and taking the average
over all of W , we get
φf (h1) = |W |−1
∑
w∈W
ǫ(w)φf (w(h1)) = |W |−1c
∑
w∈W
ǫ(w)e〈w(h1),h2〉 (14)
where c =
∑
w∈W ǫ(w)cw.
Step 3: Determine the unknown constant by computing Π(∂)φf (h)|h=0
in two different ways.
Now define, for each w ∈ W ,
ψw(h1) = e
〈w(h1),h2〉,
so that (14) becomes
φf (h1) = |W |−1c
∑
w∈W
ǫ(w)ψw.
Then for q ∈ Sym(h), q(∂)ψw = q(w−1(h2))ψw. In particular,
Π(∂)ψw = Π(w
−1(h2))ψw = ǫ(w
−1)Π(h2)ψw = ǫ(w)Π(h2)ψw,
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and therefore
Π(∂)φf (h)
∣∣
h=0
= Π(∂)
[
|W |−1c
∑
w∈W
ǫ(w)ψw(h)
]
h=0
= |W |−1c
∑
w∈W
ǫ(w)2Π(h2)ψw(0) = |W |−1c Π(h2)|W | = c Π(h2). (15)
Now that we have one expression for the value of Π(∂)φf (h)|h=0, we’ll
calculate it again in a different way and equate the two answers to each
other. We apply the product rule to compute
Π(∂)φf (h)
∣∣
h=0
= Π(∂)
(
Π(h)
∫
G
f(Adgh)dg
) ∣∣∣∣
h=0
= [[Π,Π]]
∫
G
f(0)dg +Π(0) ·Π(∂)
∫
G
f(Adgh)dg
∣∣∣∣
h=0
= [[Π,Π]]f(0) + 0 = [[Π,Π]], (16)
where we have used the fact that the Haar measure dg is taken to be
normalized.
Equating (15) and (16), we see that c = [[Π,Π]]/Π(h2). Plugging this
result into (14) and multiplying both sides by Π(h2) gives the desired
formula
Π(h1)Π(h2)
∫
G
e〈Adgh1,h2〉dg =
[[Π,Π]]
|W |
∑
w∈W
ǫ(w)e〈w(h1),h2〉
which we have established with the assumptions that h1 ∈ h0 and Π(h2) 6=
0.
To extend the result to all h1, h2 ∈ h, we observe that the left- and
right-hand sides are both holomorphic functions on h× h, and that these
functions agree on h0 × {h ∈ h | Π(h) 6= 0}, so that they must agree on
all of h× h. This completes the proof.
6 The cases G = SO(2N) and O(2N), and
integrals over covering groups
In this section, we’ll derive an HCIZ-like formula for the special orthogo-
nal groups SO(2N), and then use this formula to obtain analogous results
for Spin(2N) and O(2N). The Lie algebra of SO(2N) is so(2N), the al-
gebra of 2N-by-2N skew-symmetric real matrices. Its complexification is
g = so(2N,C), the algebra of 2N-by-2N skew-symmetric complex matri-
ces. Let 〈·, ·〉 be the Hilbert-Schmidt inner product on g. The Cartan
subalgebra h of so(2N,C) consists of skew-symmetric complex matrices in
which the only nonzero entries are on the off-diagonals. An orthonormal
basis of h with respect to 〈·, ·〉 is given by
ej =
i
2
(E2j−1 2j − E2j 2j−1), j = 1, . . . , N (17)
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where Ejk is the 2N-by-2N matrix with a 1 at the intersection of row j
and column k and zeros everywhere else.
The root system of SO(2N) is DN ; as positive roots we may take the
N2−N covectors e∗j ±e∗k for j < k, where e∗j = 〈ej , ·〉. The Weyl groupW
acts on the Cartan subalgebra by permuting the eigenvalues and changing
an even number of their signs. That is, W has the form
W ∼= HN−1 ⋊ SN E (Z/2Z)N ⋊ SN ,
where HN−1 is the normal subgroup of (Z/2Z)
N consisting of those ele-
ments with an even number of nonzero entries. The semidirect product
structure of W means that each w ∈ W can be written uniquely in the
form w = ησ with η ∈ HN−1 and σ ∈ SN , and ǫ(w) = sgn(σ). Each
w ∈ W is represented in SO(2N) by a matrix of the form HηPσ, where
Pσ represents σ ∈ SN as a block permutation matrix with 2-by-2 blocks,
and Hη represents η ∈ HN−1 as a block-diagonal matrix with blocks equal
to
I2 =
[
1 0
0 1
]
or Q2 =
[
0 1
1 0
]
where the number of Q2 blocks is even. The order of the Weyl group is
|W | = |HN−1| · |SN | = 2N−1N !
Now suppose A,B ∈ h are given by A = ∑Nj=1 ajej , B = ∑Nj=1 bjej .
Let ∆(A) =
∏
j<k(aj − ak) be the Vandermonde determinant, and define
Ξ(A) =
∏
j<k
(aj + ak). (18)
Then Π(A) = Ξ(A)∆(A). Plugging all this into (1), we have
Ξ(A)∆(A)Ξ(B)∆(B)
∫
SO(2N)
etr(AOBO
T )dO
=
[[Ξ∆,Ξ∆]]
2N−1N !
∑
η∈HN−1
∑
σ∈SN
sgn(σ)etr(AHηPσBP
T
σ H
T
η ). (19)
There are two steps remaining: to simplify the sum over the Weyl
group, and to determine the leading constant that gives the normalization.
We first turn to simplifying the sum. Here too there is a determinantal
structure under the surface, albeit a more complicated one than in the
unitary case. Since the trace of a product of matrices is invariant under
cyclic permutations of the product, we have
etr(AHηPσBP
T
σ H
T
η ) = etr(P
T
σ H
T
η AHηPσB) = e
2
∑N
j=1 η
−1(j)a
σ−1(j)
bj ,
where we consider η as a function η : {1, . . . , N} → {±1}. We can write
sgn(η) =
∏N
j=1 η(j). ThenHN−1 consists of η ∈ (Z/2Z)N with sgn(η) = 1.
Consider the map A 7→ HηAHTη . The nonzero entries of Hη are con-
tained in N 2-by-2 blocks L1, . . . , LN along the diagonal, with
Lj =
{
I2, η(j) = 1
Q2, η(j) = −1.
19
Under conjugation by Hη, each block Lj sends aj 7→ η(j)aj . So we have
∑
η∈HN−1
∑
σ∈SN
sgn(σ)etr(AHηPσBP
T
σ H
T
η )
=
∑
σ∈SN
sgn(σ)
∑
η∈HN−1
e2
∑N
j=1 η(j)aσ(j)bj . (20)
Now we need to rearrange terms to make this expression more concise.
We note that∑
η∈HN−1
e2
∑N
j=1 η(j)aσ(j)bj =
1
2
∑
η∈(Z/2Z)N
[
e2
∑N
j=1 η(j)aσ(j)bj + sgn(η)e2
∑N
j=1 η(j)aσ(j)bj
]
so that the sum over HN−1 can be written as an average of two sums
over (Z/2Z)N , one signed and one unsigned. Each of these sums can be
factored into a product of hyperbolic sines or cosines:
∑
η∈(Z/2Z)N
e2
∑N
j=1 η(j)aσ(j)bj =
N∏
j=1
(e2aσ(j)bj + e2aσ(j)bj )
= 2N
N∏
j=1
cosh(2aσ(j)bj), (21)
∑
η∈(Z/2Z)N
sgn(η)e2
∑N
j=1 η(j)aσ(j)bj =
N∏
j=1
(e2aσ(j)bj − e2aσ(j)bj )
= 2N
N∏
j=1
sinh(2aσ(j)bj). (22)
These identities finally give∑
η∈HN−1
∑
σ∈SN
sgn(σ)etr(AHηPσBP
T
σ H
T
η )
=
∑
σ∈SN
sgn(σ)
1
2
[
2N
N∏
j=1
cosh(2aσ(j)bj) + 2
N
N∏
j=1
sinh(2aσ(j)bj)
]
= 2N−1
(
det[cosh(2ajbk)]
N
j,k=1 + det[sinh(2ajbk)]
N
j,k=1
)
.
Next we turn our attention to evaluating [[Ξ∆,Ξ∆]]. We will find a
way of rewriting the polynomial Ξ∆ that also allows us to simplify the
expression Ξ(A)∆(A)Ξ(B)∆(B) that appears in (19). To that end, we
introduce a last piece of notation. Given A =
∑
aiei ∈ h, define
A(2) =
∑
a2i ei ∈ h.
Note that if h happens to be represented by the diagonal matrices then in
the basis ei = Eii we have A
(2) = A2, but in general we must be careful to
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distinguish A(2) and A2 as we may not even have A2 ∈ h. Similarly, given
p(x) =
∑
β cβx
β ∈ Sym(h), denote by p(∂2) the differential operator
p(∂2) =
∑
β
cβ
∂2|β|
∂x2β
.
Now assume a1 < . . . < aN and b1 < . . . < bN so that we can divide
by the Vandermondes. We find that we can write
Ξ(A) =
∏
i<j
(ai + aj) =
∏
i<j
a2i − a2j
ai − aj =
∆(A(2))
∆(A)
.
That is, the polynomial Ξ is in fact a ratio of two Vandermondes, and so
we have
Ξ(A)∆(A)Ξ(B)∆(B) = ∆(A(2))∆(B(2)).
Moreover,
Ξ(∂)∆(∂)(Ξ∆)(x)
∣∣
x=0
= ∆(∂2)∆(x(2))
∣∣
x=0
and this is an expression that we already know how to evaluate using
Lemma 2 and our calculation (7) for the unitary case. With πβ as in (6)
and β0 = (0, . . . , N − 1) we can write
∆(x(2)) =
∑
σ∈SN
πβx
2σ(β0). (23)
Then Lemma 2 gives
∆(∂2)∆(x(2))
∣∣
x=0
= N !
N−1∏
p=1
(2p)!
Plugging all of the above results into (19), we arrive at the HCIZ-like
formula for SO(2N):
∫
SO(2N)
etr(AOBO
T )dO
=
(
N−1∏
p=1
(2p)!
)
det[cosh(2ajbk)]
N
j,k=1 + det[sinh(2ajbk)]
N
j,k=1
∆(A(2))∆(B(2))
. (24)
We now move on to the calculations for Spin(2N) and O(2N). Just as
for SO(2N), in both of these cases we take A and B to be skew-symmetric
complex matrices, since all three groups have the same Cartan subalgebra
h.
The group Spin(2N) is a double cover of SO(2N), so that it has the
same Lie algebra so(2N). Since the right-hand side of (1) depends only on
the algebra, we can immediately conclude that the formula for SO(2N)
applies exactly as written:∫
Spin(2N)
etr(ASBS
−1)dS =
∫
SO(2N)
etr(AOBO
T )dO. (25)
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In general, if G˜ is a connected compact covering group of G, then the
integral formula for G will hold as written for G˜ as well. This equality is
a consequence of the following fact, which we will use below when proving
the integral formula for arbitrary compact groups in Theorem 17. Note
that if G˜ is a covering group of G then their Lie algebras are isomorphic
and carry an adjoint action of both groups.
Proposition 14. Let G be a compact, connected Lie group, not neces-
sarily semisimple, with Lie algebra g0. Let G˜ be a compact, connected
covering group of G, and let f : g→ C. Then for x ∈ g,∫
G˜
f(Adg˜x) dg˜ =
∫
G
f(Adgx) dg (26)
where dg˜ and dg are the normalized Haar measures.
Proof. Let π : G˜ → G be the covering homomorphism. The exponential
maps expG˜ and expG are surjective since both groups are compact and
connected, so we can write g˜ ∈ G˜ as g˜ = expG˜(y) for some y ∈ g0. We
then have π(g˜) = expG(y), so that
Adg˜ =
∞∑
k=0
1
k!
adky = Adπ(g˜),
and so x ∈ g has the same orbit Ox under both adjoint actions. The push-
forwards of dg˜ and dg to Ox are normalized measures that are invariant
under either adjoint action, so they must be equal, and writing both sides
of (26) as an integral over Ox gives the desired equality.
In the case G = O(2N), there is an additional subtlety: even though
O(2N) is compact and has the same Lie algebra as SO(2N), it is not
connected, so that we cannot use (1) directly. Instead we must use a trick
that allows us to reduce an integral over a non-connected group to an
integral over its identity component, which we will revisit in the proof of
Theorem 17 below. We have
O(2N) = SO(2N) ⊔ O−(2N),
where O−(2N) is the orientation-reversing component consisting of 2N-
by-2N orthogonal matrices with determinant −1. Now, notice that every
matrix in O−(2N) can be written as I˜O, where O ∈ SO(2N) and I˜ is the
matrix with I˜11 = −1, I˜ii = 1 for i > 1, and I˜ij = 0 for i 6= j. In other
words, I˜ is the 2N-by-2N identity matrix but with the 1 in the top left
corner changed to a −1. Thus∫
O(2N)
etr(AOBO
T )dO
=
∫
SO(2N)
etr(AOBO
T )dO +
∫
O−(2N)
etr(AOBO
T )dO
=
∫
SO(2N)
[
etr(AOBO
T ) + etr(AI˜OBO
T I˜T )
]
dO.
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Here we will take the Haar measure dO to be normalized over all of O(2N),
so that in this case
∫
SO(2N)
dO = 1/2 and the integration measure differs
from that used in (24) by a factor of 2.
Next, notice that by the invariance of the trace under cyclic permuta-
tions of the product of matrices and the fact that I˜T = I˜, we have
etr(AI˜OBO
T I˜T ) = etr(I˜AI˜OBO
T ).
Conjugation of A by I˜ has the effect of sending a1 7→ −a1. This has the
consequence that for the orientation-reversing component, the sum over
the Weyl group in (20) becomes a sum over −η rather than η. Therefore
in order to integrate over both components of O(2N), we should simply
take the sum in (20) over all of (Z/2Z)N rather than merely over HN−1,
and then divide by 2 to account for the different normalization. Another
application of (21) then gives the HCIZ-like formula for O(2N):
∫
O(2N)
etr(AOBO
T )dO =
(
N−1∏
p=1
(2p)!
)
det[cosh(2ajbk)]
N
j,k=1
∆(A(2))∆(B(2))
. (27)
7 The cases G = SO(2N+1) and O(2N+1)
The orthogonal groups SO(2N + 1) and O(2N + 1) need to be treated
separately from SO(2N) and O(2N), as their root system BN contains
more roots than the system DN of SO(2N).
We’ll start with G = SO(2N + 1). The Lie algebra of SO(2N + 1)
is so(2N + 1), the algebra of (2N + 1)-by-(2N + 1) skew-symmetric real
matrices, with complexification g = so(2N+1,C), the algebra of (2N+1)-
by-(2N + 1) skew-symmetric complex matrices. The Cartan subalgebra
h of so(2N + 1,C) consists of skew-symmetric complex matrices in which
the only nonzero entries are on the off-diagonals, and all entries in the
final row and column are zero. In other words, just as above in (17), an
orthonormal basis of h with respect to the Hilbert-Schmidt inner product
is given by
ej =
i
2
(E2j−1 2j − E2j 2j−1), j = 1, . . . , N
with Ejk as defined in (17).
The difference from the case G = SO(2N) arises because roots of BN
come in two different lengths: we must consider both the N2 − N long
positive roots e∗j ± e∗k for j < k, corresponding to the roots of DN , and
also the N short positive roots e∗i , 1 ≤ i ≤ N .
Since SO(2N + 1) has more roots than SO(2N), its Weyl group is
bigger as well. We have
W ∼= (Z/2Z)N ⋊ SN ,
so that |W | = |(Z/2Z)N | · |SN | = 2NN !. Like before, due to the semidirect
product structure each w ∈ W can be written uniquely in the form w =
ησ, with σ ∈ SN , but now η ∈ (Z/2Z)N and ǫ(w) = sgn(η)sgn(σ). Then
each element of W is represented in SO(2N + 1) by a matrix of the form
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HηPσ, where Pσ represents σ ∈ SN as a block permutation matrix with
2-by-2 blocks followed by a final 1 in the bottom right corner, and Hη
represents η ∈ (Z/2Z)N as a block-diagonal matrix with N 2-by-2 blocks
equal to
I2 =
[
1 0
0 1
]
or Q2 =
[
0 1
1 0
]
followed by a final ±1 in the bottom right corner chosen so that the matrix
has unit determinant. Because we can choose this final entry to make the
determinant work out, unlike in the case of SO(2N) we do not need to
require the number of Q2 blocks to be even.
Let A,B ∈ h be given by A =∑Nj=1 ajej , B =∑Nj=1 bjej . Let ∆(A) =∏
j<k(aj−ak) be the Vandermonde, and define Ξ as in (18). Additionally,
define Φ(A) =
∏N
j=1 aj . Plugging into (1), we have
Ξ(A)∆(A)Φ(A)Ξ(B)∆(B)Φ(B)
∫
SO(2N+1)
etr(AOBO
T )dO
=
[[Ξ∆Φ,Ξ∆Φ]]
2NN !
∑
η∈(Z/2Z)N
∑
σ∈SN
sgn(η)sgn(σ)etr(AHηPσBP
T
σ H
T
η ). (28)
Proceeding as before, we next turn to simplifying the sum over the
Weyl group. Again we can write
etr(AHηPσBP
T
σ H
T
η ) = etr(P
T
σ HηAH
T
η PσB),
and the map A 7→ HηAHTη acts on h in a very similar way. The nonzero
entries of Hη are contained in N diagonal blocks L1, . . . , LN , each of which
is equal to one of the 2-by-2 matrices I2 or Q2, plus the final ±1 on the
diagonal, which we ignore since the final row and column of any matrix
in h are all zeros. Just like before, under conjugation by Hη, the block Lj
sends aj 7→ η(j)aj . We apply (22) to conclude that
∑
η∈(Z/2Z)N
∑
σ∈SN
sgn(η)sgn(σ)etr(AHηPσBP
T
σ H
T
η ) =
∑
σ∈SN
sgn(η)2N
N∏
j=1
sinh(2aσ(j)bj)
= 2N det[sinh(2ajbk)]
N
j,k=1.
It now remains to compute the constant [[Ξ∆Φ,Ξ∆Φ]]. With reference
to (23), we can write
Ξ(x)∆(x)Φ(x) = ∆(x(2))Φ(x) =
∑
σ∈SN
sgn(σ)x2σ(β0)+
~1
where ~1 is the N-component multi-index (1, 1, . . . , 1). Lemma 2 then gives
[
Ξ(∂)∆(∂)Φ(∂) · Ξ(x)∆(x)Φ(x)]
x=0
=
∑
σ∈SN
(
sgn(σ)2
N−1∏
p=0
(2σ(p) + 1)!
)
= N !
N−1∏
p=1
(2p+ 1)!
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We substitute this into (28) under the assumptions that a1 < . . . <
aN , b1 < . . . < bN , and all ai, bi are non-zero so that we can clear the
leading constant on the left-hand side. This yields the integral formula
for SO(2N + 1):
∫
SO(2N+1)
etr(AOBO
T )dO
=
(
N−1∏
p=1
(2p+ 1)!
)
det[sinh(2ajbk)]
N
j,k=1
∆(A(2))∆(B(2))
∏N
i=1 aibi
. (29)
Proposition 14 yields an identical formula for integrals over Spin(2N+
1).
For the case G = O(2N + 1), we must compute the integral over the
orientation-reversing component. Applying the same logic as in the case
G = O(2N), we find∫
O(2N+1)
etr(AOBO
T )dO =
∫
SO(2N+1)
etr(AOBO
T )dO+
∫
O−(2N+1)
etr(AOBO
T )dO
=
∫
SO(2N+1)
[
etr(AOBO
T ) + etr(I˜AI˜OBO
T )
]
dO
where the measure dO is now taken to be normalized over the entire
group O(2N + 1). The same argument used in the calculation for O(2N)
shows that integrating over the orientation-reversing component amounts
to sending η 7→ −η in the sum over the Weyl group on the right-hand side
of (1). But since in this case we are summing over all of (Z/2Z)N , this does
not actually change the sum, so that the integrals over both connected
components of O(2N) are equal. Therefore, due to the normalization of
the measure, the final formula for O(2N + 1) is identical to the formula
for SO(2N + 1):
∫
O(2N+1)
etr(AOBO
T )dO
=
(
N−1∏
p=1
(2p+ 1)!
)
det[sinh(2ajbk)]
N
j,k=1
∆(A(2))∆(B(2))
∏N
i=1 aibi
. (30)
8 The case G = USp(N)
The unitary symplectic, or compact symplectic, group USp(N) is the
compact real form of Sp(2N,C), the symplectic group over the complex
numbers defined by
S ∈ Sp(2N,C) ⇐⇒ SJST = J
where
J =
[
0 IN
−IN 0
]
25
is the standard symplectic matrix. The name “unitary symplectic” derives
from the fact that
USp(N) ∼= U(2N) ∩ Sp(2N,C) =
{[
A −B¯
B A¯
]
∈ U(2N)
}
.
In fact, USp(N) can also be defined as the quaternionic unitary (or “hy-
perunitary”) group U(N,H) of linear operators on HN that preserve the
standard Hermitian form
(v, w) =
N∑
i=1
v¯iwi.
Thus we can consider USp(N) as a subgroup of either GL(2N,C) or
GL(N,H). Hereafter we will regard USp(N) as a group of 2N-by-2N
complex matrices. In this representation, its complexified Lie algebra g is
sp(2N,C) =
{[
A B
C −AT
]
∈ gl(2n,C)
∣∣∣∣ BT = B, CT = C
}
with Cartan subalgebra h given by the diagonal matrices in sp(2N,C).
The Cartan subalgebra is spanned by the basis
ei = Eii − Ei+N i+N , 1 ≤ i ≤ N.
USp(N) thus has rank N . The root system in this case is CN , which is
similar to the root system BN but with the long and short roots reversed.
That is, in the basis {e∗i }Ni=1 = {〈ei, ·〉}Ni=1 of h∗, the N long positive roots
are given by 2e∗i for 1 ≤ i ≤ N and the N2 −N short positive roots are
given by e∗j ± e∗k for j < k. Thus for the CN root system,
Π(x) = 2NΞ(x)∆(x)Φ(x) (31)
which differs from the BN case only by a factor of 2
N . Our previous
calculation for the BN system therefore immediately gives
Π(∂)Π(x)
∣∣
x=0
= 22NN !
N−1∏
p=1
(2p+ 1)!
The Weyl group for the CN system is isomorphic to the group for the
BN system:
W ∼= (Z/2Z)N ⋊ SN ,
with |W | = 2NN !, and it acts on the roots in an analogous fashion. Thus
if in (1) we let h1 = A =
∑N
j=1 ajej and h2 = B =
∑N
j=1 bjej , then the
sum over the Weyl group on the right-hand side is equal to∑
η∈(Z/2Z)N
∑
σ∈SN
sgn(η)sgn(σ)etr(AHηPσBP
T
σ H
T
η ) = 2N det[sinh(2ajbk)]
N
j,k=1
just as in the case G = SO(2N + 1). Putting this all together in (1) and
assuming as before that a1 < . . . < aN , b1 < . . . < bN , and all ai, bi are
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non-zero, we conclude
∫
USp(N)
etr(ASBS
†)dS
=
(
N−1∏
p=1
(2p+ 1)!
)
det[sinh(2ajbk)]
N
j,k=1
∆(A(2))∆(B(2))
∏N
i=1 aibi
. (32)
For the unitary symplectic integral, we end up with exactly the same
expression as for the odd special orthogonal groups: the sum over the
Weyl group in each case gives the same result, and although the form of
Π differs slightly, this only causes factors of 22N to appear on both sides
of (1), which cancel each other so that the right-hand side matches that
of (29).
9 Integrals over arbitrary compact groups
In this section, we show a generalization of Theorem 1 that holds for inte-
grals over arbitrary compact real Lie groups that may be neither semisim-
ple nor connected. This result provides a general justification for using (1)
to evaluate integrals over groups like U(N) and O(N) that don’t actually
satisfy the assumptions of Theorem 1. The generalization is not difficult
to prove using the classification of compact real Lie groups, but to my
knowledge it has not previously appeared in the literature. Our main tool
will be the following theorem.6
Theorem 15. Every compact, connected real Lie group is of the form
(K × T )/Z, where K is connected, compact, and semisimple, T = (S1)m
is a torus, and Z is a finite subgroup of the center of K × T satisfying
Z ∩ T = {idK×T }.
The idea is that we will express an integral over an arbitrary compact
group G in terms of a sum of integrals over its identity component G1 =
(K × T )/Z, each of which we can then write as an integral over the
semisimple group K and evaluate using (1). Note that G, G1, K ×T and
K all have the same root system, so that the discriminant Π and the Weyl
group W are the same for all of these groups. However, the Lie algebras
and Cartan subalgebras differ in some cases. To avoid ambiguity we will
use g and h for the complexified Lie algebra and Cartan subalgebra of G,
G1 and K ×T , since these are the same. For K and T we will use gK , hK
and gT , hT respectively. Likewise we will use subscripts to distinguish
between the normalized Haar measures on different groups: dgG, dgK×T ,
etc.
The first fact we must show is that (1) is not changed by the presence
of the torus factor T .
Lemma 16. For all h1, h2 ∈ h,
Π(h1)Π(h2)
∫
K×T
e〈Adgh1,h2〉dgK×T =
[[Π,Π]]
|W |
∑
w∈W
ǫ(w)e〈w(h1),h2〉.
6This theorem is a slightly weakened version of [CP, ch. 10, sec. 7.2, Theorem 4].
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Proof. We first observe that h = hK ⊕ hT , and that Adgh = h for all g ∈
K×T and h ∈ hT . For h ∈ h, write h = hK+hT , with hK ∈ hK , hT ∈ hT .
All of the roots vanish on hT , so that Π(h) = Π(h
K). Since {1} × T lies
in the center of K × T , writing g = (k, t) we have Adgh = hT + AdkhK .
Because K × T is not semisimple, the Killing form is degenerate: in fact
hT is the center of g, so that 〈h, x〉 = 0 for all x ∈ g if and only if h ∈ hT .
We therefore have
〈Adgh1, h2〉 = 〈Adg(hT1 + hK1 ), hT2 + hK2 〉
= 〈hT1 + AdghK1 , hT2 + hK2 〉 = 〈AdghK1 , hK2 〉.
In particular, 〈w(h1), h2〉 = 〈w(hK1 ), hK2 〉 for w ∈W . Additionally, writing
g = (k, t) ∈ K × T , dgK×T factors as a product measure dgK×T = dkK ⊗
dtT , where all of these measures are normalized Haar measures on the
respective groups. Accordingly we have
Π(h1)Π(h2)
∫
K×T
e〈Adgh1,h2〉dgK×T
= Π(hK1 )Π(h
K
2 )
∫
K
∫
T
e〈Adkh
K
1 ,h
K
2 〉dtTdkK
= Π(hK1 )Π(h
K
2 )
∫
K
e〈Adkh
K
1 ,h
K
2 〉dkK
=
[[Π,Π]]
|W |
∑
w∈W
ǫ(w)e〈w(h
K
1 ),h
K
2 〉 =
[[Π,Π]]
|W |
∑
w∈W
ǫ(w)e〈w(h1),h2〉
as desired.
Because K × T is a compact, connected, |Z|-fold covering group of
(K × T )/Z, by Proposition 14 we have∫
K×T
e〈Adgh1,h2〉dgK×T =
∫
(K×T )/Z
e〈Adgh1,h2〉dg(K×T )/Z . (33)
We now have all the tools to generalize Theorem 1 to arbitrary compact
real Lie groups.
Theorem 17. Let G be a compact real Lie group with c connected com-
ponents G1, . . . , Gc. For j = 1, . . . , c let gj ∈ Gj . Then for all h1, h2 ∈ h,
Π(h1)Π(h2)
∫
G
e〈Adgh1,h2〉dgG =
1
c
[[Π,Π]]
|W |
c∑
j=1
∑
w∈W
ǫ(w)e〈w(Adgjh1),h2〉.
Proof. Let G1 be the identity component of G. First we note that∫
G
e〈Adgh1,h2〉dgG =
c∑
j=1
∫
Gj
e〈Adgh1,h2〉dgG
=
c∑
j=1
∫
G1
e
〈Adggj h1,h2〉dgG =
1
c
c∑
j=1
∫
G1
e
〈Adg(Adgj h1),h2〉dgG1 , (34)
where the factor of 1/c appears because dgG and dgG1 are both normal-
ized. By Theorem 15 we can write G1 = (K × T )/Z as above. Applying
(33) and then Lemma 16 to the final expression in (34) completes the
proof of the theorem.
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