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Abstract
In this article, we consider the relations between colourings and some equations in finite groups. We will
express relations linking the numbers of the differently coloured solutions of an equation that depend only
on the cardinality of the colouring and not on the distribution of the colours. This gives a link between
Ramsey theory that investigates the existence of monochromatic solutions and what is now called anti-
Ramsey theory that investigates the existence of rainbow solutions. Both theories are in expansion. We will
apply these results to the counting of rainbow 3-term arithmetic progressions in any abelian group with
equinumerous three-colouring and to the counting of points on a conic defined on a finite field. We will end
by discussing the generalised case of a system of equations.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Ramsey theory studies the links between colourings of mathematical objects (like graphs or
numbers) and some of their substructures (subgraphs, arithmetic progressions). There is a huge
number of references on this theory, among which, we can for instance quote the classical [4]
and the recent book dealing with the special case of the integers [9]. Most theorems of Ramsey
theory prove the existence of monochromatic objects, like Van der Waerden theorem [10] which
is concerned with monochromatic arithmetic progressions.
It is only recently that a new type of results emerged: these are called anti-Ramsey results
or rainbow Ramsey theorems, and give sufficient conditions implying the existence of rainbow
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Axenovich and Fon-Der-Flaass [1] and to Jungic´, Licht, Mahdian, Nešetrˇil, Radoicˇic´ [6–8] give
conditions for the existence of rainbow 3-term arithmetic progressions, mostly among integers,
but also in cyclic groups.
In another recent work, Cameron, Cilleruelo and Serra [3] have shown that the number of
monochromatic 3-term arithmetic progressions in certain bicoloured groups depends only on the
cardinalities of the chromatic classes and not on the distribution of the colours.
The purpose of this article is to give a generalisation of these results (mainly the last one)
which is valid for any colouring: we exhibit some relationships between the numbers of the
differently coloured solutions of some equations and the number of elements coloured in each
colour (but not on the colouring itself, that is not on the way the elements are coloured).
2. Context, definitions and notations
In this paper, G denotes a finite group (its law will be denoted multiplicatively). We also
consider the equation
Eg: λ1(x1) · · · · · λd(xd) = g,
where g ∈ G is a parameter and λ1, . . . , λd are bijective maps defined on G; the xl’s (1 
l  d) being the unknowns. We shall call such an equation a convenient equation. We notice that
classical equations considered in Ramsey theory are of this kind (whatever the group G is): Schur
(x + y − z = 0), Van der Waerden (if |G| is odd) (x + y − 2z = 0) or Sidon (x + y − z − t = 0)
equations.
We consider a fixed c-colouring of G, (A1, . . . ,Ac), that is to say a partition of G,⋃c
k=1 Ak = G.
A solution (x1, . . . , xd) of a convenient equation is called monochromatic if all the xi ’s are in
the same colour class. In this case, the number of colours that appear in this solution is equal to
one and therefore minimal. A solution (x1, . . . , xd) of a convenient equation is called a rainbow
solution if the number of colours that appear in this solution is maximal (and therefore equal to
min(c, d)).
To ease the reading, we will denote the set of indices:
Ic,d =
{
(i1, . . . , ic) ∈ Nc:
c∑
k=1
ik = d
}
,
where N is the set of nonnegative integers. As these indices are taken among all writings of d as
a sum of c nonnegative integers, we have |Ic,d | =
(
d+c−1
d
)= qc,d such indices.
For (i1, . . . , ic) ∈ Ic,d , we define:
s(i1,...,ic) =
∣∣∣∣
{
(x1, . . . , xd) ∈ Gd : λ1(x1) · · · · · λd(xd) = g,∑d
l=1 |{xl} ∩ Ak| = ik (for k = 1, . . . , c)
}∣∣∣∣,
the number of solutions to Eg with exactly ik elements in Ak (for any 1 k  c).
We will use the qc,d -dimensional vector space over Q, indexed on Ic,d . That is, we denote by
(e(i1,...,ic))(i1,...,ic)∈Ic,d
the canonical basis of Qqc,d .
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first define Fs to be the linear form:
Fs : Q
qc,d → Q,∑
(i1,...,ic)∈Ic,d a(i1,...,ic)e(i1,...,ic) →
∑
(i1,...,ic)∈Ic,d a(i1,...,ic)s(i1,...,ic).
This is a linear combination of the numbers of differently coloured solutions. Finally we denote
by Fp the linear form
Fp : Q
qc,d → Q,∑
(i1,...,ic)∈Ic,d a(i1,...,ic)e(i1,...,ic) →
∑
(i1,...,ic)∈Ic,d a(i1,...,ic)
(
d
i1,i2,...,ic
)∏c
k=1 |Ak|ik .
Notice that Fp can be viewed as a polynomial in the cardinalities |Ak| of the coloured sets.
3. Main result
The following theorem expresses the fact that Fs and 1|G|Fp happen to coincide on a vector
subspace of Qqc,d , that does not depend on the distribution of the sets Ak .
Theorem 1. Let G be a finite group, g ∈ G and Eg be a convenient equation in d unknowns
λ1(x1) · · · · · λd(xd) = g.
If (A1, . . . ,Ac) is a c-colouring of G, then the two linear forms Fs and 1|G|Fp coincide on the
vector space R generated by the vectors:
v(j1,...,jc) =
∑
(i1,...,ic)∈Ic,d
(
c∏
k=1
(
ik
jk
))
e(i1,...,ic),
where j1, . . . , jc are nonnegative integers such that
∑c
k=1 jk  d − 1.
Notice that in this theorem, we adopt the usual convention that
(
i
j
)= 0 if i < j .
Proof. Elementary properties of the group law and the bijectivity of the maps λl (1  l  d)
show that, being given d−1 arbitrary values in G for d−1 arbitrary unknowns from (x1, . . . , xd),
there is exactly one solution to Eg .
Being given (j1, . . . , jc) ∈ Nc such that ∑ck=1 jk  d − 1 and a choice of jk unknowns (for
each 1 k  c), where no unknown is chosen twice, we have exactly(
c∏
k=1
|Ak|jk
)
|G|(d−1−
∑c
k=1 jk)
solutions to Eg such that, for k from 1 to c, all values of the jk unknowns are in Ak .
Summing these over all possible choices for the unknowns, we get:(
d
j1, . . . , jc, (d −∑ck=1 jk)
)( c∏
k=1
|Ak|jk
)
|G|(d−1−
∑c
k=1 jk).
But in this last sum, some solutions of the equation are counted several times. More precisely, we
can say that a solution that has ik elements in Ak (for k = 1,2, . . . , c) has been counted exactly∏c
k=1
(
ik
jk
)
times.
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(
d
j1, . . . , jc, (d −∑ck=1 jk)
)( c∏
k=1
|Ak|jk
)
|G|(d−1−
∑c
k=1 jk)
= Fs
( ∑
(i1,...,ic)∈Ic,d
(
c∏
k=1
(
ik
jk
))
e(i1,...,ic)
)
.
We can already notice that the left-hand term, say L, in this equality is a polynomial in the car-
dinalities of the colouring, while the right-hand term is a weighted sum of numbers of solutions.
We now simplify the left-hand term to have an expression using the linear form Fp:
L =
(
d
j1, . . . , jc, (d −∑ck=1 jk)
)( c∏
k=1
|Ak|jk
)
|G|(d−1−
∑c
k=1 jk)
= 1|G|
(
d
j1, . . . , jc, (d −∑ck=1 jk)
)( c∏
k=1
|Ak|jk
)(
c∑
k=1
|Ak|
)(d−∑ck=1 jk)
,
where |G| has been rewritten as the sum of the |Ak|’s. We now can develop this last sum using
the multinomial coefficients:
L = 1|G|
(
d
j1, . . . , jc, (d −∑ck=1 jk)
)( c∏
k=1
|Ak|jk
)
×
( ∑
(l1,...,lc)∈Ic,(d−∑c
k=1 jk)
(
d −∑ck=1 jk
l1, . . . , lc
)( c∏
k=1
|Ak|lk
))
.
By replacing the indices lk with ik − jk , we then obtain
L = 1|G|
(
d
j1, . . . , jc, (d −∑ck=1 jk)
)( c∏
k=1
|Ak|jk
)
×
( ∑
(i1−j1,...,ic−jc)∈Ic,(d−∑c
k=1 jk )
(
d −∑ck=1 jk
i1 − j1, . . . , ic − jc
)( c∏
k=1
|Ak|ik−jk
))
,
and using the distributivity to express L, we get:
L = 1|G|
∑
(i1−j1,...,ic−jc)
Ic,(d−∑c
k=1 jk )
(
d
j1, . . . , jc, (d −∑ck=1 jk)
)(
d −∑ck=1 jk
i1 − j1, . . . , ic − jc
) c∏
k=1
|Ak|ik .
Since the sum of all lk’s is d −∑ck=1 jk and that lk = ik −jk , the sum of all ik’s is d . Therefore
we can write L as a sum indexed over Ic,d , but we need to add the conditions ik  jk to have the
exact same sum. We then develop the multinomial coefficients, and rearrange them to obtain
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∑
(i1,...,ic)∈Ic,d
∀k∈[1,c], jkik
d!∏c
k=1 jk!
∏c
k=1(ik − jk)!
c∏
k=1
|Ak|ik
= 1|G|
∑
(i1,...,ic)∈Ic,d
∀k∈[1,c], jkik
(
c∏
k=1
ik!
jk!(ik − jk)!
)
d!∏c
k=1 ik!
c∏
k=1
|Ak|ik .
Indexing the sum over all elements in Ic,d , since all the new terms are equal to zero, we obtain
L = 1|G|
∑
(i1,...,ic)∈Ic,d
(
c∏
k=1
(
ik
jk
))(
d
i1, . . . , ic
) c∏
k=1
|Ak|ik
= 1|G|Fp
( ∑
(i1,...,ic)∈Ic,d
(
c∏
k=1
(
ik
jk
))
e(i1,...,ic)
)
.
Thus, for all (j1, . . . , jc) ∈ Nc such that ∑ck=1 jk  d − 1, we have:
Fs
( ∑
(i1,...,ic)∈Ic,d
(
c∏
k=1
(
ik
jk
))
e(i1,...,ic)
)
= 1|G|Fp
( ∑
(i1,...,ic)∈Ic,d
(
c∏
k=1
(
ik
jk
))
e(i1,...,ic)
)
.
Therefore for each index (j1, . . . , jc) ∈ Nc such that ∑ck=1 jk  d − 1, there is a vector,
namely v(j1,...,jc) =
∑
(i1,...,ic)∈Ic,d (
∏c
k=1
(
ik
jk
)
)e(i1,...,ic), on which the two linear forms Fs and
1
|G|Fp coincide. By linearity, Fs and
1
|G|Fp coincide on the vector subspace R generated by
these
(
d+c−1
d−1
)
vectors. 
Remark 1. This result can be seen as a mean value result on all the elements of G. If we consider
the set of all products that can be computed choosing for all k from 1 to c, ik elements in Ak , for
all elements in Ic,d balanced by the coordinates of a vector v(j1,...,jc), there is equidistribution on
all values of G. This explains the factor 1/|G|.
Remark 2. By similar computations, it can be checked that the
(
d+c−2
d−1
)
vectors v(j1,...,jc), with∑c
k=1 jk = d − 1 is a generating set of R, and that they are linearly independent, so dimQR =(
d+c−2
d−1
)
. This is proved in [2].
4. Symmetries in Qqc,d
There is a natural action of the symmetric group Sc on Ic,d , that can be extended to
Qqc,d , where the vector of index (i1, . . . , ic) ∈ Ic,d is sent by σ ∈ Sc to the vector of index
(iσ (1), . . . , iσ (c)).
The dimension of the vector subspace P of the invariant vectors under the action of Sc is
pc(d), the number of partitions of d into at most c parts, it is the number of orbits of Ic,d under
the action of Sc.
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I ′c,d =
{
(i1, . . . , ic) ∈ Ic,d : i1  i2  · · · ic
}
.
Since every orbit of Ic,d has exactly one ordered writing, I ′c,d is a set of representatives of all
orbits of Ic,d . We will denote for each (i′1, . . . , i′c) ∈ I ′c,d
e′
(i′1,...,i′c)
=
∑
∃σ∈Sc
σ.(i′1,...,i′c)=(i1,...,ic)
e(i1,...,ic).
Therefore the set (e′
(i′1,...,i′c)
)(i′1,...,i′c)∈I ′c,d is a basis of P .
We observe that the set of vectors {v(j1,...,jc):
∑c
k=1 jk  d − 1} is left invariant by any per-
mutation of Sc. So the vector subspace R is globally invariant by the action of Sc.
The vectors in R ∩P will be of particular interest. In the same way as for the vector basis, we
can define for all (j ′1, . . . , j ′c) such that
∑c
k=1 j ′k  d − 1 and j ′1  j ′2  · · · j ′c:
v′
(j ′1,...,j ′c)
=
∑
∃σ∈Sc
σ.(j ′1,...,j ′c)=(j1,...,jc)
v(j1,...,jc).
Consequently the vectors v′
(j ′1,...,j ′c)
span R ∩ P . It can also be checked that the dimension of
R ∩ P is pc(d − 1).
Corollary 1. Let G be a finite group. For g ∈ G, let Eg be a convenient equation in 3 unknowns
λ1(x1) · λ2(x2) · λ3(x3) = g. If (A1, . . . ,Ac) is a c-colouring of G, with c  3, then the number
of monochromatic solutions minus half the number of rainbow solutions to Eg is equal to:
1
|G|
(
c∑
k=1
|Ak|3 − 12
( ∑
(k,l,m)∈[1,c]3
k 	=l 	=m
k 	=m
6|Ak||Al ||Am|
))
.
Proof. From Theorem 1, this is equivalent to the fact that the vector e′
(3,0,...,0) − 12e′(1,1,1,0,...,0)
belongs to R. We just have to express e′(3,0,...,0) − 12e′(1,1,1,0,...,0) as a linear combination of the
vectors v′
(j ′1,...,j ′c)
, with
∑c
k=1 j ′k  2 and j ′1  j ′2  · · · j ′c. There are few such vectors, namely
we have: v′
(2,0,...,0), v
′
(1,1,0,...,0), v
′
(1,0,...,0) and v
′
(0,...,0). And not all these vectors are helpful; we
will only need v′(2,0,...,0) and v
′
(1,0,...,0) that we express in the basis of P : {e′(3,0,...,0), e′(2,1,0,...,0),
e′(1,1,1,0,...,0)}.
We first write the vector v(2,0,...,0) in the basis of Qqc,3 :
v(2,0,...,0) =
(
3
2
)
e(3,0,...,0) +
∑
(i2,...,ic)∑c
k=2 ik=1
(
2
2
)(
1
0
)
e(2,i2,...,ic)
= 3e(3,0,...,0) +
∑
(i2,...,ic)∑c i =1
e(2,i2,...,ic).k=2 k
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v′(2,0,...,0) = 3e′(3,0,...,0) + e′(2,1,0,...,0).
We now write the vector v(1,0,...,0) in the basis of Qqc,3 :
v(1,0,...,0) =
(
3
1
)
e(3,0,...,0) +
∑
(i2,...,ic)∑c
k=2 ik=1
(
2
1
)
e(2,i2,...,ic) +
∑
(i2,...,ic)∑c
k=2 ik=2
(
1
1
)
e(1,i2,...,ic)
= 3e(3,0,...,0) + 2
∑
(i2,...,ic)∑c
k=2 ik=1
e(2,i2,...,ic) +
∑
(i2,...,ic)∑c
k=2 ik=2
e(1,i2,...,ic),
which gives
v′(1,0,...,0) = 3e′(3,0,...,0) + 2e′(2,1,0,...,0) + (e′(2,1,0,...,0) + 3e′(1,1,1,0,...,0))
= 3e′(3,0,...,0) + 3e′(2,1,0,...,0) + 3e′(1,1,1,0,...,0)
and finally we have
1
2
v′(2,0,...,0) −
1
6
v′(1,0,...,0) = e′(3,0,...,0) −
1
2
e′(1,1,1,0,...,0)
which implies that e′(3,0,...,0) − 12e′(1,1,1,0,...,0) belongs to R and concludes the proof. 
There is an interesting dual result for three-colourings.
Corollary 2. Let G be a finite group and (A,B,C) be a three-colouring of G. Let g ∈ G and Eg
be a convenient equation in d unknowns λ1(x1) · · · · · λd(xd) = g. Then
• If d is odd, the number of monochromatic solutions minus half the number of rainbow solu-
tions is equal to:
1
|G|
(
|A|d + |B|d + |C|d − 1
2
( ∑
(i,j,k)∈I3,d
ijk 	=0
(
d
i, j, k
)
|A|i |B|j |C|k
))
.
• If d is even, the number of rainbow solutions is equal to:
1
|G|
∑
(i,j,k)∈I3,d
ijk 	=0
(
d
i, j, k
)
|A|i |B|j |C|k.
Proof. From Theorem 1, it suffices to prove that the vector e′(d,0,0) − 12
∑
(i,j,k)∈I ′3,d
ijk 	=0
e′(i,j,k) is in
R if d is odd, and that
∑
(i,j,k)∈I ′3,d e
′
(i,j,k) is in R if d is even. Let us start by a first calculation:ijk 	=0
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d−1∑
i=0
(−1)iv(i,0,0) =
d−1∑
i=0
(−1)i
∑
(i′,j ′,k′)∈I3,d
(
i′
i
)
e(i′,j ′,k′)
=
∑
(i′,j ′,k′)∈I3,d
(
d−1∑
i=0
(−1)i
(
i′
i
))
e(i′,j ′,k′).
The coefficients in this last sum only depend on i′ and can be computed:
• If i′ = 0 then ∑d−1i=0 (−1)i(i′i )= 1.• If i′ ∈ [1, d − 1], then:
d−1∑
i=0
(−1)i
(
i′
i
)
=
i′∑
i=0
(−1)i
(
i′
i
)
= (1 − 1)i′ = 0.
• If i′ = d , then:
d−1∑
i=0
(−1)i
(
i′
i
)
=
d∑
i=0
(−1)i
(
d
i
)
− (−1)d = (1 − 1)d − (−1)d = −(−1)d .
So we can write: w1 = −(−1)de(d,0,0) +∑(0,j ′,k′)∈I3,d e(0,j ′,k′). By symmetry, we also have:
w2 =
d−1∑
j=0
(−1)j v(0,j,0) = −(−1)de(0,d,0) +
∑
(i′,0,k′)∈I3,d
e(i′,0,k′),
w3 =
d−1∑
k=0
(−1)kv(0,0,k) = −(−1)de(0,0,d) +
∑
(i′,j ′,0)∈I3,d
e(i′,j ′,0).
The three vectors w1, w2 and w3 are, as sums of vectors of R, also in R. We will need another
vector from R, namely the vector v(0,0,0) =∑(i′,j ′,k′)∈I3,d e(i′,j ′,k′).
We can now compute the coordinates of the vector u = w1 + w2 + w3 − v(0,0,0), which is in
R by definition:
u = (1 − (−1)d)(e(d,0,0) + e(0,d,0) + e(0,0,d)) − ∑
(i,j,k)∈I3,d
ijk 	=0
e(i,j,k)
= (1 − (−1)d)e′(d,0,0) − ∑
(i,j,k)∈I ′3,d
ijk 	=0
e′(i,j,k).
If d is even the coordinate of u on e′(d,0,0) vanishes, and −u, which is the vector we desire, is
in R.
If d is odd the coordinate of u on e′(d,0,0) is 2, and
1
2u, which is the vector we desire, is
in R. 
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5.1. Three-term rainbow arithmetic progressions in a abelian group with an equinumerous
three-colouring
The first link between arithmetic progressions and colouring is Van der Waerden’s theorem
[10]. In the past few years a lot of new results have been established on rainbow 3-term arithmetic
progressions.
In 2003, Jungic´ and Radoicˇic´ [8] proved the existence of a rainbow 3-term arithmetic progres-
sion in an equinumerous colouring of [1,3n]. The same year, in [1], Axenovich and Fon-Der-
Flaass proved the existence of a rainbow 3-term arithmetic progression in a three-colouring of
[1, n] if each colour appears on at least (n + 4)/6 numbers. Among others results, Jungic´, Licht,
Mahdian, Nešetrˇil and Radoicˇic´ give in [6] a first result on the cyclic group Zn.
Most of the results in anti-Ramsey theory are obtained in a constructive way. The forthcoming
proof is not constructive. In fact, it does not only establish the existence of one rainbow 3-term
arithmetic progression, but it provides a lower bound on the number of such solutions.
Proposition 1. Let n be an odd integer, G be an abelian group of order 3n, and (A,B,C) be a
three-colouring of G such that |A| = |B| = |C| = n. Then there are at least n 3-term rainbow
arithmetic progressions in G.
Proof. If we consider the equation x − 2y + z = 0, the fact that n is odd implies that the map
x → −2x is bijective from G to G. So it follows from Corollary 1 or Corollary 2 since d = c = 3,
that:
s(3,0,0) + s(0,3,0) + s(0,0,3) − 12 s(1,1,1) =
1
3n
(
|A|3 + |B|3 + |C|3 − 1
2
6|A||B||C|
)
= 1
3n
(
3n3 − 3n3)= 0.
We can also notice that for every element x ∈ G, (x, x, x) is a monochromatic solution to the
equation, therefore s(3,0,0) + s(0,3,0) + s(0,0,3)  3n which implies s1,1,1  6n.
Since G is abelian, the equation x − 2y + z = 0 is characteristic of the 3-term arithmetic
progressions. Conversely, given a 3-term arithmetic progression (α,α + r,α + 2r), if r has an
order different from 3 in G, we have 2 solutions to x − 2y + z = 0 and if r has order 3 in G we
have 6 solutions.
Therefore from s(1,1,1)  6n we deduce that there are at least n 3-term rainbow arithmetic
progressions in G. 
Remark 3. In [2], two examples are given in two groups of order 9. The first example shows
that this lower bound is sharp in Z/3Z × Z/3Z for a certain colouring. The second example
shows that this lower bound can be improved for any three-colouring (A,B,C) of Z/9Z, such
that |A| = |B| = |C| = 3.
Remark 4. For an equation like Sidon’s one: x+y−z− t = 0 and a four-colouring of a group G,
it would have been interesting to have such a relation as the one of Corollary 1, that links the
numbers of monochromatic and rainbow solutions. Examples of groups of small cardinality can
be found which prove that there is no such relation. However, we can, by the same process, find a
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number of solutions that count two colours and two elements in each colour. To be more precise,
with d = 4 and c = 4, the vector:
3e′(4,0,0,0) − e′(2,2,0,0) + e′(1,1,1,1),
is in R.
5.2. Points on a conic over a finite field
In this part, we focus our attention on the equation ax2 + by2 + cz2 = 0 in the finite field
Fq , where abc 	= 0. We want to determine the number S of solutions (x, y, z) of this equation
such that xyz 	= 0. The value of this number is already known, and is usually established using
character theory: for instance [5] presents this type of computations. What follows is a new
computation of S, that relies only on combinatorial arguments.
Let us start with an obvious case, where Fq is a field of characteristic 2, the Frobenius map
x → x2 is then automorphic, thus S = q2. We will from now on, consider the case where Fq is
a field of odd characteristic, we denote by F2q the subset of all squares from Fq . We consider the
three-colouring A = {0}, B = F2q \ {0} and C = Fq \ F2q . It is known that |A| = 1, |B| = |C| =
q−1
2 .
Let us consider an arbitrary element μ in C. We first notice that all equations ax2 + by2 +
cz2 = 0 can be reduced to one of the following two: x2 + y2 + z2 = 0 or x2 + y2 + μz2 = 0,
depending whether the coefficients are squares or not.
We will then consider the equation x+y+z = 0, with  ∈ {1,μ} and the colouring (A,B,C)
in the additive group of Fq . Either Corollary 1 or Corollary 2 gives:
s(3,0,0) + s(0,3,0) + s(0,0,3) − 12 s(1,1,1) =
1
q
(
1 + 2
(
q − 1
2
)3
− 1
2
(
6
(
q − 1
2
)2))
.
In this equality, we clearly see that s(3,0,0) = 1 as 0 + 0 + 0 = 0, s(0,3,0) = S23 because
each square has exactly two squareroots and that s(0,0,3) = s(0,3,0) because the map (x, y, z) →
(μx,μy,μz) sends bijectively the solutions from B3 onto the solutions from C3. So, we have:
1 + S
4
− 1
2
s(1,1,1) = 14q
(
q3 − 6q2 + 9q)= (q − 3)2
4
.
What remains to be determined is s(1,1,1), the number of solutions that contain a zero, a square
and a nonsquare. This can be reduced to the counting of the nonzero solutions of X2 = −μY 2.
This equation has 2(q − 1) nonzero solutions if −μ is a square and none if −μ is not a square.
Recalling that −1 is a square if and only if q ≡ 1 (mod 4), we can conclude:
• If q ≡ 1 (mod 4) then X is a square if and only if −X is a square.
Let us first consider the equation x2 + y2 + z2 = 0, if one of the unknowns vanishes, the two
others are both squares or both nonsquares in the corresponding equation x + y + z = 0, so
s(1,1,1) = 0, and
S = (q − 3)2 − 4 = q2 − 6q + 5 = (q − 1)(q − 5).
864 É. Balandraud / Journal of Combinatorial Theory, Series A 114 (2007) 854–866Let us consider now the equation x2 +y2 +μz2 = 0, if z vanishes in x +y +μz = 0, x and y
are both squares or both nonsquares, if x or y vanishes the q −1 solutions of x +y +μz = 0
contain a square, a nonsquare and a zero, therefore s(1,1,1) = 2(q − 1), and
S = (q − 3)2 + 4(q − 1) − 4 = q2 − 2q + 1 = (q − 1)2.
• If q ≡ 3 (mod 4) then X and −X are never both squares or both nonsquares.
As in the first case, we will start with the equation x2 + y2 + z2 = 0, if one of the unknowns
vanishes then the two others are not both squares or both nonsquares in x + y + z = 0, so
s(1,1,1) = 3(q − 1), and
S = (q − 3)2 + 6(q − 1) − 4 = q2 − 1 = (q − 1)(q + 1).
We consider now the equation x2 + y2 +μz2 = 0, if x or y vanishes in x + y +μz = 0 then
the two last are both squares or both nonsquares and if z vanishes the two last are not both
squares or both nonsquares, thus finally s(1,1,1) = (q − 1), and
S = (q − 3)2 + 2(q − 1) − 4 = q2 − 4q + 3 = (q − 1)(q − 3).
Remark 5. The general case of an equation axn+byn+czn = 0 with abc 	= 0 is discussed in [2].
In this case, the number of solutions (x, y, z) such that xyz 	= 0 cannot be computed thanks to
this method. Nevertheless it yields some interesting information.
6. System of equations
In this part, we will now consider not only an equation, but a system of equations:⎧⎪⎨
⎪⎩
λ1,1(x1) · · · · · λd,1(xd) = g1,
...
...
...
...
λ1,f (x1) · · · · · λd,f (xd) = gf ,
with d  f and where g1, . . . , gf are parameters and the λl,m are maps from G to G; the xl’s
(1 l  d) being the unknowns.
In order to generalise our method, we need to fix a condition on the maps λl,m to be allowed
to choose some of the values of the unknowns, this condition will be similar to the invertibility
of a matrix.
We will say that this system satisfies the Gaussian condition if d  f and if given d − f
arbitrary values for d − f arbitrary unknowns, there is exactly one solution of the system. It
should be noted that if f = 1, the Gaussian condition is equivalent to the bijectivity of all maps
λl,1 that was supposed in Theorem 1.
We will now give the general theorem that holds for the systems that satisfy the Gaussian
condition:
Theorem 2. Let G be a finite group. Let gi ∈ G,1 i  f , and let⎧⎪⎨
⎪⎩
λ1,1(x1) · · · · · λd,1(xd) = g1,
...
...
...
...
λ1,f (x1) · · · · · λd,f (xd) = gf ,
be a system of equations that satisfies the Gaussian condition.
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the vector space R generated by the vectors:
v(j1,...,jc) =
∑
(i1,...,ic)∈Ic,d
(
c∏
k=1
(
ik
jk
))
e(i1,...,ic),
where j1, . . . , jc are nonnegative integers such that
∑c
k=1 jk  d − f .
Proof. The Gaussian condition allows us to choose d − f arbitrary values in G for d − f arbi-
trary unknowns from (x1, . . . , xd). Hence there is exactly one solution of the system. We will, as
before, choose the first values in some of the coloured set.
Given (j1, . . . , jc) ∈ Nc, such that ∑ck=1 jk  d − f , and a choice of jk unknowns, for k =
1,2 . . . , c, where no unknown is chosen twice. We have exactly(
c∏
k=1
|Ak|jk
)
|G|(d−f−
∑c
k=1 jk)
solutions to the system such that, for k = 1,2, . . . , c, all values of the jk unknowns are in Ak .
And if we sum all these solutions for all possible choices of the unknowns, we get, as before:(
d
j1, . . . , jc, (d −∑ck=1 jk)
)( c∏
k=1
|Ak|jk
)
|G|(d−f−
∑c
k=1 jk).
Again in this last sum, a solution that contains ik elements in Ak for k from 1 to c is counted∏c
k=1
(
ik
jk
)
times, and we can write:
(
d
j1, . . . , jc, (d −∑ck=1 jk)
)( c∏
k=1
|Ak|jk
)
|G|(d−f−
∑c
k=1 jk)
= Fs
( ∑
(i1,...,ic)∈Ic,d
(
c∏
k=1
(
ik
jk
))
e(i1,...,ic)
)
.
The result follows from exactly the same simple polynomial computation of the left-hand term
L. Once factorised by the fraction 1|G|f , we have exactly the same polynomial expression as in
the proof of Theorem 1:
L =
(
d
j1, . . . , jc, (d −∑ck=1 jk)
)( c∏
k=1
|Ak|jk
)
|G|(d−f−
∑c
k=1 jk)
= 1|G|f
(
d
j1, . . . , jc, (d −∑ck=1 jk)
)( c∏
k=1
|Ak|jk
)
|G|(d−
∑c
k=1 jk)
= 1|G|f Fp
( ∑
(i1,...,ic)∈Ic,d
(
c∏
k=1
(
ik
jk
))
e(i1,...,ic)
)
.
So, for all (j1, . . . , jc) ∈ Nc such that ∑ck=1 jk  d − f , we have:
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( ∑
(i1,...,ic)∈Ic,d
(
c∏
k=1
(
ik
jk
))
e(i1,...,ic)
)
= 1|G|f Fp
( ∑
(i1,...,ic)∈Ic,d
(
c∏
k=1
(
ik
jk
))
e(i1,...,ic)
)
.
Then for each index (j1, . . . , jc) ∈ Nc such that ∑ck=1 jk  d − f , we have a vector
v(j1,...,jc) =
∑
(i1,...,ic)∈Ic,d (
∏c
k=1
(
ik
jk
)
)e(i1,...,ic) on which both linear forms Fs and 1|G|f Fp coin-
cide. They will also, by linearity, coincide on the vector subspace R generated by these
(
d−f+c
d−f
)
vectors. 
Remark 6. It can be checked that the vector subspace R is generated by the
(
d−f+c−1
d−f
)
vectors
v(j1,...,jc) such that
∑c
k=1 jk = d − f . It can also be checked that these vectors are linearly in-
dependent, so dimQR =
(
d−f+c−1
d−f
)
and the dimension of R ∩ P is pc(d − f ). This is proved
in [2].
Remark 7. It seems natural that the more equations a system has, the smaller the dimension of
R is.
As an example, we can see that if G is abelian, the following system,{
x − 2y + z = 0,
y − 2z + t = 0
verifies the Gaussian condition if |G| is divisible neither by 2 nor by 3 and is characteristic of the
4-term arithmetic progressions.
For a four-colouring of G, as the system has at least |G| monochromatic solutions (the trivial
ones (x, x, x, x)), it would be interesting to have a relation that provides a link between mono-
chromatic and rainbow solutions, but in this case, c = 4, d = 4 and f = 2, R ∩ P has dimension
2 and is generated by:
v′(2,0,0,0) = 6e′(4,0,0,0) + 3e′(3,1,0,0) + 2e′(2,2,0,0) + e′(2,1,1,0),
v′(1,1,0,0) = 3e′(3,1,0,0) + 4e′(2,2,0,0) + 5e′(2,1,1,0) + 6e′(1,1,1,1).
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