conditions, ten to 100 participants, and a known standardized mean difference between conditions (d z ). The correlation coefficient r will be used to report effect sizes (Open Science Collaboration, 2015) .
Researchers can follow six strategies.
(1) They are not knowledgeable about human psychology and simply sample a random number of participants (sample size N is a random draw from a uniform distribution with minimum 10 and maximum 100), followed by a t-test on the data.
(2) They expect a certain effect size based on a careful reading of the psychological research literature. Using this effect size in a power-analysis gives a required sample size for obtaining a significant effect with 80% chance, should the effect really exist (80% power). They recruit as many participants as necessary for 80% power, followed by a t-test.
The team observes that some of their colleagues produce more research publications in higher impact journals which improve these colleagues' chances for promotion, so they apply one or all of the QRPs outlined in the main text: In addition to increasing the chance of reporting a null effect as significant, QRPs lead to effect size overestimations ( Figure S1 bottom left panel). As depicted by the green triangles, a team using optional stopping observes an effect size of Pearson correlation coefficient r = .37 when in truth the population effect size is merely r = .27. If the researchers decide to combine questionable research practices (purple triangles in Figure S1 ), they consistently report effect sizes above r = .38 even though the true population effect size is null or small. In sum, these simulations show that the application of QRPs in original studies can explain low replication rates and lower than expected observed effect sizes in replication studies which avoid QRPs, as found empirically by the Open Science Collaboration (2015) .
