We calculate temperature and pore pressure rises along a steadily propagating shear crack, assuming a given shear stress profile along the crack (i.e., initially neglecting effects of pore pressure on shear stress). In the limit of a singular crack, temperature and pore pressure rises are a step function in time. We verify that pore pressure can indeed be neglected at the tip and in the cohesive zone of the crack in the case of strong velocity weakening of the friction coefficient (e.g., as governed by flash heating of asperities, like analyzed in a recent numerical simulation of spontaneous rupture). In such cases, the local fracture energy needed to increase the crack length is thus likely to be governed by "dry" frictional processes with effective slip weakening distance of the order of 20 µm, while thermal pressurization may affect the later stages of slip and hence the overall fracture energy attributed to the propagating rupture.
Introduction
Earthquakes propagate because the fault rocks lose strength as slip occurs. Studies on rock friction generally show that the ratio of shear stress to normal stress must be of the order of 0.6 to 0.8 to initiate slip [Byerlee, 1978] . At slip rates of the order of 1 m/s, the ratio of shear stress to normal stress diminishes dramatically with increasing slip, down to 0.2 or 0.1. This drop can be attributed to various mechanisms, most of them being thermally based [Di Toro et al., 2011] . A distinction can be made between mechanisms active in dry or unsaturated rocks, and those occurring only in fluid saturated rocks. A number of "dry" frictional weakening processes have been recognized, such as flash heating [e.g., Rice, 2006] , silica gel formation [Goldsby and Tullis, 2002; Di Toro et al., 2004] , dehydration and amorphization [Hirose and Bystricky, 2007; Brantut et al., 2008] , thermal decomposition [Han et al., 2007 [Han et al., , 2010 , and melting [e.g., Hirose and Shimamoto, 2005] . In fluid saturated rocks, thermal pressurization of pore fluid is an important weakening mechanism [e.g., Lachenbruch, 1980; Andrews, 2002; Bizzarri and Cocco, 2006a, b; Rice, 2006] .
A way to understand the controlling factors in the weakening behaviour of fault rocks is to compare the rise time (or characteristic slip distance) of thermal pressurization to the characteristic activation time (or slip) of any of the "dry" weakening mechanism depicted above. In particular, flash heating is activated at slip rates of the order of 0.1m s −1 , and associated with characteristic slip weakening distance of the order of the asperities' size, from 1 to 25 µm or less [Goldsby and Tullis, 2011] . Hence, weakening by flash heating is likely to be the first and dominant weakening process at early times during fault slip [see Noda et al., 2009 , for an in-depth discussion]. For constant slip rates of the order of 1 m/s, the characteristic slip weakening distance determined from thermal pressurization is usually of the order of a few centimeters [e.g., Noda and Shimamoto, 2005] , i.e., much larger than the slip needed to induce flash heating. However, the slip rate during dynamic ruptures is far from being constant: for instance, during the propagation of a singular crack-like rupture, the slip rate is theoretically infinite at the tip and decays as the inverse of the square root of time as slip proceeds. Recently Noda et al. [2009] studied dynamic rupture processes by performing elastodynamic simulations including (1) flash heating (embedded in a rate-and-state framework) and (2) thermal pressurization. However, it is still unclear at which stage each of those processes is dominant.
Here we aim at estimating the pore pressure evolution during ruptures with realistic slip history, and determine at which stage does pore fluid pressurization significantly affect the mechanics of the fault. First, we use a simplified slipweakening description of the rupture tip breakdown process to extract the slip rate history. Then, we compute pore pressure and temperature rises due to thermal pressurization, and estimate in which conditions the pore pressure rise can be neglected. We finally compare our simplified results to the full elastodynamic simulations performed by Noda et al. [2009] .
Slip Weakening Mechanism and Crack Tip Description

Weakening by Flash Heating
Recent studies [e.g., Di Toro et al., 2011] suggest that the intrinsic friction coefficient of rocks decreases dramatically from around 0.8 down to 0.1 or less during fault motion at coseismic slip rates, independently from macroscopic pore fluid pressurization effects. One of the mechanism suggested to explain this decrease in friction is flash heating at asperity contacts [Rice, 1999 [Rice, , 2006 Beeler et al., 2008; Goldsby and Tullis, 2011] : During sliding at high slip rate, the local temperature increase induced by shear heating on slip surface asperities can lead to thermal weakening (e.g., melting or thermal decomposition) of those asperities, which leads to a macroscopic decrease in friction. A constitutive friction law accounting for flash heating has been described by Noda et al. [2009] . Since weakening by flash heating was originally described for uniform slip rate, and is a velocity-weakening process, Noda et al. [2009] regularized their friction law by incorporating direct effect and state evolution, which ensured well-posedness of the elastodynamic frictional sliding problem [Rice et al., 2001] . As a result, the model provided by Noda et al. [2009] is of the form
where V is the sliding velocity, a = 0.016 is the nondimensional direct effect, V0 is a reference velocity, Θ is the state variable (as defined by Nakatani [2001] ), L is the state evolution distance and fss is a steady-state friction coefficient for sustained sliding at a uniform slip rate equal to the momentary V . At the onset of a dynamic rupture, the abrupt increase in slip rate from V0 ∼ 10 −6 m/s to V ∼ 1 m/s induces a short term increase in friction coefficient of a ln(10 6 ) ∼ 0.22. Using an initial friction coefficient of ∼ 0.6, the expected peak friction is then fp = 0.82. On the other hand, at high velocity (V 1 m/s), the new steady-state friction fss is low due to weakening by flash heating and Noda et al.
[2009] provide the value fss = fw = 0.13. The evolution from fp to fw is achieved over a slip distance of the order of L. The friction law can thus be usefully simplified as
Integrating, we obtain f = fw + (fp − fw) exp(−δ/L), where δ is the slip. This is merely a slip weakening description of friction, and L is now equivalent to a slip-weakening distance. In such a framework, assuming a constant effective normal stress σ on the fault, we can calculate the fracture energy G:
Using an effective normal stress of σ = 126 MPa, representative of the ambient Terzaghi effective pressure at 7 km depth, and a length L = 20 µm commensurable with asperity size [Noda et al., 2009] , which L we adopt to be consistent with their study, the fracture energy associated with that near-tip weakening is around G = 1.7 kJ/m 2 .
Cohesive Zone Model and Slip Rate History
Based on the above considerations, and still neglecting pore fluid pressurization, we describe the displacement and The cohesive zone corresponds to the shaded area. Away from it, the slip rate decreases as 1/ √ t, which corresponds to a singular crack.
shear strength evolution at a rupture tip using the slip weakening model of Palmer and Rice [1973] . The shear stress is written as (see Figure 1 ):
where τp = fpσ is the peak stress, τr = fwσ is the residual stress, x is the coordinate along the crack, with the tip momentarily at x = 0, and R is the cohesive zone length. given (in mode III, antiplane slip) by
where µ is the shear modulus of the fault rock. The expression 6 holds for a quasi-static crack under remote driving stress τ∞, with τ∞ − τr τp − τr, and must be modified as R = R/gIII(vc) when the rupture is propagating dynamically [Rice, 1980] . The function gIII of crack velocity vc is given by
where cs is the shear wave velocity of the surrounding medium. For a moving crack at constant speed vc, the slip rate V (t) is extracted from the slip distribution behind the tip δ(x) (given in Palmer and Rice [1973] ) as V (t) = −vc∂δ/∂x for x = −vct. We thus obtain, in mode III,
(8) A similar expression holds in mode II, with gIII replaced by an analogue function gII of the rupture speed and µ replaced by µ/(1 − ν) where ν is the Poisson's ratio of the rock [Rice, 1980] . Figure 2 shows the slip rate normalized by vc4(τp − τr)/(πµ) as a function of normalized time t/(R /vc). In the limit of vanishingly small cohesive zone length (R → 0), or far away from the cohesive zone, the model is that of a singular crack and the slip rate becomes (see dotted line in Figure 2 )
X -3 The steady-state pore pressure is reached more rapidly for high hydraulic diffusivity. For negligibly small thickness w, the changes are step functions in time.
Relations 8 and 9 provide realistic slip rate histories expected from a linear strength drop behind the crack tip. They hold for crack-like rupture, and are also valid solutions near the propagating front for self-healing pulses in the limit case of very small static stress drop compared to strength drop and very large rupture length compared to cohesive zone length [Rice et al., 2005] .
Thermal Pressurization of Pore Fluid
In the previous section we described the strength evolution at the crack tip "dry" frictional processes only, and assuming constant pore fluid pressure. The consistency of this assumption can be tested by calculating the temperature and pore pressure rises along the crack tip due to shear heating and thermal pressurization of pore fluid.
Governing Equations
The conservation of energy and fluid mass provides a coupled system of differential equations that governs the temperature (denoted T ) and pore pressure (denoted p) evolution [e.g., Andrews, 2002; Rice, 2006] :
where y is the coordinate normal to the rupture plane, α th and α hy are respectively thermal and hydraulic diffusivities, ρc is the specific heat of the rock, Λ is the pore pressure change per unit temperature change under undrained conditions, and ω(y, t) is the heat source due to shear dissipation. The porosity is considered constant: the effect of dilatancy at the onset of slip would be a limitation of the pore pressure changes [Garagash and Rudnicki, 2003] . Hence the assumption of constant porosity yields an upper bound for the pore pressure rise. Here we assume a Gaussian distribution of shear strain rate across the fault, over a root-mean-square half-width w. The heat source is thus • C, µ = 30 GPa, cs = 3 km/s and vc = 0.8cs. For the fracture energy calculated from the flash heating weakening mechanism (1.7 kJ/m 2 ), the maximum effect of pore pressure on shear stress remains low compared to the assumed residual stress.
The solution for temperature and pore pressure is then [Rice, 2006, Appendix B] T (y, t) = T0 + 1 ρc
where T0 and p0 are the initial (ambient) temperature and pore pressure, respectively, and
Singular Crack Limit
In the approximation of negligibly small cohesive zone length, we have seen (equation 9) that the slip rate decreases as 1/ √ t while the applied shear stress remains constant at its residual value τ (t) = τr. In that case, the integrals 13 and 14 can be carried out analytically at y = 0, and give the following solutions for temperature and pore pressure at the center line of the shearing zone:
p(0, t) = p0 + ∆pm 2 π √ α th arcsin 1 1 + w 2 /(2α th t) 
are the maximum temperature and pore pressure changes. Figure 3 is a normalized plot of the temperature and pore pressure increases as a function of normalized time 2α th t/w 2 . The maximum, steady-state pore pressure is reached all the more rapidly than the ratio of hydraulic and thermal diffusivities is large. Remarkably, for vanishingly small thickness of the fault (w → 0), the pore pressure and temperature rise instantaneously up to their maximum values and then remain constant. This rather surprising feature had already been noticed by Andrews [2002] , and is explained by the fact that the temperature on the plane would increase as √ t for a constant heat source, while heat is supplied on the plane as 1/ √ t. In the slip on a plane approximation, we retrieve the proportionality between p and T (equation 19) noted by Rice [2006] , and thus the same argument holds for the pore pressure rise.
Our hypothesis of constant residual shear stress will be proved wrong if the change in shear stress due to pore pressure, i.e., fw(p − p0), becomes significant compared to τr. A conservative estimate of the relative importance of pore pressure compared to residual stress is given by the ratio
Figure 4 is a plot of the ratio 20 as a function of fracture energy G, for parameter values α th = 0.7 mm 2 /s, Λ = 0.47 MPa/
• C, µ = 30 GPa, cs = 3 km/s and vc = 0.8cs. Even for low hydraulic diffusivity α hy ≈ α th = 0.7 mm 2 /s, the fracture energy G = 1.7 kJ/m 2 calculated from the flash heating mechanism implies a negligible pore pressure effect on shear stress compared to the total residual shear stress, i.e., fw∆pm/τr 0.1. For fracture energies greater than 10 kJ/m 2 and hydraulic diffusivities of the order of 1 mm 2 /s, the maximum pore pressure rise induces a non negligible effect on the residual shear stress. In this case, the rise time of the pore pressure rise is approximately given by w 2 /(2α hy ). For w = 0.1 mm and α hy = 1 mm 2 /s, this rise time is of the order of 0.05 s. The rupture speed being of the order of 3 km/s, a significant increase in pore pressure would occur at around 15 m from the rupture tip. If w = 1 mm, the same increase occurs at around 1.5 km from the rupture tip. Thus, for thick slipping zones (of the order of a few mm), thermal pressurization of pore fluid affects shear stress on the fault only at later stage during slip and not close to the rupture front.
Finite Cohesive Zone Length
Let us now consider a cohesive zone of finite length. In that case, the temperature and pore pressure given in equations 13 and 14 have to be evaluated numerically. The integrals are calculated using Matlab's QUADGK integration routine. By using the parameter values given by Noda et al.
[2009] in our simplified semi-analytical model, we can try to reproduce some of their results, which were produced by full elastodynamic simulations. The only unknown parameter is vc, which is adjusted manually to fit the peak slip rate of the simulation. A value of vc = 0.999cs produces a reasonable reproduction of the simulated slip rate. Figure 5 shows a comparison plot for a crack-like rupture simulated by Noda et al. [2009, their Figure 7b and 7d] . The simplified slipweakening model reproduces reasonably well the pore pressure and temperature rises. At lower rupture speeds the expected p and T changes are significantly lower and occur on longer timescales (see Figure S1 ). As expected, the shear stress in overestimated by the simplified model since the pore pressure rise is not taken into account. As a result, the slip rate is not perfectly matched over long times, and is underestimated by the simplified model.
Discussion and Conclusion
In the framework of frictional heating by flash heating of asperity contacts, we have seen that it is legitimate to neglect the additional weakening due to pore fluid pressurization close to the rupture tip. However, judging from the scaling depicted in Figure 4 , this justification does not hold for fracture energies larger than a few kJ/m 2 . For a given friction drop, the fracture energy depends on the effective normal stress and the slip-weakening distance (equation 4). The effective normal stress is dictated by the depth and the ambient pore pressure; however, very little constrains exist on the weakening distance. In the case of flash heating, Noda et al. [2009] argue that L should be at maximum of the order of the asperity size, i.e., a few tens of micrometers at most. An independent constrain can be attempted by extrapolation of high velocity friction experiments data. Brantut et al. [2008] suggested that the slip weakening distance at high slip rates should scale with the inverse of the square of the normal stress applied to the fault. Thus, weakening distances of the order of 1 m at around 1 MPa [e.g., Mizoguchi et al., 2007] turn into a few hundreds of microns (or less) at mid-seismogenic depth (around 100 MPa effective normal stress). On the other hand, Di Toro et al. [2011] described empirical power law dependence of slip weakening distance on normal stress, which yields extrapolated values of the order of a few millimeters (for fault gouges materials) at seismogenic depth. From these extrapolations, we expect a local fracture energy of the order of 10 to 100 kJ/m 2 . In this range of fracture energies, the effect of pore pressure rise on shear stress is not always negligible (see Figure 4) , but the finiteness of the slipping zone width delays the pore pressure increase. The effect of pore pressure on shear stress is thus important only after the rupture tip has passed in the fault rock. In any event, as confirmed by the comparison of the simplified model with dynamic simulations, the pore pressure rise is not expected to alter significantly the shear stress evolution within the cohesive zone close to the crack tip.
An important implication is that the weakening arising from the flash heating process, operating even in dry conditions, is controlling the local fracture energy and cohesive zone width. As mentioned earlier, pore fluid pressurization becomes important beyond the cohesive zone associated with onset of flash weakening of the crack. Thus, the apparent fracture energy that would be computed using the entire stress-displacement curve, like calculated approximately [Rice, 2006] in the case of slip at a uniform 1 m/s rate, would also include an important contribution from thermal pressurization. The estimates of the local fracture energy from the weakening by flash heating, of the order of a few kJ m −2 , can thus be much lower than the global seismological estimates which are of the order of several MJ m −2 for Mw7 earthquakes [e.g., Mai et al., 2006] . However, we have shown here that this apparent "long term" contribution does not necessary imply an actual contribution to the cohesive zone weakening processes.
A limitation of our study is that an elastic response off the fault has been assumed. At rupture speeds close to the the S-wave speed, off-fault yielding will tend to increase the fracture energy and possibly the cohesive zone length as the rupture propagates [Andrews, 2005] . Thus, for long ruptures (the length of which yet remains to be determined by numerical simulations), fluid pressurization will become more and more significant even within the cohesive zone. Precise estimations of such effects yet remain to be determined by numerical simulations. A subtlety in using relation 4 is that the fracture energy, even in the case of purely elastic behavior off the fault plane, is well defined (see derivations in Palmer and Rice [1973] and Rice [1980] ) only when the shear stress on the rupture plane reaches a constant residual value τr over most of that plane. Thus, we have made a consistent definition of G for the portion of rupture very near the tip using τr = fwσ with σ based on the ambient pore pressure, assumed to not yet be eroded by thermal pressurization over the small distance scales of order R involved. Using that G = fwσ L to set the strength of an equivalent elastic singularity, we could bypass the resolution of the small-scale details of strength evolution during onset of flash weakening and just use fwσ as the shear traction at the tip of the slipping zone of a singular crack. However, if we considered far greater distances from the tip, but still small compared to overall rupture length, and assumed that thermal pressurization had there reduced σ to 0, then the only valid choice for calculating G for the overall rupture from relation 4 would be to use τr = 0.
