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GEOMETRIC STRUCTURE OF DIMENSION FUNCTIONS OF CERTAIN
CONTINUOUS FIELDS
RAMON ANTOINE, JOAN BOSA, FRANCESC PERERA, AND HENNING PETZKA
ABSTRACT. In this paper we study structural properties of the Cuntz semigroup and its
functionals for continuous fields of C∗-algebras over finite dimensional spaces. In a variety
of cases, this leads to an answer to a conjecture posed by Blackadar and Handelman. En-
route to our results, we determine when the stable rank of continuous fields of C∗-algebras
over one dimensional spaces is one.
INTRODUCTION
Recent years of research aiming at the classification of C∗-algebras demonstrated the
Cuntz semigroupW(A), an invariant built out of the positive elements in matrix algebras
over a C∗-algebra A, to be an important ingredient. Cuntz [12] initiated the study of the
functionals on this ordered semigroup, i.e. the normalized semigroup homomorphisms
into the positive reals respecting the order. These functionals are referred to as dimension
functions of A.
Blackadar and Handelman posed two conjectures on the geometry of the set of dimen-
sion functions on a given C∗-algebraA in their 1982 paper [6]. Firstly, they conjectured that
the set of dimension functions forms a simplex. Secondly, they conjectured that the set of
lower semicontinuous dimension functions is dense in the set of all dimension functions.
The relevance of the latter conjecture lies in the fact that the set of lower semicontinuous
dimension functions, being in correspondence with the quasitraces in A, is more tractable
than the set of all dimension functions.
The second named conjecture was proved in [6] for commutative C∗-algebras, while the
first conjecture was left completely unanswered. In [30], the first conjecture was proved
for unital C∗-algebras with stable rank one and real rank zero. Both conjectures were
shown to hold for all unital, simple, separable, exact and Z-stable C∗-algebras in [10], by
giving a suitable representation of their Cuntz semigroup. Further, the first of the above
conjectures was strengthened in [10] to asking the set of dimension functions to form a
Choquet simplex.
Taking advantage of recent advances in the computation ofW(A) for certain C∗-algebras
A, we show in this paper how we were able to answer the Blackadar-Handelman conjec-
tures affirmatively for certain continuous fields of C∗-algebras. Along the way, we obtain
independently interesting results on the stable rank of continuous fields completing ac-
complishments by Nagisa, Osaka and Phillips in [27].
We would like to highlight at this point the key steps of how we were able to prove
the set of dimension functions to be a Choquet simplex for certain continuous fields of
C∗-algebras. Performing Grothendieck’s construction on W(A) gives an ordered abelian
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group K∗0(A). By a result in [18], the set of dimension functions forms a Choquet simplex
provided K∗0(A) has Riesz interpolation. An affirmative answer to the first conjecture is
then linked to certain structural properties of the Cuntz semigroup. Thus, it appears to be
interesting to determine when K∗0(A) has interpolation for a general C
∗-algebra A.
It is known that K∗0(A) has interpolation ifW(A) does, and, as a general strategy in our
setting, we concentrate on proving the latter. We show thatW(A) has interpolation if and
only if its stabilized version Cu(A) = W(A ⊗ K) (see [11]) has interpolation, provided
that W(A) lies naturally as a hereditary subsemigroup in Cu(A). We prove for certain
continuous fields of C∗-algebras A that Cu(A) has interpolation. Since it is known that
the inclusion W(A) ⊆ Cu(A) is hereditary whenever A has stable rank one, we are led at
this point to the question on when continuous fields of C∗-algebras have stable rank one.
Building on work of [27], we settle this question in great generality: The algebra C(X,D)
of continuous functions from a one-dimensional compact metric space into a C∗-algebra
D has stable rank one if and only if the stable rank of D is one and every hereditary subal-
gebra B of D has trivial K1. For general continuous fields of C
∗-algebras A the condition
requiring each fiber to have no K1-obstructions (in the above sense) is still a sufficient con-
dition for sr(A) = 1, but it is not a necessary condition in the general case. Therefore, for
certain continuous fields A of stable rank one, we prove that K∗0(A) has interpolation and
this confirms the first conjecture.
Our approach to the second conjecture is based on representing K∗0(A) sufficiently well
into the group of affine and bounded functions on the trace space of A.
The paper is organized as follows. Section 1 contains our results on the stable rank of
continuous fields, which can be read independently of the rest of the paper. It follows
a short section on hereditariness of W(A) in Cu(A) for continuous fields of C∗-algebras
A. Interpolation results are proved in Section 3, before we apply our results in Section 4
to answer the Blackadar-Handelman conjectures affirmatively for the C∗-algebras under
consideration.
1. CONTINUOUS FIELDS OF STABLE RANK ONE
Let X be a compact metric space of dimension one. We will prove in this section that
the algebra C(X,A) of continuous functions from X into a C∗-algebra A, has stable rank
one, if A has no K1-obstructions as defined below. We also prove the converse direction
in a setting of great generality and prove, as an application, corresponding results for
continuous fields.
Recall from [2], [4], that a C∗-algebra A has no K1-obstructions provided that A has stable
rank one and K1(B) = 0 for every hereditary subalgebra B of A (equivalently, sr(A) = 1
and K1(I) = 0 for every closed two-sided ideal of A). In the case that A is simple or, as
proved by Lin, if A has real rank zero (see [24, Lemma 2.4]), A has no K1-obstructions if
and only if K1(A) = 0.
We start by considering the case where X is the closed unit interval. It was already
noted in [27] that sr(A) = 1 and K1(A) = 0 are necessary conditions for sr(C([0, 1], A)) = 1.
The first condition follows from the fact that A is a quotient of C([0, 1], A), the second is
[27, Proposition 5.2]. We show that also every hereditary subalgebra B must have trivial
K1.
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Proposition 1.1. Let A be any C∗-algebra. If sr(C([0, 1], A)) = 1, then A has no K1-obstructions.
Proof. As already noted previous to the proposition, it is clear that sr(A) = 1 is a necessary
condition.
Let B ⊆ A be a hereditary subalgebra. Let I denote the ideal generated by B. Then
C([0, 1], I) is an ideal of C([0, 1], A) and therefore has stable rank one. It follows from [27,
Proposition 5.2] that K1(I) = 0. Since B is a full hereditary subalgebra of I , we conclude
that K1(B) = 0. 
We will show that conversely, for any C∗-algebra A with no K1-obstructions the stable
rank of C([0, 1], A) = 1. Our proof will follow the proof of [27, Theorem 4.3], where the
same result was shown to hold for C∗-algebras Awith sr(A) = 1, RR(A) = 0, and K1(A) =
0. The proof of [27, Theorem 4.3] refers to Lemma 4.2 of the same paper. Our contribution
is to prove the corresponding lemma to hold in a more general setting.
Lemma 1.2. Let A be a unital C∗-algebra with no K1-obstructions.
For any given ǫ > 0 there is some δ > 0 such that whenever a and b are two invertible contrac-
tions in A with ‖a − b‖ < δ then there is a continuous path (ct)t∈[0,1] in the invertible elements of
A such that c0 = a, c1 = b, and ‖ct − a‖ < ǫ for all t ∈ [0, 1].
Proof. For given ǫ > 0 we choose δ0 > 0 satisfying the conclusion of [35, Lemma 3.4] for
ǫ
2
, i.e., for any positive contraction a and any unitary u with ‖ua− a‖ < δ0 there is a path
of unitaries (ut)t∈[0,1] in A such that u0 = u, u1 = 1A, and ‖uta − a‖ <
ǫ
2
for all t ∈ [0, 1].
(It follows from our assumptions and [33, Theorem 2.10] that U(B∼) is connected for each
hereditary subalgebra B of A, which is needed for the application of [35, Lemma 3.4].)
Find 0 < δ ≤ δ0
2
such that whenever ‖a− b‖ < δ, then ‖|a| − |b|‖ < δ0
2
. (This is possible by
Lemma 2.8 of [25].)
Take two invertible contractions a, b in Awith ‖a− b‖ < δ and write a = u|a| and b = v|b|
with unitaries u, v ∈ A. We first connect a and u|b| by a path of invertible elements. To do
this, define a continuous path (wt)t∈[0,1] by
wt := u(t|b|+ (1− t)|a|), t ∈ [0, 1].
Then w0 = a, w1 = u|b| and, for any t ∈ [0, 1], wt is invertible and
‖wt − a‖ = ‖ut|b| − ut|a|‖ = t‖|b| − |a|‖ <
δ0
2
< ǫ.
Next, we connect u|b| and b by a path of invertible elements. Since
‖v∗u|b| − |b|‖ = ‖u|b| − v|b|‖ ≤ ‖u|b| − u|a|‖+ ‖u|a| − v|b|‖ = ‖|a| − |b|‖+ ‖a− b‖ < δ0,
an application of [35, Lemma 3.4] provides us with a path of unitaries (ut)t∈[0,1] in A such
that u0 = v
∗u, u1 = 1, and ‖ut|b| − |b|‖ <
ǫ
2
for all t ∈ [0, 1].
Define a continuous path (zt)t∈[0,1] by
zt := vut|b|, t ∈ [0, 1].
Then z0 = u|b|, z1 = b and, for each t ∈ [0, 1], zt is invertible and
‖zt − a‖ ≤ ‖vut|b| − v|b|‖+ ‖v|b| − a‖ = ‖ut|b| − |b|‖+ ‖b− a‖ < ǫ.
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Hence
ct :=
{
w2t, t ∈ [0,
1
2
]
z2t−1, t ∈ [
1
2
, 1]
is the continuous path with the desired properties. 
Theorem 1.3. Let A be any C∗-algebra with sr(A) = 1. Then
sr(C([0, 1], A)) =
{
1, if A has no K1-obstructions
2, else.
Proof. It is known that sr(C([0, 1], A)) ≤ 1+sr(A) ≤ 2 ([36]). From Proposition 1.1 we know
that for sr(C([0, 1], A)) = 1 it is a necessary condition that K1(B) = 0 for all hereditary
subalgebras B of A. To show that this condition is also sufficient we follow the lines of the
proof of [27, Theorem 4.3], applying Lemma 1.2 instead of [27, Lemma 4.2]. 
Corollary 1.4. Let A be a simple C∗-algebra with sr(A) = 1 and K1(A) = 0. Then
sr(C([0, 1], A)) = 1 .
The previous corollary answers positively a question raised in [27, 5.9], and also allows
for amuch simpler proof of [27, Theorem 5.7] for Goodearl algebras, since these are always
simple and have stable rank one (see [19]), as follows:
Corollary 1.5. Let A be a Goodearl algebra with K1(A) = 0. Then sr(C([0, 1], A)) = 1.
Another application of Theorem 1.3 is the computation of the stable rank of tensor prod-
ucts A⊗Z of C∗-algebras Awith noK1-obstructions with the Jiang-Su algebra Z . This was
proved by Sudo in [37, Theorem 1.1] assuming that A has real rank zero, stable rank one,
and trivial K1.
Corollary 1.6. Let A be a C∗-algebra with no K1-obstructions. Then the stable rank of A ⊗ Z is
one.
Proof. It is well-known that we can write A⊗ Z as an inductive limit
A⊗ Z = lim
i→∞
A⊗ Zpi,qi,
with pairs of co-prime numbers (pi, qi) and prime dimension drop algebras
Zpi,qi = {f ∈ C([0, 1],Mpi ⊗Mqi | f(0) ∈ Ipi ⊗Mqi, f(1) ∈Mpi ⊗ Iqi}.
Since the stable rank of inductive limit algebras satisfies that sr(limi→∞(Ai)) ≤ lim inf sr(Ai)
([32]) it suffices to show that the stable rank of each Zpi,qi ⊗ A is one.
Fix two co-prime numbers p and q and write Zp,q ⊗A as a pullback
Zp,q ⊗ A //❴❴❴❴❴

✤
✤
✤
Mp(A)⊕Mq(A)
φ

C([0, 1],Mpq(A))
(λ0,λ1)
// // Mpq(A)⊕Mpq(A)
with maps λi(f) = f(i) and φ(A,B) = (A⊗ Iq, Ip ⊗ B).
Our assumptions together with Theorem 1.3 imply that sr(C([0, 1],Mpq(A))) = 1. Fur-
ther, sr(Mm(A)) = 1 for all m ∈ N, and the map from left to right in the pullback diagram
is surjective. An application of [9, Theorem 4.1 (i)] implies that sr(Zp,q ⊗ A) = 1. 
GEOMETRIC STRUCTURE OF DIMENSION FUNCTIONS OF CERTAIN CONTINUOUS FIELDS 5
We now turn our attention to C(X,A) for compact metric spaces X with dim(X) = 1.
From Theorem 1.3 it follows that the stable rank of C(X,A) is one whenver the stable rank
of C([0, 1], A) is one.
Corollary 1.7. Let A be a separable C∗-algebra A with no K1-obstructions, and letX be a compact
metric space of dimension one. Then sr(C(X,A)) = 1.
Proof. If X is a finite graph with m edges and V is its set of vertices, then C(X,A) can be
written as a pullback
C(X,A) //❴❴❴❴

✤
✤
✤
C([0, 1], Am)

An ∼= C(V,A) // Am ⊕ Am
with maps C([0, 1], Am)→ Am ⊕Am given by evaluation at vertices (hence surjective) and
C(V,A) → Am ⊕ Am suitably defined (see, e.g. [4, Section 3]). It is clear that the two
entries in the bottom of the diagram have stable rank one. By Theorem 1.3 the entry in
the upper right corner has stable rank one. It then follows from [9, Theorem 4.1 (i)] that
sr(C(X,A)) = 1.
Finally, if X is one dimensional, we may write X as a (countable) inverse limit of fi-
nite graphs, and so C(X,A) is an inductive limit of algebras that have stable rank one.
Therefore the stable rank of C(X,A) is also one. 
To prove the corresponding result to Theorem 1.3 for more general spaces of dimen-
sion one, we need to generalize Proposition 1.1. The proof is inspired by [27, Proposition
5.2]. We thank Hannes Thiel for providing us with an argument that allows us to drop
unnecessary assumptions in an earlier draft.
Recall that, given a compact metric space X , a continuous map f : X → [0, 1] is essential
if whenever a continuous map g : X → [0, 1] that agrees with f on f−1({0, 1}) must be
surjective. A classical result of Alexandroff shows that ifX is one-dimensional space, then
there is an essential map fromX to [0, 1]. (A suitable generalization of the above definition
can be used to characterize when a space has dimension ≥ n, see [17].)
Proposition 1.8. Let A be any C∗-algebra and X be a compact metric space with dim(X) = 1. If
sr(C(X,A)) = 1, then A has no K1-obstructions.
Proof. Since A is a quotient of C(X,A) it is clear that the stable rank of A must be one.
Further, arguing as in the proof of Proposition 1.1, it suffices to show that K1(A) = 0.
Suppose, to reach a contradiction, that there is a unitary u in A not connected to 1. Let
d be the metric that induces the topology on X . Since X is one-dimensional, there is an
essential map f : X → [0, 1]. Let S = f−1({0}) and T = f−1({1}), which are disjoint closed
sets and hence d(S, T ) > 0. We may assume that d(S, T ) = 1. Now define a continuous
function v : X → A as follows:
v(x) = (1− d(x, T ))+ · u+ (1− d(x, S))+ · 1 .
Notice that, by definition, v|S = 1 and v|T = u. As C(X,A) has stable rank one, there is a
map w : X → A−1 such that ||v − w|| < 1. Denote by A−10 the connected component of A
−1
containing the identity. We have that S ⊆ w−1(A−10 ) and T ⊆ w
−1(A−1 \ A−10 ) as u /∈ A
−1
0
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by assumption. Note that A−10 is both open and closed in A
−1, so by continuity of w we
obtain that S ′ := w−1(A−10 ) and T
′ := w−1(A−1 \ A−10 ) form a partition of X consisting of
clopen sets. Thus we can define a (non-surjective) continuous function h : X → [0, 1] such
that h(S ′) = 0 and h(T ′) = 1, and this contradicts the essentiality of f .

We collected everything for a repetition of the arguments of the proof of Theorem 1.3 in
a more general setting.
Theorem 1.9. Let A be any C∗-algebra with sr(A) = 1 and X be a compact metric space of
dimension one. Then
sr(C(X,A)) =
{
1, if A has no K1-obstructions
2, else.
Although wewon’t need it in the following, we would like to point out that Theorem 1.9
determines the real rank of certain algebras by an application of the well-known inequality
stating that RR(A) ≤ 2sr(A)− 1 and [27, Proposition 5.1].
Corollary 1.10. Let A be C∗-algebra with no K1-obstructions, and letX be a compact metric space
of dimension one. Then RR(C(X,A)) = 1.
In view of Theorem 1.9, it is natural to ask if the same can be obtained for continuous
fields over X . We recall the main definitions (see e.g. [29, 16, 13]). If X is a compact
Hausdorff space, a C(X)-algebra is a C∗-algebra together with a unital ∗-homomorphism
C(X) → Z(M(A)). If Y ⊆ X is a closed set, let A(Y ) = A/C0(X \ Y )A, which also
becomes a C(X)-algebra. Denote by πY : A → A(Y ) the natural quotient map. In the case
that Y = {x}, we then write Ax and πx. The algebra Ax is referred to as the fiber of A at x.
For a C(X)-algebra A, the map x 7→ ||a(x)|| is upper semicontinuous, and if it is contin-
uous, we then say that A is a continuous field.
The natural question is then whether a continuous field of C∗-algebras A over a one-
dimensional space X , all of whose fibers have no K1-obstructions, is necessarily of stable
rank one. And, conversely, if sr(A) = 1 for a continuous field A over a one-dimensional
space X implies K1(Ax) = 0 for all x ∈ X . We attain a positive answer to the first named
question, but the second question can be answered in the negative, even for X = [0, 1] as
we show below.
Theorem 1.11. LetX be a one-dimensional, compact metric space, and let A be a continuous field
over X such that each fiber Ax has no K1-obstructions. Then sr(A) = 1.
Proof. As X is metrizable and one-dimensional, we can apply [28, Theorem 1.2] to obtain
that sr(A) ≤ supx∈X sr(C([0, 1], Ax)). Now the result follows immediately from Theorem
1.9. 
The previous result yields:
Corollary 1.12. (cf. [15, Lemma 3.3]) Let X be a one-dimensional, compact metric space, and let
A be a continuous field of AF algebras. Then sr(A) = 1.
Corollary 1.13. LetX be a one-dimensional, compact metric space, and let A be a continuous field
of simple AI algebras. Then sr(A) = 1.
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If A is a locally trivial field of C∗-algebras with base space the unit interval then it is
clear by the methods above that sr(A) = 1 implies that K1(Ax)must be trivial for all x. For
general continuous fields, this implication is false.
Proposition 1.14. Let B ⊂ C be C∗-algebras with stable rank one such that C has no K1 obstruc-
tions. Let
A = {f ∈ C([0, 1], C) | f(0) ∈ B} .
Then A is a continuous field over [0, 1] with stable rank one.
Proof. It is clear that A is a C([0, 1])-algebra, which is moreover a continuous field.
Observe that A can be obtained as the pullback of the diagram
A //❴❴❴❴❴

✤
✤
✤
B _
i

C([0, 1], C)
ev0
// // C
where ev0 is the map given by evaluation at 0. Since the rows are surjective, we have by
[9, Theorem 4.1] that sr(A) ≤ max{sr(B), sr(C([0, 1], C))}. As C has noK1 obstructions and
sr(B) = 1, we have sr(A) = 1 by Theorem 1.3. 
Proposition 1.15. There exists a (nowhere trivial) continuous fieldA over [0, 1] such that sr(A) =
1 and K1(Ax) 6= 0 for a dense subset of [0, 1].
Proof. Let C = C(X), and B = C(T) where X denotes the cantor set and T the unit circle.
There exists a surjective map π : X → T and hence there is an embedding i : B → C.
Choose a dense sequence {xn}n ⊂ [0, 1] and define
Cn := {f ∈ C([0, 1], C) | f(xn) ∈ i(B)} .
Since X is zero dimensional, C is an AF-algebra and hence has no K1 obstructions. There-
fore Cn is a continuous field over [0, 1] of stable rank one by Proposition 1.14. Note that
Cn(xn) ∼= B which has non trivial K1. We now proceed as in the proof of [14, Corollary 8.3]
to obtain a dense subset of such singularities.
Let A1 = C1, An+1 = An ⊗C[0,1] Cn+1 and A = lim−→(An, θn) where θn(a) = a ⊗ 1 (see [8]).
Note that An can be described as
An = {f ∈ C([0, 1], C
⊗n) | f(xi) ∈ C
⊗i−1 ⊗ i(B)⊗ C⊗n−i, i = 1, . . . , n} ,
and now θn(f)(x) = f(x) ⊗ 1. Hence An is clearly a continuous field which can moreover
be described by the following pullback diagram
An //❴❴❴❴❴❴

✤
✤
✤
B ⊗ C⊗n−1 ⊕ · · · ⊕ C⊗n−1 ⊗B _

C([0, 1], C⊗n)
evx1,...,xn
// // C⊗n⊕ n. . . ⊕C⊗n
Again, since C⊗n is an AF algebra it has no K1 obstructions. Then, a similar argument
as that in the proof of Proposition 1.14 applies to conclude that An has stable rank one.
Moreover, A has stable rank one since it is an inductive limit of stable rank one algebras
An (and is moreover commutative).
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Now, for any x ∈ [0, 1], the fiber A(x) can be computed as lim
−→
An(x). Hence, if x 6∈ {xn}n,
A(x) ∼= lim−→C
⊗n ∼= lim−→C(X
n) ∼= C(lim←−X
n). Since lim←−X
n is also zero dimensional, A(x) is
an AF-algebra and thus has trivial K1.
Assume x = xk ∈ {xn}n. Now for any n ≥ k,
An(xk) ∼= C
⊗k−1 ⊗B ⊗ C⊗n−k ∼= C(Xk−1 × T×Xn−k) .
An application of the Ku¨nneth formula shows that K1(An(xk)) ∼= C(X
n−1,Z) and thus
K1(A(xk)) ∼= lim−→C(X
n−1,Z) ∼= C(
∏∞
i=1X,Z) 6= 0. 
2. HEREDITARINESS
In this short section we study the hereditary character of certain continuous fields. This
will be used in the sequel as, since mentioned earlier, in this setting the classical and the
stabilized Cuntz semigroup carry the same information. We start by recalling the defini-
tions.
LetA be a C∗-algebra, and a, b ∈ A+. We say that a is Cuntz-subequivalent to b, in symbols
a  b, if there is a sequence (vn) in A such that a = limn vnbv
∗
n. We say that a is Cuntz-
equivalent to b, and we write a ∼ b, if both conditions a  b and b  a are satisfied. Upon
extending this relation to M∞(A)+, one obtains an ordered set W(A) = M∞(A)+/∼. We
denote the equivalence class of a ∈ M∞(A)+ by 〈a〉, and then the above set becomes a
partially ordered abelian semigroup when it is equipped with the operation 〈a〉 + 〈b〉 =
〈( a 00 b )〉 = 〈a⊕ b〉, and order given by 〈a〉 ≤ 〈b〉 if a  b. The semigroupW(A) is referred to
as the Cuntz semigroup.
In [11], Coward, Elliott and Ivanescu introduced a category of partially ordered semi-
groups Cu, to which the Cuntz semigroup of a stable C∗-algebra belongs. Furthermore,
they proved that Cu(A) := W(A ⊗ K) defines a sequentially continuous functor from the
category of C∗-algebras to Cu. The semigroup Cu(A) is sometimes called the stabilized
Cuntz semigroup in order to distinguish it fromW(A).
Semigroups in the category Cu have a rich ordered structure not always present in
W(A). Hence, and in order to fit W(A) into this categorical description, a new category
called PreCu was introduced in [1], where W(A) belongs in a number of instances. It is
shown in [1, Proposition 4.1] that there is a functor from PreCu to Cu which is left-adjoint
to the identity. This functor is basically a completion of semigroups and, for a wide class
of C∗-algebras, it sendsW(A) to Cu(A). We recall some of the main facts below.
Recall that, for a partially ordered semigroup M and elements a, b ∈ M , we say that a
is compactly contained in b, in symbols a≪ b, if for any increasing sequence (bn) inM such
that sup(bn) exists and b ≤ sup(bn) there exists n0 such that a ≤ bn0 . When an increasing
sequence (bn) satifies that bn ≪ bn+1, then we say that (bn) is a rapidly increasing sequence.
Definition 2.1 ([11, 1]). LetPreCu be the category whose objects are those partially ordered abelian
semigroupsM satisfying the following properties:
(i) Every element inM is the supremum of a rapidly increasing sequence.
(ii) The relation≪ and suprema are compatible with addition.
Maps of PreCu are semigroup maps preserving suprema of increasing sequences (when they exist),
and the relation≪.
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In this light, Cumay be defined as the full subcategory of PreCu whose objects are those partially
ordered abelian semigroups (in PreCu) for which every increasing sequence has a supremum.
Given a semigroupM in PreCu, we say that a pair (N, ι) is a completion ofM if
(i) N is an object of Cu,
(ii) ι : M → N is an order-embedding in PreCu, and
(iii) for any x ∈ N , there is a rapidly increasing sequence (xn) inM such that x = sup ι(xn).
It was shown in [1, Theorem 5.1] that, forM ∈ PreCu, there exists a (unique) objectM in
Cu and an order-embedding ι : M → M in PreCu, satisfying that (M, ι) is the completion
ofM .
IfM and N are partially ordered semigroups, an order-embedding ι : M → N is called
hereditary if, whenever x ∈ N and y ∈ ι(M) satisfy x ≤ y, then x ∈ ι(M). If the order-
embedding ι : W(A) → W(A ⊗ K) = Cu(A) is hereditary, then we will say that W(A) is
hereditary. In this case,W(A) ∈ PreCu and its completion is (W(A⊗K), ι) (see [1, Theorem
6.1]). There are no examples known of C∗-algebras A for whichW(A) is not hereditary.
Recall ([7]) that if A is a unital C∗-algebra, the radius of comparison of (Cu(A), [1A]), de-
noted by rA, is defined as the infimum of r ≥ 0 satisfying that if x, y ∈ Cu(A) are such
that (n + 1)x +m[1A] ≤ ny for some n,m with
m
n
> r, then x ≤ y. In general, rA ≤ rc(A),
where rc(A) is the radius of comparison of the algebra (see, e.g. [39]) and equality holds
if A is residually stably finite (i.e. all quotients of A are stably finite) (see Proposition 3.2.3
in [7]). It is known that, if A has stable rank one or finite radius of comparison, thenW(A)
is hereditary ([1], [7]). In particular, this holds if A is a continuous field over a one di-
mensional, compact metric space such that each fiber has no K1-obstructions by Theorem
1.11.
The following is probably well known. We include a proof for completeness.
Lemma 2.2. Let X be a compact Hausdorff space, and let A be a C(X)-algebra such that Ax has
stable rank one for all x. Then A is residually stably finite.
Proof. Let I be an ideal of A, which is also a C(X)-algebra, as well as is the quotient A/I ,
with fibers (A/I)x ∼= A/(C0(X \ {x})A+ I). As these are quotients of Ax, they have stable
rank one, so in particular they are stably finite, and this clearly implies A/I is stably finite.

Proposition 2.3. LetX be a finite dimensional compact Hausdorff space, and letA be a continuous
field overX whose fibers are simple, finite, and Z-stable. ThenW(A) is hereditary.
Proof. We know from Lemma 2.2 that A is residually stably finite, so rc(A) = rA. We also
know from [22, Theorem 4.6] thatA itself isZ-stable, whenceCu(A) is almost unperforated
([34, Theorem 4.5]). Thus rA = 0. This implies that A has radius of comparison zero and
then [7, Theorem 4.4.1] applies to conclude thatW(A) is hereditary. 
Remark 2.4. In the previous proposition, finite dimensionality is needed to ensure Z-
stability of the continuous field. Notice that in the case of a trivial continuous field A =
C(X,D) where D is simple, finite, and Z-stable, the same argument can be applied for
arbitrary (infinite dimensional) compact Hausdorff spaces.
Definition 2.5. Let X be a topological space, letM be a semigroup in PreCu, and let f : X →M
be a map. We say that f is lower semicontinuous if, for all a ∈ M , the set {t ∈ X | a ≪ f(t)}
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is open in X . We shall denote the set of lower semicontinuous functions by Lsc(X,M) and the
set of bounded lower semicontinuous functions by Lscb(X,M). Note that, if M ∈ Cu, then
Lsc(X,M) = Lscb(X,M). Furthermore, the sets just defined become ordered semigroups when
equipped with pointwise order and addition.
Recall that a compact metric space X is termed arc-like provided X can be written as
the inverse limit of intervals. Note that arc-like spaces include non-trivial examples, such
as the pseudo-arc which is a one dimensional space that does not contain an arc (see e.g.
[26]).
Proposition 2.6. Let X be an arc-like compact metric space, and let A be a unital, simple C∗-
algebra with stable rank one, and finite radius of comparison. ThenW(C(X,A)) is hereditary.
Proof. We will prove that C(X,A) has finite radius of comparison, and then appeal to
[7, Theorem 4.4.1]. Since Cu is a continuous functor and X is an inverse limit of inter-
vals, we can combine [3, Theorem 2.6] and [4, Proposition 5.18] to obtain Cu(C(X,A)) ∼=
Lsc(X,Cu(A)). Now, by Lemma 2.2, C(X,A) is residually stably finite, and hence by [7,
Proposition 3.3] rc(C(X,A)) = rC(X,A). Since the order in Lsc(X,Cu(A)) is the pointwise
order, it is easy to verify that rC(X,A) ≤ rA. Note that this is in fact an equality as A is a
quotient of C(X,A) (see condition (i) in [7, Proposition 3.2.4]). 
3. LOWER SEMICONTINUOUS FUNCTIONS, CONTINUOUS SECTIONS, AND RIESZ
INTERPOLATION
In this section we prove that the Grothendiek group of the Cuntz semigroup of certain
continuous fields has Riesz interpolation. In some cases we apply the results on hered-
itariness from Section 2 together with results in [4], [3] and [2], and then if A is simple,
unital, ASH, with slow dimension growth, we apply the description ofW(C(X,A)) given
in [38].
We recall the necessary definitions.
Let (M,≤) be a partially ordered semigroup. We say thatM is an interpolation semigroup
if it satisfies the Riesz interpolation property, that is, whenever a1, a2, b1, b2 ∈M are such that
ai ≤ bj for i, j = 1, 2, there exists c ∈ M such that ai ≤ c ≤ bj for i, j = 1, 2. If the order is
algebraic and M is cancellative, then this property is well known to be equivalent to the
Riesz decomposition property and also to the Riesz refinement property (see, e.g. [18]).
Define C as the full subcategory of PreCu whose objects are those semigroups M such
that ι : M →M is hereditary.
Lemma 3.1. LetM be a semigroup in C. Then M is an interpolation semigroup if and only if its
completionM is.
Proof. Assume thatM satisfies the Riesz interpolation property and let ai ≤ bj be elements
inM for i, j ∈ {1, 2}. Denote by ι : M → M the corresponding order-embedding comple-
tion map. We may write ai = sup(ι(a
n
i )) and bj = sup(ι(b
n
j )) for i, j ∈ {1, 2}, where (a
n
i ) and
(bnj ) are rapidly increasing sequences in M . Find m1 ≥ 1 such that ι(a
1
i ) ≤ ι(b
m1
j ). Then
a1i ≤ b
m1
j and by the Riesz interpolation property there is c1 ∈ M such that a
1
i ≤ c1 ≤ b
m1
j .
Suppose we have constructed c1 ≤ · · · ≤ cn in M and m1 < · · · < mn such that a
k
i ≤
ck ≤ b
mk
j for each k. Find mn+1 > mn such that a
n+1
i , cn ≤ b
mn+1
j , and by the interpolation
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property there exists cn+1 ∈ M with a
n+1
i , cn ≤ cn+1 ≤ b
mn+1
j . Now let c¯ = sup ι(cn) ∈ M ,
and it is clear that ai ≤ c¯ ≤ bj for all i, j.
Since ι is a hereditary order-embedding, the converse implication is immediate. 
Lemma 3.2. LetM ∈ Cu satisfy the property that, whenever ai, bj (i, j = 1, 2) are elements inM
and ai ≪ bj for all i and j, then, for every a
′
i ≪ ai, there is c ∈ M such that a
′
i ≪ c ≪ bj . Then
M is an interpolation semigroup.
Proof. Suppose that ai ≤ bj in M (for i, j = 1, 2). Write ai = sup a
n
i and bj = sup b
m
j ,
where (ani ) and (b
m
j ) are rapidly increasing sequences in M . Since a
1
i ≪ a
2
i ≪ bj , there is
m1 ≥ 1 such that a
2
i ≪ b
m1
j . By assumption, there are elements c1 ≪ c
′
1 in M such that
a1i ≪ c1 ≪ c
′
1 ≪ b
m1
j . Now, there ism2 > m1 such that c
′
1, a
3
i ≪ b
m2
j , so a second application
of the hypothesis yields elements c2 ≪ c
′
2 with c1, a
2
i ≪ c2 ≪ c
′
2 ≪ b
m2
j . Continuing in this
way we find an increasing sequence (cn) inM whose supremum c satisfies ai ≤ c ≤ bj . 
Remark 3.3. It is proved in [4, Theorem 5.15] that, if X is a finite dimensional, compact
metric space and M ∈ Cu is countably based, then Lsc(X,M) is also in Cu. As it turns
out from the proof of this fact, every function in Lsc(X,M) is a supremum of a rapidly
increasing sequence of functions, each of which takes finitely many values.
Proposition 3.4. LetM ∈ C be countably based, let (M, ι) be its completion, and letX be a finite
dimensional, compact metric space. Then Lscb(X,M) is an object of C and (Lsc(X,M), i) is its
completion, where i is induced by ι.
Proof. Notice that Lsc(X,M) ∈ Cu and that i(f) = ι ◦ f defines an order-embedding.
Given f ∈ Lsc(X,M), write f = sup fn, where (fn) is a rapidly increasing sequence of
functions taking finitely many values. Since fn ≪ f and thus fn(x) ≪ f(x) for every x ∈
X , the range of fn is a (finite) subset of ι(M). Therefore each fn belongs to Lscb(X,M). 
Proposition 3.5. LetM be a countably based, interpolation semigroup in Cu, and letX be a finite
dimensional, compact metric space. Then Lsc(X,M) is an interpolation semigroup.
Proof. We apply Lemma 3.2, so assume fi ≪ f
′
i ≪ gj for i, j = 1, 2. Since fi ≪ f
′
i , given
x ∈ X there is a neighborhood U ′x of x and ci,x ∈ M such that fi(y) ≪ ci,x ≪ f
′
i(y) for
all y ∈ U ′x (by [4, Proposition 5.5]). Now ci,x ≪ f
′
i(y) ≪ gj(y) for each y ∈ U
′
x, so in
particular it will hold for x. Since M is an interpolation semigroup, there is dx ∈ M such
that ci,x ≪ dx ≪ gj(x) and, by lower semicontinuity of gj , there is a neighborhood U
′′
x such
that dx ≪ gj(y) for every y ∈ U
′′
x . Thus, if Ux = U
′
x ∩ U
′′
x , we have fi(y)≪ dx ≪ gj(y) for all
y ∈ Ux.
We may now run the argument in [4, Proposition 5.13] to patch the values dx into a
function h ∈ Lsc(X,M) that takes finitely many values and fi ≪ h≪ gj , as desired. 
Corollary 3.6. Let M be a countably based semigroup in C and let X be a finite dimensional,
compact metric space. Then, ifM is an interpolation semigroup, so is Lscb(X,M).
Proof. By Lemma 3.1 followed by Proposition 3.5, the semigroup Lsc(X,M) is an interpo-
lation semigroup, whereM is the completion ofM . On the other hand, by Proposition 3.4,
Lsc(X,M) is the completion of Lscb(X,M) ∈ C, whence another application of Lemma 3.1
yields the conclusion. 
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Let (M,≤) be a partially ordered semigroup. We denote by G(M) its Grothendieck
group, and order G(M) by setting G(M)+ = {[a] − [b] | b ≤ a} as its positive cone. This
defines a partial order on G(M) and, for a, b, c, d ∈ M
[a]− [b] ≤ [c]− [d] in G(M) ⇐⇒ a+ d+ e ≤ b+ c+ e inM for some e ∈ M.
IfA is a C∗-algebra, we denote byK∗0(A) the Grothendieck group ofW(A) and by [a]− [b]
the elements of this group, where a, b ∈ M∞(A)+ (see [12]). It is easy to see that the set of
states on a semigroup can be naturally identified with the set of states on its Grothendieck
group.
Condition (i) in the result below is a special case of Theorem 3.12, but the proof in this
case is easier.
Theorem 3.7. LetX be a compact metric space, and let A be a separable, C∗-algebra of stable rank
one. Then K∗0(C(X,A)) is an interpolation group in the following cases:
(i) dimX ≤ 1, K1(A) = 0 and has either real rank zero or is simple and Z-stable.
(ii) X is arc-like, A is simple and either has real rank zero and finite radius of comparison, or else
is Z-stable.
(iii) dimX ≤ 2 with vanishing second Cˇech cohomology group Hˇ2(X,Z), and A is an infinite
dimensional AF-algebra.
Proof. (i): If A has real rank zero, it was proved in [30, Theorem 2.13] that W(A) satisfies
the Riesz interpolation property, and then so does Cu(A) by Lemma 3.1. In the case that
A is simple and Z-stable, Cu(A) is an interpolation semigroup by [38, Proposition 5.4].
Since, by [4, Theorem 3.4], Cu(C(X,A)) is order-isomorphic to Lsc(X,Cu(A)) we obtain,
using Proposition 3.5, that Cu(C(X,A)) is an interpolation semigroup in both cases. By
Corollary 1.7, C(X,A) has stable rank one, and soW(C(X,A)) is hereditary, hence also an
interpolation semigroup by Lemma 3.1. ThusK∗0(C(X,A)) is an interpolation group (using
[30, Lemma 4.2]).
(ii): By Proposition 2.6 and its proof we see that W(C(X,A)) is hereditary and that
Cu(C(X,A)) is order-isomorphic to Lsc(X,Cu(A)). Now the proof follows the lines of
the previous case.
(iii): This follows as above, using [4, Corollary 3.6], so that Cu(C(X,A)) is order-isomor-
phic to Lsc(X,Cu(A)), and the proof of Proposition 2.6, so that W(C(X,A)) is hereditary.

Remark 3.8. Note that if K1(A) 6= 0 in case (ii) of Theorem 3.7, then sr(C([0, 1], A)) = 2 (see
[27, Proposition 5.2] and Section 1). Notice also that it remains an open problem to decide
whether a simple C∗-algebra A with real rank zero and stable rank one must have weakly
unperforated K0(A) (which is in fact equivalent to the fact that A has strict comparison).
We now turn our consideration to algebras of the form C(X,A) where A is a unital,
simple, non-type I ASH-algebra with slow dimension growth. In this setting we are able to
obtain the same conclusion as abovewithout the necessity to go over proving interpolation
of Cu(C(X,A)). We first need a preliminary result.
Proposition 3.9. LetN be a partially ordered abelian semigroup and letM be an ordered subsemi-
group of N such that M + N ⊆ M . Then G(M) and G(N) are isomorphic as partially ordered
abelian groups.
GEOMETRIC STRUCTURE OF DIMENSION FUNCTIONS OF CERTAIN CONTINUOUS FIELDS 13
Proof. Let us denote by γ : M → G(M) and η : N → G(N) the natural Grothendieck maps.
Fix c ∈M , and define α : N → G(M) by α(a) := γ(a+ c)− γ(c). Using thatM +N ⊆M , it
is easy to verify that the definition of α does not depend on c. Now, if a, b ∈ N , we have
α(a+ b) = γ(a+ b+ c)− γ(c) = γ(a+ b+ c) + γ(c)− 2γ(c)
= γ(a+ c+ b+ c)− 2γ(c) = (γ(a+ c)− γ(c)) + (γ(b+ c)− γ(c))
= α(a) + α(b) ,
so that α is a homomorphism. It is clear that α(N) ⊆ G(M)+.
By the universal property of the Grothendieck group, there exists a group homomor-
phism α′ : G(N)→ G(M) such that α′(η(a)− η(b)) = α(a)− α(b). Note that α′ is injective.
Indeed, if α(a)− α(b) = 0, then γ(a + c) = γ(b + c) and so a + c + c′ = b + c + c′ for some
c′ ∈M , and thus η(a) = η(b).
If η(a)−η(b) ∈ G(N)+ with b ≤ a inN , then b+c ≤ a+c inM and so γ(b+c)−γ(a+c) ∈
G(M)+. Therefore
α′(η(a)− η(b)) = α(a)− α(b)
= γ(a+ c)− γ(c)− (γ(b+ c)− γ(c)) = γ(a+ c)− γ(b+ c) ,
which shows that α′(G(N)+) ⊆ G(M)+.
Observe that, if a ∈ M ⊆ N , then α(a) = γ(a + c) − γ(c) = γ(a). This implies that any
element in G(M) has the form
γ(a)− γ(b) = γ(a+ c)− γ(b+ c) = α′(η(a+ c)− η(b+ c))
and so α′ is surjective and α′(G(N)+) = α(G(M)+).

Given semigroups N andM as above, we will say thatM absorbs N .
For a C∗-algebra A, let us denote by W(A)+ the classes of those elements in M∞(A)+
which are not Cuntz equivalent to a projection. Note that, if A has stable rank one, then
W(A)+ absorbsW(A) (see, e.g. [5]). If nowX is a finite dimensional compact metric space,
define
Lscb(X,W(A)+) = {f ∈ Lscb(X,W(A)) | f(X) ⊆W(A)+} .
It is clear that Lscb(X,W(A)+) absorbs Lscb(X,W(A)).
Theorem 3.10. Let X be a finite dimensional, compact metric space, and let A be a unital, simple,
non-type I, ASH algebra with slow dimension growth. Then K∗0(C(X,A)) is an interpolation
group.
Proof. A description of W(C(X,A)) for the algebras in the hypothesis is given in [38,
Corollary 7.1] by means of pairs (f, P ) consisting of a lower semicontinuous function
f ∈ Lscb(X,W(A)), and a collection P , indexed over [p] ∈ V (A), of projection valued func-
tions in C(f−1([p]), A ⊗ K) modulo a certain equivalence relation. If f ∈ Lscb(X,W(A)+),
then clearly f−1([p]) = ∅ for all [p] ∈ V (A) thus notably simplifying the description of
these elements. Namely, there is only one pair of the form (f, P0), where P0 does not de-
pend on f ∈ Lscb(X,W(A)+). In particular, the assignment f 7→ (f, P0) defines an order-
embedding Lscb(X,W(A)+)→W(C(X,A))whose image absorbsW(C(X,A)). As we also
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have that Lscb(X,W(A)+) absorbs Lscb(X,W(A)), we have by Proposition 3.9 that
K∗0(C(X,A))
∼= G(Lscb(X,W(A)+)) ∼= G(Lscb(X,W(A))) ,
as partially ordered abelian groups. SinceW(A) is an interpolation semigroup ([38, Propo-
sition 5.4]) we conclude, using Corollary 3.6 and [30, Lemma 4.2], that K∗0(C(X,A)) is an
interpolation group. 
We close this section by analysing continuous fields over one-dimensional spaces. As
in the previous results, we will need a representation of the Cuntz semigroup of such
algebras, which in this case can be done in terms of continuous sections over a topological
space. We recall the main definitions below (see [2] for a fuller account).
Let X be a compact Hausdorff space, and denote by VX the category of closed sets
with non-empty interior, with morphisms given by inclusion. A Cu-presheaf over X is a
contravariant functor S : VX → Cu. We denote by S = S(X) and by π
W
V : S(W )→ S(V ) the
restriction maps (where V ⊆ W ). A Cu-presheaf is a Cu-sheaf if, whenever V and V ′ ∈ VX
are such that V ∩ V ′ ∈ VX , the map
πV ∪V
′
V × π
V ∪V ′
V ′ : S(V ∪ V
′)→ {(f, g) ∈ S(V )× S(V ′) | πVV ∩V ′(f) = π
V ′
V ∩V (g)},
is bijective. We say that a Cu-presheaf (respectively a Cu-sheaf) is continuous if for any
decreasing sequence of closed subsets (Vi)
∞
i=1 with ∩
∞
i=1Vi = V ∈ VX , the limit limS(Vi)
is isomorphic to S(V ). We will assume from now on that all Cu-presheaves and all Cu-
sheaves are continuous.
Given a Cu-presheaf S over X , and x ∈ X , we define the fiber of S at x as Sx :=
limx∈V˚ S(V ). We will denote by πx : S → Sx the natural maps, and also by πU the maps
πXU . To ease the notation in the sequel, we shall refer to Cu-presheaves or Cu-sheaves as
presheaves or sheaves, respectively. A (pre)sheaf is surjective if all the restriction maps are
surjective.
For a presheaf S, we define FS = ⊔x∈XSx and π : FS → X by π(s) = x if s ∈ Sx. A section
of FS is a map f : X → FS such that πf = idX . Elements of S induce sections as follows:
given s ∈ S, we denote by sˆ(x) = πx(s), and it is clear that sˆ defines a section of FS . A
section f : X → FS is continuous if the following holds:
- For all x ∈ X and ax ∈ Sx such that ax ≪ f(x), there exist a closed set V with x ∈ V˚
and s ∈ S such that sˆ(x)≫ ax and sˆ(y)≪ f(y) for all y ∈ V .
We denote by Γ(X,FS) the set of all continuous sections, which becomes a partially or-
dered abelian semigroup when equipped with the pointwise order and addition. As
shown in [2, Theorem 3.10], if X is one dimensional and S : VX → Cu is a surjective sheaf
over X with S countably based, then Γ(X,FS) belongs to the category Cu.
Our main interest is in the Cu-sheaf determined by continuous fields. If A is a continu-
ous field over X whose fibers have no K1-obstructions, and CuA denotes the sheaf given
by CuA(V ) = Cu(A(V )), then the natural map Cu(A) → Γ(X,FCu(A)) defined by s 7→ sˆ is
an order-isomorphism in Cu (by [2, Theorem 3.12]).
Proposition 3.11. Let X be a one dimensional, compact metric space, and let S : VX → Cu be a
surjective sheaf such that Sx is an interpolation semigroup for each x ∈ X . Then Γ(X,FS) is also
an interpolation semigroup.
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Proof. We apply Lemma 3.2, and so suppose that f ′i ≪ fi ≪ gj , for i, j = 1, 2. Given
x ∈ X , there are elements ai,x ∈ Sx such that f
′
i(x) ≪ ai,x ≪ fi(x) for each i, and that
satisfy condition (ii) in [2, Proposition 3.2]. As ai,x ≪ fi(x), there are by continuity a closed
neighborhood Vx of x with x ∈ V˚x and si ≪ s
′
i ≪ s
′′
i ∈ S (depending on x) such that
ai,x ≪ sˆi and sˆ
′′
i (y) ≪ fi(y) for all y ∈ Vx. Now apply [2, Proposition 3.2 (ii)] so there
is a closed neighborhood Wx ⊆ Vx (whose interior contains x) such that f
′
i(y) ≤ sˆi(y) ≪
sˆ′i(y)≪ sˆ
′′
i (y)≪ fi(y) for all y ∈ Wx.
At x, we have that sˆ′i(x) ≪ gj(x), so by the interpolation property assumed on Sx and
[2, Lemma 3.3], there are elements cx ≪ c
′
x in S such that
f ′i(x) ≤ sˆi(x)≪ sˆ
′
i(x)≪ cˆx(x)≪ cˆ
′
x(x)≪ gj(x) .
Since cx ≪ c
′
x, we may apply [2, Corollary 3.4] to find a closed subset W
′
x ⊆ W˚x such that
πW ′x(cx) ≪ gj |W ′x for each j. Since si ≪ s
′
i for each i, another application of [2, Corollary
3.4] yields a closed subsetW ′′x ⊆ W˚x such that πW ′′x (si) ≪ π|W ′′x (cx) for each i. We therefore
conclude that f ′i(y) ≪ cˆx(y) ≪ gj(y) for all y ∈ W
′
x ∩ W
′′
x and for all i, j ∈ {1, 2}. By
compactness we obtain a finite cover W1, . . . ,Wn of X and elements c1, . . . , cn ∈ S such
that f ′i(y)≪ cˆi(y)≪ gj(y) for all y ∈ Wi. We now run the argument in [2, Proposition 3.8]
to patch the sections cˆi into a continuous section h ∈ Γ(X,FS) such that fi ≪ h≪ gj . 
Theorem 3.12. Let X be a one dimensional, compact metric space. Let A be a continuous field
over X such that, for all x ∈ X , Ax has stable rank one, trivial K1, and is either of real rank zero,
or simple and Z-stable. Then K∗0(A) is an interpolation group.
Proof. As mentioned above, by [2, Theorem 3.12] we have an order-isomorphism between
Cu(A) and Γ(X,FCu(A)), and the latter is an interpolation semigroup by Proposition 3.11.
Furthermore, A has stable rank one by Theorem 1.11, and so W(A) is hereditary. Hence,
W(A) will also be an interpolation semigroup (Lemma 3.1) and K∗0(A) is an interpolation
group. 
4. STRUCTURE OF DIMENSION FUNCTIONS
In this section we apply the above results to confirm the conjectures of Blackadar and
Handelman for certain continuous fields of C∗-algebras.
IfA is unital, the maps d : W(A)→ R+ that respect addition, order, and satisfy d(〈1A〉) =
1 are called dimension functions, and we denote the set of them by DF(A). In other words,
DF(A) equals the set of states St(W(A), 〈1A〉) on the semigroupW(A), which clearly agrees
with St(K∗0(A),K
∗
0(A)
+, [1A]).
Theorem 4.1. LetX be a finite dimensional, compact metric space, and let A be a separable, unital
C∗-algebra. Then DF(A) is a Choquet simplex in the following cases:
(i) dimX ≤ 1 and A is a continuous field such that, for all x ∈ X , Ax has stable rank one, trivial
K1 and is either of real rank zero or else simple and Z-stable.
(ii) X is an arc-like space and A = C(X,B) whereB is simple, with real rank zero, and has finite
radius of comparison, or else B is simple and Z-stable.
(iii) dimX ≤ 2, Hˇ2(X,Z) = 0, and A = C(X,B) with B an AF-algebra.
(iv) A = C(X,B), where B is a non-type I, simple, ASH algebra with slow dimension growth.
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Proof. By the results of Section 3, K∗0(A) is an interpolation group in all the cases. Then, by
[18, Theorem 10.17], DF(A) is a Choquet simplex. 
Proposition 4.2. Let X and Y be compact Hausdorff spaces. Put
Gb(X, Y ) = {f : X × Y → R | f = g − h with g, h ∈ Lscb(X × Y )
++} .
Then
(i) Gb(X, Y ), equipped with the pointwise order, is a partially ordered abelian group.
(ii) For any f ∈ Lscb(X,Lscb(Y )
++), the map f˜ : X × Y → R+, defined by f˜(x, y) = f(x)(y),
is lower semicontinuous.
(iii) The map β : G(Lscb(X,Lscb(Y )
++))→ Gb(X, Y ) defined by
β([f ]− [g]) = f˜ − g˜
is an order-embedding.
Proof. (i): This is trivial.
(ii): We have to show that the set Uα = {(x, y) | f(x)(y) > α} is open for all α > 0.
Fix (x0, y0) ∈ Uα. Since f(x0)(y0) > α, we may consider f(x0)(y0) > α + ǫ
′ > α + ǫ > α
for some ǫ, ǫ′ > 0. Since f(x0) is lower semicontinuous, there exists an open set V
′
y0 ⊆ Y
containing y0 such that f(x0)(y) > α + ǫ for all y ∈ V
′
y0
. Now, as Y is compact, f(x0) is
bounded away from zero and we find 0 < ǫ0 < α such that f(x0)(y) > ǫ0 for all y ∈ Y .
Let Vy0 be an open neighborhood of y0 such that Vy0 ⊆ V y0 ⊆ V
′
y0
. Define g ∈ Lscb(Y )
++
by g(y) = α + ǫwhen y ∈ Vy0 and g(y) = ǫ0 < α otherwise. Observe that, by the way we
have chosen Vy0 and the construction of g, for every y ∈ Y , there exists Uy containing y and
λy ∈ R
+ such that g(y′) ≤ λy < f(x0)(y
′) whenever y′ ∈ Uy. This implies that g ≪ f(x0) in
Lscb(Y ).
Since f is lower semicontinuous, {x ∈ X | f(x)≫ g} is an open set containing x0. Thus,
we may find an open set Ux0 such that x0 ∈ Ux0 and f(x) ≫ g for all x ∈ Ux0 . Now, for
(x, y) in the open set Ux0 × Vy0 ⊆ X × Y we have f˜(x, y) = f(x)(y) > g(y) = α + ǫ > α.
(iii): We first need to check that β is well-defined. Suppose that [f ] − [g] = [f ′] − [g′] in
G(Lscb(X,Lscb(Y )
++)). Then there is h such that f + g′ + h = f ′ + g + h. Since h(x) is
bounded for every x, we obtain f(x)(y) + g′(x)(y) = f ′(x)(y) + g(x)(y) for all x and y, and
so f(x)(y)−g(x)(y) = f ′(x)(y)−g′(x)(y). By (ii), it is clear that β([f ]− [g]) ∈ Gb(X, Y ), and
that it is a group homomorphism. If [f ]− [g] ∈ G(Lscb(X,Lscb(Y )
++)), then g ≤ f , if and
only if g(x)(y) ≤ f(x)(y) for each x and y, proving that β is an order-embedding. 
As customary, for a unital C∗-algebra Awe we denote the set of normalized quasi traces
on A by QT(A), and the set of normalized tracial states by T(A). Recall that for an exact
C∗-algebra QT(A) = T(A) ([21]). We also denote the set of extreme points of a convex set
K by ∂eK.
Although the result below might be well-known to experts, we provide a proof for com-
pleteness (with thanks to Nate Brown).
Lemma 4.3. Let X be a compact Hausdorff space and let A be a unital C∗-algebra. Then there
exists a homeomorphism between ∂eT(C(X,A)) andX×∂eT(A). Moreover, if τ ∈ ∂eT(C(X,A))
corresponds to (x, τA), then dτ(b) = dτA(b(x)) for any b ∈M∞(C(X,A))+.
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Proof. Recall that a normalized trace on a unital C∗-algebra is extremal if, and only if, the
weak closure of its corresponding GNS-representation is a factor (i.e. has trivial center),
see, e.g. [16, Theorem 6.7.3]. Now identify C(X,A) with B := C(X) ⊗ A. Let τ ∈ ∂eT(B)
and let (πτ ,Hτ , v) be the GNS-triple associated to τ , and we know that πτ (B)
′′ is a factor.
Since C(X) ⊗ 1A is in the center of B, we have that πτ (C(X) ⊗ 1A) is in the center of
πτ (B)
′′, whence πτ (C(X) ⊗ 1A) = C. Thus, the restriction of πτ to C(X) ⊗ 1A corresponds
to a point evaluation evx0 for some x0 ∈ X .
Next,
τ(f ⊗ a) = 〈πτ (f ⊗ a)v, v〉 = 〈evx0(f)πτ (1⊗ a)v, v〉 = f(x0)〈πτ (1⊗ a)v, v〉 = f(x0)τ(1⊗ a) ,
for all f ∈ C(X) and a ∈ A. Therefore τ = evx0⊗ τA where τA is the restriction of τ to 1⊗A.
Note that τA is extremal as τ is.
We thus have a map ψ : ∂eT(B) → ∂eT(C(X)) × ∂eT(A) defined by ψ(τ) = (evx0 , τA),
which is easily seen to be a homeomorphism.
Now identifyMn(C(X,A))with C(X,Mn(A)) and let b ∈ C(X,Mn(A))+. Let τ ∈ ∂eT(B)
and ψ(τ) = (x, τA). Then
dτ (b) = lim
k→∞
τ(b1/k) = lim
k→∞
τA(b
1/k(x)) = dτA(b(x)) .

Given τ ∈ QT(A) and a ∈M∞(A)+, we may construct
dτ (a) = lim
n→∞
τ(a1/n) .
It turns out that the above map only depends on the Cuntz equivalence class of a, and that
it defines a lower semicontinuous state onW(A) (see [6, 12]). These states are called lower
semicontinuous dimension functions, and we denote them by LDF(A).
If K is a compact convex set, we shall denote by LAffb(K)
++ the semigroup of (real-
valued) bounded, strictly positive, lower semicontinuous and affine functions on K. This
is a subsemigroup of the group Affb(K) of all real-valued, bounded affine functions de-
fined on K. Now, given a C∗-algebra A, we may define a semigroup homomorphism
ϕ : W(A)+ → LAffb(QT(A)) ,
by ϕ(〈a〉)(τ) = dτ (a) (see, e.g. [5], [31]). For ease of notation, we shall denote ϕ(〈a〉) = aˆ.
Notice that, if A is simple, then aˆ ∈ LAffb(QT(A))
++ if a is non-zero.
Observe also that there is an ordered morphism α : W(C(X,A))→ Lscb(X,W(A)), given
by α(〈b〉)(x) = 〈b(x)〉.
Proposition 4.4. Let X be a compact Hausdorff space, and let A be a separable, exact, infinite
dimensional, simple, unital, C∗-algebra with strict comparison and such that T(A) is a Bauer
simplex. Then there is an order-embedding
G(Lscb(X,W(A)))→ Affb(T(C(X,A))) .
Moreover, given b ∈ C(X,Mn(A))+, this map sends the class of the function α(〈b〉) to bˆ.
Proof. Since Lscb(X,W(A)+) absorbs Lscb(X,W(A)), there is by Lemma 3.9 an order-iso-
morphism between G(Lscb(X,W(A))) and G(Lscb(X,W(A)+)). In fact, if we take 〈a〉 ∈
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W(A)+, and let v : X →W(A)+ be the function defined as v(x) = 〈a〉, the previous isomor-
phism takes [α(〈b〉)] to [α(〈b〉) + v] − [v]. Next, as A has strict comparison, the semigroup
homomorphism ϕ defined previous to this proposition is an order-embedding (see [31,
Theorem 4.4]) and thus induces
G(Lscb(X,W(A)+))→ G(Lscb(X,LAffb(T(A))
++)) ,
which is also an order-embedding, and takes [α(〈b〉) + v] − [v] to [ϕ˜(α(〈b〉)) + aˆ] − [aˆ],
where we identify aˆ with a constant function and ϕ˜(α(〈b〉))(x) = b̂(x). Now, since T(A)
is a Bauer simplex, the restriction to the extreme boundary yields a semigroup isomor-
phism r : LAffb(T(A))
++ ∼= Lscb(∂eT(A))
++ (see, e.g. [20, Lemma 7.2]). Combining these
observations with condition (iii) in Proposition 4.2, we obtain an order-embedding
G(Lscb(X,Lscb(∂eT(A))
++))→ Gb(X, ∂eT(A)) ,
that sends [r(ϕ˜(α(〈b〉)) + aˆ)] − [r(aˆ)] to r(ϕ˜(α(〈b〉)) + aˆ)∼ − r(aˆ)∼, which equals the func-
tion (x, τA) 7→ dτA(b(x)). Finally, upon identifying the compact space X × ∂eT(A) with
∂eT(C(X,A)) (by Lemma 4.3), a second usage of [20, Lemma 7.2] allows us to order-embed
Gb(X, ∂eT(A)) into Affb(T(C(X,A))), and the map (x, τA) 7→ dτA(b(x)) is sent to bˆ, as de-
sired. 
Theorem 4.5. LetX be a finite dimensional, compact metric space, and letA be a unital, separable,
infinite dimensional and exact C∗-algebra of stable rank one such that T(A) is a Bauer simplex.
Then LDF(C(X,A)) is dense in DF(C(X,A)) in the following cases:
(i) dimX ≤ 1 and A is simple, K1(A) = 0 and A has strict comparison.
(ii) X is arc-like, A is simple, has real rank zero, and strict comparison.
(iii) dimX ≤ 2 and Hˇ2(X,Z) = 0, with A an AF-algebra.
(iv) A is a non-type I, simple, unital ASH algebra with slow dimension growth.
Proof. (i): By [4, Theorem 3.4], we have that Cu(C(X,A)) and Lsc(X,Cu(A)) are order-
isomorphic, and W(C(X,A)) is hereditary as it has stable rank one by Theorem 1.9. It
follows easily from this that W(C(X,A)) is order-isomorphic to Lscb(X,W(A)). We may
apply Proposition 4.4 so that K∗0(C(X,A)) is order-isomorphic to a (pointwise ordered)
subgroup G of Affb(T(C(X,A))) in such a way that [b] is mapped to bˆ, and in particular [1]
is sent to the constant function 1.
We apply now the same argument as in [10, Theorem 6.4], which we sketch for conve-
nience. If d ∈ DF(C(X,A)), then it can be identified with a normalized state (at 1) on G.
By [10, Lemma 6.1], there is a net of traces (τi) in T(C(X,A)) such that d(s) = limi s(τi) for
any s ∈ G. In particular, d([b]) = limi bˆ(τi) = dτi(b) for b ∈M∞(C(X,A))+.
(ii): This case uses the same arguments as (i), replacing [4, Theorem 3.4] by Proposition
2.6 and its proof.
(iii): Proceed as in case (i), using [4, Corollary 3.6] instead of [4, Theorem 3.4] and Re-
mark 2.4.
(iv): As in the proof of Theorem 3.10, we see that K∗0(C(X,A))
∼= G(Lscb(X,W(A))) as
ordered groups, and then we may use the same argument as in case (i). 
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