However, we should not use kappa as a measure of agreement when all raters or devices cannot be treated symmetrically.
and p e = p 1+ p +1 + p 2+ p +2 is the proportion of agreement expected by chance.
If there is complete agreement, κ = 1. If observed agreement is greater than or equal to chance agreement, κ ≥ 0, and if observed agreement is less than chance agreement, κ < 0. The minimum value of κ depends on the marginal proportions. If they are such that p e = 0.5, then the minimum equals -1. Otherwise, the minimum is between -1 and 0. However, we should not use kappa as a measure of agreement when all raters or devices cannot be treated symmetrically.
When one of the sources of ratings may be viewed as superior or a standard, e.g., one rater is senior to the other or one medical device is more precise measuring instrument than the other, kappa may no longer be appropriate. Let us assume that there are two raters, who independently rate n subjects into one of two mutually exclusive and exhaustive nominal categories. Let p ij be the proportion of subjects that are placed in the i, jth cell, i.e., assigned to the ith category by the first rater and to the jth category by the second rater (i, j = 1, 2). Also, let p i+ = p i1 + p i2 denote the proportion of subjects placed in the ith row (i.e., the ith category by the first rater), and let p +j = p 1j + p 2j denote the proportion of subjects placed in the jth column (i.e., the jth category by the second rater). Then the kappa coefficient is
where p o = p 11 + p 22 is the observed proportion of agreement 
