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El análisis empírico de la productividad de las infraestructuras se ha en-
frentado a múltiples problemas econométricos que parecen estar detrás
de la gran variabilidad en los resultados obtenidos en la literatura. Uno
de esos problemas es la multicolinealidad existente al estimar los pará-
metros de una función de producción regional que incluye entre los in-
puts la dotación de capital público. En este trabajo se aborda el problema
de la multicolinealidad introduciendo información a priori sobre los pa-
rámetros de interés. Para ello, empleamos el método de máxima entropía
para estimar una función de producción con datos de las regiones espa-
ñolas. Los resultados de las estimaciones señalan que las infraestructuras
tienen una influencia relevante en la producción. 
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l análisis empírico en economía se ve limitado con frecuencia por las ca-
racterísticas de los datos disponibles. Así ocurre cuando la correlación exis-
tente entre las variables explicativas de un modelo provoca un problema de
multicolinealidad. La multicolinealidad causa una elevada varianza del es-
timador de mínimos cuadrados reduciendo, por tanto, su precisión. Como
resultado, se produce una elevada sensibilidad de los parámetros estimados a la
especificación del modelo, bajos niveles de significatividad, así como estimacio-
nes poco razonables en signo o magnitud [Greene (2000), pág. 256]. En estas
condiciones los resultados obtenidos pueden ser razonablemente cuestionados. 
Estimar un modelo en presencia de multicolinealidad es equivalente a tratar
con un problema de escasez de datos, puesto que los datos correlacionados no
aportan, de hecho, información adicional para la estimación [Goldberger (1991),
pág. 246]. Una solución trivial a este problema de escasez de información consis-
te en ampliar la muestra [Judge et al. (1988), pág. 874]. Pero cuando no se dispo-
ne de más información muestral, o ésta no reduce la multicolinealidad, una alter-
nativa consiste en el uso de algún tipo de información no-muestral, materializada
en priors sobre el valor de los parámetros. La estimación por máxima entropía
(ME) proporciona un método riguroso pero operacionalmente simple para intro-
ducir en la estimación información a priori sobre los parámetros del modelo. Por
tanto, el método de ME, como cualquier método de tipo bayesiano, puede mejorar
el problema de multicolinealidad, al reducir la varianza del estimador.
En este trabajo se utiliza el método de ME para obtener evidencia sobre la con-
tribución de las infraestructuras al crecimiento del output de las regiones españolas
estimando una función de producción agregada. Cuando se estiman funciones de
producción regionales la correlación entre los inputs suele ser alta. Ai y Cassou
(1997) y Vijverberg, Vijverberg y Gamble (1997) achacan la multicolinealidad exis-
tente (junto a otros problemas econométricos no siempre bien tratados) al amplio
rango de estimaciones que la literatura encuentra para la productividad de las infra-
estructuras1. Frente a trabajos que no obtienen evidencia a favor de la contribución
de las infraestructuras al crecimiento [Holtz-Eakin (1994), Baltagi y Pinnoi (1995),
Garcia-Milà, McGuire y Porter (1996)], otros atribuyen un papel importante a las
mismas [Aschauer (1989), Munnell (1990) o Garcia-Milà y McGuire (1992)].
Dado que la estimación por ME se basa en el uso de información sobre el
rango de valores que pueden tomar los parámetros del modelo, las estimaciones
resultantes pueden ser sensibles a estos valores. Por este motivo, hemos utilizado
diferentes rangos con el objetivo de analizar la sensibilidad de las estimaciones de
la elasticidad output de las infraestructuras a cambios en la información a priori
utilizada. Estos cambios producen variaciones en las estimaciones de las elastici-
dades, pero éstas se mantienen en valores plausibles y en ninguna de las alternati-
vas empleadas la elasticidad ha resultado menor que 0,14.
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(1) La literatura empírica sobre esta línea de investigación es muy amplia. Para una revisión pue-
den consultarse los trabajos de Gramlich (1994) y Draper y Herce (1994) o los más recientes de
Gil (2001) y de la Fuente (2002).En este trabajo, además de aplicar un método de estimación innovador com-
parando sus resultados con los obtenidos por métodos econométricos habituales,
exploramos con cierto detalle las particularidades del método (uso de información
a priori y cambios en la estimación ante variaciones en esta información) para el
análisis de la productividad de las infraestructuras. Los resultados de esta explora-
ción apuntan a la estimación por ME como un método que ofrece grandes oportu-
nidades para la investigación empírica cuando las bases de datos presentan multi-
colinealidad.
El trabajo se organiza de la siguiente forma. En la primera sección se presen-
tan los fundamentos de la estimación por máxima entropía. En la sección segunda
se especifica una función de producción dentro del enfoque de ME. En la sección
tercera se describen los datos y los resultados obtenidos. Por último, se presentan
las principales conclusiones.
1. ESTIMACIÓN POR MÁXIMA ENTROPÍA: UNA VISIÓN GENERAL
El uso de información no muestral o “a priori” puede ayudar a reducir los
problemas derivados de la escasez de información de una muestra con multicoli-
nealidad, permitiendo extraer evidencia empírica relevante. Es importante desta-
car que el uso de este tipo de información es una práctica relativamente corriente.
Por ejemplo, la práctica habitual de eliminar una variable de un modelo economé-
trico para resolver un problema de multicolinealidad es equivalente a usar una in-
formación no muestral sobre la falta de relevancia de esa variable en la explica-
ción del fenómeno, es decir, sobre el valor nulo del parámetro correspondiente a
esa variable. Ahora bien, la idoneidad de esta estrategia depende de la evidencia
empírica existente sobre la restricción paramétrica impuesta (suponer que el pará-
metro es igual a cero). Además, la información a priori sobre los parámetros
puede no ser tan precisa. Es decir, es posible que se conozca un intervalo posible
para los valores de los parámetros en vez de su valor. En este último caso, es ne-
cesario usar en la estimación la idea de que el parámetro se encuentra acotado en
un determinado intervalo. En definitiva, la lógica de usar ME para estimar con
muestras con multicolinealidad no se aleja sustancialmente de las prácticas co-
rrientes, pero permite tratar de forma explícita, rigurosa y operacionalmente sim-
ple casos más sofisticados y realistas de información no muestral.
Golan, Judge y Miller (1996) analizan el uso de máxima entropía para esti-
mar con multicolinealidad. En concreto, estos autores plantean una simulación
numérica con técnicas de Monte Carlo para comparar el comportamiento de los
estimadores de máxima entropía con el de otros estimadores alternativos en la es-
timación de una función de producción [Golan, Judge y Miller (1996), págs. 133-
137]. El experimento se lleva a cabo bajo diferentes grados de multicolinealidad
(varios escenarios con diferentes números de condición), observándose que los
estimadores de máxima entropía presentaban en todos los casos los niveles más
reducidos de error cuadrático medio. En concreto, esta mejora relativa en el error
cuadrático se incrementaba especialmente cuando se imponía un nivel de multico-
linealidad elevado (números de condición iguales o mayores a 30). 
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el que una variable y depende de H variables explicativas xh. El modelo se puede
escribir en forma matricial como:
y = Xθ + e [1]
donde y es un vector (T × 1) de observaciones, X es la matriz (T × H) de variables
explicativas, θ es el vector (H × 1) de parámetros a estimar y, finalmente, e es un
vector (T × 1) que recoge la perturbación aleatoria del modelo. Para estimar este
modelo, en este trabajo se utiliza el estimador de máxima entropía generalizada
[Golan, Judge y Miller (1996)]2. El método parte de una reparametrización del
modelo original en la que cada uno de los parámetros θh se modeliza como una
variable aleatoria discreta con M ≥ 2 posibles realizaciones, cada una de las cua-
les tiene una determinada probabilidad de aparición, phm. Las realizaciones de
estas variables aleatorias discretas se determinan a partir de información a priori
sobre los valores posibles que puede tomar cada parámetro. En algunos casos,
esta información a priori permite establecer un intervalo de valores factibles para
el parámetro estimado. Una vez determinado ese intervalo, un cierto número M de
valores contenidos en ese rango constituye el llamado vector de soporte, que es el
medio utilizado para introducir esta información a priori en la estimación3. Por
tanto, para cada uno de los parámetros θh se elige un vector de soporte, compues-
to por un número finito (M) de posibles valores para el parámetro, utilizando in-
formación no muestral sobre valores plausibles del parámetro que se pretende es-
timar4. El vector de soporte se especifica como bh = (bh1, bh2,..., bhM). El siguiente
paso consiste en suponer que existen unas probabilidades asociadas a estos valo-
res, las cuales vienen recogidas en un vector p´h = (ph1, ph2,..., phM), tales que
. De esta forma, cada parámetro a estimar se puede expresar como
una combinación lineal de los valores del vector de soporte ponderados por la
probabilidad desconocida de cada uno de ellos:
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(2) Varios trabajos aplicados se han basado en este estimador. Entre ellos cabe señalar los de Paris y
Howitt (1998), Fraser (2000), Golan, Perloff y Shen (2001) o Gardebroek y Oude Lansink (2004). 
(3) Golan, Judge y Miller (1996), pág. 138, señalan que, en general, cuando el conocimiento a
priori del parámetro es limitado, pueden considerarse mayores amplitudes para estos vectores sin
consecuencias importantes sobre las propiedades del estimador. 
(4) El uso de los vectores de soporte (información no-muestral) es la clave para poder extraer infor-
mación de muestras con multicolinealidad en la estimación ME. Una manera de ilustrar la relación
que existe entre la estimación clásica y la de máxima entropía surge de la comparación de la distinta
forma de responder a una pregunta de examen en función de que se incluyan o no varias opciones po-
sibles como respuesta. Con un nivel escaso de conocimientos (muestras de información escasa o con
multicolinealidad), las diversas opciones de respuesta ayudan a seleccionar la verdadera.
bhphGeneralizando la ecuación [2] a los H parámetros a estimar se tiene:
[3]
Un procedimiento similar se lleva a cabo para el término aleatorio del mode-
lo (e). Se asumirá para cada uno de los elementos et la existencia de J ≥ 2
valores5 v = (v1, v2,..., vJ) con probabilidades w´ t = (wt1, wt2,..., wtJ), de forma que
el vector e se puede escribir como:
[4]
mientras que el valor de la perturbación aleatoria para una observación concreta t
será:
[5]
Las anteriores definiciones permiten escribir la ecuación [1] como:
y = XBp + Vw [6]
De esta forma, el problema de estimar el vector de parámetros desconocidos
θ se transforma en la estimación de las (M×H) + (J×T) probabilidades de los valo-
res escogidos para los vectores de soporte: ph y wt. La obtención de estas probabi-
lidades permite la estimación de los parámetros, al poder ser expresados como:
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(5) Habitualmente se supone una distribución simétrica y centrada alrededor de 0, por lo que
v1 = –vJ.
ˆ θh ; ∀= hH 1,..., [7]
La estimación por ME de estas probabilidades se basa en la maximización de
una función de entropía. Esta función es una medida de la incertidumbre o falta
vwt
Vw e ede conocimiento asociada a un fenómeno representado por una variable aleatoria.
La función de entropía definida por Shannon (1948) es:
[8]
donde EF es el valor de la función de entropía y p = [p1, p2,..., pM] son las proba-
bilidades asociadas a las M posibles realizaciones x1,x 2,...,xM de una variable
aleatoria x, tales que  .
La función de entropía EF(p) puede interpretarse como una medida de la ig-
norancia sobre un determinado fenómeno. En primer lugar, la función EF(p) tien-
de a cero cuando la probabilidad de una de las posibles realizaciones de la varia-
ble tiende a uno y la del resto a cero. Por otra parte, la función toma un valor
positivo para cualquier otra distribución de probabilidad. Por tanto, la función al-
canza su valor más bajo cuando apenas existe incertidumbre (ignorancia) sobre un
fenómeno. El valor máximo de la función de entropía se alcanza cuando la distri-
bución de probabilidad es uniforme. Es decir, cuando todas las posibles realiza-
ciones de la variable tienen la misma probabilidad:
Resulta intuitivo que cuando no se sepa nada sobre un determinado fenóme-
no se atribuya la misma probabilidad a todas las realizaciones de la variable alea-
toria. Por tanto, la maximización de la función de entropía define la distribución
de probabilidad que describe perfectamente nuestro nivel de conocimiento sobre
el fenómeno (nulo en este caso).
Esta idea de caracterizar un fenómeno por la distribución de probabilidad de
máxima entropía se traslada al caso en que existan observaciones buscando la má-
xima entropía de las distribuciones de probabilidad que pueden haber generado
los datos. Por ejemplo, múltiples observaciones de varias realizaciones diferentes
de la variable aleatoria hacen que quede descartada la distribución que asigna la
probabilidad uno a una realización y cero al resto. Por lo tanto, cuando se dispone
de información muestral se busca la distribución de probabilidad capaz de generar
los datos que dé lugar a la máxima entropía. Desde un punto de vista operativo,
esta distribución se obtiene maximizando la función de entropía sujeta a la infor-
mación muestral disponible. 
La intuición sobre el principio de máxima entropía es que describe un fenó-
meno usando los datos con gran precaución pero con gran eficacia. Por una parte,
se busca una distribución de probabilidad que reconozca la ignorancia sobre el fe-
nómeno que se analiza (se maximiza la entropía entendida como medida de igno-
rancia). En otras palabras, se busca una distribución tan cercana a la uniforme
como sea posible. Pero, por otra parte, no se desprecia la información que propor-
cionan los datos ya que se maximiza la entropía sujeta a que la distribución que se
elija sea compatible con los datos observados. 
p
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para la estimación de las probabilidades de los vectores de soporte de cada pará-







La ecuación [9a] es la función de entropía de Shannon adaptada para la esti-
mación de las (M×H) + (J×T) probabilidades a estimar. La ecuación [9b] contiene
la información muestral en los términos del modelo reparametrizado en [6]. Estas
restricciones garantizan que las probabilidades estimadas se ajusten a las T obser-
vaciones disponibles. Finalmente, las ecuaciones [9c] y [9d] son restricciones que
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[10]
La resolución del programa de optimización [9] permite la obtención de esti-
maciones para las probabilidades de los vectores de soporte. Con estas probabili-
dades se estiman los parámetros de interés θ de la forma expresada en [7].
La ecuación [6] se puede reescribir como:y = XBp + Vw = XθME + e [11]
Se puede demostrar que el estimador de ME es ˆ θME = [X´X]-1 X´(y – ê),
donde ê es el vector que contiene los errores ME del modelo. En esta expresión se
observa que el estimador de ME, a diferencia del de mínimos cuadrados, se ajusta
a una recta que pasa por la media de (y-ê) en lugar de por el valor medio de y. A
medida que se reduce la amplitud en el vector de soporte v para el término de
error, ê → 0 por lo que el estimador ME acaba coincidiendo con el estimador de
mínimos cuadrados en el límite. La inclusión del término Vw = e en [9b] afecta a
las características del estimador. Concretamente, la matriz de varianzas-covarian-
zas del estimador ME está relacionada inversamente con la matriz de varianzas-
covarianzas de w (Σv), por lo que la presencia del término Vw = e reduce la va-
rianza del estimador de ME [Golan, Judge y Miller (1996), pág. 108]6.
2. MODELO EMPÍRICO
El papel de las infraestructuras en el crecimiento económico se ha abordado
habitualmente mediante la estimación de funciones de producción que incluyen el
capital público como un factor de producción más junto a los inputs privados ha-
bituales, trabajo y capital:
Y = f (A, K, L, G) [12]
donde Y es la producción; K, el stock de capital privado; L, el nivel de empleo; G,
el stock de capital público; y A recoge la productividad total de los factores. En
este trabajo se utiliza una función de producción Cobb-Douglas, cuya expresión
para un panel de datos sería:
ln Yit = θi + θτt + θττt2 + θK ln Kit + θL ln Lit + θG ln Git + eit [13]
donde el subíndice i indica la región, t el momento del tiempo7 y e es una pertur-
bación aleatoria. El progreso técnico exógeno se introduce en el modelo como
una función cuadrática del tiempo. La productividad de las infraestructuras de-
pende del valor del parámetro θG. Si este parámetro es significativamente mayor
que cero indica que existe evidencia empírica a favor de la contribución de la do-
tación de infraestructuras a la producción regional.
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(6) Las propiedades de los estimadores de ME pueden verse en Golan, Judge y Miller (1996: págs.
96-123 y 131-133). En muestras grandes se demuestra que son consistentes y asintóticamente nor-
males. Nótese que en presencia de multicolinealidad la matriz [X´X]-1 puede tomar valores muy
elevados, lo que incrementa la varianza de los estimadores de mínimos cuadrados. La presencia de
Σv en la matriz de varianzas-covarianzas del estimador ME limita la magnitud de este problema.
Aunque el estimador puede presentar un comportamiento sesgado en caso de que el vector de so-
porte no esté centrado en torno al verdadero valor del parámetro, la inclusión de restricciones
como la [9b] limita este problema de sesgo [Golan, Judge y Miller (1996), pág. 109].
(7) En la sección anterior se utilizaba t para indicar las observaciones. En ésta se sigue la conven-
ción habitual al tratar datos de panel y se utiliza como subíndice del tiempo.El modelo [13] se estima usando datos de las 17 Comunidades Autónomas
españolas durante 19 años (1980-1998). La estimación de los 22 parámetros del
modelo requiere la elección de otros tantos vectores de soporte (17 efectos indivi-
duales, tres elasticidades output y dos parámetros para el cambio técnico). Bajo
rendimientos constantes a escala y competencia perfecta, los parámetros de los lo-
garitmos de los inputs de una función de producción Cobb-Douglas se correspon-
den con la tasa de participación en el output de la remuneración del input corres-
pondiente. De esta forma, esta proporción puede ser utilizada como información a
priori sobre las elasticidades. Por ello, los vectores de soporte del capital privado
y del empleo se han escogido tomando un intervalo entorno a esas tasas de parti-
cipación. Concretamente, cada vector de soporte toma 3 valores: (0,3; 0,4; 0,5)
para el capital privado y (0,5; 0,6; 0,7) para el empleo. Sin embargo, para el vec-
tor de soporte del capital público no se cuenta con unos valores de referencia se-
mejantes. Por ello, los valores del vector de soporte de la elasticidad output de las
infraestructuras se han tomado a partir de dos supuestos ampliamente aceptados:
que no puede ser negativa ni superior a la del capital privado8. Como resultado,
este vector de soporte se define como (0,0; 0,15; 0,3).
Por otra parte, los vectores de soporte correspondientes a los efectos indivi-
duales y la tendencia se han obtenido a partir de una estimación preliminar del
modelo [13] usando el estimador intragrupos. Para el vector de soporte de los
errores utilizamos 3 valores, J=3, centrados en cero, como es habitual en la litera-
tura. Golan, Judge y Miller (1996, pág. 88) proponen referenciar este vector a la
distribución de la variable dependiente, obteniendo los extremos del intervalo
como ±3 veces la desviación típica muestral de la variable dependiente9. En defi-
nitiva, los vectores de soporte son:
b ( ;  0,0;  12,5)
b 0,0;
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(8) El resultado contrario, obtenido entre otros por Aschauer (1989), supone que la dotación de ca-
pital público contribuye a la producción privada en mayor medida que el propio capital privado.
Este resultado dio origen a multitud de trabajos que cuestionaron su estimación. Véanse los sur-
veys anteriormente citados: Gramlich (1994), Gil (2001) y de la Fuente (2002).
(9) Una razón para utilizar esta regla es que en la distribución normal este intervalo delimita el
99% de la variación de la variable correspondiente. De esta forma, el rango de variación dado al
error incluiría incluso el caso extremo en el cual los regresores del modelo no tuvieran ningún
poder explicativo en la variable dependiente y la variación de ésta se debiera íntegramente al error.
Para más detalles sobre la llamada ‘regla de 3 σ’ver Pukelsheim (1994).
[14]En el cuadro 1 se recogen los resultados obtenidos en la estimación de las
elasticidades por aquellos trabajos empíricos previos que por sus características
(enfoque primal, datos de las regiones españolas, especificación Cobb-Douglas
con efectos individuales y tendencia) pueden compararse con el presente trabajo.
Puede observarse la notable variabilidad en las estimaciones de los parámetros de-
bida, en parte, a diferentes definiciones de las variables, la elección de distintos
períodos temporales o el uso de bases de datos diferentes. 
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Cuadro 1: ELASTICIDADES ESTIMADAS CON DATOS DE LAS REGIONES ESPAÑOLAS
Trabajo RCE1 θK θL θG
Mas, Maudos, Pérez y Uriel (1994) K, L 0,63 0,37 0,24
Mas, Maudos, Pérez y Uriel (1994) K, L, G 0,44 0,37 0,19
García-Fontes y Serra (1994) -- 0,49 0,46 0,06
Mas, Maudos, Pérez y Uriel (1996) K, L 0,42 0,58 0,07
Mas, Maudos, Pérez y Uriel (1996) K, L, G 0,40 0,53 0,07
Dabán y Murgüi (1997) -- 0,06* 0,44 0,05*
Moreno,Artís, López-Bazo 
y Suriñach (1997) K, L, G, Gs 0,51 0,35 0,05
Delgado y Álvarez (2000) -- 0,29 0,40 0,20
Freire y Alonso (2002) K, L, G 0,31 0,57 0,13
Álvarez, Orea y Fernández (2003) -- 0,07* 0,5 0,00*
Cantos, Gumbau-Albert 
y Maudos (2005) -- 0,34 0,32 0,04
1. Rendimientos constantes a escala. En la columna se indican, en su caso, los inputs en los que se
toma la restricción (Gs: Capital público social). 
* Coeficientes que no son significativamente distintos de cero.
Fuente: Elaboración propia a partir de los trabajos señalados.
La reparametrización del modelo implica que la estimación de los 22 pará-
metros requiere la estimación de las probabilidades de los valores de los vectores
de soporte (3 probabilidades para cada parámetro). Por otra parte, es necesario es-
timar 3 probabilidades más por cada una de los 323 errores (17 regiones observa-
das desde 1980 a 1998). Por tanto, el programa definitivo consiste en la maximi-
zación de la siguiente función de entropía:
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a) 323 restricciones correspondientes a la información muestral derivada de
la expresión [13]:
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b) 22 restricciones de suma a la unidad de las probabilidades de los valores
del vector de soporte de cada parámetro:
[15c]
c) 323 restricciones de suma a la unidad de las probabilidades de los valores
del vector de soporte del error:
[15a]
3. DATOS Y ESTIMACIÓN
Para la estimación del programa definido por las ecuaciones en [15] se han
utilizado los siguientes datos: la producción (Y), medida por el VAB, se obtiene a
partir de la Contabilidad Regional de España [INE (2003)] enlazada con los datos
recogidos en Cordero y Gayoso (1997). Del VAB total se resta la parte de la pro-
ducción correspondiente a los servicios no destinados a la venta, para obtener una
medida de la producción privada. Las dotaciones de capital privado (K) y de in-
fraestructuras (G) se han obtenido de los datos elaborados por el Instituto Valen-
ciano de Investigaciones Económicas (IVIE), recogidos en Fundación BBVA
(1998). Del total del stock de capital privado, se descuenta la partida correspon-
diente al alquiler de inmuebles y capital residencial, como es habitual en los tra-
bajos empíricos, para obtener una medida del stock de capital privado productivo.
En el capital público no se incluyen los conceptos vinculados al llamado capital
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(10) Varios trabajos han analizado la influencia de este tipo de capital público en la productividad.
Pedraja, Ramajo y Salinas (1999) afirman que su efecto inmediato es prácticamente irrelevante.
Baltagi y Pinnoi (1995) señalan que, probablemente, la dotación de capital público social no sea la
mejor manera de recoger los efectos que la educación y la sanidad tienen sobre el factor trabajo. 
h = 1,...,22
i = 1,...,17; t = 1,...,19número de ocupados en el sector privado (total de ocupados menos ocupados en
el sector servicios no destinados a la venta), y ha sido obtenido del estudio reali-
zado por Mas, Pérez, Serrano, Soler y Uriel (2000).
La estimación del modelo [13] con estos datos (habituales en esta línea de in-
vestigación en España) está afectada por la multicolinealidad de las variables ex-
plicativas. La magnitud de este problema se analiza en este trabajo utilizando el
número de condición de la matriz de información muestral [Belsley, Kuh y
Welsch (1980)]. En presencia de multicolinealidad no exacta, al menos uno de los
regresores del modelo es aproximadamente una combinación lineal del resto,
razón por la cual el determinante de la matriz X'X toma un valor que se aproxima
a cero. Ello implicaría que al menos uno de los valores propios ψr de la matriz
X'X es muy pequeño, ya que el determinante es el producto de los valores pro-
pios. Por ello, para la detección de multicolinealidad potencialmente perjudicial
para la estimación, Belsley, Kuh y Welsch (1980) sugieren utilizar el número de
condición de la matriz X'X, que se define como la raíz cuadrada de la ratio entre












Para evitar el efecto de las unidades de medida, los valores propios se calculan
una vez normalizada cada columna de X, dividiendo cada observación de la
respectiva variable por . Estos autores señalan que valores superiores 
a 20 ó 30 son indicio de problemas de multicolinealidad. El número de condición
para el modelo en [13] es de 1.112, muy superior a esos valores de referencia. De
igual forma, las correlaciones entre las variables que recogen las dotaciones de los
3 inputs son superiores a 0,9. Estos resultados muestran la presencia de un proble-
ma de multicolinealidad en la muestra usada para la estimación.
La estimación de los parámetros de la ecuación [13] utilizando el estimador
intragrupos se recoge en la tercera columna del cuadro 211. Como se observa, ni el
capital privado ni el público serían variables relevantes en la explicación de la
producción privada, resultado claramente anómalo. En la cuarta columna del cua-
dro 2 se muestran los resultados de estimar el modelo por máxima entropía utili-
zando la información sobre su posible rango de valores definida en los vectores







1 = = ∑ ∑
(11) El test de Hausman permite rechazar la hipótesis nula de ausencia de correlación entre los efec-
tos individuales y las variables explicativas con un nivel de significatividad de 0,01. Este resultado
implica que el modelo de efectos aleatorios produciría estimaciones sesgadas de los parámetros.
(12) Se ha utilizado el programa GAMS, empleando el algoritmo CONOPT2 para problemas de
optimización no lineal.los parámetros, en este trabajo hemos seguido el procedimiento descrito en traba-
jos previos como Mittelhammer y Cardell (1997), Fraser (2000) o Golan et al.
(2001) para obtener varianzas de los estimadores de ME13. Tal y como se puede
ver en la penúltima columna del cuadro 2, al contrario que en la estimación intra-
grupos, en la estimación por ME la dotación de infraestructuras se muestra como
una variable relevante en la explicación de la producción privada, con un valor es-
timado para la elasticidad output próximo a 0,18.
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Cuadro 2: ESTIMACIÓN DE LOS PARÁMETROS DE LA FUNCIÓN DE PRODUCCIÓN
Variable Parámetro Intragrupos ME1 ME2
Infraestructuras θG -0,046 0,175 0,308
(-1,88) (3,91) (6,89)
Empleo θL 0,483 0,605 0,667
(13,24) (9,57) (9,43)
Capital privado θK 0,014 0,413 0,342
(0,35) (5,84) (4,09)
t2 θττ -0,0003 -0,002 -0,002
(-3,39) (-4,94) (-12,56)
t θτ 0,029 0,044 0,042
(12,97) (10,83) (9,45)
t-ratios entre paréntesis
1. Estimación con vectores de soporte [14]
2. Estimación con vectores de soporte [17]
Fuente: Elaboración propia.
Una fuente razonable de críticas a la estimación por ME se basa en que los
resultados dependen de la información a priori introducida, por lo que parece po-
sible “orientar” la estimación seleccionando convenientemente los vectores de so-
porte. Aunque la información recogida en los vectores de soporte juega un papel
importante en la estimación (y ése es, precisamente, el aspecto que da interés al
método), las estimaciones también dependen del otro tipo de información utiliza-
da en la estimación: la información muestral contenida en los datos. Por ello, una
pregunta apropiada en la aplicación de esta metodología es: ¿cuánto varían las es-
timaciones ante cambios en el vector de soporte? Con ello se trata de analizar si la
evidencia empírica obtenida (en nuestro caso, una contribución relevante de las
infraestructuras a la producción) depende de la selección inicial del soporte. Para
analizar en qué medida la evidencia empírica obtenida depende de acotar de
forma restringida el rango posible de los parámetros (tal y como se hizo al utilizar
(13) Véase el anexo para los detalles del cálculo de la varianza de los estimadores.los vectores en [14]), estimamos de nuevo el modelo ampliando el rango de los
vectores de soporte hasta el punto en que la información que contienen no parece
determinante para el resultado obtenido. Con este fin, para las tres elasticidades
output se utiliza un mismo vector con un intervalo definido en forma muy amplia
(entre cero y dos). Aunque cabe esperar que la elasticidad output con respecto al
empleo sea mayor que con respecto al capital privado y que éstas, a su vez, sean
superiores a la elasticidad del capital público, se renuncia a introducir esa infor-
mación sobre los parámetros. El resto de los vectores de soporte son los mismos
que en [14]. Los vectores de soporte utilizados son, por tanto:
En la última columna del cuadro 2 se muestran los resultados. A pesar del am-
plio vector de soporte utilizado, se obtienen estimaciones para las tres elasticidades
output que se aproximan bastante a las expectativas sobre el valor de esos paráme-
tros implícitas en el vector de soporte [14] utilizado en la estimación anterior. De
este modo, aunque la información contenida en los soportes es la misma para los
tres inputs, el método ME es capaz de proporcionar una estimación de la elasticidad
output del trabajo mayor que la del capital privado y ésta, a su vez, es mayor que la
del capital público. Las elasticidades estimadas para el capital privado y el empleo
no han resultado muy sensibles al vector de soporte utilizado. Por otra parte, la va-
riación del parámetro de las infraestructuras es de 0,13, cuando la amplitud del vec-
tor de soporte pasó de 0,3 a 2. El valor estimado para esta elasticidad ha aumentado
notablemente con el cambio de vector de soporte, estando entre las estimaciones
más elevadas de la literatura empírica internacional [ver de la Fuente (2002)]. Las
estimaciones por ME recogidas en el cuadro 2 apoyan, por tanto, la idea de una
productividad de las infraestructuras positiva y sustancial bajo dos marcos muy dis-
tintos de información a priori. En la primera estimación se hace un uso “intensivo”
de la posibilidad de la estimación ME para acotar los valores de los parámetros con
un rango de parámetros muy restringido. En la segunda estimación, el rango es tan
amplio que la información que incorpora no parece que pueda determinar los resul-
tados obtenidos. Sin embargo, en ambos casos se obtiene evidencia empírica favo-
rable a una contribución relevante de las infraestructuras en la producción.
Estas estimaciones también muestran claramente que en el método de ME la
estimación puntual de los parámetros depende de los vectores de soporte elegidos.
Este hecho suele verse como un problema de esta metodología. Sin embargo, la
b ( ;  0,0;  12,5)
b 0,0;
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[17]evidencia empírica obtenida no queda totalmente determinada por estos vectores.
Usando este resultado, una novedad del presente trabajo es la utilización de la va-
riación de las estimaciones ante cambios en el vector de soporte para comprobar
la firmeza de la evidencia obtenida. Nuestra propuesta consiste en mostrar que los
datos no apoyan una determinada hipótesis aun cuando la posibilidad de la misma
se incluye en los vectores de soporte. 
La hipótesis que confrontaremos con los datos es que las infraestructuras no tie-
nen influencia en la producción. Se trata de un resultado bastante contraintuitivo que
ha aparecido en algunos estudios empíricos [Evans y Karras (1994), Baltagi y Pinnoi
(1995), Garcia-Milà, McGuire y Porter (1996)]. Para ello se estima el modelo usan-
do tres vectores de soporte para las infraestructuras que se definen manteniendo fijo
el límite superior del intervalo dado al capital público en 0,3 y permitiendo que el in-
ferior tome valores negativos. El resto de vectores son los recogidos en [14]. Como
se observa en el cuadro 3, para todas las estimaciones de la elasticidad output con
respecto a las infraestructuras se obtiene un valor que en ningún caso ha resultado
inferior a 0,14, a pesar de los cambios en el vector de soporte. Es decir, el método no
proporciona una estimación nula o negativa de la elasticidad output de las infraes-
tructuras aun cuando el vector de soporte permite claramente esa posibilidad. Este
resultado se puede interpretar como evidencia adicional favorable al efecto positivo
(y de cierta relevancia) de las infraestructuras sobre la producción.
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Cuadro 3: ESTIMACIÓN POR ME CON DIFERENTES VECTORES DE SOPORTE
Variable Parámetro Soporte a Soporte b Soporte c
Infraestructuras θG 0,157 0,147 0,142
(3,51) (3,29) (3,18)
Empleo θL 0,606 0,607 0,607
(9,58) (9,60) (9,60)
Capital privado θK 0,416 0,418 0,419
(5,88) (5,91) (5,93)
t2 θττ -0,002 -0,002 -0,002
(-13,87) (-13,94) (-13,97)
t θτ 0,045 0,045 0,045
(11,18) (11,24) (11,26)
Entre paréntesis t-ratios (ver anexo)
Soporte a: bG = (-0,1; 0,1; 0,3)
Soporte b: bG = (-0,2; 0,05; 0,3)
Soporte c: bG = (-0,7; -0,2; 0,3)
Fuente: Elaboración propia.
La comparación de las estimaciones ME y within recogidas en el cuadro 2 no
permite ilustrar con precisión la distinta capacidad de ambos métodos de estima-ción para tratar muestras con multicolinealidad. La principal razón es que la esti-
mación por ME incorpora información sobre los posibles valores de los parámetros
que la estimación within no recoge. Por tanto, para analizar esta cuestión, la com-
paración de los resultados obtenidos con los dos métodos debe hacerse en las con-
diciones más similares posibles. En este sentido, la estimación imponiendo rendi-
mientos constantes a escala (RCE) proporciona un buen marco de comparación. 
La estimación econométrica se hace bajo el supuesto de que las elasticidades
de los inputs privados suman uno (θK + θL = 1). En máxima entropía, esta restric-
ción puede ser usada directamente para estimar estos parámetros considerándolos
como probabilidades que suman uno y sin necesidad de especificar un vector de
soporte para ellos. Es decir, bajo RCE ambos métodos recogen la misma informa-
ción a priori sobre los parámetros de K y L. Por tanto, incluyendo la restricción:
θK + θL = 1, la función de entropía a maximizar se convierte en:
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En el cuadro 4 se muestran los resultados de estimar la ecuación [13] impo-
niendo RCE en ambos métodos. Los vectores de soporte de los efectos individua-
les se han tomado de la estimación intragrupos imponiendo RCE (-5,5; 0,0; 5,5).
Se ha mantenido el vector de soporte amplio para las infraestructuras (entre 0 y 2)
del que, como se señaló anteriormente, cabe esperar a priori que no contenga in-
formación determinante para la estimación por ME. Los vectores de la tendencia
y el error son los utilizados en [14] y [17].
Cuadro 4: ESTIMACIÓN DE LA FUNCIÓN DE PRODUCCIÓN IMPONIENDO RCE
Variable Parámetro ME Within
Infraestructuras θG 0,290 -0,035
(6,48) (-1,07)
Empleo θL 0,656 0,653
(9,28) (7,54)
Capital privado θK 0,344 0,347
(4,44) (7,54)
t2 θττ -0,002 -0,0005
(-12,79) (-5,10)
t θτ 0,043 0,024
(9,86) (8,06)
t-ratios entre paréntesis (ver anexo)
Fuente: Elaboración propia.Como se observa, imponiendo RCE las estimaciones de las elasticidades
para el capital privado y para el empleo son muy parecidas en ambos métodos.
Sin embargo, difieren notablemente en la estimación de la elasticidad de las infra-
estructuras: mientras que en la estimación intragrupos tampoco es significativa-
mente distinta de cero al imponer RCE, la estimación ME muestra una contribu-
ción muy sustancial de las infraestructuras a la producción. 
Los resultados en esta sección ilustran, por un lado, las oportunidades de in-
vestigación empírica que abre el método de ME en modelos con problemas de
multicolinealidad. Por otro, aportan nueva evidencia empírica sobre la productivi-
dad de las infraestructuras en las regiones españolas. 
4. CONCLUSIONES
En este trabajo hemos explorado la utilidad de la estimación por máxima en-
tropía para el estudio de fenómenos caracterizados por datos con multicolineali-
dad. Aplicando este enfoque se han estimado funciones de producción Cobb-Dou-
glas para las regiones españolas en el período 1980-1998. El elemento clave del
método ME es que permite introducir información sobre los valores que pueden
tomar los parámetros. Por ello, es necesario analizar la robustez de la estimación
ante cambios en la información a priori utilizada sobre los parámetros. Con ese
fin, se ha estimado la función de producción usando distintos vectores de soporte
del capital público, definidos de forma que recojan información a priori muy dis-
tinta, incluida la posibilidad de que las infraestructuras no tengan influencia o in-
cluso influyan negativamente sobre la producción. En todos los casos la elastici-
dad output con respecto a la dotación de infraestructuras toma un valor sustancial.
Por tanto, las estimaciones obtenidas muestran que no es posible encontrar evi-
dencia empírica contraria a un efecto positivo y de cierta relevancia de las infraes-
tructuras en la producción.
Aunque los resultados obtenidos con el método ME requieren un análisis de
sensibilidad adecuado, esta metodología se perfila como un procedimiento de esti-
mación útil para obtener evidencia empírica sobre aquellos fenómenos económicos
que, al estar caracterizados por muestras de información limitada, no son fácilmen-
te tratables con los métodos econométricos más habituales. Así lo ilustra la compa-
ración realizada entre la estimación ME y la estimación within. Al contrario que en
la estimación ME, la multicolinealidad no permite obtener evidencia favorable a la
productividad de las infraestructuras al estimar un modelo de efectos fijos. Este
tipo de muestras de información limitada son frecuentes, por lo que la estimación
por ME proporciona una alternativa de interés para el análisis empírico.
ANEXO:O BTENCIÓN DE ERRORES ESTÁNDAR DE LOS ESTIMADORES DE MÁXIMA
ENTROPÍA
Para calcular los errores estándar de los estimadores de ME se ha seguido el
proceso descrito en trabajos previos, como Mittelhammer y Cardell (1997), Fraser
(2000) o Golan et al. (2001). Bajo ciertos supuestos sobre el comportamiento del
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consistentes y asintóticamente normales, la estimación por ME de los parámetros
cumple que  , donde σ2
λ es la varianza de los multiplicadores 
de Lagrange del conjunto de restricciones [9b]. Es posible estimar
consistentemente σ2
λ mediante la expresión  , siendo λ ˆ
t el multiplicador 
de Lagrange asociado a la observación muestral t. 
Por otro lado, κ2 es un escalar relacionado con la varianza del error aleatorio.
El parámetro κ puede ser estimado consistentemente mediante la expresión
; donde Var (ˆ et)              –  ˆ et
2 ,y  ˆ et es el estimador del error 
para cada observación t definido por la expresión                     .
A partir de las estimaciones de estos parámetros es posible estimar la varianza
de los estimadores ME y obtener los t-ratios como .
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ABSTRACT
The empirical analysis of public infrastructure productivity has been lim-
ited by several econometric problems. These problems are probably the
cause of the great variability in results reported in the literature. One of
these econometric problems is the existence of multicollinearity when in-
frastructure is included as an input in a production function. In this paper,
we propose to deal with multicollinearity by using priors on parameter
values. For this purpose, we explore the use of maximum entropy econo-
metrics to estimate the parameters of a regional production function in
Spain. Our estimates show that infrastructure plays an important role in
production. 
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