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Abstract
Artificial neural networks (ANNs) have become popular tools for accomplishing a wide
array of machine learning tasks, including predicting continuous outcomes. However, the
general lack of confidence measures often associated with their predictions limit their
applicability, especially in military settings where accuracy is paramount. Supplementing
point predictions with prediction intervals (PIs) is common for other learning algorithms,
but the complex structure and training of ANNs renders constructing PIs difficult. How to
best construct optimal performing PIs for ANNs predictions while preserving reasonable
computational times is an open question. Moreover, little is known regarding what factors
of ANN construction affect PI performance, defined here in terms such as the coverage
and efficiency. This research answers these questions by executing a two-step experiment
for the construction of PIs in feed forward neural networks across 11 datasets of varying
size and dimensionality—including an image-based dataset. Two non-parametric
methods, bootstrapping and conformal inference, are considered for the construction of
the PIs. The results of the first experimental step reveal that certain design choices, such
the network’s activation, number of nodes and number of layers, do affect PI
performance. Guidance is provided with respect to each of these network design features
in order to optimize the coverage and efficiency of the PI whether using bootstrapping or
conformal inference. In the second step, 20 different algorithms for constructing PIs—
each utilizing either the principles of bootstrapping or conformal inference—are
implemented to determine which provides the best performance while carrying
reasonable computational burden. Results demonstrate that, in general, the method
v

optimizing this trade-off is the cross-conformal method which maintained interval
coverage and efficiency with a decreased computational burden. This work provides the
design choices and inferential methods that can create better performing prediction
intervals for neural networks in order to enable their adaptation into advanced algorithms
for military use.

vi

Acknowledgments
I would like to thank my research advisor, Dr. Christine Schubert Kabban, for her
guidance and support that made this research possible. I would also thank the other
committee members, Dr. Fairul Mohd-Zaid and Capt Chancellor Johnstone. Their
expertise was instrumental in helping scope this project.

Alexander N. Contarino

vii

Table of Contents
Page
Abstract ................................................................................................................................v
Acknowledgments............................................................................................................. vii
Table of Contents ............................................................................................................. viii
List of Figures ......................................................................................................................x
List of Tables .................................................................................................................... xii
List of Algorithms ............................................................................................................ xiii
I. Introduction .....................................................................................................................1
1.1 Background.............................................................................................................1
1.2 Research Objectives ...............................................................................................4
1.3 Research Focus .......................................................................................................6
1.4 Document Overview...............................................................................................7
II. Literature Review ...........................................................................................................8
2.1 Chapter Overview...................................................................................................8
2.2 Neural Networks .....................................................................................................8
2.3 Prediction Intervals...............................................................................................19
2.4 Bootstrapping .......................................................................................................26
2.5 Conformal Inference .............................................................................................35
2.6 Chapter Summary .................................................................................................56
III. Methodology ...............................................................................................................57
3.1 Chapter Overview.................................................................................................57
3.2 Datasets.................................................................................................................58
3.3 Code Implementation ...........................................................................................63
3.4 Experimental Execution: Step 1 ...........................................................................65
3.5 Experimental Execution: Step 2 ...........................................................................72
viii

3.6 Evaluation Strategy ..............................................................................................76
3.7 Chapter Summary .................................................................................................80
IV. Results and Analysis ...................................................................................................81
4.1 Chapter Overview.................................................................................................81
4.2 Step 1 Results and Analysis .................................................................................81
4.3 Step 2 Results and Analysis ...............................................................................144
4.4 Case Study: Conditional Coverage.....................................................................156
4.5 Chapter Summary ...............................................................................................159
V. Conclusions and Recommendations ..........................................................................162
Bibliography ....................................................................................................................168
Appendix: Code Implementation .....................................................................................174

ix

List of Figures
Page
Figure 1. Diagram of an Example Feed-Forward Neural Network .................................... 9
Figure 2. Common Activation Functions and their Derivatives ....................................... 13
Figure 3. Example Convolution Operation ....................................................................... 16
Figure 4. Example CNN Architecture .............................................................................. 16
Figure 5. Examples of PI Balance..................................................................................... 25
Figure 6. Example of Calculating P-Values to Implement Full Conformal Method ........ 40
Figure 7. Histograms of Target Variable for UCI Benchmark Datasets........................... 61
Figure 8. Histogram of Rotations for RotNIST Dataset ................................................... 62
Figure 9. Example Images from the Processed RotNIST Dataset .................................... 63
Figure 10. Diagram of Baseline CNN for Modeling RotNIST Dataset............................ 70
Figure 11. Summary Plots for Boston Housing Dataset ................................................... 83
Figure 12. Modeled Coverages for Boston Housing Dataset ........................................... 84
Figure 13. Modeled Average Widths for Boston Housing Dataset .................................. 84
Figure 14. Summary Plots for Wine Quality Dataset ....................................................... 88
Figure 15. Modeled Coverages for Wine Quality Dataset ................................................ 89
Figure 16. Modeled Average Widths for Wine Quality Dataset ...................................... 89
Figure 17. Summary Plots for Concrete Strength Dataset ................................................ 91
Figure 18. Modeled Coverages for Concrete Strength Dataset ........................................ 92
Figure 19. Modeled Average Widths for Concrete Strength Dataset ............................... 93
Figure 20. Summary Plots for Energy Efficiency Dataset ................................................ 96
Figure 21. Incorrect Observations by Value of Target Variable ...................................... 97

x

Figure 22. Modeled Coverages for Energy Efficiency Dataset ........................................ 98
Figure 23. Modeled Average Widths for Energy Efficiency Dataset ............................... 99
Figure 24. Summary Plots for the Kinematics Dataset ................................................... 103
Figure 25. Modeled Coverages for Kinematics Dataset ................................................. 104
Figure 26. Modeled Average Widths for Kinematics Dataset ........................................ 105
Figure 27. Summary Plots for Naval Propulsion Dataset ............................................... 108
Figure 28. Modeled Coverages for Naval Propulsion Dataset ....................................... 109
Figure 29. Modeled Average Widths for Naval Propulsion Dataset .............................. 110
Figure 30. Summary Plots for Power Plant Dataset ....................................................... 114
Figure 31. Modeled Coverage for the Power Plant Dataset............................................ 115
Figure 32. Modeled Average Widths for the Power Plant Dataset ................................. 116
Figure 33. Summary Plots for Protein Structure Dataset ................................................ 119
Figure 34. Modeled Coverage for Protein Structure Dataset .......................................... 120
Figure 35. Modeled Average Widths for Protein Structure Dataset ............................... 121
Figure 36. Summary Plots for Yacht Hydrodynamics Dataset ....................................... 124
Figure 37. Modeled Coverage for Yacht Hydrodynamics Dataset ................................. 125
Figure 38. Modeled Average Width for Yacht Hydrodynamics Dataset........................ 126
Figure 39. Summary Plots for the Year Prediction Datasets .......................................... 128
Figure 40. Modeled Coverages for the Year Prediction Dataset .................................... 129
Figure 41. Modeled Average Widths for the Year Prediction Dataset ........................... 130
Figure 42. Summary Plots for the RotNIST Dataset ...................................................... 134
Figure 43. Modeled Coverage for the RotNIST Dataset ................................................ 135
Figure 44. Modeled Average Widths for the RotNIST Dataset...................................... 135

xi

List of Tables
Page
Table 1. UCI Benchmark Datasets.................................................................................... 59
Table 2. Optimization Settings for UCI Benchmark Datasets .......................................... 64
Table 3. Design Matrix of Neural Network Hyperparameters for Modeling UCI
Benchmark Datasets ................................................................................................... 66
Table 4. Design Matrix of CNN Hyperparameters for Modeling RotNIST Dataset ........ 69
Table 5. PI Methods Implemented in Step 2..................................................................... 73
Table 6. Computational Burden of Each PI Method......................................................... 79
Table 7. Significance of Effects for Modeling PI Coverage ........................................... 139
Table 8. Optimal Network/Method Pairs ........................................................................ 140
Table 9. PI Average Widths by Dataset and Method...................................................... 146
Table 10. Relative PI Efficiency by Dataset and Method ............................................... 147
Table 11. PI Coverages by Dataset and Method ............................................................. 148
Table 12. Observed Range of PI Average Widths by Method, Normalized to
0-to-1 Scale by Dataset ............................................................................................ 150
Table 13. Observed Range of PI Coverages by Method................................................. 151
Table 14. Average Optimal Bandwidths ......................................................................... 152
Table 15. Conditional Coverages by Charles River Variable ......................................... 158
Table 16. Conditional Coverages by Predicted Heating Load........................................ 158

xii

List of Algorithms
Page
Algorithm 1. The Bootstrap Method................................................................................. 30
Algorithm 2. The Percentile Bootstrap Method................................................................ 35
Algorithm 3. The Full Conformal Method ....................................................................... 39
Algorithm 4. The Split Conformal Method ...................................................................... 45
Algorithm 5. The Cross-Conformal Method .................................................................... 48
Algorithm 6. The Bootstrap Conformal Method .............................................................. 50
Algorithm 7. Full Conformal Method with KDE ............................................................. 54
Algorithm 8. Execution of Experiment—Step 1: UCI Benchmark Datasets.................... 68
Algorithm 9. Execution of Experiment—Step 2............................................................... 74

xiii

CONSTRUCTING PREDICTION INTERVALS WITH NEURAL NETWORKS:
AN EMPIRICAL EVALUATION OF BOOTSTRAPPING AND CONFORMAL
INFERENCE METHODS
I. Introduction
1.1 Background
From self-driving cars to facial recognition technology on smart phones, artificial
intelligence (AI) has seen an explosion in its scalability and applicability for everyday
purposes (“Artificial Intelligence & Autopilot”; Pascu, 2021). It should not be surprising
then, that the Department of Defense (DoD) has also taken an interest in how AI can be
leveraged for ensuring the national security of the United States. Indeed, the 2018
National Defense Strategy lists the leveraging of AI as one its key modernization
priorities (DoD, 2018:7). To that end, the DoD now funds more than 600 different AI
programs, totaling $874 million for the 2022 fiscal year (OUSD(C), 2021:3-2).
Within the broad category of AI technology exists neural networks, which are
learning algorithms loosely based on how the human brain learns (Goodfellow, Bengio,
and Courville, 2016:165). Like other supervised learning algorithms, neural networks
learn how the input, or feature, data is associated with values of the output, or target,
data. The novelty of neural networks is that they can learn complex patterns without prior
feature engineering, as is generally the case for other machine learning algorithms
(Goodfellow, Bengio, and Courville, 2016:166). Neural networks have become a popular
and powerful tool, with state-of-the-art networks now achieving human-level
performance in image and facial recognition tasks (He, Zhang, Ren, and Sun, 2015;
Taigman, Yang, Ranzato, and Wolf, 2014).
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Despite the exciting potential and applications of neural networks, the accuracy of
their predictions have the same limitation as traditional regression techniques.
Specifically, modelers assume the target variable to be a function of both some
systematic process (which can be learned through a regression algorithm) and random
error, which cannot be learned. The latter is thus often referred to as “irreducible error”
(Gareth, Witten, Hastie, and Tibshirani, 2013:18). It is often helpful, then, for some
measure of confidence, such as a prediction interval (PI), to be provided with the
regression estimate to quantify this irreducible error. A PI provides a range of values
within which the modeler believes a future value will fall. A key component of the PI is
its confidence coefficient, generally expressed as a percentage, that indicates its accuracy
when given infinitely-many resamples of the data (Casella and Berger, 2002:418).
While there are several methods for computing PIs for neural networks, the
modeler is faced with trade-offs in terms of the intervals’ validity and computational
burden. Analytic methods, such as maximum likelihood or Bayesian techniques, require
non-trivial assumptions about the distribution of the data (Papadopoulos, Edwards, and
Murray, 2001), distributions which are generally not tractable through a neural network.
Additionally, to generate the PIs for these methods, training of the neural network is
complicated and greatly prolonged by the repeated computation of a gradient matrix (i.e.,
the Hessian) (Khosravi, Nahavandi, Srinivasan, and Khosravi, 2015). Distribution-free
techniques, such as bootstrapping and the various conformal inference methods, eliminate
the need for most assumptions, but still have their own drawbacks. Specifically,
bootstrapped PIs generally require hundreds, if not thousands, of models to be trained.
This is often an untenable task, especially for large networks where time and computer
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memory are constraints. For example, consider an ensemble of 20 VGG-16
architectures—state-of-the-art neural networks tailored to object recognition tasks—to
train to a dataset of human faces (Rothe, Tomofte, and Van Gool, 2015). Based on the
size of these networks (“Keras Applications”), the ensemble would occupy more than
10.5 gigabytes of computer memory. Some conformal inference methods are a potentially
attractive alternative for practitioners. For example, the inductive (“split”) and aggregated
conformal predictors require training far fewer models than bootstrapping, nor do they
complicate network training as the analytic PI methods do. However, the resulting PIs of
these methods tend to be less informative than the PIs from other, more computationally
intensive methods (Cherubin, Chatzikokolakis, and Jaggi, 2021; Khaki and Nettleton,
2020). In addition, the use of conformal inference for neural network remains a relatively
new concept (Kivaronovic, Johnson, and Leeb, 2019), with the effect of different
parameters in its application remaining unknown. For example, modifying conformal
inference algorithms with kernel density estimation (KDE) shows promise for producing
favorable PIs (Lei, Robins, and Wasserman, 2011), but has yet to be applied extensively
in the context of neural networks.
Thus, a knowledge gap exists in the use of PIs for providing confidence in neural
network predictions. Specifically, little is known regarding how the parameterization of
neural networks affects the performance of PIs. Little is also known about the
comparative utility and performance of these various PI methods in the setting of neural
networks, where the modeler must make decisions in the trade-space of accuracy, training
time, and computer memory. This knowledge gap, coupled with the difficult training
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methods of neural networks, has resulted in PIs rarely being provided with the network’s
regression estimates (da Silva Neves, Roisenberg, and Neto, 2009).
The limited of use of PIs prevents civilian and military users from leveraging the
full advantages of neural networks, and by extension AI. Associating a level of
confidence to the predictions of neural networks increases the reliability and usability of
the network by providing a range of likely values as opposed to a single regression
estimate (Papadopoulos, Edwards, and Murray, 2001). Reliability is a key consideration
for the DoD, which seeks to deploy AI for situations in which the risks to human life and
equipment are high. For example, the RAND Corporation surveyed military and AI
experts asking them what, if any, ethical concerns are associated with military AI
(Morgan and others, 2020:20). Two of the most common concerns were that the AI
“might make dangerous errors,” or that military leaders may “put too much trust” in the
outputs of the AI (Morgan and others, 2020:20). Both concerns relate to the lack of an
associated confidence measure with the AI’s outputs.
A partial remedy for these problems is to alter the training of these AIs such that
PIs are provided in addition to its baseline output. However, before this can be
accomplished, a better understanding of the comparative performance of different PI
methods, as well as how model parameterization affects such performance, is needed.

1.2 Research Objectives
This research explores the relationship between PI performance and neural
network architecture, as well as the comparative performance of different PI methods on
a given network. The first research question investigated is:
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1. Does the choice of neural network hyperparameters, such as the number of layers
or the choice of activation function, affect the performance of prediction intervals
for future observations?
a. If there are hyperparameters which affect PI performance, does the effect
differ according to the PI method employed?
To evaluate this question, and its related sub-question, an experiment is designed to fit
networks of varying layers, nodes, and activation functions across several datasets. A
separate but comparable design explores the design choices for convolutional neural
networks (CNNs), including the number of convolutional layers, as well as the number of
kernels and their size. PIs are then constructed for each of these networks using the
bootstrap and split conformal methods. Analysis of Variance (ANOVA) is then used to
determine which network hyperparameters significantly affect PI performance, as
measured by the statistical “validity” and “efficiency.” These terms are discussed further
in Section 2.3. Additionally, the research also seeks to answer:
2. Given a particular network architecture, which prediction interval (PI) method
optimizes the trade-off between PI performance and computational burden?
In answering this question, a better understanding is reached regarding which methods
for constructing PIs perform best in real-world settings, while remaining computationally
feasible to implement. The networks fitted for answering the first research question are
evaluated according to their mean squared error (MSE) for out-of-sample predictions, a
metric for measuring a model’s quality of fit for the data. The best performing network
architecture for each dataset is then examined further. In particular, these architectures
are retrained to construct PIs for each of the following methods:
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•

Bootstrap (resamples of 100 and 500)

•

Percentile Bootstrap (1,000 resamples)

•

Full Conformal, with and without KDE

•

Split Conformal, with and without KDE

•

Cross Conformal (folds of 5, 10, and 20), with and without KDE

•

Bootstrap Conformal (resamples of 5, 10, and 20), with and without KDE

1.3 Research Focus
This research focuses on the distribution-free techniques discussed in Section 1.1,
specifically bootstrapping and the family of conformal inference methods. The jackknife,
a popular estimation technique using leave-one-out residuals and by which the bootstrap
method was originally developed, is not explored in this analysis (Efron, 1979). The
experiment also excludes analytic techniques for constructing PIs, such as maximum
likelihood and Bayesian. As discussed further in Section 2.3, such techniques are
sometimes difficult to implement, requiring repeated computation of gradient matrices,
and furthermore rely on asymptotic assumptions for creating valid PIs. It is assumed that
DoD users of neural networks will focus toward the more flexible distribution-free
methods, which can be implemented with limited distributional assumptions and without
the need to alter the training process for the baseline network.
Along the same lines, this research is concern with the construction of PIs, which
are generally of more concern for military applications, as opposed to confidence
intervals. Confidence intervals are estimation tools for parameters and expected values
(means), rather than for new observations of random variables. In ML settings, PIs are
used for estimating the uncertainty around what value a single, unknown target variable
6

may take given some set of inputs, while a CI would be used to measure the uncertainty
around the mean, or long-term expectation, of said quantity. Measuring the former is
generally of more concern for practitioners. Lastly, the datasets examined in this analysis
each have real-valued, continuous target variables. Datasets with discrete targets used for
classification tasks are not considered.

1.4 Document Overview
This document is organized as follows. Chapter II provides an overview of neural
networks, the statistical concepts associated with prediction intervals, and how PIs are
constructed using bootstrapping and conformal inference. Chapter III details the
experiment used to answer the research questions, specifically the experimental design of
networks and datasets used, as well as the methods for evaluating each PI method.
Chapter IV presents the results of this experiment. Finally, Chapter V discusses the
conclusions drawn from the results.
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II. Literature Review
2.1 Chapter Overview
This chapter provides the background information for each area of subject matter
involved in answering the research questions. Section 2.2 is a high-level summary of
neural networks—including their motivation, general construct, and design
considerations—that will serve to motivate the experimental design choices discussed in
Chapter III. Section 2.3 describes prediction intervals from a statistical perspective,
providing necessary terminology and definitions. Sections 2.4 and 2.5 are dedicated
toward discussing bootstrapping and conformal inference, respectively. The information
presented in these sections is, again, statistical in focus, describing the assumptions used
and each method’s formulation of constructing PIs.

2.2 Neural Networks
Neural networks are a class of learning algorithms loosely inspired by the
anatomy of the brain. In the brain, a network of cells, called “neurons,” pass information
via an exchange of electrochemical charges (Géron, 2017:279). When a neuron
experiences a rapid change in its received voltage, it “fires,” sending a charge to its
neighboring neurons (Géron, 2017:279). While the modern formulation of neural
networks has abstracted away from earlier attempts to mimic this biological process, the
similarities are still apparent.

8

Figure 1. Diagram of an Example Feed-Forward Neural Network

Figure 1 displays a basic neural network with two input variables, X1 and X 2 ,
being used to predict a target variable, y. The basic building block of a neural network are
the nodes (also known as “neurons,” or “perceptrons”), represented by the blue circles in
the hidden and output layers of the network (Géron, 2017:286). The Σ and φ symbols
represent the two operations performed in each node: vector multiplication and
activation.
Consider the example of an observation xi

( x1i , x2i )

X1 and X 2 for the i th observation. The linear combination of X1 , X 2 ,
and an intercept term is determined for the hidden layer by a matrix of weights W, and a
9

“bias” column vector b. A non-linear “activation” function φ then maps these scalar
values to a desired range (Géron, 2017:283). In the case of network depicted above, the
activation of each node for the ith entry, a ji , is computed:
a ji = φ1 ( w Tj xi + b j ) ,

(1)

where w j is j th row in W and b j is the j th entry in b, and j = 1,...,3 . Each a ji is then
passed to the output layer, where the same process is repeated to produce a prediction for
the target variable associated with ( x1i , x2i ) . In Figure 1, the activation of the output
layer, φ2 , has a different subscript than the activation of hidden layer to highlight the fact
that two functions do not need to be the same.
While the network in Figure 1 has a single hidden layer with three nodes, the
computations described can be extended to any number of nodes or layers. Note that the
number of parameters that need to be estimated for multi-layer “deep networks” grows
quickly, especially for high-dimensional datasets (Goodfellow, Bengio, and Courville,
2016:165). As a result, large neural networks require large datasets to effectively
recognize patterns.
The choice of W and b in each hidden layer is determined by the minimization of
a cost function, which penalizes the network by computing the difference between the
predicted and actual target values. The choice of cost function is dictated by the nature of
the response variable (Goodfellow, Bengio, and Courville, 2016:174). For example, the
default cost function for regression tasks is the mean squared error (MSE).
Because a neural network is comprised of multiple layers and generally non-linear
activations, finding a closed-form solution for minimizing the cost function is intractable.
10

Rather, neural networks are trained through a gradient-based optimization algorithm.
Common optimizers for training neural networks today include the Adam and RMSprop
algorithms (Goodfellow, Bengio, and Courville, 2016:303-305). In these algorithms,
weight and bias values are initialized to random values. These values are then iteratively
adjusted according to the sign and magnitude of their gradient to the cost function.
Training continues until some stop criteria is satisfied. Because of the complexities of the
cost function’s topology, there is generally no method for determining if a potential
solution is at the global minimum, and thus optimal (Goodfellow, Bengio, and Courville,
2016:287-289). Instead, modelers often take a heuristic approach. This could, for
example, be done by monitoring the cost function on a validation set to see at what stage
in the training process the network’s prediction performance plateaus. Note, however,
that such a process is time-consuming, as the iterative nature of the optimization
algorithms results in a prolonged training time for neural networks. Thus, while
constructing arbitrarily large networks may be an attractive option for large datasets to
ensure quality estimation, the concomitant time required to train such a network may be
untenable.
How to best construct a neural network in this trade-space of performance and
computational burden, including the number layers and nodes, as well the choice of
activation function, is an area of active research. Like other learning algorithms, neural
networks are prone to modeling issues such as under- or over-fitting the functional
relationship between the features and target variable. In general, increasing either the
number of nodes or layers, or some combination thereof, increases the flexibility of the
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network, allowing it to capture more complex relationships (Goodfellow, Bengio, and
Courville, 2016:426).
The choice of activation function is less clear, with no guiding theoretical
concepts for practitioners to reference (Goodfellow, Bengio, and Courville, 2016:188).
Functions such as the sigmoid (also commonly referred to as the “logistic”) and
hyperbolic tangent (“tanh”), were popular for early applications of neural networks.
These functions partly mimic the all-or-nothing discharge nature of biological neurons.
Further, they have continuous and easy to compute derivatives, a practical consideration
for the optimization algorithms used for training. While widespread initially, the sigmoid
and tanh functions are less commonly used now. Networks employing these functions
tend to learn slower and converge to poorer solutions (Goodfellow, Bengio, and
Courville, 2016:191). This is because the derivatives of the sigmoid and tanh are close to
zero for most of the real-line (see Figure 2), resulting in small gradients being used to
propagate updates to the weight and bias values. Instead of these sigmoidal functions, the
rectified linear unit (ReLU) function, φ ( x ) = max(0, x) , has become a more popular
choice (Goodfellow, Bengio, and Courville, 2016:188). Having a derivative of either zero
or one, ReLU avoids the issue of computing small gradients, resulting in a network that
learns data to the same degree of accuracy over fewer training iterations as compared to
sigmoidal functions. The sigmoid, tanh, and ReLU functions are the most popular
functions in use today, with other activations commonly used including step functions
and variants of the ReLU function (Géron, 2017:288).

12

Figure 2. Common Activation Functions and their Derivatives

While the choice of activation for the hidden layers is under great scrutiny, the
activation function used in the output layer is generally dictated by the nature of the
response variable. In regression tasks, where the target variable y may take any value, the
identity function, φ ( x ) = x , is a common choice.
Note that the hyperparameters of a neural network are not limited to merely the
layers, nodes, and activation function. Optimization algorithms have their own
hyperparameters, such as the learning rate and batch size, which can greatly influence the
speed or quality of fit for the network (Goodfellow, Bengio, and Courville, 2016:426).
There also exist a wide variety regularization schemes that can be employed for
generalizing networks to new data, including norm penalties for the weight and biases
(Goodfellow, Bengio, and Courville, 2016:226-236), local response normalization
(Krizhevsky, Sutskever, and Hinton, 2017), and dropout, a random process of effectively
eliminating nodes from the network by setting their activations to zero (Srivastava,
Hinton, Krizhevsky, Sutskever, and Salakhutdinov, 2014).
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The careful tuning of these hyperparameters has created highly accurate neural
networks successfully deployed for a variety of tasks, including forecasting of foreign
exchange rates (White and Racine, 2001) and electricity load forecasting (Hwang and
Ding, 1997). Thus, the desire to extend the application of neural networks for more
difficult tasks, such object recognition and text processing, should not be surprising.
However, to handle the forms of data associated with such tasks, the standard feedforward network model must be altered slightly. The need to process high-dimensional,
image-based datasets yielded convolutional neural networks (CNNs), discussed further in
subsection 2.2.a. Similarly, processing sequence data, in which the value of a datapoint
may depend on the datapoints that are observed before or after it, yielded recurrent neural
networks (RNNs) (Goodfellow, Bengio, and Courville, 2016:367). As the focus of this
research avoids sequence data, RNNs are not discussed further.
2.2.a Convolutional Neural Networks
Convolutional neural networks are networks that use the convolution operation in
the place of matrix multiplication in one or more of its hidden layers (Goodfellow,
Bengio, and Courville, 2016:326). While there are several definitions for convolution, in
the setting of neural networks, it serves as another form of linear operation that results in
fewer parameters needing to be estimated in the network. The “sparse connectivity” of
CNNs is preferred for high-dimensional and image-based datasets, for which standard,
feed-forward networks become too cumbersome (Goodfellow, Bengio, and Courville,
2016:330). For this reason, feed-forward networks, or any single network layer using
matrix multiplication, are sometimes referred to as “densely” or “fully” connected
(Géron, 2017:282).
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Figure 3 provides a visual representation of how a two-dimensional input, say the
pixel representation of an image, is processed using a convolutional kernel, in this case of
size 3x3 . As the kernel slides over the input matrix, it creates a “feature map,” the
distilled representation of the input (Chollet, 2017:112). The idea of CNNs is to create
dozens of these feature maps, both over the original input and stacked on top of one
another, to create an “information distillation pipeline” (Chollet, 2017:153). Each feature
map in the first layer serves to learn and identify a particular pattern in the image, such as
lines and basic shapes. In subsequent layers, the feature maps become more abstract, as
the visual information from the image is converted to information about what digit is
being presented (Chollet, 2017:152-153). After feature extraction, one or more fullyconnected hidden layers are typically employed in CNNs, the output of which being the
final prediction for the target variable.
Convolutional kernels represent the building blocks of CNNs, just as nodes do
with standard neural networks, with a typical convolutional layer having several kernels.
Also, as in standard neural networks, the feature maps computed from convolutional
kernels are passed through an activation function; for CNNs, ReLU is the default choice
due to its generally faster training time (Krizhevsky, Sutskever, and Hinton, 2017).
However, an additional step that will occur generally at each convolutional layer is
“pooling.” A pooling function will take the activations from a set of feature maps at a
given location and replace their values with a single summary statistic, typically either
their mean or maximum (Chollet, 2017:117-118).
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Figure 3. Example Convolution Operation

In this way, the higher representations of the input data are robust to small variations. In
the case of the example CNN depicted in Figure 4, pooling helps the network identify
comparable images as a four, despite perhaps small rotations or shifts in the image, or
idiosyncrasies in how the digit written.
Given the computations involved for each kernel, the permutations of design
choices for constructing a CNN are numerous. The number of kernels and number of
convolutional layers to employ must be tuned to adequately capture the complexity of the
task at hand. Complex tasks may require dozens of layers of convolution, each with
hundreds of kernels. The size of the kernel itself is also a design choice.

Figure 4. Example CNN Architecture
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Larger kernels, having size 7x7 or 11x11, were fairly popular, with the understanding that
larger kernels will better capture basic patterns in the data (Simonyan and Zisserman,
2015). However, the use of 3x3 has become more popular as of 2015, with the
demonstration that these smaller kernels require fewer parameters, and are thus more
computationally efficient, while also maintaining the same performance as larger kernels
(Simonyan and Zisserman, 2015). Other hyperparameters, such as the learning rate of the
optimization algorithm and regularization techniques, must also be tuned when using
CNNs.
As CNNs have become more popular tools for a variety of tasks, their maturity
and performance has similarly increased. CNNs are effectively used for a wide variety of
tasks, include object identification and orientation (Glorot, Bordes, and Bengio, 2011),
age estimation (Rothe, Timofte, and Van Gool, 2018), facial recognition (Nair and
Hinton, 2010), and so on. However, the size of CNNs—which for the aforementioned
tasks can include tens of millions of parameters—make them computationally expensive
to train with gradient-based learning methods. These problems are compounded when
considering the large image datasets used for training CNNs. Such datasets require vast
amounts of space for storage and are costly to import into coding platforms for training.
With computations repeated thousands of times over the total number of iterations needed
to train, it is easy to see why training a single CNN requires an non-trivial amount of
computational resources. For example, CNNs can be deployed to learn the age of a
person when presented with an image of his or her face. One dataset used for such
purposes has 523,051 images of celebrities’ faces scraped from IMDB.com and
Wikipedia.com, which when compressed, still requires over 10 GB of space. Training an
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ensemble of 20 CNNs to learn the dataset lasted five days (Rothe, Tomofte, and Van
Gool, 2015).
Despite these computational costs, neural networks are useful tools that promise
to become even more widespread in the near future. The optimization process of neural
networks, in effect, represents a systematic way for learning how the feature space can be
mapped to correctly predict the target variable (Goodfellow, Bengio, and Courville,
2016:166). Contrast neural networks with, for instance, linear regression. With linear
regression, the features are assumed to be linearly related to the output. If they are not,
then the modeler must engineer the features until the correct relationship can be
approximated. A similar approach is taken with support vector machines, and the
choosing of the kernel function. Neural networks by-pass the time and guesswork
previously needed to model data, serving as flexible and powerful tools that can be
applied to practically any machine learning task.
However, real-world data is inherently noisy, obscuring the relationship between
features and target variable. Thus, while neural networks are efficient modelers of data,
they have the same limits in accuracy as other machine learning techniques, carrying a
certain amount of uncertainty in every prediction. Understanding this uncertainty, such as
through the construction of prediction intervals, is vital for successfully leveraging the
full capabilities of neural networks.
Yet, there is no consensus on the best means for constructing PIs for neural
network outputs, nor does there exist an understanding regarding how the tuning of
network hyperparameters affects the utility or accuracy of a PI. The computational
burden of training the network itself often means that the extra computations required to
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compute PIs are by-passed in favor of simply presenting the point estimate (da Silva
Neves, Roisenberg, and Neto, 2009). As discussed in Chapter I, uncertainty estimation is
a key step in continuing to leverage AI capabilities for both civilian and military
purposes.

2.3 Prediction Intervals
Prediction intervals estimate the likely range of a random variable given
previously observed data and a confidence coefficient 1 − α (Casella and Berger,
2002:558). As discussed in Chapter I, these intervals are important tools for inference,
helping the modeler understand how uncertain the trained predictions are for unseen data.
To further motivate the use of prediction intervals, recall that regression learning
seeks to understand a continuous target variable, y, as a function of a set of input
variables, X. However, y is also generally a function of some unobserved factors, denoted
as ε , that cannot be learned: random noise, measurement error, and so forth (Gareth,
Witten, Hastie, and Tibshirani, 2013:18). Suppose then that y can be represented as:
=
y f (X ) + ε ,

(2)

where f ( X )

ε , f (X )

fˆ , represents the modeler’s expectation for what a future value yi will take

fˆ ( xi ) . The point estimate for xi , fˆ ( xi ) , is useful
given a feature vector xi , i.e. Ε[ yi ] =
for understanding how the target variable responds given changes in the values of xi , or
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for comparing the predicted values between test observations. However, the true value yi
is never equal to fˆ ( xi ) due to the random error.
Prediction intervals are therefore constructed to understand the uncertainty around

fˆ ( xi ) , placing probabilistic bounds on the difference between yi and fˆ ( xi ) (Khosravi,
Nahavandi, Srinivasan, and Khosravi, 2015). To do this, PIs leverage the total variance
associated with regression estimate, Var  yi − fˆ ( xi )  , to construct a range of values


inclusive of yi with confidence coefficient 1 − α . From Equation (2), the difference

yi − fˆ ( xi ) can be expressed as:
yi − fˆ ( xi ) = [ f ( xi ) − fˆ ( xi )] + εi ,

(3)

where εi is the value of the error term for the i th observation. Thus:
Var  yi − fˆ ( xi ) = Var  f ( xi ) − fˆ ( xi ) + εi = Var  − fˆ ( xi ) + εi  ,

(4)

since f ( xi ) is a constant. Assuming the random error term εi and fˆ ( xi ) are independent,
then Equation (4) simplifies further to:
Var  yi − fˆ ( xi )  =Var  − fˆ ( xi )  + Var [ εi ] .

(5)

And since the variance function is a square function:
 Var  fˆ ( xi )  + Var [ εi ] .
Var  yi − fˆ ( x=
i )


Var  fˆ ( xi ) 

(6)

Var [ εi ]
Gareth, Witten, Hastie, and Tibshirani, 2013:34).

Var  fˆ ( xi )  represents how much the regression estimate for a particular xi will change
when trained on new data. The challenge in statistical modeling is to minimize
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Var  fˆ ( xi )  while also capturing the complexity of the underlying relationship between
X and y. Conversely, since εi represents unlearnable factors, its variance is assumed to be
irreducible regardless of the quality of model trained for regression on y (Gareth, Witten,
Hastie, and Tibshirani, 2013:34).
Estimates for Var  fˆ ( xi )  and Var [ εi ] are used to construct a prediction interval


with confidence coefficient 1 − α for xi . The most straightforward computation is:

fˆ ( xi ) ± t1−α 2,df σˆ 2fˆ ( xi ) + σˆ ε2 ,

(7)

where:
•

σˆ 2fˆ ( xi ) and σˆ ε2 are the estimates for Var  fˆ ( xi )  and Var [ εi ] , respectively.



•

t1−α 2,df is the 1 − α

(

2

)

th

percentile of the Student’s t distribution with degrees of

freedom df.
The confidence coefficient represents the proportion of intervals that will correctly
contain the true value yi over an infinite number of sample datasets (Casella and Berger,
2002:496).
Note that the inclusion of both Var  fˆ ( xi )  and Var [ εi ] in Equation (7)


distinguishes prediction intervals from “confidence intervals,” which are intervals for
estimating the parameter E [ yi ] , rather than the random variable, yi (Casella and Berger,
2002:558). Estimating such parameters does not require estimating Var [ εi ] . In this case,
the corresponding confidence interval is the mean value fˆ ( xi ) , which can be constructed
with only the slight modification of removing Var [ εi ] from Equation (7).
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Also note that there exists a myriad of ways to construct PIs, and that the
formulation in Equation (7) need not be followed exactly. Alternate means of
constructing PIs are often advantageous, as the method arriving to Equation (7) either
assumes the errors εi are Normally distributed, or assumes the sample is sufficiently
large such that an appeal to the Central Limit Theorem can be made (Casella and Berger,
2002:236). While all methods invoke the idea of capturing total prediction variance in the
PI, they vary in their approach for estimating the component model-fitting and irreducible
errors, doing so either implicitly or explicitly. The choice of method is driven largely by
the ease or difficulty of computing these component errors, particularly, Var  fˆ ( xi )  . A


common estimate for Var [ εi ] is to use the mean squared error of the regression
estimates on some validation set, a readily available metric for most learning algorithms
(Gareth, Witten, Hastie, and Tibshirani, 2013:34).
Consider, for example, the case of using linear regression to predict y using X. In
this setting, it is traditionally assumed that y is Normally distributed with a constant
variance σ ε2 , and has a mean that is conditioned on values in X , combined linearly using
a vector of weight parameters β (Kutner, Nachtsheim, Neter, and Li, 2005:9-12). Given
these assumptions, the parameter estimates ( β̂ ) that maximize the likelihood of
observing X and y has a closed-form solution. Further, since y and X are linearly related,
the sampling distributions of β̂ can be easily computed from the normality assumption
(Kutner, Nachtsheim, Neter, and Li, 2005:227-228). The variance of β̂ from its sampling
distribution yields an estimate of the model-fitting variance, which when paired with the
random noise estimated from the MSE, provides a means for computing PIs. Thus, this
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maximum likelihood approach is a natural and readily implemented means for
constructing PIs with linear regression models.
Now consider the case of regression with neural networks. The successive layers
of non-linear activations generally renders the derivation of the sampling distributions of
the parameter estimates intractable (Bishop, 1995:398) Furthermore, estimating the set of
parameters to maximize the likelihood of observing X and y does not have a closed-form
solution; estimating the model-fitting variance must be somehow incorporated in tandem
with the gradient-based learning methods used for training neural networks.
Thus, the choice of method for constructing PIs for neural networks is much less
obvious, and the subject of ongoing research. To that end, practitioners compare methods
according to the performance of their PIs—generally, “validity” and “efficiency”
(Cherubin, Chatzikokolakis, and Jaggi, 2021). Validity refers to the proportion of PIs, p,
that correctly estimate an interval within which the unknown target value falls. Since this
proportion is a random variable, when given enough trials of test observations to
estimate, p should tend toward the nominal coverage suggested by confidence level
(Cherubin, Chatzikokolakis, and Jaggi, 2021). In other words, as the number of test
observations for which a 1 − α PI is constructed approaches infinity, p → (1 − α ) .
Instances in which p < (1 − α ) or p > (1 − α ) are generally not desirable. In the former
case, the intervals are not valid, providing more confidence in the estimation than is
realized. Alternatively, p > (1 − α ) indicates that the intervals are conservative in their
estimation; a smaller PI can thus achieve the desired confidence. The general procedure
of determining validity of the interval is also known simply as estimating interval
coverage.
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Asymptotically, smaller intervals are more informative than wider ones: the range
of values is smaller and thus there is less uncertainty about the behavior of the unknown
target variable. This is the idea of efficiency: the smallest interval such that p ≥ (1 − α )
(Cherubin, Chatzikokolakis, and Jaggi, 2021). While the optimally efficient interval is
generally unknown, intervals can be compared by their widths, with smaller ones
considered to be more efficient.
Another metric of interest when evaluating a two-sided PI is the rate at which the
interval “misses” on either end, either “left” or “right.” (Efron and Tibshirani, 1993:175).
More precisely, it is generally preferred that a PI be balanced, over-predicting the true
value (“miss right”) at the same rate that it under-predicts (“miss left”). This is known as
estimating an interval’s left and right coverage. Figure 5 provides examples of three
different PI sets: one which is well balanced, one with poor left coverage, and one with
poor right coverage
The different methods for constructing PIs fall into two categories: parametric and
nonparametric. Two common parametric techniques for use with neural networks are the
maximum likelihood estimation with the delta method or Bayesian inference. However,
each method presents challenges for modelers. For instance, Bayesian inference treats the
network parameters as random variables whose distributions can be learned. Not only
does this vastly increases the number of variables to estimate, it also requires employing
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Figure 5. Examples of PI Balance

more complex training algorithms (Bishop, 1995:398). Furthermore, these training
algorithms compute the matrix of first- and second-order derivatives of the network
weights in order to estimate their variance—an expensive computation that must be
repeated during each training iteration (Papadopoulos, Edwards, and Murray, 2001). Less
intensive methods, such as the delta method, leverage the assumed asymptotic normality
of statistics to infer model-fitting variance. Thus, the PIs from this method are valid
asymptotically, where the number of samples is assumed to be infinite (Hwang and Ding,
1997). While real-world performance of PIs constructed using the delta method are often
close to, or meet, the nominal coverage suggested by confidence level (Hwang and Ding,
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1997), the lack of a coverage guarantee for non-infinite datasets may give some modelers
pause. This is especially true in military settings, where accurately estimating the
probability of outcomes is necessary for making well calibrated risk assessments.
Alternative approximation techniques, generally nonparametric in nature, can
avoid the complexities or potentially untenable assumptions associated with the
parametric methods just discussed, making them attractive options for practitioners. In
particular, bootstrapping and the family of conformal inference methods are easily
implemented approaches for constructing valid PIs under minimal assumptions. These
methods are explored further in Sections 2.4 and 2.5, respectively.

2.4 Bootstrapping
Bootstrapping is a resampling-based method for inference, computing measures
of accuracy for statistics, such as bias and variance (Efron and Tibshirani, 1993:10). It
was introduced in 1979 as an extension of the already-established jackknife method
(Efron, 1979; Quenouille, 1949). As the availability of computing power has grown since
the bootstrap’s introduction, it has become an increasingly popular tool for aiding
statistical inference in a wide variety of settings (Khosravi, Nahavandi, Srinivasan, and
Khosravi, 2015).
The central idea of the bootstrap method is that the observed data is representative
of the population from which it was sampled, meaning that the observed data can be
considered as if it were the population (Gentle, 2009:433). By resampling from the
original sample, it is then possible to infer the sampling distribution of a statistic of
interest by computing its value across these resamples.
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Specifically, suppose a random sample z = ( z1 , z2 ,..., zn ) of size n is drawn, with
each zi independent, and drawn from unknown, identical distributions, F . It is desired
to use z to calculate some statistic of interest, T . Define F̂ as the empirical distribution
of the observed data, where each zi in z occurs with probability 1 n . Then a “bootstrap
resample” is a random sample of size n drawn with replacement from F̂ (Efron and
Tibshirani, 1993:52). Or, in other words, a bootstrap resample is comprised of n random
draws from the original sample, where each observation zi is chosen with equal
probability and with replacement. If B bootstrap resamples are collected, each is
generally denoted as zb∗ = ( z(∗b )1 , z(∗b )2 ,..., z(∗b ) n ) to distinguish it from the original sample
and from the other B − 1 bootstrap resamples. The statistic of interest T can then be
calculated on each zb∗ . The resulting empirical cumulative distribution function (ECDF)
of T provides an estimate of the sampling distribution of T , with which statistics such as
the mean and variance can be calculated.
The necessary number of bootstrap resamples depends upon what parameter from
the sample distribution of T is being estimated. For instance, estimating the standard
error of T can be adequately accomplished with 25 or 50 resamples (Efron and
Tibshirani, 1993:52). However, estimating, say, the 95th percentile, or other statistics
existing at the tail of the sampling distribution, likely requires 500 or 1000 resamples
(Efron and Tibshirani, 1993:275). With the onset of modern computing power, more
contemporary implementations of the bootstrap often involve much larger numbers of
resamples.
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Bootstrapping is regularly applied for confidence estimation, with several
different strategies available for constructing intervals. A popular method for
constructing prediction intervals explicitly estimates the model-fitting and irreducible
errors, while using the bootstrap ensemble of models to calculate a point estimate of the
unknown target value.
Suppose that feature and target data, { X, y} , are observed. B bootstraps resamples
are collected, and a learning algorithm L is trained on each to produce an estimated
regression function fˆb , b = 1,..., B . Now suppose a new feature vector, xtest , is observed
and it is desired to provide a point estimate and prediction interval for its unknown target
value, ytest . An ensemble point estimate for ytest , denoted as fˆ ( xtest ) , can be found
through the simple averaging of each model fˆb prediction:

1 B
fˆ ( xtest ) = ∑ fˆb ( xtest ) ,
B b =1

(8)

where fˆb ( xtest ) is the regression estimate of the neural network trained on the bth
bootstrap resample for the feature vector xtest . The estimate of model-fitting variance for

xtest [ σˆ y2ˆ ( xtest ) ] is calculated from the distribution of predicted target values calculated
from the bootstrap resamples. Specifically:

=
σˆ y2ˆ ( xtest )

1 B ˆ
∑ ( fb ( xtest ) − fˆ ( xtest ))2 .
B − 1 b =1

(9)

The irreducible error ( σˆ ε

zb∗ , its
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zb∗ =
{zi ∈ z : zi ∉ zb∗ } , the observations in
z not in zb∗ . Then for each bth bootstrap resample, σˆ ε(b ) is calculated:
=
σˆ
(b )
ε

1

X b*

∑
X b* − 1 i =1

( yb* − fˆb ( X b* )) 2 ,

(10)

where:
•

X b* and X b* are the bth resample and its corresponding out-of-bag set, respectively

•

yb* is the set of true target values for feature vectors in X b*

•

fˆb ( X *) is the set of predictions for X b* of the network trained on X b*

•

X b* is the cardinality of X b*

The probability of a point xi ∈ Χ being bootstrap resampled approaches 1 − e −1 as n → ∞ ;
for sufficiently large dataset this probability is approximately 2

3

(Gareth, Witten,

Hastie, and Tibshirani, 2013:318). Thus, the cardinality of each X b* varies, but is
approximately 1 that of original data set X.
3
The data noise estimate for the entire dataset is found by averaging σˆ ε(b ) for

b = 1, 2,..., n :
σˆ ε =

1 B (b )
∑ σˆε
B b =1

(11)

A 1 − α prediction interval for the xtest can then be constructed:
=±
PI1bootstrap
fˆ ( xtest ) t1−α 2,df σˆ y2ˆ ( xtest ) + σˆ ε2 ,
−α
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(12)

where t1−α 2,df is the value of the ( 1 − α 2 )th percentile for the Student’s-t distribution with

df degrees of freedom. Determining df when modeling with neural network is not a
straightforward process, with true flexibility of the regressor abstracting away from
merely the count of parameters in the neural network (Gao and Jojic, 2016). To bypass
calculations needed approximate df, the appropriate percentile from the standard Normal
distribution can be used instead. Algorithm 1 provides a pseudocode implementation for
the bootstrap method of constructing PIs.

Algorithm 1. The Bootstrap Method
Input: training data { X , y} = {( x1 , y1 ), ( x2 , y2 ),..., ( xn , yn )} , test observation xtest ,
learning algorithm L, and desired coverage probability 1 − α
1: For bootstrap resamples b = 1 to B:
2:
Generate bootstrap resamples of X and y . Denote them as { X b , yb } .
3:
Find the out-of-bag observations of { X b , yb } . Denote the out-of-bag sets as
4:
5:
6:

{ X b , y b } .

Train learning algorithm L on { X b , yb } . Denote the trained regressor function
as fˆ .
b

Calculate fˆb ( X *) .

Estimate σˆ ε(b ) as in Equation (10)
7: End For
8: Calculate fˆ ( x ) as in Equation (8)
test
9: Calculate σˆ y2ˆ ( xtest ) as in Equation (9)
10: Calculate σˆ ε as in Equation (11)
Output: a 1 − α prediction interval, constructed as in Equation (12)
As a resampling method, bootstrapping has several advantages for use with neural
networks. Specifically, it can be applied even when little is known about the statistic’s
underlying distribution (Gentle, 2009:433). This a key advantage when conducting
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statistical inference with neural networks, for which it is generally intractable to derive
the distribution of a network’s regression estimate. The only requirement necessary for
applying the bootstrap method is to assume the sample data are independent and
identically distributed. Furthermore, bootstrapping can be easily implemented, with few
complications to the underlying estimation method (Efron and Tibshirani, 1993:45).
Since neural networks are a gradient-based learning method that are solved iteratively,
algorithms requiring complex theoretical calculations must be repeated during the
training phase on the network, greatly increasing the time and memory needed.
Consequently, the computational burden of bootstrapping, while not insignificant, is
similar to that of the maximum likelihood estimation method for PIs, which requires the
calculation of the Hessian vector matrix during each training iteration (Khosravi,
Nahavandi, Srinivasan, and Khosravi, 2015).
However, constraints on computational time and computer memory limit the size
of networks for which the bootstrapping method can be applied. Convolutional neural
networks, and the datasets to which they are applied, pose a challenge for implementing
the bootstrap method. Recall the example from Section 2.2 where an example from
literature noted that an ensemble of 20 CNNs required five days to train. Consider then,
the time required to train, say, 50 or 100 networks, likely the minimum number needed to
produce suitable estimates of both model-fitting and irreducible errors needed to
construct an accurate PI. Waiting two weeks or more for a bootstrap ensemble of neural
networks to train is likely an untenable prospect in many settings. This is true particularly
for the military, where the draw of using AI is, in part, its ability to improve the speed of
decision-making (Morgan and others, 2020:16). Storing trained CNNs is also a non-
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trivial consideration, with the 20-network ensemble created for the age estimation task
likely occupying more than 10 GB of space, given the specifications of architecture used
(“Keras Applications”).
Beyond these logistical concerns, the performance of the PIs constructed with the
bootstrap method have their own limitations. In particular, bootstrapped PIs tend be
conservative (Papadopoulos, Edwards, and Murray, 2001), indicating the desired
coverage could be achieved with a smaller prediction region. Additionally, the
construction of the bootstrapped PIs in Algorithm 1 implicitly assumes that the
underlying distribution of the predicted target value is asymptotically standard normal;
that is, the predicted target value is symmetric about a mean of zero. This further implies
that the predicted value itself is an unbiased estimator of the true target value. While an
ensemble of networks often provides a more accurate regression estimate than a single
network (Jospin, Buntine, Boussaid, Laga, and Bennamoun, 2020:4), if each network’s
estimate for an unknown target value is biased, say from underfitting, then it is easy to
see from Equation (8) that the ensemble prediction will also be biased. Thus, if a model’s
estimate of the predicted target value is biased, or has a skewed distribution, the
performance of these bootstrapped PIs will deteriorate.
2.4.a Percentile Bootstrap
A quick modification to the bootstrap algorithm can remedy many of the
disadvantages of implementing the traditional bootstrapped PI. A PI sensitive to the
potentially skewed distribution can be constructed by leveraging the empirical
distribution of the predicted values fˆb ( xtest )
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sampling distribution of fˆ ( xtest ) , or the errors associated with each trained regressor.
Further, avoiding the explicit computation of the model-fitting and irreducible errors—
estimated values which have their own variability—may also improve the efficiency of
the resulting PIs.
The procedure for constructing percentile bootstrap PIs begins with collecting B
bootstrap resamples of the original training set. A learning algorithm L is then fit to each
of the resampled training sets; denote the fitted regressors as fˆb ( xtest ) , b = 1,..., B . Now
consider a test observation xtest with unknown target value ytest , for which it is desired to
construct a 1 − α PI. An ECDF to estimate the sampling distribution of fˆ ( xtest ) , Q̂ , can
be built from the calculations of fˆb ( xtest ) . Q̂ is used to infer the central tendency and
variability of fˆ ( xtest ) . However, rather than calculate its standard error (as a measure of
model-fitting error), for implementing the percentile bootstrap method compute the α
and 1 − α

2

percentiles from Q̂ : Q̂ α

( 2)

2

and Q̂ 1−α , respectively. Then:

(

2

)

Ρ  Qˆ α < fˆ ( xtest ) < Qˆ 1−α  ≈ 1 − α .
( 2) 
 ( 2)

(13)

The ideal situation is when B is infinity, where the approximate equality in Equation (13)
becomes exact (Efron and Tibshirani, 1993:171). However, since a finite value must for
B must be specified, the accuracy of Equation (13) improves as B increases. As discussed
in Section 2.4, estimating tail percentiles from sampling distributions requires specifying
B to be relatively large, with 1,000 being the usual lower threshold (Efron and Tibshirani,
1993:275).
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A valid confidence interval for the value f ( xtest ) , or the expected value of ytest ,
can be constructed by inverting Equation (13), as the percentiles of Q̂ encompass the
variability in prediction caused by model-fitting error. However, the desired prediction
interval for ytest must also account for the irreducible error. To do so, the values in Q̂ can
be adjusted with a random error, sampled from the prediction errors of its corresponding
regressor fˆb on an out-of-sample dataset (Davidson and Hinkley, 1997:284-289). When
employing bootstrap resampling, such sets come in the form of the out-of-bags sets

{ X b , y b } of each b th resample of training data. Calculate the prediction errors for each
fitted regressor fˆb as:

( )

r=
y b* − fˆb X b* .
b

(14)

From each rb , collect a random sample of size one; denote each as rb* . Then for each

fˆb ( xtest ) , calculate the random-error-adjusted value, gˆ b , as:

=
gˆ b fˆb ( xtest ) + rb* .

(15)

Using the set of values gˆ b , b = 1,..., B , an ECDF, Ĝ , can be constructed. Then for any
desired α :

Ρ  Gˆ α < ytest < Gˆ 1−α  ≈ 1 − α .
( 2) 
 ( 2)

(16)

Inverting Equation (16) into an interval thus gives an asymptotically valid, 1 − α
prediction interval:

PI1percentile
= Gˆ α , Gˆ 1−α  .
−α
 ( 2) ( 2) 
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(17)

Algorithm 2 provides a pseudocode implementation of the percentile bootstrap PI
method (Davidson and Hinkley, 1997:284-289).

Algorithm 2. The Percentile Bootstrap Method
Input: training data { X , y} = {( x1 , y1 ), ( x2 , y2 ),..., ( xn , yn )} , test observation xtest ,
learning algorithm L, and desired coverage probability 1 − α
1: For bootstrap resamples b = 1 to B:
2:
Generate bootstrap resamples of X and y . Denote them as { X b , yb } .
3:
Find the out-of-bag observations of { X b , yb } . Denote the out-of-bag sets as
4:

{ X b , y b } .

Train learning algorithm L on { X b , yb } . Denote the trained regressor function
as fˆ .
b

5: ___Calculate fˆ ( X *) and fˆ ( x )
b
test
b
6:

Calculate the prediction errors rb , as in Equation (14), and from them

randomly sample a single value. Denote this value as rb* .
7:
Calculate gˆ b as in Equation (15)
8: End For
9: Construct the ECDF Ĝ from the values of gˆ , b = 1,..., B .
b
Output: a 1 − α prediction interval, constructed as in Equation (17)
2.5 Conformal Inference
Conformal inference methods provide a potentially attractive alternative to the
bootstrap method for constructing PIs from neural network outputs. They provide many
of the same advantages as bootstrapping, while generally avoiding the computational cost
associated with training hundreds or thousands of networks. In particular, conformal
inference methods can be easily implemented, with no changes to the underlying
prediction algorithm (Papadopoulos, 2008:318). They are also agnostic to the quantitative
properties of the target variable, being applicable to both continuous and discrete
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outcomes, and thus can be applied to any machine learning task (Schafer and Vovk,
2008:372).
Like bootstrapping, conformal inference does not require the modeler to levy
some assumption regarding the distribution of the target variable. The only assumption
for guaranteeing the validity of the PIs constructed is exchangeability (Schafer and Vovk,
2008:378). Exchangeability is similar to the more familiar assumption of independent and
identically distributed, but somewhat weaker (Vovk, 2015). Suppose that a collection of
random variables ( x1 , x2 ,..., xn ) is observed sequentially. Then ( x1 , x2 ,..., xn ) said to be
exchangeable if any of the n ! possible sequences of observing ( x1 , x2 ,..., xn ) are equally
likely. This implies that each xi in ( x1 , x2 ,..., xn ) are identically distributed, but they
need not be independent (Schafer and Vovk, 2008:378). Thus, the exchangeability
requirement is weaker than the independent and identically distributed requirement for
implementing the bootstrap method, highlighting the comparative flexibility of conformal
inference methods.
The concept of conformal inference was first introduced in 1998 for providing
confidence estimation to predictions of support vector machines (Gammerman, Vovk,
and Vapnik, 1998). In this initial formulation, the potential target labels are given a
“measure of impossibility.” Given previously observed data and a new feature vector
with an unobserved target label, the unknown label is inferred by which is the least
impossible according to the already known information (Gammerman, Vovk, and
Vapnik, 1998).
These early concepts became the basis of conformal inference, the name of which
is derived from the use of “nonconformity measures” to evaluate how “strange” a
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Saunders, Gammerman, and
Vovk, 1999). Denote the previously observed data of sample size n as
{( xi , yi ), i = 1,..., n} . Then, for a learning algorithm L, and a test point xtest with potential
target value y (trial ) , a nonconformity measure R( xtest , y (trial ) ) is defined as:

R( xtest , y (trial ) ) = d ( fˆaug ( xtest ), y (trial ) ) ,

(18)

where:
•

fˆaug is the estimated regression function from L trained on the augmented dataset:
{( x1 , y1 ), ( x2 , y2 ),..., ( xn , yn ), ( xtest , y (trial ) )}

•

fˆaug ( xtest ) is the point estimate of the target value, xtest

•

d (a, b) is any function mapping two points a and b to ℝ.

In the context of regression, y (trial ) − fˆaug ( xtest ) is generally used as the nonconformity
measure, resulting in the construction of symmetric PIs (Lei, G’Sell, Rinaldo, Tibshirani,
and Wasserman, 2018).
The calculation of the nonconformity score for a given test point xtest and y (trial )
is the basis of the “full,” or “transductive,” conformal inference method for constructing
PIs (Saunders, Gammerman, and Vovk, 1999). Given an unknown target value, ytest , for a
test observation, nonconformity scores can be computed across a range of candidate
target values. The empirical distribution of these scores, π ytest ( y ) , is then leveraged to
construct valid PIs.
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More precisely, consider a set of potential target values { y1(trial ) , y2(trial ) ,..., yM(trial ) } .
For each ym(trial ) , m = 1,..., M , compute its nonconformity score, R( xtest , ym(trial ) ) , using the
absolute residual as the distance measure:
( trial )
R( xtest , ym=
)

ym(trial ) − fˆaug ( xtest ) .

(19)

Similarly compute the nonconformity scores of the previously observed data; that is
R( xi , yi ) for i = 1,..., n . The strangeness of ym(trial ) can then be found by finding its p-value,

π ytest ( ym(trial ) ) , among the nonconformity scores, computed as:

1  n

π ytest ( ym(trial ) ) =1 +∑ {R( xi , yi ) ≤ R( xtest , ym(trial ) )} ,
n + 1  i =1


(20)

where:

1 if a ≤ b
{a ≤ b} =

0 if a > b
for arbitrary values a and b. By exchangeability, π ytest ( y ) is uniformly distributed over the

{

set 1

n +1

,2

n +1

}

,...,1 (Lei, G’Sell, Rinaldo, Tibshirani, and Wasserman, 2018). This

implies that for any α in (0,1) :

(

)

Ρ π ytest ( y ) ≤ 1 − α = 1 − α .

(21)

To ensure the coverage of the resulting PI is always at least 1 − α , Equation (21) is often
re-expressed into the more conservative form:

(

)

Ρ (n +1)π ytest ( y ) ≤ (n + 1)(1 − α) ≥ 1 − α ,
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(22)

where the function  a  returns the next integer greater than or equal to an arbitrary value

a . Inverting this inequality over the set of { y1(trial ) , y2(trial ) ,..., yM(trial ) } , a 1 − α PI can then be
defined as:
full
PI
=
1− α

{y

}

, m 1,..., M : (n +1)π ytest ( ym(trial ) ) ≤ (n + 1)(1 − α) .
=

( trial )
m

(23)

Algorithm 3 provides a pseudocode implementation of this strategy (Lei, G’Sell,
Rinaldo, Tibshirani, and Wasserman, 2018). A visual example of the conformal inference
process is also provided in Figure 6. In this example, suppose the predicted (or expected)
value of the target being estimated is 50. To construct a 95% PI with the full conformal
inference method, a set of candidates is constructed around 50. In this case, a fine grid of
the values is selected between the values of 30 and 70. The p-value for each candidate is
calculated following the just described methodology. As the candidate values become
closer to the expected value of 50, their calculate p-value declines from 1 to 0. The
prediction interval is the set of all points whose p-value is less than 0.95, the region

Algorithm 3. The Full Conformal Method
Input: training data { X , y} = {( x1 , y1 ), ( x2 , y2 ),..., ( xn , yn )} , test observation xtest ,
candidate target values { y1(trial ) , y2(trial ) ,..., yM(trial ) } , learning algorithm L, and desired
coverage probability 1 − α
( trial )
1: For each ym , m = 1,..., M :
Fit learning algorithm L to the augmented dataset:
2:
{( x1 , y1 ), ( x2 , y2 ),..., ( xn , yn ), ( xtest , ym(trial ) )}
3:

Compute R( xi , yi ) for i = 1,..., n and R( xtest , ym(trial ) ) , as in Equation (18)

Rank R( xtest , ym(trial ) ) among the nonconformity scores of the augmented
4:
dataset, as in Equation (20)
5: End For
Output: a 1 − α prediction interval, as defined in Equation (23)
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Figure 6. Example of Calculating P-Values to Implement Full Conformal Method

bounded by the vertical blue lines. The smoothness of the trend line in p-values is a result
of using an estimator consistent in its predictions across training iterations.
Since the candidate values { y1(trial ) , y2(trial ) ,..., yM(trial ) } are effectively ranked by their
p-values, the choice of distance measure is generally inconsequential to the PI’s
efficiency (Schafer and Vovk, 2008:383). Rather, its efficiency is a function of the
distribution of nonconformity scores (Schafer and Vovk, 2008:373). In turn, the
distribution of the nonconformity scores is a function of the bias and variance of the fitted
regressor function (Schafer and Vovk, 2008:383).
While the full conformal predictor is a straightforward and valid way for
constructing PIs, note that the inference is “transductive”: the nonconformity scores of
candidate target value set must be recomputed for each test observation (Papadopoulos,
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2008:316

Papadopoulos, 2008:316). The repeated computation associated with transductive
inference methods becomes less desirable when it is expensive to train the learning
algorithm, e.g., with neural networks. Regression problems also pose a particularly
difficult challenge since the set of potential target values is infinite. The simple approach
to explore a search grid of values, with the modeler now having to consider the
competing objectives of minimizing computational cost and maximizing the fineness of
the search grid (Lei, G’Sell, Rinaldo, Tibshirani, and Wasserman, 2018). For example,
consider a modeler using full conformal inference to construct PIs for 100 test
observations, with a neural network as the underlying learning algorithm. If the modeler
implements a search grid of 100 candidate target values for each test observation, then

100 ×100 =
10, 000 neural networks must be trained.
Several methods can be employed to avoid this computational cost when full
conformal inference is used in conjunction with other learning algorithms, such as linear
regression or k-Nearest Neighbors (KNN). Such methods include Sherman-Morrison
updating (Lei, G’Sell, Rinaldo, Tibshirani, and Wasserman, 2018), or incremental and
decremental learning (Cherubin, Chatzikokolakis, and Jaggi, 2021), which analyze how
the trained regressor’s predictions change given a small perturbation in a data point, i.e.,
as candidate values are evaluated for the test observation. Computational cost is greatly
reduced as the modeler avoids having to repeatedly retrain the entire augmented training
set. Rather, the regression algorithm simply leans and unlearns the individual data pair

( xtest , y (trial ) ) across all trial values. Neural networks pose a challenge for implementing
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such schemes, however, as the gradient descent method of training makes it difficult to
learn and unlearn a particular observation (Cherubin, Chatzikokolakis, and Jaggi, 2021).
Alternatively, root-finding and interpolation algorithms—which strive to estimate the
location of the bounds of the PI—show promise in their application to neural networks.
Rather than exploring a vast, dense search grid, the boundaries of the prediction region
can be approximated to a specified level of accuracy by evaluating a much smaller set of
candidate target values (Ndiaye and Takeuchi, 2021).
Regardless of these advances, transductive nature of full conformal inference
means that whatever collection of networks trained to construct a PI for a single test point
have no further use once the test point is observed. The inference process must be
repeated whenever a new set of test observations is presented.
The disadvantages inherent to implementing full conformal inference has led to
the development of inductive conformal inference methods, which use inductive
inference to avoid repeated calculations. The first of these methods developed was split
conformal inference, discussed in subsection 2.5.a (Papadopoulos, Proedrou, Vovk, and
Gammerman, 2002). Later methods include those in the family of “aggregated”
conformal predictors, most notably cross- and bootstrap conformal inference (subsections
2.5.b and 2.5.c, respectively) (Carlsson, Eklund, and Norinder, 2014). Under the right
conditions, inductive conformal inference methods provide PIs with comparable
efficiency as full conformal inference (Linusson, Johansson, Boström, and Löfström,
2014:266-268; Papadopoulos, 2008:328). However, aggregated methods do not provide
the same guarantee of validity as full conformal inference (Barber, Candès, Ramdas, and
Tibshirani, 2021). Furthermore, inductive methods introduce variability into the
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construction of PIs by implementing data splitting and resampling on the original training
set. The relative strengths and weaknesses of each method are discussed further in their
corresponding sections.
2.5.a Split Conformal Inference
Split conformal inference splits the training data into two sets: the “proper
training set,” and the “calibration set” (Papadopoulos, 2008:319). As the name suggests,
the former is used to train the learning algorithm. The calibration set, meanwhile, is used
to develop a general rule for constructing prediction intervals for future, unknown target
values.
With the desire to create a general rule for constructing prediction intervals, the
calculation of nonconformity scores is altered slightly. Given a set of observed data with
sample size =
n, { X , y} {(=
xi , yi ), i 1,..., n} , a random split separates the data into two,
equally-sized subsets, { X proper , y proper } and { X cal , ycal } , the proper training and calibration
sets, respectively. A learning algorithm L is trained on { X proper , y proper } ; denote the
estimated regression function as fˆ . Nonconformity scores can then be computed once,
using the { X cal , ycal } as a pool of out of sample observations:

R( X cal , ycal ) = d ( fˆ ( X cal ), ycal )
As with full conformal inference, the absolute residual is the default measure used to
measure conformity for regression tasks.
The split conformal algorithm estimates the prediction region for a test
observation xtest
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(24)

R( X cal , ycal ) , to infer the behavior of future observations. As
before, the exchangeability assumption levied on the sample data implies that the
conformity scores R( X cal , ycal ) and R( xtest , y ) (for an arbitrary target value y) are
themselves exchangeable (Vovk, 2015). Thus, π ( R( xtest , y ) ) is uniformly distributed
over the interval ( 0,1) , where π ( R( xtest , y ) ) is calculated as in Equation (18) over
R( X cal , ycal ) . Then:

Ρ ( π ( R( xtest , y ) ) ≤ 1 − α ) = 1 − α ,

(25)

for any α in ( 0,1) . A valid 1 − α prediction region can be constructed as:

PI1split
−α =

{ y ∈  : π ( R( x

test

, y) ) ≤ 1 − α } .

(26)

As with full conformal inference, Equation (25) can be re-written in a more
conservative manner to ensure the resulting PI maintains coverage of at least 1 − α . In
particular:

(

)

Ρ X cal π ( R( xtest , y ) ) ≤  X cal (1 − a )  ≥ 1 − α

(27)

Equation (27), in turn, yields a conservatively valid 1 − α prediction interval for ytest :

PI1split
{ y ∈  : X cal π ( R( xtest , y) ) ≤ q} .
−α =

(28)

where q =
 X cal (1 − a )  . When using the absolute residual as the conformity score, the
th
condition in Equation (28) is satisfied so long as y − fˆ ( xtest ) is less than the q smallest

value in R( X cal , ycal ) , i.e., the value in R( X cal , ycal ) greater than or equal to the observed

(1 − α )th percentile. Thus, the split conformal PI can be alternatively expressed as:
=
PI1split
fˆ ( xtest ) ± d split ,
−α
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(29)

where d split = q th smallest value in R( X cal , ycal ) . However, this simplification is not
necessarily viable when using an alternate conformity score, such as an estimated density
function (see Subsection 2.5.d for further discussion).
A pseudocode implementation of the split conformal method is provided in
Algorithm 4 (Lei, G’Sell, Rinaldo, Tibshirani, and Wasserman, 2018). This scheme, in
which nonconformity scores require only a single calculation for each observation,
presents a clear advantage over the full conformal and bootstrap methods. Here, only a
single network needs to be trained once, greatly reducing the computational cost of
constructing prediction intervals. For learning algorithms relying on time-consuming
gradient descent optimization, i.e., neural networks, this reduction is non-trivial.

Algorithm 4. The Split Conformal Method
Input: training data { X , y} = {( x1 , y1 ), ( x2 , y2 ),..., ( xn , yn )} , test observation xtest ,
learning algorithm L, and desired coverage probability 1 − α
1: Evenly split { X , y} into two subsets, { X proper , y proper } and { X cal , ycal }
,y
} ; denote the fitted regressor as fˆ
2: Train L on { X
proper

proper

3: Compute R( X cal , ycal ) , as in Equation (18)
th
 X cal (1 − a ) 
4: Compute d = q smallest value in R( X cal , ycal ) , q =

Output: a 1 − α prediction interval, as constructed in Equation (29)
On the other hand, the PIs constructed with the split conformal method are “less
informationally efficient” by virtue of using only half of the original sample for training
the learning algorithm (Vovk, 2015). With fewer observations available for training, the
predictive power of the underlying model suffers. This problem is compounded in the
setting of neural networks, which typically require large training sets (Goodfellow,
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Bengio, and Courville, 2016:421). The result of ineffective predictors leads to biased and
highly variable regression estimates (Gareth, Witten, Hastie, and Tibshirani, 2013:36),
leading to inefficient PIs (Khaki and Nettleton, 2020). Leveraging other potential splits,
say 70 percent of the original training set being used as the proper training set with the
remaining 30 percent for calibration, are options for improving model performance (Lei,
G’Sell, Rinaldo, Tibshirani, and Wasserman, 2018). However, uneven splits necessarily
come at a cost: fewer observations are available in the calibration set for calculating pvalues, resulting in higher variance across data splits.
2.5.b Cross-Conformal Inference
One remedy for the inefficiencies of the split conformal inference method is to
leverage multiple splits of the training data. Much in the same way that cross-validation
is used to reduce the variability of error estimates when constructing a model, multiple
splits reduce the randomness inherent within the split conformal method (Lei, G’Sell,
Rinaldo, Tibshirani, and Wasserman, 2018). The idea of cross-conformal inference is to
calculate more accurate and stable p-values for constructing PIs.
As an inductive inference method, the implementation of the cross-conformal is
similar to split conformal, however the process of fitting a learning algorithm L and
calculating π ( R( xtest , y ) )

π ( R( xtest , y ) ) , π k ( R ( xtest , y ) ) for

k = 1,..., K , are then “aggregated” to produce a single value, π ( R ( xtest , y ) ) (Carlsson,
Eklund, and Norinder, 2014
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the aggregation function can be the simple average of each π k ( R ( xtest , y ) ) (Vovk, 2015).
The 1 − α prediction interval can then be constructed for a test observation, xtest , with
unknown target value ytest , as:
=
PI1aggregated
−α

{ y ∈  : π ( R( x

test

}

, y) ) ≤ 1 − α ,

(30)

where:
π ( R( xtest , y ) ) =

1
K

K

∑ π ( R( x
k =1

k

test

, y) ) .

(31)

In practice, the PI is built by computing π ( R ( xtest , y ) ) repeatedly across a very
fine grid of potential target values, with PI comprised of the values where Equation (30)
holds. When the absolute residual is used as the nonconformity measure, Equation (30)
results in a single, symmetric PI. Algorithm 5 provides a pseudocode implementation of
the cross-conformal inference algorithm.
Experiments show that cross-conformal predictors are generally well-calibrated
(i.e., maintain coverage close to the chosen nominal value) and provide more consistent
PIs across different test splits of data (Vovk, 2015; Carlsson, Eklund, and Norinder,
2014). However, cross-conformal predictors do not maintain the validity provided by the
split and full conformal methods (Barber, Candès, Ramdas, and Tibshirani, 2021).
Depending upon the chosen value of K, the 1 − α PIs from the cross-conformal method
may have no coverage guarantee, or can only guarantee that coverage p > 1 − 2α (as
opposed to p → 1 − α as the number of trials approaches ∞ ), with the guaranteed
coverage decreasing as K increases (Barber, Candès, Ramdas, and Tibshirani, 2021).
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Algorithm 5. The Cross-Conformal Method
Input: training data { X , y} = {( x1 , y1 ), ( x2 , y2 ),..., ( xn , yn )} , learning algorithm L, test
observation xtest , M trial target values { y1(trial ) , y2(trial ) ,..., yM(trial ) } , and desired coverage
probability 1 − α
1: Randomly split { X , y} into K, equally-sized folds. Denote each fold as

{ X k , yk }, k = 1,..., K
2: For k = 1,..., K :
3:
4:
5:
6:
7:

The proper training set is { X − k , y− k } = {( xi , yi ) ∈ { X , y} : ( xi , yi ) ∉ { X k , yk }} .
The calibration set is { X k , yk } .

Train L on { X − k , y− k } ; denote the estimated regressor as fˆk
For ym(trial ) in { y1(trial ) , y2(trial ) ,..., yM(trial ) } :
Compute R( X k , yk ) and R( xtest , ym(trial ) ) using the chosen non-conformity
measure as in Equation (18)
Compute π k ( R ( xtest , ym( trial ) ) ) as in Equation (20)

8:
End For
9: End For
10: Compute π ( R ( xtest , ym( trial ) ) ) for ym(trial ) , m = 1,..., M as in Equation (31)
Output: a 1 − α prediction interval, as constructed in Equation (30)
Furthermore, little is known regarding the optimal number of splits to use for
aggregating the borderline conformity scores. While the experience from cross-validation
suggests K = 5 or 10 (Gareth, Witten, Hastie, and Tibshirani, 2013:184), the same rule of
thumb does not necessarily apply in this setting (Vovk, 2015). In fact, experiments
suggest that, for sufficiently large datasets, the advantages of cross-conformal inference
with K = 5 is negligible compared to that of split conformal (Khaki and Nettleton, 2020).
This suggests that K = 10 may be the minimum number of folds to see noticeable
improvement in PI performance.
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2.5.c Bootstrap Conformal Inference
In the same vein as cross-conformal inference, bootstrap conformal inference
seeks an efficient and stable calculation of p-values for determining the prediction region
for a test observation. It does so, as the name suggests, by leveraging the concepts of
resampling to generate several calculations of p-values which can be aggregated. The
algorithmic approach is the effectively the same as cross-conformal, with the only change
being the method of resampling.
Suppose a set of training data, { X , y} = {( x1 , y1 ), ( x2 , y2 ),..., ( xn , yn )} , is bootstrap
resampled B times; denote each resample as { X b , yb }, b = 1,..., B . Then each { X b , yb }
can serve as a proper training set, with its corresponding set of out-of-bag samples

{ X b , y b } serving as a calibration set. Following the same process as in cross-conformal
inference, nonconformity scores are calculated from each { X b , y b } . Then for a test
observation xtest , the p-value of R( xtest , y ) (for an arbitrary target value y) can be
calculated on each calibration set, πb ( R ( xtest , y ) ) , b = 1,..., B (Vovk, 2015). These
values are then aggregated to a single value, calculated as their arithmetic mean, i.e.,
π ( R( xtest , y ) ) =

1 K
∑ πb ( R( xtest , y) ) . A 1 − α prediction interval is then constructed as in
B k =1

Equation (30). Algorithm 6 provides a pseudocode implementation of the bootstrap
conformal method.
While the bootstrap conformal method bares obvious resemblances to the
bootstrap and the cross-conformal inference methods, it provides advantages over both.
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Algorithm 6. The Bootstrap Conformal Method
Input: training data { X , y} = {( x1 , y1 ), ( x2 , y2 ),..., ( xn , yn )} , learning algorithm L, test
observation xtest , M trial target values { y1(trial ) , y2(trial ) ,..., yM(trial ) } , and desired coverage
probability 1 − α
1: Generate B bootstrap resamples of { X , y} . Denote each resample as

{ X b , yb }, b = 1,..., B
2: For b = 1,..., B :
3:
Designate { X b , yb } as the proper-training set and use it to train L.
Denote the trained regressor as fˆ
4:
5:
6:
7:
8:

b

Designate the out-of-bag sets { X b , y b } as the calibration sets
Compute fˆ ( x )
b

For y

( trial )
m

test

in { y1(trial ) , y2(trial ) ,..., yM(trial ) } :

Compute R( X k , yk ) and R( xtest , ym(trial ) ) using the chosen nonconformity measure as in Equation (18)
Compute π k ( R ( xtest , ym( trial ) ) ) as in Equation (20)

9:
End For
10: End For
11: Compute π ( R ( xtest , ym( trial ) ) ) for ym(trial ) , m = 1,..., M as in Equation (31)
Output: a 1 − α prediction interval, as constructed in Equation (30)
As discussed in Section 2.4, B needs to be quite large to provide an adequate estimate of
the model-fitting and irreducible errors needed to construct the PIs as in Equation (12).
However, as a conformal predictor, bootstrap conformal inference can produce wellcalibrated and efficient PIs with relatively small values for B. Indeed, limited experiments
show that bootstrap conformal predictors become well calibrated with B = 10 (Vovk,
2015). As another form of an aggregated conformal inference, the bootstrap conformal
method does not guarantee valid PIs. However, the ability to choose a suitable B to
produce favorable PIs is an advantage over the cross-conformal method. Since the crossconformal inference method is based on producing K splits of the original dataset, the
size of K is necessarily limited for smaller datasets. In such cases, the calibration sets in
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cross-conformal inference become smaller as K increases, which in turn makes it more
difficult to estimate the p-values used to determine the prediction region.
2.5.d Conformal Inference with Kernel Density Estimation
While each of the conformal inference methods are potentially attractive options
for constructing PIs for neural networks, one shared disadvantage is reliance upon the
computed distribution of nonconformity scores. If this distribution does not behave as
expected, then the efficiency of the resulting PIs suffer. This phenomenon is empirically
observed in the variable efficiency of the split conformal PIs across different test sets
(Carlsson, Eklund, and Norinder, 2014). Alternatively, if the distribution of residuals,
from which conformity scores are calculated, is asymmetric or biased then the usual
absolute residual calculation for measuring conformity will also result in inefficient
intervals. Neural networks compound this problem, as well. Recall from Section 2.2 that
parameter values of a neural network will generally converge to different values across
different training iterations due to random weight initialization and the existence of local
minima on the cost surface. This effect adds an additional layer of noise to the network’s
fit to the data, and by extension the nonconformity scores of its resulting predictions.
A solution to potentially noisy distributions of nonconformity scores is to apply
density estimation. Kernel density estimation (KDE) is a non-parametric method for
estimating a probability density function (PDF) over a set of observed data (Rosenblatt,
1956). Estimating the PDF through KDE preserves the general shape of the data, while
smoothing over spurious deviations arising from random sampling.
The two hyperparameters to be tuned for fitting the KDE to observed data are the
kernel function and bandwidth. The bandwidth parameter, denoted here as h, is
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h → 0 , the estimated PDF
more closely resembles the observed data, while as h → ∞ , it becomes smoother and
flatter over the range of observed values (Rosenblatt, 1956). There exists several rules of
thumb and analytic methods for tuning h (Lei, Robins, and Wasserman, 2011). However,
for most practitioners, constructing and evaluating several density estimates from a finite
grid of potential bandwidths H = {h1 , h2 ,..., hZ } is the most readily applied approach.
The choice of kernel function, K, is generally assumed given the nature of the
observed data. By definition, kernel functions are symmetric about some mean, must
integrate to one over its domain, and be non-negative (Altman, 1992). Note that the latter
two requirements makes K a valid PDF (Casella and Berger, 2002:34). While the form of
the various kernel functions are approximately the same, a natural choice for K in the
context of evaluating regression estimates is the Gaussian kernel. For example, suppose a
KDE with Gaussian kernel and bandwidth h is fitted to a set of observed values

e = {e1 , e2 ,..., en } . Then for an arbitrary value u, its estimated density, pˆ (u ) , under the
fitted KDE is:
pˆ (u ) =

1 n 1  u − ei 
∑ K

n i =1 h  h 

(32)

where the Gaussian kernel K is calculated as:

 u − ei
K
 h

1  u − ei 
h 

1 2 

e
=
2π


2

(33)

for each ei ∈ e Lei, Robins, and Wasserman, 2011; Casella and Berger, 2002:102).
Thus, for every potential value of u, the fitted KDE outputs the estimated density of u.
The KDE function fitted to e does not necessarily resemble the original kernel function;
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so long as the smoothing parameter h is not overly strong, modalities or asymmetries in e
may still be present. However, regardless of the fitted form of K, values of u further from
the observed region (or regions) of density in e have a smaller estimated density than
those that are closer. Equivalently stated, values closer to dense regions have a smaller
negative log-likelihood score ( − LL ) than those further away.
Smoothed conformal inference is implemented by leveraging the − LL scores from
the KDE as nonconformity scores. KDE smoothing can be applied to the full conformal
method and any of the inductive conformal methods, with the resulting PIs being valid
under the same condition of exchangeability. Furthermore, when the kernel bandwidth h
is properly tuned, KDE-smoothed nonconformity scores provide optimally efficient PIs
(Lei, Robins, and Wasserman, 2011).
To understand how KDE is implemented with conformal inference, take for
example the case of the full conformal method for constructing PIs. Suppose a set of
candidate target values { y1(trial ) , y2(trial ) ,..., yM(trial ) } is being considered to estimate ytest , the
unobserved target value of the feature vector xtest . For each ym(trial ) , m = 1,..., M , let the
original data sample {( x1 , y1 ), ( x2 , y2 ),..., ( xn , yn )} be augmented by the data pair

(x

test

, ym( trial ) ) . As before, the regressor fitted to this augmented dataset, fˆaug , is used to

estimate the conformity of ym(trial ) . Let r = {r1 , r2 ,..., rn , rn +1} be the set of observed
prediction errors for fˆaug ; that is:

r=i yi − fˆaug ( xi ) ,
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(34)

rn +1 ym(trial ) − fˆaug ( xtest ) . The PDF from the KDE of r, with
for i = 1,..., n and with=
Gaussian kernel function K and bandwidth h , is defined for a given u as in Equation
(32). Calculate the nonconformity scores, R( xi , yi ) , from the set r as the negative loglikelihoods of each value ri :

R( xi , yi ) = − ln( pˆ (ri )) ,

(35)

=
xi , yi ), i 1,..., n} and ( xtest , ym(trial ) ) . The p-value,
{ X , y} {(=
for the original dataset

π ytest ( y ) , of R( xtest , y (trial ) ) among the set of nonconformity scores can be calculated as in
Equation (18). After repeating this process over each candidate value ym(trial ) , m = 1,..., M ,
a valid prediction region can be constructed as in Equation (23). Algorithm 7 provides a
pseudocode implementation of full conformal inference with KDE. Note that this
computational process matches the one described in Algorithm 3, with the singular
change being the method of computing conformity scores in Line 3.

Algorithm 7. Full Conformal Method with KDE
Input: training data { X , y} = {( x1 , y1 ), ( x2 , y2 ),..., ( xn , yn )} , test observation xtest ,
candidate target values { y1(trial ) , y2(trial ) ,..., yM(trial ) } , learning algorithm L, kernel function
K with bandwidth h, and desired coverage probability 1 − α
( trial )
1: For each ym , m = 1,..., M :
Fit learning algorithm L to the augmented dataset
2:
{( x1 , y1 ), ( x2 , y2 ),..., ( xn , yn ), ( xtest , ym(trial ) )}
3:

Compute R( xi , yi ) for i = 1,..., n and R( xtest , ym(trial ) ) , as in Equation (35)

Rank R( xtest , ym(trial ) ) among the nonconformity scores of the augmented
4:
dataset, as in Equation (20)
5: End For
Output: a 1 − α prediction interval, as defined in Equation (23)
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A similar modification is applied to implement KDE smoothing for the inductive
conformal methods. Randomly (and potentially repeatedly) partition the training set

=
{ X , y} {(=
xi , yi ), i 1,..., n} into { X proper , y proper } and { X cal , ycal } , the proper training and
calibration sets, respectively, and denote regression algorithm trained on { X proper , y proper }
as fˆ . Then compute the set of raw residuals from the calibration set, rcal , as:

=
rcal fˆ ( X cal ) − ycal

(36)

A KDE for the PDF of rcal can then be constructed, using the Gaussian kernel K and
bandwidth h. The estimated density of each value in rcal is computed as in Equation (32).
Denote this set of estimates as pˆ (rcal ) , and compute the set of nonconformity scores for
the calibration set, R( X cal , ycal ) , as in Equation (35). Then, for any of the inductive
conformal methods, constructing a 1 − α PI for any future test observation is the same
matter of finding the potential target values y which satisfy Equation (27) (for split
conformal inference) or Equation (30) (for cross- or bootstrap conformal inference).
Note, however, that Algorithm 4 can longer be implemented as written for the split
conformal method, as the use of the estimated density function does not guarantee that
the PI will be a symmetric interval. Along these same lines, the prediction “interval” may
actually be a region, or a collection of multiple intervals, if the distribution of
nonconformity scores is multi-modal.
The choice of the set of candidate target values used for these conformal methods,
as well as the tuning of the bandwidth parameter, are discussed further in Chapter III.
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2.6 Chapter Summary
While neural networks have become a popular learning algorithm due to their
high accuracy for a variety of tasks, the need to quantify the inherent uncertainty of their
predictions still exists. While prediction intervals are a useful tool for doing this, their use
in conjunction with neural networks is limited. As such, a variety of potential parametric
and non-parametric techniques have been proposed for constructing PIs for neural
network predictions. However, the relative validity and efficiency of these techniques,
and how they compare in the trade-space of network structure and computational cost, are
unknown.
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III. Methodology
3.1 Chapter Overview
Recall from Chapter I the two questions this research seeks to answer:
1. Does the choice of neural network hyperparameters, such as the number of
layers or the choice of activation function, affect the performance of
prediction intervals for future observations?
a. If there are hyperparameters which affect PI performance, does the
effect differ according to the PI method employed?
2. Given a particular network architecture, which method of constructing
prediction intervals optimizes the trade-off between PI performance and
computational burden?
Chapter III describes the two-step analysis plan for answering these questions. In
the first step which addresses the first research question, “Step 1,” networks of varying
architectures are trained to several datasets. The use of multiple datasets—11 in total,
each varying in size, dimensionality, and including an image dataset—ensure the
robustness of the findings. The datasets examined and the code implementation for
training neural networks are described further in Sections 3.2 and 3.3, respectively.
During Step 1, PIs are built using the bootstrap and split conformal methods. The
relative performance of these PIs across network architectures is used to understand how
parameterization affects PI validity and efficiency, such as whether adding more nodes,
or using the ReLU over the Tanh activation function, leads to more efficient intervals.
The experimental design of network architectures examined in this first analysis step is
discussed further in Section 3.4.
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The best performing network architecture for modeling each dataset is used for
further analysis to address the second research question in “Step 2” of the experiment. In
this second step, the chosen network architecture for each dataset is repeatedly trained,
implementing a different PI method each time. Details regarding the construction of PIs
are provided in Section 3.5. Each method implemented in Step 2 is evaluated according
to their constructed PIs’ validity, efficiency, and computational burden, among other
metrics. The findings thereof provide a comprehensive synopsis of the relative costs and
benefits of each PI method. The complete evaluation strategy is discussed further in
Section 3.6.

3.2 Datasets
The datasets chosen for this research are intended to capture a variety of data
structures, such that the expected performance of different PI methods can be well
understood regardless of the specific task at hand. Additionally, the 11 chosen datasets
are familiar in the literature of neural networks, being used to support a variety of
research goals. This serves to both scope the array of architectures fitted to each dataset,
as well as to help validate the results of experimentation. Indeed, the first 10 datasets—
popular because of their availability on the web-based repository hosted by the University
of California, Irvine (UCI) (Dua and Graff, 2019)—have been used extensively for
benchmarking novel architectures and training methods for neural networks (HernandezLobato and Adams, 2015; Gal and Ghahramani, 2016; Foong, Li, Hernandez-Lobato, and
Turner, 2019). The datasets are referred to here as the “UCI benchmark datasets.”
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Table 1. UCI Benchmark Datasets
Dataset
Boston Housing

Samples Features

Samples /
Feature

Dataset Reference

URL

Harrison and
Rubinfeld, 1978

link

506

13

38.9

Wine Quality Red

1,599

11

145.9

Cortez, Cerdeira,
Almeida, Matos, and
Reis, 2009

link

Concrete Strength

1,030

8

128.8

Yeh, 1998

link

Energy Efficiency

768

8

96.0

Tsanas and Xifar,
2012

link

8,192

8

1024.0

“kin8nm”

link

Coraddu, Oneto,
Ghio, Savio,
Anguita, and Figari,
2014

link

Kinematics
Naval Propulsion

11,934

16

745.9

9,568

4

2392.0

Tüfekci, 2014

link

45,730

9

5081.1

“Protein Structure
Prediction Center”

link

Yacht
Hydrodynamics

308

6

51.3

Ortigosa, Lopez, and
Garcia, 2007

link

Year Prediction
MSD

515,345

90

5726.1

Bertin-Mahieux,
Ellis, Whitman, and
Lamere, 2011

link

Power Plant
Protein Structure

Table 1 provides the structure of the feature space, as well as the authors and web address
(or Uniform Resource Locator, URL), of each dataset.
As can be seen in Table 1, the size and dimensionality of the datasets vary
substantially. Also of note is the number of samples per features, which is similarly
disparate across datasets. Datasets featuring fewer samples per features, such as the
Boston Housing and Yacht Hydrodynamics, provide potentially less information about
how the feature space maps to the target variable than do datasets with more samples per
features. For the latter case, this could have the effect of producing a high degree of
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model-fitting variance. The degree to which each PI method can accurately estimate this
variance will affect their relative efficiencies. Conversely, larger datasets mean more
computational resources are needed to train the neural network used to model them. The
relative computational burden of each method is therefore highlighted for these large
datasets. Figure 5 provides histograms of the target variables for each of the UCI
benchmark datasets. Note that the scale, variability, and skewness of these targets vary
across datasets. Again, this is desirable to ensure this analysis can provide robust findings
applicable to a wide array of regression tasks. For instance, the ability of the PI methods
to account for the skewness inherent in the distribution of yacht displacement modeled in
the Yacht Hydrodynamics dataset will affect their coverage and balance.
The remaining dataset examined is the Rotated Modified National Institute of
Standards (“Rotated MNIST,” or “RotNIST”) dataset of handwritten digits. The MNIST
dataset has been regularly-used as a benchmark dataset to evaluate the performance of
novel network architectures. While the original MNIST is generally used for the
classification of the handwritten digits, RotNIST extends its scope to regression tasks by
applying random rotations to the digits. The task is to train a neural network to predict
these angles of rotation. Figure 6 is a histogram of the rotations, which are applied in a
roughly uniform fashion from −45 to 45 degrees.
This particular iteration of the dataset is from the MATLAB code platform,
containing 10,000 instances of 28x28x1 images (“Datasets for Deep Learning”). Pixel
values are scaled such that every entry is between zero and one. For this analysis, images
are resized to 14x14x1 using bilinear interpolation. These smaller images preserve most
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Figure 7. Histograms of Target Variable for UCI Benchmark Datasets
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Figure 8. Histogram of Rotations for RotNIST Dataset

of the information of the original images while resulting in faster training times for
experimentation. Figure 9 displays 16 sample images from the processed dataset.
Beyond being a new data structure to include in the analysis, examining an image
dataset allows the research to transcend traditional, feed-forward neural networks and
analyze the separate set of hyperparameters associated with CNNs. Being much more
complex architectures, the relationships among the tuning of a CNN hyperparameters and
its goodness-of-fit, model-fitting error, and the other factors affecting PI coverage and
width are less clear.
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Figure 9. Example Images from the Processed RotNIST Dataset

3.3 Code Implementation
Neural networks are trained in the Python coding language using the Keras
library, with TensorFlow as the backend platform. Notebooks are executed on Google
Colaboratory (“Google Colab”).
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For the UCI Benchmark datasets, the Adam optimizer is used for training neural
networks (Kingma and Ba, 2014). Optimization settings, such as the learning rate, batch
size, and number of training epochs, are tuned for each dataset to ensure networks fit well
to the training data and in a timely fashion. Other settings for the Adam optimizer
function are left to their default value assigned in Keras. The network architectures
examined for each dataset use the same optimization settings such that comparison can be
accurately made among the network design choices and not confounded by training
procedure. The optimization settings used for each dataset are summarized in Table 2.

Table 2. Optimization Settings for UCI Benchmark Datasets
Dataset
Boston Housing

Training Batch
Epochs
Size

Learning
Rate

200

32

0.001

Wine Quality Red

75

32

0.001

Concrete Strength

200

32

0.001

Energy Efficiency

250

32

0.001

Kinematics

150

32

0.001

80

256

0.001

350

600

0.01

75

1024

0.025

Yacht Hydrodynamics

500

64

0.001

Year Prediction MSD

15

4096

Naval Propulsion
Power Plant
Protein Structure

64

0.1

Optimization of the CNNs tasked for learning the RotNIST dataset is similarly
tuned. For that dataset, the stochastic gradient descent (SGD) algorithm with a learning
rate of 0.001 is used to train networks for 20 epochs. The batch size for training is 64
samples. Other settings for the SGD optimizer are left to their Keras-assigned default
values.

3.4 Experimental Execution: Step 1
The experimental set-up of Step 1 is designed to illuminate the effect of network
parameterization on prediction interval performance, in support of answering the first
research question. The experiment consists of two different designs for constructing
neural networks. The first design, discussed in Subsection 3.4.a, focuses on the
hyperparameters of the feed-forward neural networks used to model the UCI benchmark
datasets. The design of the CNNs used to model the RotNIST dataset is discussed in
Subsection 3.4.b.
3.4.a Design of Experiment for the UCI Benchmark Datasets
For the set of UCI benchmark datasets, combinations of parameterizations are
drawn from a design matrix comprised of the factors network depth, number of nodes per
hidden layer, and the activation function used in the hidden layers. These factors and their
levels are summarized in Table 3. The networks typically used to model the UCI
benchmark datasets utilize one or two hidden layers, each with 50 to 100 nodes and using
either the ReLU or Tanh activation (Hernandez-Lobato and Adams, 2015; Gal and
Ghahramani, 2016; Foong, Li, Hernandez-Lobato, and Turner, 2019). By examining
other popular activations, i.e., sigmoid, and constructing both larger and smaller
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networks, the design captures the full decision space of these key hyperparameters. In
doing so, it is possible to find combinations which optimize network performance for
each dataset. Other network hyperparameters are either assigned to constant values for
each dataset, such as the settings of the Adam optimization algorithm for training or are
outside of the scope of the analysis. In particular, regularization schemes are not
considered for these feed-forward neural networks.

Table 3. Design Matrix of Neural Network Hyperparameters for Modeling UCI
Benchmark Datasets
Factor

Levels

Activation

ReLU, Sigmoid, Tanh

Layers

1, 2, 3

Nodes per
Hidden Layer

5, 10, 25, 50, 75, 100

For each UCI benchmark dataset, the networks constructed from the 6 x 3 x 3
design of parameterizations in Table 3 are fit to multiple training subsets. PIs for
observations in corresponding test sets are then constructed using the bootstrap (1000
resamples) and split conformal methods (Algorithm 1 and Algorithm 4, respectively).
The split conformal method is chosen for this step because of its computational
efficiency, allowing for a thorough search of the design combinations. The effect on the
experimental results of choosing the split conformal method over say, full conformal,
should be minimal, as similar experiments show that the two algorithms provide roughly
equal performance in many cases (Linusson, Johansson, Boström, and Löfström,
2014:266-268).
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A five-fold cross-validation approach is utilized for creating random splits of
training and test sets. Cross validation is a sub-sampling technique used for estimating
how well models will generalize to new data (Gareth, Witten, Hastie, and Tibshirani,
2013:176). Its purpose here is similar in that it is used to estimate the central tendency
and PI performance by calculating such metrics as coverage and average width across
multiple splits of the data. Furthermore, evaluating these metrics on each fold individual
gives insight into the variability of the methods across test sets. Each dataset is
partitioned into five equal subsets. A subset is then designated as the test set for
evaluating PIs, with the remaining subsets recombined to form the training set for the
neural network. The process is repeated across each of the five subsets, yielding five
estimates of the metrics used to evaluate PIs. These estimates can be averaged, and their
range observed, to suggest central tendency and variability of the metric. While the
partitions of this five-fold CV scheme are random, the selection process is seeded in the
same manner for each network architecture. In this way, each network is trained on the
same five training subsets and corresponding test sets, ensuring accurate comparisons can
be made among networks.
Algorithm 8 provides a pseudocode execution of the experiment. After execution,
the PIs constructed from the bootstrap and split conformal methods are analyzed. Using
an analysis of variance (ANOVA) approach, the differences in mean PI coverage and
average width are examined across the combinations of hyperparameters. Estimates of
the effect of changing hyperparameters are then calculated, helping determine if model
parameterization affects PI performance.
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Algorithm 8. Execution of Experiment—Step 1: UCI Benchmark Datasets
1: For each dataset in Table 1:
For each combination of hyperparameters from Table 3:
2:
Build network using chosen hyperparameters. Designate the untrained
network as L.
Use 5-fold CV to create 5 pairs of training and test sets.
3:
For each training/test set pair:
4:
Run Algorithm 1 using L, to implement Bootstrap method (1000
5:
resamples). Calculate network ensemble RMSE using out-of-bag
sets.
Run Algorithm 4 using L to implement split conformal inference
6:
method. Calculate network RMSE using calibration set.
7:
End For
8:
End For
Perform ANOVA modeling to analyze PI performance across network
9:
parameterizations.
Identify best performing network architecture for the dataset (see subsection
10:
3.4.c). Denote the architecture as L*dataset and designate it for further
analysis in Step 2 experiment.
11: End For
After examining how parameterization of a feed-forward neural network affects
PI performance, the analysis moves to Step 2 to evaluate the set of methods for
constructing PIs in the trade-space of performance and computational burden. Rather than
refit all the network architectures examined in Step 1, for Step 2 only the best performing
network architectures are re-trained to implement each PI method. Subsection 3.4.c
describes the selection procedure for determining the best network parameterization.
3.4.b Design of Experiment for the RotNIST Dataset
A similar experimental methodology as portrayed in Algorithm 8 is pursued for
the RotNIST dataset. However, the experimental design uses the relevant
hyperparameters for a CNN; namely, the number of convolutional layers, the number of
filters for each layer, and the kernel size. These experimental factors and their
corresponding levels are shown in Table 4. The levels of each factor are roughly centered
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Train
Convolutional Neural Network for Regression”). This baseline CNN has four
convolutional layers utilizing 3x3 kernels. The number of filters per layer varies between
eight and 32. Furthermore, the network also includes batch normalization after each layer
and dropout ( rate = 0.05 ) before the output layer. All the network fit in the experiments
here employ this same regularization scheme. A representation of the baseline network is
shown in Figure 10.

Table 4. Design Matrix of CNN Hyperparameters for Modeling RotNIST Dataset
Factor

Levels

Convolutional Layers

2, 3, 4

Kernel Size

1x1, 3x3, 5x5

Pooling

Average, Maximum

The chosen levels represent a design space of hyperparameters in which the CNN
is afforded varying levels of capacity to encode the information in the training images.
Deeper CNNs, or those using larger convolutional kernels, have more parameters and are
thus better able to learn the information. However, the relative advantage over shallower
networks utilizing smaller kernels, particularly as it relates to the construction of PIs, is
unknown for this dataset. In each layer, 32 filters are used.
For each of the 3 x 3 x 2 possible parameterizations from Table 4, the same fivefold CV data-splitting scheme as discussed in Subsection 3.4.a is used to create five
random pairs of training and test sets sub-sampled from the original 10,000 observation
dataset.

69

Figure 10. Diagram of Baseline CNN for Modeling RotNIST Dataset
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For each test set, PIs are constructed using the bootstrap (1,000 resamples) and split
conformal inference methods. The performance of these intervals, particularly in terms of
their coverage and average width, are analyzed over the different combinations of
hyperparameters using ANOVA modeling, also as discussed in Subsection 3.4.a. The
best performing parameterization of the CNN is chosen for further experimentation in
Step 2. Subsection 3.4.c describes the selection procedure for determining the best
network parameterization.
3.4.c Selecting the Best Performing Neural Network Architecture
Each combination of hyperparameters explored for neural networks and CNNs are
evaluated according to the performance of their PIs. The performance of a set of PIs is
measured by their validity (i.e., coverage, p, is close to the desired level 1 − α ), and their
efficiency. For the purposes of these experiments, efficiency is measured by the average
width of the constructed PIs.
Step 1 experiments yield (54 hyperparameter combinations × 2 PI methods = ) 108
sets of PIs for each of the UCI benchmark datasets, and ( 18 × 2 =
) 36 sets for the
RotNIST dataset. The network/method pairs for each dataset are first evaluated according
to their validity. For the purposes of this experiment, a set of 1 − α PIs is assessed as
valid if the difference between the expected coverage, 1 − α , and their observed
coverage, p, is statistically insignificant. To determine this, a two-sided 95% confidence
interval is constructed for every network/method pair’s estimated coverage using the
Agresti-Coull method for binomial proportions (Agresti and Coull, 1998). The value of p
is computed in aggregate on the entire dataset, across each of the five test folds
examined. If the confidence interval for p includes the desired coverage 1 − α , then the
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set of PIs is deemed valid. Networks producing PI sets which are deemed not valid are
eliminated from consideration. The remaining network/method pairs are then evaluated
according to the average widths of their PIs. The network/method pair producing the set
of valid PIs having the smallest average width is considered optimal. The network in this
optimal network/pair is then chosen for further analysis in Step 2.

3.5 Experimental Execution: Step 2
The experimentation of Step 2 provides the information necessary to answer the
second research question. In particular, for each dataset, the set of methods for
constructing PIs are used in conjunction with the same underlying neural network
architecture to provide PIs for test sets. In this way, the relative performance of each PI
method in terms of its validity, efficiency, and computational burden can be accurately
evaluated.
The PI methods to be evaluated in Step 2 are summarized in Table 5. The table
includes the relevant settings for each method, and the corresponding algorithm for
constructing the intervals during training. All conformal inference methods are
implemented with and without KDE; reference Algorithm 7 for an example of KDE
implementation.
For each dataset, the optimal neural network architecture (as found in Step 1; see
Subsection 3.4.c for details), is fitted to multiple training sets with each of the methods in
Table 5. PIs are constructed for corresponding test sets, against which the PIs are
evaluated according to their estimated validity, efficiency, and other metrics.
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Table 5. PI Methods Implemented in Step 2
Method

Execution

Algorithm

Bootstrap

100 Resamples

1

Bootstrap

500 Resamples

1

Bootstrap

1,000 Resamples
(executed in Step 1)

1

1,000 resamples

2

Full Conformal Inference
(with and without KDE)

--

3

Split Conformal Inference
(with and without KDE)

--

4

Cross Conformal Inference
(with and without KDE)

5 folds

5

Cross Conformal Inference
(with and without KDE)

10 folds

5

Cross Conformal Inference
(with and without KDE)

20 folds

5

Bootstrap Conformal Inference
(with and without KDE)

5 resamples

6

Bootstrap Conformal Inference
(with and without KDE)

10 resamples

6

Bootstrap Conformal Inference
(with and without KDE)

20 resamples

6

Percentile Bootstrap

73

Multiple training and test sets, randomly split from the original datasets, are used
such that the performance of each PI method can be accurately estimated. For each trial
of training and testing, test sets of size 100 observations are randomly sampled without
replacement from the original dataset. The remaining observations are then used for
training. Step 2 executes 10 trials, across which the performance metrics for each PI
method are aggregated. The pseudocode execution of the Step 2 experiment is provided
in Algorithm 9.

Algorithm 9. Execution of Experiment—Step 2
1: For each dataset in Table 1 and the RotNIST dataset:
For each trial from 1 to 10:
2:
Randomly sample a test set of 100 observations from the original dataset;
3:
designate the remaining observations as the training set.
For each PI method, A, in Table 5:
4:
5:
Implement A using its corresponding algorithm from Table 5 and L*dataset
as the underlying learning algorithm.
Record the performance metrics of the resulting PIs
6:
7:
End For
8:
End For
Aggregate metrics for each PI method across each trial
9:
Analyze PIs
10:
11: End For
3.5.a Building Search Grids for Conformal Inference Methods
Recall from Chapter II that many of the conformal inference methods
require the examination of a fine grid of candidate target values to determine the
prediction interval or region. With the scale and variability of observations varying by
dataset, and considering the computational burden of full conformal inference, a
systematic approach is needed to ensure the location, size, and fineness of the search grid
considered for each test observation is appropriate and experimentally feasible. To that
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W j for the jth dataset. The width of the search grids (i.e., the difference between
the largest and smallest candidate target values in the grid) examined in dataset j is thus
chosen to be 2W j . Lastly, for each test observation xtest , the search grid location is
chosen such that it is centered around the point prediction for its target value. This
prediction, fˆ ( xtest ) , is calculated from the underlying learning algorithm fitted to the
training data. Thus, the search grid for xtest from dataset j is the set of 100 or 1,000
evenly-spaced values in the interval  fˆ ( xtest ) − W j , fˆ ( xtest ) + W j  .


Note that in real world settings the modeler may not have a similar prior
knowledge as to the expected size of constructed PIs. In such cases, the width of the
search grid can be determined using a variety of alternate methods. One simple approach
is to use the range of observed target values from the training set. Another approach is to
run the full conformal algorithm twice, with the first run intended as method of
determining a more focused search grid (Chen, Wang, Ha, and Barber, 2016).
3.5.b Choosing the Optimal Bandwidth for Conformal Inference with KDE
Execution of each conformal method can be supplemented with KDE to
potentially improve PI efficiency. However, the optimal bandwidth to achieve this goal is
not generally known prior to implementation. The most readily applied, although
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h∗ from a set of trial bandwidths

H = {h1 , h2 ,..., hZ } which produces the set optimally efficient PIs.
In Step 2 experimentation, the set of bandwidths H = {0, 0.1, 0.2,..., 2} is
examined. Thus, 21 different sets of PIs are constructed for each test trial of 100
observations. Note that a bandwidth of zero represents no smoothing, and in that case the
absolute residual is used as the usual conformity score, as discussed throughout Chapter
II. PI average widths are computed for each of these 21 sets, and then sorted from
smallest to largest. The value h producing the set of PIs with the smallest average width
is chosen as h∗ .
While the described approach is readily applied, it can be time-consuming
depending on the size training set utilized for constructing PIs. Calculating the estimated
densities of the augmented training set or calibration set residuals is costly and can take a
non-trivial amount of time if the residuals number more than a few hundred.

3.6 Evaluation Strategy
Chapter II describes three key metrics for evaluating a method for constructing
prediction intervals: validity, efficiency, and balance.
The validity of a (1 − α ) PI is driven by its observed coverage, p, of the test values
being estimated. As the number of test values, n, approaches, infinity, then for a valid PI
its coverage p approaches (1 − α ) . Thus, the validity of each PI method for each dataset is
assessed by the calculation of its coverage p averaged over each experimental trial.
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The “optimally efficient” PI is the smallest possible interval such that p ≥ (1 − α )
(Lei, Robins, and Wasserman, 2011). The optimal length is generally unknown, and thus
narrower intervals are considered more efficient than wider ones provided that the former
are still valid. The efficiency of each PI method is therefore inferred by the average
widths of the constructed PIs for every observation in each test set.
For test observations for which the PI does not cover, it is generally preferred that
“left” and “right” misses occur at approximately the same rate (Efron and Tibshirani,
1993:175). Balanced coverage rates suggest that the PIs are adequately accounting for
potentially skewness in the distribution of the estimated value. For each experimental
trial of a dataset, balance is computed as the percentage point difference between the
rates of left and right misses. Negative values indicate that the PIs have lower right
coverage, or underpredict the estimated values at a rate higher than they overpredict
them. Conversely, positive values for balance signify the PIs having lower left coverage.
The left and right coverage and balance computed for each training/test trial is averaged
for each dataset, providing an aggregated value with which to evaluate each PI method.
Since coverage, average width, and balance scores used to evaluate PI methods
are averaged over each training/test trial, a measure of variability can additionally be
calculated for each metric. PIs that maintain more consistent performance, i.e., have less
variability, across the different training/test splits are preferable. The randomness of realworld data, in which test observations truly have unobserved target values and cannot be
folded into repeated training/test splits, necessitates that PI methods are consistent in their
validity, are balanced, and maintain near optimal efficiency. For this analysis, in which
10 trials of training and testing are accomplished, the variability of the PI methods in
77

each of the metrics is computed as the range between the maximum and minimum values
found from the trials.
Additionally, as discussed in Chapters I and II, the prolonged training times of
neural networks, in addition to the complex problems to which they are applied, such as
image processing, has inhibited the widespread use of PIs thus far in deep learning
settings. Thus, the ideal method for constructing PIs not only performs well in each
metric but does so without the need to perform burdensome calculations.. In this analysis,
the computational burden of each PI method is measured by the number of neural
networks that must be trained to support the construction of the PIs for each 100observation test set. Other metrics, such as the training time, are not considered. Since the
networks are fit in the online Google Colab environment, individual network training
times vary due to the changing availability of resources provided by the service. Further
note that small differences in computation time between methods in the number of
operations performed, such as utilizing training sets of varying sizes, are negligible
compared to the overall burden of fitting a neural network. Thus, counting the number of
trained networks needed to construct PIs is the most straightforward means for measuring
computational burden.
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Table 6. Computational Burden of Each PI Method

Execution

Number of Trained
Networks
(to estimate 100 test
observations)

Bootstrap

100 Resamples

100

Bootstrap

500 Resamples

500

Bootstrap

1,000 Resamples
(executed in Step 1)

1,000

1,000 Resamples

1,000

Full Conformal Inference
(with and without KDE)

--

10,001

Split Conformal Inference
(with and without KDE)

--

1

Cross Conformal Inference
(with and without KDE)

5 folds

5

Cross Conformal Inference
(with and without KDE)

10 folds

10

Cross Conformal Inference
(with and without KDE)

20 folds

20

Bootstrap Conformal Inference
(with and without KDE)

5 resamples

5

Bootstrap Conformal Inference
(with and without KDE)

10 resamples

10

Bootstrap Conformal Inference
(with and without KDE)

20 resamples

20

Method

Percentile Bootstrap
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Table 6 summarizes the computational burden of each PI method for a particular
training/test trial, as measured by the number of models needed to be trained. Note that
for the full conformal inference method, at least 100 x 100 = 10,000 models must be
trained, where 100 candidate target values are considered for each of the 100
observations in the test set. The additional neural network that is trained in the
experiment helps determines the candidate set for each test observation, as discussed in
subsection 3.5.a. The examined methods for constructing prediction intervals are
evaluated wholistically according to their mean and variable performance of each key
metric as well as their computational burden. The ideal method for constructing PIs not
only maintains consistent validity, nearly-optimal efficiency, and balance, but does so
with the smallest computational burden as compared to the other examined methods.

3.7 Chapter Summary
Chapter III provides the details of how experimentation is accomplished and how
the results thereof, discussed in Chapter IV, aide in answering the proposed research
questions.
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IV. Results and Analysis
4.1 Chapter Overview
Chapter IV presents the results of the experiments performed, as described in
Chapter III. Key findings, results, and analysis are presented for the Step 1 and Step 2
experiments in Sections 4.2 and Section 4.3, respectively. An exploratory analysis into
the conditional coverage of select method is then presented as a case study in Section 4.4.
The chapter concludes with a summary of findings in Section 4.5.

4.2 Step 1 Results and Analysis
4.2.a Step 1 Key Findings
Recall that the Step 1 experiment seeks to answer the first research question:
1. Does the choice of neural network hyperparameters, such as the number of layers
or the choice of activation function, affect the performance of prediction intervals
for future observations?
a. If there are hyperparameters which affect PI performance, does the effect
differ according to the PI method employed?
The results from the experiment and the subsequent analysis yielded three key findings
relating to this research question:
Key Finding 1-A: The performance of PIs in terms of coverage across network
parameterizations varies by method. The split conformal algorithm consistently
provides valid intervals regardless of the choice of network parameterizations,
whereas the validity of bootstrapped PIs is highly affected by such design choices.
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In general, the bootstrapped PIs provide the best coverage when the network uses
the ReLU activation and has at least two hidden layers with 50 nodes in each.
Key Finding 1-B: PI performance in terms of average width across network
parameterizations is closely related to the underlying network’s fit.
Key Finding 1-C: Optimal neural network performance, measured by minimizing
test RMSE, does not necessarily translate to optimal average widths for its
corresponding PIs.
Experimental results are provided for each dataset in succeeding subsections. Results are
summarized in subsection 4.2.m.
4.2.b Boston Housing
Figure 11 is a graphical summary of the performance of PIs constructed in
analysis of the Boston Housing dataset. Performance is measured according to PI
coverage, average width, and balance. Additionally, the fit of the neural network, as
measured by test set RMSE, is plotted for reference. The colors of lines and markers
designate different activation functions, while the marker shapes differentiate between
the number of layers—see the legends to the right of each plot. The different activation
and layer combinations are plotted over the number of nodes in the network on the
horizontal axis. Results are provided in mean terms. Looking to the first row of plots in
Figure 11, it is seen that the coverage of split conformal PIs is quite close to the nominal
level (95%) regardless of the fitted network architecture. However, for the bootstrapped
PIs, coverages vary more according to architecture, with networks utilizing the ReLU
activation appearing to provide the highest coverage. PIs from Sigmoid networks rarely
achieved the coverage, while those from Tanh networks required larger structures to meet
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Figure 11. Summary Plots for Boston Housing Dataset
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Bootstrap (1,000 Resamples)

Split Conformal

Figure 12. Modeled Coverages for Boston Housing Dataset

Bootstrap (1,000 Resamples)

Split Conformal

Figure 13. Modeled Average Widths for Boston Housing Dataset
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coverage. In terms of average width, the PI performance of both methods is closely
related to the average test set RMSE of the fitted network architecture. For the bootstrap
method, RMSE is calculated as a function of the ensemble’s mean estimate for each test
point. In general, average width declines as more layers and nodes are added, however
the effect diminishes for the latter factor after roughly 50 nodes per layer. Lastly, the
balance calculation for the bootstrap and split conformal PIs (last row of Figure 11)
indicate that, for this dataset, the methods generally produce PIs with higher left coverage
than right. In other words, true target values tend to fall above the PI more often than
below. This result is likely a result of the skewness of the target variable (Figure 7).
To supplement this visual analysis, Figure 12 and Figure 13 display the leastsquares mean plots for PI coverage and average width, respectively. A full factorial
model for coverage or average width is built, with layers, nodes, and activation function
serving as factors. These plots display the modeled means for coverage or average width,
with associated error bars encompassing the 95% confidence interval. For example, in
Figure 12, the interaction between layers and activation is plotted for the bootstrap and
split conformal methods. This is seen as a significant effect (significance level α = 0.05 )
in modeling coverage of bootstrapped PIs. In particular, networks having two or more
layers and using the ReLU activation have statistically significantly higher coverage than
other network architectures. Conversely, differences between other activation and layer
combinations are insignificant. While this effect is not significant (nor is any other effect)
for the modeling coverage of split conformal PIs, the same plot is provided for these PIs
for comparison.
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Similarly, in Figure 13 displaying least-squares means for average width by PI
method, all main effects and higher-order interactions are significant. Different activation
functions are plotted separately to better distinguish significant effects. Where the
significant differences occur varies by PI method and activation. However, in general,
networks with nodes of 50, 75, or 100 have statistically insignificant differences in
average widths among each other, while having statistically significant lower average
widths than networks with fewer nodes. This effect is relatively consistent across the
different activation functions used. Differences between layers are often small, however
using two or three layers over one appears to provide a significant gain when using the
ReLU activation.
The final analysis step for the Boston Housing dataset is to determine the optimal
network/method pair, as described in the Chapter III methodology. Here, the higher
coverage of many of the bootstrapped PIs eliminate them from consideration. The set of
PIs having approximately valid coverage and the smallest average widths are built using
the split conformal method, with the underlying network producing predictions having
three layers, 100 nodes, and using the ReLU activation function. The average widths of
these PIs is 13.135 units (median home price, expressed in $1,000s).
4.2.c Wine Quality
Figure 14 is the summary plot for the Wine Quality dataset. For this dataset,
networks with much smaller capacity appear able to encode the relationships between the
features and target variable (wine quality rating). Consequently, differences between
network architectures in terms of PI coverage and average width are small. As with the
Boston Housing dataset results, PI average width and the underlying network’s test set
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RMSE are closely related. The PI sets for this dataset are more balanced than the
previous dataset, however, with the difference between right and left coverage being less
than 1% for most network architectures. Balance values have larger magnitudes (and thus
are less desirable) for smaller Sigmoid networks, particularly those having two or fewer
layers and 25 or fewer nodes.
Full factorial models are built to determine where significant differences occur in
PI coverage and average width for both the bootstrap and split conformal methods. Figure
15 displays coverage plots for these PI methods. For this dataset, coverage of the
bootstrapped PIs is affected by activation, nodes, and their interaction. In particular, the
use of the ReLU activation with a network having just five nodes causes the bootstrapped
PIs to have coverage values of roughly 99% on average. This value is significantly
different from other network architectures, which have coverages between 95% and 96%.
A similar graph is provided for coverage of split conformal PIs. However, it is seen that
there are no significant differences across the plotted design choices. Other design
factors, such as the number of layers, are also insignificant.
Figure 16 displays the predicted average widths for the bootstrapped and split
conformal PIs, as well as the associated error bars. In the case of average width, all main
effects and interactions are significant ( α = 0.05 ) in modeling the average widths of both
methods. In other words, the effect of adding more layers to a neural network in terms of
the change in PI average width varies, depending on the activation function used in the
hidden layers and the number of nodes in each layer. The plots in Figure 16 suggest that
there are large gains in average width when the number of nodes increases from five to
10, with smaller, insignificant gains thereafter. These gains are the largest, and
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Figure 14. Summary Plots for Wine Quality Dataset
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Bootstrap (1,000 Resamples)

Split Conformal

Figure 15. Modeled Coverages for Wine Quality Dataset

Bootstrap (1,000 Resamples)

Split Conformal

Figure 16. Modeled Average Widths for Wine Quality Dataset
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statistically significant, when using the ReLU activation, and the smallest when using
Tanh. Differences between layers in average width can also be significant, especially for
networks having 50 or fewer nodes per layer. An additional, interesting trend is observed
in the plot for the bootstrapped PIs from networks employing the ReLU activation: for
deep networks, PI average width actually begins to increase in the number of nodes, with
the minimal widths being observed around 25 or 50 nodes. A potentially similar trend is
observed in the corresponding plot for the split conformal PIs; however, the differences
are not significant.
The optimal set of PIs, using the methodology described in Chapter III, has a test
set coverage of 94.6% and average width of 2.56 units (points on the quality rating scale).
This set of PIs is constructed using the split conformal method, with the underlying
network having two layers, 50 nodes, and using the ReLU activation. While many of the
bootstrapped PI sets were eliminated for the Boston Housing dataset, nearly every PI set
for Wine Quality is considered valid.
4.2.d Concrete Strength
Figure 17 is the summary plot for the Concrete Strength dataset. As with the
previously analyzed datasets, the coverage of the split conformal PIs remain remarkably
close to 95%, regardless of the underlying neural network’s architecture or fit. The
coverage of the bootstrap method does seem somewhat influenced by the choice of using
the ReLU activation function, with the resulting PIs from such networks tending to have
higher coverage than comparably sized Sigmoid and Tanh networks. In terms of PI
average width, networks using the ReLU, or Tanh function appear to provide an
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Figure 17. Summary Plots for Concrete Strength Dataset
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Bootstrap (1,000 Resamples)

Split Conformal

Figure 18. Modeled Coverages for Concrete Strength Dataset
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Bootstrap (1,000 Resamples)

Split Conformal

Figure 19. Modeled Average Widths for Concrete Strength Dataset

93

advantage over Tanh networks. Additionally, using two or three hidden layers provides a
sizeable and consistent increase in coverage as opposed to networks having a single
hidden layer. A similar increase is seen when using at least 25 nodes in each hidden layer.
Once again, the plots of average width move in tandem with the plots of test set RMSE,
suggesting the two metrics are closely related. This is true regardless of PI method, as
well. Lastly, ReLU networks also seem to provide more balanced PIs, as the difference in
left and right coverage is near-zero for most network architectures. Balance for Tanh and
Sigmoid networks is consistently negative (lower right coverage) and appears to be a
function of network fit, with the magnitude of calculate balance decreasing as network
capacity increases, and the associated test RMSE decreases.
The ANOVA models of coverage reveal a more complex relationship, in
particular for the bootstrap method, than in previously explored datasets. For the
bootstrapped PIs of the Concrete Strength dataset, activation and its interactions between
nodes and layers, respectively, are found to be significant ( α = 0.05 ) for modeling
coverage. These relationships are provided in the plots of Figure 18, with each plot
depicting a single activation function for easier interpretation. Networks using the ReLU
activation function generally have higher coverage than those using other activations,
with differences being significant for smaller, narrower networks. For the Sigmoid and
Tanh activations, there are few significant differences across the separate combinations of
layers or nodes. Regarding the coverage of split conformal PIs, there are no significant
differences across any network architecture.
The same analysis is performed for the average width of the bootstrap and split
conformal PIs, the results of which are displayed in Figure 19. For both methods, average
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width generally declines as model capacity increases, however the effect diminishes to
being insignificant once the network attains a certain number of nodes. This sufficient
number varies by the activation used and the depth of the network. As such, the full
factorial models of both methods indicate that the all main effect and interactions are
significant in modeling PI average width. The largest differences in average width are
generally between the number of layers used (one versus two or three), activation
function used (ReLU versus Sigmoid or Tanh), and the change in nodes between 10 and
25. In most cases, adding nodes beyond 75, or adding a third layer to a network, does not
significantly reduce average width.
The optimal set of PIs for this dataset slightly undercovers, having a test set
coverage of 93.9%. The average width of these PIs is 24.8 units (compressive strength,
measured in MPa). This set of PIs is constructed using the split conformal method, with
the underlying network having three layers, 100 nodes, and using the ReLU activation.
4.2.e Energy Efficiency
Figure 20 is the summary plot for the Energy Efficiency dataset. Observe the
marked difference in coverage for the bootstrapped PIs across different combinations of
hyperparameters. In particular, networks employing the Sigmoid activation, or singlelayer Tanh or ReLU networks have coverage values between 88% and 92%. A closer
examination of coverage indicates that smaller networks incorrectly predict values near
the median of the target response. Figure 21 displays the incorrect observations of
bootstrapped PIs from three example networks—each using ReLU activation and two
hidden layers, but a varying number of nodes—shows how most of the incorrect
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Figure 20. Summary Plots for Energy Efficiency Dataset
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Figure 21. Incorrect Observations by Value of Target Variable
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Bootstrap (1,000 Resamples)

Split Conformal

Figure 22. Modeled Coverages for Energy Efficiency Dataset
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Bootstrap (1,000 Resamples)

Split Conformal

Figure 23. Modeled Average Widths for Energy Efficiency Dataset
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prediction occur in the range of 20-30 units of the response (heating load, measured in
BTUs). However, as can been in the figure, the number of incorrect observations
decreases in concert with the addition of nodes into each hidden layer of the network.
Coverage thus is generally increasing in nodes, with values converging toward 99%. This
coverage trend for the bootstrapped PIs appears related to the fitted networks’ fits, as the
increases in coverage coincide with reductions in test RMSE. Balance, too, seems to be
related to network fit: note values closer to zero for networks having lower test RMSE.
As has been observed in other datasets, trends in PI average width closely resemble those
in RMSE, regardless of PI method. Additionally, coverage for the split conformal PI is
fairly consistent around the nominal level of 95%, regardless of how the neural network
is constructed.
Full factorial models are built to determine where significant differences occur in
PI coverage and average width for both the bootstrap and split conformal methods. Figure
22 displays coverage plots for these PI methods. The trends in coverage for the
bootstrapped PIs are better delineated, with clear differences observed according to the
activation used, number of hidden layers in the neural network, and the number of nodes
in each layer. As such, all main effects and interactions in the model for bootstrap PI
coverage are found to be significant ( α = 0.05 ). In general, significant increases in
coverage are observed for ReLU and Tanh networks when more nodes are added.
Moreover, using three instead of two layers for ReLU networks produces a statistically
significant increase in coverage. For other design combinations, coverage is largely
unaffected, remaining around 90% regardless of changes to specific hyperparameters. For
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split conformal PIs, any changes in coverage caused through any change in network
structure are insignificant, with all coverage values within the range of 95%.
The same modeling procedure is performed for the average widths of both PI
methods, the results of which are shown in Figure 23. Statistically significant ( α = 0.05 )
decreases in PI average widths, for both split conformal and bootstrapping, are observed
when nodes increase from five to 10, and from 10 to 25. Differences between layers for
networks of these widths is generally limited and not significant. Changes in the number
of nodes beyond varies by activation, layers, and the PI method. For the split conformal
method, building networks wider than 50 nodes at each hidden layers produces small,
statistically insignificant decreases in average width, as does using more hidden layers.
For the bootstrap method, such changes are significant if using the ReLU or Tanh
activations. Consequently, the smallest averages are observed for network using either of
said activation, as well being constructed with at least 75 nodes and 3 layers.
The optimal set of PIs for this dataset has a test set coverage of 94.4% and
average width of 4.24 units (heating load, measured in BTUs). This set of PIs is
constructed using the split conformal method, with the underlying network having three
layers, 100 nodes, and using the Tanh activation.
4.2.f Kinematics
Figure 24 is the summary plot for the Kinematics dataset. Two facts are
immediately clear from the plots of the bootstrapped PIs. The first is that widening the
network at each hidden layer, by using more nodes, produces little change in PI coverage
or balance. The second is that a clear distinction between activation functions exists in
terms of PI performance and network fit. Networks using the Sigmoid activation, of any
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width or depth, tend to provide the lowest coverage, highest average width, and least
favorable balance. Each of these metrics improve, however, if the network design choices
are altered such that the ReLU or Tanh function is used, and the network has at least two
layers. Additional, small improvements are gained if more nodes are used, however it is
not immediately clear if these are statistically significant. Similar trends are observed for
the split conformal PI, as well. However, the coverages of these PI sets are not affected
by any network design choice. Rather, coverage for split conformal PIs remains close to
95%, regardless of network architecture or fit.
To assess whether these trends in PI performance for both methods are
significant, full factorial models are built to predict these metrics using layers, nodes, and
activation function as factors. Figure 25 displays the predicted coverage plots for the
bootstrap and split conformal methods. For the bootstrap method, all main effect and
their interactions are significant ( α = 0.05 ). Thus, the difference in coverage between
the Sigmoid activation and the Tanh and ReLU is statistically significant. For the latter
two activations, increasing network depth from one to two hidden layers produces a
statistically significant increase. Moreover, increasing from two to three hidden layers
produces yet another statistically significant increase if using the Tanh activation
specifically. The analogous model for predicting coverage of the split conformal PIs
indicate that no effects produce significant differences in coverage. As such, the plots for
split conformal PI coverage produce trend lines effectively overlayed on top of one
another, with any minor differences being within the estimated margin of error.
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Figure 24. Summary Plots for the Kinematics Dataset
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Bootstrap (1,000 Resamples)

Split Conformal

Figure 25. Modeled Coverages for Kinematics Dataset
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Bootstrap (1,000 Resamples)

Split Conformal

Figure 26. Modeled Average Widths for Kinematics Dataset
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The next analysis step models PI average width, using the same full factorial
models from layers, nodes, and activations as for PI coverage. The results are
summarized in Figure 26. For both methods, all main effects and their interactions are
significant ( α = 0.05 ). This suggests that individual changes to layers, nodes, and
activations impacts PI average width, however the size and direction of the effect varies
according to the values of the other factors. Looking at each activation individually, it can
be seen for the ReLU activation (both PI methods), that increasing the number of nodes
in the neural network reduces PI average width up to about 50 nodes—changes thereafter
produce statistically insignificant changes in width. Additionally, using two or three
hidden layers provides an advantage over one, but the difference between them is
generally insignificant. A similar trend is observed for the Tanh activation, however in
this case all changes in layers generally produce significant differences in average width.
Lastly, for the Sigmoid activation, changes in PI average width are limited across the
different network design choices, with small, insignificant differences between trend
lines.
The optimal set of PIs for this dataset has a test set coverage of 94.7% and
average width of 0.303 units (movement, measured in centimeters). This set of PIs is
constructed using the split conformal method, with the underlying network having three
layers, 75 nodes, and using the Tanh activation.
4.2.g Naval Propulsion
Figure 27 is the summary plot for the Naval Propulsion dataset. The plot of the
coverages for bootstrap PIs indicate an unusual result: 100% coverage for certain
networks, particularly those using the ReLU activation. Recall the histogram of the
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response, ship speed (measured in knots), from Figure 7. Speeds are truncated to integer
values with set differences between each—3, 6, 9, and so forth—meaning there the
random variance associated with the modeled response is minimal. Neural networks with
sufficient capacity and training time may therefore be able to perfectly model the
relationship between the features and the target variable, resulting in 100% coverage for
test prediction intervals. Sigmoid and Tanh also reach this figure, with 25 nodes being the
common location. Adding additional layers and nodes for these activations appears to
drive coverage down toward the nominal value of 95%. Because several PI sets have
coverages of 100%, balance calculations are automatically 0%, as seen in the final row of
plots for the bootstrap method. Sigmoid and Tanh networks having one layer appear to
have lower left coverage, while deeper ones have lower right coverage. For the split
conformal method, each neural network architecture yields PIs having coverage at
effectively 95%. However, a similar pattern as the bootstrap method is observed in the
balance calculations for split conformal. In particular, shallower networks appear more
prone to have lower left coverage, while deeper networks have lower right coverage. In
terms of PI average width, both the bootstrap and split conformal methods see
considerable gains when adding more layer or when increasing nodes to at least 50. The
use of the ReLU activation provides a considerable advantage in width for networks
having 25 or fewer nodes, with the advantage declining as networks widen beyond 50
nodes. PI average width appears closely related to the fit of the neural network, as width
moves in tandem with test set RMSE.
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Figure 27. Summary Plots for Naval Propulsion Dataset
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Bootstrap (1,000 Resamples)

Split Conformal

Figure 28. Modeled Coverages for Naval Propulsion Dataset
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Bootstrap (1,000 Resamples)

Split Conformal

Figure 29. Modeled Average Widths for Naval Propulsion Dataset
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The ANOVA model of coverage for the bootstrap PI method, represented in the
left-hand plots of Figure 28, further reveal the relationship between network structure and
coverage. For ReLU networks, the coverage of which are at or near 100%, changes in
network structure do not yield any statistically significant changes in coverage .
However, for the Sigmoid and Tanh networks, using a different number of nodes or
layers generally produces a significant difference ( α = 0.05 ). While the sizes and
directions of these changes also vary, note for Sigmoid activation function note the jump
in coverage once each hidden layer in the network has at least 25 nodes. Not surprisingly
then, all main effects and interactions are significant in the full factorial model for
bootstrapped PI coverage. While the coverage of the bootstrapped PIs are highly
susceptible, observe in the right-hand plots of Figure 28 that effectively all computed
coverages are at or near 95%, regardless of how the network is built. As such, the full
factorial model for split conformal PI coverage indicates that none of the main effects nor
interactions are significant.
The results for the ANOVA models of PI average width are shown in Figure 29.
As with coverage, full factorial models are built to predict the PI average width of both
methods, using layers, nodes, and activation as factors. All main effects and interactions
are significant in both models ( α = 0.05 ), indicating that PI average width is affected by
the combinations of neural network hyperparameters. Tt can be seen in Figure 29 that the
statistically significant differences occur most notably for layers and nodes. In particular,
using two or three hidden layers in the network produces a significant decline in average
width compared to one, especially for wide networks (>50 nodes). Increasing network
width, particularly from 5 to 50 nodes also significantly reduces PI average width.
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However, adding more nodes to each layer beyond 50 generally does not produce any
significant changes in width. Differences between activation functions is small, especially
for networks having at least two layers and 50 nodes.
The optimal set of PIs for this dataset has a test set coverage of 95.0% and
average width of 0.126 units (ship speed, measured in knots). This set of PIs is
constructed using the split conformal method, with the underlying network having three
layers, 100 nodes, and using the ReLU activation.
4.2.h Power Plant
Figure 30 is the summary plot for the Power Plant dataset. Looking to the
coverage plots for both the bootstrap PI method, factors such as activation function and
nodes appear to have most impact on coverage. Specifically, coverage values decline as
nodes are added, with the size of the effect varying by activation function. The ANOVA
model for coverage will determine if these differences are statistically significant. For the
split conformal PI method, coverages straddle the expected level of 95%, regardless of
network architecture. For both PI methods, average width follows closely to the
underlying neural network’s test set RMSE. The use of the ReLU function appears to
provide a small advantage in average width as compared to the other activations—the
ANOVA models for average width will determine if such differences are significant.
Increasing network capacity, either by placing at least 50 nodes in each hidden layer, or
by increasing the number of layers, reduces PI average width. In terms of PI balance, use
the ReLU activation function in the neural network provides PI with better balance for
both the bootstrap and split conformal methods. Using the Sigmoid or Tanh activation
results in PIs whose right coverage is roughly 5% less than its left coverage. This
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indicates that predicted ranges for the unknown target response tends to encompass lower
values than what is true.
Figure 31 displays the plots of modeled coverage for both PI methods from the
full factorial model of layers, nodes, and activation function. For bootstrap PI coverage,
the main effects, two-way effects, and the three-way effect among layers, node, and
activation are significant ( α = 0.05 ). This means that changes in any one factor will
potentially produce a significant change in PI coverage, with the exact size and direction
of the effect depending upon the values of the other factors. The different relationships
between the factors and coverage are evident in bootstrap PI coverage plots in Figure 31,
where each plot represents the trend in coverage by layers and nodes at a different
activation function. For the ReLU activation, coverage declines consistently and
significantly as nodes are added to each hidden layer. Differences in the number of layers
generally yield a significant difference in coverage, however there is no consistent
relationship among the layers. For the Sigmoid and Tanh activations, there is a significant
difference ( α = 0.05 ) between two grouping of nodes: 5 and 10, versus 25, 50, 75, and
100. The number of layers generally does not impact coverage, except for the Sigmoid
activation when there are two layers in the network. In that case, coverage follows a Ushape: first declining in nodes, than increasing again, with the changes being statistically
significantly in general. When modeling the split conformal PI coverage, there are no
significant effects ( α = 0.05 ). Indeed, observe in Figure 31 that all trend lines of
coverage effectively overlay one another, with minor differences being within the margin
of error. This supports the earlier observation that PI coverage of the split conformal
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Figure 30. Summary Plots for Power Plant Dataset
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Bootstrap (1,000 Resamples)

Split Conformal

Figure 31. Modeled Coverage for the Power Plant Dataset
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Bootstrap (1,000 Resamples)

Split Conformal

Figure 32. Modeled Average Widths for the Power Plant Dataset
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method for the Power Plant dataset is unaffected by changes to the fitted neural network’s
structure.
The same, full factorial models consisting of the factors layers, nodes, and
activation are built to predict changes in PI average width for the bootstrap and split
conformal PIs. The results are represented in the plots in Figure 32. For both PI methods,
all main effects and interaction are significant ( α = 0.05 ), indicating that the widths are
affected by network’s structure. Looking at the plots in Figure 32, it can seen that adding
nodes to the hidden layers produces significant decreases in width until roughly 50 nodes;
thereafter, additional nodes do not affect average width. Differences between layers are
generally small and statistically insignificant. However, differences between activations
are significant, with the ReLU activation function producing PIs with generally the
smallest average widths.
The optimal set of PIs for this dataset has a test set coverage of 95.0% and
average width of 16.01 units (energy output, measured in Megawatts). This set of PIs is
constructed using the split conformal method, with the underlying network having three
layers, 50 nodes, and using the ReLU activation.
4.2.i Protein Structure
Figure 33 is the summary plot for the Protein Structure dataset. The results for
this dataset are similar to that of the Wine Quality dataset in that relatively small neural
networks appear able to effectively model the target variable given the feature values. As
such, the addition of nodes or layers to the network cause little change in the fit of the
network, corresponding to limited changes in PI performance. Specifically, the
differences in coverage, average width, and balance for the bootstrapped PIs when
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changing layers or nodes appears to be very little. Use of the Sigmoid potentially yields
PIs having higher coverage, although it is not immediately clear from Figure 33 if such
differences are significant. In terms of PI balance, all sets of constructed PIs have lower
right coverage; changes in network structure produce little variation in the relative
balance of the PIs. For the split conformal PIs, the trend lines in the plots for PI coverage
and average width, as well the underlying network’s test RMSE are effectively overlayed
over one another. This suggest that particular design choices do not affect PI performance
in those metric, nor do they greatly affect network fit. Balance of the split conformal PIs
displays more variation across the modeled network structures, with networks using
Sigmoid activation providing PIs with slightly better balance then those from ReLU or
Tanh networks.
To determine if the minor differences in PI performance among the different
hyperparameter combinations are significant, models are built to predict PI coverage and
average width using layers, nodes, and activation as factors. Full factorial models,
consisting of these main effects, their two-way interactions, and their three interaction are
built for each metric and for each method. The results for modeling coverage of both the
bootstrap and split conformal methods are represented in Figure 34. For the model of
bootstrap PI coverage, nodes and layers are significant factors, while activation is not
significant ( α = 0.05 ). However, all interactions are significant. In particular, increasing
layers and nodes produces statistically significant increases in coverage when using the
Sigmoid and Tanh activations. For the ReLU activation, there are no significant
difference across any of the modeled combinations of hyperparameters. In the model for
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Figure 33. Summary Plots for Protein Structure Dataset
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Bootstrap (1,000 Resamples)

Split Conformal

Figure 34. Modeled Coverage for Protein Structure Dataset
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Bootstrap (1,000 Resamples)

Split Conformal

Figure 35. Modeled Average Widths for Protein Structure Dataset
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split conformal PI coverage, no effects are significant. Concordantly, there are no
significant difference represented in the plots in Figure 34.
Figure 35 displays the results for the models of PI average width for both PI
methods. All main effects and interactions are significant in both models ( α = 0.05 ),
indicating that significant differences in PI average width occur given changes in network
structure. The relationship between PI average width and the factors is complicated, with
no general trends emerging across all levels of any factor. The largest differences occur
when using the Sigmoid activation function, for which using three-layer networks yield
PIs having much larger average widths than one- or two-layer networks. For the bootstrap
method, differences in the number of layers generally result in statistically significant
differences in width, while for the split conformal network the differences are too small
to be considered significant. The combinations of hyperparameters producing the
smallest average widths for either PI method use either the ReLU or Tanh activations,
have three layers, and either 50 or 75 nodes.
The optimal set of PIs for this dataset has a test set coverage of 94.9% and
average width of 18.22 units (difference in atomic coordinate structure, measured in root
mean squared deviation). This set of PIs is constructed using the split conformal method,
with the underlying network having three layers, 50 nodes, and using the Tanh activation.
4.2.j Yacht Hydrodynamics
Figure 36 is the summary plot for the Yacht Hydrodynamics dataset. PI
performance of both the bootstrap and split conformal methods is related to network fit,
and, by extension, structure. With the exception of coverage for split conformal PIs, clear
distinctions in performance are observed across the combinations of hyperparameters, in
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particular for layers and nodes. For example, looking to the plot of coverages for the
bootstrapped PIs, neural networks comprised of two or three hidden layers provide higher
coverage than single-layer networks. Additionally, depending upon the activation used,
adding nodes to each hidden layer produces additional increases in coverage. A similar
relationship is observed for PI average width, PI balance, and neural network fit for both
methods. In general, PI average width declines, and balance improves, in tandem with
test RMSE. For split conformal PIs, coverages are close to 95%, regardless of neural
network structure or fit.
To supplement this visual analysis, Figure 37 and Figure 38 display the leastsquares mean plots for PI coverage and average width, respectively. A full factorial
model for coverage or average width is built, with layers, nodes, and activation function
serving as factors. These plots display the modeled means for coverage or average width,
with associated error bars encompassing the 95% confidence interval. When modeling
coverage of the bootstrapped PIs, all main effects, as well as the interactions between
activation and layers and activation and nodes, are significant ( α = 0.05 ). Plots in Figure
37 are separated by each activation function for each of interpretation. For the ReLU
activation, the difference in coverage between single-layer and deeper networks is
significant, but differences between two- and three-layer networks generally are not. For
Sigmoid and Tanh activations, differences between layers are not significant when each
layer has a small number of nodes, i.e., 25 or less. However, the differences grow for
wider networks, with differences becoming significant when each hidden layer has 100
nodes. In the model of split conformal PI coverage, no effects are significant ( α = 0.05 ).
This is evidenced by the small differences among the trend lines plotted in Figure 37.
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Figure 36. Summary Plots for Yacht Hydrodynamics Dataset
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Bootstrap (1,000 Resamples)

Split Conformal

Figure 37. Modeled Coverage for Yacht Hydrodynamics Dataset
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Bootstrap (1,000 Resamples)

Split Conformal

Figure 38. Modeled Average Width for Yacht Hydrodynamics Dataset
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Within the models of PI average width for both methods, all main effects and
interactions are significant ( α = 0.05 ). In general, increasing network depth from one
layer to two produces a statistically significant reduction in PI average width; however,
moving from two to three layers does not. Adding nodes also generally provides
significant declines in average width, up to around 50 nodes. Adding additional nodes
thereafter does not result in reduced widths when using the ReLU or Tanh activations but
does when using the Sigmoid.
The optimal set of PIs for this dataset has a test set coverage of 94.5% and
average width of 4.60 units (water displacement). This set of PIs is constructed using the
split conformal method, with the underlying network having three layers, 100 nodes, and
using the ReLU activation.
4.2.k Year Prediction
Figure 39 is the summary plot for the Year Prediction dataset. PI performance for
this dataset is highly affected by how the neural network is constructed. Even the
coverage of the split conformal PIs—which displays generally consistent coverage at the
expected nominal level of 95% in other dataset—exhibits some sensitivity to the design
choices of the modeler. In particular, use of the Tanh or Sigmoid activation function
results PIs having coverage less than 95%, especially when network capacity is small.
Interestingly, the opposite relationships appears in the coverage of the bootstrapped PIs:
larger networks using Tanh or Sigmoid activations actually have lower coverage than
smaller networks. Coverage for ReLU networks appears to increase in network capacity.
The average width of both PI methods declines as network fit improves. Lastly, in terms
of PI balance, PIs having lower coverage also have higher absolute values of balance.
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Figure 39. Summary Plots for the Year Prediction Datasets
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Bootstrap (1,000 Resamples)

Split Conformal

Figure 40. Modeled Coverages for the Year Prediction Dataset
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Bootstrap (1,000 Resamples)

Split Conformal

Figure 41. Modeled Average Widths for the Year Prediction Dataset
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Bootstrapped PIs have lower left coverage (positive values), while split conformal PIs
have lower right coverage (negative values).
Figure 40 displays the predicted values of bootstrap and split conformal PI
coverages from full factorial models, with associated error bars around each prediction.
Within each model, all main effects and interactions are significant ( α = 0.05 ). The
more complex relationships are displayed for bootstrap coverage. As observed in the
visual analysis, the coverage of PIs constructed from Tanh or Sigmoid networks declines
significantly once nodes surpasses 50 (for Sigmoid) or 75 (Tanh). Other changes in
nodes, as well as changes in layers, are generally not significant for these networks. For
networks employing the ReLU activation, changes in layers or nodes generally results in
a statistically significant change in PI coverage. The significant differences observed in
coverage of the split conformal PIs are minor. Looking to Figure 40, it can be seen this
largest change occurs for Tanh networks (of any depth) when the number of nodes in
each hidden layer changes from 50 to 75.
Figure 41 displays the results for the modeled average widths of both PI methods.
In these models, all main effect and interactions are significant ( α = 0.05 ). The most
interesting result is for the average widths of PIs from ReLU networks, where it appears
the effects of over-fitting are potentially present. In particular, the lowest PI average
widths occur when using either a single-layer network with at least 50 nodes, or when
using a deeper network having exactly 50 nodes. Other combinations of hyperparameters
have higher average widths, some can be seen to statistically significant. Average widths
of the split conformal PIs constructed from ReLU networks display few significant
differences across layers or nodes. For Sigmoid and Tanh networks, increasing the
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number of nodes in each layer generally reduces PI average width by a significant
amount.
The optimal set of PIs for this dataset has a test set coverage of 95.0% and
average width of 59.92 units (years). This set of PIs is constructed using the bootstrap
method, with the underlying network having one layer, 50 nodes, and using the Tanh
activation.
4.2.l RotNIST
Unlike the other datasets explored in this analysis, the RotNIST dataset is
comprised of images. The corresponding convolutional neural networks (CNNs) used to
process such datasets contain their own set of hyperparameters that can be explored and
analyzed in a similar manner to the two-dimensional matrix-based datasets. Recall from
Table 4 the hyperparameters to be tuned during the training of CNNs to the RotNIST
dataset: convolutional layers, kernel size, and pooling size.
Figure 42 is the summary plot for the analysis of PI performance across the
chosen levels of these hyperparameters. The familiar trends, as observed in the other
analyzed dataset, continue to appear for the image-based dataset. In particular, the
coverage of the bootstrapped PIs is more susceptible to changes given changes in
network structure in fit to the data, while also being conservative (i.e., coverage above
95%) in general. Meanwhile, the split conformal PIs maintain close to expected coverage
regardless of changes to the underlying CNN. Additionally, the plots of average widths
for both PI methods closely follow the corresponding plots of test set RMSE. This is
indicate that PI efficiency is related to how well the underlying lying learning
algorithm—in this case, a neural network—learns the data. For the dataset at hand,
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constructing a CNN having at least three convolutional layers with kernels of size at least
3x3 appear to provide the best fits. Pooling on the maximum value may also provide a
slight advantage in terms of fit. Lastly, the bootstrapped PIs provide better balance than
split conformal PIs, as the latter method produces more dispersed values of balance.
Note, however, that since the bootstrapped PIs have coverages at or very close to 100%,
the difference in left and right coverage is necessarily close to zero.
The ANOVA modeling procedure is performed using layers, kernel size, and pooling
function as factors. A full factorial model is built, including the factors and their two- and
three-way interactions. The models of PI coverage for both methods is displayed in
Figure 43. All main effects and interactions are significant ( α = 0.05 ) in the model for
bootstrap PI coverage, while no effects are significant in the model for split conformal PI
coverage. For the former PI method, a statistically significant change in coverage is
observed when the CNN deepens from the two hidden layers to three. Further, expanding
kernels from size 1x1 to 3x3 produces a significant increase in coverage. However,
changing from size 3x3 to 5x5 does not, regardless of the number of layers in the CNN.
The choice of pooling function also produces a significant difference, especially for
smaller networks, although the exact size and direction of the effect depends upon the
values of the other hyperparameters. For the split conformal PIs, there are statistically
significant differences across any of the different combinations of hyperparameters.
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Figure 42. Summary Plots for the RotNIST Dataset
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Bootstrap (1,000 Resamples)

Split Conformal

Figure 43. Modeled Coverage for the RotNIST Dataset

Bootstrap (1,000 Resamples)

Split Conformal

Figure 44. Modeled Average Widths for the RotNIST Dataset
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The plots in Figure 44 represent the results of the ANOVA modeling PI average
width. In both models, all main effects and interactions are significant ( α = 0.05 ),
indicating width is highly affected by the choice in hyperparameters. In general, using
three or four convolutional layers provides a statistically significant difference in average
width as opposed to two layers. The difference between three and four layers is not
generally significant, however, especially for networks having larger kernels. The choice
of pooling function does not generally yield any significant difference in width.
The optimal set of PIs for this dataset has a test set coverage of 95.2% and
average width of 26.17 units (degrees). This set of PIs is constructed using the split
conformal method, with the underlying network having three hidden layers, using 5x5
kernels, and pooling function being the maximum value.
4.2.m Summary of Findings and Analysis
Consideration of the results from each dataset yield Key Findings 1-A – 1-C. Key
Findings 1-A and 1-B are intuitive results following from the discussion of the bootstrap
and split conformal inference methods in Chapter II. The limited distributional
assumptions for implementing conformal inference—namely, exchangeability—affords
the modeler wide latitude in its application. Tangible evidence for the theoretical
advantages of conformal inference are provided by the results of the Step 1 experiment,
in which the PIs constructed with the split conformal algorithm consistently provide valid
coverage across the array of network architectures explored.
On the other hand, the validity of bootstrapped PIs are more variable according to
the fit of the network architecture used to construct them. Like conformal inference
methods, the bootstrap PI method does not require distributional assumptions to be made
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regarding the modeled target variable. However, the symmetrical and pivotal nature of
the bootstrap PI Equation (12) will generally produce better performing PIs as the
distribution of the target variable, conditioned on a set of observed feature values,
exhibits less bias and normality. Furthermore, the explicit computation of the modelfitting and irreducible errors, adds additional uncertainty as to the variability of the
modeled response. The effect of such uncertainty is a general conservativeness of the
bootstrapped PIs, as has been observed in the preceding subsections. Table 7 summarizes
the ANOVA model findings for the bootstrap and split conformal methods across the
UCI benchmark datasets, illustrating how the methods’ coverages differ in their
sensitivity to changes in network hyperparameter settings.
Similarly, for Key Finding 1-B, Equation (12) illustrates how the width of a PI is
a function of the estimates of model-fitting and irreducible errors, both of which are
inherent to a trained regressor’s predictions. As the network better encodes the
relationship between the set of features and the target variable, its estimate of the
irreducible error—generally the root mean squared error (RMSE) calculated on a
validation or test set—decreases. Thus, the average widths of PIs constructed from a
neural network should move in tandem to its test set RMSE. The experimental results
reflect this phenomenon: RMSE decreases with increasing network capacity. The average
widths of the constructed PIs are roughly proportional to RMSE and thus closely follow
its movement. Once network capacity is sufficient for modeling the data, RMSE and PI
average width plateau.
Therefore, PI average width is affected by the design choices of the neural
network architecture insomuch as they affect network capacity. Factors affecting capacity
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include changing the number of hidden layers and nodes to the network. Additionally,
when allotting a uniform amount of training time across parameterizations as in Step 1
experimentation, using the ReLU activation function provides lower test set RMSE than
the sigmoidal tanh or Sigmoid activations. Indeed, changes in hyperparameter settings, as
well as the interactions between these changes (two-way and three-way) are modeled as
significant effects in every UCI benchmark dataset examined. The size of these effects do
vary by dataset, such as the ReLU activation having a more sizeable benefits being
observed for larger datasets or for those with highly skewed target variables. The
convolutional neural networks (CNNs) trained to model the RotNIST dataset have
comparable results, with lower RMSE and smaller PIs achieved by adding hidden layers
or using larger kernel sizes.
However, the task of choosing a neural network architecture to optimize the
performance PI performance is not as simple as Key Findings 1-A and 1-B suggest. At
the conclusion of the Step 1 experiment, a neural network architecture is chosen for each
dataset for further analysis in the Step 2 experiment, according to the selection algorithm
described in Chapter III. The chosen network architecture (as well as the accompanying
PI method which produced the optimal set of PIs) for each dataset is shown in .
In none of the 11 datasets modeled did the network (split conformal method) or
network ensemble (for the bootstrap method) of the optimal network/method pairs also
produce the lowest test RMSE. A partial explanation is the general conservativeness of
the bootstrapped PIs, which resulted in their elimination from consideration in most
datasets.
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Table 7. Significance of Effects for Modeling PI Coverage
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Activation
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Activation
Layers
Nodes
Activation × Layers
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Layers × Nodes
Activation × Layers × Nodes
Significant at α =0.05
Not significant at α =0.05
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Table 8. Optimal Network/Method Pairs
Chosen Network Architecture

UCI
Datasets

Optimal PI

Layers

Nodes

Activation

Method

Boston Housing

3

100

ReLU

Split Conformal

Wine Quality Red

2

50

ReLU

Split Conformal

Concrete Strength

3

100

ReLU

Split Conformal

Energy Efficiency

3

100

Tanh

Split Conformal

Kinematics

3

75

Tanh

Split Conformal

Naval Propulsion

3

100

ReLU

Split Conformal

Power Plant

3

50

ReLU

Split Conformal

Protein Structure

3

50

Tanh

Split Conformal

Yacht Hydrodynamics

3

100

ReLU

Split Conformal

Year Prediction MSD

1

50

ReLU

Bootstrap

Chosen Network Architecture
Image-Based
Dataset
RotNIST

Layers

Kernel Size

Filters

3

5x5

32

Pooling

Optimal PI

Function

Method

Maximum

Split Conformal

However, even when ignoring the validity requirement, the narrowest PIs are constructed
from the network or network ensemble minimizing RMSE in only four of the 11 datasets.
To understand this phenomenon further, consider the construction of bootstrapped
PIs, as formulated in Equation (12), and recall they are explicitly a function of the
estimates of model fitting error, Var  fˆ ( xi )  , and the irreducible error, Var [ εi ] . Thus,
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the difference between the average widths of any two sets of PIs must be caused by
differences in the total error summed from the estimates for Var  fˆ ( xi )  and Var [ εi ] ,



σˆ y2ˆ ( xi ) and σˆ ε , respectively. While these values are not recorded during experimentation,
note that the calculation of σˆ ε in Equation (11) is merely the average of 1,000 calculations
of an out-of-sample RMSE corresponding to each bootstrap resample’s out-of-bag set.
Therefore, the value of σˆ ε used to construct the neural network architecture’s PIs and the
network’s reported test RMSE should be approximately equal. Thus, if a network
architecture has optimal test RMSE, but yields PIs with sub-optimal average width, than
the unexplained difference in total error resulting in the wider intervals is likely caused
by larger values of σˆ y2ˆ ( xi ) .
Large values of σˆ y2ˆ ( xi ) indicate a high model-fitting variance, or that a network’s
regression estimate for a particular test observation is heavily dependent upon the training
data used. This is known as “over-fitting,” the scenario in which a regressor too closely
models the training data, and mistakes random noise for learnable patterns (Gareth,
Hastie, Witten, and Tibshirani, 2013:24). Over-fitting to training data is not desirable for
statistical modeling since it typically results in poorer performance when predicting new
data.
As seen in the summary plots presented thus far, this is generally not the case: test
RMSE declines as model capacity increases, plateaus, but generally does not increase
thereafter. However, the predictions being used to calculate test RMSE do not come from
each network, but rather the aggregated prediction of the bootstrap ensemble. The effect
of this aggregation is that the model-fitting variance is largely eliminated, yielding highly
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accurate point estimates. However, the higher model-fitting variance associated with the
over-fitted networks is calculated directly into the construction of the bootstrapped PIs,
yielding wider intervals.
While over-fitting cannot be directly observed, it can be potentially inferred by
observing the relative sizes of the network architectures which minimize PI average
width and test RMSE. Note that if over-fitting is the cause of sub-optimal PIs for network
architectures that minimize test RMSE, than the optimal PIs should come from network
architectures smaller (i.e., less layers or nodes) than the one which minimizes RMSE.
This is because the smaller architectures, having less capacity, should be less prone to
over-fitting, and should therefore achieve a better reduction of the total error for
constructing PIs. When examining the eight datasets for which PI average width from the
bootstrap method and the associated test RMSE “disagree,” in all of them the network
minimizing average width is smaller than the network minimizing RMSE.
Network/methods pairs using the split conformal algorithm follow a similar
pattern. However, the phenomenon is less stark for the split conformal PIs, with the
network/method pair minimizing test RMSE also yielding the narrowest PIs in six of the
11 datasets. In all five datasets where the network/method pairs do not match, the
difference in PI average width is statistically insignificant. In these cases, the cause of the
disconnect is hypothesized to be from overfitting, following the same mechanism as for
the bootstrapped PIs. It should be the expected that the problem of overfitting is less
severe for the networks fit in conjunction with the split conformal method. Since only
half of the non-test observations are afforded to it for training, the network has fewer
datapoints from which to encode the generalizable relationship between the features and
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target variable. The data inefficiency of the split conformal method creates networks with
worse generalized performance as compared to the bootstrap method.
The results of the Step 1 experiments therefore suggest that the split conformal
method provides an advantage over the bootstrap method in constructing both
asymptotically valid and more efficient intervals. This, however, comes at the cost of the
underlying neural network regressor being a slightly worse point estimator than a
comparably sized network built in conjunction with the bootstrap method. These
preferable intervals also come at a fraction of the computational cost, with the split
conformal algorithm requiring a single, trained neural network for producing PIs as
compared to 1,000 network ensemble employed for the bootstrap method in Step 1.
Thus, the split conformal method provides several clear advantages over the
bootstrap method in terms of its mean performance, which for the Step 1 experiment is an
aggregate calculation from five folds of each dataset. However, the variability of the split
conformal method across these test sets, particularly in its computation of the desired PI
width and the underlying network’s test RMSE, is significantly higher than that of the
bootstrap method. The variability in coverage for each method is approximately the same,
which for some can be quite substantial between test sets.
Intuitively, the difference in variability between the methods is expected. The
split conformal employs a single neural network trained on one random split of the data;
hence, the variance between such trials is likely to be high. In real world settings, in
which the modeler is afforded a single test set and cannot appeal to aggregation, such
variability may be untenable.
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It is for this concern where aggregated conformal predictors may provide a
solution. These methods, as well as full conformal inference and variations of the
bootstrap method, are implemented and compared in the Step 2 experiments.

4.3 Step 2 Results and Analysis
4.3.a Step 2 Key Findings
Recall that the Step 2 experiment seeks to answer the second research question:
2. Given a particular network architecture, which prediction interval (PI) method
optimizes the trade-off between PI performance and computational burden?
The following key findings are observed from the results of the Step 2 experiment:
Key Finding 2-A: The bootstrap method can be adequately implemented with a
relatively small number of resamples (i.e., 100). Training on a higher number of
resamples does not generally improve aggregate PI performance and slightly
reducing variance.
Key Finding 2-B: Aggregated conformal inference methods, particularly crossconformal, generally provide the most efficient PIs. As the number of resamples
increases, aggregate PI performance tends to improve and its variation across test
sets decreases. Despite not providing coverage guarantees, these aggregated
conformal methods produce conservatively valid PIs.
Key Finding 2-C: Implementing kernel density estimation with conformal inference
methods improves PI efficiency at generally little detriment to their validity.
Key Finding 2-D: The cross-conformal inference method, implemented with KDE,
provides the most promise in optimizing the trade-off between PI performance
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and computational burden. Based on the results here, using K = 20 is
recommended; however, if computational time or resources are limited, a smaller
number of folds (e.g. 5 or 10) is generally sufficient.

Table 9 provides the computed average widths for each method implemented
across each dataset. To enable easier interpretation of results, Table 10 provides widths
normalized by dataset, with the most efficient (smallest) width being used as the deflating
factor. Thus, every average width is expressed as a ratio to the narrowest PIs produced
for that dataset. Values are color-coded by their relative efficiency, with values closer to
one highlighted green and those further away shown in progressively redder hues. The
most efficient PIs for each dataset (values of 1.00) are bolded. Table 11 provides the
computed coverages, p, for each method by dataset. Values in the table are color-coded
according to their closeness to the expected coverage level of 0.95.
Observed ranges for average width and coverage, a metric of variability across
test sets, are shown in Table 12 and Table 13, respectively. Minimum values are bolded
for each dataset. In Table 12, the ranges in average width (the difference between the
largest and smallest observed values) for a dataset are mapped to [ 0, 1] scale. Values of
zero (green) indicate the method had the least amount of variation in width for that
dataset, while values of one (red) indicates the method having the highest amount. Values
in Table 13 are similarly colored-coded from smallest to largest values.
Analysis and discussion regarding the performance of each method are provided
in the succeeding subsections.
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Table 9. PI Average Widths by Dataset and Method
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Table 10. Relative PI Efficiency by Dataset and Method
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Table 11. PI Coverages by Dataset and Method
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Table 12. Observed Range of PI Average Widths by Method, Normalized to 0-to-1 Scale by Dataset
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Table 13. Observed Range of PI Coverages by Method
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4.3.b Bootstrap
Prediction intervals constructed using the bootstrap method tend to be overly
conservative, resulting in sub-optimal efficiency. As discussed in Section 4.3., the
explicit computation of the model-fitting and irreducible errors, combined potentially
with the effects of individual networks in the ensemble over-fitting to training data, is the
likely cause for these conservative intervals. The results of the Step 2 experiment implies
that such phenomena manifest regardless of the number of resamples chosen for
inference. Observe in Table 10 that average width of PIs does not appear to be related to
the number of resamples. This corresponds to conjecture in the Chapter II discussion of
the bootstrap methodology, which supposed that 50 or 100 resamples would be sufficient
for calculating the model-fitting and irreducible errors.
However, one benefit from performing more resamples is a predictable reduction
in the variance across test sets. Table 12 and Table 13 show the observed range in
average width and coverage, respectively for each by dataset. For most datasets, the
difference between the largest and smallest widths and coverages follows a downward
trend as the number resamples for the bootstrap increases from 100 to 500 to 1,000.
However, in a few datasets, such as Wine Quality or Concrete Strength, variation in
average width does not decrease with additional resamples. Thus, whether the additional
computation cost is worth marginal gains in the stability of PI performance likely varies
by dataset and the modeler’s tolerance to further enlarge the network ensemble used to
construct PIs.
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4.3.b Percentile Bootstrap
The percentile bootstrap provides better performance than its traditional, pivotbased counterpart, but does not provide the efficiency of conformal inference methods.
The average relative efficiency of the percentile bootstrap PIs is 1.269, compared to
1.328 for the traditional bootstrap (1,000 resamples). The percentile bootstrap PIs are also
less conservative than the traditional bootstrap PIs, but are still somewhat conservative,
having overages values of at least 97% in all datasets examined. The variance in
performance across test sets and datasets is minimal.
4.3.c Full Conformal Inference
Full conformal inference, being by far the most computationally expensive PI
method, provides many favorable results. Its computed coverage, aggregated across the
10 test sets, is at or near 95% for all 11 datasets examined. These results are stable across
test set as well, with Full conformal inference also produces the most efficient intervals in
three of the 11 datasets examined. However, its efficiency in the other eight datasets
varies wildly, from being optimal for the Power Plant dataset, to being among the least
efficient for Energy Efficiency and Kinematics.
This across-dataset variation suggests that data structure may have some impact
on the performance of PIs constructed using full conformal inference. Recall from
Algorithm 3 that the full conformal algorithm requires repeated fitting of the learning
algorithm to the training set augmented by the data pair consisting of test observation

xtest and successive candidate target values ym(trial ) , m = 1,..., M . A high degree of data
noise, combined with inherent randomness of the gradient descent algorithms used to
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optimize networks, may result in of the candidate ym(trial ) values having low p-values. This
in turn, results in a larger (less efficient) prediction interval.
It is not surprising that supplementing the full conformal inference method with
KDE improves PI efficiency, and in some cases drastically. Observe that in some cases,
particularly in which the full conformal inference method produces the most efficient
intervals, that KDE does not improve PI efficiency. However, for the remaining seven
datasets, KDE improves efficiency, on average, by 17.2%.
4.3.d Split Conformal Inference
Like full conformal, the split conformal method produces sets of PIs whose
coverage values are extremely close to 95%. Of the 11 datasets examined, average
coverage across test sets is statistically similar to 95% for nine of them when not using
KDE, and seven of them when KDE is implemented. However, its average efficiency
across sets is not as ideal, with the full and aggregated conformal methods generally
outperforming split conformal. And, as observed from the Step 1 experiments, there is a
high degree of variance in performance across test sets, as the method is susceptible to
the inherent randomness of using a single random split to designate proper training and
calibration sets.
The use of KDE does improve efficiency for the split conformal method. For all
11 datasets, average widths of its PIs is improved when KDE is implemented, with an
average improvement of 10.7%. It also reduces the variation in performance, particularly
in terms of average width, as observed in Table 12.
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4.3.e Cross-Conformal Inference
The cross-conformal inference method is an extremely promising for producing
PIs. The method yields the most efficient intervals seven of the 11 datasets. While the
method is slightly conservative (average coverage of 96.5% across datasets and folds),
the issue does not result in inefficient PIs, nor is it as severe as other methods, such as the
bootstrap or bootstrap conformal methods. Further, implementing KDE reduces the
average coverage of cross-conformal inference across all examined folds and datasets
(95.5%) closer to the nominal level. As with other conformal methods, implementation of
KDE also improves the method’s efficiency, reducing PI average width by 5.5% on
average.
Prediction interval performance varies little across the examined folds of K = 5,
10, or 20. However, K = 20 appears to provide the optimal results out of the three
choices. When using K = 20 , the average relative efficiency (Table 10) for the crossconformal method with KDE is 1.056, compared to 1.084 and 1.112 when using K = 5
or 10, respectively. Moreover, K = 20 provides more stable performance across test sets,
both in terms of average width (Table 12) and coverage (Table 13).
4.3.f Bootstrap Conformal Inference
In general, the bootstrap conformal predictors do not perform as well as their
cross-conformal counterparts, being less efficient and having higher variance across test
sets. The method is also slightly more conservative than cross-conformal, having an
average coverage of 96.9% without KDE, and 96.4% with. PI coverages and average
widths are fairly consistent across the resamples of 5, 10, and 20, with no discernable
trend. Supplementing the bootstrap conformal method with KDE yields the usual effect
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as seen for other methods: a reduction in coverage (in the case of the bootstrap conformal
method, bringing the average closer to the expected nominal value), and an improvement
in efficiency. In particular, the use KDE result in the average widths of the bootstrap
conformal PIs decreasing for every dataset, and by an average of 4.4%.
The relative deficiency of the bootstrap conformal method as compared to crossconformal is intriguing. During the Chapter II discussion of aggregate methods, the
opposite result was hypothesized. As the number of folds K increases when implementing
cross-conformal, the size of the corresponding calibration sets become geometrically
smaller. This should result in more variable estimates of p-values being used for
aggregation. The bootstrap method, however, is not limited by the training set in the
number resamples B taken for aggregating p-values, and thus should have more stable pvalues compared to an analogously-size cross-conformal predictor (assuming K is a
sufficiently large number, such as >3). Instead, the cross-conformal predictor
outperforms the bootstrap conformal predictor, regardless of the number of folds or
resamples taken. Moreover, using K = 20 appears to be optimal as compared to K = 5 or
10, indicating that PI performance improves as K grows.
Thus, interesting lines of future work include expanding the examined values of K
and B implemented. for the cross-conformal method, one could examine PI performance
and its variance as K → n , the size of the training set. Along the same lines, a potentially
larger ensemble of bootstrapped networks and corresponding calibration sets (e.g.,

B = 50 ) may needed before the advantages of the bootstrap resampling scheme are fully
recognized. Additionally,
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4.3.g Kernel Density Estimation
As alluded to throughout this section, supplementing conformal methods with
KDE has a generally positive effect on PI performance. When using the optimal kernel
bandwidth, the average widths of the resulting PIs are, on average, 5.5% smaller than
their raw conformity score counterparts. An examination of p-value plots, such as the one
shown in Figure 6, do not reveal any instances in which implementing KDE improved PI
efficiency by, say, capturing multi-modality in the distribution of conformity scores.
Rather, the small but persistent improvements in efficiency appear to be the result of
smoothing over some of the undesirable noise in the calculation of p-values. Such noise
is inherent when utilizing neural networks as the underlying learning algorithm for
conformal inference given their tendency to converge to a local minima on the cost
function surface. The averaged optimal bandwidths (across test sets) for each method and
dataset are provided in Table 14.
The effect on coverage is generally negligible: in all but a few cases, KDEoptimized PIs have valid coverage. Using full or split conformal inference methods, with
which computed coverage is initially near the nominal level, can result in an undesirable
reduction in coverage. This observed in results for several datasets, most noticeably the
Year Prediction dataset. Conversely, implementing KDE with aggregated conformal
methods, the average coverages of which are somewhat conservative initially, has the
favorable result of bringing coverage closer to the nominal value (in this case, 95%).
The variance of results, or how the measured PI performance ranges across the 10
examined test sets for each dataset, when implementing KDE differs across methods. For
the full and split conformal predictors, the range of observed average widths and
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coverages declines when using KDE. For full conformal, the range of average widths
declines, on average, by 51.6%, while for split conformal the average decline is 1.7%.
The ranges of coverage values are not greatly impacted by the use KDE, although recall
the sometimes undesirable decline in their average.
Meanwhile, for aggregated conformal predictors, the use of KDE results in a
slight increase in the variation of performance across tests. Generally, the increase is
small (<10%). However, for the Concrete Strength dataset, the effect is large, with the
observed range of average widths for several methods doubling as a result of instituting
KDE. A similar pattern is observed when examining the range of coverages.
Additionally, the effect appears to worsen for the cross-conformal method as the number
of folds implemented increases.
While KDE generally improves PI performance, it requires the modeler to devote
additional computational time for constructing PIs, on top of executing potentially
expensive learning algorithms and PI methods. The scoring function to generate the
estimated densities of residuals can become tedious if the kernel function is fit to a large
number of observations. From the execution of the Step 2 experiments, the computation
times become non-trivial for datasets when the number of observations ranges between
103 and 104. A simple and likely low-impact method to reduce this burden is increasing
the allowed error tolerance in computing densities (VanderPlas, 2013). Further reductions
could be achieved, although with potentially unsuitable degradations in accuracy, through
using an alternative kernel function (such as linear), or by sub-sampling the residuals for
fitting the KDE, thereby reducing the number of operations during scoring.
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4.3.h Summary of Findings and Analysis
For all 11 datasets examined, using a conformal inference method with KDE
yields the most efficient PIs. Across all conformal methods and datasets, the use of KDE
improves PI efficiency by 5.8%. When examining Table 10, cross-conformal inference,
particularly when using K = 20 , appears to be the most efficient method. Moreover, it
has acceptable variance across test sets. While the full conformal method does produce
the most efficient set of PIs for three datasets, its performance varies substantially in
other datasets. Note that the bootstrap method (any number of resamples), produces
generally the least efficient PIs compared to the other methods.
In terms of validity, full and split conformal provide the PIs whose coverage most
closely match the expected, nominal level of 95%. The PIs of the aggregated conformal
inference methods, methods not having a coverage guarantee of 1 − α or greater, tend to
be slightly conservative, with common coverage values being in the range 96 − 97% .
Bootstrapped PIs, regardless of the number of resamples, produce coverages exceeding
98% for many datasets, as seen previously in the Step 1 experiment.
Across test sets, the bootstrap method provides the most stable PI performance,
both in average width and coverage, while the set of conformal methods exhibit varying
degrees of variation. Among them, the full conformal method has the least amount of
variance—an intuitive result following from the transductive nature of its inference.
Using aggregated conformal predictors greatly reduces the random in PI performance
across test sets as compared to the split conformal method.
Considering both aggregate and variable PI performance, both across datasets and
trials, cross-conformal inference provides the highest quality PIs. While implementing
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any number of folds appears adequate, using a relatively large number such as K = 20
appears to provide the most stable results. Even so, cross-conformal has a significantly
smaller computational burden significantly lower than bootstrap and full conformal
methods. The computationally cheap split conformal method has a potentially
unacceptable degree of variance in its performance—induced by generating one random
split in the data—while also having sub-optimal efficiency. Supplementing conformal
methods, including cross-conformal, with KDE further improves their PI efficiency. The
extra computation time required for KDE varies by dataset, becoming increasing longer
as the number of training samples grows. Still, the average 5.8% improvement in
efficiency suggests that the additional computation time remains worthwhile. If time or
computational resources are limited, reducing the number of folds is an alternative
approach, with little reduction in aggregate or variable PI performance.

4.4 Case Study: Conditional Coverage
In addition to the PI performance metrics discussed so far, an additional area in
which to evaluate PI methods is their conditional coverage. In the methods and results so
far, coverage has been calculated and discussed in marginal terms: the proportion of
correctly predicted target values across the entire test set, regardless of the values of the
feature vectors in the set. Conditional coverage is calculated separately across subsets of
the feature space. These subsets can be comprised of individual values, or ranges of
values, of a single feature, or the combination of values for multiple features. Neither the
bootstrap nor set of conformal methods (in the simple implementations utilized here)
guarantee conditional validity (Lei and Wasserman, 2014). Regardless, a practical
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consideration for constructing PIs is how well a 1 − α PI method maintains nominal
coverage when examining a particular subset of the feature space. Specifically, a modeler
may deem that correct predictions are paramount after observing a particular combination
of feature values, and thus require a sufficiently high level of accuracy.
As a case study, the conditional coverage of three separate PI methods were
calculated for combinations of features in the Boston Housing and Energy Efficiency
datasets. The selected methods were the bootstrap (500 resamples), the split conformal
method, and the cross-conformal method ( K = 20 ). Table 15 displays the conditional
coverage of these methods for each value of the binary variable “Charles River” in the
Boston Housing dataset. Values of one or zero correspond to whether the neighborhood
borders the river, with one being the positive case. The means of the median home price
corresponding to both cases are included in the table for reference. The conditional
coverage of the bootstrap method exceeds 95% regardless of the value of the Charles
River variable. However, the split conformal and cross-conformal predictors struggle to
correctly predict median home price for neighborhood bordering the Charles River. Split
conformal has a coverage rate of 79.0% for such homes, while cross-conformal has a rate
of 86.4%. Since homes in these neighbors tend to command a higher price, incorrect
valuations of the home prices carry more cost.
A similar exercise is conducted for the Energy Efficiency dataset. However,
instead of examining conditional coverage given the value of a single feature, conditional
coverage is computed across bins of the predicted target value: 0-10, 10-20, 20-30, 30-40,
40-50. Recall that the target variable for the Energy Efficiency dataset is heating load,
measured in BTUs. The bins of predicted heating load effectively separates the feature
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space into the subsets, each comprised of the combinations of feature values resulting in
the binned predicted values.

Table 15. Conditional Coverages by Charles River Variable
Charles River
Count
Mean Home Price ($, 1000s)
Bootstrap (500 resamples)
Cross-Conformal (20 folds)
Split Conformal

0
919
22.236
0.9869
0.9675
0.9445

1
81
30.868
0.9506
0.7901
0.8642

Table 16. Conditional Coverages by Predicted Heating Load
Predicted Heating Load (BTUs)
Bootstrap (500 resamples)
Cross-Conformal (20 folds)
Split Conformal

<10
1.0000
1.0000
1.0000

10-20
0.9892
0.9871
0.9806

20-30
0.9914
0.9397
0.8060

30-40
0.9563
0.9301
0.8901

>40
0.9500
0.9250
0.9500

The results are summarized in Table 16. Again, the bootstrap method maintains coverage
of at least 95% in every bin of values for the ensemble’s predicted value. The coverages
of the conformal methods fall below 95% for the predicted heating loads between 20 and
40 BTUs. While deficiency is small for cross-conformal, the split conformal method in
particular struggles to predict this middle range of the target variable. When the neural
network trained in conjunction with the split conformal method predicts a heating load
between 20 and 30 BTUs, the method correctly predicts the range of the true heating load
in 80.6% of cases.
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In general, the conservativeness of the bootstrap method, as measured by its
marginal coverage, appears to be a benefit when examining these conditional cases. The
additional marginal coverage—resulting in relatively inefficient PIs—effectively
provides the slack to maintain conditional coverage at a rate around 1 − α . The use of an
aggregated conformal predictor, such already noted for their slightly conservative
marginal coverage, appears to be the best among the conformal predictors for optimizing
conditional coverage. Alternatively, conformal inference algorithms can be altered to
account for non-constant variance in prediction error. This “locally weighted” conformal
inference scheme results in a prediction region whose size is sensitive to the changing
variability of the target variable, allowing it to maintain coverage conditional upon the
observed feature vector (Lei, G’Sell, Rinaldo, Tibshirani, and Wasserman, 2018).

4.5 Chapter Summary
Chapter IV presented the findings and analysis from experimentation. Results of
the Step 1 experiment illustrate how the choice of neural network hyperparameters affect
PI performance. Most notably, the coverage of the bootstrapped PIs are sensitive to
changes in network architecture. Larger networks, or more generally those that are able to
better learn the training data, lead to bootstrapped PIs have higher coverage than smaller,
poorer fitting networks. Conversely, the coverage of split conformal PI sets remain close
to the expected, nominal level, regardless of how the size or fit of the neural network
used for regression learning.
Moreover, PI average width (regardless of method) is closely related to the fit of
the neural network. This is evidenced in summary plots for each datasets, in which it can
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be seen that plot of PI average width and test set RMSE move in tandem with one
another. Despite this persistent relationship between PI average width and RMSE, it is
not necessarily the case that the neural network (or ensemble of networks) which provide
the minimum test set RMSE also provide the PIs with the smallest average widths,
particularly for the networks constructed in conjunction with the bootstrap PI method.
The proposed mechanism for this somewhat contradictory result is over-fitting, with
expected degradation in RMSE masked by the ensemble nature of the point predictions.
Considering the observed PI performance in coverage, width, as well as the
potential effects of over-fitting, the recommended benchmark neural network structure to
begin analysis of dataset is an architecture consisting of two hidden layers with 50 nodes
in each and employing the ReLU activation. Single-layer networks generally do not
provide enough opportunity for the network to map the feature space to the response in
an efficient manner. Specifically, that lack of depth must be overcome by prolonging the
training time or by adding nodes to the structure. A similar modification must also be
implemented if using Tanh or Sigmoid activation function, as these functions require
more parameters or longer training times to effectively learn the patterns in the data to a
comparable level as when using the ReLU activation. For datasets containing more
complicated patterns, such as the Energy Efficiency dataset where this benchmark
architecture did provide sufficient PIs or point prediction accuracy, increasing network
capacity—through the addition of layers or nodes—will improve both metrics.
The Step 2 experiment advances the analysis to determine which PI method
produces the best performing PIs, while also considering the computational burden
associated with each. The trade-off between performance and computation appears to be
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optimized when using the cross-conformal method, supplemented with KDE. As an
aggregate conformal inference method, the cross-conformal algorithm produces wellcalibrated and efficient PIs, which further have minimal variance in performance across
test sets. These favorable characteristics are more consistently seen with a relatively large
number of folds, e.g., K = 20 ; however, results with K = 5 or 10 are also sufficient for
most datasets. Supplementing the algorithm with KDE further improves efficiency, with
an average reduction in PI average width of roughly 6%.
Beyond the Step 1 and Step 2 experiments, a case study in the conditional
coverage of select PI method was also conducted. The methods—bootstrap (500
resamples), cross-conformal ( K = 20 ), and split conformal—differ greatly in their
coverage conditioned on the two cases examined. In general, the bootstrap method
provides the highest conditional coverage, likely as an artifact of its conservative
marginal coverage. For the same reason, cross-conformal provides the next highest
conditional coverage. If the modeler is concerned with conditional coverage in test sets, it
is recommended to center the design of the training data around important subsets of the
feature space, or to use a locally-weight conformal inference scheme.
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V. Conclusions and Recommendations
Neural networks, and more broadly artificial intelligence, are exciting tools that
promise to be a focal point of defense modernization for the foreseeable future. However,
the lack of confidence measures often associated with the predictions of neural networks
limit their applicability, particularly in high-stake military applications where accuracy is
paramount. While the creation of prediction intervals is common and sometimes an
auxiliary result in the training of other regression algorithms, this is not generally the case
when fitting neural networks. The construction of PIs for neural network predictions thus
becomes an additional computational burden that is often foregone. As such, little is
known regarding how neural network construction and training affects PI performance.
Moreover, a compelling area of research is which PI can provide the best performance
while maintaining minimal computational burden to the modeler.
To contribute to this ongoing of research, this thesis project sought to answer the
following questions:
1. Does the choice of neural network hyperparameters, such as the number of
layers or the choice of activation function, affect the performance of
prediction intervals for future observations?
a. If there are hyperparameter which affect PI performance, does the
effect differ according to the PI method employed?
2. Given a particular network architecture, which method of constructing
prediction intervals optimizes the trade-off between PI performance and
computational burden?
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To answer these research questions, a two-step experiment was devised and
executed across 11 separate datasets. In the first step, a variety of network architectures
were fit to each dataset. PIs for pre-defined test sets were then constructed using the
bootstrap (resamples=1,000) and split conformal methods. By evaluating different
network architectures on the same test sets, it was then possible to answer how network
design choices affect PI performance. Furthermore, the respective performance of the PIs
constructed using either bootstrap or split conformal were compared, to evaluate how the
effect of such design choices vary by PI method. The second step of the experiment then
sought to implement various PI methods using the same neural network architecture for
predicting a test set. Metrics of PI performance and their concomitant computational
burden were recorded to determine which method provides the best performance while
maintaining minimal computational burden.
The following three key findings were identified in answering the first research
question:
Key Finding 1-A: The performance of PIs in terms of coverage across network
parameterizations varies by method. The split conformal algorithm
consistently provides valid intervals regardless of the choice of network
parameterizations, whereas the validity of bootstrapped PIs is highly affected
by such design choices. In general, the bootstrapped PIs provide the best
coverage when the network uses the ReLU activation and has at least two
hidden layers with 50 nodes in each.
Key Finding 1-B: PI performance in terms of average width across network
parameterizations is closely related to a network’s fit.
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Key Finding 1-C: Optimal neural network performance, measured by minimizing
test RMSE, does not necessarily translate to optimal performance for its
corresponding PIs.
The following four key findings were identified in answering the second research
question:
Key Finding 2-A: The bootstrap method can be adequately implemented with a
relatively small number of resamples (i.e., 100). Training on a higher number
of resamples does not generally improve aggregate PI performance and
slightly reduces variance.
Key Finding 2-B: Aggregated conformal inference methods, particularly crossconformal, generally provide the most efficient PIs. As the number of
resamples increases, aggregate PI performance tends to improve and its
variation across test sets decreases. Despite not providing coverage
guarantees, these aggregated conformal methods produce conservatively valid
PIs.
Key Finding 2-C: Implementing kernel density estimation with conformal
inference methods improves PI efficiency at generally little detriment to their
validity.
Key Finding 2-D: The cross-conformal inference method, implemented with
KDE, provides the most promise in optimizing the trade-off between PI
performance and computational burden. Based on the results here, using K=20
is recommended; however, if computational time or resources are limited, a
smaller number of folds (e.g. 5 or 10) is generally sufficient.
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Overall, PI performance, especially in terms of efficiency, improves as the fit of
the underlying neural network improves. Thus, using the ReLU activation function in the
neural network—which generally results in a better fitting network as opposed to Logistic
or Tanh when given equal amount of training time—and a sufficient number of layers (at
least two) and nodes (at least 50) will result in better performing PIs. Analogously,
ensuring network capacity is sufficient (three or more hidden layers and 3x3
convolutional kernels) when constructing CNNs, specifically in the number of layers and
kernel size, will result in satisfactorily performing intervals.
However, as with point prediction, care should be taken to avoid extensive levels
of overfitting, which can result from networks having more than sufficient capacity for
the dataset, or from overly-long training times. The efficiency of the bootstrap PI method,
in particular, appears to be prone to such issues since the effect of over-fitting is masked
by the ensemble’s goodness-of-fit metrics (such as RMSE). This leads to the otherwise
contradictory result, where the best fitting architectures yields sub-optimal sets of PIs.
For this reason, it is recommended that a neural network architecture containing two
hidden layers, each with 50 nodes, and employing the ReLU activation be used as a
benchmark architecture, with further tuning according to the initial results of modeling
the datasets at hand. Using this baseline architecture, along with a reasonable training
regimen, as a starting point for modeling a new dataset should avoid potential issues
related to over-fitting, while providing reasonably accurate predictions for a validation or
test set. Desired accuracy can then be achieved with further fine tuning the optimization
algorithm (training time, learning rate, etc.) and network capacity (layers and nodes). In
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this way, practitioners avoid the extensive search for optimal network setting performed
in Step 1 experimentation.
When comparing across methods, and based upon the datasets examined here, the
cross-conformal method provides the optimal trade-off between PI performance and
minimizing computational burden. While the methods needs multiple networks to
generate PIs, their computational burden is a fraction of the more often-utilized bootstrap
or full conformal methods. While computational cheaper methods, such as split
conformal, are available, the latter’s variance in PI performance, both across test sets and
separate datasets should give caution to modelers. The cross-conformal method provides
the best performing sets of PIs, and its variation in performance across test sets is second
only to the bootstrap method. Note that performance, especially in coverage, is expressed
in marginal terms; no conformal inference method consistently provides expected
coverage when predicting conditionally on a subset of the feature space. Further
supplementing cross-conformal (or any conformal method) with KDE provides
worthwhile gains in efficiency, with an average 5% reduction in PI average width
compared to utilizing the absolute residual as the conformity score. KDE can be an
expensive computation, however, especially for large datasets.
The right number of folds to utilize for cross-conformal, and whether KDE is
feasible to implement likely depends on the computational resources available to the
modeler and his or her priorities when constructing PIs. If resources are limited, or if the
training of more than a few networks is not feasible, using the cross-conformal method
with a small number of folds is likely sufficient. KDE can supplement inference, with
work-arounds such as allowing for non-zero density error tolerances being one option to
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reduce its computational burden. If the modeler is not as constrained, then using a larger
number of folds (e.g. 20) appears to provide the best results, both in average metrics such
as width and coverage, and in their variance across test sets.
The flexibility of the cross-conformal method, both in terms of its practical
implementation as well as in the parameters of its execution, offers practitioners a means
to produce high-performing prediction intervals in a manner that is sensitive to their time
and resource limits. This should prove especially useful in military settings, where the
lack of confidence measures generally associated with neural network predictions have
given decision makers pause in how to integrate AI into decision making. Supplementing
the neural networks with accurate, informative, and easy-to-produce PIs will enable the
Department of Defense to fully leverage these tools.
Opportunities for future work along these lines of research include an extension
into predicting categorical responses. The research herein focused solely on datasets
having a real-valued target variable; in this way, accurate comparisons were made across
multiple methods for calculated metrics such as average width. Whether the relative
performance of the different PI methods remain the same for these datasets is an
interesting question.
Also interesting is a further exploration of the cross-conformal method. This
project was broad in its scope, seeking to evaluate and compare a suite of PI methods. As
such, there was limited time to experiment with the different parameters of each PI
method, such as the number of folds for cross-conformal. The relationship between PI
performance and the number of folds implemented is not clear from the results here.
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Appendix: Code Implementation
For the purposes of reproducibility, the Python script used to execute the
experiments executed herein is provided in a public GitHub repository (link below).

https://github.com/alexcontarino/Constructing-Prediction-Intervals-for-Neural-Networks
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