In this paper，we focus on nonlinear infinite-norm minimization problems that have many applications, especially in computer science and operations research. We set a reliable Lagrangian dual aproach for solving this kind of problems in general， and based on this method， we propose an algorithm for the mixed linear and nonlinear infinite-norm minimization cases with numerical results.
1.Introduction
In this paper，we focus on solving nonlinear infinite-norm minimization problems with applications in separable cases.
Consider the following problem; model of nonlinear functions that can depend on multiple parameters: Generally, the problem (1.1) is difficult to be solved because of both the nonlinearity of F and the nondifferentiality of the infinity-norm.
The usual approach [1] to deal with (1.1) is using p-norm to approximate infinite norm due to the equality In this article, we will give a dual approach to handle this problem As a sepcial case of (1.1), a model of a linear combination of nonlinear functions that can depend on multiple parameters: This type of problems is very common and has a wide range of applications in different areas, such as inverse problems, signal analysis, mechanical systems, neural networks, communications, robotics and vision, electrical engineering, environmental sciences, to name just a few [2] .
Recently, Golub and Pereyra [2] have proposed an algorithm for solving the least squares problem: Obviously, the problem (1.1) is more difficult than the Problem (1.3) and it has some interesting specifications.
In this paper, we study the problem (1.1) and set an algorithm for finding an optimal solution provided with computational results.
In general, our problem derived from the special nonlinear data fitting problem: 
A Dual Approach
Consider the problem ( Note that, for any fixed  the inner subproblem of (2.3) becomes nonlinear least squares problem which has been well studied [3] [4] [5] [6] .
Due to the weak duality theory, we have 
An Algorithm For Special Case
In this section, we set an algorithm for solving the problem (1.2) Following Theorem 3.1, we can set the coming alternate algorithm.
Algorithm 3.1.
Step 1 Set initial value 00 ( , ) xy.
Step 2 and obtain the optimal solution 1 y .
Step 4 Do the line search Step 5 
Numerical Results
In this section，we implement the Algorithm 3.1 by MATLAB 6.5 using a CPU Pentium IV with 2.4 GHz. We compare two methods for solving the subproblem (3.2), iterative 2p-norm (p=1,2,...) approximation [1] and also the dual approach. Here, the dual problem is solved by the subgradient method. We 
The results for this problem are given in Table 2 .
2p-norm Dual approach
Average 
The results for this problem are given in Table 3 .
Average Optimal Objective found Average Time in Seconds 0. 0632 0. 0003 7.2 0.1 Table 3 In our numerical experiments, the MATLAB function FMINUNC usually terminated until the Maximum number of function evaluations exceeded. This is partly because the 2p-norm minimization problems are difficult to be solved for large p. While our dual approach always works successfully.
Conclusion
In this paper, we proposed a dual aproach with algorithm for solving nonlinear infinite-norm minimization problems with applications in separable cases.
Comparing to the 2p-norm approximation method, our dual approach works well and often gives better solutions in less time.
