We present complete experimental determinations of the tunnel barrier parameters (two barrier heights, junction area, dielectric constant, and extrinsic series resistance) as a function of temperature for submicrometer NiϪNiOϪNi thin-film tunnel junctions, showing that when the temperature-invariant parameters are forced to be consistent, good-quality fits are obtained between IϪV curves and the Simmons equation for this very-low-barrier system (measured Ϸ 0.20 eV). A splitting of Ϸ10 meV in the barrier heights due to the different processing histories of the upper and lower electrodes is clearly shown, with the upper interface having a lower barrier, consistent with the increased effect of the image potential at a sharper material interface. It is believed that this is the first barrier height measurement with sufficient resolution for this effect to be seen. A fabrication technique that produces high yields and consistent junction behavior is presented as well as the preliminary results of inelastic tunneling spectroscopy at 4 K that show a prominent peak at ϳ59 meV, shifted slightly with respect to the expected transverse optic phonon excitation in bulk NiO but consistent with other surface-sensitive experiments. We discuss the implications of these results for the design of efficient detectors for terahertz and IR radiation.
Introduction
Antenna-coupled tunnel junction (ACTJ) devices are of significant interest as fast detectors of terahertz and IR radiation. 1,2 They consist of a metalinsulator-metal (MIM) tunnel junction coupled to a thin-film metal antenna. The NiϪNiOϪNi junction is especially useful because of its products with very low resistance-area (RA) products [as low as 1 ⍀͑m
The RA product is closely related to the RC time constant of the junction, and at 1 ⍀͑m 2 ͒ the intrinsic time constant is near 3 ϫ 10 Ϫ14 s. Wilke et al. 3 and Fumeaux et al. 4 have demonstrated high-quality NiϪNiOϪNi junctions with low resistanceϪarea products and have shown that these junctions coupled to thin-film metal antennas can be used as IR detectors and frequency mixers in the 10 m band. More recently, Fumeaux, Boreman, and co-workers 5, 6 have extended similar results to the 3. , respectively. However, both of these area estimates are in doubt, since both quote only the projected area of the crossing of two rather tall and narrow thin-film wires. This procedure takes account of only the horizontal surface of the bottom metal, whereas, since there is no planarization step between metal depositions, the top metal layer would touch the sidewalls of the bottom metal; since the line dimensions in Wilke et al. were 240 nm wide and 220 nm tall and those in Fumeaux et al., 100 nm wide by 200 nm tall, these sidewall areas amount to 180% and 400% of the quoted (projected) area, respectively.
In this paper we present a novel application of a fabrication method for building repeatable devices with a high yield as well as characterization data showing IϪV curves and tunneling spectroscopy across the range from 4.2 to 300 K with a preliminary extension to 423 K. In addition we show extracted junction parameters (area, barrier thickness, barrier height, dielectric constant, and extrinsic series resistance) that enable these junctions to be characterized with high accuracy; this parameterization enables future device designs. Fitting these parameters requires modifications of the standard Simmons-equation approach, 7 which has allowed what we believe to be the first definite observation of barrierheight splitting in a single-metal MIM junction.
Most tunnel barrier fitting attempts in the literature are based on the two classic 1963 papers of Simmons, treating symmetric 8 and asymmetric 9 barriers. Apart from two errors in the second paper (pointed out in Appendix B), these papers present the correct zero-temperature WKB quantum treatment of onedimensional (1-D) tunneling between two Fermi levels where the details of crystal orientation, disorder, insulator band structure, and interface morphology are unknown, as they usually are in thin-film devices, and magnetic effects are not dominant. This theory required computations difficult in 1963, so both papers rely on very rough analytical approximations necessary for hand calculation. These approximations are suitable for low-accuracy work when the barrier heights are large, but we found that at the NiϪNiO barrier height, shown below to be Ϸ0.2 eV, these approximations lead to significant inaccuracies and even to unphysical results such as large negative currents flowing at a positive bias. In addition, since we need to extract several parameters from the fitted curves, it is vital that the fits be as close as possible: Low-resistance junctions have I-V curves that are nearly straight lines, which makes the fits very sensitive to poor-quality approximations. Good fits require many data points and accurate fit functions, which means a lot of computation. Hence we also present a computationally more efficient algorithm than brute force numerical integration of the Simmons equation.
A. Infrared and Terahertz Detection
In discussions of optical processes in metals and semiconductors, we typically use an approximate material model consisting of an ensemble of singleelectron states. At low frequencies we use a meanfield theory that takes into account the collective response of the electrons. In the terahertz and IR regions both the collective and the single-particle pictures become problematic. Nonetheless certain metals (particularly the free-electron metals Cu, Ag, and Au) still make good antennas at frequencies as high as 200 THz, although since their dielectric constants have large negative real parts and small imaginary parts (so that k Ͼ Ͼ n, where ñ ϭ n ϩ ik is the complex refractive index), they are not well described by a normal conductor model, which predicts n Ϸ k.
For IR and terahertz detection the tunnel junction coupled to a metal antenna can be regarded as a circuit element. Ni-NiO-Ni junctions have been shown to be fast enough to rectify currents at optical frequencies, 10 and their rectifying properties are thought to be essentially invariant from dc to visible wavelengths. 11, 12 An antenna exhibits a radiation resistance R A , which forms a voltage divider with the load resistance. If the load is a tunnel junction of differential resistance r j ϭ R A and negligible capacitance, the small-signal dc responsivity to received optical power P opt is
One factor of 2 comes from averaging sin 2 over a cycle and the other from 2! in the Maclaurin series. This ratio is the responsivity, which is the appropriate figure of merit for an optical detector. Because numerical second derivatives are so noisy, it is difficult to measure this accurately, so the best procedure is to fit the I-V curve by using the Simmons function and compute the derivatives from the fit. (Alternatively one can use a sinusoidal excitation with harmonic detection to get direct measurements of derivatives, as in Wilke et al.) The devices that we discuss here are significantly larger ͑0.4 m 2 ͒ than those cited above. There are three reasons for this choice. First, our research is aimed at traveling-wave devices for the 1.5 m band, so we can relax the requirement for very small devices since the lumped-constant RC product is not a fundamental limit. Second, to gain confidence in the physical significance of the fitted junction parameters, it is important to know the junction area accurately, which is much easier with larger junctions and thinner metal layers. Third, we think that it is probably impossible to achieve a technologically useful electromigration lifetime with the smallest ͑0.01 m 2 ͒ junctions. Highefficiency detection requires good impedance matching to antennas, whose impedances are almost always in the 30-300 ⍀ range. Ni-NiO-Ni junctions exhibit maximum sensitivity at bias voltages of 80-100 mV, so the current density in a 100 ⍀ junction of 0.01 m , which is an order of magnitude above the commonly quoted limit of 10 6 A͞cm 2 for upper-level wiring on integrated circuits.
B. Junction Parameter Fitting
The fitting problem is to minimize the mean-squared discrepancy between a measured I-V curve and a curve calculated from the junction area A, barrier heights 1 and 2 , barrier thickness s, dielectric constant K, and extrinsic series resistance R s . Note that R s is not the same as R 0 , the differential resistance at zero bias, which was discussed by Wilke et al. and which is
where V j is the voltage across the intrinsic junction, i.e., after correction for the extrinsic voltage drop IR s . At T ϭ 0 the WKB current density calculation is based on Eq. (3) of Ref. 9 :
where V 21 ϵ V 2 Ϫ V 1 is the junction bias voltage measured from side 2 to side 1 and J s and A are given by
The quantity is the mean value of the barrier height between the classical turning points of the motion, and the adjustment factor ␤ Ϸ 0.98 is given by Eq. (A4).
In Appendices A and B we discuss this further and give a method for evaluating efficiently, which makes J computationally inexpensive, except for evaluation of ␤. Fortunately ␤ is such a weak function of the junction parameters that for curve-fitting purposes a value of 0.98 can be used during most of the fit process, with only the last iterations needing the full numerical integration of Eqs. (3) and (A4).
The fit procedure adopted here is as follows. (A program written by one of the authors was used for calculation.) This is not a complete algorithm, but no essential aspect is omitted: In general the mean-square residual function exhibits multiple minima, and this tendency becomes worse as the temperature increases, the measurements become noisier, or the accuracy of the current density calculation deteriorates. Unfortunately there is no guarantee that the global minimum at a given temperature corresponds to the real device parameters, but forcing the geometric parameters to be constant with temperature does lead to reliable results, as will be shown.
Experimental Procedure

A. Device Fabrication
The devices used here were fabricated by a germanium shadow-mask technique 15 similar to that of Jackel et al., 16 which uses a three-layer structure consisting of a 600 nm poly(methyl methacrylate) (PMMA) bottom layer, a 50 nm germanium middle layer, and a 600 nm PMMA top layer. The desired pattern is written on the top layer with electron-beam lithography. (A modified process allowing the use of 248 nm optical lithography is under development.) Reactive-ion etching is used to transfer the pattern to the Ge layer, and an oxygen ash step then removes the top layer and undercuts the bottom layer, leaving a suspended Ge shadow mask in the form of slots with bridges. Nickel is then put down in two steps, in thicknesses of 40 Ϯ 5 nm each, by using angled evaporation near room temperature. After the first metal level the sample is removed from the evaporator, and the NiO barrier is formed by oxidizing the nickel briefly in an O 2 plasma similar to that used to ash the PMMA but at a much lower rf power. The second Ni layer is then deposited on top, evaporating from a different angle, and the Ge is lifted off in hot acetone. Over several fabrication runs, by using two-level electron-beam lithography with lift-off, we found that ambient or thermal oxidation of the Ni produces unstable junctions with poor repeatability and low yield, but the shadow-mask patterning and O 2 plasma produce repeatability of Ϯ10% or better in junction resistance, with yields of Ͼ80%. Furthermore shadowmask fabrication affords excellent control of the junction areas, since the two metal layers are defined by a single layer of lithography and the overlap depends only on the PMMA thickness and the angle of deposition; with a 600 nm PMMA layer a 5°rotation about a 40°nominal deposition angle shifts the metal edge by less than 100 nm. Figure 1 shows an electron micrograph of one of the junctions used in this work, and Fig. 2 shows a similar junction with the Ge bridge still in place. The obvious sharpness of the shadows allows a good junction area measurement by pixel counting. The geometric area of this junction is measured to be 0.40 Ϯ 0.02 m 2 , of which the correction for the sloping sidewall area contributes less than 0.01 m 2 . All junctions are fabricated on the same chip with a single level of electron-beam lithography, so all their overlap areas are closely similar. The lumps on the metal are due to nucleation occurring at sites of mi-nor surface damage to the thin SiO 2 underlayer that seems to have occurred during photoresist ashing. This was verified by scanning electron microscopy pictures of a similarly prepared sample before metal deposition.
B. I-V Curve Tracing
Room-temperature I-V measurements were carried out with a standard four-wire probe station. For lowtemperature measurements the device was wirebonded to a header and placed in a helium cryostat. Current and voltage were measured with a four-wire apparatus. Figure 3 shows four I-V curves from a single test device over the range of 4-295 K. The nonlinearity is about four times larger at low temperature. Figure 4 shows a typical fitted I-V curve together with the fit residuals plotted as 10͑I exp Ϫ I fit ͒. Apart from the very small hooks visible at the edges (possibly due to joule heating) the fit residual is limited by measurement noise. In all these curves a positive V 21 means that the top metal M2 is positive with respect to the bottom metal M1. Although the device tested here did not survive long enough to be tested above 300 K (which required moving to a different apparatus), another similar device produced fitted barriers near 0.18 eV at 423 K, which continued the trend of barrier height versus T.
C. Parameter Extraction
The approximately 20 junctions measured had qualitatively a similar junction resistance and nonlinearity, and the yield was very good, ϳ80%. For the wide temperature range measurements shown here we used a single junction, so it is appropriate to constrain these fits to make the geometric properties (e.g., the junction area and barrier thickness) constant over T. Besides internal logical consistency this allows an important check: When the geometric pa- 
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2 of the fit function; Fig. 5(d) is the responsivity calculated from the fit function by using Eq. (1). Here V 21 is the voltage measured from M2 to M1 as above. Two runs of data are shown that lie on top of each other to within the noise level. The responsivity is quite respectable for an IR detector, even though the curves appear nearly straight. Figure 6 shows a summary of fitted data from several temperatures, obtained by using unconstrained Nelder-Mead downhill simplex optimization on all the junction parameters (junction area A, oxide dielectric constant K, oxide thickness s, barrier heights 1 , 2 , and extrinsic series resistance R s ). Most of the points lie on well-defined trajectories but with significant scatter and a few outliers. The barrier heights show no consistent trend except that 2 is always less than 1 . Geometric parameters are almost temperature independent, and the dielectric constant of insulating metal oxides is typically a weak function of temperature as well. None of these shows a clear trend. Fixing the values A ϭ 0.3 m 2 , s ϭ 2.5 nm, and K ϭ 8.4 produced the improved fits of Fig. 7 . The outliers have disappeared, the scatter around the trend curves has decreased significantly, and the fit residuals have not increased, all of which support the hypothesis that these parameters represent the true physical parameters of the junction. It is interesting that the fitted area in Fig. 6(a) is ϳ75% of the geometric area, suggesting that the tunneling is occurring rather uniformly over the overlap area. Aluminum-oxide junctions typically behave as though their active areas are a small fraction of the geometric area, suggesting that the tunnel current is dominated by thin spots in the barrier. 17 This is physically reasonable, because the wave function dies off much more steeply in the junction region with typical Al 2 O 3 barrier heights of a few electron volts than with the 0.2 eV barriers that we measure in Ni-NiO. This effect may also be partly responsible for the improved consistency of these results compared with I-V fits in high-barrier systems.
Barrier heights 1 and 2 decrease monotonically with increasing T, slowly at first but then with a slope, d͞dT Ϸ Ϫ0.15 meV͞K, somewhat steeper than a pure kT reduction, which would have a slope of Ϫ0.086 meV͞K. The barriers decrease by ϳ24 meV from 4 to 300 K, which is approximately kT, and the asymmetry declines by almost half. The approximately quadratic variation of ͑T͒ is as expected. Thermal excitation increases the occupation number of states above the Fermi level and correspondingly depletes those below; at low temperatures the two nearly cancel, causing the linear term in ͑T͒ to be small. The reduced barrier asymmetry is also qualitatively reasonable. The barrier area integral is evaluated between the classical turning points of the motion. The turning points move toward the barrier peak as the energy increases, so higher-energy states that extend farther into the oxide will see less asymmetry from the composition gradient at the lower interface.
The metal resistance curve in Fig. 7(b) is reasonable as well. When it is compared with the scaled resistance of a nearby metal line (also shown), R s rises more steeply with T, looking much more like the tabulated curve for bulk Ni (Ref. 18 ) plus an offset, as shown. More work is needed to determine whether the steeply rising part of R s versus T is a real metal resistance or a fit artifact, due to, e.g., the effects of finite temperature on the tunneling probability.
The origin of the extrinsic series resistance R s is a somewhat vexing issue. The data of Fumeaux et al. and of Wilke et al. agree with the resistances and responsivities obtained here, although only qualitative comparisons can be made because of the lack of tabulated data points for fitting and the large uncertainty in their junction areas (factors of 3 and 5, respectively) due to neglect of the sidewall contributions. Wilke et al. claimed that the relatively small change that they saw in the zero-bias differential resistance R 0 versus temperature cannot be due to the thin-film structure of the metal, but Fig.  7(b) shows that the resistance of our thin-film Ni line (which was of uniform cross section) alone has a similar temperature dependence ͑R 77 K ͞R 300 K ͒ ϭ 0.58 to Wilke's value value of ͑R 77 K ͞R 273 K ͒ ϭ 0.65 for R 0 . This is quite different from the behavior of bulk Ni, despite their claim that a film much thicker than the 6.7 nm electron mean free path should have bulk properties. The discrepancy is probably due to the disorder and columnar structure of unannealed thin films, but merely saying this leaves us little closer to the answer. 
D. Barrier Asymmetry
Since the top and bottom metal layers are nominally identical, one might expect the junctions to be highly symmetric electrically, but Fig. 7(a) shows that this is not so; the barrier heights differ by as much as 20 meV. We conjecture that this is due to a composition gradient in the lower Ni-NiO interface, owing to interdiffusion in the oxidation step. This interdiffusion is not present in the upper interface because M2 is evaporated on top of the oxide near room temperature, so there is no oxygen plasma bombardment of the metal at the upper interface. Apart from the small asymmetry in the I-V curve that results, the barrier-height inequality is not significant for detector operation, but this mechanism may provide a way to control the barrier heights to optimize responsivity. It is interesting that the lower barrier is on the side with the more abrupt junction. This is consistent with the image potential being stronger there because of the more nearly ideal metal surface. We believe that this is the first barrier-height measurement in any material system with enough resolution to show this small splitting.
E. Calculated Detector Responsivity
These devices are potentially good detectors for IR and terahertz signals. Figure 8 is a plot of responsivity versus bias voltage for the same temperatures as in Fig. 3 , when the extracted junction parameters from the constrained fits are used. If the barrier heights can be kept near 0.21 eV at room temperature and the metal resistance reduced, roomtemperature responsivity values, ᑬ Ͼ 1 A͞W, may result. Barrier heights are commonly tuned by hundreds of milli-electron-volts in the gate metallization integrated circuit processes of the complementary metal-oxide semiconductor (CMOS), so this is not expected to be very difficult; the ability to adjust such an important parameter will be needed in a technologically useful process.
F. Junction Time Constant
Besides the intrinsic speed of the tunneling itself, the RC time constant of the junction may limit its response bandwidth, as is common in semiconductor detectors. Since the fits give a good value for the K seen by the tunneling electrons, we can readily estimate that the capacitance per square meter is C͞A Ϸ ⑀ 0 (K͞s) ϭ 0.03F͞m 2 (6) so that at an RA product of 1 ⍀͑m͒ 2 the junction time constant is RC Ϸ 30 fs. This is only a rough estimate, since on these length scales it is not certain that the plate separation is the same as s in the tunneling equation. Still, since a 3 dB loss at 200 THz corresponds to a time constant of 0.8 fs, it is clear that efficient ACTJ detectors in the near IR will have to use reactive or traveling-wave techniques to reduce the effects of capacitance.
Inelastic Tunneling Spectroscopy
In extrapolating from dc measurements to junction properties at 10 14 Hz, it is important to be certain that tunneling is the dominant conduction mechanism. The results in the sections above show that this is the case, owing to the very close fits to the Simmons equation, but other lines of evidence are reassuring. Optical detection is one of these, and another is inelastic tunneling spectroscopy, which is performed by taking the second derivative of the I-V curve by adding a small sine-wave component to the applied voltage and detecting its second harmonic. Nickel oxide has a complicated phonon spectrum, since its unit cell has a small rhombohedral distortion and significantly noncubic behavior due to magnetic coupling effects, as reported by Chung et al. 19 Figure 9 shows a preliminary inelastic tunneling spectrum of a junction on the same chip as that used for the parameter extraction. The spectrum shows a pronounced peak near 59 mV with a shoulder on the side nearest 0 V. The peak position differs by some 9 mV from the transverse-optic phonon dispersion curves of Chung et al. but, as is interesting, agrees much better with a peak found in the room-temperature scanning tunneling microscope data of Olejniczak and Bieniecki, 20 who found a large peak near 59 mV with the NiO surface negatively biased with respect to the tungsten scanning tunneling microscope tip.
Discussion
A. Fit Accuracy
There is great improvement in the scatter of the fitted barrier heights and extrinsic series resistances when the consistency conditions of A, s, and K are applied. In general faulty constraints increase the fit residuals and the scatter of the fitted values. The low scatter suggests that the values used are close to correct. These values are taken as an approximate average of the free fits of Fig. 6 with the outliers disregarded. A more systematic procedure would be to use two nested iterations, with the outer loop adjusting the constraints to minimize the total rms residual over all T values and the inner loop optimizing the remaining free parameters for each T. Although such a program is not difficult to write, its run time is prohibitive unless further significant improvements in efficiency are available. To achieve full confidence in the fitted results, it is necessary to perform these fits over a larger set of junctions, measure R s independently, and seek independent experimental support, e.g., from spin polarization and optical detection. Further work in optical detection with these devices is under way. 
B. Systematic Errors
The major sources of systematic error in this work are believed to be joule heating and electromigration. A structure of characteristic size a cooled by threedimensional conduction into a substrate of thermal conductivity ␣ will have a junction-to-ambient thermal resistance of approximately
which for a 1 m junction on doped silicon is 10 4 K͞W at room temperature ͓␣ Ϸ 100 W͑͞m K͔͒ (Ref. 21) and much less at low temperature, reaching 200 K͞W at 20 K ͓␣ Ϸ 5 kW͑͞m K͔͒. Thus the room-temperature ⌬T for a 100 ⍀ junction with 100 mV of bias is
corresponding to a resistance change of a few tenths of a percent in the heated region, which is itself a small part of the total extrinsic resistance. The effect is also at least an order of magnitude less at low temperature ͑T Ͻ 100 K͒ because of the rapid increase of ␣. The effects of interfacial thermal resistance are not thought to be significant, although they are harder to estimate, because their measured values tend to be nearly proportional to T at moderately low temperature ͑10 K Ͻ T Ͻ 100 K͒ and almost temperature invariant above 150 K, 22 whereas phonon-scattering theory predicts a 1͞T 3 behavior, 23 and the fitted parameters of the device tested are nearly temperature independent below 77 K. Solidsolid interfaces have much lower interfacial resistances than liquid-solid interfaces, because the acoustic impedance mismatches are much smaller and phonon scatter much less diffuse. For the Ni-Si interface the calculated interfacial thermal resistance is 23 Ϸ10͞T 3 cm 2 K͞W or Ϸ10
9
͞T 3 K͞W for a 1 m 2 junction. This is insignificant above ϳ30 K for the present devices.
Electromigration is a somewhat more serious problem, potentially leading to the formation of voids and shorts. Since the junctions used here are planar overlaps, the current density is highest in the region outside the junction area. Thus the expected major effect of electromigration would be a systematic change in R s as the run proceeds. This is not believed to be a significant short-term effect for junction biases below 120 mV, because the I-V curves from several runs at a given temperature are identical within the measurement noise. Many of these junctions undergo irreversible breakdown when the bias voltage is greater than 0.2 V, and their characteristics change slowly with time at lower voltages. Each of the experimental data sets consists of two I-V runs at each temperature, and the room-temperature I-V curves are closely similar before and after the lowtemperature runs.
Finally
, and much higher with smaller junctions, so current crowding effects and associated nonlinear resistances cannot be ruled out.
Conclusion: Implications for Optical Detection
Having a repeatable process for making small Ni-NiO-Ni junctions is a prerequisite for making these devices into technologically useful optical detectors. In this paper we have demonstrated such a process and have shown that the tunneling behavior of the junctions is very well modeled by the (complete) Simmons equation, which gives a theoretical and practical underpinning to future device designs. Work is under way to make efficient antenna-coupled tunnel junction detectors in the 1.55 m optical communication bands. The major potential advantages of ACTJ detectors at those wavelengths are their very high speed and that they replace III-V devices, requiring only metal, oxide, and dielectric.
We have found that the low-temperature responsivity of these junctions is much better than that at room temperature because of extrinsic series resistance and the decline in the effective barrier heights from ϳ0.22 eV at 4 K to ϳ0.19 eV at 295 K. It may be possible to tune the composition of the metal and oxide so as to raise the barrier height slightly, and it is certainly possible to reduce the metal resistance by using thicker films, higher-conductivity metals, and mask layouts that reduce the lead length. With these improvements, responsivity values of Ͼ1 A͞W may well be attainable at room temperature. At 1.55 m, unit quantum efficiency corresponds to ᑬ ϭ 1.25 A͞W, so it may be possible to make efficient near-IR detectors provided the poorly understood details of the rectification process do not preclude it. To realize this goal, however, the junction capacitance must be compensated for, either by a traveling-wave design or a reactive matching approach. Further theoretical investigation is needed to elucidate the physics of terahertz and IR rectification in MIM junctions. The WKB expression for the tunneling probability of an electron of energy E through a 1-D barrier is 24
where is the Fermi energy. The square root in the integral is inconvenient to handle. A useful approximation is
which leads to an alternative expression for the tun-neling probability:
where is the mean value of the total potential over the interval ⌬s separating the two classical turning points, s 1 and s 2 , at which the potential function crosses the Fermi levels of the electrodes. The adjustment factor ␤ is given by
where f͑x͒ is the expression inside the square root in the integrand of Eq. (A1). It is nearly constant and within a few percent of unity. If ␤ is computed exactly, Eq. (A3) is closely equivalent to Eq. (A1), but ␤ can also be set constant for more approximate work. These expressions apply at T ϭ 0; this is a good approximation for high barriers but a much poorer one where Ϸ 8 kT. Significant improvements in accuracy at very low RA products require computing the tunnel current at a finite temperature.
Appendix B: Indefinite Integral of the Image Potential
In the 1-D case the total potential is the sum of the trapezoidal potential because of the applied bias voltage and the tunneling barriers, plus the image potential, which is the attraction felt by a charge carrier for a conductive surface. Because of the hall-ofmirrors geometry (see Fig. 10 ), there is an infinite sum over the images of images. In the perfectconductor limit the potential V img is given by [Eq. ] This sum has a rather distressingly slow convergence: To achieve doubleprecision accuracy (a 48 bit significand), almost 60,000 terms are necessary. In the expression for the tunnel current we require the integral of the total potential between the classical turning points of the motion (where the potential crosses the Fermi level).
Since these points move as the junction bias is changed, we require the indefinite integral of the image potential:
The integrand is symmetric with respect to s͞2, so
For xʦ͓0, s͞2͔ the sum is uniformly convergent and its terms are regular, so we can decompose it in partial fractions, 
The advantage of this more complicated formula over Eq. (B2) is the very rapid convergence of the infinite sum. Because ͑m͒ Ϫ 1 ϳ 2
Ϫm for large m, the mth term of the sum makes a maximum relative contribution of approximately 0.5 4mϩ1 ͞m, so that double-precision accuracy needs at most 11 terms.
