I. INTRODUCTION
Hydrodynamic impact problems are frequently encountered in natural hazards, 1,2 marine engineering, [3] [4] [5] and water sports. 6 Under violent wave conditions, the bow of a ship can emerge from the water then re-enter water with high speed. This may cause severe local damage and high-frequency global stresses in the structure. 7 In certain emergency situations, civil or military aircraft need to ditch on the water to evacuate the crew and passengers. Impulsive slamming pressures and forces exerted on the fuselage will potentially damage the aircraft and threaten lives. 8 In competitive diving, especially the 10 m platform diving of the Olympic Games or world championships, athletes need to repeatedly impinge on the water surface with relatively high speed near or over 14 m/s. This leads to strong impact loads on the human body. Long-term such intensive practice will very likely cause severe injuries to limbs, shoulder, spine, retina, and other organs of the athletes. 6, 9, 10 Therefore, the accurate prediction of slamming loads on solid structures and human bodies is of great importance to further scientific research and engineering applications.
Early investigation of the slamming loads on solid structures can be traced back to the pioneering work of von Karman for the aircraft ditching problem. 11 For a flat-bottomed float, he proposed that the peak pressure p max is related to the water density ρ, speed of sound in water c, and impact velocity v as p max = ρcv. This is usually referred as the acoustic pressure. In the following several decades, different theories for predicting hydrodynamic impact loads were proposed by other a) Author to whom correspondence should be addressed. Electronic mail: z.ma@mmu.ac.uk
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Phys. Fluids 28, 016104 (2016) researchers including Pabst, 12 Wagner, 13 Korobkin and Pukhnachov, 14 Howison et al., 15 and references therein. Some researchers also paid attention to other problems pertaining to the slamming of plates, e.g., added masses of thin rectangular plates in nonlifting potential flow. 16 On the other hand, researchers have carried out experiments to study the impact pressures on flat-bottom structures and observed that their measurements were below the acoustic pressure proposed by von Karman. [17] [18] [19] Careful inspections reveal that the underlying reason causing this discrepancy is the cushioning effect of the air layer trapped by the flat plate. 20, 21 This was ignored in the acoustic pressure formula of von Karman. 11 For other blunt bodies like cylinders or hemispheres, recent experiments show that air is entrained into the water during the slamming event. [22] [23] [24] During water entry, flat plates and other blunt bodies usually trap air beneath their lower rigid or flexible surface. The air is extensively compressed and forms a very thin layer as the structure approaches the water surface. It may also expand afterwards when the pressure drops. The trapped air layer may repeat the expansion and contraction cycle leading to pulsating loads on the structure.
The problem becomes even more complicated when air bubbles are present in the water. In the ocean, bubbles are entrained/generated in the water by a number of different processes including biological production, entrapment of air by capillary waves, white capping, and wave breaking. 25 These bubbles generally persist for many wave periods in seawater and do not tend to coalesce and hence remain small, rising slowly through the water. 26 For wave breaking on structures, aeration has an effect on the impact loading causing discrepancies in time histories and maximum values of pressure between pure fresh water and aerated fresh water. [27] [28] [29] Despite these past crucial research works, studies of the bubble effect during the entry of flat plates or other blunt bodies into aerated water are quite limited so far.
To the knowledge of the authors, quantitative numerical and experimental studies of the impact loads on a flat plate during entry into pure and aerated water have not been reported in the literature. The lack of such reported studies is due to the significant challenges presented to both numerical methods and laboratory setup and measurement techniques.
Although numerical methods based on the potential flow model or incompressible single-/twophase Navier-Stokes equations have been more frequently used in hydrodynamics, the complex phenomena of compression, expansion, and ventilation of fluid 4 occurring in violent slamming events, particularly, in the case of aerated conditions cannot directly be handled by the aforementioned methods. This requires a more detailed compressible multiphase flow model that can include all necessary physics to provide an accurate solution. 5 Moreover, it demands the numerical model's capability properly to handle the air-bubble/water mixture, of which the acoustic property is significantly different with pure water as shown in Figure 1 . This figure illustrates the speed of sound in a water-air mixture. 30 It is clearly observed that introducing 1% volume fraction of air into the water reduces the sound speed from around 1500 m/s to less than 200 m/s. Some researchers also stated that incipient flow cavitation, during which the water undergoes a phase change to form vapour bubbles when the pressure reduces towards the limit of saturated vapour pressure, may occur in hydrodynamic slamming events. 4, 8 Numerical methods may easily fail to handle the low pressure associated with cavitation and to capture the subsequent re-loading on the structure.
On the other hand, in the laboratory, due to the intensity of the high speed slamming event, experimental studies of a flat-bottom object slamming into water with an impact velocity of over 5 m/s are quite rare. Meanwhile, most of the reported experiments focus attention upon pure water entry without considering aerated water.
In the present work, we make an effort to carry out an experimental and numerical study of pure and aerated water entry of a square rigid flat plate. We focus here on the measurement and calculation of the slamming loads on the plate with a vertical impact velocity over 5 m/s. The experimental study was carried out in the ocean basin at Plymouth University's COAST laboratory, without the wave paddles in operation. The fresh water was artificially aerated by pumping bubbles into it through a perforated plastic plate placed at the bottom of the basin. 31 A novel in-house two-dimensional hydro-code 32 is extended here to compute three-dimensional hydrodynamic impact problems. The numerical model has the capability to deal with trapped air layer and a water-air mixture in both high and low pressure regions fully accounting for compressibility and cavitation effects.
The shape of our test object, a square flat plate with no curvature, may appear to be simple but it is closely related to real applications, e.g., (1) the hull of large ships like floating production storage and offloading units (FPSOs) usually has a large area of flat surface; (2) divers often use a flat-hand entry technique (or accidentally use back entry), the hands are brought together with palms facing the water in order to accomplish a splash-less entry. Therefore, it is very important to investigate the water entry of flat-bottom structures.
The remainder of the paper is organised as follows: The experimental setup for the flat plate slamming problem is first described in Section II. Summary details of the numerical model are provided in Section III, and further details can be found in the work of Ma et al. 32 The numerical results and laboratory measurements for pure and aerated water entries are presented in Section IV. Finally, some conclusions are drawn and future work is discussed in Section V.
II. EXPERIMENT SETUP
The experimental study was carried out in the ocean basin at Plymouth University's COAST Laboratory. The ocean basin is 35 m long by 15.5 m wide and has an adjustable floor allowing operation at different water depths up to 3 m.
A. Test object
The falling block includes a rigid flat impact plate connected to two driver plates and its total mass can be varied from 32 kg (block 1) to 52 kg (block 2). The impact plate is 0.25 m long and 0.25 m wide with a thickness of 0.012 m. The impact velocity can vary between 4 m/s and 7 m/s by adjusting the initial position of the plate. Pressures were measured during impact by five miniature pressure transducers (Model XPM10) installed on the impact plate as illustrated in Figure 2 . The actual impact velocity was integrated from the measured data recorded by an accelerometer (Model 4610) mounted on the top of the flat plate. Both pressure and acceleration data were sampled at a frequency of 50 kHz. In the experiment, the force is obtained by integrating the pressures gauged at five locations with the following formula:
in which p 1 -p 5 are the pressures; S 1 -S 5 are the influence areas set as S 1 = 0.0121 m 2 and S 2 = S 3 = S 4 = S 5 = 0.0126 m 2 .
B. Air bubble generation
The water was aerated by introducing air bubbles into it. The void fraction (or aeration level) of the aerated water can be controlled by the air compressor by adjusting the injection pressure into The spacing between each of neighbouring holes is 1 cm and the diameter of each hole is around 0.2 mm. The bubble generator was placed at the bottom of ocean basin with water depth of 1 m. Snapshots of the aerated water generated by different injection pressures are illustrated in Figure 4 , which clearly shows that the bubble density increases with injection pressure.
C. Void fraction estimations
There are several applicable methodologies for determining the void fraction of aerated water including measurement of the speed of sound, a volumetric method, hydrostatic pressure in aerated water, and high speed photography to estimate bubble size, distribution, and velocity. Each of these methods has its own advantages and difficulties. In the present work, the volumetric method (air flow rate measurement) was used to estimate the void fraction in the ocean basin by using the following formula:
where κ is the adiabatic coefficient, ∆p is the change in pressure given by the weight of the water column, p a is the atmospheric pressure, t r is the time a bubble needs to reach surface after leaving the bubble generator, and t f is the time needed to completely fill the cylinder with air. A clear plastic cylinder was used to measure the air flow rate through the water body as shown in Figures 5(a) and 5(b). The air flow rate of each aeration level was measured at nine spatial locations indicated in Figure 5 (c). The void fractions calibrated by the flow rate method in the ocean basin are presented in Figure 6 . The calibration was carried out at a depth of 25 cm from the water surface.
III. NUMERICAL MODEL
The mathematical model used here for the flow of the compressible air and water/air-bubble mixture consists of the mass, momentum, and energy conservation laws for the fluid. A conservation law of mass for each phase is also included. A non-conservative equation for the advection of gas-phase volume fraction function also needs to be included. Though inertia usually plays a much more dominant role in hydrodynamic impact problems compared to gravity, the gravitational terms remain included in the flow model. The whole system can be expressed as
where α 1 and α 2 satisfying α 1 + α 2 = 1 are volume fractions for the gas and liquid phases, respectively; ρ 1 , ρ 2 , and ρ are densities for the gas-component, liquid-component, and mixture, respectively; u, v, and w are three components of the velocity vector ⃗ V along x, y, and z axes; g is the gravitational acceleration; p is the pressure; ρE is the total energy per volume; h = (ρE + p)/ρ is the enthalpy; and K is a function given by
For each fluid component, stiffened gas equation of state (SG-EOS) is utilised to correlate the total energy with the pressure, density, and velocity. The general form of SG-EOS is given as
in which γ is a polytropic constant and p c is a pressure constant. The fluid mixture has two components in mechanical equilibrium (identical pressure and velocity); therefore, the total energy for the mixture is defined as
in which the density of mixture is computed as ρ = α 1 ρ 1 + α 2 ρ 2 . If the gravitational terms are excluded and only the x-direction is considered, 3D system (3) will reduce to the 1D model of Kapila et al. 33 To the knowledge of the authors, the mathematical properties of the model of Kapila et al. have only been analysed in one-and two-dimensional forms while an analysis of the mathematical properties of the model in 3D form together with its extension to real 3D hydrodynamic impact problems have not been reported in the literature. In the present work, a detailed analysis of the eigenstructure of system (3) in primitive form is carried out and presented in Appendix A.
Supposing the mesh does not vary with time, a finite volume discretisation of Equation (3) for a mesh cell m is given by
where the subscript m stands for the mesh cell itself, Ω m is the volume of the mesh cell, the subscript f represents a mesh cell face, and N m is the total number of faces for the mesh cell. A third order monotonic upstream-centered scheme for conservation laws (MUSCL) with a slope limiter is utilised to interpolate the left-and right-side solution variables for the mesh face f . The surface flux term F f is treated as a discontinuity and computed by means of a Harten-Lax-van Leer-Contact (HLLC) approximate Riemann solver. A third order total variation diminishing (TVD) Runge-Kutta scheme is applied to update the numerical solution from time level n to n + 1. Readers may refer to the Ref. 32 for more details.
The hydro-code's capability properly to handle the compressibility of air and water-air mixture has been verified through a series of benchmark test cases including 1D gravity-induced liquid piston, water-air shock tube, free drop of a water column in a closed 2D tank, slamming of a 2D flat plate into pure water, and plunging wave impact at a vertical wall reported in our recent work. 32 Here, we extend the numerical model to solve practical 3D hydrodynamic impact problems.
IV. RESULTS AND DISCUSSION
In the laboratory, the drop height of the plate is calibrated to obtain impact velocities 5.5 m/s and 7 m/s while the present numerical model is constructed in the Eulerian frame of reference consistent with a finite volume method. To solve the water entry problem, we fix the flat plate in the numerical mesh and cause the water to move upward with the prescribed impact velocity. This strategy is appropriate for a short-duration impact process. 34 Since violent hydrodynamic impacts are usually inertia dominant, viscous effects are currently ignored in the numerical computation. Therefore, a compatible no-penetration velocity boundary condition should be applied at the flat plate.
Before the trapped air layer breaks into small bubbles, turbulence does not play a significant role in the impact process, thus the flow could reasonably be assumed to be symmetric about the two central sections of the plate. Consequently, we compute only a quarter of the whole flow field chosen as a cubic region Figure 7 presents the time series of gauge pressures and total slamming force on the plate for an impact velocity v = 5.5 m/s. The phases of these data have been properly shifted to correlate the first pressure peak at P1 to time t = 0. It is clearly shown that the evolution of the impact pressure loading at the plate centre consists of distinct stages including shock loading, fluid expansion (low pressure) loading, and secondary re-loading.
A. Pure water entry
When the plate approaches the water surface, the pressure rises very sharply to the first and highest peak value in less than 1 ms and then drops very quickly to zero. The first and highest pressure spike could be considered as a shock loading. 35 The duration of the shock loading is less than 2 ms. Table I lists the peak loadings on the plate. At P1, the maximum value of the shock load is 21.57 bars for the numerical simulation and is within 22.16 bars and 23.66 bars for the laboratory measurements. At the other four symmetric gauge points P2, 3, 4, and 5, the computed peak values are 10.44 bars; the laboratory measurement shows that the data vary from 6.53 bars to 11.42 bars for block 1 and from 7.77 bars to 10.71 bars for block 2. The discrepancy between these pressure gauge measurements taken at symmetric positions on the plate may be due to plate flexure or minor variations in plate impact angle. Any of these factors may cause some transducers to contact the water slightly earlier than others. Regarding the total impact loading, the slamming force is positive (upward direction) with a peak value around 68.35 kN to 69.57 kN during this stage (see Table I ). Just after the first peak, the measurement data for P1 also show a pressure spike up to 4.6 bars in the time series at around t = 0.6 ms. This spike is not captured in numerical simulation. The underlying reason that caused this small secondary pressure spike might be due to the reflection of shock (pressure wave) from the bottom of ocean basin. To justify this speculation, an analysis of the propagation time of pressure waves in the ocean basin is presented in Appendix B.
A strong burst of acoustic noise was observed in the experiments on impact which seems to be closely related to the shock loading. However, this is not the main interest of our current work and was not recorded in detail. Consequently, we are not able to accurately analyse the associated sound level.
The impulses of shock loading on the plate obtained in experiments and numerical simulations are presented in Table II . These values are calculated as temporal integrals of local pressures or overall forces through the interval [t b , t a ], which covers the lifespan of the shock load. The computed peak pressures at P1 and overall forces listed in Table I are close to the measurement for entry velocity v = 5.5 m/s, but the rise time is longer compared to that of experiment. Therefore, the computed impulses are greater than experiment results as shown in Table II. After the shock load, the extensively compressed air layer trapped beneath the plate expands and induces the pressure to further decrease towards a vacuum. The lowest absolute pressure obtained in the numerical computation is 20.03 kPa at P1 and 36.15 kPa at P2 (see Table III ). The measured lowest absolute pressures show a variety of values including negative and positive readings. These negative values may be due to the acoustic noise generated by the shock in the ocean basin. However, the observed trend in the measured data is close to the numerical simulation results. After the lowest value, the pressure starts to increase towards zero with a second contraction of the trapped air. At P1, the duration of the fluid expansion load is 5.2 ms for the numerical simulation and 3.5 ms ∼ 3.7 ms for the experiment. At the four symmetric gauge points, the duration of the fluid expansion load is 3.7 ms for the numerical simulation and around 3.5 ms for experiment. The sub-atmospheric pressure on the lower surface causes the plate to experience negative (downward in direction) impact force for around 4 ms as shown in Figure 7 . The computed minimum impact force on the plate is −3.54 kN, the measured data are −3.92 kN for block 1 and −3.29 kN for block 2. When the pressure recovers from sub-atmospheric to atmospheric values, the air layer does not stop contracting but is further compressed and leads to secondary re-loading of the plate. This reloading is less severe compared to the shock loading. At P1, the numerical simulation produces stronger re-loading (3.71 bars) compared to the laboratory measurement (1.5 bars ∼ 2 bars). This may be due to the inviscid assumption adopted in the numerical simulation, which currently ignores the fact that part of the fluid kinematic energy would be dissipated by viscosity. The amplitude of the entire re-loading (force) obtained from numerical simulation is slightly higher than that of experiments.
Snapshots of the loadings on the plate obtained by numerical simulation and/or experiment are given in Figure 8 . The left side represents the solution at t = −0.035 ms, just before the occurrence of shock load peak. The right side indicates the result at t = 2.365 ms, which is at a time very close to the trough of the fluid expansion load. The time t = 0 corresponds to the first pressure peak at P1. The top row illustrates contours of the computed pressure distribution on the lower surface of the plate. The middle row depicts the pressure distribution along the horizontal central section of the plate (lower surface). The bottom row shows the computed velocity field at centres of the mesh cells that are just beneath the lower surface of the flat plate. At t = −0.035 ms, the pressure is nearly axisymmetric on the plate apart from the four corners. The computed highest absolute pressure (21.30 bars) is found to be at the plate centre and decreases outwards. The measured pressure here is 21.54 bars for block 1 and 21.95 bars for block 2. The computed lowest pressures (5.78 bars) are at the four corners of the plate. The velocity vectors are directed outward from the plate centre. This means the fluid beneath the plate is being expelled away from the plate. At t = 2.365 ms, the plate is experiencing non-axisymmetric sub-atmospheric pressure loading. The computed lowest pressure (0.20 bars) is at the plate centre and it increases outwards. Meanwhile, the measured pressure at the plate centre is 0.33 bars for block 1 and 0.21 bars for block 2. The computed highest pressures (1.04 bars) are at the four corners of the plate. The velocity vectors are directed inwards towards the plate centre. This indicates that ventilation may happen as the fluid is being drawn in under the plate.
Similar phenomena can be observed for the case with impact velocity v = 7 m/s as shown in Figures 9 and 10 . However, we would like to point out that the measurement becomes more difficult with this high impact velocity. At P1, the measured peak pressure varies from 28.5 bars to 37.6 bars. The numerical simulation gives a pressure of 35.46 bars. All the results are below the acoustic pressure 105 bars predicted by von Karman's formula. At the four symmetric gauge points, the measured pressure varies from 10.3 bars to 18.5 bars. While the numerical simulation provides a solution of 17.07 bars. In general, however, the computed solution is close to experimental data considering the evolution of impact loadings. Looking at Table I, it is observed that the impact loadings increase with the entry velocity. When looking at Table III , it is interesting to find that the computed trough (minimum) impact loadings decrease with higher impact velocity. This trend is not clearly shown in the scattered measurement data.
Some researchers have claimed that cavitation occurs in hydrodynamic slamming events as the pressure descends dramatically after the shock load. 4 In the present experimental study, some transducers provide negative minimum absolute pressures; the measured positive minimum absolute pressures are within the range of 0.59 kPa to 41.74 kPa for impact velocity 5.5 m/s and 0.75 kPa to 40.16 kPa for impact velocity 7 m/s. The present minimum pressures obtained in the numerical simulations at P1 are 20.03 kPa and 6.65 kPa for impact velocities 5.5 m/s and 7 m/s, respectively. Compared to the water saturation pressure of 1.70 kPa at 15
• C, most of the valid/positive experimental data and all the numerical results are still above the cavitation condition except the lowest pressures 0.59 kPa measured at P1 of block 1 for v = 5.5 m/s and 0.75 kPa measured at P1 of block 2 for v = 7 m/s. Consequently, we are currently not able to conclude that cavitation certainly occurs in the water entry of the square plate for v = 5.5 m/s and 7 m/s. However, it is obvious that the computed and measured low pressures are very close to the cavitation condition, and so the surrounding water is very likely to be in tension.
The phenomenon of the three-stage hydrodynamic impact is very similar to an underwater explosion problem, which usually consists of primary shock loading, low-pressure cavitation loading, and the subsequent violent re-loading due to the collapse of cavitation. A mesh convergence study of the 3D pure water entry problem reveals that the principal three stages of the impact loading could be repeatedly captured on coarser meshes though there is some discrepancy between the predicated peak values. The limitations of the present mesh for 3D problems are discussed in detail in Appendix C.
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B. Aerated water entry
As the shock load is the most severe and dangerous to the flat plate structure, here we focus on investigating effect of aeration on the first peak loading. Before presenting the results for aerated water entry, it is necessary to clarify the differences in introducing air bubbles into the water between the experiment and the numerical computations.
In the laboratory, the bubble generation system was placed at the bottom of ocean basin, which is filled with fresh water for a depth of 1 m. The air bubbles rise from the bottom of the ocean basin to the water surface and break up. The size of the bubbles significantly increases as they ascend. Therefore, the aeration level near the water surface is notably higher than that at the bottom of basin. In the present work, the bubble aeration was measured at one water depth only (0.25 m away from the water surface) and assumed uniform throughout depth.
The numerical model does not treat the air bubbles explicitly in a one-by-one manner but instead assumes the water to be uniformly mixed with air bubbles at a specified concentration level (and thus implied speed of sound). Thus, the aeration level is represented by the air volume fraction α 1 in Equation (3) . As the change of aeration level with water depth α 1 ( y) is currently not available, we apply the average representative value measured in laboratory to set up the initial conditions for the numerical computations and assume that α 1 ( y) does not vary with the water depth. Obviously, this is a simplified and conservative treatment as the real aeration level near the water surface is notably under-estimated in the numerical model's setup. measurement data, the reduction in pressure is greater when the same level of aeration is used. Here, we would like to emphasise again that the aeration level near the water surface is noticeably higher than that of the basin bottom. In the experiment, the aeration levels were measured at only one depth with a distance of 0.25 m away from the water surface. Since the real aeration near the water surface is higher than the measurement point, we only implement the significant average measurement value, which is rather conservative/under-estimated, in the numerical simulation.
Looking at the measured pressures at P2, 3, 4, and 5 shown in Figures 11 and 12 , it is easy to spot that the occurrences of the pressure peaks are notably non-synchronous with P1 by phase shifts up to 4.2 ms. In the experiment, the water surface is not flat for the aerated cases due to the disturbance caused by rising bubbles, and the surface disturbance is greater for higher aeration levels. Therefore, the pressure transducers installed on the plate are not in contact with the water surface at the same time. While in the numerical simulation, the surface is assumed to be flat. This leads to the significant difference in phase and amplitude of the pressure peaks. The details of peak pressures as well as impact forces measured/computed under different aeration levels and impact velocities are listed in Table IV . The computed minimum absolute pressures and forces under different aeration levels and impact velocities are listed in Table V . Figures 13 and 14 show the computed pressures on the plate near the occurrence of peak loading and trough loading in 0.8% aerated water for v = 5.5 m/s and 7 m/s, respectively. Similar to the pure water entry cases, at the time near the occurrence of peak loading, the pressure distribution on the plate is nearly axisymmetric apart from the four corners. At the time near the occurrence of trough loading, the pressure distribution is non-axisymmetric. The trapped air undergoes intensive compression and expansion. The pressure distribution for cases with higher aeration levels is similar to these two figures (except the amplitude of pressure); therefore, they are not included here. Figures 15 and 16 show the peak pressures at P1 and total impact forces on the plate for pure and aerated water entries obtained in experiment and numerical simulations. All the numerical results indicate that both the pressure and force decline with increased aeration levels. When bubbles are generated to aerate the fresh water in laboratory, the water surface is greatly disturbed by the quickly rising and breaking bubbles. This causes some difficulty in measuring impact loadings and leads to obvious phase shifts of pressure peaks. Nevertheless, the experimental data illustrate that aeration can dramatically reduce the peak loadings. Figures 17 and 18 show the impulses of shock loading on the plate for entry into pure and aerated water. These impulses are calculated as time integrals of pressure or force in the interval [t b , t a ], which covers the lifespan/duration of the shock load. Looking at the pressure impulse at P1, the numerical simulation shows a declining trend with increased aeration level (but the reduction is mild compared to the reduction of peak pressures); the experiment does not clearly show this declining trend. Looking at the force impulse on the plate, neither numerical computation nor experiment shows a clear declining or rising trend; the force impulse experiences both rise and decline. The difference in shock load impulse between pure water and aerated water with highest aeration level is presented in Table VI. For pressure impulse at P1, the maximum aeration level seems to be able to reduce it by 7.1%-19.1% (only one exception: 3.1% increase on block 2 for v = 7 m/s). Meanwhile the maximum aeration level causes up to 17.2% variation of force impulse. TABLE VI. Variation of shock load impulse between pure water impact and aerated water (with highest aeration level) impact. 
V. CONCLUSIONS
The experimental and numerical study reveals that the impact loadings on the square rigid plate during water entry consists of distinct features including (1) shock loading with the highest observed peak pressure, (2) fluid expansion loading with very low sub-atmospheric pressure, and (3) less severe secondary reloading with super-atmospheric pressure. For high speed pure water impacts (v ≥ 5 m/s), the duration of the shock loading is less than 2 ms, and it is around 4 ms for the low pressure loading. The minimum values for all the computed pressures and most of the measured positive pressures are very close to (though still above) the saturated vapour pressure. Therefore, the surrounding water is very likely to be in tension near the cavitation condition.
The experiments and numerical computations also show that the peak loading on the flat plate can be effectively reduced by half or even more with 1.6% aeration in water. Compared to pure water condition, aeration increases the rise and/or fall time of the shock load. This means that the shock loading in aerated water has a longer lifespan and the resulting impulse is not necessarily much smaller than pure water impact. The variation of impulses is less sensitive to the change of aeration than peak loadings.
In future, we plan to carry out experiments and numerical simulations for more complex objects including an aircraft fuselage, ship configurations, and a human body model with consideration of material properties and structural elasticity. In addition to the major concern of the loadings, water entry of the flat plate is also noted to be associated with a strong acoustic noise. This deserves further investigation through experiment by detailed recording and numerical simulation by enhanced acoustics computation to carefully analyse the related acoustic characteristics. 
APPENDIX A: EIGENSTRUCTURE OF THE NUMERICAL MODEL
In this section, we derive expressions for the eigenvalues and eigenvectors of three-dimensional system (3) in primitive form. Introducing a vector of primitive variables W = (α 1 , ρ 1 , ρ 2 ,u, v, w, p) T and ignoring the source terms, system (3) can be written as
where the matrix A is defined as 
the matrix B is given by 
and the matrix C is 
First, let us focus on the matrix A. To obtain its eigenvalues, we first calculate the characteristic polynomial and obtain the following:
Let |λI − A| = 0; therefore, A has seven real eigenvalues given by
A corresponding set of linearly independent right eigenvectors r i (i = 1, . . . , 7) which satisfy the relation A r i = λ i,A r i can be chosen as
In addition, we can obtain the left eigenvectors k i (i = 1, . . . , 7) from equations k i A = λ i k i , 
Similarly, we can obtain the eigenvalues for matrix B,
its right eigenvectors are
and its left eigenvectors are 
For matrix C, its eigenvalues are
the right eigenvectors are
and the left eigenvectors are 
These linearly independent eigenvectors for each matrix confirm that the primitive form of the flow model (3) is hyperbolic and, therefore, amenable to numerical solution by a time marching scheme.
APPENDIX B: PROPAGATION TIME OF PRESSURE WAVES IN THE OCEAN BASIN
As aforementioned, the water depth is 1 m in the experiment. At 15
• C the speed of sound in pure water is 1465 m/s, so it takes an acoustic signal (pressure wave) about 1.37 ms to travel a distance of 2 m. For the case with impact velocity 5.5 m/s, the second small spike reaches its peak value at about t = 0.60 ms. For the case with impact velocity 7 m/s, the second small spike reaches its peak value at about t = 0.51 ms. For both cases, the rise time of the first peak is around 1 ms. Considering these factors, the time for the pressure wave from building up to being reflected back is 1.60 ms for the first case (v = 5.5 m/s) and 1.51 ms for the second case (v = 7 m/s). These two values are close to the theoretical time 1.37 ms. Therefore, it seems reasonable to deduce that the second small spike is due to the reflection of pressure wave from the bottom of the ocean basin.
APPENDIX C: MEASUREMENT ERROR AND NUMERICAL MESH CONVERGENCE
To understand the repeatability or the error of measurement, the experiments were repeated more than seven times totally in the ocean basin for each impact condition. Regarding pure water entry, for example, the box and whisker graph is used to indicate different groups of data collected from experiments in Figure 19 , which shows the minimum, lower quartile, median, upper quartile, and maximum of the peak pressures measured on the impact plate. The repeatability of peak pressure measurement for v = 5.5 m/s is higher than that for v = 7 m/s.
A numerical convergence study of the pure water impact loadings on the plate is also carried out by successively refining the mesh in the vertical direction. The total number of mesh cells used in this study is 80 × M × 80, in which M is the number of cells in the vertical direction. The computed loadings are illustrated in Figure 20 , where (a) presents the results for impact velocity 5.5 m/s and (b) shows the results for 7 m/s. The black dots and red crosses are the computed absolute pressures at P1 (plate centre) and P2 (near plate edge). The green squares are the computed total force on the plate. Figure 21 gives an example showing the measured and computed pressures at the centre of the 3D plate with impact velocity 7 m/s (pure water). The peak value calculated on the coarse mesh with 80 × 600 × 80 cells is indeed lower than that of a fine mesh solution, but the impact loadings calculated on these two meshes agree in trend regarding the three principal stages of loading including the initial shock load, low-pressure fluid expansion load, and secondary reloading of the structure. These three stages have been repeatedly captured even on the coarser grids. The agreement in the trend of the impact loadings computed on different meshes demonstrates that our numerical model does not violate the physics to produce only one or two of the key stages. However, an incompressible multiphase flow code would eventually produce a physically inconsistent solution, which fails to predict the fluid expansion phase.
One computation of impact process with 80 × 1200 × 80 mesh cells (in x-y-z direction) typically took about 14 days using the computing resource available to us. Doubling the mesh resolution in y direction will increase the computer time by a factor of four due to the doubling of number of mesh cells and the doubling of number of time steps. Therefore, computations using 80 × 2400 × 80 (or even more) mesh cells would be considered impractical due to the excessive CPU time.
Considering this difficulty for 3D problems, we carried out a mesh convergence study for a 2D plate slamming problem in order to assess the consistency of our numerical scheme. The 2D flat plate has the same length (0. entry velocity is either 5.5 m/s or 7 m/s (same as the 3D problem). In x direction, we fixed the number of mesh cells to 160, then we gradually refined the mesh in y direction from 40 up to 3000 cells. Figure 22 shows the variation of impact loadings on successively refined meshes. P1 and P2 represent the computed impact pressures at the plate centre and near the plate edge, respectively. The results illustrated in Figure 22 show mesh convergence of the impact loadings for the 2D problem, and this demonstrates the consistency of our numerical scheme with mesh discretisation. One of our ongoing objectives is to improve the mesh convergence rate for water entry problems through the inclusion of anti-diffusion terms and the use of adaptive mesh refinement to improve the mesh resolution of free surface.
