Abstract. The general Poisson summation formula of Mellin analysis can be considered as a quadrature formula for the positive real axis with remainder. For Mellin bandlimited functions it becomes an exact quadrature formula. Our main aim is to study the speed of convergence to zero of the remainder for a function f in terms of its distance from a space of Mellin bandlimited functions. The resulting estimates turn out to be of best possible order. Moreover, we characterize certain rates of convergence in terms of Mellin-Sobolev and Mellin-Hardy type spaces that contain f . Some numerical experiments illustrate and confirm these results.
Introduction
The general Poisson summation formula (see, e.g., [17] , [13] ) is a fundamental mathematical tool, being interconnected with pivotal theorems of Fourier analysis, signal theory, numerical analysis and number theory. In particular, it is an important formula in the study of shift-invariant spaces (see [6] and [22, Chap. 13, Sect. 7] ). Furthermore it can be interpreted as a quadrature formula with remainder over the whole real line. In fact, it is the compound trapezoidal rule on R. When appropriately scaled, it is exact for bandlimited functions for which it has features of a Gaussian quadrature formula (see [34] , [36] , [37] , [38] , [18, § 2.11.2] ). Recently precise estimates of the remainder in terms of a new metric have been established (see [20] which continues earlier results in [24] ).
For functions f defined on the positive real axis the following elegant formula
was proposed in [40] . It was deduced from the compound trapezoidal rule on R by a conformal transformation that maps a strip symmetrical to the real line of the complex plane onto a sector symmetrical to the positive real axis. Furthermore, estimates for the remainder R σ [f ] were obtained in the case when f extends to an analytic function on that sector. Employing Mellin transform arguments, the above formula was studied in depth and generalized in [39] . This formula has features of a Gaussian quadrature formula on R + , in which the role of polynomials is taken by Mellin bandlimited functions (see [39, ). For some interesting contributions to quadrature on R + involving the classical Gaussian quadrature formulas, namely the ones with respect to polynomials, see [25] , [32] , [33] .
In the present paper we extend the Fourier results of [20] to the case of functions belonging to the space X c := {f : R + → C : (·) c−1 f (·) ∈ L 1 (R + )}, c being a fixed real constant. Our approximate quadrature formula is then of the form 
with σ > 0. Now the starting point is the Mellin-Poisson summation formula, the Mellin counterpart of the Poisson summation formula, first stated in [15] . Just as in Fourier analysis, the Mellin-Poisson summation formula is an exact quadrature formula for Mellin bandlimited functions. We study estimates of R c,σ [f ] in Mellin-Sobolev spaces, also of fractional type, and in certain Hardy type spaces, both in terms of the distance functional dist ∞ (f, B
The characterizations are obtained by two different approaches (see Section 4): The first one applies to the so-called Mellin-even part of f and makes use of the Möbius inversion formula-a tool of number theory first used in numerical analysis by Lyness [28] , Brass [9] and Loxton-Sanders [29] , [30] for deducing properties of a function f from its remainders in a quadrature formula. The second approach is based on a Mellin-Parseval formula (see [16, Theorem 3 .2, formula (45)]) and leads to equivalence theorems which involve the translated functions τ c h f in place of f . Here τ c h is the Mellin translation operator. Section 2 has been designed for the reader's convenience. We recall basic notions of Mellin analysis and some earlier results that will be employed later on. In Section 3, we establish estimates of the remainder R c,σ [f ] in Mellin-Sobolev spaces of both, integer and fractional order. Section 4 is devoted to the announced equivalence theorems. In Section 5, we illustrate the previous results by applying them to several novel examples. The final section is devoted to a short biography of the late Professor Helmut Brass who significantly promoted the theory of quadrature by inspiring research articles, books and Oberwolfach conferences conducted by him.
Basic notions and preliminary results
In this section we present some basic definitions and preliminary results concerning the Mellin transform and the Poisson summation formula.
The Mellin transform and related concepts
Let C(R + ) be the space of all continuous complex-valued functions defined on R + , and C (r) (R + ) be the space of all functions in C(R + ) with a derivative of order r in C(R + ). Analogously, we write C ∞ (R + ) for the space of all infinitely differentiable functions. By L 1 loc (R + ), we denote the space of all measurable functions which are integrable on every bounded subinterval of R + .
be the space of all Lebesgue measurable and pintegrable complex-valued functions defined on R + . This space is endowed with the usual norm · p . Analogous notations are used for functions defined on R.
For c ∈ R, we introduce the space
others may have come across this concept too, it does not seem to have been used in a systematic way as yet. In Mellin analysis it turns out to be very helpful as an efficient approach which is independent of Fourier analysis. In particular, it leads to a precise and simple analysis for functions defined over the complex logarithm, via the helicoidal surface. The counterpart of the anchor-theorem of complex analysis, Cauchy's integral formula, has already been established for polar-analytic functions, see [4, Proposition 3.3] . It would indeed be a worthwhile project to develop a complete, independent complex analysis in which polar analyticity plays the central role of classical analyticity.
endowed with the norm
(see [15] ). More generally, for 1 < p < ∞, we denote by X p c the space of all functions
; for p = 2, see [16] . For p = ∞, we define X ∞ c as the space comprising all measurable functions f :
provided that f ′ exists a.e. on R + (see [14] ). It is extended to order r ∈ N by defining recursively Θ and Θ 0 c := I with I denoting the identity operator. The Mellin transform of a function f ∈ X c is the linear and bounded operator defined by (see, e.g., [31] , [26] , [15] )
The inverse Mellin transform
where in general L p (c + iR), for p ≥ 1, will mean the space of all functions g :
in the sense that 
As a consequence of Theorem A, we obtain the following statement, which is substantial for our purposes (see [15, Corollary 7.5] ).
If f ∈ B 1 c,2πσ , then the above equality reduces to
which can be interpreted as an exact quadrature formula. If f ∈ B 1 c,2πσ , this quadrature formula is no longer exact but it holds with a remainder term. Indeed we can rewrite (3) as
we obtain the approximate quadrature formula
In the next section we will study estimates for the remainder R c,σ [f ] when the function f belongs to suitable function spaces.
Polar analytic functions, Mellin-Hardy spaces and PaleyWiener type results
Let H := {(r, θ) ∈ R + × R} be the right half-plane and let D be a domain in H. For a > 0 denote by H a the set 
exists and is the same howsoever (r, θ) approaches (r 0 , θ 0 ) within D.
For a polar-analytic function f , we define the polar Mellin derivative as 
For the derivative D pol , we easily find that
Also note that D pol is the ordinary differentiation on
Moreover, for θ = 0 we recover from (7) the known formula Θ c ϕ(r) = rϕ ′ (r) + cϕ(r).
When g is an entire function, then f : (r, θ) → g(re iθ ) defines a function f on H that is polar-analytic and 2π-periodic with respect to θ. The converse is also true. However, there exist polar-analytic functions on H that are not 2π-periodic with respect to θ. A simple example is the function L(r, θ) := log r + iθ, which is easily seen to satisfy the differential equations (8). 
The Paley-Wiener theorem for the space B For c ∈ R and p ∈ [1, +∞[, we recall ( [14] , [16] ) that the norm in X p c is defined by
The Mellin-Hardy spaces for polar-analytic functions are defined as follows (see [4] for the definition and properties). 
The links with the classical Hardy type spaces considered in [19] are explained in [4] .
In order to state a generalization of the Mellin-Paley-Wiener theorem that characterizes the space of all functions such that their Mellin transform decays exponentially at infinity, we introduced in [5, 
for all (r, θ) ∈ H a−ε ;
(d) for every θ ∈] − a, a[ and all t ∈ R,
We showed that H * c (H a ) becomes a normed linear space by endowing it with
uniformly with respect to θ on all compact subintervals of ] − a, a[.
It is easily seen that
Subsequently, for a function f ∈ H * c (H a ), we set φ(r) := f (r, 0) and
The following generalization of the Paley-Wiener theorem for the Mellin transform holds (see [5, Theorem 3.2] ):
with a constant C that may be taken to be f H * c (Ha) .
Quadrature over the positive real axis
In this section our chief aim is to estimate the series (5) defining the remainder R c,σ , a core part of our paper. We first introduce a basic class of functions for which the Mellin-Poisson summation formula holds (see [39, Definition 3 .1])
The new results to be deduced here give estimates for the remainder of the quadrature formula (6) when the involved functions belong to the class K c (s).
We divide this section in two parts. In the first one we give estimates of the remainder in Mellin-Sobolev type spaces of integer order and in the second one we discuss a fractional case.
Estimates in Mellin-Sobolev spaces of integer order
In the Mellin setting, the notions of modulus of smoothness and Lipschitz classes are introduced as in the classical case (see, e.g., [22, Chap. 2, Sects. 7 and 9]) except that the role of the difference operator ∆ h is now taken up by the Mellin translation operator. More precisely, we define the difference of integer order r ∈ N of a function
It is needed for introducing the modulus of smoothness
which in turn is used for defining the Mellin-Lipschitz classes
where α ∈]0, r]. In this setting the remainder R c,σ [f ] of the quadrature formula (6) can be estimated asymptotically as follows.
with r ≥ 2 being an integer and
Proof. As shown in the proof of [3, Theorem 3] , the hypotheses imply that
Therefore, by (5),
Since f ∈ Lip r (α, X c ), there exists a constant C > 0 such that for sufficiently large σ > 0 we have
which implies (10). Here ζ(·) denotes the Riemann zeta function. ✷ Under the existence of higher orders of derivatives, the previous asymptotic estimate can be improved.
, X c .
Since Θ j c f ∈ Lip r (α, X c ), there exists a constant C > 0 such that for sufficiently large σ we have
which is (11). ✷
Estimates in Mellin-Sobolev spaces of fractional order
Now we discuss the fractional case. Let α > 0 be a fixed real number. In the following, powers of order α are defined with the help of the principal value of the logarithm. In particular, (−1) α := exp(iαπ) and for v ∈ R,
For f : R + → C, the Mellin difference of order α is defined by the series
It is known that for f ∈ X c and any h > 0 the fractional difference exists a.e. and Definition 6. We define the (pointwise) Mellin fractional derivative of order α > 0 at a point x by the limit
provided that it exists.
In [1] the strong fractional derivative for functions f ∈ X c is introduced as s-Θ α c f := g with g satisfying the formula
Hence, if f ∈ X c has a strong fractional derivative of order α and also a pointwise fractional derivative Θ α c f ∈ X c , then
For p ∈ {1, 2}, we now define the Mellin-Sobolev space W 
For the remainder R c,σ [f ], we can now deduce the following asymptotic estimate.
Proof. By using (12) , the proof can be performed analogously to that of Theorem 2. ✷ For the space of all functions f : R + → C that have a representation
where
This metric is of special interest in Mellin analysis. Indeed, if f belongs to a Mellin inversion class, then a representation (13) holds with ϕ being a Mellin transform of f . Here we want to employ this concept for estimates of the remainder R c,σ [f ] in terms of the distance of f (or its Mellin derivatives) from the Mellin-Paley-Wiener space B 1 c,σ . We shall need this metric only for the Mellin inversion class M 1 c and with q = ∞. In this case it can be introduced as
As a special case of [3, Theorem 1, Corollary 1], we obtain the following formulae for distances from B 1 c,σ .
Concerning the remainder in (6), we can now state the following result.
This estimate is best possible in the sense that it is no longer true if the right-hand side is multiplied by a positive constant less than 1.
Proof. Obviously, we have
which is (14) . Example 4 in Section 5 shows that the right-hand side cannot be diminished in the described sense. ✷ Remark 2. For the estimate corresponding to (14) in the Fourier case, the authors [20, Sec. 9] have shown by a sophisticated construction that for each σ > 0 and each α > 1 there exists a function φ α,σ for which equality is attained. One can show that this stronger form of sharpness also holds for (14) by modifying the extremal function φ α,σ suitably.
The estimate of Theorem 4 also holds when the remainder functional on the left-hand side is applied to a Mellin translation of f .
Corollary 3. Under assumptions of Theorem 4 we have
for every h > 0.
Proof. By using the formula (see [14, Lemma 3 
, we can procede as in the previous proof. ✷
Equivalence theorems
The results of Section 3 show that high regularity of the function f yields rapid convergence to zero of the remainders of the quadrature formula (6) as σ → +∞. One may ask if the converse is also true. Does rapid convergence to zero of the remainders imply high regularity of the function? The answer is no for a simple reason. Due to certain symmetries of the function f, the remainders may be zero even if the graph of f is very erratic as far as regularity is concerned. In fact, we shall see subsequently that f can be split into two parts, called the Mellin-even and the Mellin-odd part, such that the remainders of the Mellin-odd part are always zero. In order to eliminate this phenomenon, there are two possibilities: One may either study the remainders in terms of the Mellin-even part only or, alternatively, one may require that a certain rate of convergence not only holds for f itself but also under the action of the Mellin translation operator τ c h on f with values of h near to 1, which will destroy possible symmetries. Both approaches will be considered in this section. We mention that some basic results of this kind were obtained in [24] , [35] for quadrature formulae over the whole real axis and in [39] for the positive real axis.
First we characterize the speed of convergence of the remainders in terms of distances from Mellin-Bernstein spaces. Then, using certain results proved in [5] , which characterize distances from Mellin-Bernstein spaces by functions spaces guaranteeing a certain regularity, we can deduce a characterization of the speed of convergence by specific function spaces. 
for every x > 0. We call f c+ and f c− the cMellin-even and the c-Mellin-odd part of f, respectively. Moreover, for any function f ∈ X c , we have f c+ , f c− ∈ X 0 and, for t ∈ R,
As was observed in [39, Proposition 4.1], the remainders in (6) satisfy the following relations.
This leads us to the representation
Using the so-called Möbius function µ : N → {−1, 0, 1}, defined by
k, is divisible by a square of a prime, we can invert formula (15) . In fact, we have (see [39, Lemma 5 .1]):
for some σ ≥ s, then
for all n ∈ N. In particular
Next we describe an important situation where condition (16) is satisfied.
Lemma 2. Let f ∈ K c (s) and α > 1. Under the assumptions of Theorem 4 we have
Proof. Taking into account that for every n ≥ 1 one has B 
Now the assertion follows immediately. ✷
We are now ready for the main result of this subsection.
Theorem 5. Let f ∈ K c (s). Let λ be a non-negative, nonincreasing function on an interval [t 0 , +∞[ with t 0 > 0, and let the assumptions of Theorem 4 be satisfied.
Then, for α > 1, the following statements are equivalent:
Proof. Suppose that (i) holds. Since f c+ satisfies the same assumptions as f, but with c = 0, we see that (ii) follows from Theorem 4 in conjunction with Proposition 2.
Conversely, suppose that (ii) holds. Then there exist a constant C > 0 and σ 0 > t 0 such that for every σ ≥ σ 0 we have, by Proposition 2,
Since Lemma 1 is applicable, we obtain with the help of (18) that
Therefore, by the hypotheses on the function λ,
for every σ ≥ σ 0 . This implies that
and (i) follows by Corollary 2. ✷ 
Case of the translated function τ
for σ > s.
Proof. For short, we write the Mellin translation as f
Setting x := h 2πσ , we may rewrite this equation as
The right-hand side is a Mellin-Fourier series in x (see [15, Section 5] 
From this we deduce that
Now, considering on the left-hand side the terms for k = ±1 only, we obtain the assertion. ✷ As an analogue of Theorem 5, we have:
. Let λ be a non-negative, non-increasing function on [t 0 , +∞[ with t 0 > 0, and let the assumptions of Theorem 4 be satisfied. Then, for α > 1, the following assertions are equivalent:
Proof. If (i) holds, then Corollary 3 implies immediately that (ii) is true.
Conversely, if (ii) holds, then, by Lemma 3,
as σ → +∞, which implies that
and so (i) holds. ✷
Characterizations of distances by function spaces
Our aim is to determine function spaces which guarantee a prescribed rate of convergence of remainders. For this we will employ results obtained in [5] which characterize distances from Mellin-Paley-Wiener spaces by specific function spaces. For the reader's convenience, we reproduce the former theorems as propositions. We start with [5, Theorem 4.1].
The next result can be deduced from Theorem C; for details see [5, Theorem 4.2] . We reproduce it in a concise form.
Proposition 4. (Exponential rate) Let
In [3] we proved that functions from a Mellin-Sobolev space of order r have distances from B 1 c,σ that behave like O(σ −r ). However, as remarked in [5] , the familiar Mellin-Sobolev spaces are not appropriate for characterizing this rate of convergence. The following modified space will accomplish the desired equivalence trivially.
2
For r ∈ N 0 and α > 0, define
We note that W 
Characterization of the speed of convergence by function spaces
Combining the results of Subsection 4.1 with those of Subsection 4.2, we obtain a characterization of the speed of convergence by function spaces.
Case of the Mellin-even part
The following statement is obtained by combining Proposition 2, Lemma 1 and Proposition 3.
Next we characterize exponential rate of convergence.
) as σ → +∞. Hence there exist σ 0 > 0 and C > 0 such that
for all k ∈ N and σ ≥ σ 0 . Now, using (15), we readily conclude that R c,σ
) as σ → +∞, then there exist σ 0 > 0 and C > 0 such that
Therefore Lemma 1 applies, and (18) yields
Hence dist ∞ (ϕ c+ , B 
Case of the translated function τ
. Then, for r ∈ N 0 and α > 1, we have
uniformly for h ∈ [e −1/(2σ) , e 1/(2σ) ].
Numerical examples
In this section we give some examples illustrating the theory developed in previous sections. Computations were performed with the help of Maple 16.
Example 1: A Mellin-bandlimited integrand
For m ∈ N, we consider
We want to compute the integral
Its exact value is given by (see [27, p. 494 , § 3.836/2])
In particular,
Note that f 2m is a 0-Mellin-even function which is Mellin-bandlimited to [−2πm, 2πm].
The quadrature formula (6) now yields
for any positive σ. According to the discussion in Subsection 2.1, we have R 0,σ [f 2m ] = 0 as soon as σ ≥ m. However, in computations we have to truncate the series in (20) , and so there is always a truncation error
By standard estimates and the integral comparison method, we find that
Thus, in order to guarantee that the truncation error does not exceed 10 −ℓ , say, we should choose
.
The total error is given by
For m = 4 and ℓ = 12 computations provided the results shown in Table 1 . It is clearly seen that the total error reduces to the truncation error as soon as σ ≥ 4. Example 2: Integrand with a branch point
We modify the function f 8 of the previous example by multiplying it with a square root, which creates a branch point. More precisely, for a > 0, we introduce
First we look for a polar-analytic extension of g a . It is easy to see that
is a polar-analytic extension of f 8 to H. Therefore g a , defined by
is the right candidate for a polar-analytic extension of g a . The expression under the root vanishes if and only if (r, θ) = (1, ±a). Hence H a is the largest strip in H on which g a is polar-analytic. Now it is easily verified that g a belongs to the Mellin-Hardy space H 1 0 (H a ), which is a subspace of H * 0 (H a ), but it does not belong to
. This allows us to conclude with the help of Theorem C that g a ∈ K 0 (s) ∩ M 1 0 for any positive s. Hence the theory established in Sections 3-4 is applicable to g a .
We note that g a is again a 0-Mellin-even function. By the quadrature formula (6) we have
The exact value of J a is not known. For numerically given a, we used Maple for gaining J a up to 40 decimal places. The total error in our computation by formula (6) will be
is the truncation error. Since
we find by using the integral comparison method that
Proposition 7 tells us that
) as σ → +∞. Hence, in order that the truncation error does not exceed the remainder asymptotically, we choose K such that 1 3
The asymptotic result for the remainder and the choice of K for controlling the truncation error suggest that
for large σ. In our numerical experiments we check this behavior in two ways by computing C := E a,σ,K e 2πaσ and rate := − log |E a,σ,K | σ .
While C should remain bounded, the rate should approach 2πa as σ → +∞. As an immediate consequence of (21), we have rate = 2πa − log |C| σ .
Hence for bounded σ, say 2 ≤ σ ≤ 15, the numbers rate can be close to 2πa only if |C| is close to 1. This explains the behavior of the numbers in the last two columns of Tables 2-4 . In view of Theorem C, we expect that C depends on g a H * 0 (Ha) . It seems that this expression is growing considerably when a moves from 1/2 to 1. 
for each a ∈]0, π/2[. For c = 1/2 the quadrature formula (6) reads as
By (22), the left-hand side is equal to Γ(1/2) = √ π. This time the integrand is not
Mellin-even. Therefore we prefer an appropriate asymmetric trunction of the series in (23) , which gives a total error
By standard estimates using the integral comparison method, we find that the choice
will produce a truncation error that does not exceed the remainder asymptotically.
Here ⌈·⌉ denotes the ceiling function mapping x to the least integer that is greater than or equal to x. Analogously to the previous example, we also compute
and rate := − log |E σ,N,K | σ .
By our theory, the numbers rate should become larger than 2πa for any a < π/2 as σ → +∞. On the other hand, it can be shown that the 1/2-Mellin-even part f 1/2+ does not have an extension belonging to H * 0 (H π/2 ). Therefore Propositions 7 and 10 imply that the numbers rate must converge to π 2 as σ → +∞. Table 5 shows that for small values of σ and, consequently, with relatively short sums, we obtain already satisfactory approximations to the integral. However, the numbers rate are still considerably smaller than π 2 . Therefore we continued with larger values of σ, setting Maple's environment variable Digits := 80 in order to suppress round-off errors. Table 6 shows that the approximations to the integral become excellent and the numbers rate get much closer to π 2 . Consider the function g : R + → R defined by g(r) = r log 2 r, 0 < r < 1,
It is seen to be 0-Mellin-even. By a straightforward calculation, we find that and so
Since we know g and its Mellin transform explicitly, we can readily verify that g ∈ K 0 (s) ∩ M 1 0 for any positive s. Furthermore, it can be shown that g ∈ W 4,1
The remainder of the quadrature formula (6) can now be written as
An expansion of the right-hand side yields
Next, from Theorem 4, we deduce that
Now comparison with (24) shows that the estimate (14) is best possible in the sense described in Theorem 4.
The precision of this estimate is illustrated in Table 7 . The third column shows that the upper bound in (14) becomes very close to the true value of the remainder as σ grows. Consequently, the factor of overestimation, defined by overestimation := upper bound remainder =
, becomes very close to 1. The fifth column shows C :
, which converges rapidly to 1/60 as σ → +∞. 6 A short biography of Helmut Brass 1936 Brass -2011 Helmut Brass (originally written as Braß) was born in Hannover, Germany, in 1936. After completing Oberrealschule, he worked in a firm that produced and recycled copper cables. Since already as a schoolboy he was very interested in chemistry, he then enrolled for this subject at the University of Hannover. But soon after he had started, he realized that his true talent was mathematics and turned to it. In 1962 he graduated with a diploma in mathematics and continued as a Scientific Assistant under the supervision of Wilhelm Quade. In 1965 Brass received his doctoral degree in mathematics with a thesis on approximation by a linear combination of projection operators. In 1968 he acquired Habilitation and became a University Dozent.
In 1970, Brass was appointed as a professor at the Technical University of Clausthal and in 1974 he followed the offer of a chair at the University of Osnabrck, but already in 1977 he accepted a chair at the University of Braunschweig where he stayed until his retirement in 2002.
The research field of Helmut Brass comprised interpolation and approximation with special emphasis on quadrature. In particular, he studied optimal and nearly optimal quadrature formulae for various classes of functions, properties of the remainder functional such as positivity and monotonicity, best or asymptotically best error estimates for classical quadrature formulae and exact rates of convergence under side conditions on the involved function such as periodicity, convexity or bounded variation. He published about 50 research papers and two distinguished books: Quadraturverfahren in 1977 [8] and (with K. Petras) Quadrature Theory in 2011, a product of almost 20 years of joint work. Brass also edited two Proceedings of Oberwolfach Conferences on numerical integration. Furthermore he wrote a fascinating booklet with eleven lectures on Bernoulli polynomials designed for the training of students in Proseminars.
Brass had twelve research students who graduated with a doctoral degree under his supervision. Four of them acquired the Habilitation degree and one was also awarded with the title of a University Professor.
In 1963, Brass married Gisela Lueder. They had studied together in Hannover. She was a Gymnasium teacher of mathematics and chemistry. They had two sons, Stefan and Peter, both now being professors of computer science, one in Halle (Germany), and the other in New York.
In 2008 a stroke of fate met the whole family, when Mrs. Gisela Brass died all of a sudden, a shock from which Helmut never recovered. A few months preceding our first meeting in 1977, Brass' book [8] had appeared. I was impressed by its systematic composition and the wealth of results. There I found an open problem for which I had an idea. When I contacted Brass, we maintained scientific correspondence over a period of more than two years that resulted in two joint papers [11] , [12] .
Later I profited from work of Brass [10] in my collaboration with Q. I. Rahman, when we characterized the speed of convergence of the trapezoidal formula and related quadrature methods in terms of function spaces; see, e.g., [35] .
In 1979 The final time I met him was ca. 1988 when he invited me to give a colloquium lecture at the Technische Hochschule Braunschweig. I accepted his kind invitation although I had turned down all similar foregoing invitations in Germany for some twenty years.
Applications of the uniform boundedness principle of functional analysis, a chief area of research of Lehrstuhl A für Mathematik in the eighties [23] , were motivated by three basic papers of Helmut Brass, in which he gave best possible error estimates for quadrature rules [7] , [9] , [10] , as well as his book [8] .
