Under the assumptions of constant multiplicity and of constant rank on the operator (see (2 • 1) ~ (2 • 3) ), we have obtained a necessary and sufficient condition for the Cauchy problem (1 • 1) to be <?-well-posed. It takes the form (C.B) in terms of eigenvectors and corresponds to the so-called Levi condition for single operator case.
In the preceding paper ( [11] ), only the outline of our arguments are given. The purpose of this paper is to give more detailed proofs. § 2. Levi 
From these assumptions, we have Proposition 2.1. Suppose (2-l)~(2-3), then there exists an (m,m) matrix N(x,t\£) 'which satisfies the following (i)~(iv): (i) N(x,f,fi A(x,f,ft=D(x,t;fi N(x,t;£), where D(x 9 t\£) is a Jordan canonical form, namely
and a £ (.r, £;£) are not zero and are homogeneous of degree 1 in % for (x,t;e)<=ax(Rt\iQ}-), (z = l, 2,-, *).
(ii) N(x, t\ f) is homogeneous of degree 0 in £.
(iii) IdelJSTC*,*;?)!^ (>0) for (x 9 t\ f) (iv) JV(*, *; f) zs smooth for (.r, £; ?) GEJ2 X This follows from the fact that the generalized eigenspaces corresponding to the eigenvalues h(x, t; ?), (i = l, 2, -",5), are smooth, namely that we can choose the smooth bases of the generalized eigenspace. And the eigenspaces corresponding to the double eigenvalues are of dimension one (see, for example, the Proposition 6.4 in S. Mizohata [5] ). Now we consider the equation:
where ff(Jl(x, t; D)) = A(x 9 t\ «f).
Operate to this the pseudo-differential operator 3?(.r, t\ D) defined Here we introduce the norm (see [3] ) :
where ^ is a non-negative integer, ^ and /9 2 are sufHciently large constants and ( , ) is the usual inner product on L 2 (R x l ). 
Then we can also obtain an inequality, similar to (2-12).
Integrate (2-12), then we have
Jt0
By virtue of the Lemma 2. 1 and (2 • 13) we have Let -Ri(.r, t\£)^E (resp. Z^Cr, £; f) e£*) be an eigenvector of A (*,*;£) (resp. 'AC*, *;?)) corresponding to A t (x, t\ ?), (z = l, 2, •••, s).
Then JV and M have the following forms: 
Remark. This condition is independent of the choice of eigenvectors.
In fact, take Next, we take the following so-called "space-like" transformation:
By ( Proof. Consider the identity: 
corresponding to /Jii(x,t' 9 £).
Here we remark that fllt(x 9 £; £) is also smooth with respect to (x, t; ?)GEJ2X (JRe l \{0}), (z' = l,2, -,m-s). In fact from Lemma 3.1 </> f (r) =0
has only one real root ju t . Therefore we have
From now on we omit for simplicity the index i in the condition (C-B). Now we will prove (3) (4) (5) (6) (7) (8) . At first we note that the eigenvectors R(jc 9 t' 9 £) and L(x 9 t\£) are given in the form: (3) (4) (5) (6) (7) (8) (9) (10) In fact, consider the equation:
which is equivalent to
Then by virtue of (3-7) and the definition of R(x 9 t' 9 £) we can take R(x 9 t-9 ?) =R(x 9 t-9 f + Wa.). And the second equality in (3-10) will be shown similarly.
Next, in preparation we shall calculate the derivatives of IJL(X, t\ £). By the differentiation of (3 • 7) with respect to £, ^ve have HM + /up tt -A t -1] ^ (^^y) , = 0 .
Let us define an operator 9 by Then denoting 8 = d(cp) we have (3) (4) (5) (6) (7) (8) (9) (10) (11) In the same way we obtain (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) 8fi
-,[).
Here we remark that d=^=Q follows from (3-9).
Now we return to (3) (4) (5) (6) (7) (8) . In the first term of (3-6) we can easily 3 \ We remark that we can take .fi^ in stich a way that for any point, the number of Q^ which contain it is less than certain constant.
We shall define the sizes later. Next let {a^ (x, f)} 9 (j = l, 2, •••), be a partition of unity on G t which is subordinate to {S^}, and define Now let Ui^(x,f) be the solution of the Cauchy problem:
[
MW»(x,tH=f t u>(x,t), (4-1) [ utn(x,t i )=t#l(x).
Since supp[^0 ) (x, f)~\ is contained in Q^ from Theorem 3.1 we can see that in S t u^ also satisfies
<» (x,£)]=f t v>(x,t), (4-2)
where Mi ( in such a way that the condition (C-B) is still valid for the system (4-2).
In fact we can obtain a required B so that with the deformed A and the corresponding JV, M and D, it should make the value of the right-hand side of (3-1) invariant. Here we remark that for this M^ , the energy estimate is also obtained and we can take the corresponding constant c k so as not to depend on z and j.
Hereafter we omit the indices z", j and we denote the modified coefficients merely by Aj(x, t) or B(x, t) . The existence of the solution for (4-2) is shown as follows. To solve (4-2) is now equivalent to solving the Cauch problem for the equations:
)(x,t;D)-£ 1 (x,t;D)\ V (x,t')=g(x,f), where 3ti(x, t\ D) is a p.d.op. of order 0, v(x, t) = 3lu(x, t) and g(x y t) -< 3lf(x,£).
Next this is equivalent further to the equations: For the proof of this theorem we use the idea employed in [4] and [7] , so we show the outline. We suppose that the Cauchy problem (1-1) is well-posed and that at least one of Q(.r, £;f) in (C-B) is not identically zero. Then we can show that these two hyposeses induce a contradiction.
At first let us deny the condition (C • B) , then without a loss of generality we can suppose (see [7] vhere j? and ^1 are the mappings similar to those in [7] .
Remark. From the definition of $(.r) and $i(£) and the hyposesis 
where f(
Now we want to diagonalize (z.2) + -®i) in a sense. For this purpose we define •where k is a positive integer we can take sufficiently large if necessary and 8"', c l9 c 2 , are positive constants, independent of u(x, t) and n.
Moreover considering a n (v} and 0 (K} (x') in (5-9) instead of a n and ) we have Proposition 5 6 2. 
