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Abstract
Predicting macroscopic properties of materials starting from an atomistic or electronic level
description can be a formidable task due to the many orders of magnitude in length and time
scales that need to be spanned. A characteristic of successful approaches to this problem is
the systematic coarse-graining of less relevant degrees of freedom in order to obtain Hamil-
tonians that span larger length and time scale. Attempts to do this in the static regime (i.e.
zero temperature) have already been developed, as well as thermodynamical models where
all the internal degrees of freedom are removed. In this thesis, we present an approach
that leads to a dynamics for thermodynamic-coarse-grained models. This allows us to ob-
tain temperature-dependent and transport properties. The renormalization group theory is
used to create new local potential models between nodes, within the approximation of local
thermodynamical equilibrium. Assuming that these potentials give an averaged description
of node dynamics, we calculate thermal and mechanical properties. If this method can be
sufficiently generalized it may form the basis of a Multiscale Molecular Dynamics method
with time and spatial coarse-graining. In the second part of the thesis, we analyze the prob-
lem of crystal structure prediction, by using quantum calculations. This is a fundamental
problem in materials research and development, and it is typically addressed with highly
accurate quantum mechanical computations on a small set of candidate structures, or with
empirical rules that have been extracted from a large amount of experimental information,
but have limited predictive power. In this thesis, we transfer the concept of heuristic rule
extraction to a large library of ab-initio calculated information, and demonstrate that this
can be developed into a tool for crystal structure prediction. In addition, we analyze the
ab-initio results and prediction for a large number of transition-metal binary alloys.
Thesis Supervisor: Gerbrand Ceder
Title: R. P. Simmons Professor of Materials Science and Engineering
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Chapter 1
Multiscale Dynamics and
Transport
During the last decade revolutionary experimental advances allowing manipulations of
atoms, precise growth processes, and investigation of defects in solids, pioneered the intro-
duction of nanotechnology. Ab-initio atomistic calculations cannot span the size of nanos-
tructures, and continuum macroscopic models do not offer the fine description necessary
to investigate nanostructures. This is the area where multiscale modeling becomes the
appropriate and fundamental tool to win the novel and outstanding theoretical challenges.
1.1 Introduction
To study materials phenomena simultaneously at various length scales, descriptions in which
matter can be coarse grained to arbitrary levels, are necessary. Attempts to do this in the
static regime (i.e. zero temperature) have already been developed. In this letter, we present
an approach that leads to a dynamics for such coarse-grained models. This allows us to
obtain temperature-dependent and transport properties. Renormalization group theory is
used to create new local potentials model between nodes, within the approximation of local
thermodynamical equilibrium. Assuming that these potentials give an averaged description
of node dynamics, we calculate thermal and mechanical properties. If this method can be
sufficiently generalized it may form the basis of a Multiscale Molecular Dynamics method
with time and spatial coarse-graining.
1.1.1 Coarse graining in different domains
Predicting macroscopic properties of materials starting from an atomistic or electronic level
description can be a formidable task due to the many orders of magnitude in length and
time scale that need to be spanned. A characteristic of successful approaches to this prob-
lem is the systematic coarse-graining of less relevant degrees of freedom in order to obtain
Hamiltonians that span larger length and time scales. For example, in first-principles ther-
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modynamics of crystalline solids, which is one of the best developed examples of micro to
macro bridging, electronic and vibrational excitations are integrated out in order to obtain
lattice-model Hamiltonians that describe the substitutional degree of freedom [1, 2]. Monte
Carlo simulations can then be used to simulate the kinetic evolution of the system or to
obtain its thermodynamics state function. The reason first-principles thermodynamics has
been so well developed is that it deals with extensive (averaged) quantities of homogeneous
materials and minor inhomogeneities in real materials, such as interfaces or dislocations,
have a minor effect on the thermodynamic functions. Another extreme is the study of
mechanical properties, such as plasticity, where the property of interest (i.e. plastic yield)
is determined by discrete events (slip of dislocations), but over a very large scale. This
type of problems requires the use of inhomogeneous coarse-graining methods: atomistic-
level resolution may be required near the key features in the material (e. g. dislocations or
grain boundary) and lower resolution is needed in between, in order to make the problem
computationally tractable.
An important step towards such a coupled multi-length scale description was taken with
the development of the quasicontinuum method (QCM) in which the behavior of groups
of atoms (nodes) are treated with a finite element scheme [3, 4, 5, 6, 7]. The interaction
between atoms is typically calculated with empirical potentials. In its original form QCM is
essentially a method that improves the boundary conditions on atomistic regions and allows
the boundary conditions of different atomistic regions to interact. Since QCM consists of
an optimization of the energy, no time or temperature phenomena are present. Introducing
temperature into QCM can be done by using potentials that incorporate the entropy due
to lattice vibrations, for example in a local Einstein description [8, 9]. This is conceptually
similar to the coarse-graining of vibrations in first-principles thermodynamics [10] and leads
to systems that are free-energy minimized.
1.1.2 Time and temperature dependent phenomena
The study of time/temperature dependent phenomena is more difficult and requires the
development of a dynamics for a system with an inhomogeneous level of coarse graining.
To our knowledge, no formal development of this problem exists for a more general class
of interactions, though methods that couple Molecular dynamics to continuum description
have been studied [11] and Finite Elements dynamics has been developed in the harmonic
approximation without time rescaling [12]. Other coarse-graining techniques have been de-
veloped: effective Langevin dynamics procedures have been proposed to describe relaxation
of macroscopic degrees of freedom [13], and transition state theories have been general-
ized to boost time evolution, by modifying the shape of the surface of constant energy
(hyper-dynamics) [14] or using the Onsager-Machlup action [15]. None of these methods
has employed simultaneous space/time coarse-graining.
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1.2 Renormalization group approach
In this chapter we present a suggestion for the dynamical modeling of 2D systems that exist
simultaneously at a different level of coarse graining in the time and space domains.
1.2.1 How we calculate properties
To understand the idea of our multiscale approach, let us consider the way we usually deal
with materials properties. Properties of materials can be calculated with methods that fall
in the three following main categories.
Microscopic approach and dynamics
In the microscopic description of materials, we need to calculate the behaviors of all the
atoms, forces, positions, movements to obtain, through molecular dynamics, the material
property under investigation. The concept can be extended to quantum-mechanics, where
ab-initio molecular dynamic [16, 17, 18, 19, 20, 21, 326], can be implemented to obtain
description of electronic and ionic configurations too.
Figure 1-1: Microscopic approach. Hamiltonian (e.g. Schro¨dinger) description is necessary
for time evolution of the degrees of freedom of the system. Materials properties can be
extracted from positions and momenta.
The idea of the microscopic approaches can be summarized saying that, to obtain the
material properties, it is necessary to have a Hamiltonian (or Schro¨dinger) description of
the system, to predict the time evolution of positions and momenta of atoms (and electrons)
{qi, pi}.
Macroscopic description and thermodynamics and continuum
In the macroscopic description of materials, atomic positions and momenta are integrated
out and continuum relations or thermodynamics are constructed. For instance, thermody-
namics is a complete removal of microscopic degrees of freedom, which is done through the
construction of the partition function [22, 23, 24, 25, 26, 27, 28, 29, 30], and hence ther-
modynamical potentials. In this way, collective effects of position and momenta become
volume and pressure.
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Figure 1-2: Macroscopic approach. Internal degrees of freedom are integrated out and
macroscopic quantities are defined. In thermodynamics such quantities are potentials and
conjugate variables [22, 23, 24, 25, 26].
Thermodynamics and continuum descriptions can be extended to system near equilib-
rium [31, 32, 33, 34, 35, 36].
Multiscale description, average dynamics and partial thermodynamics
A multiscale framework is quite different from microscopic description and thermodynamics,
since we want to remove only a subset of all the degrees of freedom. The idea is that we
remove all the unnecessary degrees of freedom keeping the interesting ones. This idea
leads to a construction of a local thermodynamics associated with dynamics and interaction
between regions.
Figure 1-3: Multiscale approach. Unnecessary degrees of freedom are removed and groups
of atoms are clustered in single regions. Local thermodynamics describe the internal part
of each regions, while effective interactions between regions allow for time evolution.
For instance, if we consider a finite one-dimensional chain of atoms that interact through
nearest neighbor pair potentials, it is possible to remove every second atom, just considering
each of these atoms, as part of a local system with its own local partition function. The
local degrees of freedom can be removed by integrating over all the possible configurations
of the particular atom. This integration produces a local partition function, and hence a
local free energy and local entropy. The latter is nothing more than the information that
is removed from the system, locally. With this construction, second neighbors become first
neighbors connected with an effective potential, which is the microscopic analogy of the
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pressure for thermodynamic systems. The procedure can be iterated, and then, a complete
multiscale description of the system is built. As this thermodynamic approach is rigorously
correct in the equilibrium regime, its application to slow dynamics is approximate.
1.2.2 The method
Coarse graining requires both a scheme to remove atoms, and a prescription to define po-
tentials between the remaining atoms. For the approach advocated in this chapter atoms
are integrated out through bond moving, similar to the Migdal-Kadanoff approach in renor-
malization group [39, 40]. New potentials can be defined in various ways, but important
aspects are that the coarse-grained system ultimately evolves to the same equilibrium state
of the fully atomistic one, and that the information removed from the original system can
be quantified, by the entropy contribution of each coarse graining. Hence, our criterion for
defining new potentials when removing atoms is that the partial partition function of the
system remains unchanged. We assess the validity of the model, by comparing the elastic,
thermodynamic, and transport properties of a non-homogeneously coarse-grained and fully
atomistic model. The renormalization group technique we use, is quite standard in critical
phenomena analysis. For more details see references [23, 24, 25, 26].
1.2.3 Partition function conservation: generation of potentials
As a matter of introduction, the coarse-graining is first considered for a one-dimensional
system. Let us consider a finite one-dimensional chain of atoms with mass m that interact
through nearest neighbor pair potential V , as shown in Figure (1-5).
Figure 1-4: One-dimensional chain of atoms with mass m that interact through nearest
neighbor pair potential V . Degrees of freedom (q2, p2) of atom 2 are integrated out and an
effective interaction V(1)(1, q2, T ) between atoms 1 and 3 is built.
Each particle has kinetic and potential energy and the total Hamiltonian is: H[{qi, pi}],
where qi is the position coordinate and pi is the momentum. It will be assumed that the
gradient of temperature along the chain is small enough for local thermodynamic equilibrium
to exist. One coarse graining step is defined as removing every second atom. The energy
H(1)(qi, qi+2) between nearest neighbors of the coarse system (2nd neighbors in the full
atomic system) is defined so as to conserve the local partition function (the subscripts (1)
indicate the 1st step of renormalization):
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exp−βH(1)(qi,qi+2) =
1
h
∫∫
d qi+1d pi+1 exp
−β[H(qi,qi+1)+H(qi+1,qi+2)] . (1.1)
Integrating the momentum d pi+1 and crossing out the kinetic energies of the momenta
pi and pi+2, leads to the reduced formula:
exp−β[V(1)(qi,qi+2,T )+F˜(1)(T,i+1)] =
∫
d qi+1 exp
−β[V (qi,qi+1)+V (qi+1,qi+2)], (1.2)
where F˜(1)(T, i+1) is an excess free energy that, in first approximation, does not depend
on the positions (qi, qi+2). It contains the entropy of atom i+ 1 lost in the renormalization
step (removed information). It is necessary to keep track of this quantity to calculate prop-
erly the extensive thermodynamic quantities of the system. The free energy F˜(1) contains
the description of all the thermodynamics of the region qi to qi+2. Finally, from the last
equation, it is possible to extract an effective potential V(1)(qi, qi+2, T ) which is temperature
dependent, generally.
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Figure 1-5: Renormalized potentials. If we proceed with the renormalization (V,m) ⇒(
V(1),m(1)
)⇒ (V(2),m(2)) ... the potentials become softer and wider.
This criterion for defining new potentials conserves the total partition function of the
system, which is defined after the integration of all the degrees of freedom. Equation (1-5)
is just the first step of the total partition function calculation. Therefore such criterion
is condition sufficient to ensure that the new coarse grained system (particles, potentials,
and free energy field) has the same thermodynamics that the old one. Hence the mechan-
ical equilibrium properties related to energy (like strain-stress), and the thermodynamic
properties, related to the free energy, are expected to be conserved.
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It is not obvious that this choice for the coarse-graining algorithm leads to the correct
“dynamics”. However it is well know that the interaction so defined between particles i
and i + 2 is correct in the long time limit, i.e. when the motion of i + 1 is much faster
than that of i and i + 2, and therefore the trajectories tend to be ergodic [23]. Hence
the low frequency dynamics of i and i + 2 in the coarse system will likely to be better
represented than high frequencies, since atom i + 1 has more time to explore its phase
space. The ultimate justification for this approach should be evaluated on the basis of a
comparison of properties of the coarse and fully atomistic system. This is investigated in
this chapter. Hence this potential generates some dynamics of particles i and i+ 2 by the
averaged interaction of particle i+ 1. In a first approximation, we consider F˜(1)(T, i + 1)
to be independent from (qi, qi+2), and the potential V(1) to contain all the possible spatial
dependencies of the remaining coordinates.
1.2.4 Dynamic Renormalization Group: dynamical exponent z
As is typical in dynamic renormalization group theories, integrating out degrees of freedom,
leads to a time rescaling as t(1) = b
zt where b = 2 is our scaling factor and z is the dynamical
exponent [37, 38]. This exponent does not affect equilibrium properties and the method to
determine such quantity will be discussed later.
1.2.5 Potentials
Coarse graining has to conserve the total mass, so, we take, m
(1)
i = mi + mi+1/2 and
m
(1)
i+2 = mi+2 +mi+1/2. To describe the potential we take a simple expansion around the
minimum a (a = 3A˚ atomistic lattice spacing and mi = 30×neutron mass), V (qi, qi+1) =∑
n kn(qi − qi+1 − αna)n. A symmetric potential has αn = 1, ∀n. If we assume that the
potential V(1) has the same functional shape of V , we get recursive relations V(j−1)
RG⇒ V(j)
(with V(0) ≡ V ) which creates higher order coarse-grained potentials:
V(j)(qi, qi+bj , T ) =
∑
n
k(j)n(T )(qi − qi+bj − bjα(j)na)n.
As shown in Figure (1-4), if we proceed with the renormalization (V,m) ⇒ (V(1),m(1))⇒(
V(2),m(2)
)
, the potentials become softer and wider. The physical consequence of softening
of the potentials can be seen as a more “sluggish dynamics” of the boundary nodes with
respect of the dynamics of the integrated degrees of freedom. This effect can be formalized
in the frequency response of the coarse grained system, as shown in section (1.5).
Harmonic potential
In the simplified case of a harmonic potential V (qi, qi+1) ≡ k2(qi+1 − qi − a)2/2 it can easily
be shown that this renormalization of potential and mass preserves the dispersion relation
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for phonons with small momentum. The potential renormalizes to k(1)2 = k2/2 (temper-
ature independent). For a 1D chain ω(kph) =
√
k2/m |sin(akph/2)| so that ω(1)(kph) =√
(k2/2)/(2m) |sin(2akph/2)|, hence ω(kph) ≈ ω(1)(kph) for small kph. In other words, the
correct elastic constant is kept up to the continuum limit. A more detailed analysis of the
phonon spectrum is included in section (1.5).
Test potential
Our model system interacts through a potential with second and fourth powers k2 = 8.8·103
[K/A˚2], k4 = 1.8 · 105 [K/A˚4], which is either symmetric (α2 = α4 = 1), or non-symmetric
(α2 = 0.999, α4 = 1.0315), and we keep only the second and fourth power coefficients
k(j)2, k(j)4, α(j)2, α(j)4 for every renormalized potential.
Migdal-Kadanoff moving bonds approximation
To extend the method to a 2D lattice, we use the Migdal-Kadanoff moving bonds (fig.1-6)
approximation [39, 40], to remove atoms.
Figure 1-6: Triangular lattice with bond moving approximation, and example of non-
homogeneous coarse graining
The new system
After the non-homogeneous renormalization, the mathematical structure of the problem has
changed completely.
• Original system. The original system is completely described by particles and po-
tentials.
• New non-homogeneous system. The new non-homogeneous is described by par-
ticles, effective potentials and excess free energies.
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• Approximation. The time evolution of the excess free energies are not considered in
this thesis, but left for future development of the theory. In fact, in our current work,
such free energies are considered constant over time (but function of T ), because the
system is supposed to be in local thermodynamical equilibrium.
However, if the system is subjected to strong shocks or considerable heat gradients, the
approximation of time-constant free energies fails and a completely different approach
has to be taken. This is the case of reduced space renormalization, where the degrees
of freedom are not summed over all the possible configurations, but only in the subset
of the configurations that are accessible in a time frame dt. It is possible to show that
this modified construction leads to time-variant free-energy field theory where there
can be local entropy production and destruction [41].
1.3 Test of the model
The model and assumptions are tested by comparing the results of molecular dynamics
simulations on the original fully atomic system and the non-homogeneously coarse grained
one. Regions with different coarse graining are considered with different time-evolution,
because of the dynamical exponent z in the time scaling. The method is tested on elastic
properties, thermodynamic quantities, thermal expansion, and finally on its heat transport.
We see these as successfully more stringent tests to pass.
1.3.1 Elastic property conservation
A 2D triangular lattice with 225×31 atoms (6975 atoms) and symmetric potential, is studied
in response to static tensile/shear stress, and under isotropic pressure deformation. The
non-homogeneously coarse grained system is represented by 1510 nodes in an arrangement
similar to that in Figure 1-6.
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Figure 1-7: Strain 11 versus normalized stress σ
?
11. Continuous line represents the strain
h11 for the original system, while red squares  represent the strain nh11 for the non-
homogeneously coarse grained one (T ? = 0.32). The accuracy is 4%.
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We calculate the strain response to a normalized tensile stress (σ?11 = σ11/σ0) along
the longest direction (σ0 is the tensile stress which gives 5% of lattice distortion). Various
simulations are done at different normalized temperatures (T ? = T/T0 = 0.04 · · · 0.64, where
T0 = ~ω0/kB , ω0 =
√
k2/m).
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Figure 1-8: Shear strain 12 versus normalized stress σ
?
12. Continuous line represents the
shear strain h12 for the original system, while red squares  represent the shear strain
nh12 for the non-homogeneously coarse grained one (T
? = 0.32). The accuracy is 5%.
Figure 1-7 shows the strain response for T ? = 0.32. The linear / non-linear regions
of the strains, are clearly conserved by the non-homogeneous coarse graining. The elastic
modulus of the two systems are equal to within 4%. Similar results have been obtained for
shear strain (5%), as shown in Figure (1-8).
Bulk Modulus
For the bulk modulus calculations we use the non-symmetric potential, as described in
the previous section. In the range of temperatures considered the bulk modulus Bh for
the original system (subscript h) and Bnh for the non-homogeneous coarse grained one
(subscript nh) are equal to within ±2%.
The good agreement for the elastic properties may not be surprising but indicates that
the bond-folding does not modify the macroscopic energies. As the elastic properties are
largely a reflection of the direct interaction and are not much influenced by temperatures or
atomic motion, they do not really test the assumption made on the coarse-grained dynamics.
1.3.2 Heat capacity CV
We also evaluate the heat capacity for the 2D system with non-symmetric potential. The
heat capacity from the coarse system can not be directly compared to the complete system,
but needs to be augmented with the contribution from the entropy that is lost by removing
degrees of freedom. This entropy can be calculated by keeping track of all the free energies
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Figure 1-9: Bulk modulus comparison. In the range of temperatures considered the bulk
modulus Bh for the original system (subscript h) and Bnh for the non-homogeneous coarse
grained one (subscript nh) are equal to within ±1%.
F˜(j)(T, i) produced by the renormalization integration and taking temperature derivatives
to get entropies [42].
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Figure 1-10: Comparison between specific heats. Within the range of simulations T ? =
0.1 · · · 1.6, CV nh and CV h are equal to within the numerical noise of ±0.2%
In other words, the quantities to consider for the heat capacity are:
• Homogeneous system (h): Specific heat CV due to the lattice
CV h =
∂
∂T
∣∣∣∣
V,N
Eh(T ). (1.3)
• Non-homogeneous system (nh): Specific heat CV due to the lattice:
C
′
V nh =
∂
∂T
∣∣∣∣
V,N
Enh(T ), (1.4)
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and excess free energy contribution
C
′′
V nh =
∑ ∂
∂T
∣∣∣∣
V,N
F˜(j)(T, i) = T
∂
∂T
∣∣∣∣
V,N
S(T ). (1.5)
Therefore the total specific heat CV nh of the renormalized model is:
CV nh = C
′
V nh + C
′′
V nh. (1.6)
We find that within the range of simulations T ? = 0.1 · · · 1.6, CV nh and CV h are equal to
within the numerical noise of ±0.2%, as shown in Figure (1-10).
Since the calculation is classical, the specific heats do not go to zero for T ? → 0.
1.3.3 Properties at constant pressure
The calculation of properties at constant pressure, such as thermal expansion or Cp, requires
particular effort to reproduce the correct dependence of free energy on temperature and
volume.
α ≡ 1
V
(
∂V
∂T
)
P
= κT
(
∂S
∂V
)
T
, (1.7)
where κT is the isothermal compressibility. The dependence is hidden in either the nonlinear
terms of the renormalized potentials or the volume dependence of the integrated free energy
F˜(j)(T, i):
F˜(1)(T, q2, q3 − q1) = F˜(1)(T, q2) + (q3 − q1)
∂F˜(1)(q)
∂q
A solution of this problem is to calculate the volume dependence of free energy, in
equation (1.8), and to and put the linear term (q3 − q1) in the potential V(1)(q1, q3, T ).
This solution can be physically interpretated as an effective force that biases the equi-
librium distance in function of temperature. Such effect can be reproduced by interpolating
α(j)2, α(j)4 in such a way to conserve the thermalized bond length:
< qi+bj − qi >(j)= b < qi+(b−1)j − qi >(j−1), (1.8)
(the subscripts on the averages indicate the potential used for the calculation). This
constrained can be satisfied with a very small shift (≈ 10−5 ∼ 10−4) of the parameters
α(j)2, α(j)4. The overall effect is simply an effective bias on the potential to match the correct
thermal expansion. Simulations with this method for the thermal expansion coincide for
the homogeneous and the non homogeneous coarse grained systems, within the numerical
noise (±5%).
It is important to understand that without this correction, coarse-grained systems have
incorrect thermal expansion (due to the removal of volume-dependent entropy). Hence sim-
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Figure 1-11: Thermal expansion coefficient in function of the temperature. The renormal-
ization has been constrained to conserve the thermalized bond lengths. The continuous line
represents the homogeneous system, while the squares, , represent the non-homogeneously
renormalized system.
ulations with inhomogeneously coarse grained regions would build up large internal strains
upon changing the temperature, a fact that does not seem to have been recognized in
previous formulations.
1.4 Transport properties
1.4.1 Thermal conductivity: fit of z
As stated in the description of the model, it is necessary to calculate a dynamical property
(such as the thermal conductivity κ), to get the value of the dynamical exponent z. For
finite systems, we can compare the results for a homogeneous lattice to those of a non-
homogeneously renormalized one, if we assume the effects of finite size to be the same. To
determine κ, several simulations for a 2D homogeneous triangular lattice (Nx×Ny = 225×
33) and for its homogeneously coarse grained equivalent are run at various temperatures.
A non-symmetric potential which allows anharmonic phonon interactions, is used. Since
there are no interfaces in the homogeneously coarse grained lattice, the only effect is due to
the time scaling. The thermal conductivity κ is obtained from the standard Green-Kubo
relation [43, 44].
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Green-Kubo relation for thermal conductivity
The equation for heat transfer derived from Fourier’s law [43], assuming that the process
does not involve thermal convention (no mass flow) but only thermal conduction, is:
∂E
∂t
= κ∇2E (1.9)
and the resulting Green-Kubo diffusion-type formula for the thermal conductivity κ is
κ =
V
3kBT 2ρCV
∫ ∞
0
〈
~S(t) · ~S(0)
〉
dt,
where
ej ≡ 1
2
m~v2j +
1
2
∑
i(6=j)
u(rij)− < e > (1.10)
is the instantaneous excess energy of atom j, < e > is the mean energy, and
~S ≡

∑
j
ej~vj +
1
2
∑
i6=j
~rij(~fij · ~vj)

 , (1.11)
is the force-velocity autocorrelation function. Since the total momentum of the lattice is
zero, the expression ~S does not include the usual term
∑
j ~vj < entalpy >.
The equation (1.10) involves time integration, so the dynamical exponent z can be
implicitly obtained by fitting κ which is defined per unit time.
The idea is simple and the implementation follows the following steps:
• I. The thermal conductivity κ is defined per unit time and expressed in terms of
[m2/s].
• II. We perform several 2D simulations of different systems homogeneously coarse
grained. Each system has its own κ defined in the proper unit time:
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κ3, κ4, κ5, · · ·
• III. All these systems describe the same property:
κ1(t) ≡ κ2(t′= t2z) ≡ κ3(t′′= t22z),≡ κ4(t′′′= t23z) · · ·
which is expressed in terms of (with renormalization b ≡ 2):
κ1 ≈ [m2/s], κ2 ≈ [m2b2/sbz], κ3 ≈ [m2b4/sb2z], · · ·
• IV. We implement the fit of Figure (1-12). We obtain that for a value of z2D ≈
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Figure 1-12: Self consistent fit to calculate z. For two dimensional lattice, with our potential,
we obtain z2D ≈ 1.45, while for the one dimensional chain we get z1D ≈ 1.0
.
1.45 ± 0.1, perfect agreement exists for the κ in the atomistic and coarse system. If
we repeat the steps for a one dimensional chain, we obtain z1D ≈ 1.0.
The value of z depend on the several parameters:
• Dimensionality of the system. With the same potential we have z2D > z1D.
This happens because the higher the dimensionality the more nearest neighbors each
atom has. Hence, the capability of “spreading energy” of the atom in the 2D case,
is substantially larger than the 1D case. Finally, a system with a high capability of
“spreading energy” tends to relax to its equilibrium position, in a shorter time than
a system with low capability. This effect drives the z to a higher value, so that each
time step of a renormalized region, corresponds a longer “relaxation” time than in the
system with small z.
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• Non-harmonicity of the potential Quasi-Harmonic potentials do not let the sys-
tem thermalizing in a reasonable time, hence the value of z is low, since the difficulty
of the system to span its phase space configurations in a an ergodic way.
1.4.2 Thermal conductivity: interface effects
In order to study the thermal transport in non-homogeneous systems the effect of interfaces
between differently coarse-grained regions needs to be understood. We run simulations for
a 2D homogeneous lattice, with N h = Nhx ×Nhy atoms, and for its non-homogeneous coarse
grained version, with Nnh = Nnhx × Nnhy nodes. The non-homogeneous lattice has one
coarse-graining interface at the center parallel to y direction. To one side of this interface
everything is fully atomistic, while to the other side one level of coarse-graining is applied.
Thus Nnhx = 2N
h
x /3, and each region is N
h
x /3 wide. The system is shown in Figure (1-13).
Figure 1-13: Two dimensional non-homogeneously renormalized system to calculate the
effect of a single interface, which is obtained by systematically varying the size of the
systems and plotting κ, as in Figure (1-14).
By systematically varying the size of the systems and plotting κnh(Nnhx )/κ
h(Nhx ), we
determine the effect of the interface/size on the thermal conductivity.
Figure 1-14: Interface effect: thermal conductivity ratio κnh(Nnhx )/κ
h(Nhx ) versus the length
of a 2D lattice with one interface. (+) for T ? = 1 and (◦) for T ? = 3.
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Figure 1-14 shows this effect at T ? = 1 and 3: at high Nhx , the length of the regions
becomes comparable to the phonon mean free path. Hence the fact that there are less nodes
in the coarse-grained system becomes less apparent and κnh(Nnhx ) → κh(Nhx ). The picture
shows that, for our potential, dynamical exponent z = 1.45, and temperatures (T ? = 1 and
3), regions wider than 500 nodes (N hx /3) give acceptable results.
1.4.3 Thermal conductivity: non-homogeneous system
For high enough separation between interfaces, the coarse-grained dynamics reproduces the
T -dependence of the thermal conductivity well.
Figure 1-15: Two dimensional non-homogeneously renormalized system to calculate the
thermal conductivity of big system. N h = Nhx ×Nhy = 11264 × 33 = 371712 atoms.
Figure 1-16 shows κnh,h(T ∗)/κh(T ∗=1) for a 2D lattice with Nh = Nhx ×Nhy = 11264×
33 = 371712 atoms, and its non-homogeneous coarse grained version with N nh = 63072
nodes, and 6 interfaces parallel to y axis (each region is 512 nodes wide at different level of
coarse graining). The coarse graining of this system is shown in Figure (1-15).
Figure 1-16: Thermal conductivities κh(T ∗)/κh(T ∗=1) (◦) and κnh(T ∗)/κh(T ∗=1) (+) of
2D lattices for various normalized temperatures.
The non-homogeneous model underestimates the thermal conductivity at low temper-
atures (T ∗ < 1/3). At high temperatures (T ∗ > 1) the two results are within 10 ∼ 15%.
Normal materials have T0 of the order of room temperature, so the error is acceptable
considering the strong approximations in the method.
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1.5 Phonon dispersion spectrum
It is interesting to investigate the phonon dispersion spectrum of the models in the case
of simple harmonic potentials. To write the correct dynamical matrices, we have to deal
with the non-homogeneous coarse graining which causes non-homogeneous time evolution
in different parts of the lattice. As stated before, we start from the assumption that the
renormalization of the original Hamiltonian, produces a function which can be considered
a Hamiltonian of a new fictitious lattice (the simplettic structure is conserved). For a first
simple case, we renormalize the 1D lattice as in Figure (1-17) and we keep only the harmonic
part of the renormalized potential: the renormalization produces a supercell with a 3-atoms
basis.
The original/renormalized lattice spacings are a and a′ (a′ = 4a), the potential strengths
are K and K ′, the distortion from equilibrium position of the j-atom in the na′ supercell
is uj(na
′).
KK KK
K K' K
m m m m m m
m m32m/32m/ 32m/
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Figure 1-17: One dimensional chain renormalized for the phonon dispersion analysis. The
region between the two dashed lines is the 3-atoms basis supercell.
With the renormalization, atoms 1 and 3, originally with a mass of m, become pseudo-
atoms with mass 3/2m, since they adsorb the mass m coming from atom 2. After renor-
malization, pseudo-atoms 1 and 3 are connected with a spring with K ′ stiffness, while 3-4
and 4-1 are connected with the original springs K. Since the harmonic potential of the
supercell na′ contains both K and K ′ terms, the time evolution in the two different regions
is different.
For phonon dispersion analysis, denoting t and t′ = bzt, we can take the lattice distortion
with the usual complex exponential functional formulation:
uj(na
′) = je
i(kna′−ωt) = je
i(kna′−ω′t′) (1.12)
where k is the wave vector. The latter identity comes from ωt = ω ′t′ 1, which represents
a kind of phase conservation assumption of the lattice distortion regarding all the possible
1which gives ω′ = ω/bz
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descriptions (with/without-inside/outside the renormalized regions). Obviously, since the
renormalized time is slower inside the K ′ regions, this hypothesis is valid in the lower part
of the spectrum, where ω < ωmax/b
z. Hence, we have cancellation of factors bz inside the K ′
region, because ∂2/∂t2uj(na
′) = b2z∂2/∂t′2uj(na
′) = b2zω′2uj(na
′) = b2zω2/b2zuj(na
′) =
ω2uj(na
′). This leads to the usual general phonon dispersion calculations [45, 46, 47] which
we omit.
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Figure 1-18: Phonon dispersion curve ω(k)/2pi for the system in Figure (1-17). Solid line
refers to the homogeneous system, while dashed line refers to coarsed one. The region below
the dot-dashed line is ω < ωmax/b
z .
Figure 1-18 shows the dispersion ω(k)/2pi for the system before (solid line) and after
renormalization (dashed line). The region ω < ωmax/b
z is below the horizontal line (we
have taken b = 2, z ≡ z1D ≈ 1.0, bz ≈ 2). It should be noted that the dispersions for small
ω are similar. This suggests that slow deformations of the lattice 2 are described in similar
fashions by the two models.
Other one dimensional phonon dispersions have been calculated for more complex renor-
malization schemes. Figure (1-19) shows the dispersion for a 1250 atoms supercell renor-
malized to 220 pseudo-atoms (18 atoms with b = 1, 46 pseudo-atoms with b = 2, 27
pseudo-atoms with b = 4, and 129 pseudo-atoms with b = 8). As before, the region below
the dot-dashed line is ω < ωmax/b
z (bz ≈ 8):
The phonon dispersion threshold indicates, roughly, where is the trade off of the model:
knowing the maximum phonon frequency ωmax, the shape of the potentials (to get the
dynamical exponent z), and the highest possible frequencies needed for the simulation,
2“slow” compared to the maximum phonon frequency, but still very fast compared to most mechanical
deformations.
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Figure 1-19: Phonon dispersion curve ω(k)/2pi for a 1250 atoms supercell renormalized to
220 pseudo-atoms. Solid line refers to the homogeneous system, while dashed line refers to
coarsed one. The region below the dot-dashed line is ω < ωmax/b
z.
one can guess how many steps of renormalization (bmax) are required to keep as small as
possible the number of nodes (atoms and pseudo-atoms) of the simulation. In this way, all
the physical properties which depend on the lower phonon spectrum (ω < ωmax) should be
correctly reproduced (static strain, for instance, ω = 0).
1.6 Conclusions and future of the Multiscale Dynamics
To conclude, we have proposed and analyzed a molecular dynamics method with time and
spatial coarse-graining. We show that mechanical and thermodynamical properties are in
excellent agreement with the non-coarse grained system. If this method can be sufficiently
generalized in 3D, it may form the basis of a Renormalization Group Multiscale Molecular
Dynamics to investigate effects of temperature and defects in real nanostructures.
1.7 Future developments: Multiscale Transport
1.7.1 Diffusion in coarse grained materials
A Renormalization Group approach can be used to describe diffusion processes in coarse
grained materials. A coarse grained space/time probabilistic dynamic of correlated random
walkers can be constructed with the aid of renormalization group. The necessity of de-
scribing the process by random walkers instead of solving diffusion equations in multigrid
schemes, is to allow strong external fields to overcome the diffusion equation approximations
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allowing super-diffusion and ballistic transport, better described by Fokker-Plank equations
[48, 49, 50]. Hence, this approach can represent very concentrated systems and their evolu-
tion to the thermodynamic equilibrium. The key point is to develop an effective probabilistic
dynamic that conserves the diffusion and transport properties of the material (conservation
of asymptotic properties, as correlation exponents, drift speeds, etc.).
The renormalization group approach can be implemented in many ways. We suggest
the following two approaches.
1.7.2 Renormalization of the probability spectrum
Let us implement the renormalization of the spectrum of the hopping probabilities in the
case of independent random walkers.
Idea
The idea is simple and follows these steps:
• I. Let us define ~x, c(~x), φ(~x) as the position, the particle concentration and the
external field, respectively.
• II. Random walkers are described by hopping probabilities p [~x, c(~x), φ(~x)], acting
every dt seconds (Poisson process), in a lattice with parameter a
• III. after dt(n) = ndt seconds, we have PN [~x, c(~x), φ(~x)] occupation probabilities
• IV. Do effective random walkers exist, acting every dt(n) = ndt, in a super-lattice
a(n) = F (n)[a, c], with the same asymptotic properties ? If they exist, then we would
have the same diffusion and transport properties.
• V. The solution is to use the additivity of cumulants of the probability (Taylor co-
efficients of the log of the Fourier transform of p) as implemented in the following
section.
Implementation for non-interacting walkers
At the n-th step number, let us consider a discrete random walk with a transition probability
given by pn(x), where x is the single step. The probability density function (PDF) for the
position of the walker after N steps will be denoted as PN (x), and the position after N
steps will be given by a combination of convolutions (∗) between single step probabilities:
Xn =
N∑
n=1
∆xn. (1.13)
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Figure 1-20: Idea: if effective random walkers exist, acting every dt(n) = ndt, in a super-
lattice a(n) = F (n)[a, c], then we would have the same diffusion and transport properties.
We can express Pi in terms of the pj
P2(x) =
∫ +∞
−∞
p2(x− y)p1(y)dy = (p2 ∗ p1)(x) (∗ = convolution)
P3(x) =
∫ +∞
−∞
p3(x− y)(p2 ∗ p1)(y)dy = (p3 ∗ p2 ∗ p1)(x),
where ∗ denotes convolution. If the steps are identical, Pn(x) = p∗n1 (x). More generally
though, we have:
PN (x) = (pN ∗ pN−1 ∗ · · · ∗ p2 ∗ p1)(x). (1.14)
In Fourier space the convolutions are simple products, hence defining the Fourier transform
as:
pˆn(k) ≡
∫ +∞
−∞
e−ikxpn(x)dx
pn(x) ≡ 1
2pi
∫ +∞
−∞
eikxpˆn(k)dk,
we have
PˆN (k) =
∫ +∞
−∞
e−ikxPN (x)dx = pˆ1(k)pˆ2(k) · · · pˆN (k). (1.15)
This formula can be generalized to higher dimensions simply by using the appropriate form
of the Fourier transform. The cumulant cn,l of the PDF pn(x) are defined as:
logpˆn(k) ≡
∞∑
l=0
(−ik)l
l!
cn,l, (1.16)
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or equivalently:
cn,l ≡ il d
llog pˆn(k)
dkl
∣∣∣∣
k=0
. (1.17)
If we denote the cumulants of PN (x) by CN,l, we find that:
PˆN (k) = pˆ1(k)pˆ2(k) · · · pˆN (k) = exp
[
∞∑
l=0
(−ik)l
l!
N∑
n=1
cn,l
]
, (1.18)
which implies that
CN,l =
N∑
n=1
cn,l, (1.19)
and thus shows that cumulants are additive for a sum of independent random variables. In
the case of identical steps, CN,l = Ncl. The first cumulants are easy to express in terms of
the moments, but the expressions get rapidly quite complicated.
c0 = 0
c1 =< x >= m1 = µ
c2 =< (x− µ)2 >= m2 −m21 = σ2
c3 =< (x− µ)3 >= m3 − 3m2m1 + 2m31
where ml are the usual moments ml ≡
∫
xlp(x)dx. The set of cumulants {cn,l} of a PDF is
called the spectrum of such PDF.
Additivity of cumulants can be used to define new renormalized variables. In two di-
mensions, in the case of simple non-interacting particles, we can define a migration energy,
as the energy responsible of the hopping probabilities:
p+y = p−y = p−x = p+x = exp
[
− Em
KbT
]
/4 ≡ p/4,
q = 1− p+y − p−y − p−x − p+x = 1− p.
p = e−βEm is the probability to hop in a neighbor site distant as a, during a time dt, while
q the probability to remain in the same position. In the case of an external field ∆φ, which
acts in the positive x direction, the probabilities are so modified:
p+y ≡ e−βEm/4 = p/4 (1.20)
p−y ≡ e−βEm/4 = p/4 (1.21)
p−x ≡ e−β(Em+∆φ)/4 = e−β∆φp/4 (1.22)
p+x ≡ e−β(Em−∆φ)/4 = eβ∆φp/4 (1.23)
q ≡ 1− p+x − p−x − p−y − p+y = 1− 2 [1 + cosh(β∆φ)] p/4. (1.24)
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Mean and variance are:
µ =
a
2
p sinh
(
β∆φ
2
)
(1.25)
σ2 =
a2
2
{
p
[
1 + cosh
(
β∆φ
2
)]
− p
2
2
sinh2
(
β∆φ
2
)}
, (1.26)
where a is the lattice spacing, and after n steps, dt(n) ≡ ndt time, a(n) ≡ na, we have (for
additivity of cumulants):
µ(n) = nµ = n
a
2
p sinh
(
β∆φ
2
)
(1.27)
σ(n)
2
= nσ2 = n
a2
2
{
p
[
1 + cosh
(
β∆φ
2
)]
− p
2
2
sinh2
(
β∆φ
2
)}
(1.28)
We can renormalize the probability assuming that equations (1.27) and (1.28) represent a
single hop that acts every dt(n) ≡ ndt seconds, on the super-lattice a(n) ≡ na:
µ(n) ≡ a
(n)
2
p(n) sinh
(
β∆φ(n)
2
)
(1.29)
σ(n)
2 ≡ a
(n)2
2
{
p(n)
[
1 + cosh
(
β∆φ(n)
2
)]
− p
(n)2
2
sinh2
(
β∆φ(n)
2
)}
. (1.30)
Hence we get the recursive equations:
n
a
2
p sinh
(
β∆φ
2
)
=
a(n)
2
p(n) sinh
(
β∆φ(n)
2
)
,
n
a2
2
{
p
[
1 + cosh
(
β∆φ
2
)]
− p
2
2
sinh2
(
β∆φ
2
)}
=
=
a(n)
2
2
{
p(n)
[
1 + cosh
(
β∆φ(n)
2
)]
− p
(n)2
2
sinh2
(
β∆φ(n)
2
)}
that can be simplified as
p(n) sinh
(
β∆φ(n)
2
)
= p sinh
(
β∆φ
2
)
p(n)
[
1 + cosh
(
β∆φ(n)
2
)]
=
p
n
[
1 + cosh
(
β∆φ
2
)]
+
n− 1
n
p2
2
sinh2
(
β∆φ
2
)
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which can be solved:
sinh
(
β∆φ(n)
2
)
1 + cosh
(
β∆φ(n)
2
) = C ≡ n sinh
(
β∆φ
2
)
1 + cosh
(
β∆φ
2
)
+ p(n−1)2 sinh
2
(
β∆φ
2
) , (1.31)
iteratively ∆φ
(n)
j = F [∆φ
(n)
j−1], with ∆φ
(n)
0 = 0:
sinh
(
β∆φ
(n)
j
2
)
= C
[
1 + cosh
(
β∆φ
(n)
j−1
2
)]
. (1.32)
If the initial field ∆φ is not too strong (∆φ/Em  1) then there is one solution ∆φ(n) ≡
∆φ
(n)
∞ . From ∆φ(n), the probability p(n) follows immediately. If the field is strong ∆φ/Em ≈
1 we can perform the renormalization up to a certain limit n0. For n > n0 the renormal-
ization become impossible since the system looses its “probabilistic” description and the
transport becomes ballistic. The original probability and the renormalized one have the
same asymptotic behavior (central limit theorem, Gaussian theorem); hence diffusion prop-
erties will be the same.
It is possible to renormalize the probability following other space/time rules, with dif-
ferent time scaling dt(n) ≡ n2dt and same super-lattice a(n) ≡ na, or same time scaling
dt(n) ≡ ndt and different super-lattice a(n) ≡ √na, or other rules, adapted to conserve
higher order cumulants (Kurtosis κ = c4/σ
4 for example) or other properties.
Unfortunately the method is not very useful for non-interacting random walkers. The
real payoff would come by including interaction, at least in the dilute-particle or in the
dilute-vacancy limits. Renormalization of interacting random walkers is extremely diffi-
cult: the simple volume excluded interaction is a formidable task, without some ad-hoc
approximations.
To conclude, this project is very challenging and might be extremely difficult to solve.
1.7.3 Renormalization with paths integrals
Another way to perform the renormalization is to operate in the space of all possible random
paths weighted with their own entropy production and correlation. It is well known that
irreversible processes can be described in terms of path integrals [51, 52, 53]:
K(xb, tb;xa, ta) ≡
∫ b
a
prob(path) D[all paths], (1.33)
where a ≡ (xa, ta) is the initial position a ≡ (xa, ta) and b ≡ (xb, tb) is the final one. The
probability of each path, prob(path), can be choose to be related to the entropy produced
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by the path, along its flow:
S[b, a, x(t)] ≡
∫ b
a
S˙(x, x˙, t) dt. (1.34)
We choose to maximize the entropy produced by the kinetic dynamic flows, through quasi-
equilibrium states, because the entropy represents the degeneration of the paths, a logarithm
measure of how many paths exist that produce the same entropy.
Depending on the particular thermodynamical constraints, the proper thermodynam-
ical potential to maximize (or minimize) might be different than the entropy-production
S˙(x, x˙, t).
The idea is that the entropy-production, S˙(x, x˙, t) (or other potential production), must
be related to the interaction of the particle with other particles through the path. In other
words, we should find the functional dependence of S˙(x, x˙, t) respect to the concentration
fields
{
c(x),∇c(x),∇2c(x), · · · } along path a→ b.
In the case of non-interacting independent random walkers, such formalism is consistent
with the usual diffusion equations. However, the path integral can be used to understand
the effect of simple interactions (volume exclusion for examples) on the entropy produced
by the path, hence, an effective renormalized free path can be constructed with the same
stochastic properties of the original interacting path.
To conclude, this project is very interesting and powerful, and it requires substantial
knowledge of quantum field theory to be implemented.
1.7.4 Future extension of the Multiscale Transport
Once one of the previous renormalization techniques has been implemented, it is possible to
construct a Renormalized Kinetic Monte Carlo method able to calculate diffusion/transport
properties in heterogeneous materials.
In a breeze, super fast grain boundary diffusion, can be easily investigated with such
taxonomy.
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Chapter 2
Methods for crystal structure
prediction: data mining of
quantum calculations I
2.1 Introduction
Ab-initio methods, which predict materials properties from the fundamental equations of
quantum mechanics, are becoming a ubiquitous tool for physicists, chemists, and materials
scientists. These methods allow scientists to evaluate and pre-screen new materials “in
silico”, rather than through time-consuming experimentation, and in some cases, even make
suggestions for new and better materials [54, 55, 56, 57, 58]. One inherent limitation of most
ab-initio approaches is that they do not make explicit use of results of previous calculations
when studying a new system. This can be contrasted with data-centered methods, which
mine existing data libraries to help understand new situations. The contrast between data-
centered and traditional ab-initio methods can be seen clearly in the different approaches
used to predict the crystal structure of materials. This is a difficult but important problem
that forms the basis for any rational materials design.
In heuristic models, a large amount of experimental observations are used in order
to extract rules which rationalize crystal structure with a few simple physical parameters
such as atomic radii, electronegativities, etc. The Miedema rules for predicting compound
forming [59], or the Pettifor maps [60] which can be used to predict the structure of a new
binary material by correlating the position of its elements in the periodic table to those
of systems for which the stable crystal structure is known, are excellent examples of this.
Ab-initio methods differ from these data-centered methods in that they do not use historic
and cumulative information about previously studied systems, but rather try to determine
structure by optimizing from scratch the complex quantum mechanical description of the
system, either directly (as in ab-initio Molecular Dynamics), or in coarse-grained form (as
in lattice models [61, 62, 63]). Here, we merge the ideas of data-centered methods with the
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predictive power of ab-initio computation.
Figure 2-1: Data-mining of ab-initio calculation (DMQC) helps determining phase diagrams
from similarities between different systems. The Rhodium-Zirconium diagram has several
unknown compounds and undetermined phase boundaries. DMQC is able to predict the
structure of αZrRh in few calculations, see chapter (4.1) ! (The picture is taken from
reference [122]).
We propose a new approach, where ab-initio investigations on new systems are informed
with knowledge obtained from results already collected on other systems. We refer to this
approach as Data Mining of Quantum Calculations (DMQC), and demonstrate its efficiency
in increasing the speed of predicting the crystal structure of new and unknown materials.
The main idea is that we create a huge database of energy-structure calculations, and we
implement a data-mining technique to discover rules, which are the formal extension of the
usual empiric rules (Miedema, Pettifor, etc.).
Using a Principal Component Analysis on over 6000 ab-initio energy calculations, we
show that the energies of different crystal structures in binary alloys are strongly correlated
between different chemical systems, and demonstrate how this correlation can be used to
accelerate the prediction of new systems. We believe that this is an interesting new direction
to address in a practical manner the problem of predicting the structure of materials.
The purpose of this chapter is to describe the DMQC method, the implications, the
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results, and to clarify each step of its development.
The work described in this chapter has been obtained with ≈ 6,000 calculations. How-
ever, at the time of writing, we have doubled the number of our calculations ≈ 12, 500. In
section (2.12) we describe the results obtained with the larger database.
2.2 Approximate phase stability prediction from ab-initio
energies
The stability of the phases of an alloy is completely described by the knowledge of their free
energies [43, 70]. At finite temperature entropy S becomes important and the free energy,
instead of the internal energy, has to be minimized. Since the entropy S is a measure of
disorder, the term −TS in the free energy favors disordered phases. Hence the presence of
disordered phases increases with temperature.
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Figure 2-2: Thermodynamics determines the stability of the various phases. The free
energies of the phases have shape of “parabolas” centered at the ground state energies-
concentrations points. The minimization of the total free energy, by phases or a combination
of phases (tie lines) determines the phase diagram [43, 70].
At low temperatures, the behavior of a system is determined by a small number of low-
energy excitations which depend on the nature of the ground state. Such excitations can be
slight distortion of the cell geometry or element substitutions to achieve compositions out
of stoichiometry. The substitutional entropy Ssubst has been described with great success
by the formalism of the cluster expansion [1, 2]. Once the substitutional entropy and the
proper free energy is known for each ground state phase of the alloy, then it is possible to
draw the phase diagram of the system [71, 72, 73, 74, 75, 76].
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2.2.1 Low Temperature approximation: convex-hull curve
At low temperatures, in particular it is often possible to replace the problem of calculating
the real free energies, with the simple determination of the ground states. In fact, free
energies have shape of “parabolas” centered at the ground state energies and concentrations.
Hence, the knowledge of the ground state energies is already a good approximation of the
phase diagram at low temperature.
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Figure 2-3: At low temperature, T ∼ 0K, the energetics of the ground states determine the
stability of the various phases. The free energies becomes energies-concentrations points,
and the minimization of the total free energy implies the construction and minimization of
the convex hull curve. Structures with energy above a tie line, are unstable with respect to
mixtures of the two structures that define the vertices of the tie line. [43].
The ground-state energy versus composition curve is called convex-hull. and it is the set
of tie lines that connects the lowest energy ordered phases. The convex-hull represents the
free energy of the alloy at T = 0K. Structures with energy above a tie line, are unstable
with respect to mixtures of the two structures that define the vertices of the tie line. Hence,
the convex hull determines the phase stability of the system at zero temperature.
Although approximate, the analysis at zero temperature is a good starting point for
the complete phase diagram. The purpose of our data mining method is to find rules and
methods for phase stability prediction, in the low temperature approximation..
2.3 Data Mining
2.3.1 The idea of Data Mining
Data mining can be considered as a way to discover knowledge in databases [78, 79, 80,
81, 82, 83]. As a new technology, data mining has emerged following the development of
database technologies, which allow the user to access or process a large amount of infor-
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mation. The purpose of data mining techniques is to generate automatic tools which allow
to investigate and extract information from databases. The extracted knowledge is finally
presented in terms of models and rules between variables.
Data mining techniques are very powerful tools and can be used to describe the database
in a concise way by capturing important properties, or to predict new data based on a set of
models/rules that are extracted from the database. Due to its multidisciplinary application,
a multitude of data mining techniques have been studied, applied and proposed in variety
of different fields.
Data mining is a recent field developed in the last twenty years, and it is described
in great details in several books [78, 79, 80, 81, 82, 83]. In the following sections we list,
and briefly explain, the most important data mining methods, following the terminology of
reference [80].
2.3.2 Clustering
Clustering analysis is a branch of statistics, and has been studied extensively for many
years. Clustering is the automatic classification of patterns into groups, called clusters. The
clustering problem has been used in many contexts and disciplines giving fruitful results.
For more details about clustering techniques see references [78, 79].
2.3.3 Decision Trees
If the descriptions and properties of classes are known for a given set of data patterns,
then the classification is to assign unknown data to the known classes. An example of
classification is X-ray diffraction. Patterns of test structures are known, and the user
enquires the database with a measured pattern trying to classify the unknown structure.
When a decision based on several variables has to be taken, decision trees represent
graphically (decision tree) all the possible outcomes of the decision based on the different
variables. The training process for the decision tree requires a limited amount of data
analysis to describe all the possible configuration. For this reason, the decision trees are
more efficient than the neural networks, which require a large number of training steps to
fit the coefficients of the internal activation functions [84].
The main limitation of the decision tree is its complexity, which growths exponentially
with the numbers of levels and in a power law with the number of independent variables.
Hence, the application of decision trees is limited to medium and small systems. For more
details about decision trees see references [78, 79].
2.3.4 Bayes probability technique
The Bayes probability technique is a method that follows the the Bayes‘s theorem to com-
pute conditional probabilities. The method analyzes relationships between variables (in-
dependent and dependent, input and output), and derives conditional probabilities for the
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outcomes. Using the known data, and some parts of new data, the method gives estimated
values of the unknown data, with a certain degree of reliability (probability).
The biggest limitation of the Bayes probability technique is the fact that higher order
correlations between independent variables, are extremely difficult to describe, and then the
technique is non-approximate only if all the independent variables are statistically indepen-
dent or have correlations simple to describe. Unfortunately, this is not what happens to our
statistical approach to phase stability prediction, and this is the main reason of the unsatis-
factory results that we achieved with the Bayes technique (see section (3.4)). However, the
Bayesian approach is considered a useful tool to describe and predict simple input-output
relationships.
The Bayes probability technique requires only one analysis of the training data, during
which it generates the probabilities of each event and the two event conditional probabilities
(a-priori and a-posteriori probabilities). This set of probabilities forms the Bayes classi-
fication model. Section (3.4) describes and example of such approach to tackle the phase
stability problem: we define events and rules for energy classification.
Another limitation is that Bayes probability technique does not allow continuous data,
so any continuous variable must be discretized. The discretization process can be complicate
and generate further approximations. For more details about Bayes techniques see references
[78, 79, 84].
2.3.5 Neural Networks
Neural networks are a very powerful learning tool to investigate correlations in sets of input-
output data [84, 85, 86, 87]. Neural networks, which remind the structure of a human brain,
can be seen as a set of mathematical relations that generate outputs from a set of input
data.
Neural networks are assembled as a network of simple elements called neurons, operating
at the same time, in similar fashions. Each neuron receives inputs from other neurons,
produces outputs for other neurons, operating with internal neural function that maps the
inputs to the outputs. The whole network is a set of neurons, and should be viewed as a
very complex function that takes input vectors and produces output vectors.
This internal operations can be considered as combinations of activation functions of
inputs (like Gaussian, sigmoidal, bimodal,...) which are described by activation coefficients
[84]. The specific function represented by the network is determined by these internal
parameters relating to the weighting of the neuron inputs and the details of the neuron
transfer functions. These internal parameters are fit by training the network using known
relationships between input and output data. The idea is that the trained neural network
codifies the mapping from input to output inherent in the training data. Once the neural
network is trained, the network is ready for prediction. Giving an input that the network
has never seen, the output will be as close as possible to the underlying properties of the
training data set.
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Figure 2-4: Example of Neural Network with five neurons. The inputs are the variables xi,
ym is the bias, and Ok are the outputs. The first layer (neurons on the left) and the output
layer (neurons on the right) have different activation functions [84, 88].
The power of neural networks comes from their ability to represent essentially any func-
tional relationship. For example, neural networks can be considered as non-linear extensions
of linear algebra. In fact, if the internal operations of the neurons where all linear, (input
and output as vector, and the operation as a matrix), then the overall network could be sum-
marized as a big matrix input-output relation. On the other hand, using step or sigmoidal
transfer functions allows networks to act as clustering tools, similar to those described
above. Many other choices are also possible in terms of number of layers and activation
functions [84, 85, 86, 87].
The extreme power of neural networks claims a high price: neural networks are signif-
icantly more complex to use than linear methods. For example, the number of neurons,
topology of the network, method of training, and quality and amount of the training data,
all play a fundamental role in the final prediction reliability. Therefore, a significant amount
45
gaussian
step
sigmoidal 
linear
activation functions
Figure 2-5: Neurons. Different activation functions allow to describe different properties of
the input-output relations [84, 88]. For instance, using step or sigmoidal transfer functions
allows networks to act as clustering tools.
of testing is needed to find the optimal network for a given problem. Because there are no
physical intuition in the neural network models, the results are difficult to understand, and
the neural network is sometimes considered a sort of black-box technology.
Neural Network have been studied extensively for the last twenty years, and applied in
a variety of disciplines with great success. For more details see references [78, 84].
2.3.6 Linear Regression
Linear regression is the most common approach used for correlating data, and consists of
determining a linear mapping from independent to dependent variables. The particular lin-
ear mapping is chosen by some optimization criterion, for instance that criterion can be the
minimization of the least squares distance (Least Squares), the maximization of the variance
of the independent variables (Principal Components Analysis), or the maximization of the
covariance between the independent and the dependent variables (Partial Least Squares).
There are several other criteria, and therefore, a big variety of Linear regression techniques.
In our project, we have used the both the Principal Components Analysis and the Partial
Least Squares techniques, as shown later in this chapter.
2.4 Creation of the library
To reproduce the phenomenological structure-prediction methods, which are based on a
large database of experimental data, we need to create a controlled set of ab-initio informa-
tion. This set is called “the library”. Each element (i, j) of the library is an energy value,
which is produced by the calculation of binary alloy j in structure configuration i.
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2.4.1 Structure prototypes
The library has 114 crystal structures prototypes. Many of such prototypes are counted
twice (as AB3 and A3B, for example), so there real distinct prototypes are 69 .
About 1/3 of the crystal structures are chosen from the most common binary crystal
structures in the CRYSTMET database for intermetallics [64] ( A1, A2, A3, A15, B1,
B2, B3, B4, Bh, B11, B19, B27, B32, B33, B81, B82, Cc, C2, C6, C11b, C14, C15, C15b,
C16, C18, C22, C32, C33, C37, C38, C49, CaIn2, Co3V, CuAl2, CuTe, D03, D0α, D011,
D019, D022, D023, D024, D13, D2d, D88, L10, L11, L12, L60, MoPt2, NbPd3, Ni2Si, Ti3Cu4,
YCd3, γ-IrV, Ω, etc. ). The rest are superstructures of the fcc, bcc, and hcp lattices. All the
prototypes are listed in appendix (B). The method to generate the structures is described
in Appendix (B.1). The various program used for structure generation are explained in
appendix (D).
2.4.2 Binary alloys
The library has 55 binary intermetallic alloys. The alloys include the binaries that can be
made from row 4 transition metals, as well as some systems with Titanium, Technetium,
Sodium, and Aluminum. The alloys are: AgAu, AgCd, AgMg, AgMo, AgNa, AgNb, AgPd,
AgRh, AgRu, AgTc, AgTi, AgY, AgZr, AuCd, AuMo, AuNb, AuPd, AuPt, AuRh, AuRu,
AuSc, AuTc, AuTi, AuY, AuZr, AlSc, CdMo, CdNb, CdPd, CdPt, CdRh, CdRu, CdTc,
CdTi, CdY, CdZr, MoNb, MoPd, MoPt, MoRh, MoRu, MoTc, MoTi, MoY, MoZr, NbPd,
NbPt, NbRh, NbRu, NbTc, NbY, NbZr, PdPt, PdRh, PdRu, PdTc, PdTi, PdY, PtRh,
PtRu, PtY, PtTc, PdZr, PtTi, PtZr, RhTc, RhTi, RhY, RhZr, RuTi, RuTc, RuY, RuZr,
TcTi, TcY, TcZr, TiZr, and YZr.
We also analyze each system in detail, and the specific results are reported in chapter (4.1).
2.4.3 Ab-initio calculations
For each alloy and each structure we calculate the ab-initio energies within the framework of
the Density Functional Theory (DFT). A brief introduction to the DFT is given in appendix
(A).
The main parameters for each ab-initio calculation are
• k-points. The Brillouin zone integration is set using at least 2000/(number of atoms
in unit cell) k-points distributed as uniformly as possible on a Monkhorst-Pack mesh
[345]. If the superstructure is HCP, then the mesh is shifted to the origin following
the Gamma scheme [364].
• Energy cutoffs. The energy cutoff for each calculation is set to 1.5 times the larger
of the suggested energy cutoffs of the pseudo-potentials of the elements of the alloy
(suggested energy cutoffs are derived by the method described in [364]).
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• Spin polarization. All calculations were performed without spin polarization. The
calculations were repeated with spin polarization only for the ground states.
• Relaxation. Full relaxation in terms of volume, cell, and atomic positions.
• LDA. Local Density Approximation for exchange-correlation electronic energy, with
the Ceperley-Alder form for the correlation energy as parameterized by Perdew-Zunger
[65].
• Potentials. Ultra-soft pseudo-potentials, generated accordingly to LDA correlation
energy, as implemented in VASP [66].
• Zero Temperature. Calculations are at zero temperature and pressure, and without
zero-point motion.
(more detailed description is available in appendix (B.2)).
For a subset of test calculations, we verified that with these energy cutoffs and k-points
mesh the absolute energies are converged to better then 10 meV/atom. Energy differences
between structures are expected to be converged to much smaller tolerances. Once each
ab-initio energy is available, the formation energy for that structure is determined with
respect to the most stable structure of the pure elements.
2.4.4 Generation of the library
The task of calculating ten thousands structural energies is completely different than a
project with few-ab-initio-calculations. Therefore, we have developed a set of automatic
tools (Automatic-Flow) to perform all the necessary steps of the library construction and
analysis 1. The tools are described in appendix (B.2).
Once the library (114 structures per 55 alloys) is calculated we start the analysis to
search and exploit dependences inside the library.
From this point on this thesis, with energies, we mean formation energies taken with
respect to the stable form of the elements:
Ef (AxB1−x) ≡ E(AxB1−x)− xE(A)− (1− x)E(B), (2.1)
where E(A) and E(B) are the energies of the stable pure elements A and B.
1more than 13,000 calculations so far!
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2.5 Multivariate analysis of the problem
The library can be considered as a transformation between inputs, structures and alloys,
and outputs/outcomes,ab-initio energies. For a more compact notation, we define Ns as
the number of structures (114 ) and Na as the number of alloys (55 ). Hence, the library of
formation energies can be represented as a matrix with Ns rows, and Na columns:
Library =


E1,1 E1,2 · · · E1,j · · · E1,Na
E2,1 E2,2 · · · E2,j · · · E2,Na
· · · · · · · · · · · · · · · · · ·
ENs−1,1 ENs−1,2 · · · ENs−1,j · · · ENs−1,Na
ENs,1 ENs,2 · · · ENs,j · · · ENs,Na

 . (2.2)
2.5.1 Linear dependences: physical meaning
The first step to search dependences inside a set of outcomes (energies), is to seek for linear
correlations. Linear combinations can be searched following two approaches: by column
and by row.
• By column (structures). For a given alloy AB, linear dependences between energies
of structures can be exploited to predict the energy of structures not yet calculated.
For instance, such dependences can define rules like:
EAB [L10] =
∑
i∈structures6=L10
αABi,L10EAB[i] (2.3)
with the parameters αABi,L10 , extracted from the library. Such parameters αi,j are
not unique and depends on the amount of degrees of freedom that are used for the
description of the problem, as described later in this chapter. Therefore, knowing a
subset of the energies, we could predict the remaining ones without calculating the
ab-initio energies.
• By row (alloys). For a given structure S, linear dependences between alloys can
define rules like:
EAB[S] =
∑
j∈alloys6=AB
βjS,ABEj [S] (2.4)
with the parameters βjS,AB , extracted from the library. As before, with a subset of
the energies we could predict the others, without calculations.
The linear structure-energy relations is an assumption. It is based on the fact that the
formation energies are extensive quantities: they can be defined per unit cell or per mole
etc., without changing the functional form of the relations. For instance, the relations must
be conserved if we describe the energies per two unit cells instead of per unit cell. This
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can be achieved by linear or piecewise linear relations. Apart the previous dimensional
justification, we have not found any precise proof that the relations are really linear.
The library matrix has the usual linear algebra properties. The number of independent
linear relations is equal to the rank of the matrix, which is invariant under transposition.
It follows that the number of independent linear relations between energies of given alloys,
must be equal to the number of independent linear relations between energies of given
structures. Therefore the column and row direction approaches are equivalent descriptions
of the problem, and the number of such independent relations gives the dimension d of the
problem, which is smaller (or equal) than the original dimensions of the matrix (Ns, Na).
2.5.2 Dimension reduction
To achieve dimensional reduction, we need to truncate equations (2.3) and (2.4) removing
the less important factors in the summations:
EAB[L10]± δE ∼
∑
i∈subset structures6=L10
αABi,L10EAB [i] (2.5)
and
EAB [S]± δE ∼
∑
j∈subset alloys6=AB
βjS,ABEj[S] (2.6)
The number of components that can be removed depends on the the accuracy ±δE that
can be tolerated on the problem. In the next sections, we will show that if we are satisfied
with 30meV/atom accuracy, then we can remove ≈ 2/3 of the original degrees of freedom.
2.5.3 Linear correlations
It is important to emphasize that the correlations do not lead to exact linear dependencies,
but only approximate ones. The number of degrees of freedom that have to be retained
is determined by choosing the level of approximation. The problem of finding linear
correlations can be formulated in a mathematical framework. For each alloy i (there are
Na), let us consider the Ns structural formation energies as the components of a vector Ei
in a Ns-dimensional space.
The idea of structural-energy correlation is illustrated in Figure (2-6). If we plot Na
vectors (each with Ns components) in a Ns-dimensional space, we can see the properties of
the data set. If the energies were independent (uncorrelated), than the Na vectors would
be spread randomly in the Ns-dimensional space (Figure (2-6.left)). If the energies of
the structures were linearly dependent and correlated, then the Na vectors would not be
distributed randomly in the Ns dimensional space, but confined in some sort of subspace of
reduced dimension d < Ns (Figure (2-6.right)).
The proper mathematical tool to describe such reduced dimension subspace is the Prin-
cipal Component Analysis [89, 90, 91, 92, 94] (PCA).
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Figure 2-6: Linear relations between energies. If the energies were independent (uncorre-
lated), than the Na vectors would be spread randomly in the Ns-dimensional space (left).
If the energies of the structures were almost linearly dependent and correlated, then the Na
vectors would not be distributed randomly in the Ns dimensional space, but confined in
some sort of subspace of reduced dimension d < Ns (right). The blue axes are the Principal
Components defined in section (2.5.4).
2.5.4 Principal Component Analysis (PCA)
Introduction
In order to understand the relationships among a set of p correlated variables, it is useful to
transform the original set of variables to a new set of uncorrelated variables called principal
components. These new degrees of freedom are linear combinations of the original variables
and are derived in decreasing order of variance. The transformation is nothing more than
an orthogonal rotation, plus a possible translation of the origin, to center the means of the
original data.
The objective of the Principal Component Analysis is to check if only a few components
can explain most of the variance of the original data, and, possibly, to obtain dimension
reduction using few factors to describe all the original vector space. In other words, variables
that are correlated are effectively explaining the same physics, and might be removed from
the list of independent variables. When dimension reduction is possible, it is not always
easy to give physical intuition to the first components. However, the reduced number of
degrees of freedom can increase the speed and the accuracy of some problems.
Principal Component Analysis is useful only if the original variables are correlated,
otherwise there is no gain by transforming the original uncorrelated variables in new un-
correlated ones. In addition, Principal Component Analysis does not require to know the
statistical structure of the data. However, if the statistics of the data is know, then the
physical interpretations of the first principal components are easier to understand.
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Principal Component Analysis is a well established technique, and it is described in
several Multivariate Analysis books [89, 91, 92, 93]. In this section we follow the definitions
and the formalisms of reference [90].
Derivation of Principal Components
Definitions. Suppose XT is our n× p observation matrix (also called the predictor), with
n observations of a p-dimensional variable:
XTi,j ≡


x1,1 · · · x1,p
...
. . .
...
xn,1 · · · xn,p

 ≡ [X1, · · · , Xp] . (2.7)
The vectors Xi with a single index are the i-columns of the predictor. The mean µ of the
predictor matrix X is defined by column. Hence µ is a p-dimensional vector:
µ =


< x1,1 · · · xn,1 >
< · · · . . . · · · >
< x1,p · · · xn,p >

 =

µ1µi
µp

 (2.8)
The covariance matrix element si,k is the covariance between the j-th and the k-th columns
of the predictor. Since there are p columns, then the covariance matrix has dimension p×p.
Sj,k =


s1,1 · · · s1,p
...
. . .
...
sp,1 · · · sp,p

 ≡ 1
n− 1
n∑
i=1
((xi,j − µj)(xi,k − µk))
≡ 1
n− 1
(
n∑
i=1
xi,jxi,k − nµjµk)
)
=
=
〈
(X− µ) · (X− µ)T〉 = 〈XXT〉− µµT =
=
1
n− 1(X− µ) · (X− µ)
T (2.9)
It is useful mentioning that if we consider the general linear relation T = aTX, where
aT = [a1, · · · , ap] is a vector of constants, then the mean and variance of T are
< T > = aTµ, (2.10)
V ar(T ) =
〈
aT(X− µ) · (X− µ)Ta〉 = aTSa. (2.11)
Equations (2.11) and (2.11) can be generalized by noting that if A is any (p×n) matrix of
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constants, then ATX has mean vector and covariance matrix given by
〈
ATX
〉
= ATµ
Cov(ATX) = ATSA. (2.12)
Lagrange multipliers maximization. As described before, the purpose of Principal
Component Analysis is to transform the original set of variables Xi in a new set of uncor-
related variables, T1, T2, · · · , Tp, ordered with decreasing variances. Each Tj is expressed as
linear combination of the X’s:
Tj = a1,jX1 + a2,jX2 + · · ·+ ap,jXp = aTj X, (2.13)
where aTj = [a1,j , · · · , ap,j] is, by definition, a normalized vector of constants:
aTj aj =
p∑
k=1
a2k,j = 1 (2.14)
The first principal component, T1, is obtained by finding a1 so that T1 has the maximum
possible variance aT1 X subject to the constraint a
T
1 a1=1. This approach is equivalent to
finding the axis T1 in p-space by minimizing the sum of squared perpendicular distances
from the points [89, 90, 91, 94]. The second principal component, T2, is found by choosing
a2 so that T2 has the same functional form of equation (2.13), but it is uncorrelated with
T1 and has maximum variance. The process is iterated until all the other uncorrelated
principal components T3, · · · , Tp, are determined and ordered with decreasing variance.
For the first component T1, let us express the variance maximization criterion (with the
constraint that aT1 a1 = 1). Using equation (2.11), we have:
max
aT1 a1=1
[V ar(T1)] = max
aT1 a1=1
[
V ar(aT1 X)
]
= max
aT1 a1=1
[
aT1 Sa1
]
(2.15)
To maximize a function of several variables subject to one or more constraints we use the
method of Lagrange multipliers. Given a differentiable function of p variables, f(x1, · · · , xp),
subject to a constraint g(x1, · · · , xp) = c, then the variation of f(x) − λ (g(x) − c) is zero
on the stationary points (minima, maxima, saddle points):
δ
δx
{f(x)− λ (g(x) − c)} = 0, (2.16)
where λ is the Lagrange multiplier. Equation (2.16) defines a system of p equations:
∂f
∂xi
− λ ∂g
∂x1
= 0, i = 1, · · · , p (2.17)
The nature of the stationary point, minima, maxima, or saddle points, has to be determined
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subsequently.
With the application of the Lagrange multipliers method, we obtain
δ
δa1
{
aT1 Sa1 − λ
(
aT1 a1 − 1
)}
= 2Sa1 − 2λa1 = 0 (2.18)
which leads to eigenvector solution:
(S− λI)a1 = 0. (2.19)
For equation (2.19) to have a solution for a1 other than the trivial null vector, 0, the
Lagrange multiplier λ must be an eigenvalue of S and and a1 must be its corresponding
eigenvector. The covariance matrix S has p eigenvalues, which are non negative as S is
positive semidefinite, by construction (2.9). We label the eigenvalues by λ1, λ2, · · · , λp and
assume, for simplicity, that they are distinct: λ1 > λ2 > · · · > λp ≥ 0.
The largest eigenvalue λ1 determines the variance of the first principal component:
V ar(aT1 X) = a
T
1 Sa1 = a
T
1 λIa1 = λ. (2.20)
Since we need to maximize the variance, we choose λ to be the largest eigenvalue, λ1,
and the principal component, a1, to be the eigenvector of S corresponding to the largest
eigenvalue λ1.
The second principal component, T2 = a
T
2 X, is obtained with the same method but
using two constraints. In fact, in addition to the scaling constraint, aT2 a2 = 1, we have
the constraint that T2 is uncorrelated with T1, Cov(T2, T1) = 0. The constraint of the
covariance is equivalent to orthogonality between a2 and a1:
Cov(T2, T1) = Cov(a
T
2 X,a
T
1 X) =
〈
aT2 (X− µ)(X− µ)Ta1
〉
=
= aT2 Sa1 = λ1a
T
2 a1 = 0 ⇒ aT2 a1 = 0, ⇒ a2 ⊥ a1 (2.21)
To maximize the V ar(T2) = a
T
2 Sa2, with two constraints, we introduce two Lagrange
multipliers, λ and δ, and write the zero-variance Lagrange functional at the stationary
points:
δ
δx
{
aT2 Sa2 − λ
(
aT2 a2 − 1
)− δ (aT2 a1 − 0)} = 2 (S− λI)a2 − δa1 = 0. (2.22)
After multiplying this equation by aT1 and using equation (2.21), we obtain (a
T
2 a1 = 0):
0 = 2aT1 Sa2 − δ = 2Cov(T2, T1)− δ = −δ = 0, (2.23)
so δ = 0 ay the stationary points, and equation (2.22) finally gives the second eigenvalue
problem:
(S− λI)a2 = 0. (2.24)
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To capture the maximum possible amount of variance that is left after the removal of λ1 (first
principal component with the Lagrange multiplier λ as variance), we have to choose λ to be
the second largest eigenvalue of S, and a2, the corresponding eigenvector. The method is
iterated, adding constraints and removing variance, until all the other uncorrelated principal
components T3, · · · , Tp, are determined and ordered with decreasing variance.
1x
x2
xn
PC1
PC 2
Figure 2-7: The Principal Components are the axes of the hyperhelipsoid which forms a
subspace of the original vector space. The axes are ordered over the amount of variation
they can capture. Hence the first PC is the longest blue axis, the second is the second
longest blue axis, and so on.
If some of the eigenvalues of S were equal, then there would be no unique way of choosing
the eigenvectors, but as long as the eigenvectors associated with multiple roots are taken to
be orthogonal, the construction of the principal components proceeds in the same way we
have described.
Trace of the covariance matrix and variance of X. The set of p normalized eigenvec-
tors forms a (p× p) rotation matrix: A (columns):
A = [a1, · · · ,ap], (2.25)
which is orthogonal by construction, since the constraints, ATA = I ⇒ AT = A−1. The
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rotation matrix A transforms the covariance matrix S in the diagonal form Λ:
ATSA = Λ =


λ1 0 · · · 0
0 λ2 · · · 0
... 0
. . .
...
0 0 · · · λp

 =


V ar(T1) 0 · · · 0
0 V ar(T2) · · · 0
... 0
. . .
...
0 0 · · · V ar(Tp)

 =
= diag {λ1, · · · , λp} = diag {V ar(T1), · · · , V ar(Tp)} . (2.26)
Since the ordered eigenvalues, λi, are the respective variances of the different compo-
nents, Ti, then trace of matrix Λ is the sum of all the variances:
p∑
i=1
V ar(Ti) =
p∑
i=1
λi = Tr(Λ), (2.27)
which is identical to the total variance the matrix X. In fact, using the cyclic property of
the trace2, we obtain
Tr(Λ) = Tr(ATSA) = Tr(SAAT) = Tr(S) =
p∑
i=1
V ar(Xi). (2.28)
Equation (2.28) states the important result that the sums of the variances of the original
variables is identical to the sum of the variances of the principal components. In addition, the
j−th principal component captures a proportion of the total variance equal to its eigenvalue
normalized over the trace:
proportion(j) =
λj∑p
i=1 λi
, (2.29)
then the first d components capture the following proportion of the total variation:
proportion(≤ d) =
∑d
i=1 λi∑p
i=1 λi
, (2.30)
neglecting a truncation error (d) equal to
(d) =
∑p
i=d+1 λi∑p
i=1 λi

∑d
i=1 λi∑p
i=1 λi
. (2.31)
The truncation parameter d, responsible for the dimension reduction, must be chosen to
obtain a truncation error much smaller then the fraction of retained variance.
2The cyclic property: Tr(ABC) = Tr(BCA) = Tr(CAB).
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Spectral decomposition
Having the set of principal components and their eigenvalues, it is possible to reconstruct
the original predictor X with a sum over weighted orthogonal components. This is called
spectral decomposition or reconstruction of X.
From equation (2.9) we have
S =
1
n− 1XrX
T
r , (2.32)
where Xr ≡ X− µ, and from the definition of the principal components
Sai = λiai. (2.33)
Then, from equation (2.32) it follows that
XrX
T
r ai = (n− 1)λiai. (2.34)
If we multiply both sides times XTr , we obtain
XTr XrX
T
r ai = (n− 1)λiXTr ai. (2.35)
Hence XTr ai is eigenvector of X
T
r Xr with eigenvalue (n− 1)λi. This forms the dual repre-
sentation of the direct principal components problem. In other word this is the solution of
the problem following the by-column approach instead of the by-row one, previously used.
The dual representation is completely equivalent to the direct one. In fact, the number of
degrees of freedom in a linear problem is equal to the number of independent rows, equal
to the rank of the matrix, which is invariant by transposition. Therefore the the subspace
of the solutions and the dimension reduction do not change if we use the by-row approach
instead of the by-column one. Since the covariance, S ∼ XrXTr , is a (p× p) matrix with p
eigenvalues, it is easy to see that the dual representation, XTr Xr, is a (n × n) matrix with
n eigenvalues. The eigenvalues of the direct and dual representations are the “same”. A
min(n, p) number of them share the same value in the two representations, and all the other
ones are zero and nil-potent in the spectral decomposition, as shown later in the text.
We can define the eigenvectors of the dual representation as:
bi = X
T
r ai, (2.36)
but it is better to normalize them
bi =
1√
(n− 1)λi
XTr ai, ⇒ XTr ai = bi
√
(n− 1)λi, (2.37)
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such that the orthonormality is conserved:
bTi bj = δi,j. (2.38)
In particular ai and bi form pairs of singular vectors of the matrix Xr: they are column
and row eigenvectors corresponding to the same eigenvalue (row eigenvalues are the ones
of the dual representation (2.36)). In particular the first pair a1 and b1 (corresponding to
the maximum eigenvalue λ1) maximizes the variance matrix XrX
T
r . In fact, from equation
(2.11) it follows that
V ar(T1) = a
T
1 Sa1 =
1
n− 1 a
T
1 XrX
T
r a1 ∝ aT1 Xrb1. (2.39)
Up to some multiplicative factor, equation (2.39) equals the variance of the first principal
component, which is maximized by the Lagrange multiplier method.
The covariance matrix S = XrX
T
r /(n − 1) is diagonal in the vector space with the
principal components as basis set:
aTi Saj = λiδi,j, ⇒ S = aiλiδi,jaTj =
1
n− 1XrX
T
r . (2.40)
If we multiply both sides of equation (2.37) times aTi and we sum over all the p eigen-
vectors, we obtain
⇒ XTr ai = bi
√
(n− 1)λi ⇒ XTr aiaTi = biaTi
√
(n− 1)λi
⇒
p∑
i=1
XTr aia
T
i =
p∑
i=1
bia
T
i
√
(n− 1)λi. (2.41)
Finally, we get the spectral decomposition:
XTr =
p∑
i=1
bia
T
i
√
(n− 1)λi
=
p∑
i=1
bjiaik
√
(n− 1)λi (in coordinates). (2.42)
Since the eigenvalues λi are in decreasing order, it is possible to choose the truncation error
as quantified by the trace equation (2.31). The spectral decomposition takes the following
form in matrix notation:
XTr =
√
λ1
[
· · · · · ·
· · · · · ·
]
+
√
λ2
[
· · · · · ·
· · · · · ·
]
+
√
λ3
[
· · · · · ·
· · · · · ·
]
+ · · · +O((d)). (2.43)
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2.5.5 Energy correlations with PCA
As described in the previous paragraphs, the Principal Component Analysis allow us to
express the energy vector of an alloy as an expansion in a basis of reduced dimension d,
Ei =
∑d
j=1 αijei + i(d), where i(d) is the error vector for the alloy i. The Principal
Components Analysis consists of finding the proper basis set {ej(d)} that minimizes the
remaining squared error
∑
i 
T
i · i for a given dimension d. These optimum basis vectors
{ej(d)} are the Principal Components, and form a set of orthogonal vectors ordered by the
amount of variation of the original sample they can explain. More intuitively, they are a new
set of axes in the 114 dimensional space, ordered according to the fraction of the data lying
along that axis. As an extreme example, if the energies of all 55 alloys were proportional
each other, then all the alloy vectors would lie along a single line, and the first principal
component would be a subspace that encompassed all the data (d = 1).
0 20 40 60
0
0.05
0.1
0.15
0.2
0.25
# Principal Components
R
M
S 
(eV
/at
om
)
55 alloys
45 alloys
35 alloys
Uncorrelated Energies
Figure 2-8: The RMS error as a function of the number of principal components. The
solid lines show results for the libraries containing 35, 45, and 55 alloys. The dashed line
shows results for the 55 -alloy library where the energies for each alloy have been randomly
permuted.
A Principal Components Analysis of our ab-initio data set (Figure 2-8) shows that
significant dimension reduction is possible in the space of structural energies. The solid
curve, labelled “55 ”, in Figure 2-8 shows the remaining unexplained Root Mean Square
(RMS) error (average error in the 114 structural energies of the 55 alloys), as function of
the number of principal components d. All quantities are given as energy per atom. The
number of relevant dimensions depends on the error one can tolerate. For example, to
describe the energies with a 50 meV RMS error, only 9 dimensions are required, much
less than the original 114 . The implication is that it is possible to perform far fewer than
114 calculations to parameterize the 9 dimensional subspace, and then derive the other 105
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energies through linear relationships given by the Principal Components Analysis.
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Figure 2-9: The RMS error as function of the retained percentage of degrees of freedom. If
a problem requires an accuracy of 30meV/atom, than it is possible to remove ∼ 65% of the
principal components.
Dimension reduction holds only because the energy differences of structures are strongly
correlated between alloys with different chemistry. In fact, if we perform a Principal Com-
ponents Analysis in which the structural energies for each alloy are randomly permuted,
and hence destroy their relations, there is little opportunity for dimension reduction, as
the dashed curve in Figure 2-8 shows. Given an acceptable accuracy, dimension reduction
does not depend on the dimension of the library, once the library is bigger than a certain
size. Figure 2-8 shows the Principal Components Analysis for 35, 45, and 55 alloys. For
subspaces defined by up to ≈ 20 principal components (27 meV RMS accuracy) the variance
is essentially independent of the number of alloys, indicating that the dimension reduction
we obtain can be expected to apply to new alloy systems.
These correlations are further confirmation that the success of heuristic methods is not
accidental, and that with relatively few parameters it can be possible to predict the structure
of a binary alloy. In fact, these correlations can be used to develop an ab-initio-data-mining
algorithm that rapidly searches through the available space of possible structures.
2.6 The prediction
In the previous section, we described the correlation that exists between the columns of the
prediction. These correlations can be used to predict the energy for structures for which no
ab-initio calculations have been performed.
The application to energy prediction is done in the following way. Consider an alloy of
which we know the energy for all structures except one. Without any loss of generality, we
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can consider the problem of a library of energies where we know all the entries except EN,P :
X =


E1,1 E1,2 · · · E1,j · · · E1,p
E2,1 E2,2 · · · E2,j · · · E2,p
· · · · · · · · · · · · · · · · · ·
En−1,1 En−1,2 · · · En−1,j · · · En−1,p
En,1 En,2 · · · En,j · · · ?

 = [X1, X2, · · · , Xp] . (2.44)
Different methods exist to predict the missing energy. We can follow Principal Compo-
nents Regression or the Partial Least Squares approaches.
2.6.1 Principal Components Regression
Our implementation of Principal Components Regression is a direct extension of the Prin-
cipal Components Analysis introduced in the previous sections. Let us consider the ((n −
1)× (p− 1)) sub-matrix of X where all the energies are known:
X? =


E1,1 E1,2 · · · · · · E1,p−1
E2,1 E2,2 · · · · · · E2,p−1
· · · · · · · · · · · · · · ·
En−1,1 En−1,2 · · · · · · En−1,p−1

 = [X?1 , X?2 , · · · , X?p−1] . (2.45)
Then we want to invert the linear problem:
X?b = Y, (2.46)
where Y is the last column of X:
Y =


E1,p
E2,p
· · ·
En−1,p

 . (2.47)
We can consider the sub-matrix X? as a predictor and extract the principal components
T ?j , j = 1, · · · ,min(n− 1, p− 1), which are linear combinations of the predictor columns
T ?j = a1,jX
?
1 + a2,jX
?
2 + · · ·+ ap−1,jX?p−1, (2.48)
and they form a complete orthonormal basis of the vector space of dimension p − 1. (for
zero eigenvalues, we should augment the set of principal components with a basis of the
kernel of the covariance matrix, to achieve completeness). Similarly the last column of the
real predictor Xp = [E1,p, E2,p, · · · , En−1,p] can be projected on such a basis set:
Y = Xp = β1T
?
1 + β2T
?
2 + · · ·+ βp−1T ?p−1, (2.49)
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and if we retain only the first d principal components to achieve dimension reduction, we
obtain:
Y = Xp ≈ β1T ?1 + β2T ?2 + · · ·+ βdT ?d + (d). (2.50)
Such β’s are the components of the vector b in equation (2.46). Therefore we have inverted
the problem (2.46) retaining only d degrees of freedom. In other words, if we define the
(p× p) matrix of normalized eigenvectors by A (columns)3,:
A = [a1, · · · ,ap], (2.51)
and the truncated matrix of d principal components by Td (columns) as:
Td = [T1, · · · , Td], (2.52)
we obtain that the solution of the linear problem (2.46) is
b = X?+dPCY, (2.53)
where X?+dPC is the d-truncated principal components pseudo inverse of X
?: [95]
X?+dPC ≡ A
(
TTd Td
)−1
TTd . (2.54)
It is useful to note that if we were solving the linear problem (2.46) by Inverse Least
Squares (sometimes called Multiple Linear Regression, or MLR), then the least squares
pseudo inverse of X? would be:
X?+MLR ≡
(
X?TX?
)−1
X?T. (2.55)
If all the Principal Components were included in Td then the principal components pseudo
inverse would converge to the least squares pseudo inverse:
lim
d→p
X?+dPC = X
?+
MLR. (2.56)
Finally, we manage to express everything in term of the original columns of the sub-
matrix X?:
Xp ≈ β1(a1,1X?1 + · · ·+ ap−1,1X?p−1) + · · ·+ βd(a1,dX?1 + · · · + ap−1,dX?p−1) + (d) ≈
≈ α1X?1 + α2X?2 + · · ·+ αp−1X?p−1 + (d). (2.57)
In other words, equation (2.57) is a way to express the known part of the last column of the
predictor X, in function of the most important d degrees of freedom (principal components)
generated by all the other columns. If we assume that the addition of an extra row to the
3same as equation (2.25)
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predictor X?, does not change too much the amount of variance described by each principal
component, then we can regress over the parameters α1, · · · , αp−1 to predict the unknown
value of En,p (Principal Components Regression):
Xn,p ≈ α1Xn,1 + α2Xn,2 + · · · + αp−1Xn,p−1 + (d),
En,p ≈ α1En,1 + α2En,2 + · · ·+ αp−1En,p−1 + (d). (2.58)
The prediction of equation (2.58) has an adjustable parameter d which controls the
number of components used in the principal component regression. The optimum value of
d can be extracted from the library, by a cross-validation test. Given a d, every energy is
removed, predicted, and the squared error is summed over all the predictions. Then we
choose d that minimizes the average error.
With our implementation of PCR and a single energy prediction over all the library,
it is possible to achieve an average error of ∼ 50meV/atom with just d ∼ 12 principal
components. The idea described above is straightforward to implement with the PLS-
MATLAB Toolbox [95].
2.6.2 Partial Least Squares
Regressions that are based on Principal Components are very powerful techniques for pre-
dicting energies. Unfortunately such methods might have problems, and even fail, in pres-
ence of collinearities inside the predictor (two columns very similar). As a physical argument,
collinearity could appear when we investigate two alloys where the four individual elements
are in the same columns of the periodic table. In addition, if the column with the energy to
be predicted, is strongly correlated with some columns of the predictor, it would be helpful
to use such correlation to improve the quality of the algorithm. Partial Least Squares is a
technique developed to deal with collinearity problems and to make use of the correlation.
Partial Least Squares (PLS) regression is related to both Principal Components Regres-
sion and Inverse Least Squares (MLR, Multiple Linear Regression). and can be thought of
as being a combination of them.
Partial Least Squares is a quite sophisticate method and it is described in details in
very few references: [98, 99, 100, 101, 102, 103, 104, 105], for instance. To avoid further
proliferation of formalisms and definitions, we follow closely the description and the notation
of PLS of the Vandeginste et-al. book [102].
Introduction
Although our energy prediction problem is univariate (we deal only with one column given
the knowledge of the remaining entire library), it is useful to extend the formalism and to
consider the multivariate generalization of the inversion problem (2.46):
XB = Y, (2.59)
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where X is the predictor matrix, Y is the predicted matrix and B is the loadings matrix.
• Principal Components Regression (PCR). As described in the PCA section
(2.5.4), the Principal Components Regression uses factors (principal components) that
capture the greatest amount of variance of the predictor variables X. Then PCR uses
a subset of such factors (the truncated principal components) to predict the variables
Y. In other words, PCR is basically a fit in a reduced space. The factors Ti are the
ones that maximizes the variance with the proper constraints described before:
max
constraints
[V ar(Ti)] ⇒ Principal Components. (2.60)
• Multiple Linear Regression (MLR or Inverse Least Squares). This is the
classical Inverse Least Squares technique which seeks to find the solution B that best
correlates the predictor variables X with the predicted variables Y. This is done by
Least Squares, where the multidimensional Euclidean distances between the fit and
the predicted variables are minimized.
• Partial Least Squares Regression (PLS). PLS attempts to find factors which
both capture variance and achieve correlation. In fact, PLS attempts to maximize co-
variance between X and Y, and this is the explicit task the algorithm. The algorithm
extracts some factors t,u, called latent variables, that maximizes the covariance:
max
constraints
[Cov(t,u)] ⇒ Latent V ariables, (2.61)
where t and u are related to the eigenvectors generated by two PCA analysis of X
and Y, respectively.
Description of PLS
PLS was introduced in the scientific community as a method to determine correlated com-
ponents of X and Y at the same time. Such components, called latent variables (LV), are
not principal components, but rotation of them following a different optimization criterion
(max(Cov) instead of max(V ar)). Although the latent variables cannot explain the vari-
ance in the most efficient way as the principal components do, they can capture the hidden
and useful correlations between the predictor and the predicted matrices.
The idea of PLS is very simple. Two PCA analysis are computed on X and Y and
their principal components are mixed in such a way to obtain a common set of orthogonal
vectors (latent variables) that optimize the variances of X and Y and capture the covariance
between X and Y. As usual, it is assumed that X and Y have been column-centered
removing the mean vectors. The most intuitive algorithm to implement PLS, is called
NIPALS, and basically, it is an iterative sequence to find singular vectors, similar to the
Lanczos algorithm [107, 118].
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Lanczos algorithm
Given a matrix X with real eigenvalues, the Lanczos algorithm is a simple method to
obtain the eigenvector r1 with the largest eigenvalue λ1 [107, 118] (one of the many Lanczos
algorithms). From a starting vector w0 with random components, the algorithm follows the
iteration:
wi+1 ≡ norm(Xwi) = Xwi
/√
(Xwi)T(Xwi) . (2.62)
In other words, the direction of vector wi is modified by the matrix X to approach the
direction of r1. The normalization is necessary to prevent the divergence of the algorithm.
In fact, if w0 contains a component of w0, (w0 6⊥ r1), then the algorithm converges properly:
w0 → w1 → · · · → w∞ = r1. (2.63)
In the next sections we use this iterative algorithm to find eigenvectors of matrices and their
transposed (eigenvectors per column and row).
w w
X
iterative converging scheme
Figure 2-10: Iterative scheme converging to the eigenvector r1 with the largest eigenvalue
λ1: w0 → w1 → · · · → w∞ = r1.
Two independent PCA problems
The problem we want to solve is to obtain the singular vectors (eigenvectors per column
and row) of X and Y, and then implement two PCA decomposition. For such purpose we
use the Lanczos algorithm summarized above.
Let us consider the two PCA problems: the eigenproblem of X:
t = Xw (2.64)
w = norm(XTt), ⇒ wTw = 1, (2.65)
and the eigenproblem of Y:
u = Yq (2.66)
q = norm(YTu), ⇒ qTq = 1. (2.67)
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singular vectors decomposition
q
uY
Figure 2-11: Two independent PCA analysis, w(i) → t → w(i+1) and q(i) → u → q(i+1),
generate the singular vectors decompositions of X and Y.
The vector t, called score vector, contains the regression coefficients of the rows of
X regressed on w. At the same time, w contains the regression coefficients obtained by
regressing the columns of X on the vector t. The vector w is normalized. The same
construction holds for u and q with matrix Y.
Dominant and singular eigenvectors
If t is defined from w, and w is defined from t, the solution of the problem can be obtained
by iteration: equation (2.64) substituted in (2.65) gives
w(i+1) = norm(X
TXw(i)),
which converges4 to w ≡ w(∞). Hence, the vector w is the eigenvector of XTX with the
largest positive eigenvalue5. At the same time, t converges to the eigenvector of the dual
problem XXT with the largest positive eigenvalue. Since the direct problem, XTX, and
the dual problem, XXT, are transposes of each other (both square matrices), their diagonal
form is identical and they have the same eigenvalues. Note that w and t are the row and
column eigenvectors of X, respectively. Hence, the eigenvectors w and (normalized) t are
the dominant ones, and they form the first pair of singular vectors of X. They are called
singular because they are row and column eigenvectors related to the same eigenvalue.
The same construction works for Y, and we can conclude that the eigenvectors q and
(normalized) u are the dominant eigenvectors of YTY and YYT, respectively, and they
form the first pair of singular vectors of Y.
4The convergence to the eigenvector with largest positive eigenvalue is assured by the normalization, in
the same way of the Lanczos algorithm [107].
5All eigenvalues are non negative since XTX is semi-positive
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Residual Matrices
Once this first two pairs of singular vectors are extracted (t1 ≡ t, w1 ≡ w, u1 ≡ u, q1 ≡ q),
their contribution is removed from X and Y and the residual matrices are obtained:
X(= E0) = t1w
T
1 + E1, (2.68)
Y(= F0) = u1q
T
1 + F1. (2.69)
We can iterate and apply the same construction to E1 and F1 and obtain the second two
pairs of singular vectors (t2, w2, u2, q2), and so on, until the starting matrices X and Y
are depleted.
However this process generates two independent PCA problems and maximizes the
variances of X and Y, independently. These two independent maximizations neglect any
description of the cross-correlation between X and Y. Therefore some sort of mixing must
be implemented to capture cross-correlation. Such mixing is constructed by intersecting the
eigenvectors of X and Y as described in the following section.
Intersecting PCA problems
The idea of PLS is the following. Instead of calculating the iterative scheme as
w(i+1)
(
t(w(i))
) ⇔ w(i) → t→ w(i+1)
(equations (2.64) and (2.65)), and
q(i+1)
(
u(q(i))
) ⇔ q(i) → u → q(i+1)
(equations (2.66) and (2.67)), the two iterative sequences should be intersected by mixing
their degrees of freedom as
w(i+1)
(
u
(
q
(
t
(
w(i)
)))) ⇔ w(i) → t→ q→ u → w(i+1)
This can be obtained with the following scheme:
t = Xw
w = norm(XTu), (u instead of t) (2.70)
u = Yq
q = norm(YTt), (t instead of u) (2.71)
Watch carefully: equations (2.70)-(2.71) have opposite roles of t and u respect to equa-
tions (2.65)-(2.67). The other two equations are identical to (2.64) and (2.66). This is the
trick PLS uses to mix the degrees of freedom.
The starting point of the iterative process is some column of Y, however, if the column
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Partial Least Squares
w
tX
Y
q
u
Figure 2-12: Two intersecting singular vectors problems, w(i) → t → q → u → w(i+1),
generate the common latent variables able to capture the covariance between X and Y.
with largest variance is chosen then the convergence is faster [95]. The scheme converges to
w(1) → · · · → w(i) → · · · → w(∞) ≡ w:
w = norm
(
XTu
)
= norm
(
XTYq
)
=
= norm
(
XTYYTt
)
= norm(XTYYTXw). (2.72)
From equation (2.72), we conclude that w is an eigenvector of XTYYTX, and that, simi-
larly, q is an eigenvector of YTXXTY. Furthermore, each of the two matrices,
XTYYTX = (XTY)(XTY)T (2.73)
YTXXTY = (XTY)T(XTY) (2.74)
is the transposed of the other and they share a common pair of singular vectors w and q.
Maximization of the covariance
The second equation, (2.74), is (n − 1) times the covariance of (XTY). In other words,
equation (2.72) says that the vectors w and q are the first pair of singular vectors of the
covariance matrix XTY. As we have shown in the section about the spectral decomposition
with principal components, in particular in equation (2.39), the first pair of singular vectors
maximizes the variance of the first principal component6. Hence the first pair of singular
vectors maximizes the covariance between the predictor variables X and the predicted
variables Y:
wT(XTY)q = (Xw)T(Yq) = tTu. (2.75)
6Here the covariance matrix XXT of equation (2.39) is substituted with XTY
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To conclude, the two vectors t = Xw and u = Yq do not generate the first principal
component but the first latent variable. This is the most important interpretation of the
PLS factors: t = Xw and u = Yq are chosen to maximize their covariance Cov(t,u), as
mentioned in the introduction, equation (2.61) [103, 104, 105].
Covariance maximization criterion
Let us focus on the meaning of the covariance maximization criterion. By definition of the
correlation ρ(t,u), the covariance Cov(t,u) can be written as (V ar = σ2)
Cov(t,u) = σ(t)σ(u) ρ(t,u), ⇒ Cov2(t,u) = V ar(t)V ar(u) ρ2(t,u). (2.76)
Then PLS promotes latent variables (degrees of freedom) that have appreciable variance
over X, V ar(t), have appreciable variance over Y, V ar(u), and have the maximum possible
correlation ρ(t,u)).
As mentioned briefly in the introduction, Inverse Least Squares (MLR, Multiple Linear
Regression) gives more importance to the correlation term ρ(t,u), while Principal Compo-
nent Regression gives more importance to the term V ar(t) neglecting the other two. Partial
Least Squares is an even compromise between the two other methods, giving to covariance
the same weight as the two variances.
Residual Matrices
Up to this stage of the method, the predictor and predicted matrices, X and Y, play
equivalent roles. The difference is in the construction of the residual matrices E1 and F1.
In PLS the first factor t1 of X is used as a to fit both the X and Y, matrices:
X(= E0) = t1p
T
1 + E1, (2.77)
Y(= F0) = t1c
T
1 + F1, (2.78)
by regression with the loading vectors p1 and c1. Vectors p1 and c1 contain the coefficients of
the independent regressions of the columns of X and Y on t1, respectively (scalar products):
p1 ≡ E
T
0 t1
tT1 t1
, c1 ≡ F
T
0 t1
tT1 t1
. (2.79)
Then the residual matrices E1 and F1 become:
E1 ≡ E0 − t1pT1 = E0 − t1
tT1 E0
tT1 t1
=
(
1− t1 t
T
1 ·
tT1 t1
)
E0, (2.80)
F1 ≡ F0 − t1cT1 = F0 − t1
tT1 F0
tT1 t1
=
(
1− t1 t
T
1 ·
tT1 t1
)
F0. (2.81)
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At this point, following the same scheme of equations (2.70) to (2.72), we proceed to get the
second pair of singular vectors that maximize the covariance between the residual matrices
E1 and F1:
wT2 (E
T
1 F1)q2 = (E1w2)
T(F1q2) = t
T
2 u2. (2.82)
Once t2 is available, E1 and F1 are regressed on t2 generating new matrices E2 and F2, and
the process is iterated again. The extraction of latent variables terminates when the matrix
X has been depleted. This occurs for a number of factors t1, · · · , tmax equals to the rank ρ
of X ≤ min(n− 1, p). In summary, the PLS latent variables extraction iterative algorithm
is
(X,Y) ≡ (E0,F0) → t1 → (E1,F1) → t2 → (E2,F2) → t3 → · · · → tρ.
If we consider the formal solution to the linear problem (2.59), it can be shown that the
PLS forms a the matrix inverse defined as:
X+dPLS = Wd
(
PTd Wd
)−1(
TTd Td
)−1
TTd , (2.83)
where Wd,Pd, and Td are the proper truncated version of the matrices
Td = [t1, · · · , td], Pd = [p1, · · · ,pd], Wd = [w1, · · · ,wd]. (2.84)
As for PCR, such a full-rank PLS model is equivalent with multivariate regression (inverse
least squares) pseudo inverse of the original X matrix:
lim
d→p
X+dPLS = X
+
MLR. (2.85)
The strength of PLS is its speed: the algorithm is fast because it involves simple matrix
additions and multiplications, and no matrix eigenvalues analysis.
How many factors are necessary ? The right number of latent variables can decided with
a cross-validation test as we have seen in the PCR section. Anyway, we should remember
that smaller is the number d and more dimension reduction can be achieved.
Implementation of PLS
The algorithm described before is called NIPALS-PLS hand it was the first algorithm devel-
oped for Partial Least Squares Regression [98, 99, 100, 101, 102]. SIMPLS-PLS, developed
by de Jong in 1993 [108] is another algorithm for calculating PLS models. It relies on or-
thogonalization of a Krylof sequence to calculate the PLS weights, with is very non-intuitive
by extremely fast. It gives the same results as NIPALS for univariate Y but a slightly dif-
ferent solution for multivariate Y. There is some evidence that SIMPLS solution is a little
better to the NIPALS solution because SIMPLS maximizes the covariance criterion directly,
instead of iterating equations (2.70) to (2.72) as NIPALS does. However, since our energy
prediction is univariate, the choice between NIPALS and SIMPLS is irrelevant. We opt for
SIMPLS for its superior speed.
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Energy prediction with SIMPLS-PLS
For our energy prediction, let us consider an alloy of which we know all the energies except
one. Without any loss of generality, we can consider the problem of a library of energies
where we know all the entries except EN,P , and we take the (n− 1× p− 1) sub-matrix of
X where all the energies are known:
X? =


E1,1 E1,2 · · · · · · E1,p−1
E2,1 E2,2 · · · · · · E2,p−1
· · · · · · · · · · · · · · ·
En−1,1 En−1,2 · · · · · · En−1,p−1

 = [X?1 , X?2 , · · · , X?p−1] . (2.86)
Then we want to invert the linear problem:
X?b = Y, (2.87)
where Y is the last column of X (equation (2.44):
Y =


E1,p
E2,p
· · ·
En−1,p

 . (2.88)
The matrix X? and the vector Y are mean centered (mean removed by column).
We can consider the multivariate sub-matrix X? as the predictor variables and Y as the
predicted variables. Then we use the SIMPLS-PLS algorithm to obtain the d number of
latent variables, loadings, and weights:
Td = [t1, · · · , td], Pd = [p1, · · · ,pd], Wd = [w1, · · · ,wd]. (2.89)
and we build the PLS pseudo inverse matrix
X?+dPLS = Wd
(
PTd Wd
)−1(
TTd Td
)−1
TTd . (2.90)
The pseudo inverse allows us to get the vector b of coefficients:
b = X?+dPLSY. (2.91)
With such coefficients we predict the unknown energy as
Xn,p ≈ b1Xn,1 + b2Xn,2 + · · ·+ bp−1Xn,p−1 + (d),
En,p ≈ b1En,1 + b2En,2 + · · · + bp−1En,p−1 + (d). (2.92)
71
In summary, we have:
En,p ≈ [En,1, · · · , En,p−1]
(
Wd
(
PTd Wd
)−1(
TTd Td
)−1
TTd Y
)
+ (d); (2.93)
and the value of En,p is mean centered as Y , so it is necessary to add the mean < Y > to
get the final correct prediction.
Unfortunately, we are not aware of any analytical expression of the truncation error
(d)l, but we think that it has similar value to the PCR one.
The prediction of equation (2.92) contains an adjustable number d of latent variables.
The optimum value of d can be extracted from the library, by a cross validation test.
Given a d, every energy is removed, predicted, and the error is square summed over all the
predictions. Then we vary d to minimize the average error. We obtain a similar average cross
validation error than the PCR test but with less latent variables than principal components
(in average 2/3). This is a proof of the collinearities and of the useful role of the correlation.
The number doptimum is optimized every time we do a prediction.
The implementation of the various ideas described above, are very simple with the help
of PLS-MATLAB Toolbox [95].
2.7 The DMQC iterative scheme
Now we have described all the tools necessary for the DMQC project.
Given a library of Na alloys, Ns structures, and a new alloy where the first n energies
have been calculated, we predict the energy for structure i > n of the new alloy as follows.
Define X as the (n,Na) matrix of energies for structures {1 . . . n} in the library. Define y as
the n−component vector of known energies for the new alloy and X′ as the Na component
vector of energies for structure i for all alloys in the library. The scalar y ′ represents the
unknown energy of structure i for the new alloy.
As described in the the section (2.6.2), we regress y on X using the Partial Least Squares
method introduced in great detain in section (2.6.2). In particular, we use the SIMPLS
algorithm [108] which is robust and reliable [95]. The resulting regression coefficients are
used to predict y′ from X′. This is done for every structure of the new alloy for which the
energy has not yet been calculated.
Let consider a new alloy AB not present in the library. The ground states are found
through an iterative scheme, that we call DMQC iterative scheme. At each step, the PLS
regression is used to find the most probable ground state, which is then calculated with
quantum mechanics and added to the data. The algorithm is started with only the pure
element energies for the two elements of the alloy in the bcc, fcc, and hcp structures, and
then proceeds as described in the following steps.
2.7.1 Step 1: prediction
We know the values of some energies:
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• if this is the beginning of the cycle, we know only the pure elements,
• otherwise we know also the energies predicted during the previous cycles.
With the available know energies, the Partial Least Squares regression algorithm is used
to predict all unknown structural energies in the system AB. The optimum number
of latent variables (LV) that are retained, is calculated at each step, using a cross-validation
(CV) technique. The technique consists of removing one random know energy on AB and
try to predict it with the rest of the library, then choose the number of latent variables that
minimizes the predicting error. Finally, the optimum number of latent variables is found
by averaging over all the possible removed energies. For a small number of known energies,
the optimum quantity of LVs is always less or equal to the number of known energies. If
several energies are known, we found that the optimum quantity of LVs7 is between 5 and
15.
If the new alloy AB is strongly correlated to some other alloy in the library (for instance,
Pt-Pd, and Ru-Rh are pairs of elements with similar miscibilities properties), then the
optimum number of LV decrease drastically (as predicted by the PLS theory). The user
might use such phenomenon as a suggestion to pre-cluster part of the library.
A-posteriori, we found that for early iterations (I < Iclustering = 10) the RMS error can
be reduced by pre-clustering the library into ordering and phase-separating systems and
regressing only within the library sub-cluster in which the system is predicted to fall. Phys-
ically, this means that for early stage of the iterative procedure, new alloys regress better
with similar alloys than with the complete library. The number of iterations Iclustering = 10
has been found by optimization of the algorithm.
7for a library of 114 structures and 55 alloys.
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2.7.2 Step 2: suggestion
With the available calculated energies we determine the ground-state energy versus compo-
sition curve (convex-hull) as shown in figure (2-13). The ab-initio energies are represented
as blue crosses, while the data-mined (predicted) energies are represented as red circles. To
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Figure 2-13: Typical calculated-predicted ground states convex hull. The blue crosses (+)
represent the ab-initio energies, while the red circles (◦) are the data-mined (predicted)
energies.
choose the candidate structure to run, we define three distinct cases.
Case I.
The structure with predicted energy farthest below the convex hull of calculated energies
is promoted as candidate structure, as show in figure (2-14).
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Figure 2-14: Case I. If it exists, the candidate is the structure with predicted energy farthest
below the convex hull of calculated energies.
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Case II.
If no structure breaks the hull, the predicted structure closest to the convex hull, as shown
in figure (2-15) (the distance with the convex hull is the vertical distance, at constant
concentration).
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Figure 2-15: Case II. If it exists, the candidate is the predicted structure closest to the
convex hull.
Case III.
For early iterations (I < Ifrequent = 13 in Figure 2), if no such structures can be found
within 80 meV/atom of the ground state hull, we consider the prediction to have failed in
this step, and instead add the most frequent and not yet calculated ground state structure of
the database. This happens frequently where there are very few available (known) energies
for a good PLS fit, and the prediction can have errors of several hundreds meV/atom ! The
number of iterations Ifrequent = 13 has been found by optimization of the algorithm, and
80 meV/atom is our a-priori RMS error of the PLS prediction [95].
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Figure 2-16: Case II. No predicted structures can be found within 80 meV/atom of the
ground state hull, then the candidate is the most frequent and not yet calculated ground
state structure of the database.
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2.7.3 Step 3: calculation
The candidate suggested structure is then calculated with Quantum Mechanics, with the
ab-initio program VASP, as accurately described in the appendix (B). The ab-initio energy
is transformed in formation energy with respect to the most stable structure of the pure
elements, and finally added to the list. In “graphic words”, one of the red circles of figures
(2-13)-(2-14)- (2-15)-(2-16) becomes a blue cross.
2.7.4 Step 3b: how good is the iteration ?
(the scoring process)
The accuracy of a prediction is defined by a process called scoring process. At each iteration,
we have a set of calculated energies and a set of predicted energies. Only the energies of the
calculated structures are used to generate the convex hull of that particular iteration. The
score is defined as the ratio of the number of correct calculated ground states structures
versus the total number of ground states in the final-correct convex hull:
score (iteration) ≡ number of correct calculated ground states
total number of ground states
. (2.94)
Although this definition seems straightforward, it hides two insidious concepts.
• I. The final-correct convex hull is the convex hull that we generate after calculating
all the 114 structures. During the various iterations, such convex-hull is unknown,
then the score can be calculated only after all the iterations are finished. To test the
quality of the DMQC method, we need to implement a cross validation scheme. It
is necessary to build all the library, remove one alloy, and try to predict such alloy
with the rest of the library. At each iteration we have a set of calculated energies, and
since we know all the other energies (because we did all the calculations before), we
can produce the score which is the accuracy of the particular iteration. Finally, by
averaging over all the possible removed alloys, we obtain the accuracy of the DMQC
method.
In other words, the presented accuracies are a-posteriori accuracies.
A different problem is the prediction of a new system never included in the library,
and then without cross-validation. In this case we consider the a-posteriori accuracy
of the library equal to the a-priori accuracy that we can estimate for the new system.
Although the a-posteriori and a-priori accuracies have different values, it is clear that
they tend to converge to the same number once the library gets bigger, including
many different systems.
• II. During the calculation of the energies some structures relax to different geometries.
In such cases, the structures that are compared against the final and correct ground-
states are the relaxed ones. For instance, if B2 is the ground state at composition 50%
of alloy AB and if the “candidate” suggested for the calculation is L10 but it relaxes
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to B2, then the prediction is considered to be correct and counted as a successful term
in the computation of the score.
2.7.5 Iteration: cycle
The entire process (prediction ⇒ suggestion ⇒ calculation) is iterated until all the structures
of alloy AB are calculated. With each step, more energetic information for the new alloy is
incorporated and a better prediction of the ground state can be expected. However, there
is no need to calculate all the structures, and the process can be stopped much before its
completion.
At this point the obvious question is: when is the proper time to stop the process? The
answer depends on which alloy property the user is interested to describe. For example, an
entire cycle, until convergence, is described in appendix (C). In the following sections, the
DMQC method gives some answers to that question.
2.8 Results of the method
Any structure in the library can be predicted and there are no preconceived biases as to the
symmetry or underlying super-lattice of the structure as is the case for methods that work
with lattice model approaches [71, 72, 73, 74, 75, 76].
For example,in the Ti-Pt alloy, our method correctly finds the A15 [122, 109] structure to
be a ground state for Ti3Pt after only 20 steps in the algorithm, even though this structure
is not a superstructure of fcc (the structure of Pt) or hcp (the structure of Ti), and is
therefore not an obvious structure to investigate for this system.
2.8.1 Problem: Compound Forming Alloys
To study in a more statistically significant way how this iterative scheme converges we
tested how well the library minus one alloy can perform predictions on the alloy left out. A
key property is whether the alloy is immiscible (no ordered compounds) or has intermediate
compounds (compound-forming). Empirical schemes like the one developed by Miedema
[59] have been particularly successful in classifying this difference. We find that DMQC
can predict whether an alloy excluded from the library is compound-forming with 95%,
98%, and 100% accuracy using 3, 6, and 13 calculations, respectively. Note that here and
below, we do not count the initial pure element calculations, since these are only performed
once for each element. For comparison, if one randomly picked trial structures from the
list of 114 structures, predictions with 95%, 98%, and 100% accuracy require 7, 21, and 98
calculations, respectively. The DMQC method performs extremely well, far better than a
naive random choice of structures, and gives almost perfect prediction with a small amount
of computation.
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2.8.2 Problem: Stable Crystal Structures Prediction
A more stringent evaluation is whether the correct stable crystal structures are predicted
for the system left out. Figure 2-17 (solid line) shows the number of calculations required as
a function of the percentage of ground states predicted correctly (averaged over all alloys).
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Figure 2-17: Number of calculations as a function of the percentage of ground states pre-
dicted correctly, with the DMQC method (solid line) and with random structure selection
(dashed line). Ninety percent accuracy can be achieved with DMQC with 26 calculations,
much less than the 98 calculations necessary for random structure selection.
For our purpose, “correct” is what would be obtained from the direct quantum me-
chanical calculations on all 114 structures. Ninety percent accuracy can be achieved with
less than 26 calculations for an alloy. To achieve the same confidence level with random
structure selection (dashed line) one needs to calculate almost the complete database (98
calculations).
New predictions
Even though it is generally believed that the binary alloys are well characterized experi-
mentally, our approach can be used to quickly predict previously unknown stable structures
in some systems. For example, with only 26 calculations we predict Ag3Cd and Ag2Cd
respectively to have the DO24 and C37 structure. In addition, we predict the previously
unidentified structure for CdZr3 to be A15 (Cr3Si-type). This prediction takes only 21 iter-
ations and is particularly interesting since A15 does not share the hcp parent lattice of Cd
and Zr. These predictions are confirmed by calculation of all the structures in the library.
A more detailed analysis of the predictions made from our database in a large number of
systems is reported in Chapter (4).
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2.9 Extension and efficiency of the library
More structures will need to be added to the library to give the method better applicability
to many unknown systems. It is therefore important to assess how the number of required
calculations scales with the number of structures in the library. This scaling is shown in
Figure (2-18) for various required confidence levels. As the library grows, more calculations
are needed to select between the increasing number of possibilities. Fortunately, the number
of calculations increases less than linearly with the number of structures in the database,
demonstrating that efficiency increases as the library grows.
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Figure 2-18: The average number of calculations needed to obtain a given accuracy of
predicted crystal structures, as a function of the number of structures in the library. Results
are given for 80%, 85%, 90%, and 95% accuracies. The number of calculations increases less
than linearly with the number of structures in the database, demonstrating that efficiency
increases as the library grows.
Figure (2-18) can be transformed, and better understood, by defining the efficiency of
DMQC method as
η (accuracy) ≡ 1− # of calculations (accuracy)
# structures in the library
(2.95)
Then we plot η in Figure (2-19), for four different accuracies 80%, 85%, 90%, and 95%.
In all the cases η increases, showing that the prediction power and accuracy of the library
growths as the library increases in size. In other words, we can state that a larger library
predicts more structures in a better way.
The increasing trend of η must reach an asymptotic or maximum value, since it cannot
be larger than 1. However, so far, we were not be able to find such maximum ηmax. Hence,
we conclude that the prediction limits of the library are far to be reached.
79
40 60 80 100 120
0.6
0.7
0.8
0.9
# structures in the library
η 
e
ffi
cie
nc
y
95%
90%
85%
80%
Figure 2-19: Efficiency η of the DMQC method, for 80%, 85%, 90%, and 95% accuracy. A
larger library predicts more structures in a better way
2.10 Limitations
Our current DMQC approach has the limitation that structure types must already be in
the database to be predicted. However a concerted effort to develop a public database,
analogous to those used in biology, may make this limitation less important. Our work has
also focussed on a simple test library of binary alloys. The real payoff will come with the
inclusion of multicomponent systems, where fewer than 10% of all intermetallic systems
have been characterized [60, 67]. A library of ternary structures can be integrated with
the binary libraries and extensions of the formalism are not required, besides adding an
extra composition variable. Although the data mining methods discussed here are centered
around dimension reduction and linear correlation approaches, including nonlinear methods
(e.g., neural nets, clustering, learning machines, etc.) will certainly be more effective in
extracting information from the library. For example, problems associated with using a
single set of regression coefficients for the whole heterogeneous data set can be avoided by
pre-clustering the data and using linear regression only within each cluster.
2.11 Conclusions
In summary, by data mining quantum mechanical calculations (DMQC) we have established
that there exist significant correlations among ab-initio energies of different structures in dif-
ferent materials. The correlations we found can be seen as a formal extension of the heuristic
structure-properties selection rules that have been established in the past on the basis of
large amounts of experimental structure information [67, 68, 69]. Our approach differs from
the previous classifications in that we correlate on calculated information (structural ener-
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gies in our particular example), and hence our description can be used when there is limited
experimental data, and can be extended to arbitrary accuracy.
The data-mined correlations form the basis for an efficient algorithm for structure predic-
tion which has all the capacities of ab-initio energy methods, but extracts information from
previous calculations on other systems in order to efficiently propose candidate structures.
Because structures are not found through optimization of some physical variable space (e.g.
atomic coordinates), it has none of the problems with time-scale and equilibration com-
mon to other approaches. We believe that the integration of data mining techniques with
ab-initio methods is a promising development towards the practical prediction of crystal
structure.
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2.12 Extension of the results to a larger library
The results described so far have been calculated with a library of 55 alloys and 114 structure
prototypes [77]. Recently, the library has grown considerably, therefore we need to calcu-
late and show updated results. The current available library contains 82 alloys and 154
structures (12628 calculations).
2.12.1 Energy correlations with PCA
Extension of section (2.5.5).
A Principal Components Analysis of the larger library (figure 2-20) shows that significant
dimension reduction is possible in the space of structural energies. The solid curve, labelled
“82”, in figure (2-20) shows the remaining unexplained Root Mean Square (RMS) error
(average error in the 154 structural energies of the 82 alloys), as function of the number
of principal components d. All quantities are given as energy per atom. The number of
relevant dimensions depends on the error one can tolerate.
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Figure 2-20: The RMS error as a function of the number of principal components. The
solid lines show results for the libraries containing 35, 45, 55, 65, 75 and 82 alloys. The
dashed line shows results for the 82-alloy library where the energies for each alloy have been
randomly permuted.
Figure (2-20) follows the same trend of figure (2-8). For example, to describe the energies
with a 50 meV RMS error, only 18 dimensions are required, much less than the original 154
structures. For a larger library the number of dimensions, necessary to approximate the
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data with the same RMS error, is increased with respect to the small library (18 instead of
9). This effect is due by the increased number of structure prototypes.
2.12.2 Problem: Compound Forming Alloys
Extension of section (2.8.1).
The DMQC method applied to the larger library can predict whether an alloy excluded
from the library is compound-forming with 95%, 98%, and 100% accuracy using 3, 7, and
53 calculations, respectively. Note that here and below, we do not count the initial pure
element calculations, since these are only performed once for each element. For comparison,
if one randomly picked trial structures from the list of 114 structures, predictions with
95%, 98%, and 100% accuracy require 8, 27, and 77 calculations, respectively. There is
considerable gain if we are interested in small accuracies ≤ 95%.
2.12.3 Problem: Stable Crystal Structures Prediction
Extension of section (2.8.2).
Figure (2-21) (solid line) shows the number of calculations required as a function of the
percentage of ground states predicted correctly (averaged over all alloys).
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Figure 2-21: Library with 82 alloys and 154 structures: number of calculations as a function
of the percentage of ground states predicted correctly, with the DMQC method (solid line)
and with random structure selection (dashed line). Ninety percent accuracy can be achieved
with DMQC with 45 calculations, quite less than the 113 calculations necessary for random
structure selection.
Ninety percent accuracy can be achieved with roughly 45 calculations for an alloy. To
achieve the same confidence level with random structure selection (dashed line) one needs
to calculate almost the complete database (113 calculations). The gain is considerable, but
is not as good as for the smaller library of section (2.8.2).
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2.12.4 Extension and efficiency of the library
Extension of section (2.9).
This scaling is shown in Figure (2-22) for various required confidence levels.
40 60 80 100 120 140 160
0
20
40
60
# structures in the library
# 
of
 c
al
cu
la
tio
ns
 95%
90%
85%
80%
Figure 2-22: Library with 82 alloys and 154 structures: the average number of calculations
needed to obtain a given accuracy of predicted crystal structures, as a function of the number
of structures in the library. Results are given for 80%, 85%, 90%, and 95% accuracies.
The slopes of the curves are similar to the ones of section (2.9). This is a little dis-
appointing because we believed that by increasing the number of structure prototypes we
would have reached the “plateau” of the curves. However, this library has a larger numbers
of alloys, therefore the comparison between figures (2-18) and (2-22), is not appropriate.
Considering this effect, we believe that the presence of the “plateau” on the curves is
not due by the sizes of the library but by the ratio between the sizes. In fact, the original
library was 115 structures / 55 alloys ≈ 2.1, while the larger one is 154 structures / 82
alloys ≈ 1.9, which is close to 2.1, within ≈ 10% difference. Therefore we think that the
slope of the confidences curves in figure (2-22), is driven by such ratio.
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2.13 Future developments
Future developments of the DMQC methods are necessary to overcome the limitations
and to extend the formalism to ternary systems. In particular, we consider the following
arguments as good starting point of interesting developments.
2.13.1 Better Data-mining methods
In this field, the most obvious extension to DMQC is to implement more precise and reliable
data-mining techniques. Some of such methods are listed in section (2.3.1).
2.13.2 Genetic algorithms for structure mutations
One of the ways to overcome the limitation that structures must be in the database to be
predicted, is using genetic algorithms to “mutate” them in such a way to generate new
prototypes. The “mutation” should happen only in particular circumstances, for instance,
when the data-mining algorithm has found a local minimum of energy and tries to modify
such minimum to achieve a better (smaller) formation energy.
There are a lot of methods to mutate structures, and the concepts of local atomic
environments (AE) can be extremely useful [67, 115, 116]. Given an atom in a structure,
the atomic environment is the set of all surrounding atoms until a certain cutoff range, which
is chosen to be the distance of maximum gap in the histogram of all inter-atomic distances
from the starting atom. This definition was given by Brunner and Schwarzenback during
1971 [110]. For the case where no clear gap is achievable, there are other slightly modified
rules [111]. Local environments have been calculated and tabulated in books [112] and in
databases [113]. The 14 most frequently occurring atomic environments for intermetallics
are shown in figure (2-23).
As atomic environments can be considered as building bricks, every structure prototype
is composed by several AEs. To achieve a genetic mutation, the data-mining algorithm could
consider all the atomic environments of the structures of similar energy, and by mixing them,
generate different prototypes to calculate and search more negative formation energies. To
implement such mutation, the user should construct a tool that calculates the AEs for
generic structures, mixes the AEs between structures, and generates prototypes that can
be real periodic crystals ! In fact, not all the random combinations of AEs generate true
crystal. It might be possible to obtain quasi-crystals or long-range structures. Although
not trivial, we feel 8 that this project it is possible to undertake.
2.13.3 Cluster expansion on subsets of prototypes
The usual cluster expansion method [1, 2] can be easily implemented in the FCC, BCC, and
HCP subsets of prototypes. In such a way, the method can predict structural energies of
8SC is exhausted, and does not feel anymore !
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Figure 2-23: The 14 most frequently occurring atomic environment types. For example, in
the B2-CsCl structure, both Cesium and Chlorine atoms have the 8-a cube environment.
Reproduced from Villars [114].
prototypes not present in the library, and this would represent an easy shortcut to genetic
mutation. However, the construction works only in super-structures of the original parent
lattices, then the prediction would be possible only for the three lattices mentioned above.
2.13.4 Ternary pseudo-binary systems
An extension of the binary approach, which does not need need much theoretical develop-
ment, is the investigation of ternary pseudo-binary systems. In inorganic chemistry there
are several classes of compounds AaBbC, where the C symbol can be an element, as Oxygen
in Perovskite, or a common root, as SiO4 in Olivines. The idea is that by fixing the element
C, we can calculate many possible structure configurations of AaBbC and generate a data-
mining technique to predict the energies of all the other structures, without calculating
them. This project should be even easier than the binary intermetallics, since there are
as not as many different pseudo binary structures than the several hundreds intermetallic
binaries.
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2.13.5 Other Properties instead of formation energies
If the user is not interested in the phase stability (formation energies), but in some other
material property, then the DMQC method can be easily adapted. The user is required to
generate a library of structure-properties and then use the data-mining technique to extract
information.
Let consider the following example. An user is interested in designing a semiconductor
material to generate Light Emitting Diodes with, let‘s say, purple light. Then the user
can create a library of structure/band-gaps with a reliable and fast ab-initio algorithm
(if available), for a multitude of different semiconductor alloys. Finally, by data-mining,
the user can search for the proper alloy, composition and structure to seek for the purple
light. Similar argument can be considered for the transition temperature of low temperature
superconductors, or for optical, mechanical, or diffusion properties.
2.13.6 Order of importance of the future developments
Based on the estimated different difficulties of the projects and on the availability of in-
formation (library), it is opinion of the authors that the order of importance of future
development is (in descending order of importance):
• cluster expansion on subsets of prototypes (works with the current library).
• genetic algorithms for structure mutations (works with the current library).
• better data-mining methods (works with the current library).
• ternary pseudo-binary systems (requires new library).
• other properties instead of formation energies (might require new library).
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Chapter 3
Methods for crystal structure
prediction: data mining of
quantum calculations II
In the previous chapter we have introduced the problem of phase stability prediction in
alloys, and we have described the results that can be obtained using the Partial Least
Square (PLS) approach. In this chapter we analyze attempts to adapt other data-mining
methods and try to understand the pros and cons of each approach.
3.1 Non linear Partial Least Square: PolyPLS
As we have shown in the previous chapter, the PLS algorithm is quite powerful for predicting
the energy of alloy structures. However, PLS is based on the assumption that the relations
between energies are linear as described in section (2.5).
As PLS is a linear regression method, its natural extension is a polynomial expansion
of the latent variables (degrees of freedom) as described in the reference [96, 97]. The
new algorithm is called PolyPLS and can capture the non-linear (at least polynomial)
relations between energies. PolyPLS is a fairly simple extension of PLS: it calculates the
latent variables from the predictor X (the set of known energies, as defined in the previous
chapter) and in the same way of linear PLS, then constructs a polynomial of the covariance,
so that the vector Y (predicted energies) is a polynomial function of the X latent variables
This is about the easiest version of non-linear PLS we can get.
In other words, the linear equation (2.92) of the PLS prediction:
En,p ≈ b1En,1 + b2En,2 + · · ·+ bp−1En,p−1
becomes a m-order polynomial fit:
En,p ≈ b1(En,1)m + b2(En,2)m + · · ·+ bp−1(En,p−1)m. (3.1)
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Figure 3-1: PolyPLS algorithm: comparison between accuracy for different order n of the
polynomial of the latent variable regression. The continuous line represent PLS. Red, green,
blue, magenta and pink lines represent PolyPLS with n = 2, 3, 4, 5, 6 respectively. There is
no gain increasing the order of the polynomial.
The coefficient b are calculated in a similar way of the linear PLS (but with a polynomial
interpolation) [95]. The user sets the order of the polynomial, to try to reproduce possible
internal non-linearities of the system.
We compare the rate of convergence of PolyPLS versus PLS, as a test of the goodness
of the non linear regression. The optimal number of latent variables is calculated with
venetian-blinds cross validation of PolyPLS [95].
Figure (3-1) shows comparison between accuracy for different order n = 2, 3, 4, 5, 6 of
the polynomial of the latent variable regression. Increasing n does not help the fit and the
convergence of the energy prediction. This phenomenon suggests that the energy-structures
relations might be linear. Further understanding comes from the Neural Networks analysis.
3.2 Neural Networks
Neural networks are a very powerful learning tool to investigate correlations in sets of data.
In this section I describe a Neural Networks approach to energy prediction.
Neural Networks are the mathematical structures that stand behind the idea of self
learning machines [84]. We have already introduced such concept in section (2.3.5).
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Without entering in details, neural networks are composed of a network of simple el-
ements called neurons, operating at the same time, in similar fashions. Each neuron has
inputs (from other neurons) and outputs (to other neurons) and an internal network op-
eration. This internal operation can be seen as a sum of activation functions of inputs
(like Gaussian, sigmoidal, bimodal,...) which are described by some parameters (means,
variances, centers, slopes,...). Inputs and outputs can be a variety of different properties,
from energy values to electric resistivities, and so on. Usually, neural networks are trained
so that a particular input leads to a specific output. The process is called learning and it
consists of finding the proper parameters that match, as much as possible, similar inputs to
similar outputs. The process is repeated, for all the set of available input/output relations.
Once the neural network is trained, the network is ready for prediction: given an input
that the network has never seen, the output will be as close as possible to the underlying
properties of the relation. Neural networks can be considered as non-linear extensions of
linear algebra. In fact, if the internal operations of the neurons where linear, (input and
output as vector, and the operation as a matrix), then the overall network would be a big
matrix operation. In this view, PCA and PLS analysis can be considered as a particular
method of learning internal parameters from an underlying linear relation. The power of
neural networks comes from the capability of mixing on/off neuron descriptions, to other
and more “continuous” functional behaviors. For instance, the property of being a ground
state can be described as true/false on/off neuron output, while the melting temperature
can be the output of a more “continuous” neuron.
eN−1,j
1,je
e2,j
Σ
Σ
Σ
f
f
f
Σ eN,j
hidden layer
variable number of neurons
conditioning
Figure 3-2: Neural Networks Topology. Input values {e1,j , · · · , eN−1,j} are conditioned and
fed to the hidden layer with activation function f(x), linear or tan-sigmoid. The output is
the value of eN,P . The network is trained as specified in the text, and the prediction error
is minimized with the back-propagation method [84].
The application to energy prediction is done in the following way. Let consider an alloy
of which we do know all energies except one. Without any loss of generality, we can consider
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the problem of a library of energies where we know all the entries except eN,P :

e1,1 e1,2 · · · e1,j · · · e1,P
e2,1 e2,2 · · · e2,j · · · e2,P
· · · · · · · · · · · · · · · · · ·
eN−1,1 eN−1,2 · · · eN−1,j · · · eN−1,P
eN,1 eN,2 · · · eN,j · · · ?

 (3.2)
The Neural Network is used to investigate if we can predict eN,P with a RMS error smaller
than the one achieved by PLS. A network with one layer plus one output neuron is chosen,
and the number of neurons in the first layer is a free parameter which can be changed to
optimize the result. The structure of the network is shown in figure 3-2
The network is trained with the following INPUT/OUTPUT relations.
• INPUT elements are (P − 1) vectors of (N − 1) elements {e1,j , · · · , eN−1,j}.
• OUTPUT elements are the (P − 1) scalars {eN,j}.
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Figure 3-3: Neural Networks Test: RMS predicted error for different number of neurons.
The blue star (?), blue solid line with crosses (+), red dotted line represent linear regression,
neural network with linear activation functions, and neural network with tan-sigmoidal
activation functions, respectively.
The activation function f(x) of the neurons can be linear or tan-sigmoid [88]. After the
training phase (back-propagation scheme with goal= 10−5) [84], the network is used to
predict epN,P give the input vector {e1,P , · · · , eN−1,P }. The prediction is compared with the
real value eN,P , and the process is repeated for all the alloys, and all the structures. Figure
3-3 shows the RMS error of prediction for different number of neurons in the first layer.
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As expected, the results for linear regression and neural network with linear activation
functions are identical. Better prediction is achieved with tan sigmoidal f(x), and the
minimum prediction error RMWnn ≈ 66meV is similar to the one obtained with PLS
RMWsimpls ≈ 70meV .
For practical purposes, the extreme power of neural networks claims a high price. Num-
ber of neurons, topology of the network, and the high number of necessary input/output
relations for the training procedure, play a major role in the final prediction reliability.
In that complex framework, neural networks might be the proper tool, only in the event
the problem is highly non-linear, and intractable with other simpler methods. However,
in the previous chapter, PolyPLS test has not shown any evidence of non-linear relations
between energies of structures, therefore the Neural Network approach might not be the
most efficient method to solve the phase stability prediction problem.
3.3 Melting temperature prediction
It has been suggested that the melting temperature of an alloy might be correlated with the
structural energies at all compositions [119] To study such idea, we introduce the concepts
and the results step by step.
• Which temperatures we collect. We look at experimental data of the phase
diagrams [122] and we collect, at concentrations 25%, 50%, 75% the maximum and
minimum temperatures for the coexistence of the solid and the liquid phases. Also,
we include the maximum and minimum melting temperature of the alloy in all its
concentration range. The results are summarized in the table in the next page.
• Definition. We define the formation melting temperature, Tf , as the difference be-
tween the melting temperature and the weighted average of the pure elements melting
point, with the concentrations as weights.
• Algorithm. For each alloy and concentration, we regress Tf with the coefficients
given by PLS. The absolute error is defined as dTf = T
predicted
f − Tf , and prediction
relative error is given by  = dTf/Tmelting. Finally, we average the error over all the
alloys and we obtain the RMS error of the melting temperature prediction. Being
the relative deviation normalized over the melting temperature, the precision of the
regression tends to be overestimated.
• Tests and Results. We report the RMS error for all the temperatures, and for the
maximum and the minimum temperatures.
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cb 0% 25% 25% 50% 50% 75% 75% 100% c
Tmin
b c
Tmax
b
alloy TA Tlow Thigh Tlow Thigh Tlow Thigh TB Tmin Tmax
(◦C) (◦C) (◦C) (◦C) (◦C) (◦C) (◦C) (◦C) (◦C) (◦C)
AgCd 961 830 855 680 710 480 580 321 321 1.00 961 0.00
AgMg 961 790 830 820 820 494 570 650 472 0.83 961 0.00
MoAg 2623 958 2310 958 2200 958 2075 961 961 1.00 2623 0.00
MoCd 2623 321 767 321 767 321 767 321 321 1.00 2623 0.00
MoPd 2623 1755 2270 1755 1850 1680 1710 1555 1700 0.54 2623 0.00
MoRh 2623 1940 2170 2020 2050 2015 2035 1963 1940 0.39 2623 0.00
MoRu 2623 2040 2180 1970 2040 2180 2210 2334 1955 0.42 2623 0.00
MoTc 2623 2135 2320 2027 2280 2080 2100 2204 2027 0.55 2623 0.00
NbMo 2469 2483 2515 2515 2560 2565 2595 2623 2469 0.00 2623 1.00
NbPd 2469 1880 2130 1520 1550 1625 1625 1555 1520 0.47 2469 0.00
NbRh 2469 1663 1860 1550 1560 1910 1940 1963 1502 0.45 2469 0.00
NbRu 2469 1930 1950 1942 1942 1860 1975 2334 1774 0.65 2469 0.00
PdAg 1555 1390 1445 1285 1330 1130 1170 961 961 1.00 1555 0.00
RhAg 1963 1900 961 1900 961 1900 961 961 961 1.00 1963 0.00
RhPd 1963 1860 1900 1730 1820 1620 1680 1555 1555 1.00 1963 0.00
RuPd 2334 1583 2100 1583 1980 1583 1800 1555 1555 1.00 2334 0.00
RuRh 2334 2240 2290 2110 2160 2040 2060 1963 1963 1.00 2334 0.00
ScAl 1541 945 1140 1150 1300 665 1320 660 660 1.00 1541 0.00
TcPd 2155 1850 2100 1700 1900 1680 1680 1555 1555 1.00 2155 0.00
TcRh 2155 2120 2150 2100 2120 2050 2100 1963 1963 1.00 2155 0.00
TiAg 1670 1020 1530 1020 1455 1020 1330 961 961 1.00 1670 0.00
TiMo 1670 1810 1950 2030 2180 2310 2400 2623 1671 0.00 2623 1.00
TiPd 1670 1150 1200 1400 1400 1490 1530 1555 1120 0.32 1670 0.00
TiRh 1670 1300 1320 1940 1940 1750 1780 1963 1280 0.29 1963 1.00
TiRu 1670 1575 1610 2130 2130 1825 1860 2334 1575 0.25 2334 1.00
TiZr 1670 1560 1580 1550 1560 1690 1720 1855 1540 0.39 1855 1.00
YAg 1522 885 980 885 1160 900 940 961 799 0.88 1522 0.00
YMo 1522 1430 1760 1430 2080 1430 2380 2623 1430 0.10 2623 1.00
YNb 1522 1470 2000 1470 2400 1470 2400 2469 1470 0.06 2469 1.00
YPd 1522 907 907 1385 1440 1700 1700 1555 907 0.25 1700 0.75
YRh 1522 1200 1300 1500 1640 1470 1620 1963 1150 0.20 1963 1.00
YRu 1522 1250 1300 1350 1750 1840 1900 2334 1080 0.15 2334 1.00
YZr 1522 1360 1390 1360 1380 1360 1550 1855 1360 0.40 1855 1.00
ZrAg 1855 1190 1380 1136 1160 940 1120 961 940 0.97 1855 0.00
ZrMo 1855 1640 1700 1550 1600 1880 2220 2623 1550 0.48 2623 1.00
ZrNb 1855 1740 1750 1850 1980 2090 2220 2469 1740 0.21 2469 1.00
ZrPd 1855 1030 1030 1080 1600 1590 1780 1555 1030 0.25 1855 0.00
ZrRh 1855 1070 1130 1910 1910 1900 1900 1963 1070 0.23 1963 1.00
ZrRu 1855 1240 1500 2130 2130 1715 1780 2334 1240 0.21 2334 1.00
TABLE. Temperatures and concentrations considered for the test.
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We made the following tests, for systems with and without lens-like liquidus-solidus
(lens-like systems).
Lens-like systems predicted with lens-like systems
RMS[T ] = 12% RMS[Tmin] = 19% RMS[Tmax] = 14%
Non-Lens-like systems predicted with non-lens-like systems:
RMS[T ] = 12% RMS[Tmin] = 15% RMS[Tmax] = 18%
Lens-like systems predicted with all the systems
RMS[T ] = 15% RMS[Tmin] = 19% RMS[Tmax] = 19%
Non-Lens-like systems predicted with all the systems
RMS[T ] = 11% RMS[Tmin] = 13% RMS[Tmax] = 16%
All the systems predicted with all the systems
RMS[T ] = 12% RMS[Tmin] = 15% RMS[Tmax] = 17%
• Discussion. The results give RMS errors of the order of ≈ 20%, and are not very
promising. Hence, we consider the regression model to be too crude for melting tem-
perature prediction. After the tests, we realized that correlations between energies
cannot describe well the melting points. Such correlations are relations between “val-
ues” E of the energies and not between “degenerations” Ω(E) of each energy. There-
fore the correlations cannot capture the configurational entropies S(E) = kB log Ω(E),
that drive phase transitions.
3.4 Phase stability probabilistic approaches
Probabilistic approaches to the phase stability are the ones that use the information ex-
tracted from the library, and handled in a probabilistic environment, to predict new ground
states (or candidate for an ab-initio calculation) with a certain reliability. Such reliability
is not defined as an error in the value of the prediction, like a solution± error, but as the
error in the truth of the prediction, like a solution is true or false (best ground state).
Such approaches are fundamentally different from the regressions algorithms that extract
multidimensional data points from the library and use them to interpolate/extrapolate new
points. Some of these regression algorithms (PCA, PLS) were discussed in the chapter (2).
3.4.1 Definitions
To introduce the approaches we developed so far, we need to define the following entities
and concepts.
• Event. Two energies ei and ej satisfying the relation (ei ≤ ej) =TRUE form an
event. Events occur with probability P [(ei ≤ ej)], and, in general, they are correlated:
P [(ei ≤ ej), (ek ≤ el)] 6= P [(ei ≤ ej)]P [(ek ≤ el)].
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• Collection. A set of events for an alloy is called a collection. The collection can
be ordered, emin ≤ · · · ≤ ei ≤ · · · ≤ eN , and for such purpose we can use the
events. In fact, given a set of N energies, there can be a maximum of N(N − 1)/2
TRUE events. However, we might need much less events for the ordering purpose: the
minimum is one inequality between each energy and its higher nearest neighbor energy.
Therefore the minimum number of events is (N − 1). This condition is necessary but
not sufficient. There might be energies that have more that one event and energies
with no events at all (without information we do not know the proper position in the
collection).
• Rank. Once the collection is ordered, the rank of each structure is defined as the
position that its energy has in the list. For instance rank(emin) = 1 and rank(emax) =
N .
At each concentration, the most stable phase is the one with rank = 1 (in a two phase
region, such phase is unstable but its energy is necessary to be able to describe the convex-
hull). Hence, there will be significant interest in the correct quantitative description of
energies with low rank. On the other side, for energies with high rank, the quality of the
description should be just enough to preserve the events (ei ≤ ej).
The idea is simple. Using correlations between events, we try to develop algorithms
that suggest the calculations of energies with predicted low rank. Such correlations will be
extracted from the library (known alloys).
3.4.2 Cumulant expansion
Consider a series of events A, B, C, D, · · · , which happen to be true. The collection of
events is determined by a Greek letter, and the collection probability is:
P [α] ≡ P [A,B,C,D], (3.3)
which represent the probability that A =TRUE,B =TRUE, etc.. Since all the events are
correlated, it might hard to work probabilities similar to (3.3), because the possible presence
of higher order correlations. However, with some ad-hoc approximations, we can expand
the collection probability in smaller terms, called cumulants, which are easier to calculate
from the data.
Cumulant definition
The cumulant for a combined event α is defined recursively as:
P˜ [α] ≡ P [α]∏
γ⊂α P˜ [γ]
, (3.4)
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where the multiplication is performed over all the γ that are a subset of choices of the
collection α. In other words each γ is a sub collection with fewer elements than in α. The
cumulant for a single event is the probability of the event itself. In fact, for a single event
A, γ ≡ NULL, then P˜ [A] = P [A].
Cumulant properties
For two events A and B the cumulant is:
P˜ [A,B] =
P [A,B]
P [A]P [B]
, (3.5)
which has a very important interpretation.
• Attraction. If P˜ [A,B] > 1 then A and B events attract each other, because
P [A,B] > P [A]P [B].
• Repulsion. If P˜ [A,B] < 1 then A and B events repel each other, because P [A,B] <
P [A]P [B].
The cumulant is also related to the conditional probability, through the Bayes theorem.
For instance, for a two-events cumulant, we have:
P˜ [A,B] =
P [A,B]
P [A]P [B]
=
P [A|B]
P [A]
=
P [B|A]
P [B]
. (3.6)
Probability reconstruction
A probability for a combined event α can be reconstructed from the cumulants. In fact,
from the definition of the cumulant, equation (3.4), it follows that:
P [α] =
∏
γ⊆α
P˜ [γ], (3.7)
where {γ ⊆ α} defines all the possible sub collections that can be generated by α and α
itself. If one assumes that events beyond a certain size α′ become uncorrelated, one obtains:
P [α] =
∏
γ⊆α′⊂α
P˜ [γ], (3.8)
where {γ ⊆ α′} contains less elements then {γ ⊆ α}.
The cumulants are defined in such a way, that their expansion contains multiplications∏
. The reason is simple: equations (3.4-3.7-3.8) are easier to describe inside a computer
program or an approaches when they are expressed in logarithmic environments.
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Two-body correlation assumption
In the search for stable phase, we will assume that only two-body (two events) correlation
exist. In mathematical words, we can write:
P˜ [A,B] = P˜ [(ei < ej), (ek < el)] 6= 1
P˜ [A,B,C] = P˜ [(ei < ej), (ek < el), (em < en)] = 1 (3.9)
3.4.3 Bayesian approach to ground state problem
When we have a series of structures (and their energies), their ranking can be constructed
by knowing the outcome of the two-body step operator:
Γ(i, j) =
{
0, if ei ≤ ej ,
1, if ei > ej ,
(3.10)
for all pairs (i, j) in the distribution of structures. Each entity ei ≤ ej forms an event,if
TRUE, and the search for the lowest energy emin can be seen as a problem of finding the
rank (order) of a sequence of energies emin ≤ ei ≤ · · · ≤ ej ≤ · · · ≤ emax.
Two-body probability
The two-body probabilities can be calculated by talking the following averages over the
library (we adopt a more compact notation):
P˜ij,kl ≡ 〈Γ(i, j)Γ(k, l)〉〈Γ(i, j)〉 〈Γ(k, l)〉 (3.11)
where the averages are taken over all the available alloys.
The set of P˜ij,kl, Pij , and Pkl, are to be determined from the library.
Statement of the problem
For a new and unknown alloy, we have only a limited set of energies. Such energies, taken
two by two, form a collection of TRUE events, called α. The events can always be written
as TRUE, by the way in which i and j are written in the event.
The problem can be stated in the following way. Given an unknown pair kl (where we
know one or none of the energies ek, el), we want to find:
P [kl|α] ≡ P [(ek < el)|α]. (3.12)
The solution is to expand the probability in its cumulants:
P [kl|α] = P [kl, α]
P [α]
=
P [kl]
∏
β⊆α P˜ [β]P˜ [kl, β]∏
β⊆α P˜ [β]
= P [kl]
∏
β⊆α
P˜ [kl, β], (3.13)
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and if we only keep two-body cumulants, we obtain:
P [kl|α] ≈ P [kl]
∏
(ij)⊆α
P˜ [kl, ij], (3.14)
where P [kl] and P˜ [kl, ij] can be extracted from the library, as suggested in equation (3.11).
In terms of the operator Γ, equation (3.14) becomes:
P [kl|α] ≈ P [kl]
∏
(ij)⊆α
P˜ [kl, ij] = 〈Γ(k, l)〉
∏
(ij)⊆α
〈Γ(i, j)Γ(k, l)〉
〈Γ(i, j)〉 〈Γ(k, l)〉 =
∏
(ij)⊆α
〈Γ(i, j)Γ(k, l)〉
〈Γ(i, j)〉 .
(3.15)
Limitation
This approach has a limitation. There could be an event in the new alloy that never occurs
in the library. So Γ(ij) = 1 in the new alloy, but P [ij] = 0 from the database. Although
this phenomenon is unlikely, it is possible, especially for libraries with a small number
of systems. Therefore, we expect the problem to disappear with increasing the size of the
database. For small databases we can remove the event (ij) treating it as “non-information”
or approximate P [ij, kl] with P [kl].
Algorithm
We want to find the structure lower in energy respect to all the other structures. Given a
set of collection of events (between the known energies of the new alloy), the probability
that ek is the lowest energy is (in first approximation)
P [ek = emin|α] ≈ P [ek ≤ el] ∩ P [ek ≤ em|α] ∩ · · · ∩ P [ek ≤ en|α] =
=
∏
l∈α
P [kl|α] =
∏
l,(ij)⊆α
〈Γ(i, j)Γ(k, l)〉
〈Γ(i, j)〉 , (3.16)
where the averages are calculated over all the other available alloys. The k energy that has
maximum probability to be the lower energy structure, is chosen to be the candidate for the
next ab-initio iteration. Finally, the algorithm follows the same iterative scheme proposed
in the previous chapter, section (2.7).
Results
The results of this algorithm are not very satisfactory: they are comparable to what we
can obtain with the random selection described in section (2.8.2). The results are shown
in figure (3-4). We think that the failure is not due by the expansion itself but by the
approximation that only two-body correlations count in the expansion.
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Figure 3-4: Bayesian cumulant approach: comparison between accuracy for different tests
with exact score defined in the chapter (2.7.4). Black dashed line, blue dashed line, solid
line represent random method (section 2.8.2), the Bayesian cumulant approach and the PLS
method (2.8.2), respectively.
Analysis of the problem
A detailed explanation of the problem was proposed by Morgan [119]. The problem with
cumulant expansion is that when higher cumulants are neglected, the approximation is
that they are approximately ≈ 1. This is justified on the grounds that correlations for
larger clusters are often well approximated by products of correlations on smaller clusters.
However, this is simply not the case for the ordered lists with which are dealing. The culprit
is the inherent correlation among different pairs, the fact that they are very interdependent.
Let us consider, for instance, the simple case of a totally disordered list, where all
permutations have equal probability, and consider simple lists with 3 energies e1, e2, e3,
(N = 3). We would hope that for a totally disordered list, where there is as little correlation
as possible, that the higher order cumulants would be ≈ 1. The 3rd order cumulant is given
by:
P˜ [e1 < e2 < e3] =
P [e1 < e2 < e3]
P [e1 < e2]P [e2 < e3]P [e1 < e3]
=
1/6
(1/2)(1/2)(1/2)
=
8
6
6= 1.
So even for total disorder the higher order cumulants do not go to unity! This makes
the two-body correlation approximation very suspect. What we really want to do is set
higher order cumulants to their value for a system with no higher order correlations barring
those forced by the nature of ordered lists (we will call this the minimally correlated value).
Unfortunately, we do not think this is 1 and we do not know how to calculate it in general.
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A formal solution
The process of setting higher order cumulants to their minimally correlated values is, we
think, equivalent to maximizing the entropy (or minimizing the information I associated
with such entropy) under the constraint of the lower order correlations. We can still do this
minimization of the information I under more easy constraints.
Let us consider an energy list of size N , and let suppose we we know the pair proba-
bilities, Pij , between couples of energies i, j. Therefore we can construct all the possible
permutations of the energies and each permutation is labeled as Sk{e}, and has probability
P [Sk]. The pair probabilities, Pij , are given by averaging over the distribution, therefore,
there are linear relations between Pij and P [Sk], with one equation for each Pij . This gives(N
2
)
constraints on the P [Sk]. We then minimize I with respect to P [Sk] under the con-
straining equations. Since there are at most
(
N
2
)
equations and N ! P [Sk] there are many
unconstrained degrees of freedom. Unfortunately, this gives O(N !) parameters to work
with, which is not tractable for N >≈ 10.
An elegant solution is to find an approximate expression for P [Sk], and the use it to
calculate whatever is of interest. This is essentially what the cumulant approach give us
but does not have the disadvantage of the unknown higher order correlations. This has the
advantage that it involves a well defined approximation (which might be improvable), and
is guided by a correct theory at every step.
Unfortunately, a numerical approach to finding the P [Sk] is intractable since N ! is so
large. Therefore, there is the need for an analytical expression for P [Sk] in terms of lower
order correlations. The cumulant expansion seemed to give us exactly this, P [Sk] as a .
analytical function of Pij , as equation (3.16) However, given that we don’t know how to
approximate higher order cumulants, we don’t think this approach is adequate. To conclude,
we think the problem of P [Sk] from Pij remains unsolved, unless a practical Monte Carlo
approach is developed that spans the space of combinations of Sk, generating the correct
probability P [Sk].
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3.5 Approximate approaches to the probability method
As we have shown in the previous sections, the exact probability approach is not impossible
but extremely difficult. Therefore we have developed a set practical methods that find
ground states by extracting information from the library. Such methods were developed
with with the intent of being practical solutions, tolerating significant approximations that
are hard or even impossible to describe. Hence, it is impossible to prove the optimality of
such approaches, being not guided by an overarching formally accurate theory.
3.5.1 3-points-scan algorithm (i, j, k)=(known,known,unknown)
The first and most simple algorithm we have developed to predict ground states is called
the 3-points-scan algorithm. The algorithm is based on the TRUE/FALSE property of the
event e(i) < e(j), defined previously. We test the algorithm in the ab-initio library E, of
size N ×P , by removing one alloy and predicting its ground states with all the other P − 1
alloys. The average over all the possible choices gives a measure of the reliability of the
algorithm.
The algorithm is iterative and follows the following steps:
• Step 1. Choose an alloy AB of index o ∈ [1, P ]. As usual, the energies of the pure
elements are considered known.
• Step 2. Search (scan) over all the possible combinations of structure with indices
(i, j) in the alloy o. The structures should be choose with the constrain that e(i) and
e(j) are ab-initio calculated energies of structures that equal concentration c(i) = c(j).
• Step 3. If the event e(i, o) < e(j, o) is TRUE in the alloy o, then search on the library
E and pick all the alloys in which e(i, o) < e(j, o) is TRUE. This defines a sub-library
E|{e(i,o)<e(j,o)}.
• Step 4. For all the k structures of o that are unknown, gs(k) defines how many times
k is a ground state in the sub-library E|{e(i,o)<e(j,o)}.
• Step 5. Keep track of all the ground states adding gs(k) to f(k): f(k) = f(k)+gs(k).
f(k) represent the overall number of times a k structure has been seen to be a ground
state.
• Step 6. Cycle steps 2-5 over all the possible combinations of indices i and j (repre-
senting known energies of o): if all the combination have been tested, then proceed
to step 7.
• Step 7. The structure k that maximize f(k) is taken to be the best candidate for
the ab-initio calculation. If all the ground states have already been suggested, then k
is as a random drawn in the pool of structures not calculated yet. Finally, structure
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k of alloy o is calculated with the ab-initio code with parameters described in chapter
(2) and appendix (A).
• Step 8. With the new structure the goodness of the iterative scheme is measured
with the scoring procedure introduced in the section (2.7.4).
• Step 9. Cycle steps 2-8 until all the structures of o have been calculated.
• Step 10. Pick another alloy and cycle steps 1-9 until all the alloys of the library E
have been tested. The averaged scores measure the goodness of the iterative scheme.
The results of this simple iterative scheme are presented in Figure 3-5
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Figure 3-5: 3-points-scan algorithm: comparison between accuracy for different tests with
exact score defined in section (2.7.4). Dash line, crosses, and solid line represent random
selection method, 3-points-scan algorithm, and PLS method. The random selection method
and the PLS method were described in section (2.8.2), respectively.
Discussion
The results of the 3-points-scan algorithm algorithm are not as bad as the random selection
method (similar to the results of the Bayesian approach), but are not comparable with the
one obtained with Partial Least Squares (PLS).
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Although for small accuracies ≤ 80% the method gives reasonable results, for high
accuracies ≥ 90% the algorithm has the considerable limitation that can not predict events
that have not been seen before in the library. Since unknown events cannot be predicted
(PLS can), the algorithm will suggest random structures once the known events have been
all deployed. In other words, the user has to calculate almost all the structures in the library
to find the exact ground states: above ≈ 90% accuracy the user is searching in the dark.
It is worth mentioning that in the library of 55 alloys and 115 structures, that was used
for publication of reference ([77]) there were 3 systems with unique ground states, hence,
generating unique events.
Another limitation of the 3-points-scan algorithm is that it does not explain any physical
property of the data we have accumulated.
3.5.2 Like-hood algorithm
The second practical algorithm we have developed is called the like-hood algorithm. This
algorithm does not rely on the “probability to be ground states and its correlations”, but
instead it uses the vertical distance between structural energy and the ground state convex
hull, as starting point for a good candidate prediction. The smaller such distance is, the
more likely the structure is to be a good candidate.
The like-hood algorithm is a formal extension of the 3-points-scan algorithm. Although
the predicting power is not as good as PLS or the 3-points-scan algorithm, this method
gives some interesting physical insight, as we will show later.
The algorithm is described in the following steps, and its test is done choosing an alloy
and predicting its ground states with all the other P − 1 alloys.
• Step 1. Choose an alloy AB of index o ∈ [1, P ]. As usual, the ab-initio energies of
the pure elements are considered calculated a-priori.
• Step 2. On the limited information of o, perform the search over all possible combi-
nations of structure indices (i, j) in the alloy o, with the constrain that e(i) and e(j)
are calculated energies of structures with equal concentration c(i) = c(j). There will
be only a number E(o) of events [e(i, o) < e(j, o)] = TRUE.
• Step 3. For all the known alloys l, check all the events of o [e(i, o) < e(j, o)] that
were TRUE: there will be E(l) ≤ E(o) times TRUE events in the each alloy l. Let
define the like-hood between alloys o and l as: L(l) ≡ E(l)/E(o).
• Step 4. For all the known alloys {l}, each structure-energy e(k, l) has vertical distance
δe(k, l) from the ground state convex hull. A ground state has de(k, l) = 0.
• Step 5. For every possible candidate k we can construct an exponential goodness
function:
f(k) ≡
∑
l 6=o
L(l)αe−βδe(k,l). (3.17)
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where α and β are two adjustable parameters.
• Step 6. The candidate k ∈ [1, N ], to be run at the next iteration, is given by the
value of k that maximizes f(k) on the subset of non calculated structure energies. By
construction, the global maxima of f(k) are the ground states. Local (constrained)
maxima of f(k) are the structures with small δe(k, l), and have significant chance to
be low energy solutions. Finally, structure k of alloy o is calculated with the ab-initio
code with parameters described in chapter (2) and appendix (A).
• Step 7. With the new structure the convergence of the iterative scheme is tested
with the scoring procedure described in the section (2.7.4).
• Step 8. Cycle points 2-7 until all the structures of o have been calculated.
• Step 10. Pick another alloy and cycle points 1-8 until all the alloys of the library
E have been tested. The averaged scores measure the convergence of the iterative
scheme.
• Step 11. Adjust parameters α and β to maximize convergence rate.
The maximum convergence is achieved with β−1 ≈ 100meV , α ≈ 5, and the results are
shown in Figure 3-6.
Discussion
Convergence of the like-hood algorithm is worse than the Partial Least Squares method, and
even worse than the 3-points-scan algorithm. The reason is that there are many structures
with energy close to the ground state convex hull, that are never ground states in the library.
This phenomenon drives the algorithm to a slower convergence rate than the 3-points-scan
algorithm. Although the method presented is of no practical use for prediction purposes,
the values of α and β give us some physical insight about the problem.
• A. α  1. Higher is the value of α and more the new system is predicted with only
similar systems. This is an clear indication that pre-clustering of data is necessary to
improve the prediction.
• B. β−1 ≈ 100meV is of the order of the a-priori RMS error for PLS predictions
(section 2.6.2). This fact indicates that variations ≈ 100meV do not affect much
the energy distribution and their ranks. This is the reason PLS was very powerful
although its error was not negligible, but of the order of 50 ≈ 100 meV/atom.
• C. The error spread suggests that the definition of events based on < relation is too
crude. Energies which are close as much as 100meV should have similar importance
in the algorithms.
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Figure 3-6: Likehood algorithm: comparison between accuracy for different tests with exact
score defined in the chapter (2.7.4). Dash line, crosses, solid line and points represent
random method (section 2.8.2), likehood method, PLS method (2.8.2), and likehood method
with complete library E, respectively.
Point C is quite interesting. The stability of a phase at zero temperature is completely
determined by its energy. However, structures that have similar energies are strongly cor-
related; also if they do not appear to be ground states with similar frequencies. Such
structures should be considered of similar importance in the prediction, and not neglected
by an TRUE/FALSE statement when their energy is slightly different.
To improve prediction capabilities, the “sharp” event definition should generalized to a
more fuzzy definition, similar in shape to a sigmoid function, as shown in figure (3-7). These
facts must be taken in consideration when developing new algorithms regarding definitions
of the events and weighting schemes.
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fuzzy event definition
~50meV
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Figure 3-7: Event definition. The sharp definition of the event, (ei < ej) =TRUE/FALSE,
should be replaced by a fuzzy definition that captures the energy spread ≈ 100meV of the
RMS error.
3.6 Rank ordering prediction
The ab-initio-library contains much more information than simple ground states positions.
At each concentration, the rank of the energies is a very important information that can be
used to extract predictions.
The algorithm that we describe here is a further generalization of the previous likehood
method. Here, all the structure‘s energies are important, and not only the probable ground
states as for the 3-points-scan method or the structures close to the hull, as for the likehood
method.
Let choose concentration c and consider alloys AB and CD. The structure energies of 2
different alloys AcB1−c and CcD1−c are {xi ≡ ABc,i } and {yi ≡ CDc,i }. They can be considered
as random variables. There are only Nc available structures at concentration c, so that the
index i ∈ [1, Nc].
The similarity between alloys AcB1−c and CcD1−c is given by the correlation
ρ[AcB1−c, CcD1−c],
which is calculated on the statistical distribution of the energies (xi, yi). If we had available
many energies xi and yi, then we could extract the rank probability distribution and describe
the energy ranks in a statistical environment. Unfortunately, since the relative small number
of available energies Nc, the statistical distribution of the rank is a-priori unknown, and
hence the not parameterizable with a function.
To overcome this problem, we should use the following modified non-parametric corre-
lation: if we replace the value of each xi with the value of its rank among all the other xi’s
in the sample, than the resulting list of integer numbers (1, 2, 3, . . . , Nc) will be drawn from
a perfect distribution function, uniform between 1 and Nc. Since two energies cannot have
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the same value for the numerical accuracy of the calculations, there can not be tie ranks.
The same procedure is repeated for the yi’s, and finally the ranks can be compared.
Several different non-parametric statistics have been developed to measure and test rank
correlations. The most important ones are Spearman rank-order coefficient rs and Kendall
coefficient τ [117, 93].
3.6.1 Spearman Rank-Order Correlation Coefficient
Let Xi and Yi the ranks among the set of xi’s and yi’s. The rank-order correlation is defined
as the linear correlation coefficients between ranks:
rs ≡
∑
i(Xi −X)(Yi − Y )√∑
i (Xi −X)
2
√∑
i (Yi − Y )
2
. (3.18)
There is a complicate relation between rs and the sum squared difference of ranks:
D ≡
∑
i
(Xi − Yi)2, (3.19)
but in the case with no tie values in the data, rs is related to D with the following simple
relation [118]:
rs = 1− 6D
N3 −N (3.20)
where N = Nc is the actual number of ranked variables. The rank order correlation is
defined in the interval −1 ≤ rs ≤ 1. As usual, rs = 1 represents perfectly correlated
variables and rs = −1 represents perfectly anti-correlated variables.
Since xi’s and yi’s are the energies of AcB1−c and CcD1−c at concentration c, the rank-
order correlation (3.20) is a function of c: r
AcB1−c,CcD1−c
s (c). Hence we can construct a
global quantity called the alloy-averaged rank-order correlation:
rAB,CDs ≡
〈
rAcB1−c,CcD1−cs (c)
〉
c
(3.21)
where the average is taken over all the possible concentrations.
The averaged rank correlation is symmetric: rAB,CDs = r
CD,AB
s .
3.6.2 Energy-Rank prediction: rank-functional maximization
The quantity rAB,CDs contains more information than the ground state probability described
in the previous section, which was based on the extremal value statistics of ground state
events (remember that we were looking for minimum values of the energies).
In addition to the minimum energies, rank correlation contains information about energy
relations between structures that are never ground states ! This is quite important, because
we believe that only a theoretical framework able to deal with non stable phases can predict
a ground state that has never been seen before.
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In the following section we introduce an algorithm that use rank-order statistics for
energy-rank prediction.
Energy-Rank algorithm
Let us consider a new alloy AB, of which we know only a subset of all the possible energies,
j ∈ {ABsubset ≡ AB|?}. The symbol AB|? indicates the subset of structures that have been
calculated for AB. From the ab-initio library we extract one alloy CD. For every possible
concentration c, we define {Xci } and {Y cj } as the energy ranks of CD and AB.
Everything is known for alloy CD, since all the ab-initio energies have already been
calculated. Therefore {Xci } is completely determined. Little is known of {Y cj }, where the
few calculated energies can only provide few inequality {<,>} relations. Therefore, no
information is available on the proper rank position of the energies. If CD and AB where
very similar, then we would expect their energies to be correlated and the alloy-averaged
rank-order correlation (3.21) to be close to unity: rAB,CDs ' 1. Over all the possible energy
distributions of AB, there will be one or more particular distributions that produces a rank
{Y cj } that maximizes the alloy-averaged rank-order correlation rAB,CDs . These optimum
rank exist, since the number of configurations is finite.
Now that we must extend the idea to include the complete ab-initio library taking
averages over all the available alloys CD inside the library. As described before, alloys
that are similar count more in the rank maximization. Therefore the average is weighted
with a coefficient related to the similarity between alloys, F (AB|? , CD). Such parameter
is defined in the same way of the like-hood between alloys of section (3.5.2), and it is the
fraction of identical and true events in both alloys, versus the number of true events in alloy
AB:
F (AB|
?
, CD) =
# {(e(i, AB) < e(j, AB)) = TRUE and (e(i, CD) < e(j, CD)) = TRUE}
# {(e(i, AB) < e(j, AB)) = TRUE} .
(3.22)
Furthermore F (AB|? , CD) can be considered as the percentage of true events that are
common in AB and BC.
By averaging the alloy-averaged rank-order correlation over all the alloys of the library,
we define the rank-functional:
ρ [AB|{Y ci }] ≡
∑
{CD}∈ library
g [F (AB|? , CD)] rAB,CDs [{Y ci }], (3.23)
where g(F ) is a proper function of the similarity and rAB,CDs [{Y ci }] is calculated only in the
subset of energies of AB that are known, AB|?. Finally, the optimum rank {Y ci } of AB
that maximizes the rank-functional to its maximum value ρ?(AB) is:
ρ?(AB) = max|Y ci


∑
{CD}∈ library
g [F (AB|? , CD)] rAB,CDs [{Y ci }]

 (3.24)
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and it contains the prediction in the energy rank ordering of unknown alloy AB. Once
equation (3.24) is maximized, the structure, that has not been calculated yet and has the
lowest possible rank over all the concentrations, is chosen to be the candidate structure for
the next calculation, and finally the algorithm is iterated until convergence. The method is
tested for all the available alloys AB and the results are presented in figure (3-8).
Weighting function
There is some freedom in choosing the functional form of g (F ). As we mentioned in the
previous sections, we believe that a strong pre-clustering of the alloys gives better results.
Therefore we decide to chose the following exponential form:
g [F (AB|? , CD)] ≡ exp
(
F (AB|? , CD)− min|CD {F (AB|? , CD)}
m
)
. (3.25)
The exponential reduces the importance of non correlated alloys, drastically. In addition,
we have found that a value of m ≈ 9 maximizes the speed of the convergence.
Maximizing the rank-functional
The maximization of ρ(AB)[{Y ci }] is a non trivial procedure, because the combination of
ranks has exponential complexity. In fact, the number of combinations is proportional to
the product of the factorial of the number of unknown energies per each concentrations.
Fortunately, the energies at different concentrations do not need to be compared. Therefore
the overall complexity is of the order of the factorial of the maximum number of unknown
energies per concentration.
For the current dimension of the available library, the maximum number of energies for
a given concentration is of the order of ∼ 30. Only a freshman in computer science (or an
unwise Matlab user) might think to implement 30 nibbled cycles for( ; ; ) in a computer
program !!! The only way to maximize the rank-functional is by using linear-programming
or with a Permutation Monte Carlo code (PMC), which is described in the next section.
3.6.3 Permutation Monte Carlo
To maximize the rank-functional (3.24) we have developed the following simple algorithm.
• Step 1. The new alloy is AB, as usual. The calculated energies are {ei} and the
unknown energies are
{
eunki
}
. There are Nc−Nunkc unknown energies at concentration
c and Nc −Nunkc calculated ones.
• Step 2. At each concentration c, we construct the rank for the known energies:
e0 ≤ e1 ≤ · · · ≤ eNc−Nunkc .
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• Step 3. We extract random guesses of the rank for the unknown energies, and we
construct a guessed rank at each concentration c. Such rank has the following form
{Y c} ≡
{
eunk0 ≤ · · · ≤ e0 ≤ · · · ≤ eunki ≤ · · · ≤ e1 ≤ · · · ≤ eNc−Nunkc ≤ · · · ≤ eunkNunkc
}
,
or any possible permutation that does not violate the inequalities between the known
energies {ei}.
• Step 4. With such rank we calculate the rank-functional (3.23):
ρ [AB|{Y c}] ≡
∑
{CD}∈ library
g [F (AB|? , CD)] rAB,CDs [{Y c}], (3.26)
• Step 5. From alloy AB, we pick two random structures i and j for the purpose
of swapping their energy value, and therefore to swap their position in the rank list.
Since the relative positions of the known energies are fixed, the two random indices
can be:
– i and j are indices of structures with the same concentration (obvious), and
– i and j are both index of two structures that have not been calculated, or
– i or j is an index of a structure with calculated energy (only one).
• Step 6. Then we swap the i and j energies and recalculate the rank-functional.
Such permutation is accepted if the new rank-functional has a bigger value than the
original one calculated in step 4. If we have obtained convergence then go to step 8,
otherwise iterate the swap optimization repeating steps 5 and 6 until convergence.
• Step 7. Once the permutation Monte Carlo has reached convergence, the struc-
ture, that has not been calculated yet and has the lowest possible rank over all the
concentrations, is chosen to be the candidate structure for the next calculation. Such
candidate is run, and all the algorithm is iterated, from step 2 to step 7. N unkc is
reduced by 1.
3.6.4 Results
The rate of convergence of the overall algorithm is quite fast. For a maximum number
of energies at a given concentration of the order of ∼ 30, the Permutation Monte Carlo
reaches proper convergence after few thousands permutations. This takes only few seconds.
However the results are not as good as the more simple approaches, as shown in figure (3-8).
The PMC approach, although very elegant and sophisticate, fails in comparison with
much simple algorithms, like the 3-points-scan, ant it is not comparable with the PLS
approach at all.
There are multiple reasons for this failure.
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Figure 3-8: Permutation Monte Carlo: comparison between accuracy for different tests
with exact score defined in the chapter (2.7.4). Dash line, crosses, solid line represent
random method (section 2.8.2), the Permutation Monte Carlo and the PLS method (2.8.2),
respectively.
• Structure that relax to other structures change the rank in an unpredictable way, and
are impossible to control with the formalism developed so far.
• Rank approaches suffer of the same problem of the events approaches. The inequalities
{<,>} are too sharp and do not allow for the energy spread that was estimated in
section (3.5.2). Therefore, since the rank definition should be extended to a fuzzy
definition, similar to the one sketched in figure (3-7).
3.7 Future developments
Although the search for a substitute of the Partial Least Squares method in the energy
prediction, was not fruitful, we have learned some informations and understood properties
of the library that would have not been possible to obtain without such tests.
Two main problems must be addressed to achieve a substantial development in compar-
ison to the solution of the PLS method:
• Relaxing structures. The concept of structures relaxing to other structures, and
the consequence of the phenomenon, have been introduced several times. However, no
clear and simple solution for the problem has been suggested so far. Therefore sub-
stantial effort should be conveyed in solving the problem or avoiding its consequences.
112
• Fuzzy event and rank definition. These concepts were introduced as conse-
quences of the energy spread described in section (3.5.2) and figure (3-7). We believe
that Neural Networks form the correct environment to tackle such aspects of the
energy relations. In fact, fuzzy definitions, properties, and relations, are straight con-
sequences of neurons with sigmoid (or hyperbolic tangent) activation functions, as
shown in figures (2-4) and (2-5).
Based on the estimated difficulties of the problems and on the availability of information
(library), it is our opinion that the relaxing structures problem is the most important one.
However, it might be hard or even impossible to solve. Therefore, substantial effort should
be put in extending the PLS formalism to a Fuzzy Neural Network approach.
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Chapter 4
High throughput ab-initio
computing: transition metal binary
alloys
4.1 Alloys under investigation
4.2 Introduction
The creation of the library of ab-initio calculations has generated a huge amount of struc-
tural energies. Therefore, we believe that it is useful to analyze in detail each alloy, with the
purpose of confirming experimental compounds, and predicting possible phases that have
not been discovered yet. Although the accuracy of high throughput approach is not as pre-
cise and detailed as a focused analysis, we believe that the collected information will be of
great help for guiding future experimental and theoretical works. In addition, for a subset
of important results, we have improved the prediction using the PAW method discussed
below.
4.3 Alloys and structures
We divide the results in two sections, based on the compound forming property of the
systems.
• Alloys without ab-initio compounds.
These alloys are analyzed in section (4.5). We report results for the following 21
systems: AgMo, AgNb, AgRh, AgRu, AgTc, AuMo, AuPt, AuRh, AuRu, CdMo,
CdNb, CdRu, CdTc, MoTc, MoY , NbY , NbZr, PdRh, PdRu, TiZr, YZr.
• Alloys with ab-initio compounds.
These alloys are analyzed in section (4.6). We report results for the following 46
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systems: AgCd, AgMg, AgNa, AgPd, AgTi, AgY, AgZr, AlSc, CdNb, CdPd, CdPt,
CdRh, CdTi, CdY, CdZr, MoNb, MoPd, MoPt, MoRh, MoRu, MoTi, MoZr, NbPd,
NbPt, NbRh, NbRu, PdPt, PdTi, PdY, PdZr, PtRh, PtRu, PtTc, PtTi, PtY, PtZr,
RhTi, RhY, RhZr, RuTc, RuTi, RuY, RuZr, TcTi, TcY, TcZr. For each system
we list briefly the experimental results collected in the Massalski Binary Alloy Phase
Diagrams books [122], in the CRYSTMET Database [64], and in the PAULING File
Database [113]. For each system, we add a brief table comparing experimental and
ab-initio results, and a figure with the ground states convex hull.
We have run the simulations in all the structure prototypes described in appendix (B).
4.4 Ab-initio DFT method and parameters
All the systems have been calculated in 155 different structure prototype configurations.
Such prototypes were generated with the methods described in appendix (B.1), and calcu-
lated with the VASP ab-initio code [66, 364], performing DFT calculations by implementing
the ultra-soft pseudopotentials and plane-waves approach, as summarized in appendix (A).
All the calculations were performed in an automatic environment described in appendix
(B.2.1).
4.4.1 Parameters for the ultra-soft pseudopotentials method
The parameters of the VASP ultra-soft pseudopotentials ab-initio calculations are:
• k-points. The Brillouin zone integration is set using at least 2000/(number of atoms
in unit cell) k-points distributed as uniformly as possible on a Monkhorst-Pack mesh
[345]. If the superstructure is HCP, the mesh is shifted to the origin following the
Gamma scheme [364].
• Energy cutoffs. The energy cutoff for each calculation is set to 1.5 times the larger
of the suggested energy cutoffs of the pseudo-potentials of the elements of the alloy
(suggested energy cutoffs are derived by the method described in [364]).
• Spin polarization. Spin polarized calculation.
• Relaxation. Full relaxation in terms of volume, cell, and atomic positions.
• LDA. Local Density Approximation for exchange-correlation electronic energy, with
the Ceperley-Alder form for the correlation energy as parameterized by Perdew-Zunger
[65].
• Potentials. Ultra-soft pseudo-potentials, generated accordingly to LDA correlation
energy, as implemented in VASP [66].
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• Zero Temperature. Calculations are at zero temperature and pressure, and without
zero-point motion.
• Test of the new structure. Before starting the calculation of the structure for all
the set of alloys, the input file is verified that, with the previous energy cutoffs and k-
points mesh, the absolute energy is converged to better then 10 meV/atom. If this does
not happen, the k-points density and the energy cutoffs are increased, accordingly.
Anyway, energy differences between structures are expected to be converged to much
smaller tolerances than 10 meV/atom. If there are modifications, all the input files of
the chosen structure are regenerated accordingly to the previous paragraph.
Once the calculations are performed, the ab-initio are collected and the convex-hulls are
calculated, as described in appendix (B.2.4). Analysis and predictions are presented in the
following sections. If we report results calculated with the ultra-soft and other methods at
the same time, we label the ultra-soft results with “(us)”.
4.4.2 Parameters for the projector augmented-wave potentials method
(PAW)
There are some cases in which the accuracy of our VASP ultra-soft pseudopotentials ab-
initio calculations is not enough to discriminate small energy differences necessary for precise
phase stability prediction. Therefore we have improved the quality of the important ab-initio
energies using the projector augmented-wave method (PAW) [120] implemented in VASP
[121]. Generally, the PAW approach is more accurate than the ultra-soft pseudopotential
approach, and the results are comparable with the LAPW (linear augmented plane waves)
methods [364]. In particular, there are two reasons for this improved accuracy: the radial
cutoffs, core radii, are smaller than the radii used to calculate ultra-soft pseudopotentials,
therefore the energy cutoffs and plane wave basis set are larger, and the PAW potentials
reconstruct the exact valence wave function with all the nodes inside the core region.
In addition to using the PAW potential, and we have adopted the following parameters:
• k-points. The Brillouin zone integration has been improved by using at least
3500/(number of atoms in unit cell) k-points [345].
• Energy cutoffs. The energy cutoffs are increased to 1.75 times the larger of the
suggested energy cutoffs of the pseudo-potentials of the elements of the alloy [364]).
• Further relaxation. The final ultra-soft pseudopotentials relaxed positions are taken
as starting point of further PAW relaxations.
• σGGA. Spin Polarized General Gradient Approximation for exchange-correlation
electronic energy, with the Perdew-Wang (PW91) functional [332, 333]. The GGA
approximation is described in appendix (A.3).
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• PAW potentials. Projector augmented-wave pseudo-potentials, generated accord-
ingly to GGA correlation energy, as implemented in VASP [66].
• Convergence test. We have performed some energy convergence tests in a subset of
the PAW calculations, and we estimated that, with the improved potentials, parame-
ters and k-points mesh, the absolute energy is converged to better then ≈ 3meV/atom.
Energy differences between structures are expected to be converged to much smaller
tolerances than 3meV/atom.
Results calculated with the PAW are in italics and have the “(paw)” label, to avoid
confusion with the ultra-soft “(us)” results.
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4.5 Alloys without ab-initio compounds
Systems without compounds
System structure Ef References
with lowest Ef meV/atom [64, 113, 122] and
Ag-Mo AgMo3-BCC 208 [140]
Ag-Nb AgNb3-BCC 62 [144, 145]
Ag-Rh AgRh3-FCC
[111]
AB3 116 [131, 147, 148, 149]
Ag-Ru AgRu3-HEX 199 [123, 125, 149, 150]
Ag-Tc AgTc-HEX 147 [151]
Au-Mo AuMo3-D019 75 [123, 127, 164, 165, 170, 171]
Au-Pt Au2Pt-FCC
[111]
AB2 9 [123, 163, 165, 177, 178, 179]
Au-Rh AuRh3-FCC
[001]
AB3 91 [162, 165, 180, 181]
Au-Ru AuRu3-HEX 165 [162, 165, 182]
Cd-Mo Cd5Mo-HEX 173 [122]
Cd-Nb CdNb-BCC 49 [183], see note(a)
Cd-Ru CdRu-FCC
[001]
A2B2 88 see note(b)
Cd-Tc CdTc-B11 92 [187]
Mo-Tc Mo5Tc-HEX 44 [126], see note(c)
Mo-Y Mo2Y-C15 40 [205]
Nb-Y Nb2Y-C49 132 [217, 218, 219, 220]
Nb-Zr NbZr2-HEX 25 [221, 222, 223, 224, 225]
Pd-Rh PdRh3-FCC
[111]
AB3 35 [229]
Pd-Ru PdRu-HEX 44 [230, 231, 232]
Ti-Zr Ti2Zr-B82 18 [129, 130, 310, 311, 312, 313]
Y-Zr YZr5-HEX 35 [130, 314, 315, 316, 317, 318, 319]
TABLE 1. Systems without intermetallic compounds. The second and third columns give,
for each system, the structure with the lowest formation energy Ef .
(a) Cd-Nb. One compound, Cd3Nb-L12, has been reported for the system Cd-Nb [122,
183]. However, we did not find any stable phase (Cd3Nb-L12 has formation energy of
∼90meV/atom).
(b) Cd-Ru. The authors are not aware of any experimental result for the Cd-Ru system.
(c) Mo-Tc. Two compounds have been suggested based on thermodynamic models: βMo2Tc3-
A15 and σMo3Tc7-D8b [122, 126]. However, we did not find any stable phase for the system.
We can not check the suggested compounds, since our library does not have the σ phase,
and the out of stoichiometry A15 prototype.
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4.6 Alloys with ab-initio compounds
4.6.1 Ag-Cd (Silver - Cadmium)
At composition AgCd3 we find D019 stable, while only disordered hcp solid solution has
been reported at this composition. Hence, D019, an ordered hcp superstructure, probably
is stable at low temperature in this system. At composition AgCd2 we find a previously
unknown orthorhombic structure with space group Cmcm #63. The prototype, labeled
as AgCdproto2 , is described in appendix (4.9). The low temperature β
′, near AgCd stoi-
chiometry, is reported to be ordered bcc. We find AgCd-B19 to be stable, which is quite
common for Cd alloys. We find AgCd-B27 and AgCd-B2, ordered bcc superstructures, to
only be higher by ∼3meV/atom and ∼7meV/atom, respectively. The experimental phase
diagram only displays solid solution on the Ag-rich side. We find C37 at Ag2Cd and a stable
phase with stoichiometry Ag3Cd. The ground state of Ag3Cd is degenerate: three distinct
structure (D019, D022, D024) have similar energy. To address the degenerate structures, we
further investigate Ag3Cd with PAW-GGA potentials, as described in the previous section.
With PAW, Ag3Cd-D022/Ag3Cd-D024 are still degenerate ground states and Ag3Cd-D019 is
higher by only 2.2meV/atom. It is possible that these compounds have not yet been observed,
or that they have low ordering temperatures.
Ag-Cd system
Low Temperature Phases comparison chart
Composition % Cd Experimental (Massalski [122]) High Throughput ab-initio
25.0 fcc solid solution Ag3Cd
D019/D022/D024 (us)
D022/D024 (paw)
D019∼2.2meV above D022/D024 (paw)
33.3 fcc solid solution Ag2Cd-C37
48.5 to 50 β′-bcc AgCd-B19
B27∼3meV and B2 ∼7meV above B19
66.6 none AgCdproto2 , Appendix (4.9)
64.5 to 81 hcp solid solution AgCd3-D019
0 20 40 60 80 100
−0.1
−0.05
0
FCC
D019/D022/D024
C37
B19
AgCd2
proto
D019
HCP
Ag CdAtomic Percent Cadmium
e
V
Figure 4-1: AgCd (Silver - Cadmium) ground state convex hull.
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4.6.2 Ag-Mg (Silver - Magnesium)
The phase diagram of the system Ag-Mg is known with reasonable accuracy [122, 133, 134,
137, 139]. Our method confirms the stability of AgMg-B2. In the Ag-rich side of the phase
diagram, at stoichiometry Ag3Mg, we find D023 and D024 to be degenerate While Massalski
[122] indicates Ag3Mg to be L12, it is known from detailed High Resolution Electronic
Microscopy (HREM) that Ag3Mg forms Long Period Superstructure (LPS) modulations
of L12 [135, 136] (LPS D023 is present in our library), see Kulik et-al. [138]. L12 is
15.2meV/atom above D023/D024. In the calculation on the Mg-rich side, we find a stable
compound AgMg2, which has two degenerate structures AgMg2-B82 and AgMg2-Ni2Si, both
degenerate with the tie line of the two-phase region B2↔D019. Our library does not have
prototypes at 80% Mg concentration, so we are not able to find any hexagonal AgMg4
(with unknown prototype [137, 139]). However we find a hexagonal stable phase AgMg3-
D019. This is important, since experiments suggest that AgMg4 was probably identified as
hexagonal AgMg3 in early studies. Unfortunately, we cannot determine the correct ab-initio
solution since the lack of hexagonal AgMg4 prototypes in our library.
Ag-Mg system
Low Temperature Phases comparison chart
Composition % Mg Experimental (Massalski [122]) High Throughput ab-initio
25.0 L12 Ag3Mg-D023/D024 (us)
L12∼15meV/atom above
35.5 to 65.4 B2 AgMg-B2
66.6 none AgMg2-B82/Ni2Si/tie-line
75.8 to 78.2 cF* (unknown) AgMg3-D019 (hP8)
80.0 hP* (unknown) unavailable (see text)
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−0.3
−0.25
−0.2
−0.15
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−0.05
0
FCC
D023/D024
B2
B82/Ni2Si/tie
D019
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Ag MgAtomic Percent Magnesium
e
V
Figure 4-2: AgMg (Silver - Magnesium) ground state convex hull.
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4.6.3 Ag-Na (Silver - Sodium)
The phase diagram of the system Ag-Na is known with reasonable accuracy and has only
one intermetallic compound [122, 141, 142, 143]. We confirm the stability of Ag2Na-C15
and find almost all the other compounds to have positive formation energies energies.
Ag-Na system
Low Temperature Phases comparison chart
Composition % Na Experimental (Massalski [122]) High Throughput ab-initio
33.0 C15 Ag2Na-C15
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V
Figure 4-3: AgNa (Silver - Sodium) ground state convex hull.
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4.6.4 Ag-Pd (Silver - Palladium)
The system Ag-Pd has not been studied in great detail and no intermetallic compounds have
been reported [122, 123, 146]. The solid is reported to be disordered fcc. At low temperature
we find three stable compounds: AgPd-L11, Ag2Pd and Ag3Pd. In our formalism, for Ag2Pd
and Ag3Pd, the ground states are degenerate: our best candidates are C49 or C37 for Ag2Pd,
and L12 or D022 for Ag3Pd, as shown in figure (4-4). To address the degenerate structures,
we further investigate Ag2Pd and Ag3Pd with PAW-GGA potentials, as described in the
previous section. With PAW, for composition Ag2Pd, C37 is the most stable compound and
C49 is higher by 4meV/atom For composition Ag3Pd, L12 and D022 remain degenerate.
In fact, D022 has an energy 0.4meV/atom greater than L12, too small compared to the
numerical accuracy of the ab-initiocalculation.
Ag-Pd system
Low Temperature Phases comparison chart
Composition % Ag Experimental (Massalski [122]) High Throughput ab-initio
50 solid solution > 900◦C AgPd-L11
66.6 solid solution > 900◦C Ag2Pd
C37/C49 (us)
C37 stable (paw)
C49∼4meV above C37 (paw)
75.0 solid solution > 900◦C Ag3Pd
L12/D022 (us & paw)
0 20 40 60 80 100
−0.07
−0.06
−0.05
−0.04
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−0.02
−0.01
0
0.01
FCC
L11
C37/C49
L12/D022
FCC
Pd AgAtomic Percent Silver
e
V
Figure 4-4: AgPd (Silver - Palladium) ground state convex hull.
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4.6.5 Ag-Ti (Silver - Titanium)
The stability of AgTi2-C11b and AgTi-B11 is confirmed [122, 155, 156], and no other stable
phases are found computationally. Hence, we conclude that the low temperature part of
the phase diagram of AgTi is probably accurate.
Ag-Ti system
Low Temperature Phases comparison chart
Composition % Ag Experimental (Massalski [122]) High Throughput ab-initio
33.3 C11b AgTi2-C11b
50 B11 AgTi-B11 (γCuTi)
0 20 40 60 80 100
−0.1
−0.05
0
HCP
C11b B11
FCC
Ti AgAtomic Percent Silver
e
V
Figure 4-5: AgTi (Silver - Titanium) ground state convex hull.
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4.6.6 Ag-Y (Silver - Yttrium)
The stability of AgY-B2 and Ag2Y-C11b is confirmed [122, 157]. In the Ag-rich region,
we do not determine the stability of Ag51Y14 since we do not have such prototype in our
library [158, 159]. Instead we find Ag3Y with A15 structure stable, but with an energy only
7.7meV/atom below the energy of a two-phase region Ag↔Ag2Y. Furthermore, we find
Ag5Y-C15b degenerate with the two-phase region Ag↔Ag3Y. In the real system, the pres-
ence of Ag51Y14 probably makes structures A15 and C15b metastable. In the Y-rich region
we find AgY2-C37 degenerate with the two-phase region Y↔AgY (within ∼1.7meV/atom)
as shown in figure (4-6).
Ag-Y system
Low Temperature Phases comparison chart
Composition % Ag Experimental (Massalski [122]) High Throughput ab-initio
33.3 two-phase region above 200◦C AgY2-C37/tie-line
50 B2 AgY-B2
66.6 C11b Ag2Y-C11b
75 two-phase region above 200◦C Ag3Y-A15 (uncertain)
78.5 Ag51Gd14 unavailable
83.3 two-phase region above 200◦C Ag5Y-C15b/tie-line (uncertain)
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V
Figure 4-6: AgY (Silver - Yttrium) ground state convex hull.
4.6.7 Ag-Zr (Silver - Zirconium)
The phase diagram of Ag-Zr is known partially, and it has been estimated from thermody-
namic properties [122, 160, 161]. The stability of the two known phases AgZr-B11 (γ-CuTi
prototype) and AgZr2-C11b is confirmed by our calculation. In addition to the known in-
termetallic compounds, we find a stable phase Ag2Zr, which is not present in Massalski
[122]: the two C6 and C32 structures are degenerate. To conclude, we find AgZr3-FCC
[001]
AB3
degenerate with the two-phase region Zr↔AgZr2 (within ∼1.3meV/atom). To address the
degenerate structures, we further investigate Ag2Zr with PAW-GGA potentials, as described
in the previous section. With PAW, C32 is the most stable compound and C6 is 2meV/atom
above C32.
Ag-Zr system
Low Temperature Phases comparison chart
Composition % Ag Experimental (Massalski [122]) High Throughput ab-initio
25.0 two-phase region AgZr3
estimated above 700◦C FCC
[001]
AB3/tie-line
33.3 C11b AgZr2-C11b
50 B11 AgZr-B11 (γCuTi)
66.6 two-phase region Ag2Zr
estimated above 700◦C C6/C32 (us)
C32 stable (paw)
C6∼2meV above C32 (paw)
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V
Figure 4-7: AgZr (Silver - Zirconium) ground state convex hull.
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4.6.8 Al-Sc (Aluminum - Scandium)
The experimental phase diagram has compounds at compositions: Al3Sc, Al2Sc, AlSc,
and AlSc2 [122, 152, 153, 154]. The ab-initiotechnique confirms the stability of Al3Sc-L12,
Al2Sc-C15, AlSc-B2, and AlSc2-B82. In the Sc-rich region of the phase diagram, we find a
new hexagonal stable phase AlSc3-D019, which is not present in Massalski [122]. Only very
limited experimental data is available for this side of the phase diagram.
Al-Sc system
Low Temperature Phases comparison chart
Composition % Al Experimental (Massalski [122]) High Throughput ab-initio
25.0 two-phase region above 0◦C AlSc3-D019
33.3 B82 AlSc2-B82
50 B2 AlSc-B2
66.6 C15 Al2Sc-C15
75 L12 Al3Sc-L12
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Figure 4-8: AlSc (Aluminum - Scandium) ground state convex hull.
4.6.9 Cd-Nb (Cadmium - Niobium)
The phase diagram for the system Cd-Nb is not known [122]. It has been reported that
Cd3Nb has L12 prototype [183]. However, we are not able to find any stable compound,
so we propose that the system is not compound forming, but will display low-temperature
immiscibility. In our calculations, Cd3Nb-L12 is ∼ 70meV/atom higher in energy than the
phase separation of Cd↔Nb.
Cd-Nb system
Low Temperature Phases comparison chart
Composition % Nb Experimental (Massalski [122]) High Throughput ab-initio
25 Cd3Nb-L12 immiscible
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4.6.10 Cd-Pd (Cadmium - Palladium)
Four Cd-Pd compounds have been identified experimentally at low-temperature (γ, γ1, γ
′
and β1 [184, 185, 122]). However, the phase boundaries are unknown. We confirm β1-CdPd-
L10. In the Cd-rich part of the phase diagram, we find Cd3Pd (near γ
′ at 74%Cd). We are
not able to determine the exact structure of Cd3Pd but our best candidates are D019, D024,
NbPd3-type, and Al3Pu-type (Co3V). In the Pd-rich part of the phase diagram, we find a
stable phase CdPd3. As before, we cannot determine its structure, precisely. Our guesses
are D022 and NbPd3-type, which have degenerate energies. At concentration 33.3% Cd, we
find a new compound CdPd2-C37 which is not present in Massalski [122].
Cd-Pd system
Low Temperature Phases comparison chart
Composition % Cd Experimental (Massalski [122]) High Throughput ab-initio
25 Pd phase CdPd3
above 100◦C D022/NbPd3 (us)
33.3 two-phase region CdPd2-C37
above 100◦C, between β1 ↔Pd
37-55 β1-L10 CdPd-L10
74 γ′-(unknown) Cd3Pd-D019 or
D024/NbPd3/Al3Pu (us)
77-80 γ1-(unknown) unavailable
81-83 γ-D83 unavailable
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V
Figure 4-9: CdPd (Cadmium - Palladium) ground state convex hull.
128
4.6.11 Cd-Pt (Cadmium - Platinum)
The phase diagram of the system Cd-Pt is partially known [186, 122], with several com-
pounds of unknown structure. We confirm the stability of phase α′1-CdPt-L10. In the
Cd-rich part of the phase diagram, the prototypes of Cd2Pt and γ1 are unknown. For
Cd2Pt, our best guess are two degenerate structures, Cd2Pt-C37 and Cd2Pt-C16, and they
are also degenerate with the hull. For γ1 we find two degenerate structures Cd3Pt-D011 and
Cd3Pt-D022 with energy difference ∼4meV/atom. In the Pt-rich part of the phase diagram,
we do not find a stable compound α′-CdPt3-L12. Instead, we find a stable orthorhombic
CdPt3 with fcc superstructure and Cmmm #65 space group. The prototype, labeled as
CdPtproto3 , is described in appendix (4.9). In addition, CdPt3-L12 is found with an energy
∼25meV/atom above CdPtproto3 . To address the degenerate structures, we further investi-
gate Cd2Pt and Cd3Pt with PAW-GGA potentials, as described in the previous section. For
compound Cd2Pt, with PAW, C16 is the most stable compound and C37 is ∼30meV/atom
higher than C16. In addition, for compound Cd3Pt, D011 is the most stable compound and
NbPd3/D022 are higher by ∼60meV/atom.
Cd-Pt system
Low Temperature Phases comparison chart
Composition % Pt Experimental (Massalski [122]) High Throughput ab-initio
∼13 to 17 γ-(unknown) two-phase region
24 to 26 γ1-(unknown) Cd3Pt D011/D022 (us)
D011 stable, D022∼60meV above D011 (paw)
∼26 to 28 γ2-(unknown) unavailable
∼38 to 31 Cd2Pt-(unknown) Cd2Pt C37/C16/tie-line (us)
C16 stable, C37∼30meV above C16 (paw)
∼49 to 51 α′1-L10 CdPt-L10
∼75 α′-L12 CdPtproto3 , Appendix (4.9)
L12∼25meV above CdPtproto3
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V
Figure 4-10: CdPt (Cadmium - Platinum) ground state convex hull.
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4.6.12 Cd-Rh (Cadmium - Rhodium)
No experimental phase diagram is available [122]. With our ab-initiotechnique we find two
stable compounds, Cd2Rh-C37, and Cd3Rh. Our best guesses for Cd3Rh are Cd3Rh-D024
and Cd3Rh-Al3Pu-type (Co3V), which have degenerate energies (2meV/atom difference).
Interesting metastable phases are Cd3Rh-D019, (11 meV/atom above Cd3Rh), and Cd2Rh-
C49 (8meV/atom above Cd2Rh-C37). To address the degenerate structures, we further
investigate Cd3Rh with PAW-GGA potentials, as described in the previous section. With
PAW, Cd3Rh-Al3Pu is the ground state, and Cd3Rh-D024 has an energy 5meV/atom higher.
Cd-Rh system
Low Temperature Phases comparison chart
Composition % Cd Experimental (Massalski [122]) High Throughput ab-initio
66.6 not studied Cd2Rh-C37
C49 metastable
75 not studied Cd3Rh
D024/Al3Pu stable (us)
D019 ∼ 11meV above D024/Al3Pu (us)
Al3Pu stable (paw)
D024 ∼ 5meV above Al3Pu (paw)
0 20 40 60 80 100
−0.16
−0.14
−0.12
−0.1
−0.08
−0.06
−0.04
−0.02
0
0.02
FCC
C37           
DO24/Al3Pu
HCP
Rh CdAtomic Percent Cadmium
e
V
Figure 4-11: CdRh (Cadmium - Rhodium) ground state convex hull.
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4.6.13 Cd-Ti (Cadmium - Titanium)
Little is known for the system Cd-Ti at high-temperature [122, 188, 189]. At low temper-
ature only two stable intermetallic compounds have been reported [189]. We confirm the
stability of Ti2Cd-C11b and TiCd-B11. We have not found any other stable or metastable
compound: we conclude that the low temperature part of the phase diagram is complete.
Note that this system is very similar to Ag-Ti.
Cd-Ti system
Low Temperature Phases comparison chart
Composition % Cd Experimental (Massalski [122]) High Throughput ab-initio
33.3 C11b CdTi2-C11b
50 B11 CdTi-B11
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V
Figure 4-12: CdTi (Cadmium - Titanium) ground state convex hull.
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4.6.14 Cd-Y (Cadmium - Yttrium)
The stability of compounds YCd-B2, YCd2-C6 and YCd3 (Cd3Er prototype) [122, 190, 191,
192] is confirmed. The Yttrium-rich side of the phase diagram is poorly known. In that
region we find two degenerate phases Y2Cd-C49 and Y2Cd-C37, also seen very close the
energy of the two phase region Y↔CdY (figure (4-13)). We do not find any other stable or
metastable phase. To address the degenerate structures, we further investigate Y2Cd with
PAW-GGA potentials, as described in the previous section. With PAW, C37 is the most
stable compound and C49 is higher by 7.7meV/atom.
Cd-Y system
Low Temperature Phases comparison chart
Composition % Cd Experimental (Massalski [122]) High Throughput ab-initio
33.3 not studied/two-phase region CdY2 C37/C49 (us)
C37 stable (paw)
C49 ∼ 7.7meV above C37 (paw)
50 B2 CdY-B2
66.6 C6 Cd2Y-C6
75 Cd3Er Cd3Y-Cd3Er
80.4 Cd45Y11-Cd45Sm11 unavailable
81.7 Cd58Y13-Pu13Zn58 unavailable
85.7 Cd6Y unavailable
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Figure 4-13: CdY (Cadmium - Yttrium) ground state convex hull.
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4.6.15 Cd-Zr (Cadmium - Zirconium)
The Cd-Zr system is poorly characterized [130, 122], and compounds have been identified
at four compositions Cd3Zr, Cd2Zr, CdZr, and CdZr2. Massalski [122] reports Cd3Zr-L10-
AuCu, which we consider a misprint for Cd3Zr-L12-AuCu, while CRYSTMET and Pauling
File databases [64, 113] report Cd3Zr-DOα-βCu3Ti from reference [193]. We confirm the
stability of Cd3Zr-L12 and CdZr2-C11b. At 50% concentration, we find CdZr-L10 instead
of CdZr-B11, with energy ∼18meV/atom higher than L10. The prototype of Cd2Zr is
not known: our best guess is Cd2Zr-C11b (also CdZr2 is C11b). In addition, we find a
stable compound CdZr3-A15 not present in Massalski [122], and a metastable L12 with
8.5meV/atom more than A15.
Cd-Zr system
Low Temperature Phases comparison chart
Composition % Cd Experimental (Massalski [122]) High Throughput ab-initio
25 two-phase region CdZr3-A15
not studied L12 ∼ 8.5meV above A15
33.3 C11b CdZr2-C11b
50 B11 CdZr-L10
B11 ∼ 18meV above L10
66.6 cubic (unknown) Cd2Zr-C11b
75 L12 [122] Cd3Zr-L12
DOα [193, 64, 113]
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Figure 4-14: CdZr (Cadmium - Zirconium) ground state convex hull.
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4.6.16 Mo-Nb (Molybdenum - Niobium)
The system MoNb has not been studied in great detail and no experimental intermetallic
compounds have been found [122, 128, 194]. A bcc solid solution is reported from 2400◦C
up to the melt. We predict four stable compounds at low temperature: MoNb2-C11b,
MoNb-B2, Mo2Nb-C11b, and Mo3Nb-D03, as shown in figure (4-15).
Mo-Nb system
Low Temperature Phases comparison chart
Composition % Mo Experimental (Massalski [122]) High Throughput ab-initio
33.3 not studied MoNb2-C11b
50 not studied MoNb-B2
66.6 not studied Mo2Nb-C11b
75 not studied Mo3Nb -D03
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Figure 4-15: MoNb (Molybdenum - Niobium) ground state convex hull.
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4.6.17 Mo-Pd (Molybdenum - Palladium)
The phase diagram of this alloy is known from experimental investigations and thermo-
dynamic calculations [122, 127, 132, 195]. The only compound is at composition MoPd2
and is listed in the Massalski as having approximatively the MoPt2 structure [122, 195].
Our method finds that the MoPt2 structure at this composition is 8meV/atom higher than
the most stable phase. The stable MoPd2 compound, with space group Cmcm #63 and
orthorhombic lattice, is labeled as MoPdproto2 and described in appendix (4.9). In addition,
we find a stable phase MoPd5 with hcp superstructure and space group Amm2 #38. The
prototype, labeled as MoPdproto5 , is described in appendix (4.10). Since Molybdenum is bcc
and Palladium is fcc, it is interesting that the two stable compounds MoPd2 and MoPd5
are hpc superstructures.
Mo-Pd system
Low Temperature Phases comparison chart
Composition % Pd Experimental (Massalski [122]) High Throughput ab-initio
66 to 67 ∼ MoPt2 MoPdproto2 , Appendix (4.9)
MoPt2 ∼ 8meV above MoPdproto2
83.3 disorder fcc Pd-A1 MoPdproto5 , Appendix (4.10)
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Figure 4-16: MoPd (Molybdenum - Palladium) ground state convex hull.
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4.6.18 Mo-Pt (Molybdenum - Platinum)
The phase diagram of this alloy is known from experimental investigations [196] and ther-
modynamic modeling [122]. We confirm the stability of phases MoPt-B19 and MoPt2 (with
MoPt2 prototype). In the Pt-rich part of the phase diagram, we find a stable compound
MoPt3-D022 (Al3Ti prototype), not present in Massalski [122]. This structure has fcc su-
perstructure which is consistent with the fact that Pt is fcc. The energy difference between
MoPt3-D022 and the two-phase region MoPt2↔Pt, is only ∼4meV/atom. Hence, the exis-
tence of compound MoPt3-D022 is uncertain.
Mo-Pt system
Low Temperature Phases comparison chart
Composition % Pt Experimental (Massalski [122]) High Throughput ab-initio
31.5 to 45 ′-D019 unavailable
above 1000◦C at such composition
50 B19 MoPt-B19
66.6 MoPt2 MoPt2
75 two-phase region MoPt3-D022
MoPt2↔Pt ∼4meV above MoPt2↔Pt
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Figure 4-17: MoPt (Molybdenum - Platinum) ground state convex hull.
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4.6.19 Mo-Rh (Molybdenum - Rhodium)
The phase diagram of the system Mo-Rh is based on thermodynamic calculations and
experimental results [122, 132, 197, 198, 199, 200] We confirm the stability of the two
known compounds MoRh-B19 [122] and MoRh3-CdMg3 [199]. At concentration 33.3% Mo,
we find the stable phase MoRh2-C37 (prototype Co2Si), not present in Massalski [122].
Mo-Rh system
Low Temperature Phases comparison chart
Composition % Rh Experimental (Massalski [122]) High Throughput ab-initio
∼50 B19 MoRh-B19
66.6 two-phase region above 900◦C Mo2Rh-C37
∼75 unknown [122] MoRh3-CdMg3
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Figure 4-18: MoRh (Molybdenum - Rhodium) ground state convex hull.
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4.6.20 Mo-Ru (Molybdenum - Ruthenium)
The phase diagram of this system is known at medium and high-temperature [122, 201].
There is a σ phase around 38% Ru, which is quite common when bcc (Mo) and hcp (Ru)
elements are mixed. We are not able to confirm the σ phase since we do not have the proper
prototype in our library. As shown in figure (4-19), at concentration 75% Ru, we find the
stable phase MoRu3-D019 (formation energy ∼ 60meV/atom), not present in Massalski
[122].
Mo-Ru system
Low Temperature Phases comparison chart
Composition % Ru Experimental (Massalski [122]) High Throughput ab-initio
75 disorder hcp Ru-A3 above 800◦C MoRu3-D019
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Figure 4-19: MoRu (Molybdenum - Ruthenium) ground state convex hull.
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4.6.21 Mo-Ti (Molybdenum - Titanium)
To our knowledge, no intermetallic compounds have been reported for the system Mo-Ti
[122, 129, 202, 203, 204], and it is considered a non-compound forming system [113, 64].
At low temperature, experiments have found αTi-hcp (up to 0.4% Mo) and disordered
(βTi,Mo)-bcc [122, 204]. Instead of a two-phase region we find six stable compounds. Four
of these have bcc superstructures: orthorhombic MoTi3, degenerate with the two-phase
region Ti↔MoTi2, with space group Immm #71 and prototype MoTiproto3 (Appendix (4.9));
orthorhombic Mo3Ti with space group Immm #71 and prototype Mo3Ti
proto (Appendix
(4.9)); trigonal MoTi2-BCC
[211]
AB2, and orthorhombic MoTi with space group Imma #74 and
prototype MoTiproto (Appendix (4.9)). In addition, we find a stable compound Mo2Ti-
C11b, and a monoclinic Mo5Ti which has space group C2/m #12 and prototype Mo5Ti
proto
(Appendix (4.10)).
Mo-Ti system
Low Temperature Phases comparison chart
Composition % Mo Experimental (Massalski [122]) High Throughput ab-initio
25 two-phase region, MoTiproto3 /tie-line
(βTi,Mo)-A2↔ (αTi)-A3, Appendix (4.9)
above 400◦C
33.3 same as above MoTi2-BCC
[211]
AB2
50 same as above MoTiproto, Appendix (4.9)
66.6 same as above Mo2Ti-C11b
75 same as above Mo3Ti
proto, Appendix (4.9)
83.3 same as above Mo5Ti
proto, Appendix (4.10)
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Figure 4-20: MoTi (Molybdenum - Titanium) ground state convex hull.
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4.6.22 Mo-Zr (Molybdenum - Zirconium)
Not much is known of the system Mo-Zr to produce a reliable phase diagram [122, 130].
We confirm the stability of the only known compound Mo2Zr-C15. Experimentally, the
Zr-rich side of the phase diagram has not been explored in detail at low temperature,
and it is reported to have a two-phase region Mo2Zr-C15↔(αZr)-A3 above 400◦C. How-
ever, we find two-phases with hcp superstructures: the monoclinic compound MoZr5 with
space group C2/m #12, prototype MoZrproto5 (Appendix (4.10)) and the orthorhombic phase
MoZr3 with space group Imma #74 and prototype MoZr
proto
3 (Appendix (4.10)). Both com-
pounds MoZrproto3 and MoZr
proto
5 are quasi-degenerate with respect to the two-phase region
Mo2Zr↔(αZr). Hence, the existence of MoZrproto3 and MoZrproto5 is uncertain. It is useful
mentioning that there is a metastable orthorhombic phase MoZr with space group Imma
#74 and prototype similar to MoTiproto (Appendix (4.9)). MoZr is higher by ∼2meV/atom
respect the tie line Mo2Zr↔(αZr).
Mo-Zr system
Low Temperature Phases comparison chart
Composition % Mo Experimental (Massalski [122]) High Throughput ab-initio
16.6 two-phase region MoZrproto5 /tie-line
above 400◦C Appendix (4.10)
25 same as above MoZrproto3 /tie-line
Appendix (4.10)
50 same as above ∼ MoTiproto metastable
∼2meV above
Mo2Zr-C15↔(αZr)-A3
60-67 C15 Mo2Zr-C15
0 20 40 60 80 100
−0.16
−0.14
−0.12
−0.1
−0.08
−0.06
−0.04
−0.02
0
0.02
HCP
MoZr5
proto/tie  
MoZr3
proto/tie  
C15
BCC
Zr MoAtomic Percent Molybdenum
e
V
Figure 4-21: MoZr (Molybdenum - Zirconium) ground state convex hull.
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4.6.23 Nb-Pd (Niobium - Palladium)
The Pd-Nb phase diagram is known with reasonable accuracy in the Pd-rich region [122, 128,
226]. The stability of the experimental phase NbPd2-MoPt2 and αNbPd3-D022 is confirmed.
In the Nb-rich region, at concentration 33% Nb, we find an orthorhombic compound Nb2Pd-
BCC
[011]
AB2, not present in Massalski [122]. The energy of this phase is ∼11meV/atom below
the tie line of the two-phase region Nb↔NbPd2.
Nb-Pd system
Low Temperature Phases comparison chart
Composition % Pd Experimental (Massalski [122]) High Throughput ab-initio
33.3 two-phase region Nb2Pd-BCC
[011]
AB2
above 700◦C ∼11meV below Nb↔NbPd2
66.6 MoPt2 NbPd2-MoPt2
75 α-D022 NbPd3-D022
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Figure 4-22: NbPd (Niobium - Palladium) ground state convex hull.
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4.6.24 Nb-Pt (Niobium - Platinum)
Several intermetallic compounds have been reported for the system Nb-Pt, and the phase
diagram is known approximatively [122, 128, 206, 207, 208, 209, 210]. We confirm the
experimental phases Nb3Pt-A15 and αNbPt3-D0α (βCu3Ti prototype). The prototype of
NbPt2 is not reported in Massalski [122] (orthorhombic oI6, with space group Immm). We
find NbPt2-MoPt2, in agreement with references [113, 208, 209]. At 50% concentration we
do not confirm the stability of NbPt-B19. Instead of B19 we find NbPt-L10, and B19 to be
higher by ∼11meV/atom above L10. Furthermore, we think that the region Nb1−xPt1+x
of the phase diagram reported in Massalski [122], should be divided in two sub regions:
βNb1−xPt1+x-B19 at high-temperature and αNb1−xPt1+x-L10 at low-temperature (similar
to the two-phases αNbPt3-D0α and βNbPt3 near concentration ∼ 75% Pt). We can not
say anything about the σ-phase D8b since we do not have such prototype in our library.
Nb-Pt system
Low Temperature Phases comparison chart
Composition % Pt Experimental (Massalski [122]) High Throughput ab-initio
19 to 28 A15 Nb3Pt-A15
31 to 38 D8b unavailable σ-phase
∼50 Nb1−xPt1+x-B19 NbPt-L10
B19 ∼ 11meV above L10 (us)
∼67 MoPt2 [113, 208, 209] NbPt2-MoPt2
∼76 D0α NbPt3-D0α
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Figure 4-23: NbPt (Niobium - Platinum) ground state convex hull.
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4.6.25 Nb-Rh (Niobium - Rhodium)
The system Nb-Rh is poorly characterized in the range of concentration 50∼80% Rh [122,
128, 207, 212, 213, 132]. We confirm the stability of Nb3Rh-A15, NbRh-L10, and the
existence of NbRh-B19. At concentration 75% Rh, we find the stable phase η-Al3Pu (Co3V)
and κNuRh3-L12 to be higher by 8meV/atom. Hence, we think that η prevails at low-
temperature over κ, in contrast with the sketched phase diagram of reference [122]. We can
not say anything about D8b and ξ(Nb2Rh3) since we do not have the σ-phase D8b and any
A2B3 prototypes in our library. To address the structures with similar energy, we further
investigate NuRh3 with PAW-GGA potentials, as described in the previous section. With
PAW, NuRh3-Al3Pu is the most stable compound and NuRh3-L12 is higher by 5.3meV/atom.
Nb-Rh system
Low Temperature Phases comparison chart
Composition % Rh Experimental (Massalski [122]) High Throughput ab-initio
25 α′(Nb3Rh)-A15 Nb3Rh-A15
28.5 to 39.5 σ(Nb13Rh7)-D8b unavailable
∼51.5 to 52 L10 NbRh-L10
∼56 to 62 (Nb2Rh3)-B19 NbRh-B19
(high-temperature)
59 to ∼64 ξ(Nb2Rh3)-Nb2Rh3 unavailable
∼67 to 70 η(Nb13Rh27)-Al3Pu see below
(≡ Co3V in [122]) for Al3Pu
∼71 to 79 κ(NbRh3)-L12 NbRh3-Al3Pu (us)
L12∼8meV above Al3Pu (us)
Al3Pu stable (paw)
L12∼5.3meV above Al3Pu (paw)
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Figure 4-24: NbRh (Niobium - Rhodium) ground state convex hull.
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4.6.26 Nb-Ru (Niobium - Ruthenium)
Very little is known for the alloy Nb-Ru, especially at low-temperature [122, 128, 211, 214,
215]. We do not confirm the stability of the two low-temperature compound NbRu ′-L10, but
instead find a two-phase field between Nb3Ru and NbRu2, as shown in figure (4-25). Respect
to such two-phase field, In the Ru-rich side of the phase diagram, we find NbRu3-D024 to be
8meV/atom lower than L12 which is suggested experimentally. At 66% Ru we find NbRu2-
C37 (with oP12-Co2Si prototype). We do not find any stable phase for NbRu. With
respect to the two-phase field Nb3Ru↔NbRu2, the least unstable structures are are B19
(∼13meV/atom), L10 (∼20meV/atom), B27 (∼23meV/atom), B33 (∼39meV/atom), and
B2 (∼45meV/atom). Experiments have not found any other stable compound. However,
in the Nb-rich side of the phase diagram, we find Nb3Ru-D03 and Nb5Ru with relaxed
hcp superstructure and C2/m #12 space group. The prototype, labeled as Nb5Ru
proto, is
described in appendix (4.10).
Nb-Ru system
Low Temperature Phases comparison chart
Composition % Ru Experimental (Massalski [122]) High Throughput ab-initio
16.6 disorder Nb-A2 Nb5Ru
proto, Appendix (4.10)
25 disorder Nb-A2 Nb3Ru-D03
∼50 NbRu′-L10 two-phase region
Nb3Ru↔NbRu2.
B19∼13meV, L10∼20meV,
B2 ∼45meV above the tie-line
66.6 two-phase region above ∼700◦C NbRu2-C37
75 L12 NbRu2-D024
L12 metastable
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Figure 4-25: NbRu (Niobium - Ruthenium) ground state convex hull.
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4.6.27 Pd-Pt (Palladium - Platinum)
The low temperature part of the phase diagram is believed to have a miscibility gap at a
temperature of about 770◦C. This gap is predicted on the basis of the difference of melting
points between Pd an Pt [122, 125, 227, 228]. Instead of such gap, we find three unknown
stable compounds with fcc superstructures (Pd and Pt are both fcc). We find PdPt-L11,
and two orthorhombic phases, Pd3Pt and PdPt3, with space group Cmmm #65 and proto-
types described in appendix (4.9). The prototypes are labeled as Pd3Pt
proto and PdPtproto3 .
The compound Pd3Pt is degenerate with respect the two-phase fields Pd-A1↔PdPt-L11,
therefore its existence is uncertain. As shown in figure (4-26), all the stable phases have
small formation energy (< 50meV/atom) making them difficult to determine experimen-
tally. However, we believe the experimental phase diagram to be in error.
Pd-Pt system
Low Temperature Phases comparison chart
Composition % Pt Experimental (Massalski [122]) High Throughput ab-initio
25 predicted two-phase region Pd3Pt
proto/tie-line
Pd-A1↔Pt-A1 (uncertain) Appendix (4.9)
50 same as above PdPt-L11
75 same as above PdPtproto3 , Appendix (4.9)
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Figure 4-26: PdPt (Palladium - Platinum) ground state convex hull.
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4.6.28 Pd-Ti (Palladium - Titanium)
This system has been subject of conflicting results for several years [122]. Our method
confirms the stability of the compounds PdTi2-C11b, PdTi3-A15, and Pd3Ti-D024. Near
80% Pd, Long Period Superstructures (LPS) modulations of L12 are observed [233]. While
we do not have such off-stoichiometric LPS, we find L12 to be only 6meV/atom above D024
at Pd3Ti composition. We find Pd2Ti-MoPt2 which is an orthorhombic distortion of C11b
(MoPt2 is orthorhombic, while C11b is tetragonal, and they have the atoms with the same
fractional coordinates; hence a strain of one of the identical sides of C11b results in an or-
thorhombic lattice). We find Pd2Ti-C49 and Pd2Ti-C11b to be higher by 3meV/atom and
14meV/atom above MoPt2, respectively. At low temperature, at concentration 50%, we
find a stable compound αTiPd, but two prototypes are degenerate: L10 and B19 (which is
reported experimentally). We can not find the reported phase PdTi4-A15 (out of stoichiom-
etry) [122], which we think should appear inside the two-phase region of Ti ∼ PdTi3, or
at composition PdTi3. To address the degenerate structures, we further investigate αTiPd
with PAW-GGA potentials, as described in the previous section. With PAW, PdTi-B19 is
the most stable compound and PdTi-L10 is higher by 10meV/atom.
Pd-Ti system
Low Temperature Phases comparison chart
Composition % Pd Experimental (Massalski [122]) High Throughput ab-initio
20 and 25 A15-Cr3Si at 20% PdTi3-A15 at 25%
33.3 C11b PdTi2-C11b
47 to 53 α(TiPd)-B19 PdTi-B19/L10 (us)
B19 stable, L10∼10meV above B19 (paw)
60 Pd3Ti2 ∼ Au2V unavailable
62.5 Pd5Ti3 ∼ C11b unavailable
66.6 orthorhombic distortion Pd2Ti-MoPt2 (distortion of C11b)
of C11b C49∼3meV, C11b∼14meV above MoPt2
75 D024 Pd3Ti-D024
L12∼6meV above D024
80 L12 L12 metastable at 75% (see text)
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Figure 4-27: PdTi (Palladium - Titanium) ground state convex hull.
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4.6.29 Pd-Y (Palladium - Yttrium)
The phase diagram for the system Pd-Y is known with reasonable accuracy. Several inter-
metallic compounds have been reported. But not all the structures have been determined
experimentally [122, 113, 234, 235, 236, 237]. We confirm the stability of the compounds
Pd3Y-L12 and PdY3-D011. The prototype of αPdY is not known [234]. Our best guesses
are PdY-B27 and PdY-B33 (CrB), which are degenerate. We also find PdY2-C37, which
occurs in a concentration between two known compounds Pd2Y3 and Pd2Y5 and is very
close to the tie line of the two-phase field PdY3↔PdY (5meV/atom) Hence, if Pd2Y3 and
Pd2Y5 were to be included, C37 would likely not be stable. We cannot check this prediction
since we do not have Pd2Y3 and Pd2Y5 prototypes in the set of calculations. To address the
degenerate structures, we further investigate PdY with PAW-GGA potentials, as described
in the previous section. With PAW, PdY-B27 is the most stable compound and PdY-B33
is higher by 3.1meV/atom. Similar phenomenon happens to system PdZr.
Pd-Y system
Low Temperature Phases comparison chart
Composition % Pd Experimental (Massalski [122]) High Throughput ab-initio
25 D011 PdY3-D011
28.6 Pd2Y5 unknown unavailable
33.3 two-phase region PdY2-C37 (uncertain)
40 Pd2Y3-hR15 unknown unavailable
50 αPdY unknown PdY-B27/B33 (us)
B27 stable, B33∼3.1meV above B27 (paw)
57.1 Pd4Y3-hR14 unknown unavailable
60 αPd3Y2 unknown unavailable
66.6 unknown two-phase region
79.5 to 75 L12 Pd3Y-L12
87.5 unknown unavailable
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Figure 4-28: PdY (Palladium - Yttrium) ground state convex hull.
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4.6.30 Pd-Zr (Palladium - Zirconium)
The experimental phase diagram for the system Pd-Zr is based on limited information
[122, 238, 239, 240, 241, 242, 243, 244, 245, 246]. We are able to confirm stability of
Pd3Zr-D024 and PdZr2-C11b. The stable phase of PdZr is reported to be CrB (B33) [113,
246]. At that composition, we find two degenerate structures: PdZr-B27 or PdZr-B33
(CrB). In the Zr-rich side of the phase diagram, we find PdZr3-FCC
[001]
AB3. However, the
energy difference between PdZr3-FCC
[001]
AB3 and the two-phase region Zr↔PdZr2-C11b, is
very small (∼6meV/atom). Hence, the existence of compound PdZr3-FCC[001]AB3 remains
uncertain. At low-temperature, instead of a stable phase with stoichiometry Pd2Zr, we find
the two-phase field PdZr↔Pd3Zr-D024. The least unstable phases are Pd2Zr-C49, Pd2Zr-
MoPt2, Pd2Zr-C11b, with energies ∼18meV/atom, ∼24meV/atom, ∼26meV/atom above
the tie line of the two-phase region, respectively. Hence we cannot confirm any stability
of a compound Pd2Zr. To address the degenerate structures, we further investigate PdZr
with PAW-GGA potentials, as described in the previous section. With PAW, PdZr-B33 is
the most stable compound and PdZr-B27 is higher by 3.2meV/atom. Similar phenomenon
happens to system PdY.
Pd-Zr system
Low Temperature Phases comparison chart
Composition % Pd Experimental (Massalski [122]) High Throughput ab-initio
25 two-phase region PdZr3-FCC
[001]
AB3 (uncertain)
33.3 C11b PdZr2-C11b
50 disorder fcc [122] PdZr- B27/B33 (us)
CrB(B33-TlI) [113, 246] B33 stable, B27∼3.2meV above B33 (paw)
66.6 C11b two-phase region
C49∼18meV, MoPt2∼24meV,
C11b∼26meV above the tie-line
75 D024 Pd3Zr-D024
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Figure 4-29: PdZr (Palladium - Zirconium) ground state convex hull.
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4.6.31 Pt-Rh (Platinum - Rhodium)
The experimental phase diagram of the system Pt-Rh is similar the system Pd-Pt. The low-
temperature part of the phase diagram is believed to have a miscibility gap at a temperature
of about 760◦C [122, 113, 248] This gap is predicted on the difference of melting points
between Pt and Rh [125, 247]. Instead of the gap, we find four stable phases, all with fcc
superstructure (Pt and Rh are both fcc). We find Pt3Rh-D022, PtRh2-C49 and PtRh3-
D022, and, at 50% concentration, PtRh-NbP (FCC
[201]
A2B2). As shown in figure (4-30), all the
stable phases have very small formation energy (< 30meV/atom) indicating that they may
disorder at relatively low temperature. Therefore, we believe the phase diagram to be in
error [122].
Pt-Rh system
Low Temperature Phases comparison chart
Composition % Rh Experimental (Massalski [122]) High Throughput ab-initio
25 two-phase region Pt3Rh-D022
Pt-A1↔Rh-A1
50 same as above PtRh-NbP
66.6 same as above PtRh2-C49
75 same as above PtRh3-D022
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Figure 4-30: PtRh (Platinum - Rhodium) ground state convex hull.
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4.6.32 Pt-Ru (Platinum - Ruthenium)
Only one compound has been found for the system Pt-Ru [122, 249, 250]. At low-temperature,
the phase diagram reported in Massalski [122] has Platinum-rich and Ruthenium-rich solid
solution with large solubilities of the other element, and a two-phase region for concentra-
tion between ∼70% to ∼80% of Ruthenium. However, recent X-ray diffraction experimental
work reported the existence of a FCC phase at 50% composition, with unknown prototype
[250]. For PtRu, our prediction is PtRu-FCC
[001]
A2B2. At 25% Ru composition, we find a
stable phase Pt3Ru-FCC
[001]
AB3, degenerate with the two-phase field Pt↔PtRu. Hence, the
existence of compound Pt3Ru-FCC
[001]
AB3 remains uncertain. To our knowledge, PtRu is the
first known system where the prototype structure FCC
[001]
A2B2 would be stable, and it would
not be in contrast with the recent X-ray diffraction experimental work [250].
Pt-Ru system
Low Temperature Phases comparison chart
Composition % Ru Experimental (Massalski [122]) High Throughput ab-initio
25 disorder Pt-A1 [122] Pt3Ru
FCC
[001]
AB3/tie-line (uncertain)
50 disorder Pt-A1 [122] PtRu-FCC
[001]
A2B2
PtRu-FCC [250]
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Figure 4-31: PtRu (Platinum - Ruthenium) ground state convex hull.
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4.6.33 Pt-Tc (Platinum - Technetium)
The phase diagram for the system Pt-Tc has been determined from experimental solid sol-
ubility data [122, 125, 304, 307]. No intermetallic compounds have been reported [122].
However, we find two stable phases: Pt3Tc-FCC
[001]
AB3 and PtTc3-D019. PtTc3-D019 appears
in the composition range of a two-phase region Pt-A1 and Tc-A3, that is present at tem-
peratures higher than ∼ 1000◦C. An interesting trend of Tc alloys is explained in section
(4.7).
Pt-Tc system
Low Temperature Phases comparison chart
Composition % Tc Experimental (Massalski [122]) High Throughput ab-initio
25 disorder Pt-A1 Pt3Tc-FCC
[001]
AB3
75 two-phase region above ∼1000◦C PtTc3-D019
Pt-A1↔Tc-A3
0 20 40 60 80 100
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
0
FCC
FCCAB3
[001]
D019
HCP
Pt TcAtomic Percent Technetium
e
V
Figure 4-32: PtTc (Platinum - Technetium) ground state convex hull.
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4.6.34 Pt-Ti (Platinum - Titanium)
Not much is known of system Pt-Ti to produce a precise phase diagram [122, 129, 251,
252, 253, 254, 255, 256, 257]. Some intermetallic compounds are reported [251, 252, 253,
254, 255, 256, 257, 258]. We confirm the stability of phases PtTi3-A15, αPtTi-B19, Pt3Ti-
D024. B19 is table at 50% composition, and L10 and B33 are higher by ∼20meV/atom
and ∼30meV/atom, respectively. At concentration 25%Ti, we confirm the existence of
compound γ-L12, which has an energy higher by ∼5meV/atom with respect to Pt3Ti-D024.
However, L12 has been reported to be stable away from stoichiometry < 25% Ti [122].
At composition 33% Ti, Pt2Ti, Massalski reports a two-phase region above 600
◦C [122];
at room-temperature, Krautwasser et-al. report an orthorhombic bcc phase (oI6), with
prototype ReSi2, and space group Immm (#71) [254]; at high-temperature, Selhaoui et-al.
report Pt2Ti with C11b prototype (bcc) [258]. We do not have ReSi2 prototype in our library
and we find the stable phase Pt2Ti-C49 (ZrSi2), and C11b to be higher by ∼90meV/atom.
Pt-Ti system
Low Temperature Phases comparison chart
Composition % Ti Experimental (Massalski [122]) High Throughput ab-initio
1 to 12 Pt8Ti-D1α unavailable
20 to 27 D024 (>25%Ti) Pt3Ti-D024
γ-L12 (<25%Ti) L12∼5meV above D024
33.3 two-phase region Pt2Ti-C49
above 600◦C[122] or ReSi2 [254] (ReSi2 unavailable)
46 to 54 αPtTi-B19 PtTi-B19
L10∼20meV above B19
71 to 78 A15 PtTi3-A15
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Figure 4-33: PtTi (Platinum - Titanium) ground state convex hull.
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4.6.35 Pt-Y (Platinum - Yttrium)
The experimental phase diagram of the system Pt-Y has been sketched by analogy with
other Rare Earth-Platinum diagrams [122]. Several intermetallic compounds have been re-
ported [122, 125, 259, 260, 261, 262, 263, 264, 265, 266, 267]. The stability of the compounds
Pt3Y-L12, Pt2Y-C15, and PtY3-D011 is confirmed. At 50% concentration, we do not find
any stable PtY-B27. Instead of B27, we find PtY-B33 (CrB prototype) to have lowest
energy with B2 and B27 having energies ∼50meV/atom above B33. At 66.6% Y concen-
tration, we find PtY2-C37. C37 is the prototype of Co2Si, and Ni2Si has C37 (Co2Si) as
prototype. Hence our calculations confirm the correct experimental structure. As shown in
figure (4-34), at concentration 16.6% Y, we find a two-phase region instead of the reported
stable compound Pt5Y with unknown structure [122]. Our best guess is Pt5Y-D2d which
is the least-metastable structure we have at such composition. We conclude that further
experimental and theoretical investigations are necessary to determine the behavior of PtY.
Pt-Y system
Low Temperature Phases comparison chart
Composition % Y Experimental (Massalski [122]) High Throughput ab-initio
16.6 unknown Pt5Y-D2d metastable
25 L12 Pt3Y-L12
33.3 C15 Pt2Y-C15
42.9 Pt4Y3-Pd4Pu3 unavailable
50 B27 PtY-B33, B2/B27 ∼50meV above B33
55.6 Pt4Y5-Pu5Rh4 unavailable
62.5 D88 two-phase region
66.6 PtY2-Ni2Si [122] (Co2Si) PtY2-C37 (Co2Si)
70 Pt3Y7-D102 unavailable
75 D011 PtY3-D011
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Figure 4-34: PtY (Platinum - Yttrium) ground state convex hull.
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4.6.36 Pt-Zr (Platinum - Zirconium)
The system Pt-Zr is quite interesting. Our method confirms the stability of αPtZr-B33
(CrB prototype). Two crystal structures have been reported for Pt3Zr: D024 and L12
[122, 268, 270, 269, 271, 272, 244]. We confirm the stability of Pt3Zr-D024 and we find
L12 to be higher by 10meV/atom with respect to D024. In the Zr-rich part of the phase
diagram, we find two stable phases PtZr2-C16 and PtZr3-A15. At concentration 62.5% Zr,
we do not find Pt3Zr5-D88, but the two-phase field PtZr↔PtZr2. W5Si3 and D88 are higher
by ∼26meV/atom and ∼36meV/atom with respect to the tie-line PtZr↔PtZr2.
Pt-Zr system
Low Temperature Phases comparison chart
Composition % Zr Experimental (Massalski [122]) High Throughput ab-initio
25 D024 in [269, 244, 271, 272] Pt3Zr-D024
[269, 244, 271, 272] L12∼10meV above D024
50 αPtZr-B33 (CrB) PtZr-B33
62.5 Pt3Zr5-D88 two-phase region
W5Si3∼26meV, D88∼36meV above tie-line
66.6 two-phase region above 600◦C PtZr2-C16 (uncertain)
75 two-phase region above 600◦C PtZr3-A15 (uncertain)
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Figure 4-35: PtZr (Platinum - Zirconium) ground state convex hull.
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4.6.37 Rh-Ti (Rhodium - Titanium)
There are qualitative disagreements about the phase diagram of the Rh-Ti system [122,
129, 269, 273, 274, 275, 276, 277]. We confirm the stable phases that where found by all
investigators [273, 274, 275, 276]: RhTi2-C11b, αRhTi-L10, and Rh3Ti-L12. References
[113, 269, 277] report RhTi2-CuZr2 instead of RhTi2-C11b. The prototype CuZr2 is a
distorsion of C11b and has the same lattice type (tetragonal, tI6) and space group (I4/mmm
#139) [113]. In the Rh-rich part of the phase diagram we find a stable phase Rh2Ti-C37.
However, we do not have Rh5Ti3 in our library, so C37 might likely be unstable with respect
to the two-phase field Rh5Ti3↔L12. At concentration ≈ 84% Rh, we do not find any stable
compound, in agreement with [275] and in contrast with [273].
Rh-Ti system
Low Temperature Phases comparison chart
Composition % Rh Experimental (Massalski [122]) High Throughput ab-initio
33.3 C11b[122]/CuZr2[113] RhTi2-C11b
∼38 to 58 αRhTi-L10 RhTi-L10
62.5 Rh5Ti3-Ge3Rh5 unavailable
66.6 two-phase region above 600◦C Rh2Ti-C37
73 to 78 L12 Rh3Ti-L12
∼83.8 Rh5Ti (unknown) nothing stable
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Figure 4-36: RhTi (Rhodium - Titanium) ground state convex hull.
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4.6.38 Rh-Y (Rhodium - Yttrium)
Several compounds have been reported for the system Rh-Y at low-temperature [122, 125,
278, 279, 280, 281, 283]. The stability of Rh2Y-C15, RhY-B2, RhY3-D011 is confirmed.
At composition Rh5Y, where a D2d structure has been seen at high-temperature (but not
stable at low-temperature), we find the D2d to be the lowest energy structure (of all the
structures at that composition), even though it is metastable with respect to the phase
separation into Rh2Y-C15↔Rh. At composition Rh3Y one compound has been reported
to be stable with prototype CeNi3 and space group P63/mmc #194 [113, 282, 284]. We do
not have such prototype in our library and we do not find any stable phase: Rh3Y-D019
is the least metastable prototype we obtain. Rh3Y-D019 is higher by 130 meV/atom with
respect the tie-line, which is at least one order of magnitude bigger than the accuracy of
the calculations. Hence, we think that stability of Rh3Y has been not tested at low enough
temperature to let it decompose in the two-phase field Rh2Y-C15↔Rh-FCC. We also find
RhY2-C37, which appears in a concentration between two known compounds, Rh3Y5 and
Rh3Y7, that are not present in our set of calculations. Therefore C37 might likely be
unstable with respect to the two-phase region Rh3Y5↔Rh3Y7.
Rh-Y system
Low Temperature Phases comparison chart
Composition % Rh Experimental (Massalski [122]) High Throughput ab-initio
25 D011 RhY3-D011
30 Rh3Y7-D102 unavailable
33.3 two-phase region above 0◦C RhY2-C37 (uncertain)
37.5 Rh3Y5 (unknown) unavailable
40 Rh2Y3 (unknown), tI140-I4/mcm unavailable
50 B2 RhY-B2
66.6 C15 Rh2Y-C15
75 Rh3Y (unknown), hP24-P63/mmc D019∼130meV above tie-line
83.5 Rh5Y-D2d (high-temperature) D2d∼110meV above tie-line
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Figure 4-37: RhY (Rhodium - Yttrium) ground state convex hull.
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4.6.39 Rh-Zr (Rhodium - Zirconium)
Although the system Zr-Rh is well known for its superconducting phases [122, 285, 288],
further investigations are needed to clarify the stability and presence of intermediate phases
[286, 287]. Our method confirms the stability of RhZr2-C16 and Rh3Zr-L12, and we find a
new phase Rh2Zr-C37 which is degenerate with the two-phase field RhZr↔Rh3Zr. Massalski
does not report the prototype of the low-temperature phase αRhZr [122]. References [288,
289, 290] report αRhZr-B27. We confirm the stability of αRhZr-B27 (BFe prototype) with
no other metastable compounds with similar energy.
Rh-Zr system
Low Temperature Phases comparison chart
Composition % Rh Experimental (Massalski [122]) High Throughput ab-initio
33.3 C16 RhZr2-C16
50 to ? αRhZr unknown [122] RhZr-B27
B27 [288, 289, 290]
57.1 Rh4Zr3 (unknown) unavailable
62.5 Rh5Zr3-Pd3Pu3 unavailable
66.6 two-phase region above 0◦C Rh2Zr-C37/tie-line
72 to 82 L12 Rh3Zr-L12
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Figure 4-38: RhZr (Rhodium - Zirconium) ground state convex hull.
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4.6.40 Ru-Tc (Ruthenium - Technetium)
The phase diagram for the system Ru-Tc is considered to have a continuous disordered hcp
solid solution at low-temperature [122, 113, 304, 307, 291]. We find three stable phases
Ru3Tc-D019, RuTc-B19, and RuTc3-D019, contradicting the disordered hcp solid solution
picture. An interesting trend of Tc alloys is explained in section (4.7).
Ru-Tc system
Low Temperature Phases comparison chart
Composition % Ru Experimental (Massalski [122]) High Throughput ab-initio
25 disorder solution RuTc3-D019
(Ru,Tc)-A3
50 same as above RuTc-B19
75 same as above Ru3Tc-D019
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Figure 4-39: RuTc (Ruthenium - Technetium) ground state convex hull.
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4.6.41 Ru-Ti (Ruthenium - Titanium)
The phase diagram of Ru-Ti is well determinated and in agreement by all investigators.
A single low-temperature compound RuTi-B2 has been reported [122, 129, 292, 293, 294],
and our method confirms its stability. In addition, we find two stable phases: RuTi2-C49,
and orthorhombic RuTi3 with space group Immm #71, bcc superstructure, and prototype
RuTiproto3 described in appendix (4.9). Such compounds are close to the tie line Ti↔RuTi.
In fact, for C49 and RuTiproto3 , the formation enegies are lower by ∼34meV/atom and
∼37meV/atom with respect to the two-phase field Ti↔RuTi.
Ru-Ti system
Low Temperature Phases comparison chart
Composition % Ru Experimental (Massalski [122]) High Throughput ab-initio
25 two-phase region above 600◦C RuTiproto3 , Appendix (4.9)
∼37meV below Ti↔RuTi
33.3 same as above RuTi2-C49
∼34meV below Ti↔RuTi
45 to 52 ±1 B2 RuTi-B2
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Figure 4-40: RuTi (Ruthenium - Titanium) ground state convex hull.
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4.6.42 Ru-Y (Ruthenium - Yttrium)
Several compounds have been reported for the system Ru-Y [122, 113, 125, 278, 295, 296,
297, 298, 299]. We confirm the stability of RuY3-D011 and Ru2Y-C14. Also, we find RuY2-
C16, which appears in a concentration between two known compounds Ru25Y44 and Ru2Y5
that are not in our library of calculations. Hence, the existence of RuY2-C16 is uncertain.
At concentration 50%, we do not find any stable RuY compound, in agreement with [298].
Ru-Y system
Low Temperature Phases comparison chart
Composition % Ru Experimental (Massalski [122]) High Throughput ab-initio
25 D011 RuY3-D011
28.6 Ru2Y5-C2Mn5, unavailable
mS28 C12/c1 [113, 295, 296, 298]
33.3 two-phase region above 0◦C RuY2-C16 (uncertain)
36.2 Ru25Y44 (unknown), unavailable
oP276 Pnna [113, 295, 299]
40 Ru2Y3-Er3Ru2, hP10 P63/m [300] unavailable
66.6 Ru2Y-C14 Ru2Y-C14
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Figure 4-41: RuY (Ruthenium - Yttrium) ground state convex hull.
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4.6.43 Ru-Zr (Ruthenium - Zirconium)
The phase diagram of RuZr is known accurately [122, 302, 301]. Our method confirms the
stability of the low-temperature phase RuZr-B2. In agreement with experiments, we find no
ground state at composition Ru2Zr, though the lowest energy structure at that composition
in our calculations is C14 which appears in the phase diagram at high-temperature. Ru2Zr-
C14 is higher by ∼60meV/atom with respect to the two-phase field Ru↔RuZr. In addition,
in the Zr-rich region, we find three metastable phases: RuZr5, RuZr3, and RuZr2-C49, with
energies higher by 13.5meV/atom, 9meV/atom, and 9meV/atom, with respect to he two-
phase field RuZr↔Zr. The structure of RuZr5 is similar to MoZrproto5 (Appendix (4.10)),
while the structure of RuZr3 is similar to RuTi
proto
3 (Appendix (4.9)).
Ru-Zr system
Low Temperature Phases comparison chart
Composition % Ru Experimental (Massalski [122]) High Throughput ab-initio
16.6 two-phase region RuZr5≈MoZrproto5
above 400◦C ∼13.5meV above RuZr↔Zr
25 same as above RuZr3≈RuTiproto3
∼9meV above RuZr↔Zr
33.3 same as above RuZr2-C49 ∼9meV above RuZr↔Zr
48 to 52 B2 RuZr-B2
66 to 68 C14 (high T) Ru2Zr-C14 ∼60meV above Ru↔RuZr
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Figure 4-42: RuZr (Ruthenium - Zirconium) ground state convex hull.
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4.6.44 Tc-Ti (Technetium - Titanium)
The phase diagram of the system TcTi has been constructed by analogy with chemically
related systems [122, 129, 303, 304]. Two intermetallic compound, TcTi-B2 and χ are
reported [303, 304]. We confirm the stability of TcTi-B2, but we can not say anything about
χ since we do not have prototypes at composition 85% Ru. In addition, we find Tc2Ti-C11b,
TcTi2-C49, and an orthorhombic phase TcTi3 with space group Immm #71 and prototype
TcTiproto3 described in appendix (4.9). These intermetallics have large negative formation
energy, therefore they are expected to be very stable.
Tc-Ti system
Low Temperature Phases comparison chart
Composition % Tc Experimental (Massalski [122]) High Throughput ab-initio
25 disorder βTi-A2 TcTiproto3 , Appendix (4.9)
33.3 disorder βTi-A2 TcTi2-C49
∼50 B2 TcTi-B2
66.6 two-phase region TcTi↔χ Tc2Ti-C11b
∼85 χ-A12 unavailable
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Figure 4-43: TcTi (Technetium - Titanium) ground state convex hull.
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4.6.45 Tc-Y (Technetium - Yttrium)
Not enough information exists in order to construct a phase diagram for the system Tc-
Y [122, 113]. Only one intermetallic compound has been reported: Tc2Y-C14 (Friauf-
Laves/Frank-Kasper phase) [306, 308]. We confirm the stability of Tc2Y-C14. In addition,
we find another stable phase TcY3-D011.
Tc-Y system
Low Temperature Phases comparison chart
Composition % Tc Experimental (Massalski [122]) High Throughput ab-initio
25 no information TcY3-D011
66.6 C14 [306, 308] Tc2Y-C14 (Laves phase)
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Figure 4-44: TcY (Technetium - Yttrium) ground state convex hull.
163
4.6.46 Tc-Zr (Technetium - Zirconium)
Not enough information exists in order to construct a phase diagram for the system Tc-Zr
[122, 113]. Only two intermetallic compounds have been reported: Tc2Zr-C14 (Friauf-
Laves/Frank-Kasper phase) and Tc6Zr-A12 [122, 113, 304, 309]. We confirm the stability
of Tc2Zr-C14, but we cannot determine A12 since we do not have the proper prototype
in our library. At 50% composition, Miedema et-al reported the existence of a TcZr with
unknown structure [113, 272]. At such composition we find TcZr-B2. In addition, we find
other stable phases: TcZr2-C49 and an orthorhombic compound TcZr3 with space group
Immm #71 and prototype TcZrproto3 described in appendix (4.9). The compound TcZr
proto
3
is degenerate with the two-phase field TcZr2↔Zr. These intermetallics have large negative
formation energy, therefore they are expected to be very stable.
Tc-Zr system
Low Temperature Phases comparison chart
Composition % Tc Experimental (Massalski [122]) High Throughput ab-initio
25 no information TcZrproto3 /tie-line, Appendix (4.9)
33.3 no information TcZr2-C49
50 TcZr (unknown) [272] TcZr-B2
66.6 C14 [304, 309] Tc2Zr-C14 (Laves phase)
85.7 Tc6Zr-A12 unavailable
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Figure 4-45: TcZr (Technetium - Zirconium) ground state convex hull.
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4.7 Trend for Technetium alloys and D019 structure
In our set of calculations, we have noticed that the phase D019 appears in systems MTc3
where M is a transition metal in the columns on the right of Tc (Tc is in column 7B) while
D019 is not present if M is in the columns on the left of Tc: D019 is stable in PdTc3, PtTc3,
RhTc3, RuTc3, and unstable in NbTc, TcTi, TcY, and TcZr.
4.8 Results and statistics
In this section we report a statistical analysis for the results we found in the previous binary
systems.
4.8.1 Experimental compounds
Our library contains 46 compound forming systems and 131 experimental compounds have
been reported experimentally (tables (4.1-4.2), (4.3), (4.4), (4.5), (4.6)). Of all these 131
compounds, 34 of them are unavailable for our analysis, since we miss the correct proto-
type or prototypes at the right concentration (table (4.6)). Therefore there are only 97
compounds that we can consider for the analysis.
• Confirmations (70%). We confirm 68 experimental results (70% of the cases).
Such results are listed in table (4.1-4.2).
• Predictions (14%). There are 14 experimental compounds that have been reported
but not properly identified (14% of the cases). In table (4.3) we list our best ab-initio
predictions for such unknown-unidentified compounds.
• Disagreements with identification of compounds (6%). There are 6 experi-
mental compounds that have been reported to be stable but we do not find them as
stable phases, though we do have the proper prototypes in our library and we get a
different structure as stable (table (4.5)). Such disagreements might be caused by erro-
neous experimental results1, incorrect ab-initio analysis, such as excessive DFT-LDA
approximation2 or ultrasoft pseudo-potentials problems 3. Without further experi-
mental information and ab-initio analysis we have no way of solving these disagree-
ments.
• Disagreements with stability of compounds (9%). There are 9 experimental
compounds that have been reported to be stable but we find two-phase regions, though
we do have the proper prototypes in our library (table (4.4)). Such disagreements can
be caused by the same reasons described for the previous case.
1for instance some Long Period Superstructure (LPS) modulations of L12 [138] might be confused with
L12 [122, 135, 136].
2non sufficient description of electronic correlations, for example.
3lack of pseudo-potentials portability, for instance.
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• Unavailable compounds (34). As we wrote previously, there are 34 compounds
that we are not able to investigate for lack of proper prototypes. Some of these
compounds appear several times, therefore are good candidates for new structures to
be added to the library.
4.8.2 Experimental “non-compounds”
We name experimental non-compounds the cases in which no compounds have been reported
but instead a presence of two-phases regions, solid solutions, and lack of investigations 4.
For some of these experimental non-compounds, 70 cases, our ab-initio method finds stable
compounds, though 20 of them are uncertain because the phases are degenerated with the tie
line of two-phase regions. It is hard to determine the right answers since some experimental
results are missing or not always accurate [122]. Table (4.6) contains the list of such cases.
4.8.3 Experimental and ab-initio non-compound forming systems
Our library contains 21 non-compound forming systems. For 20 of them, we confirm the
experimental results [122, 113]. However, there is one system, Cd-Nb, for which Cd3Nb-L12
has been reported to be stable [122, 183]. We did not find any stable phase for Cd-Nb
and we found L12 to have an ab-initio formation energy of ∼90meV/atom. Due by the
considerable value of such formation energy, we believe that the original experiment has
incorrectly reported a metastable phase as stable. The system Cd-Nb is analyzed in section
(4.6.9).
4.8.4 Future developments
Currently, our library is growing in number of alloys and structure prototypes. Therefore,
a more detailed analysis of these statistical results will be published elsewhere [320].
4very frequent for Tc alloys or non technologically important elements.
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Experimental compound ⇔ ab-initio compound
System Experimental High Throughput ab-initio
Ag-Mg AgMg-B2 AgMg-B2
Ag-Na Ag2Na-C15 Ag2Na-C15
Ag-Ti AgTi2-C11b AgTi2-C11b
Ag-Ti AgTi-B11 AgTi-B11 (γCuTi)
Ag-Y AgY-B2 AgY-B2
Ag-Y Ag2Y-C11b Ag2Y-C11b
Ag-Zr AgZr2-C11b AgZr2-C11b
Ag-Zr AgZr-B11 AgZr-B11 (γCuTi)
Al-Sc AlSc2-B82 AlSc2-B82
Al-Sc AlSc-B2 AlSc-B2
Al-Sc Al2Sc-C15 Al2Sc-C15
Al-Sc Al3Sc-L12 Al3Sc-L12
Cd-Pd CdPd-β1-L10 CdPd-L10
Cd-Pt CdPt-α′1-L10 CdPt-L10
Cd-Ti CdTi2-C11b CdTi2-C11b
Cd-Ti CdTi-B11 CdTi-B11 (γCuTi)
Cd-Y CdY-B2 CdY-B2
Cd-Y Cd2Y-C6 Cd2Y-C6
Cd-Y Cd3Y-Cd3Er Cd3Y-Cd3Er
Cd-Zr CdZr2-C11b CdZr2-C11b
Cd-Zr Cd3Zr-L12 Cd3Zr-L12
Mo-Pt MoPt-B19 MoPt-B19
Mo-Pt MoPt2 MoPt2
Mo-Rh MoRh-B19 MoRh-B19
Mo-Zr Mo2Zr-C15 Mo2Zr-C15
Nb-Pd NbPd2-MoPt2 NbPd2-MoPt2
Nb-Pd NbPd3-D022 NbPd3-D022
Nb-Pt Nb3Pt-A15 Nb3Pt-A15
Nb-Pt NbPt2-MoPt2 NbPt2-MoPt2
Nb-Pt NbPt3-D0α NbPt3-D0α
Nb-Rh Nb3Rh-α
′-A15 Nb3Rh-A15
Nb-Rh NbRh-L10 NbRh-L10
Nb-Rh (Nb2Rh3)-B19 (high-temperature) NbRh-B19
Nb-Rh η(Nb13Rh27)-Al3Pu NbRh3-Al3Pu
Pd-Ti PdTi3-A15-Cr3Si at 20% PdTi3-A15 at 25%
Pd-Ti PdTi2-C11b PdTi2-C11b
Pd-Ti α(TiPd)-B19 PdTi-B19
Pd-Ti Pd3Ti-D024 Pd3Ti-D024
Pd-Y PdY3-D011 PdY3-D011
Pd-Y Pd3Y-L12 Pd3Y-L12
Pd-Zr PdZr2-C11b PdZr2-C11b
Pd-Zr PdZr-B33 PdZr-B33
Pd-Zr Pd3Zr-D024 Pd3Zr-D024
Pt-Ti Pt3Ti-D024 Pt3Ti-D024
Pt-Ti αPtTi-B19 PtTi-B19
Pt-Ti PtTi3-A15 PtTi3-A15
Pt-Y Pt3Y-L12 Pt3Y-L12
Pt-Y Pt2Y-C15 Pt2Y-C15
Pt-Y PtY2-C37 PtY2-C37
Pt-Y PtY3-D011 PtY3-D011
Table 4.1: Experimental compounds in agreement with ab-initio solutions (50 entries). The
table continues in the next page.
167
Experimental compound ⇔ ab-initio compound
System Experimental High Throughput ab-initio
Pt-Zr Pt3Zr-D024 Pt3Zr-D024
Pt-Zr PtZr-B33 PtZr-B33
Rh-Ti RhTi2-C11b RhTi2-C11b
Rh-Ti αRhTi-L10 RhTi-L10
Rh-Ti Rh3Ti-L12 Rh3Ti-L12
Rh-Y RhY3-D011 RhY3-D011
Rh-Y RhY-B2 RhY-B2
Rh-Y Rh2Y-C15 Rh2Y-C15
Rh-Zr RhZr2-C16 RhZr2-C16
Rh-Zr αRhZr-B27 RhZr-B27
Rh-Zr Rh3Zr-L12 Rh3Zr-L12
Ru-Ti RuTi-B2 RuTi-B2
Ru-Y RuY3-D011 RuY3-D011
Ru-Y Ru2Y-C14 Ru2Y-C14
Ru-Zr RuZr-B2 RuZr-B2
Tc-Ti TcTi-B2 TcTi-B2
Tc-Y Tc2Y-C14 Tc2Y-C14
Tc-Zr Tc2Zr-C14 Tc2Zr-C14
Table 4.2: Experimental compounds in agreement with ab-initio solutions (18 entries). The
table starts in the previous page.
Experimental unknown compound ⇔ ab-initio compound
System Experimental High Throughput ab-initio
Ag-Cd β′-bcc ordered AgCd-B19
Ag-Mg cF* (unknown) AgMg3-D019 (hP8)
Cd-Pd γ′-(unknown) Cd3Pd-D019/D024/NbPd3/Al3Pu
Cd-Pt γ1-(unknown) Cd3Pt-D011
Cd-Pt Cd2Pt-(unknown) Cd2Pt-C16/tie-line
Cd-Zr cubic (unknown) Cd2Zr-C11b
Mo-Pd MoPd2 ∼MoPt2 MoPdproto2 , Appendix (4.9)
Mo-Rh MoRh3 (unknown) MoRh3-CdMg3
Nb-Pt Nb1−xPt1+x-B19 NbPt-L10
Pd-Ti orthorhombic distortion of Pd2Ti-C11b Pd2Ti-MoPt2 (distortion of C11b)
Pd-Y αPdY (unknown) PdY-B27
Pt-Ru PtRu-FCC (unknown) PtRu-FCC
[001]
A2B2
Pt-Y Pt5Y (unknown) Pt5Y-D2d metastable
Tc-Zr TcZr (unknown) TcZr-B2
Table 4.3: Experimental non-identified compounds and ab-initio predictions (14 entries).
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Experimental compound ⇔ ab-initio two-phases
System Experimental High Throughput ab-initio
Cd-Nb Cd3Nb-L12 immiscible system
Cd-Pt γ-(unknown) two-phase region
Nb-Ru NbRu′-L10 two-phase region
Pd-Y unknown at 66.6% Pd two-phase region
Pd-Zr Pd2Zr-C11b two-phase region
Pt-Y Pt3Y5-D88 two-phase region
Pt-Zr Pt3Zr5-D88 two-phase region
Rh-Ti Rh5Ti (unknown) nothing stable
Rh-Y Rh3Y (unknown), hP24-P63/mmc two-phase region
Table 4.4: Experimental compound in disagreement with ab-initio two-phase regions (9
entries).
Experimental compound ⇔ ab-initio wrong compound
System Experimental High Throughput ab-initio
Ag-Mg L12 Ag3Mg-D023/D024
Cd-Pt CdPt3 − α′-L12 CdPtproto3 , Appendix (4.9)
Cd-Zr CdZr-B11 CdZr-L10
Nb-Rh κ(NbRh3)-L12 NbRh3-Al3Pu
Nb-Ru NbRu2-L12 NbRu2-D024
Pt-Y PtY-B27 PtY-B33
Table 4.5: Experimental compounds in disagreement with ab-initio compounds (6 entries).
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Experimental compound ⇔ unavailable compound
System Experimental High Throughput ab-initio
Ag-Mg hP* (unknown) AgMg4 unavailable
Ag-Y Ag51Y14-Ag51Gd14 unavailable
Cd-Pd γ1-(unknown) unavailable
Cd-Pd γ-D83 unavailable
Cd-Pt γ2-(unknown) unavailable
Cd-Y Cd45Y11-Cd45Sm11 unavailable
Cd-Y Cd58Y13-Pu13Zn58 unavailable
Cd-Y Cd6Y unavailable
Mo-Pt ′-D019 above 1000
◦C unavailable at such composition
Nb-Pt D8b unavailable σ phase
Nb-Rh σ(Nb13Rh7)-D8b unavailable
Nb-Rh ξ(Nb2Rh3)-Nb2Rh3 unavailable
Pd-Ti Pd3Ti2 ∼ Au2V unavailable
Pd-Ti Pd5Ti3 ∼ C11b unavailable
Pd-Y unknown at 87.5% Pd unavailable
Pd-Y Pd2Y5 (unknown) unavailable
Pd-Y Pd2Y3-hR15 (unknown) unavailable
Pd-Y Pd4Y3-hR14 (unknown) unavailable
Pd-Y αPd3Y2 (unknown) unavailable
Pt-Ti Pt8Ti-D1α unavailable
Pt-Ti Pt2Ti-ReSi2 unavailable
Pt-Y Pt4Y3-Pd4Pu3 unavailable
Pt-Y Pt4Y5-Pu5Rh4 unavailable
Pt-Y Pt3Y7-D102 unavailable
Rh-Ti Rh5Ti3-Ge3Rh5 unavailable
Rh-Y Rh3Y7-D102 unavailable
Rh-Y Rh3Y5 (unknown) unavailable
Rh-Y Rh2Y3 (unknown), tI140-I4/mcm unavailable
Rh-Zr Rh4Zr3 (unknown) unavailable
Rh-Zr Rh5Zr3-Pd3Pu3 unavailable
Ru-Y Ru2Y5-C2Mn5 unavailable
Ru-Y Ru25Y44 (unknown) unavailable
Tc-Ti χ-A12 unavailable
Tc-Zr Tc6Zr-A12 unavailable
Table 4.6: Experimental compounds impossible to be checked by ab-initio calculations,
because non availability of the proper structure prototypes or concentrations (34 entries).
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Experimental non-compound ⇔ ab-initio compound
System Experimental High Throughput ab-initio
Ag-Cd fcc solid solution Ag3Cd-D022/D024
Ag-Cd fcc solid solution Ag2Cd-C37
Ag-Cd none AgCdproto2 , Appendix (4.9)
Ag-Cd hcp solid solution AgCd3-D019
Ag-Mg none AgMg2-B82/Ni2Si/tie-line (uncertain)
Ag-Pd solid solution > 900◦C AgPd-L11
Ag-Pd solid solution > 900◦C Ag2Pd-C37
Ag-Pd solid solution > 900◦C Ag3Pd- L12/D022
Ag-Y two-phase region above 200◦C AgY2-C37/tie-line (uncertain)
Ag-Y two-phase region above 200◦C Ag3Y-A15 (uncertain)
Ag-Y two-phase region above 200◦C Ag5Y-C15b/tie-line (uncertain)
Ag-Zr two-phase region above 700◦C AgZr3-FCC
[001]
AB3/tie-line (uncertain)
Ag-Zr two-phase region above 700◦C Ag2Zr-C32
Al-Sc two-phase region above 0◦C AlSc3-D019
Cd-Pd Pd phase above 100◦C CdPd3-D022/NbPd3
Cd-Pd two-phase region above 100◦C CdPd2-C37
Cd-Rh not studied Cd2Rh-C37
Cd-Rh not studied Cd3Rh-Al3Pu
Cd-Y not studied/two-phase region CdY2-C37
Cd-Zr not studied/two-phase region CdZr3-A15
Mo-Nb not studied MoNb2-C11b
Mo-Nb not studied MoNb-B2
Mo-Nb not studied Mo2Nb-C11b
Mo-Nb not studied Mo3Nb -D03
Mo-Pd disorder fcc Pd-A1 MoPdproto5 , Appendix (4.10)
Mo-Pt two-phase region MoPt2↔Pt MoPt3-D022 (uncertain)
(∼4meV above two-phase reg.)
Mo-Rh two-phase region above 900◦C Mo2Rh-C37
Mo-Ru disorder hcp Ru-A3 above 800◦C MoRu3-D019
Mo-Ti not studied/two-phase region above 400◦C MoTiproto3 /tie-line (uncertain), Appendix (4.9)
Mo-Ti not studied/two-phase region above 400◦C MoTi2-BCC
[211]
AB2
Mo-Ti not studied/two-phase region above 400◦C MoTiproto, Appendix (4.9)
Mo-Ti not studied/two-phase region above 400◦C Mo2Ti-C11b
Mo-Ti not studied/two-phase region above 400◦C Mo3Ti
proto, Appendix (4.9)
Mo-Ti not studied/two-phase region above 400◦C Mo5Ti
proto, Appendix (4.10)
Mo-Zr two-phase region above 400◦C MoZrproto5 /tie-line, Appendix (4.10) (uncertain)
Mo-Zr two-phase region above 400◦C MoZrproto3 /tie-line, Appendix (4.10) (uncertain)
Mo-Zr two-phase region above 400◦C ∼ MoTiproto (uncertain)
(∼2meV above two-phase reg.)
Nb-Pd two-phase region above 700◦C Nb2Pd-BCC
[011]
AB2
Nb-Ru disorder Nb-A2 Nb5Ru
proto, Appendix (4.10)
Nb-Ru disorder Nb-A2 Nb3Ru-D03
Nb-Ru two-phase region above 700◦C NbRu2-C37
Pd-Pt two-phase region Pd↔Pt Pd3Ptproto/tie-line (uncertain), Appendix (4.9)
Pd-Pt two-phase region Pd↔Pt PdPt-L11
Pd-Pt two-phase region Pd↔Pt PdPtproto3 , Appendix (4.9)
Pd-Y two-phase region PdY2-C37 (uncertain)
Pd-Zr two-phase region PdZr3-FCC
[001]
AB3 (uncertain)
Table 4.7: Experimental solid solutions, two-phases and not studied region and possible
ab-initio predictions (46 entries). The table continues in the next page.
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Experimental non-compound ⇔ ab-initio compound
System Experimental High Throughput ab-initio
Pt-Rh two-phase region Pt↔Rh Pt3Rh-D022
Pt-Rh two-phase region Pt↔Rh PtRh-NbP
Pt-Rh two-phase region Pt↔Rh PtRh2-C49
Pt-Rh two-phase region Pt↔Rh PtRh3-D022
Pt-Ru disorder Pt-A1 Pt3Ru-FCC
[001]
AB3/tie-line (uncertain)
Pt-Tc disorder Pt-A1 Pt3Tc-FCC
[001]
AB3
Pt-Tc two-phase region above ∼1000◦C PtTc3-D019
Pt-Zr two-phase region above 600◦C PtZr2-C16 (uncertain)
Pt-Zr two-phase region above 600◦C PtZr3-A15 (uncertain)
Rh-Ti two-phase region above 600◦C Rh2Ti-C37
Rh-Y two-phase region above 0◦C RhY2-C37 (uncertain)
Rh-Zr two-phase region above 0◦C Rh2Zr-C37/tie-line (uncertain)
Ru-Tc disorder solution (Ru,Tc)-A3 RuTc3-D019
Ru-Tc disorder solution (Ru,Tc)-A3 RuTc-B19
Ru-Tc disorder solution (Ru,Tc)-A3 Ru3Tc-D019
Ru-Ti two-phase region above 600◦C RuTiproto3 , Appendix (4.9)
Ru-Ti two-phase region above 600◦C RuTi2-C49
Ru-Y two-phase region above 0◦C RuY2-C16 (uncertain)
Tc-Ti disorder βTi-A2 TcTiproto3 , Appendix (4.9)
Tc-Ti disorder βTi-A2 TcTi2-C49
Tc-Ti two-phase region TcTi↔χ Tc2Ti-C11b
Tc-Y no information TcY3-D011
Tc-Zr no information TcZrproto3 /tie-line (uncertain), Appendix (4.9)
Tc-Zr no information TcZr2-C49
Table 4.8: Experimental solid solutions, two-phases and not studied region and possible
ab-initio predictions (24 entries). The table starts in the previous page.
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4.9 Appendix: unrelaxed FCC, BCC, HCP superstructures
prototypes
Column I Column II Column III Column IV
System CdPt3, PdPt3, MoTi, MoTi3, Mo3Ti, Nb3Tc, AgCd2, MoPd2,
Pd3Pt, unrelaxed unrelaxed RuTi3, TcTi3, TcZr3, Rh2Tc, unrelaxed
FCC AB3 BCC A2B2 unrelaxed BCC AB3 HCP AB2
Lattice Orthorhombic Orthorhombic Orthorhombic Orthorhombic
Space Group Cmmm #65 Imma #74 Immm #71 Cmcm #63
Superlattice
Primitive
vectors
a1/a (1,−1/2, 1/2) (3/2, 1/2,−1/2) (3/2, 1/2,−1/2) (−1/2, 3
√
3/2, 0)
a2/a (−1,−1/2, 1/2) (1/2, 3/2, 1/2) (1/2, 3/2, 1/2) (−1/2,−3
√
3/2, 0)
a3/a (0− 1/2,−1/2) (−1/2,−3/2, 1/2) (−1/2,−3/2, 1/2) (0, 0,
p
8/3)
(cartesian)
Atomic
positions
A1 (0, 0, 0) (0, 0, 0) (0, 0, 0) (1/3, 2/3, 0)
A2 − (1/4, 3/4, 1/2) − (5/9, 4/9, 1/2)
B1 (0, 1/2, 1/2) (1/2, 1/2, 0) (1/4, 3/4, 1/2) (0, 0, 0)
B2 (1/2, 0, 1/2) (3/4, 1/4, 1/2) (1/2, 1/2, 0) (2/9, 7/9, 1/2)
B3 (1/2, 1/2, 0) − (3/4, 1/4, 1/2) (2/3, 1/3, 0)
B4 − − − (8/9, 1/9, 1/2)
(fractional)
TABLE 1. Geometry of unrelaxed FCC, BCC, HCP superstructures.
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4.10 Appendix: relaxed and distorted HCP superstructures
prototypes
Column I Column II Column III
System MoZr3 MoPd5 Mo5Ti
relaxed HCP AB3 relaxed HCP AB5 relaxed HCP AB5
Lattice Orthorhombic Orthorhombic Monoclinic
Space Group Imma #74 Amm2 #38 C2/m #12
Primitive vectors
(a, b, c) (A˚) (5.678, 5.678, 5.678) (7.251, 7.251, 4.450) (5.192, 5.192, 9.879)
(α, β, γ) degrees (145.5, 128.9, 63.1) (90, 90, 158.3) (139.8, 139.8, 35.0)
Atomic positions
A1 (0.642, 0.250, 0.392) (−0.003, 0.003, 0.000) (−0.028,−0.028,−0.055)
B1 (−0.099,−0.028,−0.071) (0.224, 0.775, 0.500) (0.138, 0.138, 0.778)
B2 (0.166, 0.750, 0.416) (0.334, 0.665, 0.000) (0.306, 0.306, 0.610)
B3 (0.457, 0.528,−0.071) (0.557, 0.442, 0.500) (0.472, 0.472, 0.444)
B4 − (0.662, 0.337, 0.000) (0.639, 0.639, 0.279)
B5 − (0.892, 0.107, 0.500) (0.806, 0.806, 0.111)
(fractional)
Column IV Column V
System MoZr5 Nb5Ru
relaxed HCP AB5 relaxed HCP AB5
Lattice Monoclinic Monoclinic
Space Group C2/m #12 C2/m #12
Primitive vectors
(a, b, c) (A˚) (5.695, 5.695, 10.881) (5.339, 5.339, 10.178)
(α, β, γ) degrees (138.5, 138.5, 34.1) (139.8, 139.8, 35.1)
Atomic positions
A1 (0.807, 0.807, 0.104) (0.805, 0.805, 0.111)
B1 (0.012, 0.012,−0.032) (−0.025,−0.025,−0.053)
B2 (0.156, 0.156, 0.796) (0.140, 0.140, 0.783)
B3 (0.302, 0.302, 0.617) (0.306, 0.306, 0.611)
B4 (0.449, 0.449, 0.417) (0.471, 0.471, 0.439)
B5 (0.607, 0.607, 0.264) (0.636, 0.636, 0.275)
(fractional)
TABLE 2. Geometry of relaxed and distorted HCP superstructures.
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Appendix A
Density Functional Theory
In this appendix, we give a brief introduction to the Density Functional Theory (DFT) and
the pseudopotential plane-wave methods. Currently, these techniques are the standard tool
in ab-initio investigations of materials.
A.1 Introduction
Ab-initio calculations generally treat electrons and ions separately. This is a consequence of
the Born-Oppenheimer adiabatic approximation, which is a result of the considerable mass
difference between electrons and ions. In other words, since the significant ratio of masses
me/mp, the degrees of freedom of the electrons and ions are independent. As a consequence
of their light weight, electrons can move in a solid medium much faster than nuclei, and
for each position the ions assume during their motion, the electronic configuration can be
considered completely relaxed in the ionic ground state.
The physical implication is that the time scale for electronic excitations, which can be
considered of the order of the inverse of the plasma frequency ∼ 1/ωp, is many orders of
magnitudes smaller than the time scale for ions, the inverse of the phonon frequency. This
is equivalent to assume that in the description of the degrees of freedom of electrons, the
ions can be considered frozen.
Within this assumption, the total wave function of the system can be factorized as the
product of the electronic wave function times the ionic wave function:
Ψ (R, r) = Φ (R)ψR (r) , (A.1)
where R = {Rn} are the ionic coordinates, and r = {ri} are the coordinates of the electrons.
Given this approximation, and neglecting all the non-adiabatic terms that come kinetic
energy operator acting on the electronic wave function 1, the stationary-time Schro¨dinger
1In the majority of real materials, the terms we neglect is very small; in the order of me/M (electronic
mass over ionic mass) therefore this approximation is expected to be good.
175
equation
HˆΨ = EΨ (A.2)
can be separated in two equations, one for the ions and one for the electrons. The ionic
wave function Φ (R) is the solution of the Schro¨dinger equation:[
−
∑
n
~
2
2Mn
∇2Rn +Eα(R)
]
Φ(R) = Φ(R) , (A.3)
where Mn is the mass of the n-th nucleus (ion), and E
α(R) is the Born-Oppenheimer
potential energy surface, which represents the ground state energy of the electronic system
with the nuclei fixed at the positions Rn (frozen-ions).
The value of E(R) is the eigenvalue of the following many body Schro¨dinger electron
problem, where the coordinates of the nuclei Rn serve only as fixed parameters:
Tˆ + Vee −∑
i,n
Zne
2
|ri −Rn| +
e2
2
∑
n6=m
ZnZm
|Rn −Rm|

ψαR (r) = Eα(R)ψαR (r) . (A.4)
In equation (A.4), Tˆ is the electronic kinetic operator
Tˆ ≡ −
∑
i
~
2
2me
∇2ri , (A.5)
Vee is the Coulomb interaction between electrons
Vee ≡ e
2
2
∑
i6=j
1
|ri − rj | , (A.6)
Zn is the charge of the n-th nucleus, e and me are the charge and mass of the electron, and
α is the label of the electronic state. The last term of equation (A.4), ∝ ZnZm, is the Ewald
energy due by the Coulomb interactions between the nuclei, and can be dropped from the
calculation, since it does not effect the electronic wave function ψ, being simply an additive
term for Eα(R).
The separation between electronic and ionic degrees of freedom simplifies the solution of
the problem and permits to treat the ions within the classical formalism instead of quantum
mechanics. Unfortunately, since the mutual interactions among electrons, the total wave
function of the system depends on all the coordinates. Hence, the electronic problem remains
a quantum many body problem, which is too difficult (or impossible) to solve, unless it is
decoupled in single particle contributions.
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A.2 Density Functional Theory
The Density Functional Theory (DFT) enables the description of the ground state properties
of a real system, in terms of its ground state electronic charge density ρ(r), a parameter
simply depending on a single spatial coordinate r, instead of the wave function which
depends on all the electronic coordinates ri [321, 322, 323]. In this formalism, all the
physical quantities related to the ground state, are expressed as functionals of the charge
density, F [ρ(r)]. As was shown by Hohenberg and Kohn (and later extended by Levy)
[321, 324], all the ground states properties of a crystal are uniquely determined by the
electron charge density:
ρ(r) ≡< ψ|
∑
i
δ(r− ri)|ψ > . (A.7)
Hohenberg and Kohn demonstrated that there exist an unique universal functional E[ρ(r)]
of the ground state electron density alone, which satisfies the variational principle with
respect to the electron density:
E[ρ(r)] = F [ρ(r)] +
∫
vI(r)ρ(r)dr (A.8)
where F [ρ(r)] contains the electronic kinetic energy and the electronic Coulomb interaction
F [ρ(r)] ≡< ψ|Tˆ + Vee|ψ >, (A.9)
and vI(r) represents the Coulomb potential due by the nuclei of the solid, equation (A.4),
augmented of possible external potentials. The fundamental Hohenberg-Kohn theorem of
density functional theory states that the ground state energy can be obtained by minimiza-
tion of the functional (A.8), constrained with the conservation of the total charge [321, 322]:
N =
∫
ρ(r)dr, (A.10)
and the minimization proceeds over the set of all densities ρ that can be obtained with
antisymmetric wave functions [322].
Unfortunately the universal functional F [ρ(r)] is not known. To solve this problem,
Kohn and Sham [325] introduced an additional development by mapping the original inter-
acting problem into an effective and non-interacting problem with a slight different potential
VKS, called the effective Kohn-Sham potential. Then, the Hohenberg-Kohn theorem applies
to this new non-interacting problems, and the unique functional F [ρ(r)] corresponds to the
kinetic energy of the non-interacting electrons Ts[ρ(r)]. The density functional F [ρ(r)] for
the interacting system is then given by the sum of the kinetic energy of a non-interacting
electron gas with the same density ρ(r) of the original one, and additional terms that
describe the inter-particle interactions
F [ρ] = Ts[ρ] + J [ρ] +Exc[ρ], (A.11)
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where Ts[ρ] is the kinetic energy of a non-interacting electron gas, J [ρ] is the classical
Coulomb energy (often referred as Hartree term)
J [ρ] =
e2
2
∫∫
ρ(r)ρ(r′)
|r− r′| drdr
′, (A.12)
and Exc[ρ] is called exchange-correlation energy and contains all many-body effects not
described by the other terms. In other words, Exc[ρ] descries the difference between the
real system and the effective non-interacting system (including the correction for the kinetic
energy and the Coulomb interactions):
Exc[ρ] ≡ {T [ρ] + Vee[ρ]} − {Ts[ρ] + J [ρ]} . (A.13)
The difference is usually expected to be small [322], and Exc[ρ] principally contains the
correction of J [ρ] coming from the correlations between electrons. In addition, since ρ
represents a probability distribution of electrons, J [ρ] is a mean-field approximation to the
electron-electron interaction, ant it neglects the conditional probabilities that if an electron
is already in r than the probability of another electron of being in the small volume dr
centered in r′ is different than the average probability ρ(r′)dr. Such correlations, neglected
by J [ρ] but contained in Exc, are more significant when r approaches r
′, and are caused by
the following two effects, principally.
• Exchange correlations have their origin in the Pauli exclusion principle that forbids
electrons in the same position with parallel spin. This effects is not described in the
conventional Schro¨dinger equation, but it is ruled by the fact that the wave functions
must be completely antisymmetric. To conclude, the correlation effect of the Pauli
exclusion principle is that the probability of having close electrons with parallel spin
is extremely small.
• Direct correlations result from electrostatic repulsions which do not allow electrons to
be too close. It is possible to show that, usually, the direct correlations are one order
of magnitude smaller than the exchange ones [323].
From equation (A.11) it is possible to extract the effective Kohn-Sham potential VKS, by
imposing that the energy functional E[ρ(r)] for the interacting problem must be minimized
by the same electron density ρ(r) that minimizes the energy Es[ρ(r)] of the non-interacting
electron gas.
Since we need to minimize two functionals, we use the Lagrange multipliers method (with
λ and λ′ as multipliers) and we write:
Es[ρ(r)] = Ts[ρ(r)] +
∫
VKS(r) ρ(r) dr − λ′
(∫
ρ(r)dr −N
)
, (A.14)
E[ρ(r)] = Ts[ρ(r)] + J [ρ(r)] +Exc[ρ(r)] +
∫
vI(r)ρ(r)dr − λ
(∫
ρ(r)dr−N
)
. (A.15)
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Then we perform the variations δ/δρ(r) of the Lagrange method, and we obtain
δEs[ρ(r)]
δρ(r)
=
δTs[ρ(r)]
δρ(r)
+ VKS(r)− λ′ = 0 (A.16)
δE[ρ(r)]
δρ(r)
=
δTs[ρ(r)]
δρ(r)
+
δJ [ρ(r)]
δρ(r)
+
δExc[ρ(r)]
δρ(r)
+ vI(r)− λ = 0. (A.17)
Finally, if we compare equations (A.16) and (A.17) we get:
VKS(r) = vI(r) +
δJ [ρ(r)]
δρ(r)
+ vxc(r) = vI(r) + e
2
∫
ρ(r′)
|r− r′|dr
′ + vxc(r), (A.18)
where vxc(r) is the exchange-correlation potential
vxc(r) =
δExc[ρ(r)]
δρ(r)
. (A.19)
The Kohn-Sham potential VKS is defined within a constant that expresses the difference
among the chemical potentials (λ−λ′) introduced in the total energy functionals as Lagrange
multipliers to guarantee the conservation of the total umber of particles.
With the Kohn-Sham potential VKS, the effective Hamiltonian describes a non-interacting
system, since all the interactions have been included in VKS. In addition, the electronic
problem can now be tackled using a one-particle system, and the charge density becomes:
ρ(r) =
∑
i
< ψi(r)|fi(i)|ψi(r) >=
∑
i
fi(i)|ψi(r)|2 (A.20)
where i is the label for the single electron state, and fi(i) is the Fermi-Dirac occupation
distribution:
f() =
1
e(−F )/kBT + 1
, (A.21)
which becomes θ(F − ) as T → 0. The total kinetic energy for the non-interacting system
is the sum over the occupation distribution of the single electron contributions:
Ts[ρ(r)] =
∑
i
< ψi(r)|fi(i)Tˆi|ψi(r) >=
= −
∑
i
fi(i) < ψi(r)| ~
2
2me
∇2r|ψi(r) >=
= −
∑
i
fi(i)
∫
ψ?i (r)
~
2∇2r
2me
ψi(r)dr
= −
∑
i
fi(i)i. (A.22)
If we perform the minimization of the non-interacting energy Es[ρ(r)] with respect to ψ
?
i ,
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and apply the constraints of conserved number of electrons, with Lagrange multiplier i, we
obtain:
0 =
δ
δψ?i (r)
[
Ts[ρ(r)] +
∫
VKS(r) ρ(r) dr − i
(∫
ψ?i (r)ψi(r)dr−N
)]
=
= −~
2∇2r
2me
ψi(r) + VKS(r)ψi(r)− i ψi(r) (A.23)
which can be rewritten as a set of non-linear Schro¨dinger equations, called Kohn-Sham
equations:
HˆKS ψi(r) =
[
−~
2∇2r
2me
+ VKS(r)
]
ψi(r) = i ψi(r). (A.24)
The wave functions ψi(r) appearing in the Kohn-Sham equations describe electronic
orbitals for the auxiliary non-interacting gas; they are the eigenstates of the effective single
electron non-interacting problem and should not be considered as wave functions for the
electrons of the real system. It is only the total energy and the electronic density ρ(r)
that have a physical meaning. However, usually the Kohn-Sham energy levels give good
description of the band structure of the real crystalline solid.
The non linearity of the Kohn-Sham equations comes from the fact that the effective
Kohn-Sham potential depends on the wave functions as:
VKS(r) = vI(r) + e
2
∫
ρ(r′)
|r− r′|dr
′ +
δExc[ρ(r)]
δρ(r)
= vI(r) + e
2
∫
ρ(r′)
|r− r′|dr
′ + vxc(r) (A.25)
Therefore we need to use an iterative method to solve the non linear systems (A.23). Starting
from an initial guess for the wave functions (usually a combination of non interacting atomic
orbitals), it is necessary to iterate up to self-consistency of VKS and ψi(r) (at each iteration
the orthonormality condition < ψj |ψi >= δi,j has to be respected). In the Kohn-Sham
formalism, once the convergence is achieved, the ground state energy becomes similar to
equation (A.15), but with the effective Kohn-Sham potential −VKS instead of vI(r) [326]:
E[ρ(r)] = Ts[ρ(r)] + J [ρ(r)] +Exc[ρ(r)]−
∫
VKSρ(r)dr. (A.26)
If we substitute the value of the terms we have:
E[ρ(r)] =
∑
i
fi(i)i +
e2
2
∫∫
ρ(r)ρ(r′)
|r− r′| drdr
′ +Exc[ρ(r)]−
−
∫
vI(r)ρ(r)dr − e2 ρ(r)ρ(r
′)
|r− r′| drdr
′ −
∫
vxc(r)ρ(r)dr = (A.27)
E[ρ(r)] =
∑
i
fi(i)i − e
2
2
∫∫
ρ(r)ρ(r′)
|r− r′| drdr
′ +Exc[ρ(r)]−
∫
vxc(r)ρ(r)dr +Eion,
where Eion is the total energy term containing the Coulomb interactions among the ionic
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nuclei, augmented of possible external potentials, eventually.
A.3 Local Spin Density Approximation
Although the exchange correlation energy, Exc[ρ(r)], is well defined as a concept, its ex-
pression is not known precisely, and, therefore, an approximate expression is necessary to
obtain the ground state energy E[ρ(r)].
The Local Density Approximation (LDA) is a simple expression for Exc[ρ(r)] and it is
based on the assumption that the real Exc[ρ(r)] is equal to the exchange correlation energy
per electron of a homogeneous electron gas with the same density ρ(r):
ELDAxc [ρ(r)] =
∫
homxc (ρ(r)) ρ(r) dr,
vLDAxc [ρ(r)] =
δELDAxc
δρ(r)
=
∂
∂ρ
[
homxc (ρ)ρ
]
. (A.28)
where homxc (ρ(r)) is the Exc energy density of the homogeneous electron gas. Therefore, the
LDA assumes that homxc is local and neglects the effects of density inhomogeneities around r.
Many different parameterizations of homxc (ρ) have been proposed. For the LDA calculations
performed in our work, we have used the parameterization of homxc (ρ) developed by Perdew
and Zunger [327] by fitting numerical Quantum Monte Carlo calculations performed by
Ceperley and Alder [328].
The LDA approximation is exact for an uniform electron gas and a good estimate of
a slowly varying density gas. LDA was originally introduced to deal with systems with a
smooth electronic charge density, such as nearly free-electron metals, or intrinsic semicon-
ductors. The approximation, however, produces good results also with non-homogeneous
systems, like covalently bonded materials and some transition metals. The agreement
between theory and experiments is good with structural and vibrational properties, but
overestimates bonding energies and underestimates bond lengths, respect to experiments.
Furthermore, it is known that LDA underestimates the band gap for semiconductors, and
the implementation of Self-Interaction Correction seems to help, solving such problem as
proposed by Perdew and Zunger [329, 330, 331].
To extend the Density Approximation to systems with more significant non-homogeneous
densities, several techniques have been proposed. The most successful one is the Generalized
Gradient Approximation (GGA), where the the real Exc[ρ(r)] is expressed as a functional
of the density ρ(r) and its gradient ∇ρ(r):
EGGAxc [ρ(r)] =
∫
GGAxc (ρ(r), |∇ρ(r)|) ρ(r) dr, (A.29)
vLDAxc [ρ(r)] =
δELDAxc
δρ(r)
=
∂
∂ρ
[
homxc (ρ)ρ
]
. (A.30)
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For the GGA calculations performed in our work, we have used the Perdew-Wang (PW91)
expression of GGAxc [332, 333]. The GGA formalism gives better description of inhomo-
geneous systems, like transition metals, and it significantly improves the binding energy,
predicting good results also in the cases where LDA fails.
Local Spin Density Approximation for magnetic systems
The treatment of magnetic systems is easy if the Exc[ρ(r)] energy is considered as dependent
on the two spin populations separately. With such distinction, the Kohn-Sham equations
become:
HˆσKS ψi(r) =
[
−~
2∇2r
2me
+ V σKS(r)
]
ψσi (r) = 
σ
i ψ
σ
i (r), (A.31)
where V σKS(r), v
σ
xc[ρ(r)], ρ
σ(r), and ρ(r) are the spin extension of the previous quantities:
V σKS(r) = vI(r) + e
2
∫
ρ(r′)
|r− r′|dr
′ + vσxc(r), (A.32)
vσxc[ρ(r)] =
δExc[n
↑, n↓]
δρσ(r)
, ρσ(r) =
∑
i
fi(
σ
i ) |ψσi (r)|2 , ρ(r) =
∑
σ
ρσ(r).
In equation (A.32), the Coulomb interaction, integral of the charge, is invariant respect the
spin. The unbalance between n↑ and n↓, producing the magnetization M = n↑−n↓, is given
by the exchange-correlation potential vσxc(r) which accounts for the different populations
n↑ and n↓ by the the derivative. In the Local Spin Density Approximation (LSDA), the
exchange and correlation contributions are separated:
ELSDAx [ρ(r)] =
∑
σ
∫
homxc (ρ
σ(r)) ρσ(r) dr,
ELSDAc [ρ(r), ξ(r)] =
∫ [
Uc (ρ(r)) + f(ξ(r))
(
Pc (ρ(r)) − Uc (ρ(r))
)]
ρ(r)dr,
where ξ(r) = |n↑(ρ(r)) − n↓(ρ(r))|/(n↑(ρ(r)) + n↓(ρ(r))) is the normalized magnetization,
f(ξ(r)) is a smoothing function [322], and Uc and 
P
c are proper functional representing the
correlation energies for the spin-polarized and unpolarized systems, respectively [327, 328].
Similar extensions are available within the Generalized Gradient Approximation, and they
are called σ-GGA [334]
A.4 Plane Waves pseudopotential method
Pseudopotential method
Several numerical techniques have been implemented to solve the Kohn-Sham equations.
Generally, the most precise techniques have been proved to be the pseudopotential method
[336, 337] and the Linear Augmented Plane Wave method (LAPW) [335], that is considered
to be the most accurate available, but, unfortunately, too computationally demanding.
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Therefore, although as not accurate as LAPW, the standard ab-initio technique is the
pseudopotential method, which is based on the assumption that the relevant physics of
the system is described only by its valence electrons. In such technique, the effect of core
electrons of the ions, the ones that do not participate in the bonding process, is smeared and
replaced by an effective and smooth pseudopotential. The pseudopotential is built in such
a way to have the valence single electron wave functions and the core electrons have the
same scattering properties than the real system. In other words, the valence electrons move
in the effective external potential produced by the core electrons with the nuclei, and the
pseudopotential mimics the interaction of the true atomic potential on the external valence
states without including the core electrons in the calculations. The approximation of the
pseudopotential is correct if the core electrons do not participate in the bonding process,
that means that the superposition of the external valence electrons wave functions with the
internal core electrons is negligible. The approximation works well for s, p and d electrons,
but becomes more problematic for f electrons, since the shape of the wave functions.
There are several all-electrons procedures to build pseudopotentials [336, 337, 338, 339,
340, 341]. In our work we use ultra soft pseudopotentials (US-PP) generated with the
Vanderbilt method [342].
Plane waves approach
The general approach to solve the Kohn-Sham equations in crystalline solids is to use the
periodicity of the structure, and the Block theorem [45, 46, 47], to expand the wave functions
in the plane wave (PW) basis set of the reciprocal space. Following the usual symbols [45]
we have:
ψk,v(r) =
1√
NΩ
∑
G
ei(k+G)·rcv(k + G), (A.33)
where Ω is the volume of the unit primitive cell, G are the vectors of the reciprocal lattice,
and cv(k + G) are the expansion coefficients
2. In the Block formalism [45], the k-vectors
are the crystal momentum of the electrons and are defined in the Brillouin Zone of the
reciprocal space, which is periodic on the reciprocal lattice 3, and v is the band index, so
that ψk,v(r) = exp(ik · r)uk,v(r) with uk,v(r + R) = uk,v(r) periodic in the Bravais Lattice.
Using the Block wave function expansion, equation (A.33), the Kohn-Sham equations
can be written in the momentum space [45]:
∑
G′
[
~
2
2m
|k + G|2 + vH(G−G′) + vxc(G−G′) + vI(G−G′)
]
cv(k + G
′) = k,vcv(k + G)
(A.34)
where vH is the Fourier transform of the Hartree term, the second term of equation (A.32).
In this expression, the Hamiltonian is block diagonal with respect to the k-vectors and the
2Such coefficients satisfy the proper normalization
P
G
|cv(k + G)|2| = 1.
3Vectors k are elements of the momentum space, while vectors G are elements of a subspace of the
momentum space, called reciprocal lattice [45].
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solution (diagonalization) is achieved within each specific block.
k-points integration
The sums over all the electronic states defines important physical quantities, Eband and ρ(r)
for example, correspond to th integrals over the Brillouin Zone and sum over the band index
v. Using the symmetry of the crystal, the integration can be reduced to an integration over
a smaller region of the Brillouin Zone, called Irreducible part of the Brillouin Zone (IBZ).
The integrations can be further simplified using special point in the IBZ, which form a small
subset of k-vectors, and are called k-points. The solution of equation (A.34) is performed
only in such subset of points, k-points, and then all the integrations are obtained with
weighted interpolation schemes operating on the values on the k-points.
Several methods have been proposed to obtain the positions of the k-points and their
weights [343, 344, 345] In our work we use the Monkhorst and Pack scheme [345], with
shifted origin to the Γ point in the case of hexagonal structures, as suggested in reference
[364].
Energy cutoff
The plane wave expansion, equation (A.34), is exact in the limit of infinite sum of G-
vectors. Practically this is not possible and the user has to truncate the sum to a cutoff
value. Usually, such cutoff is chosen to be a sphere of maximum kinetic energy Ecut, so
that:
~
2
2m
|k + G|2 ≤ Ecut. (A.35)
The accuracy of the solution of equation (A.34) can be tailored adapting the value of the
cutoff energy. Furthermore, the value of Ecut, and the number of k-points are the most
important parameters governing the accuracy of the solution of (A.34). With a particular
choice of Ecut, the wave functions of the system, whose variations larger than 2pi~/
√
2mEcut,
are well described.
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Appendix B
Structures prototypes, calculations,
analysis for the ab-initio method
In this appendix, we describe the generation of structure prototypes and the various calcu-
lations necessary to obtain the library of formation energies. This appendix applies to the
DMQC and HTQC projects.
Note. The style of this appendix is informal and pedagogical. Its purpose is to show to
show the technologies and solutions that have been implemented.
B.1 Structures prototypes
B.1.1 Structure prototypes sets
About 1/3 of the crystal structures in the library were chosen from the most common bi-
nary crystal structures in the CRYSTMET database for intermetallics [64]. They contain
frequent bcc, fcc, hcp, Laves structures and other frequent and important structure pro-
totypes. The rest are superstructures of the fcc, bcc, and hcp lattices generated with the
formalism of the cluster expansion [119].
Every structure prototype is labeled with a number, which has the following meaning:
• (FCC). Structures labeled as 1-29. These prototypes are binary decorations of
an FCC lattice and have been generated with the “cluster expansion” code. The FCC
list contains all unique combinations of 4 atoms per primitive cells (AxBy, a+ b = 4).
The prototypes are listed in section (B.3.1). Note that some larger unit cell FCC
superstructures have been added manually and have larger label ≥178.
• (BCC). Structures labeled as 58-86. These prototypes are binary decorations of
a BCC lattice and have been generated in the same way of as FCC structures. As
before, the BCC list contains all unique combinations of 4 atoms per primitive cells
(AxBy, a+ b = 4). The prototypes are listed in section (B.3.2). As before, larger unit
cell BCC superstructures have been added manually.
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• (HCP). Structures labeled as 115-153. These prototypes are binary decorations
of a HCP lattice and have been generated in the same way as the FCC structures.
Since the HCP lattice has a basis of 2 atoms per primitive cell, the number of unique
combinations of AxBy with a+ b = 4 ∗ 2 (twice than before, since the basis), is bigger
than FCC and BCC set. Therefore, the list of HCP structures has been truncated to
have 29 prototypes, to match the number of the FCC and BCC sets. To summarize,
the HCP list contains all the prototypes with AxBy, a+ b ≤ 4, and some prototypes
with a + b = 6. The prototypes are listed in section (B.3.3). As before, larger unit
cell HCP superstructures have been added manually.
• (EXTRA). Structures labeled as ≥178. These prototypes contain Lave’s phases,
Ωs phases, and several phases appearing frequently in nature. The statement about
“frequency” can be misleading, because it refers to the number of observations in the
CRYSTMET database [64], and not to real presence in nature. However, also with
this limitation, the list of frequent observed phases is a good starting point to generate
frequent phases. It is worth mentioning that the EXTRA set of structures, contain
many common bcc, fcc and hcp prototypes that are not in the previous lists. The
prototypes are listed in section (B.3.4).
The parameters of the prototypes available so far, are listed in sections (B.3.1), (B.3.2),
(B.3.3), (B.3.4). We include Strukturbericht designation, prototype compound, parent lat-
tice, space-group, Pearson symbol [347, 348], lattice type, primitive vectors, and atomic
positions.
B.1.2 Structure prototypes designation
Many structure prototypes lack a Strukturbericht designation and/or natural prototypes.
For some FCC and BCC structure prototypes, an alternative designation has been proposed
by Sanchez-de Fontaine [353] and by Lu et al. [354, 355]. For FCC, BCC, and HCP
superstructures, which lack of a standard designation, we name the structure prototype
following the parent lattice and the stacking direction (if available):
LATTICE
[direction]
stacking . (B.1)
For example the designation
FCC
[001]
A2B2. (B.2)
indicates a structure prototype with FCC parent lattice and A2B2 stacking along direction
[001].
A conversion table between the lattice-stacking-direction, the Sanchez - de Fontaine
notation [353], and the Lu et al. designations [354, 355] is included below.
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Space Group Sanchez - de Lu et al. our label in the
Fontaine [353] [354, 355] designation library
AB2 I4/mmm #139 AB2(c) β1/β2 FCC
[100]
AB2 5,6
AB2 P3¯m1 #164 α1/α2 FCC
[111]
AB2 9,10
AB3 P4/mmm #123 Z1/Z3 FCC
[001]
AB3 13,15
A2B2 P4/nmm #129 AB(a) Z2 FCC
[001]
A2B2 14
A2B2 C2/m #12 W2 FCC
[311]
A2B2 17
AB3 Pmmm #47 Y1/Y3 FCC
[011]
AB3 19,21
A2B2 Pmmn #59 AB(e) Y2 FCC
[011]
A2B2 20
A2B2 I41/amd #141 CH or “40” FCC
[201]
A2B2 23
AB3 R3¯m #166 V1/V3 FCC
[111]
AB3 27,29
A2B2 R3¯m #166 V2 FCC
[111]
A2B2 28
Table B.1: Conversion table between the lattice-stacking-direction, the Sanchez - de
Fontaine notation [353], and the Lu et al. designations [354, 355].
B.1.3 Structure prototypes generation
To add new prototypes to the library, we generate and test the proper input files in the
following way.
• Choice of the interesting phase. We choose the phase based on the interest in
some alloy or on the frequency with which it occurs in the CRYSTMET database.
• Description of the phase. Inside CRYSTMET, the structures are stored following
the CIF standard [349]. Each structure is completely described by its own CIF file,
which is an ASCII file containing all the parameters of the structure. From such file
we take the space-group, the lattice parameters (in (a, b, c, α, β, γ) format), and the
Wyckoff positions of the atoms (in fractional coordinates).
• Generation of the template prototypes. With the space-group, the lattice pa-
rameters, and the Wyckoff positions, we find the primitive cell using the program
GULP [350, 351]. GULP outputs the primitive cell and all atomic positions in Carte-
sian coordinates. Hence, we transform the position in fractional format, and finally
we obtain the templates of the input file for the chosen structure.
• Each CRYSTMET structure generates one or two template prototypes.
One CRYSTMET prototype generates up to two prototype templates: one for the
AxBy compound and another for the BxAy compound. In the case of A-B stoichiom-
etry, the number of templates is one if and only if the Wyckoff positions of atoms A
and B are two by two identical. Otherwise it is necessary to include two templates.
Description and example of the input files to find the primitive cell with GULP is
described in appendix (D.2).
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• Generation of the input files for the alloy. With each prototype template, a
script creates all the input files for the VASP ab-initio code. From the template, the
scripts calculates the k-points mesh, the energy cutoff, a reasonable starting volume
of the cell, and creates the pseudo-potentials. The script is repeated for all the alloys
in the library.
The properties specified in the input files are:
– k-points. The Brillouin zone integration is set using at least 2000/(number of
atoms in unit cell) k-points distributed as uniformly as possible on a Monkhorst-
Pack mesh [345]. If the superstructure is HCP, the mesh is shifted to the origin
following the Gamma scheme [364].
– Energy cutoffs. The energy cutoff for each calculation is set to 1.5 times the
larger of the suggested energy cutoffs of the pseudo-potentials of the elements of
the alloy (suggested energy cutoffs are derived by the method described in [364]).
– Spin polarization. Spin polarized calculation.
– Relaxation. Full relaxation in terms of volume, cell, and atomic positions.
– LDA. Local Density Approximation for exchange-correlation electronic energy,
with the Ceperley-Alder form for the correlation energy as parameterized by
Perdew-Zunger [65].
– Potentials. Ultra-soft pseudo-potentials, generated accordingly to LDA corre-
lation energy, as implemented in VASP [66].
– Zero Temperature. Calculations are at zero temperature and pressure, and
without zero-point motion.
• Test of the new structure. Before starting the calculation of the structure for all
the set of alloys, the input file is verified that, with the previous energy cutoffs and k-
points mesh, the absolute energy is converged to better then 10 meV/atom. If this does
not happen, the k-points density and the energy cutoffs are increased, accordingly.
Anyway, energy differences between structures are expected to be converged to much
smaller tolerances than 10 meV/atom. If there are modifications, all the input files of
the chosen structure are regenerated accordingly to the previous paragraph.
Once the input files are generated for all the alloys, the ab-initio energy calculations are
done as described in the following section.
B.2 Structures calculations
The techniques required for a high-throughput ab-initio project are completely different
from the techniques for calculating ab-initio energies for few structures. A small number
of calculations can be run by a user by tailoring the input/output files for his/her specific
needs. No automation is necessary because of the limited amount of data that has to be
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created and analyzed. Obviously, this is not the case for a high-throughput project, where
several tens of thousands of calculations are performed. The number of input files, the
ab-initio calculations, and the analysis of the outputs have to be performed in a completely
automated environment, which we name the Automatic-Flow [362]. The Automatic-Flow
is a collection of tools, implemented with a program called AFLOW described in appendix
(D.4).
The Automatic-Flow is summarized step by step in the following paragraphs.
B.2.1 Automatic-Flow: calculations
The Automatic-Flow operates the ab-initio calculations, checks the results, prepares the
input files for more precise relaxations, calculates the output energies, finds the structure
geometrical parameters and warns the user about the status of the flow.
The Automatic-Flow is summarized in the paragraphs below. It is important to notice
that although details are given for the VASP input/output files, similar steps can be easily
adapted for other ab-initio codes. Nevertheless, to reproduce the author results, the user is
supposed to have experience with VASP input files [364].
• Step 1: absolute energy first relaxation.
The ab-initio energy is calculated with VASP, and the structure is completely relaxed,
(volume, cell, atomic positions).
• Step 2: analysis.
The output files of the first run are saved and are used to create the input file of the
second run. In fact, during the relaxation, the volume and shape of the primitive cell
can change considerably, making the plane-wave basis set of the first ab-initio run,
inadequate to describe the ground state energy with the necessary accuracy.
• Step 3: absolute energy second relaxation.
The ab-initio energy is calculated, and the structure is relaxed, again. A second
relaxation is usually enough, however there are some cases where a third relaxation
is necessary, as described in the next paragraphs.
• Step 4: analysis.
The output files of the second run are saved and the final ab initio energy is obtained.
At this point some checks are performed to see if the simulations ended normally, giving
correct results.
• Step 5a. OUTCAR check.
If the relaxation ended properly, VASP writes the total running time (in seconds) in
the OUTCAR file. It is necessary to check the presence of this information, to be sure
of the correct energy.
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• Step 5b. OUTCAR (or vasp.out) check.
VASP estimates the number of electronic bands necessary for the calculation at the
beginning of the run. The estimation does not work well with strong-ionic elements
(Na for instance). In that case, during the relaxation, VASP outputs several warning
messages. It is necessary to check the lack of warnings containing the keywords
“WARNING” and “NBANDS” in the output files. If necessary the number of bands
have to be increased by hand. Usually, it is necessary to increase the value by at least
30%, and restart the calculation.
If the calculation ended correctly (roughly ∼95% of the cases), with Step 5a and 5b
passed, then the output is ready for data analysis and collection. This is described in Data
analysis part, Step 7. If the calculation did not finish correctly, then the reader can find
some solutions in the following section.
B.2.2 Automatic-Flow: troubles during the calculations
If we run more than fifteen thousands ab-initio calculations, we find that not all the simu-
lations finish correctly. In fact, there are some exceptions that need further inspection and
can be hard to implement automatically 1. The list of numerical problems that the authors
found during the calculation of the library are described in Step 6. This paragraph is not a
complement to the VASP manual [364], but a way to help new high-throughput researchers
to save precious time.
• Step 6a. Slow or inaccurate convergence
To improve speed and accuracy of convergence it is good habit to declare a k-points
mesh with even values. The mesh should be distributed as uniformly as possible on
a Monkhorst-Pack mesh [345], except for HCP structures, where the mesh should be
shifted to the origin following the Gamma scheme [364].
• Step 6b. Too few bands in the calculation
As written above, sometimes VASP underestimates the number of electronic bands
necessary for the calculation. If the number of bands is too small then VASP cannot
fill all the valence electrons and the result will be erroneous. VASP warns of this
problem with warning messages in the OUTCAR and in the console output. The user
should check for these warnings and increase the value of “NBANDS” in the INCAR
file, accordingly.
• Step 6c. Symmetry failure
VASP uses the symmetry of the reciprocal cell to minimize the amount of k-points in
the calculation. If the atomic positions and the cell dimension in the POSCAR file
do not have the necessary resolution (10−5 at least), then VASP finds a symmetry
1Exceptions, as all the other unexpected things of our life, are the best part of our human existence (SC,
nocturnal cheap philosophy, 3AM)
190
group with less operations and more irreducible k-points. The simulation is much
slower and, in some cases, ends with a erroneous results. To cure this problem the
user should increase the resolution on the geometrical dimension/parameters (10−16
is fine), or decrease the tolerance in the space-group determination of VASP. This can
be done by adding/changing the value of the keyword SYMPREC in the INCAR file
[364].
• Step 6d. Fluctuating volume of the cell
This is a common problem when the unrelaxed volume of the cell is too far from
the correct one. During the simulation, VASP writes the volume of the cell inside
the OUTCAR file. The user, or the Automatic-Flow, can monitor such value and
understands if the relaxation is not going in the proper direction. A symptom is
that the volume increases without stopping, and/or the ab-initio energy becomes
positive (the energy is written as “E0=” at the end of each ionic relaxation step
inside the file OSZICAR). The solution for this problem is to repeat a lot of small
calculations, starting with a very small k-points mesh and using the outputs positions
as initial positions to the next calculation. At each calculation the k-points mesh has
to be increased until it reaches the one that gives the convergence error chosen at the
beginning.
• Step 6e. Magnetic moment not compatible with the system
When the user is running a spin polarized simulation, the calculation should start
from a value of magnetic moment that is compatible with the electronic structure of
the element. For instance, if the alloy has an element with d-electrons, the VASP
input file should include a value of 5 in the MAGNOM keyword [364]. Sometimes,
if the correct final value of the magnetic moment is very small, and if the unrelaxed
volume of the cell is too far from from the correct one, VASP relaxes to a final value
of the magnetic moment that is not compatible with the physics of the system (and
the final volume is enormous). The user, or the the Automatic-Flow, can monitor the
magnetic moment during the relaxation (written inside OUTCAR) and understands
if the simulation stopped in an unphysical status. If this happens, the solution is to
relax to a reasonable volume/geometry with one or two simulations that are not spin
polarized, and than to use the output files to start a final simulation spin polarized. In
the experience of the author, this phenomenon has not happened frequently with ultra-
soft pseudo-potentials and spin-polarized LDA (few times in more than ten thousands
simulations). However the problem was noticed with much higher frequency in the
case of PAW pseudo-potentials and spin-polarized GGA (∼2% of the cases) [120, 121].
If the user runs spin polarized simulation, it is strongly suggested to check that the
final value of the magnetic moment is compatible with the physics of the systems.
• Step 6f. The relaxation takes too many ionic relaxation steps and/or does
not fully converge
This problem can be solved with the same technique of Step 6d.
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• Step 6g. Electronic conjugate gradient minimization
VASP uses very sophisticate minimization techniques during the electronic relaxation
to get the single electron wave function. If the user, or the the Automatic-Flow,
notices that VASP outputs warning messages about conjugate vectors ill-defined or
with zero norm, then The solution is to change the algorithm technique (with IALGO)
[364], and to make sure that k-points mesh is defined with even numbers. Sometimes
• Step 6h. Electronic smearing
Smearing of the occupation number of the electrons helps to achieve good convergence
and accurate results in metals, which have nearly free electrons, and then a zero
temperature occupation density decreasing, sharply. Once a new element is added, the
user should adjust the electronic smearing temperature, increasing its value (keyword
ISMEAR and SIGMA) until the proper convergence is obtained with the choice of
density of k-points. The smearing is extremely important for nearly free electrons
metals like Lithium and Aluminum.
• Step 6k. Combinations of problems
A true recipe to solve each problem of the Automatic-Flow, does not exist. The vast
majority of the troubles can be fixed following the previous suggestions. However
there might be cases where a combination of solutions have to be implemented. In
the opinion of the author, the user should try to solve the problems in the following
order: bands, k-points, magnetic moment, symmetry, algorithm, smearing.
At this point the user has all the tools to produce correct ab-initio energies. The previous
steps, from 1 to 6, should be repeated and iterated until stable and converged results are
achieved for every structure of every alloy. Then, the Automatic-Flow moves to the data
characterization and analysis steps.
B.2.3 Automatic-Flow: structure identification (relaxed)
During the ab-initio calculation, each structure relaxes its geometrical dimensions and
atomic positions to reach the proper quantum ground state. In the majority of the cal-
culations, the relaxation does not change the morphology of the structure. However there
are some cases, where the highly unstable starting structure relaxes into a form that has
little or nothing in common with the original morphology.
The risk of misidentification of the final relaxed structure can be quite dangerous, and
the effects of these errors depend on the purpose of the calculation.
• For the Data-Mining project, the structure misidentification causes the ab-initio en-
ergy to be put in the wrong position of the predictor matrix described in Chapter (2).
This phenomenon is not dangerous per-se, but it reduces the speed of convergence, in-
creasing the number of calculations to get a proper accuracy, as described in Chapter
(2).
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• For the High-Throughput project, the structure misidentification is dangerous only if
the structure is of some practical interest, like a ground state or a metastable phase.
In that case it would lead to an incorrect prediction, as described in Chapter (4).
Because of the negative effects of the structure misidentification, we put significant effort
in characterizing many structural parameters, to improve the reliability of the structure
identification step. The Automatic-Flow produces the following information.
• Step 7a. Space-Group
The space-group is defined as the set of symmetry operations that apply to the cell
of the crystal. It contains the translations, mirrors, rotations, inversion, glides oper-
ations, etc., that describe the periodicity of the structure.
The determination of the space-group is done with the help of two tools: the output
of the ab-initio code (relaxed dimensions of the unit cell and atomic positions), is
converted by the CONVASP program [357] to an input file for the PLATON code
[359, 360]. The latter program is a very sophisticate code used in crystallography. It
calculates several parameters, in particular the lattice type and the space-group of
the structure. Examples of the input files and usage of CONVASP and PLATON are
described in appendix (D.1) and (D.5).
For our application, the knowledge of the space-group is fundamental: it helps to
identify the structures that have undergone symmetry changes during the ionic relax-
ations. Also it helps to identify the correct prototypes. However, the analysis of the
space-group is not trivial and can be quite tricky. In fact, as a change in the space-
group indicates that the structure has achieved a different morphology, the opposite
is not true. For example, some structures change their morphology, going from BCC
to FCC parent lattices and vice-versa (with Bain strains along special directions),
without changing their symmetry at all. On the opposite, small deformations of the
lattice, can break the symmetry changing the space-group, while the structure remain
almost identical (for instance the Jahn-Teller distortion).
For these reasons, the space-group knowledge is not sufficient for reliable structure
identification, and it has to be augmented with other geometric informations, such as
volume of the cells, bond distances between atoms, and so on.
• Step 7b. Lattice Type and Pearson Symbol
Every structure is part of a Lattice Type System (Triclinic, Monoclinic, Orthorhom-
bic, Tetragonal, Trigonal, Hexagonal, Rhombohedral, Cubic systems) [346] and has a
Pearson Symbol [347, 348]. The definitions and properties of such concept are general
and given in the reference [346, 347, 348]. As for the space-group, the knowledge
of the Lattice System and of the Pearson Symbol are useful for the relaxed struc-
ture identification. For instance, the Lattice Type of a structure can be immune to
small deformations that change the space-group without modifying the morphology.
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A Jahn-Teller distortion is an example: a small shift of the ion inside the octahedron
destroys the symmetry inversion operation centered in that ion, without changing the
Tetragonal Lattice type.
Lattice Type and Pearson Symbol are calculated with the same procedure of the
space-group described in the previous paragraph.
• Step 7c. Bond distances, volume, and lattice parameters of the cell
The bonds distance calculation is a powerful tool to characterize the structure in
a “few-neighbors framework”. For the final relaxed structure of alloy AxB1−x, we
calculate the bond distances A-A, A-B, B-B, up to a certain cutoff radius. The
calculation is done by the CONVASP program [357], and the cutoff radius is set to
4 times the Wigner-Seitz radius of each atom [45, 46, 47]. The particular choice of
the value of the cutoff radius has a reason. If the system were simple cubic, then
the cutoff would be the distance between the second neighbors along any principal
axis. In addition to the bond distances, also the volume and lattice parameters are
calculated by CONVASP.
• Step 7d. Comparison between structures
To identify an unknown structure, we compare it with all the other structures of the
library. If there is a match, then we can easily determine the relaxation path and
simplify the identification. Obviously the test is done only for structures that have
the same stoichiometry AaBb.
An automatic comparison test, between all the couples of structures, is made by
CONVASP. Characteristics compared include number of atoms, number of types,
total volume, volume per atom, lattice parameters, number of neighbors of each pair
type out to the cutoff radius, differences in bond lengths for neighbors of each pair
type out to cutoff, and space-groups.
With the information described in Steps 7a to 7d, we identify the relaxed structures to
the best prototype match. However, during the High-Throughput project we found some
unidentified ground states. In that case, we label the prototypes with the proto superscript,
and we report the unit cell geometry and the atomic positions of the structures, as shown
in chapter (4).
B.2.4 Automatic-Flow: data collection and analysis
As this thesis is about phase stability prediction, we are interested in formation energies
of the compounds. For every alloy and every structure, the parameters listed below are
collected.
• Step 8a. Formation energies
The formation energy for each structure is determined with respect to the most stable
structure of the pure elements. The pure element energies are always calculated at
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the beginning of the process, and used to generate all the formation energies. All the
energies are normalized per-atom of unit cell.
• Step 8b. Geometrical properties
Space-Group, Lattice Type, Pearson Symbol, Bond distances, Volume, and lattice pa-
rameters of the cell, which were generated during the previous structure identification
steps.
All the data collection is performed with a special code called PENNSY [363]. Examples
of the usage of the PENNSY program are described in appendix (D.6).
The PENNSY code generates the necessary all data for the DMQC and HTQC projects.
• Step 9a. DMQC project: Predictor Matrix
PENNSY calculates the predictor matrix described in Chapter (2). This matrix con-
tains all the formation energies and it is the starting point for the Principal Compo-
nent Analysis of the degrees of freedoms, and the Partial Least Squares (SIMPLS)
prediction.
• Step 9b. HTQC project: Ground states convex hulls
PENNSY calculates the ground states convex hulls, does the stable phases predictions,
and generates all the pictures of the hulls. All the results of Chapter (4) are obtained
with this code.
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B.3 Tables of the structure prototypes
B.3.1 FCC superstructures
Strukt./designation A1 L10 L11 β1/β2-FCC
[100]
AB2
Prototype Cu AuCu CuPt
Label 1,2 3 4 5,6
Formula A AB AB AB2
Parent lattice FCC FCC FCC FCC
Cb 0 0.5 0.5 0.6667
Space Group Fm3¯m #225 P4/mmm #123 R3¯m #166 I4/mmm #139
Pearson Symbol cF4 tP2 hR6 tI6
Lattice type Cubic Tetragonal Trigonal Tetragonal
(a, b, c) (rA) (4.175, 4.175, 4.175) (3.075, 3.075, 4.349) (3.075, 3.075, 15.07) (3.114, 3.114, 13.21)
(α, β, γ) degrees (90, 90, 90) (90, 90, 90) (90, 90, 120) (90, 90, 90)
Superlattice AB along [001] AB along [111] AB2 along [100]
Primitive vectors
a1/a (1/2, 0,−1/2) (0,−1/2,−1/2) (−1/2,−1, 1/2) (3/2, 0,−1/2)
a2/a (1/2,−1/2, 0) (0,−1/2, 1/2) (−1/2,−1/2, 1) (3/2, 0, 1/2)
a3/a (0,−1/2,−1/2) (−1, 0, 0) (−1,−1/2, 1/2) (−3/2,−1/2, 0)
(cartesian)
Atomic positions
A1 (0, 0, 0) (0, 0, 0) (0, 0, 0) (0, 0, 0)
B1 − (1/2, 1/2, 1/2) (1/2, 1/2, 1/2) (1/3, 1/3, 0)
B2 − − − (2/3, 2/3, 0)
(fractional)
Strukt./designation - α1/α2-FCC
[111]
AB2 - Z1/Z3-FCC
[001]
AB3
Prototype MoPt2
Label 7,8 9,10 11,12 13,15
Formula AB2 AB2 AB3 AB3
Parent lattice FCC FCC FCC FCC
Cb 0.6667 0.6667 0.75 0.75
Space Group Immm #71 P3¯m1 #164 Cmmm #65 P4/mmm #123
Pearson Symbol oI6 hP3 oC8 tP4
Lattice type Orthorhombic Trigonal Orthorhombic Tetragonal
(a, b, c) (rA) (9.342, 4.404, 3.114) (3.114, 3.114, 7.628) (6.266, 8.862, 3.133) (3.133, 3.133, 8.862)
(α, β, γ) degrees (90, 90, 90) (90, 90, 120) (90, 90, 90) (90, 90, 90)
Superlattice AB2 along [011] AB2 along [111] AB3 along [001]
Primitive vectors
a1/a (−1/2, 1,−1/2) (−1/2, 0, 1/2) (1,−1/2, 1/2) (0,−1/2,−1/2)
a2/a (1/2, 1/2,−1) (1/2, 1/2, 0) (−1,−1/2, 1/2) (0,−1/2, 1/2)
a3/a (−1/2,−1, 1/2) (−1, 1,−1) (0,−1/2,−1/2) (−2, 0, 0)
(cartesian)
Atomic positions
A1 (0, 0, 0) (0, 0, 0) (0, 0, 0) (0, 0, 0)
B1 (1/3, 1/3, 0) (1/3, 2/3, 2/3) (0, 1/2, 1/2) (0, 0, 1/2)
B2 (2/3, 2/3, 0) (2/3, 1/3, 1/3) (1/2, 0, 1/2) (1/2, 1/2, 1/4)
B3 − − (1/2, 1/2, 0) (1/2, 1/2, 3/4)
(fractional)
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Strukt./designation Z2-FCC
[001]
A2B2 W2-FCC
[311]
A2B2 Y1/Y3-FCC
[011]
AB3
Prototype
Label 14 16,18 17 19,21
Formula A2B2 AB3 A2B2 AB3
Parent lattice FCC FCC FCC FCC
Cb 0.5 0.75 0.5 0.75
Space Group P4/nmm #129 C2/m #12 C2/m #12 Pmmm #47
Pearson Symbol tP4 mC8 mC8 oP4
Lattice type Tetragonal Monoclinic Monoclinic Orthorhombic
(a, b, c) (rA) (3.075, 3.075, 8.698) (10.39, 3.133, 5.427) (10.2, 3.075, 5.327) (3.133, 4.431, 6.266)
(α, β, γ) degrees (90, 90, 90) (90, 100, 90) (90, 100, 90) (90, 90, 90)
Superlattice A2B2 along [001] A2B2 along [311] AB3 along [011]
Primitive vectors
a1/a (0,−1/2,−1/2) (−1/2, 1,−1/2) (−1/2, 1,−1/2) (0,−1/2,−1/2)
a2/a (0,−1/2, 1/2) (−1/2, 1/2,−1) (−1/2, 1/2,−1) (1, 0, 0)
a3/a (−2, 0, 0) (0,−2, 2) (0,−2, 2) (0,−1, 1)
(cartesian)
Atomic positions
A1 (0, 0, 0) (0, 0, 0) (0, 0, 0) (0, 0, 0)
A2 (1/2, 1/2, 3/4) − (0, 0, 3/4) −
B1 (0, 0, 1/2) (0, 0, 1/4) (0, 0, 1/4) (0, 0, 1/2)
B2 (1/2, 1/2, 1/4) (0, 0, 1/2) (0, 0, 1/2) (1/2, 1/2, 1/4)
B3 − (0, 0, 3/4) − (1/2, 1/2, 3/4)
(fractional)
Strukt./designation Y2-FCC
[011]
A2B2 D022 CH-FCC
[201]
A2B2 L12
Prototype Al3Ti NbP AuCu3
Label 20 22,24 23 25,26
Formula A2B2 AB3 A2B2 AB3
Parent lattice FCC FCC FCC FCC
Cb 0.5 0.75 0.5 0.75
Space Group Pmmn #59 I4/mmm #139 I41/amd #141 Pm3¯m #221
Pearson Symbol oP4 tI8 tI8 cP4
Lattice type Orthorhombic Tetragonal Tetragonal Cubic
(a, b, c) (rA) (3.075, 4.349, 6.151) (4.431, 4.431, 8.862) (4.349, 4.349, 8.698) (4.431, 4.431, 4.431)
(α, β, γ) degrees (90, 90, 90) (90, 90, 90) (90, 90, 90) (90, 90, 90)
Superlattice A2B2 along [011] AB4 along [201] A2B2 along [201]
Primitive vectors
a1/a (0,−1/2,−1/2) (−1/2, 1, 1/2) (−1/2, 1, 1/2) (0, 0, 1)
a2/a (1, 0, 0) (1/2, 1,−1/2) (1/2, 1,−1/2) (0, 1, 0)
a3/a (0,−1, 1) (−1/2,−1,−1/2) (−1/2,−1,−1/2) (−1, 0, 0)
(cartesian)
Atomic positions
A1 (0, 0, 0) (0, 0, 0) (0, 0, 0) (0, 0, 0)
A2 (1/2, 1/2, 3/4) − (3/4, 1/4, 1/2) −
B1 (0, 0, 1/2) (1/4, 3/4, 1/2) (1/4, 3/4, 1/2) (0, 1/2, 1/2)
B2 (1/2, 1/2, 1/4) (1/2, 1/2, 0) (1/2, 1/2, 0) (1/2, 0, 1/2)
B3 − (3/4, 1/4, 1/2) − (1/2, 1/2, 0)
(fractional)
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Strukt./designation V1/V3-FCC
[111]
AB3 V2-FCC
[111]
A2B2
Prototype
Label 27,29 28 30/35 36/39
Formula AB3 A2B2 AB4 AB4
Parent lattice FCC FCC FCC FCC
Cb 0.75 0.5 0.8 0.8
Space Group R3¯m #166 R3¯m #166 C2/m #12 I4/m #87
Pearson Symbol hR12 hR12 mC10 tI10
Lattice type Trigonal Trigonal Monoclinic Tetragonal
(a, b, c) (rA) (3.133, 3.133, 30.7) (3.075, 3.075, 30.13) (10.43, 3.145, 7.702) (7.031, 7.031, 4.447)
(α, β, γ) degrees (90, 90, 120) (90, 90, 120) (90, 119.5, 90) (90, 90, 90)
Superlattice AB3 along [111] A2B2 along [111]
Primitive vectors
a1/a (−3/2, 1,−3/2) (−3/2, 1,−3/2) (3/2, 0,−1/2) (−1/2,−1, 1/2)
a2/a (−3/2, 3/2,−1) (−3/2, 3/2,−1) (3/2, 1/2, 0) (1/2, 1, 1/2)
a3/a (−1, 3/2,−3/2) (−1, 3/2,−3/2) (−1,−1, 1) (−1, 1/2,−1/2)
(cartesian)
Atomic positions
A1 (0, 0, 0) (0, 0, 0) (0, 0, 0) (0, 0, 0)
A2 − (1/4, 1/4, 1/4) − −
B1 (1/4, 1/4, 1/4) (1/2, 1/2, 1/2) (1/5, 1/5, 3/5) (1/5, 4/10, 3/5)
B2 (1/2, 1/2, 1/2) (3/4, 3/4, 3/4) (4/10, 4/10, 1/5) (4/10, 4/5, 1/5)
B3 (3/4, 3/4, 3/4) − (3/5, 3/5, 4/5) (3/5, 1/5, 4/5)
B4 − − (4/5, 4/5, 4/10) (4/5, 3/5, 4/10)
(fractional)
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B.3.2 BCC superstructures
Strukt./designation A2 B2
Prototype W γ-IrV CsCl
Label 58,59 60 61 62,63
Formula B AB AB AB2
Parent lattice BCC BCC BCC BCC
Cb 1 0.5 0.5 0.6667
Space Group Im3¯m #229 Cmmm #65 Pm3¯m #221 P3¯m1 #164
Pearson Symbol cI2 oC4 cP2 hP3
Lattice type Cubic Orthorhombic Cubic Trigonal
(a, b, c) (rA) (3.58, 3.58, 3.58) (4.882, 3.452, 4.882) (3.452, 3.452, 3.452) (4.943, 4.943, 3.027)
(α, β, γ) degrees (90, 90, 90) (90, 90, 90) (90, 90, 90) (90, 90, 120)
Superlattice AB along [101] AB along [001] AB2 along [211]
Primitive vectors
a1/a (1/2,−1/2,−1/2) (1/2, 1/2,−1/2) (0, 0,−1) (−1, 1, 0)
a2/a (−1/2,−1/2, 1/2) (1/2,−1/2, 1/2) (0, 1, 0) (0,−1,−1)
a3/a (−1/2, 1/2,−1/2) (0,−1,−1) (1, 0, 0) (−1/2,−1/2, 1/2)
(cartesian)
Atomic positions
A1 − (0, 0, 0) (0, 0, 0) (0, 0, 0)
B1 (0, 0, 0) (1/2, 1/2, 1/2) (1/2, 1/2, 1/2) (1/3, 2/3, 1/3)
B2 − − − (2/3, 1/3, 2/3)
(fractional)
Strukt./designation C11b A2
Prototype MoSi2
Label 64,65 66,67 68,69 70,72
Formula AB2 AB2 AB3 AB3
Parent lattice BCC BCC BCC BCC
Cb 0.6667 0.6667 0.75 0.75
Space Group Fmmm #69 I4/mmm #139 R3¯m #166 Cmmm #65
Pearson Symbol oF12 tI6 hR12 oC8
Lattice type Orthorhombic Tetragonal Trigonal Orthorhombic
(a, b, c) (rA) (3.495, 4.944, 14.83) (3.495, 3.495, 10.49) (9.947, 9.947, 3.046) (4.974, 3.517, 9.947)
(α, β, γ) degrees (89.98, 89.98, 89.98) (90, 90, 90) (90, 90, 120) (90, 90, 90)
Superlattice AB2 along [011]
Primitive vectors
a1/a (0, 1, 2.0005) (−3/2,−1/2,−1/2) (1/2, 1/2, 3/2) (1/2, 1/2, 1/2)
a2/a (−1/2, 3/2, 3/2) (−3/2, 1/2, 1/2) (−3/2, 1/2,−1/2) (−1/2,−1/2, 1/2)
a3/a (−1/2,−1/2, 1/2) (3/2, 1/2,−1/2) (1/2,−3/2,−1/2) (2,−2, 0)
(cartesian)
Atomic positions
A1 (0, 0, 0) (0, 0, 0) (0, 0, 0) (0, 0, 0)
B1 (1/3, 1/3, 2/3) (1/3, 1/3, 0) (0, 1/2, 1/2) (0, 0, 1/2)
B2 (2/3, 2/3, 1/3) (2/3, 2/3, 0) (1/2, 0, 1/2) (1/2, 1/2, 1/4)
B3 − − (1/2, 1/2, 0) (1/2, 1/2, 3/4)
(fractional)
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Strukt./designation B2 C11b
Prototype
Label 71 73,75 74 76,78
Formula A2B2 AB3 A2B2 AB3
Parent lattice BCC BCC BCC BCC
Cb 0.5 0.75 0.5 0.75
Space Group Cmma #67 P2/m #10 P21/m #11 P4/mmm #123
Pearson Symbol oC8 mP4 mP4 tP4
Lattice type Orthorhombic Monoclinic Monoclinic Tetragonal
(a, b, c) (rA) (4.882, 3.452, 9.763) (3.046, 4.974, 5.832) (2.989, 4.882, 5.724) (3.517, 3.517, 7.034)
(α, β, γ) degrees (90, 90, 90) (90, 100, 90) (90, 100, 90) (90, 90, 90)
Primitive vectors
a1/a (1/2, 1/2, 1/2) (0,−2, 0) (0,−2, 0) (0, 0,−1)
a2/a (−1/2,−1/2, 1/2) (−1, 0,−1) (−1, 0,−1) (0, 1, 0)
a3/a (2,−2, 0) (1/2, 5/2,−1/2) (1/2, 5/2,−1/2) (2, 0, 0)
(cartesian)
Atomic positions
A1 (0, 0, 0) (0, 0, 0) (0, 0, 0) (0, 0, 0)
A2 (1/2, 1/2, 3/4) − (3/4, 1/2, 0) −
B1 (0, 0, 1/2) (1/4, 1/2, 0) (1/4, 1/2, 0) (0, 0, 1/2)
B2 (1/2, 1/2, 1/4) (1/2, 0, 0) (1/2, 0, 0) (1/2, 1/2, 1/4)
B3 − (3/4, 1/2, 0) − (1/2, 1/2, 3/4)
(fractional)
Strukt./designation B11 L60
Prototype γ-CuTi CuTi3
Label 77 79,81 80 82,83
Formula A2B2 AB3 A2B2 AB3
Parent lattice BCC BCC BCC BCC
Cb 0.5 0.75 0.5 0.75
Space Group P4/nmm #129 Immm #71 Imma #74 P4/mmm #123
Pearson Symbol tP4 oI8 oI8 tP4
Lattice type Tetragonal Orthorhombic Orthorhombic Tetragonal
(a, b, c) (rA) (3.452, 3.452, 6.904) (9.947, 4.974, 3.517) (4.882, 3.452, 9.763) (4.974, 4.974, 3.517)
(α, β, γ) degrees (90, 90, 90) (90, 90, 90) (90, 90, 90) (90, 90, 90)
Primitive vectors
a1/a (0, 0,−1) (3/2, 1/2,−1/2) (3/2, 1/2,−1/2) (−1,−1, 0)
a2/a (0, 1, 0) (1/2, 3/2, 1/2) (1/2, 3/2, 1/2) (1,−1, 0)
a3/a (2, 0, 0) (−1/2,−3/2, 1/2) (−1/2,−3/2, 1/2) (0, 0, 1)
(cartesian)
Atomic positions
A1 (0, 0, 0) (0, 0, 0) (0, 0, 0) (0, 0, 0)
A2 (1/2, 1/2, 1/4) − (1/4, 3/4, 1/2) −
B1 (0, 0, 1/2) (1/4, 3/4, 1/2) (1/2, 1/2, 0) (0, 1/2, 1/2)
B2 (1/2, 1/2, 3/4) (1/2, 1/2, 0) (3/4, 1/4, 1/2) (1/2, 0, 1/2)
B3 − (3/4, 1/4, 1/2) − (1/2, 1/2, 0)
(fractional)
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Strukt./designation D03 B32
Prototype AlFe3 NaTl
Label 84,86 85 87/92 93/98
Formula AB3 A2B2 AB4 AB4
Parent lattice BCC BCC BCC BCC
Cb 0.75 0.5 0.8 0.8
Space Group Fm3¯m #225 Fd3¯m #227 C2/m #12 I4/mmm #139
Pearson Symbol cF16 cF16 mC10 tI10
Lattice type Cubic Cubic Monoclinic Tetragonal
(a, b, c) (rA) (7.034, 7.034, 7.034) (6.904, 6.904, 6.904) (14.55, 4.992, 3.057) (3.53, 3.53, 17.65)
(α, β, γ) degrees (90, 90, 90) (90, 90, 90) (90, 98.05, 90) (90, 90, 90)
Primitive vectors
a1/a (1,−1, 0) (1,−1, 0) (2, 0, 1) (−5/2,−1/2,−1/2)
a2/a (1, 0, 1) (1, 0, 1) (2,−1, 0) (−5/2, 1/2, 1/2)
a3/a (0,−1, 1) (0,−1, 1) (−3.5, 3/2,−3/2) (5/2, 1/2,−1/2)
(cartesian)
Atomic positions
A1 (0, 0, 0) (0, 0, 0) (0, 0, 0) (0, 0, 0)
A2 − (3/4, 3/4, 3/4) − −
B1 (1/4, 1/4, 1/4) (1/4, 1/4, 1/4) (1/5, 1/5, 4/5) (1/5, 1/5, 0)
B2 (1/2, 1/2, 1/2) (1/2, 1/2, 1/2) (4/10, 4/10, 3/5) (4/10, 4/10, 0)
B3 (3/4, 3/4, 3/4) − (3/5, 3/5, 4/10) (3/5, 3/5, 0)
B4 − − (4/5, 4/5, 1/5) (4/5, 4/5, 0)
(fractional)
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B.3.3 HCP superstructures
Strukt./designation A3 Bh
Prototype Mg WC CuTe
Label 115,117 116 118,121 119
Formula B2 AB AB3 A2B2
Parent lattice HCP HCP HCP HCP
Cb 1 0.5 0.75 0.5
Space Group P63/mmc #194 P6¯m2 #187 Pmm2 #25 Pmmn #59
Pearson Symbol hP2 hP2 oP4 oP4
Lattice type Hexagonal Hexagonal Orthorhombic Orthorhombic
(a, b, c) (rA) (3.189, 3.189, 5.208) (3.075, 3.075, 5.022) (3.133, 5.116, 5.427) (3.075, 5.022, 5.327)
(α, β, γ) degrees (90, 90, 120) (90, 90, 120) (90, 90, 90) (90, 90, 90)
Primitive vectors
a1/a (1/2,
√
3/2, 0) (1/2,
√
3/2, 0) (1, 0, 0) (1, 0, 0)
a2/a (−1, 0, 0) (−1, 0, 0) (0, 0,
p
8/3) (0, 0,
p
8/3)
a3/a (0, 0,
p
8/3) (0, 0,
p
8/3) (0,−√3, 0) (0,−√3, 0)
(cartesian)
Atomic positions
A1 − (0, 0, 0) (0, 0, 0) (0, 0, 0)
A2 − − − (1/2, 1/2, 5/6)
B1 (0, 0, 0) (1/3, 2/3, 1/2) (0, 1/2, 1/3) (0, 1/2, 1/3)
B2 (1/3, 2/3, 1/2) − (1/2, 0, 1/2) (1/2, 0, 1/2)
B3 − − (1/2, 1/2, 5/6) −
(fractional)
Strukt./designation B19
Prototype AuCd
Label 120 122,124 123 125,127
Formula A2B2 AB3 A2B2 AB3
Parent lattice HCP HCP HCP HCP
Cb 0.5 0.75 0.5 0.75
Space Group Pmma #51 Imm2 #44 C2/m #12 P6¯m2 #187
Pearson Symbol oP4 oI8 mC8 hP4
Lattice type Orthorhombic Orthorhombic Monoclinic Hexagonal
(a, b, c) (rA) (5.022, 3.075, 5.327) (3.133, 10.23, 5.427) (11.37, 3.075, 5.327) (3.133, 3.133, 10.23)
(α, β, γ) degrees (90, 90, 90) (90, 90, 90) (90, 117.9, 90) (90, 90, 120)
Primitive vectors
a1/a (1, 0, 0) (1/2,−
√
3/2,
p
8/3) (1/2,−√3/2,
p
8/3) (1/2,−√3/2, 0)
a2/a (0, 0,
p
8/3) (−1/2,√3/2,
p
8/3) (−1/2,√3/2,
p
8/3) (1/2,
√
3/2, 0)
a3/a (0,−
√
3, 0) (−1/2,−√3/2,−
p
8/3) (−1/2,−√3/2,−
p
8/3) (0, 0, 2
p
8/3)
(cartesian)
Atomic positions
A1 (1/2, 0, 1/2) (0, 0, 0) (0, 0, 0) (0, 0, 0)
A2 (1/2, 1/2, 5/6) − (1/12, 3/4, 1/3) −
B1 (0, 0, 0) (1/12, 3/4, 1/3) (1/2, 1/2, 0) (0, 0, 1/2)
B2 (0, 1/2, 1/3) (1/2, 1/2, 0) (7/12, 1/4, 1/3) (1/3, 2/3, 1/4)
B3 − (7/12, 1/4, 1/3) − (1/3, 2/3, 3/4)
(fractional)
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Strukt./designation
Prototype
Label 126 128,132 129,134 130,137
Formula A2B2 AB5 A2B4 A2B4
Parent lattice HCP HCP HCP HCP
Cb 0.5 0.8333 0.6667 0.6667
Space Group P3¯m1 #164 Cm #8 C2/m #12 C2/m #12
Pearson Symbol hP4 mC12 mC12 mC12
Lattice type Trigonal Monoclinic Monoclinic Monoclinic
(a, b, c) (rA) (3.075, 3.075, 10.04) (11.65, 3.152, 7.503) (11.51, 3.114, 7.413) (11.51, 3.114, 7.413)
(α, β, γ) degrees (90, 90, 120) (90, 105.4, 90) (90, 105.4, 90) (90, 105.4, 90)
Primitive vectors
a1/a (1/2,−
√
3/2, 0) (−1/2,√3/2,−
p
8/3) (−1/2,√3/2,−
p
8/3) (−1/2,√3/2,−
p
8/3)
a2/a (1/2,
√
3/2, 0) (1/2,
√
3/2,−
p
8/3) (1/2,
√
3/2,−
p
8/3) (1/2,
√
3/2,−
p
8/3)
a3/a (0, 0, 2
p
8/3) (0,−√12, p8/3) (0,−√12, p8/3) (0,−√12, p8/3)
(cartesian)
Atomic positions
A1 (0, 0, 0) (0, 0, 0) (0, 0, 0) (1/9, 1/9, 13/18)
A2 (1/3, 2/3, 1/4) − (1/9, 1/9, 13/18) (2/3, 2/3, 1/3)
B1 (0, 0, 1/2) (1/9, 1/9, 13/18) (1/3, 1/3, 2/3) (0, 0, 0)
B2 (1/3, 2/3, 3/4) (1/3, 1/3, 2/3) (4/9, 4/9, 7/18) (1/3, 1/3, 2/3)
B3 − (4/9, 4/9, 7/18) (2/3, 2/3, 1/3) (4/9, 4/9, 7/18)
B4 − (2/3, 2/3, 1/3) (7/9, 7/9, 1/18) (7/9, 7/9, 1/18)
B5 − (7/9, 7/9, 1/18) − −
(fractional)
Strukt./designation
Prototype
Label 131,135 133,140 136 138,139
Formula A2B4 A2B4 A3B3 A3B3
Parent lattice HCP HCP HCP HCP
Cb 0.6667 0.6667 0.5 0.5
Space Group C2/m #12 Cm #8 Cm #8 Cm #8
Pearson Symbol mC12 mC12 mC12 mC12
Lattice type Monoclinic Monoclinic Monoclinic Monoclinic
(a, b, c) (rA) (11.51, 3.114, 7.413) (11.51, 3.114, 7.413) (11.37, 3.075, 7.321) (11.37, 3.075, 7.321)
(α, β, γ) degrees (90, 105.4, 90) (90, 105.4, 90) (90, 105.4, 90) (90, 105.4, 90)
Primitive vectors
a1/a (−1/2,
√
3/2,−
p
8/3) (−1/2,√3/2,−
p
8/3) (−1/2,√3/2,−
p
8/3) (−1/2,√3/2,−
p
8/3)
a2/a (1/2,
√
3/2,−
p
8/3) (1/2,
√
3/2,−
p
8/3) (1/2,
√
3/2,−
p
8/3) (1/2,
√
3/2,−
p
8/3)
a3/a (0,−
√
12,
p
8/3) (0,−√12,
p
8/3) (0,−√12,
p
8/3) (0,−√12,
p
8/3)
(cartesian)
Atomic positions
A1 (1/9, 1/9, 13/18) (0, 0, 0) (0, 0, 0) (0, 0, 0)
A2 (1/3, 1/3, 2/3) (1/3, 1/3, 2/3) (1/9, 1/9, 13/18) (1/9, 1/9, 13/18)
A3 − − (1/3, 1/3, 2/3) (2/3, 2/3, 1/3)
B1 (0, 0, 0) (1/9, 1/9, 13/18) (4/9, 4/9, 7/18) (1/3, 1/3, 2/3)
B2 (4/9, 4/9, 7/18) (4/9, 4/9, 7/18) (2/3, 2/3, 1/3) (4/9, 4/9, 7/18)
B3 (2/3, 2/3, 1/3) (2/3, 2/3, 1/3) (7/9, 7/9, 1/18) (7/9, 7/9, 1/18)
B4 (7/9, 7/9, 1/18) (7/9, 7/9, 1/18) − −
(fractional)
203
Strukt./designation
Prototype
Label 141,145 142,147 144,148 146,153
Formula AB5 A2B4 A2B4 A2B4
Parent lattice HCP HCP HCP HCP
Cb 0.8333 0.6667 0.6667 0.6667
Space Group Amm2 #38 Cmcm #63 Cmcm #63 Amm2 #38
Pearson Symbol oA12 oC12 oC12 oA12
Lattice type Orthorhombic Orthorhombic Orthorhombic Orthorhombic
(a, b, c) (rA) (5.147, 3.152, 16.38) (3.114, 16.18, 5.085) (3.114, 16.18, 5.085) (5.085, 3.114, 16.18)
(α, β, γ) degrees (90, 90, 90) (90, 90, 90) (90, 90, 90) (90, 90, 90)
Primitive vectors
a1/a (−1/2, 3
√
3/2, 0) (−1/2, 3√3/2, 0) (−1/2, 3√3/2, 0) (−1/2, 3√3/2, 0)
a2/a (−1/2,−3
√
3/2, 0) (−1/2,−3√3/2, 0) (−1/2,−3√3/2, 0) (−1/2,−3√3/2, 0)
a3/a (0, 0,
p
8/3) (0, 0,
p
8/3) (0, 0,
p
8/3) (0, 0,
p
8/3)
(cartesian)
Atomic positions
A1 (0, 0, 0) (0, 0, 0) (5/9, 4/9, 1/2) (0, 0, 0)
A2 − (5/9, 4/9, 1/2) (2/3, 1/3, 0) (2/3, 1/3, 0)
B1 (2/9, 7/9, 1/2) (2/9, 7/9, 1/2) (0, 0, 0) (2/9, 7/9, 1/2)
B2 (1/3, 2/3, 0) (1/3, 2/3, 0) (2/9, 7/9, 1/2) (1/3, 2/3, 0)
B3 (5/9, 4/9, 1/2) (2/3, 1/3, 0) (1/3, 2/3, 0) (5/9, 4/9, 1/2)
B4 (2/3, 1/3, 0) (8/9, 1/9, 1/2) (8/9, 1/9, 1/2) (8/9, 1/9, 1/2)
B5 (8/9, 1/9, 1/2) − − −
(fractional)
204
B.3.4 EXTRA structures
Strukt./designation C14 D011 C15 A15
Prototype MgZn2 Fe3C Cu2Mg Cr3Si
Label 178,179 180,181 182,183 184,185
Formula A4B8 A4B12 A2B4 A2B6
Cb 0.6667 0.75 0.6667 0.75
Space Group P63/mmc #194 Pnma #62 Fd3¯m #227 Pm3¯n #223
Pearson Symbol hP13 oP16 cF24 cP8
Lattice type Hexagonal Orthorhombic Cubic Cubic
(a, b, c) (rA) (5.65, 5.65, 9.27) (6.658, 8.833, 5.917) (8.003, 8.003, 8.003) (5.583, 5.583, 5.583)
(α, β, γ) degrees (90, 90, 120) (90, 90, 90) (90, 90, 90) (90, 90, 90)
Atomic positions
A1 (1/3, 2/3, 0) (0.1236, 3/4, 0.5574) (1/8, 1/8, 1/8) (0, 0, 0)
A2 (1/3, 2/3, 1/2) (0.3764, 1/4, 0.0574) (7/8, 7/8, 7/8) (1/2, 1/2, 1/2)
A3 (2/3, 1/3, 1/2) (0.6236, 3/4, 0.9426) − −
A4 (2/3, 1/3, 1) (0.8764, 1/4, 0.4426) − −
B1 (0, 0, 0) (0.0388, 1/4, 0.8422) (0, 1/2, 1/2) (0, 1/4, 1/2)
B2 (0, 0, 1/2) (0.1834, 0.0689, 0.3344) (1/2, 0, 1/2) (0, 3/4, 1/2)
B3 (1/6, 1/3, 3/4) (0.1834, 0.4311, 0.3344) (1/2, 1/2, 0) (1/4, 1/2, 0)
B4 (1/6, 5/6, 3/4) (0.3166, 0.5689, 0.8344) (1/2, 1/2, 1/2) (1/2, 0, 1/4)
B5 (1/3, 1/6, 1/4) (0.3166, 0.9311, 0.8344) − (1/2, 0, 3/4)
B6 (2/3, 5/6, 3/4) (0.4612, 3/4, 0.3422) − (3/4, 1/2, 0)
B7 (5/6, 1/6, 1/4) (0.5388, 1/4, 0.6578) − −
B8 (5/6, 2/3, 1/4) (0.6834, 0.0689, 0.1656) − −
B9 − (0.6834, 0.4311, 0.1656) − −
B10 − (0.8166, 0.5689, 0.6656) − −
B11 − (0.8166, 0.9311, 0.6656) − −
B12 − (0.9612, 3/4, 0.1578) − −
(fractional)
Strukt./designation D019 C49 ω Z=1/4 B33
Prototype Ni3Sn ZrSi2 ω Z=1/4 CrB
Label 186,187 188,189 190,191 192,193
Formula A2B6 A2B4 AB2 A2B2
Cb 0.75 0.6667 0.6667 0.5
Space Group P63/mmc #194 Cmcm #63 P3¯m1 #164 Cmcm #63
Pearson Symbol hP8 oC12 hP3 oC8
Lattice type Hexagonal Orthorhombic Trigonal Orthorhombic
(a, b, c) (rA) (6.309, 6.309, 5.047) (4.05, 15.73, 4.023) (3.78, 3.78, 5.178) (3.862, 10.55, 4.037)
(α, β, γ) degrees (90, 90, 120) (90, 90, 90) (90, 90, 120) (90, 90, 90)
Atomic positions
A1 (1/3, 2/3, 1/4) (−0.1022, 0.1022, 1/4) (0, 0, 0) (−0.146, 0.292, 1/4)
A2 (2/3, 1/3, 3/4) (0.1022,−0.1022, 3/4) − (0.146,−0.292,−1/4)
B1 (−5/6,−5/3, 3/4) (−0.4461, 0.4461, 1/4) (1/3, 2/3, 0.2511) (−0.44, 0.88, 1/4)
B2 (−5/6, 5/6, 3/4) (−0.7523, 0.7523, 1/4) (2/3, 1/3, 0.7489) (0.44,−0.88,−1/4)
B3 (−5/3,−5/6, 1/4) (0.4461,−0.4461, 3/4) − −
B4 (5/6,−5/6, 1/4) (0.7523,−0.7523, 3/4) − −
B5 (5/6, 5/3, 1/4) − − −
B6 (5/3, 5/6, 3/4) − − −
(fractional)
205
Strukt./designation B1 D13 D2d C22
Prototype NaCl BaAl4 CaCu5 Fe2P
Label 201 202,203 204,205 208,209
Formula AB AB4 AB5 A3B6
Cb 0.5 0.8 0.8333 0.6667
Space Group Fm3¯m #225 I4/mmm #139 P6/mmm #191 P6¯2m #189
Pearson Symbol cF8 tI10 hP6 hP9
Lattice type Cubic Tetragonal Hexagonal Hexagonal
(a, b, c) (rA) (5.48, 5.48, 5.48) (4.472, 4.472, 10.99) (5.761, 5.761, 4.623) (7.221, 7.221, 4.256)
(α, β, γ) degrees (90, 90, 90) (90, 90, 90) (90, 90, 120) (90, 90, 120)
Atomic positions
A1 (0, 0, 0) (0, 0, 0) (0, 0, 0) (0, 0, 1/2)
A2 − − − (1/3, 2/3, 0)
A3 − − − (2/3, 1/3, 0)
B1 (1/2, 1/2, 1/2) (1/4, 3/4, 1/2) (0, 1/2, 1/2) (−0.2568,−0.2568, 0)
B2 − (0.38, 0.38, 0) (1/3, 2/3, 0) (−0.5946,−0.5946, 1/2)
B3 − (0.62, 0.62, 0) (1/2, 0, 1/2) (0, 0.2568, 0)
B4 − (3/4, 1/4, 1/2) (1/2, 1/2, 1/2) (0, 0.5946, 1/2)
B5 − − (2/3, 1/3, 0) (0.2568, 0, 0)
B6 − − − (0.5946, 0, 1/2)
(fractional)
Strukt./designation C37 C32 B3 B4
Prototype Co2Si AlB2 ZnS ZnS
Label 210,211 216,217 218 219
Formula A4B8 AB2 AB A2B2
Cb 0.6667 0.6667 0.5 0.5
Space Group Pnma #62 P6/mmm #191 F-43m #216 P63mc #186
Pearson Symbol oP12 hP3 cF8 hP4
Lattice type Orthorhombic Hexagonal Cubic Hexagonal
(a, b, c) (rA) (6.155, 4.679, 8.898) (4.087, 4.087, 4.43) (5.48, 5.48, 5.48) (3.872, 3.872, 6.337)
(α, β, γ) degrees (90, 90, 90) (90, 90, 120) (90, 90, 90) (90, 90, 120)
Atomic positions
A1 (0.202, 1/4, 0.889) (0, 0, 0) (0, 0, 0) (1/3, 2/3, 0)
A2 (0.298, 3/4, 0.389) − − (2/3, 1/3, 1/2)
A3 (0.702, 1/4, 0.611) − − −
A4 (0.798, 3/4, 0.111) − − −
B1 (0.038, 1/4, 0.218) (1/3, 2/3, 1/2) (1/4, 1/4, 1/4) (1/3, 2/3, 0.371)
B2 (0.174, 1/4, 0.562) (2/3, 1/3, 1/2) − (2/3, 1/3, 0.871)
B3 (0.326, 3/4, 0.062) − − −
B4 (0.462, 3/4, 0.718) − − −
B5 (0.538, 1/4, 0.282) − − −
B6 (0.674, 1/4, 0.938) − − −
B7 (0.826, 3/4, 0.438) − − −
B8 (0.962, 3/4, 0.782) − − −
(fractional)
206
Strukt./designation B81 D88 A15 C38
Prototype NiAs Mn5Si3 Cr3Si Cu2Sb
Label 220,221 222,223 226,227 228,229
Formula A2B2 A6B10 A2B6 A2B4
Cb 0.5 0.625 0.75 0.6667
Space Group P63/mmc #194 P63/mcm #193 Pm3¯n #223 P4/nmm #129
Pearson Symbol hP4 hP16 cP8 tP6
Lattice type Hexagonal Hexagonal Cubic Tetragonal
(a, b, c) (rA) (4.085, 4.085, 5.693) (8.247, 8.247, 5.747) (5.583, 5.583, 5.583) (4.379, 4.379, 6.681)
(α, β, γ) degrees (90, 90, 120) (90, 90, 120) (90, 90, 90) (90, 90, 90)
Atomic positions
A1 (0, 0, 0) (0, 0.4043, 3/4) (0, 0, 0) (0, 1/2, 7/10)
A2 (0, 0, 1/2) (0, 0.5957, 1/4) (1/2, 1/2, 1/2) (1/2, 0, 3/10)
A3 − (0.4043, 0, 3/4) − −
A4 − (0.4043, 0.4043, 1/4) − −
A5 − (0.5957, 0, 1/4) − −
A6 − (0.5957, 0.5957, 3/4) − −
B1 (1/3, 2/3, 1/4) (0, 0.2364, 1/4) (0, 1/4, 1/2) (0, 0, 0)
B2 (2/3, 1/3, 3/4) (0, 0.7636, 3/4) (0, 3/4, 1/2) (0, 1/2, 0.27)
B3 − (0.2364, 0, 1/4) (1/4, 1/2, 0) (1/2, 0, 0.73)
B4 − (0.2365, 0.2364, 3/4) (1/2, 0, 1/4) (1/2, 1/2, 0)
B5 − (1/3, 2/3, 0) (1/2, 0, 3/4) −
B6 − (1/3, 2/3, 1/2) (3/4, 1/2, 0) −
B7 − (2/3, 1/3, 0) − −
B8 − (2/3, 1/3, 1/2) − −
B9 − (0.7636, 0, 3/4) − −
B10 − (0.7636, 0.7636, 1/4) − −
(fractional)
Strukt./designation C11b C16
Prototype CuAl2 MoSi2 Al2Cu CaIn2
Label 230,231 232,233 234,235 246,247
Formula A2B4 AB2 A2B4 A2B4
Cb 0.6667 0.6667 0.6667 0.6667
Space Group I4/mcm #140 I4/mmm #139 I4/mcm #140 P63/mmc #194
Pearson Symbol tI12 tI6 tI12 hP6
Lattice type Tetragonal Tetragonal Tetragonal Hexagonal
(a, b, c) (rA) (6.831, 6.831, 5.491) (3.742, 3.742, 9.152) (6.832, 6.832, 5.49) (4.538, 4.538, 7.185)
(α, β, γ) degrees (90, 90, 90) (90, 90, 90) (90, 90, 90) (90, 90, 120)
Atomic positions
A1 (1/4, 1/4, 0) (0, 0, 0) (1/4, 1/4, 0) (0, 0, 1/4)
A2 (3/4, 3/4, 0) − (3/4, 3/4, 0) (0, 0, 3/4)
B1 (0.1581, 0.3419, 1/2) (1/3, 1/3, 0) (0.1541, 0.3459, 1/2) (1/3, 2/3, 0.045)
B2 (0.3419, 0.8419, 0.1838) (2/3, 2/3, 0) (0.3459, 0.8459, 0.1918) (1/3, 2/3, 0.455)
B3 (0.6581, 0.1581, 0.8162) − (0.6541, 0.1541, 0.8082) (2/3, 1/3, 0.545)
B4 (0.8419, 0.6581, 1/2) − (0.8459, 0.6541, 1/2) (2/3, 1/3, 0.955)
(fractional)
207
Strukt./designation D024 B27
Prototype Co3V NbPd3 Ni3Ti BFe
Label 238,239 242,243 244,245 256
Formula A6B18 A6B18 A4B12 A4B4
Cb 0.75 0.75 0.75 0.5
Space Group P63/mmc #194 Pmmn #59 P63/mmc #194 Pnma #62
Pearson Symbol hP24 oP26 hP16 oP8
Lattice type Hexagonal Orthorhombic Hexagonal Orthorhombic
(a, b, c) (rA) (6.276, 6.276, 15.3) (6.2, 15.37, 5.476) (6.272, 6.272, 10.21) (7.465, 4.003, 5.506)
(α, β, γ) degrees (90, 90, 120) (90, 90, 90) (90, 90, 120) (90, 90, 90)
A1 (0, 0, 0) (1/4, 0, 1/4) (0, 0, 0) (0.18, 1/4, 1/8)
A2 (0, 0, 1/2) (1/4, 2/3, 7/12) (0, 0, 1/2) (0.32, 3/4, 5/8)
A3 (1/3, 2/3, 1/3) (1/4, 2/3, 11/12) (1/3, 2/3, 1/4) (0.68, 1/4, 3/8)
A4 (1/3, 2/3, 2/3) (3/4, 0, 3/4) (2/3, 1/3, 3/4) (0.82, 3/4, 7/8)
A5 (2/3, 1/3, 1/6) (3/4, 1/3, 1/12) − −
A6 (2/3, 1/3, 5/6) (3/4, 1/3, 5/12) − −
B1 (0, 1/2, 0) (0, 1/6, 7/12) (0, 1/2, 0) (0.031, 1/4, 0.62)
B2 (0, 1/2, 1/2) (0, 1/6, 11/12) (0, 1/2, 1/2) (0.469, 3/4, 0.12)
B3 (1/6, 1/3, 1/6) (0, 1/2, 1/4) (1/6, 1/3, 3/4) (0.531, 1/4, 0.88)
B4 (1/6, 1/3, 5/6) (0, 1/2, 3/4) (1/6, 5/6, 3/4) (0.969, 3/4, 0.38)
B5 (1/6, 5/6, 1/6) (0, 5/6, 1/12) (1/3, 1/6, 1/4) −
B6 (1/6, 5/6, 5/6) (0, 5/6, 5/12) (1/2, 0, 0) −
B7 (1/3, 1/6, 1/3) (1/4, 0, 3/4) (1/2, 0, 1/2) −
B8 (1/3, 1/6, 2/3) (1/4, 1/3, 1/12) (1/2, 1/2, 0) −
B9 (1/2, 0, 0) (1/4, 1/3, 5/12) (1/2, 1/2, 1/2) −
B10 (1/2, 0, 1/2) (1/2, 1/6, 7/12) (2/3, 5/6, 3/4) −
B11 (1/2, 1/2, 0) (1/2, 1/6, 11/12) (5/6, 1/6, 1/4) −
B12 (1/2, 1/2, 1/2) (1/2, 1/2, 1/4) (5/6, 2/3, 1/4) −
B13 (2/3, 5/6, 1/6) (1/2, 1/2, 3/4) − −
B14 (2/3, 5/6, 5/6) (1/2, 5/6, 1/12) − −
B15 (5/6, 1/6, 1/3) (1/2, 5/6, 5/12) − −
B16 (5/6, 1/6, 2/3) (3/4, 0, 1/4) − −
B17 (5/6, 2/3, 1/3) (3/4, 2/3, 7/12) − −
B18 (5/6, 2/3, 2/3) (3/4, 2/3, 11/12) − −
Strukt./designation Cc C33 C6 C18
Prototype ThSi2 Bi2Te3 CdI2 FeS2
Label 248,249 259,260 269,270 257,258
Formula A2B4 A2B3 AB2 A2B4
Cb 0.6667 0.6 0.6667 0.6667
Space Group I41/amd #141 R3¯m #166 P6/mmm #191 Pnnm #58
Pearson Symbol tI12 hR15 hP3 oP6
Lattice type Tetragonal Trigonal Hexagonal Orthorhombic
(a, b, c) (rA) (4.193, 4.193, 14.58) (3.74, 3.74, 26.05) (4.69, 4.69, 3.363) (5.164, 6.303, 3.936)
(α, β, γ) degrees (90, 90, 90) (90, 90, 120) (90, 90, 120) (90, 90, 90)
A1 (0, 0, 0) (0.399, 0.399, 0.399) (0, 0, 0) (0, 0, 0)
A2 (3/4, 1/4, 1/2) (0.601, 0.601, 0.601) − (1/2, 1/2, 1/2)
B1 (1/6, 2/3, 1/2) (0, 0, 0) (1/3, 2/3, 0.4783) (1/5, 0.378, 0)
B2 (1/3, 5/6, 1/2) (0.208, 0.208, 0.208) (2/3, 1/3, 0.5217) (3/10, 0.878, 1/2)
B3 (5/12, 5/12, 0) (0.792, 0.792, 0.792) − (7/10, 0.122, 1/2)
B4 (7/12, 7/12, 0) − − (4/5, 0.622, 0)
208
Strukt./designation C15b C2 C15b
Prototype AuBe5 Ti3Cu4 FeS2 AuBe5
Label 252,253 263,264 267,268 252,253
Formula AB5 A3B4 A2B4 AB5
Cb 0.8333 0.5714 0.6667 0.8333
Space Group F-43m #216 I4/mmm #139 Pnnm #58 F-43m #216
Pearson Symbol cF24 tI14 oP6 cF24
Lattice type Cubic Tetragonal Orthorhombic Cubic
(a, b, c) (rA) (8.1, 8.1, 8.1) (3.578, 3.578, 22.86) (5.164, 6.303, 3.936) (8.1, 8.1, 8.1)
(α, β, γ) degrees (90, 90, 90) (90, 90, 90) (90, 90, 90) (90, 90, 90)
Atomic positions
A1 (0, 0, 0) (0, 0, 0) (0, 0, 0) (0, 0, 0)
A2 − (0.295, 0.295, 0) (1/2, 1/2, 1/2) −
A3 − (0.705, 0.705, 0) − −
B1 (1/8, 5/8, 5/8) (0.135, 0.135, 0) (1/5, 0.378, 0) (1/8, 5/8, 5/8)
B2 (1/4, 1/4, 1/4) (0.43, 0.43, 0) (3/10, 0.878, 1/2) (1/4, 1/4, 1/4)
B3 (5/8, 1/8, 5/8) (0.57, 0.57, 0) (7/10, 0.122, 1/2) (5/8, 1/8, 5/8)
B4 (5/8, 5/8, 1/8) (0.865, 0.865, 0) (4/5, 0.622, 0) (5/8, 5/8, 1/8)
B5 (5/8, 5/8, 5/8) − − (5/8, 5/8, 5/8)
(fractional)
Strukt./designation B82 D0α
Prototype YCd3 Ni2In Ni2Si β-Cu3Ti
Label 271,272 273,274 275,276 277,278
Formula A2B6 A2B4 A2B4 A2B6
Cb 0.75 0.6667 0.6667 0.75
Space Group Cmcm #63 P63/mmc #194 P63/mmc #194 Pmmn #59
Pearson Symbol oC16 hP6 hP6 oP8
Lattice type Orthorhombic Hexagonal Hexagonal Orthorhombic
(a, b, c) (rA) (6.9, 10.64, 4.738) (4.946, 4.946, 6.049) (4.865, 4.865, 6.252) (6.174, 5.2, 5.42)
(α, β, γ) degrees (90, 90, 90) (90, 90, 120) (90, 90, 120) (90, 90, 90)
Atomic positions
A1 (0.3679, 0.3679, 1/4) (1/3, 2/3, 1/4) (1/3, 2/3, 3/4) (0, 0, 0.655)
A2 (0.6321, 0.6321, 3/4) (2/3, 1/3, 3/4) (2/3, 1/3, 1/4) (1/2, 1/2, 0.345)
B1 (0.1179, 0.6921, 3/4) (0, 0, 0) (0, 0, 0) (0, 1/2, 0.345)
B2 (0.1751, 0.1751, 3/4) (0, 0, 1/2) (0, 0, 1/2) (1/4, 0, 0.155)
B3 (0.3079, 0.8821, 1/4) (1/3, 2/3, 3/4) (1/3, 2/3, 1/4) (1/4, 1/2, 0.845)
B4 (0.6921, 0.1179, 3/4) (2/3, 1/3, 1/4) (2/3, 1/3, 3/4) (1/2, 0, 0.655)
B5 (0.8249, 0.8249, 1/4) − − (3/4, 0, 0.155)
B6 (0.8821, 0.3079, 1/4) − − (3/4, 1/2, 0.845)
(fractional)
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Strukt./designation D023
Prototype AL3Zr
Label 279,280
Formula A2B6
Cb 0.75
Space Group I4/mmm #139
Pearson Symbol tI16
Lattice type Tetragonal
(a, b, c) (rA) (4.339, 4.339, 18.48)
(α, β, γ) degrees (90, 90, 90)
Atomic positions
A1 (−3/8,−3/8, 3/4)
A2 (3/8, 3/8,−3/4)
B1 (−1/8,−1/8, 1/4)
B2 (−1/4, 1/4, 1/2)
B3 (0, 1/2, 0)
B4 (1/8, 1/8,−1/4)
B5 (1/4,−1/4, 1/2)
B6 (1/2, 0, 0)
(fractional)
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Appendix C
Example of a DMQC iterative
scheme: AgCd
In this appendix, we describe a practical example of the DMQC iterative scheme applied
to the system Ag-Cd. We use the same formalism of chapter (2), and the same notation of
figures (2-13), (2-14), (2-15), and (2-16).
For the system Ag-Cd, utilizing a library of 114 structure prototypes and 55 alloys, the
algorithm converges after 23 iterations. Each picture shows the evolution of the calculated
ground state convex-hull during the algorithm‘s iteration to completion.
Every picture contains:
• Blue crosses. The calculated ab-initio energies are shown as blue crosses.
• Red circles. The predicted data-mined energies are shown as red circles.
• Convex-hull. The ground state convex-hull is calculated using only the ab-initio
energies. The comparison between the convex-hull and the data-mined energies gives
the best candidate for the next structure to be calculated, as described in section (2.7).
• Labels. We report the name of the structures for which the ab-initio energies
have been calculated. When available, we use the Strukturbericht designation or the
experimental prototype. Otherwise we use the shortest possible label, such as the Lu
et al. designation [354, 355], the lattice-stacking-direction described in section (B.1.2),
or the number of the prototype inside the library, as listed in the tables of sections
(B.3.1), (B.3.2), (B.3.3), and (B.3.4).
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Figure C-1: Iteration 0. Only the ab-initio energies of pure Ag and Cd (fcc, bcc, hcp) are
available. Therefore the ground state convex-hull is a straight line.
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Figure C-2: Iteration 1. There is not enough available information to make a reliable PLS
prediction, hence the algorithm extracts a frequent structure prototype from the library
and calculates its ab-initio energy. The algorithm is not aware that Ag-Cd is a compound-
forming system, hence, the frequency of structures is calculated with respect to the complete
library. Furthermore, the calculated structure is the one occurring as a ground state most
frequently in the library. The structure that is suggested for the calculation is D019, which
turns out to be a new ground state. After the ab-initio energy is obtained, the algorithm
uses PLS to predict all the new data-mined energies.
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Figure C-3: Iteration 2. As before, there is not enough available information to make a
precise PLS prediction, in terms of the PLS prediction error. Therefore another frequent
structure prototype is calculated. However, from the previous step, the algorithm is aware
that Ag-Cd is a compound-forming system. With this information the frequency of struc-
tures is obtained by pre-clustering the library only using the compound-forming systems.
The suggested structure for calculation, L10, is a new ground state. After the ab-initio
energy is obtained, the algorithm uses PLS to predict all the new data-mined energies.
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Figure C-4: Iteration 3. A total of 8 ab-initio energies have been calculated: 6 pure element
ones (Agfcc, Agbcc, Aghcp, Cdfcc, Cdbcc, Cdhcp), and 2 compounds (D019,L10) From the
previous PLS predictions, figure (C-3), the algorithm suggests and calculates the structure
of lowest possible data-mined energy below the ground state convex-hull. Such structure
has concentration CCd = 33%, is labeled as “130”, and it is a A4B2 decoration of a hcp
lattice (see section (B.3.3)). Structure “130” is a new ground state.
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Figure C-5: Iteration 4. A total of 9 ab-initio energies have been calculated. The algorithm
suggests and calculates the structure of lowest possible data-mined energy below the ground
state convex-hull at CCd = 50%, which is the red circle below L10 in figure (C-4). Such
structure is B19, and is a new ground state.
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Figure C-6: Iteration 5. A total of 10 ab-initio energies have been calculated. No data-
mined energies lie below the convex-hull, therefore the algorithm suggests and calculates the
structure whose data-mined energy is closest to the ground state convex-hull. This happens
at CCd = 75%, the red circle just above D019 shown in figure (C-5). The new calculated
structure, D011,, is not a new ground state.
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Figure C-7: Iteration 6. A total of 11 ab-initio energies have been calculated. Again, no
predicted data-mined energies lie below the convex-hull, therefore the algorithm suggests
and calculates the structure that has the data-mined energy closest to the ground state
convex-hull. This happens at CCd = 16.6% in figure (C-6). Such structure is labeled as
“132”, and it is a AB5 decoration of a hcp lattice (see section (B.3.3)). Structure “132” is
not a new ground state.
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Figure C-8: Iteration 7. A total of 12 ab-initio energies have been calculated. There are
no structures that are reasonably close to the convex-hull (see figure (C-7)). Therefore
the algorithm suggests and calculates the structure that has the the maximum probability
to be close to the ground state convex-hull. The probability is obtained from a subset
of the library after the pre-clustering, as described in the caption of figure (C-3). The
algorithm does not use any PLS data-mined energies. The structure that is calculated has
concentration CCd = 66.6% in figure (C-7). Such structure is labeled as “150”, and it is
a A4B2 decoration of a hcp lattice (see section (B.3.3)). Structure “150” is a new ground
state.
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Figure C-9: Iteration 8. A total of 13 ab-initio energies have been calculated. The algorithm
suggests and calculates the structure of lowest possible data-mined energy below the ground
state convex-hull at CCd = 66.6%, which is the red circle just below the label “150” in figure
(C-8). Such structure is labeled as “137”, and it is a A4B2 decoration of a hcp lattice (see
section (B.3.3)). Structure “137” is not a new ground state.
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Figure C-10: Iteration 9. A total of 14 ab-initio energies have been calculated. The algo-
rithm suggests and calculates the structure of lowest possible data-mined energy below the
ground state convex-hull, which is the red circle below the convex-hull in figure (C-9), at
concentration CCd = 83.3%. Such structure is labeled as “128”, and it is a AB5 decoration
of a hcp lattice (see section (B.3.3)). Structure “128” is not a new ground state
216
0 0.2 0.4 0.6 0.8 1
−0.05
0
0.05
0.1
fcc                
fcc                
L10               
bcc                
bcc                
74                 
hcp                hcp                
130                137                
150                
D011            
D019            
B19                
128                132                
AgCd: iteration 10  
conc. Cd
En
er
gy
 (e
V/
ato
m)
Figure C-11: Iteration 10. A total of 15 ab-initio energies have been calculated. The
algorithm suggests and calculates the structure of lowest possible data-mined energy below
the ground state convex-hull at CCd = 50%, which is the red circle just below B19 in figure
(C-10). Such structure is labeled as “74”, and it is a A2B2 decoration of a bcc lattice (see
section (B.3.2)). Structure “74” is not a new ground state. The algorithm starts suggesting
superstructures with parent lattices different then fcc (Ag) and hcp (Cd).
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Figure C-12: Iteration 11. A total of 16 ab-initio energies have been calculated. The
algorithm suggests and calculates the structure that has the data-mined energy closest to
the ground state convex-hull. This happens at CCd = 25% in figure (C-11). Such structure
is labeled as “81”, and it is a AB3 decoration of a bcc lattice (see section (B.3.2)). Structure
“81” is a new ground state. As before the algorithm suggests superstructures with parent
lattice different than the ones of the pure elements. After calculation of “81”, structure
“130” is no longer a ground state.
217
0 0.2 0.4 0.6 0.8 1
−0.05
0
0.05
0.1
fcc                
fcc                
L10               
bcc                
bcc                
74                 
81                 
hcp                hcp                
130                137                
143                150                
D011            
D019            
B19                
128                132                
AgCd: iteration 12  
conc. Cd
En
er
gy
 (e
V/
ato
m)
Figure C-13: Iteration 12. A total of 17 ab-initio energies have been calculated. The
algorithm suggests and calculates the structure that has the data-mined energy closest to
the ground state convex-hull. This happens at CCd = 33.3% in figure (C-12). Such structure
is labeled as “143”, and it is a A4B2 decoration of a hcp lattice (see section (B.3.3)).
Structure “143” is a new ground state. With the calculation of “143”, the algorithm finds
a new ground state at CCd = 33.3%.
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Figure C-14: Iteration 13. A total of 18 ab-initio energies have been calculated. The
algorithm suggests and calculates the structure that has the data-mined energy closest
to the ground state convex-hull. This happens at CCd = 33.3% in figure (C-13). Such
structure, C49, is not a new ground state.
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Figure C-15: Iteration 14. A total of 19 ab-initio energies have been calculated. The
algorithm suggests and calculates the structure that has the data-mined energy closest to
the ground state convex-hull. This happens at CCd = 25% in figure (C-14). The calculated
structure, D019, is not a new ground state, but is very close to “81”.
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Figure C-16: Iteration 15. A total of 20 ab-initio energies have been calculated. The
algorithm suggests and calculates the structure that has the data-mined energy closest to
the ground state convex-hull. This happens at CCd = 25% in figure (C-15). The calculated
structure, D011, is not a new ground state. After calculation of D011, the algorithm finds
collinearity between the energies, and the PLS prediction becomes unstable as shown in the
next figure.
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Figure C-17: Iteration 16. A total of 21 ab-initio energies have been calculated. There is
some collinearity among energies. Therefore the PLS predictions becomes unstable (some
eigenvalues ≈ 0). The effect is that the data-mined energies have a considerable variance
(there are several energies scattered well below the convex-hull). The predictions are not
reliable and therefore the algorithm suggests and calculates the structure that has the max-
imum probability to be close to the ground state convex-hull. The probability is obtained
from all the library, without pre-clustering. The calculated structure has concentration
CCd = 66.6%. Such structure is L12 and is not a new ground state. After calculation of
L12, the collinearity disappears as shown in the next figure.
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Figure C-18: Iteration 17. A total of 22 ab-initio energies have been calculated. The
algorithm suggests and calculates the structure that has the data-mined energy closest to
the ground state convex-hull. This happens at CCd = 33.3%. Such structure is BCC
[001]
AB2,
and is not a new ground state. Again, after calculation of BCC
[001]
AB2, the algorithm finds
collinearity on the energies, and the PLS prediction becomes unstable as shown in the next
figure.
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Figure C-19: Iteration 18. A total of 23 ab-initio energies have been calculated. As before,
there is some collinearity among energies. Therefore the PLS predictions becomes unstable
(there are several energies scattered well below the convex-hull), and are not reliable. Hence
the algorithm suggests and calculates the structure that has the maximum probability to be
close to the ground state convex-hull. The probability is obtained from all the library, with-
out pre-clustering. The calculated structure γ-IrV and has concentration CCd = 50%. Such
structure is not a new ground state. After calculation of γ-IrV, the collinearity disappears
as shown in the next figure.
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Figure C-20: Iteration 19. A total of 24 ab-initio energies have been calculated. Collinearity
has disappeared, but there are still some eigenvalues close to zero. The variance of the
predicted data-mined energies is significant. However, the algorithm suggests and calculates
the structure that has the data-mined energy closest to the ground state convex-hull. This
happens at CCd = 25%. Such structure is A15. It is not a new ground state and its
formation energy is positive and very far from the convex-hull.
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Figure C-21: Iteration 20. A total of 25 ab-initio energies have been calculated. The
algorithm suggests and calculates the structure that has the data-mined energy closest to
the ground state convex-hull. This happens at concentration CCd = 66.6%, and it is the
red circle above D019 in figure (C-20). Such structure, C15 (Cu2Mg), is not a new ground
state Actually its formation energy is so high that is outside the picture.
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Figure C-22: Iteration 21. A total of 26 ab-initio energies have been calculated. The
algorithm suggests and calculates the structure of lowest possible data-mined energy below
the ground state convex-hull at CCd = 83.3%, which is the red circle just below the label
“128” in figure (C-21). Such structure is labeled as “141”, and it is a AB5 decoration of a
hcp lattice (see section (B.3.3)). Although structure “141” is not a new ground state, its
energy lies close to the convex-hull.
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Figure C-23: Iteration 22. A total of 26 ab-initio energies have been calculated. The
algorithm suggests and calculates the structure that has the data-mined energy closest to
the ground state convex-hull. This happens at concentration CCd = 50%, and it is the
red circle above B19 in figure (C-22). Such structure is labeled as “123”, and it is a A2B2
decoration of a hcp lattice (see section (B.3.3)). It is not a new ground state and its
formation energy is positive and very far from the convex-hull.
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Figure C-24: Iteration 23. A total of 27 ab-initio energies have been calculated. The
algorithm suggests and calculates the structure that has the data-mined energy closest to
the ground state convex-hull. This happens at concentration CCd = 25%, and it is the red
circle above “81” in figure (C-22). Such structure is D022, and is a new ground state, the
last one. The algorithm has converged: all the ground state have been found.
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At the end of the process, the algorithm has calculated 28 ab-initio energies, 6 of them
are energies of pure elements that can be saved in a table. Therefore the method has
performed “only” 22 independent calculations running through 23 iterations.
The ground states of AgCd presented in figure (C-24), calculated with a library of 114
structure prototypes and 55 alloys, are different from the ground state listed in section
(4.6.1) and figure (4-1). In fact, the latter ones are calculated with a larger library of 155
structure prototypes and 67 alloys, and are, therefore, more accurate.
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Appendix D
Computational tools for the
creation and analysis of the ab-initio
library
In this appendix we describe the tools that we have used to generate and analyze the library.
This appendix applies to the DMQC and HTQC projects.
Note. The style of this appendix is informal and pedagogical. Its purpose is to show the
technologies and solutions that have been implemented.
D.1 CONVASP
The software CONVASP has been written by D. Morgan and contains a set of tools idoneous
to analyze and extract information from VASP input and output files [357, 358]. We use
CONVASP to convert atomic positions, to calculate space group symmetry, to compare
different unit cells, and to calculate geometrical properties of the the cells, such as volume,
bond distances, radial distribution, etc. It is long and tedious to describe all the capabilities
of CONVASP. The software is self explanatory and lists the capabilities by starting with
the “-h” flag:
convasp -h
D.2 GULP
GULP is a program for performing a variety of types of simulation on 3D periodic solids,
gas phase clusters and isolated defects in a bulk material [350, 351, 352]. We do not use
GULP to make simulations but only to perform the simple task of generating structure
prototypes. We specify the unit cell parameters (a, b, c, α, β, γ), the Wyckoff positions of
the atoms, the space group number for the symmetry of the cell, and we obtain the position
of all the atoms and the unit cell vectors.
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D.2.1 Example for BFe
As example, let us consider the generation of the structure prototype BFe (vasp.in.256).
Cell and atom parameters
The unit cell parameters
(a = 5.5060A, b = 2.9520A, c = 4.0610A, α = 90◦, β = 90◦, γ = 90◦), (D.1)
the fractional Wyckoff positions of atoms Fe and B
Fe1 = (0.18000, 0.2500, 0.12500)
B1 = (0.03100, 0.2500, 0.62000)
and the Space Group #62 have been extracted from the CRYSTMET or PAULING databases
[64, 113].
GULP input file
The GULP input file (file.in) is
distance
cutd 5
cell
5.5060 2.9520 4.0610 90 90 90
frac
Fe1 0.18000 0.2500 0.12500
B1 0.03100 0.2500 0.62000
space
62
output xyz pos.xyz
GULP is run with the command
gulp < file.in > file.out
D.3 Template generation
Structure prototype generation
From the output file created by GULP, file.out, we extract the Cartesian lattice vectors,
which are the three vectors just after the label “Cartesian lattice vectors (Angstroms)”
written inside file.out:
Cartesian lattice vectors (Angstroms) :
5.506000 0.000000 0.000000
0.000000 2.952000 0.000000
0.000000 0.000000 4.061000
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The other output file generated by GULP, pos.xyz, contains the Cartesian positions of all
the atoms:
8
SCF Done 0.00000000
Fe 0.991080000 0.738000000 0.507625000
Fe 1.761920082 2.214000000 2.538125061
Fe 3.744080082 0.738000044 1.522875061
Fe 4.514920000 2.214000044 3.553375000
B 0.170686000 0.738000000 2.517820000
B 2.582314082 2.214000000 0.487320061
B 2.923686082 0.738000044 3.573680061
B 5.335314000 2.214000044 1.543180000
where the first line contains the number “8”, which represents the total number of atoms.
To create a positions input file for the ab-initio code VASP, the file pos.xyz must be
modified to contain the unit vectors of the cell:
BeF
1
5.506000 0.000000 0.000000
0.000000 2.952000 0.000000
0.000000 0.000000 4.061000
4 4
CARTESIAN
0.991080000 0.738000000 0.507625000 AA
1.761920000 2.214000000 2.538125000 AA
3.744080000 0.738000000 1.522875000 AA
4.514920000 2.214000000 3.553375000 AA
0.170686000 0.738000000 2.517820000 BB
2.582314000 2.214000000 0.487320000 BB
2.923686000 0.738000000 3.573680000 BB
5.335314000 2.214000000 1.543180000 BB
The line with numbers “4 4” specifies that there are 4 atoms of type AA and 4 atoms of
type BB. The position of the atoms are expressed in Cartesian coordinates, therefore we
use the software CONVASP [357] to convert the coordinates to fractional:
convasp -direct < pos.xyz > vasp.in
Finally, the file vasp.in contains a correct VASP input file:
BeF
1.0000000000
5.5060000000 0.0000000000 0.0000000000
0.0000000000 2.9520000000 0.0000000000
0.0000000000 0.0000000000 4.0610000000
4 4
DIRECT
0.1800000000 0.2500000000 0.1250000000 AA
0.3200000000 0.7500000000 0.6250000000 AA
0.6800000000 0.2500000000 0.3750000000 AA
0.8200000000 0.7500000000 0.8750000000 AA
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0.0310000000 0.2500000000 0.6200000000 BB
0.4690000000 0.7500000000 0.1200000000 BB
0.5310000000 0.2500000000 0.8800000000 BB
0.9690000000 0.7500000000 0.3800000000 BB
Template structure prototype generation
The previous VASP input file is useful only for one calculation. Hence it must be generalized
by creating the following template, called vasp.in.256 in the case of BeF:
[INCAR]
#PROTO=BFe number 256
SYSTEM = SYSTEMxxx
ISPIND=2
ISPIN=2
PREC=med
ISMEAR=1
SIGMA=0.2
IBRION=2
NSW=51
ISIF=3
ENMAX=ENMAXxxx
KPPRA=KPPRAxxx
KSCHEME=Monkhorst-Pack
NBANDS=0
MAGMOM=
[POSCAR]
TITLExxx
SCALExxx
5.5060000000 0.0000000000 0.0000000000
0.0000000000 2.9520000000 0.0000000000
0.0000000000 0.0000000000 4.0610000000
DIRECT
0.1800000000 0.2500000000 0.1250000000 AA
0.3200000000 0.7500000000 0.6250000000 AA
0.6800000000 0.2500000000 0.3750000000 AA
0.8200000000 0.7500000000 0.8750000000 AA
0.0310000000 0.2500000000 0.6200000000 BB
0.4690000000 0.7500000000 0.1200000000 BB
0.5310000000 0.2500000000 0.8800000000 BB
0.9690000000 0.7500000000 0.3800000000 BB
This template contains the informations necessary for the generation of the VASP input
files. The lines between the strings “[INCAR]” and “[POSCAR]” specify the parameters
for the INCAR file, while the lines after the string “[POSCAR]” are used to generate the
geometry-positions POSCAR file. For more details, see the VASP manual [364].
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Generation of all the structures
At this point we assume that we have generated all the interesting template files vasp.in.XXX,
where XXX are the labels of the structure prototype as listed in the tables of sections (B.3.1),
(B.3.2), (B.3.3), and (B.3.4). Finally, we use the script “gnd-script-AB” (written in perl)
to generate all the input files for all the VASP calculations:
gnd_script_AB
The script is very simple and its source is self explanatory. From the list of elements (listed
inside the source), it calculates the k-points meshe, the energy cutoff, the starting volume of
the cell with the Vegard’s law, and build the pseudo-potentials, for each alloy and structure
prototype. Then, every set of input files is stored in the subdirectory “alloy-name/label-
number/”.
Once the script has terminated, we have a big set of input files that need to be calculated
with VASP. Due by the high number of possible calculations (hundreds or even thousands),
we have developed the software AFLOW, described in section (B.2.1).
D.4 AFLOW: Automatic-flow
The software AFLOW has been written by S. Curtarolo and its capabilities are described
in section (B.2.1) [362, 358]. In simple words, AFLOW searches for all the subdirectories
containing correct VASP input files, runs the ab-initio calculations, and saves the results.
AFLOW has been developed to work in a parallel and cluster computer environment. In
fact, if AFLOW is started several times in the same machine and file system, it does not
fight against all its images. At the end of each calculation, AFLOW can send an email to
a specific address containing information about the correct termination of each calculation.
AFLOW is very simple and its “help” is self explanatory:
aflow -h
Usually AFLOW is started on a remote computer as daemon:
nohup aflowd -email email@somewhere &
In this case AFLOW calculates all the subdirectories until the list of correct VASP input
files is depleted.
AFLOW can be used to refine the calculation with PAW potentials, as described in
section (4.4.2). In this case, AFLOW is started as (to refine AgCd/256/):
nohup aflow -email email@somewhere -PAWGGA2 -directory AgCd/256 &
where the last relaxed positions of AgCd/256 are used as input file for a further and more
precise PAW relaxation (see section (4.4.2)).
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D.5 PLATON
PLATON is a very sophisticate software used in crystallography [359, 360, 361]. We use
PLATON to determine the lattice type and the space-group of the structures. From a VASP
geometry-position file POSCAR, it is possible to extract these interesting informations with:
cat POSCAR | convasp -platon | platon -o
and by analyzing the output printed on the console.
D.6 PENNSY
The code PENNSY has been written by S. Curtarolo and it is the program that extract
information from the library with the purpose of calculating a variety of materials properties
[363, 358]. The principal applications of PENNSY are:
pennsy -energy
calculates the ground states convex hulls and prints all the formation energies as numerical
values
pennsy -hulls
calculates the ground states convex hulls and creates the figure of the hulls, as postscript
files (requires MATLAB post-processing),
pennsy -simpls
extracts all the energies and prints them in MATLAB format, ready for inclusion in the
SIMPLS calculation program of section (D.7).
PENNSY does not have a manual, but it is written in C++, and the source code is simple
and self explanatory. Other options and functions can be located by direct inspection of
the sorce. If the user needs to extend the size of the library, the source code of PENNSY
has to be updated. This is straightforward of fast process.
D.7 GND-SIMPLS
This is the MATLAB software that has been written for the Partial Least Squares analysis
(PSL, SIMPLS), as described in chapter (2). It runs over all the library, calculates cross-
validations, makes PLS predictions, and measures the accuracy at each step. GND-SIMPLS
contains the DMQC iterative scheme described in section (2.7).
The extension to bigger libraries requires the preparation of extra input files, by using
the PENNSY software described previously. GND-SIMPLS is written in MATLAB and it
is straightforward to extend for the purpose of calculating new properties.
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