The trajectory control problem, defined as making a vehicle follow a pre-established path in space, can be solved by means of trajectory tracking or path following. In the trajectory tracking problem a timed reference position is tracked. The path following approach removes any time dependence of the problem, resulting in many advantages on the control performance and design.
Introduction
In recent years, the growing interest to develop fully autonomous aerial vehicles, known as Unmanned Aerial Vehicles (UAVs), has seen a civil market demand increase compared to its military applications. The most innovative applications include interaction of the UAVs with their environment (e.g. infrastructure maintenance and parcel delivery) focusing in the control and disturbance rejection. Nevertheless, the current main applications are supervision and mapping. These observations include applications as: environmental protection, including floods, fire and other disasters; security; agriculture, both in water and plague management; infrastructure supervision, including pipes and electrical lines. The main advantages of the UAVs are the accessibility, security and economy of their observations. These interests drive a continuous progress both in the artificial vision and trajectory control areas [50] .
Out of all UAVs, multirotors stand out for their good manoeuvrability, stability and payload. Initially, the object of study of these vehicles was on obtaining controllers capable of stabilizing their attitude, the fastest and most influential dynamics. The stabilization control problem for the particular case of a quadrotor has been solved using different techniques such as Backstepping, Feedback Linearisation, Sliding Mode Control, PID, optimal control, robust control, learningbased control, etc [10] [64] [48] . Given that the stabilization control has already been widely studied, today the challenge for quadrotors is trajectory control, fault tolerant control, path planning or obstacle avoidance. The trajectory control problem, defined as making a vehicle follow a pre-established path in space, can be solved mainly by two different approaches: using a trajectory tracking controller or with a path following controller. For the trajectory tracking problem a reference specified in time is tracked, where the references of the path are given by a temporal evolution of each space coordinate. Whereas path following (PF) handles the problem of following a path with no preassigned timing information, thus any time dependence of the problem is removed.
In [2] the authors demonstrate that following a geometric path is less demanding than tracking a timed reference signal. They argue that, although it is possible to perfectly track any reference with minimum phase stable systems, the tracking error increases in non-linear systems with presence of unstable zero dynamics as the signal frequencies approach those of the unstable zeros. PF controllers offer a number of advantages over trajectory tracking controllers, not only these are easier to design [42] but also result in smoother convergence to the path and less demand on the control effort [15] , a smaller transient error and a stronger robustness [77] and the control signals are less likely to be saturated [25] . The path following problem has also applications in underwater and ground-based robots. In all of those systems, the PF controller usually operates after another control block known as the path planner. The path planner is a high-level controller whose mission is generally to obtain an optimal path between two given points in space. The resulting optimal path, which commonly seeks a compromise between a minim path length and a minimum control effort, will vary based on the problem requirements. Occasionally, between the path following and the path planning controllers the path smoothing block can be found [40] [21] . The task of this block is to smooth the path generated by the path planning algorithm considering the kinematic constrains of the vehicle. However, the smoothing task is typically integrated inside the path planner. Apart from that, in some cases the path planning controller is also responsible for the obstacle avoidance task [18] [22] .
Even though trajectory tracking surveys applied to multirotors are available, such as [47] , there are no path following reviews applied to these vehicles. With this in mind, the present survey of path following focused on quadrotors is necessary. This survey compares PF algorithms on the same scenario in equal conditions and harmonizes the nomenclature: it gives a general definition of the path following problem and offer details of the studied algorithms.
A thorough review of literature related to PF control applied to quadrotors has been carried out. It is important to mention that some papers use the term path following when implementing controllers that track timed trajectory references. As these papers do not follow our path following definition, they are not included in our bibliographic review. The trajectory control problem, as opposed to the stabilization problem, is less dependent on the plant. Therefore, PF techniques not applied to quadrotors are also included and references for other type of UAVs are provided. From this study, four of these PF algorithms have been chosen to be implemented and compared. They were selected for their popularity and performance. These algorithms are described in detail and applied to a simulation model.
The rest of the paper is organized as follows: In section 2 the Path Following problem is defined. Section 3 exposes a literature review of the Path Following control applied to quadrotor vehicles. In section 4 the quadrotor dynamic model is presented and then Backstepping and Feedback Linearisation control-oriented algorithms, and NLGL and Carrot-Chasing geometric algorithms are implemented to solve the PF problem. Section 5 reports the simulation results of the studied algorithms, and discusses their performance. Finally, section 6 details the conclusions.
Path Following Problem
The topic of this paper addresses the trajectory control problem of a quadrotor vehicle. This problem is defined as making a quadrotor follow a pre-established path in space. Only PF control strategies are reviewed in this paper. The PF problem [1] [15] [42] is defined as:
Definition 1 Path Following Problem: Let the desired path be described by a curve in the three-dimensional space p d (γ) := [x d (γ), y d (γ), z d (γ)] T , parametrized by the virtual arc γ ∈ [0; γ f ], where γ f is the total virtual arc length. The control objective is to design a control law for the vehicle that ensures convergence of the vehicle's position p(t) to the path p d (γ).
It is important to mention that some control-oriented algorithms may need a timing law for the virtual arc parameter, γ(t), since some of this techniques consist in an adaptation of a trajectory tracking algorithm, such as Backstepping.
There are several approaches to define the desired path. Dubins defines the path as a combination of circle's arcs and lines tangent to them [28] [8] . In the waypoint-based case the sequence of points is commonly connected by straightlines [21] [60] or splines [84] [27] . The most generic approach is a continuous function parametrized by the virtual arc length [15] [4] [42] .
The guidance and control system's design to solve the PF problem is done by applying two different methodologies: the Separated Guidance and Control (SGC) approach and the Integrated Guidance and Control (IGC) approach [23] . The SGC approach is based on a separation between translational dynamics and rigid-body rotational dynamics. It consists on an outer-loop guidance law for generation of the movement commands and an inner-loop controller to track those commands, sometimes known as the autopilot. While the IGC approach combines both controllers in the same control loop. Fig. 1 shows the typical UAVs guidance and control structure, which is a hierarchical control structure. The path smoothing block and the autopilot are represented with dashed lines as they are not always present in this control structure. As seen above, the path smoothing task can be integrated in the path planning block and in an IGC structure the path following block integrates the autopilot. 
Path following in quadrotors
In this section the path following state of art applied on quadrotors is reviewed. We describe the control structures and algorithms most commonly used to solve the path following problem. The algorithms are organized in subsections, and a qualitative comparison is given. The algorithms are organized in subsections and a qualitative comparison is exposed. The path following problem has been widely studied for Ground Vehicles and fixed-wing aircrafts but its application to quadrotors is a relatively new research field. For that reason, references for other types of UAVs are reported when an algorithm is not found applied to quadrotors.
Backstepping
Backstepping (BS ) is a renowned technique widely used for control of non-linear systems [75] [44] . This technique is based on the Lyapunov theory. Its control objective is to force the convergence of a set of predefined errors to zero. For this purpose, a Lyapunov function is stated for each error in such a way that if the time derivative of those functions are negative definite, the stability of the system, and therefore the convergence of the error to zero, is assured. Then, the control actions of the system are obtained as the ones that make negative definite the time derivative of all the stated Lyapunov functions. This control strategy is used in most of the trajectory tracking control literature, as stated in [68] . Good performance in the reference tracking is achieved, as mentioned in [66] , since Backstepping is able to provide larger regions of attraction than other types of controllers. However, as quadrotors present an underactuated nature, the control laws that have been developed do not assure global tracking. The solution to this problem is to eliminate the time dependence of the reference path and thus transform the trajectory tracking problem into a path following problem, in which it is possible to obtain a globally convergent Backstepping controller while keeping a large control capability [16] .
In several publications Backstepping technique was used to solve both path following and stabilization problems. See [15] where a BS technique is applied using the IGC structure for the 3D control of a quadrotor. The proposed solution consists of a non-linear state feedback controller for thrust and torque control actions and a timing law that maintains the PF control law well-defined. This controller guarantees global asymptotic convergence of the path following error to zero for a wide class of desired paths and ensures that the actuation does not grow unbounded. The performance of the proposed controller is validated with simulation results. In [16] the authors improve their controller to deal with the presence of constant wind disturbance. This controller includes an estimate of the external disturbance to mitigate its effect. Experimental results demonstrate the robustness of the controller.
In [43] the problem of time cooperative PF for multirotors with a suspended payload is addressed. A team of multirotors transporting a suspended payload. A robust PF controller is developed for each vehicle in the system formed by an autopilot that controls the attitude and a BS controller that ensures each vehicle follows the desired path along a given speed profile. Numerical results verify path following accuracy and low coordination errors.
Lyapunov-based
Similarly to Backstepping, these algorithms are based on the Lyapunov theory. They are developed by assuring the Lyapunov stability condition, and thus, the convergence of the controller. The generated guidance control laws are usually simple and effective [20] .
In [25] the authors propose a 3D path following control law based on Lyapunov theory by using the rotation matrix, that belongs to the 3D Special Orthogonal group (SO(3)), for attitude representation. This results in a singularity-free solution and allows speed profile's independent adjustment. The control law generates angular rates and thrust reference commands. Experimental results for the mission of following a desired path and for the time coordination problem [26] are given to illustrate the efficacy of the proposed control law.
In [57] a Lyapunov-based PF controller is proposed and it is complemented with a velocity observer and a constant disturbance estimator based on the immersion and invariance technique. Experimental indoor results for 3D paths show that the proposed approach fulfils the geometric specifications with an error that, according to the authors, is acceptable.
Some of the Lyapunov-based path following algorithms perform well against wind disturbances. As in [58] , where an adaptive non-linear path following method is applied on a fixed-wing experimental platform. In this paper, the Lyapunov function is constructed based on the error equations and desired path function applying the vector field theory. Experimental results show good performance under wind disturbances. [19] presents another path following application for a fixedwing vehicle that also takes into account wind disturbances by including an Active Disturbance Rejection Control (ADRC) for the attitude inner-loop combined with the Lyapunov-based control for the outer-loop. Experimental flight tests verify the effectiveness of this method.
Feedback Linearisation
Feedback Linearisation, along with Backstepping, is one of the most commonly used techniques for the control of quadrotors as discussed in [4] . The aim of this control technique is to linearise a system in a certain region of the state space by applying a non-linear inversion of the plant, so that non-linearities in the plant are cancelled and linear control theory can be applied [14] . Some of the advantages of this method are the simplicity in the control structure, the facility of implementation [74] and formal profs of error convergence when appropriate conditions are met. When applied to the PF problem, this method achieves the property of path invariance. That is, to ensure that once the system reaches the path it will stay on it for all future time [3] [4] .
In [68] the 3D path following problem for a quadrotor is solved by applying input dynamic extension and input-output Feedback Linearisation (FL). The designed controller allows to specify the speed on the path and the yaw angle of the vehicle as a function of the displacement along the path. Simulation results for a constant cruise speed along a circular path show that the quadrotor converges to the path as well as the velocity and yaw angle converge to the desired values. In [3] the authors propose an improvement of the previous stated controller by implementing a transverse Feedback Linearisation plus input dynamic extension. This enhanced controller, which fully linearises the system, allows the quadrotor to move along the path in any desired direction, and both closed and non-closed curves can be used for the path definition. The capabilities of the controller are demonstrated with simulation results.
In [4] , the authors of [3] adapted its PF controller to operate in the context of fault tolerant control, in the particular case when one of the four motors is completely disabled due to a failure. With the faulty system, only partial FL can be achieved. That is because the three rotor system is not differentially flat and presents uncontrolled internal dynamics. However, the uncontrolled non-linear dynamics are proved to be bounded, and thus it is shown that the system can be made to stay precisely on the path while the quadrotor is running only on three rotors.
In [32] , a 3D PF implementation of a helicopter UAV is described. They apply the Feedback Linearisation technique basing it on the kinematic model of a helicopter. Six PID controllers are employed to control the attitude angles and the velocities. The main contribution of such approach is the consideration of the desired speed of the vehicle as a function of the assigned path. Simulations compare the designed controllers with variable and fixed velocity profile. Better performance is achieved whith variable speed profile.
Geometric
Geometric techniques were initially described in the missile guidance and control literature. Some of them were adapted to other type of vehicles, such as UGVs or UAVs. Examples of these techniques are: Carrot-Chasing algorithm, Non-Linear Guidance Law, Pure Pursuit, Line-of-sight and Trajectory Shaping guidance law. Carrot-Chasing (CC ) [59] is a simple geometric strategy that consists on steering the UAV toward a Virtual Target Point (VTP) located on the path. The VTP is periodically updated and obtained by adding a constant distance along the path to the vehicle's closest point. Non-Linear Guidance Law (NLGL) [65] is also based on the VTP concept. In this case the point is calculated by creating a circumference around the vehicle with a constant radius and taking the point in which the circumference intersects the path. The obtained VTP is at a distance from the vehicle equal to the radius of the circumference. Next, the acceleration commands that steer the vehicle to the VTP are calculated. The Pure Pursuit (PP ) [9] [63] algorithm tries to guide the vehicle straight to a target point on the path. Line-of-sight (LOS ) [71] [8] seeks to steer the vehicle directly towards the closest point on the path. Pure Pursuit and Line-of-sight (PLOS ) [45] is the combination of PP and LOS. In the Trajectory Shaping (TS) [67] guidance law, the commanded lateral acceleration is generated as function of the vehicle heading angle, target heading angle and line-of-sight angle.
Two algorithms based on missile guidance laws, Pure Pursuit and Trajectory Shaping, have been implemented on a quadrotor vehicle in [53] . The concept of VTP navigation has been utilized to generate the required curved trajectories. A guidance algorithm based on the notion of Differential Flatness (DF) was implemented as a baseline control-oriented algorithm. Simulation and experimental results comparing these algorithms show that TS generates smaller position errors and requires lower control effort than PP and DF approaches. Furthermore, it is proved that missile guidance laws can be successfully utilized by a quadrotor.
In [34] various geometric algorithms, such as PP, LOS and Proportional Navigation Guidance (PPN) law, are applied to the problem of autonomous landing of a quadrotor UAV. Simulation results suggest that the PPN algorithm performs the best in terms of time and control effort, where LOS presents the worst performance.
In [78] a survey of some of the most common PF algorithms applied to fixedwing UAVs is presented. In addition to the control-oriented algorithms, Carrot-Chasing, NLGL and PLOS are described. Simulation results comparing those algorithms show that the NLGL is the geometric approach that achieves the best performance in terms of path distance error.
Model Predictive Control
Model Predictive Control (MPC) is a well-known technique [17] [33] [56] that transforms the control problem into an optimization problem. At any sampling time instant, a sequence of future control values is computed by solving a finite horizon optimal control problem. Only the first element of the computed control sequence is used and the overall process is repeated at the next sampling time. The most important drawback of this technique is that resources needed for computation and memory growth rapidly with the time horizon.
In contrast to the most common path following approaches, such as the geometric algorithms or the Backstepping technique, the MPC approach is able to handle constraints on states and inputs, non-linear MIMO dynamics, and nonlinear reference paths [31] .
In [62] a cascaded control structure applying the Non-linear MPC technique for the PF outer-loop control is presented. The inner-loop control for the acceleration tracking is based on non-linear dynamic inversion. This controller allows multirotor vehicles to follow a path whose geometry is defined as a spline in 3D space. Simulation results demonstrate the good performance of this approach. Furthermore, the obtained runtimes, well below the sample rate, suggest that it could be implemented in on-board embedded systems. An improvement of this approach is presented in [5] , where an adaptive augmentation scheme for the inner-loop controller is designed. The adaptive augmentation is based on a non-linear design plant and uses Model Reference Adaptive Control (MRAC). Simulation results show a stronger robustness of the adaptive augmentation in relation to the baseline controller.
A trajectory optimization strategy for UAVs based on non-linear optimal control techniques is presented in [69] . The approach is based on a Virtual Targed Vehicle (VTV) perspective where a virtual target is introduced. Numerical computation results show that it is able to compute aggressive manoeuvres. In [70] the authors extend and adapt the proposed strategy for path following in presence of time varying wind disturbances by means of a sample-data MPC architecture. Simulation results with a fixed-wing vehicle show the effectiveness of the predictive PF approach.
In [37] a non-linear receding horizon guidance law is developed to solve the PF problem on a fixed-wing vehicle. An extended Kalman filter is used to estimate wind velocities. The proposed law achieves efficient PF by making input constraints active. Its effectiveness is demonstrated by flight tests.
In addition to path following approaches, several trajectory tracking implementations on quadrotor vehicles are found applying the Model Predictive Control technique. Some of them have reported experimental results showing a good performance against disturbances [6] [11].
Vector Field
In the Vector Field (VF ) based control, a set of vectors is virtually placed around the path in such a way that if the vehicle follows the direction of those vectors it will converge into the path. Those vectors are used to generate desired course inputs to the inner-loop attitude controllers.
The first application of a path following approach using this method for a UAV is found in [60] . In this paper Vector Field path following control laws are developed for straight-line paths and circular arcs and orbits. Asymptotic decay of path following errors in the presence of constant wind disturbances is demonstrated with Lyapunov theory. Experimental tests are carried out with a fixed-wing UAV to show the effectiveness of this method.
In [88] the 3D path following problem is solved by implementing a velocity vector field following controller based on the differential flatness notion. This approach is designed with an inner-loop controller that makes the vehicle follow a specified velocity vector field. The validity of the method is demonstrated by numerical simulations and experiments with a quadrotor for three different vector fields.
A VF path following guidance for 2D and 3D twice differentiable curves is stated in [49] . The proposed approach is based on the Helmholtz theorem, which states that an arbitrary vector field can be decomposed into two parts, conservative part (irrotational) and solenoidal part (rotational). This approach combines both parts by using the conservative part for long distances to the desired path and using the solenoidal part when the vehicle is along the path. UAV input constraints and constant wind disturbances are assumed to be present. The method's performance is validated by simulation results.
In [87] an adaptive control scheme for UAVs path following under wind disturbances is proposed. This control strategy integrates the Vector Field PF law with an adaptive term to deal with the effect of unknown wind disturbances. Simulation results with wind conditions show that the proposed method compensates for the lack of knowledge of the wind vector and, according to the authors, it attains a smaller path following error than the state-of-art vector field method.
Refer to [82] [35] [54] [41] [83] for path following Vector Field implementations applied on different types of aerial vehicles. In [78] , simulation results comparing this algorithm to other geometric and control-oriented algorithms show that the VF-based algorithm is the one with least cross-track error. However, final remarks conclude that it can be difficult to implement.
Learning-based
Learning-based algorithms constitute an emerging field that, due to the significant progress made in recent years, has become a wise solution for different types of problems. In particular, it is being introduced in the trajectory control problem on different types of vehicles, including UAVs. This field includes supervised and unsupervised techniques, reinforcement learning algorithms, data-driven approaches and other deep machine learning methods.
In [76] a MPC controller is used as a supervisor to train a neural network control policy to solve the path following and obstacle avoidance problem on a quadrotor vehicle. With this algorithm the computational efficiency problem of the MPC technique is solved while maintaining a similar performance, as proved by experimental results. An Iterative Learning Control approach is proposed in [86] to solve the PF problem on a quadrotor. The control scheme is composed by a PD controller and an anticipant controller. This approach focuses on repetitive flight to learn from experience. Simulation tests and off-line experimental results are presented to prove the effectiveness of the controller. In [85] a data-driven control approach is proposed for the adaptive path following control of a fixedwing vehicle. The reliability of the approach is demonstrated through simulation results and flight tests. Other learning-based approaches have been used to solve the path following problem on different types of vehicles, such as vessels [36] [55] [73] or airships [61] .
Various learning-based approaches are found in the literature solving the trajectory tracking problem for a quadrotor vehicle [79] [24] . Some of these approaches consider wind disturbances in its design, as in [51] where an adaptive trajectory tracking control based on a reinforcement learning algorithm is presented.
Optimal Control
The Optimal Control theory aims to operate a dynamic system at a minimum cost. That is, to follow a path with a minimum error and control effort. The most well-known control techniques to solve this problem are the Linear Quadratic Regulator (LQR) and the Linear Quadratic Gaussian (LQG).
In [80] a general solution for the PF problem is presented. The proposed approach is developed as a fixed end-time optimal control problem and it relies on a geometric formulation based on the notion of differential flatness. The resulting controller is applied to a quadrotor simulation system with the mission of performing aggressive manoeuvres and it is demonstrated that the proposed problem formulation is solved efficiently.
A UAV guidance law using an adaptive LQR formulation is addressed in [46] . The LQR is optimized using a genetic algorithm for tighter control of UAV errors in high disturbances. Simulations for straight line and loiter paths under various wind conditions prove the effectiveness of the approach.
Experimental results applying optimal control theory to solve the trajectory tracking problem on a quadrotor vehicle can be found in [39] . In this paper, the authors propose a solution based on the definition of a path-dependent error space to express the dynamic model of the vehicle. The controller is designed using LQR state space feedback and adopts the D-methodology integrated with the antiwindup technique in order to achieve zero static error for the integral states and avoid actuator saturation.
Sliding Mode Control
Sliding Mode Control (SMC) is a non-linear control method that attains the control objectives by constraining the system dynamics to a pre-defined surface by means of a discontinuous control law. This control technique is considered to be effective and robust [29] . However, it can present implementation issues due to the chattering effect.
The bibliographic search revealed no SMC application solving the path following problem for a quadrotor vehicle. However, it has been applied to solve the PF problem on other UAVs, such as fixed-wing vehicles. In [72] a lateral guidance law for cross-track control based on the SMC technique is developed. This guidance law includes a feed-forward component related to the rate of change of the desired heading angle, which permits to improve the performance and achieve accurate tracking while following curved paths. The proposed guidance scheme is evaluated based on experimental flight results. According to the authors, it presents a good performance in the presence of wind and parametric uncertainty. In [7] the controller presented in [72] is improved by implementing a Partially-IGC strategy that includes a sliding mode control on the inner and the outer loops using a non-linear sliding surface based on Second Order Sliding Mode (SOSM ) control theory. Experimental tests compare the conventional SGC approach and the proposed Partially-IGC approach to show that the second one presents a faster convergence of the cross-track error toward zero.
In [84] the Second Order Sliding structure is used to develop a PF application. The proposed controller provides smooth bank and turn coupled motions. To estimate the uncertain sliding surfaces a High-Order Sliding Mode (HOSM ) differentiator is applied. The sliding surface structure is based on the Pure Pursuit algorithm through a set of intermediate control variables and also introducing a virtual target point in the path. This approach eliminates time-consuming and intensive computation. According to the authors, simulations show that it provides an excellent performance even under wind turbulence conditions.
Regarding the trajectory tracking problem, numerous SMC quadrotor implementations are found [85] [12] . Some of these approaches are able to deal with wind disturbances [30] [81].
Comparison
Refer to Table 1 for a comparison of the reviewed PF algorithms. The characteristics of these algorithms are evaluated only in the context of the path following problem applied to UAVs and are based on the reviewed literature. The columns refer respectively to: the control structure (i.e. Integrated Guidance and Control or Separated Guidance and control); the type of results (experimental or simulation); the application to quadrotors; good experimental results against external disturbances; including a Fault Tolerant Control (FTC) strategy; and implementing an adaptive approach. In this section, four path following algorithms have been chosen for implementation on the quadrotor vehicle: Backstepping and Feedback Linearization, which are the two most referenced control algorithms, followed by Non-Linear Guidance Law (NLGL) and Carrot-Chasing geometric algorithms.
In the reviewed literature, no application to quadrotors has been reported of the NLGL and Carrot-Chasing algorithms. However, they are commonly used on fixedwing vehicles [78] [65] , as well as on Unmanned Ground Vehicles (UGV) [59] [63] , and sometimes on other types of unmanned vehicles. They are simple and they typically provide feasible solutions with good path following performance. Both these geometric algorithms are very similar, the only difference is in how the VTP is calculated. In this paper such simple and fruitful algorithms are implemented to evaluate their performance.
Our own implementation of these algorithms will provide an evaluation and comparison under the same conditions. Refer to section section 5, where the simulation results are presented.
Dynamic model of the quadrotor
In this section, the mathematical model of the quadrotor is presented. It is a standard non-linear model, which can be found explained in more detail in the literature [52] [13] .
Notation: In this paper bold lower-case letters indicate vectors and bold uppercase letters indicate matrices. Same is applied for vector and matrix functions. The top right superscript, occasionally employed, indicates the variable's frame of reference.
The coordinate systems as well as the axis labels and rotational conventions defined in this dynamic model are shown in Fig. 2 . Two coordinate systems can be found: The body frame of reference {B}, which is attached to the body of the quadrotor, and the world reference frame {W }, considered inertial. This model has four inputs and twelve states. The inputs are the total thrust and the torques applied on each rotational axis (T , τ φ , τ θ , τ ψ ). The states are the body velocities (u, v and w), the world position (x, y and z), the body angular velocities (p, q and r) and the Euler angles (φ-roll, θ-pitch and ψ-yaw 
Distance from a given motor to the center of gravity.
Jm
Inertia of each motor's rotating components.
Eqs. (1)-(6) define the dynamic model of the quadrotor. A brief description of the parameters of these equations is given in Table 2 . Eq. (1) is the linear velocity state equation. They are the linear velocities that correspond to the x, y and z axis of {B}, respectively.
The position state vector is calculated in Eq. (2). The term R is a rotation matrix to transform from the body to the world frame using the rotational sequence zyx.
Eq. (3) defines the angular velocity state update. p, q and r are the rate change of roll, pitch and yaw, respectively, represented in the body frame. Eq. (4) is the Euler kinematic equation that determines the rate of change of the Euler angles in the world frame. Matrix H relates the angular velocity of the aircraft in the body frame with the changes in angle and it is obtained by using sequential rotation matrices (pitch-roll-yaw sequence).
Eq. (5) shows the thrust forces, always parallel to the z body axis, where ω mi is the rotational velocity of motor i. Eq. (6) defines the generated gyroscopic and thrust moments on each body axis.
Eq. (7) presents the relation between the rotation speed of the motors (ω m1−4 ) and the total thrust, T , and the moments τ φ , τ θ , and τ ψ applied on each rotational axis (roll, pitch and yaw ).
Backstepping
The Backstepping controller developed in this paper is an adaptation of the one used in [15] . Note that the UAV model used in [15] is slightly different from the one defined in section 4.1. The frames of reference considered in each model are different and [15] uses a rotation matrix to represent the attitude.
As in [15] , the gyroscopic effects have been omitted to perform the calculations to obtain the control law. However, to validate the algorithm properly, these effects are taken into account in the simulator model.
In this algorithm, S() represents the skew symmetric matrix that verifies S(x)y = x × y. And p d is the partial derivative of p d with respect to γ, ∂p d ∂γ . To solve the path following problem, four backstepping error vectors are defined, each one of three components. The first error vector, Eq. (8), is the position error. The second error vector, Eq. (9), includes a term of position error and a term of velocity error in the world frame. The sigmoidal function σ(·), Eq. (10), limits the growth of e 2 when there are large position errors, where p max is the allowed limit. This guarantees that the actuation does not grow unbounded.
The convergence of e 1 and e 2 to zero is assured by defining two control Lyapunov functions, whose derivatives are negative definite if the thrust force, T , follows T d , Eq. (11), with the direction r 3d , Eq. (12), where u 3 = 0 0 1 T .
The control law expression for the thrust force is calculated as shown in Eq. (13) . r 3 is the third column of R, which represents the direction of the z body axis of the vehicle. Thus, if r 3 is equal to the desired thrust direction r 3d , the thrust force will be the same as the desired thrust force T d . For this reason, the third error vector is defined as the error of the thrust direction, as stated in Eq. (14) .
A third control Lyapunov function, which includes the first and second Lyapunov functions as well as a term for the third backstepping error, is defined. With the aim of making the first three errors tend to zero, the expression of the fourth error vector, Eq. (15), is defined in such a way that if this error becomes zero, the time derivative of the third Lyapunov function remains negative definite. In Eq. (15) R d represents the desired orientation matrix and ω d stands for the desired angular speed of the vehicle.
Finally, a fourth Lyapunov function is defined for the fourth error. To assure the stability of the system with this Lyapunov function, the expression of the angular acceleration of the vehicle is calculated as stated in Eq. (16) . In this expressionω c stands for the calculated angular acceleration andω 3c (t) is an arbitrary function that defines the dynamics of the yaw angle. Then, the control law of the torque can be calculated from this expression by means of Eq. (17) .
It can be noticed that constants k 1−4 appear in the calculated control laws. These constants define the dynamics of each backstepping error.
More details about the derivation of these control laws and about their stability proofs are given in [15] .
Notice that defining the error vectors this way sets only the third column of R d . This is clear by checking the definitions of error e 3 (in Eq. (14)) or functioṅ ω 3c (t), that appears in the expression of the calculated angular velocity (Eq. (16)). Thus, the direction of the x and y axis can be assigned arbitrarily, as long as the orthogonality of the frame of reference is satisfied, i.e. a degree of freedom appears for the evolution of yaw. Exploiting this degree of freedom, the desired rotation matrix R d has been defined as the one that makes the velocity vector of the vehicle tangent to the path, as shown in Eq. (18) . To assure this control specification, a PD-like controller is designed as a control law for functionω 3c , as shown in Eq. (19) , where r 1 is the first column of the rotation matrix R and r 2d is the second column of the desired rotation matrix R d .
Parameter γ (virtual arc parameter, see Definition 1) is present in the definition of e 1 , Eq. (8), and implicit in the rest of the controller expressions. This parameter defines the desired trajectory position, velocity and acceleration at a certain time instant. Therefore, the controller algorithm needs to have this parameter properly scheduled to work correctly. This is known as the timing law. The timing law stated in this algorithm is given by the second time derivative of γ, defined in Eq. (20) . Matrix W T R T (γ) represents the rotation matrix from a frame {T } tangent to the path to the world frame, obtained as shown in Eq. (21), where ξ(γ) is a function that changes sign in the inflection points of the path. This timing law has been defined to make the time derivative of γ converge to its desired valueγ d , and also to preserve the stability of the system as long as the condition stated in Eq. (22) is satisfied. That condition assures the ascending behaviour of the path.γ d is a control specification that can be related to the path's shape. Examples of the definition of this variable are given in section 5.
Some of the mathematical expressions stated for the Backstepping algorithm require derivatives that have to be estimated in order to avoid their arduous analytical calculations. In this paper, a first order filter was used to obtain a time derivative estimation of a known variable. The scheme of this filter is shown in Fig. 3 , where x is the known variable,x is the filtered variable,ẋ is the time derivative estimation of x and x 0 is its initial value. The filter was used to estimate the time derivative of the thrust (Ṫ d ) and the three components of the direction vector of this force (ṙ 3d ). Withṙ 3d it is possible to calculateṘ d as shown in Eq. (23) . The angular speed vector ω d can be obtained from its skew symmetric matrix, calculated as shown in Eq. (24) . The time derivative of the desired angular speedω d can be estimated using an estimation filter for each component of vector ω d .
The control structure of the BS controller is shown in Fig. 4 . It is an IGC structure, as it is implemented without any inner loop controller. The second derivative of γ, calculated by the timing law, is integrated twice to obtainγ and γ. The derivative estimation filters have been omitted to clarify the scheme.
The implementation of the Backstepping controller is given in Algorithm 1. This algorithm requires the state vector of the system (x), the estimated derivative parameters (T d ,r 3d ,ω d ), the values of γ, its derivativeγ and its desired derivativė γ d , the control design parameters (k 1−4 , p max , l 1−2 , k γ ), the desired path (p d (γ)) and the first and second partial derivatives of the desired path with respect to γ (p d (γ), p d (γ)). The algorithm returns the control signals of thrust and torques (T, τ φ , τ θ and τ ψ ). The first step of this algorithm obtains the position (p), velocity (v) and angular velocity (ω) as well as the rotational matrix (R) from the system's states. Next, the set of equations of the algorithm are applied in a specific sequence aiming to obtain the control actions of the thrust and torque forces.
Notice that the components of the y and z axis of each state are made negative to obtain the vectors and rotational matrix and so are these components of the torque vector once the control actions are obtained. This is equivalent to a 180 o rotation of the reference frame. As explained at the beginning of this section, both models consider different frames of reference. In order to use the equations as stated in [15] this rotation is applied to the states before and after applying the algorithm.
Feedback Linearisation
The Feedback Linearisation path following algorithm implemented in this paper is based on the development found in [3] , which is an improvement of the one in [68] . The employed mathematical model is very similar to one defined in section 4.1. Thus, the same control design process can be used. Nevertheless, note that in [3] the velocities of the vehicle are defined with respect to the world frame. Therefore, Eq. (25) is now used to define the evolution of these states, where the W on the superscript indicates that is referenced to the world frame. And thus, the evolution of the world position is equivalent to the world velocities, as shown in Eq. (26) . Also, note that in this paper a zyx -sequence is used to define the rotation matrix (section 4.1), while [3] uses a zxy-sequence. However, the selection of this matrix does not affect the behaviour of the system as long as the matrix is well-defined.
As in the Backstepping algorithm, the gyroscopic effects have been omitted to obtain the equations of this algorithm.
Eq. (27) defines the system that will be used to apply the FL control.
Algorithm 1 Backstepping
Require: x := {x, y, z, u, v, w, p, q, r, φ, θ, ψ},
Create the vectors and rotation matrix from the states:
Calculate e 1 ,ė 1 , σ(e 1 ),σ(e 1 ) and e 2 3: 
Where J 1 , J 2 and J 3 are inertial terms defined in Eqs. (28) (29) (30) ; R 1 , R 2 , R 3 and R 4 are auxiliary terms, Eqs. (31) (32) (33) (34) ; and C x , C y , C z are the inverse of the inertia in each coordinate axis, Eq. (35) .
Besides the dynamics of the system, the outputs of interest need to be defined. In this case, a set of four virtual outputs, Eq. (36), are stated. This algorithm depends explicitly on the path projection on the xy plane. According to the simulations planed in section 5, this projection must be a circumference.
The virtual output h 1 tracks the position error of the vehicle in the xy plane, where A is the radius of the circumference. h 2 tracks the position error in the z coordinate, where f z (x) is a function that defines the altitude reference. The third virtual output returns a scalar, h 3 ∈ [0, 2πA] in meters, that is the position on the path at a minimum distance in the xy projection. Finally, h 4 is the yaw angle.
Defining the outputs this way, the position error can be eliminated by making h 1 and h 2 converge to zero. The point on the path to be tracked by the vehicle can be controlled with h 3 , as well as the velocity of this point if the time derivative of h 3 is regulated too. And clearly, the yaw angle can be regulated by controlling h 4 .
The vector relative degree of the system given by the dynamics in Eq. (27) and the outputs in Eq. (36) is equal to {2, 2, 2, 2}. This vector represents, for each output, the number of time derivatives that need to be done to h to get an explicit relation with one of the inputs. However, as demonstrated in [68] and [3] , the vector relative degree is not well-defined. This is because the so called decoupling matrix becomes always singular. That means that the linearised system is not fully controllable. Two new states (ζ 1 and ζ 2 ) are added to the system to solve this problem. These states satisfy Eq. (37) . The total thrust, T , is now a state of the system and the new input u 1 is equivalent to the second derivative of this state.
Adding these states to the system, the vector relative degree becomes {4, 4, 4, 2}, which derives in a well-defined decoupling matrix. Since the total number of states of the system is 14 (12 states of the original system and 2 new states) and the vector relative degree adds up to 14, it is known that this system is fully linearisable with this set of outputs. Thus, the Full State Feedback Linearisation problem can be solved now for the system defined in eqs. (27) , (36) and (37) .
To solve the Full State FL problem, the vector function Ψ (x e ) that transforms the states of the system to a set of linear states is obtained as
for i ∈ {1, 2, 3, 4} and k ∈ {1, 2}. Where x e is the set of 14 states of the extended system, ξ 1i and ξ 2i are the linear states that are required to converge to zero (h 1 and h 2 subsystems), η 1i and η 2k are the linear states that have to be regulated to control the position or velocity on the path (h 3 subsystem) and the yaw angle (h 4 subsystem). Moreover, L m f h n (x e ) refers to the mth Lie derivative of h n (x e ) with respect to f .
It is important to mention that Ψ (x e ) is a diffeomorphism. That is, a derivable function defined in a certain region whose inverse exists and is derivable as well.
Once the transformation of Eq. (38) is applied to the extended system, the resulting system isξ 
where the vector formed by each α function is calculated as shown in Eq. (40) and the β functions conform the (4x4) decoupling matrix of the system, which is obtained in Eq. (41) .
It can be observed that the resulting system of Eq. (39) is composed by four canonical controllable subsystems. Thus, if the inputs of the system (u 1−4 ) are chosen to be
the system results in a pure multiple integrator of r i -order for each virtual output h i , where r i is the relative degree. Then, the virtual input, v i , is obtained by applying a state feedback control with the respective linearised states as shown in Eq. (43) . The feedback gains K ij can be calculated using the pole-placement method.
The control structure of the FL controller is shown in Fig. 5 . It is an IGC structure as the Backstepping algorithm. As shown, there is a block that transforms the states of the extended system (x, ζ 1 , ζ 2 ) into the set of linear states (ξ,η). Then, another block calculates the virtual inputs (v) from these linear states. Later, the virtual inputs are transformed into the inputs of the extended system (u). And finally, the first input (u 1 ) is integrated twice to obtain the total thrust applied on the quadrotor (T ), which is the real input of the system. Note that this scheme does not include the path as an external reference, since it must be embedded in the algorithm calculations.
The implementation of this Feedback Linearisation control is stated in Algorithm 2. This algorithm requires the full state of the extended system (x e ), the radius of the circumference (A), the desired velocity of the vehicle (V path ) and the feedback gains of the linear controller (K ij ). It returns the four inputs of the quadrotor. The algorithm starts by an axis transformation of the velocities to the world frame. Later, the outputs of the system are obtained by means of Eq. (36).
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x  43)), and to calculate the inputs used to control the system (Eq. (42)). It is important to note that the input of the total thrust of the quadrotor is obtained by double integrating the u 1 input of the extended system.
Three-dimensional NLGL
NLGL, as mentioned in section 3.4, is a geometric PF algorithm based on the Virtual Target Point (VTP) concept. VTP is a target reference point placed on the desired path, which is updated periodically. The NLGL algorithm obtains the VTP as the point on the path at a predefined distance L from the vehicle, where L is a scalar constant parameter that affects the performance of the NLGL controller. Once the VTP is obtained, the algorithm calculates the needed yaw angle to face the vehicle towards the VTP on the path. Since the vehicle is required to move at a constant predefined speed, it will end up moving to the path.
From the algorithm description it can be seen that it is designed to work only in the two-dimensional space given by the xy plane. For this reason, as the two previous algorithms operate in three dimensions and the objective of this paper is to compare the algorithms in the same conditions, NLGL algorithm presented in [78] has been adapted to operate in 3D as well. To this end, the 3D-NLGL algorithm has been stated in Algorithm 3.
The Algorithm 3 requires the current position p of the vehicle and its yaw angle (ψ), as well as the desired velocity of the vehicle on the x body axis (V path ) and the scalar parameter of the guidance law (L). It returns the references for the velocities in the x and y axis, the altitude and the yaw angle of the quadrotor. In this algorithm, γ prev represents the value of γ d min saved from the previous execution of the algorithm, where γ d min is the point on the path, given by the value of γ, that is at a minimum distance to the location of the vehicle. The value of γ prev is initialized to 0 in the first execution of this algorithm.
As seen in the algorithm, the first step after the initialization of the variables is to calculate the point on the path that is at a minimum distance from the vehicle,
Algorithm 2 Feedback Linearization
Require: xe := {x, y, z, u, v, w, p, q, r, φ, θ, ψ, ζ 1 , ζ 2 }, A, V path , K ij Transform velocities axis:
Calculate linear state references:
Calculate linear states (ξ, η), α and β 9:
Calculate inputs of the extended system 13:
Obtain real inputs 14:
return T, τ φ , τ θ , τ ψ given by γ d min , and the value of this distance. Then, if the distance to γ d min is larger than L, the VTP is defined as γ d min , making the vehicle move directly towards the path. When the vehicle is closer to the path, the algorithm will find the first point on the path, starting from γ d min , that is at an L distance from the vehicle, and will set it as the VTP. The fact that it starts to search the VTP from the point at a minimum distance (γ d min ) going forwards, ensures that the vehicle moves always forwards on the path. The next step of this algorithm is to calculate the references, which are the outputs of the controller. This is important to ensure the correct adaptation of the algorithm from 2D to 3D. First of all, similarly to the 2D-NLGL algorithm, the yaw reference angle is calculated as the angle that would face the vehicle towards the VTP, projected in the xy plane of the vehicle. Then, as in the 
Calculate γ V T P : 4: if d min > L then 5:
γ V T P := γ d min 6: else 7:
Calculate references: . An autopilot is needed, implemented as a set of Proportional-Integral-Derivative (PID) controllers designed to control the attitude, altitude and velocities. This autopilot has been designed following a cascade control structure formed by a velocity controller (u and v) and an attitude & altitude controller (φ, θ, ψ and z), as illustrated in Fig. 6 . In this figure, the complete control scheme including the PF controller, the autopilot and the plant is presented. PID controllers are designed by means of the pole placement technique using the linearised plant. The PID parameters of the autopilot are given in Table 3 . It is important to mention that, with an SGC structure, the path following controller's behaviour will always be affected by the performance of the innerloop controller. Other techniques, such as LQR, could be applied to design the autopilot controller with different results. However, the PID controllers, which do not require the full state estimation, have been chosen by their simplicity which is aligned with the simplicity of the geometric algorithms. This allows to make a comparison of the control algorithms (Backstepping and Feedback linearisation) with the simplest PF algorithms.
Three-dimensional Carrot-Chasing
Carrot-Chasing is also a geometric algorithm based on the VTP concept. In the CC approach, the VTP is called carrot and is obtained as the point at constant length δ along the path from the point at a minimum distance to the vehicle. That is, δ is computed along the path arc length, and therefore it is not equivalent to the Euclidean distance computed in the NLGL algorithm. The vehicle, which is required to move at a constant speed, is faced to the VTP by changing its yaw angle, and thus it is said to chase the carrot.
Again, it can be noted that the algorithm is designed to operate in the twodimensional space. Thus, in this paper it has been modified and adapted to work in the three-dimensional space. The resulting developed 3D approach is found in Algorithm 4. This algorithm is very similar to the 3D-NLGL algorithm, since the structure and the operations to calculate the references are identical. However, in this case the VTP is obtained as the point on the path that is at a δ length from the γ d min point, where this length is computed along the path arc. Another 
Calculate references:
difference between CC and NLGL algorithms is that in CC the VTP is always calculated the same way, regardless of the distance from the UAV to the path. The control structure used to apply the 3D-CC is the same as the 3D-NLGL, represented in the Fig. 6 . Thus, the same autopilot has been used.
Algorithm comparison based on simulation results
In this section a set of simulation results comparing the four algorithms described previously is presented. The simulations have been performed on the Quad-Sim simulator stated in section 4.1. The desired path is a helix defined by
where A is the radius of the helix, which is 3 meters. Note that with this definition the path starts at 3 meters of altitude. Additionally, the vehicle is required to travel at a constant velocity V path on the path and with a yaw angle tangent to the path. To meet the velocity specification with the Backstepping controller, the desired evolution of γ has been set as defined in Eq. (45) . The yaw requirement is assured by defining the rotational matrix as in Eq. (18) and including the PD-like controller for the angular acceleration on the z axis as defined in Eq. (19) .
Assuming that the vehicle's orientation is tangent to the path, γ can be obtained subtracting π /2 to the yaw reference (ψ ref ). Thus, function f z (x) (Eq. 36 of Feedback Linearisation algorithm) becomes
In the FL controller the desired velocity requirement is met by making the reference of the first derivative of h 3 (η ref 12 ) equal to V path . The feedback gain K 31 , which regulates the position of the vehicle along the path, is set to zero. Hence, h 3 is only in charge of controlling the velocity of the vehicle along the path. On the other hand, to follow the yaw specification, the reference for h 4 is calculated as the path tangent angle on the closest point of the path to the vehicle, as seen on line 8 of the Algorithm 2.
For the 3D-NLGL and 3D-CC algorithms, the velocity and yaw specifications are accomplished by construction.
The control parameters for each of the four algorithms have been tuned as those that achieve the least mean absolute error (MAE) in terms of distance to the path error. This MAE has been evaluated in the simulation platform presented on the next subsection (5.1) These parameters are presented in Table 4 . For the geometric algorithms, as they only have one parameter to tune, a parameter sweep was performed in order to find the value which procures the minimum distance MAE for the defined path. It is important to remark that those parameters depend on the velocity of the vehicle and the path shape. Regarding the FL algorithm, the constants that control each of the four linear subsystems (xy-position, altitude, path velocity and yaw ) were tuned separately minimizing the error of each variable. It was done by means of an iterative redesign through the pole placement technique, assuring stability on each iteration. Once the constants of each subsystem were obtained, it was verified that the complete system still behaved with minimum path following error and that it was stable. In the BS algorithm, the stability of the controlled system is very sensitive to changes in the control parameters (k 1−4 ). As they were difficult to tune, they were empirically set to make the system stable. The rest of the parameters of this algorithm were obtained by means of a parameter sweep search. Table 4 Control parameters for each algorithm.
Algorithm Parameters
Backstepping k 1 = 2, k 2 = 1, k 3 = 50, k 4 = 2, kγ = 50, l 1 = 10, l 2 = 2, pmax = 1, k f = 10 Three types of results are reported in this section. First, on the steady state regime, when the vehicle has converged to the path. Next, on the transient regime, changing the initial state conditions. Last, with time-varying wind disturbances.
Simulation platform
The simulation platform used in this paper is the Quad-Sim simulator [38] . An open source MATLAB tool developed by a group of students from the Drexel University that allows the modelling and simulation of quadcopter vehicles for control system design.
This platform is built by Simulink models of the dynamic system behaviour. It implements the non-linear dynamic equations of the quadrotor vehicle, described in Section 4.1, as well as the dynamics of the motors and other aerodynamic effects, such as drag forces. The motors are modelled as a first order system with a saturation on the angular velocity. The values of some of the most important parameters of the employed simulation model are detailed in Table 5 .
The authors of the present paper considered this tool suitable to apply and compare the developed algorithms since it implements a conventional non-linear and complete dynamic model of the quadrotor vehicle, which has been commonly described in the literature [52] [13] . Moreover, simulation provides the ground truth and repeatability necessary to compare PF algorithms.
Steady state regime
This section shows results about the steady state regime of the vehicle's response with each controller. Steady state refers to the controller's error being constant. The performance of the four algorithms for one full lap of the helix is compared in Table 6 . The columns relate to: the time to travel one lap, the mean of the distance to the path (d), the mean absolute yaw error, the mean velocity of the quadrotor and the computational effort of the algorithm. The path distance is the minimum distance between the path and the vehicle, the mean absolute yaw error is calculated from the error between the vehicle's yaw angle and the path tangent angle and the computational effort is a dimensionless parameter that represents the normalized computation time of each algorithm.
The computational effort was calculated as follows: A discrete time simulation with a time step of 1ms was performed for each of the four algorithms and the execution time of each block of the simulink model were monitored. The runtime dedicated to execute the calculations of the control part were divided by the runtime needed for the calculations of the dynamics of the system for each algorithm. Assuming that the time dedicated to compute the dynamics of the quadrotor is similar on each execution, the obtained quotient is considered a representative value to evaluate the computational effort. Finally, result was normalized, setting to 1 the lowest one which corresponds to the NLGL algorithm. The implementation of the algorithms was not optimized in terms of computation time. Nevertheless, none of them includes especially intensive calculations (such as solving optimization problems or matrix operations). Thus, they are subject to slight changes on the computation effort term. The three-dimensional trajectory for one lap of the helix in steady state regime using the 3D-NLGL algorithm is shown in Fig. 7 . The performance of this algorithm in path distance is poor compared to the other algorithms where the vehicle stabilized closer to the path.
Transient regime
In these simulations the initial state conditions are modified to observe the transient behaviour of the algorithms. In particular, the effects of changing the initial x-coordinate of the vehicle and the effects of varying its initial yaw are analyzed.
In the simulations where the initial x-coordinate position changes, the quadrotor starts on the position given by x = {0.5k | k = 1..12}, y = 0 and z = 3. The initial yaw angle is 90 degrees in the case of the BS and FL controllers whereas in the geometric algorithms the vehicle faces the VTP. This orientations result in a minimum initial yaw error. The initial vehicle's linear velocities, angular velocities, accelerations, roll and pitch angles are zero. Fig. 8 shows four performance indicator graphs, for each algorithm and for each initial position. First, the time the quadrotor takes to converge to the path. Convergence condition is defined as the vehicle remaining at path distance less than 10 times the stable state regime error. Second plot shows the accumulated distance to the path during this convergence period. Note that the periods are different for each algorithm, since their stabilization time are different. The third graph, shows a parameter for the control effort, i.e. the mean of the absolute value of the control action derivative. Note that the control action of motors (u mi ) is given in percentage. Finally, the convergence position on the path given by γ is represented, where the magnitude of γ is given in number of radius along the path (A). The mathematical definition of these indicators is stated in Eqs. (47)-(50), where t conv is the stabilization time, d is the distance to the path, d ss is the distance error on the steady state regime, d int is the integral of the path distance on the convergence time, c ef f is the control effort term, u mi is the control action of the ith motor and γ conv is the convergence position given by the virtual arc parameter.
γ conv = γ(t conv ) (50) Fig. 9 and Fig. 10 show the three-dimensional trajectory when the initial xcoordinate is 0.5m and 6m, respectively, comparing the response of the four algorithms for one lap. In both figures, circles indicate the convergence point of each algorithm. A solid line represents the convergence trail, and a dotted line where the vehicle has converged.
The simulation results changing the initial yaw angle are shown in Fig. 11 . In these simulations the vehicle starts at the initial point of the path (x = 3, y = 0, z = 3) and the yaw orientation varies from 0 to 180 degrees in steps of 22.5 o in each simulation. The rest of the initial state conditions are identical to the previous simulations. Furthermore, the plots represented in Fig. 11 are equivalent to the ones found in Fig. 8 . Since the convergence criterion only takes into account the distance to the path, in some cases it is considered that the quadrotor has converged to the path while there is still significant yaw error. Once more, the three-dimensional trajectory plots comparing the behaviour of each algorithm are presented in figures 12 and 13, for the extreme cases of the initial yaw angle. The convergence point, represented with a circle, divide the convergence trail (solid line) and the rest of the trajectory (dotted line). 
Wind disturbance
In the real world, UAVs deal with diverse environmental influences, such as wind disturbances. Thus, it is of utmost importance that path following algorithms show robustness to these external disturbances. The performance of the implemented algorithms in the presence of time-varying wind is analysed in this section.
To carry out these simulations a wind force has been created. Both its magnitude and direction changes randomly, ranging from 0 to 1 Newton and from π /8 to 3π /8 radians (i.e. north-east direction), respectively. The performance of each of the four algorithms following the helix path with this wind disturbance force is shown in Fig. 14. In this simulations the vehicle starts from the initial point of the path at hover conditions (i.e. zero linear and angular velocities), and it is requested to follow the path for 100 seconds.
The first and second plot of Fig. 14 show the wind magnitude and direction, respectively, changing every 10 seconds. The third plot shows the evolution of the path distance error for each algorithm during the 100 seconds experiment.
The results of the simulation experiment of Fig. 14 Table 7 : the average path distance error, the average yaw error, the average velocity and the path travelled (given by the virtual arc γ), for each algorithm. 
are summarized in

Discussion
From the steady state regime simulation results, in Table 6 , it can be observed that the Backstepping algorithm is the one that achieves the best performance in terms of distance to the path, which is usually the most important parameter. BS presents a little more than 1.5mm of error, compared to the 8mm of the Feedback Linearisation algorithm or the almost 2cm of the geometric algorithms. However, the BS algorithm presents a very large computational effort in comparison to the other algorithms, which obtain similar values of this indicator. Another drawback of the BS algorithm is that it reduces the cruise velocity in order to achieve this great precision. This is observed in the higher time that it takes to accomplish one lap of the helix. Regarding the yaw error, again the Backstesping algorithm has the best response with a mean yaw error of 1.6 o . The geometric algorithms have a larger yaw error than BS because these algorithms are not designed to keep the vehicle tangent to the path but to face it to the VTP. FL algorithm shows a yaw error even larger than the geometric algorithms, although it is designed to be tangent to the path.
Regarding the transient regime results, in the simulations where the initial x-coordinate changes, the 3D-NLGL algorithm presents the worst transient behaviour. It has wide oscillations along the path that increase its convergence time. The 3D Carrot-Chasing algorithm also presents an oscillating performance. However, the oscillations are smaller, as can be noticed from the 3D plots of Fig. 9 and Fig. 10 . This performance distinction between the two geometric algorithms is due to the way they approach to the path. The 3D-NLGL algorithm moves directly to the minimum distance point on the path (γ d min ), while the 3D-CC moves always to a δ distance from this point. This slight difference becomes significant on the final performance. From our experience, these oscillations on the geometric algorithms, and thus the convergence time, can be reduced by increasing the geometric control parameters (L and δ). However, this results in an increment of the path distance error too.
The modified initial x-coordinate simulations also reflect that the controloriented algorithms (BS and FL) obtain very similar stabilization times. Neverthelles, FL results in higher path distance errors because it converges to a further point on the path, as evidenced by the convergence path position plot (Fig. 8) .
The control-oriented algorithms, especially the FL algorithm, make a higher control effort to remain on the path (Fig. 8 ) than the geometric algorithms. Control effort results at x = 3 should not be considered as some algorithms converged with as few as 2 or 3 time steps.
Analysing the results in which the initial yaw orientation is varied, it can be seen again that the control-oriented algorithms obtain better performance than the geometric ones. 3D-NLGL and 3D-CC perform similarly in terms of convergence time and path position. That is because, when the vehicle is close to the path, the distinct behaviour between these two algorithms on the approach to the path takes no remarkable effect. Also, it is important to note that the control-oriented algorithms make a significantly larger control effort to correct the yaw angle than the geometric algorithms. That is due to the aggressive yaw control that the BS and FL algorithms produce.
When the quadrotor deals with the effect of time-varying wind disturbances, represented in Fig. 14 and Table 7 , FL algorithm performs worst. BS is the algorithm that handles best the external forces in terms of path distance error. Note that, apparently, the FL does not have sufficient strength to cope with wind, evidenced by its low average speed and the short distance along the path (γ = 2.72) that it is able to cover, compared with the other algorithms. The yaw error of geometric algorithms is larger than the one of BS, while the path distance error is similar. Table 8 presents a comparison between the four algorithms summarizing the simulation result analysis and other qualitative indicators. This table sorts from best (1) to worst (4) the four algorithms on each qualitative aspect.
Regarding the design & tuning effort, the geometric algorithms (3D-NLGL and 3D-CC ) are easier to implement and they require only one parameter to tune. In contrast, the implementation of the control-oriented algorithms (BS and FL) is tedious since both present several complex derivatives and they have more parameters to tune. Furthermore, in the FL algorithm it is necessary to define a mathematical function (h 3 ) that calculates the minimum distance point on the path (γ d min ) given the position of the vehicle. This function depends exclusively on the geometry of the path and no solution is guaranteed to exist for every path. The path adaptability defines the capability of each algorithm to adapt to different types of paths. The requirement of finding h 3 makes FL the worst for adapting to new path shapes. The BS algorithm is rated third since the defined path (p d (γ)) needs to be continuous and derivable. The geometric algorithms are again the best rated because they can be adapted to any path by changing only their specific control parameter.
The control-oriented algorithms require the full state information, while the geometric ones (along with the PIDs of the autopilot) only require the position, attitude and the velocities on the x and y axis. Furthermore, the design of the control-oriented algorithms is model-based, while it is model-free in the geometric algorithms. Because of this, they can be applied to different kinds of vehicles. Both qualitative aspects are reflected in Table 8 .
To end up, the domain of attraction of each algorithm is evaluated. The behaviour of the algorithms with the vehicle away from the path and in different initial conditions is analysed. Backstepping is global since it is based on the nonlinear model and it includes a saturation on the position error term that results also in a saturation on the control actions. The BS algorithm is rated first on this characteristic since when the vehicle is far from the path and independently of the initial condition it is always able to converge to the path. Feedback Linearisation should be a global algorithm as well, since it is based on a full-state non-linear dynamic inversion. Nevertheless, the simulation results show that it is not really global, since it becomes unstable in specific initial conditions. That is, opposite to the BS case, the approach velocity of the FL algorithm grows unbounded as the distance to the path increases. Moreover, it gets unstable when the vehicle is in position x = 0, y = 0 since the third output (h 3 ) is indeterminate. This is the reason why the transient experiments start on x = 0.5m and not on x = 0. For these reasons, the FL algorithm is rated worst in the domain of attraction aspect. Regarding the geometric algorithms, the NLGL has a domain of attraction defined by the distance L. When the vehicle is further away a special procedure must be performed, which may not assure stability. The CC is considered global, as the convergence to the path is assured for any position of the vehicle. Note that the analysis of the domain of attraction for the geometric algorithms depends exclusively on the position states, since the rest of states (velocity, orientation and angular velocity) are controlled by the autopilot.
Conclusions
This paper deals with the trajectory control problem, which can be solved by path following or trajectory tracking. The concept of path following has been defined. According to the reviewed bibliography, it results in a smoother convergence to the path, less demand of control effort, a stronger robustness and other advantages over traditional trajectory tracking.
This survey paper gives a comprehensive review of PF algorithms. Several path following solutions applied to different types of UAVs, such as fixed-wing vehicles, helicopters and quadrotors, have been reviewed. Then, two control-oriented algorithms (Backstepping and Feedback Linearisation) and two geometric algorithms (NLGL and Carrot-Chasing) have been implemented to solve the path following problem on a quadrotor vehicle. Additionally, the geometric algorithms have been adapted to cope with three-dimensional paths. Finally, these four PF algorithms have been compared in simulation using a helix as a reference path.
Simulation results reveal that the Backstepping algorithm achieves the best performance in terms of path distance and yaw error as well as the best behaviour out of the path and at high velocities. However, it results in a very high computational effort and a significant control effort. Meanwhile, the 3D Carrot-Chasing algorithm, in spite of its worse path distance performance, turns out to be easier to implement on any type of path, requires less state information and it results in a lower computational and control effort. Therefore, the authors consider that, among the implemented algorithms, these two are the best to solve the PF problem. The choice between them would depend on the problem requirements.
In this paper the path following algorithms have been compared in virtue of its intrinsic and theoretical characteristics. Other features related to the experimental platform, such as sensor models, uncertainties or communications, have been excluded from this survey. Drawing from the conclusions of this comparative study, future work is to apply the algorithms in real flight experiments. A previous step is to develop a realistic quadrotor path following simulation benchmark, in which the authors are already working.
