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ABSTRACT
Scaling laws have been observed in many natural and engineered systems. Their existence can give useful information about
the growth or decay of one quantitative feature in terms of another. For example, in the field of city analytics, it is has been
fruitful to compare some urban attribute, such as energy usage or wealth creation, with population size. In this work, we use
network science and dynamical systems perspectives to explain that the observed scaling laws, and power laws in particular,
arise naturally when some feature of a complex system is measured in terms of the system size. Our analysis is based on
two key assumptions that may be posed in graph theoretical terms. We assume (a) that the large interconnection network
has a well-defined set of communities and (b) that the attribute under study satisfies a natural continuity-type property. We
conclude that precise mechanistic laws are not required in order to explain power law effects in complex systems—very generic
network-based rules can reproduce the behaviors observed in practice. We illustrate our results using Twitter interaction
between accounts geolocated to the city of Bristol, UK.
Introduction
A common theme in recent network science studies has been to partition the vertices of a given graph into modules, also called
clusters or communities1, by optimizing a modularity measure,2–4. Conceptually, graphs with high modularity have a dense set
of connections between vertices within modules but only sparse connections between vertices within different modules. Thus
modularity is usually employed in detecting community structure within large graphs; for example, peer-to-peer friendship and
communication graphs often have a high modularity5. The calculation of a graph’s modularity typically involves some heuristic
to search over suitable partitions so as to maximize the chosen modularity measure. Our aim is to reverse this procedure.
Suppose instead that we form a new graph by bringing together a number of separate (disjoint) graphs, each densely
connected, as potential modules, and then add a few new edges between nodes from different modules so as to sparsely connect
up the whole. Such a modular graph of graphs can form a model of network growth in various applications; see6 for example.
Indeed, the widely used stochastic block model7 can be viewed as a parameter-rich extension to this idea, where edges within
and between blocks of nodes are defined with different, independent probabilities. By considering the growth of such modular
graphs as further modules are added, we wish to highlight generic properties of functionals that are well defined over the space
of high modularity graphs. In particular we will show that scaling laws arise for well behaved functionals, and that power laws
are the dominant form of scaling laws.
We believe that this theoretical work adds clarity to the rich and growing literature on empirically observed scaling laws8.
For example, focusing on the field of urban analytics, numerous studies have recorded the growth of some urban indicator, such
as wealth, crime rate, walking speed, innovation and energy usage, in terms of population size9–17. Particular attention has been
paid to the distinction between sublinear and superlinear scaling. The sublinear case has been associated with the efficient use
of resources. Analogies have been made between urban growth and other complex systems18–20, and in some cases mechanistic
models have been proposed in order to account for the observed behavior9,21.
Overall, the main contributions of this work are
• to propose a model of network growth based on sparsely connecting a collection of modules
• to impose a realistic assumption that allows us to study functionals of these graphs in terms of the functionals of their
underlying modules
• to show that scaling laws arise naturally in this context
• to argue that power laws are a natural form of scaling law that, in particular, may be motivated from a dynamical systems
viewpoint
• to establish that these conclusions apply generically to properties defined by local averaging over vertices, edges or other
local substructures
• to show that a generalized model based on random selection of modules produces a result that is sandwiched between
scaling laws
• to illustrate the relevance of these conclusions using geolocated social media data.
Methods and Results
Preliminaries
For any pair of sets, S1 and S2, we denote their disjoint (or discriminated) union by
S1
⋃
D S2.
This indexes the elements in the union according to which of the sets they originated in. The operation obviously extends to
one defined on graphs when it is applied to the vertex sets, and consequently any and all edges in the disjoint union of the
graphs are inherited directly from the component graphs. Hence the disjoint union of two graphs simply considers them both
together, side by side, as a single graph, and is independent of their original indices. A matrix-level description of this operation
is summarized in (8).
Let S denote the collection of finite undirected graphs with no self-loops and no repeated edges. It is obviously closed
under the operation of disjoint union. In particular if S ∈S and n ∈ Z+, the positive integers, then we will write nS ∈S to
denote the disjoint union of n isomorphisms of the graph S, that is,
nS= S
⋃
D S
⋃
D S . . .
⋃
D S.
Let Q : S → R denote a real functional defined over S . Then Q(S) measures some property of S which relies on whatever
is known about the relationships between its sub-elements (structures), or particular subsets of its sub-elements or vertices.
Many graph theoretic properties, including size, average degree, edge density, averaged clustering coefficient, average centrality
and various types of modularity measure can be represented by such a Q.
We wish to consider properties that are invariant under isomorphisms (re-indexing of the vertices) of S. So a priori the
particular indexing of S is irrelevant and there are no distinguishable vertices. We also wish to consider those functionals Q that
are effectively continuous with respect to the existence of edges in S, in the sense that if the edge set, E(S), changes by a small
amount (relative to the whole) while the vertex set, V (S), remains the same, then Q changes by a correspondingly small amount.
To make this notion precise, let S1 and S2 be graphs on the same set of vertices, with nonempty E(S1)⊂ E(S2). Then let us
assume that there existsC > 0 such that, for all such S1 and S2 ∈S ,
|Q(S2)−Q(S1)| ≤C
|E(S2 \S1)|
|E(S1)|
. (1)
Thus the change in Q is linearly bounded by the relative change in the size of the edge set. So if a new fraction ρ of edges are
added to S1 then the change in Q is less thanCρ , independently of the choice of S1.
This condition is not satisfied in some immediately obvious cases: for example, if Q counts the number of disjoint connected
components then a single additional edge can join two components. Yet the condition holds for properties such as the small
world clustering coefficient, the vertex averaged centrality, and various types of modularity. We return to this issue later—see
Theorem 1 and its accompanying discussion.
We wish to consider the consequences of condition (1) in the case where we add a few extra edges to nS. We add these
edges between the distinct isomorphisms of S, so that the whole, denoted by n̂S, becomes simply connected. This requires
approximately n extra connecting edges. So, under (1), for all S we have
|Q(n̂S)−Q(nS)| ≤C
n
E(nS)
=
C
E(S)
.
We see that as E(S) become large the change in Q becomes negligible. We may (sparsely) connect up the isomorphisms of S
without changing Q too much.
We emphasize that our overall aim is to study the behavior of a property Q as the network size grows—this captures a regime
in which scaling laws are recorded in the experimental literature. Our model for network growth is to add sparse connections to
the disjoint union of an increasing number of smaller graphs. This approach is motivated by empirical observations that many
real networks have strong modularity. In particular,6 showed that networks of geolocated social media interactions within UK
cities can be accurately recreated from individual modules and cities of different sizes are made up of similar modules. We
have now shown that if Q satisfies the condition (1), then the model may be simplified further; we may focus our analysis on
the disjoint union. On this basis, we are now in a position to introduce and study the concept of a scaling law.
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Scaling Functions
A scaling law is a functional relationship between two physical quantities. In the urban growth context that we highlighted
in the introduction, the number of nodes plays the role of population size. The network property Q represents a quantity of
interest; for example, in21 this includes measures of energy consumption, economic activity, demographics, infrastructure,
innovation, employment, and patterns of human behavior. Using our model of network growth, we will say that a scaling law
exists if there is a scaling function: G :R×Z+ →R that describes how the functional Q behaves for disjoint unions of multiple
isomorphisms of any set in S as follows:
Q(nS) = G(Q(S),n), (2)
for all S ∈S . Applying G twice, first for n isomorphisms of S and then for m isomorphisms on nS, it is evident that it must
satisfy the functional equation
G(Q,nm) = G(G(Q,n),m), G(Q,1) = Q, (3)
for all n and m in Z+ and Q ∈ R+. The identity (3), which is a simple, automatic consequence of a scaling law, will prove to be
extremely useful in our analysis.
Power Law Growth and Decay
We continue by recalling the analysis in [6, Appendix A]. Based on the observation that G(Q,n) = Q/nα satisfies (3), for all
α ∈ R, we consider the ansatz
G(Q,n) =
Q
nα
+g(n),
where g(1) = 0. Suppose that α 6= 0 and g is differentiable, and assume that (3) holds for n and m real. Then directly
g(nm) =
g(n)
mα
+g(m).
Differentiating with respect to n and setting n= 1 while g′(1) = αβ for some β ∈ R, we have
g′(m) =
αβ
mα+1
.
Hence, using g(1) = 0, we obtain g(m) = β
(
1− 1
mα
)
, and thus
G(Q,n) = Qn−α +β
(
1−n−α
)
(4)
is a solution of all α, β ∈ R, as derived in [6, Equation A.7].
If α is negative (respectively positive) then we obtain power law growth (respectively power law decay to a constant) of the
property as the size of the set, measured by n, grows. A value of α different to 1 in (4) corresponds to nonlinear growth, with
respect to n.
Now while we might hope that (3) excludes other growth possibilities, and thus explains the ubiquity of power laws
observed within many applications, this is simply not so. Consider G(Q,n) = Qn. This is evidently a solution of (3). However,
in the next subsection, we use a dynamical systems viewpoint in order to argue that the asymptotic power law growth identified
in (4) is generic.
The Semigroup Property
Let us relax n to be real and define H(Q,u) = G(Q,eu), for u in R. Then (3) implies
H(Q,u+ v) = H(H(Q,u),v), H(Q,0) = Q. (5)
So (3) is equivalent to this nonlinear semigroup property. Here u (and v) is time-like and moves H along the orbit of an
autonomous dynamical system over R starting out from Q at time zero. So if F(u|Q) denotes the solution of an autonomous
ordinary differential equation, with independent variable u, subject to the initial condition F(0|Q) = Q, then we may set
H(Q,u) = F(u|Q) and obtain a solution of (5).
In the linear case where F ′ = α(β −F) and F(0) =Q, we have H(Q,u) = F(u|Q) = β +(Q−β )e−uα , implying G(Q,n) =
Qn−α +β (1−n−α), which agrees with the expression derived directly in (4). It is important to note that this linear case is
relevant to a general nonlinear system that has approached a steady state—close to rest points any such qualitative equation is
3/12
accurately described by its linearization. We therefore argue that the ubiquity of observed (near) power law growth and decay
can be associated with the generic local behavior of any linear or nonlinear model that has reached equilibrium.
As an illustration, we note that power law decay applies to the usual modularity measure itself. In6 the authors derive a
lower bound for the modularity of a disjoint union of n graphs, in terms of the modularity of the components, each considered
in isolation (recall that 1 is always an upper bound for a graph’s modularity). Indexing the component graphs, Sk, by k= 1, ...,n,
they obtain the following lower bound on the modularity of the disjoint union, in terms of the modularities (and thus the
partitions) of the separate components:
n
∑
k=1
m2k
m2
Rk+
n
∑
k=1
mk
m
(m−mk)
m
(
Fk
2mk
)
. (6)
Here mk denotes the number of edges in Sk, Rk denotes the modularity of Sk and Fk denotes twice the number of edges in Sk
that connect vertices both lying within the same module (that is, the same element of the optimal partition of Sk employed in
defining Rk). So Fk/2mk is simply the fraction of edges of the kth graph that remain within a single module.
Now let us define the measure Q so that Q(nS) is the lower bound given by (6) for the modularity of the disjoint union of n
isomorphisms of any S, given that Q(S) is equal to R(k), the actual modularity of S (whence the lower bound is exact). Now
applying (6) for a disjoint union of n isomorphisms of a graph, S, where Rk = Q(S), mk = m/n, and Fk/2mk ≡ ρ(S), for all
k = 1, ...,n, we may define
G(Q(S),n) =
Q(S)
n
+ρ(S)
(
1−
1
n
)
.
Here ρ(S) and Q(S) are simply functional properties of the graph S and by construction G(Q(S),n) gives the corresponding
lower bound for the modularity of nS that (i) is a scaling function satisfying (2), and (ii) is of the form anticipated in (4) with
α = 1 and β = ρ .
Constraints on the Functional Q(S)
So far, we have (a) justified a disjoint union network growth model under the assumption (1) on the property of interest and (b)
argued that among the collection of scaling laws (2), a power law from is the most natural. In considering the relevance of these
observations, it is natural to ask what types of functional, Q(S), admit a scaling law (2). The following result addresses this
question by providing a sufficient condition.
Theorem 1 Suppose that for all S0 ∈S there exists C(S0)> 0 such that Q satisfies
|Q(S1
⋃
D S0)−Q(S2
⋃
D S0)| ≤C(S0)|Q(S1)−Q(S2)|, (7)
for all S1 and S2 ∈S . Then there exists a scaling function, G, such that (2) must hold for all S in S .
Proof We shall assume (7) together with the converse of (2) and establish a contradiction.
If (2) fails then there must exist a pair of graphs S1 and S2 in S and a smallest integer n
∗ > 1, such that Q(nS1) = Q(nS2)
for n = 1, ...,n∗− 1, (that is Q cannot distinguish between nS1 and nS2 for n < n
∗) and yet Q(n∗S1) 6= Q(n
∗S2) (so Q can
distinguish between n∗S1 and n
∗S2). Such a situation would make any desired G ill-defined.
On the other hand if Q(S1) = Q(S2) implies Q(nS1) = Q(nS2) for all n ≥ 1, and for all S1 and S2 in S , then G may be
constructed pointwise, at say (Qˆ,n), for all values Qˆ within the range of Q (over S ) and all n (by selecting any S for which
Q(S) = Qˆ and assigning the corresponding value Q(nS) to G(Qˆn)).
Now, assume that Q(nS1) = Q(nS2) for n= 1, . . . ,n
∗−1 then
|Q(n∗S1)−Q(n
∗S2)| = |Q(S1
⋃
D (n∗−1)S1)−Q(S2
⋃
D (n∗−1)S2)|
≤ |Q(S1
⋃
D (n∗−1)S1)−Q(S2
⋃
D (n∗−1)S1)|
+ |Q(S2
⋃
D (n∗−1)S1)−Q(S2
⋃
D (n∗−1)S2)|
≤ C((n∗−1)S1)|Q(S1)−Q(S2)|
+C(S2)|Q((n
∗−1)S1)−Q((n
∗−1)S2)|.
Both terms on the right hand side vanish, so Q(n∗S1) = Q(n
∗S2), giving the required contradiction.
A straightforward corollary to Theorem 1 is that any graph property defined by averaging or summing over some local
property belonging to vertices, edges, or other well defined substructures, must have a scaling function. Moreover it must be
linear in Q. To see this, let µ(S) denote the total mass in S, over which such an average of some local property is taken. Then
Q(Si
⋃
D S0) =
µ(Si)Q(Si)+µ(S0)Q(S0)
µ(Si)+µ(S0)
.
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Applying this for i= 1,2 we have
(µ(S1)+µ(S0))Q(S1
⋃
D S0)
−(µ(S2)+µ(S0))Q(S2
⋃
D S0) = µ(S1)Q(S1)+µ(S0)Q(S0)
−µ(S2)Q(S2)−µ(S0)Q(S0)
= µ(S1)Q(S1)−µ(S2)Q(S2).
By Theorem 1 the “total sum” property, Q˜(S) = µ(S)Q(S), has a scaling function, G˜ say, and
µ(nS)Q(nS) = G˜(µ(S)Q(S),n).
Hence
Q(nS) =
G˜(µ(S)Q(S),n)
µ(S)n
.
But this last must hold for all Q(S) and all µ(S), which might vary independently. Yet the left-hand side is independent of µ , so
G˜ must be linear in its first argument, say G˜(µ(S)Q(S),n) = h(n)µ(S)Q(S), for some function h(n), and thus
Q(nS) =
h(n)Q(S)
n
≡ G(Q(S),n),
which is linear in Q, as we claimed.
Matrix Function Viewpoint
Suppose that Q(S) = q( f (M)) is in the form of a real-valued functional, q, of a matrix valued function, f , of either the adjacency
matrix, the graph Laplacian matrix, or the normalised graph Laplacian matrix22. We use M to denote any such matrix. If Mi is
the corresponding matrix for each Si, i= 0,1,2, then that for Si
⋃
D S0 is block diagonal:[
Mi 0
0 M0
]
. (8)
Hence if the f (Mi) are well defined (the spectra of theMi avoids any singularities and branch cuts for f ), then f is also well
defined for the discrete union, and
f
([
Mi 0
0 M0
])
=
[
f (Mi) 0
0 f (M0)
]
.
Then
|Q(S1
⋃
D S0)−Q(S2
⋃
D S0)|=
∣∣∣∣q
([
f (M1) 0
0 f (M0)
])
−q
([
f (M2) 0
0 f (M0)
])∣∣∣∣ .
Now suppose that this last expression is bounded above by
C( f (M0))|q( f (M1)−q( f (M2)|=C( f (M0))|Q(S1)−Q(S2)|,
for some positive functionalC( f (M0)). Then Q has a well defined scaling function G, such that (2) must hold.
Simple examples occur when q( f (M)) denotes the sum or the modulus of product of the eigenvalues of f (M) (taking
C(M0) to be 1 and |det(M0)| respectively). Now considering the generic properties of matrix valued functions
23 we see that (if
we consider f as subordinate to a complex function) then these last are simply
Q(S) = q( f (M)) =
n
∑
i=1
f (λi) or Q(S) = q( f (M)) =
n
∏
i=1
| f (λi)|,
where the λi denote the eigenvalues of M, and f is any well defined function (meaning well defined at those eigenvalues).
Consequently any such Q(S) has a scaling function.
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Stochastic Growth and Scaling Laws
So far we have considered growth when a large network is developed by taking an increasing number of disjoint unions of
isomorphic communities, and loosely tying them together. This approach was motivated by the high level of modularity that
has been widely observed in real networks. The simplifying assumption that the communities are isomorphic allowed us to
reach precise mathematical conclusions; but in practice we would expect to see modules of different types. In this section, we
therefore test our conclusions on a more realistic, stochastic version of the model using real city data. This more general setting
is not so amenable to analysis, and hence we give a computational experiment which shows that the same broad conclusions
apply.
To set up the stochastic model, let ψ be a probability distribution defined over a finite subset Sˆ of S , that is, those S for
which ψ(S)> 0 is finite. Then suppose that we draw a sequence of graphs independently and at random from Sˆ using ψ , say
{S1,S2, . . .}, and define the cumulative random graphs
T (n) =
i=n⋃
D
i=1
Si.
Now consider a performance measure Q defined over S and satisfying the conditions of Theorem 1. Then Q has a scaling
law G such that (2) holds. In the stochastic setting of this section, let qmin =min{Q(S)|S ∈ Sˆ } and qmax =max{Q(S)|S ∈ Sˆ }.
Under the reasonable assumption that G(q,n) is monotonically increasing with respect to q, it is clear that
G(qmin,n)≤ Q(T (n))≤ G(qmax,n), n> 1.
Hence networks with stochastic growth processes, defined over a finite set of generating networks, are sandwiched between
scaling laws. We finish with an experiment on real data that tests the sharpness of these inequalities.
For our computational test, we use a network from Grindrod and Lee6 for the city of Bristol, UK. Figure 1 shows the
adjacency matrix. Here, we have 2892 nodes and 4538 edges. Each node represents a Twitter account that has been geolocated
to Bristol. An edge between two nodes indicates that the two accounts reciprocally mentioned each other at least once over the
period 1–28 October, 2014. In6 this network was also broken down into 20 modules; these are shown in Figure 2. This network
has the same 2892 nodes, and contains 4209 edges; so the modules capture 93% of the original connections. The module sizes
are 593, 536, 345, 172, 149, 147, 133, 129, 122, 104, 103, 95, 68, 54, 54, 32, 19, 16, 11, 10.
To produce Figure 3, we repeated the same experiment over five independent runs. In each case, we built up a block
diagonal matrix by drawing, with replacement, 100 modules. (So in the final network is about 5 times as big as Bristol. This
is to show the asymptotic behavior as the network grows.) In other words, we built a block diagonal matrix, where the 100
diagonal blocks are drawn randomly from the collection of 20. For k = 1,2,3 . . . ,100 we then add three edges, each edge goes
from a randomly chosen node in block k to a randomly chosen node in a different block. Hence, we add 300 new inter-block
edges to connect up the network. Then we go through the final adjacency matrix and look at the subnetwork containing all
the nodes in block 1, then all the nodes in blocks 1 and 2, then all the nodes in blocks 1, 2 and 3, and so on up to the final
case of 100 blocks. So we are growing the network one block at a time, adding a small percentage of random edges. As our
first network measure, we choose the number of pairs of nodes that are connected by a path of length five or less. The idea
is that a short pathlength-based distance defines a plausible circle of people who might do favors such as find employment
opportunities or provide some neighborly domestic support. We chose pathlength five because the individual modules are rich
in pairs of nodes connected by shorter paths, and we wished to allow the extra random edges to have some effect. We note that
this measure fits into the matrix function framework discussed above. The upper picture in Figure 3 plots the number of such
pairs against the network size. In the lower picture we repeat the same information on a log-log scale, with a reference line of
slope 1 added. An underlying staircase effect can be seen, which is caused by the heterogeneity of the modules. A least-squares
fit of a power law, log(y) = α log(x)+ constant, for each run, produced values of α = 1.3945,1.2483,1.2893,1.3161,1.4605
over the five runs. Figure 4 gives the corresponding results for the case where the network measure is the sum of components
in the Katz centrality vector. We recall5 that with an adjacency matrix B, the Katz centrality vector takes the form (I−aB)−11.
Here a is a parameter that must be chosen below the reciprocal of the spectral radius ρ(B). We note that ρ(B) is bounded by
the maximum network degree. In our case the maximum observed degree was 54, so we used a= 1/60 throughout. Individual
components in this type of centrality measure quantify the importance of network nodes, so the sum can be viewed as an
indication of overall effectiveness of the network. In this case we see that the growth is very close to linear; least-squares power
law values where 1.0044,1.0023,1.0015,1.0024,1.0043. Overall, the experiments are consistent with the results derived here,
and with the many instances of empirically observed power-law like behavior in the experimental literature.
Discussion
Our aim here was to develop simple, widely applicable, first principle arguments which show that power laws arise generically
when some feature of a complex system is measured in terms of system size. The conclusions follow from high-level
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assumptions concerning the modularity of the underlying networks, the continuity of the network measure of interest and the
existence of an underlying, possibly nonlinear, dynamical system describing its growth that has reached equilibrium. Further,
the broad conclusions were shown to be robust in an experiment where a stochastic version of network growth was used. There
are many ways in which these ideas could be pursued, including
• customized analysis of specific network measures, in particular for the case where the Lipschitz-style condition (1) fails
to hold,
• rigorous analysis of the case of stochastic growth,
• related analysis based on other models of network growth.
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Figure 1. Adjacency matrix for Bristol network. Dots indicate nonzeros. Node ordering is arbitrary.
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Figure 2. Modules for the Bristol network in Figure 1.
10/12
0 0.5 1 1.5 2
x 104
0
0.5
1
1.5
2
2.5
x 106
Number of nodes
G
ra
ph
 M
ea
su
re
100 105
101
102
103
104
105
106
107
Number of nodes
G
ra
ph
 M
ea
su
re
Figure 3. Five independent runs of network growth, showing network size against number of pairs of nodes connected by
paths of length five or less.
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Figure 4. Five independent runs of network growth, showing network size against sum of Katz centrality values.
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