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Een generalisatie van de methode van m rangschikkingen. 
1. Inleiding. 
De door ons te behandelen toets kan enerzijds beschouwd worden als 
een ~eneralisatie van de methode van m rangschikkingen van FRIEDMAN (zie 
[3] 1 ) en [5] hoofdstuk 6 en 7), anderzijds als een toepassing van de 
principes van de toets van WILCOXON (zie [8] en [11]). 
1.1 Methode der m rangschikkingen van Friedman. 
Wij beschouwen m waarnemers P1 , ... ,Pm. Iedere waarnemer rangschikt 
n objecten o1 , ..• ,On en drukt het resultaat uit in rangnummers. Zij rfv 
het rangnummer door Pf toegekend aan Ov. Indien wij de mogelijkheid van 
gelijke waarnemingen voorlopig buiten beschouwing laten, zal de rij 
rf 1 , .•. ,rfn een permutatie zijn van de getallen 1, .•• ,n. 
Wij verenigen de m rangschikkingen in schema (1): 
~ 
p '1 
P2 
( 1) 
pm 
waarin s.v 
def m 
=~ 
r/J-11. 
01 
r 11 
r21 
rm1 
s,., 
0 
n 
r 
mn 
De nulhypothese H0 van de toets houdt in: 
1°. Iedere rangschikking is een aselecte2) keuze uit de verzameling van 
alle permutaties der getallen 1, ... ,n. 
2°. De'rangschikkingen zijn statistisch onafhankelijk. 
De toetsingsgrootheid is: 
·( 2) 
n_ 
S def L,[s - ½m(n+1)} 2 . 
- Y=1 -v 
1) Cijfers tussen teksthaken [] verwijzen naar de literatuurlijst. 
2) ~fet woord "aselect" voor Engels "random" is ontleend aan de termino-
logie van Prof. Dr D.van Dantzig. 
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De verdeling van~ onder de hypothese H0 is voor kleine waarden van 
men n exact bekend. Voor grote waarden van m kunnen wij gebruik maken 
van het feit dat: 
( 3) 2 12S /r = mn(n+1) ' 
voor m ~ co asymptotisch verdeeld is volgens de zogenaamde j( 2-verdeling 
met n-1 vrijheidsgraden. 
1.2 Toets van Wilcoxon. 
Wij beschouwen twee steekproeven: 
x1, . • . , xn en y 1' ..• , y n 
1 2 
en wensen de hypothese H0 te toetsen, dat dit twee reeksen van onafhan-
kelijke waarnemingen uit eenzelfde verdeling zijn. 
Wij rangschikken daartoe de grootheden x 1, ... ,xn1, Y1 , .•. ,yn2 in 
een rij naar opklimmende grootte. Wij tellen het aantal keren, dater in 
deze rij een y-waarneming v66r een x-waarneming staat. Dit aantal wordt 
aangeduid met de letter U en is de toetsingsgrootheid van de toets van 
WILCOXON. 
n1 en 
maken 
(4) 
De verdeling van U onder de hypothese H0 1s voor kleine waarden van 
n2 exact bekend. Voor grote waarden van n1 en n2 kunnen wij gebrui'.: 
van het feit dat: 
✓-1~n1n2(n1+n2+1) 
asymptotisch normaal verdeeld is met gemiddelde Oen spreiding 1, indien 
n1-.. co, n2 ~ oo en ~1 en : 2 begrensd zijn~) Hierbij is aangenornen dat er 
in de rij x~, .•• ,x , 2 y~, -~,Y geen gelijke waarnemingen voorkomen. 
, n 1 , n 2 
Indien er wel gelijke waarnemingen voorkomen, levert de definitie 
van U moeilijkheden als bv. x 1=y .. Wij kennen aan U voor ieder dergelijk 
paar een bijdrage ½ toe. Tevens ioet voor dit geval de nulhypothese iets 
gewijzigd warden. Wij zullen deze gewijzigde nulhypothese hieronder be-
spreken. De verdeling van~ onder H0 is, noch voor kleine n1 en n 2 , noch 
asymptotisch voor grote waarden van n1 en n2 precies bekend. Doch indien 
de groepen gelij~waarnemingen niet te groot zijn, mag men aannemen dat 
de verdeling van U niet veel zal afwijken van de verdeling van de over-
eenkomstige U zonder gelijken. 
Wel exa~t bekend is de 11 variantie 11 er 2 van U onder H0 , als in de 
rij x1, ... ,xn1, y 1 , ... ,yn2 g groepen gelijken voorkomen met t 1,t2 _, ••• ,tg 
:::::::~:~:=~-~:::_~~ = 1 ook toe te laten bereiken wij dat:1=1t!= n1+n2 . 
3) Deze laatste voorwaarde is overbodigJA.B,~~,~). 
- 3 -
Uit een resultaat van J.Hemelrijk (zie [4]) kan gemakkelijk worden afge-
leid dat geldt: 
( 5) 
Opm.: Men kan de gereduceerde waarde U = U-tn1n2 van de toetsingsgroot-
heid van Wilcoxon ook berekenen door aan de waarnemingen x1 , .•. ,xn, 
1 
y1 , .•. ,yn naar opklimmende grootte rangnummers toe te kennen en deze 
rangnumme~s te verminderen met hun gemiddelde ½(n1+n2+1). U is dan gelijk 
aan de som van de aldus gereduceerde rangnummers der x-waarnemingen. Dit 
geldt ook als er gelijke rangnummers voorkomen. 
1.3 Parametervrije k steekproeventoets. 
De toets van Wilcoxon is door Kruskal [7], Rijkoort [9], Terpstra 
[10] en Krishna Iyer [6] gegeneraliseerd tot een toets voor k steekproe-
ven: 
xk'1' · •• ,xk n · 
' k 
Wij kennen nu aan al deze waarnemingen rangnummers toe naar opklim-
mende grootte, en reduceren deze rangnummers (d.w.z. wij verminderen de 
rangnummers met ½(N+'1) als N = ~~1 n~). Zij nu U~ de som van de geredu-
ceerde rangnummers van de steekproef H, dan is de toetsingsgrootheid van 
de k-steekproeventoets 
(6) 12 N(N+1) 
k U.2 
~- K, 
'-- n· 
'J< ==1 X 
Indien de hypothese H0 ,inhoudende dat de k steekproeven uit dezelfde 
verdeling komen, vervuld is, zal bovengenoemde toetsingsgrootheid asymp-
totisch verdeeld zijn.volgens de ;t 2-verdeling met k-1 vrijheidsgraden, 
als de aantallen n1 , .~.,nk naar oneindig gaan. 
2. Principe van de gegeneraliseerde methode van m rangschikkingen. 
2.1 Schema der waarnemingen. 
Wij kunnen ons schema (1) gebaseerd denken op een schema van waarne-
mingen, waarbij waarnemer Pf- een waarneming x~v gedaan heeft van object 
Oy. In het gege~eraliseerde schema wordt nu toegestaan, dat op een of 
meer plaatsen (f,Y) de waarneming ontbreekt, 6f dater in plaats van xf, 
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een steekproef van waarnemingen xfvH komt. Het aantal waarnemingen corres-
ponderend met plaats (f,~) duiden wij aan met kpv, 
Iedere rij van het schema bestaat nu uit n of minder steekproeven. 
Wij gaan nu in ieder van de rijen te werk als beschreven in 1.3. De som 
van de gereduceerde rangnummers corresponderend met de waarnemingen op 
plaats (1,v) duiden wij aan met u1,Y. Zijn er geen waarnemingenop plaats 
(y,v) dan is per definitie ujJ-,Y = o. 
De resultaten verenigen wij in het volgende schema: 
01 02 0 0 0 • 0 on 
p 1 ~ u.12 111n u11 
p2 ~ u22 u2n ( 7) u21 0 • 0 • 
u 
m1 u m2 u p mn 
- u.2 un m u, 
m 
waarin ~ def ~ N UV=== uf'". 
2.2 Nulhypothese. 
De hypothese H0 , die we wensen te toetsen, komt hierop neer, dat 1n 
ieder van de rijen de steekproeven uit dezelfde verdeling komen (deze 
verdeling behoeft niet voor alle rijen identiek te zijn) en de rijen ondcr-
ling onafhankelijkr zijn. 
De hypothese H0 kan als volgt nader 
waarnemingen van Pf corresponderen kfl = 
gespecificeerd worden: met de 
n L k u II gereduceerde rangnummcrr 
)l =='I / 
De verzameling van deze rangnummers is op een of andere wijze ver-
deeld in klassen corresponderend met de objecten 0 1, .•. ,on. 
De hypothese H0 houdt nu in, dat alle verdelingen van de rangnummers 
over de klassen even waarschijnlijk zijn. Verder moeten de verdelingen 
van de rangnummers over de klassen in de verschillende rijen onderling 
volledig onafhankelijk zijn. 
2.3 Variantiesen covariantiesder kolomtotalen. 
(8) 
en 
(9) 
als 
(10) 
Het is op 
t .... 2 ~ flV = 
vrij elementaire wijze na te gaan dat onder H0 geldt: 
- k ,l }) , k r' - k J-0 J K ,t,J-
( vi v') , 
, 
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waarbij 
tfJ = grootte van een groep gelljke rangnummers in rij }J-3 
gu.. 
I 
li,jk 
( 11) 
(12) 
= aantal groepen gelijke rangnummers in rij y, 
Vanwege de onafhankelijkheid der rijen kennen wij dan 
de varianties en covarianties van de kolomtotalen: 
2,4 Toetsingsgrootheid, 
ook onmiddel-
De toetsingsgrootheid kan gedefinieerd worden als de absolute waarde 
van een breukj waarvan de teller wordt afgeleid van de determinant 
O' O' l.L 
ll 111 
LL u.. 0 
- h 
door een willekeurige riJ en een willekeurige kolom (mits niet de laatste 
rij of de laatste kolom) weg te laten en de noemer wordt afgeleid van de 
determinant 
0 CJ' 
I I IY! 
hi 11 n 
door een willekeurige riJ en een willekeurige kolom weg te laten, 
Het kan gemakkelijk aangetoond worden dat alle aldus verkregen 
grootheden gelijk zijn. 
Noodzakelijk voor de existentie van deze toetsingsgrootheid is 1 dat 
de rang van de matrix 
(J 
II I h. 
0 (5' 
l"ll n11 
gelijk ia aan n-1, 
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Het kan aangetoond worden dat,zo de rang van S gelijk is aan n-r < n-1 
me~ de rij getallen I(1, ... ,n) kan verdelen in juist r deelrijen 
/ 
r1 , .•. , Ir zo dat indien )) €Ip en v' e If en pf _p' geldt O'y,v' = O. 
Indien b v. r=2, kan matrix S door de volgorde van rijen en kolommen 
geschikt te kiezen in de volgende gedaante warden gebracht: 
cf d 0 0 
II I k 
c; 
~· 1 
(j O' (J c) kt kk 
0 Q cr .0 
k"+!,k+I k-1 I" 
s.,, 
0 er 
nn 
In dit geval kan de toets worden toegepast op ieder der schema's corres-
ponderend met de matrices s1 en s2 afzonderlijk. 
2.5 Centrale limietstelling voor stochastische vectoren. 
Indien de rang van S gelijk is aan n-1 en aan nog enkele andere vriJ 
algemene voorwaarden voldaan is, is de toetsingsgrootheid onder de hypothe•-
2 
se H0 voor grote waarden van m asymptotisch verdeeld volgens een l,· -vc~-
deling met n-1 vrijheidsgraden. 
Dit kan worden bewezen met behulp van de centrale limietstelling voor 
de som van stochastische vectoren, 
Wij willen ons hier beperken tot de vorm waarin de stelling door 
Cram~r· (zie (1]) is gegeven. 
Zij x1 , x2 , ... een rij onafhankelijke stochastische vectoren in Rt, 
zodat iedere Xk de verdelingsfunctie P~ bezit met gemiddelden Oen be-
grensde varianties en covarianties 1.-/k, . Indien nu de volgende voorwaar-
/ ,\>. 
den vervuld zijn: 
(13) lim 1 
k • oo k 
(7<) = f AA' 
waarbij niet alle p-).;l..' gelijk zijn aan nul en 
(14) 
waarbij 
lim 
k--? oo 
k . 
1 ,~ / 2 k L- IXI dP'k' :::::0, 
?<=1 IXI 2: e Jk 
X = (x1 , .•• ,x1), !XI= ~-
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1~ Dan convergeert de verdelingsfunctie van de variabele ~ , X_.~J 
V K ;H~ n 
naar de normale verdelingsfunctie met gemiddelden Oen varianties en 
covarianties f~~- Het aantal dimensies van deze verdeling is gelijk aan 
de rang van de matrix M = Ji Y,>,,A'I/ -
Ui t de stelling van Cramer volgt direct dat de grootheid X 1 M- 1X 
k - -(X = lim ~ > E ) een J 2 -verdeling heeft met v vrijheidsgradenJ 
k -:l> co ~ }{ 
w&arbij v de rang van Mis. 
2.6 Asymptotische verdeling van de toetsingsgrootheid. 
Wij passen de centrale limietstelling op ons geval toe door k=m, 
:;_,ccn te nerr1cen en. X te vervangen door U = ( u ,,, , ... , u ) . Er geldt eu µv=O .en 
-J-i - r -;-;-, -p.n -, [-; t~ u , is begrensd voor alle uJ v en )) ' als alle k begrens d zi jn. In 
-··r'l!-JJ-V I ~· J'"-~ 
dat geval zijn de stochastische vectoren U alle begrensd, waaruit zeer 
-~ 
CPm~ckelijk volgt, dat voldaan is aan (14). De eis (13) is de onaange-
naamste; alleen bij schem~'s die een bepaalde regelmaat vertonen zal men 
dcze kunnen verifieren, Is hieraan voldaan dan geldt dat de in 2.4 gede-
finieerde toetsingsgrootheid asymptotisch overeenkomt met X1 M- 1X, mits 
de rang van matrix M (hier: ruv' = lim ~ 0'vJ1') gelijk i; aan-n-1. 
m -r oo 
Is ook aan de laatste eis voldaan>dan is de in 2.4 gedefinieerde 
to 1:tsingsgrcc)theid ( in het vervolg aan te duiden met J 2 ) asymptotisch 
v2:1'deeld volgens een ): 2 -verdeling met n-1 vrijheidsgraden. 
/ 
3. Bijzondere gevallen. 
In zijn meest algemene vorm is de toets dermate bewerkelijk dat zij 
voor practische toepassing niet zeer geschikt is. Er warden hier enige 
gevallen genoemdJ waarbij de toetsingsgrootheid minder gecompliceerd is. 
3-~ De toetsingsgrootheid f- 2 is dan en slechts dan te schrijven als 
1 . 1 b. t. d k d t "' 2 ~2 " a· · t · een inea re com ina ie van e wa ra en u1 J ... ,un, in ien er posi ieve-
ryetallen cv bestaan zodat: 
~R toetsiPgsgrootheid 
·voorbee lden: 
n 
waar c = L cv . 
v='1 
In het algemene schema met n = 3 is aan voorwaarde (15) altijd voldaan 
I -0' a: 
, ~1 = -V ;1 2 3'1, enz.); de toetsipgsgrootheid wordt dan: 
23 
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d ~2 a' ~2 d ,.,2 
2 _ 23~1 + 31~2 + 12~3 X - - cr120-23 +cr 31cr12 + B' 230"31 (16) 
b) k r- 11 = af-b 11 ( y = 1 , .•• , m; v = 1 , .•. , n) 
dan geldt: 
( 17) 
K is gedefinieerd door (10). 
r-
m 
(Neem c = b L a2 K ) 
l) v\fl=1 }-L j-t . 
3. 2 De toe ts ingsgrootheid /2 2 is dan en slechts dan symr.1.etrisch in a_--~ 
~ uv indien alle covarianties avv' gelijk zijn. 
,... ...,n..__ ,..,~: Er ge ldt dan, indien C' = O')I en :::, = L... ,, 
)I =1 
(18) y 2 _ n-1 ..§.._ 
.(;- - n cr2 · 
Voorbeelden: 
a) In het algemene schema met n=2 is uiteraard aan bovengeno8~d2 vcJ~ 
waarde voldaan, want er is slechts een covariantie. Er geldt u1=-~u..d~5: 
( 19) 2 ,12 y = 2. I:: o· 
Deze toetsingsgrootheid is onder H0 asymptotisch verdneld v0lg~=-
een 72-verdeling met 1 vr:jheidsgraad, dus is 
( 20) X = u 
- CJ' 
asymptotisch normaal (0,1) verdeeld. 
Bijzondere gevallen hiervan:te½=entoetJ (alle k }1'- = 2) e:'l toets \·r,L• 
Wilcoxon (m=1). 
b) Ind'ien we in het algemene schema kJ-l v = 1 kiezen. ( }--'-- =1, .•. , m; v =-=~ :i , • , •• 
krijgen we het schema van Friedman terug. Volgens (18) wordt hier Cc 
toetsingsgrootheid bij aanwezigheid van gelijke rangnu.mmers: 
(21) 2 · 12S ~ = mn( n+1) -T ' 
waarin: T = 1 
n-1 
?rr;_ )~ 
~ r=1 
( t., 
rr 
Deze formule komt overeen met de formule vermeld door Kendall 
[ 5] , page 96 ) . 
c) Schema van Durbin: 
Alle kp- 11 zijn O of 1, doch z6 dat: 
\ .. j *a• 
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n 
1 • k = y····- k = k 
Lt. f...--·- l..,,L)) 
J ))=1 I 
en 
2. :rQL k k yl = A ( v = 1, .. •Jn; l/ 1 = 1, ... ,n; v'-/- Y). 
u=1 rv f 
) 
D.w.z, het aantal keren da.tzowel in kolom v als in kolom v' in de-
zelfde rij een waarneming voorkomt, is voor alle v en :v' gelijk aan )._ . 
(22) 
Indien er geen gelijke rangnummers voorkomen, geldt nu: 
1 
O'))l>, = 12 i\ (k+1) en: 
':: 2 = _ _.,..1,......a:2.s.=---.-
/;:: n ), (10-'1 ) 
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