Abstract: In convex optimization techniques for optimal control design, the main challenge is to manage an infinite dimensional Youla parameter. To make the problem tractable, a finite basis has to be defined. While delay basis has been shown efficient for discrete LTI plants, common bases for continuous applications are generally inefficient and numerically bad conditioned. This paper presents a straightforward functional basis derived from piecewise linear approximation theory. Several associated results on LTI systems, related with convolution product and Laplace transformation, are developed.
INTRODUCTION
The problem of designing a stabilizing controller for a linear time invariant (LTI) plant, can be cast into a convex optimization problem using a closed-loop approach. This idea had been widely developed and advantages of working in a convex framework had been discussed by Boyd and Barrat (1991) . To get such a convex formulation, Youla parameterization is used.
Since the Youla parameter Q belongs to the infinite dimensional set of stable transfers (Maciejowski, 1989) , a finite basis of this set offering good numerical qualities have to be defined to make the problem tractable. An approach, for which a delay basis of parameters { } L , , 2 1 − − z z was used, has been developed for discrete LTI systems by Boyd (1988) . Adaptation of this basis for continuous plant, using bilinear transformation, can be found in (Sherer, 1995) . Theoretical convergence properties are derived. Nevertheless, numerical qualities are bad, mainly for systems with low frequency dynamics; discussion can be found in (Ninness and Gustafsson, 1997) . Other bases exist in literature (Szabo, et al., 1999) but all show the same disadvantage: a large number of elements is required to get satisfactory results. For all those bases, a priori knowledge is used to choose their number of elements and parameter values; nevertheless even with good choices, optimization became very inefficient and numerically bad conditioned as soon as specification number increases.
Another way to use a priori information is presented in this paper. It takes into account that solutions of engineering problems are regular with a finite settling time. A straightforward functional basis, based on piecewise linear approximation of signals, is proposed. Since numerical qualities of this basis, convex approach can be used efficiently for continuous LTI systems. Given several engineer input-output specifications, a control problem consists on designing a controller K that stabilizes the plan P and meets all requirements. To solve the problem, a convex formulation that allows simultaneous temporal and frequency specifications, is used. This convex formulation offers, when constraints are feasible, guaranties of convergence. Since the set of stabilizing controller is not convex, a closed loop framework will be used (Boyd and Barrat, 1991) . In this approach, the closed loop set is parameterized by a free stable transfer Q called Youla parameter and the set of real rational closed-loop transfer matrices can be written as:
with T 1 , T 2 , T 3 and Q real rational and stable matrices. Notice that T 1 , T 2 , T 3 are derived from the original plant model and Q is a free parameter. Several techniques are available to obtain Youla parameterization of the plant (Maciejowski, 1989; Clement and Duc, 2000) . Performance and robustness specifications are then expressed into constraints and objectives as a function of Q. Each SISO transfer from i w to j z can be written as:
are selection matrices. As consequence, a frequency specification can be formulated using an affine expression of Q.
In time domain, same kind of linear expression can be obtained: 
L denotes the inverse Laplace transformation, • * denotes the convolution product,
It can be noticed that ( ) t q is a time response and belongs to an infinite dimensional set. A finite basis to approximate ( ) t q is introduced in section 3 for tractability purposes.
FINITE FUNCTIONAL BASIS
A priori information will be used to reduce the optimization parameter set so that each element can be approximated using a finite basis. This a priori information is that solutions of engineering physical problem under consideration are regular and show finite settling times. Formalization of this idea is presented here. In the sequel ( ) A first parameter Tr is used to characterize a priori information. Since Youla parameter Q is stable, the asymptotic value of its impulse response ( ) t q is equal to zero. Thus, for a settling time upper bound Tr sufficiently large, the choice of a null value ( ) ( )
is relevant. A second parameter α characterizes q(t) variation upper bound. Its value can be chosen as large as necessary to cover the solution set.
Next theorem shows that the infinite dimensional set V α_Tr can be described within a tolerance error ε by a finite dimensional basis. The solution presented here uses piecewise linear approximations.
there exists a finite dimensional piecewise linear basis 
be a functional basis defined by: the piecewise linear signal defined by: Figure 2 shows an approximation of a signal ( ) t q by a piecewise linear function q'(t) and its decomposition into a finite functional basis { }
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Notice that, for numerical purposes, a non uniform temporal sampling of ( ) t q can be used to decrease the size of the basis.
Using Theorem 1, control problem ((1) or (2)) can then be expressed as a function of the optimization decision parameters ( ) { }
As shown in section 2, formulations are derived from Laplace transforms and convolution products. A less complicated form of these operations can be obtained when the Youla parameter is piecewise linear. These formulations are widely developed in section 4. is then calculated for an ε error tolerance between q(t) and q'(t) in part 4.2. In part 4.3, a simple linear expression of the Laplace transform
Fig. 2. Piecewise linear approximation of q(t).
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is then computed, for an ε error tolerance between q(t) and q'(t), in part 4.4.
Convolution product expression
Under the following hypothesis:
• q'(t) and 
convolution product exists and is given by:
Since q'(t) is piecewise linear, the previous expression can be written as a linear matrix product as shown in theorem 2.
Theorem 2: For a given sampling vector Proof: Since the convolution product linearity, Then, theorem 2 is satisfied with: 
Convolution product gap
The gap between z j (t) and z' j (t) will be computed. Actually, a good approximation of q(t) should induce a small gap between associated outputs. In the sequel, M denotes an upper bound of S 23 (t) defined by (5) (It generally results from physical specifications).
Theorem 3: For a given q(t) approximation tolerance ε verifying:
relevant outputs verify:
Proof: Let 0 > ε be a given tolerance. Then: ε denotes the required tolerance error on outputs, ε should be chosen less than
Laplace transform expression
The Laplace transform of q'(t) is given by:
Since q'(t) is piecewise linear, this transformation can be expressed as a linear matrix product as shown in theorem 4. This is useful for numerical applications since exactness and efficiency of the results. 
Then, theorem 4 is satisfied with: 
Then, corollary 1 is satisfied with:
Frequency transform gap
Theorem 3 shows that, when q'(t) is a piecewise linear approximation of q(t), the gap between the associated outputs z j (t) and z' j (t), can be chosen as small as needed. , can be also studied.
Theorem 5: For a given q(t) approximation tolerance ε verifying:
relevant frequency responses verify: Notice that the size of the basis could be increased. Invariance of the solution is then observed from a reasonable size upwards (see figure 7) . This confirms that the choice of V α_Tr to include a priori realistic information is efficient with small size of the basis. Such a possibility makes multi-criteria problems numerically tractable. 
CONCLUSION
A basis of piecewise linear functions for convex optimization approach was introduced in this paper. Hypothesis used are not restrictive since they can be sufficiently relaxed. Furthermore, a priori information is expressed in a natural way for engineer purposes (bounded variations and finite settling time). This is a crucial advantage for application purposes.
Concerning the finite dimensional definition of the problem, Laplace transformation and convolution product involved in specification expressions can be formulated into exact linear matrix products. Therefore, numerical computation of objectives and constraints are fast and exact. As shown in the illustrative example, this makes the method very efficient on applications.
Finally, the approach presented here allows to increase tractability of the problem. This is a necessary condition to fully use the potential of the original method presented by Boyd and colleagues: possibility to take in account multi-criterion constraints in time and frequency domains simultaneously.
