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Abstract:
Document image processing and analysis has been an active research topic in re-
cent years, which includes text detection and extraction, normalization, enhance-
ment, recognition and their related applications. The work described in this thesis
focuses on the normalization of various types of document images that display all
sorts of distortions including shadings, shadows, background noise, perspective
and geometric distortions. In particular, a uniﬁed framework is developed which
takes in an input image and rectiﬁes all the distortions at one go to produce a
ﬁnal image that facilitates human perception and subsequent document image
analysis tasks. The whole framework consists of three main components: pho-
tometric correction, surface shape reconstruction, and geometric correction. The
ﬁrst component is designed to address distortions including shadings, shadows and
background noise through an inpainting-based procedure. The second component
is meant to derive the 3D geometry of the document for the succeeding perspective
and geometric correction tasks. It comprises of two Shape-from-Shading meth-
ods with diﬀerent solving schemes for the image irradiance equation formulated
under various illumination conditions. Finally, the last component is targeted
at perspective and geometric distortions with three proposed methods handling
diﬀerent types of images by utilizing diﬀerent sets of input information. Results
on synthetic and real document images demonstrate that each type of the dis-
tortions can be eﬀectively corrected using a full or sub set of the procedures in
the whole framework. OCR results on the restored images of those text-dominant
documents also show great improvements over the original distorted images.
Keywords: Document Image Restoration, Inpainting, RBF-based Smooth-
ing, Shape-from-Shading, Surface Interpolation, Physically-based
Modeling.
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SUMMARY
Document imaging is a fundamental application of computer vision and image processing.
The ability to image printed documents has contributed greatly to the creation of vast
digital collections now available from libraries and publishers. While traditional docu-
ment imaging has been performed using ﬂatbed scanning devices, a trend towards more
ﬂexible camera-based imaging is also emerging especially when modern imaging devices
such as point-and-shoot cameras, cell phones and PDAs are highly mobile, low priced
and easy to use. The large volume of scanned and camera-based document images has
called for highly eﬀective image processing and analysis techniques to facilitate machine
recognition and interpretation tasks. Document image processing and analysis has thus
attracted many attentions in recent years, which include text detection and extraction,
normalization, enhancement, recognition and their applications. The challenges of the
complex layout and presentation style, uncontrolled noise and distortions, and diversi-
ﬁed document content has kept this area an active research ﬁeld aiming to provide more
eﬀective and practical solutions to current document image applications.
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SUMMARY xii
The work described in this thesis focuses on the normalization of the various types of
document images that display all sorts of distortions including shadings, shadows, back-
ground noise, perspective and geometric distortions. In particular, a uniﬁed framework
is developed which takes in an input image and rectiﬁes all the distortions at one go to
produce a ﬁnal image that facilitates human perception and subsequent document image
analysis tasks. The whole framework consists of three main components: photometric
correction, surface shape reconstruction, and geometric correction. The ﬁrst component
is designed to address distortions related to photometric artifacts such as shadings, shad-
ows and background noise. An inpainting-based procedure is developed to reconstruct the
background layer image and then extract the foreground reﬂectance image from the origi-
nal intensity image based on the notion of intrinsic images. In addition, if the image con-
tains merely smooth shadings without other background noise or shadows, an RBF-based
smoothing technique can be applied to extract a smooth shading image which can then be
used as the input to the surface shape reconstruction component. This second component
is meant to derive the 3D geometry of the document so as to obtain an accurate represen-
tation of the physical warping for subsequent restoration procedures when geometric or
perspective distortions exist. Two Shape-from-Shading methods are proposed to compute
the surface depth map by solving the image irradiance equation formulated under diﬀer-
ent illumination conditions. In particular, the ﬁrst method solves the image irradiance
equation using an iterative Fast Marching scheme with a time complexity of O(N logN),
while the second method formulates the image irradiance equation as a Hamilton-Jacobi
equation and solves it using a fast sweeping strategy with a time complexity of O(N).
Finally, the last component is targeted at geometric and perspective distortions that of-
ten appear in images of non-planar documents. Three methods are proposed, in which
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the ﬁrst method handles only smooth geometric warpings in camera-captured images
based on purely 2D text line interpolation while the last two methods can deal with both
geometric and perspective distortions given the 3D geometry of the document surface.
Typically, the second method is based on a surface interpolation methodology while the
last method employs a physically-based modeling technique. Results on synthetic and
real document images demonstrate that each type of the distortions can be eﬀectively
corrected using a full or sub set of the procedures in the whole framework. OCR results
on some restored images of text-dominant documents also show great improvements over
the original distorted images.
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The fast advancing technologies in this digital age have resulted in more and more infor-
mation being captured or generated in electronic forms which can be easily made available
on-line through digital libraries or other web resources. However, there is still a large col-
lection of documents that are originally printed or handwritten in undigitized physical
media and thus relatively diﬃcult to ﬁnd and access [Bai03]. This is especially true for
many historical documents that are either out of print, deteriorated, or sealed in archives
for preservation. Current digital libraries are thus urged to integrate these resources into
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the large on-line database that is searchable, browsable, readable or even editable by
people around the world. As a result, document digitization is playing an important role
in the advancement of current digital libraries. Generally speaking, a complete digitiza-
tion cycle consists of three phases: imaging phase, recognition phase and content recovery
phase [DWPL04]. In the ﬁrst phase, physical document pages are converted into electronic
images using scanners or digital cameras. At this phase, computers are hardly aware of
the content of the document, which makes indexing a diﬃcult task. The second phase
is to recognize the content, which can be further divided into three steps. The ﬁrst step
consists of a set of pre-processing routines that are designed to remove noise and correct
various distortions that may aﬀect the subsequent document image analysis (DIA) tasks.
Some of these routines are also known as normalization procedures. The second step is
to detect and extract the text regions by analyzing the layout of the document in terms
of segmented text lines or text blocks. The third step is to feed the extracted text regions
into the OCR engine for recognition. Some image enhancement procedures may be ap-
plied prior to the recognition step to further improve the image quality when necessary.
After the recognition phase, text information is available for reading and editing purposes.
However, the plain text does not contain any style or structural information. Therefore,
the last phase is to recover the full logical and physical structure of the document so that
it can be easily republished in other formats such as PDF, HTML, XML, etc., for easy
preservation and dissemination. Thus, the original physical document is completely con-
verted to its electronic form, which can be easily accessed from the large on-line database
by a wide range of audience. Nevertheless, a link between the reconstructed electronic
document and its image form may still be retained for further veriﬁcation purposes. Fig-
ure 1.1 shows a typical work ﬂow of the document digitization process.
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Figure 1.1: A typical work ﬂow of the document digitization process.
The traditional way of converting physical documents to their electronic form is
through ﬂatbed scanners. A ﬂatbed scanner is usually composed of a glass pane, an
underneath bright light across the pane and a moving optical array being either a charge-
coupled device (CCD) or contact image sensor (CIS). During scanning, documents are
placed down-facing the scanning plane, and the sensor array and light source move through
the pane to capture the entire area. However, due to the constraint of the imaging model,
many non-planar materials such as rolled scripts, folded papers, etc, often need to be
manually pushed to the glass pane in order to produce a quality output. Some fragile
materials are thus easily damaged or destroyed in the scanning process and hence results
in a permanent loss of information. Therefore, ﬂatbed scanning is often undesirable in
handling delicate historical materials that are easily broken under external forces. On the
other hand, some thick bound documents can hardly be pressed down to the scanning
plane especially near the spine region. This results in images with both geometric and
shading distortions. The geometric distortion here refers to the distortion caused by the
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non-planar geometric shape of the document being scanned. The shading distortion refers
to the shading artifacts mainly at the spine region caused by a non-uniform illumination
due to the shape of the spine. Other distortions such as smear, stains or background noise
are also common problems in images of historical and ancient document collections. A
large-scale test of current commercial OCR systems [RNN99] has demonstrated that the
accuracy of current OCR devices falls abruptly when the image contains certain defects
such as heavy and light print, stray marks, skew or curved baselines, shaded background,
etc. In order to achieve a good OCR performance, pre-processing steps are thus needed to
correct the distortions prior to the recognition phase. In response to this, many restoration
methods have been developed over the years to address the distortions in scanned docu-
ment images, which include various binarization methods, skew detection and correction
methods, warping and shading correction methods, etc.
On the other hand, the increasing popularity and the high resolution property of cur-
rent digital cameras have made camera imaging a new trend for digitizing paper documents
especially those deteriorated ancient manuscripts. For example, there are collections of
historical documents in our National Archive that are diﬃcult to handle using ﬂatbed
scanners because the paper is so fragile that it will easily crack at the spine region when
being pushed to the scanning pane. This is undesirable because such historical documents
are usually invaluable and need to be well preserved to maintain their integrity for future
studies. Current digital cameras realize this objective eﬀectively with their non-contact
imaging property, which captures the image from a distance without physically touching
the manuscript. This is very document-friendly and is highly appreciated by the archivists
across the world. Meanwhile, the quality of the image is retained with the high resolution
property of the cameras, which allows details of the content being captured with great ﬁ-
A Unified Framework for Document Image Restoration Li Zhang
Introduction 5
delity. Despite the several advantages in using digital cameras for document digitization,
some common distortions still remain as in the scanned images such as geometric and
shading distortions, background noise, etc. Some of these distortions may even become
more complex if the imaging environment is not carefully controlled. Further investiga-
tions are thus needed to improve existing restoration techniques on scanned images and
explore new methods that are specially tailored to camera-based document images.
Apart from digitizing historical documents, camera imaging also provides an easy way
of recording daily information with its simple yet powerful snapshot functionality. This
is especially true with the fast emerging hand-held digital imaging devices such as cell
phones, PDAs, point-and-shoot cameras, etc. The high portability, versatile functionality
and low pricing properties of such devices have promoted their use as personal photo-
copiers that can be carried everywhere with ease [DLL03]. It is now easy and highly
tempting to take a picture of a presenter’s slide during a conference than to jot down bits
and pieces of the content using a pen or through a computer keyboard. People are also
using their pocket cameras to capture interesting advertisements or newly-bought books
to share with their friends. Another interesting example is the camera-based business
card reader in some recent cell phone models. The idea is to capture an image of the
business card using the phone camera and then recognize the content through an under-
lying OCR engine. This enables a direct transfer of the card information into the phone’s
address book without much manual eﬀort. However, all these applications are useful only
when the captured images are of good quality. Any distortions in the image can possibly
cause inaccurate recognitions or even result in a system failure. For example, the business
card reader will not allow the user to take a skew or perspectively distorted image and
will often fail to recognize certain content when the image contains shadows due to some
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occlusions of the light source. Generally speaking, images with less distortions are more
pleasing to the human eyes and are also more acceptable by the machines. Most of the
state-of-the-art document analysis techniques or softwares can only produce good results
on images with high resolution, high quality and simple structure [DLL03]. To this ex-
tent, restoration procedures are desired to correct or remove the distortions and produce
a qualitative frontal-parallel view of the document page for easy human perception and
better machine recognition.
1.2 Contributions
In view of the large amount of scanned images in current digital libraries and the increasing
number of camera-based document images produced in daily imaging activities, there is a
great need to make these images more easily machine readable and accessible regardless
of the distortions that may aﬀect the traditional DIA tasks. Our objective is therefore to
design and develop new restoration methods that can eﬀectively correct various distortions
in a wide range of document images and produce a ﬂat rendering of the document to
improve human illegibility and facilitate subsequent analysis and recognition tasks such
as segmentation, classiﬁcation and OCR.
Distortions in document images can be divided into two main categories: 1) distortions
related to the imaging environment and the document property, such as background noise
due to stains or material degradations, shadings and shadows due to variable illumination
conditions, geometric distortions due to non-planar surface shapes, etc; 2) distortions
related to the imaging device, such as sensor noise, lens distortions, quantization errors,
etc. In this thesis, we mainly focus on those distortions in the ﬁrst category. As mentioned
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earlier, traditional ﬂatbed scanners have usually constrained the imaging environment
with their ﬁxed hardware layout. In particular, the light source is ﬁxed and the distance
from the sensor to the imaging plane is also ﬁxed. Therefore, the distortions related to
these settings are relatively easier to model compared to those in camera-based images.
For example, in a camera-based imaging environment, a document could be arbitrarily
warped instead of being constrained to adhere to the scanning plane. This brings in
more variations to the geometric distortions which are unable to be simply modeled as
special shapes such as cylindrical surfaces as in the scanner-based case. On the other
hand, the uncontrolled lighting environment also makes the shading distortions more
complex unlike the uniform illumination in most ﬂatbed scanners. Moreover, due to the
perspective projection property of most cameras, perspective distortions may also appear
in camera-based images which are uncommon in scanned images. Nevertheless, almost
all the distortions are common to both types of images except perspective distortions. To
summarize, we look at the following three types of distortions in general:
• Shading distortions. Shadings are often caused by changes of the surface normal
with respect to the lighting direction. In scanned images, they are therefore mainly
caused by the non-planar shape of the document since the light source is ﬁxed.
However, cameras usually have less control on the lighting conditions than scanners.
A typical example is when imaging a document with an on-camera ﬂash, the image
will appear bright near the center of the view and gradually fade away toward the
corners. Moreover, casting shadows may also occur when the light source is occluded
by other objects and therefore results in large intensity variations at certain portions
of the image. Such distortions will cause signiﬁcant errors in the OCR process.
Generally speaking, shadings are aﬀected by four factors including illumination,
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surface reﬂection property, surface shape and image projection model. A common
assumption for shadings present in the document image domain is that they are
produced under a point light source on a Lambertion surface. The image projection
model is often taken as perspective projection. On the other hand, a shadow’s
sharpness depends on the shape of the light source, the reﬂection properties of the
surface, the geometry and opacity of the occluder and the interreﬂections among the
objects in the scene. In particular, a shadow can have inﬁnitely sharp edges when
it is produced by a point light source and extremely soft edges when it is generated
by large area light sources. Here we only consider soft shadows that are possibly
blended with other shadings.
• Background noise. Background noise in document images usually refers to defects
in the original documents which are transfered to the images during digitization -
scanning or camera imaging. Here we focus on two types of defects. One type
refers to those in historical documents caused by long time preservation under bad
environmental conditions such as ink bleed-through, water stains or smudges. The
other type refers to the background noise caused by show-through eﬀects in daily
document images where the back-side content of a page is visible in the front-side
image. Such degradations cause substantial noise in the digitized images, which
present great challenges for machine segmentation and recognition tasks or even for
human inspection.
• Geometric and perspective distortions. When scanning non-planar documents
such as thick bound books, it is sometimes hard to press the whole document down
to the glass pane and therefore some parts of the documents especially near the
spine region may be at diﬀerent distances from the imaging sensor. This appears
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more frequently and more severely in camera-based images because there is no
more conﬁnement from the glass pane. Such situations cause various degrees of
warping distortions in the images perceived as wavy text lines, distorted characters,
etc. The geometric distortions here do not refer to lens distortions such as radial
distortions, barrel distortions, etc. Instead, they refer to the distortions caused by
the non-planar geometric shape of the document being imaged. Moreover, they
are often accompanied by shading distortions since the surface normal certainly
varies with respect to the illumination direction. On the other hand, perspective
distortions can also be treated as one special kind of geometric distortions in which
the document surface is not parallel but slanted with respect to the image plane. All
these distortions not only impede the legibility of the image, but also aﬀect many
document analysis applications which are designed to obtain high-level semantics
from frontal-parallel images. However, unlike the simple linear shape distortions
such as translation, scaling and rotation, these non-linear shape distortions cannot
be easily described using general mathematical models. The restoration of such
distortions is therefore more diﬃcult and remains as one of the many challenging
problems in the computer vision domain.
(a) (b) (c) (d)
Figure 1.2: Document images with diﬀerent types of distortions: (a) shadows; (b) background noise; (c)
geometric and shading distortions; (d) perspective and shading distortions.
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Besides the large varieties of distortions, there are diﬀerent types of document im-
ages that need to be considered in terms of their content. In general, two categories of
documents can be deﬁned: textual documents and graphical documents. Textual docu-
ments contain mainly paragraphs of text with regular layout, which may include ﬁgures,
tables or equations but those should only occupy a small portion of the whole document.
Graphical documents, on the other hand, contain mainly ﬁgures or pictures, which can be
line drawings, work ﬂow diagrams, tables, etc. The reason that we classify the documents
based on their content is that sometimes a method works on one type of documents but
not the other, while some methods deal with various types of documents independently
of their content. Nevertheless, methods that are tailored to a speciﬁc document type
may be able to utilize certain properties of the document that are highly correlated to
the distortions being studied to produce good restoration results eﬃciently. For example,
if we know a given document is a textual document with regular text lines and layout,
we can use the text lines to estimate the warping distortions and rectify the warpings
accordingly. This method may be eﬀective for textual documents, but it is not applicable
to graphical documents in which no text lines can be found.
Due to the wide range of distortions and the diversiﬁed document content, it is diﬃcult,
if not impossible, to develop a single restoration technique that can deal with all kinds of
distortions and all types of document content eﬀectively. Therefore, in this thesis, we have
explored and designed various methods and techniques, which are targeted at diﬀerent
types of distortions and document content. Some methods are general enough to handle
several types of distortions with certain common properties. Some are able to deal with
various types of documents regardless of their content. On top of all these uncorrelated
methods and techniques, we propose a uniﬁed framework that integrates all the methods
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together and groups them into three interconnected components with each component
addressing certain distortions or deriving certain intermediate information for subsequent
processes. Several methods and techniques may belong to the same component and each
one may require diﬀerent types of input data depending on the content of the document.
The ultimate goal of this framework is to take in a distorted image with various distortions
and output a ﬁnal restored image with all the distortions rectiﬁed. Figure 1.3 gives an
overview of the entire restoration framework.
Figure 1.3: An overview of the restoration framework: (a) Photometric correction; (b) Surface shape
reconstruction; (c) Geometric and perspective correction.
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1.3 Structure of the Thesis
The remaining chapters of this thesis are organized to capture the three components
of the entire framework including the photometric correction component, surface shape
reconstruction component, geometric correction component. In particular, each of the
component may consist of several methods either targeting at diﬀerent sets of document
images or employing diﬀerent techniques and strategies. Finally, a separate chapter is
dedicated to illustrate the functionality of the whole framework by building a typical
assembly with a set of selected methods one from each component and evaluating their
performance on real document images with diﬀerent types of distortions. Below is a road
map of the remaining chapters of this thesis.
Chapter 2 provides a review of the existing techniques and methods for document
image restoration tasks including those for scanned images and camera-based images.
In particular, we investigate the existing methods and approaches proposed to address
each type of the distortions mentioned in Section 1.2. First, we review the two types of
commonly-used approaches for correcting shading distortions in document images, namely
binarization methods based on thresholding and restoration methods based on the surface
shape, respectively. Second, we look at various methods designed to deal with background
degradations in historical documents and analyze their performance and applicability
in real archive digitization tasks. Last but not least, we study the large varieties of
geometric correction methods in the document image domain and discuss the advantages
and disadvantages of each type of methods as well as their relationships with image
processing, computer graphics and computer vision.
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Chapter 3 describes the photometric correction component of the framework, which
mainly focuses on a generic method designed to handle several types of distortions in both
scanned and camera-based document images including shadings, shadows and background
noise as discussed in Section 1.2. Enlightened by the common properties of the three types
of distortions, we have designed a series of procedures that ﬁrst reconstruct the background
layer image using an inpainting technique and then extract the foreground reﬂectance
image based on the notion of intrinsic images. The idea is to treat all the unwanted pixels
as background noise and remove them from the original image. In addition, an optional
step can be applied to construct a smooth shading image based on a smoothing technique
if the given image only contains smooth shading distortions. This shading image can
be further utilized in the subsequent geometric and perspective correction phase when
needed. Comprehensive experiments have been conducted to demonstrate how well the
proposed method is able to correct all three types of distortions and in which cases the
method fails to perform.
Chapter 4 presents two Shape-from-Shading methods designed to reconstruct the
surface shape of the document when the document being scanned or captured has a non-
planar surface. This is essentially what the surface shape reconstruction component is for,
which is to obtain the surface shape of the non-planar document in preparation for the
geometric and perspective correction phase because many geometric correction methods
require the knowledge of the surface shape in order to produce a good restoration result.
One way to get the surface shape is to capture it using special setups such as structured
lighting or range scanners, which is simple and accurate but the cost is usually high.
Another way as discussed here is to reconstruct the shape using shape recovery methods
based on one or more 2D images. In this thesis, we propose two shape recovery methods
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that are both based on the Shape-from-Shading methodology, which aims to recover the
shape of the object based on the shading variations in a single 2D image. The diﬀerence
of the two methods is mainly on the scheme used to solve the image irradiance equation
formulated under diﬀerent illumination conditions and with diﬀerent projection models.
Experiments on synthetic data are conducted by ﬁrst generating synthetic shading images
from functional geometric surfaces and then reconstructing the shape based on the syn-
thetic shading image by solving the image irradiance equation using numerical methods.
The results have demonstrated the great performance of the two proposed methods by
comparing them with the ground truth shape and those from many existing approaches.
Chapter 5 focuses on the geometric correction component, which consists of three
diﬀerent methods designed to address either geometric distortions or both geometric and
perspective distortions depending on the type of the document and the information that
is obtainable from the input image such as text lines, shadings, etc. Typically, the ﬁrst
method is a purely 2D-based method that is tailored to camera-based textual document
images with simple and regular warping distortions. This method uses existing text
lines or document boundaries to estimate the physical warpings and rectify them through
an interpolation procedure. The advantage of this method is its simplicity and eﬃciency.
However, due to the inaccurate estimation of the 3D warpings using solely 2D information,
the characters may not be fully rectiﬁed to their normal size at the warping regions. An
improved version of this method is thus proposed to further address this problem by
incorporating 3D information obtained from the surface shape reconstruction phase into
the 2D text lines extracted from the input image. A subsequent surface interpolation
technique is then applied to derive the ﬁnal restored image. Finally, the third method
is a content-independent method that works on both textual documents and graphical
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documents which can be either scanned or camera-captured. The only input data required
is a known surface shape of the document and its 2D image. Once the surface shape is
available, we can model it as a particle system and ﬂatten it to a plane through numerical
simulation techniques. Since this component is usually executed after the photometric
correction component, the shadings in the original image should have been corrected at a
previous stage. By using the photometrically-corrected image as the texture to the surface,
we obtain the ﬁnal restored image after the surface is ﬂattened. This physically-based
restoration method is able to handle both geometric and perspective distortions because
perspective distortions can essentially be treated as special geometric distortions with a
slanted planar surface. Compared to the ﬁrst two methods which are more speciﬁcally
designed for textual documents with regular warping distortions, the last method is more
general and suitable for a large set of images with diﬀerent types of content. Experimental
results are shown for each of the methods and their performances are evaluated based on
the OCR accuracy on the restored images.
Chapter 6 demonstrates the functionality and performance of the entire framework by
selecting a sub set of methods and techniques from each component with a focus on daily
snapshots of documents with shadings, perspective and geometric distortions. Several
examples with diﬀerent combinations of distortions have been used to demonstrate the
intermediate result of each restoration step. The ﬁnal restored images are also evaluated
against the OCR metric which shows signiﬁcant improvements compared to the original
distorted images. Finally, we look at the framework as a whole and discuss its several
advantages in relation to each component.
Chapter 7 summarizes the contributions of this thesis and outlines some possible
directions for future research and investigation.
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RELATED WORK
As mentioned in Chapter 1, there are several types of distortions in scanned and camera-
based document images which are related to the imaging environment and the property
of the document. In particular, we look at three types of distortions that are commonly
seen in images of ancient manuscripts and modern documents, which include shading
distortions, background noise, geometric and perspective distortions. Over the years,
many approaches have been proposed to address each type of the distortions to a certain
extent with diﬀerent focuses or using diﬀerent methodologies. In this Chapter, we give a
brief review of the existing work in each of the three distortions domain including methods
for either scanned images or camera-based images.
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This chapter is organized as follows. Section 2.1 reviews the history of shading correc-
tion in both scanned and camera-based document images. Section 2.2 reports the several
categories of methods for restoring historical documents with background degradations
such as ink bleed-through, smears or water stains. Finally, Section 2.3 analyzes a series
of geometric and perspective correction methods from 2D-based geometric correction to
3D-based geometric correction to pure perspective correction and depicts the relationship
between geometric correction and various image processing related domains.
2.1 Shading Correction
When scanning thick bound documents with deep spines, we often observe dark shadings
near the spine region due to its larger distance from the light source than the rest. Such
shadings result in a low contrast between the text and the background and thus makes
OCR diﬃcult to score. On the other hand, camera-based images are more susceptible
to shading distortions due to the intricate and uncontrolled light sources in the natural
imaging environment. In the real world, we have daylight and various electric lights. In
computer graphics world, we have as many as Distant Light, Point Light, Spotlight, Area
Light and Linear Light. Sometimes more than one light source can appear in the imaging
process. Apart from the many types of light sources, the location of the light source is
also a crucial factor in the shading formation process. In addition, the property of the
surface material is what determines how the incident light is reﬂected and therefore also
aﬀects the shading. All these factors make the shading distortions rather complicated
in camera-based images. Besides shadings caused by uneven illumination which is also
referred to as self-shadows, cast-shadow is another type of shading distortions which is
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usually caused by the occlusion of the light source. When such shadows are casted on the
documents, they will cause large shading variations in the captured image and therefore
aﬀect the recognition of the content.
Shading distortions in document images are mostly addressed by various binarization
methods, which aim to depict the object and the background separately using a bi-level
representation in order to reduce storage cost, remove noise and simplify content analysis
tasks. Another small stream is to correct shading distortions based on the shape informa-
tion. This set of approaches mainly focus on shadings caused by the non-planar geometric
shape of the document such as shadings in scanned images of a thick bound book.
2.1.1 Binarization-Based Methods
Most of the binarization methods are based on thresholding techniques, which try to clas-
sify the image pixels into the object class and the background class respectively based on
one or more threshold values. Based on whether the threshold value is obtained globally
or locally, these methods can be categorized as global thresholding method, local adap-
tive thresholding method or hybrid method. In particular, local adaptive thresholding
methods have great advantages in dealing with shading distortions caused by uneven illu-
mination as reported in many literatures. Most of these methods calculate the threshold
at each pixel based on the local statistics information in the pixel’s neighborhood such as
mean, variance, etc.
One typical example is Niblack’s local adaptive thresholding algorithm [Nib86], which
estimates the local threshold for each pixel based on the pixel mean m(x, y) and standard
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deviation s(x, y) within a small neighborhood using the formula:
T (x, y) = m(x, y) + ks(x, y) (2.1)
where k ∈ (−1, 0) is the variance gains which can be adjusted to control the performance
of the algorithm. Meanwhile, the size of the neighborhood window should be small enough
to maintain local details, and also large enough to suppress noise. Niblack’s algorithm
has been rated as one of the best-performed adaptive thresholding algorithms [TT95]
notwithstanding the eﬃciency issue due to the computation of mean and variance for
each image pixel and the sensitivity of the algorithm in relation to the manually adjusted
parameters w for window size and k for variance gains. As an improved version of Niblack’s
method, Sauvola and Pietaksinen [SP00] propose to modify Niblack’s formula as in Eq. 2.1
to:









where R refers to the dynamic range of the standard deviation and k ∈ (0, 1) is a user-
deﬁned parameter. This new formula is designed to suppress background noise and works
well on badly illuminated documents or historical manuscripts with stains and ink bleed-
through problems. However, it has an additional parameter R that needs to be tuned and
requires the knowledge of the image contrast in order to choose an appropriate value.
White and Rohrer [WR83] have proposed another local thresholding method specially
for document images with background noise. This method uses a dynamic threshold to
classify each pixel p into either foreground or background. The dynamic threshold is
computed as the average gray value of the pixels within a neighborhood of each pixel
p. The size of the neighborhood is chosen to be approximately equal to the size of
the characters in the document. In addition, the gray value of each pixel p is adjusted
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with a biasing function before comparing with the neighborhood average, which helps to
suppress noise caused by unwanted patterns smaller than the character size. In a similar
dynamic method proposed by Bernsen [Ber86], the threshold is deﬁned as the mean of the
minimum and maximum values of the pixels in a neighborhood. Both methods determine
the threshold based on the local contrast of a neighborhood window and the performance
is therefore subject to the window size chosen for each document image.
Another method that has been shown to perform equally well [TT95] as Niblack’s
method is the one proposed by Yanowitz and Bruckstein [YB89], which constructs a
threshold surface by interpolation over a set of object boundaries using a successive over-
relaxation algorithm. The object boundaries are identiﬁed as pixels with high image
gradient which usually indicate object edges. However, due to the iterative interpolation
scheme, this method is not runtime eﬃcient. A more eﬃcient method has recently been
proposed to compute the adaptive threshold surface by Blayvas et al. [IB06], which
derives a smooth and continuous approximation of the threshold surface by summing up
a set of scaled and shifted functions of the interpolated surface based on extracted object
boundaries. However, the experiments have shown that this method does not work well
on textual documents with texts in various font sizes.
Most recently, a global thresholding technique [LT07] has been proposed to bina-
rize badly illuminated document images with smooth shading variations. The method
estimates the global shading variation as a least square polynomial surface using a two-
dimensional Savitzky-Golay ﬁlter. This surface is then used to produce a compensated
image with roughly uniform illumination. Finally, a global threshold can be easily chosen
to binarize the compensated image. This method is specially designed for images with
smooth shadings which can be modeled using polynomials and therefore does not work
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well on images with irregular non-smooth shadings.
2.1.2 Shape-Based Methods
As mentioned in Chapter 1, shading distortions often accompany geometric distortions
and appear in images of non-planar shaped documents. If the shadings are purely caused
by the variations of the surface normal with respect to the illumination direction, intu-
itively they should be able to be addressed together with the geometric distortions based
on the available shape information. Some attempts have been made in this direction to
correct shadings in scanned images of thick bound documents or warped camera-captured
images.
Kanungo et al. [KHP93] is the ﬁrst that proposes to remove the dark shadings near the
book spine regions in scanned images of thick bound documents using a distance-based
method. Due to the ﬁxed light beam of the ﬂatbed scanners, it is reasonable to assume
that the illumination at a point P on the document surface is inversely proportional to the
distance between the point P and the light source L. In addition, with the assumption
of a diﬀuse lighting model, only the curved portion needs to be restored based on the
estimated cylindrical shape of the spine.
Subsequently, Zhang et al. [ZZTX05, TZZX06] has presented a method that uses the
image irradiance equation on Lambertian surfaces to associate the shading variations to
the surface shape. The method ﬁrst assumes a constant albedo across the whole document
to reconstruct the 3D surface geometry. Then, it re-computes the correct albedo based on
the estimated shape with the assumption that each column gets a uniform illumination.
Iketani et al. [ISI06] has also used a similar method to correct the shadings in the
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ﬁnal image mosaicked from a series of video-captured document images after the surface
shape is recovered. This method assumes a parallel lighting during the imaging process.
Therefore, it is similar to the uniform light beam in normal scanners.
For camera-based document images, Tsoi and Brown [TB04, BT06] have introduced a
shading correction method based on boundary interpolation. In particular, the document
being imaged is assumed to have a white margin near the boundaries. This guarantees
that a perfect boundary curve can be identiﬁed to approximate the shape of the docu-
ment. During the restoration process, the internal pixel intensities are then computed by
interpolating the boundary pixel intensities using Coons patch interpolation. However,
this implies that the shading is uniform along the columns, which may not be true in
certain situations. For example, with a close point light source like a camera’s ﬂash, the
image will appear much brighter in the center than the corners.
Sun et al. [SYY+05] have also proposed a method that corrects non-smooth shadings
in camera-based document images by classifying the intensity changes into two classes
- illumination change and reﬂectance change. The method assumes that any noticeable
visual discontinuity such as an edge is caused by the reﬂectance or illumination and the
two types of edges do not overlap. First, the illumination edges are identiﬁed based on the
captured 3D geometry of the document surface. A restoration procedure is then applied
to correct the shadings by integrating the gradient ﬁeld. This is followed by the removal
of the overlapping reﬂectance edges to produce the ﬁnal result. This method focuses on
images with obvious edges such as folds in any directions. The content independence
property makes it widely applicable to any types of distorted images.
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2.1.3 Discussion
For binarization-based methods, global thresholding based methods are usually eﬃcient
although they do not work well on irregular shadings when the shadings do not ﬁt into
regular distributions as shown in [LT07]. A more eﬀective technique for such irregular
shadings are local adaptive thresholding which derives thresholds based on local informa-
tion. However, one disadvantage of this technique is the high computational cost due to
the iterative local computations especially when the window size is small. Some methods
also have certain limitations such as manually adjusted window sizes and variance gains
or known contrast levels, etc.
Shape-based methods are relatively new and less-widely studied. The main idea is
to associate the shadings with the surface shape and restore it either based on shape-
from-shading, interpolation or notion of intrinsic images. If the surface shape can be
accurately captured or derived, the shading correction part is usually straightforward and
shown to be eﬀective. However, it is often hard to obtain an accurate representation of the
surface shape especially for daily imaging applications where only a single input image is
available. The shape dependence property of this set of methods thus becomes the main
concern for its application to daily image restoration applications.
Generally speaking, binarization-based methods are targeted at a general set of docu-
ment images with shading distortions, while the shape-based methods are more focusing
on shadings in physically warped document images which require the presence of a warping
in order to obtain the necessary shape information for estimating the shading. There-
fore, binarization-based methods are in a sense more widely applicable than shape-based
methods.
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2.2 Background Noise Removal
As mentioned in Chapter 1, image degradations in historical documents appear in various
forms, ink bleed-through due to ink’s seeping through the document pages in a humid
environment, water stains or other existing damages, etc. When such degradations are
transfered to the digitized image, they will certainly produce signiﬁcant background noise
and aﬀect further document analysis procedures. Moreover, show-through eﬀects in mod-
ern printed document images of double-sided pages also present similar problems as ink
bleed-through although they are normally less severe. Researchers in the document im-
age analysis community have tried various ways to tackle this problem along diﬀerent
directions.
2.2.1 Thresholding-Based Methods
One stream uses binarization methods based on thresholding techniques. For example,
Dubois and Pathak [ED01] design a method to solve the ink bleed-through problem by
ﬁrst registering two side images of a page and then identifying the ink bleed-through pixels
using a thresholding technique to replace it with the background intensity.
Sharma [Sha01] proposes a method to deal with the show-through eﬀects in scanned
images of duplex printed document pages. First, a linear model is derived to capture the
reﬂectance properties of both the front-side and the back-side images of a page with certain
assumptions of the scanning process. Next, by using an adaptive ﬁlter to estimate the
Point Spread Function (PSF) of the show-through eﬀects, the corrected pixel intensities
can be computed based on the front-side scan density and the back-side scan absorptance
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adaptively. This approach requires the front-side and the back-side images of the duplex
printed page to be well-aligned in order to produce a good result.
Nishida and Suzuki [NS02] describe another approach to address the show-through
problem in scanned color document images. In particular, it ﬁrst separates the foreground
components from the background components including the show-through using a local
adaptive binarization method for each color component followed by edge thresholding.
Then, it estimates the background colors through a local color thresholding technique to
obtain an initial restored image. Finally, this restored image is compared with the original
image in terms of the edge distributions and corrected adaptively through a multi-scale
analysis approach.
Leedham et al. have investigated three global thresholding algorithms and a multi-
stage thresholding algorithm to separate text from background in degraded document
images. They have concluded that the given global algorithms do not work well with
diﬃcult documents due to over-thresholding, while the multi-stage algorithm can do a
better job by incrementally removing the noise [LVPG02].
More recently, Bar-Yosef et al. propose a multi-stage binarization method to restore
and recognize ancient Hebrew calligraphy documents [BYBKD07]. The method consists
of a global binarization step, which gives an initial binary image mainly for noise free
characters, and a subsequent reﬁnement step, which starts with a part of a character as
seed and expands the character to its ﬁnal form through a growing process. The method
has demonstrated good classiﬁcation performance using the restored images, but yet to
be applied to a large dataset.
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2.2.2 Other Methods
Besides thresholding-based methods, another set of methods is to separate the image into
diﬀerent layers using classiﬁcation or clustering algorithms. For example, Drira proposes
to solve the bleed-through problem by classifying the pixels of an image to background,
original text and interfering text, and then replacing the last class with an average back-
ground value [Dri06].
Boussellaa et al. use a hybrid method to separate foreground from background in Ara-
bic historical documents [BZA07]. In particular, they ﬁrst use a normalization algorithm
to roughly separate the foreground and the background images. Then, after applying
gamma correction and contrast adjustment to the foreground image, they obtain an en-
hanced foreground image which is ﬁnally segmented to foreground and background based
on k-means clustering with a maximum likelihood estimation. Their results on a set of
Arabic historical manuscripts with bleed-through eﬀects, uneven background color and
ink spots have shown eﬀective improvements after restoration.
Along another direction, Tan et al. [TCS02a] also propose a novel approach to tackle
the bleed-through problem using a wavelet-based technique. More speciﬁcally, they use
a wavelet reconstruction process to iteratively enhance the foreground strokes and dim
the bleed-through strokes so that a subsequent edge detection process can distinguish
the foreground and the bleed-through strokes more accurately and remove the unwanted
strokes. However, this method does require two well-registered images from front and
back of the page in order to achieve good results.
Another method [TCS+02b] they propose is to combine an edge detection algorithm
with a stroke orientation ﬁlter to separate foreground edges from bleed-through edges.
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The main problem of this method is on how to produce a good edge detection result when
the interfering strokes are strong.
Tonazzini et al. [TBS04] also propose to model the bleed-through problem as one
type of the blind source separation (BSS) problems, in which the foreground texts and
the background texture are unknown and need to be recovered. Similar to [Sha01], a
linear model is adopted to represent each color component image as a linear combination
of the sources known as background, overwriting and underwriting, respectively. A fast
independent component analysis (ICA) algorithm is then employed to solve the linear
equations and produce the ﬁnal corrected image. This method provides promising results
only when there is no cross correlation between the sources, which is the assumption of
the ICA algorithm.
2.2.3 Discussion
Background noise in images of degraded historical documents has been the attention of
many researchers in the document image analysis community especially when it is related
to many digitization projects in modern digital libraries or national archives. The methods
therefore often focus on certain types of distortions depending on the given documents
in the library. For example, in archives of tropical countries such as Singapore, many
historical documents have the ink bleed-through problem and some can be disastrous.
Several methods above have been specially designed to deal with this type of distortions
and some have achieved promising results. However, many are not readily applicable
to real restoration systems due to their high computational cost or the large number
of parameters to be tuned which makes it diﬃcult to use by librarians or archivists.
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Although there have been a variety of methods along diﬀerent directions, more applicable
methods are desirable which will balance the accuracy and eﬃciency for a wider range of
distortions.
2.3 Geometric and Perspective Correction
2.3.1 Image Warping and De-warping
Digital image warping is a growing branch in the image processing domain that deals
with geometric transformations of digital images [Wol90]. A geometric transformation
is an operation that redeﬁnes the spatial relationship between points in an image. The
warping may range from something as simple as a translation, rotation, or scale, to
something as complicated as a convoluted transformation. The problem of image warping
has been the subject of considerable attention in various ﬁelds including remote sensing,
medical imaging, computer vision and computer graphics for over thirty years. The
earliest work can be traced back to its application in correcting camera nonlinearity and
geometric distortions of aerial photographs in remote sensing ﬁeld. In all these work,
distortion models are estimated as bivariate polynomials whose coeﬃcients are obtained
by minimizing an error function over some reference points. Similar methods can be
directly applied to medical imaging and computer vision ﬁelds as well, such as image
registration and rotation for digital radiology. Other than these, people in the area of
graphics design also make use of image warping to create interesting visual eﬀects such
as the transformation from ostrich to tiger to woman in Willow. However, in the ﬁeld
of computer graphics, the goal is more on geometric distortion rather than geometric
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correction. One such application is known as texture mapping, a technique to map 2D
images onto 3D surfaces, and then project them back onto a 2D viewing scene. The
net eﬀect is a warp from a 2D texture image to a 2D screen image which is usually like
what we see in camera-captured images. Suppose we have an image of a ﬂat document
page (2D texture image) which is mapped to a multi-folded surface, now when we take a
picture of the folded document page, we will have a 2D camera image that looks warped
as illustrated in Figure 2.1. Reversely, if we have the warped 2D camera image, how can
we recover the original ﬂat texture image? This is known as the digital image de-warping
problem, which tries to correct the warping distortions in digital images caused by a non-
planar geometric shape of the object being imaged and return their original ﬂat view for
subsequent image processing tasks.
In relation to the distortions observed in camera-based document images, a warped
2D image is considered to have geometric distortions due to the non-planar geometric
shape of the document being imaged. For example, when imaging an opened thick bound
book, the warped surface shape causes the originally straight text lines to appear warped
especially near the spine region. More complex warpings also exist in daily camera imaging
applications such as crumpled pages and multi-folded materials. In particular, perspective
distortions can also be considered as one special type of geometric distortions because
perspective distortions are essentially produced due to the image plane not parallel to the
document surface. The process of removing such geometric and perspective distortions
can thus be regarded as a digital image de-warping problem. To address this problem,
many approaches have been proposed to estimate the distortion parameters and restore a
ﬂat rendering of the document page. In the following Sections, we give a brief survey on
the existing 2D-based and 3D-based geometric restoration approaches and the commonly-
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used perspective restoration methods for document images. In addition, we discuss their
pros and cons in terms of the applicability and the performance.
Figure 2.1: Digital image warping and de-warping.
2.3.2 2D-Based Geometric Correction Methods
Most of the earlier de-warping approaches make use of 2D image processing techniques
to deal with geometric transformations between the input warped image and the output
restored image. Each point in the output image is mapped to a corresponding point in the
input image through a spatial transformation function. This function can take diﬀerent
forms depending on the application, such as aﬃne, perspective, bilinear and polynomial
transformations. In all cases, the whole process is to take an input image and apply a
geometric transformation to produce an output image.
Baird discusses the use of a descriptive document image defect model to approximate
document printing and imaging parameters including digitizing resolution, font size, aﬃne
spatial transformation, speckle, jitter, blurring, etc [BBY92, Bai93, Bai00]. Further de-
velopments on such defect/degradation models are made by Kanungo et al., which handle
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both global (perspective and non-linear illumination) and local (speckle, blur, jitter and
threshold) defects [KHP93, KHB95, KHB+00]. Such degradation models can help to char-
acterize the output performance of OCR, explicitly design OCR systems, evaluate various
image processing algorithms for a continuum of degradation levels, and also develop al-
gorithms for restoration purposes.
Tang and Suen try to approximate the 3D warping distortions by ﬁnding various 2D
geometric transformations in bilinear, quadratic, biquadratic, cubic and bicubic models
based on a set of matching reference points [TS93]. Coons and Harmonic models are also
introduced to handle more complicated situations. The inverse transformation is then
used to restore the nonlinear shape distortions with convincing results.
Wen and Zhu develop a multi-step algorithm that uses 2D spline functions in bilinear,
biquadratic and bicubic models to estimate upper and lower text lines for linear interpo-
lation [WZ96]. This algorithm handles text patterns in any irregular quadrilateral shapes
of non-linear distortions.
Lavialle et al. introduce a text line straightening method based on an active contour
model with the use of Bezier curves to represent the text lines [LMAB01]. More accurate
results are obtained by using cubic B-splines. The restoration is done by minimizing
an internal and external energy function based on the existing text lines. Automatic
initializations are performed using a particle system.
Zhang and Tan design a polynomial regression model for straightening curved text lines
[ZT01, ZT02, ZT03]. The proposed model is speciﬁcally designed for scanned images of
thick bound document, in which text lines can be separated into a straight portion and
a curved portion near the spine. The restoration is done by straightening the curved
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portion in reference to the corresponding straight portion. Shading distortions are also
removed using a binarization technique.
Tsoi and Brown recently propose a novel approach that uses document boundary
interpolation to correct geometric and shading distortions present in images of art-like
materials [TB04, BT06]. The method produces good results for a wide range of geometric
warpings but restricts to iso-parametric folding lines. This method also handles shading
distortions using a similar boundary interpolation algorithm. However, an obstructed
white border needs to be enforced for the interpolation to work. Since they do not require
the 3D shape of the warped surface, the uniform parametrization needs to be guided by
a checkerboard pattern placed beneath the document. Furthermore, image boundaries
must be present to reﬂect the warping curvature.
Most of the 2D-based approaches derive the distortion parameters based on the content
of the document such as text lines, known reference points, or document boundaries. This
limits their applications only to those text-dominant documents. On the other hand, if a
document contains multiple columns like in common conference proceedings, newspapers,
etc, these textline-based methods will not be applicable.
2.3.3 3D-Based Geometric Correction Methods
In view of the obstacles faced by the 2D-based shape-free approaches, many attempts have
been made to utilize the shape information to design more general restoration approaches.
Some of these approaches require special setups such as 3D scanners or structured lighting
systems to capture the shape information, although their restoration process is less content
dependent. Some try to reconstruct the shape using speciﬁc modeling techniques, but are
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limited to certain types of surfaces. More general methods lead to the classic shape
recovery problem, which is often challenging due to the limited input information. The
following two sub-sections give a brief review of the approaches in this category.
Shape From Special Setups
To accommodate the fragile nature of some historical documents in their digitization
process, some researchers exploited the power of those 3D range scanners to obtain the
structure information of the document surface in aid of their restoration. Some eﬀorts
are also made to reconstruct the document surface shape based on special setups such as
structured lighting systems.
Pilu presents a novel method that models the paper deformations of a curled document
using an applicable surface, which is then unrolled to a plane using a relaxation algorithm
to obtain the restored image [Pil01b]. In this method, the 3D data of the document shape
is obtained through a special system using structured light. A correspondence between
the 3D data and an initial ﬂat mesh is established by translating each node vertically to
its closest data point. This also determines how the texture mapping will be ﬂattened
even if the warped surface is not ﬂattened. The geometric ﬂattening is done using a
gradient descent method, which gradually adjusts the position of the mesh node until a
satisfactory low energy is achieved.
Brown et al. propose a restoration approach that captures the 3D geometry of the
document using a structured light acquisition system and then ﬂattens it numerically
through a particle-based system with a mass-spring model [BS01b, BS04]. The 3D acqui-
sition system is specially designed for the digitization of library materials [BS00], which
A Unified Framework for Document Image Restoration Li Zhang
Related Work 34
uses a mirror-deﬂected LCD projector and the British Library’s Kontron camera. The
projector and the camera are calibrated and their coordinates are registered through a
structured lighting process. The restoration is done by modeling the captured 3D mesh as
a particle system with springs connecting any two adjacent particles and then numerically
pressing down the particles controlled by an external gravitational force and the inter-
nal spring forces. This method eﬀectively restores arbitrary geometric distortions and is
successfully applied to the digitization of some damaged manuscripts in current digital
libraries [BS01a]. A recent application is to the restoration of arbitrarily distorted printed
documents both geometrically and photometrically [SYY+05]. Its photometric correction
technique is discussed in Section 2.1.2.
Other than ﬂattening the surface using iterative-relaxation techniques, Brown and
Pisula also propose the use of conformal mapping to parametrize a document’s 3D shape
to a 2D plane [BP05]. Strictly speaking, a conformal map is a 2D parametrization of a 3D
surface such that angles are preserved. For general surfaces, a minimization of the angle
distortions can be used. In the paper, the conformal mapping is found by solving a large
linear system, which does not suﬀer the instability problems in previous simulation-based
approaches.
Doncescu et al. introduce a similar method, in which a laser projector is used to
project a 2D light network on the document surface to generate a set of 3D points, and
then 2D distortions of the surface are corrected with a 2-pass mesh de-warping algorithm
[DBQ97]. The 3D points are deﬁned as the intersections of the 2D light network, which
are extracted through a wavelet-based segmentation and ﬁltering process. The restoration
is done by ﬁtting the 3D points to a continuous bivariate function and then mapping it
to its ﬂat counterpart.
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Recently, Seales and Lin present a method to reveal invisible texts buried in damaged
books or scrolls [SL04, LS05]. Unlike the previous approaches which mainly focus on
opened document, this method considers impenetrable objects that often cause problems
in the digitization process. In order to capture the shape of such objects, Computed
Tomography (CT) scans are used to get the volumetric data. The property of CT scans
makes it possible to distinguish diﬀerent materials, such as pigment or paper or papyrus
and therefore enables the creation of a surface from the 3D voxel set to reveal the intensity
variations related to ink. Subsequently, similar physically-based simulation procedures are
applied to unroll the scripts and disclose the embedded content.
Shape From Reconstruction
Apart from capturing the 3D surface shape using special equipment or setups, attempts
are also made to reconstruct the shape from one or more 2D images through shape recovery
techniques.
Kanungo et al. ﬁrst introduce a global degradation model to simulate perspective
distortions of scanned document images [KHP93]. This model is in reference to the
ﬂatbed scanning system. It assumes that the warped surface is circular cylindrical near
the spine region and the lighting direction is vertical. The geometric distortion near
the spine region is rectiﬁed by mapping the curved portion to a ﬂat plane based on the
cylindrical model.
Wada et al. develop a complicated model to reconstruct the 3D surface shape of
thick bound books based on a single scanned image [WUM97]. The model integrates
the image irradiance equation with the typical scanning system and also incorporates the
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inter-reﬂections between the adjoining surfaces at the spine regions. This produces a set
of equations with eight parameters that need to be estimated a priori by using a white
paper that forms a known linear slope. The proposed method requires the book spine to
be strictly parallel to the scanning light beam and the warping surface is approximately
cylindrical.
Zhang et al. propose a more general model that also deals with scanned images of
thick bound documents [ZTF04]. In comparison with Wada’s work, this model handles
more general cylindrical surfaces which include cross section shapes of circular, elliptic,
hyperbolic and parabolic forms. This method claims to be more eﬃcient than Wada’s
method although the inter-reﬂections are ignored. On the other hand, an improved ver-
sion shows that the method is able to tackle skewed images in which the book spine is
misaligned with the lighting beam [ZZTX05, TZZX06].
Similarly, Cao et al. build a general cylindrical model to restore geometric distortions
of camera-based images [CDL03a, CDL03b]. Following the geometry of the camera image
formation process, points on the 3D surface are mapped to points on the 2D image
plane using the cue of directrixes. More speciﬁcally, the projections of directrixes are
used to extract the baselines of the horizontal text lines as an estimation of the warping
curvature. The restoration is then performed by eliminating the distance diﬀerences
through x-distance normalization and y-distance normalization sequentially.
Moreover, Liang et al. propose to model the a warped page surface by a developable
surface and exploit the properties of the printed textual content on the page to recover
the surface shape [LDD05]. The developable surface basically models a smoothly rolled
document page which can be unrolled to a plane without tearing or stretching. This
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method makes use of the parallelism and equal spacing properties of text lines to detect
projected rulings and ﬁnd their vanishing points for restoration. The limitation of this
method is the dependence on the text lines and the smoothness of the surface.
Instead of working on a single 2D image, Yamashita et al. propose a restoration
method that reconstructs the document’s surface using a stereo vision system and then
restores the curved lines on the Non-Uniform Rational B-Spline (NURBS) surface to
straight lines [YKKM04]. First, the stereo vision system captures two images from left
and right two views. A set of 3D points are then detected through a triangulation process.
Next, the shape of the document surface is reconstructed using NURBS curve represen-
tation. Finally, the original two images are transformed to their ﬂat views and the clear
regions are combined.
Recently, Iketani et al. describe a novel video mosaicking method based on 3D recon-
struction of curved document using structure from motion techniques [ISI06]. In view of
the low resolution problem when capturing a single large document image, this method
is able to capture multiple frames of partial images and stitch them together to form one
large, high resolution image. More speciﬁcally, the proposed method ﬁrst tries to track a
set of feature points and estimate their 3D positions together with the extrinsic param-
eters of the camera in each frame. The surface shape is reconstructed by ﬁtting a 1D
polynomial to a point cloud after feature selection and reﬁnement steps. The unwarped
image is obtained by mapping each 2D pixel to its 3D coordinate in the ﬁtted surface.
Typically, the surface is ﬁtted to a 1D polynomial using the projection of all the selected
feature points. This essentially implies that surfaces can only be horizontally distorted
instead of any arbitrary distortions.
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2.3.4 Pure Perspective Correction Methods
In traditional ﬂatbed scanned images, perspective distortions are rare because the scan-
ner’s glass pane always ensures that the view angle between the imaging sensor and the
document surface is orthogonal. However, in camera-based images, perspective distor-
tions are pervasive because the view angle can hardly be controlled with the camera
being placed at any position. One typical example is when imaging a straight road with
the camera facing forward, the road in the image will tend to converge at its further end.
Similarly, when imaging a planar document page from a non-orthographic viewpoint,
characters that are further away from the camera will appear smaller and distorted in
shape and therefore hardly recognizable by current OCR systems.
Various methods have been proposed in the document image domain to address such
distortions based on the presence of orthogonal lines such as parallel text lines, page or
paragraph boundary lines, etc. For example, Clark and Mirmehdi [CM03] try to use an
extension of the 2D projection proﬁle to locate horizontal vanishing point followed by the
vertical vanishing point based on the change of line spacings. The vanishing points are
then used to recover a frontal-parallel view of the document suitable for OCR. Pilu also
proposes a method to extract horizontal and vertical features from the input image based
on extracted text blocks [Pil01a]. On the other hand, Myers et al. [MBL+05] present a
novel system that extracts text from real-world scenery images and performs perspective
rectiﬁcation and recognition accordingly. The algorithm assumes weak perspective pro-
jection in the vertical direction and tries to rectify foreshortening and shearing based on
the top line, the base line and the vertical edge direction detected.
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2.3.5 Discussion
As George Wolberg described in the book Digital Image Warping [Wol90], image warping
is a subset of image processing. That is also why image warping is highly correlated with
computer vision and computer graphics ﬁelds. More intuitively, Figure 2.2 shows the
relationship between image warping and various image processing related areas. Looking
at the existing document image de-warping approaches, all the three categories that we
have summarized ﬁt into this diagram nicely.
Figure 2.2: Relationship between image de-warping and image processing, computer graphics and com-
puter vision.
As we described in Section 2.3.2, a wide range of methods have been proposed to
restore geometric distortions based on solely 2D information. Generally speaking, they
all use 2D image processing techniques to ﬁnd geometric transformations ranging from
simple aﬃne transformation to more commonly used polynomial transformations. This
can be represented by the “Image Processing” arrow in Figure 2.2.
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The advantage of this set of approaches lies in its simplicity and directness. Given
a warped image, the most straightforward way of restoring it will be to apply some
spatial transformation function to get back its undistorted correspondence. The most
common model of representing spatial distortion is low-order polynomials. This explains
why many approaches are based on polynomial regression and interpolation techniques.
However, to ﬁnd the spatial transformation based on solely 2D information is diﬃcult and
sometimes inaccurate. One main reason is that the polynomials estimated based on text
lines or document boundaries cannot precisely represent the geometric distortions present
in the document due to the depth change under perspective distortions. Another reason
is that the least-squares technique used to determine the coeﬃcients of the polynomial
averages a local geometric diﬀerence over the entire image independent of the position of
the diﬀerence. Therefore, local geometric distortions cannot be handled accurately and
often result in errors at distant locations. Weighted least-squares alleviated this problem
by allowing the coeﬃcients to be spatially varying subject to a user-speciﬁed parameter.
On the other hand, to estimate the coeﬃcients of the polynomial, we need to base on
the presence of text line information or document boundary information. Approaches
like this usually assume that the document contains single-column text or the document
boundaries are easily identiﬁable from a distinguishable background. Some methods also
assume that the document is clean so that the best ﬁtting polynomial to the warping
curvature can be found. Some of these assumptions may be hard to achieve in practical
situations. Moreover, some arbitrary warping distortions such as wrinkles and folds are
diﬃcult to approximate globally using polynomials. All these restrict the application of
such 2D approaches to a wider range of documents.
On the other hand, with the current powerful 3D scanners, not only 2D image but
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also 3D structural information of the warped document can be easily captured. This
brings up another stream of image de-warping techniques, which utilizes the 3D shape
information to restore the distorted 2D image. The arrow from “3D Scene Description”
to “2D Image (Restored)” in Figure 2.2 basically describes this scenario. The “3D Scene
Description” can be interpreted as the 3D shape of the physical document. One way
to realize the transition from 3D Scene Description to 2D image is through computer
graphics techniques. This is where those physically-based restoration techniques ﬁt into
the picture.
The advantage of this group of approaches lies in its wide applicability to various
types of geometric warpings, ranging from standard cylindrical surfaces to general devel-
opable surfaces. Moreover, most of these approaches do not depend on the content of the
document, which allows applications to not only textual documents but also graphical
documents. The only information that is required is the surface shape of the physically
warped document. Using special 3D setups such as laser or structured light or even CT
scan can help to capture the shape information easily. Some 3D scanners can even au-
tomatically generate a 3D triangular mesh to represent the surface shape. With this,
the restoration step can be done either by surface interpolation techniques or through
computer graphics simulations. Surface interpolation can be considered as a piecewise in-
terpolation technique to ﬁt a composite surface to a set of scattered 3D data points. The
mapping function can be deﬁned as piecewise polynomials or global splines depending on
the type of applications. Splines are more general forms than piecewise polynomials. Most
of the current studies are focusing on splines for two reasons. First, partial derivatives at
each point needed by piecewise polynomial are diﬃcult to estimate. Second, splines allow
us to impose constraints on the properties of the inferred mapping functions. Besides
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surface interpolation, computer graphics simulations can also be used to perform the de-
warping task. In this case, the document surface shape is often represented as deformable
models as in the problem of cloth simulation. Many cloth simulation techniques such as
the use of a mass spring model can be adapted to the document de-warping procedure
with a proper modeling scheme.
The disadvantage of the above 3D-based de-warping approaches is the requirement of
a special 3D setup, which may not be readily available for some daily uses. Without a
special 3D setup, it is usually hard to obtain the 3D geometric shape accurately merely
based on its 2D image.
Nevertheless, as discussed in Section 2.3.3, some approaches have been successfully de-
veloped to derive the 3D surface shape analytically based on geometric and optical mod-
eling techniques. This group of approaches can be described by the two arrows “computer
vision” and “computer graphics” combined in Figure 2.2. The arrow “computer vision”
basically interprets the process of shape recovery while the arrow “computer graphics”
indicates the restoration process which could potentially overlap with those described in
the precious category. Some of these approaches try to work on a single 2D image. How-
ever, most of them restrict the surface shape to be either strictly cylindrical or at least
generally cylindrical. Some relax the condition to smooth developable surfaces but may
require the textual information as a guideline to derive the curvature. Recently, some
attempts are also made to use two or more images for reconstruction purposes. These
basically correspond to the Shape-from-Stereo and Structure-from-Motion problems in
computer vision. All in all, a key problem here is on how to recover the surface shape of
a geometric distorted document accurately and eﬃciently based on a single 2D image.
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PHOTOMETRIC CORRECTION
Strictly speaking, shadings are caused by changes of the surface normal with respect to
the illumination direction. Because of the ﬁxed light source in most ﬂatbed scanners,
shadings in scanned document images are usually caused by non-planar shape of the
document being scanned. However, due to the intricate light sources in the camera-based
imaging environment and the inconsistent properties of the surface material, shadings in
real-world camera images are often too complicated to be deﬁned by a uniform model.
Shadows and background noise are even more irregular, which could be in any shape, color
and intensity. This makes it diﬃcult to build a universal model that ﬁts in all sorts of
situations. Nevertheless, common properties still exist among these distortions in a sense
that they all can be treated as a layer diﬀerent from the foreground strokes layer. Based
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on this observation, we have designed a generic method that is able to deal with diﬀerent
types of background distortions from shadings to shadows to background noise in either
scanned or camera-based document images as part of a uniﬁed restoration framework.
3.1 Background and Motivation
As discussed in Section 2.1, various binarization-based or shape-based methods have been
proposed to address the shading problems in document images and achieved promising
results to a certain extent. On the other hand, methods have also been designed to
tackle similar issues in natural scene images by separating reﬂectance and illumination
images based on the notion of intrinsic images [BT78]. In particular, an image is deﬁned
as being composed of a reﬂectance component and an illumination component. The
illumination intrinsic image here includes both shadings and shadows. Recently, color
information is exploited to separate reﬂectance from shading based on the observation that
shading is almost exclusively deﬁned by luminance while reﬂectance is deﬁned by both
luminance and color [OK04]. Funt et al. [FDB92] propose a method for recovering shading
from color images by removing reﬂectance component on the basis of associated abrupt
chromaticity changes. In other word, they use the fact that the change of reﬂectance is
usually caused by a change in color. Similarly, Tappen et al. [TFA05] introduce another
method to recover shading and reﬂectance intrinsic images using both color information
and a classiﬁer trained to recognize local gray-scale patterns to distinguish derivatives
caused by reﬂectance changes from those caused by shading. The intrinsic images are
recovered from its derivatives using the same method as introduced by Weiss [Wei01]. In
both methods, diﬀuse surfaces are assumed and the thresholding process can potentially
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ﬂatten out discontinuous geometric features that may appear in the shading image. Toro
et al. [TZAF04] describe an approach that addresses both diﬀuse and specular reﬂections
with a known illumination direction. Despite all these eﬀorts made in deriving the intrinsic
images, there is no single exact solution because the decomposition of the intensity image
into its two intrinsic components is theoretically not unique.
In view of the large set of document images which contain mainly textual and graphical
information, we may treat all the foreground layer as the reﬂectance component and
the background layer as the illumination component. Although some contents in the
background layer are not caused by illumination changes such as the background noise,
they can still be separated from the foreground layer image and discarded. This matches
perfectly with our main objective which is to remove the background noise and derive a
clean foreground layer image. Based on this idea, we have carefully designed the following
procedures to separate the background layer from the foreground layer eﬀectively. First,
a background layer is reconstructed using an edge detection procedure followed by an
inpainting process. Then, the background layer is separated from the foreground layer
based on the notion of intrinsic images. Finally, the reconstructed background layer
can be further reﬁned using a RBF-based smoothing technique to produce a smooth
shading image that resembles the actual shading as closely as possible when shadows and
background noise are not present. This shading image can then be used to reconstruct the
surface shape of the document for the subsequent geometric and perspective correction
tasks if needed.
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3.2 A Generic Photometric Correction Method
3.2.1 Inpainting Mask Generation
To reconstruct a background layer, we need to ﬁrst identify pixels that do not belong to
this layer. Here we assume that in most images foreground stroke pixels have relatively
higher contrast to the background than shadings, soft shadows and other noise such
as bleed-through and water stains. The task is similar to text localization except that
we are interested in all the pixels that may indicate a reﬂectance change including text
and graphics. Text localization has been a widely researched area either on document
images or digital videos. The techniques can be broadly classiﬁed as component-based
[CM02, PO01] or texture-based [ZZJ00, LDK00]. The component-based methods usually
try to analyze the geometrical arrangements of edges or uniform colored components of
the characters. The texture-based methods utilize the texture characteristics of text lines
to extract the text. Here we use a component-based method as the ﬁrst step to identify
pixels that are of high contrast to the background. Next, morphological operations are
applied to the edge-detected image to generate a mask of the foreground pixels. The
detailed procedures are as follows:
1) Convert color images into gray-scale. This can be done by picking the luminance
component of the YUV color model;
2) Detect edges using canny edge detector. Post-processings such as non-maximum
suppression and streaking elimination are also applied for better results. Diﬀerent thresh-
olds can be chosen to better distinguish foreground strokes from unwanted noise such as
shadows and bleed-through pixels;
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3) Perform morphological dilation followed by closing. The purpose of this step is
to mask all the foreground pixels as completely as possible to avoid noise after the in-
painting process. The size of the structuring element can be tuned manually or adjusted
automatically based on an estimated average character height when applicable. Even if
the mask does not fully cover the foreground pixels, an iterative enhancement process can
be carried out to adaptively improve the mask in conjunction with the inpainting step.
3.2.2 Harmonic/TV Inpainting
Digital inpainting was pioneered by Bertalmio et al. [BSBC00] and has since been applied
to a variety of image processing applications. Here we use it to recover the background
layer of the input image which can be further reﬁned to produce a smooth shading im-
age in certain situations. The idea is to ﬁll up the masked foreground regions using the
neighboring background pixels. For images with uniformly colored background, this es-
sentially recovers the shading in the masked regions based on the assumption that the
local shading variation is small. On the other hand, if our main focus is on recovering
the foreground content, the quality of the background layer is therefore not so crucial.
For example, we probably do not need to recover a ﬁne detail of the bleed-through and
water stain pixels. To this purpose, we look into the two non-texture inpainting models -
harmonic inpainting and Total Variation (TV) inpainting [CS02].
Mathematically, inpainting can be considered as a local interpolation problem: Given
an image I0 with a hole ΩH inside, we want to ﬁnd an image I that matches I0 outside the
hole and has consistent information inside the hole. To do this by harmonic inpainting,
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1, x ∈ Ω\ΩH
0, otherwise
(3.2)
To minimize the energy in Eq. 3.1, we solve the Euler-Lagrange equation for the
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By applying a gradient-descent method and a discretization using ﬁnite diﬀerence, we













i,j−1 − 4Ini,j)− χi,j(Ini,j − I0i,j)
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(3.4)
where h is the grid size and λ is the smoothness parameter which is chosen through trial
and error. The time step Δt can be any small constant that makes the iteration stable,
which is chosen as 0.2 in our experiments.
We notice that the harmonic inpainting constructs a smooth solution which may cause
problems when the foreground pixels at the image boundaries are completely masked or
when the interior edges such as folds are occluded due to the overlaid stroke pixels. The
edges at these places are often missing after being inpainted with a smoothly ﬁlled interior.
This can be mitigated with the use of TV inpainting. Instead of using a penalty term
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∫ |∇I|2dx in Eq. 3.1, which is inﬁnite for discontinuous functions, we use ∫ |∇I|dx which








where λ is the smoothness parameter. A minimizer for this energy function can be com-
puted using a similar scheme as for harmonic inpainting.
Note that both harmonic and TV inpainting are local models, in which the inpainting
is mainly determined by the existing information I0 in the vicinity of the inpainted domain
ΩH . We can also choose to retain the original background pixels and only inpaint the
masked regions to minimize computational cost. Moreover, Eq. 3.1 has a built-in denoising
capacity so that it is robust to noise. The main diﬀerence is that harmonic inpainting
builds very smooth solutions and thus does not cope well with edges, while TV inpainting
is able to restore narrow broken smooth edges which often exist in document images due
to overlaid stroke pixels.
3.2.3 Smoothing with RBF
Although the inpainting process is able to remove all the masked foreground pixels and
return an estimated background layer image, the result is not perfect due to the errors
in the extracted mask. This is acceptable if our purpose is mainly to remove the back-
ground noise and extract the foreground strokes such as bleed-through and water stain
removal. However, if we need a smooth shading image for the sake of a subsequent surface
reconstruction process, additional reﬁnement step is then necessary.
One way to remove the pepper noise in the inpainted image is to iteratively improve
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the mask and compute the inpainted image until all the foreground pixels are completely
covered. More speciﬁcally, the ﬁrst iteration extracts a mask from the original input image
while the subsequent iterations extract masks from the inpainted images constructed in
the previous step. Figure 3.1 shows an example of improving the inpainted image using
an iterative approach. To separate reﬂectance edges from some illumination edges caused
by creases or folds, the edge detector may need to be tuned speciﬁcally to avoid certain
confusions. Nevertheless, even if some creases or folds are mis-identiﬁed as reﬂectance
edges, the inpainting algorithm is still able to provide a close estimation of the original
edge based on the neighboring pixel values to a certain extent.
Alternatively, we can smooth out the errors by using a smoothing algorithm with radial
basis functions (RBF) [CBM+03]. This is especially useful when the background layer
mainly comprises of shadings on smoothly warped surfaces. Typically, consider the pixels
in the inpainted image as a set of noisy 3D points {(xi, I(xi)), i = 1, 2, · · · , m} where m
is usually equal to width×height, our goal is to ﬁnd an approximate ﬁtting to these 3D
points by using a selected subset of points as the collocation points that uniformly span
the whole image horizontally and vertically denoted by {yj, j = 1, 2, · · · , n}. The interval
Δd between these collocation points can be adjusted to achieve diﬀerent smoothness. In
our experiments, we set it to 40 pixels. The task is therefore to ﬁnd the coeﬃcients αj










αjh(xi − yj)− f(xi)
)2⎫⎬
⎭ (3.6)




||x||2 + c2 (3.7)





Figure 3.1: Background layer improvement using an iterative approach: (a) A map image with syn-
thetic shadings; (b) Inpainting mask (Iteration 1); (c) Inpainted image (Iteration 1); (d) Inpainting mask
(Iteration 2); (e) Inpainted image (Iteration 2); (f) Inpainting mask (Iteration 3); (g) Inpainted image
(Iteration 3); (h) Restored reﬂectance image; (i) Final restored image.
where c is a constant with an empirical value of 10 for all our experiments. Other kernel
functions can also be used such as Gaussian, thin-plate spline, etc.
The advantages of using RBF smoothing are:
1) It gives explicit formula for derivatives which are more accurate and less noisy than
ﬁnite diﬀerence;
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2) It is also easy to incorporate various types of boundary conditions;
3) Unlike polynomial ﬁtting, RBF is more ﬂexible and can be used to ﬁt more com-
plicated surfaces.
Figure 3.2 shows a typical example of how the RBF-based smoothing technique helps
improve the shading image using a smoothly warped document page. In particular, the
one-step inpainted image as shown in Figure 3.2 (c) contains obvious pepper noise due to
unmasked ink pixels. To apply the smoothing technique, we ﬁrst select 12×12 collocation
points that uniformly sample the image plane as shown in Figure 3.2 (d). Next, we
compute a smooth ﬁtting to the original noisy data points based on the selected collocation
points and the multiquadrics kernel function. A cross section view of the ﬁtted surface
at v = 50 is shown in Figure 3.2 (e). Finally, the smoothed shading image is shown in
Figure 3.2 (f).
3.2.4 Background Layer Removal
Once the background layer is extracted, the foreground layer image can be derived based
on the notion of intrinsic images [BT78]. For Lambertian surfaces, the intensity image
is equal to the product of the shading image and the reﬂectance image. Therefore, the
idea is to treat the foreground layer as the reﬂectance image and the background layer as
the illumination image. Consider the luminance component of the YUV model, we have
I = Is · Ir. Now given the background layer image Is, the foreground layer image Ir can
be computed as: Ir = e
log I−log Is. The photometrically restored image can be computed
as: Ip = k · Ir, where k ∈ [0, 1].




Figure 3.2: Results on RBF-based smoothing: (a) A warped document page with smooth shadings; (b)
Inpainting mask; (c) Inpainted image; (d) Selected collocation points; (e) Cross section view of the ﬁtted
surface at v = 50 ; (f) Smoothed shading image.
3.3 Experimental Results
To demonstrate the performance of the above restoration procedures, we have conducted
experiments on a data set including 18 synthetic images with smooth shading distortions
and 35 real images with diﬀerent types of distortions ranging from smooth shadings,
non-smooth shadings to shadows and background degradations. The synthetic images
were generated by adding controlled illumination such as an oﬀ-centered spot light source
over an original clean document image. The real images were captured using either
ﬂatbed scanners, normal digital cameras or mobile phone cameras under unconstrained
imaging conditions. In addition, the images include both modern documents and historical
manuscripts which are either in color or gray-scale.
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3.3.1 Results on Synthetic Document Images
Figure 3.3 demonstrates the performance of the proposed method using two synthetic
examples picked up from the synthetic image set. The ﬁrst example is a textual document
containing mainly text information while the second example is a graphical document
containing both texts and engineering drawings. The distorted images were obtained by
simulating bad illumination conditions using an oﬀ-centered spot light source with large
distance attenuations. The inpainted image shown in Figure 3.3 (d1) was obtained after
two iterations of the inpainting process using the iterative mask enhancement algorithm,
while (d2) was obtained after only one iteration. The ﬁnal restored reﬂectance images
are shown to be close resemblances of the original clean document images as given in
Figure 3.3 (e1)(e2).
3.3.2 Results on Real Document Images
Figure 3.4 demonstrates the restoration results of two real images with smooth shading
distortions due to a ﬂash light source applied on the warped surface shape. Figure 3.4
(b1)(b2) show the inpainting masks and (c1)(c2) show the inpainted background layer
images produced using the harmonic inpainting algorithm after one iteration. Figure 3.4
(d1)(d2) are the smooth shading images obtained after the reﬁnement step using the
RBF-based smoothing technique. Clearly, the reﬁned images contain less noise than
the inpainted image after one iteration. Finally, Figure 3.4 (e1)(e2) show the restored
images after photometric correction, which are visually more legible notwithstanding the
geometric distortions. We demonstrate how these reﬁned shading images can be used to
reconstruct the surface shape eﬀectively for further geometric correction in Chapter 5.






Figure 3.3: Restoration results of document images with synthetic shadings: (a1)(a2) Original clean
document image; (b1)(b2) Distorted image with synthetic shadings; (c1)(c2) Inpainting mask; (d1)(d2)
Inpainted image; (e1)(e2) Photometrically restored image.
A Unified Framework for Document Image Restoration Li Zhang
Photometric Correction 56
(a1) (b1) (c1) (d1) (e1)
(a2) (b2) (c2) (d2) (e2)
Figure 3.4: Restoration results of real document images with smooth shadings: (a1)(a2) A real document
image with shading distortions; (b1)(b2) Inpainting mask; (c1)(c2) One-pass inpainted image; (d1)(d2)
Smooth shading image extracted after RBF smoothing; (e1)(e2) Photometrically restored image with
k = 0.9.
Next, Figure 3.5 shows the results of four images with irregular shadings or diﬀerent
degrees of soft shadows. Figure 3.5 (a1) is an image taken under two ﬂuorescent lights
on top of a warped document. The shadings can still be considered as smooth even
though there are some irregular patterns due to the interactions between the two lights.
Figure 3.5 (d1) shows that the shadings are eﬀectively removed regardless of the geometric
distortions. Moreover, Figure 3.5 (a2) is a folded page image with a strong folding line in
the middle of the page. The inpainting mask shows that the folding line is mis-detected
as foreground pixels and thus its interior is re-computed in the inpainting step. As a
result, those parts that overlap with the textual content are not fully recovered because
the large horizontal span of the text eliminated the valuable shading information near the
folding line. Nevertheless, the recovered shading image does not deviate from the actual
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shading too much because of the correct shading cue on the top and the bottom of the
text lines. Therefore, this does not bring serious inﬂuences on the ﬁnal restored image.
Furthermore, Figure 3.5 (a3-a5) show three images taken using mobile phone cameras
with normal indoor lightings. It is clear that shadows of the mobile phone or neighboring
articles are cast on the document and result in large shading variations across the image.
However, our method is able to separate the shadows eﬀectively from the original image
and produce a set of much more machine-processable images as shown in Figure 3.5
(d3-d5).
Moreover, Figure 3.6 shows the results of three scanned historical document images
provided by the National Archive of Singapore with distortions including ink bleed-
through, water stains or smudges. As we can see, the original images are seriously
distorted and hard to read due to the ink bleed-through problems and material degra-
dations. After restoration, the restored images as shown in Figure 3.6 (d1-d3) are much
more readable which makes them suitable for various scholarly studies and investigations.
In particular, the reconstructed background layer contains all the bleed-through pixels,
water stain noise and smudges, which is then extracted from the original image to obtain
the foreground reﬂectance image.
In addition, Figure 3.7 demonstrates the restoration of diﬀerent degrees of show-
through eﬀects in duplex printed document pages using three typical examples. As we
can see from the original images shown in Figure 3.7 (a1-a3) that some pixels from the
back-side of the page are so strong that they interfere with the recognition of the fore-
ground pixels. On the other hand, they are still relatively of low intensity which makes
them distinguishable from the foreground strokes. Figure 3.7 (b1-b3) and (c1-c3) show the
extracted inpainting mask and the inpainted background layer image, respectively. It is
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(a1) (b1) (c1) (d1)
(a2) (b2) (c2) (d2)
(a3) (b3) (c3) (d3)
(a4) (b4) (c4) (d4)
(a5) (b5) (c5) (d5)
Figure 3.5: Restoration results of real document images with non-smooth shadings or shadows: (a1-a5)
Original distorted image; (b1-b5) Extracted inpainting mask; (c1-c5) Reconstructed background layer
image; (d1-d5) Restored image.
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clear that the show-through eﬀects are mostly captured in the background layer image
which leaves a clean foreground image as shown in Figure 3.7 (d1-d3).
To demonstrate the computational complexity of the proposed restoration procedure,
Table 3.1 tabulates the time taken for each of the restoration steps on the thirteen images
shown in Figure 3.4, 3.5, 3.6 & 3.7. All the experiments were run on an Intel Pentium
III 996MHz PC (512 MB RAM) with implementations using Matlab. The RBF-based
smoothing step is only applicable to the two images with smooth shadings shown in
Figure 3.4 as it is mainly for the purpose of extracting a smooth shading image. Therefore,
the time of this step was only measured for the ﬁrst two images. In particular, the time
of the mask extraction step and the RBF-based smoothing step mainly depends on the
size of the image. The time of the inpainting step depends on both the size of the image
and the density of the masked regions.
3.3.3 Comparisons with Existing Methods
In this experiment, we have selected two images from the 18 synthetic image set with
one from a textual document and the other from a graphical document to compare our
results with those from two existing binarization methods. In particular, Niblack’s method
is a typical representative of the local adaptive thresholding methods and Lu & Tan’s
global thresholding method is specially designed to deal with badly illuminated document
images which is similar to our focus here. For comparable reasons, we only chose images
with smooth shadings since Lu & Tan’s method only works on shadings that ﬁt in a
polynomial distribution. In particular, the variance gains k in Eq. 2.1 and the window
size for Niblack’s method is set to be -0.2 and 20, respectively. The parameters used in
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(a1) (b1) (c1) (d1)
(a2) (b2) (c2) (d2)
(a3) (b3) (c3) (d3)
Figure 3.6: Restoration results of real degraded historical document images with background noise: (a1-
a3) Original distorted image; (b1-b3) Extracted inpainting mask; (c1-c3) Reconstructed background layer
image; (d1-d3) Restored image.
Lu & Tan’s method follow the suggested values as given in their paper [LT07]. Following
this setup, Figure 3.8 (d)(e)(f) show the restoration results of the distorted textual image
obtained from our method, Niblack’s method and Lu & Tan’s method, respectively. It is
observed that Niblack’s method produces a large amount of background noise at regions
with uniform pixel intensities such as the white margins. This is because when such white
margins fully occupy a local window, the local threshold will be determined by the shading
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(a1) (b1) (c1) (d1)
(a2) (b2) (c2) (d2)
(a3) (b3) (c3) (d3)
Figure 3.7: Restoration results of duplex printed document images with show-through eﬀects: (a1-a3)
Original distorted image; (b1-b3) Extracted inpainting mask; (c1-c3) Reconstructed background layer
image; (d1-d3) Restored image.
variations instead of the uniform reﬂectance and thus results in an erroneous classiﬁcation.
Lu & Tan’s method produces a better restored image but some text pixels in the upper
right portion are eliminated due to over-thresholding. In contrast, our method achieves
better result both visually and in term of OCR performance. Typically, the average word
precision achieved for ten similar textual document images on their resorted images using
the three methods are 77.5%, 90.4% and 96.8%, respectively. In addition, Figure 3.9 shows
the results on a graphical document image that mainly consists of engineering drawings.
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Table 3.1: Running time of each restoration step on the images shown in Figure 3.4, 3.5, 3.6 & 3.7.
Images Size Mask Gen. Inpainting RBF smoothing Total
(s) (s) (s) (s)
Figure 3.4 (a1) 634×816 3.72 141.13 39.74 184.59
Figure 3.4 (a2) 570×578 1.47 42.12 21.81 65.40
Figure 3.5 (a1) 640×480 1.50 69.24 - 70.74
Figure 3.5 (a2) 548×476 1.34 49.09 - 50.43
Figure 3.5 (a3) 597×467 1.33 19.60 - 20.93
Figure 3.5 (a4) 640×480 1.43 31.45 - 32.88
Figure 3.5 (a5) 1056×928 3.64 102.59 - 106.23
Figure 3.6 (a1) 640×1026 2.34 125.56 - 127.90
Figure 3.6 (a2) 1104×597 2.35 97.54 - 99.89
Figure 3.6 (a3) 640×1157 2.06 70.48 - 72.54
Figure 3.7 (a1) 480×320 1.04 11.91 - 12.95
Figure 3.7 (a2) 1112×1134 4.22 107.01 - 111.23
Figure 3.7 (a3) 560×623 1.59 60.18 - 61.77
The performances are simialr to those on the textual document.
3.3.4 Method Evaluation
Despite the good performance on a general set of document images, the proposed proce-
dure may also produce less satisfactory results in some extreme cases or on certain types
of images. For example, in the case of bleed-through removal, if the degradations are too




Figure 3.8: Restoration result of a badly illuminated textual document image and its comparison with
the results from existing methods: (a) Input image with shading distortions; (b) Extracted inpainting
mask; (c) Reconstructed background layer image; (d) Restored foreground reﬂectance image; (e) Result
from Niblack’s method; (f) Result from Lu and Tan’s global thresholding method.
severe such as when the bleed-through pixels are even more intense than the foreground
pixels, confusions will arise. Figure 3.10 (a1) gives an example of a degraded image with
serious bleed-through distortions. After applying the inpainting method, the restored
image as shown in Figure 3.10 (d1) is still diﬃcult to read because many bleed-through
pixels are mis-detected as foreground pixels while many original foreground pixels are
eliminated. Another situation is when the original image contains large color ﬁgures,
some parts of the ﬁgures will not be correctly masked due to their large sizes and the




Figure 3.9: Restoration result of a badly illuminated graphical document image in comparison with the
results from existing methods: (a) Input image with shading distortions; (b) Extracted inpainting mask;
(c) Reconstructed background layer image; (d) Restored foreground reﬂectance image; (e) Result from
Niblack’s method; (f) Result from Lu and Tan’s global thresholding method.
shadings around the ﬁgures will not be correctly approximated. This will result in errors
in the ﬁnal restored image at the ﬁgure region as shown in Figure 3.10 (d2). One way
to remedy this problem is to detect those large ﬁgure components beforehand and mask
them as a whole. The inpainting method will then ﬁll in the whole region accordingly.
Although there are still some errors in the approximated shadings inside the ﬁlled region,
the restored image is overall satisfactory if the primary concern is not on the ﬁne-grained
details of the ﬁgure itself as shown in Figure 3.10 (d3).
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(a1) (b1) (c1) (d1)
(a2) (b2) (c2) (d2)
(a3) (b3) (c3) (d3)
Figure 3.10: Restoration results of real document images with severe background noise or large embed-
ded ﬁgures: (a1-a3) Original distorted image; (b1-b3) Extracted inpainting mask; (c1-c3) Reconstructed
background layer image; (d1-d3) Restored image.
3.4 Discussion
In this chapter, we have described a generic photometric correction method which ef-
fectively removes shadings, shadows and background noise distortions in daily snapshots
of modern documents or scanned images of degraded historical manuscripts. The idea
is to construct a background layer image which approximates all the shadings, shadows
or background noise and then separate it from the original intensity image to get the
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foreground reﬂectance image. This method works well on document images with various
types of irregular shadings due to bad illumination conditions, or soft shadows due to
light source occlusions, or background noise in degraded historical documents such as
bleed-through, water stains or smudges. In the case of smooth shadings or soft shadows,
the foreground textual content can be easily identiﬁed using an edge detection procedure
because the background pixels are usually in smooth transitions. Meanwhile, the inpaint-
ing process eﬀectively ﬁlls in the foreground regions with the neighboring background
information and thus produces a background layer image that closely approximates the
distortions. When non-smooth shadings such as folds or sharp shadows are considered,
there might be some loss of accuracy at such regions if the folds or sharp shadow edges
are mis-identiﬁed as foreground edges. Nevertheless, the inpainting process is still able to
recover part of the shadings at these edges and thus minimizes the eﬀect on the restored
images as shown in Figure 3.5.
Compared to the existing shading correction methods using adaptive thresholding
techniques as discussed in Section 2.1.1, this method is able to handle more complex
and more severe shadings with better performances as shown in several comparisons in
Figure 3.8 and 3.9. On the other hand, compared to those shape-based methods as
discussed in Section 2.1.2, this method does not require any shape information and is
able to handle images with pure shading and shadow distortions instead of only those
accompanied with geometric distortions.
The main assumption of this method is that the foreground pixels and the background
pixels usually have a distinguishable contrast to the background or a diﬀerent pattern in
terms of continuity. When this condition is violated in certain cases such as the severe
bleed-through problem as shown in Figure 3.10 (a1), the bleed-through pixels essentially
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have no diﬀerence from the foreground pixels and are therefore hard to be separated. On
the other hand, when large ﬁgures are involved in the document image, the two inpainting
algorithms discussed in our method here may have problems to ﬁll in the correct shadings
inside the ﬁgure box which consequently results in some loss of information in the restored
image. However, this information loss is mainly on the ﬁgure itself, which may not aﬀect
the textual content analysis tasks signiﬁcantly as shown in Figure 3.10 (a3).
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CHAPTER 4
SURFACE SHAPE RECONSTRUCTION
Shape-based geometric correction methods have achieved rather promising results in the
past decades. All these attribute to the critical shape acquisition step which provides an
accurate 3D model to represent the actual physical warpings. As discussed in Chapter 2,
the 3D-based geometric correction methods can be further divided into two sub-categories
depending on how the surface shape is acquired, particularly whether they are acquired
using special setups or reconstructed based on one or more 2D images. In this chap-
ter, we present two surface reconstruction methods based on Shape-from-Shading (SFS)
techniques using Fast Marching scheme or Lax-Friedrichs-based Fast Sweeping scheme,
respectively. As mentioned in Section 3.2.3, the surface ﬁtting step is able to construct
a smooth shading image for the subsequent surface reconstruction process. This is where
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the constructed shading image is utilized to perform surface reconstruction.
4.1 Background and Motivation
Shape recovery is a classic and fundamental problem in computer vision. Its goal is to
derive a 3D scene description from one or more 2D images. Over the years, researchers
have developed a variety of techniques to tackle this problem known as Shape-from-
X where X can be shading, stereo, motion, texture, etc. In particular, Shape-from-
Shading tries to make use of the shading variations in a single 2D image to reconstruct
the original surface shape. The research in this ﬁeld was pioneered by Horn who ﬁrst
formulated the SFS problem as that of ﬁnding the solution of a nonlinear ﬁrst-order
Partial Diﬀerential Equation (PDE) called the brightness equation [Hor75]. Following
this, a series of variational methods [IH81, HB86, FC88] are developed which try to
minimize an energy function that often comprises of an integral of the brightness error to
ﬁnd the solution. Later Oliensis and Dupuis propose to cast the SFS problem as an optimal
control problem and directly ﬁnd the depth map of the surfaces [OD91]. This brought
out a new set of propagational approaches based on the theory of viscosity solutions to
Hamilton-Jacobi equations [RT92, PFR02, PCF06].
According to the numerical schemes used to estimate the viscosity solutions, these
methods can be further divided into two categories. The ﬁrst class of methods are based
on the monotonicity of the solution along the characteristic direction. Examples are
the level set method [OS88, KB95] and the Fast Marching method [Set99] proposed by
Sethian. The idea of the level set method is to track topology changes of a surface by con-
sidering it as the zero level set of a higher dimensional function called the level set function.
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Associated with the initial value formulation of the surface motion, the level set method
is essentially an entropy-satisfying scheme that solves a time-dependent Hamilton-Jacobi
equation using an upwind ﬁnite diﬀerence approximations from hyperbolic conservation
laws. Because of the time dependence property, the level set method usually runs slower
with a complexity of O(N2), where N is the total number of grid points. This can be
further improved to O(kN) with the narrow band level set method [AS95], where k is the
width of the narrow band. In the Fast Marching method, the solutions are found by using
Dijkstra algorithm with a dynamic programming strategy. The time complexity of such
a method is O(N logN). Various adaptations of the Fast Marching method have been
developed to handle situations like oblique light sources [KS01] and perspective projec-
tion [TSY04, YTLC02]. However, most of them assume the Hamiltonian is convex and
homogeneous. Recently, Prados and Soatto have extended the Fast Marching method to
handle situations in which the solution is not systematically decreasing along the optimal
trajectories [PS05] with results on some synthetic images. On the other hand, the second
class of methods make use of iteration strategies. Rouy and Tourin have exploited an
upwind and monotone scheme to solve the discretized Eikonal equation iteratively and
the convergence property is shown [RT92]. Tsai et al. have combined the upwind mono-
tone Godunov Hamiltonian with a Gauss-Seidel iteration method to reconstruct surfaces
with good eﬃciency [TCOZ03]. Besides the variational methods and propagation meth-
ods, linear approaches and local approaches have also been developed. Linear approaches
compute the solution by performing certain linearization to the reﬂectance map [TS94].
Local approaches derive the surface shape based on the assumption of certain surface
type such as spherical surfaces [Pen84]. More comprehensive surveys can be found in
[ZTCS99, DFS04].
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Enlightened by the various attempts of using SFS methodologies to reconstruct shapes
of objects, we try to adapt the SFS concept to perform surface reconstruction in our doc-
ument image domain. The requirement of a single input shading image for the SFS-based
method ﬁts in well with the daily imaging applications where a single 2D image is often
available. To ensure that unambiguous geometrical properties of a document surface can
be inferred from the image irradiance, some assumptions need to be imposed on the SFS
formulation: 1) the document surfaces follow Lambertian reﬂection; 2) there is no inter-
reﬂections between document pages; 3) sensor noise is not considered; 4) the illumination
direction is known. Based on these assumptions, we derive the image irradiance equation
(IIE) under diﬀerent projection models and with diﬀerent types of light sources depending
on the imaging environment. The main task is then to solve the IIE which is usually a
non-linear PDE to obtain the surface depth map.
As discussed earlier, perspective distortions are caused by the perspective projection
property of the pinhole camera model, which makes the faraway points appear smaller
than those closer to the camera. On the other hand, when the document being imaged
has a non-planar surface shape such as a thick bound book, the resultant image will often
appear warped because the distance from the surface points to the camera varies. The
surface shape can thus be represented as a depth map that records the distance from each
surface point to the image plane. Similarly, we can treat pure perspective distortions
on planar surfaces as geometric distortions too. The shape is now a slanting surface
with respect to the image plane as illustrated in Figure 4.1. In the following sections,
we present two methods to solve the image irradiance equations which are formulated
in diﬀerent forms depending on the projection model used and the light source imposed
during the imaging process.
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Figure 4.1: 2D illustration of (a) a pure perspective distortion and (b) a general geometric distortion with
perspective distortion.
4.2 SFS Using Fast Marching Method
4.2.1 Problem Formulation
Following the document imaging system shown in Figure 4.2 with the camera facing up
toward the document’s surface and assuming an imaging environment with a pinhole
camera and a close point light source at a known location, the reﬂectance map which
speciﬁes the radiance of the surface as a function of its orientation can be derived.
First, some of the notations are deﬁned as follows. The surface shape is represented
using the depth function z(x, y) for a set of surface points (x, y, z(x, y)). The projection
of the surface point (x, y, z(x, y)) is denoted by (u, v) in the image plane Ω. By deﬁnition,
z(x, y) ≡ z(u, v). The real-world coordinates of the point (u, v) in the 2D image is deﬁned
as (u′, v′, f), where f is the focal length of the camera and u′ = u− u0, v′ = v − v0. The
focal length f and the principle point coordinates (u0, v0) are obtained through a simple
camera calibration process [Zha99]. Let zˆ(u, v) = z(u,v)
f
, the document surface can be
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represented using a similar scheme as presented in [PF03]:
S = {zˆ(u, v)· (u′, v′, f), (u, v) ∈ Ω} (4.1)
Assuming the illumination is a known close point light source located at (α, β, γ), the
unit vector of the illumination direction at each surface point x can be written as:
L(x) = (α− zˆ(u, v)u′, β − zˆ(u, v)v′, γ − zˆ(u, v)f) (4.2)
The downward surface normal at each point x can be derived by calculating the tangent
vectors in both u and v directions and computing their cross product:
N(x) = (fp′, fq′,−1− u′p′ − v′q′) (4.3)
where p′ = ∂lnzˆ
∂u
and q′ = ∂lnzˆ
∂v
.
Based on Eq. 4.2 and 4.3 with the assumption of Lambertian reﬂection, we derive the
image irradiance equation based on Lambert’s cosine law as:
I(u, v) =




(α− zˆu′)2 + (β − zˆv′)2 + (γ − zˆf)2 is the distance from the point light source
to the surface point and a is a constant that accounts for the distance attenuation of the
close point light source.
4.2.2 Solving the IIE Using a Fast Marching Method
To solve the PDE in Eq. 4.4, we refer to the Fast Marching algorithm presented by Tankus
et al. [TSY04], which uses an iterative scheme to solve the perspective SFS problem with
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Figure 4.2: Camera imaging system and the SFS formulation with a close point light source.
a distant point light source. In contrast, our problem here requires a close point light
source for which the distance attenuation needs to be considered.
Based on [KS01], the image irradiance equation for the orthographic case with a









where (zp, zq) is the surface gradient.
Similarly, our formulation of the image irradiance equation in Eq. 4.4 can be simpliﬁed
into the form:
p′2A1 + q′2B1 = F (4.6)
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where A1 and B1 are non-negative and independent of p
′, q′ and zˆ, while F depends on
all p′, q′ and zˆ. More speciﬁcally, following [TSY04], Eq. 4.4 can be transformed into:
p′2A1 + q′2B1 = p′2A2 + q′2B2 − 2p′q′C − 2p′D − 2q′E − F1 (4.7)
where
A1 = a
2I2(f 2 + u′2), B1 = a2I2(f 2 + v′2)
A2 = (αf − γu′)2/r4, B2 = (βf − γv′)2/r4
C = a2I2u′v′ − (αf − γu′)(βf − γv′)/r4 (4.8)
D = a2I2u′ − (zˆf − γ)(αf − γu′)/r4
E = a2I2v′ − (zˆf − γ)(βf − γv′)/r4
F1 = a
2I2 − (zˆf − γ)2/r4
To solve Eq. 4.7, an iterative scheme can be used by ﬁrst estimating the value of F in
Eq. 4.6 using the values of p′, q′ and zˆ in the (n− 1)th iteration and then computing the
new values of zˆ for the nth iteration using the numerical approximation scheme given in
[TSY04]. The approximations for p′ and q′ are given as:
p′ ≡ max
{
zˆ′(i, j)− zˆ′(i, j − 1)
Δu
,− zˆ






zˆ′(i, j)− zˆ′(i− 1, j)
Δv
,− zˆ





where zˆ′(i, j) = lnzˆ(i, j).
As shown by Rouy and Tourin [RT92], this numerical approximation gives the viscosity
solution for the orthographic SFS problem. Similarly, the solution for Eq. 4.7 can be
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= lnzˆn+1, and zˆn+1 denotes the surface depth at the (n + 1)th iteration,
ΔF =
√




zˆ′1 = min{zˆ′i,j−1, zˆ′i,j+1} (4.11)
zˆ′2 = min{zˆ′i−1,j, zˆ′i+1,j}
To initialize the iterative process, we use the depth value obtained through the or-
thographic SFS problem with an oblique light source. The adaptation from vertical light
source to oblique light source can be considered as transforming the surface from the orig-
inal coordinate system to the light source coordinate system with the light source located
at (0, 0,−1). Once the surface is reconstructed in the light source coordinate system, it
is transformed back to the original coordinate system accordingly.
4.3 Experimental Results I
We have tested the proposed approach on both synthetic shading images and real doc-
ument images. The experiments on synthetic shading images show that the modiﬁed
SFS algorithm is able to reconstruct various warped surfaces eﬀectively. In addition, we
have tested on real images taken from pages in conference proceedings and compared the
restored images with those obtained from range-scanned surface shapes. The results are
encouraging.
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4.3.1 Experiments on Synthetic Images
To generate a synthetic shading image, we ﬁrst created a warped surface with the function:
zˆ(x, y) = 3x3 +100. This gives us a surface as shown in Figure 4.3 (a).The shading image
was generated using Eq. 4.4 with the light source given as L = (1, 0,−1), the focal length
set as f = 200 and a = 1. The camera was assumed to be on top of the document surface.
Figure 4.3 (c) shows the reconstructed surface using the proposed method. Because of a
fast convergence rate, here we show the result after 2 iterations. To show its similarity
with the original ground truth shape, we contrast the two shapes in Figure 4.3 (d). Due
to the inaccurate approximations of the initialization process, the reconstructed shape
does not perfectly resemble the ground truth shape. However, this does provide a rough
description of the surface structure.
We have also compared our results with those presented by Tankus et al. in [TSY03]
on perspective reconstruction of the surface: zˆ(x, y) = 2 cos
√
x2 + (y − 2)2 + 100. Fig-
ure 4.4 (a) and (b) show the original ground truth surface and the corresponding shading
image produced under perspective projection with a vertical light source L = (0, 0,−1).
Figure 4.4 (c) and (d) show the contrast of our reconstructed surface over the ground
truth surface and that presented by Tankus et al., respectively. It demonstrates that our
method produces a better recovery of the original surface with less abrupt errors.
4.3.2 Experiments on Real Images
First, warped document images were taken using a normal digital camera Olympus C7070
(f = 518). These initial images were pre-processed to obtain the shading image using the
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Figure 4.3: Surface reconstruction from a synthetic shading image using the Fast Marching method: (a)
Synthetic surface: zˆ(x, y) = 3x3+100; (b) Shading image under perspective projection with L = (1, 0,−1);
(c) Reconstructed surface from (b); (d) Real (green) vs. Reconstructed (red) surface.
method described in Chapter 3. Here we assume no shadows or interreﬂection eﬀects, and
the paper is thick enough to avoid the show-through eﬀects from its backside contents.
Proper gamma correction was also applied to the shading image when necessary. Next,
the SFS technique was used to reconstruct the surface shape. As mentioned in Section 4.2,
we ﬁrst used an orthographic Fast Marching algorithm to provide an initial estimation
of the surface depth. To start with, we initialized the singular point with a height of 40
cm which is the distance between the camera and the document surface. The subsequent
iterative scheme would then compute the surface depth map accordingly. Figure 4.5 shows
an example of the reconstructed surface of a document page in a thick bound conference
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Figure 4.4: Surface reconstruction from a synthetic shading image using the Fast Marching method and
its comparison with the result from an existing method: (a) Original surface; (b) Shading image under
perspective projection with L = (0, 0,−1); (c) Real (green) vs. Recovered (red) surface by our method;
(d) Original (green) vs. Recovered (red) surface by Tankus et al..
proceeding. The image was captured using a normal digital camera with a resolution of
1280× 960.
To show how well the surface shape is recovered using the above SFS technique, we
compare it with the real shape captured using a 3D scanner. The 2D image used to
recover the shape was captured using the 3D scanner for comparison purposes, which has
a relatively low resolution of 640× 480 compared to normal digital images. In practice,
normal digital cameras can capture images of much higher resolution. Therefore, the
restored images will produce better OCR results. This is also one of the advantages of
the surface reconstruction process, which can recover shapes from higher resolution images
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(a) (b) (c)
Figure 4.5: Surface reconstruction result from a real document image using the Fast Marching method:
(a) Initial warped page image; (b) Extracted shading image; (c) Reconstructed surface (triangular mesh).
(a) (b) (c)
Figure 4.6: Surface reconstruction result for a real document image using the Fast Marching method and
its comparison with the actual 3D scanned surface: (a) Initial warped image; (b) Mesh captured using
3D scanner; (c) Mesh reconstructed using the proposed SFS technique.
without being limited by the low resolution of most current 3D scanners. Figure 4.6 (b)
and (c) show a comparison of the range-scanned mesh and the reconstructed mesh for
the image in Figure 4.6 (a). As we can see, the reconstructed mesh is quite close to the
range-scanned mesh although it does not re-produce the actual depth in the spine area.
This is because the dark shadings at the steep spine region provide too few variations
to obtain an accurate shape reconstruction result. However, such areas usually do not
contain textual information and thus do not bring signiﬁcant eﬀects to our restoration
problem.
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4.3.3 Method Evaluation
The main idea of the SFS method described in Section 4.2 is to use an iterative Fast
Marching algorithm to solve the image irradiance equation formulated for the document
imaging system under a close point light source and a perspective projection model. More
intuitively, given a shading image which can be derived from the photometric correction
routine, this SFS method will return the corresponding surface shape that produces that
shading image under a known illumination condition. This provides one alternative way
of obtaining the surface shape when special devices such as 3D scanners or structured
lightings are not available. The shading image needs to be a good approximation of
the real shading in order to arrive at a good surface reconstruction within a minimum
number of iterations. Inaccurate shadings may result in a loss of depth information in
the reconstructed surface as illustrated by the example shown in Figure 4.6. Although
the reconstructed surface is not as accurate as that captured from the 3D range scanner,
it does help to produce better restored images when geometric distortions are concerned.
Diﬀerent from the one-pass Fast Marching method which propagates the surface one
grid at a time in the normal direction with a speed that depends only on the position
and is always positive, our image irradiance equation does not transform perfectly to
the Eikonal equation that the Fast Marching method is used to solve. Nevertheless,
we use an iterative strategy that updates the surface depth value based on the same
upwind ﬁnite diﬀerence approximation scheme at each iteration and therefore improves
the surface shape gradually till convergence. The iteration condition can be controlled
by the time steps taken or the change of the shape between two consecutive iterations.
The main diﬃculty of this method is to provide a good surface initialization since the
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iterative step evolves the shape based on the result in the previous step. To relax this
requirement, we propose another method that formulates the image irradiance equation
as a static Hamilton-Jacobi equation and solves it using a Lax-Friedrichs based Fast
Sweeping method as described in the next section.
4.4 SFS Using Fast Sweeping Method
4.4.1 SFS Formulation
Following the same imaging system as shown in Figure 4.2 with a pinhole camera facing
upward, we use z(x, y) to represent the depth value of a surface point (x, y, z(x, y)) whose
projection is denoted by (u, v) in the image plane Ω. By deﬁnition, z(x, y) ≡ z(u, v).
Depending on the type of the illumination condition, the image irradiance equation can be
formulated in diﬀerent forms. To be more comprehensive, we discuss two image irradiance
equations formulated under two diﬀerent illumination conditions: a directional light source
and a close point light source. In particular, most scanners’ uniform light ray can be
considered as a directional light source, while most cameras’ ﬂash light can be considered
as a close point light source.
Directional light source
Given a Lambertion surface, the reﬂectance map under a directional light source is deﬁned
as:
I(u, v) = N ·L = (−p,−q, 1)√
p2 + q2 + 1
· (α, β, γ)√
α2 + β2 + γ2
(4.12)
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where I(u, v) is the image irradiance at the image point (u, v) corresponding to the surface
point (x, y), (α, β, γ) is the illumination direction and (−p,−q, 1) is the surface normal at
point (x, y) with p = ∂z
∂u
and q = ∂z
∂v
. This is the general image irradiance equation under
a directional light source. In particular, if the light source is right on top of the surface
with L = (0, 0, 1), the image irradiance equation becomes the Eikonal equation:
√





Close point light source
Directional light sources are often diﬃcult to obtain in real-life situations. In fact, it is
easier and more practical to capture images using close point light sources such as the
on-camera ﬂash than under some specially-built lighting environment. The on-camera
ﬂash can be modeled as a close point light source with known position in the camera’s
coordinate system. More generally, this can be any point light source with a known
location in reference to the optical center. Now, Let’s represent the document’s surface





· (u′, v′, f) (u, v) ∈ Ω
}
(4.14)
where z(u, v) is the distance from x−y plane to the surface point (x, y), f is the camera’s
focal length, (u0, v0) is the principle component and u
′ = u − u0, v′ = v − v0. This is
similar to the surface representation as given in Eq. 4.1.
Again, to ﬁnd the surface normal at each point (u, v), we calculate the tangent vectors
in both u and v directions, respectively and compute their cross product. The downward
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where p = ∂z
∂u
and q = ∂z
∂v
. Diﬀerent from Eq. 4.3, here we work on the surface depth
z(x, y) and its gradient (p, q) directly instead of using ln z(x, y).
Suppose a close point light source is located at (α, β, γ), the illumination direction for
each point (u, v) can be written as:






, β − v
′z
f
, γ − z
)
(4.16)
Using Eq. 4.15 and 4.16 with the assumption of Lambertian reﬂection, the image
irradiance equation can thus be derived from Lambert’s cosine law as:
I(u, v) =
N(u, v) · L(u, v)
‖N(u, v)‖ ‖L(u, v)‖ =













where (n1, n2, n3) = (pf, qf,−u′p− v′q − z).
4.4.2 Lax-Friedrichs-Based Viscosity Solution
To solve the image irradiance equation in Eq. 4.12 & 4.17, we ﬁrst write it in the form of
a static Hamilton-Jacobi equation:⎧⎪⎪⎨
⎪⎪⎩
H(u, v, z,∇z) = R(u, v), (u, v) ∈ Ω
z(u, v) = b(u, v), (u, v) ∈ Γ ⊂ Ω
(4.18)
where Ω denotes the image plane, Γ denotes a set of points whose value z(u, v) is known
to be b(u, v), although they may be located in the interior of Ω.
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In the case of a directional light source as given by Eq. 4.12, we have:⎧⎪⎪⎨
⎪⎩
H(u, v,∇z) = I√p2 + q2 + 1 + pα¯ + qβ¯ − γ¯
R(u, v) = 0
(4.19)
where (α¯, β¯, γ¯) is the normalized illumination direction and ∇z = (p, q).
Similarly, for a close point light source as described by Eq. 4.17, we have:⎧⎪⎪⎨
⎪⎪⎩












3 + Ap + Bq + C
R(u, v) = 0
(4.20)
where A = f(αf − γu), B = f(βf − γv), C = −fz(γ − z).
To solve Eq. 4.19 & 4.20, we use an iterative sweeping strategy [TCOZ03] to solve for





















where (Δu,Δv) is the grid size, σu and σv are artiﬁcial viscosities satisfying σu ≥ max |∂H∂p |
and σv ≥ max |∂H∂q |.








∣∣∣∣ = maxu,v {max{|I + β¯|, |I − β¯|}} (4.22)
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An iterative sweeping strategy is applied to sweep through the image grid in four alter-
nating directions to update the values of z(u, v) which are initialized with the boundary
values b(u, v). After each sweep, height values are re-calculated at the four boundaries
where the update formula fails to compute. The complexity of the Fast Sweeping algo-
rithm is O(N) where N is the number of the grid points. Compared to the iterative Fast
Marching method, this method is clearly more eﬃcient when the image size is large. On
the other hand, we only need to initialize a number of boundary values instead of the
whole surface, which makes it easier to apply to real image data.
4.4.3 Shape Refinement
The method presented in the previous section gives us an initial surface reconstruction
based on the viscosity solution framework. The resulting surface can be used for the sub-
sequent geometric restoration process and produce a visually satisfactory restored image.
This is acceptable if the application is mainly to restore images with sparse graphical
content for better visual appearance. However, if higher recognition accuracy is desired
for those text-dominant images with less constraint on the computational cost, additional
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reﬁnement step can be applied. In this step, we try to apply a least squares method with a
regularization term to further improve the shape obtained from the viscosity framework.
Meanwhile, the current shape also provides a good initialization for the minimization-
based reﬁnement method and thus avoids the problem of being trapped in local minima.
The minimization method is based on the variational SFS formulation discussed in

















[|∇p|2 + |∇q|2] dudv (4.24)
where p and q are deﬁned the same as before, I(p, q) is the image irradiance equation
deﬁned in Section 4.4.1, E(u, v) is the image intensity, λi and λs are the integrability and
smoothing coeﬃcient, respectively. Similarly, in order to derive the height z from p and
















To numerically minimize the above two energy functions, we minimize their discrete
counterparts. By using forward ﬁnite diﬀerence approximation to the partial derivatives




[I(u, v)−E(u, v)]2 + λi
∑
(u,v)∈DΩ




[(pu+1,v − pu,v)2 + (pu,v+1 − pu,v)2 + (qu+1,v − qu,v)2 + (qu,v+1 − qu,v)2]
(4.26)
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where I(u, v) corresponds to Eq. 4.12 or Eq. 4.17 under diﬀerent illumination conditions,




[(zu+1,v − zu,v − pu,v)2 + (zu,v+1 − zu,v − qu,v)2] (4.27)
The energy 	1 and 	2 are minimized by the steepest descent method with a simple line
search with Armijo condition [Fle87].
Note that in order to consider all the boundary points, we need to enforce a Neumann
boundary condition on p and q. Suppose (m,n) is the size of DΩ, we then deﬁne:
p(0, ·) = p(1, ·), p(m, ·) = p(m + 1, ·), p(·, 0) = p(·, 1), p(·, n) = p(·, n+ 1)
q(0, ·) = q(1, ·), q(m, ·) = q(m+ 1, ·), q(·, 0) = q(·, 1), q(·, n) = q(·, n+ 1) (4.28)
Given an initialization of (p, q) from the viscosity solution denoted by z1(u, v), we ﬁrst
apply an iterative process to ﬁnd a better conﬁguration (p, q)m that minimizes 	1 within a
certain number of iterations. Next, this new conﬁguration will be used in the evaluation
of 	2 in which z is initialized as z1(u, v). Similar to the previous procedure, we can obtain
a new conﬁguration zm which is the ﬁnal result.
4.5 Experimental Results II
To evaluate our SFS formulations and the performance of the viscosity framework, we
ﬁrst show several experiments on synthetic surfaces which are either parametric surfaces
generated using mathematical functions or geometric surfaces captured from range scans.
Synthetic shadings computed using our formula are compared with real shadings and
show very similar patterns. The reconstructed shapes based on synthetic shadings are
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also shown to be close resemblances of the ground truth shapes. Moreover, we also
use several real document images to demonstrate how eﬀectively our SFS method and
digital ﬂattening procedures can handle both geometric and perspective distortions in
real situations.
4.5.1 Results on Synthetic Surfaces
First, to evaluate the accuracy of our shading extraction routine and the correctness
of our image irradiance equation, we used an analytical cylindrical shape to generate a
synthetic shading image using Eq. 4.17 and compared it with the real shading image
extracted using our inpainting and RBF-based smoothing algorithm. Figure 4.7 (a) is
a camera image captured from a real cylinder textured with a document page. The
extracted shading image is shown in Figure 4.7 (b). On the other hand, Figure 4.7
(d) is an analytical cylindrical shape used to simulate the real cylinder. Figure 4.7 (e)
shows the synthetic shading image generated using the same camera’s focal length and
the same light source location as the real imaging condition. The shading meshes shown
in (c) and (f) demonstrate a high similarity between the reconstructed shading and the
synthetic shading. This shows that our shading extraction procedure is fairly accurate
and the general image irradiance equation in Eq. 4.17 can be used to model real imaging
situations eﬀectively. Finally, Figure 4.7 (g) and (h) show the reconstructed shape based
on the real shading image in (b) and the corresponding restored image, respectively.
Next, we have also evaluated the viscosity framework by using three synthetic shading
images generated from known parametric surfaces. First, the synthetic vase is generated
using the formula provided in [ZTCS99] as shown in Figure 4.8 (a1). The grid size is set
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(a) (b) (c) (d)
(e) (f) (g)
Figure 4.7: Comparisons between the synthetic shading image and the real shading image of a cylindrical
shape: (a) Image of a real cylinder with a document texture; (b) Extracted shading image; (c) Color
mapped shading mesh of (b); (d) Analytical cylinder; (e) Synthetic shading image produced under the
same imaging condition as (a); (f) Color mapped shading mesh of (e); (g) Reconstructed surface shape
from (b).
to be Δx = Δy = 0.00625 with an image of size 161 × 161. The second shape is given
by Tankus [TSY03]: z(x, y) = 2 cos
√
x2 + (y − 2)2+100 as shown in Figure 4.8 (b1). The
third shape is obtained from [ZZQ04]: f(x, y) = 2π
√
[cos(2πx) sin(2πy)]2 + [sin(2πx) cos(2πy)]2
as shown in Figure 4.8 (c1). The shading images are generated based on Eq. 4.13 and 4.12
under a distant frontal light source L = (0, 0, 1) and an oblique directional light source
L = (1, 0, 1) as shown in the second and fourth column of Figure 4.8, respectively. In
addition, p and q are discretized using the forward diﬀerence of the surface height z.
In the case of a distant frontal light source, we use the formulation described in Eq. 4.19
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with (α, β, γ) = (0, 0, 1). By applying the iterative sweeping scheme based on Lax-
Friedrichs Hamiltonian, we obtain the reconstructed surface as shown in the third column
of Figure 4.8. In particular, the vase surface is initialized with z = 0 along the two vertical
boundaries. The second shape is initialized with its four boundary values. The last shape
is initialized with the ﬁve singular points at (0.25, 0.25), (0.75, 0.75), (0.25, 0.75), (0.75, 0.25)
and (0.5, 0.5). As we can see that the results are close resemblances of their original sur-
faces. In addition, we have also tried to apply a high order WENO scheme [ZZQ04] to
solve our SFS formulation in the case of an oblique directional light source. This is in
comparison with the low order Lax-Friedrich Hamiltonian. More accurate results are ob-
tained as shown in the ﬁfth column of Figure 4.8. The number of iterations and the total
time taken to converge to the solution are given in Table. 4.1. The convergence criterion
used in our experiments is maxu,v |zn+1u,v − znu,v| ≤ 0.01.
Table 4.1: Eﬃciency evaluation on the three synthetic surfaces shown in Figure 4.8.
First order Lax-Friedrichs scheme High order scheme
Surfaces Frontal light Oblique light Oblique light
Iterations Time (s) Iterations Time (s) Iterations Time (s)
Figure 4.7(a1) 17 3.6007 77 19.7733 81 27.6636
Figure 4.7(b1) 45 5.0929 93 16.3444 192 39.3084
Figure 4.7(c1) 26 5.1727 177 50.9447 195 73.7268
4.5.2 Comparisons Using Mozart Bust
To compare our results with those of existing approaches, we have used the classic example
of Mozart Bust provided by Tsai [ZTCS99]. The true depth map is captured using a
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(a1) (a2) (a3) (a4) (a5)
(b1) (b2) (b3) (b4) (b5)
(c1) (c2) (c3) (c4) (c5)
Figure 4.8: Surface reconstruction results on synthetic shading images: (a1)(b1)(c1) Original surface
(ground truth); (a2)(b2)(c2) Shading image with a distant frontal light source L = (0, 0, 1); (a3)(b3)(c3)
Reconstructed surface based on Lax-Friedrichs Hamiltonian; (a4)(b4)(c4) Shading image with an oblique
light source L = (1, 0, 1); (a5)(b5)(c5) Reconstructed surface based on a high order WENO scheme.
range scanner as shown in Figure 4.9 (a). Using the same shading generation method
described in Section 4.4.1, we obtain the shading image under an oblique directional light
source (L = (1, 0, 1)) as shown in Figure 4.9 (b). Figure 4.9 (c) gives the reconstructed
shape based on the Hamilton-Jacobi equation solver discussed in Section 4.4.2 with an
initialization of the singular point on the nose tip. To evaluate the accuracy of the
reconstructed shape, we have measured its absolute distance from the original true depth
map. The result shows that most regions are well aligned with an average distance of
1.18 mm. In addition, we have compared our method with all the algorithms reported in
[ZTCS99]. Figure 4.9 (d)(e)(f) show the results on three selected approaches. We can
see that the current method gives a relatively better reconstruction.
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(a) (b) (c)
(d) (e) (f)
Figure 4.9: Surface reconstruction result on Mozart Bust image and its comparisons with the results
from some existing methods: (a) Original depth map of Mozart Bust; (b) Shading image generated
with L = (1, 0, 1); (c) Shape reconstructed using the viscosity framework; (d) Shape reconstructed using
Tsai’s linear approximation method; (e) Shape reconstructed using Lee & Rosenfeld’s method; (f) Shape
reconstructed using Bichsel & Pentland’s method.
4.5.3 Results on Real Document Images
One of the applications of the SFS technique is in the area of DIR [PCF06, CCDG04]. It
can be used to reconstruct the surface shape of a warped document and thus provides a
priori knowledge to the geometric and perspective restoration procedures. In this experi-
ment, we used both scanned and camera-based real document images to demonstrate how
our SFS method works in real situations. In particular, all the scanned images used were
obtained from thick bound books using an Epson color scanner. The scanner’s uniform
light ray is modeled as an oblique directional light source with L = (1, 0, 5.67). The lens
follows perspective projection along the spine direction and the focal length is obtained
A Unified Framework for Document Image Restoration Li Zhang
Surface Shape Reconstruction 94
through a calibration process. On the other hand, all the camera images used were taken
in a relatively dark environment with a small halogen light simulating a close point light
source. In addition, the camera’s focal length and principle components were obtained
through a simple calibration procedure. Typically, for an image of size 1600× 1200, we
have f = 1286 and (u0, v0) = (820, 585) in pixel size. The images were cropped to avoid
lens distortions near the corners. Moreover, gamma correction was performed by apply-
ing an inverse power function 1/gamma to the RGB values, since most of cameras are
calibrated to compensate for the display device with a gamma value.
(a) (b) (c)
(d) (e) (f)
Figure 4.10: Surface reconstruction results on a real scanned document image: (a) Scanned thick bound
book image; (b) Shading image obtained after one-step inpainting; (c) Shape reconstructed using the
viscosity framework with an oblique light source; (d) 3D mesh of the reconstructed surface; (e) 3D mesh
textured with the shading corrected image; (f) Final restored image.
Figure 4.10 shows an example of scanned thick bound document with geometric distor-
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tions at the spine region. Because of the constraint imaging environment of the scanner,
we have a ﬁxed light source and a frontal imaging view. Images of thick bound books
obtained from this typical setup therefore have similar properties. Figure 4.10 shows a
typical example of the restoration process and some of the intermediate results. As we
can see from Figure 4.10 (d), the reconstructed surface shape is a close estimation of
the cylindrical warping of the book spine. Some minor uneven surface patches due to
water creases are also detected near the page boundary in accordance to a slight change
of shading. Finally, the restored image as shown in Figure 4.10 (f) demonstrates a great
improvement over the original distorted image. Because of the constrained scanning en-
vironment, the warping distortions in scanned images of thick bound documents display
similar characteristics as the typical example shown here. Therefore, this examples gives
a representative result when applying our framework on common scanned thick bound
document images.
Figure 4.11 shows three examples of geometrically distorted document images with
diﬀerent types of content captured under the halogen light source at a known position.
In particular, Figure 4.11 (a1) is an arbitrarily warped document page captured under
a light source at L = (−25, 0,−34). Figure 4.11 (b1) gives the shading image extracted
using the method given in Chapter 3. Finally, Figure 4.11 (c1) is the reconstructed surface
shape by initializing the singular points with an estimated distance from the surface to
the camera set as b0 = 35.2. Figure 4.11 (a2)(a3) are two warped page images captured
from a diagonal viewpoint with the same light source location. Figure 4.11 (c2)(c3) show
the reconstructed surface by initializing the singular points estimated based on the 2D
image. These examples demonstrate that the Lax-Friedrichs-based Fast Sweeping method
is able to produce a good approximation of the actual warped document surface, which
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will be very useful for the subsequent geometric correction process. We will show the




Figure 4.11: Surface reconstruction results on real camera-based document images: (a1)(a2)(a3) Distorted
real document images; (b1)(b2)(b3) Extracted shading image; (c1)(c2)(c3) Reconstructed surface shape.
In addition, Figure 4.12 demonstrates how the shape reﬁnement step improves the
surface reconstruction result using a warped document page. Figure 4.12 (a) is a page
image with a cylinder-like surface captured using a normal digital camera with its on-
camera ﬂash. Following the photometric correction steps discussed in Chapter 3, we
obtain a smooth shading image as shown in Figure 4.12 (d). Now if we do not know
A Unified Framework for Document Image Restoration Li Zhang
Surface Shape Reconstruction 97
the exact location of the on-camera ﬂash and we assume it is close enough to the optical
center, then using the SFS method discussed in Section 4.4 we obtain the reconstructed
surface as shown in Figure 4.12 (e). Due to the inaccurate approximation of the light
source location, the reconstructed shape shows abrupt ridges at some regions. After
going through the reﬁnement step, the shape as shown in Figure 4.12 (f) becomes much
smoother and better approximates the original shape.
(a) (b) (c)
(d) (e) (f)
Figure 4.12: Evaluation of the shape reﬁnement step on real camera-based document images: (a) A real
warped document page; (b) Inpainting mask; (c) Inpainted image; (d) Smooth shading image extracted
after RBF ﬁtting; (e) Reconstructed surface shape using the viscosity framework; (f) Reﬁned surface
shape.
4.5.4 Method Evaluation
Diﬀerent from the iterative Fast Marching method described in Section 4.2, this method
tries to formulate the image irradiance equation into the form of a Hamilton-Jacobi equa-
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tion and then solve it using a Lax-Friedrichs-based Fast Sweeping scheme. Moreover,
a shape reﬁnement step is also proposed to produce an improved surface by using the
reconstructed shape from the ﬁrst step as the initialization. Our results on synthetic
surfaces have shown that the sweeping method based on Lax-Friedrichs Hamiltonian can
produce good results on perfect shading images with accurate initialization conditions.
However, in real situations, shadings are often imperfect due to several hard-to-control
factors such as lighting, surface material, lens distortion, etc. The use of the reﬁnement
step can thus further improve the ﬁrst-step reconstruction result and produce a better
surface for subsequent restoration processes. We have conducted experiments on some
existing SFS approaches in [ZTCS99], but the results are not comparable since most of
them are assuming distant light sources and thus not applicable to our real document
imaging conditions. For those considering close point light sources, they are mainly tar-
geting at endoscopic images [TSY04] which is also diﬀerent from our document imaging
environment.
4.6 Discussion
The successful application of the SFS technique to document image restoration (DIR)
provides solutions to several problems that traditional 2D-based DIR methods cannot
handle. In particular, for the image shown in Figure 4.11 (a3), those textline-based DIR
methods [ZT02, ZT03] will fail to function because of the lack of text lines. Moreover, the
SFS-based approaches are not restricted to cylindrical surfaces as opposed to some existing
3D modeling methods [CDL03a, ZZTX05]. In addition, compared to methods that use
stereo-based [YKKM04] or motion-based [ISI06] shape recovery techniques, the SFS-based
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methods provide a good start in terms of working around a single image instead of multiple
images. More importantly, the SFS-based methods are especially of low cost compared to
those 3D range scanners or structured lighting setups and are thus more widely applicable
to daily applications. However, the proposed two SFS methods currently only deal with
smoothly curved documents but not folds as discussed in [SYY+05], so sharp edges are
often smoothed out when ridges are expected. Further studies will be extended in this
direction.
Comparing the two SFS methods we have presented in this Chapter, the main dif-
ference between them is in the formulation of the image irradiance equation and their
corresponding solving schemes. The ﬁrst method uses an iterative Fast Marching scheme.
The standard Fast Marching algorithm has a time complexity of O(N logN) with the
dynamic programming strategy, where N is the total number of grid points in the image.
The number of iterations taken to get the ﬁnal result depend on the initialization condi-
tion, the complexity of the shape and the accuracy of the estimated shading image. On
the other hand, the second method uses a Fast Sweeping strategy which iterates through
the image in four diﬀerent directions to obtain the ﬁnal depth map. The time complexity
is therefore O(N). A computational study of the Fast Marching method and the Fast
Sweeping method used to solve the Eikonal equation can be found in [GK06]. In addition,
the reﬁnement step is a variational SFS method which tries to minimize a cost function
of brightness errors. The computational complexity of this type of method is usually
proportional to O(N2) as discussed in [LK93].
Despite the simplicity and eﬀectiveness of the SFS method, there are still limitations.
For example, it handles smooth warpings better than irregular folds or crumples although
it is still able to recover the ridges to a certain smoothness level as shown in Figure 6.5
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(c2). Furthermore, due to the importance of the shadings in the reconstruction process,
certain requirements on the imaging environment need to be followed such as a single point
light source. Interreﬂections also need to be avoided because they may aﬀect shadings
signiﬁcantly. Last but not least, if large text blocks or ﬁgures are masked, the inpainting
method may not be able to estimate an accurate shading image and therefore cause
errors in the reconstructed surface shape. Nevertheless, we can always substitute the SFS
method with any other shape recovery methods such as methods based on Shape-from-
Stereo, Structure-from-Motion or even use special setups to capture the surface shape if
they are available. In all the cases, the rest components of the whole framework are not
aﬀected, which demonstrates the high ﬂexibility and modularity of our framework.
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CHAPTER 5
GEOMETRIC CORRECTION
In this chapter, we describe three geometric restoration methods that are proposed to deal
with diﬀerent types of document images with various geometric or perspective distortions.
In reference to the categorization of the existing geometric correction methods described
in Section 2.3, the ﬁrst newly proposed method here belongs to the 2D-based shape-
free approaches and the other two methods belong to the 3D-based shape-dependent
approaches. We ﬁrst give a brief description of the proposed methods and then move on
to the detailed illustrations in the sub-sections.
• The ﬁrst approach is specially designed to correct warping distortions in camera-
based images with predominant textual content, which relies on merely top and
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bottom two text lines to perform a 2D interpolation. The idea is based on the ob-
servation that the boundary text lines can reasonably reﬂect the warping curvature
to a certain extent. In particular, the text lines are obtained as piecewise cubic
splines by ﬁtting a set of connected components boundaries. Splines for document
boundaries can be more easily obtained by ﬁtting the boundary pixels. The 2D
interpolation methodology is based on the concept of ruled surface interpolation
but applied to the projected 2D image. This simple 2D approach can eﬀectively
straighten the warped text lines although it may not restore the character spacings
at the warping regions due to the lack of 3D information. Moreover, its high depen-
dence on the single column text lines also restricts its application to only a limited
set of document images.
• The second approach is a 3D-based method in a sense that it requires the 3D
surface shape of the document. This 3D information helps to capture the physical
warpings more accurately and therefore achieves a better restoration result especially
in terms of the character spacings and sizes near the warping area. The main idea
is to incorporate the 3D surface shape information into the ﬁrst 2D interpolation
methodology, which naturally leads to a surface interpolation algorithm to restore
the warpings. This method returns better results compared to the ﬁrst approach
especially near the warping regions because the 3D curvature is obviously more
accurate than its 2D estimation.
• The third approach is designed for a wide range of document images with its content
independent property. Unlike most 2D-based approaches that rely on the existence
of text lines or document boundaries, this approach requires nothing but a 2D image
and the 3D surface shape of the document. As discussed in Chapter 4, one way to
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get the surface shape is to capture it directly through current range scanners which
allow us to capture both the 2D image and the 3D geometry easily at one go under
any kind of environment. Alternatively, we can also derive the 3D geometry by
reconstructing it from the given 2D image. Once the 3D geometry is available,
we can then use a physically-based modeling technique to model the 3D document
surface as a particle system and ﬂatten it through a numerical simulation process.
Meanwhile, the warped 2D image being the texture of the 3D surface is also restored
to its planar form accordingly. This approach is therefore able to handle a wide
range of document images with various types of content. In addition, our extensive
experiments have also demonstrated its great stability and eﬃciency in handling
diﬀerent types of surface shapes.
5.1 Method 1: Geometric Correction Based on 2D
Interpolation
In this Section, we present a document-boundary independent approach to correct arbi-
trary warping distortions in camera-based document images. This method is based on a
Gordon surface model constructed from a set of text lines extracted from the 2D image.
The text lines are represented using Natural Cubic Splines interpolating a set of points
extracted from connected component analysis on the input document image. For sim-
plicity, only the top and bottom two text lines are used for interpolation by using Coons
patch algorithm [Far90]. We have compared our method with two existing methods in
terms of the OCR performance on the restored images. One is Tsoi’s boundary interpo-
lation method [TB04] and the other is Z.Zhang’s 3D modeling approach [ZTF04]. The
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results show that our method achieves higher precision than Tsoi’s method and mean-
while removes the boundary constraints they imposed on the input images. Our method
also outperforms Z.Zhang’s method in terms of OCR precision. In addition, Z.Zhang’s
method is particularly designed for scanned images with cylindrical-like shapes near the
book spine and thus not applicable to arbitrary warped images with internal warpings,
folds, etc.
5.1.1 Ruled Surface Modeling
Due to geometric distortions such as those in folded paper or thick bound books and the
perspective projection model of the camera, many camera-based document images often
display non-uniform curvatures along the text lines as shown in Figure 5.1. Current OCR
systems often fail to recognize the characters in the warping area or produce text chunks
in a wrong text ﬂow sequence. The goal of this method is therefore to rectify the various
geometric distortions in those textual document images by straightening the warped text
lines and produce a ﬂattened image for better OCR.
As shown in Figure 5.1 (c) and (d), the images do not have explicit document bound-
aries as those shown in (a) and (b). Nevertheless, we can still construct a ruled surface
model based on the text lines present in the document. The surface model for a typical
warped thick bound book is shown in Figure 5.2. Given a set of text lines in the warped
document and two vertical text boundaries, we can construct a surface g that interpolates
all the isoparametric curves {g(u, vi), i = 0, · · · , m} and {g(uj, v), j = 0, · · · , n}:
g(u, v) = g1(u, v) + g2(u, v)− g12(u, v) (5.1)




Figure 5.1: Examples of geometrically distorted document images with text-dominant features: (a)(b)
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This Gordon surface model ﬁts the deﬁnition of developable surface and can be mapped
to a planar surface without distortion. The projection of this Gordon surface model can
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also be parameterized using the projected text lines in the 2D image.
Figure 5.2: Gordon surface model for distorted book surfaces. Its projection image can be parametrized
using the projected 2D curves.
5.1.2 Warping Correction
Given an image without explicit document boundaries as shown in Figure 5.1 (c) and (d),
boundary interpolation techniques will not be applicable. One remedy to this problem is
to make use of the existing text lines. To identify the text lines, we ﬁrst extract a set of
boundary points according to the bottom boundaries of the connected components. Next,
for each text line, a Natural Cubic Spline is constructed which deﬁnes continuous image
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coordinates along the curve. More speciﬁcally, given n + 1 points (P0, P1, · · · , Pn) and





si,0(t), t ∈ [t0, t1]
si,1(t), t ∈ [t1, t2]
...
si,n−1(t), t ∈ [tn−1, tn]
(5.3)
While the n+1 points can be easily obtained from the boundary points of the connected
components, the knot values need to be carefully chosen. In a simple way, they can be









|Pj(x, y)− Pj−1(x, y)|2, if i > 0
(5.4)
where |d| =∑0<j<n+1 |Pj(x, y)− Pj−1(x, y)|2.
For example, Figure 5.3 shows the text lines detected for Figure 5.1 (c). After obtaining
a set of splines that represent all the well-identiﬁed text lines, the restored image is
produced through a 2D mapping function derived from the Gordon surface model. For
each point (ui, vj) in the restored image, its corresponding point (x, y) in the warped
image can be calculated by substituting the values of ui and vj to the function g(u, v) to
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Figure 5.3: Text lines detected for the image shown in Figure 5.1 (c).
5.2 Experimental Results I
5.2.1 Results on Real Document Images
We have tested the proposed method on about 20 document images captured using ordi-
nary digital cameras with resolutions of 1600 × 1200 and 2048 × 1536, respectively. All
the images are of diﬀerent font sizes and taken with various binding curvatures such as
bindings on the left or the right of the image, folds and rolling curls, etc.
In particular, Figure 5.4 shows the restored images of the original distorted images
given in Figure 5.1. As we can see, the warped text lines from either smoothly curved
documents or multiple folded documents are all straightened out. Due to the shading
distortions, the restored images may still look warped. This can be solved by incorporating
the photometric correction method as discussed in Chapter 3.




Figure 5.4: Geometrically restored images corresponding to the input images shown in Figure 5.1.
5.2.2 Comparisons with Existing Methods on OCR Results
In addition, both the distorted images and the restored images were fed into the Microsoft
OCR engine for text recognition. It is shown that after restoration the OCR precision
is improved by 13.1% and 21.8% for images with resolutions of 1600× 1200 and 2048×
1536, respectively. Generally speaking, higher resolution images with larger font sizes
produce better OCR outputs. This mainly attributes to the accuracy of the connected
component analysis. To compare our method with Tsoi’s boundary interpolation method
and Z.Zhang’s 3D surface modeling technique, we chose a set of images with boundary
curves so that all the methods are applicable. A comprehensive comparison of OCR
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precision and recall among all the three methods on images with or without boundaries
is shown in Table 5.1. The results show that our method achieves much higher precision
than Z.Zhang’s method and has similar performance as Tsoi’s method. However, Tsoi’s
method requires the presence of document boundaries and thus not applicable to partial
images without boundary information as shown in Table 5.1.
Table 5.1: Comparisons of OCR results using three de-warping methods.
OCR accuracy Original Image Restored Image
Z.Zhang’s Tsoi’s Ours
Images w/ Precision 73.4% 75.3% 93.6% 95.7%
boundary Recall 90.1% 93.2% 92.7% 91.3%
Images w/o Precision 76.7% 78.2% - 97.5%
boundary Recall 90.3% 93.3% - 90.2%
5.3 Method 2: Geometric Correction Based on Sur-
face Interpolation
As discussed in Section 2.3, geometric restorations based on the approximated 2D cur-
vatures do not produce accurate results due to the missing of the depth cue. 3D-based
methods are more desirable because the surface shape provides more accurate informa-
tion about the exact physical warping and thus helps its restoration process. Based on
the text line interpolation scheme described in Section 5.1, we propose a hybrid method
that incorporates the surface shape information derived from the SFS methods discussed
in Chapter 4 into a 2D interpolation algorithm to correct various warping distortions in
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textual document images. In our experiments, a set of more than 20 smoothly curved
document images were taken using normal digital cameras under a known lighting envi-
ronment. The restored images show clear improvements especially near the warping area
compared to the 2D-based approach described in Section 5.1.
5.3.1 Warping Correction
Similar to the 2D interpolation method discussed in Section 5.1, we still model the docu-
ment surface as a developable surface. Previously, we have only worked on the projections
of the warped text lines in the 2D image without depth information. Now, we could di-
rectly manipulate the 3D text lines which provide a more accurate representation of the
warping curvature. Following the same procedures, we can extract a set of text lines from
the boundaries of the connected components. Next, the depth information is incorporated
into the construction of the 3D text lines. Earlier on, the 2D text lines were represented
using piecewise splines with the knot values deﬁned on the Euclidean distances of the
2D image points. Here, we choose the knot values diﬀerently as the Euclidean distances




0, if i = 0
ti−1 + 1|d| |Pi(x, y, z)− Pi−1(x, y, z)|2, if i > 0
(5.6)
where |d| =∑n+1i=1 |Pi(x, y, z)−Pi−1(x, y, z)|2. This parametrization assigns larger t values
to those regions with more severe warpings such as the spine area. This allows more pixels
to be allocated to those regions in the restored image and thus bring back the correct font
size and character spacing in the warping area. Finally, the restored image can be obtained
by mapping each point (uj, vi) to its corresponding point (x, y) in the original image based
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on the function derived from the ruled surface modeling. For simplicity, we can select
the top and bottom two text lines and the two vertical boundaries for interpolation using
coons patch which is a special case of the Gordon surface model as discussed in Section 5.1.
5.4 Experimental Results II
5.4.1 Results on Real Document Images
We have tested the proposed method on images captured using a normal digital camera
with various resolutions and diﬀerent warping distortions. Figure 5.5 shows two example
images and their corresponding restored images with resolutions 1200× 1200 and 748×
1064, respectively. In addition, the restored images were also fed into the OmniPage OCR
engine for recognition. Table 5.2 shows the OCR precisions on four input images with
diﬀerent levels of distortions as well as the results on their corresponding restored images.
Clearly, the precisions on the restored images are much higher than those on the original
images.
Table 5.2: Comparisons of the OCR results on both the original and the restored images.
Images Resolution OCR word precision
Original Images Restored Images
Image1 1200× 1200 89.6% 99.4%
Image2 748× 1064 69.4% 91.7%
Image3 1024× 768 79.4% 94.5%
Image4 1280× 960 84.7% 96.4%




Figure 5.5: Examples of smoothly warped images with the binarized version of the restored images: (a)(c)
Original image; (b)(d) Restored image.
5.4.2 Comparison with the 2D-Interpolation Approach
We have also compared the present method with the earlier attempt based on 2D inter-
polation. It is observed that the 2D method is unable to restore the character size and
spacing near the warping area as shown in Figure 5.6 (a), while the current method does
straighten out the text lines and restore the character font size and spacing as shown in
(b). Moreover, OCR experiments also show a better performance on the restored images
compared to those from the 2D method.
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(a) (b)
Figure 5.6: Comparison between the 2D interpolation and 3D interpolation based geometric correction
methods: (a) Restored image portion using the 2D interpolation method; (b) Restored image portion
using the 3D interpolation method.
5.5 Method 3: Geometric Correction Using Physically-
Based Modeling
In this section, we present a geometric restoration method that uses the structural in-
formation of the physical warping to restore the warped 2D image through a physically-
based ﬂattening procedure. As a standalone geometric correction method, the structural
information can be obtained either from special devices or through image-based shape
recovery methods. To demonstrate the performance of the restoration procedure alone,
we use surface shapes captured from a laser range scanner. The laser range scanner can
eﬀectively produce an irregular triangular mesh for any kind of shape under any imag-
ing environment. Meanwhile, it also captures a warped 2D image as the corresponding
texture mapping to the warped surface. Once the surface shape is available, we can then
model the 3D surface mesh as a particle system and ﬂatten it to a plane through numerical
methods. Previous work [Pil01b, BS01b, BS04, BP05] has demonstrated that arbitrary
warped documents can be successfully restored by ﬂattening a 3D scan of the document.
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These approaches used physically-based or relaxation-based techniques in their ﬂatten-
ing process. While this has been demonstrated to be eﬀective in rectifying the image
content and improving OCR, these previous approaches have several limitations in terms
of speed and stability. Here we propose a distance-based penalty metric to replace the
mass-spring model and introduce additional bending resistance and drag forces to im-
prove the eﬃciency of the existing approaches. The use of Verlet integration and special
plane collision handling schemes also helps to achieve better stability without sacriﬁcing
eﬃciency. Experiments on various document images captured from books, brochures and
historical documents with arbitrary warpings have demonstrated large improvements over
the existing approaches in terms of stability and eﬃciency.
5.5.1 3D Acquisition
To get the 3D surface geometry, we used a dedicated laser range scanner - Minolta Vivid
900 [Viv] to capture the 3D structure of the warped document. The document was scanned
by a plane of laser light coming from the Vivid’s source aperture. The scanner captures
range scan and color data simultaneously and has a sample pitch of 0.068 mm within
an optimal measuring range from 0.6 m to 1.2 m. Therefore, it produces an accurate
triangular mesh together with a texture image of size 640 × 480 as shown in Figure 5.7
(a) and (b), respectively. The laser range scanner is able to capture 307,000 points with
an output image of size 640× 480 in 2.5 seconds. However, working with all the 307,000
points is rather computationally expensive. Our experiments show that using about 1,000
points is enough to produce a satisfactory restoration result. The sub-sampling process
was done using the Minolta Polygon Editing Tool, which took approximately 30 seconds
to complete on a Pentium III 996 MHz PC. Figure 5.7 (c) and (d) show the sub-sampled
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Figure 5.7: Data acquired through a 3D range scanner: (a) Original 3D mesh; (b) 2D texture image; (c)
Sub-sampled sparse mesh with 1,010 points; (d) Textured 3D mesh.
5.5.2 Particle System Modeling
The restoration is done using a physically-based modeling technique, which incorporates
classical Newtonian physics into the behavior of 3D structural models [Wit97, Bar97].
They are often used in computer graphics applications to produce realistic simulations by
applying the laws of physics to deform the objects and allowing them to react and dynam-
ically change their geometric structure based on forces in a simulated environment. One
particular example is the simulation of the deformation of an initial ﬂat sheet [TPB87]. In
this experiment, a ﬂat sheet is dropped and collides with various obstacles during its fall.
As a result, gravity and obstacle collision produce forces that cause the sheet to deform.
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Our restoration can be considered as the reverse problem. Starting with a deformed sheet
which models the warped document surface, we need to reverse the deformation process
and move back to its planar state. However, this is only a ﬁrst-order approximation of
how exactly the deformation takes place. It is possible that a complex warped document
is produced by a series of irregular external physical events. Therefore, to establish an
accurate model to simulate the complex deformation process may be impossible. Our goal
is to manipulate the shape in a reasonably accurate and ﬂexible way so that the restored
image can have a better perceptual quality and also facilitate some document analysis
tasks to a certain extent.
As discussed in Brown and Seales’ paper [BS04], given the 3D geometry of the surface,
a particle system is constructed with each point on the mesh as a particle. The whole
system is governed by the classic second order Newtonian equation:
f = ma (5.7)
where f is the force exerted on the particle, m is the mass of the particle (without loss
of generality, we can let m = 1), and a is the acceleration. Each particle is associated
with two variables, position x and velocity v. During the simulation process, dynamic
forces are exerted onto the particles over time to make them move to new positions. At
the same time, distance constraint needs to be satisﬁed as the property of rigid shape
deformation states: any change in shape must preserve the distance between the points
on the surface.
To achieve the above constraint, various mass spring models have been proposed
[Pro95, Oli01, BS01b]. In these models, particles are connected by virtual springs. The
magnitude of the spring force is proportional to the diﬀerence between the actual spring
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length and its rest length, which can be approximated using Hooke’s Law:
fa = −
[




fb = −fa (5.8)
where fa and fb are the forces exerted on particles a and b respectively, r is the rest length
of the spring, x and v are the position and velocity at a particle’s current state, ks and kd
are the spring stiﬀness and damping constants, and | · | is the L2 norm. At each time step,
the spring forces are induced when external forces begin to move each individual particle
from its rest state. These forces act together to keep the particles at a correct distance
from each other and give the mesh its rigidity. However, it is often diﬃcult to choose a
suitable spring stiﬀness and damping constant. Strong springs lead to stiﬀ meshes, while
weak springs make the meshes too elastic. In our approach, instead of using springs, we
use virtual sticks to connect the particles. These sticks can be considered as springs with
inﬁnite stiﬀness. In this case, we can exclude the spring force computation in favor of a
point relaxation solver scheme [Jak03].
5.5.3 Mesh Refinement
In Brown and Seales’s method [BS04], ﬁnite-element meshes are used to represent the
document’s 3D geometry with each basic ﬁnite-element being a quadrangle. This is similar
to a quad mesh. In general, triangular meshes are more desirable because three vertices
of a triangle solely deﬁne a plane but four vertices of a quadrilateral may not lie in the
same plane. Therefore, triangular meshes usually provide a better and more accurate
representation for the various surfaces that we are dealing with. This was also brought
out by Choi and Ko [CK03] in their simulation of complex cloth. Moreover, as mentioned




Figure 5.8: The shape of a crumpled paper represented using an irregular triangular mesh and a uniform
quad mesh (both have 1,200 points): (a) Original shape with texture; (b) Original dense mesh; (c)
Irregular triangular mesh; (d) Uniform quad mesh.
in Section 5.5.1, in order to improve computational eﬃciency, we propose to sub-sample
the dense mesh into a sparse mesh beforehand. This again makes triangular mesh a better
choice than quad mesh. Figure 5.8 shows a comparison of using a triangular mesh and a
quad mesh to represent the shape of a crumpled paper. Both meshes have 1,200 points,
which is much sparser than the original dense mesh captured by the range scanner. It can
be seen from the marked partial image that the triangular mesh is clearly more delicate
in representing some complex curvatures than the quad mesh. On the other hand, the
sub-sampled sparse triangular mesh with 1,200 points does not degrade much from the
original dense mesh. The measured distance between the sparse mesh and the dense mesh
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Figure 5.9: Distance measure between the sub-sampled triangular mesh and the original dense mesh.
in terms of the depth Z for the crumpled page image as shown in Figure 5.9 is only about
0.38 mm on average and the standard deviation is 0.623 mm with a maximum depth of
64.84 mm.
During our experiments we found that irregular triangular mesh may cause instability
problems during the ﬂattening process. The mesh may bend along the common edge of
two triangles and result in self-folding eﬀect near some regions with large curvatures. To
solve this problem, we propose to add a bending resistance between any pair of triangles
that share a common edge as shown in Figure 5.10. This increases the rigidity of the mesh
and avoids the self-folding phenomenon. For example, Figure 5.11 (a) shows the result
of ﬂattening an original mesh without adding bending resistance. We can see that the
mesh near the spine region bends too much and results in self-folding after the ﬂattening
process. However, with the added bending resistance, the ﬂattened mesh can hold its
shape nicely as shown in Figure 5.11 (b).
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Figure 5.10: Bending resistance is added between any two adjacent triangles that share a common edge.
5.5.4 Constraints and External Forces
Stick Constraint. As mentioned earlier, instead of using springs to connect the particles,
we use sticks with ﬁxed lengths. This is to avoid the computation of spring forces which is
often error-prune due to the diﬃculty of choosing a suitable spring stiﬀness and damping
constant. To simulate the sticks between the particles, we use the constraint that enforces
a ﬁxed distance between any pair of particles connected by an edge. This distance is
deﬁned as the initial Euclidean distance between any two points on the original mesh.
During the simulation, the particles are either pushed or pulled away in order to maintain
the correct distance that is the stick’s rest length as shown in Figure 5.12. Mathematically,
suppose A and B are the two end points of a stick with their positions at the time step n














b ). The stick’s rest length is deﬁned as:
d0ab =
√
(x0a − x0b)2 + (y0a − y0b )2 + (z0a − z0b )2 (5.9)
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Figure 5.11: Flattening results with and without bending resistance: (a) Flattening without bending
resistance results in self-folding; (b) Flattening with bending resistance spreads out the mesh nicely
especially near the spine region.














b − P n−1b + aΔt2 (5.10)
To maintain the stick’s rest length d0ab, the two end points A and B are thus moved away
or towards each other by the same distance to reach their new positions P n+1a and P
n+1
b
at the time step n + 1 :





a − P n′b )(dnab − d0ab)
dnab










(xna − xnb )2 + (yna − ynb )2 + (zna − znb )2.
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Figure 5.12: The end point particles are pushed or pulled along the stick direction to maintain the stick’s
rest length during the ﬂattening process.
Plane Collision Constraint. The goal of the ﬂattening process is to drive all the
particles on the 3D mesh to the z = 0 plane. This plane deﬁnes where the warped
document is placed during the shape acquisition phase. During the ﬂattening process,
some particles might collide with this plane or penetrate through it. In Brown and Seales’
work [BS01b, BS04], this situation is handled by changing the velocity of the particle at
the time of collision into the normal component and the tangential component. The
normal component is then dampened with coeﬃcient of restitution. However, this may
cause the simulation to run very slowly when there are lots of collisions and penetrations.
In our method, we introduce a dynamic inverse constraint on the displacement of the
particle [Pro95]. Particles that penetrated through the z = 0 plane will be projected out
[Jak03], i.e. move the particles perpendicularly toward the z = 0 plane as deﬁned by:
(xi, yi, zi) = (xi, yi,max(zi, 0)) (5.12)
where (xi, yi, zi) is the position of the particle at the time of collision. This method of
resolving collision allows a larger time step to be taken during the integration phase and
hence speeds up the simulation signiﬁcantly.
However, by satisfying the plane collision constraint, we might end up invalidating
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the stick constraint and vice versa. This can be resolved by solving both constraints
simultaneously using a local iteration scheme known as point relaxation [Jak03]. By
repeatedly satisfying various local constraints, the whole system will eventually converge
to a global conﬁguration that satisﬁes all the constraints. The system terminates when all
the particles have reached the z = 0 plane or when the change of the surface area between
time t and t + Δt is small enough so that further signiﬁcant improvement is unlikely. In
general, the number of iterations usually depends on the particle system being simulated
and the amount of motion needed to reach the planar state.
Gravitational Force. In order to drive all the particles down to a plane, we have
proposed to exert a downward gravitational force on all the particles to force them to
move toward the z = 0 plane. This force is a constant since f = ma, where m = 1 and
a = g = 9.81.
Drag Force. Sometimes using gravitational force alone is unable to correctly simulate
the deformation process. This is especially true when the document warping is too severe
like the deep spine in some thick bound books. In such cases, the mesh points near the
spine region often collide with each other during the ﬂattening phase and results in a self-
collapsed spine as shown in Figure 5.13 (a). Therefore, actions need to be taken to avoid
such self-collisions and inter-penetrations. Many studies on the self-collision handling
problem have been targeted to cloth simulation and garment design [HMB01, VT94].
However, despite the many optimization techniques such as based on the curvature of
the surface [VT00] and bounding volume hierarchies [Pro97], self-collision handling is
still hard to achieve real-time performance. Nevertheless, our objective here is mainly to
obtain a ﬁnal ﬂattened state of the 3D model. We do not care about the exact deformation
at each time frame. This is diﬀerent from cloth simulation and garment design in which
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every single detail of the material motion needs to be taken care of delicately at each
time step. Therefore, instead of detecting the self-collisions, we try to prevent them from
happening. Volino et al. [VT94] have pointed out that self-collisions only can happen at
areas with large curvatures. As being observed in our experiments, they only happen near
the steep spines or folds on the mesh. To avoid particle self-collisions at these regions, we
try to add an additional drag force on each particle in both the horizontal and the vertical
directions to force the particles spread out during the simulation process. This drag force
is similar to the viscous drag used in many particle systems [Wit01] except that it is not




f vdrag = kdragy
n
i (5.13)




i ) is the current 2D
location of the particle i at the time step n. An empirical value of kdrag is chosen to be
0.05 in all our experiments and does not require special tuning. The origin of the particle
system is deﬁned as the center of the 3D shape and is therefore consistent across diﬀerent
inputs. Figure 5.13 (b) shows the geometrically corrected image with both the bending
resistance and the drag force added.
5.5.5 Numerical Simulation
As mentioned earlier, each particle is associated with two main variables, position x and
velocity v. Brown and Seales proposed the use of the simple explicit Euler method to
handle the particle system [BS01b, BS04]. In each time step, the new position xn+1 and






Figure 5.13: Geometric correction results with or without drag forces: (a) Restored image with gravita-
tional force alone; (b) Restored image with additional drag force.
velocity vn+1 are calculated as follows:
vn+1 = vn + aΔt
xn+1 = xn + vn+1Δt (5.14)
where xn and vn are the current position and velocity, Δt is the time step and a is the
acceleration computed using f = ma. However, as being discussed by Witkin [Wit01], Eu-
ler’s method can be unstable, inaccurate and ineﬃcient. Due to errors in the formulation,
x and v often become asynchronous as the time accumulates. This causes inaccuracy and
instability problems and need to be avoided by taking small time steps. Though Euler’s
method requires only one evaluation per step, the small step size is a bottleneck that
restrains its overall performance. Therefore, the use of Euler’s method results in a low
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computational eﬃciency. On the other hand, the error introduced by Euler integration
is given as −1
2
at2 +O(Δt3), which is much larger than other integration schemes such as
Verlet integration and Runge-Kutta integration.
To increase numerical stability and to speed up the simulation, we use the Verlet
integration [PFTV86] scheme here. Instead of storing both position and velocity, we only
store the particle’s current position xn and its previous position xn−1. The new position
xn+1 can be calculated as:
xn+1 = 2xn − xn−1 + aΔt2 (5.15)
Verlet integration has been used extensively to simulate molecular dynamics. One
example is to create water ripple eﬀect in computer graphics simulation. This scheme is
stable because the velocity is implicitly given. Now only the position of the particle need
to be taken care of. A large time step can thus be used to speed up the simulation process.
In addition, compared with Euler integration, the error produced by Verlet integration is
only O(Δt4), which implies a more accurate result. Figure 5.14 shows eight frames of a
typical ﬂattening process.
5.6 Experimental Results III
We have conducted experiments on a set of 52 images captured from books and brochures
with arbitrary warpings to test the eﬃciency and stability of the proposed method. The
character and word precisions on the restored images were computed and compared with
those on the original images. Furthermore, we have also compared our method with
Brown and Seales’ method using a multi-folded page image. In addition, examples on
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Figure 5.14: Simulation of the ﬂattening process showing eight frames of the textured mesh.
extremely crumpled pages are shown here to discuss the breakdown points of the current
method. In all the experiments, the 3D models were acquired using Minolta Vivid 900 by
using a mid lens with a measuring distance of about 0.9m. The simulation process was
run on a Pentium III 996 MHz PC (512 MB RAM).
5.6.1 Results on Real Images of Books and Brochures
In this experiment, we evaluated the restoration results based on their OCR performance.
The images used here were captured from various sources such as thick bound books,
advertising brochures and posters, etc. Therefore, they span a wide range of warping
distortions such as folding, rolling curl, binding curl, rumples, etc. A total of 52 images
were examined. Figure 5.15 shows eight selected images with diﬀerent warping curvatures
and their restored images. For better visualization and OCR performance, shadings in the
restored images are removed using the photometric correction method discussed in Chap-
ter 3. Graphical contents as shown in Figure 5.15 (b),(e) and (h) are also restored back to
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their normal size and layout. This demonstrates that our method is content independent
and can be applied to a large set of documents including those fragile art materials or
newspapers to be digitized in many digital libraries. Besides simple warpings such as
rolling curls, binding curls and multi-folds, we also tested on randomly crumpled pages
with diﬀerent degrees of rumples and creases. Figure 5.15 (f1) shows a crumpled docu-
ment image with large creases but less ﬁne rumples. In order to represent the ﬁne rumples
more accurately, we used a relatively dense mesh with about 5,000 points. Figure 5.15
(f2) shows the restored image.
Next, we fed both the original images and the restored images into the OmniPage OCR
for recognition. The word and character precisions are computed and compared in Table
5.3. In general, for a set of 52 images with a total of 12,000 words, the average improve-
ments on word precision and character precision are 18.8% and 16.5%, respectively. Due
to the low resolution of the input images captured by the laser range scanner (640×480),
the OCR precision tends to be low for some document images with smaller font. This can
be further enhanced through a super-resolution algorithm such as [FREM03]. It is also
possible that the 3D scanners could incorporate a higher resolution 2D imaging function
in the future.
5.6.2 Comparisons with Brown and Seales’ Method
In comparison with the geometric restoration framework proposed by Brown and Seales
[BS01b, BS04], the current method has made two key improvements in terms of stability
and eﬃciency. Firstly, the current method is able to handle irregular triangular meshes,
which better represent some complex shapes compared to quad meshes when they are both
A Unified Framework for Document Image Restoration Li Zhang
Geometric Correction 130
(a1) (a2) (b1) (b2)
(c1) (c2) (d1) (d2)
(e1) (e2) (f1) (f2)
(g1) (g2) (h1) (h2)
Figure 5.15: Geometric correction results on real images of books and brochures: (a1-h1) Original dis-
torted 2D image; (a2-h2) Geometrically restored images with shadings removed.
sparse. The use of sparse meshes also helps to reduce the simulation time tremendously.
Secondly, by using a stick constraint model, we eliminate the potential instability prob-
lems caused by the manually adjusted parameters in the mass-spring model. Figure 5.16
compares the results of a multi-folded paper restored using our stick model and the ex-
isting mass-spring model. Figure 5.16 (c) shows the restored mesh using the mass-spring
A Unified Framework for Document Image Restoration Li Zhang
Geometric Correction 131
Table 5.3: Comparisons of OCR results on images shown in Figure 5.15.
Images OCR Word Precision OCR Character Precision
Original Image Restored Image Original Image Restored Image
Figure 5.15(a) 78.6% 92.3% 83.4% 95.6%
Figure 5.15(b) 64.1% 82.6% 80.5% 91.8%
Figure 5.15(c) 88.7% 100% 88.7% 100%
Figure 5.15(d) 64.9% 85.4% 81.2% 92.4%
Figure 5.15(f) 51.4% 94.3% 57.8% 97.7%
Figure 5.15(g) 83.3% 93.8% 86.4% 96.8%
model with the author’s original implementation, which is overall satisfactory except some
minor errors at the right boundary where some mesh points overlap with each other during
ﬂattening and thus cause some distortions in the restored image. More overlappings are
observed at the folds when the mesh is denser and the spring constants are less carefully
tuned. It also takes a longer time to reach a stable state during ﬂattening. The current
method is able to deal with denser meshes without self-folding problems attributing to the
bending resistance and the drag force as described earlier. Figure 5.16 (d) and (f) show
the restored mesh and image, respectively. In terms of speed, Brown and Seales’ method
takes about 50 seconds to converge while our method only needs 3.13 seconds with two
meshes containing both 999 points. To show the eﬃciency of the current method, we have
evaluated the simulation time on the eight images shown in Figure 5.15 and compared
with that derived from Brown and Seales’ method. All the above experiments were run on
an Intel Pentium III 996MHz PC (512 MB RAM). Time step used for Verlet integration
was 0.1 seconds. The comparison shows that the current method enhances the eﬃciency
signiﬁcantly (see Table 5.4).
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For numerical simulation, stability means the simulation is convergent under the con-
dition of the adopted time step. Therefore, it can be measured quantitatively with the
maximal time step a method can take without being divergent. For all explicit numeri-
cal simulation approaches such as Euler and Runge-Kutta, they are conditionally stable,
i.e., there is a maximum time step above which these approaches will become divergent.
Normally Euler and Runge-Kutta approaches need small time steps to maintain stability.
The use of Verlet integration in our method allows us to use a large time step without
divergence. Meanwhile, the simulation needs very few iterations to reach the equilibrium
state and thus achieves computational eﬃciency as well. On average, the maximum time
step our method can adopt is more than 10 times larger than that of Brown and Seales’
method. In particular, for the example shown in Figure 5.16, the maximum time step our
method can take is 0.32 seconds in contrast to the 0.02 seconds in the existing method
under our simulation.
Table 5.4: Evaluation of the eﬃciency on images shown in Figure 5.15.
Our Method Brown and Seales’
Images Mesh Points Add BR (s) Flatten (s) Total (s) Total (s)
Figure 5.15(a) 1087 0.25 5.37 5.62 52.35
Figure 5.15(b) 1264 0.27 9.25 9.52 64.36
Figure 5.15(c) 1287 0.28 9.68 9.96 66.42
Figure 5.15(d) 1154 0.26 5.56 5.82 56.67
Figure 5.15(e) 1181 0.26 7.25 7.51 63.78
Figure 5.15(f) 4986 0.34 10.35 10.69 72.43
Figure 5.15(g) 1446 0.29 7.87 8.16 62.54
Figure 5.15(h) 4732 0.33 10.13 10.46 71.07





Figure 5.16: Comparison between our method and Brown and Seales’ method on the restoration of a
folded page: (a) A multi-folded page; (b) Original 2D warped image; (c) Sparse quad mesh with shear
springs (999 points); (d) Sub-sampled sparse triangular mesh (2,909 points); (e) Restored mesh using
Brown and Seales’ method; (f) Restored mesh using our method; (g) Restored image using Brown and
Seales’ method; (h) Restored image using our triangular mesh with the stick model.
5.6.3 Results on Crumpled Pages
Furthermore, Figure 5.17 shows the results of a crumpled page with more severe rumples.
Although there are many ﬁne wrinkles across the page, no interiors are occluded by other
parts of the surface. Therefore, the image can still be restored nicely without loss of
content as shown in Figure 5.17 (b). However, if we further increase the level of distortion
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as shown in Figure 5.17 (c), some parts of the surface will be occluded from the scanner
so that the structure and the image are not correctly captured. Therefore, the restored
image will lose information at the occluded parts such as the disconnected square edges
as shown in Figure 5.17 (d).
(a) (b)
(c) (d)
Figure 5.17: Geometric correction results on crumpled pages: (a) A crumpled page with more severe
rumples; (b) Geometrically restored image with shadings removed; (c) A severely crumpled image with
occlusions; (d) Geometrically restored image with shadings removed.
5.7 Discussion
In this Chapter, we have discussed three geometric correction methods which deal with
diﬀerent types of document images in terms of their content types such as text line styles
or other available input information such as the surface shape. The ﬁrst method is a
purely 2D-based method which only requires a single input 2D image with dominant text
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line features. The main idea is to estimate the surface warping based on the extracted
text lines and use a 2D interpolation technique to correct the warping curvature. This
2D estimation may not be accurate enough especially when the warpings are complicated
such as rumples and creases in some crumpled pages. However, this does provide a fast
and reliable way of correcting simple geometric distortions in normal textual documents
with single-column text blocks. On the other hand, the second method works on the
same set of images but provides a more accurate estimation of the surface warping by
incorporating the 3D information into the previous 2D text lines. This helps to improve
the restoration results especially in the warping regions. The main limitation of these two
methods is the requirement on the document content, which conﬁnes their application to
only a limited set of document images.
Compared to the ﬁrst two methods, the last method is more general and also content
independent. This physically-based method is a 3D-based method that models the 3D
geometry of the document surface as a particle system and ﬂattens it to a plane to obtain
the ﬁnal restored image. The advantage of this method is the content independent prop-
erty which makes this method applicable to a wide range of document images regardless
whether they are textual documents or graphical documents. Moreover, this method is
fast and robust as long as the given surface geometry is reliable. In particular, some spe-
cial 3D devices such as the laser range scanner is perfect for this task. Such 3D devices can
easily capture the 3D geometry accurately as long as there are no shape occlusions from
the view angle. For laser range scanners, there might be limitations in terms of the low
image resolution and the inability to capture pure black, blue or green surfaces. These can
be avoided by combining structured lighting with normal high resolution digital cameras
as discussed in [BS04]. Alternatively, the surface reconstruction component described in
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Chapter 4 can also provide a close approximation of the surface shape for the restoration
purpose and it can work on a single 2D image so long as the imaging environment is
given. On the other hand, the requirement of a reliable surface geometry also becomes
the main disadvantage because sometimes the shape of the document may not be easily
available especially when the imaging environment is uncontrolled with complex lighting
and unknown device parameters. In general, the shape of the document is the key to the
success of this restoration method.
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CHAPTER 6
OVERALL FRAMEWORK EVALUATION
So far, we have discussed the three main components of the restoration framework in
terms of their functionality and the various alternative methods that can be employed to
accomplish the speciﬁc tasks in each component. For each method presented in the pre-
vious Chapters, we have illustrated the detailed methodology used to solve the problem
and also evaluated its performance for each speciﬁc task using both synthetic and real
data set acquired under diﬀerent experimental setups. In this Chapter, we look at the
entire framework as a whole with a selected set of procedures/methods from the avail-
able method pool and evaluate its performance based on several benchmarks over the
intermediate and ﬁnal restoration results. First, Section 6.1 describes the set of methods
we select from each component to assemble the whole framework. Next, Section 6.2 il-
A Unified Framework for Document Image Restoration Li Zhang
Overall Framework Evaluation 138
lustrates the experimental setup and demonstrates how the ﬁnal restoration results can
be aﬀected by each intermediate step using several examples of real document images.
Finally, Section 6.3 analyzes and discusses the pros and cons of the whole framework and
its potential applications in real-world situations.
6.1 A Typical Assembly of the Framework
Having discussed several alternative methods in each component of the framework, we
now select a subset of methods to form a typical assembly of the framework for restoring
the three most common distortions in document images namely shading, perspective and
geometric distortions. This typical assembly is illustrated in Figure 6.1. In particular,
we ﬁrst use the generic photometric correction method discussed in Chapter 3 to remove
the shading distortions in the input distorted image. Meanwhile, a shading image is
constructed by smoothing the inpainted background layer image to a RBF ﬁtted surface.
Next, suppose a 3D range scanner is not available which is often the case due to its
high cost, we then try to reconstruct the document surface using the Shape-from-Shading
method based on Lax-Friedrichs update and the Fast Sweeping scheme with a known close
point light source such as the on-camera ﬂash as discussed in Section 4.4. Depending on
the quality of the extracted shading image and the accuracy of the known light source
location, we can then decide whether a shape reﬁnement step is necessary. Finally, once
the document’s surface shape is obtained, we can map the shading corrected image to the
reconstructed surface shape based on the relationship between the real-world coordinates
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where (x, y, z) is the real-world coordinates of the a surface point and (u, v) is the corre-
sponding image coordinates of its projection in the image plane. Finally, we can apply
the physically-based modeling approach to model the reconstructed document surface as
a particle system and ﬂatten it to a plane through a numerical simulation method as dis-
cussed in Section 5.5. Diﬀerent from the original experimental setup where a 3D scanner
is used to capture the 2D image and the 3D geometry simultaneously with a known image-
to-shape mapping, we now have to map the image to our reconstructed surface explicitly
before the ﬂattening step. In addition, instead of using an irregular triangular mesh given
by the 3D scanner, we construct a quad mesh to approximate the reconstructed surface.
This does not aﬀect much of the restoration accuracy since we are mainly focusing on
documents with large warping curvatures instead of those with rumples and creases as
discussed in Section 5.6. This last step will give us the ﬁnal geometrically restored image
by ﬂattening the shading corrected image attached to the warped surface to its planar
state.
6.2 Experimental Results
The typical assembly of the restoration framework that we discuss here is mainly for
document images captured in a daily environment using normal digital cameras. The
method used in each component does not require any additional input information except
a single input image captured using a calibrated digital camera with a known light source
location which can be the location of the on-camera ﬂash with respect to the optical center.
Based on these assumptions, we have conducted extensive experiments to evaluate the
overall framework using real document images with various perspective and geometric
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Figure 6.1: A typical assembly of the restoration framework: (a) Shading correction; (b) Surface shape
reconstruction; (c) Geometric and perspective correction.
distortions under diﬀerent orientations.
All the images in our experiments were taken in a relatively dark environment. The
light source used was either the on-camera ﬂash or a small halogen light both simulating
a close point light source. The location of the light source was measured with respect to
the camera’s optical center. The camera’s focal length f and the principle component
(u0, v0) were obtained through a camera calibration process. Typically, for an image of
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size 1600×1200, we got f = 1286 and (u0, v0) = (820, 585) in pixel size. The images
were cropped to avoid lens distortions near the corners. The shading image was often
normalized to a certain dynamic range for eﬀective SFS processing.
6.2.1 Images with Shading and Geometric Distortions
Figure 6.2, Figure 6.3 and Figure 6.4 show the restoration of three real document images
with both shading and geometric distortions under diﬀerent orientations. The light source
used here is a small halogen light source located at position L = (−25, 0,−34) with respect
to the camera’s optical center. For each image, we show the intermediate result of each
restoration step. First, we show the inpainting mask and the extracted shading image.
From image (c) of Figure 6.2, 6.3 and 6.4, we can see that the extracted shading image
reﬂects the illumination change nicely and is well separated from the reﬂectance image. A
good shading image deﬁnitely accounts for a more accurate reconstruction since shading
is the sole information used as the SFS input. Then we show the reconstructed surface
shape based on the extracted shading image which is also given in Chapter 4. Next, we
present the uniformly sampled mesh. Finally, we give the ﬁnal restored image obtained
by ﬂattening the mesh with the shading corrected image as the texture.
6.2.2 Images with Mixed Distortions
Figure 6.5, Figure 6.6 and Figure 6.7 show three examples of real camera-captured docu-
ment images with pure perspective and shading distortions or mixed perspective, geomet-
ric and shading distortions. The light source used here is the on-camera ﬂash located at
position (−1.8,−2.4, 0) with respect to the camera’s coordinate system. For each image,
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(a) (b) (c)
(d) (e) (f)
Figure 6.2: Overall framework evaluation on real document images - Example 1: (a) Distorted real
document images; (b) Inpainting mask; (c) Extracted shading image; (e) 3D mesh of the reconstructed
surface shape; (f) Final restored image with all the distortions removed.
we also demonstrate the intermediate result from each restoration procedure. In partic-
ular, Figure 6.5 (a) is a planar page image with pure perspective distortions. Figure 6.5
(b) and (c) are the inpainting mask and the extracted shading image, respectively. The
reconstructed shape shown in Figure 6.5 (d) is obtained by initializing the bottom of the
page to be at a distance of b0 = 10 to the camera. The black background is computed
as faraway from the camera. Next, Figure 6.5 (e) shows the uniformly sampled quad
mesh. Finally, Figure 6.5 (f) gives the restored image with all the distortions removed.
In addition, Figure 6.6 and 6.7 show that the proposed framework is able to handle images
with all three types of distortions namely shading, perspective and geometric distortions
eﬀectively.
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(a) (b) (c)
(d) (e) (f)
Figure 6.3: Overall framework evaluation on real document images - Example 2: (a) Distorted real
document images; (b) Inpainting mask; (c) Extracted shading image; (e) 3D mesh of the reconstructed
surface shape; (f) Final restored image with all the distortions removed.
6.2.3 OCR Results
All the above examples show that the restored images are much better improved com-
pared to the original images although some distortions still remain due to the immaculate
surface reconstruction based on irregular real-world shadings. Nevertheless, the OCR
performance is greatly improved on the restored images with an average increase of 48.6%
in terms of word precision over a set of 30 textual document images with approximately
3,500 words. Table 6.1 gives the word precision Pw and character precision Pc on the six
examples shown in Figure 6.2 to 6.7. One thing worth mentioning is that Figure 6.7 does
not achieve a very good OCR performance even after the restoration. This is because the
geometric and perspective distortions have caused a servere resolution loss at the warping
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(a) (b) (c)
(d) (e) (f)
Figure 6.4: Overall framework evaluation on real document images - Example 3: (a) Distorted real
document images; (b) Inpainting mask; (c) Extracted shading image; (e) 3D mesh of the reconstructed
surface shape; (f) Final restored image with all the distortions removed.
regions and this will result in a blurring eﬀect after the rectiﬁcation due to pixel inter-
polation. One way to remedy this problem is to use a super resolution technique or an
edge enhancement technique to further improve the quality of the image for better OCR
performance.
6.2.4 Shape Refinement Step Evaluation
In the examples shown above, a one-step SFS method is used to derive the surface shape
of the document without the additional reﬁnement step. This is because the surface
reconstruction does not improve much through the reﬁnement step when the extracted
shading image is a good approximation of the real shading and the light source location is
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(a) (b) (c)
(d) (e) (f)
Figure 6.5: Overall framework evaluation on real document images - Example 4: (a) A planar page
image with pure perspective and shading distortions; (b) Inpainting mask; (c) Extracted shading image;
(d) Reconstructed surface shape; (e) 3D mesh of the surface shape; (f) Final restored image with all the
distortions removed.
Table 6.1: OCR results on both the original images and the restored images shown in Figure 6.2-6.7.
OCR Results Original image Restored image
Pw Pc Pw Pc
Figure 6.2 65.9% 68.6% 95.7% 96.3%
Figure 6.3 58.3% 62.4% 91.7% 93.1%
Figure 6.4 27.3% 21.6% 84.8% 83.4%
Figure 6.5 69.8% 70.3% 96.5% 97.3%
Figure 6.6 73.0% 76.8% 94.6% 95.5%
Figure 6.7 37.6% 38.2% 70.2% 74.8%
a close estimation of its actual position. However, when such good conditions are not met,
the one-step surface reconstruction result may deviate from the actual shape signiﬁcantly.
For example, if we assume the on-camera ﬂash is aligned with the optical center for
A Unified Framework for Document Image Restoration Li Zhang
Overall Framework Evaluation 146
(a) (b) (c)
(d) (e) (f)
Figure 6.6: Overall framework evaluation on real document images - Example 5: (a) A folded page image
with shading, geometric and perspective distortions; (b) Inpainting mask; (c) Extracted shading image;
(d) Reconstructed surface shape; (e) 3D mesh of the surface shape; (f) Final restored image with all the
distortions removed.
simplicity reasons, i.e. let L = (0, 0, 0), then the one-step surface reconstruction based on
the SFS method discussed in Section 4.4 may not produce a satisfactory result. Therefore,
an additional shape reﬁnement step is needed to further improve the reconstructed surface
in order to ensure a good restored image at the ﬁnal stage.
To illustrate how an inaccurate light source location may aﬀect the surface recon-
struction result, we try to produce two surfaces based on a synthetic shading image using
the SFS method discussed in Section 4.4, one with an accurate light source location and
the other with an inaccurate light source location. Using a cylindrical shape shown in
Figure 6.8 (a) as an example, we generate a synthetic shading image as shown in Fig-
ure 6.8 (b) by specifying the on-camera ﬂash’s location at L = (1.4,−5.0, 0). Next, we try
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(a) (b) (c)
(d) (e) (f)
Figure 6.7: Overall framework evaluation on real document images - Example 6: (a) A thick bound book
page with shading, geometric and perspective distortions; (b) Inpainting mask; (c) Extracted shading
image; (d) Reconstructed surface shape; (e) 3D mesh of the surface shape; (f) Final restored image with
all the distortions removed.
to reconstruct the surface shape by assuming that the on-camera ﬂash is at the optical
center and get the result as shown in Figure 6.8 (c). Similarly, we reconstruct another
shape with the accurate light source and get the result shown in Figure 6.8 (d). Clearly,
the ﬁrst reconstruction deviates from the true shape signiﬁcantly while the second recon-
struction is close to the actual shape. In addition, we also conduct a similar experiment
on a real document image. Figure 6.9 (c) and (d) show the reconstructed shapes using an
inaccurate light source location and an accurate light source location, respectively. The
results indicate that the light source location is an important factor that inﬂuences the
surface reconstruction performance greatly.
On the other hand, when the light source locations are not readily available, we can
still make a rough estimation of its location and try to improve the reconstructed surfaces
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(a) (b)
(c) (d)
Figure 6.8: Eﬀect of the light source locations on surface reconstruction - a synthetic example: (a) A
cylindrical shape; (b) Synthetic shading image of (a) with L = (1.4,−5.0, 0); (c) Reconstructed shape
using L = (0, 0, 0); (d) Reconstructed shape using L = (1.4,−5.0, 0).
using the reﬁnement step described in Section 4.4.3. Figure 6.10 shows an example of
how the reﬁnement step can improve the shape reconstruction result and subsequently
improve the quality of the restored image when the known light source location is not so
accurate. Figure 6.10 (a) is a real document image taken using a normal digital camera
with its on-camera ﬂash. By assuming the on-camera ﬂash is located at the optical center,
we obtain the one-step reconstructed surface as shown in Figure 6.10 (e). This step is
initialized by setting the height at the two vertical boundaries to 0. This could be any
arbitrary value because the reconstructed shape is translation invariant. As we can see,
due to the inaccurate light source information, the reconstructed surface has signiﬁcant
errors near the central part. If we further apply the reﬁnement step by using this shape
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(a) (b)
(c) (d)
Figure 6.9: Eﬀect of the light source locations on surface reconstruction - a real document image ex-
ample: (a) A real image under a light source close to the optical center with L = (−1.5, 4.5,−1.0); (b)
Extracted shading image; (c) Reconstructed shape using L = (0, 0, 0); (d) Reconstructed shape using
L = (−1.5, 4.5,−1.0).
as the initial value, we obtain the reﬁned shape as shown in Figure 6.10 (f). Clearly, this
is much better than the initial result with less abrupt errors. Finally, using this reﬁned
shape and the shading corrected image as the input to the ﬂattening procedure, we obtain
the ﬁnal restored image as shown in Figure 6.10 (g). It is noticed that the restored image
is much better improved compared to the original image although there are still some
distortions due to imperfections of the estimated shape.
Figure 6.11 shows another example of a diagonally curved document restored based on
a reﬁned surface shape. This randomly curved document does not have obvious bound-
aries lying on the same plane as opposed to the two vertical boundaries in Figure 6.10.
Nevertheless, we use the singular points as the initialization condition in the ﬁrst step.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 6.10: Restoration result based on a reﬁned surface shape - Example 1: (a) Original warped image
(cropped from an image of size 1600 × 1200); (b) Inpainting mask; (c) Inpainted image; (d) Extracted
shading image; (e) One-step reconstructed shape; (f) Shape after reﬁnement; (g) Surface mesh textured
with the shading corrected image; (h) Final restored image.
Experiments show that even if the singular points are slightly oﬀ, the result is not af-
fected much. Figure 6.11 (d) and (e) show the reconstructed shape after the reﬁnement
step and the ﬁnal restored image, respectively. We can see that the shape does emulate
the original curvature though it is not a perfect reconstruction. The restored image also
shows a better visual appearance despite some remaining distortions. In terms of OCR
performance, the restored image gives a word precision of 95.6% comparing to 38.9% on
the original image.
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(a) (b) (c)
(d) (e) (f)
Figure 6.11: Restoration result based on a reﬁned surface shape - Example 2: (a) Original warped image;
(b) Extracted shading image; (c) Photometrically restored image with k = 0.9; (d) Reconstructed shape
by initializing singular points; (e) Geometrically restored image; (f) Final restored image.
6.3 Discussion
As shown in all the examples above, the photometric correction part is a critical com-
ponent of the whole restoration process. On the one hand, it removes the shading or
shadow distortions that often appear in daily snapshot images. On the other hand, it also
produces a shading image for the subsequent shape reconstruction process if a SFS-based
shape recovery method is used as in our case. The quality of the extracted shading image
is one of the factors that inﬂuence the quality of the reconstructed surface shape which
subsequently aﬀects the quality of the ﬁnal restored image. The generic photometric cor-
rection method we proposed in Chapter 3 proves to be an eﬀective and eﬃcient method
that handles diﬀerent degrees of shadings, shadows and background noise in both modern
and historical document images. The experiments in this Chapter have further demon-
strated its robust performance and illustrated how it integrates into the whole restoration
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framework by providing a qualitative shading image to the shape reconstruction process.
The experiments in this Chapter have further demonstrated that the SFS method
discussed in Section 4.4 is able to eﬀectively recover smoothly warped surfaces in aid
of the geometric and perspective restoration process. Due to the unconstrained imaging
environment and the diﬃculty in extracting a perfect shading image, it is hard to obtain a
very accurate reconstruction from real images as compared to the synthetic case. However,
our objective is to be able to use a single input image to produce a rough estimation
of the physical warping so that we can use this information to restore the geometric
and perspective distortions to a certain extent. As our experiments have demonstrated,
the restored images based on this approach have been greatly improved compared to
the original images in terms of the OCR performance. In addition, the SFS approach
integrates well into the full restoration framework by providing a good surface estimation
to the geometric correction process.
Last but not least, we have demonstrated in this Chapter that the geometric correc-
tion method using the physically-based modeling technique as discussed in Section 5.5
can be well adapted to self-reconstructed shapes instead of only 3D scanned surfaces as
shown in the earlier examples in Chapter 5. One additional step needed is to construct a
uniformly sampled mesh from the reconstructed surface and register it with the shading
corrected image. As for the 3D scanned surfaces, this is automatically provided by the
3D scanner since the shape and the image are essentially captured together. The experi-
ments in this Chapter have also proved the robustness and eﬀectiveness of the ﬂattening
procedure on self-reconstructed surface meshes. This makes the ﬂattening procedure a
ﬂexible restoration routine that can be combined with diﬀerent types of shape recovery
method eﬀectively.
A Unified Framework for Document Image Restoration Li Zhang
CHAPTER 7
CONCLUSION AND FUTURE DIRECTIONS
7.1 Summary of Contributions
Document imaging is a fundamental application of computer vision and image processing.
The ability to image printed documents has contributed greatly to the creation of vast
digital collections now available from libraries and publishers. While traditional document
imaging has been performed using ﬂatbed scanning devices, a trend towards more ﬂexible
camera-based imaging is also emerging. The goal of document imaging, either via ﬂatbed
scanners or digital cameras, is to capture an image that is a reasonable substitute for
the original printed content. However, with both approaches unavoidable distortions can
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be present in the resulting image due to the printed materials’ construction such as non-
planar surfaces, the imaging setup, or the environmental conditions such as non-uniform
illumination. Such distortions can make the document diﬃcult to read as well as adversely
aﬀect the performance of subsequent processing, namely Optical Character Recognition
(OCR) and Document Layout Analysis (DLA).
In this thesis, we presented several restoration techniques that try to rectify various
document image distortions as a pre-processing step in order to produce restored images
that can facilitate subsequent document image analysis tasks. Each of these techniques
can be used by themselves to address the speciﬁc distortions eﬀectively. Moreover, com-
bined together they form a reasonably generic framework that is suitable for correcting
mixed distortions in both traditional ﬂatbed scanned images and current less-restrictive
camera-based images. The three types of distortions that we dealt with are: 1) shading
distortions including both shadings and shadows; 2) background noise including ink bleed-
through, water stains, show-through, etc; 3) geometric distortions arising in non-planar
documents including perspective distortions for camera-imaged materials.
More speciﬁcally, the whole framework consists of three components: photometric
correction component, surface shape reconstruction component, and geometric correction
component as shown in Figure 1.3 in Section 1.2. In the photometric correction com-
ponent, we proposed an inpainting-based method to deal with shading distortions and
background noise. This method by itself can be used to address photometric-related
distortions in both scanned or camera-captured document images ranging from modern
printed materials to historical manuscripts. On the other hand, many shading distortions
are often mixed with geometric distortions due to the change of the surface normal with
respect to the illumination direction. Such shading variations have direct relationships
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with the surface geometry and therefore can be used to derive the surface shape of the
document. This naturally led to the surface shape reconstruction component which uti-
lizes the shading image obtained from the ﬁrst component to recover the 3D structure of
the document. In this component, we proposed two shape recovery methods based on the
Shape-from-Shading methodology. The ﬁrst method is based on an iterative Fast March-
ing strategy that takes an initialization of the surface shape and gradually improves it
based on an upwind ﬁnite diﬀerence scheme. To improve the dependence on the large set
of initialization values, the second method tries to model the image irradiance equation
into a Hamilton-Jacobi equation and solves it using a Lax-Friedrichs-based Fast Sweeping
strategy. This method only requires an initialization on the boundary values and has a rel-
atively faster convergence rate. Once the surface shape is available, we can then move to
the geometric correction component. The three methods proposed in this component can
stand alone by themselves without relying on the surface shape reconstruction component.
In particular, the ﬁrst method is a purely 2D method that uses 2D text lines to estimate
the warping curvature and rectify it through an interpolation technique. To better rep-
resent the physical warpings, 3D information is necessary. Therefore, the second method
tries to incorporate the surface shape information into the text line representation, which
eﬀectively improves the restoration result. Finally, the third method presents a content
independent approach that models the document’s surface shape as a particle system and
ﬂattens it to obtain the restored shape and image. Although the last two methods both
rely on the surface shape of the document, the shape can be obtained through various
shape recovery techniques or captured using special devices. This demonstrates that the
whole framework is very ﬂexible and diﬀerent methods can be substituted into each of
the three components with ease.
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7.2 Future Directions
In reference to our earlier discussions in Section 3.4, Section 4.6 and Section 5.7 on the
limitations of the methods described in each component, further improvements and ex-
tensions can be explored in all three directions in terms of photometric correction, surface
reconstruction and geometric correction.
7.2.1 Future Work on Photometric Correction
As discussed in Section 3.4, when the ink bleed-through in historical documents is too se-
vere in a sense that the bleed-through pixels may appear even darker than the foreground
pixels, then our inpainting-based technique will fail to produce satisfactory results. This
is mainly due to the edge detection routine which is unable to distinguish foreground
pixels and background pixels based on purely edge features. In this case, we may not be
able to do much about it using a single image. However, if we can have both the front-
side image and the back-side image, we may use the additional information to dim the
back-side strokes and intensify the front-side strokes to increase the distinction between
the foreground and the background pixels. On the other hand, to make the edge detection
process more automatic, techniques can be devised to select the detector’s parameters au-
tomatically based on features in the input image. Furthermore, more complex inpainting
techniques such as texture inpainting can be applied to ﬁll in the masked regions more
accurately especially when the masked regions are large as in the case of a large embedded
picture. There will certainly be eﬃciency tradeoﬀs when using complex algorithms in this
case. Therefore, depending on the type of the application, one may choose to use diﬀer-
ent techniques according to the speciﬁc needs. Last but not least, if a color restoration is
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needed, one may substitute the restored luminance component back to the original YUV
model and reconstruct the corresponding color image accordingly.
7.2.2 Future Work on Surface Reconstruction
The Shape-from-Shading methods we proposed in Chapter 4 require a priori knowledge
on the illumination direction of the imaging environment. Although this can be easily
measured for the on-camera ﬂash, it may be hard to obtain in general situations. One
future direction is therefore to explore possible ways to estimate the illumination direc-
tion based on the input image. Moreover, because of the numerical schemes used to
solve the image irradiance equation, the proposed Shape-from-Shading methods only deal
with smoothly warped surfaces such as those shown in most of our examples. Although
some ridges can still be recovered to a certain extent in some examples, more robust
methods need to be developed to handle general discontinuous surfaces such as folds,
creases, etc. Besides Shape-from-Shading techniques that derive the shape based on a
single input image, other types of shape recovery methods using multiple images can also
be explored such as those Shape-from-Stereo and Structure-from-Motion techniques men-
tioned in Section 2.3.3. Using a single 2D image makes the methods more applicable to
real-world imaging applications, but it may also suﬀer the problem of resolution loss when
the warpings are severe. This is because the pixel values of the restored regions are essen-
tially interpolated from the existing values. For example, when the warped book spine is
restored, the image is typically stretched out with new pixel values interpolated from the
existing values. Multi-view imaging can be applied to address this problem. Meanwhile,
the surface reconstructed from multi-view images are also more accurate compared to
that from a single image.
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7.2.3 Future Work on Geometric Correction
There has been many existing work that tackles geometric distortions in document images
as we have reviewed in Section 2.3. Compared to most 2D-based approaches, 3D-based
shape dependent approaches generally produce better results since the warpings are more
accurately represented. The main concern for most 3D-based approaches is the availability
of the surface shape. This also re-emphasizes the importance of the surface reconstruction
component in our framework. Once the shape is available, either surface interpolation or
numerical methods can be applied to restore the warping. Problems concerning the surface
interpolation method might be how to deal with irregular surfaces such as crumpled pages
with all the rumples and creases. For the numerical methods, the concern might be the
stability and eﬃciency. More research can thus be focused on these directions to produce
better restoration methods that address all these concerns.
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