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Summary
Aircraft are not rigid but rather flexible aeroelastic structures. Therefore, they are susceptible
to an in-flight phenomenon known as flutter, which is an aerodynamically induced oscillation
of the wing, tail, or other part of the aircraft, which may cause catastrophic structural failure.
It usually occurs so rapidly that it is impossible for a pilot to take corrective measures to
avoid an accident. Thus, during the design phase of an aircraft, it is important to ensure that
flutter occurs in a region beyond the limits that the aircraft is capable to fly, otherwise known
as the flight envelope. However, some cases have emerged where the Government Aircraft
Factories (gaf) Nomad aircraft has occasionally experienced flutter at low speeds within its
flight envelope. It is unusual to encounter low speed flutter. The flaperon configuration unique
to the Nomad aircraft has been affected by this flutter. There have been several attempts to
investigate the Nomad’s flaperon flutter which have included wind tunnel tests with a full-scale
flaperon wing, and flight flutter tests. However, all of these enquiries were flawed or limited in
some way, and consequently were unable to reproduce the flaperon flutter or give an indication
of the underlying cause. Due to its elusive nature, not much is known about the mechanism
involved with the critical flutter mode except for reports of flutter occurring upon landing at a
speed of about 100 knots.
The objective of this research was to make a contribution towards the knowledge needed to
help resolve the Nomad’s flutter. The journey through the literature on flutter methods high-
lighted the complexity associated with flutter investigations. It also showed that presently the
physical approach is the most appropriate method to investigate the Nomad’s flaperon flutter,
yet the constraints of this project meant that the scope of this work was limited to the computa-
tional approach. Due to the thickness of the wing, coupled with the high deflection angle for the
flaps, and a positive overall angle of attack of the wing itself meant that a nonlinear aeroelastic
simulation was deemed necessary for an accurate flutter analysis. However, in comparison to lin-
ear aeroelastic methods typically used in industry, nonlinear aeroelastic methods need significant
development in many areas before they can be applied to problems like the Nomad. Therefore,
this research work investigated unresolved elements associated with the complex nonlinear aeroe-
lastic solution while focusing on the Nomad where possible. In this way, the outcomes could be
integrated, either directly or with some modifications, with an accurate flaperon flutter analysis
conducted in the future. The nonlinear aerodynamics in nonlinear aeroelastic computations has
been reported to be the least reliable component in these types of computations, and also the
most expensive (drawing over 90% of the total computational effort involved, of which roughly
60% is for the flow solver and the remaining 30% is for grid generation). Hence, the focus of
the research work related to nonlinear computational fluid dynamics (cfd) and in particular,
1
turbulence modelling, grid generation and the computational cost involved.
Flow phenomena around high-lift wings, like the Nomad’s, are not well understood under
take-off and landing conditions. Therefore, it would be valuable to study the local flowfield struc-
tures around the Nomad’s wing-flaperon landing configuration. No such examination has been
reported in the open literature prior to this work. The steady, two-dimensional flowfield around
the Nomad’s wing was simulated using fluent software. Results showed a large separated
region behind the flaperon, cove separation behind the main wing element, and attached flow
elsewhere. Along the flaperon, large variations in pressure distributions were present amongst
different turbulence models. This showed that results are strongly influenced by a given tur-
bulence model, and consequently are questionable for steady flow simulations. For unsteady
flow simulations needed for flutter analysis, flaperon pressures are expected to be completely
unreliable when computed with existing Reynolds-Averaged Navier–Stokes turbulence models
coupled with wall modelling.
Field grid generation required for nonlinear aerodynamics computations can be laborious and
may involve considerable computational resources, especially for moving geometries essential
for aeroelastic simulations. Therefore, a need was identified for an efficient grid generation
algorithm. Such an algorithm was developed. It generated a structured o-grid around a single
arbitrarily shaped body in two and three dimensions by solving a system of elliptic Laplace
or Poisson equations. This algorithm differs from others by implementing several acceleration
techniques, including approximate factorisation and the method of false transients, to enhance
the convergence rate. If the present scheme is numerically stable and converged, a correct final
grid system will always be obtained (independent of the form of its initial grid system). This
makes the process suitable for an automatic grid generation computer code. No shape restrictions
are enforced on boundaries, which can be time-dependent. The scheme can be applied to other
problems requiring the solution of a set of elliptic partial differential equations.
In nonlinear aeroelastic simulations, over 60% of the total computational time is expended
on nonlinear cfd calculations (excluding grid generation). This cost can be reduced with more
efficient algorithms, although an alternative and/or complementary approach is to exploit rapidly
advancing computer technology. Consequently, the public release (in 2006) of Intel’s first general
purpose quad-core processor for personal computers provided the opportunity to study its scaling
performance for a cfd problem. Using a two-dimensional Euler solver developed from scratch,
the results showed speedups of 350% and 256% for coarse and fine grids, respectively. The
reduction in turnaround times with the Euler code makes it attractive in aeroelasticity analysis
work, where a large number of simulations need to be executed; improving the accuracy of
aerodynamic computations (compared with the full potential and transonic small disturbance
equations) in the preliminary design of aircraft wings; or it can even be used as an educational
tool for students studying computational aerodynamics and mathematics. Furthermore, for
larger problems, this information serves as a reference for developers of hybrid Message Passing
Interface/OpenMP algorithms for cluster computer systems.
Summary 2
1Introduction
1.1 Problem Statement
Aircraft are not rigid but rather flexible aeroelastic structures that are susceptible to an in-
flight phenomenon known as flutter. Flutter is an aerodynamically induced oscillation of the
wing, tail, or other part of the aircraft, which may rapidly cause catastrophic structural failure.
Therefore, during the design phase of an aircraft, it is important to ensure that flutter occurs
in a region beyond the limits that the aircraft is capable to fly, otherwise known as the flight
envelope.
However, a few cases have emerged where the Government Aircraft Factories (gaf) Nomad
aircraft has experienced flutter at low speeds within its flight envelope. It is unusual to encounter
low speed flutter. The flaperon configuration unique to the Nomad aircraft has been affected
by this flutter. Attempts to reproduce the flutter effects under a controlled environment, such
as in wind-tunnel tests, have been unsuccessful. Yet, flaperon flutter has been observed in real
flights over the last three decades.
1.2 Aim
The motivation for this work is the Nomad’s flaperon flutter problem. Given the complexity of
the issue, the objective of this research is to make a contribution towards the knowledge needed
to help resolve the Nomad’s flutter.
1.3 Overview of the Study
To achieve this aim, Chapter 2 gives a brief historical perspective on the Nomad and illus-
trates the importance of investigating the flutter issue. Chapter 3 looks at the physical and
computational techniques used to investigate flutter, as well as exploring their applicability
and limitations. It also highlights the need to achieve highly accurate aeroelastic modelling to
properly capture the flow physics in the case of the Nomad.
Based on Chapters 2 and 3, Chapter 4 introduces the constraints associated with this project
which impacts the scope of the investigation. This leads to the development of an appropri-
ate, computer-based, research method to investigate three of the many unresolved elements of
nonlinear aeroelasticity needed to simulate the Nomad’s flutter. These three elements form the
basis of the three chapters that follow. Chapter 5 performs a two-dimensional investigation of
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the local flowfield structure around the Nomad’s flaperon using commercial simulation software
(fluent). The accuracy of the turbulence modelling used in the aerodynamic simulations is
illustrated by comparing pressure distribution results with experimental data from the Nomad
aircraft manufacturer. Chapters 6 and 7 cover the theory and mathematics required to create
the grid generation and fluid flow solvers identified in Chapter 4. Given the need for rapid
grid generation in nonlinear aeroelastic analysis, a new efficient grid generation algorithm is
presented in Chapter 6. With the computation time of nonlinear aeroelastic simulation being
prohibitively large, mainly due to the nonlinear aerodynamic computations, rapidly advancing
inexpensive computer hardware (in the form of an Intel quad-core processor) is tested with a
nonlinear fluid solver to determine its ability to reduce computation times. Conclusions are
drawn in Chapter 8.
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2Flutter and the Government
Aircraft Factories Nomad
The issue of flutter involving the Nomad’s flaperons was raised in Chapter 1 with few other
details. However, more information is needed to put the problem into perspective and illustrate
its significance.
This chapter provides a brief overview about the design of the Nomad aircraft including its
origins, development, final specifications and abilities. The flaperon and flutter concepts will be
explained. These are then used to illustrate how flaperon flutter affects safety and prevents the
Nomad from operating at its full potential.
2.1 Government Aircraft Factories
Since 1910, the construction of complete aircraft has been dominated by only three companies
in the Australian manufacturing industry, notably The de Havilland Aircraft Company, Com-
monwealth Aircraft Corporation and the Government Aircraft Factories (gaf)1 [168]. With its
headquarters situated in Melbourne, Australia [104], gaf made a variety of products. Prior
to the Nomad, these included the manufacture of the Beaufort, Beaufighter and the supersonic
Dassault Mirage III aircraft [104, 168]. In addition, a fast pilotless drone, known as Jindivik,
was developed for guided missile tests at Woomera, South Australia. Its maiden flight was in
1952, and later, after being in production for decades, became the longest lived product of the
Australian aircraft industry [227]. gaf also became involved with guided weapons, creating
the Malkara ground-to-ground, anti-tank missile and the Ikara anti-submarine missile [168]. As
a result of the Jindivik, Malkara and Ikara programmes, “Australian designers reached world
state-of-the-art level and secured exports of high technology products. It is also noteworthy
that the cost of local development was less than half of overseas development of equivalent
projects” [173].
2.2 The Nomad
The Nomad project began in 1965, after the Australian Army and gaf discussed a replacement
for the Army’s ageing Cessna 180 aircraft. The initial concept, designated as Project N, was for
a fixed undercarriage aircraft featuring a helicopter-like cockpit with a single gas-turbine engine
mounted ahead of the cockpit floor. It would also have a gross weight of 2,700 kg, maximum
disposable load of 1,370 kg, and a normal cruising speed of 150 knots at 3,000 m altitude [31].
1These companies have since undergone name changes and/or been acquired by other companies.
5
Figure 2.1. gaf Nomad N22 B at the old Connellan airstrip in 1977, with Ayers Rock in the back-
ground. This particular aircraft was owned and operated by the Division for National Mapping which
was established for the purpose of land surveying and small- and medium-scale topographical mapping.
Courtesy of Paul Wise and Airliners.net.
Figure 2.2. Layout of the gaf Nomad N22 B [104]. Copyright Commonwealth of Australia reproduced
by permission.
The original concept underwent some changes in order to make it suitable for a general utility
transport role, as well as meeting Department of Defence requirements. The latter shaped the
design through the adoption of twin-engines and, to increase the cruise speed, a retractable
undercarriage. Consequently, a stub wing and undercarriage pods were chosen to preserve a
clean cabin cross-section and house the retracting undercarriage. The powerplant employed was
the turboprop version of the Allison 250 engine which was widely used in helicopters. This
design was named Project N2 and the prototype first flew in 1971 [31].
Subsequently, the original production model Nomad was named the N22, shown in Figures 2.1
and 2.2, and a summary of its specifications is provided in Appendix A. Later, the N24 was cre-
ated, which was a stretched version of the N22 type model. The Nomad has since become known
as a twin-turboprop high-wing utility aircraft, for short- and medium-range transportation [249],
with several notable features.
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Figure 2.3. gaf Nomad N22 B short take-off and landing capabilities [104]. Copyright Commonwealth
of Australia reproduced by permission.
The Nomad’s cabin layout is very flexible. In a commuter role, the flat floor and constant
cross-section cabin accommodates up to 12 passengers for the N22 or 16 passengers for the
N24. Additionally, an extra passenger can be placed in the co-pilot’s seat. In a convertible
role, by using utility seats, seats can be removed, folded and stowed in a baggage locker within
10 minutes. In a cargo role, the cabin can accommodate standard International Air Transport
Association (iata) D containers and has a volume of 10.2 m3 and 11.6 m3 for the N22 and N24,
respectively. Alternatively, a combination of passengers and cargo may be carried [31, 104, 108].
The Nomad can operate in difficult environments. It can fly in icing conditions, as well as
areas with warmer climates (and 50◦C temperatures) [31, 108]. The undercarriage and airframe
structure can handle both rough and smooth airfields such as beaches, rocky terrain and ploughed
fields [104]. The Hartzell propeller coupled with the Allison engine enables rapid and responsive
deceleration, as well as taxiing backwards on congested airport ramps [108].
The Nomad has modest operating costs. It offers low maintenance man-hours per flight hour
resulting from easy access to all systems [108]. Also, while the engine is mounted to the airframe,
any section of the engine can be exchanged individually due to its modular design [104]. The
aircraft has good fuel economy and uses inexpensive turbine fuel, which is in plentiful supply
compared to aviation gasoline (also known as avgas) [31, 104].
The Nomad is designed for short take-offs and landings (stol), as illustrated in Figure 2.3,
enabling it to fly in and out of short or primitive airstrips. As an example, the Nomad could
take-off and land within the maximum 185 m length of an Australian rules football field2 [18].
This is possible because of the aircrafts engines and flaperon configuration [108].
2.3 The Flaperon
Traditionally, the bulk of the lifting force acting on an aircraft is generated by the wing. The
trailing edge (or rear) of an aircraft wing consists of flaps and ailerons, displayed in Figure 2.4(a).
The flaps, located on the inboard section of the wing, are deflected downward equally from their
normal position. This generates additional lift, which is needed to fly at low speeds – normally
2Based on ground roll distance, and assuming there are no obstructions nearby such as goal posts or buildings.
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Figure 2.4. Moveable trailing edge surfaces on a wing: (a) conventional layout and (b) flaperon layout.
upon take-off and landing. The outboard section of the wing is home to the ailerons which move
in opposite directions to one another causing the aircraft to roll longitudinally. In Figure 2.4(a),
the left aileron is deflected downward creating more lift while the right aileron is deflected upward
reducing lift. The result is a rolling moment in the clockwise direction helping the aircraft turn
right.
Flaperons, also known as drooped ailerons, work differently to traditional aileron control
surfaces. Under normal flight conditions, when the flaps are not used, the flaperon operates
in the same manner as an aileron. In contrast, on take-off and landing, the flaperons are both
lowered equally to assist the flaps – essentially creating a full-span flap. This generates even
more lift than the traditional configuration, and is what gives the Nomad its staggering stol
performance. If the aircraft needs to turn, a rolling moment is produced with the help of
spoilers which are panels located on the upper wing surface that deflect upwards. The purpose
of spoilers, as the name suggests, is to spoil the airflow by making it separate from the wing and
consequently reducing lift [170], as shown in Figure 2.4(b). Actual photos of the Nomad aircraft
demonstrating various flaperon positions are presented in Appendix B.
2.4 Flaperon Flutter and Safety
At this point, the Nomad has been depicted as a promising utility aircraft which could perform
numerous roles. It came to represent Australian national pride, just as gaf did when it achieved
state-of-the-art status with its earlier products. The Nomad was the first Australian designed
and built aircraft to: (i) fly to England; (ii) be displayed at the Farnborough Airshow in 1972;
and (iii) receive certification in the United States of America in 1977 [31, 168]. Moreover, as
mentioned by the Nomad’s Chief Design Engineer, Alan Wrigley [87], it represented Australia’s
future as a country which could manufacture, deliver and support high technology goods. Nev-
ertheless, this brief account of the Nomad would not be complete without mentioning some of
the events that have tarnished its image.
By 1995, the Nomad had been associated with 19 accidents and 56 deaths [87]. Two crashes in
particular were well publicised. The first was in 1976 which killed gaf’s test pilot, Stuart Pearce,
and acting Chief Designer, David Hooper. The second occurred in 1990 killing Royal Australian
Air Force (raaf) pilot Glenn Donovan. Investigations into both crashes concluded that the
tailplane was to blame, though for different reasons [4, 231]. In addition, pilots considered the
aircraft to be “a bit of a handful” at times [21, 87], and there were rumours about problems
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relating to the engines [99]. In 1991, flaperon damage was found on a raaf Nomad after an
accident. The wreckage, together with reports of flaperon deformation on civil Nomad aircraft
overseas, raised concerns that the flaperon was susceptible to flutter damage [59, 60, 61, 79].
The phenomenon known as flutter is an aerodynamically induced oscillation of the wing, tail,
or other part of the aircraft, which may cause catastrophic structural failure [279]. It usually
occurs so rapidly that it is impossible for a pilot to take corrective measures to avoid an accident.
Hence, experiencing flutter in-flight compromises the safety of an aircraft and those aboard. So
during the design phase of an aircraft, it is important to attain a high-level of safety and ensure
that flutter occurs outside of the flight envelope. Yet, crashes do happen and, as put by Stephen
Coonts, “the hard, inescapable reality is that anyone who flies may die in an airplane” [64]. In
the unfortunate event of an accident or a crash, the aim is to learn from it and try to ensure it
does not happen again. This is achieved by identifying the cause, which could highlight flaws in
the current design of an aircraft or in its maintenance procedures. Future designs may also be
refined based on this new knowledge and ideally aviation safety overall can be improved [6, 268].
The focus of this work is the flaperon flutter problem. What is unusual, and warrants further
examination, is that the flutter is occuring at low speeds (around 100 knots) when flutter is
normally associated with high speed flight. However, low speed flutter is not new to the Nomad
– the 1976 crash mentioned earlier was caused by lower than expected flutter speeds of the
tailplane [4, 5].
In the early 1990’s, there were some attempts to investigate flaperon flutter. Following the
raaf accident in 1991, the Aeronautical and Maritime Research Laboratory (amrl) at the
Defence Science and Technology Organisation (dsto) conducted structural tests and confirmed
that the flaperon could easily withstand the theoretically-determined loads used in its design.
Consequently, in order to measure the actual in-flight loads experienced by the flaperon, raaf’s
Aircraft Research and Development Unit (ardu) installed strain gauges and associated wires
to a flaperon on one Nomad aircraft. This changed the flaperon’s mass distribution making
it non-standard [79]. In 1995, the dsto was appointed to gather information on the dynamic
characteristics of the wing-flaperon combination, which included confirming that the modified
flaperon would have the same dynamic behaviour as an unmodified flaperon. This was achieved
with a short vibration test, rather than a formal Ground Vibration Test (gvt), using a simpler
support system and significantly reduced instrumentation set. Natural frequencies and modes
were found within the frequency range of interest (≤ 25 Hz) for flap deflections of 0 and 38
degrees. The results indicated that the instrumented flaperon was representative of a standard
flaperon. Flap extension produced a small reduction in natural frequency (≤ 1.4 Hz) mainly
affecting higher-order modes. Flap extension also caused one flap retracted symmetric mode
to split into two involving the flaperon and front flap, and flaperon and spoiler. Despite the
excitation being applied only at the wing tips, some modes involved substantial tailplane de-
formation [80]. With this data, dsto proceeded to check that the instrumented flaperon would
not flutter during ardu’s load measurement tests by undertaking a flight flutter test program.
The program involved a flight envelope that was more extensive than that proposed for ardu’s
tests. Three flap extension angles, notably 0, 10 and 38 degrees, were tested at various aircraft
weights and speeds. The 38 degree flap setting was deemed most critical from a loads and flutter
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perspective. Flutter excitation was limited to pilot inputs only in the form of aileron reversals,
aileron strikes, rudder kicks and elevator impulses. The minimum amount of additional instru-
mentation was fitted for the tests. It was concluded that the critical modes contained sufficient
damping to ensure that flutter would not occur. Results from ardu’s subsequent flight tests to
measure normal flaperon loads are unknown as the reports are not in the public domain.
Around the same time, AeroSpace Technologies of Australia3 (asta) conducted wind-tunnel
tests to try and reproduce the flutter. A full-scale Nomad wing was used, which avoids the
scale similarity issues tied to small-scale models, with a particular focus on the 38 degree flap
setting. Flutter was not observed during the tests which took place at Monash University’s newly
built large Environmental Wind Tunnel. Some doubts were raised about the tunnel’s ability
to produce the high quality flow needed for aircraft testing4, since the tunnel was designed
to study road vehicle aerodynamics and other problems such as the dispersion of pollutants
in the atmosphere [174, 274]. Furthermore, flutter was reported to occur at approximately
185 km/h (100 knots)5 which is at, or possibly beyond, the tunnel’s maximum speed of around
180 km/h [274].
In spite of these results, based on overseas reports and physical evidence, the flaperon can
flutter occasionally but the underlying cause is still unknown. This raises some questions. What
mechanism is causing the flutter? What situation would be needed to induce flaperon flutter?
How can the problem be fixed if the cause is unknown and the effect cannot be reproduced?
Could there be a flaw in the Nomad’s wing flaperon design, which has been a controversial feature
that changed little during the design phase [31]? Without answers to these questions, efforts
to combat the flaperon flutter have involved placing performance limitations on the aircraft
which included flight speed and weight restrictions, and to refrain from using the 38 degree flap
setting [59, 61]. This prevents the aircraft from operating as originally intended – as a stol
aircraft.
Current operators of the aircraft are affected by such limitations. Since the Nomad was
marketed as a stol capable general purpose aircraft, it appealed to both military and civilian
operators [168]. Of the 170 Nomad aircraft produced by 1984 when production ceased, 95 were
for military operators who included the Australian Army, Philippines Air Force and Indonesian
Navy [31, 50]. The remaining 75 served as civilian aircraft. Some of the Australian operators
were the Royal Flying Doctor Service, Department of National Mapping (see Figure 2.1) and Au-
stirex Aerial Surveys. Overseas operators consisted of Air-Sea Services (Switzerland), Aerocor
(Chile), Provincial Air Services (png), Sabah Air (Sabah) and various others [106, 107]. Al-
though, now only 54 Nomad aircraft remain in operation worldwide but this number is expected
to grow with the introduction of a second generation Nomad.
3AeroSpace Technologies of Australia (asta) was a reincarnation of gaf. Originally, gaf was a branch of
the Commonwealth Government and so business decisions were influenced by the Government. This all changed
in 1985 when the Government corporatised gaf and, in 1987, gaf renamed itself to asta [168]. In 1995, asta
was sold to the American Rockwell Corporation whose Aerospace and Defence units, which included asta, were
acquired by Boeing in 1996 [39].
4R. Danaher, personal communication, 5 September 2008.
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2.5 A New Lease on Life
In June 2008, it was announced that Boeing Australia Ltd sold the Nomad’s certification au-
thority to the Australian-based aircraft manufacturer Gippsland Aeronautics (ga) Pty Ltd. The
deal included all intellectual property, as well as technical and spares sales support [40, 100].
ga plans to upgrade the aircraft and release it as the Next-Generation Nomad, which will
have more powerful Rolls-Royce 250-17F2 engines and modern avionics complemented with a
“glass cockpit” [50]. According to independent research, a potential global market for over
200 new Nomad’s exists in the next decade [40, 100]. The aircraft is expected to be used in
mountainous and inaccessible locations by mining industries, non-governmental organisations,
search and rescue groups and tourism operators [99, 100]. Letters of intent are already held from
lead customer and Australia’s largest private aviation tour operator Grant Kenny Aviation, for
a multi-aircraft order, and specialist airfreight operator Airfreight Solutions [40, 100].
This is an exciting project with the potential to boost the image of Australian aviation, and
represents a new era for the Nomad.
2.6 General Remarks
The Nomad aircraft was designed and manufactured by a large and reputable Australian aircraft
manufacturer. During the design phase, a wing flaperon configuration was considered necessary
to give the aircraft its stol capability. On a few occasions, Nomad operators have reported the
occurrence of low speed flaperon flutter during normal operation. Experiencing flutter can result
in a crash which makes this a serious safety issue. While the problem is unresolved, performance
limitations have been applied to the Nomad preventing it from operating as a stol aircraft. An
important question must be answered – is the flaperon inherently susceptible to flutter or is this
problem unique to the Nomad? Without further investigation, it is possible that other aircraft
incorporating a flaperon design may be at risk of experiencing low speed flaperon flutter.
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3Aeroelasticity and Flutter
Experimentation Approaches
In Chapter 2, the aeroelastic phenomenon of flutter was said to affect the flaperon configuration
of the Nomad aircraft. The occurrence of flutter in a production aircraft is a rare event nowadays
but this was not always so [92, 93]. The subject of aeroelasticity (which includes flutter) has
been a problem ever since powered flight began and even earlier through failed attempts [63].
Wing-aileron flutter was common [63], and early during the 20th century a significant effort was
placed into investigating the flutter phenomenon. By the 1930’s and contrary to other research
efforts, the British Aeronautical Research Committee considered “the main practical issues of
the subject of wing flutter have now been put on a satisfactory basis and that, from a purely
practical standpoint, there does not seem any need to pursue the theory further” [93]. However,
the flutter phenomenon should not be underestimated. The introduction of metal construction
and thinner lifting surfaces coupled with jet engines has seen airspeeds rise and, consequently,
to this day flutter continues to be an issue [122], often involving control surfaces [47, 279], and
is typically associated with high speed flight [62].
One aspect contributing to flutter is reduced structural stiffness [177]. Since aeroplanes are
designed to be lightweight structures, they are also quite flexible. This means that they are sus-
ceptible to aeroelastic phenomena caused by the interaction of aerodynamic, elastic and inertial
forces acting on the structures in an airstream. This would not occur if the structures were
perfectly rigid. The aeroelastic phenomena are separated into two groups, notably static cases
(where inertial forces are negligible) and dynamic cases (where inertial forces are influential).
Each group has a phenomenon with the potential for sudden and catastrophic failure of an air-
craft structure within seconds – divergence in the static group, and flutter in the dynamic group.
However, dynamic aeroelasticity is considered to be more complex and difficult to study by a
considerable margin when compared to static aeroelasticity [277]. Also, while other aeroelastic
phenomena are present to a certain extent at all speeds (and may cause discomfort for passen-
gers and/or the pilot), flutter (particularly involving a lifting surface) is the one phenomenon
to avoid all the time and at all costs [62, 122]. Flutter is a dynamic instability that is physi-
cally represented by a self-excited oscillatory motion whose amplitude normally increases rapidly
and without bound. Investigating it requires sufficient knowledge of the system’s structural dy-
namic and aerodynamic properties [122] and may involve other factors such as the flight controls
(aeroservoelasticity) and heating effects (aerothermoelasticity). Predicting flutter is also difficult
and imprecise, since there is a certain degree of uncertainty involved [94, 122, 198, 277, 279].
It is not practical to treat every relevant aspect in detail, so the purpose of this chapter is
to outline key points and give a general overview of suitable methods to study the aeroelastic
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behaviour of the Nomad’s wing. Furthermore, discussions will be biased towards topics relevant
to the Nomad’s flutter, including control surface flutter and flow separation due to high angles
of attack (or deflection angles), in the subsonic flow regime.
This chapter separates the methods used to investigate flutter into two sections. The first
outlines physical techniques consisting of ground vibration tests, wind tunnel tests via scaled
models, and full scale flight tests. The second section is a compendium of the computer-based
theoretical approach.
3.1 Physical Approach
One of the oldest methods of flutter testing is achieved with flight flutter testing. The purpose
of this test is to confirm that the aircraft is free from flutter within the flight envelope. In the
1930’s, one technique involved a trial and error approach where the wing span was trimmed
after severe but non-destructive wingtip flutter occurred during a test flight. This process
was repeated until the wing was flutter free [94]. However, testing techniques have evolved
over the years [139]. These days the procedure involves exciting the aircraft structure while
airborne to identify resonant frequencies and damping coefficients, and assess the stability of the
structure. Excitation methods can take various forms such as those from aerodynamic sources,
moving mass sources, and pyrotechnic sources. They all have well established advantages and
disadvantages [139, 177]. No matter which method is adopted it must provide adequate force
levels and excitation over the frequency range of interest; it must be lightweight so that the
aircraft’s modal characteristics remain unchanged; and the airplane must be able to provide
sufficient electrical or hydraulic power to the device. Any of these excitation methods may
not be able to meet all of these requirements [139]. Also, the aircraft must be fitted with
instrumentation to measure, record, transmit and display the response data. With the aid
of computers, this gives those involved with the test the ability to extrapolate the data to
assess stability in real-time and decide whether it is safe to continue the test [177]. Although,
extrapolation may not always be accurate and the stability can change very rapidly (within a few
knots) [139, 155]. If flutter is encountered at this stage, further investigation is warranted [47,
177] and it can be a very costly exercise to correct [195, 272, 279]. Despite the danger involved
with flight flutter tests it is considered far more dangerous to fly without them [93]. Therefore,
these expensive and time consuming tests [155] must be conducted with the greatest of care [91,
277]. Current research aims to reduce the cost and time involved, and to improve safety with
better prediction techniques [45, 46, 69, 70, 151, 152, 206, 207]. In the end, flight flutter tests
are essential to show compliance with airworthiness regulations, and offer final verification of
analytical predictions – which are used to significantly reduce the risk of encountering flutter [139,
177].
The Ground Vibration Test (gvt) is one analytical method which is used to help predict
flutter, and has been described as a flight flutter test conducted on the ground in the absence
of airflow [47]. The purpose of this test is to obtain structural dynamic properties for the full-
scale primary airframe structure and control surfaces. This modal information, consisting of
vibration mode shapes, frequencies, and damping ratios, is required to show compliance with
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Figure 3.1. Photos from ground vibration tests of the F/A–15 (left) and close-up views of shakers and
accelerometers on the F/A–18 (middle and right) [188].
airworthiness regulations, and can be used directly in flutter and dynamic response analyses, or
to update and validate a mathematical structural model of the airframe used for flutter analysis,
or for other purposes [138, 277]. When conducting a gvt, there are some important points to
consider. Of the three modal quantities listed, damping measurements are generally the least
reliable. It is normally easy to identify natural frequencies, unless several modes are very closely
coupled which might make finding the three modal quantities difficult. It is essential to identify
modes which may couple to produce flutter, and the positions of node lines – particularly when
control surfaces use mass-balances to prevent flutter, since a node line positioned through a
control surface could make the mass-balance inoperative or perhaps even promote unstable
behaviour. The aircraft must remain unchanged and be as close as possible to the final flight-
ready configuration so that its test state can be verified [143, 277]. A wind and draught free
hangar should be used to prevent the aircraft from swaying, and sound vibrations should be
minimised to avoid the corruption of measured vibration data. Performing the gvt at night
time is a convenient way to achieve low acoustical noise levels, while the next test configuration
can be set up during the day [277]. Similar to a flight flutter test, setting up a gvt involves
attaching different types of devices to the aircraft in order to excite it into its resonant, natural
modes and then to measure the structural response, as shown in Figure 3.1. The size of the
aircraft and the results required influence the number and type of devices used, as well as the
scope of the test [138]. To forcibly excite the structure, multiple electrodynamic shakers (up
to eight) are typically used and they must be placed where large responses are expected (away
from node points of any mode) [138, 199, 277, 279]. To ensure adequate excitation for certain
modes and frequencies of interest, shakers can be added or moved [138, 279]. In addition, the
shakers should have certain qualities to cope with the test conditions and not influence the
results [277]. The structural response to the excitation is typically measured using hundreds
of transducers (normally accelerometers) which are equally spaced along aerodynamic surfaces
and also put in critical areas [143]. It is preferable to use high sensitivity accelerometers since
good signal-to-noise ratios can be obtained for low response amplitudes [138]. The aircraft must
be suspended to provide unconstrained (free-free) boundary conditions to simulate free flight
conditions. This is achieved using soft support systems such as elastic (bungee) cords, air bags
or deflated tyres [138, 277, 279]. The support system adopted should also allow the rigid body
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Figure 3.2. Wind tunnel simulations of flutter involving a tailplane (upper) and a wing (lower) [210].
and elastic airframe modes to be sufficiently separated [138, 199, 277]. After setting up, the test
begins by sending an excitation signal to the shakers. Usually a sinusoidal or random signal is
used with the selection dependant upon which of the numerous test methods is chosen and then
the modal parameters are estimated from the measured data, with further information available
in these references [73, 138, 143, 277, 279]. Normally the structure is modeled as being linear,
but if significant nonlinearities are present adjustments must be made to the test [73, 199]. Since
these tests are very time consuming overall [199], reducing the time involved is an active area of
research as is finding an accurate method to update mathematical models using the gvt modal
estimate results and accounting for uncertainties [58, 203].
Another analytical method for predicting flutter involves using dynamically scaled aircraft
models in wind tunnels, as illustrated in Figure 3.2. This approach was developed from the
1930’s onwards in order to combat flutter earlier during the design phase, since gvts and flight
flutter tests take place at the end of the design period [93, 213, 216]. Since then this approach
has reduced the risk and cost of flight flutter testing [215, 216]. While wind tunnel models have
been used for research purposes to develop theory and tools [36, 93, 137, 215], when applied to
practical problems their purpose is to simulate full scale aircraft behaviour to reveal potential
flutter issues [215, 277]. Achieving this with a reduced scale model requires the elimination of
scaling effects by matching dimensionless variables [36]. There are a number of considerations
involved with this scale similarity aspect when designing a model. If many variables are involved,
it may not be possible to match all of the physical properties required [277] so the most important
and sensitive ones should be selected based on analysis and experience [73]. Also matching model
and full scale results for high angles of attack is a difficult task [155]. Some wind tunnels can
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Figure 3.3. Flutter clearance models of the F/A-18 E/F (left) and Lockheed C-141 (right) mounted
in the NASA Langley Transonic Dynamics Tunnel, which was the world’s first aeroelastic testing
tunnel [189].
improve model similitude, boost Reynolds numbers, and reduce tunnel power requirements, by
using gases other than air [49, 196]. The size of the wind tunnel test section, along with the
model mounting system adopted, will influence the model size (or length ratio) though making
the model as large as possible is preferable [36, 49, 68]. Models can come in three configurations,
namely component models (representing a wing or tail for example), semispan models (similar
to component models but with the added presence of the fuselage), or as complete aircraft
(which are the most difficult to design [36]). The model configuration dictates which support
systems can be used. For example, component models are usually fixed rigidly whereas complete
aircraft models can be suspended by a cable system, as shown in Figure 3.3. The support system
must hold the model in the correct position whilst providing adequate degrees of freedom for
movement [36, 49, 213]. In regards to model construction, it is essential that the geometric shape,
stiffness distribution, and mass/inertia distribution are accurately represented. A wide range of
materials can be used, such as wood, plastic, metal and composites. There are four basic types
of construction, notably plate, beam/spar/pod, stress skin and replica, with each having their
advantages and disadvantages [36, 49, 213]. With so many model options available, usually
the best solution is to adopt the simplest and cheapest method that allows the phenomenon
of interest to be studied [93, 213]. Other issues associated with dynamically scaled models
include accounting for wind tunnel wall interference [36, 155, 232], the requirement for high
quality flow, and accurate measurement techniques [36, 137]. Measurement instrumentation
and excitation techniques are very similar, if not identical, to those used in flight flutter tests
and gvts stated earlier [36, 49, 91, 213]. Though one area that continues to be a challenge is
realtime flutter prediction, which (just like in flight flutter testing) is used to avoid flutter to
prevent costly damage to the model and wind tunnel [36, 73, 177, 213]. However, predicting
the onset of flutter at sub-critical conditions is subject to uncertainty [42, 73, 119, 225, 243]
and consequently the literature reports many examples of wind tunnel models that have been
destroyed [132, 196, 214, 215]. If flutter can be predicted, this information can be used to
delay the onset of flutter with flutter suppression techniques using piezoelectric actuators [116,
172, 196, 218] and/or control algorithms applied to control surfaces [68, 96, 127, 187, 196, 273].
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This concept is equally applicable to full size aircraft and is the subject of ongoing research
to produce more efficient aircraft structures. Overall, the advantages associated with wind
tunnel flutter simulations include obtaining results faster [93] and possibly with better accuracy
than those obtained from theoretical analysis [91, 272]. However, wind tunnel models alone
are not reliable enough to clear an aircraft for flutter [279], they are expensive and difficult to
construct [91, 132, 155, 213], and tunnel testing itself is expensive [155, 229].
Several flutter investigation techniques have been outlined thus far. It should be emphasised
that when it comes to aircraft design all of these techniques are typically used, though at
different times of the design process [177]. Together they make up the bulk of the cost of flutter
prevention – for example, it was 71% for the F–14 fighter aircraft [17]. The remainder belongs
to theoretical analysis which is accomplished with the help of computers.
3.2 Computational Approach
The arrival of digital computers in the mid-twentieth century has led to a dramatic change in the
way aeroelastic problems are tackled [76]. Computers have made it practical to adopt mathe-
matical methods to obtain solutions which would have otherwise needed an enormous number of
man years of calculations [93, 155]. It led to the appearance of finite element analysis (fea) for
structural computations, and panel methods replaced cruder two-dimensional strip theory meth-
ods for aerodynamic computations [76, 93]. Consequently, this initiated the development of what
is now known as computational aeroelasticity (cae) which integrates disciplines such as com-
putational structural dynamics (csd) and computational fluid dynamics (cfd). The aerospace
industry has embraced this technology by applying it to various tasks such as gvt structural
models, and the design and analysis of wind tunnel flutter models [26, 65], and typically do so
using commercial software known as msc.nastran.
In the 1960’s the National Aeronautics and Space Administration (nasa) commissioned the
production of a generic structural analysis software called nastran, short for NAsa STRuctural
ANalysis [275]. After the MacNeal–Schwendler Corporation (msc) participated in the project,
it further developed the original fortran based code and released its first proprietary version
of the fea package in 1971 [186]. msc has continued to update and expand the program, and
now it has become a de facto standard in the aerospace industry [185]. The ability to perform
aeroelastic analyses was added towards the end of the 1970’s [117, 220] with the incorporation of
flutter solution techniques and aerodynamics solvers involving strip theory, the doublet lattice
method (dlm) and other methods for supersonic flows [167].
For subsonic unsteady flows, the dlm [7] is considered to be superior to strip theory [221]
and has consequently become the industry standard in aeroelastic analysis [155, 224]. The
dlm belongs to the boundary element based class of lifting surface theory, rather than using
the traditional kernel function technique. It is a low-order panel method and, like all panel
methods, uses surface grids which are easier to create for complex geometries when compared
to field grids [86, 180] – a topic which will be discussed later. For steady flows (i.e. zero re-
duced frequency) the dlm is equivalent to the vortex lattice method [97]. While it has been
suggested that panel methods are well suited to computations during the early phases of air-
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craft design [16, 195], in general the dlm has become popular due to its simplicity, versatility,
short computation time and accuracy for many flows of interest [97]. Consequently, it has been
used in flutter computations with often favourable results [52, 77, 101, 220, 238]. However, it
does have a number of inherent limitations. Being based on potential flow theory means that
the solutions will be irrotational, inviscid and incompressible. By assuming that the flow will
experience only small perturbations, the governing equation is simplified further through lin-
earisation. Therefore, the dlm approximates the flow physics and is applicable only to subsonic
flows for slender bodies at small angles of attack. Recognising these weaknesses, there have been
efforts to refine the dlm [136, 219, 222, 223] and extend its validity. Improvements include in-
corporating the Prandtl–Glauert rule to account for compressibility up to subcritical freestream
Mach numbers [118, 247], and correction factor techniques. With a three-dimensional wing be-
ing represented as a flat plate of zero thickness, the idea behind correction factor methods is to
account for effects such as those due to wing thickness, camber and twist [98, 200, 245, 246].
This technique has had varying degrees of success and depends upon data gathered from a wind
tunnel, or cheaper and more flexible cfd codes [22, 110, 200]. However, one area which contin-
ues to be problematic is the modelling of deflected wing control surfaces, wings at a high angle
of attack, or both [158, 229, 244]. These conditions produce separated flows which are highly
nonlinear and comparisons of surface loads from experiment and dlm simulations show signif-
icant discrepancies [98, 224]. Since control surfaces are usually involved with flutter problems
in aircraft, it is considered very important to model control surface aerodynamics accurately
when undertaking flutter analysis [156, 224, 244, 279]. For this reason, it has been suggested
that higher fidelity aerodynamic approximations be used [121, 224, 229, 279] which can natively
treat nonlinear effects.
The classification of the aeroelastic system dictates how higher fidelity nonlinear aerodynam-
ics can be incorporated. Before continuing it would be helpful to make a distinction between the
different categories for aeroelastic systems. Two categories exist for aeroelastic systems – linear
and nonlinear. The previous paragraph outlined the fully linear class, being the simplest and
cheapest computationally. The system is both statically and dynamically linear, and uses fully
linear aerodynamic and structural models. Also belonging to the linear category is the dynami-
cally linear system, which is more expensive computationally with the cost being similar to that
of a steady flow cfd model. In this case, from an aeroelastic context, established separated flows
can be treated as a nonlinear static equilibrium state (steady flow) even though the initial forma-
tion of separated flows is a dynamically nonlinear process. Then a linear dynamic perturbation
analysis can be performed around this nonlinear static equilibrium. This type of aerodynamic
flow model is also known as time linearised, and is applicable only when small regions of flow
separation are involved. The final category belongs to fully nonlinear systems, which are the
most complex and computationally expensive, where the structural and/or aerodynamic model
must be treated as dynamically nonlinear. Aeroelastic phenomena that belong to this category
include nonlinear flutter, and limit cycle oscillations (lco) where unlike catastrophic flutter the
oscillation amplitude is bounded [73, 90].
Conducting flutter simulations involving dynamically nonlinear aeroelastic systems has at-
tracted a lot of attention over recent decades. While there are many research examples adopting
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this approach [23, 41, 112, 129, 140, 148, 150, 154, 175, 209, 217, 228], the high computational
cost prohibits industrial use [73, 155]. Since the bulk of the computation time is attributed to
cfd calculations [30, 155, 242], there have been efforts to minimise this cost with techniques
such as harmonic-balance [109, 114], system identification [153, 235, 242] and reduced-order
modelling [73, 141, 145, 197, 236, 237]. The basic idea behind these methods is to extract and
retain important information regarding the system. This extracted information representing
the system can then be used to perform computations very rapidly [155]. For example, with
a reduced-order model a small number of dominant eigenmodes of the flowfield are identified
and used to create a modal-based aerodynamic model. This concept, though only recently ap-
plied to aerodynamics, has been used for a long time to construct reduced size fea models
based on eigenmodes of oscillating complex structures. The result has been orders of mag-
nitude reductions in computational cost while maintaining high accuracy. Although this is a
promising technique for aerodynamic computations, further development is needed to extend
the work to unsteady three-dimensional and viscous flows as well as nonlinear aeroelastic sys-
tems [73]. In addition, researchers are looking at ways to reduce the time needed to create the
model [72, 155] which often requires computations from a traditional full-order solver, and so
this approach can at best match the fidelity of the solver used to generate the model [126, 145].
Using a traditional solver alone is the most popular nonlinear aeroelasticity approach and in-
volves coupling a full-order cfd solver and a csd solver together in the time domain. While this
is the simplest method conceptually, it is the most computationally expensive [72]. Therefore,
to reduce computation time, cfd solvers are often modified to run in parallel so that they can
take advantage of the power offered by expensive supercomputers and cluster computer sys-
tems [32, 111, 140, 154, 194, 204, 239]. Apart from the computational cost, nonlinear aeroelastic
problems complicate the solution process by introducing a myriad of other issues.
One key area concerns how and when data is transferred between the aerodynamics and
structural solvers. The classical approach involves computing the aerodynamics first (indepen-
dently) and then passing the pressure distribution results to the csd solver which then calculates
the structural deformation of the body. The aerodynamic grid might be updated to account
for the deformed structure and the sequential process is repeated. This is known as loose cou-
pling [30, 54, 78, 194, 281], although it is also sometimes referred to by other names such as
weak or lagged coupling. This technique is most common [54, 183] because it is the simplest to
adopt [281], and allows existing commercial or in-house codes to treat the fluid and structural
domains separately which minimises development costs and offers maximum flexibility [54]. How-
ever, it does have some serious drawbacks. To enforce the kinematic boundary condition at the
fluid-structure boundary, the state (location and velocity) of the fluid-structure interface must
be known which requires the solution of the entire set of structural equations. Unfortunately,
this cannot be computed without knowing the surface pressure thus creating a paradoxical sit-
uation. The only solution is to make an approximation, such as adopting the pressure from the
previous time step. This in turn creates a time-lag between the fluid and structure domains,
and introduces phase and integration errors [30, 90] which can significantly impact the predicted
stability behaviour and may converge to inaccurate wing flutter values [28, 29]. Furthermore,
spurious solutions might also be obtained if the time step adopted is too large, as demon-
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strated by some examples in references [175, 281]. The temporal accuracy of the loosely coupled
aeroelastic method is at best first-order, even if the temporal accuracy of the individual aerody-
namic and structural algorithms is second- or higher-order [27, 175, 281]. To attain higher than
first-order temporal accuracy, a strongly (or tightly) coupled approach must be employed [175]
which involves solving the aerodynamic and structural equations simultaneously at each time
step [54, 78]. Developing monolithic software for this approach (which would also include grid
generation) is considered to be “computationally challenging, mathematically and economically
suboptimal, and software-wise unmanagable” [78]. A slightly different approach has been pro-
posed by Bendiksen [30], but it too has been avoided due to the extreme difficulty involved with
coding and debugging such a program. However, a strongly coupled solution can also be achieved
by introducing sub-iterations [175], to synchronise the fluid and structure domains, in the loosely
coupled approach. This strategy, therefore, retains the benefits of the loosely coupled approach
while overcoming its first-order (or lower) temporal accuracy limitation. The associated penalty
mainly comes in the form of significantly increased computation time. The already lengthy com-
putation time is at least doubled with the addition of only one sub-iteration [229]. Naturally,
this effect is exacerbated with an increased number of sub-iterations. Also, a degradation in
accuracy can result from using large time steps and an inadequate number of sub-iterations for
convergence within a physical time step [129]. Adopting a strongly coupled method is deemed to
be essential to achieve highly accurate results [176]. Having discussed when data is transferred
between the fluid and structure regions through coupling, a related topic is how this is done.
Since fluid and structure grids have dissimilar resolution requirements, resulting from differences
in the nature of the underlying physics, the grid points from each domain are unlikely to coincide
along the fluid-structure interface [54, 204, 278]. This creates a problem – how to transfer loads
between the two domains? Typically, the solution involves the application of spline or interpo-
lation functions but this may lead to inconsistent load vectors and inaccurate energy exchange
modelling between the fluid and structure [30, 48]. To date, there is no universally accepted
standard method to treat this element of aeroelasticity [155].
Another key area involves grid generation. For nonlinear aerodynamic solutions, field grids
are needed, so named because a surface grid is expanded to include the space surrounding
the body. While this may sound simple, creating field grids around complex geometries, like
a three-dimensional wing with control surfaces (and meshing gaps between wing elements),
is recognised as a difficult task [52] and may be very time consuming [258] with one source
stating such grids take weeks or months to create [88]. Therefore, geometries are often sim-
plified (i.e. [24, 228]) to reduce associated costs but simplifications may have a large impact
on computed results [229, 258]. The movement of geometries, needed for nonlinear aeroelastic
simulations, further complicates matters. For small deformations, simple treatment methods
work well, but this is not true for larger deformations [25, 140, 217]. In these cases, grid qual-
ity must be maintained since the grid might become too distorted or ill-conditioned [155], and
negative volume cells can severely degrade results [126] or even cause program failure [32, 129].
Furthermore, the grid must be updated at every time step (especially when large deformations
are involved) [111] even though it augments computational resource and labour costs [142, 242].
Therefore, it comes as no surprise that grid generation has been identified as a “primary pacing
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item” [129] requiring further development for nonlinear aeroelastic simulations [3, 155, 229].
There are many other additional issues relating to uncertainties which continue to drive
research and development. The numerical algorithm can influence the frequency-response char-
acteristics of unsteady flows. While steady cfd methods have undergone over three decades
of development, it cannot be assumed that they are directly transferrable to unsteady three-
dimensional flows for which there is growing interest [230]. As an example, upwind schemes have
been optimised primarily to reach the steady-state more rapidly by damping out a wide range of
frequencies. However, unsteady aeroelastic simulations need minimal damping especially at low
frequencies [129, 229], since the damping associated with the algorithms spatial and temporal
components significantly impacts the ability to accurately predict unsteady flow [24] and may
kill the natural unsteadiness [230]. This factor is particularly important for self-excited unsteady
flows resulting from periodic vorticity shedding induced by separation [24]. Therefore, a need
exists to assess and better understand algorithmic differences between the numerous spatial
and temporal discretisation methods [155]. In a related matter, the reliability and accuracy of
presently available coupled cfd/csd discretisation methods for aeroelastic simulations require
further work to understand their characteristics [154, 155]. Verification is also necessary since it
is quite easy to produce results that look reasonable but are inaccurate [32]. In realistic complex
flows, under-resolved grids and/or the loosely-coupled approach may lead to non-apparent spuri-
ous behaviour which is hard to detect without extensive grid and/or temporal refinement studies,
and some knowledge from dynamical systems theory [281]. Other sources of uncertainties for
nonlinear aeroelastic simulations include: the ability of the mathematical model to represent
the physical reality (i.e. empirical turbulence modelling used in Navier–Stokes simulations [74],
and with inviscid Euler simulations numerics-based flow separation [212] or overpredicting the
effectiveness of thick and/or deflected control surfaces [228]); those of numerical origin (i.e. how
the governing equations are solved, and the dimensions of the grid to achieve a certain level
of accuracy [74], or differences in results between structured and unstructured grids [3]); and
those relating to parameters of a model (i.e. wing shape and structural dimensions which might
impact stiffness, mass and/or damping characteristics [74]). A sensitivity analysis of the uncer-
tainties involved is desirable but is not practical with current aeroelastic computational methods
since it would take too long [74]. Consequently, the development of accurate and efficient un-
steady aerodynamics algorithms has been acknowledged as a “primary pacing item” [129] in
computational aeroelasticity tools.
Despite the many presently unresolved areas outlined above, good agreement between experi-
mental and simulated flutter results have been reported from nonlinear aeroelastic computations
with viscosity [41, 126, 140, 148, 175, 224] and even without [111, 142, 149, 154, 242, 283]. Plus,
contrary to statements made earlier, these results illustrate that accurate solutions can be ob-
tained using either strongly or loosely coupled approaches. In addition, any empirical turbulence
model used in Navier–Stokes simulations, even the most simple algebraic ones which minimise
computation time, can provide good aeroelastic results [20, 41]. There is also excellent agree-
ment between simulated and experimental pressure distributions for steady and unsteady flows
for a wide range of freestream Mach numbers [126, 228]. So how is this possible? The answer
lies in the context of the test cases adopted. They focus almost exclusively on the transonic
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domain due to the limited benchmark cases available [3, 32, 33, 250], for which some results
are questionable, as well as the high interest for solutions in that flow regime [140, 282]. Fur-
thermore, they all involve aerofoils or wings at low angles of attack, and/or low control surface
deflection angles, where the term low denotes angles under 10 degrees but usually much closer
to zero. These represent on-design flight cases which experience benign, steady and attached or
very mildly separated flows for which computational and analytical techniques have undergone
over thirty years of development [230]. In comparison, separated unsteady nonlinear flows have
largely been ignored though now they are attracting more attention [25, 112, 230]. When the
boundaries of existing methods are pushed to simulate these types of complex flows, results
quickly deteriorate. For example, poor results are obtained when control surface deflections are
increased to 10 degrees with inviscid simulations [242]. Viscous simulations do not fare much
better, with unsteady pressure distributions being quite inaccurate for angles of attack of 15 de-
grees, even though steady results were acceptable [126]. As angles of attack increase, aeroelastic
responses from different turbulence models tend to deviate from one another [20]. Thus, it is
not surprising that turbulence modelling is recognised as an area requiring further research and
development to treat separated flows [129, 155, 230]. In addition, it has also been shown that
second-order aeroelastic temporal accuracy (i.e. strong coupling) is needed to improve results
for complex flows [175] and it has been stated that the small gaps between aerofoil elements are
a challenge for existing cfd solvers [242]. This reveals that there are cases of interest which can-
not be accurately modeled numerically [88, 229, 230]. The reasons for the lack of development
in these off-design cases is “primarily due to the difficulty of the problem itself, the challenge
of effectively verifying and validating any resulting algorithms, and the relatively narrow set of
problems requiring this capability” [230], with similar statements made decades earlier by other
researchers [112].
To address this deficiency for off-design cases, research has been conducted to provide exper-
imental data sets [35, 43, 44, 191] which can assist with the development of numerical methods
to improve predictions, and gather insights into the flow mechanisms involved. Flow fields
around multi-element aerofoils, like the Nomad wing, are particularly complex when flaps are
extended due to the interaction of confluent boundary layers, cove separation bubble, off-the
surface pressure recovery, strong viscous-inviscid interactions and pressure gradients across the
wake. An illustration of these elements is presented in Figure 3.4. In addition, upper surface
flow separation amplifies the complexity due to the resulting unsteady vortical motion inside
the separated wake [35]. This flow separation induces stall and some interesting behaviour oc-
curs. When slotted flaps are highly deflected, around 40 degrees (similar to the Nomad’s flutter
conditions), the lift curve slope increases immediately before stalling, see Figure 3.5. The cause
of this is an upwash effect from the slot flow to the wing trailing edge [35]. Also, the variation
in lift coefficient with increasing angle of attack post-stall follows a stair-step pattern as shown
in Figure 3.5. This happens because the flow separation starts at and is limited to the flap,
which reduces the amount of lift generated, while the flow around the main aerofoil element
remains attached. This state is considered to be lightly stalled. As the angle of attack continues
to increase, the separation will progress to the main aerofoil element leading to a deeply stalled
state [35] and, consequently, less lift is produced. Flow separation also has a peculiar effect
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Figure 3.4. Theoretical model for largely separated flow [35]. Reproduced with permission of the
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Figure 3.5. Aerofoil lift curve showing stall pattern due to flap extension (left) [35]. Hysterisis effect on
aerodynamic coefficients (right) [35]. Reproduced with permission of the American Institute of Aeronautics
and Astronautics.
on lift due to hysterisis [35, 171, 181, 280], which dictates that it is impossible to predict the
flow pattern around an aerofoil without knowing its flow history. This is best demonstrated in
Figure 3.5 which shows that different lift curves will result for a static flap-extended aerofoil
configuration depending on whether the angle of attack is continuously increased (from a low
value) or decreased (from a high, post-stall value). The region where the lift curves deviate from
one another represents a hysterisis loop. This indicates that two different flowfields can exist
around the aerofoil-flap system for a given angle of attack. Which flowfield is obtained depends
upon earlier flow conditions. With so many factors influencing the flow, it should be stated
that even experimental methods can struggle with these types of cases due to the uncertainty
involved and variation in results [35, 73, 230].
So overall, nonlinear aeroelastic flutter methods are incredibly complicated, partly due to
geometry and/or flow conditions, very time consuming and expensive economically [229]. Good
results can be achieved for benign, attached flows. The opposite is true for unsteady separated
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flows caused, for example, by highly deflected wing control surfaces since the most appropriate
cfd methods “are considered with suspicion since it appears that in the cases were you really
would need them, they are not ready for use” [88] due to their inability to capture the true
physics.
3.3 General Remarks
After reviewing the literature on these four techniques (flight flutter tests, gvt’s, scaled models,
and computational simulations), it is clear that each has different requirements, and good and
bad points. No technique is favoured over another. The introduction of the digital computer
in the mid-twentieth century, coupled with significant strides made in the area of numerical
simulations [208], led some to suggest the demise of physical approaches. An article “Computers
vs. Wind Tunnels for Aerodynamic Flow Simulations” in 1975 stated that cfd would start to
replace wind tunnels within a decade [57]. This controversial article prompted a panel discussion
at a conference in 1975 to question not if but rather when the computationally driven theoretical
flutter approach would reduce reliance on physical testing (but not replace it completely). Back
then, the consensus was that this would not occur any time soon since more work was needed
to produce accurate solutions [17]. Several decades have now passed and the conclusion offered
by the panel has been repeated again by others quite recently [155, 213]. Therefore, the status
quo remains. A comparison of results between the different methods would be helpful. Often
aircraft manufacturers do this but rarely publish the results [90]. Manufacturers also tend to be
reluctant to reveal flutter problems and provide detailed documentation regarding it [93].
When it comes to aircraft design, all four techniques are used to give engineers added con-
fidence in the results [93, 279]. However, this confidence might be misplaced if the modelling
approach adopted is not representative of the aircraft’s real behaviour. For example, a proto-
type aircraft experienced flutter even though a thorough flutter analysis was conducted during
its development. The cause was that engineers applied identical simplifying assumptions to
both the mathematical and wind tunnel models, whose results agreed and validated each other
even though they did not represent the aircraft itself [91]. Another example involves linear
aeroelasticity, which is considered to be mature [229] and is typically used in industry [279].
Unexpected low speed flutter occurred at around 150 knots involving the wing and trailing-edge
control surface during flight flutter testing of a T-46A jet trainer aircraft. The cause was an
assumption made during analyses, notably that the aerodynamic effectiveness of the aileron and
tabs was equal to that predicted by strip theory, even though it was known to overestimate
the real value [89]. Adopting higher fidelity aerodynamics for nonlinear aeroelastic modelling
would therefore seem to be a better solution but, as illustrated earlier, it complicates matters
and needs further development which adds to the uncertainty aspect.
All four techniques share some common elements. None of the techniques are completely
reliable since there is an element of uncertainty involved. They are all expensive from a time
perspective, though the physical approach can yield results faster than the theoretical approach.
And finally, they are all expensive financially, though the computational approach can be made
cheaper at the expense of accuracy.
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4Research Design
Having outlined various methods to study flutter in Chapter 3, it is now necessary to decide
which of these methods to adopt in order to make a contribution towards the knowledge needed
to help resolve the Nomad’s flaperon flutter described in Chapter 2.
The objective of this chapter is to develop an appropriate research method. The direction
of this project will be influenced by several constraints which will be discussed first. These con-
straints will then dictate the most compatible approach to adopt from Chapter 3. However, the
chosen approach is not sufficiently developed to accurately represent the Nomad’s flutter. There-
fore, a detailed research method will be presented to study or improve some of the unresolved
elements of the selected approach.
4.1 Constraints
Whether stated explicitly or not, all investigations are restricted by one or more constraints.
These constraints must be taken into consideration because they will influence the deliverables
of this project. A time restriction exists of about 3 years full time as dictated by the university
for a Doctor of Philosophy degree. Money available for the project was sourced from very limited
department funds. This meant that whatever approach is to be adopted has to ideally be free,
which will involve making the most of the facilities available within the department and shared
university resources.
Available facilities and resources consist of computer hardware and software. In the math-
ematics department, resources consist primarily of the following software: fluent, ansys,
Matlab, Maple, Mathematica and Microsoft Visual Studio. Only one in-house code exists for
cfd and it is based on the transonic small disturbance (tsd) equation. If demanding compu-
tations are needed these can be performed on supercomputers at the Victorian Partnership of
Advanced Computing (vpac) where rmit University is a member [264]. vpac offers a variety
of software packages including msc.nastran, Abaqus and fluent, running on some of its four
supercomputer systems [190, 265]. Their 1 teraflops (sustained) double-precision Edda system
was the fastest available until the new 7 teraflops (peak theoretical) Tango system was added
recently [266, 267]. However, there are some disadvantages associated with the vpac facilities,
notably that they are shared with other users and there are queues (which both influence the size
of a job). Scalability of the software being used may limit expected speedups. Also, hardware
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failures might take the system offline for, in the worst case, several weeks1.
4.2 Method Selection
Before continuing it would be helpful to reiterate information pertinent to the Nomad’s oc-
casional flaperon flutter. Due to its elusive nature, not much is known about the mechanism
involved with the critical flutter mode except for reports of flutter occurring at a speed of about
100 knots. A mass-balance is attached to the flaperon and, as stated in Chapter 3, it may trigger
flaperon flutter if it is positioned along the node line of the critical mode. Finally, the flutter
occurs upon landing. While many aircraft take-off and land on a daily basis, flow phenomena
around high-lift wings are still not well understood in these flight conditions [258].
Let us now look at the suitability of the flutter methods from Chapter 3. Any of the physical
approaches (i.e. flight flutter test, gvt or wind tunnel test) could be used. Even though all of
these tests have already been conducted in the past without success, as reported in Chapter 2,
each test was flawed or limited in some way. For the wind tunnel test using a full-scale flaperon
wing, the maximum airflow speed produced by the wind tunnel may not have been high enough
to trigger flutter and the quality of the flow was questioned. The short vibration test (not
as thorough as a gvt) was limited in scope and addressed only whether the instrumented
flaperon would behave like an uninstrumented one. The flight flutter test undertaken was also
limited in scope and by time constraints. Consequently, the test used pilot inputs only to excite
the structure and often this method does not provide an excitation of sufficient magnitude
to identify the onset of flutter [139]. Therefore, a thorough investigation via physical testing
could shed more light on the flaperon flutter. Yet, this option cannot be adopted since the
economic cost exceeds the projects financial constraint. The only practical alternative is to
employ the computational approach, which fits best with the facilities available and therefore
satisfies the financial constraint. In this case, two options are available, notably the linear
aeroelastic approach or a nonlinear one. Given the fairly thick cross-section of the Nomad’s
wing, with a thickness ratio of 18% (see Appendix C), coupled with the high flaperon deflection
angle of 38 degrees (or higher, relative to the airflow if the aircraft has a nose up pitch upon
landing), it is expected that a significant region of separation would be present. Assuming this to
be the case, a linear solution will be unable to simulate the real flow physics properly and so the
results will be inaccurate, as illustrated in Chapter 3. Instead, a viscous, nonlinear cfd based
solution is better suited to this problem. However, in Chapter 3, it was shown that it faces many
formidable challenges when dealing with unsteady separated flows and again cases of this type
would normally be treated experimentally, which is out of the question for reasons mentioned
earlier. Therefore, the purpose of this research work is not to complete a computer-based flutter
analysis of questionable accuracy but rather investigate unresolved elements associated with the
complex nonlinear aeroelastic solution while focusing on the Nomad where possible. In this way,
the outcomes could be integrated, either directly or with some modifications, with an accurate
flaperon flutter analysis conducted in the future. This supports the notion that new and unusual
1The longest recent outage at vpac, caused by storage issues, lasted for 3 weeks between 19/01/2009 and
09/02/2009.
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configurations, like the Nomad, spur aeroelastic research [90] making this a worthwhile topic to
pursue.
The time constraint associated with this project will limit the number (and depth) of the
nonlinear aeroelastic elements studied. Let us first look at two key fields – structures and
aerodynamics. From a theoretical standpoint, the structural component is deemed mature when
modeled as a linear system [155, 229], which is the norm [72, 229], and consumes only a very small
portion (1-2%) [155] of the total computation time for aeroelastic simulations. In comparison,
the nonlinear aerodynamics (or cfd) component is much more difficult to treat [36, 73] and
consumes the bulk (over 90 percent) [30, 155, 242] of the total aeroelastic computation time.
Furthermore, a recurring theme in the literature is how the inadequacy of aerodynamics methods
has hindered theoretical aeroelastic analysis from its inception [93] and represents the least
reliable constituent in aeroelastic simulations [37]. Thus, attention will be directed towards
the nonlinear aerodynamics component. Based on information from Chapter 3, three critical
areas are identified for further study within the cfd field, notably turbulence modelling, grid
generation and the computational cost.
To better understand the conditions surrounding the Nomad’s flaperon flutter, a cfd based
investigation will be undertaken to study the local flowfield structures around this configuration,
focusing specifically on turbulence effects and the flow through the spaces between the main
aerofoil element and the two flaps. This requires a nonlinear viscous flow solution which can be
achieved using any of the following methods – Direct Numerical Simulation (dns), Large Eddy
Simulation (les), or Reynolds-Averaged Navier–Stokes (rans).
The highest level of fidelity is obtained using dns, where the governing Navier–Stokes equa-
tions are solved directly. Provided that errors from the computation are negligible, the results
generated are deemed to be equivalent to experiment [276]. However, simulations are limited to
simple geometries [67, 75, 125], there are uncertainties involved [34, 276], and an exceptionaly fine
grid is needed to resolve all of the relevant length scales. The number of grid points needed for a
three-dimensional dns is proportional to the Reynolds (Re) number, or more specifically Re9/4
for homogeneous flows and even higher for inhomogenous (wall bounded) flows [67, 202, 276].
This means the computation time is incredibly high, and this issue is further exacerbated by
the need to take very small time steps to maintain time accuracy and stability [67]. Conse-
quently, simulations are limited to Reynolds numbers which are vastly smaller than that needed
for the Nomad (or for other industrial aerospace applications [67, 75, 121, 125]) which therefore
precludes its use.
The next step down in fidelity is les, where the governing Navier–Stokes equations are
spatially filtered to separate the large- and small-scale eddies. The large-scale eddies are resolved
(as with dns) since they contain most of the energy and anisotropy, are influenced by the flow
geometry and are not universal in character [202]. The small-scale eddies, whose length scales
are related to the grid cell size [121], behave nearly isotropically and so are represented by simple
semi-empirical subgrid-scale (sgs) models [121, 202]. Given that the bulk of the computational
effort in dns (e.g. over 99% [67]) is used to calculate the small-scale motions, modelling them
brings significant computational savings – so a les takes around 5-10% of the time needed
for a dns [125]. However, les is considered to still be in its infancy [66, 125], and while many
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different les formulations have been proposed [226], it is still unclear which approach is best [144,
226]. les is very complex [226], and its accuracy is very much dependent, for example, on the
filter shape and compatible sgs models [211]; the sgs models themselves [179] for which many
have been proposed [67]; the filter width which is often equal to the grid spacing [81] meaning
that the grid forms part of the turbulence modelling itself [66]; the discretisation methods
(sacrificing accuracy for efficiency on complex geometries) [115, 128, 226]; wall related issues
such as limitations of wall modelling [182, 184, 202, 226] or wall resolution [34, 135], specification
of grid and filter widths [8], and commutation errors (caused by filtering on a bounded domain)
which are typically neglected, though their magnitude may be significant [34, 134, 257]; and
finally, the overall interaction between these elements. Consequently, quite large errors may be
present and researchers are now looking at error sources, uncertainties and solution sensitivity
when varying computational parameters [144, 179, 182, 281]. Yet, these issues have not prevented
les from being applied to industrial problems. Some examples are presented in textbooks, for
example [226], but the most relevant example to this research is the lesfoil project [66]. Since
les has been heralded as a replacement for rans [66] (outlined in the next paragraph) given
its “potential to accurately predict complex flow phenomena” [144] like that around high lift
multi-element wings [53] represented by the Nomad, the purpose of the lesfoil project was to
determine whether les is a credible or superior “alternative to rans modelling as a predicting
approach to separated aerodynamic flows around streamlined bodies”. “It did so principally by
reference to a particular single-element airfoil, with high incidence provoking a modest region
of separation on the rear portion of the suction side”, operating in conditions similar to the
Nomad’s reported flutter. At the end of the project, it was concluded that les and rans results
are as uncertain as each other for mildly separated wing flows, and the most significant message
was that les requires extremely high resolution, which supports the statement that dns-like
grid resolution is needed near walls [34, 66, 135, 226]. Therefore, les will not be used in this
research.
As considered here, the final step down in fidelity is rans. In this approach, the governing
Navier–Stokes equations are time-averaged. This process creates new terms that are linked
to the mean flow variables with turbulence models [248]. These turbulence models represent
all turbulent length scales, unlike sgs models in les, and they are limited in accuracy and
applicability [125, 134, 178]. While rans turbulence models perform well for attached flows, as
discussed in Chapter 3, in high lift conditions (as is the case with the Nomad’s flaperon flutter)
their accuracy is less certain especially for flows with significant separation [53, 66]. However,
the rans formulation brings a massive reduction in computation time (estimated to be a factor
of 10,000) when compared to les [66]. For this reason, and because rans is the conventional
approach adopted in aeroelastic analysis, it will be used to simulate the flowfield around the
Nomad’s three-element flaperon configured wing. Given that a simulation is only as good as
its ability to represent the real physics, it would also be valuable to study how well different
turbulence models perform around the flaperon itself given the flow separation expected in its
landing configuration. To achieve this, the pressure coefficient distribution will be compared with
limited wind-tunnel data (used in the original design of the Nomad) sourced from Boeing [102].
The data is for two-dimensional, steady flow. Two cases, which have tabulated data, will be
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investigated – Case 0/0 with both flaps at 0◦, angle of attack, α, of 16◦ and an airspeed of
63 m/s or 123 knots; and Case 30/60 with front and rear flaps at 30◦ and 60◦, respectively, 12◦
angle of attack and an airspeed of 44 m/s or 85 knots. Case 30/60 was of particular interest as it
resembled the landing configuration and conditions for which flutter was reported. The geometry
will be simplified by ignoring the mass-balance, and the spoiler present on the outboard wing
section will not be modelled so only inboard data will be used [102]. Commercial simulation
software, fluent, will be used to perform the simulations.
Field grids must be created before the nonlinear governing flow equations are solved numeri-
cally. However, as stated in Chapter 3, the production of field grids can be very labour intensive
and, from a computational resource perspective, very costly. Grid generation has been reported
to represent about 30% of the total aeroelastic computation time [155], making it the second
largest contributor to the computational cost of nonlinear aeroelastic simulations. This is hardly
surprising given that a new grid must be generated at each time step for these types of com-
putations. Hence, there is clearly a need for an automatic grid generation algorithm (reducing
labour costs) which is also very efficient (reducing computational time) and works with complex
geometries (for realistic applications). Such an algorithm will be developed here. While there
are many different ways to create grids, a structured grid system will be adopted since they
are more efficient than unstructured grids [209, 229] and it is the best option to use with the
fluid flow solver discussed in the next paragraph. To achieve this, an elliptic grid generation
algorithm will be developed which makes structured o-grids in an automatic manner (with little
user input). What will separate this algorithm from others, is the implementation of a variety of
acceleration techniques such as the method of false transients and the approximate factorisation
technique to enhance the convergence rate. Finite difference approximations will be used to solve
a system of elliptic partial differential equations, namely the Laplace equations for unclustered
grids and the Poisson equations when grid clustering is enforced (a useful feature for simulating
fluid flows). The approach will be first developed for a static grid in two dimensions (as needed
for Chapter 7), and later will be extended to three dimensions with a grid stacking technique
– with several examples provided for both static and dynamic (moving geometry) cases. These
examples will also be used to compare the performance (efficiency) of the algorithm with other
commonly used techniques. The algorithm will be implemented in the Fortran programming
language.
Excluding the computational cost of grid generation for the fluid domain, the nonlinear
aerodynamics calculations alone have been reported to represent more than 60% of the total
aeroelastic computation time [155], making it the largest contributor to the computational cost
of nonlinear aeroelastic simulations. Often the only way to obtain results in a timely manner, for
demanding high level aerodynamics solvers based on Euler or Navier–Stokes equations, involves
employing a very expensive supercomputer or cluster computer system. Consequently, research
predominantly focuses on large-scale computations and associated issues using such systems [19,
71, 133]. However, computer technology has advanced at a rapid pace and now modern desktop
personal computers (pcs) have been quoted to offer the same performance as a decade old
supercomputer [32] – a statement substantiated by Figure 4.1. Until several years ago, pcs used
to contain single-core central processing units. If more processing power was required, some
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pc motherboards were equipped with two sockets so that two single-core processors could be
accommodated. Late in 2006, near the start of this research work, Intel released its first general
purpose quad-core processor to the public and claimed that it “ushers in another new era in
computing” [130]. Unlike the past, four processing units were built into one (single socket)
chip. This massive change in architecture raised the question: “What sort of performance can
a relatively cheap Intel quad-core based pc offer to accelerate very demanding higher-order cfd
computations ?” To investigate this, an Intel system will be used because at the time they were
the only company in the pc market with such a platform, while their primary competitor (namely
Advanced Micro Devices, or amd) released a similar product at a much later time. Since there
is no in-house higher-order solver available for the Euler or Navier–Stokes equations, one will be
created from scratch. The advantage with this approach is that there is maximum flexibility in
implementing algorithms. Though a penalty will come in the form of a long development time
due to the many steps involved, which include research on theoretical concepts, mathematical
derivations, programming, debugging and validating the code. To minimise this time-based cost,
several simplifications will be incorporated into the solution. The Euler equations will be solved
in two dimensions with double-precision accuracy. Although this is an inviscid method (not a
viscous one applicable to the Nomad), and only in two dimensions rather than three (as required
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to represent true turbulence), the objective is to measure the reduction in computation time
on pcs when running a higher-order code in parallel mode (because codes are usually executed
in serial mode). An explicit finite difference approximation (fda) will be adopted due to its
simplicity and because it is well suited to parallel computations. The code will be written in
the Fortran computer language, and it will be parallelised using OpenMP which is designed
for shared-memory systems like a desktop pc. The Euler code produced will then be used to
calculate the steady flowfield for a well-known test case involving the naca0012 aerofoil on an
o-type structured grid (using the grid code developed earlier). To investigate the effect grid size
has on performance, coarse, medium and fine grids will be tested.
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5Turbulent Flow Solution
As stated in Chapter 4, very little known about the Nomad’s occasional flaperon flutter except
that it occurs at about 100 knots when the aircraft is coming in to land. Flow phenomena
around high-lift wings, like that of the Nomad, are not well understood under take-off and
landing conditions. Hence, it would be advantageous to acquire knowledge of the conditions
surrounding the Nomad’s flaperon flutter, and also to determine whether the assumption made
earlier (that a significant region of separation exists behind the flaperon) is a valid one.
The aim of this chapter is to study the local flowfield structures around the Nomad’s flap-
eron, focusing specifically on turbulence effects and the flow through the spaces between the
main aerofoil element and the two flaps. This will be achieved with a cfd based investigation
using commercial simulation software fluent. The problem will be simplified by limiting the
investigation to a two-dimensional static aerofoil section, and selecting cases with experimental
data. The spoiler present on the outboard wing section will not be modelled, so only inboard
data will be used [102].
This chapter is separated into two sections. The first section reports initial work where
a structured grid formulation is adopted. To start, the selected cases will be specified and
then other technical details will be provided, such as those relating to aerofoil geometry, grid
generation, software settings and computer hardware. Then the rans turbulence models used
are outlined before the computed results are presented and discussed. The second section reports
work conducted afterwards using an unstructured grid formulation to address concerns regarding
grid quality around the flaperon. In a similar manner, the simulation details will be presented
and will then be followed with computed results and discussions. Conclusions will be reserved
for Chapter 8.
5.1 Structured Grid Formulation
5.1.1 Numerical Flow Simulations
Two cases were studied: Case 0/0 with both flaps at an angle of 0◦, angle of attack of 16◦, and
an airspeed of 63 m/s or 123 knots; Case 30/60 with front and rear flaps deflected by 30◦ and
60◦, respectively, 12◦ angle of attack, and an airspeed of 44 m/s or 85 knots. Case 30/60 was
of particular interest as it resembled the landing configuration and conditions for which flutter
was reported.
The three-element aerofoil, shown in Figure 5.1, is based on a naca 23018 profile [1] with
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Figure 5.1. Nomad aerofoil for Case 0/0 (left) and Case 30/60 (right).
Figure 5.2. C-grid used in the fluent simulations.
Table 5.1. Inviscid flow section lift coefficient (cl).
Mesh cl (Case 0/0) cl (Case 30/60)
Coarse 1.694 3.109
Medium 1.737 3.101
Fine 1.758 na
modifications around the leading edge and trailing edge where deviating coordinates were mea-
sured from a 50% scale engineering drawing of the wing [103]. The full set of coordinates
produced are listed in Appendix C. The main element, front and rear flaps consisted of 195,
69 and 80 data points, respectively, which were non-dimensionalised using the aerofoil chord
length, `. The C-grid in Figure 5.2 was used, with a 10` radius arc centred at the trailing edge,
and a 25` (streamwise) by 20` (vertical) boundary behind the trailing edge.
Three meshes with increasing cell density were used to confirm that the predicted results
were grid independent for the inviscid flow solution. The coarse, medium and fine meshes
contained approximately 15,000, 23,000 and 35,000 cells, respectively. This roughly equated
to a 50% increase in cell numbers for each successive mesh, with the number of nodes being
scaled appropriately. For the coarse mesh, the main aerofoil element, front and rear flaps
consisted of 150, 70 and 60 nodes, respectively, and 10 streamwise nodes for the gaps between
the aerofoil elements. The region behind the trailing edge consisted of 84 nodes in the vertical
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Figure 5.3. Convergence history for Case 30/60 (inviscid flow and coarse mesh).
direction and 122 streamwise nodes. Meshing software, gambit (version 2.2.3), produced the
structured meshes using quadrilateral elements. With grid independent results for inviscid flow,
see Table 5.1, the coarse mesh was deemed adequate for the simulations. The lift coefficient for
the Case 30/60 fine mesh was absent as it did not converge after one million iterations. Since
the cases involving other meshes converged in under 40,000 iterations, it seemed unlikely that a
converged solution would be obtained for this case with more iterations. It is believed that the
large number of highly skewed cells located in the flow separation region produced inaccurate
results with sufficiently high fluctuations (instability) to prevent convergence.
All simulations were performed on a pc with a Pentium 4, 2.4 GHz processor, 512MB phys-
ical memory, 720MB virtual memory, and Microsoft Windows XP Professional SP2 installed.
The two-dimensional double precision version of fluent (version 6.2.16) was used, executing
the steady implicit coupled solver, together with the energy equation. The governing equations
employed by the solver are the Euler and rans equations for inviscid and viscous flows, respec-
tively. Pressure farfield boundary conditions were applied at sea level conditions (gauge pressure
of 101,325 Pa and temperature of 288.16 K), and air density was treated as an ideal gas. When a
turbulence model was used, default values were adopted, with the exception that the turbulence
specification method was set to a turbulent viscosity ratio of 10, and the three coefficient Suther-
land law for air viscosity was used. For the solver, a second-order upwind discretisation scheme
was used (such as for the modified turbulent viscosity). The Courant number was initially set
to 1.25 for the first 200 iterations to get the solution started and, to accelerate convergence, it
was raised to 5 with 4,800 iterations performed. If the solution diverged, the simulation was
restarted with a reduced Courant number, as low as 0.5 for the first 200 iterations and 2 for
the remaining iterations. If necessary, additional blocks of 5,000 iterations were performed until
converged. While there is no universal metric which guarantees convergence [85], the approach
adopted in this work was to set the residual limits to a low value (10−6 or less), and to inspect
the residual and cl versus iterations history plots. Figure 5.3 illustrates these plots for one of
the cases studied. For this case, the residuals behave as expected (with a downwards trend) for
approximately the first 2,000 iterations. After this they peculiarly move upward to a point and
then oscillate around a fairly constant value. Although this constant value is somewhat high
(around 0.005), it has been suggested that residual values alone may not be sufficient to judge
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convergence and that residual behaviour should also be considered [85]. Since the residuals have
reached a steady-state for the last 2,000 iterations and the cl has plateaued, these conditions
indicated a converged solution and no further iterations were performed.
The cl values reported here (see Figure 5.4) for each case were manually calculated based
solely on the pressure coefficient (cp) distributions as illustrated in Appendix D. This involved
neglecting the effect of skin friction, which was assumed to be very small. Consequently, a direct
comparison could be made with the cl values stated in the Nomad documentation (which were
computed with in-house software using wind tunnel pressure data [105]). The cl values presented
here were for the main aerofoil element only for which experimentally measured pressure data
was provided.
5.1.2 Turbulence Models
The flowfield around the Nomad aerofoil was solved for inviscid flow as well as for viscous flow,
so that the turbulence effects due to the flap elements could be studied along with the region
downstream of the trailing edge. fluent offers four different rans turbulence models: Spalart–
Allmaras (s-a), k-, k-ω and Reynolds Stress. For simplicity and as a first step in investigating
the turbulence effects for the current research work, the most basic turbulence models (s-a and
k-) were employed for the viscous flow simulations.
The s-a model [240] employs only one transport equation to represent the turbulent viscosity,
µt. It was designed to suit aerofoil and wing applications, making it desirable for analysis.
However, a turbulence model where velocity and length scale transport effects are modelled
individually may sometimes be preferred.
The k- model [146] is one such model, using two transport equations to represent µt. It is
often used in engineering problems since it performs well for a broad range of turbulent flows.
Two variants with better performance are offered in fluent, namely the renormalisation group
(rng) and realisable k- models. The rng k- model was adopted due to its improved perfor-
mance in flow areas where vortices and rotation are present. Non-equilibrium wall functions
were deemed appropriate given the flow separation expected for the cases considered in this
investigation.
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Figure 5.5. Local Mach number coloured streamline plots for the Nomad aerofoil for Case 0/0 (left):
α = 16◦, M∞ = 0.186, Re∞ = 4.33
(
106
)
; and Case 30/60 (right): α = 12◦, M∞ = 0.129, Re∞ =
2.99
(
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5.1.3 Computed Results and Discussions
To gauge the quality of the simulations involving the rans turbulence models, the predicted pres-
sure coefficient distributions are displayed with experimental results for both cases in Figure 5.4,
where x is the distance along the chord, and the trailing edge and leading edge are located at
x/` = 0 and x/` = 1, respectively. It was anticipated that the inviscid solution would produce
a much higher cl than that from experiment, but counterintuitively for Case 0/0 it agrees more
closely than for the viscous solutions. It is suspected that a combination of two possible factors
contributed to this outcome. The first being that the mesh may not have been sufficiently fine.
Table 5.1 indicates that the cl continued to grow slightly for the inviscid case with increasing
mesh density. Therefore, it is reasonable to expect the cl for the viscous results to also increase
and approach the experimental value. Secondly, the difference in magnitudes between the viscous
and inviscid pressure distributions is not large suggesting that, for this case at least, the viscous
effects were not significant. It is worth noting that inviscid methods can accurately predict lift
coefficients (computed from pressure distributions) when no flow separation is involved [13], and
streamlines from the viscous simulations, see Figure 5.5, indicate attached flow for the entire
aerofoil (except the flap gaps). The relative difference between the experimentally measured
cl and the inviscid cl was about 3.0% as opposed to 6.8% and 9.7% for the cl values obtained
when the rng k- and s-a turbulence models were used. The overall trend of the predicted and
experimental pressure distributions is good, except for the region near the trailing edge.
Case 30/60 produced viscous results that compared favourably with the experimental data,
while the inviscid solution significantly over estimated the section lift coefficient. In regards
to the s-a model, the flowfield around the leading edge was well captured, except for a very
small region on the concave side of the trailing edge where a vortex was generated. The rng
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k- turbulence model produced a pressure distribution trend that was more akin to experiment,
which was hoped for due to its better performance in simulating flowfields with separation and
vortices. Yet, at the upper side of the leading edge it overestimated the pressure when compared
to experiment and the s-a model. Overall, it would appear that the rng k- turbulence model
with non-equilibrium wall functions generated results that best represented the experimental
data. When the experimental cl was compared to the predicted inviscid cl the relative difference
was about 26.3%, as opposed to 5.1% and 0.9% for the rng k- and s-a turbulence models,
respectively.
Since the rng k- turbulence model produced better results than the s-a model in the trailing
edge region where vortices were present, it was used to compute streamlines around the aerofoil.
The turbulence and flowfield structure are clearly revealed for both cases by the streamline plots
in Figure 5.5, which are coloured by the local Mach numbers. Inspection of this figure shows
that for Case 0/0, small vortices were generated in the region behind the main aerofoil element
and the front flap. The flow remained attached along the upper and lower aerofoil surfaces
except for the gaps between the flaps. For Case 30/60, all three aerofoil elements had vortices
present at the trailing edge, with a large vortex behind the main aerofoil element and the rear
flap, and a very small vortex on the upper side of the front flap. This observation is similar to
that observed by Chakrabartty, Mathur and Dhanalakshmi [56] for a similarly configured wing.
The meshes used here were not deemed ideal, due to difficulties in meshing the spaces between
the flaps. At the junction where the aerofoil would normally be if flaps were not present, the
vertical grid lines did not smoothly adjust to the corresponding lines within the flap gap region.
Furthermore, for Case 30/60, the mesh should have left the trailing edge of the rear flap at almost
the same angle as the flap was directed, rather than being horizontal as shown in Figure 5.1.
5.2 Unstructured Grid Formulation
The unresolved grid generation issue above was revisited at a later date to address grid quality
concerns around the flaperon, and between the flap gaps. An unstructured triangular grid
was created with tgrid software (which specialises in unstructured grids) and fluent grid
refinement. This unstructured grid formulation will be reported here together with updated
results. Only Case 30/60 will be simulated since it best represents the flaperon flutter conditions
of interest and is most affected by the earlier grid issues. Unless otherwise stated, the details
employed here are identical to those in Section 5.1.
5.2.1 Numerical Flow Simulations
The first step is to create a basic initial unstructured triangular grid which can be used to obtain
an approximate flow solution in fluent. tgrid software (version 3.4.2) is able to create such a
grid, but it cannot create geometry or add nodes along boundaries (such as an aerofoil surface)
and therefore relies on external software to perform this function [83]. Hence, gambit was
used for this purpose. The Nomad aerofoil geometry and dimensions of the outer boundaries
remained the same as with the structured grid in Figures 5.1 and 5.2. So that the aerofoil
shape would be represented properly and to ensure that the initial grid would have sufficient
5.2 Unstructured Grid Formulation 37
Figure 5.6. Close-up view of the initial (left) and final refined (right) unstructured grid around the
Nomad aerofoil for Case 30/60.
resolution near the aerofoil, nodes were created along the aerofoil surface with the interval size
set to 0.005 and a ratio of 1 (the nodes were evenly spaced). Then an unstructured grid was
generated in gambit with arbitrary settings. Although the quality of the interior mesh was
very bad, this issue was rectified next. The gambit grid was imported into the two-dimensional
version of tgrid, and remeshed based on the gambit-created boundary nodes via the command
Mesh>Auto Mesh>Init & Refine. The result, shown in Figure 5.6, is the initial grid consisting
of 12,088 cells.
The second step is to create a final unstructured triangular grid which is tailored (refined)
to capture the Case 30/60 flow conditions. To achieve this, the initial (tgrid) mesh is opened
in fluent and the solution parameters for Case 30/60 are set up in the usual manner. A
turbulence model is also specified, which serves two purposes: (1) to provide appropriate grid
refinement parameters for a viscous solution; and (2) to provide a converged solution which will
be used as a starting point (initial conditions) for subsequent simulations with other turbulence
models. In this case, the standard k- turbulence model will be employed because it helps
the convergence of simulations with other turbulence models according to the fluent User’s
Manual [84]. A commonly used wall function approach will be adopted [84], as opposed to
near-wall modelling where the turbulence models have been modified to resolve the viscous near-
wall region (including the viscous sublayer) through to the wall itself (requiring a much finer
grid). This will minimise computation time but might make the results less reliable in extreme
conditions, such as flow through small gaps or severe pressure gradients leading to boundary layer
separation [84]. As before, non-equilibrium wall functions are used with compatible turbulence
models due to their better performance in the expected separated flow regions. To begin the grid
refinement process, an approximate solution was obtained with the initial grid by performing
5,000 iterations with a Courant number of 1.25. Then the grid was adapted conformally based on
an Iso-Value of Pressure>Total Pressure and cells were smoothed and swapped as suggested
by the fluent User’s Manual [85], with default settings except the Number of Iterations was
set to 10. With the newly refined grid, a further 2,500 iterations were computed with the same
Courant number. The grid was refined again, based not only on Pressure>Total Pressure but
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also Turbulence>Turbulence Intensity, Volume adaption with the Max Volume Change set
to 2.5, and Y+/Y adaption with Y+ values ranging between 30 and 150 to satisfy wall function
requirements. Again grid cells were smoothed and swapped, and 2,500 iterations were calculated
for a Courant number of 5. This last refinement procedure was repeated for Courant numbers
7.5, 10, 12.5 and 17.5 (when residuals reached 10−6). The final grid, shown in Figure 5.6,
comprised of 31,126 cells whose skewness did not exceed 0.4. The Y+ values ranged between
about 25 to 160 for the converged solution involving the standard k- turbulence model.
Lastly, the convergence method for the simulations differ slightly to those reported in Sec-
tion 5.1. After loading the converged standard k- turbulence model solution, the turbulence
model was changed according to those listed in the next section. The Courant number was
initially set to 0.5 for the first 200 iterations and, to accelerate convergence, it was raised to 2
for the next 2,300 iterations. The Courant number was raised again to 5 for 2,500 iterations,
and to 10 for remaining iterations performed in blocks of 2,500 iterations until converged. If
the solution diverged, the simulation was restarted and conducted the same way except that the
Courant number would be limited to 5.
5.2.2 Turbulence Models
In addition to the s-a and rng k- used previously, the remaining two turbulence models
available in fluent, namely k-ω and Reynolds Stress Model (rsm), were also adopted.
The k-ω model [276] employs two transport equations to represent µt. It is often used in
aerospace applications since it works remarkably well, especially under strong adverse pressure
gradients. The Shear Stress Transport (sst) variant was chosen, as opposed to the standard
k- version, due to its improved reliability and accuracy with non-equilibrium boundary layer
regions such as those associated with separated flow.
Instead of using the Boussinesq hypothesis (to compute µt) like all previously discussed
turbulence models, the rsm [147] solves four transport equations (for two-dimensional flow) to
represent the Reynolds stresses and dissipation rate. It accounts for various effects, such as
streamline curvature, swirl and rotation. This means that it may give more accurate predictions
for complex flows where anisotropy of turbulence dominates the mean flow, like in highly swirling
flows or stress-induced secondary flows.
5.2.3 Computed Results and Discussions
In contrast to earlier work, the pressure coefficient distribution is displayed in Figure 5.7 not only
for the main aerofoil element but also for the two flap elements, since they are now surrounded
by a high quality grid.
For the main aerofoil element, with a moderate 12 degree angle towards the flow, the viscous
results compare favourably with the experimental data available. The simulated pressure results
along the lower side of the main element were essentially identical for all of the turbulence
models, and matched experimental data almost perfectly. However, contrary to experiment, a
sharp peak was present in the simulated results at approximately x/l = 0.62 and results also
deviated around x/l = 0.70 on the concave side of the trailing edge where a vortex was located.
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Figure 5.7. Pressure coefficient distribution with cl values for all Nomad aerofoil elements with an
unstructured grid for Case 30/60: α = 12◦, M∞ = 0.129, Re∞ = 2.99
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For the upper side, the results from the rsm, rng k- and s-a models were very similar, deviating
marginally from each other near the leading edge where they all overestimated the pressure when
compared to experiment. The opposite is true for the k-ω sst model which captured the leading
edge region well but underestimated the pressure between x/l = 0.10 and 0.60. Overall, these
results are much like those with the structured grid in Figure 5.4 except for slight differences on
the upper side at the leading and trailing edges. Based upon an unstructured, refined grid, the
relative difference between the experimentally measured cl and simulated ones was (in increasing
order) 2.1%, 4.1%, 4.9% and 6.6% for s-a, k-ω sst, rng k- and rsm, respectively.
While experimental data is not available for the two flap elements, the results from the
assorted turbulence models can be compared with each other. Mimicking the main element,
there were negligible differences in pressure results on the lower side of the two flap elements
(the rear flap represents the flaperon). However, the upper side showed significant variations
in pressure distributions amongst the turbulence models, even though the overall trend was
reasonable for this steady flow case. This indicates that the accuracy of the results is less
certain, and results are strongly influenced by the turbulence model used. Given the very high
deflection angles, this outcome was expected based upon limitations of the wall functions used
and reports from researchers [126].
Streamlines around the Nomad aerofoil, shown in Figure 5.8, were computed with the
rng k- turbulence model. A rough comparison of these results with earlier ones, with the
structured grid in Figure 5.5, shows very little difference in the flowfield. As before, the flow is
largely attached except for a large vortex present behind the main aerofoil element and the rear
flap (flaperon). Unlike earlier results, the vortex behind the flaperon is resolved much better
and no vortex is present on the front flap.
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Figure 5.8. Local Mach number coloured streamline plot for the Nomad aerofoil with an unstructured
grid for Case 30/60: α = 12◦, M∞ = 0.129, Re∞ = 2.99
(
106
)
.
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6Automatic Elliptic Grid
Generation
As described in Chapters 3 and 4, the computation time and labour involved with grid generation
is considerable, with about 30% of the total computation time dedicated to it in nonlinear
aeroelastic simulations. Therefore, grid generation has been identified as a pacing item needing
further development for nonlinear aeroelastic problems.
The aim of this chapter is to create an efficient and automatic grid generation algorithm
that works with complex geometries. This will be accomplished with an elliptic grid generation
method, which will produce a boundary-fitted coordinate system (a single structured o-type
grid) with quadrilateral elements. The traditional approach of solving the elliptic governing
equations with finite difference schemes will be modified to boost efficiency by implementing an
approximate factorisation technique together with the method of false transients and a variable
time step cycling process. The convergence rate of this new algorithm shows significant im-
provements (reducing computation time for a given tolerance) when compared with commonly
employed numerical schemes for generating elliptic grids, such as the point and line successive
over-relaxation iterative schemes.
This chapter starts with a brief background regarding elliptic grid generation. Then, in
the interest of simplicity of the theory, two-dimensional grid formulations are developed first –
initially without added grid point clustering and later with clustering added. The method is
then extended to three dimensions. The chapter ends with a modified algorithm that creates
dynamic grids around a body in motion, like those needed for flutter simulations. Examples
and results are presented and discussed for all of the algorithms produced. Conclusions will be
reserved for Chapter 8.
6.1 Background
To numerically solve the governing partial differential equations (pdes) for fluid dynamics, ap-
proximations to the partial differentials are introduced. The finite difference method (fdm)
is commonly employed to solve the pdes, subject to associated boundary conditions. In this
method, the partial differentials are converted into finite difference equations (fdes) which are
solved at discrete points within the domain of interest. Therefore, a set of grid points within the
domain, as well as on the boundaries of the domain, must be specified to form a grid system. The
process of creating such a grid system is known as grid generation [10, 55, 123, 192, 254, 256].
While generating a grid with uniform spacings within a rectangular physical domain is a
trivial task, the majority of physical domains of interest are nonrectangular. Imposing a rect-
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angular computational domain on such physical domains requires interpolation to implement
boundary conditions, which themselves strongly influence the solution characteristics. There-
fore, using grid points which do not coincide with the physical boundaries leads to a situation
where the most inaccurate difference representation is located in the region of greatest sensi-
tivity. In addition, nonuniform grid spacing near the boundaries complicates matters, since the
fde changes from one grid point to another requiring the use of approximations with different
spacings. Consequently, programming complexity increases. To overcome all of these difficul-
ties, a transformation from a physical domain to a computational domain is performed. This
transformation is achieved by specifying a generalised coordinate system that will map the non-
rectangular grid system (which may have nonuniform grid spacing) in the physical domain to a
rectangular grid system with uniform grid spacing in the computational domain [123], such that
the boundaries of the physical domain map onto the boundaries of the computational domain.
This type of coordinate system is known as a boundary-fitted coordinate system.
In this chapter, a boundary-fitted coordinate system will be employed to construct a single
structured o-type grid with quadrilateral elements. While a single structured grid is considered
here, structured grids can take other forms such as patched structured subgrids (multi-block
type) or overlapping structured subgrids (chimera type). The grid will be created with an
elliptic grid generation method [123, 256], which is one of several commonly used methods to
generate smooth grids around odd geometries.
In the elliptic grid generation method, curvilinear coordinates are found as the solution of
a system of elliptic pdes with Dirichlet boundary conditions on all boundaries, as described in
numerous publications [11, 123, 254, 256]. One coordinate is forced to be constant on each of the
boundaries, so that there is a coordinate line which coincides with each boundary. In addition,
the mapping associated with this approach must: be one-to-one (to ensure that grid lines of
the same family do not cross each other); provide a smooth grid distribution with minimum
skewness (to improve the accuracy of the approximate solution of the pdes which are to be
solved using the grid); and provide orthogonality, or near orthogonality, of grid lines (at least
near the physical boundaries). It is also preferrable that an option exists for clustering grid
points and/or lines in a specified region, such as near a wall boundary, viscous boundary layer,
wake surface, shock wave, etc., for fluid dynamics problems. To simplify the complexity of the
mathematical formulation of the grid equations, and associated numerical methods to solve these
equations, only a single body system is considered.
The transformation of a circular, doubly-connected, irreducible (physical) domain contain-
ing a single body to a rectangular, simply-connected (computational) domain is illustrated in
Figure 6.1. The doubly-connected region can be made into a simply-connected one by introduc-
ing an appropriate branch-cut [123], rendering the region reducible where it can be contracted
down to a point (i.e. so no objects exist in the domain). It is assumed that the body (Γ1)
and farfield (Γ2) boundaries are transformed, respectively, to the constant ζ-lines forming the
bottom (Γ∗1, ζ = ζ1) and top (Γ∗2, ζ = ζm) sides of the computational domain. Contour Γ3
is mapped onto Γ∗3 (ξ = ξm), and similarly contour Γ4 onto Γ∗4 (ξ = ξ1), where ξm > ξ1 and
ζm > ζ1 . The contours Γ3 and Γ4, which connect Γ1 and Γ2, coincide in the physical domain
and represent a branch-cut, and thus form a re-entrant boundary in the computational domain.
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Figure 6.1. (a) Physical domain (doubly-connected region and branch-cut); (b) unwrapping the doubly-
connected region; and (c) the computational domain.
The x and z values along contours Γ3 and Γ4 are identical, and their derivatives are continuous
across Γ3 and Γ4. Therefore, boundary conditions are not needed along these contours.
6.2 Two-Dimensional Grid Formulation – Without Clustering
The mapping process from the two-dimensional physical domain (x, z) coordinates to the com-
putational domain (ξ, ζ) coordinates can be described by the following functions
ξ = ξ(x, z) and ζ = ζ(x, z) , (6.1)
which are assumed to have continuous derivatives of all orders.
A system of Laplace’s equations (essentially grid equations without source terms) in the
physical domain is considered
∇2ξ = 0 and ∇2ζ = 0 , (6.2)
where ∇2(x, z) is a Laplacian operator, and ξ and ζ are dependent variables. These equations
are solved in a rectangular computational domain with uniform grid spacings to find the physical
coordinates of the interior grid points. To do this, the elliptic pdes (6.2) must be transformed.
6.2.1 Metrics and Jacobians
From (6.1), the following differential expressions for the direct transform are obtained and
written in the following matrix form[
dξ
dζ
]
=
[
ξx ξz
ζx ζz
][
dx
dz
]
, (6.3)
where the derivatives
ξx =
∂ξ
∂x
, ξz =
∂ξ
∂z
, ζx =
∂ζ
∂x
, and ζz =
∂ζ
∂z
, (6.4)
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are defined as the metrics of the transformation. Reversing the role of dependent and indepen-
dent variables of Equation (6.1) so
x = x(ξ, ζ) and z = z(ξ, ζ), (6.5)
allows the inverse transform to be found[
dx
dz
]
=
[
xξ xζ
zξ zζ
][
dξ
dζ
]
. (6.6)
Multiplying matrix Equation (6.6) by the inverse, and solving for the right-hand column matrix
yields [
dξ
dζ
]
=
[
xξ xζ
zξ zζ
]−1[
dx
dz
]
. (6.7)
Inspecting Equations (6.3) and (6.7) shows that[
ξx ξz
ζx ζz
]
=
[
xξ xζ
zξ zζ
]−1
=
1
xξzζ − xζzξ
[
zζ −xζ
−zξ xξ
]
. (6.8)
By letting J be the Jacobian determinant of the transformation, defined by
J =
1
xξzζ − xζzξ , (6.9)
the metrics of the transformation in (6.8) can be expressed as
ξx = Jzζ , ξz = −Jxζ , ζx = −Jzξ , ζz = Jxξ . (6.10)
The values of the Jacobian determinant might be negative, and can be interpreted as the ratio
of the areas in two dimensions (or volumes in three dimensions) in the physical domain to that
of the computational domain.
6.2.2 General Transformation
Consider a function φ(x, z), where it is required to determine its first- and second-derivatives
in the computational domain. Using Equation (6.1) and the chain rule for differentiation, the
first-derivatives of φ(x, y) are
φx = ξxφξ + ζxφζ , (6.11)
φz = ξzφξ + ζzφζ . (6.12)
Using relations (6.9) and (6.10), Equations (6.11) and (6.12) can be reformulated as
φx = J
(
zζφξ − zξφζ
)
, (6.13)
φz = J
(
xξφζ − xζφξ
)
. (6.14)
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Differentiating Equations (6.13) and (6.14) with respect to x and z , and incorporating (6.9) and
(6.10), the second derivatives of φ with respect to the physical coordinates are
∂2φ
∂x2
=
∂
∂x
(
ξxφξ + ζxφζ
)
= ξ2xφξξ + ξxφξ
∂
∂ξ
ξx + ξxζxφξζ + ξxφζ
∂
∂ξ
ζx + ξxζxφξζ + ζxφξ
∂
∂ζ
ξx + ζ2xφζζ + ζxφζ
∂
∂ζ
ζx
= J2
(
z2ζφξξ − 2zξzζφξζ + z2ξφζζ
)
+ Jzζ
(
φξ
∂
∂ξ
ξx + φζ
∂
∂ξ
ζx
)
− Jzξ
(
φξ
∂
∂ζ
ξx + φζ
∂
∂ζ
ζx
)
,
(6.15)
∂2φ
∂z2
=
∂
∂z
(
ξzφξ + ζzφζ
)
= ξ2zφξξ + ξzφξ
∂
∂ξ
ξz + ξzζzφξζ + ξzφζ
∂
∂ξ
ζz + ξzζzφξζ + ζzφξ
∂
∂ζ
ξz + ζ2zφζζ + ζzφζ
∂
∂ζ
ζz
= J2
(
x2ζφξξ − 2xξxζφξζ + x2ξφζζ
)− Jxζ(φξ ∂
∂ξ
ξz + φζ
∂
∂ξ
ζz
)
+ Jxξ
(
φξ
∂
∂ζ
ξz + φζ
∂
∂ζ
ζz
)
.
(6.16)
Note that in the above and subsequent expressions, ξ2x , φξ , φξξ and φξζ denote (ξx)
2 , ∂φ/∂ξ ,
∂2φ/∂ξ2 and ∂2φ/(∂ξ ∂ζ) , respectively. The transformation metrics are evaluated as follows
∂
∂ξ
ξx =
∂
∂ξ
(
Jzζ
)
= J2
(
xζzζzξξ − xζzξzξζ − z2ζxξξ + zξzζxξζ
)
, (6.17)
∂
∂ξ
ξz =
∂
∂ξ
(−Jxζ)
= J2
(
xζzζxξξ − xξzζxξζ + xξxζzξζ − x2ζzξξ
)
, (6.18)
∂
∂ξ
ζx =
∂
∂ξ
(−Jzξ)
= J2
(
xξzξzξζ − xξzζzξξ + zξzζxξξ − z2ξxξζ
)
, (6.19)
∂
∂ξ
ζz =
∂
∂ξ
(
Jxξ
)
= J2
(
xξxζzξξ − xζzξxξξ − x2ξzξζ + xξzξxξζ
)
, (6.20)
∂
∂ζ
ξx =
∂
∂ζ
(
Jzζ
)
= J2
(
xζzζzξζ − xζzξzζζ − z2ζxξζ + zξzζxζζ
)
, (6.21)
∂
∂ζ
ξz =
∂
∂ζ
(−Jxζ)
= J2
(
xξxζzζζ + xζzζxξζ − xξzζxζζ − x2ζzξζ
)
, (6.22)
∂
∂ζ
ζx =
∂
∂ζ
(−Jzξ)
= J2
(
xξzξzζζ − xξzζzξζ + zξzζxξζ − z2ξxζζ
)
, (6.23)
∂
∂ζ
ζz =
∂
∂ζ
(
Jxξ
)
= J2
(
xξxζzξζ + xξzξxζζ − xζzξxξζ − x2ξzζζ
)
. (6.24)
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Substituting Equations (6.17), (6.19), (6.21) and (6.23) into Equation (6.15), and rearranging
terms yields
∂2φ
∂x2
= J2
(
z2ζφξξ − 2zξzζφξζ + z2ξφζζ
)
+ J3
(
z2ζzξξ − 2zξzζzξζ + z2ξzζζ
)(
xζφξ − xξφζ
)
(6.25)
+ J3
(
z2ζxξξ − 2zξzζxξζ + z2ξxζζ
)(
zξφζ − zζφξ
)
.
A similar expression is produced when Equations (6.18), (6.20), (6.22) and (6.24) are substituted
into Equation (6.16)
∂2φ
∂z2
= J2
(
x2ζφξξ − 2xξxζφξζ + x2ξφζζ
)
+ J3
(
x2ζzξξ − 2xξxζxξζ + x2ξzζζ
)(
xζφξ − xξφζ
)
(6.26)
+ J3
(
x2ζxξξ − 2xξxζxξζ + x2ξxζζ
)(
zξφζ − zζφξ
)
.
After using Equations (6.25) and (6.26) and simplifying and collecting like terms, the Laplacian
operator for function φ(x, z) is
∇2φ = ∂
2φ
∂x2
+
∂2φ
∂z2
= J2
(
αφξξ − 2βφξζ + γφζζ + ψ1φξ + ψ2φζ
)
, (6.27)
where
α = x2ζ + z
2
ζ , (6.28)
β = xξxζ + zξzζ , (6.29)
γ = x2ξ + z
2
ξ , (6.30)
ψ1 = J
(
θ2xζ − θ1zζ
)
, (6.31)
ψ2 = J
(
θ1zξ − θ2xξ
)
, (6.32)
θ1 = αxξξ − 2βxξζ + γxζζ , (6.33)
θ2 = αzξξ − 2βzξζ + γzζζ . (6.34)
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6.2.3 Transformed Laplace’s Equations
Now Laplace’s equations (with ξ and ζ as dependent variables) will be transformed, from the
physical domain to the computational domain, by rewriting them with x and z as dependent
variables. Equating the first relation of (6.2) to (6.27) obviously requires φ = ξ . The required
gradients in Equation (6.27) then become
∂ξ
∂ξ
= 1 and
∂ξ
∂ζ
=
∂2ξ
∂ξ2
=
∂2ξ
∂ξ∂ζ
=
∂2ξ
∂ζ2
= 0 . (6.35)
The equation reduces to
J2ψ1 = 0, (6.36)
or using relation (6.31)
J3
(
θ2xζ − θ1zζ
)
= 0. (6.37)
Equating the second relation of Equation (6.2) to (6.27) requires φ = ζ , thus J2ψ2 = 0 , or
J3
(
θ1zξ − θ2xξ
)
= 0. (6.38)
Since ξ(x, z) and ζ(x, z) are harmonic functions with continuous derivatives of all orders and
obey a maximum principle [254, 256], which imposes that extreme function values must occur
on the boundaries of the region (overlapping boundaries are not allowed), the first derivatives
of ξ and ζ will not simultaneously vanish in this region. This means that J 6= 0 , hence relations
(6.37) and (6.38) are both satisfied if
θ2xζ − θ1zζ = 0, (6.39)
θ1zξ − θ2xξ = 0. (6.40)
Eliminating θ2 from the two expressions above yields
θ1(xξzζ − xζzξ) = θ1
J
= 0. (6.41)
However, since J 6= 0 , as noted earlier, θ1 must be zero. Using this result in either (6.39) or
(6.40), implies θ2 = 0 . Equations (6.33) and (6.34) are then reduced to the following system of
quasi-linear elliptic pdes
α
∂2x
∂ξ2
− 2β ∂
2x
∂ξ∂ζ
+ γ
∂2x
∂ζ2
= 0, (6.42)
α
∂2z
∂ξ2
− 2β ∂
2z
∂ξ∂ζ
+ γ
∂2z
∂ζ2
= 0. (6.43)
These equations must be solved in the computational domain to provide grid point locations in
the physical domain.
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Equations (6.42) and (6.43) can be recast in vector form
α
∂2r
∂ξ2
− 2β ∂
2r
∂ξ∂ζ
+ γ
∂2r
∂ζ2
= 0, (6.44)
where r = (x, z) is a vector containing the physical coordinates, 0 is a zero vector, and the
coefficients α , β and γ are defined by relations (6.28), (6.29) and (6.30), respectively. These
coefficients can also be written in vector form
α = rζ · rζ
= |rζ |2 , (6.45)
β = rξ · rζ , (6.46)
γ = rξ · rξ
= |rξ|2 , (6.47)
where the · represents a dot product operation of two vectors. The solution to Equation (6.44) is
periodic in the region |ξ| <∞ and ζ1 ≤ ζ ≤ ζm due to the existence of the re-entrant boundary
that forms the left and right boundaries of the computational domain, as shown in Figure 6.1.
Because the system is quasi-linear, a linearisation procedure must be used in the numerical
solution process when solving the equation system. For simplicity, a lagging of coefficients is
employed [123, 192, 254, 256], where the coefficients are evaluated with grid data from the
previous iteration.
6.2.4 Numerical Solution Procedure
A finite difference method is used to solve the elliptic pdes (6.44) for the physical coordinates
in the computational domain [55, 169, 251, 254, 256]. The details of this method will be out-
lined first, followed by material regarding the point successive over-relaxation (psor) iterative
scheme (employed by Thompson, Thames and Mastin [254]) and line successive over-relaxation
(lsor) iterative scheme which will both be used later for comparison purposes1. Finally, a new
algorithm, which implements an approximate factorisation (af) technique (for further details
see references [51, 159, 160, 161, 162, 163]) and the method of false transients, will be presented.
Finite Difference Method
The computational domain is covered by a rectangular grid with uniformly distributed grid
spacings, ∆ξ and ∆ζ, in the ξ- and ζ-direction, respectively. The grid consists of a set of lines
parallel to the ζ-axis given by ξ = ξi for i = 1, 2, . . . , im, (im must be an odd integer) where
ξi = (i − 1)∆ξ, and the set of lines parallel to the ξ-axis, ζ = ζk for k = 1, 2, . . . , km, where
ζk = (k − 1)∆ζ.
The partial derivatives of Equation (6.44) can be approximated in terms of the solution of
nearby grid points in a various ways. Since Equation (6.44) is of an elliptic type, the deriva-
1Since these iterative schemes were commonly employed in the grid generation process over the last three
decades, it is more appropriate to compare them (instead of more specialised multigrid and conjugate gradient
methods) to the proposed scheme.
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tives are approximated by central difference rules, assuming that the dependent variables are
continuous and may be expanded with a Taylor series. Applying Taylor series expansions, the
second-order accurate, three-point central difference rule, for approximating xξξ at grid point
(ξi, ζk) may be written as
∂2r
∂ξ2
∣∣∣∣
i,k
=
ri−1,k − 2ri,k + ri+1,k
(∆ξ)2
− (∆ξ)
2
12
∂4r
∂ξ4
∣∣∣∣
i,k
+ · · ·
=
ri−1,k − 2ri,k + ri+1,k
(∆ξ)2
+O(∆ξ)2 . (6.48)
Note that the sum of all coefficients of r in the above expansion are zero, and the last term in
the first line is the truncation error of the appproximation for this derivative. Similarly, for the
rζζ term
∂2r
∂ζ2
∣∣∣∣
i,k
=
ri,k−1 − 2ri,k + ri,k+1
(∆ζ)2
− (∆ζ)
2
12
∂4r
∂ζ4
∣∣∣∣
i,k
+ · · ·
=
ri,k−1 − 2ri,k + ri,k+1
(∆ζ)2
+O(∆ζ)2 . (6.49)
And for the mixed partial derivative rξζ
∂2r
∂ξ∂ζ
∣∣∣∣
i,k
=
ri+1,k+1 − ri−1,k+1 − ri+1,k−1 + ri−1,k−1
4 ∆ξ∆ζ
− (∆ξ)
2
6
∂4r
∂ξ3 ∂ζ
∣∣∣∣
i,k
− (∆ζ)
2
6
∂4r
∂ξ ∂ζ3
∣∣∣∣
i,k
+ · · ·
=
ri+1,k+1 − ri−1,k+1 − ri+1,k−1 + ri−1,k−1
4 ∆ξ∆ζ
+O{(∆ξ)2, (∆ζ)2} . (6.50)
Replacing the derivatives of (6.44) with approximations (6.48), (6.49) and (6.50), produces a
fde which can be solved with an appropriate numerical scheme, for vector r at all interior grid
points
αi,k
(∆ξ)2
[
ri−1,k − 2ri,k + ri+1,k
]
− βi,k
2∆ξ∆ζ
[
ri+1,k+1 − ri−1,k+1 − ri+1,k−1 + ri−1,k−1
]
+
γi,k
(∆ζ)2
[
ri,k−1 − 2ri,k + ri,k+1
]
= 0. (6.51)
Since the grid spacings can be selected arbitrarily, they are set to unity, i.e. ∆ξ = ∆ζ = 1 .
This simplifies the related expressions, and therefore reduces the computation time and errors
associated with the numerical evaluation of these expressions. Coefficients αi,k , βi,k and γi,k
(see (6.45), (6.46) and (6.47)) are approximated by
αi,k = rζi,k · rζi,k
=
∣∣rζi,k ∣∣2 , (6.52)
βi,k = rξi,k · rζi,k , (6.53)
γi,k = rξi,k · rξi,k
=
∣∣rξi,k ∣∣2 , (6.54)
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and
rξi,k =
ri+1,k − ri−1,k
2∆ξ
+O(∆ξ)2 , (6.55)
rζi,k =
ri,k+1 − ri,k−1
2∆ζ
+O(∆ζ)2 . (6.56)
Solution with Point Successive Over-Relaxation Scheme (PSOR)
In the psor iterative scheme, fde (6.51) is rearranged in the following form to solve for unknown
vector ri,k at the (n+ 1)th iteration (or time-level)
rn+1i,k =
ω
2
(
α∗i,k + γ
∗
i,k
)[α∗i,k(rn+1i−1,k + rni+1,k)+ γ∗i,k(rn+1i,k−1 + rni,k+1)
− β∗i,k
(
rn+1i−1,k−1 − rn+1i+1,k−1 − rni−1,k+1 + rni+1,k+1
)]
+ (1− ω)rni,k , (6.57)
where
α∗i,k =
αni,k
(∆ξ)2
, (6.58)
β∗i,k =
βni,k
2 ∆ξ∆ζ
, (6.59)
γ∗i,k =
γni,k
(∆ζ)2
. (6.60)
In Equation (6.57), rn+1i,k and r
n
i,k represent the r value evaluated at the current and previous
iterations (or time-levels), respectively, and ω is a relaxation factor with a value between zero
and slightly greater than two. The scheme is referred to as over-relaxation when ω > 1 , and
under-relaxation when ω < 1. The standard Gauss–Seidel iterative scheme results if ω = 1, and
all (n + 1)th terms are replaced by their corresponding nth counterpart. To begin the solution
process, an initial distribution of all grid points within the physical domain must be provided,
which may be obtained using an algebraic model (as used here). Note that the methods by which
the initial grid distribution is created is not important, and any procedure may be used for this
purpose. The coefficients αi,k , βi,k and γi,k are approximated by relations (6.52) to (6.56). The
r values in these expressions are given by the initial grid point distribution for the first iteration,
and from the previous iteration for subsequent iterations (so the coefficient computation lags
by one iterative level as discussed earlier). When computing these coefficients at the re-entrant
boundary, the following conditions are enforced when evaluating the partial derivative rξ
r0,k = rim−1,k and r1,k = rim,k . (6.61)
The term rζ is approximated with a standard, second-order accurate, forward difference rule on
the body boundary (where k = 1)
rζi,1 =
−3ri,1 + 4ri,2 − ri,3
2∆ζ
+O(∆ζ)2 , (6.62)
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and with a backward difference rule at the farfield boundary (k = km)
rζi,km =
3ri,km − 4ri,km−1 + ri,km−2
2∆ζ
+O(∆ζ)2 . (6.63)
The grid points along the branch-cut, as defined by the contours Γ3 and Γ4 in the physical
domain, or Γ∗3 and Γ∗4 in the computational domain (see Figure 6.1), must be free to float.
In other words, the location of the grid points on the branch-cut must be updated after each
iteration by evaluating
r1,k =
1
2(α∗1,k + γ
∗
1,k)
[
α∗1,k
(
rim−1,k + r2,k
)
+ γ∗1,k
(
r1,k−1 + r1,k+1
)
− β∗1,k
(
rim−1,k−1 − r2,k−1 − rim−1,k+1 + r2,k+1
)]
. (6.64)
If the branch-cut is kept fixed [123, 254, 256], undesirable highly skewed grids near the branch-
cut may be produced. The grid lines i = 1 and i = im are in fact the same grid line, so it is not
necessary to compute the rim,k value.
The total change in the dependent variables, referred to here as the error, is defined as
E =
1
N
√√√√km−1∑
k=2
im−1∑
i=1
(∣∣∣xn+1i,k − xni,k∣∣∣+ ∣∣∣zn+1i,k − zni,k∣∣∣) (6.65)
where N = (im − 1) × (km − 2) is the total number of interior grid points. The convergence
criteria is set to E < Euser, where Euser is a specified input supplied by the user (usually in the
order of 10−5).
Solution with Line Successive Over-Relaxation Scheme (LSOR)
In the lsor iterative scheme, Equation (6.51) is rearranged in the following form[
ωα∗i r
n+1
i−1 − 2(α∗i + γ∗i )rn+1i + ωα∗rn+1i+1
]
k
= ωβ∗i,k
(
rn+1i−1,k−1 − rn+1i+1,k−1 − rni−1,k+1 + rni+1,k+1
)− ωγ∗i,k(rn+1i,k−1 + rni,k+1) (6.66)
− 2(1− ω)(α∗i,k + γ∗i,k)rni,k ,
where the coefficients α∗i,k , β
∗
i,k and γ
∗
i,k are given by (6.58), (6.59) and (6.60), respectively. The
lsor scheme sweeps in the ζ-direction from grid line k = 2 to k = km − 1 , and the periodic
boundary condition at the re-entrant boundary is incorporated along each ζ-constant line. After
each iteration, the branch-cut points are updated according to Equation (6.64).
Solution with the Method of False Transients and Approximate Factorisation
In this section, the solution of the elliptic grid system is found via an efficient method of false
transients, coupled with an alternating direction implicit based approximate factorisation (af)
technique [51, 159, 160, 161]. In the method of false transients, an artificial time-dependent term
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Table 6.1. Well-known time difference rules for Equation (6.68).
Time Difference Rule a b
Trapezoidal 0 1/2
Euler Implicit 0 1
Three-Point Backward 1/2 1
Euler Explicit 0 0
Leap Frog −1/2 0
is appended to Equation (6.44) to incorporate temporal numerical dissipation [159, 161, 271].
Consequently, the modified equation to solve is
∂r
∂τ
= α
∂2r
∂ξ2
− 2β ∂
2r
∂ξ∂ζ
+ γ
∂2r
∂ζ2
, (6.67)
where rτ is the artificial time-dependent derivative, and τ is the artificial time scale. Since the
boundary conditions are not time-dependent for a static grid system, and provided the numerical
solution converges, it is anticipate that rτ → 0 as τ →∞ . This implies that the boundary value
problem governed by Equation (6.67) will generate numerical solutions that also satisfy the
elliptic system governed by Equation (6.44). The price paid is the loss of the true transient
solution, but this is not significant, since the objective of this work is to develop a numerical
scheme that will generate the final solution at an enhanced convergence rate.
Let τ be discretised as τ ≡ τn = n∆τ , where ∆τ is a discrete increment of τ , and n denotes
the iteration or time-level. Accordingly, r(τn) = r(n∆τ) = rn . Here the spatial dependence has
been temporarily suppressed [51, 271]. The time derivative is approximated by a general time
difference rule, which includes the well-known approximations listed in Table 6.1.
Warming and Beam [271] showed that such a general approximation can be formulated in a
Pade´ form (
∂r
∂τ
)n
=
(1 + a)
−→
∆τ − a←−∆τ
∆τ
(
1 + b
−→
∆τ
) rn + (b− a− 12)O(∆τ) +O(∆τ)2 , (6.68)
where the forward,
−→
∆τ , and backward,
←−
∆τ , time difference operators are defined by
−→
∆τrn = rn+1 − rn , (6.69)
←−
∆τrn = rn − rn−1 . (6.70)
Taking Equation (6.67), inserting rule (6.68) at time-level τn , and then simplifying and rear-
ranging terms yields[
1−∆τ˜L1
]−→
∆τrn = a˜
←−
∆τrn + ∆τ˜
ω
b
Rn1 +
(
b− a− 12
)O(∆τ)2 +O(∆τ)3 (6.71)
where ∆τ˜ =
b∆τ
1 + a
, (6.72)
a˜ =
a
1 + a
, with a 6= −1, (6.73)
L1 = αn ∂
2
∂ξ2
− 2βn ∂
2
∂ξ∂ζ
+ γn
∂2
∂ζ2
, (6.74)
and ω is a relaxation factor.
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The residual, which measures how well the fdes are satisfied by the solution at time-level τn , is
Rn1 = L1rn. (6.75)
In general, the operator appearing on the left-hand side of Equation (6.71) is difficult to
invert. Thus, in the af technique it is chosen as a product of two or more factors by neglecting
cross-derivatives and omitting third- and higher-order terms in ∆τ˜ , resulting in[
1−∆τ˜αn ∂
2
∂ξ2
][
1−∆τ˜ γn ∂
2
∂ζ2
]−→
∆τrn = a˜
←−
∆τrn + ∆τ˜
ω
b
Rn1 . (6.76)
Note that the product of the left-hand side terms of (6.76) closely resemble the left-hand side of
(6.71) when crossed derivatives are ignored. By expanding the left side of Equation (6.76) and
inserting (6.74), the differences in the equations (consisting of higher-order terms) is evident
1−∆τ˜αn ∂
2
∂ξ2
−∆τ˜ γn ∂
2
∂ζ2
+ (∆τ˜)2αnγn
∂2
∂ξ2
∂2
∂ζ2
=
[
1−∆τ˜L1
]
− 2∆τ˜βn ∂
2
∂ξ∂ζ
+ (∆τ˜)2αnγn
∂2
∂ξ2
. (6.77)
The factored scheme (6.76) is numerically stable, and solved in the following alternating
direction manner [
1−∆τ˜αn ∂
2
∂ξ2
]
ψ = a˜
←−
∆τrn + ∆τ˜
ω
b
Rn1 , (6.78)[
1−∆τ˜ γn ∂
2
∂ζ2
]−→
∆τrn = ψ , (6.79)
rn+1 = rn +
−→
∆τrn . (6.80)
At each iteration, a new approximation to the solution is found by systemically solving Equa-
tion (6.78) for the dummy temporal differences vector ψ(τ, ξ, ζ), Equation (6.79) for the unknown
vector
−→
∆τrn , and finally, applying Equation (6.80) to update the solution rn+1 . The process
of solving Equation (6.78) is referred to as the x-sweep, since only the ξ-derivatives appear
on the left side of the equation. Similarly, the process of solving Equation (6.79), where only
ζ-derivatives are involved, is referred to as the z-sweep. When the solution converges,
−→
∆τrn
tends to zero, and the numerical solution is approximately given by r ≈ rn . This method is
potentially fast, since the current solution process is fully vectorised and variable time stepping
is incorporated.
In the finite difference scheme, all spatial derivatives of Equations (6.78) and (6.79) are
approximated by standard, second-order accurate, central difference rules (6.48), (6.49) and
(6.50). Consequently, the x-sweep process finds the solution to[
−∆τ˜α∗iψi−1 +
(
1 + 2∆τ˜α∗i
)
ψi −∆τ˜α∗iψi+1
]
k
= a˜
(
rni,k − rn−1i,k
)
+ ∆τ˜
ω
b
Rn1 , (6.81)
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and the z-sweep process solves[
−∆τ˜ γ∗k
−→
∆τrk−1 +
(
1 + 2∆τ˜ γ∗k
)−→
∆τrk −∆τ˜ γ∗k
−→
∆τrk+1
]n
i
= ψi,k . (6.82)
The residual, R1 , is evaluated as(Rn1)i,k = α∗i,k(rni−1,k − 2rni,k + rni+1,k)+ γ∗i,k(rni,k−1 − 2rni,k + rni,k+1)
− β∗i,k
(
rni−1,k−1 − rni+1,k−1 − rni−1,k+1 + rni+1,k+1
)
. (6.83)
Consequently, Equations (6.78) and (6.79) form two sets of two linear tridiagonal equation
systems, instead of a block tridiagonal system of equations as would occur if unfactored Equation
(6.71) is used. Equation (6.76) reduces a formidable matrix inversion problem into a series of
small bandwidth matrix inversion problems, where efficient solution algorithms can be applied.
In this case, the factored form reduces a two-dimensional matrix inversion problem into two one-
dimensional problems. In addition, Equation (6.78) forms a cyclic tridiagonal system, which is
a tridiagonal system with nonzero elements in the top-right and bottom-left corners of the
equation matrix (as opposed to zero elements in a pure tridiagonal system). The existence of
nonzero corner elements results from pdes with periodic boundary conditions at the re-entrant
boundary. This system is inverted with the Sherman-Morrison formula [205] coupled with a
standard tridiagonal system solver, which essentially treats the system as tridiagonal plus a
small correction. Furthermore, Equation (6.79) forms a pure tridiagonal system which can be
inverted efficiently with any robust tridiagonal solver.
In general, when a 6= 0, Equations (6.78) and (6.79) form a three time-level iterative scheme,
with the same computation and storage requirements as the two time-level scheme (when a = 0)
that needs two levels of data, notably rn and
−→
∆τrn . At the start of an iteration, rn and
←−
∆τrn
are both known before advancing the solution from time-level τn to τn+1 using Equations (6.78)
to (6.80). After ψ has been computed from (6.78), by performing a x-sweep to find the solution
along a ζ-constant line,
←−
∆τrn along this same line is no longer required, and is over written with
the ψ values. Similarly, as
−→
∆τrn is computed from (6.79) via a z-sweep along a ξ-constant line,
the new result is written in the storage space containing the ψ values.
A sequence of artificial time steps are implemented with an acceleration parameter, ∆τ˜m ,
where m is the level of the frequency bands where the errors can be effectively reduced. The
smallest and largest time steps are estimates of the largest and smallest eigenvalues of the
amplification matrix. To reduce a range of frequency errors [159, 161], the sequence of time
steps is cycled according to the following geometric sequence
∆τ˜m = ∆τ˜max
(
∆τ˜min
∆τ˜max
)m−1
M−1
for m = 1, 2, . . . ,M. (6.84)
In Equation (6.84), M is the number of time steps per cycle to cover the entire eigenvalue
spectrum. Note that for an accurate factorisation, and to ensure that each linear system is
strongly diagonally dominant, the time steps must be small relative to the spatial grid spacings.
Since large errors can occur at the extreme ends of the frequency range [159, 161], it has been
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Table 6.2. Grid and scheme parameters used in the computational examples.
Model naca 0012 nlr 7301 Africa
im 65 121 87
km 31 31 31
R 4` 4` 4`
∆τ˜min 100 100 100
∆τ˜max 20,000 20,000 20,000
∆τ˜max
∆τ˜min
200 200 200
M 6 6 6
Euser
(
10−5
)
5 5 5
ωpsor 1.802 1.900 1.900
ωlsor 1.048 1.022 1.046
ωaf1 2.003 1.605 2.014
suggested that this unfavourable behaviour can be eliminated by repeating the endpoints of
the time step sequence. By imposing ∆τ˜1 = ∆τ˜2 and ∆τ˜M−1 = ∆τ˜M , the modified time step
sequence is
∆τ˜1 = ∆τ˜max
∆τ˜m = ∆τ˜max
(
∆τ˜min
∆τ˜max
)m−2
M−3
for m = 2, 3, . . . ,M − 1
∆τ˜M = ∆τ˜min

. (6.85)
6.2.5 Computational Examples
To illustrate the solution procedure from Section 6.2.4, structured o-grids will be generated
around a:
(1) symmetrical body, more specifically a 12% thick naca 0012 aerofoil at 0◦ angle of attack;
(2) nonsysmetrical body, represented by a supercritical nlr 7301 aerofoil from the Nether-
land’s National Aerospace Laboratory (Nationaal Lucht-en Ruimtevaartlaboratorium) at
−0.19◦ angle of attack; and
(3) body of irregular geometry, represented by the continent of Africa, which has rapid changes
in boundary gradients relative to the previous two aerofoils and large concave and convex
features.
The naca and nlr aerofoil profile coordinates were sourced from references [1] and [38, 284],
respectively. The generated grid spans between the body and farfield boundary, and the dimen-
sionless physical coordinate r is scaled by the parameter ` , which represents a characteristic
length scale of the body. Normally, ` denotes the chord length for aerofoils (or the chord length
measured at the root section of a three-dimensional wing, see Figure 7.1). The farfield boundary
is defined by a circle with: radius R equal to 4` for the computational examples considered (see
Table 6.2); the circle origin located at r = (12 , 0); and points spaced equally along the boundary.
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Table 6.3. Comparison of computation times for the naca 0012 aerofoil.
Scheme psor lsor af1
Number of Iterations 279 664 38
Error, E,
(
10−5
)
4.970 4.973 4.993
log10E −4.303 −4.303 −4.301
cpu time per grid point 0.6189µs 1.3652µs 1.8596µs
Total cpu time 0.3205 s 1.6824 s 0.1402 s
Figure 6.2. Comparison of convergence histories for the naca 0012 aerofoil.
In the grid system, the body ranges from x = 0 (the leading edge point for an aerofoil) to x = 1,
with the origin of the coordinate system fixed at the leading edge of the body.
For comparison, identical sets of grids were created using the present scheme, and psor and
lsor iterative schemes. The settings used by the algorithms are outlined in Table 6.2. The
present scheme, referred to as af1, employed the Euler implicit time difference rule (a = 0 and
b = 1) and a time step sequence governed by (6.85) with M = 6. All schemes were terminated
when the error, defined by Equation (6.65), was less than 5× 10−5.
The convergence results show that the af1 scheme is significantly faster than the psor and
lsor iterative schemes. This outcome was reflected by the optimal relaxation factor values ω
(giving the fastest performance for each algorithm), found empirically and, although they are
not sensitive to tiny changes in value, are listed to four significant digits in Table 6.2. It is
noteworthy that the relaxation factors were above two for the naca and Africa cases with the
af1 scheme. Contrarily, the relaxation factors were very close to one for all cases involving the
lsor scheme. This may explain why the lsor scheme is much slower than the psor scheme
in reaching convergence, which is quite unusual in general, see Figures 6.2, 6.3 and 6.4 for
comparisons of the convergence histories amongst the three schemes. Also in these figures, the
maximum residual (of the af1 scheme) refers to the maximum value of |R1|, see Equation (6.83).
From the plots, it is clearly less than 10−6 and, contrary to the psor and lsor schemes, af1
exhibits a cyclic pattern in its maximum residual. This pattern is a trademark of the time step
cycling process. It can be seen that the maximum residual reduces substantially after completing
each cycle of time steps, i.e. every M iterations. Overall, Figures 6.2, 6.3 and 6.4 indicate that
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Table 6.4. Comparison of computation times for the nlr 7301 aerofoil.
Scheme psor lsor af1
Number of Iterations 293 619 38
Error, E
(
10−5
)
4.944 4.996 4.966
log10E −4.305 −4.301 −4.304
cpu time per grid point 0.6776µs 1.3482µs 2.4087µs
Total cpu time 0.6910 s 2.9042 s 0.3405 s
Figure 6.3. Comparison of convergence histories for the nlr 7301 aerofoil.
the af1 scheme requires the least number of iterations for convergence (the psor scheme is
situated between the af1 and lsor schemes), and the error and maximum residual of all of the
schemes decrease in a logarithmically manner.
Since a single af iteration requires more computational (cpu) time than a single psor
or lsor iteration, a comparison of the number of iterations required for convergence by the
schemes is not very meaningful. Table 6.3 presents the actual computational time required by
the schemes for the naca 0012 aerofoil case on an ibm ThinkPad t22 notebook with an Intel
1ghz Pentium iii processor, running Microsoft Windows xp Professional Service Pack 2 with
384mb of physical memory and 576mb of virtual memory. Similarly, Tables 6.4 and 6.5 are
for the nlr 7301 aerofoil and Africa cases, respectively. The comparisons show that the af1
scheme is about twice faster than the psor scheme, and ten times faster than the lsor scheme.
It was observed that the speed at which the scheme converges depends mainly on the branch-
cut shape as it varies from one iteration to the next. In the af1 scheme, the grid points along
the branch-cut are included implicitly in the equation system so the shape of the branch-cut is
updated simultaneously with all other interior points. While for the psor and lsor schemes,
the branch-cut grid points are computed after each iteration in a lagging manner. How the
shape of the branch-cut changes as the solution progresses is illustrated in Figures 6.8 and 6.9.
It shows that the branch-cut transforms from a straight horizontal line in the initial grid to a
curved line in the final (converged) grid.
As stated earlier, the solution process requires an arbitrary initial grid, which was created
using an algebraic method for all three cases, as illustrated in the left column plots of Figures
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Table 6.5. Comparison of computation times for the African continent.
Scheme psor lsor af1
Number of Iterations 189 603 31
Error, E 4.980× 10−5 4.975× 10−5 4.981× 10−5
log10E −4.302 −4.303 −4.302
cpu time per grid point 0.6161µs 1.3052µs 2.1811µs
Total cpu time 0.2904 s 1.9628 s 0.1803 s
Figure 6.4. Comparison of convergence histories for the African continent.
6.5, 6.6 and 6.7. These figures also show the final grid for each case. Furthermore, Figures 6.8
and 6.9, show the development of a grid system for the African continent during the solution
process. Together these plots clearly indicate a smooth distribution of the grid points within
the domain. The natural clustering of grid points towards the body contour are due to the
elliptic nature of (6.44). Also, the final grid is correctly generated even though the initial grid
is badly distorted with crossed and highly skewed grid lines in some regions near the body (see
Figures 6.8 and 6.9). In other words, the grid develops into its final form irrespective of its
initial form. Therefore, the process is suitable for an automatic grid generation computer code
since the user is not required to put much effort into constructing (or checking) an appropriate
initial grid system to guarantee a correct final grid system.
The transformation metrics, which were computed numerically using second-order accurate
finite difference approximations (6.55), (6.56), (6.62) and (6.63), have been plotted in Figure 6.10.
This figure shows how smoothly the metrics vary for the naca 0012 aerofoil. Grid systems that
generate erratic metric distributions (especially those with some sort of discontinuity) must
be avoided at all costs. Hence, it is strongly recommended that the metric distributions be
investigated prior to solving the governing pdes of a particular problem [123]. Note that for many
applications, the algebraic method (used here for the initial grid) usually provides a reasonable
grid system with continuous and smooth metric distributions, and allows easy implementation
of grid point clustering in different regions.
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Figure 6.5. Grids generated by the af1 scheme for the naca 0012 aerofoil.
6.3 Two-Dimensional Grid Formulation – With Clustering
The ability to cluster grid points and/or lines, in a specified region of the physical domain,
can be incorporated by solving the elliptic grid equations with nondifferential source terms (see
references [123, 164, 165, 166, 169, 253, 254] for more details). The result is the following system
of Poisson’s equations
∇2ξ = p(ξ, ζ), (6.86)
∇2ζ = q(ξ, ζ), (6.87)
where p(ξ, ζ) and q(ξ, ζ) are the source terms. The clustering of grid lines and/or points is
enforced by properly selecting functions p and q, based on grid point and/or line attraction (in
the area of interest) involving one or more grid lines, points, or even a combination of both.
6.3.1 Transformed Poisson’s Equations
Since the numerical solution of equation system (6.86) and (6.87) is performed on a rectangular
computational domain with uniform grid spacings, the equations are transformed in the following
manner. As outlined in Section 6.2, the Laplacian operator for a function φ(x, z), which was
assumed to have continuous derivatives of all orders, was transformed to Equation (6.27). Now,
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Figure 6.6. Grids generated by the af1 scheme for the nlr 7301 aerofoil.
equating Equation (6.86) and (6.87) to (6.27) requires φ = ξ and φ = ζ , respectively, and
applying relations (6.31) and (6.32) provides
∇2ξ = J2(αξξξ − 2βξξζ + γξζζ + ψ1ξξ + ψ2ξζ)
= J2ψ1
= J3
(
θ2xζ − θ1zζ
)
= p(ξ, ζ),
∇2ζ = J2(αζξξ − 2βζξζ + γζζζ + ψ1ζξ + ψ2ζζ)
= J2ψ2
= J3
(
θ1zξ − θ2xξ
)
= q(ξ, ζ).
Hence,
θ2xζ − θ1zζ = p
J3
, (6.88)
θ1zξ − θ2xξ = q
J3
, (6.89)
where J is the Jacobian determinant of the transformation defined by relation (6.9). Note that
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Figure 6.7. Grids generated by the af1 scheme for the African continent.
ξ(x, z) and ζ(x, z) are harmonic functions with continuous derivatives of all orders, and obey
a maximum principle [254, 256]. Thus, the first derivatives of ξ and ζ will not simultaneously
vanish in this region, meaning that J 6= 0. Solving (6.88) and (6.89) simultaneously for θ1 and
θ2 generates the required quasi-linear pdes for smooth grid generation with a grid clustering
capability
α
∂2x
∂ξ2
− 2β ∂
2x
∂ξ∂ζ
+ γ
∂2x
∂ζ2
= −P ∂x
∂ξ
−Q∂x
∂ζ
, (6.90)
α
∂2z
∂ξ2
− 2β ∂
2z
∂ξ∂ζ
+ γ
∂2z
∂ζ2
= −P ∂z
∂ξ
−Q∂z
∂ζ
, (6.91)
where
P =
p
J2
, (6.92)
Q =
q
J2
. (6.93)
Equations (6.90) and (6.91) can be combined and written in vector form[
α
∂2r
∂ξ2
+ P
∂r
∂ξ
]
− 2β ∂
2r
∂ξ∂ζ
+
[
γ
∂2r
∂ζ2
+Q
∂r
∂ζ
]
= 0. (6.94)
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Figure 6.8. Development of an o-grid system around the African continent (generated by the af1
scheme), starting from the initial state (n = 0) and ending with the final state (n = 31). Note how the
branch-cut changes shape from one plot to the next.
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Figure 6.9. Close-up views of the development of an o-grid system around the African continent
(generated by the af1 scheme), starting from the initial state (n = 0) and ending with the final state
(n = 31). Note how the branch-cut changes shape from one plot to the next.
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Figure 6.10. Transformation metrics computed by the af1 scheme for the naca 0012 aerofoil.
The solution to this pde (with appropriate boundary conditions) produces a smooth grid, and
suitable stretching can be obtained by choosing p and q properly. The solution is periodic
in the ξ-direction due to the branch-cut described earlier. Since the system is quasi-linear, a
linearisation procedure must be used in the numerical solution process. For simplicity, a lagging
of the coefficients α, β and γ, defined by relations (6.45), (6.46) and (6.47), respectively, is
employed with the coefficients evaluated at the previous iteration [123, 254].
6.3.2 Numerical Solution Procedure
Method of False Transients
Following the solution procedure presented in Section 6.2.4, an artificial time-dependent term,
rτ , is appended to pde (6.94) to incorporate temporal numerical dissipation. As a result,
the physical coordinates of all interior grid points are computed using the following modified
equation
∂r
∂τ
=
[
α
∂2r
∂ξ2
+ P
∂r
∂ξ
]
− 2β ∂
2r
∂ξ∂ζ
+
[
γ
∂2r
∂ζ2
+Q
∂r
∂ζ
]
. (6.95)
Since the boundary conditions are steady, and provided that the numerical solution converges,
it is anticipate that rτ → 0 as τ →∞. Consequently, the true transient solution is lost, but the
scheme will generate the final solution at an enhanced convergence rate.
The artificial time scale, τ , is discretised as τ ≡ τn = n∆τ , where ∆τ is a discrete incre-
ment of τ , and n denotes the iteration number or time-level, so r(ξ, ζ, τn) = rn . The spatial
dependence has been temporarily suppressed, and the time derivative is approximated by (6.68)
(with suitable a and b values found in Table 6.1). Simplifying the resulting expression, and
rearranging terms using relations (6.69), (6.70), (6.72) and (6.73), produces[
1−∆τ˜L2
]−→
∆τrn = a˜
←−
∆τrn + ∆τ˜
ω
b
Rn2 +
(
b− a− 12
)O(∆τ)2 +O(∆τ)3 , (6.96)
with a 6= −1, ∆τ˜ and a˜ given by (6.72) and (6.73), respectively, and ω is the relaxation factor.
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The operator L2 acting on the unknown vector −→∆τrn is
L2 =
(
αn
∂2
∂ξ2
+ Pn
∂
∂ξ
)
− 2βn ∂
2
∂ξ∂ζ
+
(
γn
∂2
∂ζ2
+Qn
∂
∂ζ
)
, (6.97)
and the residual, R2 , at time-level τn is
Rn2 = L2rn. (6.98)
Approximate Factorisation Technique
Before continuing, it should be mentioned that the addition of source terms to the grid equations
leads to difficulties in the formulation of the af technique because, as Shih and Chyu [234]
point out, it is unclear which factor the source terms should be attached to. In this work, the
composition of relation (6.99) is adopted.
Since the left side of Equation (6.96) is generally difficult to invert, it is converted to a
product of two or more factors by neglecting all mixed derivatives and omitting third- and
higher-order terms in ∆τ˜ , resulting in
[
1−∆τ˜
(
αn
∂2
∂ξ2
+ Pn
∂
∂ξ
)][
1−∆τ˜
(
γn
∂2
∂ζ2
+Qn
∂
∂ζ
)]−→
∆τrn
= a˜
←−
∆τrn + ∆τ˜
ω
b
Rn2 . (6.99)
The product of the terms inside the square brackets of the above expression closely resemble the
operator 1−∆τ˜L2 of Equation (6.96), where only simple matrix operations are required (for a
tridiagonal matrix in this case), and the overall scheme is numerically stable. Expanding the
left side of Equation (6.99) and comparing it to the left side of Equation (6.96) shows that the
omitted terms result from the mixed derivative and second- and higher-order terms in ∆τ˜
2∆τ˜βn
∂2
∂ξ∂ζ
−→
∆τrn − (∆τ˜)2
(
αn
∂2
∂ξ2
+ Pn
∂
∂ξ
)(
γn
∂2
∂ζ2
+Qn
∂
∂ζ
)−→
∆τrn . (6.100)
The factored equation (6.99) is solved in an alternating direction manner,[
1−∆τ˜
(
αn
∂2
∂ξ2
+ Pn
∂
∂ξ
)]
ψ = a˜
←−
∆τrn + ∆τ˜
ω
b
Rn2 , (6.101)[
1−∆τ˜
(
γn
∂2
∂ζ2
+Qn
∂
∂ζ
)]−→
∆τrn = ψ , (6.102)
rn+1 = rn +
−→
∆τrn . (6.103)
In each iteration, a new approximation to the solution is found by systemically solving Equa-
tion (6.101) for the dummy temporal differences vector ψ(τ, ξ, ζ), Equation (6.102) for the
unknown vector
−→
∆τrn , and finally, applying relation (6.103) to update the solution vector to
obtain rn+1 . When the solution converges,
−→
∆τrn approaches zero, and the numerical solution
is approximately given by r ≈ rn .
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Source Terms for Grid Clustering
Functions for the source terms, p(ξ, ζ) and q(ξ, ζ), are chosen as desired. To meet the need of
clustering grid lines towards the body contour, the functions employed are
p(ξ, ζ) = 0 , (6.104)
q(ξ, ζ) =
J∑
j=1
µj sign
(
ζj − ζ
)
e−κj |ζj−ζ| . (6.105)
The functions (6.104) and (6.105) force the ζ-lines to cluster toward a group of specified grid
lines ζj , where µj and κj are the amplification and decay factors, respectively, for grid line ζj .
Other forms of the source terms may be adopted depending on grid clustering requirements.
For example, Mathur and Chakrabartty [169] employed the formulation of Thomas and Mid-
dlecoff [253], where the source terms are derived from boundary data and reflect the boundary
spacing into the field. These control functions are
p(ξ, ζ) = −J2
∣∣∣rζ
rξ
∣∣∣2 rξ · rξξ (6.106)
along the ζ = constant boundaries, and
q(ξ, ζ) = −J2
∣∣∣rξ
rζ
∣∣∣2 rζ · rζζ (6.107)
along ξ = constant boundaries, where J is the Jacobian determinant of the transformation as
defined by (6.9) (and should not to be confused with the index parameter used in (6.105)).
These control functions are evaluated at the boundaries, and then interpolated for values in the
interior region. This enables grid line clustering with an appropriate distribution of points on
the boundaries. However, it was observed that these control functions produced undesirable
clustering effects at the trailing edge of a body, in particular for an aerofoil.
Formulation of the Finite Difference Equations
Equations (6.101) and (6.102) are solved with a finite difference method, where the spatial
derivatives are discretised using standard, second-order accurate, central difference rules. Con-
sequently, a fde representation of (6.101) is given by
[
−∆τ˜(α∗i − P ∗i )ψi−1 + (1 + 2∆τ˜α∗i )ψi −∆τ˜(α∗i + P ∗i )ψi+1]
k
= a˜
(
rni,k − rn−1i,k
)
+ ∆τ˜
ω
b
(Rn2)i,k , (6.108)
and for (6.102) is[
−∆τ˜(γ∗k −Q∗k)−→∆τrk−1 + (1 + 2∆τ˜ γ∗k)−→∆τrk −∆τ˜(γ∗k +Q∗k)−→∆τrk+1]n
i
= ψi,k . (6.109)
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Table 6.6. Grid and scheme parameters for grid clustering examples.
Model naca 0012 Africa
im 65 87
km 31 31
∆τ˜min 100 100
∆τ˜max 20,000 20,000
∆τ˜max
∆τ˜min
200 200
M 6 6
Euser
(
10−5
)
5 5
ωpsor 1.802 1.900
ωlsor 1.048 1.046
ωaf1 2.003 2.014
ωaf2 1.500 1.713
The residual is given by
(Rn2)i,k = α∗i,k(rni−1,k − 2rni,k + rni+1,k)− P ∗i,k(rni−1,k − rni+1,k)
− β∗i,k
(
rni−1,k−1 − rni+1,k−1 − rni−1,k+1 + rni+1,k+1
)
(6.110)
+ γ∗i,k
(
rni,k−1 − 2rni,k + rni,k+1
)−Q∗i,k(rni,k−1 − rni,k+1),
where the cofficients in the above expressions are computed with relations (6.58), (6.59) and
(6.60), and
P ∗i,k =
Pni,k
2 ∆ξ
=
p
2(Jni,k)
2 ∆ξ
, (6.111)
Q∗i,k =
Qni,k
2∆ζ
=
q
2(Jni,k)
2 ∆ζ
, (6.112)
where Jni,k denotes the value of the Jacobian of the transformation at time-level τn for grid point
(ξi, ζk). Since the grid spacings can be selected arbitrarily, they are set to one. This simplifies
the related expressions, and therefore reduces the computation time and errors associated with
the numerical evaluation of these expressions.
As previously, this leads to Equations (6.101) and (6.102) forming two sets of two linear
tridiagonal equation systems, instead of a block tridiagonal system of equations as would occur
if unfactored Equation (6.96) is used. Equation (6.99) reduces a formidable matrix inversion
problem into a series of small bandwidth matrix inversion problems, where efficient solution
algorithms can be applied. Again, the factored form reduces a two-dimensional matrix inversion
problem to two one-dimensional problems. Also Equation (6.101) forms a cyclic tridiagonal
system, while Equation (6.102) forms a pure tridiagonal system.
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Table 6.7. Comparison of computation times for the naca 0012 aerofoil.
Algorithm psor lsor af1 af2
Number of Iterations 279 664 38 44
Error, E
(
10−5
)
4.970 4.973 4.993 4.594
log10E −4.303 −4.303 −4.301 −4.338
cpu Time per Grid Point 0.6189µs 1.3652µs 1.8596µs 2.6385µs
Total cpu Time 0.3205 secs 1.6824 secs 0.1402 secs 0.2303 secs
6.3.3 Computational Examples
To illustrate the grid clustering solution procedure, structured o-grids will be generated around
a:
(1) symmetrical body, more specifically a 12% thick naca 0012 aerofoil at 0◦ angle of attack;
and
(2) body of irregular geometry, represented by the continent of Africa.
The aerofoil geometry and grid details are identical to those in Section 6.2.5. Grids and
results generated with the current scheme (involving added source terms) will be compared to
earlier schemes solving Laplace’s equations (without source terms), namely af1, psor and lsor.
The settings used by the algorithms are outlined in Table 6.6. The present scheme with source
terms, referred to as af2, also employed the Euler implicit time difference rule (a = 0 and b = 1)
and the time steps were cycled between ∆τ˜min = 100 and ∆τ˜max = 2 × 104 with M = 6. The
scheme was terminated when the error per grid point fell below 5× 10−5 .
The convergence results show that the af1 scheme continues to be the fastest algorithm
tested. This outcome was reflected by the optimal relaxation factor values ω, found empirically
and listed in Table 6.6. The relaxation factors for the af2 scheme were not quite as high as those
obtained with the af1 and psor schemes. Convergence histories from the four schemes are shown
in Figures 6.11 and 6.12, and they show that the two af schemes operate very similarly to one
another. The maximum residual of the af schemes reduces substantially whenever they complete
one cycle of time steps, although the af2 scheme did have higher maximum residual values than
Figure 6.11. Comparison of convergence histories for the naca 0012 aerofoil.
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Table 6.8. Comparison of computation times for the African continent.
Algorithm psor lsor af1 af2
Number of Iterations 189 603 31 37
Error, E
(
10−5
)
4.980 4.975 4.981 4.988
log10E −4.302 −4.303 −4.302 −4.302
cpu Time per Grid Point 0.6161µs 1.3052µs 2.1811µs 3.0457µs
Total cpu Time 0.2904 secs 1.9628 secs 0.1803 secs 0.3004 secs
the af1 scheme. Both af schemes require the least number of iterations for convergence. As
with the earlier schemes, the errors from the af2 scheme decreased in a logarithmic fashion.
Tables 6.7 and 6.8 present the actual cpu times required for convergence for both cases on the
same ibm ThinkPad t22 notebook as used in the computational examples in Section 6.2.4. The
comparisons show that the af1 scheme is about 128% faster (in terms of total cpu time) than
the psor scheme for the aerofoil case, and about 61% faster for the Africa case. Compared to the
lsor scheme, it is about 1,100% and 988% faster for the aerofoil and Africa cases, respectively.
It is observed that the dramatic performance increase of the af scheme is due to the rapid
change in shape of the branch-cuts from one iteration to the next as described in Section 6.2.4.
When the source terms are included to cluster grid lines toward the body contour, the number of
iterations required for convergence by the af2 scheme increased by 15% and 19% for the aerofoil
and Africa cases, respectively, and the total cpu time increased by 64% and 66%, respectively.
As before, the solution process requires an arbitrary grid, which was created using an al-
gebraic method for both cases, as illustrated in the left column plots of Figures 6.13 and 6.14.
These figures also show grids without added clustering (using the af1 scheme) and with the
clustering option enabled (using the af2 scheme) for each case. Careful examination of these
plots reveals a smooth distribution of grid points within the domain, noting in particular the
adjustment of the grid points along the branch-cut in Figure 6.14. The middle column plots
show the natural clustering of grid points due to the elliptic nature of Equation (6.44) (with
P = 0 and Q = 0), while the right column plots show the enforced clustering of grid lines due
to the inclusion of source terms defined by functions (6.104) and (6.105), essentially solving
Figure 6.12. Comparison of convergence histories for the African continent.
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Figure 6.13. Grid systems around the naca 0012 aerofoil without clustering (middle column plots)
and with (right column plots) grid clustering (with clustering towards ζ1- to ζ5-lines with µ1 = µ2 = 500,
µ3 = 350, µ4 = 250, µ5 = 200, κ1 = 2.5, κ2 = 2, κ3 = 1, κ4 = 0.5 and κ5 = 0.25).
Figure 6.14. Grid systems around the African continent without clustering (middle column plots) and
with (right column plots) grid clustering (with clustering towards ζ1- to ζ5-lines with µ1 = µ2 = 100,
µ3 = µ4 = 90, µ5 = 80, κ1 = κ2 = 0.2, κ3 = 0.25, κ4 = κ5 = 0.3).
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Figure 6.15. Grid generated around a tapered aircraft tailplane (for visual clarity only relevant panel
of grid points are shown): (left) full view and (right) close-up view near the tailplane.
Equation (6.94). In addition, the final grid is correctly generated even though the initial grid
is badly distorted with crossed and highly skewed grid lines in some regions near the body (see
Figures 6.13 and 6.14, and compare the left column plots against the middle and right column
plots).
6.4 Three-Dimensional Grid Formulation
In this section, the mathematical formulations for two-dimensional grids are extended by incor-
porating a grid stacking technique to generate smooth elliptic grids around a three-dimensional
body. In the grid stacking technique, a series of two-dimensional o-type grids (say, in the xz-
plane) are generated at prescribed locations along the span of the body (in the y-direction),
and then connected to form a final three-dimensional oh-type structured grid. A system of
Poisson’s equations, subject to Dirichlet boundary conditions on all boundaries, are solved in
the computational domain for the physical coordinates of the two-dimensional grid points. The
source terms of the Poisson’s equations provide the ability to cluster grid lines and points in
a specified region of the domain, see Section 6.3 for more details. A finite difference method
based scheme is developed, which incorporates the method of false transients coupled with an
af technique. Two computer codes are created with the Fortran programming language. One
code, grid3daf1, solves the Laplace’s equations (with no additional grid line clustering near
the body), and the other, grid3daf2, solves the Poisson’s equations (with grid line clustering).
At the end of this section, a computational example will be presented, namely a tapered blade
with moderate twist, with smooth grids generated using the grid3daf1 and grid3daf2 codes.
As usual, the performance of the schemes will be compared with various iterative schemes.
6.4.1 Grid Stacking Technique
A tapered blade with moderate twist is used as a body for illustration purposes, with the
understanding that the grid generation process can be easily modified to accommodate other
bodies, such as an aircraft wing or tailplane, or a slender body with a varying cross-section.
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Table 6.9. Comparison of time difference rules used in the approximate factorisation schemes.
af Codes ω Iterations log10 E log10 |R|
afgrid3d1 Scheme (without grid clustering)
Trapezoidal rule 1.370 313 −5.7151 −6.0001
Euler implicit rule 1.850 240 −4.1670 −6.0017
Three-point backward rule 1.900 234 −4.1614 −6.0030
afgrid3d2 (with grid clustering)
Trapezoidal rule 1.365 331 −5.7466 −6.0023
Euler implicit rule 1.825 253 −5.6730 −6.0005
Three-point backward rule 1.825 253 −5.1332 −6.0012
The process incorporates a grid stacking technique, where a series of two-dimensional o-type
grids [123, 164, 165, 169, 254] in the xz-plane are generated at prescribed locations along the
span of the blade (referred to as span stations). These grids are then connected to form a final
three-dimensional boundary-fitted oh-type grid around the blade.
The developed computer codes, grid3daf1 and grid3daf2, allow the user to allocate span
stations on the blade, and in the region between the blade and the farfield spanwise boundary,
in the following manner:
(a) as a uniform distribution;
(b) clustered towards the blade tip in an exponential manner; and
(c) at discrete locations designated by the user.
In the spanwise direction, the mapping is governed by η = η(y), where η and y are the compu-
tational and physical coordinates, respectively. At each span station, the location of the leading
and trailing edges, and the sectional profile of the body, which are required for the generation
of o-type grids, are computed from the functions describing the body shape. The origin of the
physical coordinate system is positioned at the leading edge point at root section of the body.
At the tip section and beyond in the spanwise direction, it is necessary to extend the leading
and trailing edge functions, xle(y) and xte(y), to ensure that coordinate ξ continues to be twice
Figure 6.16. Tapered blade with a naca 4418 section: (left) blade geometry and (right) sectional
profile at different locations along the span.
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Table 6.10. Comparison of numerical schemes for the first 50 iterations.
Codes ω Error (E) log10 E
|R| log10 |R|(10−6) (10−6)
grid3djac 43.6785 −4.3597 20.4760 −4.6888
grid3dpgs 58.5555 −4.2324 17.7015 −4.7520
grid3dlgs 86.1608 −4.0647 21.3365 −4.6709
grid3dpsor 1.685 97.8817 −4.0093 27.3618 −4.5629
grid3dlsor 1.670 70.2424 −4.1534 31.5343 −4.5012
grid3daf1 1.850 3.5667 −5.4477 4.7386 −5.3244
grid3daf2 1.825 5.3693 −5.2701 5.0845 −5.2937
differentiable with respect to both x and y , and ξy vanishes at the spanwise boundary [95].
This guarantees that the grid generated in this region is smooth, as illustrated in Figure 6.15
for a tapered aircraft tailplane. To ensure ξyy is continuous at the tip section, the following
terms must be continuous xle , xte , dxle/dy , dxte/dy , d2xle/dy2 and d2xte/dy2. In order for
ξy to vanish at the spanwise boundary, it is essential to set dxle/dy , dxte/dy , d2xle/dy2 and
d2xte/dy
2 to zero at some point yc between the tip section and the farfield spanwise boundary.
This point is required as an input parameter in the computer code, with the value varying from
zero (tip section) to one (spanwise boundary). Usually, this parameter is set to a value of 12 .
The leading and trailing edge functions are then extended to the boundary with a zero slope
with respect to y (as can be seen in Figure 6.15). Gear [95] suggested that the extended leading
edge function should take the following form
x =

xle(yˆ) for − 1 ≤ yˆ ≤ 0
xle(0) + yˆ
[
1− (yˆ/yˆc)2 + 12(yˆ/yˆc)3]dxledyˆ ∣∣∣yˆ=0 for 0 ≤ yˆ ≤ yˆc
xle(0) + 12 yˆ
dxle
dyˆ
∣∣∣
yˆ=0
for yˆc ≤ yˆ ≤ yˆm
(6.113)
where
yˆ = y/yb − 1, (6.114)
yˆc = yc/yb − 1, (6.115)
yˆm = ym/yb − 1. (6.116)
In the expressions above, ym is the maximum spanwise value of y , the y value of the outermost
grid line on the body is yb and is less than or equal to the body length. A similar trailing edge
function can be derived by replacing all xle(y) terms in relations (6.113) with xte(y). If the body
is tapered (such as the aircraft tailplane shown in Figure 6.15), yc needs to be adjusted to ensure
that the extended edge functions do not intersect.
6.4.2 Computation Examples
The body used for the computational examples is a tapered blade with moderate twist from
the root section with a 0◦ twist angle at 0.2` (where ` is the chord length at root section) to
the tip section with 18◦ twist at 0.6`. It has a naca 4418 cross-section [1] with a maximum
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Figure 6.17. Comparison of convergence histories: (left) errors and (right) maximum absolute residual.
thickness of 0.1806` at 0.2978` from the leading edge. The span is 1.25`, and is tapered linearly
along the entire body length, with leading and trailing edge taper angles of 6.843◦ and 4.574◦,
respectively. Figure 6.16 shows the blade geometry, and sectional profile at different locations
along the span (illustrating the twist effects).
The grid, which forms a six-sided rectangular box shape in the computational domain and a
cylinder shape in the physical domain, has a radius and length of 3` . In the chordwise and radial
directions, 81 and 51 grid points are allocated respectively. While in the spanwise direction, 25
points are uniformly distributed along the blade and a further 25 points are placed in the region
beyond the blade tip (clustered towards the tip section). The total number of grid points is
210,681 (including an extra spanwise plane of grid points at y = 0). The grid lines are forced
to cluster towards the body by choosing source terms, p(ξ, ζ) and q(ξ, ζ), in the form of (6.104)
and (6.105).
For all the computational examples presented here, the afgrid3d1 and afgrid3d2 codes
used a sequence of 6 time steps, cycled from ∆τ = 0.8 to ∆τ = 800, with repeated end points
[159, 164, 165]. In general, the maximum time step will typically be up to several hundred
times larger than the minimum (here it is 1,000 times larger). When the time step is at its
largest value, the linear systems will not be (or will be only slightly) diagonally dominant, and
information will be spread quickly throughout the grid system. This rapid distribution is the
mechanism that enhances the convergence rate [95]. Immediately after reaching its maximum
value, the time step is reset to its minimum value. This ensures that any instabilities, that
may have occurred while the time step was large, will rapidly decay. Essentially, the smallest
and largest time steps are estimates of the largest and smallest eigenvalues of the amplification
matrix [51, 271]. The sequence of time steps is cycled, according to the geometric sequence given
by relations (6.85), to reduce a range of frequency errors.
The schemes are terminated when the absolute value of the maximum residual is less than
10−6. For comparison purposes, the Jacobi (grid3djac code), point Gauss–Seidel (grid3dpgs),
line Gauss–Seidel (grid3dlgs), point successive over-relaxation (grid3dpsor) and line succes-
sive over-relaxation (grid3dlsor) iterative schemes have been used for generating the same set
of grids for the blade. Table 6.9 compares the performance of the proposed scheme without
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Figure 6.18. oh-type grid generated by the afgrid3d1 scheme for a tapered blade with moderate
twist: (upper left) initial grid produced by an algebraic method; (upper right) final grid highlighting
streamwise grid point planes; (lower left) final grid highlighting streamwise and spanwise grid point
planes; and (lower right) final grid highlighting radial grid point planes.
clustering (afgrid3d1) and with clustering(afgrid3d2) of grid lines towards the body with
the application of various time difference rules. The schemes were executed at optimal relaxation
values, with ω close to 1.365 for the trapezoidal time difference rule and between 1.825 and 1.9
for the Euler and three-point backward time difference rules. Numerical experiments indicate
that the proposed scheme becomes unstable if the Euler explicit and leap frog time difference
rules are used, and that the Euler implicit time difference rule is the most appropriate choice.
Optimal relaxation values were obtained empirically and were then used in the afgrid3d1, af-
grid3d2, grid3dpsor and grid3dlsor schemes, see Tables 6.9 and 6.10. Initially, the optimal
relaxation value used in grid3dlsor scheme, as reported in Ly and Norrison [165], was very
close to one, and for this reason it took much longer than the grid3dpsor scheme to produce
a converged solution. This is also the case for the two-dimensional grids discussed earlier. It
was later found that the direction in which the grid3dlsor scheme swept through the compu-
tational domain was not in the direction of the greatest change in the solution. This issue was
rectified in the current version of the grid3dlsor scheme, and an optimal relaxation value was
found to be about 1.67, see Table 6.10 and Figure 6.17.
Table 6.10 compares the performance of the schemes for the first 50 iterations. The errors,
E, which represent the total change in the solution per interior grid point, see Equation (6.65),
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Figure 6.19. oh-type grid generated by the afgrid3d2 scheme for a tapered blade with moderate
twist: (upper left) final grid highlighting streamwise grid point planes; (upper right) final grid highlighting
streamwise and spanwise grid point planes; (lower left) final grid highlighting radial grid point planes;
and (lower right) sectional (xz-plane) view of grid points at 2% span.
and the maximum absolute residuals, |R|, are shown. The data indicates that after 50 iterations,
the error of the grid3daf1 scheme is about 12.2 to 27.4 times smaller than all other schemes,
and the residual is about 3.7 to 6.6 times smaller. In fact, the grid3daf1 scheme converged
within 60 iterations if the tolerance for the maximum absolute residual is less than 5 × 10−5.
When grid line clustering is enforced, the error of the afgrid3d2 scheme is about 8.1 to 18.2
times smaller than all other schemes, and the residual is about 3.4 to 6.2 times smaller. The
convergence histories of all schemes are presented in Figure 6.17. These plots show that the
error and residual decrease in a logarithmic fashion. The error and residual of the af schemes
reduce substantially whenever the schemes complete one cycle of the time step cycling process.
Again, it was observed that the speed with which the scheme converges depends mainly on
the way the shape of the branch-cut planes change from one iteration to the next. The initial
and final oh-type grids over the blade, generated by the grid3daf1 and grid3daf2 schemes,
are shown in Figures 6.18 and 6.19. Only relevant planes of grid points are displayed to improve
the visual clarity of these plots. Careful examination of these plots reveals a smooth distribution
of the grid points within the domain (note the adjustment of the grid points on the branch-cut
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Figure 6.20. Body profile of a rectangular wing at different stages of the flapping motion (kt = 360◦
for one full cycle of motion).
plane), and grid points are clustered toward and conform to the inner boundary (blade profile).
The natural and forced clustering of grid points and lines toward the blade can be seen in
Figure 6.19.
6.5 Dynamic Grid Formulation
In unsteady aerodynamic and aeroelasticity computations, the body moves with respect to time
in a particular mode (or even a combination of different modes) of motion such as pitching,
heaving or flapping [140, 141]. This in turn causes the grid points, especially those points near
the body (a moving boundary), to move in a similar fashion. Therefore, the grid system must
be regenerated around the body. Consequently, as the body moves, the system of Poisson’s
equations, Equations (6.86) and (6.87) (or Equations (6.90) or (6.91)), is subjected to new
Dirichlet boundary conditions on all boundaries at each time level [95], which are solved to
generate the new grid. This section outlines the time-marching version of the scheme presented
in Section 6.4 for generating smooth and accurate dynamic grids around a moving body. In
contrast to previous work of other researchers, for a body that moves in a harmonic motion,
normally the new grids are generated only at a selected number of time levels of the motion
cycle, and an interpolation technique is employed to generate (approximate) grids for other
intermediate time levels. This helps to reduce the computation time spent by the solver for the
grid generation phase. However, the grids are less accurate in the sense that the coordinates of
numerous grid points close to the body are approximated, rather than recalculated by solving
the grid equations. With the efficient numerical solution procedure presented in this section,
it is now possible to generate an accurate grid at each time level without a large increase in
computational effort required by the grid solver.
When the body moves, the grid around the body must be regenerated at each time level,
since the grid points, especially those close to the body, move substantially. At each time level,
the mvgrid3d scheme, which was coded in the Fortran programming language, generates a new
grid subject to the new body boundary conditions by using the grid at the previous time level
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as a starting state (treating it as an initial grid in a local sense). If the time step is small, the
mvgrid3d code requires only a few iterations to generate the new grid for an error tolerance of
the order 10−8.
As an example, mvgrid3d is employed to generate grid systems around a rectangular wing
with a 1.25` semispan length and a naca 4418 cross-section (whose maximum thickness is
0.1806` at 0.2978` from its leading edge). The rectangular wing consists of 51 chordwise points
with 20 points equally spaced along the span, 11 points allocated to the region in between the
wing tip and the farfield spanwise boundary, and 31 points in the radial direction. The wing
flaps harmonically as shown in Figure 6.20, and Figure 6.21 shows the grids generated around
the body at different stages of the flapping motion cycle. The plots clearly show that the
generated grids are smooth and clustered towards the wing, and that the grid smoothly altered
to accommodate the new wing boundary.
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Figure 6.21. Grids generated around a rectangular wing at different stages of the flapping motion
(kt = 360◦ for one full cycle of motion).
6.5 Dynamic Grid Formulation 80
7Implementation of an OpenMP
Parallelised 2D Euler Solver
In Chapter 3, it was found that the computation time associated with nonlinear aeroelastic
simulations is prohibitively large for industrial applications such as that needed to simulate the
Nomad’s flutter. With over 60% of the total computational effort consumed by the nonlinear
cfd component, a key challenge is reducing this cost. One way of achieving this is through more
efficient algorithms (as done with grid generation in Chapter 6), though an alternative and/or
complementary approach is to exploit rapidly advancing computer technology.
The objective of this chapter, as stated in Chapter 4, is to measure the performance of a
recently released (in late 2006), and financially inexpensive, Intel quad-core pc in accelerating a
higher-order nonlinear cfd code executed in parallel mode with double precision accuracy. The
cfd code used for the two-dimensional computations was written from scratch, so the theory
needed to develop it will be covered in detail. The governing equations will be presented first.
They will then be non-dimensionalised, and transformed to handle a curvilinear, boundary fitted
grid (generated by the algorithm in the previous chapter). Flux splitting will be incorporated into
the solution procedure along with upwind (one-sided) finite difference schemes. Then remaining
elements, such as boundary conditions and technical information about the computer resources
used, will be stated before examining the computed results. Conclusions will be reserved for the
next chapter.
7.1 Fundamental Equations
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Figure 7.1. Right-handed cartesian
coordinate system used.
The fundamental equations which govern the motion of
Newtonian fluids, such as air, include the equations of con-
tinuity (Equation (7.1)), momentum (Equations (7.2) and
(7.3)) and energy (Equation (7.4)), which are collectively
known as the Navier–Stokes equations. The derivation of
these equations can be found in many aerodynamics text-
books (i.e. [13]). In this work, a standard right-handed
cartesian coordinate system, as presented in Figure 7.1, is
adopted and the equations are limited to two dimensions
(along the xz-plane).
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The Navier–Stokes equations can be written in a variety of ways. In this work, they are in strong
conservation law form [263] as pdes (which can be solved with finite difference approximations):
∂ρ
∂t
+∇ · (ρV) = 0 (7.1)
∂(ρu)
∂t
+∇ · (ρuV) = −∂p
∂x
+
∂τxx
∂x
+
∂τzx
∂z
+ ρfx (7.2)
∂(ρw)
∂t
+∇ · (ρwV) = −∂p
∂z
+
∂τxz
∂x
+
∂τzz
∂z
+ ρfz (7.3)
∂
∂t
[
ρ(e+ 12V
2)
]
+∇ ·
[
ρ(e+ 12V
2)V
]
= ρq˙ +
∂
∂x
(
k
∂T
∂x
)
+
∂
∂z
(
k
∂T
∂z
)
− ∂(up)
∂x
− ∂(wp)
∂z
+
∂(uτxx)
∂x
+
∂(uτzx)
∂z
+
∂(wτxz)
∂x
+
∂(wτzz)
∂z
+ ρf ·V (7.4)
where τxx = λ∇ ·V + 2µ∂u
∂x
=
4
3
µ
∂u
∂x
− 2
3
µ
∂w
∂z
, (7.5)
τzz = λ∇ ·V + 2µ∂w
∂z
=
4
3
µ
∂w
∂z
− 2
3
µ
∂u
∂x
, (7.6)
τzx = τxz = µ
(∂w
∂x
+
∂u
∂z
)
, and (7.7)
λ = −23µ (with Stokes hypothesis [12]).
The following notation has been adopted for these equations:
e internal energy per unit mass
fx, fz cartesian components of body force
f body force vector (f = fxi + fzk) per unit mass
k thermal conductivity
p fluid pressure
q˙ rate of volumetric heat addition per unit mass
T fluid temperature
t time
u,w cartesian components of the fluid velocity vector, V
V fluid velocity vector (V = ui + wk)
V 2/2 kinetic energy per unit mass (equal to 12(u
2 + w2))
x, z cartesian coordinates
λ second (or bulk) viscosity coefficient
µ molecular viscosity
ρ fluid density
τik fluid shear stress
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Expanding Equations (7.1) to (7.4) gives
∂ρ
∂t
+
∂(ρu)
∂x
+
∂(ρw)
∂z
= 0 (7.8)
∂(ρu)
∂t
+
∂(ρu2)
∂x
+
∂(ρuw)
∂z
= −∂p
∂x
+
∂τxx
∂x
+
∂τzx
∂z
+ ρfx (7.9)
∂(ρw)
∂t
+
∂(ρuw)
∂x
+
∂(ρw2)
∂z
= −∂p
∂z
+
∂τxz
∂x
+
∂τzz
∂z
+ ρfz (7.10)
∂
∂t
[
ρ(e+ 12V
2)
]
+
∂
∂x
[
ρu(e+ 12V
2)
]
+
∂
∂z
[
ρw(e+ 12V
2)
]
= ρq˙ +
∂
∂x
(
k
∂T
∂x
)
+
∂
∂z
(
k
∂T
∂z
)
− ∂(up)
∂x
− ∂(wp)
∂z
+
∂(uτxx)
∂x
+
∂(uτzx)
∂z
+
∂(wτxz)
∂x
+
∂(wτzz)
∂z
+ ρ(fxu+ fzw) (7.11)
Rewriting Equations (7.8) through to (7.11) in flux vector form yields
∂Q
∂t
+
∂E
∂x
+
∂G
∂z
= S +
∂Ev
∂x
+
∂Gv
∂z
. (7.12)
The solution vector (Q), flux vectors (E and G), flux vectors containing viscous terms (Ev and
Gv) and source vector (S) are
Q =

ρ
ρu
ρw
ρ(e+ 12V
2)
 E =

ρu
ρu2 + p
ρuw
ρu(e+ 12V
2) + up
 G =

ρw
ρuw
ρw2 + p
ρw(e+ 12V
2) + wp

S =

0
ρfx
ρfz
ρ(fxu+ fzw + q˙)
 Ev =

0
τxx
τxz
k ∂T∂x + uτxx + wτxz
 Gv =

0
τzx
τzz
k ∂T∂z + uτzx + wτzz

As stated in Chapter 4, the task of writing a cfd code will be simplified by neglecting viscous
terms in Equation (7.12), notably the Ev and Gv flux vectors. In addition, the source vector
will also be ignored by assuming negligible body forces (f = 0) and adiabatic flow (q˙ = 0). This
results in the following set of equations (collectively known as the Euler equations):
∂Q
∂t
+
∂E
∂x
+
∂G
∂z
= 0 (7.13)
where 0 is a zero vector.
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7.2 Non-Dimensional Governing Equations
By non-dimensionalising Equation (7.13), the number of parameters upon which the solution
will depend can be reduced. Since the problem relies on the parameters ρ∞ (freestream fluid
density), U∞ (freestream fluid speed), and L (a characteristic length assumed to be the aerofoil
chord length), their effect will be eliminated by making all variables dimensionless. This is
achieved with the following scaling:
t′ =
tU∞
L
, u′ =
u
U∞
, w′ =
w
U∞
, ρ′ =
ρ
ρ∞
, x′ =
x
L
, z′ =
z
L
, p′ =
p
ρ∞U2∞
, e′t =
et
U2∞
,
where et is the total energy per unit mass (equal to e+ 12V
2), and all variables with a prime are
dimensionless.
Now the governing equations will be rewritten in terms of non-dimensional variables.
7.2.1 Continuity Equation
Starting with the continuity equation, which is the first equation of equation system (7.13)
∂ρ
∂t
+
∂(ρu)
∂x
+
∂(ρw)
∂z
= 0
Replacing the variables with non-dimensional ones gives
ρ∞
∂ρ′
∂t′
·



U∞/L
∂t′
∂t
+ ρ∞U∞
∂(ρ′u′)
∂x′
·


7
1/L
∂x′
∂x
+ ρ∞U∞
∂(ρ′w′)
∂z′
·


7
1/L
∂z′
∂z
= 0
ρ∞U∞
L
(
∂ρ′
∂t′
+
∂(ρ′u′)
∂x′
+
∂(ρ′w′)
∂z′
)
= 0
Simplifying and dropping the primes leaves the dimensionless form of the equation as
∂ρ
∂t
+
∂(ρu)
∂x
+
∂(ρw)
∂z
= 0 (7.14)
7.2.2 Momentum Equations
The momentum equation in the x-direction is given by the second equation of equation system
(7.13)
∂(ρu)
∂t
+
∂(ρu2)
∂x
+
∂(ρuw)
∂z
= −∂p
∂x
Replacing the variables with non-dimensional ones gives
ρ∞U∞
∂(ρ′u′)
∂t′
·



U∞/L
∂t′
∂t
+ ρ∞U2∞
∂(ρ′u′2)
∂x′
·


7
1/L
∂x′
∂x
+ ρ∞U2∞
∂(ρ′u′w′)
∂z′
·


7
1/L
∂z′
∂z
= −ρ∞U2∞
∂p′
∂x′
·


7
1/L
∂x′
∂x
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ρ∞U2∞
L
(
∂(ρ′u′)
∂t′
+
∂(ρ′u′2)
∂x′
+
∂(ρ′u′w′)
∂z′
)
=
ρ∞U2∞
L
(
−∂p
′
∂x′
)
Simplifying and dropping the primes leaves the dimensionless form of the equation as
∂(ρu)
∂t
+
∂(ρu2)
∂x
+
∂(ρuw)
∂z
= −∂p
∂x
(7.15)
The momentum equation in the z-direction is given by the third equation of equation system
(7.13)
∂(ρw)
∂t
+
∂(ρuw)
∂x
+
∂(ρw2)
∂z
= −∂p
∂z
Replacing the variables with non-dimensional ones gives
ρ∞U∞
∂(ρ′w′)
∂t′
·



U∞/L
∂t′
∂t
+ ρ∞U2∞
∂(ρ′u′w′)
∂x′
·


7
1/L
∂x′
∂x
+ ρ∞U2∞
∂(ρ′w′2)
∂z′
·


7
1/L
∂z′
∂z
= −ρ∞U2∞
∂p′
∂z′
·


7
1/L
∂z′
∂z
ρ∞U2∞
L
(
∂(ρ′w′)
∂t′
+
∂(ρ′u′w′)
∂x′
+
∂(ρ′w′2)
∂z′
)
=
ρ∞U2∞
L
(
−∂p
′
∂z′
)
Simplifying and dropping the primes leaves the dimensionless form of the equation as
∂(ρw)
∂t
+
∂(ρuw)
∂x
+
∂(ρw2)
∂z
= −∂p
∂z
(7.16)
7.2.3 Energy Equation
The energy equation is given by the fourth equation of equation system (7.13), and the total
energy per unit mass term (et) replaces the sum of the internal and kinetic energies per unit
mass (e+ 12V
2):
∂(ρet)
∂t
+
∂(ρuet + up)
∂x
+
∂(ρwet + wp)
∂z
= 0
Replacing the variables with non-dimensional ones gives
ρ∞U2∞
∂(ρ′e′t)
∂t′
·



U∞/L
∂t′
∂t
+ ρ∞U3∞
∂(ρ′u′e′t + u′p′)
∂x′
·


7
1/L
∂x′
∂x
+ ρ∞U3∞
∂(ρ′w′e′t + w′p′)
∂z′
·


7
1/L
∂z′
∂z
= 0
ρ∞U3∞
L
(
∂(ρ′e′t)
∂t′
+
∂(ρ′u′e′t + u′p′)
∂x′
+
∂(ρ′w′e′t + w′p′)
∂z′
)
= 0
Simplifying and dropping the primes leaves the dimensionless form of the energy equation as
∂(ρet)
∂t
+
∂(ρuet + up)
∂x
+
∂(ρwet + wp)
∂z
= 0 (7.17)
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7.2.4 Non-Dimensional Euler Equations in Flux Vector Form
Now the non-dimensional continuity, x- and z-momentum, and energy equations described by
Equations (7.14) to (7.17) will again be put into flux vector form
∂Q
∂t
+
∂E
∂x
+
∂G
∂z
= 0 (7.18)
where Q is the solution vector, and E and G denote flux vectors,
Q =

ρ
ρu
ρw
ρet
 , E =

ρu
ρu2 + p
ρuw
ρuet + up
 , G =

ρw
ρuw
ρw2 + p
ρwet + wp
 .
7.3 Grid Transformation
Applying a finite difference scheme to solve the governing (Euler) equations (7.18) requires a
uniform grid. However, nonuniform grids are often used to resolve flowfields. Therefore, the
nonuniform grid must first be transformed into a uniform grid, as depicted in Figure 6.1. This
involves taking the governing pdes and rewriting them so that they can operate on a transformed,
rectangular grid. The process is similar to that covered in Section 6.2, although here a time
variable is included and second derivative transformations are not necessary.
7.3.1 General Transformation for Unsteady Flow
The independent variables in the physical space (t, x, z) will be transformed into a new set of
independent variables in the transformed space (τ , ξ, ζ):
τ = τ(t) = t, ξ = ξ(t, x, z) and ζ = ζ(t, x, z).
Applying the chain rule of differentiation yields the derivative transformations:
∂
∂t
=
(
∂
∂τ
)
 
 
  
1(
∂τ
∂t
)
+
(
∂
∂ξ
)(
∂ξ
∂t
)
+
(
∂
∂ζ
)(
∂ζ
∂t
)
=
∂
∂τ
+ ξt
∂
∂ξ
+ ζt
∂
∂ζ
(7.19)
∂
∂x
=



*0(
∂
∂τ
)(
∂τ
∂x
)
+
(
∂
∂ξ
)(
∂ξ
∂x
)
+
(
∂
∂ζ
)(
∂ζ
∂x
)
= ξx
∂
∂ξ
+ ζx
∂
∂ζ
(7.20)
∂
∂z
=



*0(
∂
∂τ
)(
∂τ
∂z
)
+
(
∂
∂ξ
)(
∂ξ
∂z
)
+
(
∂
∂ζ
)(
∂ζ
∂z
)
= ξz
∂
∂ξ
+ ζz
∂
∂ζ
(7.21)
7.3 Grid Transformation 86
The coefficient terms involving the grid geometry (ξx, ξz, ξt, ζx, ζz and ζt) are called metrics
and are computed with finite difference quotients as described in Chapter 6.
7.3.2 Metrics and Jacobians
It is also convenient to know the inverse transformation, where the physical space variables
(t, x, z) are expressed as functions of independent variables (τ , ξ and ζ) in the computational
space:
t = t(τ) = τ, x = x(τ, ξ, ζ) and z = z(τ, ξ, ζ).
The exact differential of the inverse transform is
dt = dτ (7.22)
dx =
∂x
∂τ
dτ +
∂x
∂ξ
dξ +
∂x
∂ζ
dζ
= xτdτ + xξdξ + xζdζ (7.23)
dz =
∂z
∂τ
dτ +
∂z
∂ξ
dξ +
∂z
∂ζ
dζ
= zτdτ + zξdξ + zζdζ (7.24)
In matrix form, Equations (7.22) to (7.24) become dtdx
dz
 =
 1 0 0xτ xξ xζ
zτ zξ zζ

︸ ︷︷ ︸
=[B]
 dτdξ
dζ
 (7.25)
and the direct transform is found the same way as for the inverse transform dτdξ
dζ
 =
 1 0 0ξt ξx ξz
ζt ζx ζz

 dtdx
dz
 (7.26)
Taking Equation (7.25) and multiplying by the inverse, and thus solving for the right-hand
column matrix  dτdξ
dζ
 =
 1 0 0xτ xξ xζ
zτ zξ zζ

−1  dtdx
dz
 (7.27)
Inspecting Equations (7.26) and (7.27) shows
 1 0 0ξt ξx ξz
ζt ζx ζz
 =
 1 0 0xτ xξ xζ
zτ zξ zζ

−1
︸ ︷︷ ︸
=[B]−1
(7.28)
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By finding the inverse of matrix B analytically, Equation (7.28) becomes
 1 0 0ξt ξx ξz
ζt ζx ζz
 =
 xξzζ − xζzξ 0 0xζzτ − xτzζ zζ −xζ
xτzξ − xξzτ −zξ xξ

∣∣∣∣∣∣∣
1 0 0
xτ xξ xζ
zτ zξ zζ
∣∣∣∣∣∣∣
(7.29)
Since the value of determinants remain unchanged when their rows and columns are inter-
changed [82], the determinant on the right-hand side of Equation (7.29) is∣∣∣∣∣∣∣
1 0 0
xτ xξ xζ
zτ zξ zζ
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
1 xτ zτ
0 xξ zξ
0 xζ zζ
∣∣∣∣∣∣∣ ≡
∂(t, x, z)
∂(τ, ξ, ζ)
≡ 1
J
where J denotes the Jacobian determinant of the transformation, which is equal to (Equation (6.9))
J =
1
xξzζ − xζzξ .
Therefore, Equation (7.29) can be rewritten as 1 0 0ξt ξx ξz
ζt ζx ζz
 = J
 xξzζ − xζzξ 0 0xζzτ − xτzζ zζ −xζ
xτzξ − xξzτ −zξ xξ
 ,
and this results in the following relationships
ξt = J(xζzτ − xτzζ) (7.30)
ζt = J(xτzξ − xξzτ ) (7.31)
ξx = Jzζ (7.32)
ζx = −Jzξ (7.33)
ξz = −Jxζ (7.34)
ζz = Jxξ (7.35)
Transforming the time and spatial derivatives in Equation (7.18) according to the derivative
transformation given by Equations (7.19) to (7.21), and dividing by the Jacobian determinant
produces
1
J
(
ξt
∂Q
∂ξ
+ ζt
∂Q
∂ζ
+
∂Q
∂τ
)
+
1
J
(
ξx
∂E
∂ξ
+ ζx
∂E
∂ζ
)
+
1
J
(
ξz
∂G
∂ξ
+ ζz
∂G
∂ζ
)
= 0 (7.36)
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Now consider the simple derivative expansion
∂
∂ξ
(
E
ξx
J
)
=
ξx
J
∂E
∂ξ
+ E
∂
∂ξ
(
ξx
J
)
. (7.37)
Rearranging gives
ξx
J
∂E
∂ξ
=
∂
∂ξ
(
E
ξx
J
)
−E ∂
∂ξ
(
ξx
J
)
. (7.38)
In the same manner, the following expressions can be obtained
ζx
J
∂E
∂ζ
=
∂
∂ζ
(
E
ζx
J
)
−E ∂
∂ζ
(
ζx
J
)
(7.39)
ξt
J
∂Q
∂ξ
=
∂
∂ξ
(
Q
ξt
J
)
−Q ∂
∂ξ
(
ξt
J
)
(7.40)
ζt
J
∂Q
∂ζ
=
∂
∂ζ
(
Q
ζt
J
)
−Q ∂
∂ζ
(
ζt
J
)
(7.41)
1
J
∂Q
∂τ
=
∂
∂τ
(
Q
1
J
)
−Q ∂
∂τ
(
1
J
)
(7.42)
ξz
J
∂G
∂ξ
=
∂
∂ξ
(
G
ξz
J
)
−G ∂
∂ξ
(
ξz
J
)
(7.43)
ζz
J
∂G
∂ζ
=
∂
∂ζ
(
G
ζz
J
)
−G ∂
∂ζ
(
ζz
J
)
(7.44)
Substituting Equations (7.38) to (7.44) into Equation (7.36) and factorising gives
∂
∂τ
(
Q
J
)
+
∂
∂ξ
(
Qξt + Eξx + Gξz
J
)
+
∂
∂ζ
(
Qζt + Eζx + Gζz
J
)
−Q
[
∂
∂ξ
(
ξt
J
)
+
∂
∂ζ
(
ζt
J
)
+
∂
∂τ
(
1
J
)]
−E
[
∂
∂ξ
(
ξx
J
)
+
∂
∂ζ
(
ζx
J
)]
−G
[
∂
∂ξ
(
ξz
J
)
+
∂
∂ζ
(
ζz
J
)]
= 0 (7.45)
However, the following expressions are found to be zero (using Equations (7.30) to (7.35))
∂
∂ξ
(
ξt
J
)
+
∂
∂ζ
(
ζt
J
)
+
∂
∂τ
(
1
J
)
=
∂
∂ξ
(
∂x
∂ζ
∂z
∂τ
− ∂x
∂τ
∂z
∂ζ
)
+
∂
∂ζ
(
∂x
∂τ
∂z
∂ξ
− ∂x
∂ξ
∂z
∂τ
)
+
∂
∂τ
(
∂x
∂ξ
∂z
∂ζ
− ∂x
∂ζ
∂z
∂ξ
)
= 0 (7.46)
∂
∂ξ
(
ξx
J
)
+
∂
∂ζ
(
ζx
J
)
=
∂
∂ξ
(
∂z
∂ζ
)
+
∂
∂ζ
(
−∂z
∂ξ
)
=
∂2z
∂ξ∂ζ
− ∂
2z
∂ζ∂ξ
= 0 (7.47)
∂
∂ξ
(
ξz
J
)
+
∂
∂ζ
(
ζz
J
)
=
∂
∂ξ
(
−∂x
∂ζ
)
+
∂
∂ζ
(
∂x
∂ξ
)
= − ∂
2x
∂ξ∂ζ
+
∂2x
∂ζ∂ξ
= 0 (7.48)
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Substituting the results given by Equations (7.46) to (7.48), into Equation (7.45) cancels several
terms leaving
∂
∂τ
(
Q
J
)
+
∂
∂ξ
(
Qξt + Eξx + Gξz
J
)
+
∂
∂ζ
(
Qζt + Eζx + Gζz
J
)
= 0 (7.49)
7.3.3 Transformed Euler Equations in Flux Vector Form
Therefore, Equation (7.49) can be rewritten in flux vector form
∂Q̂
∂τ
+
∂Ê
∂ξ
+
∂Ĝ
∂ζ
= 0 (7.50)
where
Q̂ = Q/J, Ê = (Qξt + Eξx + Gξz) /J, Ĝ = (Qζt + Eζx + Gζz) /J,
and the flux vectors Q, E, and G were defined earlier in Equation (7.18). It is also worth noting
that for a static grid ξt = ζt = 0.
7.4 Flux Vector Splitting – Steger and Warming
A common approach to solve the system of Euler equations is to employ a central finite difference
scheme. However, the flow of information (i.e. velocity and direction) throughout the flowfield
is sometimes improperly represented by central difference schemes, since they often acquire nu-
merical information beyond the domain of dependence of a given grid point. Consequently, the
solution accuracy may be compromised – particularly for flows where discontinuities exist. An
alternative is to use upwind (one-sided) finite difference schemes, since they “are designed to
numerically simulate more properly the direction of the propagation of information in a flowfield
along the characteristic curves” [12]. Moreover, upwind schemes frequently offer superior dissi-
pation and dispersive properties, and up to twice the stability bound of centred schemes [241].
These benefits can be exploited by incorporating upwind schemes together with flux vector
splitting. The Steger and Warming [241] flux vector splitting approach will be adopted here.
To implement this method, it is first necessary to rewrite the governing (Euler) equations in
quasi-linear form.
7.4.1 Euler Equations in Quasi-Linear Form
The equation system (7.50) can be rewritten in quasi-linear form:
∂Q̂
∂τ
+A
∂Q̂
∂ξ
+ C
∂Q̂
∂ζ
= 0 (7.51)
where A and C are the Jacobian matrices (also known as the Jacobians of the flux vectors)
∂Ê/∂Q̂ and ∂Ĝ/∂Q̂, respectively.
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In order to find the Jacobian matrices, the flux vectors E and G must be expressed in terms
of Q. To help remember that the elements of Q, namely ρ, ρu, ρw and ρet, are dependent
variables, the following notation will be adopted:
ρ = Q1, ρu = Q2, ρw = Q3 and ρet = Q4. (7.52)
The element p found in the flux vectors E and G can be eliminated by manipulating two
equations.
The first equation is obtained by substituting the calorically perfect gas relationsR = cv(γ − 1)
and cv = e/T into the perfect gas equation of state
p = ρ TR
=
ρ Te(γ − 1)
T
= ρe(γ − 1) (7.53)
where R is the specific gas constant, γ is the ratio of specific heats (equal to about 1.4 for
ambient air), and cv is the specific heat at constant volume.
The second equation is found by multiplying the total energy definition, et = e + 12V
2, by
density yielding
ρe = ρet − 12ρ(u2 + w2). (7.54)
Substituting this result into Equation (7.53) gives
p = (γ − 1)
[
ρet − 12ρ(u2 + w2)
]
. (7.55)
Rewriting Equation (7.55) in terms of elements in Q produces
p = (γ − 1)
[
Q4 − 12Q1
(
Q2
2 +Q32
)]
. (7.56)
Therefore, the flux vector E becomes
E =

Q2
Q2
2
Q1
+ (γ − 1)
[
Q4 − 12Q1
(
Q2
2 +Q32
)]
Q2Q3
Q1
Q2
Q1
{
Q4 + (γ − 1)
[
Q4 − 12Q1
(
Q2
2 +Q32
)]}
 (7.57)
and the flux vector G becomes
G =

Q3
Q2Q3
Q1
Q3
2
Q1
+ (γ − 1)
[
Q4 − 12Q1
(
Q2
2 +Q32
)]
Q3
Q1
{
Q4 + (γ − 1)
[
Q4 − 12Q1
(
Q2
2 +Q32
)]}
 (7.58)
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The Jacobian matrix A is obtained by differentiating each of the flux terms by each independent
variable. That is,
A =

∂Ê1
∂Q̂1
∂Ê1
∂Q̂2
∂Ê1
∂Q̂3
∂Ê1
∂Q̂4
∂Ê2
∂Q̂1
∂Ê2
∂Q̂2
∂Ê2
∂Q̂3
∂Ê2
∂Q̂4
∂Ê3
∂Q̂1
∂Ê3
∂Q̂2
∂Ê3
∂Q̂3
∂Ê3
∂Q̂4
∂Ê4
∂Q̂1
∂Ê4
∂Q̂2
∂Ê4
∂Q̂3
∂Ê4
∂Q̂4

Using the material from Equations (7.50) and (7.57) produces
Ê1 = (Q1ξt + E1ξx +G1ξz)/J
= (Q1ξt +Q2ξx +Q3ξz)/J
= Q̂1ξt + Q̂2ξx + Q̂3ξz , (7.59)
Ê2 = (Q2ξt + E2ξx +G2ξz)/J
=
{
Q2ξt +
{
Q2
2
Q1
+ (γ − 1)
[
Q4 − 12Q1
(
Q2
2 +Q32
)]}
ξx +
Q2Q3
Q1
ξz
}
/J
= Q̂2ξt +
{
Q̂22
Q̂1
+ (γ − 1)
[
Q̂4 − 1
2Q̂1
(
Q̂22 + Q̂
2
3
)]}
ξx +
Q̂2Q̂3
Q̂1
ξz . (7.60)
Similar expressions can be derived for the remaining terms:
Ê3 = Q̂3ξt +
Q̂2Q̂3
Q̂1
ξx +
{
Q̂23
Q̂1
+ (γ − 1)
[
Q̂4 − 1
2Q̂1
(
Q̂22 + Q̂
2
3
)]}
ξz , (7.61)
Ê4 = Q̂4ξt +
Q̂2Q̂4
Q̂1
ξx + (γ − 1)
(
Q̂2Q̂4
Q̂1
− Q̂
3
2
2Q̂21
− Q̂2Q̂
2
3
2Q̂21
)
ξx
+
Q̂3Q̂4
Q̂1
ξz + (γ − 1)
(
Q̂3Q̂4
Q̂1
− Q̂
2
2Q̂3
2Q̂21
− Q̂
3
3
2Q̂21
)
ξz . (7.62)
Taking the partial derivatives of Equation (7.59) produces
∂Ê1
∂Q̂1
= ξt , (7.63)
∂Ê1
∂Q̂2
= ξx , (7.64)
∂Ê1
∂Q̂3
= ξz , (7.65)
∂Ê1
∂Q̂4
= 0 . (7.66)
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Similarly for Equation (7.60)
∂Ê2
∂Q̂1
=
{
−Q̂
2
2
Q̂21
+ (γ − 1)
[
1
2Q̂21
(
Q̂22 + Q̂
2
3
)]}
ξx − Q̂2Q̂3
Q̂21
ξz , (7.67)
∂Ê2
∂Q̂2
= ξt +
[
2Q̂2
Q̂1
− (γ − 1)Q̂2
Q̂1
]
ξx +
Q̂3
Q̂1
ξz , (7.68)
∂Ê2
∂Q̂3
= −(γ − 1)Q̂3
Q̂1
ξx +
Q̂2
Q̂1
ξz , (7.69)
∂Ê2
∂Q̂4
= (γ − 1)ξx . (7.70)
For Equation (7.61):
∂Ê3
∂Q̂1
= −Q̂2Q̂3
Q̂21
ξx +
[
−Q̂
2
3
Q̂21
+
1
2Q̂21
(γ − 1)
(
Q̂22 + Q̂
2
3
)]
ξz , (7.71)
∂Ê3
∂Q̂2
=
Q̂3
Q̂1
ξx − (γ − 1)Q̂2
Q̂1
ξz , (7.72)
∂Ê3
∂Q̂3
= ξt +
Q̂2
Q̂1
ξx +
[
2
Q̂3
Q̂1
− (γ − 1)Q̂3
Q̂1
]
ξz , (7.73)
∂Ê3
∂Q̂4
= (γ − 1)ξz . (7.74)
For Equation (7.62):
∂Ê4
∂Q̂1
= −Q̂2Q̂4
Q̂21
ξx + (γ − 1)
(
−Q̂2Q̂4
Q̂21
+
Q̂32
Q̂31
+
Q̂2Q̂
2
3
Q̂31
)
ξx
− Q̂3Q̂4
Q̂21
ξz + (γ − 1)
(
−Q̂3Q̂4
Q̂21
+
Q̂22Q̂3
Q̂31
+
Q̂33
Q̂31
)
ξz , (7.75)
∂Ê4
∂Q̂2
=
Q̂4
Q̂1
ξx + (γ − 1)
(
Q̂4
Q̂1
− 3Q̂
2
2
2Q̂21
− Q̂
2
3
2Q̂21
)
ξx − (γ − 1)Q̂2Q̂3
Q̂21
ξz , (7.76)
∂Ê4
∂Q̂3
= −(γ − 1)Q̂21Q̂2Q̂3ξx +
Q̂4
Q̂1
ξz + (γ − 1)
(
Q̂4
Q̂1
− Q̂
2
2
2Q̂21
− 3Q̂
2
3
2Q̂21
)
ξz , (7.77)
∂Ê4
∂Q̂4
= ξt +
Q̂2
Q̂1
ξx + (γ − 1)Q̂2
Q̂1
ξx +
Q̂3
Q̂1
ξz + (γ − 1)Q̂3
Q̂1
ξz . (7.78)
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The last 12 partial derivatives found above are to be simplified by substituting the relationships
given by Equation (7.52). The partial derivatives of Ê2, represented by Equations (7.67) to
(7.70), will be used to illustrate the process:
∂Ê2
∂Q̂1
=
{
−ρ
2u2
ρ
2
+ (γ − 1)
[
1
2
ρ−2
(
ρ
2u2 + ρ
2w2
)]}
ξx − ρ
2uw
ρ
2
ξz
=
[
1
2(γ − 1)
(
u2 + w2
)− u2]ξx − uwξz ,
∂Ê2
∂Q̂2
= ξt +
[
2 
ρu
ρ
− (γ − 1) ρu
ρ
]
ξx + 
ρw
ρ
ξz
= ξt + u(3− γ)ξx + wξz ,
∂Ê2
∂Q̂3
= (1− γ) ρu
ρ
ξx + 
ρu
ρ
ξz
= (1− γ)wξx + uξz ,
∂Ê2
∂Q̂4
= (γ − 1)ξx .
Results for the remaining expressions, involving Equations (7.71) to (7.78), are derived in the
same way. Complete results are presented in Jacobian matrix A below
A =

ξt ξx ξz 0
[
1
2
(γ − 1)(u2 + w2)− u2] ξx − uwξz ξt + u(3− γ)ξx + wξz (1− γ)wξx + uξz (γ − 1)ξx
[
1
2
(γ − 1)(u2 + w2)− w2] ξz − uwξx wξx + (1− γ)uξz ξt + uξx + (3− γ)wξz (γ − 1)ξz
(uξx + wξz)
[
(γ − 1)(u2 + w2)− γet
] [γet − 12 (γ − 1)(3u2 + w2)] ξx (1− γ)uwξx ξt + γuξx
+(1− γ)uwξz +
[
γet − 12 (γ − 1)(u2 + 3w2)
]
ξz +γwξz

Jacobian matrix C is found in the same manner as for Jacobian matrix A. However, inspection
of Equation (7.50) shows that Ê and Ĝ are identical except for the metrics ξ and ζ. Therefore,
matrix C is an analogue of A. So matrix C can be obtained by duplicating matrix A and
replacing the parameter ξ with ζ. Hence,
C =

ζt ζx ζz 0
[
1
2
(γ − 1)(u2 + w2)− u2] ζx − uwζz ζt + u(3− γ)ζx + wζz (1− γ)wζx + uζz (γ − 1)ζx
[
1
2
(γ − 1)(u2 + w2)− w2] ζz − uwζx wζx + (1− γ)uζz ζt + uζx + (3− γ)wζz (γ − 1)ζz
(uζx + wζz)
[
(γ − 1)(u2 + w2)− γet
] [γet − 12 (γ − 1)(3u2 + w2)] ζx (1− γ)uwζx ζt + γuζx
+(1− γ)uwζz +
[
γet − 12 (γ − 1)(u2 + 3w2)
]
ζz +γwζz

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7.4.2 Eigenvalues
In order to perform the Steger and Warming flux vector splitting with the Euler equations, the
eigenvalues of the Jacobian matrices A and C must be known. They are found by following
the method outlined by Steger and Warming [241]. The desired result is a diagonal matrix R
with the elements along the diagonal being the eigenvalues of the equation system. This result
is obtained by applying a transformation matrix L upon Jacobian matrix A, for example, such
that
L−1AL = R =

λ1 0 0 · · · 0
0 λ2 0 · · · 0
0 0 λ3 · · · 0
...
...
...
. . .
...
0 0 0 · · · λn

, (7.79)
where R is a diagonal matrix, the eigenvalues λ1, λ2, λ3, ..., λn of A are real, and L is a
transformation matrix. The matrices L and L−1 are given by
L = NH and L−1 = H−1N−1 , (7.80)
where N is a transformation matrix between the conservation and nonconservation variables,
and H is a transformation matrix that diagonalises the Jacobian matrices.
The first step in finding the eigenvalues this way involves transforming the Jacobian matrix
from using conservation variables to nonconservation (primitive) variables. The reason for doing
so, according to Warming and Beam [271], is because “the complexity of the Jacobian matrices
makes it a laborious task to compute the eigenvalues” and consequently “it is easier to work
with the nonconservation form of the equations”. The transformation matrix needed for the
two-dimensional equations is defined below (sourced from [271]):
N =

1 0 0 0
u ρ 0 0
w 0 ρ 0
1
2
(
u2 + w2
)
ρu ρw 1γ−1
 , (7.81)
and
N−1 =

1 0 0 0
−uρ 1ρ 0 0
−wρ 0 1ρ 0
1
2(γ − 1)
(
u2 + w2
)
(1− γ)u (1− γ)w γ − 1
 . (7.82)
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The following relationships are also true
Anc = N−1AcN and Ac = NAncN−1, (7.83)
where the subscripts c and nc denote matrices containing conservative and nonconservative
variables respectively.
The next step involves finding a matrix H that will diagonalise the nonconservation form of
the Jacobian matrix. Combing Equations (7.79), (7.80) and (7.83) yields
R = H−1
(
N−1AcN
)
H
= H−1AncH (7.84)
Fitz-Gerald and Peckham [82] state that Equation (7.84) is true provided that the columns
of the H matrix consist of linearly independent eigenvectors corresponding to the eigenvalues of
Anc. This is always the case if, for this case, Anc has four distinct eigenvalues. The eigenvalues
for Ac can be found using the characteristic equation, namely |Ac − λI| = 0. The result is
that two eigenvalues are the same, in other words one eigenvalue has a multiplicity of two.
Thus, it would appear that four linearly independent eigenvectors cannot be found for matrix
Ac , and consequently, a matrix H that diagonalises Anc does not exist. However, the work
of Warming, Beam and Hyett [269] addresses this point. They show that a complete set of
linearly independent eigenvalues does exist, provided that the matrix to diagonalise has the
form Anc = k1A + k2C , where k1 and k2 are arbitrary variables, and A and C are Jacobian
matrices. Fortunately, the Jacobian matrices from the computational domain do have this form,
where k1 and k2 correspond to ξx and ξz respectively, as shown below:
[Anc]
computational
domain
= ξt [I] + ξx [Anc]
physical
domain
+ ξz [Cnc]
physical
domain
. (7.85)
Therefore, the H and H−1 matrices, as presented in [271], for two dimensions are
H =

1 0 ρ√
2a
ρ√
2a
0 k¯2 k¯1√2 −
k¯1√
2
0 −k¯1 k¯2√2 −
k¯2√
2
0 0 ρa√
2
ρa
√
2
 , (7.86)
and
H−1 =

1 0 0 − 1
a2
0 k¯2 −k¯1 0
0 k¯1√
2
k¯2√
2
1√
2ρa
0 − k¯1√
2
− k¯2√
2
1√
2ρa
 (7.87)
where k¯1 =
ξx√
ξx
2 + ξz2
and k¯2 =
ξz√
ξx
2 + ξz2
for Ac ,
k¯1 =
ζx√
ζx
2 + ζz2
and k¯2 =
ζz√
ζx
2 + ζz2
for Cc , and
a is the local fluid speed of sound.
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Finally, using Equations (7.80) and substituting the results for the N and H matrices, the
matrices L and L−1 that diagonalise Ac and Cc are
L =

1 0 ρ√
2a
ρ√
2a
u ρk¯2
ρ√
2
(
u
a + k¯1
) ρ√
2
(
u
a − k¯1
)
w −ρk¯1 ρ√2
(
w
a + k¯2
) ρ√
2
(
w
a − k¯2
)
1
2(u
2 + w2) ρ(uk¯2 − wk¯1) ρ√2
(
u2+w2
2a + uk¯1 + wk¯2 +
a
γ−1
)
ρ√
2
(
u2+w2
2a − uk¯1 − wk¯2 + aγ−1
)

(7.88)
and
L−1 =

1− (γ−1)(u2+w2)
2a2
u(γ−1)
a2
w(γ−1)
a2
1−γ
a2
wk¯1−uk¯2
ρ
k¯2
ρ − k¯1ρ 0
1√
2ρ
[
(γ−1)(u2+w2)
2a − uk¯1 − wk¯2
]
1√
2ρ
[
k¯1 +
u(1−γ)
a
]
1√
2ρ
[
w(1−γ)
a + k¯2
]
γ−1√
2ρa
1√
2ρ
[
(γ−1)(u2+w2)
2a + uk¯1 + wk¯2
]
1√
2ρ
[
u(1−γ)
a − k¯1
]
1√
2ρ
[
w(1−γ)
a − k¯2
]
γ−1√
2ρa

(7.89)
where k¯1 =
ξx√
ξx
2 + ξz2
and k¯2 =
ξz√
ξx
2 + ξz2
for Ac ,
k¯1 =
ζx√
ζx
2 + ζz2
and k¯2 =
ζz√
ζx
2 + ζz2
for Cc , and
a =
√
γp/ρ is the local fluid speed of sound.
The resulting diagonal matrix R from Equation (7.79) for Jacobian matrix Ac is found to be
R =

ξt + uξx + wξz 0 0 0
0 ξt + uξx + wξz 0 0
0 0 ξt + uξx + wξz + a
√
ξx
2 + ξz2 0
0 0 0 ξt + uξx + wξz − a
√
ξx
2 + ξz2
 .
(7.90)
The result for the eigenvalues of Cc would be the same as above, except for the metrics which,
as stated earlier, would require the parameter ξ to be replaced with ζ.
7.4 Flux Vector Splitting – Steger and Warming 97
7.4.3 Splitting
Steger and Warming splitting works by splitting the flux vectors according to the sign of the
eigenvalues (λ). The positive and negative eigenvalues are separated by splitting the diagonal
matrix as follows
R = R+ +R−, (7.91)
where the nonzero diagonal elements of R+ and R− are λ+ and λ−, respectively. Eigenvalues
λ+ and λ− are defined as follows
λ = λ+ + λ−, (7.92)
where λ+ = 12(λ+ |λ|) and λ− = 12(λ− |λ|) for each eigenvalue.
The Jacobian matrix Ac can then be replaced by:
Ac = Ac+ +Ac−, (7.93)
where Ac+ contains positive eigenvalues and Ac− contains negative eigenvalues, and are con-
structed as follows (based on Equation (7.79)):
Ac
+ = LR+L−1 and Ac− = LR−L−1.
Since Ê(Q̂) is a homogeneous function then Ê = AcQ̂, and consequently
Ê+ = Ac+Q̂ and Ê− = Ac−Q̂, (7.94)
where Ê = Ê+ + Ê−. Similar expressions can be obtained for flux vector Ĝ. Jacobian matrix
Cc can be replaced as follows
Cc = Cc+ + Cc−, (7.95)
where the following relationships can be constructed (based on Equation (7.79))
Cc
+ = LR+L−1 and Cc− = LR−L−1.
Also,
Ĝ+ = Cc+Q̂ and Ĝ− = Cc−Q̂, (7.96)
where Ĝ = Ĝ+ + Ĝ−.
Substituting Equations (7.94) and (7.96) into Equation (7.50) yields
∂Q̂
∂τ
+
(
∂Ê+
∂ξ
+
∂Ê−
∂ξ
)
+
(
∂Ĝ+
∂ζ
+
∂Ĝ−
∂ζ
)
= 0 (7.97)
To properly simulate the wave (information) propagation direction, computations involving
matrices with positive eigenvalues (with “+” superscripts) must use a backwards difference
approximation, and a forwards difference approximation for matrices with negative eigenvalues
(with “−” superscripts).
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7.4.4 Initial Spurious Results
Before continuing with other details concerning the solution, it is important to mention that a
problem was encountered with the flowfield results when implementing this method. Further
investigation was required to resolve the problem.
Initial results were produced to validate the code, which was achieved by comparing pressure
distribution results with published numerical results for a naca0012 aerofoil [157]. Two cases
were involved, notably a symmetrical (non-lifting) case and a 2 degree angle of attack, sub-
critical (lifting) case, both of which were in the transonic flow regime. The pressure coefficient
distribution along the aerofoil surface matched almost perfectly for both cases. In addition,
for curiosity, flowfield contour plots were generated. These plots revealed some unexpected be-
haviour. Spurious oscillations were identified in the pressure coefficient contour plots, as shown
in Figure 7.2. They were small near the aerofoil, but grew in size towards the outer boundary.
Unusual distortions were also present in the density and total energy contour plots.
Figure 7.2. Pressure coefficient contour plots for a naca0012 aerofoil with Steger and Warming flux
splitting: (left) M = 0.72, α = 0 degrees; (right) M = 0.63, α = 2 degrees.
Further examination was necessary to establish the cause of the spurious oscillations. Since
both the grid generation algorithm (from the previous chapter) and the fluid flow solver were
new and untested, one or the other, or possibly both, could have caused the problem. Even
though the solution was prepared carefully, with no hints to focus attention on, everything
needed to be checked again which included the mathematical derivations for the flow solver
and the grid algorithm, and their implementation as software. This was a very time consuming
process, and the work was found to be error-free. Next, the issue was investigated through
experimentation. Since the pressure coefficient contours seemed normal on either side of the
wiggles (accounting for about 95% of the grid domain), and correct pressure distributions were
obtained, it seemed that the aerodynamics solver was operating properly. For both test cases,
the oscillations appeared to be located along the straight horizontal grid line indicating that
perhaps the problem was grid related. Was something special occurring along the horizontal
grid line? After some thought, the flow around a cylinder (instead of an aerofoil) was modelled to
test this. Given the symmetrical nature of a cylinder, the flow input angle could be rotated and
the result should be identical (but rotated) pressure coefficient contour plots, and the pressure
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Figure 7.3. Pressure coefficient contour plots for a cylinder (M = 0.2): (left) α = −30 degrees; (middle)
α = 0 degrees; (right) α = +30 degrees.
Figure 7.4. Pressure coefficient contour plot (rotated by 10 degrees) for a naca0012 aerofoil, M = 0.3,
α = 10 degrees, with oscillation path highlighted.
distribution could be compared with those included in some aerodynamics textbooks (i.e. [13]).
If the wiggles were present on grid lines other than the horizontal one, the grid could be ruled
out as the problem. After conducting the test, the oscillations followed a straight line aligned
with the input flow angle, as shown in Figure 7.3. In addition, when an aerofoil at a high
angle of attack was tested, the wiggles deviated from a straight line to a curve, see Figure 7.4,
terminating at what appeared to be the stagnation point when approaching the lifting aerofoil.
In other words, the wiggles followed the stagnation line. This was the breakthrough. After
consulting the literature, suspicions were directed towards the theory behind the Steger and
Warming splitting itself.
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7.4.5 Limitations
In Steger and Warming’s paper [241], this issue was alluded to briefly with the statement “when-
ever an eigenvalue changes sign, it is either suddenly set to zero or is suddenly nonzero... and
the local accuracy of the difference approximation can suffer”. As an example, an oscillation
was presented with a one-dimensional shock tube problem at a sonic point – this was overlooked
since the test cases used here did not involve sonic transitions. It was not stated explicitly that
the glitches will also occur at stagnation points. More recent publications also tend to focus on
behaviour “for local Mach numbers near 1” [12], though some (i.e. [120, 248]) now state that
oscillations will appear at sonic transitions and stagnation points.
Mathematically, the sudden change in eigenvalues is represented by discontinuous slopes in
the split fluxes. This can be demonstrated by inspecting the first element of the one-dimensional
flux matrix, as shown by Anderson, Thomas and van Leer [15]. Using the generalised flux vectors
in cartesian coordinates in Steger and Warming’s paper [241], the first (mass flux) element is:
f1 =
ρ
2γ
[
2(γ − 1)λ1 + λ2 + λ3
]
,
where the ratio for specific heats (γ) for ambient air is 1.4, and
λ1 = u = Ma, λ2 = u+ a = a(M + 1), and λ3 = u− a = a(M − 1).
For the positive flux vector element, consider the four flow regimes:
1. M ≤ −1, λ1 = λ2 = λ3 = 0 (all eigenvalues are negative); f1+ = 0
2. −1 < M ≤ 0, λ1 = 0, λ2 = u+ a, λ3 = 0; f1+ = ρa2γ (M + 1)
3. 0 ≤M < 1, λ1 = u, λ2 = u+ a, λ3 = 0; f1+ = ρa2γ [(2γ − 1)M + 1]
4. M ≥ 1, λ1 = u, λ2 = u+ a, λ3 = u− a; f1+ = f1
These piecewise functions are plotted against Mach number (M) in Figure 7.5. The cir-
cled junctions highlight where the flux derivatives are discontinuous, notably stagnation points
(M = 0) and sonic points (M = ±1).
Figure 7.5. Mach number dependence of the first (mass flux) element of the Steger and Warming split
flux vector [15]. Reproduced with permission of the American Institute of Aeronautics and Astronautics.
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Using two-dimensional curvilinear coordinates the glitches appear as oscillations along the
stagnation line, where the local Mach number (M) transitions between positive and negative
values in the ξ-coordinate direction, as presented in Figure 7.6 for a cylinder in horizontal flow.
 
x 
z 
Negative M 
(Anti-clockwise) 
Stagnation Point 
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(Clockwise) 
Flow Direction 
Stagnation Line 
M = 0 
Figure 7.6. Mach number dependence (in the ξ-coordinate direction) of oscillations along the stagnation
line for two-dimensional flow around a cylinder involving Steger and Warming flux vector splitting.
There are a number of ways to rectify this spurious oscillation issue. Steger and Warm-
ing [241] suggested adding a blending term, which involves an element of arbitrariness relating
to the blending term used. Also, the transition areas need to be detected and points on either
side need to be recalculated. A more elegant and automatic method was presented by van
Leer [259].
7.5 Flux Vector Splitting – van Leer
To confirm that the spurious oscillations were indeed a result of the splitting itself, an alternative
flux vector splitting method was employed, notably that proposed by van Leer. Van Leer ap-
proached the flux vector splitting idea in a manner which overcomes the glitch issue encountered
previously. The concept developed involves placing a number of restrictions on the solution, such
as ensuring that the split fluxes (and their derivatives) are continuous functions in terms of Mach
number. Deriving the equations in cartesian coordinates is a protracted process explained by
van Leer [259]. The process is further complicated when dealing with the curvilinear form of
the flux equations, and for brevity will be omitted. However, the resulting equations have been
published by van Leer and his colleagues [252], and will be presented here.
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7.5.1 Splitting
The van Leer split flux vectors in curvilinear coordinates, suitable for application to Equa-
tion (7.97), are given by
Ê± =

Ê±1
Ê±2
Ê±3
Ê±4
 and Ĝ
± =

Ĝ±1
Ĝ±2
Ĝ±3
Ĝ±4
 ,
where Ê±1 = ±
√
ξx
2 + ξz2
J
ρa
4
(M ± 1)2 ,
Ê±2 = Ê
±
1
[
u+
(−u˜± 2a)
γ
ξx√
ξx
2 + ξz2
]
,
Ê±3 = Ê
±
1
[
w +
(−u˜± 2a)
γ
ξz√
ξx
2 + ξz2
]
,
Ê±4 = Ê
±
1
[−(γ − 1)u˜2 ± 2(γ − 1)u˜a+ 2a2
γ2 − 1 +
1
2
(
u2 + w2
)]
,
u˜ =
uξx + wξz√
ξx
2 + ξz2
is a scaled contravariant velocity (for a steady grid) ,
M = u˜/a for Ê± ,
and Ĝ±1 = ±
√
ζx
2 + ζz2
J
ρa
4
(M ± 1)2 ,
Ĝ±2 = Ĝ
±
1
[
u+
(−w˜ ± 2a)
γ
ζx√
ζx
2 + ζz2
]
,
Ĝ±3 = Ĝ
±
1
[
w +
(−w˜ ± 2a)
γ
ζz√
ζx
2 + ζz2
]
,
Ĝ±4 = Ĝ
±
1
[−(γ − 1)w˜2 ± 2(γ − 1)w˜a+ 2a2
γ2 − 1 +
1
2
(
u2 + w2
)]
,
w˜ =
uζx + wζz√
ζx
2 + ζz2
is a scaled contravariant velocity (for a steady grid) ,
M = w˜/a for Ĝ± .
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7.5.2 Confirmation of Source of Spurious Behaviour
Using van Leer flux splitting, pressure coefficient contour plots are shown in Figure 7.7 for the
two initial naca0012 test cases described in Section 7.4.4.
Figure 7.7. Pressure coefficient contour plots for a naca0012 aerofoil with van Leer flux splitting: (left)
M = 0.72, α = 0 degrees; (right) M = 0.63, α = 2 degrees.
It is clear that the spurious oscillations along the stagnation line, present in Figure 7.2, have
disappeared. This confirms that the Steger and Warming splitting was the cause of the earlier
problems. Furthermore, the computation time was reduced since the van Leer method does
not require the computation of eigenvalues and associated matrix manipulations. For these two
reasons, the van Leer flux splitting method will be used for subsequent computations to measure
the performance of the Intel quad-core processor system.
7.5.3 Limitations
While van Leer flux splitting offers improved performance when compared to Steger and Warm-
ing, it is not perfect. It has been found to be dissipative [261, 262], like the Steger and Warming
scheme, and contact surfaces may cause large dissipation and errors [15, 260], especially in vis-
cous regions. This might explain the slight wobble beyond the trailing edge on the contours for
each case in Figure 7.7. Due to the inherent dissipation associated with current methods, van
Leer has proposed that split-flux schemes be applied to the Euler equations only [262].
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7.6 Upwind Finite Difference Scheme
The flux vector split Euler equations (7.97) must be solved with an upwind scheme, represented
here by finite differences. Since the governing equation system is hyperbolic in time, for steady
flow simulations the solution process is marched in time until a steady-state solution is obtained.
For simplicity and since explicit schemes are well suited for parallel execution, a split-flux version
of MacCormack’s explicit scheme [120, 241] is employed. This scheme has second-order accuracy
in both space and time.
7.6.1 Explicit Second-Order MacCormack Finite Difference Scheme
MacCormack’s scheme involves a predictor-corrector sequence at each time level. In the pre-
dictor step (which is identical to a first-order upwind explicit scheme), the time derivative is
approximated by a first-order forward time difference rule while all spatial derivatives are ap-
proximated by first-order backward and forward difference rules as appropriate. Applying these
rules to Equation (7.97) gives
1
∆τ
[
(Q̂)n+1i,k − (Q̂)ni,k
]
+
1
∆ξ
[
(Ê+)ni,k − (Ê+)ni−1,k
]
+
1
∆ξ
[
(Ê−)ni+1,k − (Ê−)ni,k
]
+
1
∆ζ
[
(Ĝ+)ni,k − (Ĝ+)ni,k−1
]
+
1
∆ζ
[
(Ĝ−)ni,k+1 − (Ĝ−)ni,k
]
= 0
where ∆τ is the time step, (Q̂)n+1i,k is the intermediate solution, and ∆ξ and ∆ζ are the grid
spacings in the streamwise and radial directions. Since the grid spacings can be selected arbi-
trarily, they are set to unity. This simplifies the related expressions that are to be evaluated by
the scheme, and hence helps to reduce the required computation time and errors resulting from
evaluating the expressions numerically. Rearranging the equation above yields the predictor
equation:
(Q̂)n+1i,k = (Q̂)
n
i,k −
∆τ
∆ξ
[
(Ê+)ni,k − (Ê+)ni−1,k + (Ê−)ni+1,k − (Ê−)ni,k
]
− ∆τ
∆ζ
[
(Ĝ+)ni,k − (Ĝ+)ni,k−1 + (Ĝ−)ni,k+1 − (Ĝ−)ni,k
]
(7.98)
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The corrector step is significantly more involved:
(Q̂)n+1i,k =
1
2
{[
(Q̂)ni,k + (Q̂)
n+1
i,k
]
−∆τ
∆ξ
[
52ξ(Ê+)ni,k +5ξ(Ê+)n+1i,k
]
+
∆τ
∆ξ
[
42ξ(Ê−)ni,k −4ξ(Ê−)n+1i,k
]
− ∆τ
∆ζ
[
52ζ(Ĝ+)ni,k +5ζ(Ĝ+)n+1i,k
]
+
∆τ
∆ζ
[
42ζ(Ĝ−)ni,k −4ζ(Ĝ−)n+1i,k
]}
, (7.99)
where 52ξ (Ê+)ni,k = 5ξ
[
5ξ(Ê+)ni,k
]
= 5ξ
[
(Ê+)ni,k
]
−5ξ
[
(Ê+)ni−1,k
]
=
[
(Ê+)ni,k − (Ê+)ni−1,k
]
−
[
(Ê+)ni−1,k − (Ê+)ni−2,k
]
= (Ê+)ni,k − 2(Ê+)ni−1,k + (Ê+)ni−2,k ,
and similarly, 42ξ (Ê−)ni,k = (Ê−)ni+2,k − 2(Ê−)ni+1,k + (Ê−)ni,k ,
52ζ(Ĝ+)ni,k = (Ĝ+)ni,k − 2(Ĝ+)ni,k−1 + (Ĝ+)ni,k−2 ,
42ζ(Ĝ−)ni,k = (Ĝ−)ni,k+2 − 2(Ĝ−)ni,k+1 + (Ĝ−)ni,k ,
and 4ξ, 4ζ are forwards difference operators, 5ξ, 5ζ are backwards difference operators. Note
that (Ê+)n+1i,k = Ac
+(Q̂)n+1i,k , where Ac
+ terms are based on (Q̂)n+1i,k values. Similar terms can
be obtained in the same way.
Expanding Equation (7.99) yields the corrector
(Q̂)n+1i,k =
1
2
{
(Q̂)ni,k + (Q̂)
n+1
i,k −
∆τ
∆ξ
[
(Ê+)ni,k − 2(Ê+)ni−1,k + (Ê+)ni−2,k + (Ê+)n+1i,k − (Ê+)n+1i−1,k
]
+
∆τ
∆ξ
[
(Ê−)ni+2,k − 2(Ê−)ni+1,k + (Ê−)ni,k − (Ê−)n+1i+1,k + (Ê−)n+1i,k
]
− ∆τ
∆ζ
[
(Ĝ+)ni,k − 2(Ĝ+)ni,k−1 + (Ĝ+)ni,k−2 + (Ĝ+)n+1i,k − (Ĝ+)n+1i,k−1
]
+
∆τ
∆ζ
[
(Ĝ−)ni,k+2 − 2(Ĝ−)ni,k+1 + (Ĝ−)ni,k − (Ĝ−)n+1i,k+1 + (Ĝ−)n+1i,k
]}
.
(7.100)
7.6.2 Stability
The MacCormack scheme in this section has been shown to be conditionally stable in one-
dimension [120, 241]. Von Neumann stability analysis for the two-dimensional Euler equations
involve Jacobian matrices (A and C), but since they do not commute “there are no general
conditions known that are necessary and sufficient for the Von Neumann stability” [120]. How-
ever, it appears that this finite difference scheme remains conditionally stable, and so numerical
experimentation seems to be the only practical method to determine acceptable values for the
time step-size for a given problem [124].
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7.7 Boundary Conditions
The final step in the mathematical component involved with solving the Euler equations is to de-
fine the boundary conditions. The boundary conditions discussed in this section are represented
on a diagram in Figure 7.8. It is essential that proper boundary conditions are implemented
in the numerical solution procedure, otherwise the problem will be ill posed and detrimentally
affect the computations [12].
 
Outer Boundary 
Inner Boundary 
Branch Cut
Kutta Condition 
Figure 7.8. Grid geometry in the physical domain with boundary treatment areas labelled.
7.7.1 Outer Boundary
Treatment of Grid Points along the Outer Boundary
The outer boundary can be treated in many ways, such as applying freestream (Dirichlet)
conditions, or inflow/outflow type conditions [124]. In this work, Dirichlet boundary conditions
will be applied due to their simplicity. Although being overprescribed, there is little difference
in lift forces between this and well-posed characteristic boundary conditions [9] which are harder
to implement.
Flowfield variables ρ, u, w, and p will be fixed to freestream values (denoted by∞ subscripts).
Using the definitions found in Section 7.2, the variables along the outer boundary are non-
dimensionalised as follows
ρ′ =
ρ∞
ρ∞
= 1, u′ =
u∞
U∞
, w′ =
w∞
U∞
, and p′ =
p∞
ρ∞U2∞
.
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Using the relationship between pressure and total energy in Equation (7.55), the dimension-
less solution vector Q from Equation (7.18) becomes
Q =

1
u∞/U∞
w∞/U∞
p∞
(γ−1)ρ∞U2∞ +
1
2(Q
2
2 +Q
2
3)

=

1
cosα
sinα
p∞
(γ−1)ρ∞U2∞ +
1
2
 ,
where U∞ = M∞a∞ =
√
u2∞ + w2∞ is the total freestream velocity ,
u∞ = U∞ cos(α) ,
w∞ = U∞ sin(α) ,
α is the angle of attack, Q22 +Q
2
3 = cos
2(α) + sin2(α) = 1.
Treatment of Grid Points beyond the Outer Boundary
When computations are performed along the line k = km−1, the 5-point stencil of the corrector
in the MacCormack scheme will request data for grid points beyond the outer boundary as
illustrated in Figure 7.9. This will be treated by providing freestream values for the points.
 
Outer Boundary 
(fixed to freestream values) 
Value to find 
Undefined Value
(freestream values enforced)
Figure 7.9. Treatment of undefined grid points beyond the outer boundary in the computational domain.
7.7.2 Inner Boundary
Treatment of Grid Points along the Inner Boundary
The grid points along the inner boundary will be found by extrapolating variables from the
interior solution. The choice of the extrapolation formula is influenced by the work of Gustafs-
son [113]. As stated by Hirsch [120], “with regard to accuracy, an important theorem by Gustafs-
son (1975) proves that, for linear equations, the boundary scheme can be one order lower than
the interior scheme without reducing the global order of accuracy of the complete solution”.
Therefore, an extrapolation scheme which is first-order in both space and time will be used
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(since the interior solution is computed with a second-order scheme). The linear function takes
the form
Xn+1i,1 = 2X
n
i,2 −Xn−1i,3 , (7.101)
where point 1 in the k-direction lies on the solid surface (inner boundary), and X is a generic
variable to represent, for example, ρ or ρu. The implementation procedure is
Step 1. Extrapolate ρ, ρu, ρw and p using Equation (7.101).
Step 2. Apply the slip condition, defined in the next section. This will change
the value of either ρu or ρw.
Step 3. Compute ρet based on the extrapolated p, ρ, ρu and ρw.
Enforcing the Slip Condition
For inviscid flow, there is no friction at the body surface so a non-zero velocity exists at a tangent
to the wall (also known as the slip condition). Since there is no mass flow into or out of the
aerofoil, the velocity perpendicular to the aerofoil is zero and is represented by the relation:
V · n = 0, (7.102)
where n is a unit normal vector at a point on the surface, and V is the velocity vector.
The unit normal vector to the ζ-line in the transformed (curvilinear) coordinate system is
stated by Thompson, Thames and Mastin [254], as
n =
−zξi + xξk√
x2ξ + z
2
ξ
. (7.103)
Combining Equations (7.102) and (7.103) yields
V · n = −zξu+ xξw√
x2ξ + z
2
ξ
= 0 .
Rearranging the equation above, and incorporating the results from Equations (7.30) to (7.35),
gives the relationship
w =
zξ
xξ
u = −ζx
ζz
u . (7.104)
Equation (7.104) is written in the form w = f(u). However, it can also be written in the
form u = f(w). With the time marching approach used, transient velocity values can have
a destabilising effect on the flowfield if only one form of the relationship (7.104) is adopted –
especially at the beginning of a simulation which uses freestream values as initial conditions.
Therefore, both forms, w = f(u) and u = f(w), are computed based on u or w values, respec-
tively, at each time step. The form that offers the smallest absolute computed value for w or u
is then adopted, while the independent variable remains unchanged. As the solution converges,
the two forms will eventually produce identical results.
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Treatment of Grid Points beyond the Inner Boundary
Earlier, the 5-point corrector step of the MacCormack scheme needed special treatment when
applied near the outer boundary. A similar issue exists along the k = 2 grid line immediately
above the inner boundary. The finite difference scheme requires data from beyond the inner
boundary (or aerofoil surface), from a grid point that does not exist, as depicted in Figure 7.10.
Aerofoil Surface 
Undefined Value 
Value to find 
Figure 7.10. Finite difference approximation stencil for the explicit upwind MacCormack scheme, for
grid points next to the inner boundary in the computational domain.
To overcome this problem, the corrector given by Equation (7.99) will remain the same
except for the vertical (ζ) component which will have the 42 and 52 terms neglected. The
42 and 52 terms were explicitly added to maintain the second-order accuracy of the upwind
split-flux version of the scheme [270]. The result is first-order accuracy in the vertical direction,
while maintaining second-order accuracy in the horizontal direction, so the overall order of this
modified boundary scheme is greater than one but less than two. The modified corrector is
illustrated in Figure 7.11, and is represented mathematically by the following equation
(Q̂)n+1i,2 =
1
2
{
(Q̂)ni,2 + (Q̂)
n+1
i,2 −
∆τ
∆ξ
[
(Ê+)ni,2 − 2(Ê+)ni−1,2 + (Ê+)ni−2,2 + (Ê+)n+1i,2 − (Ê+)n+1i−1,2
]
+
∆τ
∆ξ
[
(Ê−)ni+2,2 − 2(Ê−)ni+1,2 + (Ê−)ni,2 − (Ê−)n+1i+1,2 + (Ê−)n+1i,2
]
− ∆τ
∆ζ
[
(Ĝ+)n+1i,2 − (Ĝ+)n+1i,1 + (Ĝ−)n+1i,3 − (Ĝ−)n+1i,2
]
︸ ︷︷ ︸
Same as first-order Equation (7.98) but with updated values.
}
.
 
Aerofoil Surface 
Value to find 
Figure 7.11. Finite difference approximation stencil for the modified explicit upwind MacCormack
scheme, for grid points next to the inner boundary in the computational domain.
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Figure 7.12. Treatment of periodic boundary conditions along the branch-cut in the computational
domain.
7.7.3 Kutta Condition
The Kutta condition will not be enforced explicitly, since numerical experiments have shown
that accurate results are obtained for aerofoils with sharp trailing edges without implementing
any form of the Kutta condition for the Euler equations [120].
7.7.4 Branch-Cut Treatment
Periodic (or re-entrant) boundary conditions have been implemented along the artificial branch-
cut in the grid system. The treatment of periodic boundary conditions is best described by
Thompson [255] – in difference equations “points lying just to the right of the right boundary
are identical with corresponding points just to the right of the left boundary” and “similarly,
points just outside of the left boundary are coincident with points just inside the right boundary”.
This is depicted in stencil form in Figure 7.12. Since the derivatives are all continuous along
the o-grid branch-cut [256], no special treatment is necessary. Thus, grid points along the
branch-cut are treated like any other interior grid point.
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7.8 Solver Design and Computing Resources
Apart from the mathematics required to create an aerodynamics solver, there is also the com-
puter programming component which must be considered. While writing the code, debugging,
and validating the solver requires a significant amount of effort, the first step in creating the
solver is its design. This is particularly important since the flow solver is being written from
scratch. Therefore, a variety of programming elements and design considerations involving the
implementation and operation of the solver will now be addressed.
7.8.1 Performance Considerations
When writing the code, two opposing factors were considered which influenced solver efficiency:
memory and computation time. The solver could have been written with the objective of having
the smallest memory footprint. The impact of this on computation time can be illustrated, for
example, by the calculation of Equation (7.98). The minimum amount of memory could be
allocated to temporarily compute and store one element of one split flux vector at a time.
However, some of the same flux vectors will be needed to compute the predictor solution (Q̂)n+1
for adjacent grid points. Since those intermediate split flux vector values were not retained, they
would need to be recomputed several times throughout the flow domain resulting in significantly
extended computation times. The other extreme would be to aim for the lowest computation
times (fastest performance) by ignoring the memory footprint issue. In this case, enough memory
would be allocated to store all split flux vector values which would have been computed once
only and reused as necessary at each time step. Despite having the largest memory footprint,
this second approach was implemented in the solver. It should be noted that with some clever
programming an optimised solution may be achieved between these two extremes (reducing
memory requirements and maintaining fast performance) at the expense of increased labour and
complexity.
The numerical solution of the Euler equations considered can be achieved with an explicit
or an implicit algorithm. The advantages associated with explicit algorithms are the ease with
which the solution can be formulated and programmed, and can be parallelised with little diffi-
culty. However, a weakness with this approach is that very small time steps must be employed
to maintain numerical stability. Therefore, long run times may result for computations over a
given time interval. In contrast, implicit methods (which could be unconditionally stable) can
adopt much larger time steps which may or may not be helpful depending on the application.
For example, taking large time steps is desirable when a steady state solution is required. This
is because far fewer computed time steps are required over a given time interval which offsets
the increased computational effort needed to obtain a solution at each time step. Consequently,
computer run times with an implicit algorithm will be lower than those from an explicit al-
gorithm. This increase in performance comes at the cost of reduced accuracy in the transient
solution (due to larger truncation errors). If the transient solution is important, say for unsteady
flow or flutter simulations, then smaller time steps would be needed to maintain accuracy which
makes implicit algorithms less attractive [12]. Furthermore, implicit algorithms are complicated
to implement and even more so for parallelised versions. The scaling performance of implicit
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Figure 7.13. Flowchart of Euler solver with van Leer flux splitting (red denotes OpenMP accelerated
portions).
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algorithms with an increasing number of parallel threads is very much dependent upon its im-
plementation. Taking all of these points into consideration, an explicit algorithm was deemed
best suited for the investigation in this chapter.
Another issue concerned the parallel thread implementation. Which software platform should
be used? For parallel programming mainly two options exist, namely Open Multi-Processing
(OpenMP) and message passing solutions such as the Message Passing Interface (mpi). The
latter is used with cluster computer systems, where data is transferred between nodes. While
it can also be used for multiple processors on a single node, the programming effort required
is much higher than for OpenMP which is designed to share memory on an individual node.
Furthermore, contrary to mpi, OpenMP is designed with directives which are incorporated into
a code as comments (albeit specially formatted ones) meaning that a single copy of the source
code needs to be maintained. Consequently, the same source code can be compiled to produce a
parallel software version (with a compatible compiler) or a serial software version (if all comments
are ignored). For these reasons, OpenMP was used here.
After deciding to adopt OpenMP, the Euler solver was first coded to operate in serial
mode only. The next step was to modify this solver to perform computations in a paral-
lel manner (with the ability to regulate the number of parallel threads used). The objec-
tive here was to parallelise as many coded loops as possible to reduce computation time, as
shown in Figure 7.13. This was achieved by inserting compiler directives into the source code.
!$OMP PARALLEL DEFAULT(PRIVATE) SHARED(Qhat,...) marked the start of the parallel sec-
tion inside the main iteration loop. The thread numbers were limited with !$OMP NUM_THREADS().
The directives !$OMP DO and !$OMP END DO were placed at the start and end of each of the loop
blocks within the predictor and corrector steps, where intensive computations took place to
calculate the flow variables for each grid point at each time level. The parallel section was then
terminated after the last loop in the corrector step with the !$OMP END PARALLEL directive.
As the solver was being developed, some results were forced to display in the command
window for debugging purposes. Benchmarking showed that displaying results lengthened com-
putation times which reduced performance. Therefore, reporting results is disabled by default
(although it can be re-enabled by a user).
7.8.2 Other Considerations
Other design aspects were also integrated into the code. The code was written to be extensible,
meaning that new capabilities could be added with small code changes. This is illustrated with
the OpenMP parallelisation and similarly other abilities were introduced through heavy use of
subroutines and functions (resulting in a very short main program). This approach made the
code more readable, aids maintainability and meant that these modular elements could be coded
and tested in isolation before being used in the solver. For example, the grid generation solver
was contained in a separate program (although it could have easily been integrated into this
program as a function or subroutine). Also subroutines were used to apply initial conditions
and certain boundary conditions to the flowfield, and read data from and write data to files as
needed. This modularity allowed many of the subroutines and functions developed earlier for
the Steger and Warming solver to be reused in the van Leer solver. In addition, some robustness
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&SOLVER_PARAMETERS
GRID_INPUT_FILE = ’C:\circle.dat’
SOLVER_OUTPUT_FILE = ’C:\circle_-30deg_M=020.out’
gamma = 1.4
R_const = 287
Temp = 288.16
MachNo = 0.2
alpha = -30
pressure = 101325
EULER = .TRUE.
Turbulence_Model = 0
Solver_type = 2
Timestep = 10E-7
IterMAX = 500000
ErrorTol = 1E-12
ReportFreq = 100
/
Figure 7.14. Sample configuration file for the Euler solver.
Table 7.1. Definitions for variables listed in the Euler solver configuration file.
Definition Physical NAMELIST UnitsVariable Variable
Ratio of specific heats γ gamma –
Specific (universal) gas constant R R_const J/(kg K)
Absolute temperature T Temp K
Mach number M MachNo –
Angle of attack α alpha degrees
Pressure p pressure Pa
Implement Euler or Navier-Stokes solver – EULER –
(Options: .TRUE. or .FALSE.)
Turbulence model to implement – Turbulence_Model –
Solver method to implement – Solver_type –
(Options: 1 – first order upwind explicit, or
2 – second order MacCormack explicit)
Time step to implement ∆τ Timestep seconds
Maximum number of iterations – IterMax –
Error tolerance – ErrorTol –
Frequency to output error norms – ReportFreq –
(as a function of number of iterations)
was added to the code via error checking conducted at the start of the solver, as shown in
Figure 7.13.
7.8.3 Usability and Data Structure
Solving a problem using the compiled code requires two input files files, namely a configuration
file (typically with a .nml extension, since it contains a Fortran NAMELIST) and a grid file (typ-
ically with a .dat extension). To start the program, launch the command prompt in Windows
and enter the command solver.exe <config file> where solver.exe and the parameter
<config file> represent the name and location of the compiled code and configuration file,
respectively.
The configuration file is simply a text file containing the settings needed to solve a problem.
It also contains a reference to the grid file produced using the algorithm in the previous chapter.
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Figure 7.15. Windows graphical user interface for batch mode processing using the Euler solver.
Figure 7.16. Windows graphical user interface for entering data needed by the solver for a given case.
The format adopted is shown by a sample file in Figure 7.14. While the first two lines of the
configuration file relate to the input and output files used, definitions for the remaining variables
are described in Table 7.1. Although International System of Units (si units) are specified, other
units could be used provided they are consistent for all variables.
To set up a case for execution, the user can create the file manually in any text editor or
can use a Windows-based graphical user interface (gui) developed to interface with the solver.
As illustrated in Figures 7.15 through to 7.17, the gui increases the solver’s usability by: (1)
aiding with problem setup, (2) minimising user mistakes (which also increases robustness), and
(3) executing multiple problems sequentially in batch mode. With respect to point (2), default
values are provided for many of the settings and these work for a wide range of problems where
air is the flow medium.
Once the solver has finished execution, an output file is generated with the extension .out.
This file is designed to be self-contained (not reliant on the original configuration file). In other
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Figure 7.17. Error checking used to improve Euler solver robustness and minimise user mistakes.
TITLE = SOLVER RESULTS
VARIABLES = "I" "K" "x/c" "z/c" "rho" "u-velocity" "w-velocity" "total energy" "cp"
DATASETAUXDATA MachNo = " 0.6300"
DATASETAUXDATA Alpha = " 2.0000"
DATASETAUXDATA Temperature = " 288.1600"
DATASETAUXDATA Pressure = " 101325.0000"
DATASETAUXDATA Gamma = " 1.4000"
DATASETAUXDATA R_const = " 287.0000"
DATASETAUXDATA Timestep = " 1.00000E-06"
DATASETAUXDATA Error_Tolerance = " 1.00000E-12"
DATASETAUXDATA Inviscid_Solution = "TRUE"
DATASETAUXDATA Solver_Type = "2nd Order, Explicit (MacCormack), Flux-Vector Split (van Leer)"
DATASETAUXDATA Max_Iterations = " 500000"
DATASETAUXDATA Num_Computed_Iterations = " 408423"
DATASETAUXDATA Computation_Time_minutes = " 37.4799"
ZONE T = "Fluid", I=201, K=101, C=BLACK, F=POINT, DT=(SINGLE)
1 1 1.000000E+00 0.000000E+00 2.014603E+00 0.000000E+00 -2.078802E-01 2.039067E+05 2.237616E+00
2 1 9.997532E-01 -3.537411E-05 1.922081E+00 2.053608E+02 2.939256E+01 2.306014E+05 2.110917E+00
Figure 7.18. Sample output file for the Euler solver. Flowfield results data is truncated after the first
two lines.
words, apart from writing out flowfield variables for the entire domain, the details of the case
itself are included in the output file as well as other statistics such as the number of iterations
computed and the wall clock time. An example is printed in Figure 7.18, and it shows that
the data is in ascii format rather than the more compact binary format. This allows the data
to be easily interrogated manually or imported into various software packages (i.e. Matlab,
Microsoft Excel, etc.) for further manipulation. The structure of the output file is designed to
work natively with Tecplot postprocessing software. If the ReportFreq is greater than zero for
a given case, a second output file will be generated with the extension .ou2. This optional file
contains norms of all flux variables and a lift coefficient, computed during the simulation when
the iteration number is a multiple of the ReportFreq variable. As shown in Figure 7.19, this
file is formatted similarly to the regular output file. While the grid file used in the simulation
is required as an input file for the solver (to provide grid dimensions and metrics), it too is an
output file from the grid generation solver. Consequently, it shares the same format as the other
two output files reported earlier (see Figure 7.20).
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TITLE = ADDITIONAL SOLVER RESULTS
VARIABLES = "Iteration Number" "rho norm" "rho-u norm" "rho-w norm" "rho-et norm" "cp norm" "lift coefficient"
DATASETAUXDATA Solver_Results_File = "C:\M=063_201x101_VL.out"
DATASETAUXDATA Report_Frequency = " 100"
ZONE T = "Fluid", C=BLACK, F=POINT, DT=(SINGLE)
100 2.667785E-06 1.991227E-06 3.115046E-06 1.710864E-05 1.455154E-05 2.411440E-01
200 1.550473E-06 1.176817E-06 1.883170E-06 9.746071E-06 8.174942E-06 2.149521E-01
Figure 7.19. Sample supplementary output file for the Euler solver. Flowfield variable norms and lift
coefficient data is truncated after the first two lines.
TITLE = AFGRID CODE
VARIABLES = "I", "K", "Xi", "Zeta", "X", "Z", "d(xi)/dx", "d(xi)/dz", "d(zeta)/dx", "d(zeta)/dz", "Jacobian"
ZONE T="INITIAL GRID", I=301, K=101, C=BLACK, F=POINT, DT=(SINGLE)
1 1 0 0 1.000000E+00 0.000000E+00 0.000000E+00 -9.549995E+01 1.052631E+01 0.000000E+00 1.005262E+03
2 1 1 0 9.998903E-01 -1.047121E-02 -2.000001E+00 -9.547900E+01 1.052401E+01 -2.204395E-01 1.005263E+03
Figure 7.20. Sample grid file for the Euler solver. Grid metrics data is truncated after the first two
lines.
7.8.4 Hardware and Software
The Intel Visual Fortran Compiler 9.1 (standard edition) for Windows, which supports OpenMP,
coupled with Microsoft Visual Studio 2005, was expected to offer the best performance for Intel
processor under investigation. The compiler options were set to optimise for maximum speed
on Pentium IV and additional Intel processors, together with /QaxB and /fast which were
empirically found to reduce execution time. The personal computer consisted of an Intel 2.4 GHz
Core 2 Quad Q6600 processor with 8mb L2 cache and 1,066 MHz front side bus, Gigabyte-
branded motherboard with an Intel G965 chipset and Corsair-branded 2x1 Gb ddr2 800 MHz
dual channel memory, running Microsoft Windows xp Professional Service Pack 2.
7.9 Test Details
As stated earlier, the aim of this chapter is to measure the performance of an Intel quad-core
processor for a practical test case with a nonlinear cfd solver. Thus far, the details regarding
the solver and computational platform have been described. The remaining information needed
to achieve the aim, is the test procedure itself.
The two-dimensional Euler equations will be marched in time to compute the steady flowfield
around a naca 0012 aerofoil at 2◦ angle of attack at a freestream Mach number of 0.63. The
resulting pressure distribution will be presented with the well-known numerical inviscid solution
by Lock [157] in Figure 7.22. The computations for this test case will be performed in double
precision accuracy, on an o-type structured grid system developed in Chapter 6. Figure 7.21
shows the grid system used for the simulation, which has the outer boundary located at a
distance of eight chord lengths from the centre of the aerofoil. To investigate the effect grid
size has on performance, coarse (100 streamwise points by 50 radial points), medium (200 by
100) and fine (400 by 200) meshes have been created. A distribution ratio of two to one was
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Figure 7.21. Grid system used in the simulations: (left) full view; (right) grid region near the naca 0012
aerofoil.
chosen, so that the cells would have an aspect ratio of one to one near the aerofoil to minimise
grid line skewness. Freestream fluid values at sea level conditions for ambient air were used
as initial conditions. The solution will be deemed converged when the Euclidean norm of the
difference of the computed solution between any two consecutive time levels, divided by the total
number of grid points, is less than 10−10 for each of the flux variables, or when the scheme has
reached 5× 105 iterations. A time step of about 4.3× 10−4 (equal to two microseconds), found
empirically, seems to provide a numerically stable solution for this problem with the boundary
conditions used.
7.10 Results and Discussions
Adopting the serial code computation time as the benchmark, the performance results illustrated
in Figure 7.22 show that a substantial reduction in execution time is achieved with a multi-
core pc. However, with only one thread the speedup is reduced by 2.5% to 3.3% due to the
overhead associated with enabling OpenMP. As the number of threads increased, the speedup
associated with the quad-core processor varied approximately linearly with the thread number.
Furthermore, a larger speedup is seen with the coarse and medium grids when compared to
the fine grid. In regards to the coarse and medium grid results, a maximum speedup of 350%
(which is slightly below the ideal value of 400%, most likely due to communication overhead)
was achieved using four threads. The disparity between the two smaller grids is attributed to
the OpenMP overhead to computation ratio per iteration being higher for the coarse grid than
for the medium grid. In other words, each outer loop iteration performs computations for all
of the grid points in the streamwise direction along a given radial level. Since the medium
grid contains more nodes than the coarse grid, the computation work done per iteration is
greater for the medium grid while the OpenMP overhead is the same for each grids. Therefore,
the proportion of time per iteration spent by OpenMP to distribute the workload is larger
for the coarse grid compared to the medium grid, and this results in a slight reduction in the
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Figure 7.22. (left) Pressure coefficient distribution for naca 0012 aerofoil; (right) comparison of com-
puting speedups for different thread modes.
speedup for the coarse grid. As for the fine grid, the speedup rose to a maximum of 256%. This
significant reduction in performance, compared to the coarser grids, is suspected to be caused by
inadequate front side bus bandwidth. The coarse and medium grids occupied approximately 1.5
and 6.1 Mb of memory, respectively, which the faster cache memory could accommodate. Thus,
the computations were limited by processor speed, whereas the fine grid required about 24 Mb,
which could only fit in the slower main memory whose accessibility restricted the computation
speed.
The results for the smaller grids have demonstrated that the new multi-core architecture
offers similar scaling performance to older shared memory multiprocessor architecture [133]. The
execution time using four threads was under ten minutes for the coarse and medium grids, and
about fifty minutes for the fine grid. When moving from two- to three-dimensional simulations,
computer requirements increase rapidly both in terms of processing power and memory. While
memory is typically limited to a maximum of 8 Gb for a pc at present, which would be sufficient
for three-dimensional simulations, the computation time for a fine grid is expected to be in the
order of days. For these types of larger simulations, a cluster computer system could produce
results more rapidly although this would be dependent upon factors including the communication
to computation ratio (which may limit scalability) and accessibility to the cluster (without
waiting in a queue).
Therefore, as computational power increases more versatile and general but less computa-
tionally efficient codes will be adopted [201]. As an example, with the processing speed of a
quad-core pc, a two-dimensional Euler solver could replace popular full potential and transonic
small disturbance [160, 162] solvers, which are limited to the potential flow regime, supercritical
flows with weak embedded shock waves, thin aerofoils and small angle of attacks.
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8Conclusion
The complexity associated with flutter solutions, using both physical and computational ap-
proaches, was revealed as part of the journey through the literature on flutter methods. Even
though the physical approach is the most appropriate method to investigate the Nomad’s flap-
eron flutter presently, the constraints of this project meant that the scope of this work was
limited to the computational approach. Due to the thickness of the wing, coupled with the high
deflection angle for the flaps, and a positive overall angle of attack of the wing itself meant that
a nonlinear aeroelastic simulation was deemed necessary for an accurate flutter analysis. How-
ever, in comparison to linear aeroelastic methods typically used in industry, nonlinear aeroelastic
methods need significant development in many areas before they can be applied to problems
like the Nomad. Therefore, the purpose of this research work was to investigate unresolved ele-
ments associated with the complex nonlinear aeroelastic solution while focusing on the Nomad
where possible. In this way, the outcomes could be integrated, either directly or with some
modifications, with an accurate flaperon flutter analysis conducted in the future. The nonlinear
aerodynamics component in nonlinear aeroelastic computations had been reported to be the
least reliable component in these types of computations, and also the most expensive (drawing
over 90% of the total computational effort involved, including grid generation). Hence, the fo-
cus of the research work related to nonlinear cfd – in particular, turbulence modelling, grid
generation and the computational cost involved.
Very little is known about the Nomad’s occasional flaperon flutter, except that it occurs
at about 100 knots when the aircraft is coming in to land. Flow phenomena around high-lift
wings, like that of the Nomad, are not well understood under take-off and landing conditions.
Thus, it would be advantageous to acquire knowledge of the conditions surrounding the Nomad’s
flaperon flutter. No such examination had been reported in the open literature prior to this work.
Therefore, a cfd based investigation was undertaken to study the local flowfield structures
around this configuration, focusing specifically on turbulence effects and the flow through the
spaces between the main aerofoil element and the two flaps. Due to the excessive computational
requirements and other issues associated with dns and les methods, a rans simulation was
conducted using fluent (an advanced commercial cfd package). Since a simulation is only as
good as its ability to represent the real physics, it was also valuable to study how well different
turbulence models performed around the Nomad wing in its landing configuration – especially
given the flow separation expected around the flaperon itself. This was achieved by comparing
simulation results with limited wind-tunnel data used in the original design of the Nomad. The
investigation was restricted to two cases for which experimental data was available, and the flow
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conditions associated with that data (namely two-dimensional, steady flow). One case involved
undeflected flaps, and the other had front and rear flaps deflected at 30 and 60, respectively. The
latter case was of special interest since it resembled the landing configuration and conditions
for which flutter was reported. It showed confluent boundary layer and slot flow behaviour
(between the aerofoil elements). The flow was predicted to be attached everywhere except for
two locations: (1) behind the main wing element where cove separation was present; and (2)
behind the flaperon where a significant separated region existed. Since the rans turbulence
models (and wall modelling) used are not designed for these sorts of extreme conditions, the
pressure distribution results were compared with experimental data from the manufacturer. For
the main aerofoil element, with a moderate angle of 12 degrees relative to the airflow, there
was very good agreement with simulated results and experiment, and the relative difference
between predicted section lift coefficient and the experimentally measured one was 6.6% or
less. While no experimental data was available for the front and rear (flaperon) flaps with
high deflection angles of 42 and 72 degrees, respectively, relative to the airflow, comparisons
were made amongst the results from the different turbulence models used. They showed large
variations in pressure distributions. Thus, the results are strongly influenced by the selected
turbulence model and consequently are clearly questionable for steady flow simulations. To put
these results into perspective, outcomes from other researchers reported earlier in this thesis
showed that steady, viscous flow results at 15 degrees angle of attack were acceptable, while
unsteady pressure distributions at that angle were grossly inaccurate. Therefore, if the Nomad
simulations are extended to the unsteady flow case needed for flutter analysis, it is expected
that pressure distributions around the flaperon will be totally unreliable when computed with
existing rans turbulence models coupled with wall modelling.
A need was identified to create an efficient grid generation algorithm since the production
of field grids needed for nonlinear aerodynamics computations can be very laborious and take a
lot of computational effort to create, especially for the moving geometries needed for aeroelastic
simulations. Such an algorithm was developed, which generated a structured o-grid around
a single body of arbitrary shape in two and three dimensions by solving a system of elliptic
Laplace or Poisson equations. What separates this algorithm from others is the implementation
of a variety of acceleration techniques, such as over-relaxation, the method of false transients
and the approximate factorisation technique, to enhance the convergence rate. The total compu-
tation times for this new algorithm were found to be significantly less than those incorporating
the psor and lsor schemes. It was observed that if the present scheme is numerically stable
and converged, a correct final grid system can always be obtained (independent of the form of
its initial grid system), and hence, makes the process suitable for an automatic grid genera-
tion computer code. No restrictions are enforced on the shape of the boundaries, which may
even be time-dependent. Although, the superiority of the grid generation schemes have been
demonstrated for the automatic grid generation problem, they can be applied to other problems
requiring the solution of a set of elliptic pdes.
With over 60% of the total computational effort of nonlinear aeroelastic simulations con-
sumed by the nonlinear cfd calculations, a key challenge is reducing this cost. One way of
achieving this is through more efficient algorithms (as with grid generation in Chapter 6), al-
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though an alternative and/or complementary approach is to exploit rapidly advancing computer
technology. Typically, computation times of aerodynamics solvers are reduced by using very
expensive supercomputer or cluster computer systems. Consequently, research predominantly
focuses on large-scale computations and associated issues using such systems. However, modern
desktop pcs have been quoted to offer the same performance as a decade old supercomputer.
Until several years ago, pcs used to contain single-core central processing units. The drive
to increase pc performance has led to a massive change in architecture with the emergence
of multi-core processors built into one (single socket) chip. The release of Intel’s first general
purpose quad-core processor to the public late in 2006 (during this research work) raised the
question: “What sort of scaling performance can a relatively cheap Intel quad-core based pc offer
to accelerate very demanding higher-order cfd computations?” This was studied with a two-
dimensional cfd problem using OpenMP to accelerate an Euler solver developed from scratch
using the Fortran programming language. With coarse grids, an excellent speedup of 350% was
achieved, while for fine grids the speedup was 256%. The reduction in turnaround times with
the Euler code and a multi-core pc will make it attractive in aeroelasticity analysis work, where
a large number of simulations need to be executed; improving the accuracy of aerodynamic
computations (compared with the full potential and transonic small disturbance equations) in
the preliminary design of aircraft wings; or can even be used as an educational tool for students
studying computational aerodynamics and mathematics. Furthermore, for larger problems, this
information serves as a reference for developers of hybrid mpi/OpenMP algorithms for cluster
computer systems.
8.1 Future Work
During the first two years of this research, unbeknownst to the author, Boeing conducted further
investigations into the Nomad’s flaperon flutter in parallel with the work published in this thesis.
The results of Boeing’s efforts were published in 2007 [233]. At face value, the work is very
thorough and seems to bring closure to the problem. While the experimental gvt component
provides a valuable insight into the issue, one critical assumption casts doubt on the numerical
results presented. The definition for classical flutter is stated to involve “a coupling of two
(or more) natural vibration modes”, and that “classical flutter can be accurately predicted
even with very approximate aerodynamics”. Both statements are correct, and this is their
justification to use linear (dlm) aerodynamics for the flutter solution. However, the paper
failed to also mention that classical flutter applies only to potential flow conditions, where
no flow separation occurs [36, 73, 177, 277]. Yet, as part of the same investigation, it was
also reported that during flight tests a “large separated flow region” was observed and this
directly contradicts their justification for the method used. The significant flow separation,
which confirms suspicions earlier in this thesis as well as computed cfd results, makes this
a nonclassical flutter problem. The aerodynamically induced nonlinearity becomes incredibly
important for nonclassical flutter cases, and modelling the system as a linear one produces
questionable results as illustrated in Chapter 3. Therefore, the conclusions drawn in the paper
may not be entirely accurate. However, presently it is not possible to accurately model separated
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unsteady flow, like that around the Nomad’s highly deflected flaperon, making linear analysis
the only practical computational option despite its substantial limitations. So Boeing’s work
can be used for future comparisons with results obtained from other experimental methods
(which account for aerodynamic nonlinearities), or more accurate numerical methods as they
are developed.
To this end, the work presented in this thesis provides the foundation for further investi-
gations into the nonlinear aeroelastic elements treated. The aerodynamic simulations could be
extended to three-dimensional unsteady flow, possibly with the les turbulence model, in order to
advance our understanding of the turbulence effects for the Nomad’s flaperon-configured aerofoil.
The grid generation algorithms developed can be extended to create grids for multi-connected
arbitrarily shaped bodies in two or three dimensions. Finally, the computation acceleration of-
fered by recently developed technologies (for ordinary pcs) could be investigated by optimising
the existing two-dimensional Euler code for the new architecture. Of great interest are relatively
inexpensive high-end graphics card based solutions, such as amd/ati’s Close To Metal (ctm) [2]
and Nvidia’s Compute Unified Device Architecture (better known as cuda) [193], which offer
performance of up to 1.2 teraflops per card for single precision calculations and 240 gigaflops
in double precision. An alternative is Intel’s Tera-scale research project [131], which has created
an 80-core prototype processor that delivers in excess of 1 teraflops.
8.1 Future Work 124
Appendices
Appendix A: Nomad N22 B Specifications
The following general characteristics and performance summary have been sourced from a
brochure for the Government Aircraft Factories Nomad N22 B [104] (copyright Commonwealth
of Australia reproduced by permission) and are listed verbatim.
General characteristics
Overall dimensions
Wing span 54.0 ft 16.46 m
Length 41.2 ft 12.57 m
Height (tail section) 18.12 ft 5.52 m
Main wheel track 10.6 ft 3.23 m
Wheel base 12.0 ft 3.66 m
Propeller ground clearance 4.0 ft 1.22 m
Wing area and loadings
Wing area 324.0 ft2 30.2 m2
Wing loading at max. gross weight 26.2 lbs/ft2 127.9 kg/m2
Power loading at max. gross weight 10.2 lbs/eshp 4.64 kg/eshp
Cabin dimensions and volume (excluding flight deck)
Cabin length 17.5 ft 5.34 m
Cabin height 5.13 ft 1.57 m
Cabin volume 360 ft3 10.2 m3
Cabin door size 4.06 ft×4.33 ft 1.24 m×1.32 m
Baggage compartment volume (nose) 28 ft3 0.79 m3
Baggage compartment volume (rear) 30 ft3 0.85 m3
Engine ratings
Take off 416 eshp 400 shp
Maximum continuous 400 eshp 385 shp
Maximum cruise 380 eshp 366 shp
Fuel capacity†
Normal internal tanks (usable) 227 Imp gals 1030 lit
268 U.S. gals
Weights
Maximum take-off 8500 lbs 3856 kg
Maximum landing 8500 lbs 3856 kg
Typical operating empty
4730 lbs 2146 kg(including commercial interior and avionics)
Maximum fuel capacity (usable)† 1793 lbs 813.5 kg
Landing gear (Tyre size and inflation pressure)
Nosewheel
8.00×6
35 p.s.i. 241.1 KPa
Mainwheels (dual)
8.00×6
29 p.s.i. 199.8 KPa
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Performance summary
Take-off distance – sea level ISA
STOL Ground roll 600 ft 183 m
Distance over 50 ft 1050 ft 320 m
FAR 23 Ground roll 800 ft 244 m
Distance over 50 ft 1360 ft 415 m
Landing distance – sea level ISA
STOL Ground roll 250 ft 76 m
Distance over 50 ft 635 ft 194 m
FAR 23 (no reverse thrust) Ground roll 655 ft 200 m
Distance over 50 ft 1150 ft 351 m
Stalling speed – power off
Flaps retracted 68 knots EAS 126 km/hr
Flaps extended 49 knots EAS 91 km/hr
Rate of climb – sea level ISA
Two engines take-off rating 1440 ft/min 439 m/min
max. cruise rating 1260 ft/min 384 m/min
Single engine max. continuous 220 ft/min 67 m/min
Service ceiling – ROC = 100 ft/min 8000 lbs (3629 kg) AUW
Two engines max. cruise rating 22500 ft 6858 m
Single engine max. continuous rating 10000 ft 3050 m
Max. cruise speed – ISA, 5000 ft (1525 m) 169 kt 313 km/hr
Cruise speed 90% power ISA 5000 ft 165 kt 306 km/hr
All performance quoted at 8500 lbs (3856 kg) TO weight.
The payload range below is based on a typical commercial interior, one crew, 135 lbs avionics
allowance, ISA conditions, 45 mins. fuel reserve, and cruise at 10000 ft.
Range Payload
Long range cruise speed 145 knots TAS
50 NM 92.5 km 3300 lbs 1496 kg
860 NM 1590 km 1617 lbs 733 kg
Max. cruise speed (168 knots TAS)
50 NM 92.5 km 3280 lbs 1470 kg
730 NM 1352 km 1617 lbs 733 kg
† Design for further integral fuel tankage of 550 lbs (250 kg) of fuel has reached an advanced
stage and will be offered as optional.
Appendix A: Nomad N22 B Specifications 126
Appendix B: Nomad Flaperon Operation
The following photos, sourced from a brochure for the Government Aircraft Factories Nomad [104],
show the operation of the flaperon in various flight conditions.
Figure B.1. Assorted flaperon positions [104]. Copyright Commonwealth of Australia reproduced by
permission.
Appendix B: Nomad Flaperon Operation 127
Appendix C: Nomad Aerofoil Geometry
The Government Aircraft Factories Nomad wing cross-section, shown in Figure C.1, is a three
element aerofoil based on a naca23018 profile [1] with modifications around the leading and
trailing edges, where deviating coordinates were measured from a 50% scale engineering drawing
of the wing [103]. The non-dimensionalised coordinates are presented below, with undeflected
flap elements. Note that if the front flap is rotated around its pivot point, then the rear flap
(and its pivot point) are also rotated.
Front Flap Pivot Point
(0.75306, -0.18317)
Rear Flap Pivot Point
(0.81819, -0.08909)
Figure C.1. Government Aircraft Factories Nomad wing cross-section.
Main Aerofoil Element Front Flap Rear Flap (Flaperon)
x/c y/c x/c y/c x/c y/c x/c y/c
0.72325 0.05561 0.00000 -0.00249 0.79653 0.04243 1.00000 0.00000
0.71386 0.05711 0.00197 -0.01759 0.78641 0.04433 0.99999 0.00016
0.70406 0.05867 0.00393 -0.02351 0.77660 0.04616 0.99989 0.00046
0.69425 0.06023 0.00590 -0.02682 0.76680 0.04797 0.99969 0.00073
0.68444 0.06179 0.00787 -0.02946 0.75700 0.04976 0.99940 0.00093
0.67464 0.06335 0.00983 -0.03166 0.75210 0.05061 0.99900 0.00103
0.66483 0.06492 0.01180 -0.03353 0.74720 0.05115 0.98921 0.00303
0.65502 0.06648 0.01377 -0.03513 0.74229 0.05147 0.97941 0.00503
0.64521 0.06804 0.01573 -0.03651 0.73739 0.05149 0.96962 0.00703
0.63541 0.06960 0.01819 -0.03783 0.73249 0.05123 0.95983 0.00903
0.62560 0.07116 0.02114 -0.03938 0.72759 0.05067 0.95003 0.01103
0.61579 0.07273 0.02410 -0.04067 0.72286 0.04986 0.94024 0.01303
0.60598 0.07429 0.02705 -0.04174 0.71744 0.04861 0.93045 0.01503
0.59617 0.07585 0.03098 -0.04286 0.71202 0.04702 0.92065 0.01703
0.58636 0.07741 0.03492 -0.04371 0.70660 0.04506 0.91085 0.01902
0.57654 0.07896 0.03885 -0.04436 0.70119 0.04283 0.90106 0.02102
0.56673 0.08032 0.04377 -0.04499 0.69577 0.04021 0.89126 0.02302
0.55692 0.08166 0.04869 -0.04564 0.69035 0.03714 0.88146 0.02502
0.54710 0.08297 0.05459 -0.04637 0.68494 0.03362 0.87167 0.02702
0.53729 0.08425 0.06443 -0.04740 0.67952 0.02970 0.86187 0.02902
0.52748 0.08550 0.07427 -0.04862 0.67410 0.02554 0.85207 0.03102
0.51766 0.08673 0.08410 -0.05000 0.66868 0.02075 0.84227 0.03302
0.50784 0.08792 0.09394 -0.05150 0.66327 0.01512 0.83247 0.03491
0.49803 0.08908 0.10378 -0.05308 0.65785 0.00878 0.82232 0.03637
0.48821 0.09021 0.11362 -0.05470 0.65243 0.00104 0.81257 0.03678
0.47839 0.09130 0.12346 -0.05632 0.64810 -0.00940 0.80281 0.03575
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Main Aerofoil Element Front Flap Rear Flap (Flaperon)
x/c y/c x/c y/c x/c y/c x/c y/c
0.46857 0.09236 0.13329 -0.05790 0.64593 -0.01624 0.79306 0.03317
0.45875 0.09339 0.14313 -0.05940 0.64539 -0.01904 0.78331 0.02902
0.44893 0.09438 0.15319 -0.06073 0.64485 -0.02587 0.77356 0.02358
0.43911 0.09533 0.16299 -0.06234 0.64507 -0.03098 0.76814 0.02013
0.42929 0.09624 0.17280 -0.06382 0.64548 -0.03293 0.76381 0.01657
0.41947 0.09711 0.18262 -0.06516 0.64745 -0.03760 0.75981 0.01269
0.40964 0.09794 0.19243 -0.06637 0.64942 -0.04032 0.75623 0.00872
0.39982 0.09872 0.20225 -0.06748 0.65238 -0.04303 0.75298 0.00453
0.38999 0.09946 0.21207 -0.06847 0.65568 -0.04505 0.74973 -0.00006
0.38016 0.10015 0.22189 -0.06936 0.65830 -0.04618 0.74648 -0.00567
0.37034 0.10080 0.23172 -0.07016 0.66225 -0.04740 0.74431 -0.01141
0.36051 0.10139 0.24155 -0.07086 0.66652 -0.04817 0.74377 -0.01330
0.35068 0.10193 0.25137 -0.07147 0.67113 -0.04872 0.74323 -0.01667
0.34084 0.10242 0.26121 -0.07200 0.67607 -0.04897 0.74377 -0.01995
0.33101 0.10285 0.27104 -0.07246 0.68100 -0.04887 0.74431 -0.02125
0.32118 0.10322 0.28087 -0.07283 0.68593 -0.04838 0.74648 -0.02417
0.31134 0.10353 0.29071 -0.07314 0.69087 -0.04778 0.74875 -0.02579
0.30150 0.10377 0.30054 -0.07338 0.69580 -0.04717 0.75081 -0.02680
0.29167 0.10395 0.31038 -0.07355 0.70074 -0.04655 0.75406 -0.02806
0.28183 0.10406 0.32022 -0.07365 0.70567 -0.04587 0.75731 -0.02904
0.27198 0.10409 0.33006 -0.07370 0.70666 -0.04569 0.76056 -0.02980
0.26214 0.10405 0.33991 -0.07369 0.70863 -0.04504 0.76381 -0.03038
0.25230 0.10393 0.34975 -0.07362 0.71061 -0.04403 0.76814 -0.03102
0.24245 0.10372 0.35960 -0.07350 0.71258 -0.04236 0.77248 -0.03156
0.23260 0.10343 0.36944 -0.07332 0.71456 -0.03923 0.77639 -0.03195
0.22275 0.10304 0.37929 -0.07310 0.71653 -0.03002 0.78191 -0.03234
0.21290 0.10255 0.38914 -0.07283 0.71949 -0.02028 0.78765 -0.03239
0.20304 0.10196 0.39899 -0.07251 0.72245 -0.01327 0.79306 -0.03218
0.19318 0.10126 0.40884 -0.07214 0.72640 -0.00662 0.80281 -0.03154
0.18332 0.10044 0.41869 -0.07174 0.73134 0.00034 0.81257 -0.03056
0.17346 0.09950 0.42854 -0.07129 0.73627 0.00635 0.82217 -0.02928
0.16359 0.09842 0.43840 -0.07080 0.74121 0.01178 0.83204 -0.02786
0.15298 0.09696 0.44825 -0.07027 0.74614 0.01639 0.84192 -0.02628
0.14349 0.09551 0.45810 -0.06971 0.75108 0.02033 0.85180 -0.02469
0.13393 0.09384 0.46796 -0.06911 0.75602 0.02373 0.86167 -0.02310
0.12430 0.09192 0.47782 -0.06847 0.76095 0.02665 0.87155 -0.02151
0.11463 0.08973 0.48767 -0.06780 0.76589 0.02915 0.88143 -0.01993
0.10384 0.08694 0.49753 -0.06710 0.77082 0.03148 0.89131 -0.01834
0.09520 0.08440 0.50739 -0.06636 0.77576 0.03358 0.90118 -0.01675
0.08763 0.08195 0.51725 -0.06559 0.78070 0.03568 0.91106 -0.01516
0.08008 0.07925 0.52711 -0.06479 0.78563 0.03778 0.92094 -0.01357
0.07363 0.07673 0.53697 -0.06397 0.79057 0.03989 0.93082 -0.01199
0.06720 0.07400 0.54683 -0.06311 0.79653 0.04243 0.94070 -0.01040
0.06081 0.07104 0.55669 -0.06223 – – 0.95058 -0.00881
0.05553 0.06839 0.56656 -0.06132 – – 0.96047 -0.00722
0.05029 0.06555 0.57642 -0.06038 – – 0.97035 -0.00563
0.04510 0.06250 0.58628 -0.05942 – – 0.98023 -0.00404
0.03997 0.05923 0.59615 -0.05843 – – 0.99011 -0.00246
0.03593 0.05643 0.60601 -0.05742 – – 0.99900 -0.00103
0.03194 0.05346 0.61588 -0.05639 – – 0.99940 -0.00093
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Main Aerofoil Element Front Flap Rear Flap (Flaperon)
x/c y/c x/c y/c x/c y/c x/c y/c
0.02802 0.05029 0.62081 -0.05570 – – 0.99969 -0.00073
0.02419 0.04688 0.62180 -0.05531 – – 0.99989 -0.00046
0.02045 0.04321 0.62278 -0.05480 – – 0.99999 -0.00016
0.01773 0.04025 0.62377 -0.05414 – – 1.00000 0.00000
0.01508 0.03708 0.62476 -0.05328 – – – –
0.01254 0.03383 0.62574 -0.05216 – – – –
0.01013 0.03052 0.62673 -0.05059 – – – –
0.00844 0.02788 0.62772 -0.04752 – – – –
0.00675 0.02488 0.62870 -0.02722 – – – –
0.00563 0.02262 0.62969 -0.02291 – – – –
0.00450 0.02008 0.63265 -0.01332 – – – –
0.00338 0.01716 0.63758 -0.00212 – – – –
0.00225 0.01363 0.64252 0.00632 – – – –
0.00113 0.00896 0.64745 0.01319 – – – –
– – 0.65238 0.01897 – – – –
– – 0.65732 0.02395 – – – –
– – 0.66225 0.02827 – – – –
– – 0.66718 0.03205 – – – –
– – 0.67212 0.03536 – – – –
– – 0.67705 0.03826 – – – –
– – 0.68199 0.04078 – – – –
– – 0.68692 0.04296 – – – –
– – 0.69186 0.04483 – – – –
– – 0.69679 0.04651 – – – –
– – 0.70173 0.04821 – – – –
– – 0.70666 0.04991 – – – –
– – 0.71160 0.05160 – – – –
– – 0.71653 0.05330 – – – –
– – 0.72325 0.05561 – – – –
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Appendix D: Lift Coefficient Calculation
The section lift coefficient (cl) is a function of pressure and shear stress distributions over the
body surface [13], and is given by
cl = cn cos(α)− ca sin(α) (D.1)
where cn =
1
c
[∫ c
0
(Cp,l − Cp,u) dx+
∫ c
0
(
cf,u
dyu
dx
+ cf,l
dyl
dx
)
dx
]
,
ca =
1
c
[∫ c
0
(
Cp,u
dyu
dx
− Cp,l dyl
dx
)
dx+
∫ c
0
(cf,u + cf,l) dx
]
,
α is the angle of attack,
c is the reference (chord) length,
Cp is the pressure coefficient,
cf is the skin friction coefficient,
and the subscripts u and l denote upper and lower surfaces, respectively.
For inviscid flow, cf = 0 since no shear stress exists. For viscous flows, the effect of cf can
be negligible [14] and since the Nomad’s experimental cl results are calculated with pressure
distribution data only [105], the cf terms will be omitted. Therefore
cn =
1
c
∫ c
0
(Cp,l − Cp,u) dx and ca = 1
c
∫ c
0
(
Cp,u
dyu
dx
− Cp,l dyl
dx
)
dx. (D.2)
Inspection of Equations (D.1) and (D.2) shows that calculating the lift coefficient involves
finding the pressure coefficient along the aerofoil surface, and evaluating integrals and derivatives.
These elements will now be discussed.
Integration
The numerical integration used to find cn and ca can be done numerous ways. In this work, a
linear polynomial will be fitted to two sequential data points and then integrated in a piecewise
manner, with the process repeated over the data point range (in this case the aerofoil chord
length). The result will be similar to using a trapezoidal rule with the difference being that the
points can be unequally spaced.
Using the function y = mx + c and two arbitrary data points (x1, y1) and (x2, y2), the
constants m and c are given by
m =
y2 − y1
x2 − x1 and c = y1 −
(
y2 − y1
x2 − x1
)
x1. (D.3)
Integrating the generic linear polynomial, and replacing m and c with the above definitions,
yields ∫ x2
x1
y(x)dx =
∫ x2
x1
(mx+ c)dx =
[
1
2mx
2 + cx
]x2
x1
= 12(y1 + y2)(x2 − x1) (D.4)
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Derivative Evaluation
To calculate ca, derivatives involving the aerofoil coordinates, such as dyu/dx, are needed. These
are computed in a similar manner to the previous integration method. Since the aerofoil shape is
smooth, a quadratic function y = ax2 + bx+ c is fitted to three consecutive data points (x1, y1),
(x2, y2), and (x3, y3), and the derivative is computed for the middle point (x2, y2). The equation
to calculate the derivative is
d
dx
(
ax2 + bx+ c
)
= 2ax+ b (D.5)
where the constants a and b are given by
a =
−ey3 + gy2 − fy1
−ex23 + gx22 − fx21
and b =
−hx23 + jx22 − ix21
−ex23 + gx22 − fx21
,
where e = x2 − x1, f = x3 − x2, g = x3 − x1, h = y2 − y1, i = y3 − y2 and j = y3 − y1. Note
also that the denominator is the same for a and b, and it is expected that x1 < x2 < x3. Maple
software was used to find the values of constants a and b with the following code:
O 
O 
(2)
(5)
O 
O 
O 
O 
O 
(1)
(6)
(4)
O 
O 
O 
(3)
restart:
eqn1:=y1=a*x1^2+b*x1+c;
eqn1 := y1 = a x12Cb x1Cc
eqn2:=y2=a*x2^2+b*x2+c;
eqn2 := y2 = a x22Cb x2Cc
eqn3:=y3=a*x3^2+b*x3+c;
eqn3 := y3 = a x32Cb x3Cc
x:=solve({eqn1,eqn2,eqn3},{a,b,c}):
x[1];
a = x1 y3Kx3 y1Kx2 y3Kx1 y2Cx2 y1Cx3 y2
x1 x32Kx2 x32Cx2 x12Kx3 x12Cx3 x22Kx1 x22
x[2];
b =Kx1
2 y3Kx12 y2Ky1 x32Cy2 x32Kx22 y3Cy1 x22
x1 x32Kx2 x32Cx2 x12Kx3 x12Cx3 x22Kx1 x22
x[3];
c = Ky1 x2 x3
2Cx22 x3 y1Cx12 x2 y3Kx12 x3 y2Cy2 x1 x32Kx22 x1 y3
x1 x32Kx2 x32Cx2 x12Kx3 x12Cx3 x22Kx1 x22
Assuming that data points exist on the leading and trailing edges of the aerofoil, a problem
will be encountered with this method when treating derivatives at those points. A typical leading
edge is round, so the derivative is infinity, while a sharp trailing edge will have two derivatives.
The simplest method to eliminate these problem areas is to ignore them. This will reduce the
accuracy of the value of ca. However, this effect is expected to be negligible since a coarse
aerofoil with, for example, 101 coordinates1 (evenly distributed on upper and lower surfaces)
results in 96% of the aerofoil length being evaluated. This value will approach 100% as the
number of coordinates increases, or with clustering towards the leading and trailing edges. In
the calculation of cl, the error introduced will be reduced by the fact that ca is multiplied by
sin(α) which will be close to zero for small α.
1with the end point repeated
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Pressure Coefficient Evaluation
The dimensionless pressure coefficient is defined as
Cp =
p− p∞
q∞
(D.6)
where p is the local static pressure, p∞ is the freestream static pressure, and q∞ is the freestream
dynamic pressure equal to 12ρ∞U
2∞. Using the relationship p/ρ = RT = a2/γ and the notation
from Section 7.2, Equation (D.6) becomes
Cp = 2
(
p
ρ∞U2∞
− p∞
ρ∞U2∞
)
(D.7)
= 2
(
p′ −  a
2
γM2∞ a2
)
= 2
(
p′ − 1
γM2∞
)
Written in terms of elements from the transformed solution vector Q̂, the pressure coefficient
equation is
Cp = 2(γ − 1)J
[
Q̂4 − 1
2Q̂1
(Q̂22 + Q̂
2
3)
]
− 2
γM2∞
(D.8)
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