Robust estimation of time-varying processes by Boer, A.V. den
 
 
 
 
 
 
 
 
 
 
 
 
 
 
M
e
m
o
r
a
n
du
m 
20
24
 (
De
ce
mb
er
 2
01
3)
. 
IS
SN
 1
87
4−
48
50
. 
Av
ai
la
bl
e 
fr
om
: 
ht
tp
:/
/w
ww
.m
at
h.
ut
we
nt
e.
nl
/p
ub
li
ca
ti
on
s
 
 
 
 
 
 
 
 
 
 
 
 
 
 
D
e
p
a
r
t
m
e
n
t
 
o
f 
Ap
pl
ie
d 
Ma
th
em
at
ic
s,
 U
ni
ve
rs
it
y 
of
 T
we
nt
e,
 E
ns
ch
ed
e,
 T
he
 N
et
he
rl
an
ds
Robust estimation of time-varying processes
A.V. den Boer
University of Twente, P.O. Box 217, 7500 AE Enschede
July 25, 2013
Abstract
We consider the question of optimally estimating a time-varying multivariate stochas-
tic process, in order to minimize the expected squared estimation error. This is motivated
by adaptive control problems under uncertainty in a changing environment. A distinguish-
ing feature of our approach is that we do not need a completely specified model for the
stochastic process under consideration. Instead, we merely assume that the process obeys
certain predetermined assumptions, and subsequently derive the optimal min-max esti-
mator w.r.t. these assumptions. This can be seen as a stochastically robust method to
estimate a time-varying process. We provide tight upper bounds on the expected squared
estimation error, and explicitly derive the optimal weighted least-squares estimator in
several relevant examples.
Keywords: robust estimation, time-varying parameters, weighted least squares, expo-
nential smoothing.
1 Introduction
In many optimization problems of practical interest, the optimal decision depends on certain
real-world parameters with values that are unknown to the decision maker. If the optimization
problem is static, in the sense that there is only a single moment at which a decision can be
made, the field of robust optimization provides a framework for handling such parameter
uncertainty. A typical approach is to assume that the unknown parameters are contained
in a known uncertainty set, and to optimize with respect to the worst-case values in this
uncertainty set. A comprehensive overview of robust optimization can be found in Ben-Tal
et al. (2009).
Many decision problems are not static but sequential: the decision maker can revise her
decision, periodically or continuously, according to changing circumstances or insights. In ad-
dition, in many of such problems, information on the unknown parameters becomes available
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as time progresses, in the form of measurements or realizations of a random variable. This
allows the decision maker to form estimates on the unknown parameter values, and adjust
the optimal decision each time the parameter estimates are updated. Ideally, in such a set-
ting, the parameter estimates converge to their true value as time progresses, and the taken
decision to the optimal decision.
A complicating issue is that in practice, parameter values are usually not constant, but change
over time. These changes may occur gradually or in “shocks”, periodically or at random time
periods, and may have a large impact on the optimal decision. Clearly, the decision maker
should take these fluctuations into account while forming estimates. How this is best done,
is the subject of this paper.
A common approach is to model the unknown parameter as a time series, and subsequently
determine an estimator that is optimally tailored to this model. A disadvantage of such an
approach is proneness to misspecification of the parameter process. Even before any data is
available, the decision maker needs to make strong assumptions on the nature of the process
(like “the parameter behaves as an ARMA(2,2) time series”). This is undesirable - if not
impossible - in practice, and leaves the question open what happens if the time-series model
is misspecified, or if the variables that characterize the time-series themselves change over
time.
An alternative approach is to use exponential smoothing, or one of its many variants and
extensions (Gardner, 1985, 2006). This method is reported to be quite robust to misspecifica-
tion, but explicit performance bounds or statistical rationales to use this method are scarce.
Exceptions are Muth (1960), Satchell and Timmermann (1995), Chatfield et al. (2001), who
show that exponential smoothing is optimal for some specific models.
In this paper we propose a new framework for estimating a time-varying process, which
overcomes the two disadvantages mentioned above: it does not need a detailed model of the
parameter process as input, and it comes with explicit, tight upper bounds on the expected
squared estimation error. The key idea is to optimize the weights of a weighted least-squares
estimator, not with respect to a certain specific time-series model, but with respect to a whole
class of processes. In this way we obtain an estimator that is robust to misspecification of
the unknown process. The decision maker specifies an “uncertainty set” of processes, and
subsequently determines the optimal weighted least-squares estimator in a min-max sense,
in order to minimize the worst-case expected squared estimation error. This uncertainty set
may be defined by very general conditions; for example, processes that are a.s. bounded in
norm by some constant, or processes with one-step differences are a.s. bounded in norm by
some constant. If desirable, the uncertainty set may also be chosen more specific, for example
all stochastic processes that can be described by an ARMA(2, 2) time-series.
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For three types of uncertainty sets, we explicitly derive the optimal weighted least-squares
estimator. If we assume that the process is a.s. bounded, it is optimal to give all available data
equal weight; in other words, under these conditions, the ordinary least squares estimator is
optimal. If we assume a bound on the maximum difference between two consecutive values of
the process, the optimal weight function is the positive part of a linearly decaying function.
We also show that when an exponential decaying weight function is used instead of the optimal
linear one, the estimation error may increase up to seven percent. This shows that it may be
rewarding to use and study the optimal estimator. Finally, if we assume that the process is
a simple random walk, we show that the optimal weight function is contained between two
exponentially decaying functions.
Our robust approach to estimating a time-varying process has several advantageous features.
First, it removes the need to formulate an explicit, detailed (time-series) model for the un-
known process, which in practice is difficult and prone to misspecification errors. Neither are
any assumptions on the exact form of the distribution of measurement errors required. The
approach can be applied to multivariate processes without any additional difficulties, and it
not difficult to compute the optimal weight function for many other uncertainty sets than the
ones that are explicitly considered in this paper. We derive explicit bounds on the expected
squared estimation error, which is a useful result in sequential decision or control problems
under uncertainty. In addition, our approach is applicable to several kinds of changes in the
parameter process (e.g. both abrupt and gradual changes).
The rest of this paper is organized as follows. In Section 2 we introduce the weighted least-
squares estimator, and mention some common choices. Section 3 discusses the robust min-max
optimization of the weight function, with respect to assumptions on the process made by the
decision maker. We derive a general upper bound on the expected squared estimation error,
that depends on these assumptions. In Section 3.1 we obtain the optimal weight function
assuming the process is bounded, in Section 3.2 under the assumption that the one-step
differences are bounded, and in Section 3.3 assuming that the process is a simple random walk.
A discussion of the methodology is provided in Section 4, together with several directions for
future research. All proofs are contained in the Appendix.
Notation. For x ∈ R we write (x)+ = max{x, 0}. We write R+ = [0,∞). The function 1(A)
equals one if A is true, and zero otherwise.
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2 Estimation of a time-varying stochastic process
Let (Y (t))t∈N be a stochastic process taking values in R
m, with supt∈NE [||Y (t)||] < ∞. At
each time period t ∈ N a measurement z(t) ∈ Rm is observed of the form
z(t) = Y (t) + ǫ(t). (1)
Here (ǫ(t))t∈N is an m-dimensional stochastic process with E [ǫ(t)] = 0 and E [ǫj(t)ǫj(t
′)] = 0,
for all t, t′ ∈ N, t 6= t′, and j = 1, . . . ,m. In addition we assume σ2j = supt∈NE
[
ǫj(t)
2
]
<∞,
for all j = 1, . . . ,m. Note that we do not require ǫ(t) and Y (t) to be independent.
Based on observations z1, . . . , zt, we estimate the value of Y (t) by minimizing the following
weighted sum-of-squares criterion:
Yˆ [ϕ](t) = min
y∈Rm
t∑
i=1
||z(i)− y||2 ϕ(t− i). (2)
Here ϕ : {0, 1, 2, . . .} → [0,∞), ϕ 6= 0 is a weight or kernel function, and ||·|| denotes the
Euclidean norm. By taking the derivative w.r.t. y, it follows that Yˆ [ϕ](t) is given by
Yˆ [ϕ](t) =
( t∑
i=1
ϕ(t− i)
)−1 t∑
i=1
z(i)ϕ(t− i). (3)
provided
∑t
i=1 ϕ(t− i) > 0.
Common examples of weight functions are (i) ϕ(i) = 1 for all i ∈ N, which gives all available
data equal weight; (ii) an exponentially decaying weight function ϕ(i) = λi, for some λ ∈
(0, 1), and (iii) a moving average weight function ϕ(i) = 1(i < N) for some N ∈ N, which
means that only the N most recent observations are taken into account in the estimation,
and all receive equal weight.
3 Optimal weight selection
Our goal is to determine a weight function ϕ that optimizes the quality of the estimate (3).
Naturally, the quality of this estimate depends on the characteristics of the process (Y (t))t∈N,
and thus the optimal choice of ϕ depends on properties of (Y (t))t∈N. A weight function ϕ
may for example have a very good performance for rather volatile processes (Y (t))t∈N but a
mediocre performance if (Y (t))t∈N is constant, or the other way around.
Optimization of ϕ is thus always done with respect to certain a priori made assumptions on
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(Y (t))t∈N. We represent this in a formal manner by assuming that (Y (t))t∈N is an element
of a certain known subset Y of all stochastic processes on Rm, and optimize ϕ w.r.t. Y. In
particular, we search for a weight function ϕ∗Y , dependent on Y, that minimizes the following
min-max criterion:
min
ϕ
sup
Y ∈Y
E
[∣∣∣∣∣∣Yˆ [ϕ](t)− Y (t+ 1)∣∣∣∣∣∣2] , (4)
for some t ∈ N.
Remark 1 (Comparing with Y (t+1) instead of Y (t)). The reason that we compare Yˆ [ϕ](t)
with Y (t+1), and not with Y (t), is motivated by applications in adaptive control or sequential
decision problems: suppose that for each t ∈ N, a decision maker has to determine a decision
xt that maximizes some function f(x, Y (t)). If x
∗(Y (t + 1)) denotes the optimal decision
at stage t + 1, and x∗(Yˆ [ϕ](t)) the optimal decision based on the estimate Yˆ [ϕ](t), then in
many cases the expected loss caused by deviating from the optimal decision is related to the
quantity E[‖ Yˆ [ϕ](t) − Y (t + 1) ‖2. Our analysis and outcomes would not differ much if we
would consider the objective of minimizing supY ∈Y E[‖ Yˆ [ϕ](t)− Y (t) ‖
2.
Remark 2 (Cumulative prediction error). We focus in (4) on the expected squared norm
of the prediction error for a particular value of t. Instead, one could also consider a com-
plete time horizon t = 1, . . . , T for some T ∈ N, and study min-max optimal estimators for
minϕ supY ∈Y
∑T
t=1E
[∣∣∣∣∣∣Yˆ [ϕ](t)− Y (t+ 1)∣∣∣∣∣∣2], the cumulative expected squared norm of the
prediction error. This is an important direction for future research.
As already mentioned, fluctuations in (Y (t))t∈N impact the quality of the estimate Yˆ [ϕ](t).
This impact is measured by the function It+1,Y (ϕ), which is defined by
It+1,Y (ϕ) =
m∑
j=1
( t∑
i=1
ϕ(t− i)
)−2
E


(
t∑
i=1
(Yj(i)− Yj(t+ 1))ϕ(t− i)
)2 . (5)
Furthermore, for fixed t ∈ N and Y, define the function
Gt+1,Y(ϕ) := sup
Y ∈Y
It+1,Y (ϕ) + σ
2
( t∑
i=1
ϕ(t− i)
)−2 t∑
i=1
ϕ(t− i)2, (6)
where we write σ2 =
∑m
j=1 σ
2
j .
The following proposition gives an upper bound on (4), in terms of the function Gt+1,Y :
Proposition 1. Let ϕ be a weight function and t ∈ N. Then
sup
Y ∈Y
E
[∣∣∣∣∣∣Yˆ [ϕ](t)− Y (t+ 1)∣∣∣∣∣∣2] ≤ 2Gt+1,Y(ϕ). (7)
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If the processes Y and ǫ are uncorrelated in the sense that E [Yj(i)ǫj(i
′)] = 0 for all i, i′ ∈ N,
j = 1, . . . ,m, then
sup
Y ∈Y
E
[∣∣∣∣∣∣Yˆ [ϕ](t)− Y (t+ 1)∣∣∣∣∣∣2] ≤ Gt+1,Y(ϕ), (8)
and if in addition the noise terms are homoscedastic, i.e. E
[
ǫj(t)
2
]
= σ2j for all t ∈ N,
j = 1, . . . ,m, then (8) is an equality.
Proposition 1 provides a recipe for optimally selecting ϕ: given Y, characterize the maxi-
mum impact supY ∈Y It+1,Y (ϕ), and subsequently minimize Gt+1,Y(ϕ) w.r.t. ϕ. Note that
Gt+1,Y(αϕ) = Gt+1,Y(ϕ) for all α 6= 0; in the minimization we may thus w.l.o.g. assume∑t
i=1 ϕ(t − i) = 1. Then we are minimizing a continuous function over the t-dimensional
simplex, which is compact, and thus a minimum of Gt+1,Y(ϕ) always exists. The following
proposition shows that Gt+1,Y(ϕ) in fact is strictly convex:
Proposition 2. For any fixed t ∈ N and non-empty Y, Gt+1,Y(ϕ) is strictly convex in ϕ and
has a unique minimizer ϕ∗ on the simplex ∆t = {x ∈ R
t
+ |
∑t
i=1 xi = 1}, provided σ
2 > 0.
In the following subsections we explicitly calculate the optimal weight function ϕ∗Y for the
following three choices of Y:
(3.1) (Y (t))t∈N is bounded, in the sense that supt∈N |Yj(t)| ≤ dj a.s. for some d1, . . . , dm > 0
and all j = 1, . . . ,m.
(3.2) One-step changes in (Y (t))t∈N are bounded, in the sense that supt∈N |Yj(t)−Yj(t+1)| ≤
dj a.s. for some d1, . . . , dm > 0 and all j = 1, . . . ,m.
(3.3) (Y (t))t∈N is a simple one-dimensional random walk.
3.1 Bounded processes
Let d1, . . . , dm ∈ (0,∞), and let Y be the set of all stochastic processes (Y (t))t∈N such that
|Yj(t)| ≤ dj a.s., for all j = 1, . . . ,m.
The following theorem shows that, under these assumptions, it is optimal to give all available
data equal weight.
Theorem 1. Gt+1,Y(ϕ) is minimized if ϕ(i) = 1/t, for all i = 0, . . . , t− 1.
The proof makes use of the following auxiliary lemma.
Lemma 1.
min
x∈Rt
+
\{0}
( t∑
i=1
xi
)−2 t∑
i=1
x2i =
1
t
,
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and the minimum is attained at x =
(
1
t
, . . . , 1
t
)
At first sight it may seem somewhat surprising that in this setting, it is optimal to give all
available data equal weight: ϕ∗Y(0) = . . . = ϕ
∗
Y(t − 1) = 1/t. The intuition is that the as-
sumptions |Yj | ≤ dj are quite weak, and allow very volatile and frequently changing processes
(Y (t))t∈N. ”Tracking“ the value of Y (t) by Yˆ [ϕ](t) may not be possible, and therefore the op-
timal weight function focuses on minimizing the effect of the disturbance terms ǫ(1), . . . , ǫ(t)
on the estimation error. This is best done by giving all available equal weight.
3.2 Bounds on one-step changes
Let d1, . . . dm ∈ (0,∞), write d = (d1, . . . , dm), and let Y be the set of all stochastic processes
(Y (t))t∈N such that supt∈N |Yj(t)− Yj(t+ 1)| ≤ dj a.s., for all j = 1, . . . ,m.
The following theorem shows that the optimal weight function is the positive part of a linear
decreasing function.
Theorem 2. Up to multiplication by a strictly positive constant, there is a unique ϕ∗Y that
minimizes Gt+1,Y(ϕ), which is of the form ϕ
∗
Y(i) = (α(t) − β(t)i)
+, for all i = 0, . . . , t − 1,
and some α(t) > 0, β(t) > 0. In addition, there is a td ∈ N, td ≤ 1 + (σ/ ||d||)
2, such that
α(t) = α(td) and β(t) = β(td) for all t ≥ td.
The proof is based on the following auxiliary lemma.
Lemma 2. Let a > 0, b > 0, t ∈ N, and for all x ∈ Rt+\{0}, define
ft(x) =
( t∑
i=1
xi
)−2(
a
( t∑
i=1
ixi
)2
+ b
t∑
i=1
x2i
)
.
There is a minimizer x∗(t) of ft(x) on R
t
+\{0}, which is unique up to multiplication by a
strictly positive constant, and x∗(t) is of the form
x∗k(t) = (α(t)− β(t)k)
+, (k = 1, . . . , t), (9)
for some α(t) > 0, β(t) > 0. In addition, there is a td ∈ N, td ≤ 1 + b/a, such that for all
t ≥ td, (α(t), β(t)) = (α(td), β(td)).
Remark 3 (Computation of ϕ∗Y). In Lemma 2, the parametric form (9) of x
∗(t) allows
efficient calculation of α(td) and β(td). The value of ϕ
∗
Y for t ≥ td then follows by taking
a =
∑m
j=1 d
2
j , b = σ
2, and ϕ∗(i) = x∗i+1(t) = (α(td)− β(td)(i+ 1))
+ for all i = 0, . . . , t− 1.
In particular, write α = α(td), β = β(td), and let N
∗ = ⌊α/β⌋. Using 1 =
∑N
i=1(α − βi) =
7
αN − 12βN(N + 1) and
∑N
i=1 i
2 = N(N + 1)(2N + 1)/6, we have
ftd(α) = a
( N∑
i=1
i(α− βi)
)2
+ b
N∑
i=1
(α− βi)2
= a
(
1
2
N(N + 1)α− 2(αN − 1)(2N + 1)/6
)2
+ b
(
α2N − 2α(αN − 1) + 4(αN − 1)2N−1(N + 1)−1(2N + 1)/6
)
.
This is a quadratic function in α, and for fixed N , the minimizer αN := minα≥0 ftd(α) can
easily be computed. The corresponding βN follows from 1 = αNN −
1
2βNN(N +1). Now, αN
and βN should satisfy αN−βNN > 0 and αN−βN (N+1) ≤ 0, i.e. αN/βN > N and αN/βN ≤
(N + 1). Using βN = 2(αNN − 1)N
−1(N + 1)−1, this is equivalent to αN2(αNN−1)(N + 1) > 1
and αN2(αNN−1)N ≤ 1, i.e. 2/N ≤ αN < 2/(N − 1). Since limN→∞ αN = 4, there are only
finitely many N s.t. 2/N ≤ αN < 2/(N − 1). Simply checking them all and evaluating f at
the corresponding αN and βN yields the optimal values.
Remark 4 (Probabilistic interpretation). Lemma 2 has a nice probabilistic interpretation:
if Xf is a random variable taking value in N, and f is its probability mass function, then
Lemma 2 shows that the random variable Xf on N that minimizes
a(E [Xf ])
2 + bE [f(Xf )] , (a > 0, b > 0),
has probability mass function f(k) = P (Xf = k) = (α − βk)
+, for some strictly positive α
and β.
Remark 5 (Comparison with exponential decaying weight function). The optimal weight
function is the positive part of a linear decreasing function. This has a significantly different
shape than the exponential-decaying weight function ϕ(i) = λi, or the moving-average-type
weight function ϕ(i) = 1(i < N), that are both often used in practice. This raises the
question what the effect is of using one of these weight functions instead of the optimal one.
To gain some insight on this issue, we consider the exponentially decaying weight function
ϕexp(i) = λ
i. We numerically calculate the optimal λ that minimizes Gt+1,Y(ϕ); let λ
∗ denote
the solution, let ϕ∗exp(i) = (λ
∗)i, and note that both ϕ∗exp and the optimal weight function ϕ
∗
Y
only depend on the ratio (σ/ ||d||)2. The relative loss of using ϕ∗exp instead of ϕ
∗
Y is measured
by the ratio
Gt+1,Y(ϕ
∗
exp)
Gt+1,Y(ϕ∗Y)
. (10)
Figure 1 shows a plot of (10), for different values of (σ/ ||d||)2. The plot is calculated for
t = 100, but larger values of t lead to a similar picture. The picture suggest that the loss
8
Figure 1: Relative loss of using ϕ∗exp instead of ϕ
∗
Y
caused by using an exponentially decaying weight function instead of the optimal, linearly
decaying weight function, may worsen the expected squared estimation error by as much as
seven percent.
Remark 6 (Application to sequential decision problems). The fact that the optimal weight
function is independent of t, for all t ≥ td, has interesting consequences for performance
bounds in sequential optimization problems. Suppose that for each t ∈ N, a decision maker
has to make a decision xt that minimizes some function f(x, Y (t)). For fixed values of y, let
x∗(y) be a minimizer of f(x, y), and suppose f(x∗(y′), y)−f(x∗(y), y) ≤ C ||y − y′||2 for some
C > 0 and all y, y′. A myopic or passive learning policy is to always use the decision that is
optimal with respect to the current estimate of Y (t), i.e. xt+1 = x
∗(Yˆ [ϕ∗Y ](t)) for all t. The
expected average loss caused by decisions (xt)t∈N over an infinite time horizon equals
lim
T→∞
1
T
T∑
t=1
E [f(xt, Y (t))− f(x
∗(Y (t)), Y (t))] .
Now, for all parameter processes (Y (t))t∈N ∈ Y, Proposition 1 and Theorem 2 provide a
bound on the loss of the myopic policy, which offers the decision maker an explicit insight in
the costs needed to hedge against changes in the parameter process:
lim
T→∞
1
T
T−1∑
t=0
CE
[∣∣∣∣∣∣Yˆ [ϕ∗Y ](t)− Y (t+ 1)∣∣∣∣∣∣2
]
≤ 2CGtd,Y(ϕ
∗
Y).
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3.3 Simple random walk
Let Y be the set of all one-dimensional stochastic processes (Y (t))t∈N such that
Y (t) =
t∑
k=−∞
e(k), (t ∈ N),
for some white-noise process (e(t))t∈Z that satisfies E[e(t)
2] ≤ ς2 for all t ∈ Z and some ς > 0.
The following theorem characterizes the optimal weight function.
Theorem 3. Up to multiplication by a strictly positive constant, there is a unique ϕ∗Y that
minimizes Gt+1,Y(ϕ), which satisfies
ϕ∗Y(k − 1) = ϕ
∗
Y(k) +
ς2
σ2
t−1∑
i=k
ϕ∗Y(i) for all k = 1, . . . , t− 1. (11)
The proof is based on the following auxiliary lemma.
Lemma 3. Let a > 0, b > 0, t ∈ N, and for all x ∈ Rt+\{0}, define
ft(x) =
( t∑
i=1
xi
)−2(
a
t∑
i=1
t∑
j=1
xixj min{i, j}+ b
t∑
i=1
x2i
)
.
There is a minimizer x∗(t) of ft(x) on R
t
+\{0}, which is unique up to multiplication by a
strictly positive constant, and x∗(t) satisfies
x∗k−1(t) = x
∗
k(t) +
t∑
i=k
x∗i (t)ab
−1 for all k = 2, . . . , t. (12)
Remark 7. From equation (11) it can be shown that the optimal solution ϕ∗Y with ϕ
∗
Y(0) = 1
satisfies (2+(ς/σ)2)−k ≤ ϕ∗Y(k) ≤ (1+(ς/σ)
2)−k, for all k = 0, . . . , t−1. Thus, ϕ∗Y is contained
between two exponentially decaying weight functions.
4 Discussion
In this paper we present a framework to estimate a multivariate time-varying process. It is
based on the commonly used criterion of minimizing a weighted sum of the squared errors.
The weight function is chosen to minimize the expected squared estimation error, in a robust
sense: given a set of assumptions on the time-varying process, the weight function is selected
that minimizes the worst-case expected squared estimation error. For three specific sets of
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assumptions we calculate the optimal weight function explicitly: for bounded processes the
optimal weight function is constant, for processes with bounds on the one-step changes the
optimal weight function is linearly decaying, and for a simple random walk the optimal weight
function is bounded from above and from below by an exponentially decaying function.
Our approach has three important advantages over existing methods. First, it does not re-
quire an explicit, detailed model (which is often prone to misspecification), but only some
(possibly very general) assumptions on the parameter process. Second, it offers a mathemati-
cal foundation why a certain weight function should be selected; namely, because it minimizes
the worst-case expected squared estimation error. Third, it comes with explicit bounds on
the estimation error, which in several instances are tight. We show that for some sequen-
tial decision problems under uncertainty with time-varying parameters, these bounds directly
translate into bounds on the performance of taken decisions (see Remark 6).
Our results point to several directions for future research. First, as already alluded to in
Remark 2, a study of min-max optimal estimation functions w.r.t. the cumulative mean
squared error is an important direction for future research, and would be useful in various
time-series estimation problems.
Second, we note that although we optimize the weight function ϕ, the criterion of minimizing
the weighted sum of squared errors in (2) is fixed in this paper. By differentiating (2) w.r.t. y,
it follows that Yˆ [ϕ](t) is the solution to the linear equation Gt(y) =
∑t
i=1(z(i)−y)ϕ(t−i) = 0.
One could study more general types of estimating functions, in the same spirit as the work
of Godambe and Heyde (2010).
Third, in this paper we have elaborated the optimal weight function for three sets of assump-
tions. It would be interesting to elaborate the optimal ϕ∗Y for other assumptions, for example
by considering Markov chains with finite state-space, or by considering a class of time-series
models.
Finally, from a practical perspective it is worthwhile to investigate if quantities like σ/ ||d||
and ς/σ, that determine the optimal weight functions in Section 3.2 and 3.3, can be estimated
from data instead of imposing a certain value a priori.
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Appendix: proofs
Proof of Proposition 1. By plugging (1) into (3) we obtain
Yˆ [ϕ](t)− Y (t+ 1) =
( t∑
i=1
ϕ(t− i)
)−1 t∑
i=1
ϕ(t− i)(Y (i)− Y (t+ 1) + ǫ(i)).
Using ||a+ b||2 ≤ 2(||a||2 + ||b||2),
E
[∣∣∣∣∣∣Yˆ [ϕ](t)− Y (t+ 1)∣∣∣∣∣∣2] ≤ 2It+1,Y(ϕ) + 2E


∣∣∣∣∣
∣∣∣∣∣
( t∑
i=1
ϕ(t− i)
)−1 t∑
i=1
ϕ(t− i)ǫ(i)
∣∣∣∣∣
∣∣∣∣∣
2

 .
Taking the supremum over Y ∈ Y and using E [ǫj(t)ǫj(t
′) = 0] for all t 6= t′ yields (7).
Equation (8) follows if E [(Yj(i)− Yj(t+ 1))ǫj(i)] = 0, with equality if E
[
ǫj(i)
2
]
= σ2j for all
j = 1, . . . ,m, i ∈ N.
Proof of Proposition 2. For ϕ ∈ ∆t we can write
It+1,Y (ϕ) =
m∑
j=1
t−1∑
i=0
t−1∑
k=0
E [(Yj(t− i)− Yj(t+ 1))(Yj(t− k)− Yj(t+ 1))]ϕ(i)ϕ(k)
=
m∑
j=1
ϕTW (j)ϕ,
whereW (j) is the t×t matrix (E [(Yj(t− i)− Yj(t+ 1))(Yj(t− k)− Yj(t+ 1))])1≤i,k≤t. Writ-
ing V (j) = (Yj(t− 0)− Yj(t+ 1), Yj(t− 1)− Yj(t+ 1), . . . , Yj(1)− Yj(t+ 1))
T ∈ Rt, we have
W (j) = E
[
V (j)V (j)T
]
, which implies that W (j) is positive definite for all j = 1, . . . ,m,
and thus It+1,Y (ϕ) is convex on ∆t. Then also supY ∈Y It+1,Y (ϕ) is convex on ∆t, and since
σ2
(∑t
i=1 ϕ(t− i)
)−2∑t
i=1 ϕ(t− i)
2 is strictly convex in ϕ, it follows that Gt+1,Y(ϕ) is strictly
convex on ∆t and has a unique minimizer ϕ
∗.
Proof of Theorem 1. Write d = (d1, . . . , dm). For all Y ∈ Y,
It+1,Y (ϕ) =
m∑
j=1
( t∑
i=1
ϕ(t− i)
)−2
E


(
t∑
i=1
(Yj(i)− Yj(t+ 1))ϕ(t− i)
)2
≤
m∑
j=1
( t∑
i=1
ϕ(t− i)
)−2
(2dj)
2
(
t∑
i=1
ϕ(t− i)
)2
= 4 ||d||2 ,
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with equality if Y (1) = . . . = Y (t) = d, Yt+1 = −d, and thus
Gt+1,Yd(ϕ) = 4 ||d||
2 + σ2
( t∑
i=1
ϕ(t− i)
)−2 t∑
i=1
ϕ(t− i)2. (13)
Application of Lemma 1 with xi = ϕ(i − 1) then implies that for all fixed t, ϕ(i) = 1/t
(i = 0, . . . , t− 1) minimizes Gt+1,Y(ϕ).
Proof of Lemma 1. Since ft(x) :=
(∑t
i=1 xi
)−2∑t
i=1 x
2
i satisfies ft(cx) = ft(x) for all
c 6= 0, we have minx∈Rt
+
\{0} ft(x) = minx∈Rt
+
,
∑
t
i=1
xi=1
∑t
i=1 x
2
i . Simple algebra shows that
the latter minimum is attained at x = (1/t, . . . , 1/t).
Proof of Theorem 2. For all Y ∈ Y,
It+1,Y (ϕ) =
m∑
j=1
( t∑
i=1
ϕ(t− i)
)−2
E


(
t∑
i=1
(Yj(i)− Yj(t+ 1))ϕ(t− i)
)2
≤
m∑
j=1
( t∑
i=1
ϕ(t− i)
)−2
d2j
(
t∑
i=1
(t+ 1− i)ϕ(t− i)
)2
,
with equality if Y (i) = d · i for all i = 1, . . . , t+ 1, and thus
Gt+1,Y(ϕ) =
( t∑
i=1
ϕ(t− i)
)−2(
||d||2
(
t∑
i=1
(t+ 1− i)ϕ(t− i)
)2
+ σ2
t∑
i=1
ϕ(t− i)2
)
. (14)
The assertions of the theorem follow from Lemma 2, with a = ||d||2, b = σ2, and xi = ϕ(i−1)
for i = 1, . . . , t.
Proof of Lemma 2. Since ft(cx) = ft(x) for all c 6= 0, we have
min
x∈Rt
+
\{0}
ft(x) = min
x∈Rt
+
\{0},
∑
t
i=1
xi=1
gt(x),
where gt(x) = a
(∑t
i=1 ixi
)2
+ b
∑t
i=1 x
2
i . This is the minimum of a continuous, strict convex
function on a compact convex set. The minimum is thus attained, and there is a unique
minimizer x∗(t) = (x∗1(t), . . . , x
∗
t (t)) that satisfies
∑t
i=1 x
∗
i (t) = 1.
Observe that x∗j (t) ≥ x
∗
j+1(t) for all j = 1, . . . , t− 1, since if not then interchanging the j-th
and (j + 1)-th component strictly decreases ft.
Suppose x∗k(t) > 0 for some k. Then
∂ft
∂xk
(x∗(t)) = 0. Since
∂ft
∂xk
(x) = 2
a(
∑t
i=1 ixi)k + bxk − ft(x)(
∑t
i=1 xi)
(
∑t
i=1 xi)
2
,
this implies x∗k(t) = b
−1ft(x
∗(t))(
∑t
i=1 x
∗
i (t)) − b
−1a(
∑t
i=1 ix
∗
i (t))k, and x
∗
k(t) > 0 implies
ft(x
∗(t)) > a(
∑t
i=1 ix
∗
i (t))(
∑t
i=1 x
∗
i (t))
−1k ≥ ak. For k ≥ 1 + ba−1 this contradicts the
minimality of ft(x
∗(t)), since e1 = (1, 0, . . . , 0) ∈ R
t
+ satisfies ft(e1) = a+ b ≤ ak < ft(x
∗(t)).
Thus, for all t ≥ 1 + ba−1 and k ≥ 1 + ba−1, x∗k(t) = 0.
In fact, the following holds: if x∗t (t) = 0, then the minimizer of ft−1 in {x ∈ R
t−1
+ |
∑t−1
i=1 xi =
1} is (x∗1(t), . . . , x
∗
t−1(t)). This can be seen as follows: let x
∗
t (t) = 0, and suppose ft−1(x
∗(t−
1)) < ft−1(x
∗
1(t), . . . , x
∗
t−1(t)). Then
ft(x
∗
1(t− 1), . . . , x
∗
t−1(t− 1), 0) = ft−1(x
∗
1(t− 1), . . . , x
∗
t−1(t− 1))
< ft−1(x
∗
1(t), . . . , x
∗
t−1(t)) = ft(x
∗
1(t), . . . , x
∗
t−1(t), 0) = ft(x
∗(t)),
contradicting the minimality of ft(x
∗(t)) on {x ∈ Rt+ |
∑t
i=1 xi = 1}.
This implies that there is a td such that x
∗
td
(td) > 0, and
x∗(t) = (x∗1(td), x
∗
2(td), . . . , x
∗
td
(td), 0, . . . , 0) ∈ R
t, for all t ≥ td.
Since ∂ft
∂xk
(x∗(t)) = 0 for all k = 1, . . . , t, t ≤ td, we have
x∗k(t) = b
−1ft(x
∗(t))− b−1a(
t∑
i=1
ix∗i (t))k,
for all k = 1, . . . , t, t ≤ td, and thus for all t ∈ N, x
∗(t) is of the form
x∗k(t) = (α(t)− β(t)k)
+,
with α(t) = b−1ft(x
∗(t)) and β(t) = b−1a(
∑t
i=1 ix
∗
i (t)).
Proof of Theorem 3.
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We have Y (i)− Y (t+ 1) = −
∑t+1
k=i+1 e(k) for i < t, and thus
E[(Y (i)− Y (t+ 1))(Y (j)− Y (t+ 1))]
=
t+1∑
k=i+1
t+1∑
l=j+1
E[e(k)e(l)] ≤
t+1∑
k=i+1
t+1∑
l=j+1
ς21k=l
=
t+1∑
k=max{i,j}+1
ς2 = (t+ 1−max{i, j})ς2
for all 1 ≤ i, j ≤ t. Equality holds in the equations above if E[e(k)2] = ς2 for all k.
Then
It+1(ϕ) = (
t∑
i=1
ϕ(t− i))−2
t∑
i=1
t∑
j=1
ϕ(t− i)ϕ(t− j)E[(Y (i)− Y (t+ 1))(Y (j)− Y (t+ 1))]
≤ ς2(
t∑
i=1
ϕ(t− i))−2
t∑
i=1
t∑
j=1
ϕ(t− i)ϕ(t− j)(t+ 1−max{i, j}),
with equality if (e(k))k∈Z is homoscedastic, and thus
Gt+1,Y(ϕ) =
(
t∑
i=1
ϕ(t− i)
)−2(
ς2
t∑
i=1
t∑
j=1
ϕ(t− i)ϕ(t− j)(t+ 1−max{i, j})
+ σ2
t∑
i=1
ϕ(t− i)2
)
.
The assertions of the theorem follow from Lemma 3, with a = ς2, b = σ2, and xi = ϕ(i − 1)
for i = 1, . . . , t.
Proof of Lemma 3. Since ft(cx) = ft(x) for all c 6= 0, we have
min
x∈Rt
+
\{0}
ft(x) = min
x∈Rt
+
\{0},
∑
t
i=1
xi=1
gt(x),
where gt(x) = a
∑t
i=1
∑t
j=1 xixj min{i, j}+ b
∑t
i=1 x
2
i . This is the minimum of a continuous,
strict convex function on a compact convex set. The minimum is thus attained, and there is
a unique minimizer x∗(t) = (x∗1(t), . . . , x
∗
t (t)) that satisfies
∑t
i=1 x
∗
i (t) = 1.
Claim. x∗j (t) > 0 for all j = 1, . . . , t.
Proof of claim. Let k be the largest integer in {1, . . . , t} such that x∗(t) > 0, and sup-
pose k < t. Observe that x∗j (t) ≥ x
∗
j+1(t) for all j = 1, . . . , t − 1, since if not then inter-
changing the j-th and (j + 1)-th component strictly decreases ft. This implies x
∗
j (t) > 0
for all j = 1, . . . , k. Moreover, (x∗1(t), . . . , x
∗
k(t)) = (x
∗
1(k), . . . , x
∗
k(k)), since if not then
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gt(x
∗
1(k), . . . , x
∗
k(k), 0, . . . , 0) = gk(x
∗(k)) < gk(x
∗
1(t), . . . , x
∗
k(t)) = gt(x
∗(t)), contradicting the
minimality of gt(x
∗(t)).
Because x∗k(k) > 0 we have
∂fk
∂xk
(x) = 2
a
∑k
i=1 ximin{i, k}+ bxk − fk(x)(
∑k
i=1 xi)
(
∑k
i=1 xi)
2
= 0.
This implies x∗k(k) = b
−1fk(x
∗(k))(
∑k
i=1 x
∗
i (k)) − b
−1a(
∑k
i=1 x
∗
i (k)min{i, k}) > 0, and thus
fk(x
∗(k)) > a(
∑k
i=1 x
∗
i (k))
−1(
∑k
i=1 x
∗
i (k)min{i, k}); in particular, gk(x
∗(k)) > a
∑k
i=1 x
∗
i (k)i.
For γ ∈ [0, 1] let
x(γ) = (γx∗1(k), . . . , γx
∗
k(k), 0, . . . , 0, 1− γ) ∈ R
t.
Note that
∑t
i=1 xi(γ) = 1. We have
gt(x(γ)) = γ
2gk(x
∗(k)) + 2aγ(1− γ)
k∑
i=1
ix∗i (k) + (1− γ)
2(at+ b).
The derivative ∂
∂γ
gt(x(γ)) of gt(x(γ)) with respect to τ , evaluated at τ = 1, is equal to
2gk(x
∗(k)) − 2a
∑k
i=1 ix
∗
i (k), which is strictly larger than zero. This implies that there is a
γ ∈ [0, 1) such that gt(x(γ)) < gt(x(1)) = gt(x
∗(t)), contradicting the minimality of gt(x
∗(t)).
End of proof claim.
Having proved x∗k(t) > 0 for all k = 1, . . . , t, it follows from
∂ft
∂xk
(x) = 2
a
∑t
i=1 ximin{i, k}+ bxk − ft(x)(
∑t
i=1 xi)
(
∑t
i=1 xi)
2
that a
∑t
i=1 x
∗
i (t)min{i, k} + bx
∗
k(t) − ft(x
∗(t))(
∑t
i=1 x
∗
i (t)) = 0 for all k = 1, . . . , t. In par-
ticular, this implies
x∗k−1(t) = b
−1ft(x
∗(t))(
t∑
i=1
x∗i (t))− ab
−1
t∑
i=1
x∗i (t)min{i, k − 1}
= x∗k(t) + ab
−1
t∑
i=k
x∗i (t),
for all 2 ≤ k ≤ t.
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