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Finding the common substructures shared by two proteins is considered as one of
the central issues in computational biology due to its usefulness in understanding
structure-function relationship and application in drug and vaccine design. Unlike
the structural alignment problem, a good solution for the common substructure
identification problem should produce results that include:
1. All possible common substructures (CS),
2. CSs whose elements do not follow the same backbone order,
3. CSs spanning multiple polypeptide chains,
4. Ranking mechanism so that potentially biologically interesting structure is
on the top.
We propose a novel algorithm called FAMCS (Finding All Maximal Common
Substructures). Experiments on various proteins show that FAMCS can address




Proteins are the molecules that carry out most metabolic activities in living organ-
isms. It is found that the protein function is directly related to its 3D structure.
Furthermore, it is discovered that it is not the global 3D structure that endows
the protein with the function, but some particular portion of it that actually does
the job. Interestingly, the portions that carry out the same function in differ-
ent proteins are structurally similar, though the entire protein structures could be
very different. Therefore, study the common substructures shared by proteins has
become an important means to investigate the structure-function relationship, to
predict unknown proteins’ function, and to design effective drug or vaccine.
However, though it is possible for a human being to look at two proteins’ mod-
els to search for their common substructures, not many well-trained experts are
available to do this because it is not easy to identify a similar part out of two
2complicated 3D structures, and even with experts it is still a slow process. Given
the extremely rapid growth of the number of protein structures resolved each day,
it is impractical for human beings to identify common protein substructures by
themselves. Hence, here comes the demand for computational tool to solve this
problem.
1.2 Introduction
Unfortunately, to find common substructure in proteins is not an easy task for ma-
chines either. There are currently two different approaches for solving the problem.
The first approach is to deduce answer from structural alignment problem, where
the 3D structures of two proteins, or more often two polypeptide chains, are to be
superimposed so that a similarity score function is optimized. Usually, a better
score corresponds to an alignment with smaller RMSD (Root Mean Square Devia-
tion) and more aligned structural elements (usually residues). All aligned structural
elements form a Maximal Common Substructure (MCS) (please refer to Chapter 5
for formal definitions). Many methods have been proposed for protein 3D structure
pairwise alignment [13, 9, 10, 17, 8, 33] and multiple alignment [37, 25, 22, 26]. For
reviews, please refer to [34].
The second approach[38, 11, 6, 4, 28, 5] are specially designed for common
substructure identification and return locally aligned elements instead of doing
global alignment like the first approach. They employ similar techniques as the first
approach, such as geometry hashing, maximally complete subgraph identification.
Most of them also use RMSD and number of residues aligned as evaluation criteria.
Despite the large number of algorithms developed, there are still several issues
that need to be addressed in the Maximal Common Substructure Identification
3Problem:
1. Finding all MCSs. Many proteins have multi-domains, where each domain
has a particular functionality. Proteins might have several similar domains,
especially if they belong to the same family, but the relative position of
these domains could be different in different proteins. For example, the im-
munoglobulin fab fragment (1MCP) and the murine T-cell antigen receptor
(1TCR) are two immune molecules. As many molecules in the immune sys-
tem, the L chain of 1MCP and the B chain of 1TCR both have a constant
(C) and a variable (V) domain, as shown in Figure 1.1.
(a) 1MCP, chain L.
(b) 1TCR, chain B.
Figure 1.1: 3D structure of the backbone of Immunoglobulin fab fragment (1MCP,
chain L)(a) and murine T-cell antigen receptor (1TCR, chain B)(b).
4However, the angle between these two domains in 1MCP is obtuse, while a
significant bend results in a sharp angle in 1TCR. Both domains and their
different relative position are interesting to biologists. Methods searching
for a single good alignment of two proteins are however unable to obtain
this answer since either one of the common domains is aligned well or both of
them are aligned with a large RMSD value while missing the different relative
position between them.
2. Discover MCS in non-topological case. Assume the protein backbone order
is defined as from the N-terminal to the C-terminal. Say, a substructure in
protein P Ps1 is before another substructure Ps2 according to the backbone
order. In protein Q, the substructure Qs1 is after Qs2. If it happens that Ps1 is
similar to Qs1, and Ps2 is similar to Qs2, and all of them can be aligned well at
the same time, then we say it is a non-topological case because the backbone
order of Ps1 and Ps2 is different from the backbone order of their counterparts
in protein Q. In other words, the non-topological alignment occurs when the
structural alignment order is different from the backbone order. Structure
I in Figure 5.1 is an example of a MCS in non-topological case. In protein
P , the α helix array is before the β ribbon along the backbone, while the
α helix array in protein Q is after the β ribbon. There are also many other
such examples where some of them are produced by sequence rearrangements
[30, 24] or by convergent evolution [31, 21]. The importance of addressing
non-topological case is discussed in [13], [41] and [35]. However, most existing
solutions cannot handle this issue.
3. Identify MCS involving multi-chains. A functional group may span on several
poly-peptide chains in a multi-chain protein. For instance, the met repressor-
operator complex is a dimer, and its DNA-binding site consists of two β-
5strands, one from each chain. Many existing methods, especially those for
structural alignment, can only work on a single chain from each protein.
4. Rank and select the results. The total number of MCSs of two proteins can
be very large, sometimes thousands, depending on the protein sizes and how
they are similar to each other. With such a huge result set, it is impractical
for biologists to dig out useful information. Therefore, it is important to sort
the MCSs. Moreover, it is not true that each MCS corresponds to a structural
domain. Rather, many MCSs have intersecting regions—same alignment por-
tions, or conflicting regions—same elements of one protein are aligned with
different elements of the other protein. Such MCSs cannot co-exist on pro-
teins. Though subtle structural incompatibility can be mined out from these
MCSs, biologists are more interested in co-present MCSs where each might
be a domain. Thus, besides the ability to discover all MCSs, it is also desired
to have the means to select a subset which includes most significant MCSs
which are neither intersecting nor conflicting, though only one of them can
be aligned well at a time.
By the time we started this project and to the extent of our knowledge at
that time, in the first approach, only MASS [26] can find more than one com-
mon substructure. Since it targets at multiple proteins, to reduce time complexity,
heuristics is incorporated into geometric hashing, which makes the result not com-
plete. Grindley’s method [11] in the second approach is the only one we know
which can discover all MCSs. It achieves so by finding all maximal cliques in a cor-
respondence graph. In principle, it would give the exact same set of substructures
as our method. However, they do not have a ranking scheme, nor their method has
the ability to select a co-present subset. And their answer stops at the SSE level
while it is usually desired to know the residue correspondence.
61.3 Contributions
In respond to the above four issues, we proposed an algorithm called FAMCS
(Finding All Maximal Common Substructure) for identifying common substruc-
tures between proteins. It can address all the above four issues. In order to achieve
efficiency, FAMCS works on the secondary structure level first to prevent processing
large number of residues, and employs an orientation-invariant representation to
avoid the expensive cost performing rotation and transformation to obtain optimal
orientation for the two proteins under investigation.
FAMCS works by first identifying all structurally similar SSE pairs which are
then merged into substructures containing multiple SSE pairs using a modified
Apriori algorithm [29]. The algorithm deduces the answer level by level. At the
ith level, candidate substructures containing i pairs of SSEs are generated from
common substructures with i−1 SSE pairs found at the i−1th level. The similarity
of these candidates is computed and compared against a threshold. Those pass
the similarity test will then be used to generate candidates for the next level of
search. Eventually, all maximal set of SSE pairs that are deemed to be similar
will be found, which represent the Maximal Common Substructures. They are then
ranked according to the size and the similarity score. An optional step is provided
to select a co-present subset which contains most significant MCSs. As it could
be desirable to know the exact residues correspondence, FAMCS also provides a
simple heuristic algorithm to refine the answer to residue level. This is necessary
only if the users are interest to know more details after they look at the result at
the SSE level.
The rest of this thesis will give a detailed description of the method and its
performance. The next section describes the layout of the thesis.
71.4 Layout
The thesis is organized as follows:
• Chapter 2 introduces the background knowledge about protein structure and
the principle of structure-function relationship.
• Chapter 3 presents the existing works targeting this problem.
• Chapter 4 discusses the protein model that we are using in our problem.
• Chapter 5 defines the problem formally and mathematically.
• Chapter 6 explains how FAMCS algorithm works.
• Chapter 7 shows the experiments on different sets of proteins and the results
compared against other methods.
• We conclude our work in Chapter 8 with a summary of our contributions.
We also discuss some limitations and provide directions for future work.
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Protein Structure
In this chapter, we will introduce some biological knowledge on protein structure,
which is necessary to understand the Protein Common Substructure Identification
Problem, and is helpful to understand our method too.
2.1 Four Levels of Protein Structure
Almost every metabolic activity that occurs in the cell involves one or more pro-
teins. They are the ultimate products made from DNA. There are thousands of
different kinds of proteins in a typical cell, each encoded by a gene and each per-
forming a specific function.
The basic building unit of a protein is amino acid. There are in total 20 amino
acids. The general chemical form of an amino acid is shown in Figure 2.1. Note
the central carbon atom is called Cα to differentiate with the carbon atom in the
carboxyl group.
Various types, numbers and sequences of amino acids link to form polypep-
tide chains via chemical bonds–peptide bond. The peptide bond is formed by the
association of the carboxyl group of one amino acid and the amino group of the









Figure 2.1: General formula of an amino acid.
As such, a polypeptide chain is linked up, and one terminal is an amino group
(N terminal) and the other is a carboxyl group (C terminal). The sequence of























Figure 2.2: Formation of a peptide bond.
A protein may comprise only one polypeptide chain or several. Protein sizes
range from 40-50 to thousands amino acids. However, proteins are not linear
molecules as suggested when we write out a “string” of amino acid sequence. The
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protein structure can be broken down to four levels as shown in Figure 2.3:
Figure 2.3: Four levels of protein structure.
• Primary structure. The primary structure of a protein refers to its amino
acid composition and the order that they appear in the polypeptide chain.
When participating as a member of a polypeptide chain in a protein, the
amino acid is termed residue instead.
• Secondary structure. Secondary structure refers to regular, recurring ar-
rangements in space of adjacent amino acid residues in a polypeptide chain.
The two major types of secondary structure elements (SSEs) are α helix and
β strand (sometimes called β sheet or β pleated sheet), though there are other
kinds of helices and loops. As the name suggests, α helix is of a helix shape
with about four residues in a turn. The backbone of an β strand is arranged
in zig-zag (or pleated) fashion, while the side-chains stick from the backbone
on each side of the strand.
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• Tertiary structure. Tertiary Structure refers to the spatial relationship
among all amino acids in a polypeptide chain. SSEs “fold up” along with the
“randomly” coiled regions into a compact, generally globular structure. It is
the complete 3D structure. The properties of a protein are largely determined
by its 3D structure, and so do its functions.
• Quaternary Structure. Quaternary Structure refers to the spatial rela-
tionship of the polypeptides, or subunits, within the protein. Each subunit
(polypeptide) folds more-or-less independently. The subunits then associate
to form the final structure.
2.2 Protein Structural Data and Classifications
Currently the most popular techniques to resolve protein structures are X-ray crys-
tallography and Nuclear Magnetic Resonance (NMR). Both of them can determine
the atomic coordinates of a protein 3D structure. However, both of them have
limitations so that some protein structures are still incomplete. Specifically, X-ray
crystallography is unable to determine the dynamic fragments while NMR can only
deal with small size proteins.
The protein structural data are available in many databases. The most famous
one is the Protein Data Bank (PDB)[12], which is available at “http://www.rcsb.org/pdb/”.
The Protein Data Bank was established in 1971. By 1974 there were 12 protein
structures in the archive. Over the time, the number of structures in PDB has dra-
matically increased, as shown in Figure 2.4[7]. Now there are over 28,000 entries in
PDB, and 10-20 new structures are deposited into it daily. Along with the increase
in the overall number of structures deposited to the PDB, the complexity of these
structures has also increased, where the “complexity” is in terms of the number of
12
chains and the weight of a functional unit.
Figure 2.4: The growth of the number of entries in the Protein Data Bank.
In the PDB, each file stores information of one molecule, including the name
of the molecule, details of the experiment that resolved the structure, its primary
structure, its secondary structure, 3D coordinates of every atom whose position is
determined, and etc. The format of PDB files is documented at
http://www.rcsb.org/pdb/docs/format/pdbguide2.2/guide2.2 frame.html.
Proteins have different 3D structures, yet they share some similarity. As struc-
ture implies function, structurally similar proteins are desired to be studied to-
gether. Research efforts have been put on building protein classification databases.
CATH[27] and SCOP[1] are two famous such databases.
CATH is a hierarchical classification of protein domain structures (multi-domain
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proteins are de-associated into domains first). It clusters proteins at four major
levels, Class(C), Architecture(A), Topology(T) and Homologous superfamily(H).
The classification is semi-automated.
• Class is determined according to the secondary structure composition and
packing within the structure. Three major classes are recognized; mainly-α,
mainly-β and αβ (this includes both alternating α/β structures and α + β
structures). A fourth class is also identified which contains protein domains
which have low secondary structure content.
• Architecture describes the overall shape of the domain structure as determined
by the orientations of the secondary structures but ignores the connectivity
between the secondary structures.
• Structures are grouped into fold families at the topology level depending on
both the overall shape and connectivity of the secondary structures. Up to
this level, the classification is done using the structure comparison algorithm
SSAP[36].
• Homologous superfamily level groups together protein domains which are
thought to share a common ancestor and can therefore be described as ho-
mologous. Similarities are identified first by sequence comparisons and sub-
sequently by structure comparison using SSAP.
The SCOP classification of proteins has been constructed manually by visual
inspection and comparison of structures, but with the assistance of tools to make
the task manageable and help provide generality. In SCOP, proteins are classified
to reflect both structural and evolutionary relatedness. SCOP first group proteins
into classes. Similarly to CATH, four major classes are All α, All β, α + β and
α/β. Classes are then hierarchically arranged into family, superfamily and fold:
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• Family : Proteins clustered together into families are clearly evolutionarily
related. Generally, this means that pairwise residue identities between the
proteins are 30% and greater.
• Superfamily : Probable common evolutionary origin Proteins that have low
sequence identities, but whose structural and functional features suggest that
a common evolutionary origin is probable are placed together in superfamilies.
• Fold : Major structural similarity Proteins are defined as having a common
fold if they have the same major secondary structures in the same arrange-




As mentioned in the Introduction, to identify the common substructures of two
proteins, there are currently two approaches: structural alignment and purposely
designed algorithms. In this section, various methods from both approaches are
introduced.
3.1 Structure alignment algorithms
3.1.1 Overview
Protein structural alignment is a kind of alignment which tries to establish equiv-
alences between two or more protein structures based on their 3D structures. In
contrast to simple structural superposition, where at least some equivalent residues
of the two structures are known, structural alignment requires no apriori knowledge
of equivalent positions.
The result of structural alignment of two proteins is a superposition of their
atomic coordinate sets with a minimal root mean square deviation (RMSD) be-
tween these two structures (RMSD is calculated by using the distances between
the corresponding residues in the alignment). If some substructures are conserved
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in two or more proteins, they would be aligned together to achieve small RMSD.
Therefore, all the aligned elements in the structural alignment result form a Max-
imal Common Substructure.
The objective of structural alignment algorithms is to find the optimal final
alignment result. However, the general problem of structural alignment has been
proven to be NP-hard[20]. Thus, during the recent decade, various heuristic meth-
ods are proposed using several approaches to tackle the problem. The techniques
used include:
• Monte Carlo optimization (DALI[13, 14]),
• Dynamic programming (STRUCTAL[9], LOCK[33]),
• Graph theory (VAST[17], [8], SARF2[2]),
• Combinatorial extension of alignment path (CE[32]),
• Hidden Markov models (SCALI[41]),
• Genetic algorithm ([23], [18], K2[35]),
• Clustering-based method ([38], FAST[42]) and etc.
However, even with various heuristic techniques, the large number of residues
that a protein usually contains still makes the structural alignment process slower
than expectation. Though the ultimate goal is to establish residue correspondence,
some methods (such as LOCK[33], SARF2[2] and VAST[17]) employ the coarse-
grained approach to start with secondary structure elements alignment, and then
refine to the residue level. In fact, there are at least the following three advantages
to align SSEs first:
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• There are much fewer elements to handle in the alignment (the number of
SSEs a protein contains is usually one magnitude less than the number of
residues).
• The internal structures in SSEs are constrained by hydrogen bonding so there
is actually no need to spend computer time at all.
• It is understood that protein structures are more conserved in the cores than
in exposed loops and turns, with the exception of those loops and turns
involved in active sites.
Singh and his colleges did experimental analysis to compare many protein struc-
tural alignment algorithms proposed before year 2000 in [34]. In the following sec-
tions, popular protein structural alignment methods are select to introduce how
each of the above techniques are applied to solve the problem.
After reviewing all of them, you will notice that there is a common feature—
by different techniques, they all try to discover locally similar segments first, and
then combine all or some of them to construct the basic alignment, based on which
extension and optimization are conducted and to yield the final alignment according
to various scores and constraints defined. However, in the end, what they produce
is only one global alignment. From this alignment, only the largest or the most
similar MCS could be deduced. Though some of these methods generate many
candidate alignments during the course of searching, maybe some modification on
the algorithm in the middle of the process so that these candidate alignments would
be maintain and kept analyzing could help to find out all MCSs.
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3.1.2 Monte Carlo optimization
In DALI[13, 14], each protein 3D structure is represented by a 2D distance matrix.
The distance matrix stores pairwise inter-atomic Cα−Cα distance. First proposed
in DALI, the distance matrix becomes a popular protein 3D structure represen-
tation because it can capture the backbone structure well and it is orientation-
independent.
DALI can accept two query proteins each time. The distance matrix of each
protein is firstly decomposed into hexa-peptide fragments and then all pairs of
similar fragments from the two proteins under investigation are identified. The
final alignment is computed by assembling overlapping similar fragments. To avoid
exponential computational cost, Monte-Carlo random walk and branch-and-bound
are employed, which makes the answer heuristic rather than optimal. Since the
order of hexa-peptide fragments is not considered during assembling, DALI is able
to output alignments of different topology.
3.1.3 Dynamic programming
STRUCTAL[9] does dynamic programming iteratively to minimize the RMSD be-
tween two protein backbones. It firstly computes the distance from each Cα atom in
one protein to all Cα atoms in the other protein. By defining a scoring function, this
matrix of pairwise distances is then converted into a scoring matrix, which is used
in the next dynamic programming iteration. The alignment obtained from the dy-
namic programming can be viewed as rotation and transformation of one structure
against the other such that the RMSD between aligned atoms is minimized. The
distance matrix is updated accordingly for the next iteration of dynamic program-
ming. The process continues until convergence. Note that the result from dynamic
programming depends on the seed alignment. STRUCTAL uses 6 different seeds
19
to avoid any bias.
LOCK[33] unlike DALI and STRUCTAL which work on atomic level directly,
tries to align secondary structures first, then refines to the atomic level. To align
SSEs, LOCK employs dynamic programming whose scoring matrix is computed
based on combination of orientation independent and dependence scoring functions.
Then the algorithm performs an iterative greedy search until it reaches the nearest
local minimum. However, in the last step named Core Superposition, same element
order is enforced. Therefore, this method only produces alignment with same
topology.
3.1.4 Graph theory
VAST[17] also starts with secondary structure element alignment. As many other
methods starts from searching for correspondence among SSEs (including our method),
VAST views each SSE as a vector in a 3D space.
After taking in the two query proteins, VAST constructs a graph in which each
vertex is a pair of SSEs (one from each protein) of the same type, and edges are
added to connect two vertices if the relative spatial position between the two SSEs
in the two pairs are similar. Note that the graph cannot be pre-computed, but
must be built on demand each time when there is a query.
The secondary structure alignment is obtained by clique detection, similar to
the technique used in [11]. This initial SSE alignment is then extended to residue
alignment using a Gibbs sampling technique.
3.1.5 Combinatorial extension of alignment path
CE[32] works directly on residue level. In CE, structural alignment starts from
AFPs of a certain size. AFPs (Aligned Fragment Pairs) are pairs of fragments
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(one from each protein) which confer structural similarity based on local geometry.
An AFP is picked to initiate an alignment. Consecutive APFs are added to the
alignment if some similarity requirements (distance criteria) are met. In this way,
the search space is significantly reduced compared to Monte Carlo optimization
and dynamic programming. A final step of path optimization is applied too.
3.1.6 Hidden Markov models
SCALI[41] is a recent proposed method which emphasizes on looking for non-
topological structural alignment of core elements. Another feature of this method
is that they include the sequence information (amino acid sequence) into the struc-
tural alignment.
To discover consecutive local sequence-structural alignments (they name this
as “fragments”), a kind of hidden Markov model—HHMMSTR (HMM for protein
STRucture) is used. In this model, each Markov state contains information about
the amino acid preference and preferred backbone angles. To align two protein
structures, the position-specific HMMSTR state probabilities are first computed
using the Forward/Backward algorithm. Then by subjected to a scoring function
and a set of constraints, they obtain a list of all aligned fragments. The frag-
ments are then used to extend alignments reached in the alignment space during
a breath-first tree search. The resulting alignments are pruned out mirror images
and extended based on global RMSD value.
3.1.7 Genetic algorithm
K2[35] adopts the SSE→residue approach too. Different from other methods adopt-
ing this approach, the SSE-alignment is obtained from a genetic algorithm. Basi-
cally, the genetic algorithm consists of a few steps simulating the evolution:
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1. Generate an initial population of possible SSE-alignments.
2. Edit the alignments by operations “mutate”, “hop” and “swap”.
3. Randomly recombine pairs of alignments which is similar to the “crossover”
operation in genetics.
4. Decide whether accept or reject the edition on the alignments.
5. Exit if certain conditions are met; loop to step 2 otherwise.
The best SSE-alignment found from the genetic algorithm is subjected to refine-
ment. The SSEs in each pair are shifted for a certain positions in both direction
to reach an optimum correspondence at the residue level. Then the residues in
non-secondary regions are examined, and are included into the alignment if they
are near enough in space.
3.1.8 Clustering-based method
In general, a clustering-based method works in the following scheme as outlined in
[15]:
1. Find pairs of elements that are considered compatible.
2. Find the optimal transformation between the compatible pairs.
3. Cluster these pairs using similar transformation.
4. Perform final refinements.
FAST[42] is one of such methods. As it is difficult to recover residue alignments
from inaccurate SSE-alignments, FAST choose to work directly with backbone Cα
atoms. But rather than handling all the atoms together, FAST compare the local
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geometric properties of the two proteins to select a small subset of pairs of atoms as
vertices in a graph. Edges are added if the distance between the atom-pair satisfies
their condition. Then, “bad vertices” are eliminated if, by including these pairs,
it is unlikely to achieve better global alignment. Thus the graph is simplified so
that an initial alignment can be detected using dynamic programming. This initial
alignment is then fine-tuned by including additional equivalent residue pairs.
3.2 Common Structure Identification Methods
In fact, it is hard to classify whether a method is a structural alignment algorithm
or for common substructure identification because essentially, almost all of them are
aligning two structures. Thus, we classify them by their article titles and abstracts
which reflect the authors’ intention the most.
The methods we found which are purposely proposed to find common substruc-
tures shared by two proteins include [38, 11, 6, 4, 28, 5]. However, except [11], the
answer of most of them is essentially the aligned parts as if these two proteins are
subjected to structural alignment, but not ALL common substructures which are
supposed to be the critical difference between the problem of structural alignment
and the problem of common substructure identification. The techniques they used
are similar as those used in structural alignment methods.
Vriend and Sander developed a greedy method which is a clustering-based
method [38]. In their method, small fragments of the same length and similar
inter-atomic distance are considered to be compatible. Two compatible pairs are
rotated to be superimposed if their centers of mass are near enough. Thus, frag-
ments of protein molecules were assembled into larger structure .
[4] and [28] transform the problem into a geometric pattern matching problem—
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they regard the two query proteins as two sets of points in a 3D space, and the
common substructure problem is then transformed into the problem of looking for
the largest common subset of points. The method is based on a previous solution for
finding common points subset in 2D space. By a few modification and mathematical
proofs, they claimed to achieve a running time of O(N2.5logn).
Fischer et al [6] apply geometric hashing to find matching pairs of Cα atoms
between two proteins. Each protein is viewed as a set of points in a 3D space.
Geometric hashing consists of two procedures: preprocessing and matching. In
preprocessing, all combination of three points in one protein (base) are used to
define all possible orientations of the protein. The position of each Cα is hashed
into a 3D grid together with its orientation. In the matching procedure, the other
protein (target) is processed in the same way, hashed into the same grid, and votes
for a rigid motion with respect to the base molecule. A large number of votes
indicates a possible large common substructure.
The method proposed in [5] is a relative recent method searching for the common
substructures. They view the protein structure as a sequence of unit vectors whose
direction is the direction from a Cα atom to the next. A new measure, Unit-
vector Root Mean Square Distance (UMSD), is proposed to cater their unit-vector
representation. This new measure is said to be more robust dealing with outliers
than RMSD. The algorithm consists of three steps: firstly, identify consecutive
substructures, called shifts, such that part of which might be geometric similar,
2. determine the consecutive substructures that can be superimposed using a 3D
rigid motion from shifts, 3. assemble these substructures into larger non-consecutive
common domains. They only show experimental result on four pairs of proteins,
and only one pair is compared to another method.
Graph theory is employed by Grindley et al [11] to solve the problem. A protein
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is represented by its secondary structure elements (SSE). A correspondence graph
is constructed based on the spatial similarity between SSE pairs of the two pro-
teins. Each vertex denotes a pair of SSEs, one from a protein. For any two vertices
(Pi, Qj) and (Pk, Ql), if Pi and Pk are of the same SSE type, so do Qj and Ql,
and the angle and distance between Pi and Pk is similar to those between Qj and
Ql, then, there is an edge between these two vertices. Thus, all maximal common
substructures identification problem is transformed into all maximal cliques find-
ing in the corresponding graph problem. [16] extends Grindley’s method to work
on multiple proteins. However, the new algorithm can only find out the largest
common substructure, rather than all.
In principle, result set of [11] is identical to that of our method if we do not have
the refinement step, but couple of differences still lie in the setup and algorithm:
• Rather than angle and distance, we also take length of SSE into the protein
representation into consideration since it would be hard to refine to residue
level if the aligned two SSEs differ much in the number of residues.
• We have defined a similarity function to measure the significance of similarity
of each common substructure identified. The sorting of results according to
similarity score is desired by biologist who expect to dig out useful information
within the large number of common substructures identified.
• To find out all MCS, we employ Apriori algorithm. In the current algorithm,
there is no need to count for support since we are working on only two proteins
and one occurrence for a similar SSE pair is enough. But if we want to extend
the method to deal with multiple proteins, that is, to identify all MCSs shared
by at least x% proteins under investigation, our algorithm could be easily
modified to solve the new problem by simply bring back the support feature
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in the original Apriori algorithm. However, the method based on clique-
detection is unable to achieve this easily.
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CHAPTER 4
Representation of a protein
4.1 Introduction
A good way of protein structural modelling is important to any study on pro-
tein structure since the information included may affect the effectiveness while the
complexity of the representation may affect the efficiency of the solution a lot.
To see the second point, let us assume a protein is represented by n elements.
Then the number of all substructures (consecutive and non-consecutive) of various
size would be O(n3). The problem to find all common element pairs between two
proteins is already of complexity O(n6), let alone searching for all common element
sets of all sizes. n is expected to be small.
Furthermore, it would be much better if the representation is independent of
the orientation of the protein structure. That is, no matter how the protein rotate,
its representation remains the same. This property is very much desired because
otherwise we need to perform a few number of comparisons between a pair of
protein for their different orientations.
Therefore, a good representation should orientation-invariant and contain rea-
sonable small number of elements with information of significant properties which
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determine the protein structure.
4.2 Our representation based on SSE
As mentioned in Chapter 2, protein structure has four levels where the 3rd level
is already 3D level. Thus, we only have two choices—the residue level where the
protein structure is described in terms of the spatial positions of all the atoms,
or the secondary structure level where the building blocks are secondary structure
elements (SSEs). We decide to represent a protein structure based on its SSEs.
The advantages of working on secondary structure are:
• Though the residue level is the most accurate level, a protein on average have
hundreds of atoms, which is a bit too large to be subjected to the power
of six. The average number of SSEs a protein has is several tens, which is
acceptably small.
• The entire 3D structure of a protein can be determined by the spatial rela-
tionship among all SSEs. Moreover, there are reasonably sufficient properties
to define the spatial relationship between any two SSEs—the dihedral angle
between them and their closest approach distance. This can be easily under-
stood if we regard each SSE as a vector in a 3D space. (Since SSE also has
length and direction, vector is a good abstract for SSE.) In Figure 4.1, let A
and B be two vectors in a 3D space corresponding to two SSEs. A’ and B’
are the projected vectors onto a plane which is parallel to both A and B. The
closest approach distance (d) is the summation of the distance from A to the
plane and the distance from B to the plane. The dihedral angle (Ω) is the
angle between A’ and B’ measured along the plane. The direction of an SSE







Figure 4.1: How to calculate the dihedral angle (Ω) and the closest approach dis-
tance (d) between two vectors in a 3D space.
• The dihedral angle and the closest approach distance of two SSEs are orien-
tation invariant because what they concern about is the relative position of
two SSEs, regardless of how the protein is positioned in the 3D space. Thus,
the protein representation is orientation invariant too.
When come to examining structural similarity, type and length of SSEs are also
important. Different types of SSEs have very different 3D structures—α helix is
a helix shape while β strand likes a belt. Besides, they also have very different
physical and biochemical properties. Length of an SSE refers to the number of
residues in that SSE. If two SSEs differ too much in length, they are unlikely to be
well aligned since the non-SSE segment is of irregular structure and thus is quite
different from any SSE structure.
In a nutshell, in our project, a protein is described as the conformation of the
protein’s secondary structural elements (SSEs). The properties used in structural
comparison are: type of SSE, length of SSE, dihedral angle and the closest approach
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distance among all SSE pairs.
4.3 Mathematical representation
Each protein is represented by a type sequence (TP) and an angle-distance (AD)
matrix.
The type sequence is a string of the two major SSE types: α and β. For
example, the 3D structure of the protein 1BIK of secondary structure level is shown
in Figure 4.2. The two major types of SSE—α helix and β strand are represented
as cylinder and arrow respectively, where the arrow direction is the direction of
that β strand. 1BIK has 7 SSEs in total. The number beside each SSE denotes the
order of that SSE in the entire polypeptide chain, i.e., i means it is the ith SSE.
The type sequence of 1BIK TP1BIK is “β − β − α− α− β − β − α”.
Figure 4.2: The 3D structure of the protein 1BIK of secondary structure level.
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The dihedral angles, the closest approach distances of every pair of SSEs and
the length of every SSE are stored in an AD matrix. It is a n×n matrix where n
is the number of SSEs in the protein. The length of each SSE is recorded in its
diagonal. The lower triangle part stores the the closest distance (d) between every
two SSEs, while the upper triangle part contains the dihedral packing angle (Ω).
Mathematically, AD is defined as:
ADi,j =

di,j if i > j,
li if i = j,
Ωi,j if i < j.
(4.1)
where, 1≤ i,j ≤n, li is the length of the ith SSE, di,j and Ωi,j are the distance of
closest approach and the dihedral packing angle between the ith and the jth SSEs




5.1 Definitions and notations
A common substructure of two proteins is usually made up of several disjoint regions
of the backbone [13]. As we are working on the level of secondary structures, a
Common Substructure (CS) of proteins P and Q is a set of SSE pairs S =
{(Px, Qx′), (Py, Qy′),. . . , (Pz, Qz′)}, where Uv represents the vth SSE of protein U ,
and for all (Pi, Qi′), (Pj, Qj′) ∈ S, where i 6= j and i′ 6= j′, they must be similar SSE
pairs, that is, Simpair(Pi, Qi′ , Pj, Qj′) > Tsim, where Sim is defined in Equation 5.1
and Tsim is a similarity threshold set by users.
In the above definition, Qx′ , Qy′ , . . . , Qz′ are said to be the counterparts of
Px, Py, . . . , Pz. Size of a Common Substructure is the number of SSE pairs it
contains, namely, is the cardinality of the CS, denoted by |CS|. The combination
of several CSs is the union of their corresponding sets.
Furthermore, if no superset of S is a CS, S is said to be aMaximal Common
Substructure (MCS). Note that, depending on the pairwise spatial relationship
among similar SSE pairs, two proteins might share more than one MCS. Figure 5.1































Figure 5.1: Simplified 3D structures of proteins P and Q.
proteinQ. α helix is represented by ellipse, and β strand is represented by rectangle.
P and Q have two MCSs: S1 = {(P2, Q7), (P3, Q8), (P4, Q9), (P6, Q1), (P7, Q2)}
(I) and S2 = {(P9, Q3), (P10, Q4), (P11, Q5)} (II). They cannot be combined into
one larger CS because at least (P2, Q7) and (P10, Q4) are not similar SSE pairs.
Structure I is also an example of non-topological case as the α helix array is before
the β ribbon in protein P if the backbone order is defined as from the N-terminal
to the C-terminal, while the α helix array in protein Q is after the β ribbon.
Thus, the Maximal Common Substructure Identification Problem is:
given two proteins P and Q, to identify all their MCSs.
If two different MCSs S1 and S2 such that there is an SSE pair (Pi, Qi′) that
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(Pi, Qi′) ∈ S1 and (Pi, Qi′) ∈ S2, we say S1 and S2 are intersecting. Two MCSs
S1 and S2 are said to be conflicting if there exists SSE pairs (Px, Qy) in S1 and
(Px, Qz) in S2 where Qy 6= Qz.
5.2 Similarity function
Two similar SSE pairs are expected to have same type (it is non-sence to align
two different type SSEs because α helix and β sheet have very different physical
and biochemical properties), similar length for aligned SSEs, and similar spatial
relationship between them.
Let Pi denote the i
th SSE of protein P , the similarity of two SSE pairs (Px, Qx′)
and (Py, Qy′), where Qx′ and Qy′ are the counterparts of Px and Py respectively, is
defined as
Simpair((Px, Qx′), (Py, Qy′)) = Simtype + Simlength +Wa · Simangle +Wd · Simdist
(5.1)
where Simtype, Simlength, Simangle and Simdist are the similarity measurement for
type, length, dihedral angle and the closest approach distance of the SSE pairs
(Px, Qx′) and (Py, Qy′). The larger the value of Sim((Px, Qx′), (Py, Qy′)) is, the
more similar the SSE pair (Px, Qx′) is with the SSE pair (Py, Qy′).
Since we require SSE counterparts to have exactly the same SSE type, we give
Stype the largest penalty (−∞) if any of the counterpart SSE pairs are of different
SSE types. If the two SSE pairs satisfy the type requirement, Simtype is defined
to be 0 so that it will not affect the structural similarity value. Written in the
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mathematical form, it is
Simtype =

−∞ if type(Px) 6= type(Qx′) or type(Py) 6= type(Qy′)
0 otherwise
(5.2)
, where type(Pi) returns the type of the i
th SSE of protein P . If TPP is the type
sequence of protein P , type(Pi) = TPP [i].
We also require SSE counterparts to have similar length, namely, length dif-
ference should be within the length threshold Tl. To enforce this requirement,
Simlength is set to −∞ if any of the counterpart SSE pairs differ too much in
length. It is also set to 0 otherwise to avoid affecting the structural similarity
value. Written in the mathematical form, it is
Simlength =

−∞ if |len(Px)− len(Qx′)| > Tl or |len(Py)− len(Qy′)| > Tl
0 otherwise
(5.3)
, where len(Pi) returns the length of the i
th SSE of protein P. If AD(P ) is the AD
matrix for protein P , len(Pi) = AD(P )i,i.
The dihedral angle similarity (Sangle) and the closest approach distance similar-
ity (Sdist) are defined as below:
Simangle =

0 if |angle(Px, Py)− angle(Qx′ , Qy′)| > Ta






0 if |dist(Px, Py)− dist(Qx′ , Qy′)| > Td













AD(P )j,i if i < j
AD(P )i,j otherwise
(5.7)
Ta, Td are thresholds for the difference in angle and in distance, respectively.
If the angle/distance difference is greater the angle/distance threshold, they are
considered as not similar at all in angle/distance by setting Simangle/Simdist to 0.
Otherwise, the difference is normalized to a value between 0 and 1.
Wa and Wd are weights for angle and distance to control the extent that they
affect the similarity score. They are fractions between 0 and 1. Therefore, if the
two SSE pairs fulfill the type and length requirements, their Sim value would be a





To find all Maximal Common Substructures, the most challenging task is to discover
Common Substructures. If we review the definition of Common Substructure, we
will notice that the gist is:
• A common substructure is built up from SSE pairs where each SSE pair
consists of two SSEs, one from one protein.
• Any two SSE pair in a common substructure should be similar.
Here, we can see the importance of similar SSE pairs in common substructures.
Illuminated by this point, our FAMCS algorithm starts from identifying all similar
SSE pairs of the two query proteins. These similar SSE pairs are then merged
together if the combined structure is still a common substructure. In this way,
the common substructures are growing larger and larger, until at one point, there
are no more combination can be done to still fulfill the requirement of a common
substructure. All the structures gotten at that points are the Maximal Common
Substructures of the query proteins. Then these MCSs are sorted according to
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their sizes and average similarity scores. An optional step is provided to select
a co-present subset from all the MCSs discovered. The final step is to refine the
answers to residue level. The following sections present each step of the FAMCS
algorithm in details.
6.2 Step1: Find all similar SSE pairs
In order to make our result optimal rather than heuristic, we choose to do ex-
haustive search: to compute the similarity Sim according to Equation 5.1 between
every SSE pair in one protein with all SSE pairs in the other. If the Simpair value
is larger than similarity threshold Tsim, the two SSE pairs are considered as similr
SSE pairs. Actually, they are a Common Substructure shared by these two query
proteins of size two, which is the smallest size of a Common Substructure. Thus,
we obtain all common substructures containing two similar SSE pairs at the end
of this step.
Formally, how to find all similar SSE pairs between protein P (which has m
SSEs) and protein Q (which has n SSEs) is listed in Algorithm 1. Please refer to
Equation 5.2, 5.3 and 5.1 for formula of Simtype, Simlength and Simpair respectively.
Algorithm 1 To find all similar SSE pairs
for all i, j = 0; i, j < m and i 6= j; i++ do
for all k, l = 0; k, l < n and k 6= l; k ++ do
if Simtype(Pi, Qk, Pj, Ql) < 0 or Simlength(Pi, Qk, Pj, Ql) < 0 then
break
else if Simpair((Pi, Qk), (Pj, Ql)) > Tsim then




If a protein has O(n) SSEs, it would have O(n2) SSE pairs. Then, the time
complexity of exhaustive search for similar SSE pairs between two proteins would be
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O(n4), which seems terrible. However, it is still quite efficient practically because:
• The number of SSEs in a typical globular protein is only around 15 [26], and
• Many SSE pairs could be filtered quickly by simply checking their type and
length since as long as the types are not the same or the length differ too
much, the Simpair value would be −∞ which means these two SSE pairs are
for sure not similar, and no need to look at their spatial arrangement at all.
In fact, this step can be accelerated by employing an index on SSE pairs’ prop-
erties. The idea is illustrated in the future works (Section 8.2). But it is not
implemented in our current system.
6.3 Step2: Combine to discover MCSs
From Step 1, we got all similar SSE pairs which are also common substructures
of size two (a common substructure containing 2 SSE pairs). To discover MCSs
made up of more SSE pairs, a straightforward method is to enumerate all possible
combinations of similar SSE pairs, and then check whether each combination is a
MCS. But obviously, this method is too inefficient for both time and space since
many combinations are not common substructures, especially for those containing
many SSEs. Fortunately, Theorem 6.3.1 shows that, if a set of similar SSE pairs
is found to be not a CS (common substructure), there is no need to generate its
supersets since they cannot be CSs.
Theorem 6.3.1 The CS has the Apriori property, namely, all nonempty subset of
a CS must also be a CS.
Proof 6.3.1 Assume S is not a CS since there exists (Px, Qx′), (Px, Qx′) ∈ S such
that Simpair((Px, Qx′), (Py, Qy′)) ≤ Tsim. Then, any superset of S could not be a
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CS due to the same reason by the definition of CS. Hence, the contraposition of
Theorem 6.3.1 holds, so does Theorem 6.3.1.
Our algorithm is similar to the Apriori Algorithm [29]. Following the notation in
Apriori Algorithm, let Li be the set of CSs of size i. We start from L2, namely, the
set of CSs containing two similar SSE pairs. Li is generated from Li−1 as follows.
If S1,S2 ∈ Li−1, where S1 = Scom ∪ {(Pu, Qu′)} and S2 = Scom ∪ {(Pv, Qv′)},
and Scom = {(Px, Qx′),. . . , (Py, Qy′)}, then S3 = Scom ∪ {(Pu, Qu′), (Pv, Qv′)} is a
candidate CS of size i.
To determine whether S3 is a CS, we need to check whether every two SSE
pairs in S3 can pass the similarity test. Since S1 and S2 are in Li−1, every two
similar SSE pairs within them are ensured to be similar. Therefore, the only thing
we need to check is whether (Pu, Qu′) and (Pv, Qv′) similar SSE pairs, i.e., whether
Simpair((Pu, Qu′), (Pv, Qv′)) > Tsim. Note that the condition is the same as what
is used in the step1 of FAMCS and step1 has already found all similar SSE pairs,
namely, to check whether (Pu, Qu′) and (Pv, Qv′) similar SSE pairs is equivalent to
check whether {(Pu, Qu′), (Pv, Qv′)} ∈ L2.
If (Pu, Qu′) and (Pv, Qv′) are proved to be similar SSE pairs, then S3 is a CS
and is put into Li; otherwise, and if no set in Li is a superset of S1, then, S1 is an
MCS.
The algorithm terminates when:
• |Lk| < 2 for some k < min(m,n) (the case when there is only one CS of size
k so there is no room for growth to CS of size k + 1), or
• max(|Si ∩ Sj| for ∀Si,Sj ∈ Lk) < k − 1 for some k < min(m,n) (the case
when there is no two CSs sharing the same k−1 SSE pairs among all the CSs
of size k so that there is no two CSs can be combined to form a CS candidate
of size k + 1), or
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• k reachesmin(m,n), wherem and n is the number of SSEs in P and Q respec-
tively (the case when the entire protein of smaller size has been recognized
as a substructure in the larger protein).
Since larger MCS implies more statistical significance, the MCSs found are
ranked according to the size first, then by similarity score. The similarity of a CS





j=1∧j 6=i Simpair(pairi, pairj),where pairi, pairj ∈ S
|S| (6.1)
Note that the output is a complete set of all MCSs shared by two proteins. The
pseudocode of the algorithm is shown in Algorithm 2.
6.4 Step3: Select significant co-present MCSs
As mentioned in the Introduction, many of MCSs have intersecting regions or con-
flicting regions. For example, MCSs {(1, 2), (2, 4)} and {(1, 3), (2, 4)} have inter-
secting region (2, 4), and (1, 2) conflicts with (1, 3). They cannot be two co-existing
domains. In order to select a subset of significant co-present MCSs, we decide to
only retain the MCS which ranks the highest among all intersecting or conflicting
MCSs. The resulting MCSs may represent different domains, or may be able to
infer interesting structural properties, as shown in Chapter 7. The algorithm for
this step is outlined in Algorithm 3. This step is in fact optional. Users can still
get all MCSs if they want.
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Algorithm 2 To generate MCSs from similar SSE pairs
/* Input : A set of similar SSE pairs input */
/* Output : A list result of all MCSs */
L2 = input
for all k = 3; k < min(m,n) and |Lk−1| ≥ 2; k ++ do
/* Generate Lk from Lk−1 */
for all all ith element of Lk−1, say Si do
for all all jth element of Lk−1 (j 6= i), say Sj do
if Si = Scom ∪ {(Pu, Qu′)} and Sj = Scom ∪ {(Pv, Qv′)} then
S = Scom ∪ {(Pu, Qu′), (Pv, Qv′)}
if {(Pu, Qu′), (Pv, Qv′)} ∈ L2 then




/* Identify MCSs */
if Si is not combined with any Sj then




if Si is not combined with any Sj then
result = result ∪ {Si}
end if
Sort result by MCS size and similarity SimCS
Return result
Algorithm 3 To select significant co-present MCSs
/* Input : A sorted list of all MCSs input */
/* Output : A list result of co-present MCSs */
Add input[0] into result
for all i = 1; i < input.size; i++ do
if input[i] does not intersect with any MCS already in result then





6.5 Step4: Refine to residue level
If a user is interested in a particular MCS, it is usually desirable to know the exact
residue correspondence. Refining an MCS to residue level is not a straightforward
process since the length of aligned SSE pairs are usually different, and residues
of non-SSE region may also be a part of the optimal alignment. VAST [17], a
successful structural alignment algorithm, solves this problem by a Gibbs sam-
pling technique. We believe their technique can be well-adopted in our algorithm.
Moreover, we also propose a simple refinement algorithm here.
After studying some real examples, we observed that
• The shorter SSE in an aligned SSE pair is usually aligned inside the longer
one, and
• Each consecutive segment of a common substructure is usually a SSE flanking
by a few residues on both sides.
Inspired by the above two observations, our refinement method consists of the
following few steps:
1. For each SSE pair in a MCS, try various shifts to search for an optimal
alignment just for that SSE pair. Say, if two SSEs in a pair are Px and Qx′ of
length m and n respectively, and n < m. Let Px[i..i+ l] : Qx′ [j..j + l] denote
an alignment of length l + 1 in which the ith element of Px aligned with the
jth element in Qx′ , and so on until the (i+ l)
th element of Px is aligned with
the (j + l)th element of Qx′ . In the case of SSE, the i
th element refers to its
ith residue. Then, the optimal alignment of Px and Qx′ is defined as:
argminPx[1..m]:Qx′ [k..k+m](RMSD(Px[1..m] : Qx′ [k..k+m]) for ∀k ∈ [1, n−m+1])
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, where RMSD is an abbreviation for the Root Mean Square Deviation.
2. After getting the optimal alignment for all SSE pairs, combine them all usu-
ally produce worse RMSD because the translations and orientations of the
protein structure that resulting in these optimal alignment are different in
most times. Thus, in this step, we perform more shifts within SSE pairs to
obtain the best alignment with smallest global RMSD.
3. According to the second observation above, we extend the alignment onto
non-SSE parts flanking aligned SSEs on both sides. Note that more residues
included in the alignment, worse the RMSD value tends to be. In order to
balance the size and RMSD value, the extension terminates when RMSD/size




7.1 Implementation and settings
We conducted experiments on various protein pairs to access the robustness of
FAMCS on SUN’s E450 running solaris. FAMCS is implemented in C++. The
protein structures were taken from the Protein Data Bank [12]. Structural infor-
mation of secondary structures is recovered by a modified version of Webmol [39].
Basically, what it does is:
1. Use DSSP algorithm [19] to define the secondary structures of the input
protein. Thus, we have the type, starting and ending point of all SSEs in the
protein.
2. Calculate the dihedral angle and the closest distance among all SSEs to fill
up the AD matrix.
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7.2 Parameters tuning
There are a couple of parameters in FAMCS: threshold for length difference (Tl),
angle difference (Ta), distance difference (Td), the similarity threshold Tsim, and
weights for angle similarity (Wa) and that for distance similarity (Wd) in the Equa-
tion 5.1.
In order to tune the parameters, we selected ten protein pairs which are ei-
ther having known common substructures with important biological function (the
first five pairs in the tables), or from Chew’s paper (the next three pairs), or
randomly selected from different families in SCOP database[1] (the rest). The pa-
rameter settings are evaluated by the results’ conformity with the known common
substructures, or their Root Mean Square Distance (RMSD) measured at residue
level.
Since SSE length does not play an important role in the 3D structure determi-
nation (though it affects the residue level alignment), we would like to loosen this
threshold. 5 and 7 amino acids are tested in the tuning process. From the study
of the distribution of SSE angle and distance [3], angle values evenly distribute
over the entire range, while distance values skew at 8A˚ to 16A˚. We decide our trial
values centered at 1/4 of the popular ranges, and varied by 15◦ and 1A˚ respectively.
Namely, 30◦, 45◦ and 60◦ are tried for Ta, 2A˚, 3A˚ and 4A˚ for Td. The tuning results
are shown in Table 1 for Tl = 7 (Tl = 5 performs worse than or equal to Tl = 7
for all protein pairs). Though both Tl = 7, Ta = 60, Td = 3 and Tl = 7, Ta = 45,
Td = 3 generate the optimal results, the former takes much longer time. Thus, the
later is chosen as the default setting, and Tsim = 0.
To set the weights wisely, we tried different values on a set of protein pairs.
The proteins in trial are either having known common substructures with important
biological function, or randomly selected from SCOP database [1]. Thus, the weight
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Settings (Ta,Td)Protein Pairs 30, 2 30, 3 30, 4 45, 2 45, 3 45, 4 60, 2 60, 3 60, 4
1MCPl 1TCRb ? ? ? ? ? ? ? ? ?
1GGGa 1WDNa ? ? ? ? ? ?
1F4N 256Ba ? ? ? ? ? ? ? ? ?
1B0U 1AM1 ? ? ?
1MJP 1ECR ? ? ? ? ? ? ? ? ?
2CRO 2WRPr ? ? ? ? ? ? ? ? ?
1A1Ea 2ABL ? ? ? ? ? ? ? ? ?
3HSC 2YHX ? ? ?
1HYWa 3UBPa ? ? ? ? ? ? ? ? ?
1GMI 1HYWa ? ? ? ? ? ? ? ? ?
Table 7.1: Parameter tuning for Ta and Td. Tl is set to 7. The one produces best
result is indicated by an ?.
values are evaluated according to either the goodness of matching with known
common substructures, or the Root Mean Square Distance (RMSD) measured at
residue level.
We tried three types of weight: more weight on distance, more weight on angle,
and equal weight. The common substructures found by FAMCS under different
weight settings are evaluated by how well they conform with the real common sub-
structures. Eight pairs of proteins with known common substructures are selected
from the biology literatures. The weight setting producing the common substruc-
tures that conforms the best with the known ones of a certain protein pair is
rewarded a star for that pair of proteins, as shown in Table 7.2. Note that for some
protein pairs, different weights result in the same common substructures identified.
We observe that the common substructures found by different weights do not
differ much, and equal weight for angle and distance tends to perform well in most
cases (Table 7.1), which is reasonable since both angle and distance are important
in structure determination. Therefore, when compared to other methods, we use
Wa = 0.5 and Wd = 0.5.
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Settings (Wa,Wd)Protein Pairs 0.3, 0.7 0.5, 0.5 0.7, 0.3
1MCPl 1TCRb ?
1GGGa 1WDNa ?
1F4N 256Ba ? ? ?
1B0U 1AM1 ?
1MJP 1ECR ? ? ?
2CRO 2WRPr ? ?
1A1Ea 2ABL ? ? ?
3HSC 2YHX ? ?
1HYWa 3UBPa ? ? ?
1GMI 1HYWa ? ? ?
Table 7.2: Parameter tuning for Wa and Wd. The one produces best result is
indicated by an ?.
7.3 Performance comparison
The protein pairs used in method evaluation are the same ones in parameters
tuning. We understand that this might degrade its generality and the number
of proteins is limited. However, in order to assess the ability to address the four
issues outlined in the Introduction, we need to analyze the result in detail which
is impractical on too many protein pairs, and it is hard to find protein pairs with
known interesting common substructures. Moreover, FAMCS algorithm is able to
handle the four issues by its logic. Experiment is to show some real examples. We
have tried our best to include proteins of various types and sizes.
We’d like to make comparison with both common substructure identification
methods and structural alignment algorithms. Chew’s work [5] is a recent method
purposely searching for common substructures. They only give experimental results
on few protein pairs in the paper. DALI [13] and VAST [17] are structural alignment




The alignments at the SSE level, the RMSD value, and the number of residues
aligned for FAMCS, DALI, VAST and Chew’s work for several protein pairs are
listed in Table 7.2 to Table 7.9. The top co-present MCS is taken as FAMCS’s
answer except for 1MCPl/1TCRb and 1GGGa/1WDNa where the top two are
shown. Each table is for one pair of proteins. The proteins’ PDB IDs are shown on
the top of the tables, together with their class according to SCOP protein structure
classification[1].
In these tables, the Cα alignments as well as the corresponding aligned SSEs are
shown. Each table is for one protein pair in comparison. Aligned segments are or-
dered in rows according to their backbone order (except for the protein pair 1GGGa
and 1WDNa). An aligned segment is presented in the form of “i : j” which means
the ith element (SSE or Cα, depending on which column it is) of the 1
st protein is
aligned with the jth element of the 2nd protein, or “i− j : k − l” which means the
ith to the jth element of the 1st protein are aligned with the kth to the lth element
of the 2nd protein. If the aligned Cα atoms do not belong to a secondary structure
(usually the case in the DALI alignments), in their corresponding SSE alignment,
there will be an ”NS” instead of an SSE id number, meaning that this part is not
an SSE. “i+NS” means the ith SSE followed by a non-SSE part. Because there are
usually loops between secondary structure elements, a segment of continuous SSEs
alignment might correspond to several segments of Cα alignments when the residues
between the SSEs cannot align well. In this case, the corresponding Cα alignments
of the SSE alignment are a few rows of Cα segments which are grouped together
by “{”. For example, in Table 7.2, under the FAMCS column, the SSE alignment
1-3:1-3 has three corresponding Cα alignments–3-8:3-8, 9-13:10-14, 15-26:15-26.
The FAMCS alignments shown in tables are all the top co-present MCSs except
for 1MCPl/1TCRb and 1GGGa/1WDNa, where the top two co-present MCSs are
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displayed. VAST’s results are only available if two proteins are structural neighbors.
Results of Chew’s work are taken from its paper[5], thus, not all data is available.
Wherever the data is unavailable, an “N/A” is put in the tables. The Root Mean
Square Deviation and the number of Cα aligned (abbreviated as “RMSD” and “Cα
No” respectively) are shown at the bottom of each alignment for each method. Less
RMSD means better fitting of the two structures, and larger number of Cα aligned
indicates more significant commonness.
7.3.1 Discover all MCSs
FAMCS can find all MCSs. Different MCSs of the same protein pair can infer
interesting structural differences. Recall the 1MCP and 1TCR example in the
Introduction. Their alignments from FAMCS, DALI and VAST are shown in Table
7.2. Since the result from DALI and that from VAST are very similar, they are
displayed in the some column. In the “DALI and VAST” column, the alignment
proceeded by “D” is a portion of the DALI result, where those proceeded by “V”
are from VAST result. Data is unavailable for Chew’s method[5].
FAMCS successfully identifies the C and V domains as two MCSs, which cor-
respond to the first and the second answers respectively (the couple of rows above
the first RMSD value form the C domain, while the next few rows compose the V
domain). Thus, user is not only informed of the similarity between the two immune
system proteins, but also aware of the different spatial arrangement of domains.
However, DALI aligned both domains together. This produces worse RMSD value,
and conceals the different domains spatial relationship. Though VAST achieved
small RMSD, it only identified the V domain, missed the C domain.
Another interesting example is the conformational change upon the ligand bind-
ing of the glutamine-binding protein. The 3D structure of the ligand-free form
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1MCPl (all β) : 1TCRb (all β)
FAMCS DALI and VAST
SSE Cα SSE Cα
1-3:1-3

3− 8 : 3− 8
9− 13 : 10− 14
15− 26 : 15− 26
1-3:1-3 DV 1-30:1-30
4:4 38-44:31-37 4+NS:4-5 DV 38-56:31-49
NS:NS D 58-65:55-62 (V 59-62:55-58)
5:6 68-72:65-69 5:6 D 67-72:63-69 (V 67-73:62-68)
7:8
{
74− 90 : 72− 88






10:13 157-169:163-175 10:NS D 164-169:145-150
12:15 173-191:180-201 12:15 D 178-195:187-205
13-15:17-19
{
197− 206 : 208 : 218
207− 220 : 233− 246 13-15:17-19 D
{
196− 199 : 208− 211
212− 219 : 238− 245
DALI: RMSD:7.3, Cα No:149RMSD:2.62, Cα No:86 VAST: RMSD:1.8, Cα No:100
Table 7.3: Structural alignment of the L chain of protein 1MCP and the β chain
of protein 1TCR by FAMCS, DALI and VAST.
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(1GGGa) and that of the glutamine-bound complex (1WDNa) are compared in
FAMCS, DALI and VAST in Table 7.3. Data for Chew’s work[5] is unavailable.
The top MCS found by FAMCS (by using threshold values 7 amino acids, 30 ◦
and 2A˚) corresponds to the middle part of the protein (in Table 7.3, they are the
top few rows above the first RMSD value row), while the second top MCS comprise
the head and tail (the next few rows after that RMSD row). Therefore, we can
deduce that there are significant changes in the backbone before and after the
middle part. It accords well with the data of conformational change: 41.1 ◦ in the
φ angle of Gly89 (note that in FAMCS’s answer, the middle part MCS starts from
the 89th Cα) and 34.3
◦ in the ψ angle of Glu181 (note that in FAMCS’s answer,
the tail part starts from 183th Cα) [40]. DALI and VAST aligns all the MCSs as
one, which not only results in much worse RMSD, but also unable to deduce the
interesting structural changes.
1GGGa (α/β) : 1WDNa (α/β)
FAMCS DALI VAST
SSE Cα SSE Cα SSE Cα
7:8 89-96:89-96 6-7:6-8 59-95:59-95
NS:NS 101-104:101-104
9-10:10-11 111-146:111-146 9:10 115-118:111-114
NS:11 122-125:127-130
11:12 135-142:131-146
12-15:13-16 148-176:148-176 12-15:13-16 146-173:146-173 13-15:14-16 154-170:153-170
RMSD:0.47, Cα No:73
1-5:1-5 5-58:5-58 1-5:1-5 5-58:5-58 1-5:1-5 5-58:5-58
15-16:17-18 183-221:183-221 15-16:17-18 174-224:174-224
RMSD:0.5, Cα No:94 RMSD:4.2, Cα No:174 RMSD:3.35, Cα No:172
Table 7.4: Structural alignments of the A chain of 1GGG and the A chain of 1WDN
by FAMCS, DALI and VAST.
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7.3.2 Different-topological case
DALI is also able to deal with the Different-topological case [13]. One example
they presented is the ROP dimer (1F4N) and the chain A of cytochrome b56
(256Ba). The alignments from these two methods are shown in Table 7.4. Data for
VAST[17] and Chew’s work[5] are not available. Both DALI and FAMCS detected
non-topological structural similarity, but in different patterns. FAMCS managed to
not only align more residues than DALI does, but also achieve much better RMSD.
1F4N (all α) : 256Ba (all α)
FAMCS DALI VAST Chew’s
SSE Cα SSE Cα SSE Cα SSE Cα
1:3 A5-A30:A57-A81 1:1 A7-A25:A2-A20
2:4 A31-A52:A84-A105 2:4 A31-A53:A84-A106 N/A N/A N/A N/A
3:1 B13-B30:A3-A20 3:2 B4-B26:A22-A44
4:2 B31-B55:A23-A47 4:3 B30-B55:A57-A82
RMSD:9.1, Cα No:90 RMSD:14.4, Cα No:91 N/A N/A
Table 7.5: Structural alignment of both chains of 1F4N (chain A and B) and the
A chain of 256B by FAMCS, DALLI, VAST and Chew’s work.
Both the histidine permease from Salmonella Typhimurium (1B0U) and the
Hsp90 molecular chaperone (1AM1) take ATP as a ligand. They are studied in
FAMCS and DALI (They are neither considered as structural neighbors in VAST,
nor in the experiments in Chew’s work). FAMCS discovered a sheet of 5 β-strands
of different topology at the ATP-binding site of the A chain of 1B0U and 1AM1,
as shown in Table 7.5. However, DALI didn’t detect any similarity between them.
7.3.3 Compare multi-chain protein as a whole
FAMCS can compare two entire proteins, no matter how many polypeptide chains
each of them has. This property is important, as illustrated by the met repressor-
operator complex (1MJP) and the Escherichia coli replication-terminator protein
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1B0U (α/β) : 1AM1 (all α/β)
FAMCS DALI VAST Chew’s
SSE Cα SSE Cα SSE Cα SSE Cα
5:10 173-178:62-67
11:12 221-229:144-152
15:3 91-101:200-210 N/A N/A N/A N/A N/A N/A
19:8 230-237:155-162
20:9 23-42:168-178
RMSD:3.95, Cα No:45 No similarity detected N/A N/A
Table 7.6: Structural alignment of the A chain of 1B0U and 1AM1 by FAMCS.
(1ECR). In these two proteins, a double-stranded antiparallel β-ribbon is inserted
into the major groove of the DNA. In 1ECR, the β-ribbon consists of two non-
neighboring SSEs: the 11th and 14th SSEs, both on its A chain. 1MJP is a dimer
where one β-strand from each subunit (1st and 5th SSE, on chain A and B respec-
tively) together form the β-ribbon. Since DALI server only aligns two single chains,
this important common substructure is not detected. Their overall structures are
quite different, hence, they are not aligned in VAST’s server either. Besides the β-
ribbon, FAMCS also found an α helix connecting these two β strands (please refer
to Table 7.6, probably inferring some folding preference or constraints. DALI[13]
does not detect any similarity between these two proteins. They are neither con-
sidered as structural neighbors in VAST[17], nor in the experiments in Chew’s
work[5]
1MJP (all α) : 1ECRa (α and β)
FAMCS DALI VAST Chew’s
SSE Cα SSE Cα SSE Cα SSE Cα
1:11 A22-A29:175-182
2:12 A32-A42:183-195 N/A N/A N/A N/A N/A N/A
5:14 B19-B28:225-234
RMSD:3.2, Cα No:31 No similarity detected N/A N/A
Table 7.7: Structural alignment of 1MJP and the A chain of 1ECR by FAMCS.
.
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7.3.4 General comparison with other methods
Protein pairs of different structural classes according to SCOP [1] are studied. The
alignment results from four methods are shown in Table 7.7 to Table 7.10.
Protein 2CRO and 2WRPr are both from the all α class. They are aligned by
FAMCS, DALI and Chew’s work (please refer to Table 7.7. VAST does not consider
them as neighbors, and thus its alignment is unavailable. Note that FAMCS result
is exactly a portion of the DALI alignment. The first aligned portion in DALI’s
answer but not in FAMCS’s answer is from the tail part of the 1st and the 3rd SSE
of two proteins respectively. In fact, these two SSEs are both α helix. However,
these two SSEs differ too much in their length: the 1st SSE in 2CRO has 11 residues
while the 3rd SSE in 2WRP has 20 residues.
2CRO (all α) : 2WRPr (all α)
FAMCS DALI Chew’s
SSE Cα SSE Cα SSE Cα
1(tail):3(tail) 5-10:59-64
2-3:4-5 14-37:65-88 2-3:4-5 14-37:65-88 2-3:4-5 17-40:62-85
5:6(tail)+NS 55-62:96-103
RMSD:0.83, Cα No:24 RMSD:4.66, Cα No:38 RMSD:7.13, Cα No:24
Table 7.8: Structural alignments of the 2CRO and the the R chain of 2WRP by
FAMCS, DALI and Chew’s work.
The entire protein 1A1Ea is a SH2 domain belonging to the α+β class. Protein
2ABL (all β) consists of an SH3 domain and an SH2 domain. Their alignments by
all four methods are shown in Table 7.8. FAMCS, DALI and VAST all perfectly
match the two SH2 domains in these two proteins. However, Chew’s method only
discovered two portions of the SH2 domain.
Protein 3HSC and 2YHX are proteins belong to the α/β class. Their alignments
by FAMCS and DALI are shown in Table 7.9. VAST does not consider them as
neighbors. In Chew’s paper, there is only one segment of Cα alignment of these
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1A1Ea(α+ β) : 2ABL(all β)
FAMCS DALI
SSE Cα SSE Cα
1-5:6-10

151− 165 : 146− 160
170− 179 : 163− 172
187− 194 : 180− 187
1-5:6-10

146− 167 : 141− 162
170− 194 : 163− 187
200− 247 : 188− 235
RMSD:0.82, Cα No:70 RMSD:1.8, Cα No:95
VAST Chew’s
SSE Cα SSE Cα
1-5:6-10

146− 167 : 141− 162
170− 179 : 163− 172
185− 194 : 178− 187
200− 245 : 188− 233
NS:NS 148-159:143-154
4-5:9-10 200-247:188-235
RMSD:1.06, Cα No:88 RMSD:1.29, Cα No:60
Table 7.9: Structural alignments of proteins 1A1Ea and 2ABL by FAMCS, DALI,
VAST and Chew’s work.
two proteins: 193-220:63-100, which corresponds to the SSE alignment 16-18:4-6.
The resulting RMSD is 3.92 while only aligning 28 residues.
Protein 1LYZ and 2LZM are both from the class α+β. Their structural align-
ments by FAMCS and DALI are shown in Table 7.10. They are not considered as
structural neighbors in VAST’s server, nor they are studied in Chew’s paper.
From these tables as well as the experimental data from the above sections, we
have the following observations:
• Almost all pure SSE-SSE alignments in DALI and VAST’s results are de-
tected by FAMCS. When two proteins mainly consist of secondary structures
and especially when their common substructures contain mostly secondary
structure elements, FAMCS’s result is very similar to that of DALI or VAST.
For example, in Table 7.2, almost every SSE alignment without “NS” in DALI
and VAST’s answers has its counterpart in FAMCS’s answer.
• In DALI and VAST’s results, there are sometimes cases of SSE aligned with
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non-SSE segment, or non-SSE segment aligned with non-SSE segment. In
these cases, FAMCS is unable to detect the similarity. We can see this clearly
in the protein pair 3HSC and 2YHX example (please refer to Table 7.8. These
are two large proteins where the SSEs in their head-half structure are quite
similar while those in the tail-half are not. As shown in DALI’s answer, in
fact, their SSEs in the tail-half can sometimes be aligned well with non-SSE
parts in the other protein. But, because FAMCS’s alignment largely relies on
structural similarity of secondary structure elements, FAMCS only detected
a short common segment of 7 residues in their tail-half.
• Though sometimes, SSE segments are aligned with non-SSE segment, these
cases usually create worse RMSD. For instance, in Table 7.7, DALI aligns the
5th SSE of protein 2CRO with the tail part of the 6th SSE of the R chain of
protein 2WRP and a non-SSE segment after it. RMSD would be only 1.62 if
this part is excluded from the DALI’s alignment, instead of the current value
of 4.66.
• After refining to the residue level, FAMCS tends to produce better RMSD
value, sometimes aligning comparable number of residues as DALI and VAST
do, but sometimes aligning less. Many of the common segments missed by
FAMCS are not secondary structures. FAMCS outperforms Chew’s work in
all the protein pairs where data is available for Chew’s work. The Table
7.11 summaries the Root Mean Square Deviation (RMSD) value and number
of residues included in the common(aligned) substructures (Cα No) for all
the protein pairs discussed in this section for all four methods—FAMCS,
DALI[13], VAST[17] and Chew’s work[5]. The two cells with “N/A” in DALI
column mean DALI did not detect any similarity between these two pairs of
proteins. For VAST, only the alignment of structural neighbors are available.
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Chew provides very few examples in their paper, thus most of the data are
unavailable.
7.3.5 Output size and efficiency
Though the main goal of our method is effectiveness rather than efficiency, it is
still interesting to have an idea of the speed and output size. In Table 7.12, we
show the total number of MCSs found, the number of co-present MCSs, total and
break-down time (our algorithm has three steps to get the co-present MCSs, please
refer to Chapter 6) together with the protein size and the size of L2 (i.e. total
number of similar SSE pairs from step1 of our algorithm). Step1 time refers to the
time to find all similar SSE pairs; step2 time refers to the time to merge common
substructures level by level to get all MCSs; total time includes step1 time, step2
time and the time to select co-present MCSs.
From Table 7.12, we can see that the number of all MCSs may be very large,
while the number of co-present MCSs is small enough for users to analyze every
one in detail—here comes the need to eliminate intersecting and conflicting MCSs.
Neither the number of all MCSs nor the execution time is necessarily larger
if the proteins are bigger. The protein pairs 1MCPl/1TCRb and 3HSC/2YHX
illustrate this point. Rather, from all the data, the number and time seem closely
related to the total number of similar SSE pairs (L2 size). This is as expected
since both the number of levels to merge common substructures and the number
of common substructure candidates highly depend on the way how two proteins
share similar elements, which is captured in L2. Though larger proteins will take
longer to generate the L2 set, the step1 time is almost negligible. Therefore, it is
hard to predict either the execution time or the size of final answer without any
priori knowledge about the proteins.
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Runtime of DALI is also shown in the last column. It is for reference only, but
not for comparison. Because, as we analyzed before, DALI is not meant for finding
all maximal common substructures.
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3HSC(α/β) : 2YHX (α/β)
FAMCS DALI
SSE Cα SSE Cα
1-2:4-5 5-11:63-69 1-2:4-5 3-22:62-81
17-22:77-82










167− 175 : 181− 189
176− 184 : 190− 198 14-15:9-10 165-184:180-199
16:11 195-201:205-211 16:11 191-200:202-211










24:25 333-340:387-394 24-25:25-26 330-353:385-408
NS:27 355-361:423-429
26:28 365-380:430-445
RMSD:2.73, Cα No:73 RMSD:5.7, Cα No:265
Table 7.10: Structural alignments of proteins 3HSC and 2YHX by FAMCS and
DALI.
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1LYZ (α+β) : 2LZM (α+ β)
FAMCS DALI
SSE Cα SSE Cα
3:1 25-37:2-13 3:1 25-36:1-12
5-7:2-4
{
41− 46 : 15− 20
50− 62 : 24− 36 5-7:2-4

39− 46 : 13− 20
48− 54 : 22− 28







RMSD:2.39, Cα No:28 RMSD:3.6, Cα No:72
Table 7.11: Structural alignments of proteins 1LYZ and 2YHX by FAMCS and
DALI.
FAMCS DALI VAST Chew’sProtein pair














42 174 3.35 172 N/A
1F4N:256Ba
both all α
9.1 90 14.4 91 N/A N/A
1B0U:1AM1
both α/β
3.95 45 N/A N/A N/A
1MJP:1ECRa
all α : α/β
3.2 31 N/A N/A N/A
2CRO:2WRPr
both all α
0.83 24 4.66 38 N/A 7.13 24
1A1Ea:2ABL
α+ β : all β
0.82 70 1.8 95 1.06 88 1.29 60
3HSC:2YHX
both α/β
2.73 73 0.57 265 N/A 3.92 28
Table 7.12: Summary of Root Mean Square Deviation (RMSD) and the number of
residues included in the common(aligned) substructure (Cα No) for all the protein
pairs discussed in this section for FAMCS, DALI, VAST and Chew’s work.
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Size MCSs No. Time (sec.)Proteins
SSE Residue L2 All Co-present Total Step1 Step2 DALI
1MCPl 15 220
1TCRb 19 247
2030 2545 2 2078 1 2077 3.04
1GGGa 18 220
1WDNa 18 223
915 709 2 53 0 53 1.9
1F4N 4 60
256Ba 4 106
8 8 1 0 0 0 0.6
1B0U 22 258
1AM1 12 213
558 485 3 13 0 13 38.6
1MJP 4(a)+4(b) 208
1ECRa 19 305
32 37 2 0 0 0 N/A
2CRO 5 64
2WRPr 6 104
5 7 1 0 0 0 3.3
1A1Ea 5 104
2ABL 10 163
56 29 1 0 0 0 2.0
3HSC 26 382
2YHX 22 457
1072 1021 5 104 1 103 10.5
1HYWa 4 58
3UBPa 5 100
1 3 1 0 0 0 1.9
1GMI 10 136
1HYWa 4 58
3 3 1 0 0 0 1.42
Table 7.13: FAMCS result sizes and execution time v.s. protein sizes.
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CHAPTER 8
Conclusion and Future Work
8.1 Conclusion
We have proposed the FAMCS algorithm to discover all common substructure
shared by two proteins, even when different topology or multiple polypeptide chains
are involved. FAMCS uses an orientation-invariant representation of protein sec-
ondary structure. By firstly identifying all similar SSE pairs, then mining out all
MCSs using an Apriori-like algorithm, FAMCS is shown to be effective compared
with both common substructure identification methods and structural alignment
algorithms. Although at residue level, FAMCS aligns less residues, we believe
that, provided a better refinement algorithm, FAMCS would be a powerful tool for
both common substructure identification problem and structural alignment prob-
lem. Currently, FAMCS is a good tool for users who would like to have a rough
idea of all the common substructures present in a set of proteins. Some interesting
structural comparison results have already been able to be drawn at this “rough”
level, as shown in Section 7.
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8.2 Future Works
We can work on the following aspects to further improve the performance of
FAMCS:
• Using index to accelerate the step1 in FAMCS, namely, to find all similar
SSE pairs shared by the two query proteins. Currently, this is solved by
exhaustive pairwise comparison. Though for medium size proteins, the actual
running time is acceptable, it is not bearable to deal with large proteins with
hundreds of SSEs. So it would be much better if an SSE pair does not need to
be compared to every SSE pair from the other protein. This can be achieved
by building an index on SSE pairs’ properties. The index could be a simple
one with six key fields—type of the first and the second SSE, length of the
first and the second SSE, the dihedral angle between them and the closest
approaching distance between them. When looking for all the similar SSE
pairs in protein Q given a SSE pair in protein P , instead of calculating the
Simpair score for all pairs, what should be done would be:
1. Issue a query to retrieve all the SSE pairs with the same type, similar
length, angle and distance (exact match for the first two fields and range
query for the rest four fields).
2. Only calculate the Simpair value on the retrieved SSE pairs. Those
resulting in a Simpair value larger than the Tsim are true similar SSE
pairs to be passed to the second step of FAMCS.
Note that the query answer would be a superset of the truly similar SSE
pairs. In other words, by this index query, those SSE pairs which are for sure
dissimilar are filtered out. Therefore, Simpair calculation for them is saved.
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• Refine the refinement step so that it not merely tries to look for best residue
correspondence of SSE alignment, but also aims to discover structural simi-
larity in non-SSE parts.
• Design better scoring function for sorting. The current result set is sorted by
size then by similarity. Some common substructures with significant struc-
tural similarity but smaller size might be ranked quite below, and hard to
draw biologists’ attention. It would be better if the size can be combined
with the similarity.
• Start directly on the residue level. We believe that the result would be more
accurate if we begin to mine MCSs on residue level directly. However, the
much larger number of basic elements (residue v.s. SSE) renders more dif-
ficulty. It is impractical to check the spatial similarity for all residue pairs
versus all other residue pairs, as what is done on SSE in our current algo-
rithm. Therefore, a new method must be proposed for the first step. One
idea is to identify similar consecutive substructure (subsequence of consecu-
tive residues) pairs by applying dynamic programming on distance matrix.
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