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FUNCTIONS ON THE ZEROES OF dx
JAMES J. FARAN, V
Abstrat. In the model F of syntheti dierential geometry on-
sisting of sheaves (with respet to open overs) over F, the opposite
ategory of the ategory of losed nitely generated C∞-rings, any
morphism from S, the zeroes of the amazing right adjoint of dx,
to the real line R extends to a morphism from R to R. This shows
that the De Rham ohomology of the spae S is the same as the
harateristi ohomology of the ideal generated by dx.
1. Motivation and Statement of Results
In two papers ([1, 2℄), Bryant and Griths developed the notion of
the harateristi ohomology of an exterior dierential system, whih
has immediate appliation to integral invariants of ertain paraboli
dierential equations. One of the open questions these papers leave
is whether there is an analog for harateristi ohomology to the De
Rham theorem for the usual De Rham ohomology. The question is
diult in part beause harateristi ohomology is dened as an in-
verse limit. It is not formed diretly from looking at dierential forms
on spaes. This paper is an attempt to begin an analysis of this ques-
tion using syntheti dierential geometry.
Certain models of syntheti dierential geometry allow dierential
forms to be representable, that is, a dierential form on a manifold is
a map from that manifold to a ertain generalized spae. Usually, the
forms under onsideration in harateristi ohomology are one-forms
and their derivatives. The ideals are generated (as losed dierential
ideals) by one-forms. Representing these one-forms as maps from the
manifold to a generalized spae, we an onsider the zeroes of these
maps, whih together form a generalized subspae of the original man-
ifold. The long range goal is to show that De Rham's theorem holds
on this generalized spae. Here we just provide a simplest ase exam-
ple where the De Rham ohomology of the generalized subspae is the
harateristi ohomology of the dierential ideal.
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Now this is a oversimplied piture, sine it does not involve the
innite prolongation neessary to an honest analysis of harateristi
ohomology, but is suient in the very elementary ase approahed
in this paper. Here we onsider the ideal of forms on the real line
generated by the standard one form dx. The ohomology group of
greatest interest here is that in dimension zero onsisting of smooth
funtions on the real line whose exterior derivatives are multiples of
dx. This learly is the set of smooth funtions on the real line. Within
syntheti dierential geometry, we an take the amazing right adjoint
of the dierential form dx, that is, dˇx : R→ Λ0, and form the subobjet
S ⊂ R of the zeroes of dˇx. The objet of what follows is to prove the
following result.
Theorem 1.1. In the model F of syntheti dierential geometry on-
sisting of sheaves (with respet to open overs) over F, the opposite
ategory of the ategory of losed nitely generated C∞-rings, any mor-
phism from S, the zeroes of the amazing right adjoint of dx, to the
real line R extends to a morphism from R to R.
Sine any morphism from R to R orresponds to a smooth map from
R to R, and sine any R-valued morphism on S has exterior derivative
zero, this shows that the De Rham ohomology of S is preisely the
harateristi ohomology of the ideal under onsideration. Thus in
this simplest ase we have found a spae that arries the harateristi
ohomology.
The outline of the remainder of this paper is as follows. In setion 2,
the spae S is desribed as a sheaf. In setion 3, we show that the global
setion of a morphism ϕ : S → R gives us a smooth map ϕR : R → R by
rst dening a derivative morphism ϕ′ : S → R and then showing that
the global setion of ϕ′ is the derivative of the global setion of ϕ. The
global setion ϕR gives us our extension of ϕ to R, as is shown in setion
4 by showing that any morphism whih vanishes at all the points of S (a
point being a map from the terminal spae ∗ to S; note that any point
of R is a point of S) must be the zero morphism. The arguments in the
last two setions are aomplished by rst reduing to questions about
ertain quotients of power series rings (this made possible beause of
the ategory F we are using) and then taking suient examples and
splitting the singularities into point-determined spaes. In the last
setion, the suieny of the set of examples onsidered is shown using
the Briançon-Skoda theorem.
The basi referene for syntheti dierential geometry for this paper
is the book by Moerdijk and Reyes ([5℄). An attempt has been made
to follow their notation as losely as possible. The reader may need to
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refer to that text both as bakground material and for ertain results
quoted below.
I would like to thank my ollegues Bill Lawvere, Steve Shanuel and
Don Shak for their enouragement, support and guidane during this
projet, and John D'Angelo and his olleagues at the University of
Illinois for leading me to the Briançon-Skoda theorem.
2. The Zeroes of dx
Let x : R→ R be the identity, dx : RD → R its dierential,
dx ((d 7→ x0 + dx1)) = x1,
dˇx : R→ RD the right adjoint of dx. We let S be the equalizer
S →֒ R
dˇx
⇉
0ˇ
RD
where 0ˇ : R → RD is the right adjoint of the zero dierential form
0 : RD → R,
0 ((d 7→ x0 + dx1)) = 0.
What is S? As a sheaf, S is a subsheaf of R.
R (ℓA) = hom (ℓA, ℓC∞ (R))
≃ hom (C∞ (R) , A)
≃ A.
An element of R is a morphism α : ℓA → ℓC∞ (R). This will be an
element of S i it fators through S i 0ˇ◦α = dˇx◦α i 0◦αD = dx◦αD
i the one form dα : ℓAD → R is the zero one-form.
Now α : ℓA → R orresponds to an element a ∈ A. Given a, we
want to alulate dα.
Now
ℓAD = κ
(
i (ℓA)D
)
,
where κ is the right adjoint of the injetion i : F →֒ L ([5℄, p. 59). If
A = C∞ (Rn) /I,
i (ℓA)D = C∞ (Rn ×Rn) /
(
I (x) ,
∑
yi
∂f
∂xi
| f ∈ I
)
.
Let
ID =
(
I (x) ,
∑
yi
∂f
∂xi
| f ∈ I
)
.
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We obtain the reetion κ
(
i (ℓA)D
)
by replaing ID by ID, the small-
est losed ideal ontaining ID ([5℄, p. 49). Note that ID is not always
ID.
Thus, in F,
ℓAD = ℓ
(
C∞ (Rn ×Rn) /ID
)
(f. [5℄, p. 71, II.1.16).
Now let Y : F → SetsFop be the Yoneda embedding,
Y (ℓA) = homF (−, ℓA) .
Lemma 2.1. Y
(
ℓAD
)
= Y (ℓA)Y (D).
Proof. From p. 74 of [5℄,
Y (ℓA)Y (D) (ℓB) = SetsFop (ℓB × Y (D) , ℓA)
= F (ℓB ×D, ℓA) (sine Y is full)
= F
(
ℓB, ℓAD
)
= Y
(
ℓAD
)
(ℓB) .

So, suppressing the Y , ℓAD = ℓ
(
C∞ (Rn × Rn) /ID
)
in Sets
F
op
. The
resulting presheaf is a sheaf (see Appendix 1, 2.7 (), p. 352 in [5℄),
and so the same result holds in F .
Let us return to the problem of given α ∈ F (ℓA,R) alulating
αD ∈ F
(
ℓAD, RD
)
. First note F (ℓA,R) = F (ℓA,R) sine the Yoneda
embedding is full and faithful, so α ∈ F (ℓA,R).
If A = C∞ (Rn) /I (I losed), α : ℓA→ R = ℓC∞ (R) orresponds to
α¯ : C∞ (R) → A whih orresponds to a = α¯ (x) ∈ A. (a = [f ], where
f : Rn → R is C∞, well-dened modulo I and α¯ (g) = [f ◦ g].)
Sine i : F → L is full and faithful, we an onsider α ∈ F (ℓA,R)
as α ∈ L (i (ℓA) , R), alulate αD ∈ L
(
i (ℓA)D , RD
)
and then reet
κ
(
αD
)
∈ F
(
κ
(
(i (ℓA))D
)
, RD
)
= F
(
ℓAD, RD
)
. Now i (ℓA)D is iso-
morphi to T (ℓA) = ℓ
(
C∞ (Rn × Rn) /
(
I (x) ,
{∑
yi
∂f
∂xi
| f ∈ I
}))
,
and the map αD is given as the algebra map x 7→ a, y 7→
∑
yi
∂a
∂xi
. The
map we want is the omposition of this map with the quotient
C∞ (Rn × Rn) /
(
I (x) ,
{∑
yi
∂f
∂xi
| f ∈ I
})
→ C∞ (Rn × Rn) /ID.
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Thus α ∈ S if and only if
∑
yi
∂f
∂xi
has Taylor series in the Taylor series
of funtions in ID everywhere in Z
(
ID
)
. This is equivalent to the
following ondition.
Condition 2.2. For all i = 1, . . . , n, and at all points of Z
(
ID
)
,∑n
i=1 y
i ∂f
∂xi
has Taylor series in the ideal of Taylor series of funtions
generated by the Taylor series of funtions in I and the Taylor series
of the funtions
∑n
i=1 y
i ∂g
∂xi
for g ∈ I.
Denition 2.3. Let
A♭ = {[f ] ∈ A : f satises Condition 2.2}
Note that A 7→ A♭ is a funtor, whose maps are given by restrition,
that is, if α : A→ B, α♭ : A♭ → B♭ is simply the restrition of α to A♭.
We have shown the following.
Proposition 2.4. S(A) = A♭.
Condition 2.2 as it stands is in need of simpliation. This simpli-
ation omes from the simple way in whih the variables yi appear.
Suppose x0 ∈ Z (I). Then (x0, 0) ∈ Z
(
ID
)
. Calulating Taylor series
at suh points,
T(x0,0)
(
n∑
i=1
yi
∂f
∂xi
)
=
n∑
i=1
yiTx0
(
∂f
∂xi
)
,
and for g ∈ I,
T(x0,0) (g) = Tx0 (g) ,
T(x0,0)
(
n∑
i=1
yi
∂g
∂xi
)
=
n∑
i=1
yiTx0
(
∂g
∂xi
)
.
Thus the ondition is that there are power series bj , ck and funtions
gj, hk ∈ I suh that
n∑
i=1
yiTx0
(
∂f
∂xi
)
=
∑
j
bjTx0 (gj) +
∑
k
ck
n∑
i=1
yiTx0
(
∂hk
∂xi
)
.
Equating oeients of yi, we get that
Tx0
(
∂f
∂xi
)
=
∑
j
bjiTx0 (gj) +
∑
k
ck0Tx0
(
∂hk
∂xi
)
,
where bji = bji (x) , ck0 = cko (x) are the power series in x whih are
the oeients of yi in bj and 1 in ck as we expand those series rst as
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series in y. Notie, therefore, that
Tx0
(
∂
∂xi
(
f −
∑
k
ck0hk
))
=
∑
j
bjiTx0 (gj)−
∑
k
∂ck
∂xi
Tx0 (hk) .
Thus the Condition 2.2 implies the following ondition.
Condition 2.5. For every point x0 of Z (I), a has a representative
whose partial derivatives have Taylor series at x0 in the ideal of Taylor
series of funtions in I.
Suppose now that x0 ∈ Z (I) and
∑n
i=1 y
0
i
∂g
∂xi
(x0) = 0, so (x0, y0) ∈
Z
(
ID
)
. Expanding in a Taylor series about (x0, y0) and using Con-
dition 2.5, it is easy to see that Condition 2.2 is satised. Thus we
shall use Condition 2.5 as our desription of A♭. Note that it is most
useful when A is a loal C∞-ring (sine then there is only one point
x0 ∈ Z (I)), and is more useful as a desription of a speial property
of elements of A♭ than as a tool for determining whether a partiular
element a ∈ A is an element of A♭.
3. Smoothness of the Core
Let φ : S → R be a morphism. Then sine the global setions of S
are preisely the points of R, the global setions of φ give a map
φR = Γ(φ) : R → R,
whih will be alled the ore of the morphism φ. The objetive of this
setion is to show that the ore is a smooth map.
This will be done by dening a morphism φ′ : S → R and showing
that the ore of φ′ is the derivative of the ore of φ. Sine φ′ is also a
morphism from S to R, we an iterate this argument to show that the
ore of φ is innitely dierentiable. However, before we proeed with
the proof we need some results about C∞-rings.
3.1. Algebrai Preliminaries. First, we shall need the left exatness
of the oprodut. Alas, this is not true in generality. It is true, however,
if we onsider homomorphisms between Weil algebras.
Let A = C∞ (Rn) /I be a nitely generated losed C∞-ring, and
let W = C∞ (Rm) /J be a Weil algebra. We may assume that J is
ontained in the maximal ideal of funtions vanishing at the origin.
(For basi properties of Weil algebras see [5℄, p. 35.) Their oprodut
as C∞-rings
A⊗∞ W = C
∞ (Rn × Rm) / (I, J) .
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W has a basis {w1, . . . , wp}, and there are polynomials
hi ∈ R [y1, . . . , ym] ⊂ C
∞ (Rm)
representing the wi, i = 1, . . . , p.
Let f ∈ C∞ (Rn × Rm). Expanding f in a Taylor series in the last
m variables, and using the fat that J ontains some power of the
maximal ideal of funtions vanishing at the origin, we an write
f ≡
∑
|k|≤N
fjk (x) y
k
mod J,
where k is a multi-index. We an then write, mod J , eah yk as a linear
ombination of the hi, so
f ≡
p∑
i=1
fi (x) hi (y) mod J.
So suppose
f =
p∑
i=1
fi (x) hi (y) .
Then the Taylor series of f at (x0, 0),
T(x0,0)f (x, y) =
p∑
i=1
Tx0fi(x)hi (y) .
Now we an write any Taylor series uniquely as
∑p
i=1 gi (x) hi (y) mod-
ulo T0J , just as we did for funtions. So T(x0,0)f ∈ T(x0,0) (I, J) if and
only if Tx0fi ∈ Tx0I. So, sine I is a losed ideal, if for all (x0, 0) ∈
Z (I, J), T(x0,0)f ∈ T(x0,0) (I, J), then eah fi ∈ I, so f ∈ (I, J).
Hene (I, J) is losed and the oprodut of A and W in the ategory
of nitely generated losed C∞-rings,
A⊗∞W = C
∞ (Rn × Rm) / (I, J) ,
whih we an identify with{
p∑
i=1
fi (x) hi (y)
}
/I.
Now suppose ϕ : W → W ′ = C∞
(
R
m′
)
/J ′ is a homomorphism of
Weil algebras. There are bases {w1, . . . , wp} of W and
{
w′1, . . . , w
′
p′
}
of W ′ so that
ϕ (wi) =
{
w′i if i = 1, . . . , r,
0 if i = r + 1, . . . , p′.
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Now if h′i (y
′) are polynomials representing w′i, the map
id⊗∞ϕ : A⊗∞W → A⊗∞W
′
will map [
∑p
i=1 fi (x) hi (y)] to [
∑r
i=1 fi (x) h
′
i (y
′)]. Thus the element
[
∑p
i=1 fi (x) hi (y)] will be in the kernel of id⊗∞ϕ if and only if fi ∈ I
for i = 1, . . . , r. We have shown the following.
Proposition 3.1. Suppose A is a nitely generated losed C∞-rings,
W and W ′ are Weil algebras, and ϕ : W → W ′ is a C∞-ring homo-
morphism. Then
id⊗∞ϕ : A⊗∞W → A⊗∞W
′
has kernel the ideal generated by kerϕ⊗∞1.
The next result we need is an injetivity result, this time not involv-
ing the oprodut, but rather to a ertain pushout. As a preliminary,
we show the following.
Lemma 3.2. Let A and B be ntely generated losed C∞-rings. Let
a ∈ A, a 6= 0 and b ∈ B, b 6= 0. Then a⊗∞b 6= 0 in A⊗∞B.
Proof. Suppose A = C∞ (Rn) /I and B = C∞ (Rm) /J , so A⊗∞B =
C∞ (Rn ×Rm) /(I, J). It sues to show that there is some (p, q) ∈
Z
(
(I, J)
)
, the set of ommon zeros of the ideal (I, J), for whih the
Taylor series of a representative of a⊗∞b at (p, q) is not in the ideal of
Taylor series onsisting of Taylor series of elements of (I, J) at (p, q).
However, sine a 6= 0, there is some p ∈ Rn at whih the Taylor series of
a representative of a does not lie in TpI, the ideal onsisting of Taylor
series of elements of I at p, and sine b 6= 0, there is some q ∈ Rm at
whih the Taylor series of a representative of b does not lie in TqJ .
Thus we may assume that
A = R [[x1, . . . , xn]] /I,
B = R [[y1, . . . , ym]] /J,
and hene
A⊗∞B = R [[x1, . . . , xn, y1, . . . , ym]] / (I, J) .
By the Krull intersetion theorem (see, for example, [6℄, p. 430, Corol-
lary 5.7), there is some N1 ∈ N so that a 6= 0 in A/m
N1
A , where mA
is the maximal ideal of A. Similarly, there is some N2 ∈ N so that
b 6= 0 in B/mN2B . Therefore it sues to show that a⊗∞b 6= 0 in
A/mN1A ⊗∞B/m
N2
B . But A/m
N1
A and B/m
N2
B are both Weil algebras, for
whih ⊗∞ is simply the standard tensor produt, and it is lear that
a 6= 0 and b 6= 0 implies a⊗ b 6= 0. 
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Proposition 3.3. Let A = C∞ (Rn) /I and B = C∞ (Rm) /J be two
nitely generated losed C∞-rings, and for some n ∈ N, let a0 ∈ A,
b0 ∈ B be two elements with a
n
0 = 0, a
n−1
0 6= 0 , b
n
0 = 0, b
n−1
0 6=
0. Corresponding to these two elements are maps C∞ (R) → A and
C∞ (R) → B sending the standard generator of C∞ (R) to a0 and b0.
The pushout of these two maps we write as A⊗C∞(R)B and is seen to
be A⊗∞B/ (a0 − b0). (Here we have identied a0 ∈ A and its image
in the oprodut A⊗∞B under the anonial map A → A⊗∞B, and
similarly for b0.)
The anonial map A→ A⊗C∞(R)B is then an injetion.
Proof. Let a ∈ A have image zero in A⊗C∞(R)B. We start by noting
that sine B is a losed C∞-ring, it has a point, that is, there is a
homomorphism B → R. Sine bn0 = 0, any suh point is also a point of
B/ (b0), so there is a homomorphism p : B/ (b0)→ R. Thus there is a
map 1⊗∞p : A⊗∞B/ (b0)→ A⊗∞R = A.
Sine a has image zero in A⊗C∞(R)B,
a⊗∞1 = m (a0⊗∞1− 1⊗∞b0) .
Then in A⊗∞B/ (b0),
a⊗∞1 = m (a0⊗∞1) .
Applying the map 1⊗∞p,
a = (1⊗∞p) (q (m)) · a0,
where q : A⊗∞B → A⊗∞B/ (b0) is the quotient map. Therefore
a⊗∞1 = ((1⊗∞p) (q (m))⊗∞1) · (a0⊗∞1)
whih we will write as
a⊗∞1 = (a
′⊗∞1) · (a0⊗∞1) .
Hene
0 = (m− a′⊗∞1) · (a0⊗∞1)−m (1⊗∞b0) .
Writing m′ = m− a′⊗∞1,
(3.1) 0 = m′ (a0⊗∞1)−m
′ (1⊗∞b0) + a
′⊗∞b0.
Multiplying this by (a0⊗∞1)
n−1
,
0 = m′ (an0⊗∞1)−m
′
(
an−10 ⊗∞b0
)
+ a′an−10 ⊗∞b0
0 = m′ (an0⊗∞1)−m
′
(
an−10 ⊗∞b0
)
+ a′an−10 ⊗∞b0
= −m′
(
an−10 ⊗∞b0
)
+ a′an−10 ⊗∞b0
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sine an0 = 0. We an now use (3.1) to replae m
′ (a0⊗∞1) by the
expression m′ (1⊗∞b0)− a
′⊗∞b0, obtaining
0 = − (m′ (1⊗∞b0)− a
′⊗∞b0)
(
an−20 ⊗∞b0
)
+ a′an−10 ⊗∞b0
= −m′an−20 ⊗∞b
2
0 + a
′an−20 ⊗∞b
2
0 + a
′an−10 ⊗∞b0.
Repeating this substitution the appropriate number of times,
0 = −m′ (1⊗∞b
n
0 ) + a
′⊗∞b
n
0 +
n−1∑
k=1
a′an−k0 b
k
0 ,
hene, sine bn0 = 0,
(3.2) 0 =
n−1∑
k=1
a′an−k0 ⊗∞b
k
0.
Multiplying this by an−20 ⊗∞1,
0 =
n−1∑
k=1
a′a2n−k−20 ⊗∞b
k
0 = a
′an−10 ⊗∞b
n−1
0 ,
sine an0 = 0. Sine b
n−1
0 6= 0, by the previous lemma a
′an−10 = 0. Using
this, we multiply (3.2) by an−20 ⊗∞1 and similarly obtain a
′an−20 = 0.
Repeating this proess an appropriate number of times (multiplying
(3.2) by smaller and smaller powers of a0⊗∞1), we eventually obtain
a′a0 = 0. However, a
′a0 = a, so a = 0 as desired. 
3.2. Existene of the Derivative Morphism. Reall that the spae
of quadrati nilpotents D = {d ∈ R : d2 = 0}.
Proposition 3.4. Given a morphism φ : S → R, for all s ∈ S and all
d ∈ S ∩D,
φ(s+ d) = φ(s) + φ′(s)d
for some φ′(s) ∈ R.
Proof. To prove this, we start by seeing what it means. s ∈ S orre-
sponds to a morphism ℓA→ S whih orresponds to a ∈ A♭. d ∈ S∩D
orresponds to a morphism ℓB → S ∩D whih orresponds to b ∈ B♭
suh that b2 = 0. Then s+ d orresponds to a + b = a⊗∞1 + 1⊗∞b ∈
(A⊗∞B)♭. We need to show that
φA⊗∞B(a + b) = φA(a)⊗∞1 + φ
′(a)⊗∞b
for some φ′(a) ∈ A.
We start by onsidering the quotient
A⊗∞B → A⊗∞B/(1⊗∞b).
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From the funtoriality of φ, hasing a + b around the ommutative
square, we have
[φA⊗∞B(a+ b)] = φA⊗∞B/(1⊗∞b) ([a⊗∞1]) .
Now we also have the map A→ A⊗∞B → A⊗∞B/(1⊗∞b) that sends
a 7→ a⊗∞1 7→ [a⊗∞1], whih yields
φA⊗∞B/(1⊗∞b) ([a⊗∞1]) = [φA(a)⊗∞1] .
Therefore
[φA⊗∞B(a + b)] = [φA(a)⊗∞1] ,
so
φA⊗∞B(a+ b) = φA(a)⊗∞1 + ψA,B(a, b)(1⊗∞b)
for some ψA,B(a, b). We need to show that not only an ψA,B(a, b) be
hosen independent of b and B, but is of the form φ′(a)⊗∞1.
To this end, suppose we have some element b′ of a losed C∞-ring
B′ with b′2 = 0. We will take the following as a fundamental example.
Let
B0 = C
∞
(
R
2
)
/(5x4 + 3x2y3, 3x3y2 + 5y5, y6).
Then b0 = x
5+x3y3+y5 is non-zero in B0, but b
2
0 = 0 in B0. Moreover,
b0 ∈ (B0)♭.
Now onsider the maps from A ⊗∞ B and A ⊗∞ B0 to C = A ⊗∞
B⊗∞B0/(b−b0). As seen above, these maps are injetions. Both a+b
and a + b0 get sent to the same element of C. By the funtoriality of
φ we have
[φ(a) + ψA,B(a, b)b] = [φ(a) + ψA,B0(a, b0)b]
in C. However, the kernel of the map B0 → B0/(b0), the ideal (b0),
onsists entirely of salar multiples of b0: (b0) = Rb0. By the exatness
of the oprodut (Proposition 3.1), the kernel of the map A⊗∞B0 to
A⊗∞B0/ (b0) is A⊗∞b0. Thus ψA,B0(a, b0)b = φ
′
A(a)b, where φ
′
A(a) ∈
A.
We then have
[ψA,B(a, b)b] = [φ
′
A(a)b]
in C, and so, by the injetivity of the pushout (Proposition 3.3),
ψA,B(a, b)b = φ
′
A(a)b
in A. Sine φ′A(a) ∈ A is unique, this denes a olletion of maps.
Moreover, sine the onstrution is natural, it denes a morphism φ′ :
S → R. 
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3.3. The Derivative of the Core. Our goal now is to show that the
derivative of the ore (as a funtion from R to R) is the ore of the
derivative (the morphism just dened). This is done by taking a simple
lous, where we an see learly how the derivative must operate, and
splitting the singularity, obtaining loi onsisting of points. Sine
these split loi onsist only of points, the behavior of the original
morphism φ is governed ompletely by the behavior of its ore. Beause
the splitting is done smoothly, we an relate dierene quotients to the
ation of the derivative.
3.3.1. The Simple Lous. We onsider a quotient of the ring of real
power series in two variables. Let
A = R[[x, y]]/
(
5x4 + 2xy2, 2x2y + 5y4
)
.
Note that the two funtions here are the two partial derivatives of
f(x, y) = x5 + x2y2 + y5, so [f ] ∈ A♭. Moreover, [f ] 6= 0 in A. A has
dimension 11 as a real vetor spae, and the ideal of A generated by
[f ] onsists entirely of real multiples of [f ].
By onsidering the quotient map A → A/([f ]), we see that there is
a funtion λ : R → R suh that for all c ∈ R ⊂ A,
φ(c+ [f ]) = φ(c) + λ(c)[f ].
Indeed, λ(c) = φ′(c), the value of the derivative morphism at c ∈ A.
Thus, we wish to show that we obtain the same λ(c) by taking the
usual dierene quotient.
3.3.2. The Splitting. To split the singularity, we need to move away
from real power series. Note the the ommon real zeros of 5x4 + 2xy2
and 2x2y + 5y4 are (0, 0) and (−2/5,−2/5). Thus C∞ (R2) /I, where
I is the ideal generated by 5x4 + 2xy2, 2x2y + 5y4 and all funtions
vanishing on the disk of radius 1/2 around the origin, is preisely our
ring A.
We perturb the dening equations in the following way. Let
g1 = x
[
5
(
x3 + ax2 − a4x− a5 −
2
5
a4
)
+ 2y2
]
,
g2 = y
[
5
(
y3 + ay2 − a4y − a5 −
2
5
a4
)
+ 2x2
]
.
When the parameter a = 0, g1 and g2 are the two important dening
funtions of A. We want to show that in a neighborhood of the origin
for a 6= 0 small, the spae dened by the vanishing of g1 and g2 is the
union of 11 points.
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Lemma 3.5. In a suiently small neighborhood of the origin, for all
a > 0 suiently lose to 0, g1 and g2 have preisely 11 ommon zeroes,
and dg1 ∧ dg2 6= 0 at those points.
Proof. First, let us look at the zeroes along the y-axis, {x = 0}. Along
this axis g1 vanishes, so we only have to onsider the vanishing of g2.
However, along the y-axis, g2 = 5yh (y), where
h (y) = y3 + ay2 − a4y − a5 −
2
5
a4.
It is easy to see, though, that for small a,
h(−2a) = −4a3 −
2
5
a4 + a5 < 0,
h
(
−
1
2
a
)
=
1
8
a3 −
2
5
a4 −
1
2
a5 > 0,
h (0) = −
2
5
a4 − a5 < 0,
h (a) = 2a3 −
2
5
a4 − 2a5 > 0.
Thus h has three zeroes near the origin, whih gives us three zeroes of
the form (0, y) with y 6= 0. By symmetry, there are also three zeroes
of the form (x, 0) with x 6= 0, as well as the zero at the origin. Noting
that along the y-axis, dg1 is a non-zero multiple of dx, and sine the
zeroes of yh (y) are disrete, and applying symmetry, at eah of these
seven ommon zeroes, dg1 ∧ dg2 6= 0.
Next, note there are four zeroes at the points (±a2,±a2), giving
eleven zeroes near the origin.
Finally, looking at all the zeroes over the omplex domain, when
a = 0 there are ve zeroes at
(
−2
5
ε2,−2
5
ε3
)
, where ε is a fth root of
unity. These are disrete zeroes, and so for small a there still are ve
disrete (omplex) zeroes near these points. This makes sixteen zeroes
in all, preisely the number possible by Bezout's theorem. Sine these
last ve are away from the origin, we are left with the rst eleven near
the origin. 
In the sequel, we will need more detailed information about the ze-
roes of h(y) = y3 + ay2 − a4y − a5 − 2
5
a4. Essentially, the zeroes are
at −a and ±
√
2/5a3/2 asympotially as a→ 0. In partiular, we shall
need the following.
Lemma 3.6. The zeroes of yh(y) dier by more than a xed onstant
times a3/2 as a approahes 0.
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Proof. One way to see this is to evaluate h at −a and − a + 3
5
a2,
then at −5
8
a3/2 and − 6
8
a3/2, and nally at 5
8
a3/2 and 6
8
a3/2, eah time
expanding the result in powers of a. The intermediate value theorem
plaes a zero in eah of the three intervals, and the lemma follows. 
3.3.3. The Reasoning. We wish to show
λ (c) = lim
∆c→0
ϕ (c+∆c)− ϕ (c)
∆c
where c,∆c ∈ R. First, note that it sues to onsider sequential
limits, that is, to show
∀∆cn → 0, λ (c) = lim
n→∞
ϕ (c+∆cn)− ϕ (c)
∆cn
.
Seond, note that it sues to onsider monotone sequenes of onstant
sign, that is, to show
∀∆cn ց 0, λ (c) = lim
n→∞
ϕ (c+∆cn)− ϕ (c)
∆cn
and
∀∆cn ր 0, λ (c) = lim
n→∞
ϕ (c+∆cn)− ϕ (c)
∆cn
.
Thirdly, it sues to onsider sequenes that onverge to 0 innitely
fast,
np∆cn → 0 ∀p ∈ N,
for example by making sure |∆cn| <
1
nn
.
It follows that if we have suh a sequene ∆cn we an nd a C
∞
monotone funtion a : R → R suh that a
(
1
n
)
= |∆cn|
1/8
. a will be
innitely at at 0 ∈ R.
Supposing we have suh a sequene ∆cn and funtion a, we take
g1 and g2 as before, now thought of as funtions on R
3 = {(x, y, t)}
taking a = a (t), or rather on U × R, where U is a small neighbor-
hood of the origin in R
2
, and onsider the lous whih is the interse-
tion of {g1 = g2 = 0} with
{
(x, y, t) : t = 0 or t = 1
n
, n ∈ N
}
. The next
proposition gives a way of representing elements of the orresponding
C∞-ring, whih we shall all B.
Proposition 3.7. For all N ∈ N and for all C∞ funtions f (x, y, t)
dened in a suiently small neighborhood of (0, 0, 0), there are smooth
funtions λnm (t) suh that
f (x, y, t) ≡
2∑
n,m=0
λnmx
nym + λ30x
3 + λ03y
3 mod
(
g1, g2, a
N
)
.
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Moreover, if f (x, y, t) = f (y, x, t), we an nd suh λnm suh that
λnm = λmn.
Proof. First note that given any funtion f (x, y, t) we an nd λnm (t)
suh that
f (x, y, t) ≡
2∑
n,m=0
λnmx
nym + λ30x
3 + λ03y
3 mod (g1|t=0 , g2|t=0) .
To see this, rst note that
g1|t=0 = 5x
4 + 2xy2,
g2|t=0 = 5y
4 + 2x2y.
In a suiently small neighborhood of the origin (0, 0), both x6 and
y6 are in the ideal generated by these two funtions. If we expand
f as a trunated power series (with remainder) in x and y with o-
eients funtions of t, modulo these two funtions we an eliminate
all suiently high order terms. It is then easy to see that the re-
maining terms an be replaed with lower order terms, that the new
oeients still depend smoothly on t, and that if f is symmetri, the
new representation of f is also symmetri.
If we do the same replaements, but using g1 and g2 instead of g1|t=0
and g2|t=0, we will get
f (x, y, t) ≡
2∑
n,m=0
λnmx
nym + λ30x
3 + λ03y
3 + aF1 (x, y, t) .
mod (g1, g2). Applying the same proedure now to F1, we get
f (x, y, t) ≡
2∑
n,m=0
λnmx
nym + λ30x
3 + λ03y
3 + a2F2 (x, y, t)
mod (g1, g2). The result follows in this fashion by indution on N .

Now if ∆cn > 0, let f0 (x, y, t) = x
2y2. If ∆cn < 0, let f0 (x, y, t) =
−x2y2. In both ases, f0 is equivalent modulo g1|t=0 and g2|t=0 to a
real multiple of x5 + x2y2+ y5, and so is in A♭. Sine it is independent
of t, the the remainder of the lous onsists of points approahing the
origin innitely fast, it is in B♭. We therefore an apply our morphism.
We shall desribe the ase ∆cn > 0. The other ase is similar.
Let
ϕ (c+ f0) =
2∑
n,m=0
λnmx
nym + λ30x
3 + λ03y
3 +O
(
aN
)
.
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Sine the funtion c + f0 is symmetri, we may assume the λnm are
symmetri. If we onsider the value of ϕ (c + f0) at the various points
of our lous,
ϕ (c+ f0)
(
0, 0,
1
n
)
= ϕ (c) = λ00,
ϕ (c + f0)
(
x, 0,
1
n
)
= ϕ (c) = λ00,
ϕ (c+ f0)
(
0, y,
1
n
)
= ϕ (c) = λ00.
Thus, for y any of the zeroes of yh(y) = y
(
y3 + ay2 − a4y − a5 − 2
5
a4
)
,
ϕ (c) = ϕ (c) + λ01y + λ02y
2 + λ03y
3 +O
(
aN
)
.
Sine the zeroes of yh(y) all dier by a xed onstant times a3/2, it
follows that we an solve for λ01, λ02, λ03 and obtain that they vanish
to some high power of a. By symmetry, so do λ10, λ20, λ30.
By symmetry, the other four points give three equations, orrespond-
ing to (a2, a2) , (−a2,−a2) and (a2,−a2):
ϕ
(
a8
)
= ϕ (c) + λ11a
4 + λ12a
6 + λ22a
8 +O
(
aN
′
)
,
ϕ
(
a8
)
= ϕ (c) + λ11a
4 − λ12a
6 + λ22a
8 +O
(
aN
′
)
,
ϕ
(
a8
)
= ϕ (c)− λ11a
4 + λ12a
6 + λ22a
8 +O
(
aN
′
)
.
Subtrating the rst two tells us that λ12 vanishes to high order. Then
adding the rst and third gives us
ϕ (a8)− ϕ (c)
a8
= λ22 +O
(
aN
′′
)
.
So, in partiular, sine a
(
1
n
)8
= ∆cn,
λ22|t=0 = limn→∞
ϕ (c+∆cn)− ϕ (c)
∆cn
.
However, λ22|t=0 = ϕ
′ (c) . We have shown the following.
Theorem 3.8. The derivative of the ore is the ore of the derivative:
(ϕ′)
R
= (ϕR)
′ .
Corollary 3.9. The ore ϕR is innitely dierentiable.
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4. The Core Defines the Morphism
The ore of our morphism, ϕR : R → R, being smooth, gives rise to a
morphism ϕR : R→ R, and by omposition, a morphism ϕR : S → R.
To show that ϕ extends to R it sues to show that ϕ = ϕR, or,
equivalently, that ψ = ϕ− ϕR = 0. What we know about ψ is that its
ore is the 0 map, that is, ψ vanishes at all points of S.
Thus it sues to show that any morphism ψ : S → R whih vanishes
at all points is the zero morphism. In partiular, for any lous ℓA, we
want to show that ψℓA : SℓA = A♭ → RℓA = A is the zero map.
Sine we are working only with losed rings, to show that ψℓA (a) = 0,
we just need to show that the Taylor series at every point of ℓA of
a representative of ψℓA (a) vanishes. Therefore, it sues to onsider
C∞-rings of the form A = R [[x1, . . . , xn]] /I.
We shall now proeed as follows. First, we apply a version of the
Briançon-Skoda theorem to show that any a ∈ A♭ whih vanishes at
the point of A is nilpotent. Seond, we produe a family of examples of
nilpotent at elements with arbitrary degree of nilpoteny. Third, we
provide a splitting of these examples (as we did in the previous setion)
into C∞-rings whose elements are determined by their values at points.
Finally, these splittings are used to show that the image of an arbitrary
a ∈ A♭ under ψ must be zero.
4.1. The Briançon-Skoda Theorem. In [3℄, Briançon and Skoda
showed that any germ of a holomorphi funtion of several variables is
integral over the ideal generated by its partial derivatives. Their result
has been generalized to other rings. (See, for example, [7℄ and [8℄.
Many other referenes are available in [4℄.) We shall need this result
for the ring of real formal power series in n variables. Rather than fore
the reader to the great generality of the ited papers, a proof in this
simple ase is provided here.
Let f ∈ R [[x1, x2, . . . , xn]] be a real power series with power series
partial derivatives
∂f
∂xi
. Let ∆(f) =
(
∂f
∂x1
, . . . , ∂f
∂xn
)
be the ideal gener-
ated by the partial derivatives of f , i.e., the Jaobian ideal of f . The
purpose of this note is to provide a proof of the following result.
Theorem 4.1. If f ∈ R [[x1, x2, . . . , xn]] is a real power series with Ja-
obian ideal ∆(f) =
(
∂f
∂x1
, . . . , ∂f
∂xn
)
and if the onstant term of f van-
ishes (that is, f(0) = 0), then f is nilpotent in R [[x1, x2, . . . , xn]] /∆(f),
in other words f is in the radial of ∆(f).
To prove this, rst reall the following theorem (Corollary 2.3 of
Chapter X, 2 of [6℄).
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Theorem 4.2. An element a of ommutative ring A lies in the radial
of an ideal a if and only if it lies in every prime ideal ontaining a.
Sine we may assume that f /∈ ∆(f), it sues to show the following.
Proposition 4.3. If f ∈ R [[x1, x2, . . . , xn]] is a real power series with
vanishing onstant term and a is a prime ideal of R [[x1, x2, . . . , xn]]
ontaining the Jaobian ideal ∆(f), then f ∈ a.
We shall approah this by rst rephrasing in terms of derivations.
4.1.1. Derivations.
Note. All derivations here we presume to be ontinuous derivations,
where ontinuity is with respet to the topology generated by powers
of the maximal ideal. Oasional mention will be made of this (usually
in the statements of lemmas, propositions, et.), but the reader should
remember that the assumption of ontinuity is universal in what fol-
lows.
The derivations D : R [[x1, x2, . . . , xn]] → R [[x1, x2, . . . , xn]] are of
the form
n∑
i=1
gi(x)
∂
∂xi
where gi(x) ∈ R [[x1, x2, . . . , xn]], i = 1, . . . , n. Indeed, if D is a deriva-
tion, we let gi = D(xi).
Let a ⊂ R [[x1, x2, . . . , xn]] be an ideal, A = R [[x1, x2, . . . , xn]] /a.
Then if D : A→ A is a derivation, we an ompose with the quotient
map to obtain a derivation D′ : R [[x1, x2, . . . , xn]]→ A, and by hoos-
ing a lift gi for eah D
′(xi) we obtain a derivation on R [[x1, x2, . . . , xn]]
whih is a lift of the derivation on A. The following is then immediate.
Lemma 4.4. Let f be an element of the ring of formal power series
R [[x1, x2, . . . , xn]] and let a be an ideal of R [[x1, x2, . . . , xn]] ontaining
the Jaobian ideal ∆(f) of f . Let A = R [[x1, x2, . . . , xn]] /a and a =
[f ] ∈ A. Then if D : A→ A is a ontinuous derivation, D (a) = 0.
We then obtain Proposition 1 from the following more general state-
ment.
Proposition 4.5. Let a be a prime ideal in R [[x1, x2, . . . , xn]], let A
be the quotient of R [[x1, x2, . . . , xn]] by a. If a ∈ A satises
D(a) = 0 for all ontinuous derivations D : A→ A, then a = 0.
We shall make use of the fat that a is a prime ideal by passing to
the quotient eld of A.
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4.1.2. Quotient Field Results. In this setion we shall let a be a prime
ideal in R [[x1, x2, . . . , xn]], A be the quotient of R [[x1, x2, . . . , xn]] by
a and a an element of A with the property that for all derivations
D : A→ A, D(a) = 0.
Sine a is prime, A is an integral domain and we let F be its eld of
frations.
Lemma 4.6. Let D : F → F be a derivation of F . Then D(a) = 0.
Proof. Let D : F → F be a derivation of F . Applying D to [xi] we get
elements bi of F . These n elements are frations
ci
di
, ci, di ∈ A and if we
multiplyD by
∏
di we get a derivationD
′
with D′ ([xi]) ∈ A. It follows
that D′ : A→ A, and so D′(a) = 0. Then D(a) = 1∏
di
D′(a) = 0. 
Now let B = R[a] be the smallest R-algebra (with identity) in A
ontaining a. We let B[x1] be the smallest R-algebra (with identity) in
A ontaining B and the lass of x1 in A. We let B[[x1]] be the losure
of B[x1] in A with respet to the topology dened by the powers of the
maximal ideal of A. (This works well sine A is a omplete loal ring.)
We an then similarly form B[[x1]][x2], B[[x1, x2]] = B[[x1]][[x2]], et.
This gives us a hain of inlusions
B ⊂ B[x1] ⊂ B[[x1]] ⊂ B[[x1]][x2] ⊂ B[[x1, x2]] ⊂
· · · ⊂ B[[x1, . . . , xn]] = A.
K be the smallest eld in F ontaining a. We wish to show that every
derivation D : K → K extends to a derivation D′ : F → F . Note that
the quotient elds of the rings in the hain of inlusions above give a
hain of inlusions of elds
K ⊂ K(x1) ⊂ K((x1)) ⊂ K((x1))(x2) ⊂ K((x1, x2)) ⊂
· · · ⊂ K((x1, . . . , xn)) = F.
We shall extend D step by step along this hain of elds. Eah step in
the hain is of one of two forms. First, it is an extension by a single
element, e.g., from K to K(x1). Derivations extend in these ases
sine suh an extension is either algebrai or transendental. (See [6℄,
p. 370.) Seond, it is an extension from the quotient eld of some
subring to the quotient eld of the losure of that subring. In this ase,
note rst that a derivation will be a multiple of a derivation on the
subring, and it sues to extend the derivation on the subring to the
losure of the subring. However, sine we are working in a omplete
loal ring, we an obtain the value of the extended derivation on a limit
of elements of the subring by taking the limit of the derivations of the
elements of the subring. This shows the following.
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Lemma 4.7. Every derivation D : K → K extends to a derivation
D′ : F → F .
Thus
Lemma 4.8. For every derivation D : K → K, D(a) = 0.
We now apply the following (whih is Proposition 5.2 in Chapter
VIII, 5, of [6℄).
Proposition 4.9. A nitely generated extension k(x) over k is sepa-
rable algebrai if and only if every derivation D of k(x) whih is trivial
on k is trivial on k(x).
Applying this with k = R and k(x) = K, we see that a is algebrai
over R. Thus a satises some equation
cna
n + cn−1a
n−1 + · · ·+ c0 = 0.
However, A still has a point; evaluation at the origin gives an algebra
map A→ R. We an evaluate at the origin to obtain c0 = 0. Sine A
is an integral domain, if a 6= 0 we then have
cna
n−1 + cn−1a
n−2 + · · ·+ c1 = 0,
an impossibility if we started with the irreduible polynomial satised
by a. Hene a must be zero, and we have proved Theorem 4.1.
4.2. The Family of Examples. Let
An = R [[x1, . . . , xn]] /
(
∂fn
∂x1
, . . . ,
∂fn
∂xn
)
,
where fn =
∑n
i=1 x
3n−1
i + (x1 · · · · · xn)
3
. Let an = [fn] ∈ An. Clearly,
an ∈ (An)♭. These provide a family of examples of the nilpoteny
we have just proved. (These examples, and the following result, are
mentioned at the end of [3℄.)
Lemma 4.10. (an)
n−1 6= 0 and (an)
n = 0.
Proof. The ideal is generated by the n series (polynomials, atually)
(3n− 1) x3n−2i +
3
xi
(x1 · · · · · xn)
3
, i = 1, . . . , n. Thus
x3n−1i ≡ −
3
3n− 1
(x1 · · · · · xn)
3 ,
so
fn ≡
(
−
3n
3n− 1
+ 1
)
(x1 · · · · · xn)
3 = −
1
3n− 1
(x1 · · · · · xn)
3 .
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Thus it sues to show that both
(x1 · · · · · xn)
3(n−1) 6≡ 0
and
(x1 · · · · · xn)
3n ≡ 0.
To see the rst, note that
∂|α|
∂x
α1
1
···∂xαnn
(gi) (0) = 0 if all αj ≤ 3n−3. By
the produt rule, the same is true for anything in the ideal. However,
∂n(3n−3)
∂x3n−31 · · ·∂x
3n−3
n
(
(x1 · · · · · xn)
3(n−1)
)
(0) 6= 0.
To see the seond, note that
(x1 · · · · · xn)
3n−1 = x3n−11 · · · · · x
3n−1
n
≡
n∏
i=1
(
−
3
3n− 1
)
(x1 · · · · · xn)
3
=
(
−
3
3n− 1
)n
(x1 · · · · · xn) ,
3n
so
0 ≡ (x1 · · · · · xn)
3n−1
(
1−
(
−
3
3n− 1
)n
(x1 · · · · · xn)
3
)
.
The last fator on the right is an invertible power series, so
0 ≡ (x1 · · · · · xn)
3n−1 ,
and thus
0 ≡ (x1 · · · · · xn)
3n .

It is worthwhile noting here a way of representing elements of An.
Sine 0 ≡ (x1 · · · · · xn)
3n
, x
(3n−2)n
i ≡ 0 for all i. Thus, by Taylor's
theorem, any funtion f (x1, . . . , xn) may be written
f (x1, . . . , xn) = P˜ (x1, . . . , xn) +
n∑
i=1
x
(3n−2)n
i Ri (x1, . . . , xn)
≡ P˜ (x1, . . . , xn) ,
where P˜ (x1, . . . , xn) is a polynomial of degree at most (3n− 2)n−1 in
eah variable. Next, any term in P˜ (x1, . . . , xn) having degree greater
than or equal to 3n− 2 in some xi an be replaed (modulo the ideal)
with one of degree 3n − 4 less in xi but of total degree one greater.
Repeating this proess, eah term either beomes zero (having ahieved
FUNCTIONS ON THE ZEROES OF dx 22
too great a total degree) or beomes of degree less than 3n− 2 in eah
xi. Thus
f (x1, . . . , xn) ≡ P (x1, . . . , xn) ,
where P (x1, . . . , xn) is a polynomial of degree less than or equal to
3n− 3 in eah of the variables xi. Sine eah of the generators of the
ideal has a term of degree 3n − 2 in some variable, the polynomial P
is uniquely determined by [f ] ∈ An.
4.3. The Seond Splitting. We now want to take these examples
and, as we did before, split the singularity into a nite number of
points.
Let a : R → R be a smooth, monotone funtion vanishing to innite
order at 0 ∈ R. Let
hi (x1, . . . , xn, t) = (3n− 1)
3n−2∏
k=1
(xi − ka (t)) +
3
xi
(x1 · · · · · xn)
3 .
For xed t 6= 0, we will examine the ommon zeroes of the hi.
Let Xi = xi/a. Then
hi = (3n− 1) a
3n−2
3n−2∏
k=1
(Xi − k) + a
3n−1 3
Xi
(X1 · · · · ·Xn)
3 .
Let
Hi =
hi
a3n−2
= (3n− 1)
3n−2∏
k=1
(Xi − k) + a
3
Xi
(X1 · · · · ·Xn)
3 .
At t = 0, the ommon zeroes of the Hi are Xi = ki, 1 ≤ ki ≤ 3n − 2.
Moreover, these are transverse intersetions, so the ommon zeroes
will depend analytially on a. Sine we have as many zeroes as the
dimension of An, this is the splitting we will use.
It is easy to generalize the representation of elements of An desribed
above to representation of funtions f (x1, . . . , xn, t) mod (h1, . . . , hn).
We an view suh a funtion f as an element of An depending on a pa-
rameter t. The redution of f to the polynomial P depends smoothly
on t, and we obtain
f = P mod (g1, . . . , gn) ,
where the oeients of P depend on t. That is, we write
f = P +
n∑
i=1
bigi
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for some elements bi. We then have
f = P +
n∑
i=1
bihi + F1a.
Applying the same proedure to F1, we obtain
f = P +
n∑
i=1
bihi + F2a
2
(for a dierent polynomial P ). Proeeding in this fashion, we obtain
the following.
Proposition 4.11. For all N ∈ N and for all C∞ funtions f =
f (x1, . . . , xn, t) dened in a suiently small neighborhood of the ori-
gin, there is a polynomial P (x1, . . . , xn) with degree at most 3n− 3 in
eah of the variables xi and oeients smooth funtions of t suh that
f (x1, . . . , xn, t) ≡ P (x1, . . . , xn) mod
(
h1, . . . , hn, a
N
)
.
4.4. The Reasoning. We now onsider a representative f of
ψ
([
(x1 · · · · · xn)
3])
as an element of C∞ (U × R) for a small neighborhood U of the origin
in R
n
, modulo the losed ideal I whih is generated by h1, . . . , hn and
funtions of t vanishing at t = 0 and t = 1
n
, n ∈ N.
[
(x1 · · · · · xn)
3] ∈
(C∞ (U ×R) /I)♭, so f is well-dened modulo I. Moreover, f will
vanish at all the points in Z (I), by our assumptions on ψ.
Now there are unique polynomials
3n−3∑
i1,...,in=0
bi1···inx
i1
1 · · · · · x
in
n
interpolating values at the points
{(k1, . . . , kn) : ki ∈ Z, 1 ≤ ki ≤ 3n− 2} ,
the intersetion points in the oordinates Xi at a = 0. (This an be
seen by rst interpolating polynomials in x1 for xed (k2, . . . , kn), then
interpolating polynomials in x2 (whose oeients are polynomials in
x1) for xed (k3, . . . , kn), et.) In partiular, the matrix dening the
linear map from the spae of values to the spae of suh polynomials
in invertible. Sine the zeroes are analyti in a, for small t the matrix
is also invertible, and we have the same interpolation. If we hange
oordinates bak to the xi, we have the same sort of interpolation
problem, but the determinant of the matrix will vanish to some nite
order aK0 .
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Now taking N ≫ K0, write
f = P + aNfN .
For a 6= 0, the interpolating polynomial vanishes, so
0 = P + aN−K0Q
for some polynomial Q depending smoothly on t. Now taking the
limit as t → 0, we nd limt→0 P = 0, and hene at t = 0, f ≡ 0
mod (g1, . . . , gn) as desired.
This ompletes the proof of the main theorem.
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