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Processes for 
Let {X,) be a strictly stationary &mixing process with &zl 4’/“(j) < co. 
It is shown in the paper that if Xi is uniformly distributed on the unit interval, 
then, for any t E [0, 11, I F;‘(t) - t + F,(t) - t 1 = O(r+l’(log log n)s/&) a.s. 
and sup,<t<i [F;‘(t) - t + F,(t) - t [ = O(n-s14(log n)l/a(log log n)‘/*) a.s., 
where F,, and F;‘(t) denote the sample distribution function and tth sample 
quantile, respectively. In case (X,,} is strong mixing with exponentially decaying 
mixing coefficients, it is shown that, for any t E [0, 11, 1 F;‘(t) - t + F,,(t) - t 1 = 
O(n-sl’(log n)‘ls(log log n)s14) a.s. and ~up,,<~~i 1 F;‘(t) - t + F*(t) - t 1 = 
O(n-s/*(logn)(log log n)‘l’) a.s. The results are further extended to general 
distributions, including some nonregular cases, when the underlying distribution 
function is not differentiable. The results for &mixing processes give the 
sharpest possible orders in view of the corresponding results of Kiefer for 
independent random variables. 
1. INTRODUCTION 
Let (X, , n > l} be a strictly stationary sequence of r.v.‘s (random variables). 
Let F,, denote the e.d.f. (empirical distribution function), that is, 
F,(x) = (#Xi =S x, 1 < z’ < n)/n 
We define the tth sample quantile F;;‘(t) as 
F;‘(t) = inf{x: F,(x) > t} for t > 0 
= c(o+) for t = 0. 
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Kiefer has shown (see 16, 71) that if (Xi) is a sequence of i.i.d. r.v.‘s with X, 
uniformly distributed on the interval [0, 11, then 
liruT2p a,’ 1 Rn(t)j = 25/43-3/4(t(1 - t))l/s a.s. 
and 
lim sup &lR, = 2-lj4. “-02 a.s. 
(1.1) 
(1.2) 
where 
and 
W) = KV) - 4 - (t - F,(t)), o<t<1, 
Rn = wl I RnWl, 
a, = ?z-3’4(log log ?2)3’4, 
b, = n-3’4(log n)l’2(log log ?2)1’4. 
In this paper, we show that a.s. asymptotic orders of R,(t) and R, are still 
maintained for certain +-mixing processes. We also establish slightly weaker 
orders for 1 R,(t)! and R, in the strong-mixing case with suitable conditions on 
mixing coefficients. A stochastic process {X,,} is called $-mixing if there exists 
a sequence {4(n)} such that 
and 
sup sup SUP 
k,l BEM: AE.%$‘+~ 
I w I J9 - WOI B a>7 
P(B)>0 
where Mab denotes the a-field generated by Xi (a < i < b). The process {X,) is 
called strong-mixing if there exists a sequence {a(n)} such that 
1 > a(l) > 42) > **., ii% a(n) = 0, 
and 
sup sup sup 
kh BEM,~ AEIUF+~ 
I P(A n B) - P(A) P(B)] < Ol(n). 
We now state our main results. 
THEOREM 1. Let {X,) be a strictly stationary +-mixing process with 
P(X, f t) = t for 0 < t < 1 and satisfring 
683/8/4-4 
(1.3) 
534 BABU AND SINGH 
ThenjorO < t < 1, 
1 F,‘(t) - 1 -+ F,(t) - t / = O(n-3’4(log log n)3/4) a.s. (1.4) 
THEOREM 2. Under the conditions of Theorem 1, 
sup j ly(t) - t -+ F,(t) - t / = O(n-s’4(log n)l’2(log log n)l’4) 
osts1 
a.s. (1.5) 
THEOREM 3. Let {X,} b e a strictly stationary strong-mixing process with 
P(X, < t) = tjor 0 < t < 1 and 
a(n) = O(e-&) (1.6) 
joysome > 0. Then,jore-veryO c t c 1, 
1 F,‘(t) - t + F,(t) - t 1 = 0(?+4(log n)“a(log log .)3’“) as. (1.7) 
THEOREM 4. Under the conditions of Theorem 3, 
osu.ul [ F;l(t) - t + F,(t) - t ] = O(n-3/4(log n)(log log n)l14) a.s. (1.8) 
\ 
In view of the Kiefer’s results for the independent case, it follows that the 
orders for 1 h(t)1 and R,, can not be improved in general for +-mixing r.v.‘s. It 
may not be out of place to mention that Sen [ll] has obtained a weaker result, 
namely for t E [0, l] 
1 R,(t)/ = O(n-3/4 log n) a.s. 
for $-mixing r.v.‘s satisfying a much stronger condition on mixing coefficients 
that for some h > 0 
t+(n) ev(W < 03. 
We supply the proofs of these theorems in Sections 2 and 3. In Section 4 we 
prove similar results when the distribution of X, is not necessarly uniform. We 
also consider the case when the underlying distribution is not differentiable. 
Section 5 contains some applications of these results. 
Throughout the paper K, f(i’s, d, di’s stand for positive absolute constants; 
i, U, m, n denote positive integers; and j, H denote integers. 
2. PROOFS OF THEOREMS 1 AND 2 
We start with few lemmas. The proofs are given in some detail as the same 
arguments work for the strong-mixing case also. Define, for 0 < OL, /? < 1, 
%(a, P) = +-@d, B> < Xi < m=(a, 8) - I a - B I, 
where I(A) denotes the indicator function of the set A. 
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LEMMA 2.1. Let {Xi} be as in Theorem 1. Then, there exists d > 0 such that, 
wheneverO~ar<1,O<b~1-~,-b~~~b,1~u~m,H>,0,and 
0 < D < brnlgla4, we have 
> 2 dD < dim-4 + dz exp(-8D2m-lb-l). ) (2.1) 
Proof. Without loss of generality we assume that H = 0, b > j3 > 0. We 
first present the blocking procedure which is used again in the next section. Let 
p = p(u), 1 < p < u, K = K(u) = [u/2p]. We write 
P-2) 
5j = 5 xZp(i-l)+i(“, OL + 819 qj = 2 %-*hl+i(% O1 + 8) 
i-l i=l 
for j = 1,2,..., k and &+r = C~=,,,+, xi(ol, ti + /I) or 0 according to whether 
u - 2lzp >, 1 or not. For the present, we take p = [u’/*]. Clearly the lemma 
follows if we show that 
P( Y > dD) < the desired bound in (2.1) 
forY = UU, Uh,-U,, - UL . We show this when Y = U, and the proofs of 
the other cases follow on the same lines. 
On letting y  = Dm-lb-l and [$ = &I(1 & 1 < r-r), we obtain 
k+l 
P( U, > dD) < P 1 t: > dD + hP(I 4, I > r-Y + P(I &+I I > y-9. 
i-l 
(2.3) 
To estimate the right-hand side of (2.3) we use the following inequality for 
$-mixing r.v.‘s satisfying (1.3); namely, for 8 > 2 
(2.4) 
where the constant c(6) is independent of 01, p, and II. The proof of inequality 
(2.4) follows the lines of the proof of [5, Lemma 1.91. Now, using Markov’s 
inequality and (2.4) with 8 = 60, we get that the sum of the last two terms of 
(2.3) is not more than 
(A + 1) c(~)(PY~)~ < 4m-“. 
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Another application of Markov’s inequality gives that 
Jc+1 
P 1 6: > dD < exp(--y dD) E 
t2e5) 
1 
Since 1 yft 1 < 1, d(p) = 0( p-“), and since (t,*, . . . , f,“) is a stationary sequence, 
we have, by repeated application of [l, (20.28), p. 1711, that 
<3fE(exp(y~C)~~--.c3fk. (2.6) 
where 
f  = E(expW~)) + 2eW 
< 1 + I E(yt;;*)l + O(Y~.W-,~)) + O(W 
By [l, (20.3511 and (1.3) we have 
P-l 
W12) = PW,(~, a + B))" + 2 c (P - ;) E(x,(~, a+ B) xl+&, 0~ + B)) 
i=l 
d PP + 2Pj3 i d”“(i) = O(PP) = O(P4. 
j=l 
(2.7) 
Since for any x > -1, log(1 + X) < X, and since I E(I:)I < yE(e12), we 
have 
f  k ,< exp(O(y2ub)) + 0( 1)) < d3 exp(d,D%rrlZrl). (2.8) 
The desired result follows from (2.3), (2.5), (2.6), and (2.8) on choosing 
d = 8 + d4 . This completes the proof of the lemma. 
LEMMA 2.2. Under the conditions of Theorem 1, there exists a constant c > 0 
such that 
lirn+yp hi1 sup 1 F,(t) - t 1 < c a.s., 
Ott<1 
(2.9) 
where A,, = n-1/2(log log n)l/s. 
Proof. Let g, = maxlG5cn jF&/n) -j/n 1. Clearly supoct<I 1 F,(t) - t 1 < 
g, + I/n. So it suffices to show that 
lim sup &‘g, < c n-m a.s. (2.10) 
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To prove (2.10) let d be as in (2.1), n, = [exp(@)], S, = (n : rz,. < n < n,+r}, 
and let h(r) = &, . Observe that &I,@ + 1)-li2 < n,.+l - n, < t~,/rl/~. Define, 
for n E S, 
and 
Notice that {n X,,) is a nondecreasing sequence and that for 0 < 01 < /? < 1, 
%(O9 B) = do9 a) + xi(cI~ B> a.s. So for n E S, , we have outside A, v C,, v H,, , 
that g,, < 6dh, . Hence (2.10) f 11 o ows, with c = 7d, by the Borel-Cantelli 
lemma if we show that 
(2.11) 
Now Bonferroni’s inequality and (2.1) with H = 0, m = n, , b = 1, and 
D = NJ(Y) gives that P(A,) = 0(1-s). Another application of Bonferroni’s 
inequality and (2.1) with H = 0, m = n, b = l/r, and D = n&, yields that 
P(H,) = O(n-*). Yet another application of Bonferroni’s inequality and (2.1) 
with H = n, , b=l, m=n,+,-nn,, and D = nila gives that P(C,) = 
O(n-2). These observations prove (2.11) completing the proof of the lemma. 
LEMMA 2.3. If (2.9) holds, then 
Proof. By (2.9) we have a.s. for all sufficiently large n and for all s E [0, 11, that 
s - CA, <F,(s) < s + CA, . 
Hence for all t G [0, 11, 
Fn(t - CA,) < t < F,(t + CA,) 
which implies, for all t E [0, 11, that 
t - CA, < F,-‘(t) Q t + ch, . 
This proves Lemma 2.3. 
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We are now ready to prove Theorems 1 and 2. 
Proof of Theorem 1. 
I R&l < 
Also 
Clearly, for 0 < t < 1, 
F,F,l(t) - t ) + / F&l(t) - F,(t) - F,yt) + t I. 
Jxw - KKm - ONI 
WV(t) - f-n(t) - m) + t I 
+ I F,(t) + cm - t - CKW - O)l. 
Therefore in view of Lemma 2.3 we have, with probability 1, 
I Rn(t)l G 3 sup I F,(x) -F,(t) - x + t I 
i xi (4 t + ;,I + a i=l 
(2.12) 
for all sufficiently large pi. So it is enough to show that 
lim sup a,’ WJt) < K as., (2.13) n+m 
where a, = n-3/4(log log n)3/4. The proof of (2.13) is very similar to that of 
Lemma 2.2. Let n, , S, , d, h(r) be as in the proof of Lemma 2.2, U(Y) = 2ch(r), 
and let a(r) = 2~~/~n,.a,,, . Define, for n E S,. , 
and 
gl %(t, t + ju(r)/l) j > 2 du(r)/. 
Taking H = 0, m = 1z,, 6 = U(Y), and D = u(r) in (2.1) we get that P(Ai) = 
O(r-2); putting H = KZ,, m = ~t,+~ - 1z,, b = U(Y), and D = a(r) in (2.1) we 
obtain P(Ck) = O(@); and finally choosing H = 0, m = n, 6 = u(T)/Y, and 
D = ~C’~~TUJ we see that P(Hk) = O(n-2). Now (2.13) follows, with K = 
12c1j2d, by t:i Borel-Cantelli lemma, as in the proof of Lemma 2.2. 
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Remark. In the independent case sup, 1 F&‘(t) - t 1 < l/n a.s. But this 
does not hold, in general, for $-mixing r.v.‘s. 
Proof of Theorem 2. From (2.12) we have that, with probability 1, 
SUP I R&l 9 3 SUP sup I F,(x) - F,(t) - 32 + t I (2.14) 
o<t<1 ost41 /2--tlSZCA, 
for all sufficiently large n. Let b, = n-s/4(log n)1/2(log log n)lj4, 0, = [l/bn] + 1 
and w, = [2c&/b,] + 1. Using some elementary inequalities, it follows that 
sup sup 
o<t<1lr--tl<ZCA, 
I F,(x) - Fn(t) - x + t I 
= W,, + 2b, . 
So it is enough to show that 
lim sup b;‘W, < Kl a.e. 
?I+* (2.15) 
Applying (2.1) with H = 0, m = n, b = 2cX, , and D = 2c112nb,, and using 
Bonferroni’s inequality, we get 
P(W, > 4C2 db,) d 2no;:Fl ,g2fA P(lF,,(s + t> -F,,(s) - t I > 4~~” &J 
. . \ ” 
= O(n-2). 
Thus (2.15) f  11 o ows with Kr = 4crj2d + 2 from the Borel-Cantelli lemma. 
This completes the proof of Theorem 2. 
Remark. Note that I F;‘(t) - s I < I F;‘(t) - t I + 1 t - s I = 0(&J a.e., 
whenever j t - s 1 = O(K~/~). So from the above proofs it is clear that 
Theorems 1 and 2 still hold if F;‘(t) - t is replaced by F;‘(t,,) - t, , where 
j t, - t 1 = O(n-1/2). 
3. PROOFS OF THEOREMS 3 AND 4 
In this section we obtain some lemmas similar to Lemmas 2.1 and 2.2 for 
strong-mixing processes and then use them to obtain Theorems 3 and 4. The 
following lemma of Davydov [2] is used repeatedly. 
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LEMMA 3.1. Let {X,> be a stationary sequence of strong-mixing r.v.‘s. Let X 
and Z be two r.v.‘s measurable w.r.t. the cr-Jields lkfIm and Mz+, , respectively. Let 
T, s, t > 1 be such that y-l + s-l + t-l = 1 and let 11 X 11,.  112 IIS bejnite (11 .I/,. 
denotes the usual L, norm). Then 
I JWW - E(x) J-W < W4Wt II XII, II 2 Is . 
IktheriflIXII, < oo,(jZ(I, < co, then 
I E(XZ) - E(X) EWI < 4+~) II XII, II zllco . 
For a proof see Deo [3]. 
(3.1) 
(3.2) 
LEMMA 3.2. Let {Yi} b e a stationary strong-mixing sequence of bounded 
r.v.‘s. If 
(3.3) 
then for 6 = 1,2, 3 ,..., 
(3.4) 
where z(6) depends only on the bound of Yl , 6, and a(n). 
Proof. It is easy to check that 
where Z’ denotes the sum over A = {(iI ,..., i2&: ij > 0 are integers and 
C;ii’ i, < n}. 
We now divide the set A into (““r’) parts as follows. Fix 1 < jr < a** < jB < 
28 - 1. Corresponding to this choice define 
A( jl ,..., j,) = ((iI ,..., z&J E A: min(& ,..., 38 i. ) > the rest of the ij’s}. , 
We consider two cases. 
Case 1. Let ji = 1 and let ( Ys ( < N a.s. Clearly, by (3.2) 
c I E(YJf, --* Ytl+...+t8,J < 4N28 C a(&) 
AUl. * ..A&$ A(i,.....5g) 
Here we have taken that a(0) = 1. The last step follows by (3.3). 
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Case 2. Suppose jr # 1. Then there exists h such that h, h + 1 E {jr ,...,j,}. 
So by (3.2) 
While summing, we supply the argument of Case 1 for a(&) and ti(&+r) separately. 
This establishes the lemma. 
For the strong-mixing case we present two lemmas similar to Lemma 2.1. 
This is due to some technical reasons. The first exponential inequality, that is 
Lemma 3.3, provides us with an upper bound for the fluctuations of empirical 
processes and is also used in getting Lemma 3.5. 
LEMMA 3.3. Let {Xi} be as in Theorem 3. Then there exists a p > 0 such that, 
wh~~O~~<1,O<b~1-~,-b~~~b,1~u~m,H~0,and 
0 < D2 < bma/15 > we have 
q y 3C,(a,a+B)I > 2pD < K, exp(-8D2m-1b-1’2) + Ksm-8. (3.5) 
i=H+l 
) 
Proof. Proof is similar to that of Lemma 2.1. Without loss of generality we 
assume that H = 0 and b > j3 > 0. We spht the sum xi:, ~~(ol, c1+ /3) as in 
(2.2) takingp = p(u) = [2(r@) l/2 w ere 1, h 6 is as in (1.6). We show that 
P(U, > pD) < the desired bound in (3.5) 
and conclude the lemma as in the proof of Lemma 2.1. 
Let y = Dm-lb-l/z and Sf = &f ( j & 1 < y-r). Using Markov’s inequality, 
Lemma 3.2, and the condition that 02 < bma2/16, we have 
WI 4, I > y-1) + p(I tk+l I > y-1) G s(250)(~ + l)pp” = O@+). 
(3.6) 
In view of (1.6), L emma 3.1, and the fact that Iy@ I < 1, we obtain by 
putting g = E(exp(ytT)), that 
< *-- < egk + 4ea( p)(ek + ge*-l + --a + egk-l) 
< 12&%(p) + 3gk = 3gk + O(1). (3.7) 
542 BABU AND SINGH 
Here we used 0 <g < e. Following (2.7) and using (3.1) we obtain that 
E(p) = O(pbll2). so 
g G 1 + I E(Y5,*)I + O(E(Y2512)) 
< 1 + O(Y2Jq512)) d 1 + o(pb1’2). (3.8) 
Finally by Markov’s inequality, (3.7), and (3.8), 
< exp(-ypD + K,y2mb1f2) 
< K, exp(-8D%n-1b-1/2). (3.9) 
The result follows from (3.6) and (3.9) on choosing p = 8 + K, , as in the proof 
of Lemma 2.1. 
LEMMA 3.4. Under the conditions of Theorem 3, there exists a constant K5 > 0 
such that 
liT+Fp A,’ a%& I F,(t) - t I < KS a.s., (3.10) 
\ 
where A, = r.d2(log log n)lj2. 
Proof is similar to that of Lemma 2.2 and so is imited. 
LEMMA 3.5. Let (Xi} be as in T+orem 3. Then there exists a p,-, such that 
wheneverO<ar<l,O<~~l-~,--E~,<~~,1~u~M,H>O,and 
cM~Q/~ < Q2 < ~~~~~~~~~~~ we have 
p((i~l%+%~+B)~ ) > 2p,Q < KB exp(-8Q2(Mc log M)-l + K,M-4. 
(3.11) 
Proof. Once again we take H = 0, E > 0, and split the sum C: X+(OL, 01+ /?) 
as in (2.2) taking p = p(u) = [~r/lO]. This time we take y  = Q(Me log M)-1 
and define [f = &I(] & 1 < y-l). As in the previous lemma, we show that 
< the desired bound in (3.11) 
and conclude the proof similarly. Once again we write 
+ m(i 611 > Y-l) + p(i ‘tk+l 1 > Y-l) 
(3.12) 
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To estimate the last two terms on the right-hand side of (3.12) we apply our 
Lemma 3.3 with b = E, m = [M7/lo] (>p), and D = (2py)-l. The condition 
D2 < brnaa/ib of Lemma 3.3 is met for all M bigger than a constant due to the 
restriction that Q2 > •M~~/~. Thus we have, using (3.5) that 
WI fl I > y-7 + P(I 4k,,l I > r-Y 
< K,(h + 1) exp( -8(2py)-2M-7/10c1~2) + O(MA) 
= O(MA) 
in view of the restriction that Q2 < E9j2M l3 lo. 1 We estimate the probability 
P(cy 6: > poQ) as in the proof of Lemma 3.3. The only difference is that we 
use a sharper estimate for E(ft2), namely, E(fr2) = O(pp, log M). We obtain 
this as follows. 
9-l 
4t12) = PWG, a + B)) + P C (1 - i/P) cov(-+ a + I% xl+& a + B>) 
i-l 
[2tr'1og Ml 
GPp19+P :I f, tzf2r~~Ml+) I cov@~h a + B>, XI+&, a + BNI 
(3.13) 
(19 is defined in (1.6)). 
We estimate the first sum on the right-hand side of (3.13) by the Cauchy- 
Schwarz inequality and the second by (3.2). Thus we have 
WIT) = O(~ls) + O(P~ log M) + O(1) 
= O(PP 1% Mb 
The proof of this lemma is complete. 
It is worthwhile to mention that the only reason for not getting the sharpest 
order in the strong-mixing case is the appearence of log M term in the estimate 
of E&2. 
Proofs of Theorems 3 and 4. The theorems follow from Lemma 3.5 as in 
Theorems 1 and 2. 
4. EXTENTIONS TO GENERAL DISTRIBUTION FUNCTIONS 
Throughout this section we assume that (X,> is a strictly stationary sequence of 
+-mixing process with C#/2(j) < 03 and Xi having a continuous d.f.F. 
Theorems 5 and 6 deal with the behavior of tth sample quantile for some fixed 
0 < t < 1. One can prove similar results for the strong-mixing case. 
It may be mentioned here that the continuity assumption is only for the sake 
of simplicity in Theorems 5 and 6, otherwise one can apply a transformation 
similar to Kiefer [6, Lemma l] and relax the condition. 
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THEOREM 5. Let Qt = F-l(t) ( w IC is uniquely defined under the condition h ’ h 
(4.1)) andQ,, =F$(t). Let g: (0, co) -+ (0, co) be afunction such that g(h) -+ 0 as 
h -+ 0. Further assume that F satisfies the condition 
,im F(x + 4 - F(x) = L 
h'x0 go h 1) 
> o 
1 > 
]im F(x+h)-FF(x) =-L 
(4.1) 
h/a0 &I h I) 
2 
(0 (in general L, # L,). 
If we dejine h,(t) = L, when QSt > Qt and = -Lz otherwise, then we have the 
representation 
id Q,zt - Qt I) h&) = t - FdQt) + %(t), (4.2) 
where n1j2BR(t) -+ 0 inprobabiZity and nW&(t)/(log log n)lj2 -+ 0 a.s. 
Proof. We first make an observation that (4.1) implies that F is strictly 
increasing in a neighborhood of Qt . Let I?,, denote the e.d.f. of the sequence of 
r.v.‘s, {Y$), where Yi = F(&). By Theorem 1, since Y;‘s are distributed 
uniformly on [0, 11, 
E;‘(t) + E,(t) - 2t = o(n-1/2) a.s. 
But E;‘(t) = F(Q,J, E,,(t) = Fn(Qt), and t = F(Q,). Therefore 
F(Qn3 - F(Qd = t - F,(Qt) + oW2) a.s. (4.3) 
Representation (4.3) along with the fact that F is strictly increasing in a neigh- 
borhood of Qt yields that Qnt -+ Qt a.s. 
Substituting the value of the left-hand side of (4.3) and using the result 
Qnt -+ Qt a.s. we have 
dl Qnt - Qt I) &(t)[l + o(l)] = t -Fn(Qt) + o(n+s) a.s. (4.4) 
The representation (4.4) along with the facts that n1j2(t - F,,(QJ) is O,(l) 
and n’i2(t - Fn(Qt))/(log 1 o n / = O(1) a.s. yield the theorem immediately. g )’ 2 
We present below some interesting corollaries of Theorem 5. 
COROLLARY 4.1. If (4.1) is satisjed with g(l h J) = 1 h I8 and L, = L, = 
L>Oandij 
a2 = WX, =G St)) + 2 2 cov(W, < Qt)), W,,, <Qt, > 0 (4.5) 
G-1 
then it follows, from Theorem 1 and Ibragimov’s [S] central limit theorem for 
qS-mix;ng processes, that 
nlf2 I Qn(t> - Qt I8 sign(Qnt - Qt) weak1y+ N(0, d/L2) 
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and 
lirn+yp ] Q,,(t) - Qt Is rNa/(log log n)l12 = u/L as. 
These results imply that Qt can be estimated very efficiently for large n if 6 is 
small. 
Some similar results are obtained by Ghosh and Sukhatme [4], for inde- 
pendent r.v.‘s. 
COROLLARY 4.2. Let (4.1) be satisfied withg( 1 h I) = 1 h 1 andL, # L, , that is 
L, is the right derivative and L, is the Zeft derivative ofF at Qt . Then (4.2) im#ies 
that the asymptotic distribution of nl12(Qnt - Qt) is a distribution whose density 
is same as that of N(0, u2/L12) on (0, 00 an z zs same as that of N(0, c+/L,~) on ) d t ’ 
(- 00, 01, where a is as in (4.5). Further 
and 
liy?;p (Qn(t) - Qt) @/(log log r~)l/~ = a/L1 a.s. 
lizrif (Qn(t) - QJ tP2/(log log n)l12 = -u/L2 a.s. 
These results follow from (4.2) and Reznik’s [8] law of iterated logarithm. 
In the next theorem, we obtain a stronger representation of quantiles if F 
satisfies more smoothness condition than (4.1) at the point Qt . 
THEOREM 6. Let g, , g, be two functions from (0, 00) to (0, 00) such that 
g,(h) -+ 0, g,(h) + 0 as h -+ 0. Further let g, be strictly increasing in a nezkh- 
boyhood of zero. Let F satisfy the conditions 
lim F(~ + h) - F(x) 
h’x0 gdl h I) = -W + Wdl h IN> Ll > 0, 
lirn F(x + h) - F(x) 
(4.6) 
h7O g,(l h I> = 420 + WA h I)), L, > 0, 
and h,(t) be same as dejned in Theorem 5. Then 
g,(l Q&) - Qt I> h,(t) = t - Fn(Qt) + &dth 
where B,(t) = O(a, + X,g2(&g3(Kgh,))) a.s., a, is dejned in Section 1, A, is 
dejned in Lemma 2.2, and g, stands for the inverse functions of g, , whixh is well 
defined in a neighborhood of zero. 
Proof. As in Theorem 5, we have 
F(Qnt) - F(QJ = t - Fn(QJ + %J a-2. 
which implies that Qnt -+ Qt a.s. 
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Therefore we have, due to (4.6), 
gl(l Qn(t) - Q(t)0 hn(W + OkA Qnt - Qt 011 = t - FdQt) + o(4 
(4.7) 
a.s. which yields, with the help of Lemma 2.2, that 
gdl QnW - SW) = Wn) 
and hence 
(4.8) 
I QnW - Q(t)1 = %KM- 
Feeding (4.8) and (4.9) back to (4.7) we have the theorem. 
(4.9) 
COROLLARY 4.3. If F(x) is twice da&rentiable in a neighborhood of Qt , where 
the$rst derivative is bounded away from zero and the second is bounded, then 
Qnt - Qt = [t - Fpl(Qt)]/F’(Qt) + O(n-3/4(log log n)a/4) a.s. 
In the independent case using Kiefer’s [6] result one can obtain the value of 
the constant implied by O-term. 
Remark 4.1. In view of Remark 1, Theorems 5 and 6 remain. true in the 
same form if Qnt - Qt is replaced by 
K1(tn) - F-W if 1 t, - t 1 = 0(&/s). 
Finally, we extend our Theorem 2 to the case where the underlying distribu- 
tion is not uniform. Theorem 4 can also be extended on the same lines. 
We say that a d.f. F satisfies the condition (*) if for some interval I, F’(x) = 0 
for x $1, inf{F(x), x EI) = d;’ > 0 and sup(F&): x EI} < M). We have the 
following generalization of Theorem 2. 
THEOREM 7. Let {Xi} be a strictly stationary +-mtitg sequence of r.v.‘s with 
C +lj2( j) < 03 and the underlying d.f. F satisfy the cOtUZition (*). Then 
lim sup b,‘R: < d, n-am 
a.s. 
where 
and 
R,*(t) = F,-l(t) -F-l(t) + [F,(F-l(t)) - t]/F’(F-l(t)). (4.10) 
Proof. The theorem is immediate from Theorem 2 and the following two 
lemmas. 
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LEMMA 4.1. Let {Xi} be a sequence as in Theorem 6. Let E,, denote the e.d.f. 
of the sequence ofr.v.‘s {Yt} defined by Y, = F(X,). Then fog every t E [0, l] 
R,(t) = F’(F-l(t)) R,*(t) + F”(vj.)(F;.‘(t) -F-l(t))“, 
where R,(t) = E;‘(t) + E,(t) - 2t, R:(t) is de$ned by (4.10) and 7 is a random 
point in I. 
The lemma is established following the first few steps of Theorem 5. 
LEMMA 4.2. Under the hypothesis of Theorem 6, we have, 
sup ) F;;l(t) - F-l(t)] = O(n-1’2(log log n)1’2). 
o<t&1 
PYOO~ Let E,(x) be same as defined in Lemma 4.1. By Lemma 2.3 we get 
that 
sup ] E;‘(t) - t 1 = O(n-1/2(log log .)l12) a.s. (4.11) 
o<t<1 
The fact that F is strictly increasing on I implies that E;;‘(t) = F(F$(t)) and 
t = FF-l(t). Hence we have, with the help of mean value theorem and the 
condition (*), that 
SUP IF;'(t) - F-'(t)1 < ho%gl I &l(t) - t I 
ost<1 
which yields the required result. 
Remark 4.2. For real numbers 0 < 01 < /I < 1, suppose the underlying 
d.f. F (which need not have bounded support) satisfies the conditions: 
(a) F’(x) exists for x E [F-l(a) - E, F-‘(p) + 61 and it is bounded away from 
zero on this interval. (b) F” exists and is bounded on the interval [F-l(a) - c, 
F-l(p) + c] for some e > 0. 
Then the proof of Theorem 7 can be easily modified to conclude that 
liT+Fp b;l sup I R,*(t)1 < K,, a.s. 
was8 
5. SOME APPLICATIONS 
(4.12) 
We present below some interesting implications of the results proved in 
previous sections. 
1. Multivariate L-estimators-Let {XI, , X2, ,..., X,} be a stationary 
sequence of q-variate stochastic vectors satisfying the mixing conditions of 
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Theorem 1 or 3. Let Gi denote the d.f. of &, , and let G,, denote the e.d.f. 
of the sequence {A&} at the nth stage. Suppose Gi has the bounded second 
derivative. Let Jr , Ja ,..., J, be d.f.‘s on [0, l] such that 
-co<T,= 
I 
’ G,‘(t) dJi(t) < co (5.1) 
0 
and 
(5.2) 
for i = 1, 2,..., 4. We define Ti, = $ G;;(t) d],(t). It follows from Lemma 4.1 
and conditions (5.1) and (5.2) that for all i = 1, 2 ,..., q, 
Ti, - Ti = n-l f Zi, + O(n-3/4(log n)(log log n)lj4) a.s., (5.3) 
1=1 
where Zi, = -J; [(I(Xiz < G,‘(t)) - t)/G;(G;l(t))] dJ,(t), I = 1, 2,... . 
Condition (5.2) guarantees that Zil’s are bounded r.v.‘s. 
Let z = h;ihxa be the matrix defined by 
uij = c0v(2,, , Zjl) + 2 COV(&l 9 Z~Wd + 5 cov(41 7 Zih+z))- 
I=1 Z=l 
It is not difficult to verify that Z is a positive semidefinite matrix (Z is the limiting 
matrix of certain dispersion matrices). I f  we assume that LT: is positive definite, 
representation (5.3) along with the multivariate central limit theorem for 
mixing processes yields that 
(Tin - TI , Tzn - T2 ,..., T,, - T,) weak1y* N(0, Z). 
The multivariate central limit theorem for mixing processes can be obtained 
using the univariate central limit theorem and the Cramer-Wald device (see 
Billingsley [I, p. 48-j. Representation (5.3) also gives the law of iterated logarithm. 
Conditions (5.1) and (5.2) are satisfied, in particular, for trimmed typed-estima- 
tors if the underlying d.f.‘s have densities, which are bounded away from zero 
in the corresponding quantile ranges. 
2. Weak convergence-The weak convergence results for empirical 
processes obtained in Sen [IO] for +-mixing r.v.‘s and in Deo [3] for strong- 
mixing r.v.‘s extend trivially for quantile processes in view of our Theorems 2 
and 4. 
3. Strong approximations-Recently Philipp and Stout [8] established 
strong-approximation results for sample means of mixing r.v.‘s. Our Theorems 1 
and 3 extend these results for quantiles. 
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