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Introduction
This paper reports an algorithm for detecting planes from disparity maps. The motivation is twofold. First, the importance of planes as geometric features in a number of applications, especially involving stereo and multi-view systems. These include, among others, robot navigation [6, 9, 8] , camera self-calibration [13] , object recognition [10] , immersive video-conferencing [1], scene modelling [2] , scene segmentation and coding [3] . In video-conferencing, for instance, reliable plane detection can facilitate background elimination, as typical indoors backgrounds are mostly formed by planar surfaces. Second, the appeal of performing computations directly in disparity space, without computing 3-D information explicitly, avoiding additional processing and data transfer. This is a potentially crucial benefit whenever systems must work at video rate and with negligible delay, as for instance in virtual collaborative systems [1, 15, 11] . Various algorithms for plane detection have been proposed and the majority of them working on sparse image (intensity) data [12, 4, 16, 7] , or on 3-D data (range, depth) [5] . Some approaches propose the use of data from different sensors; for instance [6] suggests the fusion of data from inertial sensors and video data, for helping the navigation of a mobile robot. In [12] planes are detected by clustering pairs of matching points using projective invariants. In [16] the authors use the residual of the planar motion estimation to cluster the planes in the scene. In [7] a voting scheme among a set of matched lines and points is adopted.
The approach presented in this paper work on dense disparity maps to obtain a full classification over the whole image. We make no assumption on the video data or stereo calibration. We combine the analytic expression of rectified disparities with the equation of a plane in projective space, and derive an analytic model of the appearance of a plane in disparity space. We can then perform a leastsquares fit of the measured disparities to the model, and classify the estimated plane parameters through a voting algorithm in parameter space, based on a randomised Hough transform. Significant planar patches are simply signalled by majority clusters. As plane parameters are estimated explicitly, we identify co-planar patches even if scattered in the image, a very useful feature if widespread occlusions are expected.
Our approach has some similarities with [16] . Unlike our method, this work is based on the motion field of a plane, consequently needing multiple stereo pairs, and infers planes from sparse correspondences. Our method is based on the plane equation in disparity space, works on simultaneous stereo pairs, and produces dense planar regions within the resulting disparity map.
Another similar method was presented by Okada et al. [8] ; there are two main differences with our work. First, we assume a weakly calibrated stereo pair, while [8] needs Euclidean 3D data. Second, [8] first identifies some candidate planes in the Euclidean space (computed in closed form from the depth data and selected as peak points in the Hough space), and then associates each image point to the closest plane using the measured depth for that point. In our approach, instead, a plane is computed in the least square sense for each image point using the disparity field, and points belonging to the same plane are clustered together finding significant clusters in the plane parameters space (Hough space).
Experiments indicate good performance with both synthetic and real disparity maps, comparable to the quality of results reported by recent plane detection algorithms [16, 7] .
In the following, Section 2 sketches some theoretical background on disparity maps; Section 3 presents our algorithm; Section 4 reports a selection of results; Section
Stereo background
We want to derive a closed-form expression for the disparity of a plane with a 2-camera stereo system, using projective co-ordinates. Without loss of generality, we assume that the cameras are paralleli; in practice, that the images are rectified [14] . We write therefore the projection matrices of the two cameras as
lying on a plane
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, where r y x is the disparity of the projections of . Substituting equation (1) in equation (2) we get
. Moreover equations (3) suggest the following relations between the coordinate of point in the projective and pixel coordinates
The disparity r t of a generic 3-D point, , lying on a plane is therefore
The desired expression for the disparity of planar points as function of pixel co-ordinates is therefore the following constraint on the quadruple
3 Detecting planes in disparity maps Equation (6) must be satisfied by the pixel co-ordinates and measured disparities of point lying on planes. We can therefore fit equation (6) . In an Euclidean reference frame these would be all the planes orthogonal to the image plane, but in a projective framework (we assume uncalibrated cameras) we cannot characterise these planes completely. A second problem that can arise from equation (7) is that it cannot be used with points with zero disparity. On the other hand points with zero disparity are so far from the cameras that we can safely assume that they all lie on the plane at infinity. Once obtained the parameters
for all image points, we apply a voting scheme in parameter space similar to the one adopted in Hough-transform methods. We create a cuboid in the 
Experimental results
We report results with synthetic and real stereo pairs. The first results we report are from the synthetic stereo pairs in Figure 1(a,b) , obtained from an accurate CAD model, and for which a ground truth disparity map (sub-pixel accuracy), is available (the data are available from http://www-dbv.cs.unibonn.de/stereo data/). For this experiment we used the ground truth disparity data, and the segmentation we obtain is shown in Figure 1(d) . All the planes present in the scene are perfectly detected, and even disconnected parts of the same plane, such as the various parts of the same lateral walls, are correctly classified as coplanar. Misclassified points occur on the borders of each planar patch as, at border points, the support regions of the least-squares fit span different planes, generating noisy results. The other two experiments were performed on real stereo pairs. The first one (Figure 2 ) is the Tsukuba stereo pair, for which a ground truth disparity map (this one not as accurate as for the synthetic stereo pair) is available (http://www.middlebury.edu/stereo/). For this experiment too we used the ground truth disparity map (Figure 2 (c) ), and the resulting segmentation is shown in Figure 2 (d) . All the background is detected as a single plane, as in the disparity maps all the points have almost constants disparities. The lamp and the statue are both detected as planar patches, because in the disparity map all the pixels on these curved surfaces have constant disparities, which is the same of a plane parallel to the image plane. The same applies to the legs of the table.
For the last experiment we used the stereo pair in Figure  3 . For this pair we computed the disparity map using a simple pyramidal correlation based matching algorithm, and the resulting disparity map is shown in Figure 3 (c) . The segmentation in this case is less neat than the ones obtained for the previous two experiments, as the disparity map is much noisier. The background wall is detected as a single plane. The three bushes on the right side scene generate separate planes, but the first and third one are detected as different parts of the same plane, which is not entirely correct. The reason is that the disparity values of these areas are actually very similar, so the real origin of this segmentation is really the stereo algorithm. Notice that in the last two cases the segmentation map has the same topology of the disparity map. This is mainly due to the fact that in both stereo pairs the planar patches generate areas of constant disparities. This does not happen for the corridor case, for which planar patches do not generate uniform regions in the disparity map.
Conclusions and discussion
We have presented a simple, efficient algorithm detecting planes in space using disparity information only. This can be useful in systems adopting stereo vision and working under compelling real-time constraints, especially video-conferencing and virtual collaborative environments. Calibration is not necessary unless Euclidean plane parameters are required. Results indicate promising performance with real data, and quality comparable with recently reported methods [16, 7] . Several developments are possible. On the technical side, the voting scheme can be improved by a statistically principled selection of parameters samples, and possibly by an analysis of the fit residuals (whether this increased computation is worth the improvement remains to be established). On the practical side, we plan to incorporate the algorithm in our work on immersive videoconferencing and virtual collaborative environments 
