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Abstract. During fetoscopic laser photocoagulation, a treatment for
twin-to-twin transfusion syndrome (TTTS), the clinician first identifies
abnormal placental vascular connections and laser ablates them to regu-
late blood flow in both fetuses. The procedure is challenging due to the
mobility of the environment, poor visibility in amniotic fluid, occasional
bleeding, and limitations in the fetoscopic field-of-view and image qual-
ity. Ideally, anastomotic placental vessels would be automatically identi-
fied, segmented and registered to create expanded vessel maps to guide
laser ablation, however, such methods have yet to be clinically adopted.
We propose a solution utilising the U-Net architecture for performing
placental vessel segmentation in fetoscopic videos. The obtained ves-
sel probability maps provide sufficient cues for mosaicking alignment by
registering consecutive vessel maps using the direct intensity-based tech-
nique. Experiments on 6 different in vivo fetoscopic videos demonstrate
that the vessel intensity-based registration outperformed image intensity-
based registration approaches showing better robustness in qualitative
and quantitative comparison. We additionally reduce drift accumulation
to negligible even for sequences with up to 400 frames and we incorporate
a scheme for quantifying drift error in the absence of the ground-truth.
Our paper provides a benchmark for fetoscopy placental vessel segmenta-
tion and registration by contributing the first in vivo vessel segmentation
and fetoscopic videos dataset.
Keywords: Fetoscopy · Deep learning · Vessel segmentation · Vessel
registration · Mosaicking · Twin-to-twin transfusion syndrome.
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1 Introduction
Twin-to-twin transfusion syndrome (TTTS) is a rare condition during pregnancy
that affects the placenta shared by genetically identical twins [6]. It is caused by
abnormal placental vascular anastomoses on the chorionic plate of the placenta
between the twin fetuses that disproportionately allow transfusion of blood from
one twin to the other. Fetoscopic laser photocoagulation is a minimally invasive
procedure that uses a fetoscopic camera and a laser ablation tool. After insertion
into the amniotic cavity, the surgeon uses the scope to identify the inter-twin
anastomoses and then photocoagulates them to treat the TTTS. Limited field-
of-view (FoV), poor visibility [17], unusual placenta position [13] and limited
maneuverability of the fetoscope may hinder the photocoagulation resulting in
increased procedural time and incomplete ablation of anastomoses leading to per-
sistent TTTS. Automatic segmentation of placental vessels and mosaicking for
FoV expansion and creation of a placental vessel map registration may provide
computer-assisted interventions (CAI) support for TTTS treatment to support
the identification of abnormal vessels and their ablation status.
CAI techniques in fetoscopy have concentrated efforts on visual mosaicking
to create RGB maps of the placental vasculature for surgical planning and nav-
igation [4,12,19,20,24]. Several approaches have been proposed for generating
mosaics based on: (1) detection and matching of visual point features [12,20];
(2) fusion of visual tracking with electromagnetic pose sensing to cater for drift-
ing error in ex vivo experiments [24]; (3) direct pixel-wise alignment of gradient
orientations for a single in vivo fetoscopic video [19]; (4) deep learning-based
homography estimation for fetoscopic videos captured from various sources [4];
and (5) detection of stable regions using R-CNN and using these regions as fea-
tures for placental image registration in an underwater phantom setting [15].
While promising results have been achieved for short video sequences [4], long-
term mapping remains a significant challenge [19] due to a variety of factors
that include occlusion by the fetus, non-planar views, floating amniotic fluid
particles and poor video quality and resolution. Some of these challenges can be
addressed by identifying occlusion-free views in fetoscopic videos [5]. Immersion
in the amniotic fluid also causes distortions due to light refraction [9,10] that
are often hard to model. Moreover, ground-truth homographies are not available
for in vivo fetoscopic videos making qualitative (visual) evaluation the widely
used standard for judging the quality of generated mosaics. Quantitative evalu-
ation of registration errors in fetoscopic mosaicking has been limited to ex vivo,
phantom, or synthetic experiments.
Fetoscopic mosaicking aims to densely reconstruct the surface of the placenta
but limited effort has been directed at identification and localisation of vessels
in the fetoscopic video. Placental vasculature can be pre-operatively imaged
with MRI for surgical planning [2], but there is currently no integration with
fetoscopic imaging that enables intra-operative CAI navigation. Moreover, there
are no publicly available annotated datasets to perform extensive supervised
training. Methods based on a multi-scale vessel enhancement filter [14] have been
developed for segmenting vasculature structures from ex vivo high-resolution
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photographs of the entire placental surface [1,11]. However, such methods fail on
in vivo fetoscopy [22], where captured videos have significantly poorer visibility
conditions, lower resolution, and a narrower FoV.
Identifying vessels and creating an expanded vessel map can support laser
ablation but remains an open problem to date. In this paper, we propose a
framework for generating placental vasculature maps that expand the FoV of
the fetoscopic camera by performing vessel segmentation in fetoscopic images,
registration of consecutive frames, and blending of vessel prediction probability
maps from multiple views in a unified mosaic image. We use the U-Net ar-
chitecture for vessel segmentation since it is robust even with limited training
data [21]. Comparison with the available alternative [22] confirmed the superior
performance of U-Net for placental vessel segmentation. Alignment of vessel seg-
mentations from consecutive frames is performed via direct registration of the
probability maps provided by the U-Net. Finally, multiple overlapping probabil-
ity maps are blended in a single reference frame. Additionally, we propose the
use of quantitative metrics to evaluate the drifting error in sequential mosaicking
without relying on the ground-truth (GT). Such temporal evaluation is crucial
when GT is not available in surgical video. Our contributions can be summarised
as follows:
– A placental vessel segmentation deep learning network trained on 483 man-
ually annotated in vivo fetoscopic images that significantly outperforms the
available alternative [22], showing accurate results on 6 in vivo sequences
from different patients, with significant changes in appearance.
– Validation of fetoscopic image registration driven exclusively from vessel seg-
mentation maps. We show that, when vessels are visible, this approach is
more reliable than performing direct image registration. Many of the visibil-
ity challenges in lighting conditions and the presence of moving occlusions
are filtered out and vessels are found to have unique recognisable shapes.
– A quantitative evaluation of drift registration error for in vivo fetoscopic
sequences, by analysing the similarity between overlapping warped images
and predicted segmentation maps. This measures the registration consistency
after sequential registration of multiple frames.
– Contribute the first placental vessel segmentation dataset (483 images from
6 subjects) and 6 in vivo video clips, useful for benchmarking results in
this domain. Completely anonymised videos of TTTS fetoscopic procedure
were obtained from the University College London Hospital. This dataset
is made publicly available for research purpose here: https://www.ucl.ac.
uk/interventional-surgical-sciences/fetoscopy-placenta-data.
2 Vessel Segmentation-based Mosaicking
Our proposed framework consists of a segmentation block followed by the reg-
istration block as shown in Fig. 1. A U-Net architecture is used for obtaining
the prediction maps for the vessels (Sec. 2.1). Vessel probability maps from two
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Fig. 1: An overview of the proposed framework which is composed of the seg-
mentation block followed by the direct registration block for mosaic generation.
consecutive frames are then aligned through affine registration (Sec. 2.2). These
transformations are accumulated in sequence with respect to the first frame to
generate an expanded view of the placental vessels.
2.1 U-Net for Placental Vessel Segmentation
U-Net [21] provides the standard architecture for semantic segmentation and
continues to be the base of many of the state-of-the-art segmentation mod-
els [3,18]. U-Net is a fully convolutional network which is preferred for medical
image segmentation since it results in accurate segmentation even when the
training dataset is relatively small. Placental vessel segmentation is considered
as a pixel-wise binary classification problem. Unlike [21], which used the binary
cross-entropy loss (Lbce), we use the sum of binary cross-entropy loss and inter-
section over union (Jaccard) loss during training given by:
L(p, pˆ) = Lbce(p, pˆ) + Liou(p, pˆ),
= −
∑
[p(log pˆ) + (1− p) log(1− pˆ)]
N
+
[
1−
∑
(p . pˆ) + δ∑
(p+ pˆ)−∑(p . pˆ) + δ
]
,
(1)
where p is the flattened ground-truth label tensor, pˆ is the flattened predicted
label tensor, N is the total number of pixels in the image and δ = 10−5 is arbi-
trary selected to avoid division by zero. We empirically found that the combined
loss (eq. 1) results in improved accuracy compared to when Lbce alone is used.
Detailed description of the U-Net can be found in [21]. The vessel probability
maps from the U-Net are then used for the vessel registration.
2.2 Vessel Map Registration and Mosaicking
Segmentations from consecutive frames are aligned via registration of the prob-
ability maps provided by the segmentation network. We perform registration
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on the probability maps, rather than on binary segmentation masks as this pro-
vides smoother cost transitions for iterative optimisation frameworks, facilitating
convergence. We approximate the registration between consecutive frames with
affine transformations. We confirmed the observations in [19] that projective
registration leads to worse results. In our in vivo datasets, camera calibration
is not available and lens distortion cannot be compensated, therefore the use
of projective transformations can lead to excessive over-fitting to distorted pat-
terns on the image edges. Existing literature [19] shows that direct-registration
approach is robust in fetoscopy where feature-based methods fail due to lack of
texture and resolution [4]. Therefore, we use a standard pyramidal Lucas-Kanade
registration framework [7] that minimises the bidirectional least-squares differ-
ence, also referred to as photometric loss, between a fixed image and a warped
moving image. A solution is found with the Levenberg-Marquardt iterative al-
gorithm. Several available implementations of Levenberg-Marquardt offer the
option of computing the optimisation step direction through finite differences
(e. g. MATLAB’s lsqnonlin implementation), however, we have observed that
explicitly computing it using the Jacobian of the cost function is necessary for
convergence. Given the fetoscopic images have a circular FoV, the registration
is performed with a visibility mask and a robust error metric is applied to deal
with complex overlap cases [8].
After multiple sequential registrations are performed, they can be blended
into a single image, which not only expands the FoV of the vessel map but also
filters single-frame segmentation errors whenever multiple results overlap. This
is achieved by taking the average probability over all available overlapping values
for each pixel, leading to the results presented in Sec. 4.
3 Experimental Setup and Evaluation Protocol
We annotated 483 sampled frames from 6 different in vivo TTTS laser abla-
tion videos. The image appearance and quality varied in each video due to the
variation in intra-operative environment among different cases, artefacts and
lighting conditions, resulting in increased variability in the data (sample im-
ages are shown in Fig. 2). We first selected the non-occluded (no fetus or tool
presence) frames through a separate frame-level fetoscopic event identification
approach [5] since vessels are mostly visible in such frames. The videos were
then down-sampled from 25 to 1 fps to avoid including very similar frames in
the annotated samples and each frame was resized to 448× 448 pixel resolution.
The number of clear view samples varied in each in vivo video, hence the number
of annotated images varied in each fold (Table 1). We use the pixel annotation
tool6 for annotating and creating a binary mask of vessels in each frame. A fetal
medicine specialist further verified our annotations to confirm the correctness of
our labels. For direct image registration, we use continuous unannotated video
clips from the 6 in vivo videos.
6 Pixel annotation tool: https://github.com/abreheret/PixelAnnotationTool
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Fig. 2: Qualitative comparison of U-Net (ResNet101) with the baseline (Sadda
et al. [22]) network for the placental vessel segmentation.
Table 1: Six fold cross-validation and comparison of the baseline [22] with U-Net
architecture (having different backbones) for placental vessel segmentation.
Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold 6 Overall
No. of validation images 121 101 39 88 37 97 483
Sadda et al.[22] Dice 0.61± 0.17 0.57± 0.17 0.54± 0.17 0.59± 0.17 0.56± 0.16 0.50± 0.16 0.57± 0.17
(Baseline) IoU 0.46± 0.16 0.42± 0.15 0.39± 0.16 0.43± 0.16 0.40± 0.15 0.35± 0.16 0.41± 0.16
U-Net (Vanilla)[21] Dice 0.82± 0.12 0.73± 0.17 0.82± 0.09 0.70± 0.20 0.67± 0.19 0.72± 0.13 0.75± 0.15
IoU 0.71± 0.13 0.60± 0.18 0.70± 0.19 0.57± 0.22 0.53± 0.19 0.58± 0.15 0.62± 0.17
U-Net (VGG16) Dice 0.82± 0.12 0.69± 0.14 0.84± 0.08 0.73± 0.19 0.70± 0.18 0.74± 0.14 0.75± 0.14
IoU 0.71± 0.14 0.55± 0.16 0.73± 0.11 0.61± 0.21 0.56± 0.19 0.60± 0.16 0.63± 0.16
U-Net (Resnet50) Dice 0.84± 0.10 0.74± 0.14 0.83± 0.09 0.74± 0.19 0.72± 0.17 0.72± 0.16 0.77± 0.14
IoU 0.74± 0.12 0.61± 0.16 0.73± 0.12 0.62± 0.21 0.58± 0.18 0.58± 0.17 0.65± 0.16
U-Net (Resnet101) Dice 0.85± 0.07 0.77± 0.16 0.83± 0.08 0.75± 0.18 0.70± 0.18 0.75± 0.12 0.78± 0.13
IoU 0.74± 0.10 0.64± 0.17 0.72± 0.12 0.62± 0.20 0.56± 0.19 0.62± 0.15 0.66± 0.15
We perform 6-fold cross-validation to compare and verify the robustness of
the segmentation algorithms. Mean Intersection over Union (IoU) and Dice (F1)
scores are used to evaluate the segmentation performance (reported in Table 1).
We experiment with the vanilla U-Net [21] and with VGG16 [23], ResNet50 [16]
and ResNet101 [16] backbones (with pre-trained Imagenet weights) to search
for the best performing architecture. In each training iteration, a sub-image of
size 224× 224 is cropped at random after augmenting the image with rotation,
horizontal or vertical flip, and illumination intensity change randomly. This helps
in increasing the data and variation during training. A learning rate of 3e−4 with
Adam optimiser and our combined loss (eq. 1) is used. For each fold, training is
performed for 1000 epochs with early stopping and the best performing weights
on the training dataset are captured and used to validate the performance on
the left-out (hold) set of frames.
In order to evaluate our segmentation driven registration approach, we com-
pare it against standard intensity-based registration. We use the same registra-
tion pipeline (described in Sec. 2.2) for both approaches, only changing the input
data. Quantification of fetoscopic mosaicking performance with in vivo data re-
mains a difficult challenge in the absence of GT registration. We propose to
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indirectly characterise the drift error accumulated by consecutive registrations
by aligning non-consecutive frames with overlapping FoVs and measuring their
structural similarity (SSIM) and the IoU of their vessel predicted maps (results
shown in Fig. 3). We use a non-overlapping sliding window of 5 frames and com-
pute the SSIM and IoU between frame 1 and the reprojected non-consecutive
frames (from 2 to 5). We highlight that this evaluation is mostly suitable for
strictly sequential registration, when non-consecutive frames can provide an un-
biased measure of accumulated drift.
4 Results and Discussion
We perform comparison of the U-Net (having different backbones) with the ex-
isting baseline placental vessel segmentation network [22]. The qualitative com-
parison is shown in Fig. 2 and 6-fold cross-validation comparison is reported
in Table 1. Sadda et al. [22] implemented a 3-stage U-Net with 8 convolutions
in each stage and designed a positive class weighted loss function for optimi-
sation. Compared to the Vanilla U-Net (IoU = 0.62), the performance of [22]
is lower ((IoU = 0.41). When experimenting with U-Net with different back-
bones, we found that the results are comparable though U-Net with ResNet101
backbone overall showed an improvement of 3% Dice (4% IoU) over the Vanilla
U-Net. Therefore, we selected U-Net with ResNet101 as the segmentation ar-
chitecture for obtaining vessel probability maps for completely unlabelled clips
from the 6 fetoscopic videos. The robustness of the obtained vessel probability
maps is further verified by the generated mosaics. From Table 1, we note that
the segmentation results on fold-5 are significantly lower for all methods. This
is mainly because most of the vessels were thin in this validation set and there
were a few erroneous manual annotations which were rightly detected as false
negative. From Fig. 2 (video 3, blue circle), we observe that U-Net (ResNet101)
even managed to detect small vessels which were originally missed by the human
annotator. In video 5, some vessels around the lower right side of the image were
missed due to poor illumination (indicated by red circle).
The performance comparison between the vessel-based and image-based reg-
istration shown in Fig. 3 reports the SSIM and IoU scores for all image/ prediction-
map pair overlaps that are up to 5 frames apart. For each of the 6 unseen and
unlabelled test video clips, we use the segmentation network trained on the
frames from the remaining 5 videos as input for predicting the vessel maps and
registration. It is worth noting that our method has usually lower SSIM val-
ues than the baseline between consecutive frames (leftmost box of plots in Fig.
3a). This is to be expected since the baseline overfits to occlusions in the scene
(amniotic fluid particles, fetus occlusions, etc). However, when analysing the
overlap 5 frames apart our method becomes more consistent. Note from Fig.3b
(Video 3 to 6) the gradually decreasing IoU over the 5 consecutive frames for the
image-based registration compared to the vessel-based registration. This effect is
because of the increasing drift in the image-based registration method resulting
in heavy misalignment. The qualitative comparison in Fig. 4 further supports
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Fig. 3: Registration performance while using vessel prediction maps (blue) and
intensity images (red) as input over 5 frame distance.
(a) Vessel-based Registration (b) Image-based registration
Fig. 4: Image registration on video 1 (400 frames duration). First (blue) and last
(red) frames are highlighted. Mosaics are generated relative to the frame closest
to the centre (i. e. this frame has the same shape as the original image).
our method’s better performance. Using vessel prediction maps are more robust
since it overcomes challenges such as poor visibility and resolution that accounts
for introducing drift in the image-based registration. Figure 5 shows the qualita-
tive results of the vessel-based registration for the 6 leave-one-out unlabelled in
vivo video clips (refer to the supplementary video for the sequential qualitative
comparison). Note that vessel-based mosaicking not only generated an increased
FoV image but also helped in improving vessel segmentation (occluded or missed
vessel) results by blending several registered frames.
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Fig. 5: Visualisation of the vessel maps generated from the segmentation predic-
tions for the 6 in vivo clips. First (blue) and last (red) frames are highlighted.
Refer to the supplementary video for the qualitative comparison.
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5 Conclusion
We proposed a placental vessel segmentation driven framework for generating
chorionic plate vasculature maps from in vivo fetoscopic videos. Vessel probabil-
ity maps were created by training a U-Net on 483 manually annotated placental
vessel images. Direct vessel-based registration was performed using the vessel
probability maps which not only helped in minimising error due to drift but also
corrected missing vessels that occurred due to partial occlusion in some frames,
alongside providing a vascular map of the chorionic plate of the mono-chorionic
placenta. The proposed framework was evaluated through both quantitative and
qualitative comparison with the existing methods for validating the segmenta-
tion and registration blocks. Six different in vivo video clips were used to validate
the generated mosaics. Our proposed framework along with the contributed ves-
sel segmentation and in vivo fetoscopic videos datasets provide a benchmark for
future research on this problem.
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