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Chapter 1
Introduction
The properties of the Lie algebroid structure have been investigated in the last
years and used in the field of mechanics where they are playing a relevant role as
they gather under the same formalism a variety of different kinds of mechanical
systems, see e.g. [35]. They have also been proved to be interesting in other
problems in control theory and in classical field theory, for which we refer the
reader to [42], [40].
The attention received by the Lie algebroid structure in different branches
of mathematics is due to the fact that the concept of Lie algebroid is a gen-
eralization of two important mathematical structures, Lie algebras on one side
and tangent bundle of a manifold on the other, and appear in a natural way in
the process of reduction of such structures. Then, in the field of physics, these
structures appear as generalizing the velocity phase space or simply when we
deliberately forget the tangent bundle structure of the velocity phase space as
happens when using the so-called quasi-coordinates. Moreover, the dual of a
Lie algebroid is endowed in a natural way with a Poisson structure, and such
structures are almost ubiquitous in physics.
The notion of Lie groupoid and Lie algebroid were introduced by Pradines in
his work [48], while an important reference for the context of our work is [56], as
Weinstein was the pioneer in introducing Hamiltonian dynamical systems on Lie
algebroids using the Poisson structure on the dual of a Lie algebroid. Some few
years later Lagrangian dynamics was introduced by Mart´ınez [41] by extending
to the framework of Lie algebroids the usual symplectic formalism, and later
on the variational calculus on Lie algebroids developed in [43]. A particular
case of variational calculus on Lie algebroids was studied by Boucetta in [5],
where Riemannian metrics on Lie algebroids are introduced. This context of
Riemannian Lie algebroids will be the one we will work on.
In classical Riemannian geometry the variational vector field of a variation
of geodesics (solutions of dynamical systems), called the Jacobi vector field, sat-
isfies the so called Jacobi equation and has received a special attention. As a
reference for it we can mainly consider the books by Michor [46] and Do Carmo
[26]. We will study the generalization of the Jacobi field in the context of vari-
ations on Lie algebroids and more specifically on Riemannian Lie algebroids.
Use will be made of the machinery developed in [13] and [44] where the con-
cept of Ehresmann connection associated to a second order differential equation
(hereafter shortened assode) is reminded and concepts like those of non-linear
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connection and Jacobi endomorphism associated to a sode are introduced.
On the other hand we will analyze in this work a very useful theorem in
physics called the virial theorem, which is interesting for both constrained and
unconstrained systems whose configuration space is a manifold as it offers useful
relations coming from the fact that the time average of the action of the dynam-
ical vector field upon the virial function vanishes. In particular, for systems of
mechanical type, a relation between the time averages of the potential energy
and of the kinetic energy appears. This theorem was introduced by Clausius in
[19], and it has been shown in a recent work [7] that it can be generalized from
a configuration space Rn to an arbitrary differentiable manifold. Seeger in [49]
and more recently Papastavridis in [47] considered the problem of extending the
virial theorem to nonholonomic mechanics. Here we present a generalization to
the framework of Lie algebroids and illustrate the theory with several examples.
In summary, the objective of this work is the study of some applications of
the Lie algebroid theory in some concrete mathematical and physical problems
related to the matters included in the references mentioned before.
More specifically, our objective for the mathematical part is to generalize
some well known properties from Riemannian manifolds to the Lie algebroid
framework enlarging the previously considered results by Boucetta.
In the part concerning the physical applications we have centered our atten-
tion on the virial theorem, with the main objective of showing that it admits a
generalization to both unconstrained and nonholonomic mechanical systems on
Lie algebroids and to display some of its possible applications.
In order for our work to be more selfcontained we have included in Chapter
2 some preliminaries containing a short introduction to the structure of Lie
algebroid with the most relevant and useful information concerning our work,
like the concept of admissible curves, connection, prolongation of a Lie algebroid,
and including various illustrative examples. Moreover, the symplectic approach
to the classical mechanics and its generalization to the Lie algebroid structure is
reminded, as well as the variational formalism, defining the notion of morphism
and homotopy for Lie algebroids, and the first variation formulae of the energy
of a dynamical system as presented in [43]. Some basic information about
nonholonomic systems and on Killing and conformal vector fields associated to
a Riemannian metric is also presented.
In the third chapter we generalize the concept of Jacobi field for general
second-order differential equations on a manifold and on a Lie algebroid. We
look at a variational differential equation on a manifold from a ‘new perspective’,
we later apply it for the case of a sode on a manifold, and we introduce the
corresponding concept of Jacobi field. Such vector fields satisfy the Jacobi
equation. The non-linear connection and the Jacobi endomorphism associated
to a sode on a manifold will be used then to express the Jacobi equation for a
sode on a manifold. We generalize theses objects for sodes on Lie algebroids
and then the Jacobi equation for the Jacobi sections associated to a sode on a
Lie algebroid.
Afterwards we present the definition of Riemannian metric on a Lie alge-
broid and consider the particular case of a sode, and that of a geodesic spray
defined with the help of the Riemannian metric. We will use the first and the
second variational formulae of the energy functional on the Lie algebroid and
the theory developed in Chapter 3 for the Jacobi sections in order to analyze
some minimizing results in the Riemannian geometry on Lie algebroids related
5to the conjugate points of the geodesic spray.
The virial theorem will be generalized in the last chapter for nonholonomic
systems on the tangent bundle and for unconstrained dynamical systems on Lie
algebroids in the context of Lie algebroids – i.e. the generalization of the virial
theorem to the framework of Lie algebroids is the main purpose.
We will begin the chapter by developing virial-like results for the particular
case of mechanical type Lagrangians, and then conformal Killing vector fields
will be shown to play a relevant role. For mechanical systems, L = Tg − V ,
finding infinitesimal symmetries of the metric, i.e. Killing fields, is relatively
easy. As it is well known, if such a vector field is also a symmetry of the potential
we are able to get a constant of the motion, which simplifies the problem, while
if the Killing vector field is not a symmetry of the potential the virial theorem
also provides relevant information, namely the average value of the derivative of
the potential vanishes. With more generality, for a homothetic or a conformal
Killing vector field the virial theorem allows us to establish relations between the
averages of the kinetic energy and those of certain derivatives of the potential.
We consider the case of affine virial functions corresponding to special vector
fields on the configuration manifold, as Killing, homothetic, or conformal vector
fields and present the expressions of the virial theorems obtained for these types
of virial functions. We will make use of quasi-coordinates as presented in [14]
to rewrite all these instances of the virial theorem.
Our next objective will be the analysis and generalization of some results
from [49] and [47] on the virial theorem for nonholonomic systems by using
the appropriate differential geometric tools of geometric mechanics. We will
follow the results in [7, 9] in which the virial theorem is understood in terms
of the time average of the Poisson bracket of the energy and a virial function
and we will apply it here by using the equivalent of the Poisson bracket for the
nonholonomic case, the so called nonholonomic bracket. We will do it in two
approaches: the Lagrange multipliers and the distributional approach method.
Finally, the extension of some of such results to the framework of mechan-
ics in Lie algebroids is carried out. The generalization of such results to the
framework of Lie algebroids is a plus, due to the variety of dynamical systems
that can be defined on Lie algebroids. For all these cases the time average of
the energy of systems will be thus available and we will explicitly write some of
them in a couple of examples.
Before proceeding, we mention that all objects considered in this work, as
manifolds, vector fields, tensors, etc are assumed to be of C∞ class, unless
explicitly mentioned.
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Chapter 2
Preliminaries
2.1 A symplectic approximation to classical me-
chanics
The use of geometric methods in classical mechanics of last forty years [1, 2,
12, 23, 24], has been very useful to get a better understanding of different prob-
lems offering us new related questions and answers. The existence of constraints
forces us to replace affine spaces by differentiable manifolds, coordinates becom-
ing then a local concept. Differential equations are replaced by vector fields, a
global concept, in such a way that the integral curves of such vector fields are
the solutions of a system of differential equations in a coordinate system. Ge-
ometric structures that are compatible with the vector field responsible of the
dynamics are playing a relevant role. In particular we will fix next our attention
on symplectic structures, which provide a common geometric framework to deal
with both Hamiltonian and Lagrangian mechanics (in the regular case).
In this section we will shortly describe the geometrical approach to classical
mechanics making use of the theory of symplectic manifolds and Poisson bracket.
For more details we refer the reader to [1, 2, 12].
2.1.1 Hamiltonian approach
The configuration space Q of a classical system with n degrees of freedom is
a n-dimensional differentiable manifold, and if pri : Rn → R, for i = 1, . . . , n,
denotes the projection on the i-th coordinate, then a local chart (U, φ) of M
introduces local coordinates qi = pri ◦ φ. Such a chart is usually denoted
(U, q1, . . . , qn). These coordinate charts of M have associated 2n-dimensional
local charts of the tangent bundle TQ and the cotangent bundle T ∗Q and we
can consider the coordinate basis of X(U) usually denoted {∂/∂qj | j = 1, n}
and its dual basis for Ω1(U), {dqj | j = 1, n}. Then a vector in a point q ∈ U
is v = vj (∂/∂qj)|q and a covector is ζ = pj (dqj)|q, with vj = 〈dqj , v〉 and
pj = 〈ζ, ∂/∂qj〉 being the usual velocities and momenta.
The Hamiltonian approach to the classical mechanics can be given using a
canonical exact symplectic structure of the cotangent bundle T ∗Q, determined
by the canonical 1-form θ0 on T
∗Q, called the Liouville 1-form. Its exterior
7
8 CHAPTER 2. PRELIMINARIES
differential ω0 = −dθ0, is a canonical symplectic form on T ∗Q, i.e. it is a
nondegenerate closed 2-form; non degeneracy means that for each point in M
the associated linear map ω̂0 : TqQ → T ∗qQ defined by ω̂0(v) = ω0(v, ·), is
invertible. This bundle map over the identity extends to the set of sections of
both bundles, i.e. there exists a C∞(M)-linear map ω̂0 : X(T ∗Q) →
∧1
(T ∗Q)
given by ω̂0(X) = ω0(X, ·) which is invertible and provides an identification of
the set of vectors and the set of covectors at a point q ∈ Q, and by extension,
between vector fields on T ∗Q and 1-forms on T ∗Q.
In a coordinate chart adapted to to the structure of the cotangent bundle
T ∗Q, i.e. induced from a local chart on Q as indicated above, the canonical 1-
form has the local expression θ0 = pidq
i, while ω0 = dq
i ∧ dpi. Given a function
H ∈ C∞(T ∗Q) the unique solution of the symplectic equation iXHω0 = dH is
a vector field XH , called Hamiltonian vector field associated to H, which gives
the Hamiltonian dynamics of the system.
In adapted local coordinates the vector field XH takes the expression:
XH =
∂H
∂pi
∂
∂qi
− ∂H
∂qi
∂
∂pi
,
and therefore its integral curves are solutions of the Hamiltonian equations
q˙i =
∂H
∂pi
p˙i = −∂H
∂qi
.
More generally we can consider a symplectic manifold (M,ω), where ω
is a symplectic form, i.e. a non degenerate closed 2-form. Darboux Theo-
rem asserts that M is of even dimension 2n and there exist local coordinates
(q1, . . . , qn, p1, . . . , pn) such that the local expression of ω is like that of ω0 in
the cotangent bundle case, that therefore is but a particular case of symplec-
tic manifold. With full similarity, a Hamiltonian dynamical system is a triplet
(M,ω,H), where (M,ω) is a symplectic manifold and H ∈ C∞(M). In particu-
lar, the triplet (T ∗Q,ω0, H) is called a Hamiltonian dynamic system with ω0 the
canonical symplectic form on the differential manifold T ∗Q. Thus, the Hamil-
tonian formalism of the classical mechanics is a particular case of Hamiltonian
dynamical system, for M = T ∗Rn together with its canonical symplectic form.
We will see next that the Lagrangian formalism (in the regular case) is another
particular case, and moreover more general symplectic manifolds appear when
doing reduction by constants of motion or symmetries.
The concept of Poisson bracket plays an important role in the Hamiltonian
formulation of the classical mechanics. A Poisson bracket on a differentiable
manifold M is a skew-symmetric R-bilinear map { · , · } : C∞(M)× C∞(M)→
C∞(M) that satisfies the Jacobi identity and the Leibniz rule. In particular,
when (M,ω) is a symplectic manifold the Poisson bracket of two functions f, g ∈
C∞(M) is a new function {f, g} defined by:
{f, g} := ω(Xf , Xg) = df(Xg) = Xgf,
where Xf and Xg are the Hamiltonian vector fields associated to the functions
f, g ∈ C∞(M).
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In the case of a Poisson bracket defined by a symplectic form, the Jacobi
identity follows as a consequence of the closedness of the symplectic form, and
it is nondegenerate in the sense that the unique functions f such that {f, g} =
0,∀g ∈ C∞(M) are constant functions.
Moreover, it can be shown that [Xf , Xg] = X{g,f}.
2.1.2 Lagrangian approach
Lagrangian mechanics is also a particular case of Hamiltonian dynamical system
on the tangent space of the configuration space Q when the Lagrangian is regu-
lar, (TQ, ωL, EL), but both the symplectic structure ωL and the energy function
L, which plays the role of Hamiltonian, depend on the Lagrangian function L.
The dynamical vector field ΓL giving the dynamics is a second-order differential
equation vector field, whose definition is recalled in next paragraph.
More explicitly, recall that the tangent bundle τQ : TQ → Q is a vector
bundle and then there is a dilation vector field, here called Liouville vector
field, ∆ ∈ X(TQ), generator of dilations along the fibers, given by
∆f(q, v) =
d
dt
f(q, etv)|t=0,
for all (q, v) ∈ TQ and f ∈ C∞(TQ). This vector field allows us to define an
energy function associated to the Lagrangian L by means of EL = ∆L− L.
The structure of the tangent bundle is characterized by the existence of an
additional object, the vertical endomorphism S : TTQ → V TQ, with local
expression in tangent bundle coordinates [23, 24]:
S =
∂
∂vi
⊗ dqi.
The Louville 1-form is defined by θL = dL ◦ S and we say that the Lagrangian
L is regular when the associated exact 2-form, called the Cartan 2-form, ωL =
−d(dL ◦ S), is non-degenerate and therefore is a symplectic form [23, 24]. In
this case the Lagrangian dynamics is given by the uniquely defined vector field
ΓL, called Lagrangian vector field, satisfying iΓLωL = dEL. Actually, one can
check that ΓL is a second order differential equation vector field, which we
will abbreviate by sode, i.e. S(ΓL) = ∆, and that the projections on Q of
the integral curves of ΓL satisfy the well-known second order Euler-Lagrange
equations.
In order to get an intrinsic definition of S we start by defining the vertical
lift map. Given a vector v ∈ TqQ the application ξv : TqQ→ TvTQ defined by:
ξv(w)f =
d
dt
f(v + tw)
∣∣∣
t=0
,∀f ∈ C∞(TQ),
is called the vertical lift map. To any vector v ∈ TqQ the application ξv as-
sociates to every vector w ∈ TqQ, the tangent vector to the curve t 7→ v + tw
at t = 0. The element ξv(w) is called the vertical lift of w to v and will be
sometimes denoted by w
V
v . Their local expressions are related by
w = wi
∂
∂qi
∣∣∣
q
⇐⇒ ξv(w) = wi ∂
∂vi
∣∣∣
(q,v)
.
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The vertical endomorphism S is then defined by S = ξ ◦ TτQ.The vertical lift
of a vector field in the base X = Xi(q)∂/∂qi is
X
V
(q, v) = Xi(q)
∂
∂vi
.
Recall that given a (hyper-)regular Lagrangian in TQ we can define a related
Hamiltonian formulation on T ∗Q by means of the Legendre transformation. In
fact, if L ∈ C∞(TQ) we denote by Lq : TqQ→ R the function Lq(w) = L(q, w).
For every v ∈ TqQ the application dLq(v) ◦ ξv : TqQ→ R is linear and therefore
defines a 1-form. The vector bundle map FL : TQ→ T ∗Q defined by:
FL(q, v) = (q, dLq(v) ◦ ξv).
is called Legendre transformation and allows to associate to every vector on a
point of Q an unique covector on the same point. The pullback of the canonical
symplectic form on T ∗Q is such that FL∗ω0 = ωL.
From now on we assume that L is a regular Lagrangian, which means one
of the three equivalent conditions:
i) the fibre derivative (Legendre transformation) FL : TQ → T ∗Q is a local
diffeomorphism;
ii) the Lagrange 2-form ωL is a symplectic form;
iii) its fibre Hessian F2L = GL : TQ → T ∗Q ⊗ T ∗Q is everywhere a nonde-
generate bilinear form. Given u, a, b ∈ TqQ, the fibre Hessian of the Lagrangian
can also be expressed as GLu (a, b) = ωL(a˜, b
V
u), where a˜ ∈ TuTQ is any vector
projecting to a, and b
V
u is the vertical lift of b on the point u.
In the hyper regular case of FL being a global diffeomorphism, one can define
the uniquely defined Hamiltonian function H ∈ C∞(T ∗Q) by H ◦FL = EL and
then, FL∗ΓL = XH .
We already defined the vertical lift, and now we will remember some basic
informations about the complete lift.
The complete lift of a vector field X ∈ X(Q) with local expression X =
Xi∂/∂xi, to be denoted Xc, is the vector field in TQ whose flow is Tφt, where
φt is the flow of the vector field X ∈ X(Q). The local coordinate expression of
Xc is
Xc(q, v) = Xi(q)
∂
∂qi
+ vj
∂Xi
∂qj
(q, v)
∂
∂vi
= Xi(q)
∂
∂qi
+ (DXi)(q, v)
∂
∂vi
,
for any second order differential equation vector field D.
Complete lifts are determined by the action on functions on TQ that are
linear in the fibre coordinates and are associated to 1-forms as follows. For a 1-
form α on Q, let α̂ denote the associated linear function on TQ given by α̂(v) =
〈ατQ(v), v〉, for v ∈ TQ. In local tangent bundle coordinates, if α = αi(q) dqi,
the function α̂ is α̂(q, v) = αi(q) v
i. In particular, for an exact 1-form α = df
with f ∈ C∞(Q), the associated linear function is d̂f(q, v) = vi(∂f/∂qi)q, i.e.
d̂f looks like the total derivative of the function f , and we denote f˙ = d̂f , which
can also be obtained by f˙ = LD(τ
∗
Qf) for an arbitrary second order differential
equation vector field D. Given a vector field X on Q its complete lift Xc is the
only vector field on TQ which projects on X and satisfies
LXc α̂ = L̂Xα (2.1)
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for every 1-form α on Q. It is clear that the vertical components of Xc are
determined by the above condition by simply considering as 1-form α each one
of 1-forms dqi. Then LX(dq
i) = dXi = (∂Xi/∂qj)dqj , and α̂ = ̂LX(dqi) =
(∂Xi/∂qj)vj , while the left hand side of the preceding relation is the corre-
sponding vertical component of Xc.
Let us show that the complete lift satisfies such a relation. If φt is the flow
of X then the flow of Xc is Tφt, so that for v ∈ TQ, with q = τQ(v), we have
(LXc α̂)(v) =
d
dt
α̂(Tφt(v))
∣∣
t=0
= ddt 〈ατQ(Tφt(v)), Tφt(v)〉
∣∣
t=0
=
d
dt
〈αφt(q), Tφt(v)〉
∣∣
t=0
= ddt 〈(φ∗tα)q, v〉
∣∣
t=0
= 〈(LXα)q, v〉 = L̂Xα(v).
In particular, for α = df we have LXc f˙ = ˙(LXf).
A remarkable property to be used later on is that for a given vector field X ∈
X(Q), [Xc, D] is a vertical vector field in TQ for any second order differential
equation vector field D, because XcD(qi) = D(Xi) = DXc(qi) = vk∂Xi/∂qk.
The preceding property (2.1) can also be used to give an intrinsic proof as
follows. Indeed, the action on basic functions is
L[D,Xc](τ
∗
Qf) = LDLXc(τ
∗
Qf)− LXcLD(τ∗Qf)
= LD(τ
∗
QLXf)− LXc f˙ = ˙(LXf) − LXc f˙ = 0
from where it follows that [Xc, D] is vertical.
This property may be used to show that for any Lagrangian, if X is a vector
field on Q and Xc its complete lift, then the function G defined by G = 〈θL, Xc〉
is such that LΓLG = LXcL, that is,
ΓL(G) = X
c(L). (2.2)
In fact, as L is assumed to be regular the vector field ΓL satisfies LΓLθL =
dL and then 〈LΓLθL − dL,Xc〉 = 0. Using a well-known property of the Lie
derivative,
〈LΓLθL, Xc〉 = iXcLΓLθL = LΓLiXcθL + i([Xc,ΓL])θL,
we have
ΓL(〈θL, Xc〉)− 〈θL, [ΓL, Xc]〉 − 〈dL,Xc〉 = 0.
But the Cartan 1-form θL is a semi-basic 1-form and [X
c,ΓL] is a vertical
vector field because ΓL is a second order vector field and then 〈θL, [ΓL, Xc]〉 = 0.
Therefore, ΓL(〈θL, Xc〉) = ΓL(G) = 〈dL,Xc〉 = Xc(L).
2.2 Nonholonomic systems
A constraint on a dynamic system is called holonomic if it only limits the possible
positions of the system and correspondingly the velocities by tangency velocities.
Otherwise constraints are said to be nonholonomic.
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In this section, we will recall some elements from the theory of dynamic
systems subjected to nonholonomic constraints on the tangent space, using both
Lagrange multipliers approach and a distributional approach.
The geometric approach of the unconstrained systems was extended to non-
holonomic mechanic systems, using the symplectic [15, 36], Hamiltonian [52]
and Lagrangian [33] approach and also by means of the almost-Poisson bracket
[16]. For symmetry and reduction of the dynamics we refer to [3, 17, 18].
2.2.1 Lagrange multipliers approach
We consider an n-dimensional manifold Q, and its tangent bundle τQ : TQ→ Q.
We also consider a set of linear constraints which defines a vector subbundleD ⊂
TQ of rank r, and which is called the constraint submanifold. The admissible
velocities are the elements of D, and a curve in Q is said to be admissible if its
velocity vectors take values in D. From the annihilator D◦ ⊂ T ∗Q of D, i.e.
the set of linear 1-forms vanishing on the elements of D, we construct the set
D˜◦ ⊂ T ∗(TQ) defined by D˜◦ = {α ◦ TτQ ∈ T ∗(TQ) | α ∈ D◦ }. It is a vector
bundle over TQ, whose fibre at a point v ∈ TQ, such that τQ(v) = q, is more
explicitly described as
D˜◦v =
{
λv ∈ T ∗v (TQ)
∣∣ there exists αq ∈ D◦q such that λv = αq ◦ TvτQ } .
(2.3)
Given a Lagrangian function L ∈ C∞(TQ), we consider the nonholonomic
system defined by the Lagrangian L and the linear constraints given by the
vector subbundle D. The evolution of the nonholonomic system is determined
by the Lagrange–d’Alembert principle, which states that the dynamics of the
system is given by the integral curves (with initial condition in D) of the vector
field Γnh ∈ X(TQ)tangent to D satisfying the second-order condition and the
Lagrange–d’Alembert equation (see for instance [34])
(iΓnhωL − dEL)|D ∈ Sec(D˜◦) . (2.4)
In this expression ωL is the Cartan 2-form associated with L, defined by ωL =
−dθL as explained in Subsection 2.1.2.This equation above means that at every
point of D the 1-form iΓnhωL − dEL takes value in the codistribution D˜◦. This
value is the reaction force exerted by nonholonomic constraints, the constraint
forces.
From now on we assume that L is a regular Lagrangian, and, moreover, in
order to avoid unnecessary complications we will assume that the constrained
system is regular, in the sense that the equation (2.4) has a unique solution Γnh
tangent to D.
For the local description of the problem, we take local coordinates (xi) on
the base manifold Q and induced coordinates (xi, vi) on TQ. If we choose a local
basis of 1-forms {ωA = ωAi dxi} of the annihilator of the constraint distribution,
the elements of D◦ are of the form λ = λA ωA and hence the local expression of
Lagrange-D’Alembert equations is
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
x˙i = vi
d
dt
∂L
∂vi
− ∂L
∂xi
= λA ω
A
i
ωAi v
i = 0
(2.5)
Under our regularity assumption, these equations determine the values of λA
and hence define a unique second order differential equation.
In terms of the free dynamics, i.e. the ΓL solution of the unconstrained prob-
lem iΓLωL = dEL, the constrained dynamical vector field Γnh can be written in
the form
Γnh = ΓL + λAZA, (2.6)
where ZA are the vector fields given by iZAωL = −ω˜A, with ω˜A = ωA ◦ TτQ.
These vector fields are vertical, since ω˜A ∈ D˜◦ are semibasic and the vertical
distribution is Lagrangian for ωL.
In local coordinates the vector field Γnh is given by:
Γnh = v
i ∂
∂xi
+W ij
(
∂L
∂xj
− vk ∂
2L
∂xk∂vj
+ λAω
A
j
)
∂
∂vi
, (2.7)
where W ij represents the inverse matrix entries of the matrix [∂2L/∂vi∂vj ] and
the multipliers λA are determined by
W ijωAj ω
B
i λA = −(vivj∂ωBj /∂xi + F iωBi ),
with F i being the forces of the unconstrained system (the coefficients of ∂/∂vi
in the above expression with λA = 0).
We notice that in practice the constrained dynamics Γnh and the vector
fields ZA are considered as vector fields defined on an open neighborhood of the
constraint submanifold D, but only their values on D are relevant.
2.2.2 Distributional approach
Regularity
As we said above, the nonholonomic system (L,D) is said to be regular if there
is a unique solution to Lagrange–d’Alembert equation. In the present context
‘uniqueness’ must be understood as follows: two sode solutions are considered
equal if they coincide when restricted to D.
There are several equivalent ways to ensure regularity of the constrained
system. We define the subbundle TDD ⊂ TD → D by
TDD = {V ∈ TD | TτQ(V ) ∈ D } . (2.8)
We also consider the restriction GL,D of the fibre Hessian GL to the distribution
D.
Theorem 1: The following properties are equivalent:
1. The constrained Lagrangian system (L,D) is regular,
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2. KerGL,D = {0}.
3. TTQ|D = TDD⊕ (TDD)⊥.
where (TDD)⊥ denotes the orthogonal complement of TDD with respect to the
symplectic form ωL.
For the proof, see for instance [22] and references there in.
Remark 1: In the case of a constrained mechanical system L = Tg − V , the
tensor GL is given by GL[a](b, c) = gτ(a)(b, c), so that it is positive definite at
every point. Thus the restriction to any subbundle D is also positive definite
and hence regular. Thus, nonholonomic mechanical systems are always regular.

The manifold TDD has a double vector bundle structure over D with the
projections τTQ|TDD and TτQ|TDD. The rank of TDD is rankTDD = 2 rankD.
By a sode in D we mean a section Γ of the vector bundle TDD such that
TτQ(Γ(v)) = v for every v ∈ D. It follows that a sode in D can be extended
(in a non unique way) to a sode on TQ which is tangent to D, and conversely,
a sode vector field on TQ which is tangent to D restricts to a sode in D.
Projection to TDD
As a consequence of the above Theorem 1 we get that if the constrained system
(L,D) is regular we can obtain the constrained dynamics by projection of the
free dynamics according to the decomposition given in item 3. Let us denote by
P¯ and Q¯ the complementary projectors defined by the decomposition TaTQ =
TDa D⊕ (TDa D)⊥ for a ∈ D, that is,
P¯a : TaTQ→ TDa D and Q¯a : TaTQ→ (TDa D)⊥, for all a ∈ D.
Then, we have the following result.
Theorem 2: Let (L,D) be a regular constrained Lagrangian system and let ΓL
be the solution of the free dynamics, i.e., iΓLωL = dEL. Then the solution of
the constrained dynamics is the sode Γnh obtained by: Γnh = P¯ (ΓL|D).
For the proof, see [22] and references in there.
The distributional approach
A second consequence of Theorem 1 is that we can write Lagrange-d’Alembert
equations as symplectic equations entirely in terms of objects defined on the
manifold TDD. Indeed, since (L,D) is regular, from item (3) of Theorem 1, we
have that TDD is a symplectic subbundle of (TTQ, ωL). Hence the restriction
ωL,D of ωL to T
DD is a symplectic form on the vector bundle TDD (i.e. it is
a regular skew-symmetric bilinear form). We denote by d¯EL the restriction of
dEL to T
DD. Then, taking the restriction of Lagrange-d’Alembert equations
to TDD, we get the following equation
iΓnhω
L,D = d¯EL, (2.9)
which uniquely determines the section Γnh. Indeed, the unique solution Γnh
of the above equations is the solution of Lagrange-d’Alembert equations: if we
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denote by λ the constraint force, we have for every u ∈ TDa D that
ωL(Γnh(a), u)− 〈 dEL(a) , u 〉 = 〈λ(a) , T τQ(u) 〉 = 0,
where we have taken into account that TτQ(u) ∈ D and λ(a) ∈ D◦.
This approach, the so called distributional approach, was initiated by Bocha-
rov and Vinogradov [53] and further developed by S´niatycki and coworkers [3,
25, 50].
The nonholonomic bracket
The symplectic section ωL,D allows us to define an almost-Poisson bracket in
D which is known as the nonholonomic bracket. An almost-Poisson bracket on
a manifold P is a bracket { ·, ·} of functions on P which is R-bilinear, skew-
symmetric, a derivation in each argument with respect to the usual product of
functions but it does not necessarily satisfies the Jacobi identity.
For every function f ∈ C∞(D) we consider the restriction d¯f to TDD of
its differential d¯f = df |TDD ∈ Sec((TDD)∗). Since ωL,D is regular, we have a
unique section X¯f ∈ Sec(TDD) such that iX¯fωL,D = d¯f .
Definition 1: The nonholonomic bracket of two functions f, g ∈ C∞(D) is the
function {f, g}nh ∈ C∞(D) given by
{f, g}nh = ωL,D(X¯f , X¯g). (2.10)
Alternatively the nonholonomic bracket can be defined as follows. We first
notice that if f˜ ∈ C∞(TQ) is an extension to TQ of f then X¯f = P¯ (Xf˜
∣∣
D
). Let
f, g be two smooth functions on D and take arbitrary extensions f˜ , g˜ to TQ.
Let Xf˜ and Xg˜ the associated Hamiltonian vector fields
iX
f˜
ωL = df˜ and iXg˜ ωL = dg˜.
Then the nonholonomic bracket of f and g is
{f, g}nh = ωL(P¯ (Xf˜ |D), P¯ (Xg˜|D)). (2.11)
Indeed, the result follows by noticing that if ˜¯f is another extension of f , then
(Xf˜ −X˜¯f )|D is a section of (TDD)⊥, and therefore the result does not depend
on the choice of extensions.
In what follows, the nonholonomic bracket of two functions on TQ should
be understood as the nonholonomic bracket of their restrictions to D
As a consequence of the above we have the following result, which is funda-
mental for our purposes.
Theorem 3: If f, g ∈ C∞(D) then
{f, g}nh = X¯gf = −X¯fg. (2.12)
Moreover, for any function f ∈ C∞(D) we have
f˙ = {f,EL}nh. (2.13)
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Proof. If f˜ and g˜ are extensions of f and g, then at every point of D we have
{f, g}nh = ωL(P¯ (Xf˜ ), P¯ (Xg˜)) = ωL(Xf˜ , P¯ (Xg˜)) = 〈df˜ , P¯ (Xg˜)〉 = X¯gf,
where we have used that ωL(Q¯(Xf˜ ), P¯ (Xg˜)) = 0 and X¯f = P¯ (Xf˜
∣∣
D
). The
second statement follows from the first one by taking into account that Γnh =
X¯EL .
In particular, equation (2.13) implies the conservation of the energy (by the
skew-symmetric character of the nonholonomic bracket).
2.3 Riemannian structure
This section recalls some properties of Riemannian manifolds which will be used
in following chapters.
Let (Q, g) be a (pseudo-)Riemann manifold, i.e. g is a non-degenerate sym-
metric two times covariant tensor field on Q. Nondegeneracy means that the
map ĝ : TQ → T ∗Q from the tangent bundle τQ : TQ → Q to the cotangent
bundle piQ : T
∗Q → Q, defined by 〈ĝ(v), w〉 = g(v, w), where v, w ∈ TxQ, is
regular. The map ĝ is a fibred map over the identity on Q and induces the
corresponding map between the spaces of sections of the tangent and cotangent
bundles, to be denoted by the same letter ĝ : X(Q) → Ω1(Q), i.e. 〈ĝ(X), Y 〉 =
g(X,Y ).
In local coordinates for Q, (q1, . . . , qn), the expression for g is
g = gij(q) dq
i ⊗ dqj , gij = g
(
∂
∂qi
,
∂
∂qj
)
. (2.14)
Given a symmetric covariant 2-tensor field K in Q we denote by TK ∈
C∞(TQ) the function
TK(v) =
1
2
K(v, v), v ∈ TQ.
This rule identifies symmetric covariant 2-tensor fields with quadratic homoge-
neous functions on the fibre coordinates. In particular when g is a Riemann
structure in Q,
Tg(v) =
1
2
g(v, v), v ∈ TQ,
is the kinetic energy defined by the metric. Later on, on Chapter 4 we will
consider the case of Lagrangians of a mechanical type, where in particular we
will consider the kinetic energy defined by the metric g.
Definition 2: A linear connection on a differential manifold Q is a mapping
∇ : X(Q)× X(Q)→ X(Q)
which satisfies the following properties:
i) ∇f X+g Y Z = f ∇XZ + g∇Y Z
ii) ∇X(Y + Z) = ∇XY +∇XZ
iii) ∇X(fY ) = X(f)Y + f∇XY,
where X,Y, Z ∈ X(Q), and f, g ∈ C∞(Q).
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Definition 3: Let Q be a differentiable manifold endowed with a linear con-
nection. There exists an unique correspondence which associates to each vector
field along the differential curve c : I → Q, V , another vector field DV
dt
, called
the covariant derivative of V along the curve c, such that:
i)
D(V +W )
dt
=
DV
dt
+
DW
dt
,
ii)
D
dt
(fV ) =
df
dt
V + f
DV
dt
,
iii) If V is induced by a vector field Y ∈ X(Q), i.e. V (t) = Y (c(t)), then DV
dt
= ∇ dc
dt
Y.
A linear connection on a Riemann manifold (Q, g) is metric, or compatible
with the Riemann structure g, i.e. the parallel transport along any curve is an
isometry, if and only if
X(g(Y,Z)) = g(∇XY, Z) + g(Y,∇XZ), ∀X,Y, Z ∈ X(Q). (2.15)
The main result is that there exists a unique torsion-free metric connection on
a Riemann manifold (Q, g), called Levi-Civita connection, which is given by
Koszul formula:
2g(∇XY,Z) = Xg(Y,Z) + Y g(Z,X)− Zg(X,Y )
− g(X, [Y,Z]) + g(Y, [Z,X]) + g(Z, [X,Y ]). (2.16)
In particular, when a coordinate chart is considered, the Christoffel symbols of
the second kind, Γijk, defined by
∇∂/∂qj
(
∂
∂qk
)
= Γijk
∂
∂qi
are given by
Γijk(q) =
1
2
gil(q)
(
∂glj
∂qk
(q) +
∂glk
∂qj
(q)− ∂gjk
∂ql
(q)
)
, (2.17)
where gij are the inverse matrix entries of the Riemann structure g.
Then, the linear connection is given by
∇XY = Xi
(
∂Y k
∂qi
+ Y j Γkij(q)
)
∂
∂qk
,
and correspondingly,
∇Xα = Xk
(
∂αj
∂qk
− αi Γijk
)
dqj .
Another remarkable relation is that if α is the 1-form α = ĝ(X), where
X ∈ X(Q), then, using that the relation ∇Z〈α, Y 〉 = 〈∇Zα, Y 〉+ 〈α,∇ZY 〉, for
any two vector fields Y,Z ∈ X(Q), can be rewritten as
Z(g(X,Y )) = 〈∇Zα, Y 〉+ g(X,∇ZY ),
and having in mind the property of the compatibility of the connection with the
metric, we see that
〈∇Zα, Y 〉 = g(∇ZX,Y ). (2.18)
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2.4 Killing and conformal vector fields
A diffeomorphism F : Q→ Q induces a new (pseudo-) Riemann structure F ∗g
on Q. Such a transformation F is called a conformal symmetry when there
exists a function f ∈ C∞(Q) such that F ∗g = f g. In particular when f is a
constant (different from one) F is said to be a (proper) homothethy and, finally,
when F ∗g = g, the map F is called isometry.
In the infinitesimal approach we say that a vector field X ∈ X(Q) is either
a conformal, a homothetic, or a Killing vector field, when its flow φt is made of
conformal maps, homothethies or isometries, respectively:
conformal vector field : LXg = f g, f ∈ C∞(Q),
homothetic vector field : LXg = λ g, λ ∈ R,
Killing vector field : LXg = 0.
Proper conformal vector fields are those vector fields for which the conformal
factor f is non constant and similarly a proper homothetic vector field is when
λ 6= 0. Using the well known property LX ◦LY −LY ◦LX = L[X,Y ] one sees that
the set of conformal vector fields is a Lie algebra and those of homothetic and
Killing vector fields are subalgebras. For more details see e.g. [30, 31, 37, 51].
Let us see in local coordinates, the condition of a vector fields to be Killing
with respect to the Riemannian metric g. Given a vector field on Q,
X = Xi(q)
∂
∂qi
∈ X(Q), (2.19)
the Lie derivative with respect to the vector field X of the metric tensor field g
is
LXg = X
k ∂gij
∂qk
dqi ⊗ dqj + gij
(
∂Xi
∂qk
dqk ⊗ dqj + ∂X
j
∂qk
dqi ⊗ dqk
)
,
or using the symmetry property of the metric tensor field,
LXg =
(
Xk
∂gij
∂qk
+ gik
∂Xk
∂qj
+ gjk
∂Xk
∂qi
)
dqi ⊗ dqj , (2.20)
and then the condition for X to be a Killing vector field, i.e. LXg = 0, is written
in the above mentioned local coordinates as(
Xk
∂gij
∂qk
+ gik
∂Xk
∂qj
+ gjk
∂Xk
∂qi
)
dqi ⊗ dqj = 0.
Therefore, the set of conditions for the vector field X ∈ X(Q) given by (2.19)
to be a Killing symmetry are:
Xk
∂gij
∂qk
+ gik
∂Xk
∂qj
+ gjk
∂Xk
∂qi
= 0, i, j = 1, . . . , n. (2.21)
Next, we want to express the condition for a vector field to be Killing with
respect to a Riemannian structure, i.e. (2.21), in terms of the Levi-Cevita con-
nection. This condition LXg = 0, can be written in an intrinsic way as the con-
dition for the covariant derivative of the vector field X to be a skew-symmetric
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endomorphism with respect to the metric g, that is (see e.g. Proposition 4.10
of [54]), for every Y,Z ∈ X(Q),
g(∇YX,Z) + g(Y,∇ZX) = 0. (2.22)
Next, we prove the following relation concerning the kinetic energy and the
Killing vector fields defined by a Riemannian structure are recalled, that we will
use later on for establishing the virial theorem for a Killing vector field:
XcTg = TLXg. (2.23)
In fact,
(XcTg)(q, v) =
1
2
(
Xk(q)
∂gij
∂qk
(q) vivj + gij(q)
∂Xi
∂qk
(q) vkvj + gij(q)
∂Xj
∂qk
(q) vivk
)
=
1
2
(
Xk(q)
∂gij
∂qk
(q) + gkj(q)
∂Xk
∂qi
(q) + gik(q)
∂Xk
∂qj
(q)
)
vivj
and therefore, according to (2.20), the relation (2.23) follows. This relation may
also be proved intrinsically by using the definitions of Lie derivative and of Tg
mentioned earlier in the text: for all v ∈ TQ,
XcTg(v) =
d
dt
Tg ◦ Tφt(v)
∣∣
t=0
=
d
dt
(
1
2
g(Tφt(v), Tφt(v))
)
|t=0
=
1
2
d
dt
(φ∗t g)(v, v)
∣∣
t=0
=
1
2
(LXg)(v, v) = TLXg(v, v).
Consequently, X ∈ X(Q) is a Killing vector field for the Riemann structure
g if and only if Xc ∈ X(TQ) is a symmetry for the corresponding kinetic energy,
i.e. the conditions for Xc to be a symmetry of Tg are given by (2.21).
2.5 Lie algebroids
In this section, we introduce the structure of Lie algebroid, and after exemplify-
ing it, we define some other related notions which will be useful in what follows.
For details about it and its importance we refer to [39].
Definition 4: A Lie algebroid A over a smooth manifold M is a vector bundle
τ : A → M with a real Lie algebra structure on the C∞(M)-module of sec-
tions (Sec(A), [·, ·]) and with a vector bundle homomorphism, called the anchor
map, ρ : A → TM such that if we also denote by ρ : Sec(A) → X(M) the
homomorphism of C∞(M)-modules induced by it, the following Leibniz rule
holds:
[σ1, fσ2] = f [σ1, σ2] + (ρ(σ1)f)σ2, (2.24)
∀σ1, σ2 ∈ Sec(A), ∀f ∈ C∞(M).
It can be shown, by using the properties of the Lie bracket [·, ·] and the
compatibility condition (2.24), that the induced map ρ : Sec(A) → X(M) is a
Lie algebra homomorphism, that is, that is, it satisfies:
ρ[σ1, σ2] = [ρ(σ1), ρ(σ2)]TM .
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Local coordinates on A: In what follows we will assume that A is finite
dimensional, and we will denote the dimension of the base manifold and of the
fibres Ap = τ
−1(p), p ∈ M , by: dimM = n, dimAp = m, ∀p ∈ M . Then
take a local coordinate system (xi)i=1,n, on the base manifold and a local basis
{eα | α = 1, . . . ,m}, of sections of A. This determines a local coordinate system
(xi, yα) on A.
In this coordinate system, the functions ρiα and C
α
βγ such that:
ρ(eα) = ρ
i
α
∂
∂xi
and [eα, eβ ] = C
γ
αβ eγ .
determine locally the anchor and the bracket, and are called structure functions.
They contain the local information of the Lie algebroid.
The structure functions satisfy the following relations:
ρjα
∂ρiβ
∂xj
− ρjβ
∂ρiα
∂xj
= ρiγC
γ
αβ and
∑
cyclic(α,β,γ)
[
ρiα
∂Cνβγ
∂xi
+ CµανC
ν
βγ
]
= 0,
which are called the structure equations of the Lie algebroid.
The local structure of a Lie algebroid is described by the following theorem:
Theorem 4: (Local splitting theorem). Let τ : A→M be a Lie algebroid and
m¯ ∈ M a point where ρm¯ has rank q. Then, there exists a neighborhood U of
m¯, a coordinate system in U , (x1, ..., xq, x¯1, . . . , x¯n−q) and a basis of sections
{e1, ..., em} of the vector bundle A over U such that:
ρ(ei) =
∂
∂xi
, i = 1, q,
ρ(ei) = ρ
j
i
∂
∂x¯j
, i = q + 1,m,
where ρji ∈ C∞(U) are smooth functions depending on the coordinates x¯1, . . . , x¯n−q
and vanishing at m¯, i.e. ρji = ρ
j
i (x¯
s) and ρji (m¯) = 0, with s = 1, (n− q).
From the Local splitting theorem, it can be deduced that the image of the an-
chor map, Im ρ, defines a smooth integrable generalized distribution on M . The
corresponding foliation is called the characteristic foliation of the Lie algebroid
A.
In what follows, we will denote by L the leaves of the characteristic foliation.
Examples
1. Lie algebra: A Lie algebra g can be seen as a Lie algebroid over a one point
space M = {p}, τ : g→M with the anchor map ρ being identically zero.
2. Standard Lie algebroid: The tangent bundle of a manifold M , τ : TM →
M is a Lie algebroid, where the anchor map is the identity map ρ = IdTM .
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The linear space of sections for τ is that of the vector fields X(M), and the Lie
bracket is just the usual Lie bracket defined on X(M).
3. Regular distribution: Let F be a regular foliation of a manifold M and
let τF : TF → M be the tangent bundle to the foliation. Then this vector
bundle can be seen as a Lie algebroid with anchor map the canonical inclusion
ρF : TF → TM and with the Lie bracket on its sections, coming from the
restriction of the standard Lie bracket on X(M) to Sec(TF).
That is, regular foliations can be thought as Lie algebroids with injective
map.
Remark 2: Notice that, in general, given a Lie algebroid τ : A → M whose
anchor map is injective, then its image Im ρ ⊂ TM is an involutive subbundle,
i.e. a constant rank smooth distribution, which is closed for the usual Lie
bracket, and so M is a foliation. 
4. Action Lie algebroid: Consider an action of a Lie algebra g on a differ-
entiable manifold M , i.e. there is a Lie algebra homomorphism Ψ : g→ X(M).
The the trivial vector bundle A = M × g→M admits a Lie algebroid structure
as follows: the anchor map ρ : A → TM is given by ρ(x, v) = Ψ(v)|x ∈ TxM ,
while the Lie bracket on the space of sections of A is:
[v, w](x) = [v(x), w(x)]g + Ψ(v(x))w|x −Ψ(w(x))v|x, ∀x ∈M,
where we have identified sections of M × g with g–valued functions.
5. Atiyah algebroid: Let G be a Lie group and pi : P → M be a principal
G−bundle. Let Φ : G × P → P the transitive free action of G on P and
TΦ : G×TP → TP the corresponding tangent action of G on TP. The quotient
vector bundle A(P ) := TP/G → M, can be endowed with a Lie algebroid
structure by defining:
• The anchor map is the map induced by Tpi, i.e. ρ([v]) = Tpi(v), which is
well defined.
• The Lie bracket on Sec(A(P )) is the one induced by the Lie bracket on
G-invariant (under the action of Φ) vector fields. Here we use the one-
to-one correspondence between sections of A(P ) and G-invariant vector
fields (under the action of Φ).
With this Lie algebroid structure, A(P ) over M is called the Atiyah algebroid
associated to the principal G-bundle pi : P →M .
6. Cotangent Lie Algebroid of a Poisson Manifold:
A Poisson structure on M is a Lie bracket {·, ·} on C∞(M) such that:
{f, gh} = {f, g}h+ {f, h}g, ∀f, g, h ∈ C∞(M).
Equivalently, a Poisson structure on M is given by a Poisson bivector,
Π ∈ Sec(∧2 TM), i.e. which satisfies [Π,Π]SN = 0, where [·, ·]SN denotes
the Schouten-Nijenhuis bracket.
The relation between Π and {·, ·} is given by:
{f, g} = Π(df, dg),
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where f, g ∈ C∞(M).
To any Poisson manifold (M,Π) it can be associated a Lie algebroid struc-
ture on pi : T ∗M → M called the cotangent Lie algebroid of the Poisson man-
ifold (M,Π). The anchor is ρ = Π# : T ∗M → TM defined by: ρ(α)(β) =
pi(α, β),∀α, β ∈ T ∗M and the Lie bracket on sections of A = T ∗M, is defined
as the Koszul bracket:
[α, β] = LΠ#αβ − LΠ#βα− d(Π(α, β)), ∀α, β ∈ Sec(T ∗M),
where is the unique bracket on Sec(T ∗M) such that [df, dg] = d{f, g}.
7. The Lie algebroid of a Lie groupoid:
Very much like in Lie group theory, where every Lie group has associated a
Lie algebra, every Lie groupoid has an associated Lie algebroid.
For a Lie groupoid G ⇒ M , with source map α, target map β and unity
section ε, it can be associated a Lie algebroid τ : AG → M as follows. At
each point x ∈M , the fibre AxG is the vector space KerTε(x)α and the anchor
map ρ on Aε(x)G is identified with the restriction of Tε(x)β at KerTε(x)α. It
is easy to prove that there exists a bijection between Sec(AG) and the set of
left-invariant (resp., right-invariant) vector fields on G. If X is a section of τ ,
the corresponding left-invariant vector field on G will be denoted XL, where
XL(g) = Tε(β(g))Lg(Xβ(g)) ,
for g ∈ G. The Lie bracket of the Lie algebroid structure is defined by
[X,Y ]L = [XL, Y L] ,
for X,Y ∈ Sec(AG) and the anchor map ρ(X)(x) = (Tε(x)β)X(x).
Exterior differential operator on A
As indicated above a Lie algebroid structure is a generalization of the tangent
bundle structure over M . Sections of the vector bundle play the role of vector
fields. Correspondingly sections of the dual bundle will correspond to differ-
ential 1-forms for M and similarly what corresponds to p-forms on A are the
elements of
∧p
(A∗) = Sec((A∗)∧p → M), which can be called p-forms for the
Lie algebroid. Moreover, the remarkable fact is that because of the properties
a Lie algebroid one can define an exterior differential operator on the space of
sections of the bundle
∧p
(A∗), taking values in
∧p+1
(A∗). It is defined by:
• if f : M → R then dfm ∈ A∗m is defind by: 〈 dfm , a 〉 = ρ(a)f, ∀a ∈ Am.
• if ω ∈ ∧p(A∗), then dω ∈ ∧p+1(A∗) is given by
dω(σ0, σ1, . . . , σp) =
p∑
i=0
(−1)iρ(σi)(ω(σ0, . . . , σ̂i, . . . , σp))
+
∑
i<j
(−1)i+jω([σi, σj ], σ0, . . . , σ̂i, . . . , σ̂j , . . . , σp),
for σ0, . . . , σp ∈ Sec(A).
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In local coordinates defined by a coordinate set in M and a local basis of
sections of A, {eα | α = 1,m}, the differential d is determined by:
dxi = ρiαe
α and deγ = −1
2
Cγαβe
α ∧ eβ ,
where {eα | α = 1,m} is the corresponding dual basis of sections of A∗. Notice
that d is a cohomology operator, that is, d2 = 0 and that the structural equations
are exactly: d2xi = 0 and d2eα = 0.
In particular, the differential of a function f : M → R has the local expres-
sion:
df =
∂f
∂xi
ρiαe
α.
On the other side, a section ω of A∗, say ω = ωαeα, has associated a linear
function ω̂ in A given by:
ω̂(x, y) = ωα(x) y
α.
Remark 3: The existence of a Lie algebroid structure is equivalent to the ex-
istence of a exterior differential operator d on
∧p
(A), because both the anchor
map and the structure constants can be derived from it. 
Definition 5: The Lie derivative with respect to a section σ ∈ Sec(A) is the
operator dσ :
∧k
A∗ → ∧k A∗ given by dσ = iσ ◦ d+ d ◦ iσ.
Admissible vectors. Admissible curves
In a Lie algebroid, the notion of natural prolongation is replaced by the notion
of admissible curve.
Definition 6: i) A tangent vector X at a point a on a Lie algebroid τ : A→M
with anchor ρ : A→ TM is called admissible if the tangent vector to M obtained
by projecting X under Tτ : TA → TM is equal to the tangent vector to M ,
ρ(a).
ii) A curve α : [t0, t1] → A is said to be admissible if γ˙(t) = ρ(α(t)), where
γ(t) = τ(α(t)) is the base curve.
In local coordinates, if α(t) = (xi(t), yα(t)) is a curve in A, the curve is
admissible if its coordinates are related by: x˙i = ρiαy
α.
Definition 7: Let α be an admissible curve on A. A smooth curve β : [0, 1]→ A
that has the same projection on M as α is called an α− section.
We will denote by Secα(A) the set of α-sections.
Let us give some examples of admissible curves, considering two particular
cases of Lie algebroids:
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Example 1: Let τ : A→M be a Lie algebroid whose anchor map ρ is injective.
In this case A can be thought of as an integrable subbundle of the tangent
bundle.
Let us determine the admissible curves in this case: Let be (x1, . . . , xq) be
a local coordinate system on an open set U ⊂ M, {eα | α = 1, . . . ,m} a local
basis of sections over U , and denote by yα the corresponding linear coordinates.
A curve in A, α(t) = yα(t)eα, is an admissible curve if
d(τ ◦ α(t))
dt
= ρ(α(t)),
or equivalently,
x˙i(t)
∂
∂xi
= yα(t)ρ(eα) = y
α(t)ρiα
∂
∂xi
= yα(t)δiα
∂
∂xi
= yi(t)
∂
∂xi
⇒
x˙i(t) = yi(t).
So the admissible curves in A are the curves that can be identified with the
curves in TM tangent to the leaves: (xi(t), x˙i(t)).
/
Example 2: For the case of a Lie algebra τ : g → {∗} seen as a Lie algebroid
over a point, where the anchor map is 0, any curve α : I → g is an admissible
one, as ddt (τ ◦ α)(t) = ρ(α(t)) = 0. /
2.5.1 Prolongation of a fibered manifold with respect to a
Lie algebroid
Let pi : P →M be a fibred manifold with base manifold M and τ : A→M
a Lie algebroid. In order to describe a dynamic system on P , we would like
to work on a space that uses also the information given by the tangent space
to P and also the one given by the Lie algebroid A, which can be thought as
a substitute of the tangent bundle to M . The TP is not an appropriate space
to describe the dynamics on, as the projection of a vector from it is a vector
from TM , and we would like instead an element from A,to ’save’ the extra
information coming from it.
A space which takes into account these requirements, conserving all this
information is the A-tangent bundle of P , also called the prolongation of P
with respect to A, which we denote by TAP . It is defined as the vector bundle
τAP : T
AP → P whose fiber at a point p ∈ Pm is the vector space:
TAp P = {(b, v) ∈ Am × TpP | ρ(b) = Tppi(v)},
or, in other words, it can be defined as the vector bundle over P whose total
space is the pullback of the fiber bundle Tpi : TP → TM by the anchor map
ρ : A→ TM.
An element (b, v) can be written as (p, b, v), where p is the point in which
v is tangent to P and with this notation the fiber of the total space of TAP is
written as:
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TAp P = {(p, b, v) ∈ P ×Am × TpP |pi(p) = τ(b); ρ(b) = Tppi(v), v ∈ TpP}.
The projection τAP : T
AP → P is given by τAP (b, v) = p and it will often be
denoted in particular cases, by τ1. There is another projection τ2 : T
AP → A
defined by τ2(b, v) = b, and the elements from T
AP whose image through τ2 is
zero, are called vertical.
Local coordinates on TAP
The local coordinate system (xi, uA) on P, with i = 1, n and A = 1,dim P ,
determines local coordinates on TAP in the following way: consider an element
(p, b, v) ∈ TAP and take for p the coordinates (mi, uA) and for b the coordinates:
(mi, b
α). Then v, as ρ(b) = Tpi(v), will have the form: ρiαb
α ∂
∂xi
∣∣∣
p
+ vA ∂
∂uA
∣∣∣
p
.
So, in the considered coordinates (p, b, v) will be written as (mi, uA, bα, vA).
Generically we will denote the local coordinates of TAP by (xi, uA, zα, vA).
For the local coordinates (xi, uA) on P and a local basis {eα} of Sec(A), it
can be defined a local basis {Xα,VA} of Sec(TAP ) by :
Xα(p) =
(
p, eα(pi(p)), ρ
i
α
∂
∂xi
∣∣∣
p
)
and VA(p) =
(
p, 0,
∂
∂uA
∣∣∣
p
)
.
In this base, the element (p, b, v) is written as zαXα(p) + v
AVA(p), when
b = zαeα and v has in consequence the form: v = ρ
i
αz
α ∂
∂xi + v
A ∂
∂uA
.
A section Z in TAP which in coordinates has the expression:
Z(x, u) = (xi, uA, Zα(x, u), V A(x, u)),
has the following expression in terms of the base {Xα,Vα}:
Z = ZαXα + V
αVα.
Lie algebroid structure of TAP
If A carries a Lie algebroid structure, then so does TAP . The associated Lie
bracket can be easily defined in terms of projectable sections, defining it only
for this kind of sections, as the set of projectable sections is a generating set
of Sec(TAP ), that is, any section of TAP can be locally written as a linear
combination of projectable sections.
A section Z of TAP is said to be projectable if there exists a section σ of
τ : A→M such that τ2 ◦ η = σ ◦ pi. We say that Z is a lifting of σ.
Equivalently, a section Z is projectable if and only if it is of the form Z(p) =
(p, σ(τ(p)), X(p)), for some section σ ∈ Sec(A) and some vector field X ∈ X(A),
which projects to ρ(σ) i.e.: Tτ(X(a)) = ρ(σ(τ(p))).
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The Lie bracket of two projectable sections Z1 and Z2 is then given by
[Z1, Z2](p) = (p, [σ1, σ2](m), [X1, X2](p)), p ∈ A, m = τ(p),
where σ1, σ2 are the sections of A and X1, X2 are the vector fields on P that we
said there exist for every projectable section Z1, Z2 of T
AP such that they can
be written as Z1,2(p) = (p, σ1,2(τ(p)), X1,2(p)). It is easy to see that [Z1, Z2](p)
is an element of TAP for every p ∈ A.
The Lie brackets of the elements of the basis are
[Xα,Xβ ] = C
γ
αβ Xγ [Xα,VA] = 0 and [VA,VB ] = 0,
from where we get the structural functions Cγαβ . The other structural functions
of TAA, ρiα are given by the following formulas:
ρ1(Xα) = ρ
i
α
∂
∂xi
ρ1(VA) =
∂
∂yA
,
as we consider the structure of Lie algebroid of TAA with the anchor map the
one given by ρ1.
Exterior differential on TAP
Next to the Liouville section and the vertical endomorphism that we will present
in section 2.7.1, the exterior differential on TAA is one of the basis elements to
be defined on TAA to make the Lagrangian formalism of mechanics on Lie
algebroid possible.
Denote by {Xα,VA} the basis of (TAP )∗, dual to {Xα,VA}.
Then the local expression of the differential of a function on A, is
dF = ρiα
∂F
∂xi
Xα +
∂F
∂uA
VA.
In particular we have:
dxi = ρiαX
α duA = VA
The differential of the sections of the basis {Xα,VA} of (TAP )∗ is given by :
dXα = −1
2
CαβγX
β ∧ Xγ dVA = 0
2.5.2 Prolongation of a Lie algebroid
The prolongation of a Lie algebroid is a particular case of the space described
above is when pi : P →M is the Lie algebroid τ : A→M itself and it was used
in [41] to develop the geometrical formalism of Lagrangian mechanics on Lie
algebroids. It can be simply called the prolongation of the Lie algebroid A and
it plays the role of τTM : TTM → TM in the ordinary Lagrangian Mechanics,
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as the total space of the new structure reduces to TTM when A = TM. The
sections of it and of its dual vector bundle will be a substitute for the vector
fields and respectively for the differential forms in the classical case.
There is a certain subset of it which will play the role of diagonal of TTM ,
that is: T 2M = {v ∈ TTM | τTM (v) = TτM (v)}, where τM : TM → M and
τTM : TTM → TM .
We say a vector v ∈ TaA is admissible if Taτ(v) = ρ(a) and then the set of
admissible vectors is Adm(A) = {v ∈ TA |Taτ(v) = ρ(a), v ∈ TaA}. It can be
easily seen that v is admissible if and only if (a, a, v) ∈ TAA, so then we can
also denote by Adm(A) the subset of TAA given by:
Adm(A) = {z ∈ TAA | τ1(z) = τ2(z)}.
Being the equivalent of T 2M , this space will be later on used, between others,
to characterize a second order differential equation.
Lifts of sections of A to sections of TAA
Some canonical lifting procedures of sections of the vector bundle A over M to
sections of TAA over A will be presented here:
As we said, an element of TAA is vertical if it is in the kernel of the τ2
projection, and therefore it is of the form (a, 0, v), with v a vertical vector
tangent to A at a. The set of vertical vectors forms a vector bundle of TAA,
denoted by Ver(TAA).
We can define the vertical lift on any vector bundle and in particular on
a Lie algebroid, in a similar manner to the tangent bundle case described in
Subsection 2.1.2. Let F be an arbitrary function defined on A and take a, b two
elements in the same fiber of it. We define then the vertical lift b 7→ bVa ∈ TaA
by:
bVaF =
d
dt
F (a+ tb)
∣∣∣
t=0
.
By this map the fibers of the vector bundle A can be identified with the
vertical tangent space.
The map that associates to a pair of elements from the same fiber of A
an element in TAA, by ξ
V
(a, b) = (a, 0, bVa) is called the vertical lifting map
ξV : A×M A→ Ver(TAA).
The vertical lift of a section of τ : A→M, say σ, is the section denoted by
σV of τ1 : T
AA→ A defined by σV(a) = ξV(a, σ(τ(a))) = (a, 0, σ(τ(a))Va).
The expression of the vertical lift of a section σ = σαeα, is given by σ
V =
σαVα.
Complete lift: Given a section σ ∈ Sec(A) there exists one and only one
section σC ∈ Sec(TAA) that projects to σ and satisfies for every section ω ∈ A∗ :
ρ1(σC)(ω̂) = d̂σω.
The expression of the complete lift of a section σ is:
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σC = σαXα + (σ˙
α + Cαβγσ
βyγ)Vα.
In the particular case of TAA, the Lie bracket is defined in terms of the
brackets of the vertical and complete lifts. For σ, η ∈ Sec(A) we have:
[σV, ηV] = 0; [σV, ηC] = [σ, η]V; [σC, ηC] = [σ, η]C.
The canonical involution map
There exists a canonical map χA : T
AA→ TAA such that χ2A = Id. It is defined
by χA(a, b, v) = (b, a, v¯), for every (a, b, v) ∈ TAA, where v¯ ∈ TbA is the vector
which projects to ρ(a) and satisfies
v¯θˆ = vθˆ + dθ(a, b)
for every section θ of A∗.
The canonical involution is locally given by
χA(x
i, yα, zα, vα) = (xi, zα, yα, vα + Cαβγz
βyγ).
The canonical involution for a Lie algebroid plays a similar role to that from
the classical case, for A = TM , where this application relates the second mixed
derivatives of γ : R2 →M by: ∂∂s ∂γ∂t = χTM ( ∂∂t ∂γ∂s ).
The complete lift in terms of the map χ
The complete lift of a section η ∈ Sec(A) can be expressed in terms of the
canonical involution map:
ηC(a) = χA
(
η(m), a, Tmη(ρ(a))
) ∈ TAA,
where m = τ(a),
and if α is an admissible curve whose projection on M is γ, then it is written:
ηC(α(t)) = χA
(
η(γ(t)), α(t),
d
dt
(η(γ(t)))
)
.
It follows that for any admissible curve α we have: ηC ◦ α = (η ◦ γ)Cα
If η = ηαeα is a local section of A, then the vector field associated to its
complete lift has the local expression
ρ1(ηC) = ρiαη
α ∂
∂xi
+
(
ρiβy
β ∂η
α
∂xi
+ Cαβγy
βηγ
) ∂
∂yα
∈ TA.
Notice that if η is an admissible curve and its expression in local coordinates
is: η(t) = (xi(t), yα(t)), then: ρiβyβ = x˙
i = dx
i
dt , so ρ
i
βy
β ∂η
α
∂xi = η˙
α, and then:
ρ1(ηC(t)) = ρiα(x
i(t))ηα(t)
∂
∂xi
+
(
η˙α(t) + Cαβγ(x
i(t))yβηγ(t)
) ∂
∂yα
∈ TA.
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The map Ξ
Given an admissible curve α : R → A over γ = τ ◦ α we consider the map Ξα
defined from the sections of A whose projections on the base is γ to the ones of
TA whose projection on the base is α, is given by:
Ξα(β) = ρ
1(χA(β, α, β˙))
that is: χA(β, α, β˙) = (α, β,Ξα(β)).
The local expression of the map Ξα is:
Ξα(β)(t) = ρ
i
a(x(t))β
a(t)
∂
∂xi
∣∣∣
α(t)
+
(
β˙a(t) + Cabc(x(t))α
bβc(t)
) ∂
∂ya
∣∣∣
α(t)
,
where α and β have the local expression α(t) = (xi(t), αα(t)) and β(t) =
(xi(t), βα(t)).
Remark 4: The following property takes place:
Ξα(fβ) = fΞα(β) + f˙β
V
α,
for every function f ∈ C∞(R). 
2.6 Connections
Let τ : A → M be a Lie algebroid with anchor map ρ, and E → M a vector
bundle.
Definition 8: An A−connection on a vector bundle E → M is an operator
∇ : Sec(A)× Sec(E)→ Sec(E) that is R-bilinear and satisfies:
∇fαs = f∇αs and ∇α(fs) = f∇αs+ (ρ(a)f)s,
any α ∈ Sec(A), s ∈ Sec(E), f ∈ C∞(M).
The curvature of a linear connection ∇ is defined by:
R(α, β)s = ∇α∇βs−∇β∇αs−∇[α,β]s. (2.25)
The torsion of a linear connection ∇ is defined by:
T (α, β) = ∇αβ −∇βα− [α, β].
Definition 9: Let α : [t0, t1] → A be an admissible curve. There is a unique
map ∇α : Secα(E)→ Secα(E), where Secα(E) is the space of curves in E with
the same projection on M as α, satisfying:
1.∇α(c1s1 + c2s2) = c1∇αs1 + c2∇αs2, c1, c2 ∈ R;
2.∇αfs = f ′s+ f∇αs, where f : [t0, t1]→ R is a smooth function;
3. if s is a local section of A which extends s and ρ(α(t)) 6= 0, ∀t ∈ [t0, t1],
then
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∇αs(t) = ∇α(t)s;
4. is s is a local section of A which extends s and α is vertical, i.e. α(t) ∈
Ker(ρτ(α(t0))), then:
∇αs(t) = ∇α(t)s+ d
dt
s(t).
Remark that if α is an admissible curve and s ∈ Secα(E), then we denote
∇ts the derivative of s(t) along this admissible curve, instead of ∇αs.
The particular case when the vector bundle is τ : A → M itself, then the
A-connection over A is called an A-linear connection. If we denote by Γkij the
Cristophell symbols of an A-linear connection, i.e: ∇eiej = Γkijek, then the
expression in coordinates of the covariant derivative of a α-section β is:
∇tβ = (dβ
k
dt
+ Γkijα
iβj)ek.
Definition 10: Let A be a Lie algebroid with ∇ an A−connection. An admis-
sible curve α : [t0, t1]→ A is a geodesic for the connection ∇, if ∇tα = 0.
In local coordinates α = αiei is a geodesic for the A-connection ∇ if it
satisfies the geodesic equation:
dαk
dt
+ Γkijα
iαj = 0.
Remark 5: We recall that a spray Γ is a sode vector field, i.e. S(Γ) = ∆, who
moreover satisfies [∆,Γ] = Γ.
For every symmetric connection there exists a spray whose integral curves
project onto its geodesics, called the geodesic spray associated to the symmetric
connection. 
2.7 Lagrangian Mechanics on Lie Algebroids
Given a Lagrangian L ∈ C∞(A) it can be defined a dynamical system on the
Lie algebroid A. The equations defining such dynamical system are the Euler-
Lagrange equations: {
d
dt
(
∂L
∂yα
)
+ ∂L∂yγC
γ
αβy
β = ρiα
∂L
∂xi
x˙i = ρiαy
α.
(2.26)
They can be obtained by pulling back the canonical Poisson structure of the
dual A∗ by the Legendre transformation when L is regular (see [56]), by varia-
tional calculus, taking the energy functional defined on the space of admissible
curves from A and finding the extremal points of it or by using in a geomet-
ric framework as in [43], a symplectic formalism as presented in [41], when the
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dynamics can be obtained directly as a solution of a symplectic equation. In
this case it is defined a symplectic structure on the bundle τ1 : T
AA → A,
meaning a section ω of (TAA)∗∧ (TAA)∗ → A non-degenerate as a bilinear form
and closed, dω = 0. Given a regular Lagrangian one can construct a symplectic
structure, while if the Lagrangian is singular, the corresponding structure will
be pre-symplectic.
We will refer here mostly to the last two ways mentioned for arriving to
the Euler-Lagrange equations. However, with reference to the first one, we will
describe shortly the natural Poisson structure that the dual of an Lie algebroid
carries:
First, ∀f ∈ C∞(A∗),∀θ ∈ Sec(A∗) it is defined fθ ∈ Sec(A),∀m ∈ M,µm ∈
A∗m by:
〈µm , fθ(m) 〉 = d
dt
∣∣∣
t=0
f(θ(m) + tµm).
Then for all f, g ∈ C∞(A∗), we can define {f, g},∀θ ∈ Sec(A∗) which can
be verified to be a Poisson structure, a natural one, given by:
{f, g} ◦ θ = 〈 θ , [fθ, gθ] 〉+ ρ(fθ)(g ◦ 0)− ρ(gθ)(f ◦ 0), where 0 : M → A∗ zero
section.
In local coordinates, if we associate to the dual basis of A : (e1, ..., em), the
local system of coordinates (ξ1, ..., ξm) then, the Poisson bracket is given by:
{xi, xj} = 0; {xi, ξs} = −ρis; {ξs, ξt} =
∑
u
Custξu.
2.7.1 Symplectic formalism
The analogue of the Cartan 1-form and the analogue of the symplectic canonic
form, the Cartan 2-section, are introduced, and then the Euler-Lagrange equa-
tions are defined in terms of the energy and the symplectic structure.
To present the geometrical formalism for Lagrangian Mechanics on Lie al-
gebroids, gave in [41], similar to Klein’s formalism in standard mechanics (on
tangent bundle) we need to give some important canonical geometrical objects
on TAA, space that plays the role of TTM in this context:
• The vertical lifting map ξV : A×M A→ TAA given by ξV(a, b) = (a, 0, bVa),
where bVa is the vector tangent to the curve a+ tb at t = 0, so b
V
a ∈ TaA.
• The vertical endomorphism S : TAA→ TAA defined as S = ξV ◦ τ12, that
is:
S(a, b, v) = ξV(a, b) = (a, 0, bVa),
The local expression of S is : S = Vα ⊗ Xα.
The vertical endomorphism can be thought to map horizontal directions
to vertical ones, as:
S(Xα) = Vα, S(Vα) = 0 (2.27)
• The Liouville section is a vertical section of τ1, given by:
∆(a) = ξV(a, a) = (a, 0, aVa).
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In coordinates the expression of ∆ is: ∆ = yαVα, so its corresponding
vector field by ρ1 is given by: ρ1(∆) = yα ∂∂yα .
Second order differential equation: In the case of A = TM there exists
two equivalent definitions of a sode . As a vectorial field on TM whose integral
curves are the natural prolongation of the curves on the base manifold M, and
as a vectorial field on TM whose image through the vertical endomorphism is
given by the Liouville section. In the case of a general Lie algebroid, in the first
definition we only need to replace the notion of the natural prolongation with
that of admissible curves.
Definition 11: A section Γ of TAA is said to be a sode section if S(Γ) = ∆.
It can be proven that the definition is equivalent with each one of this con-
ditions:
• Γ takes values in Adm(A);
• τ2 ◦ Γ = idA.
Thus, in local coordinates, a sode Γ, of A is a section of the following
expression:
Γ(x, y) = yαXα + f
α(x, y)Vα,
and the integral curves of the sode section are the integral curves of its asso-
ciated vector field:
ρ1(Γ)(x, y) = ρiαy
α ∂
∂xi
∣∣∣
(x,y)
+ fα(x, y)
∂
∂yα
∣∣∣
(x,y)
that is, they satisfy the differential equations:
x˙i = ρiαy
α y˙α = fα(x, y).
The Cartan forms: In a similar manner as presented in the Lagrangian
approach from Section 2.1, corresponding Cartan forms can be introduced in
this new setting of a Lie algebroid.
Definition 12: Given a Lagrangian function L ∈ C∞(A) the Cartan 1-section
θL ∈ Sec((TAA)∗) is defined by
θL = S ◦ dL.
Then, its expression in local coordinates will be: θL =
∂L
∂yαX
α.
We also remark that θL is a semibasic section, meaning that its action upon
V er(TAA) is zero. In fact we have:
〈 θL , σC 〉 = dσVL 〈 θL , σV 〉 = 0.
The Legendre transformation FL : A→ A∗ is given by:
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〈FL(a) , b 〉 = d
dt
L(a+ tb)
∣∣∣
t=0
, a, b ∈ A, τ(a) = τ(b).
It will sometimes prove useful to identify θL, a section of (T
AA)∗, with the
Legendre transformation FL : A → A∗. In local coordinates this means that it
will be thought of the 1-Cartan section as: θL(x, y) =
∂L
∂yα e
α ∈ Sec(A∗).
And it will be convenient to think 〈 θL , η˜ 〉 for any section η˜ of TAA projecting
to η, as 〈 θL , η 〉, and thus 〈 θL , η 〉 = dηVL.
Definition 13: The Cartan 2-section ωL is given by: ωL = −dθL.
Then, its local expression will be:
ωL =
∂2L
∂yα∂yβ
Xα ∧ Vβ + 1
2
(
∂2L
∂xi∂yα
ρiβ −
∂2L
∂xi∂yβ
ρiα +
∂L
∂yγ
Cγαβ
)
Xα ∧ Xβ ,
(2.28)
Definition 14: The real function EL on A defined by EL = d∆L − L is the
energy functional of the Lagrangian system.
Its expression in the local coordinates is:
EL =
∂L
∂yα
yα − L. (2.29)
By a solution of the Lagrangian system (a solution of the Euler-Lagrange
equations) we mean a sode section Γ of TAA such that
iΓωL = dEL. (2.30)
The function L is said to be regular Lagrangian if ωL is regular at every
point as a bilinear map, that is if and only if the matrix ∂
2L
∂yα∂yβ
is regular at
every point.
If L is regular the equation iΓωL = dEL has a unique solution the section
ΓL = g
αXα + f
αVα of T
AA which satisfies gα = yα, so Γ is a sode .
The sode ΓL = y
αXα + f
αVα is a solution of the Euler-Lagrange equations
if and only if the functions fα satisfy the linear equations
∂2L
∂yβ∂yα
fβ +
∂2L
∂xi∂yα
ρiβy
β +
∂L
∂yγ
Cγαβy
β − ρiα
∂L
∂xi
= 0, for all α, (2.31)
from where:
fβ =
( ∂2L
∂yβ∂yα
)−1( ∂L
∂yγ
Cγαβy
β − ∂
2L
∂xi∂yα
ρiβy
β + ρiα
∂L
∂xi
)
. (2.32)
So, when a section ΓL satisfies the Euler-Lagrange equations, the integral
curves of the vector field ρ1(ΓL) satisfy the Euler-Lagrange differential equations,
which can be written locally in the form:{
d
dt
(
∂L
∂yα
)
− ρiα ∂L∂xi + ∂L∂yγCγαβyβ = 0
x˙i = ρiαy
α.
(2.33)
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Denote by A([t0, t1], A) the space of admissible curves on A. Defining the
Euler-Lagrange operator : δL : A([t0, t1], A)→ A∗ by
δL =
( d
dt
( ∂L
∂yα
)
+ Cγαβy
β ∂L
∂yγ
− ρiα
∂L
∂xi
)
eα,
where {eα} is the dual basis of {eα}, then the Euler-Lagrange differential equa-
tions can be thought as
δL = 0.
2.7.2 Variational formalism
As we mentioned, an alternative to the symplectic formalism for recovering
the Euler-Lagrange equations, is the variational formalism. In [43] it was shown
that the Euler-Lagrange equations for a Lagrangian system on the Lie algebroid
are the equations for critical points of the energy functional defined on the space
of admissible curves, imposing some boundary conditions.
In order to give a short review of this variational principle it is needed to
present what is the space of curves to be worked on, what it is the considered
neighbohood of a curve from this space and what the manifold structure of it,
in order to have clear what is the differential of the energy functional and when
it is defined.
In the context of Lie algebroids, the finite variations with fixed base end-
points are considered the homotopies on it. We will present here what is the
considered the notion of homotopy on the Lie algebroid. First we’ll define what
a Lie algebroid morphism is and then the notion of A-homotopy-homotopy on
a Lie algebroid A-, will be generalized from the classical case.
Morphisms of Lie algebroids
Let τ : A → M and τ¯ : B → N be two Lie algebroids with the anchor maps ρ
and respectively ρ¯.
Definition 15: A vector bundle map φ : A → B over ϕ : M → N is said
to be admissible if it maps admissible curves into admissible curves, that is:
ρ¯ ◦ φ = Tϕ ◦ ρ and is said to be a morphism of Lie algebroid, if moreover it
satisfies: φ∗ dθ = dφ∗θ,∀θ ∈ Sec(Λp(B)∗).
Local expression: In local coordinates, a vector bundle map has the expres-
sion: φ(x, y) = (ϕi(x), φαβ(x)y
β) and the condition that φ is an admissible map
is: ρ¯iα
∂ϕk
∂xi = ρ
k
βφ
β
α and it is a morphism:
C¯αβγφ
β
µφ
γ
ν + ρ
i
µ
∂φαν
∂xi
− ρiν
∂φαµ
∂xi
= Cγµνφ
α
γ . (2.34)
Particular case: When the morphism is between the Lie algebroids TR2 over
R2and A over M, φ it can be written as: α(s, t)dt + β(s, t)ds, where α(s, t) =
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φ( ∂∂t |(s,t)) and β(s, t) = φ( ∂∂s |(s,t)). The condition that φ is an admissible map
says that the curves: t 7→ α(s, t) and s 7→ β(s, t) are admissible.
Locally, the condition to be a morphism in this case is translated as:
∂αk
∂s
− ∂β
k
∂t
= Ckcdα
cβd. (2.35)
Notice that if φ = α(s, t)dt+β(s, t)ds is a morphism, then the tangent vector
to the variation curve s 7→ α(s, t) is:
∂α
∂s
(s, t) = Ξαsβs.
Construction of a morphism: Let η ∈ Sec(A) and take φs the flow of the
vector field ρ1(ηC) ∈ X(A) and ϕs the flow of the vector field ρ(η) ∈ X(M). It
can be easily observed that φs projects onto ϕs, so for each fixed s, the map φs
is a vector bundle map which is a morphism of Lie algebroids over ϕs.
Definition 16: The flow of a section η ∈ Sec(A) is the pair (φs, ϕs).
From a section of A and an admissible curve of it one can construct a mor-
phism from TR2 to A using the flow of the section, in the following way:
Proposition 1: Let α0 be an admissible curve in A, with base path γ0, and let
η be a section of A, with its flow (φs, ϕs). Then, construct:
α(s, t) = φs(α0(t)) γ(s, t) = ϕs(γ0(t)) and β(s, t) = η(γ(s, t)).
Then φ(s, t) = α(s, t)dt+ β(s, t)ds is a morphism from TR2 to A over γ.
Proof. As φs projects to ϕs, both α(s, t) and β(s, t) project to γ(s, t), so φ is
a vector bundle map over γ.
φs is a morphism so it maps the admissible curve α0(t) into admissible curves,
such that t 7→ α(s, t) is admissible. In order to get that φ is an admissible map
it remains to prove that s 7→ β(s, t) are admissible. Using that ϕs is the flow of
ρ(η), we have that
∂γ
∂s
(s, t) =
∂
∂s
ϕs(γ0(t)) = ρ(η)(ϕs(γ0(t))) = ρ(η(γ(s, t))) = ρ(β(s, t)),
Now it is left to prove the morphism condition, that is
∂α
∂s
(s, t) = Ξαsβs, (2.36)
equivalent to showing that: χA(β, α,
∂β
∂t ) = (α, β,
∂α
∂s ).
The first term is equal to:
∂α
∂s
(s, t) =
∂
∂s
(φs(α0(t))) = ρ
1(ηC)(φs(α0(t))) = ρ
1(ηC)(α(s, t)) = ρ1(βC)(α(s, t))
and this is equal to the second term of relation (2.36), as by definition
Ξαsβs = ρ
1(β, α, β˙) = ρ1(βC)(α(s, t)).
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Homotopies
Consider γ(s, t) a homotopy on a manifold M . Notice the tangent aplication
Tγ : TR2 → TM has the form Tγ = ∂γ∂t (s, t)dt + ∂γ∂s (s, t)ds and from the
definition of homotopy on a manifold it follows: ∂γ∂s (s, 0) =
∂γ
∂s (s, 1) = 0. It is
used this remark in order to generalize the notion of homotopy on a Lie algebroid
A, the A-homotopy. Consider the particular case of morphism φ : TR2 → A
written an φ(s, t) = a(s, t)dt+ b(s, t)ds with the additional conditions: b(s, 0) =
b(s, 1) = 0,∀s. This is the idea used to generalize the notion of homotopy to a
Lie algebroid. Indeed, remark that in particular, Tγ is an TM−homotopy.
Definition 17: An A-homotopy between two admissible curves in A denoted
α0, α1 : J = [t0, t1]→ A is a morphism of Lie algebroids φ : TI×TJ → A, φ =
α(s, t)dt+ β(s, t)ds, where s ∈ I = [0, 1], such that:
α(0, t) = α0(t) β(s, t0) = 0
α(1, t) = α1(t) β(s, t1) = 0.
We say that φ is an A−homotopy from the admissible curve α0 to α1.
In general, the infinitesimal variation of any homotopy of a curve α has the
form given by Ξα(β), where β is any α-section whose endpoints are zero.
Construction of an A-homotopy: Using the above presented construction
of a morphism it can be given the construction of an A-homotopy as a corollary
to proposition 1. We just need to use the section η, with compact support, with
the supplementary condition that η(m0) = η(m1) = 0.
Corollary 1: Let α0 : [t0, t1] → A be a curve in A, with base path γ0 such
that γ(t0) = m0 and γ(t1) = m1, where m0,m1 are two points in M and let η
be a section of A, with compact support such that η(m0) = η(m1) = 0 of flow
denoted by (φs, ϕs). Then a map φ can be constructed as in Proposition 1, that
is an A-homotopy from α0 to α1 = φ1 ◦ α0.
Proof. The condition of compact support ensures that the flow of η to be
globally defined, so that φ1 be defined.
In order to have φ a A-homotopy, we just need that α(0, t) = α0 and α(1, t) =
α1, which is obviously satisfied, and that β(s, t0) = 0, β(s, t1) = 0.
As η(m0) = 0 and η(m1) = 0, then ρ(η(m0)) = ρ(η(m1)) = 0 from where
ϕs(m0) = m0, ϕs(m1) = m1, so:
β(s, t0) = η(γ(s, t0)) = η(ϕs(γ(t0))) = η(ϕs(m0)) = η(m0) = 0 and
β(s, t1) = η(γ(s, t1)) = η(ϕs(γ(t1))) = η(ϕs(m1)) = η(m1) = 0.
To anticipate, the neighborhood of a curve considered in the variation prin-
ciple described in [43] is going to be an A-homotopy and we will further describe
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what topology is going to be considered on the space of admissible curves for
the variational principle.
The space of admissible curves
In this section, we will look at the properties of the space of curves that are
going to be considered for the variational principle, that is the space of admis-
sible curves from a Lie algebroid. We will present the two manifold structures
that can be considered on it and each advantages.
One of this structures is related to the A-homotopy equivalence relation
and this one will be used in the variational principle. We will explain why the
neighborhood of a curve considered in it will be given by a A-homotopy class
and we will give the form of an infinitesimal variation of the variations that are
going to be considered.
The set of admissible curves:
A([t0, t1], A) =
{
a : [t0, t1]→ A
∣∣∣∣ ρ ◦ a = ddt (τ ◦ a)
}
,
is a subset of the space of all the curves in a vector bundle, who are of C1-class,
and their projection is of C2-class, space which is a Banach manifold.
The A-homotopy being an equivalence relation defines a partition of the
space of admissible curves into disjoint sets. It was proven that any A-homotopy
class is a smooth Banach manifold and that such a partition is a foliation.
In fact, the A-homotopy classes are Banach submanifolds as the space of
admissible paths is a Banach manifold.
The foliation we mentioned induces a differentiable manifold structure on
A([t0, t1], A). This space considered with this induced differentiable manifold
structure by the explained foliation is denoted by P([t0, t1], A).
Also, the set of admissible paths admits the natural differentiable structure
given by the fact that it is a submanifold of the set of C1-paths in A, and with
this structure will be denoted also with A([t0, t1], A).
The structure of A([t0, t1], A) is used when working in problems which are
related to relation between neighbor A-homotopy classes, while the structure of
P([t0, t1], A) is used when one is not interested to pass from one A-homotopy
class to another.
Let m0,m1 ∈M be two fixed points. Consider:
P([t0, t1], A)
m1
m0 = {α ∈ P([t0, t1], A) | τ(α(t0)) = m0 and τ(α(t1)) = m1 } .
This set P([t0, t1], A)
m1
m0 is a Banach submanifold of P([t0, t1], A), which can
be thought as the disjoint union of the A-homotopy classes of curves with base
path connecting two fixed points.
Remark also about the set A([t0, t1], A)
m1
m0 that one can not be sure if it has
a manifold structure.
Let α ∈ A([t0, t1], A), and denote by
Σα =
{
β ∈ Secα(A)
∣∣ β is C2(A) with β(t0) = 0 and β(t1) = 0} ,
38 CHAPTER 2. PRELIMINARIES
and by
Fα =
{
v ∈ TαA([t0, t1], A) | there exists β ∈ Secα(A) such that
β(t0) = 0, β(t1) = 0 and v = ρ
1(χA(β, α, β˙))
}
.
Then Fα = Ξα(Σα), Fα ⊂ TαA([t0, t1], A) and F = ∪a∈A([t0,t1],A)Fa ⊂
TA([t0, t1], A) is the integrable subbundle of the tangent bundle to A([t0, t1], A).
The leaves defined by it are the A−homotopy classes.
That is, if L is the leaf containing α, L = P([t0, t1], A)
m1
m0 , when τ(α(t0)) =
m0 and τ(α(t1)) = m1, then
TαL = {Ξαβ |β ∈ SecαA, β(t0) = β(t1) = 0}.
That is, the tangent space contains the vectors of the form Ξαβ = ρ
1(χA(β, α, β˙))
(tangent to the curves s 7→ αs), for β α-sections vanishing at the end-points.
This vectors define an integrable distribution whose leaves are precisely the
homotopy classes, and as a consequence, such kind of vectors span the whole
tangent space to the given homotopy class.
Notice that as for any α ∈ A([t0, t1], A) the restriction of Ξα to Σα is injec-
tive, there is a isomorphism between the real vector spaces Σα and Fα.
Variational formulation
Having specified the space of curves on which the variational principle is
given, its manifold structure, its topology and the variations that are going to
be considered in its formulation on a Lie algebroid, we can now present the
theorem that shows how crtical points of the energy functional on the Banach
space P([t0, t1], A)
m1
m0 satisfies the Euler-Lagrange equations.
Theorem 5: Let L ∈ C∞(A) be a Lagrangian function on the Lie algebroid A
and fix two pointsm0,m1 ∈M . Consider the action functional E : P([t0, t1], A)m1m0 →
R given by E(α) =
∫ t1
t0
L(α(t))dt. The critical points of E on the connected Ba-
nach manifold P([t0, t1], A)
m1
m0 are precisely those elements in this space which
satisfy Lagrange’s equations.
Proof. The action functional E is a smooth function on P([t0, t1], A)
m1
m0 . Take
a curve α ∈ P([t0, t1], A)m1m0 . Then, it is known that the tangent vectors to it will
have the form Ξα(β), where β ∈ Σα.
Taking into account that Ξα(fβ) = fΞα(β)+f˙β
V
α, for every function f : [t0, t1]→
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R, we have
0 = 〈 dE(α) ,Ξα(fβ) 〉 =
∫ t1
t0
[f(t)〈 dL ,Ξα(β) 〉+ f˙〈 dL , βVα 〉]dt
=
∫ t1
t0
f(t)
[
〈 dL ,Ξα(β) 〉+ d
dt
〈 θL ◦ α , β 〉
]
dt+ f〈 θL ◦ α , β 〉
∣∣∣1
0
=
∫ t1
t0
f(t)
(
(dβCL)(α(t))−
d
dt
〈 θL , βC 〉(α(t))
)
dt
=
∫ t1
t0
f(t)
(
(dβCL)(α(t))−
d
dt
(dβVL)(α(t))
)
dt
=
∫ t1
t0
f(t)〈 δL(α˙(t)) , β(t) 〉dt.
Since this holds for every function f and every section β ∈ Σα it follows that
the critical points are determined by the equation δL(α˙(t)) = 0, that is, by the
Lagrange’s equations.
An advantage of working on Lie algebroids is that it can appear connections
between different dynamical systems and their solutions even when this systems
are defined on different Lie algebroids, when there are morphisms between them.
In particular, when the morphism is fiberwise surjective, the variational principle
can be reduced, and the symplectic equations as well.
When two Lie algebroids and the Lagrangians defined on them are connected
through a morphism of Lie algebroids, then it was shown in [43] that there can be
found a correspondence between the solution of the Lagrange equations on the
two Lie algebroids. Also, there is a connection between the energy functionals
the two Lagrangians defined on their corresponding space.
Consider a morphism φ : A → B of Lie algebroids and the induced map
between the spaces of paths φˆ : P([t0, t1], A)→ P([t0, t1], B), defined by φˆ(a) =
φ ◦ a, which is a smooth map for this particular case of φ being a Lie algebroid
morphism. Consider a Lagrangian L on A and a Lagrangian L′ on B which are
related by φ, that is, L = L′ ◦ φ. Then the associated energy functionals E on
P([t0, t1], A) and E
′ on P([0, 1], B) are related by φˆ, that is E′ ◦ φˆ = E. Indeed,
E′(φˆ(α)) = E′(φ ◦ α) =
∫ t1
t0
(L′ ◦ φ ◦ α)(t) dt =
∫ t1
t0
(L ◦ α)(t) dt = E(α).
Theorem 6: Let φ : A → B be a morphism of Lie algebroids. Consider a
Lagrangian L on A and a Lagrangian L′ on B such that L = L′ ◦ φ. If α is an
admissible curve and α′ = φ◦α is a solution of Lagrange’s equations for L′ then
α itself is a solution of Lagrange’s equations for L.
Proof. Since E′ ◦ φˆ = E we have that 〈 dE′(φˆ(α)) , Tαφˆ(v) 〉 = 〈 dE(α) , v 〉 for
every v ∈ TaP([t0, t1], A)m1m0 . If φˆ(α) is a solution of Lagrange’s equations for L′
then dE′(φˆ(α)) = 0, from where it follows that dE(α) = 0.
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Theorem 7: Let φ : A→ B be a fiberwise surjective morphism of Lie algebroids.
Consider a Lagrangian L on A and a Lagrangian L′ on B such that L = L′ ◦ φ.
If α is a solution of Lagrange’s equations for L then α′ = φ ◦ α is a solution of
Lagrange’s equations for L′.
Proof. Since E′ ◦ φˆ = E we have that 〈 dE′(φˆ(α)) , Tαφˆ(v) 〉 = 〈 dE(α) , v 〉 for
every v ∈ TαP([t0, t1], A)m1m0 . If φ is fiberwise surjective, then φˆ is a submersion,
from where it follows that φˆ maps critical points of E into critical points of E′, i.e.
solutions of Lagrange’s equations for L into solutions of Lagrange’s equations
for L′.
Chapter 3
Applications in
Mathematics
A second order differential equation can be seen geometrically as a vector field
Γ ∈ X(TQ) that satisfies: S(Γ) = ∆. If γ is an integral curve on the base of Γ,
then γ¨ = Γ ◦ γ˙ and the local expression of Γ in natural coordinates is
Γ(q, v) = vi∂qi + f
i(q, v)∂vi .
A spray is a sode where the functions f i are homogeneous polynomial functions
of degree 2 in v, that is: f i(q, v) = f ijk(q)v
ivj . On a Riemannian manifold Q,
the geodesic curves are the integral curves on the base of a spray: Γ(q, v) =
vi∂qi + Γ
i
jk(q)v
ivj∂vi . Thus the geodesic curves satisfy the geodesic equations:
q¨i = Γijk(q)q˙
iq˙j , when in local coordinates on Q, the curve γ = (qi) and where
Γijk the coefficients of the Levi-Civita connection.
One of our objectives for this chapter is to study variations of integral curves
of a general sode on a manifold, their variational vector fields and the differen-
tial equation satisfied by such vector fields. We would like to find this equation
in a way that resembles as much as possible the original Jacobi equation in
Riemannian geometry.
There, a Jacobi field W along a geodesic γ is defined as a solution of the Ja-
cobi equation Dγ˙Dγ˙W +Rie(W, γ˙)γ˙ = 0, where D is the Levi-Civita connection
associated to a given Riemannian metric and Rie is the curvature tensor, associ-
ated to the Levi-Civita connection. Jacobi fields are interpreted as infinitesimal
variations of the geodesic γ by geodesics, or in other words, as the infinitesimal
variation vector field associated to a 1-parameter family of geodesics.
As our initial objective is to find similar Jacobi equation for this more gen-
eral context of a sode on a manifold, and as in the Riemannian manifold the
Jacobi equation is given with the help of the Levi-Civita connection and the
Jacobi endomorphism, we will like to use objects who generalize them. In Sec-
tion 3.1 we introduce a non-linear connection and the Jacobi endomorphism
associated to a sode on a manifold, given in [44]. We will also present other
properties concerning Lie transported vector fields and 1-parameter family of
integral curves of a vector field that will allow us to define Jacobi fields for a
general sode. In the end we give the Jacobi generalized equation. In Section
3.2 we generalize this results to the framework of sode on Lie algebroids.
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Afterwards we will generalize this results to the frame of Lie algebroids, that
is for general sode on Lie algebroids and having done that we will consider the
case of a geodesic spray on a special kind of Lie algebroid, a Riemannian Lie
algebroid, introduced by Boucetta in [5].
Remember that in the Riemannian manifold, a geodesic, an integral curve of
a geodesic spray, minimizes the energy functional if it has no conjugate points
along it [26]. Conjugate points in that frame are points along a geodesic, for
which there exists a Jacobi field that annuls in them.
What we want to do in Section 3.3 is to generalize this result for the case
of a Riemannian Lie algebroid. This will situate us in the particular case of
the theory for sode on Lie algebroids,from Section 3.2, where the sode will
be a geodesic spray associated to the Levi-Civita connection or, in other words,
a lagrangian sode for L(α) = 12g(α, α), where g is the Riemannian metric on
the Lie algebroid. We will thus relate the conjugate points corresponding to
geodesic spray to second variation of the energy functional.
In Section 3.3 we will introduce a Riemannian metric on a Lie algebroid and
its corresponding Levi-Civita connection as done in [5]. For the particular case of
a geodesic spray on a Lie algebroid, we will take a look at its integral curves, the
geodesics, at the variation of its integral curves with their corresponding Jacobi
sections and conjugate points. For the energy functional we will consider, as in
the classical case, its first and second variation along variations of integral curves
of the sprays in Section 3.4, as they are fundamental tools to study minimizing
results.
An advantage of our generalizing results on Lie algebroids from Section 3.2
is that we will obtain an equation which is valid for second order systems with
holonomic constraints, systems defined on Lie algebras and systems with sym-
metry, in addition to the standard case. For applications of the theory of Lie
algebroids in Classical Mechanics, Control Theory and Field Theory we refer to
the reader to [41, 35, 42, 40].
3.1 The standard case of sodes on tangent bun-
dles
In this section we will review the basic results about the variational equation
and we reformulate the Jacobi equation in a way suitable for the generalization
to sode on Lie algebroids that will be given in Section 3.2.
In Subsection 3.1.1 we will study the properties satisfied by the infinites-
imal variation vector field of a 1-parameter family of solutions of a general
first-order differential equation, which corresponds to the linear variational dif-
ferential equation. These results will be applied to the case of a second-order
differential equation (sode), in Subsection 3.1.2 clarifying the geometrical mean-
ing of the concept of Jacobi field in terms of the geometry of the tangent bundle.
In Subsection 3.1.3 by using the non-linear connection associated to the sode,
we will find the equation satisfied by the variation vector fields, which gener-
alizes the Jacobi equation. The form of this equation, ∇∇W + Φ(W ) = 0, is
similar to the original Jacobi equation.
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3.1.1 The variational differential equation and its geomet-
ric interpretation
We consider a vector field X ∈ X(M) on a manifold M and we denote by {ϕt}
its local flow. We fix an integral curve ζ0 : I⊂R→M of X defined on a compact
interval I = [0, T ]. We set m = ζ0(0) the initial point, so that ζ0(t) = ϕt(m).
A vector field along the curve ζ0 is a map Z : I → TM such that Z(t) ∈
Tζ0(t)M for all t ∈ I. The following definitions are from [?].
Definition 18: A vector field Z along ζ0 is said to be Lie transported along
the flow of X if there exists ξ ∈ TmM such that Z(t) = Tϕt(ξ) for every t ∈ I.
Definition 19: The Lie derivative of a vector field Z along ζ0 with respect
to X is the vector field LXZ along ζ0 defined by
LXZ(t) =
d
ds
Tϕ−sZ(t+ s)
∣∣∣
s=0
= lim
h→0
1
h
[Tϕ−hZ(t+ h)− Z(t)].
Remark 6: As a consequence of the above definition, if Z˜ ∈ X(M) is an exten-
sion of Z then LXZ(t) = [X, Z˜](ζ0(t)). 
We recall that given a vector field W along a curve ζ0 the complete lift of W
is the vector field W C along ζ˙0 given by W
C(t) = χTM (W˙ (t)). Similarly, if Y is
a vector field on M , the complete lift of Y is the vector field on TM defined by
Y C = χTM ◦ TY . Both definitions are consistent in the sense that the complete
lift of the restriction of Y to the curve ζ0 is the restriction of the complete lift
to the curve ζ˙0, that is, Y
C ◦ ζ˙0 = (Y ◦ ζ0)C. As it is well known, if {φt} is the
flow of Y then the flow of Y C is {Tφt}.
Proposition 2: The following properties are equivalent:
1. Z is Lie transported along the flow of X.
2. For every t ∈ I and every s such that s + t ∈ I we have Tϕs(Z(t)) =
Z(t+ s).
3. The Lie derivative of Z vanishes identically, LXZ(t) = 0 for all t ∈ I.
4. The curve Z : I → TM is an integral curve of the complete lift XC ∈
X(TM) of X.
In local natural coordinates (xi, vi) in TM , the above properties express that
the components xi = ζi0(t), v
i = Zi(t) of Z satisfy the linear variational equation
x˙i = Xi(x)
v˙i =
∂Xi
∂xj
(x)vj .
The proof will be postponed to Section 3.2 where it will be given for the
more general case of Lie algebroids.
Our first aim is to prove that a Lie transported vector field along the flow of
a vector field X, is obtained via variation of integral curves of the vector field.
Definition 20: A 1-parameter family of integral curves ofX is a map ζ : (−, )×
I⊂R2 → M such that for every s ∈ (−, ) the curve ζs : I → M , given by
ζs(t) = ζ(s, t) is an integral curve of X. The vector field Z along ζ0 defined by
Z(t) = ∂ζ∂s (0, t) is said to be the infinitesimal variation vector field defined by
the 1-parameter family.
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We will also say that ζ is a finite variation of ζ0 by integral curves of X.
Proposition 3: A vector field Z along an integral curve ζ0 of X is the infinites-
imal variation vector field defined by a 1-parameter family of integral curves of
X if and only if it is Lie transported by the flow of X.
Proof. If ζ(s, t) is a 1-parameter family of integral curves of X then we have
that ζ(s, t) = ϕt(ζ(s, 0)). Taking the partial derivative with respect to s at
s = 0 we get that the variational vector field Z(t) = ∂ζ∂s (0, t) satisfies
Z(t) =
∂ζ
∂s
(0, t) = Tϕt
∂ζ
∂s
(0, 0) = Tϕt(Z(0)),
so that Z is Lie transported.
Conversely, let Z(t) be Lie transported along the integral curve ζ0(t) =
ϕt(m), that is Z(t) = Tϕt(ξ). Consider any curve α(s) in M such that α(0) =
ζ0(0) = m and α˙(0) = ξ. The 1-parameter family ζ(s, t) = ϕt(α(s)) is a family
of integral curves of X satisfying the given properties. Indeed, for every fixed
s we have that ζs(t) = ϕt(α(s)) is an integral curve of X; for s = 0 we have
ζ(0, t) = ϕt(α(0)) = ϕt(m) = ζ0(t); and the variational vector field is
∂ζ
∂s
(0, t) = Tϕt(α˙(0)) = Tϕt(ξ) = Z(t),
where in the last equality we have used that Z is Lie transported.
3.1.2 The case of second-order differential equations
As Γ is a sode if it satisfies TτQ(Γ(v)) = v for every v ∈ TQ, it follows from
this property that the integral curves of Γ are natural or tangent lifts γ˙ of curves
γ in the manifold Q, which are said to be integral curves of Γ in the base.
We consider now the special case of the constructions above with M ≡ TQ
and X ≡ Γ a sode on Q. We have that a variation by integral curves of Γ
is of the form ζ(s, t) = ∂γ∂t (s, t), for γ(s, t) a 1-parameter family of curves in Q
(each one is an integral curve in the base of Γ). We will denote by W (t) the
variational vector field of the base family,
W (t) =
∂γ
∂s
(0, t).
Then, the variational vector field for the family ζ(s, t) is
Z(t) =
∂ζ
∂s
(0, t) =
∂
∂s
∂γ
∂t
(s, t)
∣∣∣
s=0
= χTQ
∂
∂t
∂γ
∂s
(0, t) = χTQW˙ (t) = W
C(t).
Definition 21: Given a second-order vector field Γ ∈ X(TQ), a vector field
W (t) along an integral curve in the base γ0 of Γ is a Jacobi field of the sode
Γ if Z = W C is a variation vector field along the integral curve γ˙0 by integral
curves of Γ.
It follows that a vector field W (t) is a Jacobi field if and only if it satisfies
the equation LΓW
C = 0, or equivalently W C is Lie transported along the flow
φt of Γ or equivalently Tφs
(
W C(t)
)
= W C(t+ s).
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3.1.3 The Jacobi equation
The equation that W needs to satisfy to be a Jacobi field for the considered
sode LΓW
C = 0, is a second-order linear differential equation, as it will be
presented in local coordinates in Section 3.1.4. In the particular case when Γ is a
geodesic spray one can rewrite such equation in terms of the associated covariant
derivative. A general sode does not define such a covariant derivative, but
has an associated canonical non-linear connection. We will use such nonlinear
connection to find an explicit expression of that equation. The reference [44]
offers a detailed construction of the objects in this section. We will present in
the following paragraphs first the notion of sections of a fiber bundle along a
map, then an Ehresmann connection associated to a sode and other properties
that will be useful in rewriting the Jacobi equation in a convenient way for
sodes on a manifold, that will further allow us a smooth generalization for the
Jacobi equation for sodes on Lie algebroids.
Sections of a fiber bundle along a map. Consider the differential map
φ : N → M . A section of the fiber bundle pi : E → M along φ is a map
σ : N → E that satisfies pi ◦ σ = φ. The space of sections along φ will be
denoted by Σφ(pi) and when E is a vector bundle it has a C
∞(N)−module
structure and so does the space of the pullback of E by φ. In this case between
them there exists a module isomorphism.
Classical examples of vector fields along maps are the restriction of a vector
field X ∈ X(M) to a curve γ : I → M , which is a vector field along γ, and
the tangent vector field to the curve γ, which is a section γ˙ : R → TM of the
tangent fiber bundle to M along γ.
The Ehresmann connection associated to a sode. Any sode Γ deter-
mines on the fiber bundle of a manifold Q an Ehresmann connection. If S is
the vertical endomorphism on TQ, it is well known that the tensor LΓS, satis-
fies (LΓS)
2 = I. The subbundle corresponding to the eigenvalue +1 coincides
with the vertical subbundle and the projector on it is PV =
1
2 (I + LΓS), PV :
TTQ→ Ver(TQ). Therefore, at every point, the eigenspace of eigenvalue −1 is
a subbundle complementary to the vertical subspace, that is, a connection on
τQ : TQ→ Q and hence it defines a splitting TTQ = Hor(TQ)⊕Ver(TQ). The
projector onto the horizontal subbundle is PH =
1
2 (I − LΓS).
In local coordinates, if Γ = vi ∂∂xi + f
i ∂
∂vi then LΓS is identified with the
matrix
(
1 0
− ∂fi∂va 0
)
and then the expression of PH in coordinates is:
PH =
∂
∂xi
⊗ dxi + 1
2
∂f j
∂vi
∂
∂vj
⊗ dxi.
The coefficients of the connection are given by:
Γij = −
1
2
∂f i
∂vj
. (3.1)
A local basis of vector fields adapted to the distribution is given by:{
Hi =
∂
∂xi
− Γji
∂
∂vj
, Vi =
∂
∂vi
}
,
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where the brackets of the basis elements are:
[Hi, Hj ] =
{
∂Γki
∂xj −
∂Γkj
∂xi − ∂Γ
k
i
∂vl
Γlj +
∂Γkj
∂vl
Γli
}
Vk,
[Hi, Vj ] = [Hj , Vi] =
∂Γki
∂vj Vk =
∂Γkj
∂vi Vk,
[Vi, Vj ] = 0.
and its dual basis of the dual space
∧1
(TQ) is given by:
{Hi = dxi, V i = dvi + Γijdvj}.
Remark 7: We know that the curvature of a nonlinear connection is given by
R(U, V ) = [UH, V H] − [U, V ]H, where U, V ∈ X(Q) and where Uh denotes the
horizontal lift of the vector field U. Thus R
(
∂
∂xi ,
∂
∂xj
)
= [Hi, Hj ], from where:
R
( ∂
∂xi
,
∂
∂xj
)
=
(∂Γki
∂xj
− ∂Γ
k
j
∂xi
− ∂Γ
k
i
∂vl
Γlj +
∂Γkj
∂vl
Γli
)
Vk.

The dynamical covariant derivative and the Jacobi endomorphism
associated to a sode. Both subbundles Hor(TQ) and Ver(TQ) are isomor-
phic to τ∗Q(TQ) = TQ ×Q TQ via horizontal and vertical lift, respectively. It
follows that every vector field Z ∈ X(TQ) can be written in an unique way as
Z = XH + Y V, with X,Y vector fields along the map τQ.
Taking into account this decomposition the Lie derivative of a horizontal
lift defines two geometrical objects: the generalized Jacobi endomorphism Φ :
ΣτQ(τQ) → ΣτQ(τQ) and the covariant derivative ∇ : ΣτQ(τQ) → ΣτQ(τQ), by
means of
LΓX
H = (∇X)H + (Φ(X))V,
where by Φ(X) we understand Φ(X)(v) = Φv(X(v)).
Applying this relation to the vector field fX for a function f ∈ C∞(TQ) we
find that ∇ is a derivation along Γ, that is, it satisfies ∇(fX) = (LΓf)X+f∇X,
while Φ is a (1, 1)-tensor field, Φ(fX) = fΦ(X). Indeed, on one hand we have
LΓ(fX)
H = (∇(fX))H + (Φ(fX))V and on the other:
LΓ(fX)
H = (Γf)XH + fLΓ(X)
H =
= (Γf)XH + f(∇X)H + f(Φ(X))V =
= (ΓfX + f∇X)H + (fΦ(X))V,
from where the conclusion follows.
The Lie derivative of a vertical lift does not define any new object, but can
be expressed in terms of ∇,
LΓX
V = −XH + (∇X)V.
We can extend the same relations for a vector field W along an integral curve
in the base γ of Γ
LΓW
H = (∇W )H + (Φ(W ))V and LΓW V = −W H + (∇W )V,
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where Φ(W ) stands for Φ(W )(t) = Φγ˙(t)(W (t)).
In the basis {Hi, Vi} the local expression of Γ becomes:
Γ = viHi + (f
i + Γijv
j)Vi,
and the Lie derivatives with respect to Γ of the vector fields of the basis are:{
LΓHi = [Γ, Hi] = Γ
j
iHj + Φ
j
iVj
LΓVi = [Γ, Vi] = −Hi + ΓjiVj
where the functions Φji are the components of the Jacobi endomorphism and
are given by:
Φij = −
∂f i
∂xj
− ΓikΓkj − Γ(Γij). (3.2)
In local coordinates (xi, vi) on TQ, if the sode vector field is Γ = vi∂xi +
f i∂vi , the horizontal lift of a coordinate vector field ∂/∂x
i is Hi. If W is of the
form W (t) = W i(t)∂xi , then the dynamical covariant derivative of W takes the
expression:
∇W (t) =
(
W˙ i(t) + Γij(γ˙(t))W
j(t)
) ∂
∂xi
,
Taking in consideration Remark 6 a similar formula is valid for a vector field X
along τQ :
∇X(q, v) = (Γ(Xi(q, v)) + ΓijXj(q, v))
∂
∂xi
.
The expression of the Jacobi endomorphism acting upon W , a vector field
along the curve γ(t) is:
Φ(W )(t) = Φij(γ˙(t))W
j(t)
∂
∂xi
.
Jacobi equation for sode on manifold. Since we are interested in the
equation LΓW
C = 0, we need to decompose the complete lift W C in its horizontal
and vertical components. We have that:
W C = W H + (∇W )V.
Indeed, the difference between XC and XH is a vertical vector field XC−XH = Y V.
Applying LΓS to this expression we find:
Y V = (LΓS)Y
V = (LΓS)X
C − (LΓS)XH =
= LΓ(SX
C)− S(LΓXC) +XH = LΓXV +XH = (∇X)V,
where we have used that LΓX
C is vertical (as it can be proved easily in coordi-
nates).
From all this facts it is now easy to prove the following result.
Theorem 8: A vector field W along an integral curve in the base γ0 of Γ is a
Jacobi field if and only if it satisfies the second-order differential equation
∇∇W + Φ(W ) = 0.
This equation will be called the (generalized) Jacobi equation.
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Proof. Taking the Lie derivative of W C = W H + (∇W )V with respect to Γ we
have
LΓW
C = LΓW
H + LΓ(∇W )V
=
(
(∇W )H + (Φ(W ))V)+ (−(∇W )H + (∇∇W )V)
= [∇∇W + Φ(W )]V.
From where the result follows immediately.
Jacobi fields are related to infinitesimal symmetries of the sode Γ. If Y ∈
X(TQ) is an infinitesimal symmetry of Γ, that is LΓY = 0, then it is of the form
Y = XH + (∇X)V for some vector field X along the projection τQ. Therefore,
if γ is an integral curve in the base of Γ, the vector field W (t) = X ◦ γ satisfies
Y ◦ γ˙ = W C and LΓW C = 0, and hence W is a Jacobi field. This result already
appeared in this form in [13].
3.1.4 The variational sode
The Jacobi equation LΓW
C = 0 for a given sode on Q, is itself a second order
differential equation as it can be seen from the equivalence of item 3 with item
4 from Proposition 2, and it corresponds to a sode vector field. More exactly,
in the local coordinates (xi, vi, wi, ui) on TTQ this property is written as:
x˙a = va
v˙a = fa
w˙a = ua
u˙a = wb
∂fa
∂xb
+ ub
∂fa
∂vb
.
(3.3)
which reduces to  x¨
a = fa
w¨a = wb
∂fa
∂xb
+ ub
∂fa
∂vb
.
(3.4)
from where it is obviously it is a sode in the coordinates (xi, wi).
It is therefore natural to look for a sode on TQ whose solutions are the
Jacobi fields together with the solutions of the original sode on Q.
Proposition 4: With the fixed notation, if W is a Jacobi field then W˙ is an
integral curve of the vector field ΓVAR = TχTQ◦ΓC◦χTQ.
Proof. If W is a Jacobi field, then, from Definition 21, W
C
is the variational
vector field along the integral curve γ˙ by the integral curves of Γ, from where
using Proposition 3 and the equivalent condition 4 from Proposition 2 we get
that W
C
is an integral curve of ΓC. Taking into account that W C = χTQ◦W˙ we
have that the derivative of W˙ satisfies:
d
dt
W˙ =
d
dt
(χTQ◦W C) = TχTQ◦ d
dt
W C = TχTQ◦ΓC◦W C = TχTQ◦ΓC◦χTQ◦W˙ ,
from where the conclusion follows.
3.1. THE STANDARD CASE OF SODES ON TANGENT BUNDLES 49
Theorem 9: The map ΓVAR = TχTQ◦ΓC◦χTQ is a vector field on TTQ and
satisfies the following properties:
1. ΓVAR is χTQ-related to Γ
C.
2. ΓVAR is a sode vector field on TQ.
3. ΓVAR is TτQ-related to Γ.
4. If φt is the local flow of Γ, then the local flow of Γ
VAR is φVARt =
χTQ◦Tφt◦χTQ.
If W : R → TQ is an integral curve in the base of ΓVAR ∈ X(TTQ), then γ =
τQ◦W is an integral curve on the base of Γ and W is a Jacobi field along γ.
Conversely, if γ is an integral curve in the base of Γ and W is a Jacobi field
along γ then W is an integral curve on the base of ΓVAR.
Proof. We have that ΓVAR = TχTQ◦ΓC◦χTQ = TχTQ◦ΓC◦χ−1TQ, which proves
the first. As a consequence, the flow of ΓVAR is χTQ◦Tφt◦χTQ where φt is the
flow of Γ, which proves 4. Taking into account that τTQ◦χTQ = TτQ, we have
T (TτQ)◦ΓVAR = T (TτQ◦χTQ)◦ΓC◦χTQ = TτTQ◦ΓC◦χTQ = Γ◦τTQ◦χTQ = Γ◦TτQ,
which proves 3. Finally item 2 follows easily from the coordinate expression of
ΓC:
ΓC = va
∂
∂xa
+ fa
∂
∂va
+ ua
∂
∂wa
+
(
wb
∂fa
∂xb
+ ub
∂fa
∂vb
) ∂
∂ua
.
[⇒]For the direct implication we will apply in W˙ the expression correspond-
ing to ΓVAR being TτQ-related to Γ , i.e.:
[T (TτQ) ◦ ΓVAR](W˙ ) = [Γ ◦ TτQ](W˙ ).
Then, on one hand, using the hypothesis that ΓVAR(W˙ ) = W¨ , in the first
term we have:
T (TτQ) ◦ ΓVAR(W˙ ) = T (TτQ) ◦ W¨ = T (TτQ ◦ W˙ ) = T (T (τQ ◦W )) = γ¨
and on the other side: Γ ◦ TτQ(W˙ ) = Γ(T (τQ ◦W )) = Γ(γ˙)
Equalizing the two parts we get : Γ(γ˙) = γ¨, which proves that γ is an integral
curve on the base of Γ.
Now using the definition of W being an integral curve in the base for ΓVAR =
TχTQ ◦ ΓC ◦ χTQ , i.e.: TχTQ ◦ ΓC ◦ χTQ(W˙ ) = W¨ , so on one side we will have
that:
ΓVAR(W˙ ) = TχTQ ◦ ΓC ◦ χTQ(W˙ ) = TχTQ ◦ ΓC(W C)
while on the other side:
W¨ = ˙(χTQ ◦W C) = TχTQ ◦ W˙ C
and it results: ΓC(W C) = W˙ C, so W C is the integral curve of ΓC and so W is a
Jacobi field along γ.
[⇐]For the inverse implication, from the Proposition 4 we have that if W
Jacobi field then W˙ is the integral curve of ΓVAR and using item 2 of this theorem,
it results W is an integral curve in the base of ΓVAR.
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3.2 The case of sodes on Lie algebroids
In what follows we consider here the generalization of the results from the pre-
vious section to the case of sodes on Lie algebroids. After defining what a Lie
transported section of a Lie algebroid is, we will prove the property similar to
Proposition 2 from the classical case. In Subsection 3.2.1 we will define the
1-parameter family of integral curves of a section of a Lie algebroid and in Sub-
section 3.2.2 the Jacobi section, where we will also present the generalization of
the Jacobi equation to the context of Lie algebroid.
Let τ : A → M be a Lie algebroid and σ ∈ Sec(A). We will denote the
flow of the section σ by (φt, ϕt). An integral curve of a section σ ∈ Sec(A) is
an integral curve of the vector field ρ(σ) ∈ X(M). We set a point m ∈ M and
consider the integral curve ζ0(t) = ϕt(m) of ρ(σ), starting at m and defined on
an interval I.
Definition 22: A section Z of A along ζ0 is said to be obtained by Lie transport
along the flow of σ if there exists ξ ∈ Am such that Z(t) = φt(ξ) for all t ∈ I.
Definition 23: The Lie derivative of a section Z of A along ζ0 with respect to
σ is the section along ζ0 given by(
dσZ
)
(t) =
d
ds
φ−sZ(t+ s)
∣∣∣
s=0
= lim
h→0
1
h
[φ−hZ(t+ h)− Z(t)].
It follows from the definition that if η ∈ Sec(A) then [σ, η] ◦ ζ0 = dσ(η ◦ ζ0).
Proposition 5: The following properties are equivalent:
1. Z is Lie transported along the flow of σ.
2. For every t ∈ I and every s such that s+t ∈ I we have φs(Z(t)) = Z(t+s).
3. The Lie derivative of Z vanishes identically, dσZ(t) = 0 for all t ∈ I.
4. The curve Z : I → A is an integral curve of the complete lift vector field
ρ1(σC) ∈ X(A) of the section σ.
In local coordinates (xi, yα) in A, the above properties express that the compo-
nents xi = ζi0(t), y
α = Zα(t) of Z satisfy the variational equation x˙
i = ρiασ
α
y˙α =
∂σα
∂xi
ρiβy
β + Cαβθy
βσθ.
Proof. We first prove (1) ⇒ (2) ⇒ (3) ⇒ (1) and later on (2) ⇒ (4) and
(4) ⇒ (1). The final statement follows from (4) and the local expression of
ρ1(σC) ∈ X(A).
(1)⇒ (2) If Z(t) = φt(ξ) then φs(Z(t)) = φs(φt(ξ)) = φs+t(ξ) = Z(t+ s).
(2)⇒ (3) Aplying φ−s we get φ−s(Z(t+ s)) = Z(t) so that dσZ(t) = 0.
(3)⇒ (1) The derivative of φ−tZ(t) is
d
dt
φ−tZ(t) = lim
h→0
1
h
[φ−t−hZ(t+ h)− φ−tZ(t)]
= φ−t lim
h→0
1
h
[φ−hZ(t+ h)− Z(t)]
= φ−tdσZ(t) = 0.
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Therefore it is constant, φ−tZ(t) = ξ and hence Z(t) = φt(ξ).
(2) ⇒ (4) The flow of the complete lift vector field ρ1(σC) is {φt}. Taking the
derivative of φs(Z(t)) = Z(t+s) with respect to s at s = 0 we get ρ
1(σC)(Z(t)) =
Z˙(t). Therefore Z(t) is an integral curve of ρ1(σC).
(4)⇒ (1) If Z(t) is integral curve of ρ1(σC), then Z(t) = φt(Z(0)) because {φt}
is the flow of ρ1(σC). Taking ξ = Z(0) we get that Z(t) is Lie transported.
For the standard Lie algebroid A = TM we have that φt = Tϕt, and we
recover the standard definitions and properties, and in particular a proof of
Proposition 2.
3.2.1 One-parameter families of solutions
We now consider a section σ ∈ Sec(A) and the integral curve ζ0 of the vector
field ρ(σ) starting at m ∈M , that is ζ0(t) = ϕt(m).
Definition 24: A 1-parameter family of integral curves of σ ∈ Sec(A) is a
morphism of Lie algebroids θ : TR2 → A over ζ : (−, ) × I⊂R2 → M of the
form θ = σ(ζ(s, t))dt+β(s, t)ds. The section Z along ζ0 defined by Z(t) = β(0, t)
is said to be the infinitesimal variation defined by the 1-parameter family.
It is implicit in this definition that the base map of θ is ζ and that for every
fixed s, the curve ζs(t) = ζ(s, t) is an integral curve of σ, i.e for ρ(σ). Indeed,
ρ(σ)(ζs(t)) = ρ(σ(ζ(s, t))) =
∂ζ
∂t
(s, t) = ζ˙s(t),
where we have used that t 7→ σ(ζ(s, t)) is admissible, because θ is a morphism.
Theorem 10: A section Z along ζ0, an integral curve of σ is the infinitesimal
variation defined by a 1-parameter family of integral curves of σ if and only if
it is Lie transported along the flow of σ.
Proof. [⇐] Let Z(t) = φt(ξ) for some ξ ∈ Am. Consider an admissible curve
µ : (−, ) → A such that µ(0) = ξ, and denote by ν the base path, ν = τ ◦ µ.
The map
θ(s, t) = α(s, t)dt+ β(s, t)ds = σ(ϕt(ν(s)))dt+ φt(µ(s))ds,
is a 1-parameter family of integral curves of σ. The base family is ζ(s, t) =
τ(α(s, t)) = ϕt(ν(s)). To prove it, we recall (see [43]) that θ is a morphism
of Lie algebroids if and only if as(t) ≡ α(s, t) is admissible, bt(s) = β(s, t) is
admissible and χA
(
α, β, ∂α∂s
)
=
(
β, α, ∂β∂t
)
.
Indeed, from [σ, σ] = 0 we get that φt◦σ = σ◦ϕt, and therefore we can
rewrite as(t) = φt(σ(ν(s))), which is admissible because it is an integral curve
of ρ1(σC). On the other hand, bt(s) = φt(µ(s)) is admissible because φt is a mor-
phism of Lie algebroids (morphisms transform admissible curves into admissible
curves). Finally, to prove χA
(
α, β, ∂α∂s
)
=
(
β, α, ∂β∂t
)
it is enough to show that
ρ1
(
χA
(
α, β, ∂α∂s
))
= ∂β∂t . On one hand we have
∂β
∂t
(s, t) =
d
dt
φt(µ(s)) = ρ
1(σC)(φt(µ(s))) = (ρ
1(σC)◦β)(s, t)
and on the other
χA
(
α, β,
∂α
∂s
)
= χA
(
σ◦ζ, β, Tσ◦∂ζ
∂s
)
= χA(σ◦ζ, β, Tσ◦ρ◦β) = σC◦β,
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and applying ρ1 to it we get ρ1
(
χA
(
α, β, ∂α∂s
))
= ρ1(σC◦β) = ρ1(σC)◦β = ∂β∂t .
Therefore θ is a morphism of Lie algebroids. The infinitesimal variation
defined by θ is β(0, t) = φt(µ(0)) = φt(ξ) = Z(t).
[⇒] Conversely, given a 1-parameter family θ(s, t) = σ(ζ(s, t))dt+ β(s, t)ds
of integral curves of σ we will prove that Z(t) = β(0, t) is Lie transported by
showing that it is an integral curve of ρ1(σC). Since θ is a morphism we have
∂β
∂t = ρ
1
(
χA
(
α, β, ∂α∂s
))
, where α(s, t) = σ(ζ(s, t)), which at s = 0 gives
Z˙(t) =
∂β
∂t
(0, t) = ρ1
(
χA
(
σ(ζ(0, t)), β(0, t), Tσ(
∂ζ
∂s
(0, t))
))
=
= ρ1
(
χA
(
σ(ζ0(t)), Z(t), Tσ(ρ(Z(t))))
))
= ρ1(σC)(Z(t)),
where we have used that σC(a) = χA(σ(τ(a)), a, Tσ(ρ(a))), for a ∈ A.
From the proof we deduce that every 1-parameter family of integral curves
is necessarily of the form θ(s, t) = σ(ϕt(ν(s)))dt + φt(µ(s))ds and we have
ν(s) = ζ(s, 0), µ(s) = β(s, 0) and Z(t) = φt(µ(0)).
3.2.2 Jacobi equations
Jacobi sections. Our results in Subsection 3.1.2 for a sode on a manifold
extend easily to the case of a sode Γ on a Lie algebroid.
Definition 25: A 1-parameter family of integral curves of a sode Γ ∈ Sec(TAA)
is a morphism of the form Θ(s, t) = Γ(α(s, t))dt+B(s, t)ds.
Let us analyze the expression in coordinates of the morphism Θ:
If we set the expression of Γ(α(s, t)) =
(
α(s, t), β(s, t), V (s, t)
)
, then as Γ is a
sode whose base is α(s, t), we have that: α(s, t) = β(s, t). From the condition
of the curves t 7→ Γ(α(s, t)) to be admissible, we get the expresion of V (s, t):
V (s, t) = ρ1(Γ(α(s, t))) =
∂(τ ◦ Γ(α(s, t)))
∂t
=
∂α
∂t
(s, t).
Thus:
Γ(α(s, t)) =
(
α(s, t), α(s, t),
∂α
∂t
(s, t)
)
.
Now consider the expression of B(s, t) =
(
α(s, t), β(s, t), V (s, t)
)
. From the
condition of the curves s 7→ B(s, t) to be admissible, we get that V (s, t) =
∂α
∂s (s, t), thus:
B(s, t) =
(
α(s, t), β(s, t),
∂α
∂s
(s, t)
)
.
Next let us relate the infinitesimal variational section of this 1-parameter
family to the infinitesimal variational section of the corresponding 1-parameter
family in the base. Recall that the projection onto the second component of
elements from the prolongation of a Lie algebroid defined in Section 2.5.1, de-
noted by τ2 is also a morphism of Lie algebroids. Thus the composition of
the morphism Θ with τ2 will also be a morphism of Lie algebroids. With the
expressions that we obtained above we have:
τ2 ◦Θ(s, t) = θ(s, t) = α(s, t)dt+ β(s, t)ds,
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is a morphism of Lie algebroids.
Denote by W (t) = β(0, t) the infinitesimal variational section associated to
θ and by a0 = α(0, t). Therefore we have the following relation between W and
the infinitesimal section corresponding to Θ at s = 0 :
Z(t) = B(0, t) =
(
a0(t), β(0, t),
∂α
∂s
(0, t)
)
=
= χA
(
W (t), a0(t),
∂β
∂t
(0, t)
)
= χA
(
W (t), a0(t), W˙ (t)
)
= W Ca0(t).
Definition 26: Given an integral curve a0 of a sode Γ on a Lie algebroid A,
a section W of A along γ0 = τ◦a0 is said to be a Jacobi field along a0 if its
complete lift Z = W Ca0 is an infinitesimal variational section.
Equivalently, W is a Jacobi section if it is an integral curve of ρ1(ΓC), or
equivalently W Ca0 is Lie transported, or equivalently if dΓW
C
a0 = 0.
The Ehresmann connection associated to a sode on a Lie algebroid.
In the same way as in the standard case, any sode on a Lie algebroid determines
an Ehresmann connection. The horizontal distribution associated to the sode
Γ = yαXα+f
αVα is also constructed as the eigenspace of eigenvalue −1 of dΓS.
Thus, in local coordinates, the connections coefficients are given by:
Γαβ = −
1
2
(
∂fα
∂yβ
− Cαβγyγ
)
. (3.5)
Also, related to this coefficients we introduce the following functions to be used
later:
γαβ = Γ
α
β − Cαβγyγ = −
1
2
(
∂fα
∂yβ
+ Cαβγy
γ
)
. (3.6)
A local basis corresponding to the splitting associated to this sode is:
{Hα = Xα − ΓβαVβ , Vα = Vα},
and the brackets of the elements from this basis are given by:

[Hα, Hβ ] = C
γ
αβHγ +
(
CγαβΓ
a
γ − ρiα
∂Γaβ
∂xi
+ ρiβ
∂Γaα
∂xi
+ Γγα
∂Γaβ
∂yγ
− Γbβ
∂Γaα
∂yb
)
Va,
[Hα, Vβ ] =
∂Γγα
∂yβ
Vγ ,
[Vα, Vβ ] = 0.
Remark 8: The curvature of this nonlinear connection is given by: R(eα, eβ) =
[Hα, Hβ ]− [eα, eβ ]H, and similar to Remark 7 we observe that its expression in
local coordinates is:
R(eα, eβ) = (C
γ
αβΓ
a
γ − ρiα
∂Γaβ
∂xi
+ ρiβ
∂Γaα
∂xi
+ Γγα
∂Γaβ
∂yγ
− Γbβ
∂Γaα
∂yb
)Va.

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The dynamical covariant derivative and the Jacobi endomorphism
associated to a sode on a Lie algebroid. Using the same arguments as
in the standard case we have that there is a derivation ∇ and a tensor field Φ
satisfying:
dΓη
H = (∇η)H + Φ(η)V and dΓηV = −ηH + (∇η)V,
where η is a section of τ∗A = A ×M A. Similar expressions hold for a section
W along the base curve of an integral curve of Γ :
dΓW
H = (∇W )H + Φ(W )V and dΓW V = −ηH + (∇W )V,
If the local expression of a section W along γ0 is W (t) = W
α(t)eα then:
∇W (t) = [W˙α(t)+γαβ (a0(t))W β(t)]eα and Φ(W ) = Φαβ(a0(t))W β(t)eα,
where the components of the Jacobi endomorphism are:
Φαβ = −ρiβ
∂fα
∂xi
− dΓΓαβ − γαθ Γθβ − ΓαθCθβµyµ. (3.7)
Jacobi equation for a sode on a Lie algebroid. On the other hand, the
same arguments as in the standard case show that the complete lift of a section
W (with respect to an integral curve a of Γ, which we omit in the notation) has
the expression
W C = W H + (∇W )V.
From these facts, it follows that dΓW
C is vertical and has the expression
dΓW
C = [∇∇W + Φ(W )]V,
and we have proved the following result.
Theorem 11: A section W along the base curve of an integral curve a of the
sode Γ is a Jacobi section along a if and only if it satisfies the second-order
differential equation
∇∇W + Φ(W ) = 0.
This equation is the generalized Jacobi equation.
3.3 Riemannian geometry on Lie algebroids
A Riemannian metric can be introduced on the Lie algebroid structure. This was
done in [21], and later on in [5], where the Riemannian metric has been defined
as a fibre metric on a vector bundle. To its associated Levi-Civita connection
it corresponds a geodesic spray, whose integral curves are the geodesics of the
mentioned given connection.
Definition 27: A Riemannian metric on a Lie algebroid τ : A→M is a family
of scalar products, one for each point p ∈ M 〈 · , · 〉p on the fibre Ap such that
for any local sections α, β ∈ Sec(A) the function p 7→ 〈α(p) , β(p) 〉p is smooth.
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Consider now τ : A→M a Riemannian Lie algebroid, where the Riemannian
metric is denoted by 〈 · , · 〉. For any leaf L of the characteristic foliation described
in Section 2.5, ∀p ∈ L we have Ap = Gp ⊕ G⊥p , where G⊥p is the orthogonal to
Gp = Ker ρp with respect to 〈 · , · 〉p.
The restriction of the anchor ρ to G⊥p is an isomorphism on TpL, and hence
it induces a scalar product on TpL :
〈 ρ(a) , ρ(b) 〉L = 〈 a , b 〉,
where a, b ∈ G⊥p . So, 〈 · , · 〉 induces a Riemannian metric 〈 · , · 〉L on L. We call it
the induced Riemannian metric on the leaf L.
As in the classical case, to a Riemannian metric it can be associated an
unique A-connection, denoted by D, compatible with the metric, that is, it
satisfies: ρ(α)〈β , η 〉 = 〈Dαβ , η 〉+〈Dαη , β 〉 and that is symmetric, i.e., torsion
free: Dαβ−Dβα = [α, β]. This connection is called the Levi-Civita A-connection
associated to the Riemannian metric 〈 · , · 〉. It is uniquely determined by the
relation:
2〈Dαβ , η 〉 = ρ(α)〈β , η 〉+ ρ(β)〈α , η 〉 − ρ(η)〈α , β 〉+
+ 〈 [η, α] , β 〉+ 〈 [η, β] , α 〉+ 〈 [α, β] , η 〉.
As in the case of Riemannian geometry on manifolds, from this relation the
expression of the Christoffel coefficients of the Levi-Civita A-connection follows:
Γfcd =
1
2
gfα
(
ρic
∂gdα
∂xi
+ ρid
∂gcα
∂xi
− ρiα
∂gcd
∂xi
)
+
+
1
2
gfα(Cicdgiα + C
i
αcgid + C
i
αdgic).
Denote the coefficients of the associated curvature defined by relation (2.25) by
Rsijk, where R(ei, ej)ek = R
s
ijkes. From the following relations:
∇ei(∇ejek) = ∇ei(Γajkea) = ρbi
∂Γmjk
∂xb
em + Γ
a
jkΓ
m
iaem
∇ej (∇eiek) = ∇ej (Γniken) = ρbj
∂Γmik
∂xb
em + Γ
n
ikΓ
m
jnem
∇[ei,ej ]ek = ∇Caijeaek = CaijΓmakem = (Γaij − Γaji)Γmakem
we get their expression:
Rsijk = ρ
a
i
∂Γsjk
∂xa
− ρaj
∂Γsik
∂xa
+ ΓljkΓ
s
il − ΓlikΓsjl − ΓlijΓslk + ΓljiΓslk. (3.8)
Remark 9: As from now on we will work on Riemannian Lie algebroids, we will
consider the regular curves parametrized by arc length and thus defined on the
standard interval [0, 1].
The arc length for all continuous curve α which we denote by: s(t) =∫ t
t0
√
g(α(t′), α(t′))dt′ is an increasing function as s′(t) > 0,∀t. In consequence
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the function s(t) is invertible, and its inverse τ(s) is also an increasing function.
Denote the base curve of α by γ(t). If we reparametrize γ by t = τ(s) we get
the curve η(s) = γ(τ(s)). Consider the curve β(s) along η :
β(s) =
dτ
ds
(s)α(τ(s)) =
1√
g(α(τ(s), α(τ(s))
α(τ(s)),
which is an admissible curve, as:
ρ(β(s)) = ρ(α(τ(s)))
dτ
ds
(s) =
dγ
dt
(τ(s))
dτ
ds
(s) =
d(γ(τ(s)))
ds
=
dη
ds
(s).
In this case it can be verified that β(s) is parametrized by arc length, in the
sense that:
g(β(s), β(s)) =
1
g(α(τ(s), α(τ(s))
g(α(τ(s), α(τ(s)) = 1.

We recall the notation Dtα for the covariant derivative associated to the
A−connection, as specified in Section 2.6, and we give the following definition:
Definition 28: Let τ : A → M be a Riemannian Lie algebroid and denote by
D the associated Levi-Civita connection. An admissible curve α : [0, 1] → A is
a geodesic for D if it satisfies Dtα = 0.
Then the geodesic spray for this Levi-Civita A−connection (see Remark 5)
is written in coordinates as follows:
Γgeod = y
αXα − ΓfcdycydVf . (3.9)
We consider, now, the relation between the dynamical covariant derivative
and the connection.
Proposition 6: Let D be the Levi-Civita connection associated to the metric
and let ∇ be the dynamical covariant derivative associated to the geodesic spray
Γgeod. Then
∇ = Dt.
Proof. Take β a section along the integral curve α of the geodesic spray. Then:
Dtβ = (β˙
k + Γkijα
kβj)ek and ∇β = (β˙a(t) + γam(α(t))βm(t))ea,
where
γaβ = −
1
2
(
∂fa
∂yβ
+ Caβγy
γ) = −1
2
(
∂(−Γamnymyn)
∂yβ
+ Caβγy
γ) = Γaγβy
γ ,
and so γam(α(t)) = Γ
a
γmα
γ , from where the conclusion follows.
Moreover, the Jacobi endomorphism can be expressed in terms of the cur-
vature of the connection.
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Theorem 12: The Jacobi endomorphism associated to the geodesic spray of the
Levi-Civita connection and the curvature tensor of such connection are related
by:
Φα(β) = R(β, α)α.
Proof. From the expression of the geodesic spray given in (3.9) we get that
ff = −Γfcdycyd, and substituting it in formula (3.5) we have the coefficients of
its associated connection Γij = Γ
i
jby
b. On the other hand, from (3.7), using (3.6)
we get that the coefficients of the Jacobi endomorphism associated to Γgeod are
given by:
Φab = −ρib
∂fa
∂xi
− dΓΓab − γaθΓθb − ΓaθCθbµyµ =
= ρib
∂Γamn
∂xi
ymyn − ρim
∂Γabn
∂xi
ynym + ΓlmnΓ
a
bly
myn+
+
1
2
(−Γalm − Γaml + Calm)Γlbnynym − ΓalnClbmynym =
= (ρib
∂Γamn
∂xi
− ρim
∂Γabn
∂xi
+ ΓlmnΓ
a
bl − ΓlbnΓaml + ΓlmbΓaln − ΓlbmΓaln)ymyn.
Taking into consideration the formula of the curvature coefficients given by
(3.8) we get the wanted conclusion.
It follows from the above results that a section β is a Jacobi section along a
geodesic α if and only if it satisfies
DtDtβ +R(β, α)α = 0,
as in the case of standard Riemannian geometry. Therefore, in this case, we
always have the following Jacobi sections:
• β(t) = α(t),
• β(t) = tα(t),
which are trivial consequences of the relations Dtα = 0 and R(α, α)α = 0.
Remark 10: The equations of the geodesics of the Levi-Civita A-connection
coincide with the Euler-Lagrange equations for the regular Lagrangian L asso-
ciated to the Riemannian metric considered on the Lie algebroid, by the expres-
sion:
L(α(t)) =
1
2
〈α(t) , α(t) 〉 = 1
2
gαβ(x(t))y
αyβ , (3.10)
where gαβ is the matrix of a Riemannian metric on A. Indeed the system (2.33)
of the Euler-Lagrange equations in (xi, yα)-a local system of coordinates on A,
becomes: {
y˙f (t) = −Γfcdyc(t)yd(t)
x˙i = ρiαy
α.
(3.11)
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For this particular Lagrangian we have that ∂L∂yα = gαβ(x(t))y
β and we then
compute: ddt
(
∂L
∂yα
)
= ∂gαc∂xi x˙
i(t)yc(t)+gαf (x(t))y˙
f (t) and ∂L∂xi =
1
2
∂gcd
∂xi (x(t))y
c(t)yd(t).
Substituting in the first equation of the differential equations system (2.33)
we get:
∂gαc
∂xi
x˙i(t)yc(t) + gαf (x(t))y˙
f (t) + Cγαcy
cgγdy
d =
1
2
ρiα
∂gcd
∂xi
(x(t))yc(t)yd(t).
The Lagrangian used is regular, that is, the matrix gαf is invertible. We
separate y˙f from the above equation, denoting by gαf the inverse of the metric
matrix, and we indeed get the first equation from (3.11):
y˙f = gαf
(1
2
ρiα
∂gcd
∂xi
ycyd − ∂gαc
∂xi
ρidy
dyc − Cγαcgγdycyd
)
=
= −1
2
gαf
(
−ρiα
∂gcd
∂xi
+ 2
∂gαc
∂xi
ρid
)
ycyd − gαfCγαcgγdycyd =
= −1
2
gαf
(
ρic
∂gdα
∂xi
+ρid
∂gcα
∂xi
−ρiα
∂gcd
∂xi
)
ycyd−1
2
gαf
(
Cicdgiα+C
i
αdgid+C
i
αdgic
)
ycyd =
= −
[1
2
gαf
(
ρic
∂gdα
∂xi
+ρid
∂gcα
∂xi
−ρiα
∂gcd
∂xi
)
+
1
2
gαf
(
Cicdgiα+C
i
αdgid+C
i
αdgic
)]
ycyd =
= −Γfcdyc(t)yd(t).

Remark 11: From this calculus it is also easy to notice that the Lagrangian
sode for this L is the geodesic spray for the Levi-Civita connection given by
(3.9). 
3.4 Variational formulae
Let τ : A → M be a Riemannian Lie algebroid, with Riemann metric denoted
by 〈 · , · 〉. Then we can consider the action functional E : P([0, 1], A)→ R defined
by the metric Lagrangian:
E(α) =
1
2
∫ 1
0
〈α(t) , α(t) 〉dt,
which in this context will be called the energy functional, as in the case of
standard Riemannian geometry.
We already saw in Chapter 2 the first variation formula of the energy func-
tional of a Lagrangian system. For the particular case of the Lagrangian defined
by (3.10) we will rewrite this formula that appears in the proof of the Theorem
5, in terms of the Levi-Civita connection and moreover, we will give the formula
of the second variation of the energy for this particular Lagrangian.
First we will see the form the morphism condition (2.35) takes in terms of
the Levi-Civita connection.
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Proposition 7: Consider a vector bundle φ map between TR2 over R2 and A
over M , written as φ = α(s, t)dt + β(s, t)ds, and assume that t 7→ α(s, t) and
s 7→ β(s, t) are admisible curves. Let D be a symmetric A-connection. Then φ
is a Lie algebroid morphism if and only if
Dtβ = Dsα.
Proof. Indeed, using the expressions of the covariant derivative:
Dtβ =
(∂βk
∂t
+ Γkcdα
cβd
)
ek and Dsα =
(∂αk
∂s
+ Γkdcα
cβd
)
ek,
we have that:
Dtβ −Dsα =
(∂βk
∂t
− ∂α
k
∂s
+ αc(Γkcd − Γkdc)βd
)
ek.
Since the connection D is symmetric, the condition Γkcd−Γkdc = Ckcd takes place,
from where we get: Dtβ−Dsα = (∂β
k
∂t − ∂α
k
∂s +C
k
cdα
cβd)ek,. It follows that Dtβ−
Dsα = 0 is equivalent to condition (2.35) characterizing such morphisms.
First variation formula:
As in chapter 2, we consider variations αs(t) = α(s, t) of a given admissible curve
α0(t), with fixed base endpoints, and the associated morphism of Lie algebroids
φ = α(s, t)dt + β(s, t)ds. We will use the Levi-Civita connection D to find a
expression of the fist derivative of the energy functional.
Proposition 8: For any morphism φ : [0, 1] × [0, 1] → A of Lie algebroids,
φ = α(s, t)dt+ β(s, t)ds we have the following expression of the first derivative
of the energy functional:
d
ds
E(αs) = 〈β(s, 1) , α(s, 1) 〉 − 〈β(s, 0) , α(s, 0) 〉 −
∫ 1
0
〈β ,Dtα 〉dt. (3.12)
Proof. Indeed, from the definition of the Levi-Civita connection we have
d
ds
E(αs) =
d
ds
∫ 1
0
1
2
〈α , α 〉dt =
∫ 1
0
〈Dsα , α 〉dt
and using the relation given by Proposition 7 we get:
d
ds
E(αs) =
∫ 1
0
〈Dsα , α 〉dt =
∫ 1
0
〈Dtβ , α 〉.
Finally integrating by parts, we arrive to
d
ds
E(αs) =
∫ 1
0
〈Dtβ , α 〉 =
∫ 1
0
Dt〈α , β 〉dt−
∫ 1
0
〈β ,Dtα 〉dt =
= 〈β(s, 1) , α(s, 1) 〉 − 〈β(s, 0) , α(s, 0) 〉 −
∫ 1
0
〈β ,Dtα 〉dt.
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Remark 12: When φ is an E-homotopy, the critical points of the energy func-
tional are the geodesics of the Levi-Civita connection, which as we mentioned in
Remark 10, satisfy the Euler-Lagrange equations for the Lagrangian associated
to the Riemannian metric by the expression (3.10). This is a particular case of
Theorem 5. 
Second variation formula:
Let us consider know the second derivative of the energy functional.
Proposition 9: Let φ = α(s, t)dt+ β(s, t)ds be a smooth homotopy such that
the curve α0(t) = α(0, t) is a geodesic. We have the following expressions for
the second derivative of the energy functional,
d2
ds2
E(α)
∣∣∣
s=0
=
∫ 1
0
[〈Dtβ0 , Dtβ0 〉dt− 〈β0 , R(β0, α0)α0 〉]dt, (3.13)
and
d2
ds2
E(α)
∣∣∣
s=0
= −
∫ 1
0
〈β0 , DtDtβ0 +R(β0, α0)α0 〉dt, (3.14)
where R is the curvature tensor of the Levi-Civita connection, and β0 denotes
the curve β0(t) = β(0, t) for all t ∈ [0, 1].
Proof. Following the steps in the proof of proposition 8, we have that the first
derivative of the energy functional is
d
ds
E(αs) =
∫ 1
0
〈Dtβ , α 〉.
Taking the derivative with respect to s in this expression we get
d2
ds2
E(α) =
∫ 1
0
[〈DsDtβ , α 〉+ 〈Dtβ ,Dsα 〉] dt
=
∫ 1
0
[〈DtDsβ +R(β, α)β , α 〉+ 〈Dtβ ,Dtβ 〉] dt
=
∫ 1
0
〈DtDsβ , α 〉 dt+
∫ 1
0
[〈R(β, α)β , α 〉+ 〈Dtβ ,Dtβ 〉] dt,
where, in the second step, we have used DsDtβ − DtDsβ = R(β, α)β in the
first term, and we have taken into account that Dtβ = Dsα in the second term.
Integrating by parts in the first term of this expression we get
d2
ds2
E(α) = 〈Dsβ , α 〉
∣∣∣1
t=0
−
∫ 1
0
〈Dsβ ,Dtα 〉 dt+
+
∫ 1
0
[〈Dtβ ,Dtβ 〉+ 〈R(β, α)β , α 〉] dt
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At s = 0 we have
d2
ds2
E(α)
∣∣∣
s=0
= 〈Dsβ|s=0 , α0 〉
∣∣∣1
t=0
−
∫ 1
0
〈Dsβ|s=0 , Dtα0 〉 dt+
+
∫ 1
0
[〈Dtβ0 , Dtβ0 〉+ 〈R(β0, α0)β0 , α0 〉] dt
=
∫ 1
0
[〈Dtβ0 , Dtβ0 〉+ 〈R(β0, α0)β0 , α0 〉] dt
due to the following facts: (1) α0 is a geodesic, so that Dtα0 = 0, and (2) φ is
a homotopy, so that β(s, 0) = 0 and β(s, 1) = 0 for all s ∈ [0, 1], and taking the
derivative at s = 0 we get Dsβ(0, 0) = 0 and Dsβ(0, 1) = 0. Formula (3.13) fol-
lows by taking into account that the endomorphism R(α0, β0) is skew-symmetric
with respect to the scalar product, and hence
〈R(β0, α0)β0 , α0 〉 = −〈β0 , R(β0, α0)α0 〉.
The second expression in the statement, equation (3.14), follows by taking
again integration by parts in (3.13),
d2
ds2
E(α)
∣∣∣
s=0
= 〈β0 , Dtβ0 〉
∣∣∣1
0
−
∫ 1
0
[〈β0 , DtDtβ0 〉dt+ 〈β0 , R(β0, α0)α0 〉]dt,
and taking into account that β0(0) = β(0, 0) = 0 and β0(1) = β(0, 1) = 0.
Remark 13: Taking into account the relation expressed in Using that the Ja-
cobi endomorphism Φα0(β0) = R(β0, α0)α0 the second variation formula can be
written as
d2
ds2
E(αs)
∣∣∣
s=0
=
∫ 1
0
〈Dtβ0 , Dtβ0 〉dt−
∫ 1
0
〈β0 ,Φα0(β0) 〉dt.
After integrating by parts we get:
d2
ds2
E(αs)
∣∣∣
s=0
= −
∫ 1
0
〈β0 , DtDtβ0 + Φα0(β0) 〉dt.

Remark 14: Taking into account Proposition and Theorem 12, that is ∇ = Dt
and φα(β) = R(β, α)α, we can recognize in equation (3.14) the expresion in the
left hand side of Jacobi equation, so that we can write
d2
ds2
E(α)
∣∣∣
s=0
= −
∫ 1
0
〈β0 ,∇∇β0 + Φα0(β0) 〉dt.

Therefore, as in the case of standard Riemannian geometry, we have con-
nected the concept of Jacobi sections with the problem of minimizing the energy
functional. This is considered in the next section.
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3.5 Conjugate points and minimizing properties
In this Section we will study the minimizing properties of the geodesics, using
the second variation of the energy functional, in terms of the conjugate points.
More exactly we will generalize to Lie algebroids the result we have for the
tangent fibre bundle, that a geodesic, an integral curve on the base of a geodesic
spray has no conjugate points along it if and only if its integral curve is a weak
minimum for the energy functional.
Definition 29: Let α : [0, 1] → A be a geodesic. The points α(0), α(1) are
said to be conjugated along α if there exists a α-Jacobi section β such that
β(0) = β(1) = 0.
We shall need a slight generalization of the formulas for the second variation.
Up to now, we have considered only smooth sections. In order to ensure differ-
entiability of the energy functional in the topology of P(A, [0, 1])m1m0 (we recall
that it is a foliated Banach submanifold of the the manifold A(A, [0, 1])m1m0 of ad-
missible C1 curves with base C2) we need to generalize our results to piecewise
smooth sections.
Let α be a geodesic over the base curve γ, and consider the set of continuous
sections of A along γ which are smooth on [ti, ti+1] for 0 < t1 < · · · < tk = 1,
and which vanish at t = 0 and t = 1. Then taking care about the computations
at the points ti one can find that the second differential of the energy functional
at a geodesic (i.e. a critical point) α is given by
E′′(α)(Ξαβ1,Ξαβ2) = −
∫ 1
0
〈β2 , DtDtβ1 +R(β1, α)α 〉dt+
+
k∑
i=0
〈Dtβ1(t−i+1)−Dtβ1(t+i ) , β2(ti+1) 〉.
We will not prove this result, and we will take this expression as the definition
of a bilinear form that will denoted d2E(α)(β1, β2). In other words, we define
d2E(α)(β1, β2) := −
∫ 1
0
〈β2 , DtDtβ1 +R(β1, α)α 〉dt+
+
k∑
i=0
〈Dtβ1(t−i+1)−Dtβ1(t+i ) , β2(ti+1) 〉.
It should be clear that d2E is continuous in the given topology, and that for a
smooth homotopy we have
d2
ds2
E(αs)
∣∣∣
s=0
= d2E(α)(β0, β0).
This will be important later on, since we will approximate piecewise smooth
sections by smooth ones.
Theorem 13: Let α : [0, 1]→ A be a geodesic of a Riemannian Lie algebroid A.
If α minimizes the energy functional, then α does not have conjugated points.
Proof. By contradiction, suppose that 0, t1 are conjugated values along α,
0 < t1 < 1. Then, there exists a α|[0,t1]-Jacobi section β 6= 0, β(0) = 0, β(t1) = 0.
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Let 0 < t0 < t1 < t2 < 1 and let ζ be any α−section such that:
ζ[0,t0] = 0, ζ[t2,a] = 0, ζ(t1) = −(Dtβ)(t1).
Let β˜ a continuous piecewise smooth α-section given by the conditions β˜|[0,t1] =
β|[0,t1], and β˜|[t1,a] = 0.
Then, for any η ∈ R, the curve V = β˜+ ηζ is a continuous piecewise smooth
α-section, which is not differentiable at t1 and it vanishes at 0 and 1. From
bilinearity we have
d2E(α)(V, V ) = d2E(α)(β˜, β˜) + 2ηd2E(α)(β˜, ζ) + η2d2E(α)(ζ, ζ).
We now calculate each term in this expression.
On one hand
d2E(α)(β˜, ζ) =
∫ a
0
〈Dtβ˜ , Dtζ 〉dt−
∫ a
0
〈R(β˜, α)α , ζ 〉dt
=
∫ t1
0
〈Dtβ˜ , Dtζ 〉dt+
∫ a
t1
〈Dtβ˜ , Dtζ 〉dt+
−
∫ t1
0
〈R(β˜, α)α , ζ 〉dt−
∫ a
t1
〈R(β˜, α)α , ζ 〉dt
=
∫ t1
0
(Dt〈Dtβ , ζ 〉 − 〈DtDtβ , ζ 〉)dt+
+
∫ a
t1
(Dt〈Dtβ˜ , ζ 〉 − 〈DtDtβ˜ , ζ 〉)dt+
−
∫ t1
0
〈R(β, α)α , ζ 〉dt−
∫ a
t1
〈R(β˜, α)α , ζ 〉dt
= 〈 (Dtβ)(t−1 ) , ζ(t1) 〉 − 〈 (Dtβ)(0+) , ζ(0) 〉+
+ 〈 (Dtβ˜)(a−) , ζ(a) 〉 − 〈 (Dtβ˜(t+1 ) , ζ(t1) 〉+
−
∫ a
t1
〈DtDt0 +R(0, α)α , ζ 〉dt+
−
∫ t1
0
〈DtDtβ +R(β, α)α , ζ 〉dt
= 〈 (Dtβ)(t1) ,−Dtβ(t1) 〉
= −|Dtβ(t1)|2 < 0
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On the other
d2E(α)(β˜, β˜) =
∫ 1
0
〈Dtβ˜ , Dtβ˜ 〉dt−
∫ 1
0
〈 β˜ , R(β˜, α)α 〉dt
=
∫ t1
0
〈Dtβ ,Dtβ 〉dt+
∫ a
t1
〈Dtβ˜ , Dtβ˜ 〉dt+
−
∫ t1
0
〈β ,R(β, α)α 〉dt−
∫ a
t1
〈 0 , R(0, α)α 〉dt
=
∫ t1
0
(Dt〈β ,Dtβ 〉 − 〈β ,DtDtβ 〉)dt+
+
∫ a
t1
(Dt〈 β˜ , Dtβ˜ 〉− < 〈 β˜ , DtDtβ˜ 〉)dt+
−
∫ t1
0
〈β ,R(β, α)β 〉dt− 0
= 〈β ,Dtβ 〉
∣∣∣∣t1
0
−
∫ t1
0
〈β ,DtDtβ −R(β, α)α 〉dt+ 〈 β˜ ,Dtβ˜ 〉
∣∣∣a
t1
− 0
= 0.
Therefore
d2E(α)(V, V ) = η2d2E(α)(ζ, ζ)− 2η|Dtβ(t1)|2,
from where it follows that d2E(α)(V, V ) < 0 for η > 0 small enough.
As d2E(α) is continuous, we can approximate β˜ + ηζ by a smooth α-section
V˜ , vanishing at 0 and 1, and such that d2E(α)(V˜ , V˜ ) < 0.
Let φ = α(s, t)dt+β(s, t)ds be a homotopy, defined on some interval (−, )×
[0, 1], such that α0(t) ≡ α(t) and β(0, t) = V˜ . Taking into account that α ≡ α0
is a critical point of E we have the Taylor expansion
E(αs) = E(α) +
s2
2
d2E(α)(V˜ , V˜ ) + s3h(s),
where h(s) =
∫ 1
0
(1−u)2
2
d3
du3E(αu)
∣∣∣
v=us
du.
It follows that E(αs) < E(α) for all s 6= 0 sufficiently small, which contradicts
the hypothesis.
From now on we will consider a local basis of sections of A along the base
curve γ of a geodesic α defined as follows. We consider an orthonormal basis of
Aγ(0) and we extend it to an orthonormal basis of Aγ(t) by parallel transport.
Then we get an orthonormal basis of the module of sections of A along γ. We
recall that a section σ along γ is parallel (with respect to α) if Dtσ = 0 for
all t ∈ [0, 1]. This is a linear differential equation for σ which has a global
unique solution once fixed the initial condition for σ(0). Therefore the above
procedure is well defined, and produces a basis {eα}. Moreover, such a basis is
orthonormal because
Dt〈 eα , eβ 〉 = 〈Dteα , eβ 〉+ 〈 eα , Dteβ 〉 = 0,
so that 〈 eα , eβ 〉 is constant, and equal to the initial value δα,β .
3.5. CONJUGATE POINTS AND MINIMIZING PROPERTIES 65
In such a basis, if σ = σα(t)eα then Dtσ = σ˙
α(t)eα, so that Dt reduces to
the usual derivative. The Jacobi endomorphism will be represented by a matrix
Φ(t) so that R(σ, α)α = Φαβ(t)σ
β(t)eα.
From now on we fix one of such basis and we identify a section β with the
tuple of its components, which will be denoted by the same symbol. With this
notation, a section β is a Jacobi section if and only if β¨ + Φβ = 0. The second
variation along a smooth section takes the expression
I(β1, β2) ≡ d2E(α(t))(β1, β2) =
∫ 1
0
[β˙1(t)
T β˙2(t)− β1(t)TΦ(t)β2(t)]dt.
With this convention we can now proceed as in the standard case.
Theorem 14: Let α : [0, 1]→ A be a geodesic with α(0) = p, α(1) = q. Then,
p has no conjugate points along α if and only if the quadratic form
I(β, β) =
∫ 1
0
[β˙(t)T β˙(t) + β(t)TΦβ(t)]dt,
is positive definite on the vector space Σ0 of the C
1 functions β : [0, 1] → Rm
such that β(0) = β(1) = 0.
Proof. [⇐] In order to demonstrate this implication we suppose that there
exists a t0 ∈ (0, 1] such that α0(t0) is conjugate to p along α and β is a Jacobi
α-section such that β(0) = β(t0) = 0, β not identically zero.
If we define β to be the α-section such that
β =
{
β(t) t ∈ [0, t0]
0 t ∈ [t0, 1]
then β¯(t) is a α-section, not identically zero, β¯ ∈ Σ0.
For this β¯, which is derivable on [0, t0] and on [t0, 1], but whose derivatives
will not be the same in t0, so we’ll have to integrate it by parts, we have that:∫ 1
0
[β˙
T
β˙ − βTΦβ]dt =
=
∫ t0
0
[β˙T β˙ − βTΦαβ]dt+
∫ 1
t0
0dt
= 0−
∫ t0
0
[β¨ + Φβ]Tβdt+ 0 = 0,
as β is a Jacobi α|[0,t0]-section, that vanishes in t0.
So there exists an α-section, β¯(t), not identically zero, such that
∫ 1
0
[β˙
T
β˙ −
β
T
Φβ]dt = 0, so the functional is not positive defined, statement that contra-
dicts the hypotesis.
[⇒] For the direct implication, we start by observing that for any differen-
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tiable symmetric matrix W and for all β ∈ Σ0 it takes place:
0 =
∫ 1
0
d
dt
(βTWβ)dt
=
∫ 1
0
(βT W˙β + βTWβ˙ + β˙TWβ)dt
=
∫ 1
0
(βT W˙β)dt+ 2
∫ 1
0
(β˙TWβ)dt,
so, adding this term to I(β, β), won’t change the value of it:∫ 1
0
[β˙T β˙ − βTΦβ + βT W˙β + 2β˙TWβ]dt. (2)
Showing that I is positive definite is equivalent to showing that the above
expression (2) is positive definite.
An idea would be writing the integrand of (2) as a perfect square (step a)
and show it can never be zero (step b). One detail stays in the fact that the
integrand of (2) can be written as a perfect square if the matrix W can be
chosen such that
−Φα0 + W˙ = W 2 (3)
that is, we need W to be a solution of this Ricatti equation.
We will concentrate on weather this equation has or not an useful solution
later (step c).
(a) Now, let us see that indeed, if we use (3) what becomes of the integrand
of (2) can be written as a perfect square. Substituting, we get:
βTΦβ + βT W˙β + β˙T β˙ + 2β˙TWβ (4)
which can be written as a perfect square:
(β˙ +Wβ)T (β˙ +Wβ).
(b) Moreover we must show that β˙ +Wβ can not vanish on (0, 1], unless β
is identically zero.
It is obvious that β identically zero is a solution of the equation β˙+Wβ = 0.
As β has to fulfill the boundary condition β(0) = 0 as β ∈ Σ0, then by the
uniqueness theorem for first order differential equations, we have that the unique
solution of β˙ + Wβ = 0 that satisfy the mentioned boundary condition is β
identically zero.
(c) All we need now to show in order to conclude the demonstration is that
the Ricatti equation (3) has a solution W defined on (0, 1] such that with this
choice of W we have that the functional I is positive definite.
In order to show this, we’ll use the hypothesis that α0 contains no conjugate
points to p along α0|(0,1].
The equation (3), a first order differential equation quadratic in the un-
known function, can be reduced to a linear equation of second order by making
the following change of variables W = −U˙U−1, where U is the new unknown
invertible matrix. Then the equation turns into:
−U¨ − ΦU = 0. (5)
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(we need at least a solution of this equation with determinant different than
zero on (0,1])
The solution of the equation above with the initial condition U(0) = On, U˙(0) =
In, is a solution whose determinant does not vanish on (0, 1], due to the fact
that α contains no conjugate point to α(0) along it.
This solution of the Ricatti equation, W converted the functional into perfect
square in the way described, from where we get the wanted conclusion.
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Chapter 4
Applications in Physics:
Virial Theorem
4.1 Introduction
The virial theorem was originally introduced by Clausius in 1870 [19] in the
field of the classical statistical mechanics, but soon it became more and more
important in many other different branches of physics. Nowadays the virial
theorem has a wide range of applicability, as it is applicable to dynamical and
thermodynamical systems, it can also be formulated to deal with relativistic
(in the sense of special relativity) systems, and it is also applicable to systems
with velocity dependent forces and for viscous systems. Even if it provides less
information than the equations of motion, it is simpler to apply and can provide
information concerning systems whose complete analysis may defy description.
For instance, in astronomy, the virial theorem finds applications in the theory
of dust and gas of interstellar space as well as cosmological considerations of the
universe as a whole and in other discussions concerning the stability of clusters
of galaxies. For an excellent historical account one can see [20].
In the particular case of the motion of a particle of mass m under the action
of a force F we can introduce a (virial) function G(x,v) = mx · v, and using
the Newton second law, one easily sees that when either the motion is periodic
of period T , or when the possible values of the function G remain bounded, the
limit of T going to infinity of the time average over the time interval T of G is
zero:
〈〈G〉〉 = lim
T→∞
1
T
∫ T
0
G˙ dt = lim
T→∞
1
T
∫ T
0
[mv · v + x · F] = 0,
and as a consequence he obtained the following relation, where Ec is the kinetic
energy, Ec =
1
2v · v, 〈〈2Ec(v) + x · F〉〉 = 0.
Then, for the particular case of a conservative force, i.e. when there exists
a potential function V (x) such that F = −∇V :
〈〈2Ec(v)− x · ∇V 〉〉 = 0.
Moreover, when the potential V is homogenous of degree k, Euler’s theorem for
homogenous functions establishes that x ·∇V = k V , and then the values for the
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time averages of the kinetic and the potential energies can be written in terms
of the total energy, E, as follows:
〈〈Ec(v)〉〉 = k E
k + 2
and 〈〈V (x)〉〉 = 2E
k + 2
.
When non-holonomic constraints are present, the forces are F = −∇V +Fc,
where Fc are the constraint forces due to the nonholonomic constraints. In this
case, to be considered in section 4.4, a similar calculation shows that:
〈〈2Ec(v)− x · ∇V + x · Fc〉〉 = 0.
Assuming ideal constraints, so that the energy E is conserved, and in the par-
ticular case of a homogeneous potential of degree k we get:
〈〈Ec(v)〉〉 = k
k + 2
E − 1
k + 2
〈〈Fc · x〉〉
〈〈V (x)〉〉 = 2
k + 2
E +
1
k + 2
〈〈Fc · x〉〉.
It has recently been shown in [7] that there exist geometric virial-like the-
orems that are generalizations for systems with a configuration space different
from Rn. These generalizations are based on the use of symplectic formalism as
an approach both in the Hamiltonian and the regular Lagrangian case. More
specifically it was proved that if (M,ω) is a symplectic manifold, and XF de-
notes the Hamiltonian vector field defined by the function F on M , i.e. the
one such that iXF ω = dF , then for a function G remaining bounded in its time
evolution, using the property that the flow of the Hamiltonian vector field XH
on the symmetric manifold commutes with the action of XH , one easily proves
that:
〈〈XGH〉〉 = 0, (4.1)
where, as indicated before, by the time average we mean:
〈〈F 〉〉 = lim
T→∞
1
T
∫ T
0
F (γ(t)) dt,
where γ is the evolution curve. In particular, when the motion of the dynamical
system is periodic with period τ the time average reduces to:
〈〈F 〉〉 = 1
τ
∫ τ
0
F (γ(t)) dt.
It is also remarkable that if 〈〈F1〉〉 and 〈〈F2〉〉 do exist, then 〈〈F1 +F2〉〉 also exists
and 〈〈F1 + F2〉〉 = 〈〈F1〉〉+ 〈〈F2〉〉.
When the configuration space is R3, the phase space is the cotangent bundle
T ∗R3 which is endowed with its canonical symplectic structure ω0. Then, for
the Clausius function in terms of Cartesian coordinates, G(x,p) = x · p, the
Hamiltonian vector field XG is given by
XG = x
i ∂
∂xi
− pi ∂
∂pi
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and represents the canonical lift to T ∗R3 of the generator of dilatations in R3,
i.e. of the vector field in R3,
D = xi
∂
∂xi
.
When the Hamiltonian is natural, i.e. of the form:
H(x,p) = H0(p) + V (x) =
p · p
2
+ V (x),
and the function G remains bounded in its time evolution, the above virial
relation reduces to the usual one 〈〈2H0 − x · ∇V 〉〉 = 0, therefore the standard
virial theorem appears as a particular case of the more general property stated
for Hamiltonian systems in symplectic manifolds.
For the particular case of Hamiltonian systems, a regular Lagrangian system
(TQ, ωL, EL), the virial relation for an appropriate function G ∈ C∞(TQ) is:
〈〈XG(EL)〉〉 = 0. (4.2)
When the Lagrangian function is of the mechanical type, L(x,v) = 12mv·v−
V (x), the energy and the symplectic form corresponding to L are respectively
given by:
EL(x,v) =
1
2
mv · v + V (x), ωL =
n∑
i=1
mdxi ∧ dvi,
and then if G(x,v) = mx · v the corresponding Hamiltonian vector field is
XG = x
i ∂
∂xi
− vi ∂
∂vi
,
from which we recover the original virial theorem, because:
XG(EL)(x,v) = x ·∇V (x)−mv · v.
The geometric version of the virial theorem for Hamiltonian systems given
in [7] can be expressed in terms of the Poisson bracket. On a Poisson manifold
(M ′, { · , · }), every function H ∈ C∞(M ′) defines a dynamical system by x˙ =
XH(x) = {x , H}, i.e. XH = { · , H}. In the case of a Hamiltonian system
defined in a symplectic manifold, the Poisson bracket of two functions F1, F2
on the symplectic manifold is defined as {F1, F2} = ω(XF1 , XF2). For a virial
function G ∈ C∞(M), as XHG = {G,H} the virial theorem (4.1) states that
the time average of the Poisson bracket {G,H} vanishes:
〈〈{G,H}〉〉 = 0.
This relation is simply (4.1) in the case of a Hamiltonian dynamical system,
and it becomes (4.2) in the Lagrangian case where the Poisson bracket is given
by {F,G} = ωL(XF , XG).
In this chapter leaving from the geometric approach for the generalized virial
theorem given in [7], we pretend to both particularize some of the results ob-
tained there, for standard Lagrangians (i.e. of a the mechanical type), and to
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generalize them first to mechanical systems on Lie algebroids, and then to non-
holonomic systems both on the tangent bundle and on Lie algebroids. Moreover
it will be made use of quasi-coordinates to state in these instances the virial
theorem.
In Section 4.2 we will restrict to the Lagrangian formalism, and write in-
trinsically and in local coordinates the virial theorem for a Lagrangian system
of mechanical type on a Riemannian manifold. An important case we study is
that of an affine virial function associated to a vector field on the configuration
manifold. The special cases of a virial function associated to a Killing, a homo-
thetic and a conformal Killing vector field are considered and the corresponding
virial theorems are established for this type of functions.
Then, in Section 4.3 the geometric approach to the virial theorem developed
in [7] is written in terms of quasi-velocities in the Lagrangian case (see [14]),
and respectively in quasi-momenta in the Hamiltonian case.
In Section 4.4 we approach the virial theorem for nonholonomic mechanical
systems, using the Lagrange multipliers method and afterwards the distribu-
tional method for the description of this kind of systems. The second one
permits us to create a similarity between the holonomic and the nonholonomic
case, as it will make possible the writing of the virial theorem using a nonholo-
nomic bracket. In the end it will be given a description of the main results using
quasi-velocities.
Afterwards, the extension of similar results to the framework of mechanics in
Lie algebroids is made in Section 4.5, and to nonholonomic mechanical systems
on Lie algebroids, in Section 4.6.
4.2 Virial Theorem for Mechanical Lagrangians
on TQ
In Subsection 4.2.1 the form of mechanical Lagrangians is reminded. Then,
the virial theorem for Lagrangian systems of mechanical type is presented, in
Subsection 4.2.2 both in intrinsic form and in terms of local coordinates. As
a particular case, a special virial function G, and then a spherical geometry
problem, are used in order to show some examples.
In Subsection 4.2.3 we consider a particularly important case of an affine on
the velocities virial function, as associated to a vector field on the configuration
manifold. The cases where the vector field is either a Killing, a homothetic
or a conformal Killing vector field, are considered in Subection 4.2.4. Several
examples are used to illustrate the theory.
4.2.1 Mechanical Lagrangians
We can define Lagrangians of mechanical type for systems with configuration
space Q, L ∈ C∞(TQ), by choosing a (pseudo-)Riemann structure g on Q and
a potential function V ∈ C∞(Q) as follows:
Lg,V (q, v) =
1
2
gq(v, v)− (τ∗QV )(q, v) =
1
2
gq(v, v)− V˜ (q), (4.3)
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i.e. the Lagrangian function is of the form Lg,V = Tg−τ∗QV , where the function
Tg ∈ C∞(TQ) represents the kinetic energy for the Riemannian metric g given
above, which can be rewritten as:
Tg =
1
2
g(TτQ ◦D,TτQ ◦D),
with D being any second order differential equation vector field, i.e. a vector
field on TQ such that τTQ ◦D = idTQ, while the potential energy V˜ = τ∗QV is a
basic function, i.e. the pull-back of a smooth function V on the base manifold
Q.
Given a Riemann structure g on a manifold Q with local expression in a local
chart (2.14), the expression for the corresponding free (i.e. V = 0) Lagrangian,
i.e. the function Tg is:
Tg(q, v) =
1
2
gij(q) v
ivj , (4.4)
while the coordinate expression of an arbitrary second order vector field is:
D(q, v) = vi
∂
∂qi
+ f i(q, v)
∂
∂vi
. (4.5)
4.2.2 Virial theorem for Mechanical Lagrangians
The energy of a Lagrangian system is defined by EL = ∆L− L, where ∆ is
the Liouville vector field, generator of dilations along the fibres.
If the Lagrangian is of a mechanical type Lg,V , then, as ∆(Tg) = 2Tg and
∆(V ) = 0, the total energy of a Lagrangian system of mechanical type is EL =
Tg + V . The coordinate expression of the Cartan 1-form θL = dL ◦ S for such
Lagrangian (4.3) is given by:
θL(q, v) = gij(q) v
j dqi
and the symplectic form ωL = −dθL by:
ωL = gij dq
i ∧ dvj + 1
2
(
∂gij
∂qk
vj − ∂gkj
∂qi
vj
)
dqi ∧ dqk.
The dynamics is then given by the dynamical vector field ΓL defined for a regular
Lagrangian L by:
iΓLωL = dEL, (4.6)
and the solution of such dynamical equation (4.6) turns out to be
ΓL(q, v) = v
i ∂
∂qi
−
(
Γijk(q)v
jvk + gij(q)
∂V
∂qj
(q)
)
∂
∂vi
,
where Γijk are the Christoffel symbols of the second kind with respect to the
Levi-Civita connection defined by the metric g, as given by (2.17).
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The Hamiltonian vector field of a smooth function G on TQ is determined
by the equation iXGωL = dG and in local coordinates is given by
XG(q, v) = g
ij(q)
∂G
∂vj
(q, v)
∂
∂qi
+ gik(q)
[(
∂gln
∂qk
(q) vn − ∂gkn
∂ql
(q) vn
)
glj(q)
∂G
∂vj
(q, v)− ∂G
∂qk
(q, v)
]
∂
∂vi
.
(4.7)
Since the total energy of the system is EL = T + V , then,
XG(EL) = −ΓL(G) = ∂G
∂vl
(
Γljkv
jvk + gil
∂V
∂qi
)
− ∂G
∂qk
vk. (4.8)
The virial theorem, 〈〈XG(EL)〉〉 = 0 (see e.g. [7] for a geometric approach),
establishes the following relation of time average:
〈〈∂G
∂vl
(
Γljkv
jvk + gil
∂V
∂qi
)
− ∂G
∂qk
vk〉〉 = 0.
We will see that the preceding expression is much simpler when the vector field
XG is a complete lift.
From the expression ΓL(G) = X
c(L), evaluating on the time evolution and
averaging on the interval [0, T ], in the limit when T → ∞, we get as we did in
[7] in an analogous case, the virial theorem stating that if G remains bounded,
then:
〈〈Xc(L)〉〉 = 0⇐⇒ 〈〈Xc(Tg)−X(V )〉〉 = 0,
whose local coordinate expression is
〈〈Xk 1
2
∂gij
∂qk
vivj +
∂Xk
∂ql
gkjv
lvj −Xk ∂V
∂qk
〉〉 = 0. (4.9)
A particular case studied in [7], is when there exists a nonzero real number a
such that XcL = aL, and then we recover the result 〈〈L〉〉 = 0, i.e. 〈〈T−V 〉〉 = 0.
Example 3 (Spherical geometry): Consider as an illustrative example the mo-
tion of a unity mass point on a sphere of radius R = 1/
√
λ centred at the origin
and the usual spherical polar coordinates, i.e. a point P on the sphere is fixed
by two coordinates (θ, φ) such that
x(θ, φ) = (R sin θ cosφ,R sin θ sinφ,R cos θ),
and then
gθθ = R
2, gθφ = 0, gφφ = R
2 sin2 θ,
i.e. the arc-length is
ds2 = R2(dθ2 + sin2 θ dφ2). (4.10)
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Suppose that the motion is under the action described by a potential function
V (θ) that does not depend on φ but only on the distance to the North pole.
Then, if X is the vector field on the base X = tan θ ∂/∂θ, with complete lift
Xc = tan θ
∂
∂θ
+ sec2θ vθ
∂
∂vθ
,
as the kinetic energy is T = 12R
2(v2θ + sin
2 θ v2φ) and
Xc(T ) = R2(sec2θ v2θ + sin
2 θ v2φ), X(V ) = tan θ
∂V
∂θ
,
the Virial Theorem establishes that
〈〈R2(sec2θ v2θ + sin2 θ v2φ)〉〉 = 〈〈tan θ
∂V
∂θ
〉〉.
The points of the lower half sphere can be described by the points obtained
by central projection onto the tangent plane x3 = −R, i.e. points (q1, q2,−R)
such that 
q1 =
x1R
−x3 = −
R2 sin θ cosφ
R cos θ
= −R tan θ cosφ
q2 =
x2R
−x3 = −
R2 sin θ sinφ
R cos θ
= −R tan θ sinφ
or eliminating the South pole and using polar coordinates (r, φ) centred at
(0, 0,−R), i.e. r = −R tan θ, having in mind that
dθ
dr
= − 1
R
1
1 + (r/R)2
= − 1
R
1
1 + λ r2
,
the expression of the arc-length becomes
ds2 =
1
(1 + λr2)2
dr2 +
r2
(1 + λr2)
dφ2.
In terms of the new coordinates, as tan θ = −r/R,
sec2θ = 1 + λr2, sin2 θ =
r2
R2
(1 + λr2)−1, vr = R(1 + λr2)vθ
and then we can rewrite the preceding equation as
〈〈(1 + λr2)−1(v2r + r2v2φ)〉〉 = 〈〈r (1 + λr2)
∂V
∂r
〉〉, (4.11)
which coincides with the expression (14) of [55]. However, in [55] such expression
was only proved for two special cases and it was proposed as a guess for the
general case. /
4.2.3 Virial Theorem for Killing vector fields
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As mentioned earlier, the Virial Theorem for a given smooth bounded func-
tion G is but 〈〈XG(EL)〉〉 = 0, which for systems of mechanical type reduces to
〈〈XG(T ) + XG(V )〉〉 = 0. A particularly simple case would be when XG is a
complete lift and this property constraints the possible form of G.
Note first that looking at expression (4.7) and asking for the vector field XG
to be τQ projectable, a necessary and sufficient condition for this to happen is
that ∂G/∂vi be a basic function, i.e. G is an affine in velocities function, or in
more geometric language, there must be a 1-form α = αk(q) dq
k on Q and a
function ϕ on Q such that
G = α̂+ τ∗Qϕ,
and then the τQ-related vector field is ĝ
−1(α).
With this form of G, in order for XG to be a complete lift, the τQ-related
vector field must be ĝ−1(α), i.e.: dτQ(XG) = ĝ−1(α) and the n functions αk
and the function ϕ on the base manifold must satisfy, for any index i:
∂
∂qk
(
gijαj
)
vk = gik
[(
∂gln
∂qk
vn − ∂gkn
∂ql
vn
)
gljαj − vj ∂αj
∂qk
− ∂ϕ
∂qk
]
.
These conditions can be rewritten for any pair of indices (i, k), as:
αj
∂gij
∂qk
+ gij
∂αj
∂qk
= gij
∂glk
∂qj
glm αm − gim ∂gmk
∂ql
glj αj − ∂αk
∂qj
gij ,
∂ϕ
∂qk
= 0,
and therefore as follows
gij
(
∂αj
∂qk
+
∂αk
∂qj
)
= αn
(
−∂g
in
∂qk
+ gijgln
∂glk
∂qj
− gimgln ∂gmk
∂ql
)
,
∂ϕ
∂qk
= 0.
Using now that
∂gij
∂qk
= −gilgjm ∂glm
∂qk
,
the preceding equation becomes
gij
(
∂αj
∂qk
+
∂αk
∂qj
)
= αn
(
girgns
∂grs
∂qk
+ gijgln
∂glk
∂qj
− gimgln ∂gmk
∂ql
)
,
or equivalently
gij
(
∂αj
∂qk
+
∂αk
∂qj
)
= αng
ijgln
(
∂gjl
∂qk
+
∂glk
∂qj
− ∂gjk
∂ql
)
= 2αng
lnΓilk.
which can be rewritten as
∂αj
∂qk
+
∂αk
∂qj
= 2αi Γ
i
jk,
or in other words, for any pair of indices i, k,(
∂αj
∂qk
− αi Γijk
)
+
(
∂αk
∂qj
− αi Γikj
)
= 0.
Multiplying both sides by ZjY k and summing on repeated indices we see that
this equation is the coordinate expression of the intrinsic one
〈∇Y α,Z〉+ 〈∇Zα, Y 〉 = 0, ∀Y,Z ∈ X(Q),
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so that the 2-covariant tensor field ∇α is skew-symmetric. But as α = ĝ(X), the
relation (2.18) allows us to express this condition as g(∇YX,Z)+g(Z,∇YX) =
0, which means that X satisfies the Killing condition (2.22). The preceding
result can be summarized in the following proposition whose intrinsic proof is
also given:
Proposition 10: The vector field X ∈ X(Q) is a Killing vector w.r.t. the
Riemann structure g iff Xα̂ = X
c, where α̂ is the linear in the fibers function
defined by the 1-form α = ĝ(X).
Proof. The linear in the fibers function G = 〈θTg , Xc〉 is nothing but the
function α̂, because:
〈θTg , Xc〉 = 〈dTg ◦ S,Xc〉 = 〈dTg, S(Xc)〉 = Xv(Tg),
where the vector field Xv is the vertical lift of X [23, 24], and therefore,
〈θTg , Xc〉(v) =
d
ds
Tg(v + sX(τQ(v))
∣∣
s=0
= g(X(τQ(v)), v) = α̂(v),
for every v ∈ TQ.
If the Hamiltonian vector field XG is the complete lift X
c, then the relation
(2.2) shows that Xc(EL) = −Xc(L), because Xc(L) = ΓLG = −XG(EL) =
−Xc(EL). Therefore, Xc(Tg) −Xc(V ) = −Xc(Tg) −Xc(V ), i.e. Xc(Tg) = 0,
and then X is a Killing vector.
On the other hand, if X is a Killing vector we have that TLXg = 0. Since
i(XG−Xc)ωTg = θTLXg = 0, then XG = X
c.
Let X be a Killing vector field, and α = ĝ(X) the associated 1-form. As we
have seen, Xα̂ = X
c, from where we have:
{EL, α̂} = Xα̂EL = XcEL = EXcL = TLXg + τ∗Q (LXV ) = τ∗Q (LXV ) .
Taking mean values we get that for every Killing vector field X:
〈〈LXV 〉〉 = 0.
Therefore, if X is not a symmetry of the potential energy then the mean value of
the derivative LXV vanishes along any trajectory of the Lagrangian dynamical
system.
Example 4 (Spherical geometry revisited): Coming back to the case of the
spherical geometry, we can say that the vector field
X = Xθ
∂
∂θ
+Xφ
∂
∂φ
is a Killing vector field if and only if its complete lift
Xc = Xθ
∂
∂θ
+Xφ
∂
∂φ
+
(
∂Xθ
∂θ
vθ +
∂Xθ
∂φ
vφ
)
∂
∂vθ
+
(
∂Xφ
∂θ
vθ +
∂Xφ
∂φ
vφ
)
∂
∂vφ
is a symmetry of the kinetic energy
T (θ, φ, vθ, vφ) =
1
2
(v2θ + sin
2 θ v2φ).
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From the condition(
∂Xθ
∂θ
vθ +
∂Xθ
∂φ
vφ
)
vθ+sin
2 θ
(
∂Xφ
∂θ
vθ +
∂Xφ
∂φ
vφ
)
vφ+Xθ sin θ cos θ vφ
2 = 0,
we obtain the conditions:
∂Xθ
∂θ
= 0,
∂Xθ
∂φ
+ sin2 θ
∂Xφ
∂θ
= 0
sin θ
(
cos θ Xθ + sin θ
∂Xφ
∂φ
)
= 0
One solution is given by Xθ = 0 and Xφ = 1, i.e. the vector field X3 = ∂/∂φ
is a Killing vector field. Another particular solution is Xθ = cosφ and Xφ =
− sinφ cotan θ, and then another Killing vector field is
X1 = cosφ
∂
∂θ
− sinφ cotan θ ∂
∂φ
.
The corresponding virial theorem is
〈〈LX1V 〉〉 = 0⇐⇒ 〈〈cosφ
∂V
∂θ
〉〉 = 〈〈sinφ cotan θ∂V
∂φ
〉〉.
/
Example 5 (Periodic Toda lattice with n particles): A periodic Toda lattice
system with n particles without impurities (each particle as the same mass m),
is defined by a mechanical Lagrangian L = T − V on TRn. The kinetic energy
is the quadratic function defined by the Euclidian metric on Rn,
T (q, v) =
1
2
n∑
i=1
mv2i ,
and the potential is given by
V (q) =
n∑
i=1
eqi−qi+1 ,
where qn+1 = q1. Consider the following vector field, for a fixed k = 1, . . . , n,
Xk =
∂
∂qk
.
The vector field is a Killing vector w.r.t. the Euclidean metric.
Then the Virial Theorem implies that 〈〈LXkV 〉〉 = 〈〈eqk−qk+1−eqk−1−qk〉〉 = 0.
Therefore, 〈〈eqk−qk+1〉〉 = 〈〈eqk−1−qk〉〉 for every k and hence 〈〈V 〉〉 = n〈〈eq1−q2〉〉.
/
Example 6 (Kepler problem in polar coordinates): Consider a particle P of
mass m moving in a plane under the action of a central force F (r) = −γ mm′/r2
on the direction of a fixed pointO of massm′  m, where γ is a positive constant
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and r represents the distance between O and the point particle P . Let φ be
the angle that the line OP makes with a fixed direction on the plane. In polar
coordinates the arc-length is given by ds2 = dr2 + r2dφ2. The kinetic energy of
the particle is given by
T (r, φ, vr, vφ) =
m
2
(
v2r + r
2 v2φ
)
and the potential is the function V (r) = −γ mm′/r. The vector field
X = cosφ
∂
∂r
− 1
r
sinφ
∂
∂φ
is a Killing vector field of the Euclidean metric in polar coordinates. Then the
Virial Theorem tell us that 〈〈LXV 〉〉 = 0, that is, 〈〈− cos(φ)γ mm′/r2〉〉 = 0.
/
4.2.4 Virial Theorem for conformal and homothetic vector
fields
Conformal Killing vector fields and in particular homothetic vector fields
have also been relevant in many problems in physics and more particularly in
space-time geometry (see e.g, [37, 6, 29]). We now explore the information that
we can extract from them in the problem of virial theorem we are considering.
With this aim we first find the difference between the Hamiltonian vector field
Xα̂ associated to the 1-form α = ĝ(X), where X is a vector field on Q and X
c
the complete lift of X.
Definition 30: A vector field X on Riemannian manifold (Q, g) is a conformal
Killing vector field if there exists a function f ∈ C∞(Q) such that LXg = f g.
Proposition 11: If X is the vector field on Q associated to the 1-form α,
α = ĝ(X), and as before α̂ ∈ C∞(TQ) is the function α̂(v) = g(X(τQ(v)), v),
for v ∈ TQ, then the difference of the complete lift Xc of X and the Hamiltonian
vector field Xα̂ associated to α̂ with respect to the symplectic form ωTg is the
vertical vector field whose contraction with the symplectic form ωTg is the semi-
basic 1-form θTLXg .
Proof. Notice first that as both vector fields, Xc and Xα̂, are projectable on
the vector field X = ĝ−1(α), the difference vector is vertical. Moreover, taking
into account the above mentioned relation 〈θTg , Xc〉 = α̂, we have
i(Xα̂−Xc)ωTg = iXα̂ωTg − iXcωTg = dα̂+ iXcdθTg , (4.12)
and then
i(Xα̂−Xc)ωTg = d(iXcθTg ) + iXcdθTg = LXcθTg = θXcTg = θTLXg , (4.13)
where the last equality follows from (2.23).
It is also well known (see e.g. [15]) that contraction with the symplectic forms
ωL defined by a regular Lagrangian L establishes a one-to-one correspondence of
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vertical vector fields with semi basic 1-forms. More explicitly, in the particular
case we are considering of L = Tg, the semi basic 1-form corresponding to the
Liouville vector field ∆, generating dilation along the fibers of TQ, is −θTg
because, as θTg is semi-basic,
i∆ωTg = −i∆dθTg = −L∆θTg ,
and as θTg is homogeneous of degree one in velocities, we find that
i∆ωTg = −θTg . (4.14)
This allows us to write:
i(Xα̂−Xc)ωTg = −i∆ωTLXg .
As a consequence, in the case of a conformal Killing vector field, we have
the following result.
Theorem 15: A vector field X on the Riemannian manifold (Q, g) is a confor-
mal Killing vector field if and only if Xα̂ = X
c − f ∆, where α is the 1-form
α = ĝ(X).
Proof. Indeed, if X is a conformal Killing vector field, there exists a function
f ∈ C∞(Q) such that LXg = fg, and then θTLXg = f θTg . The relation
(4.13) reduces in this case to i(Xα̂−Xc)ωTg = f θTg , and then using (4.14), to
i(Xα̂−Xc)ωTg = −i(f ∆)ωTg . As ωTg is nondegenerate we find Xα̂ −Xc = −f ∆.
Conversely, if there exists a function f ∈ C∞(Q) such that Xα̂−Xc = −f∆,
then
i(Xα̂−Xc)ωTg = −i(f ∆)ωTg = f θTg ,
and as a consequence of (4.13) we obtain that θTLXg = f θTg , which implies
LXg = f g and then X is a conformal Killing vector field.
This result is in agreement with the meaning of being a conformal Killing vector
field: its flow transforms geodesics in re-parameterized geodesics, the responsible
for reparametrization is the term f ∆. Of course, for f = 0 we recover the result
of Proposition 1.
Virial Theorem for conformal Killing vector fields: The preceding
result allows us to now state:
Theorem 16: Let us consider a Lagrangian of mechanical type L = Lg,V =
Tg − τ∗QV , a conformal Killing vector field X for g, and the associated 1-form
α = ĝ(X). Then we have that
〈〈fTg − LXV 〉〉 = 0.
Proof. If α = ĝ(X) is the associated 1-form, from the relation Xα̂ = X
c− f∆
it follows that
{EL, α̂} = Xα̂EL = XcEL − f ∆EL = EXcL − 2fTg = −fTg + τ∗Q(LXV ),
where we have used that EXcL = TLXg+τ
∗
Q(LXV ) = f Tg+τ
∗
Q(LXV ). Applying
the virial theorem 〈〈{EL, α̂}〉〉 = 0 we obtain the result.
4.2. VIRIAL THEOREM FOR MECHANICAL LAGRANGIANS ON TQ 81
Example 7: Consider now the spherical geometry metric (4.10) for R = 1
and look for a conformal vector field of the form X = Xθ(θ) ∂/∂θ. From the
relationships
LX(dθ
2) = 2X˙θ dθ
2, LX(sin
2 θ dφ2) = 2 sin θ cos θXθ dφ
2
we see that in order to be a conformal vector field one must have:
2 X˙θ = 2 cotan θXθ = f(θ),
from where we obtain Xθ = sin θ and f(θ) = 2 cos θ. Therefore the correspond-
ing Virial relation reads
〈〈2 cos θ Tg〉〉 = 〈〈 cos θ (v2θ + sin2 θ v2φ)〉〉 = 〈〈sin θ
∂V
∂θ
〉〉.
/
Example 8: Another example with three degrees of freedom is the metric
ds2 = h(r) dr2 + r2(dθ2 + sin2 θ dφ2), h(r) > 0.
If we look for a conformal vector field of the form X = Xr(r) ∂/∂r we arrive to
the relationship
LX g = (h˙Xr + 2h X˙r) dr
2 + 2 r Xr(dθ
2 + sin2 θ dφ2) = f g,
and we see that in order to be a conformal vector field one must have:
h˙
h
Xr + 2 X˙r =
2Xr
r
= f,
from where we can conclude that Xr is a solution of the differential equation
X˙r +
(
1
2
h˙
h
− 1
r
)
Xr = 0 =⇒ Xr = C r
h1/2
.
and f = 2C/h1/2. In particular for h(r) = 1, the Euclidean metric, we have
the homothetic dilation vector field X = r ∂/∂r, with f = 2 while for h(r) = r2
we find the conformal vector field X = ∂/∂r with a conformal factor f =
2/r.Therefore the corresponding Virial relations read
〈〈2Tg〉〉 = 〈〈LXV 〉〉 =⇒ 〈〈v2r + r2(v2θ + sin2 θ v2φ)〉〉 = 〈〈r
∂V
∂r
〉〉.
and
〈〈2
r
Tg〉〉 = 〈〈LXV 〉〉 =⇒ 〈〈r
(
v2r + v
2
θ + sin
2 θ v2φ
)〉〉 = 〈〈∂V
∂r
〉〉.
/
We can prove a similar result when we have two Riemann metrics g and g′ on
Q and the vector field X ∈ X(Q) relates them in the following way LXg = f g′.
Theorem 17: Consider a Lagrangian of mechanical type L = Lg,V = Tg−τ∗QV .
If there exists a function f ∈ C∞(Q) such that LXg = f g′, and α = ĝ(X), then,
〈〈fTg′ − LXV 〉〉 = 0.
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Proof. Since α̂ = 〈θL, Xc〉, then ΓL(α̂) = Xc(L). Hence,
{EL, α̂} = Xα̂EL = −Xc(L) = −Xc(Tg) + τ∗Q(LXV ) =
= −TLXg + τ∗Q(LXV ) = −fTg′ + τ∗Q(LXV ).
The Virial Theorem implies that 〈〈−fTg′ + LXV 〉〉 = 0, and the result follows.
Example 9 (Spherical geometry): In example 3 the vector field X = tan(θ)∂θ
defines the virial function. In polar coordinates, this vector is given by
X = r(1 + λr2)∂r.
The vector field X is not a conformal vector field of the Euclidian metric g′
given by ds2 = dr2 + r2dφ2, but LXg = 2(1 + λr
2)−1g′. In this case, we have
the formula: 〈〈2(1 + λr2)−1Tg′〉〉 = 〈〈LXV 〉〉 which is equivalent to (4.11). /
Virial theorem for homothetic vector fields: When the vector field X is
homothetic, i.e. f = µ is a real constant, LXg = µ g, then LXcTg = µTg, where
Tg is the kinetic energy T .
In example 9, when λ→ 0, the limit vector field is the infinitesimal generator
of dilations on R2 written in polar coordinates, and it is a 2−homothetic vector
field of the Euclidian metric, so in the limit the Virial Theorem implies that
2〈〈Tg〉〉 = 〈〈r∂rV 〉〉.
If V is a X-homogeneous function of degree ν, i.e. LXV = νV , then 〈〈µTg−
νV 〉〉 = 0 because of 〈〈Xc(Tg)−LXV 〉〉 = 0. Using that the energy is a constant
E along a trajectory we also have 〈〈Tg + V 〉〉 = E, from where
〈〈Tg〉〉 = ν
ν + µ
E and 〈〈V 〉〉 = µ
ν + µ
E.
As a particular case, if both degrees of homogeneity are equal ν = µ ≡ a
then we have that
〈〈Tg〉〉 = 〈〈V 〉〉 = 1
2
E.
On the other hand, this condition is equivalent to LXcL = aL, and hence we
can apply directly a result in [7] obtaining 〈〈L〉〉 = 0, from where we also get
E = 2〈〈Tg〉〉 = 2〈〈V 〉〉.
4.3 Virial Theorem for Mechanical systems on
TQ in quasi-coordinates
In this section, using this time quasi-coordinates, we will present the modern
geometric approach to the virial theorem developed in [7], where a Hamiltonian
formalism is being used, and as a particular case is obtained the virial theorem
for a regular Lagrangian system.
In many problems in classical mechanics and control theory it is useful to
consider quasi-velocities. For instance, in studying the rotation of a rigid body,
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it is traditional to use Euler’s angles to parametrize the orientation of the body
while using body angular velocities to describe the dynamics. Similarly, for a
system with nonholonomic constraints (i.e. constraints on the velocities that
are not derivable from position constraints) one can define quasi-velocities in
such a way that some of them coincide with the constraints, obtaining in this
way fewer equations to solve.
An important fact of using quasi-coordinates in determining the virial the-
orem on TQ, is that, as the quasi-coordinates are not related with the tangent
structure of τQ : TQ→ Q, using only the vector bundle structure of it and the
Lie algebra structure on X(Q), we will be able to naturally generalize in Section
4.5 and Section 4.6 the virial theorem obtained in quasi-coordinates on TQ to
a Lie algebroid, where, as there is no preferred basis of sections, there is no
preferred choice of coordinates.
We consider a configuration manifold Q where a mechanical system is evolv-
ing. The traditional concept of velocities and momenta are obtained when con-
sidering a local chart (U, q1, . . . , qn), the coordinate basis {∂/∂qj} and its dual
{dqj}. Then, as we mentioned in section 2.1, if v, respectively ζ are written in
this basis as: v = vj∂/∂qj and ζ = pj dq
j , then vj = 〈dqj , v〉 and pj = 〈ζ, ∂/∂qj〉
are the usual velocities and momenta.
Alternatively we can chose a local basis of vector fields on Q, {X1, . . . , Xn},
and the dual basis {α1, . . . , αn}. Any tangent vector v ∈ TqQ can be expressed
uniquely as v = wjXj(q). The real numbers (w
1, . . . , wn) are called the quasi-
velocities of v in the given basis. In terms of the dual basis wj = 〈αj(q), v〉. Sim-
ilarly a covector ζ ∈ T ∗qQ can be expressed as ζ = pijαj(q), and then (pi1, . . . , pin)
are called the quasi-momenta of ζ in the given basis, which can be obtained as
pij = 〈ζ,Xj(q)〉. The pair (qi, wi) is called the quasi-coordinates of v ∈ TQ and
the pair (qi, pik) is called the quasi-coordinates of ζ ∈ T ∗Q (see [14]).
The relation between standard velocities and quasi-velocities is given by the
well-known basis change formulas. IfXj = β
k
j (q)
∂
∂qk
is the coordinate expression
of the vector field Xj in the coordinate basis, where
∂
∂qk
= ∂
∂qk
∣∣∣
v
− ∂βja
∂qk
αaj v
j ∂
∂vj ,
then dqj = βjk(q)α
k and it follows that vi = wjβij(q) and pik = piβ
i
k(q). A system
of quasi-coordinates has an associated set of local functions on Q called Hamel’s
symbols given by γkml = β
j
mβ
i
l
(∂αkj
∂qi − ∂α
k
i
∂qj
)
, where αim is the inverse matrix of
βmj , i.e. α
i
mβ
m
j = δ
i
j . They can be defined by means of dα
k = − 12γkmlαm ∧ αl,
or alternatively by [Xm, Xl] = γ
k
mlXk.
4.3.1 Lagrangian formalism
Consider now a dynamical system defined by a regular Lagrangian L ∈ C∞(TQ).
As mentioned in Subsection 2.1.2, the dynamical vector field ΓL ∈ X(TQ) is de-
termined by the dynamical equation iΓLωL = dEL, where ωL = −dθL is the
Cartan 2-form associated to the Lagrangian and EL is the energy function de-
fined by L. In quasi-coordinates (qi, wi) on the tangent bundle TQ, the differen-
tial of an arbitrary function G ∈ C∞(TQ) is given by dG = Xj(G)αj + ∂G∂wj dwj ,
and the expression in quasi-coordinates of the Cartan 2-form ωL = −dθL by:
ωL =
1
2
[
γkml
∂L
∂wk
+Xl
(
∂L
∂wm
)
−Xm
(
∂L
∂wl
)]
αm ∧ αl + ∂
2L
∂wj∂wk
αk ∧ dwj .
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Therefore, the dynamical vector field ΓL = XEL is given by
ΓL = w
jXj +W
rl
[
wmγkml
∂L
∂wk
− wmXm
(
∂L
∂wl
)
+Xl(L)
]
∂
∂wr
,
where [W rl] is the inverse matrix of [∂2L/∂wl∂wr], and the Hamiltonian vector
field of the function G is
XG = W
jl ∂G
∂wl
Xj+W
jl
{[
∂L
∂wk
γkml +Xl
(
∂L
∂wm
)
−Xm
(
∂L
∂wl
)]
Wmr
∂G
∂wr
−Xl(G)
}
∂
∂wj
.
For a virial function G the virial theorem on TQ in quasi-coordinates takes
the form
〈〈 ∂G
∂wr
W rl
[
wmXm
(
∂L
∂wl
)
−Xl(L)− wmγkml
∂L
∂wk
]
− wjXj(G)〉〉 = 0 (4.15)
The above equation provides a geometric interpretation of the Boltzmann’s for-
malism of the virial theorem.
An important case is that of the function G = 〈θL, Xc〉, where X is a
vector field on Q and Xc is its complete lift to TQ. It was proved in [7] that
{G,EL} = ΓLG = XcL, from where it follows that from the condition of the
virial theorem we have 〈〈XcL〉〉 = 0. In quasi-coordinates, if X = f iXi then the
expression of the complete lift is
Xc = f iXi +
[
Xk(f
i) + γikjf
j
]
wk
∂
∂wi
,
and therefore
〈〈f iXi(L) +
[
Xk(f
i) + γikjf
j
]
wk
∂L
∂wi
〉〉 = 0.
If moreover the Lagrangian is of mechanical type, L = T − V , then the virial
theorem has the form 〈〈Xc(T )〉〉 = 〈〈X(V )〉〉. In coordinates, turns out to be
〈〈f iXi(T ) +
[
Xk(f
i) + γikjf
j
]
wk
∂T
∂wi
〉〉 = 〈〈f jXj(V )〉〉. (4.16)
Example 10 (Kepler problem and quasi-velocities): Let us consider a particle
P of mass m moving in a plane under the action of a central force F (r) =
−γmm′/r2 on the direction of a fixed point O of mass m′  m, where γ is a
positive constant and r represents the distance between O and the particle P .
The configuration space of the system is Q = R2 − {O}. Let θ be the angle
that the line OP makes with a fixed direction on the plane. Consider as quasi-
velocities w1 = r˙ and w2 = r2 θ˙, corresponding to twice the area swept-out per
time unit. Then,
L(r, θ, w1, w2) =
m
2
[
(w1)2 +
1
r2
(w2)2
]
+
γmm′
r
.
Let X = r∂r be the infinitesimal generator of dilations on the space R2 written
in polar coordinates. The complete lift of X is the vector field Xc = r∂r +
w1∂w1 + 2w
2∂w2 on the tangent bundle TR2. If the virial function is defined
by G = 〈θL, Xc〉, that is, G(r, θ, w1, w2) = mrw1, then the Hamiltonian vector
field of G turns out to be XG = r∂r − w1∂w1 . Applying formula (4.16), we
obtain 〈〈r∂rV 〉〉 = 〈〈m(w1)2 +m (w
2)2
r2 〉〉, that is, 〈〈−V 〉〉 = 〈〈2T 〉〉 as expected. /
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4.3.2 Hamiltonian formalism
As specified in Subsection 2.1.1, a function in the phase space, H ∈ C∞(T ∗Q),
determines an associated Hamiltonian vector field XH by the dynamical equa-
tion iXHω0 = dH, where ω0 = −dθ0 is the canonical symplectic form on T ∗Q.
The motions of the system are the integral curves of XH . In quasi-coordinates
(qi, pii) on the cotangent bundle T
∗Q, the differential of an arbitrary function
G ∈ C∞(T ∗Q) is given by: dG = Xj(G)αj + ∂G∂pij dpij . The canonical 1-form
θ0 has the expression θ0 = pikα
k and the canonical symplectic form ω0 = −dθ0
is locally given by ω0 = α
i ∧ dpii + 12pikγkijαi ∧ αj . Therefore, the Hamiltonian
vector field associated to the function G is given by:
XG =
∂G
∂pii
Xi −
(
βji
∂G
∂qj
+ pikγ
k
ij
∂G
∂pij
) ∂
∂pii
.
Given a virial function G on T ∗Q, the virial theorem in the Hamiltonian
formulation written in quasi-coordinates is:
〈〈βji
∂G
∂pii
∂H
∂qj
− βji
∂G
∂qj
∂H
∂pii
− pikγkij
∂G
∂pij
∂H
∂pii
〉〉 = 0.
This equation provides a geometric interpretation of the virial theorem as pre-
sented in [28] by using the Poincare´’s formalism.
Particularly important are fibrewise linear virial functions. Every vector field
X on the base manifold Q is associated with a linear function G ∈ C∞(T ∗Q)
defined by G(ζ) = 〈ζ,X(q)〉 for ζ ∈ T ∗qQ. The associated Hamiltonian vector
field is the complete lift Xc of X to T ∗Q. In quasi-coordinates (qi, pii) on T ∗Q,
if X has the expression X = f iXi, then G(q, pi) = pikf
k(q) and the Hamiltonian
vector field has the expression:
XG = X
c = f iXi −
(
βji
∂fk
∂qj
+ γkijf
j
)
pik
∂
∂pii
.
For such a function the virial theorem can be expressed in the form:
〈〈βji f i
∂H
∂qj
− βji
∂fk
∂qj
pik
∂H
∂pii
− pikγkijf j
∂H
∂pii
〉〉 = 0. (4.17)
4.4 Virial Theorem for Nonholonomic Mechan-
ical systems
We will first use the standard description of the nonholonomic systems in
terms of Lagrange multipliers, using D’Alambert principle, and later on we will
pose the problem in the more modern language of the distributional approach
in which the Lagrange multipliers are eliminated by considering the appropriate
manifolds, in order to study the virial theorem for nonholonomic mechanical
systems. This second approach permits us to get similar results as in the un-
constrained case, using this time the nonholonomic bracket, which is a Poisson
bracket that does not satisfy the Jacobi identity, i.e. an almost-Poisson bracket.
Finally we will make again appeal to the use of quasi-velocities.
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4.4.1 Lagrange multipliers approach
For the regular nonholonomic system (L,D), with L a regular Lagrangian,
the following elementary result is the basis of the Virial Theorem. By a virial
function we mean any function on TQ whose time evolution is bounded. This
of course depends on the initial conditions of the solution, and in what follows
we will implicitly assume the hypothesis that we have selected a set of initial
conditions satisfying this property.
Proposition 12: If G is a virial function on TQ, then the time average of
LΓnhG vanishes:
〈〈LΓnhG〉〉 = 0. (4.18)
Proof. Let γ(t) be a solution of the constrained dynamics, Γnh◦γ = dγdt . Then,
γ∗(LΓnhG) =
d
dt (γ
∗G) . From the definition of the time average we have:
〈〈LΓnhG〉〉 = limτ→+∞
1
τ
∫ τ
0
d
dt
(γ∗G) dt = lim
τ→+∞
(γ∗G)(τ)− (γ∗G)(0)
τ
.
Since γ∗G is bounded we conclude that the limit is zero.
As an immediate consequence we have the following result.
Theorem 18: Under the conditions stated above, if G is a virial function on
TQ, we have that
〈〈ΓL(G) + λA ZA(G)〉〉 = 0. (4.19)
In local coordinates, taking in account (2.7) this relation is:
〈〈vi ∂G
∂xj
+W ij
(
∂L
∂xj
− vk ∂
2L
∂xk∂vj
+ λAω
A
j
)
∂G
∂vi
〉〉 = 0. (4.20)
In applications, the virial function G is generally chosen as the Hamiltonian
function associated to a vector field which generates a 1-parameter group of
transformation of interest (for instance the dilation group in the case Q =
Rn) and we pretend to write the consequences of the virial theorem in the
nonholonomic case directly in terms of such a vector field.
Theorem 19: Let Xc be the complete lift of a vector field X on Q, and G =
〈θL, Xc〉 be the virial function. Then,
〈〈Xc(L) + λAωA(X)〉〉 = 0. (4.21)
Proof. Since the solution Γnh = ΓL + λAZA is a sode vector field we can
rewrite Lagrange-D’Alembert equations in the form:
LΓnhθL = dL+ λA ω˜
A.
Contracting with Xc we obtain:
Γnh(G) = LΓnh(〈θL, Xc〉)
= 〈LΓnhθL, Xc〉 − 〈θL,LΓnhXc〉
= dL(Xc) + λA ω
A(X)
where we have taken into account that LΓnhX
c is vertical and θL is semibasic.
It follows from Proposition 12 that 〈〈Γnh(G)〉〉 = 0, i.e. 〈〈Xc(L) + λAωA(X)〉〉
vanishes.
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We remark that, if X is a section of the vector bundle D, the constraint
manifold described in detail in the Section 2.2.1, then the above Virial Theorem
reduces to the simpler form 〈〈Xc(L)〉〉 = 0.
Example 11 ( Nonholonomic harmonic oscillator): To illustrate the theory we
will consider the nonholonomic dynamical system known as the nonholonomic
harmonic oscillator.
Consider an isotropic harmonic oscillator moving in Q = R3 with coordinates
(x1, x2, x3). The Lagrangian function
L = T − V = 1
2
(x˙21 + x˙
2
2 + x˙
2
3)−
1
2
(x21 + x
2
2 + x
2
3).
We have ωL = dx1 ∧ dx˙1 + dx2 ∧ dx˙2 + dx3 ∧ dx˙3 and dEL = x˙1dx˙1 + x˙2dx˙2 +
x˙3dx˙3+x1dx1+x2dx2+x3dx3, so the unconstrained dynamics is the well-known
dynamics described by the vector field
ΓL = x˙1
∂
∂x1
+ x˙2
∂
∂x2
+ x˙3
∂
∂x3
− x1 ∂
∂x˙1
− x2 ∂
∂x˙2
− x3 ∂
∂x˙3
.
We constraint the motion of the particle by introducing the nonholonomic
constraint
φ = x˙3 − x2x˙1 = 0.
The constraint submanifold is given by
D = {(x1, x2, x3; x˙1, x˙2, x˙3) ∈ TQ | x˙3 = x2x˙1}.
Applying Lagrange-D’Alembert’s principle we find
Γnh = ΓL +
x˙1x˙2 − x1x2 + x3
1 + x22
(
∂
∂x˙3
− x2 ∂
∂x˙1
)
.
We consider the dilation vector field
X = x1
∂
∂x1
+ x2
∂
∂x2
+ x3
∂
∂x3
and we apply the virial theorem. The virial function is G = x1x˙1 +x2x˙2 +x3x˙3
and we get
〈〈2T −X(V ) + x1x2x˙1x˙2〉〉 = 0,
or in other words
〈〈2T − 2V + x˙1x˙2 − x1x2 + x3
1 + x22
(x3 − x1x2)〉〉 = 0,
and taking into account conservation of the energy we finally get
〈〈T 〉〉 = E
2
− 1
4
〈〈 x˙1x˙2 − x1x2 + x3
1 + x22
(x3 − x1x2)〉〉
〈〈V 〉〉 = E
2
+
1
4
〈〈 x˙1x˙2 − x1x2 + x3
1 + x22
(x3 − x1x2)〉〉.
/
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4.4.2 Distributional approach
In the above treatment using the Lagrange multipliers, it is not explicit that
the different objects have to be defined in the constraint distribution. Moreover,
in the unconstrained case, the virial theorem, as well as many other interesting
results, are stated in terms of the Poisson bracket associated to the symplectic
form. So, in what follows we will study how the theory can be developed only
in terms of objects intrinsically defined in D and in terms of an almost-Poisson
bracket, the nonholonomic bracket.
The virial theorem
With the help of the nonholonomic bracket defined by relation (2.10), or al-
ternatively by (2.11), and taking into account Theorem 3, we can rewrite the
nonholonomic virial theorem in the following form.
Theorem 20: For any virial function G we have that
〈〈{G,EL}nh〉〉 = 0. (4.22)
In this way the nonholonomic virial theorem can be expressed in a similar
manner to the holonomic virial theorem with the only difference that the bracket
is the nonholonomic bracket instead of the Poisson bracket associated to the
symplectic form.
In particular, if X is a section of D, i.e. a vector field on Q taking values
in D, then for G = 〈 θL , Xc 〉 a simple calculation shows that {G,EL}nh =
LΓnhG = LXcL|D , so that 〈〈LXcL〉〉 = 0.
4.4.3 Virial theorem for nonholonomic mechanical sys-
tems in quasi-velocities
In nonholonomic mechanics the use of quasi-velocities is highly convenient [14].
Consider a local basis {Xa} of vector fields spanning the distribution D ⊂ TQ
and complete with a family of vector fields {XA} to a local basis {Xα} =
{Xa,XA} of X(Q). Taking a local coordinate system (xi) on the manifold Q
we have that
Xα = ρ
i
α
∂
∂xi
, (4.23)
for some local functions ρiα ∈ C∞(Q). The brackets of the vector fields in such
a basis are [Xα,Xβ ] = C
γ
αβXγ , where the functions C
α
βγ ∈ C∞(Q) are the so
called Hammel’s transpositional symbols, which are determined by
ρiα
∂ρkβ
∂xi
− ρiβ
∂ρkα
∂xi
= ρkγC
γ
αβ . (4.24)
Associated to this choice of coordinates in Q and the local basis of vector
fields in Q there is a coordinate system (xi, yα) in TQ where yα are the coor-
dinates of a vector in the basis {Xα}. For vector fields on TQ we have a local
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basis {Xα,Vα} given by
Xα = ρ
i
α
∂
∂xi
Vα =
∂
∂yα
. (4.25)
Notice that we have denoted with the same symbol Xα the local vector fields on
Q and on TQ which have the same coordinate expression. The dual basis will be
denoted by {Xα,Vα}, and it is related to the differential of the coordinates by
means of dxi = ρiαX
α and dyα = Vα. Notice that XA = ωA are the constraint
1-forms that we used in section 4.4.1.
The local expressions for the Lagrangian energy and the Cartan 2-form are [8,
14]
EL =
∂L
∂yα
yα − L (4.26)
ωL =
∂2L
∂yα∂yβ
Xα ∧ Vβ + 1
2
(
∂2L
∂xi∂yα
ρiβ −
∂2L
∂xi∂yβ
ρiα +
∂L
∂yγ
Cγαβ
)
Xα ∧ Xβ .
(4.27)
In the coordinates (xi, yα) = (xi, ya, yA) on TQ the equations for D, i.e. the
constraints, are simply yA = 0, or in other words, (xi, ya) are coordinates for
D. In what respect to the decomposition TTQ|D = TDD ⊕ (TDD)⊥ we have
that {Xa,Va} is a local basis of TDD, and a simple calculation shows that a
local basis {YA, ZA} of sections of (TDD)⊥ is given by
ZA = VA −QaAVa, YA = XA −QaAXa + Cbc(MAb −MabQaA)Vc, (4.28)
where QaA = WAbC
ab and Cab are the components of the inverse of the matrix
Cab =
∂2L
∂ya∂yb
(xi, yc, yA = 0), and Mαβ = ωL(Xα,Xβ). Therefore the expression
of the projector onto (TDD)⊥ is Q¯ = ZA ⊗ VA + YA ⊗ XA.
For the constrained dynamics, we look for a section Γnh of T
DD, so that
it is of the local form Γnh = g
aXa + f
aVa. Assuming a regular constrained
system, from the local expression (4.27) of the Cartan 2-form and the local
expression (4.26) of the energy function, we get that ga = ya and the functions
fa are the solution of the linear equations
∂2L
∂yb∂ya
f b +
∂2L
∂xi∂ya
ρiby
b +
∂L
∂yγ
Cγaby
b − ρia
∂L
∂xi
= 0, (4.29)
where all the partial derivatives of the Lagrangian are to be evaluated on yA = 0.
The differential equations for the integral curves of Γnh, i.e. Lagrange-
d’Alembert differential equations, are in quasi-velocities
x˙i = ρiay
a,
d
dt
(
∂L
∂ya
)
+
∂L
∂yγ
Cγaby
b − ρia
∂L
∂xi
= 0,
yA = 0.
(4.30)
Finally, the contraction of iΓnhωL − dEL with XA just gives the value of the
Lagrange multipliers λA = 〈 iΓnhωL − dEL ,XA 〉|yA=0, i.e. the components of
the constraint forces λ = λAX
A.
90 CHAPTER 4. APPLICATIONS IN PHYSICS: VIRIAL THEOREM
In what respect to the virial theorem, if X is a section of D with local
expression X = XaXa, then
〈〈ρiaXa
∂L
∂xi
+
[
ρjb
∂Xa
∂xj
+ CabdX
d
]
yb
∂L
∂ya
+ CAbdX
dyb
∂L
∂yA
〉〉 = 0. (4.31)
where all partial derivatives must be taken at yA = 0.
Example 12 (The nonholonomic harmonic oscillator): Consider again an isotropic
harmonic oscillator in Q = R3, with Lagrangian function
L =
1
2
(x˙21 + x˙
2
2 + x˙
2
3)−
1
2
(x21 + x
2
2 + x
2
3),
subjected to the nonholonomic constraint φ = x˙3 − x2x˙1 = 0.
As a basis {X1,X2} of sections of D we can take,
X1 =
∂
∂x1
+ x2
∂
∂x3
, X2 =
∂
∂x2
,
which we can complete with the vector field X3 =
∂
∂x3
. The only non-vanishing
bracket is [X1,X2] = −X3, so that C321 = −C312 = 1, and for other indices
Cγαβ = 0.
The associated quasivelocities are related to the velocities by
(y1, y2, y3) = (x˙1, x˙2, x˙3 − x2x˙1),
(x˙1, x˙2, x˙3) = (y1, y2, y3 + x2y1),
and substituting in the Lagrangian we get
L(x1, x,x3, y1, y2, y3) =
1
2
(
y21 + y
2
2 + (y3 + x2y1)
2
)− 1
2
(x21 + x
2
2 + x
2
3).
Taking the vector field X = x1X1 + x2X2 so that
Xc = x1X1 + x2X2 + y1
∂
∂y1
+ y2
∂
∂y2
+ (y2x1 − x2y1) ∂
∂y3
and applying the virial theorem we get 〈〈XcL〉〉 = 0 which, after taking into
account that y3 = 0, reads
〈〈2T −X(V ) + x1x2y1y2)〉〉 = 0,
or equivalently
〈〈2T − 2V + x1x2y1y2 + x3(x3 − x1x2)〉〉 = 0.
/
4.5 Virial Theorem for Mechanical systems on
Lie algebroids
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In this section, a generalization of the virial theorem for mechanical systems
on Lie algebroids is given, using the geometric tools of Lagrangian and Hamil-
tonian mechanics on the prolongation of the Lie algebroid A in the Lagrangian
case, respectively of A∗ with respect to the Lie algebroid A for the Hamiltonian
case. (see [35, 41])
The two Lie algebroids TAA → A and TAA∗ → A are both particular
cases of symplectic Lie algebroids, i.e a Lie algebroid with a regular bilinear
2-form, closed with respect to the exterior differential operator defined on it.
For any symplectic Lie algebroid, E → M , with anchor map denoted by ρ,
every function H ∈ C∞(M) defines a dynamical system on the base manifold
M as follows. Given the function H, there is a unique section σH of E, called
Hamiltonian section of H, such that iσHω = dH. The vector field XH = ρ(σH)
is the infinitesimal generator of such a dynamical system. In both particular
instances considered here, the basis manifold is A, so any smooth function on A
defines a dynamical system on it, and so, unique Hamiltonian sections of TAA,
respectively of TAA∗.
The Hamiltonian vector field XH can also be obtained in terms of a Poisson
bracket on the base manifold M . Indeed, given two function F,G ∈ C∞(M),
the bracket defined by {F,G} = ω(σF , σG) is a Poisson bracket on M . We
clearly see the relations {F,G} = iσGdF = ρ(σG)F = XGF = −XFG.
We remark that the generalization of the virial theorem to the framework of
the Lie algebroids can be done naturally. In the tangent bundle case, we have
proved these results using quasi-coordinates. The geometrical interpretation for
quasi-coordinates has been given in [14]. As it forgets the tangent structure
and uses only the vector bundle structure τQ : TQ → Q and the Lie algebra
structure [ · , · ] on the set of vector fields on Q, it follows naturally to consider
these results to the more general framework of Lie algebroids. In this formalism
we also do not have a preferred choice of coordinates on the base manifold, as
we do not have a canonical choice of basis for sections.
4.5.1 Lagrangian formalism
As we presented in Section 2.7.1, the dynamical section ΓL ∈ Sec(TAA)
determined by the equation iΓLωL = dEL, is given by: ΓL = y
αXα + f
αVα
with fα = Wαθ
(
ρiθ
∂L
∂xi − ρiβyβ ∂
2L
∂xi∂yθ
− Cγθβyβ ∂L∂yγ
)
, where [Wαβ ] is the inverse
matrix of
[
∂2L/∂yα∂yβ
]
. In the above expressions {Xα,Vα} denotes a basis of
TAA constructed as in Section 2.5.1 and {Xα,Vα} denotes its dual basis.
The differential of a function G ∈ C∞(A) is dG = ρiα ∂G∂xiXα + ∂G∂yαVα and
therefore the virial theorem in this case, which states that 〈〈ρ1(ΓL)G〉〉 = 0,
which locally amounts to 〈〈ρiαyα ∂G∂xi + fα ∂G∂yα 〉〉 = 0, or explicitly
〈〈ρiαyα
∂G
∂xi
+Wαθ
(
ρiθ
∂L
∂xi
− ρiβyβ
∂2L
∂xi∂yθ
− Cγθβyβ
∂L
∂yγ
) ∂G
∂yα
〉〉 = 0.
Example 13: Consider a Lagrangian function L on a finite-dimensional Lie
algebra g, that we consider as a Lie algebroid over a point. For a constant
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vector a ∈ g we consider the virial function G(y) = aβ ∂L
∂yβ
. The virial theorem
becomes 〈〈ad∗y ∂L∂y 〉〉 = 0, which in quasi-coordinates reads 〈〈 ∂L∂yγCγαβyα〉〉 = 0,
where we already took into account that a is arbitrary.
In the particular case of a free rigid body, we have g = so(3) and the La-
grangian is L(ω) = 12ω · Iω, where I are the inertia tensor. It follows that,〈〈ω × Iω〉〉 = 0, in concordance with the result in the Hamiltonian formalism. /
Let σ be a section of A, σc its complete lift to TAA, and take as virial
function G = 〈θL, σc〉. Then, as it was proved in [41] that we have dΓG = dσcL,
or in other words {G,EL} = dσcL. Therefore we can prove the following result.
Theorem 21: Let σ be a section on the Lie algebroid A and let σc be its com-
plete lift to TAA. Assume that G = 〈θL, σc〉 is bounded on its time evolution.
Then 〈〈ρ1(σc)(L)〉〉 = 0.
Example 14: A heavy top can be modeled on the Lie algebroid S2×so(3)→ S2
with Lagrangian L = 12ω · Iω − mglγ · e (see [41] for the notation and other
details). Taking the linear function G = a · γ and applying the virial theorem
we get 〈〈a · (γ × ω)〉〉 = 0, and since a is arbitrary we arrive to 〈〈γ × ω〉〉 = 0.
On the other hand, we consider a constant vector a on R3 ≡ so(3) and the
associated constant section of A given by σ(γ) = (γ, a). The complete lift of σ
is σc = aiXi + (a×ω)iVi. Applying theorem 21 we get that 〈〈ρ(σc)L〉〉 = 0, and
after an straightforward computation and taking into account that a is arbitrary
we arrive at 〈〈ω × Iω〉〉 = mgl〈〈γ × e〉〉. /
4.5.2 Hamiltonian formalism
Let τ : A → M be a Lie algebroid over a manifold M , with anchor ρ
and bracket [ · , · ]. In the construction of the prolongation a fibered manifold
with respect to a Lie algebroid, from Section 2.5.1, as the fibre bundle P we will
consider ν : A∗ →M , the dual bundle of A. Thus we will work on the A-tangent
to A∗, who is a Lie algebroid (TAA∗, [ · , · ], ρ1). Taking local coordinates (xi)
on M and choosing a basis {eα} of sections of A and the dual basis {eα}, we
have the local coordinates (xi, µα) on the bundle A
∗, and we can define the local
basis {Xα,Pα} of sections of TAA∗ as explained in Section 2.5.1. We will denote
by {Xα,Pα} the dual basis. We then have, ρ1(Xα) = ρiα∂xi and ρ1(Pα) = ∂µα ,
and for a function f ∈ C∞(A∗) its differential is df = ρiα ∂f∂xiXα + ∂f∂µαPα.
In the A-tangent of A∗ there is a canonical section θA of (TAA∗)∗, called
the Liouville section, defined by θA(a
∗)(b, v) = a∗(b), for (b, v) ∈ Ta∗A∗, and a
canonical symplectic section ωA = −dθA. In coordinates, they are given by
θA = µαX
α and ωA = X
α ∧ Pα + 1
2
CγαβµγX
α ∧ Xβ .
The Hamiltonian section ΓH ∈ Sec(TAA∗) defined by a function H ∈ C∞(A∗)
is written in local coordinates
ΓH =
∂H
∂µα
Xα −
(
Cγαβµγ
∂H
∂µβ
+ ρ iα
∂H
∂xi
)
Pα ∈ Sec(TAA∗),
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and then, the virial theorem in the Hamiltonian formalism on a Lie algebroid
〈〈ρ1(ΓH)G〉〉 = 0 in local coordinates is:
〈〈ρ iα
∂H
∂µα
∂G
∂xi
− ρ iα
∂H
∂xi
∂G
∂µα
− Cγαβµγ
∂H
∂µβ
∂G
∂µα
〉〉 = 0, G ∈ C∞(A∗). (4.32)
Example 15: Consider a finite-dimensional Lie algebra g as a Lie algebroid over
a singleton M = {e}. For a Hamiltonian H ∈ C∞(g∗) and a linear virial func-
tion G(µ) = 〈a, µ〉, with a ∈ g a constant vector, the virial theorem becomes
〈〈ad∗∂H
∂µ
µ〉〉 = 0. Taking a local basis on g and the corresponding linear coordi-
nates on g∗ we get 〈〈µγCγαβ ∂H∂µβ aα〉〉 = 0, where C
γ
αβ are the structure constants.
Since a is arbitrary we get 〈〈µγCγαβ ∂H∂µβ 〉〉 = 0 for every α = 1, . . . ,dim g.
An important particular case is that of a free rigid body. The Lie algebra
is g = so(3) and the Hamiltonian is defined by H(µ) = 12µ · I−1µ, where I is
the inertia tensor. The virial theorem tell us that each component of the cross
product I−1µ× µ has vanishing time average. /
4.6 Virial Theorem for Nonholonomic Mechan-
ical systems on Lie algebroids
Finally, in this section, we present another application of the Lie algebroids,
the virial theorem for nonholonomic systems on this structure, using again the
two approaches considered in the tangent bundle case: the Lagrangian multi-
pliers approach and the distributional approach.
4.6.1 Lagrange multipliers approach
Consider a dynamical system defined by a regular Lagrangian L on the Lie
algebroid A. Suppose the system has k linear nonholonomic constraints φˆa = 0,
each one associated to a 1-form φa ∈ Ω(A), defined by:
φˆa(x, y) = 〈φa(x) , y 〉 = φabyb,∀(x, y) ∈ A.
Consider a vector subbundle D → M of A, where D is the constrained
manifold. The dynamics of the nonholonomic system is defined by a section
Γnh on the D-tangent bundle to the bundle D → M , TDD, and obeys the
d’Alambert-Chetaev principle (i.e. the work of the reaction forces is null for all
virtual displacements): {
iΓnhωL − dEL ∈ Sec(D˜0)
Γnh|D ∈ Sec(TDD)
where D0 = {φa| a = 1, k} is the annihilator of D and D˜0 = {p∗2(φa)| a = 1, k}
is a vector bundle given by the lift of the elements of D0 to elements of the dual
bundle of TAA, where τ2 : T
AA→ A is the projection defined by τ2(a, b, c) = b.
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The dynamics is given by the equation
iΓnhωL − dEL = −λaτ∗2 (φa),
where the semi-basic sections τ∗2 (φ
a) = φaβX
β are the reaction forces and the
Lagrange multipliers λa ∈ C∞(A) are determined by the tangency conditions
ρ1(Γnh)φˆa = 0,∀a = 1, k.
In order to determine the multipliers we will assume the compatibility con-
dition that: Cab = ρ
1(Za)φˆb is a regular matrix for all points in the constrained
manifold D. The nonholonomic system (L,D) is called regular when the com-
patibility condition is satisfied, and we will further assume this to be satisfied.
The solution can be written as Γnh = ΓL + λaZa, where ΓL is the solu-
tion of the unconstrained system and Za is the vertical section of the T
AA
given by iZaωL = −p∗2(φa); in coordinates the vertical section is given by
Za = W
bγφaγVb.
Under the previous conditions of regularity, we can establish a virial theorem
for nonholonomic systems.
For a virial function G on the Lie algebroid A, that is, a bounded smooth
function on the algebroid, we have
〈〈ρ1(Γnh)G〉〉 = 0.
Theorem 22: Let (L,D) be a regular nonholonomic system defined on a Lie
algebroid. If G is a virial function on the Lie algebroid, then
〈〈ρ1(ΓL)G+ λaρ1(Za)G〉〉 = 0,
where ΓL is the solution of the unconstraint system, Za is the vertical section
of TAA given by iZaωL = −τ∗2 (φa) and λa represents the Lagrange multipliers
determined by the tangency conditions.
Proof. If XG is τ2− projectable, that is, τ2 ◦XG = σ ◦ τ , then we can prove
that ρ1(Za)G = φa(σ).
In fact, ρ1(Za)G = iZaiXGωL = −iXGiZaωL = iXGτ∗2 (φa) = φa(σ).
Then, the theorem implies 〈〈ρ1(ΓL)G+ λaφa(σ)〉〉 = 0.
The section Γnh = ΓL + λaZa is a sode because S(Γnh) = ∆, and then,
LΓnhθL = dL+ λaτ
∗
2φa.
Let σc be the complete lift to TAA of a section σ of A.
Theorem 23: Let G = 〈 θL , σc 〉 be the virial function. Then the virial theorem
implies that 〈〈ρ1(σc)L+ λaφa(σ)〉〉 = 0.
The proof is an immediate generalization of the proof of Theorem 19.
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Example 16 (The Suslov system):
A rigid body about a fixed point moves under the action of the following
nonholonomic constraint: the angular velocity vector of the body is orthogonal
to a fixed direction of the space, given by the vector V.
The configuration space of the problem is the Lie group SO(3). The Lie
algebra in this case, so(3) will be identified with R3, and under this identification
the Lie bracket on so(3) will be the cross product × on R3. We will think of
this Lie algebra as a Lie algebroid over a one point basis.
Denote an element of the Lie algebroid so(3) by ω which by the identification
with R3 can be seen as: ω = (ω1, ω2, ω3). Then a basis of the prolongation of this
Lie algebroid is given by: Xα(a) = (a, ei, ρ
i
α
∂
∂xi ) and Vα(a) = (a, 0,
∂
∂ωα ). The
Lagrangian of the system is given by L(ω) = 12 〈 I(ω) , ω 〉, while the constraint
is : 〈ω , V 〉 = 0.
The dynamic section is: Γnh = ω
aXa + [I
−1(ω × (Iω))]αVα + λ(I−1V )αVα,
where λ = − 〈 (Iω)×ω ,I−1V 〉〈V ,I−1V 〉 .
Then we have:
ρ1(Γnh) = [I
−1(ω × (Iω))− 〈 (Iω)× ω , I
−1V 〉
〈V , I−1V 〉 (I
−1V )]α
∂
∂ωα
.
a) For σ = ωiei as θL =
∂L
∂ωαX
α = Iαβω
βXα then G = 〈 θL , σc 〉 = L.
Then if G is bounded the Virial theorem states that:
〈〈ρ1(Γnh)L〉〉 = 0→ 〈〈−〈 (Iω)× ω , I
−1V 〉
〈V , I−1V 〉 V · ω〉〉 = 0.
b) For σ = aiei the function G is G = Iαβω
αaβ and from the virial theorem
if G is bounded, it results:
〈〈[I−1(ω × (Iω))]αIαβaβ − 〈 (Iω)× ω , I
−1V 〉
〈V , I−1V 〉 (I
−1V )αIαβaβ〉〉 =
= 〈〈〈ω × (Iω) , Ia 〉 − 〈 (Iω)× ω , I
−1V 〉
〈V , I−1V 〉 V · a〉〉 = 0.
/
4.6.2 Distributional approach
Regularity
In what follows we will also assume the considered Lagrangian is regular in at
least a neighborhood of D, and that the constrained system (L,D) is regular,
i.e: the Lagrange-d’Alembert equations have a unique solution.
An important geometric object in this case, is the subbundle F ⊂ TAA|D →
D of TAA→ A, whose fiber at a point a ∈ D is Fa = ω−1L (D˜◦τ(a)).
Fa = {v ∈ TAa A| exists ζ ∈ D◦τ(a) such that ωL(v, u) = 〈 ζ , T τM |TDD(u) 〉,∀u ∈ TAa A}.
In this case it will also be useful to give a geometrical characterization for
the nonholonomic regular systems, equivalent to Theorem 1.
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Theorem 24: The following properties are equivalent:
(1) The constrained Lagrangian system (L,D) is regular;
(2) Ker GL,D = {0};
(3) TAD ∩ F = {0} ⇔ (3′) TAA|D = TAD⊕ F ;
(4) TDD ∩ (TDD)⊥ = {0} ⇔ (4′) TAA|D = TDD⊕ (TDD)⊥,
where (TDD)⊥ ⊂ TAA|D the orthogonal to TDD with respect to the sym-
plectic form ωL and where as in the TQ counterpart G
L,D is the restriction of
the Hessian fiber GL to D.
For the complete proof see [22].
Due to this theorem and using the same reasoning as in the Section 2.2.2, it
results that any nonholonomic mechanical system on a Lie algebroid is always
regular.
Projectors
Using the equivalent conditions for the regularity of a constrained Lagrangian
system from Theorem 24 we will be able to arrive to the constrained dynamical
section in terms of the free dynamical section, in two manners. For it, corre-
spondingly we will define two projections onto TAD and TDD, corresponding
to the decomposition (3’), respectively (4’) of TDD.
Projection to TAD : As a consequence of the assumption that the con-
strained system (L,D) is regular, we have the direct sum decomposition given
by (3’): TAa A = T
A
a D⊕ Fa, for every a ∈ D.
This allows us to define the following complementary projectors, defined by
the decomposition from above: Pa : T
A
a A→ TAa D and Qa : TAa A→ Fa,∀a ∈ D.
Theorem 25: Let (L,D) be a regular constrained Lagrangian system and let ΓL
be the solution of the free dynamics, i.e.: iΓLωL = dEL. Then the solution of the
constrained dynamics is the sode , Γnh, obtained by projection Γnh = P (ΓL|D).
Local expression in adapted coordinates: Let (xi) be local coordinates on
an open set U ⊂M , and {ea} a local basis of sections of D ⊂ A and complete
it to a basis of local sections of A, defined on U : {ea, eA}. In this case we
denote the associated coordinates on A to this local basis by (xi, ya, yA). In this
set of coordinates, the constraints imposed by the submanifold D ⊂ A are just
yA = 0. If {ea, eA} is the dual basis of {ea, eA}, then a basis for the annihilator
D◦ of D is {eA} and a basis for D˜◦ is XA.
A basis {ZA} of the local sections of F is given by ZA = XA−QaAVa, where
QaA = WAbC
ab, with Cab is the inverse matrix of Cab(x
i, yc) = ∂
2L
∂ya∂yb
(xi, yc, 0).
The local expression of the projector Qa over F is then: Q = ZA ⊗ VA and
the expression of the constrained dynamic section is given by:
Γnh = y
aXa + (f
a + fAQaA)Va,
where all the functions fα are evaluated at yA = 0 and the expression of free
dynamic section is: ΓL = y
αXα + f
αVα.
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Projection to TDD : Again according to the regular condition for the con-
strained system (L,D) it takes place (4’). This decomposition gives birth to the
following two projections, P a : T
A
a A→ TDa D and Qa : TAa A→ (TDa D)⊥, for all
a ∈ D. They are the equivalent to the ones presented in section 2.2.2 and with
their help it can be arrived to the same result of the nonholonomic dynamical
section, as using the preceding projections. The equivalent result to Theorem
2 takes place for a nonholonomic mechanical system on a Lie algebroid:
Theorem 26: Let (L,D) be a regular constrained Lagrangian system and let ΓL
be the solution of the free dynamics, i.e.: iΓLωL = dEL. Then the solution of the
constrained dynamics is the sode , Γnh, obtained the projection Γnh = P (ΓL|D).
Local expression: In the adapted coordinates presented above, a basis of
(TDD)⊥ is {YA, ZA} where the sections ZA are given by 3.9!!, and the sections
YA are: YA = XA − QaAXa + Cbc(MAb −MabQaA)Vc, with Mαβ = ωL(Xα,Xβ).
Then it can be given the expression of the projector onto (TDD)⊥ :
Q = ZA ⊗ VA + YA ⊗ XA.
For complete proofs for Theorem 25 and Theorem 26 see [22].
The distributional approach
Just like in the tangent bundle framework, here the Lagrange-d’Alembert equa-
tions can be entirely written in terms of objects in the manifold TDD , which
is not a Lie algebroid, but is a symplectical subbundle of (TAA,ωL) if (L,D) is
regular. On the bundle (TAA,ωL), the restriction of ωL to T
DD, denoted with
ωL,D is a symplectical section. Again, denoting by dEL, the restriction of dEL
to TDD, the restriction of the Lagrange-d’Alembert equations to TDD:
iΓnhω
L,D = dEL,
which uniquely determines the section Γnh. The proof of this statement is similar
to the one found in Section 2.2.2.
Similar equations, within the framework of Lie algebroids, are the base of
the theory proposed in [45].
Remark that if the constraint force, ωL and dEL, were restricted to T
AD, a
Lie algebroid, ωL is closed in this case, but as it is in general degenerated, no
advantage over the previous approach would be obtained.
The nonholonomic bracket
Denote by Xf the Hamiltonian section on T
AA corresponding to a smooth func-
tion f on D. The nonholonomic bracket, an almost-Poisson bracket, is defined
by
{f, g}nh = ωL(P (Xf ), P (Xg))
and the formulae f˙ = {f,EL}nh takes place, that implies the conservation of
the energy in this case.
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The virial theorem:
〈〈{G,EL}nh〉〉 = 0.
4.6.3 Virial theorem for nonholonomic systems on Lie al-
gebroids in adapted coordinates:
Observe that we could use adapted coordinates to write the local expres-
sion of the Lagrange-d’Alembert equations and the virial theorem in this case.
However as the equations are so similar to the ones in the TQ framework, gave
in section 4.4.3, instead of writing them, we will follow the virial theorem for
nonholonomic systems on Lie algebroids in adapted coordinates through the
following examples.
Example 17 (The Chaplygin sleigh):
The chaplygin sleigh is a rigid body sliding on a horizontal plane. The body
is supported at three points, two of which slide freely without friction while the
third is a knife edge, a constraint that allows no motion orthogonal to this edge.
The configuration space of this system is the group SE(2) of Euclidian mo-
tions of the two-dimensional plane R2. As local coordinates we can choose the
angular orientation of the blade and the position of the contact point on the
blade on the plane. Another choice of coordinates is given by considering the
origin at the contact point and the first coordinate axis in the direction of the
knife edge. Denoting by ω the angular velocity of the body, and by v1, v2 the
components of the linear velocity of the contact point (relative to the body
frame) we get a new coordinate system called the body frame. Then (ω, v1, v2)
is regarded as an element of the Lie algebra se(2).
The elements of the se(2) are matrices of the form
 0 c3 c1−c3 0 c2
0 0 0
, and the
standard basis of the Lie algebra se(2) ' R3 is given by:
{E0 =
0 0 10 0 0
0 0 0
 ;E1 =
0 0 00 0 1
0 0 0
 ;E2 =
0 −1 01 0 0
0 0 0
}. For this basis,
the Lie brackets are given by: [E2, E0] = E1; [E1, E2] = E0 and [E0, E1] = 0.
The position of the center mass is specified by the coordinates (a, b) relative
to the body frame, and through m and J is specified the mass and the moment
of inertia of the sleigh relative to the contact point. Then, the corresponding
symmetric positive definite inertia operator I : se(2) → se(2)∗, which is also
the Hessian matrix of the Lagrangian to be considered, is:
I =
J +m(a2 + b2) −bm am−bm m 0
am 0 m
 and I−1 = 1
J
 1 b −ab Jm + b2 −ab
−a −ab Jm + a2
 .
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The reduced nonholonomic Lagrangian system (L,D) on se(2) is defined by
the Lagrangian:
L(ω, v1, v2) =
1
2
〈 I(ω, v1, v2) , (ω, v1, v2) 〉 =
=
1
2
[(J +m(a2 + b2))ω2 +m(v21 + v
2
2)− 2bmωv1 + 2amωv2].
and by the constrained manifold
D = {(ω, v1, v2) ∈ se(2) | v2 = 0}.We will denote the given constraint v2 = 0
with φ1 = v2 = 0 and with φ1α =
∂φ1
∂wα .
The Lagrange-D’Alembert equations are:
ω˙ = amωJ+ma2 (bω − v1)
v˙1 =
aω
J+ma2 ((J +m(a
2 + b2))ω −mbv1)
v2 = 0.
Thus we will consider a basis adapted to the decomposition D ⊕ D⊥, pre-
cisely:
{e0 = E2; e1 = E0; e2 = −maE2 −mabE0 + (J +ma2)E1}.
Then indeed, D = span{e0, e1} while D⊥ = span{e2}. So the coordinates asso-
ciated to this basis are: (v1, v2, ω). The only Lie bracket that is not zero with
this choice of basis is:
[e0, e1]D =
ma
J +ma2
e0 +
mab
J +ma2
e1.
Corresponding we have the basis of TDD given by:
{X0(b) = (b, e0(m), 0); X1(b) = (b, e1(m), 0); V0(b) = (b, 0, ∂
∂ω
); V1(b) = (b, 0,
∂
∂v1
)}.
And then: XL = ω
aXa + I
αaCγbaω
bIγmω
mVα and using that φ10 = 0; φ11 =
0; φ12 = 1 we get:
Γnh = XL + λ1W
αγφ1γVα = XL + λ1W
α2 · 1 · Vα =
= XL + λ1W
02V0 + λ1W
12V1, so:
ρ1(Γnh) = [I
0aCγbaω
bIγmω
m]
∂
∂ω
+ [I1aCγbaω
bIγmω
m]
∂
∂v1
+ λ
−a
J
∂
∂ω
+ λ
−ab
J
∂
∂v1
=
= [I0aCγbaω
bIγmω
m + λ
−a
J
]
∂
∂ω
+ [I1aCγbaω
bIγmω
m + λ
−ab
J
]
∂
∂v1
=
= [
maω
J
(v1 − bω) + λ−a
J
]
∂
∂ω
+ [aω
bm(v1 − bω)− Jω
J
+ λ
−ab
J
]
∂
∂v1
=
= [S1]
∂
∂ω
+ [S2]
∂
∂v1
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where
λ = −m
2a2(v1 − bω)ω
J + a2m
. (4.33)
θL = [(J +m(a
2 + b2))ω − 2bmv1]X0 + [mv1 − bmω]X1.
a) For σ = aαeα ⇒ σc = aαXα +BαVα, where the expression of B does not
influence the virial function G whose expression is:
G = 〈 θL , σc 〉 = ω[(J +m(a2 + b2))a1 − bma2] + v1(ma2 − 2bma1).
The virial theorem 〈〈ρ1(Xnh)G〉〉 = 0 says that:
〈〈[maω
J
(v1 − bω) + λ−a
J
][(J +m(a2 + b2))a1 − bma2]+
+ [maω(
bv1
J
− ( 1
m
+
b2
J
)) + λ
−ab
J
][−2bma1 +ma2]〉〉 = 0,
where we can afterwards replace λ by the expression (4.33).
Replace λ:
〈〈[maω
J
(v1 − bω)− m
2a2(v1 − bω)ω
J + a2m
−a
J
][(J +m(a2 + b2))a1 − bma2]+
+ [maω(
bv1
J
− ( 1
m
+
b2
J
))− m
2a2(v1 − bω)ω
J + a2m
−ab
J
][−2bma1 +ma2]〉〉 = 0.
/
b) For σ = ωe1 + v
1e2, the virial theorem: 〈〈ρ1(Xnh)G〉〉 = 0 gives that:
〈〈[S1][(J +m(a2 + b2))2ω + 3v1bm] + [S2]2v1m〉〉 = 0.
c) For σ = v1e1 + ωe2, the virial theorem takes the following form:
〈〈[S1][(J +m(a2 + b2))v1 − 2bmω +mv1] + [S2][ωm− 4bmv1 + (J +m(a2 +
b2))ω]〉〉 = 0.
Example 18 (TR2 × R3 → R2):
Consider the dynamical system on the Lie algebroid A = TR2 × R3 → R2
determined by the Lagrangian L = 12 (x˙
2+y˙2)+K
2
2 (ω
2
x+ω
2
y+ω
2
z) and by the con-
straints: φ1 = x˙− rωy and φ2 = y˙+ rωx. The coordinates (x, y, x˙, y˙, ωx, ωy, ωz)
are associated to the following basis of sections of A: {e1 = (∂x, 0); e2 =
(∂y, 0); e3 = (0, X3); e4 = (0, X4); e5 = (0, X5)}.
The structural functions of the Lie algebroid for this basis are given by:
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-[e3, e4]A = −e5; [e3, e5]A = e4; [e4, e5]A = −e3; so the corresponding struc-
tural functions are: C534 = −1, C435 = 1, C345 = −1.
-ρ(e1) = ∂x; ρ(e2) = ∂y, so ρ
1
1 = ρ
2
2 = 1, while the rest of the ρ
i
j = 0.
Then the basis of TAA is: {X1(a) = (a, e1(m), ∂x|a); X2(a) = (a, e2(m), ∂y|a); Xj(a) =
(a, ej(m), 0), j = 3, 4, 5; V1(a) = (a, 0, ∂x˙|a); V2(a) = (a, 0, ∂y˙|a); V3(a) = (a, 0, ∂ωx |a); V4(a) =
(a, 0, ∂ωy |a); V5(a) = (a, 0, ∂ωz |a) },
while the basis of TDD is {X1,X2,X3,V1,V2,V3}.
However, we will work with the following coordinates adapted to the restric-
tions the movement has:

w1 = x˙ = v1,
w2 = y˙ = v2,
w3 = ωz = v
5,
w4 = φ1 = v
1 − rv4,
w5 = φ2 = v
2 + rv3,
where for simplicity we changed the notation of the initial coordinates in the
fiber by vi.
Let us denote by {fi}, i = 1, 5 the basis of sections of A which correspondes
to this change of coordinates. Then the corresponding basis of TAA is:
{X′1(a) = (a, f1(m), ∂x|a); X′2(a) = (a, f2(m), ∂y|a); X′i(a) = (a, fi(m), 0), i =
3, 4, 5; V′i(a) = (a, 0, ∂wi |a), i = 1, 5}.
Note that V′4,V
′
5 are not zero, but as for the elements in T
DD, w4 = φ1 = 0
and w5 = φ2 = 0, so: ρ
1(V′4) = ρ
1(V′5) = 0.
In this adapted coordinates, the basis of TDD is: {X′1,X′2,X′3,V′1,V′2,V′3}.
We will use the following formulae to find the expression of the dynamical
section:
Γnh = XL + λaZa =
= wαX′α + b
αV′α + λaZ
α
a V
′
α =
= wαX′α + b
αV′α + λaW
αγφaγV
′
α, for α = 1, 5,
(4.34)
where φaγ =
∂φa
∂wγ .
Using v4 = (w
1 − w4)/r and v3 = (w5 − w2)/r, the expression of the La-
grangian in adapted coordinates follows :
L =
1
2
((w1)2 + (w2)2) +
K2
2
((w3)2 + (
(w5 − w2)
r
)2 + (
(w1 − w4)
r
)2),
while the elements of the inverse matrix of W are:
{
W 11 = W 22 = W 41 = W 52 = W 14 = W 25 = 1,
W 33 = 1K2 ,W
44 = W 55 = 1 + r
2
k2 .
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As the change of coordinate matrix is:
w =

1 0 0 0 0
0 1 0 0 0
0 0 0 0 1
1 0 0 −r 0
0 1 r 0 0
 v
then the corresponding change of basis is given by:
fi =

1 0 0 1r 0
0 1 −1r 0 0
0 0 0 0 1
0 0 0 −1r 0
0 0 1r 0 0
 ei
so f1 = e1 +
1
r e4; f2 = e2 − 1r e3; f3 = e5, f4 = − 1r e4; f5 = 1r e3 and remark that
as a consequence ρ′iα = ρ
i
α.
Using the Cijk for ei, we get the C
′i
jk for fi.{
C ′312 = − 1r2 ; C ′513 = −1; C ′315 = 1r2 ; C ′423 = 1; C ′324 = − 1r2 ;
C ′534 = −1; C ′435 = 1; C ′345 = − 1r2 .
Having all this information, from the expression of bα which is left to bα =
WαβwcC ′cβ
∂L
∂w , we get that b
α = 0 and in consequence the dynamical section
is: XL = w
1X′1 + w
2X′2 + w
3X′3, more explicitly:
XL(a) = (a,w
1f1(m) + w
2f2(m) + w
3f3(m), w
1∂x|a + w2∂y|a).
Indeed, the Lagrange-d’Alembert equations are:
w˙1 + K
2
r2 (w˙
1 − w˙4) = wjC ′kj1 ∂L∂wk = 0
w˙2 + K
2
r2 (w˙
2 − w˙5) = wjC ′kj2 ∂L∂wk = 0
K2w˙3 = wjC ′kj3
∂L
∂wk
= 0
K2
r2 (w˙
4 − w˙1) = wjC ′kj4 ∂L∂wk = 0
K2
r2 (w˙
5 − w˙2) = wjC ′kj5 ∂L∂wk = 0
and therefore we obtain: w˙1 = w˙2 = w˙3 = w˙4 = w˙5 = 0
We will calculate Z1, Z2 in order to be able to use formula (4.34), taking
into consideration that as φ1 = w
4 and φ2 = w
5 and that in consequence we
have φ14 = 1 and φ25 = 1, while all the other φij are zero.
Z1 = W
αβφ1βVα = W
α4φ14V
′
α = W
14φ14V
′
1 +W
44φ14V
′
4 =
= V′1 + (1 +
r2
K2
)V′4.
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Z2 = W
αβφ2βVα = W
α5φ25V
′
α = W
25φ25V
′
2 +W
55φ25V
′
5 =
= V′2 + (1 +
r2
K2
)V′5.
Now, to calculate λ1, λ2 use:{
dφ1(XL) + λadφ1(Za) = 0 (1)
dφ2(XL) + λadφ2(Za) = 0 (2)
Using dF = ρ′iα
∂F
∂xiX
′α + ∂F∂yαV
′α we get:
dφ1 = ρ
′i
1
∂φ1
∂xi
X′1 + ρ′i2
∂φ1
∂xi
X′2 + ρ′i3
∂φ1
∂xi
X′3 + ρ′i4
∂φ1
∂xi
X′4 + ρ′i5
∂φ1
∂xi
X′5+
+
∂φ1
∂w1
V′1 +
∂φ1
∂w2
V′2 +
∂φ1
∂w3
V′3 +
∂φ1
∂w4
V′4 +
∂φ1
∂w5
V′5 =
=
∂φ1
∂x
X′1 +
∂φ1
∂y
X′2 + V′4 = V′4.
dφ2 = V
′5.
We get that λ1 = λ2 = 0 from equation (1) and (2) as:
(1)⇔ V′4(XL) + λ1V′4(Z1) + λ2V′4(Z2) = 0⇔ λ1(1 + r
2
K2
) = 0, so λ1 = 0.
(2)⇔ V′5(XL) + λ1V′5(Z1) + λ2V′5(Z2) = 0⇔ λ2(1 + r
2
K2
) = 0, so λ2 = 0.
In conclusion Γnh = XL, thus:
ρ1(Xnh) = w
1∂x + w
2∂y.
With the help of:
θL =(w
1 +
K2
r2
(w1 − w4))X′1 + (w2 + K
2
r2
(w2 − w5))X′2+
+K2w3X′3 +
K2
r2
(w4 − w1)X′4 + K
2
r2
(w5 − w2)X′5.
we will construct the function G = 〈 θL , σc 〉|D, where we remember that for
σ = σiei the expression of its complete lift is: σ
C = σαXα + (σ˙
α +Cαβγσ
βyγ)Vα.
Note that only the coefficients of X′i, i = 1, 2, 3 of σ
C will count in determin-
ing the function G, due to the fact that θL has only X
a.
a’)σ = xf1 + yf2 ⇒ G = (1 + K2r2 )(xw1 + yw2).
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G =〈 θL , σc 〉|D =
= x(1 +
K2
r2
)w1 + y(1 +
K2
r2
)w2 =
= (1 +
K2
r2
)(xw1 + yw2).
〈〈ρ1(Γnh)G〉〉 = 〈〈(w1 ∂
∂x
+ w2
∂
∂y
)[(1 +
K2
r2
)(xw1 + yw2)]〉〉
〈〈(1 + K
2
r2
)[(w1)2 + (w2)2]〉〉 = 0.
b’)σ = xyf3 ⇒ G = K2w3xy
〈〈ρ1(Γnh)G〉〉 = 〈〈(w1 ∂
∂x
+ w2
∂
∂y
)(K2w3xy)〉〉
〈〈K2w3(w1y + w2x)〉〉 = 0.
c’)σ = x2f1 + y
2f2 ⇒ G = 〈 θL , σc 〉|D = (1 + K2r2 )[w1x2 + w2y2]
〈〈ρ1(Γnh)G〉〉 = 〈〈(w1 ∂
∂x
+ w2
∂
∂y
)[(1 +
K2
r2
)(x2w1 + y2w2)]〉〉
〈〈(1 + K
2
r2
)(2x(w1)2 + 2y(w2)2)〉〉 = 0.
d’)σ = yf1 + xf2 ⇒ G = 〈 θL , σc 〉|D = (1 + K2r2 )[yw1 + xw2]
〈〈ρ1(Γnh)G〉〉 = 〈〈(w1 ∂
∂x
+ w2
∂
∂y
)[(1 +
K2
r2
)(yw1 + xw2)]〉〉
〈〈(1 + K
2
r2
)(2w1w2)〉〉 = 0.
/
Conclusions and future
work
The main purpose of our work is to present applications of the Lie algebroid
structure in both mathematical and physical context. In the first chapter we
have introduced the notion of Lie algebroid, presenting a number of examples,
and we have presented some useful properties that we used later on.
One of our principal results in the mathematical part was to give a gen-
eralization of the notion of Jacobi fields corresponding to sode on manifolds
and on Lie algebroids. We have done that considering a new take on a first
order variational equation on a manifold. We also generalized the Jacobi equa-
tion for this generalized cases of Jacobi fields associated to sode. For that we
had to generalize the non-linear connection and the Jacobi endomorphism to
the context of Lie algebroid. We used this theory in the particular instance of a
geodesic spray on a Riemannian Lie algebroid. For this case we have shown that
an integral curve of it has no conjugate points along it if and only if it minimizes
the energy functional of the system whose solution are given by the geodesic
spray. To exemplify the theorem we considered the space of skew-symmetric
matrices of dimension 3 who has a Lie algebroid structure.
In Chapter 4, for the physical counterpart, we analyzed the virial theorem
in the first place for mechanical systems and nonholonomic systems on the
tangent bundle, and afterwards, for unconstrained and nonholonomic systems
on Lie algebroids. We could prove that a virial like theorem holds for systems
on Lie algebroids, fact that will allow us to obtain information about the time
average of the action of the dynamical section upon the virial function for more
systems than before due to the wide range of systems that can be described with
the help of a Lie algebroid structure. Also in this chapter we have presented in
detail instances of this theorem through some examples.
We find interesting for further investigation to see if the minimizing theorem
presented here takes place for any Lagrangian, not necessarily a Riemannian
one and for the other topology. Precisely see in what conditions the result holds
when we look for the geodesic to be a strong minimum for the energy functional.
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