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CHAPTER I 
I NTRODUCTION 
This thesis pri marily deals 1-ri th the Jl..xiom of Choice, a contro-
versial axiom of Axiomatic Set Theory, and t1-m paradoxes of the 
sphere that result from the use of the Axiom of Choice . 
The main question to be discussed is the follm,ring: Should the 
Axiom of Choice be accepted or rejected? No attempt is made to give 
a. final anm-rer to this question, but a tentative conclusion is made . 
The t-.;.ro paradoxes, t h e Hausdorff Paradox and the Banach and Tarski 
Paradox are discussed at length in Chapters III and IV respectively. In 
the presentation of these paradoxes, the specific questions to be kept 
in mind are the following: 
(1) Can the surface of a sphere be decomposed into s ubsets i n s uch a 
-.;.ray that a. half and a. third of the surface may be congruent to each 
other? 
(2) Can a solid sphere of fixed radius be decomposed into a finite 
number of pieces and can these pieces be reassembled to form ti-ro solid 
spheres >nth t h e given radius? 
( 3) If the ans-vmr to the previous question is in the affirmative , 1vha.t 
is the minimum number of piece s required? 
.An understanding of the basic terms of set t heory including proper 
subset, disjoint , equivalent sets, etc. is presupposed. 
In Chapter II the Axiom of Choice is stated and several examples are 
given to explain the meaning and use of this ruciom. Two fundamental 
terms, namely congruence and equivalence by finite decomposition, are 
defined and several examples are given . The measure problem is also 
defined. 
In Chapters III and IV a compilation of the work of several authors 
on the Hausdorff and Banach and Tarski Paradoxes is presented. 
ParticuJ.ar attention is given t o the work of Hausdorff, Banach and 
2 
Tarski and Robinson, while a brief reviei-r of the papers of von Neumann, 
Sierpinski, Adams, and Dek-~er and de Groot is also presented. Particular 
reference is made to the use of t he Axiom of Choice i p these Paradoxes . 
The discussion of t h e controversy over the Axiom of Choice in 
Chapter V follows closeJ.y the material in Sierpinski [j._i] , FraenJ<el and 
Bar-Hillel [9] , and Fraenkel 1 s introduction to Bernays [4) , while the 
applications in Chapter VI come from Sierpinski ~ 7] • 
CHAPTER II 
:OEFIIUTIONS AND R.'JU.l-1PLES 
2.1 The Axiom of Choice. 
In 1904 E. Zermelo stated an a.x:i.om as a basis for hi s proof of the 
well-ordering theorem. This axiom, which he called the Axiom of Choice, 
reads as follows: For every set Z whose elements are sets A, non-empty 
and mutually disjoint, there exists at least one. set B having one and 
only one element from each of the sets .A belonging to Z. 
B. Russell called this a_xi om t he Nul tiplicati ve Axiom which, in ma..rw 
ways, is a more appropriate name . This is evident if the axiom is stated 
in a different form. The following is necessary: Theorem: For every dis-
jointed set z, there exists the set livhose elements are the sets which 
contain a single element from each element of z. This set is called the 
Cartesian product and is denoted by CZ. Then the Axiom of Choice can be 
given i n the following form: For every disjointed set Z for -vrhich the 
null set is not a member of z, the Cartesian product CZ differs from the 
null set . 
Each element of CZ is called a selection-set of Z since it contains 
a single element f rom each element of Z. 
',I'he .A.xiom of Choi ce is sometimes stated in a third form on the basis 
of a choice function which can be defined as follows: f is a choice 
· function for Z if, and only if, f is a function vlhose domain is the 
collection of non-empty subsets of Z and for every As;z with Afo, f(a )( A. 
e . 
The Axiom of Choi ce may now be formulated: Every set has a choice 
function. 1 
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All of the above forms of the Axiom of Choice are used extensively 
in Axiomatic Set Theory, but the first fo rm will be tl1e only one referred 
to throughout the remainder of this paper. 
A feH examples will nm"J be given to illustrate the meaning and use 
of the ltx:iom of Choice. The first of these is a simple non-mathematical 
illustration. 
(1) Let Z be the set of all people living on the earth, and let 
A=Al' A2, A3 •• •-An be the subsets of these people living in the various n 
countries of the earth, with the assumption that each person lives in one 
and only one country. From the ..A..xiom of Choice the conclusion is that 
there exists at least one set B consisting of one and only one resident 
of each country. This is an example of the trivial case where the set Z 
consists of a finite sequence of sets . 
It is to be noted that the Axiom of Choice states that such a set B 
exists, but it does not give the rule for finding B or even state that B 
can be found. It is for this very reason that some mathematicians, 
especially those of the intuitionist school headed by L. Brouwer, reject 
the Axiom of Choice. To them, mathematical existence is equivalent to 
constructibility. If a set cannot be constructed, it does not exist . 
However, a larger number of mathematicians accept the Axiom of Choice, 
although many do so with reservations. If the rules for the construction 
of a given set cannot be formulated, they, in general, use the A.."'Ci.om of 
lThe Axiom of Choice is equivalent to various principles. Some of the 
most important of these are listed in Appendix I . 
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Choice to verify the existence of this set. For them, existence and 
constructibility are not equivalent terms. 
(2) B. Russell has given an illustration of this problem of 
constructibility. Given an infinite collection of pairs of shoes, the 
~~iom of Choice is not needed to establish the existence of a set of 
shoes containing one and only one shoe from each pair . This set can be 
constructed by the simpl e rule of seledting all left shoes from the 
collection . Hm,rever, given an infinite collection of pairs of socks, all 
socks identical as t o size, color, etc. , the Axiom of Choice is needed to 
establish the existence of a set containing exactly one sock from each 
pair . There is no possibility of giving a rule by which this set may be 
constructed, l 
The following are t1vo examples of a more mathematical nature . 
(3) Consider the set of all infinite sequences of real numbers . 
Let us arrange this set into subsets in such a way that each subset ~nll 
contain all sequences that diffe r only in the order of their terms. It 
is impossible to define a set B containing one and only one sequence from 
each of these subsets . We must use the Axiom of Choice to prove the 
existence of such a set B. 
(4) Consider the set of all convergent sequences of real numbers. 
Let us include in the same subset all sequences converging to the same 
limit. Then, without the aid of the Axiom of Choice, it would be possible 
to define the set B containing one sequence from each subset (e . g . , take B 
to be the set of all infinite sequences ~ xn+a} 
x and real a) . 2 
lRussell, pp . 126-127 . 
(n=l, 2, ••• ) for real 
2sierpinski, Cardinal and Ordinal Numbers, p . 106. 
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2 . 2 Congruence. 
The paradoxes mentioned in this paper all deal with congruences 
between figures, particularly between sets and proper subsets. ~ro 
point sets in Euclidean space are congruent if, and only if, one set 
may be transformed into the other by rigid motion as defined in elementary 
geometry (i.e., by rotation about a fixed point and translation, one 
' 
operation following the other or either operation alone; reflections are 
excluded unless otherwise stated). .r'L11 appropriate formal definition of 
congruence is based on the f act that cLi.stances remain invariant under 
rigid motions . It is assumed that to every pair of points (a, b) there 
corresponds a real number d(a, b), called the distance between the points 
a and b . Definition: The sets of points A and B are congruent: A~B i f 
there exists a function f, which transforms A into B in a one-to-one 
ma11..11er such that if a1 an.d a2 are tHo arbi trar.r points of the set A, 
- \1 1 
t hen d(~, a2)=d L f(a:t_), f(a2 l.J • 
The follo-vling examples illustrate congruence between a set and a 
proper subset. 
( 1) Consider the horizontal real line 1. Let us form t-vm rays on 
this line in the follmti.ng manner. One ray, R:J_, consists of all points X 
such that X~a where a is a...11 arbitrarily chosen point on the line L. 
The second ray, R2, consists of all points X such that X~ b where b) a. 
How it is cleari.hat ~ is a proper subset of R:J_ while IS_~ R2 since 11_ can 
be made to coincide 1<ri th ~ by a translation along line L so that a 
coincides with b. (Note that both rays contain a...11 infinite set of points 
1Translated from Banach and Tarski, p . 245. 
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and the above example also illustrates the definition of an infinite set, 
namely, a set ~ is said to be infinite if ~ contains a proper subset 
which is equivalent to R1 .)
1 
( 2) Let us consider on the unit circle the set A of points >-rhose 
angles formed with the x-axis are n8, n=l, 2, ••• where e is such that 
e/n is not a rational number. If B is the subset of A for which n=2,3 , ••• 
and the set A is rotated by an angle 8, then it will coincide with B. 2 
(3) The above two examples illustrate how a set B may be divided 
into two parts, A=A1+A2 such that A1/o, A2IO, A1 • A2=0 and AnJAl . Now 
let us consider an example in which these conditions hold and in addition 
t he two subsets are congruent to each other and to the set A, i.e., 
Let the set A consist of a point 0 of a plane together with all 
points in the plane obtainable from 0 by all possible finite combinations 
of the follovnng operations: (1) counter-clockwise rotation t hrough one 
radian about 0; (2) translation through one unit in a fixed direction . 
These operations · are applied to 0 and to each point obtained from 0 
by their use. As a particular case, let 0 be the origi n of a cartesian 
coordinate system and consider translations in the direction of the posi-
tive x-axis. If the final operation in the sequence of operations 
yielding a point p of A is a rotation (1), then the point p will be 
defined as belonging to A1 • Othenrise, it will belong to A2 . 
Nm-1 A=A1+A2, A1/0, A2/0. In addition, A1 • A2=0 since a 
lBlumenthal, p . 347. 
2Figueiredo, p . 1. 
point p of A cannot be obtained by t~oro sequences of operations, one 
ending in a rotation and the other ending in a tra.."1slation . This is true 
since A
1 
• A
2
1 0 implies that ei satisfies an algebraic equation 1rith 
integral coefficients, which is impossible since ei is transcendental . 
If the entire set A is rotated about 0 through one radian, the 
set A vrill coincide with the subset A1 since the rotation transforms 
eve~[ point p of A into a point of ~' while every point of ~ is 
certainly a point of the rotated set. Therefore A~A1 • Similarly, if 
the entire set A is translated one unit to the right, it will coincide 
with A2• Therefore ~~A2~~+A2 • It is noted that the A.."tiom of Choice 
is not needed anyvihere in this example •1 
2. 3 Heasure. 
It is not the purpose of this paper to deal at length with the 
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problem of measure. However, in order to clearly understand the Hausdorff 
Paradox, it is necessary to discuss briefly an historic measure problem. 
The question reads as follows: Is it possible to define a real function f 
for all bounded sets A of an Euclidean space such that: 
(1) f( A) ~ O for all A 
(2) f( A0 ) ) 0 for some set A0 in the space 
(3) if A • B=O, then f(A+B)=f(A)+f(B) 
(4) if A~B, then f(A)=f(B) . 
This function f is called a finite measure. Property (3) is known as 
1s. Mazurkiew~cz and W. Sierpinski, pp . 618-619 as discussed by 
Blumenthal, pp. 348-349. 
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finite additivity.1 
This problem will be discussed further in Chapter III . 
2. 4 Equivalence by Finite Decomposition. 
The definition as originally given by Banach and Tarski will be used. 
Definition : Two sets of points, A and B are equivalent by finite 
decomposition, A ~ B, provided sets A1, A2, • •• , An and B1, B2, ••• , Bn 
e:x:ist 1vi th the follmving properties: 
(1) 
(2) 
(3) 
A=A1 +A2+ ••• +~ 
Aj • Ak=Bj • Bk=O , 
' 
1~ j ~ n 
B=Bl+B2+ ••• +Bn 
1~ j ( k i n 
There is~~ analogous definition for the concept of equivalence by 
d bl d •t• 2 enumera e ecomposl 1on. 
To become better acquainted ~nth the concept of equivalence by 
finite decomposition, two examples are presented, one in Euclidean two 
space and one in three space . 
(1) Let s1 be a square with area 100 square inches, ~~d s2 a second 
square with area 1 square inch. If these two squares are equivalent by 
finite decomposition, then they can be cut into the same finite number 
of parts such that corresponding parts may be made to coincide after 
appropriate rigid motions. This is impossible as it would appear 
intuitively and with the aid of a theorem by Banach [2] it can be shown 
that two polygons are equivalent by finite decomposition if, and only if, 
they have the same area. 
1 
Figueiredo, p . 2 . 
2Banach and Tarski, p. 246. 
(2) Now let C be a cube of volume 100 cubic inches , and c2 a 1 . 
second cube with volume 1 cubic inch . The meaning of equivalence by 
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finite decomposition is completely analogous to the two dimensional case 
except that the 11parts 11 as well as the cube itself are of three dimensions . 
Here, contrary to intuition, the two cubes are equivalent by finite 
decomposition. This surprising result is due to the work of Banach and 
Tarski which will be discussed at length in Chapter IV. 
CHAPTER III 
THE HAUSDORFF PARADOX 
3. 1 The work of Hausdorff. 
In 1923 Banach [2] gave an affirmative answer to the historic 
measure problem for n=2 . That is , he proved that a finite measure could 
be assigned to all bounded sets in the plane . 
Previously, in 1914, Hausdorff [l<IJ gave a negative answer to the 
measure problem for the surface K of . a sphere . He arrived at this anm-ver 
by first proving what is often called the Hausdorff Paradox, that the 
surface K of the sphere could be decomposed into four disjoint subsets 
A, B, C, and Q such that 
(1) K=A+B+C+Q 
(2) A~ B ~ C , A'!!B+C 
where Q is denumerable . 
To solve the measure problem Hausdorff ffi1owed that if such a finite 
measure function f exists, then f(Q) must be equal to zero . TI1is 
follows from properties (3) and (4) from page 8 and from the fact that 
Q is denumerable . Congruences (2) imply that f(K) must simultaneously 
equal 3f(A) and 2f(A). This can be true only if f(K)=O and then 
property ( 2.) on page 8 cannot be fulfilled . Therefore it is impossible 
to define a finitely additive measure for all the subsets of the surface K 
of the sphere . 
This negative answer to the measure problem implies a similar 
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negative answer for all bounded sets in n ~ 3 dimensional space. It 
should be noted that the diffe rence in the solution of the measure 
problem for two and three or more dimensions is closely connected to the 
fact that a paradox, comparable to those of Hausdorff and Banach and 
Tarski does not exist in two dimensional space . 
'ro produce the decomposition of the surface K of the sphere 
Hausdorff introduces only rotations . A and B+C are interchanged by a 
rotation ¢ of 18oo about one axis, and A, B, C are permuted by a 
rotation ~ of 120° about another suitably chosen axis. A proper choice 
of these rotation ~xes is necessary so that ¢ and ~ will be independent 
except for the follo1~ng relationship : ~2= ~3=1 (~1ere 1 denotes the 
identical transformation). Hausdorff constructs the subsets so as to 
satisfy the following: 
A~=B+C 
Ay =B 
(B+C)~=A 
B..,t. =C C4 =A 
where A~, for example, denotes the transformation of the point set A 
by¢. 
The following is the main argument as presented by Hausdorff . A 
rotation group G is generated ;.Ii th ~, + , --.f 2 the simple factors. It 
appears as follm-Ts : 
To verify the independence of ¢ and -..}' , except for ¢2= ,..,P3=1, it is 
noted that the products of two or more factors are of one of four forms. 
«.. =~ ~ ml p ..p m2 • • • ~ ~ mn 
13 = -¥' ml ~ ...j/ m2 ~ • • • y IDu ¢ 
'T'=~ + m1 ~ 4 m2 • • • ~ ...;, rn-n ~ 
b = ¥ ml ~ ....pm2 • • • ~ ~ mn 
13 
where n is a natural number and m1, m2, .•• , IDn are equal to lor 2. A 
relationship p = ~ between two formally distinct products would result 
in Po - 1=1. It is shown that this r elationship can be assumed to have 
t he form cJ.. =1 . The problem ,is then to show that all products d.. are 
different from l if both rotation axes are chosen properly. 
A right angle coordinate system through the center of the sphere is 
chosen such that the ¢ axis is in the xz plane and the ~ a:;ds is on the 
z axis . The angle formed by the t wo a,'(es is labeled ~D and cos 2/3 7r 
is designated by L, while sin 2/3 't( is designated by M. 
The following orthogonal transformations fit the rotations: 
· x'=xL-yM 
(--+ ) y 1=xM+yL 
x 1=-x cos D+z sin D 
y'=-y 
z 1=x sin D+z cos D 
lx'•-rl cos D+yM+zL sin D (¢ ....; ) y'=-xM cos D-yL+zM sin D 
z 1=x sin D +z cos D 
It is noted that ~ 2 will replace ~ if M is interchanged with - M. 
d.. denotes a product of n double factors, ¢ ~ or ¢-/; 2 while 
0(.. 1= o<. ¢ y or at 1 = c1.... ¢ "f 2 denotes a product of (n+l) such double 
factors. The point o, 0, l is tran sformed by ()( in x, y, z and by c( ' 
in x 1 , y', z 1 such that the transformation (¢ ~) or the transformation 
(¢ + 2) results . Since x 
sin D 
and Y 
sin D 
are polynomials of the 
(n-l)th degree and z is a polynomial of the nth degree in cos D, it 
follows that x=sin D(a cos nn-1+ ••• ) 
y=sin D(b cos nn-1+ ••• ) 
z=c cos Dn+ ••• 
For n=l, the point 0 , 0, 1 is transformed by rp + or rp -.fo 2 into the 
point 1 sin D, ~ H sin D, cos D. It is noted that there are only a 
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finite number of values of cos D for >vhich d.. =1 and it is possible , by 
avoiding at most the denumerable values, to choose the angle D such that 
no product o<. >rill equal 1 . 
Accordingly, the rotations (G) are not only fo1~ally distinct in 
pairs but are such that they are distributed into three classes A, B, C 
i n the follow-lng man...ner: one of the two rotations P , p rp belongs to A 
and the other belongs to B+C; one of the three rotations p , P'+ , 
P "' 2, belongs to each of A, B, C. This distribution is possible. 
Finally, Q is the denumerable set of fixed points (rotation pole) 
of the. rotations of the group that differ from 1 and K=P+Q. The 
rotations (G) transform a point x of P into the points 
x , xrp, x -f , x -f,- 2, ••• 
These points are distinct in pairs and their set is Px . Two such 
sets Px, Py either have no points in common or are identical. Exactly 
one point x is chosen from each set P~, and thus the set N= fx, y, .• • } 
is formed. Then P=N+Nrp+N + +N ,Y. 2 ••• In accordance v.ri th t h e above 
distribution of rotations into classes, P noH decomposes into three sets: 
P=A+B+C where A=N+N --!- rp+N + 2rp+Nrp ...f, 2+ ••• 
B=N¢'+N,t' + ••• 
2i C=N ..,P +N¢' -f + • • • 
and according to the construction A~=B+C , l'v~ =B, A"f'· 2=c. 
' 1 Therefore, the sets A, B, c, B+C are congruent. 
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It is noted that Hausdorff relies on the Axiom of Choice to complete 
his proof. The set N is formed by choosing exactly one point from each 
set Px• Thi s is possible only with t he aid of this ~~om. Conse-
quently one cannot define the subsets into vThich the surface of the 
sphere is decomposed without the aid of the Axiom of Choice. 
An alternative form of the Hausdorff Paradox which ansvTers the 
question (1) in the introduction is the follow~ng: Disregarding a 
denumerable set , a half and a third of the surface of a sphere may be 
congruent to each other. 
3.2 Subsequent work on the problem. 
Robinson observed that the set Q in t-.h.e Hausdorff decomposition 
could not be eliminated if only rotations around the center of the 
sphere were allo~red to form congruences. However, he ~ras able to reduce 
the denumerable set Q to a set consisting of only two points by certain 
modifications in the methods of rotation . 2 
Finally, Adams, in allmring reflections as 1trell as rotations, 
presented a corollary to his decomposition theorem that gave t he 
Hausdorff decomposition in which the set Q is entirely eliminated. lie 
shmv-ed that the surface K of the sphere may be decomposed into three 
disjoint point sets, K=A+B+C so that A~B !:!!:' C ~ A+B~ B+C.::!C+A. 3 
1Trans1ated and condensed from Hausdorff , pp . 469-L~72. 
2Robinson, pp . 258-260. 
3 Adams, p . ?9 . 
CHAPTER IV 
THE B~WACH AND TARSKI PARADOX 
4.1 The 1rJork of Ba.n.ach and Tarski. 
In 1924 .S . Banach a.nd A. Tarski (3] proved the foll o1-Ting two 
theorems, the first of which is knovm as the Banach and Tarski Paradox: 
(1) In any Euclidean space of dimension n ~ 3J two arbitrary sets , 
bounded and containing interior points , 1 are equivalent by f i nite 
decomposition . 
( 2) In any E-~clidean space of dimension n L 1; any t1-ro arbitrary sets 
(bounded or not) , vrith interior points, are equivalent by denumerable 
decomposition. 
The secon.d result -vnll not be dealt wit h in further detail. 
An analogous theorem to (1) for sets lying on the surface ~f the 
sphere is proved by Banach and Tarski, but a corresponding theorem 
applied to one or hvo dimensions is false . 
Tvm geometric theorems follow from the above results : 
A. Two arbitrary polyhedTa are equivalent qy finite decomposition . 
B. Tvro arbitrary polygons are equivalent by finite decomposition 
only i f, they have the same area. 
A startling illustration of theorem (1) is given 1.vhen two solid 
1 i . e., there exists at least one point of the set such that a 
neighborhood of it is entirely contained in the set . 
and 
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spheres 0 and E are considered, where 0 is the size of an orange and E 
is the sJ.ze of the earth. Theoretically, according t o this theorem, it 
is possible to decompose t he set of points mrucing up the sphere 0 into 
a finite number of disjoint subsets such that, by ordinary rigi d motions 
(translations and rotations), these subsets may be made to fill out the 
entire sphere E. To state it i n another way, an orange and the earth 
may both be divided into a finite number of disjoint parts so that 
every single part of one is congruent to a unique part of the other, and 
so that after each part of the orange has been matched 1-ri t h a part of 
the earth , there is no part of t he earth left over. That is, a one-to-
one correspondence is set up between the parts of one set and the parts 
of the other set. This means that, according to Banach and Tarski's 
results, the earth could be decomposed in such a Hay that it could be 
pl aced in one's hand. 
Banach and Tarski prove three important lemmas in the process of 
arriving at their principal result. These lemmas and the principal 
theorem are stated here without proof •1 In each case it is the solid 
sphere that is considered. 
Lemma . The entire sphere S contains. two di·sjoint subsets A1 and A2 such 
that SfAl and SrA2. 
Lemma . S1 and s2 being congruent spheres, we have S1 f S1 + S2. 
Lemma. If the bounded set A, located in a Euclidean space of three 
dimensions, contains the sphere S, then A}S. 
Theorem. If two arbitrary sets A and B, lying in a Euclidean space of 
lThe proof~ as given by Banach and· Tarski are included in Appendix II, 
pp . 35- 37 . See Lemmas 9, 10, ll and Theorem 12. Additional i mportant 
theorems are also included. 
three dimensions , are bounded and contain interior points , t hen A£B. 
It is noted that Banach and Tarski have used an applicati on of 
Bernstein's Equivalence Theorem and Hausdorff 's Theorem, i n arriving at 
their results.1 As ment ioned above, Hausdorff relied on t he Axiom of 
Choice t o prove the existence of the sets into Hhich t he surface of the 
sphere was decomposed. In a like manner, the Axiom of Choice must be 
used for the solid sphere problem. The subsets into which t he solid 
sphere is decomposed cannot be defined othervrise. It is i mportant to 
note i n both Paradoxes where the words "can be decomposed" are used that 
there is no known rule that tells one how to actually perform the 
decomposition in question . 
4.2 Subsequent work on the problem . 
Accordi ng t o the theorem of Banach and Tarski it is possible to cut 
a solid sphere of fixed radius into a finite number of pieces, and then 
1 .8 
to reassemble these pieces t o form two soiid spheres with the given radius . 
Note that this is an affirmative answer t o question (2) fn the 
Introduction . In other words, there exist three decompositions of the 
sphere into disjoint pieces. 
(1) S=A1+A2+ ••• +Ak+L 
(2) S=B~+B2+ ••• +Bk 
(3) S=Bk+l+. • .+Bk+l, 
such that ~~ B;t , i=l, 2', ••• , k+L 
Banach and Tarski did not ment :i.on the number of pieces required. 
1see Appendix, Theorem 6, P. 35 , and proof of Lemma 9, pp. 35 36, 
r espectively. 
e· 
In 1929 von Neuma:rm. stated ·without proof that nine pieces (k=h a..nd 1=5) 
are a solution of the problem.1 In 19L!.5 Sierpinski Q-~ proved that eight 
pieces (k=3 and 1= 5, or k=2 and L=6) are a solution. I n 1947, Robinson ~5] 
gave a complete answer to the question by sho1-ring that five is the smallest 
possible number of pieces (k=2, 1=3, and A.5 may be considered a single 
point). This answers the final question in the introduction. 
Sierpinski also proved t-vm interesting theorems: 
Theorem. The solid s phere S contains a denumerably i nfinite number of 
parts, disjoint and congruent i n pairs, of which each is 53· 2 (Here .5 
means equivalent by finite decomposition into five parts) . 
Theorem. The solid sphere S is a sum of a nondenumerable number of 
disjoint sets of which each is ~ · 3 
/ 
Returning to the 11pieces 11 problem, Robinson sho-vred that t he number 
could not be reduced belov.r five even if reflections were allowed. 
Previous to his 1-rork reflections had not been used . 
Robinson first obtained a result for a simila r problem for the 
surface of the sphere. He sho1-red that the surface K can be divided into 
t•·m pieces, each of which can be divided into two pieces congruent to 
itself. This is possible on the basis of the main result of Robins on's 
paper 1mich is as follows: 
Theoren1 . It is possible to decompose the spherical surface K into n 
mutually disjoint, non-empty pieces A1 , A2, ••• , ~satisfying a given 
(finite) system of congruences, each having the form 
lvon Neumann, p. 77. 
2sierpinski, 11Sur le Paradoxe de H. rvi . Banach et Tarski1.~ p. 234. 
3sierpinski, 11Sur le paradoxe de la sphere II' p . 244 . 
of the given congruences and no congruence obtainable from them by 
taking complements (in K) or by using transitivity (to derive new 
congruences from the given system) asserts the congruence of two 
complementary portions of K. Furthermore, if the decomposition is 
possible, then each congruence may be effectuated by an independent 
rotation. (By a rotation is meant a rotation of the three-dimensional 
space 1-rhich leaves the origin fixed. )1 
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It should be noted that the above theorem is obtained by specializing 
a more general decomposition theorem, the proof of which is based on the 
Axiom of Choice. The Axiom is needed to verify the existence of the 
rotations necessary to prove the general theorem. 
Using the specialized theorem Robinson obtains a result for the 
surface problem in the following manner: The spherical surface K may be 
decomposed into four disjoint pieces , 
K=A1 +Az+A3+A4 such that A1~· A2 ~ A1 +A2, A3'~ A4~A3'*AL~. 
A1 and A3 may be rotated in such a way as to exactly fit together to form 
K, and similarly for A2 and A4• Thus K may be cut into four pieces and 
they may be reassembled in pairs to form two copies of K. The minimum 
number of pieces is four since a copy of K cannot be formed out of a 
single piece which is not all of K. 
From the surface problem Robinson turns to the solid sphere S. He 
produces a decomposition of S into six disjoint parts , S=A1+ft~+A3+A4+0+P 
where 0 is the center of the sphere and P is another single point. Using 
-- ·"· -----
lRobinson, p . 252. 
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four independent rotations he reduces this to five disjoint pieces, 
A1 , A2, A3
+o, A4, and P, of which A1 and A3+0 can be fitted to form one 
copy of s, and .A2, A4, and P can be fitted to fo1~ a second copy . In all 
cases rotations a bout the origin are used except a translation is used 
to take P into 0 . Robinson concludes with a proof that five is the 
minimum number of pieces possible . l 
Adams t).J modified the theorem of Robinson 1 s above by allovling 
. reflections as well as rotations . He stated and proved the folloviing: 
Theorem. Being given any set X of congruences such as 
+ • + Ajs , on the subsets 
Ak(k=l, 2, •• n, and O< r .C:: n, O<. s <. n), one may decompose K, the sphere 
surface, into disjoint subsets ~ satisfying the congruences X. 
As stated previously a special case of this theorem allowed Adams to 
eliminate the denumerable set Q in Hausdorff ' s decomposition . 
Dekker and de Groot [6] sharpened and extended Robinson 1 s Decomposi-
tion Theorem. The three important extensions are the following : 
(1) They eliminated the assumption of finiteness . Any cardinal! c, the 
cardinal of the set of real numbers, can be used. 
(2) They reduced the necessary and sufficient conditions to the empty 
set, i . e . , any system of congruences can be satisfied. 
( 3) If the number of pieces and the number of congruences are both < C, 
the pieces can be chosen so they are connected and locally connected. 
This shows that the pieces are really pieces a.nd not some kind of 
scattered sets . 
The theorem as stated by Dekker and de Groot is as follows : 
1 Robinson, p . 257 ... 258. 
Theorem. The spherical surface K maybe decomposed into~ mutually 
disjoint, non-empty pieces-- ~ being any cardinal ~ C--satisfy-lng any 
given nu.rnber fJ $. C of congruences betw·een non~empty and non- complete 
(i . e . , whose sum does not equal I()--but otherwise arbitrary, finite or 
infinite--sums of the pieces mentioned. Moreover, if ~ , n< C, all 
pieces can be chosen in such a way that they are connected and locally 
connected. 
The proof of this theorem is difficult and requires the use of the 
.AXiom of Choice •1 
The following statement regarding the solid sphere can be proved 
as the result of this theorem: 'Ehe solid sphere S is for any infinite 
carclinal O( ~. C the sum of o{ mutually disjoint sets, each of v.lhich is 
equivalent by finite decomposition to s.2 
1Dekker and de Groot, pp . 187-193. 
2
see Sierpinski 0-!J . 
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CHAPTER V 
CONTROVF'.RSY REGli.P..DI NG THE ·AaOM OF CHOICE 
In Chapter II the controversy regarding the Axiom of Choice v1as 
briefly mentioned. 1 The issue Vlill now be discussed at length . Here 
again is the axiom: For every set Z whose elements are sets A, ·nonempty 
and mutually disjoint, there exists at least one set B having one and 
only one element from each of the sets A belonging to z. 
The intuitionists do not accept the axiom because for them existence 
a11d constructibility are equiva~ent terms . The Axiom of Choice does not 
s ay how the sought-after set can be constructed, but states only that it 
exists . For members of this school of thought there is no debate . The 
Axiom of Choice is rejected completely. 
Excluding the intuitionists there are many mathematicians -..rho are 
skeptical about ' the Axiom of Choice for various reasons and reject it 
under certain circumstances . For some, it is perhaps the name i tsel.f 
that has been at least part of the cause of rejection. As mentioned 
above, the axiom does not say anything about the possibility of choosing 
one element from each of the sets A. Zermelo, himself, stated in a 
letter, 11 ••• the name 'axiom of choice ' concerns only .the psychological 
method of presentation, while the axiom, as its -..rording, by the vJay, 
makes sufficiently clear, should be regarded as a pure axiom of 
1r'1uch of this section is based on material found in Sierpinski U-71 , 
Fraenkel and Bar-Hillel [9] , · and · FraenJ<el 1 s introduction to Bernays [4] . 
existence. 111 
~1uch of the controversy over the Axiom of Choice is due to the 
fact that it has been understood in different ways . Therefore it is 
important that 1-re clarify the meaning of this axiom . 
The main cause for rejection is the case 1ihere the set Z consists 
of o J':tw • I sequence of sets \' A2, A3, Even those v.rho an J..nj_J..nJ.."Ge . . . 
reject it in the general form do not .question the axiom in the case of 
a finite number of sets. Here it is readily seen that the axiom is 
true by accepting the case when Z consists of a single set A and by 
induction. It is certainly true for the single set A because if the 
set A is not empty, then there must exist at least one element of 
the set A. Then by induction it is true for every finite set of sets . 
For example, assume that ~ and A2 are two non-empty, disjoint sets . 
There exist elements e1 E A1 and e2 E- A2 and the set . \ e1, e21 
2 
contains one and only one element from each of the sets A1 and ~. 
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In the infinite case, however, the problem is much more difficult . 
The problem is to find a rule according . to which to each of the sets 
· there corresponds a certain element of the set . The follovd.ng theorem 
verifies the existence of this correspondence but, of course , does not 
define it: Theorem : For every set t here exists a correspondence such 
that to every non-empty subset of that set corresponds a certain element 
of that set. 3 
~Sierpinski , Cardinal and Ordinal Numbers, p. 92. 
2Ibid., pp . 92-93. 
3Ibid.' p. 94. 
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Some mathematicians distinguish between a denumerable and a non-
denumerable number of choices. Some are more inclined to accept the 
denumerable situation while others believe the problem is equally 
difficult for both cases. 
N. Lusin considered the use of the Axiom of Choice as very limited. 
For him a proof by means of the ~~om was of value only t o point out the 
uselessness of attempting to prove a given theorem false .l 
Fraenkel points out that much of the opposition to the .AJr..iom of 
Choice is due to its consequences, particularly the -vmll-ordering theorem 
which states that ever>J set can be well-ordered. Some mathematicians 
were umdlling to accept the well-ordering theorem and so Here quick to 
deny the Axiom of Choice without much further investigation . 2 
Of course there v-rere other results proved by means of the Axiom of 
Choice, particularly geometrical statements which, because of their 
paradoxical nature, aroused skepticism among many mathematicians. In 
fact , even those 1vho are inclined to accept the Axiom of Choice, ca._rmot 
help but be skeptical when it comes to these paradoxes . The two prime 
examples are the Hausdorff and Banach and Tarski Paradoxes studied at 
length in this paper . 
Turninf to a more favorable vie>-T tov-rard . t..he ll..xiom of Choice, it is 
noted t hat if the axiom is .rejected, problems arise in analysis that are 
no less paracioxical than the Banach and Tarski Theorem.3 In addition, 
there are numerous applications of the axiom in ma._ny branches of 
lsierpinski, Cardinal and Ordinal Numbers , p . 95 . 
2Fraenkel and Bar-Hillel, pp. 75-76. 
3Ibid., p . 77. 
mathematics, especially in set theory and topology, as well ·as in analysis. 
A. Fraenkel points out that the Axiom of Choice has been obtained 
as other a..xioms by the logical analysis of knovm processes of reasoning . 
In this manner the axiom of parallels was developed, and yet, even 
thou~h it has been proved independent, nobody suggests that it be 
rejected nor that the parts of Euclidean geometry that depend on it be 
renounced. Similarly, it is not justifiable to reject those branches 
of mathematics that depend on the Axiom of Choice •1 He tempers these 
thoughts somm.rhat by writing that at the same time one should Hexamine 
what results can be obtained vd thout the &'dam and avoid it whenever 
possible . Hereby one learns to distinguish the domains of mathematics 
which are independent of the existential principles of choice a..n.d well-
ordering from :t-hose where they are indispensable. n2 
The Axiom of Choice is valuable as a heuristic tool . It offers a 
means for discovering nevr theorems, the proofs of vlhich can then be 
sought 1ri thout the axiom . 
As a brief summary of the evidence in favor of the Axiom of Choice, 
Sierpinski lists the following four points: 
(1) a large number of particular cases of this axiom are true (which 
has been proved independently of it); (2) from the a..xiom of ch oice a 
great many conclusions have been drmm of ~rhich none so far has led 
to a contradiction; (3) the axiom of choice simplifies considerably 
various parts of the Theory of Sets and of the Calculus and is 
indispensable for the proof of many important theorems of those 
theories. 
Finally in 1938 K. Godel proved that the iudom of Choice 
lFraenkel and Bar-Hillel, p. 79. 
2Ibid., pp. 79-80. 
is consistent with other general1y accepted axioms of the Theory 
of Sets, provided they are consistent with one another. l 
ls · . 1. 1erpJ..ns.n, Cardina1 artd Ordina1 Numbers , p . 88. 
CHAPTER VI 
APPLICATIONS OF THE XXIOM OF CHOICE 
The applications of the axiom are most numerous in analysis, 
topology and set theory. In arithmetic the a.··dom is used in connecti on 
-vJith t he concept of finite set or number. In set theory the most 
important statements equivalent to the .1\.xiom of Choice are the -v.rell-
ordering theorem and the trichotomy theorem for cardinal numbers. ( In 
general, the cardinal number of a set indicates the number of elements 
of the set.) The latter states that every t-vm cardinal numbers can be 
joined by one of the three signs: ( , =, ) • The a.~om is also 
equivalent to Zorn's theorem which states that in every closea family of 
sets t here is at least one set not contained in an.y other set of that 
family. 
Numerous theorems on cardinal numbers are equivalent to the ~~om of 
Choice, a few of which are, now listed vTi thout proof. 
Theorem. A non-finite cardinal number is not the sum of two cardinal 
numbers smaller than that number. 
Theorem. Every non-finite cardinal number is a prime number (i.e . , it 
is not the product of two cardinal numbers smaller than that number.) 
Theorem. The difference m~n exists for every cardinal number m and every 
cardinal number n < m ~ 
Theorem. For any cardinal numbers m, n, m1 and n1 the inequalities 
m (n an.d I1J. ( n1 imply the inequalities (1) m+m1 <. n+n1 (2) nrrn1 < nn1 . 
Theorem. For every cardinal number m that is not finite the f ollo1iling 
formula holds : m2=m. 
Theorem. For cardinal numbers m and n the equality m2=n2 implies the 
equality m=n. 
Theorem. For every cardinal number m there exists a cardinal number n 
such that (1) m < n and (2 ) 1 m( p implies n~ p. 
The following are some applications where in each case the theorem 
is proved with the aid of tl1e lL~om of Choice. The proofs of the 
th . . tJ_ d 2 _eorems are OIDl ue • 
29. 
Theorem. If we decompose any set A into disjoint non-empty subsets, then 
the set of all those subsets is of power ~than the power of the set A. 
Theorem. If 1-re decompose a set of the power of the continuum into t1-ro 
subsets, then at least one of them will be of the po1-rer of the continuum. 
Theorem. Every infinite set contains a denumerable subset. 
Theorem. If the set A is non-denumerable and the set B is finite or 
I 
denumerable, then A - B is equivalent to A. 
Theorem. The sum of an infinite series of disjoint non-empty sets, 
finite or denumerable, is a denumerable set. 
Theorem. If 1-1e decompose a set of the pm-1er of the continuum into an 
infinite series of subsets, t..h.en at least one of them will be of the 
power of the continuum. 
1
sierpinski, Cardinal and Ordinal Num~, pp. 414-424. 
2 For proofs, ibid., pp. 109-125. 
CHAPTER VII 
RESULTS 
The specific questions listed in the Introduction have been answered 
as follows: 't~Ji th the aid of the Axiom of Choice (1) the surface of a 
sphere can be decomposed into subsets i n such a way that a half and a 
third of the surface may be congruent to each other; (2) a solid sphere 
of fixed radius can be decomposed into a finite number of pieces and 
these pieces can be reassembled to form two solid spheres of the given 
radius; (3) the minimum number of pieces required in (2) is five . Since 
the proof of t..hese paradoxes requires the Axiom of Choice the answer to 
these questions is final, providing the axiom is accepted. 
As to the general question, 11Should the A.xiom of Choice be accepted 
or rejected", it would appear, unless one is an intuitionist, that the 
question is at present an unanswerable one . The problem of existence and 
the paradox~s that result from the axiom are major arguments against its 
use. However, the &nom simplifies many parts of set theory, analysis, 
and t opology. The fact that Godel has proved the Axiom of Choice 
consistent with other g enerally accepted axioms of set theory, provided 
they are consistent with one another, is a second major point in its 
favor. 
This consistency proof would mean that if any results from the Axiom 
of Choice and tl1e other axioms caused a contradiction, the latter axioms 
are inconsistent . Of course, the possibility of t he present axioms 
being repl aced someday by other axioms that are not consistent vTi th the 
~xiom of Choice cannot be ignored. 
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Perhaps a solution to two major problems , the question of indepen-
dence of the Axiom of Choice and the Continuum H3Tothesis, "~-Till shed 
f urther light on the subject . Meanvmile it would seem a proper attitude 
vwuld be to accept and use the A<'ti.om of Choice 1-1hen there is no other 
apparent solution, but othen~se to avoid its use 1vhenever possible . 
The ultimate role of the Axiom of Choice Hill be ·decided when the full 
character of modern analysis , topology and axiomatic set t heory has 
been developed. 
.1\.PPENDIX I 
STATEHEN'r S EQUIVALEI>JT TO T~IE .A..XIOIJ: OF CHOI CE 
The follo-w-ing material comes from McShane and Botts [).] The 
definitions are given first for clarification . 
Definition . A relation ')- in a given set P partially orders P, or is a 
partial order i n ~' if it is both (l) transitive : whenever x, y , z are 
in P and x ?- y and y >- z, then x '7 z; and ( 2) antisymmetric : Hhenever 
x and y are in P and x r y and y ")-- x , then x=y. A partially ordered set 
means a pair (P, ')-- ) consisting of a set P and a partial order >- i n P. 
Definition . If (P, .,.... ) is a parti ally ordered set , E is a subset of P , 
and z is an element of P, then z is termed an upper bound for E if fo r 
every x in E, z ~ x. 
Definition . An. element m of a partially ordered set P is termed ma."dmal 
in P if and only if there is no x in P for which xf-m and x '>- m. 
Definition . A collection F of subsets of a given set S is said to be of 
finite character if and only if it satisfies the following requirement: 
for every subset T of S, T E F i f and only if T1 t F for every finite 
subset T1 of T . 
Definition . A chain in a partialJy ordered set P means a subset C of P 
such that whenever x and y are distinct elements of C, either x ).- y or 
Definition . A given partially ordered set (W, > ) is called I·Jell -ordered 
if and only i f each non-empty subset A of W has a first element--i . e., an 
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element a such that for every other element b of A, a ~ b. 
Listed below are four of .the most important statements that are 
equivalent to the .Axiom of Choice: 
Hausdorff Naximali ty Principle . For every partially ordered set P , 
the collection 'g of all chains in P has a maximal member, with respect to 
the partial ordering of ~ by the inclusion relation ::::> • 
Tukey Ma.ximality Principle . If a given non-empty collection F of 
subsets of a given set S is of finite character, then F has a maximal 
member, -viith respect to the partial ordering of F by the inclusion 
relation => • 
Zorn 1 s Lemma. If in a given partially ordered set P every chain has an 
upper bound, then P has a maximal element. 
Zermelo 1 s ltJell-Ordering Theorem. · Every set 11" can be well-ordered. 
That is, for every set J:J, there is a partial order >- for W, such that 
(W, > ) is a well-ordered set .1 
1McShane and Botts , pp . 27-30, 251-253. 
APPEIIJDIX I I 
D·'IPORI'ANT THEOREI1S OF BANACH AND TARSKI 
Certain theorems are involved directly in the proof of the main 
result of Banach and Tarski 1s paper (pp . 246-264) . These tl1eorems have 
been translated and are listed here. The first eight tlleorems and 
corollaries are listed without proof. Lemmas 9, 10, and 11 and 
Theorem 12 are given with proof since the lemmas are key statements and 
t heorem 12 is the principal result . 
Theorem 1. If A=B or else A~, then AfB 
Theorem 2. If ArB and B£C, tllen Af'C 
Theorem 3. If the sets A and B ca.i be decomposed into some disjoint 
subsets: n A= [ ~ 
k=l 
so that Ak I Bk for 1.$. k ~n 
then A=B f 
·Theorem L~ . If Af'B, there e:rists a function r} defined for all points of 
the set A and fulfilling the follmring conditions: 
I. The function r} transforms A into B in a one-to-one man~er. 
II. C being~~ arbitrary subset of A, we have Cyq(C) 
Corollary 5. If A~B, to every subset C of A there corresponds a subset D 
.L 
of B subject to t he following conditions: 
I. C~D 
.L 
II. If CfA, then DjB 
Theorem 6. If A1C A, B1C.B, AfBl and BfAl , then ArB 
Corollary 7. If A:::> B::;) C and Af'C, then AfB and Bf'C 
Theorem 8. If A;-ll.+~ for ~ k f n, then AfA+ } ~ 
k=l 
Lemmas 9, 10, 11 and Theorem 12 apply i n particular to Euclidean 
s pace of three dimensions . I n order to extend ihe results to space of 
n ) 3 dimensions, it will merely be necessary to consider the sets of all 
the points (X:!., x2, •• .:x11), of which the coordinates satisfy the 
follov-ling conditions: (XJ_ - a1 )2+(x2-a2) 2+(x3-a) 2=ct2, b < xk <. c for 
3 < k ~ n, a1, a2, a3, d, b and c being constants. 
Lemma 9. The entire s phere (solid) S contains two disjoint subsets A1 
and A2 such that SfAl and SfA2. 
Proof. From Hausdorff 1 s theorem, 1 1-Ie can decompose t he surface of 
t he sphere S into four disjoint subsets: B1 , c•, D1 and E 1 , of 1r1hich E 1 
is a denumerable set a.nd the sets B 1 , C 1 and D 1 verify the formulas : 
B1 ~C 1 +D ' , B1 ~C ' ~D ' . 
Let p be the center of the sphere S. Indicate by B, C, D and E the 
sum-sets of all radii of the sphere S, the center p excluded, of 1-Jhich 
the exterior points belong respectively to B1 , C1 , D1 , and E 1 • 
One clearly obtains i n this fashion t he decomposition of the s-phere 
into five disjoint parts : ~t (l) S=B+C+D+E+(p) -, subject to the conditions : 
(2) B ~C+D, (3) B ~C ~D. 
The following property, indicated by Hausdorff, will be used 
lHausdorff, p . 469. 
2The symbol (p) designates the set composed of a single element p . 
concerning the set E: (4) there exists a subset F of B+C+D suQh that 
E =F by a suitable rotation of tl1e sphere S around one of its axes . 
From (2) and (3) we easily obtain: BiB+C, B+CiB+C+D whence from 
t heorem 2 (.5) BfB+C+D. 
We will set: (6) ~=B+.E+(p), then formulas (1), (.5) and (6) 1vill 
give , follo~ring t heorem 3: (7) Sf~ · 
On ~he other hand, from (3) ~1d (.5) there also results: 
(8) CfB+C+D and (9) DfB+C+D. 
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In applying Corollary .5, we deduce from (4) and (8) t he existence of 
a set G, which verifies the formulas: 
(10) F'fG, whence ErG and (11) GC C and G:/:C. 
Let, according to (11): (12) q ~ C-G. Place: (13) A2=D+G+(q) 
The sets C and D being disjoint, one concl udes from (11) and (12) 
that the sets D, G and (q) are disjoint also. Now, the sets (p) and 
(q) clearly being congruent, one concludes according to (1), (9), (10), 
and (13): (14) StA2. 
Finally one easily obtains: 
(1.5) A1+A2C:.S and A1 x A2=0. 
Formulas (7) , (14), and (1.5) prove that A]_ and A2 are the desired sets. 
Lemma 10. s1 and s2 being congruent spheres, we have SlfSl+S2• 
Proof. According to Lemma 9, let ~here be two sets A1 and A2 subject 
to the conditions: (1) s1 f A1, S1 £ ~2 and (2) A1+A2 CS~ and Al x A2=o . 
From (1) and ~he hypothesis of the le~a we have s2 f A2 . Corollary 5 
I 
implies then the existence of a set B r uch that (3) BCA2 and (4) BfS2-Sl• 
Follm-1ing theorem 3, we easil y cof clude from (1)-(4) : 
(.5) Al+B1'81+(S2-s1 )=Sl+S2 and (6) A1+B'C S1C.S1+S2• . 
Lemma 11. If the bounded set A, located in a Euclidean space of three 
dimensions, contains the sphere s, thbn A~. 
I -
Proof. A being a bounded set, c~early we can decompose it into n 
subsets (not necessarily disjoint): I 
n . [ 
A= L .· l\: , which fulfill the foll.lmving condition: (1) 
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k·l . I 
( 2) the entire set Bb 1 ~ k S:n, is captained in a sphere Sk congruent to S. 
I 
By virtue of Lemma 10, we have SfS+Sk for l S, k ~n, whence, 
. I 
according to Theorem 8,(3) S~S+ ;[: St . 
k=-1 
On the other hand, we obtain acc~rding to (1), (2) a:.n.d the 
hypothesis of the lemma: (4) SCA~+ t Sk. 
I k=i 
By reason of corollary 7, formults (3) and (4) imply directly: ArS . 
We are now ready to establish th~ following theorem: 
I 
Theorem 12. If bro arbitrary sets A and B, lying in a Euclidean space 
I 
of three dimensions, are bounded and ~re not frontier-sets1 , then A~. 
I Proof. Let there be two spheres [Sl and s2 contained i n A and B 
respectively; one can certainly assum~ that (1) s1 ~82. By virtue of 
I 
lemma 11 one obtains: ( 2) A£31 and Bt2>• 
Following theorems 1 and 2, one concludes immediately from (1) and 
(2): AfB. 
1The set (of points) A is 
contain any interior point. 
I 
I 
I 
said td be a frontier set if it does not 
I 
I 
I 
I 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
I 
I 
I 
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J.\.BSTRACT 
THE AXIOH OF CHOICE AND THE PARADOXES OF THE SPHERE 
BY DAVID HILTON CARGILL 
The Axiom of Choice is stated .i n the following form : For every set Z 
whose elements are sets A, non-empty a..r1d mutually disjoint, t here exists 
at least one set B havi ng one and only one element from each of the sets A 
belonging t o Z. Examples are given to show the use of the Axiom of Choice 
and also to show when it is not needed. 
Two other fundamental terms are defined, namely 11 congruence 11 and 
"equivalence by finite decomposition 11 , and examples are given. 
Congruence is defined as follows: The sets of points A and B are 
congruent: A B, if there exists a function f, Hhich transforms A i nto 
B i n a one-to-one manner such that if a1 and a2 are tHo arbitrary points 
of the set A, then d(al, a2)=d~f(~), f(a2~ ; d(a, b) is a real number 
called t he distance betHeen t he points a and b . The following definition 
of equivalence by finite decomposition is given: Two sets of points, A a..rJ.d 
Bare equivalent by finite decomposition, AfB, provided sets A1 , A2, ••• , 
~and B1 , B2, ••• , Bn exist with the following properties : 
(1) A=A1+A2+ ••• +An B=B1+B2+ ••• +Bn 
(2) Aj • Ak=Bj • Bk=O 1 ~ j ( k ~n 
(3) Aj~Bj 1 < j Sn 
An historic measure problem is discussed briefly. 
Two paradoxes of the sphere, the Hausdorff Paradox and the Banach and 
Tarski Paradox are stated a~d discussed in detail. The Hausdorff 
Paradox reads as follows : The surface K of the sphere can be decomposed 
into four disjoint subsets A, B, C, and Q such that (l ) K=A+B+C+Q and 
(2) A~B~C, A~ B+C where Q is denumerable . A refinement of this Paradox 
is introduced in which the denumerable set Q is eliminated. 
The Banach and Tarski Paradox states .that in a~y Euclidean space of 
dimension n ~ 3, two arbitrary sets, bounded and containi ng interior points , 
are equivalent by finite decomposition. Various refinements of this 
paradox are noted. It is observed that the proofs of both paradoxes require 
the aid of the Axiom of Choice. 
The controversy over the ~~Lam of Choice is discussed at length . 
A Hide range of viewpoints · is studied, ranging from total rejection by 
the intuitionists to practically complete acceptance of the axiom . 
Seven theorems on cardinal numbers that are equivalent to the Axiom 
of Choice are listed. Six examples of theorems 1.Jhich require the aid of 
the Axiom of Choice in their proof are given. 
Based on the results of Hausdorff, Banach and Tarski, and Robinson, 
three specific questions are answered as follows : 1rJi th the aid of the 
Axiom of Choice (l) the surface of a sphere can be decomposed into subsets 
in such a way that a half and a third of the surface may be congruent 
t o each other . (2) A solid sphere of fL~ed radius can be decomposed into 
a finite number of pieces ~~d these pieces can be reassembled to form two 
solid spheres of the given radius. (3) The minimum number of pieces 
required in the above problem is five. 
It is concluded that the general question, 11Should the Axiom of 
Choice be accepted or rejected11 is unanswerable at the present t i me. 
• 
It is pointed out that the problem of existence and t he paradoxes that 
resu1t from the ax:iom are major arguments against its use. However, the 
axiom simplifies many parts of set theory, analysis, and topology. The 
fact that Godel has proved the Axiom of Choice consistent with other 
generally accepted axioms of set theory, provided they are consistent with 
one another, is a second major point i n its favor. 
Finally, Appendix I contains some statements equivalent to the 
-~iom of Choice, and Appendix II contains some importru1t theoren1s of 
Banach and T arski • 
