多目的最適化に着想を得た優良解集合探索問題のための優越関係の提案 : 進化型単目的最適化手法への適用 by 福嶋 竜
2018年度 修士論文
多目的最適化に着想を得た
優良解集合探索問題のための
優越関係の提案
–進化型単目的最適化手法への適用–
首都大学東京大学院 理工学研究科 電気電子工学専攻
福嶋竜
論文要旨
近年，最適化の対象となるシステムは大規模化・複雑化の傾向にあるとともに，システ
ムの設計・運用・制御や工業製品の性能等に対する要求の高度化が進み，最適化に対する
より一層の実用性への要求が高まっており，新たな最適化問題および最適化手法の構築が
課題となっている。
伝統的に，最適化問題は単目的最適化問題として定式化がなされ，唯一の大域的最適解
あるいは準最適解を獲得することが求められてきた。一方近年では，先に述べたような実
応用の観点から，単なる最適解の獲得を超えた，意思決定の支援となるような情報を提供
するための最適化が求められている。周辺技術を活用した最適化は，多くの解の評価や人
間の経験に依存しない解の探索が可能であり，意思決定の支援となることが期待される。
このような場合，しばしば複数の目的を同時に考慮した最適化を行う。このような最適化
は多目的最適化と呼ばれる。一方で，最適化の実応用では，最適設計における設計者の主
観的な評価，例えばデザインの評価など，定式化や客観的評価が困難な目的の考慮が要求
される場合がある。しかし，従来の多目的最適化では，客観的評価が可能な目的を主とし
て扱っており，定式化や客観的評価が困難な目的の考慮を前提としておらず，そのような
目的を扱うことは難しい。以上のように，最適化の実応用に対する要求の高度化により，
従来の最適化では十分な対応が困難な要求が発生している。
これらの要求を満足するため，使用者の希求水準を満たす多様な解集合の獲得が有効な手
段であると考える。上記の解集合は，従来の単目的最適化では考慮することが困難であっ
た代替案の提示を可能とする。また使用者の希求水準を満たす多様な解集合を獲得するこ
とは，多目的最適化では考慮されていない，定式化や客観的評価が困難な目的を考慮する
ことを可能とする。著者らは上記の解集合を，評価値が一定以上優れ，かつ解相互の距離
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が一定以上離れた局所的最適解の集合である優良解集合として定式化し，優良解集合を獲
得することを目的とした最適化問題として，優良解集合探索問題を提案してきた。
著者らは先行研究として，この優良解集合を獲得するにあたり，優良解集合を包含する
すべての局所解を獲得することで，間接的に目的達成を図るアプローチをとってきた。し
かしこのアプローチは，優良解集合の定義をそのアルゴリズム内に明示的に含んではおら
ず，使用者の希求水準を反映しているわけではないため，厳密には優良解集合探索手法と
は言えない。そこで本論文では，多目的最適化に着想を得た，優良解集合のための優越関
係を提案する。この優越関係を，一般に知られる進化型単目的最適化手法に適用し，数値
実験を通して，従来の単目的最適化手法に大きな変更を加えることなく，優良解集合探索
手法として再定義できることを示した。上記の優越関係およびそれを適用した最適化手法
は，優良解集合の定義を明示的に含むという先行研究にはない新規性と有用性を有してい
る。本論文の要点は以下の通りである。
¬優良解集合探索問題における解相互の優越関係の定義
先行研究の優良解集合探索問題のための最適化手法は，優良解集合を包含する，すべての
局所的最適解を獲得することで，間接的に優良解集合探索問題を解くというアプローチを
とってきた。本論文では，この優良解集合探索問題と関係の深い多目的最適化の研究分野
の，進化型多目的最適化手法の戦略である，優越関係を用いた解更新に着想を得て，優良
解集合探索問題における優越関係を定義した。この優越関係には，優良解集合の定義を明
示的に含んでおり，この優越関係を用いた解更新を行う手法は，優良解集合探索問題を，
使用者の希求水準を満足する形で解くことが可能となる。
­優良解集合探索問題のための優越関係の進化型単目的最適化への適用
上記の優越関係を，従来の単目的最適化手法の解更新に適用し，実際に数値実験で優良解
集合探索問題を解くことで，大きな変更を加えることなく，実用的な優良解集合探索手法
を構築できることを示す。適用先の手法として本論文では，優越関係による解更新との親
和性の観点から，単目的最適化手法を選択した。さらに，従来の単目的最適化手法および
優越関係を適用した提案手法を用いて，優良解集合探索問題を解く数値実験を行い，その
有用性を示した。
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1 序論
1.1 本研究の背景
近年，最適化の対象となるシステムは大規模化・複雑化の傾向にあるとともに，システ
ムの設計・運用・制御や工業製品の性能等に対する要求の高度化が進み［1］，最適化に対す
るより一層の実用性への要求が高まっており，新たな最適化問題および最適化手法の構築
が課題となっている。
伝統的に，最適化問題は単目的最適化問題として定式化がなされ，唯一の大域的最適解
あるいは準最適解を獲得することが求められてきた。一方近年では，先に述べたような実
応用の観点から，単なる最適解の獲得を超えた，意思決定の支援となるような情報を提供
するための最適化が求められている。周辺技術を活用した最適化は，多くの解の評価や人
間の経験に依存しない解の探索が可能であり，意思決定の支援となることが期待される。
このような場合，しばしば複数の目的を同時に考慮した最適化を行う。このような最適化
は多目的最適化［2］と呼ばれる。一方で，最適化の実応用では，最適設計における設計者の
主観的な評価，例えばデザインの評価［3］など，定式化や客観的評価が困難な目的の考慮が
要求される場合がある。しかし，従来の多目的最適化では，客観的評価が可能な目的を主
として扱っており，定式化や客観的評価が困難な目的の考慮を前提としておらず，そのよ
うな目的を扱うことは難しい。以上のように，最適化の実応用に対する要求の高度化によ
り，従来の最適化では十分な対応が困難な要求が発生している。
これらの要求を満足するため，使用者の希求水準を満たす多様な解集合の獲得が有効な手
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段であると考える。上記の解集合は，従来の単目的最適化では考慮することが困難であっ
た代替案の提示を可能とする。また使用者の希求水準を満たす多様な解集合を獲得するこ
とは，多目的最適化では考慮されていない，定式化や客観的評価が困難な目的を考慮するこ
とを可能とする。著者らは上記の解集合を，評価値が一定以上優れ，かつ解相互の距離が一
定以上離れた局所的最適解の集合である優良解集合として定式化し，優良解集合を獲得す
ることを目的とした最適化問題として，優良解集合探索問題を提案してきた［4，5，6，7］。
¬優良解集合探索問題における解相互の優越関係の定義
先行研究の優良解集合探索問題のための最適化手法は，優良解集合を包含する，すべての
局所的最適解を獲得することで，間接的に優良解集合探索問題を解くというアプローチを
とってきた。本論文では，この優良解集合探索問題と関係の深い多目的最適化の研究分野
の，進化型多目的最適化手法の戦略である，優越関係を用いた解更新に着想を得て，優良
解集合探索問題における優越関係を定義した。この優越関係には，優良解集合の定義を明
示的に含んでおり，この優越関係を用いた解更新を行う手法は，優良解集合探索問題を，
使用者の希求水準を満足する形で解くことが可能となる。
­優良解集合探索問題のための優越関係の進化型単目的最適化への適用
上記の優越関係を，従来の単目的最適化手法の解更新に適用し，実際に数値実験で優良解
集合探索問題を解くことで，大きな変更を加えることなく，実用的な優良解集合探索手法
を構築できることを示す。適用先の手法として本論文では，優越関係による解更新との親
和性の観点から，単目的最適化手法を選択した。さらに，従来の単目的最適化手法および
優越関係を適用した提案手法を用いて，優良解集合探索問題を解く数値実験を行い，その
有用性を示した。
1.2 本研究の目的
本研究の目的は，優良解集合探索問題のための優越関係を定義することで，¬初めての
厳密な優良解集合探索問題の提案と，­優良解集合探索問題の主に手法開発における研究
基盤の構築にある。著者らは先行研究として，この優良解集合を獲得するにあたり，優良
解集合を包含するすべての局所解を獲得することで，間接的に目的達成を図るアプローチ
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をとってきた。しかしこのアプローチは，優良解集合の定義をそのアルゴリズム内に明示
的に含んではおらず，使用者の希求水準を反映しているわけではないため，厳密には優良
解集合探索手法とは言えない。そこで本論文では，多目的最適化に着想を得た，優良解集
合のための優越関係を提案する。この優越関係を，一般に知られる進化型単目的最適化手
法に適用し，数値実験を通して，従来の単目的最適化手法に大きな変更を加えることなく，
優良解集合探索手法として再定義できることを示す。上記の優越関係およびそれを適用し
た最適化手法は，優良解集合の定義を明示的に含むという先行研究にはない新規性と有用
性を有している。以上により，既述の目的達成をはかる。
1.3 本論文の構成
本論文の構成は以下のとおりである。
2章では，本論文の問題側における研究背景として，３つの最適化問題の枠組みについ
て説明する。１つめは従来の最適化の枠組みのひとつとして単目的最適化問題，２つめは
本論文の提案の着想を得た多目的最適化問題，そして３つめは本論文が対象としている最
適化問題である，優良解集合探索問題を説明する。
３章では，本論文の手法側における研究背景として，４つの代表的なメタヒューリス
ティクスについて説明する。１つめは，Particle Swarm Optimization, ２つめは，Firefly
Algorithm,３つめは，Differential Evolution,４つめは，Genetic Algorithmを説明する。
４章では，本論文の提案部分となる，優良解集合探索問題における優越関係の提案を行
う。優良解集合探索問題および，優越関係の定義から始まり，優越関係の適用にあたって
の優良解集合探索問題の考察をへて，従来の単目的最適化手法への適用へと至る。
５章では，数値実験について記述する。優越関係の適用前後による，優良解集合探索性
能を比較することで，優良解集合を直に探索できることを，理論的だけでなく，実験的に
も示す。そして，本提案の有用性を示す。
６章では，本論文で得られた成果と，今後の課題および展望について述べる。
2 最適化問題
2.1 単目的最適化問題
最適化とは，「ある制約条件の下で，多数の選択肢の中から，目的に対して最適な成果を
出す選択肢（解）を選ぶ行為」を指す。最適化は工学，経済学，社会学などの幅広い分野
に及んで応用され，その重要性が広く認識されている。特に工学では，計画問題や製品設
計問題など，「問題毎に設定された目的に対する成果（目的関数）を最大化あるいは最小
化する問題」を，最適化問題として数理的に記述することが可能である。具体的な例とし
て，工業製品の寸法・形状・トポロジー最適設計問題［8］［9］，生産分野の工場の生産計画
最適化問題［10］［11］［12］，エネルギー分野の設備最適運用問題［13］［14］［15］，機械学習分
野のニューラルネットワークの学習問題［16］，金融工学分野のポートフォリオ最適化問題
［17］［18］などが挙げられる。これらの最適化問題は，システムの出力（目的関数）が目的
に対して最適な値となるように，入力（解）を決定する問題として置き換えられる。シス
テムとは，「相互に作用し合う，複数の要素から構成される集合体」を指す。歴史的には，
Dantzigにより単体法［19］が開発されてから，最適化手法の開発・改良や，適用範囲の拡張
が進められてきた。現代では，一般のシステムを対象とする最適化（システム最適化）は，
現代工学の基盤技術の一つとして確立している。
この目的関数が，単数である最適化問題のことを，単目的最適化問題という。
工学における最適化の形態は，下記の要素から構成されている。
(1) 対象となる実システム
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(2) 実システムを表現した数式モデル
(3) 数式モデルに適用可能な最適化手法
本来，上記の最適化の形態において，(2)では，有効な最適化手法が適用できるように，数
式モデルの定式化を行い，(3)では，対象の問題に有効な最適化手法を選択することが常道
である。したがって，(2)と (3)は密接な関係にある。
最適化の理論は，凸解析［20］と呼ばれる数学の分野から発展した後，解の最適性や最適
化問題の双対性など，最適化に関する重要な諸概念が整備され，現在でも，最適化問題に
対する解析や最適化手法の設計において，重要な役割を果たしている。このように，最適
化問題に対して，上記の理論に基づき最適な解を導くための方法論を数理計画といい，こ
の方法論の下で構築・設計された最適化手法を数理計画法［21］［22］［23］［24］［25］［26］［27］
［28］という。数理計画法は，最適化の理論に従い，数式モデルの解析的情報（勾配やHesse
行列など）を用いて，数学的に保証された解を求める。代表的な数理計画法として，線形
計画問題を対象とする単体法や，非線形計画問題を対象とするNewton-Raphson法が歴史
的によく知られている。これまで数理計画法に対して，解の収束性・最適性など，多くの
数理的な知見や性質が明らかにされていることから，上記の最適化の形態の (3)において，
従来から数理計画法が使用されてきた。
しかし，数理計画法は，最適化問題の解析的な情報を必要とするため，手法の種類によっ
て，適用可能な最適化問題のクラスが規定される。これは，上記の最適化の形態の (3)に
おいて数理計画法を採用した場合，(2)と (3)の依存関係が互いに強いため，(2)と (3)の適
用可能なクラスが限定されることを示している。このため，数理計画法を用いた最適化で
は，以下の問題が生じる。
• 手法の規定により，実システムが数式モデルへ表現可能であることや，数式モデル
の微分可能性・連続性を有していること，などの様々な条件が必要となるため，最
適化の適用範囲が限定される。
• 数式モデルを手法に合致するように表現した結果，実システムと数式モデルの間に
乖離が生じるため，解の有用性や実行可能性が不十分となる。
このように，数理計画に基づく最適化では，手法が最適化の形態に制約条件を課すことか
ら，その実用化には課題が多い。
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一方，近年のシステムや工業製品の大規模化・複雑化により，システムの設計・運用・
制御では高効率化・高信頼化・高機能化の実現が困難となっている。また，現実の最適化
では，長時間をかけて厳密な最適解のみを求めることよりも，実用的な時間内に十分な最
適性を有する解（準最適解）を求めることに対するニーズが多い。さらに近年では，コン
ピュータパワーの飛躍的な増大が，最適化アルゴリズムやシミュレーションなどの数値計
算に多大な貢献をしている。このように，最適化分野を取り巻く環境の変化（¬実システ
ムの大規模化・複雑化，­計算時間の制約，®周辺技術の発展）に応じた，実用的かつ新
たな最適化手法の必要性が高まっている。
上述の「実用上における従来の最適化手法の課題」や「最適化分野の環境の変化」に対
応可能な最適化手法の枠組みとして，近年ではメタヒューリスティクス（発見的近似解法）
が注目されている［29］［30］［31］［32］［33］［34］。メタヒューリスティクスは，¬ 解直接探
索法，­実用的な近似手法，®発見的手法，という特徴を有している。解直接探索法とは，
最適化問題の解情報と目的関数値情報のみを用いて最適化を行う手法である。最適化の形
態の (3)において解直接探索法であるメタヒューリスティクスを採用した場合，数理計画法
とは異なり，手法が数式モデルに対して制約条件を課さない。そのため，高精度なモデリ
ングや，シミュレータ・計測機器からの直接的な目的関数値の獲得など，最適化の形態が
柔軟となる。また，実用的な計算時間に応じて最適性の高い近似解を求めることができる。
さらに，多くの手法は生物現象・物理現象などの経験的に優れたメカニズムに基づき，準
最適解を探索する。例えば，Particle Swarm Optimization［35］は鳥や魚の群としての採餌
行動，Differential Evolution［36］は生物の進化過程のメカニズムに基づく手法である。ま
た，メタヒューリスティクスは調整可能なパラメータを有しており，パラメータの自由度
を活用し，問題構造や探索条件に応じて適切に設定することで効率的に探索を行うことが
できる。このように，優れた汎用性・探索性能を有するメタヒューリスティクスは，工学
的な価値が高い最適化手法として注目されている［29］［30］［31］。
メタヒューリスティクスという枠組みの登場以来，2005年のArtificial Bee Colony Al-
gorithm［37］，2008年の Firefly Algorithm［34］［38］［39］，2009年のCuckoo Search［34］
［40］など，新たな手法の開発はますます活発となっている。
これらの背景を踏まえ，本論文でも，メタヒューリスティクスを研究対象として扱って
いる。
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2.2 多目的最適化問題
人間が意思決定を行う時，その多くは複数の指標を同時に考慮する必要がある。例えば，
アパートを選ぶ際は「家賃」，「駅からの距離」，「間取り」など多くの観点から検討を行う。
また，製品の設計では「耐久性」，「軽さ」といった相反する基準についてバランスをとる
必要がある。このような，複数の目的を同時に考慮して最も良い選択（解の決定）を行う
問題は多目的最適化問題として定式化される［2］。以下では，すべての目的関数を最小化す
る場合について，多目的最適化問題の概要，多目的最適化に対する要求，多数目的最適化，
多目的最適化の評価指標について述べる。
2.2.1 多目的最適化問題の諸定義
決定変数ベクトルをx ∈ Rn,実行可能領域をX ⊆ Rnとした時，r目的の目的関数ベクト
ル f (x) = [ f1(x), · · · , fr(x)]Tを最小化する多目的最適化問題は次のように定式化される。
minimize
x
f (x) = [ f1(x), · · · , fr(x)]T (2.1)
subject to x ∈X (2.2)
多目的最適化における解の優劣は，優越関係によって判断される。次式を満たす時，解x
は解 yを優越する（x ≺p y）。以下，k = 1, 2, · · · , rである。
x ≺p y ⇐⇒ ∀k, fk(x) ≤ fk(y) ∧ ∃k, fk(x) < fk(y) (2.3)
多目的最適化における最適解は，他のすべての解に優越されない解であるパレート解とし
て定義される。パレート解は一般に集合として存在し，それらの間に客観的な優劣関係は
生じない。パレート解集合PSは次のように与えられる。
PS = {x ∈X |∀y ∈X ,y ⊀ x} (2.4)
パレート解集合を目的関数空間上で図示したものはパレートフロンティアと呼ばれる。図
2.1に多目的最適化における決定変数空間の概略図，図 2.2に多目的最適化における目的関
数空間の概略図を示す。
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2.2.2 進化型多目的最適化手法
発見的近似解法の多くは複数の探索点を用いて探索を行う多点探索型最適化手法である。
一方，多目的最適化では唯一の解を求めるのではなく，多様な解から構成される解集合を
獲得することが要求される。多点探索型の発見的近似解法に対して探索点がそれぞれ異な
る解に収束するような機能を埋め込むことができれば，一度の探索で複数の解を同時に獲
得することができるため，手法の探索メカニズムと問題の目標の観点から発見的近似解法
と多目的最適化の親和性は高いと言える。以上の背景を踏まえ，発見的近似解法を多目的
最適化に応用した手法（進化型多目的最適化手法）の研究が盛んに行われている。
以下では，これまでに提案されてきた進化型多目的最適化手法を「優越関係に基づく手
法」，「分割に基づく手法」，「Indicatorに基づく手法」に分類し，その特性について議論す
る。多目的最適化の本質的な難しさは，優れた解を判断し，次世代の解を選ぶ「選択操作」
の困難さにあると考える。多目的最適化では，優越関係が完全順序関係ではなく比較不能
な場合を許容していることに対して，解の優劣を決定付ける必要がある。上記 3つの手法
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では，それぞれが異なる基準を用いて解の優劣を判断している。
分割に基づく手法
分割に基づく手法（Decomposition-based approach）について述べる。分割に基づく手
法では，スカラー化関数と重みベクトル集合を用いることで，多目的最適化問題を複数の
単一目的最適化問題の集合と捉えて探索を行う。スカラー化関数としては荷重和［2］や重
み付けチェビシェフノルム［41］，Penalty-based Boundary Intersection（PBI）［42］が主に
用いられる。
重みベクトル集合をW = {w1,w2, · · · ,wm}とする。ここで，各重みベクトルは∑rj=1 w j =
1，∀ j, w j ≥ 0を満たす。スカラー化関数を S (f |w, z)とする。zはスカラー化関数を用い
る際の基準となる点であり，スカラー化関数に応じて理想点（Ideal Point）あるいは最悪点
（Nadir Point）を指定する。例えば，代表的なスカラー化関数である重み付けチェビシェフ
ノルムでは，重みベクトルw = [0.6 0.4]に対して図 2.3のように対応するパレート解を獲
得できる。
分割に基づくアプローチでは，重みベクトル集合によって多目的最適化問題を複数の単一
目的最適化問題に分割し，それぞれの単一目的最適化問題を解くことで優れた近似パレー
ト解集合を獲得する。
Indicatorに基づく手法
Indicatorに基づく手法［43］では，探索点集合によるパレートフロンティアの近似精度
を直接評価することで，探索点集合によるパレートフロンティアの近似精度を最大化す
るように探索を行う。探索点集合を評価するための Indicator Functionとして，しばしば
Hypervolumeが用いられる。Hypervolume（HV）［44］は参照ベクトルと近似パレート解に
よって張られる超体積として定義される。収束性・広がり・一様性を同時に評価する。HV
が大きいほど，パレートフロンティアの近似精度が高いと判断する。HVの概略図を図 2.4
に示す。Hypervolumeは優越関係を保存可能であり，収束性・広がり・一様性のすべてを
複合した評価が可能なことから，Hypervolumeを用いた Indicatorに基づく手法が複数提案
されている。
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図 2.4：パレートフロンティアの近似精度の評価指標であるHVの概略図
優越関係に基づく手法
優越関係に基づく手法（Dominance-based approach）について述べる。優越関係に基づ
く手法では，他の探索点に優越されていない探索点を優先的に次世代の探索点として選択
することで，パレートフロンティアへ探索点を収束させる。例えば，代表的な優越関係に
基づく探索点の順位付け操作であるNon-dominated Sorting［45］では，他の解に優越され
ない解ほど高い順位が与えられるように，非劣な度合いに応じて解集合を階層的に順位付
けする。Non-dominated Sortingの概略図を図 2.5に示す。これにより，高い順位（rank）
を与えられた解はパレートフロンティアに近いと判断できるため，順位に応じた選択を行
うことでパレートフロンティアへの収束を実現できる。また，優越関係によって差が生じ
ない解の比較は多様性維持への貢献度に基づき行う。この操作により，収束性と多様性の
双方に優れた解集合の獲得を期待する。
本論文の提案の着想を得た手法である。
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2.3 優良解集合探索問題
本章では，最適化の実応用において，前節 2.1，2.2で紹介した従来の最適化によるアプ
ローチでは，十分に考慮することが難しい要求の存在について指摘する。さらに，このよ
うな要求を満たすための優良解集合探索問題を提案・定式化する。最後に，提案した優良
解集合探索問題のための最適化アルゴリズムに要求される性質について考察する。
2.3.1 最適化の実応用における要求
最適化の実応用において，一般的な単一目的最適化では十分に考慮することが困難な「不
測の事態を想定した複数の代替案の提示」や，一般的な多目的最適化では十分に考慮する
ことが困難な「定式化や客観的評価が困難な目的の考慮」などが要求される。
不測の事態を想定した代替案の提示が必要になる例として，À最短経路探索問題における
事故や渋滞の考慮［46］，Á生産計画問題における操業環境の変化に対する対応［47］，Â形
状設計最適化問題における技術的課題発生の考慮などが挙げられる。À単一目的最適化の
実応用としての最短経路探索問題では，事故や渋滞の影響を避けるために複数の経路（候
補）が必要となる場合がある。しかしながら従来の単一目的最適化では，出発地点から目
標地点までに無数の経路が存在する中で距離が最短となる唯一の経路の組合せを探索する
ため，複数の代替案を提示することは困難である。Á単一目的最適化の実応用としての生
産計画問題では，操業環境の変化が起きた場合に迅速に対応できるよう，工程の組合せが
複数必要となる場合がある。しかしながら従来の単一目的最適化では，生産にかかるコス
トを最も低減できる唯一の工程の組合せを探索するため，複数の代替案を提示することは
困難である。Â単一目的最適化の実応用としての形状設計最適化問題の例では，設計の段
階において技術的な課題が発生した場合，代替となる設計案が必要になる。しかしながら
従来の単一目的最適化では，物理特性を最適化する唯一の寸法の組合せを探索するために，
複数の代替案を提示することは困難である。このように従来の単一目的最適化では，唯一
の大域的最適解，あるいは準最適解の探索を目標とするため，実応用において要求される
代替案となりうる複数の解を提示することは困難である。
また，定式化や客観的評価が困難な目的の考慮が必要な例として，Ã形状設計最適化問
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題におけるデザインの考慮［3］や，Ä最短経路探索問題における運転者の好みの考慮［48］
などが挙げられる。Ã形状設計最適化問題の例として自由曲面シェル構造の形態最適化を
考えると，このような自由曲面シェル構造の形態最適化においてはデザインと構造的な合
理性を同時に考慮できることが望ましい。Ä最短経路探索問題においては，目的地までの
距離と移動する人の好み（道幅が広い経路，直進が多い経路など）を同時に考慮できるこ
とが望ましい。しかし，従来の多目的最適化では，客観的評価が可能な目的を主として扱
うため，デザインと構造的な合理性を同時に考慮することや目的地までの距離と移動する
人の好みを同時に考慮することは難しい。従って，従来の多目的最適化では定式化や客観
的評価が困難な目的の考慮は困難であるといえよう。以上のように最適化の実応用におい
ては，従来の最適化によるアプローチで満たすことが困難な要求が複数存在する。
2.3.2 優良解集合探索問題の概要
前節で述べたように，最適化の実応用では従来の最適化で十分に考慮することが困難な
要求が存在する。このような要求を満たすためには，使用者の希求水準を満たし，かつ多
様な解の集合を求めることが有効な手段であると考える。本論文ではこのような解集合を，
「優良解集合」と呼ぶこととする。一定以上の性能を持ち，かつ解相互の性質が大きく異な
る複数の解をあらかじめ探索しておくことで，前節で述べた「不測の事態」に応じること
が期待される。また，優良解集合の中から使用者の選好に応じて解を選択することで，「定
式化や客観的評価が困難な目的」を考慮することが期待される。
そこで，使用者の希求水準を満たし，かつ解相互の性質が大きく異なる多様な解から構
成される優良解集合の探索を目標とした優良解集合探索問題を提案・定式化する。最適化
における希求水準は目的関数値が一定以上優れることであり，解の性質の違いは決定変数
の相違の程度（解空間における距離）で評価できると著者らは考える。
上述のことを踏まえ，使用者が定めた基準よりも目的関数値が優れ，かつ解相互の距離
が遠く離れた解から優良解集合が構成されるように，概念の提案とそれに基づく定義を行
う。この優良解集合から最終的な解を与えることで，実応用における要求も考慮すること
が期待される。また，優良解集合には使用者が任意に定めることのできるパラメータが存
在する。パラメータにより優良解集合に含まれる解の目的関数値と解相互の距離を調整で
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きるため，使用者によって異なる要求に応えることが期待される。
2.3.3 優良解集合探索問題の提案
前節に基づいて本論文で提案する優良解集合を定義する。ただし，本論文では目的関数
f (x) (x ∈ Rn)の最小化問題を扱う。図 2.6に 1次元 (n = 1)の多峰性関数における優良解
集合の例を示す。横軸は決定変数，縦軸は目的関数値を表す。まず，目的関数値を考慮し
た解集合L(δ)を定義する。大域的最適解の目的関数値 f (x∗)を基準とする目的関数値の制
約 δ ≥ 0を満たす解x ∈Xのレベル集合L(δ) ⊆Xを式 (2.5)で定義する。ここでXは実
行可能領域を表す。
L(δ) = {x ∈X | f (x) ≤ f (x∗) + δ} (2.5)
式 (2.5)と図 2.6(a)より，L(δ)は大域的最適解x∗と使用者が定めるパラメータ δにより定
まる，目的関数値を考慮した解集合である。さらに，距離を考慮した解集合B (y; ε)を定
義する。任意の解 y ∈ Rnに対する ε-近傍（yを中心とする半径 ε > 0の開球）B (y; ε)を
式 (2.6)で定義する。
B(y; ε) = {x ∈ Rn | ‖x − y‖ < ε} (2.6)
式 (2.6)と図 2.6(b)より，B(y; ε)は任意の解 yと使用者が定めるパラメータ εにより定ま
る，解空間上の距離を考慮した解集合である。最後に，L(δ)とB(y; ε)より，優良解集合
を定義する。 f (y) ≤ f (x) (∀x ∈ L(x∗; δ) ∩B(y; ε))を満たす優良解y ∈ L(x∗; δ)の集合と
して，優良解集合S(δ, ε)を式 (2.7)で定義する。
S(δ, ε) = {y ∈ L(δ) | f (y) ≤ f (x) (∀x ∈ L(δ) ∩B(y; ε))} (2.7)
優良解はL(δ) ∩B(y; ε)に属するが，L(δ) ∩B(y; ε)は ε-近傍の中心となる yにより異
なる。図 2.6(c)に示すように，y ∈ L(x∗; δ)が式 (2.7)における f (y) ≤ f (x)の条件を満た
す場合，yは優良解となる。これに対し，図 2.6(d)に示すように yが局所的最適解でない
場合には，式 (2.7)における f (y) ≤ f (x)の条件を満たさず優良解とはならない。また，図
2.6(e)のように yが局所的最適解であってもL(δ)に属さない場合には，式 (2.7)における
y ∈ L(δ)を満たさず，優良解とはならない。従って，図 2.6(f)のように，優良解集合S(δ, ε)
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は大域的最適解の目的関数値からの差が δ以内に収まる目的関数値を有し，かつ解相互の
距離が ε以上離れた，多様な局所的最適解の集合となる。優良解集合の探索を目標とする
最適化問題を，優良解集合探索問題として提案する。以上より，使用者がパラメータ δと
εを適切に設定することで，本章の冒頭で述べた希求水準を満たす多様な解集合を定義す
ることが実現できる。
2.4 優良解集合の探索に適したアルゴリズムの性質
これまで述べたように，優良解集合は目的関数値が優れ，かつ解相互の距離が離れた複
数の局所的最適解から構成される。このような特徴を有する優良解集合を探索するために
は，目的関数値が優れ，かつ解相互の距離が離れた複数の局所的最適解の付近（有望領域）
を並行して探索できるアルゴリズムが要求される。複数の有望領域を並行して探索するた
めには，(a)クラスタ間の多様性を保ちつつ，(b)クラスタ内では従来の単一目的最適化手
法のように多様化・集中化を行う性質を有することが望ましい。また，モデリングの際に
実システムの複雑さを保持できることが望ましいため，直接探索型であることからモデリ
ングに与える制約が少ないメタヒューリスティクスを使用することが望ましい。一方，こ
れまでに提案されてきた多くのメタヒューリスティクスは唯一の大域的最適解・準最適解
を探索することを目的としており，各探索点が大域的な探索を行うため，複数の有望領域
を並行して探索することが困難である。
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図 2.1：多目的最適化における決定変数
空間の概略図（2つの 2次関数
によって生成されるパレート解
集合）
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図 2.2：多目的最適化における目的関数
空間の概略図（図 2.1と対応し
ている）
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図 2.3：重み付けチェビシェフノルムに
よって獲得されるパレート解
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図 2.5： Non-dominated Sortingの概略図
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(a) L(δ) (b) B(y; ε)
(c) L(δ)
⋂
B(y; ε) of case I (d) L(δ)
⋂
B(y; ε) of case II
(e) L(δ)
⋂
B(y; ε) of case III (f) S(δ, ε)
図 2.6： 1次元 (n = 1)の多峰性関数における優良解集合の例
3 代表的なメタヒューリスティクス
本章では，本論文を読む上での事前知識として，提案手法も属する最適化手法のメタ
ヒューリスティクスについて代表的な手法をいくつか紹介する。中でも，3.3のDifferential
Evolution，3.4のGenetic Algorithmは，本論文の提案手法のベースとなる手法である。
3.1 Particle Swarm Optimization
Particle Swarm Optimizationは鳥や魚の群れの採餌行動の研究から導かれた「群全体で
情報を共有している」という仮定に基づいており，J. KennedyとR. Eberhartにより 1995
年に発表されたメタヒューリスティクスの一手法である［49］。群を構成する各探索点は，
各自が有する独自の情報と群全体で共有している情報を基に移動を行う。
n次元における，ある探索点の位置ベクトルを以下の式で表す。ここで iは探索点の番
号， jは位置ベクトルの j次元成分を表す。
xi = (xi1, xi2, xi3, · · · , xi j, · · · , xin)
次に，各探索点の速度ベクトルを以下の式で表す。
vi = (vi1, vi2, vi3, · · · , vi j, · · · , vin)
さらに，各自が探索の過程で発見した最良解の情報 pbest，群全体で共有している最良解
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の情報 gbestを以下の式で表す。
pbest = (pbesti1, pbesti2, · · · , pbesti j, · · · , pbestin)
gbest = (gbest1, gbest2, · · · , gbest3, · · · , gbestn)
各探索点は上記の情報を全て保持している。さらに，各探索点は k反復目の位置xki から，
各探索点が有する最良解の情報 pbestへ向かう差分ベクトル (pbestki − xki )，群全体で共
有している最良解の情報 gbestへ向かう差分ベクトル (gbestki − xki )，前回の移動ベクト
ル vki の 3つのベクトルの重み付きの線形結合として新たな移動ベクトル vki を生成し，次
の位置xk+1i へ移動する。Particle Swarm Optimizationのアルゴリズムを以下に示す。
【Particle Swarm Optimization】
Step 0:[準備]
探索点数m，各パラメータw，c1，c2，および最大反復回数 kmaxを与える。k := 1と
する。
Step 1:[初期化]
各探索点の初期位置xi1(i = 1, 2, · · · ,m)を，乱数に従い実行可能領域X内にランダ
ムに与える。さらに，初期速度 vi1(i = 1, 2, · · · , m)を乱数に従いランダムに与え
る。pbest, gbestの初期値を与える。
pbesti
1 = xi
1(i = 1, 2, · · · , m)
gbest1 = argmin
pbesti
1
f (pbesti1)
Step 2:[xi,viの更新]
xiと viを更新する。ただし，rand1と rand2は一様乱数を表す。
xi jk+1 = xi jk + vi jk+1
vi j
k+1 = w · vi jk + c1 · rand1 · (pbesti jk − xki j) + c2 · rand2 · (gbest jk − xki j)
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Step 3:[pbesti, gbestの更新]
pbestiと gbestを更新する。
pbesti
k+1 =
xik+1 ( f (xik+1) < f (pbestik))pbestik (otherwise)
gbestk+1 = argmin
pbesti
k+1
f (pbestik+1)
Step 4:[終了判定]
k = kmaxならば終了する。さもなければ，k := k + 1として Step 2へ戻る。
Particle Swarm Optimizationの特徴は，鳥や魚の群れの採餌行動を模擬した，群全体で共
有している最良解情報 gbestと各個体が有する最良解情報 pbestの活用にある。Particle
Swarm Optimizationによる決定変数空間の探索においては，群全体で共有している最良解
情報 gbestへ向かう差分ベクトルの影響が大きく，各探索点は gbestへ強く引き寄せられ
る。従って，Particle Swarm Optimizationの探索点群は最終的に一箇所の有望領域を集中
的に探索することになる。
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3.2 Firefly Algorithm
Firefly AlgorithmはXin-She Yangらによって 2008年に提案されたメタヒューリスティ
クスの一手法であり，蛍の各個体が移動する際に他の個体が発する光に影響されるアナロ
ジーに基づいた手法である［50，51］。Firefly Algorithmの実応用と改良案に関しては，様々
な検討がなされている［52］。以下では Firefly Algorithmの概要について簡単に述べる。
Firefly Algorithmは以下のルールに基づいて蛍の求愛行動を模擬している。
1) 全ての個体は性別に関係なく他の個体に魅かれる。
2) 魅力は各個体の明るさ（光強度）に比例する。各個体は自身よりも魅力が高い，明
るい個体の方向へ向かって移動する。
3) 光源となっている個体から，観測点となる個体までの距離の増加に応じて明るさは
減衰する。
4) 探索点群中の最も明るい個体はランダムに移動する。
5) 明るさは目的関数値の影響を受ける。最大化問題であれば，明るさは目的関数値に
比例する。
探索点数を m，反復回数 kにおける各探索点を xik(i = 1, 2, · · · ,m)とする。Firefly Al-
gprithmでは，各探索点xikの光強度 Iiが式 (3.1)により定義される。ここで fminは，反復
回数 kにおける各探索点の目的関数値の中で最も良い目的関数値を表す。
Ii = (| fmin − f (xik)| + 1)−1 (3.1)
式 (3.1)より，探索点xikの目的関数値が優れるほど光強度は強まる。各探索点xikは，移動
の際に光強度 Iiが自身よりも強い探索点を参照する。さらに，探索点xikは式 (3.2)に従っ
て移動する。ここで，xˆskは参照した解，rは [−0.5, 0.5]nの範囲を取り得る一様乱数ベク
トルを表す。
xi
k := xik + βki (xˆ
k
s − xik) + αr (3.2)
また，βki とαは以下に示す式 (3.3)，式 (3.4)でそれぞれ表される。ここで，β0（推奨値は1.0）
は βki の最大値を定めるパラメータ，γは βki が従うガウス分布の形状を定めるパラメータを
表す。また，α0はαの最大値を定めるパラメータ，η ∈ [0, 1]はαが従う減少スケジュール
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を定めるパラメータを表す。
βki = β0e
−γ‖xˆks−xik‖2 (3.3)
α = α0η
k (3.4)
なお αは元々固定値で提案されているが［50］，後に Firefly Algorihmの提案者らにより式
(3.4)の指数関数スケジューリングが提案されている［51］。各探索点 xikは参照する解 xˆsk
が無くなるまで上記の移動を繰り返す。また，光強度が最も強い探索点 xikは式 (3.5)に
従ってランダムに移動する。
xi
k := xik + αr (3.5)
全ての探索点が移動を終えたら，評価して次の反復に移る。Firefly Algorithmのアルゴリ
ズムを以下に示す。
【Firefly Algorithm】
Step 0 : [準備 ]
最大反復回数 kmax，探索点数m，各パラメータ β0, γ, α0, ηを定める。反復回数 k = 1
とする。
Step 1 : [初期化 ]
乱数を用いて，実行可能領域X内に各探索点xi1(i = 1, 2, · · · , m)をランダムに
生成する。また，xˆ1i = xi1とし，探索点情報を保存する。
Step 2 : [光強度に基づく探索点のランキング]
光強度 Ii(i = 1, 2, · · · ,m)を更新する。
fmin = min{ f (x jk)| j = 1, 2, · · · ,m}
Ii = (| fmin − f (xik)| + 1)−1 (3.6)
各探索点を Iiの非減少順に並び替え，xˆki = xik(i = 1, 2, · · · ,m)とおく。また，i =
1, s = 1とおく。
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Step 3 : [探索点の移動 ]
Ii < Isならばxikを移動し，s := s + 1とする。
xi
k := xik + βki (xˆ
k
s − xik) + αr (3.7)
βki = β0e
−γ||xˆks−xik ||2 , α = α0ηk (3.8)
また，r ∈ [−0.5, 0.5]n は一様乱数ベクトルを表す。さもなければ移動を行わず，
s := s + 1とする。以上の操作を s = m − 1まで繰り返す。
Step 4 : [光強度の最も強い探索点の移動 ]
i := i + 1とする。i < mならば s = 1として Step 3へ戻る。さもなければ，光強度
の最も強い探索点を移動する。
xi
k := xik + αr
Step 5 : [探索点の更新 ]
全ての探索点xikを評価し，更新する。
xi
k+1 = xi
k, xˆk+1i = xi
k
Step 6 : [終了判定 ]
k = kmaxならば終了する。さもなければ k := k + 1として Step 2に戻る。
Firefly Algorithmの特徴は，蛍を模擬した光強度に基づく解の参照，参照した解へ向か
う差分ベクトルによる移動，移動する探索点と参照した解までの距離の増加に従ったパラ
メータ βki の減少にあり，これらの相互作用により探索点群が複数に分かれる。
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3.3 Differential Evolution
Differential Evolutionは a)微分不可能な非線形の多峰性関数を扱うこと，b)並列計算が
できること，c)パラメータが扱いやすい（環境の変化に対してロバストであったり，調整し
やすい）こと，d)収束性が良いことなどの実応用における要求に応えるため，R. StornとK.
Priceにより1995年に発表されたメタヒューリスティクスの一手法である［53］。Differential
Evolution（差分進化法）は Particle Swarm Optimizationなどに用いられる差分ベクトルと
Genetic Algorithmなどの進化論的アルゴリズムに用いられる交叉と選択則を活用して探索
を行う。Differential Evolutionのアルゴリズムを以下に示す。
【Differential Evolution】
Step 0:[準備]
解ベクトルの次元数 n，探索点数m，膨張率 F，交叉率CR，最大反復回数 kmaxを与
える。k = 1とする。
Step 1:[初期化]
乱数を用いて実行可能領域X内に各探索点xi1(i = 1, 2, · · · , m)をランダムに生成
する。
Step 2:[突然変異]
全操作ベクトルxikに対して，互いに異なるようランダムに選出されたxr1k, xr2k, xr3k
と膨張率 Fを用いて，次式の変異ベクトル vik ∈ Rnを生成する。
vi
k = xr1
k + F · (xr2k − xr3k)
Step 3:[交叉（一様交叉）]
全操作ベクトルxki に対して，交差開始点 aを決定し，操作ベクトルの要素 xi, j毎に
交叉率CRを用いて交叉判定を行う。xi, jkと vi, jkの要素を次式のように置換し，試
験ベクトルuki ∈ Rnを生成する。
ui, jk =
vi, jk (r j ≤ CR or j = a)xi, jk (otherwise)
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Step 4:[選択]
全操作ベクトルxki に対して，次式のようにuki との比較を行い，優れた目的関数値
を持つ解ベクトルをxk+1i とする。
xk+1i =
uki f (uki ) ≤ f (xki )xki (otherwise)
Step 5:[終了判定]
k := k + 1とし，k = kmaxであれば終了する。さもなければ，Step 2へ戻る。
Differential Evolution（差分進化法）の特徴は，差分ベクトルの使用と生物の進化を模
擬した交叉と選択則にあり，これらは手法の名称としても用いられている。Differential
Evolutionはランダムに選出された探索点から他のランダムに選出された探索点へ向かう差
分ベクトルを生成し，その差分ベクトルに従った変異ベクトルvki の生成を行う。Differential
Evolutionの各探索点は良い目的関数値を有する解を探索すると必ず更新するため，各探索点
は現時点よりも良い目的関数値を有する解が存在する領域を探索する。従って，Differential
Evolutionの探索点群は最終的に一箇所の有望領域に集中する。
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3.4 Genetic Algorithm
遺伝的アルゴリズム (Genetic Algorithm;GA)［54］は個体群ベースのメタヒューリスティ
クスであり，GAはその中に位置するアルゴリズムの一つである。GAでは，現世代の個体
への交叉，突然変異などの進化操作と，個体群から優れた個体の選択を繰り返し行うこと
で，探索が行われる。現世代における個体を親個体と呼び，第G世代目の親個体が持つ解
をxGi と表す。ここで，本実験で使用する記号を表 3.1に示す。
交叉では，m個の親個体xGi で構成される群から 2個のサンプル個体xGa ,xGb を選び出し，
サンプル個体が持つ要素を交換することで，新たな子個体を 2個生成する。これをm回行
うことで，2m個の子個体で構成される群を生成する。
突然変異では，各子個体の要素を変異させ，それを新たな子個体とする。
選択では，2m個の子個体で構成される群から，優れたm個の個体を選び出し，それら
を次世代へ残す親個体xG+1i とする。
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表 3.1：記号の定義
手法 記号 定義
m(≥ 2) 個体数
n 個体の要素数
G 反復回数 (世代数)
Gmax 反復回数の上限
i(= 1, 2, · · · ,m) 個体の番号
j(= 1, 2, · · · , n) 個体の要素成分
GA xiG i番目の個体
xGa ,x
G
b 親個体群からランダムに
選出されたサンプル個体
a(= 1, 2, · · · , n − 1) 交叉の開始点
Pc(0 ≤ Pc ≤ 1) 交叉判断率
Pm(0 ≤ Pm ≤ 1) 突然変異率
CR(0 ≤ CR ≤ 1) 交叉率
rand 0から 1の間に
分布する一様乱数
n アイテムの個数
j(= 1, 2, · · · , n) アイテムの要素番号
B j j番目のアイテム
DP a j B jの重量
c j B jの価値
b ナップサックの許容重量
x j ∈ {0, 1} 決定変数
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以下に，GAのアルゴリズムを示す。
【Genetic Algorithm】
Step 0:[準備]
1試行における最大反復回数Gmax，交叉判断率 Pc，交叉率CR，個体数mを定め，
G = 0とする。
Step 1:[初期化]
親個体の初期解x0i をランダムに定め，m個の親個体の集合を親個体群とする。
Step 2:[交叉]
親個体群からランダムに選出した 2個のサンプル個体xGa ,xGb に対して交叉判定を行
う。rand < Pcを満たすならば交叉を実行し，生成された個体を子個体とし，満たさ
なければ交叉を実行せず，サンプル個体を子個体とする。これをm回行うことで生
成した 2m個の子個体の集合を子個体群とする。
Step 3:[突然変異]
各子個体の要素を変異させ，それらの集合を新たな子個体群とする。
Step 4:[選択]
2m個の子個体で構成される子個体群から優れたm個の個体を選択し，それらを次
世代の親個体xG+1i とする。
Step 5:[停止基準の確認]
G = Gmaxならば計算を終了し，さもなければG := G + 1として Step 2へ移る。
4 優良解集合探索問題のための優越関係の提案
4.1 優良解集合探索問題の再定義
本論文では，実行可能領域をX ⊆ Rn，決定変数をx ∈X，評価関数を f (x)とした時の
最小化問題を扱う。
優良解集合は，実応用におけるニーズに答えるために，「大域的最適解との評価値の差が
一定以内に収まる」かつ「他の局所的最適解との距離が一定以上離れている」ような局所
的最適解の集合として定義される。以下では，ユーザーから与えられる評価値に対する制
約を δ ≥ 0，解同士の距離に対する制約を ε > 0とし，「大域的最適解との評価値の差が δ以
内に収まる」かつ「他の局所的最適解との距離が ε以上離れる」という条件を満たす局所的
最適解から構成される優良解集合を定義する。優良解集合は文献［4］および本論文の 2.3節
において著者らが定義しているが，本論文では以降で述べる優良解集合探索問題の解析や
探索への活用を行うために，文献［4］および本論文の 2.3節における定義では言及されてい
ない 2つの関係を新たに定義した後，定義した関係を用いて優良解集合を定義する。文献
［4］および本論文の 2.3節とは記述方法が異なっているが，定義される解集合は等価である。
評価値の制約を用いた関係の定義：評価値に対する制約を取り込むために次の関係を定
義する。2つの解 x1，x2 ∈ Xについて，次の条件を満たす時，x1は x2より評価値の
制約の下で優れる（x1 ≺δ x2）。
x1 ≺δ x2 ⇔ f (x1) + δ < f (x2)
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x ∈ X がすべての実行可能解に対して上記の関係を用いて劣らない，すなわち ∀y ∈
X ,y ⊀δ xを満たす時，xは大域的最適解との評価値の差が δ以内となる解であり，「大域
的最適解との評価値の差が一定以内の解」に対応する。
距離の制約を用いた関係の定義：解同士の距離に対する制約を取り込むために，次の関
係を定義する。距離関数 dを与える。x ∈ Rn に対する ε-近傍B(x; ε)を，次式で定義
する。
B(x; ε) = {y ∈ Rn | d(x,y) < ε}
2つの解 x1，x2 ∈ Xについて，次の条件を満たす時，x1はx2より距離の制約の下で
優れる（x1 ≺ε x2）。
x1 ≺ε x2 ⇔ f (x1) < f (x2) ∧ x1 ∈ B(x2; ε)
x ∈ X がすべての実行可能解に対して上記の関係を用いて劣らない，すなわち ∀y ∈
X ,y ⊀ε xを満たす時，xは距離 εより近くに自身より優れた解の存在しない局所的最適解
であり，「距離の一定以上離れた局所的最適解」に対応する。以下，距離としてユークリッ
ド距離を用いる。
優良解集合の定義：これまでに定義した関係を用いて，すべての実行可能解 x ∈ Xに
劣らない解の集合として，優良解集合S(X; δ, ε)を次のように定める。
S(X; δ, ε) = {x⋆ ∈X | ∀x ∈X ,x ⊀ε x⋆ ∧ x ⊀δ x⋆}
優良解集合S(X; δ, ε)は，大域的最適解との評価値の差が δ以内であり，かつ解相互の
距離が ε以上離れた局所的最適解の集合となる。優良解集合S(X; δ, ε)を発見することを
目的とした問題を，優良解集合探索問題として定式化する。
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4.2 優良解集合探索問題の考察
優良解集合は，評価値が一定以上良く，かつ解相互の距離が一定以上離れた（決定変数
の値が大きく異なった）解集合である。これは，使用者の希求水準を満たす，解相互の性
質が大きく異なる解集合である。具体例として，自動車の形状設計問題を考える。評価関
数を空力特性，設計変数を幅・高さ・長さのパラメータとして定式化する。従来の単一目
的最適化では，唯一の解のみを求めるため，解は一意的に決定される。つまり，空力特性
のみを最適化した唯一の解が得られる。これに対し，優良解集合探索問題では，空力特性
に優れ，形状が大きく異なる解の集合を求めることが期待できる。そして求めた解集合の
中から，使用者の選好に応じて解を選択する。これにより，評価関数として定式化するこ
とが困難な外観（人間の主観）も考慮したうえで最終案を決定できる。そのため，優良解
集合探索問題は工学的価値が高いといえる。
この優良解集合探索問題における研究の課題として，（1）パラメータ（δ, ε）を活用する
こと，（2）類似の研究分野の成果の応用が挙げられる。（1）について説明する。優良解集
合はユーザーの希求水準を満たす局所解の集合である。一方，従来の単一目的最適化手法
は，唯一の大域的（準）最適解の探索を目的としているため，ユーザーの希求水準を満足す
る複数の解を獲得することが困難である。そこで著者らは，Firefly Algorithm(FA)に注目
した。FAは探索の過程で探索点群が複数に分かれる探索ダイナミクスを持つ。このダイナ
ミクスが，優良解集合の探索に適していると考えた。そして文献［5，4，6］や，文献［7］など
において，優良解集合探索問題を解くことのできる手法を提案した。また有用性を数値実
験により示した。優良解集合探索問題には，固有のパラメータ（δ, ε）が存在する。しかし
これらの探索手法は，優良解集合探索問題に固有のパラメータである（δ, ε）を含まず，優
良解集合を求めることを主目的としていない。優良解集合探索手法の基礎検討であり，こ
れらの手法の目的は優良解集合を包含する複数の局所解集合を獲得することであった。こ
れまでに，パラメータ（δ, ε）を含んだ手法は提案されていない。したがって，この優良解
集合探索問題における研究の課題として，パラメータ（δ, ε）を活用することが挙げられる。
（2）について説明する。この優良解集合探索問題の類似・関連する最適化の枠組みとし
て，Niching methods（for Multimodal Function Optimization）［55，56］および多目的最適
化［45，57］が存在している。Niching methodsは複数の大域的（あるいは準）最適解を求め
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ることを目的とした最適化手法である。多目的最適化は文字通り複数の目的を同時に考慮
する。これらは盛んに研究が行われており，その応用が期待できる。先行研究のアプロー
チは，複数の大域的最適解を探索するため，Niching methodsに近い。一方，多目的最適化
の知見を活用した例はない。そのため本稿では多目的最適化に注目する。
4.3 優良解集合探索問題における優越関係「優良解適合度 f it(x, δ, ε;P )」
の提案
4.3.1 優越関係に基づく進化型多目的最適化手法
優良解適合度に基づく探索手法を提案するにあたり，多目的最適化に注目する。多目的
最適化手法は，複数の目的を同時に考慮することのできる最適化手法で，ユーザーの意思
決定を支援するために用いられる。この点において，優良解集合探索問題との親和性が高
いといえる。多目的最適化手法は，ユーザーの選好情報を事前に取得し利用することで唯
一の解を探索する手法と，複数かつ多様な解集合を獲得する発見的近似解法が存在する。
進化型多目的最適化手法は後者に該当し，有力な最適化手法として盛んに研究が行われて
いる。著者らは，複数かつ多様な解集合を獲得するという優良解集合探索問題の目的との
親和性の観点から，この進化型多目的最適化手法に注目した。進化型多目的最適化手法は，
大きく３つに分類される。「優越関係に基づく手法」と，「分割に基づく手法」，「Indicator
に基づく手法」の３つである。中でも今回は，「優越関係に基づく手法」に注目する。代表
的な「優越関係に基づく手法」には，NSGA-II［45］，SPEA2［57］などがあげられる。こ
れらの手法は，探索点同士に優劣による順序関係を付与し，その関係を用いて生存選択を
行うことで，非劣解集合の探索を行う。これら多目的最適化における探索アプローチを参
考に，優良解集合の定義に基づく解相互の優劣における順序関係を定義し，新たな優良解
集合探索問題を提案する。
本論文では，パラメータである（δ, ε）を陽に含む，優良解集合探索問題のための最適化
手法の提案を行う。具体的には，まず（δ, ε）を用いた解の優越関係を与える指標として，
優良解適合度を定義する。次に定義した優良解適合度に従う進化型優良解集合探索手法を
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提案する。
4.3.2 優良解適合度の定義
問題固有のパラメータである（δ, ε）と，多目的最適化の知見を活用する手法を提案する
ため，優良解適合度を定義する。優良解集合探索問題における諸定義に基づいた，問題固
有のパラメータである（δ, ε）を用いて解同士に優越関係を与える優良解適合度（ f it）を以
下に示す。
優良解適合度： f it(x, δ, ε;P )
1. 探索点集合をP とする。各探索点 x ∈ P について，評価値の制約を用いた
集合の定義および距離の制約を用いた集合の定義を基に，自身より優れる探索点
y ∈ P の数を f it(x, δ, ε;P )とする。即ち，
f it(x, δ, ε;P ) := |{y ∈ P | y ≺δ x ∨ y ≺ε x}|
ただし，重複する探索点が存在する場合，1つの探索点を除いて重複する探索点は
f (x) = ∞として優劣の数え上げを行う。
2. f it(x, δ, ε;P )が小さい解ほど優れていると見なす。 f it(x, δ, ε;P )が等しい場
合は評価値がより小さい解ほど優れた解と見なす。
f it(x, δ, ε;P )は，その定義の中に優良解集合探索問題固有のパラメータである（δ, ε）を
含む。従って，パラメータの活用という研究課題が達成される。この f it(x, δ, ε;P )により，
解同士に優越関係が付与される。多目的最適化の知見を活用して，この f it(x, δ, ε;P )に基
づく進化型優良解集合探索問題を提案する。
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4.4 進化型単目的最適化手法への適用
4.4.1 Differential Evolutionへの適用
一般に知られる有力な単目的最適化手法の一つであるDE/rand/1/bin［58，59］をベース
に，f it(x, δ, ε;P )を用いた新たな優良解集合探索手法，DE-4S/rand/1/binを提案する。DE-
4S/rand/1/binの疑似コードをAlgorithm 1に示す。mは個体数，Fはスケーリングファク
ター，CRは交叉確率，Gmaxは最大世代数を表している。また，x j,i,Gにおいて， jは次元，
iは個体番号，Gは世代数を表している。r1, r2, r3は，互いに異なり，かつ iとも異なる個
体番号である。
今回DEに f it(x, δ, ε;P )を適用するにあたり，従来のDEが解の選択を，親と子の１対
１で比較更新するのに対し，親全体と子全体の合わせたすべての探索点の f it(x, δ, ε;P )に
基づく相互比較により，更新を行うよう変更している。これは，優良解集合探索問題の性
質上，解単体では優劣関係を定義できず，探索集団全体の相対的な優劣性で評価が決まる
ことを考えての変更である。
4.4.2 Genetic Algorithmへの適用
DEと同様に，一般に知られる有力な単目的最適化手法の一つである GAをベースに，
f it(x, δ, ε;P )を用いた新たな優良解集合探索手法，GA-4Sを提案する。GA-4Sの疑似コー
ドをAlgorithm 2に示す。S4-GAでは，生存選択でのみ優良解集合の性質を利用したエリー
ト選択を行う。提案手法では，交叉に Simulated Binary Crossover（SBX）［60］，突然変異
に Parameter Based Mutation（PBM）［45］を用いる。
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Algorithm 1 The Algorithmic Scheme for DE-4S/rand/1/bin
1: procedure DE-4S/rand/1/bin(m, F,CR, δ, ε,Gmax)
Step 1: Initialization
2: Give initial solutions P0 (|P0| = m), Set G = 0
Step 2: Generation of New Solutions
3: QG = ∅
4: for i = 1 . . .m do
5: Choose randomly {xr1,G,xr2,G,xr3,G ∈ PG (i , r1 , r2 , r3)}
6: vi,G = xr1,G + F ∗ (xr2,G − xr3,G)
7: Choose randomly { jrand ≤ D | j ∈ N}
8: for j = 1 . . .D do
9: if randi[0, 1] ≤ CR ∨ j == jrand then
10: u j,i,G = v j,i,G
11: else
12: u j,i,G = x j,i,G
13: end if
14: end for
15: QG := QG ∪ {ui,G}
16: end for
Step 3: Superior Solution Fitness Assignment
17: RG = PG ∪ QG (|RG | = 2m)
18: for each xG ∈ RG do
19: for each yG ∈ RG do
20: f it(xG, δ, ε;P ) = |{yG | yG ≺δ xG ∨ yG ≺ε xG}|
21: end for
22: end for
Step 4: Superior Solution Fitness Based Selection
23: Sort RG in ascending order using f it(xG)
24: PG+1 := RG[1 : m]
Step 5: Termination
25: if G < Gmax then
26: G := G + 1
27: Go to Step 2
28: else
29: return Superior solutions in PG+1
30: end if
31: end procedure
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Algorithm 2 The Algorithmic Scheme for GA-4S
procedure GA-4S(m, pc, pm, δ, ε,Gmax)
Step 1: Initialization
2: Give initial solutions P0 (|P0| = m), Set G = 0
Step 2: Generation of New Solutions
QG = ∅
4: for i = 1 . . .m do
Choose randomly xr1 ,xr2 ∈ PG (r1 , r2)
6: q = Crossover-And-Mutation(xr1 ,xr2)
QG := QG ∪ {q}
8: end for
Step 3: Superior Solution Fitness Assignment
RG = PG ∪ QG (|RG| = 2m)
10: for each x ∈ RG do
for each y ∈ RG do
12: f it(x, δ, ε;P ) = |{y | y ≺δ x ∨ y ≺ε x}|
end for
14: end for
Step 4: Superior Solution Fitness Based Selection
Sort RG in ascending order using f it(x)
16: PG+1 := RG[1 : m]
Step 5: Termination
if G < Gmax then
18: G := G + 1
Go to Step 2
20: else
return Superior solutions in PG+1
22: end if
end procedure
5 数値実験
本数値実験の目的は， f it(x, δ, ε;P )を適用した手法と，適用する前の手法を用いて，先
に定義した優良解集合探索問題を解き，最終的に得られた優良解の数でその有用性を比較・
検証することにある。まず，対象問題となる優良解集合探索問題を定義し，紹介する。そ
の後，数値実験の条件を示し，その条件に基づき行った実験で得られた結果を，表にして
示す。
5.1 対象問題の定義
5.1.1 Function 1
対象関数を式 5.1，TABLE.5.1および Fig.5.1に示す。この関数はA～Fの 6個の局所的
最適解（◆）を有しており，大域的最適解はx = [−3,−1.5]である。ここに（δ, ε）を加え，
優良解集合探索問題となる。
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図 5.1： Function 1
f (x) = −
6∑
i=1
ci
exp(||x − ai||) (5.1)
表 5.1： Parameters of eq.(5.1)
i ai ci f (x)
1 [−4,−1] 90 −123
2 [−3,−1.5] 100 −130
3 [−1, 4] 40 −41.9
4 [1,−4] 40 −41.6
5 [2, 1] 60 −67.9
6 [4, 2.5] 80 −85.2
具体例として，この関数を基に優良解集合を定義していく。（δ, ε）と，それにより定義
される優良解を Fig.5.2および TABLE5.2に示す。Fig.5.2中の◆は，それぞれの優良解を
示している。
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表 5.2： Superior Solution Set Search Problems of Function 1
δ ε Solution Set by i of table 5.1 (◆ on Fig.5.2)
30
1 1, 2
2 2
3 2
70
1 1, 2, 5, 6
2 2, 5, 6
3 2, 6
100
1 1∼6
2 2∼6
3 2∼4, 6
図 5.2： Benchmark Problems of Function 1
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5.1.2 Shekel Function
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(a) Contour with Local Optimum Solutions (b) Surface
図 5.3： Shekel Function
f (x) = −
m∑
i=1
 4∑
j=1
(x j −Ci j)2 + βi

−1
, where
m = 10
β =
1
10
(1, 2, 2, 4, 4, 6, 3, 7, 5, 5)T
C =

4.0 1.0 8.0 6.0 3.0 2.0 5.0 8.0 6.0 7.0
4.0 1.0 8.0 6.0 7.0 9.0 5.0 1.0 2.0 3.6
4.0 1.0 8.0 6.0 3.0 2.0 3.0 8.0 6.0 7.0
4.0 1.0 8.0 6.0 7.0 9.0 3.0 1.0 2.0 3.6

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表 5.3： Superior Solution Set Search Problems of Shekel Function
δ ε Solution Set by Column Number of CMatrix (◆ on Fig.5.4)
6
0.4 1∼5, 7
0.8 1∼5
1.2 1, 2, 3
8
0.4 1∼5, 7, 9,10
0.8 1∼5, 9
1.2 1, 2, 3
12
0.4 1∼10
0.8 1∼5, 9
1.2 1, 2, 3, 6, 8
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図 5.4： Benchmark Problems of Shekel Function
5.2 実験条件
5.2.1 共通部分
探索点数を m = 30とする。初期解は実行可能領域として，Function 1では [−5, 5]2内
に，Shekel Functionでは [0, 10]2内に，ランダムに与える。最大世代数は Function 1では
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Gmax = 200，Shekel FunctionではGmax = 800とする。各手法のパラメータ設定ごとに，
50試行する。後述するが，各手法は 25通りのパラメータ設定を与えるので，手法ごとに，
優良解集合探索問題数×パラメータ設定数×試行回数の計 22500回実験を行う（評価回数
は，22500に，それぞれの最大世代数×探索点数を掛けたものになるので， Function 1で
は 135000000回，Shekel Functionでは，540000000回となる）。各試行ごとに初期解を変
化させる。厳密な優良解の獲得は困難であるため，優良解の獲得条件となる距離を定める。
距離関数として，各優良解 y ∈ Sと探索点 xのユークリッド距離を次元 Nで正規化した
関数
d(x, δ, ε) =
‖x − y ∈ S‖√
N
を用いる。d(x, δ, ε)が 0.1以下となったときに，その探索点は，最も近い優良解を獲得で
きたものとする。実験結果として，各問題において各手法が，定義された優良解を獲得で
きた割合について，50試行を通した，平均値，最良値，最悪値，標準偏差を示す。
5.2.2 DEへの適用について
f it(x)に基づく進化型優良解集合探索手法：DE-4S/rand/1/binと，一般に知られるDE/rand/1/bin
のそれぞれで，先の優良解集合探索問題を解くにあたり，その条件を以下に述べる。スケー
リングファクタ F = [0.2, 0.4, 0.6, 0.8, 1.0]，交叉確率CR = [0.2, 0.4, 0.6, 0.8, 1.0]とし，計
25通りのパラメータ設定を与える。
5.2.3 GAへの適用について
GAの生存選択を，優良解適合度 f it(x)に基づいたエリート選択とした手法をGA-4Sと呼
称する。GA-4Sと，通常の f (x)に基づくエリート選択のGAそれぞれで先に定義した優良解
集合探索問題を解き，得られた優良解の数でその有用性を比較・検証する。それぞれ交叉では
Simulated Binary Crossover(SBX)，突然変異にParameter Based Mutation(PBM)を用いる。
交叉率 pc = 1，突然変異率 pm = 0.5とし，分布調整変数はそれぞれ，ηc, ηm = [2, 5, 10, 20, 50]
の計 25通りの設定を与える。
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5.3 実験結果
5.3.1 DEへの適用結果
Function 1実験結果
表 5.4： Function1(δ = 30, ε = 1) におけるDE/rand/1/binおよびDE-4S/rand/1/binの優
良解集合獲得率
(a) mean.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 50 50 50 50 49
F
0.2 92 89 91 95 84
0.4 50 50 49 50 50 0.4 94 99 100 98 99
0.6 50 49 50 50 50 0.6 97 98 99 100 100
0.8 50 50 50 50 50 0.8 100 99 100 100 100
1.0 50 50 50 50 50 1.0 100 99 100 100 100
(b) best.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 50 50 50 50 50
F
0.2 100 100 100 100 100
0.4 50 50 50 50 50 0.4 100 100 100 100 100
0.6 50 50 50 50 50 0.6 100 100 100 100 100
0.8 50 50 50 50 50 0.8 100 100 100 100 100
1.0 50 50 50 50 50 1.0 100 100 100 100 100
(c) worst.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 50 50 50 0 0
F
0.2 50 50 50 50 50
0.4 50 50 50 50 50 0.4 50 50 100 50 50
0.6 50 0 50 50 50 0.6 50 50 50 100 100
0.8 50 50 50 50 50 0.8 100 50 100 100 100
1.0 50 50 50 50 50 1.0 100 50 100 100 100
(d) S.D. .%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 0 0 0 7.07 7.07
F
0.2 18.5 20.9 19.4 15.2 23.6
0.4 0 0 0 0 0 0.4 16.4 7.07 0 9.90 7.07
0.6 0 7.07 0 0 0 0.6 12.0 9.90 7.07 0 0
0.8 0 0 0 0 0 0.8 0 7.07 0 0 0
1.0 0 0 0 0 0 1.0 0 7.07 0 0 0
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表 5.5： Function1(δ = 70, ε = 1) におけるDE/rand/1/binおよびDE-4S/rand/1/binの優
良解集合獲得率
(a) mean.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 25 25 25 25 24.5
F
0.2 91.5 95.5 97.5 97.5 99
0.4 25 25 25 25 24.5 0.4 89 96.5 97.5 99 99.5
0.6 25 25 25 25 25 0.6 96 99.5 99 99.5 99
0.8 25 25 25 25 25 0.8 97 99 99 100 100
1.0 25 25 25 25 25 1.0 95 99 99 100 100
(b) best.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 25 25 25 25 25
F
0.2 100 100 100 100 100
0.4 25 25 25 25 25 0.4 100 100 100 100 100
0.6 25 25 25 25 25 0.6 100 100 100 100 100
0.8 25 25 25 25 25 0.8 100 100 100 100 100
1.0 25 25 25 25 25 1.0 100 100 100 100 100
(c) worst.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 25 25 25 25 0
F
0.2 50 50 75 75 75
0.4 25 25 25 25 0 0.4 50 75 75 75 75
0.6 25 25 25 25 25 0.6 50 75 75 75 75
0.8 25 25 25 25 25 0.8 50 75 75 100 100
1.0 25 25 25 25 25 1.0 75 75 75 100 100
(d) S.D. .%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 0 0 0 0 3.54
F
0.2 13.9 12.1 7.58 7.58 4.95
0.4 0 0 0 0 3.54 0.4 16.0 8.76 7.58 4.95 3.54
0.6 0 0 0 0 0 0.6 10.6 3.54 4.95 3.54 4.95
0.8 0 0 0 0 0 0.8 9.64 4.95 4.95 0 0
1.0 0 0 0 0 0 1.0 10.1 4.95 4.95 0 0
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表 5.6： Function1(δ = 100, ε = 1)におけるDE/rand/1/binおよびDE-4S/rand/1/binの優
良解集合獲得率
(a) mean.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 16.7 16.7 16.7 16.7 16.7
F
0.2 98.7 99.7 99.7 99.3 99.7
0.4 16.7 16.7 16.7 16.7 16.7 0.4 99.0 98.7 98.7 98 98.3
0.6 16.7 16.7 16.7 16.7 16.7 0.6 98.7 99.0 98.3 98.3 96.7
0.8 16.7 16.7 16.7 16.7 16.7 0.8 99.0 99.3 99.3 99.7 99.3
1.0 16.7 16.7 16.7 16.7 16.7 1.0 98.3 100 100 99.3 100
(b) best.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 16.7 16.7 16.7 16.7 16.7
F
0.2 100 100 100 100 100
0.4 16.7 16.7 16.7 16.7 16.7 0.4 100 100 100 100 100
0.6 16.7 16.7 16.7 16.7 16.7 0.6 100 100 100 100 100
0.8 16.7 16.7 16.7 16.7 16.7 0.8 100 100 100 100 100
1.0 16.7 16.7 16.7 16.7 16.7 1.0 100 100 100 100 100
(c) worst.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 16.7 16.7 16.7 16.7 16.7
F
0.2 83.3 83.3 83.3 83.3 83.3
0.4 16.7 16.7 16.7 16.7 16.7 0.4 83.3 83.3 83.3 83.3 66.7
0.6 16.7 16.7 16.7 16.7 16.7 0.6 66.7 83.3 83.3 66.7 83.3
0.8 16.7 16.7 16.7 16.7 16.7 0.8 83.3 83.3 83.3 83.3 83.3
1.0 16.7 16.7 16.7 16.7 16.7 1.0 83.3 100 100 83.3 100
(d) S.D. .%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 0 0 0 0 0
F
0.2 4.57 2.36 2.36 3.30 2.36
0.4 0 0 0 0 0 0.4 4.00 4.57 4.57 5.47 6.07
0.6 0 0 0 0 0 0.6 5.67 4.00 5.05 6.07 6.73
0.8 0 0 0 0 0 0.8 4.00 4.00 3.30 2.36 3.30
1.0 0 0 0 0 0 1.0 5.05 0 0 3.30 0
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表 5.7： Function1(δ = 30, ε = 2) におけるDE/rand/1/binおよびDE-4S/rand/1/binの優
良解集合獲得率
(a) mean.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 96 96 92 88 86
F
0.2 86 82 78 86 90
0.4 98 98 100 94 98 0.4 92 94 98 96 96
0.6 100 100 100 100 100 0.6 92 96 96 100 100
0.8 100 100 100 100 100 0.8 96 100 100 100 100
1.0 100 100 100 100 100 1.0 100 100 100 100 100
(b) best.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 100 100 100 100 100
F
0.2 100 100 100 100 100
0.4 100 100 100 100 100 0.4 100 100 100 100 100
0.6 100 100 100 100 100 0.6 100 100 100 100 100
0.8 100 100 100 100 100 0.8 100 100 100 100 100
1.0 100 100 100 100 100 1.0 100 100 100 100 100
(c) worst.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 0 0 0 0 0
F
0.2 0 0 0 0 0
0.4 0 0 100 0 0 0.4 0 0 0 0 0
0.6 100 100 100 100 100 0.6 0 0 0 100 100
0.8 100 100 100 100 100 0.8 0 100 100 100 100
1.0 100 100 100 100 100 1.0 100 100 100 100 100
(d) S.D. .%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 19.8 19.8 27.4 32.8 35.1
F
0.2 35.1 38.8 41.8 35.1 30.3
0.4 14.1 14.1 0 24.0 14.1 0.4 27.4 24.0 14.1 19.8 19.8
0.6 0 0 0 0 0 0.6 27.4 19.8 19.8 0 0
0.8 0 0 0 0 0 0.8 19.8 0 0 0 0
1.0 0 0 0 0 0 1.0 0 0 0 0 0
第 5章 数値実験 48
表 5.8： Function1(δ = 70, ε = 2) におけるDE/rand/1/binおよびDE-4S/rand/1/binの優
良解集合獲得率
(a) mean.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 33.3 30 32 30.7 30.7
F
0.2 84.7 88.7 89.3 92 78.7
0.4 32 33.3 33.3 33.3 33.3 0.4 88 89.3 93.3 90.7 92.7
0.6 33.3 33.3 32.7 33.3 32.7 0.6 90 94.7 97.3 96 98
0.8 33.3 33.3 33.3 33.3 33.3 0.8 94 96 97.3 96 99.3
1.0 33.3 33.3 33.3 33.3 33.3 1.0 93.3 92.7 96.7 99.3 100
(b) best.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 33.3 33.3 33.3 33.3 33.3
F
0.2 100 100 100 100 100
0.4 33.3 33.3 33.3 33.3 33.3 0.4 100 100 100 100 100
0.6 33.3 33.3 33.3 33.3 33.3 0.6 100 100 100 100 100
0.8 33.3 33.3 33.3 33.3 33.3 0.8 100 100 100 100 100
1.0 33.3 33.3 33.3 33.3 33.3 1.0 100 100 100 100 100
(c) worst .%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 33.3 0 0 0 0
F
0.2 33.3 33.3 66.7 66.7 0
0.4 0 33.3 33.3 33.3 33.3 0.4 66.7 66.7 33.3 33.3 66.7
0.6 33.3 33.3 0 33.3 0 0.6 33.3 33.3 66.7 33.3 66.7
0.8 33.3 33.3 33.3 33.3 33.3 0.8 66.7 66.7 66.7 66.7 66.7
1.0 33.3 33.3 33.3 33.3 33.3 1.0 66.7 66.7 66.7 66.7 100
(d) S.D. .%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 0 10.1 6.60 9.13 9.13
F
0.2 19.3 17.3 15.7 14.4 25.0
0.4 6.60 0 0 0 0 0.4 16.2 15.7 15.1 16.6 13.9
0.6 0 0 4.71 0 4.71 0.6 19.3 14.1 9.13 12.8 8.00
0.8 0 0 0 0 0 0.8 12.9 10.9 9.13 10.9 4.71
1.0 0 0 0 0 0 1.0 13.5 13.9 10.1 4.71 0
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表 5.9： Function1(δ = 100, ε = 2)におけるDE/rand/1/binおよびDE-4S/rand/1/binの優
良解集合獲得率
(a) mean.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 19.6 19.6 19.2 18.8 17.2
F
0.2 99.2 99.2 99.2 96 86.4
0.4 20 18.8 19.6 19.6 20 0.4 99.2 98.4 97.6 96.8 94.4
0.6 19.2 20 20 20 20 0.6 97.6 97.6 98.4 97.6 98.0
0.8 20 20 20 20 20 0.8 99.2 100 100 100 100
1.0 20 20 20 20 20 1.0 98.4 98.0 98.0 98.4 100
(b) best.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 20 20 20 20 20
F
0.2 100 100 100 100 100
0.4 20 20 20 20 20 0.4 100 100 100 100 100
0.6 20 20 20 20 20 0.6 100 100 100 100 100
0.8 20 20 20 20 20 0.8 100 100 100 100 100
1.0 20 20 20 20 20 1.0 100 100 100 100 100
(c) worst.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 0 0 0 0 0
F
0.2 80 80 80 80 60
0.4 20 0 0 0 20 0.4 80 80 80 60 60
0.6 0 20 20 20 20 0.6 80 80 80 80 80
0.8 20 20 20 20 20 0.8 80 100 100 100 100
1.0 20 20 20 20 20 1.0 80 80 80 80 100
(d) S.D. .%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 2.83 2.83 3.96 4.80 7.01
F
0.2 3.96 3.96 3.96 8.08 12.4
0.4 0 4.80 2.83 2.83 0 0.4 3.96 5.48 6.57 8.44 9.93
0.6 3.96 0 0 0 0 0.6 6.57 6.57 5.48 6.57 6.06
0.8 0 0 0 0 0 0.8 3.96 0 0 0 0
1.0 0 0 0 0 0 1.0 5.48 6.06 6.06 5.48 0
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表 5.10： Function1(δ = 30, ε = 3)におけるDE/rand/1/binおよびDE-4S/rand/1/binの優
良解集合獲得率
(a) mean.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 92 92 94 92 84
F
0.2 82 94 86 78 78
0.4 100 96 98 100 100 0.4 90 92 88 92 96
0.6 100 100 100 100 100 0.6 96 100 96 100 100
0.8 100 100 100 100 100 0.8 94 100 100 100 100
1.0 100 100 100 100 100 1.0 94 100 100 100 100
(b) best.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 100 100 100 100 100
F
0.2 100 100 100 100 100
0.4 100 100 100 100 100 0.4 100 100 100 100 100
0.6 100 100 100 100 100 0.6 100 100 100 100 100
0.8 100 100 100 100 100 0.8 100 100 100 100 100
1.0 100 100 100 100 100 1.0 100 100 100 100 100
(c) worst.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 0 0 0 0 0
F
0.2 0 0 0 0 0
0.4 100 0 0 100 100 0.4 0 0 0 0 0
0.6 100 100 100 100 100 0.6 0 100 0 100 100
0.8 100 100 100 100 100 0.8 0 100 100 100 100
1.0 100 100 100 100 100 1.0 0 100 100 100 100
(d) S.D. .%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 27.40 27.40 24.0 27.40 37.0
F
0.2 38.8 24.0 35.1 41.8 41.8
0.4 0 19.8 14.1 0 0 0.4 30.3 27.40 32.8 27.40 19.8
0.6 0 0 0 0 0 0.6 19.8 0 19.8 0 0
0.8 0 0 0 0 0 0.8 24.0 0 0 0 0
1.0 0 0 0 0 0 1.0 24.0 0 0 0 0
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表 5.11： Function1(δ = 70, ε = 3)におけるDE/rand/1/binおよびDE-4S/rand/1/binの優
良解集合獲得率
(a) mean.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 49 50 46 48 42
F
0.2 80 90 83 84 83
0.4 49 49 49 49 49 0.4 85 90 87 93 86
0.6 50 50 50 50 50 0.6 89 91 96 99 99
0.8 50 50 50 50 50 0.8 87 91 94 98 100
1.0 50 50 50 50 50 1.0 86 98 98 99 100
(b) best.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 50 50 50 50 50
F
0.2 100 100 100 100 100
0.4 50 50 50 50 50 0.4 100 100 100 100 100
0.6 50 50 50 50 50 0.6 100 100 100 100 100
0.8 50 50 50 50 50 0.8 100 100 100 100 100
1.0 50 50 50 50 50 1.0 100 100 100 100 100
(c) worst.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 0 50 0 0 0
F
0.2 0 50 0 0 50
0.4 0 0 0 0 0 0.4 0 0 0 50 0
0.6 50 50 50 50 50 0.6 0 0 50 50 50
0.8 50 50 50 50 50 0.8 50 50 50 50 100
1.0 50 50 50 50 50 1.0 50 50 50 50 100
(d) S.D. .%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 7.07 0 13.7 9.90 18.5
F
0.2 28.6 20.2 26.0 25.6 23.9
0.4 7.07 7.07 7.07 7.07 7.07 0.4 27.2 22.6 24.3 17.5 24.8
0.6 0 0 0 0 0 0.6 23.2 21.9 13.7 7.07 7.07
0.8 0 0 0 0 0 0.8 22.2 19.4 16.4 9.90 0
1.0 0 0 0 0 0 1.0 22.7 9.90 9.90 7.07 0
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表 5.12： Function1(δ = 100, ε = 3) におけるDE/rand/1/binおよびDE-4S/rand/1/binの
優良解集合獲得率
(a) mean.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 23.5 23 24 22 21.5
F
0.2 97 96.5 95.5 94.5 83
0.4 24.5 25 24 25 25 0.4 94.5 92 92 92 90.5
0.6 24.5 25 25 25 25 0.6 95.5 98 95.5 96 96.5
0.8 25 25 25 25 25 0.8 99.5 99 100 100 100
1.0 25 25 25 25 25 1.0 92.5 95.5 94.5 96.5 99
(b) best.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 25 25 25 25 25
F
0.2 100 100 100 100 100
0.4 25 25 25 25 25 0.4 100 100 100 100 100
0.6 25 25 25 25 25 0.6 100 100 100 100 100
0.8 25 25 25 25 25 0.8 100 100 100 100 100
1.0 25 25 25 25 25 1.0 100 100 100 100 100
(c) worst.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 0 0 0 0 0
F
0.2 75 50 75 50 25
0.4 0 25 0 25 25 0.4 75 75 75 75 50
0.6 0 25 25 25 25 0.6 75 75 75 75 75
0.8 25 25 25 25 25 0.8 75 75 100 100 100
1.0 25 25 25 25 25 1.0 75 75 75 75 75
(d) S.D. .%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 6.00 6.85 4.95 8.21 8.76
F
0.2 8.21 10.1 9.70 11.6 17.8
0.4 3.54 0 4.95 0 0 0.4 10.5 11.8 11.8 11.8 14.2
0.6 3.54 0 0 0 0 0.6 9.70 6.85 9.70 9.26 8.76
0.8 0 0 0 0 0 0.8 3.54 4.95 0 0 0
1.0 0 0 0 0 0 1.0 11.6 9.70 10.5 8.76 4.95
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Shekel Function実験結果
表 5.13： Shekel Function(δ = 6, ε = 0.4)におけるDE/rand/1/binおよびDE-4S/rand/1/bin
の優良解集合獲得率
(a) mean.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
2 25 16.7 16.3 16.3 6.67
F
2 16 16.7 18.3 17.3 19.7
5 28.3 16.7 16.7 16.3 14.7 5 16.7 17 16.3 19.0 19.7
10 33.3 16.7 16.3 16.7 16.7 10 16.7 16.7 17.3 20 23
20 39.3 16.7 16.7 16.7 16.7 20 17.3 17 19.0 24 33
50 44.7 16.7 16.7 16.7 16.3 50 17.3 18.7 20 32 44.7
(b) best.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 66.7 16.7 16.7 16.7 16.7
F
0.2 16.7 16.7 50 50 33.3
0.4 66.7 16.7 16.7 16.7 16.7 0.4 16.7 33.3 16.7 50 50
0.6 83.3 16.7 16.7 16.7 16.7 0.6 16.7 33.3 33.3 50 50
0.8 83.3 16.7 16.7 16.7 16.7 0.8 33.3 33.3 50 50 50
1.0 100 16.7 16.7 16.7 16.7 1.0 33.3 50 50 83.3 66.7
(c) worst.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 0 16.7 0 0 0
F
0.2 0 16.7 16.7 0 0
0.4 16.7 16.7 16.7 0 0 0.4 16.7 16.7 0 16.7 16.7
0.6 16.7 16.7 0 16.7 16.7 0.6 16.7 0 16.7 0 16.7
0.8 16.7 16.7 16.7 16.7 16.7 0.8 16.7 16.7 16.7 16.7 16.7
1.0 16.7 16.7 16.7 16.7 0 1.0 16.7 16.7 16.7 16.7 16.7
(d) S.D. .%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 14.2 0 2.36 2.36 8.25
F
0.2 3.30 0 6.07 5.79 7.3
0.4 15.5 0 0 2.36 5.47 0.4 0 2.36 2.36 6.74 7.3
0.6 17.5 0 2.36 0 0 0.6 0 3.37 3.30 10.6 12.5
0.8 19.3 0 0 0 0 0.8 3.30 2.36 8.25 13.5 16.7
1.0 21.9 0 0 0 2.36 1.0 3.30 6.42 7.53 16.8 16.3
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表 5.14： Shekel Function(δ = 8, ε = 0.4)におけるDE/rand/1/binおよびDE-4S/rand/1/bin
の優良解集合獲得率
(a) mean.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 17.5 12.3 12.5 12 5.50
F
0.2 27.8 29.0 32.8 34.3 36.8
0.4 20.3 12.3 12.5 12.5 11.3 0.4 28.3 29.3 34.3 43.5 47.3
0.6 30 12.5 12.5 12.5 12.5 0.6 29.0 28.3 33.3 41.5 54.8
0.8 29.3 12.5 12.5 12.5 12.5 0.8 31 32.8 40.5 46.8 55.5
1.0 32.8 12.5 12.5 12.5 12 1.0 27.5 30.8 42 40.8 40.3
(b) best.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 37.5 12.5 12.5 12.5 12.5
F
0.2 50 50 87.5 75 75
0.4 62.5 12.5 12.5 12.5 12.5 0.4 62.5 50 62.5 87.5 87.5
0.6 62.5 12.5 12.5 12.5 12.5 0.6 50 62.5 62.5 75 100
0.8 75 12.5 12.5 12.5 12.5 0.8 50 87.5 75 87.5 87.5
1.0 75 12.5 12.5 12.5 12.5 1.0 50 62.5 87.5 75 50
(c) worst.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 12.5 0 12.5 0 0
F
0.2 12.5 12.5 12.5 12.5 12.5
0.4 12.5 0 12.5 12.5 0 0.4 12.5 12.5 25 25 25
0.6 12.5 12.5 12.5 12.5 12.5 0.6 25 12.5 25 25 25
0.8 12.5 12.5 12.5 12.5 12.5 0.8 25 25 25 25 25
1.0 12.5 12.5 12.5 12.5 0 1.0 12.5 25 25 25 12.5
(d) S.D. .%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 7.99 1.77 0 2.47 6.27
F
0.2 7.70 8.16 13.1 11.5 17.9
0.4 11.8 1.77 0 0 3.79 0.4 9.04 8.60 11.5 15.2 15.0
0.6 16.0 0 0 0 0 0.6 6.89 8.30 11.2 16.6 17.5
0.8 15.1 0 0 0 0 0.8 8.47 13.8 17.4 17.8 15.8
1.0 16.3 0 0 0 2.47 1.0 7.14 9.85 18.2 13.8 9.87
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表 5.15： Shekel Function(δ = 12, ε = 0.4) における DE/rand/1/bin および DE-
4S/rand/1/binの優良解集合獲得率
(a) mean.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 14.6 10 10 10 4.80
F
0.2 29 30.8 33.8 40.2 46.6
0.4 18 9.80 10 10 9.40 0.4 28.4 30.4 32.2 37.4 47.6
0.6 22.4 10 10 10 10 0.6 31.4 26 30.6 39 50.4
0.8 25.6 10 10 10 10 0.8 27.4 27.6 34.8 39 45
1.0 28.2 10 10 10 10 1.0 30.8 30.8 30.6 32 32.4
(b) best.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 40 10 10 10 10
F
0.2 50 60 60 60 70
0.4 50 10 10 10 10 0.4 60 60 50 70 80
0.6 50 10 10 10 10 0.6 60 50 60 70 70
0.8 60 10 10 10 10 0.8 50 70 70 70 70
1.0 60 10 10 10 10 1.0 60 70 60 50 40
(c) worst.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 10 10 10 10 0
F
0.2 10 20 20 20 20
0.4 10 0 10 10 0 0.4 20 20 20 20 20
0.6 10 10 10 10 10 0.6 20 20 20 20 20
0.8 10 10 10 10 10 0.8 20 20 20 20 20
1.0 10 10 10 10 10 1.0 20 20 20 20 20
(d) S.D. .%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 8.13 0 0 0 5.05
F
0.2 9.31 10.1 11.0 11.5 12.9
0.4 10.1 1.41 0 0 2.40 0.4 9.97 10.5 10.4 12.3 15.2
0.6 11.7 0 0 0 0 0.6 11.3 7.82 12.0 15.3 15.0
0.8 15.3 0 0 0 0 0.8 9.22 10.6 15.3 14.7 14.5
1.0 14.1 0 0 0 0 1.0 9.86 12.9 12.2 11.1 8.47
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表 5.16： Shekel Function(δ = 6, ε = 0.8)におけるDE/rand/1/binおよびDE-4S/rand/1/bin
の優良解集合獲得率
(a) mean.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 16.3 11.8 10.5 9.25 2.50
F
0.2 12.5 12.8 14.8 14.3 19.3
0.4 17.5 12.5 11.8 11.5 11 0.4 12.8 13 18.3 18.3 17.5
0.6 20.5 12.5 12.5 12.3 12.5 0.6 13 14.3 22.3 19.8 27
0.8 20.5 12.5 12.5 12.5 12.5 0.8 14.8 15.5 28.0 30.5 32
1.0 27.8 12.5 12.5 12.5 12.5 1.0 15.8 24.3 30.5 29.3 17.5
(b) best.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 50 12.5 12.5 12.5 12.5
F
0.2 12.5 25 37.5 25 50
0.4 50 12.5 12.5 12.5 12.5 0.4 25 25 50 37.5 37.5
0.6 50 12.5 12.5 12.5 12.5 0.6 25 37.5 50 37.5 62.5
0.8 50 12.5 12.5 12.5 12.5 0.8 37.5 37.5 62.5 50 50
1.0 62.5 12.5 12.5 12.5 12.5 1.0 37.5 37.5 50 50 37.5
(c) worst.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 12.5 0 0 0 0
F
0.2 12.5 12.5 12.5 12.5 12.5
0.4 12.5 12.5 0 0 0 0.4 12.5 12.5 12.5 12.5 12.5
0.6 12.5 12.5 12.5 0 12.5 0.6 12.5 12.5 12.5 0 0
0.8 12.5 12.5 12.5 12.5 12.5 0.8 12.5 12.5 0 0 0
1.0 12.5 12.5 12.5 12.5 12.5 1.0 12.5 12.5 0 0 0
(d) S.D. .%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 8.09 3.00 4.63 5.54 5.05
F
0.2 0 1.77 5.47 4.38 9.85
0.4 8.34 0 3.00 3.43 4.10 0.4 1.77 2.47 9.85 8.07 8.38
0.6 10.33 0 0 1.77 0 0.6 2.47 5.65 11.4 10.7 13.9
0.8 10.0 0 0 0 0 0.8 5.47 6.47 14.0 13.2 11.6
1.0 15.6 0 0 0 0 1.0 7.06 10.5 11.3 12.5 13.1
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表 5.17： Shekel Function(δ = 8, ε = 0.8)におけるDE/rand/1/binおよびDE-4S/rand/1/bin
の優良解集合獲得率
(a) mean.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 21 14.3 16.3 12.7 5
F
0.2 44 53.3 59.3 69.3 66
0.4 22.7 16.3 16 16 14.3 0.4 46.7 52 58.7 58 68
0.6 28 16.7 16.7 16.7 16.3 0.6 45.3 65.3 61.7 44.3 52.7
0.8 30.3 16.7 16.7 16.7 16.3 0.8 58.7 76.7 52.3 40 42.3
1.0 34 16.7 16.7 16.7 16 1.0 68.3 82.7 51.3 34.7 24
(b) best.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 50 16.7 16.7 16.7 16.7
F
0.2 83.3 100 100 100 100
0.4 50 16.7 16.7 16.7 16.7 0.4 83.3 83.3 100 100 100
0.6 66.7 16.7 16.7 16.7 16.7 0.6 83.3 100 100 83.3 100
0.8 83.3 16.7 16.7 16.7 16.7 0.8 100 100 100 100 100
1.0 66.7 16.7 16.7 16.7 16.7 1.0 100 100 100 100 66.7
(c) worst.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 16.7 0 0 0 0
F
0.2 16.7 16.7 33.3 33.3 16.7
0.4 16.7 0 0 0 0 0.4 16.7 16.7 16.7 16.7 33.3
0.6 16.7 16.7 16.7 16.7 0 0.6 16.7 33.3 16.7 0 0
0.8 16.7 16.7 16.7 16.7 0 0.8 33.3 33.3 0 0 0
1.0 16.7 16.7 16.7 16.7 0 1.0 16.7 50 0 0 0
(d) S.D. .%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 9.41 5.84 2.36 7.19 7.72
F
0.2 13.8 19.9 16.2 15.6 16.1
0.4 9.38 2.36 3.30 3.30 5.84 0.4 16.5 18.0 19.7 19.4 15.4
0.6 14.5 0 0 0 2.36 0.6 13.1 20.4 21.1 19.2 22.7
0.8 15.7 0 0 0 2.36 0.8 19.1 19.3 26.7 21.0 24.1
1.0 14.7 0 0 0 3.30 1.0 15.5 12.6 25.8 23.5 16.9
第 5章 数値実験 58
表 5.18： Shekel Function(δ = 12, ε = 0.8) における DE/rand/1/bin および DE-
4S/rand/1/binの優良解集合獲得率
(a) mean.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 20 15 13.7 13.7 5
F
0.2 59.7 61.7 67.0 73.7 77.3
0.4 25.3 16.7 16.3 16 13.3 0.4 61.7 60.3 60.3 54 67.0
0.6 26.3 16.7 16.7 16.7 16.3 0.6 64.3 64.3 51 40.3 41.7
0.8 29 16.7 16.7 16.7 16.3 0.8 72.7 70 49.6 34 44.7
1.0 33.7 16.7 16.7 16.7 16.3 1.0 80.7 77.7 44 29 26
(b) best.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 66.7 16.7 16.7 16.7 16.7
F
0.2 83.3 83.3 100 100 100
0.4 66.7 16.7 16.7 16.7 16.7 0.4 83.3 83.3 100 83.3 100
0.6 66.7 16.7 16.7 16.7 16.7 0.6 100 100 100 100 83.3
0.8 66.7 16.7 16.7 16.7 16.7 0.8 100 100 83.3 66.7 83.3
1.0 83.3 16.7 16.7 16.7 16.7 1.0 100 100 83.3 83.3 83.3
(c) worst.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 0 0 0 0 0
F
0.2 50 33.3 50 50 50
0.4 16.7 16.7 0 0 0 0.4 33.3 33.3 33.3 16.7 33.3
0.6 16.7 16.7 16.7 16.7 0 0.6 50 33.3 16.7 16.7 16.7
0.8 16.7 16.7 16.7 16.7 0 0.8 50 33.3 16.7 0 0
1.0 16.7 16.7 16.7 16.7 0 1.0 50 50 0 0 0
(d) S.D. .%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 10.6 5.05 6.47 6.47 7.72
F
0.2 10.2 13.6 13.7 15.5 13.4
0.4 11.8 0 2.36 3.30 6.73 0.4 10.8 10.0 15.0 18.3 13.3
0.6 12.2 0 0 0 2.36 0.6 12.2 16.2 17.3 18.8 19.4
0.8 15.4 0 0 0 2.36 0.8 14.6 15.4 16.7 21.0 21.2
1.0 18.9 0 0 0 2.36 1.0 15.9 14.9 21.5 20.2 18.2
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表 5.19： Shekel Function(δ = 6, ε = 1.2)におけるDE/rand/1/binおよびDE-4S/rand/1/bin
の優良解集合獲得率
(a) mean.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 32.0 28.7 24.0 22.0 6.7
F
0.2 34.7 47.3 56.7 62.7 57.3
0.4 35.3 32.7 31.3 28.7 30.7 0.4 42.0 50.0 61.3 58.0 54.7
0.6 35.3 33.3 33.3 32.7 32.0 0.6 44.0 58.0 57.3 44.0 56.0
0.8 44.0 33.3 33.3 33.3 33.3 0.8 56.0 73.3 63.3 37.3 33.3
1.0 53.3 33.3 33.3 33.3 31.3 1.0 64.7 81.3 55.3 31.3 14.0
(b) best.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 66.7 33.3 33.3 33.3 33.3
F
0.2 66.7 100 100 100 100
0.4 66.7 33.3 33.3 33.3 33.3 0.4 100 100 100 100 100
0.6 66.7 33.3 33.3 33.3 33.3 0.6 100 100 100 100 100
0.8 100 33.3 33.3 33.3 33.3 0.8 100 100 100 100 100
1.0 100 33.3 33.3 33.3 33.3 1.0 100 100 100 100 100
(c) worst.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 0 0 0 0 0
F
0.2 33.3 0 33.3 33.3 0
0.4 33.3 0 0 0 0 0.4 33.3 33.3 0 0 0
0.6 0 33.3 33.3 0 0 0.6 33.3 0 0 0 0
0.8 33.3 33.3 33.3 33.3 33.3 0.8 33.3 0 0 0 0
1.0 33.3 33.3 33.3 33.3 0 1.0 33.3 33.3 0 0 0
(d) S.D. .%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 11.6 11.7 15.1 16.0 13.5
F
0.2 6.60 22.4 24.5 24.9 30.2
0.4 8.00 4.71 8.00 11.7 9.13 0.4 18.8 20.5 29.6 26.8 29.9
0.6 10.5 0 0 4.71 6.60 0.6 19.6 28.4 38.7 43.4 40.7
0.8 20.7 0 0 0 0 0.8 24.7 27.8 38.8 40.2 42.6
1.0 22.3 0 0 0 8.00 1.0 29.7 25.3 42.9 41.7 22.4
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表 5.20： Shekel Function(δ = 8, ε = 1.2)におけるDE/rand/1/binおよびDE-4S/rand/1/bin
の優良解集合獲得率
(a) mean.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 32.7 26.7 26.7 21.3 9.33
F
0.2 48.7 64.0 68.0 76.0 65.3
0.4 34.7 32.7 32.0 30.7 24.7 0.4 64.7 75.3 50.7 35.3 25.3
0.6 36.0 33.3 32.7 32.7 33.3 0.6 81.3 76.7 38.7 23.3 25.3
0.8 43.3 33.3 33.3 33.3 33.3 0.8 94.0 76.7 42.0 16.7 20.0
1.0 58.0 33.3 33.3 33.3 32.0 1.0 94.7 73.3 27.3 16.7 12.7
(b) best.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 66.7 33.3 33.3 33.3 33.3
F
0.2 100 100 100 100 100
0.4 66.7 33.3 33.3 33.3 33.3 0.4 100 100 100 100 100
0.6 66.7 33.3 33.3 33.3 33.3 0.6 100 100 100 100 100
0.8 100 33.3 33.3 33.3 33.3 0.8 100 100 100 100 100
1.0 100 33.3 33.3 33.3 33.3 1.0 100 100 100 66.7 100
(c) worst.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 0 0 0 0 0
F
0.2 33.3 33.3 0 0 33.3
0.4 0 0 0 0 0 0.4 33.3 33.3 0 0 0
0.6 33.3 33.3 0 0 33.3 0.6 33.3 0 0 0 0
0.8 33.3 33.3 33.3 33.3 33.3 0.8 66.7 0 0 0 0
1.0 33.3 33.3 33.3 33.3 0 1.0 66.7 0 0 0 0
(d) S.D. .%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 10.6 13.5 13.5 16.2 15.1
F
0.2 21.5 20.0 23.3 25.2 26.9
0.4 9.43 4.71 6.60 9.13 14.8 0.4 23.7 24.1 30.3 33.3 26.6
0.6 9.13 0 4.71 4.71 0 0.6 22.5 27.2 32.6 28.8 29.8
0.8 20.5 0 0 0 0 0.8 12.9 28.8 33.5 24.5 24.3
1.0 25.9 0 0 0 6.60 1.0 12.3 30.9 30.6 20.5 23.2
第 5章 数値実験 61
表 5.21： Shekel Function(δ = 12, ε = 1.2) における DE/rand/1/bin および DE-
4S/rand/1/binの優良解集合獲得率
(a) mean.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 19.6 16.4 16.4 12.4 6.00
F
0.2 38.0 49.2 59.6 72.4 84.0
0.4 23.2 19.2 20.0 18.0 16.0 0.4 49.2 47.2 30.0 22.4 30.0
0.6 22.0 20.0 20.0 19.6 19.6 0.6 61.6 42.4 32.4 16.8 21.2
0.8 25.2 19.6 20.0 19.6 19.6 0.8 73.2 55.6 28.0 15.2 15.6
1.0 35.6 20.0 20.0 20.0 19.6 1.0 80.4 62.0 29.6 14.8 14.0
(b) best.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 20 20 20 20 20
F
0.2 100 100 100 100 100
0.4 60 20 20 20 20 0.4 80 80 60 60 80
0.6 40 20 20 20 20 0.6 100 80 80 80 40
0.8 60 20 20 20 20 0.8 100 100 60 60 40
1.0 60 20 20 20 20 1.0 100 100 60 80 60
(c) worst.%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 0 0 0 0 0
F
0.2 20 20 20 40 40
0.4 20 0 20 0 0 0.4 20 20 0 0 0
0.6 20 20 20 0 0 0.6 20 0 0 0 0
0.8 20 0 20 0 0 0.8 40 20 0 0 0
1.0 20 20 20 20 0 1.0 40 0 0 0 0
(d) S.D. .%
DE/rand/1/bin DE-4S/rand/1/bin
CR CR
0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0
F
0.2 2.83 7.76 7.76 9.81 9.26
F
0.2 18.2 21.1 20.0 16.1 16.7
0.4 8.44 3.96 0 6.06 8.08 0.4 17.2 18.4 13.6 18.4 22.6
0.6 6.06 0 0 2.83 2.83 0.6 18.0 20.1 19.8 17.8 14.2
0.8 9.74 2.83 0 2.83 2.83 0.8 18.3 19.5 19.8 16.4 14.2
1.0 13.0 0 0 0 2.83 1.0 16.9 22.6 22.9 18.9 16.8
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5.3.2 GAへの適用結果
Function 1実験結果
表 5.22： Function1(δ = 30, ε = 1)におけるGAおよびGA-4Sの優良解集合獲得率
(a) mean.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 50 50 50 49 48
ηc
2 100 100 100 100 98
5 50 50 50 49 48 5 100 100 100 100 97
10 50 51 51 47 48 10 100 100 100 100 96
20 50 50 48 50 50 20 100 100 100 100 94
50 50 50 49 50 46 50 100 100 100 100 93
(b) best.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 50 50 50 50 50
ηc
2 100 100 100 100 100
5 50 50 50 50 50 5 100 100 100 100 100
10 50 100 100 50 50 10 100 100 100 100 100
20 50 50 50 50 50 20 100 100 100 100 100
50 50 50 50 50 50 50 100 100 100 100 100
(c) worst.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 50 50 50 0 0
ηc
2 100 100 100 100 50
5 50 50 50 0 0 5 100 100 100 100 0
10 50 50 50 0 0 10 100 100 100 100 50
20 50 50 0 50 50 20 100 100 100 100 50
50 50 50 0 50 0 50 100 100 100 100 50
(d) S.D. .%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 0 0 0 7.07 9.90
ηc
2 0 0 0 0 9.90
5 0 0 0 7.07 9.90 5 0 0 0 0 15.7
10 0 7.07 7.07 12.0 9.90 10 0 0 0 0 13.7
20 0 0 9.90 0 0 20 0 0 0 0 16.4
50 0 0 7.07 0 13.7 50 0 0 0 0 17.5
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表 5.23： Function1(δ = 70, ε = 1)におけるGAおよびGA-4Sの優良解集合獲得率
(a) mean.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 25 25.5 25 25.5 25.5
ηc
2 99 97 97 96 96.5
5 25 25 25 25 25 5 98 96.5 93.5 94 94
10 25 25 25 25 25.5 10 98.5 98 97 93.5 88
20 25 25 25 25 25 20 98.5 97.5 93 91 91
50 25.5 25 25 25 25 50 98 97 96 92 89.5
(b) best.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 25 50 25 50 50
ηc
2 100 100 100 100 100
5 25 25 25 25 25 5 100 100 100 100 100
10 25 25 25 25 50 10 100 100 100 100 100
20 25 25 25 25 25 20 100 100 100 100 100
50 50 25 25 25 25 50 100 100 100 100 100
(c) worst.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 25 25 25 25 25
ηc
2 75 75 50 50 50
5 25 25 25 25 25 5 75 50 50 75 50
10 25 25 25 25 25 10 50 75 75 75 50
20 25 25 25 25 25 20 75 75 50 50 50
50 25 25 25 25 25 50 75 50 50 50 50
(d) S.D. .%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 0 3.54 0 3.54 3.54
ηc
2 4.95 8.21 9.64 10.5 10.1
5 0 0 0 0 0 5 6.85 10.1 14.1 10.8 11.9
10 0 0 0 0 3.54 10 7.84 6.85 8.21 11.1 14.5
20 0 0 0 0 0 20 6.00 7.58 14.3 14.1 13.1
50 3.54 0 0 0 0 50 6.85 9.64 10.5 12.8 15.2
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表 5.24： Function1(δ = 100, ε = 1)におけるGAおよびGA-4Sの優良解集合獲得率
(a) mean.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 16.7 16.7 16.7 16.7 16.7
ηc
2 99.7 100 100 100 99.7
5 17 16.7 16.7 16.7 16.7 5 100 100 100 98.7 99.3
10 17 17 16.7 16.7 16.7 10 100 100 100 99.7 98
20 17 16.7 16.7 16.7 16.7 20 100 100 99.7 98 98.7
50 17 16.7 16.7 16.7 16.7 50 100 99.3 99 98 98.3
(b) best.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 16.7 16.7 16.7 16.7 16.7
ηc
2 100 100 100 100 100
5 33.3 16.7 16.7 16.7 16.7 5 100 100 100 100 100
10 33.3 33.3 16.7 16.7 16.7 10 100 100 100 100 100
20 33.3 16.7 16.7 16.7 16.7 20 100 100 100 100 100
50 33.3 16.7 16.7 16.7 16.7 50 100 100 100 100 100
(c) worst.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 16.7 16.7 16.7 16.7 16.7
ηc
2 83.3 100 100 100 83.3
5 16.7 16.7 16.7 16.7 16.7 5 100 100 100 83.3 83.3
10 16.7 16.7 16.7 16.7 16.7 10 100 100 100 83.3 66.7
20 16.7 16.7 16.7 16.7 16.7 20 100 100 83.3 83.3 83.3
50 16.7 16.7 16.7 16.7 16.7 50 100 83.3 83.3 66.7 83.3
(d) S.D. .%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 0 0 0 0 0
ηc
2 2.36 0 0 0 2.36
5 2.36 0 0 0 0 5 0 0 0 4.57 3.30
10 2.36 2.36 0 0 0 10 0 0 0 2.36 6.42
20 2.36 0 0 0 0 20 0 0 2.36 5.47 4.57
50 2.36 0 0 0 0 50 0 3.30 4.00 6.42 5.05
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表 5.25： Function1(δ = 30, ε = 2)におけるGAおよびGA-4Sの優良解集合獲得率
(a) mean.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 90 98 98 96 92
ηc
2 96 100 100 98 96
5 86 98 96 96 84 5 100 100 98 100 90
10 96 98 100 98 78 10 90 100 100 98 80
20 94 98 92 94 74 20 88 100 100 100 84
50 98 100 98 100 86 50 90 100 100 100 90
(b) best.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 100 100 100 100 100
ηc
2 100 100 100 100 100
5 100 100 100 100 100 5 100 100 100 100 100
10 100 100 100 100 100 10 100 100 100 100 100
20 100 100 100 100 100 20 100 100 100 100 100
50 100 100 100 100 100 50 100 100 100 100 100
(c) worst.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 0 0 0 0 0
ηc
2 0 100 100 0 0
5 0 0 0 0 0 5 100 100 0 100 0
10 0 0 100 0 0 10 0 100 100 0 0
20 0 0 0 0 0 20 0 100 100 100 0
50 0 100 0 100 0 50 0 100 100 100 0
(d) S.D. .%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 30.3 14.1 14.1 19.8 27.4
ηc
2 19.8 0 0 14.1 19.8
5 35.1 14.1 19.8 19.8 37.0 5 0 0 14.1 0 30.3
10 19.8 14.1 0 14.1 41.8 10 30.3 0 0 14.1 40.4
20 24.0 14.1 27.4 24.0 44.3 20 32.8 0 0 0 37.0
50 14.1 0 14.1 0 35.1 50 30.3 0 0 0 30.3
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表 5.26： Function1(δ = 70, ε = 2)におけるGAおよびGA-4Sの優良解集合獲得率
(a) mean.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 32 30.7 32.7 33.3 29.3
ηc
2 97.3 98 98 94.7 94
5 30.7 32.7 32.7 32.7 31.3 5 98 98.7 99.3 91.3 88
10 30 32.7 32.7 33.3 28.7 10 94.7 96 97.3 92.7 85.3
20 32 30.7 33.3 33.3 30 20 91.3 98.7 95.3 90.7 79.3
50 32.7 32.7 33.3 33.3 30 50 92.7 96.7 96 90 79.3
(b) best.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 50 50 50 50 50
ηc
2 100 100 100 100 100
5 50 50 50 50 50 5 100 100 100 100 100
10 50 50 50 50 50 10 100 100 100 100 100
20 50 50 50 50 50 20 100 100 100 100 100
50 50 50 50 50 50 50 100 100 100 100 100
(c) worst.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 0 0 0 33.3 0
ηc
2 66.7 66.7 66.7 66.7 66.7
5 0 0 0 0 0 5 66.7 66.7 66.7 66.7 66.7
10 0 0 0 33.3 0 10 66.7 66.7 66.7 33.3 33.3
20 0 0 33.3 33.3 0 20 66.7 66.7 66.7 66.7 0
50 0 0 33.3 33.3 0 50 66.7 66.7 66.7 66.7 33.3
(d) S.D. .%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 6.60 9.13 4.71 0 10.9
ηc
2 9.13 8.00 8.00 12.3 12.9
5 9.13 4.71 4.71 4.71 8.00 5 8.00 6.60 4.71 14.8 16.2
10 10.1 4.71 4.71 0 11.7 10 12.3 10.9 9.13 15.5 19.2
20 6.60 9.13 0 0 10.1 20 14.8 6.60 11.7 15.1 26.0
50 4.71 4.71 0 0 10.1 50 13.9 10.1 10.9 15.4 21.2
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表 5.27： Function1(δ = 100, ε = 2)におけるGAおよびGA-4Sの優良解集合獲得率
(a) mean.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 20 19.2 20 19.6 18.4
ηc
2 99.2 99.2 100 99.6 98.0
5 18.4 19.2 20 20 17.6 5 97.6 99.2 99.2 98.8 96.4
10 18.8 19.2 20 20 17.6 10 98.4 99.6 98.8 98.0 95.6
20 19.2 18.4 19.6 19.6 18 20 98.0 99.2 98.4 96.4 92.0
50 18.8 19.6 20 20 16.4 50 98.0 98.8 99.2 96 91.6
(b) best.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 20 20 20 20 20
ηc
2 100 100 100 100 100
5 20 20 20 20 20 5 100 100 100 100 100
10 20 20 20 20 20 10 100 100 100 100 100
20 20 20 20 20 20 20 100 100 100 100 100
50 20 20 20 20 20 50 100 100 100 100 100
(c) worst.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 20 0 20 0 0
ηc
2 80 80 100 80 80
5 0 0 20 20 0 5 80 80 80 80 80
10 0 0 20 20 0 10 80 80 80 80 80
20 0 0 0 0 0 20 80 80 80 80 60
50 0 0 20 20 0 50 80 80 80 80 80
(d) S.D. .%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 0 3.96 0 2.83 5.48
ηc
2 3.96 3.96 0 2.83 6.06
5 5.48 3.96 0 0 6.57 5 6.57 3.96 3.96 4.80 7.76
10 4.80 3.96 0 0 6.57 10 5.48 2.83 4.80 6.06 8.37
20 3.96 5.48 2.83 2.83 6.06 20 6.06 3.96 5.48 7.76 10.7
50 4.80 2.83 0 0 7.76 50 6.06 4.80 3.96 8.08 9.97
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表 5.28： Function1(δ = 30, ε = 3)におけるGAおよびGA-4Sの優良解集合獲得率
(a) mean.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 98 98 100 98 86
ηc
2 92 100 100 96 90
5 96 98 98 98 82 5 96 98 100 100 94
10 96 100 94 96 86 10 90 96 100 98 88
20 90 98 100 98 82 20 92 98 98 100 90
50 96 96 98 98 76 50 88 100 100 98 82
(b) best.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 100 100 100 100 100
ηc
2 100 100 100 100 100
5 100 100 100 100 100 5 100 100 100 100 100
10 100 100 100 100 100 10 100 100 100 100 100
20 100 100 100 100 100 20 100 100 100 100 100
50 100 100 100 100 100 50 100 100 100 100 100
(c) worst.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 0 0 100 0 0
ηc
2 0 100 100 0 0
5 0 0 0 0 0 5 0 0 100 100 0
10 0 100 0 0 0 10 0 0 100 0 0
20 0 0 100 0 0 20 0 0 0 100 0
50 0 0 0 0 0 50 0 100 100 0 0
(d) S.D. .%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 14.1 14.1 0 14.1 35.1
ηc
2 27.4 0 0 19.8 30.3
5 19.8 14.1 14.1 14.1 38.8 5 19.8 14.1 0 0 24.0
10 19.8 0 24.0 19.8 35.1 10 30.3 19.8 0 14.1 32.8
20 30.3 14.1 0 14.1 38.8 20 27.4 14.1 14.1 0 30.3
50 19.8 19.8 14.1 14.1 43.1 50 32.8 0 0 14.1 38.8
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表 5.29： Function1(δ = 70, ε = 3)におけるGAおよびGA-4Sの優良解集合獲得率
(a) mean.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 48 49 49 50 45
ηc
2 99 97 99 99 88
5 47 49 49 49 45 5 95 97 100 94 91
10 48 49 49 49 45 10 95 97 99 90 87
20 45 49 49 50 46 20 93 96 97 96 86
50 45 48 49 49 46 50 94 94 98 91 81
(b) best.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 50 50 50 50 50
ηc
2 100 100 100 100 100
5 50 50 50 50 50 5 100 100 100 100 100
10 50 50 50 50 50 10 100 100 100 100 100
20 50 50 50 50 50 20 100 100 100 100 100
50 50 50 50 50 50 50 100 100 100 100 100
(c) worst.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 0 0 0 50 0
ηc
2 50 50 50 50 0
5 0 0 0 0 0 5 50 50 100 50 50
10 0 0 0 0 0 10 50 50 50 0 0
20 0 0 0 50 0 20 50 50 50 50 50
50 0 0 0 0 0 50 50 50 50 50 0
(d) S.D. .%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 9.90 7.07 7.07 0 15.2
ηc
2 7.07 12.0 7.07 7.07 23.8
5 12.0 7.07 7.07 7.07 15.2 5 15.2 12.0 0 16.4 19.4
10 9.90 7.07 7.07 7.07 15.2 10 15.2 12.0 7.07 22.6 24.3
20 15.2 7.07 7.07 0 13.7 20 17.5 13.7 12.0 13.7 22.7
50 15.2 9.90 7.07 7.07 13.7 50 16.4 16.4 9.90 19.4 28.4
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表 5.30： Function1(δ = 100, ε = 3)におけるGAおよびGA-4Sの優良解集合獲得率
(a) mean.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 23 25 25 25 22
ηc
2 96 99 99 99 96.5
5 23.5 24.5 24.5 25 22.5 5 97 98 97.5 94 93
10 22 24 25 25 23 10 97 97 97 95 90
20 23 23 25 25 21 20 95.5 96 95 93.5 89.5
50 22 24 25 24.5 22 50 94.5 94 97.5 94.5 83.5
(b) best.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 25 25 25 25 25
ηc
2 100 100 100 100 100
5 25 25 25 25 25 5 100 100 100 100 100
10 25 25 25 25 25 10 100 100 100 100 100
20 25 25 25 25 25 20 100 100 100 100 100
50 25 25 25 25 25 50 100 100 100 100 100
(c) worst.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 0 25 25 25 0
ηc
2 75 75 75 75 75
5 0 0 0 25 0 5 75 75 75 75 75
10 0 0 25 25 0 10 75 75 75 75 50
20 0 0 25 25 0 20 75 75 75 50 50
50 0 0 25 0 0 50 75 75 75 75 50
(d) S.D. .%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 6.85 0 0 0 8.21
ηc
2 9.26 3.54 3.54 3.54 8.76
5 6.00 3.54 3.54 0 7.58 5 8.21 6.85 7.58 10.8 11.3
10 8.21 4.95 0 0 6.85 10 8.21 8.21 8.21 10.1 14.3
20 6.85 6.85 0 0 9.26 20 9.70 9.26 10.1 12.2 14.4
50 8.21 3.54 0 3.54 8.21 50 10.5 10.8 7.58 10.5 14.8
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Shekel Function実験結果
表 5.31： Shekel Function(δ = 6, ε = 0.4)におけるGAおよびGA-4Sの優良解集合獲得率
(a) mean.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 15.7 15.7 14.7 13.7 13.3
ηc
2 18.3 17.3 17.3 18 17.6
5 16 15.3 15.7 14 12.7 5 17 17.3 17.6 17.3 18.3
10 15.7 14.3 15.3 14 14 10 18.7 17.3 18.3 18.3 19.3
20 16.3 15.7 15.3 13.7 13.3 20 18 17.6 18 18 18.3
50 16 15.7 14.3 15 13.3 50 18.3 17.6 17.6 17 18.3
(b) best.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 16.7 16.7 16.7 16.7 16.7
ηc
2 33.3 33.3 33.3 33.3 33.3
5 16.7 16.7 16.7 16.7 16.7 5 33.3 33.3 33.3 33.3 50
10 16.7 16.7 16.7 16.7 16.7 10 33.3 33.3 50 33.3 50
20 16.7 16.7 16.7 16.7 16.7 20 33.3 50 50 33.3 33.3
50 16.7 16.7 16.7 16.7 16.7 50 33.3 33.3 50 50 50
(c) worst.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 0 0 0 0 0
ηc
2 16.7 16.7 16.7 0 16.7
5 0 0 0 0 0 5 16.7 16.7 16.7 16.7 0
10 0 0 0 0 0 10 16.7 16.7 16.7 0 0
20 0 0 0 0 0 20 16.7 16.7 0 0 0
50 0 0 0 0 0 50 16.7 16.7 0 0 0
(d) S.D. .%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 4.00 4.00 5.47 6.47 6.73
ηc
2 5.05 3.30 3.30 5.67 4.00
5 3.30 4.57 4.00 6.17 7.19 5 2.36 3.30 4.00 3.30 7.72
10 4.00 5.84 4.57 6.17 6.17 10 5.47 3.30 6.07 6.94 8.49
20 2.36 4.00 4.57 6.47 6.73 20 4.57 5.23 7.41 5.67 6.07
50 3.30 4.00 5.84 5.05 6.73 50 5.05 4.00 6.22 5.31 7.72
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表 5.32： Shekel Function(δ = 8, ε = 0.4)におけるGAおよびGA-4Sの優良解集合獲得率
(a) mean.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 12.5 12.3 12.5 12.5 12.5
ηc
2 32.8 33.3 33.8 32.5 32
5 12.5 12.5 12.5 12.5 12 5 34.5 33 32.3 31 34.3
10 12.5 12.5 12.5 12.3 12 10 33.3 31.8 33.8 31.5 31.3
20 12.3 12.5 12.5 12.5 12 20 32 32.5 30.8 32.3 31.3
50 12.5 12.5 12.5 12.5 12.3 50 30.3 30.5 30.3 30.8 33.5
(b) best.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 12.5 12.5 12.5 12.5 12.5
ηc
2 75 62.5 62.5 50 50
5 12.5 12.5 12.5 12.5 12.5 5 62.5 62.5 50 50 50
10 12.5 12.5 12.5 12.5 12.5 10 62.5 75 62.5 50 50
20 12.5 12.5 12.5 12.5 12.5 20 62.5 62.5 50 50 50
50 12.5 12.5 12.5 12.5 12.5 50 62.5 62.5 50 62.5 75
(c) worst.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 12.5 0 12.5 12.5 12.5
ηc
2 12.5 12.5 25 12.5 12.5
5 12.5 12.5 12.5 12.5 0 5 12.5 25 12.5 12.5 12.5
10 12.5 12.5 12.5 0 0 10 25 25 25 12.5 12.5
20 0 12.5 12.5 12.5 0 20 12.5 25 12.5 12.5 25
50 12.5 12.5 12.5 12.5 0 50 12.5 25 25 12.5 12.5
(d) S.D. .%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 0 1.77 0 0 0
ηc
2 11.0 9.98 9.53 9.78 8.44
5 0 0 0 0 2.47 5 10.9 9.02 9.14 8.08 11.0
10 0 0 0 1.77 2.47 10 10.3 10.5 9.19 9.19 8.84
20 1.77 0 0 0 2.47 20 9.50 9.45 8.07 9.48 8.09
50 0 0 0 0 1.77 50 8.41 9.83 8.02 9.18 11.7
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表 5.33： Shekel Function(δ = 12, ε = 0.4)におけるGAおよびGA-4Sの優良解集合獲得率
(a) mean.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 10 10 10 10 10
ηc
2 39.6 34.8 35 33.8 34.4
5 10 10 10 10 10 5 38 35.4 35.6 33.4 32.6
10 10 10 10 10 10 10 37.2 34.6 34.6 33.4 34.6
20 10 10 10 10 10 20 36.8 32.8 33 31.2 33.2
50 10 10 10 10 10 50 35.4 31.4 34.4 35.4 32.2
(b) best.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 10 10 10 10 10
ηc
2 60 50 60 60 60
5 10 10 10 10 10 5 60 50 60 50 60
10 10 10 10 10 10 10 50 60 60 60 60
20 10 10 10 10 10 20 60 50 50 60 60
50 10 10 10 10 10 50 70 60 70 60 60
(c) worst.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 10 10 10 10 10
ηc
2 20 20 20 20 20
5 10 10 10 10 10 5 20 20 20 10 20
10 10 10 10 10 10 10 20 20 20 20 20
20 10 10 10 10 10 20 20 20 20 20 20
50 10 10 10 10 10 50 20 20 20 10 10
(d) S.D. .%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 0 0 0 0 0
ηc
2 9.47 10.1 11.5 11.9 10.3
5 0 0 0 0 0 5 11.6 10.3 10.3 9.82 11.6
10 0 0 0 0 0 10 10.5 10.3 8.62 10.6 11.5
20 0 0 0 0 0 20 12.0 8.58 9.95 9.18 10.4
50 0 0 0 0 0 50 12.2 9.26 10.3 11.8 10.2
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表 5.34： Shekel Function(δ = 6, ε = 0.8)におけるGAおよびGA-4Sの優良解集合獲得率
(a) mean.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 10.3 9.50 10.5 8.50 8.75
ηc
2 17.8 15 15.3 15.5 15.3
5 10.5 10 9.50 9.75 9.50 5 15.8 13.8 14.3 15.8 15.5
10 10 9 11 9.50 8.25 10 14.5 16 14.8 15.8 15.8
20 10 10.3 9.50 8.25 9 20 15 14.5 15 15.3 14.0
50 9 9 8.25 9 8.25 50 14.3 14.8 14.5 14.5 13.8
(b) best.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 12.5 12.5 12.5 12.5 12.5
ηc
2 37.5 25 25 25 25
5 12.5 12.5 12.5 12.5 12.5 5 37.5 25 25 25 25
10 12.5 12.5 12.5 12.5 12.5 10 25 37.5 25 25 37.5
20 12.5 12.5 12.5 12.5 12.5 20 25 25 37.5 37.5 25
50 12.5 12.5 12.5 12.5 12.5 50 25 37.5 25 25 25
(c) worst.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 0 0 0 0 0
ηc
2 12.5 12.5 12.5 12.5 12.5
5 0 0 0 0 0 5 12.5 12.5 12.5 12.5 12.5
10 0 0 0 0 0 10 12.5 12.5 12.5 12.5 12.5
20 0 0 0 0 0 20 12.5 12.5 12.5 12.5 12.5
50 0 0 0 0 0 50 12.5 12.5 12.5 12.5 12.5
(d) S.D. .%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 4.85 5.39 4.63 5.89 5.79
ηc
2 7.18 5.05 5.23 5.39 5.23
5 4.63 5.05 5.39 5.23 5.39 5 6.09 3.79 4.38 5.54 5.39
10 5.05 5.67 4.10 5.39 5.98 10 4.63 6.21 4.85 5.54 6.59
20 5.05 4.85 5.39 5.98 5.67 20 5.05 4.63 5.65 5.81 4.10
50 5.67 5.67 5.98 5.67 5.98 50 4.38 6.02 4.63 4.63 3.79
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表 5.35： Shekel Function(δ = 8, ε = 0.8)におけるGAおよびGA-4Sの優良解集合獲得率
(a) mean.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 14.3 14 14.7 15 14.3
ηc
2 49.7 47.3 44.7 44.7 47.3
5 16 13.7 15 13.7 14 5 48.7 44.3 43.7 41.7 45.7
10 14.3 14.3 14.7 14.3 12.7 10 44.7 42.3 42 46.7 45
20 13.3 13.3 14.3 12.7 13 20 46.3 46 44.3 41 39.7
50 13 12.3 13.7 14.3 13 50 44 43.3 43.7 42.3 42.7
(b) best.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 16.7 16.7 16.7 16.7 16.7
ηc
2 100 83.3 83.3 66.7 83.3
5 16.7 16.7 16.7 16.7 16.7 5 83.3 83.3 83.3 66.7 66.7
10 16.7 16.7 16.7 16.7 16.7 10 83.3 66.7 66.7 83.3 83.3
20 16.7 16.7 16.7 16.7 16.7 20 83.3 83.3 66.7 66.7 66.7
50 16.7 16.7 16.7 16.7 16.7 50 83.3 83.3 66.7 66.7 66.7
(c) worst.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 0 0 0 0 0
ηc
2 16.7 16.7 16.7 33.3 16.7
5 0 0 0 0 0 5 16.7 16.7 16.7 16.7 16.7
10 0 0 0 0 0 10 16.7 16.7 16.7 16.7 16.7
20 0 0 0 0 0 20 16.7 16.7 16.7 16.7 16.7
50 0 0 0 0 0 50 16.7 16.7 16.7 16.7 16.7
(d) S.D. .%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 5.84 6.17 5.47 5.05 5.84
ηc
2 15.2 14.8 14.1 10.3 13.2
5 3.30 6.47 5.05 6.47 6.17 5 13.4 13.3 14.2 12.3 14.6
10 5.84 5.84 5.47 5.84 7.19 10 12.8 13.1 13.6 14.3 15.2
20 6.73 6.73 5.84 7.19 6.97 20 15.2 15.3 12.4 12.7 15.4
50 6.97 7.38 6.47 5.84 6.97 50 15.7 14.3 14.2 13.6 12.7
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表 5.36： Shekel Function(δ = 12, ε = 0.8)におけるGAおよびGA-4Sの優良解集合獲得率
(a) mean.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 13.3 14.7 15 13.7 11.3
ηc
2 73.7 70 67.7 69.3 69.7
5 12 12.7 14.7 13.3 13.3 5 73.7 68.3 66.3 69.7 68.7
10 13 12.7 12.7 14.7 12 10 70.7 70.7 65.3 67.7 63.3
20 14.3 13.3 13.3 13.3 13.3 20 71.7 69.7 66.3 66 64.3
50 13.3 14.7 13.3 13.3 13 50 71 67.7 65 67.7 65
(b) best.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 16.7 16.7 16.7 16.7 16.7
ηc
2 100 100 83.3 83.3 100
5 16.7 16.7 16.7 16.7 16.7 5 100 83.3 100 83.3 100
10 16.7 16.7 16.7 16.7 16.7 10 100 100 83.3 100 83.3
20 16.7 16.7 16.7 16.7 16.7 20 100 100 83.3 83.3 83.3
50 16.7 16.7 16.7 16.7 16.7 50 83.3 100 83.3 83.3 100
(c) worst.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 0 0 0 0 0
ηc
2 50 50 50 50 50
5 0 0 0 0 0 5 50 50 50 50 50
10 0 0 0 0 0 10 50 50 50 50 50
20 0 0 0 0 0 20 50 50 50 50 50
50 0 0 0 0 0 50 50 50 50 50 50
(d) S.D. .%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 6.73 5.47 5.05 6.47 7.85
ηc
2 12.2 12.6 10.3 11.3 13.8
5 7.56 7.19 5.47 6.73 6.73 5 12.6 10.2 12.4 10.5 11.0
10 6.97 7.19 7.19 5.47 7.56 10 13.3 10.9 10.6 12.3 10.6
20 5.84 6.73 6.73 6.73 6.73 20 10.8 11.0 11.9 12.1 12.1
50 6.73 5.47 6.73 6.73 6.97 50 8.79 13.2 10.8 12.3 12.3
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表 5.37： Shekel Function(δ = 6, ε = 1.2)におけるGAおよびGA-4Sの優良解集合獲得率
(a) mean.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 22 22.7 20.7 18.7 14
ηc
2 49.3 49.3 47.3 49.3 45.3
5 22.7 21.3 16 18.7 16 5 56 46 52.7 48.7 42
10 19.3 20.7 17.3 20.7 17.3 10 50.7 46 46.7 48.7 45.3
20 20.7 19.3 18.7 14.7 9.33 20 52.7 50.7 43.3 50 46
50 19.3 20 20 18 16 50 51.3 48 46.7 48.7 44
(b) best.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 33.3 33.3 33.3 33.3 33.3
ηc
2 100 100 100 100 100
5 33.3 33.3 33.3 33.3 33.3 5 100 100 100 100 100
10 33.3 33.3 33.3 33.3 33.3 10 100 100 100 100 100
20 33.3 33.3 33.3 33.3 33.3 20 100 100 66.7 100 100
50 33.3 33.3 33.3 33.3 33.3 50 100 100 100 100 100
(c) worst.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 0 0 0 0 0
ηc
2 33.3 33.3 33.3 33.3 33.3
5 0 0 0 0 0 5 33.3 33.3 33.3 33.3 33.3
10 0 0 0 0 0 10 33.3 33.3 33.3 33.3 33.3
20 0 0 0 0 0 20 33.3 33.3 33.3 33.3 33.3
50 0 0 0 0 0 50 33.3 33.3 33.3 33.3 33.3
(d) S.D. .%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 16.0 15.7 16.3 16.7 16.6
ηc
2 22.6 21.5 19.2 21.5 17.5
5 15.7 16.2 16.8 16.7 16.8 5 23.8 17.7 23.4 19.3 17.6
10 16.6 16.3 16.8 16.3 16.8 10 20.5 20.1 19.0 20.4 18.8
20 16.3 16.6 16.7 16.7 15.1 20 22.4 20.5 15.4 19.3 20.1
50 16.6 16.5 16.5 16.8 16.8 50 20.4 21.5 19.0 23.5 17.1
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表 5.38： Shekel Function(δ = 8, ε = 1.2)におけるGAおよびGA-4Sの優良解集合獲得率
(a) mean.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 23.3 22 22 19.3 16
ηc
2 70.7 64 58.7 58 59.3
5 22.7 21.3 16 18.7 11.3 5 69.3 58 56.7 54.7 53.3
10 21.3 17.3 17.3 16 15.3 10 70.3 60 52.7 58.7 54
20 19.3 21.3 18 16.7 9.33 20 60.7 60.7 58.7 57.3 56.7
50 17.3 22.7 18 13.3 13.3 50 66.7 60 56.7 60.7 52
(b) best.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 33.3 33.3 33.3 33.3 33.3
ηc
2 100 100 100 100 100
5 33.3 33.3 33.3 33.3 33.3 5 100 100 100 100 100
10 33.3 33.3 33.3 33.3 33.3 10 100 100 100 100 100
20 33.3 33.3 33.3 33.3 33.3 20 100 100 100 100 100
50 33.3 33.3 33.3 33.3 33.3 50 100 100 100 100 100
(c) worst.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 0 0 0 0 0
ηc
2 33.3 33.3 33.3 33.3 33.3
5 0 0 0 0 0 5 33.3 33.3 33.3 33.3 33.3
10 0 0 0 0 0 10 33.3 33.3 33.3 33.3 33.3
20 0 0 0 0 0 20 33.3 33.3 33.3 33.3 33.3
50 0 0 0 0 0 50 33.3 33.3 33.3 33.3 33.3
(d) S.D. .%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 15.4 16.0 16.0 16.6 16.8
ηc
2 24.9 21.1 18.5 20.0 19.4
5 15.7 16.2 16.8 16.7 16.0 5 24.1 23.1 21.6 22.1 22.3
10 16.2 16.8 16.8 16.8 16.8 10 23.9 23.3 20.3 18.5 23.2
20 16.6 16.2 16.8 16.8 15.1 20 19.9 23.0 23.9 21.3 21.6
50 16.8 15.7 16.8 16.5 16.5 50 25.2 21.3 23.6 22.0 19.2
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表 5.39： Shekel Function(δ = 12, ε = 1.2)におけるGAおよびGA-4Sの優良解集合獲得率
(a) mean.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 11.6 13.2 14 10.4 12
ηc
2 82.0 76.4 78.8 78.4 70.8
5 12.4 12.4 9.20 10.8 9.60 5 80.8 80 74.8 77.2 68.8
10 12.8 12 11.2 10 7.60 10 79.2 73.6 70.4 72 68.8
20 11.6 12.8 10.8 10 5.60 20 80.8 78.4 73.2 66.4 56.4
50 13.2 11.6 11.2 10.8 6.80 50 80.8 73.2 67.6 70 60.8
(b) best.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 20 20 20 20 20
ηc
2 100 100 100 100 100
5 20 20 20 20 20 5 100 100 100 100 100
10 20 20 20 20 20 10 100 100 100 100 100
20 20 20 20 20 20 20 100 100 100 100 100
50 20 20 20 20 20 50 100 100 100 100 100
(c) worst.%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 0 0 0 0 0
ηc
2 40 40 40 60 20
5 0 0 0 0 0 5 40 60 40 20 40
10 0 0 0 0 0 10 40 40 40 40 20
20 0 0 0 0 0 20 40 40 40 20 20
50 0 0 0 0 0 50 60 40 40 20 20
(d) S.D. .%
GA GA-4S
ηm ηm
2 5 10 20 50 2 5 10 20 50
ηc
2 9.97 9.57 9.26 10.1 9.90
ηc
2 15.8 17.5 17.8 14.5 17.2
5 9.81 9.81 10.1 10.1 10.1 5 16.1 13.4 15.0 18.5 14.1
10 9.70 9.90 10.0 10.1 9.81 10 16.6 16.4 18.2 15.1 20.7
20 9.97 9.70 10.1 10.1 9.07 20 16.1 16.6 17.0 18.3 19.2
50 9.57 9.97 10.0 10.1 9.57 50 16.1 16.0 16.6 16.8 22.5
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5.3.3 考察
DEへの適用に関する Function 1ベースの優良解集合探索問題 2つの実験結果（表 5.7，
表 5.10）を除けば，すべての優良解集合探索問題において提案手法が優れた結果を残して
いるといえる。ここで改めて，2つの実験結果（表 5.7，表 5.10）の優良解がどのようになっ
ているかを確認されたい。どちらの問題も，優良解を 1つ求める問題であり，それはすな
わち，大域的最適解のみを求める問題ということになる。この場合，大域的最適解を求め
るための手法である従来のDEのほうが優れていても何らおかしくなく，むしろ提案手法
が肉薄した結果を残したことが，優れた有用性であるといえよう。
また，従来手法（DE,GA）は，提案手法に対し，相対的に優良解集合獲得率の標準偏差
が小さい傾向にある。従来手法は，大域的最適解のみを獲得する傾向があるのに対し，提
案手法は，優良解集合のすべての獲得を目指すため，相対的な局所解ごとの探索効率が落
ち，優良解集合の獲得率にばらつきが出たのだと考えられる。
いずれにしても，提案手法の結果は良好であり，理論的に優良解集合の探索が可能であ
るというだけに留まらず，数値実験的にも高い有用性を示したといえる。
6 結論
6.1 本論文の成果
本論文の成果をまとめる。本論文の成果は，主に 3つある。¬初めての優良解集合探索
問題における優越関係の定義，­初めての厳密な優良解集合探索手法の提案，®提案した
優越関係および優良解集合探索手法の有用性の数値実験的検証の 3つである。それぞれに
ついて簡単に述べる。
6.1.1 初めての優良解集合探索問題における優越関係の定義
先行研究では，優良解集合探索問題のための，単目的最適化手法の開発がなされていた
が，厳密な優良解集合探索手法は未だに提案されていなかった。それに対し，本論文では，
優良解集合探索問題の定義を陽に取り込んだ優越関係を定義した。これにより，従来の有
用な単目的最適化手法を，大きな変更を要することなく，評価の部分にこの優越関係を組
み込むことで，優良解集合探索手法の構築を可能にした。優良解集合探索手法開発の土台
を構築した。
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6.1.2 初めての厳密な優良解集合探索手法の提案
従来の有力な単目的最適化手法に，提案した優越関係を適用した，初めての厳密な優良
解集合探索手法を提案した。これにより，今までに提案されていなかった優良解集合探索
手法という新規性を主張できる。また，導入に関しても，解の選択の部分にのみ変更を加
える形にとどめ，利便性，有用性にも考慮している。優越関係の定義に留まらず，実際に
手法に適用することで，今後の優良解集合探索手法開発の土台を，より盤石なものにした。
6.1.3 提案した優越関係および優良解集合探索手法の有用性の数値実験的
検証
理論的に優良解集合探索問題が解けることができる手法の構築に留まらず，それらと導
入前の従来手法との性能比較実験を行い，提案手法の高い有用性を示した。これにより，
提案した優越関係が，理論的だけでなく，実験的にも高い実用性，有用性が示された。
6.2 課題と展望
今後の課題および展望としては，その他の進化型単目的最適化手法への適用，さらなる
ベンチマーク問題の拡充といった，比較的難易度の低い課題から，進化型の枠組みにとら
われないその他手法への優越関係の適用，解同士の優越関係の利活用といった，発展的な
展望も期待できる。
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