Abstract-This article discusses the analysis of customer loyalty using three data mining methods: C4.5, Naive Bayes, and Nearest Neighbor Algorithms and realworld empirical data. The data contain ten attributes related to the customer loyalty and are obtained from a national multimedia company in Indonesia. The dataset contains 2269 records. The study also evaluates the effects of the size of the training data to the accuracy of the classification. The results suggest that C4.5 algorithm produces highest classification accuracy at the order of 81% followed by the methods of Naive Bayes 76% and Nearest Neighbor 55%. In addition, the numerical evaluation also suggests that the proportion of 80% is optimal for the training set.
I. INTRODUCTION
For business entities, it is important to be able to predict the amount of income they may obtain from their active customers. For this purpose, they need models that capable of identifying whether the customer loyal or disloyal to the company and to predict the number of customers who will leave the company and turn to its competitors.
The cost associated with customer acquisition is usually higher than the cost associated with customer retention. The prediction on customer loyalty can be directed to identify customers who will turn to any of its customer competitors. This capability is essential, particularly, for modern telecommunication operator. So far, the main approach to predict individual customer loyalty is by using the predictive model as demonstrated by Ref. [1] .
Another body of work related to the customer loyalty prediction was Ref. [2] . It was focused on multimediaon-demand (MOD) customers. MOD is an interactive system to provide values and add services on TV services. The reference used data mining technique. Reference [3] utilized discriminant analysis, decision tree, and neural network for predicting the customer feasibility of paying their services.
This study proposes a customer loyalty predictive model and evaluates the use of three data mining algorithms: C4.5, Naive Bayes, and Nearest Neighbor algorithms. The study utilizes a dataset obtained from a national-level multimedia company residing in Jakarta, Indonesia. The dataset consists of 2269 data with nine attributes. This study also considers the importance of each attribute to the prediction accuracy.
II. RESEARCH METHOD
The current research procedure was shown in Fig. 1 . The first stage was the data collection in which the data that would be used were collected a multimedia company. The second stage was preprocessing including the deletion of the empty and incomplete data. The third stage was testing by using the C4.5, Naive Bayes and Nearest Neighbor algorithms. The fourth stage was the result evaluations using a confusion matrix. The fifth stage showed which attributes that affect and which do not affect the data mining processes in the prediction of customer loyalty. The evaluated attributes are tabulated in Table I . The last stage was a comparison on the accuracy of the results from those three algorithms, attributes evaluation and dataset portions that have been used.
A. Data Mining
Data mining is defined as the process of finding patterns in data and is automatic or (usually) semiautomatic [4] . Data are always supposed to be in in large size. Data mining is the process of finding meaningful new correlations, patterns, and trends by sifting through large amounts of data stored in the repository, using the technology of reasoning patterns and techniques of statistical and mathematical [5] .
The term data mining has the nature of a discipline whose primary goal is to discover, explore, or mine the knowledge of the data or information [6] . Customer who successfully retained the loyal customers "LOYAL", and customers who fail to maintain loyal customer "NO".
purpose of classification, data mining is a method of learning the data to predict the value of a group of attributes. The classification algorithm will produce a set of rules for predicting the class of the data [7] .
B. C4.5 Algorithm C4.5 algorithm is a suitable algorithm for classification problems in machine learning and data mining [8] . In the decision tree, the node in the center of the attributes of the data being tested (tuple), the branch is the result of the test attributes, and the leaves are formed class [9] .
C. Naivë Bayes Algorithm
Naivë words, which seem condescending, derived from the assumption of independence of the influence of the value of an attribute of the class probalilitas given against the value of other attributes Refs. [5, 10] .
D. Nearest Neighbor Method
Reference [11] utilized the nearest neighbor approach to find cases by calculating the closeness between the new cases with old cases, which is based on matching the weight of a number of existing features.
E. Confusion Matrix
In the domain of machine learning, a confusion matrix is a tabular representation that provides a visualization of the performance of classification algorithms [12] . It is mathematically written:
where TP denotes the number of positive instances categorized as positive, FP denotes the number of negative instances categorized as positive, FN denotes the number of positive instances categorized as negative, and TN denotes the number of negative instances categorized as negative.
F. Customer Loyalty
Behavior disloyal customers who left the company became one of the company's revenue loss [13] . With more and more ISPs, therefore the competition is getting tougher and customers are demanding more rights, and frequently switching ISP [14] .
G. Cross-Industry Standard Process for Data Mining
Cross-Industry Standard Process for Data Mining (CRISP-DM) is a standard that has been developed in 1996 with a purpose to make the process of analysis of an industry as a problem-solving strategy of the business or research unit [15] . For data that can be processed by the CRISP-DM, there are no provisions or particular characteristics, because the data will be processed back to the phases inside. phases in CRISP-DM described in Figure 2 , and the explanations of the stages are described of the following.
1) Business Understanding Phase: Data for this study were collected from one of service companies engaged in cable TV and internet in Indonesia. The data that would be studied are about the customers who request to unsubscribe to the services. The purpose of this research is to predict the loyal customers that should be preserved. The data used were taken from an application that records complaints and unsubscribe requests from the customers.
2) Data Understanding: Data Understanding is a phase in which data were collected and studied with the purpose to recognize and to identify the data. This phase discussed the data that would be used for data mining processes. In accordance with what was mentioned in the previous phase, the data used were the data of customers who requested to unsubscribe to the services. In the current study, the data consist of .S. Girsang, "Use of Data Mining for Prediction of Customer Loyalty,"
, 2016.
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G. Customer Loyalty
Behavior disloyal customers who left the company became one of the company's revenue loss Ref. [14] . With more and more ISPs, therefore the competition is getting tougher and customers are demanding more rights, and frequent switching ISP Ref. [15] . Figure 1 above, the first stage was data collection in which the data that would be used were derived from PT. XYZ. The second stage was preprocessing, the deletion of the empty data, where in the previous data, there were some incomplete records/data (empty). The third stage was testing by using the C4.5, Naive Bayes and Nearest Neighbor algorithms. The fourth stage was the results of testing by using C4. 2269 records in comma-separated-values (csv) format.
3) Data Preparation Phase: In data mining, the incomplete, inconsistent, and unorderly attributes could not be processed systematically by the data mining algorithms. Therefore, it was necessary to conduct validation process in order to find and convert the data so that it could be used in data mining algorithms. In the dataset that would be used, the validation of the data that would be used was by eliminating the incomplete data. In the data validation phase, the customers data was incomplete because the customers had already unsubscribed. The incomplete data would be eliminated so that would not interfere with the accuracy of the data processing later. The very large data of subscription products would also be narrowed down to the main products that are internet, cable TV or combo to make it easier to apply some of the algorithms. The duration of the customers would be converted into months.
The classification of the attributes' values was also done on the reason that the customers request to unsubscribe would be diverse, so that would be classified into the following categories:
• Switch: move to other company, 
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Cite 1  90  10  2  80  20  3  70  30  4 60 40 4) Modelling Phase: Each algorithm modeling was done by using 2269 records, in which used a predetermined algorithm. It was done by referring to a form of data and objectives / outcomes that would be achieved from the application of data mining, which was to measure customer loyalty, which could be described in Fig. 3 .
In Figure 3 , it explained that it was starting with dataset, then the dataset 2269 records were separated for the training and testing phases following the proportions listed in Table II. In Table II , it explained that this research would attempt to determine the optimum size for the training data. Next, the testing of C4.5, Naivë Bayes and Nearest Neighbor algorithms. At this establishment of the modeling with training data and testing data there were also several experiments performed by eliminating the attributes used to determine which significant attributes that affected the value of the resulted performance evaluation, that later would produce a performance evaluation in the form of confusion matrix and AUC tables. Then on those three used algorithms performance evaluation results were compared, then it would draw the conclusions from this comparison 5) Evaluation Phase: The research that will be conducted in this experiment is to use a computer to perform the calculation of the proposed model. The process of experiment and testing models used a part of the existing dataset. All datasets were then tested by the method proposed in the application AGPL-licensed Rapid miner 7 Open source (GNU Affero General Public License) version 3. The first ranked data mining software in the poll by KDnuggets, a data-mining portal in 2010-2011. On the website http://www.siliconafrica.com/the-best-data-minningtools-you-can-use-for-free-in-your-company/, it is written that RapidMiner is in the first rank as the best and widely-used free data mining tool in various companies. The specification of the computer used is shown in Table III . In this phase, there were some tests on the models that have a purpose to get the most accurate models. Evaluation and validation were conducted by using the confusion matrix and the receiver operating characteristic (ROC) curve. 6) Deployment Phase: In this deployment phase, it will make a report on the results of the overall data mining activities conducted. This report will contain the obtained knowledge or the recognition of the patterns on the data that has been processed with data mining.
III. RESULTS AND DISCUSSION
In this section, we discuss the analysis results using the methods of C4.5 (Section III-A), Naïve Bayes (Section III-B), and k-Nearest Neighbor (Section III-C) algorithms. In addition, we also study the effects of the training-data size to the accuracy.
A. Using C4.5 Algorithm
In this research, the analysis was conducted by using algorithm C4.5 by conducting some experiments with the determination on the portions of the training data and testing data from the dataset used. This research will also conduct the experiment to eliminate the attributes that will be used in the conducted data mining processes, to determine which attributes that are really significant in affecting the results of the performance evaluation, which later will be explained in Section IV.
B. Naïve Bayes Algorithm
In this research, the analysis was conducted by using algorithm Nave Bayes by conducting some experiments with the determination on the portions of the training data and testing data from the dataset used. This research will also conduct the experiment to eliminate the attributes that will be used in the conducted data mining processes, to determine which attributes that are really significant in affecting the results of the performance evaluation, which later can be explained in the following sub-chapter. In scenario 1 of the research conducted experiments of eliminating the attributes in the dataset processing with a portion of training data of 80% and testing data of 20%, with the Nave Bayes algorithm to compare whether the attributes used affected the performance evalution or not, that can be seen in Table V .
C. Nearest Neighbor Algorithm
The classification results using k-Nearest Neighbor algorithm for the proportion of training data of 60% to 90% are shown in Table VI . Generally, the results suggest that the size of the training data are not significantly affect the accuracy. 
D. Comparison of the Accuracy of the Three Methods
The comparison of the classification accuracy of the three methods is shown in Table VII. The table  only shows the results of analysis using all attributes. The data size for training is varied from 60% to 90%. The results indicate that C4.5 algorithm provides the highest classification accuracy, and respectively followed by the Naïve Bayes and Nearest Neighbor algorithms. The table also suggests that the amount of 1800 records of training data, about 80%, is sufficient to provide a reliable model.
IV. CONCLUSIONS
Importance of the mathematical/computational model to predict the customer level of loyality for The results suggest that the predictive model having rather high predictive accuracy can be established using the C4.5 algorithm. The numerical assessment revealed that the algorithm could reach 80% of the accuracy level. It also showed that the accuracy was affected by the size of the training dataset. Despite of this, using at least 1800 records for training, the dependecy of the accuracy on the size seems to be rather less relevant.
