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Abstract
To optimise organic photovoltaic devices, design rules relating chemical and physical structure
to the ability of the active material to absorb light, separate charges and transport charges, are
required. We assess the predictive power of computational modelling techniques, comparing
results with experiment.
In Chapter 4, we calculate the influence of chemical structure on conformation and light ab-
sorption in conjugated polymers, and explain the remarkably high optical absorption in poly-
thieno[3,2b]-thiophene-diketo-pyrrolopyrrole-co-thiophene (PDPP-TT-T) in terms of its high
persistence length. We calculate that diketopyrrolopyrrole does not act as an electron acceptor
in PDPP-TT-T or other oligomers, and find no correlation between transition dipole moment
and degree of charge transfer between units.
Chapter 5 reviews recent developments in modelling charge pair generation, focussing on elec-
tronic structure calculations of interfacial states, electrostatic models, excited state dynamics,
and remaining challenges in achieving a predictive approach.
In Chapter 6, we study the influence of chemical structure and mutual position of oligomer:fullerene
pairs on interfacial state properties using time-dependent density functional theory, reproduc-
ing energy trends measured by electroluminescence in corresponding polymer:fullerene systems.
For several isoindigo and diketopyrrolopyrrole based cooligomers, we calculate a lowest excita-
tion energy close in energy to that of pairs with fullerene. The natures and energies of these pair
states are strongly dependent on fullerene position. We calculate the effect of thiophene substi-
tution in PDPP-TT-T, and rationalise observed charge separation efficiency of corresponding
experimental systems.
In Chapter 7, we calculate the influence of chemical structure on electronic polarisabilities
of functionalised fullerenes using the Hartree Fock method, and the influence of molecular
polarisability, lattice structure, and direction of charge separation on dielectric constants in
C60 and PCBM, using a polarisable dipole model. We calculate the influence of electronic
polarisation on charge delocalisation, and its dependence upon chemical structure and packing,
and discuss relevance to charge transport properties.
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Chapter 1
Introduction and Motivation
1.1 Organic Photovoltaics
There is a crucial need for low cost, low carbon, methods of generating electrical power, in
order to meet a growing world energy demand, and to replace carbon intensive methods of
generating energy through combustion of fossil fuels. [1] Solar insolation in readily available
locations provides ample power to provide more than fifty times the projected world 2030
power demand with solar panels at current efficiencies. [2] Further, recent studies have shown
unsubsidised solar power to be cost effective for the electrification of many off-grid regions, [3]
and below the price of grid electricity in much of Southern Europe. [4]
Historically, the cost of conventional, silicon-based photovoltaics (PV) was prohibitive, and this
stimulated research into new, potentially cheaper technologies, of which organic photovolatics
(OPV) are one. At the present time, although cost of conventional PV has fallen, there is
still great interest in flexible and mass-producible PV technology for its versatility and design
potential, as well as for low capital cost, and low embedded energy.
Organic photovoltaics represent a possible pathway to low cost solar power, with low levels of
embedded energy, [5] through solution processing, which allows fabrication by high-throughput
coating methods in a roll-to-roll process (Figures 1.1(a,b)). [6]
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(a) (b)
Figure 1.1: OPV Device and Fabrication (a) an OPV Module, [7] (b) Production of OPV
Modules through roll-to-roll processing in Professor Frederik Krebs’ laboratory at the Technical
University of Denmark (photograph by Dr. Antonio Urbina)
A number of challenges remain in the development of OPVs. Foremost among these are chal-
lenges in increasing power conversion efficiency, improving long term device stability, and scal-
ing up processing from laboratory scale. [8] Following a period of intense research interest,
[9] record power conversion efficiencies for a single junction device have risen from ∼ 3% in
2001 to 11.5% in 2015. [10] Efficiency has improved through the introduction of new materials
and processes, but largely through trial and error, and the wide range of available materials
makes it important to have a way to evaluate their potential performance quickly. Therefore,
predictive modelling tools are of great interest.
1.2 Photocurrent Generation in Organic Photovoltaics
The most successful OPV device architecture is the bulk heterojunction. Such devices consist
of a fine blend of a donor material (typically a conjugated polymer) and an acceptor mate-
rial (typically a fullerene, functionalised for solubility), deposited upon a transparent substrate
coated with a transparent conductor, such as indium-doped tin oxide (ITO), and with a metal
top-contact. The process of photocurrent generation in an organic photovoltaic device as typi-
cally understood is described in the caption to Figure 1.2. Some aspects of this framework will,
however, be called into question later in this thesis.
In Appendix A, electrical properties of an ideal photovoltaic device are discussed, and four
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Figure 1.2: OPV Energy Level Diagram and Device Operation Schematic An exciton is
generated (typically in the donor) by photonic excitation (S0 →S∗). This exciton then migrates
to the interface between donor and acceptor. Here, the electron transfers from the LUMO of
the donor to the LUMO of the acceptor material to form a CT state (CT∗). This CT state
must dissociate into a charge separated (CS) state consisting of two free charges (FC), before
or following thermal relaxation to CT1 (at an energy ECT ), in order for an external current
to flow. Dashed purple arrows indicate possible recombination pathways through which an
excitation may be lost prior to the formation of a CS state. Following separation, charges
migrate through an energetic landscape with some disorder and trap states, to conductive
contacts at the extremities of the device, from which they may be extracted, and used to
perform useful work.
key quantities which characterise the behaviour of a device are defined: the power conversion
efficiency, PCE, the short circuit current, Jsc, the open circuit voltage, Voc, and the fill factor,
FF.
From Figure 1.2, it is evident that it is highly desirable for polymers used in organic photo-
voltaic devices to exhibit high extinction co-efficients in spectral regions corresponding to high
energy densities in the solar spectrum, in order to maximise the rate of exciton generation,
and maximise Jsc. It is also desirable to have a small gap in LUMO levels between donor and
acceptor material in order to maximise Voc (provided this does not compromise other aspects
of device operation).
The process of absorption and charge separation in OPVs differs significantly from that of in-
organic p-n or p-i-n structures. π-conjugated molecules such as those used in OPV devices are
characterised by alternating single and double bonds between carbon atoms. Provided insola-
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tion levels are not too intense and excitations involving multiple electrons can be neglected, light
absorption in conjugated polymers typically proceeds via the transition of an electron in the π-
system from a state chiefly localised on groundstate double bonds, to a state chiefly localised on
groundstate single bonds. These states are often referred to as the highest occupied and lowest
unoccupied molecular orbitals (HOMO and LUMO), although some ambiguity surrounds these
terms, as the nature of orbitals will depend to an extent on the charge and excitation state
of the molecule. As a result of the relatively low dielectric constants in constituent materials
(typically around 3− 4 [11]), excited electron and associated hole remain Coulombically bound
in a localised exciton state on the excited segment of the polymer (although the exciton itself
may migrate through the device).
The process of charge generation is widely believed to consist of the dissociation of the exciton to
form an intermediate state involving bound charges at the interface between donor and acceptor
materials, sometimes referred to as a charge transfer (CT) state, followed by separation into
independent charges.
Following charge generation, successful transport of independent charge carriers to the elec-
trodes is required for efficient photocurrent generation, which takes place in competition with
nongeminate recombination of charge pairs, and relies on favourable charge transport properties
in constituent materials.
1.3 The Importance of Absorption Properties in Pho-
tocurrent Generation
Absorptivity is an important factor in determining the performance of organic solar cells, but
until now it has seldom been addressed as a means to improve performance. A more absorptive
polymer would allow thinner devices, using less material, and resulting in a shorter distance
both between generated excitations and the interface, and between generated charges and
device contacts. This in turn leads to lower recombination flux, and more efficient photovoltaic
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devices. Until now, there has been little work within the research community on how to predict
absorptivity from chemical structure of polymers.
1.4 A Surprising Observation about Charge Generation
in Organic Photovoltaics
A surprising observation about OPVs is that, even though a simple Coulombic treatment,
assuming electrons and holes are point charges, a relative dielectric constant (ϵr) of 3 - 4, and
a separation (reh) of 1 - 2 nm at the interface, results in a Coulombic binding energy of ∼ 0.1 -
0.5 eV (Equation 1.1) for a photogenerated charge pair, which is significantly above the average
thermal energy at room temperature, EThermal ∼ 0.025 eV, many experimental studies have
found charge separation efficiencies approaching 100%. [12, 13]
EBinding =
e2
4πϵ0ϵrreh
(1.1)
The challenge of resolving these two observations, and elucidating design principles for materials
exhibiting high charge separation efficiencies, has been the subject of much attention in the
research community in the past few years, and a number of models (not all mutually exclusive)
have emerged for this process. [14] The implications of these models, and how they may or
may not interact, requires some disentangling. However, there exists a body of evidence which
suggests that the interfacial charge transfer state, and the polarisation of surrounding molecules,
screening the Coulomb interaction, play an important role in the process of charge generation.
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1.5 The Importance of Interfacial State Properties in
Photocurrent Generation
Experimental charge separation and photocurrent generation efficiencies have been shown to
correlate with energetics of interfacial states as probed by electroluminescence or photolumines-
cence. [15, 16] However, it is difficult to predict energetics of interfacial states from chemical
structure, and not possible to probe many details of the electronic nature of these interfa-
cial states experimentally. Significant progress towards understanding the nature of interfacial
states has been made through theoretical studies, but the prediction of interfacial state prop-
erties based upon chemical structure of component materials remains an important challenge
towards the understanding and design of efficient OPV devices.
1.6 The Importance of Polarisation in Photocurrent Gen-
eration
Molecular polarisation influences optical properties, and properties of charge states, within a
solid film.
Equation 1.1 indicates that the dielectric properties of the environment are important for
determining the energetics of charge separation. Dielectric properties are also expected to
be important for subsequent charge transport to electrodes. A charge within a solid film will
tend to polarise its surroundings, resulting in an energy cost associated with the reorganisation
of its surroundings in order to hop to a neighbouring site. In both cases, to minimise energy
cost, we need a molecular level understanding of polarisation effects.
Polarisation properties of a material are often described in terms of an isotropic dielectric
constant, which, whilst informative for bulk effects such as capacitance of a device, may not
be sufficient to describe processes taking place on a sub nm length scale. A more detailed
understanding of the role of chemical structure and packing of molecules in defining these
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properties would be beneficial for both challenges described above. However, there is no single
established method for the prediction of dielectric properties from chemical structure alone.
1.7 Motivation and Objectives
The motivation of my thesis is to understand the extent to which we can use computational
modelling to predict the behaviour of OPV devices from chemical structures of constituent
materials. We focus on three interconnected aspects of device behaviour, absorption, charge
generation, and polarisation. In line with these motivations, we identify three key objectives:
The first objective is to determine how far we can predict absorption properties from chemical
structure of polymers, and elucidate design rules for polymers which absorb strongly at energies
of high intensity in the solar spectrum.
The second objective is to understand the process of charge generation in devices. The multitude
of ideas in the area warrants a review of the state of the art of modelling in this area as a chapter
in itself. After reviewing the various approaches to modelling this process, I focus on the study
of properties of the charge transfer state, with the aim of determining how far charge transfer
state properties may be predicted according to chemical structure, and mutual position and
orientation of molecules.
Also arising from this review is the important role which polarisation plays in defining the
energetic landscape for charge separation and subsequent charge transport. I focus on the
challenge of understanding how polarisation influences on process of charge generation and
separation.
The third objective is to understand the role that electronic polarisation may play in defining
charge transport properties of an organic molecular material.
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1.8 Contributions
I here condense the contributions of this thesis into an itemised list. This thesis will:
• Provide a rationale for explaining differences in absorption strengths of different polymers
at low energies, based upon their chemical structures, and consistent with experimental
results (Chapter 4).
• Provide practical design rules for highly absorptive polymers for OPV applications (Chap-
ter 4).
• Provide an overview of the range of conceptual models which have been used to study
charge separation in organic photovoltaics, and the history of work in this field (Chapter
5).
• Demonstrate that, whilst significant progress has been made in understanding the pos-
sible roles which different mechanisms may play in driving charge separation, no single
conceptual model has emerged as dominant, in light of either experimental, or theoretical
studies (Chapter 5).
• Demonstrate the effectiveness and the limitations of linear response TDDFT for cal-
culating properties of interfacial charge transfer states in polymer:fullerene OPVs, and
demonstrate that this method gives trends in energetics in agreement with those reported
experimentally in a set of blend systems, at a level of computational demand which makes
large scale studies of the effect of chemical structure, and mutual position of molecules,
tractable (Chapter 6).
• Provide an insight into different kinds of interfacial state which may be present in organic
photovoltaic devices, and how that may depend on mutual positions of molecule pairs,
and energy level offset, relevant for considering the feasibility of different mechanisms of
charge generation (Chapter 6).
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• Provide guidance in the design of polymer:fullerene combinations for devices exhibiting
high charge separation efficiencies (Chapter 6).
• Demonstrate the use of quantum chemical calculations to develop design rules for highly
polarisable molecules (Chapter 7).
• Develop a coarse grained model for calculating dielectric properties in large arrays of
functionalised fullerene molecules (Chapter 7).
• Elucidate the role of polarisability and packing in defining energetic barrier to charge
separation (Chapter 7).
• Describe the use of a point-dipole based model to assess the energetic barrier to delocali-
sation of charge, arising from the influence of electronically polarisable surroundings, and
apply this procedure to molecular materials exhibiting significant differences in charge
transport properties (Chapter 7).
Chapter 2
Background Theory
2.1 A Note on Notation
Throughout this chapter, I adopt the same system of notation as that used by Szabo and Ostund
in their introductory guide to modern quantum chemistry, to which I add a few additional
quantities. [17] Spatial molecular orbitals are denoted by φ, with indices i, j, k, ..., and molecular
spin orbitals are denoted by χ. All operators are denoted with a hat (for example, Hˆ ). Many
electron operators are denoted by capital script letters (for example, the Hamiltonian is denoted
Hˆ ), and one electron operators are denoted by lower case Latin letters (for example, the Fock
operator is denoted fˆ(1)). The exact many electron wavefunction is denoted by Φ, and Ψ
denotes approximate many electron wavefunctions. More general operators, which may be
single- or multi- electron in nature, are denoted by standard Latin capital letters (for example,
Hˆ, the Hamiltonian for a general system), and a general (exact) wavefunctions, ψ. Exact
energies are denoted E , and approximate ones E. r⃗ is used to refer to the position vector, and
x⃗ is used to refer to the three spatial coordinates plus spin. To this system, n(r⃗) is added, to
represent the electron density at a position r⃗. Within this section, all numerical quantities are
given in atomic units (e = me = ~ = ke = 1, where e, me, ~, and ke represent electron charge,
electron mass, Planck’s constant, and Coulomb’s constant, 1/4πϵ0 , respectively. ϵ0 represents
the electric permittivity of free space).
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2.2 Polarisation
In this section, I outline the different forms of polarisation which may be active in a material,
the timescales on which they act, and the importance of these different forms of polarisation in
defining charge transport properties and energetic landscapes for charge separation. I compare
methods for calculating electronic polarisabilities of single molecules, and procedures for cal-
culating the electronic polarisation response of a lattice using classical polarisable point dipole
models. Experimental techniques for measuring dielectric properties, and more details of prior
work on the role of polarisation in driving charge generation, are given in Section 5.4.
2.2.1 Types of Polarisation, and Respective Timescales and Ener-
getics
Polarisation describes a dipolar response to an electric field. This field may be the result
of an externally applied potential difference, or of the presence of charges within a system.
Polarisation may take place through a number of physical processes associated with different
timescales, as illustrated by the schematic of frequency dependent dielectric response of a
medium in Figure 2.1.
Electronic polarisation, a redistribution of the electron clouds surrounding atomic nuclei, takes
place on a timescale comparable to the time period of a visible photon. Atomic polarisation,
changes in bond lengths resulting in a redistribution in the positions of atoms and associated
partial charges, takes place on a longer timescale, comparable to the time period of IR radiation.
Dipolar polarisation, associated with the rotation of permanent dipoles in a molecule, and
ionic rearrangement, the redistribution of mobile ions in a material, take place on still longer
timescales (if species capable of such polarisation are present in a material).
Polarisation plays a role in determining both optical properties, and charge separation and
charge transport properties of a material. We first discuss its role in charge separation and
transport, and discuss its role in optical properties in Section 2.3.
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Figure 2.1: Schematic of Dielectric Response at Different Timescales and types of
polarisation responsible for them. ϵ1, ϵ2 as defined in Equation 2.40. Figure adapted from ref.
[18]. Timescales are approximate.
2.2.2 Polaron Binding Energy
We may define a polaron binding energy associated with the stabilising influence of polarisable
surroundings on a charge as the energy of a charge and its stabilising polarised environment
relative to the energy of the system containing no charge. This may be broken down into a
sum of contributions from different forms of polarisation with different associated timescales,
as illustrated in Figure 2.1.
For anthracene-like crystals, Silinsh and Capek estimate a polaron binding energy of -1.5 to
-1.0 eV for electronic polarisation with an associated timescales of ∼ 10−16 s, and an atomic
polaron binding energy of -0.15 eV for atomic polarisation, with an associated timescale of
∼ 10−14 − 10−15 s. [19]
We are concerned with electronic polarisation in this thesis, and use UB to refer to the polaron
binding energy associated only with this process.
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2.2.3 Relevance of, and Prior Work on, Polarisation in Determining
the Energetic Landscape for Charge Separation
Electronic polarisation plays an important role in screening interactions between electron and
hole, and reducing the energetic barrier to charge separation, in an organic photovoltaic device.
The modelling techniques described in this section have been used by a number of groups to
calculate molecular polarisabilities and energetic landscapes for charge separation at organic
interfaces. A detailed summary of prior work in this area is given in Section 5.4. These studies
point towards the crucial importance of electronic polarisation in determining the landscape for
charge separation. However, design rules for highly polarisable molecules, and how packing of
these molecules influence dielectric properties of a system, remain in their infancy. In particular,
little attention has been played to the role of fullerene functionalisation and crystal structure
on dielectric properties, and the impact this might have on the energetic landscape for charge
separation.
2.2.4 Relevence of Polarisation to Charge Transport
There exist a number of useful reviews on the topic of charge transport in organic crystals. [20,
21, 22] Historically, there have been two limiting cases for the description of charge transport in
organic materials: the small polaron model, and the band polaron model. Neither of these cases
adequately describe charge transport in organic systems, but both are informative. Recently, a
new framework, referred to as the “transient localisation” model, has been developed to describe
charge transport in organic materials. Here, we give a brief overview of all three models.
In the small polaron model, described by Holstein in 1959, [23] transfer integrals between
molecules are assumed to be much smaller than polaron binding energies, resulting in localised
charges. Charge transport proceeds via thermal vibrations of the lattice (chiefly stretching
of bonds), resulting in an energetic landscape in which it is favourable for a charge to hop
between molecules. In this regime, thermally activated transport leads to an increase in mobility
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at higher temperatures, and charge transport is well described by the Marcus equation for
incoherent hopping between sites. [24]
In the polaron band model, transfer integrals are comparable to, or larger than, polaron binding
energies, resulting in the delocalisation of a charge over a number of molecules to form a ‘polaron
band’. In this limit, materials exhibit higher charge mobilities as a result of their not being
trapped on a single molecule, leading to a reduction in mobility with increased temperature,
associated with increased lattice disorder. [25]
Prior to a rapid growth in usage of organic electronic materials in the past decade or so, all stud-
ies of charge transport had been on relatively impure crystals, and charges in organic electronic
materials had been thought only to exist as small polarons. However, more recent measure-
ments on ultrapure samples have revealed a decreasing mobility with rising temperature, a
signature of bandlike transport. [26] Hall effect measurements have also provided evidence for
coherent, bandlike transport in these materials. [27] However, an attempt to use a polaronic
band model to explain observed mobilities requires a mean free path of a similar magnitude
to the intermolecular separation, [28] in which limit a polaron band model is inappropriate.
Electron spin resonance studies on pentacene indicate that electron polarons in pentacene are
localised to within around around ten molecules at room temperature. [29]
Clearly, neither the small polaron model, nor the polaron band model, adequately describe
charge transport in organic crystals. This has led to the proposal of a new theoretical frame-
work to understand charge transport in organic molecular materials, the “transient localisation
scenario”, based upon these experimental, and other theoretical results, which proceeds as
follows: 1 [31, 32, 33]
Theoretical studies predict a transfer integral of a similar value, or higher than the reorgan-
isation energy in a number of organic molecules in their experimentally determined crystal
structures. However, low frequency intermolecular vibrational modes result in a temporal vari-
ation in the transfer integral between molecules. Harmonic analysis of the relevant modes, or
1Similar ideas were explored for anthracene significantly earlier by Gosar and Choi, [30] concluding that
polarisation is more important than other coupling mechanisms, but with access to much less experimental and
modelling evidence.
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molecular dynamics simulations, reveal a variance in the transfer integral of the same order
of magnitude as its mean value. This results in a set of molecular site energies which are,
at any given time, disordered, tending to result in a localisation of charge, though often to
more than one molecule, allowing the system to exhibit some coherent characteristics of band-
like transport. In this limit, increasing temperature leads to increased disorder, resulting in a
more localised, and less bandlike polaron, and a reduction in mobility. [31] This model helps
to resolve experimental results which were inexplicable with either the small polaron or band
polaron models. [20]
It has been suggested that electronic polarisation may play a role in determining charge trans-
port properties in organic semiconductors, either through localising a charge directly, or through
imposing an energy barrier associated with the delocalisation of a charge which is localised by
other means (e.g. trapped in a crystal defect). [26, 34] This is a matter of some controversy
owing to the orders of magnitude difference between timescales of electronic polarisation and in-
termolecular phonons modes which are thought to be the dominant factor in defining transport
characteristics in intrinsic organic molecular conductors. [35]
We work under the assumption that electronic polarisation can play a role in defining charge
transport properties of a system, and investigate the energy barrier associated with the delo-
calisation of a charge as a result of the change in the electronic polarisation of surrounding
medium. We consider a number of systems where differences in transport properties have been
assigned to differences in electronic polarisation properties in a crystal. [26]
2.2.5 Prior Work on the Role of Polarisation in Determining Charge
Transport Properties
A number of groups have used classical point dipole models similar to those described below to
calculate energetics of charges and charge pairs in a system of polarisable dipoles. A detailed
summary of these works is given in Section 5.4.
Norton et al. calculate electronic polaron binding energy for an electron or hole localised on a
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single molecule in crystals of acenes of between two five fused benzene rings have been carried
out using a hybrid quantum mechanics/molecular mechanics (QM/MM) method, in which
a central molecule is treated quantum mechanically, under the polar influence of explicitly
defined charges and dipole moments of atoms on surrounding molecules. [36] Calculated polaron
binding energies are in the range of 1.0 - 2.0 eV, and only small changes in polaron binding
energy (∼ 0.2 eV) are found upon increasing number of surrounding molecules from 100 to 400.
Other studies have calculated internal reorganisation energies, associated with the redistribu-
tion of atoms in a molecule to minimise energy in a given state of charge [37] and external
reorganisation energies, [38, 39] associated with atomic polarisation of surrounding molecules
in response to a charge.
However, to the best of our knowledge, no studies have addressed the energetic barrier asso-
ciated with changes in the electronic polarisation of surrounding molecules in response to the
delocalisation of a charge over a pair of molecules. In this thesis, we calculate this quantity
in a set of materials with large differences in position and orientation of highly polarisable
π-conjugated cores. [26]
2.2.6 Polarisability Tensor
The dipole moment, µ⃗ of a polarisable object in the presence of an applied electric field, E⃗,
may be expressed as:
µ⃗ = µ⃗0 +αE⃗ (2.1)
Where µ⃗0 represents the permanent dipole moment of the object, which we henceforth assume
to be 0, for simplicity. α here is the low frequency limit of the frequency dependent electronic
polarisability tensor, α(ω), defined in Equation 2.96, and describes the electronic polarisability
in response to a field which varies on a timescale much slower than electronic polarisation. We
may also express polarisability as:
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α =
∂µ⃗
∂E⃗
(2.2)
The energy associated with a dipole, µ⃗ in the electric field, Udip, is given by:
Udip = −µ⃗ · E⃗ = −µ⃗0 · E⃗ −α · E⃗2 (2.3)
This allows the calculation of polarisability from the energy gradient with electric field as:
α = −1
2
∂2U
∂E⃗2
(2.4)
2.2.7 QuantumMechanical Methods to Assess Polarisability of Molecules
Expression 2.4 may be used to calculate the polarisability of molecules using quantum chem-
ical methods. DFT (Section 2.4.4) has been shown to significantly overestimate long axis
polarisabilities of elongated molecules, whilst the HF method (Section 2.4.3) is found to give
reasonable results, comparable to those calculated with more advanced Møller-Plesset (MP)
and coupled cluster methods. [40, 41, 42, 43, 44, 45, 46] Van Faassen et al. find HF/6-31g** to
give polarisability values for oligothiophenes almost identical to those found using the Vignale-
Kohn functional, a time-dependent current-density-functional theory, enabling a local current
description of ultranonlocal exchange effects, expected to give accurate results for polarisability.
[47]
2.2.8 Classical Point Dipole Models: Clausius-Mossotti and Beyond
Having discussed methods for calculating electronic polarisabilities of individual molecules, we
now turn to methods for the calculation of dielectric response of an array of molecules in a film.
The Clausius-Mossotti relation gives an exact expression for the dielectric constant, ϵr of an
infinite simple cubic lattice of point dipoles of an isotropic polarisability, α, as: [48, 49]
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ϵr − 1 = 4πndipsα
1− 4π(ndipsα/3) (2.5)
Where ndips is the density of dipoles in the system. This equation has been successful in
describing some simple systems, but breaks down when considering disordered systems, systems
in other crystal structures, or molecules whose polarisability is not well reproduced by an
isotropic polarisability tensor. Nonetheless, provided ndipsα <
3/4π, this equation indicates that
we may expect a higher value of ϵr for a system with a higher density of dipoles of higher
polarisabilities.
Whilst quantum chemical methods are useful for calculating polarisabilities of individual molecules,
they are not sufficiently scalable to consider the energetic landscape for discrete charges in a
lattice of such molecules. This is highly desirable for understanding the role of polarisation
in defining charge transport properties and enabling charge separation. A number of classical
point dipole models have been developed which are better suited to such problems.
In many of these models, constituent atoms of molecules are represented as isotropically polar-
isable points. [50, 51, 52, 53, 54] The mutual interaction between these point dipoles results in
a molecular polarisability, which may be fit to experimental or calculated results, and molecules
may be arranged into a lattice in order to calculate interaction properties with charges.
There exists a problem in this approach. If the ratio of polarisabilities of point dipoles and
their separations falls below a certain threshold value, a nonlinear response can result, whereby
the field from a point dipole in one position results in a larger dipole in its neighbour. To
demonstrate this, consider the Clausius-Mossotti expression for the dielectric constant of a
simple cubic lattice of isotropically polarisable points (Equation 2.5). In the case of a high
density of polarisable points, ndipsα >
3/4π, the denominator becomes negative, implying a
dielectric constant of less than one. This limit is associated with ferroelectric or anti-ferroelectric
behaviour, which has not, to the best of our knowledge, been reported in organic electronic
systems. [49]
A number of approaches have been taken to circumvent these problematic close range interac-
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tions. Thole introduces damping functions into the dipole-dipole interaction terms, whereby
the dipole moment of an atom is smeared out at short range using one of a number of possi-
ble distribution functions. [51] Of these, the exponential function has prevailed, and atomic
polarisabilities and screening parameters have since been fit to experimental and calculated
polarisabilities of a learning set of 52 organic molecules, and found to give good results for a
further test set of 18 molecules. [55, 54] Stern et al. introduce a unique cutoff radius for each
bond type, within which dipole-dipole interactions occur as if the dipoles were separated by
the cutoff radius. [52] However, this approach is less established, and requires a larger number
of unique fitting parameters, which have not been fit to a large set of molecules.
In some cases, larger submolecular units have been represented as point dipoles with anisotropic
polarisability tensors obtained from quantum chemical calculations by simple division of the
molecular polarisability tensor. [56] In order to reproduce the correct polarisability of the
molecule as a whole, submonomer units are not allowed to interact with one another. This may
not adequately describe atomic scale interactions within molecules. This approach has been
used to model the energy landscape for charge separation at an interface, described in more
detail in Section 5.4.
Poelking et al. recently developed a powerful approach, in which an Ewald split is imposed,
superimposing a non-periodic foreground onto a periodic, neutral background. This allows the
calculation of dielectric properties in an effectively infinite crystal. [57]
2.2.9 Electronic Properties of a Lattice of Polarisable Dipoles
In this section, we consider more rigorously the electronic properties of a lattice of classical
polarisable point dipoles. The basic mathematical framework here is identical to that of Thole,
[51] and should be identical to those of Applequist [50] and Stern [52] but for the form of the
short range damping of interactions between dipoles.
Consider a lattice of polarisable points. A polarisable point i, at a position r⃗i with an electronic
polarisabilityαi, under the influence of an external electric field E⃗ext,i will have a dipole moment,
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µ⃗i given by:
µ⃗i = αi · E⃗ext,i (2.6)
Under the influence of a second dipole µj, at a position r⃗j, the dipole at point i will be subject
to an additional electric field E⃗i,j:
E⃗i,j = −T ij · µ⃗j (2.7)
Where T ij represents the field tensor for dipoles i and j, given, in the absence of an artificial
damping factor, by:
T ij =
1
r3ij

1 − 3
r2ij
r⃗ij ⊗ r⃗Tij

(2.8)
Where 1 is the identity matrix, r⃗ij = r⃗j − r⃗i, with components x, y, and z in each Cartesian
axis, rij represents the magnitude of r⃗ij, and r⃗ij ⊗ r⃗Tij is the dyadic product of r⃗ij with its
transpose:
r⃗ij ⊗ r⃗Tij =

xx xy xz
yx yy yz
zx zy zz
 (2.9)
For a system of N polarisable points, the dipole moment at point i is given by:
µ⃗i = αi ·

E⃗ext,i −
N
j=1,j ̸=i
T ij · µ⃗j

(2.10)
Applying similar arguments to each other polarisable point in the lattice, and rearranging:
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J · µ = Eext (2.11)
Where J is the relay matrix defining interactions between all pairs of polarisable dipoles in the
system:
J =

α−11 T 12 · · · T 1N
T 21 α
−1
2 · · · T 2N
...
...
. . .
...
TN1 TN2 · · · α−1N

(2.12)
µ is a column vector containing the dipole moment of all polarisable points in the system:
µ = (µ⃗1, µ⃗2, . . . µ⃗N)
T (2.13)
and Eext is a column vector containing the applied electric field, resulting from any external
field and permanent charges in the system at each point, i (excluding the charge at i, and
charges on the same molecule):
Eext = (E⃗ext,1, E⃗ext,2, . . . E⃗ext,N)
T (2.14)
We may thus solve for the dipole moment of all polarisable points in the system using Equation
2.11 by inversion of the J matrix.
The total energy of the lattice may then be calculated as:
Utot = Udd + Uqd + Uqq (2.15)
Where Udd, Uqd, and Uqq represent the dipole-dipole, charge-dipole, and charge-charge interac-
tion energies, given by:
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Udd =
1/2µ · J · µ (2.16)
Uqd = −Eext · µ (2.17)
Uqq = −
N
i
qiVext,i (2.18)
Where qi represents the charge at point i, and Vi represents the electric potential associated
with the field E⃗ext, at point i. Comparison of Equations 2.11, 2.16, and 2.17, reveals the useful
relation:
Uqd = −1/2Udd (2.19)
In Thole’s exponential screening model, the dipole field tensor, T ij is replaced by a damped
interaction T damped,ij, corresponding to a smearing out of point charges in the dipoles by a
density function ρ(u) = (a3/8π)e−au, where u = r⃗
(αiαj)
1/6
, and a is a screening parameter, which
Thole, and subsequently van Duijnen et al. fit alongside atomic polarisability parameters. [51]
Components of T damped,ij are given by:
2
T damped,ij =
1
r3ij

1− (a2u2/2 + au+ 1)e−au 1
− 3
r5ij

1− (a6u6/6a2u2/2 + au+ 1)e−au

0 xy xz
yx 0 yz
zx zy 0

(2.20)
2Note that this equation contains an error in ref. [55], subsequently corrected in ref. [54].
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2.2.10 Scalar Representations of Tensors and Normalised Anisotropy
In discussing anisotropic tensors associated with polarisability and dielectric response, it is
useful to define a scalar representation of the tensor, and to quantify anisotropy. For a general
tensor Q, defined as:
Q =

Qxx Qxy Qxz
Qyx Qyy Qyz
Qzx Qzy Qzz
 (2.21)
A scalar mean value, Qmean, is defined as:
Qmean =
1/3tr(Q) (2.22)
Where tr(Q) represents the trace of Q. An alternative method of representing this tensor as
a scalar is as the product of the diagonal components of this tensor, Qvol = QxxQyyQzz. This
quantity may be argued to give a better representation of the molecular polarisability tensor.
Normalised anisotropy, A2, of the tensor Q is defined as:
A2 =
(Qxx −Qyy)2 + (Qyy −Qzz)2 − (Qzz −Qxx)2
Qmean
(2.23)
Where normalisation is chosen such that a tensor with only one nonzero diagonal component
will have an A2 value of 1, while a completely isotropic tensor (Qxx = Qyy = Qzz) will have an
A2 value of 0.
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2.3 Optical Absorption
In this section, we describe the various quantities used to describe absorption, and how they
relate to one another. We then describe how an assembly of Lorentz oscillators may give rise
to light absorption in a classical picture, and relate this to absorption in a system in which the
Lorentz Oscillators are replaced with molecules described quantum mechanically. We provide
a derivation of the Thomas-Reiche-Kuhn sum rule, and describe how this places a limit on the
absorptivity of a system according to the density of optically active electrons. We describe the
excitation properties of the infinite square well, and simple harmonic oscillator, and describe
the effect of molecule conformation on excitation properties. Finally, we briefly describe the
donor-acceptor copolymer approach to design of low bandgap polymers.
2.3.1 The Dipole Oscillator Model
The dipole oscillator model is a simple representation of absorption processes in solids, and
provides a useful starting point for further discussion. Within this model, electrons in the
absorbing medium are represented as an assembly of Lorentz oscillators, each with an equation
of motion given by: [58, 59]
d2r⃗
dt2
+ γ
dr⃗
dt
+ ω20 r⃗ = −E⃗ (2.24)
where r⃗ is its displacement of the electron from the nucleus, γ is a damping term, ω0 repre-
sents the resonant frequency of the oscillator, and E⃗ is the applied electric field. When an
electromagnetic wave, with an electric field of the form:
E⃗ = E⃗0e
i(kz−ωt) (2.25)
is incident upon this system, these oscillators will respond with a resonant polarisation field
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given by:
P⃗resonant =
NOsc
(ω20 − ω2 − iγω)
E⃗ (2.26)
Where NOsc is the volume density of oscillators in the system. We may relate the resonant
polarisation field to the dielectric function, ϵr(ω) of the medium, which is in general complex,
and frequency dependent, expressed here in terms of the displacement field, D⃗, :
D⃗ =
1
4π
E⃗ + P⃗ =
ϵr(ω)
4π
E⃗ (2.27)
In a system with only one resonance at ω0, in which resonant polarisation is the only contributor
to polarisation, we may derive the following expression for ϵr(ω) by combining Equations 2.26
and 2.27:
ϵr(ω) = 1 + 4πNOsc
(ω20 − ω2 − iγω)
(2.28)
This function clearly has a large imaginary component, associated with photonic absorption,
when ω = ω0, the resonant frequency of the Lorentz oscillators.
If we allow each nucleus to have multiple resonances at frequencies ωj, associated with different
atomic or molecular transitions, we obtain the following expression for the frequency dependent
dielectric function, with a large imaginary component, corresponding to absorption, at each
resonant frequency of the oscillators:
ϵr(ω) = 1 +
j
4πNOsc
(ω2j − ω2 − iγω)
(2.29)
Classical physics offers no explanation for the empirically observed difference in absorption
strengths of different resonances, but introduces a unitless oscillator strength, fj, describing
the strength of the transition:
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ϵr(ω) = 1 +
j
4πfjNOsc
(ω2j − ω2 − iγω)
= 1 +

j
4πfjNOsc(ω
2
j − ω2)
(ω2j − ω2)2 + γ2ω2
+ i

j
4πfjNOscγω
(ω2j − ω2)2 + γ2ω2
= ϵ1(ω) + iϵ2(ω)
(2.30)
Where ϵ1(ω) and the extinction co-efficient, ϵ2(ω), are both real functions describing the real
and imaginary response of the system of oscillators.
2.3.2 Transition Rate from Fermi’s Golden Rule
Fermi’s Golden Rule represents a more realistic method of calculating absorption properties of
molecules, which explicitly considers the wavefunctions of the states involved. If the incoming
light is not too intense (such that the initial orbitals are not depleted by scattering), the
transition rate, Γi→j from one eigenstate |i⟩ with associated energy Ei to another eigenstate
|j⟩ with associated energy Ej of a quantum system with Hamiltonian Hˆ0 under a perturbing
Hamiltonian Hˆ ′ may be calculated using Fermi’s Golden Rule:
Γi→j = 2π|⟨j|Hˆ ′|i⟩|2 (2.31)
Allowing states |i⟩ and |j⟩ to have degeneracies of gi and gj and occupation probabilities pi and
pj (molecules in state j contribute to stimulated emission rather than absorption), giving our
perturbation the form of an oscillating electric field, E⃗0e
i(kz−ωt) as in Equation 2.25, and under
the dipole approximation, Hˆ ′ = E⃗.r⃗, valid when the wavelength of light is much larger than
the system under consideration, when the frequency of light equals the difference in energy
between states, we obtain a rate expression of:
Γi→j = 2π|⟨φj|E⃗.r⃗|φi⟩|2gigj(pi − pj) (2.32)
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It is convenient to introduce the transition dipole moment, µij, a vector quantity which describes
the strength of interaction with differently polarised electromagnetic waves:
µ⃗ij = ⟨φi|rˆ|φj⟩ (2.33)
Introducing Equation 2.33 into Equation 2.32 gives us an expression for the transition rate in
terms of the transition dipole moment:
Γi→j = 2π|E⃗0.µ⃗ij|2gigj(pi − pj) (2.34)
Where ωij = Ej − Ei
2.3.3 Absorption Coefficient, α, Complex Refractive Index, n + iκ,
and Complex Dielectric Function, ϵ1 + iϵ2
The absorption co-efficient, α(ω), of a medium may be defined by: [60]
1
I(ω)
dI(ω)
dz
= −α(ω) (2.35)
Where I(ω) is the intensity of electromagnetic radiation at a frequency ω.
The absorption co-efficient, α(ω) is closely related to the imaginary part, κ(λ) of the complex
refractive index, n(λ) of a material (both of these quantities may also be expressed as a function
of ω, but are more commonly related to the wavelength, λ, of the electromagnetic radiation).
For conciseness, we drop parentheses from these expressions, but absorption properties are, in
general, a function of ω:
n = n+ iκ (2.36)
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By considering the wavenumber of an electromagnetic wave as a particular wavelength, k =
2πn/λ0, and inserting the complex wavenumber, k = 2πn/λ0, into the plane wave equation for
the electric field of an electromagnetic wave propagating in the z-direction, we obtain:
E⃗(z, t) = Re(E⃗0e
i(kz−ωt)) = E⃗0e−2πκz/λ0sin(kz − ωt) (2.37)
The intensity, I of electromagnetic radiation is related to the complex amplitude, |E|, of the
electric field by:
I =
cn
8π
|E|2 (2.38)
Thus, combining Equations 2.35, 2.37, and 2.38, κ and α are related by:
α = 4πκ/λ0 (2.39)
Also frequently used to describe absorption properties is the complex refractive index, ϵr intro-
duced in Equation 2.29:
ϵr = ϵ1 + iϵ2 = (nr + iκ)2 (2.40)
Combining Equations 2.39 and 2.40, we can relate ϵ2, the extinction co-efficient, to κ and α by:
ϵ2 = 2nrκ = ncα/ω (2.41)
2.3.4 Extinction Coefficient From Fermi’s Transition Rate
We now relate the transition rate given in Equation 2.34 to the absorption co-efficient given
in Equation 2.35. By conservation of energy, dI/dz = du/dt, where u represents the energy
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density of electromagnetic radiation, thus, by Equation 2.35, α = (du/dt)/I . Therefore, for a
system with a single transition i→ j, combining Equations 2.35, and 2.38:
α(ω) =
8πΓi→jNoscωij
nc|E|2 δ(ω − ωij) (2.42)
Inserting Γi→j from Equation 2.34, for g1 = g2 = 1, and assuming the population of excited
molecules is negligible (pi = 1 and pj = 0), and using Equation 2.41, we arrive at:
ϵ2(ω) = 8π
2NOsc|E⃗0 · µ⃗ij|2δ(ω − ωij) (2.43)
For directional radiation incident on an isotropically oriented set of molecules, we may replace
|E⃗0.µ⃗ij|2 with a mean value, which we obtain by considering the average projection of an
electromagnetic wave propagating in z, with electric field in x, on a unit vector of a random
orientation, using spherical co-ordinates:

|E⃗0.µ⃗ij|2

= |E⃗0|2|µ⃗ij|2
 2π
0
cos2θdθ 2π
0
dθ
 π
0
sin3(φ)dφ π
0
sinφdφ
= |E⃗0|2|µ⃗ij|2 π
2π
4/3
2
=
|E⃗0|2|µ⃗ij|2
3
(2.44)
Combining Equations 2.44 and 2.43, we arrive at the following expression for ϵ2(ω):
ϵ2(ω) =
4π2NOscfij
ωij
δ(ω − ωij) (2.45)
Where fij represents the oscillator strength of the transition from i to j, the factor described
in Equation 2.30 to represent the absorption strength of a transition, which, for a system with
Nd dimensions, is given by:
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fij =
2
Nd
(Ej − Ei)|µ⃗ij|2 (2.46)
The transition dipole moment and oscillator strength give an indication of the strength of
photon and energy absorption of an oscillator respectively, and both depend upon the orbital
overlap, and changes in symmetry between the states involved in a transition.
2.3.5 Thomas-Reiche-Kuhn Rule
The Thomas-Reiche-Kuhn rule states that the sum of oscillator strengths from a state |i⟩, to
all other possible states, |j⟩, of a system is equal to the number of electrons, Ne, in that system.
[61, 62]

j
fij = Ne (2.47)
We here outline a proof of this theorem for a one dimensional system, containing a single
electron in a state |i⟩. For such a system, the oscillator strength from state |i⟩ to state |j⟩ is
given, using Equation 2.46, by:
fij = 2(Ej − Ei)|µ⃗ij|2 (2.48)
In order to prove this rule, we will make use of certain commutator relations, beginning with that
for the position operator, zˆ, and the momentum operator pˆ, and making use of the completeness
relation,

j |j⟩⟨j| = 1 3:
3Obvious from the relation |ψ⟩ =j |j⟩⟨j|ψ⟩ for a complete set
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1 = −i⟨i|[zˆ, pˆ]|i⟩
1 = −i

j
⟨i|zˆ|j⟩⟨j|pˆ|i⟩ − ⟨i|pˆ|j⟩⟨j|zˆ|i⟩
(2.49)
We may express the momentum operator as a commutator relation between zˆ and the Hamil-
tonian, Hˆ of the system:
pˆ = i[Hˆ, zˆ]
⇒ ⟨j|pˆ|i⟩ = i(Ej − Ei)⟨i|zˆ|j⟩
(2.50)
Inserting Equation 2.50 into Equation 2.49, we arrive at:
⇒1 =

j
2(Ej − Ei)|⟨j|zˆ|i⟩|2
⇒1 =

j
2(Ej − Ei)|µ⃗ij|2
⇒1 =

j
fij
(2.51)
This result may be generalised to a system of N electrons and higher dimensionality, in order
to obtain the Thomas-Reiche-Kuhn rule as stated in Equation 2.47.
2.3.6 “Effective Number of Electrons”
The Thomas-Reiche-Kuhn rule, derived in Section 2.3.5, gives the limit of summed oscillator
strength over all frequencies as N , the number of electrons in the system.
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
j
fij = Ne (2.52)
By comparing this maximum with the actual absorption of a system up to a particular frequency,
ωc, an “effective number of electrons”, neff (ωc), as described by Wooten,[63] may be calculated,
which represents the number of electrons which contribute to the absorption up to ωc:
neff =
 ωc
0
ωϵ2(ω)dω =
1
2
π (8πNa)neff (ωc) ωc
0
ωϵ2(ω)dω =
1
2
π (8πNa)neff (ωc)
(2.53)
Wooten’s “effective number of electrons” per atom in Silicon, Germanium, and Gallium Ar-
senide approaches 4.0, the number of valence electrons in the system, at energies above ∼ 5
eV, and approaches 3.0 for Aluminium at energies of ∼ 20 eV.
2.3.7 Number of π-electrons in the System and Normalised Oscilla-
tor Strength, fπ,n
The number of active electrons per atom is a useful concept for absorption properties of in-
organic crystals such as those considered by Wooten, [63] where each atom (or pair of atoms
in the case of GaAs) contributes an equal number of valance electrons. Polymers considered
in this thesis have a different electronic structure. Following Hu¨ckel, we assume that σ- and
π- electrons may be considered independently, and assume that only π-electrons contribute to
visible absorption. The number of π-electrons in the system may be calculated using Hu¨ckel’s
rule, which states that each conjugated ring has 4n + 2 electrons in its π-system. The number
of π-electrons in a particular conjugated ring may be determined from its chemical structure.
We use an approach rooted in Hu¨ckel’s rule to calculate the number of electrons contributing
to the π-system, per conjugated ring, Nπ,ring, per monomer, Nπ,mon, and per oligomer, Nπ,olig,
from the chemical structure.
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We find it informative to consider a function analogous to Wooten’s neff (ωc), but normalised to
the number of π-electrons per monomer rather than the number of valence electrons per atom.
We define this function as fπ(ω), the summed normalised oscillator strength up to an energy
ω, and define contributions to this function from each transition, i, as normalised oscillator
strength, fπ,i. Thus:
fπ(ω) =

i,ω≥ωi
fπ,i (2.54)
fπ,i =
fi
Nπ,olig
(2.55)
Where fi represents the oscillator strength associated with the ith excitation of the oligomer.
We find it useful to define a similar quantity, µ⃗i, representing the transition dipole moment
associated with the ith excitation of the oligomer. We normalise the transition dipole moment
µ⃗i as µ⃗
2
i /Nπ,olig, directly proportional to fπ,i for a transition of the same excitation energy.
By considering the chemical structure (including alkyl sidechains) of the various polymers
studied, we are able to determine the number of electrons in π-orbitals per mass:
ρπ = Nπ,mon/mmon (2.56)
Assuming that considered materials have a similar mass density of ρm =1g/cm
3, in good agree-
ment with measured densities of many organic materials, we are able to obtain a value for the
volume density of electrons in π-orbitals, ρmρπ, for considered polymers. This allows us to ex-
trapolate a value of fπ(ω) from experimental measurement of ϵ2(ω) in corresponding polymers:
 ωc
0
ωϵ2(ω)dω = 2π (ρmρπ) fπ(ωc) (2.57)
fπ(ω) should equal one in the limit of high ω (assuming the separation of σ- and π-electrons
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remains valid), and thus gives an indication of the extent to which π-electrons in a particular
chemical structure are, in theory and practice, contributing to absorption at a given excitation
energy, compared to the maximum imposed by the Thomas-Reiche-Ku¨hn sum rule.
2.3.8 Excitation Properties of Simple Systems: The Infinite Square
Well and Quantum Harmonic Oscillator
In order to have a starting point from which to rationalise results for more complex systems, we
here consider the excitation energies and associated oscillator strengths for two simple systems:
the infinite square well, and the simple harmonic oscillator. For an infinite square well with a
potential of 0 between z = 0 and z = L, and infinity elsewhere, the one-dimensional eigenstates
of the system are given by:
φ(z) =

2
L
sin
nπz
L

(2.58)
With associated energies:
En =
n2π2
2
(2.59)
For this system, it is possible to derive a general expression for the oscillator strength of
symmetry allowed transitions from any state n to a state m, making use of Equation 2.46: [64]
fnm =
64
π2
n2m2
(n2 −m2)3 (2.60)
Where Equation 2.59 must be used for the transition energies. Equation 2.60 is valid for all
transitions with odd |n−m| (Transitions with even |n−m| are symmetry forbidden, as illustrated
for n = 1, m = 3 in Figure 2.2(b)). From Equation 2.60, we see that oscillator strengths is
largest for transitions in which |n − m| = 1 (Fig 2.2(a)), and rapidly diminishes with larger
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differences due to the (n2−m2)3 in the denominator. This is associated with the cancellation of
a significant portion of the positive and negative contributions to the transition dipole moment
for large n (e.g.. Fig 2.2(c)), associated with the larger difference in numbers of nodes for states
further separated in energy. In Figures 2.2(e,f), we see that a similar phenomenon occurs for
excitations involving higher excited states.
Equation 2.60 also accounts for transitions in which n > m, which have a negative oscilla-
tor strength. Negative values of oscillator strength are associated with emission rather than
absorption, and allow excited single electron systems to have oscillator strengths above one
for individual transitions, whilst obeying the Thomas-Reiche-Kuhn sum rule (Equation 2.52).
Equation 2.59 shows that the value of fn,n+1 grows with n, and can be shown to increase linearly
with n at large n. [64] This increase is chiefly due to the increased energy difference in higher
transitions in Equation 2.46, rather than changes in transition dipole moment, which is limited
to a maximum possible value of 2 by the sinusoidal eigenfunctions (maximum value

2
L
) and
the size of the well.
We also consider the excited states of another simple system, the one dimensional quantum
harmonic oscillator, in which the potential is of the form V (z) = ωz2, energy eigenvalues
En = (n +
1/2)ω, and energy eigenstates proportional to Hermite polynomials in
√
ωz. In this
system, the transition dipole moment is exactly zero for all pairs of eigenstates more than one
energy eigenstate apart, as z multiplied by a Hermite polynomial may always be represented
by a linear sum of lower Hermite polynomials of the opposite parity. As such, fn,n+1 = n,
fn,n−1 = n− 1, satisfying the Thomas-Reiche-Kuhn rule (Equation 2.52).
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(a) (b)
(c) (d)
(e) (f)
Figure 2.2: Example Transitions in Infinite Square Well Wavefunctions, φn, φm, and
overlap with dipole operator, φnzφm for (a) n = 1, m = 2, (b) n = 1, m = 3, (c) n = 1, m =
4, (d) n = 5, m = 6, (e) n = 20, m = 21, (d) n = 20, m = 23. The transition dipole moment,
⟨φn|z|φm⟩, in each case, is equal to the sum of the grey areas in the upper half of the graph
minus the sum of the grey areas in the lower half of the graph. (Functions shown here are
in fact −φ(z − L/2) and −⟨φn(z − L/2)|z|φm(z − L/2)⟩, with different conventions adopted
from that of Equation 2.58 in order to keep these diagrams clear and not complicate earlier
equations)
2.3.9 Effect of Conformation
In a film, polymer chains are likely to be present at a range of lengths, and in a range of
conformations. The excitation energies and transition dipole moments of these chains are
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Figure 2.3: In-plane Bending of Oligothiophene (a) A single thiophene unit, labelled with
the angle, θring, between inter-ring bonds preceding and following it. (b) A relatively linear
dodecamer of thiophene, consisting of monomers each in the ‘trans’ configuration relative to
their neighbour. (c) A curved dodecamer of thiophene, consisting of monomers all in the ‘cis’
configuration relative to their neighbours.
sensitive to changes in conformation and stereochemistry. [65, 66, 67, 68, 69]
Twisting along the backbone, resulting in deviations from planarity of the π-system, or a
high proportion of chains which are shorter than the conjugation length of the π-system, is
likely to reduce the conjugation length of a chain, increasing excitation energy, and decreasing
frequency dependent polarisability, and oscillator strength per electron in the π-system in the
lowest energy transition. [68]
The stereochemistry, and in particular the ‘cis’/‘trans’ configuration of neighbouring conju-
gated rings is not well defined, and different isomers are likely to exist within a film. This is
particularly pertinent, as whilst most π-conjugated molecules have energetic minima when the
the π-conjugated segments are relatively planar. Many conjugated units are not symmetrical
upon a 180◦ flip about the polymer axis, and many have a nonzero angle, θring, between inter-
ring bonds preceding and following them (see example of thiophene, Figure 2.3(a)). [65, 66] As
a result, an oligomer consisting of monomers each in the ‘trans’ configuration relative to their
neighbours adopts a linear conformation (Figure 2.3(b)), with a varying degree of sinuosity
(through S-shaped bending) depending on the angle, θring. In contrast, an oligomer consisting
of all ‘cis’ monomer pairs tends to curl up (Figure 2.3(c))
Some considered polymers contain multiple conjugated rings within their monomer unit. In
these cases it is useful to define θmon, quantifying the angle between inter-ring bonds preceding
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θring 
θmon 
Figure 2.4: θring and θmon denote the angle between bonds preceding and succeeding a con-
jugated ring, and the angle between bonds preceding and succeeding a monomer, respectively.
and following a monomer in a particular configuration, as shown in Figure 2.4.
Niedzialek et al. and Guilbert et al., studying carbon and silicon bridged analogues of poly-
cyclopentadithiophene-co-benzothiadiazole (PCPDTBT and Si-PCPDTBT), argue that in a
crystal, monomers adopt a ‘trans’ configuration relative to one another, in order to maintain
a linear repeat unit. [70, 71] However, conjugated polymers used in organic photovolataics
are generally only semi-crystalline (if not completely amorphous), and ‘cis’ conformations are
possible within amorphous regions. [72] Torsional barriers between conjugated rings in many
organic polymers are sufficiently low to allow a significant population of monomer pairs in both
‘cis’ and ‘trans’ conformations at room temperature. [71, 73]
Bends within the conjugated plane, even if they do not affect conjugation length, will affect
the optical properties of a polymer chain. The role of bending within the conjugated plane
in determining absorption properties may be understood in terms of a simple model rooted in
basic principles, as used for example by Soos and Schweizer, [65] and Rossi and Silbey, [66]
schematised in Figure 2.5.
We define the direction, ⃗ˆrn, of monomer n as that of the single bond linking monomer n − 1
and monomer n. Monomer n contributes a vector µ⃗n of magnitude µmon in direction ⃗ˆrn to the
transition dipole moment of the oligomer, such that µ⃗Olig =
N
n=1 µ⃗n, with
⃗ˆr1 parallel to the
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Figure 2.5: Influence of Conformation on Transition Dipole Moment Diagram of a
simple model rooted in basic principles, as used for example by Soos and Schweizer, [65] for the
transition dipole moment associated with the first excitation of an oligomer. Each monomer
contributes a vector of equal magnitude, µn, oriented in the direction of the preceding inter-
monomer bond, r⃗n to the transition dipole moment of the oligomer, µolig.
Cartesian x-axis. The angle between monomer n and the successive monomer, θn, is +θmon
for odd n and −θmon for even n in an all-trans configuration, and +θmon for all n in an all-cis
configuration, with rotations defined to take place about the z-axis.
This model implies larger µolig for oligomers with small θmon (Figure 2.5(a) vs. Figure 2.5(b,c)),
and those which tend to adopt a ‘trans’ monomer configuration (Figure 2.5(b) vs. Figure
2.5(c)). The approximation of an equal µmon from each monomer does not hold for higher
energy transitions, in which different monomers contribute in different senses to µolig (analogous
to shaded areas above and below the z-axis in Figure 2.2(b,c,e)).
The linearity of a polymer chain may be quantified in terms of its persistence length, λp,
which represents the average projection onto (any) selected bond of all subsequent bonds in
the polymer: [74, 66]
λp =
∞
k
⟨T k⟩11 = ⟨I − T ⟩−111 (2.61)
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T represents the standard rotation matrix: a sum, or more generally an integral, of all possible
rotation matrices between the vector aligned with a bond’s direction, and that of its neigh-
bour, each weighted by their population in a room temperature Boltzmann distribution. λp is
generally higher for more linear oligomers.
2.3.10 Donor-Acceptor Copolymerisation for Low Bandgap Poly-
mers
A polymer for an efficient OPV device must absorb light at a photon energy at which there is
a high energy flux in the solar spectrum. A major challenge for synthetic chemists working in
the field has been to design lower bandgap polymers in order to harvest a greater proportion
of incident photons from solar insolation. A common approach to designing a low bandgap
polymers has been the copolymerisation of different conjugated rings within the monomer.
Often, one of these rings is referred to as the donor (D), and one as the acceptor (A), and HOMO
and LUMO of these rings are thought to hybridise, resulting in a relatively high lying HOMO
chiefly associated with the donor unit, and a relatively low lying LUMO chiefly associated with
the acceptor unit (See Fig 2.6). [75, 76] Throughout this chapter, I refer to polymers of this
type as donor acceptor (DA) copolymers, and refer to polymers with only one conjugated ring
within the monomer as HOMO-polymers.
Figure 2.6: Donor-Acceptor Copolymerisation Expected orbital interactions of donor and
acceptor units leading to a smaller band gap in a DA copolymer. Figure from reference [76].
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This principle has guided the design of a large number of low bandgap polymers, some of
which exhibit the highest reported efficiencies of any OPV device for which chemical structures
of constituent materials have been published. [77] However, the exact roles that donor and
acceptor play, and the extent to which charge transfers from donor to acceptor units when light
is absorbed, is not clear, and is difficult, if not impossible, to probe experimentally.
The degree of charge transfer between units may also be an important factor in determining the
transition dipole moment of a polymer section. A greater degree of charge transfer between units
might be expected to cause an increased change in dipole moment between hole and particle
(tending to increase transition dipole moment), and a decreased spatial overlap between hole
and particle (tending to decrease transition dipole moment). In some cases, contributions to
the transition dipole moment from DA units in opposite senses may cancel one another out.
In addition, most studied overlaps are largely π-π∗ in nature, with electron density moving
from double bonds to single bonds in undergoing excitation. This will result in relatively small
spatial overlap of hole and particle even when charge transfer does not take place between
conjugated rings, and it is not immediately clear whether inter-ring charge transfer will further
decrease this overlap. Finally, an increased spatial overlap between hole and particle will only
help to increase transition dipole moment if the relative phases of the orbitals are such as to
add to, rather than subtract from, the overall dipole moment (See Figure 2.2).
In summary, the strategy of designing polymers with an alternating donor-acceptor structure
is widespread, and has enjoyed a good deal of success in producing polymers which absorb
light at relatively low energies, and perform well in solar cells. However, the extent to which
an electron moves from ‘donor’ to ‘acceptor’ unit in undergoing an electronic transition is not
clear, and it is also not immediately clear what impact a change in the degree of intramonomer
charge transfer will have on transition dipole moment and oscillator strength.
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2.3.11 Summary of Prior Work on Polymer Conformation and its
Relation to Absorption Properties
Early work by Rossi et al., [66] building on work by Soos and Schweizer, [65] considered the
role of torsional potential, ‘cis’/‘trans’ isomerism, and angle between subsequent intermonomer
bonds, in determining π-conjugation lengths, persistence lengths, and excitation properties in
conjugated polymers, using a tight binding model in which each monomer contributes a vector
to the transition dipole moment which aligns with the preceding intermonomer bond. Rossi
et al. apply this model to polyacetylene, polydiacetylene, polythiophene, and polypyrrole, to
obtain results in qualitative agreement with experiment.
Recently, the role of conformation in defining absorption properties in conjugated polymers
has gained renewed attention in the research community. Hestand and Spano theoretically
investigate the impact of chain bending on the steady-state absorption and photoluminescence
(PL) spectra of conjugated polymers predicting a much diminished 0-0 vibronic PL peak for
curved or cyclical chains, but little change in other vibronic peaks. [67] They further predict
a highly absorbing lowest energy electronic transition for linear chains, which diminishes with
chain curvature, as the absorption strength of the second excitation increases.
Barford and Marcus develop a theoretical framework for optical transitions in conjugated poly-
mers. [68] Marcus et al. apply this framework to absorption in poly(p-phenylene) (PPP) and
poly(para-phenylene-vinylene) (PPV), considering the impact of different degrees of torsional
disorder, and cis/trans isomerism, on the absorption and emission spectra of an infinite chain.
Marcus et al. find that an increase in torsional disorder, or an increasing proportion of ‘cis’
monomer pairs (resulting in a more coiled conformation), both result in a diminished absorp-
tion peak at low energies, and a broadening of the absorption spectrum at higher energies, with
differences in characteristic lineshapes.
These studies represent significant contributions to the understanding of the role of confor-
mation in defining absorption properties in polymers, and make it clear than linearity of a
polymer chain, and planarity of the π-system are crucially important for strong absorption in
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lowest energy electronic transitions. However, until now, research has largely been applied to
idealised systems, and, when applied to real systems, only to relatively simple HOMO polymers
with a single conjugated ring in the unit cell. In this thesis, we seek to explain differences in
absorption properties of HOMO polymers and DA copolymers used for high performance OPV
devices, and develop design rules toward highly linear, planar molecules, expected to exhibit
favourable absorption properties for OPV applications.
2.3.12 Summary of Prior Work on Orbital Localisation
The donor-acceptor concept has been very popular and much discussed in the design of low
bandgap polymers (see Section 2.3.10). However, the degree of charge transfer between units
is not directly experimentally accessible, and there has been only limited theoretical work in
calculating the degree of charge transfer expected to take place between units upon excitation.
The majority of studies which have been made use low levels of theory, such as ZINDO, which
may not give reliable results, and often assess degree of donor-acceptor interaction by visual
inspection of isosurfaces of calculated hole and particle states, [78, 79, 80, 81] or in some cases
by considering bond lengths in the ground state (to give an indication of benzoid/quinoid
character). [82] There is some indication that interactions between donor and acceptor units
are more complex than Figure 2.6 suggests, with both hole and particle states delocalised
over both ‘donor’ and ‘acceptor’ to different extents in different copolymers. We know of no
studies which quantitatively relate the localisation of states to oscillator strength of a system,
despite the possible interplay between these two important properties of a polymer for OPV
applications (see Section 2.3.10). A more quantitative method of assessing differences in degree
of charge transfer, and its relationship with absorption strength would be beneficial for the
design of low bandgap polymers.
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2.4 Electronic Structure Theory
In this section, I will outline the range of challenges and techniques in modelling electronic
structure of conjugated molecular systems.
2.4.1 Schro¨dinger Equation and the Wavefunction
Schro¨dinger Equation: Time Dependent and Time Independent
The wavefunction, ψ, of a system may be used to derive all the properties of that system,
considered in isolation. Its time evolution is governed by the time-dependent Schro¨dinger
equation:
i
∂
∂t
ψ = Hˆψ (2.62)
Where Hˆ is the Hamiltonian of the system. If the Hˆ is time independent, we may solve for
the eigenstates of the time-independent Schro¨dinger equation to derive stationary states of the
system by:
Hˆψ = Eψ (2.63)
Where E represents the energy of the wavefunction ψ.
The Born-Oppenheimer Approximation
Throughout this thesis, we work within the Born-Oppenheimer approximation, in which elec-
tronic and nuclear motions are considered independently, implying the separability of the nu-
clear and electronic components of the full Hamiltonian. This approximation is justified by the
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large mass, and therefore slow motion, of the nuclei relative to the electrons. [83] We focus
entirely on electronic properties of systems involving a frozen set of nuclei.
Single Electron Schro¨dinger Equation: Hydrogen atom
For a non-relativistic system containing only a single electron, such as the hydrogen atom, we
obtain a time-independent Schro¨dinger equation:
Hˆψ = [Tˆ + Vˆ ]ψ =

−1
2
∇2 + V (r⃗)

ψ = Eψ (2.64)
Where Tˆ represents the kinetic energy operator, and Vˆ represents the potential energy sur-
face for the electron, V (r⃗), due to the hydrogen nucleus, r⃗ is the position vector, and m is
electron mass. Neglecting spin, this function of only three variables, rx, ry, rz, is relatively
straightforward to solve analytically. [84]
Many Electron Schro¨dinger Equation
For a system of N electrons, we obtain a Schro¨dinger equation:
Hˆ Φ = [Tˆ + Vˆ + Uˆ ]Φ =

N
i
−1
2
∇2i + V (r⃗i) +
N
i
N
i<j
U (r⃗i, r⃗j)

Φ = EΦ (2.65)
Where r⃗i represents the position vector of the ith electron in the system, and the new term
Uˆ represents the interaction between each pair of electrons. Equation 2.65 is a function of 3N
variables, ri,x, ri,y, ri,z, for each electron, and is generally not analytically soluble.
2.4.2 Methods of Solving the Many Body Schro¨dinger Equation
There are a number of methods of obtaining approximate solutions to the many body Schro¨dinger
equation. Computational effort required to calculate electronic structure using different meth-
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ods scales differently with system size, Nsyst, and these different methods are useful for different
problems in different sizes of system. Quantum Monte Carlo methods predict properties at least
as accurately as can be measured experimentally, but, due to computational constraints, are
limited to systems of only a few (∼10) light atoms. [85, 86] Coupled cluster methods are in prin-
ciple very accurate, but scale with N7syst, and calculations are limited to small to medium-sized
atoms. Second order Møllier-Plesset theory (MP2), which improves on Hartree-Fock theory
by perturbatively including electron correlation effects (see Section 2.4.5), formally scales with
N5syst, but numerical methods allow a lower scaling in some cases, and the treatment of systems
of a few hundred atoms. [87]
Density functional theory (DFT), which we will explore in greater detail in the following sec-
tions, scales withN3syst, may be used to predict many properties to a reasonable level of accuracy,
and is computationally tractable for systems of hundreds of atoms. The best DFT methods
perform better than MP2 for properties involving making or breaking electron pairs. [87]
Semi-empirical quantum mechanical methods such as Austin Model 1 (AM1), [88] may be used
to calculate electronic properties of much larger molecules, or sets of molecules, at a lower level
of accuracy, by neglecting certain two electron integrals, and parameterising others.
2.4.3 The Hartree-Fock Method
The Hartree-Fock method involves the solution of a set of single particle Hamiltonians, in which
the Coulomb interaction between electron pairs is represented only by the density of a fixed
distribution of other electrons in the system. [17] The Hartree-Fock spin orbitals, χa, associated
with these particles may be obtained by solution for the eigenfunctions of the Hartree-Fock
equation:
f |χa⟩ = ϵa|χa⟩ (2.66)
Where f represents the Fock operator:
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fˆ(1) = hˆ(1) + vˆHF (1) (2.67)
hˆ(1) = −1
2
∇21 −

A
ZA
r1A
(2.68)
vˆHF (1) =

b
Jˆb(1)− Kˆb(1) (2.69)
hˆ(1) here represents the core-Hamiltonian operator, associated with the particle’s kinetic energy,
and Coulombic interactions with nuclei of atomic number ZA, separated from the single electron
under consideration by a displacement r1A. vˆHF (1) represents the Hartree-Fock potential,
associated with Coulomb, Jˆb(1), and exchange, Kˆb(1), interactions with other electrons in the
system, labelled by b. These operators are given by:
Jˆb(1) =

dx⃗2χ
∗
b(x⃗2)r⃗
−1
12 χb(x⃗2) (2.70)
Kˆb(1) =

dx⃗2χ
∗
b(x⃗2)r⃗
−1
12 Pˆ12χb(x⃗2) (2.71)
Where the integral dx⃗2 is over all three spatial coordinates and spin of electron 2, and Pˆ12 is
an operator which, operating to the right, interchanges electrons 1 and 2. There is no simple
classical analogue for the exchange operator, Kˆb(1), but the operator introduces correlation
effects (discussed in more detail in Section 2.4.5) between particles of identical spin.
A simple example of the role of this functional would be in the Hartree-Fock groundstate of the
two electron hydrogen molecule. If the two electrons are of opposite spin, the probability of
finding them at the same point in space is zero, whereas this probability is finite if the electrons
are of parallel spin. As such, one would expect the electrons of parallel spin to be at a lower
Coulomb energy. Indeed, this is the case, as the integral over spin will make the expectation
value of Kˆb(1) equal exactly zero if the spins of the two particles are opposite, whereas it will
have a positive value if the spins are parallel, lowering the the energy of the system by Equation
72 Chapter 2. Background Theory
2.66. Kˆb(1) also serves to prevent Coulombic interaction of a particle with itself, by exactly
cancelling with Jˆb(1) in vˆHF when χa = χb,
The many body Hartree-Fock groundstate wavefunction, ΨHF for a system of N electrons (with
coordinates x⃗1 to x⃗n) is given by the Slater determinant of the first N Hartree-Fock orbitals
(labelled χi to χk), obtained using Equation 2.66:
ΨHF =
1
N !1/2

χi(x⃗1) χj(x⃗1) · · · χk(x⃗1)
χi(x⃗2) χj(x⃗2) · · · χk(x⃗2)
...
...
. . .
...
χi(x⃗N) χj(x⃗N) · · · χk(x⃗N)

(2.72)
Solutions to the Hartree-Fock method are typically obtained by means of an initial guess of a
set of orbitals, from which an initial electron density is generated, allowing the calculation of a
new set of orbitals. This procedure is repeated self-consistently until a convergence threshold
is achieved.
2.4.4 Density Functional Theory
Density functional theory (DFT) provides a method of reducing the 3N variables in Equa-
tion 2.65 to an equation involving only three variables, by representing the many interacting
electrons by a single electron density function, n(r⃗). [89]
Hohenberg-Kohn Theorem
The Hohenberg-Kohn theorem demonstrates that there exists a one-to-one correspondence
between the external potential and the groundstate electron density, n0(r⃗). It is trivial that, for
a given external potential, one may derive the many-body wavefunction, and use this to obtain
the electron density. However, the reverse, that from a known electron density we may derive
the external potential, is a more subtle argument. Hohenberg and Kohn prove the theorem by
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reductio ad absurdium, assuming the existence of different potentials which reproduce the same
groundstate electron density, and showing that this leads to a contradiction with the variational
principle. This implies that the external potential, and thus the many body wavefunction, and
all groundstate properties of the system, can be obtained from the electron density alone. More
concisely:
V (r⃗) ̸= V ′(r⃗)⇒ n0(r⃗) ̸= n′0(r⃗) (2.73)
Φ0 = Φ[n0(r⃗)] (2.74)
⟨Oˆ[n0(r⃗)]⟩ = ⟨Φ[n0(r⃗)]|Oˆ|Φ[n0(r⃗)]⟩ (2.75)
Where Φ0 is the exact many body wavefunction of the system, and ⟨Oˆ[n0(r⃗)]⟩ is the expectation
value of the operator Oˆ for the system expressed as a functional of n0(r⃗).
Kohn-Sham Orbitals
Unfortunately, it is challenging to obtain the electron density of a system of interacting particles.
One method of doing so, introduced by Kohn and Sham, is to introduce a set of auxiliary, non-
interacting particles, whose dynamics are governed by an effective potential, Veff [n0(r⃗)], which
is a functional of the electron density at all points in space, and whose electron density equals
that of the interacting system. These particles are known as Kohn-Sham (KS) particles, and
the orbitals they occupy are known as Kohn-Sham (KS) orbitals.
HˆΨKS = [Tˆ + Vˆeff ]ΨKS =
−1
2
∇2i + Veff (r⃗)

ΨKS = EKS (2.76)
Where:
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Veff (r⃗) = Vext(r⃗) + VHartree(r⃗) + Vxc(r⃗) (2.77)
Vext(r⃗) represents the external potential, VHartree(r⃗) is the Hartree potential, which accounts
for the Coulomb interaction for a fixed density of electrons in the system:
VHartree(r⃗) =

d3r′
n(r⃗)
|r⃗ − r⃗′| (2.78)
and Vxc(r⃗) represents the exchange-correlation potential, which accounts for all of the many-
body electron interaction not described by the Hartree energy.
As these orbitals don’t interact, the Kohn-Sham orbitals are separable, and are significantly less
computationally intensive to solve for numerically than the real, interacting orbitals. However,
all of the complexities of the many-body interactions must now be contained in the exchange-
correlation term of the functional, for which it is extremely challenging to derive an accurate
functional form. If this functional form was known exactly, then it would be possible to calculate
the exact Kohn-Sham orbitals, leading to the exact groundstate electron density, and all other
groundstate properties, of the system.
The most simple approximation for the exchange-correlation potential is the local density ap-
proximation (LDA). Here, the potential is determined only by the electron density at the
co-ordinate where the potential is evaluated:
V LDAxc (r⃗)[n] =

d3r′fLDAxc (n)n(r⃗′) (2.79)
Where fLDAxc is referred to as the exchange-correlation kernel for the LDA functional. This func-
tional may be generalised to the local spin-density approximation (LSDA) to include electron
spin:
V LSDAxc (r⃗)[n↑, n↓] =

d3r′fLDAxc (n↑, n↓)n(r⃗′) (2.80)
2.4. Electronic Structure Theory 75
This functional is exact for the homogeneous electron gas, and so this approximation is found
to be accurate for metallic systems.
Another common approximation is the generalised gradient approximation (GGA), in which
the value of the potential is determined by both the density, and the gradient of the density at
the co-ordinate where the functional is evaluated:
V GGAxc (r⃗)[n↑, n↓] =

d3r′f(n↑, n↓, ∇⃗n↑, ∇⃗n↓)n(r⃗′) (2.81)
Potentially more accurate are meta-GGA functionals, which take into account the second deriva-
tive of the electron density.
2.4.5 Exchange and Correlation
In order to better understand the strengths and weaknesses of the above approximations meth-
ods, we briefly discuss exchange and correlation.
For two independent electrons, for which the position of electron 1 has no dependence on the
position of electron 2, the probability P (r⃗1, r⃗2)dr⃗1dr⃗2 of finding electron 1 in dr⃗1 at r⃗1, and
simultaneously finding electron 2 in dr⃗2 at r⃗2 can be expressed as:
P (r⃗1, r⃗2)dr⃗1dr⃗2 =

dr⃗1dr⃗2|φ1(r⃗1)|2|φ2(r⃗2)|2 (2.82)
For a real, interacting, system, however, the positions of the two electrons will be correlated,
and it will not be possible to decompose P (r⃗1, r⃗2)dr⃗1dr⃗2 in the manner of Equation 2.82.
The exchange, or Fermi, correlation, preventing a pair of electrons of parallel spin from being
found at the same point in space, is described exactly by Hartree-Fock theory. However,
Coulomb correlation, arising from Coulomb interactions between electrons is entirely neglected,
as the Coulombic influence of these electrons is represented only by a fixed density.
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2.4.6 Hybrid Functionals
Hartree-Fock theory contains exact exchange, whilst neglecting other electron correlation ef-
fects, and density functional theory treats both exchange and correlation with an effective
potential, for which there are only approximate functionals. This has led to the development of
hybrid functionals, in which the exchange-correlation functional is comprised of a linear combi-
nation of functionals of different form. The exchange correlation functional of a simple hybrid
functional may be given by: [89]
V Hybridxc = aV
HF
x + (1− a)V GGAx + V GGAc (2.83)
V HFx is simply the Hartree-Fock exact exchange functional applied to the Kohn-Sham orbitals:
V HFx (r⃗)[n] =

d3r′⟨ΨKS|Uˆ |ΨKS⟩ − VHartree (2.84)
Where Uˆ is the explicit interaction energy between pairs of electrons, as defined in Equation
2.65. This energy differs from the Hartree-Fock exchange energy only to the extent to which
the Kohn-Sham orbitals differ from the Hartree-Fock orbitals.
The constant, a, in Equation 2.83 may be fitted empirically or estimated theoretically. Whilst at
first glance, a value of a = 1, which would give exact exchange, would appear appropriate, this
would require an exact functional form for correlation, which is not known. The exact exchange
functional may have a highly nonlocal, multi-center character, which is largely cancelled by the
exact correlation functional of similar character. The GGA exchange and correlation holes are
more local, and, as such the GGA correlation would not adequately cancel the exact exchange
functional. As such, a value of a below one, corresponding to a functional which contains an
approximate contribution to exchange as described in the GGA functional, is more appropriate.
The B3LYP (Becke, three parameter, Lee Yang Parr) functional is a popular hybrid functional
for molecular systems, which we shall continue to refer to, and has an exchange-correlation
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functional:
V B3LY Pxc = V
LDA
xc + a0(V
HF
x − V LDAx ) + ax(V GGAx − V LDAx ) + ac(V GGAc − V LDAc ) (2.85)
Where V LDAx , V
LDA
c , and V
GGA
x , V
GGA
c , are the exchange and correlation potentials in the LDA
and GGA functionals, respectively, The parameters a0, ax, and ac are fit to experimentally
determined atomisation energies, ionisation potentials and proton affinities of a set of small
organic and inorganic molecules, and to ten first-row total atomic energies to obtain values a0
= 0.20, ax = 0.72, and ac = 0.81. [90]
2.4.7 Geometry Optimisation
Under the Born-Oppenheimer approximation (see Section 2.4.1), nuclei are treated as station-
ary classical point charges. For each fixed configuration of these nuclei, a single groundstate
electronic structure, with an associated groundstate energy, may be calculated. In predicting
molecular properties using electronic structure calculations, we are faced with a challenge of
obtaining a set of nuclear co-ordinates which well represent a molecule under experimental
conditions.
An approximate starting geometry for a molecule may be constructed based upon the chemical
structure. However, there is no guarantee that this starting geometry will well represent a
molecule in a sample. The distribution of molecular conformations in a sample will depend
upon a number of environmental factors, including temperature and solvent interactions. If the
population of molecular configurations is well approximated by a Boltzmann distribution, one
may expect a relatively high population of molecules in configurations in the neighbourhood
of minima in the potential energy surface associated with the coordinates of the nuclei (this
will be particularly true for stiffer molecules at lower temperatures). A geometry optimisation
procedure may be applied to a starting configuration of nuclei, in order to find critical points (in
this case, minima) on this potential energy surface. Depending on the method and experiment
being compared to, the molecular geometry resulting from such a procedure may be more
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representative of a molecule in a typical configuration than an initial guess.
A geometry optimisation algorithm typically proceeds by calculation of the groundstate energy
and first derivative of groundstate energy with each of the ncoord coordinates, xn, associated with
the starting geometry. The second derivative of groundstate energy may be calculated explicitly,
or estimated, to scale the step taken along the gradient at each point in the optimisation.
Positions of each nucleus in the molecule are adjusted in steps to reduce the first derivatives
(gradient), and these quantities are recalculated until a stationary point (local minimum),
corresponding to a set of convergence criteria, is obtained. [91] Redundant co-ordinates may
also be specified, which are not optimised during the geometry optimisation procedure, allowing
certain properties of the starting structure to be preserved in the final geometry (for example,
certain dihedral angles may be frozen to constrain the π-system of a molecule to planarity).
For complex molecules, there is a possibility of multiple minima. In particular, for conjugated
oligomers, ‘cis’ and ‘trans’ conformations of neighbouring units are each expected to support
minima in the potential energy surface, which are well separated in parameter space. Even
within the ‘cis’ and ‘trans’ categorisation of conformers, there may be multiple local energetic
minima. In such cases, the minimum on which a geometry optimisation converges may depend
upon exact details of the starting configuration, and upon optimisation steps taken, which may
in turn depend upon details of the optimisation algorithm.
If a molecule exhibits symmetry in its starting configuration, the energetic gradient will be
symmetric, and the optimisation procedure will preserve the molecule’s initial symmetry. It
is, however, possible to obtain a high symmetry minimum that is unstable with respect to
a symmetry breaking geometry change. For this reason, we manually break symmetry in
some calculations, as described in Section 3.1.2. Excepting such symmetry considerations, we
assume that differences in energetics and electronic properties between molecules in potential
energy minima which are not well separated in parameter space are relatively small, and that
structures resulting from a geometry optimisation provide a sufficiently good approximation
to conformations of molecules in a real sample to allow us to usefully calculate energetics and
electronic properties, and how these depend upon chemical structure and ‘cis’/‘trans’ isomerism
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of constituent units.
It is often not possible to experimentally probe all of the geometric properties of molecules
one might like to in order to test how well molecular geometries produced using optimisation
algorithms reproduce physical reality. However, B3LYP/6-31g∗, used with the Berny optimi-
sation algorithm, the default optimisation algorithm in Gaussian 09, has been reported to give
groundstate values for bond lengths and bond angles of a range of organic molecules which well
reproduce those measured experimentally. [92, 93, 94, 42]
2.4.8 Time-dependent Density Functional Theory for Excited State
Properties
The above methods have enjoyed a great deal of success in reproducing experimental ground
state properties of multi-electron systems. However, for many applications considered in this
thesis, we are interested in excitation properties of such systems. Excitations are fundamentally
many body effects, and are therefore more challenging to model. A number of methods for
calculating excited state properties are discussed in Section 5.3 in the context of modelling
charge transfer states in OPVs. Here, we focus on the theoretical underpinnings of time-
dependent density functional theory (TDDFT), which, given an initial state of a system, allows
us to predict how that system will interact with a time dependent perturbation, and in particular
to the use of linear response TDDFT to calculate optical excitations of a system.
Runge-Gross Theorem
The Runge-Gross theorem represents the time-dependent generalisation of the Hohenberg-Kohn
theorem, and is a crucial cornerstone of TDDFT. [95] The Hohenberg-Kohn theorem proves a
one-to-one correspondence between the external potential and the groundstate electron density,
implying that any groundstate property of a system may be expressed as a functional of the
groundstate electron density (Equation 2.74). The Runge-Gross theorem represents a stronger
statement, and establishes a one-to-one correspondence between the time-dependent potential,
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V (r⃗, t), and the time dependent electron density, n(r⃗, t) (to within a purely time dependent
function). More concisely:
V (r⃗, t) ̸= V ′(r⃗, t) + c(t)⇒ n(r⃗, t) ̸= n′(r⃗, t) (2.86)
Marques and Gross [95] present an elegant proof of this theorem, which we will not reproduce
here. For a given time-dependent potential, this allows us to construct a set of time-dependent
Kohn-Sham orbitals, akin to those described in Section 2.4.4, by:
i
∂
∂t
ΨKS(r⃗, t) =
−1
2
∇2i + Veff (r⃗, t)

ΨKS(r⃗, t) (2.87)
If the exact exchange-correlation functional were known, these orbitals would give the exact
time dependent electron density, n(r⃗, t), of the full interacting system of electrons. In theory,
this allows us to calculate the response of the system to any externally applied time dependent
perturbation (such as excitation by an electromagnetic wave), and explicitly calculate excited
state properties of the system.
Linear Response Theory
In cases where the time dependent potential is relatively small, it may not be necessary to solve
for the time-dependent Kohn-Sham orbitals in Equation 2.87. Instead, perturbation theory
may be sufficient to calculate the behaviour of the system. If we assume that, for t < t0, our
system is in its groundstate, and a well-behaved, potential, ∆Vext, is applied for times t > t0,
we may expand the resulting density into terms:
n(r⃗, t) = n0(r⃗) + n1(r⃗, t) + n2(r⃗, t) + ... (2.88)
where n0(r⃗) is the groundstate electron density, n1(r⃗, t) depends linearly on ∆Vext, n2(r⃗, t)
depends quadratically, etc. In linear response theory, valid for small perturbations, we ignore
2.4. Electronic Structure Theory 81
all terms above n1(r⃗, t). Then, the density response may be given as:
n1(r⃗, ω) =

d3r′χ(r⃗, r⃗′, ω)∆Vext(r⃗′, ω) (2.89)
Where χ is the linear density-density response function, which, using first order perturbation
theory, will take the form:
χ(r⃗, r⃗′, ω) = lim
η→0+
2
occ
i=1
empty
j
φi(r⃗)φ
∗
i (r⃗
′)φj(r⃗′)φ∗j(r⃗)
ω − (Ei − Ej)− iη (2.90)
Where φi represents the ith stationary orbital of the real interacting system, with an energy
eigenvalue Ei, and η represents an infinitesimally small imaginary damping factor, η > 0. This
function has poles along (η below) the real axis of the complex plane, at energies which corre-
spond to differences in occupied and unoccupied orbital energies, ω = Ei−Ej. The evaluation of
this quantity using perturbation theory is still challenging. However, the Kohn-Sham analogue,
χKS, the density-density response of the Kohn-Sham orbitals, is straightforward, and can also
be used to calculate n1(r⃗, ω):
n1(r⃗, ω) =

d3r′χKS(r⃗, r⃗′, ω)∆Veff (r⃗′, ω) (2.91)
Where ∆Veff (r⃗′, ω) is the frequency-dependent change in Veff (r⃗′), as defined in Equation 2.77,
brought about by a change in external potential ∆Vext(r⃗′, ω). χKS will take the form:
χ(r⃗, r⃗′, ω) = lim
η→0+
2
occ
i=1
empty
j
φKS,i(r⃗)φ
∗
KS,i(r⃗
′)φKS,j(r⃗′)φ∗KS,j(r⃗)
ω − (ϵi − ϵj)− iη (2.92)
Where φKS,i represents the ith Kohn-Sham orbital, with Kohn-Sham energy ϵi. By comparing
Equations 2.91 and 2.77, considering the functional form of VHartree given in Equation 2.78,
and introducing the exchange-correlation kernel, fxc, defined by:
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fxc(r⃗, r⃗′, ω) =
δVxc(r⃗, ω)
δn(r⃗′, ω)
(2.93)
we obtain:
n1(r⃗, ω) =d
3r′χKS(r⃗, r⃗′, ω)∆Vext(r⃗′, ω)
+

d3x

d3r′χKS(r⃗, x⃗, ω)

1
|x⃗− r⃗′| + fxc(x⃗, r⃗
′, ω)

n1(r⃗′, ω)
(2.94)
By combining Equations 2.94 and 2.89, we obtain:
χ(r⃗, r⃗′, ω) = χKS(r⃗, r⃗′, ω) +

d3x

d3x′χ(r⃗, x⃗, ω)

1
|x⃗− r⃗′| + fxc(x⃗, x⃗
′, ω)

χKS(r⃗, r⃗′, ω).
(2.95)
Equation 2.95 allows us to solve self-consistently for the real density-density response function,
χ(r⃗, r⃗′, ω), from a known density response function, χKS(r⃗, r⃗′, ω), of the Kohn-Sham orbitals.
Linear Response Theory for Optical Excitations
Having self-consistently calculated the density response function, χ, we may use this to calculate
a dynamic polarisability tensor, α(ω), entirely representing the frequency-dependent dipole
response of the system. This quantity may be reduced to the scalar mean dynamic polarisability,
α(ω), given by: [96, 97]
α(ω) = 1/3trα(ω) =

i
fi
ω2i − ω2
(2.96)
This function will share poles with χ(ω) at the excitation energies:
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ωi = Ei − E0 (2.97)
The respective numerators of Equation 2.96 represent the oscillator strengths of the transition,
defined in Section 2.3.2:
fi =
2
3
(Ei − E0)|µ⃗ij|2 (2.98)
The tensor α(ω) allows the calculation of the transition dipole moments associated with these
transitions, and χ itself allows the description of the movement of electron density, n1(r⃗), in
going from the ground to the excited state, usually expressed as a linear combination of single
Kohn-Sham orbital excitations.
Problems with Charge Transfer States in Linear Response TDDFT
Unfortunately, when used with pure DFT functionals, the excitation energy calculated using
linear response TDDFT fails to accurately reproduce the electron-hole binding energy between
the excited electron and de-excited hole in going from the ground to the excited state. [98,
99, 100, 101] This is a direct result of the linear response approximation and the Coulombic
self-interaction error (the spurious interaction of an electron with itself) in density functionals
without exact exchange. Following excitation, the electron in the new orbital remains under the
influence of an unphysical Coulombic repulsion from a fictitious electron in the old orbital, thus
reducing the energy cost of long range charge transfer. This results in an improper delocalisation
of the excited state, and spuriously low charge transfer state excitation energies.
Time dependent Hartree Fock theory avoids this problem due to the exact exchange included
in the Hartree Fock approximation, as the Coulombic self interaction exactly cancels with
the exchange functional, as discussed in Section 2.4.3. However, TDHF overestimates local
excitation energies due to the lack of dynamic correlation; whose effect is maximal with a large
overlap between the states, as in local excitations.
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Hybrid functionals, including range separated hybrids, in which the mix of exact exchange
in the exchange-correlation functional is larger at large distance, empirically mix these two
contributions to exchange-correlation, and may provide a balanced description of some classes of
excitation. The failure of linear response TDDFT to adequately represent Coulomb interaction
between hole and particle when using standard functionals to calculate properties of a molecule
in vacuo may have a similar influence on energies of charge transfer excitations as an isotropic
dielectric environment, which may lead to reasonable excitation energies for charge transfer
states in particular materials. This concept is discussed in more detail in Section 5.3.
Range Separated Hybrid Functionals
Clearly it is desirable for a single functional to give accurate values for all excitations of a system,
irrespective of the degree of charge transfer. In response to this problem, a number of range
separated hybrid functionals have been developed, in which the mix of exact exchange in the
exchange-correlation functional is larger at large distances. [102, 103, 104] Popular among these
is Yanai et al.’s Coulomb attenuating method (CAM-B3LYP). [104] Peach et al. have compared
TDDFT excitations using CAM-B3LYP, PBE (a pure DFT functional), and B3LYP, to high
level theory calculations and gas phase measurements for a series of small molecules exhibiting
varying degrees of charge transfer. They find CAM-B3LYP offers a significant improvement
over the other two functionals in reproducing excitation energies. [105]
More recently, tuned range separated hybrid functionals such as the Baer-Neuhauser-Livshits
functional (BNL) have been developed, [106, 42] whereby the form of the attenuation factor is
explicitly tuned to the system under consideration to conform to a general form of Koopman’s
theorem where the Kohn-Sham frontier orbitals agree with the ionisation potential and electron
affinity calculated through the delta-SCF method. [42]
This can be used to define a range separated hybrid specific to a single system, or to any
particular average of these values. An expectation in the construction of these functions is that
in ensuring that the eigenvalues (energies) of the frontier Kohn-Sham orbitals are correct, then
the eigenvectors (wavefunction) used to define the basis for the excited state calculation are
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similarly improved. Tuned RSH functionals have been the subject of a recent review by Baer
et al., [107] and may offer access to accurate charge transfer state energies, at a reasonable
computational efficiency.
Oscillator Strength
There have been relatively few studies on the accuracy of oscillator strengths and transition
dipole moments predicted by linear response TDDFT or TDHF, and none which focus on CT
excitations. Caricato et al. study a number of small organic molecules, and find that CAM-
B3LYP gives best performance in reproducing results from high level EOM-CCSD calculations
for both valence and Rydberg excitations. [108] Excitations to CT states, like Rydberg ex-
citations, are likely to have a lower spatial overlap than excitations to valence states, and it
is reasonable to expect similar methods would perform well with both. Nayyar et al. [109]
calculated spin density of the polaron in a decamer of MEH-PPV, a conjugated polymer like
the ones we consider here, showing that CAM-B3LYP predicts spin localisation in agreement
with experimental findings by Nguyen et al on MEH-PPV. This is encouraging, as oscillator
strength will be heavily dependent on spatial extent of wavefunction.
We consider a comparison between B3LYP and CAM-B3LYP informative, because for OPV
applications, we are interested in properties of polymers in a film, rather than molecules in
vacuum. Molecules in a film will experience a solvation effect from surrounding molecules,
which typically have a dielectric constant of ∼ 3-4. The reduced Coulomb interaction which
results from using B3LYP with linear response TDDFT may be considered as crudely equivalent
to considering the excitation properties in a medium with a dielectric constant of ∼5. We expect
excitation energies, and degree of charge transfer in excitations in films to lie between those
calculated using B3LYP and CAM-B3LYP with linear response TDDFT.
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2.4.9 Basis Sets
Orbitals are described as a linear combination of basis functions. These basis functions will
never form a complete set, as this would require an infinite number of functions, and thus
infinite computation time.
Basis sets used in this thesis are all atom-centred, and almost all atom centred Pople basis
sets, in which linear combinations of primitive Gaussian functions are used to represent the
first few spherical harmonic orbitals of the hydrogen atom. [110, 111] These basis sets are
denoted by X-YZg, where, X represents the number of Gaussians comprising each core atomic
orbital basis function, and Y and Z indicate that valence orbitals are each composed of two
basis functions, formed of Y and Z primitive Gaussian functions respectively. An additional ‘∗’
indicates an additional polarisation function on each non-hydrogen non-helium atom (‘d’ type
for each atom Li through Ca), and an additional ‘+’ indicates an additional diffuse functions,
capable of describing electron density far from an atomic centre.
In order to allow electron density to localise far from atomic centres, it is desirable to use plane
wave, or large atom-centred basis functions containing diffuse functions. However, the use of
larger basis sets dramatically increases computation time.
2.4.10 Population Analysis
There exist a number of methods for breaking down the orbital and charge distribution resulting
from a calculation performed using density functional theory, different of which are appropriate
for different problems. Young provides a useful overview of methods for population analysis,
[112] and Philips et al. provide a quantitative comparison of different methods applied to
similar systems. [113] We describe two methods based upon assigning charges to particular
atoms within a molecule.
A simple method is Mulliken population analysis, in which charges are assigned to atoms simply
by the occupation of basis functions associated with that atom. This method works reasonably
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well when using small basis sets, but use of this method with larger basis sets may result
in misrepresentative charge distributions due to diffuse atomic basis functions representing
electron density on neighbouring atoms. This may be less problematic when summing over
monomers containing several atoms.
Other methods calculate a set of atomic charges to best represent the electrostatic potential
arising as a result of the electron density at a set of points on a spatial grid. Examples of this
method are the Merz-Singh-Kollman ESP, [114, 115] and CHELPG schemes. [116] Although
these methods are known to exhibit a spurious dependence of charge distribution on molecular
orientation [117, 118], they have been shown to offer a significant improvement on Mulliken
population analyses when using large basis sets. [119, 120, 121]
2.4.11 Natural Transition Orbitals
The Kohn-Sham orbitals defined in Section 2.4.4 represent only one of an infinite number of pos-
sible sets of orbitals which would represent the groundstate electron density. Natural transition
orbitals (NTOs) are defined about a particular transition, N , and represent a reoptimisation of
the basis set such that the hole, and HN and particle, PN , are each well described by a single
orbital. [122]
2.4.12 Summary of Methods for Calculation of Electronic Structure
In summary, there exist a wide array of approaches to the calculation of electronic structure
in molecules, with different methods suited to different problems and different size of systems.
Coupled cluster methods offer highly accurate results, but are not scalable to large systems.
DFT with hybrid functionals has been popular for prediction of electronic properties of organic
molecular systems, offering a good balance between accuracy, and computational demand.
Methods for calculation of electronically excited state properties are less mature than those for
groundstate properties. Linear response TDDFT offers a pathway to excited state properties
at relatively low computational cost, allowing the exploration of parameter space for relatively
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large systems, but must be used with a careful choice of functional, owing to its failure to
reproduce Coulombic interaction between hole and particle when used with functionals without
exact exchange. In some cases, it may be possible to consider this reduced interaction as
analogous to the role of polarisable surroundings in reducing charge transfer excitation energies,
under the approximation of homogeneous polarisable surroundings. More exact methods for
calculation of excited states, such as GW-BSE, have been applied to organic molecules [123]
and molecule pairs, [124, 125] but are more computationally expensive, more challenging to
implement, and will not necessarily give a more realistic description of excited state properties
in a film unless the polar influence of surrounding molecules is well known and well accounted
for.
Chapter 3
Methods
In this chapter are outlined the methods used for calculation of properties presented in the
subsequent chapters.
3.1 Molecular Geometries
In this section, I describe our procedure for geometry optimisation for molecules, including
oligomers with, and without planarisation constraints and/or a constraint of a twist in the
backbone. I also describe our calculation of persistence lengths from planarised structures. I
give details of methods used for calculation of excited states, and determining localisation of
orbitals, and describe our procedure for calculating excitation properties of oligomer pairs.
Starting geometries for molecules not formed of repeat units were either built using Gaussview,
or extracted from crystallographic information files (.cif files). For oligomers, planar starting
geometries for subunits are built using Gaussview, [126] and oligomers are built from these
subunits using a homemade bash script, which arranges these subunits, and builds an input
file for a geometry optimisation in Gaussian 09 (see Section 2.4.7). [92] We replace solubilising
alkyl chains from conjugated oligomer structures with hydrogen atoms, which has little effect
on electronic structure, but the relative flexibility of alkyl chains makes geometry optimisation
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challenging and computationally expensive if they are included. [127] All considered geometries
are energy minimised using AM1 (for structures in which all atoms are parametrised in this
method), followed by B3LYP/6-31g∗, with no constraints on small molecules. Geometry opti-
misations for conjugated oligomers begin from a range of starting configurations, and under a
range of constraints, as described below.
3.1.1 Planarised Oligomer Geometries
For each considered oligomer, a geometry optimisation is carried out in which dihedral angles
between neighbouring conjugated rings are constrained to 0◦ or 180◦, such that the oligomer
remains planarised. In some cases, additional constraints are required in order to ensure pla-
narity. In fluorene, DPP, and isoindigo containing oligomers, a constraint is imposed such that
a pair of atoms closest to one end of the bond remains co-planar with those closest to the
opposite bond on these units.
3.1.2 Unplanarised Oligomer Geometries
A separate (unplanarised) geometry optimisation is performed without constraints for a number
of relatively low energy oligomer structures. For unplanarised optimisations, a small alternat-
ing twist of 2◦ is applied between neighbouring monomers before geometry optimisation. This
approach may somewhat bias the direction in which the backbone twists between units in op-
timised structures, but prevents the dihedral from remaining stuck at 0◦ during the geometry
optimisation process owing to the planar symmetry of the starting geometry, when the min-
imum energy structure may not be entirely planar (see Section 2.4.7). In practice, we find
that twists between neighbouring monomers in optimised geometries rarely retain the pattern
imposed in the starting geometry, suggesting this procedure does not significantly bias results.
Unplanarised oligomer geometries are used in oligomer:fullerene molecule pair calculations in
Chapter 6.
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3.1.3 Twisted Oligomer Geometries
In order to obtain an estimate of the relative energy barriers to twisting of the polymer backbone
in considered oligomers, we carry out a study on short oligomers (consisting of four conjugated
rings) in an all-‘trans’ monomer configuration. Starting geometries are prepared, in which
each conjugated ring is planar, but a twist angle of 30◦ is imposed between each ring and its
neighbour. A geometry optimisation is then carried out, with the twist angle between the
conjugated rings at the ends of the chain fixed at 90◦ (but not the intermediate twist angles).
3.1.4 Twisting Between DPP and TT-T Block
In order to obtain an estimate of the torsional barrier between the DPP unit and the TT-
T-TT block in DPP-TT-T, geometry of a single monomer is first optimised under planarity
constraints, as described above. A twist in the dihedral about the DPP unit and TT-T-TT
block is then imposed, keeping the geometry otherwise unchanged. Excited state properties
are calculated for the resulting structures. A ground state energy surface is also calculated for
a further geometry optimisation of these structures, keeping the torsional angle between the
DPP unit and TT-T-TT block constrained.
3.1.5 Calculation of Persistence Length in Polymers
We calculate the persistence length, λp (Equation 2.61), under the approximation that the
conjugated plane remains completely planar, with bends allowed only as a result of ‘cis’/‘trans’
isomerism of neighbouring conjugated rings.
Different polymers considered here have different numbers of conjugated rings, NRing per
monomer. Whilst maintaining the planarity of the π-system, each monomer may adopt one of
2NRing possible conformations relative to the previous monomer (associated with a 180◦ rotation
of each ring about the oligomer axis).
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We thus consider the standard rotation matrix, T (defined in Section 2.3.9), as a discrete set
of 2NRing possible rotation matrices associated with each of these monomer conformation, each
weighted by their population in a room temperature Boltzmann distribution:
T =
1
i e
−Ui/kBT

j
e−Uj/kBTRj (3.1)
Where Ri represents the bond rotation, and Ui represents the change in groundstate energy as-
sociated with the addition of a monomer in configuration i to the end of the previous monomer.
Following Rossi and Silbey, [66] we define the first monomer as oriented with the x-axis, and
for each monomer configuration, i, we define an associated bond rotation, Ri, by:
Ri = Rz(θmon,i) ∗Rx(180◦)γi (3.2)
Where Rz(θmon,i) represents the matrix which effects a rotation of θmon,i, associated with con-
figuration i, about the z-axis. Rx(180
◦) represents the matrix associated with a 180◦ rotation
in the x axis. γi is defined as equal to one for monomer configurations, i, which bring about a
flip in the final interring units, 0 for monomer configurations which bring about no flip.
We access values of θmon and Ui by considering values of θring associated with constituent
conjugated units, and energy barriers, Uflip associated with a flip in ‘cis’/‘trans’ isomerism of
each pair of rings in the repeat unit. Our procedure for obtaining these values is schematised
in Figure 3.1.
We first optimise the geometry, and calculate the groundstate energy, Ubase, of a twelve unit
oligomer in an all-trans conformation under the constraint of planarity. We then flip the
configuration of each unique pair of units in the central monomer individually, reoptimise the
molecular geometry under the constraint of planarity to obtain values Ugs,flip, and subtract
from the groundstate energy, Ubase, of the first configuration to obtain energy barriers, Uflip
associated with a flip in unit configuration of each pair of rings (as schematised in Figure
3.1(b)), by:
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θring,F 
θring,T 
(θring,BT = 0) 
(a)
Ugs,base 
Uflip,F-T = Ugs,flip,F-T - Ugs,base 
F 
T 
Uflip,T-BT = Ugs,flip,T-BT – Ugs,base 
T 
BT 
(b)
Figure 3.1: Obtaining Parameters for Persistence Length (a) θring associated with
a range of conjugated rings, (b) Calculation of energy barriers to a flip in conformation
Uflip, between fluorene (F) and thiophene (T), and T and benzothiadiazole (BT) units in
fluorene-bis-thiophene-co-benzothiadiazole (FTBT). Arrows in top oligomer indicate where flips
in ‘cis’/‘trans’ isomerism of neighbouring rings occur to give structures in the bottom two
oligomers.
Uflip = Ugs,flip − Ubase (3.3)
We obtain values of θring by calculating the angle between bond directions either side of a
central conjugated ring, with preliminary studies suggesting θring is relatively insensitive to
surrounding units, provided steric hindrance is not too large.
We add/subtract θring and Uflip values associated with each of the possible monomer confor-
mations, enabling us to obtain values of θmon,i, Ui, and γi (0 for an odd number of flips, 1
for an even number), associated with each possible monomer configuration i of each polymer
structure. λp is calculated using these values with Equations 2.61 and 3.1.
Monomer length is obtained by taking the distance between terminal hydrogen atoms of an ‘all-
trans’ monomer conformation of 120 < Nπ < 165, and dividing by sin(
θmon/2) (the same ratio
as that between µOlig,trans and µOlig,0 shown in Figure 2.5), and dividing again by the number
of monomers in the oligomer. λp, in A˚ngstroms, is obtained by multiplying λp in monomers by
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this monomer length.
3.2 Excited State Calculations: Oligomers and Subunits
For absorption studies, excitation properties of single conjugated units are calculated using
EOM-CCSD/TZVP, and CAM-B3LYP/6-31+g∗. Excitation properties of oligomers are cal-
culated using linear response TDDFT. Except where otherwise stated, all reported calculated
values in the absorption chapter (Chapter 4) are the result of calculations using CAM-B3LYP/6-
31g∗. For molecule pair studies in Chapter 6, oligomer excitation energies are calculated using
linear response TDDFT with B3LYP/6-31g*, for ease of comparison with calculated excitations
of molecule pairs.
3.2.1 Charge and Orbital Localisation
Charge distributions in ground and excited states are calculated using Mulliken, and in some
cases ESP and CHELPG population analysis. In order to assess orbital localisations, the
contribution of H1 and P1 (See Section 2.4.11) to units within the molecule is calculated using
Mulliken Population analysis. We also calculate the spacial overlap, OH1P1, of electron densities
in H1(r⃗) and P1(r⃗), the frontier natural transition orbitals associated with the first transition:
OH1P1 =

d3r⃗ HNTO1(r⃗)H
∗
NTO,1(r⃗)PNTO,1(r⃗)P
∗
NTO1(r⃗) (3.4)
3.3 Molecule Pair Calculations
3.3.1 Oligomer Pair Calculations
In oligomer pair calculations, oligomers in planarised geometries are placed at specific mini-
mum interatomic distances, at specific orientations to one another, using a homemade script.
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Electronic structure calculations are carried out on the system as a whole, with CAM-B3LYP/6-
31g* where system size permits, and with B3LYP/6-31g* for all systems. Excited states are
calculated using linear response TDDFT.
3.3.2 Oligomer:Fullerene Molecule Pair Calculations
In studies of oligomers:fullerene pairs, oligomer lengths for blend studies were selected such
that an increase of one repeat unit resulted in a decrease of less than 0.1 eV in the first ex-
citation energy. Fullerenes are placed above the centre of the selected oligomer unit, oriented
such that the face opposite the fullerene side chain is cofacial with the conjugated plane of
the oligomers unit, at an interatomic closest approach 3.5A˚. Preliminary studies on dodecoth-
iophene(12T):fullerene pairs show only minimal energy changes for small changes in relative
position and orientation (See Appendix C.4). Excited state properties are calculated using
linear response TDDFT with B3LYP/6-31g*.
3.3.3 Defining Excitation Types: Exciton, Charge Transfer, and
Mixed.
Degree of intermolecular charge transfer is assessed by summing Mulliken charges [128] on
relevant molecules. Excitations are classified as excitonic if less than 0.1 electrons are transferred
between molecules in going from the ground the the excited state, charge transfer if more
than 0.9 electrons are transferred, and mixed if more than 0.1, but less than 0.9 electrons are
transferred.
3.3.4 Coulombic Interaction Between Molecule Pairs
To calculate the Coulomb interaction between molecules, the unshielded Coulomb interactions
between partial charges assigned to atoms on opposite molecules are summed, as in Equation
3.5.
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UCoulomb = −
donor
i
acceptor
j
qiqj
4πϵ0rij
[unshielded] (3.5)
where qi represents the charge on atom i from a CHELPG population analysis, and rij represents
the distance between atoms i and j. Sums are over all atoms on the donor and the acceptor.
3.3.5 Transfer Integrals
Hole transfer integrals for molecule pairs are calculated using the projective method, developed
by Dr. James Kirkpatrick, with B3LYP/6-31g∗. [129] Molecular geometries are optimised as
described above, and rotated and positioned according to crystal structures, using rotation
matrices as described in Section 3.4.4.
3.4 Polarisation
3.4.1 Quantum Chemical Polarisability Calculations
Quantum chemical polarisability calculations are carried out on molecular structures, optimised
as described in Section 3.1. Polarisabilities are calculated using the Hartree Fock method with
the Pople 6-31+g∗ basis set. This basis set was chosen following a trial study on tetrathiophene,
which found a change of less that 2% in any polarisability component when using the larger 6-
311++g∗∗ basis set (See Appendix D.2). We define a metric for mean polarisability normalised
to molecule size, αmpa, as:
αmpa =
αmean
Nla
(3.6)
Where Nla is the number of “large” (ie. non-hydrogen) atoms in the molecule, αmean =
1/3tr(α)
is the mean value of the polarisability tensor, α (see Section 2.2.10).
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Figure 3.2: Schematic of Molecular Point Dipole Model and Atomic Point Dipole
Model PCBM molecule represented (left) with ball and stick model, (centre) as a single
anisotropically polarisable point, with a single charge state, as in the molecular point dipole
model, and (right) as a set of interacting isotropic point dipoles on atomic sites, each with an
individual charge extracted from population analysis of a quantum chemical calculation, as in
the atomic point dipole model.
3.4.2 Classical Point Dipole Model
Interactions between charges and polarisable molecules in a lattice are calculated using models
of two different resolutions, both implemented using a classical point dipole model as described
in Section 2.2.9. These models are illustrated schematically in Figure 3.2. In the more coarse
grained molecular point dipole model (Figure 3.2(centre)), each molecule is represented as a
single polarisable point dipole, with a polarisability either calculated using quantum chemical
methods, or extracted from reported values making use of higher level calculation methods. In
the finer grained atomic point dipole model (Figure 3.2(right)), each atom is represented by an
isotropically polarisable atomic point dipole.
In most respects, these models are implemented similarly. However, there are two key differ-
ences. Firstly, in the atomic point dipole model, dipole-dipole interactions are screened by
an exponential damping parameter, as proposed by Thole. [51, 54] This is not found to be
necessary the molecular point dipole model, where dipoles are further separated. Secondly, in
the atomic point dipole model, charge-charge, and charge-dipole interactions between atomic
partial charges on the same molecule are suppressed. This is not necessary in the molecular
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point dipole model, where only a single charge is considered per molecule.
3.4.3 Fitting Molecular Polarisabilities in the Thole model to Po-
larisabilities from Quantum Chemical Calculations
In the atomic point dipole model, atomic polarisabilities are used, as reported for fits to ex-
perimental results by van Duijnen et al.. [55] However, the screening radius, a, is fit to each
molecule individually, in order to better represent molecular polarisabilities calculated using
quantum chemical methods. We favour this approach to the simultaneous fitting of all param-
eters, as we find it gives good results without allowing a large number of degrees of freedom
such that our problem becomes insufficiently determined. We define a fitting parameter, η(a),
to quantify the degree of difference between molecular polarisabilities arising from the atomic
point dipole model and quantum chemical results:
η =
x,y,z
i,j
(αQCij − αAPDMij (a))2 (3.7)
Where αQCij , α
APDM
ij (a) refer to the i, jth elements of the molecular polarisability tensor obtained
from a quantum chemical calculation, and from the atomic point dipole method respectively.
η is minimised with respect to a using the ‘minuit’ optimisation protocol, as implemented
in pyminuit [130]. The resulting screening parameter is used in subsequent calculations of
electronic properties of the molecule a lattice.
3.4.4 Construction of a Subcrystal
In constructing a subcrystal, it is first necessary to construct a unit cell. Atomic co-ordinates of
each molecule in the unit cell are obtained using the Mercury software package, [131] following
which, unit cells are defined in a different manner when using the atomic, and molecular, point
dipole models.
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A unit cell is constructed in the atomic point dipole model containing molecules with atomic
positions exactly as specified in the .cif file. In cases where .cif files specify atomic co-ordinates
without hydrogen atoms, hydrogen atoms are added manually using Gaussview, [126] and a
B3LYP/6-31g* geometry optimisation of the molecule performed in vacuo, constraining all other
atoms to their positions as specified in the .cif file. In all cases, partial charges are assigned
to atoms in neutral, cationic, and anionic molecules from an ESP analysis of an HF/6-31+g*
calculation on a molecular geometry which has been fully optimised using B3LYP/6-31g*.
In building a unit cell using the molecular point dipole model, there is an additional challenge
of rotating the calculated polarisability tensor for a molecule in an optimised geometry, αQC
to polarisability tensors corresponding to molecules orientated as in the unit cell, αcif . Details
of how this is achieved are given in Appendix D.1. Following rotation of the polarisability
tensor, a molecular point dipole with polarisability tensor αcif corresponding to the orientation
of the particular molecule in the unit cell is placed at the centre of mass position (or centre of
cage position for fullerenes) of the molecule in the .cif file. This procedure is repeated for each
molecule in the unit cell.
Having constructed a unit cell in either the atomic or molecular point dipole model, a lattice
is built up by replicating this unit cell, and translating these replicas according to translation
vectors obtained from crystal parameters in .cif files. Lattices are built either up to a specified
maximum total number of translation vectors from the centre, or up to a maximum number of
translation vectors in each direction, as indicated in discussion of results.
3.4.5 Calculation of Effective Dielectric Constant
We introduce a method for the calculation of a dielectric constant associated with separation
of charges in a lattice of polarisable molecules. As defined in Section 2.2.8, this section uses
quantities Uqq, Uqd and Uqq to refer to energies associated with charge-charge, charge-dipole,
and dipole-dipole interactions, and Eext and µ refer to column vectors describing the electric
field and dipole moment at each polarisable point.
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Consider a lattice containing two charges, +e and −e, separated by a distance r along a lattice
vector. By the superposition principle, the column vector Eext (defined in Equation 2.14) in a
lattice containing two charges is equal to the sum of Eext vectors for the same lattice containing
each charge alone. We will denote these vectors Etot, E+ and E−, respectively:
Etot = E+ +E− (3.8)
By Equation 2.11, this implies:
µtot = µ+ + µ− (3.9)
Where µtot, µ+, and µ− are the set of dipoles for the same system. Thus, the energy of the
system containing two charges, Utot is the result of the interaction of each charge with its
polarisable surroundings, Up = U+ + U−, and an additional stabilising contribution resulting
from the interaction between the two charges, UB, the screened Coulomb binding energy of the
charge pair.1,2
UB = Utot − Up (3.10)
For charges separated by a distance r along a given axis, x it is possible to calculate an “effective
dielectric constant”, ϵr,x, associated with charge separation along that axis:
ϵr,x = − r
UB
(3.11)
Equation 3.11 is used to calculate effective dielectric constants associated with separation of a
charge along different lattice vectors in a series of molecular systems as a function of lattice size
1Note that Up here should be thought of as a comparative value between a lattice with different arrangements
of charge, and not as an absolute value. In practice, quadrupole moments are likely to make a significant
contribution to absolute values of polaron binding energies, not included in this model.
2In the molecular point dipole, where Uqq = 0 for lattices containing only a single charge, this equation can
be further simplified to UB = Uqq − 1/2

µ+ ·E− + µ− ·E+

.
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Figure 3.3: Calculation of Dielectric Tensor from the Point Dipole Model Schematic
illustrating the varying of charge separation, from (a) r to (b) 2r and (c) 3r along the lattice
vector a, in a lattice of polarisable points (blue circles) with dipole moments (white arrows,
arrow length corresponds to dipole magnitude). Charges are separated by moving each charge
from its current position to the corresponding point in the adjacent unit cell. This process is
repeated until both charges are on polarisable points on the boundary of the lattice. Figure
produced by Cleaven Chia.
and charge separation. Molecules of charge +e and -e are placed on equivalent sites in adjacent
unit cells close to the centre of the lattice, separated by the lattice vector of interest (Figure 3.3).
Charges are then separated along the lattice vector of interest until they reach the extremities
of the subcrystal. A value of ϵr,x is extracted from the slope of UB with inverse separation
1/r using Equation 3.11, at large values of
1/r. Uncertainties in ϵr,x are due to uncertainties in
linear fitting.
3.4.6 Calculation of Electronic Polarisation Barrier to Charge De-
localisation
Energy barriers associated with the electronic polarisation response to the delocalisation of
a charge from a single molecule (a or b) to a pair of molecules (a and b) are calculated by
comparing Udd+Uqd for a charge localised on a either single molecule with electronically relaxed
surroundings (UB,a, and UB,b), with Udd + Uqd for a charge which is evenly split this site and a
neighbouring site, UB,qsplit. An energy barrier to delocalisation, Ubarr,deloc, is calculated as:
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Ubarr,deloc = UB,qsplit − (UB,a + UB,b)
2
(3.12)
We calculate values of Ubarr,deloc for the delocalisation of a charge between a single molecule
close to the centre of the lattice, and its nearest neighbours.
3.5 Software Packages
Quantum chemical calculations were carried out using the Gaussian 09 package. [92] Isosurfaces
and images of molecular geometries were produced using PyMol,[132] spectra were produced us-
ing gnuplot, [133] and chemical structures were produced using ChemDraw. Crystal structures
were obtained from the Cambridge Crystal Structure Database, and unit cells and translation
vectors extracted using Mercury [131] and python scripts. Images of crystal structures were
generated using Mercury. Graphs were produced using R-project, gnuplot, and Microsoft Ex-
cel. The point dipole model was implemented using a modular python model developed with
Dr. James Kirkpatrick and Cleaven Chia. All calculations were performed on the cx1 cluster
at Imperial College’s high performance computing facility.
Chapter 4
The Influence of Chemical Structure
on Absorption in Conjugated Polymers
‘start at the beginning - with the end -
that’s the one, the most available
it rolls off the tongue
like x therefore y it’s predictable
...
and when you happen upon a tangle
just feel through the sequence with the fingers
and pull through and out to the clear beginning
there, I told you, it’s logical
...
but now there’s another, well follow it then,
but no, the same will happen again,
it’s this twist, then that one, it’s inside out
our understanding what wire’s about
...
so move over mind while the fingers flap
it’s that over this, no this over that...
for you cannot control it when you unroll it
unless you are ready to ride it’
from Matt Black’s ‘Pik’N Wig’s Wire-Unrolling Discussion’
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4.1 Introduction and Motivation
Absorptivity is an important factor in determining the performance of organic solar cells, but
until now it has seldom been addressed as a means to improve performance. A more absorptive
polymer would allow thinner devices, using less material, and resulting in a shorter distance
between generated excitations and the interface, and between generated charges and device
contacts. This in turn leads to lower recombination flux, and more efficient photovoltaic de-
vices. Until now, there has been little work within the research community on how to predict
absorptivity from chemical structure of polymers (see Section 2.3.11).
At low photon energies, corresponding to a high energy flux density in the solar spectrum,
unprecedentedly high extinction coefficient was observed in a diketopyrrolopyrrole (DPP) based
polymer (PDPP-TT-T, chemical structure in Table 4.2) by my colleague, Michelle Vezie in
collaboration with our collaborator Dr. Mariano Campoy-Quiles at l’Institut de Cie`ncia de
Materials de Barcelona. These exceptional absorption properties are, however, only observed
at high molecular weight (Figures 4.1 and 4.2). Two analogs of this polymer were studied in
detail, which differ only in the branching point of the sidechain (DPP-TT-T C1 and C3 in
Table 4.2).
Visible absorption at both high and low molecular weights is dominated by two peaks, with
the low energy peak weaker, and the higher energy peak stronger, at higher molecular weight
(Figure 4.2). Ellipsometry measurements have revealed no anisotropy in films, suggesting that
polymer chains are oriented similarly at both molecular weights.
When blended with PC71BM in an OPV device, low molecular weight polymers produced
by Iain Meager, processed by Michelle Vezie, and made into devices by Shahid Ashraf, show
intermediate power conversion efficiencies of 4-6% (depending on sidechain branching point),
whilst high molecular weight polymers, with higher extinction co-efficients, exhibit high power
conversion efficiencies of 8.1% and 8.5% for C1 and C3 respectively. These differences are
chiefly the result of differences in short circuit current density, and cannot readily be explained
by differences in active layer thickness, nor charge carrier mobility or lifetime, as measured by
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Figure 4.1: Experimental Extinction Co-efficients of a range of polymers measured
ellipsometrically by Bernhard Do¨rling and Dr. Mariano Campoy-Quiles at l’Institut de Cie`ncia
de Materials de Barcelona.
charge extraction and transient photovoltage. As such, we attribute differences largely to the
higher proportion of incident photons absorbed in the device.
These results are promising, but a challenge remains in rationalising the high extinction co-
efficient in DPP-TT-T at high molecular weight, and establishing design rules for other polymers
which might exhibit similarly favourable absorption properties.
In this chapter, we use computational modelling to calculate absorption properties of PDPP-
TT-T in comparison with other, less strongly absorbing OPV polymers, according to their
chemical structure.
In order to better understand the factors which influence the absorptivity of a polymer, it is
desirable to understand the electronic properties of transitions within polymer chains. However,
to generate realistic arrangements of polymer chains in such a film is extremely challenging, and
to simultaneously model absorption properties of all molecules in a polymer film at a sufficiently
high level of computation to give meaningful results would be computationally intractable.
Instead, we divide the polymer into oligomer sections, whose absorption properties we consider
106 Chapter 4. The Influence of Chemical Structure on Absorption in Conjugated Polymers
Figure 4.2: Experimental Extinction Co-efficient in Low and High Molecular Weight
DPP-TT-T (C3) from UV-visible absorption experiments by Michelle Vezie at Imperial Col-
lege London. Similar trends with molecular weight are found in transient absorption studies
carried out by Michelle Vezie on both C1 and C3 analogs of DPP-TT-T in films and in solution.
High MW = 99kDa, low MW = 16kDa, PDI = 3.1.
independently, under the assumption that the properties of the polymer can be approximated
to a reasonable degree by properties of an assembly of these oligomers.
We begin by building geometries of submonomer units alone. We then consider different ways
in which these subunits might combine in oligomer and polymer structures, and the different
conformers which may be present. By considering the energetics of different conformations, we
obtain a persistence length (see Equation 2.61, and Sections 2.3.9 and 3.1.5), which gives an
indication of the propensity of a given polymer structure towards linearity (in the absence of
any interactions with other chains). We calculate excitation properties of submonomer unit
alone, and different conformers of a range of oligomer structures, and examine the importance
of conformation in determining optical properties. We find the linearity of the chain to be a
crucial factor in determining the absorption strength of a polymer chain. We validate these
results by comparison with experiment. We explore the localisation of hole and particle in
different oligomers, and how this relates to other excitation properties. Finally, we propose
design rules for highly linear, highly absorptive polymer structures.
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4.2 Chemical Structures and Number of π-electrons by
Hu¨ckel’s rule
4.2.1 Submonomer Units
Chemical structures of considered submonomer units, alongside names, both long and abbre-
viated, and number of π-electrons in these units calculated using Huckel’s rule, are given in
Table 4.1.
Name Abbreviation
Structure Nπ
Thiophene T
6
Benzene B
6
Thienothiophene TT
10
Dikyetopyrollopyrolle DPP
10
Benzothiodiazole BT
10
Quinoxaline Q
10
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Name Abbreviation
Structure Nπ
Fluorene F
12
Cyclopentadithiophene CPDT
12
Silicon Cyclopentadithiophene Si-CPDT
12
Carbazole CZ
14
Isoindigo I
20
Table 4.1: Chemical Structures, Abbreviated
Names and Number of π-electrons in Sub-
monomer Units
The number of π-electrons is calculated following Sainsbury. [134] Each sp2 hybridised carbon
atom in units in Table 4.1 contributes three valence electrons to σ bonds, and one valence
electron in the π orbital. Each sulphur atoms in T, TT, and BT has six valence electrons.
Two of these electrons contribute to σ bonds, two to a lone pair, which projects out of the
conjugated ring, and two to the π-system. Each nitrogen atom has five valence electrons. In
BT, each nitrogen contributes two valence electrons to σ bonds, two form a lone pair which
projects out of the ring, and one contributes to the π-system. However, when a nitrogen atom
is bonded to an additional hydrogen or ethyl chain, as in DPP, CZ, and isoindigo, the lone
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pair is replaced with a single σ bond, and the nitrogen atom contributes two electrons to the
π-system. The bridges connecting benzene rings in F and CZ, and connecting thiophenes in
CPDT and Si-CPDT, are not conjugated, and do not contribute any electrons to the π-system.
Oxygen atoms in DPP and isoindigo do not contribute to the π-system, but may play a role in
inductively withdrawing electrons,[135] lowering the HOMO (and LUMO) of the system.
4.2.2 Oligomers and Polymers
Chemical structures of considered polymers units, alongside full names, abbreviated names,
and number of π electrons calculated by summing the contributions from units in table 4.1 are
presented in Table 4.2.
Abbr.
Full Name Structure Nπ,mon
3HT (T) 3-hexylthiophene-2,5-
diyl
6
FO (F) 9,9-di-n-
octylfluorenyl-2,7-diyl
6
CPDTBT
2,6-(4,4-bis-(2-
ethylhexyl)-4H-
cyclopenta [2,1-
b;3,4-b]dithiophene)-
alt-4,7(2,1,3-
benzothiadiazole)
22
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Abbr.
Full Name Structure Nπ,mon
Si-CPDTBT
((4,4’-bis(2-
ethylhexyl)-
dithieno(3,2-b:2’,3’-
d)silole)-2,6-diyl-
alt-(4,7-bis(2-
thienyl)-2,1,3-
benzothiadiazole)-
5,5’-diyl)
22
1TI
isoindigo-thiophene 26
FODTBT (FTBT)
2,7-(9,9-
dioctylfluorene)-
alt-4,7-bis(thiophen-
2-yl)benzo-2,1,3-
thiadiazole
34
CDTBT
(9-(1-octylnonyl)-
9H-carbazole-
2,7-diyl)-2,5-
thiophenediyl-2,1,3-
benzothiadiazole-4,7-
diyl-2,5-thiophenediyl
36
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Abbr.
Full Name Structure Nπ,mon
DPP-TT-T-C1 (DPP-TT-T)
thieno[3,2b]-
thiophene-diketo-
pyrrolopyrrole-co-
thiophene
36
DPP-TT-T-C3 (DPP-TT-T)
thieno[3,2b]-
thiophene-diketo-
pyrrolopyrrole-co-
thiophene
36
3TI
isoindigo-terthiophene 38
Table 4.2: Chemical Structures and Abbrevi-
ated Names of, and Number of π-electrons per
Monomer in, a Range of Polymer Structures
Where present, names in parentheses refer to oligomer
repeat units, stripped of alkyl sidechains.
The lowest energy configuration of PFO, sometimes referred to as the α-phase, is known to
exhibit a torsional twist of θtwist ≈ 40◦ between neighbouring fluorene units. However, a
configuration also exists in which neighbouring fluorene units are planar. This configuration is
referred to as the β-phase, and exhibits different optical properties from that of the lowest energy
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configuration. [136] We calculate geometry of both α-phase when comparing unplanarised
structure, but all other references to F are in the β-phase.
4.3 Molecular Geometries
In this section, we give details of optimised oligomer geometries under a range of constraints
and for a range of starting configurations. Results of geometry optimisation of oligomers with
a constraint of a twist between end units are given in Appendix B.1, and studies of twisting
between the DPP unit and the thiophene block in the DPP-TT-T monomer, and its effect on
groundstate energies and excitation properties of the monomer are described in Appendix B.2.
4.3.1 Free Geometry Optimisation
Oligomer geometries optimised without planarisation constraints are shown in Table 4.3, and
energy differences between oligomer groundstate energies in planarised and unplanarised ge-
ometries are given in Figure 4.3.
Oligomer
Geometry Geometry (90◦ rot)
T
F
3TI
CDTBT
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Oligomer
Geometry Geometry (90◦ rot)
DPP-TT-T(trans)
DPP-TT-T(cis)
FTBT
1TI
CPDTBT
Si-CPDTBT
Table 4.3: Unplanarised Oligomer Geometries
Oligomer geometries resulting from a geometry optimi-
sation without planarisation constraints.
Whilst some oligomers optimise to a near-planar geometry with no constraints (DPP-TT-
T(trans), CPDTBT, Si-CPDTBT), others exhibit a significant degree of twisting (F, DPP-TT-
T(cis), FTBT, CDTBT, 1TI, 3TI). Twisting usually occurs about joins in conjugated rings
which bring hydrogen atoms, or hydrogen atoms and methyl groups, on different rings into
close proximity of one another, resulting in steric hindrance. Some twisting also occurs between
neighbouring thiophene rings (∼12.5◦), but, interestingly, does not occur between thienothio-
phene and thiophene in a similar arrangement (as in DPP-TT-T(trans)). The symmetry in
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(a)
Figure 4.3: Energy Barriers to Planarisation Groundstate energy of the planarised struc-
ture relative to the structure resulting from a free optimisation of oligomers of lengths shown
in in Table 4.4. A barrier of 470meV is found in F.
the sense of the twist in the thiophene structure presented here may be a result of a bias in
the starting geometry (an alternating twist of 2◦ between neighbouring units is imposed, as
described in Section 3.1.2).
4.3.2 Planarised Structures
Optimised oligomer geometries for each considered polymer structure are given in Table 4.4 in
two configurations: one configuration in which alternate monomers flip (ie. each monomer is in
a ‘trans’ configuration relative to its neighbours), leading to a more linear structure, and one
in which alternate monomers are similarly aligned (ie. each monomer is in a ‘cis’ configuration
relative to its neighbours), resulting in a curvature of the backbone within the conjugated
plane. We refer to these conformations as ‘all-trans’ and ‘all-cis’ respectively. Difference in
groundstate energy per monomer junction (Nmons− 1) in the lowest energy all-trans and all-cis
conformers of each oligomer are given in Figure 4.4.
The degree of curvature in the all-cis configuration varies between structures, with a relatively
gentle curvature in DPP-TT-T, resulting from a relatively long monomer, with value of θring
= 0 about every ring except for the thiophene.
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Under the constraint of planarity, each monomer is able to adopt 2NRing possible conformations
relative to the previous monomer, leading to additional possible monomer conformations. Each
of these conformations is likely to exist in some population in a polymer. The linearity of the
polymer may be quantified in terms of a persistence length, λp, as described in Section 2.3.9,
which we calculate in the following section.
Struct
NMons All-trans All-cis θmon
T
12 27◦
F
6 23◦
CPDTBT
4 28◦
Si-CPDTBT
4 44◦
1TI
3 28◦
DPP-TT-T
2 27◦
FTBT
2 40◦
CDTBT
2 35◦
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Struct
NMons All-trans All-cis θmon
3TI
2 27◦
Table 4.4: Optimised Geometry and θmon Values of
Planar Oligomers of 60 < Nπ < 85, in all-trans and
all-cis monomer conformations.
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Figure 4.4: Groundstate Energy Differences in Lowest Energy all-trans and all-cis
Conformations per monomer junction (Nmons − 1) in a range of polymer structures.
4.3.3 Persistence Length
Values of persistence length, λp, are shown in Figure 4.5. These are calculated using Equation
2.61, using inter-ring angles, θring, and energy barriers, Uflip, associated with a flip in conforma-
tion between different ring pairs, as presented in Appendix B.3. Differences in energy between
conformers are chiefly attributable to steric hindrance between pairs of hydrogen atoms, or
hydrogen atoms and alkyl sidechains, in neighbouring conjugated units. We calculate an ex-
ceptionally large barrier to a flip in configuration of the DPP-TT bond, and a relatively large
barrier to a flip in T-T and TT-T bonds (see appendices B.1 and B.3). It is also worth noting
that the conformer of DPP-TT-T with a flip in the TT-T bond relative to the lowest energy
conformer optimises to a lower energy geometry when the constraint of planarity is removed
(by 7 meV, see Figure 4.4). However, this energy difference is relatively small compared to the
difference in energy associated with a flip in the TT-T bond in planar conformations (40 meV,
see Appendix B.3), and is not expected to significantly affect our conclusions.
The combination of a large barrier with a relatively large monomer and a relatively gentle
curvature in DPP-TT-T, results in an exceptionally large λp. Whilst θring = 0
◦ in BT, the
symmetry of this unit is such that there is an energetic preference for surrounding units (with
θring ̸= 0◦ in all considered polymers) to adopt a cis-configuration. This results in relatively low
λp in BT based polymers. I-T bonds have no strong preference for either configuration, resulting
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Figure 4.5: Calculated persistence lengths (a) in number of monomer units, and (b) in
A˚ngstroms. for a range of polymer structures.
in intermediate λp in isoindigo based polymers. Differences in energy between conformations
are much larger for DPP-TT-T than other considered polymers, and our method of calculating
groundstate energetics is likely to be subject to some degree of error. Therefore the exceptional
linearity in DPP-TT-T is a more robust conclusion than differences between linearity of other
considered polymers.
We do not expect calculated persistence lengths here to give an accurate indication of persis-
tence lengths in a film or in a solution, where their conformation will be largely defined by
intermolecular interactions. This method is instead devised to give an indication of relative
propensities of different polymers to adopt linear structures.
4.4 Submonomer Excitations
In this section, we consider the excitation properties of submonomer conjugated rings alone
(see Table 4.1 for chemical structures), before considering the properties of oligomers. Figure
4.6 shows the excitation spectrum for a range of submonomer conjugated units. It is not
straightforward to produce an energy level diagram of donor and acceptor similar to that
shown schematically in Figure 2.6, because calculated excitations are generally not from a
single orbital groundstate, but from and to a linear combination of occupied and unoccupied
orbitals.
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Figure 4.6: Line Spectra for Submonomer Units Line Spectra for a range of submonomer
units calculated using EOM-CCSD/TZVP. ’2T’ refers to bithiophene.
In order to ensure we obtain accurate excitation properties for these small systems, and in order
to test predictions of TDDFT for the DPP unit, we use EOM-CCSD/TZVP for these units.
Unfortunately, EOM-CCSD/TZVP calculations of larger acceptor units (isoindigo, quinoxaline)
failed to converge.
For the DPP unit, we were forced to replace the alkyl group bonded to the nitrogen atom
with a hydrogen in order for EOM-CCSD calculations to converge. We find the symmetry
order, energies, and oscillator strengths of EOM-CCSD/TZVP excited states (Figure 4.7(a),
top) to be well reproduced with CAM-B3LYP/6-31+g* (Figure 4.7(a),centre) for DPP with this
substitution. We calculate similar energies and oscillator strengths in DPP with the methyl
group (Figure 4.7(a),bottom), but in this case, our calculation was unable to recognise any
symmetry in the molecule, presumably due to the loss of symmetry brought about by twisting
in these chains.
Figures 4.6 and 4.7(a) show that a lower excitation energy, ω1 and higher oscillator strength,
f1 and normalised oscillator strength fπ,1 =
f1/Nπ (see Equation 2.54), is predicted in the first
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0
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(b)
Figure 4.7: Line Spectra and Isosurfaces for a DPP Unit (a) Line Spectra for a DPP
unit with a N-H bond using (top) EOM-CCSD/TZVP, and (centre) CAM-B3LYP/6-31+g∗,
and (bottom) for a DPP unit with an N-methyl bond, using CAM-B3LYP/6-31+g∗. Excitation
symmetries are also indicated. (b) Hole (H1) and particle (P1) NTOs (see Section 2.4.11) as-
sociated with the first excitation of DPP, calculated using EOM-CCSD/TZVP. Orange/purple
isosurfaces at +/- 0.0025 atomic units.
transition of the DPP unit than in any other considered submonomer ring. This is despite
a similar or smaller number of π-electrons than any other considered ring except T and B.
Isosurfaces of hole and particle transition orbitals (see Section 2.4.11) associated with the first
excitation in DPP are shown in Figure 4.7(b).
Exceptionally low excitation energies and high transition dipole moments are also predicted
in HOMO-oligomers of DPP, provided the methyl group is replaced with a hydrogen to avoid
steric hindrance (See Appendix B.6). The reasons for the exceptional excitation properties of
the isolated DPP unit remain unclear.
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4.5 Excitation Properties from Monomer to Oligomer of
Thiophene
In this section, we present the excitation properties of thiophene, bithiophene, and dodecoth-
iophene in an all-trans monomer configuration, and of dodecothiophene in an all-cis monomer
configuration. Results are rationalised with reference to the infinite quantum well, and the
quantum harmonic oscillator, described in Section 2.3.8. Absorption properties in thiophene
oligomers are compared to those measured experimentally.
All discussion of vertical and horizontal in the following sections is with respect to molecular
geometries oriented as in Tables 4.5, 4.6, and 4.7.
4.5.1 Thiophene
The calculated spectrum for the first ten excitations of thiophene is presented in Figure 4.8.
Isosurfaces of hole and particle natural transition orbitals (NTOs, see Section 2.4.11) and
transition dipole moments associated with these excitations are presented in Table 4.5.
All calculated transitions in thiophene involve hole states with near-identical nodal structure
to that of either the first or second transition, but particle states differ significantly in nature.
The first two excitations are of higher oscillator strength than any other calculated here, and
Figure 4.8: Excitation Spectrum for Thiophene First ten excitations of thiophene, labelled
by excitation number.
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Transition 01 02 03 04 05
Hole
Particle
Sym B2 A1 B1 A2 A2
Osc Str 0.104 0.112 0.008 0.000 0.000
µij
(0, -0.85,
0)
(0, 0, 0.76)
(-0.23, 0,
0)
(0, 0, 0) (0, 0, 0)
Energy
(eV)
5.84 5.95 6.17 6.23 6.38
Transition 06 07 08 09 10
Hole
Particle
Sym B1 B1 A2 A2 B1
Osc Str 0.001 0.041 0.000 0.000 0.023
µij (0.08, 0, 0) (0.49, 0, 0) (0, 0, 0) (0, 0, 0) (0.35, 0, 0)
Energy
(eV)
6.77 7.10 7.16 7.24 7.42
Table 4.5: Isosurfaces and Properties of First Ten Excitations in Thiophene, calculated
using CAM-B3LYP/6-31+g∗. Orange/purple isosurfaces at +/- 0.0025 atomic units. x,y, and
z axes are defined as from left to right across the page, vertically up the page, and out of the
page, respectively.
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exhibit a transition dipole moment aligned with the horizontal and a vertical axes, respectively.
These two transitions could be considered as analogous to the two high oscillator strength
transitions we would expect from a two dimensional infinite square well (as described in Section
2.3.8), associated with the transition of an electron from highest occupied, to lowest unoccupied
eigenstate of the well in each dimension.
Higher excitations have significantly lower oscillator strengths than the first two, associated
with larger number of nodes in particle states, analogous to low oscillator strength transitions
with |n−m| > 1 in the infinite square well.
4.5.2 Bithiophene in a ‘trans’ Monomer Configuration
The calculated excitation spectrum for the first ten excitations of bithiophene in an all-trans
monomer configuration is shown in Figure 4.9. Isosurfaces of hole and particle NTOs and
transition dipole moments associated with the first five excitations are presented in Table 4.6.
The bithiophene molecule is of C2h symmetry, a different symmetry group from thiophene (C2v),
and, as such, its excitations have a different set of symmetries available. The first bithiophene
excitation has the largest oscillator strength of all calculated transitions, associated with a
large transition dipole moment along the long axis. This may partly be understood by analogy
with the growth of fn,n+1 with n in an infinite square well. However, the increase in oscillator
strength is superlinear with system size. This is associated with a decrease in bandgap with
Figure 4.9: Excitation Spectrum for Bithiophene First ten excitations of bithiophene,
labelled by excitation number.
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Hole Particle Trans Symm
Osc.
Str.
µij
Energy
(eV)
01 Bu 0.424
 0.092.01
0
 4.24
02 Ag 0.000
 0.0.
0.
 5.39
03 Bu 0.120
 0.900.26
0.
 5.61
04 Au 0.000
 0.0.
−.01
5.63
05 Bg 0.000
 0.0.
0.
 5.70
Table 4.6: Isosurfaces and Properties of First Five Excitations in Bithiophene Or-
ange/purple isosurfaces at +/- 0.0025 atomic units. x,y, and z axes are defined as from left to
right across the page, vertically up the page, and out of the page, respectively.
increasing length of a conjugated π-system, [137] which leads to a reduction in the energy
barrier associated with the redistribution of electron density in response to an external electric
field, and a resultant increase in polarisability and oscillator strength (related by Equation
2.96 under the linear response approximation). [138, 139, 140, 47, 141, 142] At higher lengths,
growth of polarisability in conjugated systems tends to linearity with molecule length.
The second transition in bithiophene is symmetry forbidden, analogous to transitions between
a state n and n+2 in an infinite square well (Figure 2.2(b)). The third excitation has a similar
energy and oscillator strength to either of the first two calculated for a single thiophene unit,
and a transition dipole moment which is close to perpendicular to that of the first transition.
This transition may be considered analogous to the first transition of a narrower quantum well
along the short axis in bithiophene. Higher excitations are to states with additional nodes, are
of different symmetries, and have small or zero transition dipole moment.
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Figure 4.10: Excitation Spectrum for Dodecothiophene in an all-trans Monomer
Conformation First ten calculated excitations.
4.5.3 Dodecothiophene in an all-trans Monomer Configuration
The calculated excitation spectrum for the first ten excitations of dodecothiophene, in an all-
trans monomer configuration, is shown in Figure 4.10. Isosurfaces of hole and particle NTOs,
state symmetries, and transition dipole moments associated with these excitations are presented
in Tables 4.7 - 4.8.
In some respects, the excitation spectrum of dodecothiophene is more straightforward to ratio-
nalise than the previous cases, because its potential more closely resembles the one dimensional
infinite square well, and transition dipole moments along the long axis dominate the excitation
properties of the system. All excitations with non-zero oscillator strength have an oscillator
strength more than an order of magnitude larger along the long axis than other axes.
Because this system more closely resembles polymer systems, which are our key interest here,
we will explore the symmetry of orbitals in a little more detail than we have for previous
cases. Hole and particle orbitals presented here are all of either Au symmetry (for which a 180
◦
rotation about an axis perpendicular to the molecule plane, through the centre of the molecule,
would bring the orbital back to its original configuration), or Bg symmetry (for which a rotation
about this axis, followed by a reflection in the molecular plane, would bring the orbital back to
its original configuration). The Au orbitals may be thought of as “even-like”, in that positive
and negative lobes of the wavefunction are similar in sign either side of the bond at the centre
of the dodecamer, whilst Bg orbitals may be thought of as “odd-like”, in that positive and
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Isosurface Orb Symm µ
H1 Bg
 0.03−8.91
0

P1 Au
H2 Bg
 0.0.
0.

P2 Bg
H3 Bg
 −0.072.21
0.

P3 Au
H4 Au
 0.0.
0.

P4 Au
H5 Au
 0.0.
0.

P5 Au
Table 4.7: Isosurfaces and Properties of First Five Excitations in Dodecohiophene
in an all-trans Monomer Conformation Orange/purple isosurfaces at +/- 0.0025 atomic
units. Transition dipole moments in atomic units along short, long, and out of plane axes from
top to bottom.
negative lobes of the wavefunction are reversed about the bond at the centre of the dodecamer.
Transitions involving no change of symmetry are of Ag symmetry, and are symmetry forbidden
(analogous to pairs of odd or even eigenfunctions of the infinite square well). Transitions
involving a change of symmetry are of Bu symmetry, and are symmetry allowed.
As calculated for bithiophene, the first transition in dodecathiophene is symmetry allowed, and
exhibits a high transition dipole moment and oscillator strength. The second, fourth, fifth,
eighth, and ninth transitions are symmetry forbidden, and the third, sixth, seventh, and tenth
are allowed, but relatively low in oscillator strength. A careful inspection of hole and particle
isosurfaces associated with the first and third transitions in Table 4.7 reveals a nodal structure
of H3 identical to that of H1, and two more nodes in P3 than P1, (occurring about the sulphur
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Isosurface Orb Symm µ
H6 Au
 0.10−1.13
0.

P6 Bg
H7 Au
 −0.01−0.06
0.

P7 Au
H8 Au
 0.0.
0.

P8 Au
H9 Bg
 0.0.
0.

P9 Bg
H10 Bg
 0.0.65
0.04

P10 Au
Table 4.8: Isosurfaces and Properties of Sixth to Tenth Excitations in Dodecohio-
phene in an all-trans Monomer Conformation Orange/purple isosurfaces at +/- 0.0025
atomic units. Transition dipole moments in atomic units along short, long, and out of plane
axes from top to bottom.
atom on each of the third thiophenes from the centre). This results in a much diminished
transition dipole moment, analogous to excitations between states in which |n−m| = 3 in the
infinite square well (Figure 2.2(f)). Similar arguments may be used to explain the low oscillator
strength of the symmetry allowed sixth, seventh, and tenth excitations.
The above considerations provide a rationale for expecting high oscillator strengths associ-
ated with large transition dipole moments along the long axis in the first transition of linear
oligomers. For short oligomers, we may expect the magnitude of oscillator strength and tran-
sition dipole to rapidly grow with oligomer length, associated with the superlinear increase in
polarisability of the π-conjugated system. For longer oligomers, we may expect the oscillator
strength to grow linearly with oligomer length, as in the infinite square well, or simple harmonic
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oscillator (Section 2.3.8).
4.5.4 Dodecothiophene in an all-cis Monomer Configuration
The calculated excitation spectrum for first five excitations of dodecothiophene in an all-cis
monomer configuration is shown in Figure 4.11. Isosurfaces of hole and particle NTOs, excita-
tion symmetries, and transition dipole moments associated with the first three excitations are
presented in Table 4.9.
A dodecothiophene oligomer in the less energetically favourable all-cis monomer configuration
has excitation properties which differ somewhat from the all-trans conformer. Whilst the
spatial extent of the excitations and nodal structure of associated transition orbitals remains
similar, and excitation energies are nearly identical, the bending of the oligomer significantly
lowers µ1, and fπ,1. This may be understood in terms of the cancellation of contributions to
the transition dipole moment from the extremities of the oligomer (Figure 2.5). However, the
second excitation gains oscillator strength, associated with a transition dipole moment, µ2,
perpendicular to that of the first transition. This is a result of contributions to µ2 towards the
extremities of the oligomer. These contributions cancel one another out along the horizontal
axis in the all-trans case (pointing to the left and to the right). However, in the all-cis case,
the contribution to µ2 from both extremities point vertically upwards, enhancing µ2.
The oscillator strength of the first transition is almost six times larger in the linear than the
Figure 4.11: Excitation Spectrum for Dodecothiophene in an all-cis Monomer Con-
formation First ten calculated excitations.
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Hole Particle Trans Symm
Osc.
Str.
µij
Energy
(eV)
01 B2 0.8
 0.3.8
0.
 2.32
02 A1 2.9
 0.0.
6.5
 2.74
03 B2 1.0
 0.3.3
0.
 3.12
Table 4.9: Isosurfaces and Properties of First Five Excitations in Dodecohiophene in
an all-cis Monomer Conformation Orange/purple isosurfaces at +/- 0.0025 atomic units.
x,y, and z axes are defined as from left to right across the page, vertically up the page, and out
of the page, respectively.
curved oligomer. This oscillator strength is mostly recovered in subsequent transitions within ∼
1eV, with the summed oscillator strength of the first two excitations of all-cis dodecothiophene
at around 4/5 of that in all-trans dodecothiophene, and the sum of the first three at around
9/10. However, it is evident that the linear conformer absorbs more strongly at low excitation
energies.
4.5.5 Comparison Between Experimental and Calculated Oscillator
Strengths in Oligothiophene
Experimental data on oligomer specific absorption is rare. However, Koch recently reported
mass attenuation co-efficients of highly monodisperse oligomers of o-3HT in solution. The
mass attenuation coefficient is directly proportional to the oscillator strength for isotropically
oriented molecules, which allows us to draw a comparison between calculated and experimental
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Figure 4.12: Experimental vs. Calculated Mass attenuation Coefficient in Oligothio-
phenesMass attenuation co-efficients of o-3HT as reported by Koch, [143] alongside calculated
oscillator strengths per π-electron in oligothiophene, each normalised to the value of a 25mer.
optical properties of thiophene oligomers.
Figure 4.12 shows the mass attenuation coefficient of oligomers of o-3HT of between two and
twenty five monomers in length, measured in solution, and normalised to the mass attenuation
coefficient of a 25mer, as reported by Koch. [143] Alongside these are calculated oscillator
strength of oligomers of the same length in the all-trans monomer configuration, similarly
normalised to the calculated 25mer. 1
In each case, calculated values lie close to, and often within experimental error margins of, exper-
imental values. This indicates that calculated changes in absorption properties with oligomer
length give a good representation of absorption properties of real molecules, and provides a
validation of our calculation method.
4.6 Calculated Excitation Properties of Oligomers
Here, we report calculated optical properties of a range of oligomers as a function of oligomer
length and resultant number of π-electrons, Nπ. Structures in more linear all-trans configura-
1We include only the all-trans monomer conformation, as our calculated values of λp suggest the all-cis
monomer configuration is likely to have be present only in a relatively low population, see Section 4.3.3.
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tions, and more curved all-cis configurations, as shown in Table 4.4, are considered separately.
4.6.1 Linear Oligomers in an all-trans Monomer Configuration
As excitation properties of the infinite square well and oligothiophenes suggest that the majority
of oscillator strength of a linear chain within the visible regime will reside in the first electronic
transition, this transition is a reasonable place to begin our analysis of excitation properties.
Figures 4.13(a) and 4.13(b) show oscillator strength in the first transition, normalised to the
number of π-electrons in the oligomer, fπ,1 =
f1/Nπ,olig (see Equation 2.54), and normalised
transition dipole moment, µ⃗2i /Nπ,olig, calculated as a function of the number of π electrons in
the oligomer, Nπ,olig, for several conjugated oligomers in the more linear, all-trans monomer
configuration.
In all systems, fπ,1 rises with Nπ for small Nπ This relationship tends to linearity for longer
oligomers, consistent with Koch’s measurements on o-3HT. [143]
The high calculated fπ,1 of oligomers of F relative to o-T, and of o-T relative to o-DPP-TT-
T and o-CPDTBT, at similar values of Nπ,olig, is largely a result of the higher energy of the
transition in the former oligomers, which oscillator strength grows with linearly (Equation 2.46).
Each of these oligomers exhibit a similar normalised transition dipole moment (Figure 4.13(b)).
We tentatively attribute other differences in fπ,1 to changes in µ1 associated with differences
in oligomer geometry. Oligomers of F, T, DPP-TT-T, and CPDTBT are relatively linear in
the all-trans monomer configuration, and have similar µ1/Nπ, whilst FTBT, CDTBT exhibit a
higher degree of sinuosity (S-shape along the oligomer, see Table 4.4), and lower µ1/Nπ.
We now turn to the summed normalised oscillator strength, fπ(ω) which represents the propor-
tion of incident photons which a material will absorb at a given wavelength per π-electron in
the system (see Section 2.3.7). In order to compare structures, we choose an oligomer of each
structure at a length at which changes in excitation properties with Nπ are largely saturated
(120 < Nπ < 165). For each of these oligomers, summed normalised oscillator strength, fπ(ω),
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Figure 4.13: Length Dependent Optical Properties of Oligomers in an all-trans
Monomer Configuration (a) Normalised Oscillator Strength, fπ,1, and (b) Normalised Tran-
sition Dipole Moment (µ21/Nπ), in the first transition of a series of oligomers of different lengths
and chemical structures, plotted against number of π-electrons in the system . Calculated for
planarised molecular geometries in all-trans monomer configurations.
is presented in Figure 4.14.
Figure 4.14 reveals that the large majority of oscillator strength in the visible regime does
indeed reside in the first electronic transition. We simulate an absorption spectrum due only to
the first transition using calculated oscillator strengths and excitation energies, and broadening
by a characteristic response function of a Lorentz oscillator given in Equation 2.30 (Figure
4.15). None of the studies presented in this section so far reveal anything exceptional about ab-
sorption strength in DPP-TT-T, prompting further study into the conformational dependence
of excitation properties.
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Figure 4.14: Summed Normalised Oscillator Strength of Oligomers in an all-trans
Monomer Conformation vs. Photon Energy Summed oscillator strength per electron in
the π-system, fπ(ω), at various photon energies predicted for oligomers in an all-trans monomer
configuration with 120 < Nπ < 165 .
(a)
Figure 4.15: Simulated Extinction Co-efficient Calculated using oscillator strength and
excitation energy of the first excitation in an all-trans monomer configuration with 120 < Nπ <
165, and broadening by a characteristic response function of a Lorentz oscillator as described
in Equation 2.30. Figure produced by Professor Jenny Nelson.
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4.6.2 Curved Oligomers in an all-cis Monomer Configuration
Figures 4.16(a) and 4.16(b) show normalised oscillator strength in the first transition, fπ,1, as
defined in Equation 2.54, and normalised transition dipole moment, µ⃗2i /Nπ,olig, calculated as a
function of the number of π electrons in the oligomer, Nπ,olig, for several conjugated oligomers
in the more curved, all-cis monomer configuration.
For these oligomers, fπ,1 grows with Nπ at small Nπ, but reaches a peak, and begins to fall
with Nπ for longer oligomers. This may be attributed to misalignment of contributions to the
transition dipole moment from different monomers in the chain, as discussed in the case of
all-cis dodecothiophene (Section 4.5 and Figure 2.5). The point at which fπ,1 peaks depends
upon the degree of bending in the particular oligomer type. For example, fπ,1 in o-T, o-F,
and o-Si-CPDTBT peaks at a relatively small Nπ,owing to a large θmon in a monomer of small
Nπ. Contrastingly, fπ,1 in o-DPP-TT-T and o-3TI peaks at a higher length than in any other
considered structure, owing to a relatively small degree of curvature between relatively large
linear monomers. However, energetics of optimised structures suggest P3TI will have a much
greater propensity to adopt a curved conformation than PDPP-TT-T (see Figure 4.5).
Changes in oscillator strength can also result from a decrease in conjugation within structures
strained by extreme curvature, typically associated with changes in excitation energy. [144]
However, in the present case the different conformers are not strained and the calculated tran-
sition energies are not significantly affected by the different relative orientation of the sub-units.
Curved and linear conformers differ in their persistence length, but not, to a first approximation,
in their π-conjugation length. [65, 66]
Predicted ratios between µ1 in the all-cis and all-trans configurations are also calculated us-
ing a simple model rooted in basic principles, as used for example by Soos and Schweizer
[65] (presented in Appendix B.5). This model shows a good agreement with TDDFT results,
demonstrating the central importance of conformation in determining absorption characteristics
of polymers.
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Figure 4.16: Length Dependent Optical Properties of Oligomers in an all-cis
Monomer Configuration (a) Normalised Oscillator Strength, fπ,1, and (b) Normalised Tran-
sition Dipole Moment (µ21/Nπ), in the first transition of a series of oligomers of different lengths
and chemical structures, plotted against number of π-electrons in the system . Calculated for
planarised molecular geometries in all-cis monomer configurations.
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Figure 4.17: Summed Normalised Oscillator Strength vs. Photon Energy for
Oligomers in an all-cis Monomer Configuration Summed oscillator strength per elec-
tron in the π-system, fπ(ω), at various photon energies predicted for oligomers in an all-cis
monomer configuration with 120 < Nπ < 165 . T and F are excluded from this case, as the
oligomer curls up entirely in the all-cis oligomer of this length, leading to a strained system
with unphysical interactions between the two ends of the oligomer.
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4.6.3 Comparison with Results from Ellipsometry
Frequency dependent normalised oscillator strength, fπ(ω), extracted from ellipsometry mea-
surements by Dr. Mariano Campoy-Quiles are presented in Figure 4.18. fπ(ω) at 1.5 eV . ω .
2.5 eV is higher by a factor of approximately 40% in high molecular weight PDPP-TT-T than in
any other measured polymer. We rationalise this in terms of a population of polymer segments
of varying degrees of linearity in films of all measured materials. However, in PDPP-TT-T, the
propensity to form linear chains is exceptionally high, allowing a higher oscillator strength at
low energies than in other considered polymers.
The differences between absorption properties of PDPP-TT-T at high and low molecular weight
remains to be fully explained. We propose an explanation in terms of a higher population of
linear conformers, which will exhibit higher oscillator strength in lowest energy transitions, at
high molecular weight. A higher tendency towards colinearity in the high molecular weight case
could result from an increased strength of chain-chain interactions (which will be maximized
for linear chains) over the chain-solvent interactions, consistent with a lower solubility found
in the high molecular weight sample. The hypothesis that chain-chain interactions are more
important for higher molecular weight is consistent with a stronger effect of solvent on the
absorption spectrum for the low rather than the high molecular weight polymer.
The relative intensities of the two peaks in PDPP-TT-T at different molecular weights would
appear to support the hypothesis of a higher population of all-trans conformers at high molec-
ular weight (Figure 4.2), if the two peaks could be uniquely assigned to the two electronic
transitions. However, the overlap of the second electronic excitation with the first vibronic
peak associated with the first excitation makes this assignment more challenging.
Further evidence for the existence of two conformers within the film arises from resonant Raman
(RR) studies carried out on DPP-TT-T by Galateia Pieridou and Professor Sophia Hayes at
the University of Cyprus, who are unable to adequately fit experimental results with a single
electronic transition, but obtain a much better fit with two electronic transitions, separated
approximately by the calculated energy difference between the first and second (forbidden for
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Figure 4.18: Integrated Normalised Experimental Oscillator Strength, fπ(ω), vs.
Photon Energy for a range of Polymers, measured ellipsometrically by Bernhard Do¨rling and
Dr. Mariano Campoy-Quiles at l’Institut de Cie`ncia de Materials de Barcelona
linear oligomers) oligomer transitions. Their analysis indicates that both linear (‘trans’) and
curved (‘cis’) conformers exist in both low and high molecular weight samples, but the fraction
of linear conformers is greater in the high molecular weight case.
The higher extinction co-efficient of DPP-TT-T at high molecular weight persists to more than
2eV above the absorption onset, and so, to satisfy the Thomas-Reiche-Kuhn sum rule (Equa-
tion 2.47), increased oscillator strength at low energies in higher molecular weight samples
must instead be pulled from high energy ultraviolet transitions. Whilst oscillator strength
is significantly higher in the first transition of ‘trans’ over ‘cis’ oligomers (in DPP-TT-T
tetramers and hexamers, f1,trans/f1,cis = 1.20 and 1.52, respectively), the majority of this os-
cillator strength is recovered in the second transition (in DPP-TT-T tetramers and hexamers,
(f1,trans + f2,trans)/(f1,cis + f2,cis) = 0.99 and 0.97, respectively) a few tenths of eV higher in
energy (in DPP-TT-T tetramers and hexamers, ω2 − ω1 = 0.17eV and 0.1eV, respectively).
As such, differences between absorption in the two molecular weights cannot be explained solely
in terms of the calculated increase in oscillator strength arising differences in degree of ‘cis’ and
‘trans’ isomerism of constituent monomer units. It is possible that an increasing collinearity
also increases planarity of the conjugated π-core, which calculations by Marcus et al. suggest
can reduce peak height, and broaden the absorption spectrum towards high energies without a
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large impact on position of absorption peaks. [69] There have also been relatively few studies
on the accuracy of oscillator strengths calculated using TDDFT, and it is also possible that
oscillator strength is pulled from UV into low energy transitions by a mechanism not well
described by TDDFT calculations. For instance, TDDFT with CAM-B3LYP method may
overestimate the coherence length of polymer segments, which may result in an overestimation
of oscillator strength of higher electronic transitions relative to the first transition.
In summary, in the all-trans configuration, the first transition contributes the majority of
oscillator strength in the visible. However, because the integrated oscillator strength tends to a
value much less than unity, most of the available oscillator strength for the π system must reside
in higher energy transitions outside the visible range. In the all-cis monomer configuration, the
lowest energy excitation loses oscillator strength, which is largely recovered in the second lowest
excitation, forbidden for the more linear all-trans geometry.
The low excitation energy and relatively high oscillator strength of DPP-TT-T agrees well with
the experimental results in Figure 4.18, as do the high oscillator strengths of T and F, at higher
energies. It is interesting to note that, in the all-trans configuration, CPDTBT and DPP-TT-
T have similar absorption properties. However, in the all-cis configuration, CPDTBT has a
much lower oscillator strength in the first transition than DPP-TT-T, owing to a similar θmon
in a significantly shorter monomer. As discussed in Section 4.3.3, CPDTBT has an energetic
preference for the all-cis configuration, and has a relatively low persistence length. As such,
the properties of all-cis CPDTBT in Figure 4.17(b), and properties of all-trans DPP-TT-T
in Figure 4.17(a), are likely to be most representative of the corresponding polymers. The
integrated normalised oscillator strength of DPP-TT-T in the all-trans configuration is higher
that that of CPDTBT in the all-cis configuration at all photon energies.
The example of DPP-TT-T shows that by enhancing the coupling of a conjugated polymer to
light through extended persistence length, more of the available oscillator strength can be pulled
in to low energy transitions. However, for all studied polymers, fπ(ω) is significantly below one
in the visible region, suggesting that there remains significant potential for improvement.
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4.7 Relationship between Orbital Localisation and Ex-
citation Properties
In this section, we examine the localisation of H1 and P1 in a range of oligomers, in order
to determine the extent to which electron density moves from supposed ‘donor’ to supposed
‘acceptor’ units in undergoing this excitation, and the role which this has in determining the
excitation energy, and oscillator strength, of the transition. This section addresses the questions
posed in Section 2.3.10.
Figure 4.19(a) shows the proportion of the H1 and P1 on ‘donor’ (T, TT, CPDT, Si-CPDT),
‘acceptor’ (DPP, I, BT, Q) (labelled according to roles they have typically been assigned in
the literature [75, 76, 145]), and ‘spacer’ (F, CZ) units (these units have been reported as weak
donors, but labelled as such here in order to distinguish from other acceptors in these oligomers)
in co-oligomers of length 120 < Nπ < 165. Chemical structures of these units are given in Table
4.1.
In all studied co-oligomers except DPP-TT-T, donor and acceptor assignments in the literature
agree with our findings, and at least 25% of an electron shifts from donor to acceptor units
in undergoing the lowest energy excitation. In DPP-TT-T, contrastingly, the DPP unit makes
a similar contribution to both H1 and P1. Spacer units in CDTBT and FTBT act as weak
donors, making a slightly smaller contribution to P1 than H1.
Interestingly, we find little correlation between the push-pull character of the transition and
the normalised transition dipole moment of the first transition, µ01/Nπ (Figure 4.19(b)), and
no clear correlation between donor-acceptor character and overlap between H1 and P1 (Figure
4.20(a)).
We also investigated the excitation spectra of a number of A-D structures where the A unit
was chosen from a range of acceptors (DPP, BT, I, quinoxaline) and D is a thiophene block one
to five units long using CAM-B3LYP/6-31+g∗. In some cases, Mulliken population analysis
has been shown to give misrepresentative charge distributions with larger basis sets (such as
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Figure 4.19: Hole and Particle Localisation and Normalised Transition Dipole Mo-
ment in Oligomers (a) Proportion of H1 and P1 associated with the first transition on ‘donor’
(T, TT, CPDT, Si-CPDT), ‘acceptor’ (DPP, I, BT), and ‘spacer’ (F, CZ) units, and (b) Push-
Pull character plotted against the normalised transition dipole moment of the first transition,
in co-oligomers of length 120 < Nπ < 165 in an all-trans monomer conformation.
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Figure 4.20: Hole and Particle Localisation and Spatial Overlap in Oligomers Push-
Pull character plotted against the spatial overlap OH1P1, as defined in Equation 3.4, in co-
oligomers of length 120 < Nπ < 165 in an all-trans monomer conformation.
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Figure 4.21: Hole and Particle Localisation in A-nT Structures Proportion of the H1
and P1 on ‘donor’ (T in (a), 4T in (b)), and ‘acceptor’ (DPP, BT,I,Q), units in A-D structures,
for a CAM-B3LYP/6-31+g∗ calculation.
6-31+g∗) due to diffuse atomic basis functions representing electron density on neighbouring
atoms (see Section 2.4.10). This is likely to be less problematic when summing over monomers
containing several atoms.
We find little charge transfer between the thiophene block and DPP in the first transition in
any case. Contributions from donor and acceptor units in H1 and P1 of A-T and A-4T are
shown in Figures 4.21(a) and 4.21(b) respectively.
The use of Mulliken population analysis with this larger basis set may cause some electron
density on atoms close to the extremities of conjugated units to be mistakenly assigned to
neighbouring units. However, since these populations are the result of a sum over all atoms in
donor and acceptor blocks, we do not expect this misrepresentation to be too severe. We find
similarly little charge transfer between the thiophene block and DPP when using B3LYP with
the smaller 6-31g∗ basis set, while other A-D combinations exhibit a larger degree of charge
transfer (See Appendix B.4).
Thus, we find DPP based copolymers to exhibit a low energy transition, but not associated
with a transition from a donor unit with a high HOMO to an acceptor unit with a low LUMO,
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as has previously been suggested. We suggest that the low excitation energy in DPP based
copolymers is due to coupling of the polymer excitation to the relatively low excitation energy,
and high µ1, of the DPP unit alone.
4.8 Design Rules for Highly Absorbing Polymers
These studies show that both a choice of units which give a low energy first transition, and a
high degree of planarity and linearity in the polymer structure are required in order to achieve
a high extinction coefficient at low excitation energies.
The donor-acceptor copolymer concept has enjoyed success in designing low bandgap polymers.
However, our studies suggest that supposed ‘donor’ and ‘acceptor’ units do not necessarily
behave as one might expect when the polymer undergoes a transition. For example, the low
excitation energy in DPP-TT-T appears to be related to the low excitation energy of the DPP
unit alone, rather than a donor-acceptor interaction. This finding opens new avenues for the
design of low bandgap polymers, to include units which have a low bandgap themselves, rather
than only those whose energy levels suggest they should act as donor or acceptor in a copolymer.
There are a number of factors to be considered in the design of a polymer which might be
expected to adopt a linear conformation with a planar π-system. The inclusion of conjugated
rings of C2h symmetry (such at DPP and TT), which have an angle of 0 between bonds suc-
ceeding and preceding them, appears to be a good strategy. In addition, judicious placement
of alkyl sidechains, or hydrogen units which project towards neighbouring units, may cause
a preference for a more linear arrangement of monomer units (e.g. the DPP-TT bond has a
marked preference for one configuration over the other). This could be beneficial for ensuring
pairs of units of C2v symmetry (e.g. T), which have a non-zero angle between bonds succeeding
and preceding them, arrange themselves in a ‘trans’ conformation such that these angles cancel
out.
A further consideration is the alignment of polymers within the film. As the transition dipole
moment is strongly aligned with the long axis of the oligomer, it is desirable for the axis
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of polymers to lie within the plane of the device, in order that it might couple strongly to
direct sunlight. Design rules towards such arrangements of polymer chains represent a possible
direction for future work.
4.9 Summary and Conclusions
In this chapter, we have shown that oligomer conformation plays an important role in deter-
mining the excitation spectrum of an oligomer. A more linear conformation results in a higher
transition dipole moment in the lowest energy transition than a curved conformation. Whilst
a more curved structure gains oscillator strength in higher energy transitions, it is the lowest
energy excitations which are capable of coupling to the highest proportion of photons from
solar insolation, and thus are of most interest for photovoltaic applications. We have shown a
correlation between polymer structures with high calculated persistence length and barriers to
twisting, and those which exhibit high extinction co-efficients at low energies experimentally.
We have shown ways in which polymer structure may be designed to maximise linearity and
planarity by including a large number of units with a small, or zero angle between bonds
preceding and succeeding conjugated units, and by judicious arrangement of units to ensure
a configuration in which it is energetically favourable for rings with nonzero angles between
bonds to adopt conformations in which these angles cancel along the chain. We have shown
that a combination of these factors results in the prediction of an exceptionally linear structure
and an exceptionally high persistence length in PDPP-TT-T, in good agreement with high
absorptivity measured at low energies. We hypothesise that the relative strengths of solvent-
chain and chain-chain interactions may help determine the distribution of conformers, leading
to a higher population of linear conformers in high molecular weight samples of PDPP-TT-T.
We have also shown that the degree of electron transfer between units has little effect on the
transition dipole moment, or upon the spatial overlap of hole and particle wavefunctions, asso-
ciated with the first calculated excitation of considered polymers. We have further shown that
the predicted degree of electron transfer between units varies significantly among low bandgap
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polymers. Our calculations suggest that the standard conceptual model of low bandgap copoly-
mers, in which hole is chiefly localised on one unit, and particle on another, is not always an
accurate description of the interaction of submonomer units. We have shown predictions that
the DPP unit, and the DPP HOMO-oligomer (without alkyl chains which disrupt planarity)
have exceptionally low excitation energies and high oscillator strengths, which may couple to
a low excitation energy, high oscillator transition in DPP based copolymers.
The insights arising from the studies described in this chapter are expected to be beneficial for
the design of future polymers for efficient OPV devices, with high extinction co-efficients at
energies at which there is a high flux of photons in the solar spectrum.
Having considered in detail the factors that influence optical absorptivity of conjugated poly-
mers, and developed design rules towards polymers which could generate a higher density of
excitons under solar insolation, we go on to consider the process of splitting these excitons into
charge pairs, a necessary step in the generation of useful photocurrent from these excited states.
As mentioned in Chapter 1, the mechanism by which excitons split to form charge pairs is not
well defined, and has been the subject of intense research attention in recent years. In the
succeeding chapter, we give an overview of some of the mechanisms by which charge separation
has been proposed to take place, consider the implications of recent experimental and theoretical
studies on the feasibility of these mechanisms, and outline remaining challenges in achieving a
predictive model of charge generation based upon materials and processing.
Chapter 5
Models of Charge Pair Generation in
Organic Solar Cells
As discussed in Section 1.2, much attention in the academic community has been focussed
on understanding the efficient charge pair generation, which is observed in many organic pho-
tovoltaic (OPV) heterojunctions despite nominal electron-hole binding energies which greatly
exceed the average thermal energy, and the difficulty in predicting which device architectures
will give high charge separation efficiencies.
Empirically, the efficiency of this process appears to be related to the choice of donor and
acceptor materials, the resulting sequence of excited state energy levels and the structure of
the interface. In order to establish a suitable physical model for the process, a range of different
theoretical studies have addressed the nature and energies of the interfacial states, the energetic
profile for charges close to the heterojunction and the dynamics of excited state transitions.
Until now, there have been limited efforts to draw these modelling approaches together, to
determine ways in which they may interact with one another, and establish the extent to
which they may be used to differentiate between conceptual models for the process of charge
separation, and to how modelling approaches on different scales may be combined to aid the
design of devices giving high charge separation efficiencies.
In this chapter, we give a brief overview of experimental studies relevant to the understanding of
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charge generation in OPVs, and review recent developments underpinning the theory of charge
pair generation and phenomena. We focus on electronic structure calculations, electrostatic
models and approaches to excited state dynamics. We discuss the remaining challenges in
achieving a predictive approach to charge generation efficiency.
Some parts of this chapter have been published in reference [14].
5.1 Introduction
In modelling the process of charge separation, it has been common to distinguish the processes
of exciton dissociation, and charge pair separation. The first part concerns the nature of the
transition from photoexcited exciton (S∗) to the CT state (Fig. 1.2), and how this is controlled
by energy levels of different blend components, while the second part concerns the nature of
the transition from CT state to a charge separated state (CS, Fig. 1.2), and the material
parameters that are important for determining this. In this introduction we introduce, and
collect experimental evidence for, a number of proposed mechanisms for these processes.
It is widely held that the offset in energy levels between donor and acceptor material provides
the driving force for the S∗ → CT process, [146, 147, 15, 16] but there is uncertainty around
the energies and spatial extents of states involved, the sequence of transfer processes, and their
dynamics.
A number of works have suggested that there is a threshold in this energy offset, ∆ECS, between
the singlet and CT state for efficient charge generation to occur. This concept is supported
by work by Ohkita et al. showing a correlation between charge generation efficiency and free
energy in a series of thiophene based polymers blended with PCBM, [148] Veldman et al. [15]
on a series of polymer:polymer and polymer:small molecule blends, and Faist et al. [16] on a
series of conjugated polymers blended with fullerenes of different acceptor strength.
Faist et al. [16] carried out electroluminescence and device studies on a number of polymers
blended with fullerene adducts with a range of LUMO levels, but similar electroluminescence
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spectra. These studies suggested the following empirical condition for efficient charge separa-
tion:
∆ECS = Eopt,min − ECT,EL ≥ 0.35eV (5.1)
where ∆ECS is the energy required for charge separation (see Figure 1.2), ECT,EL is the CT
state emission as measured by electroluminescence, and Eopt,min is the lower absorption onset
of either blend component. It is suggested that the CT state may be in competition with the
exciton on the material with bandgap Eopt,min.
A number of low bandgap isoindigo [149, 150] and diketopyrollopyrolle [151] containing polymers
have subsequently been reported, which exhibit high charge separation efficiencies when blended
with fullerene despite small energy level offset. It may be important that the low bandgap
component is the polymer, rather than the fullerene, in these latter cases.
Driving forces for charge separation may also result from factors associated with the change in
medium.
The delocalisation of charge carriers over a molecule (Fig. 5.1(a)) or a number of molecules
(Fig. 5.1(b)) may be important in driving charge separation. Measurements on polycrystalline
octathiophene films by Knupfer et al. suggests a hole delocalisation over four to five thiophene
units (∼2 nm), [152] and earlier work on P3HT in solution by Holdcroft estimates delocalisation
over at least ten units (∼4 nm). [153] Shimoi et al. conclude from theoretical and experimental
studies that hole polarons delocalise over 4 repeat units (∼ 2-3 nm) in MDMO-PPV. [154] If
these polaron sizes are representative of charge distributions close to the interface, then this
would result in a large effective separation of electron and hole, and have a significant impact
on the Coulombic barrier to charge separation. Recent studies by Bernardo et al., [155] and
Savoie et al. [156] also suggest delocalisation of the electron over multiple fullerenes may be
important in determining the dependence of charge transfer state energies on fullerene content.
Another consideration is the possible involvement of electronically or vibronically excited charge
transfer states (CT∗ in Fig. 1.2), whereby any additional electronic and/or vibrational energy
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Figure 5.1: Schematics of proposed mechanisms for efficient charge generation in
OPVs (a) Intramolecular or (b) intermolecular delocalisation of charge may result in a higher
effective electron-hole separation, and reduced Coulomb binding in the charge transfer state, (c)
a nonlinear molecular/atomic scale treatment of dielectric effects of the surrounding medium
may result in changes to the energetic landscape for charge separation, (d) disorder at the
interface may drive charges into single component domains, (e) the built in electric field may
drive electrons and holes apart at the interface, and (f) the initial excitation may be well
delocalised, and directly form well separated charges without proceeding via an interfacial CT
state.
that an exciton possesses above the energy of the lowest CT state (ECT , energy of CT1 in
Fig. 1.2) may be important in bringing about charge separation. A potential mechanism is
the coupling of higher lying excitons to more delocalised, higher energy charge transfer states.
The existence of such delocalised excited CT states is supported by infrared (IR) pump-push
measurements, showing generation of additional charges when a device containing relaxed CT
states is excited with an IR pulse. [157] This concept is also supported by electroabsorption
studies showing a rising electroabsorption signal over tens of femtoseconds to hundreds of
picoseconds following photonic excitation. This rise is attributed to a growing electric field due
to the separation of interfacial charge pairs, via charge transfer states with increasing degrees
of charge delocalisation. [158, 159] However, recent studies show that the internal quantum
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efficiency of photocurrent generation is insensitive to photon energy over the range of photon
energies spanning CT and single molecule excitations. [13] Thus the importance of “hot”
excitations for photocurrent generation is in dispute.
Microscopic treatments of electrostatics of the medium, which account for the effects of chemical
structure, position and orientation of molecules at the interface (Fig. 5.1(c)), show that these
can have a large impact on the magnitude and separation dependence of the charge pair binding
energy in ways not captured by a linear dielectric constant (Equation 1.1). This is largely due
to anisotropic polarisabilities and charge distributions of considered molecules.
Disorder at the interface may give rise to a gradient in the energies of available electron or hole
states, promoting charge separation (Fig. 5.1(d)). This concept is supported by a number of
theoretical studies. [160, 161, 162] Related to this is the role of entropy in driving separation of
charges. There exist many states in which polaron pairs are well separated, and relatively few
interfacial charge transfer states. As such, the separation of charges is entropically favourable.
[163]
The built in electric field in a device at short circuit may influence charge separation efficiency,
by driving both electron and hole toward opposite electrodes, and, in some cases, away from the
interface (Fig. 5.1(e)). Experimental studies of devices using measurements of charge density
and lifetime [164] or using a time delayed collection method [165, 166] show that charge pair
generation can be enhanced by an applied electric field in the case of some relatively amorphous
polymer: fullerene blends, though not in other blends. Another study by Veldman et al. found
a slightly enhanced dissociation probability in PF10TBT:PCBM devices at typical operating
voltages over short circuit. [147]
Another possible mechanism is the direct generation of free charge carriers from excitons located
deep in the polymer domain, without proceeding via an intermediate interfacial CT state (Fig.
5.1(f), bypassing the intermediate CT state in the central panel of Fig. 1.2), relying on a
relatively slow decay of the excitonic wavefunction through the polymer domain. [167] A
different mechanism which may avoid trapping at the CT state is direct photonic excitation to a
superposition of energy eigenstates of different degrees of charge transfer, which, through lattice
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interactions, may couple directly to charge separated states. [168] This concept is supported
by the ultrafast (∼100 fs) generation of charges reported in transient absorption studies on a
range of polymer:fullerene blends (P3OT:C60,[169] P3HT:PCBM, [170, 171, 172, 173] MDMO-
PPV:PCBM, [172, 173, 174] PFODTBT:PCBM, [175], PCPDTBT:PCBM[176, 177, 178]
PCDTBT:PCBM, [172, 173, 179, 180, 181]), and in time-resolved resonance-Raman showing
hole polarons generated far from the Coulombic influence of corresponding electron polarons
on timescales of 300 fs in PCDTBT:PCBM. [182]
Experimental studies have yet to determine which mechanism is, or combination of mechanisms
are, dominant in the generation of charges following photoexcitation. In the following section,
we describe a number of phenomenological models which have been developed in an effort to
understand and model the processes driving charge generation in OPVs. These studies contain
little or no chemical information which can help us to differentiate between different materials
systems. They do, however, motivate the study of these phenomena in specific material sys-
tems. The remainder of this review describes attempts to calculate the parameters relevant to
different charge separation models, organised around three key themes: electronic states at the
interface and delocalisation of charge carriers, electrostatic effects, and dynamics of charge pair
generation.
5.2 Early Models
During the early stages of the development of theory for OPV device function, a number of
phenomenological models were developed in an effort to represent the processes driving charge
generation in OPVs.
One benchmark is Onsager’s analytic model for ionic separation in weak electrolytes, [183] as
adapted by Braun for the study of organic solids containing donor and acceptor units. [184]
Mihailetchi et al. adapt this model to consider charge generation in organic photovoltaics.
They are able to reproduce current density-voltage curves for polymer:fullerene solar cells of
different composition, but only using an unphysically slow charge recombination rate of 1 µs−1.
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[185]
To explain realistic charge yields, this model has been extended in a variety of ways. Peumans
and Forrest’s model considers the possible implications of the conversion of excess electrical
energy of an exciton incident on the interface to kinetic energy, resulting in an initial separation
of electron and hole at the interface. [186] This approach reproduces current-voltage curves,
but only if assuming a large (48 A˚) initial electron-hole separation, and a high attempt-to-jump
frequency relative to charge recombination rates.
Deibel et al. [187] use a kinetic Monte Carlo device model to consider the impact of reduction in
Coulomb barrier associated with a hole whose charge is delocalised over a number of monomer
units, similar to the situation in Fig. 5.1(a). They find a large increase in dissociation yield on
increasing conjugation length between 1 and 10 monomer units, indicating that charge carrier
delocalisation could have a significant effect on dissociation probability.
In a contrasting approach, Arkhipov et al. consider the increase in the kinetic energy of the hole
when Coulombically localised by an electron on a fullerene, and positive charges on surrounding
donor units (resulting from ground state partial electron transfer between molecules along the
heterojunction). [188] This model relies on a large degree of groundstate electron transfer from
polymer to fullerene (∼0.1e per fullerene) and a small effective mass of ≤ 0.3 me along the
polymer chain, thought to be inconsistent with small electronic bandwidth in organic materials.
More recently, Nenashev et al. combined the models of Deibel and Arkhipov, concluding that
both effects may play an important role in determining charge dissociation probability. [189]
Offermans et al. study the impact of disorder in site energies on charge separation in a kinetic
Monte Carlo simulation, finding that a difference in levels of disorder between the two materials
could be important in driving separation of charges, via relaxation of hot charges near the
interface into deeper energy sites that generally lie further away. [190] A recent study by van
Eersel et al. similarly concludes that disorder may play an important role in dissociation of
charges at the interface. [191]
Whilst many of the physical factors that may influence the rate of charge separation are invoked
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in these models, the models cannot relate processes in different materials to their chemical
structure. For this, a means to calculate the electronic structure of the materials is required.
5.3 Electronic States at the Interface
Most theoretical efforts to understand the process of charge separation have focussed on the
energy and nature of the electronic states at the donor: acceptor interface. Electronic structure
calculations of donor: acceptor combinations have the potential to relate observations to the
specific chemical and physical structure of the molecules concerned. In most cases quantum
chemical methods are used to study a single oligomer or molecule of the donor material and a
single molecule of the acceptor. Properties of the electronic states of these molecule pairs are
taken to be representative of states at the interface in a continuous system. These may play
a role in the charge generation process, either as intermediaries between the exciton and free
charges, or as trap sites at which excitons may recombine.
We will discuss the development of appropriate electronic structure methods separately to
results on specific systems.
5.3.1 Electronic Structure Calculation Methods
Calculations on excited interfacial states exhibiting charge transfer present theoretical and
computational challenges. A balance must be struck between using sufficiently high levels of
theory to correctly describe physical processes, and choosing system sizes which are large and
detailed enough to be representative of relevant parts of an organic photovoltaic device (see
Section 2.4.2). In this section, we give a brief summary of the challenges and methods involved.
Factors which tend to increase and decrease calculated excitation energies to states exhibiting
significant electron-hole separation are summarised in Fig. 5.2.
Density functional theory (DFT), whereby the interacting array of electrons are represented
by a single electron density function (see Section 2.4.4), has enjoyed a great deal of success in
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Figure 5.2: Factors Influencing Calculated Charge Transfer State Excitation Energies
reproducing properties of systems in which electrons are relatively delocalised. The Hartree-
Fock method represents an alternative approach to electronic structure calculations, whereby
exchange interaction between electron states is explicitly considered, but Coulombic interaction
between electron pairs is represented only by the density of a fixed distribution of other electrons
in the system (see Section 2.4.3). For organic systems, in which electrons are relatively tightly
bound to molecules, hybrid functionals such as B3LYP, [192] containing an empirical mixing of
DFT and Hartree-Fock, have been widely used.
Whilst methods for calculating ground state properties of chemical systems are relatively ma-
ture, the development of methods for calculating their excited states remains very much an
active field.
A popular method for calculation of excited states is linear response TDDFT (see Section 2.4.8),
which has been widely used to model excited states of organic molecules, [193] and is attractive
for its computational efficiency and availability as part of many quantum chemical packages.
Unfortunately, when used with standard functionals, linear response TDDFT does not repro-
duce sufficient electron-hole binding energy. [98, 99, 101] This results in an improper delocali-
sation of the excited state, and spuriously low charge transfer state excitation energies. These
problems may be alleviated by the mixing of a larger component of Hartree Fock (HF) exchange
into the functional, but this will result in an improper description of local excitations, due to
a lack of dynamic correlation.
In response to this problem, a number of long-range corrected functionals have been developed,
in which the mix of HF and DFT depends upon the spatial separation. [102, 194, 103, 104]
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Yanai et al.’s Coulomb attenuating method (CAM-B3LYP), [104] has proved popular, and has
been shown by Peach et al. to well reproduce high level theory calculations for a series of
small molecules exhibiting varying degrees of charge transfer. [105] More recently, tuned range
separated hybrid functionals such as the Baer-Neuhauser-Livshits functional (BNL) have been
developed, [106, 42] whereby the form of the attenuation factor is explicitly tuned to the system
(or systems) under consideration.
Many-body methods beyond linear response and density functional theory should offer greater
predictive power, but are currently only tractable for relatively small systems, or in conjunction
with other broad approximations. An example of such an approach is the use of Green’s
functions equations of motion, containing both the nonlocal, energy-dependent electronic self-
energy, and the electron-hole interaction leading to the formation of excitons, described by the
Bethe-Salpeter equation (BSE). [195, 196, 197, 125, 123, 198]
The delta-SCF method, in which the HOMO of the donor is fit to the ionisation potential
(IP(D)) and the LUMO of the acceptor to the electron affinity (EA(A)), represents another
method of calculating accurate excited state orbitals, but is also relatively expensive. [199]
Configuration Interaction Singles (CIS) represents a method of accurately calculating excited
state energies, but is prohibitively expensive when used with standard functionals. CIS has,
in a number of studies, has been used with intermediate neglect of differential overlap (INDO)
in order to study larger systems. [200] As charge is likely to delocalise between molecules,
the neglected differential overlap between electron wavefunctions localised on different atoms
implicit in INDO may be important in defining characteristics of CT states.
Constrained density functional theory (CDFT) represents another method of accessing charge
transfer state properties at reasonable computational cost. [201] Here, donor and acceptor
molecules are confined to have charges of +e and -e, and an excess spin of ±1
2
, and a self-
consistent ground state DFT calculation is made. This allows the CT ground state to be
engineered from a functional that would mispredict the charge localisation due to self-interaction
error. CDFT is unable to predict states exhibiting partial electron transfer, and offers no direct
route to higher excited states of the system.
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Irrespective of functional, correct description of long range charge transfer requires a sufficient
basis set to allow for orbital density at intermediate locations in space. [94]
When calculations on a donor: acceptor molecular pair are to be used to represent the extended
binary film, the electrostatic response of the surrounding medium needs to be accounted for.
The surrounding molecules will, in general, become polarised by the charge pair and may
contribute to the barrier to charge separation. Including the detailed response of the medium
is a complex problem. A simple approach is to treat the medium as a continuum and carry
out an electronic structure calculation in a spherical cavity within a continuous polarisable
medium. [202]
Going beyond the linear response of a dielectric, the surroundings can be modelled at the level
of a polarisable empirical force field. Here a full self-consistent calculation of the electronic
structure and microscopic polarisation of the medium is needed (potentially even including
molecular reorientation). [202, 38] Such approaches, in which a quantum mechanical (QM)
calculation is calculated, embedded within a classical molecular mechanical (MM) surroundings,
are often referred to as QM/MM calculations.
There exists no gold standard of calculation which can describe the energies and nature of
excited states in the donor: acceptor blend correctly in all cases. However, a number of studies
have been carried out using subsets of these methods in order to address various aspects of
charge generation in organic photovoltaics. Results of such studies are reviewed in the next
two sections.
5.3.2 Bimolecular Interfacial Electronic States
First, we review studies that have used the electronic states of donor: acceptor molecular pairs
as a model of the OPV charge separating interface.
An early work by Kanai and Grossman studied P3HT:C60 with periodic boundary conditions,
with four thiophene units and one fullerene molecule in each unit cell. [203] Kanai and Grossman
use pure DFT for this study, and take unoccupied Kohn-Sham orbitals to represent excited
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states. The method is flawed because pure DFT is known to delocalise charge to an unrealistic
extent in conjugated organic materials, [109] and because the Kohn-Sham orbitals are not
formally connected to the excited states. [204] Nonetheless, the ideas and results presented have
stimulated and informed further study in this area. The study found excited electron states
localised on P3HT, fullerene, and ‘bridge’ states delocalised over both molecules, resulting from
the hybridisation of a P3HT π∗ state with a triply degenerate unoccupied state of the fullerene.
Kanai and Grossman propose that such states may act as intermediate states to facilitate the
observed ultrafast charge transfer in this system.
Huang et al. [200] used hybrid DFT (B3LYP/6-31g) ground states, with excited states by
INDO/SCI to probe excitation energies, Coulomb interaction energies, radiative lifetimes, de-
gree of charge transfer, and magnitude and orientation of the transition dipole moment of
PFB:F8BT and TFB:F8BT monomer pairs.
This study found a strong dependence of excited state properties on alignment of the monomer
pair. The authors report an attractive configuration in which electron accepting benzothia-
diazole (BT) units of F8BT are aligned with electron donating triarylamine groups of PFB,
resulting in an excited state of charge transfer character, and a repulsive configuration in which
these units are no longer aligned, resulting in a state of excitonic character on the F8BT ac-
ceptor, in which the excited state is calculated to have a significantly shorter radiative lifetime.
They also find intermediate ‘exciplex’ configurations, in which excitations exhibit a mixed
charge transfer and excitonic character, with intermediate radiative lifetimes. This study has
been reviewed in detail elsewhere. [205]
For some systems, in which energy levels of donor and acceptor LUMO are well separated,
a spectrum of charge transfer states have been calculated at energies below that of the first
single molecule excitation. These include higher charge transfer states in which the hole is
more delocalised, resulting in a weaker Coulomb binding between electron and hole. Bakulin
et al. have found such states in P3HT:PCBM and P3HT:F8TBT, where the polymers are
modelled as oligomers using INDO/SCI. [157] The relative delocalisation of higher lying CT
states supports the notion that excess exciton energy may help drive charge separation. The
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neglected differential overlap of wavefunctions in INDO/SCI may be important in determining
CT state properties.
We discuss two approaches that are capable of probing separation and orientation dependent
properties. These works use a high level of theory to calculate properties of relatively small
systems. Isaacs et al. use BNL, a tuned range separated hybrid functional, to calculate excited
state properties of molecule pairs of C60 with a series of boron(subphthalocyanine) molecules.
[199] Range separation parameters are tuned to fit the HOMO of the donor to the ionisation
potential, and the LUMO of the acceptor to the electron affinity, as calculated by delta-SCF.
Baumeier et al. use many-body Green’s functions with the BSE to examine the excited state
spectrum of a dicyanovinyl-substituted quaterthiophene:C60 molecule pair. [125]
In the work of Isaacs et al., energetics of CT states are dominated by electrostatics, with low
energy CT states where fullerene localises close to the positively charged thiophene unit in the
CT state, and higher energies when the fullerene localises further from this unit. They find a
difference in Coulomb binding for different molecular configurations of between 0.2 and 0.6 eV
for fullerene with differently functionalised boron(subphthalocyanine) molecules. Baumeier et
al. find a similar position dependence of CT state energetics (Fig. 5.3), with ECT lower by
∼ 1 eV when the fullerene is localised close to the thiophene compared to when the fullerene
is localised close to the terminal dicyanovinyl group. Changes in Coulomb binding energy of
electron and hole in the CT state, calculated by summing intermolecular Coulomb interactions
between atomic partial charges, do not exactly match changes in ECT . This is attributed largely
to the role of molecular polarisation in distorting orbitals in response to the presence of a charged
molecule. In the DN configuration, a state is calculated in which 0.75 electrons are transferred
from donor to acceptor, attributed to the proximity of C60 to the strongly electronegative
dicyanovinyl group, and to the close proximity of two units with acceptor character, making it
an outlier in Fig. 5.3.
Baumeier et al. subsequently calculated excited state properties of oligomers of CPDTBT and
Si-CPDTBT containing between one and three repeat units with C60, embedded in a regular
lattice of isotropically polarisable points. [124] Baumeier et al. find a similar set of states in
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both systems, with the lowest excitation exhibiting electron transfer between units. A second
charge transfer state involving a more delocalised hole is calculated at a higher energy than the
Frenkel exciton, which it is suggested may play a role in charge generation.
Figure 5.3: GW-BSE Calculations on C60:terminally substituted quarterthiophene
molecule pairs performed by Baumeier et al.. [125] The difference between the excitation
energy to the CT state and S0 → S1 of the donor, ∆Ω = ΩCT − ΩD, is shown in red, and
reduction in binding Coulomb binding energy of the CT state relative to the ionisation potential
of the donor, ∆EB = E
CT
B − EDB , in blue. The numbers indicate the excitation energies, ΩCT ,
to the CT state, and the Coulomb binding energies, ECTB , of the CT state. All energies in
eV. Molecular arrangements with higher excitation energies tend to have a lower ECTB , and
more negative values of ∆EB, indicating a larger reduction in the Coulomb barrier to charge
separation relative to the ionisation potential of the donor.
These studies suggest that, for systems with large LUMO-LUMO offset, the role of electrostatic
interaction is more important than the overlap of orbitals in defining the energetics of interfacial
excited states. This suggests that the influence of the environment could be very important in
determining charge transfer state energetics. However, high level theory calculations have only
been applied to a small set of systems, and in particular, calculations have not been performed
on recently reported isoindigo [149, 150] and DPP, [151] in which exhibit high charge separation
efficiencies when blended with fullerene despite small energy level offset. In the succeeding
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chapter, we address the dependence of charge transfer states on chemical structure for a larger
set of polymer and fullerene structures, particularly focussing on isoindigo and DPP based
polymers. Probing the electronic structure of states that are delocalised over the molecular
assembly is more expensive, and whilst experimental evidence suggests the delocalisation of
states is important, only limited computational studies have been made so far.
5.3.3 Electronic States in Larger Arrays of Molecules
The studies discussed in the previous section concern excited states of an individual donor:
acceptor molecule pair. Such studies cannot evaluate the role of intermolecular delocalisation
on charge separation. The concept of delocalised states is relevant to a number of studies that
have shown that the well established redshift of CT state emission with increasing fullerene
content in organic solar cells, [146, 11, 155, 206] can be explained partly in terms of fullerene
crystallisation. Higher ratios of fullerene have also been shown to correlate with higher charge
generation yield, and with a larger photocurrent and PCE in devices. [11, 207, 208, 155]
Though clearly important to study the effect of state delocalisation for these reasons, calculating
the degree of charge delocalisation over assemblies of molecules requires a large system size (to
allow the charge to be non-local), and is a challenge for DFT due to the self-interaction error.
Use of more coarse-grained semi-empirical methods can allow the study of such systems.
One such approach is taken by Cheung and Troisi, in order to study the electrical properties
of an assembly of PCBM molecules in the absence of a molecular donor. [209] They carry
out molecular dynamics on a 3x3x3 supercell, initially in the PCBM structure crystallised
from oDCB solution, as reported by Rispens et al. [210] Electronic structure calculations
are then carried out on two thousand simulation snapshots. Fullerene molecules are coarse
grained. ZINDO is used to calculate the first three quasi-degenerate LUMOs of a single PCBM
molecule in vacuum. A rigid structure as used in the ZINDO calculation is superimposed
onto each molecule from the MD snapshot, and reference molecular orbitals are imposed onto
this molecule. The overlap of the degenerate LUMOs of the PCBM molecules is calculated
instead of directly evaluating the electronic coupling, and overlap is only considered between
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atomic orbitals within 7.2 A˚. Electronic states of the system are then calculated using a tight
binding model, with molecular orbital site energies, and transfer integrals as calculated by
orbital overlap.
Cheung and Troisi define a localisation length as twice the standard deviation of the orbital
density with distance from the expectation position for the orbital. The lowest excitations of the
system are found to be localized on one or two fullerene molecules (localisation length ∼ 12 A˚),
and stabilised by 0.08 eV relative to the single molecule LUMO. Higher states are delocalised
over a large number of molecules, and some over the entire simulation space (localisation lengths
∼ 30-50 A˚), many of which are thermally accessible from the lowest excitations.
Savoie et al. apply a similar method to calculate electronic states of crystallites of PCBM of
sizes ranging from 1x1x1 to 4x4x4 unit cells (4 to 256 molecules), [156] also prepared in Rispens
et al.’s crystal structure from oDCB solution. [210] Savoie et al. calculate electronic states for
the crystallite in isolation (Fig. 5.4(a,b)), and when a positive point charge is placed alongside
the crystallite (Fig. 5.4(c),d). Whilst the lowest excited state is localised close to the positive
charge (Fig. 5.4(c)), many thermally accessible states are calculated which are delocalised over
a large number of fullerene molecules (Fig. 5.4(d)). In the case of the 4x4x4 supercell, the
effect of delocalising the positive charge uniformly in one or two dimensions is also considered,
yielding a qualitatively similar set of electronic states.
This is interpreted as offering a possible pathway for efficient charge separation via higher
lying, delocalised charge transfer states. Savoie et al. find that the average state localisation
is mostly unaffected by rotational and translational disorder of PCBM molecules, attributing
this to the spherical symmetry and resulting near-isotropic electronic coupling of the PCBM
molecule. They ascribe the dominance of fullerene based acceptors in organic photovoltaics to
this robustness of the fullerene electronic structure to structural disorder, a factor previously
suggested to explain high mobilities in disordered C60 films. [211] A comparative study on
non-fullerene acceptors would therefore be interesting.
An interesting approach is taken by Raos et al., [212] who coarse grain the donor: acceptor
interface as an regular grid of donor and acceptor molecules on a regular lattice. Each molecule is
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Figure 5.4: Delocalised Charges in PCBM Close to an Interface States calculated
by Savoie et al. [156] in a 2x2x2 crystallite of PCBM. (a,c) more localised, and (b,d) more
delocalised electron state, (a,b) in the absence of a positive charge, and (c,d) in the presence
of a positive point charge. In both cases, the more delocalised state is thermally thermally
accessible from the lowest energy electron state.
assigned only HOMO and LUMO orbitals, and transfer integrals with neighbouring molecules
taken from a Gaussian distribution, weighted by an factor that decays exponentially with
molecular separation distance. All values required as inputs to the Hamiltonian can be obtained
from the ionisation energy, electron affinity, and singlet and triplet excitation energies of the
molecule under consideration, which could be obtained from accurate gas phase measurements,
or ab-initio quantum chemical calculations. [213]
Raos et al. apply this method to two-dimensional model heterojunctions of 15 donor and 15
acceptor sites. In the first excited singlet state of the ordered system, electron and hole are
delocalised over several molecules (Fig. 5.5(a)). In the first excited singlet states with disorder
in coupling (Fig. 5.5(b)) or disorder in both site energy and coupling (Fig. 5.5(c)), charge
is transferred chiefly from molecules which are not directly adjacent to the interface. Similar
results are obtained for a larger assembly of 66 donor and 66 acceptor sites.
The results of Raos et al. are obtained from only one system, using one set of site energies and
transition integrals. Studies of sensitivity of results to parameter values and system configura-
tion would be required in order to draw general conclusions.
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Figure 5.5: Delocalised Charges in two-dimensional Heterojunctions Charges in the
first excited singlet states from the CIS calculations on the two-dimensional hetero-junctions
as calculated by Raos et al. [212] for (a) no disorder, (b) disorder in couplings, but not in site
energies, and (c) disorder in both couplings and in site energies.
5.4 Electrostatic Effects
As mentioned in the introduction, one proposed explanation for efficient charge generation in
organic photovoltaics is a classical screening effect, brought about by induced polarisation in
molecules surrounding the CT state. This effectively reduces the Coulomb interaction between
electron and hole, and so possibly facilitates charge separation. In the limit of a homogeneous
continuous medium, this screening of the Coulomb interaction via polarisation is included in
Equation 1.1 through the ϵr term. However, a constant ϵr is only appropriate for materials whose
electronic response can reasonably be considered linear, isotropic, and homogeneous. Whilst
this may be a fair approximation for large scale systems such as capacitors where bulk effects
are important, it does not accurately describe the polarisation of the medium surrounding a
charge transfer state, which takes place on a molecular scale (Fig. 5.1(c)). The positions and
orientations of molecules, along with their charge distributions and polarisabilities, can have a
large impact on the energetic landscape for charge separation. [161, 214]
Such effects are extremely challenging to probe experimentally. This is, in part, due to differ-
ences in dielectric constant when probed at different frequencies (see Section 2.2.1). At high
frequencies, nuclei may be assumed to be static, and the freedom of electron orbitals to re-
arrange in response to applied field will be the main factor defining the dielectric response.
At lower frequencies, this assumption breaks down, and the reorientation of nuclei in response
to applied field will typically result in a higher value for dielectric constant. Values for bulk
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permittivity at low frequencies can be deduced using capacitance measurements, but can be
sensitive to device architecture. Values of ϵr at optical frequencies can be obtained using ellip-
sometry, sometimes in different crystal directions. [215, 216, 217, 218] Which of these values is
relevant to the screening experienced when charges separate, or indeed whether a single number
(or tensor) dielectric constant is sufficient to describe this process, is unclear.
Still more challenging to probe are dielectric effects at the interface between two material sys-
tems. Permanent interfacial dipoles, either resulting from molecules with an intrinsic ground
state dipole, or via ground state partial electron transfer between donor and acceptor molecules,
may also play an important role in defining the energetic landscape for charges at the inter-
face. Ultraviolet photoemission spectroscopic studies have been carried out measuring shifts in
ionisation potential in a sample with a controlled number of molecular monolayers, suggesting
some ground state charge transfer in a number of organic:organic systems relevant to organic
photovoltaics. [219, 220, 221, 222, 223]
Determining dielectric effects in general systems is a challenging problem, and not a new one.
As described in Section 2.2, the Clausius-Mossotti relation, published in 1879, gives an exact
expression for the dielectric constant of a simple cubic lattice of point dipoles of a given isotropic
polarisability (see Section 2.2.8). However this equation breaks down when considering disor-
dered systems, systems in other crystal structures, or molecules whose polarisability is not well
reproduced by an isotropic polarisability tensor. A number of schemes have been developed
based upon the generalised Clausius-Mossotti (GCM) relation, whereby the system is modelled
as a finite set of interacting polarisable dipoles, in the presence of an externally applied electric
field (representing applied field and/or permanent charges and multipoles in the system). [49]
The polarisable dipoles in the GCM equation have be chosen to represent units of different size in
different schemes (as described in Section 2.2). A number of schemes exist whereby molecules
are broken down into atomic points, each of which is assigned a polarisability, and atomic
polarisabilities are calibrated in order to reproduce those of molecules. [50, 51, 55, 52, 53, 54]
Polarisabilities of single molecules can sometimes be inferred from optical properties using the
Clausius-Mossotti relation, [50, 51] or may be calculated using quantum chemical methods,
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although a careful choice of functional must be made when calculating polarisabilities of long
conjugated molecules. [43, 47, 42, 44, 45, 46]
Electrostatic effects particular to interfaces may influence the energetic landscape for charge
carriers in a number of ways, some of which are presented in Fig. 5.6. [161] Changes in
dielectric constant will tend to stabilise charges in the ϵlow domain close to the interface, while
driving charges deeper in the ϵhigh domain (Fig. 5.6(a)). Poor packing may effectively result
in a lower dielectric constant at the interface, driving charge carriers away (Fig. 5.6(b)). A
static interfacial electric field due to multipole moments of organic semiconductors will result
in a bending of bands close to the interface (Fig. 5.6(c)). Structural disorder at the interface,
depending on its nature, may result in a range of effects. The impact on energy levels of
disorder, whilst significant, is thus not easy to quantify (Fig. 5.6(d)).
Figure 5.6: Schematic Representation of Four Different Environmental Effects on
the Organic:Organic Band Structure (a) a difference in dielectrics, (b) poor molecular
packing at the interface, (c) a molecular multipole moment creating an electric field at the
interface, and (d) a rough depiction of general disorder at the interface. Figure produced by
Yost et al.. [161]
Verlaak et al. use a GCM-like approach to probe an interface of C60 with the [0,0,1], and
[0,1,-1] faces of a pentacene crystal. [214] Molecules are given molecular polarisability tensors,
αmol, and permanent quadrupole moments Θmol split between a number of sites, s, on the
molecule each with polarisability αmol/s, and quadrupole moment Θmol/s. The polarisation of
each molecule is calculated in response to an electron-hole pair (represented as point charges)
on various molecules in the system, and a value is obtained for the net electrostatic energy due
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to interactions of charges, induced dipoles, and quadrupoles is calculated.
By comparison of the energies of systems with electrons and holes close to and far from the
interface, Verlaak et al. determine a barrier of only 0.04 eV for a pentacene [0,1,-1]:C60 interface,
and 0.44 eV for a pentacene [0,0,1]:C60 interface. This is despite a closer approach of nearest
neighbour molecules on the interface in the [0,1,-1]:C60 case. This is attributed to a greater
stabilising interaction with induced dipoles for electron and hole further from the interface,
coupled with a large driving force associated with changes in interactions between charges and
permanent quadrupoles on the pentacene molecule. Linares et al. carry out further work on
the pentacene:C60 junction using this approach, [224] as reviewed elsewhere. [205]
These results are certainly interesting, however, there are some features of the model which
warrant attention. The molecular polarisability tensor is split by simple division, resulting, in
the case of pentacene, in atomic or ring polarisabilities which are far from isotropic. In reality,
the anisotropic polarisability of pentacene must be due to the anisotropic arrangement of atoms
and electrons, and heavily anisotropic polarisability tensors on each individual site may not give
an accurate representation of the polar response on a submolecular scale. Secondly, electron
and hole polarons are represented as point charges. Baumeier et al. [125] find significant
differences in the energetic landscape for interfacial charge pairs when considering charges as
molecule centred points, and when explicitly considering charge distributions.
QM/MM calculations also help to elucidate the role of electrostatics in determining behaviour
of charges at the interface, by providing an estimate of the energetics of single QM molecules
at different positions within an assembly of MM molecules, arranged to form a heterojunction.
Yost et al. apply such an approach to a number of organic semiconductor interfaces. They find
an energy profile akin to Fig. 5.6(a) for a Rubrene (epsilon ∼ 2.7):C60 (epsilon ∼ 3.8). Pulling
CuPc:PTCBI apart at an interface, they find an energy profile akin to Fig. 5.6(b). Yost et
al. examine an interface between C60 and a half unit cell of (dicyanomethylene)-2-methyl-6-
(4-dimethylaminostyryl)-4H-pyran (DCM), which exhibits a significant dipole moment. They
find a large bending of bands, similar to that shown in Fig. 5.6(c), but to a greater magnitude
such that the HOMO and LUMO orbitals of DCM are pushed below those of C60 close to the
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interface.
Poelking et al. find that mesoscale order can play a decisive role in the electrostatic landscape
for charge separation at organic:organic interfaces. [57] An Ewald split is performed, superim-
posing a non-periodic foreground onto a periodic, neutral background, and use Thole’s model,
based upon an interacting set of atomic polarisabilities, to model their foreground. In partic-
ular, Poelking et al. find that the inclusion of long range charge-quadrupole interactions at
an interface between dicyanovinyl-substituted pentathiophene (D5M) and C60 transforms the
energetic landscape for electrons and holes. With an interaction cutoff at 6 nm, both charges
are stabilised in D5M, and electron transfer to C60 and subsequent charge separation are ener-
getically unfavourable. In contrast, when long range interactions are included in a blend film
architecture, the electron is stabilised in the C60 domain, and the hole in the D5M domain,
with relatively flat transport bands in the bulk of either material. These differences are chiefly
attributable to long range charge-quadrupole interactions.
Poelking et al. apply this model to interfaces between C60 and five other donor materials,
considering face-on, edge-on, and tip-on interfacial orientations of these materials to C60 at
the interface. In each case, they calculate ionisation energies and VOC in good agreement
with experimental results for at least one orientation, validating their method, and showing the
possible utility of their model for determining molecular orientation based only on measurement
of ionisation energy. Poelking and Andrienko use this model to develop design rules for interface
configurations leading to favourable energetic landscapes for charge separation in an OPV
architecture, validated by experimental results in these systems. [225]
The geometrical relaxation of surrounding molecules may also play a role in determining the en-
ergetic landscape for charge carriers, and may be probed using molecular dynamics simulations.
De Gier et al. study the stabilisation of a monomer:fullerene charge transfer state when sur-
rounded by monomers with sidechains of various dipole moment, using molecular dynamics for
initial configurations, and allowing sidechains to respond to the presence of the charge transfer
state. [226] They find a stabilisation of their charge pair by as much as 0.8 eV associated with
sidechain orientation in the system with most polar sidechains, compared to 0.3 eV or less for
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less polar sidechains. This implies that the reorientation of sidechains could play a significant
role in stabilising separated charges. However, it is not clear whether such processes could take
place on the ultrafast (∼100 fs) timescales associated with the onset of polaron absorption in
spectroscopic studies. Such reorganisation may still impact the later generation of charges, or
reduce nongeminate recombination.
In summary, it is widely accepted that the treatment of the dielectric environment as a homo-
geneous material of known permittivity is a crude approximation that may lead to inaccurate
estimates of the binding energy of charge pairs at the donor: acceptor interface. Microscopic
electrostatic approaches, where individual molecules or parts of molecules are represented by
polarisable units and the electrostatic energy calculated using a classical sum of Coulombic,
dipolar and quadrupolar interactions, have been used to investigate the situation at a variety
of donor: acceptor interfaces. The resulting interaction energy depends strongly on molecular
organisation at the interface as well as on chemical structure, and may differ in magnitude and
sign from estimates based on the bulk ϵr. Attempts to include the effect of molecular dynam-
ics on electrostatic binding energy have been made, though the relevance of these to charge
separation depends on the relative rates of the electronic and molecular motions.
5.5 Dynamics of Charge Pair Generation
All the works mentioned so far have focussed on modelling the energetic landscapes within
an organic photovoltaic device. Whilst energetic landscapes are clearly important for defining
characteristics favourable to charge generation, the process of generating charges is a dynamic
one, and we are ultimately concerned with rates at which different processes take place. There
exists no one accepted methodology for the calculation of rate processes in OPVs, but there
have been a number of relevant publications calculating rates of processes on a bimolecular,
and multimolecular scale.
In order for efficient charge generation, the rate of energy transfer from S1D to CT1 or CT
∗
must compete with spontaneous emission from S1D back to S0D, and the rate of separation of
168 Chapter 5. Models of Charge Pair Generation in Organic Solar Cells
charges from CT1 or CT
∗ to CS must compete with recombination rates from CT back to the
ground state S0D (Fig. 1.2).
Spontaneous emission rates may be computed directly from excitation energies and transition
dipole moments of excited states using Fermi’s golden rule. These rates will give an indication
of the recombination timescales with which charge separation must compete. Huang et al. take
this approach in studying oligomer pairs. [200] They find spontaneous emission rates from
states of chiefly single molecule excitation character on the order of 1 ns, and from states of
exciplex or polaron pair character of ∼ 0.1 - 10 µs.
Under the frozen orbital approximation, rates for hopping between states on different molecules
may be calculated from the coupling of orbitals, and the reorganisation energy associated with
the movement of the charge by use of Marcus theory. Marcus theory is also based upon Fermi’s
Golden Rule, and, as such, is only valid under the approximation of weak coupling between
states, which may not be valid for excited state dynamics in organic systems. This method is
also limited by difficulties in knowing the appropriate reorganisation energy for excited state
transitions. By comparing transfer rates between calculated CT states, and ground and excited
states on donor and acceptor, it may be possible to predict how electron transfer processes at
the interface proceed.
An example of such an approach is Yi et al.’s [227] calculations of couplings and hopping rates
between a sexithiophene (6T) donor molecule, and C60 or perylenetetracarboxydiimide (PDI)
acceptor molecule. Yi et al. represent the CT states of the donor: acceptor complex as a
linear combination of ground states of the individual donor cation and acceptor anion, and
calculate couplings with neutral ground and excited states (calculated using TDDFT) of each
single molecule.
Yi et al. find that couplings are strongly dependent on mutual position of molecules. In most
positions, couplings between CT state and ground state are stronger, and resultant recombi-
nation rates faster, for PDI (∼ 109 − 1012 s−1) than C60 (∼ 108 − 1010 s−1). This may be an
important factor in explaining the more efficient charge generation in polythiophene:fullerene
devices than polythiophene:PDI devices.
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Difley et al. also use Marcus theory to calculate transition rates two donor: acceptor small
molecule pairs, using TDDFT for single molecule states, but CDFT, in which donor and accep-
tor molecules are confined to have charges of +e and -e, and an excess spin of ±1
2
, to calculate
charge transfer states, allowing electron and hole wavefunctions to be influenced by the presence
of charges on the opposite molecule.
Use of molecular dynamics simulations allows comparison of relative rates for molecules pairs
in a range of geometries. Liu et al. apply a Marcus rate approach to the calculation of charge
separation and recombination rates for a P3MT (modelled as a hexamer):PCBM interface,
finding charge separation rates on the order of 1010− 1012 s−1, and charge recombination rates
between 106 − 109 s−1., strongly dependent on mutual position of molecules. These results
are comparable to experimentally reported charge separation rates faster than 4 x 1011 s−1,
and recombination rates between 108 and 109 s−1. [127] These results suggest that the rate of
charge transfer from the CT state to neighbouring units (CT to CS in Figure 1.2) is faster than
the relaxation from the CT state back to the ground state for a thiophene donor and PCBM
acceptor. However, the relative rates of these processes are dependent upon mutual position
and orientation of donor and acceptor molecules at the interface, and recombination rates from
the CT state are sufficiently high that this could act as significant loss pathway, especially if
charges are unable to escape from the vicinity of the interface.
It is possible to go beyond rate based approaches, and perform quantum dynamics calculations.
This approach requires solving the time dependent Hamiltonian for evolving states. An example
of such an approach is Tamura et al.’s [228] work, using the multiconfiguration time dependent
Hartree (MCTDH) method to calculate dynamics of excited species in a quaterthiophene:C60
molecule pair. They find that spatial separation of molecules has a large influence on dynamics
at the interface, with the excitation oscillating between single molecule exciton and charge
transfer state for a separation of 3.5 A˚, and exciton/CT state population ratio settling down
around one quarter after the rapid exciton decay at a separation of 3.0 A˚, albeit still with large
temporal fluctuations. Tamura et al. take this as evidence that the CT state has a degree of
excitonic character, allowing a radiative decay to the ground state. Tamura and Burghardt have
also applied this approach to larger assemblies of thiophene:C60 pairs, finding charge separation
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to occur from an exciton close to the interface on a ∼100 fs timescale (Fig. 5.7). [229]
Figure 5.7: Excitation Dynamics at a Thiophene:C60 Interface Excitation dynamics from
Tamura et al.’s [229] MCTDH simulations of a stack of thirteen thiophene oligomers alongside
five layers of 61 C60 molecules. The initial excitation (XT), rapidly migrates to the interface
to form a CT state, which decays to separated charges (CS) on a ∼100 fs timescale
Some dynamic models are based on the possible generation of free charges without proceeding
via intermediate interfacial states. This may occur either via long-range hopping following the
localisation of the excitation on a single molecule, or due to an initially well delocalised state, or
superposition of states, which directly decomposes into a state involving well separated charges.
Both rely on the idea that photoexcited states, which may already be spatially delocalised, are
coupled to charge separated states.
The case of long-range charge separation from a localised exciton has been modelled by Caruso
and Troisi using a Marcus-based hopping model. This model is used to compare hopping
rates from excited states deep within the donor domain to neighbouring donor molecules, and
directly to charge-separated states. They assume an exponential decay of electron wavefunction
over space, with a range of decay rates, justified by comparison with those reported for donor-
bridge-acceptor molecules. Caruso and Troisi conclude that, for an exponential decay rate of
the exciton wavefunction of less than 0.6 A˚−1, the majority of electron-hole pairs are generated
without the exciton reaching the interface. This decay length is, however, longer than values
found even for intramolecular charge transfer in many systems. [230, 231, 232]
The case of charge separation without prior localisation of the exciton has been modelled by
Bittner and Silva. [168] Here, the initial photoexcitation is to either an energy eigenstate, or
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a coherent superposition of energy eigenstates of the system, which evolve with time according
to the time dependent Schro¨dinger equation. Decoherence is driven by interaction with a time
dependent coupling between orbitals, brought about by environmental fluctuations. Bittner
and Silva apply this model to a donor oligomer:acceptor oligomer heterojunction, each domain
containing four oligomers with five possible electron sites, and add energetic disorder, in one
case close to the interface, and in another, far from the interface. Calculated state energies
versus charge separation distance are shown in Fig. 5.8. They find a fast transfer rate from
initial excitation to free polaron states, suggesting that electron or hole could tunnel 12 - 15 A˚
from the site of the initial excitation within 35 fs. This is assigned to strong resonance between
high oscillator strength excitons, and near-degenerate free polaron states, which are almost
always present given a sufficient level of energetic disorder in the simulation space.
Figure 5.8: Resonant Coupling Between Interfacial and Polaronic States Bittner and
Silva’s[168] calculated state energy versus charge separation distance, for energetic disorder close
to the interface and order in regions away from the interface (blue), and energetic order close to
the interface and disorder in regions away from the interface (purple). High oscillator strength
excitonic states are calculated to exhibit resonance and fast transfer rates to near-degenerate
(but low oscillator strength) polaron states.
Compared to the theoretical study of the energies of states at the donor: acceptor interface, the
theoretical treatment of transitions between such states is much less well developed. Approaches
based upon Fermi’s Golden Rule have been used to quantify the rates of transitions between
excitonic states, charge transfer states and ground, but are limited by the validity of the weak
coupling approximation. More powerful approaches are based on the evolution of states within
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the time dependent Schrodinger equation and allow multiple state configurations to be studied.
These approaches are promising, but still under development, and are likely to require large
approximations, or be computationally expensive for representative systems.
5.6 Summary
Whilst there is as yet no complete theory of charge generation at organic heterojunctions,
different parts of the problem have been addressed and significant progress has been made in
building theoretical tools and in rationalising experimental results. The work has clarified the
directions for development of more powerful models.
High level calculations of molecule pairs in vacuo indicate that mutual position of donor and ac-
ceptor molecules is very important in defining the energies of CT states. The nature and energy
of excited states are particularly sensitive to molecular alignment when the LUMO of donor and
acceptor are close in energy. Semi-empirical calculations of states in larger arrays of molecules
indicate that the states involved in charge transfer may delocalise over many molecules. This
work indicates that more efficient treatments of excited states in multi-molecular systems are
desirable. However, this capability will also require improved experimental probes of the phys-
ical structure of interfacial regions.
Studies on electrostatics show that changes in dielectric constant, poor packing, static internal
electric fields, and structural disorder can all influence the energetic landscape close to the
heterojunction. The orientation of molecules, and alignment of crystals at the interface, can be
decisive in determining this landscape, in a manner which could not be captured with a bulk
dielectric constant. Long range interactions, and edges of the device can also play a defining
role in the energetic landscape for charge separation. The significance of local structural detail
again indicates the need for improved structural probes in order to apply the models usefully
to practical situations.
Calculated transition rates on molecule pairs agree reasonably well with the range of those
reported experimentally, and studies on the impact of mutual position and orientation of
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molecules may provide insights into favourable orientations for separation of charges. Explicit
calculations on the evolution of states in larger arrays of molecules indicate the possibility of ul-
trafast separation, which may proceed via the CT state or directly to charge separated states.
On longer timescales, the dynamics of molecules close to the interface may influence charge
separation efficiency, but little progress has been made in this area so far.
Whilst these studies do not provide a unique mechanism for charge separation, they help to
inform the roles that molecular properties may play in these mechanisms. They provide a
greater understanding of the importance of orbital energies and polarisabilities of molecules,
ways in which molecules may be arranged in order for couplings and energetics to be favourable
for charge separation, the possible role of disorder, and relevant timescales for this process.
Through further study, and with the aid of more detailed information on the structure and
the ultrafast dynamics of charge transfer processes, the roles of these different mechanisms in
driving the efficient charge separation observed in many OPV material systems may be better
understood, and design rules developed for OPV structures of improved performance.
Despite this significant progress in theoretical understanding of the process of charge generation,
relatively little attention has been paid to understanding differences in charge generation yields,
and charge transfer state properties with chemical structure of materials used in OPV devices.
Further, whilst the importance of electronic polarisation in determining the landscape for charge
separation is clear, understanding of the design rules governing polarisability of molecules, and
how interaction between molecular dipoles and crystal structure influence dielectric properties
of a system, remains in its infancy. These challenges motivate the two succeeding chapters of
this thesis.
Chapter 6
The Influence of Chemical Structure
on Interfacial States in a
Polymer:Fullerene Complex
It’s a very funny thought that, if Bears were Bees,
They’d build their nests at the bottom of trees.
And that being so (if the Bees were Bears),
We shouldn’t have to climb up all these stairs.’
Winnie-the-Pooh’s ‘Climbing Thoughts’, A. A. Milne
6.1 Introduction
As discussed in the previous chapter, a number of conceptual models exist for how the process
of charge separation may take place. According to many of these models, charge transfer
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(CT) state properties at the donor:acceptor interface in organic photovoltaic materials are
widely regarded as crucial in determining the charge separation efficiency of organic photovoltaic
devices.
In this chapter, we use quantum chemistry to investigate electronically excited charge transfer
states, relating these to chemical structure, and relative position of molecules.
We focus on materials systems studied by Faist et al., [16] for which electroluminescence data on
CT state energies and device performance is available, and subsequently reported low bandgap
isoindigo [149, 150] and diketopyrollopyrolle [151] containing polymers, which exhibit high
charge separation efficiencies when blended with fullerene despite small energy level offset (see
Section 5.1).
In order to carry out a broad investigation of the influence of chemical structure on CT state
properties, including higher excited states, we require a calculation method which is reliable
and tractable. For this reason, we use TDDFT with B3LYP/6-31g* for these studies.
B3LYP is a global hybrid functional with a relatively small contribution (20%) from Hartree
Fock (HF) exchange, resulting in an unphysically small Coulomb energy cost associated with
charge transfer excitations when using TDDFT. [98] This will result in a decrease in CT state
excitation energies compared to a functional with more HF, and the appearance of CT states
lower in the spectrum. However, the vacuum surrounding molecules in our calculation will
increase CT state excitation energies relative to a calculation in which polarisable surroundings
are considered. As such, the use of linear response TDDFT with B3LYP in vacuo could be
approximately equivalent to the use of a more expensive method which accurately reproduces
Coulomb interaction of de-excited hole and excited particle in a continuous polarisable medium
of dielectric constant ∼ 5, only slightly above the values of 3-4 typically reported for OPV
materials. [11, 233]
Apart from induction effects, electrostatic interactions with partial charges on surrounding
molecules can also either stabilize or destabilize CT state excitation energies. These interac-
tions will not be captured using TDDFT with B3LYP in vacuo. In comparing calculated CT
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state energetics to electroluminescence from films, we work with the assumption that these
interactions approximately average out, so as not to have a large impact on the position of the
electroluminescence peak.
The limited basis set will also impact energetics, as constituent basis functions are unlikely to
be sufficient to allow electrons to completely relax into their lowest energy configurations. This
will have a larger impact on excited and charge transfer states than the ground state, due to
the larger spatial extent of excited wavefunctions, and possibility of electron density in regions
between the two molecules. We expect this to increase calculated CT excitation energies.
We optimise geometries of molecules in the ground state in isolation, and calculated energies
are compared to CT state emission, as this is much easier to determine experimentally than CT
state absorption. The lack of Stokes shift in calculated values will therefore tend to increase
calculated values relative to experimental values. [234]
We seek to determine whether the cancellation of these errors in linear response TDDFT (see
Figure 5.2) using B3LYP/6-31g* is sufficiently consistent to give an agreement with experimen-
tal trends. Our intent is to then investigate the electronic structure of excitations calculated
using this method, and consider possible implications for design of molecules giving high charge
separation efficiencies.
Some parts of this chapter have been published in reference [235].
6.2 Modelling Single Component Excitations and Blend
Charge Transfer State Energies
Chemical structures of most studied polymers are presented in Table 4.2. Chemical structures
and full names for the polymers PTB7, MDMO-PPV, DPP-TT-S, DPP-TT-Tz, alongside con-
sidered fullerenes, PCBM, PC71BM and ICBA are shown Figure 6.1.
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Abbr.
Full Name Structure
TB7
poly(4,8-bis[(2-
ethylhexyl)oxy]benzo[1,2-
b:4,5-b]dithiophene-
2,6-diyl3-fluoro-2-[(2-
ethylhexyl)carbonyl]thieno[3,4-
b]thiophenediyl)
MDMO-PPV
poly(2-methoxy-5-(3-7-
dimethyloctyloxy)-1,4-
phenylenevinylene)
DPP-TT-S
poly-thieno[3,2b]thiophene-
diketopyrrolopyrrole-co-
selenophene
DPP-TT-Tz
poly-thieno[3,2b]thiophene-
diketopyrrolopyrrole-co-
thiazole
PCBM [6,6]-phenyl C61- butyric
acid methyl ester
PC71BM [6,6]-phenyl C71- butyric
acid methyl ester
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Abbr.
Full Name Structure
ICBA
indene-C60 bisadduct
Table 6.1: Polymer and Fullerene Names and
Chemical Structures Atoms in DPP-TT-S and DPP-
TT-Tz are highlighted in red to indicate differences from
DPP-TT-T.
Calculation of oligomer properties as a function of length, and oligomer length chosen for blend
studies, are given in Appendix C.1. In all cases apart from P3TI, P1TI and PTB7, the calculated
first excited state energy for oligomers lies within 0.2 eV of the electroluminescence emission
of the corresponding polymer (Figure 6.1(a)). Figure 6.1(b) shows calculated first excitation
energies for pairs of oligomers with fullerenes, where fullerenes for which electroluminescence
results have been reported are selected.
The calculated energies are consistently higher than the experimental electroluminescence peak
of blend devices. We attribute this to an imbalance in the cancellation of errors expected
with our method, as outlined in the introduction to this chapter, and illustrated in Figure
5.2. Nevertheless the experimental trend in emission energy with chemical structure is well
reproduced, with the surprising exception of MDMO-PPV:PCBM. For MDMO-PPV, we also
calculate a significantly higher HOMO energy than that observed experimentally.
To quantify the effect of basis set size, we ran a small study on pentathiophene alone, and when
paired with PCBM, using B3LYP with 6-31g* and 6-31+g* (with additional diffuse functions).
For pentathiophene alone, we calculate a decrease in first excitation energy from 2.64 eV to 2.56
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(a) (b)
Figure 6.1: Comparison of calculated and experimental polymer and poly-
mer:fullerene blend excitation properties comparisons of first calculated (a) oligomer, and
(b) oligomer:fullerene pair CT or hybrid state, excitation energies with experimental (a) poly-
mer, and (b) polymer:fullerene blend film, electroluminescence emission peak. Calculated blend
values are for fullerene aligned with a central ring. Value presented for Si-PCPDTBT:ICBA
is the second excitation energy of the molecule pair (first excitation exhibits no CT). For DA
copolymers, the mean of values for fullerene aligned with each unit of the central monomer is
taken, and an error bar is included indicating the spread between these positions. Experimental
results from references [16, 149, 236, 237]
eV when switching to the larger basis set, whilst in a molecule pair with PCBM, we calculate
a decrease in the first CT excitation energy from 1.60 eV to 1.44 eV. This suggests that the
effect of basis set confinement is significant, particularly for CT excitations, and can help to
explain the overestimate in CT energies with respect to experiment. We use 6-31g* because its
computational tractability allows us to make predictions for large systems that would not be
feasible with 6-31+g*.
Also presented in Figure 6.1(b) are calculated CT state energies for two systems in which CT
state EL emission is not observed or is too weak to resolve over single component emission. We
calculate a CT state for PFODTBT:ICBA, which fails to meet condition (5.1), and for which
no CT state EL is observed. This is consistent with the hypothesis of Faist et al., [16] that CT
states exist in blends failing to meet condition (5.1), but compete unfavourably with emissive
singlet states in the bulk material.
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6.3 Higher Excited States in P3HT:PCBM
Recent studies [157, 238] have suggested a role for higher energy CT states in facilitating the
separation of charge pairs. In order to probe the energy spectrum and characteristics of higher
energy CT states, we focus on the well studied material system P3HT:PCBM, modelled as a
dodecathiophene:PCBM molecule pair. Properties of these excited states are shown in Figure
6.2, and a full set of isosurfaces is given in Appendix C.3. We calculate five states at energies
significantly lower than the first singlet of either dodecathiophene or PCBM, all of which exhibit
close to complete electron transfer to the fullerene. The calculated states at higher energies
include singlet excitations of dodecathiophene and PCBM with properties similar to those
calculated for the same molecules in isolation.
The HOMO and LUMO of C60 are five- and three-fold degenerate, respectively, for a perfectly
symmetrical molecule. [239] The adduction of C60 to form PCBM (ICBA) lifts this degeneracy,
but leaves the frontier orbitals quasi degenerate. For C60, the first three unoccupied Kohn
Sham orbitals are calculated to be within 0.002 eV, and the fourth separated by 1.18eV; whilst
for PCBM (ICBA) the first three unoccupied Kohn Sham orbitals are within 0.28 (0.33) eV,
and the fourth separated by 1.19 (1.09) eV. All TDDFT excitations to C60, PCBM and ICBA,
within the spectral range probed, appear to involve transitions to these three fullerene orbitals.
We calculate close to identical charge distribution on dodecathiophene in the first three excited
states of the blend, and assign these excitations to charge transfer from the HOMO of the
oligomer to LUMO, LUMO+1, LUMO+2 of the PCBM (Fig 6.2). Similarly, we attribute the
4th, 5th, and 8th excited states of the blend to transfer from the HOMO-1 of the oligomer
to these three PCBM states (6th and 7th are single molecule excitations). It should be noted
that the oligomer states are spatially perturbed by the presence of another molecule. In the
three lowest energy CT states, hole density is significantly more concentrated in the region
of the oligomer closest to the fullerene than when this state is calculated for the cation of
dodecathiophene alone. The hole also follows the fullerene when it is moved along the chain
(see Appendix C.4). In the next three CT states (4th, 5th and 8th), hole density shifts to outer
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(a)
(b)
Figure 6.2: Dodecathiophene:PCBM Excited States (a) Calculated excitation spectrum
for dodecathiophene and PCBM, each alone, and as a molecule pair. Excitations are coloured
according to degree of charge transfer exhibited. Single molecule excitations (CT ≤ 0.10 e)
are blue, complete charge transfer excitations (CT ≥ 0.90 e) are red, and hybrid states (0.10
e <CT <0.90 e) are green. For hybrid states, the degree of charge transfer is indicated. This
scheme is used in spectra throughout the chapter. (b) Isosurfaces showing change in charge
distribution between ground and first, second, fourth, and tenth excited states (electron density
moves from red to blue regions). Assignment of orbitals involved in transition, and Coulomb
binding energy EB, as calculated using eq. (3.5), also indicated (with the exception of 0 → 10,
in which this quantity is not relevant as only 0.74 electrons are transferred to the acceptor.)
Forbidden transitions with negligible oscillator strength (¡10−4) are marked with an asterisk.
regions of the oligomer.
The Coulomb binding between electron and hole, shown in Figure 6.2, is significantly lower
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for CT states involving electron transfer from the oligomer HOMO-1 (-0.79 to -0.71 eV) than
those from oligomer HOMO (-1.15 to -1.09 eV), implying a smaller energetic barrier to charge
separation from higher excited states. The excess energy an exciton possesses upon reaching
the interface may make these higher states energetically accessible, providing a possible role for
excess energy in driving charge separation. Note that these Coulomb binding energies do not
take into account the polarisation of the surrounding medium, and as such are included only
for comparison between binding in different states, rather than as absolute values.
We calculate a hybrid excitonic/charge transfer character in the 9th and 10th (Fig 6.2(e))
excited states, which we associate with the close energetic proximity of the charge transfer
excitations to the first singlets of lone donor and acceptor molecules. Charge separation from
such a state would necessarily occur via a state which exhibits complete charge transfer (though
possibly one involving molecules further from the interface, which cannot be reliably computed
using our current method).
Excitation spectra for dodecathiophene:PC71BM, dodecathiophene:ICBA (see Appendix C.5)
are qualitatively similar to dodecathiophene:PCBM, with the first three excitations dominated
by transitions from a HOMO localised on regions of the oligomer oriented with the fullerene
to the near degenerate LUMO, LUMO+1, LUMO+2 of the fullerene, and transitions from an
oligomer HOMO-1 localised on units far from the fullerene higher in the spectrum. For ICBA,
CT state energies are blueshifted (the lowest by 0.14 eV) in accordance with its higher LUMO
level.
Our calculation of the CT state in dodecathiophene:PCBM (dodecathiophene:ICBA) as 0.6
(0.4) eV below S1 of the oligomer implies energetically favourable charge separation, consistent
with P3HT:PCBM (P3HT:ICBA) device measurements.[240, 241]
6.4 Donor-Acceptor Copolymers
We now turn our attention to excited state spectra for a series of push-pull donor polymers,
containing sub-monomer electron rich and electron poor units, such that electron density is
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transferred within the monomer upon excitation.
We investigate the effects of the position of the fullerene, relative to electron rich and electron
poor units, on the charge distributions, energies, and oscillator strengths of the first few excited
states for a range of such polymer:fullerene blends. We consider separately the case of material
combinations for which the first blend excited state ECT lies well below the optical gap Eg, and
those for which ECT and Eg are similar.
6.4.1 Cases where ECT << Eg: PFODTBT:PCBM, PFODTBT:ICBA
For systems in which the first excited state of the blend lies significantly below the excitation
energy of individual molecules, close to complete electron transfer is observed in low energy
states (See Appendix C.5). This is the case in our calculations for PFODTBT (modelled as
3FTBT) with both PCBM and ICBA. Small shifts in excitation energies (of order 0.01 eV) are
calculated as the fullerene aligns with different submonomer units.
6.4.2 Cases where ECT ≈ Eg: P3TI:PC71BM, P1TI:PCBM
The cases of blends where ECT lies close to Eg are particularly interesting. Faist et al [16]
found that, for a range of material systems, photocurrent in solar cells appears to switch off
when ECT comes within 0.3–0.4 eV of Eg (condition (5.1)). However, other materials exist for
which efficient photocurrent is observed even though CT state emission lies within around 0.1
eV of the polymer emission. [242, 149, 243] Since systems which require a smaller driving force
for current generation, quantified by a small (Eg - ECT ), offer a higher theoretical VOC and
power conversion efficiency, it is of great interest to understand how the excited states of such
systems differ from those of others.
For both P3TI and P1TI, we calculate a significant degree of electron transfer from the central
thiophene block to the central isoindigo unit on exciting the oligomer alone from the ground to
first excited state (see Appendix C.2).
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Calculated excitation spectra for a 33TI oligomer with PC71BM aligned with central isoindigo
and thiophene blocks are presented in Fig 6.3, alongside isosurfaces showing the redistribution
of charge in the first three excitations.
(a) (b)
Figure 6.3: 33TI:PC71BM Effect of Relative Position on Excited States (a) Calculated
excitation spectrum for 33TI and PC71BM, each alone, and as a molecule pair, for PC71BM
aligned with central isoindigo and thiophene blocks. (b) Isosurfaces showing change in charge
distribution between ground and first to third excited states (electron density moves from red
to blue regions).
When we place PC71BM alongside the central isoindigo unit, the near degeneracy and large
spatial overlap of the two single molecule LUMOs results in their hybridisation, causing a
splitting of energy and states exhibiting partial charge transfer. We calculate a low energy
state exhibiting 0.32e electron transfer to the fullerene, and a significant degree of electron
transfer from thiophene to isoindigo units, with an excitation energy ≈ 40 meV below the first
transition of the oligomer alone. We calculate the next transition to be over 100 meV higher in
energy, exhibiting significantly less electron transfer to the isoindigo unit, and greater electron
transfer to regions of the PC71BM cage far from 33TI. Both states appear to borrow oscillator
strength from the oligomer S1 transition, resulting in much brighter states than any calculated
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for dodecathiophene:PCBM.
When PC71BM aligns with the thiophene block of 33TI, we still find a hybridisation of states.
However, due to the smaller spatial overlap of LUMOs of donor and acceptor, there is no
longer a significant stabilising effect on the lowest excited state. Here, we find the first three
excitations are nearly degenerate; all are within 20 meV of the first singlet of the oligomer.
We note that the first of these states is higher in energy than the corresponding state when
PC71BM aligns with the isoindigo, despite the localisation of the negative fullerene close to
centre of the isoindigo hole, which might suggest a lowering of the transition energy due to
Coulomb attraction. This suggests that the energy splitting associated with orbital overlap has
an impact on energetics comparable with, or even larger than, Coulomb interaction for this
system.
Since efficient charge separation requires that an electron is transferred from the polymer to
the fullerene phase, we expect that the alignment of the fullerene with the thiophene block will
result in more efficient charge separation, due to the high degree of charge transfer in the first
excited state. However, in the case where fullerene is aligned with isoindigo, charge separation
may proceed via the third excited state, where charge on the fullerene is localised far from the
hole rich thiophene units, resulting in a smaller Coulomb binding energy. This state lies 0.1 eV
above the first calculated CT state, and should be thermally accessible at room temperature.
The role of these hybrid states in charge generation (or recombination) cannot be properly un-
derstood without considering other, extended states of the polymer fullerene system. Whilst a
hybrid state in isolation may be unhelpful for charge separation, it may act as a conduit to ener-
getically resonant, more extended states exhibiting a higher degree of charge transfer, involving
polymer chains or fullerenes further from the interface. [168] The development of methods
to study the excited states of larger assemblies of molecules near an interface is therefore an
important challenge.
Calculations on 41TI:PCBM found that the oligomer excitation was the lowest excited state of
the system, with no charge transfer states in the blend until energies 0.1 eV higher, irrespective
of fullerene position (see Appendix C.5). The observation of an upward shift in ECT relative to
186 Chapter 6. Interfacial States in a Polymer:Fullerene Complex
Eg compared to 33TI:PC71BM is in accordance with electroluminescence studies by Vandewal et
al. [242] who report no offset between polymer and CT state emission for this system compared
to a 0.1 eV offset for the P3TI:PC71M system.
6.4.3 DPP Analogs: Small Changes in Chemical Structure
The DPP based polymer PDPP-3T has been reported to give efficient charge separation at a
relatively low nominal driving force when blended with PCBM. [243] PDPP-TT-T:PCBM is
another system which exhibits efficient charge separation despite small ∆ECS = 0.22 eV. [237]
We examine a number of chemical analogs of this polymer, and the effects of these changes
in chemical structure upon charge generation efficiency. [151] As shown in Chapter 4, we
calculate minimal charge transfer between submonomer units upon excitation of the 3DPP-
TT-T oligomer. However, the DPP and T unit have significant negative and positive partial
charges, respectively, in the ground state (see Appendix C.2).
Substitutions of selenophenes (S) or thiazoles (Tz) for thiophenes (T), have been shown to
substantially decrease the yield of free charges by transient absorption spectroscopy in blend
films with PC71BM. [151] This is attributed to the lowering of oligomer LUMO resulting from
these substitutions. Bronstein et al. assign this, for the selenophene substitution, to the lower
ionisation energy of the selenium atom, lowering the LUMO, and, for the thiazole substitution,
to the electron withdrawing nature of the Tz unit lowering both HOMO and LUMO. How-
ever, the reduction in charge generation upon lowering of the polymer LUMO is much more
pronounced than observed for typical polymer:fullerene systems.[238] In the case of PDPP-TT-
Tz:PC71BM, generation is reduced by an order of magnitude relative to PDPP-TT-T :PC71BM,
whilst LUMO is reduced by only 0.1eV. Both the lowering of the polymer LUMO, and the de-
crease in charge yield are more pronounced for Tz than S. Calculated excitation spectra for
DPP analog trimer:PC71BM molecule pairs are shown in Figure 6.4.
First excitation energies are similar for 3DPP-TT-T and both substituted oligomers (0.02 eV
higher for 3DPP-TT-Tz, 0.02 eV lower for PDPP-TT-S.) This difference is likely to be consid-
erably less than the absolute error in our method, but due to the relatively small substitutions
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Figure 6.4: (3DPP-TT-T, 3DPP-TT-S, 3DPP-TT-Tz) : PC71BM Excited States
Calculated excitation spectrum for (left to right) 3DPP-TT-T, 3DPP-TT-S, and 3DPP-TT-
Tz, each (top) alone, and paired with a PC71BM molecule, for PC71BM aligned with (centre)
central DPP and (bottom) (thiophene/selenophene/thiazole) units.
between these molecules, we consider that the relative difference is still of interest. We calculate
close to isoenergetic HOMOs for 3DPP-TT-T and 3DPP-TT-S, and a HOMO for 3DPP-TT-Tz
deeper by 0.14 eV than that of 3DPP-TT-T.
For PC71BM aligned with the DPP unit, we calculate a similar first three excitations for 3DPP-
TT-T:PC71BM and 3DPP-TT-S:PC71BM. However, there are significant changes in the nature
of the excited state spectra of the molecule pair when we align PC71BM with the T/S unit. In
this configuration, we calculate a transfer of 0.99 electrons from donor to acceptor for 3DPP-
TT-T, and a state with significant hybridisation (0.84 electrons transferred to the acceptor)
for 3DPP-TT-S, from which charge separation may be less efficient. This may be tentatively
attributed to the small difference in oligomer excitation energy, possibly coupled with sub-
tle changes in orbital interactions resulting from the selenophene substitution. This trend is
compatible with the reduced charge generation efficiency in 3DPP-TT-S:PC71BM relative to
3DPP-TT-T:PC71BM, in spite of similar nominal driving force.
For 3DPP-TT-Tz:PC71BM, the first transition is almost completely localised on the oligomer.
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As such, charge separation is likely to be difficult for this system. It should be noted, however,
that when PC71BM aligns with DPP, we calculate a state with almost complete charge transfer
only 0.01 eV higher in energy (thermally accessible at room temperature), which is consistent
with the limited degree of charge generation reported for PDPP-TT-Tz:PC71BM.[151]
In these cases we find a clear correlation between the degree of charge transfer in excited states
in an oligomer:fullerene pair, and the efficiency with which charges are generated in films of
the corresponding polymer:fullerene blend. Such a procedure may be helpful in determining
the effect that small changes in chemical structure are likely to have on charge generation of a
proposed system, and may be used to begin screening promising chemical structures for organic
photovoltaic devices.
6.5 Summary and Conclusions
We find a good agreement of trends between calculated oligomer excitation energies, and ex-
perimentally observed emission energies of polymers. For oligomer:fullerene pairs, we calculate
a set of excited states exhibiting whole electron, partial electron, and no charge transfer. First
excitation energies correspond well to experimental electroluminescence emission from corre-
sponding polymer:fullerene blends.
We calculate a spectrum of excited states for dodecathiophene:PCBM, demonstrating that hole
delocalisation in higher electronically excited charge transfer states can result in a decreased
Coulombic barrier to charge separation. The availability of these higher excited states to the
polymer exciton upon dissociation at the interface may facilitate charge separation.
We examine a number of systems for which charge transfer states closely approach single
molecule excitation energies. For P3TI:PC71BM, in which LUMOs of acceptor and donor
are near degenerate, we find a hybridisation of the first excited state, with properties strongly
dependent on the mutual position of oligomer and fullerene. We find lowest excited states to
be of whole electron transfer or hybrid character for systems giving high charge separation
efficiencies (except P1TI:PCBM, in which no offset between CT state and polymer exciton
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electroluminescence energies is reported). In each system which performs poorly in practice,
with the exception of PFODTBT:ICBA, we find little or no charge transfer character in the
first excited state.
We demonstrate that small chemical substitutions to DPP based polymers, resulting in large
differences in experimental free charge yields, have a large impact on degree of charge transfer
we calculate for oligomer:fullerene molecule pair excitations.
We acknowledge certain complications involved in using B3LYP for large bimolecular systems
exhibiting significant degrees of charge transfer such as these. We demonstrate here that results
of these studies can nonetheless be elucidating for relatively large systems of relevance for
efficient photovoltaic devices, with reasonable computational efficiency.
The studies in this chapter have been largely successful in reproducing electroluminescence
properties of interfacial states, which correlate with charge separation efficiencies in organic
photovoltaics. This suggests that the influence of the surrounding medium is similar for inter-
facial states in a device from which electroluminescence emission is observed. It would be valu-
able to calculate properties excited states in these systems with a more expensive method able
to properly reproduce the unscreened interaction between electron and hole (such as GW-BSE
or delta-SCF), in order to allow a more sophisticated treatment of the polarisable surrounding
medium without interfering with a cancellation of errors. Nonetheless, these studies provide
compelling evidence for the utility of TDDFT with B3LYP/6-31g* for predictive screening of
polymer:fullerene systems for OPVs.
The process of charge generation requires charges to escape these interfacial states, and we
have not, as yet, considered the states involved in this process in detail. Chapter 5 suggests
the crucial importance of electrostatics, and the interaction of charges with their surroundings,
in defining the energetic landscape to charge generation. Recent studies have led to significant
advances in understanding. However, interesting questions remain surrounding the mutual roles
of molecular polarisability and packing motifs in defining this energetic landscape, and how to
design materials which will better screen the interactions between electron and hole.
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Electrostatic influence of surrounding molecules is also of relevance for understanding the pro-
cess of charge transport to the electrodes subsequent to their separation. This process is in
competition with the nongeminate recombination of separated electrons and holes, and design
of materials with better charge transport properties would be beneficial for OPV, as well as
field effect transistor devices.
In order to address these challenges, we examine the role of polarisation of surrounding molecules
in defining charge separation and charge transport properties in organic molecular materials in
the following chapter.
Chapter 7
The Influence of Chemical Structure
and Packing on Polarisation in Organic
Molecules
‘ This is too hard a topic for PhD students.’
Simone Fratini, European Materials Research Society Spring Meeting, 2015.
7.1 Introduction
As discussed in Chapter 5, the interactions between a charge and its polarisable surroundings
are expected to play an important role in defining the landscape for charge separation in organic
photovoltaics. However, design rules for highly polarisable organic semiconductors, which might
better screen interactions between charges in a lattice, are not well established. Here, we use
quantum chemical methods to calculate polarisabilities of molecules, and study how these vary
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with chemical structure. We use obtained polarisabilities as inputs to a classical polarisable
dipole model, which we use to calculate the energetic landscapes for charge separation in a series
of functionalised fullerenes, depending on their mutual position and orientation in reported,
and hypothetical, crystal structures. We focus on fullerenes because of their symmetry, known
crystal structures, and technological importance as a component material of the most efficient
OPV devices.
We further investigate the possible role electronic polarisation might play in confining the
polaron, which may play a role in defining charge transport properties. To this end, we study
a set of molecules in which differences in transport properties have been suggested to result
from differences in orientation and separation of highly polarisable π-conjugated segments in
experimentally reported crystal structures.
7.2 Quantum Chemical Polarisabilities
The polarisability of individual molecules is an important parameter in defining the dielectric
properties of a system. By the Clausius-Mossotti relation (Equation 2.5), we might expect
films containing a higher density of molecules or molecules of higher polarisability to form an
environment with a higher dielectric constant. In this section, we present calculated electronic
polarisation properties of a number of molecules, paying particular attention to solubilising
sidechains, in an effort to establish design rules for polarisable molecules, to rationalise dif-
ferences in polarisability between fullerene derivatives with different sidechain types, and to
understand what molecular properties lead to the exceptionally high dielectric constant re-
ported for fullerenes with ethylene glycol substituents (Figure 7.3). [233] Work in this section
was carried out in collaboration with a BSc student, Daniel Teo.
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(a) (b)
Figure 7.1: Polarisabilities of Linear Chain Molecules: Alkanes, Oligacetylenes,
Oligoynes, and Oligoethylene Glycols (a) Mean polarisability per large atom, and (b)
anisotropy of the polarisability tensor, as defined in Equations 3.4.1 and 2.23, for different
sidechain types as a function of number of large atoms in the chain. Calculations performed
by Daniel Teo using HF/6-31+g*.
7.2.1 Polarisabilities of Linear Chains as a function of Number of
Large Atoms
Figure 7.1 shows mean polarisabilities per large atom, αmean (Equation 3.4.1), and anisotropies,
A2 (Equation 2.23), of polarisability tensors of chains of linear chains of various bonding types.
These include alkanes (CnH2n+2), characterised by a repeating chain of single bonds between
sp3 hybridised carbon atoms, oligoacetylenes (CnHn+2), characterised by alternating single
and double bonds between sp2 hybridised carbon atoms, oligoynes (CnH2), characterised by
alternating single and triple bonds between sp1 hybridised carbon atoms (long oligomers of this
structure tend to be unstable), and oligoethylene glycols (C2nH4n+2On+1), in which carbons
are sp3 hybridised, and which forms the sidechains in the high dielectric constant fullerenes in
Figure 7.3.
Figure 7.1 shows a linear relationship between mean polarisability and chain length for non-
conjugated systems (alkanes and oligoethylene glycols), with small deviations in short chains,
perhaps associated with a greater ratio of hydrogen to carbon atoms. Figure 7.1 also shows a
superlinear relationship in the conjugated oligoacetylene and olioynes, consistent with studies
of oscillator strength in oligothiophenes in Section 4.5.5, and with other studies on elongated
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conjugated molecules. [138, 139, 140, 47, 141, 142]
The highest values of αmpa, and A
2 (defined in Equations 3.4.1 and 2.23) are found for π-
conjugated oligoacetylenes and oligoynes. The polarisability of oligoynes is slightly smaller and
more anisotropic than that of the oligoacetylenes, which may be in part due to the smaller
number of hydrogen atoms along the backbone. The sp3 conjugated alkanes and oligoethylene
glycols showed significantly lower, more isotropic, polarisabilities for chains longer than ∼ 5
large atoms.
7.2.2 Polarisabilities of Cyclic Molecules as a function of Number
of Large Atoms
In order to consider the impact of deviations from linearity in the chain, we also considered
an opposite extreme of annulenes (CnHn)
1 and crown ethers (C2nH4nOn+1). These may be
considered approximately as the cyclic analogs of oligoacetylenes and oligoethylene glycols.
Mean polarisabilities, and diagonal components of the polarisability tensor for these molecules
are shown in Figure 7.2. Crown ethers exhibit slightly lower mean polarisabilities than their
linear counterparts (by 8.5% for a unit containing six large atoms). This may be in part due
to the smaller number of hydrogen atoms in the cyclic structures. The mean polarisability
tensor is diminished by a larger proportion (18%) in the conjugated benzene (αmean = 63.8 a
3
0)
relative to linear hexacetylene (αmean = 78.2 a
3
0), which we attribute to a change in the shape
of the polarisable π-orbitals resulting in the disappearance of a long polarisable axis. Benzene
also has a significantly lower anisotropy in its polarisability tensor (A2 = 0.032) than linear
hexatriene (A2 = 0.081).
1It should be noted that whilst all annulenes considered here are π-conjugated, only benzene is aromatic
and planar, as a result of steric strain, leading to loss of planarity in cyclodecapentaene, and a failure to meet
Hu¨ckel’s rule (see Section 2.3.7) in all other considered annulenes.
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(a) (b)
Figure 7.2: Polarisabilities of Cyclic Molecules: Annulenes and Crown Ethers (a)
Mean polarisability per large atom, and (b) anisotropy of the polarisability tensor, as defined
in Equations 3.4.1 and 2.23, for annulenes and crown ethers. Calculations performed by Daniel
Teo using HF/6-31+g*.
7.2.3 Fullerene Derivatives
Having considered the sidechains alone, we calculated polarisability tensors of C60 fullerene,
PCBM, and derivatives PTEG-1 and PTEG-2, presented in Figure 7.3, for which exceptionally
high ϵr are reported. [233] The results of these calculations are presented in Table 7.1.
The calculated electronic polarisability tensor in C60 is almost perfectly isotropic, with a value
within error margins of reported experimental values of 517 ± 54 a30, and within 10% of the
value of 555.3 a30 calculated by Kowalski et al. using linear response coupled cluster methods.
(a) (b) (c)
Figure 7.3: Chemical Structures of Ethylene Glycol Functionalised Fullerenes, and
PCBM (a) PTEG-1, and (b) PTEG-2. R1 = (CH2CH2O)3CH2CH3. (c) PCBM also depicted
here for convenience.
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Molecule αmean (a
3
0) αvol (a
9
0) A
2 αmpa (a
3
0) ϵr (expt)
C60 525.1 1.4×108 0.000 8.8 3.61, [244]4.08[215](optical),4.4± 0.2 [245] (capacitance)
PCBM 668.4 3.0×108 0.004 9.0 3.9 ± 0.1 [233] (optical)
PTEG-1 735.1 3.9×108 0.006 9.1 5.7 ± 0.2 (optical)
PTEG-2 854.4 6.1×108 0.005 9.1 5.3 ± 0.2 (optical)
Table 7.1: Fullerene Polarisabilies Mean polarisability, polarisable volume, anisotropy of
polarisability tensor, and mean polarisability per large atom. Calculations performed by Daniel
Teo using HF/6-31+g*.
[45] We calculate slight deviations from isotropy in functionalised fullerenes.
Mean polarisabilities per large atom in PTEG-1 and PTEG-2, when normalised to the number
of large atoms in the molecule, are not significantly higher than that of PCBM or C60. The
small differences observed may be partly a result of a higher number of hydrogen atoms in
PTEG-1 and PTEG-2.
In neither this, or the previous two sections, have we found any evidence in calculations for a
higher electronic polarisability in ethylene glycol chains than alkyl chains, and correspondingly
find no evidence for significantly higher electronic polarisability in PTEG-1 and PTEG-2 than
PCBM or C60. Capacitance measurements used to determine dielectric constant in PTEG-1
and PTEG-2 are performed at relatively low frequencies (102 - 106 Hz), and it may be that high
dielectric constants are the result of slow dipolar reorientation of carbon and oxygen atoms in
the ethylene glycol sidechain, rather than electronic polarisation of the sidechain. [233]
Calculations of exceptionally high αmpa in oligoacetylene chains (αmpa = 14.7 in octotetraene)
lead us to propose a new fullerene structure, PCB-Octotetraene (Figure 7.4(a)), which resembles
PCBM, but with the methyl group replaced with an octotetraene group. We also calculate a
similar structure, PCBM-Octane (Figure 7.4(b)), in order to examine the extent to which any
increase in αmpa in PCB-Octotetraene arises from the π-conjugation of the sidechains (αmpa =
11.2 in octane).
Calculated mean polarisabilities and anisotropies of the polarisability tensors for these molecules
are presented in Table 7.2. αmpa in PCB-Octane is not exceptional. However, αmpa in PCB-
Octotetraene is almost 10% larger than any other fullerene derivative calculated here. PCB-
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(a) (b)
Figure 7.4: Chemical Structures of Proposed Fullerenes (a) PCB-Octotetraene, and (b)
PCB-Octane.
Molecule αmean αvol (a
9
0) A
2 αmpa
PCB-Octotetraene 816.8 4.2×108 0.019 10.1
PCB-Octane 748.6 5.3×108 0.003 9.2
Table 7.2: Polarisation Properties of Proposed Fullerene Structures Mean polarisabil-
ity, polarisable volume, anisotropy of polarisability tensor, and mean polarisability per large
atom. Calculations performed by Daniel Teo using HF/6-31+g*.
Octotetraene exhibits a higher anisotropy in the polarisability tensor than any other considered
fullerene, as a result of the anisotropic polarisability of the octotetraene chain. We present
calculated dielectric properties of these molecules in a lattice in Section 7.3.5.
7.3 Calculated Dielectric Tensors in Fullerene Lattices
Having calculated molecular polarisabilities for a set of fullerenes, we now consider the role
of crystal structure of a periodic assembly of fullerenes in defining the energetic landscape for
charge separation using the molecular point dipole model described in Section 3.4.2. In this
section, we first examine in detail the contributions to the energetic landscape for separation
of charges along the 001 direction in a lattice of C60 in experimentally reported face centred
cubic (FCC) crystal structure. We describe how we use this landscape to define an effective
dielectric constant, ϵr,001, using the procedure described in Section 3.4.5.
Effective dielectric constants for C60 in FCC crystal structure, and in hypothetical simple cubic
(SC) and body centred cubic (BCC) are then calculated for separation of charges along the
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Lattice a (a0) b (a0) c (a0) α (
◦) β (◦) γ (◦) Cell Volume (a30)
C60 (FCC) 26.6 26.6 26.6 90 90 90 18821
PCBM (SF) 25.5 28.6 36.1 90 107.1 90 25188
PCBM (CB) 26.1 28.9 36.4 80.26 78.6 80.4 26284
PCBM (o-DCB) 26.0 31.4 36.1 90 105.3 90 28415
Table 7.3: Crystal Structure Parameters for C60 in face centred cubic (FCC) crystal struc-
ture, [246] and PCBM in a solvent-free (SF) lattice, [247] and in a lattice as deposited from
chlorobenzene (CB) and ortho-dichlorobenzene solution. [210]
001, 011, and 111 directions. Effective dielectric constants associated with separating charges
along primary axes in reported PCBM structures are calculated in a similar manner. Finally,
a similar procedure is applied the proposed PCB-octane and PCB-octotetraene molecules in
reported PCBM lattice structures. Lattice parameters for considered crystal structures are
presented in Table 7.3. Work in this section was carried out in collaboration with a BSc
student, Cleaven Chia.
7.3.1 Dielectric Properties of C60 Face Centred Cubic Crystals from
a Molecular Point Dipole Model: Charge Separation along the
001 Direction
We report dielectric properties relevant to charge separation in C60 in experimentally reported
face centred cubic (FCC) crystal structure, using a procedure as described in Section 3.4.5.
Cubic FCC lattices of side lengths 6, 8, and 10 are constructed, containing molecular point
dipoles with an isotropic molecular polarisability as calculated by Kowalski et al. using a
linear response coupled cluster method (LR-CCSD). [45] In each lattice size, a positive charge
is placed on a C60 molecule close to the centre of a cubic lattice, and a negative on a similar
molecule in the neighbouring unit cell in the 001 direction. In successive steps, the positive
or negative charge is translated by a lattice vector along the chosen direction, and dipoles of
molecules, and energetics of the system, recalculated at each step.
Figure 7.5(a) shows the total electrostatic energy in a lattice containing two charges, Utot, which
may be decomposed into contributions from the summed polaron binding energy, Up = U++U−,
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of each of the two charges (isolated in Figure 7.5(b)), and from the screened Coulomb binding
energy, UB = Utot − Up of the charge pair (isolated in Figure 7.5(c)) (see Section 3.4.5).
Up is near constant at large
1/r, where charges are close to the centre of the subcrystal, but
tends to a large value at small 1/r, due to edge effects when charges approach the extremities
of the lattice. The binding energy between the charges (Figure 7.5(c)) is remarkably linear
with 1/r even for small
1/r. We obtain an effective dielectric constant using Equation 3.11 of
somewhere between 4.3 and 4.7, depending on subcrystal size, and the separation at which the
gradient is taken. This value is comparable to values of 4.08 [215] and 3.61 [244] extrapolated
from optical studies, and 4.4 ± 0.2 from DC-capacitance measurements [245].
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(a) (b)
(c) (d)
Figure 7.5: Separation of Charges in C60 in an FCC Lattice Structure (a) Total electro-
static energy in a lattice containing two charges, Utot (b) Polaron binding energy of each charge
separately in a lattice, Up = U+ + U−, (c) Coulomb Binding energy, UB = Utot− Up for a pair
of charges in a lattice, against inverse separation, 1/r, of a positive and negative charge and
(d) Dielectric constant obtained using Equation 3.11, for C60 in FCC lattice structure. Cubic
lattices with side lengths of 6, 8, and 10 unit cells are considered. See Equations 3.8 to 3.11.
Error bars in (d) indicate deviations from an inverse relationship between binding energy and
separation. Calculations performed by Cleaven Chia.
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7.3.2 Dielectric Properties of C60 in Face Centred, Body Centred,
and Simple Cubic Lattices
In order to explore the importance of arrangement of molecules in defining the dielectric prop-
erties of a system, effective dielectric constants of C60 molecules in the largest FCC lattice were
compared to those in body centred cubic (BCC) and simple cubic (SC) crystal structures, with
the lattice constant scaled to yield a number density equal to that of the FCC lattice. In each
case, we separate charges along the principal axis (001), and two non-principal axes (011 and
111).
Positive and negative charges are placed on similar C60 molecules in neighbouring unit cells.
In successive steps, the positive or negative charge is translated by a lattice vector along the
chosen direction, and the energy Utot is recalculated, and UB computed. ϵr,x is calculated for
each lattice vector x = 001, 011, 111, as described in Section 3.4.5.
Radial distribution of molecule centres in each of these structures is shown in Figure 7.6(a),
and ϵr,x for separation along each of these axes in Figure 7.6(b). Lattice size dependences of
ϵr,001 in each crystal structure are given in Appendix D.3.
Figure 7.6(a) shows that the SC structure has the shortest distance between nearest neighbours
in the scaled structure, followed by BCC and then FCC. This might imply a stronger interaction,
and a tendency towards a higher dielectric constant. However, in the SC structure, each
molecule has only six nearest neighbours, whilst in the BCC and FCC structures, each molecule
has eight and twelve respectively. As such, the increase in screening owing to a stronger nearest-
neighbour interaction might be mitigated by interactions with a reduced number of neighbours,
and it is thus not immediately obvious which, if any, structure will result in the most favourable
energetic landscape for charge separation.
Figure 7.6(b) shows that differences in crystal structure can cause large changes in dielectric
properties of a material. Interestingly, ϵr,x is lowest along the nearest neighbour direction in
each case (011 in FCC, 111 in BCC, and 001 in SC). We rationalise these differences in terms
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Figure 7.6: Dielectric Properties and Radial Distribution of Molecule Centres of
C60 in Density Scaled FCC, BCC, and SC Lattice Structures (a) Radial distribution of
molecule centres in considered FCC, BC, and SC lattice structures. (b) Dielectric constant, ϵr,x,
calculated using Equation 3.11, along 001, 011, and 111 axes, in FCC, BCC and SC lattices,
with number densities scaled to that of FCC lattices with similar number of molecules. FCC
is considered in a cubic lattice with a side length of 10 lattice vectors. BCC and SC lattice
sizes were chosen as such that they have a similar number of molecules. As a result BCC, and
SC lattices have unequal numbers of lattice vectors in each direction (8 × 16 × 16 in BCC,
12× 18× 18 in SC). Mean values of ϵr between these three axes are as follows: FCC: 3.9, BCC:
4.1, SC: 3.7.
of a higher proportion of fullerenes in regions of high field when separating along non nearest
neighbour directions. We illustrate this principle for separation of charges along the 001 axis
in SC compared to FCC or BCC in Figure 7.7, but similar reasoning applies for 011 in FCC or
111 in BCC lattices.
We note that the quantity ϵr,x calculated here describes an effective dielectric constant asso-
ciated with the change in Coulomb energy associated with separating charges on particular
lattice sites. This differs from the formal definition of the dielectric tensor, which describes
the bulk response of a linear, homogeneous medium to an applied electric field, and is a useful
concept when the electric field varies on a length scale much larger than the lattice constant.
The dielectric tensor will be isotropic for the infinite simple cubic lattice, as described by the
Clausius-Mossotti relation (Section 2.2.8). We attribute the difference between these quantities
to local lattice anisotropy resulting from differences in arrangement of charges when separating
along different lattice vectors.
Whilst the results have been tested using lattices as large as possible under computational
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SC	   FCC/BCC	  
Figure 7.7: Schematic of High Field Regions in a C60 Slice Containing a Pair of
Charges in SC, FCC, and BCC Lattices SC sliced along 100, FCC sliced along 110, and
BCC (slightly skewed) sliced along 111. Red lines indicate approximate direction of electric
field of the charge pair in the absence of surrounding molecules, and their thickness represents
relative magnitude of the electric field at these points.
constraints using the chosen method, it is also not possible to rule out some spurious impact of
the finite lattice size on our results. The effective dielectric tensor associated with separation of
charges along principle axes in SC, FCC, and BC lattices are relatively insensitive to changes
in lattice size for cubic lattices containing between ∼ 1000 and ∼ 5000 fullerene molecules (see
Appendix D.3), suggesting our system is close to convergence. However, as discussed in section
5.4, very long range interactions can be important in determining electrostatic properties.
Further work in this area, using methods which allow the modelling of an infinite lattice of
polarisable points, would be warranted. [57]
Having calculated dielectric properties of C60, we move on to consider the functionalised
fullerene, PCBM, a more relevant material for solution processable OPVs, but with a more
complex packing motif, and a more anisotropic polarisability tensor.
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Figure 7.8: Unit cell of PCBM in SF, CB, and oDCB Lattice Structures Crystal
parameters given in Table 7.3. [210, 247]
7.3.3 Dielectric Properties of PCBM in a range of Crystal Struc-
tures from a Molecular Point Dipole Model
Dielectric properties are calculated for PCBM in molecular density scaled versions of reported
solvent-free, CB, and oDCB crystal structures. Unit cells for each structure are shown in Figure
7.8. Solvent molecules are not included in our calculations.
Positive and negative charges are placed on the PCBM molecule labelled ‘1’ in Figure 7.8,
and on a similar PCBM in a neighbouring unit cell. Then, in successive steps, the positive or
negative charge is translated by a lattice vector along the chosen direction, the energy Utot is
recalculated, and UB computed. ϵr,x is calculated for each lattice vector x = a, b, c, as described
in Section 3.4.5. Components of the dielectric tensor associated with the separation of charges
along each principal axis are calculated, and presented in Figure 7.9(a).
Figure 7.9(a) reveals a degree of anisotropy in the energy landscape for charge separation in
PCBM in CB and o-DCB crystal structures, but a significantly larger anisotropy in the SF
lattice. Figure 7.9(b) shows that this anisotropy in the dielectric tensor remains when the
anisotropic molecular polarisability tensor is replaced by an isotropic tensor of the same αmean.
This implies that the anisotropy of the dielectric tensor stems chiefly from the anisotropic
distribution of fullerene cage centres rather than the anisotropy of the polarisability tensor
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Figure 7.9: Anisotropic Dielectric Properties of PCBM in a range of Lattice Struc-
tures Diagonal components of the Dielectric tensor along lattice directions a, b, and c, as
calculated using Equation 3.11, for a 12 × 12 × 12 cubic lattice of PCBM (a) in SF, CB and
o-DCB lattices, with the number densities of CB and o-DCB lattices scaled to that of SF lat-
tices. Mean values of ϵr between these three axes are: SF: 4.8, CB: 4.0, oDCB: 4.3. (b) in SF
lattice (SF aniso), and in the SF lattice but with the anisotropic polarisability tensor of each
PCBM molecule replaced with an isotropic tensor of the same αmean (SF iso).
of the molecule itself. This anisotropy persists at all calculated lattice sizes, but is more
pronounced in larger lattices (results for cubic lattices of side lengths between 6 and 12 lattice
vectors are shown in Appendix D.3).
An inspection of slices through the PCBM solvent-free structure (Figure 7.10) reveals a close
packing of molecules along the b direction, and a relatively loose packing along the c direction
when viewed along lattice vector a. We suggest that this leads to a higher proportion of
molecules in regions of high field when charges are separated in the a and c directions than
in the b direction, to which we tentatively attribute the relatively low ϵr,b calculated in this
structure, by similar arguments to those used for differences in ϵr,x=001,011,111 in SC, FCC, and
BCC lattices of C60. Similar plots to Figure 7.10 are shown for CB and oDCB structures
in Appendix D.4. Although the packing motif is similar in these structures, distribution of
fullerene cages are somewhat more isotropic than in the SF lattice structure.
If a higher proportion of molecules in regions of high field is indeed the source of anisotropy,
we would not expect this anisotropy to be reproduced in the dielectric tensor for a system
with a homogeneous electric field applied (e.g. a capacitance measurement). We investigate
this problem using DFT to calculate a bulk dielectric tensor in PCBM in the SF lattice with
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(a) (b) (c)
Figure 7.10: Slices of PCBM Solvent Free Crystal Structure (a) viewed along a, sliced
between 0.5a and 1.0a, (b) viewed along b, sliced between 0.0b and 0.5b, (c) viewed along c,
sliced between 0.0c and 0.5c.[247] Compare to Figure D.5 for structures deposited from CB and
oDCB
periodic boundary conditions.
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7.3.4 Dielectric Properties of PCBM in a Solvent Free Crystal Struc-
ture from Density Functional Theory
For the solvent-free PCBM crystal structure, we compare the dielectric tensor obtained using the
molecular dipole method to the optical dielectric tensor obtained using Berry phase analysis
[248] with PBEsol, a GGA density functional, and a plane wave basis (500 eV cutoff), and
3× 3× 3 Monkhorst-Pack k-point grid. This calculation was carried out by Dr. Jarvist Frost
using VASP, obtaining the following dielectric tensor:
ϵr =

4.17 0.00 0.17
0.00 3.93 0.00
0.17 0.00 3.87

This tensor is significantly more isotropic than that calculated using the molecular point dipole
model, consistent with our explanation of anisotropy in the dielectric tensor associated with
the separation of charges in Section 7.3.3.
7.3.5 Dielectric Properties of PCB-Octane, and PCB-Octotetraene,
in a PCBM Crystal Structure, from a Molecular Point Dipole
Model
Drawing together results of quantum chemical studies to design molecules with enhanced po-
larisability, and calculation of dielectric properties of lattices of molecules, we calculate the
dielectric tensor for molecules with the anisotropic polarisability tensors of the two molecules
proposed in Section 7.2.3, PCB-Octane and PCB-Octotetraene (Figure 7.4) in place of PCBM
in the PCBM SF lattice structure2. Components of the resulting dielectric tensor are shown in
Figure 7.11, and isotropic dielectric tensors in Table 7.4.
2Octatetraene chains are rigid, and may make it difficult to pack fullerene cages as densely in PCB-
octatetraene as in PCBM
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Figure 7.11: Dielectric Properties of Proposed Fullerenes PCB-Octatetraene and
PCB-Octane in a PCBM SF Crystal Structure Diagonal components of the Dielectric
tensor along lattice directions a, b, and c, as calculated using Equation 3.11 in a cubic lattice
with side lengths of 10 unit cells. Calculations performed by Cleaven Chia.
Molecule ϵr,mean ϵr,expt
C60 4.2 ± 0.1 3.61, [244]4.08[215](optical),4.4± 0.2 [245] (capacitance)
PCBM (SF) 4.0 ± 0.3 3.9 ± 0.1 [233] (optical)
PCB-Octane 4.1 ± 0.1 N/A
PCB-Octotetraene 4.1 ±0.2 N/A
Table 7.4: Fullerene Isotropic Dielectric Constants Mean values takes for cubic lattices
of side lengths between 6 and 12 unit vectors. Calculations performed by Cleaven Chia.
Differences in effective dielectric constant along the a axis, with highest screening, are signif-
icantly enhanced in PCB-Octotetraene relative to PCBM and PCB-Octane, whilst effective
dielectric constant along the b and c axes remains almost unchanged. Mean dielectric con-
stant is identical in PCB-Octotetraene and PCB-Octane, and only slightly higher than PCBM.
These results are promising for design of molecules with a more favourable energetic landscape
for charge separation in OPVs, but more consideration must be given to processability and
molecule density.
7.4. Transport Properties of π-Conjugated Molecules 209
7.4 Transport Properties of π-Conjugated Molecules
A number of molecular systems (shown in Figure 7.14) are reported by Minder et al. [26],
in which differences in temperature dependence of mobility in field effect transistors (FETs)
are attributed to differences in relative orientations and separations of highly polarisable π-
conjugated planes within molecules. A decrease in mobility with decreasing temperature sug-
gests that a degree of thermal activation is required in order for charges to escape trapping sites,
and indicates non bandlike or “hopping” transport. An increase in mobility with decreasing
temperature is an indicator of more bandlike transport, whereby the reduction in disorder in
the crystal structure increases mobility (see Section 2.2.4). Minder et al. report less bandlike
transport when interactions between charges and electronically polarisable cores are expected
to be stronger.
Minder et al. divide molecules into three categories, schematised in Figure 7.12. First, molecules
in which the highly polarisable axis of the π-core lies perpendicular to the transport plane and
π-cores are closely packed (category I: pentacene and sexithiophene). Minder et al. predict
that this will lead to strong coupling between charge carriers and electronic polarisability of the
organic semiconductor, localising charges and inhibiting charge transport. Second, molecules
in which the highly polarisable axis of the π-core lies perpendicular to the transport plane,
but the polar influence of π-conjugated molecules in different transport layers is reduced by
subsituents separating those layers (category II: PDIF-CN2 and C8-BTBT). Third, molecules
in which crystal packing is such that the highly polarisable long axis of the π-core lies in the
transport plane (category III: rubrene, TMTSF, and TIPS-pentacene). Minder et al. predict
that this orientation will reduce the coupling of the charge carriers to the polarisability of the
organic semiconductor.
In OFETs made with each material in categories (II) and (III), an increase in mobility has been
observed at low temperatures. This has not been observed for either material in category (I).
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Figure 7.12: Schematic of Molecules With Different Arrangement of Polarisable π-
conjugated Cores Divided into three categories: category (I) in which the highly polarisable
long axis of the π-core (αlong) lies perpendicular to the transport plane, and π-cores of molecules
in different transport layers are closely packed, category (II) in which the highly polarisable
long axis of the π-core lies perpendicular to the transport plane, but cores are separated by less
polarisable subsituents, category (III) in which the highly polarisable long axis of the π-core
lies in the transport plane.
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7.4.1 Fitting Screening Parameter to Quantum Chemistry Results
Polarisabilities for each molecule in the set reported by Minder et al. are calculated using
HF/6-31+g*, and are shown in Figure 7.13(a), alongside C60 and PCBM. [26] Figure 7.13(b)
shows the ratio between these polarisabilities and those obtained using Thole’s model using a
screening parameter as reported by van Duijnen et al. [54] from an empirical fit to experimental
results. Figure 7.13(c) shows the same ratio after a minimisation of the fitting parameter η(a),
as defined in Equation 3.7, with respect to the screening parameter, a (as defined in Section
2.2.9). Fitted values of a are reported in the caption to Figure 7.13.
Polarisabilities obtained from directly using van Duijnen et al.’s parameters with our calculated
geometries are all of the same order of magnitude as those obtained using quantum chemical
methods. However, a fitting procedure results in a marked improvement, especially in the
highly polarisable long axis in pentacene and sexithiophene, and in the isotropic polarisability
tensor of C60. van Duijnen et al.’s original set of fitting molecules contained no elongated con-
jugated systems, and apparently does not well describe polarisability in such systems without a
refitting of the screening parameter. It is interesting to note that highest a values (least screen-
ing) are obtained in molecules with the highest proportions of π-conjugated atoms (fullerenes,
pentacene, and sexithiophene).
7.4.2 Electronic Polarisation Barrier to Charge Delocalisation and
Transfer Integrals
Figure 7.14 shows the energy barrier associated with the delocalisation of a charge from one
molecule to a pair of molecules, Ubarr,deloc,ab = UB,qsplit,ab − (UB,a+UB,b)2 (Equation 3.12) in a
subcrystal extending to a total of three lattice vectors from the centre.3 The splitting of a
charge between a central molecule in the lattice, and nearest neighbours in each direction in
which there is likely to be a non-negligible transfer integral (significant π-orbital overlap) is
3 Selenium is not parametrised in the ESP population analysis method, and in calculating the charge distri-
bution in TMTSF, the selenium atom is replaced with a sulphur.
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Figure 7.13: Fitting Screening Parameter in Thole’s Model to Specific Molecules (a)
Principle components of the polarisability tensor calculated using HF/6-31+g∗, and (b,c) ratio
between polarisability tensor calculated using HF/6-31+g∗, and those obtained using Thole’s
model on the same molecular geometry using atomic polarisabilities as reported by van Duijnen
et al. [55]. In (b), the screening parameter is also taken from van Duijnen et al., and in (c), the
screening parameter is fit individually to each molecule. Fitted screening parameters, a, for each
molecule are as follows: TMTSF: 2.58, TIPS-pentacene: 2.47, Pentacene: 2.67, Sexithiophene:
2.70, C8-BTBT: 2.23, PDIF-CN2: 2.55, Rubrene: 2.54, C60: 3.51, PCBM: 2.75.
considered. Values are similar for a subcrystal extending only two lattice vectors from the
centre, as shown in Appendix D.5. It should be noted that Ubarr,deloc is associated only with
changes in charge-dipole and dipole-dipole interactions (Uqd and Udd), and does not include
changes in intermolecular interactions of partial charges on the pair of molecules (Uqq).
Also indicated in Figure 7.14 are transfer integrals between these molecule pairs in equilibrium
crystal positions, and reported FET mobilities at high and low temperature [26].
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Figure 7.14: Transfer Integrals and Electronic Polarisation Barrier to Charge Delo-
calisation Transfer integrals, calculated using the projective method, are given in purple, and
polarisation barriers, Ubarr,deloc, as defined in Equation 3.12, are given in red. Transfer integrals
are given in bold for most favourable transport directions. Polarisation barriers are given for
a subcrystal extending to a total of three lattice vectors from the centre, with the exception
of values in parenthesis, which correspond to values calculated in a subcrystal extending to a
total of two lattice vectors from the centre. Transfer integrals in TIPS-Pentacene calculated by
Florian Steiner.
214 Chapter 7. Chemical Structure, Packing and Polarisation in Organic Molecules
7.4.3 Implications for Charge Transport
Our results show some interesting trends in charge delocalisation barriers, Ubarr,deloc, and trans-
fer integrals (J) shown in Figure 7.14 between the three different categories described by Min-
der et al. We discuss each of these categories separately. It should be noted that, in practical
operation of a device, these transfer integrals will fluctuate over time as a result of slow inter-
molecular phonon modes, as described in Section 2.2.4, but a relatively large transfer integral
in the equilibrium position may help to facilitate delocalisation of charges, and more bandlike
charge transport.
In contrast to our expectations based upon the suggestions of Minder et al., we calculate
energetic barriers to delocalisation of a similar order of magnitude in each system, and no clear
trends between categories. We calculate values of Ubarr,deloc in the range of ∼ 120 - 150 meV
for both materials in category I. Ubarr,deloc is slightly lower at 77 - 109 meV in PDIF-CN2, but
slightly higher in C8BTBT at ∼ 160 - 190 meV (both in category II). We calculate Ubarr,deloc
values in the range 99 - 151 meV for all molecules in category III.
Differences in transfer integrals between categories of material are more pronounced, and cor-
relate more strongly with experimental observations of bandlike behaviour. Transfer integrals
in sexithiophene (category I) are calculated at ∼ 20 meV in each direction, significantly lower
than any other considered material. Pentacene (also category I) has a relatively high transfer
integral of 83 meV in the b − a direction, but relatively small transfer integrals of < 30 meV
in all other directions, suggesting that, whilst it may be energetically accessible for a charge
to hop between, or delocalise over two molecules, subsequent transport to neighbouring sites
might be energetically unfavourable.
Transfer integrals in C8-BTBT (category II) are marginally higher, and those in PDIF-CN2
(category II) significantly higher, than those in either molecule in category I. It may be sig-
nificant that, for both materials in category II, highest transfer integrals are between similarly
oriented molecules in neighbouring unit cells (53 meV in C8-BTBT, and 97 meV in PDIF-CN2),
implying a favourable pathway for charge transport along the a direction in both cases.
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We calculate large transfer integrals between a molecule and at least two nearest neighbours for
each molecule in category III. Transfer integrals of 101 meV in the a direction in rubrene are
the highest calculated for any considered system, although transfer integrals are low in other
directions. Transfer integrals in TMTSF are high (∼ 90 meV) in both the a and c directions,
and relatively high (54 - 64 meV) along the a and a − b directions in TIPS-pentacene, as
previously reported by Wade et al.[249].
In summary, differences in UBarr,deloc do not show a clear correlation with either categories
specified by Minder et al., or with reports of bandlike behaviour. Calculated transfer integrals,
however, offer a possible rationale for temperature dependences in mobility. Each system which
exhibits bandlike transport (all those in categories II and III) offers a pathway of high transfer
integrals with nearest neighbours in each direction. In contrast, neither molecule in category I,
for which we calculate no pathway of high transfer integrals with nearest neighbours, displays
bandlike transport.
7.5 Summary and Conclusions
In this chapter, we use computational modelling to predict the roles of electronic polarisability
of molecules, and molecular packing, in determining dielectric properties which define ener-
getic barriers to separation of charge pairs, and delocalisation of a single charge in a range of
conjugated molecular systems relevant to organic photovoltaics and/or field effect transistors.
We show that calculations using the Hartree Fock method predict that linear conjugated chains
exhibit higher mean and axial electronic polarisabilities per large atom than non-conjugated
equivalents. The mean polarisability and its anisotropy are lower in cyclic molecules of similar
structure than their linear analogs, particularly for conjugated molecules. However, conjugated
cyclic molecules retain a significantly higher mean polarisability than similar non-conjugated
molecules. Similar calculations predict that ethylene glycol chains exhibit lower electronic po-
larisabilities per large atoms than alkyl counterparts, and that fullerenes with ethylene glycol
substituents, which show high dielectric constants at low frequencies in capacitance measure-
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ments, do not exhibit exceptional electronic polarisabilities. We show that polarisability per
large atom of PCBM may be significantly enhanced by functionalisation with a conjugated
sidechain, leading to a moderate increase in dielectric constant associated with charge separa-
tion in a lattice in the PCBM solvent-free lattice structure.
Using a molecular point dipole model, we obtain a mean dielectric constant associated with the
separation of charges in C60 and PCBM which is comparable with that reported in C60 from
optical measurement of thin films, and electronic measurements of C60 and PCBM in capacitor
structures. We find that the dielectric constant associated with charge separation along 001,
011, and 111 directions in C60 varies significantly depending on the crystal structure, even when
number density of molecules is kept constant. We find lowest effective dielectric constant in
the nearest neighbour direction in each case, and attribute this to differences in densities of
fullerene molecules in regions of high field between charges.
We calculate effective dielectric constants associated with separation of charges along principal
axes in PCBM in solvent-free crystal structures, and as deposited from chlorobenzene and ortho-
dichlorobenzene. We find significant differences in effective dielectric constant when separating
along different principal axes, particularly in the solvent-free lattice, which persist when the
anisotropic polarisability tensor of PCBM is replaced with an isotropic tensor of the same mean.
We again attribute these differences in effective dielectric constant to differences in densities of
fullerene molecules in regions of high field when separating along different axes. Calculations
on the solvent-free PCBM structure using DFT with periodic boundary conditions predict a
much more isotropic dielectric tensor.
These results imply that, for functionalised fullerenes, packing plays a more significant role in
defining energetic landscapes for charge separation than differences in electronic polarisability
of molecules. This suggests that, if the morphology of the heterojunction and/or the packing
structure of fullerenes could be controlled, this could play an important role in determining the
charge generation efficiencies in organic photovoltaic devices.
Finally, we calculate the barrier associated with the electronic polarisation response of sur-
rounding molecules to the delocalisation of charge from one molecule to a pair of molecules,
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and transfer integrals in directions in which charge separation is likely, in a set of conjugated
molecules in which differences in charge transport properties have been assigned to differences
in arrangements of highly polarisable π-conjugated units, different lengths of sidechain separat-
ing these conjugated units. We find that qualitative differences in temperature dependence of
FET mobilities in these systems cannot readily be rationalised in terms of calculated differences
in energetic barriers to charge delocalisation associated with changes in electronic polarisation.
However, we calculate that each system which exhibits bandlike transport shows high and
symmetric transfer integrals in at least one direction, offering a pathway for favourable charge
transport.
Chapter 8
Conclusions
8.1 Summary of Thesis Achievements
This thesis has used computational modelling techniques to address a number of scientific ques-
tions related to the efficient generation of charges, and their subsequent transport to electrodes,
in organic photovoltaic devices. These include the influence of chemical structure and molecular
conformation on the absorption profile of polymers, the factors influencing charge generation
in organic solar cells, the nature of interfacial electronic states at a heterojunction, and the
influence of chemical structure and packing on the electronic response to charges in a lattice.
We discuss the achievements under each of these topics separately below
8.1.1 Understanding the Influence of Chemical Structure and Poly-
mer Conformation on Absorption Properties
In this thesis, we provide evidence that enhanced linearity of a polymer represents a possi-
ble route to polymers which are highly absorptive in regions of high energy flux from solar
insolation, leading to highly efficient OPV devices. This work provides a rationale for ex-
pecting differences in linearity between polymers of different chemical structures as a result of
‘cis’/‘trans’ isomerism of neighbouring conjugated rings. We develop a method for estimating
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the stiffness of the polymer backbone based upon quantum chemical calculations, which we
calculate in nine polymer structures, eight of which have been used in organic photovoltaic
devices. We provide evidence for an exceptionally linear structure in PDPP-TT-T, and provide
design rules for other linear polymer structures.
We provide an overview of how excitation properties change as thiophene monomer units are
combined to form an oligomer, how properties change with conformation, and how these proper-
ties relate to the excitation properties of simple one-dimensional quantum systems. Calculated
changes in oscillator strength with oligomer length are shown to be consistent with experiment.
This study is carried out for thiophene, but results are expected to be similar for other chemical
structures.
We demonstrate how chemical structure can influence the absorption properties of curved and
linear oligomers, calculating conformation dependent excitation properties in oligomers of nine
polymer structures. We show that for linear oligomer structures, in which each monomer is in
a ‘trans’ configuration relative to its neighbours, oscillator strength per π-electron in the first
transition, which is usually the most relevant for absorption of solar insolation, rises rapidly
with oligomer length at short lengths, and tends to linearity for oligomers of more than ∼
150 π-electrons. Excitation energy and sinuosity are shown to be the chief factors determining
differences in oscillator strength per π-electron between linear oligomer structures of similar
length.
The motif of a polymer with donor and acceptor units within the monomer, between which
charge is thought to transfer in undergoing an excitation, has been extremely popular in the
design of low bandgap copolymers. We calculate hole and particle localisation in a series of
copolymers. Our calculations demonstrate no clear correlation between intramonomer charge
transfer between units and either transition dipole moment per π-electron, or overlap between
hole and particle orbitals. In some cases we find orbital localisations to conflict with assignments
of ‘donor’ and ‘acceptor’ units in the literature. In particular, we calculate that the DPP unit
does not act as an acceptor in DPP-TT-T or other copolymers. Compared to other submonomer
units, we calculate the DPP unit to exhibit an exceptionally low excitation energy and high
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oscillator strength, and suggest that the low bandgap in DPP copolymers is instead related to
the low bandgap of the DPP unit itself. This finding opens possible new avenues in the design
of low bandgap polymers for OPV applications.
8.1.2 Models of Charge Pair Generation
This thesis provides a detailed overview of the literature on, and practice of, modelling charge
generation in OPVs.
We give an overview of proposed mechanisms of charge generation in OPVs, and review a
range of modelling techniques, their application, and their relevance to these mechanisms. In
particular, we focus on studies of interfacial states in molecule pairs and in larger arrays of
molecules, the role of electrostatics in defining the energetic landscape to charge generation,
and dynamic models of charge generation. While significant progress has been made in under-
standing parameters relevant to charge generation through computational modelling, there is
insufficient evidence to uniquely determine the mechanism by which charge generation occurs.
Further insights could be gained by the development of models which operate at a range of
spatial and temporal scales, taking into account electronic properties of interfacial states, along
with how the nature of these states changes further from the interface, and the dynamics by
which these states evolve. We also identify the need for computationally tractable modelling
techniques capable of predicting the influence of chemical structure and processing on device
behaviour.
8.1.3 Understanding the Influence of Chemical Structure and Mu-
tual Position of Molecules on Interfacial Electronic States
This thesis evaluates the performance of linear response TDDFT with B3LYP/6-31g* for pre-
dicting the influence of chemical structure on interfacial state energetics in polymer:fullerene
blends for OPV applications, modelled as oligomer:fullerene pairs in vacuo. Properties of these
states are widely believed to be crucial to the efficient generation of charges in OPVs, and
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the computational tractability, and ready availability of software to implement linear response
TDDFT makes this method very attractive for their study. We demonstrate a correlation be-
tween calculated energetics of lowest excited states, and energetics of states observed in electro-
luminescence experiments of corresponding polymer:fullerene systems, validating our method.
This method leads to good agreement with experiment, partly as a result of a cancellation of er-
rors due to the reduced binding energy between de-excited particle and excited hole when using
TDDFT with standard functionals, and the absence of a polarisable medium in our calculation.
We go on to use this method to study higher excited states of systems of interest and how
these states vary with mutual position and orientation of molecules. In oligothiophene:PCBM,
in which we find a large energetic offset between excited states of individual molecules, we
calculate a set of charge transfer states below the energy of the oligothiophene singlet, with a
lower Coulomb binding energy between electron and hole in CT states of higher energy. We
find CT state properties in this molecule pair and others with an energetic offset of & 0.1eV to
be relatively insensitive to position of fullerene along the chain. However, we find a significant
decrease of CT state energy when we rotate the oligomer such that fullerene is aligned with the
long edge, rather than the face, of the π−system, which we attribute to interactions between
the charge on the fullerene and the quadrupole moment associated with the π−system of the
oligomer.
For several isoindigo and DPP based donors, we find that the first excited state of the pair
lies close in energy to the first singlet of the oligomer. In some such cases, low excited states
exhibit incomplete intermolecular electron transfer, associated with the hybridisation of near
degenerate orbitals on the two molecules. The energetics, oscillator strengths, and localisation
of charges is sensitive to fullerene position in these cases. We discuss the possible role of these
states as loss pathways, or as states which resonate with excitations within the donor domain
to facilitate efficient charge separation, and consider the implications for design of molecules
favouring pair alignment leading to efficient charge separation.
In almost all polymer:fullerene blends in which efficient charge separation is observed experi-
mentally, we calculate lowest excited states of corresponding oligomer:fullerene pairs exhibiting
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at least partial charge transfer. We discuss the effect of thiophene substitution in PDPP-TT-T
on charge generation in terms of the calculated CT state properties and rationalise the ob-
served charge separation efficiency of corresponding experimental systems in terms of these
calculations. These studies indicate the possible utility of TDDFT with B3LYP/6-31g* for
characterising charge generation properties of devices based upon choice of materials, and shed
light on the possible nature of interfacial states in OPV, which are thought to be crucial in
determining generation properties in OPVs, but are extremely challenging to probe experimen-
tally.
8.1.4 Understanding the Influence of Chemical Structure and Pack-
ing on Electronic Polarisation in an Assembly of Organic Molecules
We have addressed the relationship between chemical structure and electronic polarisability of
molecules, and the role of molecular polarisability and packing in defining energetic landscape
for charge separation, and charge transport properties.
We use a classical point dipole model, in which each molecule is represented by a single polar-
isable point, with a polarisability obtained from a quantum chemical calculation, to calculate
the energetic landscape for charge separation in finite lattices of a series of fullerene molecules,
which differ in functionalisation and packing motifs. We obtain effective dielectric constants
by calculating energetics associated with separation of charges in these lattices, and taking the
gradient of the screened Coulomb binding energy with charge separation.
We calculate electronic polarisabilities in a series of molecules, finding them to be highest for
linear conjugated molecules, and slightly lower, but more isotropic, in cyclic molecules. We use
these results to design a fullerene with conjugated sidechains with a high specific polarisability,
for which we calculate a moderately higher dielectric constant than PCBM, using the PCBM
solvent-free lattice structure. We demonstrate that high dielectric constants reported from
capacitance measurements in ethylene-glycol substituted fullerenes (PTEG-1 and PTEG-2)[233]
are not readily explained in terms of electronic polarisability, but are suggested to arise from
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another source.
We calculate ϵr for C60 in the experimentally reported FCC lattice structure, and BCC and
SC lattices scaled to the same number density, and find large differences in effective dielectric
constant depending on direction of charge separation, with smallest dielectric constant in the
nearest neighbour direction in each case. We attribute this to differences in density of fullerene
cages in regions of high field. We find mean dielectric constants in good agreement with
experimental reports of optical or electrical measurements.
In the case of PCBM in the solvent-free crystal structure, we find ϵr to be particularly anisotropic.
This anisotropy in ϵr is maintained even when an isotropic molecular polarisability tensor is
used, indicating that it is chiefly the result of anisotropy in packing. We again attribute this
anisotropy to differences in density of fullerene cages in regions of high field depending on
direction of charge separation.
Finally, we calculate the barrier associated with the electronic polarisation response of sur-
rounding molecules to the delocalisation of charge from one molecule to a pair of molecules,
and transfer integrals between nearest neighbours. Our calculations do not support the hypoth-
esis of a role of electronic polarisation of surroundings in confining a charge to a localised state,
showing no clear correlation of the energetic barrier to delocalisation with either bandlike trans-
port or the position and orientation of highly polarisable long axes of π−conjugated molecules.
However, our calculations show high and symmetric transfer integrals in each considered system
which exhibits characteristics of bandlike charge transport.
8.2 Applications
All of the studies presented in this thesis relate to the design of OPV devices with higher power
conversion efficiencies.
Design rules for absorption are expected to help develop low bandgap polymers with favourable
absorption properties for capturing energy from solar insolation, leading to a better trade-off
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between photocurrent generation and recombination.
Studies on molecule pairs show that linear response TDDFT provides useful information about
energetics and charge distributions of excited interfacial states, which may help to screen for
material combinations which are likely to exhibit high charge separation, and power conver-
sion, efficiencies in devices. In combination with the presented overview of models of charge
generation in OPVs, calculated states in studied systems may provide valuable insight into the
possible nature of interfacial charge transfer states, which may help to differentiate between
different models of charge generation, allowing further design principles to be developed.
Studies on polarisation help to understand the factors which may influence the energetic land-
scape for charge separation in OPVs, and are expected to aid the development of design princi-
ples for materials exhibiting efficient charge separation, both in terms of molecular polarisability
and packing. These studies may also elucidate the design of molecules offering high mobilities,
and favourable charge transport properties.
8.3 Suggestions for Future Work
Future work will be directed in two main directions: the application of design rules suggested
in this thesis to new proposed materials, and additional theoretical studies to further refine
these design rules, and develop a better understanding of the operating principles at work in
an OPV device.
In terms of absorption, working with synthetic chemists to design polymer structures expected
to exhibit exceptionally high linearity, and favourable absorption properties for OPV appli-
cations represents an important area of future study. The understanding of differences in
absorption properties of other materials reported in the literature represents an area of work
already being undertaken by a new PhD student within our group.
It would be desirable to have a better understanding of the role of solvent and interchain inter-
actions in defining conformation of polymers, and their resultant absorption properties. The
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construction of forcefields, and use of molecular dynamics simulations could provide valuable
insights in this area. Further work is also required to fully understand the interactions be-
tween different units in the monomer in defining the excitation energy. The development of
design rules towards arrangements of polymer chains which lie flat to the substrate, maximising
coupling to incoming solar irradiation, represents another possible direction for future work.
Whilst the results presented in this thesis are promising, further work and validation is re-
quired for the use of linear response TDDFT for prediction of charge transfer state properties
in OPV materials. The range of materials in our study was largely constrained by the avail-
ability of experimental data on charge transfer state energies. The application to classes of
material other than polymer:fullerenes could also provide valuable information on the robust-
ness of this method. The use of more accurate (but more computationally expensive) methods
of calculating excited states, such as GW-BSE, with a more accurate representation of the po-
larisable surroundings, perhaps obtained using molecular dynamics, would be very informative
in allowing us to understand different ways in which the polarisable surroundings influence the
energetics and orbital distributions of interfacial states in different material combinations.
The application of our molecular point dipole model to the study of dielectric properties in non-
crystalline fullerene structures (such as the structures generated for multi-adduct fullerenes
by Dr. Jarvist Frost using coarse grained molecular dynamics [250]) would provide useful
information, and could help to predict behaviour of charges in a device. The application to
heterojunctions, and the use of a method without a lattice cutoff, as proposed by Poelking et
al., [57] would also represent interesting areas for future work.
A number of refinements could be made to the classical point dipole model for calculation of
dielectric properties in a lattice. The introduction of quadrupole moments would provide a
greater robustness to the model, and allow the study of a wider range of problems, and the
inclusion of atomic and/or dipolar polarisation would further enhance the model’s scope.
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Appendix A
Photocurrent Generation in an Ideal
Photovoltaic Cell
In an ideal PV cell, the short circuit current density, JSC is given by:
JSC = e
 ∞
0
bs(ω)EQE(ω)dω (A.1)
Where e represents elementary charge, ω represents photon energy, bs(ω) represents spectral
photon flux density from solar insolation, and EQE(ω) represents the external quantum effi-
ciency of the device, the probability that an incident photon of energy ω will deliver an electron
to the external circuit. [251] When a load is present, the photogenerated current induces a po-
tential difference between the terminals of the cell, which induces a reverse or dark current,
Jdark(V ), decreasing the net current from its short circuit value. This current is given by the
ideal diode equation:
Jdark(V ) = J0(e
eV/kBT − 1) (A.2)
This results in a total current given by:
246
247
J(V ) = JSC − Jdark(V ) = JSC − J0(eeV/kBT − 1) (A.3)
and an open circuit voltage (Jdark(V ) = JSC):
Voc =
kBT
e
ln

JSC
J0
+ 1

(A.4)
An equivalent circuit diagram is given in Figure A.1(a). Often a shunt and series resistance are
added (Figure A.1(b)) to account for current and terminal voltage losses due to non ideality
of the cell (owing to current leakage, resistance of the cell, contacts, etc.) Both circuits retain
similar qualitative behaviour.
(a) (b)
Figure A.1: Equivalent Circuit of an Ideal Photovoltaic Device (a) an ideal device,
(b) an ideal device with shunt and series resistances to account for losses. Adapted from
wikicommons
The current density-voltage (JV) relationship arising from Equation A.3 is illustrated in figure
A.2.
Maximum power density, Pd,m, is drawn when the external load is adjusted such that V = Vm
and J = Jm. The ratio between Pm,d and the product JscVoc is referred to as the fill factor, FF:
FF =
JmVm
JscVoc
(A.5)
The power conversion efficiency, PCE, is defined as the ratio between the maximum power den-
sity, and the power density of incident solar insolation, Pd,s =
∞
0
ωbs(ω)dω, usually expressed
as a percentage:
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Figure A.2: Current Density, Power Density, and Voltage characteristics of an Ideal
Photovoltaic Cell under Illumination
PCE =
Pd,m
Pd,s
× 100% (A.6)
PCE, Jsc, Voc, and FF represent the four key parameters which characterise device perfor-
mance.
Appendix B
Absorption Studies
B.1 Twisted Structures
Geometries for four ring oligomers of a range of structures, optimised with a constraint of a 90◦
torsion between the conjugated rings at the ends of the chain, are shown in Table B.1. Ground-
state energy differences between these structures and corresponding planarised structures are
shown in Figure B.1. These values are calculated using B3LYP/6-31g*, and should be used
as comparative rather than absolute. Higher levels of theory such as MP2 should be used to
calculate absolute values. [71]
Name
Structure
Energy
Barrier to
90◦ Twist
(meV)
F
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Name
Structure
Energy
Barrier to
90◦ Twist
(meV)
DPP-TT-T, config A
151
DPP-TT-T, config B
75
CPDTBT
76
Si- CPDTBT
46
CDTBT
25
FTBT
33
3TI, config A
-18
3TI, config B
14
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Name
Structure
Energy
Barrier to
90◦ Twist
(meV)
1TI
-9
Table B.1: Energy Barrier to a 90◦ Twist in a
Range of Oligomers
252 Appendix B. Absorption Studies
-0.3 
-0.25 
-0.2 
-0.15 
-0.1 
-0.05 
0 
0.05 
0.1 
0.15 
0.2 
DP
P-
TT
-T 
(A
) 
CP
DT
BT
 
DP
P-
TT
-T 
(B
) 
Si-
CP
DT
BT
 T 
FT
BT
 
CD
TB
T 
3T
I (B
) 
1T
I 
3T
I (A
) F 
E
ne
rg
y 
(9
0°
 T
w
is
t -
 P
la
na
r)
 (e
V
) 
(a)
Figure B.1: Energy Barrier to 90◦ Twist in Four Ring Oligomers For DPP-TT-T, two
oligomer structures are calculated, one terminated by a TT unit (config a in Table B.1), and
the other terminated by a DPP unit (config b in Table B.1).
B.2 Twisting between DPP and TT-T-TT in the DPP-
TT-T Monomer
In order to understand the role that structural changes might have on excitation in PDPP-TT-
T, we optimised the geometry a monomer of DPP-TT-T in its groundstate, then calculated
ground state energies, excitation energies and oscillator strengths, as a function of the dihedral
angle between the DPP and the neighbouring thiophene.
We find a high energy barrier to twisting this dihedral, reaching 0.1 eV (∼4kBT at room
temperature) at 30◦, significantly higher than the ∼0.03 eV found by Guilbert et al. for a
similar twist between CPDT and BT units, and the ∼0.02 eV found by Darling et al. between
-3HT units. [71, 73]
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Figure B.2: Groundstate Energy vs. DPP-TT-T Dihedral Angle for geometry opti-
mised at 0◦ and twisted, with, and without, a reoptimisation about other ◦ of freedom
B.3 Uflip and θring Values used for Calculating Persistence
Lengths
Calculated energy barriers Uflip, associated with a flip in conformation of conjugated ring pairs,
and inter-ring angles, θring for each conjugated ring, are presented in Tables B.2 and B.3.
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Flip T-T CPDT-BT
SiCPDT-
BT
T-BT
From
To
Uflip
(meV)
41 26 17 33
Flip T-CZ T-F DPP-TT T-TT
From
To
Uflip
(meV)
11 3 115 40
Table B.2: Calculated energy barriers, Uflip for flipping configuration of pairs of
conjugated units defined in Equation 3.3.
Unit T CPDT
Si-
CPDT
F CZ BT DPP TT
θring 27 23 44 23 28 0 0 0
Table B.3: Calculated θring of conjugated units
B.4. Excitation Properties Calculated Using B3LYP/6-31g∗ 255
B.4 Excitation Properties Calculated Using B3LYP/6-
31g∗
In Figures B.3 to 4.21, we show excitation properties calculated using B3LYP/6-31g∗, rather
than CAM-B3LYP/6-31g∗ (both with linear response TDDFT). Although excitation energies
and degrees of charge transfer differ, trends are similar with this functional, indicating the
robustness of our conclusions.
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Figure B.3: B3LYP/6-31g∗ - Length Dependent Optical Properties of Oligomers
in (a,b) an all-trans, and (c,d) and all-cis Monomer Configuration (a,c) Normalised
Oscillator Strength, fπ,1, and (b,d) Normalised Transition Dipole Moment (µ
2
1/Nπ), in the first
transition of a series of oligomers of different lengths and chemical structures, plotted against
number of π-electrons in the system . Calculated using B3LYP/6-31g∗ on planarised molecular
geometries.
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Figure B.4: B3LYP/6-31g∗ - Hole and Particle Localisation and Normalised Transi-
tion Dipole Moment in Oligomers (a) Proportion of H1 and P1 associated with the first
transition on ‘donor’ (T, TT, CPDT, Si-CPDT), ‘acceptor’ (DPP, I, BT), and ‘spacer’ (F, CZ)
units, and (b) Push-Pull character plotted against the normalised transition dipole moment
of the first transition, in co-oligomers of length 120 < Nπ < 165 in an all ‘trans’ monomer
conformation, calculated using B3LYP/6-31g∗.
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Figure B.5: B3LYP/6-31g∗ - Hole and Particle Localisation and Spacial Overlap
in Oligomers Proportion of H1 and P1 associated with the first transition on ‘donor (T, TT,
CPDT, Si-CPDT), ‘acceptor’ (DPP, I, BT), and ‘spacer’ (F, CZ) units in co-oligomers of length
120 < Nπ < 165, using B3LYP/6-31g
∗.
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Figure B.6: B3LYP/6-31g∗ - A-nT Structure Orbital Localisations Proportion of H1
and P1 on ‘donor (T in (a), 4T in (b)), and ‘acceptor’ (DPP, BT,I,Q), units in A-D structures.
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B.5 Estimation of Oligomer Excitation Properties with
a Simple Model and Comparison with TDDFT
In order to have an intuitive model for how differences in conformation between all ‘cis’ and
all ‘trans’ monomer affect the transition dipole, we employ a simple model rooted in basic
principles, as used for example by Soos and Schweizer, [65] and schematised in Figure 2.5,
taking values of θmon for each oligomer from Table 4.4.
We use this model to predict a ratio between the transition dipole moment of the first excited
state in alternating and non-alternating configurations (µ⃗Olig,trans and µ⃗Olig,cis respectively),
of a range of oligomers, based upon their theta values, and number of monomers. For an
oligomer with an even number of monomers, N , it may be shown geometrically that |µ⃗olig,trans| =
|µ⃗olig,0|cos(θmon/2), and |µ⃗olig,cis| = |µ⃗olig,0|
N/2
n=1 cos((n+
1/2)θmon), leading to:
|µ⃗olig,cis|
|µ⃗olig,trans| =
N/2
n=1 cos((n+
1/2)θmon)
cos(θmon/2)
We compare this ratio to that which we find using linear response TDDFT with CAM-B3LYP/6-
31g∗ for the same oligomers. Results are shown in Figure B.7. The simple model tends to
overestimate the effect of conformation, because in practice (and using TDDFT) excitons are
more localised towards the centre of the oligomer. The simple model particularly underestimates
ratios in CDTBT and FTBT owing to a higher degree of sinuosity (S-shaped curve) in the
monomer in the alternating conformation. The good agreement between TDDFT and this
simple model demonstrates the central importance of conformation in determining absorption
characteristics of polymers.
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Figure B.7: Effect of Curvature - TDDFT vs. Simple Model Ratio between the transi-
tion dipole moment of the first excited state of all ‘trans’ and all ‘cis’ monomer conformations
for a range of oligomers, as calculated using linear response TDDFT with CAM-B3LYP/6-31g∗
for the first transition, and in the simple model illustrated in Figure 2.5, using theta values
from Table 4.4.
B.6 Dikyetopyrollopyrolle HOMO-Oligomer
In order to better understand the behaviour of the DPP unit in a conjugated polymer, we
also calculated properties of a HOMO-oligomer of DPP alone. If methyl groups are included,
the oligomer exhibits severe torsion, and a significant deviation from planarity. If the methyl
groups are replaced with a single hydrogen (as in Section 4.4), then an unconstrained geometry
optimisation results in a planar, linear configuration.
We calculate an exceptionally low excitation energy, exceptionally high µ21/Nπ (0.88 eV at 2.15
a.u. in a dodecamer) in oligomers of this structure, and suggest that the DPP unit itself has
some interesting properties which remain to be explored. In practice, copolymerisation with
some other unit with alkyl sidechains would be necessary in order to solubilise the polymer
such that it could be solution processed.
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Figure B.8: HOMO-septamer of DPP with NH (a) Geometry optimised structure, (b)
fπ,1, (c) fπ(ω), and (d) µ
2
1/Nπ.
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B.7 Oligomer Pairs
In order to consider the possible role of interchain interactions, we calculate excited states for
sexithiophene, and DPP-TT-T dimer, molecule pairs, as a function of mutual position and
alignment.
B.7.1 Sexithiophene Molecule Pairs
fπ(ω) for similarly aligned sexithiophene molecules, separated perpendicular to the π-plane to
a range of intermolecular distances, are shown in Figure B.9. At small separations, oligomer
pairs exhibit some low energy low oscillator strength excitations, associated mixing of orbitals
of the two oligomers. fπ(ω) reaches a level slightly lower than that of the single molecule. As
separation of molecules increases, the excitation spectrum gradually approaches that of the
single molecule.
The effect of changing the angle, θpair, between the π-planes of the two oligomers on fπ(ω) in
shown in Figure B.10. At higher values of θpair, associated with the decrease in π-orbital overlap
between the oligomers, low energy, low oscillator strength excitations disappear, excitations of
the two molecules become more distinct, and fπ(ω) approaches that of the single molecule.
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Figure B.9: Separating Sexithiophene Molecule Pairs fπ(ω) against photon energy for
sexithiophene molecule pairs at a range of distances. Calculated using TDDFT with (a) CAM-
B3LYP/6-31g∗, and (b) B3LYP/6-31g∗.
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Figure B.10: Changing Alignment Angle of Sexithiophene Molecule Pairs fπ(ω)
against photon energy for sexithiophene molecule pairs at a range of angles. Closest atomic
approach is kept constant at 3.5A˚. Calculated using TDDFT with (a) CAM-B3LYP/6-31g∗,
and (b) B3LYP/6-31g∗.
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B.7.2 DPP-TT-T Dimer Pairs
fπ(ω) for DPP-TT-T dimer pairs, both aligned, and misaligned such that a central thiophene
of one dimer lies alongside a central DPP of the other, and angular dependence in each config-
uration, are shown in Figure B.11. Summed oscillator strengths are slightly below that of the
single molecule for each configuration of molecule pairs.
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Figure B.11: Changing Alignment Angle of DPP-TT-T Dimer Pairs Summed nor-
malised oscillator strength, fπ plotted against photon energy for DPP-TT-T Dimer pairs, (a)
aligned, and (b) misaligned, and for a range of alignment angles as in Figure B.10. Closest
atomic approach is kept constant at 3.5A˚. Calculated using TDDFT with B3LYP/6-31g∗.
Appendix C
Interfacial State Studies
C.1 Effect of Oligomer Length on Energetics
Oligomer HOMO levels and first excitation energies as a function of number of repeat units
are presented in Tables C.1 and C.2. For studied cases, only small changes in energy levels
were predicted for further increases in oligomer length. HOMO levels of chosen oligomers
and fullerenes are compared to those of corresponding polymers and fullerenes determined
experimentally are shown in Figure C.1.
Table C.1: Calculated HOMO Energy as a Function of Oligomer Length Oligomer
lengths chosen for blend studies highlighted in red.
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Table C.2: Calculated First Excitation Energy as a Function of Oligomer Length
Oligomer lengths chosen for blend studies highlighted in red.
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Figure C.1: Energy Levels of Highest Occupied Molecular Orbitals as Calculated
and Experimentally Reported [16, 149, 151, 252]
C.2 Calculated Charge Distribution On Ground and Ex-
cited State Oligomers
Figures C.2 to C.9 show calculated charge distributions in the ground and first excited states.
Whilst there are some quantitative differences between methods, charge distributions, and
especially direction and magnitude movement of charge between ground and excited state, are
broadly similar between different methods.
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Figure C.2: 12T Charge Distribution Mulliken and ESP charge distribution on an oligomer
in ground, and first excited states. Calculated using (a) B3LYP/6-31g*, and (b) CAM-
B3LYP/6-31g*.
−0.3
−0.2
−0.1
0.0
0.1
0.2
0.3
Ch
ar
ge
 (e
)
CZ T BT T CZ T BT T CZ T BT T CZ T BT T
Subunit
State
Ground
First Excited
Method,Population
Mulliken
ESP
Ch
ar
ge
 (e
)
CZ T BT T CZ T BT T CZ T BT T CZ T BT T
(a)
−0.3
−0.2
−0.1
0.0
0.1
0.2
0.3
Ch
ar
ge
 (e
)
CZ T BT T CZ T BT T CZ T BT T CZ T BT T
Subunit
State
Ground
First Excited
Method,Population
Mulliken
ESP
Ch
ar
ge
 (e
)
CZ T BT T CZ T BT T CZ T BT T CZ T BT T
(b)
Figure C.3: 4CDTBT Charge Distribution Mulliken and ESP charge distribution on an
oligomer in ground, and first excited states. Calculated using (a) B3LYP/6-31g*, and (b)
CAM-B3LYP/6-31g*.
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Figure C.4: 4FTBT Charge Distribution Mulliken and ESP charge distribution on an
oligomer in ground, and first excited states. Calculated using (a) B3LYP/6-31g*, and (b)
CAM-B3LYP/6-31g*.
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Figure C.5: Si-3CPDTBT Charge Distribution Mulliken and ESP charge distribution on
an oligomer in ground, and first excited states. Calculated using (a) B3LYP/6-31g*, and (b)
CAM-B3LYP/6-31g*.
C.2. Calculated Charge Distribution On Ground and Excited State Oligomers 271
−0.3
−0.2
−0.1
0.0
0.1
0.2
0.3
Ch
ar
ge
 (e
)
CP
DT BT
CP
DT BT
CP
DT BT
Subunit
State
Ground
First Excited
Method,Population
Mulliken
ESP
Ch
ar
ge
 (e
)
CP
DT BT
CP
DT BT
CP
DT BT
(a)
−0.3
−0.2
−0.1
0.0
0.1
0.2
0.3
Ch
ar
ge
 (e
)
CP
DT BT
CP
DT BT
CP
DT BT
Subunit
State
Ground
First Excited
Method,Population
Mulliken
ESP
Ch
ar
ge
 (e
)
CP
DT BT
CP
DT BT
CP
DT BT
(b)
Figure C.6: 3CPDTBT Charge Distribution Mulliken and ESP charge distribution on
an oligomer in ground, and first excited states. Calculated using (a) B3LYP/6-31g*, and (b)
CAM-B3LYP/6-31g*.
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Figure C.7: 4DPP-TT-T Charge Distribution Mulliken and ESP charge distribution on
an oligomer in ground, and first excited states. Calculated using (a) B3LYP/6-31g*, and (b)
CAM-B3LYP/6-31g*.
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Figure C.8: 31TI Charge DistributionMulliken and ESP charge distribution on an oligomer
in ground, and first excited states. Calculated using (a) B3LYP/6-31g*, and (b) CAM-
B3LYP/6-31g*.
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Figure C.9: 43TI Charge DistributionMulliken and ESP charge distribution on an oligomer
in ground, and first excited states. Calculated using (a) B3LYP/6-31g*, and (b) CAM-
B3LYP/6-31g*.
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C.3 Higher Excited States in Dodecothiophene : (PCBM,
PC71BM , ICBA) Molecule Pairs
Isosurfaces showing change in charge distribution between g.s. and excited states for all calcu-
lated states of 12T:PCBM are shown in Figure C.11.
Excitation spectra for 12T:PC71BM and 12T:ICBA are shown in Figures C.10(a) and C.10(b),
and associated isosurfaces in Figured C.12 and C.13, respectively. States in 12T:ICBA and
12T:PC71BM appear qualitatively similar to those for 12T:PCBM, with charge transfer exci-
tation from HOMO and HOMO-1 of the oligomer to LUMO, LUMO + 1, and LUMO + 2 of
the fullerene, although CT excitations are at higher energies for PC71BM, ICBA. Mixed and
single molecule excitations are predicted higher in the spectrum.
(a) (b)
Figure C.10: 12T:PC71BM and 12T:ICBA Excited States Calculated excitation spec-
trum for 12T with (a) PC71BM and (b) ICBA, each alone, and as a molecule pair. Excitations
are coloured according to degree of charge transfer exhibited.
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Figure C.11: 12T:PCBM Excited States First ten excited states for 12T:PCBM blend,
and first transition in 12T, PCBM each alone. Isosurfaces show change in charge distribution
between g.s. and excited states (electron density moves from red to blue regions). Assignment
of orbitals involved in transition, excitation energy, hν, degree of electron transfer from donor
to acceptor, CT, and Coulomb binding energies in the excited state, EB, as defined in equation
3.5, are also indicated where appropriate.
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Figure C.12: 12T:PC71BM Excited States First ten excited states for 12T:PC71BM blend,
and first transition in 12T, PC71BM each alone. Isosurfaces show change in charge distribution
between g.s. and excited states (electron density moves from red to blue regions). Assignment
of orbitals involved in transition, excitation energy, hν, degree of electron transfer from donor
to acceptor, CT, and Coulomb binding energies in the excited state, EB, as defined in equation
3.5, are also indicated where appropriate.
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Figure C.13: 12T:ICBA Excited States First ten excited states for 12T:ICBA blend, and
first transition in 12T, ICBA each alone. Isosurfaces show change in charge distribution between
g.s. and excited states (electron density moves from red to blue regions). Assignment of orbitals
involved in transition, excitation energy, hν, degree of electron transfer from donor to acceptor,
CT, and Coulomb binding energies in the excited state, EB, as defined in equation 3.5, are also
indicated where appropriate.
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C.4 Effect of Mutual Position and Orientation in Olig-
othiophene:PCBM Molecule Pairs
Studies on a 12-thiophene:C60 pair showed effects of placing fullerene between units, and ad-
justing relative face orientations on CT state excitation energies are small (of order 0.01 eV,
0.001 eV respectively.) Rotating PCBM such that the sidechain lies parallel to the oligomer
causes a small increase of 0.02eV in the first excitation energy, and has no calculated effect
on the oscillator strength of the transition (though the second excitation becomes brighter,
presumably due to interaction between the oligomer transition and the polar sidechain).
Excited state spectra for PCBM aligned with an end thiophene ring of the 12T oligomer,
compared with alignment with a central ring, are shown in Figure C.14(a). Excited states for
fullerene aligned with an end ring of 12T are shown in Figure C.15. Hole density concentrates
on units close to thiophene, and the energetic ordering of transitions changes somewhat from
PCBM aligned with a central ring, but structure of states remains similar.
The effect of rotation angle of PCBM about 12T is shown in Figure C.14(b). Lower ground
state energies and excitation energies are calculated for α=90◦ than 0◦. This is likely to be
the result of charge-quadrupole interactions between the negatively charged fullerene and the
positively charged nuclei in the oligomer. In a real device such a rotation would be hindered
by alkyl sidechains for most studied polymers.
Between 3.5 A˚ and 5.0 A˚, separation of 12T:PCBM results in a small increase in excitation
energy to CT states (likely to be larger in reality, due to the improper treatment of Coulomb
interaction by TDDFT), and the splitting of partial charge transfer states into states exhibiting
either zero or one electron charge transfer. Oscillator strength of charge transfer states decreases
with increasing distance.
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(a) (b)
Figure C.14: PCBM Ring Alignment and Rotation about 12T Calculated excitation
spectrum for 12T and PCBM, each alone, and as a blend, (a) for PCBM aligned with cen-
tral, and end thiophene ring, and (b) as a function of rotational angle of PCBM about 12T.
Excitations are coloured according to degree of charge transfer exhibited.
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Figure C.15: 12T:PCBM Ring Alignment First ten excited states for 12T:PCBM blend,
with PCBM aligned with end ring of oligomer. Isosurfaces show change in charge distribution
between g.s. and excited states (electron density moves from red to blue regions), Assignment
of orbitals involved in transition, excitation energy, hν, degree of electron transfer from donor
to acceptor, CT, and Coulomb binding energies in the excited state, EB, as defined in equation
3.5 are also indicated
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Figure C.16: 12T:PCBM Intermolecular Separation Calculated excitation spectrum for a
12T:PCBM molecule pair as a function of intermolecular separation. Excitations are coloured
according to degree of charge transfer exhibited.
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C.5 Excitation Spectra in Other Molecule Pairs
Excitation spectra of molecule pairs not given in the main body of the text are included in
Figures C.17 and C.18 here.
(a) (b)
Figure C.17: 4CPDTBT:PCBM Excited States Calculated excitation spectrum for (a)
4CPDTBT and PCBM, and (b) 41TI and PCBM, each alone, and as a molecule pair. Excita-
tions are coloured according to degree of charge transfer exhibited.
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(a) (b)
(c) (d)
Figure C.18: 3FTBT:PCBM, 3FTBT:ICBA, 3CDTBT:PCBM and 3CDTBT:ICBA
Excited States Calculated excitation spectrum for (a,b) 3CDTBT and (c,d) 3FTBT, with
(a,c) PCBM, and (b,d) ICBA, each alone, and as a molecule pair. Excitations are coloured
according to degree of charge transfer exhibited.
Appendix D
Polarisation Studies
D.1 Procedure for Rotation of Polarisability Tensors for
Use in the Molecular Point Dipole Model
In building a unit cell using the molecular point dipole model, there is an additional challenge
of rotating the calculated polarisability tensor for a molecule in an optimised geometry, αQC to
polarisability tensors corresponding to molecules orientated as in the unit cell, αcif (see Section
3.4.4). This is achieved in the following manner: First, atomic co-ordinates of the geometry-
optimised molecule for which a polarisability tensor is calculated are extracted, and displaced
such that the molecule’s centre of mass (or centre of the cage for fullerene molecules) lies at
(0,0,0). Second, atomic co-ordinates of a molecule in the unit cell are extracted displaced in a
similar manner. Third, two atoms are selected with which to align the molecules. The first of
these atoms (atom ‘a’ in Figure D.1) is chosen at an extremity of the molecule, and the second
of these atoms (atom ‘b’ in Figure D.1) as far as possible from the vector joining the centre of
the molecule to atom ‘a’. Both atoms are rigidly connected to the molecules core (as opposed
to attached to a flexible alkyl sidechain). Examples for PCBM and Pentacene are shown in
Figure D.1.
Fourth, a rotation matrix Ra is defined to align atom ‘a’ in the two geometries, and the
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a 
b 𝒗a 𝒗b 
(a)
a b 𝒗a 𝒗b 
(b)
Figure D.1: Atoms and Vectors for Polarisability Tensor Rotation in (a) PCBM and
(b) pentacene.
optimised co-ordinates rotated. Vectors v⃗a,QC , and v⃗a,cif (with corresponding unit vectors ⃗ˆva,QC
and ⃗ˆva,cif ) are defined, which join the point (0,0,0) to atom ‘a’ in the optimised, and .cif
molecular geometries, respectively. A third unit vector, ⃗ˆvperp,a, is defined, perpendicular to the
first two, by:
⃗ˆvperp,a =
⃗ˆva,QC × ⃗ˆva,cif
|⃗ˆva,QC × ⃗ˆva,cif |
(D.1)
The angle between vectors ⃗ˆva,QC and ⃗ˆva,cif is obtained by θa = arccos(⃗ˆva,QC · ⃗ˆva,cif ), and a
rotation matrix, Ra, is defined using Rodrigues formula [253] to rotates by θa about ⃗ˆvperp,a.
This rotation matrix is applied to co-ordinates of the optimised geometry, aligning atom ‘a’ in
the optimised geometry with atom ‘a’ in the .cif geometry.
Fifth, a second rotation matrix, Rb, is defined to bring the two molecules into a similar orien-
tation. A second pair of vectors, v⃗b,QC , v⃗b,cif are defined, which represent the shortest vector
joining a line in the direction of ⃗ˆva,cif to atom ‘b’ in the rotated optimised, and .cif geometries,
respectively. A similar procedure to the above is applied to obtain the second rotation matrix,
Rb, which effects a rotation in the rotated optimised geometry, such that atom ‘b’ aligns with
atom ‘b’ in the .cif geometry. Finally, these rotation matrices are successively applied to αQC
to obtain a rotated polarisability tensor, αcif = RbRaαQC .
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Figure D.2: Effect of Basis Set On Polarisability (a) long axis, and (b) isotropic polaris-
ability of tetrathiophene as calculated using HF method with a range of basis sets.
D.2 Effect of Basis Set On Calculated Polarisability of
Tetrathiophene
We calculate the polarisability of tetrathiophene using HF method with a range of Pople basis
set sizes. The long-axis, and isotropic polarisabilities are shown in Figure D.2.
Changes in long-axis polarisability with basis set size are proportionally larger than those in
isotropic polarisability. Increasing basis set size from 6-31+g∗ to 6-311++g∗∗ results an increase
of just over 1% in long-axis polarisability.
D.3 Lattice Size Dependence of Dielectric Properties of
Fullerenes
Size dependence of dielectric properties of C60 and PCBM in a range of lattice structures are
shown in Figures D.3 and D.4. Values for the largest lattices are given in Figures 7.6 and 7.9
in the main body of the thesis.
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Figure D.3: Lattice Size Dependence of Dielectric Properties of C60 in Density Scaled
FCC, BCC, and SC Lattice Structures Lattice size dependence of dielectric constant,
ϵr,x, calculated using Equation 3.11, against total number of molecules in FCC, BCC and SC
lattices, with number densities of molecules scaled to that of the experimentally reported FCC
lattice. Error bars in (b) indicate deviations from a 1/r relationship between binding energy
and separation. BCC and SC lattice sizes were chosen such that they have a similar number of
molecules to cubic lattices of FCC with side lengths of 6,8, and 10 lattice vectors. As a result
BCC, and SC lattices have unequal numbers of lattice vectors in each direction (6 × 6 × 12,
6 × 6 × 12, 8 × 8 × 16, 8 × 16 × 16 in BCC, 8 × 10 × 10, 10 × 14 × 14, 12 × 18 × 18 in SC),
and multiple points are included for a single size in these lattices, indicating charge separation
along different lattice vectors. Calculations performed by Cleaven Chia.
(a) (b)
Figure D.4: Lattice Size Dependence of Dielectric Properties of PCBM in a range of
Lattice Structures (a) Diagonal components of the Dielectric tensor along lattice directions
a, b, and c, as calculated using Equation 3.11, against cubic lattice size for SF, CB and o-DCB,
with the number densities of CB and o-DCB lattices scaled to that of solvent-free lattices.
(b) As (a) in SF lattice, but compared the same quantity calculated with the polarisability
tensor of each PCBM molecule replaced with an isotropic tensor of the same αmean. Error bars
indicate deviations from a 1/r relationship between binding energy and separation. Calculations
performed by Cleaven Chia.
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D.4 Slices through PCBM Crystals as Deposited from
Chlorobenzene and Ortho-Dichlorobenzene
Figure D.5 shows slices through a solvent-free PCBM crystal structure, and PCBM as deposited
from chlorobenzene and ortho-dichlorobenzene.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure D.5: Slices through PCBM Crystals, (a-c) Solvent-Free and as Deposited
from (d-f) Chlorobenzene and (g-i) Ortho-Dichlorobenzene (a,d,g) viewed along a,
sliced between (a) 0.5a and 1.0a, and (d,g) 0.0a and 0.5a, (b,e,h) viewed along b, sliced between
(a,e) 0.0b and 0.5b, and (b) 0.5b and 1.0b, (c,f,i) viewed along c, sliced between 0.0c and 0.5c.
[247, 210] Differences in slicing are such as to include molecule 1 as defined in Figure 7.8 in
each case.
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D.5 Electronic Polarisation Barrier to Charge Delocali-
sation and Transfer Integrals
Figure D.6 shows Ubarr,deloc, as defined in Equation 3.12, in a subcrystal which extends upto
two translation vectors from the central unit cell (to compare to Figure 7.14, which shows the
same quantities in a subcrystal which extends upto three translation vectors from the central
unit cell).
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Figure D.6: Transfer Integrals and Electronic Polarisation Barrier to Charge Delo-
calisation in a Smaller Lattice Transfer integrals, calculated using the projective method,
are given in purple, and polarisation barriers, as defined in Equation 3.12, are given in red.
Transfer integrals are given in bold for most favourable transport directions. Polarisation bar-
riers are given for a subcrystal extending to a total of two lattice vectors from the central unit
cell.
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Nomenclature
6-31g*,6-31+g*,... Pople Basis Sets (see Section 2.4.9)
α Polarisability
αmean Mean polarisability,
1/3tr(α)
αmpa Mean polarisability per large atom,
αmean/Nπ
αvol Polarisable volume, αxxαyyαzz
B3LYP Becke’s three-parameter Lee-Yang-Parr functional
BCC Body centred cubic
CAM-B3LYP Yanai’s Coulomb-attenuated B3LYP functional
CB Chlorobenzene
CHELPG Charges from electrostatic potentials using a grid-based method
DFT Density functional theory
Eext Column vector containing external field at each point dipole
DPP Diketopyrrolopyrrolle
EOM-CCSD Equations of motion coupled cluster singles and doubles
ϵr Relative dielectric constant
ϵr,x Effective dielectric constant associated with Coulomb screening
to separation of charges along lattice vector x
ESP Population analysis using the electrostatic potential
FCC Face centred cubic
FET Field effect transistor
FF Fill factor
γ Parameter quantifying number of flips about a pair of rings
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HN Hole orbital associated with transition N
HF Hartree-Fock
Jphoto Photocurrent density
JSC Short circuit photocurrent density
λp Persistence length
MP2 Second order Møller-Plesset perturbation theory
µ Column vector containing dipole moment of each point dipole
µ⃗ Dipole moment/transition dipole moment
Nla Number of large (non-hydrogen) atoms in a molecule
Nπ Number of π-conjugated electrons in a molecule
NTO Natural transition orbital
OHNPN Orbital overlap between HN and PN
oDCB Ortho-dichlorobenzene
OPV Organic photovoltaic
PN Particle orbital associated with transition N
QM/MM Quantum mechanical/molecular mechanical
SC Simple cubic
TDDFT Time dependent density functional theory
UB Coulomb binding energy
Udd Dipole-dipole interaction energy
Uqd Charge-dipole interaction energy
Uqq Charge-charge interaction energy
VOC Open circuit voltage
Vxc Exchange-correlation potential
