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Abstract
The localization properties of electron states in the quantum Hall regime are reviewed. The random Landau model, the
random matrix model, the tight-binding Peierls model, and the network model of Chalker and Coddington are introduced.
Descriptions in terms of equivalent tight-binding Hamiltonians, and the 2D Dirac model, are outlined. Evidences for the
universal critical behavior of the localization length are summarized. A short review of the supersymmetric critical field
theory is provided. The interplay between edge states and bulk localization properties is investigated. For a system with
finite width and with short-range randomness, a sudden breakdown of the two-point conductance from ne2/h to 0 (n integer)
is predicted if the localization length exceeds the distance between the edges.
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1. Introduction
The scaling theory of localization [1,2] predicts that
there is no Anderson transition (AT) in two dimensions
(2D) without interactions. There are only two known
exceptions: One is the quantumHall transition (QHT),
and the other is the localization-delocalization tran-
sition in systems with spin-orbit interaction that are
called the symplectic class. The former has attracted
broad attention after the discovery of the quantumHall
effect (QHE) by Klaus von Klitzing in 1980 [3]. The
symplectic class has been a subject of continuous ef-
fort with a strong increase after the discovery of the 2D
metal-insulator transition (MIT) in Si-MOS-systems
1 Corresponding author. E-mail: kramer@physnet.uni-
hamburg.de
[4] which also renewed the interest in whether or not
Coulomb interaction can introduce an MIT in 2D.
In this paper, we mainly review results for the QHT.
It has been noted immediately after its discovery that
the QHE cannot be explained within the semiclassi-
cal Drude model which gives for the longitudinal con-
ductivity σxx = 0 in the limit of large magnetic field,
while the Hall conductivity σxy = νe
2/h. If the filling
factor ν ≡ ρh/eB is integer (ρ electron density), σxy
is quantized in units of e2/h. For explaining the QHE,
a certain amount of disorder is necessary in order to
understand why broad plateaus in the Hall conductiv-
ity can be formed and simultaneously the longitudi-
nal conductivity drops to zero: localized states in the
tails of the disorder broadened Landau bands can pin
the Fermi level, but do not contribute to the trans-
port. However, since there is a non-vanishing Hall con-
ductivity, not all of the states can be localized. Near
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the centers of the Landau bands, regions of extended
states must exist that can carry the Hall current [5].
That this current has the correct magnitude for giving
integer values of the Hall plateaus first has been sug-
gested by Prange [6] who showed that the amount of
current which is lost when a localized state is formed
in the tail of a Landau band is exactly compensated
for by the remaining extended states. Later this has
been argued to be related to a gauge property which
was used to conjecture that if an equilibrium current
is flowing in a quantum Hall system this can only give
integer values of the Hall conductance [7,8]. For such
an equilibrium current to flow, at least one extended
state must exist. Thus the localization-delocalization
phenomenon is closely related to the very existence of
the Hall plateaus.
When introducing the standard models we concen-
trate predominantly on the aspect of universality of the
transition. We argue that Coulomb interaction do not
change the universality class of the QHT, apart from
spin-orbit interaction which is still a subject of intense
ongoing research. We mention in passing that the scal-
ing properties of the QHT are also the subject of con-
siderable experimental efforts. So far, temperature and
frequency scalings of the conductances in the region of
theQHEare fully consistent with the picture developed
by the theory [9,10,11,12,13,14]. Furthermore, starting
from the standard Chalker-Coddington network model
we report on a class of equivalent Hamiltonians such as
the Dirac model in which the QHT is associated with
a crossover from zero to a finite non-zero mass.
Finally, recent results for the interplay between lo-
calization of bulk and edge states in systems of finite
width are described. It is shown for short range impu-
rities that if the localization length becomes equal to
the system width, there can be an abrupt breakdown
of the two-point quantum Hall conductance from the
plateau value to zero. This is driven by a dimensional
crossover between 2D and 1D localization of the bulk
states resulting in an abrupt chiral metal to insulator
transition of the edge states. It resembles a first order
quantum phase transition.
2. The standard models
2.1. The random Landau model
The most straightforward description of the quan-
tum Hall phenomena is obtained by adding a random
potential V (r) to the Hamiltonian of a free electron
moving in a plane in the presence of a perpendicular
magnetic field B,
H = H0 + V :=
1
2m∗
(p+ eA)2 + V (r) , (1)
and solving the corresponding Schro¨dinger equation.
In the Landau gauge, the vector potential is A =
B(−y, x, 0);m∗ and e are the effective mass of the elec-
tron and the elementary charge, respectively, and p the
momentum operator. The randomness is incorporated
by assuming a distribution function for the potential.
In the presence of spatial correlations,
〈V (r)V (r′)〉 =W 2f(r− r′) (2)
where 〈. . .〉 denotes the configurational average. For
simplicity, one often also assumes a symmetric poten-
tial distribution such that 〈V (r)〉 = 0. If the potential
is white noise, f(x) = δ(x). The correlator f(x) reflects
the nature and the range of the impurity potential.
In the representation of the Landau states |nX〉,
H0|nX〉 = En|nX〉, the above Hamiltonian is
H =
∑
nX
En|nX〉〈nX| +
∑
nX,n′X′
VnX,n′X′ |nX〉〈n′X ′|
(3)
with the matrix elements of the random potential,
VnX,n′X′ , and the Landau energies En = ~ωB(n+1/2)
(n = 0, 1, 2 . . .) that are degenerate with respect to the
quantum number X ≡ 2πmℓ2B/Ly (”center-of-motion
coordinate”, m integer) with a degree of nB = 1/2πℓ
2
B
per unit area. Here, ωB = eB/m
∗ and 2πℓ2B = ~/eB
are the cyclotron frequency and the cyclotron area, re-
spectively. The degeneracy corresponds to the density
of the flux quanta h/e in the system. For sufficiently
large B the disorder induced coupling between the
Landau levels can be neglected.
In this limit, the density of states ρ(E) of a single
band can be obtained exactly [15,16]. It is symmetric
around the Landau band center and has Gaussian tails
for |E − En| ≫ Γ. Near the band center, one obtains
ρ(E) = ρn[1 − (E − En)2/Γ2]. For the lowest band,
ρ0 = nB/πΓ and the band width Γ = 2Wn
1/2
B .
2
Using the Lifshitz argument [17], it can be argued
that the wave functions are localized within acciden-
tally formed potentials wells in the band tails. Towards
the band centers, the localization length increases. Us-
ing the above Hamiltonian and with a random super-
position of impurity potentials for modeling the ran-
domness, first quantitative results for the localization
in the lowest Landau bands have been obtained [18].
It was found that the exponential localization length ξ
diverges near the centers of the Landau levels accord-
ing to power laws
ξ(E) = ξn|E −En|−νn . (4)
In the lowest Landau band, an exponent ν0 ≈ 2 has
been found. Figure 1 shows qualitatively the behavior
of the density of states and the localization length.
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Fig. 1. Qualitative picture of the density of states (solid line)
and the localization length (dashed) of the random Landau
model (arbitrary units) as a function of the energy (units
~ωB). In the energy regions where the localization length
exceeds a cutoff length L the wave functions are effectively
delocalized (green regions of the density of states).
2.2. The random matrix model
Instead of calculating thematrix elements of the ran-
dom potential from a superposition of impurity poten-
tials, one can equivalently start from (3) and choosing
the matrix elements of the potential according to their
statistical properties [19]. If one is interested only in
universal features the precise form of the matrix ele-
ments should not make any difference. The resulting
Hamiltonian corresponds to a random matrix model.
However, in contrast to the conventional random ma-
trix Hamiltonians, the one derived from the Landau
Hamiltonian (1) has strongly correlated matrix ele-
ments. For the lowest Landau band and a Gaussian
correlator (2) with correlation length
√
2σ
〈VXX′VX′′X′′′〉 = δX−X′,X′′′−X′′ W
2ℓB√
2πβL∞
× exp
{
−1
2
[
β2(X −X ′)2 + 1
β2
(X −X ′′′)2
]}
(5)
with the parameter β2 := 1+(σ/ℓB)
2 representing the
correlation of the potential matrix elements along di-
agonalsX−X ′ = const and L∞ the size of the system.
Even if the starting point is completely uncorrelated
white noise, σ = 0, the correlations in the matrix ele-
ments persist, β = 1.
From numerical evidence, one can conclude that
these correlations are responsible for the singular
behavior of the localization length in the centers of
the Landau bands [20]. Mathematically, the proper-
ties of this class of correlated random matrix models
have not yet been explored. This might provide valu-
able insights into the statistics of spectral properties
like the level statistics and their critical behavior.
Eventually, such an investigation of the properties of
correlated banded matrices also might give insight
into the generic mathematical structure behind the
phenomenon of the QHT.
Very careful quantitative determinations of the crit-
ical exponent of such Hamiltonians have been carried
out [21] by using the numerical scaling method intro-
duced earlier [22,23,24,25]. The results are described in
detail in [26]. It was found that the value of the expo-
nent is universally ν = 2.35± 0.03 which is clearly dif-
ferent from the value 2.73± 0.02 for the 2D symplectic
case [27]. This is up to now considered as the most reli-
able value which is remarkably close to an earlier non-
rigorous suggestion ν = 7/3 [28] which was obtained
on the basis of a semiclassical percolation model aug-
mented by a quantum tunneling argument (see below).
In the lowest and the second lowest band for white noise
potential and finite correlation length the same expo-
nent was obtained within the numerical uncertainty
(Fig. 2). Furthermore, the exponent also turned out to
be independent of long range correlations in the im-
purity potential (see below). Thus, to the best of our
knowledge, the QHT represents a quantum phase tran-
sition for which it has been possible within the numeri-
cal uncertainties explicitly to demonstrate universality
3
over a wide range of parameters for the first time.
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Fig. 2. Localization length ξ (units ℓB) as a function of the
energy E (units Γ) for n = 0, σ = 0 (▽); n = 0, σ = ℓB
(△); n = 1, σ = ℓB (✷) (from [29]).
2.3. The Peierls model
One of the standard models of localization is the
Anderson Hamiltonian for a disordered system
H =
∑
j
ǫj |j〉〈j| +
∑
[jk]
Vjk|j〉〈k| . (6)
Here, j denote the sites of a hypercubic lattice,∑
j |j〉〈j| = 1 are the complete set of corresponding
site states, ǫj the random site energies distributed ran-
domly and independently in the interval [−W/2,W/2],
and Vjk the (real) hopping matrix elements between
nearest neighbors that are in the simplest case as-
sumed to be a constant V . This model often has been
used in numerical studies of the localization prob-
lem in d dimensions without magnetic field [2]. In
2D, without disorder, the energy spectrum covers the
range −4V < E < 4V . With disorder, the region of
eigenenergies is −4V −W/2 < E < 4V +W/2, and
all states are localized.
With magnetic field, the hopping matrix elements
acquire Peierls phase factors [30,31]
Vjk = V exp
{
− ie
~
∫ k
j
dr ·A(r)
}
:= V eiαjk . (7)
In the absence of disorder, the energy spectrum shows
very rich and nontrivial self-similarity features that de-
pend on the commensurability between the length scale
imposed by the magnetic field and the lattice constant
a. This is the ”Hofstadter butterfly” [32]. If the num-
ber of flux quanta per unit cell, nBa
2 := α is rational,
α = p/q, the spectrum consists of q absolutely con-
tinuous bands of eigenenergies. If α is irrational, the
spectrum is singularly continuous, it consists of a dense
distribution of isolated eigenvalues. It can be shown by
using the effective mass approximation that the spec-
trum becomes Landau like near the band edges.
Using the Peierls tight binding model, numerical
studies showed delocalization in the centers of the
bands [33] and quantization of the Hall conductivity
in the localized regime [34].
2.4. The random network model
The origin of the randomness in a quantum Hall
sample is mainly the random potential induced by the
impurities in the bulk of the semiconductor sample
due to the doping. In AlGaAs heterostructures the in-
version layer is far from the doping layer. Therefore,
the potential landscape seen by the electrons is rather
smooth. Spatial correlations can be expected to be im-
portant when aiming at describing experimental re-
sults. Also from the theoretical viewpoint it turns out
to be very useful to consider spatially long-ranged ran-
domness. This is related to the fact that if the potential
is smooth on the length scale of the magnetic field the
eigenvalue problem can be discussed in terms of semi-
classical approximation and the determination of the
eigenstates becomes equivalent to a percolation prob-
lem [35,36,37,38,39,40].
If the correlation length of the random potential is
large as compared to the magnetic length, σ ≫ ℓB,
it can be shown that the dynamics of the electrons
are governed by two totally different lengths scales.
This limit can always be achieved if the magnetic field
is assumed to be sufficiently large. In this limit, the
eigenenergies are given by the equipotential lines,
E =
(
n+
1
2
)
~ωB + V (X,Y ) , (8)
with center coordinates (X,Y ). The corresponding
wave functions represent a slow drift of probability
along the equipotential lines (length scale σ) of elec-
trons that perform rapid cyclotron motions around
(X,Y ) (length scale ℓB). The direction of the probabil-
ity current is perpendicular to the magnetic field and
perpendicular to the local electric field represented by
4
the gradient of the potential along the equipotential
line. Reversing the direction of the magnetic field re-
verses the direction of the current. Formally, the wave
functions can be considered as waves superposed of the
Landau states associated with the equipotential lines.
The extension of the wave functions perpendicular to
the equipotential lines is of the order of ℓB. Formally,
one can approximate [40]
ψ(u, v) = C(u)χ(v)eiφ(u,v) (9)
with u and v the coordinates parallel and perpendicu-
lar to the equipotential line, respectively, C−2(u) the
local electric field at (u, v = 0) and φ(u, v) a gauge de-
pendent phase. In this semiclassical limit, the allowed
energies are determined from the condition that φ(u, v)
must change by an integer multiple of 2π when moving
around a closed equipotential contour.
The average total spatial extend of a given wave
function is determined by the mean diameter of the
randomly percolating equipotential line.When at some
point the distance between two equipotential lines gets
closer than ℓB , quantum tunneling will lead to cou-
pling between corresponding wave functions. These re-
gions correspond to saddle points of the potential. They
are especially important near the center of the band
(Fig. 3) where the critical behavior of the localization
properties is expected to be determined by the compe-
tition between quantum interference and tunneling.
The percolation picture allows immediately to draw
two important conclusions. First, at energies far away
from the band center, corresponding to states in the
tails of the band, the equipotential lines are closed per-
colating trajectories. Here, the wave functions are lo-
calized. Moving the energy towards the center of the
band from above or below will increase the mean di-
ameter of the percolating equipotential line. At some
critical energy Ec near the band center, the equipo-
tential line will percolate throughout the whole sys-
tem (Fig. 3). This is the percolation threshold. For a
symmetric potential distribution, this happens exactly
at the band center. Thus, there is at least one energy,
where the ”classical” localization length — the mean
diameter of the percolating cluster — becomes of the
order of the size of the system. Second, according to
percolation theory, the mean diameter of a connected
cluster near the threshold diverges according to a power
law, ξp ∝ |E−Ec|−νp [41], with the percolation critical
exponent νp = 4/3 [42,43]. It has been suggested [28]
Fig. 3. Top: gray scale picture of a correlated random poten-
tial, σ = 2ℓB , with equipotential lines, white: high, black:
low potential; bottom: modulus of a wave function corre-
sponding to an energy near the center of the Landau band
extending essentially along equipotential lines, occasionally
inter-connected via tunneling near the saddle points of the
potential (arrows).
that tunneling across the saddle points supports the
delocalization near the percolation threshold. In par-
ticular, it was argued that the localization exponent is
increased exactly by 1, γ = νp + 1 = 7/3.
Besides estimating the critical exponent, the semi-
classical limit provides the background of a standard
model for the physics of a system in the quantum Hall
regime near the quantum critical point [44]. Basically,
one replaces the irregular assembly of different saddle
points of the semiclassical percolation network (Fig. 3)
by a regular network of saddle point scatterers con-
nected by links which carry the scattering wave func-
tions associated with the above equipotential lines far
away from a saddle point (Fig. 4).
Each saddle point has attached four links carrying
amplitudes ψ1 . . . ψ4, two of them, say ψ1, ψ3, describ-
ing incoming waves and the other two outgoing waves.
As a result of the magnetic field incoming and outgoing
waves are spatially separated, in contrast to a normal
5
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Fig. 4. Bipartite network of saddle points S, S’ connected by
links (after [44]). Directions of the probability currents in
the links are indicated by arrows. Current directions change
from clockwise to couter clockwise between neighboring
loops in the diagonals.
transmission problem. By solving the scattering prob-
lem for a saddle point V (x, y) = E0 − ax2 + by2 ex-
actly [45], the transmission probability at energy ǫ :=
(E−E0)/ℓ2B(ab)1/2 was found, |t|2 = 1/[1+exp (−πǫ)].
In terms of the reflection and transmission ampli-
tudes, r and t, respectively, the scattering properties
of the saddle point can be parametrized as
 ψ2
ψ4

 = S

 ψ1
ψ3

 (10)
with the scattering matrix
S =

 e
−iφ2 0
0 eiφ4



 −r t
t r



 e
iφ1 0
0 e−iφ3

 (11)
with |r|2 + |t|2 = 1. The phases φj (j = 1 . . . 4) corre-
spond to the waves in the links. At S′ (Fig. 4), the role
of incident and outgoing channels is interchanged.
Exactly at the energy of the saddle point, r(E0) =
t(E0) = 1/
√
2. If E ≪ E0, r ≈ 1, and the incom-
ing waves ψ1, ψ2 are completely reflected into outgoing
waves ψ2, ψ4, respectively. If E ≫ E0, t ≈ 1. In this
case, ψ1, ψ2 are transmitted into ψ4, ψ2, respectively.
These latter energy regions correspond to wave func-
tions localized completely within the loops of the net-
work — equivalent to the valleys and the mountains of
the potential landscape — while in the former case the
wave functions can extend across the whole network.
By numerically calculating the transmission through
a network of identical saddle points but with random
phases in the links, the critical behaviour of the local-
ization length has been determined. The critical expo-
nent in the lowest Landau band was found to be con-
sistent with the values obtained earlier [44].
In order to better understand the critical point, the
real-space renormalization group approach has been
adapted to describe the critical point of the Chalker-
Coddington network model [46,47,48,49]. The results
obtained for the exponent are in good agreement with
the earlier findings. In summary, it appears now that
there is more than convincing evidence for the picture
of the QHT as a universal quantumphase transition. In
the next section, we provide an overview of the exper-
imental evidences that this quantum phase transition
is indeed physically realized in the QHE experiments.
2.5. The Dirac model
The above network model of Chalker and Codding-
ton is defined in terms of a scattering problem at a given
energy. This is of great practical usefulness for study-
ing the localization critical behaviour. By reconstruct-
ing from the transfer matrix the underlying Hamilto-
nian one can arrive at a class of models that allows to
relate the QHT to other quantum critical phenomena.
First, we establish a connection between the network
model with a tight binding model. We re-arrange the
network in the way shown in Fig. 5. The loops that
are inter-connected by the saddle points are arranged
as a 2D lattice such that the centres of the loops are
associated with lattice points Rxy = xex + yey with
integer x, y and x+ y = even. The x- and y-directions
are assumed parallel to the directions of the links that
connect S and S′ (Fig. 4). The links between adja-
cent saddle points within each of the loops (denoted
by arrowheads labelled with λ = 1, . . . , 4 in Fig. 5 [50])
are associated with four ”site” states. These are then
characterized by the lattice vector and the ”quantum
number” λ. They are assumed to form a complete set
and are connected within a given unit cell and between
nearest neighboring cells via tunneling across the sad-
dle points.
The matrix elements of the effective Hamiltonian
can be determined following [50,51]. The vector of the
amplitudes at Rxy after M + 1 iterations is
ψRλ(M + 1) =
4∑
R′λ′=1
URλ,R′λ′ ψR′λ′(M) . (12)
The unitary operator U describes the evolution of the
wave function between M andM + 1. The eigenstates
of the 4L-dimensional matrix U (L system size)
6
(x,y)
(x+1,y+1)
(x−1,y−1)
(x−1,y+1)
(x+1,y−1)
3
2
1
4
Fig. 5. The network model re-arranged as a tight binding
model on a 2D square lattice with four basis states per
”site” (grey squares) at position (x, y) (x+ y = even). The
links between the saddle points in Fig. 4 (indicated here
by ♦) are associated with the basis states (arrowheads).
They are connected by tunneling (thick solid lines) across
the saddle points.
U |ψα〉 = eiωα(E) |ψα〉 (α = 1 . . . . . . 4L) (13)
with eigenvalues 1 (ωα(E) = 0) are the stationary
states of the network with an energy parametrized by
the energy dependent reflection parameter of the sad-
dle points, r ≡ r(E) =
√
1− t2(E).
Interpretation of (12) as a “time dependent” Schro¨-
dinger equation, ψ(M + 1) − ψ(M) = (U − 1)ψ(M),
suggests to relate U to a self-adjoint Hamiltonian H,
H :=
1
2i
(
U
† −U
)
, (14)
with quasi-energy eigenvalues ǫα = ~ωα(E).
Since each lattice point is connected via four saddle
points to its nearest neighbors, U has a 4 × 4 block
structure. Due to the bipartite structure of the links
each of the 4× 4 blocks has a 2× 2 block structure. By
suitably arranging amplitudes one gets
U =

 0 M
N 0

 (15)
which gives for the effective Hamiltonian
H =
1
2i

 0 N
† −M
M
† −N 0

 . (16)
The matrices
M =

 te
iφ1τx−τ
y
+ re
iφ1
reiφ3 −teiφ3τx+τy−

 , (17)
N =

 re
iφ2 teiφ2τx+τ
y
+
teiφ4τx−τ
y
− −reiφ4

 , (18)
are obtained using the scattering matrix S. They con-
tain translation operators τ± connecting neighboring
cells
τx±ψRλ = ψR±exλ τ
y
±ψRλ = ψR±eyλ . (19)
Inserting this into the Hamiltonian one notes that
within a given cell, say at R, the Hamiltonian matrix
elements are proportional to the reflection amplitudes
hRj,Rj−1 =
ir
2
eiφj , (20)
with j = 1, 2, 3, 4 cyclic (such that j−1 := 4 for j = 1).
The eight matrix elements that couple nearest neighbor
cells contain the transmission amplitude t,
hR2,R++3 =
it
2
eiφ2 , hR3,R+−4 =
−it
2
eiφ3 , (21)
hR4,R−−1 =
it
2
eiφ4 , hR1,R−+2 =
it
2
eiφ1 , (22)
with R±± := R + (±1,±1) (Fig. 5). The remaining
matrix elements are the conjugates of these.
When the phases φj are independent of the lattice
point R, and all of the saddle points are identical, the
system is periodic. The Hamiltonian can be diagonal-
ized exactly with a Bloch Ansatz
ψλ(R) = e
iq·Ruλ(q) . (23)
The resulting band structure ǫ(q) can be straighfor-
wardly obtained in a closed form. It consists of two
bands separated by a gap ∆ at q = 0. This can be seen
most easily by considering the eigenvalue problem for
H2 instead of H. Exactly at the energy of the (iden-
tical) saddle points, r = t = 1/
√
2 and the gap van-
ishes, ∆ = 0. For energies close to the saddle point,
one expands r := 1/
√
2 + ∆/4 (∆ ≪ 1). One finds in
this case ∆ = 2
√
(1− 2rt) when assuming∑4j=1 φj =
φ = π wich is equivalent to a flux per lattice site of
Φ = ~φ/e = h/2e.
The formation of the gap can be understood in better
detail by expanding the band structure near q ≈ 0.
One finds for small ∆
ǫ2(q) = ∆2 + (q− eA)2 (24)
with a ”vector potential”A = (1/2) (φ1 − φ3, φ4 − φ2).
In this ”effective mass approximation”, one can show
that the Hamiltonian has the Dirac form
H = (px − eAx)σx +(py − eAy)σy +mσz + φ1 , (25)
with the components of the momentum operator pj =
−~i∂j (j = x, y), the mass m ≡ ∆, and the Pauli
matrices σ1, σ2, σ3.
7
In this Hamiltonian, randomness can be introduced
in different ways. Via randomness in the individual
phases one can make the components of the vector
potential random. Randomizing the total Aharonov-
Bohm phases in the loops produces randomness in the
”scalar potential” φ. Finally, assuming the tunneling
parameters of the saddle points to be random gives
fluctuations in the mass parameter m.
The correspondence between the quantum Hall
problem, certain tight binding models, and the 2D
Dirac model has been noted by several authors
[52,53,54,55,56]. Fisher and Fradkin [52] have reached
the Dirac model starting from a 2D tight binding
model with diagonal on-site disorder in a perpendicu-
lar magnetic field with half a flux quantum per unit
cell. They constructed a field theory for the diffusive
modes which was shown to be in the same universality
class as the orthogonal O(2n, 2n)/O(2n)×O(2n)(n →
0) non-linear σ-model. This implies that all states are
localized as in the absence of a magnetic field and
suggests that if delocalization occurs with magnetic
field, it must be a direct consequence of breaking
time-reversal symmetry instead of some other prop-
erty of the field. Generalizations to the several-channel
scattering problem have also been discussed [53].
Ludwig and collaborators [54] have used a tight bind-
ing model on a square lattice with nearest and next-
nearest neighbor coupling, half a flux quantumper unit
cell and a staggered potential energy µ(−1)x+y as a
starting point. At low energy, this model was shown to
be equivalent to a Dirac model with two Dirac fields.
Without disorder the model exhibits an IQHE phase
transition as a function of a control parameter which
is essentially the mass m of the lighter Dirac field. The
transition belongs to the 2D-Ising universality class.
The associated exponents and the critical transport
properties were determined. The density of states is
ρ(ǫ) =
|ǫ|
π
Θ(ǫ2 −m2) . (26)
It can readily be obtained from (25) with A = 0. Ap-
plying linear response theory to the Dirac system one
can determine the Hall conductivity by calculating the
ratio of, say, the current density in the x-direction, jx
and the electric field, Ey, in the y-direction
σxy ≡ jx
Ey
=
e2
h
m
2π2
∫
d2qdω
[(iω − ǫ)2 − q2 −m2]2 .
(27)
It is found that at zero energy, ǫ = 0, where the above
density of states vanishes, the Hall conductivity jumps
by e2/h at m = 0 (Fig. 6)
σxy(m) = − sgn(m)
2
e2
h
. (28)
The heavier Dirac field contributes towards the Hall
conductivity with e2/2h such that the total Hall con-
ductivity jumps from 0 to e2/h. Simultaneously, the
magneto-conductivity σxx is non-zero,
σxx = σ0
e2
h
δm,0 , (29)
with the Kronecker-symbol δm,0 equal to 1 for m = 0
and 0 for m 6= 0, and the constant σ0 of the order
π/8. The critical point shows time-reversal, particle-
hole and parity invariance. Thus, the clean 2D Dirac
ε
m
xyxy
/
σxy
xy=0
/=0
σ σ
σ
ρ =0 ρ /=0/
=0 =0
Fig. 6. The phase diagram of the ordered Dirac model [54]
showing regions of non-zero density of states ρ (|ǫ| > |m|)
and non-zero Hall conductivity σxy = ± e2/2h (|ǫ| < |m|).
model exhibits a QHT at ǫ = m = 0. By introducing
randomness in the Dirac mass, m = m(x, y), the wave
functions are confined to the contours m(x, y) = 0.
Then, the QHT can be interpreted in terms of quantum
percolation of these states. In the absence of random-
ness of the phases (i.e. the vector potential), the corre-
sponding critical exponent of the correlation length is
that of the classical percolation model.
Introducing disorder in the various parameters of the
model leads to breaking of the symmetries, as indicated
in Table 1. Taking into account only randomness in the
scalar potential, it was argued that the transition can
be described by a symplectic non-linear sigma model.
The case of only a random vector potential can be
treated to a large extend analytically [57,58,59,60,61]
and it has many remarkable properties. The model ex-
hibits a fixed line in this case. The zero-energy wave
function was exactly determined. It was found to be
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Table 1
Symmetry breaking by disorder in the various kinds of pa-
rameters of the Dirac model (p momentum operator; m
Dirac mass parameter; σ vector of the Pauli matrices σx,
σy , σz ; φ scalar potential; A vector potential).
symmetry σ · pmσz φ σ ·A
parity yes no no no
time reversal yes no yes no
particle-hole yes no no yes
extended and showed multifractal scaling. The density
of states was found to show a power law dependence
on the energy near ǫ ≈ 0 with the exponent varying
continuously upon moving along the fixed line while
the diagonal conductivity was found to be constant.
With all three different types of disorders included, the
Dirac model is equivalent to the Chalker-Coddington
network model with randomness in the saddle points
included.
3. One-parameter scaling
Table 2 contains a representative selection of expo-
nents numerically obtained so far from numerical inves-
tigations done on different models. The question arises
how the QHT, i.e its critical properties can be investi-
gated experimentally.
3.1. The scaling picture
As the QHT is a quantum phenomenon in an infi-
nite system at zero temperature, it is obvious that for
determining the critical behavior some extrapolation
method is required. This has been developed [23,24,25]
by starting from the finite size scaling method pre-
viously established for conventional phase transitions
[68].
One defines a quantity X which depends on a set of
parameters xi characterizing the system, such as the
Fermi energy, the variance of the disorder, themagnetic
field, and the system size L,
X = f({xi}, L). (30)
We assume the existence of a scaling law
X = F (χL1/ν , φ1L
y1 , φ2L
y2 , · · · ) , (31)
Table 2
Selection of critical exponents in the lowest Landau band.
Abbreviations: CCN (Chalker-Coddington network model),
CNS (Chern number scaling), DLS (double layer system
with white noise randomness), FRI (finite range impuri-
ties), PTB (Peierls tight binding Hamiltonian), RGF (re-
cursive Green function method), RLM (random Landau
matrix model), RSN (random saddle point network model),
SSC (superspin chain) RSR (real space renormalization),
SCD (self-consistent diagrammatic perturbation theory),
SOS (spin orbit scattering), SRI (short range impurities),
TNS (Thouless number scaling), TMS (transfer matrix scal-
ing), FSS (finite size scaling)
exponent ν model method reference
∞ SRI SCD [62]
≈ 2 PTB TMS [33]
≈ 2.0 SRI RGF [18]
2.35± 0.03 RLM RGF [21,26,27]
2.3± 0.08 RLM RGF [63]
2.4± 0.2 RLM RGF [29]
2.4± 0.1 FRI CNS [64]
≈ 2.3 SOS TNS [65]
≈ 2 DLS TNS [66]
2.5± 0.5 CCN TMS [44]
2.43± 0.18 RSN TMS [67]
2.5± 0.5 CCN RSR [46]
2.39± 0.01 CCN RSR [49]
2.38± 0.4 SSC FSS [80]
with χ being the relevant scaling variable and φi denote
the irrelevant ones. The latter nevertheless can cause
corrections to scaling as long as the system size is finite.
In a numerical calculation they must not be ignored.
These variables characterize distances from the critical
point, ν > 0 is the critical exponent and yi < 0 are
the irrelevant exponents. For large enough system size,
only the relevant scaling variable survives, and (31)
becomes
X = F1
(
L
ξ
)
, (32)
with ξ ∼ χ−ν . The quantity χ as a function of some
control parameter, say x, can be expanded near the
critical point xc
χ = a1(x− xc) + a2(x− xc)2 + · · · . (33)
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For L → ∞, the scaling variable X should show a
singularity at the localization-delocalization critical
point. Most conveniently, the localization lengths
λ(L;x) <∞ of a quasi-1D system can be used, with L
the cross sectional system diameter [23]. Consider now
Λ(L; x) :=
λ(L;x)
L
. (34)
For parameters such that Λ(L → ∞;x) → 0 the sys-
tem is localized with the localization length ξ(x) :=
λ(L→∞;x) <∞. If Λ(L→∞;x)→∞ the system is
delocalized. Here, λ−1(L → ∞;x) corresponds to the
dc-conductivity [23,24]. The critical point is defined by
Λ(L → ∞;x) := Λc = const. Most efficiently, λ(L;x)
can be calculated using the transfer matrix method.
The quasi-1D localization length is then given by the
inverse of the smallest of the Lyapunov exponents of
the transfer matrix [25].
Instead of the localization length one can also con-
sider as scaling variables other physical quantities such
as the conductance, the level statistics and the statis-
tics of the wave functions. However, up to now the most
precise determinations of the critical behavior have
been achieved using the localization lengths (Tab. 2).
3.2. Experimental scaling
Guided by the above one-parameter scaling method,
one can infer the behavior of the localization length
from the scaling behavior of the experimentally deter-
mined conductivity components with temperature T ,
frequency ω or the geometrical size of the sample. In
energy regions where the localization length exceeds
some cutoff length Lc, the wave functions appear effec-
tively as extended, and the longitudinal conductivity
σxx 6= 0. In the localized regions, ξ(E) < L, σxx → 0
for T → 0. Correspondingly, in the latter regions σxy =
const while in the former σxy shows steps between suc-
cessive Hall plateaus. The widths of the conductivity
peaks and/or the width of the steps in the Hall con-
ductivity reflect the widths of the energy regions of the
effectively extended wave functions.
The cutoff length can have very different physical
origins. For system size L → ∞, at finite temper-
ature, phase breaking processes, as for instance in-
duced by electron-phonon or electron-electron scatter-
ing, lead to a temperature dependent phase breaking
length Lφ(T ) ∝ T−p/2. Similiarly, for finite frequency
ω 6= 0, the phase breaking length is Lω ∝ ω−z. On the
other hand, for T → 0 and ω → 0, it is eventually the
geometrical size of the system which plays the role of
the cutoff. In summary,
Lc = min(Lφ, Lω, L) . (35)
For instance, the temperature dependence of the peaks
in the dc-conductivity component σxx and the width of
the corresponding steps in σxy can then be estimated
starting from the idea that the peak width is related
to the width if the energy interval ∆(T ) := 2Ec(T ) of
the effectively extended states determined by the con-
dition Lφ(T ) = ξ(Ec) ∝ |Ec|−ν . This yields ∆(T ) ∝
T p/2ν := T κ [9]. Such a behavior has indeed been found
in many experiments with a non-universal exponent
κ = 0.42 [9,10,11]. An extensive description of the data
collected until 1995, and their interpetation, is given
in [26]. Recent measurements including the frequency
scaling [12,13,14] confirm the scaling picture.
Thus, to the best of our knowledge one can state
that the QHE is indeed a manifestation at finite T of
a universal quantum phase transition at T = 0.
4. The quest for the critical theory
The numerical and experimental evidence for the
universality of the quantum Hall transition raises ex-
pectations that a full characterization of this quantum
critical point will result in the analytical derivation of
its critical exponents and the scaling functions. Soon
after the discovery of the QHE a field theory has been
derived from the microscopic Hamiltonian of the ran-
dom Landau model (1) [70], and (3) [71,72]. It was
shown to have two coupling parameters σ0xx and σ
0
xy,
the longitudinal and Hall conductance as defined on
small length scales of the order of the elastic mean free
path l. This field theory is based on the theory of lo-
calization of electrons in weakly disordered systems.
In order to describe localisation, one needs to go be-
yond perturbation theory in the disordered potential,
and has to take full advantage of the symmetries aris-
ing in the calculation of correlation functions of disor-
dered systems. This complication can be traced back to
the fact that the disorder averaged electron wave func-
tion amplitude 〈ψ(x, t)〉 decays on length scales on the
order of l, and contains no information on localisation.
Rather, in order to capture quantum localisation, one
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needs to consider higher moments of the wave func-
tion amplitudes, such as the impurity averaged evolu-
tion of the electron density n(x, t) = 〈|ψ(x, t)|2〉. Thus,
in a more formal language, a nonperturbative averag-
ing of products of retarded and advanced propagators,
〈GR(E)GA(E′)〉 is needed to obtain information on
quantum localisation.
In a useful anology to the study of spin systems, the
field theoretical approach contracts the information on
localisation into a theory of Goldstone modes Q, aris-
ing from the global symmetry of rotations between the
functional integral representation of the retarded prop-
agator GR (”spin up”) and the advanced propagator
GA (”spin down”). The field theory can either be for-
mulated by means of the replica trick, where the N
replicas can be represented either by N fermionic or N
bosonic fields, yielding a bounded or unbounded sym-
metric space, respectively, on which the modes Q are
defined [70].
Because of the necessity and the difficulty to per-
form the limit N → 0 at the end of the calculation
a more rigorous supersymmetric field theory has been
formulated. This technique represents the product of
Green functions GR(E)GA(E′) by functional integrals
over two fermionic and bosonic field components, com-
posing a supersymmetric field vector ψ. The supersym-
metric representation enables one to perform the aver-
aging over the disorder potential as a simple Gauussian
integral [71,72].
As a result of the averaging one obtains an interact-
ing theory of the fieldsψ containing an interaction term
∝ ψ4, where the interaction strength is proportional to
the variance of the disorder potentialW 2 (2). This term
can now be decoupled by introducing another Gaussian
integral over Q−matrices. Clearly, the field Q should
not be a scalar, otherwise we would simply reintro-
duce the Gaussian integral over the random potential
V . Rather, in order to be able to describe the physics
of localization, the field Q should capture the full sym-
metry of the functional integral representation of the
correlation function. Therefore, the Gaussian integral
is chosen to be over a 4×4 matrix Q which itself is an
element of the symmetric space defined by the matri-
ces A that leave the functional integral invariant under
the transformation ψ → Aψ. In the supersymmetric
formulation, this matrix consists of two blocks of 2×2
matrices whose parameter space consists of a compact
(bounded) and a noncompact (unbounded) sector. The
off-diagonal blocks, so to say the rotations between the
compact and the noncompact sector, are then found to
be parametrised by Grassmann (fermionic) variables.
Correlation functions such as the electron density
and the conductivity can then be obtained from a par-
tition function of these fields Q. The spatial variations
of Q are governed by the action
S[Q] =
π~
4∆τ
∫
dx
L2
TrQ2(x)
+
1
2
∫
dx 〈x|Tr lnG(xˆ, pˆ)|x〉 (36)
where
G−1(xˆ, pˆ) =
[
(ω + iδ)Λ3
2
− (pˆ− qA)
2
2m∗
− V0(xˆ)
+
i~
2τ
Q(xˆ)
]
(37)
where 1/τ is the elastic scattering rate, and∆ themean
level spacing related to the variance of the disorder
potential (2) according to W 2 = ∆~/2πτ . The 4×4
matrix Λ3 is the diagonal Pauli matrix in the sub-basis
of the retarded and advanced propagators, δ > 0 and
ω = E−E′ break the symmetry between the retarded
and advanced sector.
It turns out that the physics of diffusion and locali-
sation, which arises on length scales much larger than
the elastic mean free path l, is governed by the action of
the long wavelength modes ofQ. Thus, one can simplify
and proceed with the analysis by expanding around
a homogeneous solution of the saddle point equation,
δS = 0. For ω = 0, this is
Q =
i
πν
〈x|
[
E −H0 − V0(x) + i
2τ
Q
]−1
|x〉. (38)
This saddle point equation is solved by Q0 = Λ3P ,
which corresponds to the self consistent Born approx-
imation for the self energy of the impurity averaged
Green function. At ω = 0, rotations U which leave the
action invariant yield the complete manifold of saddle
point solutions as Q = U¯Λ3PU , where UU¯ = 1.
The modes which leave Λ3 invariant can be factor-
ized out, leaving the saddle point solutions in this su-
persymmetric theory to be elements of the semi-simple
supersymmetric space Gl(2 | 2)/[Gl(1 | 1)× Gl(1 | 1)]
[72].
In addition to these gapless modes there are massive
longitudinal modes with Q2 6= 1 which only change the
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short distance physics, and not the physics of locali-
sation. They can be integrated out [70,71]. Thus, the
partition function reduces to a functional integral over
the transverse modes U .
The action at finite frequency ω and slow spatial
fluctuations of Q around the saddle point solution can
be found by an expansion of the action S. Inserting
Q = U¯Λ3PU into (36) and performing the cyclic per-
mutation of U under the trace Tr [70] allows a simple
expansion to first order in the energy difference ω and
to second order in the commutator U [H0, U¯ ]. The first
order term in U [H0, U¯ ] is proportional to the local cur-
rent. It is found to be finite only at the edge of the
wire in a strong magnetic field, due to the chiral edge
currents. It can be rewritten as
SxyII = −1
8
∫
dxdy
σ0IIxy (x)
e2/h
STr(Q∂xQ∂yQ) (39)
where the prefactor is the nondissipative term in the
Hall conductivity in self consistent Born approxima-
tion [71]
σ0IIxy (x) = − 1
π
~e2
m2
〈x|(xπy − yπx)ImGRE |r〉, (40)
where π = (~/i)∇− qA. This field theory has now the
advantage that one can treat the physics on different
length scales separately: the physics of diffusion and
localization is governed by the action of spatial varia-
tions of U on length scales larger than the mean free
path l. That is why this field theory is often called dif-
fusive nonlinear sigma model.
The physics on smaller length scales is included in
the coupling parameters of the theory, which is iden-
tified in the above derivation as correlation functions
of Green functions in self consistent Born approxima-
tion, being related to the conductivity by the Kubo-
Greenwood formula,
σ0αβ(ω,x) =
~
πL2
〈x|παGR0EπβGA0E+ω|x〉. (41)
The remaining averaged correlators, involve products
GR0EG
R
0E+ω andG
A
0EG
A
0E+ω and are therfore by a factor
~/τE smaller than the conductivity, and can be dis-
regarded for small disorder. Using the Kubo formula
(41), the action of Q simplifies to
S =
h
16e2
∫
dx
∑
i=x,y
σ0ii(ω = 0,x)Tr
[
(∇iQ(x))2
]
− h
8e2
∫
dxσ0xy(ω = 0,x)Tr [Q∂xQ∂yQ] (42)
where σ0xy(ω = 0,x) = σ
I
xy(ω = 0,x) + σ
II
xy(ω = 0,x)
and σIxy(ω = 0) is the dissipative part of the Hall con-
ductivity in self consistent Born approximation (41).
The first term in this action yields localization in 2D
electron systems, signaled by the presence of a gap in
the field theory. The second term could not be obtained
by any order in perturbation theory. It is of topological
nature. In 2D and for a homogenous Hall conductance
it can be shown that this term can take only discrete
purely imaginary values,
STop = 2πi
h
e2
σ0xyn, (43)
where the integers n count how often the field Q(x) is
winding around its symmetric space as it varies spa-
tially in 2D.
This theory was studied by means of a multi-
instanton expansion, where one sums over all solutions
with different topological numbers n, of the saddle
point equation δS = 0, and integrates out fluctuations
around these instanton solutions on length scales ex-
ceeding l. Thereby one finds that the conductance pa-
rameter σ0xx becomes renormalized to smaller values,
but that this renormalization flow towards localiza-
tion is slowed down at half-integer values of the Hall
conductance, σ0xy = (n + 1/2)e
2/h. This derivation is
valid at large conductance parameters σ0xx. On this
basis the two-parameter scaling of the quantum Hall
transition has been suggested (Fig. 7) [70,73].
0
1/2
1
σ
σ
xx
xy
β
σ
xx
xx
0
σ *
xx
Fig. 7. The conjectured two parameter flow diagram of the
integer quantum Hall effect (left), and the corresponding
β–function, βxx = d lnσxx/d lnL (right) at σxy = 1/2
(dashed line) and at σxy = 0 (full line).
Subsequently, it has been shown rigourously that
this field theory is indeed critical at half integer Hall
conductance parameters σ0xy [70,74,75], and that it has
a spectral gap to fluctuations at other values of σ0xy.
This indicates the localization of the electron eigen-
states of the random Landau model in the tails of the
Landau bands [76]. Since the longitudinal conductance
at the critical point σ∗ is known to be smaller than 1,
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the critical point is located in the strong coupling limit
of the field theory. Thus, it is outside of the validity
of available analytical methods which can be used to
extract quantitative information on the critical expo-
nents.
Recently, there has been nevertheless major
progress, since it has been proven that the Hamilto-
nian of a chain of antiferromagnetically interacting
superspins is equivalent to the nonlinear sigma model
for short ranged disorder at σxy = 1/2 [77], as well as
to the Chalker-Coddington model [78]. These proofs
provide strong analytical support for the notion of
universality of the QHT. This model of antiferromag-
netically interacting superspins has been shown to
be critical [79]. Numerically, the critical exponent ν
was obtained from a finite length scaling of superspin
chains to be ν = 2.38± .4 [80].
So far, no analytical information could be directly
obtained on the critical parameters, the localization
exponent ν and the critical value Λc of the scaling func-
tion. However, building on this model of a superspin
chain, supersymmetric conformal field theories have
been suggested, which ultimately should yield the crit-
ical parameters of the QHT [81,82].
Restricting this theory to quasi-1D, by assuming a
finite width Ly of the quantum Hall bar, of the order
of the unitary noncritical localisation length ξ2Dunit =
l exp(π2σ2xx), which serves as the ultraviolet cutoff of
the conformal field theory, one finds that the critical
value of the scaling function Λc = 1.2 (the ratio of the
localisation length in a Quantum Hall wire and its fi-
nite width Ly, when the energy is in the center of the
Landau band, see Section 3.1) is fixed by the eigenval-
ues of the Laplace-Beltrami operator of this supersym-
metric conformal field theory [82,84]. This is a charac-
teristic invariant of this theory, arising from the con-
formal symmetry (just as the quantisation of angular
momentum arises from the rotational symmetry of a
Hamiltonian). Furthermore, based on the properties
of this constrained class of supersymmetric conformal
field theories, it has been predicted that the distribu-
tion function of local wave function amplitudes is very
broadly, namely log-normally, distributed. This pre-
diction has recently been confirmed by high-accuracy
numerical calculations [85].
The quest to derive the critical exponent of the lo-
calisation length at the QHT from a critical supersym-
metric theory has thus recently gained much progress,
but is still not yet complete .
5. The mesoscopic quantum Hall transition
Until here, the localization-delocalization transition
in infinite systems with periodic boundary conditions
in one direction has been considered. Using this model,
it has been shown that disorder removes the degeneracy
of the Landau bands and introduces delocalized states
only at one energy in each band.
If Dirichlet boundary conditions are used the degen-
eracy of the Landau levels is removed even without dis-
order due to the confining potential. The eigenenergies
form bands ǫn(X) which start at the positions of the
Landau levels and ǫn(X) ∝ X2 for X ≫ L. In the lat-
ter energy region, the wave functions are 1D objects.
They are delocalized along the edges of the system.
They have chiral character such that the corresponding
probability currents propagate in opposite directions
at opposite edges. In the perpendicular direction, the
edge wave functions are sharply localized with a dis-
tance ≪ ℓB. It has been shown that the quantization
of the Hall conductance can be understood in terms of
these edge states [8]. Commonly, it is argued that dis-
order does not influence the edge states since forward
and backward scattering are spatially separated.
However, numerical data indicate that this is not
always true. For short-range disorder, edge and bulk-
localized states can mix [86]. Then, several questions
can be asked. For instance, can the extended wave
functions near the centers of the Landau bands coex-
ist with the edge states in the presence of disorder? If
they don’t, what are the localization properties of the
mixed states? Where do the 1D delocalized edge states
go if the confining potential is continously depleted?
In order to study such questions, quantum Hall
wires with a finite width have to be considered.
This has been done previously with the emphasis on
conductance fluctuations [87,88], edge state mixing
[89,90,91,92,93,94,95] and the breakdown of the QHE
[96]. It has been suggested that edge wave functions
might become localized if in the presence of white
noise disorder edge and bulk states mix [92,93,95].
That this is indeed the case has been shown recently
analytically and numerically [97]. In particular, it has
been demonstrated that for T = 0 the two-terminal
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conductance and the Hall conductance of a quantum
wire in a magnetic field exhibit discontinuous transi-
tions between the integer plateau values and zero, for
uncorrelated disorder and hard wall confinement, as
shown in Fig. 8. This is shown to be caused by chiral-
metal to insulator transitions of the quasi-1D edge
states, driven by a crossover from 2D to 1D localiza-
tion of the bulk states. These metal-insulator transi-
tions resemble first-order phase transitions in the sense
that the localization length abruptly jumps between
exponentially large and finite values. In the thermody-
namic limit fixing the aspect ratio c = L/Ly when send-
ing L → ∞, and only then c → ∞, the two termional
conductance jumps between exactly integer values and
zero conductance. The transitions occur at energies
where the localization length of the bulk states is equal
to the geometrical wire width, and m edge states can
mix. When this happens, the electrons are free to dif-
fuse between the wire boundaries but become Ander-
son localized along the wire.
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Fig. 8. Black curve (left scale): two-terminal conductance
σ of a quantum Hall wire described by the Peierls tight
binding model (lattice constant a) with Dirichlet boundary
conditions (width Ly = 80 a, length L = 5000 a, disorder
W = 0.8V , magnetic field 0.025 flux quanta per unit cell)
in units of e2/h as a function of the energy E (units V ).
Blue curve (right scale): localization length ξ(E) calculated
with the transfer matrix method for a quantum wire with
periodic boundary conditions (L ≤ 100000 a); horizontal
red line: Ly = 80 a. Inset: schematic phase diagram of the
quantum Hall wire with L ≫ Ly. Full lines: boundaries
where σxy jumps from me2/h to 0 (m integer, Ly = ℓcycl,
dotted).
6. Conclusion
In conclusion, we have reviewed the standard mod-
els of localization in the quantumHall regime. We have
provided an overview of the numerical results for the
critical exponent of the localization length. The fact
that these were obtained by using completely different
models including white noise and long range correlated
disorder stongly suggests that the QHT is a univer-
sal quantum phase transition. This also suggests that
as long as interactions can be treated on a mean field
level the critical exponent is not changed. Many exper-
imental data indicate that the QHE is a manisfesta-
tion of this quantum phenomenon. For quasi-1D quan-
tum Hall systems, we have predicted that the mixing
of bulk and edge states near the centers of the Landau
levels leads to a crossover between 2D and 1D local-
ization with drastic consequences for the conductance:
the two-terminal conductance drops sharply from the
plateau value to zero conductance at the energies where
the bulk localization length is equal to the geometrical
width of the system. This mesoscopic quantum-Hall-
insulator transition should be observable in quantum
wires with short range disorder.
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