Abstract. Let H(D) be the linear space of all analytic functions on the open unit disc D. We define S ∞ by the linear subspace of all f ∈ H(D) with bounded derivative f ′ on D. We give the characterization of surjective, not necessarily linear, isometries on S ∞ with respect to the following two norms:
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Let f ′ be the derivative of f ∈ H(D). Novinger and Oberlin [19] obtained the characterization of complex linear isometries on the space The following are the main results of this paper. 
The identity function on D is denoted by id. We refer the reader to [3] for information about uniform algebras.
Let a ∈ D and T ∈ {T, {a}}. We define
Then X T is a compact Hausdorff space with the product topology. For each f ∈ S ∞ , we define f by
As we mentioned, f ∈ " A(D) and " f ′ ∈ A for f ∈ S ∞ . We define a normed linear subspace B T of C(X T ) by
. Thus, we observe that
For each x ∈ X T , we define the point evaluational functional δ x : B T →
C at x by
We define the complex linear map To analyze isometries on S ∞ , we need some properties of the maximal ideal space M of H ∞ (D). We refer the reader to the following books for information about the maximal ideal space M of H ∞ (D), [10] and [12] .
Proof. Let x j = (z j , η j , w j ) ∈ X T for j = 1, 2 with x 1 = x 2 . Suppose that z 1 = z 2 , and we set ξ j = " id(η j ) ∈ T for j = 1, 2. Then we have three cases to consider.
Then we obtain f (z 1 ) = 0 = f (z 2 ) and "
Case 2. ξ j ∈ {z 1 , z 2 } and ξ k ∈ {z 1 , z 2 } for j, k ∈ {1, 2} with j = k.
Without loss of generality, we may and do assume that ξ 1 ∈ {z 1 , z 2 } and ξ 2 ∈ {z 1 , z 2 }. For functions
, we see that
and
We set g = g 1 g 2 ∈ S ∞ , and then g(z 1 ) = 0 = g(z 2 ). The multiplication
Since g ′ is a polynomial, it is constant on each fiber
and then we see that h(z 1 ) = 0 = h(z 2 ) and "
. By the choice of ξ j , we have " h ′ (ξ j ) = 0 for j = 1, 2. By (2.1), we get
Now we assume that z 1 = z 2 and w 1 = w 2 . We have that id(x 1 ) =
If z 1 = z 2 and w 1 = w 2 , then we have η 1 = η 2 . Since the Gelfand
such that v(η 1 ) = v(η 2 ). As z 1 = z 2 and w 1 = w 2 , we see that
by (2.1) and (2.3).
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Consequently, f (x 1 ) = f (x 2 ) for some f ∈ B T , as is claimed.
Essential ideas of Proof of Lemmas 2.2 and 2.3 are due to Osamu
Hatori. The author is grateful for his comments and suggestions on them. 
. Since z ν ∈ W 0 , we have |z ν | ≤ 1 − ε 0 , and then |z ν − ξ 0 | ≥ ε 0 for all ν. By the choice of η and {z ν }, we obtain
Thus we have that cl
Proof. Let ε > 0, η 0 ∈ ∂A and let V be an open neighborhood of η 0 in M. Let 2ε 0 = min{ε, 1}, and we set W 0 = {z ∈ D : 1 − ε 0 < |z|} and
hence η 0 ∈ cl(W 0 ). We shall prove that η 0 is an interior point of cl(W 0 ). we get η ν ∈ W 1 ⊂ D, and hence |η ν | < 1 − ε 0 for all ν. Therefore,
We have proven that η 0 is an interior point of cl(W 0 ).
We set V 1 = V ∩ O 1 , and then V 1 is an open neighborhood of η 0 with
the Choquet boundary for A, there exists
We show that f D ≤ ε. Let z 0 be an arbitrary point of D. If
, and thus
we obtain z r ∈ W 1 . Then we have that |f (z r )| ≤ ε 0 by the fact proved in the last paragraph. Recall that |z r | = 1 − rε 0 and |z 0 | ≥ 1 − ε 0 by the choice of z r and z 0 . Then we get |z r − z 0 | < rε 0 . It follows that
Since r > 1 is arbitrary, we obtain |f
We thus conclude that |f | ≤ ε on D, and consequently f D ≤ ε.
Let µ be a representing measure for δ x 0 , that is, µ is a regular Borel 
, then the Dirac measure concentrated at x 0 is the unique representing measure for δ x 0 .
Proof.
. Let µ be a representing measure for δ x 0 . We shall prove that µ({x 0 }) = 1. Set Here, we remark that we need the assumption that η 0 ∈ " id −1 (z 0 ) for the case when T = T; in fact, if T = {a}, then z 0 = a. Therefore,
Since µ is a representing measure for δ x 0 , the fact that µ(R) = 1 implies
Since µ(R) = 1, we have that
This shows that µ({z 0 } × {η 0 } × {w 0 }) = 1, and hence µ({x 0 }) = 1.
We have that µ is a Dirac measure concentrated at x 0 = (z 0 , η 0 , w 0 ), as is claimed.
Recall that
that is, the set of all x ∈ X T such that δ x is an extreme point of (B T ) * 1 , the closed unit ball of the dual space (B T ) * of (B T , · X T ). We denote by ext((B T ) * 1 ) the set of all extreme points of (B T ) *
. By the Arens-
Kelly theorem, we see that ext((B T ) * 
and thus χ j ( 1) = 1 = χ j for j = 1, 2, where · is the operator norm on (B T ) * . Let σ j be a representing measure for χ j , that is,
. We see that σ j is a probability measure
is a representing measure for δ x 0 . It follows from Lemma 2.6 that (σ 1 + σ 2 )/2 is the Dirac measure τ x 0 concentrated at x 0 . Since σ j is a positive measure, σ j (E) = 0 for each Borel set E with x 0 ∈ E. Hence σ j = τ x 0 for j = 1, 2, and
and thus x 0 ∈ Ch(B T ). This shows that K 0 ⊂ Ch(B T ).
Let · ς = · Σ or · ς = · σ and T a surjective, not necessarily linear, isometry from (S ∞ , · ς ) onto itself. Define a mapping
By the Mazur-Ulam theorem [15, 21] , T 0 is a surjective, real linear
be a mapping defined by
Then we see that U is a surjective complex linear isometry (see (2.1) and (2.2)). Denote UT 0 U −1 by S; the mapping S :
We define a mapping
for χ ∈ (B T ) * and f ∈ B T , where Re z denotes the real part of a complex number z. The mapping S * is a surjective real linear isometry with respect to the operator norm on (B T ) * (cf. [20, Proposition 5.17] ).
This shows that S * preserves extreme points, that is,
Proof. If T = {a}, then the condition that η 0 ∈ " id −1 (z 0 ) is automatically satisfied (see Proof of Lemma 2.6). Then we see that
and O an open neighborhood of
To this end, we may assume that x 0 ∈ K 0 , and hence
By the definition of the product topology, we can choose open sets
Choose z 1 ∈ W 1 with z 0 = z 1 , and then we obtain
The idea of the following lemma is due to Professor Kazuhiro Kawamura. The author is grateful for his suggestion.
Lemma 2.9. Let B = {λδ x : λ ∈ T, x ∈ X T } be a topological subspace of (B T ) * 1 with the relative weak*-topology. Let T × X T be the compact
Hausdorff space with the product topology for T ∈ {T, {a}}, a ∈ D.
Then the map h :
Proof. By the definition of the map h we see that h is surjective. Since 
Proof. Let h be the homeomorphism as in Lemma 2.9. Then we have
and hence we observe that
By the definition of the map h, we have h(T × X T ) = B, and hence
We denote by cl E (M) the closure a subset M in a topological space E. By Lemma 2.8, K 0 is dense in X T , and thus cl X T (K 0 ) = X T . Since the map h is a homeomorphism, we get
* is a surjective isometry with the operator norm, it is a homeomorphism with respect to the weak*-topology on (B T )
which implies S * (B) ⊂ B. By the same arguments, applied to S −1 * , we have that S −1 * (B) ⊂ B, and thus S * (B) = B is proven.
Characterization of the induced map S
In this section, we use the same notation as in the previous section. We assume that S : B T → B T is a surjective real linear isometry that satisfies (2.6), and S * : (B T ) * → (B T ) * is a surjective real linear isometry defined by (2.7).
Definition 3.1. Let h : T × X T → B be a homeomorphism defined in Lemma 2.9. Let p 1 : T × X T → T and p 2 : T × X T → X T be the natural projections from T × X T onto the first and second coordinate, respectively. We define maps α : T × X T → T and Φ :
Recall that S * is a real linear isometry with S * (B) = B, and thus S * is a homeomorphism with respect to the relative weak*-topology. Hence α and Φ are both well-defined, surjective continuous maps.
By the definitions of α and Φ, (h
for every (λ, x) ∈ T × X T .
Proof. Let x ∈ X T , and we set λ 0 = (1 + i)/ √ 2 ∈ T. By the real linearity of S * , we obtain
Lemma 3.2. There exists a continuous function s 0 :
Lemma 3.1. We define K + and K − by
Then we have X T = K + ∪ K − and K + ∩ K − = ∅. By the continuity of the functions α 1 = α(1, ·) and α i = α(i, ·), we see that K + and K − are both closed subsets of X T . Hence, the function s 0 : X T → {±1}, defined by
is continuous on X T . Then we have that α i (x) = is 0 (x)α 1 (x) for every
Lemma 3.3. Let s 0 be the continuous function as in Lemma 3.2. For each λ = r + it ∈ T with r, t ∈ R and x ∈ X T ,
for all f ∈ B T .
Proof. Let λ = r + it ∈ T with r, t ∈ R and x ∈ X T . Recall that
Since S * is real linear, we have
and thus
The evaluation of this equality at 1 ∈ B T shows that α λ (x) = α 1 (x)(r + its 0 (x)).
Since λ = r + it ∈ T and s 0 (x) ∈ {±1}, r + its 0 (x) = λ s 0 (x) and hence
Definition 3.2. Let q j be the projection from X T = T × ∂A × T onto the j-th coordinate of X T for j = 1, 2, 3. Let Φ : T × X T → X T be the map as in Definition 3.1. We define φ :
respectively.
For each λ ∈ T, we also denote φ λ (x) = φ(λ, x), ψ λ (x) = ψ(λ, x) and
By the definition of φ, ψ and ϕ, Φ(λ, x) = (φ(λ, x), ψ(λ, x), ϕ(λ, x))
for every (λ, x) ∈ T × X T . By (2.1),
for all f ∈ S ∞ and (λ, x) ∈ T×X T . Note that φ, ψ and ϕ are surjective and continuous since so is Φ (see Definition 3.1).
Lemma 3.4. The function φ 1 : X T → T is a surjective function with
for all x ∈ X T and λ ∈ T.
Proof. Let x ∈ X T . First, we show that φ λ (x) ∈ {φ 1 (x), φ i (x)} for all λ ∈ T. Suppose, on the contrary, that φ λ 0 (x) ∈ {φ 1 (x), φ i (x)} for some λ 0 ∈ T \ {1, i}. Then there exists a polynomial f 0 ∈ S ∞ such that
By (3.2), we have f 0 (Φ(λ 0 , x)) = 1 and f 0 (Φ(1, x)) = 0 = f 0 (Φ(i, x)).
Substituting these equalities into (3.1) to get λ s 0 (x) 0 = 0, which contradicts λ 0 ∈ T. Consequently, we have φ λ (x) ∈ {φ 1 (x), φ i (x)} for all λ ∈ T and x ∈ X T .
We next prove that φ 1 (x) = φ i (x) for all x ∈ X T . To this end, suppose not. Then there exists x 0 ∈ X T such that φ 1 (x 0 ) = φ i (x 0 ).
} by the previous paragraph. We consider the case when φ λ 1 (x 0 ) = φ 1 (x 0 ). We choose a polynomial f 1 ∈ S ∞ so that
Substituting these equalities into (3.2), we get f 1 (Φ(i, x 0 )) = 1 and (1, x 0 ) ). By (3.1), we obtain 0 = is 0 (x 0 ), which contradicts s 0 (x 0 ) ∈ {±1}. By a similar arguments, we can reach a contradiction even when φ λ 1 (x 0 ) = φ i (x 0 ). Thus, we get φ 1 (x) = φ i (x) for all x ∈ X T , and consequently φ λ (x) = φ 1 (x) for all λ ∈ T and
We show that φ 1 is surjective. Let ξ ∈ T . Since φ is surjective, there exists (λ, x) ∈ T × X T such that φ(λ, x) = ξ. By the fact proved in the last paragraph, we obtain φ 1 (x) = φ λ (x) = φ(λ, x) = ξ. This yields the surjectivity of φ 1 .
By a similar argument to Lemma 3.4, we can prove that ψ λ (x) = ψ 1 (x) for all λ ∈ T and x ∈ X T . Just for the sake of the completeness, here we give its proof.
Lemma 3.5. The function ψ 1 : X T → ∂A is a surjective continuous function with ψ λ (x) = ψ 1 (x) for all x ∈ X T and λ ∈ T.
for all f ∈ S ∞ and λ ∈ T.
First, we show that ψ λ (x) ∈ {ψ 1 (x), ψ i (x)} for all λ ∈ T. Suppose, on the contrary, that ψ λ 0 (x) ∈ {ψ 1 (x), ψ i (x)} for some λ 0 ∈ T \ {1, i}.
Then there exists a polynomial f 0 ∈ S ∞ such that , x) ). If we substitute these equalities into (3.1), we obtain λ
We next prove that ψ 1 (x) = ψ i (x) for all x ∈ X T . Suppose that there
Then ψ λ 1 (x 0 ) ∈ {ψ 1 (x 0 ), ψ i (x 0 )} by the previous paragraph. If we assume ψ λ 1 (x 0 ) = ψ 1 (x 0 ), then we can choose a polynomial f 1 ∈ S ∞ so that
Applying these equalities to (3.3), we obtain f (Φ(i, x 0 )) = ϕ i (x 0 ) and
, which is impossible. We can reach a similar contradiction even if ψ λ 1 (x 0 ) = ψ i (x 0 ). Therefore, we conclude that
Finally, since ψ is surjective, for each η ∈ ∂A there exists (λ, x) ∈ X T such that ψ(λ, x) = η. By the last paragraph, we see that η = ψ λ (x) = ψ 1 (x), which shows the surjectivity of ψ 1 .
T. MIURA Lemma 3.6. Let ϕ 1 and ϕ i be functions from Definition 3.2. There exists a continuous function s 1 :
for all x ∈ X T .
Proof. Let x ∈ X T . According to Lemmas 3.4 and 3.5, we can write
If we apply these equalities to (3.1), then we obtain √ 2 λ
As ϕ λ (x) ∈ T for all λ ∈ T, we have that
By the continuity of ϕ 1 and ϕ i , there exists a continuous function
In the rest of this paper, we denote a + ibs by [a + ib] s for a, b ∈ R and s ∈ {±1}. Thus, for each λ ∈ C,
Lemma 3.7. For each f ∈ S ∞ and x ∈ X T ,
Proof. Let f ∈ S ∞ and x ∈ X T . By the definition (2.7) of S * , we have
for every χ ∈ (B T ) * . Taking χ = δ x and χ = iδ x into the last equality, we get
respectively, where Im z is the imaginary part of a complex number z.
Therefore,
Recall that S * (δ x ) = α 1 (x)δ Φ(1,x) by definition, and
by Lemma 3.2. Substitute these two equalities into (3.5) to obtain
Lemmas 3.4, 3.5 and 3.6 imply that Φ(1, x) = (φ 1 (x), ψ 1 (x), ϕ 1 (x)) and
. Applying these two equalities to the above formula of S( f )(x), it follows from (2.1) that
This completes the proof.
Proof of the main results
In this section, we shall simplify equality (3.4). By (2.6), S( f ) = T 0 (f ) for f ∈ S ∞ . Applying (2.1), we can rewrite equality (3.4) as
for all f ∈ S ∞ and x = (z, η, w) ∈ X T = T × ∂A × T for T ∈ {T, {a}} with a ∈ D.
Lemma 4.1. Let x = (z, η, w) ∈ X T . The value φ 1 (x) is independent of w ∈ T.
Proof. Let z ∈ T , η ∈ ∂A. For each triple of ξ 1 , ξ 2 , ξ 3 ∈ T, we show that the set G = {φ 1 (z, η, ξ j ) : j = 1, 2, 3} contains at most two points.
Assume that the set G contains three distinct points. Then w 1 , w 2 and w 3 are mutually distinct. We set x j = (z, η, ξ j ). By our hypothesis,
and φ 1 (x 3 ) are distinct points. There exists a polynomial
and " f ′ (ψ 1 (x j )) = 0 (j = 1, 2, 3).
Substituting the above equalities into (4.1), we obtain
Since ξ 2 = ξ 3 , the last equalities yield
Hence, the set G contains at most two points, as is claimed.
We now prove that the value φ 1 (z, η, w) is independent of w ∈ T.
Since φ is continuous, so is the function w → φ 1 (z, η, w) for w ∈ T.
Thus, the set φ 1 (z, η, T) = {φ 1 (z, η, w) : w ∈ T} is connected. Suppose that φ 1 (z, η, w 1 ) = φ 1 (z, η, w 2 ) for some w 1 , w 2 ∈ T. Then we have φ 1 (z, η, w) ∈ {φ 1 (z, η, w 1 ), φ 1 (z, η, w 2 )} for all w ∈ T by the fact proved in the last paragraph. This contradicts the connectedness of the set φ 1 (z, η, T). Hence φ 1 (z, η, w 1 ) = φ 1 (z, η, w 2 ) for all w 1 , w 2 ∈ T. This implies that the value φ 1 (z, η, w) is independent of w ∈ T.
Proof. Let z ∈ T and η ∈ ∂A. For each triple of ξ 1 , ξ 2 , ξ 3 ∈ T, we prove that the set H = {ψ 1 (z, η, ξ j ) : j = 1, 2, 3} contains at most two points. Suppose, on the contrary, that H has three points. Then ξ 1 , ξ 2 and ξ 3 are mutually distinct. We set x j = (z, η, ξ j ) for j = 1, 2, 3.
By Lemma 4.1, φ 1 (x j ) is independent of j. Since H has three distinct points, there exists a polynomial f ∈ S ∞ such that
Equality (4.1) with the above equalities shows that
As ξ 2 = ξ 3 , the last equalities show that
We thus conclude that the set H has at most two points.
We show that the value ψ 1 (z, η, w) is independent of w ∈ T. The set ψ 1 (z, η, T) = {ψ 1 (z, η, w) : w ∈ T} is connected on T since ψ 1 is continuous. By the last paragraph, we see that ψ 1 (z, η, w 1 ) = ψ 1 (z, η, w 2 )
T. MIURA for each w 1 , w 2 ∈ T. Hence, the value ψ 1 (x, η, w) does not depend on w ∈ T, as is claimed.
Lemma 4.3. Let s 0 and s 1 are functions as in Lemmas 3.2 and 3.6, respectively. For x = (z, η, w) ∈ X T , the values s 0 (x) and s 1 (x) are independent of z ∈ T and w ∈ T.
Proof. Let k = 0, 1 and η ∈ ∂A. The function s k (·, η, ·), which sends
subset of {±1}. Then we deduce that the value s k (z, η, w) does not depend on z ∈ T and w ∈ T.
By Lemmas 4.1, 4.2 and 4.3 we may write φ 1 (z, η, w) = φ 1 (z, η),
Then we can rewrite equality (4.1) as follows:
for all f ∈ S ∞ and x = (z, η, w) ∈ X T .
Proposition 4.4. Let λ, µ ∈ C. If |λ + µw| = 1 for all w ∈ T, then λµ = 0 and |λ| + |µ| = 1.
Proof. Suppose, on the contrary, that λµ = 0. Choose w 1 ∈ T so that µ w 1 = λ|µ||λ| −1 , and set w 2 = −w 1 . By hypothesis, |λ + µ w 1 | = 1 = |λ + µ w 2 |, that is,
Since ∂A is a boundary for A, ÿ T 0 (λ1) ′ is identically zero on M.
We see that T 0 (λ1) is constant on D since D is connected. We set
This shows that s 0 is a constant function on ∂A. We set c = c s 0
1 , and
By Lemma 4.5, equality (4.2) is reduced to
for every f ∈ S ∞ and x = (z, η, w) ∈ T × ∂A × T.
Lemma 4.6. Let c ∈ T be the constant as in Lemma 4.5. Then
s 0 for all z ∈ T and η ∈ ∂A; in particular, the function φ 1 is independent of the variable η ∈ ∂A.
Proof. Let z 0 ∈ T and η 0 ∈ ∂A. We set ξ = φ 1 (z 0 , η 0 ) and g = id−ξ1 ∈ S ∞ . By the definition of φ, we see that ξ ∈ T. Then g(φ 1 (z 0 , η 0 )) = 0 and g ′ = 1, and thus, by (4.4), (4.5)
for all w ∈ T. Hence | ÷z ∈ T and η ∈ ∂A. This shows that the function φ 1 is independent of the variable η ∈ ∂A.
Lemma 4.7. For each (z, η, w) ∈ T × ∂A × T,
and ϕ 1 (z, η, w) = w s 0 s 1 (η) ϕ 1 (z, η, 1).
In particular, the function ϕ 1 does not depend on the variable z ∈ T.
Lemma 4.6. Substituting this equality and f = id into (4.4), we obtain
If we take w = 1 in the last equality,
c, ϕ 1 (z, η, 1) ∈ T (see Definition 3.2 and Lemma 4.5). We have that
Proof of Theorem 1. Let f ∈ S ∞ , z 0 ∈ T and η 0 ∈ ∂A. By Lemma 4.7,
for all w ∈ T. Lemmas 4.6 and 4.7
show that φ 1 and ϕ 1 are independent of η ∈ ∂A and z ∈ T, respectively.
Thus we may write φ 1 (z, η) = φ 1 (z) and ϕ 1 (z, η, w) = w s 0 s 1 (η) ϕ 1 (η) for all (z, η, w) ∈ X T . Now equality (4.4) is reduced to Recall that φ 1 (z) = φ 1 (z, η, w) is surjective by Lemma 3.4. Equality
Then, by (4.9),
and thus ρ is injective, as is claimed. The function
is an analytic function on D, which is a homeomorphism on D as well. It is well-known (cf. [20, Theorem 12.6] ) that for such a function ρ there exist λ ∈ T and b ∈ D such that
Differentiating both sides of (4.11), we see that ρ
This implies that b = 0: In fact, if b = 0, then we substitute z = ±b/|b| into the equality 1 − |b| 2 = |1 − bz| 2 to obtain
which is impossible. Therefore, we have b = 0, and consequently ρ(z) = λz for all z ∈ D. By (4.9) we conclude that T 0 (f )(z) = cf (λz) for all f ∈ S ∞ and z ∈ D, or T 0 (f )(z) = cf (λz) for all f ∈ S ∞ and z ∈ D. By (2.5), T 0 = T − T (0), and thus T (f ) = T (0) + T 0 (f ) is of the desired form.
Conversely, if T is of the above form, then it is easy to check that T is a surjective isometry on S ∞ with · Σ .
Proof of Theorem 2.
In this subsection, we consider the case
for all x = (z, η, w) ∈ T × ∂A × T by (4.2). By definition, φ 1 is a map from T × ∂A × T to T . Since T = {a}, we have that φ 1 is a constant function which takes the value a. In addition, we may write ψ 1 (η) = ψ 1 (z, η) and ϕ 1 (z, η, w) = ϕ 1 (η, w) for (z, η) ∈ {a} × ∂A and w ∈ T. Now we obtain the following equality
for all f ∈ S ∞ and x = (a, η, w) ∈ X {a} = {a} × ∂A × T.
Lemma 4.8. There exists c 0 ∈ T such that ÷ T 0 (1) = c 0 on D and
In particular, the value α 1 (a, η, w) is independent of the variable w ∈ T.
where [a, z] denotes the straight line interval from a to z in D. Then
and hence
We may regard I a as a complex linear operator from
Since the Gelfand transform from H ∞ (D) onto A is an isometric isomorphism, we see that the mapping W is well-defined.
and η ∈ ∂A, where we have used that s 0 is a constant function. The last equality, combined with (4.21), shows that
for v ∈ A and η ∈ ∂A. Note that c 0 , ϕ 1 (η) ∈ T by definition (see We show that W is surjective. By the surjectivity of T 0 :
on ∂A. Since ∂A is a boundary for A, we see that
and hence T 0 (c g )
Combining this equality with (4.22), we deduce
for all η ∈ M. Equality (4.21) shows that W( " g ′ )(η) = ¤ T 0 (I a (g ′ )) ′ (η) = v 0 (η) for all η ∈ M, which yields the surjectivity of W : A → A.
Hence W is a surjective real linear isometry on the uniform algebra 
