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A LOCALIZATION THEOREM AND BOUNDARY REGULARITY
FOR A CLASS OF DEGENERATE MONGE AMPERE
EQUATIONS
OVIDIU SAVIN
Abstract. We consider degenerate Monge-Ampere equations of the type
detD2u = f in Ω, f ∼ dα∂Ω near ∂Ω,
where d∂Ω represents the distance to the boundary of the domain Ω and α > 0
is a positive power. We obtain C2 estimates at the boundary under natural
conditions on the boundary data and the right hand side. Similar estimates
in two dimensions were obtained by J.X. Hong, G. Huang and W. Wang in
[HHW].
1. Introduction
In this paper we discuss boundary regularity for solutions to degenerate Monge-
Ampere equations of the type
detD2u = f in Ω, f ∼ dα∂Ω near ∂Ω,
where d∂Ω represents the distance to the boundary of a convex domain Ω and α > 0
is a positive power.
Boundary estimates for the Monge-Ampere equation in the nondegenerate case
f ∈ C(Ω), f > 0, were obtained starting with the works of Ivockina [I], Krylov [K],
Caffarelli-Nirenberg-Spruck [CNS] (see also [C, TW, W]). The general strategy for
the C2 estimates in the nondegenerate case is to obtain first a bound by above for
the second derivatives on ∂Ω, and then to use the equation and bound all the pure
second derivatives by below. When f = 0 on ∂Ω this bound cannot hold since some
second derivative becomes 0. In this paper we show that, under general conditions
on the data, in a neighborhood of ∂Ω only one second derivative tends to 0 and
all tangential pure second derivatives are continuous and bounded by below away
from 0. The difficulty in proving this result lies in the fact that the tangential pure
second derivatives are only subsolutions for the linearized operator, and therefore
it is not clear whether or not such a lower bound is satisfied. In the case of two
dimensions J.X. Hong, G. Huang and W. Wang in [HHW] used that the tangential
second derivative is in fact a solution to an elliptic equation and showed that u ∈ C2
up to the boundary.
In this paper we study the geometry of boundary sections in the degenerate case
when f behaves in a neighborhood of ∂Ω as a positive power of the distance to ∂Ω.
We use the compactness methods developed in [S1] where a localization theorem
for boundary sections of solutions to the Monge-Ampere equation was obtained.
In Theorem 2.1 we show that a localization theorem holds also in the degenerate
case, and it states that boundary sections have the shape of half-ellipsoids. We
achieve this by reducing the problem to the study of tangent cones for solutions to
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degenerate Monge-Ampere equations that have a singularity on ∂Ω. Then we use
the ideas from [S2] where the regularity of such tangent cones was investigated for
the classical Monge-Ampere equation.
Before we state our main results we recall the notion for a function to be C2 at
a point. We say that u is C2 at x0 if there exists a quadratic polynomial Qx0 such
that, in the domain of definition of u,
u(x) = Qx0(x) + o(|x − x0|2).
Throughout this paper we refer to a linear map A of the form
Ax = x+ τxn, with τ · en = 0,
as a sliding along xn = 0. Notice that the map A is the identity map when is
restricted to xn = 0 and it becomes a translation of vector sτ when is restricted to
xn = s .
Let Ω be a bounded convex domain such that ∂Ω is C1,1 at the origin, that is
0 ∈ ∂Ω and
(1.1) Ω ⊂ {xn > 0}, and Ω has an interior tangent ball at the origin.
We are interested in the behavior near the origin of a convex solution u ∈ C(Ω) to
the equation
(1.2) detD2u = g(x) dα∂Ω, α > 0,
where g is a nonnegative function that is continuous at the origin, g(0) > 0.
Our main theorem is the following pointwise C2 estimate at the boundary (see
also Theorem 2.4 for a more precise quantitative version).
Theorem 1.1. Let Ω, u satisfy (1.1), (1.2) above. Assume that
u(0) = 0, ∇u(0) = 0, u = ϕ on ∂Ω,
and the boundary data ϕ is C2 at 0, and it separates quadratically away from 0.
Then u is C2 at 0. Precisely, there exists a sliding A along xn = 0 and a constant
a > 0 such that
u(Ax) = Q0(x
′) + ax2+αn + o(|x′|2 + x2+αn ),
where Q0 represents the quadratic part of the boundary data ϕ at the origin.
If the hypotheses above hold and ∂Ω ∈ C2, ϕ ∈ C2, g ∈ Cβ in a neighborhood
of 0, then u ∈ C2(Ω∩Bδ), for some small δ > 0 (see Theorem 2.6). Here we require
g ∈ Cβ only to guarantee the C2 regularity at interior points close to ∂Ω.
It is worth remarking that the C2 estimate of Theorem 1.1 does not hold for
harmonic functions or solutions to the classical Monge-Ampere equation. In these
cases we need stronger assumptions on ∂Ω and ϕ, i.e. to be C2,Dini at the origin.
In a subsequent work we intend to use Theorem 1.1 and perturbations arguments
to obtain C2,β and higher order estimates when the data ∂Ω, ϕ, g is more regular.
Our second result which is closely related to Theorem 1.1 is a Liouville theorem
for degenerate solutions to Monge-Ampere equations defined in half-space.
Theorem 1.2. Assume u ∈ C(Rn+) satisfies
(1.3) detD2u = xαn , u(x
′, 0) =
1
2
|x′|2.
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If there exists ε > 0 small such that u = O(|x|3+α−ε) as |x| → ∞, then
u(Ax) = bxn +
1
2
|x′|2 + x
2+α
n
(1 + α)(2 + α)
,
for some sliding A along xn = 0, and some constant b.
We remark that Theorem 1.2 holds also for α = 0. The theorem states that
solutions to (1.3) that grow at a power less than |x|3+α at ∞ are unique modulo
additions of c xn and domain deformations given by slidings along xn = 0. Clearly,
both transformations leave (1.3) invariant. The growth condition at infinity is
necessary since
x21
2(1 + xn)
+
1
2
(x22 + ...+ x
2
n−1) +
x2+αn
(1 + α)(2 + α)
+
x3+αn
(2 + α)(3 + α)
satisfies also (1.3).
In the two dimensional case Theorem 1.2 follows easily after performing a partial
Legendre transform in the x1 direction. Then the problem reduces to the classifica-
tion of solutions to a linear equation defined in half-space. However this approach
does not seem to work in higher dimensions.
Theorem 1.1 applies when the right hand side f , which may depend also on u
and ∇u, is expected to behave as a power of the distance to ∂Ω. For example we
obtain C2 estimates up to the boundary for solutions to the eigenvalue problem for
Monge-Ampere equation which was first investigated by Lions in [L].
Theorem 1.3. Assume ∂Ω ∈ C2 is uniformly convex and u ∈ C(Ω) satisfies
(detD2u)
1
n = λ|u| in Ω, u = 0 on ∂Ω.
Then u ∈ C2(Ω).
In two dimensions Theorem 1.3 was obtained in [HHW].
The paper is organized as follows. In Section 2 we introduce some notation
and state our main results, the localization Theorem 2.1 and the quantitative C2
estimate Theorem 2.4. Most of the paper is devoted to the proof of the localiza-
tion Theorem 2.1. In Section 3 we deal with some general properties of boundary
sections. In Section 4 we use compactness and reduce Theorem 2.1 to Theorem
4.5 which deals with estimates of boundary sections for a class of solutions with
discontinuities on ∂Ω. In Section 5 we obtain two Pogorelov type estimates for
solutions to certain Monge-Ampere equations. We use these estimates in Section
6 where we complete the proof of Theorem 4.5. In Section 7 we prove a Liouville
theorem from which Theorem 2.4 follows. Finally is Section 8 we prove Theorems
1.2 and 1.3.
2. Statement of main results
We introduce some notation. We denote points in Rn as
x = (x1, ..., xn) = (x
′, xn), x
′ ∈ Rn−1.
We denote by Br(x) the ball of radius r and center x, and by B
′
r(x
′) the ball in
R
n−1 of radius r and center x′.
Given a convex function u defined on a convex set Ω, we denote by Sh(x0) the
section centered at x0 and height h > 0,
Sh(x0) := {x ∈ Ω| u(x) < u(x0) +∇u(x0) · (x− x0) + h}.
4 OVIDIU SAVIN
We denote for simplicity Sh = Sh(0), and sometimes when we specify the depen-
dence on the function u use the notation Sh(u) = Sh.
Throughout the paper we think of the constants n, α and µ as being fixed. We
refer to all positive constants depending only n, α and µ as universal constants and
we denote them by c, C, ci, Ci. The dependence of various constants also on other
parameters like ρ and ρ′ will be denoted by c(ρ, ρ′).
Our assumptions are the following (we assume ρ, ρ′ are small positive constants).
First we assume Ω is C1,1 at the origin, that is
H1) Ω is an open convex set , 0 ∈ ∂Ω,
Ω ⊂ {xn > 0} ∩B1/ρ,
and Ω has an interior tangent ball of radius ρ at the origin.
Let xn+1 = 0 be the tangent plane for a continuous convex function u : Ω → R
at the origin, that is
H2) u ≥ 0, u(0) = 0, ∇u(0) = 0 in the sense that xn+1 = txn is not a supporting
plane for the graph of u at 0 for any t > 0.
We assume that u separates on ∂Ω quadratically away from its tangent plane in
a neighborhood of 0. Precisely
H3) For some ε0 ∈ (0, 14 ) we have
(1− ε0)ϕ(x′) ≤ u(x) ≤ (1 + ε0)ϕ(x′) for all x ∈ ∂Ω ∩Bρ/2,
with ϕ(x′) a function of n− 1 variables satisfying
µ−1I ≥ D2x′ϕ ≥ µ I,
and also at the points on ∂Ω outside Bρ/2 we assume
u(x) ≥ ρ′ on ∂Ω ∩ {xn ≤ ρ} \Bρ/2.
We assume that the Monge-Ampere measure of u near 0 behaves as dα∂Ω where
d∂Ω(x) denotes the distance from x to ∂Ω i.e.,
H4)
(1− ε0)dα∂Ω ≤ detD2u ≤ (1 + ε0)dα∂Ω in Bρ ∩ Ω,
and
detD2u ≤ 1/ρ′ in {xn < ρ} ∩ Ω.
Our localization theorem states that if u satisfies the hypotheses above then the
sections Sh of u at the origin are equivalent, up to a sliding along xn = 0, to the
sections of the function |x′|2 + x2+αn .
Theorem 2.1 (Localization Theorem). Assume H1, H2, H3, H4 are satisfied. If
ε0 is sufficiently small, universal, then
k AEh ∩ Ω ⊂ Sh ⊂ k−1AEh ∩ Ω for all h < c(ρ, ρ′),
where
Eh := {|x′|2 + x2+αn < h},
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and A is a sliding along xn = 0 i.e.
Ax = x+ τxn, τ = (τ1, τ2, .., τn−1, 0), |τ | ≤ C(ρ, ρ′).
The constant k above is universal, that is depends only on n, α and µ, and c(ρ, ρ′),
C(ρ, ρ′) depend on the universal constants and ρ, ρ′.
Remark 2.2. The conclusion can be stated as
c(|x′|2 + x2+αn ) ≤ u(Ax) ≤ C(|x′|2 + x2+αn ),
in a neighborhood of the origin where c, C are universal constants. Equivalently we
can say that there exists a sliding A such that A−1Sh is equivalent to an ellipsoid
of axes parallel to the coordinate axes and of lengths h1/2, h1/2, . . . , h1/2, h1/(2+α).
Remark 2.3. If detD2u = dα∂Ω and ∂Ω ∈ C1,1 in a neighborhood of 0 then The-
orem 2.1 provides bounds by above and below for the tangential (to ∂Ω) second
derivatives in a neighborhood of 0. The conclusion of Theorem 2.1 can be viewed
as a boundary C1,1 estimate by below written in terms of the sections Sh rather
than using second derivatives.
The localization theorem for the nondegenerate case α = 0 holds if detD2u
is only bounded away from 0 and ∞ (see [S1]). When α > 0 the hypothesis that
g = d−α∂Ω detD
2u has small oscillation is in fact optimal. It is possible to construct a
counterexample for Theorem 2.1 in two dimensions if we allow g to be only bounded.
However in this case we obtain a pointwise C1,γ estimate (see Proposition 3.5.)
Our second theorem provides a pointwise C2 estimate for solutions u as above
in the case when the boundary data is C2.
Theorem 2.4. Assume u satisfies the hypotheses of Theorem 2.1 with
ϕ(x′) =
1
2
|x′|2.
For any η > 0 there exists ε0 depending on η, α and n, and a sliding A along
xn = 0 such that
(1− η)A Sh(U0) ⊂ Sh(u) ⊂ (1 + η)A Sh(U0)
for all h < c(η, ρ, ρ′) where U0 is the particular solution
U0(x) :=
1
2
|x′|2 + x
2+α
n
(1 + α)(2 + α)
.
Remark 2.5. In both Theorem 2.1 and 2.4 the first inequality of hypothesis H4 can
be relaxed to
(1− ε0)
[(
xn − 1
ρ
|x′|2
)+]α
≤ detD2u ≤ (1 + ε0)
(
xn +
1
ρ
|x′|2
)α
in Bρ ∩Ω
or in other words we can replace d∂Ω by the distances to the exterior respectively
interior tangent ball of radius ρ at the origin. In fact in our proof we just use the
inequality above instead of the first part of H4.
Finally we also state a version of Theorem 2.4 in the case when the data is C2
in a neighborhood of 0.
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Theorem 2.6. Let ∂Ω ∈ C2 in Bρ, and u ∈ C(Ω) convex such that
u(0) = 0, ∇u(0) = 0, u = ϕ(x′) on ∂Ω ∩Bρ,
with
ϕ ∈ C2(B′ρ), ρ′I ≤ D2x′ϕ(0) ≤
1
ρ′
I,
and u ≥ ρ′ on ∂Ω \Bρ. Assume
detD2u = g dα∂Ω in Ω ∩Bρ, detD2u ≤
1
ρ′
in Ω \Bρ
with
g ∈ Cβ(Ω ∩Bρ), ‖g‖Cβ ≤
1
ρ′
, ρ′ ≤ g(0) ≤ 1
ρ′
,
for some β > 0 small. Then
u ∈ C2(Ω ∩Bδ)
with δ and the modulus of continuity of D2u depending on n, α, β, ρ, ρ′ and the
C2 modulus of continuity of ϕ and ∂Ω.
3. Preliminaries and rescaling
In this section we use rescaling arguments and reduce the proof of Theorem 2.1
to the Proposition 3.8 below.
First we show that |Sh|2dαh ∼ hn where dh is the en coordinate of the center of
mass x∗h of Sh. We can think of dh also as a quantity that represents roughly the
height of Sh in the xn direction. In the next proposition we prove that after using a
sliding Ah depending on h we may normalize Sh such that it has its center of mass
on the xn-axis and the corresponding normalized function u˜ satisfies essentially the
same hypotheses as u.
Proposition 3.1. Assume u satisfies the hypotheses of Theorem 2.1. Then for all
h ≤ c(ρ, ρ′, ε0) there exists a sliding along xn = 0
Ah = x− τhxn, τh · en = 0, |τh| ≤ C(ρ, ρ′, ε0)h−1/4,
such that the rescaled function
u˜(Ahx) = u(x)
satisfies in
S˜h := AhSh = {u˜ < h}
the following:
1) the center of mass x˜∗h of S˜h lies on the xn axis i.e. x˜
∗
h = dhen.
2)
c0h
n ≤ |Sh|2dαh ≤ C0hn,
with c0, C0 universal. Also, after performing a rotation of the x1,..,xn−1 variables
we can write
x˜∗h + c0DhB1 ⊂ S˜h ⊂ C0DhB1,
where
Dh := diag(d1, d2, .., dn−1, dn)
is a diagonal matrix that satisfies
(3.1)
(
n−1∏
1
d2i
)
d2+αn = h
n.
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3)
G˜h := ∂S˜h ∩ {u˜ < h} ⊂ ∂Ω˜h
is a graph i.e
G˜h = (x
′, gh(x
′)) with gh(x
′) ≤ 2
ρ
|x′|2,
and the function u˜ satisfies on G˜h
(1 − 2ε0)ϕ(x′) ≤ u˜(x) ≤ (1 + 2ε0)ϕ(x′).
Moreover u˜ satisfies in S˜h
(1− 2ε0)
(
xn − 4
ρ
|x′|2
)α
≤ detD2u˜ ≤ (1 + 2ε0)
(
xn +
4
ρ
|x′|2
)α
.
For simplicity of notation in this section we denote shortly by c′, C′, c′i, C
′
i
various constants that depend on universal constants and ρ,ρ′ and ε0 (instead of
c(ρ, ρ′, ε0) etc.) Also we use c
′, C′ for constants that may change their value from
line to line whenever there is no possibility of confusion.
First we construct an explicit barrier for u.
Lemma 3.2. Let
w¯(r, y); = r2g(yr−
3
2 ) with g(t) = (1− tγ)+, t ≥ 0,
for some γ > 0 small depending only on n. Then the function
w1(x
′, xn) := c
′w¯(|x′|, C′xn),
is a lower barrier for u provided that c′ (small), C′ (large) are appropriate constants
depending on n, µ, ρ, ρ′.
Proof. Let t = yr−
3
2 . Using that
dt
dr
= −3
2
tr−1,
dt
dy
= r−
3
2 ,
we compute in the set where w¯ > 0 (hence t ∈ (0, 1)):
w¯yy = r
−1g′′ = r−1γ(1− γ)tγ−2,
w¯r = r(2g − 3
2
tg′) = r(2g +
3
2
γtγ),
w¯ry = r
− 1
2 (2g − 3
2
tg′)′ = r−
1
2 γtγ−1(−2 + 3
2
γ),
w¯rr = (2g − 3
2
tg′)− 3
2
t(2g − 3
2
tg′)′ = 2g +
3
2
γ(3− 3
2
γ)tγ .
We find
detD2r,yw¯ ≥ r−1γ2t2γ−2
[
(1 − γ)3
2
(3− 3
2
γ)− (2− 3
2
γ)2
]
≥ c0r−1t2γ−2,
and
w¯r
r
≥ c0tγ ,
thus
detD2xw¯(|x′|, xn) ≥ c1|x′|−1tnγ−2 ≥ c1|x′|−1.
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Now we choose c′ = c(ρ, ρ′) small such that
c′|x′|2 ≤ 1
4
µ|x′|2 ≤ u on ∂Ω ∩Bρ/2,
c′|x′|2 ≤ ρ′ on ∂Ω ∩ {xn ≤ ρ}
and then C′ large such that
detD2w1 > 1/ρ
′ on B1/ρ ∩ {w1 > 0}.
Since u ≥ w1 on ∂(Ω∩{xn ≤ ρ}) and detD2w1 > detD2u on the set where w1 > 0
we find u ≥ w1 in Ω ∩ {xn ≤ ρ}.

Proof of Proposition 3.1.
Since u ≥ w with w as in Lemma 3.2 we have Sh ⊂ {w < h} thus
Sh ⊂
{
c′|x′|2(1 − C′xn|x′|− 32 ) < h
}
,
or
(3.2) Sh ⊂
{
|x′| ≤ C′1h1/2
}
∪
{
xn ≥ c′1|x′|
3
2
}
.
Let x∗ denote the center of mass of Sh and define dh as
dh = x
∗ · en.
We claim that
(3.3) dh ≥ h3/4 for all h < c′2.
Otherwise we have
Sh ⊂ {|x′| ≤ C′h1/2} ∩ {xn ≤ C′h3/4},
and we compare u with
w2 := c
′h
[( |x′|
h1/2
)2
+
( xn
h3/4
)2]
+ txn,
with c′ sufficiently small, and some t > 0 arbitrarily small. In Sh we have w2 ≤ h
and
detD2w2 = c
′h−1/2 ≥ detD2u,
and on ∂Ω ∩ ∂Sh we use xn ≤ C′|x′|2 and obtain
w2 ≤ c′(|x′|2 + C′|x′|2xnh−1/2) + tC′|x′|2 ≤ µ
2
|x′|2 ≤ u.
In conclusion w2 ≤ u which contradicts ∇u(0) = 0 and the claim (3.3) is proved.
Next we show that for all small h we also have the following lower bound
(3.4) dh ≤ Ch 12+α .
Assume by contradiction that dh ≥ Ch 12+α for some large C universal. Since Sh
contains the set ∂Ω ∩Bch1/2 and the point
x∗h = (x
∗
h
′, dh) with |x∗h′| ≤ C′d2/3h ,
it contains also the convex set generated by them. It is straightforward to check
that this convex set contains an ellipsoid E of volume
|E| = c(n)(ch1/2)n−1Ch 12+α ,
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with c(n) a small constant depending only on n, such that
E ⊂ {xn − 1
ρ
|x′|2 ≥ h 12+α } ∩Bρ/2,
if h is small. Now we compare u with the quadratic polynomial P that solves
detD2P =
µ
2
(h
1
2+α )α ≤ detD2u, P = h ≥ u on ∂E
hence P ≥ u ≥ 0. Writing this inequality at the center of E we obtain
hn ≥ c(n) |E|2 detD2P,
and we reach a contradiction if C is sufficiently large, hence (3.4) is proved.
From (3.4) we see that Sh ⊂ Bρ/2 for all small h, and the argument above shows
in fact that
(3.5) |Sh|2 dαh ≤ C0hn,
for all small h. Indeed, by John’s lemma we can choose the ellipsoid E centered at
x∗ with
E − x∗ ⊂ 1
4
(Sh − x∗), |E| ≥ c(n)|Sh|,
and
E ⊂ {xn − 1
ρ
|x′|2 ≥ dh/2},
and then we easily obtain (3.5) as before.
Now we let
x˜ = Ahx := x− τhxn, τh := x
∗
h
′
x∗h · en
,
and
u˜(x˜) = u˜(Ahx) = u(x).
From (3.2), (3.3) we find
(3.6) |τh| ≤ C′ d
2/3
h
dh
≤ C′d−1/3h ≤ C′h−1/4,
and x˜∗h lies on the xn axis by construction.
We have x˜n = xn and if x ∈ ∂Ω ∩ Sh ⊂ BCh1/2 then
|x− x˜| = |τhxn| ≤ C′h−1/4|x′|2 ≤ C′h1/4|x′|.
This easily implies that G˜h defined in Proposition 3.1 belongs to the graph of a
function gh that satisfies |gh(x′)| ≤ (2/ρ)|x′|2. Since
|ϕ(x′)− ϕ(x˜′)| ≤ C|x′||x′ − x˜′| ≤ C′h1/4|x′|2 ≤ ε0
2
ϕ(x′),
on G˜h we have
(1 − 2ε0)ϕ(x˜′) ≤ u˜(x˜) ≤ (1 + 2ε0)ϕ(x˜′).
Also if x ∈ Sh then (see (3.6), (3.4))
|x′|2 ≤ 2|x˜′|2 + 2|τh|2x2n ≤ 2|x′|2 + C′d−2/3h dhxn ≤ 2|x˜′|2 +
ε0ρ
2
xn
thus
xn +
1
ρ
|x′|2 ≤ (1 + ε0
2
)(x˜n +
4
ρ
|x˜′|2),
xn − 1
ρ
|x′|2 ≥ (1− ε0
2
)(x˜n − 4
ρ
|x˜′|2),
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which imply the desired inequalities for detD2u˜.
It remains to show part 2) of Proposition 3.1. After a rotation of the first n− 1
coordinates we may assume that S˜h ∩ {xn = dh} is equivalent to an ellipsoid of
axes d1 ≤ d2 ≤ · · · ≤ dn−1 i.e.{
n−1∑
1
(
xi
di
)2 ≤ 1
}
∩ {xn = dh} ⊂ S˜h ∩ {xn = dn} ⊂
{
n−1∑
1
(
xi
di
)2 ≤ C(n)
}
,
with C(n) a constant depending only on n. We find
Sh ⊂
{
n−1∑
1
(
xi
di
)2 ≤ C(n)
}
∩ {0 ≤ xn ≤ C(n)dh},
and also since u˜ ≤ c|x′|2 on G˜h we see that
(3.7) di ≥ c3h1/2.
We claim that
(3.8) d2+αh
n−1∏
1
d2i ≥ c4hn.
Otherwise, similarly as before we consider
w3 := ch
[
n−1∑
1
(
xi
di
)2 + (
xn
dh
)2
]
+ txn,
with c small, and obtain (provided that c4 is chosen sufficiently small)
detD2w3 ≥ cnhn(d2hΠd2i )−1 ≥ Cdαh ≥ detD2u˜,
w3 ≤ h = u˜ on ∂S˜h \ G˜h,
and moreover on G˜h we use (3.7) and obtain
w3 ≤ c|x′|2 + Chxn
dh
+ txn ≤ µ
4
|x′|2 ≤ u˜.
This implies u˜ ≥ w3 in S˜h and we contradict that ∇u˜(0) = 0, hence (3.8) is proved.
Now we define dn from d1, .., dn−1 by the equality (3.1), and (3.5), (3.8) give
(3.9) cdn ≤ dh ≤ Cdn
which proves part 2).

Remark 3.3. The set S˜h ∩ {xn = dh} is just a translation of Sh ∩ {xn = dh}, hence
d1, d2,..,dn−1 represent the length of the axes of an ellipsoid which is equivalent to
Sh ∩ {xn = x∗h · en}.
Remark 3.4. We can prove (3.8) without using the upper bound on ϕ(x′). Precisely,
if we assume that ϕ satisfies
µN ≤ D2x′ϕ ≤ µ−1N ,
with
N = diag(a21, . . . , a2n−1), ai ≥ 1,
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then (3.8) still holds. Indeed, now we have di ≥ c3h1/2/ai instead of (3.7) and then
on G˜h we still satisfy
w3 ≤ ca2i x2i + Cxnh/dh + txn ≤ ϕ(x′) ≤ u˜.
We mention that in the beginning of the proof of Proposition 3.1 we obtained
a pointwise C1,1/3 estimate for solutions that grow quadratically away from their
tangent plane and have bounded Monge-Ampere measure. We state this result
below although it will not be used in the proof of Theorem 2.1.
Proposition 3.5. Assume Ω, u satisfy hypotheses H1, H2 of Section 2, and
ρ|x′|2 ≤ u(x) ≤ 1
ρ
|x′|2 on ∂Ω, detD2u ≤ 1
ρ
in Ω.
Then
u(x) ≤ C′|x| 43 in Ω ∩Bc′
with C′, c′ constants depending on n and ρ.
Proof. The section Sh and its center of mass x
∗
h satisfy (3.2) and (3.3) since we
only used the upper bound on detD2u and the quadratic bound by below for u on
∂Ω. From this we obtain that the convex hull generated by x∗h and ∂Ω ∩ Bc′h1/2 ,
which is included in Sh, contains Ω ∩ Bc′
1
h3/4 for some small c
′
1, which proves the
proposition.

In order to prove Theorem 2.1 we need to show that the quantities di are bounded
by above by Ch1/2 for some C universal. Precisely we prove the following lemma
which will be completed in Section 6.
Lemma 3.6. Assume u satisfies the hypotheses of Proposition 3.1 for some ε0
sufficiently small, universal. Then for all h ≤ c(ρ, ρ′) we have
max
1≤i≤n−1
di ≤ Ch1/2,
for some C universal, with di defined as in Proposition 3.1.
Lemma 3.6 implies Theorem 2.1
From Lemma 3.6 and (3.7), (3.1) we find (i 6= n)
ch1/2 ≤ di ≤ Ch1/2, ch 12+α ≤ dn ≤ Ch 12+α ,
hence, by Proposition 3.1,
(3.10) x˜∗h + cFhB1 ⊂ AhSh ⊂ CFhB1,
with
Fhx := (h
1
2 x′, h
1
2+αxn).
Since ∂Ωh ∩Bch1/2 ⊂ G˜h ⊂ S˜h = AhSh we see from the inclusion above that also
cFhB1 ∩ AhΩ ⊂ AhSh ⊂ CFhB1.
Using in (3.10) that Sh/2 ⊂ Sh we find
F−1h AhA
−1
h/2Fh/2B1 ⊂ CB1
which gives
|τh − τh/2| ≤ C1h
1
2
− 1
2+α ,
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for all h ≤ c(ρ, ρ′). If we denote by hk = 2−k then, since α > 0, we obtain τhk → τ0
and
|τh − τ0| ≤ C2h 12− 12+α , for all h = hk ≤ c(ρ, ρ′).
This inequality implies
cB1 ⊂ F−1h AhA−10 Fh B1 ⊂ C B1,
hence we can replace Ah with A0 in the second inclusion above and obtain
kFhB1 ∩ A0Ω ⊂ A0Sh ⊂ k−1FhB1,
for some small k universal.

Normalized solutions.
Next we “normalize” u˜ in S˜h (or we may think we normalize u in Sh) back to
size 1 in such a way that it solves a similar equation. Precisely we define
(3.11) v(x) :=
1
h
u˜(Dhx) =
1
h
u˜(d1x1, . . . , dnxn)
with Dh, d1, . . . , dn defined in Proposition 3.1. Then v is a continuous convex
function function in Ωv with Ωv := D
−1
h Ω˜ and
(3.12) v(0) = 0, v ≥ 0, ∇v(0) = 0 (in the sense of H2).
The section S1(v) := {v < 1} satisfies S1(v) = D−1h S˜h thus
(3.13) x∗ + cB1 ⊂ S1(v) ⊂ CB1, for some point x∗.
We compute
detD2v(x) = h−n(detDh)
2 detD2u˜(Dhx) = d
−α
n detD
2u˜(Dhx).
From (3.2), (3.9) we know that for i < n we have di ≤ C′d2/3n hence∣∣∣∣∣4ρ
n−1∑
1
(dixi)
2
∣∣∣∣∣ ≤ C′d4/3n |x′|2 ≤ ε0dn|x′|2,
if h < c′. Using this inequality in Proposition 3.1 part 3) we obtain
(1− 2ε0)[(xn − ε0|x′|2)+]α ≤ d−αn detD2u˜(Dhx) ≤ (1 + 2ε0)(xn + ε0|x′|2)α,
hence
(3.14) (1−2ε0)[(xn−ε0|x′|2)+]α ≤ detD2v ≤ (1+2ε0)(xn+ε0|x′|2)α in S1(v).
If we denote by Gv the closed set Gv := ∂Ωv ∩ ∂S1(v) we have that Gv is the
graph of a convex function (x′, gv(x
′)) with
dngv ≤ 2
ρ
∑
d2ix
2
i ≤ ε0dn|x′|2,
hence
(3.15) 0 ≤ gv ≤ ε0|x′|2.
We have v = 1 on ∂S1(v) \Gv, and on Gv the function v satisfies
(3.16) (1− 2ε0)ϕv(x′) ≤ v ≤ (1 + 2ε0)ϕv(x′),
with
ϕv(x
′) :=
1
h
ϕ(d1x1, . . . , dn−1xn−1).
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Notice that
µ−1N ≥ D2x′ϕv ≥ µN ,
with (see (3.7))
N = diag(a21, a22, . . . , a2n−1), ai :=
di
h1/2
≥ c.
We collect the properties (3.12)-(3.16) for v into a formal definition below.
The class Dσµ¯.
Let µ¯, σ be positive (small) fixed constants, and let µ¯ ≤ a1 ≤ · · · ≤ an−1 be real
numbers.
We say that
v ∈ Dσµ¯(a1, . . . , an−1)
if v is a continuous convex function defined on a convex set Ω such that
1)
0 ∈ ∂Ω, Bµ¯(x0) ⊂ Ω ⊂ B+1/µ¯ for some x0,
1 ≥ v ≥ 0, v(0) = 0 ∇u(0) = 0,
2) in the interior of Ω the function v satisfies:
(1 − σ)[(xn − σ|x′|2)+]α ≤ detD2v ≤ (1 + σ)(xn + σ|x′|2)α,
3) on ∂Ω the function v satisfies:
there exists a closed set G ⊂ ∂Ω which is a graph (x′, g(x′)) with
g(x′) ≤ σ|x′|2,
such that
v = 1 on ∂Ω \G,
and
(1 − σ)ϕv(x′) ≤ v ≤ (1 + σ)ϕv(x′) on G
for some function ϕv such that
µ¯−1N ≥ D2x′ϕv ≥ µ¯N , with N = diag(a21, a22, . . . , a2n−1).
In view of (3.12)-(3.16) and the definition above we may rephrase Proposition
3.1 as follows.
Lemma 3.7. If u satisfies the hypotheses of Proposition 3.1 and v is the normalized
solution of u in Sh given by (3.11), and h ≤ h0 := c(ρ, ρ′, ε0), then
v ∈ D2ε0µ¯ (a1, a2, .., an−1),
for some µ¯ universal (depending on n, α, µ) and with ai = dih
− 1
2 .
Definition of S ′h(u).
Given a section Sh(u) at the origin for some convex function u, we define the set
S ′h(u) ⊂ Rn−1 (and call it normalized diameter of Sh(u)) as
x′ ∈ S ′h(u)⇔ x∗h + h
1
2 (x′, 0) ∈ Sh(u),
where x∗h denotes the center of mass of Sh(u). In other words S ′h is obtained by
intersecting Sh with the n − 1 dimensional plane generated by e1, ..en−1 passing
through its center of mass, and then we perform a h−1/2 dilation.
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From the definition we see that if u˜(Ax) = u(x) with A a sliding along {xn = 0}
then S ′h(u˜) = Sh(u). If u satisfies the hypotheses of Proposition 3.1 then, by the
definition of di (see Remark 3.3), we have that S ′h(u) is equivalent to the n − 1
dimensional ellipsoid Eh of axes ai = dih
−1/2, i < n i.e.
(3.17) Eh ⊂ S ′h(u) ⊂ C(n)Eh.
Thus Lemma 3.6 is equivalent to showing that S ′h(u) is included in a fixed ball of
universal radius for all h small.
Next we check the relation between S ′t(v) and S ′th(u) if v is the normalized
solution for u in Sh. Since
v =
1
h
u˜(Dhx)
we have St(v) = D
−1
h Sth(u˜) hence
(3.18) S ′t(v) = h
1
2D′h
−1S ′th(u˜) = h
1
2D′h
−1S ′th(u),
where D′h = diag(d1, .., dn−1) represents the restriction of Dh to the first n − 1
variables.
In order to prove Lemma 3.6 and therefore Theorem 2.1 it suffices to prove the
next proposition which provides bounds for the sets S ′t(v) for general functions
v ∈ Dµ¯σ .
Proposition 3.8. Let µ¯ small, M large be fixed. There exist positive constants δ,
c¯ small, depending only on µ¯, n, α, M such that if
v ∈ Dµ¯δ (a1, .., an−1), and ak+1 ≥ δ−1,
for some 0 ≤ k ≤ n− 2, then
S ′t(v) ⊂ {|(xk+1, .., xn−1)| ≤
1
M
},
for some t ∈ [c¯, 1].
Remark 3.9. Since S1(v) ⊂ B1/µ¯ we always have the inclusion
(3.19) S ′t(v) ⊂ t−
1
2B′2/µ¯.
Proposition 3.8 states roughly that if the boundary data of v grows sufficiently fast
in the (xk, .., xn−1) variables then the normalized diameter S ′t(v) projects into an
arbitrarily “small” set in these variables.
The proof of Proposition 3.8 will be completed in the next three sections. We
conclude this section by showing that Lemma 3.6 follows from Proposition 3.8.
Lemma 3.10. Proposition 3.8 implies Lemma 3.6
Proof. We apply Proposition 3.8 for µ¯ as in Lemma 3.7 and for M := 4
√
n, hence
the constants δ, c¯ above become universal constants. We also choose ε0 = δ/2 so
that Proposition 3.8 applies for all normalized functions of u in Sh with h ≤ h0,
with h0 = c(ρ, ρ
′).
Denote by di(h) and ai(h) the quantities di and ai = dih
−1/2 (for i < n) corre-
sponding to the section Sh. We show that for any h ≤ h0 we have
(3.20) max
i
ai(h) ≥ C¯ ⇒ max
i
ai(th) ≤ 1
2
max
i
ai(h),
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for some t ∈ [c¯, 1], and with C¯ universal.
Since Sh0 ⊂ B1/ρ we find di(h0) ≤ ρ−1 hence
max ai(h0) ≤ C′0 := ρ−1h−
1
2
0 .
Now property (3.20) implies that max ai(h) is bounded above by a universal con-
stant for all h ≤ c′1, thus Lemma 3.6 holds.
In order to prove (3.20) let v denote the normalized function for u in Sh and
assume that ak+1(h) is the first ai(h) greater than δ
−1 i.e.
a1 ≤ · · · ≤ ak ≤ δ−1 ≤ ak+1 ≤ · · · ≤ an−1.
Since v ∈ Dµ¯δ (a1, .., an−1), by Proposition 3.8 we have (see (3.19))
S ′t(v) ⊂ {|(x1, .., xk)| ≤ C1} × {|(xk+1, .., xn−1)| ≤
1
M
},
for some C1 universal with
C1 := 2c¯
− 1
2 /µ¯ ≥ 2t− 12 /µ¯.
From (3.18)
S ′th(u) = h−
1
2D′hS ′t(v) = diag(a1, .., an−1)S ′t(v),
and we obtain
S ′th(u) ⊂
k∏
i=1
{|xi| ≤ C1ai} ×
n−1∏
i=k+1
{|xi| ≤ ai
M
}.
For i ≤ k we have
C1ai ≤ C1δ−1 := C¯
M
≤ max ai
M
,
and we find
S ′th(u) ⊂
1
4
max ai(h)B
′
1,
which gives (see (3.17))
max ai(th) ≤ 1
2
max ai(h).

4. Compactness and the class Dµ0
In this section we use compactness arguments and reduce Proposition 3.8 to the
Theorem 4.5 below.
We prove Proposition 3.8 by compactness by letting σ → 0 and ak+1 →∞.
First we remark that if we have a sequence of functions vm in D
µ
σm with σm → 0
then we can extract a subsequence vml that converges to a limiting convex function
v. Here, and throughout this paper, the convergence of convex functions (defined on
possibly different domains) means that their supergraphs converge in the Hausdorff
distance (in Rn+1) to the supergraph of the limit function. The Monge-Ampere
measure of the limit function v is given by xαn , however v may have discontinuities
at the boundary. Before we introduce the class Dµ0 of such limiting solutions, we
recall some definitions of boundary values for convex functions defined in convex
domains (see [S1]).
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Definition 4.1. Let u : Ω→ R convex, and ϕ : ∂Ω→ R be two bounded semicon-
tinuous functions i.e. their upper graph
{xn+1 ≥ u(x)} ⊂ Ω× R, {xn+1 ≥ ϕ(x)} ⊂ ∂Ω× R,
are closed sets. We say that
u = ϕ on ∂Ω
if u|∂Ω = ϕ∗ where ϕ∗ represents the convex envelope of ϕ. In other words u = ϕ
on ∂Ω means that, when we restrict to the cylinder ∂Ω× R, the upper graph of u
coincides with the convex envelope of the upper graph of ϕ.
An example of function ϕ is of course u|∂Ω, the restriction of u to ∂Ω, and
when Ω is strictly convex this is the only possible choice. On the other hand, on
some flat part of the boundary ∂Ω there are many choices of functions ϕ ≥ u
since we only require ϕ∗ = u. The advantage of the definition above is that the
maximum principle still holds and the boundary data behaves well when taking
limits. Precisely we have (see Proposition 2.2 and Theorem 2.7 in [S1]):
Maximum Principle: Assume
u = ϕ, v = ψ, ϕ ≤ ψ on ∂Ω,
detD2u ≥ f ≥ detD2v in Ω.
Then u ≤ v.
Closedness under limits: Assume
detD2uk = fk, uk = ϕk on ∂Ωk,
and
uk → u, ϕk → ϕ, fk → f.
Then
detD2u = f, and u = ϕ on ∂Ω.
By uk → u, ϕk → ϕ above we understand that the corresponding upper graphs
converge in the Hausdorff distance and fk → f means that fk converges uniformly
on compact sets to f .
We also use the following property of boundary values as defined above: if u = ϕ
on ∂Ω then the restriction of u to the set {u ≤ h} satisfies
u = ϕ on {ϕ ≤ h} and u = h on the rest of ∂{u < h}.
Next we introduce the class Dµ0 . By abuse of notation we denote its elements
still by u and they can be viewed as limits of normalized solutions of the functions
u from Section 2.
The class Dµ0 .
Let µ > 0 be fixed, and let µ ≤ a1 ≤ · · · ≤ ak be k real numbers, 0 ≤ k ≤ n− 1.
We say that the convex function u defined in the convex set Ω belongs to the class
u ∈ Dµ0 (a1, .., ak,∞, ..,∞)
if the following hold:
1)
0 ∈ ∂Ω, Bµ(x∗) ⊂ Ω ⊂ B+1/µ for some x∗,
u ≥ 0, u(0) = 0, ∇u(0) = 0,
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2)
detD2u = xαn in Ω,
3)
u = ϕ on ∂Ω with ϕ :=
{
ψu on G ⊂ ∂Ω,
1 on ∂Ω \G,
where ψu(x1, ..xk) is a nonnegative convex function of k variables satisfying
µ−1Nk ≥ D2ψu ≥ µNk, Nk := diag(a21, .., a2k),
and G represents the k dimensional set (in Rn) where ψu ≤ 1, i.e.
G := {x ∈ Rn| ψu(x1, .., xk) ≤ 1, xi = 0 if i > k}.
We easily obtain the following lemma
Lemma 4.2 (Compactness). Assume vm ∈ Dµσm(am1 , .., amn−1) is a sequence of
functions with
σm → 0, amk+1 →∞.
Then we can extract a convergent subsequence to a function u with
u ∈ Dµ0 (a1, .., al,∞, .,∞)
for some 0 ≤ l ≤ k.
Proof. All the properties for u, except ∇u(0) = 0, follow from the closedness under
limits property above. In order to show that ∇u(0) = 0 we remark that if v ∈ Dµσ
(with σ ∈ [0, 1/2)) then we can obtain from the proof of Proposition 3.1 that the
center of mass x∗h(v) of Sh(v) satisfies
(4.1) x∗h(v) · en ≥ h
3
4 if h ≤ c,
where c depends only on n, α, µ. Indeed, we bound v by below using the same
barriers w1 and w2 (with constants depending only on n, α, µ) and obtain the
estimates (3.2), (3.3). We can do this since we only need the inequality v ≥ c|x′|2
on the part of the boundary where {v < 1} which is clearly satisfied by all v ∈ Dµσ .
Since property (4.1) is preserved after taking limits we see that u satisfies it as
well, and this easily implies that ∇u(0) = 0 since otherwise Sh(u) ⊂ {xn ≤ O(h)}
and we contradict (4.1).

Remark 4.3. In the proof above we allow σm = 0 and ai =∞ for some i, therefore
the compactness holds for the class Dµ0 as well.
Using the compactness lemma above we see that in order to prove Proposition
3.8 it suffices to prove the following version for the class Dµ0 .
Proposition 4.4. Let µ > 0 small, M > 0 large be fixed, and assume
u ∈ Dµ0 (a1, ..ak,∞, ..,∞)
for some 0 ≤ k ≤ n − 2. There exists c¯(k,M) > 0 depending only on n, α, µ, M ,
k such that
S ′t(u) ⊂ {|(xk+1, .., xn−1)| ≤
1
M
},
for some t ∈ [c¯(k,M), 1].
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We will prove Proposition 4.4 by induction on k, and this is the reason why we
require the dependence of c¯ on k. Clearly at the end, the constant c¯(M) which is
the minimum of all c(k,M) above can be taken independent of k.
Proposition 4.4 implies Proposition 3.8.
We show that Proposition 3.8 holds with the constant
c¯ := c¯(2M) = min
k
c¯(k, 2M)
and for some δ > 0 small. Otherwise there exists a sequence of δm → 0 and cor-
responding functions vm ∈ Dµδm , amk → ∞ for which the conclusion of Proposition
3.8 does not hold. By Lemma 4.2 we can extract a convergent subsequence to a
function
u ∈ Dµ0 (a1, .., al,∞, ..,∞) for some 0 ≤ l ≤ k.
From Proposition 4.4 there is t ∈ [c¯, 1] such that
S ′t(u) ⊂ {|(xl+1, .., xn−1)| ≤
1
2M
} ⊂ {|(xk+1, .., xn−1)| ≤ 1
2M
},
and therefore the conclusion is satisfied for vm for all large m, contradiction.

The key step in proving Proposition 4.4 consists in proving the following esti-
mates for the class Dµ0 (1, 1, ., 1,∞, ..,∞).
Theorem 4.5. If
u ∈ Dµ0 (1, ..., 1︸ ︷︷ ︸
k times
,∞..,∞)
for some 0 ≤ k ≤ n− 2 then
S ′h(u) ⊂ {|(xk+1, .., xn−1)| ≤ Chβ}, β :=
1
2(n+ 1− k + α) > 0,
with C large depending only on n, α, µ and k.
Theorem 4.5 holds for α = 0 as well. Its proof will be completed in Section 6 by
induction on k and we will see that it applies also for α = 0.
Lemma 4.6. Theorem 4.5 implies Proposition 4.4.
Proof. We prove Proposition 4.4 by induction.
Case k = 0: We apply Theorem 4.5 for k = 0 and obtain that
S ′t(u) ⊂ {|(x1, .., xn−1)| ≤ Ctβ ≤
1
M
},
by choosing t small depending on M , µ, n, α.
Case k − 1⇒ k. We assume Proposition 4.4 holds for k − 1 with 1 ≤ k ≤ n− 2
and we prove it holds also for k. By compactness (see Remark 4.3) we know that
the following property holds
Property P (k − 1):
There exists C0 := C0(M,µ, k, n, α) such that if
u ∈ Dµ0 (a1, .., an−1), with ak ≥ C0,
for some ai ∈ [µ,∞) ∪ {∞}, then
S ′t(u) ⊂ {|(xk, .., xn−1)| ≤
1
M
},
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for some t ∈ [ck, 1] with ck depending on the parameters above.
Thus when ak ≥ C0 the conclusion for k i.e.
S ′t(u) ⊂ {|(xk+1, .., xn−1)| ≤
1
M
}
is already satisfied from the property P (k − 1). It remains to prove the statement
only when u ∈ Dµ0 (a1, .., ak,∞, ..,∞) and ak ≤ C0. In this case we can write
u ∈ Dµ˜0 (1, ..., 1︸ ︷︷ ︸
k times
,∞..,∞)
for some µ˜ small depending on M , µ, n, k, α. Now we can apply Theorem 4.5 and
find that
S′t(u) ⊂ {|(xk+1, .., xn−1| ≤ C(µ˜)tβ ≤
1
M
},
if we choose t small enough depending on M , µ, n, k, α.

Remark 4.7. In the proof above we showed that if Theorem 4.5 holds for all l ≤ k,
for some k satisfying 0 ≤ k ≤ n− 2, then Proposition 3.8 holds for all l ≤ k as well.
We conclude this section with some results for normalized solutions of u ∈ Dµ0
in Sh(u), that are versions of Proposition 3.1 for the class Dµ0 . Below we think of µ,
α, n as being fixed constants, and we refer to other positive constants depending
only on µ, α and n as universal constants.
Lemma 4.8. Assume
u ∈ Dµ0 (∞, ...,∞).
For each h ∈ (0, 1], after a rotation (relabeling) of the x′ coordinates, there exist a
sliding Ah along xn = 0, and a diagonal matrix Dh
Dh = diag(d1, d2, .., dn), with
(
n∏
i=1
d2i
)
dαn = h
n,
such that the normalized solution
uh(x) :=
1
h
u(AhDhx) satisfies uh|S1(uh) ∈ Dµ¯0 (∞, ..,∞),
with µ¯ > 0 universal. Moreover if x∗h denotes the center of mass of Sh(u) then,
cdn ≤ x∗h · en ≤ Cdn and ch3/4 ≤ dn ≤ Chδ,
with c, C, δ universal.
Proof. This is a simplified version of Proposition 3.1 since the behavior of detD2uh
and the boundary data of uh is left invariant under composition of the affine trans-
formations above.
As in the proof of Proposition 3.1, we choose d1,...,dn−1 as being the lengths of
the axes of the ellipsoid which is equivalent to Sh∩{xn = x∗h · en}. After a rotation
we may assume that its axes are parallel to the coordinate axes. We choose dn in
terms of d1, . . . , dn−1 so that it satisfies the above identity for Dh. We let Ah so
that x∗, the center of mass of S1(uh), lies on the xn axis, i.e.
x∗ =
x∗h · en
dn
en.
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By construction, the restriction of uh to S1(uh) satisfies
uh ≥ 0, uh(0) = 0, ∇uh(0) = 0, detD2uh = xαn ,
uh = ϕ on ∂S1(uh), with ϕ = 1 on ∂S1 \ {0}, and ϕ(0) = 0,
and when we restrict to the n− 1 dimensional space passing through x∗ we have
B′1 ⊂ S1(uh) ⊂ C(n)B′1 on the hyperplane {xn = x∗ · en}.
In order to prove that uh belongs to the class Dµ¯0 above it remains to show that
c ≤ x∗ · en ≤ C.
We obtain this by choosing appropriate lower and upper barriers for uh in S1(uh).
Indeed, if x∗ · en is very small then we obtain uh ≥ w3 where w3 is the barrier
w3(x) = c|x′|2 + c1−nx2n + txn,
for some t > 0 and we contradict ∇uh(0) = 0. On the other hand if x∗ · en is very
large then S1(uh) contains an ellipsoid E (centered at x
∗) of large volume and we
contradict that uh ≥ 0 similarly as in (3.5). This proves that
uh ∈ Dµ¯0 (∞, ..,∞) for some µ¯ universal.
The inequality dn ≥ ch3/4 follows as in the proof of Proposition 3.8, (see also
proof of Lemma 4.2). In order to prove the upper bound on dn we remark that
dn ∼ x∗h · en ∼ bu(h) where bu(h) represents the height of Sh(u) i.e.
bu(h) := max
x∈Sh(u)
xn.
By the compactness of the class Dµ0 we easily obtain that
bv(1/2)
bv(1)
≤ 1− c for any v ∈ Dµ0 .
This implies that
bu(h/2)
bu(h)
=
buh(1/2)
buh(1)
≤ 1− c1, for all h ≤ 1,
with c1 universal, hence bu(h) ≤ Chδ which finishes our proof.

Remark: The proof shows in fact that µ¯ depends only on α and n since we can
choose the constant c in w3 to depend only on n. Also the inequality b(u) ≤ Chδ
implies that
(4.2) u ≥ c xn1/δ.
Below we prove a similar lemma as above for functions u ∈ Dµ0 (1, .., 1,∞, ..,∞).
Before we state our lemma we introduce some notation.
Notation. Fix 1 ≤ k ≤ n− 2. We denote points in Rn by
x = (y, z, xn) y := (x1, ..xk) ∈ Rk, z := (xk+1, .., xn−1) ∈ Rn−1−k.
We say that a linear transformation T : Rn → Rn is a sliding along y direction if
Tx = x+ ν1z1 + . . .+ νn−k−1zn−k−1
with
ν1, .., νn−k−1 ∈ span{e1, .., ek}.
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We see that T leaves the (z, xn) components invariant together with the subspace
(y, 0, 0). Clearly if T is a sliding along the y direction then so is T−1 and detT = 1.
We will use the following linear algebra fact about transformations T as above.
Assume Ex′ ⊂ Rn−1 is an ellipsoid in x′ = (y, z) variables (with center of mass
at 0). Then there exists T a sliding along y-variable such that
TEx′ = Ey × Ez ,
with Ey, Ez two ellipsoids in the y respectively z variables. Here the ellipsoid Ey is
obtained by intersecting E with the y-subspace. Using John’s lemma we conclude
that if Ω′ ⊂ Rn−1 is a bounded convex set (with center of mass at the origin),
there exists T such that TΩ′ is equivalent to a product of ellipsoids in the y and z
variables i.e.
Ey × Ez ⊂ TΩ′ ⊂ C(n)Ey × Ez .
Lemma 4.9. Assume Theorem 4.5 holds for all l ≤ k − 1, for some k with 1 ≤
k ≤ n− 2, and let
u ∈ Dµ0 (1, ..., 1︸ ︷︷ ︸
k times
,∞..,∞).
For each h ∈ (0, 1], after a rotation (relabeling) of the y respectively z coordinates,
there exist a sliding Th along the y variable, and a sliding Ah along xn = 0, and a
diagonal matrix Dh
Dh = diag(d1, d2, .., dn), with
(
n∏
i=1
d2i
)
dαn = h
n,
such that the normalized solution
uh(x) :=
1
h
u(ThAhDhx) satisfies uh|S1(uh) ∈ Dµ¯0 (1, ..., 1︸ ︷︷ ︸
k times
,∞..,∞).
Moreover if x∗h denotes the center of mass of Sh(u) then,
cdn ≤ x∗h · en ≤ Cdn, ch3/4 ≤ dn ≤ Chδ,
and c ≤ dih− 12 ≤ C for i ≤ k.
The constants µ¯, c, C, δ above depend on µ, n, α and k.
The lemma states that if u satisfies the hypothesis of Theorem 4.5 then we can
normalize it in Sh (using also a sliding along y variable) such that the normalized
solution satisfies essentially to same hypothesis as u.
Proof. First we remark that if we use an affine deformation x→ TAx with T sliding
along y, A sliding along xn = 0, and let
u˜(x) := u(TAx)
then the intersection of the y-subspace (passing through the center of mass) with
Sh(u) is left invariant. Precisely we have
S ′t(u˜) ∩ {z = 0} = S ′t(u) ∩ {z = 0} for any t > 0.
For each h we let T = Th and A = Ah such that Sh(u˜) has the center of mass x˜
∗
h
on the xn axis and
Sh(u˜) ∩ {xn = x˜∗h · en}
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is equivalent to a product of ellipsoids Ey×Ez . After a rotation of the y respectively
z coordinates we may assume that Ey , Ez have axes of lengths d1 ≤ . . . ≤ dk
respectively dk+1, .., dn−1 parallel to the coordinate axes. From the boundary data
of u we know that
{(0, 0, y)| |y| ≤ ch1/2} ⊂ Sh(u)
which implies
di ≥ ch1/2 for i = 1, .., k.
We choose dn as before in terms of d1, . . . , dn−1 so that it satisfies the above identity
for Dh. We let
uh =
1
h
u˜(Dhx),
and obtain
uh ≥ 0, uh(0) = 0, ∇uh(0) = 0, detD2uh = xαn ,
uh = ϕ on ∂S1(uh), with ϕ = 1 on ∂S1 \ {Gy}, and ϕ = ψ(y) on Gy,
where
Gy := {(y, 0, 0)| ψ(y) ≤ 1}
and ψ is a nonnegative function in y satisfying
µ−1Ny ≥ D2yψ ≥ µNy Nk = diag(a21, .., a2k), ai := dih−
1
2 ≥ c.
Moreover, by construction, when we restrict to the n− 1 dimensional space passing
through x∗ the center of mass of S1(uh) we have
B′1 ⊂ S1(uh) ⊂ C(n)B′1 on the hyperplane {xn = x∗ · en}.
The properties above imply that
uh ∈ Dµ˜0 (a1, .., ak,∞, ..,∞) for some µ˜ universal.
Indeed, for this it suffices to prove that
c ≤ x∗ · en ≤ C,
and this follows exactly as in the proof of Lemma 4.8.
Since uh belongs to the class above, the bounds on dn follow in the same way as
in Lemma 4.8.
It remains to show that ai, 1 ≤ i ≤ k remain bounded above by a universal
constant for all h. From our hypothesis and Remark 4.7 we know that Proposition
4.4 holds for all l with l ≤ k − 1. Using compactness as in Lemma 4.6 this implies
that the property P (l) holds for all l ≤ k − 1. Precisely,
there exists C0 := C0(M,µ, k, n, α) such that if
v ∈ Dµ0 (a1, .., an−1), with al ≥ C0, for some l ≤ k,
and some ai ∈ [µ,∞) ∪ {∞}, then
S ′t(v) ⊂ {|(xl, .., xn−1)| ≤
1
M
},
for some t ∈ [ck, 1] with ck depending on the parameters above.
Now we argue as in Lemma 3.10. For i ≤ k denote by di(h) and ai(h) the quan-
tities di and ai = dih
−1/2 constructed above that correspond to the section Sh(u).
Notice that ai(h) represent the lengths of the axes of a k-dimensional ellipsoid (in
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the y variable) which is equivalent to S ′h(u) ∩ {z = 0}. We show that for any h we
have
max ai(h) ≥ C¯ ⇒ max ai(th) ≤ 1
2
max ai(h),
for some t ∈ [c¯, 1], and with C¯ universal. Since max ai(1) is bounded above by a
universal constant we easily obtain that max ai(h) remains bounded above.
Let C0 and ck denote the constants in the property above for µ˜ and M = 4
√
n,
hence C0, ck are universal. Assume that al(h) is the first ai(h) greater than C0 i.e.
a1 ≤ · · · ≤ al−1 ≤ C0 ≤ al ≤ · · · ≤ ak.
Since uh ∈ Dµ˜0 (a1, .., ak,∞, ..,∞), we have (see (3.19))
S ′t(uh) ⊂ {|(x1, .., xl−1)| ≤ C1} × {|(xl, .., xn−1)| ≤
1
M
},
for some C1(ck) universal. Since
{y|(y, 0) ∈ S ′th(u)} = diag(a1, .., ak) {y|(y, 0) ∈ S ′t(uh)},
we obtain
S ′th(u) ∩ {z = 0} ⊂
l−1∏
i=1
{|xi| ≤ C1ai} ×
k∏
i=l
{|xi| ≤ ai
M
} × {z = 0}.
For i ≤ l − 1 we have
C1ai ≤ C1C0 := C¯
M
≤ max ai
M
,
and we find
S ′th(u) ∩ {z = 0} ⊂ {|y| ≤
1
4
max ai(h)} × {z = 0},
which gives
max ai(th) ≤ 1
2
max ai(h).

5. Pogorelov type estimates
In this section we obtain two estimates of Pogorelov type that will be used in
Section 6 for the proof of Theorem 4.5. They appeared also in [S2] where the
obstacle problem for Monge-Ampere equation was investigated.
Theorem 5.1. Assume u ∈ C4(Ω) ∩C(Ω) is convex, u = 0 on ∂Ω,
detD2u = f(x2, . . . , xn) in Ω, f > 0.
Then
u11|u| ≤ C(n,max
Ω
|u1|).
Remark: The constant C(n,maxΩ |u1|) does not depend on f or Ω.
Proof. We may assume that u ∈ C4(Ω) since we apply the estimate to u + ε and
then let ε→ 0. We write
log detD2u = log f
and differentiate with respect to x1
(5.1) uiju1ij = 0,
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where [uij ] = [D2u]−1 and we use the index summation convention. Differentiating
once more, we have
(5.2) uiju11ij − uikujlu1iju1kl = 0.
Suppose the maximum of
(5.3) log u11 + log |u|+ 1
2
|u1|2 = M
occurs at the origin. One can also assume that D2u(0) is diagonal since the the
domain transformation (sliding along x1 variable)
(5.4) u˜(x1, .., xn) := u(x1 − α2x2 − ..− αnxn, x2, .., xn), αi = u1i(0)
u11(0)
does not affect the equation or the maximum in (5.3). Thus, at 0
(5.5)
u11i
u11
+
ui
u
+ u1u1i = 0
(5.6)
u11ii
u11
− u
2
11i
u211
+
uii
u
− u
2
i
u2
+ u21i + u1u1ii ≤ 0
We multiply (5.6) by u−1ii and add
u11ii
u11uii
− u
2
11i
uiiu211
+
n
u
− u
2
i
uiiu2
+
u1u1ii
uii
+ u11 ≤ 0.
From (5.5) we obtain
ui
u
= −u11i
u11
, i 6= 1,
which together with (5.1), (5.2) gives
∑
i,j 6=1
u21ij
u11uiiujj
+
n
u
− u
2
1
u11u2
+ u11 ≤ 0,
thus,
e2M − ne 12u21eM ≤ u21eu
2
1
and the result follows.

The second estimate deals with curvature bounds for the level sets of solutions
to certain Monge-Ampere equations.
We assume the convex function u ∈ C4(Ω)∩C(Ω) is increasing in the en direction
and
(5.7) u = σxn on ∂Ω,
for some σ > 0. We denote by v(x1, .., xn−1, s) the graph in the −en direction of
the s level set, i.e
u(x1, .., xn−1,−v(x1, .., xn−1, s)) = s.
Clearly v is convex.
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Theorem 5.2. Assume u satisfies (5.7) and
uαn detD
2u = f(x2, .., xn−1, u) in Ω,
for some α ≥ 0. Then
v11 |u− σxn| ≤ C
(
n, α, σ,max
Ω
un,max
Ω
|v1|
)
.
Remark: The constant C does not depend on f or Ω. We also have the equality
|u− σxn| = |σv + s|.
First we write the equation for v. The normal map to the graph of u at
X = (x1, .., xn, xn+1) = (x1, .., xn, u(x))
is given by
ν = (ν1, .., νn+1) = (1 + |∇u|2)− 12 (−u1, ..,−un, 1).
The Gauss curvature of the graph of u at X equals
K(X) = detDi
(
uj(1 + |∇u|2)− 12
)
= (1 + |∇u|2)− n+22 detD2u
= (νn+1)
n+2 detD2u.
The graph of u can be viewed as the graph of v in the −en direction, thus
K(X) = (−νn)n+2 detD2v,
which gives
detD2u = detD2v
( −νn
νn+1
)n+2
.
Since
un =
−νn
νn+1
= − 1
vs
=
1
|vs| ,
we find
uαn detD
2u = |vs|−(n+2+α) detD2v.
By abuse of notation we relabel the s = xn+1 variable (i.e. the last coordinate
of v) by xn we find that v satisfies
detD2v = f(x2, x3, .., xn−1, xn)|vn|n+2+α, vn < 0,
and it is defined in
Ωv :=
{
v < −xn
σ
}
, v = −xn
σ
on ∂Ωv.
We denote by
w := v +
xn
σ
,
thus w = 0 on ∂Ωv and in Ωv
detD2w = f(x2, .., xn)
(
1
σ
− wn
)n+2+α
,
and also (
1
σ
− wn
)−1
= un > 0, w1 = v1, w11 = v11.
In order to prove Theorem 5.2 it suffices to prove the next estimate.
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Lemma 5.3. Suppose that in the bounded set {w < 0}
detD2w = f(x2, .., xn)(wξ + β)
n+2+α, wξ + β > 0,
where ξ is some vector. Then
w11|w| ≤ C
(
n, α, max
{w<0}
|w1|, max
{w<0}
β
wξ + β
)
.
Proof. Assume the maximum of
(5.8) logw11 + log |w| + η
2
w21
occurs at the origin, where η > 0 is a small constant depending only on max |w1|,
to be made precise later.
Again we can assume that D2w(0) is diagonal. Indeed, using a sliding in the x1
direction as in (5.4) we find that the transformed function w˜ satisfies
detD2w˜ = f(x2, .., xn)(w˜ξ˜ + β)
n+2+α, w˜ξ˜(x˜) = wξ(x),
thus, the hypothesis and the conclusion remain invariant under this transformation.
We write
log detD2w = log f(x2, .., xn) + γ log(wξ + β),
with
γ := n+ 2 + α.
Taking derivatives in the e1 direction we find
(5.9)
w1ii
wii
= γ
w1ξ
wξ + β
(5.10)
w11ii
wii
− w
2
ij1
wiiwjj
= γ
w11ξ
wξ + β
− γ w
2
1ξ
(wξ + β)2
On the other hand, from (5.8) we obtain at 0
(5.11)
w11i
w11
+
wi
w
+ ηw1w1i = 0,
(5.12)
w11ii
w11
− w
2
11i
w211
+
wii
w
− w
2
i
w2
+ ηw1w1ii + ηw
2
1i ≤ 0.
We multiply (5.12) by w−1ii and add, then use (5.10), (5.9)
(5.13)
1
w11
(
w2ij1
wiiwjj
+ γ
w11ξ
wξ + β
− γ w
2
1ξ
(wξ + β)2
)
−
− w
2
11i
wiiw211
+
n
w
− w
2
i
wiiw2
+ γηw1
w1ξ
wξ + β
+ ηw11 ≤ 0.
Since γ ≥ n we have
(5.14)
∑
i,j 6=1
w2ij1
wiiwjj
− γ w
2
1ξ
(wξ + β)2
≥
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−w
2
111
w211
+
1
n
(
n∑
1
w1ii
wii
)2
− γ w
2
1ξ
(wξ + β)2
≥
−w
2
111
w211
+
γ2
n
w21ξ
(wξ + β)2
− γ w
2
1ξ
(wξ + β)2
≥
≥ −w
2
111
w211
.
From (5.11)
wi
w
= −w11i
w11
, for i 6= 1
which together with (5.14) gives us in (5.13)
(5.15)
γ
wξ + β
(
w11ξ
w11
+ ηw1w1ξ
)
− w
2
111
w311
+
n
w
− w
2
1
w11w2
+ ηw11 ≤ 0.
From (5.11)
(5.16)
w11ξ
w11
+ ηw1w1ξ = −wξ
w
and also
w111
w11
= −w1
w
− ηw1w11
thus,
(5.17)
w2111
w211
≤ 2w
2
1
w2
+ 2η2w21w
2
11.
We use (5.16), (5.17) in (5.15) and obtain
− γwξ
(wξ + β)w
+
n
w
− 3 w
2
1
w11w2
+ η(1− 2ηw21)w11 ≤ 0.
Multiplying by w11w
2 we have
η(1− 2ηw21)(ww11)2 +
(
n− γ + γ β
wξ + β
)
ww11 ≤ 3w21
and the result follows if η is chosen such that η (maxw21) < 1/4.

6. Proof of Theorem 4.5
We prove Theorem 4.5 by induction on k. The cases k = 0 and the induction
step k − 1⇒ k are quite similar. We start with k = 0.
Proposition 6.1. Theorem 4.5 holds for k = 0. Precisely if
u ∈ Dµ0 (∞, ..,∞),
then
S ′h(u) ⊂ {|x′| ≤ Chβ}, β :=
1
2(n+ 1 + α)
,
for some C depending on µ, n and α.
28 OVIDIU SAVIN
Remark 6.2. In view of Lemma 4.8 we may assume, after relabeling µ, that all
renormalized solutions uh given in Lemma 4.8 are in the same class Dµ0 (∞, ..,∞).
We prove Proposition 6.1 by studying the behavior of the tangent cone of u at
the origin.
The tangent cone Γu of u at the origin is obtained by taking the supremum of
all supporting planes of u at the origin. In other words the upper graph of Γu
is obtained by the intersection of all half-spaces that pass through the origin and
contain the upper graph of u, therefore Γu is lower semicontinuous.
We define the n− 1 dimensional function γu(x′) as being the restriction of Γu to
xn = 1 i.e
γu(x
′) := Γu(x
′, 1).
By construction the upper graph of γu is a closed set and
u(x) ≥ Γu(x) = xnγu( x
′
xn
).
Since ∇u(0) = 0 we have γ0 ≥ 0 and inf γu = 0. In the next lemma we obtain some
useful properties of γu.
Lemma 6.3. a)
γu(x
′) ≥ c0|x′| − C0.
b) If
γu ≥ C0p′ · (x′ − x′0),
for some unit vector p′ ∈ Rn−1, |p′| = 1 and some x′0 then
γu ≥ p′ · (x′ − x′0) + c0.
The constants c0, C0 above are universal constants.
Proof. a) We compare u with
w := cx′ · p′ + c|x′|2 + C(x2n − µ−1xn),
with p′ a unit vector. We choose c small such that w ≤ 1 in Ω ⊂ B+1/µ and C large
such that detD2w ≥ detD2u. We find u ≥ w hence
γu ≥ γw = c0x′ · p′ − C0xn,
which proves part a).
b) Assume that p′ = e1 and let x
′
0 · e1 = q. Then
u ≥ xnγu( x
′
xn
) ≥ C0(x1 − qxn)+.
In the set O = Ω ∩ {x1 − qxn > −1} we compare u with
w :=
C0
2
(x1 − qxn) + C0
8
(x1 − qxn)2 + δ(x22 + . . .+ x2n) + δxn,
where δ is small, fixed, depending on µ. Notice that if C0 is sufficiently large we
have detD2w ≥ detD2u and w ≤ u on ∂O. Indeed, on ∂O \ ∂Ω we have
x1 − qxn = −1 ⇒ w ≤ 0 ≤ u,
and in the set ∂O ∩ ∂Ω,
1 ≥ u ≥ C0(x1 − qxn) ⇒ w ≤ 1.
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From w(0) = 0 and the inequalities above we obtain w ≤ u on ∂Ω. In conclusion
γu ≥ γw ≥ C0
2
(x1 − q) + δ.

Remark 6.4. From the proof we see that we only need the weaker assumption
u ≥ C0(x1 − qxn) on ∂Ω,
in order to obtain the conclusion of part b).
From part a) we see that x′o ∈ Rn−1 the point where γu achieves its infimum
belongs to B′C . As a consequence of Lemma 6.3 we obtain the following corollary
about the section S1(γu) ⊂ Rn−1.
Corollary 6.5. There exist universal constants c∗ small, C∗ large, such that
B′c∗ ⊂ S1(γu)− x′o ⊂ B′C∗
Sc∗(γu)− x′o ⊂ (1 − c∗)(S1(γu)− x′o).
Proof. We only need to show that γu cannot be too small near ∂S1(γu). Assume
by contradiction that γu(y
′
0) ≪ 1 for some y′0 near ∂S1(γu). Then we can find a
plane of slope C0 i.e. C0p
′ ·(x′−x′0) ≤ γu(x′) with x′0 ∈ ∂S1(γ1) sufficiently close to
y′0. We apply part b) of Lemma 6.3 and obtain that γu is greater than a universal
constant in a neighborhood of x′0 and we reach a contradiction.

Next we apply the corollary above for the rescalings uh of u defined in Lemma
4.8 (see Remark 6.2). For any h ∈ (0, 1], we have
uh(x) =
1
h
u˜(Dhx), with u˜(x) = u(Ahx).
Notice that γu is just a translation of γu˜. Since
Γuh(x) =
1
h
Γu˜(Dhx)
we divide by xn and obtain
γuh
(
x′
xn
)
=
dn
h
γu˜
(
D′hx
′
dnxn
)
or
γuh(x
′) =
dn
h
γu˜ (d
−1
n D
′
hx
′) with D′h = diag(d1, .., dn−1).
This implies that
d−1n D
′
h Ss(γuh) = Ss h/dn(γu˜).
We apply Corollary 6.5 for the sections S1 and Sc0 of γuh and use also that γu
is a translation for γu˜. We obtain the following inclusions for the sections St(γu),
t := h/dn
(6.1) d−1n D
′
hB
′
c∗ ⊂ St(γu)− x′o ⊂ d−1n D′hB′C∗ , t =
h
dn
,
and
(6.2) Sc∗t(γu)− x′o ⊂ (1− c∗) (St(γu)− x′o) .
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From Lemma 4.8 we know that as h ranges from 1 to 0 the parameter t = h/dn
covers an interval [0, c]. The inclusion (6.1) says that the sections St(γu) are balanced
around the minimum point xo, i.e. there exists an ellipsoid E such that
c0E ⊂ St(γu)− x′o ⊂ C0E, E = d−1n DhB′1.
A dilation of the ellipsoid E above is equivalent also to the normalized diameter
S ′(u). Indeed, from the definition of Dh
(6.3) h−1/2D′hB
′
1 ⊂ S ′h(u) ⊂ C(n)h−1/2D′hB′1.
The inclusions (6.1), (6.3) show the relation between the sections St(γu) and S ′h(u).
Property (6.2) implies that
(6.4) γu(x
′) ≥ c|x′ − x′o|M in B′c(xo),
for some M large universal. From the fact that the sections of γu are balanced one
can also prove that γu ∈ C1,β . Thus each small section St(γu) contains a small
ball of radius t1/(1+β) and it is contained in a ball of radius t1/M . However, these
bounds are not sufficient for the proof of Proposition 6.1.
We remark that so far in the proof we only used that the Monge-Ampere measure
of u is bounded by above and below by multiples of xαn . Below we use the estimates
of Section 4 and the fact that the Monge-Ampere measure is precisely xαn, and
conclude that γu has quadratic growth near x
′
o. Precisely we show the following.
Lemma 6.6. There exists universal constants c1, C1 such that
c1|x′ − xo|2 ≤ γu(x′) ≤ C1|x′ − x′o|2 in B′c1(x′o).
This estimate for γu easily implies Proposition 6.1. Indeed, the lemma gives
t1/2B′c ⊂ St(γu)− x′o ⊂ t1/2B′C ,
which together with (6.1) implies that for all i < n,
cd1/2n ≤ dih−1/2 ≤ Cd1/2n .
Then (
n−1∏
i=1
d2i
)
d2+αn = h
n ⇒ ch ≤ dnn+1+α ≤ Ch
and Proposition 6.1 follows from (6.3).
Below we prove Lemma 6.6. After performing a sliding along xn = 0 of bounded
norm, we may assume that x′o = 0.
Step 1: In step 1 we use Theorem 5.1 in the set {u < cxn} to obtain
(6.5) D2γu ≤ CI in {γu < c}.
In order to apply Theorem 5.1 for u we first need to bound |∇u| in the set
{u < cxn} for some c small. To this aim we observe that the projection of Ω = S1(u)
along en into R
n−1 contains the ball B′1/C0 , with C0 as in Lemma 6.3. Otherwise
we can find a direction, say x1 such that
Ω ⊂ {x1 ≤ 1/C0},
hence
u ≥ C0x1 on ∂Ω,
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and by Lemma 6.3 (see Remark 6.4) we find
γu ≥ x1 + c0,
and we contradict that γu(0) = 0 (since x
′
o = 0.)
Since Ω ⊂ B+C contains a ball Bµ(x∗), and its projection contains B′1/C0 and
0 ∈ ∂Ω, we see from its convexity that it must contain also Br(̺en) for some small
fixed universal constants ̺, r. Now we use u ≥ 0, u(0) = 0 and conclude that
|∇u| ≤ C in the convex set generated by 0 and Br/2(̺en). On the other hand
by (4.2) and (6.4) we see that this convex set contains the set {u < cxn} if c is
sufficiently small.
Now let w := u− cxn and notice that the rescalings
wλ(x) :=
1
λ
w(λx), detD2wλ = c(λ)x
α
n ,
have the same gradient bound in {wλ < 0} and they converge uniformly on xn = 1
to |γu − c|. By Theorem 5.1 we find
|wλ| ∂11wλ ≤ C,
hence
|γu − c| ∂11γu ≤ C,
which proves step 1.
In the course of the proof we showed also that the segment [0, ̺xo] ⊂ S1(u) with
xo := (x
′
o, 1) = en. We apply this for the rescaling uh and obtain
[0, ̺dn xo] ⊂ Sh(u).
Using the bounds on dn from Lemma 6.3 we find (see also (4.2))
(6.6) ct1/δ ≤ u(tx′o, t) ≤ Ct4/3.
We can extend this inequality at points y′ near x′o,
(6.7) ct1/δ ≤ u(ty′, t)− tγu(y′) ≤ Ct4/3 for all y′ ∈ B′c.
Indeed, (6.7) follows by applying (6.6) to the function u − p · x where p · x is the
linear function which restricted to xn = 1 becomes tangent by below to γu at y
′.
From Step 1 we see that when |y′| is small, the slope of l is also small and u − l
(renormalized at its 1/2 section) belongs to a class Dc0(∞, ...,∞). Therefore we can
apply (6.6) for u− l and obtain the desired inequality (6.7).
Step 2: In step 2 we apply Theorem 5.2 for the Legendre transform of u and
obtain
D2γu ≥ cI in B′c.
Let u∗ denote the Legendre transform of u,
u∗(ξ) := sup
x∈Ω
(x · ξ − u(x)) .
Since u is lower semicontinuous the supremum is always achieved at some point
x ∈ Ω. We are interested in the behavior of u∗(ξ) for |ξ| ≤ c small. From the
boundary values of u we see that the maximum is realized either at 0 or at some
x ∈ Ω, and clearly u∗ ≥ 0. We define K as the convex set
K := {u∗ = 0}.
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If ξ ∈ K then the maximum is achieved at 0, and this happens if and only if
ξ′ · x′ + ξn ≤ γu(x′) for all x′ ⇔ ξn ≤ −γ∗u(ξ′),
where γ∗u represents the Legendre transform of γu. In conclusion
K = {ξn ≤ −γ∗u(ξ′)}.
From Step 1 and (6.4) we know that
c|x′|M ≤ γu(x′) ≤ C|x′|2 in B′c
hence
(6.8) {ξn ≤ −C|ξ′| MM−1 } ⊂ K ⊂ {ξn ≤ −c|ξ′|2} in Bc.
Since u is strictly convex in Ω we obtain that
(6.9) u∗ ∈ C1(Bc),
and in the set {u∗ > 0} we have
detD2u∗(ξ) = (detD2u(x))−1 = x−αn = (u
∗
n(ξ))
−α,
thus, u∗ solves the equation
(6.10) (u∗n)
α detD2u∗ = 1 in Bc \K.
Also from (6.7) and the definition of Legendre transform we find
u∗(ξ) ≥ c ((ξn + γ∗u(ξ′))+)4 and |∇u∗| ≤ 1 in Bc,
which together with (6.8) implies that
O := {u∗ < η(ξn + η)} ⊂ Bc1 ,
with η and c1 sufficiently small universal constants. Moreover, in O, the Lipschitz
norms of the level sets of u∗ (viewed as graphs in the −en direction) are bounded
by a universal constant.
Next we apply Theorem 5.2 for u∗ in O and obtain universal bounds for the
second derivatives of the level sets of u∗ in a fixed neighborhood of the origin.
Writing this for K, the 0 level set, we obtain the desired result of Step 2 since, in
a neighborhood of 0 ∈ Rn−1,
D2γ∗u ≤ CI ⇒ D2γu ≥ cI.
We cannot apply directly Theorem 5.2 since u∗ is not strictly increasing in the
en direction. However we show below using approximations that the theorem still
applies in our case i.e. for functions u∗ that satisfy (6.9), (6.10). Formally, we write
that u∗ solves the equation in Bc with right hand side f(u
∗) with f = χ(0,∞), and
then apply Theorem 5.2.
Approximation. Define
vε = max
{
u∗, ε
(
1 + ξn +
1
2
|ξ|2
)}
and we remark that in Bc1 , vε > 0, it is strictly increasing in the en direction,
|∇vε| ≤ 1 and its level sets have Lipschitz norm bounded by a universal constant.
In the set {vε > u∗} ∩B′c1 we have
(∂nvε)
α detD2vε = ε
n+α,
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hence
(∂nvε)
α detD2vε ≥ fε(vε) in Bc1 ,
in viscosity sense, with fε a nondecreasing function satisfying
f(s) = εn+α if s ≤ ε1/2, f(s) = 1 if s ≥ 2ε1/2.
We define v¯ε as the viscosity solution to
(∂nv¯ε)
α detD2v¯ε = fε(v¯ε) in Oε := {vε < η(ξn + η)},
v¯ε = vε on ∂Oε.
The existence of v¯ε follows by Perron’s method and since vε is a subsolution, we
have v¯ε ≥ vε. This implies that v¯ε is strictly increasing in the en direction and,
|∇v¯ε| and the Lipschitz norm of the level sets of v¯ε are bounded by a universal
constant. Therefore we can apply Theorem 5.2 for v¯ε in Oε and obtain the uniform
second derivative bounds for its level sets around the origin.
It remains to show that v¯ε converges to u
∗. Assume that a subsequence of v¯ε
converge to v¯0. Then v¯0 is defined in O, v¯0 = u
∗ on ∂O, and by construction
v¯0 ≥ u∗.
We prove that also v¯0 ≤ u∗. Assume by contradiction that the maximum of
v¯0 − u∗ is positive and occurs at a point ξ0. From the convergence of v¯ε to v¯0 we
obtain
(∂nv¯0)
α detD2v¯0 = 1 in the set {v¯0 > 0} ∩O,
and the equation is satisfied in the classical sense. We find
ξ0 /∈ {u∗ > 0} ⊂ {v¯0 > 0},
since in {u∗ > 0} both u∗ and v¯0 solve the same equation. On the other hand if
ξ0 ∈ {u∗ = 0} then (see (6.9)) we obtain ∇v¯0(ξ0) = 0 thus
v¯0 ≥ v¯0(ξ0) > 0,
and we reach again a contradiction.

Next we prove the induction step for Theorem 4.5.
Proposition 6.7. Assume Theorem 4.5 holds for all l ≤ k − 1 for some k with
1 ≤ k ≤ n− 2. Then Theorem 4.5 holds also for k.
We recall the notation of Section 3 that we denote points in Rn by
x = (y, z, xn) y = (x1, .., xk) ∈ Rk z = (xk+1, .., xn−1) ∈ Rn−1−k.
The proof of Proposition 6.7 is very similar to the proof of Proposition 6.1, in
most statements we just have to replace x′ by z. We provide the details below.
Remark: In view of Lemma 4.9 we may assume, after relabeling µ, that all renor-
malized solutions uh given in Lemma 4.9 are in the same class Dµ0 (1, .., 1,∞, ...,∞).
Let Γu denote the tangent cone of u at the origin. Any supporting plane for u
at the origin has 0 slope in the y direction, hence Γu does not depend on the y
variable.
We define the n − k − 1 dimensional function γu(z) as being the restriction of
Γu to xn = 1 i.e
γu(z) := Γu(y, z, 1).
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By construction the upper graph of γu is a closed set and
u(x) ≥ Γu(x) = xnγu( z
xn
).
Since ∇u(0) = 0 we have γ0 ≥ 0 and inf γu = 0. In the next lemma we obtain some
useful properties of γu.
Lemma 6.8. a)
γu(z) ≥ c0|z| − C0.
b) If
γu ≥ C0pz · (z − z0),
for some unit vector pz ∈ Rn−k−1, |pz| = 1 and some z0 then
γu ≥ pz · (z − z0) + c0.
The constants c0, C0 above are universal constants.
Proof. a) We compare u with
w := cz · pz + c|z|2 + ψu(y) + C(x2n − µ−1xn),
with pz a unit vector, and ψu denoting the boundary data of u on ∂Ω∩ {(y, 0, 0)}.
Notice that w = u on the intersection of ∂Ω with the y axis. We choose c small
such that w ≤ 1 in Ω ⊂ B+1/µ and C large such that detD2w ≥ detD2u. By
maximum principle, u ≥ w, hence
γu ≥ γw = cz · pz − Cxn,
which proves part a).
b) Assume that pz points in the z1 direction and let z0 · pz = q. Then
u ≥ xnγu( z
′
xn
) ≥ C0(z1 − qxn)+.
In the set O = Ω ∩ {z1 − qxn > −1} we compare u with
w :=
C0
2
(z1 − qxn) + C0
8
(z1 − qxn)2 + δ(|x|2 − z21) + δxn,
where δ is small, fixed, depending on µ.
Notice that if C0 is sufficiently large we have detD
2w ≥ detD2u and u ≤ w on
∂O. Indeed, on ∂O \ ∂Ω we have
z1 − qxn = −1 ⇒ w ≤ 0 ≤ u,
and on ∂O ∩ ∂Ω
1 ≥ u ≥ C0(z1 − qxn) ⇒ w ≤ 1.
From the inequalities above and
w(y, 0, 0) ≤ δ|y|2 ≤ u(y, 0, 0)
we obtain w ≤ u on ∂O. In conclusion
γu ≥ γw ≥ C0
2
(z1 − q) + δ.

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Remark 6.9. In part a) we showed that
(6.11) u(x) ≥ ψu(y) + c|z| − Cxn.
Also we only need the weaker assumption
u ≥ C0(z1 − qxn) on ∂Ω,
in order to obtain the conclusion of part b).
Part a) shows that the point zo ∈ Rn−k−1 where γu achieves its infimum belongs
to BzC . As a consequence of Lemma 6.8 we obtain as before the following inclusions
Bzc∗ ⊂ S1(γu)− zo ⊂ BzC∗
Sc∗(γu)− zo ⊂ (1 − c∗)(S1(γu)− zo).
for universal constants c∗ small, C∗ large.
Next we write these inclusions for the rescalings uh of u defined in Lemma 4.8
(see Remark 6.2). Recall from Lemma 4.9 that for any h ∈ (0, 1], we have
uh(x) =
1
h
u˜(Dhx), with u˜(x) = u(ThAhx).
Notice that γu is just a translation of γu˜. Since
Γuh(x) =
1
h
Γu˜(Dhx)
we divide by xn and obtain as before
γuh(z) =
dn
h
γu˜ (d
−1
n D
z
hz) with D
z
h = diag(dk+1, .., dn−1).
This implies that
d−1n D
z
h Ss(γuh) = Ss h/dn(γu˜).
We obtain the following inclusions for the sections of γu,
(6.12) d−1n D
z
hB
z
c∗ ⊂ St(γu)− zo ⊂ d−1n DzhBzC∗ , t =
h
dn
,
and
Sc∗t(γu)− zo ⊂ (1− c∗) (St(γu)− zo) .
From Lemma 4.9 we know that as h ranges from 1 to 0 the parameter t = h/dn
covers an interval [0, c]. The inclusions above show that the sections St(γu) are
balanced around the minimum point xo, and
(6.13) γu(z) ≥ c|z − zo|M in Bzc (zo),
for some M large universal. We also recall from Lemma 4.9 that, from the con-
struction of Dh,
(6.14) S ′h(u) ⊂ Rk × h−1/2DzhBzC(n).
It remains to show that γu grows quadratically near its minimum point.
Lemma 6.10. There exists universal constants c1, C1 such that
c1|z − zo|2 ≤ γu(x′) ≤ C1|z − zo|2 in Bzc1(zo).
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This lemma implies Proposition 6.7 as before. Indeed, the lemma gives
t1/2Bzc ⊂ St(γu)− zo ⊂ t1/2BzC ,
which together with (6.12) implies that
cd1/2n ≤ dih−1/2 ≤ Cd1/2n for k < i < n.
By Lemma 4.9 we also know
c ≤ dih− 12 ≤ C for i ≤ k.
Then
(6.15)
(
n−1∏
i=1
d2i
)
d2+αn = h
n ⇒ ch ≤ dnn+1−k+α ≤ Ch,
and Proposition 6.7 follows from (6.14).
Below we prove Lemma 6.10. After performing a sliding along xn = 0 of bounded
norm, we may assume that zo = 0.
Step 1: We use Theorem 5.1 in the set {u < cxn} to obtain
(6.16) D2γu ≤ CI in {γu < c}.
We first need to bound |∇u| in the set {u < cxn} for some c small. To this aim
we observe that the orthogonal projection of Ω = S1(u) into the z-axis contains the
ball Bz1/C0 , with C0 as in Lemma 6.8. Otherwise we can find a direction, say z1
such that
Ω ⊂ {z1 ≤ 1/C0},
hence
u ≥ C0z1 on ∂Ω,
and by Lemma 6.8 (see Remark 6.9) we find
γu ≥ z1 + c0,
and we contradict that γu(0) = 0 (since zo = 0.)
Notice that Ω ⊂ B+C contains a ball Bµ(x∗), the projection of Ω into the z
coordinates contains Bz1/C0 and also
G := {(y, 0, 0)||y| ≤ c} ⊂ ∂Ω.
Since Ω is convex, it must contain also Br(̺en) for some small fixed universal
constants ̺, r. Now we use that at each point in G the function u has a supporting
plane of bounded slope, and conclude that |∇u| ≤ C in the convex set generated
by G and Br/2(̺en). This convex set contains {u < cxn} if c is sufficiently small,
since by (4.2), (6.11) and (6.13) we obtain
{u < δxn} ⊂ {xn ≤ c(δ)} ∩ {|z| ≤ c(δ)xn} ∩ {ψu ≤ c(δ)},
for some constant c(δ) → 0 as δ → 0. Now let w := u − cxn and notice that the
rescalings wλ defined in ... have uniform gradient bound in {wλ < 0} and they
converge uniformly on xn = 1 to |Γu − c|. Step 1 follows by applying Theorem 5.1
to wλ as before.
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Above we showed also that the segment [0, ̺Zo] ⊂ S1(u) with Zo := (0, zo, 1) =
en. We apply this for the rescaling uh and obtain
[0, ̺dn Zo] ⊂ Sh(u).
Using the bounds on dn from Lemma 4.9 we find (see also (4.2))
(6.17) ct1/δ ≤ u(0, tzo, t) ≤ Ct4/3.
We can extend this inequality at points z near zo,
(6.18) ct1/δ ≤ u(0, tz, t)− tγu(z) ≤ Ct4/3 for all z ∈ Bzc .
Indeed, (6.18) follows by applying (6.17) to the function u − l = u− pz · z − pnxn
where pz · z + pn is the linear function tangent by below to γu at some point z∗.
From Step 1 we see that when |z∗| is small, |pz|, |pn| are also small and u − l
(renormalized at its 1/2 section) belongs to a class Dc0(1, .., 1,∞, ..,∞). Therefore
we can apply (6.17) for u− l and obtain the desired inequality (6.18) for z∗.
Step 2: In step 2 we apply Theorem 5.2 for the Legendre transform of u and
obtain
D2γu ≥ cI in Bzc .
As before let u∗ denote the Legendre transform of u,
u∗(ξ) := sup
x∈Ω
(x · ξ − u(x)) .
Writing ξ = (ξy , ξz, ξn) we have
u∗(ξ) ≥ sup
(y,0,0)∈Ω
(y · ξy − u(y, 0, 0)) = ψ∗u(ξy),
where ψ∗u is the Legendre transform of the boundary data ψu(y) of u (on the y
subspace). If |ξ| is small then the maximum in u∗(ξ) is realized either in Ω or at
some point (y, 0, 0) with |y| small and in the second case we have u∗ = ψ∗u. Since
u is strictly convex in Ω we find that
u∗ ∈ C1(Bc) and (u∗n)α detD2u∗ = 1 in {u∗ > ψ∗u}.
In other words u∗ is the solution to an obstacle problem in which the obstacle
ψ∗u is quadratic and depends only on the ξy variable.
We define K as the convex set
K := {u∗ = 0} = {ξy = 0} ∩ {ξn ≤ −γ∗u(ξz)}
where γ∗u denotes the Legendre transform of γu. Below we bound the curvatures of
the level sets of u∗ in the z direction in a neighborhood of the origin. Then Step 2
follows by applying these bounds for the 0 level set above.
From Step 1 and (6.13) we know that
c|z|M ≤ γu(z) ≤ C|z|2 in Bzc
hence
{ξn ≤ −C|ξz| MM−1 } ⊂ K ⊂ {ξn ≤ −c|ξz|2} in {ξy = 0} ∩Bc.
Also from (6.18) and the definition of Legendre transform we find
u∗(ξ) ≥ c ((ξn + γ∗u(ξz))+)4 in Bc,
which together with
u∗(ξ) ≥ ψ∗u(ξy) ≥ c|ξy|2,
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implies that
O := {u∗ < η(ξn + η)} ⊂ Bc1 ,
with η and c1 sufficiently small universal constants.
We also claim that in Bc, |∇u∗| and the Lipschitz norms in the z direction of the
level sets of u∗ (viewed as graphs in the −en direction) are bounded by a universal
constant. Indeed, let ξ ∈ Bc and let ∇u∗(ξ) = x = (y, z, xn) ∈ Ω. We need to show
that |z| ≤ Cxn. We increase the tangent plane of u at the point x (which has slope
ξ) till it touches the boundary data of u for the first time at some point (y0, 0, 0).
Clearly ξy coincides with the derivative of ψu at y0. We have
u(x) ≤ ψu(y0) + ξ · (x− (y0, 0, 0))
≤ ψu(y0) + ξy · (y − y0) + ξz · z + ξnxn
≤ ψu(y) + ξz · z + ξnxn,
and by (6.11)
u(x) ≥ ψu(y) + c|z| − Cxn.
The inequalities above imply that |z| ≤ Cxn if |ξ| is sufficiently small.
Since u∗ is not strictly increasing in the en direction, we apply Theorem 5.2
using approximations as before. Formally, u∗ satisfies the hypotheses of Theorem
5.2 with right hand side f(u∗−ψ∗u) with f = χ(0,∞). The right hand side does not
depend on the z variable, thus we can bound the second derivatives of the level sets
of u∗ in the z direction.
Approximation. Define
vε = max
{
u∗, ψ∗u(ξy) + ε
(
1 + ξn +
1
2
|ξ|2
)}
and we remark that in Bc1 , vε is strictly increasing in the en direction, |∇vε| ≤ C,
and its level sets have Lipschitz norm in the z direction bounded by a universal
constant. In the set {vε > u∗} ∩Bc1 we have
(∂nvε)
α detD2vε ≥ εn+α,
hence
(∂nvε)
α detD2vε ≥ fε(vε − ψ∗u) in Bc1 ,
in viscosity sense, with fε a nondecreasing function satisfying
f(s) = εn+α if s ≤ ε1/2, f(s) = 1 if s ≥ 2ε1/2.
We define v¯ε as the viscosity solution to
(∂nv¯ε)
α detD2v¯ε = fε(v¯ε − ψ∗u) in Oε := {vε < η(ξn + η)},
v¯ε = vε on ∂Oε.
We apply Theorem 5.2 for v¯ε in Oε and obtain the uniform second derivative
bounds in the z direction for its level sets around the origin. As before we find that
v¯ε converges to u
∗ as ε → 0. Thus the conclusion holds also for u∗, and the proof
of Proposition 6.7 is finished.

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7. Proof of Theorem 2.4
Assume the hypotheses of Theorem 2.4 are satisfied. By Theorem 2.1, we may
also assume after performing an affine transformation that the solution u satisfies
(7.1) c0(|x′|2 + x2+αn ) ≤ u(x) ≤ C0(|x′|2 + x2+αn )
for all |x| ≤ c(ρ, ρ′). Since in our case µ = 1, the constants c0, C0 depend only on
α and n.
The rescalings uh for small h,
(7.2) uh(x) :=
1
h
u
(
h
1
2 x′, h
1
2+αxn
)
,
satisfy inequality (7.1) as well, and therefore belong to a compact family. Pre-
cisely, given a sequence um of functions as above, and hm → 0, we can extract a
subsequence umhm that converges uniformly on compact sets to a global solution u0
defined in Rn+, that satisfies (7.1) and
(1 − ε0)xαn ≤ detD2u0 ≤ (1 + ε0)xαn ,
(1− ε0) |x
′|2
2
≤ u0(x′, 0) ≤ (1 + ε0) |x
′|2
2
.
By compactness, the proof of Theorem 2.4 follows from the following Liouville
type theorem.
Proposition 7.1. Let u ∈ C(Rn+) be a convex function that satisfies the growth
condition
(7.3) c0(|x′|2 + x2+αn ) ≤ u(x) ≤ C0(|x′|2 + xαn),
with c0, C0 the constants of Theorem 2.1 (see Remark 2.2) and
(7.4) detD2u = xαn , u(x
′, 0) =
1
2
|x′|2.
Then
u = U0 :=
1
2
|x′|2 + x
2+α
n
(1 + α)(2 + α)
.
In the case α = 0 the conclusion is slightly different and u must be a quadratic
polynomial. The proof follows from the Pogorelov estimate in half space (see [S1]).
When α > 0 the situation is more delicate and we will make use of Theorem 2.1.
We define K as the set of functions u ∈ C(Rn+) that satisfy (7.3), (7.4). We want
to show that K consists only of U0.
Clearly K is a compact family under uniform convergence on compact sets. Also
for any h > 0,
u ∈ K ⇒ uh(x) := 1
h
u
(
h
1
2x′, h
1
2+αxn
)
∈ K.
If u ∈ K and
x0 ∈ {xn = 0}
is a point on the boundary then, after subtracting its tangent plane at x0 and
performing an appropriate sliding Ax0 , we can normalize u at x0 such that it belongs
to K. Precisely, there exists Ax0 sliding along xn = 0 such that ux0 ∈ K where
ux0(x) := u(x0 +Ax0x)− u(x0)−∇u(x0) ·Ax0x.
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This statement follows from Theorem 2.1. If x0 is sufficiently close to the origin
then the tangent plane of u at x0 has bounded slope. Indeed, the upper bound for
un(x0) is obtained from (7.3) by convexity while for the lower bound we compare
u in S1(u) with an explicit barrier of the type
−1
2
x20 + x
′ · x0 + c
2
|x′ − x0|2 + c1−n(x2n −Mxn),
with c small and M large appropriate constants.
We can apply Theorem 2.1 at the point x0 in the section S1(x0) of u and find
that ux0 defined above satisfies (7.3) in a fixed neighborhood around the origin. In
the general case we apply this argument for uh with h → ∞ and obtain that ux0
satisfies (7.3) in whole Rn+.
Below we provide the proof of Proposition 7.1 in several steps. The main ingre-
dients are the compactness of the class K under the rescalings and normalizations
given above, the fact that for i < n, uii are subsolutions for the linearized operator
and also that
un
x1+αn
solves an elliptic equation.
Step 1: We show that if u ∈ K then D2x′u ≤ I.
Given any y0 ∈ Rn+ we consider the section Sh(y0) of u that becomes tangent to
xn = 0 at some point x0. After normalizing u at x0 and then after an appropriate
rescaling, we may assume that Sh(y0) = {u < xn}. Notice that the tangential
second derivatives D2x′u are left invariant by these transformations. Hence, by
interior regularity, uii ≤ C for i < n. Assume we have a sequence of functions
um ∈ K and points ym (normalized as above) for which ∂iium(ym) tends to the
supremum value supu∈K ∂iiu. Then we may assume that um → u¯ ∈ K, and ∂iiu¯
achieves an interior maximum at the point y¯ = min(u¯−xn). The function ∂iiu¯ is a
subsolution for the linearized operator, thus ∂iiu¯ is constant in R
n. The boundary
data of u¯ on xn = 0 shows that this constant must be 1, and this proves Step 1.
Step 2: We show that if u ∈ K then
ψ(x′) := un(x
′, 0) is concave, ψ ≤ 0 and ‖∇ψ‖
C
α
2+α (Rn−1)
≤ C.
Formally, by Step 1 we have uiin ≤ 0 on xn = 0 hence ψ = un is concave. We
prove this rigourously below. Let x0 = (x
′
0, h
1
2+α ) be the point where the section
St at the origin (for some t) becomes tangent to xn = h
1
2+α . From (7.3) we have
ch ≤ t ≤ Ch, |x′0| ≤ Ct
1
2 ≤ Ch 12 .
We use Step 1 and ∇x′u(x0) = 0 and obtain
u(x′, h
1
2+α ) ≤ Ch+ 1
2
|x′ − x′0|2 ≤ Ch+ C|x′|h
1
2 + u(x′, 0).
We let h→ 0 and obtain un(x′, 0) ≤ 0.
If |x′| ≤ 1 then as above, we use an explicit barrier for u and easily obtain also
a lower bound 0 ≥ un(x′, 0) ≥ −C. We apply this for the rescaling uh (see (7.2))
and find
0 ≥ ∂nuh(x′, 0) = h 12+α−1un(h 12 x′, 0) ≥ −C if |x′| ≤ 1,
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hence
0 ≥ un(x′, 0) ≥ −C|x′|1+ α2+α for all x′.
We apply this last inequality for ux0 , the normalization of u at x0 ∈ {xn = 0},
ux0(x) = u(x0 +Ax0x)− u(x0)−∇u(x0) · Ax0x,
with
Ax0x = x− τx0xn, τx0 · en = 0.
We find
0 ≥ ∂nux0 (x′, 0) = un(x0 + x′, 0)− un(x0)− x′ · τx0 ≥ −C|x′|1+
α
2+α ,
where in the equality above we made use of ∇x′u(x′, 0) = x′. This proves Step 2
and we remark that the inequality above shows that the components of the vector
τx0 in the sliding Ax0 are given by uni(x0), i < n.
Step 3. We show that if v is a convex function in Rn+ that satisfies detD
2v = xαn,
then
w¯ := vn/x
1+α
n
satisfies in the set {w¯ > 0} a linear elliptic equation of the type
Lw¯ := aij(x)w¯ij + b
i(x)w¯i = 0, with (aij(x))i,j > 0.
It suffices to show that
w = log w¯ = log v − (1 + α) log xn,
satisfies a linear elliptic equation as above. We have
wi =
vni
vn
− 1 + α
xn
δin
wij =
vnij
vn
− vnivnj
v2n
+
1 + α
x2n
δinδ
j
n.
Differentiating the equation log detD2v = α log xn along xn direction
vijvnij =
α
xn
,
hence
(7.5) vijwij =
α
xnvn
− vnn
v2n
+
1 + α
x2n
vnn = −wn
vn
− 1
xnvn
+
1 + α
x2n
vnn.
We have
vnnvnn = 1−
∑
i6=n
vniv
in = 1−
∑
i6=n
wivnv
in,
hence
vnn =
1
vnn
− giwi,
for some functions gi. Then
1 + α
xn
vnn − 1
vn
=
1 + α
xnvnn
− 1
vn
− g˜iwi
= − 1
vnn
(
vnn
vn
− 1 + α
xn
)
− g˜iwi
= − 1
vnn
wn − g˜iwi,
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which together with (7.5) proves step 3.
As a consequence we obtain that if v ∈ C(Rn+) is a convex function that satisfies
(7.6) detD2v = xαn, v(x
′, 0) =
1
2
|x′|2,
and w¯ = vn/x
1+α
n achieves a positive maximum at an interior point then w¯ is
constant. This implies that v = U0 with U0 as in Proposition 7.1 and therefore
w¯ ≡ 11+α .
Assume that v satisfies (7.6), and for some direction ξ = (ξ′, 1) and constant m,
the function
w˜ =
vξ +m
x1+αn
has a positive interior maximum.
Then w˜ ≡ 11+α . Indeed, the function
v˜(y) := v(y′ + ξ′yn, yn) +myn,
satisfies (7.6) and the conclusion follows as above since
v˜n(y)
y1+αn
=
vξ(x) +m
x1+αn
, x := (y′ + ξ′yn, yn).
Step 4. We use the result above and show that
u ∈ K ⇒ un
x1+αn
≤ 1
1 + α
.
Let x∗ be a point in Rn+ where un(x
∗) > 0, and let x0 be the point where the
first section of u at x∗ becomes tangent to xn = 0. As in Step 1 we normalize u at
x0 and then rescale
v(y) :=
1
h
ux0(Fhy) =
1
h
[u(x0 +Ax0Fhy)− u(x0)−∇u(x0) ·Ax0Fhy] ,
with
Fhy := (h
1
2 y′, h
1
2+α yn), Ax0x = x− τx0xn, τx0 = (τ1, ..., τn−1, 0).
We know that v ∈ K and we denote by y∗ the corresponding coordinates for x∗
in the y coordinate,
x = x0 +Ax0Fhy x
∗ = x0 +Ax0y
∗.
We choose h above such that y∗ is the center of the section {v < yn}, i.e. the point
where v − yn achieves its minimum. We have
h∇v = ∇uAx0Fh −∇u(x0)Ax0Fh,
and we obtain
(7.7) un = un(x0) + h
1+α
2+α vn + h
1
2 τ ivi
where un is evaluated at x and vn, vi are evaluated at y.
Since un(x
∗) > 0 and |∇v(y∗)| ≤ C1 for some constant C1 depending only on α
and n we find
(7.8) 0 ≤ un(x0) + C1
(
h
1+α
2+α + h
1
2 |τx0 |
)
.
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On the other hand by Step 2 we know that un ≤ 0 on xn = 0. Thus if we write
(7.7) at
y = (y′, 0), with y′ = 2C1
τx0
|τx0 |
,
and use ∇y′v(y) = y′ together with (7.8) we obtain
0 ≥ −C1
(
h
1+α
2+α + h
1
2 |τx0 |
)
− C2h
1+α
2+α + 2C1h
1
2 |τx0 |
for some C2 large depending on C1. This and (7.8) show that
|τx0 |h
1
2 ≤ C3h
1+α
2+α , un(x0) ≥ −C3h
1+α
2+α ,
for some C3 depending only on n and α. We use these inequalities in (7.7) and
obtain
(7.9)
un(x)
x1+αn
=
m+ vξ(y)
y1+αn
,
for some vector ξ and constant m satisfying
ξ = (ξ′, 1), |ξ′| ≤ C3, and − C3 ≤ m ≤ 0.
The right hand side of (7.9) is bounded by a universal constant at y∗ which
implies that un/x
1+α
n is bounded at x
∗. Since x∗ is arbitrary we obtain an upper
bound for this function. Moreover, if we take a sequence of points which approach
its supremum then the corresponding functions v (and m, ξ) converge up to a
subsequence to a limiting solution v¯ ∈ K (respectively m¯, ξ¯) for which
m¯+ v¯ξ¯
z1+αn
achieves its maximum at the center of {v¯ < yn}.
By Step 3 we obtain that this maximum value is 1/(1 + α).
Step 5. We show that if u ∈ K then u = U0.
Indeed, we integrate in the xn direction the inequality in Step 4 and obtain
u ≤ U0. Assume by contradiction that u does not coincide with U0 hence, by
strong maximum principle, u < U0 in R
n
+. Let
V :=
1 + ε
2
|x′|2 + (1 + ε)
1−n
(2 + α)(1 + α)
x2+αn − εxn,
and notice that detD2V = detD2u, and
V ≥ U0 ≥ u on {xn = 0} ∪ ({|x′| = C1} ∩ {0 ≤ xn ≤ 1})
and if ε is sufficiently small
V ≥ U0 − C2ε ≥ u on {|x′| ≤ C1} ∩ {xn = 1},
where C1, C2 are constants depending on α and n. By maximum principle
V ≥ u in B′C1 × [0, 1]
and we contradict ∇u(0) = 0 which follows from (7.3).

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8. Consequences of Theorem 2.4
In this section we use Theorem 2.4 and prove Theorems 2.6, 1.3, 1.2. First we
show that if the hypotheses of Theorem 2.1 or Theorem 2.4 are satisfied at a point
then they hold also in a neighborhood of that point.
Lemma 8.1. Assume the hypotheses H1, H2, H3, H4 of the localization Theorem
2.1 are satisfied and, in addition, ∂Ω admits an interior tangent ball of radius ρ at
all points on ∂Ω ∩Bρ and
u(x) = ϕ(x′) on ∂Ω ∩Bρ, µ−1I ≥ D2x′ϕ ≥ µI.
Then the hypotheses of the localization theorem hold at all points x0 ∈ ∂Ω∩Bc, for
some c = c(ρ, ρ′) small.
Proof. We only have to check that on ∂Ω, u separates quadratically away from the
tangent plane at x0, hence we need to show that |∇u(x0)| is sufficiently small when
|x0| is close to the origin. By Theorem 2.1 there exists a sliding A, |A| ≤ C1(ρ, ρ′)
such that for h ≤ c1(ρ, ρ′) small, the rescaled function
(8.1) uh(y) :=
1
h
u(AFhy) Fhy := (h
1
2 y′, h
1
2+α yn), x = AFhy,
satisfies in S1(uh)
uh(y) = ϕh(y
′) on ∂Ωh = (AFh)
−1∂Ω,
µ
2
I ≤ D2y′ϕh ≤ 2µI,
c0(|y′|2 + y2+αn ) ≤ uh ≤ C0(|y′|2 + y2+αn ), detD2uh ≤ 2yαn .
where the last inequality follows from the fact that u satisfies the same inequality
in Ω ∩ Bρ. Now, if y0 ∈ ∂Ωh with |y0| < c small we can bound |∇uh(y0)| as in
Section 7, by using a lower barrier of the type
uh(y0) + ξ
′ · z′ + c|z′|2 + c1−n(z2n −Mzn),
where z denote the coordinates in a coordinate system centered at y0 and with the
zn axis pointing towards the inner normal to ∂Ω.
In conclusion
|∇uh(y0)| ≤ C ⇒ |∇u(x0)| ≤ C1h
1+α
2+α , x0 = AFhy0,
and by choosing h = c2(ρ, ρ
′) small, we obtain the desired conclusion.

From the proof above we see that if in Lemma 8.1 we have ∂Ω, ϕ ∈ C2 in Bρ
and
detD2u = g dα∂Ω,
for some function g > 0 that is continuous on ∂Ω ∩ Bρ, then Theorem 2.4 applies
at all points on ∂Ω ∩ Bc with c = c(ρ, ρ′) small. In particular we obtain that u is
pointwise C2 at all these points, and using the arguments above it can be shown
that D2u is continuous on ∂Ω ∩Bc.
Next we extend our estimates from ∂Ω to a small neighborhood of ∂Ω and prove
Theorem 2.6.
Proof of Theorem 2.6
In this proof we denote by c¯, C¯ various constants (that may change from line to
line) which depend on n, α, ρ, ρ′, β and the C2 modulus of continuity of ϕ and ∂Ω.
A LOCALIZATION THEOREM 45
Assume for simplicity that D2ϕ(0) = I and g(0) = 1. We apply Theorem 2.4
and obtain that there exists a sliding A, with |A| ≤ C(ρ, ρ′), such that for any
η > 0
(8.2) (1− η)A Sh(U0) ⊂ Sh(u) ⊂ (1 + η)A Sh(U0),
for all h ≤ c¯(η). Let t be the minimum value of u−h 1+α2+αxn and xt the point where
is achieved thus
St(xt) = {u < h
1+α
2+αxn}.
Next we show that
(8.3) ‖D2u‖Cβ(St/4(xt)) ≤ C¯h−
β
2 , sup
St/4(xt)
‖D2u−D2u(0)‖ ≤ C¯η.
From (8.2) we see that t ∼ h and also
St/2(xt) ⊂ C := {|x′| ≤ C|xn|} .
In the cone C, d∂Ω/xn is a positive function with bounded Lipschitz norm, hence
for all t small
detD2u = g¯ xαn in St/2(xt)
with g¯(0) = 1, ‖g¯‖Cβ ≤ C¯. We let uh be the rescaled function given in (8.1) and
let xt = AFhyt and notice that
AFhSt/(2h)(yt) = St/2(xt), St/h(yt) = {uh < yn}
where St(y) denote the sections for uh.
We have
detD2uh = g¯h x
α
n in St/(2h)(yt),
with
g¯h(y) = g¯(AFhy) ⇒ ‖g¯h‖Cβ ≤ C¯h
β
2+α , g¯h(0) = 0.
From (8.2) we have
|uh − U0| ≤ Cη in St/(2h)(yt)
hence, by the interior C2,β estimates for Monge-Ampere equation, we obtain
‖D2uh‖Cβ ≤ C¯, ‖D2x′uh − I‖ ≤ C¯η in St/(4h)(yt).
We write these inequalities in terms of D2u and we obtain (8.3). We apply the same
argument at other boundary points instead of the origin, thus we may assume that
(8.3) holds uniformly for all points x∗ ∈ ∂Ω ∩ Bδ and their corresponding interior
sections St′(x
∗
t′ ) which become tangent to ∂Ω at x
∗.
Let y∗ ∈ ∂Ωh ∩ Sc(uh), thus |∇uh(y∗)| is small if c is small. This implies that
the section
St′/h(y
∗
t′) := {uh < uh(y∗) + (∇uh(y∗) + νy∗) · (y − y∗)},
with νy∗ the inner normal to ∂Ωh, is a perturbation of the section {uh < yn}. We
obtain
St′/(4h)(y
∗
t′) ∩ St/(4h)(yt) 6= ∅,
and the corresponding sections for u satisfy
St′/4(x
∗
t′) ∩ St/4(xt) 6= ∅,
if x∗ ∈ ∂Ω ∩ Sch. This and (8.3) imply
‖D2u(x∗)−D2u(0)‖ ≤ C¯η,
which together with (8.3) shows that u ∈ C2(∂Ω ∩Bδ) for some small δ.
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
Remark 8.2. From the proof above we see that if g has a Cβ modulus of continuity
only on ∂Ω, i.e.
(8.4) |g(x)− g(x0)| ≤ C|x− x0|β for all x ∈ Ω, x0 ∈ ∂Ω,
then for u ∈ C1,γ(Ω ∩Bδ) for any γ < 1, and with δ small depending also on γ.
Indeed, instead of the interior C2,β estimates we may apply the interior C1,γ
estimates since g¯h has small oscillation in St/(2h)(yt). We obtain
‖∇uh‖Cγ ≤ C in St/(4h)(yt), |∇uh| ≤ C in S1(uh),
which rescaled back implies
‖∇u‖Cγ(St/4(xt)) ≤ Ch
1−γ
2 , sup
Sh
|∇u−∇u(0)| ≤ h 12 ,
and the claim easily follows.
As a consequence of Theorem 2.6 we obtain Theorem 1.3.
Proof of Theorem 1.3
After multiplying by an appropriate constant we may suppose maxΩ |u| = 1.
Since ∂Ω is uniformly convex, we can use explicit barriers at points on ∂Ω and
obtain |u| ≤ Cd∂Ω with C a constant depending on n and the lower bounds for the
curvatures of ∂Ω. Also by convexity we find |u| ≥ cd∂Ω.
These inequalities on |u| imply that if x0 ∈ ∂Ω then c ≤ |∇u(x0)| ≤ C, hence on
∂Ω the function u separates quadratically from its tangent plane at x0. We apply
Proposition 3.5 and obtain that u is pointwise C1,1/3 at all points on ∂Ω, i.e.
0 ≤ u(x)−∇u(x0) · (x− x0) ≤ C|x − x0| 43 for all x ∈ Ω, x0 ∈ ∂Ω.
This implies ∇u ∈ C1/3(∂Ω), which toghether with the inequality above gives that
g := |u|/d∂Ω
has a uniform C1/3 modulus of continuity on ∂Ω, i.e. (8.4) holds with β = 1/3.
By Remark 8.2 above we find u ∈ C1,γ(Ω) which implies that g ∈ Cγ(Ω), and the
conclusion follows by Theorem 2.6.

Before we prove Theorem 1.2 we obtain a simple consequence of Thorem 4.5.
We recall the notation used in Section 4
b(h) := max
Sh
xn.
Lemma 8.3. For any ε > 0 small, there exist constants c¯ small, K large depending
on µ, n, α and ε such that if
u ∈ Dµ0 (a1, ..., an−1), with an−1 ≥ K
and µ ≤ a1 ≤ · · · ≤ an−1 ≤ ∞, then
b(t) ≥ (2/µ) t 13+α−ε for some t ∈ [c¯, 1].
Proof. In Theorem 4.5 we showed that if 0 ≤ k ≤ n− 2,
(8.5) u ∈ Dµ0 (1, ..., 1︸ ︷︷ ︸
k times
,∞..,∞) ⇒ b(h) ≥ Ch 13+α ,
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for some universal C depending on µ, n, α. Indeed, in Lemma 4.9 we obtained
cdn ≤ b(h) ≤ Cdn and in (6.15)
ch ≤ dn+1−k+αn ≤ Ch, n+ 1− k + α ≥ 3 + α.
Now the lemma follows by compactness similar to the proof of Lemma 4.6. From
(8.5) with k = 0 and by compactness, we can find C1(ε) large such that the con-
clusion of the lemma holds if a1 ≥ C1.
If a1 ≤ C1 then we use compactness and (8.5) with k = 1 (and µ˜ depending on
µ and C1), and obtain that there exists C2(ε), C2 ≫ C1 such that if a2 ≥ C2 then
the conclusion of the lemma is satisfied.
We obtain the conclusion by repeating this argument n− 2 times.

We conclude the section with the proof of Theorem 1.2.
Proof of Theorem 1.2
From Theorem 2.1 we know that after subtracting the tangent plane at the origin
and after performing an affine deformation given by a sliding along xn = 0 we may
suppose that
(8.6) u = O(|x′|2 + x2+αn ), near the origin.
For h large we define as usually d1 ≤ ... ≤ dn−1 to be the length of the axis of
the ellipsoid which is equivalent to Sh ∩ {xn = x∗h · en}, and we let dn such that(
n−1∏
1
d2i
)
d2+αn = h
n.
As in the proof of Proposition 3.1 we can find c0, C0 depending only an n and α,
and a sliding Ah along xn = 0 such that,
c0dn ≤ b(h) ≤ C0dn,
and the rescaling
uh(x) :=
1
h
u(AhDhx) with Dh := diag(d1, .., dn),
satisfies
uh ∈ Dc00 (a1, .., an−1) with ai = dih−
1
2 .
If
(8.7) b(h) ≤ c1(ε)h1/(2+α)
for some c1 sufficiently small then an−1 ≥ K with K the constant from Lemma 8.3
applied to uh. Then
b(th)
b(h)
=
buh(t)
buh(1)
≥ 2 t 13+α−ε for some t ∈ [c¯, 1],
hence
q(h) ≤ 1
2
q(th) with q(h) := b(h)h−
1
3+α−ε .
Thus if (8.7) holds for all h large then q(h) → 0 as h → ∞. This contradicts the
growth assumption for u at infinity on the xn axis.
In conclusion
b(h) ≥ c1(ε)h 12+α
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for a sequence h = hm tending to ∞, hence c(ε) ≤ dih−1/2 ≤ C(ε) if i < n. This
implies that for this sequence of hm’s, the rescaled function
u˜h(x) :=
1
h
u(AhFhx) with Fhx := (h
1
2x′, h
1
2+α ),
satisfies the hypotheses of Theorem 2.4 for any η > 0. Hence there exists c2(ε, η)
such that
(1− η)U0 ≤ u˜h(A˜hx) ≤ (1 + η)U0(x) holds if |x| ≤ c2,
for some sliding A˜h. In terms of u this means that
(1− η)U0 ≤ u(A¯hx) ≤ (1 + η)U0 holds if |F−1h x| ≤ c2,
for some sliding A¯h. Using also (8.6) we obtain A¯h = I. We let h→∞, thus
(1− η)U0 ≤ u ≤ (1 + η)U0 for all x,
and, since η is arbitrary, we find u = U0.

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