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Abstract 
Humans’ ability to understand speech is remarkable in that, despite large amounts of 
inter-talker variability due to factors such as pitch, speech rate, and accents, we are usually able 
to understand what is being said quickly and with little conscious effort. However, there is still 
much to be understood about the processes by which we learn about talker-specific information 
in the speech signal and the memory mechanisms that support this learning. In this dissertation, I 
present a series of seven experiments examining listeners’ on-line processing of a novel foreign 
accent and the contributions of the declarative memory system and sleep-dependent 
consolidation in learning talker-specific information. In the first series of experiments, 
participants’ eye movements were monitored as they listened to the speech of a native Québec 
French speaker who spoke with an accent that should have made it easier to disambiguate the 
names of the images in the display. Despite highly accurate performance at identifying the target 
words, listeners’ eye movements revealed difficulty when listening to the French talker. 
However, analyses examining learning across the course of each experiment showed that 
participants did improve as they gained more exposure to the accent. I conclude that talker 
adaptation does not always happen rapidly, and that experience with a particular accent is 
crucial. In the second set of experiments, I explored the memory mechanisms responsible for 
talker adaptation by testing amnesic patients with severe declarative memory impairments and by 
using manipulations of sleep in healthy undergraduate participants. Both studies used an eye-
tracking paradigm in which participants heard a regional accent of American English. Amnesic 
participants performed much like healthy comparisons, using accent information to facilitate 
understanding. This finding suggests that episodic memory is not necessary for talker-specific 
learning. I also examined healthy, college-aged participants’ performance on this eye tracking 
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task in two sessions, with a period of intervening sleep or wakefulness. Participants who slept 
performed better overall at Session 2, suggesting that sleep-dependent consolidation processes 
can aid in the process of spoken word recognition. Taken together, the results of these 
experiments extend our knowledge of the time course and memory mechanisms that support the 
learning of talker-specific information.  
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CHAPTER 1: INTRODUCTION 
When interpreting the speech of different talkers, listeners encounter a large amount of 
variability, including differences in pitch, speaking rate, and regional or foreign accent. Despite 
this variability, listeners normally adapt to these differences quickly, affording rapid and 
successful processing of the speech of various talkers. This ability to adapt to variability is 
surprising considering the many-to-many mapping problem in speech perception: Depending on 
the talker and phonetic context, a particular acoustic signal can map onto multiple phonemes, and 
a particular phoneme can be conveyed by the use of multiple acoustic signals (e.g., Gordon, 
1988; Liberman, Cooper, Shankweiler, & Studdert-Kennedy, 1967; Peterson & Barney, 1952). 
One type of variability that poses a common, yet difficult challenge for listeners is the 
variability across talkers in regional and foreign accents. A central question is how listeners 
adjust to these talker- or dialect-specific changes in speech. In this dissertation, I focus 
specifically on the case of regional and foreign accents containing second-order constraints and 
address the mechanisms that allow listeners to tailor perception to a specific individual in multi-
talker settings. 
Accents can be a particularly difficult form of inter-talker variability because they can 
introduce phonetic and phonemic changes that are novel to listeners who have never been 
exposed to a particular dialect. However, many studies find that listeners are able to overcome 
these difficulties and process accented speech effectively (Dahan, Drucker, & Scarborough, 
2008; Evans & Iverson, 2003; Floccia, Goslin, Girard, & Konopczynski, 2006; Trude & Brown-
Schmidt, 2012a). In one study using synthesized speech, listeners heard a retelling of “The 
Wizard of Oz” in which all front vowels were lowered (e.g., /ɪ/ à [ɛ]; [wɛtʃ]- witch) (Maye, 
Aslin, & Tanenhaus, 2008). Before and after listening to the story, participants completed a 
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lexical decision task. The results showed that after listening to the story with the shifted vowels, 
participants were more likely to endorse nonwords such as wetch, which appeared in the story, as 
well as items like keng, which followed the same vowel shift rule but were never heard during 
the story. Nonwords that followed a different vowel shift pattern than the one heard in the story 
(e.g., weetch) were also included to ensure that participants were not simply becoming more 
lenient overall when endorsing items. Indeed, the results showed that these words were not 
endorsed more often after listening to the story. These findings indicated that listeners were 
forming specific representations of the accented speech and that this knowledge was informing 
their performance during subsequent speech perception. 
Other research has shown that this type of learning can be maintained even when an 
intervening talker is introduced. In one such study, participants heard two voices produce 
ambiguous sounds from the midpoint of an /s/-/ʃ/ continuum (Kraljic & Samuel, 2007). For one 
of the talkers, the ambiguous sound was embedded into words that would normally contain an /s/ 
(e.g., obscene), and for the other talker, the sound was embedded into words that would normally 
contain an /ʃ/ (e.g., brochure). Exposure to these two talkers was blocked. After both exposure 
blocks, participants completed two phoneme categorization tasks, again blocked by talker. In the 
test phase, participants heard a sound from the /s/-/ʃ/ continuum and had to categorize it as an /s/ 
or an /ʃ/. In single-talker versions of the experiment, the context in which the ambiguous sound 
was previously heard has been found to influence categorization. For example, participants who 
hear the ambiguous sound in /ʃ/-contexts shift their category boundary and classify more sounds 
on the continuum as /ʃ/. The question in the two-talker version of the task was whether exposure 
to an intervening talker would eliminate this categorization shift. In the /s/-/ʃ/ version of the 
experiment, listeners were not affected by an intervening talker, providing evidence that listeners 
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are able to store phonetic information in a talker-specific manner, rather than simply shifting 
their category boundary for all talkers. (Note that in an identical experiment using a /d/-/t/ 
continuum, interference from an intervening talker was found. The authors explain that stop 
consonants are less likely to carry talker-specific information than fricatives, which could have 
weakened any talker-specific effects.)  Nonetheless, these results provide tentative evidence of 
talker-specific phonetic representations. 
Using eye tracking to study adaptation in speech perception  
Although behavioral evidence suggests that listeners learn and store talker-specific 
speech representations, it does not address questions about the on-line processing that takes place 
during adaptation to speech with phonetic differences, such as accented speech. For instance, is 
the process of adaptation rapid, or does it sometimes entail uncertainty or an initial 
misinterpretation followed by revision? Research using time-sensitive on-line measures of 
comprehension, specifically eye-tracking in the visual world paradigm, has shed light on these 
questions, suggesting that listeners show rapid and specific learning and adaptation to accents 
(e.g., Dahan, Drucker, & Scarborough, 2008; Trude & Brown-Schmidt, 2012a). For example, 
Dahan, et al. (2008) exposed participants to a regional accent different from their own within the 
context of a visual-world eye-tracking task. The auditory stimuli were produced by a native 
English speaker with a regional accent in which the /æ/ vowel was raised to [ε] before /g/ (e.g., 
bag [bεg]) but not before /k/ (e.g., back [bæk]). On critical trials, participants viewed a screen 
containing four orthographically-presented words, including an –ag word and an –ack word with 
the same initial consonant (e.g., bag and back). After exposure to the talker’s accent, upon 
hearing the [bæ] of back, participants shifted their fixations to back and ruled out bag as a 
possible interpretation, demonstrating that participants had learned the phonetic characteristics of 
4 
 
the talker’s accent, ruling out bag as a competitor because it would have been pronounced with 
an [ɛ] vowel by that talker. Subsequent research using a similar accent (/æ/ raised to [eɪ] before 
/g/) demonstrated that the same effect extends to multi-talker settings in which one of two 
randomly alternating talkers exhibits a different regional accent (Trude & Brown-Schmidt, 
2012a), indicating that not only do participants adapt their phonetic representations to those of 
the current talker, but also that they can quickly alternate their representations to guide on-line 
interpretation. Testing whether findings of adaptation apply in multi-talker settings is important 
due to their similarity to real-life conversational situations in which several people take turns 
speaking, and because it allows us to test whether information about a particular talker can be 
retained and quickly applied during speech processing, even after exposure to an intervening 
talker (e.g., Kraljic & Samuel, 2007). 
However, some questions remain regarding the way in which these accented words are 
learned and remembered. Trude and Brown-Schmidt (2012a) found that, although listeners were 
able to rule out an accent-affected competitor (e.g., tag) when a non-accented word (e.g., tack) 
was the target, the converse was not also true: Contrary to our predictions, when interpreting a 
word like bag, participants were less likely to fixate an –ag target and disregard an –ack 
competitor when listening to the male accented talker than when listening to the female 
unaccented talker, despite the male talker’s more distinct pronunciations of the vowels in the two 
words (Trude & Brown-Schmidt, unpublished data). Furthermore, on trials with an –ake target 
(e.g., take) and an –ag competitor, participants rarely considered the male talker’s –ag 
competitor, with the proportion of fixations to these words never rising much above chance (.25). 
If listeners had truly incorporated the male talker’s pronunciation of bag-type words into their 
on-line interpretation (as it appears from the pattern of competition on back-type trials), we 
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would have expected better performance with the male talker on –ag trials and more competition 
from –ag words on –ake trials.  
These two observations suggest that participants were not initially likely to consider 
accented words as potential interpretations for the speech that they were hearing (although they 
were ultimately able to identify the accented words, perhaps in part due to their disambiguating 
coda consonant). One explanation for this pattern of results is that listeners may have formed 
only vague phonological representations of the accented words. For example, listeners could 
have learned that the Male talker’s –ag vowels were raised in comparison to his –ack vowels; 
however, they may have failed to encode the phonetic detail in enough specificity to learn that 
his –ag vowels were nearly identical to his –ake vowels. This could have led to a “fuzzy” 
representation in which participants did not know exactly how the male talker produced his –ag 
vowels, but they did know that they were not the same as his –ack vowels (see Figure 1.1). 
 
Figure 1.1. The orange shape represents a possible “fuzzy” representation of the male talker’s 
accented -ag vowels in Trude & Brown-Schmidt (2012a). Note that the representation of these 
vowels is less specific than those of other vowels, and that it overlaps partially with 
representations of standard [eɪ] vowels, but not at all with representations of standard [æ] vowels. 
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Under such an account, on male talker trials in which auditory input was consistent with the 
accented pronunciations of the –ag words (e.g., “Click on [teɪ…]), listeners may have considered 
the –ag words more than they would have when listening to the female talker due to the partial 
overlap in their representations of the male talker’s –ake and –ag vowels. However, because the 
listeners’ representation of the male talker’s –ag vowels is vague, these words may have 
competed only weakly, leading to the smaller magnitude of the –ake effect. 
Conversely, the large benefit for the male talker on –ack trials could have been due to 
listeners knowing that, however the male talker produced his –ag vowels, they were different 
than his –ack vowels, causing them to more quickly rule out the –ag competitor when a 
canonical [æ] vowel was heard. In sum, the overall impression created when examining the 
pattern of results across conditions is that the strength or specificity of listeners’ representations 
of the accented words was less than those of canonically-pronounced words. Thus, Experiment 7 
examines the memory mechanisms that could allow listeners to ultimately learn new talker-
specific pronunciation variants. 
Adaptation to foreign-accented speech 
Although adaptation to regional accents has been found to take place rapidly, adaptation 
to foreign accents may confer higher costs on listeners because of increased phonetic and 
phonemic differences from native speech (e.g., Flege, 1987; Flege, Frieda, Walley, & Kandazza, 
1998; Flege, Schirru, & MacKay, 2003; also see Flege, 1995). Such widespread phonetic and 
phonemic differences may be especially hard for listeners to overcome because they do not 
match the more typical acoustic characteristics associated with the speech of native talkers, and 
because they can create temporary or global ambiguities that would not exist in a native 
speaker’s speech. For example, when speaking English, a native speaker of Québec French may 
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produce the /i/ vowel as [ɪ] before all consonants except voiced fricatives due to a productive 
phonological process in Québec French. Thus, he or she may pronounce the word weak as [wɪk], 
creating a lexical ambiguity with the word wick. Furthermore, native listeners may be less 
familiar with certain foreign accents than they are with regional dialects of their language, which 
may be encountered regularly in everyday life and through television or other media. In Part I of 
this dissertation, I examine the process by which listeners overcome these difficulties in order to 
successfully process foreign-accented speech. 
Despite these challenges, previous research has shown that although perception of 
foreign-accented speech is initially impaired, performance improves with minimal exposure, in 
some cases enough to equate performance with native speech (e.g., Bent & Bradlow, 2003; 
Bradlow & Bent, 2008; Clarke & Garrett, 2004; Sidaras, Alexander, & Nygaard, 2009; Weil, 
2001). For example, Clarke and Garrett (2004) asked participants to complete a cross-modal 
matching task in which they listened to English sentences read by either a native or non-native 
speaker of English and responded to visual probes. After approximately 1 minute of exposure to 
the foreign accent, probe reaction times (which were initially slower with the accent) did not 
differ for native and non-native speech. Other research using transcription tasks suggests that 
when trained in multi-talker settings, learning generalizes to previously unheard talkers with the 
same accent, with comparable performance to listeners who were specifically trained on the test 
talker (Bradlow & Bent, 2008; also see Sidaras, Alexander, & Nygaard, 2009).  
Although these studies demonstrate that listeners’ comprehension of foreign-accented 
speech improves with exposure, questions about the mechanisms used to interpret this speech 
still remain. Specifically, because most of these studies used whole-sentence stimuli, listeners 
could have relied on sentence-level contextual information to guide interpretation (e.g., see 
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Samuel, 1996). Thus, it is unclear how specifically listeners represented the phonetic features of 
the accent itself. Representing the features of a talker’s accent could be important because 
knowledge about how a talker typically produces a given sound could allow for improvement in 
spoken word identification in cases where there is little context provided by sentence- or 
discourse-level information.  
One exception to this pattern is a recent series of studies by Witteman, Weber, and 
McQueen (2013), in which native Dutch speakers completed a cross-modal priming task in 
which the primes were single Dutch words produced by a native German speaker who spoke 
Dutch as a second language. The critical stimuli contained a Dutch diphthong which is not part 
of the German vowel inventory, and is thus often mispronounced by native German speakers. 
The results showed that the German-accented tokens containing this diphthong only primed the 
Dutch orthographic representations for listeners who either had extensive prior experience with 
German-accented Dutch or were trained on other accented words containing the diphthong at the 
start of the experiment. Further supporting the crucial role of experience in adaptation to 
accented speech, the authors found that listeners who were not trained on the critical diphthong 
began to show priming effects in the second half of the experiment, presumably from exposure to 
the diphthong in the first half. These findings suggest that, even in an impoverished, single-word 
context, listeners can learn a specific phonetic feature of a talker’s accent and use that knowledge 
to affect their interpretation of the stimulus. 
Another limitation of previous work in this area is that much of it uses off-line measures 
such as transcription, and explicit judgments, such as lexical decision. Thus, it is unknown 
whether the previously observed adaptations to foreign accented speech take place on-line as the 
speech is being perceived, or only in a delayed stage of processing. The answers to these 
9 
 
questions will likely require the use of time-sensitive measures that tap into the online 
interpretation of foreign-accented speech, as well as methodologies that do not require the 
participant to make explicit judgments, allowing more insight into typical language processing in 
natural settings. The current work addresses these questions by using such an online measure, 
eye tracking in a visual world paradigm, and by testing participants’ adaptation to one specific 
characteristic of the accent. 
Mechanisms supporting talker-specific adaptation 
 One unanswered question in the talker adaptation literature is how listeners are able to 
learn and adapt to talker-specific information such as accents. This is the question that I will 
address in Part II of this dissertation. One class of theories that aims to address this question is 
broadly referred to as normalization theory. Under these accounts, listeners adapt to novel talkers 
by applying a transformational algorithm or mapping to the incoming speech in order to match it 
up to canonical phonological forms stored in memory (Magnuson & Nusbaum, 2007; Nusbaum 
& Magnuson, 1997). Early iterations of normalization theory argued that the talker-specific 
variability inherent in the speech signal was thrown out (Miller, 1989; Syrdal & Gopal, 1986); 
however, with an increasing amount of evidence demonstrating that listeners are extraordinarily 
sensitive to this type of detail and able to use it during spoken word comprehension (Dahan, 
Magnuson, Tanenhaus, & Hogan, 2001; McMurray, Clayards, Tanenhaus, & Aslin, 2008), more 
modern accounts have expanded the theory by suggesting that talker-specific mappings could be 
learned and stored (Magnuson & Nusbaum, 2007).  
According to another prominent theory of speech perception, talker-specific mappings 
are stored in episodic memory (Goldinger, 1998; Goldinger & Azuma, 2003), a form of 
declarative memory for autobiographical events and experiences (e.g., time-, place-, and person-
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specific information). The episodic theory proposes that every instance of speech is stored as a 
separate episodic memory trace. These traces provide a record of how a particular acoustic signal 
was used by a particular talker in a particular context. When a new instance of speech is heard, 
contextually-similar traces are activated proportionate to their similarity to the new sound, 
guiding comprehension of the unfolding speech sounds. However, there is no direct evidence 
that learning talker-specific mappings depends on the declarative memory system, and evidence 
from healthy individuals is equivocal, as both declarative and non-declarative memory may 
support learning. Therefore, the mechanism of talker-specific learning remains to be determined. 
In Experiment 6, I test amnesic patients with severe declarative memory impairment in order to 
assess the contribution of episodic memory in talker adaptation. 
 Novel word learning.  A seemingly similar type of linguistic process in which 
declarative memory structures are implicated is novel word learning. A growing body of work 
suggests that the integration of novel words into the lexicon is supported by sleep-dependent 
memory consolidation processes. For example, Dumay and Gaskell (2007) taught participants a 
series of novel words that diverged word-finally from a real English word that otherwise had an 
early uniqueness point (e.g., cathedruke/cathedral). Participants’ learning of the novel words 
was assessed in two ways. A two-alternative forced choice (2AFC) task was given to assess 
participants’ recognition memory for the novel words. Participants heard two similar-sounding 
novel words (e.g., cathedruke and cathedruce) and identified the one that they had previously 
been trained on. The second test was a pause detection task designed to test the integration of the 
novel words into the lexicon. In this task, participants heard the real-word counterpart to one of 
the trained novel words (e.g., cathedral). In some cases, a short pause was inserted before the 
divergence point of the two words (e.g., cathedr_al). Participants pressed a button as quickly as 
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possible when they heard a pause. Pause detection latencies have previously been found to be 
affected by the number of potential lexical competitors available before the pause. Thus, Dumay 
and Gaskell predicted that pause detection latencies in a word like cathedral would increase if 
the novel word was indeed competing with the real word. 
Crucially, participants in this study were tested three times, with each testing session 
separated by twelve hours. AM group participants were initially trained and tested at 8 AM, then 
again at 8 PM the same day and 8 AM the next day. PM group participants were first tested at 8 
PM, then 8 AM and 8 PM the next day. Thus, at Session 2, only the participants in the PM group 
had slept. By Session 3, all participants had had a night’s sleep. 
The results of the 2AFC task revealed that participants’ had good recognition memory for 
the novel words at all three sessions. However, the pause detection results showed that 
participants only exhibited competition effects after they had slept (Sessions 2 and 3 for the PM 
group, Session 3 for the AM group). These results suggest a dichotomy between simple 
recognition of novel word forms (probed by the 2AFC task) and the integration of these word 
forms into the lexicon (probed by pause detection), specifically, that the latter only occurs after 
sleep. 
Proponents of this sleep-based lexicalization view have interpreted their results within the 
complementary learning systems (CLS) account of memory. Under this account, different 
memory systems acquire and process information across distinct timescales. The hippocampal 
system encodes information quickly and sparsely, while the cortical system integrates novel 
information into existing knowledge structures slowly, and only after many repetitions 
(McClelland, McNaughton, & O’Reilly, 1995). Under a CLS account, during sleep, information 
is slowly transferred from the hippocampal system to the cortex. Evidence supporting this 
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mechanism in novel word learning comes from a polysomnography study monitoring sleep 
spindles, an EEG component thought to index crosstalk between the hippocampus and the 
cortex. Participants were trained and tested on novel words like cathedruke, and their brain 
activity was monitored that night as they slept. The following day, participants were tested on the 
novel words again. The results showed that the number of sleep spindles a participant produced 
during the intervening night of sleep correlated positively with the magnitude of their 
competition effect on the second day of testing (Tamminen et al., 2010).  
 While the cathedruke-learning studies suggest sleep is necessary before the novel word is 
considered a lexical candidate during speech perception, an open question is whether 
phonological variants of previously-learned words behave in the same way. For example, would 
a novel pronunciation, such as [teɪg] for tag only fully compete during speech perception after 
sleep? Some research suggests the answer is yes. Specifically, Burki, Alario, and Frauenfelder 
(2011) conducted a series of studies in which participants named pseudohomophones of words 
affected by the French phonological process of schwa alternation. Words affected by this process 
can either be produced with a schwa, or in a reduced form that omits the schwa (e.g., [fəәnɛtʀ] or 
[fnɛtʀ] for fenêtre- window). They predicted that if only the canonical form of the word was 
stored in the lexicon (and not the reduced version), then psuedohomophones of the canonical 
forms should be read more quickly than pseudohomophones of the reduced versions, as well as 
nonwords that are not pseudohomophones at all. However, if both the full and reduced word-
forms have lexical entries, pseudohomophones of both forms should be produced more quickly 
than non-pseudohomophone nonwords. The results showed that participants were faster to 
produce pseudohomophones of both variants than they were to name other nonwords, suggesting 
that both the full and reduced word-form variants are stored as separate lexical entries. This 
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finding suggests that learning a new phonological variant of an already-known word would 
operate much like learning a completely novel word. However, this study examined existing 
phonological variants, so it is unclear whether a new phonological variant (e.g., tayg) might 
behave in the same way. Moreover no research has examined whether the learning of new 
phonological variants is modulated by sleep in the same way that Dumay and Gaskell (2007) 
argue that novel lexical items are. In Experiment 7, I address these questions. 
Introduction to Experiments 
 The process of learning and using talker-specific information during language processing 
is poorly understood. The current series of experiments aims to address questions about the time 
course of adaptation in the particularly difficult case of foreign-accented speech, as well as the 
mechanisms that support this type of learning. In all of the experiments, I test adaptation to 
accents using naturally-occurring second-order constraints that trigger vowel shifts. In 
Experiments 1-5, I examine adaptation to Québec French-accented English in which /i/ vowels 
are lowered to [ɪ] before all consonants except voiced fricatives. In Experiments 6 and 7, I focus 
on adaptation to a regional accent in which /æ/ is raised to [eɪ] before /g/ (see Trude & Brown-
Schmidt, 2012a). Methodologically, these accents provide good test cases of adaptation because 
they allow us to examine processing of a specific feature, rather than examining less-specific 
overall measures of adaptation, as has been done in some previous work. Furthermore, because 
the vowel shift in both cases is triggered by a specific coda consonant or set of coda consonants, 
these sets of words lend themselves nicely to manipulation of the similarity of a target-cohort 
competitor pair, thus allowing for specific predictions about eye tracking performance to be 
made. 
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 Across these seven experiments, I look for adaptation to accents in order to answer more 
general questions about the processes underlying adaptation in general.  In Experiments 1-5, I 
evaluated listeners’ ability to adapt to foreign accented speech. Across the experiments, various 
properties of the stimulus set were manipulated in order to test whether these changes facilitated 
adaptation. Furthermore, I examined the time course of learning the accent during the 
experiment. In Experiment 6, amnesic patients with severe declarative memory were tested in 
order to evaluate the contribution of declarative memory to talker-specific adaptation. In 
Experiment 7, manipulations of sleep in healthy undergraduate participants were introduced to 
test for a role of sleep consolidation in the learning of talker-specific information. 
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CHAPTER 2: ADAPTATION TO FOREIGN ACCENTS 
Here I present the results of five experiments designed to test how listeners process non-
native accents (Trude, Tremblay, & Brown-Schmidt, in press). Specifically, I examined whether 
listeners can rapidly learn a particular vowel shift present in the accent and apply this knowledge 
in time to affect online speech processing. As such, the present research adopts a visual world 
paradigm eye tracking task similar to the ones described above, allowing me to examine both 
learning and on-line processing. I adopted a paradigm previously used with regional accents in 
which the critical feature of the accent involved a second-order constraint on the shift of a 
specific vowel (e.g., Dahan, et al., 2008; Trude & Brown-Schmidt, 2012a). In the present case, a 
native Québec French talker produced a shift while speaking English in which the /i/ vowel was 
lowered to [ɪ] if the consonant following it was not a voiced fricative (e.g., wheeze [wiz]; weak 
[wɪk])1. This talker did not begin learning English until age nine, and therefore, her English 
exhibited other non-native-like features as well. Furthermore, her accent is one that these 
participants had never been exposed to. Thus, adapting to the accented speech in this study could 
potentially be much more difficult than in previous studies using this paradigm. 
If listeners are able to rapidly learn and implement information about a talker’s accent 
during on-line speech recognition, they should use knowledge of the accented talker’s second-
order vowel shift to eliminate potential accented competitors (e.g., weak [wɪk]) when perceiving 
a cohort competitor without the vowel shift (e.g., wheeze [wiz]). Such a result would demonstrate 
that listeners can use specific information about the features of a foreign accent to guide online 
speech perception in a talker-dependent manner. By contrast, if listeners fail to learn the specific 
properties of this accent, when perceiving a word like wheeze, words like weak should continue 
                                                
1 Although in some dialects, the wh- onset of wheeze and the w- onset of wick are pronounced 
differently, note that this was not the case for any of the talkers who produced stimuli for these 
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to compete as they do with a native-English talker. Note that listeners may show some 
accommodation to the overall properties of the accent (e.g., Clarke & Garrett, 2004) as 
evidenced by faster lexical interpretation throughout the task, and an ability to use unique word-
final information (e.g., -ze) to eventually identify the target within the context set. However, a 
failure to learn the specific vowel shift would be evident in a lack of an ability to rule out weak-
like competitors, as listeners do with other types of accents (Dahan, et al., 2008; Trude & Brown-
Schmidt, 2012a). 
Across five experiments, I manipulate features of the training and testing set to examine 
characteristics of the learning and testing environment that might contribute to successful 
accommodation: In Experiments 1 and 2, all of the stimuli with shifted vowels were 
homophonous with other words in standard English pronunciation (e.g., weak was pronounced 
[wɪk], which is also the pronunciation of the word wick in standard English). Success in these 
experiments would require listeners to learn that the Québec French talker produced these words 
as homophones because on some trials, the French talker produced [wɪk] when naming a picture 
of weak, and on other trials, she produced the same sequence of phonemes when referring to a 
picture of wick.  Experiment 1 included words in which the vowel shift was triggered by 
different coda consonants, whereas in Experiment 2, in an attempt to improve performance, I 
used only words in which the vowel shift was triggered by the coda consonant /t/. In Experiment 
3, I somewhat alleviated the lexical ambiguity created by the vowel shift by removing trials in 
which the intended referent was the standard-pronunciation word (e.g., wick). In Experiment 4, I 
again attempted to improve performance, in this case by revising the stimulus set such that the 
accented pronunciation was not homophonous with another English word (e.g., weed was 
pronounced [wɪd], a nonword in English). Finally, in Experiment 5, I manipulated whether a 
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foreign-accented or native English speaker produced the critical vowel shift in order to examine 
whether the non-native status of the speaker affects the ability to learn this vowel shift. The 
results of these five experiments will not only reveal whether listeners can adapt to a specific 
second-order constraint of a foreign accent during on-line speech processing, but also the 
linguistic and contextual conditions under which they are more readily able to do so. 
Experiment 1 
The aim of Experiment 1 was to test whether native English-speaking participants could 
learn a specific phonological rule of a non-native accent (in this case, Québec French) and apply 
this information in a talker-specific manner during online speech processing. If listeners are 
successful, this would demonstrate that listeners encode specific phonological features of the 
accent and apply that information in time to affect on-line speech processing. 
Native English-speaking participants listened to a native English speaker from the 
Chicago area and a native French speaker from Québec. The talkers alternated randomly across 
trials. Participants first listened to a recording of each talker reading a story so that they would be 
familiar with the speech of the two talkers. Participants then completed a visual-world eye-
tracking task in which they viewed pictures on a computer screen and followed pre-recorded 
instructions from the English and French talkers while their eye movements were monitored.  
Experiment 1: Method 
Participants. Sixty-two members of the University of Illinois community participated in 
Experiment 1. Three additional participants were excluded from analysis because the eye tracker 
could not be calibrated, and one additional participant was excluded because he knew the French 
talker. Participants received either $16 or partial course credit. All participants were native 
speakers of American English and had normal or corrected-to-normal vision and hearing. The 
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majority of participants spoke with a suburban Chicago accent, and due to the ubiquity of this 
accent among University of Illinois students, those who did not have it were certainly familiar 
with it. None of the participants reported having regular contact with anyone from Québec. 
Stimuli. The stimuli were produced by a male and female talker who did not interact with 
the participants. The female talker was a native French speaker from a monolingual French-
speaking town in Québec and began learning English in a classroom setting at nine years of age. 
Although her speech was accented, she did not consistently produce the critical vowel shift of 
interest; she was therefore instructed to produce the shift during the recording of the 
experimental stimuli. Importantly, the female talker was familiar with the vowel shift and easily 
produced the accented materials. The male talker was a native English speaker from the Chicago 
suburbs who did not produce this vowel shift. For convenience, I will refer to the female talker 
as the “French” talker and the male talker as the “English” talker, even though all stimuli were 
English words. 
Participants listened to the French and English talkers during a training phase and a test 
phase. The stimuli for the test phase consisted of ten sets of seven monosyllabic English words 
(70 total words). For convenience, I will refer to words unaffected by the critical vowel shift as 
“unshifted” words, and those affected by the vowel shift as “shifted” words, though all the words 
produced by the French talker were clearly accented. Each stimulus set contained two critical 
words which shared an onset: an unshifted /i/-word (e.g., wheeze) and a shifted /i/-word 
(e.g., weak), with the latter being produced by the French talker as an /ɪ/ (as in wick) and by the 
English talker as an /i/ (as in weak). Additionally, each set contained an unshifted /ɪ/-word filler 
that shared an onset and coda with the corresponding shifted /i/-word in the set (e.g., wick, which 
was pronounced the same as weak by the French talker), as well as two pairs of unrelated filler 
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words which shared an onset and a coda (e.g., log and leg) and contained vowels other than /i/ 
and /ɪ/ (see Appendix A for a full list of stimuli from Experiments 1-5). 
In order to ascertain whether the French talker indeed produced the [ɪ] vowels similarly in 
the shifted words and their unshifted /ɪ/-filler counterparts (e.g., weak and wick), as well as 
whether the [ɪ] vowels in these two word types indeed differed from the [i] vowels in the 
unshifted /i/-words, the average F1, F2, and duration were calculated for each stimulus word. 
The results, shown in Table 2.1 (means and 95% confidence intervals), indicate that the acoustic 
properties of the [ɪ] vowels in the shifted words and the unshifted /ɪ/-fillers did not differ, and 
that the [ɪ] vowels did differ from the [i] vowels in the unshifted /i/-words. 
The acoustic stimuli for the training phase consisted of a story read individually by each 
of the two talkers. Each critical shifted and unshifted word was included in the story at least 
twice (with the exception of one word which was presented only once, see Appendix C for the 
full text of training stories used in Experiments 1-3). All acoustic stimuli were recorded in a 
sound-attenuated booth. All visual stimuli were color drawings taken from an online clipart 
database and were selected to provide the clearest possible depiction of the word. 
Equipment and Procedure. Experiment 1 consisted of a training phase followed by a 
testing phase. The entire experiment lasted approximately 1 hour and 40 minutes. The 
experiment was programmed in Matlab using the Psychophysics Toolbox (PTB-3, Brainard, 
1997; Pelli, 1997). 
Training. Because of the phonemic constraints of the stimuli, some of the pictures used in the 
testing phase of the experiment may not have been easily identifiable due to low imageability 
(e.g., fees). Therefore, all participants first completed a picture training session. Participants 
viewed each picture along with an orthographic presentation of the picture name above the 
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picture and a context-providing sentence below the picture. Each picture-name pair appeared 
once during the training, for a total of 70 trials. Following exposure, participants were tested on 
their knowledge of the picture names by viewing four of the experimental pictures on the screen, 
along with the name of one of those pictures (e.g., fees). Participants were asked to click on the 
picture that went with the name. Previous experiments demonstrated that one session of such 
training is generally successful (Trude & Brown-Schmidt, 2012a). Indeed, all participants 
successfully learned the pictures to a 90% or better criterion on their first attempt. 
In the second phase of training, participants listened to a story read once by the English 
talker and once by the French talker. The story was designed to familiarize the participants with 
the two talkers’ voices and expose them to each talker’s pronunciation of the unshifted /i/-, 
unshifted /ɪ/-, and shifted /i/-words to be presented during testing. Participants always listened to 
the English talker first so that they would be familiar with the story’s content when listening to 
the French talker. This minimized potential comprehension difficulties that may have arisen due 
to the French talker’s accent and ensured that participants would be able to correctly understand 
the shifted /i/-words. Before hearing each story, participants were informed of the upcoming 
talker’s country of origin (United States or Canada) and native language (English or French). No 
additional tasks were imposed upon the participants during this portion of the experiment. 
Testing.  During the testing phase, participants’ eye movements were recorded using an 
Eyelink 1000 desktop-mounted eye tracker which sampled eye position monocularly at 1,000 
Hz. Participants first viewed a fixation cross for 1,000 ms. Participants then viewed a display 
containing four pictures from one of the ten word sets. On critical trials, the display (see Figure 
2.1) contained an unshifted /i/-word (e.g., wheeze), a shifted /i/-word (e.g., weak), and one of the 
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Acoustic 
Measurement 
Unshifted /i/-words 
(e.g., wheeze) 
Shifted /i/-words 
(e.g., weak) 
Unshifted /ɪ/-fillers 
(e.g., wick) 
 French English French English French English 
F1 (Hz) 
339.5 
[310.9, 368.1] 
274.0 
[265.8, 282.2] 
646.7 
[588.8, 704.6] 
301.2 
[282.7, 319.7] 
642.2 
[584.4, 700.0] 
483.8 
[470.5, 497.1] 
F2 (Hz) 
2725.6 
[2423.9, 3027.1] 
2237.8 
[2210.7, 2264.9] 
2215.3 
[2147.9, 2282.7] 
2266.6 
[2208.1, 2325.1] 
2240.0 
[2154.2, 2325.8] 
1676.8 
[1605.1, 1748.5] 
Vowel 
Duration (ms) 
447.5 
[393.6, 501.3] 
441.2 
[412.8, 469.6] 
181.9 
[153.8, 210.0] 
187.3 
[161.1, 213.6] 
193.4 
[163.5, 223.3] 
173.5 
[150.7, 196.3] 
 
Table 2.1. Acoustic measurements for French and English talkers’ productions of unshifted /i/-words, shifted /i/-words, and unshifted 
/ɪ/-fillers used in Expt. 1 (data shown are means and 95% confidence intervals of the mean, in brackets). 
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two possible pairs of fillers (e.g., log and leg; see Table 2.2 for a list of critical trial types).  
 
Trial type Talker Target word Competitor picture 
Same 
vowel? 
Unshifted /i/ 
target; Shifted /i/ 
competitor 
English wheeze [wiz] weak [wik] Yes 
French wheeze [wiz] weak [wɪk] No 
Shifted /i/ target; 
Unshifted /i/ 
competitor 
English weak [wik] wheeze [wiz] Yes 
French weak [wɪk] wheeze [wiz] No 
 
Table 2.2. Critical trial types. Column 1 indicates the target and competitor word types. Column 
2 indicates the talker identity. Columns 3-4 indicate how the talker pronounces the target and 
competitor words. Column 5 indicates whether the talker produces the target and competitor 
word with the same vowel. A complementary set of filler trials included wick (rather than weak) 
as either target or competitor word. 
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Figure 2.1. Example of a display on a critical trial. The unshifted /i/-word is wheeze (upper left), 
and the shifted /i/-word is weak (upper right). On critical trials, participants heard either “Select 
wheeze” or “Select weak.” 
 
A complementary set of trials included an unshifted /ɪ/-word filler rather than a shifted 
/i/-word. After 2,000 ms, the participants heard the preamble “Select,” followed by 200 ms of 
silence, then followed by the target word, and were instructed to click on the word that they had 
heard. Participants were given unlimited time to respond. The preamble and target word were 
both spoken by the same talker, but were spliced together so that no coarticulatory information 
was present. All audio was played through desktop speakers. The test consisted of 560 trials (280 
per talker). Each of the 70 words used in the experiment appeared as the target word four times 
per speaker. Note that the unshifted /i/-words appeared more frequently on the screen than any of 
the other words (because they served as competitors for both the unshifted /ɪ/-word fillers and 
shifted /i/-words), but that these words were the auditory target equally frequently. However, 
note that over the course of the experiment, when talker identity is ignored, the backward 
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probability of having heard /i/ when the target is an unshifted /i/-word is 100%, whereas the 
backward probability of having heard /i/ when the target is a shifted /i/-word is only 50% (on the 
English talker trials, but not the French talker trials).  This imbalance could cause listeners to be 
less likely to fixate the image depicting the shifted /i/-word when the auditory stimulus contains 
an [i]. The trials were presented to each participant in a different random order to ensure that 
participants could not predict which talker was going to speak next. 
Predictions 
The analyses focus on trials with a potentially accented word in the display. If listeners 
can learn the accent, and use this knowledge to guide on-line processing on trials with an 
unshifted /i/-target (e.g., wheeze) and a shifted /i/-competitor (e.g., weak), listeners should show 
more fixations to the target when listening to the French talker than when listening to the English 
talker. This is because for the French talker, wheeze and weak contain different vowels (/i/ and 
/ɪ/, respectively), creating less competition than for the English talker, who pronounces both 
words with the same /i/ vowel. Likewise, when the shifted /i/-word (e.g., weak) is the target and 
the unshifted /i/-word (e.g., wheeze) is the competitor, a similar outcome would be predicted, as 
the French talker’s pronunciation of weak as [wɪk] could match only the target.  
A different pattern of results is expected if listeners fail to learn the specific vowel shift, 
or fail to use their knowledge of the accent during on-line processing. If the specific vowel shift 
is not learned, listeners may process the French talker’s speech using standard representations of 
English (see Sumner & Samuel, 2009 for a related discussion). If so, similar patterns of fixations 
should be predicted for both the French and English talkers in all conditions except the one in 
which the shifted /i/-word (e.g., weak) is the target. That is, when an unshifted word is the target, 
listeners should initially fixate both the target and competitor at equal rates for the French and 
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English talkers. In contrast, when the shifted word is the target, a listener who had not learned 
the characteristics of the accent would likely be surprised by the unfamiliar accented word and 
may show delayed processing in comparison to the English talker.  
Experiment 1: Analysis and Results 
Participants’ target selection accuracy was above 95% for all trial types, indicating that 
listener’s ultimate interpretation was accurate, despite the potential for homophony created by 
the accented word (note that the accented word weak never appeared on the screen with the 
homophonous wick). This result is consistent with previous findings of accommodation of 
foreign accents in off-line tasks (Bradlow & Bent, 2008), but does not speak to whether the on-
line processing of these words was as rapid as with native speech, nor whether listeners used 
knowledge of the accent to eliminate temporary ambiguity in the acoustic signal. I now turn to an 
analysis of eye gaze during perception of the critical words to examine on-line processing. 
The eye movement data were analyzed in seventeen 100 ms regions, from 200 to 1,600 
ms relative to critical word onset. In addition, a baseline region from 0-200 ms following word 
onset was used to evaluate whether listeners had fixation biases prior to hearing the critical word. 
The critical region is offset by 200 ms due to the time needed to program and launch an eye 
movement (e.g., Hallet, 1986). The ratio of the number of fixations to the target over the number 
of fixations to the competitor in each region was calculated separately for subjects and items. 
The natural log of this term was used as the dependent measure (for similar approaches, see 
Brown-Schmidt, 2012; Heller, Grodner, & Tanenhaus, 2008; Ferguson, Scheepers & Sanford, 
2010); an equal preference would result in a score of zero, a preference for the target would 
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result in a positive score, and a preference for the competitor, a negative score.2 The advantage 
of using a log scale is that, unlike proportions, they are not bounded at 0 and 1. However, in 
order to more clearly highlight the effects of lexical competition, I present figures plotting the 
proportion of fixations to the target, competitor, and average of the two fillers. For each 
condition, repeated measures ANOVAs by subject and item were performed with talker (English 
vs. French) and time (200-1,600 ms in 100 ms intervals) included as within-subjects factors. 
Unshifted /i/-word target (e.g., wheeze), shifted /i/-word competitor (e.g., weak). 
Figure 2.2 presents the proportions of fixations to target, competitor, and filler words when the 
target was an unshifted /i/-word (e.g., wheeze) and the competitor was a shifted /i/-word 
(e.g., weak). Analysis on the time region from 0-200 ms revealed no baseline effects (t = .66). 
The ANOVA on the critical region (200 to 1,600 ms post-onset) showed a main effect of time, 
F1(14, 854) = 167.2, p<.001, (ε = .244); F2(14, 126)=42.3, p<.001, (ε = .139), due to an increase 
in the preference to fixate the target as the critical word unfolded. A main effect of talker also 
emerged, F1(1, 61) = 13.0, p = .001; F2(1,9) = 10.6, p = .01, with participants fixating the target 
more on English talker than French talker trials (M = 1.81 and M = 1.47, respectively). These 
effects were qualified by a time-by-talker interaction, which was significant by subjects, F1(14, 
854) = 4.35, p = .001, (ε = .338); F2(14, 126) = 2.38, p = .12, (ε=.157). Planned comparisons 
indicated that, late in the trial, participants fixated the target more when listening to the English 
talker. This effect was significant from 1,100-1,600 ms by subject (ts > 1.98) and from 1,300-
1,500 ms by item (ts > 2.52). These results suggest that listeners were not more likely to 
eliminate the competitor when processing the French talker’s speech. In fact, late in the trial, the 
opposite was true: participants fixated the target less when listening to the French talker. 
                                                
2 In cases where the # of fixations to the target or competitor was zero (in a given region), ln(target/competitor) is 
undefined. In these cases, a single fixation was added to both numerator and denominator in the calculation of the 
target preference ratio, (see Heller, et al., 2008 for a related approach); this affected 5.8% of data points.   
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Figure 2.2. Proportion of fixations to target, competitor, and fillers on English- and French-
talker trials with an unshifted /i/-word target (e.g., wheeze) and shifted /i/-word competitor (e.g., 
weak) over time in Experiment 1. 
 
Shifted /i/-word target (e.g., weak), unshifted /i/-word competitor (e.g., wheeze). 
Figure 2.3 presents the proportions of fixations to target, competitor, and filler words in the 
condition where the target was a shifted /i/-word (e.g., weak) and the competitor was an 
unshifted /i/-word (e.g., wheeze). Analysis of the time region from 0-200 ms indicated that there 
was no baseline difference between talker conditions (t = .51). The ANOVA on the critical 
region (200 to 1,600 ms post-onset) revealed main effects of both time F1(14, 854) = 222.8, p < 
.001, (ε = .168); F2(14, 126) =81.5, p < .001, (ε = .141) and talker F1(1, 61) = 204.4, p < .001; 
F2(1, 9) = 65.0, p < .001. These effects were qualified by a significant interaction between talker 
and time, F1(14, 854) = 96.8, p < .001, (ε = .269); F2(14, 126) = 29.4, p < .001, (ε = .155). 
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Contrary to what would be predicted under an adaptation account, participants fixated the target 
less frequently when listening to the French than the English talker (M = .58 and M = 1.51, 
respectively). Planned comparisons indicated that the source of the interaction was a crossover 
effect such that on French talker trials there was a significantly larger target advantage from 300 
to 500 ms by subjects and 300 to 400 ms by items, and significantly smaller target advantage on 
French talker trials from 700 to 1,600 ms by subject (ts > 3.54) and from 800 to 1,600 ms by 
item (ts > 4.89).  
 
Figure 2.3. Proportion of fixations to target, competitor, and fillers on English- and French-
talker trials with a shifted /i/-word target (e.g., weak) and unshifted /i/-word competitor (e.g., 
wheeze) over time in Experiment 1. 
The apparent initial advantage for the French talker was largely driven by participants’ 
early preference for the unshifted /i/-word competitor (e.g., wheeze) on English talker trials. On 
French talker trials, participants showed little preference for either image before 500 ms (note the 
closeness of the target and competitor lines in Figure 2.3), whereas they showed a preference for 
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the competitor picture on English talker trials in that same time window (note that for the English 
talker, the competitor line is above the target line). This tendency to initially interpret the target 
word as an unshifted /i/-word when listening to the English talker may have been due to the 
previously-mentioned differences in backward probability present in the stimuli. Thus, 
participants may have adopted a strategy of fixating the unshifted /i/-word competitor when 
hearing the English talker produce an /i/ vowel. This competitor preference may not have been 
observed for the French talker trials due to participants being less certain overall when 
interpreting her speech, thus leading them to fixate both pictures roughly equally. 
Learning across the experiment. In order to examine whether participants improved at 
interpreting the French talker’s speech over the course of the testing phase, target preference 
scores in the first and last third of the experiment were calculated over a large time-window 
(200-1,600 ms). Repeated measures ANOVAs were performed by subject and item in each 
condition, with talker (French vs. English) and third (first vs. last) as within-subjects factors. 
Because I am concerned with change in performance over the course of test, I only focus on the 
effects of third and its potential interaction with the effect of talker (see Appendix B for 
descriptive statistics for all experiments). For trials with an unshifted /i/-target (e.g., wheeze), 
there was an effect of third that was significant by items, F2(1, 9) = 5.5, p < .05, due to 
improvement with both talkers in the last third of the experiment. For trials with a shifted /i/-
word target (e.g., weak), there was also a main effect of third significant by items, F2(1, 9) = 5.5, 
p < .05. However, this was qualified by a talker-by-third interaction, (F1(1, 61) = 61.0, p = .01; 
F2(1, 9) = 6.7, p < .05), due to more improvement over time with the French than the English 
talker. 
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The fact that listeners improved over the course of the experiment is important because it 
shows that learning was, in fact, possible within this paradigm, despite the fact that listeners were 
not able to successfully use this learning to rule out potential competitors. The enhanced learning 
with the French talker is likely due to the fact that performance was overall worse with the 
French talker, particularly at the beginning of the experiment, and thus there was more room for 
improvement (i.e., a scaling effect). Error-driven learning (i.e., a larger error signal when initially 
failing to interpret the French talker) may have also contributed.  
Experiment 1: Discussion 
When interpreting an unaccented word like wheeze in the context of a potentially 
accented word like weak, I hypothesized that if listeners were able to use their knowledge of the 
French talker’s accent, they should fixate the target more when listening to the French talker than 
when listening to the English talker because the French talker produces these words with 
different vowels ([i] and [ɪ]). However, contrary to predictions, participants’ performance was 
equivalent in the two talker conditions until 1,100 ms after target onset, at which point 
participants fixated the target more when listening to the English talker. Participants’ 
representations of the French talker’s speech apparently did not include the fact that she would 
have produced the shifted /i/-word with an [ɪ], and thus, competition was not attenuated. 
Additionally, participants’ lower likelihood of fixating the target late in the trial when listening 
to the French talker indicates that listeners experienced residual uncertainty about the 
interpretation of the accented speech. This finding suggests that listeners did not use specific 
knowledge of the accent to guide on-line processing, unlike the interpretation strategy seen with 
regional accents (Dahan et al., 2008; Trude & Brown-Schmidt, 2012a). At the same time, the fact 
that participants improved over the course of the experiment is consistent with previous findings 
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of rapid adaptation to foreign-accented speech (e.g., Bent & Bradlow, 2003; Bradlow & Bent, 
2008; Clarke & Garrett, 2004; Sidaras, Alexander, & Nygaard, 2009; Weil, 2001), and is likely 
facilitated by the fact that both talkers produce the unshifted /i/-words with the canonical /i/ 
vowel and the unshifted /ɪ/-word fillers with the canonical /ɪ/ vowel.  
In contrast, when listeners were presented with a shifted /i/-word word as the target, I 
observed pronounced competition between the two words in the French talker condition that 
continued until at least 1,600 ms after word onset. The competition effects lasted well after the 
disambiguating coda consonant, suggesting that lexical competition between the target and 
competitor was largely unresolved.  
In summary, while participants showed some evidence of accommodating the accent, 
allowing them to click the correct picture, listeners’ online processing showed significant 
deficits. Listeners’ failure to learn and implement knowledge about the accent comes as a 
surprise, given that the method of Experiment 1 closely resembled that of experiments by Dahan 
et al. (2008) and Trude and Brown-Schmidt (2012a), in which participants successfully used 
knowledge of a regional accent vowel shift to guide on-line processing. However, another 
possibility is that the differences in the stimuli between the previous work on regional accent 
adaptation and Experiment 1 made learning of the accent harder for participants. In the regional 
accent studies, all accented words presented during the course of the experiment ended in /g/. 
Conversely, in Experiment 1, the shifted /i/-word stimuli ended in a variety of codas. It may be 
that consistently presenting the accented vowel followed by the same coda made it easier for 
listeners in the regional accent studies to notice and learn the context in which the accented 
vowel occurred. I explore this possibility in Experiment 2 by simplifying the set of shifted /i/-
words such that they all share the same coda. 
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Experiment 2 
Experiment 2 tested whether presenting participants with a more phonotactically 
constrained set of shifted /i/-words would improve their learning of the foreign accent. The same 
talkers from Experiment 1 produced the stimuli for Experiment 2, but all shifted /i/-words and 
unshifted /ɪ/-word counterparts were /t/-final. As in Experiment 1, all of the unshifted /i/-words 
had voiced fricative codas (/z/ and /v/). I predicted that if the constrained set of stimuli made the 
French talker’s vowel shift easier to learn, I should observe a French-talker advantage. However, 
if participants have difficulty learning the accent even with the more limited set of stimuli, a 
pattern of results that looks similar to that found in Experiment 1 would be expected. 
Experiment 2: Method 
Participants. Sixty-three University of Illinois students who did not participate in 
Experiment 1 participated in Experiment 2. Five additional participants were excluded due to 
technical errors. Participants received partial course credit for participating. All participants were 
native speakers of American English and had normal or corrected-to-normal vision and hearing. 
None of the participants reported having regular contact with anyone from Québec. 
Stimuli. The stimuli were produced by the same male native English speaker and female native 
French speaker from Experiment 1. The stimuli for the test phase consisted of seven sets of 
seven English words. As in Experiment 1, each word set contained two critical words which 
shared an onset: an unshifted /i/-word (e.g., wheeze) and a shifted /i/-word (e.g., wheat), which 
the French talker produced with an /ɪ/ (as in wit) and the English talker produced with an /i/. 
Unlike Experiment 1, all shifted /i/-words had a /t/ coda. The unshifted /i/-words all had voiced 
fricative codas (/z/ and /v/). Additionally, each word set contained an unshifted /ɪ/-word filler 
(which also had a /t/ coda) and two pairs of unrelated filler words. Each pair of unrelated filler 
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words shared an onset and a coda (e.g., leg and log). The filler words all contained vowels other 
than /i/ and /ɪ/. Analysis of the vowels in the French talker’s productions of the shifted /i/-words 
and unshifted /ɪ/-filler counterparts (e.g., wheat and wit), shown in Table 2.3, ensured that the 
stimulus words were produced with the same vowel. Furthermore, the productions of the [ɪ] 
vowels in these two word types differed in duration and F1 from the [i] vowels in the unshifted 
/i/-words. The 95% confidence interval for the F2 of the unshifted /i/-word vowels overlapped 
slightly with the confidence intervals for the two categories of [ɪ] vowels; however, the large 
differences in the duration and F1 of the French talker’s [i] and [ɪ] vowels suggest that she did 
systematically produce these two vowels differently, and that this contrast should have been 
perceptible to participants. 
Like in Experiment 1, the acoustic stimuli for the training phase consisted of a story read 
individually by each talker. The story was different than the one in Experiment 1 due to the new 
stimuli, and contained two instances of each critical unshifted /i/-, and shifted /i/-word. All 
individual word stimuli were recorded in a sound-attenuated booth. The stories were recorded 
directly to disk using a headset microphone. Each talker was recorded separately. All visual 
stimuli were color drawings taken from an online clipart database and were selected to provide 
the clearest possible depiction of the associated word. 
Equipment and Procedure. Like Experiment 1, Experiment 2 consisted of a training 
phase followed by a testing phase. The entire experiment lasted approximately 1 hour and 20 
minutes.  
Training. All participants first completed a picture training session that used a procedure 
identical to that used in Experiment 1. Each critical word and filler word was seen once during 
the training, for a total of 49 trials. All participants successfully learned the pictures to a 90% or  
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Acoustic 
Measurement 
Unshifted /i/-words 
(e.g., wheeze) 
Shifted /i/-words 
(e.g., wheat) 
Unshifted /ɪ/-fillers 
(e.g., wit) 
 French English French English French English 
F1 (Hz) 
357.4 
[326.0, 388.9] 
274.9 
[264.0, 285.7] 
648.9 
[604.8, 692.9] 
296.3 
[287.6, 305.0] 
653.3 
[597.9, 708.7] 
490.1 
[461.4, 518.9] 
F2 (Hz) 
2654.1 
[2208.5, 3099.8] 
2226.9 
[2192.9, 2260.8] 
2109.9 
[1856.5, 2363.2] 
2282.3 
[2233.6, 2331.0] 
2202.6 
[2127.6, 2277.5] 
1798.0 
[1739.7, 1856.3] 
Vowel Duration 
(ms) 
436.0 
[379.1, 492.9] 
423.6 
[399.1, 448.1] 
190.9 
[156.0, 225.8] 
177.0 
[166.4, 187.7] 
198.2 
[158.5, 238.0] 
168.8 
[150.3, 187.4] 
 
Table 2.3. Acoustic measurements for French and English talkers’ productions of unshifted /i/-words, shifted /i/-words, and unshifted 
/ɪ/-fillers used in Expt. 2 (data shown are means and 95% confidence intervals of the mean, in brackets). 
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better criterion on their first attempt. Next, participants listened to a story read once by the 
English talker and once by the French talker. As in Experiment 1, the participants always 
listened to the English talker read the story before the French talker.  
Testing. The testing phase of Experiment 2 was the same as in Experiment 1. It consisted 
of 392 trials (196 per talker). Each of the 49 stimulus words was the target word four times per 
talker. The trials were presented to each participant in a different random order. 
Experiment 2: Results 
The analyses for Experiment 2 were conducted identically to those for Experiment 1. 
Accuracy rates exceeded 97% for all trial types. 
Unshifted /i/-word target (e.g., wheeze), shifted /i/-word competitor (e.g., wheat). 
Figure 2.4 presents the proportions of fixations to target, competitor, and filler words in the 
condition where the target was an unshifted /i/-word (e.g., wheeze) and the competitor was a 
shifted /i/-word (e.g., wheat).  Analysis from 0-200 ms revealed no baseline effects (t = .81). The 
ANOVA on the critical region (200 to 1,600 ms post-onset) showed a main effect of time, F1(14, 
868) = 398.2, p < .001, (ε = .335); F2(14, 84) = 56.6, p < .001, (ε = .147). The main effect of 
talker was significant by subjects and marginal by items, F1(1, 62) = 8.8, p < .01; F2(1, 6) = 5.5, 
p = .06, with participants fixating the target more when listening to the English talker (M = 2.00 
and M = 1.74 for English and French talkers, respectively). Additionally, the talker-by-time 
interaction was significant by subjects, F1(14, 868) = 4.0, p < .01, (ε = .382); F2(14, 84) = 2.7, p 
= .10, (ε = .167). Planned comparisons showed significant differences between talker conditions 
from 800-1,600 ms by subjects (ts > 1.99) and from 900-1,200 ms by items (marginal at 1,000 
ms, p = .06) (ts > 2.39), with listeners making fewer target fixations when listening to the French 
talker. 
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Figure 2.4. Proportion of fixations to target, competitor, and fillers on English- and French-
talker trials with an unshifted /i/-word target (e.g., wheeze) and shifted /i/-word competitor (e.g., 
wheat) as a function of time in Experiment 2. 
 
Shifted /i/-word target (e.g., wheat), unshifted /i/-word competitor (e.g., wheeze). 
Figure 2.5 presents the proportions of fixations to target, competitor, and filler words in the 
condition where the target was a shifted /i/-word (e.g., wheat) and the competitor was an 
unshifted /i/-word (e.g., wheeze).  Analysis of the time region from 0-200 ms indicated that there 
was no baseline effect (t = .01). The ANOVA on the critical region (200 to 1,600 ms) revealed 
main effects of time, F1(14, 868) = 239.9, p < .001, (ε = .224); F2(14, 84) = 93.8, p < .001, (ε = 
.147) and talker, F1(1, 62) = 673.1, p<.001; F2(1,6) = 111.3, p < .001. These effects were 
qualified by a significant talker by time interaction F1(14, 868) = 86.1, p<.001, (ε=.327); F2(14, 
84) = 47.9, p < .001, (ε = .191). Planned comparisons indicated that this difference was 
significant from 300-1,600 ms by subject (ts > 2.03; marginal at the 400 ms window, p = .06) 
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and 500-1,000 ms by item (ts > 2.76; marginal at the 400 ms window, p = .06). This effect was 
due to a lower proportion of target fixations on French talker than English talker trials (M = 2.42 
and M = .49, respectively). 
 
Figure 2.5. Proportion of fixations to target, competitor, and fillers on English- and French-
talker trials with a shifted /i/-word target (e.g., wheat) and unshifted /i/-word competitor (e.g., 
wheeze) as a function of time in Experiment 2. 
 
Learning across the experiment. As in Experiment 1, I compared performance between 
the first and the last third of the experiment to test for learning; again I focus only on the effects 
of third. For unshifted /i/-words (e.g., wheeze), there was a talker-by-third interaction significant 
only by items, F2(1, 6) = 8.7, p < .05, with performance slightly increasing on French talker trials 
and slightly decreasing on English talker trials in the last third of the experiment. By contrast, 
shifted /i/-words (e.g., wheat) showed the same interaction pattern as in Experiment 1. The main 
effect of third was significant, F1(1, 62) = 4.5, p = .05; F2(1, 6) = 7.6, p < .05, with improvement 
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in the final third of the test. This effect was qualified by an interaction such that listeners 
improved more with the French than the English talker, F1(1, 62) = 6.4, p = .01; F2(1, 6) = 5.4, p 
= .06. This result again shows that listeners did learn, albeit slowly, about the French talker’s 
vowel shift with increasing exposure. 
Experiment 2: Discussion 
The results of Experiment 2 showed that despite simplifying the phonotactic regularity of 
the set of accented words, listeners did not take advantage of the characteristics of the French 
talker’s accent to guide online processing. This finding demonstrates that the phonotactic 
regularity of the accented word set is not the critical feature that explains why listeners were able 
to use knowledge of a regional vowel-shift to guide on-line processing (Dahan et al., 2008; 
Trude & Brown-Schmidt, 2012a), but not knowledge of the formally equivalent vowel-shift in 
Experiments 1-2. Why, then, is interpretation of the French talker’s speech particularly difficult? 
One possible explanation is that the homophony between all the shifted /i/-words (e.g., wheat) 
and the unshifted /ɪ/-word fillers (e.g., wit) confused participants. Although these two word types 
were never presented at the same time, across trials the same sequence of phonemes could refer 
to either an unshifted /ɪ/-word or a shifted /i/-word. Listeners may have struggled with this 
lexical ambiguity, searching for the image of wit when hearing the French talker produce [wɪt], 
even though the correct picture in the display was wheat.  
In Experiment 3, I eliminated this source of difficulty by excluding the unshifted /ɪ/-word 
fillers from the experiment. Thus, listeners could be certain that if they heard the French talker 
produce a word containing an [ɪ] vowel, the referent would be the shifted /i/-word and not the 
homophonous unshifted /ɪ/-word (e.g., [wɪt] would always refer to wheat; never to wit). 
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Experiment 3 
If lexical ambiguity due to homophonous stimuli was the source of listeners’ difficulty, I 
predict that removing unshifted /ɪ/-words from the stimulus set should support more robust 
learning. If so, on French-talker trials with an unshifted /i/-target (e.g., wheeze) and a shifted /i/-
competitor (e.g., wheat), participants should fixate the target more with the French talker. 
Experiment 3: Method 
Participants. One hundred and three University of Illinois students participated in 
Experiment 3. One additional participant was excluded because the eye tracker could not be 
calibrated, and one was excluded due to a technical error. Participants received partial course 
credit for participating. All were native speakers of American English and had normal or 
corrected-to-normal vision and hearing. No participant reported having regular contact with 
anyone from Québec; none had participated in Experiment 1 or 2. 
Stimuli. Visual and auditory stimuli were the same as those used in Experiment 2 (see 
Appendix A); however, the unshifted /ɪ/-words (e.g., wit) were not presented at all during the 
test. Nevertheless, the stories used in the training phase were the same as those used in 
Experiment 2; therefore, the unshifted /ɪ/-words were present in the training.  
Equipment and Procedure. Like Experiments 1 and 2, Experiment 3 consisted of a 
training phase followed by a testing phase. The entire experiment lasted approximately 60 
minutes.  
Training. All participants first completed a picture training session with a procedure 
identical to that used in Experiments 1 and 2. Each critical word and filler word was seen once 
during the training, for a total of 42 trials. All participants successfully learned the pictures to a 
90% or better criterion on their first attempt. Next, participants listened to the same training 
40 
 
stories as were used in Experiment 2. As in the previous experiments, the participants always 
listened to the English talker read the story before they listened to the French talker.  
Testing. The testing phase was the same as in Experiments 1 and 2. It consisted of 196 
trials (98 per talker). Each of the 42 stimulus words was the target word four times per talker, 
except the shifted /i/-words (e.g., wheat), which were the target eight times per talker. The trials 
were presented to each participant in a different random order. 
Experiment 3: Results 
The results of Experiment 3 were subjected to the same analyses as those used in 
Experiments 1 and 2. Accuracy exceeded 98% in all conditions. 
Unshifted /i/-word target (e.g., wheeze), shifted /i/-word competitor (e.g., wheat). 
Figure 2.6 presents the proportions of fixations to target, competitor, and filler words when the 
target was an unshifted /i/-word (e.g., wheeze) and the competitor was a shifted /i/-word (e.g., 
wheat). Analysis from 0-200 ms after word onset indicated there were no baseline differences 
between conditions (t = .57). The ANOVA at the critical region (200-1,600 ms) revealed an 
effect of time, F1(14, 1428) = 446.2, p < .001, (ε = .322); F2(14, 84) = 59.2, p < .001, (ε = .119). 
A main effect of talker was marginal by subjects, F1(1, 102) = 3.8, p = .053, with more target 
fixations in the English talker than the French talker condition (M = 1.82 and M = 1.66, 
respectively). These effects were qualified by a talker-by-time interaction, F1(14, 1428) = 3.5, p 
< .01, (ε = .335); F2(14, 84) = 3.2, p < .01, (ε = .243). Planned comparisons indicated that the 
talker effect was significant from 1,100-1,600 ms by subject (ts>2.27) and from 1,500-1,600 ms 
by item (ts>3.63). 
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Figure 2.6. Proportion of fixations to target, competitor, and fillers on English- and French-
talker trials with an unshifted /i/-word target (e.g., wheeze) and shifted /i/-word competitor (e.g., 
wheat) as a function of time in Experiment 3. 
 
Shifted /i/-word target (e.g., wheat), unshifted /i/-word competitor (e.g., wheeze). 
Figure 2.7 presents the proportions of fixations to target, competitor, and filler words in the 
condition where the target was a shifted /i/-word (e.g., wheat) and the competitor was an 
unshifted /i/-word (e.g., wheeze). A baseline analysis indicated no significant baseline difference 
between talker conditions (t = 1.95). The ANOVA at the critical region showed main effects of 
both time, F1(14, 1428) = 442.4, p < .001, (ε = .311); F2(14, 84) = 106.9, p < .001, (ε = .157), 
and talker, F1(1, 102) = 363.5, p < .001; F2(1, 6) = 76.9, p < .001. The talker effect was due to 
more target fixations on English talker trials (M = 2.18 and M = .82, respectively). Planned 
comparisons indicated the talker effect was significant from 500-1,600 ms by subject (ts > 3.64) 
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and from 400-1,600ms by item (ts > 2.91). Both effects were qualified by a significant talker-by-
time interaction, F1(14, 1428) = 84.6, p < .001, (ε = .317); F2(14, 84) = 24.8, p < .001, (ε = .183).  
 
Figure 2.7. Proportion of fixations to target, competitor, and fillers on English- and French-
talker trials with a shifted /i/-word target (e.g., wheat) and unshifted /i/-word competitor (e.g., 
wheeze) as a function of time in Experiment 3. 
 
Learning across the experiment. As in Experiments 1-2, learning analyses compared 
performance in the first and final thirds of the experiment. There was no effect of learning on 
unshifted /i/-word (e.g., wheeze) trials. For shifted /i/-words (e.g., wheat), there was a main effect 
of third, F1(1, 102) = 14.6, p < .001; F2(1, 6) = 5.8, p = .05, with better performance in the last 
third of the test, whereas the by-item analysis also revealed a talker-by-third interaction, F2(1, 6) 
= 7.4, p < .05, due to a greater increase in performance on the French than the English talker 
trials. These findings suggest listeners improved with both talkers over the course of the 
experiment.  
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Experiment 3: Discussion 
On critical trials in Experiment 3, I predicted that if listeners use their knowledge of the 
French-talker’s accent, they should fixate the target more when listening to the French talker 
than the English talker. Contrary to expectations, on trials with an unshifted /i/-word target (e.g., 
wheeze) and a shifted /i/-word competitor (e.g., wheat), I again found that participants’ 
performance was better on English talker trials. This result suggests that listeners did not use 
cues to target identity provided by the French talker’s accent.  
One possible explanation for listeners’ continued failure to use the vowel shift for ruling 
out lexical competitors is that although unshifted /ɪ/-words (e.g., wit) did not appear in 
Experiment 3, participants still activated those words when hearing the French talker’s 
pronunciations of shifted /i/-words (e.g., wheat). Thus, the homophony created by the French 
accent may have caused competition from those lexical items, potentially consistent with other 
evidence of competition from potential competitors that are present in the lexicon but not in the 
currently-viewed scene (Magnuson, Dixon, Tanenhaus, & Aslin, 2007).  
In Experiment 4, I eliminated the possibility that homophonous unshifted /ɪ/-words were 
activated on shifted /i/-word target trials by choosing a new set of shifted /i/-words that, when 
produced by the French talker, were not homophonous with existing unshifted /ɪ/-words. 
Experiment 4 
 In Experiment 4, I tested interpretation of shifted /i/-words that would not result in a 
pronunciation that was already associated with another English word when produced by the 
French talker. With this manipulation, I attempted to ensure that the most highly activated 
interpretation of the French talker’s shifted /i/-words would be the correct interpretation. 
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I predicted that if listeners’ performance in the previous experiments was negatively 
affected by interference from homophonous unshifted /ɪ/-words, then in Experiment 4, I should 
see the pattern of results that I predicted (but did not obtain) for Experiments 1-3. If this was not 
the source of participants’ difficulty in the previous experiments, then the results of Experiment 
4 should be similar to those of Experiments 1-3. 
Experiment 4: Method 
Participants. Sixty-five University of Illinois students participated in Experiment 4. 
Three additional participants were excluded due to technical errors. Participants received partial 
course credit for participating. All participants were native speakers of American English and 
had normal or corrected-to-normal vision and hearing. None of the participants reported having 
regular contact with anyone from Québec; none had participated in Experiments 1-3. 
Stimuli. The stimuli were produced by the same female native French speaker from 
Experiments 1-3, but a different male native English speaker. The stimuli for the test phase 
consisted of seven sets of six English words. Each set of words contained an unshifted /i/-word 
(e.g., wheeze), a shifted /i/-word with the same onset (e.g., weed), and two pairs of filler words3. 
The shifted /i/-words ended in a variety of codas, as in the previous experiments, and the 
unshifted /i/-words ended in a voiced fricative (/z/ or /v/). Because, by design, the shifted /i/-
words used in Experiment 4 had no unshifted /ɪ/-word homophones (e.g., wid is not a word in 
English), it was not possible to directly compare the spectral properties of the French talker’s 
vowels as I did in Experiments 1-3. However, given that the same French talker produced the 
stimuli used in all of the experiments, I expect that she continued to produce the vowels in the 
                                                
3 Several of the shifted stimuli were homophonous with very low-frequency English words 
(keep-kip, peep-pip, seed-Sid). Post-hoc analyses without these trials found that the pattern of 
effects was unchanged; therefore, we present the analyses containing the full data set. 
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shifted /i/-words similarly for these stimuli. All visual stimuli were colorized clipart pictures 
selected in the same manner as in Experiments 1-3. 
Equipment and Procedure. Like Experiments 1-3, Experiment 4 consisted of a training 
phase followed by a testing phase. The entire experiment lasted approximately 45 minutes.  
Training. All participants completed a picture training session that used a procedure 
identical to that used in previous experiments. Each critical word and filler word was seen once 
during the training, for a total of 42 trials. All participants successfully learned the pictures to a 
90% or better criterion on their first attempt. 
In order to reduce the length of the experiment, exposure stories were not presented in 
Experiment 4. Instead, the testing phase itself was used as a vehicle for learning as, after all, the 
test situation provides ample opportunity for learning with feedback as the target word is always 
fully disambiguated by the coda consonant. In addition, other findings of robust accent learning 
have been reported in very similar paradigms that also did not use a pre-exposure story (Dahan, 
et al., 2008; Trude & Brown-Schmidt, 2012b). 
Testing. The testing phase of Experiment 4 was the same as in Experiments 1-3. The 
testing phase of the experiment consisted of 224 randomly ordered trials (112 per talker). Each of 
the unshifted (e.g., wheeze) and shifted (e.g., weed) /i/-words was the target word four times per 
talker (8 times total), and each of the fillers was the target two times per talker (4 times total).  
Experiment 4: Results 
The data from Experiment 4 were analyzed in the same manner as Experiments 1-3. 
Participants’ accuracy was greater than 98% for all trial types. 
Unshifted /i/-word target (e.g., wheeze), shifted /i/-word competitor (e.g., weed). 
Figure 2.8 presents the proportions of fixations to target, competitor, and filler words in the 
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condition where the target was an unshifted /i/-word (e.g., wheeze) and the competitor was a 
shifted /i/-word (e.g., weed). Analysis on the time region from 0-200 ms revealed no baseline 
effects (t = .63). The ANOVA on the critical region of 200-1,600 ms showed a main effect of 
time, F1(14, 896) = 292.4, p < .001, (ε = .207); F2(14, 84) = 23.8, p < .005, (ε = .098), due to 
participants’ increased likelihood to fixate the target as the trial progressed. The main effect of 
talker was marginal by subjects and items, F1(1, 64) = 3.7, p = .059; F2(1, 6) = 3.9, p = .10, with 
participants fixating the target slightly more on English talker than French talker trials (M = 1.52 
and M = 1.34, respectively). A talker-by-time interaction, F1(14, 896) = 7.1, p < .001, (ε = .284); 
F2(14, 84) = 3.7, p < .05, (ε = .192), was due to a crossover pattern, in which participants initially 
fixated the target slightly more on French talker trials than English talker trials, then fixated the 
target more on English talker trials at later time points. Planned comparisons showed that the 
initial benefit on French talker trials was marginal by subjects at the 700 and 800 ms time 
windows (ts > 1.89); however, the later effect, in which participants fixated the target less with 
the French talker, was significant by subjects and items from 1,100-1,600 ms (ts > 2.76 and ts > 
2.46, respectively), although marginal by items at the 1,300 ms window (t = 1.86). 
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Figure 2.8. Proportion of fixations to target, competitor, and fillers on English- and French-
talker trials with an unshifted /i/-word target (e.g., wheeze) and shifted /i/-word competitor (e.g., 
weed) as a function of time in Experiment 4. 
 
Shifted /i/-word target (e.g., weed), unshifted /i/-word competitor (e.g., wheeze). 
Figure 2.9 presents the proportions of fixations to target, competitor, and filler words when the 
target was a shifted /i/-word (e.g., weed) and the competitor was an unshifted /i/-word (e.g., 
wheeze). A baseline analysis of the time region from 0-200 ms indicated that there was no 
baseline difference between talker conditions (t = 1.43). The ANOVA on the critical region 
revealed main effects of time, F1(14, 896) = 284.6, p < .001, (ε = .249); F2(14, 84) = 82.5, p < 
.001, (ε = .099) and talker, F1(1, 64) = 68.5, p < .001; F2(1, 6) = 16.4, p < .01, with participants 
fixating the target more when listening to the English talker than the French talker (M = 1.54 and 
M = 1.31, respectively). There was also a significant interaction between talker and time F1(14, 
896) = 29.9, p < .001, (ε = .323); F2(14, 84) = 13.9, p < .001, (ε = .195). This interaction is 
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characterized by a crossover effect, in which participants initially fixated the target more in the 
French talker condition, whereas later on, they fixated the target more in the English talker 
condition.  
 
Figure 2.9. Proportion of fixations to target, competitor, and fillers on English- and French-talker 
trials with a shifted /i/-word target (e.g., weed) and unshifted /i/-word competitor (e.g., wheeze) 
as a function of time in Experiment 4. 
 
Planned comparisons revealed a significant talker effect by subject at the 500 ms window 
(French > English, t = 2.35), and a reversal from 800 to 1,600 ms by subject (English > French, 
ts > 2.16) and from 900 to 1,600 ms by items (ts > 2.47). Recall that I observed a similar pattern 
in Experiment 1; as in that experiment, this crossover is apparently due to participants’ initial 
preference to fixate the competitor on English talker trials. This early competitor preference is 
likely a byproduct of the fact that the backward probability of having heard /i/ was greater for the 
unshifted /i/-words than the shifted /i/-words over the course of the experiment. One possibility 
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for why the pattern only emerged in Experiments 1 and 4 is that the homogenous coda 
consonants of shifted /i/-words in Experiments 2 and 3 may have made participants less reliant 
on these backwards probabilities. However, unlike Experiment 1, participants in Experiment 4 
do demonstrate a clear preference to fixate the target by the end of the French-talker trials, 
suggesting they were more confident in the ultimate interpretation of her speech.  
Learning across the experiment. A learning analysis identical to those performed in 
Experiments 1-3 again revealed no learning effects on unshifted /i/-word (e.g., wheeze) trials, but 
a main effect of third, F1(1, 64) = 27.4, p < .001; F2(1, 6) = 14.4, p < .01, as well as a talker-by-
third interaction for shifted /i/-word (e.g., weed) trials, F1(1, 64) = 7.2, p < .01; F2(1, 6) = 28.4, p 
< .01, indicating that participants improved more with the French talker than the English talker 
over the course of the experiment. 
Experiment 4: Discussion 
The results of Experiment 4 provide tentative evidence that interference from 
homophonous unshifted /ɪ/-words negatively affected participants’ performance in Experiments 
1-3. On trials with an unshifted /i/-word (e.g., wheeze) target, the data showed a brief numerical 
trend that was consistent with listeners applying knowledge of the French talker’s accent in order 
to rule out a shifted /i/-word competitor, unlike the significant deficit in processing the French 
talker’s speech observed in Experiments 1-3. However, even if the elimination of homophony in 
Experiment 4 allowed listeners to create a fuller representation of the French talker’s 
pronunciation of the shifted words, the listeners’ ability to use these representations was 
apparently quite limited. Strikingly, the numerical reduction in competition from shifted 
competitors observed in Experiment 4 was much smaller than that previously observed in studies 
of regionally-accented speech (Dahan et al., 2008; Trude & Brown-Schmidt, 2012a). One 
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possible explanation for the increased difficulty in learning is the fact that the critical vowel shift 
was learned within the context of a foreign accent, which may present a more difficult learning 
situation due to increased variability in the speech signal associated with foreign accented speech 
(Nissen, Smith, Bradlow, & Bent, 2004; Wade, Jongman, & Sereno, 2007). I explore this 
possibility in Experiment 5. 
Experiment 5 
The goal of Experiment 5 was to test whether listeners’ inability to learn a second-order 
constraint vowel shift in Experiments 1-4 was due to increased difficulty in processing foreign-
accented speech. To test this hypothesis, I implemented a between-subjects design in which 
either the English talker or the French talker produced the critical vowel shift. 
I predicted that if listeners’ difficulty in learning the vowel shift in the previous 
experiments was due to increased variability in foreign-accented speech, then in Experiment 5, 
participants who hear the vowel shift produced by a native English talker should show more 
robust learning. If this was not the source of participants’ difficulty in the previous experiments, 
then the results of Experiment 5 should be similar to those of Experiments 1-4. 
Experiment 5: Method 
Participants. Sixty University of Illinois students participated in Experiment 5. Two 
additional participants were excluded due to technical errors. Participants received partial course 
credit for participating. All participants were native speakers of American English and had 
normal or corrected-to-normal vision and hearing. None of the participants reported having 
regular contact with anyone from Québec; none had participated in Experiments 1-4. 
Stimuli. The stimuli were produced by the same female native French speaker from 
Experiments 1-4, but a different male native English speaker. For half of the participants, the 
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French talker produced the critical vowel shift just as in Experiments 1-4. The other half of the 
participants heard the English talker produce the shift, while the French talker produced all 
words with standard English vowel pronunciations. In order to elicit the correct pronunciations 
of the shifted /i/-words from the English talker, he was provided with orthographic 
representations of the shifted pronunciations (e.g., “wid” for weed). Table 2.4 shows acoustic 
data for both talkers’ productions of unshifted /i/-words (e.g., wheeze), shifted /i/-words 
produced without the vowel shift (e.g., weed), and shifted /i/-words produced with the vowel shift 
(e.g., wid). For both talkers, the shifted /i/-words produced with the vowel shift differed from 
other two types of vowels (though note that the French talker’s F2s were overall more variable, 
resulting in some slight overlap across categories). The words and visual stimuli were the same 
as those used in Experiment 4.  
Equipment and Procedure. Like Experiments 1-4, Experiment 5 consisted of a training 
phase followed by a testing phase. The entire experiment lasted approximately 1 hour and 20 
minutes.  
Training. All participants completed a picture training session that used a procedure 
identical to that used in previous experiments. Each critical and filler word was seen once during 
the training, for a total of 42 trials. All participants successfully learned the pictures to a 90% or 
better criterion on their first attempt. As in Experiment 4, exposure stories were not presented. 
Testing. The testing phase of Experiment 5 was the same as in previous experiments. The 
testing phase of the experiment consisted of 448 randomly ordered trials (224 per talker). Each of 
the unshifted /i/- (e.g., wheeze) and shifted /i/- (e.g., weed) words was the target word eight times 
per talker (16 times total), and each of the fillers was the target four times per talker (8 times 
total). The length of this experiment was doubled with respect to Experiment 4 in order to
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Acoustic 
Measurement 
Unshifted /i/-words 
(e.g., wheeze) 
Shifted /i/-words w/o accent 
(e.g., weed) 
Shifted /i/-words with accent 
(e.g., wid) 
 French English French English French English 
F1 (Hz) 
392.3 
[368.1, 416.5] 
294.1 
[284.5, 303.8] 
410.9 
[375.9, 445.8] 
275.9 
[266.0, 285.7] 
572.4 
[516.0, 628.9] 
443.2 
[412.5, 474.0] 
F2 (Hz) 
2534.9 
[2297.6, 2772.1] 
2316.9 
[2281.5, 2352.2] 
2572.0 
[2366.7, 2777.3] 
2353.0 
[2341.2, 2364.8] 
2297.9 
[2220.6, 2375.1] 
1908.0 
[1833.7, 1982.3] 
Vowel Duration 
(ms) 
424.3 
[388.0, 460.6] 
410.2 
[386.2, 434.3] 
325.0 
[300.5, 349.4] 
298.4 
[250.2, 346.6] 
243.3 
[195.8, 290.7] 
205.3 
[169.8, 240.8] 
 
Table 2.4. Acoustic measurements for French and English talkers’ productions of unshifted /i/-words and shifted /i/-words produced 
with or without the critical vowel shift used in Expt. 5 (data shown are means and 95% confidence intervals of the mean, in brackets). 
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provide listeners with more exposure to the critical items and facilitate learning over the course 
of the experiment.  
Experiment 5: Results 
The data from Experiment 5 were analyzed in the same way as Experiments 1-4, except 
that the identity of the talker producing the shift (English or French) was included as a factor. 
Participants’ accuracy was greater than 95% for all trial types. 
Unshifted /i/-word target (e.g., wheeze), shifted /i/-word competitor (e.g., weed).  
Figures 2.10 and 2.11 present the proportions of fixations to target, competitor, and filler words 
when the target was an unshifted /i/-word (e.g., wheeze) and the competitor was a shifted /i/-
word (e.g., weed) for participants who heard the vowel shift produced by, respectively, the 
French and the English talkers. Analyses on the time region from 0-200 ms revealed no baseline 
effects between talkers in either of the shift conditions (English talker vs. French talker 
producing shift) (ts < 1.84). The ANOVA on the critical region of 200-1,600 ms revealed main 
effects of time, F1(14, 812) = 436.1, p < .001, (ε = .208); F2(14, 84) = 29.7, p < .001, (ε = .127), 
as well as talker, F1(1, 58) = 6.7, p = .01; F2(1, 6) = 10.2, p < .05, with better performance on 
English talker than French talker trials, regardless of which talker produced the shift (M=1.64 
and M=1.47, respectively). A talker-by-time interaction that was significant by subjects and 
marginal by items, F1(14, 812) = 4.5, p < .01, (ε = .268); F2(14, 84) = 3.0, p = .10, (ε = .124), 
was qualified by a talker-by-time-by-shift interaction, F1(14, 812) = 2.8, p < .05; F2(14, 84) = 
10.2, p = .01, (ε = .192).  
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Figure 2.10. Proportion of fixations to target, competitor, and fillers on English- and French-
talker trials with an unshifted /i/-word target (e.g., wheeze) and shifted /i/-word competitor (e.g., 
weed) in the French-shift condition as a function of time in Experiment 5. 
 
Figure 2.11. Proportion of fixations to target, competitor, and fillers on English- and French-
talker trials with an unshifted /i/-word target (e.g., wheeze) and shifted /i/-word competitor (e.g., 
weed) in the English-shift condition as a function of time in Experiment 5. 
55 
 
The nature of the 3-way interaction was such that, although performance on English 
talker trials was better than performance on French talker trials regardless of shift condition, 
performance on English talker trials was even better when the English talker was not the one 
producing the vowel shift. Conversely, performance on French talker trials was comparable 
across shift conditions. To explore this interaction, a series of planned 2x2 ANOVAs compared 
talker and shift conditions at each 100 ms time window. The talker-by-shift interaction was 
marginal at 1,300 ms, significant from 1,400 to 1,500 ms, and marginal at 1,600 ms by subjects 
(ps < .07), and significant from 1,000 to 1,600 ms by items (marginal at 1,400 ms, all ps < .06). 
In all cases, in the French shift condition, participants performed better with the unshifted 
English talker than the shifted French talker. By contrast, in the English shift condition, 
performance was roughly equal with both talkers, or slightly better with the French talker in the 
later time windows. 
Shifted /i/-word target (e.g., weed), unshifted /i/-word competitor (e.g., wheeze). 
Figures 2.12 and 2.13 present the proportions of fixations to target, competitor, and filler words 
in the condition where the target was a shifted /i/-word (e.g., weed) and the competitor was an 
unshifted /i/-word (e.g., wheeze) for participants who heard the vowel shift produced by, 
respectively, the French and the English talkers. Analyses of the time region from 0-200 ms 
indicated that there was no baseline difference between talkers in either shift condition (ts < .54). 
The ANOVA on the critical region revealed main effects of time F1(14, 812) = 415.3, p < .001, 
(ε = .186); F2(14, 84) = 76.6, p < .001, (ε = .116), and shift condition, F1(1, 58) = 7.3, p < .01; 
F2(1, 6) = 23.6, p < .01, with participants making more target fixations when listening to the 
unshifted talker. The interaction between talker and shift condition was found to be significant 
by both subjects and items, F1(1, 58) = 77.3, p < .001; F2(1, 6) = 23.9, p < .01. The interaction of 
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talker and time was significant by subjects, F1(8, 512) = 11.3, p < .001, (ε = .275), and the 
interaction of shift condition and time was significant by items, F2(14, 84) = 3.2, p < .05, (ε = 
.216). These interactions were qualified by a significant three-way interaction of talker, time, and 
shift condition, F1(14, 812) = 42.7, p < .001; F2(14, 84) = 22.8, p < .001, (ε = .136).  
 
Figure 2.12. Proportion of fixations to target, competitor, and fillers on English- and French-
talker trials with a shifted /i/-word target (e.g., weed) and unshifted /i/-word competitor (e.g., 
wheeze) in the French-shift condition as a function of time in Experiment 5. 
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Figure 2.13. Proportion of fixations to target, competitor, and fillers on English- and French-
talker trials with a shifted /i/-word target (e.g., weed) and unshifted /i/-word competitor (e.g., 
wheeze) in the English-shift condition as a function of time in Experiment 5. 
 
The nature of this interaction was such that participants performed better when listening 
to the talker that did not produce the shift. Furthermore, comparing the target preference scores 
for a given talker across shift conditions reveals that performance decreased more with the 
shifted-English talker than the shifted-French talker (a difference of .62 for the English talker 
and .54 for the French talker). Planned 2x2 ANOVAs at each 100 ms time window revealed a 
significant talker-by-shift condition interaction from 500-600 ms by subjects only (ps < .05) in 
which participants performed about equally in the French shift condition but worse with the 
French talker in the English shift condition. This effect is driven by an initial preference to fixate 
the competitor when listening to the unshifted-French talker. This effect mirrors that seen in 
Experiment 1 and can be attributed to the same backward probability constraint. The talker-by-
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shift condition interaction was again significant from 800-1,600 ms (ps < .001 and .06, 
respectively). At these later time windows, participants perform better with whichever talker is 
not producing the shift, indicating difficulty in comprehending the shifted targets. 
Learning across the experiment. Learning analyses similar to those for Experiments 1-4 
were performed, and included shift-condition. The pattern of results mirrors that of the previous 
experiments. On the unshifted /i/-target (e.g., wheeze) trials, no significant learning effects were 
observed. However, on shifted /i/-target (e.g., weed) trials, I observe a main effect of third, F1(1, 
58) = 15.5, p < .001; F2(1, 6) = 10.9, p < .05, as well as a two-way talker-by-third interaction 
significant by items, F2(1, 6) = 6.9, p < .05. These effects were qualified by a three-way talker-
by-third-by-shift interaction, in which participants showed greater improvement over the course 
of the study with the talker who produced the shift in their condition, F1(1, 58) = 11.8, p = .001; 
F2(1, 6) = 10.8, p < .05. 
Experiment 5: Discussion 
The results of Experiment 5 showed that participants’ difficulty in learning and using 
information about a second-order vowel shift was not entirely due to difficulty perceiving or 
learning about foreign-accented speech. On unshifted /i/-target (e.g., wheeze) trials, participants 
performed better with the English talker regardless of which talker was producing the vowel shift 
during the course of the experiment. This finding suggests that there may be something about 
foreign-accented speech that makes it more difficult for listeners to comprehend, perhaps due to 
its greater divergence from the speech that native English listeners are more used to hearing.  
However, it should also be noted that on shifted /i/-target (e.g., weed) trials, listeners 
performed worse with the English talker when he was the one producing the shift. In fact, there 
appeared to be a greater detriment to performance when listening to the native English talker 
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produce the shift, possibly due to surprise at hearing an otherwise native-sounding talker produce 
a very distinct and non-native-like vowel shift. This pattern is opposite of what is predicted in a 
case where the participants are able to learn about the critical vowel shift and use that 
information to rule out the shifted /i/-word (e.g., weed) competitor. Thus, it appears that listeners 
had difficulty learning and using information about the critical vowel shift even when it was 
produced by a native speaker. This indicates that participants’ failure to learn the accent in 
Experiments 1-4 is not simply due to good-enough processing of foreign-accented speech, in 
which listeners simply loosen their expectations about foreign-accented speech due to their 
knowledge about the limited proficiency of the talker (Lev-Ari & Keysar, 2010), or an 
unwillingness or inability to learn a foreign-accented speaker’s fine-grained phonetic details.  
Participants’ inability to adapt to the vowel shift even when it was produced by a native 
English talker suggests that adaptation to accents does not always occur quickly or easily, and 
that extended exposure to an accent may sometimes be needed in order for learning to occur 
(Witteman, Weber, & McQueen, 2013). These results contrast with those of Dahan et al. (2008) 
and Trude and Brown-Schmidt (2012a), who both found that listeners were able to learn and 
adapt to a similar second-order constraint in accented speech, as well as with research on 
adaptation to foreign accents that claims that adaptation occurs with minimal exposure (e.g., 
Clarke & Garrett, 2004). Why is it the case that I did not see such rapid adaptation in this study? 
It could be that having a foreign-accented speaker in the experiment at all, even when she is not 
producing the critical shift, makes adaptation more difficult due to the increased variability found 
in non-native speech.  
Yet another possibility is that the participants in these studies had had less lifetime 
exposure to the critical accent than the participants in previous studies. For example, Clarke & 
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Garrett (2004) tested native English speakers on Spanish- and Chinese-accented English, accents 
that a native English speaker would likely encounter with more frequency than the Québec 
French accent used here. Indeed, those authors note that many of their participants (University of 
Arizona undergraduates) had friends or family members who spoke with a Spanish accent. 
Likewise, Witteman, Weber, & McQueen (2013) found that only listeners who had previous 
experience with German-accented Dutch were initially primed by tokens produced with this 
accent. Similarly, participants in studies testing adaptation to regional dialects of American 
English may have been exposed to these dialects in everyday life, or via television programs or 
other media in their native language. In contrast, all of the participants in the current set of 
studies explicitly report being unfamiliar with the critical accent and having no contact with 
native Québec French speakers. The combination of significant improvements over the course of 
the experiment, particularly with the accented talker, with an inability to apply knowledge of the 
vowel-shift to rule out a lexical competitor suggests that learning may have been incomplete. A 
question for future research is whether additional within-experiment exposure would be 
sufficient to show this effect, or whether more extensive real-world experience with an accent is 
necessary. 
General Discussion of Experiments 1-5 
Many listeners report difficulty understanding foreign accented speech. Previous 
experiments have demonstrated that participants’ understanding of foreign accented speech can 
improve with exposure, sometimes to near native-like levels (e.g., Bent & Bradlow, 2003; 
Bradlow & Bent, 2008; Clarke & Garrett, 2004, Witteman, Weber, & McQueen, 2013). 
However, most of the research in this area has focused on offline tasks, leaving open the 
possibility that while the ultimate interpretation of foreign-accented words may be correct, this 
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process poses significant difficulty. Further, little existing research tests whether listeners can 
learn a particular feature of a non-native talker’s accent, or which factors may help or hinder a 
listener in adapting to a foreign accent. In a series of experiments, I demonstrated that online 
interpretation of foreign accented speech is difficult for listeners, but that their difficulties can be 
mediated by different factors. The results of Experiments 2 and 3 suggest that the homogeneity 
of shifted words (as seen in previous studies on regional accent accommodation) does not appear 
to be the critical factor in helping listeners learn which words will be affected by the talker’s 
accent. As shown in Experiment 4, the use of accent-shifted stimuli that have no homophone in 
standard English may help to slightly alleviate competition during online processing of accented 
speech, but that adaptation remains strikingly limited. 
The results of all five experiments show that when an accent-shifted word itself is 
interpreted, listeners experience pronounced difficulty, possibly due to competing words from 
their own dialect of the language (e.g., Magnuson et al., 2007) or to a relative lack of exposure to 
the accent used in these studies. While the initial consonant-vowel combination present in the 
accented word uniquely identified the target and ruled out the competitor, I found that listeners 
were not able to take advantage of this unique identifying information, despite various 
simplifications of the stimulus set. I also found that this difficulty cannot be exclusively due to 
the increased variability or phonetic distance from standard English associated with a foreign 
accent, as indicated by listener’s difficulty in identifying the accent-shifted words even when 
they were spoken by a native English talker. Lastly, perhaps the most important factor is 
experience: Across all five experiments, I observed significant improvement in interpreting these 
words over the course of the experiment, lending support to the possibility that listeners’ poor 
performance was driven by a relative lack of exposure to the critical vowel shift. 
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Sub-phonemic vs. phonemic differences. An important consideration when interpreting 
the results of the present research with respect to previous findings of rapid adaptation to accents 
(e.g., Clarke & Garrett, 2004) is that I focused on a property of a foreign accent that, from the 
point of view of the listener, results in a specific phonemic change rather than a sub-phonemic 
difference. That is, the French talker’s pronunciation of the /i/ vowel would be classified as an 
entirely different speech sound, /ɪ/, by most native English speakers. Because phonemes create 
contrastive differences in the language (e.g., the difference between weak and wick), learning to 
incorporate a sound that belongs to one category into an entirely different one may be difficult. 
While listeners are sensitive to sub-phonemic mismatches in the expected pronunciation of a 
given word (e.g., Dahan, Magnuson, Tanenhaus, & Hogan, 2001; Salverda, Dahan, & McQueen, 
2003), I suspect that such sub-phonemic differences are likely to be less disruptive to a native 
speaker’s speech processing because they will ultimately result in the correct mapping of the 
current sound to a phoneme category (although, see Witteman, Weber, & McQueen, 2013, for a 
phonemic change in foreign-accented speech that was successfully learned). 
 If learning a phonemic change is difficult, why then were participants in previous 
research on adaptation to regional accents (Dahan et al, 2008; Trude & Brown-Schmidt, 2012a) 
able to learn a phonemic shift that was characteristic of a regional accent? One possibility is that 
participants had been exposed to these regional accents in every-day life prior to the experiment. 
By contrast, none of the participants had ever reported meeting a person from Quebec, and thus 
may have been less likely to have experienced that accent before. Indeed, the authors have 
informally noted several instances in which prominent American entertainment personalities 
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exhibit features of these regional accents (e.g., Bob Dylan)4. The Quebec accent may have been 
sufficiently unfamiliar as to require more exposure prior to the listener being able to make useful 
and successful predictions based on learning of the second order constraint on the vowel shift. 
Consistent with this observation was the finding that despite a lack of a significant benefit from 
perceiving the accented talker, performance on accented-word trials did significantly improve 
across the course of the task in all five experiments. This robust learning effect shows that the 
accent of interest was clearly learnable within the constraints of the experimental situation, and 
that my measures were sensitive enough to pick up on this learning. Perhaps, then, with enough 
pre-exposure in day-to-day life, or with a much longer within-experiment exposure, participants 
would exhibit the robust learning and proactive use of the accent as previously observed with 
regional accents in a similar paradigm (Dahan et al, 2008; Trude & Brown-Schmidt, 2012a). 
Relationship to previous research on adaptation to accents. Previous research on 
foreign-accented speech has largely focused on offline measures such as transcription. Indeed, 
listeners are found to improve at these tasks following exposure to a single talker or a group of 
different talkers with the same accent (e.g., Bradlow & Bent, 2008). However, in offline 
measures, it is difficult to gauge how quickly listeners are able to identify words in the accented 
talker’s speech stream, as well as the processes that govern this ability. It is possible, for 
example, that when performing a transcription task (e.g., Bent & Bradlow, 2003; Bradlow & 
Bent, 2008; Sidaras, Alexander, & Nygaard, 2009), listeners initially misidentify words, but are 
able to revise their interpretation based on contextual information from the utterance or the 
delayed application of an explicit rule about the talker’s accent. Because only the listener’s final 
response is recorded, it is impossible to know how he or she arrived at that interpretation. 
                                                
4 Specifically, I have noted that in the song “Like a Rolling Stone,” Dylan sings of “Napoleon in 
[reɪgz],” rather than “Napoleon in [rægz].” 
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Likewise, just because the participant produces a correct transcription does not mean that he or 
she did not have difficulty reaching that outcome. 
 Conversely, in the present experiments, the use of the visual-world eye-tracking 
paradigm allowed us to examine the time course of participants’ speech interpretation process. It 
is important to note that in all conditions of all five experiments, participants’ accuracy in 
selecting the target picture was very high, so, as with previous research using offline measures, 
these participants eventually reached the correct interpretation of the French talker’s speech. This 
aspect of the present results is highly consistent with previous findings on perception of foreign-
accented speech (Bent & Bradlow, 2003; Bradlow & Bent, 2008; Clarke & Garrett, 2004; 
Sidaras, Alexander, & Nygaard, 2009): With little exposure, participants readily clicked on the 
picture of weak when hearing [wɪk] (Experiment 1), a picture of wheat when hearing [wɪt] 
(Experiments 2-3), and a picture of a weed when hearing [wɪd] (Experiments 4-5). However, the 
on-line analysis of listeners’ eye-movements reveal that this process was not an easy one, and 
that listeners experienced lingering uncertainty—evidenced by enduring fixations to both target 
and competitor—even when clicking on the correct object with above 95% accuracy. This 
finding shows that the processing of that speech may be slowed, and atypical even when the 
ultimate interpretation is correct. 
 Another difference between the present research and previous findings is that much of the 
previous research on adaptation to foreign-accented speech does not specify the particular 
features of the accent that required adaptation by listeners (e.g., Bradlow & Bent, 2008; Clarke & 
Garrett, 2004, Munro & Derwing, 1995). Thus, improved performance with exposure in these 
studies may have been due to adaptation to sub-phonemic aspects of the talker’s accent. 
Conversely, the current experiments were designed such that success was contingent upon 
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participants learning a specific feature of the French talker’s accent: the /i/ to [ɪ] shift before all 
consonants except voiced fricatives. Participants in Experiments 1-5 must have been able to 
handle the auxiliary sub-phonemic differences produced by the French talker relatively easily, as 
demonstrated by their ability to identify the onset consonants of her speech successfully, but 
failed to readily adapt to the phonemic change, except (to a small extent) in the situation in 
which the phonemic change did not result in competition with an existing word in English 
(Experiments 4-5). 
However, there is some evidence that listeners can process foreign-accented speech 
rapidly during on-line tasks. For example, Hanulikova and Weber (2012) found that Dutch and 
German second language (L2) speakers of English were more likely to fixate a th-initial word 
(e.g., theft) when the /θ/ was replaced by a sound more common for L2 speakers with the same 
language background as the participant (e.g., Dutch participants fixated [tɛft] more than [sɛft] 
because [t] is a more common pronunciation of /θ/ than [s] for native Dutch L2 English 
speakers). Likewise, Weber, Broersma, and Aoyagi (2011) found that in a cross-modal priming 
task, L2 English listeners were faster to make lexical decision judgments to printed words when 
their auditory primes were produced by another speaker with the same native language 
background (Dutch or Japanese), or if the accented pronunciation was confusable with a standard 
English pronunciation. Both of these studies show that knowledge about a foreign accent can 
indeed be applied in time to affect on-line processing of a single word; however, in both of these 
studies, a benefit was seen for an accent with which the listeners had previous experience or 
produced themselves. Conversely, in the present set of studies, little adaptation was seen when 
listeners were trained on a completely novel accent.  
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 These results nicely complement an eye-tracking study by Reinisch and Weber (2011), 
which examined Dutch listeners’ learning of the non-canonical lexical stress patterns of a novel 
foreign accent. Their results showed that listeners who received evidence about the accented 
talker’s stress patterns during training performed better at test than those who had received no 
evidence. However, performance on trials with non-canonically-stressed targets never exceeded 
performance on trials with canonically-stressed targets. These findings suggest that listeners 
were able to learn about the stress patterns used in a particular foreign accent; however, there 
was still a cost to processing the non-canonical word forms. Likewise, participants in the current 
experiments demonstrated learning of the French talker’s accent over the course of the 
experiment, but this learning was not enough to fully overcome the standard phonological 
representations of English that my participants were used to experiencing. The findings from 
these studies, together with our results, indicate that perhaps processing of accented speech can 
happen quickly and with little cost, but only after extensive exposure. Indeed, consistent with 
these findings of successful learning from familiar but foreign accents, analyses of learning 
across all five experiments revealed that listeners were capable of learning the present accent 
with sufficient exposure. 
Experiment 1-5: Conclusion 
In conclusion, the results of the five experiments presented here demonstrate that 
listeners experience difficulty in learning and applying their knowledge of a vowel shift in 
foreign-accented speech during on-line speech processing, despite the fact that their ultimate 
interpretation was frequently correct. These results suggest that previous findings of successful 
interpretation of foreign-accents after minimal exposure (e.g., Bent & Bradlow, 2003; Bradlow 
& Bent, 2008; Clarke & Garrett, 2004; Sidaras, Alexander, & Nygaard, 2009; Weil, 2001) may 
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mask more subtle difficulties revealed by the online method used here. I observed that learning 
improved somewhat when the critical vowel shift did not result in lexical competition, 
suggesting that aspects of an accent that result in phonemic changes and lexical conflict with the 
listener’s dominant dialect may confer special challenges. I also observed that listeners 
performed poorly on shifted words regardless of the native or non-native status of the talker 
producing the shift, suggesting that adaptation to a specific vowel shift within the context of 
foreign-accented vs. native-accented speech does not present categorically different challenges 
for listeners. Finally, the fact that improvement on shifted words with increased exposure in all 
five experiments shows that the present accent was learnable, and further, strongly suggests that 
listeners’ difficulties were primarily due to a need for extensive pre-exposure to a to-be-learned 
accent (e.g., Hanulikova & Weber, 2012; Weber, Broersma, & Aoyagi, 2011, Witteman, Weber, 
& McQueen, 2013).  
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CHAPTER 3: MEMORY FOR TALKER-SPECIFIC INFORMATION 
According to one prominent theory of speech perception, talker-specific mappings are 
stored in episodic memory (Goldinger, 1998; Goldinger & Azuma, 2003), a form of declarative 
memory for autobiographical events and experiences (e.g., time-, place-, and person-specific 
information). However, no direct test of this theory has ever been done. Findings from healthy 
participants can provide only limited evidence, as both declarative and non-declarative memory 
may contribute to talker adaptation in these individuals. Therefore, in Experiment 6, I tested 
amnesic participants with severe declarative memory impairments in order to examine the 
declarative memory system, which includes episodic memory, is necessary for talker-specific 
learning (Trude, Duff, & Brown-Schmidt, submitted).  
In the present study, five amnesic and five healthy, demographically-matched comparison 
participants performed the same regional accent adaptation task used in Trude and Brown-
Schmidt (2012a). I assessed participants’ ability to distinguish between the initial sounds of the 
words tack and tag by monitoring eye-gazes to the corresponding images in the display. Previous 
research using this paradigm with neurologically intact, college-age participants has shown that 
listeners are able to learn and apply their knowledge about the male talker’s accent and identify 
the target word more easily when listening to the male talker than the female talker due to the 
difference in the target and competitor words’ vowels. Thus, successful learning predicts more 
looks to the target on male-talker trials, compared to female-talker trials. If episodic memory 
plays a critical role in the way human speech perception adapts to variability across talkers, 
amnesic patients should not be able to successfully learn the male talker’s accent, and therefore 
should perform equally with both talkers. However, if declarative memory is not necessary for 
this adaptation process, amnesic participants should perform like healthy participants. 
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While Experiment 6 examines participants’ ability to rule out an accented word when it is 
a competitor in a visual display (the –ack trials in Trude & Brown-Schmidt, 2012a), Experiment 
7 explores the process by which listeners learn to consider the accented words themselves as 
candidate interpretations of spoken input (Trude, Brown-Schmidt, & Fenn, in prep). Recall that 
Trude and Brown-Schmidt (2012a, unpublished data) found an asymmetrical pattern of results, 
in which participants successfully ruled out tag as an interpretation of tack when listening to the 
accented talker; however, the same was not true of the reverse condition, in which tag was the 
target word. Similarly, the degree to which listeners in those experiments ruled in tag when it 
was a competitor of, e.g., take, was attenuated compared to the ruling out of tag on tack trials. 
The fact that listeners were unlikely to consider the accented word as the target suggests that 
listeners may not have formed fully detailed phonological representations of these words. In 
Experiment 7, I explore the process of learning novel phonological variants, testing the 
hypothesis that sleep is necessary for integrating these words into the lexicon. 
Experiment 6 
Experiment 6: Methods 
Participants. I tested five amnesic participants and five healthy comparison participant 
matched pair-wise to amnesic participants on age, sex, education, and handedness. All 
participants were native, monolingual American English speakers with normal or corrected-to-
normal hearing and vision. 
 
 
 
 
70 
 
ID Age Edu. Sex Etiology WAIS-III FSIQ 
WMS-III 
GMI 
1846 49 14 F Anoxia 84 57 
1951 60 16 M HSE 106 57 
2308 56 18 M HSE 98 45 
2363 56 18 M Anoxia 98 73 
2563 57 16 M Anoxia 102 75 
  
Table 3.1. Demographic and neuropsychological data characterizing amnesic patients.  Age, 
years; Edu., education, years;  HSE, herpes simplex encephalitis; WAIS, Wechsler adult 
intelligence scale-III; FSIQ, full-scale IQ; WMS-III, Wechsler memory scale-III; GMI, general 
memory index. 
 
Stimuli. Acoustic stimuli were produced by two native English speakers: a male from 
Oregon with a regional accent in which /æ/ raises to [eɪ] only before /g/, and a female who did 
not exhibit the critical vowel shift (Trude & Brown-Schmidt, 2012a). 
Participants heard the two talkers at training and test. The test stimuli were eleven pairs 
of same-onset, monosyllabic English words ending in /æg/ and /æk/ (e.g., tag and tack). Each 
pair was matched with two same-onset filler words that ended in /g/ and /k/, but did not contain 
/æ/ or /eɪ/ vowels (e.g., wig and wick). The training stimuli consisted of a four-minute scripted 
dialogue in which each talker produced the 11 -ag words in sentence contexts (see Appendix D 
for full list of stimuli). 
Images used during the eye-tracking task were color drawings chosen to provide the 
clearest possible depiction of each word. 
Equipment and Procedure. Participants completed three experimental sessions. Time 
between sessions varied across participants. Training was repeated if more than 10 minutes 
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elapsed between sessions for amnesic participants or more than 24 hours elapsed for comparison 
participants.  
Training.  Participants were first familiarized with the word-picture pairings following 
the same procedure used in Experiments 1-5. All participants’ accuracy was greater than 90%. 
Participants then listened to the dialogue. No additional task was imposed on the participants 
while listening. 
 Test.  Eye movements were recorded using an Eyelink 1000 desktop-mounted eye-
tracker. Participants viewed a fixation cross for 1000 ms, then viewed a display containing 
pictures of an –ag word, -ack word, and two fillers (Figure 3.1). After 2000 ms, participants 
heard one talker say Click on, followed by the target word, and then clicked the named picture. 
Each session consisted of 352 randomly ordered trials. Each word was the target eight times 
(produced four times by each talker). The position of the 4 images on the screen was 
randomized. 
 
Figure 3.1. A sample display from the test portion of the experiment. All displays included a 
target word (tack), a same-onset competitor (tag), and two unrelated filler items (wick and wig).  
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Experiment 6: Analyses and Results 
Participants’ clicking accuracy during the eye-tracking task was high, with patients at 
94.5% accuracy and comparisons at 99.1% accuracy (95% CI’s [90.5, 98.6] and [97.9, 100], 
respectively). Analyses of the eye-tracking data focused on a time window of 200-1200 ms 
following critical word onset (e.g., tack). The analysis window was offset by 200 ms due to the 
time needed to program and launch an eye movement (Hallett, 1986). The target advantage score 
(the proportion of fixations to the target, e.g., tack, minus the proportion of fixations to the 
competitor, e.g., tag) was calculated by item for each participant. Data were analyzed using 
multi-level modeling. The best-fitting model contained group (patient vs. comparison) and talker 
(male vs. female) as independent variables and crossed random intercepts for subjects and items. 
Backwards model comparison determined that random slopes for the fixed effects did not 
improve model fit (χ2s<3.6, p’s>0.3). Significance of fixed effects was determined based on 
10,000 samples of the posterior distribution (Monte Carlo Markov Chain sampling, pMCMC). 
Eye-gaze analyses showed that both groups rapidly learned and applied information 
about the two talkers’ speech in time to guide speech perception (Figure 3.2). A significant effect 
of talker was found (t=3.88, pMCMC<.001, Coef. β=.09, SE(β)=.02), such that, as predicted, 
participants fixated the target image (tack) more and the competitor image (tag) less when 
spoken by the male talker, for whom tack and tag were pronounced with different vowels, 
compared to the female talker who pronounced the words with the same vowel (M=.28 and 
M=.19, respectively). The interaction between talker and participant group was not significant 
(t=-.051, pMCMC=.61, Coef. β=-.02, SE(β)=.05), indicating that the magnitude of the effect 
was similar for patients (mean diff = .08) and comparisons (mean diff = .10), contrary to the 
predictions of the episodic theory. Further supporting the conclusion that the participant groups 
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did not differ was the finding that random slopes by participant for the talker effect did not 
improve model fit (χ2=.61, p=.74).  
Interestingly, while amnesic patients successfully learned to capitalize on the talker-
specific accent characteristics, they experienced slightly more difficulty in the eye-tracking task 
than comparison participants, evidenced by a lower overall target preference regardless of talker 
(t=-2.70, pMCMC<.01, Coef. β=-.08, SE(β)=.03). The fact that the amnesic patients 
successfully learned the talker-specific information despite being more challenged by the task 
makes the learning effect even more impressive, and suggests that while the declarative memory 
system may not play a critical role in accent adaptation, it may play a role in more basic 
processes such as the real-time integration of spoken language with information from the visual 
world (Duff & Brown-Schmidt, 2012). Furthermore, participants’ high accuracy in clicking on 
the correct picture during the eye-tracking task suggests that any between-group differences were 
not due to patients’ inability to learn the names of the target items.  
One alternative explanation of these results is that participants were not truly learning 
anything about the talkers’ accents, but rather that their improved performance with the male 
talker was simply due to his voice being overall more intelligible than the female talker’s voice. 
However, in three experiments using these stimuli with a healthy undergraduate sample, Trude 
and Brown-Schmidt (2012a) observed that participants performed better with the female talker 
than with the male talker on –ake trials. If the male’s voice was overall easier to understand than 
the female’s, no such advantage should have been observed. Although the –ake trials were not 
included in this study, the fact that the same stimuli were used eliminates the possibility of 
baseline differences in intelligibility across talkers. 
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In summary, these results demonstrate that episodic memory cannot be the critical 
mechanism supporting the learning of talker-specific mappings, as amnesic patients, who have 
severe episodic memory impairments, were as successful as comparison participants in learning 
to distinguish the accents of two unfamiliar talkers.  
 
Figure 3.2.  Patients’ and comparisons’ preference to fixate the target picture (e.g., tack) when 
listening to the (male) accented and (female) unaccented talkers. Error bars represent the 
standard error of the mean calculated by item. 
 
Experiment 6: Discussion 
Despite significant impairment in episodic memory, amnesic patients showed rapid, talker-
specific adaptation to a novel accent of an equivalent magnitude as healthy comparison 
participants. This learning effect is particularly striking given that amnesic patients exhibited 
more difficulty in resolving the lexical competition overall. The following discussion highlights 
the significance of these results with respect to models of speech perception, the relationship to 
social adaptation, and the memory-language interface.  
What memory systems support talker adaptation? These findings demonstrate that 
episodic memory is not necessary for adaptation to talker-specific variability in speech 
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perception. This result therefore rules out accounts of talker-specific adaptation that point 
exclusively to episodic memory as the underlying memory mechanism (Goldinger, 1998; 
Goldinger & Azuma, 2003). How, then, do humans rapidly adapt speech perception to new 
talkers and new contexts? One explanation is that a fast, non-declarative learning process such as 
priming could be responsible. Indeed, previous research has demonstrated that, similar to healthy 
participants, amnesic patients can be primed to produce a particular syntactic structure (Ferreira, 
Bock, Wilson, & Cohen, 2008). Similarly, in the current experiment, patients may have been 
primed to associate the male talker’s pronunciation of the raised [eɪ] vowel with the words (or 
images depicting) bag, rag, tag, etc., and associate his pronunciation of the /æ/ vowel with the 
words back, rack, tack, etc. Whether the learning effect would generalize to unstudied words that 
follow the pattern of the accent (e.g., crag, diagonal, agriculture) may speak to whether the 
underlying mechanism primarily reflects abstract learning about phonological structure (e.g., 
Ferreira et al., 2008) or is primarily driven by item-specific associations (e.g., the lexical boost; 
Branigan, Pickering, & Cleland, 2000).  
Additional learning mechanisms may have supported the amnesic patients’ success as 
well. Healthy comparison participants and patients alike may have rapidly adjusted to the male 
talker’s accent through a remapping of their existing phonological knowledge (Davis, DiBetta, 
Macdonald, & Gaskell, 2009). Because such a re-mapping process could rely on procedural 
memory and would not require the learning of completely novel information, this may be a 
plausible mechanism for successful learning in amnesia (see Duff, Hengst, Tranel, & Cohen, 
2006). Notably, such an explanation is consistent with a candidate class of theories of speech 
perception broadly referred to as normalization theories (Magnuson & Nusbaum, 2007). 
According to normalization views, listeners compute talker-specific mappings or algorithms that 
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support the ability to match the variable input onto invariant mental representations of 
phonological categories.  
More generally, my findings fall naturally from the complementary learning systems 
account of memory, which proposes that in healthy individuals, the declarative and non-
declarative memory systems complement each other, with system demonstrating some 
specialization in the acquisition and processing of different forms of knowledge over distinct 
time scales (McClelland, McNaughton, & O’Reilly, 1995). Consistent with my findings, 
complementary learning systems theory proposes that learning about a language’s sound system 
may take place independently of the declarative memory system because it is involves reliable 
rules and mappings (Gupta, 2012). Conversely, learning the meanings of new words may rely 
more heavily on the declarative memory system due to the arbitrary relationship between the 
way a word sounds and its meaning. On such a view, amnesic participants were successful in the 
present task precisely because it drew on regularities in the sound system of the language. By 
contrast, learning of arbitrary mappings between talkers and words (Creel, Aslin, & Tanenhaus, 
2008) would likely present these patients with significantly more difficulty, as it would rely on 
arbitrary semantic mappings, rather than systematic phonological rules. 
Social adaptation. A particularly surprising aspect of the results of Experiment 6 was 
that patients were successful despite the fact that this task introduced an element of arbitrariness, 
in that the male talker spoke with an accent and the female talker did not. After all, a hallmark of 
the hippocampal declarative memory system is its ability to support the learning of arbitrary 
mappings. The patients’ ability to learn this talker-to-accent mapping is consistent with 
preserved learning of person-specific social information in amnesia (e.g., who is a good or bad 
guy; Coronel et al., 2012; Johnson, Kim, & Risse, 1985; Todorov & Olson, 2008; Tranel & 
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Damasio, 1993). Indeed, the learning of indexical social and linguistic information may share 
common mechanisms. Indexical features of speech influence social interaction, with some 
evidence suggesting that an accent can affect how likely a talker is to converge toward the 
speech of his or her interlocutor (Giles, 1973; Willemyns, Gallois, Callan, & Pittam, 1997), as 
well as how attractive or friendly a listener finds a talker to be (Raisler, 1976). The inherently 
social nature of language tasks may support learning through recruitment of additional learning 
mechanisms or routines. For example, whereas amnesic patients fail to learn arbitrary 
experimenter-generated object labels, they are successful in a collaborative language task (Duff 
et al., 2006). 
The memory-language interface. In conclusion, human speech perception is successful 
because it rapidly adapts to enormous variability between talkers and contexts. This type of 
learning supports communication and may share common mechanisms with other social and 
imitative behaviors. By exploring the relationship between memory and language, I have 
constrained the theoretical space, providing key evidence that episodic memory is not critical to 
learning talker-specific mappings between the acoustic signal and linguistic categories. Instead, 
rapid, non-declarative mechanisms such as priming and procedural learning likely support the 
accommodation of variability in speech perception. While talker-specific adaptation was not 
impaired in amnesia, overall speech perception was impaired, suggesting that the ability to 
rapidly integrate the unfolding linguistic signal with contextually instantiated referential 
candidates draws on the hippocampal-dependent declarative memory system (Duff & Brown-
Schmidt, 2012). This duality of spared and impaired function in language processing in amnesia 
highlights the significance of understanding how multiple memory systems, operating at 
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different timescales and with different neural substrates, interface with linguistic representations 
during the real-time processing of language. 
 
Experiment 7 
The goal of Experiment 7 was to examine the effects of sleep on the learning of words 
produced with a regional accent that resulted in a phonological variant of a known word (e.g., 
[teɪg] for tag). I used stimuli produced by the same accented talker as in Trude and Brown-
Schmidt (2012a). By presenting participants with novel phonological variants of already-learned 
words via a talker with a regional accent, rather than using words for which the participants had 
already learned a phonological variant (as was the case in the Burki et al. (2011) study), I was 
able to examine the process by which a phonological variant is learned and subsequently 
integrated into the speech perception process. Additionally, by testing participants twice, with an 
intervening period of either sleep or wakefulness, I was able to assess the role of sleep in this 
process. Further, by using an eye-tracking paradigm identical to the one used by Trude and 
Brown-Schmidt (2012a), I was able to test for fine-grained temporal evidence of lexical 
competition, considered to be the hallmark of lexical integration. 
I expected that, if the specific function of sleep consolidation is to aid in the integration 
of novel phonological variants and words into the lexicon, a selective improvement in learning 
should be observed on the male talker’s productions of accented –ag words after participants 
have slept. Thus, participants who slept should show greater consideration of these words on 
trials in which they were consistent interpretations of the auditory input (i.e., -ake trials, -ag 
trials), as well as decreased consideration of the accented words on trials in which they were not 
consistent with the auditory input (i.e., -ack trials). Under this prediction, performance with an 
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“unaccented” talker, like the female talker used in Trude and Brown-Schmidt (2012a), should 
remain relatively stable across sessions, as her productions of the target words did not include 
any novel phonological variants. 
Experiment 7: Method 
Participants. Sixty members of the University of Illinois community participated in the 
experiment. Six additional participants were excluded from analysis due to technical difficulties 
(3), failure to attend both sessions (2), and napping between two same-day sessions (1). 
Participants received $32 upon completion of the study. All participants were native speakers of 
American English and had normal or corrected-to-normal vision and hearing. Participants were 
determined not to share an accent with the accented talker. 
Stimuli. The stimuli were produced by a male and female talker who did not interact with 
the participants. The male talker was the same native English speaker from Oregon who 
produced the stimuli for Experiment 6. The female talker was a native English speaker from 
Washington state who did not produce the critical vowel shift. 
 The auditory stimuli for the test phase of the experiment consisted of eight sets of six 
monosyllabic English words (48 total words). Each stimulus set contained three critical words 
which shared an onset: an –ack word, an –ag word, and an –ake word (e.g., tack, tag, and take). 
Additionally, each set contained three monosyllabic filler words that shared an onset. Two of the 
filler words ended in –k, and one ended in –g. The filler words contained vowels other than /æ/ 
and /eɪ/ (e.g., weak, wick, and wig) (see Appendix E for a full list of stimuli). 
The visual stimuli for the training and test phases were color drawings taken from an 
online clipart database and were selected to provide the clearest possible depiction of each word. 
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Equipment and Procedure. The experiment consisted of two sessions, which took place 
either 12 or 24 hours apart. The AM to PM group completed sessions at 8 AM and 8 PM on the 
same day. The PM to AM group completed sessions at 8 PM and 8 AM the next day, and the PM 
to PM group completed sessions two days in a row at 8 PM (see Figure 3.3). Thus, the AM to 
PM group should not have slept between their two experimental sessions (participants in this 
group were instructed not to nap during the day), while the participants in the other two groups 
should have had a night’s sleep before Session 2. Each experimental session consisted of the 
same training and testing phases. The experiment was programmed in Matlab using the 
Psychophysics Toolbox (PTB-3, Brainard, 1997; Pelli, 1997). 
 
 
Figure 3.3. Diagram of test session times with respect to participants’ sleep-wake cycles for each 
of the three experimental groups. 
 
Training. At the start of each session, participants completed a picture-name training task 
identical to those used in Experiments 1-6. 
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Testing.  The testing phase consisted of a visual world paradigm eye-tracking task that 
proceeded like those used in Experiments 1-6. The test consisted of 512 trials (256 per talker). 
Each –ack, -ake, and –k filler words used in the experiment was the target word four times per 
speaker. Each –ag word and –g filler was the target eight times per speaker. The trials were 
presented to each participant in a different random order to ensure that participants could not 
predict which talker was going to speak next. 
Surveys. Over the course of the two sessions, participants’ mood and sleep habits were 
assessed using a series of surveys (see Table 3.2). The Pittsburgh Sleep Quality Index and 
Morningness-Eveningness Questionnaire were given once per participant. At the start of each 
session, participants completed a modified version of the Visual Analog Mood Scale in which 
they were asked to rate various aspects of their current mood (e.g., alertness, happiness, etc.) on a 
series of seven-point Likert scales. Participants also rated their current level of sleepiness at the 
start of each session using the Stanford Sleepiness Score. Participants were also surveyed about 
their sleep and wakefulness habits during the day preceding each session in order to ascertain 
whether participants who were supposed to sleep between sessions had done so, and to ensure 
that participants in the AM to PM group had not napped between sessions. At the conclusion 
Session 2, participants completed a rhyming survey designed to examine whether the participant 
spoke with the same accent as the male talker.  Participants were given pairs of words (e.g., bag 
and vague) and asked to decide whether their pronunciations of the two words would rhyme. 
None of the participants gave responses indicating that they shared an accent with the male 
talker. 
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Predictions 
I predicted that if pronunciation variants, such as those created by a novel regional accent, are 
learned in the same way as completely novel words and therefore require sleep-based 
consolidation in order to be fully integrated into the lexicon, participants’ consideration of the – 
ag words should increase at Session 2 for Male Talker trials in which the accented variant is a 
plausible interpretation of the auditory input given (e.g., –ake trials and –ag trials). On trials in 
which the accented word itself is the target, increased consideration of these words would result 
in improved performance on Male Talker trials. However, on –ake trials, this increased 
consideration of –ag words should result in greater competition (i.e., worse performance) on 
Male Talker trials, as participants should be more likely to rule the accented word in as a 
potential competitor. Similarly, I also predicted that participants should consider the –ag words 
less on trials in which they were inconsistent with the auditory input (i.e., -ack trials). I predicted 
that performance on Female Talker trials should remain relatively consistent across sessions, due 
to a lack of novel phonological variants in her productions of the stimuli. 
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Survey Assesses  AM to PM PM to AM PM to PM 
PSQI general sleep quality  5.6 [4.6, 10.2] 4.0 [3.2, 7.2] 4.9 [3.9, 8.8] 
MEQ morn.-eve. preference  46.3 [42.0, 50.6] 43.2 [38.9, 47.5] 44.0 [39.1, 49.0] 
VAMS  current mood Sess. 1    
  Alert 4.85 [4.49, 5.21] 5.35 [4.92, 5.78] 5.55 [5.25, 5.85] 
  Sad 1.55 [1.28, 1.82] 1.95 [1.41, 2.49] 1.5 [1.17, 1.83] 
  Tense 2.2 [1.6, 2.8] 2.45 [1.99, 2.91] 2.35 [1.81, 2.89] 
  Effortful 2.85 [2.37, 3.33] 3 [2.53, 3.47] 2.55 [1.94, 3.16] 
  Happy 5 [4.55, 5.45] 5.05 [4.57, 5.53] 5.2 [4.68, 5.72] 
  Weary 3.25 [2.62, 3.88] 2.6 [2.01, 3.19] 2.6 [1.99, 3.21] 
  Calm 5.25 [4.56, 5.94] 5.15 [4.69, 5.61] 5.4 [4.79, 6.01] 
  Sleepy 3.8 [3.08, 4.52] 3.05 [2.39, 3.71] 2.85 [2.37, 3.33] 
  Overall 5.5 [5.06, 5.94] 5.4 [4.99, 5.81] 5.65 [5.29, 6.01] 
  Sess. 2    
  Alert 5.53 [4.99, 6.06] 4.65 [4.15, 5.15] 5.55 [5.14, 5.96] 
  Sad 2 [1.27, 2.73] 1.95 [1.45, 2.45] 1.9 [1.48, 2.32] 
  Tense 2.21 [1.53, 2.89] 2 [1.6, 2.4] 2.05 [1.53, 2.57] 
  Effortful 2.37 [1.88, 2.86] 3.7 [3.13, 4.27] 2.65 [2.01, 3.29] 
  Happy 5.53 [5.08, 5.97] 4.65 [4.22, 5.08] 5.35 [4.97, 5.73] 
  Weary 2.68 [2.03, 3.34] 3 [2.23, 3.77] 2.6 [1.94, 3.26] 
  Calm 5.05 [4.39, 5.71] 5.4 [4.82, 5.98] 5.3 [4.65, 5.95] 
  Sleepy 2.84 [2.15, 3.53] 3.85 [3.19, 4.51] 2.9 [2.25, 3.55] 
  Overall 5.63 [5.1, 6.16] 5.15 [4.72, 5.58] 5.5 [5.2, 5.8] 
Stanford  sleepiness Sess. 1 2.9 [2.4, 3.5] 2.7 [2.3, 3.2] 2.4 [2.0, 2.8] 
  Sess. 2 2.4 [1.7, 3.1] 3.1 [2.5, 3.7] 2.5 [2.0, 3.0] 
Table 3.2. Descriptions of surveys administered in Experiment 7, and mean survey scores for 
each group (brackets indicate 95% Confidence Interval; missing data points handled via 
exclusion). 
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Experiment 7: Analysis and Results 
The eye movement data were analyzed in two 500 ms regions, an Early region from 200-
700 ms after critical word onset, and a Late region of 700-1200 ms after word onset. The Early 
critical region is offset by 200 ms due to the time needed to program and launch an eye 
movement (e.g., Hallet, 1986). Target advantage scores for each time region (proportion of 
fixations to the target minus proportion of fixations to the competitor) were calculated separately 
for each trial.  
Data were analyzed with mixed-effects models using the lmer function in the lme4 
software package in R (Bates, 2007). A separate model was conducted for each trial type (-ack 
target, -ag target with –ack competitor, -ake target, -ag target with –ake competitor). Each model 
included the following variables as fixed effects: Talker (Male-accented vs. Female-unaccented), 
Session (1 vs. 2), Group (AM to PM, PM to AM, and PM to PM), Time Window (Early vs. 
Late), and their interactions. The Group variable was orthogonally contrast coded to look for 
effects of Sleep (AM to PM vs. PM to AM & PM to PM) and Delay between sessions (PM to 
AM vs. PM to PM). Data from each trial type (-ack, -ake, -ag with –ack competitor, -ag with –
ake competitor) were analyzed separately. A maximal random effects structure was included, but 
failed to converge in all conditions. Interaction terms in the random effects structure were 
removed one-by-one until the model converged (see Barr, Levy, Scheepers, & Tily, 2013). 
Because lmer does not provide p-values for models containing random effects, a two-tailed t-
criterion of t = 2.0 was selected based on df = n-2 and a p = .05 alpha level. 
-ack target trials (e.g., tack vs. tag). The results of the –ack target trials revealed a main 
effect of Time (t = 16.2) (Table 3.3), with participants making more target fixations in the Late 
time window due to increasing target fixations over time as the participant heard more of the 
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target word. There was also a main effect of Talker (t = 2.4). These main effects were qualified 
by a significant Talker-by-Time interaction (t = 2.9). A planned follow-up analysis was 
conducted in which the same model was run with the Time factor contrast-coded to examine the 
main effect of Talker independently at each of the two time windows. These analyses indicated 
that the Talker effect was only significant in the later time window, with participants fixating the 
target more when listening to the Male talker than the Female talker (t = 3.0; M = .65 and M = 
.54, respectively; t = 1.5 in Early time window) (Figure 3.4). These findings are consistent with 
previous results from Trude and Brown-Schmidt (2012a), and suggest that listeners used their 
knowledge about how the Male talker would have produced the –ag word to more quickly rule it 
out as a competitor. 
 
Figure 3.4.  Target advantage scores on –ack trials by Talker at the Early and Late time 
windows (error bars represent by-subject standard errors of the mean). 
 
A two-way Talker-by-Delay Group interaction was also found (t = 3.0) (Figure 3.5). 
Follow-up analyses revealed the interaction was due to a main effect of Delay on Female talker 
trials, with participants in the PM to AM group (12 hour delay) performing worse overall than 
those in the PM to PM group (24 hour delay; t = 2.0; M = .25 and M = .32, respectively). There 
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was no significant difference between the two groups on Male talker trials (t = .1). The fact that 
the PM to AM group performed worse suggests that this effect is not due to decay of the talker-
specific information learned in Session 1 over time. Instead, time-of-day preferences or other 
group differences (recall that this is a between-subjects manipulation) may have paid a role. 
 
Figure 3.5.  Target advantage scores on –ack trials by Talker for the PM to AM and PM 
to PM groups (error bars represent by-subjects SEM). 
 
A three-way interaction of Talker, Session, and Time was observed (t = 2.3); however, 
the source of the interaction was unclear, as the two-way interaction of Talker and Session was 
not significant at either time window (t =1.6 at early window and t = 1.4 at late window) (Figure 
3.6).  
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Figure 3.6.  Target advantage scores on –ack trials by Talker at Sessions 1 and 2 at the Early 
(left) and Late (right) time windows (error bars represent by-subjects SEM). 
 
Finally, there was also a three-way interaction of Sleep Group by Session by Time (t = 
3.1). Follow-up analyses revealed that the two-way interaction of Sleep Group and Session was 
significant at the late time window only (t = 1.2 at early window, t = 2.3 at late window). Follow-
up analysis revealed that the Sleep effect was not significant at Session 1 (t = 1.0), but was 
significant at Session 2 (t = 2.3), with participants who had slept between sessions performing 
better than participants who had not slept (M = .35 and M = .33, respectively) (Figure 3.7). The 
fact that the Sleep Group effect was only observed at Session 2 is consistent with the hypothesis 
that the act of sleeping itself is crucial for improving performance, and suggests that a priori 
differences between the participants in the three groups are not responsible for this effect. 
 
88 
 
 
Figure 3.7.  Analysis of target advantage scores on –ack trials by Sleep Group at Sessions 1 and 
2 at the Early (left) and Late (right) time windows (error bars represent by-subjects SEM). 
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Fixed Effects Estimate Std. Error t-value 
(Intercept) 0.33 0.03 10.64 
Talker 0.08 0.03 2.36 
Sleep 0.00 0.04 0.04 
Delay -0.04 0.04 -1.03 
Session 0.03 0.01 1.87 
Time 0.54 0.03 16.23 
Talker x  Sleep -0.00 0.03 -0.09 
Talker x Delay 0.08 0.03 3.01 
Talker x Session 0.00 0.02 0.13 
Sleep x Session 0.03 0.04 0.71 
Delay x Session 0.06 0.03 1.89 
Talker x Time 0.05 0.02 2.85 
Sleep x Time -0.03 0.05 -0.67 
Delay x Time -0.01 0.04 -0.16 
Session x Time 0.03 0.02 1.78 
Talker x  Sleep x Session 0.00 0.06 0.03 
Talker x Delay x Session -0.05 0.05 -0.90 
Talker x  Sleep x Time -0.01 0.05 -0.15 
Talker x Delay x Time 0.02 0.05 0.44 
Talker x Session x Time -0.09 0.04 -2.32 
Sleep x Session x Time 0.16 0.05 3.07 
Delay x Session x Time 0.07 0.05 1.53 
Talker x  Sleep x Session x Time 0.01 0.10 0.06 
Talker x Delay x Session x Time -0.01 0.09 -0.11 
Random Effects Groups Variance Standard Dev. 
Subject (Intercept) 9.11E-03 0.10 
 Talker 2.01E-03 0.04 
 Session 5.58E-03 0.07 
 Time 1.12E-02 0.11 
 Talker x Session 8.51E-03 0.09 
Item (Intercept) 6.19E-03 0.08 
  Sleep 1.69E-03 0.04 
 Delay 1.64E-03 0.04 
 Talker 8.83E-03 0.09 
 Session 7.15E-05 0.01 
 Time 6.56E-03 0.08 
Residual  3.00E-01 0.55 
Number of observations; 14236; Subjects, 60; Items: 8 
Table 3.3. Effects of Talker, Time Window, Session, and Group on target advantage scores on   
–ack target trials.  
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-ag target trials with -ack competitors (e.g., tag vs. tack). The analyses of this 
condition revealed main effects of Time region (t = 12.6) and Session (t = 2.7) (Table 3.4), with 
performance improving across all groups at Session 2 (M = 31 and M = .34 for Sessions 1 and 2, 
respectively). These two main effects were qualified by a Session-by-Time region interaction (t = 
4.2). A follow-up analysis revealed that the Session effect was significant only at the late time 
window (t = 4.6; M = .57 and M = .61 for Sessions 1 and 2, respectively; t = .2 at early window) 
(Figure 3.8).  
 
Figure 3.8.  Target advantage scores on –ag trials with –ack competitors by Session at each 
Time window (error bars represent by-subjects SEM). 
 
Finally, a Talker-by-Session effect was observed (t = 3.8). The follow-up analysis 
indicated that there was no significant Session effect on Female talker trials (t = .3), and that the 
interaction was primarily driven by improvement on Male talker trials at Session 2 (t = 4.8; M = 
.28 and M = .36 for Sessions 1 and 2, respectively) (Figure 3.9). This effect suggests that 
participants did improve at identifying the Male talker’s accented productions of words, and, 
indeed, at Session 2, participants performed better with the Male talker than the Female talker (M 
= 32 for Female talker at Session 2), in accordance with the original predictions made by Trude 
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& Brown-Schmidt (unpublished data). However, crucially, no effects of Sleep Group were 
observed in this condition, suggesting that exposure, rather than sleep, drove this improvement. 
Such exposure-based processing effects (i.e., better processing of the accented talker with more 
exposure) is generally consistent with the findings of Experiments 1-5 and suggests that rapid 
processing of an unfamiliar phonological variant may take time.  
 
Figure 3.9.  Target advantage scores on –ag trials with –ack competitors by Talker at each 
Session (error bars represent by-subjects SEM). 
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Fixed Effects Estimate Std. Error t-value 
(Intercept) 0.32 0.05 6.24 
Talker -0.01 0.03 -0.16 
 Sleep 0.01 0.03 0.39 
Delay -0.00 0.03 -0.04 
Session 0.04 0.01 2.71 
Time 0.45 0.04 12.63 
Talker x  Sleep -0.07 0.04 -1.75 
Talker x Delay -0.02 0.03 -0.63 
Talker x Session 0.08 0.02 3.77 
 Sleep x Session -0.02 0.04 -0.44 
Delay x Session 0.01 0.03 0.47 
Talker x Time -0.01 0.02 -0.38 
 Sleep x Time -0.00 0.05 -0.02 
Delay x Time -0.04 0.04 -1.00 
Session x Time 0.08 0.02 4.18 
Talker x  Sleep x Session 0.04 0.06 0.62 
Talker x Delay x Session 0.06 0.06 1.13 
Talker x  Sleep x Time -0.02 0.05 -0.3 
Talker x Delay x Time 0.07 0.04 1.60 
Talker x Session x Time 0.06 0.04 1.62 
 Sleep x Session x Time 0.04 0.05 0.71 
Delay x Session x Time 0.00 0.04 0.09 
Talker x  Sleep x Session x Time 0.02 0.10 0.22 
Talker x Delay x Session x Time -0.09 0.09 -1.02 
Random Effects Groups Variance Standard Dev. 
Subject (Intercept) 7.43E-03 0.09 
 Talker 5.63E-03 0.08 
 Session 4.58E-03 0.07 
 Time 1.16E-02 0.11 
 Talker x Session 1.01E-02 0.10 
Item (Intercept) 2.01E-02 0.14 
  Sleep 1.44E-04 0.012 
 Delay 8.83E-04 0.030 
 Talker 7.44E-03 0.09 
 Session 1.34E-04 0.01 
 Time 7.90E-03 0.09 
Residual  2.99E-01 0.55 
Number of observations; 14263; Subjects, 60; Items: 8 
Table 3.4. Effects of Talker, Time Window, Session, and Group on target advantage scores on   
–ag target trials with –ack competitors. 
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-ake target trials (e.g., take vs. tag). The model for this condition revealed main effects 
of Time (t = 13.8) and Session (t = 2.6) (Table 3.5), with participants performing better at 
Session 2 (M = .39 and M = .43 for Sessions 1 and 2, respectively). These main effects were 
qualified by a Session-by-Time interaction (t = 2.0). Follow-up analyses revealed that the 
Session effect was significant at the late time window only (t = 3.2, M = .62 and M = .68 for 
Sessions 1 and 2, respectively; t = 1.2 for early window) (Figure 3.10). 
 
Figure 3.10.  Target advantage scores on –ake trials by Session at each Time window (error bars 
represent by-subjects SEM). 
 
An interaction of Sleep Group by Session was also found (t = 2.2). However, follow-up 
analyses at each level of Session revealed no significant effect of Sleep Group (t = 1.4 and t = .3, 
for Sessions 1 and 2, respectively). The general pattern of the data was such that, at Session 1, 
the No Sleep group performed better than the two Sleep groups (M = .42 and M = .38, 
respectively), but at Session 2, the two Sleep groups slightly outperformed the No Sleep Group 
(M = .44 and M = .43, respectively) (Figure 3.11). This pattern of results tentatively suggests that 
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sleeping may have helped participants to improve more from the first to second session; 
however, ultimately, performance was nearly equivalent regardless of sleep status. 
 
 
Figure 3.11.  Target advantage scores on –ake trials by Sleep group at each Session (error bars 
represent by-subjects SEM). 
 
Finally, a three-way interaction of Delay Group, Session, and Time was found (t = 2.6). 
Follow-up analyses indicated that the Delay Group by Session interaction was significant at the 
late window (t = 2.4), but not at the early window (t = .7). Further exploration of the two-way 
interaction at the late window revealed that the main effect of Delay Group was not significant at 
either Session (t = .7 and t = 1.1 for Sessions 1 and 2, respectively). The nature of the Delay 
Group effect at the Late window was such that the PM to PM group outperformed the PM to AM 
group at Session 1 (M = .58 and M = .62, respectively), but at Session 2, the PM to AM group 
performed better (M = .71 and M = .66) (Figure 3.12). This pattern of results suggests that talker-
specific information learned at Session 1 had decayed over time. 
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Note that the Female talker advantage observed by Trude & Brown-Schmidt (2012a) 
failed to replicate here. In fact, participants performed essentially equally with both talkers (M = 
.42 and M = .41 for female and male talkers, respectively.) Furthermore, talker did not interact 
with Session or Sleep, indicating that participants did not experience increased competition with 
the Male talker as predicted. I return to these points in the discussion of Experiment 7. 
 
Figure 3.12.  Target advantage scores on –ake trials by Delay group at each Session for Early 
(left) and Late (right) time windows (error bars represent by-subjects SEM). 
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Fixed Effects Estimate Std. Error t-value 
(Intercept) 0.41 0.04 11.20 
Talker -0.00 0.02 -0.17 
 Sleep -0.02 0.04 -0.65 
Delay 0.01 0.03 0.46 
Session 0.04 0.02 2.57 
Time 0.49 0.04 13.78 
Talker x  Sleep -0.03 0.03 -0.78 
Talker x Delay -0.01 0.03 -0.29 
Talker x Session -0.01 0.02 -0.59 
 Sleep x Session 0.07 0.03 2.20 
Delay x Session 0.03 0.03 1.10 
Talker x Time 0.02 0.02 1.35 
 Sleep x Time 0.02 0.04 0.43 
Delay x Time -0.01 0.04 -0.39 
Session x Time 0.04 0.02 2.01 
Talker x  Sleep x Session 0.08 0.06 1.21 
Talker x Delay x Session 0.03 0.06 0.59 
Talker x  Sleep x Time 0.04 0.05 0.87 
Talker x Delay x Time -0.03 0.04 -0.59 
Talker x Session x Time 0.03 0.04 0.87 
 Sleep x Session x Time 0.05 0.05 0.90 
Delay x Session x Time 0.11 0.04 2.59 
Talker x  Sleep x Session x Time 0.10 0.10 0.99 
Talker x Delay x Session x Time -0.10 0.09 -1.12 
Random Effects Groups Variance Standard Dev. 
Subject (Intercept) 8.26E-03 0.09 
 Talker 4.03E-03 0.06 
 Session 3.52E-03 0.06 
 Time 9.08E-03 0.10 
 Talker x Session 1.24E-02 0.11 
Item (Intercept) 0.009492 0.10 
  Sleep 1.45E-03 0.04 
 Delay 4.69E-04 0.02 
 Talker 1.65E-03 0.04 
 Session 9.64E-04 0.03 
 Time 8.24E-03 0.09 
Residual  2.82E-01 0.53 
Number of observations; 14327; Subjects, 60; Items: 8 
Table 3.5. Effects of Talker, Time Window, Session, and Group on target advantage scores on   
–ake target trials. 
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-ag target trials with -ake competitors (e.g., tag vs. take). The analysis revealed main 
effects of Time (t = 16.5), Session (t = 2.5), and Talker (t = 4.7) (Table 3.6), with participants 
performing better on Female talker trials than Male talker trials (M = .37 and M = .25, 
respectively). These main effects were qualified by a series of two-way interactions. First, there 
was a significant Talker by Session interaction (t = 3.0). Follow-up analyses indicated that there 
was no difference between Sessions on Female talker trials (t = .3), but that there was a 
significant effect of Session on Male talker trials, such that participants fixated the target more 
on Male talker trials in Session 2 (t = 4.7, M = .22 and M = .29 at Session 1 and 2, respectively). 
This is consistent with results from the analysis of tag vs. tack trials, where again, a Talker-by-
Session interaction was driven by improvement on Male talker trials at Session 2. Again, this 
suggests that with more exposure to the Male-talker’s accent, listeners are becoming adept at 
processing his novel pronunciations of the critical tag-type words. 
There was also a significant Talker by Time interaction (t = 5.8). Follow-up analyses 
indicated that the effect of Talker was significant at the both time windows, although greater at 
the Late time window (t = 2.7 and t = 7.3 for Early and Late windows, respectively). Finally, 
there was a Session by Time interaction (t = 2.5). Follow-up analyses indicated that the effect of 
Session was significant at the Late time window only (t = .9 and t = 3.4 for Early and Late 
windows, respectively) (Figure 3.13). Together, these interactions indicate that participants 
performed better overall with the Female talker than the Male talker, which would be predicted 
based on the similarity of the vowels in –ake and –ag words for the Male talker. The data also 
suggest that participants did improve with the Male talker at Session 2, indicating that learning 
about the accented words had taken place. Finally, these effects appear strongest in the Late time 
window, when more of the word had been heard. 
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Figure 3.13.  Target advantage scores on –ag trials with –ake competitors by Talker at each 
Session for Early (left) and Late (right) time windows (error bars represent by-subjects SEM). 
 
Two interactions involving the Group contrasts were also found. First, there was a Sleep 
Group by Session interaction (t = 2.1). The nature of the interaction was such that the No Sleep 
and Sleep Groups performed about equally at Session 1 (M = .30 and M = .29, respectively), but 
at Session 2, the No Sleep group performed worse than the Sleep groups (M = .29 and M = .35, 
respectively) (Figure 3.14). The fact that this effect emerged at Session 2 suggests that sleep 
played a key role in helping listeners to process the speech that they heard during the experiment. 
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Figure 3.14.  Target advantage scores on –ag trials with –ake competitors by Sleep Group for 
each Session (error bars represent by-subjects SEM). 
  
There was also a three-way interaction of Talker, Delay Group, and Time (t = 2.0). 
Follow-up analyses were inconclusive; the two-way interaction of Talker and Delay Group was 
not significant at either time window (t = .7 and t = .3) (see Figure 3.15).  
 
Figure 3.15.  Target advantage scores on –ag trials with –ake competitors for each Talker by 
Delay Group at Early (left) and Late (right) time windows (error bars represent by-subjects 
SEM). 
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Fixed Effects Estimate Std. Error t-value 
(Intercept) 0.31 0.05 5.81 
Talker -0.11 0.02 -4.7 
Sleep 0.04 0.04 0.92 
Delay -0.04 0.04 -1.16 
Session 0.04 0.02 2.52 
Time 0.47 0.03 16.47 
Talker x  Sleep 0.05 0.04 1.09 
Talker x Delay 0.03 0.04 0.70 
Talker x Session 0.07 0.02 3.02 
 Sleep x Session 0.09 0.04 2.06 
Delay x Session 0.02 0.04 0.44 
Talker x Time -0.11 0.02 -5.79 
 Sleep x Time -0.01 0.04 -0.13 
Delay x Time -0.04 0.04 -1.14 
Session x Time 0.05 0.02 2.51 
Talker x  Sleep x Session 0.02 0.07 0.26 
Talker x Delay x Session -0.00 0.06 -0.01 
Talker x  Sleep x Time 0.05 0.05 0.97 
Talker x Delay x Time -0.09 0.05 -2.02 
Talker x Session x Time 0.05 0.04 1.44 
 Sleep x Session x Time 0.04 0.05 0.85 
Delay x Session x Time 0.05 0.05 1.17 
Talker x  Sleep x Session x Time -0.02 0.10 -0.17 
Talker x Delay x Session x Time -0.14 0.09 -1.48 
Random Effects Groups Variance Standard Dev. 
Subject (Intercept) 1.05E-02 0.10 
 Talker 8.65E-03 0.09 
 Session 9.12E-03 0.10 
 Time 8.45E-03 0.09 
 Talker x Session 1.20E-02 0.11 
Item (Intercept) 2.09E-02 0.14 
 Sleep 1.64E-03 0.04 
 Delay 7.86E-04 0.03 
 Talker 2.75E-03 0.05 
 Session 1.92E-04 0.01 
 Time 4.56E-03 0.07 
Residual  3.07E-01 0.55 
Number of observations; 14238; Subjects, 60; Items: 8 
Table 3.6. Effects of Talker, Time Window, Session, and Group on target advantage scores on   
–ag target trials with –ake competitors. 
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Experiment 7: Discussion 
The results of Experiment 7 showed that participants’ interpretation of the male talker’s 
accented -ag words improved at Session 2, regardless of sleep. Furthermore, in three out of four 
conditions, general benefits of sleep were observed in which participants who slept performed 
better when listening to both talkers. I now turn to a discussion of each of these two effects. 
 Exposure-modulated learning.  In both –ag conditions (with –ack or –ake competitor), I 
observed a Talker-by-Session interaction, such that participants particularly improved with the 
male accented talker at Session 2. This finding demonstrates that increased exposure to the male 
talker’s accented words helped listeners in identifying these words. This benefit occurred 
whether the participants had slept or not. These findings complement the results of Experiments 
1-5, in which participants improved at interpreting the speech of a foreign-accented talker (and in 
particular, words that she produced with a vowel shift) as the experiment progressed and 
participants gained more exposure to the accent (Trude, Tremblay, & Brown-Schmidt, in press). 
This finding is contrary to predictions generated under a CLS-based word-learning account, in 
which the learning of novel pronunciation variants, much like the learning of new words, would 
require sleep-based consolidation, and is instead consistent with a simple exposure-based 
mechanism for phonological variant learning. 
 Sleep-modulated learning. These results showed that, in three out of four conditions (-
ack trials, -ake trials, and –ag trials with –ake competitors), sleeping resulted in improved 
performance at Session 2. Notably, these sleep effects never interacted with Talker. In all cases 
in which an effect of sleep was found, participants demonstrated better ability to interpret the 
target utterances despite the identity of the talker, rather than specifically improving learning of 
the male talker’s phonological variant. These findings suggest that sleep may be important for 
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encoding all types of fine-grained phonetic details, rather than simply for integrating novel 
phonological variants, a finding consistent with previous work demonstrating improved overall 
comprehension of synthesized speech after sleep (Fenn, Nusbaum, & Margoliash, 2003). 
These findings suggest that the process of learning a phonological variant (or, at least, a 
talker-specific phonological variant) is unlike the process of learning a new word, which 
previous results suggest is specifically sensitive to sleep (Dumay & Gaskell, 2007). The 
conclusion that learning of new words (e.g., cathedruke) differs mechanistically from learning a 
new phonological variant (e.g., bayg) is also supported by the results of Experiment 6, which 
showed that amnesic participants are able to adapt to words affected by a novel accent on the 
same time scale as comparison participants. By contrast, amnesic participants are highly 
impaired when it comes to learning completely novel words, and can only do so after extensive 
training (Gabrieli, Cohen, & Corkin, 1988; Ullman, 2004). Taken together, these findings 
suggest that different memory mechanisms and processes subserve these two tasks, specifically, 
that novel word learning is more strongly governed by the declarative memory system (which is 
impaired in amnesia), while learning of phonological variants can be achieved independently of 
this system. Indeed, as with the results of Experiment 6, this pattern of results is consistent with 
extensions of the CLS theory into the organization and learning of linguistic information (Gupta, 
2012). Under Gupta’s account, the learning of new semantic information would be heavily 
dependent upon declarative memory due to the arbitrary associations between how words sound 
and what they mean. On the other hand, phonological information is less arbitrary and more rule-
based due to reliable mappings of our phonological systems. As a result, declarative memory is 
less important for learning phonological variants of existing lexical items. In the case of 
phonological variant learning, listeners already have semantic information about the word, 
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whereas in novel word learning, this information must also be learned and associated with the 
phonological form of the word. This difference would account for the dissociation between 
amnesic participants’ performance on these two types of tasks. 
 The remaining question, then, is what mechanisms were responsible for the general 
benefit observed after sleep. One possibility is that the same hippocampus-to-cortex transfer that 
has been argued to promote novel word learning could be playing a supporting role in the 
learning of talker-specific information and phonological variants. Although my findings with 
amnesic patients suggest that the declarative memory system is not necessary for this type of 
learning, it could be that, in healthy individuals, this system could enhance it. Consistent with 
this account is the fact that, in Experiment 6, comparison participants performed better overall 
than amnesic participants, although the magnitude of the accent adaptation effect was similar 
across groups. This suggests that the declarative memory system could play a role in the 
mapping of spoken words onto their referents in the world, or could assist in more thorough 
encoding of fine-grained phonetic details of speech. 
If the complementary learning systems framework is correct, then these findings would 
suggest that this hippocampus-to-cortex communication underlies not only word learning, but 
learning of other linguistic information, such as phonological forms. Indeed, some popular 
theories of speech perception posit a critical role for the hippocampal-dependent episodic 
memory system (Goldinger, 1998). Under this account, listeners should be able to store fine-
grained acoustic details about the speech of a particular talker, and, by virtue of the shared 
contextual information across these traces, use these details to help them process that talker’s 
speech more efficiently in the future.  However, another possibility is that during sleep, other 
processes are occurring that do not involve the hippocampus, and that these are the processes that 
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result in learning of talker-specific information, such as what I observed in the current 
experiment.  
Why no sleep effect on –ag/-ack trials? Future research must address why effects of 
sleep were not observed on –ag trials with an –ack competitor (e.g., bag vs. back). One 
possibility is that these trials were somehow easier than the other three trial types, and thus sleep 
was not necessary for success. I hope to explore this possibility in the future.  
Why no talker effect on –ake trials? Another open question is why the female talker 
advantage on –ake trials, which was observed in all three experiments by Trude and Brown-
Schmidt (2012a), was not replicated here. One possible explanation is that stimulus differences 
are at play. A different female talker produced the stimuli in the current experiment. It could 
have been the case that some unidentified feature of her speech made her –ake and –ag tokens 
slightly less distinguishable than those of the female talker who produced the stimuli in previous 
experiments. Given that the magnitude of the –ake effect in previous research was relatively 
small, it stands to reason that even minor differences in the discriminability of the female talker’s 
tokens could cause the effect to disappear. However, it should be noted that the overall 
intelligibility of the female talker should not be of concern, as performance on –ake trials was 
equivalent across the two talkers. Thus, it is highly unlikely that participants’ success on –ack 
trials was due to the female talker’s speech being overall less intelligible than the male talker’s. 
A follow-up experiment using the audio tokens from Trude and Brown-Schmidt (2012a), which 
are known to elicit the –ake effect, could help to elucidate the role of sleep in processing words 
with a competitor that is a novel phonological variant.  
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Experiment 7: Conclusion 
 The results of this experiment, coupled with the findings from Experiment 6, suggest that 
the learning of novel phonological variants, such as those that result from a regional or foreign 
accent, is unlike the learning of completely novel words. First, I demonstrated that participants’ 
interpretation of novel phonological variants improved as their amount of exposure to the 
accented words increased, and that this effect was independent of sleep. These findings are 
consistent with the results of Experiments 1-5, in which participants’ ability to identify foreign-
accented words containing a similar vowel shift improved over the course of the experiment. 
Further, I observed that sleep conferred benefits on learning talker-specific information 
regardless of whether that talker produced any novel phonological variants. This pattern of 
results supports an account in which the hippocampus and related structures could play a 
supporting role in the learning of talker-specific details, or one in which the processes occurring 
during sleep to allow for this learning are entirely separate from the declarative memory system. 
Future work will need to disentangle these two possibilities, perhaps by looking for evidence of 
improvement in spoken word recognition tasks after sleep in amnesic populations. 
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CHAPTER 4: CONCLUSIONS 
 The ability to adapt to variability between talkers is crucial for the successful 
comprehension of speech. However, our understanding of the processes that facilitate this ability, 
as well as the nature of the talker-specific representations that listeners form during adaptation, 
remains incomplete. In this dissertation, I addressed a particular type of variability that often 
creates considerable difficulty for listeners: accented speech. Accented speech presents a 
challenge because it may require listeners to reform or reconsider their representations of 
phonemic categories when listening to a particular talker. Additionally, listeners may have very 
little experience listening to a particular accent. These factors can combine to create a situation in 
which a listener has only “fuzzy” knowledge of a talker’s phonemic category boundaries, thus 
affecting his or her ability to correctly interpret that talker’s speech. Indeed, in my previous work 
(Trude & Brown-Schmidt, 2012a) I observed that adaptation to words produced with a novel 
accent seems to proceed asymmetrically. That is, listeners are more easily able to rule out an 
accented word than they are to consider it as a viable interpretation of the speech input they 
receive, possibly because their representations of accent-affected speech sounds are not specific 
enough to elicit strong activation. This series of experiments provides insights into the roles of 
exposure, the declarative and non-declarative memory systems, and sleep in learning and 
strengthening representations of an accented talker’s speech. 
In Experiments 1-5, I observed that, contrary to the conclusions of much of the previous 
research on foreign accent adaptation, adaptation to a novel foreign accent is a process that can 
create great difficulty for listeners. Although the behavioral measure used (word identification) 
suggested that listeners were successfully able to comprehend the speech of the foreign-accented 
talker, the eye-tracking results indicated that this process was not easy for participants, and that 
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despite the features of the accent reducing the amount of overlap between the target and 
competitor words, participants actually fixated the targets less when listening to the accented 
talker in many cases. However, I did observe improvement at interpreting the accented speech 
over the course of the experiment, emphasizing the crucial role of extended exposure in forming 
detailed representations of accented speech. 
 Experiments 6 and 7 examined the processes that make the learning of these types of 
talker-specific details possible. Experiment 6 examined the role of the declarative memory 
system in talker-specific learning. Contrary to a popular theory of speech perception based in 
episodic memory (Goldinger, 1998), results from amnesic participants with severe declarative 
memory impairment strongly suggested that the episodic memory is not necessary for talker-
specific learning. However, evidence for a supporting role for episodic memory comes from 
Experiment 7, in which sleep was found to enhance spoken word recognition in general, as well 
as from results from healthy comparison participants in Experiment 6, who were better overall at 
integrating auditory input with a visual display. However, an alternative explanation for the sleep 
results exists, namely that sleep consolidation involves brain structures and processes outside of 
the hippocampal-dependent declarative memory system. 
 Taken together, these results contribute to a body of literature showing that talker 
adaptation is often fast and flexible (Dahan, Drucker, & Scarborough, 2008; Kraljic & Samuel, 
2007; Maye, Aslin, & Tanenhaus, 2008), but also extend the boundaries of this work by 
uncovering limitations of the adaptation process, as well as testing the underlying cognitive 
mechanisms that allow adaptation to occur and examining how these representations of speech 
may strengthen over time.  
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Appendix A 
 
List of Stimuli used in Experiments 1-5 
List of Stimuli for Testing Phase of Experiment 1 
 
unshifted /i/  unshifted /ɪ/ shifted /i/ filler 1a filler 1b filler 2a filler 2b 
bees bit beat man moon phone fan 
fees fill feel map mop pot put 
heave hip heap back book lake look 
keys kill keel bake buck sob sub 
knees knit neat tack tuck tub tab 
leave lip leap boat bat cat cut 
peas pill peel lap loop cake cook 
seize sit seat cap cop hop hoop 
teas tin teen jab job rag rug 
wheeze wick weak log leg note nut 
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List of Stimuli for Testing Phases of Experiments 2 and 3 
 
unshifted /i/  unshifted /ɪ/ 
(Expt. 2 only) 
shifted /i/ filler 1a filler 1b filler 2a filler 2b 
bees bit beet rag rug phone fan 
fees fit feet map mop pot put 
heave hit heat back book lake look 
knees knit neat boat bat cat cut 
peas pit Pete lap loop cake cook 
seize sit seat cap cop hop hoop 
wheeze wit wheat log leg note nut 
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List of Stimuli for Testing Phase of Experiments 4 and 5 
 
unshifted /i/  shifted /i/ filler 1a filler 1b filler 2a filler 2b 
bees beep rag rug phone fan 
fees feed map mop pot put 
keys keep back book lake look 
leave league boat bat cat cut 
peas peep lap loop tack tuck 
seize seed cap cop hop hoop 
wheeze weed log leg note nut 
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Appendix B 
Target preference scores for French and English talker trials in the first and last thirds of each 
experiment (data shown are means and 95% confidence intervals of the mean, in brackets.) 
 
  
Eng. Talker-  
First Third 
Eng. Talker-  
Last Third 
Fren. Talker- 
First Third 
Fren. Talker- 
Last Third 
Expt 1 
Unshifted 1.68 [1.42, 1.93] 1.66 [1.50, 1.81] 1.44 [1.19, 1.69] 1.77 [1.43, 2.10] 
Shifted 1.33 [1.20, 1.45] 1.28 [1.18, 1.38] .48 [.40, .56] .66 [.53, .79] 
Expt 2 
Unshifted 1.76 [1.49, 2.05] 1.91 [1.63, 2.19] 1.65 [1.33, 1.96] 1.75 [1.51, 2.00] 
Shifted 2.02 [1.84, 2.20] 2.02 [1.84, 2.19] .30 [.17, .42] .62 [.43, .82] 
Expt 3 
Unshifted 1.76 [1.54, 1.99] 1.73 [1.50, 1.96] 1.58 [1.37, 1.78] 1.69 [1.46, 1.92] 
Shifted 1.86 [1.71, 2.01] 2.11 [1.91, 2.30] .70 [.58, .81] 1.01 [.82, 1.20] 
Expt 4 
Unshifted 1.31 [1.17, 1.45] 1.38 [1.16, 1.61] 1.16 [.97, 1.36] 1.30 [1.16, 1.45] 
Shifted 1.41 [1.23, 1.59] 1.56 [1.35, 1.77] .76 [.63, .89] 1.43 [1.23, 1.62] 
Expt 5- 
Eng. Shift 
Unshifted 1.38 [1.23, 1.52] 1.40 [1.21, 1.60] 1.27 [1.13, 1.41] 1.36 [1.19, 1.53] 
Shifted .68 [.50, .86] 1.12 [.95, 1.30] 1.23 [1.09 ,1.38] 1.25 [1.06, 1.43] 
Expt 5- 
Fren. Shift 
Unshifted 1.56 [1.42, 1.71] 1.40 [1.20, 1.59] 1.28 [1.14, 1.43] 1.39 [1.22, 1.56] 
Shifted 1.53 [1.35, 1.71] 1.57 [1.40, 1.75] .98 [.84, 1.12] 1.33 [1.14, 1.51] 
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Appendix C 
 
Training stories for Experiments 1-3 
Story heard during training phase of Experiment 1 
(Items from testing phase in bold.) 
 
John sighed and put his keys on the kitchen table. He had had a long day working at the library, 
assessing late fees and calming groups of noisy children. In addition, he had had to heave large 
boxes of books on top of some shelves to make room for a new study area, and he really wanted 
to sit down and relax for the evening. But as he began to walk toward the living room, he heard 
his wife, Amy, begin to cough and wheeze.  
 
“What’s the matter, honey?” he asked her. “Are you sick?” 
 
 “I didn’t feel well, so I came home from work early,” Amy replied. 
 
 “Aw, I’m sorry. What’s wrong?” John asked. 
 
 “I feel so weak. All my joints hurt, from my shoulders to my hips to my knees. And this 
headache is starting to kill me,” Amy said sadly. 
 
 “Is there anything I can get for you? Have you taken any medicine yet?” John 
said. 
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 “Oh, I don’t want to bother you. I know you had a long day today already. You’re 
probably beat,” Amy complained. 
 
 John was tired, but he wanted to help his wife. “No, it’s okay. Why don’t I get you some 
of those pills in the medicine cabinet? They’re supposed to make you feel better.” 
 
 “Okay. If you insist,” Amy said in a weak voice. 
 
 John walked to the bathroom to get two pills from the medicine cabinet and fill a small 
cup with water. He walked back into the living room and gave the medicine and water to Amy. 
Amy swallowed the tablets and began to wheeze again. “Thanks,” she said. “Before you sit 
down, can I ask you for one more thing?” 
 
 “Of course,” John replied. 
 
 “Can you make me some hot tea? Maybe the warmth will relieve my throat a little bit.” 
Amy asked. 
 
 “Sure,” John answered. He walked into the kitchen, began to fill a teapot with water, and 
turned on the stove. Then he opened the cupboard. He saw boxes and boxes of tea organized in 
neat stacks on the top shelf. 
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 “Amy,” John yelled, “What kind do you want? There are at least fifteen different teas in 
here!” 
 “I’ll take some Earl Grey, please,” Amy shouted back. 
 
 John stared at the shelf. The box of Earl Grey was at the bottom, with at least four other 
teas stacked on top of it. He pulled a small stool over to the cupboard and climbed up on it. He 
tried to carefully pull the box of Earl Grey out, but despite his best efforts, all fifteen boxes of 
tea came down, landing in a heap on the kitchen floor. The avalanche of boxes surprised John, 
causing him to lose his balance and fall off of the stool, hurting his hip against the edge of the 
counter. 
 
 “Ow!” John yelled, rubbing his side. 
 
 “What’s wrong?” Amy yelled from the living room. 
 
 “Nothing! No need to get up. I’m fine!” John yelled back. 
 
 The tea kettle whistled, and John managed to prepare a cup while holding a bag of frozen 
peas on his hip to relieve the pain. He brought the mug to Amy, who put it to her lips, took a sip, 
and smiled. John took a seat on his chair and opened the book he had been reading. A few 
minutes passed, and John looked at Amy, who was frowning. 
 
 “What’s wrong?” John asked her. 
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 “Well… I really appreciate you making this tea for me, but I think what I’d really like is 
actually some orange juice,” Amy said sadly. 
 
 John got up and put his bag of peas on the end table. “No problem. I’ll go get you some.” 
 
 John walked back into the kitchen and opened the refrigerator. He pulled out a carton of 
orange juice and began to pour it into a glass. A tiny bit of juice came out of the carton--it was 
empty. John thought for a second. He opened the fruit drawer of the refrigerator and found a bag 
of oranges. He began to peel one of the oranges when Amy appeared in the kitchen doorway. 
  
 “What are you doing?” she asked. 
 
 “Well, we were out of orange juice, so I thought I’d peel some oranges and make some,” 
John said. 
 
 “Aw, that’s really sweet, but I only like my orange juice with no pulp. I don’t think your 
plan is going to work. Don’t worry about it. I’ll just drink something else,” Amy said sadly. 
 
 “No, no. You’re sick, and I want you to have what you want. I’ll run to the store and get 
you some juice,” John insisted. He got his keys and went out to the car. 
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 At the supermarket, John walked to the refrigerator case. He could see that there was only 
one carton of no-pulp juice in the case and that a man was about to reach for it. “Amy will kill 
me if I don’t get that juice!” John thought. Even though his hip hurt a lot, John ran to the case. 
He knew he couldn’t leave the store empty- handed. He took a flying leap, put his arm into the 
case, narrowly beat the other man to the carton of juice, and was able to seize it in his hands. 
John was sweating and felt like he was about to keel over. He walked to the checkout, paid for 
the juice (while complaining under his breath about his debit card’s high service fees), and drove 
back home. 
 Back at home, John got out of his car with the juice and went to the back door. He was a 
few steps away from the door when he heard a buzzing sound behind him. He turned around and 
saw a cloud of bees flying toward him. He let out a scream, waved his arms, and, in an effort to 
avoid being stung, decided to keel over, falling onto his knees. After a few seconds, the bees lost 
interest, and they flew away. John decided to seize this opportunity to leap from the porch steps 
to the back door and entered the house.  
 Once in the house, he collapsed in a heap on the loveseat. Amy walked in from the 
kitchen and sat down on the couch next to a neat pile of yarn. Next to her was a candle in a tin 
with a tall flame dancing on its wick. 
 “Wow,” Amy said, biting her lip with concern, “What happened to you?” 
 “I think I’d rather not talk about it,” John said, beginning to heave a huge sigh. “You 
look like you’re doing better!” 
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 “Yeah,” Amy replied. “I think that medicine really worked! My headache is gone, so I 
decided to sit down and knit for a little while.” 
 “That’s good,” John said. “Well, I did leave the orange juice on the counter, if you still 
want some.” 
 “No thanks, but it looks like you could use a drink,” Amy said. “I’ll be right back.” She 
lifted the candle tin, blew on the wick until the flame died, and went into the kitchen as John 
closed his eyes and relaxed for the first time all day. 
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Story heard during training phase of Experiments 2 and 3 
(Items from testing phase in bold.) 
 
It was a hot June day, and Max was on his way to work.  He was home from college for 
the summer, and he had gotten a job as a stock boy at the local supermarket.  Max was hoping to 
save up some money to help his parents pay for his tuition and student fees.  He walked quickly, 
not wanting to be late for his very first day of work, but the heat was unbearable, and he kept 
stopping to catch his breath and wipe the sweat from his forehead.  “I hope they let me sit down 
for a few minutes before they put me to work!” Max thought. 
 
 When Max finally arrived at the supermarket, he was met by a tall, physically fit man 
with big muscles.  The man grabbed Max’s hand and shook it firmly.  “You must be Max,” the 
man said.  Max nodded.  “I’m Pete,” the man continued.  “I’m one of the managers.  I brought 
you a hat and apron; now let’s get you to work!” 
 
 “Um, excuse me,” Max said shyly.  “I just walked here from my house, and it’s so hot 
outside.  Do you think I could take a seat for a couple minutes and cool down?” 
 
 “Gee, I wish you could, but there’s just too much work to get done!” Pete replied, as he 
led Max through the store.  “One of our other stockers quit yesterday, so you have to start as 
soon as possible.”  He pointed to a young woman who was crouching down to put some loaves 
of whole wheat bread on a low shelf.  “This is Anna.  She’s going to show you around today.”  
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 Anna got up, brushed off her knees, and walked over to Max.  “Hi Max,” she said.  “Why 
don’t you come over here and help me stock shelves.” 
 
 Max walked over to where Anna had been working, got down on his knees, and shoved a 
few loaves of the wheat bread onto the half-empty shelf.  “You can’t do it like that,” Anna said.  
“You have to make sure the loaves are in a neat row.  Here, I’ll show you.”  Max rose to his feet 
and stepped backward so that Anna could reach the shelf.  “Look,” she said, pointing to the bread 
that she had rearranged into neat stacks.  “You can get way more stuff on the shelves this way.”  
Max bit his lip in shame.  “Sorry,” he said.  “I’ll be more careful next time.” 
 
 “Don’t worry about it,” Anna replied.  “We should head outside- there’s a shipment 
coming in a few minutes.”  Max followed Anna outside to the loading docks.  As they arrived, a 
large truck approached the store.  “What’s in the truck?” Max asked.  “Fruits and vegetables,” 
Anna answered.  “Probably some peas and lettuce… maybe some apples or something.  
Sometimes we’ll get a turnip or beet shipment too.” 
 
 “What do I do?” Max asked Anna.  “The delivery guys will hand the boxes to you.  Just 
put them onto this cart, and then we’ll take them inside,” Anna said.  While they waited for the 
delivery men to park the giant truck, Max decided to sit down on the sidewalk.  “Come on!”  
Anna said with a smile.  “What’s a fit young guy like you doing resting on the job?  Get up- it’s 
time to load the cart!”  Anna’s attempt at wit made Max feel more relaxed.  He stood up and 
walked over to the truck.  The delivery men were standing in the back of the truck, ready to 
unload the boxes.  Before Max had a chance to prepare himself, one of the men began to heave 
128 
 
boxes at him.  One of the boxes hit Max in the chest, causing him to wheeze loudly.  Max tried 
to seize the box as it fell to the ground, but he missed, and the box landed on Max’s feet.  
“Ouch!” Max yelled.   
 
Anna stopped what she was doing and looked over.  “Are you okay?  Do you want to 
take a seat for a minute?” she asked, frowning.  “Whew, I think I’ll be fine,” Max answered.  
“Who knew peas were so heavy!”  The intense afternoon heat made it hard for Max to catch his 
breath, but after a minute, he recovered and was able to help Anna finish loading the cart. 
 
Anna started to reach for the handle of the cart, but Max decided that he should seize the 
handle first and offer to push the cart. “Here, let me do it,” he said to Anna.  “Thanks!” she said.  
“Let’s take the cart around to the front of the store so that we can put the vegetables in the 
produce section.” 
 
As they walked around to the front of the store, Max thought that he should get to know 
Anna a little better.  “So, what do you like to do in your spare time?” he asked her.  “Oh, didn’t 
they tell you?  Once you start working here, you’re never allowed to leave!” Anna said with a 
serious look on her face. Then she began to laugh.  “There’s that wit again,” Max thought.  
“Honestly, though, I like to knit.”  Anna said.  “I’m not very good, though.  So mostly I just knit 
scarves.  They’re pretty easy to make.”  “Cool,” Max replied. 
 
“I also tend bees.” Anna said.  “My parents have a farm, and they sell their own honey.”   
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“Oh, I’m allergic to bees.” Max said.  “One time, one stung me and I had to go to the 
hospital.  My throat closed up and I started to wheeze and turn bright red!  It was awful.” 
 
“Oh… I’m…uh… sorry to hear that,” Anna mumbled.  Max realized that he had made 
her uncomfortable.  He was trying to think of what to say next, when the cart that he was pushing 
hit a small rock on the sidewalk.  The cart started to tip, and all of the boxes of vegetables slid 
off.  Some of the boxes opened up, and a few heads of lettuce and a beet rolled down the 
sidewalk.  “Oh no!” Max shouted.  “Don’t worry about it… just help me get these boxes back on 
the cart,” Anna said calmly. Max bent over and started picking up the boxes.  “I’ll push the cart 
the rest of the way,” Anna said.  Max was so embarrassed.  He didn’t say a single word as he and 
Anna walked the rest of the way around the store. 
 
When they got to the front door, Anna looked at her watch.  “Your shift is almost over,” 
she said to Max.  “Why don’t you go ahead and go home.” 
 
“Ha!  You’re probably not even going to want me to come back tomorrow!” Max 
laughed, pretending to heave his hat and apron into a nearby trash can.  “You can just send me a 
bill with the fees for all the food I ruined.” 
 
Anna smiled.  “It’s okay.  Not the best first day ever, but I think we’ll let you come back.  
Here’s a snack for the walk home,” she said, handing Max a plum from one of the boxes.  “Don’t 
tell!” 
 
130 
 
Max started walking home.  He was tired, sweaty, and very hungry. He bit into the plum 
and didn’t stop eating until he was left with just the pit.  He wiped his forehead with his apron 
and threw the pit into a bush along the side of the road.  “Maybe this job won’t be so bad after 
all” he thought, as his house came into sight at the end of the block.  “But for now, I’m ready to 
relax and forget all about produce!” 
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Appendix D 
Stimuli used in Experiment 6 
 
-ack word  -ag word -k filler -g filler 
back bag lock league 
flack flag check chug 
jack jag dock dog 
lack lag smoke smog 
rack rag lick lug 
sack sag pluck plug 
shack shag pick pug 
snack snag buck bug 
stack stag tuck tug 
tack tag wick wig 
whack wag jock jog 
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Appendix E 
Stimuli used in the test phase of Experiment 7 
 
-ack word  -ag word -ake word -k filler 1 -k filler 2 -g filler  
back bag bake leak lock league 
rack rag rake luck lick lug 
sack sag sake pluck peak plug 
shack shag shake puck pick pug 
snack snag snake buck beak bug 
stack stag steak tuck took tug 
tack tag take wick week wig 
whack wag wake jock joke jog 
 
