Deep neural networks have been successful in many predictive modeling tasks, such as image and language recognition, where large neural networks are often used to obtain good accuracy. Consequently, it is challenging to deploy these networks under limited computational resources, such as in mobile devices. In this work, we introduce an algorithm that removes units and layers of a neural network while not changing the output that is produced, which thus implies a lossless compression. This algorithm, which we denote as LEO (Lossless Expressiveness Optimization), relies on Mixed-Integer Linear Programming (MILP) to identify Rectifier Linear Units (ReLUs) with linear behavior over the input domain. By using 1 regularization to induce such behavior, we can benefit from training over a larger architecture than we would later use in the environment where the trained neural network is deployed.
. Compression of 2-hidden-layer rectifier networks trained on MNIST. Each line summarizes tests on 31 networks. Depending on how the network is trained, the higher incidence of stable units allows for more compression while preserving the trained network accuracy. For example, training with 1 regularization induces such stability and then inactive units can be removed. Interestingly, the small amount of regularization that improves accuracy during training also helps compressing the network later.
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Deep Neural Networks (DNNs) have achieved unprecedented success in many domains of predictive modeling, such as computer vision [60, 17, 36, 91, 43] , natural language processing [90] , and speech [45] . While complex architectures are usually behind such feats, it is not fully known if these results depend on such DNNs being as wide or as deep as they currently are for some applications.
In this paper, we are interested in the compression of DNNs, especially to reduce their size and depth. More generally, that relates to the following question of wide interest about neural networks: given a neural network N 1 , can we find an equivalent neural network N 2 with a different architecture? Since a trained DNN corresponds to a function mapping its inputs to outputs, we can formalize the equivalence among neural networks as follows [78] :
Definition 1 (Equivalence). Two deep neural networks N 1 and N 2 with associated functions
In other words, our goal is to start from a trained neural network and identify neural networks with fewer layers or smaller layer widths that would produce the exact same outputs. Since the typical input for certain applications is bounded along each dimension, such as x ∈ [0, 1] n0 for the MNIST dataset [63] , we can consider a broader family of neural networks that would be regarded as equivalent in practice. We formalize that idea with the concept of local equivalence: Definition 2 (Local Equivalence). Two deep neural networks N 1 and N 2 with associated functions f 1 : R n0 → R m and f 2 :
For a given application, local equivalence with respect to the domain of possible inputs suffices to guarantee that two networks have the same accuracy in any test. Hence, finding a smaller network that is local equivalent to the original network implies a compression in which there is no loss. In this paper, we show that simple operations such as removing or merging units and folding layers of a DNN can yield such lossless compression under certain conditions. We denote as folding the removal of a layer by directly connecting the adjacent layers, which is accompanied by adjusting the weights and biases of those layers accordingly.
Background
We study feedforward DNNs with Rectifier Linear Unit (ReLU) activations [38] , which are comparatively simpler than other types of activations. Nevertheless, ReLUs are currently the type of unit that is most commonly used [64] , which is in part due to landmark results showing their competitive performance [77, 35] .
Every network has input x = [x 1 x 2 . . . x n0 ] T from a bounded domain X and corresponding output y = [y 1 y 2 . . . y m ] T , and each hidden layer l ∈ L = {1, 2, . . . , L} has output h l = [h l 1 h l 2 . . . h l n l ] T from ReLUs indexed by i ∈ N l = {1, 2, . . . , n l }. Let W l be the n l × n l−1 matrix where each row corresponds to the weights of a neuron of layer l, and let b l be vector of biases associated with the units in layer l. With h 0 for x and h L+1 for y, the output of each unit i in layer l consists of an affine function g l i = W l i h l−1 + b l i followed by the ReLU activation h l i = max{0, g l i }. The unit i in layer l is denoted active when h l i > 0 and inactive otherwise. DNNs consisting solely of ReLUs are denoted rectifier networks, and their associated functions are always piecewise linear [7] .
Mixed-Integer Linear Programming
Our work is primarily based on the fast growing literature on applications of Mixed-Integer Linear Programming (MILP) to deep learning. MILP can be used to map inputs to outputs of each ReLU and consequently of rectifier networks. Such formulations have been used to produce the image [71, 27] and estimate the number of pieces [87, 86] of the piecewise linear function associated with the network, generate adversarial perturbations to test the network robustness [16, 31, 96, 89, 106, 6] , and implement controllers based on DNN models [85, 109] .
For each unit i in layer l, we can map h l−1 to g l i and h l i with a formulation that also includes a binary variable z i denoting if the unit is active or not, a variablē h l i denoting the output of a complementary fictitious unith l i = max 0, −g l i , and constants H l i andH l i that are positive and as large as h l i andh l i can be:
This formulation can be strengthened by using the smallest possible values for H l i andH l i [31,96] and valid inequalities to avoid fractional values of z l i [6, 86] . The largest possible value of g l i , which we denote G l i , can be obtained as
x ∈ X
If G l i > 0, then G l i is also the largest value of h l i and it can be used for constant H l i . Otherwise, h l i = 0 for any input x ∈ X. We can also minimize W l i h l−1 + b l i to obtain G l i , the smallest possible value of g l i , and use −G l i for constantH l i if G l i < 0; whereas G l i > 0 implies that h l i > 0 for any input x ∈ X. By solving these formulations from the first to the last layer, we have the tightest values for H l i andH l i for l ∈ {1, . . . l − 1} when we reach layer l . Units with only zero or positive outputs were first identified using MILP in [96] , where they are denoted as stably inactive and stably active, and their incidence was induced with 1 regularization. That was later exploited to accelerate the verification of robustness by making the corresponding MILP formulation easier to solve [106] .
In this paper, we use the stability of units to either remove or merge them while preserving the outputs produced by the DNN. The same idea could be extended to other architectures with MILP mappings, such as Binarized Neural Networks (BNNs) [18, 78] . MILP has been used in BNNs for adversarial testing [56] and along with Constraint Programming (CP) for training [52] . BNNs have characteristics that also make them suitable under limited resources [78] .
Related Work
Our work relates to the literature on neural network compression, and more specifically to methods that simplify a trained DNN. Such literature includes low-rank decomposition [22, 53, 112, 101, 81, 26] , quantization [83, 18, 105, 97] , architecture design [91, 51, 48, 49, 94] , non-structured pruning [66] , structured pruning [40, 65, 74, 39, 72, 1, 110] , sparse learning [68, 114, 4, 102] , automatic discarding of layers in ResNets [98, 111, 44] , variational methods [113] , and the recent Lottery Ticket Hypothesis [32] by which training only certain subnetworks in the DNN -the lottery tickets -might be good enough. However, network compression is often achieved with side effects to the function associated with the DNN.
In contrast to many lossy pruning methods that typically focus on removing unimportant neurons and connections, our approach focuses on developing lossless transformations that exactly preserve the expressiveness during the compression. A necessary criterion for equivalent transformation is that the resulting network is as expressive as the original one. Methods to study neural network expressiveness include universal approximation theory [19], VC dimension [9] , trajectory length [82] , and linear regions [79, 76, 75, 82, 7, 87, 41, 42, 86] .
We can also consider our approach as a form of reparameterization, or equivalent transformation, in graphical models [59, 100, 103] . If two parameter vectors θ and θ define the same energy function (i.e., E(x|θ)) = E(x|θ ), ∀ x), then θ is called a reparameterization of θ. Reparameterization has played a key role in several inference problems such as belief propagation [100] , tree-weighted message passing [99] , and graph cuts [57] . The idea is also associated with characterizing the functions that can be represented by DNNs [46, 19, 95, 67, 7, 73, 62] .
Finally, our work complements the vast literature at the intersection of mathematical optimization and Machine Learning (ML). General-purpose methods have been applied to train ML models to optimality [12, 13, 52, 84] . Conversely, ML models have been extensively applied in optimization [11, 34] . To mention a few lines of work, ML has been used to find feasible solutions [33, 24] and predict good solutions [25, 21] ; determine how to branch on [55, 3, 69, 8, 47] or add cuts [93] , when to linearize [14] , or when to decompose [61] an optimization problem; how to adapt algorithms for each problem [54, 50, 88, 58, 20, 10, 23] ; obtain better optimization bounds [15] ; embed the structure of the problem as a layer of a neural network [5, 108, 2, 29] ; and predict the resolution by a time-limit [30], the feasibility of the problem [107] , and the problem itself [28, 70, 92 ].
LEO: Lossless Expressiveness Optimization
Algorithm 1, which we denote LEO (Lossless Expressiveness Optimization), loops over the layers to remove units with constant outputs regardless of the input, some of the stable units, and any layers with constant output due to those two types of units. These modifications of the network architecture are followed by changes to the weights and biases of the remaining units in the network to preserve the outputs produced. The term expressiveness is commonly used to refer to the ability of a network architecture to represent complex functions [86] .
First, LEO checks the weights and stability of each unit and decides whether to immediately remove them. A unit with constant output, which is either stably inactive or has zero input weights, is removed as long as there are other units left in the layer. A stably active unit with varying output is removed if the column of weights of that unit is linearly dependent on the column of weights of stably active units with varying outputs that have been previously inspected in that layer. We consider the removal of such stably active units as a merging operation since the output weights of other stable units need to be adjusted as well.
Second, LEO checks if layers can be removed in case the units left in the layer are all stable or have constant output. If they are all stably active with varying output, then the layer is removed by directly joining the layers before and after it, which we denote as a folding operation. In the particular case in which only one unit is left with constant output, be it stably inactive or not, then all hidden layers are removed because the network has an associated function that is constant in D. We denote the latter operation as collapsing the neural network. Figure 1 shows examples of units being removed and merged on the left as well as of a layer being folded on the right. Although possible, folding or collapsing a trained neural network is not something that we would expect to achieve in practice unless we are compressing with respect to a very small domain D ⊂ X. Theorem 1. For a neural network N 1 , Algorithm 1 produces a neural network N 2 such that N 1 and N 2 are local equivalent with respect to an input domain D.
Proof. If G l i < 0, then h l i = 0 for any input in D and unit i in layer l can be regarded as stably inactive. Otherwise, if W l i = 0, then the output of the unit is positive but constant. Those two types of units are analyzed by the block starting at line 5. If there are other units left in the layer, which are either not stable or stably active but not removed, then removing unit a stably inactive unit i does not affect the output of subsequent units since the output of the unit is always 0 in D. Likewise, in the case that W l i = 0 and b l i > 0, then the output Fig. 1 . Examples of output-preserving neural network compression obtained with LEO.
On the left, two units in white are stably inactive and three units indexed by set S in darker blue are stably active, where rank(W 2 S )=2. In such a case, we can remove the stably inactive units and merge the stably active units to produce the same input to the next layer using only two units. On the right, an entire layer is stably active. In such a case, we can fold the layer by directly connecting the layers before and after it. In both cases, the red arcs correspond to coefficients that need to be adjusted accordingly.
of the network remains the same after removing that unit if such removal of h l i from each unit j in layer l + 1 is followed by adding w l+1 ji b l i to b l+1 j . IfḠ l i > 0, then h l i = W l i h l−1 + b l i for any input in D and unit i in layer l can be regarded as stably active. Those units are analyzed by the block starting at line 14. If the rank of the submatrix W l S consisting of the weights of stably active units in set S is the same as that of W l S∪{i} and given that W l i = 0 for every i ∈ S, then S = ∅ and h l
Since there would be other units left in the layer, the output of the network remains the same after removing the unit if such removal of h l i from each unit j in layer l + 1 is followed by adding α k w l+1 ji to w l+1 jk and w l+1
If all units left in layer l are stably active and |S| > 0, then layer l is equivalent to an affine transformation and it is possible to directly connect layers l − 1 and l + 1, as in the block starting at line 30. Since h l k = W l j h l−1 + b l k for each stably active unit k in layer l, then h l+1
If the only unit i left in layer l is stably inactive or stably active but has zero weights, then any input in D results in h l i = max{0, b l i }, and consequently the neural network is associated with a constant function f : x → Υ in D. Therefore, it is possible to remove all hidden layers and replace the output layer with a constant function mapping to Υ as in the block starting at line 39.
Implementation We do not need to solve (8)-(10) to optimality to determine if G l i < 0: it suffices to find a negative upper bound to guarantee that, or a solution with positive value to refute that. A similar reasoning applies toḠ l i > 0. for i ← 1, . . . , n l do 5:
if G l i < 0 for x ∈ D or W l i =0 then Unit i has constant output 6:
if i < n l or |S| > 0 or Unstable then Layer l still has other units 7:
if W l i = 0 and b l i > 0 then 8:
for j ← 1, . . . , n l+1 do Adjust activations in layer l + 1
end if 12:
Remove unit i from layer l Unit i is not necessary 13:
end if 14:
else ifḠ l i > 0 for x ∈ D then Unit i is stably active 15:
if rank W l S∪{i} > |S| then w l i is linearly independent 16:
S ← S ∪ {i} Keep unit in the network 17:
else Output of unit i is linearly dependent 18:
Find {α k } k∈S such that w l i = k∈S α k w l k 19: for j ← 1, . . . , n l+1 do Adjust activations in layer l + 1 20: if |S| > 0 then The units left have varying outputs 31:
Create matrixW ∈ R n l−1 ×n l+1 and vectorb ∈ R n l+1 32:
for i ← 1, . . . , n l+1 do Directly connect layers l − 1 and l + 1 33:bi ← b l+1 i + k∈S w l+1 ik b l k 34: for j ← 1, . . . , n l−1 do 35:wij ← k∈S w l kj w l+1 ik 36: end for 37: end for 38:
Remove layer l; replace parameters in next layer withW andb 39:
else Only unit left in layer l has constant output 40:
Compute output Υ for any input χ ∈ D Function is constant 41: 
Experiments
We conducted experiments to evaluate the potential for network compression using LEO. In these experiments, we trained rectifier networks on the MNIST dataset [63] with input size 784, two hidden layers of same width, and 10 outputs. The widths of the hidden layers are 25, 50, and 100. For each width, we identified in preliminary experiments a weight for 1 regularization on layer weights that improved the network accuracy in comparison with no regularization: 0.0002, 0.0002, and 0.0001, respectively. We trained 31 networks with that regularization weight, with 5 times the same weight to induce more stability, and with zero weight as a benchmark. We use the negative log-likelihood as the loss function after taking a softmax operation on the output layer, a batch size of 64 and SGD with a learning rate of 0.01, and momentum of 0.9 for training the model to 120 epochs. The learning rate is decayed by a factor of 0.1 after every 50 epochs. The weights of the network were initialized with the Kaiming initialization [43] and the biases were initialized to zero. The models were trained using Pytorch [80] on a machine with 40 Intel(R) Xeon(R) CPU E5-2640 v4 @ 2.40GHz processors and 132 GB of RAM. The MILPs were solved using Gurobi 8.1.1 [37] on a machine with Intel(R) Core(TM) i5-6200U CPU @ 2.30 GHz and 16 GB of RAM. We used callbacks to check bounds and solutions and then interrupt the solver after determining unit stability and bounds for each MILP. Tables 1 and 2 summarize our experiments with mean and standard error. We note that the compression grows with the size of the network and the weight of 1 regularization, which induces the weights of each unit to be orders of magnitude smaller than its bias. The compression identified is all due to removing stably inactive units. Most of the runtime is due to solving MILPs for the second hidden layer. Given the incidence of stably active units, we conjecture that inducing rank deficiency in the weights or negative values in the biases could also be beneficial. 
Conclusion
We introduced a lossless neural network compression algorithm, LEO, which relies on MILP to identify parts of the neural network that can be safely removed after reparameterization. We found that networks trained with 1 regularization are particularly amenable to such compression. In a sense, we could interpret 1 regularization as inducing a subnetwork to represent the function associated with the DNN. Future work may explore the connection between these subnetworks identified by LEO and lottery tickets, bounding techniques such as in [104] to help efficiently identifying stable units, and other forms of inducing posterior compressibility while training. Concomitantly, we have shown another form in which discrete optimization can play a key role in deep learning applications. 
