ABSTRACT Discovering semantic coherent topics from the large amount of user-generated content (UGC) in social media would facilitate many downstream applications of intelligent computing. Topic models, as one of the most powerful algorithms, have been widely used to discover the latent semantic patterns in text collections. However, one key weakness of topic models is that they need documents with certain length to provide reliable statistics for generating coherent topics. In Twitter, the users' tweets are mostly short and noisy. Observations of word co-occurrences are incomprehensible for topic models. To deal with this problem, previous work tried to incorporate prior knowledge to obtain better results. However, this strategy is not practical for the fast evolving UGC in Twitter. In this paper, we first cluster the users according to the retweet network, and the users' interests are mined as the prior knowledge. Such data are then applied to improve the performance of topic learning. The potential cause for the effectiveness of this approach is that users in the same community usually share similar interests, which will result in less noisy sub-data sets. Our algorithm pre-learns two types of interest knowledge from the data set: the interest-word-sets and a tweetinterest preference matrix. Furthermore, a dedicated background model is introduced to judge whether a word is drawn from the background noise. Experiments on two real life twitter data sets show that our model achieves significant improvements over state-of-the-art baselines. INDEX TERMS Topic model, social network, short texts.
I. INTRODUCTION
The tremendous amount of information generated by Online Social Networks (OSNs) has attracted enormous attention. Users in mobile social networks can share locations, textual content and videos with their friends, which raises great challenges for the existing data mining techniques. Mining semantic coherent topics from the fast evolving data in social media would improve the performance of many downstream applications. Topic modeling is one of the fundamental problems in the data mining applications. Statistical topic models, such as PLSA [15] and LDA [3] , provide powerful frameworks for analyzing latent semantics underlying the news datasets. Naturally, researchers also apply them on social textual collections to discovering the fast evolving topics. However, one important attribute of social texts is the extremely short length, which significantly deteriorates the performance of traditional topic models. In other words, the co-occurrence of words in tweets is not sufficient for topic models to discover latent patterns [39] , [40] .
Due to the ineffectiveness of traditional topic models on short texts, researchers tried to incorporate external knowledge to improve the topic modeling performance. Weng et al. [37] propose to combine all the tweets of an individual into a single document. However, this approach does not reduce the noise inside. Conversely, it may make the word co-occurrences more puzzling. Some other studies [5] , [6] , [33] also point out that combining or splitting documents contributes little to the final results of topic models. Zhao et al. [40] propose the Twitter-LDA, which assumes that each tweet only has one topic. However, this is not a reasonable hypothesis. For example, the short tweet, ''Financing education is expensive for the government'', is essentially related to two topics which are ''Education'' and ''Economy''. The strong constrain may deteriorate the model performance. Another train of thought is to incorporate prior knowledge, and several knowledge-based models [1] , [6] , [7] , [31] have been proposed to optimize the basic LDA model. For example, MDK-LDA [7] leverages synonym and antonym sets (called s-set) extracted from WordNet [28] to generate more meaningful topics. It assumes that words are drawn based on not only topics but also s-sets. DF-LDA [1] takes domain knowledge in the form of must-links (i.e., words should occur together) and cannot-links (i.e., words should occur together) to restrain the distributions of topics. All these models are based on one assumption that the knowledge introduced is correct, and it can also be easily obtained. However, the rapidly evolving data in social media makes it difficult to obtain proper prior knowledge.
In this paper, we propose a novel topic model called SILDA (LDA with Social Interest). We develop the model from two ways to achieve better performance: one is to promote the distinctiveness of topics by incorporating the interest knowledge. The other is to reduce the background noise. In the promoting process, the interests are regarded as prior knowledge, which is very similar to the must-links [1] . However, discovering proper prior knowledge for the rapidly evolving tweets is extraordinarily difficult. Here we propose to learn it from the dataset itself, and then apply it to guide the model inference. In order to make the learned knowledge reliable, we first divide the dataset into several less noisy sub-datasets. The main reason why a traditional topic model performs poorly is that the noisy and short tweets overwhelm the valid co-occurrence observations. With the partition, texts in the same sub-dataset would share similar topics, and thereby be more concentrated. Thus it is convincing that the learned knowledge is better. According to the users' relationships in twitter, we can conduct many kinds of partition methods. In this paper, we apply the retweeting behavior of users. An individual retweets another only when he or she reads and approves the content. Users who are strongly connected by retweeting links are more probable to share similar interests. Our model mines two types of knowledge from the non-overlapping sub-datasets: the interest-word-sets and the tweet-interest preference matrix. In fact, most tweets are strongly related to the authors' interests. Thus in the generative process, we add a new latent variable s denoting the interests, and assume a new topic distribution of topics over s. In other words, tweets are assigned with a higher probability to the topics which are related to its author's interests. What is more, the interest-word-set will be promoted as a whole to make the final topics more coherent. In the noise removing process, a Bernoulli distribution is introduced to determine whether the word is from background noise. If the word has a higher probability drawn from the background model, it would be regarded as unnecessary information, thus it would removed from the learning phase. This step will remove many frequent but meaningless words such as the emoticons.
Before going further, we discuss something about the partition methods. In our model, we treat the individuals as nodes, and assign an edge to two users if one person retweets any tweet of the other. The weight of an edge is defined as the retweeting counts. The larger the weight is, the closer the two nodes are. Given the retweeting network, the simplest way for partition is to apply community detection algorithms [8] , [35] , [38] . Many studies have been done in this field. However, we introduce the smart local moving (SLM) algorithm [35] to deal with very big data. SLM has been successfully applied on networks with tens of millions of nodes and hundreds of millions of edges. LDA would be executed on the tweets in each community. Distinctive topics are minded as the common interests of the corresponding users. The most probable words in each topic are collected, and they constitute the interest-word-sets. The values in the tweet-topic distributions are filled in the entries of the tweetinterest preference matrix. The details can be referred to in Section III-B1.
A. CROSS-COMMUNITY INTERESTS AND MULTIPLE SENSES
Cross-community interest is one of the intractable problems we must deal with. The interests of a common user are always diverse. For example, the tweets of a computer scientist may mostly about techniques, but he may tweet about sports occasionally. Only given the social network, it is hard for the community detection algorithm to assign him into the communities about sports. Such information which is just like the long tail in the Zipf's law [43] distributes uniformly in the whole dataset. Discarding it may lead to the terrible information loss. Another problem we must face to is the multiple meanings of words. A very simple example is the word ''apple''. In Information Technology (IT) field, it undoubtedly means the Apple Inc. However, to vegetarians it always denotes a kind of nutritive fruit. Both kinds of users are common in social networks. The ambiguous tweets may make the two topics mixed with each other, i.e., {Banana, ipod, apple}. Thus, our model should be powerful enough to automatically distinguish the multiple senses of words.
Before solving the problems, let's review the mechanism of Latent Dirichlet Allocation (LDA) [3] . LDA is an unsupervised model which generates summaries of topics in terms of the discrete probability distributions over words, and it further infers per-document distribution over topics. Our model adds another latent factor, the interest. Briefly, the probability that a word arises from a document can be written as p(w|d) = s t p(t|d) * p(s|t) * p(w|s, t)dsdt, where w means a word, s refers to an interest, t is the topic and d represents a tweet. Considering the multiple senses problem, if we introduce the concept of interests, Apple would be assigned to two different interests. Observing the word co-occurrences, the model will enable the word to choose the right s, and thereby the corresponding topics. In order to solve the cross-community problem, we pre-calculate the similarities between the interests in different communities, and the out-community preference would be the weighted summation. Moreover, to avoid the adverse effect of knowledge [7] , we apply Generalized Pólya Urn model [22] to promote the interest-word-set as a whole.
Our experimental evaluations are conducted on two real life twitter datasets. The results show that SILDA outperforms the state-of-the-art knowledge-based baselines with a large margin. The main contributions of this paper are as follows:
• It proposes to mine knowledge from the dataset itself, and then leverage it to promote the performance of topic modeling. We call such process learning twice from the data.
• It proposes a novel model called SILDA. By introducing the latent interests, it can handle the cross-community interests and multiple senses problems. With a background model, it can reduce the noise, and produce more coherent topics.
• Comprehensive evaluations on two different datasets are conducted to compare the proposed model with state-ofthe-art baselines. The results demonstrate the excellent performance of SILDA. The rest of this paper is organized as follows: Section II introduces the related work. Section III describes the details of our proposed SILDA model. Section IV shows the demonstration and experiment results compared with baselines. Conclusions are given in Section V.
II. RELATED WORK
Traditional topic models, such as LDA [3] and PLSA [15] , provide powerful statistical frameworks to discover the latent topics in large text collections. Based on the observation of word co-occurrences, words with the same meanings are aggregated. Such unsupervised models are first proposed for news data which is rather longer than tweets. Previous studies [39] , [40] have pointed out that traditional topic models always perform poor on tweet datasets which are extremely short and noisy. However, witnessing the dramatic increase of online social media, many studies [37] , [40] , [41] apply LDA as a basic method to explore the latent topical information in Twitter. Weng et al. [37] combine all the tweets of an individual as a single document to increase the documents length. However, it can hardly improve the model's performance. Some other work [40] assumes that each tweet has exactly one topic. Actually, it is not a very reasonable hypothesis. For example, a single tweet ''Financing education is expensive for the government'' is distinctly related to two topics ''Education'' and ''Economy''. Some other work which does not focus on social media datasets can give us some inspirations. The knowledge-based models [1] , [6] , [7] , [19] , [25] , [31] are proposed to incorporate prior knowledges to optimize the topic modeling. Chen et al. [7] leverage domain knowledge extracted from the WordNet [28] to help analyze datasets. Ramage et al. [31] restrain the documents only to choose the topics corresponding to the known labels to produce better topics in labeled datasets. However, finding proper prior knowledge for tweet datasets is an extremely difficult task. Moreover, incorrect knowledge always results in good looking results, which however may not fit the dataset itself. For example, topics with good word descriptions may be mainly affected by the prior knowledge but not by the dataset itself. In order to solve these problems, researchers try to take advantage of the knowledge underlying the data, such as social relations [24] , [27] , citation links [18] and temporal information [2] , [5] , [16] . Typically, by adding the network information to the likelihood function of PLSA, Mei et al. [24] propose a very general framework, called NetPLSA, to model a kind of problems in which the datasets have accompanied network structures. Wang et al. [36] analyze the topic sentiment of tweets with hashtag (''#'') which is a symbol manually defined as ''topic'' in social media to express common interests. All these studies have strong relationships with our proposed model, but none of them focuses on improve the model performance on the short tweets. With increasing popularity of social media, making topic models produce more coherent topics is stimulating more and more interests.
Social text analysis has been a hot research spot for quite a few years. Many techniques have been proposed to mine the implicit information [9] , [11] , [23] hidden in the social networks. Zhou et al. [42] propose a probabilistic model to extract the e-communities based on the content of communication documents. Lu et al. [21] predict the content dissemination trends by modeling the reposting behavior. The retweeting which is a kind of subjective behavior of individuals is always applied to analyze the propagation of events [32] . Meanwhile, it is also considered as a good representation of users' interest or the content preferences. Combining textual content with retweeting networks is a very interesting field to perform topic modeling. However, very little attention has been paid in this field. Another very important phase in our model is to cluster users in the retweeting network. Many algorithms have been proposed to discover communities [8] , [17] , [20] , [30] , [38] . Wu et al. [38] propose a very comprehensive demonstration for spectral clustering applied in community detection. Since detecting community is a complex but well studied field, we do not describe too much detail in this paper. To overcome the sparsity problem of social networks, we apply the smart local moving (SLM) algorithm [35] whose efficiency has been demonstrated by many previous studies.
III. THE PROPOSED SILDA MODEL A. COMMUNITY DETECTION AND INTEREST EXTRACTION
In this section, we give the details of the processing steps about community detection and interest knowledge extraction in our model. As mentioned above, we assign an edge to two users if anyone retweets the other, and the weight of an edge is set as the retweeting count. As a kind of information embedded in the tweet text, we can build the network without asking for any additional data. In order to make the network not so sparse, we also treat the ''@'' symbols as the symbols of retweeting, which has been widely used in Twitter to remind others that this tweet is related to them.
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The smart local moving algorithm can detect the number of communities automatically. What we need to set is the ''random seed'' and ''iteration times''.
After analyzing the retweeting network, we aggregate the tweets in the same community as a sub-dataset. LDA is executed on each sub-dataset to mine the interest knowledge. Two distributions p(t|d) and p(w|t) are calculated as the intermediate results, where we apply t, w, d to denote the topic, the word and the tweet, respectively. The top-k words under each topic are extracted as the interest-wordset. The per-tweet topic distributions are obtained as the tweet-interest preference matrix. Each community produces n interest-word-sets and one tweet-interest preference matrix, where n is the topic count in the corresponding sub-dataset.
B. GENERATIVE PROCESS
Very similar to the traditional topic models, SILDA also models each tweet as a mixture of topics. However, it additionally assigns each topic with a distribution over the author's interests. A word is generated with respect to the conditional distribution under both the topics and the interests, which introduces two latent variables in the generative process. The two coupling variables is prone to overfitting if we only consider the observation of words. The intermediate results namely the tweet-interest preference matrix is applied here to refrain from the problem. Each tweet gets a preference value which assigns a priority for it to choose a topic. The details of our proposed model are described below.
Let D be the number of tweets where each tweet d has N d words. The vocabulary size in the dataset is denoted as V . K is the number of topics. S is the number of pre-generated interest-word-sets from all communities. ψ is the integrated tweet-interest preference matrix with all tweets as rows and all interests as columns. Now the dimension of ψ is D×S. The generative process for SILDA is as follows: Figure 1 . It can be divided into two parts in emitting a word. One is from the background model in which the topic distribution λ is drawn from a Dirichlet prior δ. The other is from a vocabulary distribution φ which is draw from the Dirichlet distribution β. For brevity, we use foreground model to correspond with the background model. π denotes a Bernoulli distribution which governs the choice between the background model and the foreground model.
Step 2a draws the multinomial topic distribution ϕ k over the interests for each topic k, and it also comes from a Dirichlet prior γ . The same as LDA, topics are drawn from the multinomial distribution θ from the Dirichlet prior α. The tweet-interest preference matrix is introduced in this Step 3a to revalue α (d) for the corresponding tweets and interests. This operation aims to make the tweets which have a stronger preference for the interests have a bigger hyper-parameter α (d) . In other words, we make α asymmetric over the corresponding topics instead of the traditional symmetry one. In fact, α is a pseudo count of topics in documents which would significantly affect the final sampling results [14] . Applying an asymmetric α from known knowledge would make results better.
1) CROSS COMMUNITY INTERESTS AND MULTIPLE SENSES
In the previous Section, we briefly introduce the idea of how to deal with cross-community interests and multiple senses. In this section, we will detail the methods in our model. In the preliminary, we have divided the whole dataset into several communities according to users' retweeting network. We specify the number of communities as C. In each community, we apply LDA on the textual content inside, and obtain a tweet-interest preference matrix M i . By placing matrices (M 1 , M 2 , . . . , M C ) on the diagonal of a new matrix, we can obtain an integrated matrix M of which the rows denote all tweets, and the columns denote all interests. We illustrated M in Figure 2 . There is no doubt that it is an extremely sparse matrix, since the tweets have no preferences for the interests outside its assigned community. Though we can apply some other community discovery algorithms to assign a tweet to several communities, it still can not avoid the observation that most entries are zero. If we simply set the missing values zero, Step 3a in the generative process would make the corresponding α zero, which is unreasonable. The most common solution is to calculate the similarity between the missing entries and the observable ones in each rows. With the weighted summation p s = s S(s , s) * p s , where S(s , s) is the similarity measure, we can easily fill the sparse matrix. S(s , s) can be well obtained with KL-divergence which is a widely used method in measuring topic similarity. In order to make α only deviate a little from its original value, we normalize each line in matrix M with the equation: v = (v − v)/v + 1. The notation v denotes the average value of the row. For each tweet, the preference value v would just be a little bigger or smaller than 1. Additionally, if the word is exactly existing in the interest-word-set, we will sample it on those interests. This constrain achieves a significant promotion for the known interest knowledge.
Multiple senses is usually an intractable problem in nature language processing (NLP) field. Traditional topic models such as LDA can perform well on news datasets. However, the short and noisy tweets make words co-occurrences indistinct. Similar counts of the co-occurrences {apple, ipod} and {apple, banana} may make the model assign them to the same topic. Actually, the community detection phase aims to solve this problem. For example, users who prefer Information Technology (IT) are aggregated in the IT community, and the word ''apple'' is about Apple Inc. Analogically, the word ''apple'' in the vegetarian community would be interpreted as the fruit. For a new tweet, the latent variable s in SILDA would enable the tweet to choose its right sense. If ''apple'' co-occurs with words in {apple, ipod}, the {apple, ipod} interest would be assigned to the tweet. Correspondingly, the topic distribution under the interest would be also assigned to it. Meanwhile, a tweet-interest preference value would be set to enhance the interest selection.
2) THE GENERALIZED Pólya Urn MODEL
Chen et al. [7] find an issue, named adverse effect of knowledge, which is suffered by most knowledge-based topic models. When the must-links between words are introduced, the probabilities of frequent words may get the attenuation if they are put together with infrequent ones. Though the interest-word-set is obtained from the dataset itself, it is also regarded as a prior knowledge which aggregates the words inside. Applying the interest clusters to restrain words relations also suffers from the same problem. In social networks, such phenomenon would be more general. Users are easily affected by their friends [34] , which would lead to very similar descriptions of the same event. A few words occur extremely frequently, while the others may hardly appear. To enhance the observation of known knowledge, it is reasonable to assign higher probability to all words in the same word-set when observing one of them. The generalized Pólya Urn model [22] is adopted here. It can intuitively interpreted that the occurrence of word w in the interestword-set s increases not only the probability of w, but also the probability of other related words [29] . When a word is drawn from the vocabulary, it will be put back along with all the other ones in the interest-word-set. For more details, the reader can refer to [29] .
C. LEARNING AND INFERENCE
Though topic models are powerful in discovering the underlying semantics of texts, the posterior inference is always difficult. In most cases, the collapsed Gibbs sampling [10] is a standard way to obtain a Markov chain over the latent variables. It is used to produce a sample from a joint distribution when only conditional distributions of each variable can be efficiently computed. Such chain of model states converges to a sample from the joint distribution. As the latent variables z and s are coupled together, it is computationally intractable to determine the true posterior distribution. Miao et al. [26] introduce a new variational distribution to approximate the true one. However, Chen et al. [7] propose a simple way to sample the latent variables jointly. In our model, the conditional probability of words generated from foreground model is estimated as
d,k denotes the count of topic z k in document d, which does not include the current assignment z i . ψ is the tweetinterest preference matrix. n k,s is the count of interest s under topic z k . n k,s,w refers to the number of observations that the word w belongs to interest s under topic z k . Note that when the word appears in more than one interest-word-sets, the sample process is applied on all of them. When it belongs to none, we sample it randomly on all the interests. For background model, we have
is the probability that the word w belongs to background noise. n b and n f denote the counts of words generated from the background and the foreground model. n b,w denotes the count of the specific word w from the background model. τ and δ are the hyper-parameters defined VOLUME 5, 2017 in the generative process. When the model judges whether the word is generated from background or foreground model, we have to obtain the probability of P(w = w f |w, * )
where P(z i = k, s i = s|z −i , s −i , w, α, β, γ , ψ) is the value calculated from foreground model. We integrate all the topics and the interests to obtain the probability that the word is emitted from foreground model. The first part of the equation P(z i = k, s i = s| * ) is a little similar to the labeled LDA [31] which make the topic prior α correspond to the set of labeled topics. However, as a pseudo count of topics, assigning it asymmetric would introduce more information. Thus the α is multiplied by ψ d,s , of which larger value indicates a stronger preference. One limitation of the labeled LDA is that the topic count must be equal to the number of labels. It is not practical in our model, since the interest count is always small, and the topic count is relatively larger. Placing a topic distribution over the interests makes our model flexible and accurate. The background model would distinguish the noise, and remove it from the foreground model. By making prominent information more prominent and making noisy background less noisy, our model achieves dramatic improvements in generating coherent topics.
IV. EXPERIMENTS
In this section, we present both quantitative and qualitative evaluations for our proposed model. Previous work has investigated many different trains of thought in modeling the noisy text collections. Therefore, we elaborately choose four typical state-of-the-art baselines for comparison in the experiments:
• LDA: LDA [3] is the basic knowledge-free unsupervised topic model. It is impressive in extracting semantic coherent topics.
• LDA_GPU: LDA_GPU [22] simply introduces the Generalized Pólya Urn model into LDA. The co-document frequencies are applied as relational knowledge to improve the performance of topic modeling.
• Twitter_LDA: Twitter_LDA [40] is a specially designed topic model for twitter datasets. It assumes that each tweet holds exactly one topic. It reports great improvements of topic modeling on the short texts.
• MDK_LDA: MKD_LDA [7] applies prior knowledge from other domains to help the topic modeling in a new domain. It uses s-sets (semantic-set) to refer to a set of words sharing the same semantic meaning in a domain, which is very similar to must-links. Experiments deployed in their paper extract the s-sets from the WordNet [28] . The author does not release their s-set resources. To be fair for comparison, we feed our extracted interest-word-set as s-set to MDK_LDA. Note that previous knowledge-based models typically need correct external knowledge. However, it is always impractical on tweet dataset. Our proposed model discovers knowledge from the dataset itself, and then applies it to guide the model inference to generate better results. Meanwhile, previous studies also assume that the knowledge is correct. However, the knowledge used in our model may contain a certain amount of error, which will lead to bad results for them. Our model draws a distribution of the topics over the interests. Incorrect knowledge will be assigned very low probability in the model inference, thus we can ingeniously ignore them. It is also not reasonable to make the strong constrain that each tweet holds one topic. The final results may lose the diversity in generating the document distribution over topics. In the following Section, we find that SILDA generate much better results than the state-of-the-art models.
A. DATASETS AND SETTINGS

1) DATASETS
We use two real-life datasets of tweet collections from a data market Datatang. 1 The first dataset contains 63571 tweets mainly about the Davos Forum in 2014. The second dataset contains 7320 tweets typically about Swine flu in 2009. For brevity, we simply use ''DAVOS'' and ''FLU'' to denote the two datasets, respectively. The data format is very similar in both datasets. Each line contains a tweet which begins with the authors' nick name, and it is followed by the textual content. If the tweet is retweeted by others, the tweet text will begin with ''RT @username:'' where the string following the symbol ''@'' is the retweeted user's nickname. Thus we can easily extract the retweeting network from the two datasets. The statistics of the datasets are shown in Table 1 . 
2) PRE-PROCESSING
The Stanford Parser 2 is applied to perform sentence detection and lemmatization. Punctuations 3 and numbers are removed. Words, ''davos'', ''forum'', ''swine'', ''flu'' are also removed as they co-occur with most words in the two datasets, which will lead to high similarity among topics. We also prune the edges weighted less than 2 in the retweeting network to achieve better clustering results. When mining the interestword-sets, only the most probable 10 words in each interest are retained to make the semantic relations strong.
3) PARAMETER SETTINGS
All models are trained using 5000 Gibbs iterations. For each model, we set α = 50/K and β = 0.01, where K is the topic count. Griffiths and Steyvers [10] report that heuristically setting the hyper parameters as this would lead to good model quality, which is also demonstrated in our experiments. The other hyper-parameters are set based on the preliminary experiments. We set τ = 20, γ = 0.01 and δ = 0.01. In Twitter-LDA, we set the parameters the same as the author used in their experiments with β b = 0.01 and γ = 20. We also alter the parameters, but they do not produce better results. For MDK_LDA, since the authors do not release the s-sets which are extracted from the WordNet, we simply convert our interest-word-sets as the s-sets in their model. Since s-sets only contains topic coherent words which are similar to the interest-word-sets, this strategy is reasonable. Note that the interest-word-sets are not totally correct, and they may be duplicate, which degrades the performance of MDK_LDA. Note that it is difficult to know the exact number of topics, especially on the noisy tweet collections. Therefore, we try different values for each model. In the interest-knowledge mining step, the interest count for each sub-dataset is fixed to an empirical value S i = 10. In our experiments, we find that too large or too small S i will significantly deteriorate the final results. Another problem is the clustering algorithm applied on the retweeting networks. The smart local moving algorithm does not need us to pre-define the number of communities. Simply given the number of random starts and the number of iterations for per random start, the algorithm can detect the communities automatically. Based on a few experiments, we set the two parameters 10 and 10 respectively, which makes the algorithm efficient and accurate.
B. QUANTITATIVE EVALUATIONS OF TOPICS
In this section, we evaluate our model with some objective metrics. In previous studies, many different methods have been applied to measure the quality of topic models. In most cases [3] , perplexity is applied to measure how well the model fits the data. However, it can not reflect the semantic coherence of individual topics generated by topic models. Previous work also suggests that human judgments are sometimes contrary to the perplexity measure [4] . Our goal is to find coherent topics with accurate semantic clustering. Therefore, we apply Topic Coherence [29] as the main metric to evaluate the model on the topic interpretability. Another important metric for topic modeling is the topic distinctiveness. The generated topics should be diversity enough to be distinguished from each other. Many studies use KL-Divergence to measure the distinctiveness. But in our work, a word is generated from either the background model or the foreground model, and words from the background model do not have a distribution over the topics. Therefore, we can not evaluate the results with KL-Divergence. Since users interpret the topics only with a few keywords, the Jaccard Coefficient between the most probable words in each topic would be a reasonable metric to evaluate the topic distinctiveness.
1) TOPIC COHERENCE
The Topic Coherence has been recently proposed to evaluate the quality of topics, and it has been widely used in previous work [6] , [7] , [12] , [13] . Mimno et al. [29] point out that the topic coherence score corresponds well with human judgments. The metric only relies upon the word co-occurrence statistics in the corpus, and does not depend on any external resources. Higher Topic Coherence score indicates higher quality of topics. In our experiments, 20 most probable words in each topic are used, and the average values of all topics are calculated for comparison.
2) Jaccard COEFFICIENT
The Jaccard Coefficient is mostly used in measuring the similarity between two finite sets, and it is defined as the size of the intersection divided by the size of the union of the two sets. It is a very useful metric to measure the overlapping of the most probable words in each topic. Clearly, Lower Jaccard Coefficient score indicates better distinctiveness. Figure 3 depicts the Topic Coherence and Jaccard Coefficient values of each model with different numbers of topics on the two tweet datasets, DAVOS and FLU. From Figure 3 , we can obtain the following observations: 1) From the Topic Coherent results, we can find that our model consistently achieves higher scores than all baselines on the datasets when given different number of topics. MDK_LDA performs a little better than LDA when the topic count is small. With more than 20 topics, we can clearly find that LDA outperforms MDK_LDA. This is because MDK_LDA can not deal with the incorrect knowledge and the massive noise. A large number of topics make the noise more probably be assigned to the generated topics. Twitter_LDA performs a little worse than SILDA, which is because we introduce the pre-generated knowledge to guide the model inference. Though we do not limit the topic count under each tweet, we still get better results than Twitter_LDA. LDA_GPU gets the lowest scores. This is because the frequentest words always co-occur with most other words. LDA_GPU ranks them top in many topics. Furthermore, the frequentest words in tweets are always meaningless noise, which makes the final results less interpretable. 2) From the Jaccard Coefficient results, we can find that SILDA produces the most distinctive topics with the lowest similarity on both datasets. LDA_GPU still performs the worst which is because the noisy words strongly confuse the model inference. MDK_LDA gets much worse scores than LDA this time. This is because that the introduced prior knowledge, the interest-wordsets, contains errors. SILDA, Tweet_LDA and LDA almost achieve the same result. However, topics in each tweet can be more than one in SILDA, which is very different from the assumption in Tweet_LDA. 3) In general, with more topics, all models achieve higher Topic Coherence scores and lower Jaccard Coefficient. The massive noise in tweet may be responsible for this phenomenon. With very small number of of topics, meaningless words have higher probabilities to be assigned to all topics, which makes the generated topics less interpretable and more similar. This also demonstrates that our proposed model can not only promote the prominent topics but also remove the background noise. Observing the fact that all models achieve the best performance at k = 35, we fix the topic size to 35 for human evaluation in the next Section IV-C. In summary, our proposed model is extremely effective in dealing with short, noisy and ambiguous tweet collections to produce more coherent and distinctive topics compared to the baselines. LDA_GPU and MDK_LDA do achieve a very excellent performance on news datasets, but they lose their advantages on tweet collections. The specially designed Twitter_LDA produces very impressive results on the two tweet datasets. However, our model outperforms it by incorporating the interest knowledge generated from the dataset itself. 
C. HUMAN EVALUATION
A topic model should generate interpretable topics which conform to the human knowledge. Thus we randomly employ five judges with good literary accomplishment to evaluate the models subjectively. Note that all of the persons have no relations with the authors. Each topic is presented to the judges with top-N most probable words. All of the topics are mixed together so that the judges have no idea that which model generates the topics they are annotating. The words in one topic are labeled good only if they are coherently related to the concept represented by the topic.
1) TOPIC LABELING
The judges are asked to label each word in each topic. In order to have a better conception of the labeled datasets, all judges skim the tweets quickly. A word is annotated as good if it is coherently related to the concept represented by the topic, otherwise bad. Each topic is presented in two formats: a list of the 20 most probable words, and the other of 10. This is because the noisy tweets always make the top 10 words too ambiguous for the judges to find the correct concepts. After the words annotating, the topics with more than half good words would be labeled as good topics. For brevity, we use p@n to represent this metric, where p is the percentage of good topics and n is the number of words selected for each topic (n = 10 and n = 20). Note that this symbol is different from that used in Chen et al.'s work [6] . Table 2 reports the Cohen's Kappa score for the topic labeling on both datasets, all values above 0.6 indicate nice agreements. Figure 4 illustrates the human labeling results from which we can obtain the following observations:
1) SILDA outperforms all other baselines on the two datasets. Our proposed model successfully generates the most good topics evaluated by humans. Tweet_LDA still gets impressive scores, which is just a little worse than SILDA. LDA_GPU keeps the worst, which conforms to the Topic Coherence scores in the previous section. MKD_LDA becomes a little worse than LDA, which may be on account of the incorrect knowledge incorporated. 2) In general, the number of labeled good topics increases when the number of words is set 20. This is contrary to the common results which are observed in news dataset. In most cases, less words always make the topics concentrated. However, the massive noise in tweet may make the results hard to interpret. Only with enough words, can the judges determine what the concept the topic is. All models get the scores less than 0.3. This leaves a big space for future improvements. However, our proposed model performs much better than the stateof-the-art baselines. 3) When we discuss with the judges after annotating, they comment that SILDA indeed gives more valuable and interesting topics than others. But they also give a high evaluation to Tweet_LDA. Though it produces less good topics, the observed ones have very clear concepts. This is because it assumes that each tweet can only have one topic. Table 3 shows three example topics. The top ranked words from LDA, Tweet_LDA and SILDA are listed. Though there are a large number of topics that SILDA makes great improvements, we only show 3 typical ones due to the space limitations. From Table 3 we can find that our model produces much better results both on words quality and quantity of good topics. LDA produces so ambiguous results that we cannot find a typical one for comparison. In the ''Media'' topic, our proposed model almost gathers all news media in the dataset. This is because that they frequently retweet each other, and the common users also frequently retweeted them. In topic ''School'', Tweet_LDA performs almost the same as SILDA. This is because the students tend to publish similar topics, and they do not show very obvious retweeting relations. The experiments clearly demonstrate the outstanding performance of SILDA in producing coherent topics from the short and noisy tweets.
V. CONCLUSIONS
This paper proposes a novel topic model named SILDA to mine coherent topics from the tweet collections. By incorporating users' interests and building a background model, SILDA achieves excellent performance on short and noisy tweet datasets. Meanwhile, we also propose to mine the VOLUME 5, 2017 prior knowledge from the dataset itself, and then apply it to improve the performance of topic models. Comprehensive evaluations on two different datasets show that SILDA outperforms state-of-the-art baselines with significant improvements. With increasing studies focusing on social media service, we believe that our proposed model is promising to advance the researches in this field.
