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Abstract 
We examine observational aspects of different globular cluster systems to shed 
light on possible galaxy formation scenarios. In the first part of this work, we use 
low-dispersion spectra of 4 7 globular clusters in the cD elliptical N GC 1399 to de-
termine the velocity dispersion of the cluster system. We find a velocity dispersion 
of 388 ± 54 km/s, which is significantly higher than the velocity dispersion of the 
stellar component of NGC 1399. We see no evidence for a radial gradient in the 
dispersion profile though our uncertainties do not impose strong constraints in this 
respect. No significant rotation of the globular cluster system is evident. In the 
extreme case where the clusters are assumed to be on circular orbits, we determine 
a lower limit on a globally-constant mass-luminosity ratio of 79 ± 20. 
The velocity dispersion of the globular cluster system is very similar to the 
unusually low velocity dispersion of galaxies in the Fornax cluster. The surface 
density distributions of the stellar light, globular clusters, and Fornax galaxies 
follow a similar power-law profile over much of the extent of the cluster. It is 
unclear whether this has any significance for the formation of the globular cluster 
system. M87, the elliptical at the center of the Virgo cluster , has very different 
characteristics but its globular cluster system is essentially similar to that of NGC 
1399. 
We also investigate the dynamics of tidal stripping of globular clusters in a 
galactic potential field with a view towards establishing the relationship between 
the observed limiting radii of globular clusters in our own Galaxy and their orbit 
shapes. We initiate a program of large-scale, self-consistent numerical simulations 
to test the validity of the classical King tidal radius under different conditions. Our 
simulations, though limited in the amount of parameter space considered, reveal 
that slow removal of stars and tidal heating may be responsible for maintaining a 
halo of extra-tidal stars which can significantly alter the appearance of the surface 
density profile from the profile predicted by the classical King model. Our simu-
lations are not of sufficient duration to determine whether this halo is eventually 
removed. 
The final portion of this work is aimed at determining accurate limiting radii 
for a sample of 12 halo globulars. These clusters are interesting in that their metal-
licities appear to be correlated with their previously inferred orbit shapes. Deep , 
two-colour, photographic photometry is used to select and count stars with colours 
and magnitudes consistent with the cluster-specific colour-magnitude sequences. 
Owing to the consequent reduction in the number of contaminating foreground 
stars, we are able to push the star counts to significantly lower surface densities 
than has previously been possible. We find that several of our sample clusters 
111 
show extra-tidal wings in their surface density profiles which are consistent with 
the results of our numerical simulations. We identify the extra-tidal material with 
stars which are in the process of being removed from the clusters . We argue that 
the extra-tidal stars limit the accuracy to which we can resolve the limiting radii 
of stars still bound to the clusters. 
IV 
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Chapter 1 
Introduction 
Globular clusters are among the oldest known objects in the Universe. While they 
are fascinating physical entities in their own right, they may also bear the fossil 
imprint of processes which led to the formation of galaxies. The orbits of globular 
clusters which do not penetrate the dense, central regions of galaxies will not have 
been altered significantly since the final stages of galactic collapse. The structure 
and kinematics of globular cluster systems thus provide us with an excellent tool 
with which to study both the present structure of galaxies as well as the dynamics 
of galaxy formation. 
Globular clusters are intrinsically luminous (lvlv ~ -7.8) and have been de-
tected out to distances of order 50 Mpc. At these distances they appear as collec-
tions of unresolved point-sources concentrated towards the centers of galaxies. The 
number of known globular cluster systems has increased steadily with the advent of 
larger telescopes and more efficient detectors. With the introduction of multi-slit 
spectrographs, it has recently become possible to obtain kinematic data for glob-
ular cluster systems at moderately large distances (Mould, Oke, and Nemec 1987; 
Huchra and Brodie 1987; Mould et al. 1989). 
Excellent reviews on the subject of extragalactic globular cluster systems have 
been given by Harris and Racine (1979), Harris (1986), and Harris (1991), and the 
reader is referred to these works for an overview of the field. Of particular interest 
are the "superabundant" globular cluster systems surrounding several cD ellipticals. 
In Chapter 2 we examine the kinematics of the globular cluster system of NGC 
1399, the cD galaxy at the center of the Fornax cluster. This galaxy has attributes 
similar to those of several other cD ellipticals, including a very extended stellar 
envelope (Schombert 1986), an even more extended X-ray emitting region (Thomas 
et al. 1986; Killeen et al. 1988), and a very large population of globular clusters 
(Hanes and Harris 1986; Bridges et al. 1991). As in the case of M87 (Fabricant 
et al. 1980), the virial temperature of the X-ray emitting gas has been found to be 
considerably larger than that of the stellar component (Bicknell et al. 1989). While 
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this has important implications for the amount of dark mat ter surrounding CC 
1399, the uncertainties associated with the X-ray data are large. \,Vith the aim of 
putting better constraints on the form of the potential at intermediate radii , we 
have undertaken to measure the velocity dispersion of the globular cluster system 
surrounding NGC 1399. We find that the kinetic temperature of the cluster system 
is significantly higher than that of the stellar component nearer the core , but is in 
good agreement with the X-ray observations. This implies that the mass-luminosity 
ratio must increase by almost an order of magnitude between 5 and 20 kpc from 
the center. The structure and kinematics of the globular cluster system appears 
to have many features in common with the cluster system of M87 (Harris 1986; 
Mould et al. 1989), reaffirming the view that globular cluster systems are far more 
similar to one another than are their parent galaxies. 
The use of globular clusters to determine the structure of our own Galaxy goes 
back to Harlow Shapley's determination of the center of the Galaxy using the their 
apparent distribution in space (Shapley 1918). Since then, globular clusters have 
become a cornerstone for our understanding of the age, structure, and dynamics 
of the Galaxy. The literature is vast, and we refer the reader to Harris and Racine 
(1979) and Freeman and Norris (1981) for guidance. In Chapters 3 and 4 we study 
effects of the Galactic tidal field on the apparent diameters of globular clusters 
and attempt to improve on published determinations of this quantity. This study 
was originally motivated by the curious finding of Seitzer (1983) (see also Freeman 
and Norris 1981) that the metallicities of clusters appeared to be correlated with 
the orbital radii at perigalacticon; clusters whose orbits take them nearer to the 
Galactic center generally have higher metallicities. Such a correlation is not nearly 
as evident in a plot of metallicity against present Galactocentric distance , and one 
possible inference is that clusters may have actually formed near their perigalactica 
( Freeman and Norris 1981) 
Frenk and White ( 1980) used radial velocities of globular clusters to establish 
that their velocity distribution is approximately isotropic. Based on the postulates 
that globular clusters are limited in extent by the Galactic tidal field, and that 
the limiting radii are established at the perigalactic points of cluster orbits ( von 
Hoerner 1957; King 1962), Peterson (1974) attempted to put constraints on the 
2 
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shapes of globular cluster orbits using the published values for the King tidal radius , 
rt (King 1966). The results of this work were not entirely credible since the inferred 
perigalactic distances for several clusters were found to be greater than their present 
galactocentric distances. Innanen, Harris, and Webbink (1983) carried out a similar 
study and concluded that globular cluster orbits were rather more circular than an 
isotropic velocity distribution would suggest. However, their attempts to determine 
individual cluster perigalactica were defeated, and they cited the large uncertainties 
in published values of rt as being responsible. 
One important factor which affects the determination of a globular cluster's 
minimum orbital radius is the relationship between the value of rt inferred from 
observed surface density profiles and the Galactic tidal field. King ( 1966) developed 
his now-famous model for globular clusters based on a distribution function which 
incorporated a binding energy cutoff. This cutoff he ascribed to the removal of 
loosely bound stars by externally-imposed tidal stresses. Since then, the King 
model has been found to be remarkably successful in matching both the observed 
structure ( over several decades in surface density) and velocity dispersions of a 
substantial number of Galactic globular clusters. What makes the King model 
particularly attractive is that it requires what amounts to the minimum number of 
parameters to describe a given system, these being ( i) the total number of stars, 
( ii) the total energy of the system, and ( iii) the strength of the imposed tidal field. 
King models have been successfully used to model clusters of galaxies as well. 
Globular cluster evolution and the process of tidal stripping have been addressed 
many times both analytically ( e.g. Chandrasekhar 1942; von Hoerner 1957; King 
1962; Jeffreys 1974; Innanen, Harris, and Webbink 1983) and numerically ( e.g. Jef-
freys 1974, 1976; Keenan and Innanen 1975; Keenan 198la,b; Seitzer 1983; Lee 
and Ostriker 1987; Allen and Richstone 1988; McGlynn 1990; McGlynn and Borne 
1991). Many works have focussed on the the stability of various types of stellar 
orbits under the influence of tidal forces, and the consensus is that the short-term 
effects of tidal processes on clusters are considerably more complicated than the 
simple binding energy cutoff inherent in King models. The question of whether rt 
accurately predicts the eventual limiting radii of clusters is still a source of some 
contention, with proponents favouring values ranging from .5rt to rt. 
3 
To date , no large-scale, self-consis tent simulations of tidal stripping have been 
carried out owing to hardware limitations. In Chap ter 3 we describe initial resul ts 
of an ongoing project to model the evolution of a 64000-particle cluster orbiting in 
an isothermal potential field. Simulations on this scale are made possible by the 
recent advent of parallel computer architectures and more efficient N-body codes 
(Sellwood 1987). To date we have evolved a single cluster model along several 
eccentric orbits for the equivalent of 2 x 109 years. The results generally agree with 
the work of previous investigators, though we cannot yet make firm conclusions 
concerning the validity of rt, 
In Chapter 4 we address the problem of refining the observed limiting radii of 
globular clusters. Published values of rt are determined by fitting King models 
to the surface density profiles (see Elson, Hut, and Inagaki, 1987, and references 
therein). These profiles are usually constructed from aperture photometry near 
the cluster center and star counts at large radii where the surface density is low. 
At some finite radius, the star counts are overwhelmed by the surface density · of 
foreground stars, and the limiting radii of globular clusters have never actually 
been seen. In the expectation that the fitted values of rt could be improved by 
removing a substantial fraction of the foreground stars and extending the star 
counts to larger radii, we have carried out star counts of a sample of 12 halo 
clusters. Using 2-colour photometry from sky-limited, photographic plates, we are 
able to remove as much as 90% of the foreground stars from the counts. The results 
are somewhat of a surprise in that many of the clusters for which we have high 
quality data show significant departures from King-like behaviour. The departures 
are consistent in several respects with the results of Chapter 3, and we identify the 
extra-tidal material with stars which are still in the process of leaving the cluster. 
Unfortunately, this effectively robs us of our hoped-for ability to refine existing 
determinations of rt. 
This work is necessarily incomplete and in Chapter 5 we briefly describe contin-
uing and follow-up work which may resolve some of the issues raised in the following 
pages. 
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Chapter 2 
Kinematics of Globular Clusters In NGC 1399 
2.1 Introduction. 
NGC 1399 has recently been the subject of considerably scrutiny 1n the optical 
(Killeen and Bicknell 1988, hereafter KB; Bicknell et al. 1989, hereafter BCKB), 
radio (Killeen et al. 1988), and X-ray wavelengths (Mason and Rosen 198.S; Thomas 
et al. 1986, KB). This investigation has been primarily motivated by the finding of 
KB that the X~ray-emitting gas surrounding NGC 1399 has a virial temperature 
at least twice that of the stellar component. Fortuitously, NGC 1399 is among 
several known cD galaxies with "superabundant" globular cluster systems and is 
estimated to contain of order 15000 clusters. Their intrinsic luminosities make 
globular clusters visible out to~ 20 Mpc and hence suitable for tracing the potential 
field of NGC 1399 in the region where the integrated stellar light becomes too faint 
to yield useful information. The high concentration of globular clusters in this 
region and recent advances in efficient multi-slit spectrographs make this an ideal 
starting point in any efforts to reconcile the X-ray and optical measurements made 
to date. 
In Section 2.2 we summarize our observations and reduction proced ll res. Veloc-
ity uncertainties are discussed in Section 2.3. Section 2.4 describes the kinematics 
of the cluster system, and metallicity of the clusters is discussed in Section 2.5. A 
lower limit on the mass required to contain the globular cluster systcrn is deter-
mined in Section 2.6. Finally, in Section 2.7 we consider the implications of our 
results for likely formation scenarios. 
2.2 Observations. 
The objects we have chosen to study were selected from B and R photometry of 
deep IIIaJ and IIIaF plates in the Anglo-Australian Telescope archi \·e. The plates 
were scanned on a PDS machine by W. Couch and the results \Vere calibrated 
using deep CCD photometry in the central region of NGC 1399 ( Carter 1987). 
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Date 
October 13, 1988 
October 14, 1988 
October 15, 1988 
November 27, 1989 
November 28, 1989 
November 29, 1989 
November 29, 1989 
Table 2.1: Observing Log. 
Field Total Integration Time 
(seconds) 
Core 17500 
East 12000 
East 18800 
West 20400 
East 22032 
West 9000 
Core 7565 
Average Seeing 
( arcseconds) 
1.0 
3.0 
3.0 
2.5 
1.5 
1.2 
3.0 
Only objects within 9' of the core of NGC 1399 were considered owing to Jhe 
rapidly increasing proportion of contaminating foreground stars beyond this radius. 
Red objects were rejected to further reduce contamination, and our final sample 
included objects which satisfied 21 < B < 22.5 and 0. 7 < B - R < 1.4. 
Spectroscopy of these objects was carried out during two observing seasons 
using the multi-slit Low-Dispersion Survey Spectrograph (LDSS) on the Anglo-
Australian Telescope. The LDSS is described at length by Wynne and Worswick 
(1988) and Colless et al. (19.90). In the high-dispersion mode, the LDSS has a 
point-spread-function with FWHM "' 13A. Three aperture masks were manufac-
tured to sample candidate objects in three overlapping fields centered on N GC 
1399. To make maximum use of the 5' x 12' field area available on the Image 
Photon Counting System (IPCS) detector, we used a filter to effectively remove 
all light redward of 4800 A. Slit lengths were optimized to gain as much sky in-
formation as possible; a total of between 34 and 38 slits were etched into each of 
the three masks. A 2' overlap between adjoining fields allowed us to make multi-
. ple observations of selected targets as an aid in estimating our uncertainties. Our 
spectroscopic observations are summarized in Table 2.1. 
Our reduction procedures are essentially identical to those of Colless et al. 
1990). Individual exposures were typically 3000 seconds long and separated by 
6 
100 second exposures of a copper-helium arc lamp. Spatial and wavelength shifts 
between exposures taken on the same night were found to be minimal ( typically 
less than 0.1 pixels), so individual exposures were coadded to improve the signal-
to-noise ratio. Arc calibration was carried out using 5 unblended arc lines and 
wavelength calibration coefficients were computed using 3rd order polynomial fits. 
The RMS residuals between the calibrated wavelengths and the centroids of the 
arc lines were typically 0.3 A. 
The slits etched into the aperture masks were not perfectly uniform , usually 
being slightly wider at the ends than in the middle. A correct estimate of the sky 
level ( which could be as much as ten times higher than that of the target object ) re.-
quired that we carefully correct for both this nonuniformity and the gradient in the 
luminosity profile of NGC 1399. The marginal profile of each slit was determined 
by compressing the entire spectral image along the wavelength coordinate. The 
sky level at the spatial position of the object was determined by fitting a low order 
polynomial to the marginal profile, or where necessary, estimating the sky level 
by eye. The resulting spatial surface brightness profile was normalized to unity 
and divided into each wavelength column. Regions of the spectral image were then 
selected to avoid other discrete sources in the slit, and the sky level was determined 
by averaging over these regions. A typical ex?1,mple of a marginal profile is shown 
in Figure 2.1. 
Our final, co-added spectra were cross-correlated with a variety of template 
spectra using standard cross-correlation techniques (Tonry and Davis 1979). vVe 
used as templates high signal-to-noise ratio, integrated cluster spectra of NGC 7078, 
NGC 7089, NGC 2808, and 47 Tue. In addition, we used a composite spectrum of 
six globular clusters in the Fornax dwarf spheroidal, an integrated spectrum of the 
metal-weak, Fornax dwarf elliptical G- 79, and a composite K-giant spectrum. We 
are grateful to M. Winsall, M. Gregg, and J. Sommer-Larsen for providing us with 
these spectra. The smoothed template spectra are shown in Figure 2.2. 
All spectra were logarithmically binned into 256, 330 km/s channels , and the 
bluemost and redmost 5% of the spectra were cosbelled to zero. Cross-correlations 
were carried out in Fourier space, and low frequency components in the final cross-
correlation functions were removed by applying a cosbel filter with a throughput of 
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Figure 2.1: Marginal profile of the slit containing object 25 in Table 2.2. The 
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""1.1" wide. 
zero at wavenumber k = 0 and rising to unity for k > 5. Similarly, high-frequency 
components ( e.g. noise) were removed using a cosbel filter with a throughput of 
1.0 for k < 45 and zero for k > 65. 
Our final, sky-subtracted spectra are shown in Figure 2.3, along with the corre-
sponding cross-correlation functions for the three best-matching templates. While 
93 objects were initially chosen for study, significant portions of 22 spectra near the 
edges of our fields were found to have been occulted, leaving 71 spectra for which 
we could determine velocities. The effects of both the blue cutoff in the response 
of the IPCS and the filter used to remove light beyond 4800 A are evident in the 
shapes of the continua. Cross-correlation amplitudes are normalized so that the 
peak of the autocorrelation function of the object spectrum is unity. The highest 
correlation amplitudes ( and most reliable velocities) are found among objects in 
8 
F'ornox Globular Clusters 
3800 4000 4200 4400 4600 4800 
Wavelength (A) 
Figure 2.2: Template spectra used for cross-correlation analysis. The spectra have 
been smoothed and arbitrarily offset from one another for display purposes. 
the East field (objects 39 through 41, and 49 through 71) owing to the longer total 
integration time. 
The best template matches were determined both by visual examination of the 
target spectrum and by the peak height of the cross-correlation function (CCFPH). 
An examination of the cross-correlation functions in Figure 2.3 reveals that in 
many cases the peaks are asymn1etric and marginally significant at best. Moreover , 
poor sky-subtraction is occasionally responsible for spurious features of considerable 
amplitude. In such cases. individual correlation peaks were evaluated and rejected 
if they could be at tri bu ted only to features in the sky spectrum. Artificial template 
spectra made up of Gaussian absorption features of variable line ratios were found 
to be useful in such instances . Once the expected pattern of absorption lines beating 
against one another could be established, spurious features could be rejected with 
some degree of confidence . Individual velocities were estimated by fitting parabolas 
9 
to the relevant peaks in the cross-correlation functions. The final velocity was 
taken as a mean of velocities determined using the three best-matching templates. 
Spectra were classed as Galactic halo stars if their velocities were less than 400 km / s 
and as globular clusters if 400 km/s < v < 3000 km/s. Objects with v > 3000 
km/s or with spectra having obvious emission features were classified as background 
galaxies. The velocities for these objects are generally quite unreliable owing to 
mismatch between the template and object spectra. The positions , magnitudes , 
colours, and velocities for all objects with useful spectra are listed in Table 2.2. 
10 
Table 2.2: Cross-correlation Results. 
ID# a 8 BJ BJ - R V CCFPH 
(1950) ( 1950) (km/s ) 
1 03 35 47.3 -35 40 21 21.7 1.31 1121 0.45 
2 03 35 47.2 -35 35 33 21.8 0.86 4666 0.30 
3 03 35 47.5 -35 39 54 21.6 0.90 3331 0.28 
4 03 35 49.2 -35 36 44 22.3 1.04 2478 0.39 
5 03 35 50.1 -35 38 48 21.3 1.32 1624 0.75 
6 03 35 51.4 -35 37 52 21.9 1.13 1186 0.41 
7 03 35 ,52.0 -35 32 44 21.5 0.98 1385 0.52 
8 03 35 54.8 -35 38 09 22.4 0.84 1152 0.47 
9 03 35 56.2 -35 37 17 22.1 1.07 ,.__,4000 
10 03 35 58.4 -35 36 03 21.9 0.91 1068 0.36 
11 03 36 02.0 -35 41 37 21.7 1.00 3258 0.23 
12 03 36 02.1 -35 35 06 22.0 0.91 ,.__,5000 
13 03 36 03.6 -35 31 58 21.9 1.05 1922 0.29 
14 03 36 03.9 -35 33 39 22.1 1.31 -381 0.41 
15 03 36 05.2 -35 39 54 21.7 1.05 1355 0.56 
16 03 36 05.9 -35 34 20 22.1 1.16 1766 0.29 
17 03 36 07.8 -35 34 44 22.3 0.89 1784 0.27 
18 03 36 11.2 -35 32 34 22.4 1.08 ,.__,5000 
19 03 36 17.0 -35 36 46 21.6 1.52 ,.__, 15000 
20 033617.8 -35 38 42 21.6 1.33 1836 0.67 
21 03 36 18.2 -35 40 52 21.9 1.27 2085 0.37 
22 03 36 19.0 -35 39 29 21.7 1.26 3844 0.41 
23 03 36 20.3 -35 35 15 22.4 1.06 1761 0.32 
24 03 36 21.5 -35 36 04 21.4 1.50 980 0.71 
25 03 36 22.7 -35 38 12 22.4 1.19 2182 0.37 
26 03 36 23.5 -35 37 25 21.8 1.54 1646 0.53 
27 03 36 14.7 -35 33 54 22.3 0.81 1921 0.37 
28 03 36 16.7 -35 37 02 21.7 1.31 1677 0.37 
29 03 36 19.2 -35 36 29 21.8 1.33 1280 0.58 
30 03 36 24.2 -35 42 07 21.8 1.05 1859 0.28 
11 
ID# a 
( 1950) 
31 03 36 24.7 
32 03 36 29.6 
33 03 36 30.1 
34 03 36 35.1 
35 03 36 35.7 
36 03 36 41.3 
37 03 36 42.8 
38 03 36 43.0 
39 03 36 44.5 
40 03 36 44.4 
41 03 36 45.7 
42 03 36 45.8 
43 03 36 46.0 
44 03 36 48.7 
45 03 36 50.9 
46 03 36 51.8 
47 03 36 51. 7 
48 03 36 52.4 
49 03 36 46.9 
50 03 36 48.5 
51 03 36 48.7 
52 03 36 51.8 
53 03 36 51. 7 
54 03 36 51.9 
55 03 36 54.0 
56 03 36 54. l 
57 03 36 55.4 
58 03 36 59.3 
59 03 36 .59.9 
60 03 36 ,59.9 
Table 2.2: continued. 
8 
(1950) 
BJ BJ - R V CCFPH 
(km/s ) 
-35 33 24 21.4 1.23 1236 0.54 
-35 32 39 21.7 1.00 rv4000 
-35 39 10 21.6 1.48 1350 0.57 
-35 31 15 21.6 1.17 1701 0.50 
-35 34 25 22.0 1.37 1062 0.36 
-35 41 56 22.3 1.17 1038 0.30 
-35 36 14 22.2 1.31 rv8000 
-35 33 16 21.7 1.40 574 0.43 
-35 38 31 22.0 1.32 1639 0.62 
-35 36 49 21.8 1.54 1539 0.65 
-35 38 53 21.7 1.31 571 0.62 
-35 37 33 21.5 1.69 1504 0.29 
-35 32 26 21.9 1.17 1623 0.34 
-35 35 28 21.8 1.59 3447 0.27 
-35 34 56 21.6 0.93 360 0.47 
-35 40 12 22.2 0.76 ""'10000 
-35 33 51 21.9 1.31 ""'7000 
-35 34 33 22.4 1.19 885 0.20 
-35 35 44 22.2 1.55 2026 0.57 
-35 37 50 21.9 0.94 rv4000 
-3.5 35 28 21.8 1.59 rv3500 
-:3.5 40 12 22.2 0.76 rv700Q 
-J.5 33 51 21.9 1.31 ""'10000 
-:3.S :3:3 32 21.9 1.29 1941 0.54 
-:3.5 :37 27 21.6 1.01 1821 0.58 
-:J,5 31 25 21.7 1.29 1206 0.40 
-:35 31 ,51 22.2 1.26 1742 0.37 
-:35 41 41 21.9 1.15 1801 0.49 
-:3.5 39 27 21.5 1.24 1862 0.67 
-:35 41 21 21.6 0.73 137 0.30 
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Table 2.2: continued. 
ID# a 8 B1 BJ - R V CCFPH 
( 1950) ( 1950) (km/s ) 
61 03 37 01.1 -35 40 49 21.9 0.95 157 0.37 
62 03 37 01.2 -35 34 32 21.2 1.35 794 0.73 
63 03 37 02.2 -35 38 16 21.8 0.82 1282 0.43 
64 03 37 06.6 -35 33 14 21.3 0.80 -42 0.68 
65 03 37 09.1 -35 32 42 21.1 1.24 67 0.83 
66 03 37 10.1 -35 36 36 21.8 0.98 845 0.68 
67 03 37 10.8 -35 38 42 22.3 1.09 1343 0.39 
68 03 37 14.3 -35 37 11 21.6 1.18 1166 0.57 
69 03 37 15.1 -35 33 46 22.4 0.97 1938 0.34 
70 033717.3 -35 35 38 22.3 0.98 ,.._,5000 
71 03 37 21.5 -35 39 41 22.4 1.06 1843 0.36 
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all objects listed in Table 2.2. Cross-correlation functions are shown only for the 
three best-matching template spectra. 
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2.3 Velocity Uncertainties. 
Thirteen sample objects residing in overlapping regions of our fields were observed 
twice using different masks and slit geometries. Three of these objects have red-
shifts exceeding 3000 km/ s and are classified as background galaxies. Owing to 
high redshifts and varying degrees of template mismatch, the velocities we deter-
mine for these objects are unreliable and we exclude them from this analysis. The 
pair-wise differences in velocity for the remaining ten sources yield an RMS veloc-
ity uncertainty of 171 ± 38 km/s. Extensive simulations have shown that velocities 
determined from CCFPHs < 0.2 are unreliable. Excluding two pair-wise velocity 
differences which fail to meet this peak-height criterion, we obtain an RMS velocity 
uncertainty of 150 ± 38 km/s. This value overestimates our sample uncertainty 
slightly since the velocities we have tabulated for our twice-observed objects are the 
means of the two observations. Based on our simulations and the improved peak-
heights we obtain for the composite spectra, we determine a sample uncertainty 
for all velocities with CCFPH > 0.2 of 142 ± 36 km/s. 
An independent estimate of our velocity uncertainty is provided by the observed 
. \ 
velocity dispersion of the six objects which we have classified as foreground halo 
stars. We expect these stars to have an intrinsic line-of-sight velocity dispersion of 
~ 100 km/s (Sommer-Larsen 1987). For the six stars with velocities < 400 km/s, 
we find a mean velocity of 50 km/s with a dispersion of 227 km/s. Quadrature sub-
traction yields an instrumental dispersion of 204 ± 66 km/s. To within the error 
dictated by the small sample size, this is in agreement with the uncertainty de-
termined from our multiple observations. We attribute the (insignificantly) higher 
value found here to greater mismatch between halo-star spectra and our integrated, 
globular cluster template spectra. 
2.4 Kinematics of the Cluster System. 
2.4.1 Velocity Dispersion. 
In Figure 2.4 we plot a velocity histogram for all objects listed in Table 2.2 with 
-400 < v < 3000 km/s. In view of possible blending of the velocity distributions 
of the halo stars and globular clusters, we use the maximum likelihood method 
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Table 2.3: Velocity Dispersion Results. 
all objects 
CCFPH> 0.4 
v < 400 km/s 
400 < v < 3000 km/s 
halo stars globular clusters 
km/s 
144± 254 269 ± 167 
50 ± 93 1 77 ± 46 
1517 ± 91 
1367 ± 78 
1498 ± 72 
388 ± 54 
397 ± 55 
408 ± 42 
described by Morrison et al. (1990) to simultaneously determine the most probable 
dispersions for the two samples. In particular, we maximize the log likelihood 
function 
(2.1) 
where v9, a9 are the mean velocity and dispersion of the globular clusters, vh, ah 
are the mean ve_locity and dispersion of foreground halo stars, f h is the sample 
fraction comprising halo stars, and Vi is the measured velocity of the ith object 
with Vi < 3000 km/s. The results of this procedure, corrected for our instrumental 
error, are given in Table 2.3. Also shown are the results of computing dispersions 
directly from the 27 objects for which we obtained a CCFPH > 0.4, and for the 4 7 
objects with 400 < v < 3000 km/s. Based on extensive simulations, we estimate 
our velocity uncertainties for objects with CCFPH> 0.4 to be :::: 75 km/s. The 
velocity dispersions determined in all three cases are, to within the uncertainties, 
identical. The values for the mean velocity and dispersion for the halo stars fitted 
using Equation 2.1 are highly correlated with those of the globular clusters and 
the uncertainties are correspondingly high. Normalized Gaussians with velocity 
dispersions from Table 2.3 are shown plotted as dashed curves in Figure 2.4. The 
most probable mean velocity of the cluster system is rv la higher than the 1425 
km/s redshift of the galaxy (BCKB). 
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Figure 2.4: Velocity distribution of all objects in Table 2.2 with v < 3000 km/s. The 
hatched region shows the distribution of velocities determined from spectra with 
CCFPH > 0.4. The dashed curve corresponds to a maximum-likelihood fit of two 
Gaussians to the distributions of halo stars and NGC 1399 globular clusters. The 
dotted curve is a Gaussian distribution with the same dispersion as that computed 
from only those cluster velocities for which CCFPH > 0.4. 
For a sample size of 53 objects, the most probable value of fh predicts that 
between 5 and 7 objects in the sample belong to the halo star population. Such a 
low contamination level is due simply to the high concentration of globular clusters 
surrounding NGC 1399. The Bahcall-Soneira model (Bahcall and Soneira 1980; 
Mamon and Soneira 1982) predicts that in the direction of NGC 1399 we should 
see rv 316 halo stars per square degree with 21.0 < B < 22.5 and 0. 7 < B-R < 1.4. 
We would thus expect to find 18 foreground stars within the rv210 arcmin2 area 
covered by our three fields. To a limiting magnitude of B = 23.2, Bridges et al. 
(1991) find a globular cluster surface density profile ~ 9 ex R-1.4±0 -2 arcmin- 2 in 
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B and ~ 9 ex R-1.s±o.2 arcmin- 2 in V , for R in arcminutes. If we assume that the 
cluster luminosity function is independent of R, we can normalize the cluster counts 
of Bridges et al. to our brighter magnitude limit. Adopting ~ 9 = 13R-1.45 arcmin- 2 
and a Gaussian luminosity function with B0 = 24.9 and a- = 1.5, we estimate that 
within our field of view there are a total of '"'-1120 clusters with B < 22.5. Out of 
a sample of 53 objects we thus expect to see 7 ± 1 foreground halo stars , in good 
agreement with our findings. 
2.4.2 Radial Velocity Dispersion Profile. 
Computing velocity dispersions for clusters in each of four annular regions we obtain 
the dispersion profile shown in Figure 2.5. Also indicated are the long-slit, stellar 
velocity dispersion results obtained by BCKB, Franx, Illingworth, and Heckman 
(1989a), Winsall (1991), and the velocity dispersions from the compilation of Fer-
guson (1989) for 68 Fornax cluster galaxies. Within the region 2' < R < 9', and to 
within the uncertainties plotted, there is no evidence for a rise or fall of the veloc-
ity dispersion with radius . It is particularly interesting, however, that the velocity 
dispersion we obtain for the globular clusters is ( i) about double the dispersion 
measured for the integrated light at a radius of f"V 1.5' , and ( ii) is similar to the 
velocity dispersion of the Fornax cluster as a whole. We return to this point in 
Section 2. 7. 
2.4.3 Rotation. 
From long-slit spectroscopy of the integrated stellar light within 35 arcsec of the 
core, Franx, Illingworth, and Heckman ( 1989b) have determined the projected ro-
tation axis of N GC 1399 to lie along P.A. f"V 220° ( offset '"'-I 16° from the photometric 
minor axis). To their limiting radius they find a rotation amplitude of 26 km/sin 
the sense that the south-eastern side of the galaxy is receding faster. BCKB have 
made similar measurements out to a radius of 90"(though with the slit aligned 
along P.A. 84°) and find a rotation amplitude of f"V 50 km/s in the same sense. 
Hodge (1978) finds that the photometric major axis rotates from P.A.f"V 30° to 
P.A.f"V 120° between 1.5 'and 2 '. Simply averaging velocities either side of P.A. 30°, 
and then of P.A. 120° , we obtain a flat-rotation curve amplitude for the globular 
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Figure 2.5: Velocity dispersion profile of NGC 1399. Open circles indicate the 
integrated stellar light measurements of BCKB, open triangles correspond to the 
data of Franx, Illingworth and Heckman (1989a), and the open diamond is from 
Winsall (1991). Globular cluster velocity dispersions in four concentric annuli are 
indicated by x s, while the dispersion for the sample as a whole is shown by the filled 
circle. The open squares correspond to the velocity dispersions of other galaxies in 
the Fornax cluster. The curves represent model predictions and are discussed in 
the text. 
clusters of 41 ± 62 km/s and 29 ± 61 km/s, respectively. Assuming solid body 
rotation, straight-line fits to the data for rotation axis P.A.s 30° and 120° yield 
respective slopes of 0.16 ± .07 and -0.21 ± .08 km s-1arcsec- 1 . The sense of rotation 
is such that the western clusters are receding more quickly. Figure 2.6 shows 
the cluster velocities plotted as a function of projected distance from the rotation 
axis . The rotation we find is marginally significant at most , and dynamically 
unimportant ( v / a rv .18) in any case. 
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two possible_ rotation axes. The lines are linear, least-squares fits to the data. 
2.5 Globular Cluster Metallicities. 
Typically low signal-to-noise ratios and limited wavelength coverage have not al-
lowed us to determine reliable metallicities for our individual spectra. However, 
in determining velocities, we made use of Galactic, globular cluster template spec-
tra with a range of metallicities. Based both on visual examination of individual 
spectra and on the CCFPH when correlating against various templates, we have 
binned clusters into rough metallicity classes. We assign to each class the mean 
metallicity of the three best fitting template spectra. In Figure 2.7 we have shifted 
each spectrum to rest wavelength ( to within integer multiples of 330 km/ s) and 
then coadded our 16 most metal poor and 16 most metal rich spectra. Though 
there will be some blending due to misclassification, it is immediately apparent 
that the hydrogen lines ( particularly H8) are significantly weaker , the G-band is 
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purposes. 
stronger, and that the 4384 Fe I line is stronger in our metal-strong composite. 
The best-matching template spectra corresponding to our metal-poor and metal 
rich composites have mean [Fe/H] of -1.77 and -0.40, respectively. The remaining 
15 clusters are classed somewhere within this range and our sample as a whole is 
more or less uniformly distributed over the [Fe/H] range of our templates. This 
lends support to the finding of Geisler and Forte (1990) from Washington photom-
etry that a significant fraction of globular clusters in NGC 1399 have metallicities 
near solar. 
Using broadband photometry, Bridges et al. (1991) have detected a B - V 
colour gradient in NGC 1399 globular clusters. This gradient appears strongest for 
clusters with R < 3 '. The mean radii for our metal-poor and metal ric.h clusters 
are 5.9' ± 0.7' and 5.7' ± 0.6', respectively. We conclude that there appears to be 
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no strong metallici ty gradient in the region 3' < R < 9 '. 
2.6 The Mass of NGC 1399. 
The velocity dispersion of 388 km/s we find for the globular cluster system is 
considerably higher than that found by previous authors from integrated light 
nearer the core (see Figure 2.5). If the globular cluster kinematics are assumed 
to be representative of the stellar envelope, then the mass-luminosity ratio and/or 
the orbital anisotropy must undergo dramatic changes in the region 1.5' < R < 
5.5'. Mould et al. (1987, 1989) find a similar value for the velocity dispersion of 
globular clusters in M87. However, they argue that such a high value for the cluster 
velocity dispersion is consistent with the more extended surface density profile of 
the cluster system visavis the surface brightness profile of the galaxy itself (Strom 
et al. 1981; Lauer and Kormendy 1986). Globular clusters in M87 appear to form 
a kinematically distinct system which may have consolidated earlier during ~he 
infall process (Fall and Rees 1985). This is consistent with the observed differences 
in colour between the globular clusters and the surrounding halo, as well as the 
presence of a colour gradient with radius (Strom et al. 1981). Unlike the M87 
cluster system, the surface density of globular clusters in NGC 1399 appears to 
follow the stellar surface-brightness profile (Bridges et al. 1991). We note that this 
is in part because the surface brightness profile of NGC 1399 is itself considerably 
more extended than that of M87. 
For a spherical potential, hydrostatic equilibrium requires that 
GM(r) = -a2 ( dln l + dln a; + 213) 
r r d ln r d ln r (2.2) 
where M(r) is the total mass interior to some radius r, ar is the radial component of 
the velocity dispersion, l( r) is the luminosity density ( assumed to be proportional 
to the mass density), and the anisotropy parameter /3 has the usual definition 
(Binney and Mamon 1982) 
(2.3) 
We consider first the simplest case wherein the cluster velocity distribution is as-
sumed to be isothermal and isotropic (a9 (r) = ar(r), dlna;/dlnr = 0, /3 = 0). 
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While our own data do not strongly constrain the slope of the velocity disper-
sion profile, a slope of zero is consistent with the profile of the Fornax cluster as 
whole (Figure 2.5). The volume density of globular clusters goes approximately 
as p9 (r) ex ,-2 .45 (see Section 2.4). Assuming a distance modulus for NGC 1399 
of 30.6 (BCKB), we have that M(r) ~ 3.3 x 1011 ,(arcmin)M0 . As in BCKB we 
compute the luminosity density by inverting BCKB's CCD surface brightness pro-
file, extended with the V-band profile (shifted by 1.2 mag) of Schombert (1986). 
We find a total integrated luminosity within 5.5' of 2. 7 x 1010 L0 and obtain an 
integrated M / LB of 67. 
BCKB find that the velocity dispersion measurements of the stellar component 
within 90 arcsec of the core are consistent with models assuming a radially constant 
M/ L if the anisotropy of the stellar orbits is allowed to vary with radius. We can 
place a lower limit on a globally constant M / L by assuming the extreme case in 
which the globular clusters are on perfectly circular orbits. If we assume that 
the surface density profile of the globular clusters follows that of the stellar light 
then the expectation value for the line-of-sight velocity dispersion at any projected 
radius may be determined frorri 
a 2(R) = R21,00 v~(r)l(r)rdr [J,00 l(r)rdr ]-l 
P 2 R r 2 Jr 2 - R2 R Jr 2 - R2 (2.4) 
where 
2 ( ) _ G J\1 ( i) _ 4 7r GA lar / ( , ) ,2 d 1 vr-------- rrr, 
c · r r o 
(2.5) 
l(r) is the luminosity density determined from the stellar photometry and A is the 
global mass-luminosity ratio. Sampling the velocity dispersion profile predicted by 
Equation 2.4 in the same manner as our data, we find 
TI0'2 
A= g 
2:7=1 a~(Ri) 
(2.6) 
where Ri is the projected radius of the ith cluster and the summation is over all 
objects with 400 < v < 3000 km/s. We find that our observations are best fit using 
a value A = 79 ± 20, where the quoted error reflects only the uncertainty in a9 • 
The line-of-sight velocity dispersion profile predicted by this model is shown as the 
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dashed curve in Figure 2.5. The value for A is higher than the integrated M / L 
determined from equation 2.2 under the isotropic, isothermal assumption because 
in the latter case a larger proportion of the mass is situated at R > 9 '. The total 
mass within 100 kpc predicted by this model (8 x 1012 M0 ) is in fact twice the value 
we obtain for the case of circular orbits and a constant M / L. 
This limit on a constant M / L is several times larger than the values between 14 
and 17 determined by BCKB from observations of the stellar component. Hence we 
are led to suggest that M / L does vary substantially with radius. Following Mould 
et al. (1989), we have conducted Monte Carlo tests to determine the significance 
of this hypothesis. Starting with a non-rotating model in which all clusters have 
circular orbits and in which M / L = 17 and constant, we have sampled velocities 
from normal distributions with model-predicted line-of-sight dispersions at the radii 
of each of our clusters. The dispersion profile for such a model is shown as the 
dotted line in Figure 2.5. We find that we obtain sampled velocity dispersions 
greater than our observed dispersion in less than 1 % of the simulations. Hence. we 
are justified in rejecting models in which M / L = constant. 
The range of M / L we determine froin the simple models above are consistent 
with the M / L ~ 70 - 260 at R = 40 kpc determined by KB from Einstein ob-
servations of the X-ray emission. The large range in the allowed values of M / L 
determined from the X-ray data are a consequence of the uncertainty in the IPC-
measured temperature of the emitting gas. In Figure 2.8 we plot M / L as a function 
of radius assuming both isotropy and uniform temperature/velocity dispersion for 
the globular clusters and the X-ray emitting gas (KB). Here we have computed 
the integrated luminosity using the inverted surface brightness profile of BCKB. 
The M/ L profile we determine from the globular clusters falls within the interval 
defined by the 90% confidence limits on the temperature of the X-ray emitting gas. 
If our assumptions are valid, then the temperature of the gas is not likely to be less 
than their lower 90% confidence limit of 1. 7 x 107 K. Assuming that heating of the 
gas is unimportant, then the globular cluster data imply a temperature for the gas 
of 2.2 x 107 K. The resulting M / L profile assuming isotropy and constant temper-
ature is shown as the dotted line in Figure 2.8. In the region 30" < R < 90" for 
which stellar velocity dispersion measurements exist, a uniform x-ray temperature 
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Figure 2.8: Mass-to-light ratio as a function of radius from the X-ray data and from 
the results of the present study. Hatching represents the extent of our data and 
limits dictated by the uncertainties. The dashed lines indicate the 90% confidence 
limits determined by the X-ray data. 
implies M / L ranging from 26 to 40. This is considerably higher than the veloc-
ity dispersion measurements will admit for any reasonable assumptions regarding 
anisotropy so that heating of the gas remains necessary. 
2. 7 Discussion. 
The 388 km/s velocity dispersion we find for the globular clusters is noteworthy 
both because ( i) it is higher than the velocity dispersion of stars outside the core 
and ( ii) because it is so similar to the velocity dispersion of Fornax cluster galax-
ies. Could we in fact be measuring the potential field of the cluster as a whole? 
Are the globular clusters we have observed actually part of a larger population of 
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"tramp" clusters predicted by various N-body experiments ( e.g. Muzzio 1987) and 
not actually bound to NGC 1399 at all? 
Merritt (1984) suggests that the extensive stellar envelopes surrounding cD 
galaxies consist of tidal debris generated during the collapse of clusters. White 
(1987) points out that this debris should include globular clusters and argues that 
this could account for the inordinate number of globular clusters seen in NGC 
1399 and other "superabundant" systems. The stripped material would suffer 
violent relaxation more or less independently of mass and eventually assume a 
radial profile similar to that of the cluster galaxies. In Figure 2.9 we plot t he optical 
surface brightness profile of NGC 1399 as determined by BCKB and Schombert 
(1986). Note that the surface brightness profile of Schombert may be suspect 
beyond rv 1000" owing to non-uniformities in the sky-subtraction (Schombert, 
private communication). Figure 2.9 also shows the normalized surface densities of 
globular clusters (Harris and Hanes 1987) and the smoothed contribution to the 
surface brightness by individual Fornax cluster galaxies as determined from their 
total blue magnitudes (Ferguson 1989). No normalization has been applied to the 
surface brightness contributions of the galaxies. 
It is immediately apparent from Figure 2.9 that there is remarkable uniformity 
among the different profiles. Within the uncertainties, all profiles beyond 10" follow 
a power law of the form 'fi(R) ex R-1. 5 . This happens to be very similar to the 
surface density profile of globular clusters in M87, but significantly flatter than 
M87's surface brightness distribution. Unfortunately, the uniformity in Figure 2.9 
does not in itself tell us a great deal about possible formation processes. Such a 
finding is consistent both with tidal stripping of infalling galaxies during the initial 
collapse of the cluster (Merritt 1984) and with ongoing merging of cluster galaxies 
with NGC 1399 (Quinn et al. 1990). Several studies (e.g. Ostriker and Hausman 
1977; MacGlynn and Ostriker 1980) concluded that the effects of dynamical friction 
could be very important in forming cD galaxies where none existed previously. 
Merritt (1984) argued that the formation of extended cD envelopes probably took 
place during the initial collapse phase and that dynamical evolution of galaxy 
clusters subsequent to initial collapse is exceedingly slow unless the central velocity 
dispersion is relatively low ( < 500 km/s). We have in NGC 1399 just such a case, 
40 
12 
Optical Photometry 
-
~ 10 C 
E 
u 
I... Globular Clusters 0 
' _JJ 
-(I) 8 
(I) 
12) 
C: 
-+-J 
.c 
a, 
·c 
CD ~ ~ 
12) 6 
~ ~ u ~~, 0 
't: 
~f ::, (/) 
4 Fornax Galaxies 
' 0.01 0.1 10 100 
Radius (arcmin) 
Figure 2.9: Surface brightness/density profile of NGC 1399 and its environs. The 
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globular clusters, and the open circles represent the (unnormalized) surface bright-
ness contributions of galaxies in the Fornax cluster. 
and we might expect a significant number of mergers to have taken place over a 
Hubble time. 
For the simple case of a galaxy in a circular orbit about an isothermal sphere, 
we can estimate the time required for the galaxy to spiral into the core as a result 
of dynamical friction (Binney and Tremaine 1987) 
where 
l. l 7r6V 
lJric ~ GM ln A 
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(2.7) 
(2. ) 
ro is the initial orbital radius of the galaxy, v and Mare its velocity and mass , V J 
is the typical velocity of field stars, and bmax is the maximum impact parameter. 
This equation assumes a point-mass distribution for the orbiting galaxy and in our 
case is only valid for galaxies with half-mass radii of order 5 kpc or less. i\t1ore 
extended galaxies will suffer substantial mass loss through tidal stripping ( Ostriker 
and Hausman 1977), quite possibly during the initial collapse of the cluster (J\1erritt 
1984), and their continued orbital evolution will be slowed accordingly. 
Taking M = 1010 M0, bmax = ro = 105 kpc, and Ve = VJ = 630 km / s, we 
obtain In A = 6.6, and t Jric = 2 x 1010 yrs. This represents an upper limit since 
typical orbits are likely to be more radial than circular. The coefficient of dynamical 
friction (Chandrasekhar 1942) depends both on the velocity and the density of field 
galaxies with speeds less than that of the our test galaxy, so that the orbit-averaged, 
frictional losses will be greatest for galaxies on plunging orbits. Thus, we could 
reasonably expect that galaxies of this mass and larger and on orbits confined to 
r < 100 kpc ( one tenth of the extent of the entire cluster) will by now have been 
dragged into the core. More extended galaxies will have distributed most of their 
mass (including halo stars and globular clusters) in such a manner as to preserve 
the shape of the initial mass distribution (Quinn et al. 1990). 
The velocity dispersion we find for the globular clusters also does not put strong 
constraints on the possible sequence of events leading to the development of the ex-
tended envelope. For the case of tidal stripping of material during cluster collapse, 
violent relaxation will ensure that the stars, globular clusters , and gnlaxies end up 
with similar phase space distributions. If ongoing tidal accretion is important, then 
stripped material will retain much of the angular momentum of the parent galaxies. 
In either case we would expect to see similar velocity dispersions in globular cluster 
systems and galaxies. 
The difficulty for simple tidal capture models rests with the fact that the num-
ber of globular clusters per unit luminosity surrounding NGC 1399 and other cD 
ellipticals is far greater than for normal cluster galaxies. Harris and van den Bergh 
( 1981) define the specific frequency 
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S = Nr 100.4(Mv+1s ) (2.9 ) 
where Nr is the estimated total number of globular clusters. If accreted or t idally 
stripped galaxies had normal globular cluster populations to begin with, then the 
value of S should be normal in the accreting galaxy as well. Moreover , if tidal 
st ripping or exchange during galaxy encounters is important , then we would expect 
to see cluster galaxies with abnormally low globular cluster populations (Nluzzio 
1986). Four other globular cluster systems in the Fornax cluster have been studied 
(Hanes and Harris 1986) and with one exception , their specific frequencies are quite 
normal for cluster ellipticals. It is interesting that NGC 1404, which is situated 
quite close to NGC 1399 on the sky, apparently does have an unusually small cluster 
population. This would be consistent with a tidal capture model , though Hanes 
and Harris point out that the apparent dearth may be due to an overestimate in the 
background density of clusters. Van den Bergh (1984) argues that mergers cannot 
be held to account for superabundant cluster systems owing to the sheer numbers 
of globulars , which would require the merging of an unacceptably large number of 
normal galaxies. 
A number of other processes have been proposed to account for the excess 
number of globular clusters seen in several cD galaxies (Harris 1986). We note 
that models which have globular clusters forming out of cooled, infalling X-ray 
gas (Fabian, Nulsen, and Canizaries 1984) do not appear to be consistent with 
our data. If the globular clusters formed near the cooling radius , their veloci ty 
dispersion should be low, their orbits fairly radial , and the line-of-sight velocity 
dispersion at the cooling radius should be near zero. The cooling radius for the gas 
surrounding NGC 1399 has been determined by Thomas et al. (1986) to occur at 
'""'8' , within the region covered by our sample. Hanes and Harris (1986) find clusters 
well beyond 8 ' , and Figure 2.5 shows that the line-of-sight veloci ty dispersion at 
this radius is still high. 
The similarities between the velocity dispersions and surface density profiles of 
the globular cluster systems of NGC 1399, M87 , and M49 (Mould et al. 1989) are 
themselves an interesting coincidence. NGC 1399 and M87 are both giant ellipticals 
near the potential centers of their respective clusters , while M49 is situated well 
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away from the center of the Virgo cluster and has a normal number of globular 
clusters for its luminosity. Despite the differences in environment and underlying 
galactic structure, these galaxies have Lig/ob ex: R-:::-1.5 and velocity dispersions which 
are similar to within the uncertainties. If we allow for the higher M / L in N GC 
1399, this is roughly consistent with the the finding of Harris (1986) that there 
is a correlation between the extendedness of the cluster distribution and the total 
luminosity of the parent galaxy. As noted above, the evidence suggests that the 
cluster system surrounding M87 formed earlier than the bulk of the stellar envelope. 
Could the same be true of the clusters surrounding NGC 1399? How then would 
we explain the apparent similarity in the radial surface density profiles of clusters 
and stellar light? Moreover, while the clusters appear to be more metal-poor than 
the halo at all radii (Geissler and Forte 1990), many clusters have abundances near 
solar. 
Based on a comparison of the numbers and distributions of globular clusters in 
M87 and M49, Harris (1986) makes the case that the large numbers of clusters in-cD 
galaxies must be the result of conditions which were somehow special at the time of 
formation. For the case of NGC 1399, a possible scenario which could account for 
all the observations goes as follows. ( i) The bulk of the cluster system forms during 
the initial infall and subsequent dynamical relaxation of relatively local, gas-rich 
material (Merritt 1984; White 1987). The form of this material is undetermined; 
it could be in the form of protogalactic clouds or galaxies. The central location of 
NGC 1399 in the potential well of the Fornax cluster ensures a high probability 
of collision and merger between discrete clumps of material. This would lead to 
an enhanced formation rate of globulars (Ashman and Zepf 1992). Within a time 
short compared with the free-fall time, the globular clusters will have enriched the 
surrounding gas (De Young et al. 1983), giving rise to the apparent colour difference 
between the halo and the globular cluster system. ( ii) The material destined to 
become NGC 1399 continues to collapse dissipationally, eventually establishing a 
stellar surface brightness distribution similar to that of M87. Much of the globular 
cluster system has by this time been frozen out with a relatively high velocity 
dispersion and extended spatial distribution. ( iii) Ongoing mergers allowed by the 
abnormally low velocity dispersion of cluster galaxies gradually build up the cD 
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envelope to its present extended form relat ive to that of M87. Since, as we have 
demonstrated above, the mass distribution must be considerably more extended 
than the light distribution , the build-up of the halo need not violate the self-
similar growth expected of dissipationless mergers. Much of the material in the 
merging galaxies has by now been enriched to the point where the cooling time is 
too ·short to allow clusters with masses '.'.:::'. 106 M0 to form (Fall and Rees 1988). 
Less massive stellar associations are generated at the expense of globular clusters 
and are soon disrupted. The density of globular clusters at a given radius remains 
relatively constant , but the density of the surrounding stellar envelope increases 
episodically. In the core where heating effects are sufficient to permit the formation 
of globular clusters, clusters are formed with metallicities near solar, giving rise to 
colour gradient seen by Geissler and Forte (1990). (iv) Both stars and globular 
clusters continue to accumulate in the envelope through tidal capture. This would 
explain the unusually small number of globular cluster found by Hanes and Harris 
(1986) in NGC 1404. 
This is clearly a highly qualitative and contrived scenario, designed in the hope 
of explaining the apparent similarities in the cluster systems of NGC 1399, \187 and 
M49, while accounting for the differences in their environments. A detailed study of 
the relevant processes may reveal this picture to be far too naive , if not misleading. 
While globular cluster systems in galaxies are very similar in many respects, there 
is little reason to believe that they should be immune to environmental effects. On 
the other hand, globular cluster systems are generally more similar to one another 
than are their parent galaxies. A model which at once explains all the features 
apparent in different globular cluster systems could prove to be a most useful tool 
for understanding the processes which influenced the formation of galaxies. 
Is the similarity in the velocity dispersion between globular clusters and Fornax 
galaxies merely a coincidence? Or does it imply a history of mergers and tidal 
capture? Clearly we need to obtain kinematic information for a larger sample of 
cluster systems before we can decide to what extent the present results are unusual. 
Of immediate interest would be the kinematics of globular systems in other Fornax 
galaxies. NGC 1374, 1379, and NGC 1387 have relatively small cluster populations 
whose surface density distributions appear to be more extended than the underlying 
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stellar components (Hanes and Harris 1986; Schombert 1986). Are t heir velocity 
dispersions also distinctly different from t hose of t he stellar components? Do they 
show evidence of cluster swapping? Is M / L for these galaxies similar to the value we 
determine for N GC 1399? Unfortunately, the small numbers of clusters (""' 10% of 
t he number of clusters in NGC 1399) and the consequent problem of contamination 
by foreground halo stars would make spectroscopic observations of these systems 
very time consuming. 
Also of particular interest is the globular cluster system of NGC 3311 , the cD 
galaxy in the Hydra I cluster. This galaxy shares some of the attributes of NGC 
1399 in having an enormous population of globular clusters whose surface density 
distribution follows the underlying luminosity profile (Harris, Smith , and Myra 
1983; Harris 1986). However , the velocity dispersion of the Hydra cluster galaxies is 
close to 700 km/s (Richter, Materne, and Huchtmeier 1982), similar to the velocity 
dispersion of ellipticals in the vicinity of M87. The surface density distribution of 
the galaxies is also considerably more extended than surface brightness profile of 
the cD envelope (Fuchs and Materne 1982). This makes the cluster system of NGC 
3311 an important test case for determining the parameters which influence the 
extent to which mergers and tidal interactions play a part in cluster dynamics and 
galaxy formation. While the Hydra I cluster is some two magnitudes fainter than 
Fornax, the introduction of 8 and 10-meter-class telescopes with adaptive optics 
should make such a project feasible in the near future. 
46 
Chapter 3 
N-body Modelling of Tidal Stripping 
3.1 Introduction. 
Globular clusters pose a serious challenge to numerical modellers owing to the 
enormous range in both the time and length scales involved. Collisional processes 
cannot generally be ignored, and care must be taken to properly account for several 
competing and finely balanced effects. Numerical studies of tidal effects on clusters · 
have largely been based on orbit integrations of particles relatively far from the 
cluster centers. The relevance of these results to observations of real globular 
clusters are consequently uncertain owing to the unaccounted-for , sel f- consistent 
response of the bulk of the stars to the rapidly varying tidal stresses and truncation 
of the cluster. Recent advances in both computing speeds and massively-parallel 
computer architectures, combined with more sophisticated software treatments of 
N-body problems, make renewed attacks on this problem warranted . 
Assuming a logarithmic potential for the Galaxy the tidal radius is given by 
(3 .1 ) 
for circular orbits, and 
(3 .2) 
for eccentric orbits. Mc is the mass of the cluster , M9 is the galactic mass contained 
within orbital radius R (or pericenter distance Rp) , and a= Rp / Ra, where Ra is the 
apocenter distance. The value of rt corresponds to the distance ( at perigalacticon) 
of the first Lagrangian point, 11 , where the forces on a particle due to the cluster 
and the galaxy exactly cancel (King 1962). The underlying assumption in the 
classical derivation is that the cluster is stationary in a frame corotating with 
the cluster's orbit. Allen and Richstone (1988) discuss the effects of relaxing this 
assumption, which is unlikely to hold for clusters on eccentric orbits. 
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King ( 1966) developed his now-famous King models for globular clusters based 
on the distribution function 
(3.3) 
where B and C are model parameters, and Ee is identified with the binding energy 
beyond which stars are removed by the Galactic tidal field. The surface density 
and velocity dispersion profiles predicted by this model have been found to agree 
remarkably well with many (though not all) Galactic globular clusters. _The form 
of Equation 3.2 suggests that the observed limiting radii of globular clusters should 
be related to their orbit shapes. This would, in principle, allow us to use globular 
clusters to study Galactic structure and formation (Peterson 197 4; Innanen, Harris, 
and Webbink 1983). However, the correspondence between the tidal radii deter-
mined by fitting surface density profiles and the values of rt predicted by Equation 
3.2 is uncertain. With this in mind, several previous numerical investigations have 
been aimed at determining to what degree of accuracy Equation 3.2 predicts the 
limiting radii of model clusters with a variety of orbital and structural parameters. 
In this chapter we describe the first, large-scale, self-con·sistent N-body simula-
tions of globular clusters orbiting in a model Galactic potential field. The code used 
to evolve our model clusters is described in Section 3.2. Initial conditions, param-
eters, and model units are discussed in Section 3.3. The results of our modelling 
are summarized in Section 3.4. 
3.2 The Parallel N-body Code. 
The N-body code we have used to evolve our models is a modification of the Barnes-
Hut (1986) hierarchical tree-code developed and kindly provided by John Salmon 
and Mike Warren. Tree codes have recently become popular owing to the fact that, 
for large N, the required computing time scales as N log N. This is to be com-
pared with the N 2 scaling characteristic of conceptually and algorithmically simpler 
particle-particle (PP) codes which have been used in the past. Particle-mesh (PM) 
codes and particle-particle particle-mesh (PPPM) codes speed up the force calcu-
lations by fitting global potential fields to the particle distributions and have in 
some instances been claimed to scale as N and N log N, respectively. However , 
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such codes use potential-solving methods which must be tuned to the geometry 
of the particular problem at hand. Moreover, for highly inhomogeneous particle 
distributions, the mesh ( or the number of particles within each cell) must be so 
large as to revert to N 2 scaling. Tree codes have the advantage that they naturally 
adapt to arbitrary particle configurations and that computing time is relatively 
insensitive to the degree of clustering of the system. Tree codes are also readily 
adapted to vector processors and/or parallel computer architectures. 
In simple terms, tree codes work by determining the point at which a group 
of N particles of individual masses m can be considered sufficiently distant to be 
regarded as a single virtual particle of mass Nm. At each time step, the volume 
containing the particle distribution is recursively subdivided into cells. If more 
than one particle is found within a given cell, that cell is further subdivided into 
eight subcells ( oct-tree division) until all cells contain exactly one or zero particles. 
Cells containing particles are then grouped into successively larger parent cells, and 
to each cell is assigned a virtual particle of mass Nm with the coordinates of the 
center of mass of all N particles in the cell. Thus, cells containing single particles 
form the leaves of the tree, cells with many particles constitute the interconnected 
"branches", and the root cell contains the entire particle distribution. 
In computing the total force on a particular particle, the tree is descended from 
the root cell. At each step of the descent, the quantity / / D is computed, where / is 
the length of the current cell and D is the distance from the center of mass of the 
cell to the particle. If l / D < 0, where 0 is a fixed parameter which determines the 
accuracy of the force calculation, then the force exerted by this cell on the particle 
is added to the accumulating total. If / / D > 0, then the cell is resolved into its 
constituent cells, each of which is considered in turn. 
Clearly there is a substantial overhead associated with the continual reconstruc-
tion of the tree, and the benefits only begin to outweigh the costs when N becomes 
greater than ,....., 1000, depending on the distribution of particles. The accuracy of 
the force calculation depends primarily on the value of 0. Hernquist ( 1987) showed 
that as long as 0 < 1, the error introduced by the clustering of particles at large 
distances is < 1 % relative to what one would obtain using direct (PP) summation. 
Modifications to the basic Barnes-Hut algorithm include a redefinition of the 
opening angle 0 such that D is now the distance between a given particle and nearest 
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point on the surface of the cell. This is important for systems with clumpy mass 
distributions and avoids the problem of "detonating galaxies" which could occur 
in the original· code (Salmon and Warren 1992). We used 0 = 1.3 ( corresponding 
to a Barnes-Hut 0 ~ 0.6) for all simulations discussed below. 
The code has also been modified to run on parallel computers (Salmon 1990). 
These machines use typically hundreds or thousands of individual processors, each 
executing specific instructions on a subset of the data, and communicating results 
when necessary. Parallel computers perform best when processors are "load bal-
anced" in such a way that no processor is burdened with a higher computational 
load than any other. Hence the particles are equally divided into rectangular cells 
of varying dimensions using orthogonal recursive bisection and the cells are dis-
tributed among the processors. This division is carried out at each time step, but 
is unrelated to the act-tree construction. 
Most of the simulations we discuss presently were carried out using 512 processor 
nodes on the Intel Touchstone Delta at the California Institute of Technology. 
Typical sustained performance on this machine is ~ 4 GFLOPS using the modified 
Barnes-Hut code (Warren et al. 1992). 
3.3 Initial Model Parameters 
For reasons of analytical convenience, our initial model clusters are based on the 
empirical density distribution (Jaffe 1983) 
M ( T )-2 ( T )-2 p(T) = 3 - 1 + -41T"Th Th Th (3.4) 
where Th is the half-mass radius and Mis the total mass of the system. The density 
profile is that of an isothermal sphere in the core and steepens to an T-4 profile as 
r -+ oo. This is a good approximation of the density profile of an isolated, relaxed 
cluster predicted by a Michie distribution function (Michie 1963): 
- { ce-L2/(2r~0'2)[e-E/0'2 - 1] E < 0 
f(E, L) - 0 E > 0 (3.5) 
where ra is the anisotropy radius beyond which orbits become predominantly radial. 
In the absence of external influences, such a distribution function predicts p ex: r- 712 
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as r ---+ oo, and has been found to agree quite well with the numerical modelling 
of isolated clusters by Spitzer and Thuan (1972). Jaffe models have also been 
used successfully to fit observed light distributions of spherical galaxies. To more 
closely match the King-like profiles of many globular clusters in their cores, we 
have flattened the core density distribution in Equation 3.4 using an additional 
softening parameter, rt, such that 
(3.6) 
In this context, rh and M are no longer defined as in Equation 3.4 and are used 
simply as scaling parameters. 
Elson, Fall, and Freeman (1987) find that several star clusters in the Large 
Magellanic Cloud do not appear to be tidally truncated. Surface density profiles 
determined from both aperture photometry and star counts appear to be approxi-
mate power-laws at large radii and can be reasonably represented with a functi_on 
of the form 
(3.7) 
Here Jo is the central surface density and a and , are fitting parameters. In Figure 
3.1 we compare their star counts for NGC 1866 with the best-fit form of Equation 
3. 7 as well as with the scaled, projected density distribution predicted by Equation 
3.6. To within the uncertainties, the profile computed from Equation 3.6 adequately 
fits the data. 
Merritt (1985) has derived a family of distribution functions which correspond 
exactly to the density law given by Equation 3.4. These distribution functions 
are characterized by a single free parameter which specifies the degree of velocity 
anisotropy. For the isotropic case 
2 ( ) G J\1 [ 1 . 9 3 2 ( )2 1 ( X )] a x = -- - - 2x - - - 6x - 6x 1 + x og --
r rh 2 x 2 1 + X 
(3.8) 
where x = r /rh, 
Observed velocity dispersion profiles of globular clusters ( e.g. Da Costa 1977) 
are generally in agreement ( though the errors are large) with those predicted by 
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Figure 3.1: Comparison of a subset of star count profiles of Elson, Fall, and Freeman 
(1987) for NGC 1866 with the normalized surface density profile predicted by our 
modified Jaffe model. Star counts from different plates are normalized by eye and 
the symbols are the same as those used by Elson et al . . The solid line shows the 
run of Equation 3. 7 with a = 0.28' and , = 2.55. The dashed line is our Jaffe 
model with the half-light radius set to the value of 1.05' found by Elson et al. for 
NGC 1866. 
King models, whose velocity distribution is everywhere isotropic. On the other 
hand, numerical simulations show that, regardless of initial conditions, globular 
clusters soon develop a .. core-halo" structure in which the velocity distribution 
is isotropic in the core but becomes predominantly radial in the outskirts. The 
"radial halo" develops as a result of two-body encounters in the core which leave 
pericenter distances essentially unaffected but greatly increase particle apocenter 
distances. These particles gradually outnumber the particles initially resident at 
large radii and give rise to a highly anisotropic velocity distribution at large radii. 
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However, it is not clear whether such a distribution will be maintained in the face of 
outside influences. Analytic studies show that clusters subjected to rapidly varying 
tidal forces and/or compressive shocks due to passage through the Galactic disk 
will suffer significant heating and stellar orbits at large radii may be substantially 
randomized. Nevertheless, high quality data suggest that velocity distributions in 
at least some clusters do become increasingly anisotropic at large radii ( Gunn and 
Griffin 1979; Cudworth and Monet 1979). 
In constructing our initial model, we make use of a modified code kindly pro-
vided by M. Balcells (Balcells and Quinn 1990). We first distribute either 32768 
or 65536 equal-mass particles (i.e. 215 and 216 , hereafter referred to as our 32k 
and 64k models, respectively) in space according to Equation 3.6. In view of the 
core-softening, Equation 3.8 overestimates the velocity dispersion expected in the 
core. We determine ar(r) by integrating the Jean's equation for isotropic , spherical 
systems 
d(pa;) d4>(r) 
=-p--dr dr (3.9) 
where 4>(r) is the softened potential deter~ined directly from the particle distribu-
tion. We assign radial and tangential velocities from Gaussian deviates of a r ( r) on 
the condition that all particles be bound. Tangential velocities are assigned with 
random orientations; no net rotation is imposed on the cluster. For computational 
convenience, we choose our model units such that G = 1, one mass unit is equiva-
lent to 106 M0 , and the length unit corresponds to 500pc. One model unit of time 
thus corresponds to 5.26x 1015 sec= l.67x 108 years. In these units rh == 0.03, the 
central velocity dispersion is 1.5, and the half-mass crossing time tel == 0.07. 
2 
Preliminary computations showed our initial model to be slightly out of equi-
librium, becoming somewhat elliptical after a few crossing times. Consequently, we 
allowed the model to relax to an equilibrium configuration and then randomized 
the orbit orientations to re-establish sphericity. In so doing, the magnitudes of the 
radial and tangential velocities of individual particles were left unaltered; only the 
position angles of the orbital apocenters were randomized. Further evolution of the 
model showed no tendencies to depart from sphericity. The only consequence of 
import concerning this procedure is that the final velocity dispersion ellipsoids are 
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Figure 3.2: Anisotropy as a function of radius for our isolated model. Filled circles 
denote j3 after orbit randomization, and open circles represent values determined 
after ~ 20000 updates. Each point represents rv 8000 particles. 
not spherical at all radii, and particles at large radii show a moderate preference 
for radial orbits. In Figure 3.2 we show the run of the anisotropy parameter 
ai /3=1--
o-2 
r 
, (3.10) 
for our initial model both immediately after randomization, and after 20000 up-
dates. There is little change in the form of the profile, and our model as a whole is 
somewhat less biased towards radial orbits than are the anisotropic cases studied 
by Oh, Lin, and Arseth (1992) and Oh and Lin (1992). Given our incomplete un-
derstanding of the forces at work and the velocity distribution we might expect in 
real globular clusters, we regard the anisotropy profile in Figure 3.2 to be as valid 
as any of the velocity distributions which have been studied in the literature. 
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3.3.1 The Model Galactic Potential. 
Our numerical experiments are aimed, in the first instance, at understanding the 
t idal evolution of globular clusters orbiting within the halo of our Galaxy. The 
ro tation curve of the Galaxy has been shown to be relatively flat and possibly rising 
out to at least 20 kpc (Blitz 1979). The velocity dispersions of distant globular 
clusters and dwarf galaxies (Hartwick and Sargent 1978) also indicate that the 
mass distribution of the Galaxy is unlikely to be Keplerian within the ·range of 
radii considered here. A flat rotation curve is suggestive of a density profile which 
is proportional R-2 . Hence we model the mass distribution of the Galaxy as an 
isothermal sphere, for which 
<I>(R) = 41rGpoR~ ln(R/ Rmax) (3.11) 
and p0 R5 = 450 is chosen to give a ( radially constant) circular speed of 220 km/ s. 
Rmax is an arbitrary cutoff radius used to set an upper limit on the total mass_ of 
the galaxy. The form of this potential is unlikely to be a valid representation at 
small R, but the cluster orbits with which we are concerned are confined to R >2.5 
kpc. The initial mass of our model cluster was chosen to be 1 x 105 M0 , giving a 
Galaxy/ cluster mass ratio of rv 1 x 106 • While our model cluster is consequently 
less massive than the average mass determined for Galactic globular _s: lusters, the 
individual particle masses correspond more closely to those of actual stars. 
A realistic description of the Galactic mass distribution should also include the 
disk. Ostriker et al. (1972) have shown that globular clusters undergo compressive 
shocks during each passage through the disk, and that these shocks will lead to 
heating of the orbits far from the cluster core. We do not consider the effects of 
the disk in the present study. We discuss the probable consequences of a disk on 
our results in Section 3.4. 
The initial model was constructed with a limiting radius somewhat larger than 
the computed value of rt for all galactic orbits considered here. To insure that the 
initial truncation of our model cluster is not so violent as to significantly modify 
the structure of the cluster, we have evolved the relaxed, randomized cluster along 
a circular orbit of comparatively large radius for approximately rv 3000 updates. 
_ This model is subsequently moved to the apogalactic points of the several different 
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galactic orbits we wish to consider. This procedure has the effect of turning the 
tidal field on slowly and allowing the cluster to come to equilibrium more gradually. 
From a computational perspective, the simplest approach to computing all rel-
evant forces would be to remain in an inertial frame with the Galactic center at the 
origin. However, given the length scales involved and the fact that we are limited 
by finite machine precision (all computations are carried out in single precision), 
this straightforward approach would effectively rob us of 2 orders of precision , a 
loss which would significantly compromise accuracy in integrating particle orbits 
near the cluster center. To avoid this problem we use the cluster coordinates as a 
guiding center. After each update, we determine the coordinates of the center of 
mass of the cluster and then translate both the cluster and the galactic center so 
that the cluster center of mass is once again at the origin. Our reference frame is 
thus comoving, but not rotating. 
Since most N-body simulations use far fewer particles than actually exist in the 
systems being studied, the effective masses of the particles are accordingly greater. 
To avoid the very strong deflections which would result from close encounters of 
such particles , the Newtonian potential of a point mass is commonly softened such 
that 
<I>=_ Gm 
(r2 + t:2)1/2 (3.12) 
where t: is termed the softening length. While the particle masses we assign are not 
very different from those we would expect of stars in globular clusters, orbit inte-
gration using a finite time step can still result in overly strong deflections during 
close encounters. Following Hernquist (1987) we choose t: to be the mean interpar-
ticle separation within the radius initially containing half the cluster mass. Thus 
we set t:/rh = 0.04 for all 64k models. 
3.4 Modelling Results 
The 64k models run on the Touchstone Delta (TD) were evolved using a fixed time 
step 8t/tcl = 0.007 throughout. A total of ,.,.,,20000 updates were computed for each 
2 
of 7 eccentric galactic orbits of different perigalactica. Galactic orbits were confined 
to the x - y plane throughout. In addition, our initial 32k and 64k models were 
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Table 3.1: Model Orbit Parameters 
Model ID N Rp Ra rt/rh 
(kpc) (kpc) 
64isol 65536 
32isol 32768 
64eoa 65536 2.5 10 1.5 10.9 
64eob 65536 3.75 15 2.0 16.4 
64eoc 65536 5.0 20 2.4 21. 7 
64eod 65536 6.25 25 2.8 27.3 
64eoe 65536 7.5 30 3.1 32.7 
64eof 65536 8.75 35 3.5 38.1 
64eog 65536 10.0 40 3.8 43.6 
evolved in isolation for a similar number of updates as control models to enable us to 
identify and separate the effects of integration errors ( "numerical diffusion") from 
cluster evolution ("physical diffusion"). Every 50th update was dumped to disk 
and subsequently recorded on exabyte tapes. We summarize relevant information 
concerning these runs in Table 3.1. Also indicated are values of rt computed from 
Equation 3.2 using the initial mass of the model cluster, and the orbital periods 
( P) in units of the tel. 
2 
Unfortunately, at the ti me of writing we have insufficient updates for several 
circular orbits we have considered to make analysis worthwhile. The optimum op-
erating mode of the TD is to run several different tasks of moderate cpu/memory 
requirements at once. Eccentric orbits were run in parallel as a group with 8 differ-
ent sets of parameters, and circular orbits were run as another group. In retrospect, 
it would have been more profitable in the short term to run both eccentric and cir-
cular orbits in the same group and thus develop an initial understanding based 
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on a larger volume of parameter space. However, the results we discuss below are 
relevant in their own right and we are confident that further work on our circular 
orbits will not substantially alter our conclusions. 
3.4.1 Diffusion time scales. 
In Figure 3.3 we show the run with time of the radii containing different mass 
fractions of our isolated, 64k model. Very little change is evident, indicating the 
stability of the model in the absence of external influences. Energy is conserved 
to within 1 % RMS between dumps, and there is no apparent drift over longer 
time scales. However, these results are not in themselves sufficiently sensitive to . 
demonstrate the reliability of our results. The rate of repopulation of the tidally-
stripped region of a cluster is sensitive to the rate of at which particles diffuse 
outwards as a result of encounters. We need to know the relative contributions 
of numerical inaccuracies, physical two-body relaxation, and the tidal fields to the 
total particle diffusion rate. Our model updates are necessarily computed using 
a finite time step, and this will lead to orbit integration errors which manifest 
themselves in an apparent diffusion of particles through phase space. If this excess 
diffusion is much less than that expected from physical relaxation processes, then 
we may be confident that our experiments reflect processes which are relevant to 
the real world. 
The use of single-precision computations has the potential for introducing 
round-off errors which could contribute to the energy diffusion of particles. To 
test this possibility, we have evolved our relaxed, 32k model in isolation with a 
parallel PP code ( developed and kindly provided by P. Quinn) using both single 
and double precision. Single precision computations were carried out on the 16k-
processor Thinking Machines Connection Machine 2 at the Australian National 
University, and double precision computations were run on a similar machine with 
64-bit processors at the Advanced Computing Laboratory, Los Alamos, New Mex-
ico. In Figure 3.4 we show the growth in the RMS ~E / Ea with time for particles 
in the core of initially identical, isolated models situated at the origin, and at 
R = 3000rh (50 kpc), respectively. The RMS change in energy for the model at 
large R clearly shows excess diffusion due to round-off errors. On the other hand, 
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the computations carried out with the cluster at the origin reveal that energy dif-
fusion due to single-precision,· round-off errors is entirely negligible. Hence we are 
justified in the use of both single-precision and a comoving reference frame for the 
simulations we presently describe. 
Two-body encounters in the cluster will lead to exchanges of energy between 
particles and the gradual diffusing of particles through energy space. During a 
single encounter, the change in the energy of a particle with speed v is given by 
(3.13) 
where v11 and v 1. refer to the velocity components parallel and perpendicular to 
the particle's direction of motion. Squaring Equation 3.13 and retaining only the 
dominant term, we have 
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evolved using both single and double precision computations. The dashed line 
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precision at a distance of 3000rh (50 kpc) from the origin. 
(3.14) 
Integrating over all possible impact parameters (for a full derivation, see Spitzer 
1987), the mean value of ( tlE) 2 per unit time ( the energy diffusion coefficient) is 
where 
g( v) = j f ( v 1) I v - v f I dv f 
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(3.15) 
(3.16) 
and 
(3.17) 
The variables v f and m f are the velocities and masses of the field particles through 
which our test particle is moving, and the integral in Equation 3.16 is over all 
velocities allowed by the velocity distribution function, J( v ). The variables Pmax 
and Po specify the maximum and minimum impact parameters appropriate to the 
spatial distribution of particles. In our case, ln(Pmax/Po) '.::::'. 10.2. If the velocity 
distribution is both isotropic and Maxwellian, then integrating Equation 3.16 we 
have 
where 
( 
e, f(x) 2 xe-x2 ) ((~E)2) = vn1I' -x ~ 
V 
x- --
Vmj 
(3.18) 
(3.19) 
and Vmf and n f are the RMS 3-dimensional velocity and number density of the 
field stars. 
From Figure 3.2 it is evident that the velocity distribution in our model is least 
anisotropic within , rv 0.015. In Figure 3.5 we show the velocity distribution func-
tion of particles within this radius for both the 32k and 64k models. Evidently the 
velocity distributions are reasonably similar and approximately Maxwellian. The 
excess numbers of particles on highly eccentric orbits cause the RMS, 3-dimensional 
velocities to be skewed towards higher values than the low-velocity distribution 
would suggest. 
A particle passing through a field of particles of density n 1 and mean square 
velocity v?n1 for a time interval ~t will on average suffer an energy change 
(3.20) 
In Figure 3.6 we show the growth over time in the RMS change in the relative 
binding energy for particles with initial radii , < 0.015 in both our 32K and 
64K models. For each particle, we compute the relative difference between the 
binding energy at time t and its initial binding energy ( e.g. Hernquist and Barnes 
1990). The curves have slopes very near 1/2, as expected from the diffusion process 
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with the same RMS velocity as our 64k model, and the dashed line shows a similar 
profile for the 32k model. 
described by Equation 3.20. The relative energy differences at ~t/tcl = 100 for the 
2 
64k model are plotted against initial binding energy in Figure 3.7. It is interesting 
to note that tightly bound particles appear to gain binding energy over time. While 
this would be consistent with predicted core contraction , we will presently show 
that this is due primarily to -oftening of the particle potentials. 
Our 32k and 64k models were constructed and relaxed in a similar manner. If 
we assume that their spatial and velocity distributions are essentially identical to 
begin with , and if we further assume a velocity distribution which is both isotropic 
and Maxwellian then, in the absence of integration errors and other '4 non-physical" 
diffusion processes, Equation 3.18 would lead us to expect that 
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((~E64k)2) 
((~E32k)2) 
1 
2 (3.21) 
We expect integration errors to manifest themselves as an excess rate of energy 
diffusion. We can determine the "observed" values of ((~E64k) 2)/((~£32k) 2) as a 
function of radius by computing the actual energy changes of individual particles 
and dividing by the time spent in different density regimes. Relatively infrequent 
data dumps (made necessary by the sheer volume of generated data) mean that par-
ticle orbits are rather sparsely sampled in the core region of the cluster. Observed 
energy changes will generally have little to do with the radii at which particles are 
sampled. Hence we must determine the regions of the cluster accessible to each 
particle based on the energy and angular momentum at any instant. For each data 
dump, we determine the pericenter distances of particle orbits using 
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2 
(dr) 2 £2 - =2(E-<P(r))--=0 dt r 2 (3.22) 
We divide our clusters into eight concentric shells containing approximately equal 
numbers of particles. Given the dependence of ((6E)2) on n and v, we make the 
simplifying assumption that the encounters which induce the energy changes ap-
parent from one update to the next take place in the shell containing the pericenter 
of each particle's orbit. vVhile Equation 3.18 predicts that high velocity particles 
( which are most abundant at small radii) will experience smaller energy changes , 
the density gradient wins over the velocity gradient and large 6E encounters will 
most often occur at small radii. We compute the amount of time actually spent in 
the pericenter shell , 6tp, by integrating particle orbits backwards. For each shell , 
we sum ( 6£)2 / 6tp over all particles with pericenters within that shell. We repeat 
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the corresponding run for our 32k model. 
this for successive pairs of updates and average the results for each shell. The 
resulting values of log( ( l!:lE) 2 ) are shown in Figure 3.8. The plotted uncertainties 
reflect the RMS scatter in the observed values of ( ( t!:lE)2) for successive pairs of 
updates. Also shown are the values of ( ( l!:lE)2) predicted by Equation 3.18 based 
on the actual density and velocity dispersion in each shell. 
The decline with decreasing radius in the observed diffusion rates relative to 
those predicted by Equation 3.18 is primarily a consequence of the force-softening 
parameter, t:, which has the effect of suppressing large t!:lE encounters. In Figure 
3.9 we show the ratio in the observed values of ((l!:lE)2) for our 64k and 32k models. 
Beyond the radii in which encounters are strongly affected by force-softening, the 
observed ratios are consistent with what we would expect from Equations 3.18 and 
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3.21 with due regard for the differences in density and velocity dispersion. 
The results above suggest that our models do not suffer significantly from excess 
diffusion due to numerical effects. Indeed, Figure 3.8 shows that diffusion is actually 
suppressed in the core where encounters would normally be most important. What 
then is the net effect as far as the diffusion of particles into the region affected by 
tidal forces is concerned? A commonly used measure of the relative importance of 
collisional processes is the half-mass relaxation time 
N l/2 3/2 rh 
trh = 0.138ml/2Ql/21 (3.23) 
(Spitzer 1987) , where :V denotes the total number of particles in the cluster. For 
our 64k model we find trh/ tc!. ~ 230. A roughly analogous quantity which we can 2 
determine using computed values of (( ~E)2) is 
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El tE = ----( ( tlE)2) (3.24) 
( Chandrasekhar 1942), where Ek is taken to be the mean kinetic energy of all 
particles in the cluster and ( ( tlE)2 ) is determined from all particles with pericenters 
at r < rh. From the rv 50000 particles in our 64k model with the prescribed orbits, 
we find tE/tcl ::::'. 260 ± 30. Given our assumptions concerning the form of the 2 
velocity distribution and the effects of force-softening, the similarity between tE 
and trh is clearly somewhat fortuitous. Nonetheless, such gratifying agreement 
serves to further reassure us that diffusion in our model is, on average, consistent 
with what we would expect from a real globular cluster with a similar distribution 
function. 
3.4.2 Response of the Cluster to Truncation. 
In a simple picture wherein all particles beyond rt are removed at once, we would 
expect that the outer parts of the cluster would respond to the sudden loss of 
mass by expanding into the stripped region. This repopulation has the potential 
for increasing the total mass lost over many orbits. To examine this effect in the 
absence of competing influences , we have evolved our initial model in isolation 
after removing particles at large radii or with low binding energies. In Figure 3.10 
we show the evolution in the volume density profile after removing all particles 
with r > 3rh. The actual number of particles removed is 12098, corresponding 
to 18% of the cluster's mass. The stripped region is refilled quite quickly after 
truncation and the density profile at t/tcl = 13 ( corresponding to approximately 
2 
one orbit for model 64eoa) is not unlike the initial (untruncated) density profile in 
form. Repopulation of the st ripped region is effected primarily by halo particles 
which happened to lie inside the stripping radius at the time of truncation. This is 
evident in Figure 3.11, where we plot the radii within which are contained various 
mass fractions as a function of time. The time scale and relative delay in the initial 
expansion of the cluster at successively larger radii is directly related to the orbital 
velocities of the particles. After a time corresponding to one orbit of model 64eoa, 
a total of 3650 particles have repopulated the stripped region , corresponding to 
30% of the number originally removed. 
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after being stripped of all particles with r > 3rh. Times are indicated in units of 
the half mass crossing time, and the dashed line corresponds to the density profile 
before truncation. 
For many orbits of interest, the total ~v imparted by" the tidal field occurs 
over an interval corresponding to several crossing times. Hence we would not 
expect particles to be removed based solely on their coordinates at the instant of 
perigalactic passage. Figure 3.12 shows a sequence of density profiles for a model 
initially stripped of all particles with binding energy E > - l. 1. This corresponds 
to an apocenter distance of 2rh for particles on perfectly radial orbits , and the total 
number of particles removed (20046) constitutes 30% of the cluster 's mass. The 
cluster response is very much slower in this case, driven initially by revirialization 
of the cluster and subsequently by energy diffusion of particles. Even after a time 
interval corresponding to four orbits of model 64eoa, the density profile appears 
highly truncated. In Figure 3.13 we show the evolution of radii containing various 
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radially truncated, isolated 64k model. 
mass fractions. The outer envelope puffs up simultaneously over a range of radii 
as particles take advantage of the sudden reduction in the attractive force of the 
cluster. The subsequent oscillation as the cluster struggles to virialize itself is 
gradually damped out by orbital phase mixing. After a time corresponding to one 
orbit of model 64eoa, only 1670 particles find themselves with r > 2rh, For a single 
orbit of model 64eoc, this number increases to 1970. 
3.4.3 Results for Orbiting Models. 
In this section we concern ourselves primarily with the results for models 64eoa 
and 64eoc. Model 64eoa is interesting in that it has completed the largest number 
of orbits in the strongest tidal field. This model has lost ~ 65% of its mass over 15 
galactic orbits and it is possible that continued simulations will eventually lead to 
its complete dissolution. The evolution in the structure and dynamics of the model 
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will in any event enable us to characterize the dominant forces at work and to 
put constraints on the survival statistics of globular clusters. Model 64eoc is on an 
orbit we might reasonably expect of the globular clusters we discuss in the following 
chapter, though it hasn't yet completed a sufficient number of orbits to justify 
direct comparison. The simulations have in general not progressed far enough to 
permit comparisons between models with a view towards determining equilibrium 
structure as a function of orbital characteristics. Hence we defer discussion of 
our remaining models until such time as our models have evolved for a reasonable 
fraction of a Hubble time. 
In Figure 3.14 we show density and surface density profiles for models 64eoa 
and 64eoc. The density profiles are for the final four galactic orbits of each cluster, 
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and are shown both at perigalacticon and apogalacticon. Surface densities are 
projected in a reference frame which is rotating with the cluster's orbit and in 
which the center of galaxy is situated along the -x axis. Thus, the surface density 
profile shown for the x - z plane would be appropriate to a viewer situated at 
the galactocentric radius of the cluster and looking along the orbital path. The 
indicated values of rt are computed based on the shape of the orbit and the initial 
mass of the cluster. Also shown is the profile for our model cluster at t = 0, the 
time at which the cluster is pulled from its large-radius, circular orbit and placed 
in the orbit of interest . The model has already been somewhat tidally distorted at 
this point, giving rise to the feature apparent at r > 0.5. The profiles show the 
expected diminution beyond rt due to the removal of particles by the tidal field. 
Quite striking are the apparent , phase-dependent , shallow-gradient wings which 
develop some distance from t he cluster. Wings in the density distributions have 
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also been found by Oh and Lin (1992) for models with relatively short relaxation 
times and/or anisotropic velocity distributions, but their statistics are poor and 
the profiles do not extend far enough to show the phase dependence. Their wings 
largely vanish after l"V 30 orbits and are presumably caused by particles in the 
process of leaving the cluster. 
In Figure 3.15 we show selected snapshots of our model 64eoa projected onto 
the orbit plane. The most obvious feature is the development of tidal tails which 
eventually extend almost completely around the galaxy. These tails are responsible 
for the outer portions of the wings in Figure 3.14 and explain the apparent orbital 
phase dependence of the wings. In approaching apogalacticon, particles gain po-
tential energy at the expense of orbital velocity. The cluster catches up with the 
leading tail, while the trailing tail catches up with the cluster. The mean density 
of stripped particles surrounding the cluster increases accordingly and gives rise 
to a reduced gradient in the one-dimensional density profile. Conversely, as the 
cluster drops towards perigalacticon, the tidal tails become very extended, and the 
gradient in the density profile steepens. 
If we consider the simple case wherein particles are assumed to be stripped at a 
uniform rate, we expect= the density of the tidal tail along any point in the orbit to 
be proportional to v- 1 , where V is orbital velocity at that point. For model 64eoa, 
Rp/ Ra = 0.25, and conservation of angular momentum requires that Vperi = 4 Vapo· 
Hence we would expect the density of the tidal tails to vary by a factor of l"V4 from 
one orbital extreme to the other. This is approximately the case in Figure 3.14 for 
the outermost points, though the agreement is probably fortuitous since deviations 
would be expected this close to the cluster in view of the episodic nature of the 
stripping process. 
In Figures 3.16 and 3.17 we show the orbital evolution in the projected distri-
butions of particles immediately surrounding model 64eoa. The reference frame is 
rotating with the cluster at the origin and the center of the galaxy along the -x 
axis. The circles indicate the center of mass of the cluster and in Figure 3.17 have 
radius it ( which is not to imply that the saddle points in the net potential field are 
circular in cross-section - see Spitzer 1987, p. 103). Many particles lying beyond it 
have not yet moved away from the cluster and joined the tidal tails. These particles 
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and those that follow remain in the vicinity of t he cluster for a considerable length 
of t ime. Such halos have also been found by Keenan and Innanen ( 1975), Allen 
and Richstone (1988), and Oh and Lin (1992), particularly for clusters on eccent ric 
orbi ts . 
The t idal t ails near the cluster show considerable structure. The filamen ts ex-
tending outwards from the bulk of the tidal tails are most apparent near apogalac-
t icon and are the result of previous perigalactic stripping episodes. This is simply 
a consequence of the maximum gradient in the tidal field , which lies along the 
line connecting the cluster and the galactic center. Particles which are stripped 
will acquire some ( relatively large) ~ v away from the cluster whose direction in 
an inertial reference frame will depend on the the position angle of the cluster at 
perigalacticon. Particles removed in the course of a particular galactic orbit will 
acquire a common orbit shape discrete from those of previous stripping episodes . 
Small differences in the angular momenta of individual particles lead to the gradual 
disruption and orbital phase mixing of the filaments and the creation of wide, fairly 
homogeneous tidal tails within a few orbits. 
In Figure 3.18 we show the trajectory of a particle after being stripped from 
the cluster. The orbital path is typical of particles which escape the cluster. The 
orbit is shown both in a comoving, non-rotating frame and in a rotating reference 
frame with the galaxy along the - x axis. Perigalactic and apogalactic passages are 
indicated by filled and open circles , respectively. The effect of the particle's angular 
momentum about the galactic center ·is apparent in the oscillation of the particle 
between large and small di stances from the cluster. In the rotating reference frame , 
the particle appears to follow epicyclic orbits with periods equal to the galactic 
orbital period, spending rather more time near the cluster than further away, but 
moving gradually away to become part of the tidal tails. 
In Figures 3.19 and 3. 20 we show the velocity dispersion profiles at two points 
during the final orbits of models 64eoa and 64eoc. Quite striking is the change with 
orbital phase in the radius at whi ch the velocity dispersion has its minimum value. 
Near perigalacticon the posit ion of the minimum corresponds approximately to rt. 
The minimum velocity dis persion subsequently decreases and migrates outwards as 
the cluster climbs towards apogalacticon. Just after apogalacticon , the minimum 
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occurs at roughly 2rt, Particle motions beyond the m1n1ma are predominantly 
tangential with respect to the cluster at perigalacticon. At apogalacticon they 
are primarily radial out to ,....., lOrt, beyond which their galactic orbital velocities 
contain an ever increasing tangential component. These profiles are qualitatively 
similar to the results of Allen and Richstone (1988). It is interesting to note that 
the predominance of tangential motions noted in our profiles near perigalacticon is 
also evident in their models on circular orbits. 
In Figure 3.21 we show the density profile of model 64eoa at each dump through 
the sixth perigalactic passage. The density at r > 2rt shows an increase due to both 
the gradual movement of particles away from the cluster and the contraction of the 
tidal tails after perigalacticon. However, the density profile does not show a rapid 
truncation of the sort we have applied in Section 3.4.2. Evidently the process of 
tidal removal of particles is a rather inefficient one. On the other hand , the number 
of particles removed over time is approximately what we expect based on the energy 
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Figure 3.19: Velocity dispersion profile shortly after apogalacticon and shortly 
after perigalacticon for model 64eoa. Open squares indicate the radial velocity 
dispersion, open circles show the tangential velocity dispersion (divided by /2), 
and the filled circles show the 3-dimensional velocity dispersion. 
distribution in our initial model. For model 64eoa, rt/rh = 1.5 initially, and 68% of 
the particles in the initial model have energies which exceed the energy Ert required 
to just reach Tt on a radial orbit. In fact, 65% of the particles in model 64eoa find 
themselves with r > rt after 14 galactic orbits. Similarly for model 64eoc, 42% of 
particles initially have energies in excess of Ert and 35% are actually lost over 6 
galactic orbits. Binding energy does indeed appear to be most important criterion 
in determining whether particles are eventually stripped (Keenan 19816 ). 
What fraction of particles with appropriate energies are removed during any one 
perigalactic passage? In Figure 3.22 we show the fraction of particles with E > 0 
as a function of time for models 64eoa and 64eoc. The binding energy is somewhat 
loosely defined in that we compute E purely with respect to the cluster and ignore 
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Figure 3.20: Velocity dispersion profile shortly after apogalacticon and shortly after 
perigalacticon for model 64eoc. Symbols are as in Figure 3.19. 
the potential field of the galaxy. However, we shall presently show that the energies 
of stripped particles become positive quite quickly, so that using E = 0 as a cutoff 
will at worst cause a slight phase shift in the fractional losses plotted in Figure 3.22. 
The open symbols in Figure 3.22 show the fraction of particles expected to have 
been lost if all particles with E > Ert are removed during each orbit. The value of 
Ert becomes more negative with time by virtue of the gradually diminishing mass 
of the cluster and the consequent reduction in Tt, In view of the results of Sections 
3.4.1 and 3.4.2 we ignore the contribution of two-body encounters to the number 
of particles with E > Er1 • 
If we assume, in the first instance, that ( i) the energy distribution of particles 
in the cluster does not change appreciably with time and ( ii) that a fixed fraction , 
J, of all particles with E > Er 1 are actually stripped during each orbit , we should 
in principle be able to estimate the total number of particles lost after any number 
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of orbits. We write for the number of particles stripped during the fir st orbit 
(3.25) 
where Nso is a constant which we identify with the number of par t icles effecti vely 
unbound at orbit insertion , a.nd rn is the initial tidal radius of t he cluster. For t he 
second orbit 
(3. 26) 
and so on , so that for the nth orbit we have 
n n - j +l 
Nsn = Nsu( l - f f - I)N(E > Ercn) L (- ff] (3.27) 
j ::l i ::1 
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We compute Nsn numerically for the initial energy distribution of particles in 
model 64isol. The constants J and Nso are set to give reasonable fi t s and the 
results are shown as filled symbols in Figure 3.22. For model 64eoa, we have set 
J = 0.3 and Nso = 8000, while for model 64eoc J = 0.25 and Nso = 2000 . The 
fits are surprisingly good given our complete disregard of the detailed processes 
at work. The effects of these processes evidently conspire to bring about t he re-
moval of particles based largely on initial binding energy. The values of f do not 
directly measure stripping efficiency since the energy distributions of particles in 
our orbiting models do not remain fixed. Rather they serve to quantify t he rate 
at which clusters reach their equilibrium configurations. We must also emphasize 
that Equation 3.27 is not very sensitive to the value of it and hence is not useful 
for determining its "correct" value. 
Based both on the values of J determined above and the density profiles in 
Figure 3.14, it seems that the process of removing particles from the region beyond 
it is a slow one. In Figure 3.23 we show the evolution in the density of part"icles 
beyond it at apogalacticon for three of our models. The general form of the decrease 
does not appear to depend strongly on the strength of the tidal field over the span 
of orbits common to all three models. The rate of decrease in log density for model 
64eoa is reduced after the first five orbits, and appears to become almost linear 
with time thereafter. If the decline were to continue in this manner , then we would 
expect the density to reach 1 % of its initial value after f"V 20 orbits , and 0.1 % in 
f"V 35 orbits. If we regard the particles beyond it to be transitory with a density 
determined by the instantaneous stripping rate, then we may use Equation 3.27 to 
determine the number of orbits required to reduce the stripping rate to l % or 0.1 % 
of its initial value. Using the energy distribution in model 64isol, we find values 
of 19 and 32 orbits, respectively. While this is in approximate agreement with the 
results of Oh and Lin ( 1992) for their high-diffusion and/ or anisotropic models , it 
is clearly dangerous to place much faith in such predictions based on t he data we 
have available. Tidal shocking, torquing of particle orbits , and 2-body encounters 
will presumably set a lower limit on the number of particles crossing rt during each 
orbit and we would expect the extra-tidal density in Figure 3.23 to asy mptot ically 
approach some small value over many more orbits. 
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Figure 3.22: Fraction of cluster mass lost over time. Times are given in terms of 
the orbital periods for each of our models, and the solid and dashed lines show 
the fractions of particles with E > 0 for models 64eoa and 64eoc, respectively. 
Open circles and open squares show the expected rate of mass loss if models are 
completely stripped of all particles with E > Ere. The filled symbols show the 
mass loss rate if only 0.3 (64eoa) or 0.26 (64eoc) of these particles are lost during 
each orbit. 
Keenan (1981 b) has suggested that the tidal field is inefficient in isotropizing 
a velocity distribution which is initially anisotropic. In Figure 3.24 we show the 
evolution in the anisotropy parameter /3 (Equation 3.10) with time for models 
64eoa and 64eoc. The value of /3 is computed from all particles in each dump 
with rh < r < rt, We find that tidal torquing and the consequent loss of particles 
on radial orbits can bring about a strong tangential component in the velocity 
dispersion from a distribution which was initially biased towards radial orbits ( cf. 
Figure 3.2). The fact that /3 becomes negative for model 64eoa indicates that the 
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dominant mechanism is tidal torquing, as opposed to tidal shocking, which to first 
order would be expected to isotropize the orbits. 
The stability of various types of stellar orbits against tidal removal has been 
studied by several investigators (Jeffreys 1974, 1976; Keenan 1981a,b; Seitzer 1983; 
McGlynn and Borne 1991) and the consensus is that particles on radial and circular-
prograde orbits are least stable. Prograde orbits are defined as having angular 
momentum component Jz of the same sign as of the orbital angular momentum of 
the cluster. Particles on circular, retrograde orbits are least likely to be stripped 
owing to the fact that they spend somewhat less time in the region where the 
tidal field is strongest. In Figures 3.25 and 3.26 we show the angular momenta and 
binding energies per unit mass of particles destined to be removed within one orbit. 
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Figure 3.24: Anisotropy as a function of time for models 64eoa ( solid line) and 
64eoc ( dashed line). The anisotropy parameter is computed from Equation 3.10 
for all particles with rh < r < Tt. 
More precisely, we choose particles which have E < 0 at one apogalacticon and 
E > 0 during the subsequent apogalacticon. The angular momenta shown have 
magnitude J = ( J; + J; + J;) 1/ 2 and the sign of the Jz component to distinguish 
prograde and retrograde orbits, respectively. The obvious feature of this diagram is 
that particles on prograde (positive Jz), circular orbits are most prone to removal, 
as expected. It is also apparent that there exists an upper energy limit beyond 
which all particles are removed, but that below this limit the stripping probability 
depends on energy, angular momentum, and possibly the coordinates of the particle 
during perigalactic passage ( Keenan 1981 b). 
In Figure 3.27 we show the relative fraction of particles with prograde orbits 
as a function of radius. Particles within the core appear to be equally likely to 
orbit in a prograde or retrograde sense. Particles near the half mass radius and 
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Figure 3.25: Energy and angular momentum per unit mass for particles lost during 
orbit 12 of model 64eoa. The horizontal limits of the distribution are defined by 
circular orbits. 
beyond are influenced by tidal torquing ·and the number of particles on prograde 
orbits gradually outnumber those on retrograde orbits. There appears to be little 
dependence on orbital phase. These results qualitatively agree with the findings of 
Oh and Lin (1992). 
Given the susceptibility of prograde orbits to tidal stripping, one might suppose 
that the resulting depletion of particles on such orbits will leave the cluster with 
a net retrograde rotation (Keenan 19816). McGlynn (1990) and i\1cGlynn and 
Borne ( 1991) showed that this was not necessarily the case, and that tidal torquing 
could induce a net prograde rotation of the cluster. In Figure 3.28 we show the 
time evolution of both the rnean z-component of angular momentum per unit mass 
for particles with rh < r < Tt, and the relative fraction of particles on prograde 
orbits. The value of (Jz) evidently becomes increasingly positive (prograde) with 
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Figure 3.26: As in Figure 3.25, but for orbit 6 of model 64eoc. 
each orbit, achieving an approximate equilibrium value after the 5th orbit. Near 
perigalactica both ( lz) and the fraction of particles on prograde orbits rises dra-
matically and then falls rather more slowly. We attribute the gradual increase 
in ( lz) to particles of initially low lz being swung into prograde orbits by tidal 
torquing. The peaks at perigalactica are due to particles near the tidal boundary 
gaining angular momentum from the tidal field and being flung out of the cluster 
with large velocities. 
Figure 3.28 suggests that tidal torquing can have a significant influence on 
cluster evolution, both in terms of establishing a net rotation and in accelerating 
the rate of tidal stripping. It is interesting that the relative number of prograde 
orbits and the mean angular momentum per particle for model 64eoc is greater for 
a given orbit number than for model 64eoa. Since the torque on a particle is, to 
first order, proportional to the strength of the tidal field, we might have expected 
to find the opposite case. However, as we shall presently show, tidal torquing 
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model 64eoc. The corresponding values of Tt are computed using the initial mass 
of the cluster. 
takes place at all points along the orbit, whereas tidal stripping occurs primarily 
at perigalacticon. The final proportions of prograde orbits for models 64eoa and 
64eoc, which have evolved for the same lengths of time, are very similar. This 
largely reflects the number of orbits initially available for torquing ( e.g. those with 
low Jz). The higher value of ( Jz) for model 64eoc is simply a consequence of the 
larger mass and tidal radius of this model. For particles on circular orbits at Tt of 
the respective models, the ratio of the angular momenta will be 
(3.28) 
where the subscripts a and c denote parameters appropriate to models 64eoa and 
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a circular orbit at the half mass radius. The solid and dashed lines correspond to 
models 64eoa and 64eoc, respectively. 
64eoc, respectively. Using the final masses for these models (see Figure 3.22) , we 
find the ratio in the maximum permitted angular momenta l e/ la = 1. 7, which is 
in good agreement with the observed ratio in Figure 3.28. 
What is the self-consistent response of the cluster to continued tidal stripping? 
In Figure 3.29 we show the evolution in the radii containing various mass fractions 
of model 64eoa. Evidently the cluster expands at all radii in response to the 
reduction in the potential gradient. Since the number of particles stripped during 
any given orbit is relatively small, there is little tendency for the cluster to pulsate 
as in Figure 3.13. The cluster is compressed slightly and then released as it passes 
through perigalacticon. This is a consequence of the cluster 's finite size and the 
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64eoa. 
angular variation in the maximum gradient in the tidal field. The compression is in 
the plane perpendicular to the line connecting the cluster and the galactic center. 
There is also a tendency for the core of the cluster to expand near apogalacticon. 
We attribute this to the softened particle potentials and the apparent influx of 
particles in the tidal tails. 
How does the rapidly changing strength and direction of the tidal field at peri-
galacticon affect particle angular momenta. In Figure 3.30 we show the run of 
(!1Jz)2/(!1J) 2 computed between successive data dumps for particles with,< T'h, 
For purely random deflections , we would expect this quantity to have a mean 
value of 1/3. Figure 3.30 shows that this is not generally the case. As we have 
seen in Figure 3.28 , tidal torquing continually alters the orbits of particles towards 
more positive values of Jz. The tidal torques exerted on particle orbits depend 
on the strength of the tidal field , the difference between the angular velocities of 
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the particles and the angular velocity of the cluster around the galaxy, and the 
instantaneous positions and orbital phases of the particles (McGlynn and Borne 
1991). For model 64eoa, the tidal field varies in strength by a factor of "'-' 50 from 
one orbital extreme to the other, but the angular velocities of particles near the 
half-mass radius are similar to that of the cluster at perigalacticon. Hence we may 
expect large variations in the degree of tidal torquing from one particle to the next. 
This may in fact be the driving mechanism which determines which particles are 
removed during a particular stripping episode. 
For model 64eoc, the troughs apparent at the perigalactica in Figure 3.30 are 
quite pronounced and actually extend below the expected value of 0.33. This is 
most likely due to a combination of effects including the turning off of tidal torquing 
for particles with angular velocities similar to that of the cluster 's orbital angular 
velocity, and the rapid change in the potential field which we associate with tidal 
shocking. 
The ultimate effects of cluster expansion, tidal shocking, and tidal torquing are 
to accelerate the rate of particle diffusion. We can estimate the relative diffusion 
rates in our orbiting and isolated models by, simply counting the number of particles 
still remaining within rh after a specified time interval. After t / tel = 100, our 
2 
isolated model has an average of 111 fewer particles remaining within rh than 
it had initially. Similarily, models 64eoa and 64eoc have 21363 and '2887 fewer 
particles remaining, respectively. This yields effective diffusion rates which are, 
respectively, 124 and 32 times larger under the influence of tidal fields than what 
we find for a cluster evolving in isolation. Following King ( 1962), the tidal force at 
perigalacticon in our adopted galactic potential ( see Equation 3.11 1s 
Ft ~ 41rGpoR5r [ ln a _ 1] R2 a 2 - 1 p (3.29) 
where again, a = Rp/ Ra. Thus the ratio in the magnitudes of the tidal forces 
acting on models 64eoa and 64eoc is ~ 4, which is in excellent agreement with the 
relative, effective diffusion rates for these two models. This is somewhat surprizing 
given that model 64eoc has completed less than half the number of orbits of model 
64eoa. The suggestion seems to be that the dominant diffusion mechanism is 
not impulsive shocking, but some process which operates more or less constantly 
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Figure 3.30: Mean square change between successive data dumps in the z compo-
nent of angular momentum relative to the mean square change in the total angular 
momentum. Only particles with r < rh are included. 
( e.g. tidal torquing). Clearly we need to extend our simulations over longer time 
scales and for a larger variety of orbits before we can establish to what extent the 
result above is fortuitous. 
Clusters passing through the disk of the Galaxy on inclined orbits undergo 
compressive gravitational shocks which lead to heating of the outer parts of the 
cluster (Ostriker et al. 1972). On the impulsive approximation, Spitzer (1987) 
defines the "shock heating time" 
3GMcPV2 
ish = 3 (3.30) 20gmrh 
where Pis the orbital period of the cluster, Vis the cluster 's velocity perpendicular 
to the disk , and 9m is the maximum vertical acceleration induced by t he disk . Well 
outside the disk, 9m rv 6 x 10-14 km/s. Inserting appropriate values for the other 
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variables, we find for our innermost orbit tsh/tcl ~ 1200. This is very much larger 
2 
than the half-mass relaxation time computed in Equation 3.23 , so that heating of 
the bulk of the stellar orbits by disk shocking is unimportant in terms of increasing 
the diffusion rate of stars within rh, The average change in energy per disk crossing 
as a function of z distance from the center of the cluster may be approximated by 
where 
f3 == 2wH 
V 
(3.31 ) 
(3.32) 
H represents the scale height of the disk, and w is the angular frequency of a 
particle's orbit in the cluster. Ignoring contributions from the thick disk, we set H 
== 300 pc (Mihalas and Binney 1981). For a particle in a circular orbit of radius 
3rh we have w ~ 12, and 6.E / E == 0.1. While this model involves a number 
of simplifying assumptions (Spitzer 1987), the energy changes expected from disk 
shocking are clearly significant in the outskirts of the cluster. 
Spitzer and Chevalier (1973) have carried out numerical simulations . of disk 
shocking for clusters with a single mass component. For cluster parameters similar 
to those used here, they find that the rate of escape from tidally limited clusters is 
increased several times over what would be expected from two body collisions alone. 
So in addition to randomizing the orbits at large radii ( with the corresponding 
consequences for orbital stability) the rate of repopulation of the tidally stripped 
region may be expected to increase several times over what we see in Figure 3.12. 
The results of Keenan (19816), Seitzer (1983) and Oh and Lin (1991) variously 
suggest that the limiting radii of globular clusters evolve towards a value which is 
similar to or somewhat less than the value of Tt computed from Equation 3.2. On 
the other hand, Allen and Richstone ( 1988) point out that for clusters which are not 
corotating with the orbit the classical mean field theory significantly overestimates 
the extent of tidal stripping. Unfortunately, our simulations have not progressed 
far enough to be able to make conclusions about the form of the surface density 
profile after a time corresponding to the age of the Galaxy. However , continual 
replenishment of the tidally stripped region by tidal shocking, combined with an 
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accelerated rate of removal due to tidal torquing, must necessarily delay the onset of 
a quasi-static, equilibrium configuration which we ascribe to real globular clusters . 
Continued evolution of our model clusters should demonstrate whether there is such 
a configuration for the set of parameters we have chosen to examine. Additional 
aspects which we have not considered in our modelling, including disk shocking and 
increased particle diffusion due to core contraction and post-core-collapse evolution 
(Lee and Ostriker 1987), lead us to speculate that real clusters will never actually 
achieve complete truncation in their density profiles. At some level depending on 
the actual diffusion rate, the mass of the cluster, the strength of the tidal field , 
the shape of the cluster's orbit, and the orientation of the cluster with respect to 
the viewer, surface density profiles near rt must depart from those predicted by 
King models. As we will show in the following chapter, at least some globular 
clusters depart from the conventional King profile in much the same way as we 
have described above. 
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Chapter 4 
Tidal Radii of Galactic Globular Clusters 
4.1 Introduction. 
In this chapter we apply the method of star-counts to examine the peripheral struc-
ture of a sample of Galactic globular clusters. Star-count analyses are statistically 
superior to aperture photometry at large radii where the ratio of cluster surface 
brightness to sky brightness becomes smaller than the ratio of cluster stars to fore-
ground stars. Moreover, ignoring noise contributions from the foreground stars, 
the star-count signal-to-noise ratio goes as vN, where N is finite , while the noise 
associated with aperture photometry can be heavily influenced by relatively few 
luminous giant stars. Nonetheless, there eventually comes a point where the small 
remaining number of cluster stars become lost within the much larger projected 
density of foreground stars. It has long been supposed that globular clusters must 
have a finite edge due to removal of stars by the Galactic tidal field, but establish-
ing the radius at which cluster surface densities actually vanish has proven difficult. 
Owing to the remarkable agreement over several orders of magnitude between pro-
jected surface densities predicted by King models (King 1966) and most observed 
cluster surface density profiles, limiting radii of globular clusters have traditionally 
been estimated using the model-predicted value of the King tidal radius, rt. Assum-
ing for the moment that rt should actually correspond to the real, physical limits 
of clusters, its fitted value is heavily influenced by the superior statistics available 
at relatively small radii. The literature contains several examples in which the star 
counts near rt apparently depart from the form predicted by the King model which 
best fits the bulk of the data (Peterson 1976; Illingworth and Illingworth 1976). 
Peterson and King ( 1975) also note several instances in which star-count profiles 
could not be fitted using King models. In view of the relatively minor consequences 
for studies of internal cluster dynamics, these departures are often either ignored 
or attributed to statistical and foreground uncertainties. 
The largest source of uncertainty in attempting to measure surface density pro-
files near the limiting radii results from simple Poisson statistics introduced by 
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contaminating field stars. An obvious way to reduce the number of field stars 
in a given sample is to count only stars which have colours and magnitudes which 
resemble those of cluster stars. Extensive simulations were carried out prior to com-
mencing this project to determine the extent to which tidal radius determinations 
could be improved by being so selective. Using King model surface density distri-
butions , canonical cluster colour-magnitude sequences, and field star distributions 
computed from the Bahcall-Soneira model (Bahcall and Soneira 1980; Mamon and 
Soneira 1982), the simulations revealed that a large fraction of the field stars could 
be eliminated from the counting process. Combining this with the use of a more 
direct method of fitting the surface density profile at large radii , we found that 
the uncertainty in the fitted value of rt could be reduced by as much as an order 
of magnitude. The working assumption in these simulations was that the cluster 
surface density profiles at large radii could be well represented by King models. · 
The observational material used for this study is described in Section 4.2. Star 
counts, residual foreground removal, and crowding corrections are discussed in 
Section 4.3. In Section 4.4 we examine the observed structure of globular clusters 
at large radii. We compare our observational findings with the numerical results 
of Chapter 3 in Section 4.5. 
4.2 Observations. 
The sample we initially chose to study consisted of 22 Galactic globular clusters 
with current Galactocentric distances in the range 9 < Rec < 40 kpc. As discussed 
in Chapter 1, these clusters are particularly interesting in that their metallicities 
appear to be related to their inferred perigalactic distances. Since none of these 
clusters are well centered on existing Survey plates, a proposal was made to the 
United Kingdom Schmidt Telescope Unit (UKSTU) to obtain plate material for 
the 18 clusters sufficiently far south as to be accessible from the Siding Springs 
Observatory. Plates for the remaining four clusters were kindly provided by the 
staff of the Kiso Schmidt telescope in Japan. Due to various technical problems, 
these northern plates turned out to be unsuitable for our purposes and are not 
considered in this study. 
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Our simulations revealed that , in most cases , the accuracy to which we could 
resolve the tidal cutoffs of model clusters depenaed upon pushing the star counts 
as far down the main sequence as possible. This is purely a consequence of t he 
large rise in the luminosity function at faint magnitudes and the correspondingly 
improved counting statistics. Exceptions to this general rule were dictated by the 
predicted onset of excessive numbers of field stars within some envelope cont aining 
the cluster-specific colour-magnitude sequence. These exceptions included clus-
ters situated (in projection) near the Galactic plane (NGC 2808, NGC 3201) or 
the Small Magellanic Cloud (NGC 362). Whereas most cluster plates were sky-
limited, these exceptional fields required exposure times limited to l",,;30 minutes. 
By request, our plates were typically taken in conditions during which the seeing 
FWHM was > 2". In addition to improving the photometric accuracy, this had the 
effect of ensuring that there were plenty of opportunities to take the plates when 
seeing conditions were inadequate for high-priority Survey plates. On the other 
hand, it also meant that crowding of stellar images near the cores of the clusters 
would be correspondingly more severe. Two plates were requested in each of B1 
and R to improve the photometry at faint magnitudes. Thanks to the dedicated 
efforts of the staff at the UK STU, all 72 requested plates had been acquired by 
December of 1991. 
The plates were shipped to Cambridge, England, for fast scanning on the Au-
tomatic Plate Measuring System (APM). This system (Kibblewhite et al. 1984) 
has been in operation for over a decade and has become an invaluable resource 
for large-scale photographic survey work. Its primary features include a laser spot 
_ scanner capable of scanning an entire Schmidt plate in l",,;2 hours, as well as extensive 
on-line processing capabilities. These processing abilities include sky background 
determinations, noise removal, image detection, and computation of a variety of 
image parameters. Given the volume of information contained on a single plate, 
it is this processing ability which reduced the amount of data to manageable pro-
portions and made a project of this size feasible within the time available. The 
actual scanning and processing procedures have been discussed at length by Irwin 
and Trimble (1984) and Bunclark and Irwin (1983) and are detailed here only as 
they become relevant. 
98 
The processing of the plates with which we are concerned has been carried out 
using a newly-installed crowded-field algorithm so as to push the star counts as far 
into the cores of our clusters as possible. While exacting a considerable penalty 
in processing time, this would eventually enable us to compare our results with 
published surface density profiles over a reasonable range of overlap. Based on 
areal profiles and second order moments, detected images are classified as either 
stars, merged images, non-stellar sources, or noise. Positions and magnitudes of 
all detected images ( typically 100,000 to 300,000 per field) within an area rv 4 ° 
square centered on each cluster were returned to us on high-density exabyte tapes. 
At the time of writing, we have received useful scan data for 12 of our sample 
clusters. Table 4.1 lists relevant data from the literature concerning these clusters. 
Coordinates are taken from Shawl and White (1986). Core and tidal radii are from 
Peterson and King (1975), Illingworth and Illingworth (1976), Djorgovski and King 
(1984), Grindlay et al. (1984), and Kron et al. (1984). The values for Rec are taken 
from the compilation of Webbink ( 1985) and are probably not reliable for h_ighly 
reddened clusters. Observational details concerning the plates used for this study 
are contained in Table 4.2. 
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Cluster a 
(1950) 
NGC 288 00 50 21 
NGC 362 01 01 33 
NGC 1904 05 22 07 
NGC 2808 09 11 04 
NGC 3201 10 15 34 
NGC 4590 12 36 49 
NGC 5824 15 00 54 
NGC 6864 20 03 08 
NGC 6934 20 31 44 
NGC 6981 20 50 43 
NGC 7078 21 27 33 
NGC 7089 21 30 55 
Table 4.1: Basic Cluster Data. 
5 
(1950) 
-26 51 41 
-71 06 59 
-24 34 08 
-64 39 23 
-46 09 38 
-26 28 06 
-32 52 23 
-22 03 55 
+07 13 55 
-12 43 37 
+11 56 49 
-01 02 44 
(0) 
152.2 
301.5 
227.2 
282.2 
227.2 
299.6 
332.6 
20.3 
52.1 
35.2 
65.0 
53.4 
100 
(0) 
-89.4 
-46.2 
-29.4 
-11.3 
+8.6 
+36.l 
+22.l 
-25.7 
-18.9 
-32.7 
-27.3 
-35.8 
Rae 
( arcmin) ( arcmin) (kpc) 
1.6 15.5 12.1 
0.2 10.2 9.-9 
0.17 10.7 19.5 
0.25 14.l 11.6 
1.1 36.3 9.5 
0.62 29.5 10. l 
0.05 20.0 18.0 
0.09 6.0 12.0 
0.20 8.9 12.1 
0.36 8.7 12.7 
0.09 20.9 10.4 
0.34 16.2 10.9 
Cluster 
NGC 288 
NGC 362 
NGC 1904 
NGC 2808 
NGC 3201 
NGC 4590 
NGC 5824 
Table 4.2: Observational Details. 
Plate ID# Emulsion 
13390 IIIaF 
13437 IIIaF 
13840 IIIaJ 
13850 IIIaJ 
13276 IIIaF 
13277 IIIaJ 
14000 IIIaF 
13999 IIIaJ 
13421 IIIaJ 
13432 IIIaJ 
13453 IIIaF 
13455 IIIaF 
13482 IIIaJ 
13509 IIIaF 
13542 IIIaJ 
13543 IIIaF 
13549 IIIaJ 
13550 IIIaF 
13561 IIIaJ 
13562 IIIaF 
13606 IIIaF 
13737 IIIaJ 
13754 IIIaF 
13756 IIIaJ 
13615 IIIaJ 
13621 I IIaJ 
13666 IIIaF 
13673 IIIaF 
Filter 
RG 630 
RG 630 
GG 395 
GG 395 
RG 630 
GG 395 
RG 630 
GG 395 
GG 395 
GG 395 
RG 630 
RG 630 
GG 395 
RG 630 
GG 395 
RG 630 
GG 395 
RG 630 
GG 395 
RG 630 
RG 630 
GG 395 
RG 630 
GG 395 
GG 395 
GG 395 
RG 630 
RG 630 
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Exposure Time 
(minutes ) 
105 
90 
65 
65 
45 
45 
45 
30 
65 
70 
90 
85 
25 
35 
25 
35 
25 
35 
25 
35 
90 
60 
90 
60 
65 
60 
90 
90 
Image Diameter 
(microns) 
50 
40 
45 
35 
25 
45 
35 
35 
35 
30 
35 
50 
25 
35 
50 
35 
30 
35 
30 
35 
40 
35 
50 
35 
35 
40 
30 
35 
Table 4. 2: .. . continued ... 
Cluster Plate ID# Emulsion Filter 
NGC 6864 13231 IIIaJ GG 395 
13240 IIIaF RG 630 
13674 IIIaJ GG 395 
13654 IIIaF RG 630 
NGC 6934 13725 IIIaJ GG 395 
13813 IIIaF RG 630 
13818 IIIaJ GG 395 
NGC 6981 13248 IIIaF RG 630 
13274 IIIaJ GG 395 
13387 IIIaF RG 630 
13829 IIIaJ GG 395 
NGC 7078 13339 IIIaF RG 630 
13353 IIIaJ GG 395 
13389 IIIaF RG 630 
13726 IIIaJ GG 395 
NGC 7089 13243 IIIaJ GG 395 
13348 IIIaF RG 630 
13732 IIIaF RG 630 
13855 IIIaJ GG 395 
4.3 Star Counts. 
4.3.1 Identification of Cluster Stars. 
Exposure Time 
(minutes) 
25 
35 
25 
45 
60 
90 
70 
120 
65 
105 
65 
100 
70 
105 
60 
60 
100 
90 
65 
Image Diameter 
(microns ) 
40 
40 
35 
45 
35 
35 
35 
35 
35 
35 
40 
60 
50 
50 
35 
35 
35 
35 
35 
In Figure 4.1 we show colour-magnitude diagrams, based on the photographic APM 
magnitudes of images classified as stars, both for the central regions of each cluster 
and for annuli extending outwards from well beyond the published tidal radii. The 
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APM magnitudes are linearly related to real apparent magni tudes over essentially 
the entire range of magnitudes shown in these figures (Bunclark and Irwin 1983). 
Where we have two or more magnitudes available per image in each colour, we 
have used the average value. Images for which we have no colour information 
( due, for example, to differences in image size or background density between BJ 
and R plates) are not used. The cluster sequences, particularly near the turnoff 
region, are quite distinct. Based on the width of the main sequences, we estimate 
our magnitude uncertainties to be ""0.2 mag at the limit of the deepest plates. 
The zero-point calibration is very approximate but is essentially irrelevant for the 
purposes of establishing cluster membership. 
Shown as heavy lines on these plots are the regions within which stars are 
considered to be likely cluster members for counting purposes. These regions are 
empirically chosen so as to optimize the ratio of cluster stars to field st ars in 
the relatively sparsely populated outer regions of each cluster. This is done by 
constructing colour-magnitude density maps from the distributions of cluster and 
field stars shown in Figure 4.1. These density maps are generated by sub di vi ding 
the colour-magnitude plane into a 50 x 50 array in which individual elements are 
0.08 magnitudes wide in colour and 0.2 magnitudes high in APNI BJ . Assuming 
a uniform colour-magnitude distribution of field stars across the plate , an APM 
colour-magnitude sequence for each cluster can be estimated from 
fc1(i,j) == nc1(i,j) - gn1(i,j) ( 4.1) 
where nc1, n f refer to the number of images with colour index i and magnitude 
index j counted within the central region of the cluster and in an annulus well 
outside the cluster, respectively. g is simply the ratio of the area of the cluster 
annulus to that of the field-star annulus. We compute the "signal-to-noise" ratio 
for each colour-magnitude element 
( . . ) fc1 ( i' j) s i, J == --;:======== 
/nc1(i,j) + g2n1(i,j) 
( 4.2) 
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Figure 4.1: APM colour-magnitude diagrams of all images labelled as stars for 
each of our clusters. The left-hand panels show the colour-magnitude distribution 
of stars lying typically between 0.1 and 0.5rt, and the right-hand panels show the 
distribution of field stars. The heavy lines indicate the regions chosen for counting 
purposes to give the highest signal-to-noise ratios in the outskirts of each cluster. 
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Figure 4.1 continued. 
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Figure 4.1 continued. 
s ( i, j) is then smoothed according to the estimated colour and magnitude errors 
in each element. Errors in B1 and R as a function of magnitude are estimated 
by comparing the magnitudes determined from different plates of the same colour. 
Each element of the colour-magnitude array is then convolved with a bivariate, 
Gaussian smoothing kernal with dispersions in the B1 and B1 - R dimensions 
set to be equal to the appropriate errors . Figure 4.2 shows a contour map of the 
smoothed distribution of fc1( i, j) for NGC 3201. Shown as a heavy line is a contour 
of constant signal-to-noise ratio , s( i 1 j) (smoothed), arbitrarily chosen to match the 
contours of fc1(i,j) on the red side of the cluster sequence. The slight blueward bias 
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Figure 4.2: Contour plot of the smoothed, density distribution of cluster stars 
in NGC 3201. The thin lines map the density distribution of cluster stars as 
per Equation 4.1. The heavy line is a contour of constant signal-to-noise ratio 
( computed using Equation 4.2 and subsequently smoothed) arbitrarily chosen to 
match the density distribution on the red side of the cluster sequence. 
of s(i,j) is a consequence of the relatively low density of field stars blueward of the 
cluster sequence ( e.g. Figure 4.1) , and the presence of disproportionate numbers of 
field stars to the red. 
The optimal range of colours and magnitudes for each cluster are determined 
as follows. (i) The elements of s(i,j) are sorted into descending order over the 
one-dimensional index /. (ii) Beginning with the array element with the highest 
signal-to-noise ratio (/== 1), star counts are carried out in an test annulus extending 
over rt/2 < r < Tt using progressively larger areas of the colour-magnitude diagram 
ak == ka,, where a, == 0.016 mag2 is the area of a single element in the colour-
magnitude array. (iii) Field-star surface densities are determined as a function 
111 
of ak in t he same manner. (iv) The cumulat ive signal-to-noise ratio , 5( ak), 1s 
computed from 
( 4.3) 
where 
k 
Nc1( ak ) = I:nc1( l) ( 4.4) 
l=l 
k 
N1(aj) = I:n1 (l) ( 4.5) 
l=l 
and nc1 (l) now refers to the number of images within the test annulus having ordered 
colour-magnitude index/. In principle one could normalize the di st ribut ion of stars 
near the cluster center to the surface density of cluster stars in the outer regions 
(rather than counting stars in a test annulus) to achieve a st at ist icall y smoother 
result , but one would then have to contend with crowding and lumi nosity effects 
(see Section 4.3.3) which are themselves functions of surface de nsity. In eit her 
case, the lower cluster-star density has the effect of moving t he peak in the S(ak) 
function to smaller colour-magnitude envelopes and is designed to optimize the 
relative errors in the outskirts of the cluster. Figure 4.3 shows the run of S with 
increasing colour-magnitude area ak for the case of NGC 362. As is apparent in 
Figure 4.1, the colour-magnitude sequence of NGC 362 is hemmed in hy foreg round 
Galactic stars and the giant branch and blue main sequence of t he Small \l agellanic 
Cloud. S consequently drops quite quickly as one moves laterally a,va.y fro m the 
cluster sequence. ( v) the colour-magnitude area corresponding to the peak value of 
S is read from plots such as Figure 4.3. ( vi) minor editing of t he perimeter of t he 
optimal colour-magnitude envelope is carried out to remove outlie rs ( e.g. single-
star events in areas of the colour-magnitude ·diagram where the field- star density 
is low) and to smooth the contours of the selected area. 
In several instances , the colour-magnitude envelopes ultimately selected include 
only stars at and below the turnoff and, occasionally, on the ho rizontal branch. 
This reflects both the rise in the luminosity function at fain t magnitudes and the 
fact that the giant branches often extend into regions of the colour-magnitude 
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Figure 4.3: Cumulative star-count signal-to-noise ratio S as a function of enclosed 
colour-magnitude area, ak, for NGC 362. 
diagram very heavily populated by foreground main-sequence stars. Blue horizontal 
branches fall well clear of the main body of foreground stars and thereby provide a 
small (but inexpensive) additional source of counts. As is apparent in Figure 4.1, 
our final colour-magnitude envelopes reduce foreground contamination by between 
41 % (NGC 3201) and 92% (NGC 7078). A necessary consequence of the selection 
procedure described above is that we lose some fraction of cluster stars in the 
process. 
4.3.2 Modelling the Distribution of Field Stars. 
Each rv 4° square scan is subdivided into an array of 128xl28 elements. Surface 
densities are assigned by simply counting the number of images in each element 
and di vi ding by the appropriate area. We count all images ( rather than just those 
classified as stars) owing to the rather unpredictable performance of the image 
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classification algorithm in regions of high surface density. In regions of low surface 
density, t he inclusion of images classified as non-s tellar necessar ily contributes to 
t he Poisson uncertainties in the counts. However t he mean surface densities of non-
stellar images in regions beyond the published tidal radii never constitute more than 
25% of the total so their contribution to the counting statist ics is relatively minor. 
The contribution of galaxies to the variation in surface densi ty across the field is 
considered in Section 4.4.2. 
Foreground contamination is modelled by masking the cent ral region of each 
plate scan (generally the region within l.5rt) and fitting a low-order , bivariate 
polynomial to the remaining area. This polynomial has the form 
k / 
z (x , y) =LL a i1xi yj ( 4.6) 
i=O j=O 
where k and / refer to the degree of the polynomial 1n the x and y direct ions, 
respectively. Thus , a lxl polynomial fit would a twisted plane in wh ich z(x,_y) 
varies linearly along any given row or column. 
The star counts near the limiting radii of globular clusters are sensit ive to 
the form of foreground subtraction used. Historically, star- coun ts have been 
foreground-subtracted using the surface density, integrated around an annulus, 
at a radius deemed large. In the absence of foreground density flu ct uat ions on 
scales similar to that of the cluster itself, and assuming that the de termination 
of the foreground density is indeed .carried out well beyond the limi ts of the clus-
ter , this method should in principle be perfectly adequate. However, as we shall 
see in Section 4.4, variations in the distribution of foreground st ars can be quite 
dramatic, whether due to differential extinction near the galactic plane or signifi-
cantly non-linear surface density gradients across the field. An ext reme example is 
that of NGC _362, where the northern extension of the Small Mage ll anic Cloud is 
responsible for an exponential growth in the field-star density. 
It might seem prudent to remove as much of the fluctuat ions 1n the surface 
density of field stars as possible using a high-order surface fi t . On the other hand , 
care must be taken so as not to induce significant high-order excursions on the 
scale of the cluster itself. Hence the order of the surface fits are chosen so that the 
resulting sky arrays are dominated by the smooth gradient in fie ld density due to 
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Figure 4.4: Comparison of 1st and 2nd order bivariate polynomial fits to the fore-
ground distribution surrounding NGC 3201. The regions excluded from the surface 
fit are indicated by heavy lines. 
underlying structure of the Galaxy. In Figure 4.5 we compare the model foreground 
distribution computed for the field surrounding NGC 7089 using 1 x 1 and 3 x 3 
polynomials. The cross terms in Equation 4.6 consequently admit variations of 2nd 
and 6th order, respectively. While the 1st-order fit apparently reflects the gradient 
expected from the Galactic distribution, a 3rd-order fit is heavily influenced by 
local concentrations which may or may not be related to the cluster itself (Section 
4.4). Figure 4.4 shows the fitted distributions of foreground stars surrounding NGC 
3201 using 1st and 2nd order bivariate polynomials. As this cluster lies within 10° 
of the Galactic plane, we expect the variation across the field to be much more 
dramatic. Indeed, the 2nd-order fit more clearly reveals the exponential growth in 
the surface densities towards the Galactic plane ( which lies to the southwest of the 
cluster) without being unduly affected by small-scale fluctuations . 
In all but three cases , a 1 x 1 degree polynomial fit is sufficient to remove any 
large-scale gradients. Fields near the Galactic plane are fitted with 2 x 2 bivari-
ate polynomials owing to the underlying exponential increase in field-star densities 
across the plate. For the field surrounding N GC 362 we use a 2 x 3 bi variate polyno-
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Figure 4.5: As in Figure 4.4, but for NGC 7089. 
mial fit to model the surface density distribution of the northern wing of the SMC. 
In a few instances, small regions of the plate scan encompassing obvious overden-
si ties of images are masked to avoid skewing the surface fit. With one exception 
(NGC 7078) the maximum gradients in these surface fits correspond well with the 
direction to the galactic plane. 
The star counts themselves are carried out using a software reseau with con-
centric annuli one arcminute wide and centered on the cluster coordinates. Since 
the central ,...,.,2' of our clusters are saturated or crowded beyond the ability of the 
APM software to distinguish individual images, the coordinates of the cluster cen-
ters have been taken from Shawl and White (1986). The raw star counts, along with 
computed surface densities, associated uncertainties, and appropriate crowding cor-
rections (see Section 4.3.3) are given in Tables 4.4 through 4.15. The table entries 
are arranged as follows: The first two columns specify the inner and outer radii of 
individual annuli in arcminutes. Beyond 9' the annuli have been combined into 
progressively larger bins to increase the signal-to-noise ratio of individual entries. 
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In column 3 are given the effective radii appropriate to each entry. The t abulated 
radii are area-weighted rather than luminosity weighted ( e.g. King 1988), but the 
surface density gradients over the range of radii with which we are concerned are 
sufficiently small to make such a distinction insignificant. Column 4 contains the 
actual number of images counted. In column 5 we tabulate the mean field-star 
densities determined from surface fitting and corrected for crowding. Crowding 
corrections, which are given as surface density multipliers, are tabulated in column 
6. Note that whereas the human eye is rarely confused by image blending in re-
gions of low surface density and that crowding corrections would not generally be 
required, machine counts require correction at all radii. We discuss crowding cor-
rections at length in Section 4.3.3. The cluster star surface densities, corrected for 
crowding, are given along with their corresponding uncertainties ( computed purely 
from Poisson statistics) in columns 7 and 8. 
At the end of each table are indicated the sectors used for the star counts. The 
reseau used for counting is divided into eight 45° sectors as shown in Figure "±.6. In 
a few instances, certain sectors are avoided owing to either obvious concentrations 
of images unrelated to the cluster in question or uncertainties in the foreground 
surface fitting of specific regions. Also indicated at the bottom of each table are 
( i) the degree of the surface-fitting polynomial used and ( ii) and the average image 
area A used to compute the crowding corrections. 
The tabulated surface densities are shown plotted 1n Figure 4.10 along with 
normalized star-count profiles of King et al. (1968) and Peterson (197.5). cu1d surface 
densities computed from Peterson's (1987) compilation of photoelectric aperture 
photometry. We plot our data only out to the radius beyond which the computed 
· surface densities are first found to be less than zero. Where King et al. provide more 
than one star-count profile, we have plotted the two profiles with the highest fitted 
background densities and/ or largest radial extents. The aperture photometry data 
are plotted at their King luminosity-weighted radii. Also shown in these figures 
are King models computed from the published core and tidal radii ( see Table 4.1 ), 
arbitrarily normalized to our counts near the limiting radius. Data se ts from the 
literature are independently normalized to these model-predicted surface densities 
for all clusters except NGC 5824. Due to the mismatch between the observed and 
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Figure 4.6: The software reseau used for the star counts in Tables 4.4 through 4.15. 
Sector numbers are indicated. 
predicted profiles , the aperture photmetry for NGC 5824 are instead normalized 
so as to match the star counts in the region of overlap. References to the original 
sources of data are given in Table 4.3. 
4.3.3 Crowding Corrections. 
Owing to the marginal seeing conditions under which our cluster plates were taken , 
we are rather severely affected by image crowding at high surface densities. This 
is evident in Figure 4.10, where the x 's denote the raw star counts uncorrec ted for 
the effects of image blending. The filled circles result from applying the crowding 
correction formula derived for machine counts by Irwin and Trimble ( 1984) 
1 
a c == 4Af I ln ( 1 - 4Af) (4.7) 
Here J denotes the total observed surface density of images , A is the average image 
area, and f' is an estimate of the true , total surface density. The average image 
area A depends on the threshold isophote above the local sky used by the APNI 
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Table 4.3: Sources of Surface Density Data. 
Code Source 
CF Chun and Freeman 1979 
CJG Present Study 
CJP Peterson 1986 
CP Peterson 1976 
HAM Hamuy 1984 
HB Hanes and Brodie 1985 
HLJ Johnson 1959 
II Illingworth and Illingworth 1976 
KHHW King et al. 1968 
KM Kron and Mayall 1960 
KR Kron and Gordon 1986 
for image detection. An image is defined as a region of simply connected pixels 
exceeding this threshold, and the image size is consequently affected by such factors 
as the seeing and saturation effects. The value of A is typically a few times larger 
than the FWHM seeing disk and is best determined by judicious experimentation 
(see below). If we assume that, to first order, crowding effects are independent 
of luminosity and colour, then we may multiply our observed, colour-magnitude-
biased surface densities by O'.c to obtain an estimate of the true stellar surface 
densities. 
How valid is this assumption? Equation 4. 7 is derived purely on the basis 
of identical, overlapping images and makes no allowance for possible luminosity 
effects. It is reasonable to suppose that in areas of high surface density a significant 
fraction of relatively faint stars could be lost in the photon noise generated by 
nearby bright stars. Alternatively, faint star counts could be enhanced in these 
areas owing to the underlying density of unresolved objects and its effect on the 
threshold used for detection. Consequently, it is of interest to examine our star 
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counts as a function of magnitude to determine the extent to which such effects 
might be present. 
In Figures 4. 7 and 4.8 we show the variation in the ratio of bright stars to faint 
stars with radius and total surface density for a representative selection of clusters. 
The clusters shown have all been observed under similar seeing conditions (FWHM 
'"'"'2.5 "). For each cluster we determine the median magnitude for all images clas-
sified as stars and falling within the appropriate colour-magnitude envelope, then 
count the number of stellar images above and below this magnitude. It is apparent 
from Figures 4. 7 and 4.8 that the scatter is quite large and, more importantly, that 
there is considerable variation in the run of the relative numbers of bright and faint 
stars from cluster to cluster. While the relative fractions of bright stars are some-
times seen to rise near the cluster centers, the onset of this rise does not appear to 
depend strongly on the total surface density. This is no doubt due in part to the 
relative densities of field and cluster stars, each having different intrinsic luminosity 
functions. Interestingly, some clusters show almost no luminosity effects at all. It 
should, in principle, be possible to account for the observed luminosity functions of 
field and cluster stars and so attempt to model consistent luminosity corrections. 
However, we note that the magnitudes of the variations are relatively small. If we 
were disposed towards correcting the surface densities by forcing the ratio of bright 
stars to faint stars to be constant throughout the cluster, then the most offending 
deviations in Figure 4.8 would contribute a relatively modest 30% to the counts. 
This is smaller than the computed crowding corrections at the same surface density. 
Finally, we see in Figure 4. 7 that the ratios of bright to faint stars are consistent 
with unity well within the published tidal radii of these clusters. Hence we ignore 
luminosity effects and consider the application of Equation 4. 7 directly. 
As previously mentioned , image classification becomes highly problematic in 
regions of high surface density. In Figure 4.9 we show the surface density profiles 
of images classified as stars, merged images, and non-stellar sources for NGC 7089. 
Also shown are the densities of merged images one would expect from a straightfor-
ward application of Equation -1. 7. The unreliability of the classification algorithm 
is demonstrated by the rapid growth near the cluster center in the number of im-
ages classified as non-stellar (i.e. galaxies). Assuming that the surface density 
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Figure 4. 7: Ratio of bright stars to faint stars as a function of radius in a repre-
sentative selection of sample clusters. 
of galaxies should be approximately uniform across the plate , then t he apparent 
overdensity of non-stellar objects near the cluster center may reasonably be at-
tributed to overlapping stellar images. If the intensities of two overlapping stellar 
images are moderately different , the fainter image may lose its identity and the 
net, elongated profile will be classified as non-stellar. The EB s in Figure --1.9 result 
from combining the densitiPs of objects classified as merged with the densities of 
non-stellar images over and above the mean level computed well outside the cluster 
( r > 20'). It is evident that. beyond the region where multiple mergers become 
important, the number of such '\leemed" merged images agrees quite well with the 
number predicted by Equation -L 7. 
Equation 4.7 is obviously quite sensitive to the image size parameter A. Un-
fortunately, we have no reliab le , internally consistent method for determining it 's 
optimal value. Plots such as Figu re 4.9 provide a rough guide , but owing to complex 
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in a representative selection of sample clusters. 
multiple-merger and saturation effects in the inner regions where we are most sen-
sitive to A, their utility is limited. Hence we are forced to rely on the star counts 
of previous investigators. We simply alter A until our corrected surface density 
profiles match as closely as possible the profiles of King et al. 's ( 1968) and Peter-
son's (1975) data in the inner regions. The correction is largest and n1ost sensitive 
to A at high surface densities where King et.aI's counts are least susceptible to 
background uncertainties, though we are then subject to the uncertainties in their 
own crowding corrections. We also note that equation 4. 7 becomes undefined for 
f A > 4 and is unlikely to be accurate near this regime. Nonetheless, matching star 
count profiles by eye result in reasonable values for A (Irwin and Trimble 1984) , 
and the corrected surface densities shown in Figure 4.10 generally agree quite well 
with the counts of King et al. over practically the entire range in common. 
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Table 4.4: NGC 288 Star Counts . 
0.71 17 0.152 -
1.58 86 0.152 
2.55 209 0.152 
3.54 401 0.152 3.923 
4.53 463 0.152 1.705 
5.52 400 0.152 1.341 
6.52 291 0.152 1.172 
7.52 229 0.152 1.113 
8.51 141 0.152 1.064 
9.51 96 0.152 1.038 
11.05 100 0.152 1.023 
13.04 78 0.152 1.020 
15.03 44 0.152 1.014 
17.03 42 0.152 1.015 
19.03 49 0.152 1.014 
22.64 118 0.152 1.014 
27.61 134 0.152 1.015 
32.60 182 0.152 1.016 
37.58 186 0.152 1.017 
45.28 477 0.152 1.017 
- 55.23 531 0.152 1.017 
65.19 607 0.152 1.016 
75.17 717 0.152 1.017 
85.15 814 0.152 1.016 
95.13 884 0.152 1.016 
Sectors used: 1-8 
Surface Fit Order: 1 x 1 
f 
71.381 
27.774 
15.373 
8.196 
5.256 
- 2.656 
1.517 
0.588 
0.335 
0.085 
0.047 
0.056 
0.017 
0.005 
0.029 
0.008 
0.019 
0.004 
-0.001 
0.003 
0.003 
-0.002 
Image Area A: 27.2 arcsec2 
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Error 
-
3.572 
1.298 
0.776 
0.489 
0.357 
0.236 
0.170 
0.074 
0.055 
0.036 
0.031 
0.030 
0.016 
0.014 
0.013 
0.012 
0.008 
0.007 
0.006 
0.006 
0.005 
0.005 
r 
0 - 1 
1 - 2 
2 - 3 
3 - 4 
4 - 5 
5 - 6 
6 - 7 
7 - 8 
8 - 9 
9 - 10 
10 - 12 
12 - 14 
14 - 16 
16 - 18 
18 - 20 
20 - 25 
25 - 30 
30 - 35 
35 - 40 
40 - 50 
50 - 60 
60 - 70 
70 - 80 
80 - 90 
Table 4.5: NGC 362 Star Counts. 
N 
0.71 0 0.848 
1.58 20 0.841 -
2.55 139 0.829 
3.54 281 0.816 
4.53 277 0.805 2.551 
5.52 256 0.795 1.605 
6.52 162 0.784 1.261 
7.52 142 0.773 1.213 
8.51 99 0.764 1.150 
9.51 73 0.754 1.120 
11.05 105 0.739 1.102 
13.04 102 0.721 1.097 
15.03 112 0.704 1.087 
17.03 121 0.687 1.084 
19.03 86 0.672 1.072 
22.64 270 0.647 1.076 
27.61 302 0.615 1.074 
32.60 364 0.588 1.070 
37.58 377 0.563 1.067 
45.28 924 0.532 1.063 
.55.23 1008 0.494 1.061 
6.S.19 1069 0.457 1.055 
7,5.17 1124 0.415 1.053 
85.15 1176 0.361 1.049 
Sectors used: 1-5 
Surface Fit Order: 3 x 2 
f 
39.183 
18.226 
7.218 
5.073 
2.646 
1.438 
0.600 
0.375 
0.330 
0.295 
-0.054 
0.011 
-0.015 
0.023 
-0.017 
0.024 
0.001 
-0.015 
-0.013 
0.009 
Image Area A: 27.2 arcsec2 
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Error 
-
2.403 
1.189 
0.629 
0.491 
0.343 
0.257 
0.131 
0.109 
0.098 
0.089 
0.067 
0.040 
0.035 
0.032 
0.028 
0.018 
0.016 
0.014 
0.012 
0.011 
r 
0 - 1 
1 - 2 
2 - 3 
3 - 4 
4 - 5 
5 - 6 
6 - 7 
7 - 8 
8 - 9 
9 - 10 
10 - 12 
12 - 14 
14 - 16 
16 - 18 
18 - 20 
20 - 25 
25 - 30 
30 - 35 
35 - 40 
40 - 50 
50 - 60 
60 - 70 
70 - 80 
80 - 90 
90 - 100 
Table 4.6: NGC 1904 Star Counts. 
N Ct'c · f 
0.71 0 0.276 
1.58 91 0.276 -
2.55 345 0.276 3.069 
3.54 360 0.276 1.510 
4.53 224 0.276 1.177 
5.52 129 0.276 1.090 
6.52 86 0.276 1.059 
7.52 84 0.276 1.044 
8.51 46 0.276 1.036 
9.51 39 0.276 1.034 
11.05 67 0.276 1.031 
13.04 73 0.276 1.030 
15.03 66 0.276 1.026 
17.03 78 0.276 1.029 
19.03 72 0.276 1.030 
22.64 222 0.276 1.028 
27.61 223 0.276 1.027 
32.60 270 0.276 1.027 
37.58 288 0.276 1.025 
45.28 736 0.276 1.027 
5· ·,3 . J,_, 897 0.276 1.026 
G.5.19 1120 0.276 1.027 
,.j, 17 1287 0.276 1.027 
8.5.15 1-149 0.276 1.026 
~.5.13 1611 0.276 1.027 
Sectors used: 1-8 
Surface Fit Order: 1 x 1 
67.128 
24.442 
9.048 
3.794 
1.954 
1.586 
0.616 
0.400 
0.224 
0.185 
0.084 
0.100 
0.035 
0.047 
-0.010 
-0.004 
-0.025 
-0.008 
-0.009 
0.006 
0.005 
0.003 
0.002 
linage Area A: 22.6 arcsec2 
126 
Error 
-
3.629 
1.303 
0.623 
0.358 
0.240 
0.203 
0.132 
0.108 
0.061 
0.0.54 
0.044 
0.043 
0.037 
0.022 
0.018 
0.017 
0.015 
0.010 
0.009 
0.008 
0.008 
0.007 
0.007 
T 
0 - 1 
1 - 2 
2 - 3 
3 - 4 
4 - 5 
5 - 6 
6 - 7 
7 - 8 
8 - 9 
9 - 10 
10 - 12 
12 - 14 
14 - 16 
16 - 18 
18 - 20 
20 - 25 
25 - 30 
30 - 35 
35 - 40 
40 - 50 
50 - 60 
60 - 70 
70 - 80 
80 - 90 
90 - 100 
Table 4. 7: NGC 2808 Star Counts. 
N 
0.71 0 3.766 
1.58 9 3.766 
2.55 86 3.766 
3.54 199 3.766 6.246 
4.53 271 3.766 2.574 
5.52 286 3.765 1.806 
6.52 272 3.765 1.522 
7.52 234 3.765 1.354 
8.51 223 3.764 1.305 
9.51 205 3.764 1.264 
11.05 482 3.763 1.271 
13.04 489 3.762 1.267 
15.03 557 3.761 1.235 
17.03 671 3.759 1.251 
19.03 666 3.757 1.240 
22.64 2154 3.754 1.250 
27.61 2455 3.747 1.238 
32.60 3101 3.740 1.248 
37.58 3457 3.731 1.243 
45.28 8442 3.716 1.245 
55.23 10208 3.692 1.249 
65.19 11974 3.664 1.250 
75.17 13699 3.632 1.248 
85.15 15746 3.596 1.248 
95.13 17165 3.557 1.239 
Sectors used: 1-8 
Surface Fit Order: 2 x 2 
f 
52.755 
20.906 
11.184 
6.375 
2.957 
1.685 
0.577 
0.668 
0.032 
-0.110 
0.171 
-0.297 
0.057 
-0.229 
0.050 
-0.083 
0.001 
-0.003 
0.001 
-0.005 
0.084 
0.005 
Image Area A: 47.7 arcsec2 
127 
Error 
-
-
4.007 
1.499 
0.884 
0.615 
0.439 
0.365 
0.303 
0.202 
0.172 
O.LS.S 
0.1.52 
0 .13-l 
0.082 
0.071 
0.068 
0.062 
0.040 
0.037 
0.0:3:3 
0.031 
0.020 
0.027 
......... 
r 
0 - 1 
1 - 2 
2 - 3 
3 - 4 
4 - 5 
5 - 6 
6 - 7 
7 - 8 
8 - 9 
9 - 10 
10 - 12 
12 - 14 
14 - 16 
16 - 18 
18 - 20 
20 - 25 
25 - 30 
30 - 35 
35 - 40 
40 - 50 
50 - 60 
60 - 70 
70 - 80 
80 - 90 
90 - 100 
Table 4.8: NGC 3201 Star Counts. 
N 
0.71 14 5.937 
1.58 147 5.937 
2.55 388 5.937 -
3.54 594 5.938 -
4.53 757 5.938 3.090 
5.52 859 5.939 2.017 
6.52 852 5.940 1.679 
7.52 786 5.940 1.443 
8.51 770 5.942 1.386 
9.51 753 5.943 1.305 
11.05 1379 5.945 1.240 
13.04 1313 5.948 1.199 
15.03 1336 5.952 1.180 
17.03 1425 5.956 1.170 
19.03 1397 5.961 1.152 
22.64 4125 5.971 1.153 
27.61 4793 5.988 1.145 
32.60 5393 6.008 1.138 
37.58 6351 6.031 1.142 
45.28 14599 6.071 1.138 
55.23 18438 6.135 1.141 
65.19 22059 6.207 1.143 
75.17 25859 6.289 1.14 7 
85.15 29678 6.376 1.148 
95.13 33793 6.468 1.151 
Sectors used: 1-8 
Surface Fit Order: 2x2 
f 
76. 779 
44.195 
29.077 
18.120 
14.044 
10.516 
6.422 
3.692 
2.408 
1.845 
0.779 
0.758 
0.365 
0.005 
0.124 
-0.196 
-0.044 
-0.036 
0.004 
0.005 
0.046 
Image Area A: 24.1 arcsec2 
128 
Error 
-
-
3.006 
1. 711 
1.200 
0.858 
0.720 
0.600 
0.333 
0.266 
0.229 
0.207 
0.180 
0.105 
0.092 
0.082 
0.077 
0.049 
0.045 
0.042 
0.039 
0.037 
0.035 
........ 
T 
0 - 1 
1 - 2 
2 - 3 
3 - 4 
4 - 5 
5 - 6 
6 - 7 
7 - 8 
8 - 9 
9 - 10 
10 - 12 
12 - 14 
14 - 16 
16 - 18 
18 - 20 
20 - 25 
25 - 30 
30 - 35 
35 - 40 
40 - 50 
50 - 60 
60 - 70 
70 - 80 
80 - 90 
90 - 100 
Table 4.9: NGC 4590 Star Counts. 
N 
0.71 2 0.263 
1.58 82 0.263 
2.55 232 0.263 2.261 
3.54 272 0.263 1.524 
4.53 250 0.263 1.286 
5.52 239 0.263 1.192 
6.52 167 0.263 1.121 
7.52 130 0.263 1.092 
8.51 118 0.263 1.070 
9.51 88 0.263 1.064 
11.05 144 0.263 1.051 
13.04 127 0.263 1.041 
15.03 104 0.263 1.037 
17.03 85 0.263 1.034 
19.03 90 0.263 1.035 
22.64 196 0.263 1.032 
27.61 245 0.263 1.033 
32.60 261 0.263 1.032 
37.58 348 0.263 1.032 
45.28 694 0.263 1.031 
55.23 886 0.263 1.033 
65.19 1050 0.263 1.032 
75.17 1121 0.263 1.032 
85.15 1385 0.263 1.033 
95.13 1546 0.263 1.033 
Sectors used: 1-8 
Surface Fit Order: 1 x 1 
f 
33.131 
18.584 
11.111 
7.984 
4.322 
2.750 
2.101 
1.306 
0.832 
0.547 
0.310 
0.149 
0.127 
0.024 
0.030 
0.001 
0.042 
-0.010 
0.002 
0.003 
-0.017 
0.005 
0.005 
Image Area A: 28.9 arcsec2 
129 
Error 
2.192 
1.143 
0.719 
0.533 
0.355 
0.264 
0.218 
0.167 
0.091 
0.072 
0.056 
0.045 
0.041 
0.020 
0.019 
0.016 
0.016 
0.010 
0.009 
0.008 
0.007 
0.007 
0.007 
r 
0 - 1 
1 - 2 
2 - 3 
3 - 4 
4 - 5 
5 - 6 
6 - 7 
7 - 8 
8 - 9 
9 - 10 
10 - 12 
12 - 14 
14 - 16 
16 - 18 
18 - 20 
20 - 25 
25 - 30 
30 - 35 
35 - 40 
40 - 50 
50 - 60 
60 - 70 
70 - 80 
80 - 90 
90 - 100 
Table 4.10: NGC 5824 Star Counts. 
N 
0.71 23 2.719 
1.58 158 2.719 2.551 
2.55 172 2.719 1.412 
3.54 147 2.719 1.213 
4.53 132 2.719 1.152 
5.52 126 2.719 1.145 
6.52 145 2.719 1.145 
7.52 170 2.719 1.140 
8.51 155 2.719 1.123 
9.51 162 2.719 1.109 
11.05 394 2.719 1.114 
13.04 433 2.719 1.115 
15.03 503 2.719 1.114 
17.03 564 2.719 1.111 
19.03 626 2.719 1.107 
22.64 1762 2.719 1.107 
27.61 2166 2.719 1.105 
32.60 2533 2.719 1.107 
37.58 2954 2.719 t.111 
45.28 7041 2.719 1.109 
55.23 8440 2.719 1.110 
65.19 10153 2.719 1.111 
7.S.17 11568 2.719 1.109 
85.15 13211 2.719 1.109 
95 .13 14536 2.719 1.109 
Sectors used: 1-8 
Surface Fit Order: 1 x 1 
f 
40.049 
12.740 
5.387 
2.659 
1.457 
1.347 
1.394 
0.542 
0.291 
0.456 
0.238 
0.255 
0.216 
0.185 
0.041 
0.052 
0.028 
0.067 
0.043 
-0.008 
0.043 
0.003 
0.026 
-0.017 
Image Area A: 27.2 arcsec2 
130 
Error 
3.402 
1.179 
0.669 
0.468 
0.372 
0.338 
0.315 
0.262 
0.236 
0.160 
0.142 
0.133 
0.124 
0.116 
0.066 
0.060 
0.055 
0.051 
0.033 
0.030 
0.027 
0.025 
0.024 
0.022 
Table 4.11: NGC 6864 Star Counts. 
r N f Error 
0 - 1 0.71 8 1.307 -
1 - 2 1.58 84 1.307 2.126 20.345 2.362 
2 - 3 2.55 83 1.306 1.326 6.703 0.879 
3 - 4 3.54 58 1.306 1.148 2.154 0.454 
4 - ,5 4.53 48 1.306 1.118 0.863 0.313 
5 - 6 - 5? o . .., 44 1.305 1.088 0.277 0.239 
6 - 7 6.52 56 1.305 1.095 0.412 0.229 
7 - 8 7.52 53 1.304 1.087 0.093 0.192 
8 - 9 8.51 62 1.304 1.091 0.144 0.184 
9 - 10 9.51 54 1.304 1.080 -0 .187 0.152 
10 - 12 11.0.s 162 1.303 1.098 0.168 0.116 
12 - 14 13.04 207 1.302 1.091 0.277 0.110 
14 - 16 15.03 21.5 1.301 1.089 0.118 0.097 
16 - 18 17.03 220 1.301 1.091 -0.016 0.087 
18 - 20 19.03 266 1.300 1.094 0.093 0.085 
20 - 25 22.64 747 1.298 1.088 0.015 0.048 
25 - 30 27.61 955 1.297 1.092 0.084 0.04.S 
30 - 35 32.60 1078 1.295 1.088 0.018 0.040 
35 - 40 37.58 1257 1.293 1.089 0.036 0.037 
40 - 50 4.S. 28 3016 1.290 1.088 0.036 0.024 
50 - 60 .S.j.23 3608 1.286 1.089 0.013 0.022 
60 - 70 6,5.19 cl243 1.282 1.087 0.009 0.020 
70 - 80 7.5.17 4924 1.278 1.090 0.023 0.019 
80 - 90 S.j. l.j .5 ,-t:32 1.274 1.089 -0.008 0.017 
90 - 100 9-5. l :3 6064 1.270 1.090 -0.005 0.016 
Sectors used: 1-3 7-8 
' Surface Fit Order: lxl 
Image Area A: 37.8 arcsec2 
131 
........... 
r 
0 - 1 
1 - 2 
2 - 3 
3 - 4 
4 - 5 
5 - 6 
6 - 7 
7 - 8 
8 - 9 
9 - 10 
10 - 12 
12 - 14 
14 - 16 
16 - 18 
18 - 20 
20 - 25 
25 - 30 
30 - 35 
35 - 40 
40 - 50 
50 - 60 
60 - 70 
70 - 80 
80 - 90 
90 - 100 
Table 4.12: NGC 6934 Star Counts. 
N 
0.71 4 1.019 -
1.58 65 1.019 -
2.55 148 1.019 2.076 
3.54 111 1.019 1.409 
4.53 85 1.019 1.240 
5.52 53 1.019 1.195 
6.52 57 1.019 1.199 
7.52 65 1.019 1.189 
8.51 59 1.019 1.155 
9.51 52 1.019 1.154 
11.05 123 1.019 1.172 
13.04 164 1.019 1.179 
15.03 181 1.019 1.168 
17.03 207 1.019 1.178 
19.03 183 1.019 1.165 
22.64 635 1.019 1.170 
27.61 786 1.019 1.173 
32.60 861 1.019 1.167 
37.58 1023 1.019 1.170 
45.28 2510 1.019 1.169 
55.23 3208 1.019 1.170 
65.19 3680 1.019 1.168 
75.17 4066 1.019 1.166 
85.15 4455 1.019 1.168 
95.13 5051 1.019 1.165 
Sectors used: 1-8 
Surface Fit Order: 1 x 1 
f 
18.537 
6.091 
2.709 
0.813 
0.655 
0.621 
0.257 
-0.014 
0.023 
0.164 
0.103 
0.122 
-0.126 
0.032 
0.048 
-0.035 
-0.004 
0.018 
0.067 
0.033 
-0.013 
-0.045 
-0.034 
Image Area A: 35.8 arcsec2 
132 
Error 
1.608 
0.675 
0.404 
0.252 
0.222 
0.203 
0.166 
0.1:39 
0.094 
0.092 
0.083 
0.079 
0.066 
0.042 
0.038 
0.034 
0.032 
0.021 
0.019 
0.017 
0.016 
0.015 
0.014 
.......... 
r 
0 - 1 
1 - 2 
2 - 3 
3 - 4 
4 - 5 
5 - 6 
6 - 7 
7 - 8 
8 - 9 
9 - 10 
10 - 12 
12 - 14 
14 - 16 
16 - 18 
18 - 20 
20 - 25 
25 - 30 
30 - 35 
35 - 40 
40 - 50 
50 - 60 
60 - 70 
70 - 80 
80 - 90 
90 - 100 
Table 4.13: NGC 6981 Star Counts. 
N 
0.71 4 0.782 -
1.58 141 0.782 
2.55 244 0.782 1.874 
3.54 158 0.782 1.220 
4.53 76 0.782 1.109 
,5.52 57 0.782 1.076 
6.52 59 0.782 1.079 
7.52 46 0.782 1.064 
8.51 53 0.782 1.073 
9.51 43 0.782 1.064 
11.05 105 0.782 1.060 
13.04 107 0.782 1.063 
15.03 142 0.782 1.066 
17.03 145 0.782 1.064 
19.03 173 0.782 1.064 
22.64 499 0.782 1.064 
27.61 617 0.782 1.063 
32.60 703 0.782 1.063 
37.58 875 0.782 1.064 
45.28 2086 0.782 1.067 
55.23 2589 0.782 1.068 
65.19 3025 0.782 1.068 
75.17 3480 0.782 1.068 
85.15 3983 0.782 1.069 
95.13 4305 0.782 1.068 
Sectors used: 1-8 
Surface Fit Order: 1 x 1 
f 
28.324 
7.980 
2.200 
0.993 
0.776 
0.257 
0.283 
-0.016 
0.023 
-0.086 
0.021 
-0.060 
-0.011 
-0.031 
-0.023 
-0.050 
0.008 
0.005 
0.018 
0.009 
0.007 
0.015 
-0.012 
Image Area A: 25. 7 arcsec2 
133 
Error 
-
1.863 
0.697 
0.342 
0.235 
0.203 
0.1.53 
0.146 
0.117 
0.079 
0.067 
0.067 
0.060 
0.059 
0.034 
0.031 
0.028 
0.027 
0.017 
0.016 
0.014 
0.013 
0.013 
0.012 
r 
0 - 1 
1 - 2 
2 - 3 
3 - 4 
4 - 5 
5 - 6 
6 - 7 
7 - 8 
8 - 9 
9 - 10 
10 - 12 
12 - 14 
14 - 16 
16 - 18 
18 - 20 
20 - 25 
25 - 30 
30 - 35 
35 - 40 
40 - 50 
50 - 60 
60 - 70 
70 - 80 
80 - 90 
90 - 100 
Table 4.14: NGC 7078 Star Counts. 
N 
0.71 0 0.236 
1.58 13 0.236 -
2.55 87 0.236 
3.54 248 0.236 
4.53 404 0.236 
5.52 425 0.236 2.012 
6.52 378 0.236 1.563 
7.·52 319 0.236 1.323 
8.51 260 0.236 1.230 
9.51 206 0.236 1.197 
11.05 310 0.236 1.129 
13.04 200 0.236 1.097 
15.03 123 0.236 1.077 
17.03 89 0.236 1.075 
19.03 87 0.236 1.072 
22.64 194 0.236 1.068 
27.61 204 0.236 1.067 
32.60 210 0.236 1.069 
37.58 228 0.236 1.066 
45.28 588 0.236 1.067 
55.23 756 0.236 1.068 
65.19 897 0.236 1.068 
75.17 995 0.236 1.067 
85.15 1177 0.236 1.067 
95.13 1368 0.236 1.068 
Sectors used: 1-8 
Surface Fit Order: 1 x 1 
f 
24.505 
14.232 
8.716 
5.751 
3.895 
2.295 
1.106 
0.467 
0.211 
0.154 
0.057 
0.015 
-0.017 
-0.030 
-0.015 
-0.003 
-0.002 
-0.011 
-0.001 
0.008 
Image Area A: 37.8 arcsec2 
134 
Error 
-
-
1.200 
0.744 
0.501 
0.371 
0.288 
0.144 
0.095 
0.063 
0.047 
0.042 
0.021 
0.018 
0.015 
0.014 
0.009 
0.008 
0.008 
0.007 
0.007 
0.007 
r 
0 - 1 
1 - 2 
2 - 3 
3 - 4 
4 - 5 
5 - 6 
6 - 7 
7 - 8 
8 - 9 
9 - 10 
10 - 12 
12 - 14 
14 - 16 
16 - 18 
18 - 20 
20 - 25 
25 - 30 
30 - 35 
35 - 40 
40 - 50 
50 - 60 
60 - 70 
70 - 80 
80 - 90 
90 - 100 
Table 4.15: N GC 7089 Star Counts. 
N 
0.71 0 0.306 
1.58 16 0.306 
2.55 138 0.306 
3.54 336 0.306 
4.53 484 0.306 -
5.52 441 0.306 1.960 
6.52 363 0.306 1.396 
7.52 262 0.306 1.223 
8.51 165 0.306 1.146 
9.51 114 0.306 1.107 
11.05 147 0.306 1.081 
13.04 113 0.306 1.066 
15.03 83 0.306 1.062 
17.03 83 0.306 1.056 
19.03 96 0.306 1.061 
22.64 248 0.306 1.057 
27.61 279 0.306 1.058 
32.60 317 0.306 1.059 
37.58 366 0.306 1.058 
45.28 840 0.306 1.057 
.S.5.23 986 0.306 1.058 
65.19 1218 0.306 1.059 
75.17 1-102 0.306 1.059 
85.1.5 1.520 0.306 1.058 
95.13 1699 0.306 1.056 
Sectors used: 1-8 
Surface Fit Order: 1 x 1 
f 
-
-
24.702 
12.106 
6.493 
3.234 
1.809 
0.844 
0.431 
0.162 
0.104 
0.120 
0.065 
0.036 
0.023 
0.023 
0.008 
-0.004 
0.010 
0.009 
-0.005 
-0.005 
Image Area A: 34.0 arcsec2 
135 
Error 
-
1.191 
0.651 
0.420 
0.276 
0.198 
0.095 
0.069 
0.051 
0.045 
0.044 
0.024 
0.020 
0.018 
0.017 
0.011 
0.010 
0.009 
0.008 
0.008 
0.007 
Figure 4.10: Surface density profiles of our sample clusters. Hollow symbols refer to 
aperture photometry, filled symbols represent crowding-corrected star count data, 
and the x s indicate our star counts uncorrected for crowding. The so lid lines 
represent King models, normalized to our star-count data, with core and tidal radii 
taken from Table 4.1. The run of field star surface densities ( corrected for crowding 
effects) are shown by dotted lines. Filled, five-point stars arise from subtracting a 
higher-order surface fit to the foreground distribution. Where shown , 2 s show the 
run of images classified as non-stellar. 
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4.4 Limiting Radii. 
4.4.1 Surface Density Profiles. 
While there is little doubt that, in most cases, King models provide an excellent 
match to the observations over a large range in surface density, it is also clear from 
our star counts that this agreement breaks down at some radius which varies from 
one cluster to the next. It is of inter.est to try to better determine the point at 
which King models can no longer be considered to represent the data. To better 
illustrate the departures of the data from model predictions, we show in Figure 4.11 
the observed-minus-computed residuals (in the log domain) using King models with 
core and tidal radii taken from Table 4.1. The residuals are plotted against r 112 
to better illustrate the observed structure at large radii . We are more concerned 
here with gradients in the residuals of individual data sets than we are with offsets 
from zero ( which rely on imperfect normalizations of each data set). It is apparent 
that in all cases, both the star counts of King et al. ( 1968) and those of the present 
study depart from the King models at radii considerably less than rt, Nioreover, 
the residuals often show systematic trends (i.e. non-zero gradients) even before we 
reach the positive break-aways which we tentatively ascribe to "extra-tidal" stars . 
The slopes in the residuals corresponding to the outer aperture photometry data 
are no doubt at least partially due to uncertainties in the sky subtraction. Note 
also that since the total light will be dominated by the contributions of stars on 
the giant branch while the star counts will be heavily weighted towards stars of 
lower mass, the form of the residuals could, in some cases, be attributable to mass 
segregation. While we could investigate this possibility using appropriate multi-
mass King models, we are at present less concerned with the internal structure 
of globular clusters than we are with their limiting radii. If globular clusters are 
limited in spatial extent by the action of Galactic tidal forces, then we expect the 
removal of stars ( and hence the limiting radii) to be independent of mass. 
The outer surface density profiles (Figure 4.10) of NGC 288, 1904, 5824, 7078 
and NGC 7089, which are among our best observed clusters ( deep plates , populous 
clusters, relatively low field-star densities), show quite obvious departures from 
King-like behaviour. Near rt these departures resemble power-laws with slopes 
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Figure 4.11: Residuals after subtracting (in the log domain) normalized King mod-
els from the surface density data. Arrows indicate core and tidal radii from Table 
4.1. References to sources of data are given in Table 4.3. 
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which appear to vary from cluster to cluster. The surface density profile of NGC 
.5824 is particularly striking in that it appears to follow a power law over almost the 
entire extent of the data. With the exception of NGC 2808 ( whose outskirts may 
be heavily obscured - e.g. Faulkner et al. 1992), all of our sample clusters show at 
least some extra-tidal material. 
Could these extra-tidal "extensions" be spurious products of inaccurate fore-
ground subtraction? To estimate the effects of our assumed form for the foreground 
distribution, we fit higher-order surfaces to fields surrounding NGC 288 and NGC 
7089. The filled, five-point stars in Figure 4.10 show the results of fitting a third-
order bivariate polynomial to the foreground distributions in these fields ( see also 
Figure 4.5). vVhile the extensions are reduced somewhat by virtue of having been 
modelled out, significant excesses are still apparent. Evidently a complex and 
highly contrived model would be required to remove the extensions completely. To 
test the possibility that non-uniformities in the plates have led to local enhance-
ments in the number of detected images, we have reanalysed the data for these two 
clusters using only the brightest 50% of the stars within each colour-magnitude en-
velope. We find no significant differences between the resulting profiles and those 
shown in Figure 4.10. 
We conclude that the extended profiles are not artifacts of our counting pro-
cedures and are quite probably real. It is instructive to compare these surface 
density profiles with those predicted by our n-body simulations , where we have 
noted similar behaviour ( e.g. Section 3.4). If we associate the extra-tidal material 
with extended halos of stars in the process of leaving the cluster, then the ass umed, 
King-like surface density distribution of bound stars will be affected well within the 
tidal radius by the column density of the halo material along the line of sight. In 
light of the results of Chapter 3, which indicate that the form of the su rface den-
sity profile of extra-tidal material depends on the viewing angle , it would clearly 
be hazardous to attempt to model the volume density of halo material based solely 
on the observed surface density profile. If cluster distribution functions are truly 
King-like, then an estimate of the tidal cutoff in the binding energy ( which, in view 
of the results of Chapter 3 and Keenan (19816), is probably the detern1ining factor 
in establishing which stars become unbound) requires that we avoid fitting models 
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to regions of the surface density profile significantly contaminated by ext ra-tidal 
material. We have evidently expended considerable effort only to discover t hat the 
quantity which we are ultimately after (namely, the orbital pericenter distance) is 
best determined using the surface density profile nearer the cluster center. 
vVe determine the King-model tidal radius by estimating the radius at which the 
surface density of extra-tidal material does not contribute significantly to the total. 
This is clearly a rather subjective endevour, but the results are not very sensi t ive 
to our chosen cutoff due to the distribution of weights, which strongly favours 
data at small r. We estimate core radii by eye using the aperture photometry 
and determine it and the scaling constant from our star counts using using a 
downhill simplex, x2-minimization routine. King model surface density profiles are 
called from a previously generated table in which .6.c = 0.0086 ( = 2%), where the 
concentration parameter c = log rt/re. Our fitted values for re and it are listed in 
Table 4.16. The 90% confidence intervals are estimated by fitting several hundred 
Poisson realizations of the star count data for each cluster. 
Having avoided our newly-discovered, extra-tidal extensions, it is not surprising 
that our fitted tidal radii are generally very similar to those of previous investi-
gators. In several instances our determination of it is somewhat smaller than the 
corresponding value in Table 4.1, a circumstance which we attribute to the in-
clusion of unrecognized, extra-tidal material in previous analyses. In view of the 
power-law form evident in the extra-tidal surface density profiles of some clusters 
(particularly NGC 7089, NGC 1904, and NGC 288), it is difficult to resist the 
temptation to fit the extensions and the main body of data simultaneously. vVe 
have indeed done so, and in some instances found the fitted tidal radii to be con-
siderably smaller than the published values, depending on the relative weight of 
the data at large radii. However, the number of parameters required to model the 
surface density distribution cannot be justified given our limited knowledge of the 
probable distribution of extra-tidal material and the orientation of the clusters. 
4.4.2 Two-Dimensional Structure. 
The extended wings apparent in many of our surface density profiles are int riguing 
in their own right and reminiscent of the N-body results of Chapter 3. Are we 
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Table 4.16: Fitted Tidal Radii. 
Cluster Fitted Region 90% Confidence Interval ( I) ( ') ( I) ( ') 
NGC 288 1.40 17.4 4 - 12 0.43 16.7 - 17.8 
NGC 362 0.20 14.2 4 - 10 4.32 13.9 - 14.5 
NGC 1904 0.23 11.0 2 - 7 1.80 10.8 - 11.7 
NGC 2808 0.28 14.5 4 - 15 1.20 14.0 - 15.0 
NGC 3201 1.10 34.7 4 - 20 3.08 33.2 - 36.2 
NGC 4590 0.80 25.2 2 - 12 1.31 23.2 - 27.0 
NGC 5824 0.01 11.6 1 - 6 0.66 10.4 - 13.4 
NGC 6864 0.11 9.3 1 - 6 0.08 7.7 - 10.9 
NGC 6934 0.22 9.7 2 - 6 0.48 8.6 - 10.7 
NGC 6981 0.42 8.3 2 - 6 1.68 7.6 - 8.6 
NGC 7078 0.22 23.2 5 - 16 1.92 22.8 - 23. 7 
NGC 7089 0.37 15.9 5 - 12 2.88 15. 7 - 16.3 
in fact seeing the inner portions of tidal tails? The surface density profiles pro-
vide supporting, but not conclusive, evidence in this regard. To better determine 
the nature of these wings we must examine the two-dimensional surface density 
distributions of stars well away from the cluster. 
In panels a of Figure 4.12 we show contour maps of the foreground-subtracted 
surface densities of images classified as stars. The surface densities, initially com-
puted over bins of 1.56 x 1.56 arcmin, are Fourier-smoothed with a Gaussian kernal 
of a = 16 arcmin. The surface densities within the tidal radii are artificially de-
pressed using a cosine function prior to Fourier transforming to avoid overwhelming 
the smoothed surface densities in the extra-tidal regions. It is for this reason that 
the innermost contours are often not centered precisely on the cluster. Also indi-
cated in Figure 4.12 are departures from zero of the foreground-subtracted surface 
densities (in units of the standard deviation) in bins 25 arcminutes square. The 
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standard deviations have been computed from the act ual scatter of t he mean sur-
face densities of the 48 bins furthest from the cluster center. The figures show a 
combination of Poisson fluctuat ions in the surface densi ty of field stars , unrelated 
star clusters, and what appear to be significant extensions of the clusters them-
selves. The heavy, circular contours arise from smoothing (in a manner identical to 
t hat of the real data) projected King models having published core and tidal radi i. 
The model surfaces densities have been normalized as in Figure 4.10 and these 
contours are numerically equivalent to the lowest ( dashed) data contour in each 
figure. This provides an indication of the degree and manner in which t he mea-
sured surface densities depart from pure King models. The arrows at the posit ions 
of the cluster centers indicate the direction of the Galactic center. 
Figure 4.12: Contour maps of the background-subtracted and Fourier-smoothed 
surface density distributions. Panels a show the contours of images classified as 
stars after Fourier smoothing with a Gaussian kernal of 16'. Boxed numbers indi-
cate the number of standard deviations from zero , and the heavy, circular contours 
arise from smoothing King-model surface density distributions in an identical man-
ner. The inner regions of the clusters have been cosbelled out to reveal structure 
at large radii. Panels b and c show the results of 1000 Poissonian realizat ions of 
each field. Panels d show the smoothed contours of just the lowest three wavenum--
bers with power amplitudes significant at >99% confidence level. Panels e show 
similarly smoothed contours of t he surface density distribut ion of images class ified 
as non-stellar. 
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How significant are the structures apparent in Figure 4.12? Could randomly 
distributed overdensi ties of field stars masquerade as cluster extensions at this 
level of smoothing? We have carried out simulations to determine t he relati ve 
power contained in the low order variations of the surface densities and how t his 
power compares with that expected from random distributions of field stars. Each 
simulation begins with a 128 x 128 array containing the surface densities of all stars 
meeting our colour-magnitude criteria. An appropriate bivariate polynomial (i.e. of 
the same order as that used in Section 4.3) is fitted to the surface densities beyond 
the tidal radii and subtracted. The surface densities within the tidal radius are left 
unaltered throughout the simulations since we wish to examine only the power on 
large-scales. The fitted distribution of foreground stars is binned into a 4 x 4 array, 
from which are computed the baseline number of stars in each of the 16 elements . 
In the course of each simulation, Poisson deviates are generated from these baseline 
numbers and the appropriate number of stars are randomly distributed across each 
element. The surface densities of these stars are then modelled and subtracted 
exactly as above. In this way we preserve any large-scale density gradients in 
the real data and so simulate the additional effects of fitting and subtracting the 
foreground distribution. Consider the case wherein strongly non-linear gradients 
are present in the distribution of foreground stars (near the Galactic plane or the 
SMC, for example). Subtracting a low-order function from the data would leave 
higher-order residuals which could conceivably mask underlying extra-tidal cluster 
structure or, worse, masquerade as cluster structure themselves. 
Each simulated, residual surface density map is then Fast-Fourier-Transformed 
and the power spectral density recorded. A total of 1000 simulations were car-
ried out for each field. In panels b and c of Figure 4.12 we compare the low-order 
power of the real data with that of the simulations. The wavenumbers kx and ky 
correspond to the East-West and North-South directions, respectively, and kx, ky 
= 0,0 represents the DC level. In panels b, the distributions of simulated power 
amplitudes (points) are compared with those computed from the real data (filled 
circles) and with those computed for isolated (i.e. no surrounding field stars ) clus-
ters ( open circles). The mean values of the simulated distributions are shown as 
open squares. In panels c are shown the fraction of simulated points with power 
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amplitudes less than those computed from the data. A value of 1.000 indicates that 
the power amplitude computed from the data exceeds the highest value attained 
in all 1000 realizations. 
It is apparent from these figures that the clusters with noticeable extensions in 
panels a often have low-order power spectra significantly in excess of that resulting 
from a purely random distribution of field stars. We can determine whether this 
power corresponds to the large-scale features evident in panels a by reconstruct-
ing the surface density maps using only frequencies containing excess power. In 
panels d of Figure 4.12 are shown surface density maps generated from the lowest 
3 wavenumbers with power amplitudes occurring in less than 0.1 % of the simula-
tions. (Obviously, if no excess power is evident, then an inverse Fourier transform 
will result in an array of zeros - no contour maps are shown in such cases). The 
contour thresholds and increments are identical to those used in panels a. For the 
case of NGC 288, we have removed the cluster of images in the northwestern corner 
of the field before carrying out these simulations. These reconstructions must be 
interpreted with caution, but the similarities between panels a and d for NGC 288, 
NGC 7089, and NGC 5824 indicate that the general form and scale the extensions 
are significant at a very high confidence level. 
While these tests are suggestive, they are by no means conclusive. We have 
merely tested the hypothesis that Poisson statistics alone could account for appar-
ent large-scale structure. Other factors which could contribute to excess power on 
large scales include: ( i) other clusters of stars in the field, ( ii) uncertain image 
classifications at faint magnitudes which could lead to the inclusion of potentially 
significant numbers of galaxies in the sample, and ( iii) intervening clouds of ob-
scuring material. 
In the case of NGC 6864, the relatively high counts extending westwards from 
the cluster are almost surely due to an unrelated concentration of rv 200 disk stars. 
The concentration is sufficient that we have been able to construct a rough colour-
magnitude density map (Figure 4.13) as described in Section 4.3. Comparing this 
map with the colour-magnitude morphology in the central regions of NGC 6864 
(Figure 4.1) it is apparent that there are comparatively few stars in the region 
corresponding to the turnoff of NGC 6864, and that horizontal branch stars are 
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Figure 4.13: Colour-magnitude distribution of images extending westwards from 
NGC 6864. 
not represented at all. Hence we conclude that the extension is not physically 
associated with NGC 6864. It is unclear how far this "cluster" extends and, while 
we have specifically avoided the western side of the cluster in our star counts , we 
view the surface density profile in Figure 4.10 with some suspicion. 
Similarly for NGC 288, the high concentration of images in the northwestern 
corner of the field consist of ,.__,700 stars of which only a small fraction fall within the 
colour-magnitude envelope constructed for the cluster. In most other cases, while 
localized concentrations of stars may be apparent, the numbers of stars involved are 
insufficient to reliably determine their colour-magnitude morphology. The contours 
extending southwards from NGC 362 are suspect owing to the high-order surface 
fit required to model the contribution of SMC stars. 
Given the uncertainties in star/ galaxy separation discussed in Section 4.3.2 , 
it is conceivable that the contours in panels a are influenced to some degree by 
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background clusters of galaxies. On the angular scales over which we are smoothing 
the distributions of galaxies are intrinsically far more clumpy than the distributions 
of foreground stars (MacGillivray and Stobie 1984). To estimate the extent to which 
stars have been misclassified by the APM software, we have examined deep CCD 
images of the regions ""'6' from the cores of NGC 7089 and NGC 288 . These clusters 
show the most significant departures from King-like surface density profiles, and 
the seeing conditions under which the plates were taken were average , and slightly 
worse than average, respectively. Images fainter than APM BJ = 20 were inspected 
visually and were classified as galaxies if they appeared to be significantly out of 
round or underluminous in their cores. Of 42 images near NGC 288 classified by 
the APM as stellar, we found 6 which satisfied our galaxy criteria. 1 out of 7 
images classified as non-stellar appear stellar in all respects. In NGC 7089, 11 out 
of 53 images classified by the APM as stellar have profiles which appear galactic in 
character. Conversely, 5 out of 12 images classified as non-stellar are quite stellar in 
appearance on our CCD images. The conclusions we draw are that ( i) some image 
confusion is indeed present at faint magnitude levels , and ( ii) stars and galaxies are 
misclassified with approximately equal frequencies, with a possible bias favouring 
galaxies. 
In Figure 4.10 we show the radial profile of images classified as non-stellar 
for NGC 7089. The power-law profile apparent in the (predominantly) stellar 
sample is not in evidence among the galaxy counts. Indeed, the non-stellar image 
densities appear to some extent to be anti-correlated with the total image counts, 
particularly where the uncertainties in the star counts are relatively small. 
The clustering properties of galaxies are reasonably well known ( Peebles and 
Hauser 1974; Heydon-Durnbleton et al. 1988). If the contours in Figure 4.12 are 
significantly affected by misclassified galaxies, then we should see the corresponding 
signature in the two-point correlation function, w( 0). In Figure 4.14 we show the 
run of the ensemble estin1ator ( Hewett 1982) 
(4.8) 
for all images (i.e. of all colours and magnitudes) surrounding :-JGC 7089 and 
classified as stellar and non-stellar, respectively. The surface densities 1Vi, Nj are 
171 
n 
0 
0 
N 
0 
0 
0 
0 
0 
I 
0 0.5 1 1 .5 
e ( degrees) 
2 2.5 
Figure 4.14: Two-point correlation function for stellar ( filled circles) and non-stellar 
( open circles) images surrounding N GC 7089. Error bars are shown for alternating 
points to avoid confusion. 
computed within cells of dimensions 3.1' x 3.1' and foreground-subtracted with a 
1 x 1 bivariate polynomial (see Figure 4.5) to remove the field-star gradient. In 
computing w we avoid the rectangular region extending from 40 'sout h to S5 'north 
of the cluster wherein the postulated extra-tidal stars reside. The galaxies show 
the expected power-law forrn, with an apparent break occurring near 0.5°. This 
is somewhat smaller than that found in galaxy surveys and is most likely due to 
the depth and incompleteness of our counts. The run of w for the stellar images is 
gratifyingly close to zero on all scales, which is what one would expect for a purely 
Poissonian distribution. This is also an indication that our counts do not suffer 
unduly from plate or machine measuring effects . 
In panels e of Figure 4.12 we show the smoothed distributions of images clas-
sified as non-stellar , after removal of a surface fit of the same order as that used 
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for the stars. The contours levels are numerically identical to the contour levels 
used in panels a. The 1 ° structure expected from galaxy counts is apparent , but 
there is little detailed correspondence between this and the structure apparent in 
panels a. Indicated on these maps are the linear correlation coefficients , ( , de-
termined by comparing the residual densities of stellar and non-stellar images in 
bins 25' square. We have included in these calculations only the area of the scan 
beyond the 30' so as not to be influenced by variable crowding effects. NGC 362, 
NGC 2808, and NGC 3201 show the highest correlations. These are due to image 
classification uncertainties induced by the high surface densities and to differen-
tial obscuration by disk material. Aside from these clusters, NGC 7089 shows the 
highest correlation coefficient (0.17). In Figure 4.15 we plot the residual surface 
densities of images classified as non-stellar versus the surface densities of non-stellar 
images for the field surrounding NGC 7089. The strength of the correlation appar-
ently relies most heavily on a few outlying points and appears to be insignificant 
otherwise. The probability that 60 measurements of two uncorrelated variables 
would give a correlation coefficient as large as 0.17 is rv2l %. We conclude from 
this and the above tests that the contours in panels a are not significantly affected 
by misclassification of images. 
The question of obscuration is a more difficult one to address. In the absence 
of image misclassification, we could in principle determine the extent of the ob-
scuration from the variation in galaxy counts across the field. However, given the 
effects of image crowding on misclassification of images and the likelihood that 
the obscuring material is not confined to the region between us and the cluster in 
question, any such attempt would be fraught with uncertainties. We simply note 
that the surface density contours surrounding NGC 2808 and NGC 3201 are sig-
nificantly affected by obscuration, as indicated by the relatively high correlations 
between the densities of stellar and non-stellar images. The contours in Figure 4.12 
for these clusters should be interpreted with this in mind. 
4.5 Comparison with N-body Simulations. 
The extra-tidal extensions in Figure 4.10 are reminiscent of the halos and asso-
ciated tidal tails discussed in Chapter 3. The extensions become apparent at a 
173 
CJ'\ 
0 
• E 
• 
I... N 
0 0 
0 • Q) NGC 7089 ~ • (J) 
• I • • • C • 0 • • 
• • • z • • 
• • •• 
-
• • 0 • 
• • • • • >, 0 
- • ~ • en • 
• C 
• • • • • • • • Q) • • • 0 • • • • 
• Q) • • • (.) 
0 
- • • I... N • ::::, 0 • (J) 
• 0 
0 I 
::::, 
• 
"'O 
• en 
Q) 
0:: 
-0 .04 -0.02 0 0.02 0 .04 
Residual Surface Density of Stellar Images 
Figure 4.15: Comparison · of the foreground-subtracted surface densit ies of 
non-stellar images with those of stellar images for the field surrounding NGC 7089. 
density between 4 and 6 orders of magnitude below the central surface density, 
consistent with the results of the N-body simulations (Figure 3.14). As the simula-
tions progress, we expect continued removal of material beyond rt to increase this 
density contrast somewhat until such time as an equilibrium is reached. vVe do not 
expect the extra-tidal material to disappear completely owing to continued tidal 
shocking, disk shocking, tidal torquing , and ongoing 2-body encounters in the core. 
The diversity in the rate of decline of the extra-tidal material is consistent wit h 
the orbital phase dependence found in the simulations. As discussed in Chapter 3, 
the variation in this gradient will also depend on the shape of t he galactic orbit. 
In Figure 4.16 we show contour plots of the two dimensional surface density 
distribution of model 64eoa at its sixth orbital apocenter as it would appear from 
a distance of 12 kpc from three different perspectives . The surface densities have 
been smoothed with the same kernal and masking radius used fo r NGC 7089 in 
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Figure 4.12. The forms of the surface density distributions are consistent to a 
greater or lesser extent with many of the contour maps in Figure 4.12. How-
ever, the similarity among the model distributions and the poor statistics of the 
observed distributions conspire to make distinctions concerning probable viewing 
angles largely meaningless. 
In Figure 4.17 we compare the surface density profiles of NGC 7089 and model 
64eoa near its 14th perigalacticon. The model units have been scaled so that 
rh = 10 pc and the cluster appears as it would from a distance of 12 kpc. The 
viewing angle is chosen to be along the line connecting the cluster and the galactic 
center. The model cluster profile is evidently non-King-like, but the agreement 
with the data beyond rt is intriguing. Once again, there are too many parameters 
available to put constraints on the possible orientation and orbital phase of NGC 
7089. We simply note that the length scales and density contrasts apparent in the 
observations are consistent with results of the simulations. It will be interesting 
to see how the models and the data compare once the models have reached some 
form of equilibrium. 
We conclude that the stars we find beyond the best-fit values of rt are probably 
unbound as a result of previous and ongoing stripping episodes. Given that our 
highest quality data show quite pronounced extra-tidal extensions, and that the 
majority of clusters in our sample appear to have at least some extra-tidal material, 
we speculate that globular clusters in general have no observable limiting radii. 
Without a priori knowledge of the spatial distribution of unbound stars in the 
vicinity of a cluster, the limits imposed by the Galactic tidal field on the spatial 
distribution of bound stars can only be estimated by model dependent means. If 
the underlying distribution of bound stars is King-like, then the tidal cutoff in 
the binding energy can best be determined by fitting models only to data not 
significantly affected by the presence of unbound stars. In effect, the presence 
of unbound stars places an upper limit on the accuracy to which we can resolve 
the tidal radii of globular clusters . Despite the quality of our data, our ability 
to determine the distribution of globular cluster orbit shapes ( or conversely, the 
Galactic mass distribution) is little improved over that of previous investigators 
(Peterson 1974; Innanen , Harris , and Webbink 1983). 
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Figure 4.16: Smoothed, ~-clin1ensional surface density distribution of particles in 
model 64eoc as viewed fro1n a distance of 12 kpc above the orbit plane (upper left), 
along the tangent of the orhi tal path ( upper right) , and along the line connecting 
the cluster and the Galactic center (bottom). Respective contour levels are identical 
for each panel. 
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Figure 4.17: Comparison between a subset of stars counts and aperture photometry 
for NGC 7089 with the surface density profile of model 64eoa after 1-1 orbits. The 
solid line corresponds to a King model with core and tidal radii taken from Table 
4.1, and the dashed line shows the surface density profile of our model as it would 
appear from a distance of 12 kpc looking out from the galactic center. Codes for 
data sources are given in Table 4.3. 
We conclude that published determinations of the tidal radii of globular clusters 
based on King model fits to the surface density distributions cannot be significantly 
improved upon. Adjustments can be made if the presence of unbound stars is 
evident, but these adjustments will be small in view of the low statistical weight 
of the data at large radii. 
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Chapter 5 
Future Work 
The velocity dispersion we find for globular clusters in NGC 1399, and the fact 
that it is similar to the velocity dispersion of the Fornax cluster as a whole, raises 
several questions concerning the prevalence of mergers during the formation of 
cD galaxies. Why do the globular cluster systems of NGC 1399 and ~187 have 
similar velocity dispersions while th~ galaxies surrounding them have very different 
kinematics? Is the apparent similarity in form between the surface density profiles 
of globular clusters, stellar light, and Fornax galaxies a result of an extended, self-
similar merging process, or the signature of the initial collapse of the cluster? What 
environmental factors in M87 and NGC 1399 have led their respective globular 
cluster systems to have very similar characteristics while the underlying stellar 
envelopes show marked differences? If the bulk of the globular cluster system of 
NGC 1399 arose from tidal stripping of infalling galaxies, then we would expect 
stars to have been deposited as well. Do the stars at large radius have kinematics 
similar to those of the globular clusters? A project is currently underway to measure 
the stellar velocity dispersion from integrated light at approximately 3 arcminutes 
from the core of NGC 1399. If the velocity dispersion of the stellar component is 
small relative to that of the globular clusters, we would have to consider other means 
by which the large population of globular clusters could have developed. Perhaps 
we are looking at the cores of nucleated dwarf galaxies which have spiralled into 
the center of the cluster through dynamical friction. 
The number of globular cluster systems with published kinematical information 
is woefully small and more data will be needed before we can realistically constrain 
models of the formation of cD ellipticals and the development of superabundant 
globular cluster systems. One particularly interesting globular cluster system is 
that of NGC 3311, the cD galaxy in the Hydra I cluster. While the globular cluster 
surface density distribution follows that of the underlying stellar component , the 
surrounding cluster galaxies have a velocity dispersion similar to that of galaxies 
in the Virgo cluster. This makes the globular cluster system of NGC 3311 an 
178 
important test case for determining the parameters which influence the extent to 
which mergers and tidal interactions play a part in cluster dynamics and galaxy 
formation. While the Hydra I cluster is some two magnitudes fainter than Fornax , 
the introduction of 8 and 10-meter-class telescopes with adaptive optics should 
make such a project feasible in the near future. 
The numerical simulations we have undertaken to date represent the beginnings 
of long term project to characterize the evolution in the structure and dynamics 
of star clusters orbiting in a tidal field. Thus far we have examined only a small 
portion of parameter space. The simulations we discuss in Chapter 3 will be con-
tinued until such time as the models achieve near-equilibrium configurations. To 
isolate the effects of tidal shocking on the orbits we have studied so far, we will 
need to evolve our initial model along circular orbits with similar predicted values 
of rt. These models would be expected to reach an equilibrium relatively quickly, 
and the mass lost per unit time will enable us to quantify the extent to which tidal 
shocking and the self-consistent response of the cluster accelerate mass loss from 
clusters on eccentric orbits. 
The next step will be to determine how the effective tidal radius depends on 
particle angular momenta. To this end we will run simulations similar to those 
above using a cluster whose velocity distribution is everywhere isotropic. Based 
on the results of Chapter 3, we expect that tidal torquing will be less effective 
due to the smaller number of radial orbits and that tidal mass loss will be slowed 
accordingly. We intend to test the self-consistent response of our model clusters to 
the effects of compressive shocks induced by frequent passages through a realistic, 
galactic disk. Work on the tree code is currently underway to permit the use of 
a variable time step. By concentrating computational effort on the particles in 
the core, we should realize a considerable reduction in total computing time. This 
would permit both a reduction in the softening length applied to particle potentials 
and the application of a more realistic mass spectrum. By considering the effects 
of these various parameters independently, we will be better able to quantify their 
relative contributions and, hopefully, to model the evolution of clusters in a tidal 
field for any set of initial conditions. 
Some of the smoothed surface density contour maps in Chapter 4 are suggestive 
of tidal tails extending to considerable distances from the clusters. To verify that 
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these tails are physically associated with the clusters will require spectroscopy of 
a reasonable sample of extra-tidal stars with colours and magnitudes consistent 
with those of the clusters. If their velocities and metallicities are similar to those 
of bound cluster stars, we may be reasonably confident that the tails are not due 
to other stellar associations in the field. Sufficient velocity resolution would be 
required to distinguish between cluster and halo stars. Since most of the tail st ars 
have B1 > 20 and the numbers of tail stars are not large to begin with , we would 
clearly require multi-aperture spectroscopy on a 4-meter-class telescope. 
The results of Chapter 3 indicate that if tidal tails are present , they will extend 
well beyond the 2° available from the scanned Schmidt plates. For NGC 7089 we 
find that the one-dimensional surface density profile beyond rt goes as f ex r- 2 , 
implying that the two-dimensional surface density is proportional to r- 1 . It may 
be possible to detect unbound cluster stars at even larger distances from the cluster 
than we have examined here. The appearance of the tidal tails on large scales is 
determined primarily by the cluster's orbit shape and less by the details of the 
stripping process. Defining the large-scale distribution of extra-tidal stars on the 
sky would , in principle, allow us to actually trace the cluster 's orbit. Such a project 
would require the acquisition and analysis of deep, two-colour Schmidt plates of six 
or eight fields centered rv 3° from the cluster center. While estimates of the tidal 
radii of globular clusters may not be as useful for studying Galactic dynamics as 
we had hoped, it may yet be possible ( with considerable effort) to determine orbit 
shapes of clusters from the distributions and velocities of their excrements. 
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