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Linear algebra - Solutions of the exam simulation
1) (a) The augmented matrix associated to the system can be reduced
in echelon form in the following way:
 0 −3 −2 1 −21 2 2 0 0
2 1 2 1 −2
 R1 ↔ R2R3 ← R3 − 2R1−→
 1 2 2 0 00 −3 −2 1 −2
0 −3 −2 1 −2

R3 ← R3 −R2−→
 1 2 2 0 00 −3 −2 1 −2
0 0 0 0 0

Hence setting z = α and t = β we get that y = 1
3
(2− 2α+ β) and
x = −2
3
(2 + α + β).
Thus the general solution is
−2
3
(2 + α + β)
1
3
(2− 2α + β)
α
β
 ∀α, β ∈ R.
For α = 0 and β = 1 we get the particular solution (−2, 1, 0, 1)T .
(b) The vector (1, 0, 0, 0) does not belong toW indeed it is not solution
of the first equation of the system (1 = 0).
2) (a) The minor obtained by D deleting the second row and the third
column has determinant different from zero, indeed∣∣∣∣ 1 21 −3
∣∣∣∣ = −5,
hence rank(D) ≥ 2. Moreover∣∣∣∣∣∣
1 2 λ
λ+ 1 10 0
1 −3 λ
∣∣∣∣∣∣ = 10λ−3λ(λ+1)−10λ−2λ(λ+1) = −5λ(λ+1).
Thus, if λ 6= 0 and λ 6= −1, rank(D) = 3. In this case the di-
mension of both R(D) and C(D) is equal to 3 (the rank), while
dimN (D) = dimN (DT ) = 3− 3 = 0.
If λ ∈ {0,−1} rank(D) = 2. Thus the dimension of R(D) and
C(D) is equal to 2, while dimN (D) = dimN (DT ) = 3− 2 = 1.
(b) We have already proved in the previous point that the first two
columns of D are linearly independent for every choice of λ. So,
by Rouche-Capelli Theorem, D must have rank equal to 2 in order
to be the augmented matrix of a solvable system. This happens
if and only if λ = 0 or λ = −1.
(c) In order to answer the question it is sufficient to find a vector b
such that rank(D) < rank[D|b]. We already know that rank(D) =
2 when λ = −1. Hence, setting b = (0, 0, 1)T , we get that
rank
 1 2 −1 00 10 0 0
1 −3 −1 1
 = 3
indeed ∣∣∣∣∣∣
2 −1 0
10 0 0
−3 −1 1
∣∣∣∣∣∣ = 10
(d) If λ = 0 the fist two columns are a basis for C(D) (they are not
scalar multiples and the third column is the zero vector). So we
obtain a Cartesian representation by imposing
0 = det
 x 1 2y 1 10
z 1 −3
 = x ∣∣∣∣ 1 101 −3
∣∣∣∣− y ∣∣∣∣ 1 21 −3
∣∣∣∣+ z ∣∣∣∣ 1 21 10
∣∣∣∣
and so −13x+ 5y + 8z = 0.
(e) In order to compute D−1 we first compute the determinant of D.
By replacing λ = 1 into the expression of the determinant we
found in (a) we get det(D) = −10. Then we need to find the
adjoint matrix of D, this matrix has in place (i, j) the number
(−1)i+j detDj,i, where Dj,i is the matrix obtained by D removing
the j−th row and the i−th column. Hence
adj(D)11 =
(
10 0
−3 1
)
= 10 adj(D)12 = −
(
2 1
−3 1
)
= −5
adj(D)13 =
(
2 1
10 0
)
= −10 adj(D)21 = −
(
2 0
1 1
)
= −2
adj(D)22 =
(
1 1
1 1
)
= 0 adj(D)23 = −
(
1 1
2 0
)
= 2
adj(D)31 =
(
2 10
1 −3
)
= −16 adj(D)32 = −
(
1 2
1 −3
)
= 5
adj(D)33 =
(
1 2
2 10
)
= 6
and so
adj(D) =
 10 −5 −10−2 0 2
−16 5 6
 .
Thus
D−1 =
1
detD
adj(D) = − 1
10
 10 −5 −10−2 0 2
−16 5 6
 .
Applying D−1 to both the left sides of the equation we get xy
z
 = 1
10
 −10 5 102 0 −2
16 −5 −6
 10
1
 = 1
10
 00
10
 =
 00
1
 .
Note we get the same solution by observing that the column of
constant terms is equal to the third column of D.
(f) From point (a) we have seen that detD = −5λ(λ + 1), hence
setting λ = 2 we get that detD = −30. Using Binet Theorem we
obtain det(D3) = det(D)3 = 27000.
3) (a) For a = 1 the vector (0, 0,−2, 0, 1)T belongs to U , while 2(0, 0,−2, 0, 1)T
does not (-4+8=0).
(b) If we set a = −1 then U = {(x1, x2, x3, x4, x5) ∈ R5 | x1 + 2x2 =
0, x3 = 0}, i.e., U is the set of solution of a homogeneous system
and so it is a subspace. This Cartesian representation is minimal
indeed the matrix associated to this system is
A =
(
1 2 0 0 0
0 0 1 0 0
)
and its two rows are linearly independent since R1 6= λR2 for every
λ ∈ R).
The matrix A is already in echelon form, hence if we set x5 =
α, x4 = β and x2 = γ we get that the general solution to the
system is 
−2γ
γ
0
β
α
 ∀α, β, γ ∈ R.
By setting 1 to one of these free variables and 0 to the others we
get the following three vectors
0
0
0
0
1
 ,

0
0
0
1
0
 ,

−2
1
0
0
0

which form a basis of U since they span U and dim(U) = 5 −
rank(A) = 3.
A minimal parametric representation is given by
x1
x2
x3
x4
x5
 = α

0
0
0
0
1
+β

0
0
0
1
0
+γ

−2
1
0
0
0
 =

0 0 −2
0 0 1
0 0 0
0 1 0
1 0 0

 αβ
γ
 .
Since dimR5 = 2 we need to add two vectors to the basis written
before in order to form a basis of the whole space. We can take
0
1
0
0
0
 ,

0
0
1
0
0

indeed if we write the matrix obtained by stacking as rows these
five vectors we get 
−2 1 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

which is in echelon form. This means that the rank is equal to 5
implying that the vectors are linearly independent.
4) (a) A vector inside the nullspace of A if and only if it is a vector
v = (α, β, γ, δ)T ∈ R4 such that
Av = αc1 + βc2 + γc3 + δc4 = 0,
where cj denotes the j-th column of A. The columns of A are li-
nearly independent hence the only possible solution is (0, 0, 0, 0)T .
(b) We have rank(A) = 4 because the columns are linearly indepen-
dent and A is 5 × 4 (and so the rank is at most 4). The left
nullspace of A is contained in R5 hence its dimension is equal to
5− rank(A) = 1.
(c) We want to find (x1, x2, x3, x4) ∈ R4 such that
A

x1
x2
x3
x4
 = x1c1 + x2c2 + x3c3 + x4c4 = c1.
Moreover this solution is the only one since the rank of A is
equal to the number of unknowns and so the systems has only
one solution.
