Linkage mapping is one of the most commonly used methods to identify genetic loci that determine a trait.
Data sources and features used in QTG-Finder
Arabidopsis polymorphism data of 1,135 accessions was downloaded from 1001 Genomes Project 1 0 8 (https://1001genomes.org) (Consortium 2016) and rice polymorphism data of 3,010 cultivars was 1 0 9 downloaded from Rice SNP-Seek Database (http://snp-seek.irri.org) (Mansueto et al. 2017) . We used 1 1 0 SIFT4G (v 2.4) (Ng and Henikoff 2003) and SnpEff (v 4.3r) (Cingolani et al. 2012) to annotate the raw 1 1 1 polymorphism data. The number of non-synonymous SNP as annotated by SIFT4G was normalized to 1 1 2 protein length and used as a numeric feature (normalized_nonsyn_SNP). Non-synonymous SNPs at 1 1 3 conserved protein sequences were predicted to cause deleterious amino acid changes by SIFT4G. The presence of deleterious non-synonymous SNPs in a gene was used as a binary feature 1 1 5 (is_nonsyn_deleterious). If a gene contained any deleterious non-synonymous SNPs, the 1 1 6 "is_nonsyn_deleterious" feature was set to 1, otherwise it was set to 0. Other binary polymorphism features 1 1 7 such as "is_start_lost" (start codon lost) and "is_start_gained" (start codon gained) were extracted from 1 1 8
SnpEff annotations in the same way. For "is_SNP_cis", the Position Weight Matrices of cis-elements were 1 1 9 downloaded from CIS-BP database (Build 1.02) (Weirauch et al. 2014 ) and mapped to 1kb upstream of all 1 2 0 genes in the genome using FIMO (v 4.12.0) (Grant et al. 2011) . The cis-elements with a matching score 1 2 1 above 55 were imported into SnpEff library to annotate the SNPs. This matching score cutoff was 1 2 2 determined by a cross-validation as described later. converted to high-level functional groups such as transcription factor, receptor, kinase, transporter, and 1 2 7 enzyme to mitigate the effect of some inaccurate annotations (Jones et al. 2007) . Genes annotated as 1 2 8 enzymes were further classified into 13 PMN metabolic domains such as carbohydrate metabolism and 1 2 9 nucleotide metabolism (Schlapfer et al. 2017) . Unclassified genes in PMN were classified as 1 3 0 "is_other_metabolism". Genes annotated as enzymes by GO but not present in PMN databases are enzymes 1 3 1 involved in macromolecule metabolic process or enzymes that don't have a specific function assigned. Since a majority of them is involved in macromolecule metabolic process, we named this group as 1 3 3 "is_macromolecule_metabolism". Co-functional networks of Arabidopsis and rice were retrieved from AraNet and RiceNet (Lee et al. Paralog copy number (paralog_copy_number) and essential gene prediction (is_essential_gene) were 1 3 8 taken from a previous publication (Lloyd et al. 2015) . The QTG-Finder algorithm was developed in Python (v 3.6) with the 'sklearn' package (v 0.19.0) 1 4 7 (Pedregosa et al. 2011) . We developed an extended 5-fold cross-validation framework (Fig. 1a) For the 5-fold cross validation, curated causal genes were used as positives and the other genes from 1 5 0 the genome were used as negatives. The positives were randomly split into training and testing positives in 1 5 1 a 4:1 ratio. Training and testing positives were combined with different sets of negative genes that were 1 5 2 randomly selected from the rest of the genome. To increase the combination of positives and negatives, we 1 5 3 re-split the positives 50 times randomly and selected negatives 50 times. This number of iterations ensured 1 5 4 greater than 99% probability that every positive sample co-occurred with every negative at least once in the 1 5 5 training or testing set during the cross-validation process. The probability of co-occurrence was calculated 1 5 6
as Equation 1. P co is the probability of co-occurrence of a positive and a negative in a testing or training set. N is the total number of negative samples. n is the number of negative samples selected as testing or 1 5 8 training samples. R is the number of iterations used to re-split the positive set. C is the number of cross-1 5 9 validation folds that contains a positive sample. C was set to 4 for the training set and set to 1 for the testing 1 6 0 test. S is the number of iterations to randomly select the negative set.
We tested different classifiers and parameters and optimized the model based on Area Under the Curve Supplementary Fig. S1 ). For Random Forest, we tuned the number of trees and the maximum number of features for each tree based 1 6 7 on AUC-ROC ( Supplementary Fig. S2 ). We used 100 trees and a max_feature of 9 for Random Forest. For chosen for further analysis since its performance was slightly better than the other two classifiers. The ratio ( Supplementary Fig. S3 ). The best performing positives:negatives ratio was 1:20 for Arabidopsis and 1:5 The source code for cross-validation and any other analyses below are available at We implemented a leave-one-out analysis to evaluate feature importance. This method was based on the 1 7 8 change of AUC-ROC (ΔAUC-ROC) when leaving out one feature from the models. The same cross- For validation, we applied the models to an independent set of causal genes that were curated from the initial list and negatives were randomly selected from the rest of the genome. Model training was 1 8 7
repeated 5,000 times by resampling training negatives from the genome. With 5,000 iterations, there was 1 8 8
>99% probability that each gene in the genome was selected at least once based on simulation. We applied 1 8 9
the models to each of the independent causal gene and all other genes located within the QTL. All genes 1 9 0 within the QTL were ranked based on the frequency of being predicted as a causal gene. We calculated the probability of correctly prioritizing at least K causal genes when applying the 1 9 2 models to a total of N QTLs with Equation 2. p is the probability to correctly prioritize a causal gene of a 1 9 3 single QTL at a certain threshold. x is the number of causal genes being correctly prioritized.
Trait category analysis 1 9 6
The trait category analysis was performed in a similar way as the independent literature validation except 1 9 7 using different training and testing sets. Each curated causal gene was tested once. For each round, one 1 9 8 curated causal gene was removed from the training set. Then the model was trained and applied to rank the 1 9 9 known causal gene and 200 flanking genes. We developed the QTG-Finder algorithm to find causal genes from QTL data and generated two 2 0 4 predictive models in Arabidopsis and rice with the algorithm. These two species were selected for model 2 0 5 training since they have the largest number of QTL causal genes (QTGs) that have been discovered by fine S1 and S2). The negative set was a subset of genes randomly selected from the rest of the genome. To train 2 0 9 the models, we used 28 Arabidopsis features and 27 rice features, including polymorphisms, functional 2 1 0 categories of genes, function interference from co-function networks, gene essentiality, and paralog copy 2 1 1 number ( Supplementary Tables S3, S4 and S5). These features were generally independent from each other 2 1 2 8 (most have a Pearson's correlation coefficient <0.2) ( Supplementary Fig. S4 ).
1 3
We optimized the models with an extended cross-validation framework (Fig. 1a ). In addition to a 2 1 4 typical 5-fold cross-validation (Kuhn and Johnson 2013), iterations were applied to randomly select genes 2 1 5 from the negative set and re-split the positive set in order to maximize the combinations of positives and 2 1 6 negatives in the training and testing sets (See method). With this framework, we evaluated the training performance with Area Under the Curve of Receiver Operating Characteristic (AUC-ROC) and optimized parameters. To find the optimal parameters, we 2 1 9 compared the AUC-ROC of different machine-learning classifiers, modeling parameters, and the ratio of 2 2 0 positive:negative genes in the training set ( Supplementary Fig. S2 , S3, and S4). Random Forest was 2 2 1 selected as the classifier since it was less prone to over-fitting and performed better than the other 2 2 2 classifiers tested ( Supplementary Fig. S1 ). After optimization, AUC-ROC for the Arabidopsis and rice 2 2 3 models were 0.86 and 0.73, respectively ( Fig. 1b ).
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Since the positive training set used was relatively small, we also evaluated the relationship between With the optimized models, we wanted to know which features were important for causal gene Here, we highlighted the six most important features out of a total of 28 features. The six most SNPs normalized to protein length (normalized_nonsyn_SNP), receptor, transcription factor, and SNPs 2 3 8 causing premature stop codon (is_stop_gained) (Fig. 2a ). The six most important features for rice were 2 3 9 paralog copy number, macromolecule metabolism, network weight sum, transcription factor, transporter, between Arabidopsis and rice models, which were paralog copy number, transporter, transcription factor, 2 4 2 and SNPs causing premature stop codon. For the six most important features in Arabidopsis and rice, we examined their ratio in known causal 2 4 4 genes versus randomly selected genes in the genome (Fig. 2b) . Compared to other genes in the genome, the 2 4 5 causal genes tended to have more paralogs, higher frequency of being a transporter or a transcription factor, 2 4 6 and higher frequency of containing SNPs that cause premature stop codons in both species. The rest of the features contributed less to, but did not impair, model performance to a large degree 2 4 8 (ΔROC-AUC< 0.02). Since there was no strong evidence that they impair prediction, we did not remove probability of identifying all five causal genes would be 10% when the top 20% cutoff was used. We identifying at least one out of five causal genes would be no less than 80% for all three cutoffs. The 2 7 5 probability to correctly prioritize at least four out of five causal genes would be 40% (for top 20%), 14% 2 7 6 (for top 10%), and 2% (for top 5%). Therefore, a less stringent cutoff (top 20%) performs much better than 2 7 7 a more stringent cutoff if one is interested in finding most of the causal genes or causal genes of a particular 2 7 8 QTL. However, if the goal is to identify any causal gene, then screening the top 5% of all QTLs may be a 2 7 9 more strategic approach since fewer candidate genes need to be tested experimentally. Since the training set included genes for different types of traits at an imbalanced ratio, we wanted to 2 8 2 know how QTG-Finder models would work for each type of traits (Fig. 4a ). The independent validation ( Supplementary Table S6 ). However, this validation set was not large enough for a systematic analysis and 2 8 5 did not have any abiotic-stress-related causal genes. Therefore, we performed a rank analysis for different 2 8 6 1 0 trait categories using the known causal genes from the initial training set (60 for Arabidopsis and 45 for 2 8 7 rice). For this rank analysis, each causal gene was taken out from the training set once and used for a rank 2 8 8 test. The single causal gene and its 200 neighboring genes in the genome were used as a testing set. We 2 8 9 applied the models to each testing set to obtain the rank for each causal gene. Then we calculated the 2 9 0 average rank for the causal genes in the four trait categories: development, abiotic stress, biotic stress and 2 9 1 "other". The "other" category included traits in seed hull color, oil composition, necrosis, etc. Performance of the models was not the same for different trait categories. Both abiotic and biotic stress 2 9 3 traits had better performance than developmental traits (Fig. 4b ). In addition, the Arabidopsis model 2 9 4 performed slightly better than the rice model for all trait categories. This trait category analysis can guide 2 9 5 users to determine rank cutoffs when applying models to different types of traits. Linkage mapping is a useful tool to identify the genomic regions responsible for many agriculturally and 2 9 9 medically important traits. However, it is not straightforward to identify the genes that cause the trait number of candidates to be tested experimentally in order to accelerate the discovery of causal genes. Several causal variant or gene prioritization methods have been developed for human data but not many especially helpful for large QTLs identified by linkage mapping, which can constitute tens to hundreds of 3 1 0 genes. One method has been developed in rice to prioritize causal genes for linkage mapping (Bargsten et 3 1 1 al. 2014). This method is based on the hypothesis that causal genes from multiple QTLs of the same trait 3 1 2 are more likely to have the same biological process GO terms, and therefore genes with overrepresented 3 1 3 biological process GOs were prioritized as causal genes. However, this method gives no predictions for 3 1 4 ~15% of traits and lack an unbiased performance evaluation since the same set of causal genes was used to 3 1 5 determine cutoff and evaluate performance. In this study, we built a supervised learning algorithm using multiple features and validated its efficacy with an independent dataset from the literature. The models could accelerate the discovery of causal genes by ranking all the genes in a QTL region and prioritizing the top 5%, 10%, or 20% genes, which are most 3 1 9 likely to contain the causal gene, for experimental testing. Based on an assessment using independent data 3 2 0 in the literature, we calculated the performance when applying the models to all QTLs of a trait and 3 2 1 compared three cutoffs (top 5%, 10%, and 20%). The less stringent cutoff (top 20%) had a higher chance to 3 2 2 find more causal genes (Fig. 3b and c) but yielded more candidates that needed to be tested by experiments. The more stringent cutoff (top 5%) had a lower chance to find all causal genes but yielded a smaller set of 3 2 4 candidates to test. The probability for the models to find at least one causal gene is high for all three 3 2 5 cutoffs. If the goal were to find one or more causal genes for functional studies and the particular QTL 3 2 6 regions did not matter, the 5% cutoff would be more efficient. If the goal were to discover all causal genes 3 2 7 and understand the genetic architecture of a trait, the 20% cutoff would be better. Similarly, if a particular 3 2 8 QTL were of interest for discovering the underlying causal gene, the 20% cutoff would be better. There are several conceptual and practical advantages of QTG-Finder algorithm. First, this algorithm 3 3 0 combines multiple types of publically available data including polymorphisms, function annotations, co-3 3 1 function network and other genomic data, which have not been applied to prioritize causal genes from 3 3 2 linkage mapping studies. Second, models were trained on causal genes from various traits and can be 3 3 3 applied to several types of traditional traits, though the prioritization efficiency was not equivalent. Third, Two limitations of this study are the small number of known causal genes in plants and the impurity of negative set used for model training. We used 60 Arabidopsis and 45 rice causal genes that have been important features of causal genes that we were not able to capture with this small dataset. The negative set 3 4 2 was composed of genes randomly selected from the rest of the genome. Though we excluded known causal 3 4 3 genes, there could still be some uncharacterized causal genes. As a result of these limitations, 20% cutoff 3 4 4 will still yield ~100 candidates for large QTLs, which is challenging for genetic characterization unless at 3 4 5 least a medium-throughput phenotyping method is available. Fortunately, plant science is entering an era of incorporated to improve the models. Many causal genes were repeatedly found to cause phenotypic variation of similar traits, which is also 3 5 2 known as genetic hotspots of phenotypic variation or gene reuse (Martin and Orgogozo 2013). By are likely to have some genetic and genomic characteristics that allow them to be repeatedly used for 3 5 7 phenotypic variation. The mechanism for gene reuse is not clear but it may be influenced by factors such as responses (Baxter et al. 2010; Turner et al. 2010) . For example, in Arabidopsis lyrata, the polymorphisms 3 9 8 most strongly associated with soil type are enriched in metal transporters (Turner et al. 2010) . We observed 3 9 9 a higher frequency of causal genes being transporters than the average gene in the genome. Causal from other causal genes such as the medium-effect genes that can be detected by GWAS but not by linkage Overall, QTG-Finder is a novel machine-learning pipeline to prioritize causal genes for QTLs identified by linkage mapping. We trained QTG-Finder models for Arabidopsis and rice based on known 4 1 0 causal genes from each species, respectively. By utilizing information like polymorphisms, function 4 1 1 annotations, co-function networks, and paralog copy numbers, the models can rank QTL genes to prioritize 4 1 2 causal genes. Our independent literature validation demonstrates that the models can correctly prioritize 4 1 3 about 65% of causal genes for Arabidopsis and 60% for rice when the top 20% of ranked QTL genes were 4 1 4 considered. The algorithm is applicable to any traditional quantitative traits but the performance was 4 1 5 different for each trait type. Since QTG-Finder is a machine-learning based pipeline, extending the training 4 1 6 set and adding features can easily expand and improve the models. We envision that frameworks like QTG-4 1 7
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