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Introduction
Let f : D → D be a holomorphic function in a domain (that is a connected open
subset) of C. A natural object of study associated with f is its family of iterates
{fk}, where fk is the composition of f with itself k times. For instance we can be
interested in the asymptotic behaviour of this sequence as k →∞ or in its relation
with properties of f or D.
The investigations of this topic started at the end of nineteenth century with
the works of Schröder [45] and Kœnigs [31]. Their viewpoint was mainly local,
that is they studied the asymptotic behaviour in a neighborhood of a fixed point.
Around the twenties of the last century, Julia, Fatou and Wolff started to investigate
this topic from a global point of view. They proved several results. When D is a
simply connected domain (but not C), by Riemann Mapping Theorem, this reduces
investigation to the sequence of iterates holomorphic self-maps f of the unit disc ∆.
Several other mathematicians have been working on this topic and also investigating
the behaviour of iterates of f : X → X when X is a domain of Cn or a complex
manifold. The topic is indeed a very active research area, see for instance the
survey [4]. In several complex variables the situation is more involved. For example
the fixed points set of holomorphic maps could be a non trivial complex submanifold.
Furthermore the tools that replace the hyperbolic distance in the unit disc are more
complicated to manage than in dimension one and other tools are needed.
We can look at iterates of f : D → D from a slightly different viewpoint. Indeed
let Hol(D) be the set of holomorphic self maps of D, endowed with the topology
of uniform convergence on compact subsets of D. With respect to composition of
maps, the set Hol(D) is a topological semigroup with identity, that is the composition
of maps is a continuous, associative operation with identity. Consider now the set
{fk | k ∈ N} of iterates of a holomorphic map f . We can also think this set as the
image of a homomorphism Φ: N→ Hol(D) of topological semigroups with identity,
with Φ(1) = f , where we consider N as a topological semigroup with respect to
addition and the discrete topology.
A natural generalization here is to replace N with R. Indeed a one-parameter
semigroup of holomorphic self-maps of a domain D is a homomorphism Φ: R+ →
Hol(D) of topological semigroups with identity. It is difficult to track the origin of
1
the concept. Tricomi and Loewner probably were the first to consider one-parameter
semigroups around 1920, even if they did not isolate the concept in a definition. First
works on the subject in the holomorphic setting appeared by Wolff in the late thirties
of last century.
One-parameter semigroups can be obtained by solving differential equation. In-
deed let F : D → Cn be a holomorphic map such that integral curves of the Cauchy
problem 
∂Φ
∂t
= F ◦ Φ,
Φ(0) = z,
are all defined on [0,+∞). Then the flow Φ induced by these integral curves clearly
gives us a one-parameter semigroup of holomorphic self-maps of D. The map F is
called the infinitesimal generator of the one-parameter semigroup Φ.
In the late seventies the subject of one-parameter semigroup of holomorphic self-
maps received new impulse, mainly by Berkson and Porta [7]. They proved several
results about one-parameter semigroups of holomorphic self-maps of ∆. Abate in [1]
generalized some of these to the n dimensional case. One of the most relevant is the
following.
Theorem 0.1. Let Φ: R+ → Hol(D) be a one-parameter semigroup of holomorphic
self-maps of a domain D of Cn. Then Φ admits a (unique) infinitesimal generator
F : D → Cn.
Thus under quite general hypotheses on D, every one-parameter semigroup of
holomorphic self-maps of D arises as a flow of a suitable vector field. Hence we
can investigate some of the standard topics in iteration theory for one-parameter
semigroups by studying properties of their infinitesimal generators.
In particular the set of fixed points of maps of the semigroup corresponds to
the set of vanishing points of the infinitesimal generator. In general it is useful to
have criteria that force the semigroup Φ to be trivial, that is Φ(R+) = {idD}, or
equivalently F ≡ 0 on D. A sufficient condition that forces a holomorphic map
to be vanishing or to be the identity map in its domain is usually called a rigidity
condition.
Rigidity conditions, are known in complex analysis. The first one we usual meet
is the Principle of Isolated Zeros, that is the statement that if a holomorphic map
f : D → C, where D ⊆ C, vanishes on a set with at least an accumulation point,
then it vanishes everywhere.
Other kinds of rigidity conditions are of the type that force a map to be the
identity map. For instance a part of the classical Schwarz Lemma is the following
proposition.
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Proposition 0.2 (Schwarz-Carathéodory). Let f : ∆ → ∆ be a holomorphic map,
and ζ0 ∈ ∆. If
f(ζ) = ζ +O(|ζ − ζ0|2),
then f ≡ id∆.
What happens if we push the point ζ0 to the boundary? The answer to this
question was given in a paper by Burns and Krantz [15] where the authors proved
the following theorem.
Theorem 0.3 (Burns-Krantz). Let g : ∆→ ∆ be a holomorphic map and τ ∈ ∂∆.
If
lim
ζ→τ
g(ζ)− ζ
|ζ − τ |3 = 0,
then g ≡ id∆.
In that paper they actually go further and generalize this theorem to some do-
mains of Cn. They also state that the limit in previous equation can be replaced by
the weaker angular limit: a limit in which approaching regions are angular regions
instead of complete neighborhood around τ . Other results on this subject in the
unit disc are by R. Tauraso and F. Vlacci [49] as well as F. Bracci, R. Tauraso and
F. Vlacci [13]. Analogous results in different kinds of domains can be found for
instance in [26], [6] and [37].
Hence the angular limit is enough to get a rigidity condition for a holomorphic
self map of ∆, but what precisely are angular regions and angular limits? In convex
domains of Cn, with smooth boundary, angular regions can be defined in the follow-
ing way. Let D be a convex domain of Cn with smooth boundary, and let τ ∈ ∂D.
By a τ -curve we mean a continuous curve α : [0,1) → D such that α(t) → τ as
t→ 1−. An angular region at τ of amplitude M > 1 is the set
AD(τ,M) := {z ∈ D |‖z − τ‖ < MRe 〈τ − z,ντ 〉} ,
where ντ is the outward unitary normal vector at τ . We say that a τ -curve α is non-
tangential if it lies inside some AD(τ,M). Thus we have a correspondent concept of
angular limit: let D ⊆ Cn be a strictly convex domain, τ ∈ ∂D and let F : D → Cm.
Then we say that F has angular limit L as z → τ and we shall write
∠ lim
z→τ F (z) = L
if for every non-tangential τ -curve α, we have
lim
t→1F (α(t)) = L.
Angular regions are actually n-dimensional analogous of ‘real’ angular regions in ∆.
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Usually in complex function theory and in harmonic analysis a restricted limit
different from angular one is used. Indeed as first proposed by A. Korányi and E.
M. Stein in [32, 33], a useful generalization to the unit ball of angular regions in ∆
is the set:
KBn(τ,M) =
{
z ∈ Bn
∣∣∣∣∣ |1− (z,τ)|1− ‖z‖ < M
}
,
where τ is a point in the boundary of Bn and M > 1. Here (·,·) is the standard
hermitian product in Cn . These regions are called Korányi regions of center τ and
amplitude M . Using Korányi regions we can define what we can call K-limit at any
point τ in the boundary of Bn (the unit ball of Cn); we say that F : Bn → Cn has
K-limit L and we write
K- lim
z→τ F (z) = L
if limF (z) = L for z → τ inside the Korányi region KBn(τ,M) with center τ , for any
M > 1. For a function, holomorphic in ∆, to have K-limit is equivalent to having
an angular limit. Indeed in ∆ Korányi regions are just egg-shape sectors with a
corner at τ of amplitude 2 arccos(1/M), symmetric with respect to the line segment
from 0 to τ . Hence, in ∆, angular and Korányi limits are just the same.
In Bn, Korányi regions are angular only along the direction normal to the bound-
ary of Bn while they are tangential to the boundary in all others directions. Hence
if a holomorphic map has K-limit, then it must also have the angular limit and they
are the same.
Now we turn back to one-parameter semigroups. Since a one-parameter semi-
group of holomorphic maps is trivial if and only if its infinitesimal generator identi-
cally vanishes, Burns and Krantz Theorem 0.3 makes it reasonable to expect that a
rigidity results similar to their, holds for the infinitesimal generator of a semigroup of
holomorphic maps. Indeed, M. Elin, M. Levenshtein, S. Reich, D. Shoikhet proved
the following theorem [23,24,36]:
Theorem 0.4. Let F : Bn → Cn be the infinitesimal generator of a semigroup of
holomorphic self-maps of Bn, and τ ∈ ∂Bn. If
K- lim
z→τ
F (z)
‖z − τ‖3 = 0, (0.1)
then F ≡ 0.
Our main aim of investigation in the first part of the thesis is to generalize this
last theorem to bounded strongly convex domains with boundary C3. Indeed, the
main theorem of our is the following [17].
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Theorem 0.5. Let D be a bounded strongly convex domain of Cn with boundary
C3; let F : D → Cn be the infinitesimal generator of a semigroup of holomorphic
self-maps of D and τ ∈ ∂D. Assume that
∠ lim
z→τ
F (z)
‖z − τ‖3 = 0. (0.2)
Then F ≡ 0 in D.
Theorem 0.5 is stronger than Theorem 0.4 even in the ball. Indeed, as we shall
better explain later on, K-limits are stronger than non-tangential ones, since each
non-tangential τ -curve is eventually contained in some Korányi region at τ .
We remark that the existence of limit (0.2) along a single non-tangential curve
ending at τ is not enough to guarantee the vanishing of F , neither in the unit ball.
Indeed consider the semigroup of holomorphic self-maps of B2 given by
Φt(z,w) := (e−tz,w)
with infinitesimal generator F (z,w) = (−z,0). Then consider the non-tangential
curve [0,1) 3 t→ γ(t) := (0,t) ∈ B2 ending at (0,1). Clearly
lim
t→1
F (γ(t))
‖γ(t)− (0,1)‖3 = 0,
but F is not identically vanishing.
The last theorem holds also if D is a bounded strictly linearly convex domain
with C3 boundary. By strictly linearly convex domain we mean that the boundary is
at least C2 and the complex tangent space at each point of the boundary intersects
the closure of the domain only at one point. However we decided to present our
arguments only in strongly convex domains since it is the most common setting for
this kinds of problems.
The second part of our thesis, that is Chapter 3, is devoted to studying the
asymptotic behaviour of a special class of biparametric families of holomorphic maps.
As we remarked above, each one-parameter semigroup arises as integral curves of
an autonomous differential equation. In dealing with some problems one may need
a class of maps wider than the ones in a one-parameter semigroup. For this purpose
we consider non-autonomous differential equations related to the ones that generate
one-parameter semigroups.
Loewner was the first to study these families in [29] as, basically, solutions of the
differential equation
dζ
dt
= −ζp(ζ,t) for almost every t ∈ [s,∞)
ζ(s) = ζ
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where s ≥ 0 and p : ∆ × [0, +∞) → C has enough regularity in t, is holomorphic
in ζ, with p(0,t) = 1 and Re p(·,t) ≥ 0, for all t ≥ 0. The corresponding solutions
ϕs,t(ζ) are defined for t ≥ s ≥ 0 and for ζ ∈ ∆ and share the common fixed point 0.
They are called in the literature evolution families (sometimes transition functions,
semigroup elements). In the modern framework the map p is assumed to be only
measurable in t. For a detailed account of this result and, in general, for the classical
Loewner theory, we refer the reader to the monographs [38] [22].
Classical Loewner theory has also been extended in many directions. Without
entering in details, we can cite the theory of the Chordal Loewner Equation [5, chap-
ter IV§7], where the a common shared point is in the boundary. The extension of
Loewner theory to several complex variables [25] is also an active research topic. An-
other direction of investigation is the Schramm–Loewner equation (SLE, also known
as stochastic Loewner evolution), introduced in 2000 by Schramm [44]. Roughly
speaking, SLE is a probabilistic version of the previously known radial and chordal
Loewner equations.
Quite recently, a generalization up to hyperbolic complex manifolds and without
fixed point requirements of both the Radial and the Chordal Loewner Equation is
achieved in [8], [10]. One of the main advantage of this unified frame, is that there
is no need to treat in a separate way the case of radial and chordal equation. Indeed
for us an evolution family is the flow associated with a non-autonomous differential
equation of the form
dζ
dt
= (ζ − τ(t))(τ(t)ζ − 1)p(ζ,t) for almost every t ∈ [s,∞)
ζ(s) = ζ
where s ≥ 0, τ : [0,+∞)→ ∆ is measurable and p : ∆× [0,+∞)→ C is measurable
in t, holomorphic in ζ, and Re p(·,t) ≥ 0 for all t ≥ 0. Again, in [8] it is proved that
the corresponding solutions ϕs,t(ζ), where ζ ∈ ∆, are defined for all t ≥ s ≥ 0.
Our main goal is to investigate asymptotic behaviour of such a family, in order
to look for a Denoy-Wolff type Theorem. This, by a result in [8], forces the function
τ to be a constant either in ∆ or in ∂∆. Our first Theorem is for the case τ ∈ ∂∆.
It turns out that the geometric picture of the situation depends on the hyperbolic
geometry of the unit disc. We recall that if τ ∈ ∂∆ and R > 0, a horocycle of center
τ and radius R is the set:
E(τ,R) :=
{
ζ ∈ ∆
∣∣∣∣∣ |τ − ζ|21− |ζ|2 < R
}
.
The boundary of this set is a circle internally tangent at τ the boundary of ∆. We
set R∆(τ,ζ) := (|τ − ζ|2)/(1−|ζ|2). Hence R∆(τ,ζ) gives the radius of the horocycle
with center τ whose boundary passes through ζ.
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Furthermore let Poincaré or hyperbolic metric in ∆ be:
dκ2ζ :=
dζ ⊗ dζ
(1− |ζ|2)2 ,
and let ω(·,·) be its integrated form. If α : [a,b] → ∆ is an absolutely continuous
curve in ∆, then the hyperbolic length of α is
`∆(α) :=
∫ b
a
|α′(t)|
1− |α(t)|2dt.
By this we define an angular extension for an arc of a horocycle. More precisely
given a closed arc α ⊆ ∂E(τ,R), its hyperbolic angular extent is the number `∆(α)/R
These are our main results on this topic [18].
Theorem 0.6. Let (ϕs,t) be a non-trivial evolution family in the unit disk with
common Wolff point τ ∈ ∂∆. Then, one and only one of the three mutually exclusive
situations happens:
1. For every s ≥ 0,
lim
t→+∞ϕs,t = τ
uniformly on compact subsets of ∆.
2. For every s ≥ 0, there exists a univalent self-map of the unit disk hs such that
lim
t→+∞ϕs,t = hs
uniformly on compact subsets of ∆.
3. For every s ≥ 0 and for every ζ ∈ ∆, the ω-limit Ω(s,ζ) of the trajectory
t ∈ [s,+∞) −→ ϕs,t(ζ) ∈ ∆
is a closed arc of the circumference defined by the boundary of a certain horo-
cycle E(τ,R(s,ζ)) where 0 < R(s,ζ) ≤ R∆(τ,ζ).
Moreover this case holds if and only if one of the following three mutually
exclusive sub-cases holds:
(a) For every s ≥ 0 and for every ζ ∈ ∆, we have that Ω(s,ζ) is exactly the
whole circumference ∂E(τ,R(s,ζ)).
(b) For every s ≥ 0 and for every ζ ∈ ∆, Ω(s,ζ) is a proper closed arc of
∂E(τ,R(s,ζ)) and one of its extreme points is τ.
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(c) For every s ≥ 0 and for every ζ ∈ ∆, Ω(s,ζ) is a proper closed arc of
∂E(τ,R(s,ζ)), it is contained in ∆, and all of those arcs have the same
associated hyperbolic angular extent.
When, from other hand the point τ ∈ ∆, we have the following. Just for nota-
tions, assume B(τ,r) is a hyperbolic disc with center τ ∈ ∆ (and hence a Euclidean
disc with a certain center and radius, in general different from the hyperbolic ones).
Let γτ be the automorphism
γτ (ζ) :=
τ − ζ
1− τ¯ ζ
and let α ⊆ ∂B be an absolutely continuous arc. We call the hyperbolic angular
extent of α the measure expressed in radiants of the arc γτ (α). The hyperbolic
angular extent can be checked to be 2`∆(α)/ sinh(2r).
Here is our result [18].
Theorem 0.7. Let (ϕs,t) be a non-trivial evolution family in the unit disk with
common fixed point τ ∈ ∆. Then, one and only one of the three mutually excluding
situations happens:
1. For every s ≥ 0, we have
lim
t−→+∞ϕs,t = τ
uniformly on compact subsets of ∆.
2. For every s ≥ 0, there exists a univalent holomorphic self-map of the unit disk
hs such that
lim
t−→+∞ϕs,t = hs
uniformly on compact subsets of ∆.
3. For every s ≥ 0 and every ζ ∈ ∆ \ {τ}, the ω-limit Ω(s,ζ) of the trajectory
t ∈ [s,+∞)→ ϕs,t(ζ) ∈ ∆
is a closed arc of the circumference defined by the boundary of a certain hy-
perbolic disk B(τ,r(s,ζ)), where 0 < r(s,ζ) ≤ ω(τ,ζ).
Moreover, this case holds if and only if one of the following two mutually
exclusive sub-cases holds:
(a) For every s ≥ 0 and for every ζ ∈ ∆ \ {τ}, Ω(s,ζ) is exactly the whole
circumference ∂B(τ,r(s,ζ)).
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(b) For every s ≥ 0 and for every ζ ∈ ∆ \ {τ}, Ω(s,ζ) is a proper closed arc
of ∂B(τ,r(s,ζ)) and all of those arcs have the same associated hyperbolic
angular extent.
This thesis is organized as follow. In the first Chapter we present basic back-
ground notions. After restating and proving Schwarz Lemma, and some of its con-
sequences, we describe other boundary rigidity conditions, such as Wolff Lemma.
Then we present classical iteration theory until the proof of Theorem 1.58, which
summarizes iteration of holomorphic maps in the unit disc. Then we move to one-
parameter semigroups in domains of Cn, presenting an account of the basic theory.
In section 1.6 we give an account of the theory for one-parameter semigroups in the
unit disc following basically [7], but with some different proofs. Finally we introduce
the framework of Kobayashi distance in a bounded strongly convex domain of Cn
with boundary C3. We introduce following [2], horospheres and restricted limits for
this larger class of domains.
In Chapter 2, we start by presenting a proof of Theorem 0.4. We shall not
use integral representations as usually done. Then we introduce part of the theory
presented in [11], tailored to our needs, that is without using any potential theoretic
notions. Finally we give our rigidity result Theorem 0.5.
In Chapter 3 we prove our Theorems 0.6 and 0.7. At the end of this chapter we
present a pair of additional results about evolution families. This Chapter contains
results obtained in joint work with Prof. Santiago Diaz-Madrigal.
The work presented here is part of papers [17, 18]. I wish to thank my advisor,
Prof. Marco Abate, who suggested the problem that led to [17] and supervised
me during my work. The people at the Phd School Galileo Galilei in Pisa. Also
I would like to thank Prof. Santiago Díaz-Madrigal for working with me, and the
Applied Mathematics Department of the Engineering School of Seville. I would like
to thank the GNSAGA for funding my staying in Seville. Finally I especially thank
my parents, who gave me the possibility to attend my studies. To their memory
this work is dedicated.
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Chapter 1
Background Material
In this chapter we introduce the notions needed to read our work and place it in its
specific line of arguments. Our first concern will be the Schwarz Lemma and some
of its consequences: we mainly characterize the automorphisms of the unit disc. We
shall use these automorphisms to investigate other rigidity properties of holomorphic
maps. Then we shall move to iteration theory in the unit disc. In this framework we
naturally introduce the theory of one-parameter semigroup of holomorphic maps.
This material is well known from [1], from [40] and from [48] for the unit disc. In
any case, we would like to make our exposition as self contained as possible.
1.1 Schwarz Lemma and Automorphisms of the
Unit Disc
In this section we want to present the Schwarz Lemma, and some of its interesting
consequences, mainly automorphisms of the disc and of the half plane. Then we
shall focus on a phenomenon quite specific to holomorphic maps: their rigidity,
as opposed to the flexibility of smooth maps. We use in this thesis the following
standard terminology.
We denote by ∆ the unit disc centered at 0 in C, and by H the right half plane,
that is the set
H : = {ζ ∈ C | Re ζ > 0}.
We denote by Hol(U,V ) the set of holomorphic maps from U to V , where U , V are
domains of Cn, that is open connected subsets. When U = V we use the notation
Hol(U) for Hol(U,V ). Finally Aut(U) will be the set all biholomorphisms from U
in itself. All the basic complex function theory needed to follow our exposition is
widely covered in standards books like [14,20,42]. Let us start.
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1 – Background Material
Theorem 1.1 (Schwarz Lemma). Let f : ∆→ ∆ be a holomorphic map, such that
f(0) = 0. Then
i) |f(ζ)| ≤ |ζ|,
ii) |f ′(0)| ≤ 1
and equality in i) occurs at some point if and only if it occurs at every point if and
only if equality occurs in ii) if and only if there exists σ ∈ ∂∆ such that f(ζ) ≡ σζ.
Remark 1.2. We point out that if f ∈ Aut(∆) we can apply ii) of this last theorem
to f and f−1 and get that |f ′(0)| = 1.
Proof. Since f is a holomorphic map in a disc centered at 0, it has a Taylor expansion
in 0 such that, for any ζ ∈ ∆,
f(ζ) =
∞∑
n=1
anζ
n. (1.1)
We set
g(ζ) :=
∞∑
m=0
am+1ζ
m. (1.2)
The power series in (1.2) has the same convergence radius to the one in (1.1); hence
g is holomorphic in ∆. Furthermore it is easy to check that
g(ζ) =

f(ζ)
ζ
, if ζ /= 0;
a1 = f ′(0), if ζ = 0.
(1.3)
Now, by (1.3) and the Maximum Modulus Principle, we see that
max
|ζ|≤r
|g(ζ)| = max
|ζ|=r
|g(ζ)| ≤ 1
r
,
for any r ∈ (0,1). Since this is true for all r ∈ (0,1), letting r → 1, we get that
|g(ζ)| ≤ 1 for every ζ ∈ ∆. This gives us i) and ii), observing that f ′(0) = g(0).
For the last statement of the theorem, observe that |f(ζ0)| = |ζ0| for some
ζ0 ∈ ∆, or |f ′(0)| = 1 if and only if |g(ζ0)| = 1 or |g(0)| = 1 respectively. Again
by the Maximum Modulus Principle, this forces g ≡ σ for some σ ∈ ∂∆, that is
f(ζ) = σζ for all ζ ∈ ∆, and we are done.
The Schwarz Lemma was proved by Schwarz in [46] in 1869-70 for univalent
functions, and its modern formulation by Carathèodory in [16].
As an application of the Schwarz Lemma, we shall determine the group of au-
tomorphisms of ∆. The first and obvious examples of automorphisms of ∆ are
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1.1 – Schwarz Lemma and Automorphisms of the Unit Disc
rotations around 0, that is the maps ∆ 3 ζ → σζ ∈ ∆, for some σ ∈ ∂∆. They
form a group with respect to composition of maps. Another class of automorphisms
of ∆ is the following. For every a ∈ ∆, let γa : ∆→ C be defined by
γa(ζ) :=
a− ζ
1− aζ . (1.4)
Clearly γa is holomorphic in ∆. Since
1− |γa(ζ)|2 = 1−
∣∣∣∣∣ a− ζ1− aζ
∣∣∣∣∣
2
= 1− a− ζ1− aζ ·
(
a− ζ
1− aζ
)
= 1− a− ζ1− aζ ·
a− ζ
1− aζ
= 1− aζ − aζ − |a|
2|ζ|2 − |a|2 + aζ + aζ − |ζ|2
|1− aζ|2
= (1− |a|
2)(1− |ζ|2)
|1− aζ|2 > 0,
(1.5)
because both a, ζ ∈ ∆, it follows that γa maps ∆ into ∆. It easy to check that
γa(0) = a γa(a) = 0 (1.6)
γ′a(0) = −1 + |a|2 γ′a(a) = −
1
1− |a|2 ,
and that
γa ◦ γa ≡ id∆. (1.7)
The latter equation implies that γa is an automorphism of ∆ for every a ∈ ∆.
The set of all γa of the form (1.4) is a family that acts transitively on ∆; indeed
given any a, b ∈ ∆, the map γb ◦ γa sends a in b.
Now we can prove that the two above mentioned classes of automorphisms are,
in a sense that could be made more precise, the building blocks for the set of all
automorphisms of ∆. We shall obtain also the characterization of automorphisms
of ∆ we are looking for.
Theorem 1.3. Let f : ∆→ ∆ be a holomorphic map. Then f is an automorphism
of ∆ if and only if there exist σ ∈ ∂∆ and a ∈ ∆ such that
f(ζ) = σ a− ζ1− aζ , (1.8)
for all ζ ∈ ∆. Furthermore the numbers a ∈ ∆ and σ ∈ ∂∆ such that representation
in (1.8) holds, are uniquely determined by f ∈ Aut(∆).
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1 – Background Material
Proof. Let f ∈ Aut(∆). We set
g := f ◦ γf−1(0). (1.9)
Since g(0) = f(γf−1(0)(0)) = 0, by (1.6) Schwarz Lemma implies that there exists
a unimodular constant σ ∈ ∂∆ such that g(ζ) = σζ for all ζ ∈ ∆. We now can
compose at right by γf−1(0) and get, by (1.7), that for all ζ ∈ ∆
f(ζ) = σγf−1(0)(ζ) = σ
a− ζ
1− aζ , (1.10)
where we set a := f−1(0). For the uniqueness part of the theorem, it is enough to
note that a := f−1(0), and
σ = f
′(0)
|a|2 − 1 .
Remark 1.4. We remark that each automorphism of ∆ is actually, by equation (1.8),
a Möbius transformation with its unique pole outside ∆. Thus each automorphism
of ∆ can be extended to a map f˜ : C \ {1/a} → C or also to Ĉ = C ∪ {∞}, setting
f˜(1/a) =∞.
Another useful representation for maps in Aut(∆) is the one given in the following
corollary.
Corollary 1.5. Let f : ∆→ ∆ be a holomorphic map. Then f is an automorphism
if and only if there exist two numbers a and b ∈ C such that:
f(ζ) = aζ + b
bζ + a
, (1.11)
and |a|2− |b|2 = 1. Furthermore the numbers a, b are unique up to a change of sign
in both of them.
Proof. First of all observe that if f is of the form (1.11), then we have
f(ζ) = aζ + bζ
bζ + a
= −a
a
ζ + b
a
−
(
b
a
)
ζ − 1
,
and by Theorem 1.3, we get that f ∈ Aut(∆). Now the converse. Let f ∈ Aut(∆).
By Theorem 1.3 there exists σ ∈ ∂∆ and c ∈ ∆ such that
f(ζ) = σ c− ζ1− cζ .
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Now we can find λ ∈ C such that
λ2 = − σ1− |c|2 .
It easy to check that the map
ζ → σλζ − σcλ
cλζ − λ ,
that is another representation of f , is of the form (1.11). To prove the last part of
the statement of the theorem we consider two representations of the form (1.11):
f(ζ) = aζ + b
bζ + a
and f(ζ) = a
′ζ + b′
b′ζ + a′
. (1.12)
By the principle of identity between polynomials we have
ab′ = ba′,
bb′ + aa′ = bb′ + aa′,
ba′ = ab′.
Now by the first equation above there exist η ∈ C \ {0}, such that a′ = η¯a and
b′ = ηb. Since |a′|2 − |b′|2 = |a|2 − |b|2 = 1, then |η| = 1. Furthermore replacing a′
and b′ in the second equation in (1.13), we have
η|b|2 + η|a|2 = η|b|2 + η¯|a|2,
that forces η ∈ R, and we are done.
As an application of the previous Theorem 1.3, we now describe the automor-
phisms of H. This will turn out to be useful for studying fixed points of automor-
phisms of ∆. For the proof of the next theorem and in the sequel we shall need a
biholomorphism from ∆ to H. This is provided to us by the Caley maps.
Definition 1.6. Let τ ∈ ∂∆. Then the Cayley map with pole τ is the map Cτ : ∆→
H given by
Cτ (ζ) =
τ + ζ
τ − ζ (1.13)
We can easily check that Cτ is a biholomorphism between ∆ and H. Indeed it
has an inverse given by
C−1τ (ζ) = τ
ζ − 1
ζ + 1 . (1.14)
The Cayley map with pole τ is actually a Möbius map that sends the triple (0,τ,∞)
to (1,∞,− 1). It maps ∂∆ \ {τ} onto iH.
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Proposition 1.7. Let f : H→ H be an automorphism of H. Then there exists four
number a, b, c, d ∈ R, such that
f(ζ) = aζ + ib−icζ + d, (1.15)
with ad − bc = 1. Furthermore the numbers a, b, c, d ∈ R in the representation in
(1.15) are unique up to a change in the sign of all them.
Proof. Let f ∈ Aut(H); then the map C−11 ◦ f ◦C1 is an automorphism of ∆ and by
Corollary 1.5, there exists numbers A, B ∈ C, with |A|2 − |B|2 = 1, such that
C−11 ◦ f ◦ C1(ζ) =
Aζ +B
Bζ + A
,
that is
f(ζ) = C1
(
AC−11 (ζ) +B
BC−11 (ζ) + A
)
.
After some algebraic computations, this turns out to be:
f(ζ) = aζ + ib−icζ + d,
where
a :=Re (A+B),
b :=Im (−A+B),
c :=Im (A+B),
d :=Re (A−B).
Furthermore by the condition |A|2 − |B|2 = 1, we get ad − bc = 1. Now again by
the principle of identity between polynomials, it follows that if we have two such
representations, they have to hold for the same a, b, c, d ∈ R up to a change in the
sign of all them.
As we saw in the Schwarz Lemma, Theorem 1.1, the presence of a fixed point
for a map in Hol(∆) restricts the possible behaviour of the map all over ∆. It is
then interesting to investigate fixed points of automorphisms, and this will be useful
later. In the following pair of theorems we shall also see a nice interplay between
working in ∆ and working to H. Usually, when we are interested in the boundary
behaviour of maps in ∆, it is better to transfer the problem in H via the appropriate
Cayley map and work near ∞. We start with a proposition about some interesting
subclasses of automorphisms of H.
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Proposition 1.8. Let f : H → H be an automorphism, not the identity. Then f
fixes ∞ if and only if
f(ζ) = λζ + iµ,
for λ > 0 and µ ∈ R. Furthermore either ∞ is the only fixed point of f and λ = 1
or f fixes also a point ia ∈ iR and f(ζ) = λζ − ia(λ− 1).
Proof. By Theorem 1.15, there exists four number a, b, c, d ∈ R such that
f(ζ) = aζ + ib−icζ + d,
with ad − bc = 1. Thus, since f(∞) = ia/c, we have that f fixes ∞ if and only if
c = 0. This implies ad = 1 and hence a/d = 1/d2 > 0. Now we set λ := a/d and
µ = b/d and we get the first part of the assertion. The second point follows directly
solving the equation λζ + iµ = ζ and distinguishing cases λ /= 1 and λ = 1.
With this latter proposition at hand we now investigate fixed points of automor-
phisms of ∆.
Theorem 1.9. Let f : ∆ → ∆ be an automorphisms of ∆, not the identity map.
Then one and only one of the following cases can hold:
i) f has only one fixed point a ∈ ∆ and there exists σ ∈ ∂∆ such that f is given
by
f(ζ) = (σ − |a|
2)ζ − a(σ − 1)
a(σ − 1)ζ − σ|a|2 + 1 ; (1.16)
ii) f has two distinct fixed points σ, τ ∈ ∂∆ and there exists λ > 0 such that
f(ζ) = −στ (τ − λσ)ζ + λ− 1(λ− 1)ζ + τ − λσ ; (1.17)
iii) f has only one (two coincident) fixed point τ ∈ ∂∆ and there exists µ ∈ R
such that
f(ζ) = τ ζ(2− iµ) + iµτ−iµζ + τ(2 + iµ) . (1.18)
Proof. By Corollary 1.5, there exists a, b ∈ C such that
f(ζ) = aζ + bζ
bζ + a
.
Hence to find fixed points of f we have to solve the equation
bζ2 + (a− a)ζ − b = 0. (1.19)
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Since f /= id∆, we cannot have b = 0 and a ∈ R. If b = 0 and a /∈ R, the only
solution is 0 (the other is ∞) and we are done. Assume b /= 0. Since the product of
the roots of this equation has modulus |b/b| = 1, either one root is inside ∆ and the
other outside, or there are two distinct roots in ∂∆, or we have only one root in ∂∆.
Suppose there is a root a ∈ ∆. Let γa be given by (1.4). Then the map γ−1a ◦f ◦γa is
an automorphism of ∆ that fixes 0, hence it is a rotation around 0 and there exists
σ ∈ ∂∆ such that γ−1a ◦ f ◦ γa(ζ) ≡ σζ. But this implies, by equation (1.7),
f(ζ) = γa(σγ−1a (ζ)) =
σ
ζ − a
aζ − 1 − a
aσ
ζ − a
aζ − 1 − 1
= (σ − |a|
2)ζ − a(σ − 1)
a(σ − 1)ζ − σ|a|2 + 1 .
This proves i). Now suppose (1.19) has two distinct roots σ, τ ∈ ∂∆. Consider the
Cayley map with pole τ given by Definition 1.6, and let a ∈ R such that Cτ (σ) = ia.
Then the map Cτ ◦ f ◦ C−1τ is an automorphism of H that fixes ia and ∞. Hence
by Proposition 1.8,
Cτ ◦ f ◦ C−1τ (ζ) = λζ − ia(λ− 1)
for some λ > 0. Thus we have by equations (1.13) and (1.14)
f(ζ) = C−1τ [λCτ (ζ)− ia(λ− 1)] = τ
λ
τ + ζ
τ − ζ − ia(λ− 1)− 1
λ
τ + ζ
τ − ζ − ia(λ− 1) + 1
= τ λζ(1 + ia) + ζ(1 + ia) + τ(λ+ ia− 1− iaλ)
λζ(1 + ia) + ζ(ia− 1) + τ(λ+ ia+ 1− iaλ) .
Now by definition of a, it has to be ia = τ + σ
τ − σ and replacing it in the latter equation
we get
f(ζ) = −στ (τ − λσ)ζ + λ− 1(λ− 1)ζ + τ − λσ .
This proves ii). The proof of iii) follows the same line as that of ii). This time
Cτ ◦ f ◦ C−1τ has only ∞ as a fixed point and we use again Proposition 1.8.
By the latter theorem it makes sense to divide automorphisms in ∆ according
to their fixed points.
Definition 1.10. Let f ∈ Aut(∆). We say that f is elliptic if it has one fixed point
inside ∆; we say that f is hyperbolic if it has two fixed points in ∂∆. Finally we say
that it is parabolic if it has only one fixed point in ∂∆.
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Remark 1.11. A definition analogous to the previous one can be given also for auto-
morphisms in H, if we consider that ∂H = iR∪{∞} in C∪{∞}. We shall maintain
the same terminology we used above for automorphisms in ∆.
1.2 The Schwarz-Pick Theorem and the Poincaré
Distance
We can use maps of the form (1.4) to obtain a more general version of the Schwarz
Lemma 1.1. Mainly, we get rid off the requirement of fixing 0.
Theorem 1.12 (Schwarz-Pick theorem). Let f : ∆ → ∆ be a holomorphic map.
Then for any ζ, η ∈ ∆, ∣∣∣∣∣ f(η)− f(ζ)1− f(η)f(ζ)
∣∣∣∣∣ ≤
∣∣∣∣∣ η − ζ1− ηζ
∣∣∣∣∣ , (1.20)
and
|f ′(η)|
1− |f(η)|2 ≤
1
1− |η|2 . (1.21)
Furthermore equality holds at some pair of distinct points in (1.20) or at some point
in (1.21) if and only if it holds at every points if and only if f ∈ Aut(∆).
Proof. We fix η ∈ ∆. and set
g := γf(η) ◦ f ◦ γη,
where γf(η) and γη are defined as in equation (1.4). Then g(0) = 0 by (1.6). Hence,
by Theorem 1.1, for any ξ ∈ ∆,
|g(ξ)| ≤ |ξ| (1.22)
and equality in (1.22) occurs at some pair of distinct points if and only if it occurs at
every point if and only if g is a rotation around 0. Since (1.22) holds for any ξ ∈ ∆,
it holds also for γη(ζ). We take into account that γ−1η ≡ γη by property (1.7), and
get ∣∣∣∣∣ f(η)− f(ζ)1− f(η)f(ζ)
∣∣∣∣∣ ≤
∣∣∣∣∣ η − ζ1− ηζ
∣∣∣∣∣ . (1.23)
Furthermore equality occurs in (1.23) at some pair of distinct points if and only if
it occurs at every point if and only if f ∈ Aut(∆). This proves (1.20).
Again. by Theorem 1.1, we get |g′(0)| ≤ 1, that implies, by (1.6) and (1.7),
1 ≥ |g′(0)| = |γ′f(η)(f(η))f ′(η)γ′η(0)| =
1
1− |f(η)|2 |f
′(η)|(1− |η|2).
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Since η is an arbitrary complex number in ∆, (1.21) follows. Furthermore we have
equality at some η in (1.21) if and only if |g′(0)| = 1. Again by Theorem 1.1
this happen if and only if g ∈ Aut(∆) and hence, by conjugation, if and only if
f ∈ Aut(∆).
The following corollaries are consequences of Theorem 1.12.
Corollary 1.13. Let f : ∆ → ∆ be a holomorphic map, and ζ0 ∈ ∆ a fixed point
for f . Then |f ′(ζ0)| ≤ 1, with equality if and only if f ∈ Aut(∆).
Proof. It follows directly by (1.21) of Theorem 1.12 since f(ζ0) = ζ0.
Corollary 1.14. Let f : ∆→ ∆ be a holomorphic map, and ζ0 ∈ ∆. If
f(ζ) = ζ +O(|ζ − ζ0|2),
then f ≡ id∆.
Proof. By hypothesis on f , we have f(ζ0) = ζ0, and f ′(ζ0) = 1. Now consider the
map
g := γζ0 ◦ f ◦ γζ0 , (1.24)
where γζ0 is given by equation (1.4). Then, by properties in equations (1.6), it has
to be g(0) = 0 and g′(0) = 1. By the last statement of the Schwarz Lemma, since
|g′(0)| = 1, there exists c ∈ ∂∆ such that g(ζ) ≡ cζ. Thus g′(ζ) ≡ c and hence
c = 1. This forces f ≡ id∆.
We can restate Corollary 1.14, as follows: if a holomorphic function f : ∆ → ∆
coincides at 0 with the identity map up to the first order, then it is actually the
identity map. Another application of Theorem 1.1, is the following proposition that
shows that a holomorphic map, not the identity, that sends ∆ to ∆ can have at
most one fixed point.
Proposition 1.15. Let f : ∆ → ∆ be a holomorphic map. If f has at least two
fixed points then it is the identity map on ∆.
Proof. Let ζ1 and ζ2 be two distinct fixed points of f . At ζ1, ζ2 we have equality in
(1.20). By Theorem 1.12, f has to be an automorphism. By Proposition 1.9 f has
to be the identity map, otherwise it cannot have two distinct fixed points in ∆.
If we give a closer look at (1.21) in Theorem 1.12, we can read it in a different
way. Indeed consider the following metric
dκ2ζ :=
dζ ⊗ dζ
(1− |ζ|2)2 .
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Then, we can restate (1.21) as f ∗dκ2ζ ≤ dκ2ζ , that is an inequality about the pull-back
of this Hermitian metric by any holomorphic map f : ∆→ ∆. What is the distance
induced by this metric? We have to calculate the length, with respect to dκ2ζ , of the
geodesic joining two distinct points a, b ∈ ∆. First of all let us work out the case
b = 0. The map σ(ζ) := ζa/a is an isometry (not holomorphic!) for dκ2ζ . But σ is
a reflection about the line segment that joins 0 and a, so this segment has to be a
geodesic with respect to dκ2ζ . If we call ω(0,a) the length of such a geodesic, and
parametrize the line segment from 0 to a by t→ ta with 0 ≤ t ≤ 1, we have
ω(0,a) =
∫ 1
0
|a|
1− t2|a|2dt
= 12
∫ 1
0
( |a|
1− t|a| +
|a|
1 + t|a|
)
dt
= 12 [− log(1− t|a|) + log(1 + t|a|)]
1
t=0
= 12 log
1 + |a|
1− |a| .
Now, we go back to the general situation. Let a, b ∈ ∆ and let ω(·,·) be the distance
induced by the metric. Since dκ2ζ is invariant under any automorphism of ∆, we can
conclude
ω(a,b) = ω(γb(a),0) =
1
2 log
1 + |γb(a)|
1− |γb(a)| =
1
2 log
1 +
∣∣∣∣∣ b− a1− ba
∣∣∣∣∣
1−
∣∣∣∣∣ b− a1− ba
∣∣∣∣∣
, (1.25)
where γb is given by (1.4). So we can set the following definition.
Definition 1.16. Let ζ, η ∈ ∆. The Poincaré metric is the metric given by
dκ2ζ :=
dζ ⊗ dζ
(1− |ζ|2)2 . (1.26)
We call Poincaré distance or hyperbolic distance its integrated form according to
(1.25):
ω(ξ,ζ) := 12 log
1 +
∣∣∣∣∣ ζ − ξ1− ζξ
∣∣∣∣∣
1−
∣∣∣∣∣ ζ − ξ1− ζξ
∣∣∣∣∣
. (1.27)
Remark 1.17. Sometime we shall use the definition in (1.27) in the form
tanhω(ξ,ζ) = |γζ(ξ)| =
∣∣∣∣∣ ζ − ξ1− ζξ
∣∣∣∣∣ . (1.28)
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With this latter definition in hand we can restate the Schwarz-Pick theorem 1.12
in the following form.
Theorem 1.18 (Schwarz-Pick, invariant form). Let f : ∆ → ∆ be a holomorphic
map. Then for any ζ, η ∈ ∆ we have
i) ω(f(ζ),f(η)) ≤ ω(ζ,η);
ii) f ∗dκ2ζ ≤ dκ2ζ.
Furthermore equality holds at some pair of distinct points in i) or at some point in
ii) if and only if it holds at every points if and only if f ∈ Aut(∆).
Proof. For i) it is enough to observe that the map
t→ 12 log
1 + t
1− t
is increasing for t ∈ [0,1) and apply this to (1.20). Equation ii) is simply a restate-
ment of (1.21) in terms of the Poincaré metric.
The previous theorem says that holomorphic maps from ∆ to ∆ contract the
Poincaré distance. As we shall see in the sequel, this will turn out to be a very im-
portant property. Furthermore it shows also that the automorphisms are isometries
with respect to both ω and dκ2.
Observe that since ω(ξ,ζ) is a distance in ∆, we can introduce all the usual
material from metric spaces. Several times we shall use the ball with respect to this
distance.
Definition 1.19. Let as above ω : ∆×∆→ R be the Poincaré distance. Then the
ball of center a ∈ ∆ and radius R > 0, with respect to this distance, is the set given
by
B(a,R) := {ζ ∈ ∆ | ω(ζ,a) < R} .
Remark 1.20. A useful representation for the balls is
B(a,R) = {ζ ∈ ∆ | ω(ζ,a) < R}
= {ζ ∈ ∆ | |γa(ζ)| < tanhR}
= γa(∆tanhR)
where ∆r denotes, for r ≥ 0, the Euclidean disc centered at 0 and with radius r. It
is just a computation to show that the set B(a,R) is a Euclidean disc with center
a˜(a,R) := a 1− tanh
2R
1− |a|2 tanh2R, (1.29)
and radius
R˜(a,R) := 1− |a|
2
1− |a|2 tanh2R tanhR. (1.30)
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Before going back to the Schwarz Lemma, we present some notions we shall
need later on. Given an absolutely continuous curve α : [a,b] → ∆, the associated
hyperbolic length of α is given, according to 1.26, by
`∆(α) :=
∫ b
a
|α′(t)|
1− |α(t)|2dt ∈ [0,+∞).
If there is no possible confusion, we write `∆(α) instead of `∆(α([a,b])).
Furthermore, using Riemann functions, the hyperbolic metric and related notions
can be transferred in any proper simply connected domain of the complex plane.
For instance the hyperbolic distance for the right half-plane H is
kH(w1,w2) := ω(σ−1(w1),σ−1(w2)),
where
σ(ζ) := C−11 (ζ) =
1 + ζ
1− ζ ,
with ζ ∈ ∆, is the inverse of the classical Cayley map with pole 1 (see 1.6).
The Schwarz Lemma, and all its consequences we have proved till now, underline
the very ‘rigid’ nature of holomorphic maps as opposed to smooth. Even more, the
behaviour at some points could force the behaviour at all points, in deep contrast
of what happen with smooth maps. Usually, the first statement of this kind that
we meet in complex function theory is the Principle of Isolated Zeros, that is the
assertion that if a holomorphic map, defined in a domain of C, vanishes on a subset
with an accumulation point, then it vanishes everywhere in its domain. Clearly this
can also be restated in terms of equality of two given holomorphic maps. Since this
‘rigidity’ will be highly important in our discussion in the next chapters we give the
following definition.
Definition 1.21. We call any sufficient condition on a holomorphic map that forces
the map to vanish identically on its domain, or to be the identity map, a rigidity
condition for a function.
1.3 Rigidity Phenomena at the Boundary
In Corollary 1.14 we saw that if a holomorphic map from ∆ to ∆ coincides with the
identity map up to first order around a point ζ0 ∈ ∆, then it is actually the identity
map everywhere. What happens if we push ζ0 to the boundary? Is it possible to
give rigidity conditions for functions that behave like identity map near a boundary
point? The answer is, to some extent, affirmative as we shall see in the following
results. Before we enter the details we want to add some heuristic remarks. Let
f ∈ Hol(∆), in the proof of Corollary 1.12, we saw that one of the key ingredients
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was the existence of a fixed point a ∈ ∆. How to replace this when moving to
the boundary? Well, by property (1.18), we can easily see that f sends each ball
centered in a into itself. So one way to proceed would be to see what happens if
we push the balls centered at a to the boundary in a suitable way. Now consider a
point ζ ∈ B(a,R). By equations (1.5) we get
1− tanh2R < 1− |γa(ζ)|2 = (1− |a|
2)(1− |ζ|2)
|1− aζ|2 .
Hence
B(a,R) =
{
ζ ∈ ∆
∣∣∣∣∣
∣∣∣∣∣ a− ζ1− aζ
∣∣∣∣∣ < tanhR
}
=
{
ζ ∈ ∆
∣∣∣∣∣ |1− aζ|21− |ζ|2 < 1 + |a|1 + tanhR 1− |a|1− tanhR
}
.
(1.31)
We now consider a sequence of balls B(ak,Rk), with k ∈ N. Up to extracting a
subsequence twice we can assume ak → a ∈ ∆, and Rk → R ∈ [0, +∞]. If a ∈ ∆
the ‘limit’ ball is again included in ∆; if R > 0 and a ∈ ∂∆ the limit ball is a point
in the boundary. So the only interesting situation is when a ∈ ∂∆ and R = +∞.
By (1.31) we are invited to consider the case
1− |ak|
1− tanhRk → λ ∈ (0.+∞).
What happen to the Euclidean centers and the Euclidean radius in this case? We
have
lim
k→∞
ak
1− tanh2Rk
1− |ak|2 tanh2Rk
= lim
k→∞
ak
1
1 + tanh
2Rk(1− |ak|2)
1− tanh2Rk
= a
λ+ 1 .
(1.32)
Instead for the radii
lim
k→∞
1− |ak|2
1− |ak|2 tanh2Rk
tanhRk = lim
k→∞
1− |ak|
1− |ak| tanhRk
× 1 + |ak|1 + |ak| tanhRk
= lim
k→∞
1− |ak|
1− |ak| tanhRk .
(1.33)
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Now for this last limit we have
lim
k→∞
1− |ak|
1− |ak| tanhRk = limk→∞
1− |ak|
1− tanhRk · limk→∞
1− tanhRk
1− |ak| tanhRk
= lim
k→∞
1− |ak|
1− tanhRk×
× lim
k→∞
1
1− 1− |ak|1− tanhRk tanhRk
= λ
λ+ 1
Hence the sequence B(ak,Rk) converges in some sense to a Euclidean disc of center
a/(λ + 1) and radius λ/(λ + 1). The boundary of this Euclidean disc is internally
tangent in a at ∂∆. This Euclidean disc is actually the set{
ξ ∈ ∆
∣∣∣∣∣ |1− aξ|21− |ξ|2 < λ
}
. (1.34)
The previous argument needs a proof. We give it by merging the approach
in [47, Section 4.4] and [1, Section 1.2.1].
Theorem 1.22 (Disc Convergence Lemma). Let Bk := B(ak,Rk) be a sequence
of balls with respect to the Poincaré distance, with center ak and radius Rk. Let
ak → a ∈ ∂∆ and Rk →∞ in such a way that
1− |ak|
1− tanhRk → λ ∈ (0,+∞).
Finally let
E(a,λ) :=
{
ζ ∈ ∆
∣∣∣∣∣ |a− ζ|21− |ζ|2 < λ
}
.
Then
E(a,λ) ⊆ ⋃
m∈N
⋂
k≥m
Bk ⊆
⋂
m∈N
⋃
k≥m
Bk ⊆ E(a,λ). (1.35)
Proof. We set Am :=
⋂ {Bk | k ≥ m} and Cm := ⋃ {Bk | k ≥ m}. Thus Am ⊆ Cm,
the sequence Am ⊇ Am+1 and Cm ⊆ Cm+1 for every m ∈ N. The central set
inclusion in the thesis of the theorem follows straightforwardly by taking ⋃ and ⋂
in the families {Am | m ∈ N} and {Cm | m ∈ N} respectively.
It is easy to check that⋃
m∈N
⋂
k≥m
Bk = {ζ ∈ ∆ | ∃m ∈ N such that ζ ∈ Bk, ∀k ≥ m} ,
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and that ⋂
m∈N
⋃
k≥m
Bk = {ζ ∈ ∆ | ζ ∈ Bk for infinitely many k} .
Hence in order to prove the left inclusion in (1.35) we just need to show that if
ζ ∈ E(a,λ), then there exists m ∈ N such that ζ ∈ Bk for all k ≥ m. Indeed if
ζ ∈ E(a,λ), then
lim
k→∞
( |1− akζ|2
1− |ζ|2 −
1− |ak|2
1− tanh2Rk
)
= |1− aζ|
2
1− |ζ|2 − λ < 0.
Hence ζ is in ⋃m∈N ⋂k≥mBk. For the right inclusion, suppose ζ ∈ Bkn for an
increasing sequence kn ∈ N. Then
|1− aknζ|2
1− |ζ|2 −
1− |akn|2
1− tanh2Rkn
< 0.
Now taking the limit as n→∞, we get
|1− aζ|2
1− |ζ|2 − λ ≤ 0,
that is ζ ∈ E(a,λ).
Since we shall use the sets E(τ,λ) in the sequel, we set the following standard
definition.
Definition 1.23. Let τ ∈ ∂∆ and R > 0. We call horocycle of center τ and radius
R the set:
E(τ,R) :=
{
ζ ∈ ∆
∣∣∣∣∣ |τ − ζ|21− |ζ|2 < R
}
.
Furthermore we set
R∆(τ,ζ) :=
|τ − ζ|2
1− |ζ|2 ,
As we saw in Theorem 1.22 the horocycle of centre τ and radius R is the ‘limit’
of a suitable sequence of Poincaré balls. It easy to check that the boundary of a
horocycle ∂E(τ,R) is a circle of center τ/R+1 and radius R/R+1, internally tangent
∂∆ at τ . Furthermore when R varies in (0, +∞), the boundaries ∂E(τ,R) \ {τ}
foliate ∆.
As we see in the next theorem, proved by Wolff in [50, 51], the existence of
invariant horocycles at a boundary point will be the exact analog of the existence
of invariant Poincaré balls around fixed points.
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Theorem 1.24 (Wolff Lemma). Let f : ∆→ ∆ be a holomorphic map without fixed
points. Then there exists one, and only one point, τ ∈ ∂∆ such that
|τ − f(ζ)|2
1− |f(ζ)|2 ≤
|τ − ζ|2
1− |ζ|2 , (1.36)
that is for all R > 0
f(E(τ,R)) ⊆ E(τ,R). (1.37)
Furthermore equality holds at some point in (1.36) if and only if it holds for every
point if and only if f ∈ Aut(∆) and τ is its only fixed point.
Proof. First observe that the relation (1.37) is equivalent to the statement that for
all R > 0,
f(E(τ,R)) ⊆ E(τ,R). (1.38)
For uniqueness let τ1 and τ2 be two distinct points in ∂∆ that satisfy condition
(1.38). Pick a point ζ ∈ ∆ such that we can find two horocycles E(τ1,R1) and
E(τ2,R2) that satisfy
E(τ1,R1) ∩ E(τ2,R2) = ∅ and ζ = ∂E(τ1,R1) ∩ ∂E(τ2,R2).
This would imply by (1.38)
f(ζ) ∈ f(∂E(τ1,R1) ∩ ∂E(τ2,R2)) ⊆ E(τ1,R1) ∩ E(τ2,R2) = {ζ}, (1.39)
against the fact that f does not have fixed points.
Now we prove relation (1.37). Let {rk | k ∈ N} be a sequence in (0,1) such
that rk → 1. Set fk : = rkf . Then |fk(z)| < rk for all ζ ∈ ∆. Now we have
|id∆ − (id∆ − fk)| < rk = |id∆| on ∂∆rk , where ∆rk denotes the disc of center 0 and
radius rk. Hence by Rouché’s theorem the map id∆ − fk has as many zeros as the
map id∆ in set ∆rk , and thus there is a sequence ak ∈ ∆ such that fk(ak) = ak. Up
to extracting subsequences, we can assume ak → τ ∈ ∆. If τ lies in ∆, we should
have, by continuity of f ,
f(τ) = lim
k→∞
fk(ak) = lim
k→∞
ak = τ,
against the fact that f is without fixed points. So τ ∈ ∂∆. Now let R > 0 and let
Rk → +∞ be a sequence of positive real numbers such that
lim
k→+∞
1− |ak|
1− tanhRk = R.
By Theorem 1.12 we have f(B(ak,Rk)) ⊆ B(ak,Rk). Now by Theorem 1.22, setting
Bk := B(ak,rk), we have
f(E(τ,R)) ⊆ f( ⋃
m∈N
⋂
k≥m
Bk) ⊆
⋃
m∈N
⋂
k≥m
f(Bk) ⊆
⋃
m∈N
⋂
k≥m
Bk ⊆ E(τ,R).
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Since f is a non-constant holomorphic map, it is open and hence
f(E(τ,R)) ⊂ E(τ,R).
This gives (1.37).
Now it remains to prove the ‘rigidity’ part of the theorem. It is easy to check
that for all ξ ∈ ∆ we have
1− |ξ|2
|τ − ξ|2 = Re
τ + ξ
τ − ξ .
Thus (1.36) is equivalent to the statement that for all ζ ∈ ∆,
Re
(
τ + f(ζ)
τ − f(ζ) −
τ + ζ
τ − ζ
)
≥ 0.
Suppose there is a point ζ0 ∈ ∆ such that we
Re
(
τ + f(ζ0)
τ − f(ζ0) −
τ + ζ0
τ − ζ0
)
= 0.
Then, by the Maximum Principle for Harmonic Functions, there is a point c ∈ R
such that for all ζ ∈ ∆
τ + f(ζ)
τ − f(ζ) −
τ + ζ
τ − ζ = ic.
After some computations, this is equivalent to
f(ζ) = τ ζ(2− ic) + icτ−icζ + τ(2 + ic) ,
and by Theorems 1.5 and 1.9, f ∈ Aut(∆) and has τ as its only fixed point.
Finally we prove that if f ∈ Aut(∆) that has τ ∈ ∂∆ as its only fixed point,
then equality in (1.36) holds at all points ζ ∈ ∆. Indeed by Theorem 1.9, there
exists µ ∈ R such that
f(ζ) = τ ζ(2− iµ) + iµτ−iµζ + τ(2 + iµ) .
Is easy to check that
1− |f(ζ)|2
|τ − f(ζ)|2 −
1− |ζ|2
|τ − ζ|2 = Re
(
τ + f(ζ)
τ − f(ζ) −
τ + ζ
τ − ζ
)
= Re iµ = 0.
Hence if f is a parabolic automorphism we have equality at all points in (1.36).
As we shall see in the following Theorem 1.42, the point τ of the previous theorem
plays an important role. Actually when f has not a fixed point inside ∆, we can
think τ as a ‘boundary’ fixed point. We give a special label to τ .
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Definition 1.25. Let f : ∆ → ∆ be a holomorphic map without fixed points. We
call the unique point τ ∈ ∂∆ such that f(E(τ,R) ⊆ E(τ,R) for all R > 0, the Wolff
point of f .
We want to prove another theorem that gives a boundary rigidity condition. Just
to have a taste of the situation we look at the automorphisms case.
Proposition 1.26. Let f ∈ Aut(∆), and σ, τ ∈ ∂∆, with f(σ) = τ . Then
lim
ζ→σ
1− |f(ζ)|
1− |ζ| = |f
′(σ)| (1.40)
and
|τ − f(ζ)|2
1− |f(ζ)|2 = |f
′(σ)| |σ − ζ|
2
1− |ζ|2 (1.41)
for all ζ ∈ ∆, that is f(E(σ,R) = E(τ,|f ′(σ)|R) for all R > 0.
Proof. By Theorem 1.3 there is a ∈ ∆ and ρ ∈ ∂∆ such that
f(ζ) = ρ ζ − a
aζ − 1 .
Notice that limζ→σ f(σ) = τ . Hence we have
lim
ζ→σ
1− |f(ζ)|
1− |ζ| = limζ→σ
1− |f(ζ)|2
1− |ζ|2 = limζ→σ
1−
∣∣∣∣∣ ζ − aaζ − 1
∣∣∣∣∣
2
1− |ζ|2
= lim
ζ→σ
|a|2|ζ|2 + 1− |ζ|2 − |a|2
|aζ − 1|2
1− |ζ|2
= 1− |a|
2
|aσ − 1|2 = |f
′(σ)|,
29
1 – Background Material
and this proves equation (1.40). Now we prove equation (1.41). We have
|τ − f(ζ)|2
1− |f(ζ)|2 =
∣∣∣∣∣ρ σ − aaσ − 1 − ρ ζ − aaζ − 1
∣∣∣∣∣
2
1−
∣∣∣∣∣ρ ζ − aaζ − 1
∣∣∣∣∣
2
=
|aσζ − |a|2ζ − σ + a− aσζ + ζ + |a|2σ − a|2
|aσ − 1|2|aζ − 1|2
|a|2|ζ|2 + 1− aζ − aζ − |ζ|2 − |a|2 + aζ + aζ
|aζ − 1|2
=
|σ − ζ|2(1− |a|2)2
|aσ − 1|2|aζ − 1|2
(1− |a|2)(1− |ζ|2)
|aζ − 1|2
= 1− |a|
2
|aσ − 1|2
|σ − ζ|2
1− |ζ|2
= |f ′(σ)| |σ − ζ|
2
1− |ζ|2 .
This concludes the proof.
Before proving our announced boundary rigidity condition, we need the following
lemma.
Lemma 1.27. Let f : ∆ → ∆, and σ, τ ∈ ∂∆. Furthermore let α > 0. Then f is
an automorphism that sends σ in τ with derivative f ′(σ) = ατσ if and only if
f(ζ) = τσ [1 + α(1− iµ)]ζ + σ[1− α(1− iµ)]
σ[1− α(1 + iµ)]ζ + [1 + α(1 + iµ)] , (1.42)
for some µ ∈ R.
Proof. If f is of the given form then f(σ) = τ and
f ′(σ) = τσ [(1 + α)
2 + α2µ2]− [(i− α)2 + α2µ2]
4σ2 = ατσ,
and we are done.
Conversely, set h(ζ) := τf(σζ). Then h(1) = 1, and h′(1) = α. Consider the
map g := C1 ◦ h ◦ C−11 where C1 is as usual the Cayley map. Then g(∞) =∞ and
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by Proposition 1.8 there exist λ > 0 and µ ∈ R such that g(ζ) = λζ + iµ. Hence
h(ζ) = C−11 ◦ h ◦ C1(ζ) =
λ
1 + ζ
1− ζ + iµ− 1
λ
1 + ζ
1− ζ + iµ+ 1
= (λ+ 1− iµ)ζ + λ− 1 + iµ(λ− 1− iµ)ζ + λ+ 1 + iµ.
The condition h′(1) = α forces λ = 1/α. Now by definition of h, we have f(ζ) =
τh(σζ) and a computation allows to obtain (1.42).
Now we are ready for the following theorem that gives us another rigidity con-
dition. It is due to Julia [28].
Theorem 1.28 (Julia’s Lemma). Let f : ∆ → ∆ be a holomorphic map and let
σ ∈ ∂∆. Then either
lim
ζ→σ
1− |f(ζ)|
1− |ζ| = +∞, (1.43)
or
0 < 1− |f(0)|1 + |f(0)| ≤ lim infζ→σ
1− |f(ζ)|
1− |ζ| =: α < +∞, (1.44)
and there is a unique τ ∈ ∂∆ such that
|τ − f(ζ)|2
1− |f(ζ)|2 ≤ α
|σ − ζ|2
1− |ζ|2 , (1.45)
that is for all R > 0
f(E(σ,R)) ⊆ E(τ,αR). (1.46)
Furthermore equality holds at some point in (1.45) if and only if holds at every point
if and only if f is an automorphism that sends σ in τ , with f ′(σ) = τσα.
Proof. Suppose (1.43) does not hold for all sequences ∆ 3 ζn → σ. Then, α < ∞.
Pick a sequence an → σ such that
α = lim
n→∞
1− |f(an)|
1− |an| . (1.47)
We prove (1.44). Indeed by the Schwarz-Pick Lemma 1.12 we have∣∣∣∣∣ f(an)− f(0)1− f(0)f(an)
∣∣∣∣∣ ≤ |an|,
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and hence
1−
∣∣∣∣∣ f(an)− f(0)1− f(0)f(an)
∣∣∣∣∣
2
= (1− |f(an)|
2)(1− |f(0)|2)
|1− f(0)f(an)|2
≥ 1− |an|2,
that is
|1− f(0)f(an)|2
1− |f(0)|2 ≤
1− |f(an)|2
1− |an|2 .
Now by the triangle inequality we have that
1− |f(0)| ≤ 1− |f(0)||f(an| ≤ |1− f(0)f(an)|.
Putting together the two latter equations, we get
0 < M := 1− |f(0)|1 + |f(0)| ≤
1− |f(an)|2
1− |an|2 .
Since α < ∞, the sequence |f(an)| → 1, and taking the lim as n → ∞ in latter
equation we get α ≥M > 0.
We prove equation (1.46). Fix R > 0. Since limn→∞|f(an)| = 1 and ∆ is
compact, we can extract a subsequence ank → σ such that f(ank) → τ ∈ ∂∆.
Furthermore, up to discarding finitely many ank , we assume that 1−(1−|ank |)/R > 0
also. Take a sequence of positive real numbers Rk → +∞ such that
1− |ank |
1− tanhRk = R
and hence
lim
k→∞
1− |f(ank)|
1− tanhRk = αR.
Now we can apply the Disc Convergence Lemma 1.22 to the sequence of balls Ak :=
B(ank ,Rk) and Bk := B(f(ank),Rk), and we get
f(E(σ,R)) ⊆ f( ⋃
m∈N
⋂
k≥m
Ak) ⊆
⋃
m∈N
⋂
k≥m
f(Ak)
⊆ ⋃
m∈N
⋂
k≥m
Bk ⊆ E(τ,αR).
Again f is not constant and, since f is holomorphic, it is an open map and hence
f(E(σ,R)) ⊆ E(τ,αR). Now we prove that the point τ that satisfies (1.46) is actually
unique. Assume there are two distinct such points τ1, τ2 ∈ ∂∆. Take R > 0 such
that E(τ1,R) ∩ E(τ2,R) = ∅. Then f(E(σ,R/α)) = ∅, that is impossible.
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We are left with the rigidity part of the theorem. The proof follows the same
arguments we gave in proving last part of Theorem 1.24. Indeed we have for all
ζ ∈ ∆,
0 ≤ 1− |f(ζ)|
2
|τ − f(ζ)|2 −
1
α
1− |ζ|2
|σ − ζ|2 = Re
(
τ + f(ζ)
τ − f(ζ) −
1
α
σ + ζ
σ − ζ
)
. (1.48)
Suppose there exists a point ζ0 ∈ ∆ such that we have equality in (1.45). Then, by
the maximum principle for harmonic functions, we have that there exists ic ∈ iR
such that identically
τ + f(ζ)
τ − f(ζ) =
1
α
σ + ζ
σ − ζ + ic,
that is
f(ζ) = τσ [1 + α(1− ic)]ζ + σ[1− α(1− ic]
σ[1− α(1 + ic)]ζ + 1 + α(1 + ic) . (1.49)
Hence, f is the composition of a rotation around 0 and of a map of the form (1.27)
with λ = 1/α. Thus f is an automorphism of ∆. It sends σ in τ and that f ′(σ) =
ατ/σ.
Now we should prove that if f ∈ Aut(∆), with f(σ) = τ , and f ′(σ) = τσα then
we have equality at every point of ∆ in equation (1.45). But this is just the content
of Proposition 1.26 and we are done.
Now, as we saw in the previous theorem, if relation (1.44) holds, we can associate
to σ a unique point τ such that (1.45) holds. Furthermore the argument we used to
show τ is unique, also works if we replace α in (1.45) with any real number β > 0.
Thus we can give the following definition.
Definition 1.29. Let f : ∆ → ∆ be a holomorphic map, and let σ ∈ ∂∆. We call
the Julia point relative to σ the unique point τ ∈ ∂∆, when it exists, such that for
some β > 0
|τ − f(ζ)|2
1− |f(ζ)|2 ≤ β
|σ − ζ|2
1− |ζ|2
holds for all ζ ∈ ∆.
As a consequence of the latter theorem we can show the following interesting
corollary.
Proposition 1.30. Let f : ∆→ ∆ be a holomorphic map, σ ∈ ∂∆ and
0 < α := lim inf
ζ→σ
1− |f(ζ)|
1− |ζ| < +∞.
Then for every sequence bn in ∆ such that bn → σ and
lim sup
n→∞
1− |f(bn)|
1− |bn| < +∞, (1.50)
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we have limn→∞ f(bn) = τ where τ is the Julia point relative to σ.
Proof. Let bnk be any subsequence of bn. By equation (1.50) and compactness of ∆
we can pick a subsequence cm of bnk such that cm → τ ′ ∈ ∆ and
lim
m→∞
1− |f(cm)|
1− |cm| = δ > 0. (1.51)
By this equation clearly τ ′ ∈ ∂∆.
Fix R > 0. Up to discarding finitely many cm, we can assume
1− 1− |cm|
R
> 0.
Take positive numbers Rm → +∞ such that
1− |cm|
1− tanhRm = R.
By equation (1.51) this implies
lim
m→∞
1− |f(cm)|
1− tanhRm = δR.
Now we can apply the Disc Convergence Lemma 1.22 to the sequence of balls Am :=
B(cm,Rm) and Bm := B(f(am),Rm), and we get
f(E(σ,R)) ⊆ f(⋃
l∈N
⋂
m≥l
Am) ⊆
⋃
l∈N
⋂
m≥l
f(Am) ⊆
⋃
l∈N
⋂
m≥l
Bk ⊆ E(τ ′,δR).
Again f is not constant and, since f is holomorphic, it is an open map and hence
f(E(σ,R)) ⊆ E(τ ′,δR).
Now we show that τ ′ = τ . Indeed by Theorem 1.28 we have f(E(σ,R)) ⊆
E(τ,αR) for all R > 0. If τ ′ /= τ , consider an R′ > 0 small enough such that
E(τ ′,δR′)∩E(τ,αR) = ∅. Then we should have f(E(σ,R′)) = ∅ which is impossible.
Hence f(cm)→ τ . Since we proved that from each subsequence f(bnk) of f(bn), we
can extract a sub-subsequence f(cm) such that f(cm)→ τ , we have f(bn)→ τ and
we are done.
Corollary 1.31. Let f : ∆→ ∆ be a holomorphic map, σ ∈ ∂∆ and
lim sup
ζ→σ
1− |f(ζ)|
1− |ζ| < +∞.
Then limζ→σ f(ζ) = τ , where τ is the Julia point relative to σ.
Proof. It is just a consequence of Proposition 1.30.
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1.4 Iteration in the Unit Disc
The goal of this section is to present the basic iteration theory in the unit disc.
’Iteration theory’ is a standard terminology researchers use to refer to the study
of the behaviour of the iteration of maps in a given set, especially limit behaviour,
existence of invariant sets, local and global normal forms, etc. In the unit disc the
theory is well established. In order to get a taste of the phenomena occurring here we
start investigating what happens with the simplest examples, the automorphisms.
We shall use the following theorem due to Vitali in its definitive formulation; a proof
can be found in [14, Chapter VII], or [41, Chapter 7].
Theorem 1.32. Let fn : U → C be a locally uniformly bounded sequence of holomor-
phic maps, where U is a domain in C. If the set of points {ζ ∈ U | fn(ζ) converges }
has an accumulation point, then {fn} converges uniformly on the compact sunsets
of ∆.
According to Theorem 1.9 each automorphisms is either elliptic or hyperbolic or
parabolic.
Proposition 1.33. Let f : ∆ → ∆ be a hyperbolic automorphism of ∆. Then the
sequence fn of iterates of f converges to the fixed point closest to f(0).
Proof. Let τ , σ ∈ ∂∆ be the fixed points of f . Consider the Cayley map Cτ : ∆→ H,
and set c := −iCτ (σ) for some c ∈ R. Then by Theorem 1.9 the map g := Cτ ◦f◦C−1τ
is of the form ζ → λζ − ic(λ − 1), for some λ > 0, λ /= 1. In particular gn =
Cτ ◦ fn ◦ C−1τ , gn(ζ) → ic or gn(ζ) → ∞, for all ζ ∈ H, when 0 < λ < 1 or λ > 1
respectively. Since each gn is a linear automorphism, the convergence is uniform on
the compact subsets of H. This implies fn → σ or fn → τ , depending on whether
0 < λ < 1 or λ > 1 respectively. Furthermore, setting a := f(0), we have
λ = g(1)− g(ic)1− ic =
τ + f(0)
τ − f(0) −
τ + σ
τ − σ
1− τ + σ
τ − σ
=
τ + a
τ − a −
τ + σ
τ − σ
−2σ
τ − σ
= τ(a− σ)
σ(a− τ) .
From this we get
λ = |a− σ||a− τ | .
Hence fn → σ if and only if |f(0)− σ| < |f(0)− τ |, that is f(0) is closer to σ than
to τ , whereas fn → τ if and only if |f(0)− τ | < |f(0)− σ| that is if and only if f(0)
is closer to τ than to σ.
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Proposition 1.34. Let f : ∆ → ∆ be a parabolic automorphism of ∆. Then the
sequence fn of iterates of f converges to the unique fixed point of f .
Proof. Let τ ∈ ∂∆ be the unique fixed point of f . Then by Theorem 1.9 there
exists µ ∈ R such that the map g := Cτ ◦ f ◦ C−1τ is of the form ζ → ζ − iµ. Hence
gn(ζ)→∞ for all ζ ∈ H. Again since g is a linear automorphism, we have uniform
convergence on the compact subsets of H. Thus fn → τ on the compact subsets of
∆.
As we are going to see now, the situation for the elliptic case is a bit more
involved.
Proposition 1.35. Let f : ∆→ ∆ be a elliptic automorphism of ∆, and let a ∈ ∆
be its fixed point. Then either f is periodic, or the sequence {fn} of iterates of f is
dense in the set of all elliptic automorphisms of ∆ that have a as fixed point.
Proof. Let γa be given by equation (1.4). Then the map g := γ−1a ◦ f ◦ γa is an
automorphism of ∆ that fixes 0 and, by the Schwarz Lemma, there exists α ∈ [0,1)
such that
g(ζ) = e2piiαζ
for all ζ ∈ ∆. Now if α ∈ Q, clearly g is periodic. If α ∈ [0,1) \Q, the sequence {nα
mod Z | n ∈ N} is dense in [0,1). Hence the limit set of gn is the set of all rotations
around 0 and thus the set of limit point of f is the set of all automorphisms that
fixes a.
We have just seen in the previous three propositions that there is a relation
between fixed points and limit point of iterates in the case of automorphisms. With
more effort this holds in general as we shall show. In the case of automorphisms the
convergence was obtained directly by linearity of conjugated maps. For the sake of
further reference we want start recalling the celebrated Montel Theorem. We have
to give some basic definitions to state it in an appropriate way.
Definition 1.36. Let V , W be domains of C and {fn | n ∈ N} a sequence of holo-
morphic maps in Hol(V,W ). Then we say that fn is a compactly divergent sequence
if for every pair K1 ⊆ V , K2 ⊆ W of compact subsets there is an n ∈ N such that
for all n ≥ n, fn(K1) ∩K2 = ∅.
The idea expressed here is roughly speaking that for all compact subsets K1, K2
the sequence of set {fn(K1)} eventually lies outside K2. We need another definition.
Definition 1.37. Let V , W be domains of C, and F ⊆ Hol(V,W ) a family of
holomorphic maps. Then we say that F is a normal family if any sequence of maps
in F either is compactly divergent, or has a subsequence that converges uniformly
on the compact subsets of V .
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Normality is a kind of compactness condition about sets of holomorphic maps.
We can finally state Montel’s Theorem. For a proof we refer to [42, Chapter 7].
Theorem 1.38. Let V , W be domains of C, and F ⊆ Hol(V,W ) a family of holo-
morphic maps. Then if W ⊆ C \ {a,b} for some a, b ∈ C, then F is a normal
family.
Thus Hol(∆) is a normal family. As we shall see in a while, Montel’s Theorem is
a key ingredient in the proof of several theorems from iteration theory. For instance
it allows us to generalize Propositions 1.33, 1.34 and 1.35. Indeed we saw that if
f ∈ Aut(∆), either fn → a ∈ ∆ or there is some subsequence fnk → h ∈ Aut(∆).
Actually this holds for any sequence of automorphisms, not only iterates.
Proposition 1.39. Let f : ∆ → ∆ be a limit point of a sequence {fn} ⊆ Aut(∆).
Then either f is a constant in ∆, or f ∈ Aut(∆).
Proof. If f ≡ c, then clearly c ∈ ∆. If f(∆)∩ ∂∆ /= ∅, then since f is holomorphic,
f is constant. So assume f(∆) is an open subset of ∆. Set gn : = f−1n . Since
gn(fn(ζ)) = ζ for every ζ ∈ ∆, the sequence {gn} cannot be compactly divergent.
Hence by Montel’s Theorem 1.38 up to extracting subsequences, we may assume
fn → f and gn → g. We have
lim
n→∞ g(f(ζ)) = limn→∞ gn(fn(ζ)) = ζ,
for all ζ ∈ ∆. Since f(∆) is open, g ◦ f ≡ id∆ and g cannot be a constant. Hence
g(∆) is open also. Furthermore we have for all ζ ∈ ∆
lim
n→∞ f(g(ζ)) = limn→∞ fn(gn(ζ)) = ζ.
Thus again f ◦ g ≡ id∆ and f ∈ Aut(∆).
As a corollary of Theorem 1.39 above we have the following.
Corollary 1.40. Aut(∆) is a closed subset of Hol(∆).
Finally we are ready for next theorem that completely describes the behaviour
of iterates of self maps of the unit disc.
Theorem 1.41. Let h : ∆ → ∆ be a limit point of fn, where f ∈ Hol(∆). Then
either h is a constant map in ∆, or both h, f are elliptic automorphisms of ∆.
Proof. Clearly h has to be holomorphic by Weierstrass’s Theorem. Assume h is not
a constant in ∆. If h(∆) ∩∆ /= ∅, then clearly h should be constant; hence h(∆)
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is an open subset of ∆. Let us extract a subsequence such that fnk → h. We set
gk := fnk+1−nk . We have
lim
k→∞
gk(fnk(ζ)) = lim
k→∞
fnk+1(ζ) = h(ζ).
Furthermore up to extracting a subsequence, we may assume gk → g. We get
g(h(ζ)) = lim
k→∞
gk(fnk(ζ)) = lim
k→∞
fnk+1(ζ) = h(ζ).
Since h(∆) is open, the fixed point set of g is not discrete; thus g is id∆ and gk → id∆.
Now we show that this forces gk and f to be automorphisms. Observe that if
for some k, there are distinct ζ1 and ζ2 such that gk(ζ1) = gk(ζ2), then for all
n ≥ n := nk+1 − nk, fn(ζ1) = fn(ζ2), hence gk(fnk(ζ1)) = gk(fnk(ζ2)) for all
k such that nk ≥ n. Passing to the limit we should get ζ1 = ζ2, against our
assumption. Thus both gk and f are injective. Now we show both are eventually
surjective. Take ζ0 ∈ ∆ and let D := D(ζ0,r) be a Euclidean disc around ζ0 in ∆,
such that gk → id∆ uniformly on it. Then, since gk → id∆ eventually on ∂D, we
have |(gk − ζ0) − (id∆ − ζ0)| < r = | id∆ − ζ0|. By Rouché Theorem, gk − ζ0 has
exactly one zero in D, and by arbitrariness of ζ0, the map gk is eventually surjective.
Again this implies fnk is eventually surjective. Thus, since f(∆) ⊆ ∆, eventually
ζ0 ∈ fnk(∆) ⊆ f(∆) and f is surjective. Now by Propositions 1.33, 1.34 and 1.35
both h and f are elliptic. This completes the proof.
Now we prove the Denoy-Wolff Theorem, one of the most important theorem in
iteration theory.
Theorem 1.42 (Denoy-Wolff). Let f : ∆ → ∆ be a holomorphic map which is
neither an elliptic automorphism or the identity map. Then either fn → τ ∈ ∆ and
τ is the fixed point of f , or f has no fixed points, fn → τ ∈ ∂∆ and τ is the Wolff
point of f .
Proof. Assume fn has a non-constant limit point. Then by Theorem 1.41, f should
be an automorphism and by Propositions 1.33 and 1.34, the map f should be an
elliptic automorphism, against the hypothesis of the theorem.
Thus all limit points of fn are constants. If f has a fix point τ ∈ ∆, then it has
to be the limit of any subsequence of fn and thus fn → τ . So assume f fas no fixed
point in ∆. Let fnk → τ ∈ ∆. If τ ∈ ∆, then
f(τ) = lim
k→∞
f(fnk(ζ)) = lim
k→∞
fnk(f(ζ)) = τ, (1.52)
against our assumption about f . Thus τ ∈ ∂∆. By Theorem 1.24 the only possible
limit point is the Wolff point of f and we are done.
38
1.4 – Iteration in the Unit Disc
Before going forward, we need some tools to state in the right setting the relevant
propositions. Look at Theorem 1.28. Let f : ∆ → ∆ be a holomorphic map and
take a sequence an → σ ∈ ∂∆ in such a way that
lim
n→∞
1− |f(an)|
1− |an| = lim infζ→σ
1− |f(ζ)|
1− |ζ| =: α > 0;
we see that we can associate to f and α a unique point τ ∈ ∂∆ given in the statement
of the same theorem. What is the role of the number α? The answer will be clearer
after Proposition 1.45, but before stating it we need the following definition.
Definition 1.43. Let f : ∆→ ∆ be a holomorphic map and σ, τ ∈ ∂∆. We define
βf (σ,τ) := sup
ζ∈∆
{ |τ − f(ζ)|2
1− |ζ|2
/ |σ − ζ|2
1− |ζ|2
}
, (1.53)
and finally we set:
βf (σ) := inf
τ∈∂∆
βf (σ,τ). (1.54)
The number βf (σ) is the boundary dilatation coefficient for f .
The number βf (σ) gives a measure of how much f dilates the horocycles.
Remark 1.44. Observe that by the same arguments we used in the proof of Theorem
1.28 to show uniqueness of τ , we can show βf (σ,τ) is finite for at most one point
τ ∈ ∂∆. Hence we could actually replace infτ∈∂∆ in the latter definition by minτ∈∂∆.
Furthermore if βf (σ) < +∞, the unique point τ ∈ ∂∆ such that βf (σ) = βf (σ,τ) is
actually the Julia point relative to σ.
The relation with the Julia Lemma is clarified in the following proposition.
Proposition 1.45. Let f : ∆→ ∆ be a holomorphic map and σ ∈ ∂∆. Then
lim inf
ζ→σ
1− |f(ζ)|
1− |ζ| = βf (σ). (1.55)
Proof. For the sake of brevity we set
α := lim inf
ζ→σ
1− |f(ζ)|
1− |ζ| .
If α is finite, then pick a sequence an → σ such that
lim
n→∞
1− |f(an)|
1− |an| = α.
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Theorem 1.28 gives just one point τ ∈ ∂∆ such that βf (σ,τ) < +∞ and βf (σ) =
βf (σ,τ) ≤ α. Thus if βf (σ) = +∞, then α = +∞ and we are done. Now assume
βf (σ) < +∞. Pick the unique point τ ∈ ∂∆ (see the previous remark) such that
βf (σ) = βf (σ,τ). Furthermore consider the sequence bn := σ(n−1)/(n+1). Clearly
bn → σ. Moreover a computation shows that bn ∈ ∂E(σ,1/n), and hence f(bn) ∈
E(τ,βf (σ)/n). Now the Euclidean diameter of E(τ,βf (σ)/n) is 2βf (σ)/[βf (σ) + n].
Therefore, since 1− |bn| = 2/(n+ 1),
α ≤ lim sup
n→∞
1− |f(bn)|
1− |bn| ≤ lim supn→∞
|τ − f(bn)|
1− |bn|
≤ lim
n→∞
2βf (σ)
βf (σ) + n
2
n+ 1
= βf (σ).
Thus if βf (σ) < +∞, then also α < +∞ and α ≤ βf (σ) and we are done.
As we know the Cayley maps (1.6) provide biholomorphisms between ∆ and
H. This allows us to transfer several definitions back and forth between the two
situations. For instance we want to find a representation for horocycles to H. This
will turn out to be quite useful in several problems. By definition, a horocycle is a
set of the form
E(τ,R) =
{
ζ ∈ ∆
∣∣∣∣∣ |τ − ζ|21− |ζ|2 < R
}
,
where τ ∈ ∂∆ and R > 0. It easy to prove that
1− |ζ|2
|τ − ζ|2 = Re
τ + ζ
τ − ζ .
We use the Cayley map with pole at 1 given by (1.6) to transfer everything in
H. Let ia ∈ iR, and assume C−11 (ia) = τ ∈ ∂∆. Then
EH(ia,R) : = C1(E(τ,R)) =
{
ζ ∈ H
∣∣∣∣∣ |τ − C
−1
1 (ζ)|2
1− |C−11 (ζ)|2
< R
}
=
{
ζ ∈ H
∣∣∣∣∣Re τ + C
−1
1 (ζ)
τ − C−11 (ζ)
>
1
R
}
=
ζ ∈ H
∣∣∣Re
ia− 1
ia+ 1 +
ζ − 1
ζ + 1
ia− 1
ia+ 1 −
ζ − 1
ζ + 1
>
1
R

=
{
ζ ∈ H
∣∣∣∣∣ 1 + a2|ζ − ia|2 Re ζ > 1R
}
(1.56)
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This gives precisely the representation of a horocycle centered at ia ∈ iR. If, on the
other hand, we consider the horocycles centered in ∞, we have
EH(∞,R) : = C1(E(1,R)) =
{
ζ ∈ H
∣∣∣∣∣ |1− C
−1
1 (ζ)|2
1− |C−11 (ζ)|2
< R
}
=
{
ζ ∈ H
∣∣∣∣∣Re 1 + C
−1
1 (ζ)
1− C−11 (ζ)
>
1
R
}
=
{
ζ ∈ H
∣∣∣∣Re ζ > 1R
}
.
(1.57)
We can represent both the horocycles centered at ia and ∞ by equation (1.56)
using the convention 1 +∞
2
|ζ −∞|2 = 1.
How can we express the boundary dilatation coefficient? Give a look at Theorem
1.28. Translate it to H; if we assume τ = 1 and apply the transformation C1,
equation (1.45) becomes 1/Re f(ζ) ≤ β/Re ζ. So the natural thing here is to proceed
as follows.
Definition 1.46. Let g : H→ H be a holomorphic map and let ia, ib ∈ ∂∞H, where
∂∞H := iR ∪ {∞}. Then we set
βHg (ia,ib) := sup
ζ∈H
{ |g(ζ)− ib|2
(1 + b2)Re g(ζ)
/ |ζ − ia|2
(1 + a2)Re ζ
}
. (1.58)
Then the number
βHg (ia) := inf
ib∈∂∞H
βHg (ia,ib) (1.59)
is the boundary dilatation coefficient of g at ia.
We remark that if f : ∆→ ∆ and g : H→ H are holomorphic maps, σ, τ ∈ ∂∆
and C1 the usual Cayley map with pole at 1 and furthermore f ≡ C−11 ◦ g ◦C1, then
βf (σ,τ) = βHg (C1(σ),C1(τ)).
We want to use the concepts above to answer the following question: is it possible
for some maps f : ∆→ ∆, that
lim
ζ→σ
1− |f(ζ)|
1− |ζ| = +∞
holds? The answer is affirmative.
Example 1.47. Indeed let
f(ζ) :=
Log
(
1 + ζ
1− ζ
)
− 1
Log
(
1 + ζ
1− ζ
)
+ 1
,
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where Log is the principal branch of the logarithm in H. Furthermore let Arg be
the principal branch of the argument such that Logζ = log|ζ| + iArg(ζ). Take the
sequence bn := n− 1/n+ 1. Then bn → 1. Furthermore if we set g := C1 ◦ f ◦ C−11
and an := C1(bn), then g(ζ) = Log ζ and an := n. We have
βf (1,τ) = βHg (∞,C1(τ)) ≥ limn→∞
|log n− C1(τ)|2
(1− C1(τ))2
n
log n = +∞,
if τ /= 1, and
βf (1,1) = βHg (∞,∞) ≥ limn→∞
n
log n = +∞
if τ = 1. This forces βf (1) = βHg (∞) = +∞.
Note that in the literature usually βHg (ia,ib) is defined as the inverse of ours. Our
usage is a bit more consistent with the relation between restricted and unrestricted
limits (we are going to introduce these later).
Looking at Corollary 1.31, a restatement in light of Proposition 1.45 is that if
βf (σ) = +∞ at some point σ ∈ ∂∆, and bn → σ is a sequence such that (1 −
|f(bn)|)/(1 − |bn|) < +∞, then f(bn) → τ ∈ ∂∆. In some sense f admits a limit.
We shall see that actually f ′ admits in the same sense a limit. We need to introduce
restricted limits.
Definition 1.48. Let τ ∈ ∂∆ and M > 1. We call Stolz region of vertex τ and
amplitude M the set
K(τ,M) :=
{
ζ ∈ ∆
∣∣∣∣∣ |τ − ζ|1− |ζ| < M
}
. (1.60)
A Stolz region is an egg shaped region, containing 0, symmetric with respect to
the ray ending in τ , and with a corner at τ of amplitude
2 arccos(1/M).
Using these regions we can introduce a limit appropriate for our needs.
Definition 1.49. Let f : ∆→ Ĉ be a holomorphic map and τ ∈ ∂∆. Then f has the
angular limit (or the non-tangential limit) L ∈ C, and we shall write ∠ limζ→τ f(ζ) =
L if and only if f(ζ)→ L as ζ → τ within K(τ,M), for all M > 1.
Remark 1.50. In the Definition of angular limit 1.49 we could replace Stolz region
K(τ,M) by true angles at τ of amplitude
2α := 2 arccos(1/M),
with 0 ≤ α < pi/2. In this way we would obtain a logically equivalent definition of
limit. This explain the term ‘angular’ in the definition of the limit.
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The first proposition we prove states that in Theorem 1.28 we actually have
non-tangential convergence to the point τ .
Proposition 1.51. Let f : ∆→ ∆ be a holomorphic map, σ, τ ∈ ∂∆ and βf (σ,τ) <
+∞. Then ∠ limζ→σ f(ζ) = τ .
Proof. There is at most one point ρ ∈ ∂∆ for which βf (σ,ρ) < +∞, hence we have
βf (σ) = βf (σ,τ). We set β := βf (σ). Let D(τ,) be a Euclidean disc centered at
τ and of radius  > 0. We can find a 1 > 0 small enough such that the horocycle
E(τ,1) ⊆ D(0,) ∩ ∆. Now let K(σ,M) be a Stolz region. Take a Euclidean
disc D(σ,δ) centered at σ and with radius δ > 0 small enough such that D(σ,δ) ∩
K(σ,M) ⊆ E(σ,1/β) ∩K(σ,M). We have f(D(σ,δ) ∩K(σ,M)) ⊆ f(E(σ,1/β)) ⊆
D(τ,). That is ∠ limζ→σ f(ζ) = τ .
Finally we are ready for the following important theorem.
Theorem 1.52. Let f : ∆→ ∆ be a holomorphic map and σ, τ ∈ ∂∆. Then
∠ lim
ζ→σ
τ − f(ζ)
σ − ζ = τσβf (σ,τ). (1.61)
If this angular limit is finite, then also ∠ limζ→σ f(ζ) = τ and
∠ lim
ζ→σ
f ′(ζ) = τσβf (σ,τ). (1.62)
Conversely if ∠ limζ→σ f(ζ) = τ and ∠ limζ→σ f ′(ζ) = η ∈ C, then it has to be
βf (σ,τ) < +∞, and τ ∈ ∂∆. Equations (1.61) and (1.62) hold. Furthermore, if
τ = σ, the angular limit of f ′ at σ is a positive real number.
Proof. First we prove equation (1.61) if βf (σ,τ) = +∞. In this case
∠ lim
ζ→σ
τ − f(ζ)
σ − ζ =∞. (1.63)
Indeed if βf (σ) = +∞ and ζn → σ within K(σ,M) we have by definition of Stolz
region, |σ − ζn| < M(1 − |ζn|). The triangular inequality implies |τ − f(ζn)| ≥
1− |f(ζn)|. Hence
lim
n→∞
∣∣∣∣∣τ − f(ζn)σ − ζn
∣∣∣∣∣ ≥ limn→∞ 1M 1− |f(ζn)|1− |ζn| = +∞,
and (1.63) holds.
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Assume instead βf (σ) < +∞, and let τ0 /= τ be the unique point of ∂∆ such
that βf (σ,τ0) = βf (σ). Then by Proposition 1.51,
∠ lim
ζ→σ
f(η) = τ0
and again (1.63) holds. This establishes (1.61) in the case βf (σ,τ) = +∞.
Now assume βf (σ,τ) = βf (σ) < +∞. We set β := βf (σ). Now by definition of
β,
Re σ + ζ
σ − ζ =
1− |ζ|2
|σ − ζ|2 ≤ β
1− |f(ζ)|2
|τ − f(ζ)|2 = βRe
τ + f(ζ)
τ − f(ζ) . (1.64)
Furthermore by Theorem 1.28, we have equality at one point in (1.64) if and only
if we have equality at all points if and only if f ∈ Aut(∆) and sends σ in τ with
f ′(σ) = τσβ. Therefore we have
β
τ + f(ζ)
τ − f(ζ) −
σ + ζ
σ − ζ = β
τ + g(ζ)
τ − g(ζ) , (1.65)
for a suitable g : ∆→ ∆ holomorphic. Now at some point |g| = 1 if and only if f is
an automorphism of the type described few lines above and in this case (1.61) and
(1.62) follows by Theorem 1.28. So we may assume |g| < 1 all over ∆. Hence we
have
1
βg(σ,τ)
= 1
supζ∈∆
{
Re σ + ζ
σ − ζ
/
Re τ + g(ζ)
τ − g(ζ)
}
= inf
ζ∈∆
{
Re τ + g(ζ)
τ − g(ζ)
/
Re σ + ζ
σ − ζ
}
= β inf
ζ∈∆
{
Re τ + f(ζ)
τ − f(ζ)
/
Re σ + ζ
σ − ζ
}
− 1
= 0,
(1.66)
that is βg(σ,τ) = +∞. With the same arguments we used to prove (1.63), we get
∠ lim
ζ→σ
τ − g(ζ)
σ − ζ =∞. (1.67)
Multiply both sides of (1.65) by σ − ζ and get
β(τ + f(ζ)) σ − ζ
τ − f(ζ) − σ − ζ = β(τ + g(ζ))
σ − ζ
τ − g(ζ) . (1.68)
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Now by Proposition 1.51, since βf (σ,τ) < +∞, we have limζ→σ f(ζ) = τ . This and
(1.67) gives us
∠ lim
ζ→σ
τ − f(ζ)
σ − ζ = τσβ.
This completes the proof of (1.61).
Differentiating (1.65) we obtain
β
τf ′(ζ)
(τ − f(ζ))2 −
σ
(σ − ζ)2 =
τg′(ζ)
(τ − g(ζ))2 . (1.69)
By Schwarz-Pick lemma, we know that |g′(ζ)| ≤ (1 − |g(ζ)|2)/(1 − |ζ|2). If ζ ∈
K(σ,M), we have |σ − ζ| ≤M(1− |ζ|). Hence, using (1.69), we obtain∣∣∣∣∣∣βτσf ′(ζ)
(
σ − ζ
τ − f(ζ)
)2
− 1
∣∣∣∣∣∣ = |g′(ζ)|
∣∣∣∣∣ σ − ζτ − g(ζ)
∣∣∣∣∣
2
≤ 1− |g(ζ)|
2
1− |ζ|2
∣∣∣∣∣ σ − ζτ − g(ζ)
∣∣∣∣∣
2
≤ 1− |g(ζ)|
2
1− |ζ|2 M
1− |ζ|
1− |g(ζ)|
∣∣∣∣∣ σ − ζτ − g(ζ)
∣∣∣∣∣
≤ 2M
∣∣∣∣∣ σ − ζτ − g(ζ)
∣∣∣∣∣→ 0
as ζ → σ by condition (1.67). Hence f ′ has also angular limit τσβ at σ. We now
prove the converse implication. Assume ∠ limζ→σ f(ζ) = τ and ∠ limζ→σ f ′(ζ) =
η. Consider a line segment from 0 to σ. It lies inside K(σ,M) for all M . By
our assumption on f , it can be extended continuously and smoothly to the closed
segment {tσ | t ∈ [0,1]} in such a way that f(σ) = τ . Hence |f ′(tσ)| ≤ C for some
real C. We have for any s ∈ [0,1]
1− |f(sσ)| ≤ |f(σ)− f(sσ)| =
∣∣∣∣∫ 1
s
f ′(tσ)σdt
∣∣∣∣ ≤ C(1− s),
and thus
lim inf
ζ→σ
1− |f(ζ)|
1− |ζ| ≤ lim infs→1
1− |f(sσ)|
1− s ≤ C.
Then by Proposition 1.45, βf (σ) < +∞. Furthermore by Remark 1.44 and Propo-
sition 1.51, τ is the only point such that βf (σ,τ) = βf (σ). Now we can apply the
same arguments we used to show equations (1.61) and (1.62) and we are done.
Equation (1.62) suggests a strong relationship between βf (σ) and f ′ near σ, at
least when βf (σ) < +∞. When βf (σ) = +∞ the situation is quite different. For
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instance f(ζ) = ζ2/2 has, by Theorem above, βf (σ) = +∞ for all σ. What matters
here is that f(∆) ⊆ H ( ∆ for some compact H. The following proposition clarifies
the point and will give us a more effective way to compute βf (σ) and consequently
∠ limζ→σ f(ζ) and ∠ limζ→σ f ′(ζ).
Proposition 1.53. Let f : ∆→ ∆ be a holomorphic map and σ ∈ ∂∆ such that
lim sup
s→1
|f(sσ)| = 1. (1.70)
Then
βf (σ) = lim sup
s→1
|f ′(sσ)|. (1.71)
Proof. Assume lim sups→1|f ′(sσ)| = +∞. Then by Theorem 1.52 it has to be
βf (σ) = +∞ and we are done. Suppose
lim sup
s→1
|f ′(sσ)| < +∞.
Then |f ′(sσ)| < C for all s ∈ (0,1) and for some real C. By Theorem 1.52 it enough
to show that βf (σ) < +∞. By equation (1.70) and compactness of ∆, we can pick
up a sequence sn ∈ (0,1), such that sn → 1 and f(snσ)→ τ for some τ ∈ ∂∆. Then
for any s ∈ (0,1) we have
|f(snσ)− f(sσ)| =
∣∣∣∣∫ sn
s
f ′(sσ)σds
∣∣∣∣ ≤ C|sn − s|.
Taking the limit as n→∞ in this last equation gives
|τ − f(sσ)| ≤ C(1− s).
Hence, by Proposition 1.45
βf (σ) = lim inf
ζ→σ
1− |f(ζ)|
1− |ζ| ≤ lim infs→1
1− |f(sσ)|
1− s
≤ lim inf
s→1
|1− f(sσ)|
1− s ≤ C.
That is βf (σ) < +∞ and this completes the proof.
Finally we close the circle and give the desired sufficient condition to have angular
convergence at some point.
Corollary 1.54. Let f : ∆→ ∆ be a holomorphic map and σ ∈ ∂∆ such that
lim sup
s→1
|f(sσ)| = 1 and lim sup
s→1
|f ′(sσ)| = β < +∞.
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Then there exists a unique τ ∈ ∂∆ such that
∠ lim
ζ→σ
f(ζ) = τ
and
∠ lim
ζ→σ
f ′(ζ) = βτσ.
Furthermore βf (σ) = βf (σ,τ) = β.
Proof. It suffices to apply Proposition 1.53 and Theorem 1.52.
Theorem 1.52 suggests the following definition.
Definition 1.55. Let f ∈ Hol(∆) and assume ∠ limζ→σ f(ζ) = τ for some σ,
τ ∈ ∂∆. Then we call angular derivative at σ the complex number
f ′(σ) := ∠ lim
ζ→σ
τ − f(ζ)
σ − ζ ,
when the angular limit exists.
Remark 1.56. When the limit in the previous definition is finite, by Theorem 1.52 we
also have ∠ limζ→σ f ′(σ) < +∞. Hence sometimes we shall directly use the following
equality
f ′(σ) = ∠ lim
ζ→σ
f ′(ζ).
We go back to iteration theory; we saw in Theorem 1.42 that the sequence of
iterates of a holomorphic map f : ∆ → ∆ that converges to a constant either con-
verges to τ ∈ ∆, or converges to τ ∈ ∂∆. In the first case by Corollary 1.13 we have
|f ′(τ)| < 1, while if τ ∈ ∂∆, by Theorem 1.24 and Proposition 1.51 limζ→τ f(ζ) = τ
and limζ→τ f ′(ζ) ≤ 1. There is a strict analogy between the two situations. Now
we shall clarify this analogy and summarize all the work done in angular limit and
iteration theory in the following theorem that gives a picture of the situation. Let
us give a definition in order to better state it.
Definition 1.57. Let f : ∆→ ∆ be a holomorphic map and τ ∈ ∂∆. Then we say
that τ is a boundary fixed point for f if ∠ limζ→τ f(ζ) = τ . When f ′(σ) exists finite
according to Definition 1.55, we say σ is a boundary regular fixed point for f .
Finally we can give our announced Theorem.
Theorem 1.58. Let f : ∆→ ∆ a be holomorphic map, not the identity map neither
an elliptic automorphism. Then
i) f has a fixed point τ ∈ ∆ if and only if |f ′(τ)| < 1 and fn → τ ∈ ∆ as n→∞;
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ii) if f has no fixed point, then it has a unique boundary regular fixed point τ (the
Wolff point of f), such that fn → τ , ∠ limζ→τ f(ζ) = τ and f ′(τ) ≤ 1;
iii) conversely, if f ′(τ) ≤ 1 for some boundary regular fixed point τ , then f has no
fixed points in ∆ and τ is the Wolff point of f ;
iv) if τ is the Wolff point of f and f ′(τ) < 1, then fn(ζ) → τ non-tangentially
for each ζ ∈ ∆.
Proof. Let us start by proving i). Assume f has a fixed point τ . Since f is not
an elliptic automorphism, by Corollary 1.13 we have that |f ′(τ)| < 1. By Theorem
1.42, either fn → σ ∈ ∆ and σ is a fixed point for f , or fn → ρ ∈ ∂∆. Since
f(τ) = τ , the sequence fn cannot be compactly divergent and obviously σ = τ .
Now we prove the converse of this. If fn → τ ∈ ∆, then for any ζ ∈ ∆,
f(τ) = f( lim
n→∞ f
n(ζ)) = lim
n→∞ f
n+1(ζ) = τ.
This concludes the proof of i).
Let us face ii): it is just a direct consequence of Remark 1.44 and Theorems 1.24,
1.42 and 1.52.
Let us dispatch iii). Assume f fas a fixed point σ. By part i) it follows that
fn → σ. On the other hand, by Theorem 1.52 and Remark 1.44, we have that
βf (τ) = f ′(τ) ≤ 1. By Proposition 1.45 and Theorem 1.28 we must have f(E(τ,R) ⊆
E(τ,R) for all R > 0. Now pick an R0 > 0 such that σ /∈ E(τ,R0) and a ζ ∈ E(τ,R0).
Then fn(ζ) ∈ E(τ,R0) and clearly fn(ζ) cannot converge to σ.
Now for iv) observe that it is a consequence of Theorem 1.52 and Proposition
1.51.
1.5 One-Parameter Semigroups
In the previous section we showed several properties of the behaviour of iterates of
holomorphic self-maps of the unit disc. Our main object of study was the relation
between fixed point and convergence of sequences of iterates of maps. We found that,
with the exception of the identity map and elliptic automorphisms of ∆, iterates of a
map in Hol(∆) tend either to their fixed point (if any) or to a boundary point. The
situation there showed a remarkable symmetry between fixed points inside, value of
the modulus of the derivative at the fixed points and the corresponding boundary
equivalents once we replaced unrestricted limits by angular ones. Now we want to
look at iteration theory from a slightly different perspective. That is we think of
iterates of maps as discrete instants in a flow given by a suitable Cauchy problem.
Actually this turns out to not always be possible. The idea however is the starting
point of the part of iteration theory called fractional iteration.
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Consider the set H of iterates of a holomorphic map f : ∆ → ∆. Then H with
respect the composition of maps is not a group since not all maps have an inverse.
Other group properties are satisfied and furthermore the composition is continuous
with respect to the topology of convergence on compact sets.
Definition 1.59. Let H be a set, with an operation ⊕H and a topology Th. We
say that (H,⊕ ,0H ,TH) is a topological semigroup with identity if ⊕H is associative,
with identity 0H and continuous with respect to TH . If (H,⊕H ,0H) is a group also,
we shall say that (H,⊕ ,0H ,TH) is a topological group.
When clear by the context, we shall speak about a topological semigroup H
without mentioning the semigroup operation and topology. For instance N is a
topological semigroup with respect +, 0 and the discrete topology. R+ := [0 +∞)
is a topological semigroup with respect to +, 0 and the Euclidean topology. If D
is a domain of Cn, that is an open connected subset of Cn, then Hol(D) is another
examples of a a semigroup with respect composition of maps, identity map and
convergence on compact subsets. We shall always consider these semigroups with
these operations and topologies.
Definition 1.60. Let (H,⊕H ,0H ,TH) and (K,⊕K ,0K ,TK) be topological semigroups
with identity. A homomorphism of topological semigroups with identity or, briefly,
a homomorphism between the semigroup (H,⊕H ,0H ,TH) and (K,⊕K ,0K ,TK) is a
continuous application Γ: H → K such that Γ(g ⊕H h) = Γ(g) ⊕K Γ(h) for all g,
h ∈ H, and Γ(0H) = 0K .
Coming back to the iterates of a holomorphic map f : ∆ → ∆, let H := {fn |
n ∈ N}. Consider the map Γ: N → Hol(∆) given by Γ(n) := fn. Then Γ is
a homomorphism of topological semigroups, and H = Γ(N) is a topological sub-
semigroup of Hol(∆). Thus the set of iterates of f is just the image of a particular
topological semigroup homomorphism Γ: N → Hol(∆) where f = Γ(1). We can
push this argument a step forward and apply it to the semigroup R.
Definition 1.61. A one-parameter semigroup in a topological semigroup (H, ⊕
,0H ,TH), is a homomorphism Φ: R+ → (H, ⊕ ,0H ,TH) of topological semigroups
with identity. If Φ: R → (H, ⊕ ,0H ,TH) is a homomorphism of topological groups
we say that Φ is a one-parameter group.
Definition 1.62. A one-parameter semigroup of holomorphic self maps of D (or,
a one-parameter semigroup in D) is a one-parameter semigroup in Hol(D). A one-
parameter group of holomorphic self maps of D (or, a one-parameter group in D) is
a one-parameter group in Hol(D).
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Remark 1.63. We shall use several times the notation Φ(t,z) or Φt(z) instead of
Φ(t)(z). It is easy to see that an equivalent definition that we shall use several times
is the following. Let Φ: [0, +∞) → Hol(D) be a one-parameter semigroup. Then
the map Φ(t,z) := Φ(t)(z) is continuous, and has the following properties:
i) Φ(t,·) : D → D is holomorphic for all t ∈ [0, =∞);
ii) Φ(·,z) : [0,+∞)→ D is continuous uniformly on the compact subsets of D;
iii) Φ(s+ t,z) = Φ(t,Φ(s,z)) for all s, t ∈ [0,+∞), for all z ∈ D and Φ(0,·) ≡ idD.
In order to obtain an analogous statement for one-parameter groups it is enough to
replace R+ with R.
Example 1.64. Let D be a domain of Cn star-shaped with respect to τ ∈ D; the
map Φ(t,z) := τ − e−at(τ − z), where a ≥ 0 is a one parameter semigroup in D.
In some context to be an homomorphic image of R+ is quite a restrictive require-
ment.
Proposition 1.65. Let G be a topological group. Then
i) we can extend every one-parameter semigroup Φ: R+ → G in G in a unique
way to a one-parameter group;
ii) if G is finite, every one-parameter semigroup in G is trivial.
Proof. For i), the unique extension is Φ(t) = [Φ(−t)]−1, for all t < 0. For ii), we
extend Φ to a one-parameter group, and let K be its kernel. If n is the order of G,
we have nt ∈ K for all t ∈ R. Hence R = nR ⊆ K ⊆ R. Thus Φ(R) = {0}.
Now we collect in the following proposition several facts about certain one-
parameter semigroups.
Proposition 1.66. Let H be a topological semigroup with identity and Φ: R+ → H
a one-parameter semigroup. Then
i) if H = (C,+), then Φ(t) = at for some a ∈ C;
ii) if H = (R+,·), then Φ(t) = eλt for some λ ∈ R;
iii) if H = (S1,·), where S1 = ∂∆, then Φ(t) = eiµt for some µ ∈ R;
iv) if H = (C∗,·), where C∗ = C \ {0}, then Φ(t) = eat for some a ∈ C.
50
1.5 – One-Parameter Semigroups
Proof. For i), first notice that if q ∈ N \ {0}, from Φ(1) = Φ(q/q) = qΦ(1/q), it
follows Φ(1/q) = Φ(1)/q. Thus if p ∈ N, we have
Φ
(
p
q
)
= pΦ
(
1
q
)
= p
q
Φ(1).
Let t ∈ R+ and pick a sequence rn ∈ Q+ such that rn → t. By continuity we get
Φ(t) = lim
n→∞Φ(rn) = limn→∞ rnΦ(1) = tΦ(1),
and the statement follows setting Φ(1) = a.
To prove ii) notice that log Φ: R+ → (R,+) is a one-parameter semigroup. Hence
by i),
Φ(t) = elog Φ(t) = eλt,
where λ = log Φ(1) ∈ R.
To prove iii) consider the covering map pi : R→ S1 given by pi(t) = eit. Clearly pi
is a group homomorphism. The one-parameter semigroup Φ lifts to a one parameter
semigroup Φ˜ : R+ → (R,+) such that Φ = pi ◦ Φ˜. Now iii) follows from i).
To prove iv), starting from Φ, we define two new one-parameter semigroups
|Φ| : R+ → (R+,·) and Φ|Φ| : R
+ → (S1,·)
and now iv) follows from ii) and iii).
Now we show some important properties of one-parameter semigroups in a do-
main of Cn.
Proposition 1.67. Let Φ: R+ → Hol(D) be one-parameter semigroup of holomor-
phic self maps of a domain D of Cn. Then Φt is injective for all t ∈ R+.
Proof. First notice that, by Weierstrass Theorem (see for instance [43]), we have
that dΦt → I as t → 0, uniformly on each compact subset of D, where I is the
identity matrix. Thus for t small enough each Φt is locally injective.
Assume, by contradiction Φt0(z1) = Φt0(z2) for some t0 ∈ R+ and for some
z1 /= z2 ∈ D. Then for all t ≥ t0 we have Φt(z1) = Φt−t0(Φt0(z1)) = Φt−t0(Φt0(z2)) =
Φt(z2). That is the two curves t→ Φt(z1) and t→ Φt(z2) for t ∈ [0,+∞), start at
different points z1, z2 and for t ≥ t0 coincide. Let
t1 := inf{t ∈ R+ | Φt(z1) = Φt(z2)},
and set z3 := Φt1(z1) = Φt1(z2). Notice that t1 > 0. Fix t ∈ R+ small enough such
that Φt is locally injective near z3. Let U be an open neighborhood of z3 such that
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Φt is injective when restricted to U . By continuity of Φt we can find a δ such that
0 < δ < t and w1 := Φt1−δ(z1) ∈ U , w2 := Φt1−δ(z2) ∈ U . We have w1 /= w2 by
definition of t1; on the other hand it is easy to check that Φt(w1) = Φt(w2). Hence
no Φt can be injective near z3 and we are done.
Proposition 1.68. Let Φ: R+ → Hol(D) be a one-parameter semigroup in a do-
main D of Cn. Then Φ extends to a one-parameter group if and only if Φt0 ∈ Aut(D)
for some t0 > 0.
Proof. One implication is trivial. So assume Φt0 ∈ Aut(D) for some t0 > 0. Since
(Φt0/q)q = Φt0 ∈ Aut(D) for all q ∈ N \ {0}, we have that Φt0/q ∈ Aut(D). Hence
Φrt0 ∈ Aut(D) for all r ∈ Q+. By continuity, since Aut(D) is closed in Hol(D), we
have that Φt ∈ Aut(D) for all t ≥ 0. Now by Proposition 1.65 we have the desired
extension.
Now we deal with fixed points. We saw in the study of iterates of a holomorphic
map in ∆ that fixed points played a role in determining the asymptotic behaviour
of a holomorphic map.
Definition 1.69. Let Φ: R+ → Hol(D) be a one-parameter semigroup in a domain
D of Cn, and z0 ∈ D. We say that z0 ∈ D is a fixed point for the one-parameter
semigroup Φ if it is a fixed point for all maps Φt.
Let g : ∆→ ∆ be given by g(ζ) := ei/nζ. Then we see that gn fixes all points of
∆ whereas g fixes only 0. Thus fixed points of iterates of a holomorphic map can
be different from fixed points of the map itself. For one-parameter semigroups in ∆
the situation is simpler.
Proposition 1.70. Let Φ: R+ → Hol(D) be a one-parameter semigroup in a do-
main D ⊆ C. If Φt0 /= idD has a fixed point ζ0 ∈ D for some t0 > 0, then ζ0 is a
fixed point for the one-parameter semigroup Φ.
Proof. For all t ≥ 0 we have
Φt0(Φt(ζ0)) = Φt(Φt0(ζ0)) = Φt(ζ0),
hence the continuous curve t→ Φt(ζ0) lies inside the set of fixed points of Φt0 . Since
Φt0 /= idD, the set of fixed points of Φt0 is discrete; thus Φt(ζ0) is constant for all
t ≥ 0 and it has to be ζ0.
The flow of a holomorphic vector field on a domain D, under some conditions,
gives in a natural way a one-parameter semigroup of holomorphic maps. The con-
ditions needed are precisely what guarantees the integral curves to be defined in
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[0, +∞). Now we want to investigate the relation between flows induced by holo-
morphic vector fields and one-parameter semigroups. We remark that we systemat-
ically replace the tangent space T (D) with its isomorphic copy D×Cn and we thus
identify holomorphic vector fields defined in D with holomorphic maps from D to
Cn.
Proposition 1.71. Let F : D → Cn be a holomorphic map. Assume that the integral
curves of the following Cauchy problem in D
∂Φ
∂t
= F ◦ Φ
Φ(0) = z
(1.72)
are defined in [0,+∞) for all z ∈ D. Then the flow Φ(t,z) induced by the holomorphic
vector field F defines a one-parameter semigroup of holomorphic self-maps of D.
Furthermore the map t→ Φ(t,z) is real analytic in [0,+∞) for all z ∈ D.
Proof. It follows by the classical Cauchy-Kowalesky Theorem on the existence and
uniqueness of solutions of analytical differential equations.
Definition 1.72. Let Φ: R+ → Hol(D) be a one-parameter semigroup of holomor-
phic self-maps of a domain D of Cn. If there exists a holomorphic map F : D → Cn
such that Φ is the flow induced by integral curves of the Cauchy problem
∂Φ
∂t
= F ◦ Φ
Φ(0) = z,
(1.73)
we call F the infinitesimal generator of the one-parameter semigroup Φ. We shall
denote the set of all infinitesimal generators of one-parameters semigroups of holo-
morphic self-maps of D by
HolG(D).
The following theorem is quite fundamental in the development of the theory.
It gives us a reverse of the previous proposition, that is that all one-parameter
semigroups are flows induced by suitable vector fields. It is due to Berkson and
Porta in [7] for ∆, and generalized by Abate in [3] to the case of domains of Cn.
Theorem 1.73. Let Φ: R+ → Hol(D) be a one-parameter semigroup of holomorphic
self-maps of a domain D of Cn. Then Φ admits a (unique) infinitesimal generator
F : D → Cn.
Proof. We need to prove that there is F : D → Cn that satisfies the Cauchy problem
(1.73). Let K1 be a compact convex subset of D. Choose α ∈ (0,1) such that the
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convex hull H1 of Φ([0,α] × K1) is contained in D. The set H1 is again compact,
thus we can choose δ ∈ (0,α] such that
sup
z∈H1
|dΦt − I| ≤ 110 , (1.74)
for all t ∈ [0,δ]. Let γ(s) := sΦt(z) + (1 − s)z be the line segment from z to Φt(z)
for s ∈ [0,1]. Then γ([0,1]) is contained in H1 for all t ∈ [0,δ] and z ∈ K1. Thus we
have by (1.74)
2|Φt(z)− z| − |Φ2t(z)− z| ≤ |Φ2t(z)− 2Φt(z) + z|
=
∣∣∣∣∫ 10 [dΦt(γ(s))− I](Φt(z)− z)ds
∣∣∣∣
≤ 110 |Φt(z)− z|.
(1.75)
Hence for all t ∈ [0,δ) and z ∈ K1 we have
|Φt(z)− z| ≤ 1019 |Φ2t(z)− z| ≤
1
22/3 |Φ2t(z)− z|. (1.76)
Now pick the minimum k ∈ N such that
δ ≥ 12k ,
and set
C1 := 22k/3 sup{|Φt(z)− z| | z ∈ K1, t ∈ [2−k,1]}.
Now if t ∈ [2−k,1] and z ∈ K1 we have
|Φt(z)− z| ≤ C1
( 1
2k
)2/3
≤ C1t2/3. (1.77)
On the other hand, if t ∈ [0,2−k) ⊆ [0,δ), let m ∈ N be the minimum such that
t ≥ 1/2m+k. Then 2mt ∈ [2−k,1] and by (1.76) and (1.77) we have
|Φt(z)− z| ≤
( 1
22/3
)m
|Φ2mt(z)− z| ≤
( 1
22/3
)m
C1t
2/3 ≤ C1t2/3.
In both cases we have
|Φt(z)− z| ≤ C1t2/3, (1.78)
for all t ∈ [0,1] and z ∈ K1. Now repeating the argument above for a compact
K2 ⊆ D containing properly H1, and get a constant C2 such that
|Φt(z)− z| ≤ C2t2/3,
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for all t ∈ [0,1] and z ∈ K2. Then we can apply the Cauchy estimates componentwise
to the holomorphic map Φt(z)− z and we get a constant C3 such that
|dΦt − I| ≤ C3t2/3, (1.79)
for all t ∈ [0,1] and z ∈ H1. Repeating the argument leading us to equation (1.75)
and get
|Φ2t(z)− 2Φt(z) + z| ≤ C1C3t4/3
for all t ∈ [0,α] and for all z ∈ K1. Thus∣∣∣∣∣Φ2t(z)− z2t − Φt(z)− zt
∣∣∣∣∣ ≤ C1C32 t1/3,
for all t ∈ [0,α] and for all z ∈ K1. By a standard argument using telescopic series
this implies that the sequence
Φ(2−n,z)− z
2−n
is Cauchy and hence
lim
n→∞
Φ(2−n,z)− z
2−n = F (z)
uniformly on the compact subsets of D, defining then a holomorphic map F : D →
Cn.
Fix z ∈ D and t > 0. The set [0,t] × {z} is compact in D; hence the function
2n[Φ(s+2−n,z)−Φ(s,z)]→ F (Φ(t,z)) uniformly with respect to s ∈ [0,t] as n→∞.
That is there exists a εn > 0 such that∣∣∣∣Φ(s+ 12n ,z
)
− Φ(s,z)− F (Φ(s,z))
∣∣∣∣ < εn2n , (1.80)
for every s ∈ [0,t] and
εn
2n → 0. (1.81)
Consider rational numbers of the form m/2k, for integers m and k. We have
∣∣∣∣Φ(m2k ,z
)
− Φ(0,z)−
m2n∑
j=1
1
2k+nF
(
Φ
(
j
2k+n ,z
))∣∣∣∣
=
∣∣∣∣m2
n∑
j=1
(
Φ
(
j
2k+n ,z
)
− Φ
(
j − 1
2k+n ,z
))
−
m2n∑
j=1
1
2k+nF
(
Φ
(
j
2k+n ,z
))∣∣∣∣
≤
m2n∑
j=1
∣∣∣∣(Φ( j2k+n ,z
)
− Φ
(
j − 1
2k+n ,z
))
− 12k+nF
(
Φ
(
j
2k+n ,z
))∣∣∣∣
≤
m2n∑
j=1
εn
2n = mεn, (1.82)
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where in passing to the last row we use (1.80) and (1.81). Pushing n→∞ in (1.82)
we get
Φ
(
m
2k ,z
)
= z +
∫ m
2k
0
F (Φ(s,z))ds.
Since the numbers m/2k are dense and Φ(·,z) is a continuous map we have
Φ(t,z) = z +
∫ t
0
F (Φ(s,z))ds,
for all t ≥ 0 and z ∈ D and we are done.
Corollary 1.74. Let F : D → Cn be a holomorphic map, where D is a domain of
Cn. Then F if an infinitesimal generator if and only if the Cauchy problem (1.73)
has a global solution defined in R+ ×D.
What can we say about the set of all infinitesimal generators? The proof of the
following Proposition will be actually a direct consequence of Theorem 2.9. We shall
prove in the next chapter, anyway we state here this remarkable consequence for
the sake of completeness.
Proposition 1.75. Let D be any domain in Cn. Then the set HolG(D) of infinites-
imal generators in D is a closed real cone in the set Hol(D).
For one-parameters groups of automorphism something more is actually true.
Proposition 1.76. Let D be any domain of Cn. Then the set of all infinitesimal
generators of one-parameter groups of automorphisms is a closed real vector space.
Proof. It follows by the previous proposition, noticing that in this case, if F : D →
Cn is an infinitesimal generator of a one-parameter group, then −F also is.
The infinitesimal generator is related to fixed point of the one-parameter semi-
group Φ. Indeed.
Proposition 1.77. Let D be a domain of Cn, and F : D → Cn the infinitesimal
generator of the one-parameter semigroup Φ. Then z0 ∈ D is a fixed point for the
semigroup Φ if and only if F (z0) = 0.
Proof. Assume z0 ∈ D is a fixed point for the semigroup Φ. Then (1.73) forces
F (z0) = 0.
Conversely assume F (z0) = 0 and set φ(t) := Φ(t,z0). Then φ solves the Cauchy
problem 
∂ψ
∂t
= F ◦ ψ
ψ(0) = z0.
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Since F (z0) = 0, the constant map φ ≡ z0 is a solution, and by uniqueness of
solutions of ordinary differential equation, is the unique one. Thus φ ≡ z0 and z0 is
fixed for the semigroup Φ.
1.6 One-Parameter Semigroup in the Unit Disc
Proposition 1.70 gives us hope that the theory of one-parameter semigroups in ∆
could be simpler than the general case. Indeed this is precisely what happens. We
shall show that infinitesimal generators have a quite particular form.
We first shall start by studying the simplest case: semigroups of automorphisms
in ∆.
Proposition 1.78. Let ϕt : R+ → Hol(∆) be a one-parameter semigroup in ∆. If
ϕt0 ∈ Aut(∆), for some t0 > 0, then ϕt can be extended to a group of automorphism
of ∆ that shares the same fix points as ϕt0.
Proof. We already know by Proposition 1.68 that ϕt can be extended to a group of
automorphisms of ∆. If ϕt0 ≡ id∆, then the infinitesimal generator of ϕt has to be
identically vanishing and the semigroup is trivial and the proposition is proved. So
assume ϕt0 /≡ id∆. Each automorphism of ∆ can be extended beyond ∆. The same
argument used in the proof of Proposition 1.70 shows that all ϕt have the same fixed
point as ϕt0 in ∆. This concludes the proof.
The previous proposition allows us to speak of elliptic semigroups of automor-
phisms, hyperbolic semigroups of automorphisms and parabolic semigroups of au-
tomorphisms, without risk of confusion. We can precisely describe the form of this
semigroups.
Proposition 1.79. The map ϕt : R→ Hol(∆) is an one-parameter group of elliptic
automorphisms with fixed point a ∈ ∆ if and only if
ϕt(ζ) =
(eibt − |a|2)ζ − a(eibt − 1)
a(eibt − 1)ζ − eibt|a|2 + 1 (1.83)
for some b ∈ R \ {0}.
Proof. Let γa be the map given by equation (1.4), and set ψt := γa ◦ ϕt ◦ γa. Then
ϕt is an elliptic group of automorphism with fixed point a ∈ ∆ if and only if ψt
is an elliptic group of automorphism with fixed point 0. Thus, by Theorem 1.1
and continuity, this happens if and only if ψt(ζ) ≡ c(t)ζ, for some continuous map
c : R+ → S1. Furthermore, since ψt is a one-parameter group this is true if and only
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if c(0) = 1, and c(s) · c(t) = c(s+ t). By Proposition 1.66, this is the case if and only
if there is some b ∈ R \ {0} such that c(t) ≡ eibt for all t ∈ R \ {0}. Now equation
(1.83) follows by a direct computation.
Proposition 1.80. Let f : ∆→ C be a holomorphic map. Then f is the infinites-
imal generator of a one-parameter group of elliptic automorphisms that has a fixed
point a ∈ ∆ if and only if there is some b ∈ R \ {0} such that
f(ζ) = (ζ − a)(aζ − 1)ib. (1.84)
Proof. Let γa as usual be given by (1.4). Consider the map
g(ζ) := γ′a(γa(ζ))f(γa(ζ)).
Then f is the infinitesimal generator of a one-parameter group of automorphisms
that has a ∈ ∆ as fixed point if and only if g is the infinitesimal generator of a one-
parameter group of automorphism that fixes 0. By proposition 1.79 this happens if
and only if g(ζ) ≡ iµζ for some µ ∈ R\{0}. Now equation (1.84) follows by a direct
computation, setting b := µ/(|a|2 − 1).
Proposition 1.81. The map ϕt : R → Hol(∆) is a one-parameter group of hyper-
bolic automorphisms of ∆ with fixed points σ, τ ∈ ∂∆ if and only if
ϕt(ζ) = −στ (τ − e
btσ)ζ + ebt − 1
(ebt − 1)ζ + τ − ebtσ , (1.85)
for some b ∈ R \ {0}. Furthermore, if b > 0, we have that ϕt → τ as t→ +∞ and
ϕt → σ as t→ −∞. The reverse is true for b < 0.
Proof. Set ψt := C−1τ ◦ ϕt ◦ Cτ , where Cτ is the Cayley map. Then ϕt is a one-
parameter group of holomorphic maps that fixes σ and τ if and only if ψt is a
one-parameter group of automorphisms of H that fixes Cτ (σ) and ∞. We claim
that this is the case if and only if
ψt(z) ≡ ebtζ − Cτ (σ)(ebt − 1), (1.86)
for some b ∈ R\{0}. Indeed if ψt is given by equation (1.86), then clearly by Propo-
sition 1.8 it is a one-parameter group of automorphisms that fixes both Cτ (σ) and
∞. For the converse assume ψt be such a one-parameter group. Then by Proposition
1.8 we must have that ψt(z) ≡ λ(t)ζ −Cτ (σ)(λ(t)− 1) for some continuous function
λ : R→ R\{0}. Furthermore, in order for ψt to be a one-parameter group, we must
have λ(0) = 1 and λ(s+t) = λ(s)·λ(t) for all s, t ∈ R. This force λ(t) = ebt, for some
b ∈ R \ {0} and our claim is proved. Now to obtain equation (1.85), it is enough to
follow the same computations we used to prove equation (1.17) in Proposition 1.9.
The last statement in the proposition follows by looking at the behaviour of ψt as
t→ +∞.
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Proposition 1.82. The map f : ∆ → C is the infinitesimal generator of a one-
parameter group of hyperbolic automorphisms of ∆ fixing σ, τ ∈ ∂∆ if and only
if
f(ζ) = (σ − ζ)(τ − ζ)
σ − τ b, (1.87)
for some b ∈ R \ {0}. Furthermore, if b > 0, the generated group ϕt tends to τ as
t→ +∞ and to σ as t→ −∞. The reverse is true if b < 0.
Proof. Assume f generates a one-parameter semigroup ϕt of hyperbolic automor-
phisms of ∆. Then by Proposition 1.81 and Definition 1.72 we have
f(ζ) = lim
t→0
ϕt(ζ)− ζ
t
= lim
t→0
(ebtτ − σ)ζ − στ(ebt − 1)− ζ2(ebt − 1)− ζ(τ − ebtσ)
t[(ebt − 1)ζ + τ − ebtσ]
= lim
t→0
(ebt − 1)(τζ − στ − ζ2 + σζ)
t[(ebt − 1)ζ + τ − ebtσ]
= (σ − ζ)(τ − ζ)
σ − τ b,
and we are done. Now for the converse assume f : ∆→ C be given by (1.87). Set
Cσ,τ (ζ) :=
τ + ζ
τ − ζ −
τ + σ
τ − σ .
Since Cσ,τ (ζ) = Cτ (ζ)− Cτ (σ), it is a biholomorphism from ∆ to H, with inverse
C−1σ,τ (ζ) = τ
(τ − σ)ζ + 2σ
(τ − σ)ζ + 2τ .
Finally set g := C ′σ,τ (C−1σ,τ (ζ))f(C−1σ,τ (ζ)). Then g : H → C ia a holomorphic map.
Moreover we have
g(ζ) = 2τ(
τ − τ (τ − σ)ζ + 2σ(τ − σ)ζ + 2τ
)2×
×
(
σ − τ (τ − σ)ζ + 2σ(τ − σ)ζ + 2τ
)(
τ − τ (τ − σ)ζ + 2σ(τ − σ)ζ + 2τ
)
σ − τ b
= 2τ
τ
(τ − σ)ζ + 2τ − (τ − σ)ζ − 2σ
(τ − σ)ζ + 2τ
×
× σ(τ − σ)ζ + 2στ − τ(τ − σ)ζ − 2στ(σ − τ)[(τ − σ)ζ + 2τ ] b
=bζ
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Thus g is the generator of a one-parameter semigroup ψt in H given by ψt(ζ) = ebtζ.
Hence ϕt := C−1σ,τ ◦ψt ◦Cσ,τ is a one-parameter semigroup in ∆ generated by f , with
the required properties.
The last statement in the proposition follows directly by our argument. This
concludes the proof.
Remark 1.83. A particular interesting case of the two proposition above about groups
of hyperbolic automorphisms, occurs when σ = −τ . In this case
ϕt(ζ) = −(1 + e
bt)ζ + (ebt − 1)τ
τ¯(ebt − 1)ζ + (1 + ebt) ,
and
f(ζ) = b2 τ¯(τ
2 − ζ2),
with b ∈ R \ {0}. Clearly if b > 0, we have ϕt → τ as t → +∞ and ϕt → −τ as
t→ −∞.
Finally we deal with the parabolic.
Proposition 1.84. The map ϕt : R→ Hol(∆) is a one-parameter group of parabolic
automorphisms of ∆ with fixed point τ ∈ ∂∆ if and only if
ϕt(ζ) = τ
ζ(2− ibt) + ibtτ
−ibtζ + τ(2 + ibt) (1.88)
for some b ∈ R \ {0}.
Proof. Set ψt(ζ) := Cτ ◦ ϕt ◦ C−1τ . Then ψt is a one-parameter group of parabolic
automorphisms of H that fixes only ∞. By Proposition 1.8 there exists a map
µ : [0, +∞) → R such that ψt(ζ) = ζ + iµ(t). By semigroup properties of ψt, we
must have µ(0) = 0, and µ(s+t) = µ(s)+µ(t) for all s, t ∈ [0,+∞). By Proposition
1.66, there exists b ∈ R \ {0} such that µ(t) = bt. Thus we have
ϕt(ζ) = (C−1τ ◦ ψt ◦ Cτ )(ζ) = C−1τ
(
τ + ζ
τ − ζ + ibt
)
= τ
τ + ζ
τ − ζ + ibt− 1
τ + ζ
τ − ζ + ibt+ 1
= τ ζ(2− ibt) + ibtτ−ibtζ + τ(2 + ibt) .
This ends our proof.
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Proposition 1.85. The map f : ∆ → C is the infinitesimal generator of a one-
parameter group of parabolic automorphisms of ∆ that fixes only τ ∈ ∂∆ if and only
if
f(ζ) = (ζ − τ)
2
2τ ib, (1.89)
for some b ∈ R \ {0}.
Proof. Assume f : ∆ → C is of the form given by equation (1.89). Instead of
proceeding as in Proposition 1.79 or 1.81, it is simpler to solve directly a Cauchy
problem given in Definition 1.72. The corresponding differential equation is with
separable variables. In this way we directly get that f is the infinitesimal generator
of a one-parameter semigroup of parabolic automorphisms that fixes just τ .
For the converse, assume f : ∆ → C is the infinitesimal generator of a one-
parameter semigroup of parabolic automorphisms that fixes only τ , and let ϕt : ∆→
∆ be the generated semigroup. Then, by Proposition 1.84 we have
f(ζ) = lim
t→0
ϕt(ζ)− ζ
t
= lim
t→0
1
t
(
τ
ζ(2− ibt) + ibtτ
−ibtζ + τ(2 + ibt) − ζ
)
= lim
t→0
ibt(ζ2 + τ 2 − 2τζ
t[−ibtζ + τ(2 + ibt)]
= (ζ − τ)
2
2τ ib,
for some b ∈ R \ {0}. This concludes the proof.
The previous propositions in this section suggest that the form of the infinitesimal
generator cannot be completely arbitrary. This is what we shall see in the next
theorems. Our goal is to establish a general form for infinitesimal generators of
one-parameter semigroups in the unit disc. First we deal with the case of a one-
parameter semigroup that fixes just 0.
Proposition 1.86. The holomorphic map f : ∆ → C is an infinitesimal generator
of a one-parameter semigroup of holomorphic self-maps of ∆ that fixes only 0 if and
only if there exists a non vanishing holomorphic map p : ∆→ H such that
f(ζ) = −ζp(ζ). (1.90)
Proof. Assume f is an infinitesimal generator of a one-parameter semigroup ϕt(ζ)
in ∆, that fixes just 0. For ζ ∈ ∆ and t ∈ [0, +∞), set gζ(t) := |ϕt(ζ)|2. By the
Schwarz Lemma, gζ(t) ≤ gζ(0) = |ζ|2; hence
0 ≥ g
′
ζ(0)
2|ζ|2 =
ζf(ζ) + ζf(ζ)
2|ζ|2 = Re
f(ζ)
ζ
,
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for ζ /= 0. We set
p(ζ) := −f(ζ)
ζ
,
for ζ ∈ ∆ \ {0}. Furthermore, since f(0) = 0 and f is holomorphic, we can extend
holomorphically p to the origin setting p(0) := f ′(0). Hence p is a holomorphic map
from ∆ to H.
Now we prove the converse. Assume f is as in (1.90). Let αζ(t) be the solution
of the following Cauchy problem
∂ψ
∂t
= −ψp(ψ)
ψ(0) = ζ,
and denote by [0,aζ) the interval where is defined the maximal right solution. We
want to prove that aζ = +∞. Indeed set hζ(t) := |αζ(t)|2 for t ∈ [0,aζ). We have
h′ζ(t) = +αζ(t)f(αζ(t)) + αζ(t)f(αζ(t))
= −|αζ(t)|2Re p(αζ(t)) ≤ 0.
Thus the function hζ(t) is not increasing and hence we have |αζ(t)| ≤ |αζ(0)| = |ζ|.
Now if aζ < +∞, since αζ(t) lies inside the compact D(0,|ζ|) for t ∈ [0,aζ), we could
extend αζ(t) against maximality of aζ . Thus aζ = +∞. Since ζ ∈ ∆ was arbitrary,
the flow ϕt(ζ) := αζ(t) of the above Cauchy problem is actually a one-parameter
semigroup of holomorphic self-maps of ∆, and we are done.
Proposition 1.87. The holomorphic map f : ∆ → C is an infinitesimal generator
of a one-parameter semigroup of holomorphic self-maps of ∆ that fixes only τ ∈ ∆
if and only if there exists a non vanishing holomorphic map p : ∆→ H such that
f(ζ) = (ζ − τ)(τζ − 1)p(ζ). (1.91)
Proof. Consider the automorphism of ∆
γτ (ζ) :=
τ − ζ
1− τζ
that exchanges τ and 0. We set
gτ (ζ) := (γ′τ )−1(γτ (ζ))f(γτ (ζ)) =
f(γτ (ζ))
γ′τ (ζ)
.
Observe that f is the infinitesimal generator of a one-parameter semigroup that fixes
just τ if and only if gτ is the infinitesimal generator of a one-parameter semigroup
62
1.6 – One-Parameter Semigroup in the Unit Disc
that fixes just 0. By the previous proposition, we have that this happens if and only
if there is a holomorphic map qτ : ∆→ H such that
gτ (ζ) = −ζqτ (ζ).
Now by definition of gτ we have that
f(ζ) = γ′τ (γ−1τ (ζ))g(γ−1τ (ζ)) =
g(γ−1τ (ζ))
(γ−1τ )′(ζ)
= (τζ − 1)
2
|τ |2 − 1
τ − ζ
τζ − 1qτ
(
ζ − τ
τζ − 1
)
= (ζ − τ)(τζ − 1) 11− |τ |2 qτ
(
ζ − τ
τζ − 1
)
.
If we set
p(ζ) := 11− |τ |2 qτ
(
ζ − τ
τζ − 1
)
,
we have the desired equivalence.
As an easy corollary we have:
Corollary 1.88. Let f : ∆→ C be the infinitesimal generator of a non-trivial one-
parameter semigroup of holomorphic self-maps of ∆ that fixes τ ∈ ∆. Then f
generates a one-parameter semigroup of automorphisms if and only if Re f ′(τ) = 0.
Proof. Assume f generates such a semigroup. Then by Proposition 1.80, we must
have that f(ζ) = (ζ − τ)(τζ − 1)ib for some real non-vanishing b. Hence we have
Re f ′(τ) = Re [(|τ |2 − 1)ib] = 0.
For the converse notice that by our hypothesis and Proposition 1.87 we have
f(ζ) = (ζ − τ)(τζ − 1)p(ζ). Hence
0 = Re f ′(τ) = Re [(|τ |2 − 1)p(τ)],
and this forces Re p(τ) = 0. By the Maximum Principle and non-triviality of the
generated semigroup, we must have p ≡ ib for some b ∈ R \ {0}.
We want also to investigate the asymptotic behaviour of holomorphic semigroups
in ∆ with a fixed point.
Proposition 1.89. Let ϕ : [0, +∞) → Hol(∆) be a one-parameter semigroup of
holomorphic self-maps of ∆, that shares the fixed point τ . Then ϕt → τ as t→ +∞
uniformly on the compact subsets of ∆ if and only if ϕ is not a semigroup of (elliptic)
automorphisms.
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Proof. Assume ϕ is not a semigroup of automorphisms. Consider ϕ1 : ∆ → ∆. By
Proposition 1.78 the map ϕ1 is not an automorphism of ∆. By Theorem 1.58 we
have that ϕn1 = ϕn → τ uniformly on the compact subsets. We have that for all
 > 0 there is a n ∈ N, such that
|ϕn+s(ζ)− τ | < 
for all n ≥ n and s ∈ [0,1]. But this implies ϕt(ζ)→ τ as t→ +∞. Since the family
{ϕt | t ∈ [0,+∞)} is a normal family, we have that ϕt → τ as t→ +∞, uniformly
on the compact subsets of ∆.
For the converse, if ϕt is a one-parameter semigroup of elliptic automorphisms
that fixes τ , by Proposition 1.35, none of its maps can converge to τ . This concludes
the proof.
What happens if we have a semigroup of elliptic automorphisms? The following
proposition answers this question.
Proposition 1.90. Let ϕ : [0, +∞) → Hol(∆) be a one-parameter semigroup of
elliptic automorphisms that fixes τ ∈ ∆. Then the set {ϕt | t ∈ [0,+∞)} coincides
with the set of automorphisms of ∆ that fixes τ .
Proof. As usual, let
γτ (ζ) :=
ζ − τ
τζ − 1 ,
and set ψt := γτ ◦ ϕt ◦ γτ . Notice that ψt is a one-parameter semigroup of elliptic
automorphisms that fixes 0. Then in order to prove the proposition it is enough to
show that {ψt | t ∈ [0, +∞)} is the set of all automorphisms that fixes 0. But by
Proposition 1.79, we have
ψt(ζ) = eibtζ,
for some b ∈ R \ {0}. Now the proposition is evident.
Now we go forward and deal with the case of semigroups without a fixed point.
We expect that the shared fixed point will be replaced by the Wolff point. First
we show that, as we argued about the fixed point of a semigroup in definition 1.69,
we can argue about the Wolff point of a semigroup. Indeed we have the following
proposition.
Proposition 1.91. Let ϕt : ∆→ ∆, for t ∈ [0,+∞), be a one-parameter semigroup
of holomorphic self-maps, without fixed points. Then there is one point τ ∈ ∂∆ such
that ϕt → τ as t→ +∞ uniformly on the compact subsets of ∆.
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Proof. Since ϕt has no fixed points, none of the maps of the family {ϕt | t ∈ [0,+∞)}
has a fixed point. So let τ ∈ ∂∆ be the Wolff point of ϕ1. By the Wolff-Denjoy
Theorem, the sequence ϕn → τ on compact subsets of ∆ as n→∞. We have that
for every  > 0 there is an n0 ∈ N such that
|ϕn+s(ζ)− τ | < ,
for all n ≥ n0, and s ∈ [0,1]. This implies
lim
t→+∞ϕt(ζ) = τ.
But the family {ϕt | t ∈ [0,+∞)} is a normal family and hence ϕt → τ on compact
sets as t→ +∞.
Corollary 1.92. Let ϕt : ∆→ ∆ be a one-parameter semigroup of holomorphic self
maps of ∆, without fixed points. Then all the maps of the family {ϕt | t ∈ [0,+∞)}
share the same Wolff point.
Proof. Fix t0 ∈ [0, +∞). Then by Proposition 1.91 we have ϕnt0 → τ ∈ ∂∆. And
we are done.
The previous Corollary gives us inspiration for the following definition.
Definition 1.93. Let ϕt : ∆→ ∆ be a one-parameter semigroup of holomorphic self
maps of ∆, without fixed points. We call the common shared Wolff point τ ∈ ∂∆ of
all the maps of the family {ϕt | t ∈ [0,+∞)}, the Wolff point of the semigroup ϕt.
Remark 1.94. Propositions 1.70, 1.89 and 1.91 show that for a non-trivial one-
parameter semigroup of holomorphic self-maps of ∆, not made by elliptic auto-
morphisms, two disjoint cases can happen. Either the semigroup has a fixed point
in ∆ and converges to it uniformly on the compact subsets, or it has a Wolff point
in ∂∆ and again converges to it uniformly on the compact subsets. Sometime this
remark is stated as a continuous Denoy-Wolff Theorem (compare with Theorem
1.42).
Another step to complete the picture is the following proposition.
Proposition 1.95. The holomorphic map f : ∆ → C is an infinitesimal generator
of a one-parameter semigroup of holomorphic self-maps of ∆ that fixes just τ ∈ ∂∆
if and only if there exists a non vanishing holomorphic map p : ∆→ H such that
f(ζ) = (ζ − τ)(τζ − 1)p(ζ). (1.92)
65
1 – Background Material
Proof. First we dispatch the ‘if’ part of the proposition. Assume f is as in equation
(1.92). Pick a sequence τn ∈ ∆ such that τn → τ as n→∞. Set
fn(ζ) := (ζ − τn)(τnζ − 1)p(ζ).
By Proposition 1.87, the maps fn ∈ HolG(∆). We have that fn → f uniformly on
the compact subsets of ∆ as n→∞. By Proposition 1.75 the set HolG(∆) is closed
in Hol(∆). Hence f ∈ HolG(∆) too.
For the converse, assume f is the infinitesimal generator of a one-parameter
semigroup ϕt of holomorphic self-maps of ∆ that has τ as Wolff point. By Wolff
Lemma 1.24 we have that
Re τ + ϕt(ζ)
τ − ϕt(ζ) =
1− |ϕt(ζ)|2
|τ − ϕt(ζ)|2 ≥
1− |ζ|2
|τ − ζ|2 = Re
τ + ζ
τ − ζ ,
for all ζ ∈ ∆. We set
hζ(t) := Re
τ + ϕt(ζ)
τ − ϕt(ζ) .
Then by the equations above
0 ≤ h′ζ(0) = Re
(
2τ
(τ − ϕt(ζ))2
dϕt(ζ)
dt
)∣∣∣∣∣
t=0
= 2Re f(ζ)
τ(τ − ζ)2
= 2Re f(ζ)(ζ − τ)(τζ − 1) .
Now we can set
p(ζ) := f(ζ)(ζ − τ)(τζ − 1) .
Then p : ∆ → H is a holomorphic map and f(ζ) = (ζ − τ)(τζ − 1)p(ζ). This
concludes the proof.
We can now finish our exploration of infinitesimal generators by collecting the
previous propositions in the following theorem.
Theorem 1.96 (Berkson-Porta Representation). f ∈ Hol(∆,C) is the infinitesimal
generator of a non trivial one-parameter semigroup of holomorphic self-maps of ∆ if
and only if there are a point τ ∈ ∆ and a non vanishing holomorphic map p : ∆→ H
such that
f(ζ) = (ζ − τ)(τζ − 1)p(ζ). (1.93)
Furthermore the point τ and the map p are uniquely determined by f .
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Proof. The ‘if’ part follows by Propositions 1.87 and 1.95.
For the converse, by Propositions 1.70 and 1.92 we know that a semigroup either
shares a fixed point or has a common Wolff point. Again the conclusion comes from
Propositions 1.87 and 1.95. The uniqueness part is straightforward.
The formula in equation (1.93) is usually referred as the Berkson-Porta Represen-
tation for the infinitesimal generator of a one-parameter semigroup of holomorphic
self-maps of the unit disc. It was published in [7], though equation (1.90) was already
known to Loewner.
1.7 Automorphisms and Angular Limits in Bn
As we saw in the first two sections, one of the key ingredients in developing iteration
theory was the Disc Convergence Lemma (Theorem 1.22). It relies basically on the
existence of a distance (the Poincaré distance as defined in (1.27)) that is contracted
by holomorphic maps. The first idea is to test if we can work this approach in Bn,
the unit ball of Cn.
In this section we want to develop part of that theory in Bn in order to have an
idea of the new phenomena involved. We shall mainly study a suitable distance, and
correspondent object like horospheres and Korányi regions, that is the analogous of
Stolz regions.
In writing down Poincaré distance explicitly, we first find a family of automor-
phisms that act transitively on ∆ (the maps in (1.4)) and we used them to move
the geometry back and forth from a given point to 0.
In principle we could think to use some kind of Schwarz Lemma, but in Bn
the set of fixed points of a holomorphic map can be much more complicated. The
replacement for the Schwarz Lemma will be the following theorem due to H.Cartan.
Theorem 1.97. Let D be a bounded domain of Cn and F : D → D a holomorphic
map. If F (p) = p and F ′(p) ≡ I, for some p ∈ D, where I is the identity matrix in
Mn×n(C), then F ≡ idD.
Proof. We can assume p = 0 without loss of generality. Since D is open and
bounded, there exists R1, R2 ∈ (0,+∞), such that D(0,R1) ⊆ D ⊆ D(0,R2), where
D(0,R) denotes the open disc centered at 0 and with radius R. For z ∈ D(0,R1),
we have that F has the following Taylor expansion around 0
F (z) = z +
∞∑
j=2
Fj(z)
where each Fj is a map from Cn to Cn whose components are homogeneous poly-
nomial of degree j. We argue by contradiction. Assume F /≡ idD, and let m ≥ 2 be
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the first j ∈ N such that Fj /≡ 0. As usual let F k be the k-th iterate of F . It easy
to show by induction that
F k(z) = z + kFm(z) + higher order terms,
for all k ∈ N and z ∈ D(0,R1). Since the maps Fj are componentwise homogeneous
of degree j, and F k(D(0,R1)) ⊆ D(0,R2), we have
‖kFm(z)‖ =
∥∥∥∥ 12pi
∫ pi
−pi
F k(eitz)e−imtdt
∥∥∥∥ ≤ R2
for all k ∈ N. This forces Fm ≡ 0. Hence F (z) = z for all z ∈ D(0,R1). But D is
connected and F holomorphic; thus F (z) = z all over D.
As a consequence of this we have the following proposition that builds the first
step towards the study of automorphisms of Bn.
Proposition 1.98. Let F : Bn → Bn be an automorphism such that F (0) = 0. Then
F actually is a unitary transformation.
Proof. Set G := F−1. Fix t ∈ R and define
Ht(z) := G(e−itF (eitz)).
Then Ht : Bn → Bn is a holomorphic map, with Ht(0) = 0, and H ′t(0) = I. By
Theorem 1.97 above, we have that Ht ≡ idBn . This implies, by arbitrariness of t,
F (eitz) = eitF (z)
for all z ∈ Bn and all t ∈ R. Thus the only non-vanishing term in the Taylor expan-
sion of F around 0 is the linear one. Furthermore, since the unitary transformations
are the only linear functions mapping Bn onto Bn, we are done.
As we did for the automorphisms of ∆, we want to find a family of maps that
acts transitively on Bn. For a ∈ Bn set
Pa(z) =

0 if a = 0
〈z,a〉
‖a‖2 z if a /= 0,
(1.94)
where 〈· ,·〉 is the standard hermitian form in Cn. By definition above, Pa is actually
the orthogonal projector on the subspace generated by a. Then we set
Qa(z) := z − Pa(z), (1.95)
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and
sa :=
√
1− ‖a‖2. (1.96)
It is easy to check the following properties
Pa ◦ Pa ≡ Pa, Qa ◦Qa ≡ Qa, Pa ◦Qa ≡ Qa ◦ Pa ≡ 0. (1.97)
Furthermore both Pa and Qa are self-adjoint with respect to 〈· ,·〉.
Consider now the following maps Γa : Da → Cn,
Γa(z) :=
a− Pa(z)− saQa(z)
1− 〈z,a〉 , (1.98)
where Da = {z ∈ Cn | 〈z,a〉 < 1}. Since |〈z,a〉| ≤ ‖z‖‖a‖, clearly Bn ⊆ Da.
We have the following proposition.
Proposition 1.99. For every a ∈ Bn the map Γa in (1.98) has the following prop-
erties
i) Γa(0) = a and Γa(a) = 0;
ii) Γ′a(0) = −s2aPa − saQa and
Γ′a(a) = −
Pa
s2a
− Qa
sa
;
iii) the identity
1− ‖Γa(z)‖2 = (1− ‖a‖
2)(1− ‖z‖2)
|1− 〈z,a〉|2
holds for every z ∈ Bn;
iv) Γa is an involution in Bn, that is Γa ◦ Γa ≡ idBn;
v) Γa is an homeomorphism from B
n to Bn and an automorphism of Bn.
Proof. Note that i) is evident by equation (1.98). For ii), again by definition of Γa,
sa and the observation that 〈z,a〉a = ‖a‖2Pa(z), we have that
Γa(z) = (a− Pa(z)− saQa(z))(1 + 〈z,a〉+ 〈z,a〉2 + . . .)
= a+ ‖a‖2Pa(z)− Pa(z)− saQa(z) +O(‖z‖2)
= Γa(0) + (−s2aPa − saQa)(z) +O(‖z‖2)
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for all z ∈ Bn. Since the map −s2aPa − saQa is linear, this proves Γ′a(0) = −s2aPa −
saQa. Again, by equations (1.97) and i), we have
Γa(a+ h)− Γa(a) = a− a− Pa(h)− saQa(h)1− ‖a‖2 − 〈h,a〉
= −Pa(h)− saQa(h)
s2a − 〈h,a〉
= −Pa(h)− saQa(h)
s2a
((1 + 〈h,a〉+ 〈h,a〉2 + . . .)
=
(
−Pa
s2a
− Qa
sa
)
(h) +O(‖h‖2),
and taking the limit as h→ 0 completes the proof of ii).
For iii), we have
1− ‖Γa(z)‖2 =1−
−
〈
a− Pa(z)− saQa(z)
1− 〈z,a〉 ,
a− Pa(z)− saQa(z)
1− 〈z,a〉
〉
=1−
‖a‖2 − 〈z,a〉 − 〈a,z〉+ |〈z,a〉|2‖a‖2
|1− 〈z,a〉|2 +
+
(1− ‖a‖2)
(
‖z‖2 − |〈z,a〉|2‖a‖2
)
|1− 〈z,a〉|2
=1− ‖a‖
2 − ‖z‖2 + ‖a‖2‖z‖2
|1− 〈z,a〉|2
=(1− ‖a‖
2)(1− ‖z‖2)
|1− 〈z,a〉|2 .
For iv) notice first that iii) implies ‖Γa(a)‖ < 1 if and only if ‖z‖ = 1 and that
‖Γa(a)‖ = 1 if and only if ‖z‖ < 1. Thus Γa maps Bn into Bnand Sn−1 into Sn−1.
Now we set
Fa := Γa ◦ Γa
for z ∈ Bn. Then by i) and ii) and (1.97), we have Fa(0) = 0 and
F ′a(0) =Γ′a(Γa(0))Γ′a(0) = Γ′a(a)Γ′a(0)
=(−s2aPa − saQa)
(
−Pa
s2a
− Qa
sa
)
= I.
By Proposition 1.97, it has to be Fa(z) = z for all z. This gives iv).
Furthermore by iv), Γa is invertible. Thus, since it is continuous and holomor-
phic, it has the properties stated in v).
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Here it is our announced description of automorphisms of Bn.
Theorem 1.100. Let F : Bn → Bn be a holomorphic map. Then F ∈ Aut(Bn) if
and only if there exist a unitary transformation U of Cn and a point a ∈ Bn such
that
F ≡ U ◦ Γa. (1.99)
Proof. Set a := F−1(0). Then the map F ◦Γa is an automorphism of Bn that fixes 0.
By Proposition 1.98, there exists a unitary transformation U : Cn → Cn such that
F ◦ Γa ≡ U . That is F ≡ U ◦ Γa.
The following proposition is analogous to Schwarz Lemma in Bn.
Proposition 1.101. Let F : Bn → Bn be a holomorphic map that fixes 0. Then
‖F (z)‖ ≤ ‖z‖, (1.100)
for all z ∈ Bn, and
‖dF0(v)‖ ≤ ‖v‖, (1.101)
for all v ∈ TC0 (Cn) ∼= Cn.
Furthermore when F ∈ Aut(Bn), both equations (1.100) and (1.101) becomes
equalities.
Proof. For z = 0, equation (1.100) is trivial. Fix x, y ∈ ∂Bn, and set f(ζ) :=
〈F (ζx),y〉. Then f is a map in Hol(∆), and f(0) = 0. Hence by Schwarz Lemma,
|〈F (ζx),y〉| ≤ |ζ|. Since both x and y were arbitrary, we can take x := z/‖z‖,
ζ := ‖z‖ and y := F (z)/‖F (z)‖ and get equation (1.100).
For the second equation, notice that for v = 0 it is obvious. We observe that
f above is such that |f ′(0)| ≤ 1, that is |〈F ′(0)x,y〉| ≤ 1. Again we can take
x := v/‖v‖, and y := dF0(v)/‖dF0(v)‖ and then equation (1.101) follows.
The following proposition is a sort of invariant version of Proposition 1.101.
Proposition 1.102. Let F : Bn → Bn be a holomorphic map. Then for every z,
w ∈ Bn, we have
|1− 〈F (z),F (w)〉|2
(1− ‖F (z)‖2)(1− ‖F (w)‖2) ≤
|1− 〈z,w〉|2
(1− |z|2)(1− |w|2) . (1.102)
Furthermore we have that
1
(1− ‖F (z)‖2)2
[
|〈dFz(v),F (z)〉|2 + (1− ‖F (z)‖2)‖dFz(v)‖2
]
≤
1
(1− ‖z‖2)2
[
|〈v,z〉|2 + (1− ‖z‖2)‖v‖2
]
, (1.103)
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for every z ∈ Bn and v ∈ Cn.
Moreover equations (1.102) and (1.103) become identities when F ∈ Aut(Bn).
Proof. Equation (1.102) is just (1.100) for the map ΓF (w) ◦F ◦ Γw and computed in
Γw(z).
Again equation (1.103) is (1.101) for d(ΓF (z) ◦ F ◦ Γz)0 computed in the tangent
vector d(Γz)z(v).
The last statement follows by applying final statement in Proposition 1.101.
Our next goal is to show that it is possible to introduce a hermitian metric in Bn,
with the correspondent integrated form, as we did for Poincaré’s metric in ∆. The
idea involved here is to move the geometry back and forth using automorphisms Γa.
Let ds2 be the Euclidean metric in Cn.
Definition 1.103. For all a ∈ Bn, and u, v ∈ TCa (Bn), we call the following metric
dκ2a(u,v) : = [(dΓa)∗ads2](u,v)
= 1(1− ‖a‖2)2 [〈u,a〉〈a,v〉+ (1− ‖a‖
2)〈u,v〉] (1.104)
the Bergmann metric in Bn. We call the integrated form of dk2 the Bergmann
distance, and we shall denote it by the symbol kBn .
An immediate consequence of Proposition 1.102 is the following result.
Corollary 1.104. Let F : Bn → Bn be a holomorphic map. Then
kBn(F (z),F (w)) ≤ kBn(z,w), (1.105)
for all z, w ∈ Bn. Furthermore
dκF (z)(dFz(v)) ≤ dκz(v), (1.106)
for all z ∈ Bn and v ∈ Cn.
Moreover, when F ∈ Aut(Bn), the two last inequalities become equalities.
Proof. Both relations are just restatements of (1.102) and (1.103).
Most of the concepts we introduced in ∆ using the Poincaré distance, can be
introduced here. We shall describe some of them in a future section about invariant
distance.
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We want now investigate restricted limits, since we shall need them for stating
our main result. We want to generalize what we did in definition 1.48. There we
introduced, for τ ∈ ∂∆ and M > 1, approaching regions of the form
K(τ,M) =
{
ζ ∈ ∆
∣∣∣∣∣ |τ − ζ|1− |ζ| < M
}
=
{
ζ ∈ ∆
∣∣∣∣∣ |1− ζτ¯ |1− |ζ| < M
}
,
the Stolz Regions. It is easy to check that K(τ,M) is included inside the region
A(τ,M) :=
{
ζ ∈ ∆
∣∣∣∣∣ |τ − ζ|1− Re ζτ¯ < M
}
,
which represents an angle of amplitude 2 arccos(1/M), symmetric with respect of
the ray τ .
When computing the limit as ζ → τ , the two regions above gave us the same
result, since their boundary tends to coincide near τ . As we shall see, in Bn, the
situation is quite different.
Definition 1.105. Let τ ∈ ∂Bn, and M > 1. We call the Korànyi region of center
τ and amplitude M , the set
KBn(τ,M) :=
{
z ∈ Bn
∣∣∣∣∣ |1− 〈z,τ〉|1− ‖z‖ < M
}
. (1.107)
Remark 1.106. Notice that, if U is an unitary transformation of Cn, we have easily
U(KBn(τ,M)) = KBn(U(τ),M).
It is easy to check that K∆(τ,M) = K(τ,M), where K(τ,M) is a Stolz angle
with centre τ and amplitude M .
In order to better understand the shape of KBn(τ,M), let us compute the in-
tersection with complex lines through 0 and τ . Without losing generality we can
assume, by the previous remark, that τ = e1 = (1,0, . . . ,0). Hence consider the
intersections of KBn(e1,M) with the line L := {ζe1 | ζ ∈ C}. We have
KBn(e1,M) ∩ L =
{
ζe1
∣∣∣∣∣ |1− ζ|1− |ζ| < M
}
= {ζe1 | ζ ∈ K(1,M)} ,
where K(1,M) is a Stolz angle as defined in 1.48. On the other hand, if we intersect
KBn(e1,M) with the real hyperplane pi defined by the equation Im z1 = 0, we see
that KBn(e1,M) ∩ pi contains the ball(
Re z1 − 1
M
)2
+ ‖z′‖2 <
(
1− 1
M
)2
,
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where z′ := (z2, . . . ,zn). This ball is tangent to ∂Bn at e1, and hence KBn(e1,M) is
also tangent at ∂Bn at the same point. We can summarize the previous discussion.
KBn(τ,M) is an angular shaped region in the normal direction, while it is tangential
to ∂Bn in all other directions.
To KBn(τ,M) corresponds a notion of restricted limit. We first set a pair of
definitions to state in a clear way our needed definition of restricted limit.
Definition 1.107. Let D be a domain of Cn and τ ∈ ∂D. We call a continuous
map α : [0,1)→ D a τ -curve if limα(t) = τ as t→ 1−.
Here it is the definition of Korànyi limit of a function.
Definition 1.108. Let F : Bn → Cm. We say that F has Korànyi limit L as z → τ ,
and write it as
K- lim
z→τ F (z) = L ∈ C
m, (1.108)
if F (α(t))→ L as t→ 1−, for every τ -curve within KBn(τ,M), for any M .
As we shall see in next chapter, we shall also need ‘real’ angular limits, that is
limits in approaching regions that are angular in all directions, not only the normal
ones. To reach this goal we define the following region.
Definition 1.109. Let τ ∈ ∂Bn, and M > 1. The angular region of center τ and
amplitude M in Bn is the set
ABn(τ,M) :=
{
z ∈ Bn
∣∣∣∣∣ ‖z − τ‖1− Re 〈z,τ〉 < M
}
. (1.109)
And finally the definition of angular limit.
Definition 1.110. Let F : Bn → Cm. We say that F has angular limit L as z → τ ,
and write it as
∠ lim
z→τ F (z) = L ∈ C
m, (1.110)
if F (α(t))→ L as t→ 1−, for every τ -curve within ABn(τ,M), for any M .
Remark 1.111. We shall sometimes use non-tangential region and non-tangential
limit as synonymous of angular region and angular limit. Consequently we shall call
a τ -curve a non-tangential τ -curve when it lies inside some non-tangential region.
What is the relation between these limits? Since we expect Korànyi regions are
broader than angular ones, at least near τ , we expect that Korànyi limit is stronger
that angular ones. This is actually what we are going to prove now.
Lemma 1.112. Let τ ∈ ∂Bn and M > 1. Then each τ -curve α that lies in
ABn(τ,M), lies eventually in KBn(τ,M).
74
1.7 – Automorphisms and Angular Limits in Bn
Proof. By definition 1.109, the curve α([0,1)) ⊆ ABn(τ,M) means
‖α(t)− τ‖ < M(1− Re 〈α(t),τ〉), (1.111)
for all t ∈ [0,1). It is easy to check that
|〈α(t),τ〉 − 1| = ‖〈α(t),τ〉τ − τ‖ ≤ ‖α(t)− τ‖. (1.112)
Using (1.111), we have
|〈α(t),τ〉 − 1| < M(1− Re 〈α(t),τ〉).
Squaring this last equation, we get after simple computations
|Im 〈α(t),τ〉| <
√
M2 − 1(1− Re 〈α(t),τ〉).
Since lim〈α(t),τ〉 = 1 as t→ 1−, for all c ∈ (0,1), we eventually have
1− |〈α(t),τ〉| ≥ 1− |〈α(t),τ〉|
2
2 =
1− (Re 〈α(t),τ〉)2 − (Im 〈α(t),τ〉)2
2
≥ 12(1− Re 〈α(t),τ〉)[2−M
2(1− Re 〈α(t),τ〉)]
> c(1− Re 〈α(t),τ〉).
(1.113)
Again, we have
‖α(t)− 〈α(t),τ〉τ‖ ≤ ‖α(t)− τ‖.
From this last equation and (1.111), (1.113), we have
‖α(t)− 〈α(t),τ〉τ‖2
1− |〈α(t),τ〉|2 =
‖α(t)− 〈α(t),τ〉τ‖2
‖α(t)− τ‖2 ·
· ‖α(t)− τ‖1− |〈α(t),τ〉| ·
‖α(t)− τ‖
1 + |〈α(t),τ〉|
<
‖α(t)− τ‖
c(1− Re 〈α(t),τ〉) · ‖α(t)− τ‖
<
M
c
‖α(t)− τ‖ → 0,
(1.114)
as t→ 1. Furthermore by equations (1.111) and (1.112) we get
|1− 〈α(t),τ〉|
1− |〈α(t),τ〉| ≤
‖α(t)− τ‖
1− Re 〈α(t),τ〉 < M, (1.115)
for all t ∈ [0,1).
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Thus by equations (1.114) and (1.115), we have
|1− 〈α(t),τ〉|
1− ‖α(t)‖ <M
1− |〈α(t),τ〉|
1− ‖α(t)‖
=M 1− |〈α(t),τ〉|
2
1− |〈α(t),τ〉|2 − ‖α(t)− 〈α(t),τ〉τ‖2
1 + ‖α(t)‖
1 + |〈α(t),τ〉|
=M
(
1− ‖α(t)− 〈α(t),τ〉τ‖
2
1− |〈α(t),τ〉|2
)−1
× 1 + ‖α(t)‖1 + |〈α(t),τ〉| →M.
We have just shown that each non-tangential τ -curve lies eventually in a Korànyi
region. This concludes the proof.
Proposition 1.113. Let F : Bn → Cm and τ ∈ ∂Bn. If
K- lim
z→τ F (z) = L,
then also
∠ lim
z→τ F (z) = L.
Proof. It is an immediate consequence of Definitions 1.108 and 1.110 and the pre-
vious lemma.
1.8 Kobayashi Distance and Related Objects in
Convex Domains
In our study of discrete and fractional iteration in ∆, one of the most important
tool was Poincaré distance in ∆. The most relevant property of these distances for
us is that they are contracted by holomorphic maps.
When moving to domains of Cn, it would be quite useful to have similar tools.
Kobayashi pseudo-distance is actually our desired n-dimensional analogous of the
Poincaré distance. We shall see that, even if it is always possible to introduce such
a pseudo-distance, this pseudo-distance in general is not a distance. In the convex
case this pseudo-distance actually turns out to be a distance.
In this section we shall present, usually without proofs, several facts about
Kobayashi distances, and related objects like horospheres and angular limit. There
are several exposition of this material in books like [1, Part 2], [27], [30] and [40]. We
shall sometimes refer to these books instead of the original sources since we think
they are easier to follow.
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The approach we shall follow is to define first a pseudo-distance on any domain.
We recall the definition of pseudo-distance.
Definition 1.114. Let X be any set. A pseudo-distance on X is a map d : X×X →
R+ such that:
i) d(x,y) ≤ d(x,z) + d(z,y) for all x, y, z ∈ X;
ii) d(x,y) = d(y,x) for all x, y ∈ X;
iii) d(x,x) = 0 for all x ∈ X.
Notice that iii) above does not suffices for d to be a distance, since it may happen
that d(x,y) = 0 when x /= y also.
Definition 1.115. Let D be a domain of Cn, and fix a pair of points z and w in it.
An analytic chain α connecting z and w, is a finite set
{ζ1, . . . ,ζm,η1, . . . ,ηm,ϕ1, . . . ,ϕm},
of points ζ1, . . . ,ζm,η1, . . . ,ηm in ∆, and of holomorphic maps ϕ1, . . . ,ϕm in Hol(∆,D)
such that ϕ1(ζ1) = z, ϕj(ηj) = ϕj+1(ζj+1) for j = 1, . . . ,m− 1 and ϕm(ηm) = w. We
can define the length of the analytic chain ω(α) of the chain α as
ω(α) :=
m∑
j=1
ω(ζj,ηj).
Finally we can define the Kobayashi pseudo-distance of z and w as the real number
kD(z,w) := inf {ω(α) | α is an analytic chain connecting z and w} . (1.116)
We say that D is Kobayashi hyperbolic if kD is a distance.
By its definition, kD is clearly symmetric and it satisfies the triangular inequality.
But it is easy to show, using affine maps, that kC ≡ 0. So in general kD is a pseudo-
distance and not a distance.
Proposition 1.116. For every pair of points ζ, η ∈ ∆, we have
k∆(ζ,η) = ω(ζ,η). (1.117)
Proof. Fix ζ, η ∈ ∆. Consider the analytic chain {ζ,η,id∆}. This implies by Defini-
tion 1.115 that k∆(ζ,η) ≤ ω(ζ,η).
For the reverse inequality, let α be an analytic chain
{ζ1, . . . ,ζm,η1, . . . ,ηm,ϕ1, . . . ,ϕm}
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joining ζ and η. Then we have by Theorem 1.18
ω(ζ,η) ≤
m∑
j=1
ω(ϕj(ζj),ϕj(ηj))
≤
m∑
j=1
ω(ζj,ηj)
= ω(α).
Taking the infimum over analytic chains joining ζ and η we get ω(ζ,η) ≤ k∆(ζ,η)
and we are done.
Corollary 1.117. ∆ is Kobayashi hyperbolic.
Proof. This is just a consequence of the previous proposition.
The following proposition is an immediate consequence of definition 1.115.
Proposition 1.118. Let U , V be domains of Cn and F : U → V a holomorphic
map. Then, for every z, w in U ,
kV (f(z),f(w)) ≤ kU(z,w). (1.118)
Namely holomorphic maps contract the Kobayashi pseudo-distance.
Corollary 1.119. Let D be a domain in Cn and F : D → D an automorphism of
D. Then
kD(f(z),f(w)) = kD(z,w),
for all z, w ∈ D.
When we defined the Bergmann distance we used the symbol kBn . Actually there
is no confusion, as we now shall prove. Just for the next proposition we shall use
k˜Bn for the Bergmann distance.
Proposition 1.120. For every pair z,w ∈ Bn, it holds
k˜Bn(z,w) = kBn(z,w).
Proof. First notice that both k˜Bn and kBn are invariant by automorphisms, so it is
enough to prove the proposition for a pair of distinct points (0,z). For all z ∈ Bn\{0},
consider the map ϕ : ∆→ Bn defined by
ϕ(ζ) := ζ z‖z‖ .
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Clearly ϕ(‖z‖) = z and k˜Bn(0,z) = ω(0,‖z‖). Now taking the analytic chain
{0,‖z‖,ϕ}, we have kBn(0,z) ≤ k˜Bn(0,z).
For the reverse inequality notice that for all z ∈ Bn there is linear form Lz : Cn →
C, such that Lz(z) = ‖z‖ and Lz(w) ≤ ‖w‖ for every w ∈ Cn. Hence, since Lz
contracts the Kobayashi distance, we get
k˜Bn(0,z) = ω(0,‖z‖)
= ω(0,Lz(z))
≤ kBn(0,z),
and we are done.
From now on we use the same symbol kBn for both the Bergmann and the
Kobayashi distance.
The class of Kobayashi hyperbolic domains of Cn is actually wider than {Bn}.
Indeed we have the following Proposition. See [1, Proposition 2.3.44, 2.3.45] for a
proof.
Proposition 1.121 (Lempert [34]). Let D be a bounded convex domain of Cn. Then
D is Kobayashi hyperbolic and (D,kD) is a complete metric space.
We want to also remark that, if D is a bounded domain of Cn, the topology
induced by kD coincides with the Euclidean topology ( [1, Proposition 2.3.10]).
Remark 1.122. Furthermore, as proven by Lempert [34], the balls with respect the
Kobayashi distance of a bounded convex domain D of Cn are convex subsets of D.
See [1, Proposition 2.3.46] for a proof.
We want now to recall some basic facts about complex geodesics and regularity
of the Kobayashi distance.
Definition 1.123. Let D be a Kobayashi hyperbolic domain of Cn. Then a complex
geodesic in D is a holomorphic map ϕ : ∆→ D that is an isometry with respect the
Poincaré distance in ∆ and the Kobayashi distance in D.
Example 1.124. As an example, by [1, Corollary 2.6.9], an holomorphic map
ϕ : ∆→ Bn is a complex geodesic if and only if ϕ is an affine map and ϕ(∆) = Bn∩L,
where L is some one-dimensional affine subspace of Cn.
We may ask ourselves the following question: given two points z, w in a domain
D, is there a complex geodesics ϕ such that {z,w} ⊆ ϕ(∆) ?
The answer to this question is not always positive: it depends on the domain D.
The following fundamental Theorem is due to Lempert [34], [35].
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Theorem 1.125. Let D ⊆ Cn be a bounded strongly convex domain with boundary
C3. Then for every pair of distinct points z, w ∈ D, there exists a complex geodesic
ϕ : ∆→ D, such that it extends smoothly to a map ϕ : ∆→ D and {z,w} ⊆ ϕ(∆).
Furthermore each complex geodesic is non tangential at any point of ∂D.
We stated Theorem 1.125 not in its sharpest form, since we are not interested in
fine regularity questions. We remark that it is also known how the regularity of ∂D
affects the regularity of ϕ. Consider again the unit ball and the map ϕ : ∆ → Bn
given by ϕ(ζ) := ζe1. Then clearly ϕ is a complex geodesic. Associated to ϕ there
is the standard orthogonal projection ρ˜ϕ : Bn → ∆ given by ρ˜ϕ(z) := 〈z,e1〉. Then
ρ˜ϕ extends smoothly up to the boundary and its fibers are intersections of D with
suitable complex affine hyperplanes. In particular, this is still true for boundary
points and the fibers of ρ˜ϕ at the boundary are supporting hyperplanes for Bn. We
could think this quite a particular case, but the following theorem shows this holds
for a larger class of domains.
Theorem 1.126. Let D ⊆ Cn be a smooth strongly convex domain with boundary
C3, and let ϕ : ∆ → D be a complex geodesic. Then there is a holomorphic map
ρ˜ϕ : D → ∆, that extends C1 to a map from D to ∆, such that ρ˜ϕ ◦ ϕ ≡ id∆.
Furthermore for all ζ ∈ ∆, the sets ρ˜−1ϕ ({ζ}) are intersections of D with complex
affine hyperplanes through ϕ(ζ). In particular, if ζ ∈ ∂∆, then ρ˜−1ϕ ({ζ}) is tangent
to ∂D in ϕ(ζ).
The map ρ˜ϕ in Theorem 1.126 is called the left inverse of the complex geodesic
ϕ. For the proof of the previous Theorem we refer to [34], and [1, Chapter 2.3]. The
left inverse allows us to define a holomorphic projection as follows.
Definition 1.127. Let ϕ : ∆ → D be a complex geodesic in a bounded strongly
convex domain of Cn, with boundary C3. We call the map ρϕ : D → D given by
ρϕ := ϕ ◦ ρ˜ϕ the holomorphic projection associated to the complex geodesic ϕ.
Remark 1.128. By Theorems 1.125 and 1.126 it is evident that ρϕ extends C1 up to
the boundary of D and ρϕ ◦ ρϕ ≡ ρϕ.
Definition 1.129. Let D ⊆ Cn be a bounded strongly convex domain with bound-
ary C3, and ϕ a complex geodesic. Then we shall call the triple (ϕ,ρ˜ϕ,ρϕ) the
Lempert projection device associated to the complex geodesic ϕ.
We end this section with some remarks about regularity of the Kobaya-shi dis-
tance.
Theorem 1.130 ( [34]). Let D ⊆ Cn be a smooth bounded strongly convex domain.
Then the Kobayashi distance kD is a C1 map outside the diagonal of D ×D.
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Remark 1.131. It is again proved by Lempert [34] that the balls with respect the
Kobayashi distance of a smooth bounded strongly convex domain are also smooth
and strongly convex subsets.
Now we show how it is possible to introduce, using the Kobayashi distance horo-
spheres and restricted limits, as we did for the unit disc and partially for the unit
ball. We start by proving a short proposition.
Proposition 1.132. Let z ∈ Bn and τ ∈ ∂Bn. Then the following equality holds
lim
w→τ[kBn(z,w)− kBn(z,0)] =
1
2 log
|1− 〈z,τ〉|2
1− ‖z‖2 . (1.119)
Proof. Let, as usual, Γz be the automorphism defined by (1.98). Then we have
kBn(z,w)− kBn(0,w) = kBn(0,Γz(w))− kBn(0,w)
= ω(0,‖Γz(w)‖)− ω(0,‖w‖)
= 12 log
(
1 + ‖Γz(w)‖
1 + ‖w‖ ·
1− ‖w‖
1− ‖Γz(w)‖
)
,
and now the result follows by iii) in Proposition 1.99.
By this proposition we can state that, for example, the horocycle E(τ,R) is the
set
E(τ,R) =
{
ζ ∈ ∆
∣∣∣∣limη→τ[ω(ζ,η)− ω(0,η)] < 12 logR
}
.
This suggests that we can use Kobayashi distance in order to define generaliza-
tions of horocycles and Korányi regions. First we state here the following theorem.
Theorem 1.133 ( [2]). Let D ⊆ Cn be a bounded strongly convex domain with
boundary C3, and let p, z ∈ D and τ ∈ ∂D. Then we have
lim
w→τ[kD(z,w)− kD(p,w)] < +∞.
Then we can define the desired horospheres.
Definition 1.134. Let D ⊆ Cn be a bounded strongly convex domain with bound-
ary C3, and let p ∈ D and τ ∈ ∂D. Then we define the horosphere of centre τ , pole
p and radius R > 0 to be the set
ED(τ,p,R) :=
{
z ∈ D
∣∣∣∣ limw→τ[kD(z,w)− kD(p,w)] < 12 logR
}
.
What is the shape of these sets? Well, in the unit ball they are ellipsoid internally
tangent to the boundary of Bn at the centre. More generally their shape is described
by the following theorem.
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Theorem 1.135 ( [12]). Let D be a bounded strongly convex domain of Cn with
boundary C3, let p be one of its points, τ ∈ ∂D and R > 0. Then ED(τ,p,R) is
strictly convex and ∂ED(τ,p,R) \ {τ} is a C3-manifold. Furthermore there exists a
negative strictly plurisubharmonic C3 map Ωτ,p,D : D → R−, such that
ED(τ,p,R) =
{
z ∈ D
∣∣∣∣Ωτ,p,D(z) < − 1R
}
.
Remark 1.136. In particular, under the same hypotheses, the set ED(τ,p,R) is
strongly pseudoconvex, by a standard result in complex function theory.
Finally we deal with restricted limits. We shall proceed as we did for the unit
ball.
Definition 1.137. Let D ⊆ Cn be a bounded strictly convex domain, τ ∈ ∂D, and
M > 1. We define the angular region at τ of amplitude M to be the set
AD(τ,M) := {z ∈ D |‖z − τ‖ < MRe 〈τ − z,ντ 〉} ,
where ντ is the outward unitary normal vector at τ . We say that a τ -curve α is
non-tangential if it lies inside some AD(τ,M).
It is clear that the regions ABn(τ,M) do actually coincide with the angular region
we have already defined for the unit ball.
Definition 1.138. Let D ⊆ Cn be a smooth bounded strongly convex domain,
τ ∈ ∂D and let F : D → Cm. Then we say that F has angular limit L as z → τ ,
and we shall write
∠ lim
z→τ F (z) = L,
if for every non-tangential τ -curve α, we have
lim
t→1F (α(t)) = L.
Now we are left with the definition of Korànyi limits.
Definition 1.139. Let D ⊆ Cn be a bounded strongly convex domain with C3
boundary, τ ∈ ∂D, and M > 1. We define the Korànyi region with center τ , pole p
and amplitude M to be the set
KD(τ,p,M) :=
{
z ∈ D
∣∣∣∣ limw→τ[kD(z,w)− kD(p,w)] + kD(p,z) < logM
}
.
We say that a τ -curve α is a Korànyi curve if it lies inside some KD(τ,p,M).
Using Proposition 1.132, we see that the regions KBn(τ,p,M) do actually coincide
with the Korànyi regions we have already defined for the unit ball.
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Definition 1.140. Let D ⊆ Cn be a bounded strongly convex domain with bound-
ary C3, τ ∈ ∂D and let F : D → Cm. Then we say that F has Korànyi limit L as
z → τ , and we shall write
K- lim
z→τ F (z) = L,
if for every Korànyi τ -curve α we have
lim
t→1F (α(t)) = L.
What is it the relation between the two kind of limit? The answer is in this
statement.
Proposition 1.141. [1] Let D ⊆ Cn be a bounded strongly convex domain with
boundary C3, the point τ ∈ ∂D and let F : D → Cm. Then any non-tangential
τ -curve lies eventually as t→ 1 in a Korànyi region. Hence, if
K- lim
z→τ F (z) = L,
then
∠ lim
z→τ F (z) = L.
1.9 Evolution Families in the Unit Disc
One-parameter semigroups of holomorphic functions fixing 0 in ∆ are solutions of
a particular autonomous Cauchy problem like we showed in 1.86. They can also
be seen as very particular case of what are usually called classical (biparametric)
evolution families in the unit disk. These families are, basically, the solutions of the
following non-autonomous differential equation, called the Radial Loewner Equation:
dζ
dt
= −ζp(ζ,t) for almost every t ∈ [s,∞)
ζ(s) = ζ
where s ≥ 0 and p : ∆ × [0, +∞) → C is measurable in t, holomorphic in ζ, and
p(0,t) = 1 and Re p(·,t) ≥ 0, for all t ≥ 0. The corresponding solutions
t→ ϕs,t(ζ), ζ ∈ ∆, s ≥ 0
are defined for all t ≥ s and are called in the literature evolution families (sometimes
transition functions, semigroup elements: see for instance [25,38]). The maps ϕs,t(ζ)
share the same fixed point 0. If the function p is holomorphic and independent of
t, we get just a one-parameter semigroup of holomorphic map that fixes 0. For
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a detailed account of this result and, in general, for the classical Loewner theory
see [38, Chapter 6].
Classical Loewner theory has been also extended in many directions. Among
them, the theory of the Chordal Loewner Equation, that is when the fixed point is on
∂∆ [5, chapter IV§7]. Or the study of Loewner evolution families in several complex
variables [25]. Another development is the Schramm–Loewner equation (SLE, also
known as stochastic Loewner evolution), introduced in 2000 by Schramm [44].
Quite recently, a generalization (up to hyperbolic complex manifolds and without
common fixed point requirements) of both the Radial and the Chordal Loewner
Equation has been obtained [8], [10]. In this section, and in order to our thesis to be
reasonable self-contained, we outline briefly some ingredients (evolution families and
Herglotz vector fields) of a generalized Loewner chains theory All the material shown
in this section is contained in [8] or [19]. We proceed as we did for one-parameter
semigroups. We give first an ‘algebraic’ definition of evolution family and then we
shall relate it to solutions of certain non-autonomous differential equations.
Definition 1.142. A biparametric (0 ≤ s ≤ t < +∞) family (ϕs,t) of holomorphic
self-maps of the unit disk is called a (continuous) evolution family if
1. ϕs,s = id∆, for all s ≥ 0,
2. ϕs,t = ϕu,t ◦ ϕs,u for all 0 ≤ s ≤ u ≤ t < +∞,
3. for all ζ ∈ ∆ and for all T > 0 there exists a non-negative function kζ,T ∈
L1([0,T ],R) such that
|ϕs,u(ζ)− ϕs,t(ζ)| ≤
∫ t
u
kζ,T (ξ)dξ
for all 0 ≤ s ≤ u ≤ t ≤ T.
Example 1.143. Perhaps, the simplest example of those families is the one related
to semigroups of analytic functions (φt). Now, defining ϕs,t := φt−s, for 0 ≤ s ≤ t <
+∞, we have (ϕs,t) is an evolution family in ∆.
Remark 1.144. As it is shown in [8, Proposition 3.7,Corollary 6.3], evolution families
are always univalent and locally absolutely continuous with respect to the variables
s and t.
With the help of appropriated Riemann maps, it is possible to transfer the above
definition to general simply connected domains different from the whole complex
plane. For instance, a biparametric family (φs,t) of holomorphic self-maps of H is
said to be a (continuous) evolution family in H, if for some biholomorphic function
f mapping ∆ onto H, the biparametric family
ϕs,t := f−1 ◦ φs,t ◦ f, 0 ≤ s ≤ t,
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is a (continuous) evolution family in ∆. It can be checked that, here, the word
“some" can be replaced by “any".
A fundamental fact about evolution families is that they are solutions (in the
weak sense) of certain non-autonomous differential equations. Following Cara-
theodory’s ODE theory, we recall the notion of weak holomorphic vector field which
allows to assure the existence of well-defined “trajectories” for the corresponding
initial value problems associated with arbitrary initial data in [0,+∞)×∆.
Definition 1.145. A weak family holomorphic vector field on a simply connected
domain V is a function G : V × [0,+∞)→ C with the following properties:
1. For all ζ ∈ V , the function t ∈ [0,+∞)→ G(ζ,t) is measurable.
2. For all t ∈ [0,+∞), the function ζ ∈ V → G(ζ,t) is holomorphic.
3. For any compact set K ⊂ V and for all T > 0 there exists a non-negative
function kK,T ∈ L1([0,T ],R) such that
|G(ζ,t)| ≤ kK,T (t)
for all ζ ∈ K and almost all t ∈ [0,T ].
Definition 1.146. A generalized Herglotz function on a simply connected domain
V is a function p : V × [0,+∞)→ C with the following properties:
1. For all ζ ∈ V , the function t ∈ [0, +∞) → p(ζ,t) is in the space L+∞loc ([0, +
∞),C).
2. For all t ∈ [0,+∞), the function ζ ∈ V → G(ζ,t) is holomorphic.
3. For all ζ ∈ V and for all t ∈ [0,+∞), we have Re p(ζ,t) ≥ 0.
The relationship between evolution families and weak families holomorphic vector
fields is presented in the next two theorems.
Theorem 1.147. [8, Theorems 4.8, 5.2 and 6.2] Let (ϕs,t) be an evolution family
in the unit disk. Then, there exists a weak family of holomorphic vector field G in
the unit disk such that, for any ζ ∈ ∆ and for any s ≥ 0, the solution (in the weak
sense) of the Cauchy problem 
dζ
dt
= G(ζ,t) t ≥ s
ζ(s) = ζ
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is exactly the map t ∈ [s,+∞)→ ϕs,t(ζ) ∈ ∆. Moreover, there exist τ : [0,+∞)−→∆
measurable and p : ∆ × [0, +∞) −→ C a generalized Herglotz function in the unit
disk such that
G(ζ,t) = (ζ − τ(t))(τ(t)ζ − 1)p(ζ,t) for all ζ ∈ ∆, and t ≥ 0.
Furthermore all such weak families of holomorphic vector fields are equal almost
everywhere in t.
In what follows, we will refer to any such weak family of holomorphic vector field
as an (the) associated vector field of the evolution family.
Theorem 1.148. Given τ : [0,+∞)−→∆ measurable and p : ∆× [0,+∞) −→ C
a generalized Herglotz function in ∆, the solutions ψ[ζ,s] of the (weak) Cauchy
problems (ζ ∈ ∆ and s ≥ 0)
dθ
dt
= (θ − τ(t))(τ(t)θ − 1)p(θ,t) t ≥ s
θ(s) = ζ
are always defined in the whole interval [s,+∞) and the biparametric family
ϕs,t(ζ) := ψ[ζ,s](t), ζ ∈ ∆, t ≥ s
is an evolution family in the unit disk.
It is really straightforward to check (a computation) that the above two theorems
still hold changing ∆ by H. In fact, the corresponding weak holomorphic vector
fields associated with evolution families in the right-half plane (φs,t) are exactly the
following ones:
F (w,t) := f ′(f−1(w))G(f−1(w),t), w ∈ H, t ≥ 0,
where f is any biholomorphic function mapping ∆ onto H and G is a/the associated
vector field with the evolution family in ∆ defined as ϕs,t := f−1 ◦ φs,t ◦ f .
In this context, it is possible to define (in a intrinsic way) the notion of Loewner
chains and to show an essentially one-to-one correspondence among this concept and
the ones mentioned above of evolution families and Herglotz vector fields. Certainly,
this new notion includes and extends the classical one (see [19] for further details).
Definition 1.149. An evolution family with fixed point τ ∈ ∆ is an evolution family
(ϕs,t) in ∆ that shares a common fixed point τ ∈ ∆, that is each ϕs,t, other than
the identity, has τ as fixed point.
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Definition 1.150. An evolution family with Denoy-Wolff point τ ∈ ∂∆ is an evo-
lution family (ϕs,t) in ∆ that shares a common Denoy-Wolff point τ ∈ ∂∆, that is
each ϕs,t, other than the identity, has τ as Denoy-Wolff point.
Remark 1.151. We note that the trivial evolution family (every ϕs,t is the identity)
has common fixed point τ, for each τ ∈ ∆. Apart from this extreme case, the above
point τ , either a fixed point or a Denoy-Wolff point, is uniquely determined.
Remark 1.152. By the inner case, we mean that the point τ is a fixed. point.
Likewise, the boundary case indicates that τ is the Denoy-Wolff point. For several
reasons (angular concepts, proof techniques), it is convenient to handle these two
cases separately.
Remark 1.153. Evolution families associated with semigroups of analytic functions
are evolution families with a common fixed point or a Wolff point τ ∈ ∆. Also
the evolution families related to the Radial Loewner Equation are evolution families
with common fixed point, but now τ ∈ ∆ (usually τ = 0). A similar fact happens
with the Chordal Loewner Equation and this time τ ∈ ∂∆.
In a similar way as in discrete iteration theory in the unit disk, the boundary
case, that is, evolution families (ϕs,t) having a common Wolff point τ ∈ ∂∆ are
better studied by means of the associated evolution families in the right-half plane
φs,t := Cτ ◦ ϕs,t ◦ C−1τ (0 ≤ s ≤ t), where Cτ (z) :=
τ + ζ
τ − ζ , ζ ∈ ∆. That is, Cτ
is the classical Cayley map with pole τ . Now, the relationship between evolution
families with a common fixed point or a common Wolff point and weak family of
holomorphic vector fields is as follows.
Proposition 1.154 ( [8]). Let (ϕs,t) a non-trivial evolution family in the unit disk
that has τ ∈ ∆ as shared fixed point or Wolff point. Then, there exists a generalized
Herglotz function in the unit disk p such that
G(ζ,t) = (ζ − τ)(τζ − 1)p(ζ,t), ζ ∈ ∆, t ≥ 0
is an associated weak family of vector fields of the evolution family (ϕs,t).
Reciprocally, given τ ∈ ∆ and p a generalized Herglotz function in the unit disk,
the corresponding function G defined as above is the associated weak family of vector
field of some evolution family in the unit disk with common Wolff point τ ∈ ∆.
In the boundary case and in the right-half plane context, the above theorem
takes a simpler form. We note a generalized Herglotz function P in the right half-
plane simply means that P ◦C−11 is a generalized Herglotz function in ∆. Then just
computing the transformed differential equation in H, using the Cayley map Cτ we
have the following.
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Proposition 1.155. Let (φs,t) be a non-trivial evolution family in the right-half
plane having ∞ as common Wolff point. Then there exists a generalized Herglotz
function P in the right-half plane such that P is an associated weak family of vector
field of the family (φs,t).
Reciprocally, any generalized Herglotz function P in H is the associated weak
family of vector field of some evolution family in the right-half plane with common
Wolff point ∞.
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Chapter 2
Rigidity Conditions
As we stated in the introduction, the main topic of the first part of this work, is
rigidity conditions for infinitesimal generators of one-parameter semigroup of holo-
morphic self-maps of a domain D. We already introduced a notion of rigidity in
Definition 1.21. Now we introduce the analogous for semigroups.
Definition 2.1. A rigidity condition for semigroup is any sufficient condition that
forces the semigroup to be trivial, or, that is the same, its infinitesimal generator to
identically vanish.
We shall present in this chapter several rigidity conditions for semigroups in
different situations.
2.1 Rigidity In The Unit disc
We need to state some results for the unit disc, that we shall need for convex
domains. We already gave several rigidity conditions for holomorphic maps in the
unit disc in Section 1.1. The most well known rigidity condition for holomorphic
maps in the unit disc is the Schwarz Lemma.
In [15] a new rigidity condition is proved.
Theorem 2.2. Let g : ∆→ ∆ be a holomorphic map and τ ∈ ∂∆. If
g(ζ) = τ + (ζ − τ) + o(|ζ − τ |3)
for ζ → 1, then g ≡ id∆.
It is clear we can interpret this last theorem like a boundary Schwarz Lemma: if
a g has at a boundary point τ , a Taylor expansion that is the same as the identity
89
2 – Rigidity Conditions
map up to the third order, then g actually coincides with the identity map. In [15]
it is shown, by considering the map
g(ζ) := ζ − 13(ζ − 1)
3,
that the exponent 3 is sharp. Further generalizations of these results to more
general situations can be found for instance in [26], [6] and [37]. In [13, Theorem
5.1] among several other results, the authors gave a proof of this result using angular
limits and derivatives. We are going to present this proof now.
Theorem 2.3. Let g : ∆→ ∆ be a holomorphic map and let τ be a boundary point
of ∆. If there is a complex number L such that
∠ lim
ζ→τ
g(ζ)− ζ
|ζ − τ |3 = L, (2.1)
then τ 2L is a non-positive real number and g ≡ id∆ if and only if L = 0.
Proof. If g ≡ id∆, then the statement of the theorem is true. Let Cτ : ∆→ H be the
Cayley transform with pole τ . For the reverse implication we argue by contradiction,
and suppose g /≡ id∆. By equation (2.1), we have
∠ lim
ζ→τ
g(ζ)− τ
ζ − τ = 1 + ∠ limζ→τ
g(ζ)− ζ
ζ − τ = 1, (2.2)
hence by Theorem 1.52, we have that βg(τ,τ) = 1, that ∠ limζ→τ g(ζ) = τ and
∠ limζ→τ g′(ζ) = 1. Furthermore, by Definition 1.43, we get βg(τ,τ) = 1 and
ReCτ (g(ζ) =
1− |Cτ (g(ζ))|2
|τ − Cτ (g(ζ))|2 ≥
1− |Cτ (ζ)|2
|τ − Cτ (ζ)|2 = ReCτ (ζ)
for all ζ in ∆. So we can define a holomorphic function h : ∆→ ∆,
h(ζ) := −C−1τ (Cτ (g(ζ))− Cτ (ζ)).
By the open mapping theorem if h(ζ0) is in ∂∆, for some ζ0 in ∆, then h has to be
identically constant. Since for any ζ in ∆,
h(ζ) = −C−1τ
(
2τ g(ζ)− ζ(ζ − τ)2 ·
ζ − τ
g(ζ)− τ
)
,
we have that, by (2.1) and (2.2), this constant has to be −C−1τ (0) = τ . Hence we
should have h ≡ τ , but this implies g ≡ id∆, against our assumption. Thus h maps
∆ into ∆.
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Furthermore, after some algebraic computations, we have:
h(ζ)− τ
ζ − τ =
−4τ 2 g(ζ)− ζ(ζ − τ)3
g(ζ)− τ
ζ − τ + 2τ
g(ζ)− τ
(ζ − τ)2
.
Taking angular limits as ζ → τ , by (2.1), (2.2) and applying Theorem 1.52 to h, we
can conclude that
βh(τ,τ) = −4τ 2L,
hence
τ 2L = −14βh(τ,τ) ≤ 0.
Finally L = 0 yields βh(τ,τ) = 0 and this implies, by definition of βh that h ≡ τ
and hence f ≡ id∆.
Before proving the next theorem we need a technical lemma. It will allow us to
avoid using more complex tools like Herglotz representation formula for holomorphic
maps with positive real part.
Lemma 2.4. Let p : ∆→ H be a holomorphic map, and τ ∈ ∂∆. Then
∠ lim
ζ→τ
p(ζ)
1− τ¯ ζ = b ∈ [0,+∞]. (2.3)
Furthermore b = 0 if and only if p ≡ 0.
Proof. Set h := C−1−τ ◦ p, where C−τ is as usual the Cayley map with pole −τ . Then
h : ∆→ ∆. If h(∆)∩ ∂∆ /= ∅, then h and p are constant, and the assertion follows.
Assume then h(∆) ⊆ ∆. By Julia-Wolff-Carathéodory Theorem 1.52, we have
∠ lim
ζ→τ
τ − h(ζ)
τ − ζ = βh(τ,τ) := βh ∈ [0,+∞];
moreover βh = 0 if and only if h ≡ τ , that is if and only if p ≡ 0. For all ζ ∈ ∆ we
can write the following identity:
p(ζ)
1− τ¯ ζ =
τ − h(ζ)
τ − ζ ·
τ
τ + h(ζ) . (2.4)
By this last identity it follows that b = 0 if and only if βh = 0 that is if and only if
p ≡ 0. If, from other hand, βh ∈ (0,+∞), then ∠ limζ→τ h(ζ) = τ , and hence
b = ∠ lim
ζ→τ
p(ζ)
1− ζ¯τ
= ∠ lim
ζ→τ
τ − h(ζ)
τ − ζ · ∠ limζ→τ
τ
τ + h(ζ)
= βh2 ∈ (0,+∞).
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Finally if βh = +∞, since |τ/(τ + h(ζ))| ≥ 1/2, by (2.4) also b = +∞, and we are
done.
We shall also need the following proposition.
Proposition 2.5. Let f : ∆ → C be a never vanishing infinitesimal generator of a
one-parameter semigroup of holomorphic self-maps of ∆. Assume there is a point
τ ∈ ∂∆ such that
∠ lim
ζ→τ
f(ζ)
ζ − τ = 0. (2.5)
Then τ must be the Wolff point of the generated semigroup.
Proof. Since f does not vanish, by Theorem 1.96, there are σ ∈ ∂∆ and a map
p : ∆→ H such that
f(ζ) = (ζ − σ)(σ¯ζ − 1)p(ζ). (2.6)
Assume σ /= τ . We have by (2.6), that
∠ lim
ζ→τ
p(ζ)
1− τζ = ∠ limζ→τ
f(ζ)
(ζ − σ)(σ¯ζ − 1)(1− τζ)
= 1(τ − σ)(στ − 1)∠ limζ→τ
f(ζ)
1− τζ
= 0.
By Lemma 2.4 this implies p ≡ 0, against our hypothesis. Hence σ = τ and τ is the
Wolff point of the generated semigroup.
Now we are ready for the first rigidity result for one-parameter semigroups:
Theorem 2.6. It is proven in [23], [24], [36].
Theorem 2.6. Let f : ∆ → C be an infinitesimal generator of a one-parameter
semigroup of holomorphic self-maps of ∆ and let τ be a point of ∂∆. If
∠ lim
ζ→τ
f(ζ)
|ζ − τ |3 = 0, (2.7)
then f ≡ 0 on ∆.
Proof. We argue by contradiction; suppose that f /≡ 0. By 2.7 we have
∠ lim
ζ→τ
f(ζ)
ζ − τ = ∠ limζ→τ
f(ζ)
(ζ − τ)3 · ∠ limζ→τ
(ζ − τ)3
ζ − τ = 0. (2.8)
By Proposition 2.5, the point τ has to be the Wolff point of the semigroup generated
by f . Furthermore by Theorem 1.96 we must have f(ζ) = (ζ − τ)(τζ − 1)p(ζ), for
some holomorphic map p : ∆→ H. Hence, again by equation (2.7), we have
92
2.2 – A Rigidity Condition for Semigroups in the Unit Ball
∠ lim
ζ→τ
p(ζ)
1− τζ = ∠ limζ→τ
−f(ζ)
(ζ − τ)(1− τζ)2
= ∠ lim
ζ→τ
−τ 2f(ζ)
(ζ − τ)3
= 0.
By Proposition 2.4, this forces p ≡ 0 and we are done.
2.2 A Rigidity Condition for Semigroups in the
Unit Ball
In this section we shall present a rigidity condition for holomorphic semigroups in
the unit ball. This rigidity condition appears in [23], proved for the unit ball in a
Hilbert Spaces. We present here basically the same proof in Bn in order to avoid
introducing heavy definitions of all the concepts related to complex function theory
in Hilbert spaces. Other sources for rigidity results slightly more general are [24,36].
We shall need a nice characterization of infinitesimal generators in Bn. You can
see [40] for a proof: the result is due to the same authors of the book.
Theorem 2.7. Let F : Bn → Cn be a holomorphic map. Then F is the infinitesimal
generator of a one-parameter semigroups of holomorphic self-maps of Bn if and only
if
Re 〈F (z),z〉 ≤ (1− ‖z‖2)Re 〈F (0),z〉, (2.9)
for all z ∈ Bn.
We state and prove our announced rigidity results.
Theorem 2.8 ( [23]). Let F : Bn → C be the infinitesimal generator of a one-
parameter semigroup of holomorphic self-maps of Bn and τ ∈ ∂Bn . If
K- lim
z→τ
‖F (z)‖
‖z − τ‖3 = 0, (2.10)
then F ≡ 0.
Proof. Fix a point z ∈ Bn, and let Γz be as in (1.98). Let Uz be a unitary transfor-
mation such that Uz(τ) = Γz(τ), and let H := Γz ◦ Uz. Finally set
Fz(w) := (H−1)′(H(w))F (H(w)).
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Then Fz is an infinitesimal generator of a one-parameter semigroup. Furthermore
we have
(H−1)′(H(w)) = (U∗z ◦ Γz)′(H(w))
= U∗zΓ′z(H(w)),
(2.11)
where U∗z = U tz and U tz is the transposed transformation of Uz.
Now we set
f(ζ) := 〈Fz(ζτ),τ〉.
The map f is a holomorphic generator in ∆. Indeed by Proposition 2.7 we have
that
Re 〈Fz(w)− (1− ‖w‖2)F (0),w〉 ≤ 0
for all w ∈ Bn. In particular by substituting w := ζτ , with ζ ∈ ∆, we get
Re (f(ζ)ζ¯) = Re (〈Fz(ζτ),τ〉ζ¯)
≤ (1− |ζ|2)Re (〈Fz(0),τ〉ζ¯)
= (1− |ζ|2)Re (f(0)ζ¯).
Hence, again by Proposition 2.7 applied to f we have that f is a holomorphic
generator in ∆.
Moreover by equation (2.11) and definition of f above, we have
f(ζ) = 〈U∗zΓ′z(H(ζτ))F (H(ζτ)),τ〉
= 〈Γ′z(H(ζτ))F (H(ζτ)),Uz(τ)〉
= 〈F (H(ζτ)),[Γ′z(H(ζτ))]∗Uz(τ)〉,
(2.12)
and consequently,
f(ζ)
|ζ − 1|3 =
1
|ζ − 1|3 〈F (H(ζτ)),[Γ
′
z(H(ζτ))]∗Uz(τ)〉
= ‖H(ζτ)− τ‖
3
|ζ − 1|3
〈
F (H(ζτ))
‖H(ζτ)− τ‖3 ,[Γ
′
z(H(ζτ))]∗Uz(τ)
〉
.
(2.13)
Now, since each automorphism of Bn extends holomorphically beyond Bn, the ratio
‖H(ζτ)− τ‖3
|ζ − 1|3 (2.14)
is bounded as ζ → 1. Furthermore for ζ close enough to 1 in the Stolz angle
S(1,C) =
{
ζ ∈ ∆
∣∣∣∣∣ |1− ζ|1− |ζ| < C
}
,
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H(ζτ) lies in the Korànyi region KBn(τ,M), for all M ≥ C. Indeed, by Proposition
1.26 and direct calculations, we can show that
|1− 〈H(ζτ),τ〉|2
1− ‖H(ζτ)‖2 = L
|1− ζ|2
1− |ζ|2 ,
where L := | d
dζ
〈H(ζτ),τ〉ζ=1|. Hence, by definition of L we have
|1− 〈H(ζτ),τ〉|
1− ‖H(ζτ)‖ = L
|1− ζ|2
1− |ζ|2
1 + ‖H(ζτ)‖
|1− 〈H(ζτ),τ〉|
< LC
1 + ‖H(ζτ)‖
1 + |ζ|
|1− ζ|
|1− 〈H(ζτ),τ〉|
< M,
for all M > C and for ζ ∈ S(1,C) close enough to 1. Hence by hypothesis
K- lim
ζ→1
F (H(ζτ))
‖H(ζτ)− τ‖3 = 0.
By equations (2.13) and (2.14) we can conclude that
∠ lim
ζ→1
f(ζ)
|ζ − 1|3 = 0,
and by Theorem 2.6, we have that f ≡ 0 on ∆. Thanks to equation (2.12) this
means
〈F (H(ζτ),[Γ′z(H(ζτ))]∗Uz(τ)〉 = 0
for all ζ ∈ ∆. In particular for ζ = 0, we have
〈F (z),[Γ′z(z)]∗Uz(τ)〉 = 0. (2.15)
Notice that this last equation holds for all z ∈ Bn, since z was arbitrary. A direct
computation shows that
Γ′z(w)(v) =
1
(1− 〈w,z〉)2×
× [−(1− 〈w,z〉)(Pz + szQz)(v) + 〈v,z〉(z − Pz(w)− szQz(w))] .
Hence
Γ′z(z)(v) = −
1
1− ‖z‖2 (Pz + szQz)(v).
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Thus equation (2.15) is equivalent to
〈F (z),(Pz + szQz)∗Uz(τ)〉 = 0.
Now, substituting into this equality
Uz(τ) = Γz(τ) =
z − Pz(τ)− szQz(τ)
1− 〈τ,z〉 ,
and using (1.97) we get
〈F (z),z − τ + ‖z‖2τ − 〈τ,z〉z〉 = 0 (2.16)
for all z ∈ Bn.
Let z = ζ1τ + z˜, with ζ1 := 〈z,τ〉 and 〈z˜,τ〉 = 0. Analogously let F (z) =
F1(z)τ + F˜ (z), with F1(z) := 〈F (z),τ〉 and 〈F˜ (z),τ〉 = 0. Using this orthogonal
decomposition, equation (2.16) becomes
(1− ζ¯1 − ‖z˜‖2)F1(z) = (1− ζ1)〈F˜ (z),z˜〉.
Differentiating this last equality with respect to ζ¯1, since both F1 and F˜ are holo-
morphic, we get F1 ≡ 0, and hence
〈F˜ (z),z˜〉 = 0, (2.17)
for all z ∈ Bn. Now let σ ∈ ∂Bn be a unit vector orthogonal to τ , that is 〈σ,τ〉 = 0.
We decompose z˜ = ζ2σ + u, where ζ2 := 〈z˜,σ〉 and 〈u,σ〉 = 0. Analogously we
write F˜ (z) = F2(z)σ + V (z), where F2(z) := 〈F˜ (z),σ〉 and 〈V (z),σ〉 = 0. Then
substituting these last orthogonal decompositions in equation (2.17) we get
F2(z)ζ¯2 = −〈V (z),u〉.
Differentiating this last equation with respect to ζ¯2, we obtain F2 ≡ 0. Since σ
was an arbitrary unitary vector orthogonal to τ , we must have F ≡ 0, and we are
done.
2.3 Semigroups and Generators in Convex Do-
mains
In this section we present a rigidity condition in bounded strongly convex domains
with boundary C3 in Cn. Thanks to complex geodesics machinery, we can apply
some of the results in the disc to the broader class of strongly convex domains of Cn.
Rigidity conditions are our main interest, but we shall need an useful description of
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infinitesimal generators in strongly bounded convex domains of Cn. The material
here is taken from [40], [3] and [9].
When we investigated in Section 2.1 a rigidity condition for one parameter semi-
groups in the unit disc, a key role in the proof of 2.6 was the Berkson-Porta repre-
sentation in 1.96. In order to go further in our investigations of rigidity condition
we need a similar characterization of infinitesimal generator that can replace it.
Theorem 2.9. [9] Let D be a bounded strongly convex domain with boundary C3 of
Cn, and F : D → Cn an holomorphic map. Then F is an infinitesimal generator of a
one-parameter semigroup of self maps of D if and only if d(kD)|(z,w)(F (z),F (w)) ≤ 0
for all z, w in D with z /= w.
Proof. Assume F is an infinitesimal generator and let Φt be the one parameter
semigroup generated by F ; we set
h(t) := kD(Φt(z),Φt(w)),
for given z /= w in D. By 1.118, we have kD(Φt(z),Φt(w)) − kD(z,w) ≤ 0 for any
t ≥ 0. Hence computing the incremental ratio and taking the limit gives
0 ≥ lim
t→0+
h(t)− h(0)
t
=
(
d(kD)|(Φt(z),Φt(w))
(
∂Φt
∂t
,
∂Φt
∂t
))∣∣∣∣∣
t=0
= d(kD) | (z,w) (F (z),F (w)).
Conversely assume that d(kD)|(x,y)(F (x),F (y)) ≤ 0 for any x, y in D, with x /= y.
Let z be a point in D and consider the Cauchy problem
∂Φz
∂t
= F ◦ Φz,
Φz(0) = z.
(2.18)
Let the az denote the real number in R such that the maximal solution of (2.18) is
defined in [0,az); then F is an infinitesimal generator if and only if az = +∞ for any
z in D. So take z, and w in D, with z /= w. Let a := min {az,aw}, and let define a
real function g : [0,a)→ R by
g(t) := kD(Φz(t),Φw(t)).
Since z /= w, by uniqueness of solutions of the Cauchy problem (2.18), Φz(t) /= Φw(t),
for any 0 ≤ t < a; so by Theorem 1.130 g is differentiable and
g′(t) = d(kD)
∣∣∣(Φt(z),Φt(w))
(
∂Φz(t)
∂t
,
∂Φw(t)
∂t
)
= d(kD)
∣∣∣(Φt(z),Φt(w))(F (Φz(t)),F (Φt(w)) ≤ 0
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by our hypothesis. Hence g is a non increasing function; therefore
kD(Φz(t),Φw(t)) = g(t) ≤ g(0) = kD(z,w). (2.19)
This implies az = aw. Indeed if for instance, az < min{aw, +∞}, we would have,
as t→ az, Φw(t)→ Φw(az) and Φz(t) would lie, by (2.19), inside a compact subset
of D, against maximality of az. Therefore, since z, and w are arbitrary, for any x
in D, ax = a. Now we prove that a = +∞. Suppose a < +∞, and let b be any real
number such that 0 < b < a. Define the function
Φ˜z(t) =
Φz(t) if 0 ≤ t < b;ΦΦz(b)(t− b) if b ≤ t < b+ a.
As we can easily check, Φ˜z(t) is a solution of (2.18), with initial value z, and is
defined in [0,b+ a), against the maximality of a.
The following pair of results are implied in the proof of [9, Proposition 4.5].
The autors prove the first one by referring to Lempert special coordinates, while the
second one by potential theoretic notions. In order to make our work self-contained
we shall give a direct proof of both of them.
Lemma 2.10. Let D be a bounded strongly convex domain with boundary C3 and
z ∈ D. Let BkD(z,R) be a Kobayashi-ball of D centered in z and with radius R, and
w ∈ ∂BkD(z,R); furthermore let (ρϕ,ρ˜ϕ,ϕ) be a Lempert projection device such that
z, w ∈ ϕ(∆). Then
TCw∂BkD(z,R) = ker (dρϕ)|w ,
where TCw∂BkD(z,R) is the biggest complex vector space contained in Tw∂BkD(z,R).
Proof. Observe that dρϕ = ∂ρϕ because ρϕ is holomorphic. The fibers of ρϕ are
the intersection of D with complex affine hyperplanes and we have ker (dρϕ)|w =
ker (∂ρϕ)|w = {y − w | y ∈ ρ−1ϕ (w)}. Now ρϕ(z) = z and ρϕ(w) = w because ρϕ is a
retraction on ϕ(∆); then ρϕ(BkD(z,R)) ⊆ BkD(z,R) because ρϕ is holomorphic and
contracts the Kobayashi distance. So we have ρϕ(BkD(z,R)) ⊆ BkD(z,R) ∩ ϕ(∆),
thus no point y ∈ ρ−1ϕ (w) can lie inside BkD(z,R). We know by Remark 1.131 that
the balls in the Kobayashi distance in D are convex subsets with C1 boundary, so
each point in the boundary has a unique real tangent hyperplane and also a unique
complex tangent hyperplane. Then the complex hyperplane {y ∈ Cn | ρϕ(y) = w}
is the complex tangent hyperplane at ∂BkD(z,R) in w and thus
TCw∂BkD(z,R) = ker (dρϕ)|w .
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Lemma 2.11. Let D be a bounded smooth strongly convex domain of Cn. Let
ϕ : ∆ → D be a complex geodesic, with associated projection device (ρϕ,ρ˜ϕ,ϕ). Let
z = ϕ(ξ) ∈ ϕ(∆), and w = ϕ(η) ∈ ϕ(∆) with z /= w. Finally let u ∈ Tz(D),
v ∈ Tw(D). Then we have
(dkD)(z,w)(u,v) = (dk∆)(ξ,η)((dρ˜ϕ)z(u),(dρ˜ϕ)w(v)).
Proof. First of all, since ϕ is an isometry, we have,
k∆(δ,θ) = kD(ϕ(δ),ϕ(θ)),
for all δ,θ ∈ ∆. Now let dx(kD(x,y)) be the partial differential of kD(x,y) with
respect to x, holding y constant; similarly for dy(kD(x,y)). Then we have
(dk∆)(ξ,η)(ζ,σ) = d(kD)(ϕ(ξ),ϕ(η))[(dϕ)ξ(ζ),(dϕ)η(σ)]
= dx(kD(x,y))(ϕ(ξ),ϕ(η))[(dϕ)ξ(ζ),0]
+ dy(kD(x,y))(ϕ(ξ),ϕ(η))[0,(dϕ)η(σ)]
for any ζ in Tξ(C) ∼= C and σ in Tη(C) ∼= C. We claim that
dx(kD(x,y))(z,w)(u,0) = dx(kD(x,y))(z,w)[(dρϕ)z(u),0] (2.20)
and
dy(kD(x,y))(z,w)(0,v) = dy(kD(x,y))(z,w)[0,(dρϕ)w(v)], (2.21)
for any (u,v) in Tz(D) × Tw(D). We shall prove only (2.21), the proof of 2.20
is completely analogous. Since ρϕ is a holomorphic retraction on ϕ(∆), we have
dρϕ = ∂ρϕ and (dρϕ)w ◦ (dρϕ)w = (dρϕ)w; thus dρϕ is a linear projection in Tw(D)
and we have a holomorphic splitting
Tw(D) = dρϕ(Tw(D))⊕ ker(dρϕ)w.
Using the previous lemma we have
ker(dρϕ)w = TCw∂BkD(z,R) = ker dy(kD(x,y))(z,w) (2.22)
where R = kD(z,w). This concludes the proof of the claim. Hence we have
(dkD)(z,w)(u,v) = dx(kD(x,y))(z,w)(u,0)
+ dy(kD(x,y))(z,w)(0,v)
= dx(kD(x,y))(z,w)[(dρϕ)z(u),0]
+ dy(kD(x,y))(z,w)[0,(dρϕ)w(v)]
= dx(kD(x,y))(z,w)[dϕξ(dρ˜ϕ)z(u),]
+ dy(kD(x,y))(z,w)[0,dϕη(dρ˜ϕ)w(v)]
= (dk∆)(ξ,η)((dρ˜ϕ)z(u),(dρ˜ϕ)w(v)).
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We are ready for the main theorem of this section: it provides us with a link
between an infinitesimal generator in D and its projections in the images of complex
geodesics. It was proved in [9, Proposition 4.5], but here we give a proof independent
of potential theoretic notions.
Theorem 2.12. Let D be a bounded, strongly convex domain with boundary C3 in
Cn and F : D → Cn a holomorphic map. Then F ∈ HolG(D) if and only if for any
complex geodesics ϕ : ∆ → D the vector field on ∆ given by (dρ˜ϕ)ξ(F (ϕ(ξ))) is in
HolG(∆).
Proof. Consider a complex geodesic ϕ and set
fϕ(ξ) := (dρ˜ϕ)ϕ(ξ)(F (ϕ(ξ)).
So we have to prove that F ∈ HolG(D) if and only if fϕ ∈ HolG(∆) for all complex
geodesics ϕ. From the previous lemma it follows that
(dkD)(ϕ(ξ),ϕ(η))(F (ϕ(ξ)),F (ϕ(η)))
= (dk∆)(ξ,η)((dρ˜ϕ)ϕ(ξ)(F (ϕ(ξ))),(dρ˜ϕ)ϕ(η)(F (ϕ(η))))
= (dk∆)(ξ,η)(fϕ(ξ),fϕ(η)),
for any ξ, η in ∆. Now on one hand, if ϕ is any complex geodesic and F ∈ HolG(D)
then fϕ ∈ HolG(∆) by Theorem 2.9. On the other hand, for any z, w in D exists a
complex geodesic ϕ : ∆ → D such that ϕ(ξ) = z and ϕ(η) = w for some ξ, η ∈ ∆.
Thus we have the desired conclusion
2.4 Rigidity Condition in Strongly Convex Do-
mains
In this section we are going to prove the main theorem of this chapter: a rigidity
condition for holomorphic semigroups in bounded smooth strongly convex domains.
Before going further we need a preparatory lemma. In 1.135, we cited [11, Theorem
6.3] and [12, Theorem 4.1], where it is proved that horospheres are sub-level sets of
the global C3 strictly plurisubharmonic function Ωτ,p,D, which is the pluricomplex
Poisson kernel defined on D. Here we do not need any particular property of Ωτ,p,D
other than its smoothness, strict pseudo-convexity of its sub-level sets, and the
following;
Lemma 2.13. Let τ ∈ ∂D, z0 ∈ D and let Ωτ,z0,D : D → (−∞,0) be the C3
strictly plurisubharmonic function, defined in 1.135, whose sub-level sets are {x ∈
D | Ωτ,z0,D(x) < −1/M} = ED(τ,z0,M), the horospheres of center τ and pole z0,
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for M > 0. Furthermore let z be any point in ∂ED(τ,z0,R) and let ϕ be a complex
geodesic such that z,τ ∈ ϕ(∆) and let (ϕ,ρϕ,ρ˜ϕ) be its Lempert projection device.
Then
ker(dρϕ)z = TCz ∂ED(τ,z0,R) = ker(∂Ωτ,z0,D)z (2.23)
where R is such that −1/R := Ωτ,z0,D(z).
Proof. We have
lim
y→τ[kD(ρϕ(w),y)− kD(z0,y)] = limϕ(∆)3y→τ[kD(ρϕ(w),y)− kD(z0,y)]
≤ lim
ϕ(∆)3y→τ
[kD(w,y)− kD(z0,y)]
= lim
y→τ[kD(w,y)− kD(z0,y)],
for any w in D. Thus observing that ρϕ|ϕ(∆) = idϕ(∆), we have
ρϕ(ED(τ,z0,R)) = HD(τ,z0,R) ∩ ϕ(∆),
for every R > 0. Hence no point of the fiber {w ∈ D | ρϕ(w) = z} can lie inside
ED(τ,z0,R). Since ρϕ is holomorphic we have dρϕ = ∂ρϕ. The fibers of ρϕ are
intersections with D of complex affine hyperplanes and we have
ker(dρϕ)z = ker(∂ρϕ)z = {w − z | w ∈ ρ−1ϕ (z)}.
As we quoted in 1.135, horospheres in a bounded strongly convex domain D with
boundary C3, are bounded C3 convex sub-domains of D; so each point in the bound-
ary of a horosphere has a unique real tangent hyperplane and also a unique complex
tangent hyperplane. Hence the complex hyperplane {w ∈ Cn | ρϕ(w) = z} is the
complex tangent hyperplane at ∂ED(τ,z0,R) in z and thus we can conclude that
ker(dρϕ)z = TCz ∂ED(τ,z0,R) = ker(∂Ωτ,p,D)z.
We can now state and prove the following theorem. It will be the key ingredient
in the proof of our main theorem. It states that in order to guarantee that a function
in HolG(D) vanishes, is necessary and sufficient that all its ‘projected’ vector fields
vanish. This is not at all obvious since projected vector fields are not restrictions.
Theorem 2.14. Let D be a bounded strongly convex domain with boundary C3
and let F : D → D be an infinitesimal generator of a one-parameter semigroup of
holomorphic self maps of D; let τ be a point in ∂D; furthermore for each Lempert
projection device (ϕ,ρϕ,ρ˜ϕ), let
fϕ(ξ) := (dρ˜ϕ)ϕ(ξ)(F (ϕ(ξ))).
Then F ≡ 0 in D if and only if fϕ ≡ 0 in ∆ for any complex geodesic ϕ such that
τ ∈ ϕ(∂∆).
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Proof. The (⇒) direction is trivial, so suppose that fϕ ≡ 0 in ∆ for every complex
geodesic ϕ such that τ ∈ ϕ(∂∆). Let z , z0 ∈ D; let ED(τ,z0,R) a horosphere such
that z ∈ ∂ED(τ,z0,R) and ϕ a complex geodesic such that τ ∈ ϕ(∂∆) and z = ϕ(ξ)
for some ξ ∈ ∆. Thus we have
(dρϕ)z(F (z)) = (dϕ)ξ(dρ˜ϕ)ϕ(ξ)(F (ϕ(ξ)) = (dϕ)ξfϕ(ξ) = 0.
Thus from identity (2.23) it follows that (∂Ωτ,z0,D)zF (z) = 0. Differentiating with
respect to ∂ we have (∂∂Ωτ,z0,D)zF (z) = 0 because ∂zF (z) = 0 being F holomorphic.
Now from Lemma 2.13, we know that F (z) ∈ TCz ∂ED(τ,z0,R) where R = Ωτ,z0,D(z).
By Remark 1.136, boundaries of horospheres are strictly pseudoconvex; so the Levi
form ∂∂Ωτ,z0,D restricted to their complex tangent spaces has to be positive definite.
Hence we must have F (z) = 0. The arbitrariness of z ∈ D implies F ≡ 0 in D and
this concludes the proof.
Remark 2.15. By the proof of Theorem 2.14 it is evident that, for Theorem 2.14 to
hold, it is enough to require fϕ ≡ 0 for all complex geodesics intersecting a given non
void open set U ⊆ D. We preferred anyway to state Theorem 2.14 in this equivalent
more useful form.
Now as an application of the previous result we can prove;
Theorem 2.16. Let D be a bounded, strongly convex of Cn, with boundary C3
and let τ be a point in ∂D. Let F : D → Cn be an infinitesimal generator of a
one-parameter semigroup of holomorphic self maps of D. If
∠ lim
z→τ
F (z)
‖z − τ‖3 = 0. (2.24)
then F ≡ 0 in D.
Proof. We use the same notation introduced in Theorem 2.14. Let (ϕ,ρϕ,ρ˜ϕ) be a
projection device at τ such that ϕ(1) = τ . Let γ : [0,1)→ ∆ be any non-tangential
1-curve and β(t) = ϕ(γ(t)); clearly β is a non tangential τ -curve since ϕ(∆) is
transversal to the boundary of D. From the existence of the non-tangential limit
in (2.24), and since (dρ˜ϕ)z depends continuously up to the boundary on z ∈ D, we
have
lim
t→1
(dρ˜ϕ)β(t)F (β(t))
‖β(t)− τ‖3 = 0.
Since fϕ(ξ) := d(ρ˜ϕ)ϕ(ξ)(F (ϕ(ξ))), we have fϕ(t) := d(ρ˜ϕ)β(t)(F (β(t))) and thus
lim
t→1
fϕ(γ(t))
‖β(t)− τ‖3 = 0.
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We have
fϕ(γ(t))
|γ(t)− 1|3 =
fϕ(γ(t))
‖β(t)− τ‖3 ×
‖β(t)− τ‖3
|γ(t)− 1|3
= fϕ(γ(t))‖β(t)− τ‖3 ×
‖ϕ(γ(t))− ϕ(γ(1))‖3
|γ(t)− 1|3 .
Now the second ratio in the last product remains bounded in a neighborhood of 1
because ϕ is C1 up to the boundary. So we can conclude that
lim
t→1
fϕ(γ(t))
|γ(t)− 1|3 = 0.
Since γ is any arbitrary non tangential 1-curve in ∆, we get
∠ lim
ξ→1
fϕ(ξ)
|ξ − 1|3 = 0.
By Theorem 2.12 fϕ is in HolG(∆) and now using Theorem 2.6, we have fϕ ≡ 0 in
∆. Then Theorem 2.14 and the arbitrariness of ϕ allows us to conclude that F ≡ 0
on D.
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Chapter 3
A Non-Autonomous Denjoy-Wolff
Theorem
The aim of this last chapter is to recover in some sense a Denjoy-Wolff Theorem
for evolution families. Like we said in Section 1.9, this reduces to assume, by [8,
Theorem 6.7], that the function τ is constant and hence to analyze the dynamical
behaviour of the family (ϕs,t(z))t, for any s ≥ 0 and any ζ ∈ ∆. One of the key and
new points now is we allow τ to be located in the boundary of ∆.
3.1 Main Results
In this section, we are going to present the main theorem of this last chapter which,
for the sake of readability, has been divided into two parts: the boundary case
(Theorem 3.4) and the inner case (Theorem 3.7). Moreover, the inner case is shown
to be a corollary of the boundary case. In this way, we give an alternative and very
different approach to the formerly mentioned asymptotic behaviour of solutions
of the classical Radial Loewner Equation. Finally, in the last section, we have
collected several additional results about dynamical topics frequently considered in
the literature about the classical Denjoy-Wolff Theorem.
Before stating our Theorem, we need to introduce a pair of definitions.
Definition 3.1. Let A be a closed arc of ∂B(a,r) ⊆ ∆. Consider as usual the
automorphisms γa. Then the hyperbolic angular extent of A is the value in radiants
of the arc γa(A).
Remark 3.2. It is easy to check using a direct computation that if A = {Reiθ | θ ∈
[θ1,θ2]}, with R ∈ (0,1) and (0 < θ2 − θ1 ≤ 2pi), the hyperbolyc angular extent of A
is given by
2`H(A)
sinh(2R)
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Definition 3.3. Given τ ∈ ∂∆ and R > 0, the hyperbolic angular extent of a closed
arc A ⊂ ∆ located on the boundary of the horocycle E(τ,R) will be defined as
`H(A)
R
∈ [0,+∞).
We are now ready to give the main results of this chapter. For the definitions see
the material exposed in section 1.9. We begin by dealing with the boundary case.
Theorem 3.4. Let (ϕs,t) be a non-trivial evolution family in the unit disk with
common Wolff point τ ∈ ∂∆. Then one and only one of the following three mutually
exclusive situations can happen:
1. For every s ≥ 0,
lim
t→+∞ϕs,t = τ
uniformly on compact subsets of ∆.
2. For every s ≥ 0, there exists a univalent self-map of the unit disk hs such that
lim
t→+∞ϕs,t = hs
uniformly on compact subsets of ∆.
3. For every s ≥ 0 and for every ζ ∈ ∆ the ω-limit Ω(s,ζ) of the trajectory
t ∈ [s,+∞) −→ ϕs,t(ζ) ∈ ∆
is a closed arc of the circumference defined by the boundary of a certain horo-
cycle E(τ,R(s,ζ)) where 0 < R(s,ζ) ≤ R∆(τ,ζ).
Moreover, this case holds if and only if one of the following three mutually
excluding subcases holds:
(a) For every s ≥ 0 and for every ζ ∈ ∆ the set Ω(s,ζ) is exactly the whole
circumference ∂E(τ,R(s,ζ)).
(b) For every s ≥ 0 and for every ζ ∈ ∆ the set Ω(s,ζ) is a proper closed arc
of ∂E(τ,R(s,ζ)) and one of its extreme points is τ.
(c) For every s ≥ 0 and for every ζ ∈ ∆ the set Ω(s,ζ) is a proper closed
arc of ∂E(τ,R(s,ζ)), it is contained in ∆, and all of those arcs have the
same associated hyperbolic angular extent.
Proof. First of all, we move to the right half-plane context. That is (see section 1.9),
we consider (φs,t) the evolution family in the right-half plane associated with (ϕs,t).
We know that the Wolff point of each φs,t different from the identity is∞ ∈ ∂∞H and
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an associated vector field with (φs,t) is given by some generalized Herglotz function
in the right-half plane F : H× [0,+∞)→ C.
We begin by proving several steps of independent interest and, at the end, using
these steps, we will present the proof of the theorem.
[Step I] The following are equivalent:
(i) For any η ∈ H and for any s ≥ 0, limt→+∞ φs,t(η) =∞.
(ii) There exist η0 ∈ H and s0 ≥ 0 such that limt→+∞ φs0,t(η0) =∞.
Moreover, when item (i) holds, the family (φs,t)t converges to ∞ uniformly on
compact subsets of H, for every s ≥ 0.
[Proof of Step I] Assume (ii) and take η1 ∈ H different from η0. Consider (and fix) a
certain strictly increasing sequence (tn) of real numbers in [s0, +∞) converging to
+∞. Since, by Montel’s Theorem, (φs0,tn)n is a normal family, we can find a subse-
quence (tnk) and p ∈ ∂∞H such that limk→+∞ φs0,tnk (η1) = p. Moreover, because of
holomorphy, we have that, for all k,
kH(φs0,tnk (η1),φs0,tnk (η0)) ≤ kH(η1,η0).
By hypothesis, limt→+∞ φs0,t(η0) = ∞; so p ∈ ∂∞H. Assume for a moment that
p /=∞. Then
Re p = lim
k→+∞
Reφs0,tnk (η1)
= lim
k→+∞
Re
[
η1 +
∫ tnk
s0
F (φs0,ξ(η1),ξ)dξ
]
= Re η1 + lim
k→+∞
∫ tnk
s0
ReF (φs0,ξ(η1),ξ)dξ ≥ Re η1 > 0,
where F is the family of vector fields associated with φs,t. Therefore, p is not purely
imaginary and we obtain a contradiction. Bearing in mind that the sequence (tn)
was chosen arbitrarily, we deduce that limt→+∞ φs0,t(η) =∞, for all η ∈ H.
Now, fix s ≥ 0 different from s0. If s < s0, then (considering t large enough), for
any η ∈ H,
lim
t→+∞φs,t(η) = limt→+∞φs0,t(φs,s0(η)) =∞.
Likewise, if s > s0, then, for any η ∈ H,
∞ = lim
t→+∞φs0,t(η) = limt→+∞φs,t(φs0,s(η)).
That is, we have found that (φs,t)t tends pointwise to ∞ on the set φs0,s(H). Since
φs0,s is univalent, we have that φs0,s(H) is an open set of H and so, by Vitali’s
Theorem, we conclude that limt→+∞
1
φs,t(η)
= 0, for all η ∈ H and, therefore,
limt→+∞ φs,t(η) =∞, for all η ∈ H.
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Finally, applying again Montel’s Theorem, we get limt→+∞ φs,t = ∞ uniformly
on compact subsets of H, for every s ≥ 0.
[Step II] The following dichotomy holds:
(i) Either, for every η ∈ H and every s ≥ 0,
lim
t→+∞Reφs,t(η) = +∞,
(ii) or, for every s ≥ 0, there exists a holomorphic map θs ∈ Hol(H) such that
φs,t − iImφs,t(1) t→+∞−→ θs
uniformly on compact subsets of H. In particular in this case, for every s ≥ 0, the
map
η ∈ H→ lim
t→+∞Reφs,t(η) ∈ R
is a well-defined harmonic function in the right half-plane.
[Proof of Step II] Assume that (i) fails. This means that there exist s0 ≥ 0, η0 ∈ H
and a sequence (tn) ⊂ [s0,+∞) converging to +∞ such that
sup{Reφs0,tn(η0) : n ∈ N} < +∞.
However, for every s ≥ 0 and for every η ∈ H, the map t ∈ [s,+∞)→ Reφs,t(η) ∈ R
is non-decreasing. Indeed, given any 0 ≤ s ≤ u ≤ t,
Reφs,u(η) = Re
[
η +
∫ u
s
F (φs,ξ(η),ξ)dξ
]
≤ Re η +
∫ t
s
ReF (φs,ξ(η),ξ)dξ = Reφs,t(η).
Therefore, we can conclude that, in fact, sup{Reφs0,t(η0) : t ≥ s0} < +∞. Now, by
the right half-plane version of Harnack’s inequality, we see that, for every η ∈ H,
Reφs0,t(1)
Re η
|η|2 + 1 ≤ Reφs0,t(η) ≤ Reφs0,t(1)
|η|2 + 1
Re η .
Hence, sup{Reφs0,t(η) : t ≥ s0} < +∞, for every η ∈ H. Moreover, bearing in mind
that φs,t = φs0,t ◦ φs,s0 , whenever 0 ≤ s ≤ s0 ≤ t, we deduce that, for every η ∈
H and every s ∈ [0,s0],
sup{Reφs,t(η) : t ≥ s} < +∞.
Consider now some s ≥ s0. Arguing as before, we can find η1 ∈ H (take, for instance,
η1 := φs0,s(1)) such that sup{Reφs,t(η1) : t ≥ s} < +∞. Now, applying again
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Harnack’s inequality, we also obtain that sup{Reφs,t(η) : t ≥ s} < +∞, for every
η ∈ H.
These results allow us to assert, for every η ∈ H and every s ≥ 0, the existence
of the limit
(∗) H(η,s) := lim
t→+∞Reφs,t(η) = sup{Reφs,t(η) : t ≥ s} ∈ (0,+∞).
Now, fix s ≥ 0 and denote θs,t(η) := φs,t(η)− iImφs,t(1), where η ∈ H and t ≥ s.
Trivially, θs,t ∈ Hol(H) so, by Montel’s Theorem, {θs,t : t ≥ s} is a normal family in
H. Moreover, since, for every t ≥ s,
|θs,t(1)| = |Reφs,t(1)| ≤ H(1,s) < +∞,
we conclude that {θs,t : t ≥ s} is indeed a relatively compact subset of Hol(H,C).
Consider two arbitrary accumulation points h1 and h2 of that set when t tends to
infinite. Of course, this means that h1,h2 ∈ Hol(H,C) and there exist two increasing
sequences (tn) and (un) of real numbers belonging to [s, +∞) and converging to
+∞ such that
h1 = lim
n→+∞ θs,tn and h2 = limn→+∞ θs,un
uniformly on compact subsets of H. Bearing in mind (∗), we note that, for every
η ∈ H,
Reh1(η) = lim
t→+∞Re θs,tn(η) = H(η,s) = limt→+∞Re θs,un(η) = Reh2(η).
In other words, h1 and h2 are two holomorphic maps with the same real part. Hence
there exists c ∈ C, such that,
h1(η) = h2(η) + c, for all η ∈ H.
However, using again (∗),
c = h1(1)− h2(1)
= lim
n→+∞(θs,tn(1)− θs,un(1))
= lim
t→+∞(Re θs,tn(1)− Re θs,un(1))
= H(1,s)−H(1,s) = 0.
Therefore, h1 ≡ h2. Since those accumulation points were chosen arbitrarily, we have
proved the existence of the limit
θs := lim
t→+∞(φs,t − iImφs,t(1)) ∈ Hol(H,C).
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Certainly, every φs,t is univalent (see section 1.9) so, by Hurwitz‘s Theorem, either
θs is univalent or is a constant. We also note that Re θs ≥ 0. Now, in the case that θs
is univalent, applying the Open Mapping Theorem, we deduce that θs ∈ Hol(H;H).
On the other hand, if θs = a + ib for some a + ib ∈ C, and since Reφs,t(η) is not
decreasing with respect to t, we find that, for each η ∈ H,
Re a = Re θs(η) = lim
t→+∞Reφs,t(η) ≥ Re η.
Therefore, Re a ≥ Re η, for every η ∈ H, and we obtain a contradiction. In other
words, this second case is impossible.
[Step III]: Assume that the condition i) in [Step I] is not satisfied. Then, there exists
a non-empty subset A ⊂ R ∪ {∞} (only depending on the whole evolution family
but neither on s nor on η) such that, for all η ∈ H and for all s ≥ 0,
Ω(s,η) = fs(η)⊕ iA := {fs(η) + ia : a ∈ A},
where fs is a certain univalent function belonging to Hol(H), and Ω(s,η) is the
ω-limit of the trajectory
t ∈ [s,+∞)→ φs,t(η) ∈ H
(for any p ∈ C, the sum ′′p+ i∞′′ must be understood as ∞).
Moreover, Re fs(η) ≥ Re η, for all η ∈ H and for all s ≥ 0. In addition, A is
either a real number, a compact interval, a proper unbounded closed interval union
with ∞ or is the whole R union with ∞.
[Proof of Step III] Fix s ≥ 0. Let us analyze briefly Ω(s,1), the ω-limit of the
trajectory
t ∈ [s,+∞)→ φs,t(1) ∈ H.
Since Ĉ is a compact metric space, it is well-known Ω(s,1) is a non-void compact
and connected subset of the Riemann sphere Ĉ. Moreover, since condition (i) of
[Step I] is not satisfied, by using [Step II], the existence of the limit Re θs(1) =
limt→+∞Reφs,t(1) ∈ R is always guaranteed. Therefore, bearing in mind the defini-
tion of ω-limit, we see that
Ω(s,1) \ {∞} = Re θs(1)⊕ iBs,
where Bs is the ω-limit (in the real line) of the function t ∈ [s,+∞)→ Imφs,t(1) ∈ R,
that is,
Bs := {r ∈ R | There exists (tn) ⊂ [s,+∞) with tn n−→ +∞
and Imφs,tn(1)
n−→ r}. (3.1)
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The set Bs is closed because R is a metric space. Moreover, by the Intermediate
Value Theorem, we obtain that Bs must be a point or a closed interval of the real line.
Therefore, Bs must be a real number, a closed finite interval, a closed unbounded
interval different from R or the whole real line. However, since Ω(s,1) must be closed
in the Riemann sphere, we deduce that
Ω(s,1) = Re θs(1)⊕ iAs.
where As ⊂ R∪{∞} is either a real number, a compact interval, a proper unbounded
closed interval union with ∞ or the whole R union with ∞.
Now, take an arbitrary η ∈ H and consider the following decomposition (see
again [Step II] for the definition of θs,t):
φs,t(η) = θs,t(η)− Reφs,t(1) + φs,t(1), t ≥ s.
Since the first two summands on the right side have limit when t tends to +∞, we
deduce that
Ω(s,η) = (θs(η)− Re θs(1))⊕ Ω(s,1).
From here, it is clear that Ω(s,η) = θs(η) + iAs. Now, we will show As = h(s)⊕ A0
for a certain map h : [0,+∞)→ R (as above, if p ∈ R, the sum ′′p+ i∞′′ must be
understood as ∞). So, fix s ≥ 0. By the definition of evolution families, we know
that
φ0,t(η) = φs,t(φ0,s(η)) , for all η ∈ H and for all t ≥ s.
From this identity, we immediately obtain that
θ0(η)⊕ iA0 = Ω(0,η) = Ω(s,φ0,s(η)) = θs(φ0,s(η))⊕ iAs.
In particular, since Im θ0(1) = 0, we deduce that
A0 = Im θs(φ0,s(1))⊕ As.
Therefore, the function we are looking for is h(s) := −Im θs(φ0,s(1)), s ≥ 0. Finally,
defining
A := A0 and fs(η) := θs(η) + iIm θs(φ0,s(1)),
we see that Ω(s,η) = fs(η)⊕ iA, for all η ∈ H and for all s ≥ 0 as wanted. Looking
once more at [Step II], we trivially deduce fs is a univalent function belonging to
Hol(H). Moreover, for every η ∈ H,
Re fs(η) = Re θs(η) = lim
t→+∞Reφs,t(η) ≥ Re η.
[Step IV] Assume that condition (i) of [Step I] is not satisfied and let fs be the
function defined in [Step III]. Then one and only one of the four following cases
holds:
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(IV.1) For all s ≥ 0, there exists a univalent function hs ∈ Hol(H) such that
limt→+∞ φs,t = hs uniformly on compact subsets of H.
(IV.2) For all s ≥ 0 and for all η ∈ H, we have that
Ω(s,η) = {∞} ∪ {Re fs(η) + ia : a ∈ R}.
(IV.3) For all s ≥ 0 and for all η ∈ H, we have that Ω(s,η) = fs(η)⊕ iA, where
A is the union of ∞ and a closed infinite interval of real numbers different from R.
(IV.4) For all s ≥ 0 and for all η ∈ H, we have that Ω(s,η) = fs(η)⊕ iA, where
A is a a closed finite interval of real numbers. Moreover, the quantity
Θ := Re fs(η)`H(Ω(s,η)) ∈ (0,+∞)
does not depend either on s or on η.
[Proof of Step IV] According to [Step III], there exists a non-empty subset A ⊂
R ∪ {∞} (only depending on the whole evolution family) such that, for all η ∈ H
and for all s ≥ 0,
Ω(s,η) = fs(η)⊕ iA.
Moreover, the set A can be: (a) a real number, (b) the whole R union with ∞, (c)
a proper unbounded closed interval union with ∞, (d) a compact interval. Let us
analyze separately these four cases.
If case (a) holds, then A = {a} and limt→+∞ Imφs,t(1) = a, for all s ≥ 0.
Applying again [Step II], we also obtain that, for every s ≥ 0, limt→+∞ φs,t = θs+ ia
uniformly on compact subsets of H. Of course, this case is in correspondence with
(IV.1). We leave the reader to check that case (b) is in correspondence with (IV.2),
case (c) is in correspondence with (IV.3) and case (d) is in correspondence with
(IV.4). The only point really left to prove is the assertion about Θ in (IV.4). In this
case, there exists two real numbers α < β such that, for all η ∈ H and for all s ≥ 0,
Ω(s,η) = {fs(η) + it : t ∈ [α,β]}.
The hyperbolic length in H of this segment is given by
`H(Ω(s,η)) =
∫
Ω(s,η)
|du|
2Reu =
∫ β
α
dt
2Re (fs(η) + it)
= β − α2Re fs(η) .
Clearly, the number Θ = β − α does not depend either on s or on η.
[Proof of the Theorem] The theorem follows directly by translating [Step I] and
[Step IV] to the context of the unit disk by means of the Cayley map Cτ . Indeed,
we recall that, for every k > 0,
Cτ (E(τ,k)) =
{
η ∈ H | Re η > 1
k
}
.
We also recall that if γ is an (absolutely continuous) curve in ∆, then `∆(γ) =
`H(Cτ ◦ γ).
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Remark 3.5. Looking carefully at [Step II] of the above theorem, we see that the
assertion (ii) presented there is equivalent to the following fact: for every η ∈ H and
every s ≥ 0, (resp. for some η ∈ H and some s ≥ 0)
sup {Reφs,t(η) : s ≤ t} < +∞.
Moreover (maintaining the notations of the theorem) if, for some η ∈ H, we
know that F (η,·) belongs to L1([0, +∞);R), then statement (ii) holds. Indeed we
can argue by contradiction. Namely, assume that (i) holds and fix η ∈ H, since F is
a vector field associated to (φs,t), the same line by line computations of [8, Theorem
7.1, Claim 2] shows that, for every t ≥ 0 and every η ∈ H,
Reφ0,t(η) = Re η exp
(∫ t
0
ReF (φ0,ξ(η),ξ)
Reφ0,ξ(η)
dξ
)
.
By hypothesis and bearing in mind the positivity property of F , we deduce that
lim
t→+∞
∫ t
0
ReF (φ0,ξ(η),ξ)
Reφ0,ξ(η)
dξ = +∞.
We know, by applying non-decreasence of Reφs,t(η) with respect to t, that
Reφs,t(η) ≥ Reφs,s(η) = Re η
. Hence, using [39], we have that, for every ξ ≥ 0,
ReF (φ0,ξ(η),ξ)
Reφ0,ξ(η)
≤ ReF (η,ξ)Re η .
Therefore, the improper integral of the non-negative map F (η,·) in [0, +∞) is not
(absolutely) convergent and, thus F (η,·) does not belong to set L1([0,+∞);R).
Example 3.6. The five types of dynamical behaviour mentioned in the above theo-
rem are indeed possible. In fact, they can be realized using what one might consider
the “simplest” cases of evolution families. Namely, the following examples are evolu-
tion families in the unit disk formed by linear fractional maps and having the point
1 as the common Wolff point. Moreover, they present a very similar structure. That
is, only little changes are needed to obtain all the possible phenomena. The list goes
as follows (ζ ∈ ∆ and 0 ≤ s ≤ t).
1. Example of convergence to the common Wolff point [Case (1)]:
ϕs,t(ζ) := 1 +
ζ − 1
1− (ζ − 1) (−s+ t+ i(sin(t)− sin(s)) .
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2. Example of convergence to a certain univalent function [Case (2)]:
ϕs,t(ζ) := 1 +
ζ − 1
1− (ζ − 1)
(
e−s − e−t + i
( 1
1 + s −
1
1 + t
)) .
3. Example where ω-limits are complete circumferences [Case (3.a)]:
ϕs,t(ζ) := 1 +
ζ − 1
1− (ζ − 1) (e−s − e−t + i(t sin(t)− s sin(s))) .
4. Example where ω-limits are proper arcs having the common Wolff point as
one of its extremes [Case (3.b)]:
ϕs,t(ζ) := 1 +
ζ − 1
1− (ζ − 1) (e−s − e−t + i(t2 sin(t)− s2 sin(s))) .
5. Example where ω-limits are proper arcs inside the unit disk [Case (3.c)]:
ϕs,t(ζ) := 1 +
ζ − 1
1− (ζ − 1) (e−s − e−t + i(sin(t)− sin(s))) .
Now, we treat what we called the inner case.
Theorem 3.7. Let (ϕs,t) be a non-trivial evolution family in the unit disk with
common fixed point τ ∈ ∆. Then one and only one of the following three mutually
exclusive situations can happen:
1. For every s ≥ 0, we have
lim
t−→+∞ϕs,t = τ
uniformly on compact subsets of ∆.
2. For every s ≥ 0, there exists a univalent holomorphic self-map of the unit disk
hs such that
lim
t−→+∞ϕs,t = hs
uniformly on compact subsets of ∆.
3. For every s ≥ 0 and every ζ ∈ ∆ \ {τ}, the ω-limit Ω(s,ζ) of the trajectory
t ∈ [s,+∞)→ ϕs,t(ζ) ∈ ∆
is a closed arc of the circumference defined by the boundary of a hyperbolic
disk B(τ,r(s,ζ)), where 0 < r(s,ζ) ≤ ω(τ,ζ).
Moreover, this case holds if and only if one of the following two mutually
exclusive subcases holds:
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(a) For every s ≥ 0 and for every ζ ∈ ∆ \ {τ}, the set Ω(s,ζ) is exactly the
whole circumference ∂B(τ,r(s,ζ)).
(b) For every s ≥ 0 and for every ζ ∈ ∆ \ {τ}, the set Ω(s,ζ) is a proper
closed arc of ∂B(τ,r(s,ζ)) and all those arcs have the same associated
hyperbolic angular extent.
Proof. First of all, we conjugate the evolution family to move the point τ to the
origin, that is, we define
ψs,t(ζ) := γτ ◦ ϕs,t ◦ γτ (ζ), ζ ∈ ∆, 0 ≤ s ≤ t,
where as usual
γτ (ζ) =
τ − ζ
1− τζ .
It is easy to see that (ψs,t) is also an evolution family in the unit disk having 0 as
the common fixed point. Therefore, by Theorem 1.154, we know that an associated
weak family of vector fields is given by F (ζ,t) := −zp(ζ,t), ζ ∈ ∆, t ≥ 0, where
p : ∆× [0,+∞)→ C is a suitable generalized Herglotz function in the unit disk.
We begin by proving two steps of independent interest and, at the end, we shall
present the proof of the theorem.
[Step I] There exists an evolution family (φs,t) in H with common Wolff point ∞
such that
(i) ψs,t(e−ζ) = exp (−φs,t(ζ)) , 0 ≤ s ≤ t, ζ ∈ H;
(ii) φs,t(ζ + 2pii) = φs,t(ζ) + 2pii, ζ ∈ H.
[Proof of Step I] Indeed, the map pi : H→ ∆∗, given by pi(ζ) := e−ζ is a covering map.
Now fix ζ ∈ H and s ∈ [0, +∞). The continuous curve t → ψs,t(e−ζ) can be lifted
in a unique way to a continuous curve t → φs,t(ζ), such that [Im ζ] ≤ Imφs,t(ζ) <
[Im ζ] + 1, where [·] denotes the integer part of a real number. By construction of
φs,t and uniqueness of liftings, it satysfies i) and ii) above. Furthermore, since p is
a generalized Herglotz function in the unit disk, we see that
q : H× [0,+∞)→ C (ζ,t)→ q(ζ,t) := p(e−ζ ,t)
is also a generalized Herglotz function but now in the right-half plane. Moreover, by
Theorem 1.155, q is an associated vector field of a certain (indeed unique) evolution
family in H with common Wolff point∞. Then the mapping t ∈ [s,+∞)→ φs,t(ζ) ∈
H is differentiable almost everywhere and
∂
∂t
φs,t(ζ) = q(φs,t(ζ),t), a.e. in t ∈ [s,+∞).
Hence, by the theorem of uniqueness of solutions, it is an evolution family in H
with the requested properties.
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[Step II] One and only one of the following four cases holds:
(II.1) For every s ≥ 0, limt→+∞ ψs,t = 0 uniformly on compact subsets of ∆.
(II.2) For all s ≥ 0, there exists a univalent self-map of the unit disk hs such
that limt→+∞ ψs,t = hs, uniformly on compact subsets of ∆.
(II.3) For all s ≥ 0 and for all ζ ∈ D\{0}, there exists 0 < r(s,ζ) ≤ |ζ| such that
Ω(s,ζ) = C(0,r(s,ζ)).
(II.4) For all s ≥ 0 and for all ζ ∈ D\{0}, there exists 0 < r(s,ζ) ≤ |ζ| such that
Ω(s,ζ) is a proper closed arc of the circumference C(0,r(s,ζ)), where C(0,R) is the
Euclidean circumference of centre 0 and radius R. Moreover, the Euclidean angular
extent of Ω(s,ζ) does not depend either on s or on ζ.
[Proof of Step II] According to [Step I], there exists an evolution family (φs,t) in H
with common Wolff point ∞ such that
ψs,t(e−ζ) = exp (−φs,t(ζ)) , 0 ≤ s ≤ t, ζ ∈ H.
Moreover, applying [Step II] of Theorem 3.4 to (φs,t) (see also Remark 3.5), we
find that one and only one of the following two cases holds:
(i) For every ζ ∈ H and for every s ≥ 0,
lim
t→+∞Reφs,t(ζ) = +∞;
(ii) For every ζ ∈ H and for every s ≥ 0,
βs(ζ) := lim
t→+∞Reφs,t(ζ) < +∞
and βs is a harmonic function on H, such that
βs(ζ + 2pii) = βs(ζ)
for all ζ ∈ H.
Assume that we are in case (i). Fix s ≥ 0 and ζ ∈ D \ {0} and take any η ∈ H
such that e−ζ = ζ. Then,
|ψs,t(ζ)| = |ψs,t(e−η)| = | exp (−φs,t(η)) | = exp (−Reφs,t(η)) t→+∞−→ 0.
Then, applying Vitali’s Theorem, we deduce that limt→+∞ ψs,t = 0 uniformly on
compact subsets of ∆. Clearly, this corresponds to (II.1).
Assume now that we are in case (ii). Applying [Step I] of Theorem 3.4 to (φs,t),
we find that only two possible subcases can arise:
(ii.a) For every ζ ∈ H and every s ≥ 0, limt→+∞ Imφs,t(ζ) =∞.
(ii.b) For every ζ ∈ H and every s ≥ 0, the family (φs,t(ζ))t does not converges
to ∞.
116
3.1 – Main Results
If case (ii.a) holds, bearing in mind the continuity of (φs,t) with respect to t, we
find that, for every s ≥ 0 and ζ ∈ D\{0},
Ω(s,ζ) = C(0,e−βs(η)),
where η ∈ H is any number such that e−η = ζ. Using the Schwarz Lemma, we note
that
0 < exp(−βs(η)) = lim
t→+∞ exp(−Reφs,t(η))
= e−Re η lim
t→+∞ | exp(−φs,t(η) + η)|
= e−Re η lim
t→+∞ |
ψs,t(ζ)
ζ
| ≤ e−Re η = |ζ|.
This sub-case corresponds to (II.3).
Let us pass to case (ii.b). Now, we are assuming (φs,t) condition (i) of [Step I]
from Theorem 3.4 is not satisfied. Therefore, we can apply [Step IV] from Theorem
3.4 to that family (φs,t). Hence, the following three subcases can happen:
(ii.b.1) For all s ≥ 0, there exists a univalent function fs ∈ Hol(H) such that
limt→+∞ φs,t = fs uniformly on compact subsets of H.
(ii.b.2) For all s ≥ 0, there exists fs ∈ Hol(H) such that, for all ζ ∈ H, we have
that the ω-limit of the trajectory t→ φs,t(ζ) is fs(ζ)⊕ iA, where A is the union of
∞ and a closed unbounded interval of real numbers (it could be proper or the whole
real line). Moreover, Re fs(ζ) ≥ Re ζ, for each ζ ∈ H.
(ii.b.3) For all s ≥ 0, there exists fs ∈ Hol(H) such that, for all ζ ∈ H, we have
that the ω-limit of the trajectory t→ φs,t(ζ) is fs(ζ)⊕ iA, where A is a closed finite
interval of real numbers. Moreover, Re fs(ζ) ≥ Re ζ for all ζ ∈ H.
We begin by analyzing case (ii.b.1). Fix s ≥ 0 and ζ ∈ D \ {0} and take any
η ∈ H such that e−η = ζ. Then,
ψs,t(ζ) = ψs,t(e−η) = exp (−φs,t(η)) t→+∞−→ exp (−fs(η)) .
Trivially, ψs,t(0) = 0, so the family (ψs,t)t is pointwise (and hence by Vitali’s The-
orem uniformly on the compact subsets of ∆) convergent in the unit disk to a
holomorphic map hs ∈ Hol(∆,C) such that hs(ζ) = exp (−fs(η)) , for any couple
(ζ,η) ∈ ∆ \ {0} × H such that e−η = ζ. Let us show that hs is univalent. Since
every ψs,t is univalent, according to Hurwitz’s Theorem, either hs is univalent or is
a constant. In this last case, that constant should be zero so we would have that
exp (−fs(ζ)) = 0 which is absurd. Of course, this case corresponds to (II.2).
Now, we treat cases (ii.b.2) and (ii.b.3) together. Fix s ≥ 0 and ζ ∈ D \ {0} and
take any η ∈ H such that e−η = ζ Then, we find
Ω(s,ζ) = {e−Re fs(η)e−iIm fs(η)e−it : t ∈ A}.
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If the length of the closed interval A is greater or equal than 2pi (this always happens
in case (ii.b.2)), we deduce that Ω(s,ζ) is the whole circumference C(0,e−Re fs(η)).
This corresponds to (II.3). Otherwise, Ω(s,ζ) is a proper closed arc of that cir-
cumference C(0,e−Re fs(η)). In this case, the Euclidean angular extent of this arc
only depends on A which is independent from s and ζ. Clearly, this case is in
correspondence with (II.4). We also note that, we have in both cases if e−η = ζ
e−Re fs(η) ≤ e−Re η = |e−η| = |ζ|.
[Proof of the Theorem] By means of the automorphism γτ , the Theorem follows
directly by translating to the family (ϕs,t) the results given in [Step II] for the
family (ψs,t). At this respect, we recall that, for every r ∈ (0,1),
γτ (C(0,r)) = ∂B
(
τ,
1
2 log
1 + r
1− r
)
.
It is also possible to provide easy examples of the four types of dynamical be-
haviour mentioned in the Theorem 3.7. Indeed, in this inner context, we can provide
them using evolution families whose elements are just linear functions. Namely, con-
sider
ϕs,t(ζ) := exp (ν(s)− ν(t))ζ, ζ ∈ ∆, 0 ≤ s ≤ t.
Then, choosing
1. ν(t) = t, we have an example of case (1).
2. ν(t) = arctan(t), we have an example of case (2).
3. ν(t) = it, we have an example of case (3.a).
4. ν(t) = ipi| sin(t)|, we have an example of case (3.b).
3.2 Additional Results
From the very beginning, derivatives of the maps ϕs,t at the fixed point have played
a prominent role in asymptotic questions (also in Loewner parametrization method)
for the Radial Loewner Equation. In particular the existence of a suitable map
λ : → C such that ϕ′s,t(0) = exp (λ(s)− λ(t)). In [8], the following general result
about the existence of such functions is given.
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Theorem 3.8. Let (ϕs,t) be a non-trivial evolution family in ∆ with either common
fixed point τ ∈ ∆ or common Wolff point τ ∈ ∂∆. Then, there exists a unique
function λ : [0,+∞) −→ C such that
ϕ′s,t(τ) = exp(λ(s)− λ(t)), 0 ≤ s ≤ t. (3.2)
Moreover, if τ ∈ ∂∆, then λ(t) ∈ [0,+∞), for every t ≥ 0.
Furthermore
1. λ is locally absolutely continuous.
2. λ(0) = 0.
3. For any t ≥ 0, Reλ(t) ≥ 0.
4. The map t ∈ [0,+∞) −→ Reλ(t) ∈ R is non-decreasing.
Definition 3.9. Let (ϕs,t) be a non-trivial evolution family in ∆ with either common
fixed point τ ∈ ∆ or common Wolff point τ ∈ ∂∆. Then the map λ : [o,+∞)→ C
in Theorem 3.8 is called the spectral function associated to ϕs,t.
Remark 3.10. When τ ∈ ∂∆, the derivative in the above Theorem must be under-
stood in the angular sense.
Let us analyze the role of λ in our version of the Denjoy-Wolff Theorem. We
keep the notations of Theorem 3.4 and its proof so (φs,t) denotes the associated
evolution family in the right half-plane. Since λ is non-decreasing and takes always
non-negative real values, the limit L : = limt→+∞ λ(t) ∈ [0, +∞] always exists. If
L = +∞, applying Theorem 3.8 we find that
Reφ0,t(1) ≥ eλ(t)Rew t→+∞−→ +∞
so limt→+∞ φ0,t(1) = ∞. Hence, we are in case (1) of Theorem 3.4. The other
possibility is that L ∈ [0, +∞). Then, for every ζ ∈ H and every s ≥ 0, by the
Julia-Wolff-Carathéodory Theorem, we have
Re fs(ζ) = Re θs(ζ) := lim
t→+∞Reφs,t(ζ)
≥ lim
t→+∞ e
λ(t)−λ(s)Re ζ = eL−λ(s)Re ζ.
We also keep the notations of Theorem 3.7 and its proof so (ψs,t) denotes the
associated evolution family in ∆ with zero as the common fixed point. Recall that
ϕ′s,t(τ) = ψ′s,t(0), for all 0 ≤ s ≤ t.
Proposition 3.11. Let L := limt→+∞Reλ(t) ∈ [0, +∞]. Then, L = +∞ if and
only if for any (resp. some) s ≥ 0, the family (ψs,t)t tends to zero uniformly on
compact subsets of ∆ when t goes to +∞.
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Proof. If L = +∞, then the convergence to zero follows by applying directly the
Distortion Theorem [38, Theorem 1.6] and Theorem 3.8. On the other hand, if
(ψs,t)t tends to zero uniformly on compact subsets of ∆ for some s ≥ 0 then, by
Weierstrass’s Theorem, we also have that (ψ′s,t)t tends to zero. Therefore, applying
again Theorem 3.8, we have L = +∞.
In the case that L < +∞, both the real and the imaginary part of λ play a
meaningful role. As above, using the Distortion Theorem, we find Reλ partially
controls the radius of the hyperbolic disk mentioned in Theorem 3.7.
Proposition 3.12. Assume that L < +∞. Then, for each ζ ∈ ∆ \ {0} and s ≥ 0,
there exists a real constant c = c(s,ζ) such that ΩA = eicΩλ, where ΩA is the ω -
limit of the function t ∈ [s, +∞) → exp (iArg(ψs,t(ζ))) and Ωλ is the ω-limit of
t ∈ [0,+∞)→ exp (−iλ(t)).
Proof. Fix ζ ∈ ∆ \ {0} and s ≥ 0. Then the same line by line computations
of [8, Theorem 7.1] show that, for all t ≥ s,
ψs,t(ζ) = ζ exp
(
−
∫ t
s
p(ψs,ξ(ζ),ξ)dξ
)
where F (ζ,t) := −ζp(ζ,t) is an associated weak family of vector fields and p is the
corresponding generalized Herglotz function in the unit disk (see Theorem 1.154).
By [21, Section 7.1] and Schwarz Lemma, we obtain that, for every ξ ≥ s,
|Im p(0,ξ)− Im p(ψs,ξ(ζ),ξ)| ≤ 2Re p(0,ξ) |ζ|1− |ζ|2 .
Since Reλ(t) has finite limit when t tends to ∞ and keeping in mind (see again [8,
Theorem 7.1])
λ(t) =
∫ t
0
p(0,ξ)dξ, for all t ≥ 0,
we conclude the integral∫ ∞
s
(Im p(0,ξ)− Im p(ψs,ξ(ζ),ξ))dξ
is absolutely convergent with value a = a(s,ζ) ∈ R. Now, for t ≥ s, consider the
identity
eiArg(ψs,t(ζ)) = e−iImλ(t)eiArg(ζ)eiImλ(s)×
× exp
(
i
∫ t
s
(Im p(0,ξ)− Im p(ψs,ξ(ζ),ξ))dξ
)
. (3.3)
Hence, we deduce that ΩA = ei(Arg(ζ)+Imλ(s)+a)Ωλ.
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3.2 – Additional Results
The examples given in the fourth section suggest looking at whether there is
any special feature in the statement of our two main theorems when dealing with
evolution families formed by automorphisms. First of all, we want to clarify how
automorphisms can appear in those families since it is no longer true (as is true in the
semigroup context or discrete iteration) that if one ϕs,t (s < t) is an automorphism
so are the other ϕs,t.
Proposition 3.13. Let (ϕs,t) be an evolution family. Then, either, for every s ≥ 0,
sup{t ∈ [s,+∞) : ϕs,t ∈ Aut(∆)} < +∞,
or there exists α ≥ 0 such that:
1. For every 0 ≤ α ≤ s ≤ t, we have ϕs,t ∈ Aut(∆).
2. (if α > 0) There exists a family (hr)0≤r<α of holomorphic self-maps of the
unit disk with no hr belonging to Aut(∆) such that limr→α hr = id∆ locally
uniformly in ∆ and ϕr,t = ϕα,t ◦ hr, for every 0 ≤ r < α ≤ t.
Proof. Assume there exists s0 ≥ 0 with
sup{t ∈ [s0,+∞) : ϕs0,t ∈ Aut(∆), for all t ≥ s} = +∞.
Now, using that all ϕs,t are univalent as well as the definition of evolution families
we obtain that, indeed, ϕs,t ∈ Aut(∆), for every s0 ≤ s ≤ t. Now, define
α := inf{s ≥ 0 : ϕs,t ∈ Aut(∆)}.
By the above comment and continuity properties of evolution families in the variables
s and t, we deduce that ϕs,t ∈ Aut(∆), for every α ≤ s ≤ t. Moreover, whenever
α > 0, for every 0 ≤ r ≤ α,
hr := ϕr,α /∈ Aut(∆).
It is straightforward to check the family (hr) has the other properties mentioned in
statement (2).
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