Simultaneous control on true positive rate and false positive rate is of significant importance in the performance evaluation of diagnostic tests. Most of the established literature utilizes partial area under receiver operating characteristic (ROC) curve with restrictions only on false positive rate (FPR), called FPR pAUC, as a performance measure. However, its indirect control on true positive rate (TPR) is conceptually and practically misleading. In this paper, a novel and intuitive performance measure, named as two-way pAUC, is proposed, which directly quantifies partial area under ROC curve with explicit restrictions on both TPR and FPR. To estimate two-way pAUC, we devise a nonparametric estimator. Based on the estimator, a bootstrap-assisted testing method for two-way pAUC comparison is established. Moreover, to evaluate possible covariate effects on two-way pAUC, a regression analysis framework is constructed. Asymptotic normalities of the methods are provided. Advantages of the proposed methods are illustrated by simulation and Wisconsin Breast Cancer Data. We encode the methods as a publicly available R package tpAUC.
In this paper, we propose a novel performance measure, named as two-way partial AUC (two-way pAUC). Unlike FPR pAUC utilizing an artificial FPR lower bound to indirectly maintain acceptable TPR, two-way pAUC directly quantifies the area under ROC curve satisfying explicit TPR and FPR constraints. Due to this natural principle, two-way pAUC is convenient and intuitive for implementation and interpretation (refer to Figure 1 ). In addition, as shown in Section 2, two-way pAUC enjoys efficiency and accuracy for comparison against FPR pAUC. To estimate two-way pAUC, we propose a nonparametric estimator. Asymptotic normality of the estimator is derived to construct confidence intervals. In classifier comparison, the difference of performance measure is a popular criterion to select the dominating classifier. Built on the estimator, we establish a bootstrap-assisted method to test the difference of two correlated two-way pAUCs. Furthermore, the performance of a classifier is usually affected by underlying factors in clinical practice. 3, 6 To evaluate their effects on two-way pAUC, we propose a regression framework constructed by generalized linear model on conditional two-way pAUC with the covariates. Asymptotic justifications of regression parameters are established.
The rest of paper is organized as follows. Graphical representation is demonstrated in Section 2. In Section 3, we define two-way pAUC and propose its nonparametric estimator and regression framework. Theoretical properties are provided in Section 4. Simulation study and real data analysis are conducted in Sections 5 and 6. Concluding remarks and further discussion are presented in Section 7.
Graphical representation
Graphical representation of two-way pAUC is the shaded region (area A) in Figure 1 . Note that the shaded region is directly determined by explicit TPR (!q 0 ) and FPR ( p 0 ) restrictions. In contrast, FPR pAUC (area A þ B) indirectly maintains acceptable TPR by setting a FPR lower bound (green dotted line in Figure 1 ; see Remark 3.1 for its mathematical description), thus incorporates the redundant area B below TPR constraint q 0 . This violates the original intention of excluding low TPR region. The following two scenarios illustrate incorrect decisionmaking. Note that each ROC curve corresponds to a classifier. Scenario 1. In Figure 2 (a), ROC 1 dominates ROC 2 over every aspect of FPR and TPR. With economical and ethical concerns, only partial area under ROC curves where TPR is greater than 0.5 and FPR is less than 0.5 is of interest. Two measures, two-way pAUC and FPR pAUC, are utilized to assess performance within the given region. Note that the lower bounds on FPR in FPR pAUC at two ROC curves are, respectively, determined by the pre-specific TPR lower bound. Hence, as shown in Figure 2 (a), FPR pAUCs of ROC 1 and ROC 2 are S 1 þ S 2 þ S 3 þ S 4 and S 3 þ S 4 , respectively, and corresponding two-way pAUCs are S 1 þ S 3 and S 3 . The difference of two classifiers' discrimination capabilities is S 1 by two-way pAUC. In contrast, the difference is S 1 þ S 2 by FPR pAUC. Due to that Figure 2 (a), two-way pAUC directly specifies the areas (S1 þ S3 and S3) of interest (restricted by explicit TPR and FPR bounds). FPR pAUC takes redundant regions (S2 þ S4 and S4) into consideration. In Figure 2 (b), two-way pAUC is more accurate than FPR pAUC in discriminating two ROC curves. It correctly selects ROC 1 that has dominant performance in the restrict region. However, FPR pAUC leads to an opposite (wrong) selection due to that weighty regions below TPR bound are considered. : (a) Scenario 1. (b) Scenario 2.
S 2 is below TPR constraint, it should not be taken into consideration. The redundant unethical area, S 2 , distorts the comparison of two classifiers. Thus, two-way pAUC with direct restrictions is more efficient (links to statistical power) than FPR pAUC (refer to numerical study in Section 5). Figure 2 (b), the region is of interest where TPR is larger than 0.6 and FPR is smaller than 0.6. ROC 1 has better discrimination capability in the region than ROC 2 (due to S 6 4 S 5 , as shown in Figure 2(b) ). Two-way pAUCs for ROC 1 and ROC 2 equal S 6 þ S 7 and S 5 þ S 7 , and FPR pAUCs for ROC 1 and ROC 2 are S 6 þ S 7 þ S 9 and S 5 þ S 7 þ S 8 þ S 9 , respectively. The difference of two-way pAUCs ðS 6 À S 5 4 0Þ suggests that ROC 1 has better discrimination capability in the restricted region. However, when using FPR pAUC, a weighty and redundant area S 8 ð 4 S 6 Þ is considered, which leads ROC 2 to be selected (due to S 6 À S 5 À S 8 5 0). In this sense, two-way pAUC is more accurate. Real data application (refer to Section 6) supports the argument.
Scenario 2. In
To sum up, the redundant area in FPR pAUC makes classifier comparison less efficient in some circumstances (in Figure 2(a) ), and may even lead to wrong results (in Figure 2(b) ). In contrast, two-way pAUC provides improvement in both efficiency and accuracy, as illustrated in the above two scenarios.
Methodology 3.1 Nonparametric estimation
Let X, Y be the classifier outputs from diseased and non-diseased subjects, respectively, and F(x), G(y) are corresponding distribution functions. For any given threshold c, a subject is regarded as positive if its classifier output is larger than c. As shown in Figure 1 , given bounds on TPR (!q 0 ) and FPR ( p 0 ), two-way pAUC equals area A. It is formulated as
A nonparametric estimatorÛð p 0 , q 0 Þ directly suggested from (3.1) iŝ
The consistency ofÛð p 0 , q 0 Þ is established in Theorem 4.1. Alternatively, from a probability perspective, Uð p 0 , q 0 Þ is equivalent to
In other words, two-way pAUC can be viewed as the probability of diseased subject being ranked higher than nondiseased one by classifier with subjects selected from truncated F(x) and G(y). The truncated distributions are determined by selected economical (FPR) and ethical (TPR) quantiles. A trimmed Mann-Whitney U-statistics estimator directly following (3.3) is 1 mn
Proof of Theorem 4.1 shows that (3.2) and (3.4) are exactly equivalent. In other words,
Therefore, investigators can use either (3.2) or (3.4) to estimate Uð p 0 , q 0 Þ without discrepancy in consistency.
Remark 3.1. Two-way pAUC aggregates the discrimination capability of a binary classifier within a given region directly determined by explicit constraints on both TPR and FPR. Previous works, instead, utilize a synthetic approach, namely FPR pAUC here, to put an indirect lower restriction on TPR via artificially setting a corresponding FPR lower bound. 6 In particular, p 1 is to indirectly lower bound TPR so that it can be maintained at an acceptable level. Let q 0 be the lower constraint of interest on TPR. Likewise, p 2 is the pre-specific upper bound on FPR. In order to maintain acceptable TPR, investigators denote
F ðq 0 Þ as the lower constraint on FPR. FPR pAUC is calculated as follows
Similar to FPR pAUC, there exists another indirect synthetic approach, named as TPR pAUC.
11 Under TPR and FPR constraints, its philosophy is to indirectly prevent FPR from being too high via setting an artificial upper bound on TPR. Let q 0 and p 0 be the bounds of interest on FPR ( p 0 ) and TPR (!q 0 ), respectively. TPR pAUC is formulated as TPR pAUC
G ð p 0 ÞÞ is the artificial TPR upper bound determined by the pre-specific FPR upper bound p 0 . Similar arguments in Section 2 also apply to TPR pAUC. We eliminate the details.
Comparison of two classifiers is of primary concern in clinical research. The difference of discrimination capability measure is a common index therein. In particular, denote the difference of two-way pAUC as
and fY kj g n j¼1 , k 2 f1, 2g. Ifð p 0 , q 0 Þ is significantly positive or negative, the better classifier could be selected. In practice, two classifiers are usually obtained from the same individuals, thus correlated. 12, 13 In other words, fX 1i g and fY kj g n j¼1 are mutually independent for any k 2 f1, 2g. Due to their (potentially) complicated correlation structure, bootstrap is commonly utilized to approximate the asymptotic distribution ofð p 0 , q 0 Þ. 6, 14 Its bootstrap consistency is provided in Theorem 4.2.
Regression analysis
In this section, a regression analysis framework is established for incorporating underlying covariates' effect on the classification performance of two-way pAUC. Let Z d and Z 
respectively. Note that both vectors are mutually independent and follow different distributions. To evaluate covariate effects on two-way pAUC, we first define a covariate-specific version of (3.3), 
Then, we propose a regression model for two-way pAUC, i.e.,
where is the inverse of link function and Z i,j is the abbreviation for ðZ
One popular choice of link function is logit. In this case, effects of covariates are represented as two-way pAUC odds, To estimate b 0 , we take differential of log-likelihood and get 
Main theorems
In this section, we derive the asymptotic properties of Uð p 0 , q 0 Þ, ð p 0 , q 0 Þ and b 0 . Detailed proofs are demonstrated in the Supplementary Material. Asymptotic properties of nonparametric estimatorÛð p 0 , q 0 Þ require some conditions as follows. 
From Theorem 4.1, the asymptotic 100ð1 À Þ% confidence interval for Uð p 0 , q 0 Þ iŝ
where Z 1À=2 stands for 1 À =2 quantile of standard normal distribution.
To conduct inference for the difference of two correlated pAUCs, we use the following bootstrap method. Let bootstrap resample (uniformly with replacement) B times from the given sample and calculate B bootstrap estimates 
Nð0, 1Þ, as m, n, B ! 1
From Theorem 4.2, a 100ð1 À Þ% confidence interval of iŝ
As the next step of comparison, the relationship between classification accuracy and underlying factors is of further interest. To justify the regression framework we proposed in Section 3.2, two different conditions are proposed as follows. Moreover, the asymptotic distribution of is of certain interest. To simplify notation, we define
The following theorem establishes the asymptotic normality of b b. 
where
, and 
Numerical study
In this section, numerical study for the above methods is conducted. Additional simulation results are shown in the Supplementary Material. We encode the methods as a publicly available R package tpAUC and implement the package for numerical study. , and X follows Expð1Þ; in dataset C, X follows Expð1Þ and Y follows Expð0:5Þ. We repeat 1000 times in each setting. As shown in Table 1 , the converge probabilities get closer to 95% as sample size growing. These around 95% coverage probabilities support Theorem 4.1. Figure 2 (a), X follows N(1, 1) and Y follows NðÀ0:4, 1Þ; for ROC 2 , X follows Nð0:3, 1Þ and Y follows NðÀ0:5, 1Þ. Let significant level be 0.05. We repeat 1000 times in each setting. As shown in Table 2 , twoway pAUC apparently has the highest power in all settings. This phenomenon supports the argument in Section 2 that FPR pAUC is less efficient (aka, less powerful) than two-way pAUC due to the redundant area below TPR constraint. The region of interest is determined by FPR p 0 and TPR ! q 0 . CP being closer to 95% suggests that the asymptotic normality ofÛð p 0 , q 0 Þ in Theorem 4.1 holds. CP: Coverage probability.
Case 3: Type I error when explicit restricted regions are small. We study type I errors of classifier comparison by two-way pAUC and FPR pAUC, respectively. In particular, we are interested in the effect of two-way pAUC's size on its type I error. Null hypothesis is H 0 : 0 ð p 0 , q 0 Þ ¼ 0. For two ROC curves, the diseased observations are both generated from N(1, 1), and the non-diseased are both from N(0, 1). Let significant level be 0.05. Simulation and bootstrap both repeat 1000 times. As shown in Table 3 , type I error gets closer to 0.05 as sample size grows. In addition, the larger size of two-way pAUC is, the closer its type I error is to 0.05. We believe that this phenomenon could be interpreted by the fact that larger number of active observations, which fall into the restricted region, essentially benefit statistical properties, e.g., type I error. The region of interest is determined by FPR 0:5 and TPR ! 0:5. P-AUC and P-TW denote power by AUC and two-way pAUC, respectively. P-FPR indicates the power by FPR pAUCs on the ranges of ROC 1 and ROC 2 . P À pROC 1 is the power by R package pROC on the FPR range of ROC 1 ; likewise, P À pROC 2 is the power by R package pROC on the FPR range of ROC 2 . As shown in Table 2 , two-way pAUC apparently has the highest power in all settings. ROC: receiver operating characteristic; AUC: area under ROC curve; pAUC: partial AUC; FPR: false positive rate.
In this section, we apply the above methods into Wisconsin Breast Cancer Data (Diagnostic). This dataset records diagnosis results of breast cancer, in which 30 biomarkers are measured from 469 subjects (189 malignant and 280 benign). To compare classification performance, we focus on two markers: Concavity SE and Worst Smoothness. Breast cancer is a lethal disease. If malignant subjects cannot be identified, ethical consequences will be serious. Therefore, we set FPR ( p 0 ) and TPR (!q 0 ) constraints as ð p 0 , q 0 Þ ¼ ð0:35, 0:5Þ. ROC curves for the two markers are in Figure 3 . FPR lower bounds in FPR pAUCs for Worst Smoothness and Concavity SE are 0.152 and 0.19, respectively. As shown in Figure 3 , it clear that the Concavity SE has better discrimination capability than Worst Smoothness, since the former has larger area under its ROC curve in the region of interest. In order to distinguish comparison accuracy of the performance measures, we utilize these measures to compare the two markers. Package pROC is applied to estimate FPR pAUC. Table 4 demonstrates that only two-way pAUC selects Concavity SE as the better classifier. However, due to a redundant region S is taken into consideration, FPR pAUC leads to the opposite selection. This phenomenon supports the argument in Scenario 2 of Section 2 that FPR pAUC is less accurate in classifier comparison than two-way pAUC. Table 4 , given the region of interest (TPR ! 0:5 and FPR 0:35), two-way pAUC selects the marker that has better classification performance, i.e., Concavity SE. Whereas FPR pAUC leads to the opposite selection, due to the incorporation of the redundant (shaded) region S. Figure 3 and Table 4 , only two-way pAUC selects Worst Smoothness, the marker enjoys better performance in the restrict region. AUC: area under ROC curve; pAUC: partial AUC; FPR: false positive rate.
Then, we turn to regression analysis of two-way pAUC and FPR pAUC. The following empirical study shows that investigators may be misled by FPR pAUC regression 6 as well. To be specific, the model of two-way pAUC regression is
, and Z d i2 are non-diseased compactness SE, non-diseased concavity SE, diseased compactness SE, and diseased concavity SE, respectively. FPR and TPR constraints are ð p 0 , q 0 Þ. Moreover, we compare two-way pAUC regression with FPR pAUC regression under the same setting. For FPR pAUC regression, the range of FPR is ðS G ðS À1 F ðq 0 ÞÞ, p 0 Þ. As shown in Table 5 , 3 is negative in two-way pAUC regression while positive in FPR pAUC regression. It concludes that Z d i1 is in negative relation with classification accuracy in the region of interest. However, due to the redundant area in FPR pAUC, the true relation is distorted.
Discussion
In this paper, we propose a novel performance measure, named as two-way pAUC, which directly quantifies the discrimination capability of the restricted region under ROC curve simultaneously determined by explicit TPR and FPR constraints. Previous sections demonstrate that, compared with existing FPR pAUC, two-way pAUC has obvious advantages in implementation and analysis. In particular, FPR pAUC is not able to directly control TPR since the area below TPR lower constraint is always considered. In addition, such redundant area decreases its efficiency and accuracy (link to statistical power) for ROC curve comparison (refer to Sections 2, 5, and 6). Therefore, considering explicit TPR and FPR restrictions, two-way pAUC is a more practical tool for ROC analysis.
In practice, TPR and FPR constraints should be carefully selected. For clinical needs, high TPR lower bound and low FPR upper bound are preferred. In this case, ethical and economical consequences can be controlled. In contrast, from a statistical perspective, low TPR lower bound and high FPR upper bound would be better. Under this circumstance, more observations would fall into the (larger) restricted region. Thus, statistical properties, e.g., power and type I error, are ensured. We recommend investigators to find a compromise between clinical needs and statistical properties in the design phase of the study. In particular, a pilot study or priori knowledge may be helpful to select appropriate TPR and FPR constraints, and determine corresponding necessary sample size.
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