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(Generalization of Wigner-Yanase-Dyson skew















$= \frac{1}{2}Tr[(i[\rho^{\alpha}, H])(i[\rho^{1-\alpha}, H])]$
$=Tr[\rho H^{2}]-Tr[\rho^{\alpha}H\rho^{1-\alpha}H], \alpha\in[0,1].$
$\rho$
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(density matrices) $D_{n,1}$ Wigner-Yanase
skew information uncertainty relation [11]
Wigner-Yanase-Dyson skew information uncertainty relation [7, 13]
[13] skew information
uncertainty relation [14] Luo [10]
2 Wigner-Yanase-Dyson skew information
3 4 2
2 Wigner-Yanase-Dyson skew information
Wigner-Yanase skew information uncertainty relation
system $\rho$ $H$
$Tr[\rho H]$
$V_{\rho}(H)=Tr[\rho(H-Tr[\rho H]I)^{2}]=Tr[\rho H^{2}]-Tr[\rho H]^{2}$
$\rho$ 2 $A,$ $B$
$V_{\rho}(A)V_{\rho}(B) \geq\frac{1}{4}|Tr[\rho[A, B]]|^{2}$ (1)
Schr\"odinger
$V_{\rho}(A)V_{\rho}(B)-|Cov_{\rho}(A, B)|^{2} \geq\frac{1}{4}|Tr[\rho[A, B]]|^{2},$
covariance ;
$Cov_{\rho}(A, B)=Tr[\rho(A-Tr[\rho A]I)(B-Tr[\rho B]I)].$





$\ovalbox{\tt\small REJECT}(H)=\sqrt{V_{\rho}(H)^{2}-(V_{\rho}(H)-I_{\rho}(H))^{2}}$ , (2)
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S.Luo [10] $U_{\rho}(H)$ uncertainty relation
$U_{\rho}(A)U_{\rho}(B) \geq\frac{1}{4}|Tr[\rho[A, B]]|^{2}$ . (3)
$0\leq I_{\rho}(H)\leq U_{\rho}(H)\leq V_{\rho}(H)$ (4)
(3) (4) (1) (3)
one-parameter
Definition 2.1 $0\leq\alpha\leq 1$ $\rho$ $H$ Wigner- Yanase-
Dyson skew information
$I_{\rho,\alpha}(H) = \frac{1}{2}Tr[(i[\rho^{\alpha}, H_{0}])(i[\rho^{1-\alpha}, H_{0}])]$
$= Tr[\rho H_{0}^{2}]-Tr[\rho^{\alpha}H_{0}\rho^{1-\alpha}H_{0}]$ (5)
$J_{\rho,\alpha}(H) = \frac{1}{2}Tr[\{\rho^{\alpha}, H_{0}\}\{\rho^{1-\alpha}, H_{0}\}]$
$= Tr[\rho H_{0}^{2}]+Tr[\rho^{\alpha}H_{0}\rho^{1-\alpha}H_{0}]$ , (6)
$H_{0}=H-Tr[\rho H]I$ $\{X, Y\}=XY+YX$ anti-commutator
$\frac{1}{2}Tr[(i[\rho^{\alpha}, H_{0}])(i[\rho^{1-\alpha}, H_{0}])]=\frac{1}{2}Tr[(i[\rho^{\alpha}, H])(i[\rho^{1-\alpha}, H])].$
$\frac{1}{2}Tr[\{\rho^{\alpha}, H_{0}\}\{\rho^{1-\alpha}, H_{0}\}]\neq\frac{1}{2}Tr[\{\rho^{\alpha}, H\}\{\rho^{1-\alpha}, H\}].$







$0\leq I_{\rho,\alpha}(H)\leq U_{\rho,\alpha}(H)\leq U_{\rho}(H)$ . (9)
$U_{\rho,\alpha}(H)=\sqrt{I_{\rho\alpha}(H)J_{\rho\alpha}(H)}.$
(4),(8),(9)
$0\leq I_{\rho,\alpha}(H)\leq I_{\rho}(H)\leq U_{\rho}(H)$
$0\leq I_{\rho,\alpha}(H)\leq U_{\rho,\alpha}(H)\leq U_{\rho}(H)$ .
(3)
Theorem 2.1 ([14]) $\rho$ $A,$ $B$ $0\leq\alpha\leq 1$
$U_{\rho,\alpha}(A)U_{\rho,\alpha}(B)\geq\alpha(1-\alpha)|Tr[\rho[A, B]]|^{2}$ . (10)
Theorem 2.1 3 Lemma
$\rho$ eigenvectors orthonormal basis $\{\phi_{1}, \phi_{2}, \ldots\phi_{n}\}$
$\lambda_{1},$ $\lambda_{2},$
$\ldots,$








Lemma 2.3 $t>0$ $0\leq\alpha\leq 1$ ;
$(1-2\alpha)^{2}(t-1)^{2}-(t^{\alpha}-t^{1-\alpha})^{2}\geq 0$ . (12)
Remark 2.1 (10) $\alpha=1/2$ (
Theorem 2. 1 $Luo[10J$
3 ( 1)
section Theorem 2.1 1
(3) two-parameter extension (1)
Definition 3.1 $\alpha,$ $\beta\geq 0$ $\rho$ $H$ Wigner-
Yanase-Dyson skew information
$I_{\rho,\alpha,\beta}(H) = \frac{1}{2}Tr[(i[\rho^{\alpha}, H_{0}])(i[\rho^{\beta}, H_{0}])\rho^{1-\alpha-\beta}]$
$= \frac{1}{2}\{Tr[\rho H_{0}^{2}]+Tr[\rho^{\alpha+\beta}H_{0}\rho^{1-\alpha-\beta}H_{0}]\}$
$- \frac{1}{2}\{Tr[\rho^{\alpha}H_{0}\rho^{1-\alpha}H_{0}]+Tr[\rho^{\beta}H_{0}\rho^{1-\beta}H_{0}]\}$
$J_{\rho,\alpha,\beta}(H) = \frac{1}{2}Tr[\{\rho^{\alpha}, H_{0}\}\{\rho^{\beta}, H_{0}\}\rho^{1-\alpha-\beta}]$
$= \frac{1}{2}\{Tr[\rho H_{0}^{2}]+Tr[\rho^{\alpha+\beta}H_{0}\rho^{1-\alpha-\beta}H_{0}]\}$
$+ \frac{1}{2}\{Tr[\rho^{\alpha}H_{0}\rho^{1-\alpha}H_{0}]+Tr[\rho^{\beta}H_{0}\rho^{1-\beta}H_{0}]\},$




Theorem 3.1 $\rho$ invertible $\alpha,$ $\beta\geq 0$ $\alpha+\beta\geq 1$ $\alpha+\beta\leq\frac{1}{2}$
$U_{\rho,\alpha,\beta}(A)U_{\rho,\alpha,\beta}(B)\geq\alpha\beta|Tr[\rho[A, B]]|^{2}$ (13)
Theorem 3.1 Lemma $f_{\alpha}(i,j)=\lambda_{i}^{\alpha}\lambda_{j}^{1-\alpha}+\lambda_{i}^{1-\alpha}\lambda_{j}^{\alpha}$





Lemma 3.3 $t>0$ $\alpha,$ $\beta\geq 0$ $\alpha+\beta\geq 1$ $\alpha+\beta\leq\frac{1}{2}$
$(t^{1-\alpha-\beta}+1)(t^{2\alpha}-1)(t^{2\beta}-1)\geq 16\alpha\beta(t-1)^{2}.$









$\geq$ $16\alpha\beta(\lambda_{i}-\lambda_{j})^{2}$ . (14)
$Tr[\rho[A, B]] = Tr[\rho[A_{0}, B_{0}]]$
$= 2i{\rm Im} Tr[\rho A_{0}B_{0}]$
$= 2i{\rm Im} \sum_{i<j}(\lambda_{i}-\lambda_{j})a_{ij}b_{ji}$
$= 2i \sum_{i<j}(\lambda_{i}-\lambda_{j}){\rm Im} a_{ij}b_{ji}$
$|Tr[ \rho[A, B]]| = 2|\sum_{i<j}(\lambda_{i}-\lambda_{j}){\rm Im} a_{ij}b_{ji}|$
$\leq 2\sum_{i<j}|\lambda_{i}-\lambda_{j}||{\rm Im} a_{ij}b_{ji}|$
$|Tr[ \rho[A, B]]|^{2}\leq 4\{\sum_{i<j}|\lambda_{i}-\lambda_{j}||{\rm Im} a_{ij}b_{ji}|\}^{2}$
(14) Schwarz










Remark 3.1 (13) $\alpha+\beta=1$ (10)
Theorem 3. 1 Theorem 2. 1
$Luo[10J$
4 ( 2)
section Theorem 2.1 2
(3) two-parameter extension (2)
Definition 4.1 $\alpha,$ $\beta\geq 0$ $\rho$ $H$ gner-
Yanase-Dyson skew information (2)
$\tilde{I}_{\rho,\alpha,\beta}(H) = \frac{1}{2}Tr[(i[\rho^{\alpha}, H_{0}])(i[\rho^{\beta}, H_{0}])]$
$= Tr[\rho^{\alpha+\beta}H_{0}^{2}]-Tr[\rho^{\alpha}H_{0}\rho^{\beta}H_{0}]$
$\tilde{J}_{\rho,\alpha,\beta}(H) = \frac{1}{2}Tr[\{\rho^{\alpha}, H_{0}\}\{\rho^{\beta}, H_{0}\}]$
$= Tr[\rho^{\alpha+\beta}H_{0}^{2}]+Tr[\rho^{\alpha}H_{0}\rho^{\beta}H_{0}]$
$H_{0}=H-Tr[\rho H]I$ $\{X, Y\}=XY+YX$ anti-commutator
$\alpha+\beta=1$ $I_{\rho,\alpha}(H)=\tilde{I}_{\rho,\alpha,1-\alpha}(H),$ $J_{\rho,\alpha}(H)=\tilde{J}_{\rho,\alpha,1-\alpha}(H)$
$\tilde{U}_{\rho,\alpha,\beta}(H)=\sqrt{\tilde{I}_{\rho\alpha\beta}(H)\tilde{J}_{\rho\alpha,\beta}(H)}.$
Theorem 4.1 $\rho$ invertible $\alpha,$ $\beta\geq 0$
$\tilde{U}_{\rho,\alpha,\beta}(A)\tilde{U}_{\rho,\alpha,\beta}(B)\geq\frac{\alpha\beta}{(\alpha+\beta)^{2}}|Tr[\rho^{\alpha+\beta}[A, B]]|^{2}$ (15)
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Lemma 4.3 $t>0,$ $\alpha,$ $\beta\geq 0$
$(t^{2\alpha}-1)(t^{2\beta}-1) \geq\frac{4\alpha\beta}{(\alpha+\beta)^{2}}(t^{\alpha+\beta}-1)^{2}$ . (16)
Proof of Theorem 4.1. (16) $t=\lambda_{i}/\lambda_{j}$
$\{(\frac{\lambda_{i}}{\lambda_{j}})^{2\alpha}-1\}\{(\frac{\lambda_{i}}{\lambda_{j}})^{2\beta}-1\}\geq\frac{4\alpha\beta}{(\alpha+\beta)^{2}}\{(\frac{\lambda_{i}}{\lambda_{j}})^{\alpha+\beta}-1\}^{2}$
$( \lambda_{\iota^{s}}^{2\alpha}-\lambda_{j}^{2\alpha})(\lambda_{i}^{2\beta}-\lambda_{j}^{2\beta})\geq\frac{4\alpha\beta}{(\alpha+\beta)^{2}}(\lambda_{i}^{\alpha+\beta}-\lambda_{j}^{\alpha+\beta})^{2}$ . (17)
$Tr[\rho^{\alpha+\beta}[A, B]] = Tr[\rho^{\alpha+\beta}[A_{0}, B_{0}]]$
$= 2i{\rm Im} Tr[\rho^{\alpha+\beta}A_{0}B_{0}]$
$= 2i{\rm Im} \sum_{i<j}(\lambda_{i}^{\alpha+\beta}-\lambda_{j}^{\alpha+\beta})a_{ij}b_{ji}$
$= 2i \sum_{i<j}(\lambda_{i}^{\alpha+\beta}-\lambda_{j}^{\alpha+\beta}){\rm Im} a_{ij}b_{ji}$
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$|Tr[ \rho^{\alpha+\beta}[A, B]]| = 2|\sum_{i<j}(\lambda_{i}^{\alpha+\beta}-\lambda_{j}^{\alpha+\beta}){\rm Im} a_{ij}b_{ji}|$
$\leq 2\sum_{i<j}|\lambda_{i}^{\alpha+\beta}-\lambda_{j}^{\alpha+\beta}||{\rm Im} a_{ij}b_{ji}|$
$|Tr[ \rho^{\alpha+\beta}[A, B]]|^{2}\leq 4\{\sum_{i<j}|\lambda_{i}^{\alpha+\beta}-\lambda_{j}^{\alpha+\beta}||{\rm Im} a_{ij}b_{ji}|\}^{2}$
(17) Schwarz
$\frac{\alpha\beta}{(\alpha+\beta)^{2}}|Tr[\rho^{\alpha+\beta}[A, B]]|^{2}$
$\leq \frac{4\alpha\beta}{(\alpha+\beta)^{2}}\{\sum_{i<j}|\lambda_{i}^{\alpha+\beta}-\lambda_{j}^{\alpha+\beta}||{\rm Im} a_{ij}b_{ji}|\}^{2}$






Remark 4.1 (15) $\alpha+\beta=1$ (10)
Theorem 4. 1 Theorem 2. 1
$Luo[10]$
Remark 4.2 (10) Gibilisco-Imparato-Isola ([41), Hansen
$([5J)$ metric adjusted skew information metric adjusted
correlation measure uncertainty relation
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