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Resumo
Monopolos magne´ticos teˆm sido objetos de grande interesse nos u´ltimos anos, principalmente
por serem previstos em algumas teorias de grande unificac¸a˜o e por, possivelmente, serem relevantes
no fenoˆmeno do confinamento em QCD. Consideramos uma teoria de Yang-Mills-Higgs com si-
metria de gauge SU(n) quebrada espontaneamente em SO(n) que apresenta condic¸o˜es topolo´gicas
necessa´rias para a existeˆncia de monopolos Z2. Constru´ımos as formas assinto´ticas desses mono-
polos, considerando duas quebras distintas do SU(n) em SO(n), e verificamos que os monopolos
fundamentais esta˜o associados aos pesos da representac¸a˜o definidora da a´lgebra so(n)∨.
Palavras-chave: Monopolos magne´ticos, teorias de Yang-Mills, dualidades, grupos e a´lgebras de
Lie.
ii
Abstract
Magnetic monopoles has been of great interest in recent years, mainly because they are predicted
in some grand unification theories and, possibly, are relevant in the phenomenon of confinement in
QCD. We consider a Yang-Mills-Higgs theory with gauge symmetry SU(n) spontaneously broken
in SO(n) that has the topological conditions for the existence of Z2 monopoles. We build the
asymptotic form for these magnetic monopoles for two different breaks SU(n)→ SO(n) and found
that the fundamental monopoles are associated to the defining representation of so(n)∨.
Keywords: Magnetic monopoles, Yang-Mills theories, dualities, Lie groups and Lie algebras.
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Cap´ıtulo 1
Introduc¸a˜o
Apesar de nunca terem sido observados experimentalmente, os monopolos magne´ticos teˆm tido
ao longo dos anos uma grande atenc¸a˜o por parte de f´ısicos teo´ricos. Essa atenc¸a˜o comec¸ou, possivel-
mente logo apo´s a formalizac¸a˜o de Maxwell para o eletromagnetismo, quando notou-se a assimetria
que a falta de uma carga magne´tica provoca nas equac¸o˜es que regem a eletrodinaˆmica cla´ssica. Em
1931, Dirac [1] formalizou as propriedades que o monopolo no eletromagnetismo deveria satisfazer
para ser consistente com a teoria quaˆntica.
Nos anos 70 as pesquisas acerca dos monopolos magne´ticos foram renovadas e se tornaram for-
temente impulsionadas apo´s as descobertas de ’t Hooft [2] e Polyakov [3] de um novo tipo de carga
magne´tica. Esse monopolo, posteriormente chamado de monopolo de ’t Hooft-Polyakov, e´, diferen-
temente da soluc¸a˜o ad hoc de Dirac, uma soluc¸a˜o prevista por uma teoria. O melhor conhecimento,
por parte dos f´ısicos teo´ricos, de teorias de grupos e a´lgebras de Lie e suas representac¸o˜es, que se
iniciava mais ou menos naquela e´poca, tambe´m possibilitou um maior aprofundamento nessa a´rea
de pesquisa.
As soluc¸o˜es de ’t Hooft-Polyakov foram obtidas na teoria de Georgi-Glashow [4], uma teoria de
gauge na˜o-abeliana com quebra espontaˆnea de simetria SU(2)→ U(1) e campo de Higgs na repre-
sentac¸a˜o adjunta. A busca por soluc¸o˜es de monopolo magne´tico em teorias com grupos de simetria
arbitra´rios iniciou-se em [5]. Ao mesmo tempo intensificavam-se as pesquisas em GUT’s, teorias de
grande unificac¸a˜o. Algumas delas apresentam soluc¸o˜es de monopolos de ’t Hooft-Polyakov, como
o modelo su(5)→ su(3)⊕ su(2)⊕ u(1) de Georgi e Glashow [6]. Em geral, os monopolos presentes
em teorias de grande unificac¸a˜o sa˜o ultra-pesados, com massas da ordem de 1016 − 1017 GeV 1 e
abundantes, ρM ∼ 10−18 gcm−3 2. Esse e´ o chamado problema do monopolo, que pode ser resolvido
com um modelo de universo inflaciona´rio [7]. Com a proximidade entre a cosmologia e a f´ısica de
part´ıculas, o estudo fenomenolo´gico desta e de outras soluc¸o˜es topolo´gicas, como cordas co´smicas
e paredes de domı´nio se tornou intenso na astrof´ısica e cosmologia atuais.
Experimentalmente, a busca por monopolos magne´ticos vem acontecendo desde a hipo´tese do
monopolo de Dirac. O status dessa busca pode ser visto em [8].
Com o ressurgimento dos estudo dos monopolos magne´ticos, tambe´m ressurgiu o estudo de
dualidades eletromagne´ticas, dessa vez em teorias de Yang-Mills. Em 1977, Goddard, Nuyts e Olive
1A ordem de energia atingida no LHC e´ de 104 GeV.
2A densidade cr´ıtica do universo e´ de apenas ρc ∼ 10
−29 gcm−3.
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[9] tentaram encontrar uma dualidade para uma teoria de gauge com grupo de simetria arbitra´rio.
No mesmo ano, Montonem e Olive [10] conjecturaram uma dualidade entre monopolos de ’t Hooft-
Polyakov e part´ıculas de gauge no modelo SU(2)→ U(1) de Georgi-Glashow. A generalizac¸a˜o dessa
conjectura para grupos de gauge arbitra´rios foi proposta, logo apo´s, por Bais [11]. As dualidades
eletromagne´ticas em teorias de Yang-Mills mapeam teorias com acoplamento forte em teorias com
acoplamento fraco, sendo, portanto, u´til para o estudo de teorias no regime de acoplamento forte.
O interesse nessas dualidades foi renovado na de´cada de 90 com os trabalhos de Sen [12], Seiberg
e Witten [13], [14] e Witten e Vafa [15], nos quais foram realizados novos testes consistentes com a
conjectura da dualidade eletromagne´tica.
Os monopolos obtidos a partir de uma quebra espontaˆnea de simetria, realizada por um campo
escalar na representac¸a˜o adjunta, esta˜o associados a elementos do grupo c´ıclico Z e cada um desses
elementos esta´ associado a um setor topolo´gico na variedade de va´cuo da teoria [16]. Estes mo-
nopolos, os quais chamaremos de monopolos Z, e que teˆm o monopolo de ’t Hooft-Polyakov como
caso particular, ja´ foram bem estudados e possuem uma vasta literatura. Entretanto, existem os
chamados monopolos Zn, os quais esta˜o associados a elementos do grupo c´ıclico de ordem n e sur-
gem quando a representac¸a˜o do campo de Higgs na˜o e´ a adjunta, que ainda na˜o possuem uma boa
literatura [7], [17]. Estes monopolos Zn existem em algumas teorias de grande unificac¸a˜o, como,
por exemplo, o modelo de grande unificac¸a˜o so(10)→ so(6)⊕ so(4)→ su(3)⊕ su(2)⊕ u(1)⊕ u(1),
onde surgem monopolos Z2 na primeira quebra espontaˆnea de simetria e monopolos Z na segunda.
Outra motivac¸a˜o para o estudo de monopolos magne´ticos e´ sua poss´ıvel aplicac¸a˜o no problema,
ainda em aberto, do confinamento dos quarks em QCD. Atualmente uma das ide´ias mais aceitas
para explicar o confinamento e´ a ide´ia de ’t Hooft [18] e Mandelstam [19]. Eles propuseram que se
coloca´ssemos um monopolo e um anti-monopolo de Dirac dentro de um supercondutor, as linhas
de campo na˜o poderiam se espalhar pelo material, devido ao efeito Meissner, mas seriam confi-
nadas no formato de tubos ligando as cargas magne´ticas. Esses tubos armazenariam uma certa
quantidade de energia por unidade de comprimento, chamada tensa˜o da corda, e a energia total
do sistema aumentaria conforme afasta´ssemos os monopolos. As cargas magne´ticas estariam enta˜o
permanentemente confinadas dentro desse supercondutor. Esse fato levou ’t Hooft e Mandelstam a
conjecturarem que o confinamento dos quarks em me´sons e ba´rions seria um fenoˆmeno dual ao con-
finamento de cargas magne´ticas em supercondutores. No modelo deles, o campo escalar descreve
um condensado com carga magne´tica, havendo formac¸a˜o de tubos de fluxo ele´trico e confinamento
de cargas ele´tricas. A poss´ıvel explicac¸a˜o para o confinamento dos quarks seria uma generalizac¸a˜o
dessas ide´ias para o caso na˜o-abeliano, contudo, como fazer essa generalizac¸a˜o ainda na˜o e´ claro.
Por exemplo, na˜o se sabe se esse condensado e´ composto por monopolos Z, Z2 ou ate´ mesmo
monopolos de Dirac.
Nos u´ltimos anos, estas ide´ias de ’t Hooft e Mandelstam esta˜o sendo generalizadas para teorias
na˜o Abelianas, em geral, supersime´tricas, que satisfazem a dualidade eletromagne´tica. Em parti-
cular, em [20] e [21], foi analisado em detalhe o confinamento de monopolos Z atrave´s da formac¸a˜o
de tubos de fluxo em teorias de Yang-Mills-Higgs com grupo de gauge arbitra´rio. Este confina-
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mento de monopolos Z, que ocorre com constante de acoplamento fraca, implica no confinamento
de part´ıculas de gauge na teoria dual com constante de acoplamento forte. Em [22] foi conjectu-
rado que os monopolos Z2 em uma teoria com grupo SU(n) seria dual a part´ıculas espinoriais na
representac¸a˜o n-dimensional, mas ainda falta um estudo mais detalhado dessa conjectura. A fim
de compreendermos melhor o confinamento de quarks, seria interessante obtermos uma dualidade
entre monopolos e espinores na representac¸a˜o n-dimensional do grupo SU(n).
Nessa dissertac¸a˜o, ale´m de uma breve revisa˜o sobre monopolos magne´ticos de natureza to-
polo´gica e dualidades eletromagne´ticas, constru´ımos explicitamente a forma assinto´tica dos mono-
polos Z2 em uma teoria de Yang-Mills-Higgs com simetria de gauge su(n) quebrada espontanea-
mente em so(n). Com essa construc¸a˜o, esperamos poder analisar va´rias de suas propriedades, como,
por exemplo, verificar se o monopolo Z2 e´ mapeado em alguma part´ıcula, em uma representac¸a˜o
particular, sob uma transformac¸a˜o de dualidade.
Apesar do confinamento dos quarks e glu´ons ocorrerem em QCD, cujo grupo de gauge e´ o
SU(3), grande parte dos estudos de confinamento em QCD na rede e´ feito considerando outros
grupos de gauge, obtendo assim uma compreensa˜o mais profunda do fenoˆmeno. Por essa raza˜o
consideraremos o grupo SU(n), com n arbitra´rio. Os resultados obtidos tambe´m podem vir a ser
u´teis para o estudo dos monopolos Zn em GUT’s.
O desenvolvimento do nosso trabalho se divide em treˆs cap´ıtulos, sendo os dois primeiros de
revisa˜o e o terceiro correspondendo a`s nossas contribuic¸o˜es [23].
O cap´ıtulo 2 esta´ dividido em treˆs sec¸o˜es. Na sec¸a˜o 2.1 damos as convenc¸o˜es de a´lgebras de
Lie adotadas no decorrer do trabalho, em 2.2 demonstramos treˆs condic¸o˜es necessa´rias para a
existeˆncia de monopolos magne´ticos e na sec¸a˜o 2.3 mostramos como construir a soluc¸a˜o assinto´tica
do monopolo.
O cap´ıtulo 3 foi dedicado a`s dualidades eletromagne´ticas. Iniciamos, 3.1, definindo dualidade
eletromagne´tica no contexto inicial do eletromagnetismo de Maxwell e antes de prosseguirmos com
dualidades em teorias de Yang-Mills, obtemos na sec¸a˜o 3.2 o limite BPS para cargas magne´ticas e
introduzimos em 3.3 o monopolo de ’t Hooft-Polyakov. Apresentamos a dualidade de Montonem-
Olive na sec¸a˜o 3.4 e sua generalizac¸a˜o para grupos arbitra´rios na sec¸a˜o 3.5.
No cap´ıtulo 4 consideramos uma teoria de Yang-Mills-Higgs com simetria de gauge su(n). Com
o campo escalar na parte sime´trica da representac¸a˜o n × n do su(n), conseguimos duas quebras
su(n)→ so(n), uma, sec¸a˜o 4.1, com a a´lgebra so(n) invariante por automorfismo de Cartan e a ou-
tra, sec¸a˜o 4.2, com so(n) invariante por automorfismo externo. Verificamos as condic¸o˜es necessa´rias
para a existeˆncia das soluc¸o˜es de monopolos magne´ticos Z2 em ambos os casos. Finalmente, na
sec¸a˜o 4.3, constru´ımos explicitamente as formas assinto´ticas dessas soluc¸o˜es.
Em anexos constam: a verificac¸a˜o da validade dos resultados obtidos no cap´ıtulo 4, no apeˆndice
A; tabelas contendo matrizes de Cartan, formas quadra´ticas, grupos de recobrimento universal e
seus centros e diagramas de Dynkin das a´lgebras simples e grupos de homotopias de grupos de Lie,
no apeˆndice B.
Cap´ıtulo 2
Monopolos Magne´ticos em Teorias de Yang-Mills-Higgs
2.1 Convenc¸o˜es de A´lgebras de Lie
Nesta sec¸a˜o daremos as definic¸o˜es e convenc¸o˜es sobre a´lgebras de Lie simples e suas repre-
sentac¸o˜es, ambas de dimenso˜es finitas, adotadas. Um estudo sobre o assunto pode ser encontrado
em [24], [25] e [26].
Os d geradores de uma a´lgebra de Lie d-dimensional satisfazem
[Ta, Tb] = ifabcTc, (2.1)
onde fabc, as chamadas constantes de estrutura da a´lgebra, sa˜o constantes reais e os geradores Ta
sa˜o hermitianos. Estes geradores possuem a relac¸a˜o de ortogonalidade
Tr(TaTb) = l(Γ)δab, (2.2)
com a constante l(Γ) dependendo da representac¸a˜o Γ da a´lgebra. E´ conveniente adotarmos a
chamada base de Cartan-Weyl para a a´lgebra de Lie g. Essa base consiste em dois conjuntos de
geradores. Um desses conjuntos e´ a chamada suba´lgebra de Cartan, que abreviaremos por CSA e
denotaremos por h. A CSA de g e´ formada pela maior suba´lgebra abeliana de g, ou seja, o maior
nu´mero de geradores Ha ∈ Tb, tais que
[Hi,Hj] = 0. (2.3)
A dimensa˜o da CSA de g, ou seja, o nu´mero de geradores de h define o chamado rank de g
rank(g) = r = dim(h). (2.4)
O outro conjunto de geradores e´ formado pelos (d− r) operadores degrau Eα que satisfazem
[Hi, Eα] = α(Hi)Eα = α
iEα, (2.5)
onde os (d − r) vetores r-dimensionais α sa˜o chamadas ra´ızes da a´lgebra. Denotamos o conjunto
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desses vetores Φ(g). Os operadores degrau satisfazem
[Eα, Eβ] =

0 se α+ β /∈ Φ(g)
NαβEα+β se α+ β ∈ Φ(g)
2α
α2
·H se β = −α
(2.6)
onde α ·H = αiHi e Nαβ e´ uma constante determinada a partir de α e β.
Todas as ra´ızes em Φ(g) sa˜o decompostas no conjunto das ra´ızes positivas e no conjunto das
ra´ızes negativas, Φ+(g) e Φ−(g), respectivamente. Estes conjuntos sa˜o definidos por
Φ+(g) = {β = niαi | ni ∈ N} , (2.7)
e
Φ−(g) = {β = niαi | ni ∈ Z−} , (2.8)
onde N e Z− sa˜o o conjunto dos naturais e o conjunto dos inteiros na˜o positivos, respectivamente.
Uma raiz positiva e´ dita simples se ela na˜o pode ser escrita como a combinac¸a˜o linear de duas
ou mais ra´ızes positivas. As ra´ızes simples formam uma base para Φ(g). Denotamos essa base
por ∆(g) e seu nu´mero de elementos e´ r = rank(g). As ra´ızes simples satisfazem αi · αj ≤ 0.
Normalmente usamos αi para indicarmos essas ra´ızes.
As ra´ızes da a´lgebra sa˜o combinac¸o˜es inteiras das ra´ızes simples e portanto esta˜o contidas em
uma rede gerada por ∆(g). Chamamos essa rede de rede das ra´ızes de g
Λr(G) = {β = niαi | ni ∈ Z} . (2.9)
As ra´ızes simples de uma a´lgebra de Lie a definem completamente e uma maneira de fazer isso
e´ atrave´s da chamada matriz de Cartan. Os elementos dessa matriz r × r sa˜o
Kij(g) =
2αi · αj
α2j
, αi ∈ ∆(g). (2.10)
Todas as entradas dessa matriz possuem a propriedade de serem nu´meros inteiros e a partir dela
podemos construir o diagrama de Dynkin da a´lgebra.
Como os elementos de Cartan, Hi ∈ h, comutam entre si, eles podem ser simultaneamente
diagonalizados. Os n vetores de estado, |λ〉, de uma representac¸a˜o Γ(g), n-dimensional, satisfazem
as equac¸o˜es de autovalores e autovetores
Hi|λ〉 = λi|λ〉, Hi ∈ h. (2.11)
Para um dado vetor de estado, |λ〉, os r nu´meros λi, obtidos a partir dos elementos de Cartan,
formam um vetor λ chamado peso da representac¸a˜o. Os n pesos definem a representac¸a˜o1 n-
1Uma representac¸a˜o (linear) de uma a´lgebra e´ um mapeamento entre elementos da a´lgebra e as transformac¸o˜es
lineares em um dado espac¸o vetorial V , chamado mo´dulo. Um submo´dulo invariante e´ um subespac¸o vetorial de V e
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dimensional. Esses pesos satisfazem
2λ · β
β2
∈ Z, β ∈ Φ(g). (2.12)
Para uma representac¸a˜o irredut´ıvel,2 todos os vetores de estado ou, equivalentemente, seus
pesos, podem ser obtidos a partir de um vetor de estado arbitra´rio |λ〉 pela aplicac¸a˜o dos operadores
degrau. Se o estado |λ〉 possui peso λ, enta˜o o estado Eβ|λ〉 possui peso λ+ β. Existe um estado,
a partir do qual todos os demais estados da representac¸a˜o irredut´ıvel sa˜o obtidos por aplicac¸a˜o
dos operadores degrau associados a`s ra´ızes negativas. Esse estado e´ chamado estado de peso mais
alto. O peso mais alto e´ definido como Λ um peso da representac¸a˜o, tal que Λ + β na˜o e´ um peso,
∀β ∈ Φ+(g). Usamos Λ para rotular a representac¸a˜o irredut´ıvel. Em uma representac¸a˜o redut´ıvel,
ha´ um peso mais alto para cada componente da soma direta.
As ra´ızes da a´lgebra sa˜o os pesos da representac¸a˜o adjunta.3 Assim como ha´ uma base para o
espac¸o r-dimensional das ra´ızes, ha´ uma base para o espac¸o, tambe´m r-dimensional, dos pesos. Os
elementos dessa base sa˜o chamados pesos fundamentais e denotados por λi. Os pesos fundamentais
satisfazem
2λi · αj
α2j
= δij , αj ∈ ∆(g). (2.13)
Os pesos de uma representac¸a˜o tambe´m sa˜o escritos como combinac¸o˜es inteiras dos pesos fun-
damentais e estes u´ltimos tambe´m definem uma rede, a rede dos pesos de g
Λw(G˜) = {λ = niλi | ni ∈ Z} , (2.14)
onde G˜ e´ o grupo de recobrimento universal associado a a´lgebra g.
As co-ra´ızes simples, β∨i , de uma a´lgebra g sa˜o definidas por
β∨i =
2βi
β2i
, βi ∈ ∆(g) (2.15)
e os co-pesos fundamentais, λ∨i , por
λ∨i =
2λi
β2i
, (2.16)
onde λi e´ um peso fundamental. De (2.13), (2.15) e (2.16) obtemos
λ∨i · αj = λi · α∨j = δij . (2.17)
um submo´dulo invariante na˜o-trivial e´ um submo´dulo invariante, outro que o elemento neutro e o pro´prio mo´dulo.
2Uma representac¸a˜o irredut´ıvel e´ uma tal que na˜o possui submo´dulos invariantes. Uma representac¸a˜o redut´ıvel
e´ uma representac¸a˜o escrita como soma direta de representac¸o˜es irredut´ıveis. Usaremos a abreviac¸a˜o irrep. para
representac¸o˜es irredut´ıveis.
3Representac¸a˜o adjunta e´ a representac¸a˜o na qual o mo´dulo da representac¸a˜o e´ a pro´pria a´lgebra de Lie, visto
que essa, por definic¸a˜o, e´ um espac¸o vetorial. Como consequeˆncia imediata, a dimensa˜o da representac¸a˜o e´ igual a
dimensa˜o da a´lgebra.
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O espac¸o gerado pelas ra´ızes simples, pesos fundamentais, co-ra´ızes simples e co-pesos fundamentais
possui a mesma dimensa˜o. A partir de (2.10), (2.15), (2.16) e (2.17), podemos obter
αi = Kijλj , (2.18)
λi = K
−1
ij αj , (2.19)
α∨i = λ
∨
jKji, (2.20)
λ∨i = α
∨
j K
−1
ji . (2.21)
Podemos definir as redes das co-ra´ızes e dos co-pesos,
Λ∨r (G) = Λr(G
∨) =
{
β∨ = niα
∨
i | ni ∈ Z
}
, (2.22)
Λ∨w(G˜) = Λw(G˜
∨) =
{
λ∨ = niλ
∨
i | ni ∈ Z
}
, (2.23)
respectivamente4.
Da mesma forma que ∆(g) define completamente, a menos de isomorfismos, g, o conjunto das
co-ra´ızes simples de g define completamente a a´lgebra dual g∨. As a´lgebras de Lie, cujas ra´ızes
sa˜o todas de mesmo comprimento, sa˜o ditas auto-duais, pois ra´ızes simples e co-ra´ızes simples sa˜o
iguais. Nos demais casos, a a´lgebra dual de g pode ser obtida invertendo a seta no diagrama de
Dynkin de g.
Quando um peso de uma representac¸a˜o e´ escrito em termos dos pesos fundamentais, ele e´ dito
estar na base de Dynkin. Nesta base, o produto escalar entre dois pesos quaisquer de uma mesma
representac¸a˜o e´ dado por
µ · λ = µTM(g)λ, (2.24)
onde Q(g) e´ a forma quadra´tica, definida por (sem soma nos ı´ndices)
Mij(g) = (K
−1)ij(g)
α2i
2
. (2.25)
2.2 Condic¸o˜es Necessa´rias para a Soluc¸a˜o de Monopolo Magne´tico
Consideremos uma teoria de Yang-Mills-Higgs com grupo de gauge G, compacto e simples e a
densidade lagrangeana
L = −1
4
GaµνG
µν
a + (Dµφ)†(Dµφ)− V (φ, φ†), (2.26)
onde φ e´ o campo de Higgs, que esta´ em uma representac¸a˜o arbitra´ria, responsa´vel pela quebra
espontaˆnea de simetria G→ G0, W µ =W µa Ta sa˜o os campos de gauge,
Gµν = Gµνa Ta = ∂
µW ν − ∂νW µ + ie[W µ,W ν ]
4Em geral, Λ∨w(G) 6= Λw(G
∨) quando G na˜o e´ o grupo de recobrimento universal.
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e´ o tensor intensidade de campo, e
Dµφ = ∂µφ+ ieW µφ
e´ a derivada covariante de gauge. Sob uma transformac¸a˜o de gauge os campos se transformam
como
φ→ gφ,
Dµφ→ gDµφ,
W µ → gW µg−1 + i
e
(∂µg)g−1 = − i
e
gDµg−1,
Gµν → gGµνg−1,
onde g ∈ G.
Desejamos obter uma soluc¸a˜o topolo´gica com o comportamento de um monopolo magne´tico.
Um so´liton topolo´gico e´ uma soluc¸a˜o para as equac¸o˜es de movimento para campos cla´ssicos, de
energia finita e confinada em uma regia˜o finita do espac¸o. Em um ponto afastado desta soluc¸a˜o,
r→∞, os campos devem estar no chamado va´cuo de Higgs, ou seja, satisfazem
V (φ) = 0, (2.27)
Dµφ = 0, (2.28)
para que assim a energia desta configurac¸a˜o seja finita.
O conjunto de todas as configurac¸o˜es do campo de Higgs, tais que satisfazem a equac¸a˜o (2.27)
formam a chamada variedade de va´cuo da teoria
M0 = {φ | V (φ) = 0} . (2.29)
O grupo na˜o quebrado e´ definido por
G0 = {g ∈ G | gφ0 = φ0, φ0 ∈M0} . (2.30)
Na pra´tica e´ dif´ıcil encontrar o grupo na˜o quebrado diretamente a partir de sua definic¸a˜o. Torna-se
mais fa´cil encontrar a a´lgebra de Lie correspondente e posteriormente obter o grupo a partir dessa
a´lgebra e de sua representac¸a˜o. Escrevendo um elemento h ∈ G0 em termos dos geradores da
a´lgebra e aplicando em φ0 ∈M0 obtemos
hφ0 = exp(iωaTa)φ =
[
1 + iωaTa +
(iωaTa)
2
2!
+ ...
]
φ0 = φ0
implicando que Taφ0 = 0. Se go e´ a a´lgebra de Lie do grupo na˜o quebrado, enta˜o seus geradores
sa˜o dados por {Ta ∈ g | Taφ0 = 0, φ0 ∈M0} .
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Para haver quebra de simetria e´ necessa´rio que M0 seja degenerado, pois caso contra´rio todo
g ∈ G levaria φ0 ∈ M0 em φ0. Assumimos que G age transitivamente sobre M0, ou seja, dado
φ1, φ2 ∈ M0, existe g12 ∈ G tal que φ1 = g12φ2. Isso e´ deseja´vel para que a partir de um estado
qualquer de va´cuo possamos atingir qualquer outro por meio de uma transformac¸a˜o de gauge. Com
essa hipo´tese satisfeita, podemos escrever dois elementos φ1, φ2 ∈M0 como φ1 = g1φ0 e φ2 = g2φ0
para um dado φ0 ∈ M0 e g1, g2 ∈ G. Se φ1 = φ2 enta˜o g2 = g1h, h ∈ G0. Dois elementos
g1, g2 ∈ G esta˜o associados a uma mesma configurac¸a˜o de va´cuo se e somente se eles eles pertencem
a mesma classe de G0 em G. Dado um elemento g ∈ G, conjunto de todos os elementos da forma
gh, ∀ h ∈ G0, possuem uma relac¸a˜o de equivaleˆncia entre si e portanto formam uma classe de
equivaleˆncia. O conjunto de todas estas classes de equivaleˆncias forma o chamado espac¸o quociente
G/G0.
Existe uma relac¸a˜o um para um entre estas classes de equivaleˆncia e os elementos de M0
M0 ∼= G/G0. (2.31)
Os valores assinto´ticos de φ da˜o um mapeamento cont´ınuo da esfera S2 emM0. Estas poss´ıveis
configurac¸o˜es assinto´ticas de φ se divide em setores topolo´gicos de acordo com suas classes de
homotopia. Como veremos, uma condic¸a˜o necessa´ria para a existeˆncia de monopolos esta´veis de
origem topolo´gica e´ π2(M0) = π2(G/G0) na˜o trivial, onde π2(M0) e´ o segundo grupo de homotopia
de M0.
Da equac¸a˜o (2.28) e a definic¸a˜o de tensor intensidade de campo, obtemos
Gµνφ = 0, (2.32)
ou seja, no va´cuo de Higgs, as u´nicas componentes na˜o nulas de Gµν sa˜o aquelas que pertencem a
g0.
Definimos a soluc¸a˜o de monopolo magne´tico como sendo uma soluc¸a˜o esta´tica, de energia finita
e com a seguinte forma assinto´tica, r →∞, para o campo magne´tico
Bi(θ, ϕ) = −1
2
ǫijkGjk(θ, φ)) =
ri
4πr3
G(rˆ(θ, ϕ)), (2.33)
onde G(rˆ) e´ uma carga magne´tica na˜o-abeliana que assumimos ser covariantemente constante
DiG(rˆ) = 0. (2.34)
Esta carga magne´tica esta´ associada a um elemento de π2(G/G0). Parametrizamos a esfera S
2 por
rˆ : I × I → S2, com I = [0, 1]. Ha´ uma correspondeˆncia um para um entre este quadrado unita´rio
e a esfera, exceto que todo o per´ımetro de I × I e´ mapeado em um u´nico ponto rˆ0 ∈ S2. Seja
φ0 = φ(rˆ0) = φ(s, 0), (2.35)
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com s ∈ [0, 1] e
Dt = ∂r
i
∂t
Di.
Impondo Dtφ = 0, obtemos
∂φ
∂t
= ieW iφ
∂ri
∂t
.
Esta equac¸a˜o tem a forma da equac¸a˜o de Schroedinger e para resolve-la introduzimos o ana´logo ao
operador de evoluc¸a˜o temporal, na forma de um elemento de grupo satisfazendo
Dtg(s, t) = 0
g(s, 0) = I
Onde I e´ a identidade do grupo. A soluc¸a˜o e´ dada pela fo´rmula de Dyson
g(s, t) = T
[
exp
(
ie
∫ t
0
Wi
∂ri
∂t
dt
)]
,
onde T indica que a exponencial deve ser expandida e os fatores de Wi ordenados temporalmente
antes da integrac¸a˜o ser efetuada. Esta soluc¸a˜o e´ u´nica e bem definida sobre o quadrado unita´rio.
Para ser bem definida sobre a esfera S2 ela deve ser un´ıvoca sobre todo o per´ımetro de I × I. Da
condic¸a˜o de contorno e de ∂r
i
∂t
= 0 em s = 0 e s = 1 obtemos
g(0, t) = g(1, t) = g(s, 0) = I. (2.36)
Definimos
h(s) = g(s, 1). (2.37)
Em geral, h(s) = g(s, 1) 6= I. Vemos que h(s) descreve um caminho fechado no grupo, fixo na
identidade e de
φ(s, t) = g(s, t)φ0 (2.38)
obtemos que h(s) ∈ G0, pois φ(s, 1) = φ0 e o caminho fechado descrito por h(s) e´ antes de
tudo sobre o grupo na˜o quebrado. Este caminho fechado define um elemento de π1(G0), o qual e´
identificado com o elemento de π2(G/G0) e consequentemente define o setor topolo´gico de φ. Duas
configurac¸o˜es de va´cuo, φ1(s, t) e φ2(s, t), pertencem a` mesma classe de homotopia se e somente se
h1(s) e h2(s) sa˜o homoto´picas.
Para encontrarmos a forma expl´ıcita de h(s) seguimos Christ [27] e Goldstone [28]. Temos que
Dtg = g∂t
e portanto
g−1Dt = ∂tg−1,
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∂t(g
−1Dsg) = g−1DtDsg
= g−1[Dt,Ds]g
= ieg−1Gijg
∂ri
∂t
∂rj
∂s
,
onde usamos Dtg = 0. Integrando em t de 0 a 1 obtemos
h−1
dh
ds
= ie
∫ 1
0
g−1Gijg
∂ri
∂t
∂rj
∂s
dt, (2.39)
pois g−1Dsg = 0 em t = 0 e g−1Dsg = h−1 dhds em t = 1.
Usando nossa definic¸a˜o para soluc¸a˜o de monopolo magne´tico, equac¸o˜es (2.33) e (2.34), podemos
resolver o lado direito de (2.39). De (2.34) e (2.38) obtemos
g−1G(rˆ(s, t))g = G(rˆ0)
e usando ∫ 1
0
rkǫijk
r3
dri
dt
dri
dt
dt =
∂Ω
∂s
com Ω(s) sendo o aˆngulo so´lido definido pelo caminho t ∈ [0, 1] com s fixo em S2 na origem,
chegamos a
h−1
dh
ds
=
1
4π
∂
∂s
ieG(rˆ0)Ω(s),
h(s) = exp
(
ieG(rˆ0)
Ω
4π
)
. (2.40)
Quando s vai de 0 a 1, Ω vai de 0 a 4π e como h(1) = I obtemos
exp (ieG(rˆ0)) = I. (2.41)
Para chegarmos nesta equac¸a˜o, usamos a nossa definic¸a˜o de monopolo magne´tico ao resolver (2.39),
ou seja, se ha´ uma soluc¸a˜o de monopolo, a equac¸a˜o (2.41) e´ satisfeita. Podemos afirmar enta˜o que
(2.41) e´ uma condic¸a˜o necessa´ria para que existam os monopolos magne´ticos. Chamamos esta
condic¸a˜o de condic¸a˜o de quantizac¸a˜o.
Da equac¸a˜o (2.32) chegamos em
Biφ = 0
e portanto G(rˆ0) ∈ g0, onde g0 e´ a a´lgebra de Lie do grupo na˜o quebrado. Ale´m disso, podemos
achar [9] uma transformac¸a˜o de gauge que roda G(rˆ0) na suba´lgebra de Cartan de g0
G(rˆ0) = ωihi = ω · h,
onde h = (h1, h2, . . . , hl) e´ a base da suba´lgebra de Cartan de g0.
E´ mais conveniente trabalhar com a condic¸a˜o de quantizac¸a˜o em G˜0, o grupo de recobrimento
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universal de G0. Dado um grupo de Lie, existe, a menos de isomorfismos, uma u´nica a´lgebra de Lie
correspondente. Ja´ para uma dada a´lgebra de Lie, existe uma classe de grupos de Lie associados.
Isso pode ser bem visualizado se soubermos que a a´lgebra de Lie e´ o espac¸o tangente a` identidade
do grupo de Lie, que e´ uma variedade diferencia´vel. Um ponto nesta variedade define um u´nico
espac¸o tangente, assim como um ponto em uma curva define uma u´nica reta tangente, e para um
mesmo espac¸o tangente podemos associar diferentes variedades, assim como para uma mesma reta
tangente podemos associar diferentes curvas. O grupo de recobrimento universal e´ o u´nico, dentro
desta classe, com a propriedade de ser simplesmente conexo, ou seja, qualquer caminho fechado
pode ser continuamente deformado ate´ um ponto. Os dois grupos sa˜o relacionados por
G0 ∼= G˜0
Ker(ρ)
, (2.42)
onde ρ : G˜0 → G0 e´ um homomorfismo de grupo e Ker(ρ) e´ o nu´cleo de ρ. Sabemos que Ker(ρ) ⊆
Z(G˜0) ⊂ ZN com Z(G˜0) sendo o centro de G˜0 e ZN o grupo c´ıclico de N elementos.
Seja T = eG(rˆ0) = eω · h um elemento da a´lgebra. Enta˜o
g = exp(iT ), g ∈ G0,
g˜ = e˜xp(iT ), g˜ ∈ G˜0
e e˜xp a exponenciac¸a˜o em G˜0. O nu´cleo de ρ e´ Ker(ρ) =
{
g˜ ∈ G˜0 | ρ(g˜) = I
}
. Temos que
ρ(g˜) = g,
pois ambos, g e g˜, sa˜o obtidos a partir do mesmo elemento da a´lgebra. Assim, a condic¸a˜o de
quantizac¸a˜o em G˜0 fica
e˜xp(ieω · h) ∈ Ker(ρ) ⊆ Z(G˜0). (2.43)
Como um elemento do centro, por definic¸a˜o, comuta com qualquer outro elemento da a´lgebra,
temos que
Eα = e˜xp(ieω · h)Eαe˜xp(−ieω · h)
= Eα + [ieω · h,Eα] + 1
2!
[ieω · h, [ieω · h,Eα]] + . . .
= Eα + ieω · αEα + 1
2!
(ieω · αEα) + . . .
= Eαe˜xp(ieω · α),
ou seja,
exp(ieω · α) = I, α ∈ Φ(G˜0). (2.44)
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A soluc¸a˜o para esta equac¸a˜o e´
eω · α
2π
∈ Z ⇒ eω
2π
∈ Λ∨w(G˜0). (2.45)
Na verdade (2.44) ou (2.45) na˜o sa˜o equivalentes a condic¸a˜o de quantizac¸a˜o, pois nem todo elemento
do centro de G˜0 esta´ no nu´cleo de ρ. A equac¸a˜o (2.45) e´, portanto, uma condic¸a˜o apenas necessa´ria
para chegarmos na condic¸a˜o de quantizac¸a˜o.
Definindo
Tω3 =
eω · h
4π
=
eG(rˆ0)
4π
, (2.46)
a condic¸a˜o de quantizac¸a˜o em G˜0 fica
e˜xp(4πiTω3 ) ∈ Ker(ρ) ⊆ Z(G˜0). (2.47)
2.3 Forma Assinto´tica para a Soluc¸a˜o de Monopolo Magne´tico
Na sec¸a˜o anterior usamos os paraˆmetros (s, t) variando em I × I para parametrizarmos a esfera
S2. Este intervalo foi conveniente porque esta´vamos interessados em relac¸o˜es de homotopia. Nesta
sec¸a˜o vamos obter a forma assinto´tica de φ e portanto torna-se mais conveniente parametrizarmos
a esfera S2 pelos aˆngulos (θ, ϕ) das usuais coordenadas esfe´ricas. As equac¸o˜es (2.35), (2.36) e (2.37)
ficam, respectivamente
φ0 = φ(rˆ0) = φ(0, ϕ),
g(θ, 0) = g(θ, 2π) = g(0, ϕ) = I,
h(ϕ) = g(π, ϕ).
Como g(π, 0) = I, podemos escrever
g(π, ϕ) = g(π, 0)h(ϕ)
ou enta˜o
h(ϕ) = g(π, 0)−1g(π, ϕ) = g(π, ϕ)g(π, 0)−1 . (2.48)
Seguiremos o procedimento de [7] para construirmos as soluc¸o˜es assinto´ticas dos campos.
Suponha que possamos encontrar dois outros geradores Tω1 , T
ω
2 ∈ g tais que Tω1 , Tω2 /∈ g0 e junto
com Tω3 , definido em (2.46), formem uma a´lgebra su(2), ou seja[
Tωi , T
ω
j
]
= iǫijkT
ω
k . (2.49)
Agora defina
g(θ, ϕ) = exp(iϕTω3 ) exp(iθT
ω
2 ) exp(−iϕTω3 ). (2.50)
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Pela equac¸a˜o (2.48) temos
h(ϕ) = g(π, ϕ)g(π, 0)−1
= exp(iϕTω3 ) exp(iπT
ω
2 ) exp(−iϕTω3 ) exp(−iπTω2 ).
Para resolvermos exp(iπTω2 ) exp(−iϕTω3 ) exp(−iπTω2 ), notamos que
g exp(iπTω2 )g
−1 = gIg−1 + giπTω2 g
−1 +
1
2!
giπTω2 g
−1giπTω2 g
−1 + . . .
e pela fo´rmula de Baker-Campbell-Hausdorff
exp(iaTj)Ti exp(−iaTj) = cos(a)Ti + sin(a)ǫijkTk, i 6= j, [Ti, Tj ] = ǫijkTk.
Assim
h(ϕ) = exp(iϕTω3 ) exp(iϕT
ω
3 )
= exp(2iϕTω3 ).
Vemos que quando ϕ vai de 0 a 2π, h(ϕ) vai de I, a identidade de G0, a exp(4πiT
ω
3 ). Em G0 isso
deve significar um caminho fechado, fixo na identidade e portanto o elemento exp(4πiTω3 ) ∈ Z(G˜0)
e´ identificado com I. Ja´ em G˜0, o caminho descrito por h(ϕ) vai de I, a identidade de G˜0, a
e˜xp(4πiTω3 ), pertencendo a um elemento de π1(G0). A forma assinto´tica do campo de Higgs e´
φ(θ, ϕ) = g(θ, ϕ)φ0. (2.51)
Aqui podemos ver o porque de exigirmos que Tω1 , T
ω
2 /∈ g0. Se toda suba´lgebra su(2) estivesse em
g0, o elemento g(θ, ϕ) estaria em G0 e levaria φ0 em φ0. Para os campos de gauge, tomamos o
ansataz
W i(θ, ϕ) = g(θ, ϕ)W icordag(θ, ϕ)
−1 +
i
e
(∂ig(θ, ϕ))g(θ, ϕ)−1, (2.52)
com
W rcorda =W
θ
corda = 0,
Wϕcorda =
G(rˆ0)
4πr
(1− cos θ)
sin θ
=
Tω3
er
(1− cos θ)
sin θ
sendo o potencial vetor na extremidade de um soleno´ide vindo do infinito. E´ deste potencial vetor
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que temos o campo magne´tico do monopolo de Dirac. O campo magne´tico resultante de (2.52) e´
Bi(θ, ϕ) =
ri
er3
g(θ, ϕ)Tω3 g(θ, ϕ)
−1
=
ri
4πr3
g(θ, ϕ)G(rˆ0)g(θ, ϕ)
−1
=
ri
4πr3
G(θ, ϕ), (2.53)
que e´ consistente com a soluc¸a˜o esperada, equac¸a˜o (2.33). As soluc¸o˜es de monopolos Zn esta˜o
separadas em diferentes setores topolo´gicos da variedade de va´cuo. Em [7], os autores usam nu´meros
inteiros , mo´dulo n, para identificar esses setores. No cap´ıtulo 4 iremos associar os vetores eω2pi a
elementos de Z(G˜0), que por sua vez, estara˜o associados a setores topolo´gicos de M0. Portanto,
em um dado setor topolo´gico, pode haver uma infinidade de vetores ω e, consequentemente, uma
infinidade de cargas magne´ticas. Essa relac¸a˜o entre os setores topolo´gicos e classes de equivaleˆncias
e´ semelhante ao que ocorre com as soluc¸o˜es de cordas Zn [21].
Cap´ıtulo 3
Dualidades Eletromagne´ticas
3.1 Dualidade no Eletromagnetismo de Maxwell
As equac¸o˜es de Maxwell no va´cuo sa˜o escritas como
∇ · E = 0, ∇× E + ∂B
∂t
= 0,
∇ ·B = 0, ∇×B − ∂E
∂t
= 0.
Observamos uma simetria entre os pares de equac¸o˜es ao fazermos a seguinte transformac¸a˜o
E 7→ −B, B 7→ E. (3.1)
Esta invariaˆncia que surge apo´s o mapeamento entre campos ele´tricos e magne´ticos e´ chamada
dualidade eletromagne´tica.
Quando estamos fora do va´cuo, as equac¸o˜es de Maxwell ficam
∇ · E = ρe, ∇× E + ∂B
∂t
= 0,
∇ ·B = 0, ∇×B − ∂E
∂t
= je
e perdemos a simetria sob a transformac¸a˜o (3.1). No entanto, podemos recupera´-la se introduzirmos
cargas magne´ticas, na forma
∇ · E = ρe, ∇× E + ∂B
∂t
= −jm,
∇ ·B = ρm, ∇×B − ∂E
∂t
= je
e, ale´m dos campos, mapearmos as cargas ele´tricas e magne´ticas
ρe 7→ −ρm, ρm 7→ ρe,
je 7→ −jm, jm 7→ je.
16
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Monopolos magne´ticos foram estudados mais profundamente, pela primeira vez, por Paul Dirac
[1]. Ele demonstrou que um u´nico monopolo magne´tico no universo garantiria a quantizac¸a˜o da
carga ele´trica. Estes monopolos propostos por Dirac, chamados monopolos de Dirac, sa˜o soluc¸o˜es
ad hoc. Da mesma forma, Zwanziger [29] e Schwinger [30] propuseram a existeˆncia de part´ıculas,
chamadas dyons, possuindo tanto carga ele´trica quanto magne´tica. Os campos, cargas e correntes
podem ser combinados da forma
E = E + iB,
ρ = ρe + iρm,
j = je + ijm
e assim ficamos com apenas um par de equac¸o˜es de Maxwell
∇ · E = ρ, ∇× E = i
(
∂E
∂t
+ j
)
que e´ invariante por
E 7→ −iE ,
ρ 7→ −iρ,
j 7→ −ij.
Na verdade, essa transformac¸a˜o e´ um caso particular da transformac¸a˜o de dualidade(
E′
B′
)
=
(
cos ξ sin ξ
− sin ξ cos ξ
)
=
(
E
B
)
,
(
ρ′e
ρ′m
)
=
(
cos ξ sin ξ
− sin ξ cos ξ
)
=
(
ρe
ρm
)
,
(
j′e
j′m
)
=
(
cos ξ sin ξ
− sin ξ cos ξ
)
=
(
je
jm
)
.
Se, por um lado, os monopolos de Dirac foram propostos apenas por razo˜es de simetria e este´tica
das equac¸o˜es de Maxwell, monopolos magne´ticos e dyons de origens topolo´gicas aparecem como
soluc¸a˜o das equac¸o˜es de movimento em teorias de Yang-Mills-Higgs.
3.2 Limite BPS para o Monopolo Magne´tico
Um monopolo magne´tico em uma teoria de Yang-Mills-Higgs possui a seguinte massa (energia)
no referencial de repouso
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M =
∫
d3xT00
=
∫
1
2
[
(Eia)
2 + (Bia)
2 + (D0φ)2a + (Diφ)2a + V (φa)
]
d3x, (3.2)
proveniente da lagrangeana de Yang-Mills
L = −1
4
GaµνG
µν
a +
1
2
(Dµφ)a(Dµφ)a − V (φ).
V (ϕ) =
1
4
λ(φ2 − |v|2)2.
Uma configurac¸a˜o de va´cuo satisfaz φ2 = |v|2 e produz a quebra espontaˆnea da simetria de
gauge. Na representac¸a˜o adjunta, podemos escrever a soluc¸a˜o de va´cuo como estando na CSA de
g [9], ou seja,
Φ = viHi. (3.3)
Os elementos matriciais dos geradores da a´lgebra na representac¸a˜o adjunta sa˜o dados por
(Ta)ij = ifiaj .
Se φ e´ uma configurac¸a˜o de va´cuo, enta˜o, independentemente da representac¸a˜o
Tφ = 0⇔ T ∈ g0,
onde T = θiTi e´ um gerador de g. Na representac¸a˜o adjunta temos
TΦ = θiTivjTj
= θiifjikvkTj
= θivkifikjTj
= θivk[Ti, Tk]
= [T,Φ]
e, portanto, vale
[T,Φ] = 0⇔ T ∈ g0. (3.4)
De (3.3) e (3.4), vemos que o rank(g0) = rank(g). Como o gerador v ·H satisfaz (3.4), temos
que o pro´prio φ e´ um gerador de g0 e (3.3) torna-se
Φ = vihi, (3.5)
onde os hi sa˜o agora os geradores de h0.
Os outros poss´ıveis geradores de g0 devem estar entre os operadores degrau de g. Para o va´cuo
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na forma (3.3) temos
[Eα,Φ] = −(α · φ)Eα, α ∈ Φ+(g)
= −(naαa · φ)Eα, na ∈ N, αa ∈ ∆(g).
Como φ esta´ em um espac¸o vetorial de mesma dimensa˜o que o espac¸o gerado pelas ra´ızes simples,
podemos escreve-lo em termos dessas ra´ızes e cada termo αa · φ e´ maior ou igual a zero. Sendo
assim,
Eα ∈ g0 ⇔ naαa · φ = 0, ∀ a = 1, . . . , r. (3.6)
Se, por exemplo, αa · φ > 0, ∀ a, enta˜o por (3.6) devemos ter na = 0, ∀ a, e portanto na˜o ha´
Eα em g0. O mesmo resultado e´ obtido, por procedimento ana´logo, para E−α. Deste modo,
g0 = u(1)
r = u(1)× u(1)× . . .× u(1), r vezes, um desses fatores u(1) sendo gerado por Φ. Se para
apenas um a = b tivermos αb ·φ = 0, enta˜o g0 = su(2)× u(1)r−1, com o fator su(2) correspondendo
a` raiz αb ou, equivalentemente, ao ponto do diagrama de Dynkin associado a αb. Em geral, para
k αa · φ = 0, temos g0 = k× u(1)r−k. O fator k sera´ semi-simples, se e somente se, para um u´nico
a = b tivermos αb · φ > 0. Dessa forma, g0 = k× u(1) e k e´ semi-simples, pois na˜o conte´m nenhum
fator u(1). A a´lgebra k tem como diagrama de Dynkin o diagrama de g com o ponto b deletado.
Nesse u´ltimo caso, onde k e´ semi-simples, a quebra, vista no grupo, fica
G→ K × U(1)
Z
, (3.7)
onde Z e´ um subgrupo c´ıclico do centro de K [31].
Para campos na representac¸a˜o adjunta, podemos calcular o limite inferior da massa deste mo-
nopolo [32]. Como (Eia)
2 e (D0φ)2a sa˜o termos positivos, temos
M ≥ 1
2
∫ [
(Bia)
2 + (Diφ)2a + V (φ)
]
d3x
=
1
2
∫ {[
Bia ∓ (Diφ)a
]2 ± 2Bia(Diφ)a + V (φ)} d3x
≥ ±
∫ [
Bia(Diφ)a + V (φ)
]
d3x
= ±
∫ [
∂i(B
i
aφ
a)− φaDiBia + V (φ)
]
d3x.
Da identidade de Bianchi, DνF˜µνa = 0, temos DiBia = 0. Ale´m disso, se V (φ) = 0, obtemos
M ≥ ±
∫
∂i(B
i
aφa)d
3x.
Usando o teorema da divergeˆncia chegamos a
M ≥ ±
∫
S2∞
(Biaφa)d
2Si = ±
∫
S2∞
1
l(Γ)
Tr(BiΦ)d2Si, (3.8)
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onde S2∞ denota a esfera no infinito. Vamos definir
Fµν =
1
|v|G
µν
a φa. (3.9)
Este tensor possui a importante propriedade de satisfazer, assintoticamente, as equac¸o˜es de Maxwell
homogeˆneas, associadas ao grupo U(1) na equac¸a˜o (3.7). Portanto, Fµν e´ chamado tensor intensi-
dade eletromagne´tica. Podemos, enta˜o, escrever a equac¸a˜o (3.8) como
M ≥ |v||G|, (3.10)
onde
G =
∫
S2∞
F˜ i0d2Si =
1
|v|
∫
S2∞
G˜i0a φad
2Si =
1
|v|
∫
S2∞
(Biaφa)d
2Si (3.11)
e´ a carga magne´tica associada ao fator U(1) em (3.7).
Quando todos os termos positivos que desprezamos sa˜o identicamente nulos
Ei = 0, (3.12)
(D0φ)a = 0, (3.13)
Bia = (Diφ)a, (3.14)
V (φ) = 0, (3.15)
obtemos o chamado limite BPS para a massa do monopolo
M = |v||G|. (3.16)
As equac¸o˜es (3.12)-(3.15) sa˜o as chamadas condic¸o˜es BPS.
3.3 Monopolo de ’t Hooft-Polyakov
O estudo sobre monopolos magne´ticos ressurgiu em 1974 quando ’t Hooft [2] e Polyakov [3]
descobriram monopolos magne´ticos de carater topolo´gico. Eles consideraram a teoria de Georgi-
Glashow, cuja densidade lagrangeana e´
L = −1
4
GaµνG
µν
a +
1
2
(Dµφ)(Dµφ)− 1
4
λ(φ2 − |v|2)2, (3.17)
com campo escalar na representac¸a˜o adjunta e quebra SO(3)→ SO(2).
O va´cuo da teoria e´ uma configurac¸a˜o de campos que satisfaz
φaφa = |v|2,
Dµφa = 0,
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Gµνa = 0.
Se a configurac¸a˜o de va´cuo que quebra a simetria for constante no espac¸o-tempo, por exemplo
φ =
 00
|v|

temos como grupo na˜o quebrado o grupo U(1), recaindo no eletromagnetismo de Maxwell. Os
campos Aµ3 e F
µν
3 , que correspondem ao gerador na˜o quebrado, sa˜o, respectivamente, o campo do
fo´ton e o tensor campo eletromagne´tico. Temos ainda dois bo´sons massivos, Aµ1 e A
µ
2 , e a part´ıcula
de Higgs.
No entanto, estamos interessados em soluc¸o˜es na˜o triviais. Essas soluc¸o˜es, apresentadas por ’t
Hooft e Polyakov, sa˜o so´litons com as propriedades de monopolos magne´ticos.
A mais simples soluc¸a˜o, na˜o trivial, de energia finita, e´
φa → |v|r
a
r
, r →∞
Dµφ
a → 0, r →∞
O comportamento assinto´tico de Aµa e F
µν
a sa˜o obtidos do seguinte modo
Dµφ
a = 0 = ∂µφ
a − eǫabcAbµφc.
Substituindo a forma assinto´tica de φ
δaµ
r
− r
arj
r2
δjµ = e
rc
r
ǫabcAbµ.
Considerando Aa0 = 0 e multiplicando a equac¸a˜o acima por r
jǫjab obtemos
Abi ∼
1
r2e
ǫjibr
j, r →∞.
A carga magne´tica do monopolo de ’t Hooft-Polyakov e´
G = 4π
e
(3.18)
e a forma assinto´tica do campo magne´tico e´
Bi(θ, φ) = g(θ, ϕ)
G0ri
4πr3
g(θ, ϕ)−1. (3.19)
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3.4 Dualidade de Montonen-Olive
A dualidade eletromagne´tica na teoria de Maxwell e´ uma dualidade em uma teoria abeliana,
pois o grupo de simetria da eletrodinaˆmica de Maxwell e´ o U(1). Podemos nos questionar enta˜o se
ha´ uma dualidade equivalente para teorias de gauge com grupos na˜o-abelianos. Essa pergunta foi
respondida por Montonen e Olive [10] ao considerarem o modelo de Georgi-Glashow. Neste modelo
temos o bo´son de Higgs com massa
MH =
√
2λ|v|,
o fo´ton Aµ na˜o massivo e os bo´son de gauge massivos W
±
µ com cargas ele´tricas
Q = ±e (3.20)
e massas
MW± = |Q||v| = e|v|. (3.21)
Para esta quebra de simetria temos
π2(G/G0) = π2(SO(3)/SO(2))
= π2(S
2)
= Z,
satisfazendo a condic¸a˜o necessa´ria para a existeˆncia de monopolos magne´ticos classificados de acordo
com setores topolo´gicos. De fato, ’t Hooft e Polyakov mostraram que tal teoria admite dois mono-
polos de cargas magne´ticas
G = ±4π
e
(3.22)
e massas, no limite BPS, iguais a
MM± = |G||v| = 4π
e
|v|. (3.23)
Agora, se considerarmos outra teoria de gauge, ideˆntica ao modelo de Georgi-Glashow, exceto
por usarmos a constante de acoplamento e∗ ao inve´s de e, obtemos monopolos magne´ticos com
cargas
G∗ = ±4π
e∗
(3.24)
e massas no limite BPS
M∗M± = |G∗||v| =
4π
e∗
|v| (3.25)
e bo´sons massivos com cargas ele´tricas1
Q∗ = ±e∗ (3.26)
1Estamos usando ~ = 1.
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e massas
M∗W± = |Q∗||v| = e∗|v|. (3.27)
Se nesta teoria, que chamamos de dual, tivermos
e∗ =
4π
e
, (3.28)
obtemos para o monopolo
G∗ = ±e, (3.29)
M∗M± = e|v| (3.30)
e para os bo´sons massivos
Q∗ = ±4π
e
, (3.31)
M∗W± =
4π
e
|v|. (3.32)
Vemos que na teoria dual os monopolos possuem cargas e massas iguais a`s dos bo´sons massivos na
teoria original e os bo´sons massivos possuem as cargas e massas dos monopolos na teoria inicial.
Ale´m disso, em ambas as teorias, o fo´ton e o bo´son de Higgs mante´m-se ideˆnticos. Esses fatos
levaram Montonen e Olive a conjecturar que temos um mapeamento de uma teoria com constante de
acoplamento forte em outra com constante de acoplamento fraco. Nesse mapeamento, monopolos de
uma teoria se comportariam como part´ıculas de gauge da teoria dual e vice-versa. Essa invariaˆncia e´
uma generalizac¸a˜o na˜o-abeliana da dualidade entre cargas ele´tricas e magne´ticas na eletrodinaˆmica
U(1). Ate´ o presente momento na˜o ha´ uma prova para esta conjectura, mas alguns testes indicam
sua validade. Um deles, proposto no pro´prio artigo em que e´ apresentada a conjectura diz respeito
a` forc¸a entre os monopolos. Manton [33] mostrou que a forc¸a entre um par de monopolos de mesma
carga e´ nula. Por outro lado calcula-se [10] que a forc¸a entre dois bo´sons massivos de mesma carga
tambe´m e´ nula, a forc¸a proveniente da troca de fo´tons sendo cancelada pela forc¸a proveniente da
troca de part´ıculas de Higgs.
Para que estas teorias sejam de fato equivalentes, e´ necessa´rio que a dualidade tambe´m seja
mantida a n´ıvel quaˆntico. Correc¸o˜es quaˆnticas levam a termos extras na constante de acoplamento
o que destroem a simetria entre as massas dos monopolos e das part´ıculas de gauge. Entretanto,
Osborn [34] mostrou que em uma teoria supersime´trica com N = 4 na˜o ha´ correc¸o˜es quaˆnticas e,
portanto, os resultados cla´ssicos continuam valendo.
3.5 Dualidade de Montonen-Olive para Grupos Arbitra´rios
Montonen e Olive obtiveram uma dualidade eletromagne´tica na teoria na˜o-abeliana mais simples
poss´ıvel, a com simetria su(2). Na sequeˆncia, Bais [11] generalizou esse resultado para um grupo
de gauge arbitra´rio, desde que compacto e simples, com o campo de Higgs ainda na representac¸a˜o
adjunta.
CAPI´TULO 3. DUALIDADES ELETROMAGNE´TICAS 24
Como vimos na sec¸a˜o 2.2, para haver monopolos devemos satisfazer a condic¸a˜o de quantizac¸a˜o
exp(ieG) = I, G = ω · h
que se aplica a um monopolo regular ou ponto-singular [5]2. Essa condic¸a˜o deve valer independen-
temente da representac¸a˜o utilizada. Portanto, aplicando exp(ieG) = I em um vetor de estado de
uma representac¸a˜o arbitra´ria, obtemos
exp(ieG)|λ〉 =
[
I+ ieω · h+ (ieω · h)
2
2!
+ . . .
]
|λ〉
=
[
I+ ieω · λ+ (ieω · λ)
2
2!
+ . . .
]
|λ〉
= exp(ieω · λ)|λ〉
= |λ〉,
implicando em eω · λ = 2πn, n ∈ Z. A soluc¸a˜o para essa equac¸a˜o e´
eω
2π
∈ Λ∨r (G˜). (3.33)
Devemos observar que aqui usamos a equac¸a˜o (2.41) que e´ mais fundamental que a equac¸a˜o (2.44).
Os monopolos estariam associados a rede das co-ra´ızes, particularlar para as co-ra´ızes tais que
α · v 6= 0. (3.34)
Esses monopolos podem ser constru´ıdos a partir de (2.49) e (2.50) com os geradores da suba´lgebra
su(2) dados por [11]
Tα1 =
Eα + E−α
2
,
Tα2 =
Eα − E−α
2i
,
Tα3 =
α
α2
·H.
Sabendo que
Bi =
ri
4πr3
gGg−1 =
ri
4πr3
g
2π
e
α∨ ·Hg−1
e
φ = gφ0g
−1 = gv ·Hg−1,
2Em [5], a condic¸a˜o de quantizac¸a˜o e´ obtida ao remover o soleno´ide de um monopolo singular. Esse monopolo
passa a ser ponto-singular e posteriormente pode ser tornado regular.
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podemos calcular a carga magne´tica. De (3.11),
G = 1|v|
∫
S2∞
1
l(Γ)
Tr(BiΦ)d2Si
=
1
|v|
∫
S2∞
ri
4πr3
1
l(Γ)
2π
e
Tr[(α∨ · h)(v · h)]d2Si
=
2π
e|v|α
∨ · v
∫
S2∞
ri
4πr3
d2Si
=
2π
e|v|α
∨ · v (3.35)
e substituindo em (3.16) obtemos o limite BPS para a massa dos monopolos
MMα = |v||G| = 2π
e
|v · α∨|. (3.36)
Ja´ as massas das part´ıculas de gauge massivas sa˜o
MW±α = e|v · α|. (3.37)
Na teoria dual essas massas ficam
M∗Mβ =
2π
e∗
|v · β∨|, (3.38)
M∗W±β = e
∗|v · β|. (3.39)
Os monopolos fundamentais sa˜o aqueles com as menores cargas magne´ticas e massas.
Como α∨ sa˜o ra´ızes associadas ao grupo dual G∨, podemos verificar que o espectro de massas e
cargas magne´ticas dos monopolos de uma teoria com grupo de gauge G e constante de acoplamento
e coincidem com o espectro de massas e cargas ele´tricas das part´ıculas de gauge com grupo de
gauge G∨ e constante de acoplamento e∗ = 2pi
e
, o que indica uma poss´ıvel dualidade entre essas
teorias.
Cap´ıtulo 4
Monopolos Z2
4.1 Quebra su(n) em so(n) invariante por automorfismo de Cartan
Vamos analisar soluc¸o˜es de monopolos Z2 em uma teoria de Yang-Mills-Higgs com simetria de
gauge su(n) e um campo escalar na parte sime´trica da representac¸a˜o n× n, ou seja na irrep. com
Λ = 2λ1 do su(n). Queremos uma quebra G → G0, tal que π2(G/G0) = Z2 e vamos considerar
a´lgebras so(n) que sa˜o invariantes por automorfismos.
Um automorfismo de uma a´lgebra de Lie g e´ uma bijec¸a˜o ω : g → g que preserva a estrutura
da a´lgebra, ou seja
ω([x, y]) = [ω(x), ω(y)], x, y ∈ g.
O conjunto de todos os automorfismos de g e´ denotado por Aut (g). Este conjunto e´ um grupo, pois
possui um produto, dado pela composic¸a˜o de mapas, o qual e´ associativo, um elemento identidade,
dado pelo mapa trivial id e um elemento inverso para cada ω ∈ Aut (g).
O automorfismo ω e´ dito de ordem N se existe N ∈ N, tal que
ωN = ω ◦ ω ◦ . . . ◦ ω︸ ︷︷ ︸
N vezes
= id .
Quando na˜o existe tal N , o automorfismo e´ dito de ordem infinita.
Sob um automorfismo ω de ordem N , a a´lgebra de Lie g se decompo˜e na soma direta
g =
N−1⊕
i=0
g(i), (4.1)
onde
g(j) =
{
x ∈ g |ω(x) = exp
(
2πij
N
)
x
}
(4.2)
sa˜o autoespac¸os de ω. Somente g(0) e´ uma suba´lgebra de g.
O automorfismo de Cartan e´ definido por
σ(Ha) = −Ha, (4.3)
σ(Eα) = −E−α, (4.4)
26
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onde Ha e E±α sa˜o os geradores da CSA e os operadores degrau de g, respectivamente. Esse
automorfismo possui ordem 2 e os geradores dos autoespac¸os g(0) e g(1) sa˜o
g(0) =
{
Eα − E−α, α ∈ Φ+(g)
}
, (4.5)
g(1) =
{
Ha, a = 1, . . . , r, Eα − E−α, α ∈ Φ+(g)
}
, (4.6)
onde r = rank(g).
A a´lgebra su(n), ou An−1, possui (n
2 − 1) geradores, sendo que (n − 1) destes sa˜o geradores
da suba´lgebra de Cartan. Portanto, rank(g) = r = (n − 1). Na representac¸a˜o n-dimensional, um
elemento da CSA pode ser escrito como
(A)ij = aiδij ,
∑
ai = 0 (4.7)
e os (n2 − n) operadores degrau da forma
(Eij)kl = δikδjl, i 6= j. (4.8)
Os operadores degrau Eij e Eji correspondem aos operadores para duas ra´ızes opostas. A
raiz de Eij e´ ei − ej , onde ei sa˜o vetores ortonormais no espac¸o vetorial n-dimensional, ou seja,
(ei)j = δij . A raiz ei − ej e´ positiva se i < j, negativa se i > j e simples se j = i + 1. Podemos
enta˜o escrever os geradores de g(0) como sendo
Mij = −i (Eij − Eji) , (4.9)
que sa˜o n(n− 1) matrizes antissime´tricas n × n que geram a suba´lgebra so(n) ⊂ su(n). Inserimos
a constante −i para garantirmos que Mij seja hermitiana. Por exemplo, para o su(3) temos as
matrizes de Gell-Mann
λ2 = −i (E12 − E21) =
√
2
2i
(Eα1 − E−α1) ,
λ5 = −i (E13 − E31) =
√
2
2i
(Eα1+α2 − E−α1−α2) ,
λ7 = −i (E23 − E32) =
√
2
2i
(Eα2 − E−α2)
gerando uma suba´lgebra so(3).
Precisamos, agora, encontrar uma configurac¸a˜o de va´cuo para o campo de Higgs que produza
a quebra su(n) → so(n). Os n pesos da representac¸a˜o n-dimensional do su(n) podem ser escritos
em termos dos vetores ortonormais ei como
λ = ei − 1
n
n∑
j=1
ej , i = 1, 2, . . . , n. (4.10)
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Iremos representar por |ei〉, i = 1, 2, . . . , n os auto-estados associados aos pesos (4.10). Cada
auto-estado |ei〉 pode ser representado por uma matriz coluna com apenas um 1 na i-e´sima linha.
Portanto, a ac¸a˜o dos operadores (4.8) nos vetores de estado e´
Eij |ek〉 = δjk|ei〉. (4.11)
Consideramos a configurac¸a˜o de va´cuo dada por
φ0 = v
n∑
i=1
|ei〉 ⊗ |ei〉, (4.12)
onde v e´ uma constante positiva. Usando o fato que em uma representac¸a˜o que e´ o produto tensorial
de duas representac¸o˜es um gerador T da a´lgebra atua como T ⊗ I+ I⊗ T , podemos obter
Mijφ0 = 0,
Haφ0 6= 0,
(Eα + E−α)φ0 6= 0
e portanto temos a quebra desejada. Pode-se verificar que os geradores
hk =
Eα2k−1 − E−α2k−1
i
, k = 1, 2, . . . , rank(so(n)) (4.13)
formam uma base ortogonal da CSA da suba´lgebra so(n).
Precisamos calcular π2(G/G0) ∼= π2(M0) e verificar se o grupo resultante e´ na˜o trivial, podendo
assim a teoria apresentar soluc¸o˜es de monopolo magne´tico. A sequeˆncia exata de homotopia e´ uma
sequeˆncia [16]
πn(G0)→ πn(G)→ πn(G/G0)→ πn−1(G0)→ πn−1(G)→ . . .
. . .→ π2(G)→ π2(G/G0)→ π1(G0)→ π1(G)→ π1(G/G0)→ π0(G0)→ π0(G), (4.14)
onde πn e´ o n-e´simo grupo de homotopia, G0 ⊂ G sa˜o espac¸os topolo´gicos, no nosso caso grupos
de Lie, e cada mapa da sequeˆncia e´ um homomorfismo, cujo nu´cleo e´ igual a imagem do mapa
anterior. Para um grupo de Lie compacto G, Cartan demonstrou que
π2(G) = {I} . (4.15)
Ale´m disso,
π1(G) = {I} ⇔ G simplesmente conexo (4.16)
e
π0(G) = {I} ⇔ G conexo. (4.17)
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Suponhamos que G seja simplesmente conexo. Enta˜o, de (4.14), (4.15) e (4.16) temos
{I} → π2(G/G0)→ π1(G0)→ {I} . (4.18)
Seja os homomorfismos f : {I} → π2(G/G0), i : π2(G/G0) → π1(G0) e k : π1(G0) → {I} e Im(f)
a imagem de f . Temos que Ker(i) = Im(f) = I e Im(i) = Ker(k) = π1(G0). Isso significa,
respectivamente, que i(I) = I e i e´ sobrejetor. Concluimos que i e´ um isomorfismo, ou seja, um
homomorfismo bijetor. Sendo assim
π2(G/G0) ∼= π1(G0) (4.19)
se G e´ simplesmente conexo. Se G na˜o e´ simplesmente conexo, enta˜o
π2(G/G0) = Ker {π1(G0)→ π1(G)} . (4.20)
A equac¸a˜o (4.20) e´, em geral, dif´ıcil de ser resolvida diretamente e para obtermos π2(G/G0)
quando G na˜o e´ simplesmente conexo, usamos [16], [35]
π2(G/G0) = π2(G˜/Ĝ0) ∼= π1(Ĝ0), (4.21)
onde Ĝ0 e´ o subgrupo na˜o quebrado obtido de G˜, o grupo de recobrimento universal de G.
O grupo de gauge G e o grupo na˜o quebrado G0 sa˜o dados por
G ∼= G˜
Ker(ρ)
,
G0 ∼= G˜0
Ker(ρ0)
e no nosso caso G˜ = SU(n) e G˜0 = Spin(n) sa˜o os grupos de recobrimento universal associado
as a´lgebras g = su(n) e g0 = so(n), respectivamente. Para obtermos Ĝ0 a partir de G˜ usamos o
seguinte teorema [36]: Sejam G′ ⊂ G grupos de Lie semi-simples com a´lgebras de Lie g′ ⊂ g, grupos
de recobrimento universal G˜′ e G˜ com representac¸o˜es ΓΛ′(G˜
′) e ΓΛ(G˜). Se
G ∼= G˜
Ker(ΓΛ(G˜))
, (4.22)
enta˜o
G′ ∼= G˜
′
Ker(ΓΛ′(G˜′))
. (4.23)
A representac¸a˜o de G′ com peso mais alto Λ′ e´ a representac¸a˜o obtida a partir da representac¸a˜o
irredut´ıvel de G com peso mais alto Λ quando vemos g0 como uma imersa˜o em g. Para G ∼= G˜
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precisamos
Ker(ΓΛ(G˜)) = I, (4.24)
o que e´ obtido com Λ = λ1 para G = SU(n). Vamos mostrar isso agora. Em geral, o centro de
grupo de Lie G˜ e´ um grupo c´ıclico e pode ser escrito como isomorfo a`s seguintes classes [37], [38]
Z(G˜) ∼=
{
e˜xp(2πiγ∨ ·H), e˜xp
[
2πi(λ∨τ(0) + γ
∨) ·H
]
, e˜xp
[
2πi(λ∨
τ2
(0)
+ γ∨) ·H
]
, . . .
}
, (4.25)
onde γ∨ ∈ Λ∨r (G˜), τ(0) e´ o ponto do diagrama de Dynkin estendido, relacionado ao ponto zero por
uma transformac¸a˜o de simetria e marcados como pontos pretos na tabela B.1 eH = (H1,H2, . . . ,Hr)
sa˜o os geradores de h. Para G˜ = SU(n) temos
Z(SU(n)) = Zn ∼=
{
exp(2πiγ∨ ·H), exp [2πi(λ∨1 + γ∨) ·H] ,
exp
[
2πi(λ∨2 + γ
∨) ·H] , . . . , exp [2πi(λ∨n−1 + γ∨) ·H]} (4.26)
O nu´cleo da representac¸a˜o ΓΛ(G˜) consiste nos elementos g ∈ G˜, tais que
g|Λ− β〉 = |Λ− β〉
para todos os estados |Λ− β〉 da representac¸a˜o, onde Λ e´ o peso mais alto da representac¸a˜o e β e´
uma raiz positiva. Como queremos Ker(ΓΛ(G˜)) = Ker(ρ) e Ker(ρ) ∈ Z(G˜), enta˜o basta atuarmos
os elementos de (4.26) nos vetores da representac¸a˜o. Para Λ = λ1 temos
exp(2πiγ∨ ·H)|λ1 − β〉 = exp
[
2πiγ∨ · (λ1 − β)
] |λ1 − β〉
= |λ1 − β〉
e
exp
[
2πi(γ∨ + λ∨k ) ·H
] |λ1 − β〉 = exp [2πi(γ∨ + λ∨k ) · (λ1 − β)] |λ1 − β〉
6= |λ1 − β〉, ∀ k = 1, . . . , 2l + 1
onde usamos (2.10), (2.16), (2.17) e (2.24). Portanto
Ker(Γλ1(SU(n))) = {I}
e
G ∼= G˜ = SU(n). (4.27)
Para obtermos Ĝ0 de G˜,
Ĝ0 ∼= G˜0
Ker(ΓΛ(G˜0))
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precisamos saber como a representac¸a˜o Γλ1(su(n)) se decompo˜e quando vamos para a suba´lgebra
so(n). As regras de decomposic¸a˜o das irrep. com Λ = λ1 e Λ = 2λ1 do su(n) no so(n) sa˜o [17],
respectivamente
(1 0 0 . . . 0) ≃ (1 0 0 . . . 0), (4.28)
(2 0 0 . . . 0) ≃ (2 0 0 . . . 0)⊕ (0 0 0 . . . 0), (4.29)
onde esses vetores esta˜o na base de Dynkin, ou seja, na base dos pesos fundamentais. O lado
esquerdo da´ o peso mais alto da irrep.. do su(n) e o lado direito o(s) peso(s) mais alto(s) da
representac¸a˜o do so(n). Como as a´lgebras so(3), so(4) e so(6) sa˜o isomorfas a`s a´lgebras su(2),
su(2) ⊕ su(2) e su(4), respectivamente, vamos considerar agora apenas os casos n ≥ 7 e n = 5,
deixando para o apeˆndice A a ana´lise particular de cada caso na˜o considerado na deduc¸a˜o geral.
Ale´m disso, temos que analisar separadamente os casos so(n) = so(2m + 1) = Bm e so(n) =
so(2m) = Dm.
Pela simetria do diagrama de Dynkin estendido do so(2m+1) vemos que o centro do Spin(2m+1)
e´
Z(Spin(2m+ 1)) = Z2 ∼=
{
exp(2πiγ∨ · h), exp [2πi(λ∨1 + γ∨) · h]} .
Agindo esses elementos nos vetores de estado da irrep.. com Λ = λ1 do so(2m+ 1) obtemos
exp
[
2πi(γ∨) · h)] |λ1 − β〉 = |λ1 − β〉,
exp
[
2πi(γ∨ + λ∨1 ) · h)
] |λ1 − β〉 = |λ1 − β〉.
Desse modo,
Ker(Γλ1(Spin(2m+ 1)) = Z2 (4.30)
e
Ĝ0 =
Spin(2m+ 1)
Z2
∼= SO(2m+ 1). (4.31)
Para o Spin(2m) temos
Z(Spin(2m)) =
{
Z2 × Z2 se 2m = 4k
Z4 se 2m = 4k + 2,
onde k ∈ N. Em ambos os casos
Z(Spin(2m)) ∼= {exp(2πiγ∨ · h), exp [2πi(λ∨1 + γ∨) · h] ,[
2πi(λ∨m−1 + γ
∨) · h] exp [2πi(λ∨m + γ∨) · h]}
Aplicando esses elementos na irrep.. com Λ = λ1 do so(2m) de (4.28) obtemos
exp(2πiγ∨ · h)|λ1 − β〉 = |λ1 − β〉,
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exp
[
2πi(γ∨ + λ∨1 ) · h)
] |λ1 − β〉 = |λ1 − β〉,
exp
[
2πi(γ∨ + λ∨l ) · h)
] |λ1 − β〉 = −|λ1 − β〉,
exp
[
2πi(γ∨ + λ∨l+1) · h)
] |λ1 − β〉 = −|λ1 − β〉
e o nu´cleo da representac¸a˜o fica
Ker(Γλ1(Spin(2m)) = Z2
∼= {exp(2πiγ∨ · h), exp [2πi(λ∨1 + γ∨) · h]} (4.32)
e
Ĝ0 =
Spin(2m)
Z2
∼= SO(2m). (4.33)
Substituindo em (4.27), (4.31) e (4.33) em (4.21), chegamos a
π2(M0) ∼= π2(G/G0)
∼= π1(SO(n))
= Z2 ∼=
{
exp(2πiγ∨ · h), exp [2πi(λ∨1 + γ∨) · h]} (4.34)
e obtemos assim a condic¸a˜o necessa´ria para termos monopolos Z2.
4.2 Quebra su(2m + 1) em so(2m + 1) invariante por automorfismo externo
Considere, por exemplo, o diagrama de Dynkin da a´lgebra A5
1
2345
Podemos observar que as permutac¸o˜es dos pontos 1 por 5, 2 por 4 e 3 por 3 constituem uma
simetria do diagrama. Sempre que isso acontece temos um autormorfismo, chamado externo [37].
Mais precisamente, se i representa os pontos do diagrama de Dynkin, enta˜o i→ τ(i) constitui um
automorfismo externo, desde que a matriz de Cartan da a´lgebra satisfac¸a.
Kτ(i)τ(j) = Kij . (4.35)
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Sob τ , os geradores da a´lgebra sa˜o mapeados da seguinte forma 1
τ(Hi) = Hτ(i),
τ(E±i) = E±τ(i), (4.36)
ou seja, operadores de Cartan sa˜o mapeados em operadores de Cartan e operadores degrau asso-
ciados a ra´ızes simples sa˜o mapeados em operadores degrau associados a simples. O conjunto dos
automorfismos desse tipo, para uma dada a´lgebra de Lie, forma um grupo finito dentro do conjunto
dos automorfismos externos dessa a´lgebra. Vamos denotar esse grupo por Aut ∆(g). As u´nicas
a´lgebras de Lie simples com Aut ∆(g) na˜o trivial sa˜o as a´lgebras Ar, Dr e E6.
Chamamos de o´rbita o conjunto de pontos do diagrama de Dynkin identificados por τ . Por
exemplo, no caso A5 os pontos 1 e 5 formam a o´rbita 〈1〉, os pontos 2 e 4 a o´rbita 〈2〉 e o ponto 3 a
o´rbita 〈3〉. Se, para cada o´rbita, nenhum de seus pontos esta˜o ligados, enta˜o o automorfismo e´ dito
direto. Caso contra´rio e´ na˜o direto. O caso direto se aplica a`s a´lgebras A2l−1, Dl e E6, enquanto o
caso na˜o direto se aplica apenas a`s a´lgebras A2l.
Para um automorfismo τ ∈ Aut ∆(g) direto, os geradores da a´lgebra g(0) de (4.2) sa˜o
H〈i〉 =
∑
j∈〈i〉
Hj,
E±〈i〉 =
∑
j∈〈i〉
E±j. (4.37)
Uma vez que pontos na mesma o´rbita na˜o esta˜o ligados, temos Kkl = 0 para k, l ∈ 〈i〉, k 6= l e ω
direto. Usando esse fato obtemos
[
H〈i〉, E±〈i〉
]
= 2E±〈i〉,[
E〈i〉, E−〈j〉
]
= δijH〈i〉, (4.38)
significando queH〈i〉 e E〈i〉 esta˜o com a normalizac¸a˜o correta. Com a verificac¸a˜o de (4.38), podemos
escrever
[H〈j〉, E〈i〉] = K〈i〉〈j〉E〈i〉, (4.39)
onde
K〈i〉〈j〉 =
∑
j∈〈j〉
Kij =
1
|〈i〉|
∑
i∈〈i〉,j∈〈j〉
Kij , (4.40)
com |〈i〉| sendo o nu´mero de elementos na o´rbita 〈i〉. E´ poss´ıvel mostrar que os geradores H〈i〉
formam a base da CSA de g0 e, portanto, K〈i〉〈j〉 e´ a matriz de Cartan de g0. Sendo assim,
para estas suba´lgebras invariantes por automorfismo externo, os elementos da CSA de g0 sa˜o uma
combinac¸a˜o dos elementos da CSA de g, diferentemente do caso onde obtemos a suba´lgebra por
1Nessa sec¸a˜o usaremos seguinte a notac¸a˜o: Hj ≡ Hαj =
2αj
α2
j
·H e E±j ≡ E±αj .
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automorfismo de Cartan e os elementos de h0 eram dados por (4.13). O correspondente diagrama
de Dynkin e´ obtido por uma dobradura do diagrama original. Temos as seguintes dobraduras para
o caso direto:
• A2n−1 7→ Cn
12n2n

2n

1<1
>
2<n

1
>
<n
<1
>
2
<n
>
.. .
• Dn+1 7→ Bn
12
n

1
n
+
1
<1
>
2<n

1
>
<n
<1
>
2
. .
n
<n

1
>
<n
>
• D4 7→ G2
12
4
<1
>
<2
>
<1
>
<
>
3
• E6 7→ F4
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<1
>
2
<1
>
<
3
>
3
5
6
4
2
<
>
<4
>
Podemos observar que todas as a´lgebras simples que possuem lac¸os mu´ltiplos entre pontos de seus
diagramas, podem ser obtidas por dobradura.
As ra´ızes simples de g0 para o automorfismo direto sa˜o
α〈i〉 =
1
|〈i〉|
∑
j∈〈i〉
αj, (4.41)
Podemos verificar que
α2〈i〉 =
α2i
|〈i〉| =
2
|〈i〉| (4.42)
e assim temos as co-ra´ızes simples
α∨〈i〉 =
2α〈i〉
α2〈i〉
=
∑
j∈〈i〉
αj . (4.43)
Por satisfazerem as condic¸o˜es de ortonormalidade com as ra´ızes simples, temos que os co-pesos
fundamentais de g0 sa˜o dados por
λ∨〈i〉 =
∑
j∈〈i〉
λj . (4.44)
A partir de (4.44) e da definic¸a˜o de co-peso fundamental, obtemos os pesos fundamentais
λ〈i〉 =
1
|〈i〉|
∑
j∈〈i〉
λj (4.45)
Para o automorfismo na˜o direto, o u´nico caso e´ o
• A2n 7→ Bn 2
2Para l ≥ 2. Quando l = 1 temos A2 7→ A1
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n
%
12
n
<1
>
2<
n
%
1
>
<
n
<1
>
2
. .
Para ficarmos com as relac¸o˜es de comutac¸a˜o corretas, equac¸o˜es (4.38), os geradores de g0 = Bl
devem possuir as seguintes normalizac¸o˜es
H〈i〉 =
∑
j∈〈i〉
Hj = Hαi +Hα2l+1−i ,
H〈l〉 = 2
∑
j∈〈l〉
Hj = 2(Hαl +Hαl+1),
E±〈i〉 =
∑
j∈〈i〉
E±j = Eαi + Eα2l+1−i ,
E±〈l〉 =
√
2
∑
j∈〈l〉
E±j =
√
2(Eαl + Eαl+1). (4.46)
Ra´ızes simples, co-ra´ızes simples, pesos e co-pesos fundamentais sa˜o dados por
α〈i〉 =
1
2
(αi + αl+1−i),
α∨〈i〉 =
2α〈i〉
α2〈l〉
= 2α〈i〉 = αi + αl+1−i, i 6= l,
α∨〈l〉 =
2α〈l〉
α2〈l〉
= 4α〈l〉 = 2(αl + αl+1),
λ〈i〉 =
1
2
(λi + λl+1−i), i 6= l,
λ〈l〉 =
1
4
(λl + λl+1),
λ∨〈i〉 = λi + λl+1−i, (4.47)
satisfazendo as condic¸o˜es de ortonormalidade (2.17).
Vemos, portanto, que sob um automorfismo externo, podemos obter as a´lgebras so(2m + 1) e
sp(2m) como suba´lgebras de su(2m+1) e su(2m), respectivamente. Precisamos enta˜o encontrar uma
configurac¸a˜o de va´cuo que seja aniquilada apenas pelos geradores (4.37) e (4.46) e assim teremos
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as quebras su(2m+ 1)→ so(2m+ 1) e su(2m)→ sp(2m). Conseguimos isso com a configurac¸a˜o
φ0 = v
n∑
l=1
(−1)l+1|el〉 ⊗ |en−l+1〉, (4.48)
e usando o fato de que αi + α2l+1−i = ei − ei+1 + e2l+1−i − e2l+2−i e Eαj = Ej,j+1. Procedendo da
mesma maneira que na sec¸a˜o 4.1 encontramos π2(G/G0) = Z2 ∼= {exp(2πiγ∨ · h), exp [2πi(γ∨ + λ∨1 ) · h]}
para a quebra su(2m+1)→ so(2m+1) e π2(G/G0) = {I} para a quebra su(2m)→ sp(2m), o que
significa que somente a primeira quebra apresenta soluc¸o˜es de monopolos magne´ticos. Portanto,
vamos apenas considerar a quebra su(2m + 1)→ so(2m + 1). Tambe´m podemos notar que para o
caso su(2m) o va´cuo (4.48) esta´ na parte anti-sime´trica da representac¸a˜o n× n do su(n) e na˜o na
parte sime´trica como nos outros casos.
4.3 Forma Assinto´tica do Monopolo Z2
Na sec¸a˜o 2.3 vimos como construir a soluc¸a˜o assinto´tica do monopolo magne´tico. Nesta sec¸a˜o
vamos aplicar aquele me´todo para obtermos a forma assinto´tica do monopolo Z2 em nossa teoria.
Vimos que
Tω3 =
eω · h
4π
=
eG(rˆ0)
4π
,
eω
2π
∈ Λ∨w(G˜0). (4.49)
A condic¸a˜o eω2pi ∈ Λw(Spin(n)∨) e´ necessa´ria, mas na˜o suficiente para satisfazermos a condic¸a˜o de
quantizac¸a˜o (2.47). Ja´ na sec¸a˜o anterior, vimos que somente se
eω
2π
∈ Λr(Spin(n)∨), λ∨1 + Λr(Spin(n)∨), (4.50)
teremos
e˜xp(4πiTω3 ) ∈ Ker(ρ). (4.51)
Os pesos da representac¸a˜o definidora do grupo dual G˜∨0 pertencem a` classe λ
∨
1 + Λr(Spin(n)
∨),
pois sa˜o todos constru´ıdos subtraindo ra´ızes positivas de G˜∨0 (co-ra´ızes positivas de G˜0) do peso
fundamental λ1 de G˜
∨
0 (co-peso fundamental de G˜0). Temos so(2m + 1)
∨ = sp(2m) e so(2m)∨ =
so(2m).
4.3.1 so(n) invariante por automorfismo de Cartan
Inicialmente vamos construir as soluc¸o˜es assinto´ticas para a quebra em so(n) invariante por
automorfismo de Cartan. Para encontrarmos os pesos de uma representac¸a˜o irredut´ıvel, escrevemos
Λ na base de Dynkin e para cada algarismo x, maior que zero, na y-e´sima componente subtra´ımos x
vezes a y-e´sima raiz simples, tambe´m na base de Dynkin, as quais sa˜o dadas pelas linhas da matriz
de Cartan correspondente. A cada subtrac¸a˜o obtemos um peso da irrep.. e continuamos enquanto
houverem algarismos maiores que zero. Para o sp(2m) ou Cm, os 2m pesos da representac¸a˜o
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definidora sa˜o
λ1 = ( 1 0 0 . . . 0 ),
λ1 − α1 = ( −1 1 0 . . . 0 ),
λ1 − α1 − α2 = ( 0 −1 1 0 . . . 0 ),
...
λ1 − α1 − α2 − . . . − αm = ( 0 0 . . . 1 −1 ),
λ1 − α1 − α2 − . . . − 2αm−1 − αm = ( 0 0 . . . 1 −1 0 ),
λ1 − α1 − α2 − . . . − 2αm−2 − 2αm−1 − αm = ( 0 . . . 1 −1 0 0 ),
...
λ1 − 2α1 − 2α2 − . . . − 2αm−1 − αm = ( −1 0 . . . 0 0 ).
(4.52)
As ra´ızes simples e pesos fundamentais de uma irrep.. podem ser escritos em termos dos vetores
ortonormais ei. Para a a´lgebra Cm temos
αi = ei − ei+1, i = 1, . . . ,m− 1,
αm = 2em,
λ1 = e1.
Substituindo no conjunto de pesos acima, obtemos que os pesos da representac¸a˜o definidora do
sp(2m), em termos dos vetores ortonormais, sa˜o
λ = ±ei, i = 1, . . . ,m.
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Para a a´lgebra so(2m) ou Dm temos os pesos da representac¸a˜o definidora
λ1 = ( 1 0 0 . . . 0 ),
λ1 − α1 = ( −1 1 0 . . . 0 ),
λ1 − α1 − α2 = ( 0 −1 1 0 . . . 0 ),
...
λ1 − α1 − α2 − . . .− αm−3 = ( 0 . . . 0 −1 1 0 0 ),
λ1 − α1 − α2 − . . .− αm−2 = ( 0 . . . 0 −1 1 1 ),
λ1 − α1 − α2 − . . .− αm−1 = ( 0 . . . 0 0 −1 1 ),
λ1 − α1 − α2 − . . .− αm = ( 0 . . . 0 1 −1 −1 ),
λ1 − α1 − α2 − . . .− 2αm−1 − αm = ( 0 0 . . . 1 −1 0 ),
λ1 − α1 − α2 − . . .− αm−3 − 2αm−2 − 2αm−1 − αm = ( 0 . . . 0 1 −1 0 0 ),
λ1 − α1 − α2 − . . .− 2αm−3 − 2αm−2 − αm−1 − αm = ( 0 . . . 1 −1 0 0 0 ),
...
λ1 − α1 − 2α2 − . . .− 2αm−2 − αm−1 − αm = ( 1 −1 0 . . . 0 ),
λ1 − 2α1 − . . .− 2αm−2 − αm−1 − αm = ( −1 0 0 . . . 0 ).
Substituindo as ra´ızes simples e λ1 em termos dos vetores ortonormais
αi = ei − ei+1, i = 1, . . . ,m− 1,
αm = em−1 + em,
λ1 = e1
tambe´m chegamos em
λ = ±ei, i = 1, . . . ,m (4.53)
para os pesos da representac¸a˜o definidora do Dm. Dessa forma, para cada peso ±ek, k = 1, . . . ,m,
das a´lgebras Cm ou Dm, o gerador
T±ek3 = ±
1
2
ek · h = ±1
2
hk = ±
Eα2k−1 − E−α2k−1
2i
satisfaz a condic¸a˜o de quantizac¸a˜o (4.51). Ale´m disso,
T±ek3 ∈ g0
e basta encontrarmos dois outros geradores de g, que na˜o esta˜o em g0 e que formem uma suba´lgebra
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su(2) e assim podermos realizar a construc¸a˜o da sec¸a˜o 2.3. Esses geradores sa˜o
T±ek3 = ±
1
2
ek · h = ±1
2
hk = ±
Eα2k−1 − E−α2k−1
2i
T±ek1 =
α2k−1 ·H
α22k−1
T±ek2 = ±
Eα2k−1 + E−α2k−1
2
. (4.54)
Podemos verificar que, de fato, temos uma suba´lgebra su(2)
[
T±ek1 , T
±ek
2
]
= ±α2k−1
α22k−1
·
[
H,Eα2k−1
]
+
[
H,E−α2k−1
]
2
= ±α
2
2k−1
α22k−1
Eα2k−1 − E−α2k−1
2
= iT±ek3 ,
[
T±ek1 , T
±ek
3
]
= ±α2k−1
α22k−1
·
[
H,Eα2k−1
]− [H,E−α2k−1]
2i
= ±α
2
2k−1
α22k−1
Eα2k−1 + E−α2k−1
2i
= −iT±ek2 ,
[
T±ek2 , T
±ek
3
]
=
− [Eα2k−1 , E−α2k−1]+ [E−α2k−1 , Eα2k−1]
4i
=
−2α2k−1 ·H − 2α2k−1 ·H
4iα22k−1
= −α2k−1 ·H
iα22k−1
= iT±ek1 ,
onde usamos (2.5) e (2.6). Portanto[
T±eki , T
±ek
j
]
= iǫijkT
±ek
k .
Podemos construir formas assinto´ticas de monopolos com cargas magne´ticas associadas a outros
elementos das classes (4.50). Os geradores associados a esses novos monopolos sa˜o uma combinac¸a˜o
dos geradores (4.54) e fisicamente esses monopolos seriam uma superposic¸a˜o daqueles discutidos
anteriormente. A soluc¸a˜o assinto´tica desses monopolos e´ da forma discutida na sec¸a˜o 2.3 com os
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geradores da suba´lgebra su(2) dados por
T±θkek3 = ±
m∑
k=1
θkek · h = ±
m∑
k=1
θkhk = ±
m∑
k=1
θk
Eα2k−1 − E−α2k−1
2i
T±θkek1 =
m∑
k=1
θk
α2k−1 ·H
α22k−1
T±θkek2 = ±
m∑
k=1
θk
Eα2k−1 + E−α2k−1
2
, (4.55)
onde θk = 0, 1 define quais os geradores que estamos usando nas combinac¸o˜es. A comutac¸a˜o entre
esses geradores e´
[
T±θkek1 , T
±θkek
2
]
= ±
m∑
k,j=1
θkθj
α2j−1
α22j−1
·
[
H,Eα2k−1
]
+
[
H,E−α2k−1
]
2
= ±
m∑
k,j=1
θkθj
K2k−1,2j−1
2
Eα2k−1 − E−α2k−1
2
= ±
m∑
k,j=1
θkθj
2δkj
2
Eα2k−1 − E−α2k−1
2
= ±
m∑
j=1
θj
Eα2k−1 − E−α2k−1
2
= iT±θkek3 ,
[
T±θkek1 , T
±θkek
3
]
= ±
m∑
k,j=1
θkθj
α2j−1
α22j−1
·
[
H,Eα2k−1
]− [H,E−α2k−1]
2i
= ±
m∑
k,j=1
θkθj
K2k−1,2j−1
2
Eα2k−1 + E−α2k−1
2i
= ±
m∑
k,j=1
θkθj
2δkj
2
Eα2k−1 + E−α2k−1
2i
= ±
m∑
j=1
θj
Eα2k−1 + E−α2k−1
2i
= −iT±θkek2 ,
CAPI´TULO 4. MONOPOLOS Z2 42
[
T±θkek2 , T
±θkek
3
]
=
m∑
k,j=1
θjθk
− [Eα2j−1 , E−α2k−1]+ [E−α2j−1 , Eα2k−1]
4i
=
m∑
k,j=1
θjθkδjk
(
−2α2j−1 ·H
4iα22j−1
− 2α2k−1 ·H
4iα22k−1
)
= −
m∑
j=1
θj
α2j−1 ·H
iα22j−1
= iT±θkek1 ,
onde Kjk e´ a matriz de Cartan da a´lgebra An.
A soluc¸a˜o assinto´tica correspondente a superposic¸a˜o dos monopolos (4.54), os quais chamare-
mos de monopolos fundamentais, e´ enta˜o constru´ıda a partir dos geradores (4.55). Atrave´s dessa
superposic¸a˜o podemos compreender o que significa a natureza Z2 desses monopolos. Para isso, nos
perguntamos: o que acontece quando superpomos dois monopolos fundamentais Z2? Usando (2.19)
podemos sempre escrever qualquer peso de uma irrep.. em termos das ra´ızes simples da a´lgebra.
Para a a´lgebra Cm, o peso fundamental λ1 pode ser escrito como
λ1 = α1 + α2 + . . .+ αm−1 +
1
2
αm
e para a a´lgebra Dm
λ1 = α1 + α2 + . . .+ αm−2 +
1
2
(αm−1 + αm).
Em ambos os casos vemos que 2λ1 ∈ Λr(Spin(n)∨) e portanto uma combinac¸a˜o de um nu´mero
par de monopolos fundamentais Z2 esta´ na classe Λr(Spin(n)
∨), associada ao elemento trivial I
do grupo c´ıclico Z2, enquanto que uma combinac¸a˜o de um nu´mero ı´mpar desses monopolos esta´
na classe λ1 + Λr(Spin(n)
∨), associada ao elemento na˜o trivial −I de Z2. Devemos notar ainda
que duas configurac¸o˜es pertencentes a mesma classe na˜o possuem, necessariamente, mesma carga
magne´tica G, conforme discutido no final da sec¸a˜o 2.3.
4.3.2 so(2m+ 1) invariante por automorfismo de externo
Para a quebra na suba´lgebra so(2m + 1) invariante por automorfismo externo, procedemos
da seguinte maneira: como vimos, os monopolos associados ao setor topolo´gico na˜o trivial esta˜o
associados a suba´lgebras su(2) ⊂ su(2m+ 1), onde, pela equac¸a˜o (4.49), devemos ter
T β3 =
β ·H
2
,
com
β =
eω
2π
= λ∨〈1〉 +
m∑
i=1
c〈i〉α
∨
〈i〉, (4.56)
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onde c〈i〉 ∈ N, λ∨〈1〉 e α∨〈i〉 sa˜o, respectivamente, co-pesos e co-ra´ızes de Bm, dados pelas equac¸o˜es
(4.47). Usando essas equac¸o˜es e o fato que
λ∨〈1〉 = λ1 + λ2m = ψ = α1 + α2 + . . . + α2m,
onde ψ e´ a raiz mais alta de A2m, podemos concluir que
β =
m∑
i=1
ni(αi + α2m+2−i), ni ∈ N. (4.57)
Portanto, β pertence a um subespac¸o de Λr(su(2m + 1)) invariante pela transformac¸a˜o τ de
dobradura da a´lgebra su(2m + 1). O fato de, ao mesmo tempo, β ∈ Λw(Spin(2m + 1)∨) e
β ∈ Λr(SU(2m+1)) esta´ consistente com a propriedade de que as cargas magne´ticas na˜o-abelianas
esta˜o associadas a elementos na˜o triviais de π1(Spin(n)/Z2) = Z2 que correspondem ao elemento
identidade de π1(SU(n)) = {I}. A fim de formarmos uma a´lgebra su(2) com T β1 , T β2 ∈ A2m,
T β1 , T
β
2 /∈ Bm, podemos considerar
T β3 =
β ·H
2
=
β ·H
β2
,
T β1 =
Eβ + E−β
2
,
T β2 =
Eβ − E−β
2i
, (4.58)
onde β deve ser uma raiz de A2m, e portanto, β
2 = 2. Lembrando que as ra´ızes de A2m sa˜o da
forma
αp + αp+1 + αp+2 + . . .+ αp+q,
onde 0 ≤ q ≤ 2m− p e que β deve satisfazer a equac¸a˜o (4.57), chegamos a conclusa˜o que para uma
suba´lgebra su(2) com T β1 e T
β
2 dados por (4.58), β devera´ ser algum elemento do conjunto
α1 + α2 + . . . + α2m = λ1 + λ2m = ψ = λ
∨
〈1〉,
α2 + α3 + . . . + α2m−1 = λ
∨
〈1〉 − α∨〈1〉,
...
αm + αm+1 = λ
∨
〈1〉 − α∨〈1〉 − . . .− α∨〈m−1〉,
−(αm + αm+1) = λ∨〈1〉 − α∨〈1〉 − . . .− α∨〈m〉,
−(αm−1 + αm + αm+1 + αm+2) = λ∨〈1〉 − α∨〈1〉 − . . .− 2α∨〈m−1〉 − α∨〈m〉,
...
−(α1 + α2 + . . .+ α2m) = λ∨〈1〉 − 2α∨〈1〉 − . . .− 2α∨〈m−1〉 − α∨〈m〉.
(4.59)
Como os co-pesos e co-ra´ızes de Bm sa˜o, respectivamente, pesos e ra´ızes de Cm, comparando (4.59)
com (4.52), podemos ver que β e´ um peso da representac¸a˜o definidora de Cm, ale´m de ser uma raiz
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de A2m. Resta mostrarmos que T
β
1 , T
β
2 /∈ Bm. A fim de fazermos isso, vamos escrever as ra´ızes
listadas em (4.59) em termos dos vetores unita´rios ei, i = 1, 2, . . . , 2m+ 1. Como as ra´ızes simples
de A2m sa˜o escritas como αi = ei − ei+1, temos que as ra´ızes em (4.59) sa˜o da forma
ep − e2m+2−p, p = 1, 2, . . . ,m. (4.60)
O operador degrau associado a` raiz (4.60) e´ igual, a menos de uma constante, a matriz Ep,2m+2−p.
Escrevendo T β1 e T
β
2 em termos dessas matrizes e aplicando no va´cuo (4.48) obtemos
T
ep−e2m+2−p
1 φ0 ∝ (Ep,2m+2−p − E2m+2−p,p)v
2m+1∑
l=1
(−1)l+1|el〉 ⊗ |en−l+1〉
= 2(−1)p+1v(|ep〉 ⊗ |ep〉+ |e2m+2−p〉 ⊗ |e2m+2−p〉)
6= 0,
T
ep−e2m+2−p
2 φ0 ∝ (Ep,2m+2−p + E2m+2−p,p)v
2m+1∑
l=1
(−1)l+1|el〉 ⊗ |en−l+1〉
= 2(−1)p+1v(|ep〉 ⊗ |ep〉 − |e2m+2−p〉 ⊗ |e2m+2−p〉)
6= 0,
pois p = 2m + 2 − p implica em p = m + 1, que nunca ocorre. Portanto T β1 , T β2 /∈ g0. A partir
dessas suba´lgebras su(2), podemos construir as soluc¸o˜es assinto´ticas como indicado na sec¸a˜o 2.3
e novamente temos um monopolo associado a cada peso da representac¸a˜o definidora da a´lgebra
so(2m + 1)∨ = sp(2m). Da mesma forma que na quebra com automorfismo de Cartan, podemos
construir soluc¸o˜es a partir da combinac¸a˜o dos geradores de (4.58). Estas soluc¸o˜es prove´m da
suba´lgebra su(2) gerada por
T
θp(ep−e2m+2−p)
3 =
m∑
p=1
θp
(ep − e2m+2−p) ·H
2
=
m∑
p=1
θp
(ep − e2m+2−p) ·H
(ep − e2m+2−p)2 ,
T
θp(ep−e2m+2−p)
1 =
m∑
p=1
θp
E(ep−e2m+2−p) +E−(ep−e2m+2−p)
2
,
T
θp(ep−e2m+2−p)
2 =
m∑
p=1
θp
E(ep−e2m+2−p) −E−(ep−e2m+2−p)
2i
, (4.61)
onde θp = 0, 1 e p = 1, . . . ,m.
Cap´ıtulo 5
Concluso˜es
Nessa dissertac¸a˜o, inicialmente, revisamos soluc¸o˜es de monopolos magne´ticos, em geral, e du-
alidades eletromagne´ticas em teorias sem supersimetria. Como resultados novos, conseguimos
construir, explicitamente, a forma assinto´tica das soluc¸o˜es de monopolos Z2 em uma teoria de
Yang-Mills-Higgs com simetria de gauge SU(n) quebrada espontaneamente em Spin(n)/Z2 por au-
tomorfismo de Cartan e automorfismo externo. Essas soluc¸o˜es de monopolo obtidas esta˜o associadas
a suba´lgebras su(2) ⊂ su(n) que, por sua vez, esta˜o associadas de maneira um para um com os
pesos da representac¸a˜o definidora do so(n)∨. Chamamos os monopolos constru´ıdos a partir dessas
suba´lgebras de monopolos fundamentais. Tambe´m conseguimos criar superposic¸o˜es dos geradores
associados a esses monopolos, gerando novamente suba´lgebras su(2), associadas a monopolos que
acreditamos corresponder a` superposic¸o˜es dos monopolos fundamentais.
Temos como poss´ıveis continuidades do nosso trabalho:
• Verificar se o monopolo Z2 e´ mapeado, sob transformac¸a˜o de dualidade, em alguma part´ıcula
em uma teoria dual. Para tanto, devemos obter as propriedades do monopolo Z2 no caso BPS.
Em [17] foram apresentadas condic¸o˜es BPS para um monopolo Zn, contudo, essas condic¸o˜es
possuem uma forma um tanto mais complicada que as das condic¸o˜es BPS para outros so´litons.
• Analisar o confinamento do monopolo Z2 por formac¸a˜o de tubos de fluxo. Nesse modelo o
confinamento se da´ apo´s duas quebras espontaˆneas de simetria [21]. A primeira etapa, que e´
onde surgem os monopolos, chamada de fase de Coulomb, foi estudada nessa dissertac¸a˜o. Na
segunda etapa da quebra, devemos ter o Spin(n) quebrado em algum subgrupo de seu centro.
Nessa etapa, chamada fase de Higgs, surgem os tubos de fluxo que ligariam e confinariam as
cargas magne´ticas.
• Generalizar os resultados obtidos para soluc¸o˜es de monopolo Zn em teorias de Yang-Mills-
Higgs com outros grupos de gauge.
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Apeˆndice A
Casos Especiais
Os resultado obtidos no cap´ıtulo 2, certamente, valem para as quebras
A2m → Bm, m ≥ 3,
A2m−1 → Dm, m ≥ 4,
pois na˜o ha´ nenhuma peculiaridade com as a´lgebras Bm, m ≥ 3 e Dm, m ≥ 4. Ja´ para as demais
a´lgebras g0, correspondendo a so(3), so(4), so(5) e so(6), devemos analisar caso a caso, pois podem
haver problemas associadas aos seus diagramas de Dynkin.
• su(3)→ so(3) ∼= A2 → A1
A a´lgebra A1 possui o seguinte diagrama de Dynkin
1
e o diagrama de Dynkin estendido
10
46
APEˆNDICE A. CASOS ESPECIAIS 47
Assim temos o centro
Z(SU(2)) ∼= {exp(2πiγ∨ · h), exp [2πi(γ∨ + λ∨1 ) · h]} .
A decomposic¸a˜o da irrep. com Λ = λ1 do A2 no A1 e´ [39]
(1 0) ≃ (2).
Aplicando os elementos de Z(SU(2)) nos vetores da irrep. com Λ = 2λ1 do A1 obtemos1
exp(2πiγ∨ · h)|2λ1 − β〉 = |2λ1 − β〉,
exp
[
2πi(γ∨ + λ∨1 ) · h)
] |2λ1 − β〉 = |2λ1 − β〉
e assim,
Ĝ0 ∼= SU(2)
Z2
∼= SO(3).
Como
π1(SO(3)) = Z2
temos que o resultado da sec¸a˜o 4.1 tambe´m se aplica a esse caso, em particular.
• su(4)→ so(4) ∼= A3 → A1 ⊕A1
O diagrama de Dynkin da a´lgebra semi-simples A1 ⊕A1 e´
1
1
de onde podemos ver que a a´lgebra A1 ⊕ A1 na˜o e´ simples. Iremos portanto desconsiderar
este caso.
• su(5)→ so(5) ∼= A4 → (B2 ∼= C2)
Para a a´lgebra B2 ∼= C2 temos o diagrama
1Lembrando que as a´lgebras An sa˜o auto-duais e, assim, γ
∨ = γ e λ∨i = λi.
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12
O diagrama estendido correspondente e´
120
e, portanto, temos o centro
Z(Sp(4)) = Z2 ∼=
{
exp(2πiγ∨ · h), exp [2πi(γ∨ + λ∨2 ) · h]} .
A decomposic¸a˜o da representac¸a˜o Γλ1 do A4 no C2 e´
(1 0 0 0) ≃ (0 1).
A ac¸a˜o dos elementos de Z(Sp(4)) nos vetores da irrep. com Λ = λ2 da a´lgebra C2 e´
exp(2πi(γ∨ · h)|λ2 − β〉 = |λ2 − β〉,
exp
[
2πi(γ∨ + λ∨2 ) · h)
] |λ2 − β〉 = |λ2 − β〉
e obtemos
Ĝ0 ∼= Spin(5)
Z2
∼= SO(5),
π1(SO(5)) = Z2.
• su(6)→ so(6) ∼= A5 → A3
O diagrama de Dynkin da a´lgebra A3 e´
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23
1
O diagrama estendido da a´lgebra A3 e´
2
1
3
0
e
Z(SU(4)) ∼= {exp(2πiγ∨ · h), exp [2πi(γ∨ + λ∨1 ) · h] ,
exp
[
2πi(γ∨ + λ∨2 ) · h
]
, exp
[
2πi(γ∨ + λ∨3 ) · h
]}
.
A ac¸a˜o desses elementos nos estados da representac¸a˜o correspondente a decomposic¸a˜o
(1 0 0 0 0) ≃ (0 1 0)
e´
exp
[
2πi(γ∨) · h)] |λ2 − β〉 = |λ2 − β〉,
exp
[
2πi(γ∨ + λ∨1 ) · h)
] |λ2 − β〉 6= |λ2 − β〉,
exp
[
2πi(γ∨ + λ∨2 ) · h)
] |λ2 − β〉 = |λ2 − β〉,
exp
[
2πi(γ∨ + λ∨3 ) · h)
] |λ2 − β〉 6= |λ2 − β〉.
Portanto,
Ĝ0 ∼= SU(4)
Z2
e
π1
(
SU(4)
Z2
)
= Z2.
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Podemos, portanto, afirmar que o resultado
π2(G/G0) = π2(G˜/Ĝ0) = Z2
para a quebra
su(n)→ so(n),
vale para todo n ≥ 3 com g0 simples.
Apeˆndice B
Tabelas
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Tabela B.1: A´lgebras de Lie simples
g Diagrama de Dynkin estendido G˜ Z(g)
su(n+ 1) = An 1 2       3             n−2   n−1      n
0
                                                                                                      
. . . . . . .
                                                                                                      
                                                                                                      
                                                                                                      SU(n+ 1) Zn+1
so(2n + 1) = Bn
0
2        3             n−2    n−1     n
1
. . . . . . .
Spin(2n + 1) Z2
sp(2n) = Cn    0        1        2            n−2    n−1     n
. . . . . . .
Sp(2n) Z2
so(4n) = D2n
0
1
2        3           2n−3  2n−2       
2n−1
2n
. . . . . . .
Spin(4n) Z2 × Z2
so(4n + 2) = D2n+1 1
0
2n+1
2n
2        3           2n−2  2n−1
. . . . . . .
Spin(4n + 2) Z4
E6
6
0
1        2        3         4         5 E6 Z3
E7
7
0        1        2         3        4         5        6 E7 Z2
E8
8
1         2        3        4         5         6        7         0               E8 I
F4 0        1         2        3         4 F4 I
G2   0         1        2 G2 I
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Tabela B.2: Matrizes de Cartan
K(Am) =
0
BBBBBB@
2 −1 0 . . . 0 0
−1 2 −1 . . . 0 0
0 −1 2 . . . 0 0
· · · . . . · ·
0 0 0 . . . 2 −1
0 0 0 . . . −1 2
1
CCCCCCA
K(Bm) =
0
BBBBBB@
2 −1 0 . . . 0 0
−1 2 −1 . . . 0 0
0 −1 2 . . . 0 0
· · · . . . · ·
0 0 0 . . . 2 −2
0 0 0 . . . −1 2
1
CCCCCCA
K(Cm) =
0
BBBBBB@
2 −1 0 . . . 0 0
−1 2 −1 . . . 0 0
0 −1 2 . . . 0 0
· · · . . . · ·
0 0 0 . . . 2 −1
0 0 0 . . . −2 2
1
CCCCCCA
K(Dm) =
0
BBBBBBBB@
2 −1 0 0 . . . 0 0 0
−1 2 −1 0 . . . 0 0 0
0 −1 2 −1 . . . 0 0 0
· · · · . . . · · ·
0 0 0 0 . . . 2 −1 −1
0 0 0 0 . . . −1 2 0
0 0 0 0 . . . −1 0 2
1
CCCCCCCCA
K(E6) =
0
BBBBBB@
2 −1 0 0 0 0
−1 2 −1 0 0 0
0 −1 2 −1 0 −1
0 0 −1 2 −1 0
0 0 0 −1 2 0
0 0 −1 0 0 2
1
CCCCCCA
K(E7) =
0
BBBBBBBB@
2 −1 0 0 0 0 0
−1 2 −1 0 0 0 0
0 −1 2 −1 0 0 −1
0 0 −1 2 −1 0 0
0 0 0 −1 2 −1 0
0 0 0 0 −1 2 0
0 0 −1 0 0 0 2
1
CCCCCCCCA
K(E8) =
0
BBBBBBBBBB@
2 −1 0 0 0 0 0 0
−1 2 −1 0 0 0 0 0
0 −1 2 −1 0 0 0 −1
0 0 −1 2 −1 0 0 0
0 0 0 −1 2 −1 0 0
0 0 0 0 −1 2 −1 0
0 0 0 0 0 −1 2 0
0 0 −1 0 0 0 0 2
1
CCCCCCCCCCA
K(F4) =
0
BB@
2 −1 0 0
−1 2 −2 0
0 −1 2 −1
0 0 −1 2
1
CCA
K(G2) =
„
2 −3
−1 2
«
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Tabela B.3: Formas quadra´ticas
M(An) =
1
n+1
0
BBBBBB@
1 · n 1 · (n− 1) 1 · (n− 2) . . . 1 · 2 1 · 2
1 · (n− 1) 2 · (n− 1) 2 · (n− 2) . . . 2 · 2 2 · 1
1 · (n− 2) 2 · (n− 2) 3 · (n− 2) . . . 3 · 2 3 · 1
· · · . . . · ·
1 · 2 2 · 2 (n− 1) · 2 . . . (n− 1) · 2 (n− 1) · 1
1 · 1 2 · 1 (n− 1) · 1 . . . (n− 1) · 1 n · 1
1
CCCCCCA
M(Bn) =
1
2
0
BBBBBB@
2 2 2 . . . 2 1
2 4 4 . . . 4 2
2 4 6 . . . 6 3
· · · . . . · ·
2 4 6 . . . 2 · (n− 1) n− 1
1 2 3 . . . n− 1 n
2
1
CCCCCCA
M(Cm) =
1
2
0
BBBBBB@
1 1 1 . . . 1 1
1 2 2 . . . 2 2
1 2 3 . . . 3 3
· · · . . . · ·
1 2 3 . . . n− 1 n− 1
1 2 3 . . . n− 1 n
1
CCCCCCA
M(Dm) =
1
2
0
BBBBBBBB@
2 2 2 . . . 2 1 1
2 4 4 . . . 4 2 2
2 4 6 . . . 6 3 3
· · · . . . · · ·
2 4 6 . . . 2 · (n− 2) n− 2 n− 2
1 2 3 . . . n− 2 n
2
n−2
2
1 2 3 . . . n− 2 n−2
2
n
2
1
CCCCCCCCA
M(E6) =
1
3
0
BBBBBB@
4 5 6 4 2 3
5 10 12 8 4 6
6 12 18 12 6 9
4 8 12 10 5 6
2 4 6 5 4 3
3 6 9 6 3 6
1
CCCCCCA
M(E7) =
1
2
0
BBBBBBBB@
4 6 8 6 4 2 4
6 12 16 12 8 4 8
8 16 24 18 12 6 12
6 12 18 15 10 5 9
4 8 12 10 8 4 6
2 4 6 5 4 3 3
4 8 12 9 6 3 7
1
CCCCCCCCA
M(E8) =
0
BBBBBBBBBB@
2 3 4 5 6 4 2 3
3 6 8 10 12 8 4 6
4 8 12 15 18 12 6 9
5 10 15 20 24 16 8 12
6 12 18 24 30 20 10 15
4 8 12 16 20 14 7 10
2 4 6 8 10 7 4 5
3 6 9 12 15 10 5 8
1
CCCCCCCCCCA
M(F4) =
0
BB@
2 3 2 1
3 6 4 2
2 4 3 3
2
1 2 3
2
1
1
CCA M(G2) = 13
„
6 3
3 2
«
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Tabela B.4: Grupos de homotopia
G π1(G) π2(G) π3(G)
SU(n) {I} {I} Z
SO(n), n 6= 4 Z2 {I} Z
Spin(n), n 6= 4 {I} {I} Z
Sp(n) {I} {I} Z
E6 {I} {I} Z
E7 {I} {I} Z
E8 {I} {I} Z
F4 {I} {I} Z
G2 {I} {I} Z
SO(4) Z2 {I} Z2 × Z2
Spin(4) {I} {I} Z2 × Z2
U(1) Z {I} {I}
πn(G1 ×G2) ∼= πn(G1)× πn(G2)
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