This paper analyses the statistical properties of five major precious metal prices (gold, silver, rhodium, palladium and platinum) based on a fractional integration modelling framework while identifying structural breaks. We use monthly data from 1972:1 to 2013:12. Our results indicate orders of integration that are equal to or greater than 1 (long memory) in all cases except for silver and palladium where we find strong evidence of mean reversion with a parametric and semiparametric method, respectively. Given some inconsistencies between the parametric and semiparametric results, we suspect the possibility of structural breaks and our results show evidence of structural breaks in almost all cases except palladium. However, after accounting for structural breaks, we find evidence of an increase in the degree of persistence across time in the majority of cases. This implies that in general, shocks to these precious metals will be permanent requiring strong policy measures to return the series to their equilibrium levels in the event of negative shocks.
Introduction
It has long been known that the main drivers of commodity prices are the result of compound interactions between macroeconomic factors such as demand, exchange rate, input prices as well as production processes (Soytas et al., 2009; Abbott et al., 2009 ).
Moreover, the financialization of commodity markets has gradually exposed commodity prices to market-wide shocks (Tang and Xiong, 2012; Cai et al., 2001; Christie-David et al., 2000; Fama and French, 1988) . These suggest that announcements of macroeconomic indicators may have an impact on commodity prices.
Unlike other commodities, the traditional perception of precious metals is that they generate a safe-haven against inflation (Baur and Lucey, 2010) , thereby offering valuable diversification opportunities to investors and serving as a monetary medium when the market is uncertain, as well as having a wide range of manufacturing and industrial applications (e.g., Arouri et al., 2012; Batten et al., 2010; Christie-David et al., 2000; Ciner, 2001; Heemskerk, 2001) . This is why the prices of precious metals have been considered as leading indicators of inflation or as a variable which can transmit the outlook of monetary policy to the economy (Greenspan, 1993) . In other words, the pro-cyclical character of the demand for precious metals has underlined their roles as safe-havens and stores of value and may provide important information as to where the real economy is heading.
Macroeconomic and financial variables are known to exhibit some statistical characteristics that might have implications for policy makers, investors, producers, consumers, researchers and portfolio managers. Two of these properties that have been receiving increasing attention are persistence and structural breaks (Stock and Watson, 1996; Ang and Bekaert, 2002; Gil-Alana et al., 2013) . Persistence measures the extent to which current short-term shocks lead to permanent future changes (Gil-Alana et al., 2013) .
Modelling the degree of persistence is important since it reflects the stability of the macroeconomic variable of the relevant country (Alexander and Barrow, 1994; Gil-Alana and Barros, 2014) . A better understanding of past trends is required to improve our ability to anticipate future changes in precious metal prices. Furthermore, the persistence of precious metal price shocks may be transmitted to the other sectors of economy and macroeconomic aggregates where such shocks could be transitory or persistent.
Persistence can be determined by using unit root tests (e.g., Strazicich, 2003, 2004; Kapetanios et al., 2003; Bierens, 1997; Kwiatkowski et al., 1992; Phillips and Perron, 1988; Phillips, 1987) . However, these unit root tests are limited by several caveats.
Firstly, unit root tests have low power in the case of high persistence (Caporale and Pittis, 1999; Hansen 1995; Stock, 1994; Spanos, 1990) , which results in the over-acceptance of the null hypothesis. This limitation of the unit root methods causes problems with measuring the exact number of differences, d, required to render a series stationary I(0). If d is fractional and constrained between 0 and 1, shocks will be transitory, yet the process of convergence will take longer when the value of d is close to one (Gil-Alana and Gupta,
2014).
A second problem is that testing for persistence without including structural breaks tends to provide overestimated persistence. Lee et al. (2006) note that structural breaks and trends are important considerations for the persistence of commodity prices. Historically commodity prices are characterised by up and down trends thereby showing evidence of volatility (Kroner et al., 1995; Brunetti and Gilbert, 1995; Pindyck, 2004; Gilbert, 2006; Fernandez, 2008) . Volatility is a source of structural breaks (Calvo-Gonzalez et al., 2010; Deaton and Laroque, 1992) . Precious metal markets in particular are very sensitive to fluctuations in supply, demand, and other macroeconomic conditions (Radetzki, 1989; Batten et al., 2010; Hammoudeh, et al., 2010) . Moreover, episodes of world geo-political tensions, the Gulf wars, the Asian crisis, worries over Iranian nuclear plans, and the current global economic weaknesses also affect metal prices, which can cause sudden breaks in precious metal prices (Arouri et al., 2012) . Ignoring structural breaks in economic time series can produce persistence or long memory effects and may have implications concerning the existence of higher order unconditional moments such as kurtosis, tail index, or forecasting (Mikosch and Stărică, 2004; Pesaran and Timmerman, 2004) . There are also implications for asset allocation and risk management (Andreou and Ghysels, 2009 ). .
A considerable number of studies have dealt with commodity price dynamics and have shown significant volatility clustering and long-persistence of commodity price returns (Browne and Cronin, 2010; Agnolucci, 2009; Akram, 2009; Lescaroux, 2009; Sadorsky, 2006) . However, only a few of them have studied the dynamics and distributional characteristics of precious metal prices (Cheung and Lai, 1993; Arouri et al, 2012; Ewing and Malik, 2013; Uludag and Lkhamazhapov, 2014) . Cheung and Lai (1993) used the new rescaled range technique and show that gold returns exhibit long memory but the authors show that this is mostly due to a small number of observations relating to Middle Eastern political tension and the activities of the Hunt Brothers in 1979. Arouri et al (2012) used several parametric and semiparametric methods including ARFIMA-FIGARCH model and found strong evidence of long range dependence in the daily conditional return and volatility processes of four precious metals: gold, silver, platinum and palladium. Uludag and Lkhamazhapov (2014) used a similar approach as Arouri et al (2012) , and found evidence of anti-persistence in spot returns and a lack of long memory property in gold futures returns . They concluded that long memory is a true feature of the data and not due to structural breaks. Ewing and Malik (2013) used the GARCH model and found evidence of persistence in the volatility of gold with and without structural breaks.
In all these studies, structural breaks are exogenously determined.
The goal of this paper is to examine the persistence behaviour of five major precious metal prices (gold, silver, rhodium, palladium and platinum) within a fractional integration framework while identifying structural breaks. In this paper, we extend the existing literature on the dynamics of precious metal prices by examining the relevance of long memory and structural breaks in modelling the prices of five precious metals. Unlike, standard unit root tests, which can only indicate whether a series is stationary or not by looking at 0 or 1 for the orders of integration, and have low power especially in cases where the series is characterized by a fractional process (Diebold and Rudebusch, 1991; Hassler and Wolters, 1994; Lee and Schmidt, 1996; and more recently, Ben Nasr et al., 2014) , the long memory approach provides us with an exact measure of the degree of persistence. This in turn, can provide us with the time span that it would take for the shock to die off, if at all. However, long memory models are known to overestimate the degree of persistence of the series in the presence of structural breaks (Cheung, 1993; Diebold and Inoue, 2001; and more recently, Ben Nasr et al., 2014) , which are very likely in our case as it covers over four decades of monthly data covering the period of 1972:1-2013:12. We employ the method of Gil-Alana (2008) which enables us to endogenously determine the number of breaks and the break dates along with the fractional differencing parameter for each subsample. Our paper thus established a way to understand the distributional characteristics of precious metal prices and has important implications for portfolio investment and policy decisions.
The remaining part of the paper is organized as follows: Section 2 describes the model. Section 3 presents the data and the empirical results and Section 4 provides some concluding remarks.
Methodology
We use techniques based on the concept of fractional integration, which means that the number of differences required to render a series I(0) stationary may be a fractional value rather than an integer as is the standard case in the time series literature. A given time
, is said to follow an integrated of order d process (and denoted as
where d can be any real value, L is the lag-operator (Lx t = x t-1 ) and u t is I(0), defined for our purposes as a covariance stationary process with a spectral density function that is positive and finite at the zero frequency. Thus, u t may display some type of time dependence of the weakly form, i.e., the type of an AutoRegressive Moving Average
Based on the specification in (1) different features can be observed depending on the value of d. Thus, if d = 0 in (1), x t = u t and the process is said to be short memory or I(0). In this case, if u t is ARMA, the autocorrelations decay exponentially fast. On the other hand, if d > 0 the process is said to be long memory, so-named due to the high degree of association between observations which are far distant in time. In this context, if d < 0.5 the process is still covariance stationary and the autocorrelations decay hyperbolically fast.
As long as d is smaller than 1, the process is mean reverting with shocks disappearing in the long run, contrary to what happens with d ≥ 1 where shocks are expected to be permanent, i.e. lasting forever.
We estimate the fractional differencing parameter d by means of both parametric and semiparametric techniques. In the parametric approach, we use the Whittle function in the frequency domain (Dahlhaus, 1989) , while in the semiparametric case, we use a Gaussian semiparametric method that also uses the Whittle function on a band of frequencies that degenerates to zero (Robinson, 1995) .
Finally, due to the long span of the data (back to the early 70s) the possibility of structural breaks is also taken into account. This is a relevant issue in the context of fractional integration and long memory processes in general, since it has been argued by many authors (see for example, Cheung, 1993; Diebold and Inoue, 2001 ; and more recently, Ben Nasr et al., 2014) that fractional integration may be an artificial artefact generated by the presence of breaks that are not taking into account in the models.
Data and Empirical results
The time series data examined in the paper are the monthly structure Taking first differences (see Figure 2 ) of the series, the inflation rates may have now an appearance of stationarity, though we still observe some significant values at large 2 The standard unit root test results indicate that the precious metal prices have unit root. We cannot reject the null hypothesis -the series has a unit root -of the Augmented Dickey Fuller (ADF, 1979) , the GLS-detrended Dickey-fuller (Elliot, Rothenberg, and Stock, 1996) , Phillips-Perron (Phillips and Perron, 1988) and Ng and Perron (NP, 2001 ) unit root tests. We can reject the null hypothesis -the series is stationary-of the Kwiatkowksi, Phillips, Schmidt, and Shin (KPSS, 1992) unit root test. The results from Zivot-Andrews unit root test (Zivot and Andrews , 1992) , Lumsdaine-Papell unit root test (Lumsdaine and Papell, 1997) and Lee-Strazicich unit root test (Lee and Strazicich, 2003) indicate that we cannot reject the null hypothesis of an evidence of stationarity with breaks. We also use two recently developed unit root tests: the Narayan and Popp (NP, 2010) test and the Liu and Narayan (LN, 2010) test which allow for two structural breaks in the data series. Using the NP test, we are able to reject the unit root null for Palladium at 5 percent level. Using the GARCH-based unit root test of LN, we find that the unit root null hypothesis -the series is non-stationary-cannot be rejected. Based on the nonlinear unit root test proposed by Kapetanios, Shin and Shell (KSS, 2003) , we find that gold and silver have nonlinear characteristics. . These results are available upon request. Across Tables 1 -3 , we present the estimates of the fractional differencing parameter in a model given by:
where y t is the original time series (in our case the log-prices series), and α and β refers to the intercept and time trend respectively. We assume that u t in Equation (2) is first a white noise process (in Table 1 ) and then autocorrelated. In the latter case, we suppose that u t follows first the exponential spectral model of Bloomfield (1973) , that approximates a nonparametrically ARMA process with a small number of parameters. The results using this specification are displayed in Table 2 . Finally, given the monthly nature of the data, we also suppose that u t follows a seasonal monthly AR(1) process (in Table 3 ). Here, in addition to the Whittle estimates of d, we also present the 95% region of non-rejection values of d using Robinson's (1994) Lagrange Multiplier (LM) tests, which are valid even in nonstationary (d ≥ 0.50) series.
For each table, we consider three different cases, corresponding to the cases of i) no deterministic terms (α = β = 0), ii) an intercept (α unknown and β = 0), and iii) an intercept with a linear time trend (α and β unknown), and we have marked in bold type in the tables the selected cases according to the t-values of these deterministic components.
The first thing we notice in these three tables is that if u t is white noise or seasonal AR, an intercept is simply required in the five series. However, if u t follows the autocorrelated model of Bloomfield (1973) Table 4 displays the estimates of d based on the -local‖ Whittle semiparametric method, so no functional form is imposed on u t . However, we need to select a bandwidth number, which is the value appearing in the top row in the table. We have marked here in bold type the evidence of unit roots. The results indicate that for silver and rhodium the unit root null cannot be rejected for any bandwidth number. Up to the third bandwidth, the unit root null cannot be rejected for gold. This hypothesis is almost never rejected for gold and platinum, and evidence of mean reversion is now obtained in some cases for palladium. These results are not particularly consistent with those reported above for the parametric case, which may suggest that breaks might be producing inconsistency in our results. Thus, in the following section we employ a method that allows us to estimate breaks in the context of fractional integration. This approach, due to Gil-Alana (2008) enables us to endogenously determine the number of breaks and the break dates along with the fractional differencing parameter for each subsample.
The results for each series are displayed in Tables 5 and 6 for the two cases of white noise and Bloomfield disturbances, and their corresponding estimated trends are presented in Figure 3 -7. We observe first that the break dates take place at practically the same dates in the cases of uncorrelated and correlated errors. The only exception is 
Conclusions
The recent global financial crisis has brought about an increase in the level of market uncertainty which leads market participants to think of precious metals as a safe haven from economic and political turbulence. Moreover, there is a growing interest on behalf of market participants to understand the distributional characteristics of assets. There are few papers in the literature that have addressed the issue of persistence of the prices of precious metals with a long memory model while accounting for structural breaks. This paper deals with the analysis of the statistical properties of five precious metal prices using fractional integration techniques. In particular we examine the monthly structure from 1972:1 to 2013:12 of the following metals: gold, silver, rhodium, palladium and platinum. Our results using both parametric and semiparametric techniques indicate that the orders of integration are equal to or higher than 1 in the majority of the cases and mean reversion is only obtained in the case of silver with a parametric method and palladium with the semiparametric method. Some inconsistencies between the parametric and semiparametric results suggest the possibility of structural breaks. Using the methodology developed by Gil-Alana (2008), we find evidence of three breaks in the case of platinum; two breaks for gold and silver, one (no) break for rhodium in the case of white noise errors (autocorrelated errors) and no break for palladium. With the structural breaks accounted for, we find the orders of integration are equal to or greater than 1 in all cases under the white noise error, except Rhodium in the first subsample, whereas under autocorrelated error most of the estimated values are below 1 with mean reversion obtained in the case of gold, silver and platinum in the first subsamples. Overall, we find evidence of long memory behaviour and hence long range dependence across time in the precious metals under investigation. Thus, in the event of exogenous shocks, the effects will be permanent in practically all cases and strong policy measures should be adopted to ensure the series return to their original trends.
The results have important policy implications for all stakeholders including traders, investors, portfolio managers, producers, consumers, researchers and policy makers. First, taking first differences of the prices of the five precious metals under the assumption of a unit root is required to make appropriate policy actions. Second, in the event of a negative shock, strong policy measures will have to be adopted to revert the precious metals (gold, silver, platinum, palladium, and rhodium) prices to their original trend. The persistence property of precious metal prices is vital for inflation targeting since the persistence property of precious metal prices is likely to affect the persistence property of the aggregate inflation of an economy. An increase (decrease) in precious metal demand would cause an increase (decrease) in precious metal prices, which would lead to an increase (decrease) in asset investment, which in turn would cause aggregate demand to increase (decrease), resulting in inflationary (deflationary) pressure. Shocks to the series might then have implications for economic variables such as interest rates, consumption, investment, and output growth.
Overall, understanding the properties of the precious metals has implications with regard to the widely held view of their being safe havens. Focusing only on the first subsample, one would conclude that all, except palladium, are good hedging instruments during market downturns since they have relatively short strays from their equilibrium levels. However, beyond the first subsample, all the precious metals do not necessarily prove good instruments for hedging.
