We investigate the computational power of finite-field arithmetic operations as compared to Boolean operations. We pursue this goal in a representation-independent fashion. We define a good representation of the finite fields to be essentially one in which the field arithmetic operations have polynomial-size Boolean circuits. We exhibit a function./; on the prime fields with two properties: first,,fp has a polynomial-size Boolean circuit in any good representation, i.e.&, is easy to compute with general operations; second, any function that has polynomial-size Boolean circuits in some good representation also has polynomial-size arithmetic circuits if and only if,lb has polynomial-size arithmetic circuits. Informally,,~p is the hardest function to compute with arithmetic that has small Boolean circuits.
Introduction
In recent years, finite-field arithmetic has had a growing impact on Boolean circuit complexity; see e.g. [lo, 111 . This research has focused on the incompatibility of computations modulo different characteristics. These investigations were carried out on arbitrary fan-in circuits of constant depth and polynomial size. In a recent paper [l] , it is shown that by allowing the field size to increase with the size of the input, the computational restrictions of a particular characteristic could be overcome, and the whole of TC" captured.
However, in Cl], this result is carried through at some fixed characteristic.
In this paper, we investigate the analogous situation where the characteristic is unbounded and may increase with the input size. This seems quite different because it is no longer clear that field arithmetic operations are anywhere near as powerful as Boolean operations even at polynomial size.
We investigate the relationship between finite-field arithmetic circuit size and Boolean circuit size. To relate these two, we must discuss representations of finite fields in order that Boolean operations may be performed on field elements. We deal with representations quite generally, defining a good representation in such a way as to capture anything that might remotely be considered useful.
Another motivation for considering this problem is provided by the discrete logarithm problem on finite fields. The discrete log appears to be hard to compute and to be a one-way function. It is the basis of many cryptographic schemes [9] . This function is defined on all finite fields and it would be natural to investigate its arithmetic complexity, should such complexity prove to be polynomially related to its Boolean complexity.
The paper proceeds as follows. We define a good representation to be essentially one where arithmetic has polynomial-size Boolean circuits. We show that finite-field arithmetic is as powerful as Boolean operations at polynomial size if and only if, in any good representation of field elements as bit strings, there is a polynomial-size arithmetic circuit that computes from a field element its representation and vice versa. (Here we regard the zeros and ones of the representation as the field elements zero and one in every finite field).
We call a representation that has this bit accessibility property a strong representation.
We show that if a strong representation exists then all good representations are strong. Thus, the question of the efficacy of arithmetic as compared to Boolean operations is reduced to the question of whether a standard representation of the finite fields is strong. This is easily reduced to the case of the prime fields lF,for odd p, and we may take a standard representation to be the integers 0 to p-1 with modulo-p arithmetic.
We define the function,fP: IF,+ F, as follows:
where the arithmetic within parentheses is integer arithmetic. Since x-x p = 0 mod p, the division by p is well-defined. We show that the standard representation of 5, is strong if and only if ,f, has polynomial-size arithmetic circuits. Clearly, f, has polynomial-size Boolean circuits in the standard representation, since we may compute x--xP module p2 in binary and perform the division by p explicitly. Thus, the efficacy of arithmetic in finite fields has been reduced to the question of the arithmetic complexity off,. The functionf, is not the only one with this property, but it seems canonical in its form and expressive power. We define the function gp: FP+ F, as follows:
where, just as with &, the arithmetic within parentheses is integer arithmetic. This function has a simple expansion as a polynomial of degree p-1 within the field: g,=c,":;
We define the function mp: Zp~-+Zp2 by m,(x)=xmodp in the intuitive concrete sense. We show that fP has a polynomial-size arithmetic circuit if and only if gP has a polynomial-size arithmetic circuit over IF, and mp has a polynomial-size arithmetic circuit over the ring Z,z.
Preliminaries
We take an arithmetic circuit over a field K to be a function and a straight-line program over K defining it. (We treat Boolean circuits similarly.) The size of the circuit is the length of the straight-line program. Thus, for example, iff: K"+ K" and g : K" -+ K" are arithmetic circuits, we writefo g : Kr -+ K" for the composition offand g both as functions and as straight-line programs in the obvious way, the size offog being the size off plus the size of g.
It is implicit in the rest of this paper that the terms "function" and "circuit" are to denote a family of functions or a family of circuits, respectively, indexed over all finite fields F, (or over all prime fields F,). As usual, the complexity of a function will be taken to mean the size of the smallest circuit computing the function. Throughout, let II =r log 4 1 be the "input size". Thus, all circuit sizes will be expressed as functions of n. As usual, we will use the term "polynomial-size circuit" to mean a circuit whose size is bounded above by some fixed polynomial in n. All references to "polynomial size" will be with respect to n.
Good representations of F,
A good representation is intended to be one in which an arithmetic circuit may be efficiently implemented as a Boolean circuit, i.e. one in which arithmetic is efficient. Since we use polynomial-size circuits as our definition of "efficient" here, we call a good representation, in this context, a polynomial representation.
The following definition is intended to capture the widest possible class of good representations that are compatible with our definition of "efficient". [7] , clearly defines a polynomial representation. 7
The proof of the following lemma is trivial from the definition of a polynomial representation. Thus, we will have formalized the question of the efficacy of finite-field arithmetic as the question of whether a strong representation exists. (Note that, if a strong representation does not exist, we need to show that finite-field arithmetic is not as effective as Boolean operations in any polynomial representation to complete this formalization.
We do this in Theorem 7.3.) Just as the definition of a good representation involves the existence of certain efficient Boolean circuits (performing arithmetic), so does the definition of strong involve the existence of certain efficient arithmetic circuits. The purpose of these circuits will become apparent in the following definition, in which we regard (0, lj as a subset of F, for all q in the natural way. Intuitively, a strong polynomial representation is one in which entry to or exit from the representation can be accomplished efficiently with arithmetic. We now show that this property does indeed imply the truth of the claim at the beginning of the section that any Boolean circuit may be "abstracted" to a correspondingly efficient arithmetic circuit. 
Proof. We give the proof in the case where m= k= 1, as the full proof is a trivial generalization of this case. Then, because d4 is a strong polynomial representation, there exist polynomial-size circuits i, and oq for efficiently entering and exiting the representation.
Consequently, we may take the Boolean circuit yq: {O, l}f@) + {O, I)"@ and modify it into an arithmetic circuit
by replacing a negation gate 1 y by 1 -g, an and gate y1 A yz by gr .g2, etc., so that ;I: on zero-one inputs computes the same function as yq. Now the arithmetic circuit r,:
for all XEIF, obviously satisfies the statement of the lemma. 0
Equivalence of representations
Two polynomial representations 4q and 4: are effectively the same for computational purposes if they can be translated into each other efficiently. We have not shown the existence of a strong polynomial representation, but we now show that, if one exists, then all polynomial representations are equivalent in this sense, and, thus, they are all strong.
In what follows, let 4,: S, + iF, and 4;: S; + [F, be any polynomial representations with S, E 10, 1 jfCq' and Sb G (0, 1 ) f'(q). (4) Proof. The first part follows immediately from Theorem 5.2. The second part follows from the first, and from the assertion that if a polynomial representation 4: is polynomially equivalent to a strong polynomial representation 4q, then ~$b is also strong, which can be seen as follows. Since 4q is strong, polynomial-size circuits i, and exp, is prime-field-complete. In the next section we try to find a canonical prime-field-complete problem. and we investigate its arithmetic complexity. Clearly, we then have h,((sO, Y, ))=sO.
Z,z arithmetic and Witt vectors
We now consider arithmetic in the standard representation of Z,,Z. Suppose that we have 
Proof. It is easy to see that (T* and 7~~ have polynomial-size
Boolean circuits in the standard representation of IF,. Furthermore, the following identities are easy to verify:
We now introduce the Witt representation of Zp2. The theory of Witt vectors is described in [2] [3] [4] [5] 121 . For the present, we simply render the Witt vector representation of Zp2 in a way that emphasizes the carryless nature of this representation, a property that is very attractive for our purposes. for all x~,x~,Y~,Y~~~~.
We will verify later that Definition 8.4 does define a representation, and that it is unique. Note that property (a) specifies multiplication as a convolution without carry. Thus, (a) can determine the representation only up to an automorphism of the multiplicative structure of ZpZ. Addition cannot be specified without carry; otherwise, the resulting structure would be of characteristic where once again the arithmetic in parentheses is integer arithmetic, and the expression in parentheses is p-integral since p 1 (x -xp) for any integer X. This is just a restatement of Fermat's "little" theorem. To prove the correctness of the Witt representation, we need the following lemma, that can easily be proved directly from the definition of yp. 
In addition, the nonunits of ZP2 are precisely the set {xEZ,,~ 1 x2 =O}, but, according to It follows from (4) and Definition 8.4(a) that (6) -
It follows directly from Definition 8.4(a) that and, consequently,
We have now established the uniqueness part of Theorem 8.6 and may confirm that l'=gP using the Witt representation: Finally, we must check that {[x0, xi] 1 x0, x1 EIF~} as constructed is a commutative ring: this is checked by trivial computations using Lemma 8.5, Definition 8.4(a) and (l), (2) (7), (7') and (9) above. 0 9. The prime-field-completeness off,
We now show that the functionfP, shown to be so intimately involved with Witt vectors in the previous section, has great expressive power and, indeed, is primefield-complete. In contrast to f,, xp and crP, the function gp is not known to be prime-fieldcomplete. On the other hand, neither is gp known to have polynomial-size arithmetic circuits. Furthermore, gp has an interesting form related to the integral of a geometric series. If we define a polynomial g,(x) of degree less than p by g,(x) = gP( -x, l), then it is easy to see that gJx)=C~~:
.xk/k. This polynomial has the derivative g;(x) = 1;:; xk=(l -x"-')/(l-) x , which gives g;(x) a polynomial-size circuit. The status of gp(x) is unresolved at the time of writing. (Note that gp(x, y) easily reduces to g,(x) using similar techniques to the proof of Theorem 9.1(e).) &(x) =f,(x + a. p) mod p for any a.) Now, using Theorem (10. l), m,(x) = xp + p.f,(x) may be easily computed by a polynomial-size Z, 2-arithmetic circuit that uses cb. The other part follows from Theorem 9.1(e).
( so that y, =fp(xO), and cb can be used to computef,. 0
The relationship to the Bernoulli polynomials
We now relate mp to the Bernoulli polynomials, but first we summarize some properties of Bernoulli numbers and polynomials (see e.g. [6, 81) . The Bernoulli numbers { Bk} and the Bernoulli polynomials r&(x)} are, respectively, rational numbers and polynomials over the rational numbers defined by The key property is (BS), which, when summed from 0 to x, gives Proof. Follows immediately from Theorem IO. 1, which relatesf, to nlP, and Theorem 1 l.l(ii), which gives the coefficients of mP. Note that, by (B3), bI is well-defined. 0
Conclusion and open problems
The precise power of finite-field arithmetic as compared to Boolean operations depends on the arithmetic complexity of,f, and, thus, on the complexities of mP and y,,.
These complexities are as yet unknown. The status of gP is particularly interesting: should gP prove to have polynomial-size arithmetic circuits, then the Witt representation of ZP2 can perform arithmetic with polynomial-size arithmetic circuits, and yet entering and leaving that representation uses& and is, therefore, prime-field-complete.
