In non-cylindrical domains, we use the definition of the variational solution and the maximum principle (the Galerkin method used usually in a cylindrical domain cannot be applied directly) to prove the existence of a pullback D λ 1 attractor in L p (O t ) (any p ≥ 2) for a reaction-diffusion equation. Then, with an appropriate assumption, the higher-order integrability of variational solution is obtained. Finally, we discuss the existence of a pullback D λ 1 attractor in L 2+δ (O t ) for any δ ∈ [0, +∞).
Introduction
The problems defined in cylindrical domains have been considered extensively. But for some phenomena, such as water waves representing rich phenomena on time-varying spatial domains, for example, the propagation of a tsunami across the open ocean (see [] ), the depth changes as the wave propagates toward the shore, which be seen as an example of a system with time-varying domain. In situations involving rapid temporal changes, such as those occurring during earthquakes or landslides, we may consider a time dependent depth. In other areas, there are a large number of biological processes involving non-cylindrical domains, such as the migrating range of species with season changing, mammalian coat patterns, skin patterns on tropical fish, solid tumor growth etc. Hence, it is necessary to study problems defined in domains varying with time. ∂O t × {t}, ∀τ < T and τ := t∈(τ ,+∞)
∂O t × {t}.
We consider the following initial boundary value problem with homogeneous Dirichlet boundary condition:
where u τ : O τ → R and f : Q τ → R are given for τ ∈ R, and g ∈ C  (R, R) satisfies the conditions that there exist nonnegative constants α  , α  , β, l, and p ≥ , such that When the domains vary with respect to time, even though the forcing term f is independent of time, the problem is still non-autonomous.
For domains O t ≡ O, t ∈ R, (.) returns to the usual non-autonomous reactiondiffusion equation which was studied extensively (see, for example, [-] 
Let U(·, ·) be the process generated by the variational solutions of (.). 
Pullback attractor
We will recall some concepts about pullback attractor which can be found, for example,
We consider a process (also called a two-parameter semigroup) U on a Banach space X, i.e. a family {U(t, τ ); -∞ < τ ≤ t < +∞} of continuous mappings U(t, τ ) : X → X, such that
Suppose D is a nonempty class of parameterized setsD = {D(t) : t ∈ R} ⊂ P(X), where P(X) denotes the family of all nonempty subsets of X.
where X is a Banach space.
Let X be a complete metric space and B be a bounded subset of X. The Kuratowskii measure of noncompactness α(B) of B is defined by
Theorem . Let U(t, τ ) be a process in X satisfying the following conditions: (i) U(t, τ ) is norm-to-weak continuous in X;
(ii) there exists a familyB of pullback D -absorbing sets in X;
Then there exists a minimal pullback D -attractorÂ in X given bŷ
By following a similar process to Lemma . in [], we can get the result defined in noncylindrical domains; it is very useful for checking condition (iii) in Theorem . when the phase space is a Lebesgue space L p (O t ). 
Variational solutions for equation (1.6)
As it is convenient for the application later, we recall some notations and variational solutions of (.) given by [] . For each T > τ , denote
equation (.) and the variational solution satisfies the energy equality a.e. t ∈ [τ , T], that is, u(t)
) and satisfies the energy equality
Suppose f satisfies (.), from Theorem . and Definition ., for any τ ∈ R,
Let R λ  be the set of functions r :
where λ ,t is the first eigenvalue of -in
hereB(, rD(t)) is the closed ball with center in  and radius rD(t).
Then, the following result holds.
Together with Theorem . and Theorem ., we easily obtain the pullback D λ  attractor in L p (p > ) defined in domains increasing with time.
satisfying the following conditions:
Then there exists a minimal pullback
To make the test function used later meaningful, in [], the following maximum principle holds.
, and g satisfies (.). Denote 
Then there exists a positive constant
By Lemma . and Theorem ., we know
and for any η ∈ C
According to the details of Lemma . (introduced in [] ), that is, denoting
and by (.), we know there exists a positive constant K depending on nonnegative constants β, α  , and a positive constant M, such that
for the M above and p > , and for any η ∈ C  c (τ , T),
So, according to the definition of a variational solution, we can choose
as a testing function to obtain
Inserting (.) and (.) into (.), for a.e. t ∈ (τ , T), we deduce
for a.e. t ∈ (τ , T) holds.
Similarly, replacing (u m (t) -M) + with (u m (t) + M) -and following a similar process, we obtain
for a.e. t ∈ (τ , T). Combining inequalities (.) and (.), we see that (.) holds for a.e. t ∈ (τ , T).
The following Gronwall lemma, introduced by Łukaszewicz in []
, is useful in an inequality for estimating. 
Lemma . ([]) For some λ > , τ ∈ R and s > τ , let y (s) + λy(s) ≤ h(s), where functions y, y , h are assumed to be locally integrable and y, h are nonnegative on the interval t < s < t + r, for some t ≥ τ . Then y(t + r) ≤ e
for any τ ≤ τ  , any u τ ∈D. Furthermore, there exists a constantM >  such that
for any τ ≤ τ  and any u τ ∈D.
and, for each m = , , . . . ,
Applying the Gronwall Lemma . to (.) and combining with (.), we obtain for r > 
By using (.) and the Cauchy inequality, it follows that
and, in particular, that
Integrating the inequality (.) over [t, t + r  ], we have
for any t ∈ (τ , T). In addition, applying the Gronwall lemma to (.), we also have
, where λ ,T is the first eigenvalue of -in H   (O T ). Combining (.), (.), and (.), we know that
where C  is a constant independent of m, and depending on
) and there exists a subsequence denoted still by (|u m (t + r)| -M) + such that
Hence,
for the C  above. For any t ∈ R, ε > , and anyD ∈ D λ  , there exist constants τ  (t,D) and M  such that for M ≥ M  and τ < τ  (t,D), one obtains
moreover, with M large enough and the function f integrable on [t, t + r], we have
Therefore,
For any θ ≥ , we still have
and, for any η ∈ C  c (τ , T),
Hence, we can choose η|u m | θ u m as a test function to obtain
Therefore, for a.e. t ∈ (τ , T),
Noticing (.), we can select an appropriate K such that
Combining (.), (.), and (.), we deduce
for a.e. t ∈ (τ , T).
(.)
We prove the following result. 
and
for any s -τ ≥T h (t,D).
Proof Selecting θ =  in (.), for a.e. t ∈ (τ , T), we have
, where λ ,T is the first eigenvalue of -in H   (O T ). By (.) and (.), we know
combined with (.) to get
Taking θ =  in (.) and integrating with respect to t, we obtain
On the other hand, from the embedding
From (.) and (.), it follows that
and by (.), (.), we know that (A  ) and (B  ) hold. In the following, performing induction, we assume (A h ) and (B h ) hold to prove (A h+ ) and (B h+ ).
Taking θ = (
Applying the uniform Gronwall lemma to (.) and by (B h ) we get
Since u m is a variational solution of (.) and bounded in
for a.e. t ∈ (τ , T), and |u m (t)|
, again with the embedding
for any s -τ ≥T h (t,D) + . Therefore, we set
from (.) and (.) we know that (A h+ ) and (B h+ ) hold. Then, for each δ ∈ [, ∞) and anyt -τ ≥ T h (t,D), we have 
Higher-order integrability for variational solutions
Now, as initial data u τ ∈ L  (O τ ),u(t) +δ L +δ (O t ) ≤ u(t) +δ ( N N- ) h L ( N N- ) h (O t ) · |O t | -+δ ( N N- ) h ≤ M h (t) +δ ( N N- ) h · |O t | -+δ ( N N- ) h ,
