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Abstract: Micro Hydro Power Plants (MHPP) constitute an effective, environmentally-friendly
solution to deal with energy poverty in rural isolated areas, being the most extended renewable
technology in this field. Nevertheless, the context of poverty and lack of qualified manpower usually
lead to a poor usage of the resources, due to the use of thumb rules and user experience to design
the layout of the plants, which conditions the performance. For this reason, the development of
robust and efficient optimization strategies are particularly relevant in this field. This paper proposes
a Genetic Algorithm (GA) to address the problem of finding the optimal layout for an MHPP based on
real scenario data, obtained by means of a set of experimental topographic measurements. With this
end in view, a model of the plant is first developed, in terms of which the optimization problem is
formulated with the constraints of minimal generated power and maximum use of flow, together
with the practical feasibility of the layout to the measured terrain. The problem is formulated in
both single-objective (minimization of the cost) and multi-objective (minimization of the cost and
maximization of the generated power) modes, the Pareto dominance being studied in this last case.
The algorithm is first applied to an example scenario to illustrate its performance and compared with
a reference Branch and Bound Algorithm (BBA) linear approach, reaching reductions of more than
70% in the cost of the MHPP. Finally, it is also applied to a real set of geographical data to validate its
robustness against irregular, poorly sampled domains.
Keywords: MHPP; hydro-power; penstock; optimization; GA; simulated annealing; evolutionary
computation
1. Introduction
The increasing rate of energy demand around the world represents one of the biggest challenges
that humanity has to face in the future [1]. Although population growth and increasing industrialization
are the main reasons, the expansion of global access to electricity plays a relevant role. According to the
World Data Bank [2], approximately 1.1 billion people lacked access to electricity in 2014, representing
15% of the world population. While urban areas tend to be more electrified, rural areas are the
most affected by the lack of access to electricity. The population without electricity in these areas
represents 27% of the total, in comparison with the 4% of urban populations with the same problem.
Furthermore, these statistics are more critical in developing countries. Given this, the expansion of
electricity supply represents an area of interest in these countries [3], which tend to include rural
electrification programs in order to improve life quality of the rural population.
In this context, Renewable Energy Sources (RES) play a fundamental role [4], becoming an effective
way to guarantee the increasing need of energy supply (some works conclude that by 2050 renewables
could provide half of the world’s energy needs without affecting the climate system [5]) without
compromising the natural resources while mitigating CO2 emissions. Although different options have
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been demonstrated to be adequate to promote the reduction of greenhouse gas (GHG) emissions, such
as nuclear energy or carbon capture and storage (CCS), the use of RES is praised as one of the most
suitable options [6]. These sources are carbon-free (with a few exceptions, such as certain bioenergy
production methods and bioenergy life-cycle), and their resource potential does not deplete over
time, in contrast with the limitations of nuclear and fossil fuel availability. The major disadvantages
of RES systems are fundamentally related to the uncertainty implied by the stochastic nature of
the natural sources, which translates into a limitation to high levels of electricity production [7].
Nevertheless, these limitations have no important effects on small generation systems, which
makes RES ideal candidates meet the energy supply requirements in remote, isolated areas [8,9],
where national grids are not accessible due to geographical or economic reasons.
Although several alternatives have been demonstrated to be suitable to supply electric power to
remote isolated areas [10–12], hydropower has established itself as the most frequently used around
the world [13], with the highest efficiency rates [14]. Given its versatility and stable projection [15],
hydropower plants represent an effective, suitable option for the supply of rural isolated areas [16],
being also the cheapest option for off-grid generation [17].
Notwithstanding this, the context of these locations constitute a challenge for the optimal design
of hydro plants among others. The lack of qualified manpower and the limitation of the resources
are barriers to the optimal development of these installations. Within this framework, the study of
efficient design strategies is essential to guarantee that the resources are used in the most efficient way,
without compromising the limited resources.
1.1. Micro-Hydro Power Plants
Micro-Hydro Power Plants (MHPPs) are defined as hydro power stations with generation
capacities of up to 100 kW [18]. These installations require relatively small power sources and are
suitable to supply small communities through an independent electrical grid [19]. Generally, the only
requisites for an MHPP are a stream with a certain flow rate that satisfies a height difference. Unlike big
hydro installations, where the design implies advanced architectures, such as large civil works, surge
tanks, multiple generation units or the use of advanced regulating equipment, MHPP are simple and
robust installations with minimal equipment and labor requirements. In a basic MHPP, the water
is directly extracted from the natural course, without the need for establishing a water reservoir.
Although a small dam is generally built, its purpose is to guarantee a smooth and clean entrance of
the water to the penstock. The penstock is a long pipe that drives the water downhill and leads into
a powerhouse, a small civil construction where the generation equipment (turbine and generator)
is installed (see the scheme in Figure 1). Inside the powerhouse, the water flow is driven into the
turbine, where the energy of the water flow is transformed into mechanical. This last is converted
into electrical energy through a generator, to which the turbine axis is connected. After the energy
conversion, the water is returned back to its natural course.
Although non-traditional alternatives are frequently used as a turbine, such as locally made
systems or pumps working as turbines (PAT) [20], Pelton and Turgo wheels are the usual choices,
given their suitability to high height and low flow rates emplacements [21]. Pelton and Turgo wheels
are action turbines, that is, the energy of the water flow is fully converted into kinetic before its
transformation into mechanical energy. This is done by the formation of a water jet through an injector.
This water jet is projected to the buckets, which are disposed circumferentially around the wheel
(see Figure 2), generating a net torque which moves the turbine.





Figure 1. Scheme of a typical MHPP.
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Figure 2. Working scheme of a Pelton turbine (left) and Turgo turbine (right).
1.2. Traditional Design Procedure of MHPPs in Rural Emplacements
The design of a MHPP is generally divided into the folloginw steps:
• Measurement of available flow rate, Q.
• Measurement of available height, Hg.
• Decision making of dam and powerhouse location.
• Estimation of power generation, P.
• Sizing of the equipment.
The measurement of the available flow rate and height constitutes the evaluation of the
emplacement, and is focused on evaluating the potential of the water resource. As flow data records
are not usually available for small rivers and streams, in-situ measurements are generally needed.
Several methods are available for this purpose, being the use of gauging weirs [22] the most common.
After the available flow rate has been evaluated, the gross height is estimated either by using
traditional methods, such as heigh maps or Topographic Abney levels, or more sophiticated methods
as digital altimeters or GPS, according to equipment availability. Once the water flow and height
have been estimated, the location of the dam and the powerhouse are chosen by the hydro-power
professionals on the basis of an initial site visit and know-how. This decision is focused on minimizing
the pipe length, L, as this variable will strongly condition the cost and the final performance of the
MHPP. After this decision is made, an estimation of the generated power can be made using
P ≈ γQHgη (1)
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1.2. Traditional Design Procedure of MHPPs in Rural Emplacements
The design of an MHPP is generally divided into the following steps:
• Measurem nt of av ilable flow rate, Q.
• Measurement of available height, Hg.
• Deci ion-making f dam and powerhouse location.
• Estimation of power generation, P.
• Sizing of the equipment.
The asurement of the available flow ra and height constit tes the evaluation of the
emplacement, and is focused on evaluating the potential of the w ter resource. As flow data records
are not usually available for small rivers and streams, in situ measurements are generally needed.
Several methods are available for this purpose, the use of gauging weirs [22] being the most common.
After the available flow rate has been evaluated, the gross height is estimated either by using traditional
met ods, such as heigh maps or T pographic Abney lev ls, or more s phisticat d methods such
as digital altimeters or GPS, ccording to equipment availabil ty. Once the water flow and height
have been estimated, the location of the dam and the powerh use are chosen by the hydro power
professionals on the basis of an initial site visit and know-how. This decision is focused on minimizing
the pipe length, L, as this variable will strongly condition the cost and the final performance of the
MHPP. After this decision is made, an estimation of the generated power can be made using
P ≈ γQHgη, (1)
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Q being the water flow rate, Hg the gross height, γ the specific weight of water, g the gravity
acceleration and η an average efficiency of the generation equipment (turbine and generator).
This estimation represents the assumption of considering Hg as the total height at the disposal of the
turbine. As it will be described later, the friction loss through the penstock implies that the actual
net head at the turbine, named h, is lower than Hg. In addition to this, the transformation of this
potential energy into electrical energy has a certain efficiency η that leads to an additional decrease of
the generated power. Nevertheless, expression (1) is useful for a rough estimation of the potential in
a certain emplacement. Based on this, the generation system (pipe, turbine and generator) can be sized
using thumb rules [23].
Althogh this traditional methodology constitutes an economic, robust strategy of design for MHPP,
it is relevant to note that several aspects of it can be improved in order to make a better utilisation of
the resources without compromising either the benefits of the methodology or its simplicity. On this
basis, this work proposes the use of an evolutionary computational approach to assist the design of the
MHPP layout.
Contributions
This work presents the application of evolutionary computational methods to address the problem
of finding the most suitable layout for an MHPP. Although the optimization of MHPP to supply remote
areas has been extensively approached in the literature [24–27], most of the studies aim at developing
general guidelines, while the study of particular design strategies to assist the implementation of MHPP
considering the real scenario characteristics is still a matter of study. In addition, the nonlinear nature
of the performance of an MHPP in a particular location represents a complexity that has generally
been addressed by either simplifications of the domain (approximating the river profile by a straight
line [28]), or simplifying the problem (fixing certain parameters, such as the pipe diameter [29]).
Although the existing strategies lead to a better usage of the resources, the simplifications imply
that the obtained solutions may differ from the optimal solutions of the real problem. In this
paper, the use of genetic algorithms (GA) is proposed to determine the most suitable layout of
an MHPP for a real scenario, the terrain profile being obtained by means of a topographic survey,
and considering a complete model of the plant. The paper aims to find the most suitable location of the
powerhouse and the dam, together with the distribution of pipe lengths that best suit the terrain profile,
including the selection of the most adequate penstock diameter, according to a set of performance
criteria. In addition, to obtain a deeper and more detailed analysis, the multi-objective problem is
studied and two competitive objectives of the model are optimized, providing a better understanding
of the design variables range and the influence of the different parameters in the performance of the
MHPP. An example river profile scenario is first used to evaluate the effectiveness of the proposed
approach, being also a real scenario profile used to test its robustness with irregular sampling.
This paper is organized as follows: In Section 2, an introduction to related work in the literature
is presented, where the advantages of the proposed approach are presented. In Section 3, a general
overview of the problem set-up and its main variables are detailed. In order to do that, a model of
an MHPP is first developed in terms of the decision variables, and then this model is used to define
the problem of optimally designing the MHPP layout. In Section 4, an evolutionary computational
approach is developed to address the optimization problem, this approach being used in an example
problem. Finally, an analysis of the results, together with an additional application of the algorithm to
a real scenario and the concluding remarks are summarized in Section 5.
2. Related Work
The problem of finding optimal parameters to design small and micro hydro power plants has
motivated extensive studies in the literature [30–36]. Given the complexity that this problem has shown
since the first studies [30], heuristic approaches are exhibing a particular relevance in this field [31],
not just to assist the design of the plants but also to optimize the management and operation strategies.
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This is due to the complexity of approaching these problems analytically, due to the high number of
variables, nonlinearities and other complexities, therefore strong simplifications are generally made,
the optimal power capacity being the usual objective function.
A relevant work in optimal design of small hydro power systems is [27], where authors propose
the sizing of the plants by using an evolutionary algorithm that assumes the stochastic nature of
the water resource, in the single and two-objective modes. This way, authors are able to identify
the most advantageous design alternatives for a project. In a similar way, dynamic programming
was used in [32] to evaluate the effects of the parameters by means of a sensitivity analysis approach.
In addition, in [26], a cost optimization is proposed by using a Honey Bee Mating Optimization (HBMO)
algorithm [37]. Furthermore, several authors have proposed different tools to assist the development
of new optimization strategies, such as methods to determine the turbine configuration [33] and the
cost of the plant [34].
Regarding analytical approaches, several techniques, based on traditional methods (such as
mix-integer programming, quadratic programming, Lagrangian relaxation, etc), have been
proposed [35,36]. In [38], the authors propose an analytical framework based on a description of
the plant capacity that maximizes the energy in terms of the flow duration curves. In a similar way,
in [39], a linear programming model is presented to maximize the generation of a hydro power plant
using collected data from a real plant in Korea. Similar optimization strategies can also be found in
the literature to solve other problems related to hydraulic energy that share a similar nature with the
roblem studied in this paper [40–42]. For example, in [40], authors propose a mixed-integer nonlinear
programming approach to address a water-network optimization problem, showing good results on
complex real-world instances.
Although these works can provide general guidelines to assist the design of MHPPs, there is
still a lack of knowledge regarding the in situ development of these plants, where the limitations of
the resources make the design of the plant extremely sensitive to design parameters, encouraging
the develop of practical techniques to guarantee that the resources are used in the most efficient way.
Following this line of work, authors in [28,43] study the most cost-effective penstocks, proposing a set
of modular systems. Similarly, Ref. [44] proposes an approach to determine the optimal discharge
and penstock diameter in terms of the characteristics of the MHPP. This draws from the premise of
a constant slope, which is a severe idealization of the real river profile. Although for long penstocks this
approximation can be reasonable, for the general case of small penstocks in MHPPs, the influence of
the real river profile is significant, and its consideration can condition the performance of the designed
MHPP. Following this, in [29], an example river profile is considered, by means of a topographic survey,
and an optimization problem to find the optimal layout of an MHPP is formulated. Although the
results exhibit a good performance of the proposed approach, the requirement of a linear formulation
implies that the penstock diameter is fixed, as its effects on the performance (through the hydraulic
loss) is strongly nonlinear. This represents an important drawback, as introducing the pipe diameter
as a design variable clearly leads to better solutions.
In this work, an evolutionary computational approach is proposed to address the problem
presented in [29]. Taking advantage of the search power of this approach in combinational optimization
problems, the design is improved by incorporating the diameter of the penstock as a decision variable,
so better and more efficient solutions can be obtained. Additionally, the problem is formulated as
multi-objective optimization based on Pareto dominance, so the minimization of the cost and the
maximization of the power generation are considered simultaneously, the Pareto front being obtained
and studied in depth.
3. Problem Statement
The problem of finding the most suitable layout is of great importance in the design of MHPP, as it
strongly conditions its performance. An appropiate design requires finding a compromise between
a high gross height and a low need of pipe and civil work. A high gross height provides a big
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potential energy to be used, but a long penstock can have negative effects on its usage, as the friction
losses grow, especially for low penstock diameters [45]. To provide a base to develop optimization
strategies, a realistic model of an MHPP is first developed in this section, the optimization problem
then being formulated.
3.1. Model of the System
The model of the MHPP is formulated through the gross head Hg and the water flow rate Q,
in terms of which the rest of relevant design variables can be defined. These variables are the power
generated, P, and the cost of the plant, C.
3.1.1. Generated Power
The true obtainable power, P, of an MHPP can be expressed as
P = γQhη, (2)
where h, as explained previously, represents the net height at the entrance of the turbine. This net head
differs from the gross height, Hg, by means of the friction loss along the penstock, due to the non-ideal
behavior or the inner walls of the pipes. Using hL to refer this loss, it can be written as
h = Hg − hL. (3)
Note that the expression in Label (1) represents a simplification of Label (2), where the loss in the
penstock, hL, has not been taken into consideration. Assuming the typical case of an action turbine,
the water height at the entrance of the turbine, h, is entirely kinetic, so it can be expressed in terms of





where, due to incompressibility of water, this last variable, vjet, can be expressed in terms of the flow,
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Finally, introducing (6) and (5) in (2), together with (7), an expression of the generated power, P,






















It is worth pointing out that the power generated by an MHPP is determined by the water flow
Q, the gross height Hg, and the penstock length and diameter, L and Dp. These variables are clearly
defined and have a direct interpretation in terms of the design of an MHPP layout. For this reason,
they are considered as design variables for the plant in this work. Following this, the problem will be
formulated in such way that each solution defines a set of these variables, so the performance of the
MHPP, and, thus, the fitness of the solution, can be easily evaluated.
3.1.2. Cost Function
The cost of the installation represents a strong limitation for the success of the project, given the
context of precariousness presented in Section 1. Therefore, it is a variable that must be considered.
It is relevant to note that the overall cost of the installation includes not just the penstock, the dam,
and the powerhouse, but also the turbine and the generator. Nevertheless, the sizing of the generator
is generally conditioned by the order of the power estimation at each location, as the device selection is
made for a wide margin of nominal operation points. With respect to the turbine, given the estimation
of the flow rate and power, its dependency on the nominal point does not present a significant
difference in the manufacturing process, as the cost is approximately the same if slightly geometric
variances are made to the design. For these reasons, the location of the dam and the powerhouse,
together with the layout of the penstock represent the main conditioning factors with regard to the
optimization of the funding resources. The cost of the generating equipment is then considered constant
in this work, and thus can be ignored in the optimization problem.
The price of a piping installation typically varies linearly with the total length of the pipe,
L, and the squared diameter, D2p [28]. Furthermore, although the pipe length and the number of pipe
connections do not affect directly the cost, an excessive amount of them may imply the unfeasibility
of a solution due to the difficulties associated with the civil work. For this reason, it is usually
recommended to moderate their use. For this reason, following [29], a constant λ is introduced to
model the equivalent cost (in pipe length) of installing an elbow between two straight pipe lengths,
so the implications of the number of elbows, nc, can be considered in the cost. With all this, the cost of
the penstock can be expressed as
C = CLD2p(L + λnc), (9)
being CL an arbitrary constant to express the cost in the appropiate units and magnitude.
3.1.3. Model of the MHPP Layout
In order to model the different feasible layouts, the method in [29] is followed. According to this,
the domain of the problem is defined as a N-discretization of the height profile of the river, in the
form of
{si, zi} , i = 1 . . . N, (10)
where si and zi represent, respectively, the horizontal and vertical location of the i-th point of the
profile. Note that this profile is a 2D-development of a 3D-profile, as shown in Figure 3. It is relevant
to note that the approximation of the real profile for its 2D-development requires several assumptions:
first, the remote nature of the studied area is due to the mountainous geography, where the water
sources are upper-course rivers, typically in V-shaped valleys, with low or negligible curvature (as will
be seen in the real case studied in Section 5.4.6. In addition, the low population of these communities
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implies that the power requirements are especially low, requiring short penstocks. With these two
considerations, it can be assumed that neglecting the 3D nature of the layout will not have noticeable




Figure 3. 2D simplification of the river profile.
To model the solutions, the variable ∆ is defined as a set of N binary variables in the form of
∆ = [ δi ]1×N i = 1 . . . N, (11)
which are defined in such a way that each combination of ∆ defines a layout of the MHPP. This is done
as follows:
• Each δi = 1 represents the placement of an elbow in point (si, zi).
• The minimal index i that makes δi = 1 represents the location of the powerhouse.
• The maximum index i that makes δi = 1 represents the location of the water intake (dam).
It is relevant to note the number of combinations for a typical problem. For instance, assuming
a domain of 1 km, with a reasonable topographic resolution of 1 point each 5 m, results in
N = 200 points (higher in the case that the diameter is also considered). This represents a total
of 2200 combinations, clearly an intractable problem for brute-force algorithms, which motivates the
use of evolutionary computational approaches.
As an example of the explained formulation, a representative height profile with N = 10 points is
shown in Figure 4, together with the layout corresponding to a factible solution ∆ex.
Once this model has been presented, the variables Hg and L are needed to be expressed in terms
of the solution ∆. For this, it is easy to write the gross height, Hg, as the height difference between the
maximum and minimum points whose δi = 1, this is
Hg = zd − zp where
{
p ∈ {1 . . . N} | δi = 0, ∀i < p,
d ∈ {1 . . . N} | δj = 0, ∀j > d.
(12)
With respect to the length of the penstock, L, it can be determined as the sum of the lengths of
each interval between two consecutive elbows, this is
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profile discretization with N = 10 points. Please note that the formation of gaps between the terrain
and the penstock in certain points.
3.2. Problem Formulation
The problem addressed in this work consists in finding the most suitable layout for the MHPP.
This problem is addresed in both single-objective and multi-objective mode. In the first one, the cost of
the plant C is minimized, while satisfying a set of constraints related to the generated power, P, and its
practical feasibility of the plant. In the second one, the maximization of the power, P, is additionally
considered for the same problem. The mentioned constraints are defined below.
3.2.1. Power Constraint
The main objective of the development of a MHPP is to guarantee that the power supply
covers certain needs. In order to do that, once that the community has been evaluated, a necessary
power supply is established on the basis of covering a basic energy need. This generally includes
illumination for each home and certain shared household appliances and entertainment devices such
as a TV. The power needed to cover this supply, Pmin, is imposed in the form of a minimal generation
constraint, which can be written as
P ≥ Pmin
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3.2.2. Flow Constraint
The flow rate available in the stream, Qriver, represents a limitation to the flow rate Q that can be
extracted and used in the MHPP. For this reason, a constraint must be introduced to the problem so
the solution does not imply an unfeasible value. In order to guarantee an adequate use of this resource,
the constraint is introduced in terms of a fraction, κ, of the stream flow, Qriver, that is acceptable to be
extracted. This can be written as
Q ≤ κQriver,
where κ represents the aforementioned portion (expressed per unit) of the water flow which can be
extracted from its natural course. Introducing (12) and (13) in this expression, the flow constraint can




















Finally, the feasibility of the layout is defined in this work in accordance with the layout and the
terrain. To model this, two constraints are imposed:
• The pipe can be disposed at a certain height from the terrain (see points 4 and 5 in Figure 4),
where the use of supports is assumed, only if this height remains under a maximum value, εsup.
• The pipe can be disposed under a certain depth from the terrain (see points 8 and 9 in Figure 4),
where excavations are assumed as part of the civil works, only if this depth remains under
a maximum value, εexc.
Parameters εexc and εsup are estimated in terms of the properties of the terrain and the available
manpower. These constraints can be written as
zP,i − zi ≤ εsup ∀i = 1 . . . N, (16a)
zj − zP,j ≤ εexc ∀j = 1 . . . N. (16b)
4. Evolutionary Computational Approach
Evolutionary algorithms are meta-heuristic approaches that have been demonstrated to achieve
significant results in complex optimization problems [46]. Among the evolutionary algorithms,
Genetic Algorithms (GAs) have been widely used in many engineering optimization problems [47–49].
The main idea behind a GA is to encode potential solutions (individuals) in a chromosome-like structure
in which each independent variable of the problem is codified as a gen of the chromosome. Thus, a list
(population) of individuals evolves through several generations, creating new offspring that adapts
better to the optimization landscape according to the survival of the fitness principle of the Darwinian
theory. The higher the fitness of an individual, the better its adaptation to the search landscape.
The adaptation of an individual is measured by means of its quality or fitness, that is, the evaluation of
the solution as an input of the fitness function of the problem. The offspring is created by applying
genetic operations, such as selection, crossover, and mutation. The selection consists of selecting the
parents that will participate in the crossover and mutation operations. Selection is an elitist operation.
Therefore, the higher the fitness of an individual, the higher the probability of being selected as a parent.
The crossover operation consists of combining the genetic information of two individuals to create other
two new individuals. Regarding the mutation, it modifies the genetic information of an individual to
generate a new one. Both crossover and mutation are probabilistic operations. With a proper tuning of
selection, crossover and mutation, GAs achieve good exploration and exploitation capabilities within
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the search landscape of the optimization problem. With respect to this work, an individual represents
a possible design of the micro hydro power plant. Two configurations have been considered such
as single-objective and multi-objective approaches. In the single-objective case, the fitness function
is the cost of the plant. Therefore, it is a minimization problem. In the multi-objective case, the GA
optimizes simultaneously two objectives such as cost (minimization) and power (maximization). In the
multi-objective case, the optimization is achieved by applying a Pareto dominance-based technique,
like the NSGA-II [50].
4.1. Single-Objective Optimization Problem
There are many possible implementations of single-objective GAs. In this work, a mupluslambda
scheme has been used [51]. Algorithm 1 shows the implemented approach. It starts with a random
initial population Pi, which is evaluated. Then, the offspring µ is created by using crossover and
mutation operations. pcx and pmut refer to the crossover and mutation probability, respectively.
Next, the offspring is evaluated, and the new population λ is selected from the offspring generated
and the previous population Pg. This approach guarantees a good level of elitism since parents and
offspring compete with each other to be selected for the next generation [51].
Algorithm 1: GA mupluslambda.
1 Create initial population Pi;
2 Evaluate Pi;
3 Pg = Pi;
4 while stop == False do
5 Parents’ selection;
6 Create offspring µ (crossover pcx and mutation pmut);
7 Evaluate µ ;
8 Select new population λ (µ + Pg);
9 Pg = λ;
10 end
Once the algorithm finishes, the resulting population contains the best solutions for the
optimization problem. Normally, the stop criterion of the algorithm is a given number of generations.
4.1.1. Individual Representation
Each individual represents a possible design or layout of the MHPP. Therefore, the chromosome
of each individual is a list containing ones or zeros (binary variables) according to (11). Each gen
of the chromosome represents the placement of an elbow. In addition, the diameter of the pipes
is also embedded in the chromosome by means of a binary codification, assuming that all pipes
have the same diameter. The size S of the chromosome is 205 or 200 depending on whether the
diameter of the pipes is considered or not (see Section 5 for more details). The first 200 bits correspond
to the discrete data obtained from the profile of the river (see Figure 5a). When the diameter is
embedded in the chromosome, the last five bits represent the diameter Dp (see Figure 5a). Using five
bits, 32 decimal numbers can be represented. According to (8), Dp cannot be equal to 0, therefore
the decimal numbers represented are within the interval {1− 32}, which determine the value of Dp
in centimeters. As mentioned in Section 3, the minimum index containing a one corresponds to the
placement of the powerhouse (lowest position in the profile river) and maximum index containing
a one corresponds to the location of the water intake (highest position in the profile river). The initial
population of the GA is generated randomly. However, for the sake of generating feasible solutions
in the initial step and avoiding discarding invalid ones, a tailored generator of initial individuals
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is proposed. The algorithm consists of selecting two random points p1 and p2 within the interval
[0, S− 1], being p1 < p2, and filling up with ones the positions within the interval [p1, p2] (see Figure 5).
1/0 1/0 1/0 1/0 1/0 1/0 1/0
0 199 200 204
MHPP layout [0-199] Penstock diameter [200-204]
··· ···
(a)




Figure 5. Individual representation considering the diameter of the penstock Dp (a) and individual
generation scheme (b).
The resulting initial individual will not suffer from the feasibility constraints described in Section 3.
This feature is important to guarantee an efficient exploration during the first generations of the GA.
4.1.2. Fitness Function
The fitness of each individual is given by the cost function (9). Therefore, the lower the cost,
the better the solution is. However, invalid solutions should be discarded in order not to participate
in future generations of the GA. Death penalty is used to penalized invalid individuals. As a result,
the fitness of each individual will be calculated as
{
i f solution valid F = (8),
else F = −∞, ∞, according to (14), (16).
4.1.3. Genetic Operators
A tournament selection mechanism has been used since it provides suitable results [52]. In each
tournament, a number of individuals are randomly selected, which compete with each other to
be chosen as a parent; the best one is then selected as one of the parents to be used in crossover
and mutation operations [52]. A tournament size of three has been demonstrated to be suitable for
the majority of problems. Regarding the crossover operation, a two-point scheme has been used.
It achieves good results for binary chromosomes. The two-point crossover consists of swapping the
genetic information of two parents using two points as the indexes of the genetic exchange. As for
the mutation algorithm, a tailored method is proposed. It consists of a modified flip-bit method.
The probability of flipping a one to a zero is considerable higher than a zero to a one. The objective
is to reduce the resulting cost of the layout. Please note that, with the proposed initial generator of
individuals, the initial layouts have a high number of ones, therefore, a high cost. With the proposed
mutation scheme, the cost of the individuals will be reduced progressively with the number of
generations. Two values should be fixed phl and plh, which are the probability of converting a one to
a zero and a zero to a one, respectively (see Section 5 for more details).
4.2. Multi-Objective Optimization Problem
In this case, the objective is to optimize simultaneously the cost (minimization) and the power
generated (maximization) of the MHPP, according to (9) and (2), respectively. The multi-objective GA
used is the NSGA-II [50], which is based on the Pareto dominance. It has been demonstrated to achieve
good results in a wide range of engineering optimization problems. According to the Pareto dominance,
a solution dominates another iff it is strictly superior in all considered objectives. Therefore, the aim of
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the NSGA-II is to find all non-dominated solutions, which form the so-called Pareto front. In the target
optimization problem, the Pareto front will be a curve in the 2D dimensions resulting from the two
objectives, cost and power.
Algorithm 2 shows the implemented multi-objective GA based Pareto dominance. The main
difference with respect to the single-objective case are: (i) in the evaluation of the individuals for the
two objectives should be calculated and (ii) the selection mechanism is based on the Pareto dominance.
Notice that, at each iteration of the algorithm, the Pareto front is updated. Therefore, at the end of the
algorithm, the Pareto front includes all non-dominated solutions found throughout the generations of
the GA.
Algorithm 2: GA based on NSGA-II.
1 Create initial population Pi;
2 Evaluate Pi;
3 Pg = Pi;
4 while stop == False do
5 Parents’ selection;
6 Create offspring µ (crossover pcx and mutation pmut);
7 Evaluate µ;
8 Calculate dominance;
9 Update Pareto front;
10 Select new population based on dominance λ (µ + Pg);
11 Pg = λ;
12 end
The advantage of using a multi-objective approach is that the decision maker has a big picture of
MHPP design. Therefore, other layouts can be considered if the conditions change in terms of budget,
river profile, power required, etc.
4.2.1. Individual Representation
The individual representation is the same as that considered in the single-objective case.
4.2.2. Fitness Function
In this case, the fitness of each individual is a tuple of two components, one for each objective.
Again, the death penalty is used to penalize invalid solutions. Such death penalty should be employed
in each of the objectives. As a result, the fitness of each individual will be calculated as
{
if solution valid F = (8), (9),
else F = ∞, according to (14), (16).
(17)
4.2.3. Genetic Operators
The crossover and mutation schemes used are the same of the single-objective case.
5. Simulation Results
In this section, the application of the proposed evolutionary approach is discussed. For this,
an example discretization of a river profile is first presented, the GA being applied to four different
case-studies. Lastly, a set of real topographic data is used to verify the goodness of the proposed
approach in a real case scenario.
Energies 2019, 12, 878 14 of 25
5.1. Example Scenario Settings
The proposed example scenario consists of a discretization of N = 200 points in the form of (10),
represented in Figure 6 for a better understanding. For this river profile, the design of an MHPP is
proposed to supply a hypothetical small community, whose basic power need is established in 8 kW.
The flow of the river is 70 L/s, with an extraction allowance of 50%. In addition, an equivalent cost
of 50 m is assumed for the installation of the elbows, and the characteristics of the terrain permit the
installation of supports and excavations up to 1.5 m. The parameters associated to these constraints
are summarized in Table 1.








5.2. Genetic Algorithm Settings
The design of the MHPP is addressed by means of a GA, by using the generation, crossover
and mutation rules proposed in Section 4 (The code is available in [53]. The simulator has been
developed using Python and DEAP [54].). Table 2 contains the main configuration parameters of the
GA implementations.






Selection Tournament size = 3 (single-objective) NSGA-II (multi-objective)
Crossover Two-point scheme pcx = [0.6, 0.7, 0.8]
Mutation Modified bitflip pm = [0.4, 0.3.0.2], phl = 0.8, plh = 0.2
Number of trials 30
5.3. Case-Studies Proposal
For this problem, four different scenarios are proposed (listed on Table 3), in ascending order
of complexity:
Case-study 1: Fixed diameter, without considering elbows. For this first case, a fixed pipe diameter is
considered. The problem is formulated in the form of a cost-minimization problem in single-objective
mode. The objective function is formulated as minimizing the length of the penstock, L.
Case-study 2: Fixed diameter, considering an equivalent cost of the elbows. This second case consists
in the problem proposed in case-study 1 with the additional consideration of an equivalent cost for the
pipe elbows, λ. Thus, the objective function is formulated as minimizing the cost C.
Case-study 3: Variable diameter, single-objective. In this third case, the problem in case 2 is extended
by considering a range of available discrete values for the pipe diameter Dp, this being considered
as an additional optimization variable (see Figure 5a). The problem is then formulated in the form
of a cost-minimization problem (single-objective mode), with the objective function formulated as
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minimizing the cost of the penstock, defined in terms of its length L, number of elbows nc and
diameter Dp.
Case-study 4: Variable diameter, multi-objective. The last case is formulated on the same basis of
case-study 2, but considering a multi-objective mode, where the cost of the plant is minimized and the
generated power P is maximized.
Table 3. Description of the case-studies.
Case Objective Function Pipe Diameter
Case-study 1 min L (13) Fixed
Case-study 2 min C (9) Fixed
Case-study 3 min C (9) Variable
Case-study 4 min C (9), max P (8) Variable












Figure 6. Example river profile (blue line). The topographic data points have been marked (black dots)
to emphasize its uniform distribution.
5.4. Results
5.4.1. Case-Study 1: Fixed Diameter, without Considering Elbows
In this case, the diameter of the pipe is fixed, and thus the problem is formulated using
Dp = 20 cm.
Note that this formulation matches the one proposed in [29], where the same problem is solved
by using BBA-based methods, and thus the performance of this approach can be evaluated by
comparing the results. The best solutions obtained using the GA for this case-study are listed in
Table 4. In addition, in Figure 7, the best layout is represented over the river profile, where the layout
corresponding to the reference solution [29] is also plotted.












Figure 7. Most suitable layout for case-study 1 (blue) and reference solution (black).
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Table 4. Best solutions for case-study 1.
Genetic Algorithm
BBA [29]pcx 0.80 0.70 0.60
pmut 0.20 0.30 0.40
Gross height (m) 66.648 66.648 66.648 66.648
Flow rate (L/s) 13.718 13.718 13.718 13.718
Power (kW) 8.064 8.064 8.064 8.064
Number of elbows 4 4 4 7
Length (m) 174.903 174.903 174.903 174.999
Observing Table 4, it can be seen that the proposed approach leads to very similar solutions.
Although GA solutions are strictly better than the proposed in the reference case [29], given the context
of the real problem, the cost improvement (0.055%) is not very significant. It is relevant to note the
effectiveness of the GA finding simple layouts with a low number of elbows (four instead of seven),
even when this variable is not considered in the objective. This is due to the proposed mutation scheme,
which tends to eliminate elbows from the layout.
5.4.2. Case-Study 2: Fixed Diameter, Considering an Equivalent Cost of the Elbows
This case study is modeled as the case-study 1, but considering the minimization of the cost
defined in (9), using
λ = 50 m.
This case-study is also solved in [29], and the solution can be directly compared to this reference.
The best solutions obtained using the GA for this case-study are listed in Table 5. In addition, in Figure 8,
the best layout is represented over the river profile, where the layout corresponding to the reference
solution [29] is also plotted.












Figure 8. Most suitable layout for case-study 2 (blue) and reference solution (black).
Table 5. Best solutions for case-study 2.
Genetic Algorithm
BBA [29]pcx 0.80 0.70 0.60
pmut 0.20 0.30 0.40
Gross height (m) 66.648 66.648 66.648 66.648
Flow rate (L/s) 13.718 13.718 13.718 13.718
Power (kW) 8.039 8.039 8.039 8.039
Length (m) 174.9240 174.9240 174.9240 175.005
Number of elbows 4 4 4 5
Cost (m) 14.997 14.997 14.997 17.000
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It can be seen that the GA provides a layout that provides the same gross height and water flow
than the BBA algorithm, but requiring a slightly shorter penstock and four elbows instead of five,
leading to an improvement of 11.78% with respect to the BBA.
5.4.3. Case-Study 3: Variable Diameter, Single-Objective
In this scenario, the diameter of the penstock, Dp, is introduced as a new variable, where
a noticeable improvement of the reference solution can be expected. The evolution of the Fitness
value is represented in Figure 9, where it can be seen that the convergence is reached in the first 50
generations. This demonstrates the convergence of the GA for the proposed problem. Similar curves




Figure 9. Evolution of fitness for case-study 3.
The solutions obtained for this case are summarized in Table 6. As expected, the possibility
of varying the diameter of the penstock allows for finding new solutions with a noticeably lower
cost. In Figure 10, the most suitable layout has been represented, together with the reference layout.
Note that, although a higher gross height and a longer pipe are obtained, the smaller diameter provides
a lower cost. The best solution obtained using the proposed GA provides an improvement of 70.67%,
which is representative of the goodness of the proposed evolutionary approach, with respect to the
BBA used in [29]. These require a linear formulation of the problem, and thus the diameter can not be
assumed as a variable, due to the highly nonlinear effects in the MHPP performance.
Table 6. Best solutions for case-study 3.
Genetic Algorithm
BBA [29]pcx 0.80 0.70 0.60
pmut 0.20 0.30 0.40
Gross height (m) 78.919 115.642 115.642 66.648
Flow rate (L/s) 13.7863 13.7127 13.7128 13.718
Power (kW) 8.160 8.030 8.030 8.039
Length (m) 310.754 429.114 429.103 175.005
Number of elbows 5 7 7 5
Pipe diameter (cm) 10 8 8 20
Cost (c.u.) 5.608 4.986 4.986 17.000
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Figure 10. Most suitable layout for case-study 3 (blue) and reference solution (black).
5.4.4. Case-Study 4: Variable Diameter, Multi-Objective
This last case is proposed to discuss the adaptability of the multi-objective approach for this
problem. A deeper study on the influente of the parameters is made by solving the same problem from
case 2, considering a two-objective optimization algorithm. This mode provides a set of non-dominated
solutions that correspond to optimal combinations of the objective values, forming the Pareto front [55].
This case combines the economic objective of minimizing the cost of the MHPP while maximizing the
power generated. The results are shown in Figure 11, where the Pareto front is also represented.
Figure 11. Solutions obtained (blue) and Pareto front (black).
Observing the Pareto front, a few comments can be made. First, as expected, the competitive
nature of the two objectives is made evident, as power cannot be increased without increasing the cost,
and the opposite. Secondly, the Pareto front exhibits two distinct parts. It can be seen that the solutions
with a low value of power and cost show an approximately linear tendency (represented with a red
dashed line in Figure 12) in the Pareto front. This represents the capacity of increasing the domain of
the MHPP on the river to reach a higher water head, and thus to obtain a higher power. The slope of
this region can be estimated, resulting in 1.1671 c.u./kW, which represents that an increase of 10% in
power would require increasing the cost in 12.63%.
However, this linear tendency abruptly changes for solutions with high values of power and
cost, where the Pareto front shows an asymptotic behavior. Observing the solutions associated with
these points, it can be understood that these solutions saturate the domain, and thus only small
increases in power can be achieved by changing the combination of elbows and pipe lengths. To verify
this, an upper level of the obtainable power can be estimated by considering a hypothetical solution
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(indicated by *) that exploits the maximum available height in the domain without friction loss; this
can be done by substituting
H∗g = 233.026 m,
L∗ = 0 m,
D∗P = 32 cm
in expression (8). This leads to
Q∗ = 25.7 L/s,
P∗ = 52.88 kW,
and it can be seen that the asymptote matches this value (represented with a blue dashed line
in Figure 12).












Figure 12. Pareto front (black), with the two observable tendencies (linear behavior in red, asymptote
in blue) shown.
5.4.5. Comparison with Other Algorithms
The proposed approach based on GA has been compared with other heuristic algorithms such as
Simulated Annealing (SA) [56,57] and Random Search. The SA algorithm is trajectory-based algorithm,
which uses probabilistic modifications (mutation) of an initial solution to guide it towards the global
optimization points. Since the strength of the SA is its mutation capabilities, it is a good approach
to measure the goodness of the proposed mutation scheme. Therefore, the SA implementation is
based on two mutation schemes, as it can be observed in Figure 13, such as bit-flip and custom
mutation. Regarding the random search, it has been used as a lower bound. According to the results
included in Table 7, the GA-based approach clearly outperforms the other algorithms. It is important
to remark that the SA algorithm achieves significantly better results when it implements the custom
mutation. Therefore, it demonstrates that the proposed mutation scheme is suitable for the target
optimization problem.
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Bit Flip Custom Mutation
Gross height (m) 226.192 216.005 123.513 66.648
Flow rate (L/s) 14.601 14.491 13.819 13.718
Power (kW) 9.695 9.477 8.217 8.039
Length (m) 1159.8 1106.8 481.3 175.005
Number of elbows 99 63 20 5
Pipe diameter (cm) 8 8 8 20
Cost (c.u.) 6109.8 4256.8 1481.3 17.000













Figure 13. Most suitable layout obtained using Random Search and Simulated Annealing, compared
to the obtained with the GA in study-case 3.
5.4.6. Application to a Real Scenario
In order to verify the goodness of the methodology to address a real-case problem, a set of
data from a topographic survey has been used to optimize a MHPP. The selected scenario consists of
a remote community located in the north area of Santa Bárbara, in Honduras. It has been excluded from
the benefits of the national electrification grid, and, given its environmental characteristics, it has been
considered by the local government to be supplied with an MHPP, providing the topographic survey
of the terrain that is used in this section. The river layout is shown from an aerial view in Figure 14.
0 100 m
Figure 14. Aerial view of the studied river profile (black) and a small tributary (white).
The parameters used for this problem (listed on Table 8) are the same from the previous examples,
excepting the available flow, which is estimated in 50 L/s approximately. The solutions obtained for
this case are summarized in Table 9. As the benefits of the proposed approach have already been
verified in the previous examples, no additional algorithms have been used to address this problem.
In Figure 15, the most suitable layout has been represented, together with the river layout.
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Table 9. Best solutions for the real scenario.
Genetic Algorithm
pcx 0.80 0.70 0.60
pmut 0.20 0.30 0.40
Gross height (m) 86.664 77.756 77.756
Flow rate (L/s) 15.445 14.654 14.654
Power (kW) 11.473 9.800 9.800
Length (m) 536.247 471.740 471.740
Number of elbows 8 5 5
Pipe diameter (cm) 16 16 16
Cost (c.u.) 23.968 18.4765 18.4765












Figure 15. Most suitable layout (black) for the real scenario (blue). The topographic data has been
marked (circles) to show its irregular distribution.
Although these results can be directly compared to the results of the previous cases,
two considerations must be taken into account. First, the average slope of the real scenario (101.4 m/km)
is lower than the average slope of the example scenario (204.4 m/km), which can be directly interpreted
as a lower intrinsic potential of the water resource. Secondly, as the real data is obtained from
an empirical analysis, the data points are not uniformly distributed, as it happens to be in the proposed
example. The existence of low-sampled areas in the domain hampers the possibility of finding optimal
solutions that satisfy the constraints in the most efficient way.
5.5. Discussion of the Results
The present study has been carried out for developing a GA to address the problem of finding
the most suitable layout for an MHPP that satisfies a set of constraints, which are formulated in terms
of the power supply needs, water flow usage and feasibility, in order to be implemented in both
an example and a real scenario. In sight of the results, the following conclusions can be formulated:
• An example scenario domain has been introduced first, in order to propose a total of four
case-studies that have been addressed in order to validate the benefits of the GA to optimize
an MHPP layout.
• When the objective function is assumed to be the minimization of the length of the penstock,
the GA provides approximately the same solution than the BBA, with a slight improvement
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(about 0.055%) in the length, and reaching also a lower number of elbows, although it is not
considered a design variable in the minimization function.
• The minimization of the equivalent cost leads to noticeabley better solutions, reaching
an improvement of 11.78% in the cost, reducing both the length (about 0.05%) and the number of
elbows (20%) of the penstock.
• The GA has been proven to be especially effective addressing the optimization problem when
considering the penstock diameter as an optimization variable, leading to a cost reduction of
70.67%. Note that this problem can not be addressed by BBA-based due to its complexity,
which implies nonlinearities in its formulation.
• In all the studied cases, the convergence is reached in the first 50 generations, with small
improvements until the 100th generation.
• The problem has been addressed in a multi-objective mode, minimizing the cost and maximizing
the generated power. The solutions have been used to determine the Pareto front, and, from this,
the marginal rate of substitution, which allows for studying how variances in the cost can affect
the performance of the plant.
• The problem has also been solved using Random Search and SA algorithms. Although the results
of the random search algorithm and SA are poor and far from the optimal solutions obtained with
the GA, the implementation of the proposed mutation scheme in the SA provides a noticeable
improvement in its performance. Nevertheless, it reaches a reduction of 99.66% of the cost
obtained with the SA. This noticeable difference is a consequence of the high number of elbows
obtained by the SA algorithm (20 elbows obtained from SA facing five elbows obtained using
GA), while the difference in length between the solutions is not that high (481.3 m using SA facing
175 m from GA).
• The GA has been successfully used to solve a real scenario problem, proving a good robustness
when dealing with a low quality sampled domain.
6. Conclusions and Further Work
The proposed GA has demonstrated good performance addressing the problem of finding the
most suitable layout for an MHPP, providing significant results in the case-studies evaluated. In general,
the achieved results are better than the ones found in the literature, where a BBA is used. In addition,
the GA approach is capable of addressing a more complex and realistic problem, where the penstock
diameter is also considered as a design variable. This new problem, which can not be addressed
by BBA due to its nonlinear nature, is successfully solved by the GA, and even better solutions are
obtained, reaching a reduction of 70.67% of the cost, with respect to the solutions obtained by the
BBA. Finally, it has been demonstrated that the GA is able to successfully address the multi-objective
problem of maximizing the power in addition to minimizing the cost. This allows for obtaining
the Pareto front, which has been used to determine the effects of varying the power and the cost of
the plant. This is very useful to study the potential of the natural environment, which constitutes
an excellent tool to assist the design of the MHPP and give a wider perspective of the problem.
In sight of the benefits of using GA to address the problem of optimizing the MHPP layout,
and especially its capability to deal with more complex nonlinear problems, an extension of this
work is proposed as a further work. The most immediate continuation of the presented work is
the expansion of the problem into the 3D domain. This would guarantee that, unlike the usage of
a 2D height profile development, the algorithm can be applied to rivers with a very winding route,
as the layout would not be restricted to follow it. Although the high number of binary variables that
would result from expanding to 3D the formulation used in this work would represent a drawback,
a continuous approach of the surface and the MHPP layout can be used to deal with this issue.
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