Basic health system data such as the number of patients utilizing different health facilities and the types of illness for which they are being treated are critical for managing service provision. These data requirements are generally addressed with some form of national Health Management Information System (HMIS), which coordinates the routine collection and compilation of data from national health facilities. HMIS in most developing countries are characterized by widespread underreporting. Here we present a method to adjust incomplete data to allow prediction of national outpatient treatment burdens. We demonstrate this method with the example of outpatient treatments for malaria within the Kenyan HMIS. Three alternative modeling frameworks were developed and tested in which space-time geostatistical prediction algorithms were used to predict the monthly tally of treatments for presumed malaria cases (MC) at facilities where such records were missing. Models were compared by a crossvalidation exercise and the model found to most accurately predict MC incorporated available data on the total number of patients visiting each facility each month. A space-time stochastic simulation framework to accompany this model was developed and tested in order to provide estimates of both local and regional prediction uncertainty. The level of accuracy provided by the predictive model, and the accompanying estimates of uncertainty around the predictions, demonstrate how this tool can mitigate the uncertainties caused by missing data, substantially enhancing the utility of existing HMIS data to health-service decision makers.
Basic health system data such as the number of patients utilizing different health facilities and the types of illness for which they are being treated are critical for managing service provision. These data requirements are generally addressed with some form of national Health Management Information System (HMIS), which coordinates the routine collection and compilation of data from national health facilities. HMIS in most developing countries are characterized by widespread underreporting. Here we present a method to adjust incomplete data to allow prediction of national outpatient treatment burdens. We demonstrate this method with the example of outpatient treatments for malaria within the Kenyan HMIS. Three alternative modeling frameworks were developed and tested in which space-time geostatistical prediction algorithms were used to predict the monthly tally of treatments for presumed malaria cases (MC) at facilities where such records were missing. Models were compared by a crossvalidation exercise and the model found to most accurately predict MC incorporated available data on the total number of patients visiting each facility each month. A space-time stochastic simulation framework to accompany this model was developed and tested in order to provide estimates of both local and regional prediction uncertainty. The level of accuracy provided by the predictive model, and the accompanying estimates of uncertainty around the predictions, demonstrate how this tool can mitigate the uncertainties caused by missing data, substantially enhancing the utility of existing HMIS data to health-service decision makers.
Introduction
In an era in which the United Nations Millennium Development Goals (UN 2000) have focused efforts to strengthen health systems in resource-poor nations worldwide, awareness has grown of the concurrent need to improve the availability of reliable health data in these settings (WHO/AFRO 1999; Murray, Lopez, and Wibulpolprasert 2004; AbouZahr and Boerma 2005; Stansfield 2005) . Effective planning and delivery of resources within a health system requires accurate and up-to-date information on the number of patients utilizing different facilities and the types of illness for which they are treated. In most countries, such information requirements are addressed by some form of national Health Management Information System (HMIS) that coordinates the collection of treatment records from health facilities and the compilation of these records into a national database. A comprehensive HMIS database requires prompt monthly reporting of treatment records from all health facilities but, in many resource-poor settings, large proportions of health facilities never report or report infrequently (Al Laham, Khoury, and Bashour 2001; MoH Kenya 2001; WHO/SEARO 2002; Rudan et al. 2005 ). This sporadic reporting has lead to spatially and temporally incomplete national data, presenting a challenge to evidence-based public health decision making. In Africa, the widespread inadequacy of national HMIS has shown little improvement despite several decades of donor investment (Evans and Stansfield 2003; AbouZahr and Boerma 2005) .
Faced with incomplete data coverage, important public health metrics are often estimated using rudimentary approaches to compensate for missing values. The purpose of this study was to define a generic modeling framework to allow prediction of the number of outpatient treatments for a given diagnosis at facilities where monthly treatment records are missing from a national HMIS database. We use the example of presumed malaria at government facilities in Kenya, where increased donor assistance and the introduction of expensive new drugs mean the government is facing an urgent need to quantify the national treatment burden for presumed malaria in its formal health sector (Kindermans 2002; MoH Kenya 2005; WHO 2005) . Government health facilities in Kenya have been recently georeferenced, allowing the problem of predicting missing values to be placed in a spacetime context. In this article, three different space-time geostatistical modeling frameworks were developed, and their predictive accuracies compared. A stochastic simulation approach was adapted to provide a model for the corresponding prediction uncertainty.
Theory
Space-time geostatistics Geostatistics was originally developed to address problems of spatial prediction in the mining industry (Matheron 1971; Journel and Huijbregts 1978) and has been extended more recently to space-time settings (Kyriakidis and Journel 1999) . In the Geographical Analysis space-time geostatistical paradigm, the value of an attribute of interest z at any location in space u 0 and instant in time t 0 is modeled as a realization of a spatiotemporal random variable (RV), Z(u 0 , t 0 ). The set of all RVs at all possible spatial and temporal locations in the study domain represents a spatiotemporal random function (RF), Z(u, t). If z(a) is a set of observed space-time data of the attribute z at n space-time locations ((u, t) a ), a 5 1, 2, . . ., n, then a common problem is to predict values of z Ã (b) at a set of q unsampled space-time locations ((u, t) b ), b 5 1, 2, . . ., q, where the asterisk denotes a prediction (note that the symbols a and b are used as shorthand for (u, t) a and (u, t) b , respectively, from this point onward to simplify the notation). Space-time kriging is an extension of the spatial-only kriging predictor that exploits spatiotemporal autocorrelation between dispersed values z(a) to make these predictions at unobserved points. Along with the data, space-time kriging algorithms require estimates of the covariance between RFs separated by different space-time lags (h s , h t ) where h s is a spatial vector of distance and direction, and h t is a scalar separation in time. These estimates can be provided by estimating the covariance directly or, more commonly, the semivariance, g, between all i 5 1, 2, . . ., p, data pairs at a series of regular lag intervals, taking the average at each lag interval, and fitting a continuous model to these averages either manually or automatically, according to a predefined criteria of best fit. The twodimensional (2D) space-time semivariogramĝ st ðh s ; h t Þ can be estimated as half the mean squared difference between data separated by a given space-time lag:
A continuous 2D space-time semivariogram model,g st ðh s ; h t Þ, can then be fitted to this surface allowing semivariance values to be estimated at any lag for input into the kriging process.
As in the spatial-only case, the principal concerns when fitting a continuous model to the sample space-time semivariogram are to ensure that the model chosen is valid (i.e., that conditionally negative semidefiniteness is ensured) and sufficiently flexible to allow adequate fitting to the data without requiring estimation of a large set of parameters. A diverse range of models have been proposed for modeling space-time autocorrelation structures (Rodriguez-Iturbe and Mejia 1974; Dimitrakopoulos and Luo 1994; Kyriakidis and Journel 1999; Stein 2005) . The most conceptually simple approach is to assume separability between the spatial and temporal components such that the space-time covariance can be factored into purely spatial and purely temporal covariances (Cressie and Huang 1999) . Although separable models are convenient to construct and computationally efficient, the assumption of separability is often difficult to justify. This has led to the development of nonseparable models that allow a wider range of space-time autocorrelation structures to be represented (Cressie and Huang 1999; De Iaco, Myers, and Posa 2002; Gneiting 2002; Kolovos et al., 2004; Gneiting, Genton, and Guttorp 2005; Ma 2005 ). The product-sum model proposed by Posa (2001, 2002 ) was adopted in this study because (i) it does not require the imposition of an arbitrary space-time metric, (ii) it offers a large class of flexible models that impose less constraints of symmetry between the spatial and temporal correlation components than simpler, separable, classes, and (iii) although generally nonseparable (De Iaco, Myers, and Posa 2002) , the model can be fitted to data using relatively straightforward techniques similar to those already established for spatial-only and temporal-only semivariograms.
The product-sum space-time semivariogram model,g st h s ; h t ð Þ, is defined in terms of the separate spatial and temporal semivariograms,g s andg t , and the corresponding spatial and temporal sills, C s (0) and C t (0), where C s and C t are the spatial and temporal covariance, respectively, and the sill is defined as the limit value of each semivariogram, g(1):
The parameters k 1 , k 2 , and k 3 are defined as The most commonly used spatial-only kriging predictor is ordinary kriging (OK). The space-time equivalent (space-time ordinary kriging, ST-OK) predicts unknown values z Ã (b) at each b 5 1, 2, . . ., q space-time locations as a linear combination of a 5 1, 2, . . ., n data local in space and time to the prediction location (b):
For each prediction z Ã (b) ST-OK determines the weight l a assigned to each neighboring datum such as to minimize the variance of the prediction error, s 2 ST ÀOK ðbÞ ¼ var z Ã ðbÞ À zðbÞ ½ , while maintaining unbiasedness of the predictor z Ã (b). In estimating optimum weights, kriging takes into account both the covariances between each datum and the point to be estimated and the covariances between the data themselves.
Space-time stochastic simulation to estimate local and regional prediction uncertainty Consider a set of predictions made at q unsampled space-time locations, {z Ã (b), b 5 1, 2, . . ., q}, over a space-time study region. In some cases, a global or regional summary of values may be of interest, such as the mean m½z Ã ðbÞof the q predicted values over the entire region {b 5 1, 2, . . ., q}, or of a subset of n points within a space-time subregion, {b 5 1, 2, . . ., n}. In addition to making kriged predictions of these global or regional means, it is necessary to provide estimates of the uncertainty associated with these predictions. Although kriging systems provide optimum local predictions by minimizing the variance of the error of each prediction, a set of kriging predictions appears smoother than the original data owing to a missing error component. Conceptually, the RF Z(u, t) can be decomposed into the predictor Z Ã (b), as provided by kriging, and the corresponding unknown prediction error
Estimates of the uncertainty associated with predictions of regional or global means must take into account the variance introduced by this unknown error component in order to restore the full variance of the RF model.
One approach to the above problem is to simulate, for each of the b 5 1, 2, . . ., q prediction points, l realizations e (l) (b) of the error component with zero mean and the correct variance and covariance, which can then be added to the original prediction, z Ã (b), to give a conditional simulated prediction (Deutsch and Journel 1998, p. 127 (b) is to have the same variance as the true value z(b), this approach requires that the error component is orthogonal to the predictor and has at least the same covariance, if not spatial distribution, as the actual error. A procedure to generate realizations of the error component under these conditions was proposed originally by Journel and Huijbregts (1978, p. 495 ) for a spatial-only setting and is presented here in a space-time context. l 5 1, 2, . . ., L nonconditional realizations z nc (l ) (n) that share the same covariance as the RF Z(u, t) are simulated at all data and prediction locations n 5 1, 2, . . ., n1q. The original space-time kriging exercise performed on the data is then repeated using the simulated values at the n data locations {z nc (l ) (a), a 5 1, 2, . . ., n} to obtain simulated predictions at the q unsampled prediction locations z The distribution of a set of L realizations {z
(b)} at each prediction location represents the uncertainty of that prediction which can be summarized by the standard deviation of the L realizations,
Developing Geostatistical Space-Time Models Gething et al. . . . ; L. The remaining issue is the choice of simulation algorithm to generate the L nonconditional simulated realizations of the RF Z(u, t). Sequential Gaussian simulation (sGs) is one such algorithm that creates realizations under the assumption of a multi-Gaussian RF model and is presented for spatial-only settings in Goovaerts (1997, pp. 380-93) .
Data
The data used in this study were obtained from the Kenyan Ministry of Health (Department of Health Management Information Systems). Data consisted of monthly records from 1765 1 government outpatient health facilities over an 84-month period (January 1996 -December 2002 . Each record included the total number of treatment events made at each facility each month (termed total cases, TC) and the number of treatment events resulting from a diagnosis of malaria (termed malaria cases, MC). The records were not structured by age or sex or distinguished as initial or follow-up visits, and diagnoses were generally not slideconfirmed. MC therefore represented the count of presumed MC seen as outpatients each month. A complete set of 84 monthly records from each of the 1765 facilities would consist of data for 148,260 facility-months. The data set contained data for 63,542 facility-months (43%), meaning 84,718 (57%) were unsampled. Data were linked to a georeferenced database that contained the longitude and latitude coordinates of each facility Noor 2005) . Government health facilities included in this study were categorized as dispensaries (1194 facilities, 40,191 records), health centers (445 facilities, 18,669 records), or hospitals (126 facilities, 4682 records) according to the level of services offered, in line with Noor et al. (2004) .
Methodology
Defining three alternative modeling frameworks to predict MC The aim of this study was to define and test a modeling framework to predict the variable MC, as defined above, at unsampled facility-months within the national HMIS database. Data in the form of counts of disease cases are rarely used for epidemiological inference or prediction in their raw format but are generally Geographical Analysis standardized by some measure of the population from which the counts were generated (Webster et al. 1994; Goovaerts, Jacquez, and Greiling 2005) . Where count data are generated at health facilities, one appropriate denominator is the at-risk section of the catchment population of each facility. Such standardization is of particular interest in a space-time modeling context because it may allow underlying spatial structure to be revealed. Although models have been developed recently to characterize the spatial pattern of government health facility use in four Kenyan districts Gething et al. 2004) , data are currently unavailable by which these models can be scaled up to a national level. As such, catchment population estimates are unavailable for most facilities included in the HMIS. In response to this, the current study has defined three alternative space-time modeling frameworks to implement ST-OK as a prediction algorithm to predict MC.
Model 1 represented the null case, in which MC at the q missing facilitymonths z Ã MC (b), b 5 1, 2, . . ., q, were predicted directly from the n data z MC (a), a 5 1, 2, . . ., n, using ST-OK. Models 2 and 3 incorporated the use of TC data as a denominator to MC data. This approach recognized that TC represented a proxy measure of the catchment population of each facility. In Model 2, MC data, z MC (a), were divided by the corresponding TC data, z TC (a), at each known facility-month, to create a new variable termed malaria proportion (MP), z MP (a) 5 z MC (a)/z TC (a), simply the proportional monthly case load of presumed malaria. ST-OK was then implemented using z MP (a) to obtain predictions z Ã MP (b) at missing facility-months. The back-conversion of these predictions to MC required corresponding predictions of TC. As such, the TC data z TC (a) were used in a separate ST-OK exercise to predict z Ã TC (b). MC was then predicted as z
. Model 3 used TC data in a different way to Model 2. Instead of using individual TC values as denominators for every facility-month, a single, time-invariant, denominator was defined for each facility, referenced by the k 5 1, 2, . . ., K facility spatial locations (u k ). This value was the mean monthly total cases (MMTC) per facility, z Ã MMTC (k). The rationale for developing MMTC as an alternative denominator to TC was that, by representing an 84-month average rather than a series of monthly values, MMTC may act as a more suitable proxy measure of facility catchment populations than TC. As with Model 2, ST-OK was implemented with the TC data, z TC (a), to predict z Ã TC (b). Eighty-four monthly TC values were now available for each facility, consisting of d 5 1, 2, . . ., D data and p 5 1, 2, . . ., P predictions, where D1P 5 84. z Ã MMTC (k), was then calculated for each facility as the temporal mean of these combined data and prediction sets:
Each MC datum, z MC (a), was then divided by the MMTC value for the facility in question, z Ã MMTC (a), to create a new variable termed ''standardized malaria cases'' (SMC):
ST-OK was then implemented using z SMC (a) to obtain predictions, z Ã SMC (b), at missing facility-months. The existing z Ã MMTC (b) values were then used to backtransform SMC predictions to MC, z
Implementation of modeling frameworks
Before implementing the three frameworks outlined above, it was necessary to decide whether data from each of the three facility classes (hospitals, health centers, and dispensaries) should be modeled together or separately. The distributional characteristics (characterized by the mean and variance) of data from hospitals, health centers, and dispensaries were compared and were found to differ substantially between the facility types, suggesting that these data may be most appropriately modeled as belonging to three separate populations. Sample spatial semivariograms were estimated for MC using data from each facility class separately, and for the three classes combined (not shown). While the class-specific semivariograms were indicative of spatial autocorrelation in the MC values, the semivariogram of the combined MC data suggested zero spatial autocorrelation. Modeling frameworks were, therefore, implemented separately and independently for each facility class. In total, the three modeling frameworks described in the previous section comprised, for each facility class, four individual prediction exercises to predict MC directly (Model 1), TC (Models 2 and 3), MP (Model 2), and SMC (Model 3). Each prediction exercise followed a similar procedure, as follows.
(i) First, the space-time sample semivariogram surface,ĝ st ðh s ; h t Þ (Fig. 1a) was estimated. This procedure (Equation 1) was executed using a modified space-time GSLIB gamv routine (Deutsch and Journel 1998; De Cesare, Myers, and Posa 2002) . Semivariograms were modeled up to spatial lags of 100 km and temporal lags of 24 months. Directional (i.e., anisotropic) spatial semivariograms were estimated and found not to vary substantially from the nondirectional (isotropic) case. As such, space was considered isotropic. Because the objective was to interpolate (fill in gaps), rather than to extrapolate (predict into the future), time was also considered isotropic (i.e., temporal lag was defined only by the number of months, and not by direction in time). This meant that, when predicting a given missing monthly value, data could be used from months both before and after it in time, thus increasing substantially the number of data available for prediction, especially for those months that occurred early in the study period.
(ii) The product-sum space-time semivariogram model Posa 2001, 2002) was then fitted to the sample semivariogram surface, g st ðh s ; t t Þ. This proceeded in a number of steps. First, the sample spatial,ĝ s ðh s Þ, and temporal,ĝ t ðh t Þ, semivariograms were estimated from the sample space-time semivariogram surface by setting h t 5 0 and h s 5 0, respectively, and conventional semivariogram models were fitted manually to each (Fig. 1b and c) . These models were generally nested structures constructed as linear combinations of two or more model components. All models included a nugget component and some combination of spherical, exponential, and hole effect components (see Deutsch and Journel 1998, p. 25) for definitions of these model components). The space-time sill, C st (0, 0), was also estimated manually from the sample space-time semivariogram surface and this, along with the parameters of the spatial and temporal semivariograms, provided all the necessary parameters to construct the space-time semivariogram model,g st ðh s ; t t Þ (Equations 2-5). (iii) The space-time semivariogram model (Fig. 1d ) was used as input into an ST-OK prediction carried out using the space-time GSLIB kt3d routine (Deutsch and Journel 1998) modified to allow prediction of space-time points using productsum space-time covariance structures (De Cesare, Myers, and Posa 2002).
Comparison of modeling frameworks
Each modeling framework was implemented as a cross-validation whereby the output was a set of n predicted values of MC at the data location, {z MC Ã (a), a 5 1, 2, . . ., n}, that could be compared with the MC data themselves, {z MC (a), a 5 1, 2, . . ., n}, at the same locations in order to assess the predictive accuracy of each model. For Model 1, cross-validation was applied as described to create the cross-validation set z Ã MC (a) to compare with z MC (a). For Model 2, cross-validation sets were required for both MP and TC to define the cross-validation set
For Model 3, the cross-validation procedure could not be based entirely on predictions made at data locations because the MMTC variable, by definition, requires predictions at unsampled facility-months (Equation 10). As such, MMTC was calculated using both the available TC data z TC (a) and predictions of TC at unsampled facility-months z Ã TC (b), and a cross-validation set for MC was predicted using the resulting z Ã MMTC (a) values in the forward and backtransform between MC and SMC such that z Ã MC (a) 5 z Ã SMC (a) Â z Ã MMTC (a). For each cross-validation set defined above for the three modeling frameworks, three summary statistics were calculated to assess the relative performance of each model in predicting MC. These statistics were the correlation coefficient between the predicted and actual set, r[z Ã MC (a), z MC (a)], the mean prediction error (ME), and the mean absolute prediction error (MAE) (Saito and Goovaerts 2000) :
The correlation coefficient provides a straightforward measure of linear association between the data and prediction sets, the MAE provides a measure of the mean accuracy of individual predictions, and the ME provides a measure of the bias of the predictor.
Space-time stochastic simulation to estimate prediction uncertainty
In addition to providing a modeling framework to predict MC at unsampled facilitymonths, a further aim of this study was to provide a measure of the uncertainty of these predictions both individually and over aggregated sets of predictions within different space-time regions. Comparison of the cross-validation statistics for the three modeling frameworks indicated that Model 3 produced the most accurate predictions of MC and was therefore chosen as the framework for which to develop an accompanying uncertainty model. A space-time sGs (ST-sGs) algorithm was implemented to simulate and restore the variance associated with the unknown prediction error component, R(u, t), by modifying the GSLIB routine sgsim (Deutsch and Journel 1998) to incorporate a product-sum space-time covariance structure and to simulate values at space-time locations.
The simulation exercise was implemented in a cross-validation mode that replicated the cross-validation prediction carried out for Model 3, with the two ST-OK procedures that gave predictions of TC at unsampled points, z Ã TC (b), and cross-validation predictions of SMC at known points, z Ã SMC (a), replaced with ST-sGs procedures. The output of the simulation exercise was a set of l 5 1, 2, . . ., L conditional realizations of MC, z (l) MC (a), at the a 5 1, 2, . . ., n data locations. The ST-sGs algorithm required substantial computation and the number of realizations was therefore limited to L 5 100. These L simulated sets provided a model of uncertainty for each prediction that could be compared with the known prediction errors determined in the cross-validation for Model 3, allowing assessment of the accuracy of the uncertainty model itself.
Testing the accuracy of the uncertainty model
The L simulated sets were tested as a model for (i) local uncertainty, that is, of predictions of MC at individual facility-months, and (ii) regional uncertainty, that is, of predictions of the regional mean MC per facility-month over aggregated sets of cross-validation predictions within space-time regions. Each local uncertainty model was summarized by its simulated error standard deviation, s sim [e(a)]:
where simulated errors e (l) (a) were defined as the difference between each conditional realization and the corresponding original prediction, e
It was then necessary to compare the simulated error standard deviations, s sim [e(a)], to estimates of the corresponding actual error standard deviation, s½eðaÞ, where actual error was defined as the difference between each cross-validation prediction and the true data value, e(a) 5 z Ã MC (a) À z MC (a). The set of n errors e(a), a 5 1, 2, . . ., n, was partitioned into b 5 1, 2, . . ., B subsets or ''bins'' according to the magnitude of their corresponding simulated error standard deviations, s sim [e(a)]. Each bin spanned 1/Bth of the range of values of s sim [e(a)] and B was chosen as 40. Each bin therefore contained a set e(j) of j 5 1, 2, . . ., J error values, each with a corresponding simulated error standard deviation value, s sim [e(j)]. For each bin, the median of the J simulated error standard deviation values was compared with the estimated actual error standard deviation,ŝ b ½eðjÞ. This pair of values was obtained for each of the B bins and plotted on a scatter plot to allow visual comparison.
A large number of regionally aggregated sets of a 5 1, 2, . . ., m prediction locations were defined using moving space-time windows with spatial radii of between 12.5 km and 100 km and temporal radii of between 3 and 24 months. The size of aggregated sets varied from m 5 2-1000 individual predictions. For each set, the true regional MC mean, m[z MC (a)], and predicted mean, m½z Ã MC ðaÞ, were calculated from the data and cross-validation predictions, respectively, and the model of prediction uncertainty was defined by the distribution of the corresponding means of the l 5 1, 2, . . ., L simulated realizations of the m predictions, m½z 
The large set of regional simulated error standard deviations for different aggregated sets was compared with estimates of the actual error standard deviation using exactly the same binning approach described above for the local case, resulting in a corresponding scatter plot for the regional case.
Results

Variography
Semivariograms where the nugget component (the intercept on the ordinate of the y axis) is larger relative to the structured component (the distance on the ordinate from the intercept to sill) have a large nugget ratio (NR), which is indicative of a relative lack of autocorrelation in the variable of interest. In these circumstances, kriging variances are expected to be large and predictions imprecise. Semivariograms in which the sill is reached at short lags are indicative of autocorrelation only being present over short distances, again generally resulting in relatively imprecise kriging predictions. Spatial and temporal sample semivariograms, along with the fitted models are shown (Fig. 2) for each variable that underwent ST-OK (TC, MC, MP, and SMC) and each facility class. In all cases, the temporal semivariograms differ substantially in structure to the corresponding spatial semivariograms, with temporal semivariograms generally having smaller NRs and smaller sills. Most temporal semivariograms were modeled with a hole effect component to account for a pseudoperiodic structure. This can be interpreted as corresponding to the seasonal nature of malaria transmission in Kenya, where many areas experience distinct increases in malaria incidence in the same months each year. This feature means that values separated in time by 12 months are likely to be more similar than, say, values separated by six months. TC showed the smallest amount of spatial autocorrelation, with the semivariogram for hospitals modeled as a pure nugget effect (zero spatial autocorrelation), although there was substantially larger temporal autocorrelation for all facility classes. MC spatial semivariograms indicated relatively greater spatial autocorrelation (lower NRs) over larger lags than TC and MC temporal semivariograms had less pronounced periodicity than those for TC. MP spatial semivariograms had smaller NRs and displayed autocorrelation over larger lags than TC, but had larger NRs than MC spatial semivariograms for hospitals and health centers. MP temporal semivariograms displayed weak periodicity and had NRs that were similar to those for TC and marginally larger than those for MC. SMC semivariograms generally displayed the largest amount of spatial autocorrelation of the four variables, with the smallest NRs. The difference between the spatial and temporal sills was also least for SMC.
Comparison of modeling frameworks
The results of the cross-validation for each of the three modeling frameworks are shown in Table 1 . Model 3 produced predictions of MC that had the smallest mean inaccuracy (smallest MAE) for all three facility classes. Model 2 performed better by this criterion than Model 1 for health centers and dispensaries and worse for hospitals. Results for overall bias (ME) were more mixed. The least-biased prediction (smallest ME) was provided by Model 1 for health centers, Model 2 for dispensaries, Figure 2 . Spatial and temporal sample semivariograms (dots) derived from space-time sample semivariogram surfaces and one-dimensional semivariogram models (lines) for (a) hospitals, (b) health centers, and (c) dispensaries. The variables shown for each facility class are monthly outpatient total cases (TC), malaria cases (MC), malaria proportion (MP), and standardised malaria cases (SMC) as described in the text for government health facilities across Kenya. and Model 3 for hospitals. The largest values of r (largest linear associations between predicted and actual values) were provided by Model 1 for hospitals, Model 2 for dispensaries, and Model 3 for health centers, although differences in values of r between the three models were not substantial. Given these results it was decided that Model 3 was the best overall choice of predictor for MC because it resulted in the smallest mean inaccuracy for all three facility classes and, although its predictions were not the least biased for health centers and dispensaries, the bias in these cases was nevertheless very small.
Uncertainty assessment
The results of the procedure to test the accuracy of the simulated uncertainty model are shown in Fig. 3 for both local predictions of MC at individual facility-months and regional predictions of mean MC for sets of between 2 and 1000 facilitymonths aggregated over space-time neighborhoods. In the local case (Fig. 3a) , simulated error standard deviations replicated closely actual values with no overall tendency for over-or underestimation. Points plotted for smaller standard deviations were progressively less scattered around the 1:1 line, which is indicative of the larger number of values in these bins.
In the regional case (Fig. 3b) , there was, again, a strong linear association between simulated and actual error standard deviations in each bin, although there was a tendency for simulated values to be slightly overestimated. This overestimation was more pronounced for larger standard deviations, although it was less in relative terms. A simulated error standard deviation of 19.2 cases, for example, corresponded to an actual error standard deviation of 15.2 cases, representing an overestimation of 4.0 cases or 26%, whilst a simulated error standard deviation of Predictions were made separately for hospitals, health centers, and dispensaries. The statistics shown are the correlation coefficient, r, the mean error (ME), and mean absolute error (MAE), as described in the text. Model 3 (highlighted in bold text) was chosen as the best overall predictor of malaria cases.
71.7 cases corresponded to an actual error standard deviation of 59.6 cases, representing an overestimation of 12.1 cases or 17%.
Discussion
This study has presented three alternative modeling frameworks in which spacetime geostatistical prediction algorithms can be used to predict MC values at missing facility-months within the Kenyan HMIS. While Model 1 used these data in their raw form, Models 2 and 3 used accompanying facility attendance data (TC) to construct a denominator and predictions were made on the resulting standardized variables, MP and SMC, respectively. The rationale was that the spatial structure of the standardized variables may be more pronounced than that of the raw count data, thus yielding more accurate predictions from the geostatistical algorithms. Because the presence or absence of TC data matched that of MC, however, predictions of MP and SMC required back-transformation by corresponding predictions of the relevant denominator (TC and MMTC, respectively) at unsampled facility-months and, as such, the accuracy of the ultimate predictions of MC was dependent on the prediction accuracies of both the standardized variables and the denominator. Model 2 did not offer a substantial increase in predictive accuracy over Model 1, indicating that the large uncertainty associated with modeling TC negated any benefit of modeling a standardized variable. The modeling framework for Model 3, however, did result in modest increases in prediction accuracy over Model 1. The temporal semivariograms for MC and SMC had almost identical structure, which is to be expected because the denominator, MMTC, is constant through time at each spatial location. The benefit of standardizing MC by MMTC to obtain SMC can be explained partly by the spatial semivariograms for SMC ( Fig. 2) which had smaller NRs and sill values that were much nearer to the corresponding temporal sills than was the case for the MC semivariograms, indicating a relative reduction in the overall variance of the variable across space, of which a greater proportion was autocorrelated. These factors meant SMC could be predicted directly with greater accuracy than could MC. Although the back-transform by MMTC involved further uncertainty, the net effect was that MC was predicted with slightly greater accuracy under this framework than using raw MC data directly in Model 1. The greater spatial structure displayed by SMC emphasizes the potential benefit of incorporating measures of facility size and utilization in models to predict MC. However, this study has shown that, when the only such measures available are themselves incomplete and subject to substantial uncertainty, their inclusion in a predictive model can offer only modest increases in prediction accuracy. Efforts are currently underway in Kenya to both define nationwide facility catchment and utilization models and compile existing data on individual facility resources such as medical staff and equipment. Model 3 represents a prediction framework to which these new data sources can be added to refine estimation of facility-specific denominators, allowing the more accurate definition and prediction of SMC and more reliable back-transformation to MC. As discussed above, the standardization of raw MC data in Models 2 and 3 altered the spatial autocorrelation characteristics of the resulting standardized variables, MP and SMC. The more pronounced spatial autocorrelation of these variables partly explains their potential for more accurate prediction using geostatistical techniques. A further effect of the standardization procedure was to alter the frequency distributions of the resulting variables such that histograms of both MP and SMC were less positively skewed than that for the raw MC data (not shown). While kriging does not explicitly require distributional assumptions (e.g., that the variable of interest is normally distributed), the reduction of skewness in the variable of interest can increase prediction accuracy (Saito and Goovaerts 2000) , and this effect is likely to have contributed further to the increases in prediction accuracy observed in Model 3.
It is important to note that the standardized variables MP and SMC represent subtly different outcomes. MP (Model 2) represents the proportional monthly case load of presumed malaria at a given facility-month, affected both by the count of presumed MC seen at a facility in a given month and by monthly fluctuations in the total number of outpatients attending. In contrast, SMC (Model 3) is derived by dividing monthly MC values by MMTC, a time-invariant denominator indicative of the overall level of outpatient use of a given facility. In this study, the two standardized variables were defined as a means to an end, used in modeling frameworks in which the ultimate goal was the prediction of unknown MC values. As such, it was their contrasting statistical properties that were of principal interest. In other applications, however, the interest may lie in the standardized variables themselves, in which case their differing interpretations may be of principal importance.
The decision to perform the modeling procedure separately for each of the three facility classes was taken because, in contrast to the sample spatial semivariograms estimated for each facility class separately, the equivalent semivariogram for the combined data displayed zero autocorrelation. This effect occurred because, while monthly MC values from facilities of the same class tended to be spatially dependent (spatially proximate values were likely to be more similar than those more separate), values from different facility classes often varied substantially, even over very short distances. Treating data from hospitals, health centers, and dispensaries separately allowed this confounding effect to be avoided. It is unlikely, however, that no dependencies exist between data from the three sets. Similarities in population, malaria, and health system factors in a given locality mean that MC values from a given facility are likely to contain information about those in neighboring facilities, even if it is of a different facility class. A refinement to the modeling approach presented here would be to attempt to exploit this information; for example, using a space-time cokriging system to predict missing values.
Modeling output in context
Predictions of space-time variables derived from developing-world outpatient data are likely to have a large inherent uncertainty associated with them and this is reflected in this study in both the semivariograms (Fig. 2) and model outputs. At the level of individual facility-months, predictions with the accuracies presented in Table 1 are likely to be of only limited use to health system decision makers (MAE is 26.8%, 27.6%, and 22.9% of the mean MC value for hospitals, health centers, and dispensaries, respectively). Strategic decision making is rarely done at this level, however, and the accuracy of predictions of mean MC burdens (which can then be translated directly into total MC burdens) at monthly and annual district, provincial, and national levels are of greater importance. Predictions of mean MC at these levels entail the aggregation of many individual predictions (along with existing data) across space-time regions. Although the expectation of the mean prediction error (bias, or ME) remained constant (0.4 cases across all facility classes) at different levels of aggregation, the variance of this mean decreased (as is expected) as progressively larger aggregated sets were considered. The overall prediction error standard deviation of unaggregated predictions was 181.4 cases. The error standard deviation for predictions of mean MC for aggregated sets of 200 predictions (corresponding approximately to aggregation at the district-year level) was 6.3 cases (2.2% of mean MC), and for sets of 1500 predictions (corresponding approximately to aggregation at the province-year level) this value was 1.8 cases (0.6% of mean MC). As 95% of prediction errors at these levels can be expected to fall within two such standard deviations of the mean error, predictions at these levels of aggregation are sufficiently accurate to be of real value to decision makers.
Of equal importance to providing accurate predictions, however, is the provision of accompanying estimates of this prediction uncertainty. These were provided in this study by an uncertainty model derived from an adapted stochastic simulation algorithm. The results presented above indicated that this model provides accurate estimates of individual (local) prediction uncertainty. For aggregated (regional) predictions, the model marginally overestimates uncertainty such that, where the true error standard deviation in the above two examples was 6.3 and 1.8 cases (representing 2.2% and 0.6% of the MC mean), the model predicted corresponding standard deviations of 9.4 and 4.4 cases (3.2% and 1.5%). Given that the overestimation of prediction uncertainty is likely to be preferable to under estimation, and that the difference between actual and modeled uncertainty is small, this model can provide measures of prediction uncertainty that further enhance the value of the predictions to decision makers.
Having presented methods for predicting MC values at facility-months with missing HMIS records and assessed the likely accuracy of these predictions, it is important to reconsider the interpretation of these values. Of crucial importance is the distinction between MC (counts of presumed malaria at government health facilities) and the burden of malaria in the population. The issue of low utilization of formal health facilities by care seekers is well documented in many developingworld settings (Foster 1995; Molyneux et al. 2002 ). In the current context, this leads to only a small proportion of malaria episodes in the population resulting in a visit to a government health facility (McCombie 2002; Molyneux et al. 1999; Amin et al. 2003) . A further issue is misdiagnosis. The widespread lack of laboratory resources with which to confirm diagnoses in many developing-world settings (Zurovac et al. 2002 (Zurovac et al. , 2006 , and the generally accepted alternative that all febrile children in high-risk areas be considered to have, and be treated for, malaria (WHO 1997; Bloland, Kachur, and Williams 2003) , mean that malaria is often overdiagnosed at health facilities, with many patients given false-positive diagnoses. Both underutilization and misdiagnosis mean that predictions of MC should not be used directly to evaluate the burden of malaria in a given population. However, these factors do not reduce the importance of MC values as a metric for resource planning. MC should be interpreted as quantifying the number of diagnoses that have been made for malaria and, importantly, the number of malaria treatments that have been administered. Despite the disparities between MC and the true pattern of population and outpatient malaria morbidity, MC remains critical for health-service planning because it determines the level of resources required to treat patients under this diagnosis. There remains an urgent need to upgrade HMIS systems in many developing-world nations by reducing the extent of missing data to allow robust quantification of treatment burdens. While the methods presented in this article in no way reduce this ultimate requirement, we believe that the development of statistical models that can mitigate the uncertainties caused by missing data substantially enhances the utility to health-service decision makers of existing HMIS data.
Conclusion
The Kenyan HMIS database on the number of outpatients treated for malaria across the country is 57% incomplete, preventing the quantification of key public-health statistics. This study has presented a geostatistical space-time modeling framework that uses the available data to predict the monthly count of treatments for malaria at all government health facilities where data are missing. Three different modeling frameworks were developed and tested, each comprising one or more space-time kriging procedures. The model that predicted MC most accurately in a cross-validation procedure was identified and a space-time stochastic simulation approach was used to develop a corresponding model of prediction uncertainty. These models were tested and found to give predictions and uncertainty estimates at an accuracy acceptable for public-health decision making at district, provincial, and national scales. Work undertaken to implement the modeling approaches developed in this article ) has provided recent estimates of the national treatment burden for outpatient malaria in the Kenyan government's formal health sector.
