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Abstract
The simultaneous estimation of many parameters ηi, based on a corresponding set of
observations xi, for i = 1, . . . , n, is a key research problem that has received renewed at-
tention in the high-dimensional setting. Many practical situations involve heterogeneous
data (xi, θi) where θi is a known nuisance parameter. Effectively pooling information
across samples while correctly accounting for heterogeneity presents a significant chal-
lenge in large-scale estimation problems. We address this issue by introducing the “Non-
parametric Empirical Bayes Smoothing Tweedie” (NEST) estimator, which efficiently
estimates ηi and properly adjusts for heterogeneity via a generalized version of Tweedie’s
formula. NEST is capable of handling a wider range of settings than previously proposed
heterogeneous approaches as it does not make any parametric assumptions on the prior
distribution of ηi. The estimation framework is simple but general enough to accom-
modate any member of the exponential family of distributions. Our theoretical results
show that NEST is asymptotically optimal, while simulation studies show that it out-
performs competing methods, with substantial efficiency gains in many settings. The
method is demonstrated on a data set measuring the performance gap in math scores
between socioeconomically advantaged and disadvantaged students in K-12 schools.
Keywords: Compound decision; empirical Bayes; kernel smoothing; shrinkage estimation;
SURE; Tweedie’s formula.
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1 Introduction
Suppose that we are interested in estimating a population vector of parameters η = (η1, . . . , ηn)
based on a vector of summary statistics X = (X1, · · · ,Xn)T . The setting where ηi = µi and
Xi|µi ∼ N(µi, σ2) is the most well–known example, but this problem occurs in a wide range
of applications. Other common examples include the compound estimation of Poisson
parameters λi and Binomial parameters pi.
This fundamental problem has recently become a key research question in the high-
dimensional setting. In modern large-scale applications it is often of interest to perform simul-
taneous or selective inference (Benjamini and Yekutieli, 2011; Berk et al., 2013; Weinstein et al.,
2013). For example, there has been recent work on approaches for the construction of si-
multaneous confidence intervals after a selection procedure is applied (Lee et al., 2016). In
multiple testing as well as related ranking and selection problems, it is often desirable to
incorporate estimates of the effect sizes ηi in the decision process to prioritize the selection of
more scientifically meaningful hypotheses (Benjamini and Hochberg, 1997; Sun and McLain,
2012; He et al., 2015; Henderson and Newton, 2016; Basu et al., 2017).
However, the simultaneous inference of thousands of means, or other parameters, is
challenging because, as described in Efron (2011), the large scale of the problem intro-
duces selection bias, wherein some data points are large merely by chance, causing tra-
ditional estimators to overestimate the corresponding means. Shrinkage estimation, ex-
emplified by the seminal work of James and Stein (1961), has been widely used in simul-
taneous inference. There are several popular classes of methods, including linear shrink-
age estimators (James and Stein, 1961; Efron and Morris, 1975; Berger, 1976), non–linear
thresholding–based estimators motivated by sparse priors (Donoho and Jonhstone, 1994;
Johnstone and Silverman, 2004; Abramovich et al., 2006), and full Bayes or empirical Bayes
(EB) estimators with unspecified priors (Brown and Greenshtein, 2009; Jiang and Zhang,
2009; Castillo and van der Vaart, 2012). This article focuses on a class of estimators based
on Tweedie’s formula, which first appeared in Robbins (1956). Tweedie’s formula is an el-
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egant shrinkage estimator, for distributions from the exponential family, that has recently
received renewed interest (Brown and Greenshtein, 2009; Efron, 2011; Koenker and Mizera,
2014). The formula is simple and intuitive since its implementation in the empirical Bayes
setting only requires the estimation of the marginal density of Xi. This property is partic-
ularly appealing for large–scale estimation problems where nonparametric density estimates
can be easily constructed from data. The resultant EB estimator enjoys optimality properties
(Brown and Greenshtein, 2009) and delivers superior numerical performance (Efron, 2011;
Koenker and Mizera, 2014). The work of Efron (2011) further convincingly demonstrates
that Tweedie’s formula provides an effective bias correction tool when estimating thousands
of parameters simultaneously.
Most of the research in this area has been restricted to models of the form f(xi|ηi) where
the distribution of Xi is only a function of ηi. In situations involving a nuisance parameter
θ it is generally assumed to be known and identical for all Xi. For example, homoscedastic
Gaussian models of the form Xi|µi, σ ind∼ N(µi, σ2) involve a common nuisance parameter
θ = σ2 for all i. However, in large-scale studies the data are often collected from heteroge-
neous sources; hence the nuisance parameters often vary over the n observations. Perhaps the
most common example, and the setting we concentrate most on, involves heteroscedastic er-
rors, where σ2 varies over Xi. Microarray data (Erickson and Sabatti, 2005; Chiaretti et al.,
2004), returns on mutual funds (Brown et al., 1992), and the state-wide school performance
gaps, considered in Section 5.3, are all instances of large-scale data where genes, funds, or
schools have heterogeneous variances. Heteroscedastic errors also arise in ANOVA analy-
sis and linear regression (Weinstein et al., 2018). Moreover, in compound Binomial prob-
lems, the heterogeneity is reflected by unequal sample sizes across different study units. In
Section 5.2, we demonstrate that the conventional Tweedie’s formula cannot eliminate se-
lection bias for heterogeneous data. Moreover, failing to account for heterogeneity leads
to invalid false discovery rate methods (Efron, 2008; Cai and Sun, 2009), unstable multi-
ple testing procedures (Tusher et al., 2001) and inefficient ranking and selection algorithms
(Henderson and Newton, 2016), exacerbating the replicability crisis in large-scale studies.
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However, relatively few methodologies are available to address this issue.
The heterogeneity setting can be formulated using a hierarchical approach. For n parallel
studies, the data for the ith study is summarized by Xi which is modeled as coming from a
member of the exponential family of distributions
fθi(xi|ηi) ind= exp {ηixi − ψθi(ηi)}hθi(xi), i = 1, . . . , n, (1.1)
where ηi and θi are independent and drawn from unspecified priors
ηi
iid∼ Gη(·), θi iid∼ Gθ(·). (1.2)
Many common families of distributions fall into this framework, including the Binomial
(with ηi = log{pi/(1− pi)} and θi = ni), Gamma (with ηi = αi and θi = βi), and Beta (with
ηi = αi and θi = βi). In particular, the heteroscedastic normal mean problem is a special
case of (1.1) and (1.2) where ηi = µi, θi = σ
2
i , and Xi|µi, σ2i follows a normal distribution.
A common goal is then to find the estimator, or make the decision, that minimizes the
expected squared error loss. Following tradition, we assume σ2i , or in general θi, are known
(take for example, Robbins (1951), Brown and Greenshtein (2009), Xie et al. (2012), and
Weinstein et al. (2018)) and for implementation, use a consistent estimator, as discussed in
Weinstein et al. (2018). An alternative to estimating the nuisance parameter involves placing
an objective prior on θi as done in Jing et al. (2016), which extends the model in Xie et al.
(2012) with known variance to the case of unknown variance.
A plausible–seeming solution to the heteroscedastic problem might be to scale each Xi
by σi so that a homoscedastic method could be applied to X
sc
i = Xi/σi, before undoing the
scaling on the final estimate of µi. Indeed, this is essentially the approach taken whenever
we compute standardized test statistics, such as t– or z–scores. A similar standardization
is performed when we compute pˆi = Xi/ni in the Binomial setting. However, perhaps
somewhat surprisingly, we demonstrate in both our theoretical and empirical results that
this approach disregards important structural information so is inefficient. More advanced
4
methods have been developed, but all suffer from various limitations. For instance, the
methods proposed by Xie et al. (2012), Tan (2015), Jing et al. (2016), Kou and Yang (2017),
and Zhang and Bhattacharya (2017) are designed for heteroscedastic data but assume a
parametric Gaussian prior or semi-parametric Gaussian mixture prior, which leads to loss of
efficiency when the prior is misspecified.
By contrast, we propose a two–step approach, “Nonparametric Empirical Bayes Smooth-
ing Tweedie” (NEST), which first estimates the marginal distribution of Xi, fθ(x), and
second predicts ηi using a generalized version of Tweedie’s formula. Hence, NEST departs
from linear shrinkage and other techniques that focus on specific forms of the prior distribu-
tion. A significant challenge in the heterogeneous setting is that fθ(x) varies with θ, so we
must estimate a two–dimensional function. NEST addresses this issue using a kernel which
weights observations by their distance in both the x and θ dimensions. The intuition here
is that the density function should change smoothly as a function of θ, so observations with
variability close to θ can be used to estimate fθ(x). Once we obtain this two–dimensional
density function, we simply apply Tweedie’s formula to estimate the parameter corresponding
to any particular combination of x and θ. Compared to grouping methods (Weinstein et al.,
2018), which group data according to θi and then apply linear estimators within each group,
NEST is not only nonparametric but also capable of pooling information from all samples to
construct a more efficient estimator.
NEST has four clear advantages. First, it is both easy to understand and compute
but nevertheless handles general settings. Second, NEST does not rely on any parametric
assumptions on Gη(η). In fact it makes no explicit assumptions about the prior since it
directly estimates the marginal density fθ(x) using a nonparametric kernel method. Third,
we prove that NEST only requires a few simple assumptions to achieve asymptotic optimality
for a broad class of models. Additionally, we develop a Stein-type unbiased risk estimate
(SURE) criterion for bandwidth tuning, which explicitly resolves the bias–variance tradeoff
issue in compound estimation. Finally, we demonstrate numerically that NEST can provide
high levels of estimation accuracy relative to a host of benchmark comparison methods.
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The rest of the paper is structured as follows. Section 2 develops a generalization of
Tweedie’s formula to the multivariate setting and provides the corresponding oracle estima-
tor. In Section 3, we present the NEST decision rule and algorithm, and describe the SURE
criterion for choosing bandwidths. Section 4 describes the asymptotic setup and provides
the main theorem establishing the asymptotic optimality of NEST. Section 5 concludes with
a comparison of methods in several simulations and a data application. The proofs, as well
as additional theoretical and numerical results, are provided in the Supplementary Material.
2 Tweedie’s Formula
Section 2.1 reviews Tweedie’s formula for univariate models. Section 2.2 generalizes the
formula to multivariate models; a special case of this general result gives the oracle estimator
for the nuisance parameter setting.
2.1 Tweedie’s formula
Efron (2011) demonstrated that for the hierarchical model (1.1) and (1.2), with θi = θ, the
estimator minimizing the expected squared error loss is given by δTF = (δTFi : 1 ≤ i ≤ n),
where
δTFi = E(ηi|xi, θ) = l(1)f,θ(xi)− l
(1)
h,θ(xi). (2.1)
Here g(1)(x) = ddxg(x) denotes the derivative for a function g, lf,θ(x) = log fθ(x) where
fθ(x) =
∫
fθ(x|η)dGη(η) is the marginal density of Xi, and lh,θ(x) = log hθ(x). In particular,
when fσi(xi|µi) is a N(µi, σ2i ) density with σ2i = σ2, then
δTFi = E(µi|xi, σ2) = xi + σ2
d
dx
log fσ(xi) = xi + σ
2 f
(1)
σ (xi)
fσ(xi)
, (2.2)
where fσ(x) =
∫
fσ(x|µ)dGµ(µ) (Robbins, 1956). In general hθ(x) can be directly computed
for any particular member of the exponential family. An important property of Tweedie’s
formula is that it only requires the estimation of the marginal distribution of Xi in order
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to compute the estimator, which is particularly appealing in large-scale studies where one
observes thousands of Xi, making it possible to obtain an accurate estimate of fσ(x).
2.2 Multivariate Tweedie’s formula
Suppose we observe x = (x1, , . . . , xn)
T with conditional distribution fθ(x|η) where θ =
(θ1, . . . θn)
T is a vector of known nuisance parameters and η = (η1, . . . , ηn)
T are parameters
of interest. We assume that η comes from an unknown prior distribution η ∼ Gη(η).
Furthermore, we assume that, conditional on θ, x comes from an exponential family of the
form
fθ(x|η) = exp
{
ηTx− ψθ(η)
}
hθ(x). (2.3)
The Gaussian distribution,
fΣ(x|µ) = 1√
2π|Σ| exp
{
−1
2
(x− µ)TΣ−1(x− µ)
}
, (2.4)
is the most common case of (2.3), where η = Σ−1µ,θ = Σ, ψθ(η) = 12η
TΣη, and hθ(x) =
1√
2π|Σ| exp
{−12xTΣ−1x}.
We demonstrate that Tweedie’s formula can be extended to the multivariate setting. Let
δ = {δ1(x), · · · , δn(x)}T be an estimator for η. Denote ln(δ,η) = n−1 ‖δ − η‖22 the squared
error loss of estimating η using δ . The compound Bayes risk of δ under squared error loss is
r(δ, Gη) =
∫ ∫
ln(δ,η)fθ(x|η)dxdGη(η). (2.5)
The next theorem, which can be proved following similar arguments to those in Efron
(2011), derives the optimal estimator under risk (2.5).
Theorem 1 (The multivariate Tweedie’s formula). Under Model 2.3, the optimal
7
estimator that minimizes (2.5) is
δπθ (x) = E(η|x,θ) = l(1)f,θ(x)− l
(1)
h,θ(x) (2.6)
where fθ(x) =
∫
fθ(x|η)dG(η), lf,θ(x) = log fθ(x), l(1)f,θ(x) =
{
∂
∂x1
lf,θ(x), . . . ,
∂
∂xn
lf,θ(x)
}T
,
lh,θ(x) = log hθ(x) and l
(1)
h,θ(x) =
{
∂
∂x1
lh,θ(x), . . . ,
∂
∂xn
lh,θ(x)
}T
. When x|µ,Σ follows the
Gaussian distribution (2.4), then we have
δπΣ(x) = E(µ|x,Σ) = x+Σ
f
(1)
Σ (x)
fΣ(x)
, (2.7)
where fΣ(x) =
∫
fΣ(x|µ)dGµ(µ) and f (1)Σ (x) =
{
∂
∂x1
fΣ(x), . . . ,
∂
∂xn
fΣ(x)
}T
.
Consider the special case where η1, . . . , ηn are independent and also x1, . . . , xn are mu-
tually independent so fθ(x|η) =
∏
i exp {ηixi − ψθi(ηi)}hθi(xi). For the Gaussian case this
holds when Σ = diag{σ21 , . . . , σ2n} is a diagonal matrix, and the elements µi in µ are indepen-
dent and follow a common prior distribution Gµ(·). Then the next corollary gives the result
for the nuisance parameter setting with which we are concerned.
Corollary 1 Under Models 1.1, & 1.2, the optimal estimator is δπ = (δπ1 , · · · , δπn)T , where
δπi = E(ηi|Xi = xi, θi) = l(1)f,θi(xi)− l
(1)
h,θi
(xi). (2.8)
In particular, for the Gaussian case, l
(1)
h,θi
(xi) = −xi/σ2i and
δπi = xi + σ
2
i l
(1)
f,σi
(xi) = xi + σ
2
i
f
(1)
σi (xi)
fσi(xi)
. (2.9)
The proof of the corollary is straightforward and omitted. The estimator (2.9) envelopes
previous work. If we assume homoscedastic errors σi = σ, then fσi(xi) = fσ(xi) and (2.9) re-
duces to the univariate Tweedie’s formula (2.2). Appendix B provides analogous calculations
to (2.9) for the Binomial, Negative Binomial, Gamma and Beta distributions.
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Remark 1 Notice that Corollary 1 also demonstrates why the standardization approach is
sub-optimal. Applying Tweedie directly to the standardized data Xsci and then multiplying
by σi gives an estimate of
δsci = σi
(
xsci +
f
(1)
xsc(x
sc
i )
fxsc(xsci )
)
= xi + σi
σ2i f
(1)
x (xi)
σifx(xi)
= xi + σ
2
i
f
(1)
x (xi)
fx(xi)
(2.10)
where fx(x) =
∫
fx(x|σ)dGσ(σ) and fxsc(xsc) =
∫
σ−1fx(xσ |σ)dGσ(σ). The last equality in
(2.10) can be established by verifying that
f
(1)
xsc
(xsci )
fxsc(x
sc
i )
= σi
f
(1)
x (xi)
fx(xi)
. Equations (2.9) and (2.10)
have similar forms but the key distinction is that (2.10) computes the density averaged over
all σ while the oracle estimator (2.9) uses the conditional distribution at σ = σi.
The Bayes rule (2.9) is an oracle estimator, which cannot be implemented directly be-
cause the densities fσi(x) are typically unknown in practice. The next section introduces an
empirical Bayes (EB) approach that can tackle the implementation issue. The EB approach
also provides a powerful framework for studying the risk properties of the proposed estimator.
3 NEST for the Heteroscedastic Normal Means Problem
This section describes our proposed NEST approach. We primarily concentrate on the Gaus-
sian heteroscedastic case to illustrate the proposed estimation framework. Methodological
extensions to other distributions can be implemented by following a similar strategy; related
formulae are provided in Appendix B. In Section 3.1, we consider an empirical Bayes frame-
work for estimating the oracle rule and discuss new challenges with nuisance parameters.
Section 3.2 presents our SURE criterion for selecting the tuning parameters.
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3.1 Weighted kernel density estimation
In the homoscedastic setting, previous work has developed an EB estimation approach that
involves first forming kernel estimates for fσ(xi) and f
(1)
σ (xi) and then applying Tweedie’s
formula (2.2) using estimated quantities (Brown and Greenshtein, 2009). However, in the
heterogeneous setting estimating fσi(xi) directly is impossible as we only have one pair of
observations (xi, σi) for each density function. The key idea in our methodological develop-
ment is to exploit the fact that fσ(x) changes smoothly as a function of σ, and thereby use
a two–dimensional kernel which weights observations by their distance in both the x and θ
dimensions. Let h = (hx, hσ) be tuning parameters (bandwidths). Define
fˆσ,h(x) :=
n∑
j=1
wjφhxj (x− xj), (3.1)
where wj ≡ wj(σ, hσ) = φhσ(σ − σj)/{
∑n
j=1 φhσ(σ − σj)} is the weight that determines the
contribution from (xj , σj), hxj = hxσj is a bandwidth that varies across j, and φh(z) =
1√
2πh
exp
{
− z2
2h2
}
is a Gaussian kernel. The weights wj have been standardized to ensure
that fˆσ,h(x) itself is a proper density function. When the errors are homoscedastic, wj = 1/n
for all j and (3.1) becomes the usual kernel density estimator.
Next we give explanations for the proposed estimator. First, the weights wj , which
are determined by a kernel function, are employed to borrow strength from observations
with variability close to σi, while placing little weight on points where σi and σj are far
apart. Second, we set hxj = hxσj, which provides a varying bandwidth to adjust for the
heteroscedasticity in the data. Specifically, the bandwidth of the kernel placed on the point
Xj is proportional to σj; hence data points observed with higher variations are associated with
flatter kernels. Our numerical results show that the varying bandwidth provides substantial
efficiency gain over fixed bandwidths. A related idea has been used in the variable kernel
method (e.g. Silverman (1986), pp. 21), which employs bandwidths that are proportional
to the sparsity of the data points in a region. Finally, a plethora of kernel functions may be
used to construct our estimator. We have chosen the Gaussian kernel φh(·) to facilitate our
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theoretical analysis. Another advantage of using the Gaussian kernel is that it leads to good
numerical performance. In contrast, as observed by Brown and Greenshtein (2009), kernels
with heavy tails typically introduce a significant amount of bias in the corresponding EB
estimates. Compared to the choice of kernel, the selection of tuning parameters h is a more
important issue; a detailed discussion is given in Section 3.2.
We follow the standard method in the literature (e.g. Wand and Jones (1994)) to obtain
the estimate of the derivative fˆ
(1)
σ,h(x):
fˆ
(1)
σ,h(x) :=
d
dx
fˆσ,h(x) =
n∑
j=1
wjφhxj (x− xj)
(
xj − x
h2xj
)
. (3.2)
Our methodological development is focused on a class of estimation procedures of the form
δh ≡ δh(X ) = (δh,i : 1 ≤ i ≤ n)T , where
δh,i = xi + σ
2
i
fˆ
(1)
σi,h
(xi)
fˆσi,h(xi)
. (3.3)
3.2 Selecting the tuning parameters
Implementing (3.3) requires selecting the tuning parameters h = (hx, hσ). Ideally, these
parameters should be chosen to minimize the true risk, which is unknown in practice.
Brown and Greenshtein (2009) offered theoretical insights regarding the impact of the accu-
racy of kernel estimates on the performance of the resulting EB estimators. Their theoretical
analysis has been corroborated by our simulations, which show that the standard bandwidth
in the density estimation generally does not lead to satisfactory EB estimators. However,
Brown and Greenshtein (2009) did not provide data-driven rules for choosing the bandwidth
in practice. In this section, we address the issue by proposing a criterion for tuning h based
on Stein’s unbiased risk estimate (SURE; Stein (1981)).
Our SURE method requires a training dataset to estimate the densities, as well as an
independent dataset to evaluate the true risk. Next we describe a cross–validation algorithm
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for constructing the estimator and calculating the corresponding SURE function, which is
further used for selecting the tuning parameters. Let X = {1, · · · , n} denote the index set
of all observations. We first divide the data into K equal or nearly equal subsets so that
for each fold k = 1, . . . ,K, there is a holdout subset Xk taken from the full dataset X . Let
XCk = X \ Xk. For each i ∈ Xk, we first use all xj ∈ XCk to estimate the density (and
corresponding first and second derivatives), and then evaluate the risk using the following
SURE function:
Si(h) := S(h;xi, σ
2
i ) = σ
2
i + σi
4

2fˆσi,h(xi)fˆ
(2)
σi,h
(xi)−
{
fˆ
(1)
σi,h
(xi)
}2
{
fˆσi,h(xi)
}2

 , (3.4)
where the second derivative is computed as
fˆ
(2)
σ,h(x) =
∑
j∈XCk
wj
φhxj(x− xj)
h2xj
{(
x− xj
hxj
)2
− 1
}
.
In the above formula, the dependence of Si(h) upon the training data has been suppressed
for notational simplicity. The compound SURE function can be obtained by combining all
individual SURE functions defined by (3.4): S(h) =
∑n
i=1 Si(h). The tuning parameters are
chosen to minimize S(h): hˆ = argminhS(h). Substituting hˆ in place of h in (3.3) provides the
proposed “Nonparametric Empirical Bayes Smoothing Tweedie” (NEST) estimator, denoted
δˆ = (δˆ1, · · · , δˆn).
Remark 2 The SURE criterion is different from the proposals developed in the density
estimation literature for bandwidth selection. Since the emphasis in the kernel smoothing
literature is to pick a bandwidth to produce a good estimate of the density, this bandwidth
may not be the same as that which produces the best decision rule to estimate µ. In fact,
the theoretical analyses in Brown and Greenshtein (2009) (and their Remark 5) suggest that
the bandwidth for the compound estimation problem should converge to 0 “just faster”
than (log n)−1. By contrast, the optimal choice of bandwidth is equal to hx ∼ n−1/5 for
a continuously twice differentiable density (e.g. Wand and Jones (1994)). Our numerical
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results show that the SURE criterion leads to much improved performance compared to
using the standard bandwidth in the density estimation literature.
Finally we prove that (3.4) provides an unbiased estimate of the risk. Let X∗ be a
generic random variable obeying Models 1.1 & 1.2, from which we also have an independent
sample of training data. Denote µ∗ the unknown mean and σ2∗ the variance associated with
X∗. The corresponding estimator in the class (3.3) is denoted δ∗h. Again, the dependence
of δ∗h on the training data is suppressed. For a fixed µ∗, the risk associated with δ
∗
h is
R(δ∗h , µ∗) = EX∗|µ∗(δ
∗
h−µ∗)2, where the expectation is taken with respect to X∗ given µ∗ and
the training data. The corresponding Bayes risk is given by r(δ∗h, G) =
∫
R(δ∗h , µ∗)dGµ(µ∗).
The next proposition justifies the SURE function (3.4).
Proposition 1 Consider the heteroscedastic Models 1.1 & 1.2. Then we have R(δ∗h, µ∗) =
EX∗|µ∗{S(h;X∗, σ2∗)} and r(δ∗h, G) = EX∗,µ∗{S(h;X∗, σ2∗)}, where the last expectation is taken
with respect to the joint distribution of (X∗, µ∗) for a fixed training dataset.
4 Asymptotic Properties of NEST
This section studies the risk behavior of the proposed NEST estimator and establishes its
asymptotic optimality. Section 4.1 describes the basic setup. The main theorem is presented
in Section 4.2, where we also explain some intuitions behind the assumptions. Finally, in
Section 4.3 we quantify the degree of bias that occurs in selecting extreme values and show
that NEST asymptotically corrects this bias.
4.1 Asymptotic setup
Consider the hierarchical Models 1.1 and 1.2. We are interested in estimating µ based on
the observed (X,σ2); this is referred to as a compound decision problem (Robbins, 1951,
1956) as the performances of the n coordinate–wise decisions will be combined and evaluated
together. Let δ = (δ1, · · · , δn)T be a general decision rule. We call δ a simple rule if for all
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i, δi depends only on (xi, σi), and δ a compound rule if δi depends also on (xj, σj), j 6= i
(Robbins, 1951). Let D = (X,µ,σ2). Then the (compound) Bayes risk is
r(δ, G) = ED {ln(δ,µ)} , (4.1)
where G is used to denote the unspecified joint prior on (µ,σ2). The extension to the
heteroscedastic compound estimation problem was first made by Weinstein et al. (2018).
Consider the oracle setting where the marginal density fσ(x) is known. We have shown
that the oracle rule that minimizes the Bayes risk is δπ [cf. Equation 2.9], which is a simple
rule, a useful fact that can be exploited to simplify our analysis. Concretely, let (X,µ, σ)
be a generic triple of random variables from the hierarchical Model 1.1 and 1.2, and δπ the
(scalar) oracle rule for estimating µ based on (X,σ). It follows that the risk of the compound
estimation problem (e.g. using δπ to estimate µ) reduces to the risk of a single estimation
problem (e.g. using δπ for estimating µ):
r(δπ, G) = r(δπ, G) := EX,µ,σ
{
(δπ − µ)2} . (4.2)
The oracle risk (4.2) characterizes the optimal performance of all decision rules. Moreover,
it is easy to analyze as it can be explicitly written as the following integral
EX,µ,σ
{
(δπ − µ)2} = ∫ ∫ ∫ (δπ − µ)2φσ(x− µ)dxdGµ(µ)dGσ(σ). (4.3)
We focus on the setting where the oracle risk is bounded below by a constant: r(δπ, G) ≥
C > 0. Following Robbins (1964), we call a decision rule δ asymptotically optimal if
lim
n→∞ r(δ, G) = r(δ
π, G). (4.4)
The major goal of our theoretical analysis is to show that the NEST estimator δˆ is
asymptotically optimal in the sense of (4.4). The NEST estimator is difficult to analyze
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because it is a compound rule, i.e. the decision for µi depends on all of the elements of X
and σ2. The compound risk of the form (4.1) cannot be explicitly written as simple integrals
as done in (4.3) because each Xi is used twice: for both constructing the estimator and
evaluating the risk. We discuss strategies to overcome this difficulty in the next section.
4.2 Asymptotic optimality of NEST
We first describe the assumptions that are needed in our theory.
Assumption 1 All means are bounded above by a sequence, which grows to infinity at a rate
slower than any polynomial of n, i.e. ∀i, |µi| ≤ Cn, where Cn = o(nǫ) for every ǫ > 0.
This is considered to be a mild assumption as it allows one to take Cn = O{(log n)k} for any
constant k. The particular case of k = 1/2 corresponds to interesting scenarios in a range of
large–scale inference problems such as signal detection (Donoho and Jin, 2004), sparse esti-
mation (Abramovich et al., 2006), and false discovery rate analysis (Meinshausen and Rice,
2006; Cai and Sun, 2017). For example, in the signal detection problem considered by
Donoho and Jin (2004), choosing µn =
√
2r log n, where 0 < r < 1, makes the global testing
problem neither trivial nor too difficult. The upper bound on the effect size ensures that the
density estimator would not blow up in the tail areas.
Under Assumption 1, it is natural to consider a truncated version of NEST which returns
the component-wise max(δˆi,K log n) for some large K. The truncation tends to slightly
improve the numerical performance. For notational simplicity, the truncated estimator is
also denoted by δˆ and subsequently used in our proof. The modification is proposed mainly
for theoretical considerations; we justify in Section C.1.1 that the truncation will always
reduce the MSE.
Assumption 2 The variances are uniformly bounded, i.e. there exist σ2l and σ
2
u such that
σ2l ≤ σ2i ≤ σ2u for all i.
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This is a reasonable assumption for most real life cases. When σ2i measures the variability
of a summary statistic for an inference unit, the assumption is fulfilled when the sample size
for obtaining the summary statistic is neither too large nor too small.
Next we state our main theorem, which formally establishes the asymptotic optimality
of the proposed NEST estimator.
Theorem 2 Consider Models 1.1 and 1.2. Let hx ∼ n−ηx and hσ ∼ n−ηs, where ηx and
ηs are small constants such that 0 < ηx + ηs < 1. Then under Assumptions 1-2, the NEST
estimator δˆ is asymptotically optimal in the sense of (4.4).
4.3 NEST and selection bias
In large-scale inference, attention has recently moved beyond multiple testing, namely se-
lecting a few non-null cases from a large number of hypotheses, to a new direction that
involves estimating the effect sizes of the selected non-null cases. A widely used formula-
tion is the “post-selection inference” framework, which has been applied to, for example,
the construction of simultaneous confidence intervals for selected parameters (Berk et al.,
2013; Lee et al., 2016) and the hierarchical testing of structured hypotheses (Yekutieli, 2008;
Benjamini and Bogomolov, 2014; Sun and Wei, 2015). These types of questions have been
largely driven by the modern “big data” problems, which often involve first searching large
data sets for potential targets for inference, and then making refined decisions on a subset
of parameters that appear to be worthy of investigating.
A central issue in large-scale selective inference is that the classical inference tool fails
to take into account the selection bias (or snooping bias) when estimating many means
simultaneously. Efron (2011) demonstrated convincingly in his “exponential example” that
the histogram of the uncorrected differences zi − µi of the largest 20 z-values from 2,000
observations is centered around some positive constant; hence we have a systematic bias due
to the selection effect. Next we discuss two theoretical results: the first explicitly characterizes
the magnitude of the selection bias under hierarchical Models 1.1 and 1.2, and the second
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explains why the bias can be removed asymptotically by the proposed NEST estimator. We
also present numerical examples in Section 5.2 to illustrate the effectiveness of NEST in
correcting the selection bias as well as the failure of the homoscedastic Tweedie method.
Theorem 3 Consider Models 1.1 and 1.2 and the selection event {X > t}. When applying
the naive estimator X, the expected value of the selection bias is given by
EX,µ|X>t,σ2(X − µ) = σ2
fσ(t)
1− Fσ(t) , (4.5)
where fσ(t) =
∫
φσ(t− µ)g(µ)dµ and Fσ(t) = P (X > t|σ2) =
∫∞
t fσ(x)dx.
We omit results for other types of selection events such as {X < t} and {X < t1 or X >
t2}, which can be derived in a similar fashion. The next theorem establishes the asymptotic
unbiasedness of the NEST estimator.
Theorem 4 Under the assumptions and conditions of Theorem 2, the bias term of the NEST
estimator is vanishingly small:
ED|Xi>t(δˆi − µi) = o(1). (4.6)
This remarkable result follows from the convergence of NEST w.r.t. the oracle estimator
(2.1)
EDEX|X>t,σ2(δˆ − δπ) = o(1), (4.7)
and one elegant property of the correction term in the oracle estimator, which says that the
conditional expectation of the ratio
EX,µ|X>t,σ2
{
f
(1)
σ (X)
fσ(X)
}
=
fσ(t)
1− Fσ(t) , (4.8)
after multiplying by σ2, precisely cancels out the expected selection bias in (4.5). Both (4.7)
and (4.8) are proved in Section A.8.
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5 Numeric Results
This section compares the performance of NEST relative to several competing methods
using simulated data in Section 5.1, examines how NEST removes selection bias for the
heteroscedastic setting in Section 5.2, and demonstrates all methods on a real data set in
Section 5.3.
5.1 Simulation
We compare seven approaches: the naive method (Naive), using X without shrinkage;
Tweedie’s formula (TF) from Brown and Greenshtein (2009); the scaling method mentioned
in Section 1, which inputs scaled Xsci = Xi/σi and outputs the rescaled mean (Scaled); the
group linear method (Group L) of Weinstein et al. (2018); a grouping method (k-Groups),
which casts the grouping idea of Weinstein et al. (2018) into a Tweedie’s formulation, by
first creating k equal sized groups based on the variances and second applying the univariate
Tweedie’s formula within each group; the semi-parametric monotonically constrained SURE
method (SURE-M) from Xie et al. (2012); and from the same paper, the semi-parametric
grand-mean sure-shrinkage method (SURE-SG). Note, we implement a truncated version of
NEST that has little impact on the numerical performance but is consistent with theory (dis-
cussed right after Assumption 1 in Section 4.2). Mean-squared errors (MSE), and associated
standard errors (SE), are computed using the differences between the estimated mean from
each method and the true µ, over a total of 50 simulation runs.
We simulate Xi|µi, σi iid∼ N(µi, σ2i ) for i = 1, . . . , n, where n, gµ and gσ vary across
settings with two sample sizes: n = 5, 000 and 10, 000. Moreover, three scenarios for gµ
are investigated. In the first setting µi ∼ N(3, 12). In the second setting, µi are drawn
from a sparse mixture distribution with a 0.7 probability of a point mass at zero, and a
0.3 probability of a draw from N(3, 0.32). Finally, under the third setting, µi are drawn
from a two–point mixture model, with .5 chance of a point mass at 0 and .5 chance of a
point mass at 3. For gσ, we simulate σ
iid∼ U [0.1, σM ] and test three different values of
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σM for each gµ setting. The values of σM are chosen so that the ratio between variances
var(µ)/var(X) are approximately .9, .75, and .5 despite the different models for gµ. This
provides an anchor for comparison across the three gµ settings. In terms of the relationship
between µ’s variance and the average variance of X conditional on µ, a ratio of .9 means
var(µ) = 9.5E{var(X|µ)}; a ratio of .75 means var(µ) = 3E{var(X|µ)}; and a ratio of .5
means var(µ) = E{var(X|µ)}. The first setting is relatively easy, the second is challenging,
and the third is extreme. Because each gµ setting has different hyperparameters, there are
small deviations from the exact ratios of var(µ)/E{var(X|µ)} = 9.5, 3, and 1.
All methods, except for Naive, require tuning parameters. For the methods that use
kernel estimators (NEST, TF, Scaled, and k-Groups) we minimize our SURE criterion to
select the kernel bandwidth, hx or (hx, hs) for NEST, over a grid of possible values. The
same bandwidth is used for both the density function and its derivatives. The k-Groups
methods additionally must be tuned for the number of groups. To this end, we run the
group method on evenly sized groups of 2, 5, and 10. Also, the linear shrinkage methods
(Group L, SURE-M, and SURE-SG) have a different set of tuning parameters. The tuning
is handled via optimization techniques in the code provided by Weinstein et al. (2018).
Table 1 shows mean squared errors for the normal model µi
iid∼ N(3, 12). For this setting,
since the analytical form of the mixture density is known, we can additionally compare
performance against the oracle rule (2.2). SURE-M consistently leads performance under
the normal setting and uniformly achieves oracle performance. Since SURE-M is a linear
shrinkage method that moves X towards a global center, it is expected to perform particularly
well under this normal setting, which concentrates points around a center at 3. When
n = 5, 000, next best is SURE-SG, but NEST has an MSE only 1 - 5% higher than the
oracle’s. When n = 10, 000, SURE-M and SURE-SG lead by a smaller gap, with several
competing methods, including NEST, also achieving oracle performance when var(µ) is 9.6
times E(var(X|µ)). In the extreme case where var(µ) = E(var(X|µ)) and the gap is largest
between NEST and the best estimator, NEST is 3% higher than the oracle.
Table 2 shows the performance of the sparse model for µi. For this setting, we apply
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Table 1: Normal Model with standard errors in parentheses. Bolded terms represent oracle,
and best performing competitor(s).
n Method V ar(µ)E{V ar(X|µ)} = 9.6
V ar(µ)
E{V ar(X|µ)} = 3
V ar(µ)
E{V ar(X|µ)} = 1
5000
Oracle 0.090 (0.000) 0.223 (0.001) 0.411 (0.002)
Naive 0.103(0.000) 0.336(0.001) 1.024(0.004)
NEST 0.091(0.000) 0.226(0.001) 0.430(0.002)
TF 0.091(0.000) 0.228(0.002) 0.444(0.002)
Scaled 0.095(0.000) 0.270(0.001) 0.659(0.004)
Group L 0.090 (0.000) 0.224(0.001) 0.416(0.002)
2-Groups 0.091(0.001) 0.231(0.002) 0.462(0.012)
5-Groups 0.092(0.001) 0.238(0.004) 0.519(0.032)
10-Groups 0.093(0.001) 0.247(0.006) 0.570(0.053)
SURE-M 0.090 (0.000) 0.223 (0.001) 0.412 (0.002)
SURE-SG 0.090 (0.000) 0.224(0.001) 0.415(0.002)
10000
Oracle 0.090 (0.000) 0.223 (0.001) 0.411 (0.001)
Naive 0.103(0.000) 0.335(0.001) 1.022(0.003)
NEST 0.090 (0.000) 0.225(0.001) 0.424(0.001)
TF 0.090 (0.000) 0.228(0.001) 0.461(0.015)
Scaled 0.095(0.000) 0.267(0.001) 0.638(0.003)
Group L 0.090 (0.000) 0.224(0.001) 0.415(0.001)
2-Groups 0.090 (0.000) 0.228(0.001) 0.469(0.017)
5-Groups 0.091(0.000) 0.233(0.003) 0.476(0.019)
10-Groups 0.091(0.001) 0.237(0.004) 0.538(0.047)
SURE-M 0.090 (0.000) 0.223 (0.001) 0.411 (0.001)
SURE-SG 0.090 (0.000) 0.223 (0.001) 0.413(0.001)
a stabilizing technique to shrinkage estimators that follow Tweedie’s formula (2.7), which
ensures that the estimate µˆ has the same sign as the original data point x. In particular for
(x, σ) we set µˆS = I{sgn(x) = sgn(µˆ)}×µˆ, where I is an indicator function. We do not modify
the linear shrinkage methods since they shrink X towards a specific location. In this sparse
case, NEST does best in the relatively easy scenario where V ar(µ) = 9.5E(V ar(X|µ) and
in the challenging scenario where V ar(µ) = 3E(V ar(X|µ). The linear shrinkage methods
are the worst performers other than the naive method in the easiest scenario but perform
best in the extreme scenario where the expected conditional variance of X is as large as
the variance of µ. In this final scenario, the data is so noisy that the grand mean becomes
the best estimator, which is essentially what the linear shrinkage methods produce. Even
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Table 2: Sparse model with standard errors in parentheses. Bolded terms represent best
performing methods.
n Method V ar(µ)E{V ar(X|µ)} = 9.5
V ar(µ)
E{V ar(X|µ)} = 3
V ar(µ)
E{V ar(X|µ)} = 1
5000
Naive 0.369(0.002) 1.840(0.008) 6.011(0.026)
NEST 0.124 (0.001) 0.684 (0.004) 1.298(0.011)
TF 0.154(0.001) 0.775(0.003) 1.598(0.007)
Scaled 0.182(0.002) 0.824(0.005) 1.713(0.014)
Group L 0.286(0.001) 0.773(0.003) 1.180(0.004)
2-Groups 0.139(0.002) 0.775(0.024) 1.704(0.132)
5-Groups 0.168(0.019) 0.885(0.071) 2.833(0.996)
10-Groups 0.211(0.040) 0.970(0.089) 2.248(0.277)
SURE-M 0.285(0.001) 0.764(0.002) 1.159 (0.003)
SURE-SG 0.286(0.001) 0.771(0.003) 1.174(0.004)
10000
Naive 0.369(0.001) 1.839(0.005) 6.009(0.015)
NEST 0.118 (0.001) 0.661 (0.003) 1.230(0.006)
TF 0.153(0.001) 0.773(0.002) 1.588(0.004)
Scaled 0.178(0.001) 0.812(0.003) 1.629(0.010)
Group L 0.286(0.001) 0.770(0.002) 1.170(0.002)
2-Groups 0.134(0.001) 0.730(0.009) 1.473(0.023)
5-Groups 0.136(0.005) 0.785(0.054) 1.727(0.238)
10-Groups 0.149(0.011) 0.836(0.067) 1.902(0.287)
SURE-M 0.285(0.001) 0.763(0.002) 1.155 (0.002)
SURE-SG 0.286(0.001) 0.767(0.002) 1.165(0.002)
so, in this extreme setting, NEST has 22% the error of the naive method compared to best
performer’s 19%. NEST does particularly well in the 9.5 and 3 scenarios due to its ability to
adapt to multiple centers and varying distributions.
The simulations also highlight a trade-off between the grouping and homogeneous meth-
ods. Grouping methods capture some of the heteroscedasticity in the data, but when the
number of groups divides the data into clusters that are much smaller than the full set, the
estimator can become unstable, particularly for data with broad ranges of variance. Homo-
geneous methods have the opposite characteristics: their use of the whole data set makes
them very stable, but can result in biased estimators in heterogeneous data settings. NEST
can be seen as a continuous version of the discrete grouping method, and hence provides a
compromise between the two approaches: it makes efficient use of all of the data but does
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Table 3: Two-point model with standard errors in parentheses. Bolded terms represent best
performing methods.
n Method V ar(µ)E{V ar(X|µ)} = 9.2
V ar(µ)
E{V ar(X|µ)} = 3.2
V ar(µ)
E{V ar(X|µ)} = 1
5000
Oracle 0.037 (0.001) 0.279 (0.002) 0.758 (0.003)
Naive 0.242(0.001) 0.701(0.003) 2.161(0.010)
NEST 0.048 (0.001) 0.306 (0.003) 0.856 (0.006)
TF 0.072(0.001) 0.374(0.003) 0.957(0.004)
Scaled 0.129(0.001) 0.480(0.003) 1.169(0.006)
Group L 0.208(0.001) 0.475(0.002) 0.904(0.003)
2-Groups 0.061(0.002) 0.343(0.006) 0.951(0.024)
5-Groups 0.066(0.006) 0.392(0.032) 1.120(0.124)
10-Groups 0.085(0.013) 0.459(0.066) 1.412(0.261)
SURE-M 0.208(0.001) 0.472(0.002) 0.893(0.003)
SURE-SG 0.209(0.001) 0.475(0.002) 0.901(0.003)
10000
Oracle 0.037 (0.001) 0.281 (0.001) 0.764 (0.0.002)
Naive 0.243(0.001) 0.704(0.002) 2.171(0.007)
NEST 0.045 (0.001) 0.302 (0.002) 0.839 (0.003)
TF 0.071(0.001) 0.377(0.002) 0.962(0.002)
Scaled 0.127(0.001) 0.480(0.002) 1.160(0.004)
Group L 0.209(0.001) 0.476(0.001) 0.905(0.002)
2-Groups 0.058(0.001) 0.343(0.004) 0.927(0.014)
5-Groups 0.055(0.003) 0.347(0.016) 0.965(0.047)
10-Groups 0.063(0.005) 0.387(0.034) 1.135(0.135)
SURE-M 0.209(0.001) 0.474(0.001) 0.897(0.002)
SURE-SG 0.210(0.001) 0.476(0.001) 0.903(0.002)
not suffer from the bias introduced by using the homogeneous methods.
Table 3 corresponds to µi drawn from the two-point model, with half centered at 0 and half
at 3. In this setting, the analytical oracle rule is available and included in the comparisons.
NEST uniformly performs best in this case. When n = 5, 000, it has errors that are 10% –
29% higher than the oracle MSE. Next best is the 2-Groups method with errors 23% – 64%
higher than the oracle’s. When n is 10, 000, the pattern is the same, with NEST leading
shrinkage methods with errors between 7% – 22% while the next best method, the 2-Groups
method, has errors 21% – 61% higher than the oracle’s. Tweedie’s-formula type methods
appear to do better in a setting like this one, where there are multiple underlying means and
highly non-normal distributions.
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5.2 Selection bias
We also explore the relative abilities of NEST and TF to correct for selection bias in het-
eroscedastic data. We demonstrate the selection bias problem through two simple settings.
In the first, Xi|µi ∼ N(µi, σ2g), where i = 1, . . . , 5000, µi ∼ N(1, .52), and σg = 1 (or 3) with
70 (or 30%) probability. In the second setting, σg is the same but µi come from two centers
Xi ∼ .7N(0, .52 + 12) + .3N(5, .52 + 32). In these two-group settings, NEST reduces to TF
applied to separate groups. We plot histograms for the differences µˆ − µ of the 20 smallest
Xi generated from each of 200 simulations. This gives a total of 4, 000 differences for each
of the three estimators: Naive, TF, and NEST.
In Figure 1, the top row corresponds to the setting with a single center µ0 = 1. Naive
is plotted with TF on the left while Naive is plotted with NEST on the right. The top row
shows Naive shifted leftward, but both TF and NEST are centered around zero. However,
while TF has effectively removed the bias, it is clear that NEST has significantly smaller
variance than TF, and only slightly higher variance than Naive.
NEST is able to fully use the information from σ2i and produce separate shrinkage effects
for the two groups while TF must take a weighted average of the shrinkage. There is a
further, and more serious, consequence to the average shrinkage approach that TF takes.
While NEST removes selection bias by shrinking each Xi by an appropriate amount, TF is
over–shrinking some Xi and under–shrinking others. Specifically, TF’s shrinkage is
σ2g
f ′(xi)
f(xi)
= (µ0 − xi)σ2g
{
1
v21
wi +
1
v22
(1− wi)
}
,
where wi = {pφv1(xi − µ0)}/{pφv1(xi − µ0) + (1 − p)φv2(xi − µ0)}, g = 1 or 2, p is the
proportion of Xi from g = 1, and v
2
g = τ
2 + σ2g . Since these weights are positive, and 1/v
2
g
increases as σg decreases, xi’s with the smaller standard deviation will be under–shrunk while
xi’s with the larger standard deviation will be over–shrunk.
The phenomenon is well–captured by the bottom row of Figure 1. Here, the NEST
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Figure 1: Differences µˆ − µ for Naive (dark grey histograms) compared to TF (white his-
tograms, left) and NEST (white histograms, right) for the smallest 20 observations across
200 simulations in two settings; top row has Xi ∼ 0.7N(1, .52 + 12) + 0.3N(1, .52 + 32) and
bottom has Xi ∼ .7N(0, .52 + 12) + .3N(5, .52 + 32).
differences shown in the right plot are still unimodally centered around zero, but TF shrinkage
issues become visible in the presence of distinct centers. The average shrinkage effect is
slightly too mild for the group that should be shrunk toward zero, shifting its peak slightly
left of zero, and far too severe for the group that should be shrunk towards five, shifting its
peak towards ten. Thus heteroscedasticity prevents even TF from removing selection bias,
but NEST is still able to do so.
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5.3 California API data
Next, we compare NEST and its competitors on California Academic Performance Index
(API) school testing data. The API data files are publicly available on the California De-
partment of Education’s website, and the data were described in Rogosa (2003) and analyzed
previously by Efron (2008) and Sun and McLain (2012) in the context of multiple testing
(with heteroscedastic errors). The data focuses on the within-school achievement gap, for
grades 2–12, between socio-economically advantaged (SEA) and socio-economically disadvan-
taged (SED) students as measured by the difference between the proportion in each group
who passed California’s standardized math tests, pˆA − pˆD. During 2002–2010, these test
scores were collected in accordance with the No Child Left Behind act and used to unlock
federal funding for high-performing schools. With about 7, 000 schools evaluated each year,
these performance gaps are susceptible to mean bias. If the observed achievement gaps are
not corrected, small schools with fewer testers are particularly likely to fall in the extreme
tails, obscuring large schools with lower variances from scrutiny. For this data, we compare
the proportion of large schools selected into the top 100 achievement gaps estimated by each
procedure.
The data was cleaned prior to analysis. Observed achievement gaps were calculated over
three-year-periods so that the 9 years of data were aggregated into 7 windows: from 2002-
2004, 2003-2005, . . ., to 2008-2010. The achievement gaps were calculated using the difference
of passing rates in each school between socioeconomic groups, 100(pˆA − pˆD), and served as
Xi (in percentages). We chose schools where nA and nD were at least 30 students each.
Additionally, we used schools that had at least 5 students who passed and 5 students who
failed the math test for both SED and SEA groups. The standard deviations, corresponding
to si, were estimates for σi and were calculated using
s = 100
√
pˆA(1− pˆA)/nA + pˆD(1− pˆD)/nD.
After cleaning, there were approximately 6, 500 schools in each of the 7 windows, although
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Table 4: MSE for the proportion of large schools. Bolded terms represent best performances.
Method MSE (SE) Method MSE (SE)
Naive 0.012(0.002) 2 Group 0.007(0.002)
NEST 0.001 (0.001) 3 Group 0.007(0.002)
TF 0.006(0.002) 4 Group 0.007(0.002)
Scaled 0.014(0.002) 5 Group 0.007(0.002)
SURE-M 0.006(0.002) Group L 0.005(0.002)
SURE-SG 0.005(0.001)
the number varied slightly from window to window.
To quantify the performance of each method, schools were classified as small, medium,
or large based on the socioeconomic group with the smaller number of testers at each school,
nmin = min(nA, nD). A school was small if the minimum number of testers fell into the
bottom quartile of nmin amongst all schools, and large if it lay in the top quartile. Since we
have defined large schools as those in the top 25% of the population, and, absent information
to the contrary, it is reasonable to assume that school size is independent of achievement gap,
this is the proportion of large schools expected to appear in the top 100 schools. Competing
methods were compared using the squared difference between the observed fraction of large
schools chosen in the top 100 by that method, relative to the nominal ideal fraction of 25%,
averaged across the 7 three-year windows. We compared NEST to the same methods as in
the simulation study. Our SURE criterion was used to tune the bandwidth when applicable.
Each bandwidth was tuned on a grid of 0.1 intervals, where the endpoints were adjusted for
each method. The k-Groups method was also tuned over 2, 3, 4, and 5 groups. Since the
standard deviations were unimodal and did not suggest particular clusters, the groups were
constructed based on evenly spaced quantiles over the data.
The mean squared errors (MSE) in Table 4 show that NEST adjusts achievement gaps
in a way that most fairly represents large schools. In fact NEST had an average deviation
from the benchmark 25% of only about 2.5%. By contrast the Naive method significantly
under–counted large schools by approximately 12.5%. Even SURE-SG, which was the next
most competitive method, had an average deviation over twice that of NEST, at 5.5%.
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Table 5 shows breakdown of proportions of large schools selected by each method on each
of the seven windows of data. The three–year windows range from 2002 - 2004 to 2008 -
2010. NEST is among the closest to giving large schools 25% representation for 6 of 7 years.
Table 5: Proportion of large schools. Bolded terms represent best performances.
Method
2002–
2004
2003–
2005
2004–
2006
2005–
2007
2006–
2008
2007–
2009
2008–
2010
Naive 0.10 0.11 0.12 0.12 0.12 0.14 0.16
NEST 0.20 0.19 0.26 0.26 .29 0.25 .24
TF 0.13 0.16 0.15 0.18 0.19 0.24 0.29
Scaled 0.11 0.12 0.12 0.12 0.12 0.17 0.18
2 Group 0.13 0.15 0.15 0.18 0.18 0.25 0.29
3 Group 0.13 0.15 0.15 0.16 0.18 0.22 0.26
4 Group 0.13 0.15 0.15 0.17 0.18 0.25 0.27
5 Group 0.13 0.15 0.15 0.17 0.17 0.26 0.29
Group L 0.13 0.16 0.17 0.18 0.24 0.29 0.28
SURE-M 0.16 0.17 0.19 0.21 0.24 0.34 0.28
SURE-SG 0.16 0.17 0.18 0.21 0.22 0.32 0.26
Figure 2 visualizes the NEST shrinkage function for various values of s. The black
line with circles, corresponding to s = 0, is flat since no shrinkage is needed for noiseless
observations. We see that shrinkage is approximately linear in x, with the most negative
x experiencing the greatest positive shrinkage and vice versa for positive x. Similarly, as
s increases, the slope of the shrinkage line becomes steeper, and the shrinkage increases.
However, notice that the shrinkage is not linear in s (or s2), with the marginal change in
shrinkage declining as s grows larger. This differs from the standardization approach (2.10)
which, for a given value of x, must be linear in s2, by construction.
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Figure 2: NEST shrinkage as a function of x and s, plotted against x for different s.
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Supplementary Material for “Nonparametric Empirical Bayes
Estimation On Heterogeneous Data”
This supplement contains proofs of main theorems (Section A), additional formulae for
other common members of the exponential family (Section B) and proofs of other technical
lemmas (Section C).
A Proofs of Main Theorems
This section proves main theoretical results; additional proofs for some technical lemmas are
provided in Section C.
A.1 Proof of Theorem 1
As described in Efron (2011), by Bayes rule, gθ(η|x) = fθ(x|η)g(η)/fθ(x). But for exponen-
tial families of the form given by (2.3)
gθ(η|x) = exp
{
xTη − λθ(x)
}
[g(η) exp(−ψ(η))] ,
where λθ(x) = log
(
fθ (x)
hθ (x)
)
. This implies that η|x is also an exponential family with canonical
parameter x and cumulant generating function (cgf)
logEθ
(
exp
{
ηT t
})
= λθ(x+ t)− λθ(x).
We can differentiate the cgf to derive the moments of η|x. In particular
Eθ(η|x) =
∂
∂t
λθ(x+ t)|t=0 = l(1)f,θ(x)− l
(1)
h,θ(x). (A.1)
The proof for the Gaussian case can be derived either as a special case of (A.1) or following
1
similar arguments to those in Brown (1971) and Johnstone (2015). We begin by expanding
the formula for the partial derivatives of fΣ(x|µ):
f
(1)
Σ (x) =
∫
Σ−1µfΣ(x|µ)Gµ(µ)−
∫
Σ−1xfΣ(x|µ)dGµ(µ).
Then after pulling out Σ−1 on the left side and dividing both sides by fΣ(x), we get:
f
(1)
Σ (x)
fΣ(x)
= Σ−1
{∫
µfΣ(x|µ)dGµ(µ)
fΣ(x)
− x
}
.
The right side can be simplified according to the Bayes rule:
E(µ|x; Σ) =
∫
µfΣ(x|µ)dGµ(µ)∫
fΣ(x|µ)dGµ(µ) =
∫
µfΣ(x|µ)dGµ(µ)
fΣ(x)
.
Finally left–multiplying both sides by Σ and taking x to the left side yields the desired result.
Remark 3 For the Gaussian case, if δπ is the minimizer of the risk (2.5), then Σδπ will be
the minimizer of
r(δ, Gµ) =
∫ ∫
ln(δ,µ)fΣ(x|µ)dxdGµ(µ) (A.2)
because r(δ, Gη) = Σ
−2r(Σδ, Gµ). Hence we end up with the same estimator for µ using
either (2.6) or (2.7).
A.2 Proof of Proposition 1
Proof. Consider the class of estimators δh. Let h(X∗) = σ2∗
fˆ
(1)
σ∗,h
(X∗)
fˆσ∗,h(X∗)
. Then δ∗h = X∗+h(X∗).
Expanding the risk R(δ∗h , µ∗) = EX∗|µ∗(δ
∗
h − µ∗)2, we get three terms inside the expectation:
EX∗|µ∗
{
(X∗ − µ∗)2 + 2h(X∗)(X∗ − µ∗) + h2(X∗)
}
.
2
The expectation of the first term is σ2∗. Applying Stein’s lemma to the second term, we get
EX∗|µ∗ {2h(X∗)(X∗ − µ∗)} = 2σ2∗EX∗|µ∗
{
h(1)(X∗)
}
= 2σ4∗EX∗|µ∗

 fˆσ∗,h(X∗)fˆ
(2)
σ∗,h
(X∗)−
{
fˆ
(1)
σ∗,h
(X∗)
}2
{
fˆσ∗,h(X∗)
}2

 .
The third term can be easily computed as
EX∗|µ∗{h2(X∗)} = σ4∗EX∗|µ∗
[{
fˆ
(1)
σ∗,h
(X∗)
}2
/
{
fˆσ∗,h(X∗)
}2]
.
Combining the three terms gives the desired equality R
(
δ∗h, µ∗
)
= EX∗|µ∗S(δ
∗
h ;X∗, σ
2∗). The
second part of the theorem follows directly from the first part.
A.3 Main ideas and steps for proving Theorem 2
The challenge in analyzing NEST lies in the dependence of δˆi upon all of the elements
of X and σ2; hence the asymptotic analysis, which involves expectations over the joint
distributions of (X,µ,σ2), is difficult to handle. To overcome the difficulty, we divide the
task by proving three propositions. The first proposition involves the study of the risk from
applying NEST to a new pair of observations (X,σ2) obeying Models 1.1 and 1.2:
δˆ = X + σ2
fˆ
(1)
σ,hˆ
(X)
fˆ
σ,hˆ
(X)
,
where fˆ
σ,hˆ
and fˆ
(1)
σ,hˆ
are constructed from {(xi, σ2i ) : 1 ≤ i ≤ n}. As the data used to construct
the NEST estimator δˆ are independent of the new observation, the Bayes risk for estimating
µ can be expressed as
r(δˆ, G) = EDEX,µ,σ
{
(δˆ − µ)2
}
. (A.3)
The risk (A.3) is relatively easy to analyze because EX,µ,σ
{
(δˆ − µ)2
}
can be evaluated ex-
plicitly as
∫ ∫ ∫
(δˆ − µ)2φσ(x− µ)dxdGµ(µ)dGσ(σ).
3
The following proposition, which constitutes a key step in establishing the asymptotic
optimality, demonstrates that r(δˆ, G) is asymptotically equal to the oracle risk.
Proposition 2 Suppose we apply two scalar decisions: the oracle estimator δπ and the
NEST estimator δˆ, to a new pair (X,σ2) obeying Models 1.1 and 1.2. Then we have
EDEX,µ,σ
{
(δˆ − δπ)2
}
= o(1).
It follows that limn→∞ r(δˆ, G) = r(δπ, G).
Proposition 2 is proven via three lemmas, which introduce two intermediate estimators δ˜ and
δ¯, defined rigorously in Section A.4, that help bridge the gap between the NEST and oracle
estimators. Intuitively, δ˜ is constructed based on a kernel density estimator that eliminates
the randomness in Xi, and δ¯ is obtained as an approximation to δ˜ by further teasing out the
variability in σ2j . The analysis involves the study of the relationships of the risks of δ˜ and δ¯
to the risks of the oracle rule δπ and NEST method δˆ. The three lemmas respectively show
that (i) the risk of δ¯ is close to that of δπ; (ii) the risk of δ˜ is close to that of δ¯, and (iii) the
risk of δˆ is close to that of δ˜. Therefore Proposition 2 follows by combining (i) to (iii).
Next we show that the proof of the theorem essentially boils down to proving the asymp-
totic optimality of a jacknifed NEST estimator δˆ− = (δˆ−1, · · · , δˆ−n), where δˆ−i represents
the ith decision, in which the density and its derivative are fitted using data
(
X−i,σ2−i
)
=
{(xj , σj) : 1 ≤ j ≤ n, j 6= i}, and then applied to (xi, σi). The risk function for the jacknifed
estimator is
r
(
δˆ−, G
)
= ED
(
n−1
∥∥∥δˆ− −µ∥∥∥2
2
)
. (A.4)
The next proposition shows that the compound risk of δˆ− is equal to the univariate risk
r(δˆ, G) from applying NEST to a new pair (X,σ2).
Proposition 3 Consider the jackknifed NEST estimator δˆ
−
. Then under the assumptions
4
and conditions of Theorem 2, we have
r
(
δˆ−, G
)
= r(δˆ, G) = r(δπ, G) + o(1).
Finally, the following proposition shows that the jackknifed NEST estimator is asymp-
totically equivalent to the full NEST estimator.
Proposition 4 Consider the full NEST estimator δˆ and the jackknifed NEST estimator δˆ
−
.
Then under the assumptions and conditions of Theorem 2, we have r
(
δˆ, G
)
= r
(
δˆ−, G
)
+
o(1).
An outline for the proof of Proposition 2 is provided in Section A.4. Propositions 3 and 4 are
proven in Sections A.5 and A.6, respectively. Combining Propositions 2 to 4, we complete
the proof of Theorem 2, thereby establishing the asymptotic optimality of NEST.
A.4 Three lemmas for Proposition 2
Consider a generic triple of variables (X,µ, σ2) from Model 1.1 and 1.2. The oracle estimator
δπ and NEST estimators δˆ are respectively constructed based on fσ(x) =
∫
φσ(x−µ)dGµ(µ)
and fˆ
σ,hˆ
(x). In our derivation, we use the notation fˆσ(x), where the dependence of fˆ on hˆ
and observed data is suppressed.
We first define two intermediate estimators δ˜ and δ¯ to bridge the gap between δ˜ and δ¯.
The estimator δ˜ is based on f˜ , which is defined as
f˜σ(x) = EX,µ|σ2
{
fˆσ(x)
}
, (A.5)
to eliminate the variability in Xi and µi. The expression of f˜σ(x) can be obtained in two
steps. The first step takes conditional expectation over X while fixing µ and σ2:
EX |µ,σ2{fˆσ(x)} =
n∑
j=1
ωj
∫
φhxσj (y − x)φσj (y − µj)dy =
n∑
j=1
ωjφνσj (x− µj),
5
where ν2 = 1 + h2x. The previous calculation uses the fact that
∫
φσ1(y − µ1)φσ2(y − µ2)dx = φ(σ21+σ22)1/2(µ1 − µ2)dx.
The next step takes another expectation over µ conditional on σ2. Using notation {g∗f}(x) =∫
g(µ)f(x− µ)dµ, we have
f˜σ(x) = Eµ|σ2
n∑
j=1
ωjφvσj (x− µj) =
n∑
j=1
ωj
{
gµ ∗ φνσj
}
(x).
The second estimator δ¯ is based on f¯σ, which is defined as the limiting value of f˜σ, to
eliminate the variability from σj. Note that
f˜σ(x) =
∑n
j=1
{
gµ ∗ φνσj
}
(x)φhσ(σj − σ)∑n
j=1 φhσ(σj − σ)
=
∫ {gµ ∗ φνy} (x)φhσ(y − σ)dGσ(y)∫
φhσ(y − σ)dGσ(y)
+Kn,
where Kn is bounded and Eσ2(Kn) = O(n
−ǫ) for some ǫ > 0. Let Ln ∼ n−ηl , 0 < ηl < ηs.
Define Aσ := [σ − Ln, σ + Ln], with its complement denoted ACσ . Next we show that the
integral
∫
ACσ
{gµ ∗ φνy} (x)φhσ(y − σ)dGσ(y) is vanishingly small. To see this, consider the
value of φhσ(·) on the boundaries of ACσ , where the density is the greatest. Then,
φhσ(Ln) = (
√
2πhσ)
−1 exp
{
−1
2
(Ln/hσ)
2
}
.
The choice of a polynomial rate Ln ensures that for all y ∈ ACσ , φhσ(y−σ) = O(n−ε) for some
ε > 0. Moreover, the support of σi is bounded. It follows that
∫
ACσ
{gµ ∗ φνy} (x)φhσ (y −
σ)dGσ(y) = O(n
−ε). On Aσ, we apply the mean value theorem for definite integrals to
conclude that there exists σ¯ ∈ Aσ such that
∫
Aσ
{gµ ∗ φνy} (x)φhσ(y − σ)dGσ(y) = {gµ ∗ φνσ¯} (x)
∫
Aσ
φhσ(y − σ)gσ(y)dy.
6
Following similar arguments we can show that
∫
φhσ(y − σ)dGσ(y) =
∫
Aσ
φhσ(y − σ)dGσ(y){1 +O(n−ǫ)}.
Cancelling the term
∫
Aσ
φhσ(y − σ)dGσ(y) from top and bottom, the limit of f˜σ(x) can be
represented as:
f¯σ(x) := {g ∗ φνσ¯}(x), for some σ¯ ∈ Aσ. (A.6)
Finally, the derivatives f˜
(1)
σ (x) and f¯
(1)
σ (x), as well as δ˜ and δ¯, can be defined correspondingly.
According to the triangle inequality, to prove Proposition 2, we only need to establish
the following three lemmas, which are proved, in order, from Section C.1 to Section C.3 in
the Supplementary Material.
Lemma 1 Under the conditions of Proposition 2,
∫ ∫ ∫
(δ¯ − δπ)2φσ(x− µ)dxdGµ(µ)dGσ(σ) = o(1).
Lemma 2 Under the conditions of Proposition 2,
Eσ2
∫ ∫ ∫
(δ˜ − δ¯)2φσ(x− µ)dxdGµ(µ)dGσ(σ) = o(1).
Lemma 3 Under the conditions of Proposition 2,
EX,µ,σ2
∫ ∫ ∫
(δˆ − δ˜)2φσ(x− µ)dxdGµ(µ)dGσ(σ) = o(1).
A.5 Proof of Proposition 3
Consider applying δ−i to estimate µi. Then
ri(δˆ
−i, G) = EX−i,σ2−i
∫ ∫ ∫
(δˆ−i − µ)2φσ(x− µ)dxdGµ(µ)dGσ(σ).
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Then the risk function for the jacknifed estimator is
r
(
δˆ−, G
)
= EX,µ,σ2
(
n−1
∥∥∥δˆ− −µ∥∥∥2
2
)
= n−1
n∑
i=1
ri
(
δˆ−i, G
)
. (A.7)
Noting that ri(δˆ
−i, G) is invariant to i, and ignoring the notational difference between n and
n−1, we can see that the average risk of δˆ− from (A.7) is equal to the univariate risk r(δˆ, G)
defined by (A.3), thereby converting the compound risk of a vector decision to the risk of a
scalar decision: r
(
δˆ−, G
)
= r(δˆ, G).
A.6 Proof of Proposition 4
Consider the full and jackknifed density estimators fˆσi(xi) and fˆ
−
σi(xi). Denote fˆ
(1)
σi (xi) and
fˆ
(1),−
σi (xi) the corresponding derivatives. Let Si =
∑n
j=1 φhσ(σi−σj), S−i =
∑
j 6=i φhσ(σi−
σj). Some algebra shows the following relationships:
fˆσ(xi) =
S−i
Si
fˆ−σi(xi) +
1
2Siπhσhxσi
, fˆ (1)σi (xi) =
S−i
Si
fˆ (1),−σi (xi). (A.8)
The full and jackknifed NEST estimators are respectively given by:
δˆi = xi + σ
2
i
fˆ
(1)
σi (xi)
fˆσi(xi)
, δˆ−i = xi + σ
2
i
fˆ
(1),−
σi (xi)
fˆ−σi(xi)
. (A.9)
Then according to (A.8) and (A.9), we have
(δˆi − δˆ−i )2 =
(
σi
2πhxhσ
)2{ fˆ (1),−σi (xi)
fˆ−σi(xi)
}2{
1
Sifˆσi(xi)
}2
= O(h−2x h
−2
σ )O(C
′2
n )
{
Sifˆσi(xi)
}−2
DefineQ−i = Sifˆσi(xi)−(2πhxhσσi)−1 =
∑
j 6=i φhσ(σi−σj)φhxj (xi−xj). Then EX,µ,σ2
(
Q−i
)
=
(n−1)EXi,µi,σ2i q(Xi, σ
2
i ), where the q function can be derived using arguments similar to those
8
in Section A.4:
q(x, σ2) =
∫
{gµ ∗ φνy} (x)φhσ(y − σ)dGσ(y).
Let Yij = φhσ(σi − σj)φhxj (xi − xj) and Y¯i be its average. Then E(Y¯i) = E{q(Xi, σ2i )}. Let
Ai be the event such that Y¯ <
1
2E(Y¯ ). Then applying Hoeffding’s inequality, we claim that
P(Ai) ≤ P
{
|Y¯i − E(Y¯i)| ≥ 1
2
(Y¯i)
}
= O(n−ǫ)
for some ǫ > 0. Note that on event Ai, we have
EX,µ,σ2
{
(δˆi − δˆ−i )21Ai
}
= O(C ′2n )O(n
−ǫ) = o(1).
for all i. On the complement,
EX,µ,σ2
{
(δˆi − δˆ−i )21ACi
}
≤ O(h−2x h−2σ )O(C ′2n )
(
Q−i
)−2
≤ O(h−2x h−2σ )O(C ′2n )
{
1
2
(n− 1)E{q(Xi, σ2i )}
}−2
Our assumption on bounded σ2i implies that E{q(Xi, σ2i ) is bounded below by a constant.
Hence
EX,µ,σ2
{
(δˆi − δˆ−i )21ACi
}
= O(n−2h−2x h
−2
σ C
′2
n ) = o(1).
Finally we apply the triangle inequality and the compound risk definition to claim that
EX,µ,σ2
(
n−1
∥∥∥δˆ− −µ∥∥∥2
2
)
= EX,µ,σ2
(
n−1
∥∥∥δˆ −µ∥∥∥2
2
)
+ o(1),
which proves the desired result.
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A.7 Proof of Theorem 3
Consider the distribution of X restricted to the region [t,+∞]. The density of the truncated
X is given by
fσ(x|X > t) = d
dx
{ ∫ x
t fσ(y)dy∫∞
t fσ(y)dy
}
=
fσ(x)
1− Fσ(x) for x > t, (A.10)
where fσ and Fσ are defined in the theorem. The expected value of X − µ can be computed
as
∫ ∞
t
(x− µ)fσ(x|X > t)dx =
∫∞
t (x− µ)fσ(x)dx
1− Fσ(x)
=
∫ ∫∞
t (x− µ)φσ(x− µ)dxdG(µ)
1− Fσ(x)
= −σ2
∫ ∫∞
t dφσ(x− µ)dG(µ)
1− Fσ(x)
= σ2
∫
φσ(t− µ)dG(µ)
1− Fσ(x)
= σ2
fσ(t)
1− Fσ(t) ,
which gives the desired result.
A.8 Proof of Theorem 4
We first prove that the oracle estimator δπ is unbiased. Using the density of the truncated
variable (A.10), the conditional expectation of the ratio f
(1)
σ (X)/fσ(X) can be computed as
EX,µ|X>t
{
f
(1)
σ (X)
fσ(X)
}
=
∫ ∞
t
f
(1)
σ (x)
fσ(x)
fσ(x)
1− Fσ(t)dx
=
−fσ(t)
1− Fσ(t) .
By Theorem 3, we claim that the oracle estimator is unbiased.
Next we discuss the general steps to show that ED|Xi>t(δˆi − δπi ) = o(1). Details will be
10
omitted. We only need to prove the convergence of NEST to the oracle Tweedie estimator
under the L2 risk:
ED|Xi>t(δˆi − δπi )2 = o(1). (A.11)
Following similar arguments to those in previous sections, the proof of (A.11) essentially
boils down to proving the result for a generic triple (X,µ, σ2) and the corresponding decision
rules δˆ and δπ: ED
{
EX|X>t(δˆ − δπ)2
}
= o(1). The proof can be done similarly to that of
Proposition 3 as the conditional density function fσ(x|X > t) is proportional to fσ(x).
B Tweedie’s Formulae for Common Members of the Expo-
nential Family
We observe (x1, θ1), . . . , (xn, θn) with conditional distribution
fθi(xi|ηi) = exp {ηizi − ψ(ηi)}hθi(zi), (B.1)
where θi is a known nuisance parameter and ηi is an unknown parameter of interest. In
addition to the Gaussian distribution, there are several common cases of (B.1).
B.1 Probability distributions
Binomial:
fni(xi|ηi) =
ni!
xi!(ni − xi)!p
xi
i (1− pi)ni−xi = exp {ηixi − ψ(ηi)}hni(xi),
where ηi = log
(
pi
1−pi
)
, θi = ni, ψ(ηi) = ni log (1 + e
ηi), and hni(xi) =
ni!
xi!(ni−xi)! .
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Negative Binomial:
fri(xi|ηi) =
(xi + ri − 1)!
xi!(ri − 1)! p
zi
i (1− pi)ri = exp {ηixi − ψ(ηi)}hri(xi),
where ηi = log pi, θi = ri, ψ(ηi) = ri log (1− eηi), and hri(xi) = (xi+ri−1)!zi!(ri−1)! .
Gamma:
fαi(xi|ηi) =
1
Γ(αi)
βαii x
αi−1
i exp(−βixi) = exp {ηixi − ψ(ηi)}hαi(xi),
where ηi = −βi, θi = αi, ψ(ηi) = −αi log(−ηi), and hαi(xi) = 1Γ(αi)x
α−1
i .
Beta:
fαi(zi|ηi) =
1
B(αi, βi)
xαii (1− xi)βi−1 = exp {ηizi − ψ(ηi)}hβi(zi),
where zi = log xi, ηi = αi, θi = βi, ψ(ηi) = logB(ηi, βi) and hβi(zi) = (1− ezi)βi−1.
B.2 Expressions of l
(1)
h,θ(z)
We can compute l′h,θ(z) explicitly for these distributions.
• Binomial: −l′h,ni(xi) =
∑xi
k=1
1
k +
∑ni−xi
k=1
1
k − 2γ where γ is the Euler-Mascheroni con-
stant
• Negative Binomial: −l′h,ri(xi) =


∑xi+ri−1
k=xi+1
1
k ri > 1
0 ri = 1
• Gamma: −l′h,αi(xi) = (1− αi) 1xi
• Beta: −l′h,αi(zi) = (βi − 1) e
zi
1−ezi = (βi − 1) xi1−xi .
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B.3 Tweedie’s formulae
Combining these expressions with (2.8) we can express Eθ(η|x) as follows:
• Binomial: Eni
(
log( pi1−pi )|xi
)
=
∑xi
k=1
1
k +
∑ni−xi
k=1
1
k − 2γ + l′f,ni(xi)
• Negative Binomial: Eri(log pi|xi) = l′f,ri(xi) +


∑xi+ri−1
k=xi+1
1
k ri > 1
0 ri = 1
• Gamma: Eαi(βi|xi) = (αi − 1) 1xi − l′f,αi(xi)
• Beta: Eβi(αi|zi) = (βi − 1) xi1−xi + l′f,βi(zi).
C Proof of Technical Lemmas
C.1 Proof of Lemma 1
We first argue in Section C.1.1 that it is sufficient to prove the result over the following
domain
Rx := {x : Cn − log n ≤ x ≤ Cn + log n} . (C.1)
This simplification can be applied to the proofs of other lemmas.
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C.1.1 Truncating the domain
Our goal is to show that (δˆ − δπ)2 is negligible on RCx . Since |µ| ≤ Cn by Assumption 1, the
oracle estimator is bounded:
δπ = E(X|µ, σ2) =
∫
µφσ(x− µ)dGµ(µ)∫
φσ(x− µ)dGµ(µ) < Cn.
Let C ′n = Cn+ log n. Consider the truncated NEST estimator δˆ ∧C ′n. The two intermediate
estimators δ˜ and δ¯ are truncated correspondingly without altering their notations. Let 1Rx
be the indicator function that is 1 on Rx and 0 elsewhere. Our goal is to show that
∫ ∫ ∫
RC
x
(δˆ − δπ)2φσ(x− µ)dxdGµ(µ)dGσ(σ) = O(n−κ) (C.2)
for some small κ > 0. Note that for all x ∈ RCx , the normal tail density vanishes exponentially:
φσ(x−µ) = O(n−ǫ′) for some ǫ′ > 0. The desired result follows from the fact that (δˆ−δπ)2 =
o(nη) for any η > 0, according to the assumption on Cn.
C.1.2 Proof of the lemma
We first apply triangle inequality to obtain
(δ¯ − δπ)2 ≤ σ4
{
f
(1)
σ (x)
fσ(x)
}2{
fσ(x)
f¯σ(x)
}2 
{
f¯
(1)
σ (x)
f
(1)
σ (x)
− 1
}2
+
{
f¯σ(x)
fσ(x)
− 1
}2
2
.
Hence the lemma follows if we can prove the following facts for x ∈ Rx.
(i) f
(1)
σ (x)/fσ(x) = O(C
′
n), where C
′
n = Cn + log n.
(ii) f¯σ(x)/fσ(x) = 1 +O(n
−ε) for some ε > 0.
(iii) f¯
(1)
σ (x)/f
(1)
σ (x) = 1 +O(n−ε) for some ε > 0.
To prove (i), note that δπ = O(Cn) as shown earlier, and x = O(C
′
n) if x ∈ Rx. The oracle
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estimator satisfies δπ = x+ σ2f
(1)
σ (x)/fσ(x). By Assumption 2, Gσ has a finite support, so
we claim that f
(1)
σ (x)/fσ(x) = O(Cn).
Now consider claim (ii). Let Aµ :=
{
µ : |µ− x| ≤
√
log(n)
}
. Following similar argu-
ments to the previous sections, we apply the normal tail bounds to claim that φνσ¯(µ− x) =
O{n−1/(2σ2+1)}. Similar arguments apply to fσ(x) when µ ∈ Aµ. Therefore
f¯σ(x)
fσ(x)
=
∫
µ∈Aµ φνσ¯(x− µ)dGµ(µ)∫
µ∈Aµ φσ(x− µ)dGµ(µ)
{
1 +O(n−κ1)
}
(C.3)
for some κ1 > 0. Next, we evaluate the ratio in the range of Aµ:
φνσ¯(µ− x)
φσ(µ − x) =
σ
(νσ¯)
exp
[
−1
2
(µ − x)2
{
1
(νσ¯)2
− 1
σ2
}]
= 1 +O(n−κ2) (C.4)
for some κ2 > 0. This result follows from our definition of σ¯, which is in the range of
[σ − Ln, σ + Ln] for some Ln ∼ n−ηl . Since the result (C.4) holds for all µ in Aµ, we have
∫
µ∈Aµ
φσ¯(x− µ)dGµ(µ) =
∫
µ∈Aµ
φσ(x− µ)φνσ¯(µ− x)
φσ(µ− x) dGµ(µ)
=
∫
µ∈Aµ
φσ¯(x− µ)dGµ(µ)
{
1 +O(n−κ2)
}
.
Together with (C.3), claim (ii) holds true.
To prove claim (iii), we first show that
f (1)σ (x) =
∫
φσ(x− µ)µ− x
σ2
dGµ(µ)
=
∫
µ∈Aµ
φσ(x− µ)µ− x
σ2
dGµ(µ)
{
1 +O(n−κ2)
}
for some κ > 0. The above claim holds true by using similar arguments for normal tails (as
the term (x− µ) essentially has no impact on the rate). We can likewise argue that
f¯ (1)σ (x) =
∫
Aµ
σ2
(νσ¯)2
φνσ¯(µ − x)
φσ(µ− x) φσ(µ− x)
µ− x
σ2
dGµ(µ)
= f (1)σ (x){1 +O(n−ε)}
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for some ǫ > 0. This proves (iii) and completes the proof of the lemma. Note that the proof
is done without using the truncated version of δ¯. Since the truncation will always reduce the
MSE, the result holds for the truncated δ¯ automatically.
C.2 Proof of Lemma 2
It is sufficient to prove the result over Rx defined in (C.1). Begin by defining R1 = f˜
(1)
σ (x)−
f¯
(1)
σ (x) and R2 = f˜σ(x)− f¯σ(x). Then we can represent the squared difference as
(δ˜ − δ¯)2 = O

{ R1
f¯σ(x) +R2
}2
+
[
R2f¯
(1)
σ (x)
f¯σ(x){f¯σ(x) +R2}
]2 . (C.5)
Consider Ln defined in the previous section. We first study the asymptotic behavior of R2.
R2 =
∑
σj∈Aσ
wj
{
fσj (x)− fνσ¯(x)
}
+Kn(σ), (C.6)
where the last term can be calculated as
Kn(σ) =
∑
σj∈ACσ
wj
{
fσj(x)− fνσ¯(x)
}
= O

 ∑
σj∈ACσ
wj

 .
The last equation holds since both fσj(x) and fνσ¯(x) are bounded according to our assump-
tion σ2l ≤ σ2j ≤ σ2u for all j. Consider Aµ :=
{
µ : |µ− x| ≤
√
log(n)
}
. We have
fνσ¯(x)
fσj (x)
=
∫
µ∈Aµ φνσ¯(x− µ)dGµ(µ)∫
µ∈Aµ φσj (x− µ)dGµ(µ)
{
1 +O(n−κ1)
}
for some κ1 > 0, and in the range of µ ∈ Aµ, we have
φνσ¯(µ − x)/φσ(µ − x) = 1 +O(n−κ2)
for some κ2 > 0 and all j such that σj ∈ Aσ. We conclude that the first term in (C.6) is
O(n−κ) for some κ > 0 since fσj (x) is bounded and
∑
j∈Nσ wj ≤ 1.
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Now we focus on the asymptotic behavior of
∑
σj∈ACσ ωσj (σ). Let K1 be the event that
n−1
n∑
j=1
φhσ(σj − σ) <
1
2
{gσ ∗ φhσ}(σ)
and K2 the event that
n−1
n∑
j=1
1{σj∈ACσ }φhσ(σj − σ) > 2
∫
ACσ
gσ(y)φ(y − σ)dy.
Let Yj = φhσ(σj − σ). Then for aj ≤ Yj ≤ bj , we use Hoeffding’s inequality
P
(|Y¯ − E(Y¯ )| ≥ t) ≤ 2 exp
{
− 2n
2t2∑n
j=1(bi − ai)2
}
.
Taking t = 12E(Yi), we have
P(K1) ≤ 2 exp
{
−(1/2)n
2{E(Yi)}2
n · O(h−1σ )
}
= O(n−ǫ)
for some ǫ > 0. Similarly we can show that P(K2) = O(n
−ǫ) for some ǫ > 0. Moreover, on
the event K = KC1 ∩KC2 , we have
∑
σj∈ACσ
ωσj (σ) ≤
4
∫
ACσ
gσ(y)φ(y − σ)dy
{gσ ∗ φhσ}(σ)
= O(n−ǫ)
for some ǫ > 0. We use the same ǫ in the previous arguments, which can be achieved easily
by appropriate adjustments (taking the smallest). Previously we have shown that the first
term in (C.6) is O(n−ǫ). Hence on event K, R2 = O(n−κ) for some κ > 0.
Now consider the domain Rx. Define Sx := {x : f¯σ(x) > n−κ′}, where 0 < κ′ < κ. On
Rx ∩ SCx , we have
∫ ∫
Rx∩SCx
(δ˜ − δ¯)2fσ(x)dxdGσ(σ) = O{C ′2n · P(Rx ∩ SCx )} = O(n−κ) (C.7)
for some κ > 0. The previous claim holds true since the length of Rx is bounded by C
′
n, and
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both δ˜ and δ¯ are truncated by C ′n.
Now we only need to prove the result for the region Rx ∩ Sx. On event K, we have
Eσ2


1K ·
∫ ∫
Rx∩Sx
[
R2f¯
(1)
σ (x)
f¯σ(x){f¯σ(x) +R2}
]2
fσ(x)dxdGσ(σ)


= O(C ′2n )O
(
n−(κ−κ
′)
)
,
which is O(n−η) for some η > 0. On event KC ,
Eσ2
(
1KC ·
∫ ∫
Rx∩Sx
(δ˜ − δ¯)2fσ(x)dxdGσ(σ)
)
= O(C ′2n )O(n
−ǫ),
which is also O(n−η). Hence the risk regarding the second term of (C.5) is vanishingly small.
Similarly, we can show that the first term satisfies
Eσ2
(∫ ∫
Rx∩Sx
{
R1
f¯σ(x) +R2
}2
fσ(x)dxdGσ(σ)
)
= O(n−η).
Together with (C.7), we establish the desired result.
C.3 Proof of Lemma 3
Let S1 = fˆ
(1)
σ (x)− f˜ (1)σ (x) and S2 = fˆσ(x)− f˜σ(x). Then
(δ˜ − δˆ)2 ≤ 2σ4

{ f˜ (1)σ (x)
f˜σ(x)
}2{
S2
S2 + f˜σ(x)
}2
+
{
S1
S2 + f˜σ(x)
}2 . (C.8)
According to the definition of f˜σ(x) [cf. equation (A.5)], we have EX,µ|σ2(S2) = 0. By doing
differentiation on both sides we further have EX,µ|σ2(S1) = 0.
A key step in our analysis is to study the variance of S2. We aim to show that
VX,µ,σ2(S2) = O(n
−1h−1σ h
−1
x ). (C.9)
18
To see this, first note that
VX,µ|σ2(S2) =
n∑
j=1
w2jVX,µ|σ2{φhxj (x−Xj)}, where
V{φhxj(x−Xj)}
=
∫
{φhxj (x− y)}2{gµ ∗ φσj}(y)dy −
{∫
φhxj(x− y){gµ ∗ φσj}(y)dy
}2
=
1
hxσ2j
∫
φ2(z)gµ ∗ φ(x+ hxσjz)dz −
{
1
σj
∫
φ(z)gµ ∗ φσj (x+ hxσjz)dz
}2
=
1
hxσ
2
j
{∫
φ2(z)dz
}
fσj (x){1 + o(1)} −
{
1
σj
fσj(x)
}2
{1 + o(1)}
= O(h−1x ).
Next we shall show that
Eσ2
{∑n
j=1w
2
j
}
= O
(
n−1h−1σ
)
. (C.10)
Observe that φhσ(σj − σ) = O(h−1σ ) for all j. Therefore we have
n∑
j=1
φ2hσ(σj − σ) = O(h−1σ )
n∑
j=1
φhσ(σj − σ),
which further implies that
n∑
j=1
w2j =
∑n
j=1 φ
2
hσ
(σj − σ){∑n
j=1 φhσ(σj − σ)
}2 = O(n−1h−1σ )n−1∑nj=1 φhσ(σj − σ) .
Let Yj = φhσ(φi − φ) and Y¯ = n−1
∑n
j=1 Yi. Then 0 ≤ Yj ≤ (
√
2πhσ)
−1 and
E(Yj) = {gσ ∗ φhσ}(σ) = gσ(σ) +O(h2σ).
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Let E1 be the event such that Y¯ <
1
2E(Y¯ ). We apply Hoeffding’s inequality to obtain
P
{
Y¯ <
1
2
E(Y¯ )
}
≤ P
{
|Y¯ − E(Y¯ )| ≥ 1
2
E(Y¯ )
}
≤ 2 exp
{
−2n
2gσ ∗ φhσ(σ)
n(2π)−1h−2σ
}
≤ 2 exp(Cnh2σ) = O(n−1).
Note that
∑n
j=1w
2
j ≤
∑n
j=1wj = 1. We have
E(
n∑
j=1
w2j ) = E

 n∑
j=1
w2j1E

+ E

 n∑
j=1
w2j1
C
E


= O(n−1h−1σ ) +O(n
−1)
= O(n−1h−1σ ),
proving (C.10). Next, consider the variance decomposition
VX,µ,σ2(S2) = Vσ2{EX,µ|σ2(S2)}+ Eσ2{VX,µ|σ2(S2)}.
The first term is zero, and the second term is given by
Eσ2{VX,µ|σ2(S2)} = O(h−1x )E
(∑n
j=1w
2
j
)
= O(n−1h−1σ h−1x ).
We simplify the notation and denote the variance of S2 by V(S2) directly. Therefore V(S2) =
O(n−ǫ) for some ǫ > 0. Consider the following space Qx = {x : f˜σ(x) > n−ǫ′}, where 2ǫ′ < ǫ.
In the proof of the previous lemmas, we showed that on Rx,
f˜σ(x) = fσ(x){1 +O(n−ǫ)}+Kn,
where Kn is a bounded random variable due to the variability of σ
2
j , and Eσ2(Kn) = O(n
−ε)
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for some ε > 0. Next we show it is sufficient to only consider Qx. To see this, note that
Eσ2
(∫ ∫
Rx∩QCx
(δ˜ − δ¯)2fσ(x)dxdGσ(σ)
)
= Eσ2
(∫ ∫
Rx∩QCx
(δ˜ − δ¯)2
[
f˜σ(x){1 +O(n−ǫ)}+Kn
]
dxdGσ(σ)
)
= O(C ′3n )
{
O(n−ǫ
′
) +O(n−ǫ
′−ǫ) +O(n−1/2)
}
,
which is also O(n−η) for some η > 0. Let
Yj = wjφhxj(x−Xj)− wj
{
gµ ∗ φνσj
}
(x)
and Y¯ = n−1
∑n
j=1 Yj. Then E(Yj) = 0, S2 =
∑n
j=1 Yj , and 0 ≤ Yj ≤ Dn, where Dn ∼ h−1x .
Let E2 be the event such that S2 < −12 f˜σ(x). Then by applying Hoeffding’s inequality,
P(E2) ≤ P
{
|Y¯ − E(Y¯ )| ≥ 1
2
f˜σ(x)
}
≤ 2 exp
{
−2n
2{12 f˜σ(x)}2
nD2n
}
= O(n−ǫ)
for some ǫ > 0. Note that on event E2, we have
EX,µ,σ2
{
(δˆ − δ˜)21E2
}
= O(C2n)O(n
−ǫ) = o(1).
Therefore, we only need to focus on the event EC2 , on which we have
f˜σ(x) + S2 ≥ 1
2
f˜σ(x).
It follows that on EC2 , we have
{S2/(f˜σ(x) + S2)}2 ≤ 4S22/{f˜σ(x)}2.
21
Therefore the first term on the right of (C.8) can be controlled as
EX,µ,σ2


1EC2
·
∫ ∫
Rx∩Qx
{
f˜
(1)
σ (x)
f˜σ(x)
}2{
S2
S2 + f˜σ(x)
}2
fσ(x)dxdGσ(σ)


= O(C ′2n )O(n
−(ǫ−2ǫ′)) = O(n−η)
for some η > 0. Hence we show that the first term of (C.8) is vanishingly small.
For the second term in (C.8), we need to evaluate the variance term of S1, which can be
similarly shown to be of order O(n−η) for some η > 0. Following similar arguments, we can
prove that the expectation of the second term in (C.8) is also vanishingly small, establishing
the desired result.
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