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THE COLORED JONES POLYNOMIAL, THE CHERN–SIMONS
INVARIANT, AND THE REIDEMEISTER TORSION OF A
TWICE-ITERATED TORUS KNOT
HITOSHI MURAKAMI
Abstract. A generalization of the volume conjecture relates the asymptotic
behavior of the colored Jones polynomial of a knot to the Chern–Simons in-
variant and the Reidemeister torsion of the knot complement associated with
a representation of the fundamental group to the special linear group of degree
two over complex numbers. If the knot is hyperbolic, the representation can be
regarded as a deformation of the holonomy representation that determines the
complete hyperbolic structure. In this article we study a similar phenomenon
when the knot is a twice-iterated torus knot. In this case, the asymptotic ex-
pansion of the colored Jones polynomial splits into sums and each summand is
related to the Chern–Simons invariant and the Reidemeister torsion associated
with a representation.
Let JN (K; q) ∈ Z[q, q−1] be the colored Jones polynomial of a knot K in the
three-sphere S3 associated with the irreducible N -dimensional representation of
the Lie algebra sl2(C) [14, 19]. We normalize it so that JN (unknot; q) = 1. Note
that J2(K; q) is the original Jones polynomial. R. Kashaev conjectured [16] that his
knot invariant 〈K〉N ∈ C introduced in [15] would grow exponentially with growth
rate the volume of the knot complement S3 \K when the integer parameter N goes
to the infinity if the knot K is hyperbolic. J. Murakami and the author [34] proved
that Kashaev’s invariant coincides with JN
(
K; exp(2π
√−1/N)) and generalized
Kashaev’s conjecture to general knots.
Conjecture 0.1 (Volume Conjecture,[16, 34]). For any knot, we have
(0.1) 2π lim
N→∞
log
∣∣JN(K; exp(2π√−1/N))∣∣
N
= Vol(S3 \K).
Here Vol is the simplicial volume (or the Gromov norm) [7], which is the sum of
the hyperbolic volumes of the hyperbolic pieces in the JSJ decomposition [12, 13] of
the knot complement.
Note that when the knot K is hyperbolic, that is, its complement possesses
a (unique) complete hyperbolic structure with finite volume, Vol(S3 \ K) is just
the hyperbolic volume associated with the complete hyperbolic structure. So the
volume conjecture states that the colored Jones polynomial would know the volume
corresponding to the complete hyperbolic structure. It is well known that we can
always perturb the complete structure to get incomplete structures [40]. When we
perturb 2π
√−1 in the left hand side of (0.1), it is expected that we can also have
the volume of the perturbed hyperbolic manifold:
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Conjecture 0.2 ([8, 31, 9]). Let K be a hyperbolic knot. For a small complex
number u, the following limit exists:
lim
N→∞
log JN
(
K; exp
(
(2π
√−1 + u)/N))
N
.
Put
S(u) := (2π
√−1 + u) lim
N→∞
log JN
(
K; exp
(
(2π
√−1 + u)/N))
N
and define
v(u) := 2
dS(u)
d u
− 2π√−1.
Then the volume Vol(S3\K;u) of the knot complement with the hyperbolic structure
associated with the representation parametrized by u is given as follows:
Vol(S3 \K;u) = ImS(u)− πRe(u)− 1
2
Re(u) Im
(
v(u)
)
.
Here the representation sends the meridian of the knot to
(
eu/2 ∗
0 e−u/2
)
and the
longitude to
(
ev(u)/2 ∗
0 e−v(u)/2
)
.
The conjecture is true for the figure-eight knot [35].
This means that for large N we can write
JN
(
K; exp
(
(2π
√−1 + u)/N))
= exp
[
S(u)N
2π
√−1 + u
]
× (a function of N with polynomial growth)
for a complex function S(u). It is also conjectured that S(u) also determines the
SL(2;C) Chern–Simons invariant (see Section 2 for details).
The polynomial growth term in the above equation is expected to determine the
twisted Reidemeister torsion.
Conjecture 0.3 ([9, 2]). For a hyperbolic knot K, we have
JN
(
K; exp
(
(2π
√−1 + u)/N))
=
√−π
2 sinh(u/2)
TKµ (u)
−1/2
(
N
2π
√−1 + u
)1/2
exp
[
S(u)N
2π
√−1 + u
]
for small u 6= 0, where TKµ (u) is the twisted Reidemeister torsion of the represen-
tation parametrized by u associated with the meridian µ.
This conjecture is proved for the figure-eight knot with real u [33].
When K is not hyperbolic, especially when K has no hyperbolic pieces, that
is when K is an iterated torus knot, then the volume of its complement is zero.
Kashaev and O. Tirkkonen proved the volume conjecture for torus knots [17] and
R. Van der Veen proved the conjecture for general iterated torus knots [43]. In [10,
11] K. Hikami and the author showed that for a torus knot the asymptotic expansion
of the colored Jones polynomial splits into sums each of which corresponds to
a representation of the fundamental group into SL(2;C). Moreover we gave a
topological interpretation for each summand.
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Theorem 0.4 ([11]). Let T (m,n) be the torus knot of type (m,n) for coprime
positive integers m and n. If ξ is a complex number which is not purely imaginary
and with Im ξ ≥ 0, then we have the following asymptotic equivalence:
JN
(
T (m,n); exp(ξ/N)
)
∼
N→∞
1
∆
(
T (m,n); exp(ξ)
) + √−π
2 sinh(ξ/2)
√
N
ξ
∑
k
τk exp
[
Sk(ξ)
N
ξ
]
,
where f(N) ∼
N→∞
g(N) means that f(N) =
(
1 + o(1)
)
g(N) for N →∞,
Sk(ξ) :=
−(2kπ√−1−mnξ)2
4mn
,
and
τk := (−1)k+1 4 sin(kπ/m) sin(kπ/n)√
mn
.
Moreover τ−2k is the homological twisted Reidemeister torsion T
T (a,b)
µ (ρk) of an
irreducible representation ρk : π1(S
3 \ T (m,n)) → SL(2;C) associated with the
meridian µ, and Sk(ξ) − π
√−1u − 14uvk is the SL(2;C) Chern–Simons invari-
ant of ρk with respect to the pair (u, vk) with u := ξ − 2π
√−1 and vk :=
2
dSk(ξ)
d ξ
∣∣∣
ξ:=2pi
√−1+u
− 2π√−1.
Note that ρk(µ) =
(
eu/2 ∗
0 e−u/2
)
and that ∆
(
T (m,n); exp(ξ)
)
can be regarded
as the Reidemeister torsion of the Abelian representation π1(S
3 \ T (m,n)) →
SL(2;C) sending µ to
(
eu/2 0
0 e−u/2
)
with u := ξ − 2π√−1 [26, 27, 41].
See [11] for more details and Theorem 5.3 for the case of T (2, 2a+ 1).
The aim of this article is to investigate the asymptotic behavior of the colored
Jones polynomial for a twice-iterated torus knot. The following is our main theorem.
Theorem 0.5. Let T (2, 2a+1)(2,2b+1) be the twice-iterated torus knot for integers
a and b with a > 0, b > 0 and 2b + 1 − 4(2a + 1) > 0. If ξ is a complex number
which is not purely imaginary and with Im ξ ≥ 0, then the following asymptotic
equivalence holds.
JN
(
T (2, 2a+ 1)(2,2b+1); ξ
)
=
1
∆(T (2, 2a+ 1)2b+1); exp ξ
+
√−π
2 sinh(ξ/2)
√
N
ξ
∑
j
τ1(ξ; j) exp
[
N
ξ
S1(ξ; j)
]
+
√−π
2 sinh(ξ/2)
√
N
ξ
∑
k
τ2(ξ; k) exp
[
N
ξ
S2(ξ; k)
]
+
π
2 sinh(ξ/2)
N
ξ
∑
l,m
τ3(ξ; l,m) exp
[
N
ξ
S3(ξ; l,m)
]
,
where
τ1(ξ; j) := (−1)j
√
2
β
sin
(
2(2j+1)pi
β
)
cos
(
(2j+1)αpi
β
) ,
S1(ξ; j) := (2j + 1)ξπ
√−1 + −βξ
2
2
+
(2j + 1)2π2
2β
,
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τ2(ξ; k) := (−1)k+1
√
2
α
sin
(
(2k+1)pi
α
)
cosh
(
(β−4α)ξ
2
) ,
S2(ξ; k) := 2(2k + 1)ξπ
√−1 +−2αξ2 + (2k + 1)
2π2
2α
,
τ3(ξ; l,m) := (−1)l+m 4√
α(β − 4α) sin
(
(2m+ 1)π
α
)
,
S3(ξ; l,m) := (2l+ 1)ξπ
√−1 + −βξ
2
2
+
π2
2α(β − 4α)
(
(2l+ 1)2α+ (2m+ 1)2β − 4(2l+ 1)(2m+ 1)α).
Moreover S1(ξ; j) (S2(ξ; k) and S3(ξ; l,m), respectively) determines the SL(2;C)
Chern–Simons invariant of a certain irreducible representation ρANu,j (ρ
NA
u,k and ρ
NN
u,l,m,
respectively) from π1
(
S3 \ T (2, 2a+ 1)(2,2b+1)) to SL(2;C), and τ1(ξ; j) (τ2(ξ; k)
and τ3(ξ; l,m), respectively) is related to the twisted Reidemeister torsion of ρ
AN
u,j
(ρNAu,k and ρ
NN
u,l,m, respectively). See Subsection 5.3 for details.
This article is organized as follows. In Section 1, we describe non-Abelian repre-
sentations of π1
(
S3 \K) to SL(2;C), where K is the figure-eight knot E , the torus
knot of type (2, 2a+1), denoted T (2, 2a+1), and the (2, 2b+1)-cable of T (2, 2a+1),
denoted T (2, 2a+1)(2,2b+1). In Section 2, we calculate the Chern–Simons invariant
of the representations that I describe in Section 1. Section 3 is devoted to the calcu-
lation of the twisted Reidemeister torsion of E , T (2, 2a+1), and T (2, 2a+1)(2,2b+1).
I calculate the colored Jones polynomials of these knots and study their asymptotic
behaviors in Section 4. In the last section, Section 5, I interpret the coefficients
appearing in the asymptotic expansion of the colored Jones polynomial in terms of
the Chern–Simons invariant and the Reidemeister torsion. In Section
When I prepared this manuscript, I often used Mathematica [45]. Some formulas
are just copies from the output from Mathematica and may be incorrect because
of my fault of copying.
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1. Representations of the fundamental group into SL(2;C)
In this section we study representations of the fundamental group of a knot
complement into SL(2;C).
Remark 1.1. In this article I do not want to show all representations. It may happen
that I exhaust all the representations (up to conjugation), but I do not mind.
We start with an Abelian representation. Let K be a knot and let
〈x1, x2, . . . , xn | r1, r2, . . . , rn−1〉 be a Wirtinger presentation of the fundamental
group π1(S
3 \K) of a knot complement (see, for example, [23, Chapter 11]). Then
the map ρA : π1(S
3 \K)→ SL(2;C) sending xi to
(
g 0
0 g−1
)
for any i becomes a
representation, which is called an Abelian representation because the image of ρA
forms an Abelian subgroup of SL(2;C).
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In the following subsections I will focus on non-Abelian representations.
1.1. Figure-eight knot. Let E denote the figure-eight knot. The fundamental
group π1
(
S3 \ E) of the figure-eight knot complement has the following presentation
(see for example [32]):
π1(S
3 \ E) = 〈x, y | xy−1x−1yx = yxy−1x−1y〉,
where x and y are generators depicted in Figure 1. Define
xy
Figure 1. Generators of π1
(
S3 \ E)
ρu,±(x) :=
(
eu/2 1
0 e−u/2
)
,
ρu,±(y) :=
(
eu/2 0
−d± e−u/2
)
with
d± := coshu− 3
2
± 1
2
√
(2 coshu+ 1)(2 coshu− 3).
It can be easily checked (you can use Mathematica for example) that ρu,± defines
a representation of π1
(
S3 \ E) to SL(2;C).
We choose a longitude (a loop in the knot complement that travels along the knot
with linking number zero) λ as a loop starting at the top right. Then it presents
an element xy−1xyx−2yxy−1x−1 ∈ π1
(
S3 \ E). It can be also checked that ρu,±
sends λ to
ρu,±(λ) =
(
ℓ(u)±1 ±2 cosh(u/2)
√
(2 coshu+ 1)(2 coshu− 3)
0 ℓ(u)∓1
)
,
where
(1.1) ℓ(u) := cosh(2u)− coshu− 1 + sinhu
√
(2 coshu+ 1)(2 coshu− 3).
Note that ρ0,+ defines the complete hyperbolic structure on S
3 \ E [38, 28, 40].
1.2. Torus knots. Let T (2, 2a+ 1) be the torus knot of type (2, 2a+ 1), where a
is a positive integer. Then π1
(
S3 \ T (2, 2a+ 1)) has the following presentation
(1.2) π1
(
S3 \ T (2, 2a+ 1)) = 〈x, y | (xy)ax = y(xy)a〉,
where x and y are generators depicted in Figure 2. For a complex number u and
ω1 with ω
2a+1
1 = −1, put
ρu,ω1(x) :=
(
eu/2 1
0 e−u/2
)
,
ρu,ω1(y) :=
(
eu/2 0
ω1 + ω
−1
1 − 2 coshu e−u/2
)
.
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} 2a+1
y
x
Figure 2. Generators of π1
(
S3 \ T (2, 2a+ 1))
Then ρu,ω1 is a representation from π1
(
S3 \ T (2, 2a+ 1)) to SL(2;C).
If we choose the longitude λ as a loop starting at the top right of Figure 2 then
it presents the element
(xy)ax(xy)−a · (xy)a−1x(xy)−a+1 · · · (xy)x(xy)−1 · x
· (xy)ax−1(xy)−a+1 · (xy)a−1x−1(xy)2−a · · · (xy)2x−1(xy) · (xy)−1x−1
· x−2a−1
=(xy)axy−a(xy)ax−3a−1.
Note that we need to add x−3a−1 because the longitude is null-homologous, that
is, its linking number with the knot is zero. Since (xy)ax = y(xy)a and y−1(xy)a =
(xy)ax−1 from the relation 1.2, we have
(1.3) λ = y(xy)2ax−4a−1.
Its image by the representation is given by
(1.4) ρu,ω1(λ) =
(
−e−(2a+1)u sinh
(
(2a+1)u
)
sinh(u/2)
0 −e(2a+1)u
)
,
which can be checked by Mathematica, for example.
1.3. Twice-iterated torus knots. Consider a solid torus D := D2 × S1 with a
knot, called a pattern knot, in it as shown in Fig3. Here the knot goes twice along
the solid torus and there are 2b+1 positive crossings. Now consider an embedding
of D in S3 so that D forms the torus knot T (2, 2a+ 1) and that the longitude of
D coincides with the longitude of T (2, 2a+1) (Figure 4). Note that the number of
positive crossings we need to add is 2b + 1 − 2(2a + 1), because we get 2(2a + 1)
twists from the original torus knot. Then the knot in D becomes a knot in S3 called
the (2, 2b+ 1)-cable of T (2, 2a+ 1) denoted T (2, 2a+ 1)(2,2b+1).
Put C := S3 \ IntD, where IntD is the interior of the image of D in S3. The
boundary of C is a torus TC . Let P be the complement of (the interior of the
regular neighborhood of) the pattern knot of D. The boundary of P consists of
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2b+1}
Figure 3. A knot in the solid torus. There are 2b+ 1 crossings.
} 2a+12b+1−2(2a+1) }
Figure 4. T (2, 2a+ 1)(2,2b+1)
two tori TP and T
′
P , where TP is the boundary of D and T
′
P is the boundary of the
regular neighborhood of the pattern knot. Then S3 \ IntN (T (2, 2a+ 1)(2,2b+1)) =
C∪TC=TP P , where N
(
T (2, 2a+ 1)(2,2b+1)
)
is the regular neighborhood of T (2, 2a+
1)(2,2b+1) in S3.
Let us calculate π1(S
3 \ T (2, 2a+ 1)(2,2b+1)) by using van Kampen’s theorem.
First of all from (1.2) we have
(1.5) π1(C) = 〈x, y | (xy)ax = y(xy)a〉.
We also have
(1.6) π1(P ) = 〈p, q, r | (pq)r = r(pq), r(pq)bp = q(pq)br〉,
where p, q and r are generators indicated in Figure 5. Note that the longitude λC
of T (2, 2a+ 1) is given by
(1.7) λC = y(xy)
2ax−4a−1
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p
q
r
Figure 5. Generators of π1(P )
from (1.3). Then by van Kampen’s theorem, we have
π1
(
S3 \ T (2, 2a+ 1)(2,2b+1)
)
= π1(C) ∗pi1(TC)=pi1(TP ) π1(P ),
where we identify the meridian x ∈ π1(TC) with the meridian pq ∈ π1(TP ), and the
longitude λC ∈ π1(TC) with the longitude r ∈ π1(TP ). Therefore we have
π1
(
S3 \ T (2, 2a+ 1)(2,2b+1)
)
=〈x, y, p, q, r | (xy)ax = y(xy)a, (pq)r = r(pq), r(pq)bp = q(pq)br,
x = pq, r = y(xy)2ax−4a−1〉
=〈x, y, p, q | (xy)ax = y(xy)a, xλC = λCx, λCxbp = qxbλC , x = pq〉,
(1.8)
where we remove r from the generator set introducing a word λC = y(xy)
2ax−4a−1
in the relation set. Since we have
xλCx
−1λ−1C = x× y(xy)2ax−4a−1 × x−1 × x4a+1(xy)−2ay−1
= (xy)2a+1x−1(xy)−2ay−1
(from the first relation in (1.8))
= (xy)a+1y−1(xy)a(xy)−2ay−1
= (xy)a+1y−1(xy)−ay−1
(from the first relation in (1.8) again)
= (xy)a+1y−1x−1(xy)−a
= 1,
we do not need the relation xλC = λCx. So we finally have
(1.9) π1(E) = 〈x, y, p, q | (xy)ax = y(xy)a, λCxbp = qxbλC , x = pq〉
with λC = y(xy)
2ax−4a−1.
Remark 1.2. We do not need x in the generator set and x = pq in the relation set.
However it would be convenient to include them in the following calculations.
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The longitude λ of T (2, 2a+ 1)(2,2b+1) is given by
λ = r · (pq)bp(pq)−b · (pq)b−1p(pq)−b+1 · · · (pq)p(pq)−1 · p
· r · (pq)bp−1(pq)−b+1 · (pq)b−1p−1(pq)2−b · · · (pq)2x−1(pq) · (pq)−1p−1
· p−2b−1
= r(pq)bpq−br(pq)bp−3b−1
= λCx
bpq−bλCxbp−3b−1.
(1.10)
Here we read off λ from the top right corner in Figure 5 and multiply by r any time
we pass through the bottom.
Let ρ : π1
(
S3 \ T (2, 2a+ 1)(2,2b+1)) → SL(2;C) be a representation and put
ρC := ρ
∣∣
C
and ρP := ρ
∣∣
P
. We consider the following three cases except for the
case where Im ρ is Abelian. (1) Im ρC is Abelian and Im ρP is non-Abelian, (2)
Im ρC is non-Abelian and Im ρP is Abelian, and (3) both Im ρC and Im ρP are
non-Abelian.
1.3.1. Im ρC is Abelian and Im ρP is non-Abelian. If we put
ρANu,ω2(p) :=
(
eu/2 1
0 e−u/2
)
,
ρANu,ω2(q) :=
(
eu/2 0
ω2 + ω
−1
2 − 2 cosh(u) e−u/2
)
,
ρANu,ω2(x) = ρ
AN
u,ω2(y) := ρ
AN
u,ω2(p)ρ
AN
u,ω(q)
(1.11)
with ω2b+12 = −1, then one can prove that ρANu,ω2 defines a representation of
π1
(
S3 \ T (2, 2a+ 1)(2,2b+1)) to SL(2;C) from (1.9). Note that
ρANu,ω2(x) = ρ
AN
u,ω2(y) = S
−1
2
(
ω2 1
0 ω−12
)
S2
with
S2 :=
(
eu/2 0
eu/2ω−12 − e−u/2 1
)
.
The longitude λ is sent to
(1.12) ρANu,ω2(λ) =
(
−e−(2b+1)u sinh((2b+1)u)sinh(u/2)
0 −e(2b+1)u
)
from (1.10). Note that ρANu,ω2
∣∣
C
is Abelian and that λC is sent to the identity matrix
since x and y commute.
1.3.2. Im ρC is non-Abelian and Im ρP is Abelian. Put
ρNAu,ω1(x) :=
(
eu 1
0 e−u
)
,
ρNAu,ω1(y) :=
(
eu 0
ω1 + ω
−1
1 − 2 cosh(2u) e−u
)
,
ρNAu,ω1(p) = ρ
NA
u,ω1(q) :=
(
eu/2 12 cosh(u/2)
0 e−u/2
)
,
(1.13)
with ω2a+11 = −1. Then one can prove that ρNAu,ω1 defines a representation of
π1
(
S3 \ T (2, 2a+ 1)(2,2b+1)) to SL(2;C) from (1.9). The longitude λC of T (2, 2a+
1) is sent to
ρNAu,ω1(λC) =
(
−e−2(2a+1)u sinh(2(2a+1)u)sinh(u)
0 −e2(2a+1)u
)
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and the longitude λ of T (2, 2a+ 1)(2,2b+1) is sent to
(1.14) ρNAu,ω1(λ) = ρ
NA
u,ω1(λ
2
C) =
(
e−4(2a+1)u − sinh(4(2a+1)u)sinh(u)
0 e4(2a+1)u
)
.
1.3.3. Both Im ρC and Im ρP are non-Abelian. If we put
ρNNu,ω1,ω3(p) :=
(
eu/2 1
0 e−u/2
)
,
ρNNu,ω1,ω3(q) :=
(
eu/2 0
ω3 + ω
−1
3 − 2 cosh(u) e−u/2
)
,
ρNNu,ω1,ω3(x) := ρ
NN
u,ω1,ω3(pq)
= S−13
(
ω3 1
0 ω−13
)
S3,
ρNNu,ω1,ω3(y) := S
−1
3
(
ω3 0
ω1 + ω
−1
1 − ω23 − ω−23 ω−13
)
S3
=
(
ω3 0
e−u/2(ω3 − ω−13 )− eu/2
(
ω23 + 1− ω1 − ω−11
)
ω−13
)
(1.15)
with ω2a+11 = −1, ω2b+1−4(2a+1)3 = −1, and
S3 :=
(
eu/2 0
eu/2ω−13 − e−u/2 1
)
,
then we have
(
ρNNu,ω1,ω3(x)ρ
NN
u,ω1,ω3(y)
)a
ρNNu,ω1,ω3(x) = ρ
NN
u,ω1,ω3(y)
(
ρNNu,ω1,ω3(x)ρ
NN
u,ω1,ω3(y)
)a
.
The longitude λC of the companion knot is sent to
ρNNu,ω1,ω3(λC)
=S−13

−ω−2(2a+1)3 ω2(2a+1)3 −ω−2(2a+1)3ω3−ω−13
0 −ω2(2a+1)3

S3
=
−ω2(2a+1)3 + ω−2(2a+1)3
ω3 − ω−13

e−u −
ω
2(2a+1)−1
3 −ω−2(2a+1)+13
ω
2(2a+1)
3 −ω−2(2a+1)3
−e−u/2
e−u/2(eu + e−u − ω3 − ω−13 ) ω
2(2a+1)+1
3 −ω−2(2a+1)−13
ω
2(2a+1)
3 −ω−2(2a+1)3
− e−u

 .
From the relation λCx
bp− qxbλC = O, we have
ω−b+4a+23
(
ω
2b+1−4(2a+1)
3 + 1
)
ω3 + 1
(
0 −1
ω3 + ω
−1
3 − 2 coshu 0
)
= O.
Since we choose ω3 such that ω
2b+1−4(2a+1)
3 = −1, λNNu,ω1,ω3 is well-defined.
The longitude λ is sent to
(1.16) ρNNu,ω1,ω3(λ) =
(
−e−(2b+1)u sinh((2b+1)u)sinh(u/2)
0 −e(2b+1)u
)
.
2. Chern–Simons invariant for a knot complement
For the definition of the Chern–Simons invariant, refer to [1, 20]. Here I only
describe how to calculate it in the case of knot complements.
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2.1. How to calculate. For a knot K, putM := S3\K. Note that ∂M is a torus.
Let X(M) be the SL(2;C)-character variety of M , that is, the set of characters of
representations of π1(M) to SL(2;C). Then the Chern–Simons invariant csM is a
map from X(M) to Hom(π1(∂M),C)× C∗/ ≈, where ≈ is defined as follows:
(2.1)


(s, t; z) ≈ (s+ 1, t; z exp(−8π√−1t)),
(s, t; z) ≈ (s, t+ 1; z exp(8π√−1s)),
(s, t; z) ≈ (−s,−t; z).
Here we use the meridian µ, a generator of H1(M) so that µ links with K with
linking number zero, and the preferred longitude λ, a loop on ∂M that is parallel
to K such that 0 = [λ] ∈ H1(M), as a basis of π1(∂M) ∼= Z⊕ Z and identify (s, t)
with sµ∗ + tλ∗ ∈ Hom(π1(∂M),C) with µ∗ and λ∗ the dual elements of µ and λ,
respectively.
Now I will explain how to calculate csM following [20].
Theorem 2.1 ([20]). Let ρt : π1(M)→ SL(2;C) be a path of representations (0 ≤
t ≤ 1). Since µ and λ commute we may assume that both ρt(µ) and ρt(λ) are
upper-tiangular. We define ut and vt as follows:
ρt(µ) =
(
eut/2 ∗
0 e−ut/2
)
,
ρt(λ) =
(
evt/2 ∗
0 e−vt/2
)
.
Suppose that csM is given as
csM ([ρt]) =
[
ut
4π
√−1 ,
vt
4π
√−1; zt
]
.
Then we have
z1
z0
= exp
[√−1
2π
∫ 1
0
(
ut
d vt
d t
− vt d ut
d t
)
dt
]
.
If a representation ρ : π1(M)→ SL(2;C) satisfies
ρ : meridian→
(
eu/2 ∗
0 e−u/2
)
, longitude→
(
ev/2 ∗
0 e−v/2
)
,
then we define CSu,v([ρ]) so that
csM ([ρ]) =
[
u
4π
√−1 ,
v
4π
√−1 ; exp
(
2
π
√−1 CSu,v([ρ])
)]
.
Note that CSu,v([ρ]) is defined modulo π
2Z.
2.2. SL(2;C) Chern–Simons invariant of a hyperbolic knot. Let H be a
hyperbolic knot, and ρ0 : π1(S
3 \ H) → SL(2;C) be the representation associated
with the complete hyperbolic structure. We can deform the complete structure by
a small complex parameter u. Let ρu be the representation associated with u. By
conjugation we assume
ρ(µ) =
(
eu/2 ∗
0 e−u/2
)
,
ρ(λ) =
(
ev(u)/2 ∗
0 e−v(u)/2
)
,
where µ is the meridian and λ is the longitude of π1(S
3 \H). See for example [36].
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Then we can define a path of representations ρtu and by [20] we can calculate
the Chern–Simons invariant of ρu as follows. Let[
ut
4π
√−1 ,
v(ut)
4π
√−1; zt
]
be the Chern-Simons invariant of the representation ρut. Then we have
z1
z0
= exp
[
−8π√−1
∫ 1
0
(
ut
4π
√−1
d
dt
v(ut)
4π
√−1 −
v(ut)
4π
√−1
d
dt
ut
4π
√−1
)
dt
]
= exp
[√−1
2π
([
utv(ut)
]1
0
− 2u
∫ 1
0
v(ut) dt
)]
= exp
[√−1
2π
(
uv(u)− 2
∫ u
0
v(s) ds
)]
.
Since z0 = exp
[
2
pi
√−1 CS(S
3 \H)
]
, where CS(S3\H) is the SL(2;C) Chern–Simons
invariant associated with the Levi-Civita connection, we have
(2.2) CSu,v(u) (ρu) = CS(S
3 \H) + 1
2
∫ u
0
v(s) ds − 1
4
uv(u).
2.3. Chern–Simons invariant of the figure-eight knot. Let ρu,± be the rep-
resentation of π1
(
S3 \ E) to SL(2;C) defined in Subsection 1.1.
Let ρt := ρtu,+ (0 ≤ t ≤ 1) be a path of representations. Note that ρ0 = ρ0,+
and ρ1 = ρu,+. Let [
ut
4π
√−1 ,
v(t)
4π
√−1; z(t)
]
be the Chern–Simons invariant for the representation ρt, where v(t) := 2 log ℓ(ut).
From (2.2) we have
CSu,v (ρu,+) =
√−1Vol (S3 \ E)+ ∫ u
0
log ℓ(s) ds− 1
2
u log ℓ(u).(2.3)
2.4. Chern–Simons invariant of a torus knot. PutM := S3 \T (2, 2a+ 1) and
let ρu,ω1 : π1(M)→ SL(2;C) be the representation defined in Subsection 1.2. Note
that ω2a+11 = −1. Put ω1 := exp
(
(2k+1)pi
√−1
2a+1
)
for k = 0, 1, . . . , a− 1.
Let αt be a path of Abelian representations defined by
αt(x) = αt(y) :=

exp
(
(2k+1)pi
√−1
2(2a+1) t
)
0
0 exp
(
− (2k+1)pi
√−1
2(2a+1) t
)


and βt be a path of non-Abelian representations defined by

βt(x) :=
(
eut/2 1
0 e−ut/2
)
,
βt(y) :=
(
eut/2 0
2 cos
(
(2k+1)pi
2a+1
)
− 2 coshut e−ut/2
)
,
where we put ut :=
(1− t)(2k + 1)π√−1
2a+ 1
+ tu. Note that
• α0 is trivial, and so csM ([α0]) = 1,
• α1 and β0 share the same trace because β0 is upper-triangular and so
csM ([α1]) = csM ([β0]), and
• β1 = ρu,ω1 .
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We regard x as the meridian µ. From Theorem 2.1 we can write
csM ([αt]) :=
[
(2k + 1)t
4(2a+ 1)
, 0;wt
]
,
csM ([βt]) :=
[
ut
4π
√−1 ,
−2(2a+ 1)ut + 2πl
√−1
4π
√−1 ; zt
]
for an odd integer l, since
αt(λ) =
(
1 0
0 1
)
,
βt(λ) =

e−(2a+1)ut+lpi√−1 sinh
(
(2a+1)ut
)
sinh(ut/2)
0 e(2a+1)ut−lpi
√−1


from (1.4). Then Kirk–Klassen’s theorem (Theorem 2.1) shows that
w1
w0
= 1 and
z1
z0
= exp
(√−1
2π
∫ 1
0
(
(ut ×
(
−2(2a+ 1)d ut
d t
)
− (−2(2a+ 1)ut + 2πl
√−1)× d ut
d t
)
dt
)
= exp
(
l
[
ut
]1
0
)
= exp
(
l
(
u− (2k + 1)π
√−1
2a+ 1
))
.
Since csM ([α1]) = csM ([β0]) and w1 = w0 = 1, we have[
2k + 1
4(2a+ 1)
, 0; 1
]
=
[
u0
4π
√−1 ,
−2(2a+ 1)u0 + 2πl
√−1
4π
√−1 ; z0
]
=
[
2k + 1
4(2a+ 1)
,
l − 2k − 1
2
; z0
]
.
However, from the equivalence relation (2.1), we have[
2k + 1
4(2a+ 1)
, 0; 1
]
≈
[
2k + 1
4(2a+ 1)
,
l − 2k − 1
2
; exp
(
(2k + 1)(l − 2k − 1)π√−1
2a+ 1
)]
.
So we have
z0 = exp
(
(2k + 1)(l − 2k − 1)π√−1
2a+ 1
)
and
z1 = z0 exp
(
l
(
u− (2k + 1)π
√−1
2a+ 1
))
= exp
(
lu− (2k + 1)
2π
√−1
2a+ 1
)
.
Therefore we finally have
(2.4) CSu,v([ρu,ω1 ]) =
1
2
luπ
√−1 + (2k + 1)
2π2
2(2a+ 1)
with v := −2(2a+ 1)u+ 2πl√−1. Note that this depends on the choice of an odd
integer l.
2.5. Chern–Simons invariant of a twice-iterated torus knot. I will calculate
the Chern–Simons invariant of T (2, 2a + 1)(2,2b+1) associated with non-Abelian
representations defined in Subsection 1.3 in a similar way to the case of T (2, 2a+1).
Throughout this subsection we put M := S3 \ T (2, 2a+ 1)(2,2b+1)
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2.5.1. Im ρC is Abelian and Im ρP is non-Abelian. Let ρ
AN
u,ω2 be the represen-
tation defined in Sub-subsection 1.3.1. Note that ω2b+12 = −1. Put ω2 :=
exp
(
(2j+1)pi
√−1
2b+1
)
for j = 0, 1, . . . , b− 1.
Let αt be a path of Abelian representations defined by
αt(p) = αt(q) :=

exp
(
(2j+1)pi
√−1
2(2b+1) t
)
0
0 exp
(
− (2j+1)pi
√−1
2(2b+1) t
)

 ,
αt(x) = αt(y) :=

exp
(
(2j+1)pi
√−1
2b+1 t
)
0
0 exp
(
− (2j+1)pi
√−1
2b+1 t
)

 .
For ut :=
(1− t)(2j + 1)π√−1
2b+ 1
+ tu, let βt be a path of representations ρ
AN
ut,ω2 , that
is, we define 

βt(p) :=
(
eut/2 1
0 e−ut/2
)
,
βt(q) :=
(
eut/2 0
2 cos
(
(2j+1)pi
2b+1
)
− 2 coshut e−ut/2
)
,
βt(x) = βt(y) := βt(p)βt(q).
Note that
• α0 is trivial, and so csM ([α0]) = 1,
• α1 and β0 share the same trace because β0 is upper-triangular and so
csM ([α1]) = csM ([β0]), and
• β1 = ρANu,ω2 .
We regard p as the meridian µ. From Theorem 2.1 we can write
csM ([αt]) :=
[
(2j + 1)t
4(2b+ 1)
, 0;wt
]
,
csM ([βt]) :=
[
ut
4π
√−1 ,
−2(2b+ 1)ut + 2πm
√−1
4π
√−1 ; zt
]
for an odd integer m, since
αt(λ) =
(
1 0
0 1
)
,
βt(λ) =

e−(2b+1)ut+mpi√−1 sinh
(
(2b+1)ut
)
sinh(ut/2)
0 e(2b+1)ut−mpi
√−1


from (1.12). Then Kirk–Klassen’s theorem (Theorem 2.1) shows that
w1
w0
= 1 and
z1
z0
= exp
(√−1
2π
∫ 1
0
(
(ut ×
(
−2(2b+ 1)d ut
d t
)
− (−2(2b+ 1)ut + 2πm
√−1)× d ut
d t
)
dt
)
= exp
(
m
[
ut
]1
0
)
= exp
(
m
(
u− (2j + 1)π
√−1
2b+ 1
))
.
Since csM ([α1]) = csM ([β0]) and w1 = w0 = 1, we have[
2j + 1
4(2b+ 1)
, 0; 1
]
=
[
u0
4π
√−1 ,
−2(2b+ 1)u0 + 2πm
√−1
4π
√−1 ; z0
]
=
[
2j + 1
4(2b+ 1)
,
m− 2j − 1
2
; z0
]
.
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However, from the equivalence relation (2.1), we have[
2j + 1
4(2b+ 1)
, 0; 1
]
≈
[
2j + 1
4(2b+ 1)
,
m− 2j − 1
2
; exp
(
(2j + 1)(m− 2j − 1)π√−1
2b+ 1
)]
.
So we have
z0 = exp
(
(2j + 1)(m− 2j − 1)π√−1
2b+ 1
)
and
z1 = z0 exp
(
m
(
u− (2j + 1)π
√−1
2b+ 1
))
= exp
(
mu− (2j + 1)
2π
√−1
2b+ 1
)
.
Therefore we finally have
(2.5) CSu,v([ρ
AN
u,ω2 ]) =
1
2
muπ
√−1 + (2j + 1)
2π2
2(2b+ 1)
with v := −2(2b+1)u+2πm√−1. Note that this depends on the choice of an odd
integer m and that the result here can be obtained from the result for the torus
knot T (2, 2a+ 1) in Subsection 2.4 by replacing a with b, k with j and l with m.
2.5.2. Im ρC is non-Abelian and Im ρP is Abelian. Let ρ
NA
u,ω1 be the represen-
tation defined in Sub-subsection 1.3.2. Note that ω2b+11 = −1. Put ω1 :=
exp
(
(2k+1)pi
√−1
2a+1
)
for k = 0, 1, . . . , a− 1.
Let αt be a path of Abelian representations defined by
αt(p) = αt(q) :=

exp
(
(2k+1)pi
√−1
4(2a+1) t
)
0
0 exp
(
− (2k+1)pi
√−1
4(2a+1) t
)

 ,
αt(x) = αt(y) :=

exp
(
(2k+1)pi
√−1
2(2a+1) t
)
0
0 exp
(
− (2k+1)pi
√−1
2(2a+1) t
)

 .
For ut :=
(1− t)(2k + 1)π√−1
2(2a+ 1)
+ tu, let βt be a path of representations ρ
NA
ut,ω1 , that
is, we define 

βt(x) :=
(
eut 1
0 e−ut
)
,
βt(y) :=
(
eut 0
2 cos
(
(2k+1)pi
2a+1
)
− 2 cosh(2ut) e−ut
)
,
βt(p) = βt(q) :=
(
eut/2 12 cosh(ut/2)
0 e−ut/2
)
.
Note that
• α0 is trivial, and so csM ([α0]) = 1,
• α1 and β0 share the same trace because β0 is upper-triangular and so
csM ([α1]) = csM ([β0]), and
• β1 = ρNAu,ω1 .
We regard p as the meridian µ. From Theorem 2.1 we can write
csM ([αt]) :=
[
(2k + 1)t
8(2a+ 1)
, 0;wt
]
,
csM ([βt]) :=
[
ut
4π
√−1 ,
−8(2a+ 1)ut + 4πl
√−1
4π
√−1 ; zt
]
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for an integer l, since
αt(λ) =
(
1 0
0 1
)
,
βt(λ) =

e−4(2a+1)ut+2lpi√−1 − sinh
(
4(2a+1)ut
)
sinh(ut)
0 e4(2a+1)ut−2lpi
√−1


from (1.14). Then Kirk–Klassen’s theorem (Theorem 2.1) shows that
w1
w0
= 1 and
z1
z0
= exp
(√−1
2π
∫ 1
0
(
(ut ×
(
−8(2a+ 1)d ut
d t
)
− (−8(2a+ 1)ut + 4πl
√−1)× d ut
d t
)
dt
)
= exp
(
2l
[
ut
]1
0
)
= exp
(
2l
(
u− (2k + 1)π
√−1
2(2a+ 1)
))
.
Since csM ([α1]) = csM ([β0]) and w1 = w0 = 1, we have
[
2k + 1
8(2a+ 1)
, 0; 1
]
=
[
u0
4π
√−1 ,
−8(2a+ 1)u0 + 4πl
√−1
4π
√−1 ; z0
]
=
[
2k + 1
8(2a+ 1)
, l − 2k − 1; z0
]
.
However, from the equivalence relation (2.1), we have
[
2k + 1
8(2a+ 1)
, 0; 1
]
≈
[
2k + 1
8(2b+ 1)
, l− 2k − 1; exp
(
(2k + 1)(l− 2k − 1)π√−1
2a+ 1
)]
.
So we have
z0 = exp
(
(2k + 1)(l − 2k − 1)π√−1
2a+ 1
)
and
z1 = z0 exp
(
2l
(
u− (2k + 1)π
√−1
2(2a+ 1)
))
= exp
(
2lu− (2k + 1)
2π
√−1
2a+ 1
)
.
Therefore we finally have
(2.6) CSu,v([ρ
NA
u,ω2 ]) = luπ
√−1 + (2k + 1)
2π2
2(2a+ 1)
with v := −8(2a+1)u+4πl√−1. Note that this depends on the choice of an integer
l.
2.5.3. Both Im ρC and Im ρP are non-Abelian. Let ρ
NN
u,ω1,ω3 be the representation
defined in Sub-subsection 1.3.2. Note that ω2a+11 = ω
2b+1−4(2a+1)
3 − 1. Put ω1 :=
exp
(
(2k+1)pi
√−1
2a+1
)
and ω3 := exp
(
(2h+1)
2b+1−4(2a+1)π
√−1
)
for k = 0, 1, . . . , a − 1 and
n = 0, 1, . . . , b+ 4a− 2.
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Put ut :=
(1 − t)(2h+ 1)π√−1
2b+ 1− 4(2a+ 1) + tu and consider a path of representations
βt := ρ
NN
ut,ω1,ω3 . Then β1 = ρ
NN
u,ω1,ω3 and
β0(p) =
(
ω
1/2
3 1
0 ω
−1/2
3
)
= S−13
(
ω
1/2
3 ω
1/2
3
0 ω
−1/2
3
)
S3,
β0(q) =
(
ω
1/2
3 0
0 ω
−1/2
3
)
= S−13
(
ω
1/2
3 0
0 ω
−1/2
3
)
S3,
β0(x) = S
−1
3
(
ω3 1
0 ω−13
)
S3,
β0(y) = S
−1
3
(
ω3 0
ω1 + ω
−1
1 − ω23 − ω−23 ω−13
)
S3
since eu0 = ω3, where S3 =
(
ω1/2 0
0 1
)
.
Recall that the knot complement M = S3 \ T (2, 2a+ 1)(2,2b+1) can be decom-
posed asM = C∪TC=TP P , where C is the complement of the torus knot T (2, 2a+1)
and P is the complement the pattern knot in the solid torus (see Subsection 1.3).
One can see that tr β0
∣∣
C
= tr ρNAu0,ω1
∣∣
C
and tr β0
∣∣
P
= tr ρNAu0,ω1
∣∣
P
. From the gluing
formula of the Chern–Simons invariant [20, Theorem 2.1] we have
csM ([β0]) = csM
([
ρNAu0,ω1
])
.
We regard p as the meridian µ. From Theorem 2.1 we can write
csM ([βt]) :=
[
ut
4π
√−1 ,
−2(2b+ 1)ut + 2πn
√−1
4π
√−1 ; zt
]
for an odd integer n, since
βt(λ) =

e−(2b+1)ut+npi√−1 sinh
(
(2b+1)ut
)
sinh(ut/2)
0 e(2b+1)ut−pi
√−1


from (1.16). Then Kirk–Klassen’s theorem (Theorem 2.1) shows that
z1
z0
= exp
(√−1
2π
∫ 1
0
(
(ut ×
(
−2(2b+ 1)d ut
d t
)
− (−2(2b+ 1)ut + 2πn
√−1)× d ut
d t
)
dt
)
= exp
(
n
[
ut
]1
0
)
= exp
(
n
(
u− (2h+ 1)π
√−1
2b+ 1− 4(2a+ 1)
))
.
Since csM
([
ρNAu0,ω1
])
= csM ([β0]), we have[
u0
4π
√−1 ,
−8(2a+ 1)u0 + 4πl
√−1
4π
√−1 ; exp
(
2lu0 − (2k + 1)
2π
√−1
2a+ 1
)]
=
[
u0
4π
√−1 ,
−2(2b+ 1)u0 + 2πn
√−1
4π
√−1 ; z0
]
.
from (2.6) However, from the equivalence relation (2.1), we have[
u0
4π
√−1 ,
−8(2a+ 1)u0 + 4πl
√−1
4π
√−1 ; exp
(
2lu0 − (2k + 1)
2π
√−1
2a+ 1
)]
≈
[
u0
4π
√−1 ,
−2(2b+ 1)u0 + 2πn
√−1
4π
√−1 ; exp
(
2lu0 − (2k + 1)
2π
√−1
2a+ 1
+
(n− 2l − 2h− 1)(2h+ 1)π√−1
2b+ 1− 4(2a+ 1)
)]
.
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Since u0 =
(2h+ 1)π
√−1
2b+ 1− 4(2a+ 1), we have
z0 = exp
[(
2l(2h+ 1)
2b+ 1− 4(2a+ 1) −
(2k + 1)2
2a+ 1
+
(n− 2l− 2h− 1)(2h+ 1)
2b+ 1− 4(2a+ 1)
)
π
√−1
]
and
z1 = z0 exp
(
n
(
u− (2h+ 1)π
√−1
2b+ 1− 4(2a+ 1)
))
= exp
(
nu− (2k + 1)
2π
√−1
2a+ 1
− (2h+ 1)
2π
√−1
2b+ 1− 4(2a+ 1)
)
.
Therefore we finally have
(2.7) CSu,v([ρ
NN
u,ω1,ω3 ]) =
1
2
nuπ
√−1 + (2k + 1)
2π2
2(2a+ 1)
+
(2h+ 1)2π2
2(2b+ 1− 4(2a+ 1)) .
with v := −2(2b+ 1)u+ 2πn√−1. Note that this depends on the choice of an odd
integer n.
3. Twisted SL(2;C) Reidemeister torsion for a knot complement
In this section we study the Reidemeister torsion twisted by a representation. It
is defined as the torsion of a certain chain complex. If the chain complex is acyclic
then the torsion is well-defined without specifying a basis of the corresponding
homology group. Unfortunately in our case the homology is non-trivial, and so we
need to choose a basis. In the following subsection I will start with the definition
of the torsion, and then describe how to choose a basis. In the later subsections I
will calculate the Reidemeister torsion for the figure-eight knot, torus knots, and
twice-iterated torus knots.
3.1. Definition. Let ρ : π1(S
3 \ K) → SL(2;C) be a representation. Let
〈x1, x2, . . . , xn | r1, r2, . . . , rn−1〉 a Wirtinger presentation of π1(S3 \ K). Put
Π := π1(S
3 \K).
For the universal cover S˜3 \K of S3 \K, the chain complex C∗
(
S˜3 \K;Z
)
can
be regarded as a Z[Π]-module by the deck transformation, and sl2(C) can also be
regarded as a Z[Π]-module by Adρ(x) for x ∈ Π. Here we define the adjoint action
AdX of X ∈ SL2(C) by AdX(g) := X−1gX for g ∈ sl2(C). Then we have the
following chain complex:
C2
(
S˜3 \K
)
⊗Z[Π]sl2(C) ∂2−→ C1
(
S˜3 \K
)
⊗Z[Π]sl2(C) ∂1−→ C0
(
S˜3 \K
)
⊗Z[Π]sl2(C).
The associated homology group is denoted by H∗(S3 \K; ρ).
Let ci := {ci,1, ci,2, . . . , ci,li} be a basis of Ci := Ci
(
S˜3 \K
)
⊗Z[Π] sl2(C), bi :=
{bi,1, bi,2, . . . , bi,mi} be a set of vectors such that {∂i(bi,1), ∂i(bi,2), . . . , ∂i(bi,mi)}
forms a basis of Bi−1 := Im ∂i, hi := {hi,1, hi,2, . . . , hi,ni} be a basis of Hi :=
Hi(S
3 \K; ρ), h˜i,k be a lift of hi,k in Zi := Ker ∂i, and h˜i := {h˜i,1, h˜i,2, . . . , h˜i,ni}.
Then ∂i+1(bi+1)∪ h˜i ∪bi forms a basis of Ci (Figure 6). For two bases u and v of
a vector space W , let [u | v] be the determinant of the basis change matrix from u
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∂1∂2
C2 C1 C0
Z 2
Z 1 Z 0} }}}
}}b2 }
∂2(b )2
b1 }
∂1(b )1
h2
~
h1
~ h0
~
Figure 6. Chain complex and its basis
to v. Put
Tor(C∗,b∗,h∗) :=
2∏
i=0
[
∂i+1(bi+1) ∪ h˜i ∪ bi
∣∣∣ ci](−1)i+1
=
[
∂2(b2) ∪ h˜1 ∪ b1
∣∣∣ c1][
∂1(b1) ∪ h˜0
∣∣∣ c0] [h˜2 ∪ b2 ∣∣∣ c2] ∈ C
∗.
(3.1)
Note that this does not depend on the choices of bi nor the choices of lifts of hi (see
for example [42]). This does not depend on the choice of a basis of sl2(C), either,
since the Euler characteristic of a knot complement is zero.
For actual computation, we regard S3 \K as a CW-complex K with one 0-cell
p, n 1-cells x1, x2, . . . , xn, and (n − 1) 2-cells r1, r2, . . . , rn−1. For the following
argument, I refer the reader to [23, Chapter 11].
As a Z[Π]-module C0
(
K˜
)
is generated by a point p˜, C1
(
K˜
)
is generated by
x˜1, x˜2, . . . , x˜n, where x˜i is a lift of xi attached to p˜, and C2
(
K˜
)
is generated by
r˜1, r˜2, . . . , r˜n−1, where r˜j is a lift of rj whose boundary starts at p˜.
If we put E :=
(
0 1
0 0
)
, H :=
(
1 0
0 −1
)
and F :=
(
0 0
1 0
)
, then {E,H, F}
forms a basis of sl2(C).
Therefore C0
(
K˜
)
⊗Z[Π] sl2(C) is generated by p˜⊗E, p˜⊗H , p˜⊗F , C1
(
K˜
)
⊗Z[Π]
sl2(C) is generated by x˜1⊗E, x˜1⊗H , x˜1⊗F , x˜2⊗E, x˜2⊗H , x˜2⊗F , . . . , x˜n⊗E,
x˜n ⊗H , x˜n ⊗ F , and C2
(
K˜
)
⊗Z[Π] sl2(C) is generated by r˜1 ⊗ E, r˜1 ⊗H , r˜1 ⊗ F ,
r˜2 ⊗ E, r˜2 ⊗H , r˜2 ⊗ F , . . . , r˜n−1 ⊗ E, r˜n−1 ⊗H , r˜n−1 ⊗ F . So we can choose the
ordered bases
{r˜1 ⊗ E, r˜1 ⊗H, r˜1 ⊗ F, r˜2 ⊗ E, r˜2 ⊗H, r˜2 ⊗ F, . . . , r˜n−1 ⊗ E, r˜n−1 ⊗H, r˜n−1 ⊗ F}
for C2
(
K˜
)
⊗Z[Π] sl2(C),
{x˜1 ⊗ E, x˜1 ⊗H, x˜1 ⊗ F, x˜2 ⊗ E, x˜2 ⊗H, x˜2 ⊗ F, . . . , x˜n ⊗ E, x˜n ⊗H, x˜n ⊗ F}
for C1
(
K˜
)
⊗Z[Π] sl2(C), and
{p˜⊗ E, p˜⊗H, p˜⊗ F}
for C0
(
K˜
)
⊗Z[Π] sl2(C),
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With respect to these bases the differentials ∂2 and ∂1 are given by the Fox free
differential calculus. Let ∂ ri∂ xj be the Fox derivative [6], which is defined as follows:
• for words u and v in the xj , ∂ (uv)∂ xj = ∂ u∂ xj + u ∂ v∂ xj ,
• for the empty word 1, ∂ 1∂ xj = 0,
• ∂ xi∂ xj = δij , where δij is Kronecker’s delta.
Note that since 0 = ∂ (x·x
−1)
∂ x = 1 + x · ∂ x
−1
∂ x , we have
∂ x−1
∂ x = −x−1.
The differential ∂2 is given by the following 3(n− 1)× 3n matrix:
∂2 =


Adρ
(
∂ r1
∂ x1
)
· · · Adρ
(
∂ rn−1
∂ x1
)
...
. . .
...
Adρ
(
∂ r1
∂ xn
)
· · · Adρ
(
∂ rn−1
∂ xn
)

 ,
where we abuse the notation and write Ad
ρ
(
∂ rj
∂ xi
) as Adρ
(
∂ rj
∂ xi
)
, and Adρ(xi) is
given by the 3× 3 matrix
Adρ(xi)(E)E Adρ(xi)(H)E Adρ(xi)(F )EAdρ(xi)(E)H Adρ(xi)(H)H Adρ(xi)(F )H
Adρ(xi)(E)F Adρ(xi)(H)F Adρ(xi)(F )F

 .
Here we use the subscripts so that
Adρ(xi)(E) = Adρ(xi)(E)EE +Adρ(xi)(E)HH +Adρ(xi)(E)FF,
Adρ(xi)(H) = Adρ(xi)(H)EE +Adρ(xi)(H)HH +Adρ(xi)(H)FF,
Adρ(xi)(F ) = Adρ(xi)(F )EE +Adρ(xi)(F )HH +Adρ(xi)(F )FF.
The differential ∂1 is given by the following 3× 3n matrix:(
Adρ (x1 − 1) · · · Adρ (xn − 1)
)
.
Note that ∂1 ◦ ∂2, which is a 3× 3(n− 1) matrix, vanishes, since its (1, k)-entry as
a block matrix with 3× 3 blocks is
Adρ(x1 − 1)Adρ
(
∂ rk
∂ x1
)
+ · · ·+Adρ(xn − 1)Adρ
(
∂ rk
∂ xn
)
,
which vanishes from the fundamental formula of the free differential calculus [6,
(2.3)].
Now we need to fix a basis h∗ for H∗(S3 \ K; ρ). To do this we need several
definitions.
Definition 3.1. An irreducible SL(2;C) representation ρ is called regular if
dimH1(S
3 \K; ρ) = 1.
Remark 3.2. If a representation ρ is irreducible, then H0(S
3 \K; ρ) = 0. See the
calculation in Subsection 3.2 for a proof.
Therefore if an irreducible representation ρ is regular, then dimH2(S
3 \K; ρ) =
dimH1(S
3 \K; ρ) = 1, and that dimHi(S3 \K; ρ) = 0 for i 6= 1, 2 since the Euler
characteristic of S3 \K is zero.
So for a regular, irreducible representation we need to choose one homology class
for each ofH1 andH2. To choose a homology class forH1 we pick up a simple closed
curve on ∂
(
S3 \K). The following definition is due to Porti [37, De´finition 3.21]
(see also [4])
Definition 3.3. Let γ be a simple closed curve on ∂(S3 \ K). An irreducible
representation is called γ-regular if
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• The inclusion γ →֒ S3 \ K induces a surjective map H1(γ; ρ) ։ H1(S3 \
K; ρ), and
• if tr(ρ(π1(∂(S3 \K)))) ⊂ {2,−2}, then ρ(γ) 6= ±
(
1 0
0 1
)
.
For a regular representation ρ we fix a basis P ρ of H0(∂(S
3 \ K); ρ) such that
P ρ is invariant under the adjoint action of ρ(x) for any x ∈ π1(∂(S3 \K)) (see the
calculation in Subsection 3.2).
Then we choose i∗ ([λ]⊗ P ρ) as a basis of H1(S3 \ K; ρ), called the reference
generator, and i∗
(
[∂(S3 \K)]⊗ P ρ) as a basis of H1(S3 \ K; ρ), also called the
reference generator, where [λ] ∈ H1
(
∂(S3 \K)) is the homology class of the curve
γ, [∂(S3 \K)] ∈ H2
(
∂(S3 \K)) is the fundamental class, and i : ∂(S3 \K)→ S3 \K
is the inclusion map.
The twisted Reidemeister torsion TKγ (ρ) of ρ associated with γ is defined as
Tor(C∗,b∗,h∗) defined in (3.1) for these bases.
3.2. Calculation of the Reidemeister torsion of the figure-eight knot from
scratch. Let E be the figure-eight knot. In this subsection I calculate TEµ(ρu,±).
From Subsection 1.1, we have π1(S
3 \ E) = 〈x, y | xy−1x−1yx = yxy−1x−1y〉. In
this case there is only one relation r := xy−1x−1yxy−1xyx−1y−1 and we have
∂ r
∂ x
= 1− xy−1x−1 + xy−1x−1y + xy−1x−1yxy−1 − xy−1x−1yxy−1xyx−1,
∂ r
∂ y
= −xy−1 + xy−1x−1 − xy−1x−1yxy−1 + xy−1x−1yxy−1x
− xy−1x−1yxy−1xyx−1y−1.
Let ρu,± be the representation defined in Subsection 2.3. We first calculate the
homology groups H∗(S3 \ E ; ρu,±).
The adjoint actions of ρu,±(x) are given as follows:
Adρu,±(x)(E) := ρ
−1
u,±(x) · E · ρu,± =
(
0 e−u
0 0
)
,
Adρu,±(x)(H) =
(
1 2e−u/2
0 −1
)
,
Adρu,±(x)(F ) =
(−eu/2 −1
eu eu/2
)
.
So with respect to the basis {E,H, F}, Adρu,±(x) is given by the 3× 3 matrix
X :=

e−u 2e−u/2 −10 1 −eu/2
0 0 eu

 .
Similarly, Adρu,±(y) is given by
Y :=

 e−u 0 0−e−u/2d± 1 0
−d2± 2eu/2d± eu


with respect to the same basis.
Now the differential ∂2 is given by the 6× 3 matrix
∂2 =

Adρu,±
(
∂ r
∂ x
)
Adρu,±
(
∂ r
∂ y
)

 ,
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where
Adρu,±
(
∂ r
∂ x
)
=I3 −X−1Y −1X + Y X−1Y −1X + Y −1XYX−1Y −1X
−X−1Y XY −1XYX−1Y −1X,
with I3 the 3× 3 identity matrix, and
Adρu,±
(
∂ r
∂ y
)
=− Y −1X +X−1Y −1X − Y −1XYX−1Y −1X +XY −1XYX−1Y −1X
− Y −1X−1Y XY −1XYX−1Y −1X.
Note that we need to reverse the order of the multiplication.
By Mathematica we calculate
∂2 =


D11 D12 D13
D21 D22 D23
D31 D32 D33
D41 D42 D43
D51 D52 D53
D61 D62 D63


,
where
D11 := e
−2u ((2 cosh(u)− 3)(e3u + 2e2u + 1)− e−ud±(3e3u − 2e2u + 4eu − 1)) ,
D12 := 2e
−5u/2
× (e5u − 2e4u − 2e3u + 4e2u − 4eu + 1− d±(e4u + e3u − 2e2u + 3eu − 1)) ,
D13 := −e−u(2 cosh(u)− 1)
(
e3u − e2u − 2eu + 1− d±(e2u + eu − 1)
)
,
D21 := e
−5u/2d±
(
eu(−3eu + 2) + d±(e3u − e2u + 2eu − 1)
)
,
D22 := −e−3u
(−5e3u + 14e2u − 10eu + 2 + 2d±(e4u − e3u + 4e2u − 4eu + 1)) ,
D23 := −e−5u/2(eu − 1)
(
(eu − 1)(e2u + 2eu − 1)− d±(2eu − 1)
)
,
D31 := e
−ud2±
(−e−u(eu + 1)2(2 cosh(u)− 3) + 2d±) ,
D32 := 2e
−3u/2d±(2 cosh(u)− 3)
(
e2u + eu − 1− d±
)
,
D33 := e
−2u(eu − 1)(2 cosh(u)− 3) (e2u + eu − 1− d±) ,
D41 := 2(2 cosh(u)− 3) (−1 + d± cosh(u)) ,
D42 := −2e−u/2(2 cosh(u)− 3)(e2u + eu − 1− d±),
D43 := (e
u − 1) ((eu + 1)(2 cosh(u)− 3) + e−ud±(−e2u − eu + 1)) ,
D51 := e
−3u/2d±(2 cosh(u)− 3)(e2u − eu − 1 + e2ud±),
D52 := −
(
8 cosh2(u)− 16 cosh(u) + 7 + 2d±(4 cosh2(u)− 6 cosh(u) + 1)
)
,
D53 := −e−3u/2(eu − 1)
(
(eu − 1)2 + d±(e2u − eu + 1)
)
,
D61 := −(eu − 1)(2 cosh(u)− 3)
(
(2 cosh(u)− 3) + e−2ud±(e3u − 2e2u − 1)
)
,
D62 := 2e
−u/2d±(eu − 1) (2 cosh(u)− 2 + d±(2 cosh(u)− 1)) ,
D63 := (2 cosh(u)− 1) (2 cosh(u)− 3 + 2d±(cosh(u)− 1)) .
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(I hope that I could copy them well from the output of Mathematica.) So we have
Ker∂2 =
〈
eu/2(d± − eu + 1)−d±
d±(eu/2 − e−u/2)


〉
,
Im ∂2 =
〈
∂2

10
0

 , ∂2

01
0

〉 .
The differential ∂1 is given by the 3× 6 matrix
∂1 =
(
Adρu,±(x− 1) Adρr,±(y − 1)
)
=
(
(X − I3) (Y − I3)
)
=

e−u − 1 2e−u/2 −1 e−u − 1 0 00 0 −eu/2 −e−u/2d± 0 0
0 0 eu − 1 −d2± 2eu/2d± eu − 1

 .
So we have
Ker ∂1 = Im ∂2 +
〈


2eu/2
eu − 1
0
0
0
0


〉
,
Im ∂1 =
〈
∂1


0
1
0
0
0
0


, ∂1


0
0
1
0
0
0


, ∂1


0
0
0
0
1
0


〉
.
So H2(S
3 \ E ; ρu,±) = H1(S3 \ E ; ρu,±) ∼= C. We can also see that H2(S3 \ E ; ρu,±)
is generated by (the homology class of)

eu/2(d± − eu + 1)−d±
d±(eu/2 − e−u/2)

 and (the homology
class of) H1(S
3 \ E ; ρu,±) is generated by


2eu/2
eu − 1
0
0
0
0


.
Next we calculate H∗(∂(S3 \ E); ρu). If we choose x as the meridian, then longi-
tude λ is given by xy−1xyx−2yxy−1x−1. So Adρu,±(λ) acts on sl2(C) as the matrix
Λ
:=
(
ℓ∓2 ±4ℓ∓ cosh(u/2)
√
(2 cosh u + 1)(2 cosh u− 3) −4 cosh2(u/2)(2 cosh u + 1)(2 cosh u− 3)
0 1 ∓2ℓ± cosh(u/2)
√
(2 cosh u+ 1)(2 cosh u− 3)
0 0 ℓ±2
)
.
Let us consider the twisted chain complex C′∗ := C∗(∂(S
3\E))⊗Z[pi1(∂(S3\E))]sl2(C).
Since
π1(∂(S
3 \ E)) = 〈x, λ | xλ = λx〉,
we can assume that dimC′2 = 3 (generated by {r˜′ ⊗ E, r˜′ ⊗ H, r˜′ ⊗ F}, where r˜′
is a lift of the relation r′ := xλx−1λ−1), dimC′1 = 6 (generated by {x˜ ⊗ E, x˜ ⊗
H, x˜⊗F, λ˜⊗E, λ˜⊗H, λ˜⊗F}, where x˜ and λ˜ are lifts of x and λ, respectively) and
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dimC′0 = 3 (generated by {p˜′ ⊗ E, p˜′ ⊗H, p˜′ ⊗ F}, where p˜′ is a lift of a point p′
where r˜′, x˜ and λ˜ are attached), and that the differentials are given by
∂′2 =

Adρu,±
(
∂ (λxλ−1x−1)
∂ x
)
Adρu,±
(
∂ (λxλ−1x−1)
∂ λ
)


=
(
Adρu,±(λ− λxλ−1x−1)
Adρu,±(1− λxλ−1)
)
=
(
Λ− I3
I3 −X
)
and
∂′1 =
(
Adρu,±(x − 1) Adρu,±(λ− 1)
)
=
(
X − I3 Λ− I3
)
.
Therefore the kernel of ∂′2 is generated by a non-zero vector P
ρu,± such that
ΛP ρu,± = P ρu,± and XP ρu,± = P ρu,± . We can put
P ρu,± :=

 2eu/2eu − 1
0

 .
We also have
Im ∂′2 =
〈
∂′2

10
0

 , ∂′2

00
1

〉
and
Ker ∂′1 = Im ∂
′
2 +
〈


0
0
0
2eu/2
eu − 1
0


,


2eu/2
eu − 1
0
0
0
0


〉
,
Im ∂′1 =
〈eu/20
0

 ,

 −1e−u/2
e−u − 1

〉 .
Therefore we see that H∗(∂(S3 \ E); ρu) ∼= H∗(∂(S3 \ E);C), and we can choose
h˜1 := i∗([µ]⊗ P ρu,±) =


2eu/2
eu − 1
0
0
0
0


as the reference generator of H1(S
3 \ E ; ρu,±), where i : ∂(S3 \ E) → S3 \ E is the
inclusion map. The reference generator of H2(S
3 \ E ; ρu,±) is given by i∗([∂(S3 \
E)] ⊗ P ρu,±), where [∂(S3 \ E)] ∈ H2(∂(S3 \ E);Z) is the fundamental class. Since
the fundamental class [∂(S3 \ E)] is represented by the 2-cell whose boundary is
attached to
λxλ−1x−1 = xy−1xyx−2yxy−1x−1 · x · xyx−1y−1x2y−1x−1yx−1 · x−1
= adxy−1xyx−1
(
adyx−1(r)r
−1) ,
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we have
h˜2 := i∗([H2(S3 \ E)]⊗ P )
= Adρu,±(xy−1xyx−1)(Adρu,±(yx−1) r − r)
= (X−1Y − I3)X−1Y XY −1X

 2eu/2eu − 1
0


=

2eu/2(d± − eu + 1)−2d±
2e−u/2(eu − 1)d±

 .
Here we put adz(w) := zwz
−1 for z, w ∈ π1(S3 \ E).
Now the twisted Reidemeister torsion TEµ(ρµ,±) is given as


∂2

10
0

 , ∂2

01
0



 ∪
{
h˜1
}
∪




0
1
0
0
0
0


,


0
0
1
0
0
0


,


0
0
0
0
1
0




∣∣∣∣∣∣∣∣∣∣∣∣
I6






∂1


0
1
0
0
0
0


, ∂1


0
0
1
0
0
0


, ∂1


0
0
0
0
1
0




∣∣∣∣∣∣∣∣∣∣∣∣
I3


×

{h˜2} ∪



10
0

 ,

01
0




∣∣∣∣∣∣ I3


= ∓
√
(2 coshu+ 1)(2 coshu− 3)
2
.
(3.2)
3.3. How to calculate the Reidemeister torsion from the twisted Alexan-
der polynomial. In general, as you see in the previous subsection, the calculation
of the twisted Reidemeister is very hard. In this subsection I will describe an easier
way.
Here I will explain how to calculate the twisted Reidemeister torsion associated
with the longitude λ when our representation is λ-regular.
Let 〈x1, . . . , xn | r1, . . . , rn−1〉 be a Wirtinger presentation of π1
(
S3 \K). For
a representation ρ : π1
(
S3 \K) → SL(2;C), put Φ := Adρ⊗α, where α : π1(S3 \
K) → Z ∼= H1
(
S3 \K) is the Abelianization sending xi 7→ t for any i, where t is
a generator of Z and we denote Φ(xi) by tAdρ(xi), noting that xi is sent to the
generator of Z by α.
Now we follow the technique used in [4]. We use the following theorem.
Theorem 3.4 ([46, Theorem 3.1.2]). Suppose that a representation ρ is λ-regular
for the longitude λ. Then the twisted Reidemeister torsion TKλ (ρ) of ρ associated
with λ is given as
TKλ (ρ) = − lim
t→1
T K(Φ; t)
t− 1 ,
where T K(Φ; t) is the twisted Reidemeister torsion of Φ with parameter t.
Remark 3.5. Note that from [22, Theorem A] T K(ρ) coincides with the twisted
Alexander polynomial of K associated with Φ.
Remark 3.6. From [46, Proposition 3.1.1], if ρ is λ-regular, then the twisted chain
complex associated with Φ is acyclic. Therefore its Reidemeister torsion is well-
defined without worrying about basis for the homology group.
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For actual computation we use the Fox free differential calculus again [6]. Con-
sider the 3(n− 1)× 3(n− 1) matrix Φ
(
∂ri
∂xj
)
(i ∈ {1, . . . , n− 1},j ∈ {1, . . . , n} \ {l}
for some l with entry C[t, t−1], where t is a generator of Z and ∂ri∂xj is described in
3.1. Combining a result by T. Kitano and Y. Yamaguchi, we have the following
theorem.
Theorem 3.7 ([22, 21]). Let K be a knot and ρ : π1(S
3\K)→ SL(2;C) a λ-regular
representation, where λ is the preferred longitude. Then we have
TKλ (ρ) = ± lim
t→1
detΦ
(
∂ri
∂xj
)
(t− 1) detΦ(xl − 1) .
Remark 3.8. We can determine the sign in the formula above. See [4] for details.
To obtain the twisted Reidemeister torsion associated with the meridian µ, we
need the following result of Porti [37, The´ore`me 4.1].
Theorem 3.9 ([37, The´ore`me 4.1]). Let ρ be a representation that sends the merid-
ian µ to
(
eu/2 ∗
0 e−u/2
)
and the longitude λ to
(
ev(u)/2 ∗
0 e−v(u)/2
)
with u a com-
plex parameter. Then we have
TKµ (ρ) = ±
TKλ (ρ)
d v(u)/d u
.
3.4. Twisted Reidemeister torsion of the figure-eight knot again. Here we
calculate the twisted Reidemeister torsion of the figure-eight knot again by using
Theorem 3.7
Put Φu,± := Adρu,± ⊗α. Then we have Φu,±(x) = tX and Φu,±(y) = tY since
α(x) = α(y) = t, where X and Y are given in Subsection 3.2. So we have
Φu,±
(
∂ r
∂ x
)
=I3 − t−1X−1Y −1X + Y X−1Y −1X + Y −1XYX−1Y −1X
− tX−1Y XY −1XYX−1Y −1X
and Mathematica tells us
detΦu,±
(
∂ r
∂ x
)
= −t−3e−2u(t− 1)2(t− eu)(teu − 1)(eu + t(−2 + (t− 1)eu − 2e2u)).
Since detΦu,±(y − 1) = (te−u − 1)(t− 1)(teu − 1), we have
TEλ (ρu,±) = lim
t→1
detΦu,±
(
∂ r
∂ x
)
(t− 1) detΦu,±(x − 1) = 4 coshu− 1
from Theorem 3.7.
Now we apply Theorem 3.9. From (1.1), we have
d v(u)
d u
= ±2 d
d u
log
(
cosh(2u)− coshu− 1− sinhu
√
(2 coshu+ 1)(2 coshu− 3)
)
= ± 2(1− 4 coshu)√
(2 coshu+ 1)(2 coshu− 3) .
Therefore we finally have
TEµ (ρu,±) =
TEλ (ρu,±)
d v(u)/d u
=
√
(2 coshu+ 1)(2 coshu− 3)
2
up to a sign, which coincides with our previous calculation (3.2).
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3.5. Twisted Reidemeister torsion of a torus knot. Now we calculate the
twisted Reidemeister torsion of a torus knot by using the twisted Alexander
polynomial described in Subsection 3.3. Here we assume that our representa-
tion is both λ-regular and µ-regular. It is known that any irreducible represen-
tation of π1
(
S3 \ T (a, b)) is λ-regular and µ-regular (see [3, Example 1]). So
the representation ρu,ω1 given in Subsection 1.2 is λ-regular and µ-regular unless
u = exp
(
(2k+1)pi
√−1
2a+1
)
.
Putting r := (xy)ax(xy)−ay−1, we have
∂ r
∂ x
=
a−1∑
i=0
(xy)i + (xy)a
(
1− x(xy)−a
(
a−1∑
i=0
(xy)i
))
.
For z ∈ π1
(
S3 \ T (a, b)), put Φu,ω1(z) := α(z)Adρu,ω1 (z). We also put X :=
Φu,ω1(x) and Y := Φu,ω1(y). Then we have
X = t

e−u 2e−u/2 −10 1 −eu/2
0 0 eu

 ,
Y = t

 e
−u 0 0
e−u/2
(
ω1 + ω
−1
1 − 2 coshu
)
1 0
− (ω1 + ω−11 − 2 coshu)2 −2eu/2 (ω1 + ω−11 − 2 coshu) eu

 ,
and
Φu,ω1
(
∂ r
∂ x
)
=
a−1∑
i=0
(Y X)i +
(
I3 −
(
a−1∑
i=0
(Y X)i
)
(Y X)−aX
)
(Y X)a.
By Mathematica we have
detΦu,ω1
(
∂ r
∂ x
)
=
(t2a+1 − 1)2(t2a+1 + 1)(teu − 1)(te−u − 1)
(t+ 1)(t2 − ω21)(t2 − ω−21 )
.
Since
detΦu,ω1(y − 1) = (t− 1)(teu − 1)(te−u − 1),
we have
TT (2,2a+1)λ (ρu,ω1) = ± limt→1
detΦu,ω1
(
∂ r
∂ x
)
(t− 1) detΦ(y − 1) = ±
(
2a+ 1
ω1 − ω−11
)2
Since d v(u)/d u = −2(2a+ 1) from (1.4), we have
(3.3) TT (a,b)µ (ρu,ω1) =
TT (a,b)λ (ρu,±)
d v(u)/d u
=
2a+ 1
2
(
ω1 − ω−11
)2
up to a sign.
3.6. Twisted Reidemeister torsion of a twice-iterated torus knot. In this
subsection I calculate the twisted Reidemeister torsion assuming that representa-
tions are both µ-regular and λ-regular. Unfortunately I do not know whether this
is true or not. So a safer way is to say that I will calculate the twisted Alexander
polynomial.
Throughout this subsection we put
r1 := (xy)
ax(xy)−ay−1,
r2 := pqx
−
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and
r3 := λCx
bpλ−1C x
−bq−1
with λC := y(xy)
2ax−4a−1 so that π1(E) = 〈x, y, p, q | r1, r2, r3〉 (see Subsec-
tion 1.3).
From Theorem 3.7, TT (2,2a+1)
(2,2b+1)
λ (ρ) is given by the following:
± lim
t→1
det


Φ
(
∂ r1
∂ x
)
Φ
(
∂ r2
∂ x
)
Φ
(
∂ r3
∂ x
)
Φ
(
∂ r1
∂ p
)
Φ
(
∂ r2
∂ p
)
Φ
(
∂ r3
∂ p
)
Φ
(
∂ r1
∂ q
)
Φ
(
∂ r2
∂ q
)
Φ
(
∂ r3
∂ q
)


(t− 1) detΦ(y − 1) ,
where Φ := Adρ⊗α with ρ = ρANu,ω2 , ρNAu,ω1 or ρNNu,ω1,ω3 given in Subsection 1.3. Since
r1 does not contain p or q, we have
∂ r1
∂ p =
∂ r1
∂ q = 0 and so we have
(3.4) TT (2,2a+1)
(2,2b+1)
λ (ρ) = ± limt→1
detΦ
(
∂ r1
∂ x
)
det

Φ
(
∂ r2
∂ p
)
Φ
(
∂ r3
∂ p
)
Φ
(
∂ r2
∂ q
)
Φ
(
∂ r3
∂ q
)


(t− 1) detΦ(y − 1) .
From the Fox free differential calculus, we have
∂r1
∂x
=
a−1∑
i=1
(xy)i + (xy)a
(
1− x(xy)−a
(
a−1∑
i=0
(xy)i
))
,(3.5)
∂ r2
∂ p
= 1,(3.6)
∂ r2
∂ q
= p,(3.7)
∂ r3
∂ p
= λCx
b,(3.8)
∂ r3
∂ q
= −λCxbpλ−1C x−bq−1 = −r3.(3.9)
Note that since ρ(r3) = I3 and α(r3) = 0, Φ(r3) = I3 for any choice of ρ.
3.6.1. Im ρC is Abelian and Im ρP is non-Abelian. Let ρ
AN
u,ω2 be the representation
given in (1.11). For z ∈ π1
(
S3 \ T (2, 2a+ 1)(2b+1)), put Φ(z) := α(z)AdρANu,ω2 (z).
We also put P := Φ(p), Q := Φ(q), X := Φ(x), and Y := Φ(y).
Then we have
P = t

e−u 2e−u/2 −10 1 −eu/2
0 0 eu

 ,
Q = t

 e
−u 0 0
e−u/2
(
ω2 + ω
−1
2 − 2 coshu
)
1 0
− (ω2 + ω−12 − 2 coshu)2 −2eu/2 (ω2 + ω−12 − 2 coshu) eu

 ,
X = Y = QP = t2T2

ω−22 2ω−12 −10 1 −ω2
0 0 ω22

T−12 ,
where
T2 :=

 e−u/2 0 0ω−12 − e−u 1 0
−eu/2(ω−12 − e−u)2 2e−u/2 − 2ω−12 eu/2 eu/2

 .
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Now we calculate the determinants in (3.4).
First we calculate detΦ
(
∂ r1
∂ x
)
. Since X and Y commute, we have
Φ
(
∂r1
∂x
)
=
a−1∑
i=1
X2i +
(
1−
(
a−1∑
i=0
X2i
)
X1−2a
)
X2a
=
(
X2a+1 + I3
)
(X + I3)
−1
from (3.5). Since the eigenvalues of X are t2, t2ω22 , and t
2ω−22 , we have
detΦ
(
∂r1
∂x
)
=
(
t2(2a+1) + 1
)(
t2(2a+1)ω
2(2a+1)
2 + 1
)(
t2(2a+1)ω
−2(2a+1)
2 + 1
)
(t2 + 1) (t2ω22 + 1)
(
t2ω−22 + 1
)
and so
detΦ
(
∂r1
∂x
) ∣∣∣
t=1
=
(
ω2a+12 + ω
−(2a+1)
2
ω2 + ω
−1
2
)2
Note that this coincides with ∆
(
T (2, 2a+ 1);ω22
)2
. From (3.6)–(3.9), we have
det

Φ
(
∂ r2
∂ p
)
Φ
(
∂ r3
∂ p
)
Φ
(
∂ r2
∂ q
)
Φ
(
∂ r3
∂ q
)

 = ∣∣∣∣I3 XbP −I3
∣∣∣∣
=
∣∣∣∣ I3 XbO3 −I3 − PXb
∣∣∣∣
= − det(I3 + PXb)
= − (t2b+1 + 1) (t2b+1 − 1)2
since Φ(λ) = Φ(r3) = I3.
Since we obtain
det
(
Φ(y − 1)) = (t2 − 1) (t2ω22 − 1) (t2ω−22 − 1) ,
we finally have
TT (2,2a+1)
(2,2b+1)
λ (ρ
AN
u,ω2) =±
(
ω2a+12 + ω
−(2a+1)
2
ω2 + ω
−1
2
)2
lim
t→1
− (t2b+1 + 1) (t2b+1 − 1)2
(t2 − 1) (t2ω22 − 1)
(
t2ω−22 − 1
)
=±
(
(2b+ 1)× ω
2a+1
2 + ω
−(2a+1)
2
ω22 − ω−22
)2
from (3.4). Note that this also follows from [21, Theorem 3.7].
Since d v(u)/d u = −2(2b+ 1) from (1.12), we have
(3.10) TT (2,2a+1)
(2,2b+1)
µ (ρ
AN
u,ω2) =
(2b+ 1)
2
×
(
ω2a+12 + ω
−(2a+1)
2
ω22 − ω−22
)2
up to a sign from Theorem 3.9. Note that here we assume that ρANu,ω2 is µ-regular
and λ-regular.
3.6.2. Im ρC is non-Abelian and Im ρP is Abelian. Let ρ
AN
u,ω1 be the representation
given in (1.13). For z ∈ π1
(
S3 \ T (2, 2a+ 1)(2b+1)), put Φ(z) := α(z)AdρNAu,ω1 (z).
We also put P := Φ(p), Q := Φ(q), X := Φ(x), Y := Φ(y), and ΛC := Φ(λC).
We have
X = t2

e−2u 2e−u −10 1 −eu
0 0 e2u

 ,
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Y = t2

 e
−2u 0 0
e−u
(
ω1 + ω
−1
1 − 2 cosh 2u
)
1 0
− (ω1 + ω−11 − 2 cosh2u)2 −2eu (ω1 + ω−11 − 2 cosh2u) e2u

 ,
P = Q = t

e
−u 2
1+eu
−1
(eu/2+e−u/2)2
0 1 −e
u
1+eu
0 0 eu

 ,
ΛC =


e4(2a+1)u 2e2(2a+1)u
sinh
(
2(2a+1)u
)
sinh(u) − sinh
2(2(2a+1)u)
sinh2(u)
0 1 −e−2(2a+1)u sinh
(
2(2a+1)u
)
sinh(u)
0 0 e−4(2a+1)u

 .
Now we calculate the determinants. As in the case of the torus knot (Subsec-
tion 3.5), we have
det
(
Φ
(
∂ r1
∂ x
))
=
(t2(2a+1) − 1)2(t2(2a+1) + 1)(t2e2u − 1)(t2e−2u − 1)
(t2 + 1)(t4 − ω21)(t4 − ω−21 )
and
detΦ(y − 1) = (t2 − 1)(t2e2u − 1)(t2e−2u − 1).
We also have
det

Φ
(
∂ r2
∂ p
)
Φ
(
∂ r3
∂ p
)
Φ
(
∂ r2
∂ q
)
Φ
(
∂ r3
∂ q
)

 = ∣∣∣∣I3 ΛCXbP −I3
∣∣∣∣
=
∣∣∣∣ I3 ΛCXbO3 −I3 − PΛCXb
∣∣∣∣
= − det(I3 + PΛCXb).
Since P , ΛC , and X are all upper-triangle matrices, we have
det(I3 + PΛCX
b)
= (1 + t2b+1)(1 + t2b+1e(2b+1−4(2a+1))u)(1 + t2b+1e−(2b+1−4(2a+1))u).
So we finally have
TT (2,2a+1)
(2,2b+1)
λ (ρ
NA
u,ω1) = ±

(2a+ 1)× cosh
(
(2b+1−4(2a+1))u
2
)
ω1 − ω−11

 .
Since d v(u)/d u = −8(2a+ 1) from (1.14), we have
(3.11) TT (2,2a+1)
(2,2b+1)
µ (ρ
NA
u,ω1) =
(2a+ 1)
8
×

cosh
(
(2b+1−4(2a+1))u
2
)
ω1 − ω−11


2
up to a sign, assuming that ρNAu,ω1 is µ-regular and λ-regular.
3.6.3. Both Im ρC and Im ρP are non-Abelian. Let ρ
NN
u,ω1,ω3 be the representation
given in (1.15). For z ∈ π1
(
S3 \ T (2, 2a+ 1)(2b+1)), put Φ(z) := α(z)AdρNNu,ω1,ω3 (z).
We also put P := Φ(p), Q := Φ(q), X := Φ(x), Y := Φ(y), and ΛC := Φ(λC).
We have
X
=t2

 e−2u 2e−3u/2 −e−u−e−5u/2(eu − g)(eu − g−1) −2e−2u − 1 + 2e−u(g + g−1) −e−u/2(g + g−1 − e−u)
−e−u(g + g−1 − eu − e−u)2 2e−5u/2(eu − g)(eu − g−1)(eu(g + g−1)− 1) (g + g−1 − e−u)2


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=t2T3

ω−23 2ω−13 −10 1 −ω3
0 0 ω23

T−13 ,
Y
=t2


ω
−2
3 0 0
e−u/2ω
−1
3
(
ω3 − ω
−1
3 − e
u
(
ω23 + 1− ω1 − ω
−1
1
))
1 0
−e−u
(
ω
−1
3 − ω3 + e
u
(
ω23 + 1− ω1 − ω
−1
1
))2
2e−u/2
(
1− ω23 + e
uω3
(
ω23 + 1− ω1 − ω
−1
1
))
ω23

,
P
=t

e−u 2e−u/2 −10 1 −eu/2
0 0 eu

 ,
Q
=5

 e−u 0 0eu/2(ω3 + ω−13 − 2 coshu) 1 0
−(ω3 + ω−13 − 2 coshu)2 −2eu/2(ω3 + ω3 − 2 coshu) eu

 ,
ΛC
=T3


ω
4(2a+1)
3 − 2(ω
4(2a+1)
3 −1)
ω3−ω−13
−ω
−4(2a+1)
3 (ω
4(2a+1)
3 −1)2
(ω3−ω−13 )2
0 1 −ω
−4(2a+1)
3 −1
ω3−ω−13
0 0 ω
−4(2a+1)
3

T−13
where
T3 :=

 e−u/2 0 0ω−13 − e−u 1 0
−eu/2(e−u − ω−13 )2 2
(
e−u/2 − ω−13 eu/2
)
eu/2

 .
As in the previous case, Mathematica tells us that
det

Φ
(
∂ r2
∂ p
)
Φ
(
∂ r3
∂ p
)
Φ
(
∂ r2
∂ q
)
Φ
(
∂ r3
∂ q
)

 = − det (I3 + PΛCXb) = −(t2b+1 − 1)2(t2b+1 + 1),
detΦ
(
∂ r1
∂ x
)
=
(t2(2a+1) − 1)2(t2(2a+1) + 1)(t2ω23 − 1)(t2ω−23 − 1)
(t2 + 1)(t4 − ω21)(t4 − ω−21 )
,
and
detΦ(y − 1) = (t2 − 1)(t2ω23 − 1)(t2ω−23 − 1).
So we see that the twisted Alexander polynomial T T (2,2a+1)(2,2b+1)(ΦNNu,ω1,ω3) is given
as follows.
T T (2,2a+1)(2,2b+1)(ΦNNu,ω1,ω3)
=− (t
2b+1 − 1)2(t2b+1 + 1)(t2(2a+1) − 1)2(t2(2a+1) + 1)
(t2 + 1)(t4 − ω21)(t4 − ω−21 )(t2 − 1)
.
Therefore we conclude that the twisted Alexander polynomial is divisible by (t− 1)
three times, not once as in the case where the representation is regular. We also
have
lim
t→∞
T T (2,2a+1)(2,2b+1)(ΦNNu,ω1,ω3)
(t− 1)3 =
(
2(2a+ 1)(2b+ 1)
(ω1 − ω−11 )
)2
.
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Since d v(u)/d u = −2(2b+ 1), we have
(3.12) lim
t→∞
T T (2,2a+1)(2,2b+1)(ΦNNu,ω1,ω3)
(t− 1)3 d v(u)du
= −2(2b+ 1)
(
(2a+ 1)
(ω1 − ω−11 )
)2
.
I do not know whether this is the twisted Reidemeister torsion or not.
4. The colored Jones polynomial and its asymptotic behavior
For an unoriented link diagram |D|, let 〈D〉 be the Kauffman bracket defined by
the following two axioms.〈 〉
= A
〈 〉
+A−1
〈 〉
,
〈U c〉 = (−A2 −A−2)c,
where U c is the trivial c component link diagram [18]. The Jones polynomial
J2(K; t) of a knot K with a diagram D is defined as(−A3)−w(D) 〈|D|〉
−A2 −A−2
∣∣∣∣∣
t:=A4
,
where |D| is the unoriented diagram obtained from D by forgetting the orientation,
and w(D) is the writhe of D that is the sum of the signs of D. Note that J2(K; t) is
a “quantum” normalized version of the original Jones polynomial VK(t) [14]. More
precisely it satisfies the following two axioms.
tJ2
( )
− t−1J2
( )
=
(
t1/2 − t−1/2
)
J2
( )
,
J2(O) = 1,
where O is the unknot.
The N -colored Jones polynomial is defined as
(
(−1)N−1AN2−1
)−w(D)〈
N−1
|D|
〉
(−1)N−1A2N−A−2NA2−A−2
∣∣∣∣∣∣∣∣∣∣
t:=A4
,
where a small box with N − 1 beside it denotes the Jones–Wenzl idempotent [44].
See, for example, [25] or [23, Chapter 14]) for more details.
4.1. Torus knot. In this subsection I calculate the colored Jones polynomials of
T (2, 2a+ 1) and T (2, 2a+ 1)(2,2b+1) by using linear skein theory.
4.1.1. The colored Jones polynomial. Let T (2, 2a + 1) be the torus knot of type
(2, 2a+ 1) as depicted in Figure 2, where a is a positive integer.
We first calculate the Kauffman bracket of the diagram replacing the knot di-
agram in Figure 2 with the Jones–Wenzl idempotent. By linear skein theory (see
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[23, Chapter 14] for example) we have
〈
N−1
〉
=
N−1∑
c=0
∆2c
θ(N − 1, N − 1, 2c)
〈
N−1
N−1
N−1
N−1
2c
〉
=
N−1∑
c=0
∆2c
θ(N − 1, N − 1, 2c)
(
(−1)c−N+1A−2(N−1)+2c+2c2−(N−1)2
)2a+1
×
〈
N−1
N−1
N−1
N−1
2c
〉
=
N−1∑
c=0
(−1)c−N+1A(2a+1)(2c2+2c−N2+1)A
2(2c+1) −A−2(2c+1)
A2 −A−2 .
(4.1)
The colored Jones polynomial is given from this by multiplying
(
(−1)N−1AN2−1
)−(2a+1)
,
dividing by (−1)N−1A2N−A−2NA2−A−2 and replacing A with t1/4. Therefore we have
JN (T (2, 2a+ 1); t)
=
(−1)N−1t−(2a+1)(N2−1)/4
tN/2 − t−N/2
×
N−1∑
c=0
(−1)ct(2a+1)(2c2+2c−N2+1)/4
(
t(2c+1)/2 − t−(2c+1)/2
)
=
(−1)N−1t−(2a+1)(N2−1)/2
tN/2 − t−N/2
N−1∑
c=0
(−1)ct(2a+1)(c2+c)/2
(
t(2c+1)/2 − t−(2c+1)/2
)
.
(4.2)
For a formula for a general torus knot, see [39, 29].
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4.1.2. Asymptotic behavior of the colored Jones polynomial. In this sub-subsection
we study the asymptotic behavior of the colored Jones polynomial JN
(
T (2, 2a +
1); exp(ξ/N)
)
for large N . We assume that ξ is not purely imaginary and Im ξ ≥ 0.
To do that we will use a special case of the the saddle point method (see for example
[24, Theorems 7.2.9]).
Theorem 4.1. Let Cθ = {t exp(θ
√−1)} be a line in the complex plane passing
through the origin. For a constant H with Re
(
H−1 exp(2θ
√−1)) > 0, we have
∫
γ
g(ζ) exp
[−Nζ2
H
]
dζ ∼
N→∞
√
πH
N
g(0),
where f(N) ∼
N→∞
g(N) means that f(N) and g(N) are asymptotically equivalent,
that is, f(N) = g(N)
(
1 + o(1)
)
for N →∞.
Note that the assumption Re
(
H−1 exp(2θ
√−1)) > 0 is to make the integral
converge.
Replacing t with exp(ξ/N) in (4.2) we have
JN (T (2, 2a+ 1); exp(ξ/N))
=
(−1)N−1 exp
[
−(2a+1)(N2−1)ξ
2N
]
2 sinh(ξ/2)
×
(
N−1∑
c=0
(−1)c exp
[(
(2a+ 1)(c2 + c) + 2c+ 1
)
ξ
2N
]
−
N−1∑
c=0
(−1)c exp
[(
(2a+ 1)(c2 + c)− 2c− 1)ξ
2N
])
.
Note that since ξ is not purely imaginary, sinh(ξ/2) does not vanish. Put
Σ± :=
N−1∑
c=0
(−1)c exp
[(
(2a+ 1)(c2 + c)± (2c+ 1))ξ
2N
]
so that
JN (T (2, 2a+ 1); exp(ξ/N) =
(−1)N−1 exp
[
−(2a+1)(N2−1)ξ
2N
]
2 sinh(ξ/2)
(Σ+ − Σ−).
We have
Σ± =exp
[−ξ
N
(
2a+ 1
8
+
1
2(2a+ 1)
)]
×
N−1∑
c=0
(−1)c exp
[
(2a+ 1)ξ
2N
(
c+
2a+ 1± 2
2(2a+ 1)
)2]
.
Now we use the following formula:√
α
π
∫
Cθ
exp(−αx2 + px) dx = exp
(
p2
4α
)
,
where Cθ is the line {t exp(θ
√−1) | t ∈ R}. We choose θ so that
Re(α exp(2θ
√−1)) > 0 to make the integral converge.
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If we choose ϕ so that Re(ξ−1 exp(2ϕ
√−1)) > 0 we have
Σ±
=
√
N
2(2a+ 1)ξπ
exp
[−ξ
N
(
2a+ 1
8
+
1
2(2a+ 1)
)]
×
N−1∑
c=0
(−1)c
∫
Cϕ
exp
[ −N
2(2a+ 1)ξ
x2 +
(
c+
2a+ 1± 2
2(2a+ 1)
)
x
]
dx
=
√
N
2(2a+ 1)ξπ
exp
[−ξ
N
(
2a+ 1
8
+
1
2(2a+ 1)
)]
×
∫
Cϕ
exp
[ −N
2(2a+ 1)ξ
x2 +
x
2
± x
2a+ 1
](N−1∑
c=0
(−1)c exp(cx)
)
dx
=
√
N
2(2a+ 1)ξπ
exp
[−ξ
N
(
2a+ 1
8
+
1
2(2a+ 1)
)]
×
∫
Cϕ
exp
[ −N
2(2a+ 1)ξ
x2
]
exp
( ±x
2a+ 1
)(
1− (−1)N exp(Nx)
exp(x/2) + exp(−x/2)
)
dx.
Therefore we have
Σ+ − Σ−
=
√
N
2(2a+ 1)ξπ
exp
[−ξ
N
(
2a+ 1
8
+
1
2(2a+ 1)
)]
×

∫
Cϕ
sinh
(
x
2a+1
)
cosh
(
x
2
) exp[ −N
2(2a+ 1)ξ
x2
]
dx
− (−1)N
∫
Cϕ
sinh
(
x
2a+1
)
cosh
(
x
2
) exp [ −N
2(2a+ 1)ξ
x2
]
exp(Nx) dx

 .
By the saddle point method (Theorem 4.1), the first integral is asymptotically
equivalent to 0. We calculate the second integral. We have
∫
Cϕ
sinh
(
x
2a+1
)
cosh
(
x
2
) exp [ −N
2(2a+ 1)ξ
x2
]
exp(Nx) dx
=exp
[
(2a+ 1)ξN
2
]∫
Cϕ
sinh
(
x
2a+1
)
cosh
(
x
2
) exp [ −N
2(2a+ 1)ξ
(
x− (2a+ 1)ξ)2] dx.
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If we let Cϕ + (2a+1)ξ be the line {t exp(ϕ
√−1) + (2a+ 1)ξ | t ∈ R}, then by the
residue theorem we have
∫
Cϕ
sinh
(
x
2a+1
)
cosh
(
x
2
) exp [ −N
2(2a+ 1)ξ
(
x− (2a+ 1)ξ)2] dx
=
∫
Cϕ+(2a+1)ξ
sinh
(
x
2a+1
)
cosh
(
x
2
) exp [ −N
2(2a+ 1)ξ
(
x− (2a+ 1)ξ)2] dx
+ 2π
√−1
×
∑
k
Res

 sinh
(
x
2a+1
)
cosh
(
x
2
) exp [ −N
2(2a+ 1)ξ
(
x− (2a+ 1)ξ)2] ;x = (2k + 1)π√−1


=
∫
Cϕ+(2a+1)ξ
sinh
(
x
2a+1
)
cosh
(
x
2
) exp [ −N
2(2a+ 1)ξ
(
x− (2a+ 1)ξ)2] dx
+ 2π
√−1
∑
k
(−1)k+1√−1 sinh
(
(2k + 1)π
√−1
2a+ 1
)
× exp
[ −N
2(2a+ 1)ξ
(
(2k + 1)π
√−1− (2a+ 1)ξ)2] ,
where Res(f(x);x = x0) is the residue of f(x) at x0 and k runs over all integers
such that (2k+1)π
√−1 is between Cϕ and Cϕ+(2a+1)ξ. If Cϕ+(2a+1)ξ passes
through a pole of cosh(x/2) we avoid it by changing Cϕ + (2a+ 1)ξ slightly. Note
that we assume that ξ is not on the imaginary axis. Note also that since Im ξ ≥ 0,
Cϕ + (2a+ 1)ξ is above C.
Putting y := x− (2a+ 1)ξ the integral becomes
∫
Cϕ
sinh
(
y+(2a+1)ξ
2a+1
)
cosh
(
y+(2a+1)ξ
2
) exp[ −N
2(2a+ 1)ξ
y2
]
dy.
By the saddle point method (Theorem 4.1) this is asymptotically equivalent to
√
2(2a+ 1)πξ
N
sinh (ξ)
cosh
(
(2a+1)ξ
2
) .
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Therefore we finally have the following asymptotic equivalence, which is a special
case of Theorem 0.4.
JN
(
T (2, 2a+ 1); exp(ξ/N)
)
∼
N→∞
(−1)N−1 exp
[
−(2a+1)(N2−1)ξ
2N
]
2 sinh(ξ/2)
√
N
2(2a+ 1)ξπ
exp
[−ξ
N
(
2a+ 1
8
+
1
2(2a+ 1)
)]
× (−1)N+1 exp
[
(2a+ 1)ξN
2
]
×

√2(2a+ 1)πξ
N
sinh (ξ)
cosh
(
(2a+1)ξ
2
)
+ 2π
√−1
∑
k
(−1)k+1√−1 sinh
(
(2k + 1)π
√−1
2a+ 1
)
exp
[ −N
2(2a+ 1)ξ
(
(2k + 1)π
√−1− (2a+ 1)ξ)2]
)
=
sinh (ξ)
2 sinh(ξ/2) cosh
(
(2a+1)ξ
2
)
+
1
2 sinh(ξ/2)
√
N
2(2a+ 1)ξπ
× 2π√−1
∑
k
(−1)k sin
(
(2k + 1)π
2a+ 1
)
exp
[ −N
2(2a+ 1)ξ
(
(2k + 1)π
√−1− (2a+ 1)ξ)2]
=
1
∆(T (2, 2a+ 1); exp(ξ))
+
√−π
2 sinh(ξ/2)
∑
k
exp
[
N
ξ
Sk(ξ)
]√
N
ξ
τk,
where ∆(K; t) is the Alexander polynomial of a knot K and
Sk(ξ) :=
−((2k + 1)π√−1− (2a+ 1)ξ)2
2(2a+ 1)
,(4.3)
τk := (−1)k
4 sin
(
(2k+1)pi
2a+1
)
√
2(2a+ 1)
.(4.4)
Note that ∆(T (2, 2a+ 1); t) =
(
t2a+1 − t−(2a+1)) (t1/2 − t−1/2)(
t(2a+1)/2 − t−(2a+1)/2) (t− t−1) .
For the range of the index k and a full asymptotic expansion see [11].
4.2. Twice-iterated torus knots. Let T (2, 2a+1)(2,2b+1) be the (2, 2b+1)-cable
of the torus knot of type (2, 2a+ 1) as depicted in Figure 4, where a is a positive
integer and b is an integer such that 2b+ 1− 4(2a+ 1) > 0.
4.2.1. The colored Jones polynomial. We first calculate the Kauffman bracket of the
diagram replacing the knot diagram in Figure 4 with the Jones–Wenzl idempotent.
We put
α := 2a+ 1,
β := 2b+ 1.
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By linear skein theory, we have
〈
N−1
〉
=
N−1∑
d=0
∆2d
θ(N − 1, N − 1, 2d)
〈
2d
N−1 N−1
N−1 N−1
〉
=
N−1∑
d=0
∆2d
θ(N − 1, N − 1, 2d)
(
(−1)d−N+1A−2(N−1)+2d+2d2−(N−1)2
)β−2α〈
2d
N−1 N−1
N−1 N−1
〉
=
N−1∑
d=0
(−1)d−N+1A(β−2α)(2d2+2d−N2+1) ∆2d
θ(N − 1, N − 1, 2d)
〈
2d
N−1 N−1
〉
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=
N−1∑
d=0
(−1)d−N+1A(β−2α)(2d2+2d−N2+1)
〈
2d
〉
=
N−1∑
d=0
(−1)d−N+1A(β−2α)(2d2+2d−N2+1)
×
(
2d∑
c=0
(−1)c−2dAα(2c2+2c−(2d+1)2+1)A
2(2c+1) −A−2(2c+1)
A2 −A−2
)
=
(−1)N−1A−(β−2α)(N2−1)
A2 −A−2
×
N−1∑
d=0
2d∑
c=0
(−1)d+cA2β(d2+d)−8α)(d2+d)+2α(c2+c)
(
A2(2c+1) −A−2(2c+1)
)
.
Here the last equality follows from (4.1). The colored Jones polynomial is given by
multiplying
(
(−1)N−1AN2−1
)−(2b+1)−2(2a+1)
= (−1)N−1A−
(
2b+1+2(2a+1)
)
(N2−1),
dividing by (−1)N−1A2N−A−2NA2−A−2 and replacing A with t1/4. Therefore we have
JN
(
T (2, α)(2,β); t
)
=
(−1)N−1t−β(N2−1)/2
(tN/2 − t−N/2)
×
N−1∑
d=0
2d∑
c=0
(−1)d+ctβ(d2+d)/2−2α(d2+d)+α(c2+c)/2
(
t(2c+1)/2 − t−(2c+1)/2
)
.
See [43] for formulas for general iterated torus knots.
4.2.2. Asymptotic behavior of the colored Jones polynomial. Putting t := exp(ξ/N)
we have
JN
(
T (2, α)(2,β); exp(ξ/N)
)
=
(−1)N−1 exp
[
−β(N2−1)ξ
2N
]
2 sinh(ξ/2)
(
Σ˜+ − Σ˜−
)
,
where
Σ˜± :=
N−1∑
d=0
2d∑
c=0
(−1)d+c exp
[(
β(d2 + d)− 4α(d2 + d) + α(c2 + c)± (2c+ 1))ξ
2N
]
= exp
[
− ξ
2N
(
β − 4α)
4
+
(α± 2)2
4α
∓ 1
)]
×
N−1∑
d=0
2d∑
c=0
(−1)d+c exp
[
ξ
2N
(
α
(
c+
α± 2
2α
)2
+
(
β − 4α)(d+ 1
2
)2)]
.
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As in the case of the torus knot, we assume that ξ is not purely imaginary and
Im ξ ≥ 0. We use the following formula:
∫∫
Cx,ϕ×Cy,ψ
e−gx
2−hy2+px+qy dx dy =
π√
gh
e
p2
4g+
q2
4h ,
where x ∈ Cx,ϕ and y ∈ Cy,ψ with Cx,ϕ the line
{
teϕ
√−1 | t ∈ R
}
with
Re
(
ge2ϕ
√−1
)
> 0 and Cy,ψ the line
{
teψ
√−1 | t ∈ R
}
with Re
(
he2ψ
√−1
)
> 0.
Note that the double integral converges absolutely. Putting
g :=
N
2(2a+ 1)ξ
,
h :=
N
2
(
2b+ 1− 4(2a+ 1))ξ ,
p := c+
2a+ 1± 2
2(2a+ 1)
,
q := d+
1
2
we have
Σ˜±
=
N
2ξπ
√
α(β − 4α) exp
[
− ξ
2N
(
β − 4α
4
+
α
4
+
1
α
)]
×
N−1∑
d=0
2d∑
c=0
(−1)d+c
∫∫
Cx,ϕ×Cy,ψ
exp
[
−Nx
2
2αξ
− Ny
2
2(β − 4α)ξ +
(
c+
α± 2
2α
)
x+
(
d+
1
2
)
y
]
dx dy.
Note that we need to choose ϕ so that Re
(
e2ϕ
√−1ξ−1
)
> 0 and ψ so that
Re
(
(β − 4α)e2ψ
√−1ξ−1
)
> 0. The summation becomes
N−1∑
d=0
(−1)d
×
∫∫
Cx,ϕ×Cy,ψ
exp
[
−Nx
2
2αξ
− Ny
2
2(β − 4α)ξ +
(
α± 2
2α
)
x+
(
d+
1
2
)
y
]( 2d∑
c=0
(−ex)c
)
dx dy
=
N−1∑
d=0
(−1)d
×
∫∫
Cx,ϕ×Cy,ψ
exp
[
−Nx
2
2αξ
− Ny
2
2(β − 4α)ξ +
x
2
+
y
2
]
exp
[±x
α
]
edy
(
1 + e(2d+1)x
)
1 + ex
dx dy.
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Therefore we have
Σ˜+ − Σ˜−
=
N
ξπ
√
α(β − 4α) exp
[
− ξ
2N
(
β − 4α
4
+
α
4
+
1
α
)]
×
∫∫
Cx,ϕ×Cy,ψ
exp
[
−Nx
2
2αξ
− Ny
2
2(β − 4α)ξ +
x
2
+
y
2
]
× sinh
(
x
α
)
1 + ex
(
N−1∑
d=0
(−1)dedy
(
1 + e(2d+1)x
))
dx dy
=
N
ξπ
√
α(β − 4α) exp
[
− ξ
2N
(
β − 4α
4
+
α
4
+
1
α
)]
×
∫∫
Cx,ϕ×Cy,ψ
exp
[
−Nx
2
2αξ
− Ny
2
2(β − 4α)ξ +
x
2
+
y
2
]
× sinh
(
x
α
)
1 + ex
(
1− (−1)NeNy
1 + ey
+
ex
(
1− (−1)NeN(2x+y))
1 + e2x+y
)
dx dy
=
N
4ξπ
√
α(β − 4α) exp
[
− ξ
2N
(
β − 4α
4
+
α
4
+
1
α
)] (
I1 − (−1)NI2 − (−1)NI3
)
where
I1 :=
∫∫
Cx,ϕ×Cy,ψ
exp
[
−Nx
2
2αξ
− Ny
2
2(β − 4α)ξ
]
× sinh
(
x
α
)
cosh
(
x
2
)
(
1
cosh
(
y
2
) + 1
cosh
(
2x+y
2
)
)
dx dy,
I2 :=
∫∫
Cx,ϕ×Cy,ψ
exp
[
−Nx
2
2αξ
− Ny
2
2(β − 4α)ξ +Ny
]
sinh
(
x
α
)
cosh
(
x
2
)
cosh
(
y
2
) dx dy,
I3 :=
∫∫
Cx,ϕ×Cy,ψ
exp
[
−Nx
2
2αξ
− Ny
2
2(β − 4α)ξ + 2Nx+Ny
]
× sinh
(
x
α
)
cosh
(
x
2
)
cosh
(
2x+y
2
) dx dy.
We apply the saddle point method (Theorem 4.1) to obtain the asymptotic behav-
iors of I1, I2 and I3.
Since we assume that β − 4α > 0, we can put ψ = ϕ. We also assume that
ϕ 6= ±π/2 so that the denominators of the integrands in I1, I2 and I3 do not
vanish.
Remark 4.2. The condition β − 4α > 0 is also a condition that the iterated torus
knot T (2, α)(2,β) becomes the link of a singularity [5, Appendix to Chapter I]. I
wish to thank Roland van der Veen for pointing this out.
We first calculate I3. Put
J(x) :=
∫
Cϕ
exp
[
N
(
− y22(β−4α)ξ + y
)]
cosh
(
2x+y
2
) dy
so that
I3 =
∫
Cϕ
exp
[
N
(
− x
2
2αξ
+ 2x
)]
sinh
(
x
α
)
cosh
(
x
2
)J(x) dx.
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By the residue theorem, we have
J(x) =
∫
Cϕ+(β−4α)ξ
exp
[
N
(
− y22(β−4α)ξ + y
)]
cosh
(
2x+y
2
) dy
+ 2π
√−1
∑
j
Res

exp
[
N
(
− y22(β−4α)ξ + y
)]
cosh
(
2x+y
2
) ; y = −2x+ (2j + 1)π√−1


(Put z := y − (β − 4α)ξ)
= exp
[
Nξ
2
(β − 4α)
] ∫
Cϕ
exp
[
N
(
− z22(β−4α)ξ
)]
cosh
(
2x+z+(β−4α)ξ
2
) dz
+ 4π
∑
j
(−1)j exp
[
N
(
−
(−2x+ (2j + 1)π√−1)2
2(β − 4α)ξ − 2x+ (2j + 1)π
√−1
)]
,
where Cϕ + (β − 4αξ) is the line
{
teϕ
√−1 + (β − 4α)ξ | t ∈ R
}
, and j runs over
integers such that −2x+ (2j + 1)π√−1 is between Cϕ and Cϕ + (β − 4α)ξ. Note
that since x ∈ Cϕ the range does not depend on x. Therefore we have
I3
=e
Nξ
2 (β−4α)
∫∫
Cϕ×Cϕ
sinh
(
x
α
)
exp
[
N
(
− z22(β−4α)ξ − x
2
2αξ + 2x
)]
cosh
(
x
2
)
cosh
(
2x+z+(β−4α)ξ
2
) dz dx
+ 4π
∑
j
(−1)jeN(2j+1)pi
√−1
∫
Cϕ
sinh
(
x
α
)
cosh
(
x
2
) exp
[
N
(
−
(−2x+ (2j + 1)π√−1)2
2(β − 4α)ξ −
x2
2αξ
)]
dx
=e
Nξ
2 (β−4α)
∫
Cϕ
exp
[
N
(
− z
2
2(β − 4α)ξ
)]∫
Cϕ
sinh
(
x
α
)
exp
[
N
(
− x22αξ + 2x
)]
cosh
(
x
2
)
cosh
(
2x+z+(β−4α)ξ
2
) dx

 dz
+ 4π
∑
j
(−1)jeN(2j+1)pi
√−1
∫
Cϕ
sinh
(
x
α
)
cosh
(
x
2
) exp
[
N
(
−
(−2x+ (2j + 1)π√−1)2
2(β − 4α)ξ −
x2
2αξ
)]
dx.
Put
K(z) :=
∫
Cϕ
sinh
(
x
α
)
exp
[
N
(
− x22αξ + 2x
)]
cosh
(
x
2
)
cosh
(
2x+z+(β−4α)ξ
2
) dx.
TWICE-ITERATED TORUS KNOT 43
Then we have
K(z)
=
∫
Cϕ+2αξ
sinh
(
x
α
)
exp
[
N
(
− x22αξ + 2x
)]
cosh
(
x
2
)
cosh
(
2x+z+(β−4α)ξ
2
) dx
+ 2π
√−1
∑
k
Res

 sinh
(
x
α
)
exp
[
N
(
− x22αξ + 2x
)]
cosh
(
x
2
)
cosh
(
2x+z+(β−4α)ξ
2
) ;x = (2k + 1)π√−1


+ 2π
√−1
∑
l
Res

 sinh
(
x
α
)
exp
[
N
(
− x22αξ + 2x
)]
cosh
(
x
2
)
cosh
(
2x+z+(β−4α)ξ
2
) ;x = 1
2
(
(2l + 1)π
√−1− z − (β − 4α)ξ)


(Put w := x− 2αξ)
=e2Nαξ
∫
Cϕ
sinh
(
w+2αξ
α
)
exp
[
N
(
− w22αξ
)]
cosh
(
w+2αξ
2
)
cosh
(
2w+z+βξ
2
) dw
+ 4π
√−1
∑
k
(−1)k
sin
(
(2k+1)pi
α
)
exp
[
N
(
(2k+1)2pi2
2αξ + 2(2k + 1)π
√−1
)]
cosh
(
2(2k+1)pi
√−1+z+(β−4α)ξ
2
)
+ 2π
∑
l
(−1)l
sinh
(
(2l+1)pi
√−1−z−(β−4α)ξ
2α
)
cosh
(
(2l+1)pi
√−1−z−(β−4α)ξ
4
)
× exp
[
N
(
−
(
(2l + 1)π
√−1− z − (β − 4α)ξ)2
8αξ
+ (2l + 1)π
√−1− z − (β − 4α)ξ
)]
,
where k runs over integers such that α ∤ (2k+1) and that (2k+1)π
√−1 is between
Cϕ and Cϕ+2αξ, and l runs over integers such that
1
2
(
(2l+1)π
√−1−z−(β−4α)ξ)
is between Cϕ and Cϕ + 2αξ.
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Therefore we have
I3
=e
Nξ
2 β
∫
Cϕ×Cϕ
sinh
(
w+2αξ
α
)
exp
[
N
(
− w22αξ − z
2
2(β−4α)ξ
)]
cosh
(
w+2αξ
2
)
cosh
(
2w+z+βξ
2
) dw dz
+ 4π
√−1eNξ2 (β−4α)
∑
k
(−1)k sin
(
(2k + 1)π
α
)
exp
[
N
(
(2k + 1)2π2
2αξ
+ 2(2k + 1)π
√−1
)]
×
∫
Cϕ
exp
[
N
(
− z22(β−4α)ξ
)]
cosh
(
2(2k+1)pi
√−1+z+(β−4α)ξ
2
) dz
+ 2πe
Nξ
2 (β−4α)
∑
l
(−1)leN
(
(2l+1)pi
√−1−(β−4α)ξ
) ∫
Cϕ
sinh
(
(2l+1)pi
√−1−z−(β−4α)ξ
2α
)
cosh
(
(2l+1)pi
√−1−z−(β−4α)ξ
4
)
× exp
[
N
(
−
(
(2l + 1)π
√−1− z − (β − 4α)ξ)2
8αξ
− z − z
2
2(β − 4α)ξ
)]
dz
+ 4π
∑
j
(−1)jeN(2j+1)pi
√−1
∫
Cϕ
sinh
(
x
α
)
cosh
(
x
2
) exp
[
N
(
−
(−2x+ (2j + 1)π√−1)2
2(β − 4α)ξ −
x2
2αξ
)]
dx
=e
Nξ
2 β
∫
Cϕ×Cϕ
sinh
(
w+2αξ
α
)
exp
[
N
(
− w22αξ − z
2
2(β−4α)ξ
)]
cosh
(
w+2αξ
2
)
cosh
(
2w+z+βξ
2
) dw dz
+ 4π
√−1eNξ2 (β−4α)
∑
k
(−1)k+1 sin
(
(2k + 1)π
α
)
exp
[
N
(
(2k + 1)2π2
2αξ
+ 2(2k + 1)π
√−1
)]
×
∫
Cϕ
exp
[
N
(
− z22(β−4α)ξ
)]
cosh
(
z+(β−4α)ξ
2
) dz
+ 2π
∑
l
(−1)leN
(
(2l+1)2pi2
2βξ +(2l+1)pi
√−1
) ∫
Cϕ
sinh
(
(2l+1)pi
√−1−z−(β−4α)ξ
2α
)
cosh
(
(2l+1)pi
√−1−z−(β−4α)ξ
4
)
× exp

N

− β
8α(β − 4α)ξ
(
z − (β − 4α)
(
(2l+ 1)π
√−1− βξ)
β
)2

 dz
+ 4π
∑
j
(−1)jeN
(
(2j+1)2pi2
2βξ +(2j+1)pi
√−1
) ∫
Cϕ
sinh
(
x
α
)
cosh
(
x
2
)
× exp
[
N
(
− β
2α(β − 4α)ξ
(
x− 2(2j + 1)απ
√−1
β
)2)]
dx.
(4.5)
By the residue theorem, the integral in the third term of (4.5) becomes∫
Cϕ+
(β−4α)
(
(2l+1)pi
√−1−βξ
)
β
f(z) dz
−2π√−1
∑
m
Res
(
f(z); z = (2l + 1)π
√−1− 2(2m+ 1)π√−1− (β − 4α)ξ),
where
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f(z) :=
sinh
(
(2l+1)pi
√−1−z−(β−4α)ξ
2α
)
cosh
(
(2l+1)pi
√−1−z−(β−4α)ξ
4
)
× exp

N

− β
8α(β − 4α)ξ
(
z − (β − 4α)
(
(2l+ 1)π
√−1− βξ)
β
)2


and m runs over integers such that α ∤ (2m+ 1) and that (2l+ 1)π
√−1− 2(2m+
1)π
√−1−(β−4α)ξ is between Cϕ+ (β−4α)
(
(2l+1)pi
√−1−βξ
)
β and Cϕ. Note the minus
sign in front of the second term. This is because the line Cϕ+
(β−4α)
(
(2l+1)pi
√−1−βξ
)
β
is below the line Cϕ, since
1
2
(
(2l+1)
√−1−z−(β−4α)ξ) is between Cϕ and Cϕ+2αξ.
Putting w := z − (β−4α)
(
(2l+1)pi
√−1−βξ
)
β , the integral above becomes
∫
Cϕ
sinh
(
2(2l+1)pi
√−1
β − w2α
)
cosh
(
(2l+1)αpi
√−1
β − w4
) exp [N (− β
8α(β − 4α)ξw
2
)]
dw
+8π
∑
m
(−1)m sin
(
(2m+ 1)π
α
)
exp
[
N ×
(
2(2l+ 1)α− (2m+ 1)β)2π2
2αβ(β − 4α)ξ
]
.
The fourth term of (4.5) becomes
∫
Cϕ+
2(2j+1)αpi
√−1
β
g(x) dx+ 2π
√−1
∑
n
Res(g(x);x = (2n+ 1)π
√−1),
where
g(x) :=
sinh
(
x
α
)
cosh
(
x
2
) exp
[
N
(
− β
2α(β − 4α)ξ
(
x− 2(2j + 1)απ
√−1
β
)2)]
and n runs over integers such that α ∤ (2n+ 1) and that (2n+ 1)π
√−1 is between
Cϕ and Cϕ +
2(2j+1)αpi
√−1
β . Putting z := x− 2(2j+1)αpi
√−1
β , the integral becomes
∫
Cϕ
sinh
(
z
α +
2(2j+1)pi
√−1
β
)
cosh
(
z
2 +
(2j+1)αpi
√−1
β
) exp[N (− β
2α(β − 4α)ξ z
2
)]
dz
+4π
∑
n
(−1)n sin
(
(2n+ 1)π
α
)
exp
[
N
((
(2n+ 1)β − 2(2j + 1)α)2π2
2αβ(β − 4α)ξ
)]
.
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So we have
I3
=e
Nξ
2 β
∫
Cϕ×Cϕ
sinh
(
w+2αξ
α
)
e
N
(
− w22αξ− z
2
2(β−4α)ξ
)
cosh
(
w+2αξ
2
)
cosh
(
2w+z+βξ
2
) dw dz
+ 4π
√−1eNξ2 (β−4α)
∑
k
(−1)k+1 sin
(
(2k + 1)π
α
)
e
N
(
(2k+1)2pi2
2αξ +2(2k+1)pi
√−1
)
×
∫
Cϕ
e
N
(
− z2
2(β−4α)ξ
)
cosh
(
z+(β−4α)ξ
2
) dz
+ 2π
∑
l
(−1)leN
(
(2l+1)2pi2
2βξ +(2l+1)pi
√−1
) ∫
Cϕ
sinh
(
2(2l+1)pi
√−1
β − w2α
)
cosh
(
(2l+1)αpi
√−1
β − w4
) eN(− β8α(β−4α)ξw2) dw
+ 16π2
∑
l,m
(−1)l+meN
(
pi2
2α(β−4α)ξ
(
(2l+1)2α+(2m+1)2β−4(2l+1)(2m+1)α
)
+(2l+1)pi
√−1
)
× sin
(
(2m+ 1)π
α
)
+ 4π
∑
j
(−1)jeN
(
(2j+1)2pi2
2βξ +(2j+1)pi
√−1
) ∫
Cϕ
sinh
(
z
α +
2(2j+1)pi
√−1
β
)
cosh
(
z
2 +
(2j+1)αpi
√−1
β
)eN(− β2α(β−4α)ξ z2) dz
+ 16π2
∑
j,n
(−1)j+neN
(
pi2
2α(β−4α)ξ
(
(2j+1)2α+(2n+1)2β−4(2j+1)(2n+1)α
)
+(2j+1)pi
√−1
)
× sin
(
(2n+ 1)π
α
)
,
(4.6)
where
• j runs over integers such that −2x + (2j + 1)π√−1 is between Cϕ and
Cϕ + (β − 4α)ξ for x ∈ Cϕ,
• k runs over integers such that α ∤ (2k+1) and that (2k+1)π√−1 is between
Cϕ and Cϕ + 2αξ,
• l runs over integers such that 12
(
(2l+ 1)π
√−1− z − (β − 4α)ξ) is between
Cϕ and Cϕ + 2αξ for z ∈ Cϕ,
• m runs over integers such that α ∤ (2m+1) and that (2l+1)π√−1−2(2m+
1)π
√−1− (β − 4α)ξ is between Cϕ and Cϕ + (β−4α)
(
(2l+1)pi
√−1−βξ
)
β ,
• n runs over integers such that α ∤ (2n+1) and that (2n+1)π√−1 is between
Cϕ and Cϕ +
2(2j+1)αpi
√−1
β .
The ranges of indices can be simplified as follows:
• j runs over integers such that (2j + 1)π√−1 is between Cϕ and Cϕ + (β −
4α)ξ,
• k runs over integers such that α ∤ (2k+1) and that (2k+1)π√−1 is between
Cϕ and Cϕ + 2αξ,
• l runs over integers such that (2l+1)π√−1 is between Cϕ +(β− 4α)ξ and
Cϕ + βξ,
• m runs over integers such that α ∤ (2m + 1) and that (2m + 1)π√−1 is
between Cϕ − (β−4α)ξ2 + (2l+1)pi
√−1
2 and Cϕ +
2(2l+1)αpi
√−1
β ,
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• n runs over integers such that α ∤ (2n+1) and that (2n+1)π√−1 is between
Cϕ and Cϕ +
2(2j+1)αpi
√−1
β .
Replacing w with −2z in the third term of (4.6), we can combine the third and the
fifth terms into one:
4π
∑
j
(−1)jeN
(
(2j+1)2pi2
2βξ +(2j+1)pi
√−1
) ∫
Cϕ
sinh
(
z
α +
2(2j+1)pi
√−1
β
)
cosh
(
z
2 +
(2j+1)αpi
√−1
β
)eN(− β2α(β−4α)ξ z2) dz,
where j runs over integers such that (2j+1)π
√−1 is between Cϕ and Cϕ+βξ. We
can also combine the fourth and the sixth terms into one:
16π2
∑
l,m
(−1)l+meN
(
Npi2
2α(β−4α)ξ
(
(2l+1)2α+(2m+1)2β−4(2l+1)(2m+1)α
)
+(2l+1)pi
√−1
)
× sin
(
(2m+ 1)π
α
)
,
where (l,m) runs over pairs of integers such that
• α ∤ (2m+ 1),
• (2l+ 1)π√−1 is between Cϕ and Cϕ + βξ,
• (2m+ 1)π√−1 is between Cϕ and Cϕ + 2(2l+1)αpi
√−1
β when (2l + 1)π
√−1
is between Cϕ and Cϕ + (β − 4α)ξ,
• (2m+1)π√−1 is between Cϕ− (β−4α)ξ2 + (2l+1)pi
√−1
2 and Cϕ+
2(2l+1)αpi
√−1
β
when (2l + 1)π
√−1 is between Cϕ + (β − 4α)ξ and Cϕ + βξ.
Therefore we have
I3
=e
Nξ
2 β
∫
Cϕ×Cϕ
sinh
(
w+2αξ
α
)
e
N
(
− w22αξ− z
2
2(β−4α)ξ
)
cosh
(
w+2αξ
2
)
cosh
(
2w+z+βξ
2
) dw dz
+ 4π
∑
j
(−1)jeN
(
(2j+1)2pi2
2βξ +(2j+1)pi
√−1
) ∫
Cϕ
sinh
(
z
α +
2(2j+1)pi
√−1
β
)
cosh
(
z
2 +
(2j+1)αpi
√−1
β
)eN(− β2α(β−4α)ξ z2) dz
+ 4π
√−1eNξ2 (β−4α)
∑
k
(−1)k+1 sin
(
(2k + 1)π
α
)
e
N
(
(2k+1)2pi2
2αξ +2(2k+1)pi
√−1
)
×
∫
Cϕ
e
N
(
− z2
2(β−4α)ξ
)
cosh
(
z+(β−4α)ξ
2
) dz
+ 16π2
∑
l,m
(−1)l+meN
(
pi2
2α(β−4α)ξ
(
(2l+1)2α+(2m+1)2β−4(2l+1)(2m+1)α
)
+(2l+1)pi
√−1
)
× sin
(
(2m+ 1)π
α
)
(4.7)
where
• j runs over integers such that (2j + 1)π√−1 is between Cϕ and Cϕ + βξ.
• k runs over integers such that α ∤ (2k+1) and that (2k+1)π√−1 is between
Cϕ and Cϕ + 2αξ,
• (l,m) runs over pairs of integers such that
– α ∤ (2m+ 1),
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– (2l + 1)π
√−1 is between Cϕ and Cϕ + βξ,
– (2m+1)π
√−1 is between Cϕ and Cϕ+ 2(2l+1)αpi
√−1
β when (2l+1)π
√−1
is between Cϕ and Cϕ + (β − 4α)ξ,
– (2m + 1)π
√−1 is between Cϕ − (β−4α)ξ2 + (2l+1)pi
√−1
2 and Cϕ +
2(2l+1)αpi
√−1
β when (2l+1)π
√−1 is between Cϕ+(β−4α)ξ and Cϕ+βξ.
By using the saddle point method (Theorem 4.1), the integrals in (4.7) are
approximated as follows:
∫
Cϕ×Cϕ
sinh
(
w+2αξ
α
)
e
N
(
− w22αξ− z
2
2(β−4α)ξ
)
cosh
(
w+2αξ
2
)
cosh
(
2w+z+βξ
2
) dw dz ∼
N→∞
2πξ
√
α(β − 4α)
N
sinh(2ξ)
cosh(αξ) cosh
(
βξ
2
) ,
∫
Cϕ
sinh
(
z
α +
2(2j+1)pi
√−1
β
)
cosh
(
z
2 +
(2j+1)αpi
√−1
β
)eN(− β2α(β−4α)ξ z2) dz ∼
N→∞
√
2πα(β − 4α)ξ
Nβ
√−1 sin
(
2(2j+1)pi
β
)
cos
(
(2j+1)αpi
β
) ,
∫
Cϕ
e
N
(
− z22(β−4α)ξ
)
cosh
(
z+(β−4α)ξ
2
) dz ∼
N→∞
√
2π(β − 4α)ξ
N
1
cosh
(
(β−4α)ξ
2
) .
So we have the following asymptotic equivalence.
I3
∼
N→∞
e
Nξ
2 β
2πξ
√
α(β − 4α)
N
sinh(2ξ)
cosh(αξ) cosh
(
βξ
2
)
+ 4π
√−1
√
2πα(β − 4α)ξ
Nβ
∑
j
(−1)jeN
(
(2j+1)2pi2
2βξ +(2j+1)pi
√−1
)
sin
(
2(2j+1)pi
β
)
cos
(
(2j+1)αpi
β
)
+ 4π
√−1eNξ2 (β−4α)
√
2π(β − 4α)ξ
N
1
cosh
(
(β−4α)ξ
2
)
×
∑
k
(−1)k+1 sin
(
(2k + 1)π
α
)
e
N
(
(2k+1)2pi2
2αξ +2(2k+1)pi
√−1
)
+ 16π2
∑
l,m
(−1)l+meN
(
pi2
2α(β−4α)ξ
(
(2l+1)2α+(2m+1)2β−4(2l+1)(2m+1)α
)
+(2l+1)pi
√−1
)
× sin
(
(2m+ 1)π
α
)
.
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Since it is easy to prove that I1 ∼
N→∞
0 and I2 ∼
N→∞
0, we finally have
JN
(
T (2, α)(2,β); exp(ξ/N)
)
∼
N→∞
e
−β(N2−1)ξ
2N
2 sinh(ξ/2)
N
4ξπ
√
α(β − 4α)e
− ξ2N (β−4α4 +α4 + 1α )I3
∼
N→∞
sinh(2ξ)
4 sinh(ξ/2) cosh(αξ) cosh
(
βξ
2
)
+
√−1 1
2 sinh(ξ/2)
√
2πN
βξ
∑
j
(−1)jeN
(
−βξ
2 +
(2j+1)2pi2
2βξ +(2j+1)pi
√−1
)
sin
(
2(2j+1)pi
β
)
cos
(
(2j+1)αpi
β
)
+
√−1 1
2 sinh(ξ/2)
√
2πN
αξ
∑
k
(−1)k+1eN
(
−2αξ+ (2k+1)2pi22αξ +2(2k+1)pi
√−1
)
sin
(
(2k+1)pi
α
)
cosh
(
(β−4α)ξ
2
)
+
1
2 sinh(ξ/2)
4πN
ξ
√
α(β − 4α)
×
∑
l,m
(−1)l+meN
(
−βξ
2 +
pi2
2α(β−4α)ξ
(
(2l+1)2α+(2m+1)2β−4(2l+1)(2m+1)α
)
+(2l+1)pi
√−1
)
sin
(
(2m+ 1)π
α
)
=
1
∆(T (2, 2a+ 1)2b+1); exp ξ
+
√−π
2 sinh(ξ/2)
√
N
ξ
∑
j
τ1(ξ; j) exp
[
N
ξ
S1(ξ; j)
]
+
√−π
2 sinh(ξ/2)
√
N
ξ
∑
k
τ2(ξ; k) exp
[
N
ξ
S2(ξ; k)
]
+
π
2 sinh(ξ/2)
N
ξ
∑
l,m
τ3(ξ; l,m) exp
[
N
ξ
S3(ξ; l,m)
]
,
where
τ1(ξ; j) := (−1)j
√
2
β
sin
(
2(2j+1)pi
β
)
cos
(
(2j+1)αpi
β
) ,
S1(ξ; j) := (−1)k+1(2j + 1)ξπ
√−1− βξ
2
2
+
(2j + 1)2π2
2β
,
τ2(ξ; k) :=
√
2
α
sin
(
(2k+1)pi
α
)
cosh
(
(β−4α)ξ
2
) ,
S2(ξ; k) := 2(2k + 1)ξπ
√−1− 2αξ2 + (2k + 1)
2π2
2α
,
τ3(ξ; l,m) := (−1)l+m 4√
α(β − 4α) sin
(
(2m+ 1)π
α
)
,
S3(ξ; l,m) := (2l+ 1)ξπ
√−1− βξ
2
2
+
π2
2α(β − 4α)
(
(2l+ 1)2α+ (2m+ 1)2β − 4(2l+ 1)(2m+ 1)α).
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5. Topological interpretation of the asymptotic expansion of the
colored Jones polynomial
In this section we study topological interpretation of the asymptotic expansion
of the colored Jones polynomial. Throughout this section we put u := ξ − 2π√−1.
5.1. Figure-eight knot. First of all we review the case of the figure-eight knot.
The original volume conjecture (Conjecture 0.1) for the figure-eight knot was
prove by T. Ekholm (see for example [30]). Conjecture 0.2 was proved by Yokota
and the author [35] in the case of the figure-eight knot. The following theorem
appears in [33], proving Conjecture 0.3.
Theorem 5.1 ([33, Theorem 1.4]). Let E be the figure-eight knot. If u is real and
sufficiently small, then we have
JN
(
E ; exp((2π√−1 + u)/N))
=
√−π
2 sinh(u/2)
TEµ(u)
−1/2
(
N
2π
√−1 + u
)1/2
exp
[
S(u)N
2π
√−1 + u
]
,
where
TEµ(u) =
√
(2 coshu+ 1)(2 coshu− 3)
2
is the twisted Reidemeister torsion of the representation ρu,+ associated with the
meridian µ, and
S(u) := Li2
(
eu−ϕ(u)
)
− Li2
(
eu+ϕ(u)
)
− uϕ(u).
Here ϕ(u) := arccosh
(
coshu− 1/2) and Li2(z) := −
∫ z
0
log(1 − x)
x
dx is the dilog-
arithm function. Moreover if we define v(u) := 2
dS(u)
d u
− 2π√−1, then we have
CSu,v(u)(ρu,+) = S(u)− uπ
√−1− uv(u)
4
,
where CSu,v(u) is the Chern–Simons invariant of ρu,+ associated with (u, v(u)).
Note that by taking the derivative, one can confirm (2.3) since S(u) coincides
with
√−1Vol (S3 \ E). Note also that (3.2) identifies TEµ(u).
5.2. Torus knot. Let Sk(ξ) and τk be as defined in (4.3) and (4.4), respectively.
We put
vk(u) := 2
dSk(u + 2π
√−1)
d u
− 2π√−1
= −2(2a+ 1)u− 4(2a+ 1− k)π√−1.
Then we have
Sk(u+2π
√−1)−π√−1u− 1
4
uvk(u) =
(2k + 1)2π2
2(2a+ 1)
+4(a−k)π2−(2a+1−k)uπ√−1.
So if we put l := −2(2a+ 1− k) and ω1 := exp
(
(2k+1)pi
√−1
2a+1
)
, we have
CSu,v(ρu,ω1) = Sk(u+ 2π
√−1)− π√−1u− 1
4
uvk(u)
modulo π2Z with v := −2(2a+1)u+2lπ√−1 = −2(2a+1)u− 2(2a+1− k)π√−1
from (2.4).
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Remark 5.2. I have chosen l to be an odd integer, but here I say l is even. Recall
that l should have been odd from (1.4). So if we regard ρu,ω1 as a representation
to PSL(2;C), not SL(2;C), we can avoid this trouble.
We also have
τ−2k = T
T (2,2a+1)
µ (ρu,ω1)
up to a sign from (3.3).
Therefore we have the following theorem, which is a special case of Theorem 0.4.
Theorem 5.3 ([11]). For a complex number ξ that is not purely imaginary and
Im ξ ≥ 0, we have the following asymptotic equivalence:
JN
(
T (2, 2a+ 1); exp(ξ/N)
)
∼
N→∞
1
∆
(
T (2, 2a+ 1); exp(ξ)
) + √−π
2 sinh(ξ/2)
√
N
ξ
∑
k
τk exp
[
Sk(ξ)
N
ξ
]
,
where
Sk(ξ) :=
−((2k + 1)π√−1− (2a+ 1)ξ)2
2(2a+ 1)
,
and
τk := (−1)k
4 sin
(
(2k+1)pi
2a+1
)
√
2(2a+ 1)
.
Moreover τ−2k is the homological twisted Reidemeister torsion T
T (2,2a+1)
k of
the irreducible representation ρu,ω1 : π1(S
3 \ T (2, 2a+ 1)) → SL(2;C) (ω1 :=
exp
(
(2k+1)pi
√−1
2a+1
)
) associated with the meridian, and Sk(ξ) − π
√−1u − 14uvk(u)
is the SL(2;C) Chern–Simons invariant of ρu,ω1 with respect to the pair (u, vk(u))
with u := ξ − 2π√−1 and vk(u) := 2dSk(ξ)
d ξ
∣∣∣
ξ:=2pi
√−1+u
− 2π√−1.
5.3. Twice-iterated torus knot. In this subsection we will prove Theorem 0.5.
In the following sub-subsections (Sub-subsection 5.3.1–5.3.3) I will relate S1(ξ; j),
S2(ξ; k), S3(ξ; l,m), τ1(ξ; j), τ2(ξ; k), and τ3(ξ; l,m) to the Chern–Simons invariants
and the Reidemeister torsions.
Recall that we put α = 2a+ 1 and β = 2b+ 1.
5.3.1. Im ρC is Abelian and Im ρP is non-Abelian. We put
v1,ω2(u) := 2
dS1(u+ 2π
√−1; j)
d u
− 2π√−1
= −2(2b+ 1)u− 4(2b+ 1− j)π√−1.
Then we have
S1(u+2π
√−1; j)−π√−1u−1
4
uv1,ω2(u) =
(2j + 1)2π2
2(2b+ 1)
+4(b−j)π2−(2b+1−j)uπ√−1.
So if we put m := −2(2b+ 1− j) and ω2 := exp
(
(2j+1)pi
√−1
2b+1
)
, we have
CSu,v
(
ρANu,ω2
)
= S1(u+ 2π
√−1; j)− π√−1u− 1
4
uv1,ω2(u)
modulo π2Z with v := −2(2b+1)u+2mπ√−1 from (2.5). For the parity of m, see
Remark 5.2.
We also have
τ1(ξ; j)
−2 = TT (2,2a+1)
(2,2b+1)
µ
(
ρANu,ω2
)
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up to a sign from (3.10).
5.3.2. Im ρC is non-Abelian and Im ρP is Abelian. We put
v2,ω1(u) := 2
dS2(u+ 2π
√−1; k)
d u
− 2π√−1
= −8(2a+ 1)u− 2(8(2a+ 1)− 4k − 1)π√−1.
Then we have
S2(u+ 2π
√−1; k)− π√−1u− 1
4
uv2,ω1(u)
=
(2k + 1)2π2
2(2a+ 1)
+ 4
(
2(2a+ 1)− 2k − 1)π2 − 1
2
(
8(2a+ 1)− 4k − 1)uπ√−1.
So if we put l := −1
2
(
8(2a+ 1)− 4k − 1) and ω1 := exp( (2k+1)pi√−12a+1 ), we have
CSu,v
(
ρNAu,ω1
)
= S2(u+ 2π
√−1; k)− π√−1u− 1
4
uv2,ω1(u)
modulo π2Z with v := −8(2a+ 1)u + 4lπ√−1 from (2.6). For the integrality of l,
see Remark 5.2.
We also have
τ2(ξ; k)
−2 = TT (2,2a+1)
(2,2b+1)
µ
(
ρNAu,ω1
)
up to a sign from (3.11).
5.3.3. Both Im ρC and Im ρP are non-Abelian. We put
v3,ω1,ω3(u) := 2
dS3(u+ 2π
√−1; l,m)
d u
− 2π√−1
= −2(2b+ 1)u− 4(2b+ 1− l)π√−1.
Then we have
S3(u+ 2π
√−1; k)− π√−1u− 1
4
uv3,ω1,ω3(u)
=
π2
2α(β − 4α)
(
(2l + 1)2α+ (2m+ 1)2β − 4(2l+ 1)(2m+ 1)α)
+ 4(b− l)π2 − (2b+ 1− l)uπ√−1
=
π2
2(β − 4α)
(
2l+ 1− 2(2m+ 1))2 + π2
2α
(2m+ 1)2
+ 4(b− l)π2 − (2b+ 1− l)uπ√−1.
So if we put n := −2(2b+ 1− l), k := m, h := l− 2m− 1, ω1 := exp
(
(2k+1)pi
√−1
2a+1
)
and ω3 := exp
(
(2h+1)pi
√−1
2b+1−4(2a+1)
)
, we have
CSu,v
(
ρNNu,ω1,ω3
)
= S3(u+ 2π
√−1; l,m)− π√−1u− 1
4
uv3,ω1,ω3(u)
modulo π2Z with v := −2(2b+ 1)u+ 2nπ√−1 from (2.7). For the parity of n, see
Remark 5.2.
Unfortunately, τ3(ξ; l,m)
−2 =
(2a+1)
(
2b+1−4(2a+1)
)
16 sin2( (2m+1)pi2a+1 )
does not coincide with the
right hand side of (3.12).
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