The use of evolutionary strategies (ESs) to solve problems with multiple objectives (known as Vector Optimization Problems (VOPs)) has attracted much attention recently. Being population based approaches, ESs offer a means to find a set of Pareto-optimal solutions in a single run. Differential Evolution (DE) is an ES that was developed to handle optimization problems over continuous domains. The objective of this paper is to introduce a novel Pareto-frontier Differential Evolution (PDE) algorithm to solve VOPs. The solutions provided by the proposed algorithm for two standard test problems, outperform the Strength Pareto Evolutionary Algorithm, one of the state-of-the-art evolutionary algorithm for solving VOPs.
literature vary a lot in terms of their solutions and the way of comparing their best results with other existing algorithms. In other words, there is no well-accepted method for VOPs that will produce a good set of solutions for all problems. This motivates the further development of good approaches to VOPs.
In this paper, we develop a novel Differential Evolution (DE) algorithm for VOPs. The approach shows promising results when compared with the Strength Pareto Evolutionary Algorithm (SPEA) [16] , for two benchmark problems. However there are several other known methods such as Fonseca and Fleming's genetic algorithm (FFGA) [5] , Hajela's and Lin's genetic algorithm (HLGA) [7] , Niched Pareto Genetic Algorithm (NPGA) [8] , Non-dominated Sorting Genetic Algorithms (NSGA) [13] , Random Sampling Algorithm (RAND) [16] , Single Objective Evolutionary Algorithm (SOEA) [16] , Vector Evaluated Genetic Algorithm (VEGA) [12] and Pareto Archived Evolution Strategy (PAES) [10] and [11] . There are several versions of PAES like PAES, PAES20, PAES98 and PAES98mut3p. We also compare the solutions of two benchmark problems, produced by our DE algorithm with all these methods, using a statistical comparison technique recently proposed by Knowles and Corne [10] and [11] . From the comparison, it is clear that our algorithm outperforms most algorithms when applied to these two test problems.
The paper is organized as follows: background materials are scrutinized in Section 2 followed by the proposed algorithm in Section 3. Experiments are then presented in Section 4 and conclusions are drawn in Section 5.
Background Materials

Local and Global optimality in VOPs
Consider a VOP model as presented below:-
Optimize F (Ω)
(1)
Where x is a vector of decision variables (x 1 , . . . , x N ) and F ( x) is a vector of objective functions (f 1 ( x), . . . , f K ( x)). Here f 1 ( x), . . . , f K ( x), are functions on R n and Ω is a nonempty set in R n . The vector G( x) represents constraints. These constraints can be lower and upper bounds on the variables.
In VOPs, the aim is to find the solution x * ∈ Ω which optimizes F ( x). Each objective function, f i ( x), is either maximization or minimization. In this paper, we assume that all objectives are to be minimized for clarity purposes. We may note that any maximization objective can be transformed to a minimization one by multiplying it by -1.
To define the concept of non-dominated solutions in VOPs, we need to define two operators, and and then assume two vectors, x and y. x y iff ∃ x i ∈ x and y i ∈ y such that x i = y i . And, x y iff ∀ x i ∈ x and y i ∈ y, x i ≤ y i , and x y. and can be seen as the "not equal to" and "less than or equal to" operators respectively, over two vectors. We can now define the concepts of local and global optimality in VOPs.
Definition 1: Neighborhood or open ball
The open ball (ie. a neighborhood centered on x * and defined by the Euclidean distance)
VOPs and ESs
ESs for VOPs [1] can be categorized as plain aggregating, population-based non-Pareto and Pareto-based approaches. The plain aggregating approaches takes a linear combination of the objectives to form a single objective function (such as in the weighted sum method, goal programming, and goal attainment). This approach suffers from major drawbacks including: it produces a solution at a time, it assumes convexity of the pareto-frontier, and finding the right set of weights is not obvious. The simultaneous optimization can fit nicely with population based approaches, such as ESs, because they generate multiple solutions in a single run.
The Vector Evaluated Genetic Algorithm (VEGA) [12] is a population-based non-Pareto approach.
In this approach, the total population is divided into a number of sub-populations equal to the number of objective functions to be optimized. Each sub-population is used to optimize each objective function independently. The sub-populations are then shuffled together followed by conventional crossover and mutation operators. Schaffer [12] realized that the solutions generated by his system were non-dominated with respect to the current sub-population, but they may not be the true non-dominated set.
In the Pareto-based approaches, the dominated and non-dominated solutions in the current population are separated. Goldberg [6] suggested a non-dominated ranking procedure to decide the fitness of the individuals. Later, Srinivas and Dev [13] SPEA has been recognized as a reference algorithm by many research in the last few years ( [15] , [2] and [9] ). Recently, Zitzler et al. ([17] presented a revised version of SPEA which is known as SPEA2.
The main differences of SPEA2 compared to SPEA are:
1. an improved fitness assignment scheme is used, which takes for each individual into account how many individuals it dominates and it is dominated by.
2. a nearest neighbor density estimation technique is incorporated which allows a more precise guidance of the search process.
3. a new archive truncation methods guarantees the preservation of boundary solutions.
As reported by Zitzler et al. ([17] ), SPEA2 provides good performance in terms of convergence and diversity, and outperforms SPEA. The algorithm is strictly confined to local search i.e. it uses a small change (mutation) operator only, and moves from a current solution to a nearby neighbor. As they reported, the algorithm works well, specially for problems of low computational complexity. In the evolutionary multiobjective literature, there are a large number of methods and techniques. For comprehensive survey, the reader is advised to refer to [3] .
Differential Evolution
DE is a branch of evolutionary algorithms developed by Storn and Price [14] for optimization problems over continuous domains. In DE, each variable's value in the chromosome is represented by a real number.
The approach works by creating a random initial population of potential solutions. If there are boundary constraints, it is guaranteed, by some repair rules (Equation 6 ), that the value of each variable is within its boundaries. An individual is then selected at random for replacement and three different individuals are selected as parents. One of these three individuals is selected as the main parent. With some probability, each variable in the main parent is changed while at least one variable should be changed. The change is undertaken by adding to the variable's value a ratio of the difference between the two values of this variable in the other two parents. In essence, the main parent's vector is perturbed with the other two parents'
vector. This process represents the crossover operator in DE (Equation 5). If the resultant vector is better than the one chosen for replacement, it replaces it; otherwise the chosen vector for replacement is retained in the population. Therefore, DE differs from Genetic Algorithms (GAs) in a number of points:
1. DE uses real number representation while the conventional GA uses binary, although it sometimes uses integer or real number representation as well.
2. In GA, two parents are selected for crossover and the child is a recombination of the parents (Equation 5). In DE, three parents are selected for crossover and the child is a perturbation of one of them.
3. The new child in DE replaces a randomly selected vector from the population only if it is better than it. In conventional GA, children replace the parents with some probability regardless of their fitness.
since we need at least 3 parents for recombination and an additional one as a reference parent). The initial population,
where M is the population size, N is the solution's dimension, and each variable i in a solution vector l in
, is initialised within its boundaries (lower(x i ), upper(x i )). Selection is carried out to select four different solutions indices r 1 , r 2 , r 3 , and j ∈ [1, M ] . It is worth noting that DE is using an elitist approach, where parents are the elites in previous generations. The values of each variable in the child are changed with some crossover probability, CR, to
where F ∈ (0, 1) is an algorithm parameter representing the amount of perturbation added to the main parent. The new solution replaces the old one if the new solution is better than the old one. During crossover, at least one of the variables should be changed to guarantee that the child is different from the parents if all crossover does not take place. This is represented in the algorithm by randomly selecting a
The DE algorithm is presented in Figure 1 . 
PDE: A Pareto-frontier Differential Evolution algorithm for VOPs
A generic version of the adopted algorithm is presented in Figure 2 . The PDE algorithm is similar to the one presented in Figure 1 with the following modifications:-let G denote a generation, P a population of size M , and x j G=k the j th individual of dimension N in population P in generation k, and CR denotes the crossover probability input N, M ≥ 4, α, CR ∈ [0, 1], and initial bounds: 2. The step-length parameter F is generated from a Gaussian distribution N (0, 1).
3. Reproduction is undertaken only among non-dominated solutions in each generation.
Assuming that the variables are bounded between [a, b]. If a is positive and the variable is a negative
value, the sign of the variable is reversed. If the variable is less than a, a value of 1 is added until it is greater than of equal to a. If the variable is greater than b, a value of 1 is subtracted until it is less than b. The assumption here is that b − a is greater than 1.
Offspring are placed into the population if they dominate the main parent.
A maximum number of non-dominated solutions in each generation was set to 50. If this maximum is exceeded, the following nearest neighbor distance function is adopted:
where x = x i = x j . That is, the nearest neighbor distance is the average Euclidean distance between the closest two points. The non-dominated solution with the smallest neighbor distance is removed from the population until the total number of non-dominated solutions is retained to 50.
Experiments
Test Problems
The algorithm is tested on the following two benchmark problems used in Zitzler and Thiele [16] :
Test Problem 2: Discontinuous Pareto-frontier 
Experimental Setup
The initial population size is set to 100 and the maximum number of generations to 200. Twenty different crossover rates changing from 0 to 1.00 with an increment of 0.05 are tested without mutation. The initial population is initialized according to a Gaussian distribution N (0.5, 0.15). Therefore, with high probability, the Gaussian distribution will generate values between 0.5 ± 3 × 0.15 which fits within the variable's boundaries. If a variable's value is not within its range, a repair rule is used to repair the boundary constraints. The repair rule is simply to truncate the constant part of the value; therefore if, for example, the value is 3.3, the repaired value will be 0.3 assuming that the variable is between 0 and 1. The step-length parameter F is generated for each variable from a Gaussian distribution N (0, 1). The algorithm is written in standard C ++ and ran on a Sun Sparc 4. We used the same experimental setup of the other algorithms.
Therefore, the total relative time (as estimated with the number of objective evaluations) is almost the same.
Experimental Results and Discussions
In this section, the solutions of two test problems, provided by our PDE algorithm, are compared with the solutions of twelve other MEAs (FFGA, HLGA, NPGA, NSGA, RAND, SOEA, SPEA, VEGA, PAES, PAES20, PAES98 and PAES98mut3p) using a statistical comparison technique. The results of other algorithms, except PAESs, were obtained from the web site "http::\\www.tik.ee.ethz.ch\ ∼zitzler\testdata.html".
The results for all PAESs were obtained from "http::\\www.rdg.ac.uk\ ∼ssr97jdk\multi\PAES.html".
In Figure 3 , we plotted all the non-dominated solutions for the first twenty runs of both test problems with the best SPEA results obtained from the web site. The crossover rates of the solutions plotted were 0.15 and 0.05 for the first and second test problems respectively for our algorithm. SPEA results are the best published ones. As can be seen in Figure 3 , our results are clearly better than SPEA in terms of the objective function's values. The Pareto-frontier is always lower than SPEA and the distribution of the points on the Pareto-frontier is more uniformly distributed than SPEA. The percentage outperformed by our algorithm and the twelve other algorithms are plotted against the crossover rate in Figure 4 and 5 for both test problems. For the other twelve algorithms, the results are the best published results; therefore, the crossover rate on the x-axis does not reflect the crossover rate used in them. Only within the crossover range 0.05 -0.55 for problem1 and 0.0 -0.15 for problem2, PDE is significantly better than SPEA. The crossover rate versus the number of non-dominated solution points are shown in Figure 6 . In both problems, the number of solution points are maximum within the crossover range 0.10 to 0.30. Interestingly, the distribution of non-dominated solutions against the crossover rate follows a normal distribution shape. For both test problems, PDE is significantly better than FFGA, HLGA, NPGA, Rand and VEGA irrespective of the crossover rate. PDE is much better than NSGA for any crossover rate less than 0.85 for problem 1 and 0.8 for problem 2. PDE is superior than SOEA within the crossover rate 0.05 to 0.65 and SPEA within 0.05 to 0.5 for test problem 1. These figures for test problem 2 are 0 to 0.45 and 0.05 to 0.1 respectively. PDE is clearly better than PAES, PAES98 and PAES98mut3p for both test problems within certain range of crossover rate. Although PDE shows superiority over PAES20 for test problem 1, it shows very little success for test problem 2. For test problem 1, a range of crossover rate for PDE can successfully challenge all other MEAs. For example, the solution of PDE at a crossover rate of 0.35 outperforms all other algorithms. From these results, it can be stated that no algorithm (out of 12) produces optimal solutions. However, PDE solutions could be close to the pareto frontier though there is no guarantee. For problem 2, there is no single crossover rate for which PDE is superior than all the other MEAs. However such a rate can be found when we exclude one or two MEAs. That means, no one is close to optimal although PDE outperforms most algorithms.
From the experimental results, it is clear that the solution's quality varies with the crossover rate.
However, the results suggest that there is a trend in both problems which may suggest that the relationship between the crossover rate and the solution's quality is almost unimodal. This is very interesting since it makes the search problem of finding a good crossover rate easy.
Conclusions and Future Research
In this paper, a novel differential evolution approach is presented for vector optimization problems. The approach generates a step by mutation, where the step is randomly generated from a Gaussian distribution.
We tested the approach on two benchmark problems and it was found that our approach outperformed the SPEA approach. A trend was found which suggests that large number of non-dominated solutions were found with low-crossover rates. From our point of view, these are good news. Crossover in DE is somewhat a directed mutation operator as it mutates one parent by the difference of the other two. Hence, a good performance with low crossover rates entails that large steps was not useful in these problems.
For future work, we intend to test the algorithm on more problems. Also, the parameters chosen in this paper were generated experimentally. It would be interesting to see the effect of these parameters on the problem. Also, we anticipate applying the algorithm on real life decision making problems. This, however, will require the development of good user interfaces so that managers can interact with the package easily.
