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Abstract
In the context of the numerical solution of parametrized partial differential
equations, a proper orthogonal decomposition (POD) provides a basis of a
subspace of the solution space. The method relies on a singular value de-
composition of a snapshot matrix, which contains the numerical solutions at
predefined parameter values. Often a sufficiently accurate representation of
the solution can be given by a linear combination of a small number of POD
basis functions. In this case, using POD basis functions as test and trial func-
tions in a Galerkin projection leads to POD-Galerkin reduced-order models.
Such models are derived and tested in this thesis for flow problems governed by
the incompressible Navier-Stokes equations with stochastic Dirichlet bound-
ary conditions.
In the first part of the thesis, POD-Galerkin reduced-order models are
developed for unsteady deterministic problems of increasing complexity: heat
conduction, isothermal flow, and thermoconvective flow. Here, time acts as
a parameter, so that the snapshot matrix consists of discrete solutions at
different times. Special attention is paid to the reduced-order computation of
the pressure field, which is realized by projecting a discrete pressure Poisson
equation onto a pressure POD basis. It is demonstrated that the reduced-
order solutions of the considered problems converge toward the underlying
snapshots when the dimension of the POD basis is increased.
The second part of the thesis is devoted to a steady thermally driven
flow problem with a temperature Dirichlet boundary condition given by a
spatially correlated random field. In order to compute statistical quantities
of interest, the stochastic problem is split into separate deterministic sub-
problems by means of a Karhunen-Loève parametrization of the boundary
data and subsequent stochastic collocation on a sparse grid. The sub-problems
are solved with suitable POD-Galerkin models. Different methods to handle
the parametrized Dirichlet conditions are introduced and compared. The use
of POD-Galerkin reduced-order models leads to a significant speed-up of the
overall computational process compared to a standard finite element model.
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Zusammenfassung
Die Proper Orthogonal Decomposition (POD) ist eine Methode, die für die nu-
merische Berechnung parametrisierter partieller Differentialgleichungen eine
Basis eines Unterraum des Lösungsraums bereitstellt. Sie beruht auf der Sin-
gulärwertzerlegung einer Snapshot-Matrix, welche aus numerischen Lösungen
für ausgewählte Parameterwerte besteht. Oft kann die Lösung ausreichend ge-
nau als Linearkombination weniger POD-Basisfunktionen dargestellt werden.
Werden in einem solchen Fall die POD-Basisfunktionen als Test- und An-
satzfunktionen in einer Galerkin-Projektion verwendet, führt dies zu einem
ordnungsreduzierten POD-Galerkin-Modell. In dieser Arbeit werden solche
Modelle hergeleitet und erprobt für Strömungsprobleme, die beschrieben wer-
den durch die inkompressiblen Navier-Stokes-Gleichungen mit stochastischen
Dirichlet-Randbedingungen.
Im ersten Teil der Arbeit werden ordnungsreduzierte POD-Galerkin-Mo-
delle entwickelt für instationäre deterministische Szenarien zunehmender Kom-
plexität: Wärmeleitung, isotherme Strömung und thermo-konvektive Strö-
mung. Hier übernimmt die Zeit die Rolle eines Parameters, sodass die Snap-
shot-Matrix aus diskreten Lösungen zu unterschiedlichen Zeiten besteht. Be-
sondere Beachtung findet die ordnungsreduzierte Berechnung des Druckfelds,
welche mithilfe der Projektion einer diskreten Druck-Poisson-Gleichung auf ei-
ne POD-Basis des Drucks realisiert wird. Es wird gezeigt, dass die ordnungsre-
duzierten Lösungen der betrachteten Probleme gegen die zugrunde liegenden
Snapshots konvergieren, wenn die Dimension der POD-Basis vergrößert wird.
Der zweite Teil der Arbeit widmet sich einer stationären thermo-kon-
vektiven Strömung mit einer Temperatur-Dirichlet-Bedingung, die durch ein
räumlich korreliertes Zufallsfeld gegeben ist. Um statistische Zielgrößen zu
berechnen, wird das stochastische Problem zunächst in einzelne determinis-
tische Unterprobleme aufgespaltet. Dies wird mittels einer Karhunen-Loève-
Parametrisierung der Randdaten und anschließender stochastischer Kolloka-
tion auf einem dünn besetzten Gitter erreicht. Die Unterprobleme werden
mit geeigneten ordnungsreduzierten POD-Galerkin-Modellen gelöst. Für die
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hierbei notwendige Behandlung der parametrisierten Dirichlet-Bedingungen
werden verschiedene Ansätze eingeführt und verglichen. Die Verwendung ord-
nungsreduzierter POD-Galerkin-Modelle führt zu einer signifikanten Beschleu-
nigung des gesamten Berechnungsprozesses im Vergleich zu herkömmlichen
Finite-Elemente-Modellen.
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Chapter 1
Introduction
1.1 Galerkin reduced-order modeling
Galerkin’s method is often used for the numerical solution of boundary value
problems involving partial differential equations (PDEs). It requires the con-
sidered PDE problem to be presented in a variational form, which can be
obtained by multiplying the governing equations with suitable test functions
and integrating over the domain. When the unknown fields are represented
as linear combinations of test functions, this leads to a system of equations
– the Galerkin model – with the coefficients of the linear combinations as
unknowns.
Initial-boundary value PDE problems can be solved, for instance, by the
vertical method of lines. In this approach, Galerkin’s method is applied only
to the spatial dimensions of the problem. The resulting system of ordinary
differential equations (ODEs) can be solved with suitable time integration
schemes.
While the choice of the variational form and the handling of the time
dependency already lead to a variety of different Galerkin approaches for a
single PDE problem, the test functions must be chosen as well. The standard
finite element method is characterized by test functions which are piecewise
polynomial functions within the cells of some computational mesh, contin-
uous over the cell edges and non-zero only within a small number of cells.
The spatial resolution of a finite element model can be adapted to the prob-
lem of interest. For instance, the underlying mesh can be locally refined
(h-adaptivity), the polynomial degree can be locally adjusted (p-adaptivity),
or the mesh points can be relocated (r-adaptivity). Because the finite element
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method relies on Galerkin’s method, the discrete finite element solution space
is equal to the span of the test functions. This solution space can become
quite high-dimensional for some applications, even if adaptivity is employed.
Compared to a standard finite element model, a Galerkin reduced-order
model relies on test functions which are more closely linked to the solutions
of the considered PDE problem. The particular test functions considered in
this thesis are computed from a set of predetermined numerical solutions. In
this context, the test functions are called reduced basis functions and the un-
derlying numerical solutions are called snapshots. The following list presents
some types of basis functions, which have been used to create reduced-order
Galerkin models, previously:
• Lagrange: A set of snapshots is taken as basis functions (Peterson,
1989).
• Taylor: A single snapshot and its derivatives with respect to a parameter
are taken as basis functions (Noor and Peters, 1980).
• Hermite: A set of snapshots and their first derivatives with respect to a
parameter are taken as basis functions (Ito and Ravindran, 1998).
• Proper orthogonal decomposition (POD): For a set of snapshots, or-
thonormal basis functions are computed which minimize the average
energy of the error between the snapshots and their orthogonal projec-
tion on the basis (Holmes et al., 1996).
• Centroidal Voronoi tessellation (CVT): A set of snapshots is arranged in
clusters, so that the snapshots are close to the respective cluster centers
in an average sense. The cluster centers are taken as basis functions
(Burkardt et al., 2006b). Comparisons between POD and CVT reduced-
order models can be found in Burkardt et al. (2006a) for the flow in a
T-cell and in Ullmann and Lang (2012) and Ullmann et al. (2013) for
the flow around a cylinder.
• Greedy: The basis is built by iteratively adding basis functions. In
each iteration a parameter domain is probed with an error estimator. A
snapshot is computed at the position with the maximum estimated error.
The resulting snapshots are used as basis functions in a Lagrangian
fashion (Prud’homme et al., 2002a).
• POD-Greedy: For time-dependent parametric problems, in each step of
a greedy method an error estimator is used to choose a snapshot position
in the parameter domain. A time series of snapshots is generated at
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this position. A POD is applied to these snapshot, and the leading
POD basis function is added to the POD-Greedy basis (Haasdonk and
Ohlberger, 2008).
Because of the cost associated with the computation of the snapshots, it
is often computationally more expensive to create a Galerkin reduced-order
model than to create and solve a respective finite element model. However,
there are PDE problems whose solutions can be approximated well with a
reduced-order model that can be solved many times faster than a respec-
tive finite element model. Therefore, Galerkin reduced-order modeling can
decrease the total computation time for problems which have to be solved re-
peatedly, e.g. for different parameter values. The application of POD-Galerkin
modeling to optimization and control with PDE constraints, for instance, has
lead to the development of the trust-region POD (TR-POD) method and the
optimality system POD (OS-POD) method, see Sachs and Volkwein (2010)
for an overview. Another area of application, examined in the second part of
this thesis, is uncertainty quantification for PDE problems with parametrized
random inputs. The stochastic collocation method relies on deterministic
simulations for given realizations of the random variables to compute the sta-
tistics of a quantity of interest. In this framework, expensive finite element
computations can possibly be replaced by solutions of a POD-Galerkin sur-
rogate model.
1.2 Outline of the thesis
Chapter 2 presents the proper orthogonal decomposition as the solution of a
minimization problem. It is shown that the POD of a set of finite element
snapshots can be computed with the help of a singular value decomposition.
By modifying the POD basis functions or the underlying snapshots, it is
possible to obtain functions which can be used in a Galerkin projection for
problems involving Dirichlet boundary conditions.
In chapter 3, POD-Galerkin modeling is introduced for an unsteady non-
linear heat conduction problem. First, a numerical discretization by means
of quadratic finite elements in space and the Crank-Nicolson method in time
is presented and validated. The purpose of the finite element model is to
generate a snapshot set and a reference solution for subsequent reduced-order
modeling. Several approaches to derive a respective POD-Galerkin model are
presented. Their equivalence is shown under the condition that the finite
element discretization schemes are used in the set-up of the reduced-order
model equations. The heat conduction in a square, proposed in Gunzburger
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et al. (2007), is used as a test case.
The subject of chapter 4 is POD-Galerkin modeling for an unsteady iso-
thermal flow problem governed by the incompressible Navier-Stokes equations.
A finite element model is introduced, employing Taylor-Hood elements in con-
nection with the Crank-Nicolson method. Relying on the discrete divergence-
freeness of the velocity POD basis functions, a POD-Galerkin model for the
velocity is derived. An auxiliary pressure model is developed for the purpose of
computing pressure-related quantities of interest. A validation is performed
for the flow around a cylinder, as described in Posdziech and Grundmann
(2007).
Based on the material presented in the previous chapters, in chapter 5 an
unsteady thermoconvective incompressible flow problem is investigated. The
reduced-order model of chapter chapter 4 is complemented with a convection-
diffusion equation for the temperature and with coupling terms in the equa-
tions for the velocity and the pressure. The model is validated for the test
case of Evans and Paolucci (1990), which features the flow in a duct heated
from below.
Chapter 6 introduces the sparse grid stochastic collocation method for
steady PDE problems with boundary conditions given by spatially correlated
random fields. The Karhunen-Loève expansion is presented as a means to pa-
rametrize the random field. The resulting multi-dimensional stochastic prob-
lem is transformed a set of independent deterministic problems by applying
a collocation method. Smolyak’s algorithm is introduced for the creation of
collocation points which are suited for problems with a moderate number of
stochastic parameters. It is explained how reduced-order modeling can be
used to accelerate the sparse grid stochastic collocation method.
In chapter 7, the POD-aided stochastic collocation method of the previous
chapter is applied to the steady thermoconvective incompressible flow driven
by stochastic Dirichlet conditions. The presentation of the finite element and
reduced-order models relies largely on chapter 5. However, dependency on
time is replaced by dependency on the random parameters. The implementa-
tion of the stochastic Dirichlet conditions relies on the techniques presented in
chapter 2. The accuracy and efficiency of the POD-aided stochastic colloca-
tion method is assessed for the problem proposed by Ganapathysubramanian
and Zabaras (2007).
1.3 Main contributions
A modification of the method of Akhtar et al. (2009) is presented for the com-
putation of pressure-related quantities in the reduced-order models involving
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incompressible flow. In the original method of Akhtar et al., a continuous
pressure Poisson equation is projected onto a pressure POD basis. Such a
reduced-order pressure model may lead to accurate results when the snapshot
computation involves a discretized continuous pressure Poisson equation, like
in Akhtar et al. (2009). However, it is not consistent with a snapshot com-
putation employing a discretized continuity equation, like in this thesis. As
a remedy, in the modified method a discrete pressure Poisson equation ac-
cording to Gresho and Sani (2000) is projected onto a set of pressure POD
basis vectors. The reduced-order pressure fields resulting from the new pres-
sure model converge toward the underlying pressure snapshots as the number
of basis functions is increased. This is a consequence of the numerics of the
reduced-order model being consistent with the numerics of the underlying
finite element simulation.
The boundary treatment presented in Gunzburger et al. (2007) is general-
ized in order to be applicable to problems with parametrized stochastic Dirich-
let boundary conditions. The method of Gunzburger et al. recombines the
POD basis functions so that homogeneous Dirichlet conditions are enforced
at selected boundary points. This leads to modified POD basis functions
which fulfill homogeneous Dirichlet conditions under the following conditions:
Firstly, the Dirichlet boundary must consist of non-overlapping segments.
Secondly, the Dirichlet data on each segment must be given by a spatial func-
tions times a possible time-dependent parameter. Additionally, the original
method requires the selection of one boundary point per segment, which cor-
responds to inhomogeneous Dirichlet data unless homogeneous conditions are
prescribed at the complete segment. The generalized method builds on the
idea that homogeneous Dirichlet conditions can be enforced directly on the
union of all Dirichlet boundaries. This leads to a relaxation of the necessary
conditions. In particular, the Dirichlet data on the union of all boundary seg-
ments must be expressible as a linear combination of spatial functions with
possibly time-dependent coefficients. This exactly corresponds to the way in
which random fields are presented after a Karhunen-Loève expansion has been
applied. Moreover, in the new method it is not necessary anymore to select
certain points at which homogeneous conditions are enforced.
A new POD-aided stochastic collocation method is introduced for the dis-
cretization of the stochastic dimensions resulting from parametrized random
fields. The method relies on a POD-Galerkin reduced-order model created
from snapshots at the collocation points of a coarse sparse grid. The reduced-
order model is evaluated at the collocation points of a finer sparse grid. Fi-
nally, the interpolant on the fine grid is used for uncertainty quantification.
In essence, a collocation on a fine stochastic grid is performed at the cost of
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finite element solutions at the collocation points of a rough stochastic grid.
The method differs from the recently published approach of Chen et al. (2012)
in the following aspects: Chen et al. locate the snapshots in the stochastic
parameter domain with a greedy algorithm, while in the present thesis the
snapshot locations are determined by a coarse sparse grid. Furthermore, Chen
et al. use the orthogonalized snapshots as a basis while the present method
employs a truncated POD of the snapshots.
1.4 Mathematical notation
For some bounded domain Ω ⊂ R2 and two functions a, b : Ω→ R, the L2(Ω)
inner product is defined as
(a, b)L2(Ω) =
∫
Ω
a(~x)b(~x) d~x,
where the vector ~x = (x, y)T denotes a position in R2 and the integral is
interpreted in the Lebesgue sense. The L2(Ω) norm is specified as
‖a‖L2(Ω) = (a, a)
1
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L2(Ω)
and the L2(Ω) function space is given by
L2(Ω) = {a : ‖a‖L2(Ω) <∞}.
Wherever inner products and norms are written without subscripts, L2(Ω) is
implied. Also, where the domain of definition is not of central importance, L2
is written instead of L2(Ω). The definitions are extended to vector-valued vari-
ables without change of notation: For ~a = (a1, . . . , aD)T and~b = (b1, . . . , bD)T
with D ≥ 1 it is defined that
(~a,~b) =
D∑
d=1
(ad, bd), ‖~a‖ = (~a,~a) 12 .
In the formulation of the Galerkin methods, weak first derivatives are
applied frequently. Let C10 (Ω) be the linear space of all functions φ which
have a compact support in Ω, which are continuously differentiable in Ω and
whose partial derivatives ∂xφ and ∂yφ are continuous on the closure Ω¯. For
some not necessarily continuous function a ∈ L2(Ω), the functions ∂xa and
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∂ya are called weak first derivatives of a if, respectively,∫
Ω
∂xaφ dΩ = −
∫
Ω
a∂xφ dΩ, ∀φ ∈ C10 (Ω),∫
Ω
∂yaφ dΩ = −
∫
Ω
a∂yφ dΩ, ∀φ ∈ C10 (Ω).
The Sobolev space H1(Ω) is defined as the linear space of functions a ∈ L2(Ω)
whose weak derivatives fulfill ∂xa ∈ L2(Ω) and ∂ya ∈ L2(Ω). More details
about Sobolev spaces and their use in the context of finite element methods
can be found in Larsson and Thomée (2003) and Knabner and Angermann
(2003).
7
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Part I
Deterministic problems
9

Chapter 2
Proper orthogonal
decomposition
The proper orthogonal decomposition (POD) is employed in many disciplines
of applied mathematics, albeit in different mathematical settings and under
different names, e.g. ‘principal component analysis’ (statistical analysis), ‘em-
pirical orthogonal functions’ (meteorology) and ‘Karhunen-Loève expansion’
(stochastics). The principle of POD is to approximate a large number of vec-
tors or fields by a linear combination of a small number of representatives,
which are chosen with respect to optimality and orthonormality constraints.
Such low-dimensional representations can often be analyzed much easier than
the raw data. For example, the POD has been used to extract coherent struc-
tures from turbulent flow fields. The study of the interactions between these
structures has originally led to the development of POD-Galerkin reduced-
order flow models (Sirovich, 1987).
In this chapter the proper orthogonal decomposition is first introduced as
an approximation problem in the L2 function space. In case the considered
functions are members of a finite element subspace, an equivalent discrete
approximation problem for the respective finite element coefficient vectors
is derived in section 2.1. It is proved in section 2.2 that solutions of the
discrete problem can be computed by means of a singular value decomposition.
Section 2.3 presents modifications of the POD which lead to low-dimensional
representations which exactly fulfill inhomogeneous Dirichlet conditions.
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2.1 Formulation in the finite element context
The POD approximation problem is first presented in the classical L2(Ω)
setting for a closed domain Ω ∈ Rd, where d is a small positive integer (Holmes
et al., 1996):
Problem 1. For given u1, . . . , uN ∈ L2(Ω), find functions φ1, . . . , φN ∈
L2(Ω) and coefficients B11 , . . . , BN1 , . . . , B1N , . . . , B
N
N ∈ R which minimize
JR =
N∑
n=1
∥∥∥∥∥un −
R∑
r=1
φ˜rB˜
r
n
∥∥∥∥∥
2
L2(Ω)
, (2.1)
for all R = 1, . . . , N under the constraints
(φi, φj)L2(Ω) = δij , i, j = 1, . . . , N. (2.2)
In the literature, u1, . . . , uN are typically called snapshots, φ1, . . . , φN are
called POD basis functions and B11 , . . . , BN1 , . . . , B1N , . . . , B
N
N are called POD
coefficients. Also, JR is often called POD energy.
Throughout this thesis, the snapshots and POD basis functions are as-
sumed to be members of a finite element space. This assumption trans-
forms problem 1 into a discrete problem which can be solved with a com-
puter. To this end, let ~x1, . . . , ~xM ′ ∈ Ω¯ be a set of distinct mesh points
and let ψ1, . . . , ψM ′ : Ω¯ → R be respective continuous finite element basis
functions with ψi(~xj) = δij for i, j = 1, . . . ,M ′. A finite element subspace
L2h(Ω) ⊂ L2(Ω) is defined as the span of the finite element basis functions,
L2h(Ω) = span(ψ1, . . . , ψM ′). Therefore, any snapshots u1, . . . , uN ∈ L2h can
be written as a linear combination of finite element basis functions,
un(~x) =
M ′∑
m=1
ψm(~x)U
m
n , n = 1, . . . , N, ~x ∈ Ω¯, (2.3)
where U11 , . . . , UM
′
1 , . . . , U
1
N . . . , U
M ′
N ∈ R are called finite element coefficients.
The coefficients can be arranged in vector form,
Un =
 U
1
n
...
UM
′
n
 , n = 1, . . . , N, (2.4)
Um = (Um1 , . . . , U
m
N ), m = 1, . . . ,M
′, (2.5)
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or in matrix form,
U = (U1, . . . , UN ) =
 U
1
...
UM
′
 =
 U
1
1 . . . U
1
N
...
...
UM
′
1 . . . U
M ′
N
 . (2.6)
A mass matrix M ∈ RM ′×M ′ is defined as the matrix that contains the
L2 inner products (ψi, ψj) in the ith row and jth column for each i, j ∈
{1, . . . ,M ′}. The matrixM is symmetric and positive definite. The symmetry
follows from the definition ofM and the symmetry of the inner product. To
show the positive definiteness (see Larsson and Thomée, 2003), one can write
UTkMUk =
M ′∑
i,j=1
U ik(ψi, ψj)U
j
k =
M ′∑
i=1
ψiU
i
k,
M ′∑
j=1
ψjU
j
k
 =
∥∥∥∥∥∥
M ′∑
i=1
ψiU
i
k
∥∥∥∥∥∥
2
≥ 0
for an arbitrary column vector Uk ∈ RM ′ . Because the functions ψ1, . . . , ψM ′
are assumed to form a basis of a linear space, they are linearly independent.
Therefore the left side of the inequality is zero if and only if Uk is a zero
vector. Consequently,M is positive definite.
The L2 inner product of any two finite element snapshots uk, ul ∈ L2h for
k, l ∈ {1, . . . , N} can be expressed via their finite element coefficients and the
finite element mass matrix:
(uk, ul) =
M ′∑
i=1
ψiU
i
k,
M ′∑
j=1
ψjU
j
l
 = UTkMUl = (Uk, Ul)M.
Hence the L2 norm of any snapshot uk ∈ L2h for k ∈ {1, . . . , N} can be defined
via
‖uk‖2 = (uk, uk) = UTkMUk = (Uk, Uk)M = ‖Uk‖2M.
The symmetry and positive definiteness of the matrixM justify that (·, ·)M
is called theM inner product and ‖ · ‖M is called theM norm. The notation
presented here for the finite element snapshots can be applied to arbitrary
elements of L2h.
The continuous POD problem has been introduced as problem 1 above. In
case the snapshots and basis functions are members of L2h, an equivalent dis-
crete POD problem can be formulated using the finite element coefficient vec-
tors and the mass matrixM. The finite element notation is first introduced for
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an extended set of basis functions φ1, . . . , φM ′ ∈ L2h. Indeed, for any set of ba-
sis functions φ1, . . . , φN ∈ L2h with (φi, φj) = δij for i, j = 1, . . . , N it is possi-
ble to find additional basis functions φN+1, . . . , φM ′ ∈ L2h via a Gram-Schmidt
procedure (Leon et al., 2013), so that (φi, φj) = δij for i, j = 1, . . . ,M ′. A
finite element representation of the extended set of basis functions is given as
φn(~x) =
M ′∑
m=1
ψm(~x)Φ
m
n , n = 1, . . . ,M
′, ~x ∈ Ω¯, (2.7)
for suitable finite element coefficients Φ11, . . . ,ΦM
′
1 , . . . ,Φ
1
M ′ . . . ,Φ
M ′
M ′ . The co-
efficients can be arranged in vector form,
Φn =
 Φ
1
n
...
ΦM
′
n
 , n = 1, . . . ,M ′, (2.8)
Φm = (Φm1 , . . . ,Φ
m
M ′), m = 1, . . . ,M
′, (2.9)
or in matrix form,
Φ = (Φ1, . . . ,ΦM ′) =
 Φ
1
...
ΦM
′
 =
 Φ
1
1 . . . Φ
1
M ′
...
...
ΦM
′
1 . . . Φ
M ′
M ′
 . (2.10)
The same type of notation is applied to general functions φ˜1, . . . , φ˜M ′ ∈ L2h.
Substituting the finite element representations of u1, . . . , un and φ˜1, . . . , φ˜N
into the POD functionals JR, see (2.1), for R = 1, . . . , N leads to
JR =
N∑
n=1
∥∥∥∥∥un −
R∑
r=1
φ˜rB˜
r
n
∥∥∥∥∥
2
=
N∑
n=1
(
un −
R∑
r=1
φ˜rB˜
r
n, un −
R∑
r=1
φ˜rB˜
r
n
)
=
N∑
n=1
M ′∑
k=1
ψk
(
Ukn −
R∑
r=1
Φ˜kr B˜
r
n
)
,
M ′∑
l=1
ψl
(
U ln −
R∑
r=1
Φ˜lrB˜
r
n
)
=
N∑
n=1
M ′∑
k,l=1
(
Ukn −
R∑
r=1
Φ˜kr B˜
r
n
)
(ψk, ψl)
(
U ln −
R∑
r=1
Φ˜lrB˜
r
n
)
=
N∑
n=1
(
Un −
R∑
r=1
Φ˜rB˜
r
n
)T
M
(
Un −
R∑
r=1
Φ˜rB˜
r
n
)
=
N∑
n=1
∥∥∥∥∥Un −
R∑
r=1
Φ˜rB˜
r
n
∥∥∥∥∥
2
M
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and a substitution of the finite element representations into the orthogonality
constraints, see (2.2), for any i, j = 1, . . . , N leads to
δij = (φ˜i, φ˜j) =
M ′∑
k=1
ψkΦ˜
k
i ,
M ′∑
l=1
ψlΦ˜
l
j
 = M ′∑
k,l=1
Φ˜ki (ψk, ψl)Φ˜
l
j = (Φ˜i, Φ˜j)M.
These finite element versions of the POD functionals and orthogonality con-
straints are substituted in problem 1. It is taken into account that at most
M ′ mutuallyM orthogonal members of RM ′ can be found. This leads to the
finite element formulation of the POD approximation problem:
Problem 2. For given U1, . . . , UN ∈ RM ′ , find vectors Φ1, . . . ,ΦL ∈ RM ′
and coefficients B11 , . . . , BL1 , . . . , B1N , . . . , B
L
N ∈ R which minimize
JR =
N∑
n=1
∥∥∥∥∥Un −
R∑
r=1
Φ˜rB˜
r
n
∥∥∥∥∥
2
M
(2.11)
for all R = 1, . . . , L and L = min(M ′, N) under the constraints
(Φi,Φj)M = δij , i, j = 1, . . . , L. (2.12)
Here, U1, . . . , UN are called snapshot vectors and Φ1, . . . ,ΦL are called
POD basis vectors.
For any set of basis vectors, optimal coefficients are provided by the M
orthogonal projection of the snapshots onto the space spanned by the basis
vectors:
Proposition 1. Given U1, . . . , UN ∈ RM ′q and L = min(M ′, N), the coeffi-
cients
Brn = (Φ˜r, Un)M, r = 1, . . . , L, n = 1, . . . , N. (2.13)
minimize the functionals J1, . . . , JL of (2.11) for any vectors Φ˜1, . . . , Φ˜L ∈
RM ′ satisfying Φ˜iMΦ˜j = δij for all i, j = 1, . . . , L.
Proof. The proof is carried over from Meyer (2000, p. 435–436) and Trefethen
and Bau (1997, p. 80–81) to the current setting. For any R ∈ {1, . . . , L} and
arbitrary B˜11 , . . . , B˜L1 , . . . , B˜1N , . . . , B˜
L
N ∈ R, the functional can be written as
JR =
N∑
n=1
∥∥∥∥∥Un −
R∑
r=1
Φ˜rB˜
r
n
∥∥∥∥∥
2
M
=
N∑
n=1
∥∥∥∥∥Un −
R∑
r=1
Φ˜r(Φ˜r, Un)M +
R∑
r=1
Φ˜r(Φ˜r, Un)M −
R∑
r=1
Φ˜rB˜
r
n
∥∥∥∥∥
2
M
.
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From the orthonormality constraints it follows that Un −
∑R
r=1 Φ˜r(Φ˜r, Un)M
is the projection of Un onto the orthogonal complement of span(Φ˜1, . . . , Φ˜R).
The orthogonality allows the application of the Pythagorean theorem:
JR =
N∑
n=1
∥∥∥∥∥Un −
R∑
r=1
Φ˜r(Φ˜r, Un)M
∥∥∥∥∥
2
M
+
∥∥∥∥∥
R∑
r=1
Φ˜r(Φ˜r, Un)M −
R∑
r=1
Φ˜rB˜
r
n
∥∥∥∥∥
2
M
≥
N∑
n=1
∥∥∥∥∥Un −
R∑
r=1
Φ˜r(Φ˜r, Un)M
∥∥∥∥∥
2
M
.
Thus, Brn = (Φ˜r, Un)M for r = 1, . . . , L and n = 1, . . . , N minimizes the
functionals.
Applying proposition 1 to problem 2 leaves only the basis vectors as un-
knowns:
Problem 3. For given U1, . . . , UN ∈ RM ′ , find Φ1, . . . ,ΦL ∈ RM ′ which
minimize
JR =
N∑
n=1
∥∥∥∥∥Un −
R∑
r=1
Φ˜r(Φ˜r, Un)M
∥∥∥∥∥
2
M
for all R = 1, . . . , L and L = min(M ′, N) under the constraints
(Φi,Φj)M = δij , ∀i, j = 1, . . . , L.
If solutions Φ1, . . . ,ΦL to the minimization problem have been found, then
POD basis functions φ1, . . . , φL can be formulated via (2.7). Also, coefficients
B11 , . . . , B
L
1 , . . . , B
1
N , . . . , B
L
N can be computed via proposition 1. The follow-
ing section presents how a singular value decomposition can be employed to
solve the minimization problem.
2.2 Computation via singular value decomposi-
tion
The singular value decomposition for real rectangular matrices is given in the
following theorem. Proofs can be found e.g. in Trefethen and Bau (1997) and
other textbooks.
16
Theorem 1. For a given matrix Uˆ ∈ RM ′×N there exist orthogonal matrices
Φˆ ∈ RM ′×M ′ and V ∈ RN×N such that
Uˆ = ΦˆΣVT ,
where Σ ∈ RM ′×N is a diagonal matrix with diagonal entries σ1, . . . , σL which
satisfy σ1 ≥ · · · ≥ σR > 0 = σR+1 = · · · = σL for R = rank(Uˆ) and
L = min(M ′, N).
To include orthogonality with respect to the mass matrix M, a slight
modification is necessary, which leads to the following theorem. The symbol
I is used to denote identity matrices of different dimensions, which can be
immediately deduced from the context.
Theorem 2. Let M ∈ RM ′×M ′ be a symmetric and positive definite matrix
with a Cholesky decompositionM = CTC and let a singular value decomposi-
tion of Uˆ = CU for some matrix U ∈ RM ′×N be given as
Uˆ = ΦˆΣVT , ΦˆT Φˆ = I, ΦˆΦˆT = I, VTV = I, VVT = I.
Then Φˆ = CΦ gives rise to
U = ΦΣVT , ΦTMΦ = I, ΦΦT =M−1, VTV = I, VVT = I.
Proof. The Cholesky factors are invertible and, therefore, of full rank (see,
e.g. Trefethen and Bau, 1997). Therefore, the matrix Uˆ has the same rank as
U . The decomposition of Uˆ and the statements about Φˆ and V follow from
theorem 1. The other statements follow from substitution and inverting the
Cholesky factor C.
The vector and matrix notations of (2.5)–(2.6) and (2.8)–(2.10) are applied
also for V:
Vn =
V
1
n
...
V Nn
 , n = 1, . . . , N,
V m = (V m1 , . . . , V
m
N ), m = 1, . . . , N,
V = (V1, . . . , VN ) =
V
1
...
V N
 =
V
1
1 . . . V
1
N
...
...
V N1 . . . V
N
N
 .
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Taking into account the special structure of the matrix Σ, it is possible to
write
U =
L∑
r=1
σrΦrV
T
r , Un =
L∑
r=1
σrΦrV
n
r , n = 1, . . . , N, L = min(M
′, N).
In the following it is shown that a solution to problem 3 is given by the
columns of the matrix Φ of theorem 2. The derivation is based in parts on
Volkwein (2008) and Kahlbacher (2006). The work of Kahlbacher refers to
Volkwein (2001) for a proof. The derivation in Volkwein (2001), however,
builds on Stewart (1993), where the proof of the approximation theorem of
Schmidt (1907) is reproduced for a singular value decomposition of a square
matrix.
Theorem 3. Let Φ = (Φ1, . . . ,ΦM ′) ∈ RM ′×M ′ and U = (U1, . . . , UN ) ∈
RM ′×N be given as in theorem 2 and let L = min(M ′, N). For any set of
mutually M-orthonormal vectors Φ˜1, . . . , Φ˜L ∈ RM ′ and any R = 1, . . . , L it
holds that
N∑
n=1
∥∥∥∥∥Un −
R∑
r=1
Φ˜rΦ˜
T
rMUn
∥∥∥∥∥
2
M
≥
N∑
n=1
∥∥∥∥∥Un −
R∑
r=1
ΦrΦ
T
rMUn
∥∥∥∥∥
2
M
. (2.14)
Proof. It holds that
N∑
n=1
‖Un‖2M =
N∑
n=1
∥∥∥∥∥
L∑
r=1
σrΦrV
n
r
∥∥∥∥∥
2
M
=
N∑
n=1
(
L∑
i=1
σiΦiV
n
i
)T
M
 L∑
j=1
σjΦjV
n
j

=
N∑
n=1
L∑
i,j=1
σiV
n
i Φ
T
iMΦjV nj σj
=
N∑
n=1
L∑
i=1
σiV
n
i V
n
i σi
=
L∑
i=1
σ2i .
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The right-hand side of the statement of the theorem can be reformulated as
N∑
n=1
∥∥∥∥∥Un −
R∑
r=1
ΦrΦ
T
rMUn
∥∥∥∥∥
2
M
=
N∑
n=1
∥∥∥∥∥Un −
R∑
r=1
ΦrΦ
T
rMΦΣ(V n)T
∥∥∥∥∥
2
M
=
N∑
n=1
∥∥∥∥∥
L∑
r=1
σrΦrV
n
r −
R∑
r=1
σrΦrV
n
r
∥∥∥∥∥
2
M
=
N∑
n=1
∥∥∥∥∥
L∑
r=R+1
σrΦrV
T
r
∥∥∥∥∥
2
M
=
N∑
n=1
(
L∑
i=R+1
σiΦiV
n
i
)T
M
 L∑
j=R+1
σjΦjV
n
j

=
N∑
n=1
L∑
i,j=R+1
σiV
n
i Φ
T
iMΦjV nj σj =
N∑
n=1
L∑
i=R+1
σiV
n
i V
n
i σi =
L∑
i=R+1
σ2i
=
N∑
n=1
‖Un‖2M −
R∑
i=1
σ2i .
The left-hand side of the statement of the theorem can be reformulated as
N∑
n=1
‖Un −
R∑
r=1
Φ˜rΦ˜
T
rMUn‖2
=
N∑
n=1
(Un −
R∑
r=1
Φ˜rΦ˜
T
rMUn)TM(Un −
R∑
r=1
Φ˜rΦ˜
T
rMUn)
=
N∑
n=1
(
UTnMUn − 2
R∑
r=1
UTnMΦ˜rΦ˜TrMUn +
R∑
i,j=1
UTnMΦ˜Ti Φ˜iMΦ˜jΦ˜TjMUn
)
=
N∑
n=1
‖Un‖2M −
R∑
r=1
N∑
n=1
UTnMΦ˜rΦ˜TrMUn.
After substituting the results in the statement, it remains to be shown that
for any R = 1, . . . , L
R∑
r=1
N∑
n=1
UTnMΦ˜rΦ˜TrMUn ≤
R∑
i=1
σ2i . (2.15)
Focusing on the individual terms in the outer sum of the left-hand side of
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(2.15), it holds for any r = 1, . . . , R that
N∑
n=1
UTnMΦ˜rΦ˜TrMUn
=
N∑
n=1
Φ˜TrMUnUTnMΦ˜r
= Φ˜TrMUUTMΦ˜r
= Φ˜TrMΦΣV TV ΣTΦTMΦ˜r
= Φ˜TrMΦΣΣTΦTMΦ˜r
=
L∑
i=1
Φ˜TrMΦiσ2iΦTiMΦ˜r
=
L∑
i=1
σ2i (Φ˜
T
rMΦi)2
= σ2R +
( R∑
i=1
σ2i (Φ˜
T
rMΦi)2 − σ2R
R∑
i=1
(Φ˜TrMΦi)2
)
−
(
σ2R
L∑
i=R+1
(Φ˜TrMΦi)2 −
L∑
i=R+1
σ2i (Φ˜
T
rMΦi)2
)
− σ2R
(
1−
L∑
i=1
(Φ˜TrMΦi)2
)
. (2.16)
In the following, the last two lines of (2.16) are examined. Due to the ordering
of the singular values, see theorem 1, for any R = 1, . . . , L and r = 1, . . . , L
it is true that
σ2R(Φ˜
T
rMΦi)2 ≥ σ2i (Φ˜TrMΦi)2, i = R+ 1, . . . , L
From theorem 2 it follows for any r = 1, . . . , L that
L∑
i=1
(Φ˜TrMΦi)2 ≤
M ′∑
i=1
(Φ˜TrMΦi)2 = Φ˜TrMΦΦTMΦ˜r = Φ˜TrMΦ˜r = 1.
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Applying these results to (2.16) gives rise to the inequality
N∑
n=1
UTnMΦ˜rΦ˜TrMUn ≤ σ2R +
( R∑
i=1
σ2i (Φ˜
T
rMΦi)2 − σ2R
R∑
i=1
(Φ˜TrMΦi)2
)
= σ2R +
R∑
i=1
(σ2i − σ2R)(Φ˜TrMΦi)2
for each r = 1, . . . , R, and
R∑
r=1
N∑
n=1
UTnMΦ˜rΦ˜TrMUn ≤ Rσ2R +
R∑
i,r=1
(σ2i − σ2R)(Φ˜TrMΦi)2
=
R∑
i=1
(
σ2R + (σ
2
i − σ2R)
R∑
r=1
(Φ˜TrMΦi)2
)
.
If L < M ′, a Gram-Schmidt procedure is able to provide additional vectors
Φ˜L+1, . . . , Φ˜M ′ , so that Φ˜ = (Φ˜1, . . . , Φ˜M ′) fulfills
I = Φ˜TMΦ˜ = (CΦ˜)T (CΦ˜) = (CΦ˜)(CΦ˜)T = CΦ˜Φ˜TCT .
Here it was used that a square matrix with mutually orthonormal columns
has mutually orthonormal rows. Multiplying with the inverses of the Cholesky
factors leads to
Φ˜Φ˜T =M−1. (2.17)
Therefore,
R∑
r=1
(Φ˜TrMΦi)2 ≤
M ′∑
r=1
(Φ˜TrMΦi)2 = ΦTiMΦ˜Φ˜TMΦi = ΦTiMΦi = 1.
Using 0 ≤ σ2i − σ2R for all i ≤ R, one obtains
R∑
r=1
N∑
n=1
UTnMΦ˜rΦ˜TrMUn ≤
R∑
i=1
(
σ2R + (σ
2
i − σ2R)
R∑
r=1
(Φ˜TrMΦi)2
)
≤
R∑
i=1
(
σ2R + (σ
2
i − σ2R)
)
=
R∑
i=1
σ2i ,
so (2.15) is valid.
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Theorem 2 provides solutions to the POD minimization problem 3, and so
the following definitions are justified:
Definition 1. For L = min(M ′, N), the decomposition
U =
L∑
r=1
σrΦrV
T
r =
L∑
r=1
ΦrΦ
T
rMU
according to theorem 2 with M equal to the finite element mass matrix is
called a proper orthogonal decomposition.
Definition 2. For any R ≤ min(M ′, N), the decomposition
U ≈
R∑
r=1
σrΦrV
T
r =
R∑
r=1
ΦrΦ
T
rMU
according to theorem 2 with M equal to the finite element mass matrix is
called a truncated proper orthogonal decomposition.
The first POD basis vectors can be represented as a linear combination of
snapshots:
Corollary 1. For U , Φ, Σ and V as given in theorem 2, it holds that
Φr = UVr/σr, r = 1, . . . , rank(U).
Proof. Theorem 2 states U = ΦΣVT and VTV = I. Consequently, UV = ΦΣ.
From the definition of Σ follows UVr = Φrσr for r = 1, . . . , rank(U). As the
considered singular values are non-zero, division is allowed, which proves the
claim.
Corollary 2. For U , Φ, Σ and V as given in theorem 2, it holds that
Φr = UUTMΦr/σ2r , r = 1, . . . , rank(U).
Proof. The substituting of UT = VΣΦT and subsequent simplification leads
to the statement of corollary 1.
The corollaries 1 and 2 are useful for the formulation of the POD-Galerkin
models, as they relate properties of the snapshots with properties of the ba-
sis functions. In particular, if some row of U is zero, then the same rows
of the first rank(U) POD basis vector are zero, which is useful for the im-
plementation of Dirichlet conditions. Moreover, if AU = 0 for a matrix A
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of corresponding size, then AΦr = 0 for r = 1, . . . , rank(U). This is helpful
for the implementation of the incompressible flow models, where the general
matrix A is replaced by a discretized divergence operator.
Because theorem 2 implies an algorithm for the computation of a POD, a
few remarks on the actual computations are given: For the computation of the
POD basis functions from finite element snapshots via a singular value decom-
position, not necessarily a Cholesky decomposition of the mass matrix needs
to be performed. For instance Kunisch and Volkwein (1999) use the positive
square root of the mass matrix. A Cholesky factorization with reordering is
quite efficient in the computations shown in later chapters, so that the com-
putation time and storage requirements for the matrix factorization are no
issue. In the literature it is often argued that, depending on the dimensions
of the snapshot matrix, it may be cheaper to obtain a singular value decom-
position via the related eigenvalue decomposition of the correlation matrix
UTMU (Kunisch and Volkwein, 1999). However, in the presented computa-
tions the singular value decompositions took only a small fraction of the total
computational time, which justifies the approach of a direct computation of
the singular value decomposition.
2.3 Implementation of Dirichlet conditions
The next chapters feature reduced-order models for PDE problems where the
values of the solution are prescribed at some parts of the boundary. As a
preparation, this section introduces three different implementations of inho-
mogeneous Dirichlet boundary conditions: the control function method, the
modified basis function method and the penalty method.
The first and most common way to incorporate inhomogeneous Dirich-
let conditions in POD reduced-order models is to subtract a known lifting
function from the snapshots, so that the modified snapshots fulfill homo-
geneous Dirichlet conditions. The resulting POD basis functions are linear
combinations of the modified snapshots and, therefore, individually fulfill ho-
mogeneous Dirichlet conditions, and so does any linear combination of POD
basis functions. Adding the lifting function to a linear combination of POD
basis functions results in a function which fulfills the original inhomogeneous
boundary conditions. In this way the inhomogeneous Dirichlet conditions are
automatically included in the POD approximation. The method is compu-
tationally equivalent to subtracting the lifting function from the unknown
in the original PDE problem, solving for the modified unknown and adding
the lifting function to the solution. Implementing inhomogeneous Dirichlet
conditions with a known lifting function is termed ‘control function method’
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in Graham et al. (1999) for PDE problems whose Dirichlet conditions can
be parametrized with a single time-dependent coefficient. Gunzburger et al.
(2007) generalize this method for problems with multiple parameters at dis-
tinct boundary sections. In subsection 2.3.1 a generalization of the procedure
of Gunzburger et al. is introduced and typical choices of lifting functions are
listed.
Gunzburger et al. (2007) introduce another implementation of inhomoge-
neous Dirichlet conditions, which is called ‘modified basis function method’
in the present thesis. The method relies on a POD of the original snapshots.
The resulting basis functions are modified so that some of them fulfill inho-
mogeneous Dirichlet conditions, while the others fulfill homogeneous Dirichlet
conditions. A linear combination of the former is used as a lifting function,
while the latter are used exactly like the POD basis functions in the control
function method. The modified basis functions are orthonormal and span the
same space as the unmodified basis functions. A derivation of the method is
presented in subsection 2.3.2.
The penalty method leaves the snapshots and basis functions unmodified,
but enforces inhomogeneous Dirichlet conditions with a penalty term in the
model equations. While being relatively common in the area of finite elements,
the method has not been applied to reduced-order modeling very often. An
overview of a few recent publications is given in subsection 2.3.3.
The control function method and the modified basis function method can
be viewed in a common framework. They both provide solutions to the fol-
lowing problem:
Problem 4. Assuming
• ψ1, . . . , ψM ′ form a continuous Lagrangian finite element basis,
• u1, . . . , uN ∈ span(ψ1, . . . , ψM ′) are given,
• u1 − uhD,1, . . . , uN − uhD,N ∈ span(ψ1, . . . , ψM ),
• uhD,1, . . . , uhD,N ∈ span(g1, . . . , gK) for K ≤ min(M ′, N),
• g1, . . . , gK ∈ span(ψ1, . . . , ψM ′),
find functions
φ1, . . . φR ∈ span(ψ1, . . . , ψM ), (2.18)
φR+1, . . . , φR′ ∈ span(ψ1, . . . , ψM , ψM+1, . . . , ψM ′), (2.19)
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for R′ = R+K ≤ min(M ′, N), so that there exist
uR1 , . . . , u
R
N ∈ span(φ1, . . . , φR′) (2.20)
which satisfy
u1 − uR1 , . . . , uN − uRN ∈ span(ψ1, . . . , ψM ). (2.21)
The two methods provide functions which, apart from solving problem 4,
are solutions to a minimization problem. In particular, the control function
method (see subsection 2.3.1) yields mutually L2(Ω)-orthonormal functions
φ1, . . . φR which minimize
N∑
n=1
∥∥∥∥∥un −
R′∑
r=R+1
φrb
r
n −
R∑
r=1
φr
(
φr, un −
R′∑
r=R+1
φrb
r
n
)∥∥∥∥∥
2
L2(Ω)
, (2.22)
where φR+1, . . . , φR′ and bR+1n , . . . , bR
′
n for n = 1, . . . , N are fixed. On the
contrary, the modified basis function method (subsection 2.3.2) finds mutually
L2-orthonormal functions φ1, . . . φR′ which minimize
N∑
n=1
∥∥∥∥∥un −
R′∑
r=1
φr (φr, un)
∥∥∥∥∥
2
L2(Ω)
. (2.23)
2.3.1 Control function method
The standard method for inhomogeneous Dirichlet conditions in reduced-order
models is often introduced using continuous snapshots and lifting functions.
Sometimes the inhomogeneous Dirichlet conditions are already eliminated by
modifying the original PDE problem. Here, on the contrary, the control func-
tion method is described on the linear algebraic level. While this may seem
overly complicated, it paves the way for the subsequent modified basis func-
tion method, which can be derived more naturally from the point of view of
linear algebra.
A snapshot matrix U = (U1, . . . , UN ) ∈ RM ′×N is introduced like in (2.6).
The columns of U contain the finite element coefficients vector of the snapshots
u1, . . . , uN ∈ L2h. In a similar way, a matrix Φ¯ = (Φ¯1, . . . , Φ¯K) ∈ RM
′×K is
defined, whose columns represent the finite element coefficient vectors of the
functions φ¯1, . . . , φ¯K . The practical choice of these functions is discussed at
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the end of this section. The matrices are partitioned as
U =
(UF
UD
)
, UF ∈ RM×N , UD ∈ RM¯×N
Φ¯ =
(
Φ¯F
Φ¯D
)
, Φ¯F ∈ RM×K , Φ¯D ∈ RM¯×K
for M ′ = M + M¯ . The rows of the upper parts of the matrices, UF and
Φ¯F, correspond to the mesh nodes where the unknowns of the finite element
simulation are situated. The rows of the lower parts of the matrices, UD
and Φ¯D, correspond to the Dirichlet mesh nodes. The superscripts F and D
stand for ‘free’ and ‘Dirichlet’, respectively. It is assumed that the columns of
UD can be formed by a linear combination of the rows of Φ¯D. In particular,
UD = Φ¯DB¯T for some known coefficient matrix B¯ ∈ RN×K . A modified
snapshot matrix is defined as U˜ = U − Φ¯B¯T , so that
U˜ =
(U˜F
U˜D
)
=
(UF − Φ¯FB¯T
UD − Φ¯DB¯T
)
=
(UF − Φ¯FB¯T
0
)
. (2.24)
A truncated POD of the modified snapshot matrix U˜ is computed via
theorem 2, withM equal to the finite element mass matrix. The number of
retained basis vectors is R ≤ rank(U˜), so that
U˜ ≈ Uˆ = ΦΣVT , (2.25)
where Φ ∈ RM ′×R, Σ ∈ RR×R and V ∈ RN×R. Equality holds in (2.25) if
R = rank(U˜). By definition 1 and theorem 2 it holds that ΦTMΦ = I and
VTV = I, where I denotes an R×R identity matrix. However, no statements
can be made about ΦΦT and VVT .
Corollary 1 implies that the columns of Φ are linear combinations of the
columns of U˜ , i.e. Φ = U˜VΣ−1. Let
Φ =
(
ΦF
ΦD
)
, ΦF ∈ RM×R, ΦD ∈ RM¯×R,
so that ΦD = U˜DVΣ−1. From U˜D = 0, see (2.24), follows that ΦD = 0. In
view of the finite element representation (2.7) it is clear that φ1, . . . , φR ∈
span(ψ1, . . . , ψM ), so (2.18) is fulfilled. Moreover, the columns of Φ¯ can be
used as coefficients in the finite element representation of φR+1, . . . , φR′ , which
satisfy (2.19).
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Now define UR = ΦBT + Φ¯B¯T , where Φ, Φ¯ and B¯ have been introduced
above and B ∈ RN×R is arbitrary. From the results above it can be deduced
that
UR =
(
ΦFBT
0
)
+
(
Φ¯FB¯T
UD
)
and
U − UR =
(UF
UD
)
−
(
ΦFBT + Φ¯FB¯T
UD
)
=
(UF − ΦFBT − Φ¯FB¯T
0
)
.
The columns of UR ∈ RM ′×N are used as finite element coefficients in combina-
tion with the finite element basis functions ψ1, . . . , ψM ′ to construct reduced-
order approximations uR1 , . . . , uRN of the snapshots u1, . . . , uN , see (2.20). Be-
cause the finite element coefficients of U−UR corresponding to ψM+1, . . . , ψM ′
are zero, it follows that u1 − uR1 , . . . , uN − uRN ∈ span(ψ1, . . . , ψM ), so (2.21)
is satisfied. Finally, substituting the definition of modified snapshot matrix U˜
in the POD minimization problem 3 reveals that Φ minimizes
N∑
n=1
∥∥Un − Φ¯(B¯n)T − ΦΦTM(Un − Φ¯(B¯n)T )∥∥2M
for prescribed Φ¯ ∈ RM ′×K and B¯1, . . . , B¯N ∈ RK under the condition that
the columns of Φ areM-orthonormal. This corresponds to (2.22) written in
terms of the finite element coefficients vectors.
While it has been assumed that UD = Φ¯DB¯T , no restriction was imposed
on Φ¯F. In the following, some popular choices are listed:
• The trivial choice is Φ¯F = 0. This reflects the standard method in the
finite element context (Gresho and Sani, 2000).
• For some problems it is possible to manually construct suitable columns
of Φ¯F, e.g. by using polynomial extensions of the boundary data into
the interior domain. This leads to a smoother continuous extension
of the boundary data, which might be favorable when gradients of the
reduced-order solution must be computed at the boundary.
• In the special case of time-independent Dirichlet boundary conditions it
is sufficient to choose Φ¯ as one column vector and B¯ as a vector of ones
in order to satisfy UD = Φ¯DB¯T . A standard approach is to set Φ¯ equal
to a snapshot average. For instance, the arithmetic mean of a set of
snapshots with time-constant Dirichlet conditions fulfills the Dirichlet
conditions, too.
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• Suitable columns of Φ¯ can also be computed by solving auxiliary prob-
lems. Examples are the stationary version of the original problem
(Burkardt et al., 2006a) or the adjoint equations (Eftang and Rønquist,
2010).
In some applications the reduced-order solution is required to fulfill addi-
tional conditions. Most prominently in the context of incompressible flows,
the reduced-order solution is often required to be discretely divergence-free by
construction. To achieve this, Φ¯ must be chosen so that φR+1, . . . , φR′ are dis-
cretely divergence-free. In this case using a snapshot average or the solution
of a stationary problem is advantageous, because Φ¯F = 0 does not lead to dis-
cretely divergence-free functions in general and constructing divergence-free
functions manually can be challenging.
2.3.2 Modified basis function method
Gunzburger et al. (2007) describe how inhomogeneous boundary conditions
in POD-Galerkin reduced-order models can be implemented by modifying the
POD basis functions computed from a set of snapshots, without the need to
subtract any predefined lifting function. Their method is limited, however,
to problems where Dirichlet conditions at multiple non-overlapping boundary
sections are characterized by functions which are products of time-dependent
and space dependent functions. The method relies on a manual choice of one
point on each boundary section, at which an equation has to be solved to en-
force the fulfillment of the boundary condition. In the following, the method
is generalized to problems with possibly overlapping boundary sections, at
which inhomogeneous Dirichlet boundary conditions are given by linear com-
binations of products of time-dependent and space-dependent functions. The
presented approach does not require a manual choice of certain points to
enforce the boundary conditions.
The theory is provided in terms of the finite element coefficient vectors.
At any time in the derivation it is possible to switch to the finite element
fields by employing the finite element basis functions. A set of snapshot
vectors is assumed to be given in terms of the columns of a snapshot matrix
U ∈ RM ′×N . A POD of U is performed via theorem 2, withM equal to the
finite element mass matrix. A truncated POD basis is stored as columns in a
matrix ΦU ∈ RM ′×R′ for some fixed R′ ≤ min(M ′, N). Now modified POD
basis vectors are sought, which span the column space of ΦU . The modified
basis functions are required to solve problem 4 and at the same time minimize
(2.23).
The modified POD basis vectors are computed with an additional singular
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value decomposition applied to a submatrix of ΦU . The following theorem
provides the foundation.
Theorem 4. Let a matrix ΦU ∈ RM ′×R′ be given and let ΦFU and ΦDU be
submatrices of ΦU , so that
ΦU =
(
ΦFU
ΦDU
)
, ΦFU ∈ RM×R
′
, ΦDU ∈ RM¯×R
′
.
Then a singular value decomposition
ΦDU = Φˆ
DΣˆVˆT , ΦˆD ∈ RM¯×M¯ , Σˆ ∈ RM¯×R′ , Vˆ ∈ RR′×R′ (2.26)
gives rise to
ΦU Vˆ =
(
Φ¯F ΦF
Φ¯D ΦD
)
, Φ¯ =
(
Φ¯F
Φ¯D
)
, Φ =
(
ΦF
ΦD
)
,
where ΦD is a zero matrix with M¯ rows and R′ − rank(ΦDU ) columns.
Proof. The singular value decomposition can be performed for any matrix
ΦDU ∈ RM¯×R
′
. It must be shown that the product ΦU Vˆ has the claimed block
structure. It follows from the statements of the theorem and the orthogonality
of Vˆ that (
Φ¯D ΦD
)
= ΦDU Vˆ = ΦˆDΣˆVˆT Vˆ = ΦˆDΣˆ.
The right R′− rank(ΦDU ) columns of the matrix Σˆ are zero vectors due to the
properties of the singular value decomposition. As a consequence, the right
R′ − rank(ΦDU ) columns of
(
Φ¯D ΦD
)
are zero vectors, which means ΦD is a
zero matrix.
Theorem 4 almost ensures that the columns of Φ and Φ¯ qualify as finite
element coefficient vectors of functions fulfilling (2.18) and (2.19), respec-
tively. It is still left to show, however, that at least R functions belong to
span(ψ1, . . . , ψM ). But first a few helpful auxiliary results are presented.
Corollary 3. If ΦTUMΦU = I, whereM is a symmetric and positive definite
matrix and I is an identity matrix, then (Φ¯ Φ)TM (Φ¯ Φ) = I.
Proof. The statements of theorem 4 and the orthogonality of the matrix Vˆ
result in (
Φ¯ Φ
)TM (Φ¯ Φ) = VˆTΦTUMΦU Vˆ = VˆT Vˆ = I.
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Corollary 4. It holds that ΦU =
(
Φ¯ Φ
) VˆT .
Proof. Theorem 4 and the orthogonality of Vˆ lead to
ΦU = ΦU VˆVˆT =
(
Φ¯ Φ
) VˆT .
Corollary 5. The matrix Φ¯D has full rank.
Proof. It has been shown in the proof of theorem 4 that the matrix Φ¯D consists
of the left rank(ΦDU ) columns of Φˆ
DΣˆ. The singular value decomposition
ensures that ΦˆD is orthogonal and Σˆ is diagonal, with the first rank(ΦDU )
diagonal entries larger than zero. The left rank(ΦDU ) columns of Φˆ
DΣˆ are
therefore orthogonal to each other and not equal to zero vectors. Thus, Φ¯D
has full rank.
Now theorem 4 is applied to the POD of a set of finite element snapshot
vectors given by the columns of a matrix U ∈ RM ′×N . Let ΦU ∈ RM ′×R′
denote a matrix containing the basis vectors of a truncated POD of the snap-
shot matrix U and let (Φ¯ Φ) ∈ RM ′×R′ denote a matrix of corresponding
modified POD basis vectors. The modified basis vectors can be represented
by linear combinations of snapshots if the number of basis vectors is not too
large:
Corollary 6. Let ΦUΣUVTU be a truncated POD of a matrix U ∈ RM
′×N with
ΦU ∈ RM ′×R′ , ΣU ∈ RR′×R′ and VU ∈ RN×R′ , and let
(
Φ¯ Φ
)
be the matrix
of modified basis vectors according to theorem 4. Then
1 ≤ R′ ≤ rank(U) ⇒ (Φ¯ Φ) = UVUΣ−1U Vˆ.
Proof. Corollary 1 implies 1 ≤ R′ ≤ rank(U)⇒ ΦU = UVUΣ−1U , which can be
substituted into the statement
(
Φ¯ Φ
)
= ΦU Vˆ of theorem 4.
Assume that the upper M rows of Φ¯, Φ and U correspond to the non-
Dirichlet mesh nodes, while the lower M¯ rows correspond to the Dirichlet mesh
nodes. Theorem 4 states that R′ − rank(ΦDU ) modified POD basis functions
are zero at the Dirichlet boundary nodes. Corollary 5 states that rank(ΦDU )
modified POD basis functions are non-zero at the Dirichlet boundary nodes.
The rank of ΦDU can be deduced from the entries of the diagonal matrix Σˆ. It
is related to the rank of the Dirichlet part of the snapshot matrix:
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Theorem 5. Let a truncated POD of a matrix U ∈ RM ′×N be given by
ΦUΣUVTU with ΦU ∈ RM
′×R′ , ΣU ∈ RR′×R′ and VU ∈ RN×R′ and let
U =
(UF
UD
)
, UF ∈ RM×N , UD ∈ RM¯×N
as well as
ΦU =
(
ΦFU
ΦDU
)
, ΦFU ∈ RM×R
′
, ΦDU ∈ RM¯×R
′
.
Then the following holds:
rank(UD) ≤ R′ ≤ rank(U) ⇒ rank(ΦDU ) = rank(UD).
Proof. From corollary 1 and the structure of the matrices it follows that
R′ ≤ rank(U) ⇒ ΦU = UVUΣ−1U
⇒
(
ΦFU
ΦDU
)
=
(UF
UD
)
VUΣ−1U
⇒ ΦDU = UDVUΣ−1U .
In general, the rank of a product of matrices is the minimum of the ranks of
the factors:
rank(ΦDU ) = min(rank(UD), rank(VUΣ−1U )).
By the properties of the singular value decomposition,
R′ ≤ rank(U) ⇒ rank(VUΣ−1U ) = R′,
which leads to
R′ ≤ rank(U) ⇒ rank(ΦDU ) = min(rank(UD), R′).
Finally, after introducing the additional assumption of rank(UD) ≤ R′,
rank(UD) ≤ R′ ≤ rank(U) ⇒ rank(ΦDU ) = rank(UD).
The snapshot matrix U is assumed to result from problem 4, where Dirich-
let conditions were implemented with a linear combination of given functions
gh1 , . . . , g
h
K . This means that for UD ∈ RM¯×N containing the finite element
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coefficients of the Dirichlet nodes it holds that rank(UD) ≤ K. In the fol-
lowing, theorem 5 and 4 are applied to this matrix and the resulting POD.
Recalling R = R′ −K, theorem 5 leads to
R ≤ rank(U)−K ⇒ rank(ΦDU ) ≤ K. (2.27)
In theorem 4, ΦD is a zero matrix with M¯ rows and R′ − rank(ΦDU ) columns.
Therefore, (2.27) implies that ΦD has at least R columns if R ≤ rank(U)−K.
Assume at first that ΦD is a matrix which consists of exactly R columns, so
Φ ∈ RM ′×R and Φ¯ ∈ RM ′×R¯. Using the elements of the matrices as finite
element coefficient vectors in combination with the respective finite element
basis functions, it can be observed that the columns of Φ and Φ¯ result in
finite element function which fulfill (2.18) and (2.19), respectively. Assume
now that ΦD consists of more than R columns. The first R columns of Φ can
be used to form finite element functions which fulfill (2.18). The remaining
columns of Φ together with all columns of Φ¯ can be used to form finite element
functions which fulfill (2.19).
The Dirichlet part of the snapshot matrix can be shown to be equal to a
linear combination of modified POD basis vectors:
Theorem 6. If rank(UD) ≤ R′ ≤ rank(U), then each column of UD is a
linear combination of the columns of Φ¯D.
Proof. A truncated singular value decomposition UD = Φ˜DΣ˜V˜T is performed
while keeping all non-zero singular values. From corollary 6 follows(
Φ¯D ΦD
)
= UDVUΣ−1U Vˆ = Φ˜DD, D = Σ˜V˜TVUΣ−1U Vˆ.
By inspecting each of the factors of D, it can be shown that for rank(UD) ≤
R′ ≤ rank(U) the rank of the matrix D ∈ Rrank(UD)×R′ equals the rank of UD,
so that DDT is of full rank and, thus, invertible. By verifying(
Φ¯D ΦD
)DT (DDT )−1Σ˜V˜T = Φ˜DDDT (DDT )−1Σ˜V˜T = Φ˜DΣ˜V˜T = UD,
it can be shown that each column of UD is a linear combination of the columns
of
(
Φ¯D ΦD
)
. Because ΦD is a zero matrix, each column of UD is a linear
combination of the columns of Φ¯D.
Let B¯ ∈ RN×K be any matrix for which UD = Φ¯DB¯T . The proof of
theorem 6 provides an example for B¯. It can be shown like in the previous
subsection that (2.20) and (2.21) are satisfied for uR1 , . . . , uRN resulting from
UR = ΦBT + Φ¯B¯T with arbitrary B ∈ RN×R.
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Regarding optimality with respect to (2.23), note that ΦU solves the dis-
crete POD minimization problem 3 and the respective functional can be re-
formulated using theorem 4:
N∑
n=1
∥∥Un − ΦUΦTUMUn∥∥2M
=
N∑
n=1
∥∥∥Un − ΦU VˆVˆTΦTUMUn∥∥∥2M
=
N∑
n=1
∥∥∥Un − (Φ¯ Φ) (Φ¯ Φ)TMUn∥∥∥2M ,
which is a discrete version of (2.23).
2.3.3 Penalty method
A third approach to incorporate inhomogeneous Dirichlet boundary conditions
in POD-Galerkin reduced-order models is a penalty method, which enforces
the boundary conditions weakly using a penalty term. The method has been
studied in the context of the finite element method already e.g. by Babuška
(1973) and Barrett and Elliott (1986) for elliptic boundary value problems and
by Gunzburger and Hou (1992) for steady Stokes and Navier-Stokes problems.
Although the majority of papers on reduced-order modeling employ a strong
enforcement of inhomogeneous Dirichlet conditions, the penalty method has
been used as well. In the following, some references to studies are given, which
focus on reduced-order models with penalty enforcement of the boundary
conditions. For mathematical details, the reader is referred to these references.
Graham et al. (1999) introduce a penalty method to incorporate inhomo-
geneous time-dependent Dirichlet boundary conditions for the incompressible
flow around a cylinder at a Reynolds number of 100. They compare the
method with the more conventional control function method, concluding that
‘no clear winner emerges’. The authors mention the introduction of an addi-
tional parameter as a disadvantage of the penalty method and suggest that
good parameter values should be determined by numerical experiments.
Also Sirisup and Karniadakis (2005) employ a penalty method to incorpo-
rate time-dependent Dirichlet boundary conditions in a POD-Galerkin flow
model. They consider two examples, the simulation of the flow around a
cylinder based on a POD of a set of numerically generated snapshots as well
as a wave-structure interaction problem with snapshots taken from particle
velocimetry measurements. In the paper the accuracy and stability of the
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method depending on the value of the penalty parameters are studied numer-
ically.
Kalashnikova and Barone (2010) consider POD-Galerkin models of the
linearized compressible Euler equations. The boundary conditions are imple-
mented with a penalty-like formulation. The penalty parameters are derived
from the governing equations. The authors present a convergence analysis and
a computation of a priori error bounds for the solution of the reduced-order
model.
In a subsequent work, Kalashnikova and Barone (2012) present a penalty
POD-Galerkin model for non-linear problems, using the Allan-Cahn equation
and a convection-diffusion-reaction system as examples, both in an unsteady
one-dimensional setting. The core of the method is the determination of the
penalty parameters by a linear stability analysis around a stable state.
Janon et al. (2013) present a reduced-order model with penalty enforce-
ment of the boundary conditions for the viscous Burgers’ equation, where
the viscosity field as well as the initial and boundary data are parametrized.
To construct the underlying reduced spaces, the authors consider the POD
method, the Greedy method and the POD-Greedy method. The value of the
penalty parameter is chosen manually. Different values are compared to illus-
trate the effect of the parameter on the error bounds and the actual error.
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Chapter 3
Heat conduction in a square
A nonlinear parabolic PDE problem is studied as a first example of reduced-
order modeling. The setting was proposed by Gunzburger et al. (2007) to
compare different implementations of inhomogeneous Dirichlet conditions.
The problem is described by the transient heat equation augmented with
a quadratic term. The unit square is taken as a computational domain, with
unsteady inhomogeneous Dirichlet boundary conditions at two opposing sides
and homogeneous Dirichlet conditions at the other sides. Section 3.1 presents
the governing equations in their strong form and in a weak form which is suit-
able for finite element and reduced-order modeling. A finite element model
of the problem is derived and validated in section 3.2. Based on snapshots
of the finite element model, in section 3.3 a reduced-order model of the heat
conduction problem is derived and tested.
The reduced-order models presented in this thesis all rely on finite ele-
ment snapshots. Still, direct access to the discretized operators is not strictly
necessary to create a reduced-order model whose solution converges toward
the underlying snapshots. In fact it is possible to derive a reduced-order
model directly from a weak form of the problem. This approach is sometimes
called non-intrusive. On the other hand, one can derive a reduced-order
model from the discretized equations. This can be viewed as an intrusive
approach, as it requires access to the discretized operators. To compare these
approaches, different derivations of the reduced-order heat conduction model
are presented: one starting from the weak form, one starting from the spatially
semi-discretized equations and another one starting from the fully discretized
equations. An outline is given in Figure 3.1. All presented derivations lead
to the same reduced-order model under the conditions that that all spatial
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Figure 3.1: Outline of the derivation of the discretized reduced-order model.
integrals and derivatives are implemented with finite elements on the snap-
shot mesh and all time derivatives are realized with the time integrator of the
snapshot simulation. The reduced-order model is validated with respect to
the underlying snapshots and with respect to finite element solutions obtained
with a higher resolution in space and time.
This goal of this chapter is to prepare the ground for reduced-order models
of more complex problems. The finite element and reduced-order terminology
is introduced by means of a scalar PDE problem. Peculiarities like inhomoge-
neous Dirichlet boundary conditions and quadratic non-linearities are already
present in this otherwise simple problem. The notation is kept general enough
to carry over to the problems in the following chapters in a straight-forward
manner.
For an error analysis of POD-Galerkin reduced-order models for parabolic
problems, the reader is referred to Kunisch and Volkwein (2001), where for-
ward and backward Euler as well as Crank-Nicolson discretizations are stud-
ied. Reduced-order modeling based on a greedy method is considered in Grepl
and Patera (2005) for parametrized linear parabolic problems. Haasdonk and
Ohlberger (2008) introduce a combination of a greedy method with a POD
for a general parametrized linear evolution equation. Generalizations of such
‘reduced basis methods’ to non-linear problems exist (Grepl et al., 2007). All
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these references provide examples of parabolic problems for which efficient
reduced-order models can be developed.
3.1 Governing equations
Let Ω ⊂ R2 be a bounded spatial domain given by a non-empty open con-
nected set with boundary Γ and closure Ω¯, and let the spatial coordinates be
denoted by ~x = (x, y)T . The boundary Γ is split in a Dirichlet part ΓqD and
a Neumann part ΓqN so that Γ = Γ
q
D ∪ ΓqN with ΓqD ∩ ΓqN = ∅. The surface
unit normal vector at the boundary is given by ~n = (nx, ny)T . Furthermore,
let [0, T ] be a time interval with a final time T > 0 and let t denote the
time variable. A two-dimensional unsteady heat conduction problem has to
be solved for the temperature q : [0, T ] × Ω¯ → R. As initial data a function
q0 : Ω¯ → R is given, whose values depend continuously on ~x. An extension
of the temperature at the Dirichlet boundary into the domain is given by a
function qD : [0, T ] × Ω¯ → R, whose values depend continuously on space
and time. The initial and boundary data is assumed to be consistent in that
q0 = qD on {0} × ΓqD.
The problem is governed by the semilinear parabolic partial differential
equation
∂tq(t, ~x)−∆q(t, ~x) + q(t, ~x)2 = 0, (t, ~x) ∈ (0, T ]× Ω, (3.1)
with initial and boundary conditions
q(t, ~x)− q0(~x) = 0, (t, ~x) ∈ {0} × Ω, (3.2)
q(t, ~x)− qD(t, ~x) = 0, (t, ~x) ∈ (0, T ]× ΓqD, (3.3)
∇q(t, ~x) · ~n = 0, (t, ~x) ∈ (0, T ]× ΓqN. (3.4)
As an additional restriction, the continuous extension of the Dirichlet data is
assumed to be a linear combination with Kq terms,
qD(t, ~x) =
Kq∑
k=1
gqk(~x)η
k
q (t), (t, ~x) ∈ [0, T ]× Ω¯, (3.5)
for gq1, . . . , g
q
Kq : Ω¯→ R being continuous in space and η1q , . . . , ηK
q
q : [0, T ]→ R
being continuous in time.
The finite element method is based on a weak form of the governing equa-
tions, which is derived in the following. As a prerequisite, the subspace of
H1(Ω) functions which vanish on the Dirichlet boundary is given by
H1q,0(Ω) = {a ∈ H1(Ω) : a|ΓqD = 0}, (3.6)
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where q|ΓqD is interpreted as the trace of q (see Knabner and Angermann, 2003,
chapter 3). The partial differential equation (3.1) and initial condition (3.2)
are multiplied by some test function ψq ∈ H1q,0(Ω) and integrated over Ω, so
that
(ψq, ∂tq)− (ψq,∆q) + (ψq, q2) = 0, t ∈ (0, T ],
(ψq, q)− (ψq, q0) = 0, t ∈ {0}.
Applying the divergence theorem to the second term of the first equation gives
(ψq, ∂tq) + (∇ψq,∇q) + (ψq, q2) =
∫
Γ
ψq∇q · ~n dΓ,
where the boundary integral is interpreted in the sense of traces, too. The
boundary integral can be eliminated by using (3.4) at the Neumann boundary
ΓqN and using (3.6) at the Dirichlet boundary Γ
q
D. The unknown q is assumed
to belong to the Sobolev spaceH1(Ω). The inhomogeneous Dirichlet condition
is implemented by imposing that the difference between the unknown and the
continuous extension of the Dirichlet boundary belongs to H1q,0(Ω). This
standard approach leads to the following weak form: Find q − qD ∈ H1q,0(Ω)
such that
(ψq, ∂tq) + (∇ψq,∇q) + (ψq, q2) = 0, ∀ψq ∈ H1q,0(Ω), t ∈ (0, T ], (3.7)
(ψq, q)− (ψq, q0) = 0, ∀ψq ∈ H1q,0(Ω), t ∈ {0}. (3.8)
3.2 Finite element modeling
The derivation of the finite element model is carried out using the vertical
method of lines (see Knabner and Angermann, 2003), which consists of first
discretizing the equations in space (subsection 3.2.1), and then applying a
time-stepping scheme (subsection 3.2.2). The simulation is validated with a
space and time step refinement study (subsection 3.2.3).
3.2.1 Finite element discretization in space
The problem is discretized in space with quadratic Lagrangian finite elements
on a triangular grid. To this end, the domain Ω is subdivided into triangles
so that no vertex is positioned at the edge of another triangle. The union of
vertices and edge midpoints is called mesh nodes and denoted by ~xq1, . . . , ~x
q
M ′q .
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Figure 3.2: Sketch of a possible numbering of the mesh nodes for a quadratic
domain divided into 8 triangles. The first indices (1–9) refer to non-Dirichlet
nodes, while the other (10–25) refer to Dirichlet nodes.
The finite element solution is assumed to be a quadratic polynomial within
each triangle and continuous over the edges, so that it is uniquely defined by
the values at the mesh nodes. The solution can be represented as a linear com-
bination of quadratic Lagrangian finite element basis functions ψq1, . . . , ψ
q
M ′q .
These functions are piecewise quadratic within each triangle, continuous over
the edges and fulfill ψqi (~x
q
j) = δij for all i, j = 1, . . . ,M
′q. The mesh nodes
are assumed to be sorted, so that the first nodes ~xq1, . . . , ~x
q
Mq are situated
in the interior domain or on the Neumann boundary and the other nodes
~xqMq+1, . . . , ~x
q
M ′q are situated on the Dirichlet boundary. A possible num-
bering is sketched in Figure 3.2, where Mq = 9, M ′q = 25 and where the
whole boundary is a Dirichlet boundary. More details about quadratic finite
elements in two dimensions can be found in Babuška et al. (2011) and other
textbooks.
The finite element method relies on a subspace of the function space used
in the weak form. This subspace can be defined as the span of finite element
basis functions. In particular, the finite element subspaces H1q,h and H
1
q,0,h
are introduced as
H1q,h = span(ψ
q
1, . . . , ψ
q
Mq , ψ
q
Mq+1, . . . , ψ
q
M ′q ), (3.9)
H1q,0,h = span(ψ
q
1, . . . , ψ
q
Mq ). (3.10)
A finite element approximation qh of a temperature field q is then defined as
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the linear combination of finite element basis functions
q(t, ~x) ≈ qh(t, ~x) =
M ′q∑
i=1
ψqi (~x)Q
i(t), (t, ~x) ∈ [0, T ]× Ω¯, (3.11)
with the finite element coefficient vector Q : [0, T ]→ RM ′q written in compo-
nents as
Q(t) = (Q1(t), . . . , QM
′q
(t))T , t ∈ [0, T ].
For simplicity, the functions gq1, . . . , g
q
Kq and q0, see (3.2) and (3.5), are
also approximated by their finite element interpolations,
gqk(~x) ≈ ghk (~x) =
M ′q∑
i=1
ψqi (~x)g
q
k(~x
q
i ), k = 1, . . . ,K
q, ~x ∈ Ω¯, (3.12)
q0(~x) ≈ qh0 (~x) =
M ′q∑
i=1
ψqi (~x)q0(~x
q
i ), ~x ∈ Ω¯. (3.13)
The discrete equivalent qhD of qD, see (3.5), is given as
qD(t, ~x) ≈ qhD(t, ~x) =
Kq∑
k=1
ghk (~x)η
k
q (t), (t, ~x) ∈ [0, T ]× Ω¯. (3.14)
Although it is customary to choose qhD(t, ~x
q
i ) = 0 for i = 1, . . . ,M
q (see Gresho
and Sani, 2000, section 2.2), the general case is considered here.
By employing the finite element spaces, the weak form (3.7)–(3.8) can be
replaced by their discrete counterpart: Find qh − qhD ∈ H1q,0,h such that
(ψq, ∂tq
h) + (∇ψq,∇qh)
+ (ψq, qhqh) = 0, ∀ψq ∈ H1q,0,h, t ∈ (0, T ], (3.15)
(ψq, qh)− (ψq, qh0 ) = 0, ∀ψq ∈ H1q,0,h, t ∈ {0}. (3.16)
To ensure qh − qhD ∈ H1q,0,h it is sufficient to provide for
Qi(t) =
Kq∑
k=1
gqk(~x
q
i )η
k
q (t), i = M
q + 1, . . . ,M ′q, t ∈ [0, T ]. (3.17)
40
This can be shown by first substituting (3.11), (3.14) and (3.12) in the ex-
pression qh − qhD, reformulating, and finally inserting (3.17):
qh − qhD =
M ′q∑
i=1
ψqiQ
i −
Kq∑
k=1
M ′q∑
i=1
ψqi g
q
k(~x
q
i )η
k
q
=
M ′q∑
i=1
ψqi
(
Qi −
Kq∑
k=1
gqk(~x
q
i )η
k
q
)
=
Mq∑
i=1
ψqi
(
Qi −
Kq∑
k=1
gqk(~x
q
i )η
k
q
)
.
The result employs only the first Mq finite element basis functions. From
(3.10) it follows that qh − qhD is an element of H1q,0,h if the condition (3.17) is
fulfilled.
As H1q,0,h is spanned by ψ
q
1, . . . , ψ
q
Mq , it is allowed to replace ψ
q in (3.15)
and (3.16) with the finite element basis functions in turn. After expanding
the finite element approximations (3.11) and (3.13), the following discrete
problem is obtained: Find Q1, . . . , QM
q
satisfying
M ′q∑
j=1
(ψqi , ψ
q
j )︸ ︷︷ ︸
MFq
Q˙j +
M ′q∑
j=1
(∇ψqi ,∇ψqj )︸ ︷︷ ︸
KFq
Qj
+
M ′q∑
j=1
(
ψqi ,
M ′q∑
k=1
Qkψqkψ
q
j
)
︸ ︷︷ ︸
FFq
Qj = 0, i = 1, . . . ,Mq, t ∈ (0, T ],
(3.18)
M ′q∑
j=1
(ψqi , ψ
q
j )︸ ︷︷ ︸
MFq
Qj −
M ′q∑
j=1
(ψqi , ψ
q
j )︸ ︷︷ ︸
MFq
q0(~x
q
i ) = 0, i = 1, . . . ,M
q, t ∈ {0}, (3.19)
with Dirichlet boundary values given by (3.17). The braces indicate which
terms enter which matrices in the subsequent finite element assembly. The
subscript Q implies that the matrices are associated with the finite element
coefficient vector of the temperature field. The superscript F implies that
only the columns corresponding to the ‘free’ nodes ~xq1, . . . , ~x
q
Mq are employed.
For a given set of finite element basis functions, the scalar products of
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(3.18) and (3.19) can be computed. An additional vector
Q0 = (q0(~x
q
1), . . . , q0(~x
q
M ′q ))
T
is introduced to denote the finite element coefficients of the initial data. The
resulting vector form of the equations reads
MFq Q˙+KFq Q+ FFq (Q)Q = 0, t ∈ (0, T ], (3.20)
MFqQ−MFqQ0 = 0, t ∈ {0}, (3.21)
with Dirichlet values prescribed by (3.17) and with the definitions ofMFq , KFq ,
FFq (Q) ∈ RM
q×M ′q implied by (3.18) and (3.19). It can be shown that MFq
is positive definite and, thus, invertible. Nevertheless, (3.21) is not further
simplified in order to be consistent with the equations of the reduced-order
models later on.
3.2.2 Finite difference discretization in time
The system of equations (3.20), (3.21) and (3.17) is discretized in time using
the trapezoidal rule, also known as Crank-Nicolson scheme (Crank and Nicol-
son, 1947). At first, the time instances t1, . . . , tN of the numerical solution
are defined, which satisfy 0 = t1 < · · · < tN = T . Then, the fully discrete
approximate solution vectors are introduced as Qn = (Q1n, . . . , QM
′q
n )
T for
n = 1, . . . , N . They are supposed to approximate the semi-discrete solution
at the time instances, i.e. Qn ≈ Q(tn) for n = 1, . . . , N . Finite element
representations of the space-time discretized solutions are given by
q(tn, ~x) ≈ qhn(~x) =
M ′q∑
i=1
ψqi (~x)Q
i
n, n = 1, . . . , N, ~x ∈ Ω¯. (3.22)
The Crank-Nicolson method applied to the (3.20), (3.21) and (3.17) leads
to the time stepping scheme
MFq
Qn −Qn−1
tn − tn−1 +K
F
q
Qn +Qn−1
2
+
FFq (Qn)Qn + FFq (Qn−1)Qn−1
2
= 0, n = 2, . . . , N, (3.23)
MFqQn −MFqQ0 = 0, n = 1 (3.24)
with Dirichlet boundary values
Qin =
Kq∑
k=1
gqk(~x
q
i )η
k
q (tn), i = M
q + 1, . . . ,M ′q, n = 1, . . . , N. (3.25)
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Table 3.1: Parameters of the non-linear heat conduction problem.
description symbol expression
domain Ω (0, 1)× (0, 1)
Dirichlet boundary ΓqD Γ
Neumann boundary ΓqN ∅
simulation time T 1
initial condition q0 0
Dirichlet condition qD g
q
1(~x)η
1
q (t)
gq1(~x) 4x(1− x)
η1q (t)
{
2t if 0 ≤ t ≤ 0.5
2(1− t) if 0.5 ≤ t ≤ 1
In each step of the time-marching procedure, a non-linear system of equa-
tions must be solved for the non-Dirichlet components of the solution vector
at the new time instance. Newton’s method is used to split the non-linear
problems into sequences of linear algebraic sub-problems, which can be solved
via LU-decomposition.
3.2.3 Validation
A implementation of the finite element model of the previous sections was
created with Matlab. In the following, the resulting model is validated with
a refinement study for one of the scenarios given in Gunzburger et al. (2007).
The respective parameters are listed in Table 3.1.
For the time discretization a uniform grid with a constant time step size
of ∆t = 0.05 · 2−i is chosen, where i is the time refinement level and i = 0
corresponds to the initial time grid. The spatial domain is discretized with a
uniform mesh that resembles a union jack pattern. A series of refined spatial
grids is depicted in Figure 3.3. The mesh width h is defined as the shortest
edge length and satisfies h = 0.5 · 2−j , where j is the initial refinement level.
A series of Matlab simulations is performed for all combinations of i =
0, . . . , 6 and j = 0, . . . , 6, employing the numerical scheme described above.
In Figure 3.4 the solutions at t = 0, 0.25, 0.5, 0.75, 1 obtained with ∆t = 1/320
(i = 4) and h = 1/32 (j = 4) are shown. The respective time grid consists
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j = 0 j = 1 j = 2 j = 3 j = 4
Figure 3.3: Uniformly refined spatial grids.
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Figure 3.4: Numerical solutions at times t = 0, 0.25, 0.5, 0.75, 1 from left to
right.
of 321 time instances including the initial time. The space grid consists of
2048 triangles and 4225 nodes. The simulation took a wall-clock time of
approximately 16 s using one thread of an Intel Xeon E5-4650 CPU with
Matlab R2012b.
The validation is performed by computing an estimate of the error between
the unknown solution q and its numerical approximation qh for the various
simulations. In particular, q − qh is approximated by q? − qh, where q? is a
numerical solution with a higher numerical resolution, which is used as a best
guess for the unknown true solution. The space-time L2 norm
‖ · ‖ =
(∫ T
0
∫
Ω
(·)2 dΩ dt
) 1
2
is used to quantify the error. For sufficiently smooth data the error norm is
expected to decay with a certain rate depending on the time step size and the
space step size. A decay with a lower rate indicates a programming bug or
inadequate data.
The computation of the error norm from the discrete solution values re-
quires a few numerical tools itself. For simplicity, standard Matlab routines
are used with their default options. The time integral is computed with an
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Figure 3.5: Convergence of the error norms with respect to the spatial refine-
ment (left) and the temporal refinement (right). The dotted lines indicate the
slopes of cubic (left) and quadratic (right) convergence.
adaptive Simpson quadrature (quad) using cubic spline interpolations of qh
and q? (spline). The cubic splines satisfy not-a-knot conditions, which pre-
scribe continuity of the third derivative at the points next to an end point.
The spatial integrals are computed exactly via the finite element representa-
tions of qh and q?.
The convergence of ‖q? − qh‖ with respect to the spatial refinement level
(j = 0, . . . , 4) is presented in Figure 3.5 (left) for a fixed time step refinement
level of i = 4. A solution obtained with i = 4 and j = 6 is used as a
reference finite element solution q?, in order to isolate the effect of the spatial
error. An order of convergence of approximately 2.9 is achieved for the spatial
refinement. This is close to the expected cubic convergence rate for quadratic
finite elements.
The convergence of ‖q? − qh‖ with respect to the temporal refinement
(i = 0, . . . , 4) is presented in Figure 3.5 (right) for a fixed spatial mesh re-
finement level of j = 4. A solution obtained with i = 6 and j = 4 is used
as a reference finite element solution q?, in order to isolate the effect of the
temporal error. The order of convergence is approximately 2.2 for the time
step refinement, which is close to the expected quadratic convergence rate of
the Crank-Nicolson scheme.
In summary, the finite element code provides a numerical solution which
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converges with the expected rates when the resolution is increased in time
or in space. Figure 3.5 shows that the minimum spatial and temporal errors
are quite balanced for h = 1/32 and ∆t = 1/320. In lack of more knowledge
about what magnitude of error might be acceptable, the respective simulation
is used to produce snapshots for the subsequent reduced-order modeling.
3.3 Reduced-order modeling
Reduced-order models of the heat conduction problem are derived in three
different ways, starting from the weak form of the problem, from the spatially
semi-discretized equations and from the space-time discretized equations. In
case of pure Galerkin modeling all approaches lead to the same set of equations
constituting the reduced-order model.
In the first approach (subsection 3.3.1) the weak form of the equations is
projected onto the space spanned by the POD basis functions. This leads to a
system of ordinary differential equations. In order to assemble these reduced-
order equations on a computer, integrals over the spatial domain have to be
computed. If these integrations are carried out exactly, the reduced-order
equations can be written in terms of the matrices of the finite element semi-
discretization.
The second approach (subsection 3.3.2) uses a spatial finite element semi-
discretization as a starting point. The reduced-order model is derived by
projecting the semi-discretized equations on the space spanned by a set of
reduced basis vectors. This leads to the same reduced-order system of ODEs
as in the first approach.
A time-discretization is applied to solve the reduced-order system of ODEs
that appears in the first two approaches (subsection 3.3.3). The same time-
stepping scheme as in the snapshot simulation is used.
The third approach (subsection 3.3.4) obtains the discretized reduced-
order equations from a projection of a given space-time discretized finite el-
ement model on the space spanned by a set of reduced basis vectors. It is
shown that if the reduced-order models of the first two approaches are dis-
cretized using the same time integration method and time step sizes as in
the full-order simulation, all approaches lead to the same reduced-order time-
stepping scheme.
In the validation of the reduced-order model (subsection 3.3.5), the ability
of the reduced-order model to approximate the underlying snapshots is stud-
ied independently from its ability to approximate a finite element reference
solution obtained with a finer step size in time and space.
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3.3.1 Temperature model via weak form
The output of the finite element simulation of the heat conduction problem
consists of a set of solution time instances 0 = t1 < · · · < tN = T and
respective discrete solutions qh1 , . . . , qhN ∈ H1q,h(Ω) of the numerical solution.
In the following, a POD-Galerkin reduced-order model with Rq degrees of
freedom is created from these data.
As a first step, the POD basis functions and a resulting POD represen-
tation are introduced for the heat conduction setting. The goal is to obtain
a reduced-order representation which fulfills the discrete Dirichlet conditions
of the snapshot simulation. The POD representation is presented in a gen-
eral context which is valid for the control function approach and the modified
basis function approach at the same time. Each of the procedures provides
two sets of functions, φq1, . . . , φ
q
Rq ∈ H1q,0,h(Ω) and φqRq+1, . . . , φqR′q ∈ H1q,h(Ω),
where R′q = Rq + Kq. They define reduced-order spaces H1q,R ⊂ H1q,h and
H1q,0,R ⊂ H1q,0,h via
H1q,R = span{φq1, . . . , φqRq , φqRq+1, . . . , φqR′q}, (3.26)
H1q,0,R = span{φq1, . . . , φqRq}. (3.27)
A linear combination of basis functions
qR(t, ~x) =
R′q∑
i=1
φqi (~x)b
i(t), t ∈ [0, T ], ~x ∈ Ω¯ (3.28)
with arbitrary coefficient functions b1, . . . , bR
′q
: [0, T ]→ R is called a reduced-
order representation. Let particular coefficients b¯R+1, . . . , b¯R
′q
: [0, T ]→ R be
given so that the linear combination
qRD(t, ~x) =
R′q∑
i=Rq+1
φqi (~x)b¯
i(t), t ∈ [0, T ], ~x ∈ Ω¯ (3.29)
results in qhD−qRD ∈ H1q,0,h for any t ∈ [0, T ]. If br(t) = b¯r(t) for r = Rq, . . . R′q
and t ∈ [0, T ] in (3.28), then qR fulfills the discrete Dirichlet conditions of the
snapshot simulation. In other words, if qR − qRD ∈ H1q,0,R for all t ∈ [0, T ],
then qR − qhD ∈ H1q,0,h for all t ∈ [0, T ]. This can be deduced from
qR − qRD ∈ H1q,0,R ⇒ qR − qRD ∈ H1q,0,h
and qhD − qRD ∈ H1q,0,h, so that
qR − qhD = (qR − qRD)− (qhD − qRD) ∈ H1q,0,h.
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A general finite element representation of φq1, . . . , φ
q
R′q ∈ H1q,h is given by
φqi (~x) =
M ′q∑
m=1
ψqm(~x)Φ
q,m
i , i = 1, . . . , R
′q, ~x ∈ Ω¯ (3.30)
with finite element coefficient vectors Φq1, . . . ,Φ
q
R′q ∈ RM
′q
defined as
Φqi =
 Φ
q,1
i
...
Φq,M
′q
i
 , i = 1, . . . , R′q. (3.31)
For φq1, . . . , φ
q
Rq ∈ H1q,0,h the finite element basis coefficients at the Dirichlet
nodes are zero. Consequently,
φqi (~x) =
Mq∑
m=1
ψqm(~x)Φ
q,m
i , i = 1, . . . , R
q (3.32)
with finite element coefficient vectors Φq,F1 , . . . ,Φ
q,F
Rq ∈ RM
q
given by
Φq,Fi =
 Φ
q,1
i
...
Φq,M
q
i
 , i = 1, . . . , Rq. (3.33)
The derivation of the reduced-order model is based on the weak form (3.7)–
(3.8). The space H1q,0,R, see (3.27), is chosen as a reduced-order subspace
of H1q,0 and the finite element approximation qh0 of the initial condition is
employed, see (3.13). The Dirichlet conditions are enforced using qRD , see
(3.29) and the remarks thereafter, in particular using the known coefficients
b¯R
q+1, . . . , b¯R
′q
. The following reduced-order weak form is obtained for qR
according to (3.28): Find qR − qRD ∈ H1q,0,R such that
(φq, ∂tq
R) + (∇φq,∇qR) + (φq, qRqR) = 0 ∀φq ∈ H1q,0,R, t ∈ (0, T ],
(φq, qR) = (φq, qh0 ) ∀φq ∈ H1q,0,R, t ∈ {0}.
Expanding qR and rearranging the equations leads to the following problem:
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For given bR
q+1, . . . , bR
′q
, find b1, . . . , bR
q
which satisfy
R′q∑
i=1
(φqr, φ
q
i )b˙
i +
R′q∑
i=1
(∇φqr,∇φqi )bi
+
R′q∑
i,j=1
(φqr, φ
q
iφ
q
j)b
ibj = 0, r = 1, . . . , Rq, t ∈ (0, T ], (3.34)
R′q∑
i=1
(φqr, φ
q
i )b
i − (φqr, qh0 ) = 0, r = 1, . . . , Rq, t ∈ {0}. (3.35)
To solve these equations efficiently it is necessary to evaluate the inner prod-
ucts beforehand, as is presented term by term in the following.
For the expression (φqr, φ
q
i ), the equations are first presented and then
explained in detail:
(φqr, φ
q
i ) =
(
Mq∑
m=1
ψqmΦ
q,m
r ,
M ′q∑
n=1
ψqnΦ
q,n
i
)
=
Mq∑
m=1
M ′q∑
n=1
Φq,mr (ψ
q
m, ψ
q
n)Φ
q,n
i
= (Φq,Fr )
TMFqΦqi , r = 1, . . . , Rq, i = 1, . . . , R′q.
In the first step the finite element representations (3.30) and (3.32) are substi-
tuted in the inner product. In the second step the equations are rearranged.
Finally, the sums are written as matrix-vector products, using the finite ele-
ment coefficient vectors (3.31) and (3.33) of the reduced basis functions. The
matrix MFq is equal to the rectangular finite element mass matrix (see sub-
section 3.2.1).
The expression (∇φqr,∇φqi ) is reformulated as
(∇φqr,∇φqi ) =
(
∇
Mq∑
m=1
ψqmΦ
q,m
r ,∇
M ′q∑
n=1
ψqnΦ
q,n
i
)
=
Mq∑
m=1
M ′q∑
n=1
Φq,mr (∇ψqm,∇ψqn)Φq,ni
= (Φq,Fr )
TKFq Φqi , r = 1, . . . , Rq, i = 1, . . . , R′q,
where KFq is identical to the rectangular finite element stiffness matrix.
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Now (φqr, φ
q
iφ
q
j) is written as
(
φqr, φ
q
iφ
q
j
)
=
Mq∑
k=1
ψqkΦ
q,k
r ,
(
M ′q∑
l=1
ψql Φ
q,l
i
)(
M ′q∑
m=1
ψqmΦ
q,m
j
)
=
Mq∑
k=1
M ′q∑
m=1
Φq,kr
(
ψqk,
M ′q∑
l=1
Φq,li ψ
q
l ψ
q
m
)
Φq,mj
= (Φq,Fr )
TFFq (Φqi )Φqj , r = 1, . . . , Rq, i = 1, . . . , R′q,
where FFq (Φqi ) is identical to the finite element matrix of the nonlinear term,
evaluated for Φqi .
Finally for (φqr, qh0 ), using the finite element representation (3.13) of qh0 ,
(φqr, q
h
0 ) =
(
Mq∑
m=1
ψqmΦ
q,m
r ,
M ′q∑
n=1
ψqnQ
n
0
)
=
Mq∑
m=1
M ′q∑
n=1
Φq,mr (ψ
q
m, ψ
q
n)Q
n
0
= (Φq,Fr )
TMFqQ0, r = 1, . . . , Rq
with the finite element mass matrix MFq and the finite element coefficient
vector Q0 of the initial condition.
After collecting the reduced-order expressions of all terms, one obtains the
following problem: For given bR
q+1, . . . , bR
′q
, find b1, . . . , bR
q
such that
R′q∑
i=1
(Φq,Fr )
TMFqΦqi b˙i
+
R′q∑
i=1
(Φq,Fr )
TKFq Φqi bi
+
R′q∑
i,j=1
(Φq,Fr )
TFFq (Φqi )Φqjbibj = 0, r = 1, . . . , Rq, t ∈ (0, T ], (3.36)
R′q∑
i=1
(Φq,Fr )
TMFqΦqi bi − (Φq,Fr )TMFqQ0 = 0, r = 1, . . . , Rq, t ∈ {0}.(3.37)
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3.3.2 Temperature model via space discretization
The reduced-order model is now created using the semi-discretization (3.20)
and (3.21) with Dirichlet boundary values given by (3.17). First the discrete
PDE and the initial condition is treated and then the Dirichlet conditions are
considered separately.
The finite element representation (3.28) of the reduced-order approxima-
tion can be written as
qh(t, ~x) ≈ qR(t, ~x) =
R′q∑
i=1
M ′q∑
m=1
ψqm(~x)Φ
q,m
i b
i(t),
=
M ′q∑
m=1
ψqm(~x)
R′q∑
i=1
Φq,mi b
i(t),
=
M ′q∑
m=1
ψqm(~x)Q
R,m(t), t ∈ [0, T ], ~x ∈ Ω¯
with the finite element coefficient vector QR : [0, T ]→ RM ′q given by
Q(t) ≈ QR(t) =
R′q∑
i=1
Φqi b
i(t), t ∈ [0, T ]. (3.38)
Substituting the reduced-order approximation (3.38) in (3.20) and (3.21) gives
rise to the residuals
Rq =MFq Q˙R +KFq QR + FFq (QR)QR, t ∈ (0, T ],
Rq0 =MFqQR −MFqQ0, t ∈ {0}.
The residuals are required to be orthogonal to the finite element coefficient
vectors Φq,F1 , . . . ,Φ
q,F
R of the reduced basis functions, see (3.33). In particular,
this means that
(Φq,Fr )
TMFq Q˙R
+ (Φq,Fr )
TKFq QR
+ (Φq,Fr )
TFFq (QR)QR = 0, r = 1, . . . , Rq, t ∈ (0, T ],
(Φq,Fr )
TMFqQR
− (Φq,Fr )TMFqQ0 = 0, r = 1, . . . , Rq, t ∈ {0}.
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After expanding QR via (3.38), the reduced-order equations (3.36) and (3.37)
are recovered.
In the previous subsection, suitable functions φqRq+1, . . . , φ
q
R′q in space and
b¯R
q+1, . . . , b¯R
′q
in time were assumed to be available in order to implement
the condition qR−qhD ∈ H1q,0,h for t ∈ [0, T ]. The Lagrangian property implies
qR(t, ~xqi ) =
M ′q∑
m=1
ψqm(~x
q
i )Q
R,m(t) = QR,i(t), i = 1, . . . ,M ′q, t ∈ [0, T ].
One can deduce, via (3.28), (3.14) and (3.10), that qR(t, ~xqi ) = q
h
D(t, ~x
q
i ) for
i = Mq + 1, . . . ,M ′q and t ∈ [0, T ]. Therefore, by (3.14), (3.12) and the
Lagrangian property,
QR,i(t) = qhD(t, ~x
q
i ) =
Kq∑
k=1
ghk (~x
q
i )η
k
q (t)
=
Kq∑
k=1
M ′q∑
j=1
ψqj (~x
q
i )g
q
k(~x
q
j)η
k
q (t)
=
Kq∑
k=1
gqk(~x
q
i )η
k
q (t), i = 1, . . . ,M
′q, t ∈ [0, T ].
Therefore, the discrete Dirichlet condition (3.17) is fulfilled by the reduced-
order representation.
3.3.3 Finite difference discretization in time
The goal of finite element based POD-Galerkin modeling is a set of equations
that can be solved with a computation time that is independent of the number
of mesh nodes. To achieve this, it is necessary to evaluate the coefficients
of the equations (3.36) and (3.37) already in the setup-phase, so that only
low-dimensional matrices and tensors remain. The following reduced-order
problem is obtained: For given bR
q+1, . . . , bR
′q
, find b1, . . . , bR
q
such that
R′q∑
i=1
Mbrib˙i +
R′q∑
i=1
Kbribi +
R′q∑
i,j=1
F brijb
ibj = 0, r = 1, . . . , Rq, t ∈ (0, T ],
R′q∑
i=1
Mbribi − br0 = 0, r = 1, . . . , Rq, t ∈ {0}.
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with
Mbri = (Φq,Fr )TMFqΦqi , r = 1, . . . , Rq, i = 1, . . . , R′q,
Kbri = (Φq,Fr )TKFq Φqi , r = 1, . . . , Rq, i = 1, . . . , R′q,
F brij = (Φ
q,F
r )
TFFq (Φqi )Φqj , r = 1, . . . , Rq, i, j = 1, . . . , R′q,
br0 = (Φ
q,F
r )
TMFqQ0, r = 1, . . . , Rq.
A time discretization method must be applied to solve this system of ordi-
nary differential equations numerically. The numerical scheme and the time
step size of the snapshot simulation are used for this purpose. The nota-
tion brn ≈ br(tn) for all r = 1, . . . , Rq and n = 1, . . . , N is introduced for
the unknown time-discrete reduced-order coefficients. Similarly, brn = br(tn)
for all r = Rq + 1, . . . , R′q and n = 1, . . . , N is used for the given coeffi-
cients, so that via (3.29) the Dirichlet conditions are exactly fulfilled at any
discrete time instance t1, . . . , tN . The Crank-Nicolson method applied to the
reduced-order model results in the following time stepping scheme: For given
{bRq+1n , . . . , bR
′q
n }Nn=1, find {b1n, . . . , bR
q
n }Nn=1, such that
R′q∑
i=1
Mbri
bin − bin−1
tn − tn−1
+
R′q∑
i=1
Kbri
bin + b
i
n−1
2
+
R′q∑
i,j=1
F brij
binb
j
n + b
i
n−1b
j
n−1
2
= 0, r = 1, . . . , Rq, n = 2, . . . , N,
R′q∑
i=1
Mbribin − br0 = 0 r = 1, . . . , Rq, n = 1.
Hence, in each time step a non-linear system of algebraic equations needs
to be solved. For this purpose Newton’s method is employed with an LU
decomposition for the linear sub-steps. If Rq is chosen small enough, the
computation of the reduced-order model is much faster than the computation
of the underlying finite element model.
3.3.4 Temperature model via space-time discretization
A space-time discretized reduced-order model can be obtained directly from
the space-time discretized finite element model given by (3.23), (3.24) and
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(3.25). In these equations the reduced-order approximations
Qn ≈ QRn =
R′q∑
i=1
Φqi b
i
n, n = 1, . . . , N
are substituted, where again brn = br(tn) for r = Rq + 1, . . . , R′q and n =
1, . . . , N is used for the known coefficients, so that the Dirichlet conditions are
exactly fulfilled at t = t1, . . . , tN . The substitution gives rise to the residuals
Rqn =MFq
QRn −QRn−1
tn − tn−1 +K
F
q
QRn +Q
R
n−1
2
+
FFq (QRn )QRn + FFq (QRn−1)QRn−1
2
, n = 2, . . . , N,
Rqn =MFqQRn −MFqQ0, n = 1.
For each time step the residuals are multiplied by the reduced basis func-
tions in turn, as to require orthogonality with respect to the reduced space.
This leads to the following reduced-order problem: For given coefficients
{bRq+1n , . . . , bR
′q
n }Nn=1, find {b1n, . . . , bR
q
n }Nn=1, such that, for r = 1, . . . , Rq,
R′q∑
i=1
(Φq,Fr )
TMFqΦqi
bin − bin−1
tn − tn−1 +
R′q∑
i=1
(Φq,Fr )
TKFq Φqi
bin + b
i
n−1
2
+
R′q∑
i,j=1
(Φq,Fr )
TFFq (Φqi )Φqj
binb
j
n + b
i
n−1b
j
n−1
2
= 0, n = 2, . . . , N,
R′q∑
i=1
(Φq,Fr )
TMFqΦqi bin − (Φq,Fr )TMFqQ0 = 0, n = 1.
After substituting the definitions ofMbri, Kbri, F bri and br0, see subsection 3.3.3,
it turns out that the Galerkin projection of the fully discretized equations on
the reduced basis vectors gives the same time stepping scheme as the time
discretization applied to the reduced-order system of ODEs.
3.3.5 Validation
In subsection 3.2.3 finite element simulations were performed for different
refinement levels in space and time. The POD-Galerkin reduced-order models
presented in the previous sections were also implemented in Matlab. The
validation of the reduced-order models builds upon the results of the finite
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Figure 3.6: First 5 temperature POD basis functions.
element simulation with a time refinement level of i = 4 and a space refinement
level of j = 4, corresponding to 321 time instances and 4225 mesh nodes. All
321 snapshots are used to generate reduced bases with varying dimensions
Rq = 0, . . . , 50. The Dirichlet conditions are implemented with the control
function approach using a lifting function which is zero at all non-Dirichlet
nodes. A few reduced basis functions are shown in Figure 3.6. Although this
is hardly visible in the plot, all basis functions are zero at the boundary.
The accuracy of the reduced-order approximations is investigated using
two types of errors,
• the error qh−qR between the reduced-order solution and the underlying
snapshot solution and
• the error q? − qR between the reduced-order solution and a reference
finite element solution obtained with a higher numerical resolution than
the snapshots,
which are measured in the space-time L2 norm used already for the validation
of the finite element simulation before. For comparison, the norm of the finite
element error between the snapshot solution and the reference solution is
provided, too. Two types of reduced-order solutions qR are distinguished, the
solution of reduced-order model and the projection of the snapshots on the
reduced basis. While the error of the former measures the accuracy of the
model, the error of the latter is the minimum error achievable with any linear
combination of any R basis functions. The results are presented in Figure 3.7.
The graph on the left-hand side of Figure 3.7 shows the dependence of
the error norm ‖qh − qR‖ on the dimension Rq of the reduced basis. The
red circles correspond to the reduced-order solution obtained by projection
while the blue crosses correspond to the reduced-order solution obtained with
the reduced-order model. Both errors are very close to each other, which
means that the model provides a solution which is close to optimal. The error
decreases by about 5 orders of magnitude from Rq = 0 to Rq = 7, which
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Figure 3.7: Semi-logarithmic plots of the space-time L2 norms of the projec-
tion errors and the model errors depending on the dimension of the reduced
basis. The dashed line indicates the error between the snapshots and the
reference solution. Left: Error between the reduced-order solutions and the
underlying snapshots. Right: Error between the reduced-order solutions and
the reference solution.
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suggests that the problem is very amenable to reduced-order modeling. In
fact, the error for Rq = 7 is already well below the error of the finite element
snapshots. For Rq > 7 an exponential decay of the error can be observed, as
the graph in the semi-logarithmic plot is close to a straight line.
The graph on the right-hand side of Figure 3.7 shows the dependence of
the error norm ‖q?−qR‖ on the dimension of the reduced basis, where again in
one instance qR is obtained by projection (red circles) and in another instance
qR is obtained by solving the reduced-order model (blue crosses). Again, both
errors are very close to each other and a fast initial decay of the error can
be seen. An increase of the dimension beyond Rq = 7, however, does not
reduce the error below the error of the finite element simulation with which
the snapshots were generated.
The observations regarding the accuracy of the reduced-order solution can
be summarized with the following statements: By increasing the dimension
of the reduced-order model it is possible to approximate the underlying snap-
shots better and better. Still, the total error with respect to a reference
solution of higher accuracy cannot be decreased below the accuracy of the
snapshots.
The wall-clock time to solve the reduced-order model with Rq = 7 was
approximately 0.10 s using one thread of an Intel Xeon E5-4650 CPU with
Matlab R2012b. The computationally most expensive part of the solution
was the evaluation of the non-linear term. The creation of the POD from
the snapshots took about 0.31 s and the creation of the reduced-order model
from the POD basis functions took about 0.046 s. Therefore, the reduced-
order model is able to compute a solution with the same order of accuracy
as the finite element simulation, but about two orders of magnitude faster,
when considering only the solution times. The computation of the snapshots,
however, involved a comparably expensive finite element simulation. Hence,
the model should be applied in settings where the fast evaluation time pays off,
for example when repetitive calls to the model are made or when a real-time
response is desired.
57
58
Chapter 4
Isothermal flow around a
cylinder
This chapter focuses on POD-Galerkin reduced-order modeling for the in-
compressible isothermal flow of a Newtonian fluid around a circular cylinder,
which is a common benchmark problem in computational fluid dynamics. An
overview of experimental and numerical studies is given in Norberg (2003).
The flow around a circular cylinder has also been widely used to test reduced-
order models for incompressible flow (see, e.g. Deane et al. (1991), Ma and
Karniadakis (2002), Noack et al. (2003), Bergmann et al. (2005), Sirisup et al.
(2005), Sirisup and Karniadakis (2005), Cordier et al. (2010)). An error analy-
sis of a general equations in fluid dynamics, which includes the incompressible
Navier-Stokes equations, is presented in Kunisch and Volkwein (2002a) for the
implicit Euler method and in Kunisch and Volkwein (2002b) for the Crank-
Nicolson method.
The ideal case of an infinitely long cylinder in an open domain is character-
ized by a single parameter, namely the Reynolds number Re, which is based
on the cylinder diameter, the free stream velocity and the kinematic viscosity
of the fluid. A two-dimensional vortex shedding flow appears between Re ≈ 47
and Re ≈ 190. In this parameter interval, the problem can be simplified using
a two-dimensional setting. In typical experimental or numerical setups the
domain is bounded. In this case, additional geometric parameters enter the
problem description. Perhaps the most important parameter is the blockage
ratio, which is defined as the ratio between the height of the domain and the
diameter of the cylinder. Often it is argued that blockage ratio is large enough
so that confinement effects are negligible. Posdziech and Grundmann (2007)
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study such blockage effects in a systematic way. Their investigations reveal
that the discrepancies between simulation results found in the literature can
often by explained by the different sizes of the computational domains. Pos-
dziech and Grundmann compute characteristic flow quantities for geometries
of varying dimensions and varying Reynolds numbers. These data are used to
validate the numerical codes of the finite element model and the reduced-order
model.
In section 4.1 the governing equations of the problem are given in their
strong form and subsequently and transferred to a weak form. A finite element
model based on Taylor-Hood elements in connection with the Crank-Nicolson
scheme is presented in section 4.2. The derivation of the reduced-order model,
which is the subject of section 4.3, consists of two parts. The first part is dedi-
cated to a model for the velocity field. The equivalence of the derivations from
the continuous, semi-discrete and fully discrete equations is demonstrated. In
all approaches, the discrete divergence-freeness of the POD basis functions
eliminates the continuity equation and the pressure term. The second part
consists of an additional model for the pressure, which is derived from the
semi-discrete and fully discrete equations.
4.1 Governing equations
Let Ω ⊂ R2 be a bounded spatial domain given by a non-empty open con-
nected set with boundary Γ and closure Ω¯, and let [0, T ] be a time interval
with a final time T > 0. The spatial coordinates are denoted by ~x = (x, y)T
and time is denoted by t. The unknowns of the considered unsteady incom-
pressible Navier-Stokes flow problem are the dimensionless velocity vector
~u = (u, v)T , defined as a function ~u : [0, T ]× Ω¯→ R2, and the scaled dimen-
sionless pressure p : [0, T ] × Ω¯ → R. The problem is governed by the set of
partial differential algebraic equations
∂tu+ ~u · ∇u+ ∂xp− 1
Re
∇ · (∇u+ ∂x~u) = 0, (t, ~x) ∈ (0, T ]× Ω, (4.1)
∂tv + ~u · ∇v + ∂yp− 1
Re
∇ · (∇v + ∂y~u) = 0, (t, ~x) ∈ (0, T ]× Ω, (4.2)
∇ · ~u = 0, (t, ~x) ∈ (0, T ]× Ω, (4.3)
where Re is the positive dimensionless Reynolds number. The first two equa-
tions are called momentum equations. The third equation is called continuity
equation.
The boundary is partitioned as Γ = ΓuD ∪ ΓuN = ΓvD ∪ ΓvN with ΓuD ∩ ΓuN =
ΓvD∩ΓvN = ∅. The surface unit normal vector pointing outward of the domain is
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denoted by ~n = (nx, ny)T . A space-time continuous extension of the velocity
Dirichlet boundary data into the domain is given by a vector ~uD = (uD, vD)T
with ~uD : [0, T ]× Ω¯→ R2, complying with the particular form
~uD(t, ~x) =
K~u∑
k=1
~g~uk (~x)η
k
~u(t), (t, ~x) ∈ [0, T ]× Ω¯,
where K~u is a small positive integer. The functions ~g~u1 , . . . , ~g~uK~u : Ω¯→ R2 are
continuous in space and η1~u, . . . , η
K~u
~u : [0, T ]→ R are continuous in time. The
following boundary conditions are prescribed:
u = uD(t, ~x), (t, ~x) ∈ (0, T ]× ΓuD, (4.4)
v = vD(t, ~x), (t, ~x) ∈ (0, T ]× ΓvD, (4.5)
pnx − 1
Re
(∇u+ ∂x~u) · ~n = 0, (t, ~x) ∈ (0, T ]× ΓuN, (4.6)
pny − 1
Re
(∇v + ∂y~u) · ~n = 0, (t, ~x) ∈ (0, T ]× ΓvN. (4.7)
If at least one of the velocity Neumann boundaries ΓuN or Γ
v
N is non-empty,
the pressure field can be uniquely determined, because the value of the pres-
sure enters the computation via (4.6) and (4.7). Otherwise the pressure field
can be determined up to an arbitrary additive constant, because only spatial
derivatives of the pressure field are entering the system of equations. In the
latter case, the pressure can be fixed e.g. by introducing an artificial pressure
Dirichlet point. This can be implemented on a discrete level in a straight-
forward manner and is not detailed, here.
Based on a continuous initial velocity ~u0 = (u0, v0)T with ~u0 : Ω¯ → R2,
the initial conditions
u = u0, (t, ~x) ∈ {0} × Ω, (4.8)
v = v0, (t, ~x) ∈ {0} × Ω, (4.9)
are prescribed. It is assumed that the initial velocity is divergence free,∇·~u0 =
0 in Ω¯, and that it is compatible with the boundary conditions, u0 = uD on
{0} × ΓuD and v0 = vD on {0} × ΓvD.
A weak form of the problem provides the foundation of the finite element
model and the reduced-order model of the flow simulation. As a preliminary,
the subspaces H1u,0(Ω) and H1v,0(Ω) of the Sobolev space H1(Ω) are defined:
H1u,0(Ω) := {a ∈ H1(Ω) : a|ΓuD = 0},
H1v,0(Ω) := {a ∈ H1(Ω) : a|ΓvD = 0}.
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The equations (4.1), (4.2) and (4.3) as well as the initial conditions (4.8) and
(4.9) are multiplied by respective test functions ψu ∈ H1u,0(Ω), ψv ∈ H1v,0(Ω)
and ψp ∈ L2(Ω). A subsequent integration over the domain yields
(ψu, ∂tu+ ~u · ∇u) + (ψu, ∂xp)− 1
Re
(ψu,∇ · (∇u+ ∂x~u)) = 0, t ∈ (0, T ],
(ψv, ∂tv + ~u · ∇v) + (ψv, ∂yp)− 1
Re
(ψv,∇ · (∇v + ∂y~u)) = 0, t ∈ (0, T ],
(ψp,∇ · ~u) = 0, t ∈ (0, T ],
(ψu, u− u0) = 0, t ∈ {0},
(ψv, v − v0) = 0, t ∈ {0}.
The divergence theorem, applied to the pressure and viscous terms of the first
two equations, leads to
(ψu, ∂tu+ ~u · ∇u)− (∂xψu, p) + 1
Re
(∇ψu,∇u+ ∂x~u)
=
∫
Γ
−ψupnx d~x+
∫
Γ
1
Re
ψu(∇u+ ∂x~u) · ~n d~x, (4.10)
(ψv, ∂tv + ~u · ∇v)− (∂yψv, p) + 1
Re
(∇ψv,∇v + ∂y~u)
=
∫
Γ
−ψvpny d~x+
∫
Γ
1
Re
ψv(∇v + ∂y~u) · ~n d~x. (4.11)
The boundary terms can be eliminated: At the Dirichlet boundaries they can
be dropped because the test functions fulfill zero Dirichlet conditions. At the
Neumann boundaries the conditions (4.6) and (4.7) can be substituted.
The pressure is assumed to be a member of L2(Ω) and the velocity com-
ponents are assumed to be members of H1(Ω). The fulfillment of the Dirich-
let conditions is assured explicitly. This leads to the final weak form of
the flow problem (4.1) to (4.9): Find p ∈ L2(Ω), u − uD ∈ H1u,0(Ω) and
v − vD ∈ H1v,0(Ω), such that
(ψu, ∂tu+ ~u · ∇u)− (∂xψu, p)
+
1
Re
(∇ψu,∇u+ ∂x~u) = 0 ∀ψu ∈ H1u,0(Ω), t ∈ (0, T ], (4.12)
(ψv, ∂tv + ~u · ∇v)− (∂yψv, p)
+
1
Re
(∇ψv,∇v + ∂y~u) = 0 ∀ψv ∈ H1v,0(Ω), t ∈ (0, T ], (4.13)
(ψp,∇ · ~u) = 0 ∀ψp ∈ L2(Ω), t ∈ (0, T ], (4.14)
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(ψu, u− u0) = 0 ∀ψu ∈ H1u,0(Ω), t ∈ {0}, (4.15)
(ψv, v − v0) = 0 ∀ψv ∈ H1v,0(Ω), t ∈ {0}. (4.16)
4.2 Finite element modeling
For the discretization of the flow problem in space, see subsection 4.2.1,
Taylor-Hood mixed finite elements are used (Taylor and Hood, 1973). They
comprise a continuous, piecewise linear approximation for the pressure and a
continuous, piecewise quadratic approximation for the velocity components.
Taylor-Hood elements are known to satisfy the inf-sup stability condition, see
Gunzburger (1989) and references therein. Following the vertical method of
lines, a subsequent time discretization is performed in subsection 4.2.2 using
the Crank-Nicolson method (Crank and Nicolson, 1947). The finite element
model is validated in subsection 4.2.3 using the drag, lift and base-pressure
coefficients as well as the Strouhal number.
4.2.1 Finite element discretization in space
The domain Ω is triangulated so that no vertex is positioned at the edge
of another triangle. Velocity mesh nodes are placed at the triangle vertices
and the midpoints of each side. For notational consistency, the mesh nodes
of the velocity components u and v are given separate symbols ~xu1 , . . . , ~xuM ′u
and ~xv1, . . . , ~xvM ′v , respectively. Pressure mesh nodes ~x
p
1, . . . , ~x
p
M ′p are placed
at the triangle vertices only. A distinction is made between the non-Dirichlet
nodes represented by ~xu1 , . . . , ~xuMu , ~x
v
1, . . . , ~x
v
Mv , ~x
p
1, . . . , ~x
p
Mp and the Dirichlet
nodes represented by ~xuMu+1, . . . , ~x
u
M ′u , ~x
v
Mv+1, . . . , ~x
v
M ′v , ~x
p
Mp+1, . . . , ~x
p
M ′p .
Continuous and piecewise quadratic velocity finite element basis functions
are denoted by ψu1 , . . . , ψuM ′u and ψ
v
1 , . . . , ψ
v
M ′v , and continuous and piecewise
linear pressure finite element basis functions are denoted by ψp1 , . . . , ψ
p
M ′p .
The basis functions fulfill the Lagrangian properties
ψui (~x
u
j ) = δij , ∀i, j = 1, . . . ,M ′u,
ψvi (~x
v
j ) = δij , ∀i, j = 1, . . . ,M ′v,
ψpi (~x
p
j ) = δij , ∀i, j = 1, . . . ,M ′p.
The finite element spaces are defined by
H1u,h := span(ψ
u
1 , . . . , ψ
u
Mu , ψ
u
Mu+1, . . . , ψ
u
M ′u), (4.17)
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H1u,0,h := span(ψ
u
1 , . . . , ψ
u
Mu), (4.18)
H1v,h := span(ψ
v
1 , . . . , ψ
v
Mv , ψ
v
Mv+1, . . . , ψ
v
M ′v ), (4.19)
H1v,0,h := span(ψ
v
1 , . . . , ψ
v
Mv ), (4.20)
L2p,h := span(ψ
p
1 , . . . , ψ
p
Mp , ψ
p
Mp+1, . . . , ψ
p
M ′p), (4.21)
H1~u,h := {~u = (u, v)T : u ∈ H1u,h, v ∈ H1v,h}, (4.22)
H1~u,0,h := {~u = (u, v)T : u ∈ H1u,0,h, v ∈ H1v,0,h}, (4.23)
where h symbolizes a spatial discretization parameter. The finite element
coefficient vectors of the spatial semi-discretization are given by the time-
dependent vector-valued functions U : [0, T ] → RM ′u , V : [0, T ] → RM ′v ,
P : [0, T ]→ RM ′p and ~U : [0, T ]→ RM ′u+M ′v with the components
U(t) = (U1(t), . . . , UM
′u
(t))T , t = [0, T ],
V (t) = (V 1(t), . . . , VM
′v
(t))T , t = [0, T ],
P (t) = (P 1(t), . . . , PM
′p
(t))T , t = [0, T ],
~U(t) = (U1(t), . . . , UM
′u
(t), V 1(t), . . . , VM
′v
(t))T , t = [0, T ].
The finite element approximations uh, vh, ph and ~uh of the unknown fields
are defined by
u(t, ~x) ≈ uh(t, ~x) =
M ′u∑
m=1
ψum(~x)U
m(t), (t, ~x) ∈ [0, T ]× Ω¯, (4.24)
v(t, ~x) ≈ vh(t, ~x) =
M ′v∑
m=1
ψvm(~x)V
m(t), (t, ~x) ∈ [0, T ]× Ω¯, (4.25)
p(t, ~x) ≈ ph(t, ~x) =
M ′p∑
m=1
ψpm(~x)P
m(t), (t, ~x) ∈ [0, T ]× Ω¯, (4.26)
~u(t, ~x) ≈ ~uh(t, ~x) = (uh(t, ~x), vh(t, ~x))T , (t, ~x) ∈ [0, T ]× Ω¯. (4.27)
The Dirichlet conditions are implemented using finite element interpolations
at the Dirichlet mesh nodes:
uhD(t, ~x) =
M ′u∑
m=1
ψum(~x)uD(t, ~x
u
m), (t, ~x) ∈ [0, T ]× Ω¯, (4.28)
vhD(t, ~x) =
M ′v∑
m=1
ψvm(~x)vD(t, ~x
v
m), (t, ~x) ∈ [0, T ]× Ω¯. (4.29)
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The finite element representations of the initial data are also realized via finite
element interpolations:
uh0 (~x) =
M ′u∑
m=1
ψumu0(~x
u
m), ~x ∈ Ω¯, (4.30)
vh0 (~x) =
M ′v∑
m=1
ψvmv0(~x
v
m), ~x ∈ Ω¯. (4.31)
The respective finite element coefficient vectors are defined by
U0 =
 u0(~x
u
1 )
...
u0(~x
u
M ′u)
 , V0 =
 v0(~x
v
1)
...
v0(~x
v
M ′v )
 .
A substitution of the finite element spaces (4.17) to (4.21) in the weak form
(4.12) to (4.16) leads to the following problem: Find ph ∈ L2p,h, uh − uhD ∈
H1u,0,h and v
h − vhD ∈ H1v,0,h, such that
(ψu, ∂tu
h + ~uh · ∇uh)− (∂xψu, ph)
+
1
Re
(∇ψu,∇uh + ∂x~uh) = 0 ∀ψu ∈ H1u,0,h, t ∈ (0, T ], (4.32)
(ψv, ∂tv
h + ~uh · ∇vh)− (∂yψv, ph)
+
1
Re
(∇ψv,∇vh + ∂y~uh) = 0 ∀ψv ∈ H1v,0,h, t ∈ (0, T ], (4.33)
(ψp,∇ · ~uh) = 0 ∀ψp ∈ L2p,h, t ∈ (0, T ], (4.34)
(ψu, uh − uh0 ) = 0 ∀ψu ∈ H1u,0,h, t ∈ {0}, (4.35)
(ψv, vh − vh0 ) = 0 ∀ψv ∈ H1v,0,h, t ∈ {0}. (4.36)
The functions ψu, ψv and ψp in the discrete weak formulation (4.32) to
(4.36) are substituted by the respective finite element basis functions in turn
and the unknowns uh, vh, ph and ~uh are substituted by their finite element
approximations (4.24) to (4.27). The resulting equations are:
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• Momentum equation in x-direction for t ∈ (0, T ] and i = 1, . . . ,Mu:
M ′u∑
j=1
(ψui , ψ
u
j )︸ ︷︷ ︸
MFu
U˙j +
M ′u∑
j=1
(
ψui ,
M ′u∑
k=1
Ukψ
u
k∂xψ
u
j +
M ′v∑
k=1
Vkψ
v
k∂yψ
u
j
)
︸ ︷︷ ︸
NFu (~U)
Uj
+
M ′p∑
j=1
−(∂xψui , ψpj )︸ ︷︷ ︸
CFu
Pj +
M ′v∑
j=1
1
Re
(∂yψ
u
i , ∂xψ
v
j )︸ ︷︷ ︸
KFuv
Vj
+
M ′u∑
j=1
1
Re
(
2(∂xψ
u
i , ∂xψ
u
j ) + (∂yψ
u
i , ∂yψ
u
j )
)
︸ ︷︷ ︸
KFuu
Uj = 0.
• Momentum equation in y-direction for t ∈ (0, T ] and i = 1, . . . ,Mv:
M ′v∑
j=1
(ψvi , ψ
v
j )︸ ︷︷ ︸
MFv
V˙j +
M ′u∑
j=1
(
ψvi ,
M ′u∑
k=1
Ukψ
u
k∂xψ
v
j +
M ′v∑
k=1
Vkψ
v
k∂yψ
v
j
)
︸ ︷︷ ︸
NFv (~U)
Vj
+
M ′p∑
j=1
−(∂yψvi , ψpj )︸ ︷︷ ︸
CFv
Pj +
M ′u∑
j=1
1
Re
(∂xψ
v
i , ∂yψ
u
j )︸ ︷︷ ︸
KFvu
Uj
+
M ′v∑
j=1
1
Re
(
(∂xψ
v
i , ∂xψ
v
j ) + 2(∂yψ
v
i , ∂yψ
v
j )
)
︸ ︷︷ ︸
KFvv
Vj = 0.
• Continuity equation for t ∈ (0, T ] and i = 1, . . . ,Mp:
M ′u∑
j=1
(ψpi , ∂xψ
u
j )︸ ︷︷ ︸
DFu
Uj +
M ′v∑
j=1
(ψpi , ∂yψ
v
j )︸ ︷︷ ︸
DFv
Vj = 0.
• Initial condition in x-direction for t ∈ {0} and i = 1, . . . ,Mu:
M ′u∑
j=1
(ψui , ψ
u
j )︸ ︷︷ ︸
MFu
(Uj − u0(~xuj )) = 0.
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• Initial condition in y-direction for t ∈ {0} and i = 1, . . . ,Mv:
M ′v∑
j=1
(ψvi , ψ
v
j )︸ ︷︷ ︸
MFv
(Vj − v0(~xvj )) = 0.
Knowing the finite element basis functions for a given mesh, the inner products
can be evaluated. The braces in the formulas above indicate which terms enter
which matrices. The number of matrix columns is equal to the total number
of nodes. The number of matrix rows is equal to the number of non-Dirichlet
nodes. The superscript F indicates that only these ‘free’ rows are contained
in the matrices. In the actual implementation on a computer, the square
matrices containing all rows are computed. The non-Dirichlet matrix rows
are extracted when needed. For the computation of the drag and the lift
coefficients later on, it is handy to have the matrices containing the Dirichlet
rows available as well. These are marked with a superscript D.
The resulting matrix form of the discretized equations is given by
MFuU˙ +NFu (~U)U +KFuuU +KFuvV + CFu P = 0, t ∈ (0, T ],
MFv V˙ +NFu (~U)V +KFvuU +KFvvV + CFv P = 0, t ∈ (0, T ],
DFu U +DFv V = 0, t ∈ (0, T ],
MFuU −MFuU0 = 0, t ∈ {0},
MFvV −MFvV0 = 0, t ∈ {0},
and the Dirichlet entries of the solution vectors are prescribed using
Um(t) = uD(t, ~x
u
m), m = M
u + 1, . . . ,M ′u, t ∈ [0, T ], (4.37)
V m(t) = vD(t, ~x
v
m), m = M
v + 1, . . . ,M ′v, t ∈ [0, T ]. (4.38)
A more compact notation can be obtained after defining
MF~u =
(MFu 0
0 MFv
)
, NF~u (~U) =
(NFu (~U) 0
0 NFv (~U)
)
,
CF~u =
(CFu
CFv
)
, KF~u =
(KFuu KFuv
KFvu KFvv
)
,
DF~u =
(DFu DFv ) , ~U0 = (U0, V0)T .
From the definitions of the matrix elements it can be deduced that
Mp = M ′p ⇒ DF~u = (CF~u )T , (4.39)
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which can be applied if no artificial pressure Dirichlet points are involved.
The compact notation leads to the following form of the finite element semi-
discretization of the flow problem:
MF~u ~˙U +NF~u (~U)~U + CF~u P +KF~u ~U = ~0, t ∈ (0, T ], (4.40)
DF~u ~U = 0, t ∈ (0, T ], (4.41)
MF~u ~U −MF~u ~U0 = ~0, t ∈ {0}. (4.42)
The first two equations form a system of differential algebraic equations, with
(4.40) being the differential part, (4.41) being the algebraic part. The spa-
tially discretized problem is completed by the initial conditions (4.42) and the
boundary conditions (4.37), (4.38).
Note that a time derivative of the pressure appears neither in the strong or
weak form of the governing equations nor in the semi-discretized equations.
Still, the time discretization scheme presented in the next section requires
the pressure field at the initial time. As a remedy, the initial pressure field
is determined by a pressure Poisson equation, which depends on the initial
velocity field and the initial acceleration at the Dirichlet boundary. A pressure
Poisson equation is not only valid at the initial time but also throughout
the time domain, and is used in other numerical schemes to substitute the
continuity equation. An overview and discussion of such schemes can be
found in Gresho and Sani (2000). In the finite element model presented in
the current work, however, the pressure equation is only used to compute
valid starting values for the pressure. In the reduced-order model presented
later, a pressure Poisson equation is employed throughout the time domain
in order to compute pressure-related quantities.
In the following, the derivation of a pressure Poisson equation is presented,
starting from the spatially semi-discretized momentum equation (4.40). The
accelerations at the free nodes are separated on the left-hand side of the system
of equations, so that
MFF~u ~˙UF = −MFD~u ~˙UD −NF~u (~U)~U −KF~u ~U − CF~u P, t ∈ (0, T ],
with the coefficient vectors given by
~UF(t) = (U1(t), . . . , UM
u
(t), V 1(t), . . . , VM
v
(t))T , t ∈ [0, T ]
~UD(t) = (UM
u+1(t), . . . , UM
′u
(t), VM
u+1(t), . . . , VM
′v
(t))T , t ∈ [0, T ]
and the matricesMFF~u andMFD~u defined in correspondence. AssumingMFF~u
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is invertible, the equation can be recast as
~˙UF = −(MFF~u )−1(MFD~u ~˙UD +NF~u (~U)~U
+KF~u ~U + CF~u P ), t ∈ (0, T ]. (4.43)
The time derivative of the spatially semi-discretized continuity equation (4.41)
is given by
DF~u ~˙U = DFD~u ~˙UD +DFF~u ~˙UF = 0, t ∈ (0, T ]. (4.44)
It is assumed that (4.43) and (4.44) are valid at the initial time t = 0 as well.
Then, substituting the former in the latter gives
0 = DFD~u ~˙UD −DFF~u (MFF~u )−1
(
MFD~u ~˙UD +NF~u (~U)~U +KF~u ~U + CF~u P
)
, t ∈ [0, T ]. (4.45)
This equation is often called a discrete pressure Poisson equation. The sim-
ilarity to a classical Poisson equation can be discovered when the pressure
term is shifted to the left-hand side. The equations can be used as a discrete
initial condition for the pressure field,
DFF~u (MFF~u )−1CF~u P = DFD~u ~˙UD0 −DFF~u (MFF~u )−1
(
MFD~u ~˙UD0 +NF~u (~U0)~U0 +KF~u ~U0
)
, t ∈ {0}. (4.46)
The vector ~˙UD0 contains the initial accelerations at the Dirichlet boundary
points, which can be computed analytically or numerically from the boundary
data uD. An important special case is provided by problems which start from a
fluid at rest with zero velocity and zero acceleration at the Dirichlet boundary.
In this case all terms on the right-hand side of (4.46) are zero and, hence, the
initial pressure is zero.
The final coupled semi-discrete problem consists of the discrete velocity
boundary conditions (4.37) and (4.38), the set of ordinary differential equa-
tions (4.40), the set of linear algebraic equations (4.41), the initial conditions
for the velocity (4.42) and the initial conditions for the pressure (4.46).
4.2.2 Finite difference discretization in time
For the time discretization of the spatially semi-discretized problem, at first
a time grid 0 = t1 < · · · < tN = T is introduced. Then, for n = 1, . . . , N the
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fully discrete solution vectors Un, Vn, Pn and ~Un are introduced as approxi-
mations to the solution vectors of the spatial semi-discretization:
U(tn) ≈ Un =
 U
1
n
...
UM
′u
n
 , V (tn) ≈ Vn =
 V
1
n
...
VM
′v
n
 , (4.47)
P (tn) ≈ Pn =
 P
1
n
...
PM
′p
n
 , ~U(tn) ≈ ~Un = (UnVn
)
. (4.48)
The fully discretized equations are derived from (4.37), (4.38), (4.40),
(4.41), (4.42) and (4.46). The trapezoidal rule, also called Crank-Nicolson
method, is applied to the equations defined over the time interval. It consists
of approximating the time derivatives by central finite differences and replac-
ing the remaining terms by an average of evaluations at the old and at the
new time level. This leads to the computational scheme
MF~u
~Un − ~Un−1
tn − tn−1
+
NF~u (~Un)~Un +NF~u (~Un−1)~Un−1
2
+KF~u
~Un + ~Un−1
2
+ CF~u
Pn + Pn−1
2
= ~0, n = 2, . . . , N, (4.49)
DF~u
~Un + ~Un−1
2
= 0, n = 2, . . . , N, (4.50)
MF~u ~Un −MF~u ~U0 = ~0, n = 1. (4.51)
DFF~u (MFF~u )−1CF~u Pn = DFD~u ~˙UD0 −DFF~u (MFF~u )−1
(
MFD~u ~˙UD0 +NF~u (~U0)~U0 +KF~u ~U0
)
, n = 1, (4.52)
Umn = uD(tn, ~x
u
m), m = M
u + 1, . . . ,M ′u, n = 1, . . . , N, (4.53)
V mn = vD(tn, ~x
v
m), m = M
v + 1, . . . ,M ′v, n = 1, . . . , N. (4.54)
At first, ~U1 and P1 are computed from ~U0 and ~˙UD0 via (4.51) and (4.52). In
each subsequent step of the time-marching procedure, the coupled non-linear
system of (4.49) and (4.50) is solved for the non-Dirichlet components of ~Un
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and Pn. To this end, a simplified Newton method is applied, which transforms
the non-linear problem to a sequence of linear algebraic sub-problems. An
LU-decomposition is used to solve these linear systems of equations.
In order to obtain discretely divergence-free velocity approximations for
n = 2, . . . , N , the initial velocity must be discretely divergence-free, i.e.
DF~u ~U1 = 0 (see Gresho and Sani, 2000). Under this condition, the dis-
crete continuity equations (4.50) can also be reformulated into DF~u ~Un = 0
for n = 2, . . . , N . The numerical results presented below are not influenced
by the whether the original or the reformulated equation is used. However,
the convergence of the reduced-order models toward the finite element snap-
shots, shown in section 4.3, is better if the reformulated version has been
used to compute the snapshots. The reason is that the pressure finite element
solution resulting from the original version contains a slight wiggle signal in
time, which is not captured by the reduced-order model.
4.2.3 Validation
In this section, the finite element discretization of the isothermal flow problem
is validated using a mesh and time step refinement study for a model problem
defined in Posdziech and Grundmann (2007). Like in the previous chapter, all
computations are performed with Matlab. The geometry and the assignment
of boundary conditions is sketched in Figure 4.1. The diameter of the cylinder
is chosen as D = 1, the length of the domain as L = 70 and the height
of the domain as H = 40. This is equivalent to the case Lb|i/D = 20 of
Posdziech and Grundmann. A simulation time of T = 400 is used. As initial
velocity components, u0 = 0 and v0 = 0 were chosen. The Dirichlet boundary
condition for the vertical velocity was set to vD = 0 at all Dirichlet boundaries.
For the horizontal velocity component, uD = 0 was used at the cylinder
boundary, while at the outer boundaries an initial run-up from uD = 0 to
uD = U∞ was implemented using
uD =
{
1
2
(
1− cos (pit10))U∞ if t < 10,
U∞ if t ≥ 10.
Note that the Dirichlet condition at t = 0 complies with the initial condition
and that the time-derivative of the Dirichlet boundary data is zero. The free-
stream velocity is chosen as U∞ = 1 and the Reynolds number as Re = 100.
The space domain is discretized with non-uniform grids that are manually
refined close to the cylinder and in the wake region. Four refinement levels are
considered, with grids that consist of M ′p = 324, 1 308, 5 754, 23 582 pressure
nodes. For the construction of the grids, the Matlab PDE toolbox is used,
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Figure 4.1: Sketch of the geometry and assignment of boundary conditions
for the isothermal flow problem.
which automatically refines the cylinder boundary, so that the cylinder is
approximated by a polygon with an increasing number of sides. The mesh of
the spatial discretization with M ′p = 5 754 is presented in Figure 4.2. The
time domain is discretized with uniform step sizes of ∆t = 0.4, 0.2, 0.1, 0.05.
The components of the solution at t = 300 are presented in Figure 4.3 for
the simulation with M ′p = 23 582 and ∆t = 0.05. The velocity field exhibits
a thin boundary layer at the cylinder and a prominent von Kármán vortex
street.
Plots of the velocity components and the pressure at a sample point are
shown in Figure 4.4. The sample point was located two cylinder diameters
downstream of the cylinder midpoint. It can be seen that after the run-up
phase the solution undergoes a transition to a time-periodic behavior.
The accuracy of the solution is assessed using the Strouhal number, the
drag and lift coefficients as well as the base-pressure coefficients. The Strouhal
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Figure 4.2: Mesh of the isothermal flow problem with M ′p = 5 754.
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Figure 4.3: Cutouts of the solutions close to the cylinder at t = 300. From
top to bottom: p, u, v.
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Figure 4.4: Time evolution of the components of the solution at a sample
point in the cylinder wake. Left: Transient solutions at the startup of the
simulation. Right: Periodic solutions at later simulation times.
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number St of a time-periodic solution is defined by
St =
fD
U∞
,
where f is the frequency of the solution. The drag coefficient CD and the lift
coefficient CL are defined by
CD =
2
DU2∞
∫
S
(
pnx − 1
Re
(∇u+ ∂x~u) · ~n
)
dS,
CL =
2
DU2∞
∫
S
(
pny − 1
Re
(∇v + ∂y~u) · ~n
)
dS,
respectively, where S denotes the surface of the cylinder. The computation
of the drag and lift coefficients is realized using a weak implementation (see
John, 2004), which leads to the discrete approximations
ChD(t) =
2
DU2∞
1
(
NDu (~U)U +KDuuU +KDuvV + CDu P
)
, (4.55)
ChL(t) =
2
DU2∞
1
(
NDu (~U)V +KDvuU +KDvvV + CDv P
)
, (4.56)
where the matrices correspond to the Dirichlet rows of the finite element
matrices and 1 denotes a vector of ones of corresponding size. The mean drag
and the maximum absolute lift coefficients are used as quantities of interest, in
accordance with Posdziech and Grundmann (2007). Finally, the base-pressure
coefficient is defined by
ChP(t) = 2
ph(t, ~xbase)− ph(t, ~xinlet)
U2∞
, (4.57)
where ~xbase denotes the rear stagnation point at the cylinder and ~xinlet is
the left-most point of the domain. The time average of the base-pressure
coefficient is used as a quantity of interest.
With increasing resolution in space and time, the quantities of interest
are supposed to converge toward the reference values provided by Posdziech
and Grundmann (2007) with four decimal digits. In Table 4.1, their values
depending on the spatial grid resolution are given for a fixed time step size
of ∆t = 0.05. The results are already relatively well converged for M ′p =
5 754, because the results change only in the fourth decimal place compared
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Table 4.1: Convergence of the quantities of interest with respect to the spatial
refinement for a fixed temporal mesh with a high resolution.
M ′p 324 1308 5754 23582 ref.
N 8001 8001 8001 8001 ref.
Strouhal 0.1344 0.1658 0.1666 0.1667 0.1667
lift 0.1668 0.3261 0.3308 0.3309 0.3309
drag 1.2781 1.3425 1.3501 1.3504 1.3504
base-pressure 0.5937 0.7393 0.7447 0.7448 0.7448
Table 4.2: Convergence of the quantities of interest with respect to the time
refinement for a fixed spatial mesh with a high resolution.
M ′p 23582 23582 23582 23582 ref.
N 1001 2001 4001 8001 ref.
Strouhal 0.1646 0.1660 0.1665 0.1667 0.1667
lift 0.3303 0.3309 0.3309 0.3309 0.3309
drag 1.3534 1.3504 1.3504 1.3504 1.3504
base-pressure 0.7484 0.7448 0.7448 0.7448 0.7448
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to M ′p = 23 582. The finest resolution, however, is needed to recover all
quantities of interest with the accuracy provided by the reference.
The values of quantities of interest depending on the time resolution are
given in Table 4.2 for the spatial grid with M ′p = 23 582. It appears that the
drag, lift and base-pressure coefficients are relatively insensitive to the time
step size, because the simulation with N = 2001 or, equivalently, ∆t = 0.2
was already sufficient to recover the reference results up to four decimal digits.
For an accurate prediction of the Strouhal number, however, the smallest time
step size of ∆t = 0.05 was necessary (N = 8001).
4.3 Reduced-order modeling
In this section a reduced-order model for the velocity is derived in three differ-
ent ways, similarly to the reduced-order heat conduction model of the previous
chapter. In the first derivation (subsection 4.3.1), the weak formulation of the
flow problem is projected onto the space spanned by the reduced basis func-
tions. In the second derivation (subsection 4.3.2), the spatial finite element
semi-discretization is projected onto the space spanned by the reduced basis
vectors. Both approaches lead to the same reduced-order ODE system that
is subsequently discretized in time (subsection 4.3.4). In the third deriva-
tion (subsection 4.3.5), the fully discretized finite element model is projected
onto the space spanned by the reduced basis vectors, which leads to a time-
discrete reduced-order model that is equal to the discretized reduced-order
ODE system.
The derivations of the velocity model feature an elimination of the pressure
term and the continuity equation due to the discrete divergence-free property
of the basis functions. This standard procedure is used in many publications
on reduced-order models for incompressible flow in fixed domains. Still, some
applications require the computation of the pressure field or related quantities.
For this purpose, a reduced-order model for the pressure is derived, building
on the ideas of Akhtar et al. (2009), by projecting a discrete pressure Poisson
equation onto the space spanned by the pressure reduced basis vectors. The
derivation is given for the spatially semi-discretized setting (subsection 4.3.3)
and the fully discretized setting (subsection 4.3.6).
Some alternative approaches to reduced-order modeling for the pressure
field are mentioned in the following. In Rempfer (1996) and Noack et al. (2005)
POD approximations of the pressure are substituted in the right-hand side
of a continuous pressure Poisson equation. The resulting decoupled Poisson
equations are solved for a set of partial pressures. A reduced-order pressure
approximation is obtained with a linear combination of these partial pressures,
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which involves the solution of a velocity reduced-order model. In Ullmann
et al. (2013) this approach is transferred to a discrete pressure Poisson equa-
tion (Gresho and Sani, 2000). In Akhtar et al. (2009) the Galerkin projection
of a continuous pressure Poisson equation on a set of pressure reduced basis
functions is presented and tested for the flow around a circular cylinder at
Re = 100. This approach is applied in Ullmann and Lang (2010) to the flows
around circular cylinders at Re = 100 and Re = 3 900. For the latter case, a
Smagorinsky model (Smagorinsky, 1963) was included to model the contribu-
tions of small scale fluctuations. In Ullmann and Lang (2012) the approach
of Akhtar et al. (2009) is applied to a discrete pressure Poisson equation. All
these methods have in common that they use a velocity reduced basis with
divergence-free basis functions. If the divergence-free property can not be
guaranteed, a coupled velocity-pressure system with a saddle point structure
arises. A treatment of such problems in the context of the reduced basis
method for the Stokes equations is presented in Rozza and Veroy (2007).
4.3.1 Velocity model via weak form
A set of solution time instances 0 = t1 < · · · < tN = T and respective
velocity snapshot fields ~uh1 , . . . , ~uhN ∈ H1~u,h are provided by the finite element
simulation. The goal is to derive a reduced-order model with R~u degrees of
freedom. For given snapshots, the control function approach or the modified
basis function approach provide sets of functions ~φ~u1 , . . . , ~φ~uR~u ∈ H1~u,0,h and
~φ~u
R~u+1
, . . . , ~φ~u
R′~u ∈ H1~u,h for R′~u = R~u + K~u. The respective reduced-order
spaces H1~u,R ⊂ H1~u,h and H1~u,0,R ⊂ H1~u,0,h are given by
H1~u,R = span{~φ~u1 , . . . , ~φ~uR~u , ~φ~uR~u+1, . . . , ~φ~uR′~u},
H1~u,0,R = span{~φ~u1 , . . . , ~φ~uR~u}.
A reduced-order representation is defined by the linear combination of basis
functions
~uh(t) ≈ ~uR(t) =
R′~u∑
i=1
~φ~ui a
i(t), t ∈ [0, T ] (4.58)
with arbitrary coefficient functions a1, . . . , aR
′~u
: [0, T ]→ R.
Particular coefficient functions a¯R
~u+1, . . . , a¯R
′~u
: [0, T ] → R are assumed
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to exist, so that the linear combination
~uRD(t) =
R′~u∑
i=R~u+1
~φ~ui a
i(t), t ∈ [0, T ] (4.59)
fulfills ~uhD − ~uRD ∈ H1~u,0,h for any t ∈ [0, T ]. It can be shown that if ~uR − ~uRD ∈
H1~u,0,R for all t ∈ [0, T ], then ~uR − ~uhD ∈ H1~u,0,h for all t ∈ [0, T ].
The following finite element representations are required for the derivation
of the reduced-order model:
φui =
M ′u∑
m=1
Φu,mi ψ
u
m, Φ
u
i =
 Φ
u,1
i
...
Φu,M
′u
i
 , i = 1, . . . , R′~u, (4.60)
φvi =
M ′v∑
m=1
Φv,mi ψ
v
m, Φ
v
i =
 Φ
v,1
i
...
Φv,M
′v
i
 , i = 1, . . . , R′~u, (4.61)
~φ~ui =
(
φui
φvi
)
, ~Φ~ui =
(
Φui
Φvi
)
, i = 1, . . . , R′~u. (4.62)
Some of the reduced basis functions are zero at the Dirichlet points. Thus,
φui =
Mu∑
m=1
Φu,mi ψ
u
m, Φ
u,F
i =
 Φ
u,1
i
...
Φu,M
u
i
 , i = 1, . . . , R~u, (4.63)
φvi =
Mv∑
m=1
Φv,mi ψ
v
m, Φ
v,F
i =
 Φ
v,1
i
...
Φv,M
v
i
 , i = 1, . . . , R~u, (4.64)
~φ~ui =
(
φui
φvi
)
, ~Φ~u,Fi =
(
Φu,Fi
Φv,Fi
)
, i = 1, . . . , R′~u. (4.65)
The weak form (4.12)–(4.16) is the starting point for the derivation. It is
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written in vector notation: Find p ∈ L2 and ~u− ~uD ∈ H1~u,0, such that
(~ψ~u, ∂t~u+ ~u · ∇~u)− (∇ · ~ψ~u, p)
+
1
Re
(∇~ψ~u,∇~u+ (∇~u)T ) = 0 ∀~ψ~u ∈ H1~u,0, t ∈ (0, T ],
(ψp,∇ · ~u) = 0 ∀ψp ∈ L2, t ∈ (0, T ],
(~ψ~u, ~u− ~u0) = 0 ∀~ψ~u ∈ H1~u,0, t ∈ {0}.
In the reduced-order model, the initial conditions are approximated us-
ing the finite element interpolations uh0 and vh0 , see (4.30) and (4.31). The
Dirichlet conditions are implemented using ~uRD, see (4.59), using the coeffi-
cients a¯R
~u+1, . . . , a¯R
′~u
in the reduced-order representation. The space H1~u,0,R
is used as a test space for the momentum equation and the initial condition.
The pressure is assumed to be a member of the pressure finite element space
L2p,h. A further restriction of the pressure field to a reduced-order subspace
is not necessary. Consequently, the weak form becomes: For any ph ∈ L2p,h,
find ~uR − ~uRD ∈ H1~u,0,R, such that
(~φ~u, ∂t~u
R + ~uR · ∇~uR)− (∇ · ~φ~u, ph)
+
1
Re
(∇~φ~u,∇~uR + (∇~uR)T ) = 0 ∀~φ~u ∈ H1~u,0,R, t ∈ (0, T ],
(ψp,∇ · ~uR) = 0 ∀ψp ∈ L2p,h, t ∈ (0, T ],
(~φ~u, ~uR − ~uh0 ) = 0 ∀~φ~u ∈ H1~u,0,R, t ∈ {0}.
The following assumption allows for significant simplifications of the flow
models. Its validity is studied separately for the control function approach
and the modified basis function approach.
Assumption 1. For all ph ∈ L2p,h and ~φ~u ∈ H1~u,R it holds that (∇·~φ~u, ph) = 0.
Firstly, the modified basis function approach is considered. In the case of
discretely divergence-free snapshots it can be shown that the assumption is
fulfilled.
Proposition 2. If
• ~uh1 , . . . , ~uhN are obtained with the finite element model of subsection 4.2.2,
• H1~u,R = span(~φ~u1 , . . . , ~φ~uR′~u) with ~φ~u1 , . . . , ~φ~uR′~u obtained by applying the
modified basis function method of subsection 2.3.2 to ~uh1 , . . . , ~uhN ,
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• R′~u is small enough, so that all singular values equal to zero have been
excluded,
then assumption 1 is fulfilled.
Proof. Any function ~φ~u ∈ H1~u,R can be written as a linear combination of
~φ~u1 , . . . ,
~φ~u
R′~u . Due to linearity it suffices to show that (∇ · ~φ~ur , ph) = 0 for all
ph ∈ L2p,h and r = 1, . . . , R′~u. It is a property of the modified basis function
method that ~φ~u1 , . . . , ~φ~uR′~u are a linear combination of the snapshots ~u
h
1 , . . . , ~u
h
N
if no zero singular values have been kept. Due to linearity it is sufficient to
show that (∇ · ~uhn, ph) = 0 for all n = 1, . . . , N and ph ∈ L2p,h, which is
implied by (4.50) and the conditions on the initial data of the finite element
model.
Secondly, the control function approach is considered, where the additional
assumption of discretely divergence-free control functions is necessary.
Proposition 3. If
• ~uh1 , . . . , ~uhN are obtained with the finite element model of subsection 4.2.2,
• H1~u,R = span(~φ~u1 , . . . , ~φ~uR′~u) with ~φ~u1 , . . . , ~φ~uR′~u obtained by applying the
control function method of subsection 2.3.1 to ~uh1 , . . . , ~uhN ,
• R′~u is small enough, so that all singular values equal to zero have been
excluded,
• (∇ · ~φ~ur , ψp) = 0 for all ψp ∈ L2p,h and r = R~u + 1, . . . , R′~u,
then assumption 1 is fulfilled.
Proof. Any function ~φ~u ∈ H1~u,R can be written as a linear combination of
~φ~u1 , . . . ,
~φ~u
R′~u . Due to linearity it suffices to show that (∇ · ~φ~ur , ph) = 0 for all
ph ∈ L2p,h and r = 1, . . . , R′~u. Because (∇ · ~φ~ur , ψp) = 0 was assumed for all
ψp ∈ L2p,h and r = R~u+1, . . . , R′~u, it is left to show that (∇·~φ~ur , ph) = 0 for all
ph ∈ L2p,h and r = 1, . . . , R~u. It is a property of the control function method
that ~φ~u1 , . . . , ~φ~uR~u are a linear combination of the modified snapshots if no zero
singular values have been kept. The modified snapshots themselves are ob-
tained by subtracting linear combinations of ~φ~u
R~u+1
, . . . , ~φ~u
R′~u from ~u
h
1 , . . . , ~u
h
N .
Due to linearity it is sufficient to show that (∇·~uhn, , ph) = 0 for all n = 1, . . . , N
and ph ∈ L2p,h, which is implied by (4.50) and the conditions on the initial
data of the finite element model.
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As a consequence of assumption 1, the pressure term and the continuity
equation in the weak form drop out. Because of the linear independence of
~φ~u1 , . . . ,
~φ~u
R′~u , it suffices to test against each of the reduced basis functions,
individually. Thus, the weak form reduces to the following: Find ~u − ~uD ∈
H1~u,0,R, such that
(~φ~ur , ∂t~u
R + ~uR · ∇~uR)
+
1
Re
(∇~φ~ur ,∇~uR + (∇~uR)T ) = 0, r = 1, . . . , R~u, t ∈ (0, T ],
(~φ~ur , ~u
R − ~uh0 ) = 0, r = 1, . . . , R~u, t ∈ {0}.
After substitution of the reduced-order representation (4.58) and elemen-
tary reformulations, the resulting equations are given by
R′~u∑
i=1
(~φ~ur ,
~φ~ui )a˙
i +
R′~u∑
i,j=1
(~φ~ur ,
~φ~ui · ∇~φ~uj )aiaj
+
1
Re
R′~u∑
i=1
(∇~φ~ur ,∇~φ~ui + (∇~φ~ui )T )ai = 0, r = 1, . . . , R~u, t ∈ (0, T ],
R′~u∑
i=1
(~φ~ur ,
~φ~ui )a
i − (~φ~ur , ~uh0 ) = 0, r = 1, . . . , R~u, t ∈ {0}.
The evaluation of the inner products is carried out term by term in the ap-
pendix. They can be written using the matrices of the spatial finite element
semi-discretization. Therefore, the velocity reduced-order model amounts to
solving the following problem: For given aR
~u+1, . . . , aR
′~u
, find a1, . . . , aR
~u
which satisfy
R′~u∑
i=1
(~Φ~u,Fr )
TMF~u~Φ~ui a˙i
+
R′~u∑
i,j=1
(~Φ~u,Fr )
TNF~u (~Φ~ui )~Φ~uj aiaj
+
R′~u∑
i=1
(~Φ~u,Fr )
TKF~u ~Φ~ui ai = 0, r = 1, . . . , R~u, t ∈ (0, T ], (4.66)
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R′~u∑
i=1
(~Φ~u,Fr )
TMF~u~Φ~ui ai
− (~Φ~u,Fr )TMF~u ~U0 = 0 r = 1, . . . , R~u. t ∈ {0} (4.67)
Before continuing with the time discretization of this set of equations in sub-
section 4.3.4, an alternative derivation of the velocity reduced-order model is
presented in subsection 4.3.2 and a pressure reduced-order model is introduced
in subsection 4.3.3.
4.3.2 Velocity model via space discretization
In the following, the reduced-order model for the velocity is derived using
the spatially semi-discretized equations of the flow problem. To this end, the
reduced-order approximation of the velocity finite element coefficient vector
is defined as
~U(t) ≈ ~UR(t) =
R′~u∑
i=1
~Φ~ui a
i(t), t ∈ [0, T ], (4.68)
where ~Φ~u1 , . . . , ~Φ~uR′q ∈ RM
′q
are determined like in the previous section and
a1, . . . , aR
′q
: [0, T ]→ R are arbitrary. The reduced-order approximation ~UR
is substituted in the finite element semi-discretization of the weak form of the
incompressible Navier-Stokes problem, (4.40)–(4.42). This gives rise to the
residuals
~R~u =MF~u ~˙UR +NF~u (~UR)~UR + CF~u P +KF~u ~UR, t ∈ (0, T ], (4.69)
Rp = DF~u ~UR, t ∈ (0, T ], (4.70)
~R~u0 =MF~u ~UR −MF~u ~U0, t ∈ {0}. (4.71)
The case of a non-empty Neumann boundary is assumed, which leads to a
definite pressure. Recalling (4.39), it holds that DF~u = (CF~u )T .
The discrete equivalents to assumption 1 and propositions 2 and 3 are
given as follows:
Assumption 2. For ~UR and ~Φ~u1 , . . . , ~Φ~uR′q according to (4.68) it holds that
DF~u ~UR = 0 and (~Φ~ur )TCF~u P = 0 for any P ∈ RM
′q
and r = 1, . . . , Rq.
Proposition 4. If
• ~U1, . . . , ~UN are obtained with the finite element model of subsection 4.2.2,
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• ~Φ~u1 , . . . , ~Φ~uR′q are obtained by applying the modified basis function method
of subsection 2.3.2,
• R′~u is small enough so that all singular values equal to zero have been
excluded,
then assumption 2 is fulfilled.
Proof. The vector ~UR is a linear combination of ~Φ~u1 , . . . , ~Φ~uR′~u . Due to lin-
earity, to show DF~u ~UR = 0 it suffices to show that DF~u ~Φ~ur = 0 for all r =
1, . . . , R′~u. Moreover, to show (~Φ~ur )TCF~u P = (~Φ~ur )T (DF~u )TP = (DF~u ~Φ~ur )TP =
0 for any P ∈ RM ′q and r = 1, . . . , Rq, it also suffices to show DF~u ~Φ~ur = 0 for
all r = 1, . . . , R′~u. It is a property of the modified basis function method that
~Φ~u1 , . . . ,
~Φ~u
R′~u are a linear combination of the snapshots ~U1, . . . , ~UN if no zero
singular values have been kept. Due to linearity it is sufficient to show that
DF~u ~Un = 0 for all n = 1, . . . , N , which is implied by (4.50) and the conditions
on the initial data in the finite element model.
Proposition 5. If
• ~U1, . . . , ~UN are obtained with the finite element model of subsection 4.2.2,
• ~Φ~u1 , . . . , ~Φ~uR′q are obtained with the control function method of subsec-
tion 2.3.1,
• R′~u is small enough so that all singular values equal to zero have been
excluded,
• DF~u ~Φ~ur = 0 for all r = R~u + 1, . . . , R′~u,
then assumption 2 is fulfilled.
Proof. The vector ~UR is a linear combination of ~Φ~u1 , . . . , ~Φ~uR′~u . Due to lin-
earity, to show DF~u ~UR = 0 it suffices to show that DF~u ~Φ~ur = 0 for all r =
1, . . . , R′~u. Moreover, to show (~Φ~ur )TCF~u P = (~Φ~ur )T (DF~u )TP = (DF~u ~Φ~ur )TP =
0 for any P ∈ RM ′q and r = 1, . . . , Rq, it also suffices to show DF~u ~Φ~ur = 0
for all r = 1, . . . , R′~u. It is a property of the control function method that
~Φ~u1 , . . . ,
~Φ~uRq are a linear combination of the modified snapshots if no zero sin-
gular values have been kept. The modified snapshots themselves are obtained
by subtracting linear combinations of ~Φ~u
R~u+1
, . . . , ~Φ~u
R′~u from ~U1, . . . , ~UN . Due
to linearity it is sufficient to show that DF~u ~Un = 0 for all n = 1, . . . , N , which
is implied by (4.50) and the conditions on the initial data in the finite element
model.
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Equation (4.70) can be omitted from the further considerations because
Rp = 0 due to assumption 2. By expanding ~UR in (4.69) and (4.71) via
(4.68) and by using the linear dependence of NF~u (~UR) on its argument (see
subsection 4.2.1), one obtains
~R~u =
R′~u∑
i=1
MF~u~Φ~ui a˙i +
R′~u∑
i,j=1
NF~u (~Φ~ui )~Φ~uj aiaj + CF~u P +
R′~u∑
i=1
KF~u ~Φ~ui ai, t ∈ (0, T ],
~R~u0 =
R′~u∑
i=1
MF~u~Φ~ui ai −MF~u ~U0 t ∈ {0}.
As the second step of the Galerkin procedure, it is demanded that the resid-
uals are orthogonal to the non-Dirichlet parts of the velocity reduced basis
functions,
(~Φ~u,Fr )
T ~R~u = 0, r = 1, . . . , R~u, t ∈ (0, T ],
(~Φ~u,Fr )
T ~R~u0 = 0, r = 1, . . . , R~u, t ∈ {0},
which results in the reduced-order momentum equation
R′~u∑
i=1
(~Φ~u,Fr )
TMF~u~Φ~ui a˙i +
R′~u∑
i,j=1
(~Φ~u,Fr )
TNF~u (~Φ~ui )~Φ~uj aiaj
+ (~Φ~u,Fr )
TCF~u P +
R′~u∑
i=1
(~Φ~u,Fr )
TKF~u ~Φ~ui ai = 0
for r = 1, . . . , R~u and t ∈ (0, T ], and the initial condition
R′~u∑
i=1
(~Φ~u,Fr )
TMF~u~Φ~ui ai −
R′~u∑
i=1
(~Φ~u,Fr )
TMF~u ~U0 = 0
for r = 1, . . . , R~u and t ∈ {0}. By assumption 2, the pressure term can be
eliminated. As a consequence, (4.66) and (4.67) are recovered.
4.3.3 Pressure model via space discretization
The pressure has been eliminated from the velocity model. For the compu-
tation of the drag and lift coefficients, however, the pressure is necessary. In
the following, a reduced-order model is described which can be used to com-
pute a pressure field from the solution of a reduced-order velocity model. The
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method is based on the method of Akhtar et al. (2009), who substituted the
reduced-order approximation of the velocity field in the right-hand side of a
continuous pressure Poisson equation and projected the resulting equations
on a set of pressure POD basis functions using Galerkin’s method. Here, the
method of Akhtar et al. is extended to the case of a discrete pressure Poisson
equation. Note that here ‘continuous’ and ‘discrete’ relate to the spatial di-
mensions of the problem and not to time. For a discussion about continuous
and discrete pressure Poisson equations, see Gresho and Sani (2000).
A POD of the pressure snapshots vectors P1, . . . , PN ∈ RM ′p provides
pressure reduced basis vectors Φp1, . . . ,Φ
p
R′p ∈ RM
′p
. In the absence of in-
homogeneous Dirichlet conditions it is not necessary to employ the control
function method or the modified basis function method, so R′p = Rp. Still, it
is possible to use, for example, the snapshot mean as a control function, which
leads to a POD of the pressure fluctuations and R′p = Rp + 1. In any case,
a reduced-order representation PR of the pressure finite element coefficient
vector is given by
P (t) ≈ PR(t) =
R′p∑
i=1
Φpi c
i(t), t ∈ [0, T ]. (4.72)
As the first step of the Galerkin procedure, the substitution of the reduced-
order approximations of the velocity and the pressure into the discrete pres-
sure Poisson equation (4.45) gives rise to the residuum
Rpp = DFD~u ~˙UR,D −DFF~u (MFF~u )−1
(
MFD~u ~˙UR,D +NF~u (~UR)~UR
+KF~u ~UR + CF~u PR
)
, t ∈ [0, T ].
As the second step, the residuum is required to be orthogonal to the free parts
of the pressure reduced basis functions,
(Φp,Fr )
TRpp = 0, r = 1, . . . , Rp, t ∈ [0, T ],
which results in
(Φp,Fr )
TDFD~u ~˙UR,D − (Φp,Fr )TDFF~u (MFF~u )−1
(
MFD~u ~˙UR,D +NF~u (~UR)~UR +KF~u ~UR + CF~u PR
)
= 0, t ∈ [0, T ]
for r = 1, . . . , Rp. After expanding the expressions for the reduced-order
pressure and velocity, and using ~Φ~u,Di = 0 for i = 1, . . . , R
~u, one obtains the
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following reduced-order model for the pressure: For given a1, . . . , aR
′~u
and
cR
p+1, . . . , cR
′p
, find c1, . . . , cR
p
such that
R′~u∑
i=R~u+1
(Φp,Fr )
TDFD~u ~Φ~u,Di a˙i − (Φp,Fr )TDFF~u (MFF~u )−1
(
R′~u∑
i=R~u+1
MFD~u ~Φ~u,Di a˙i +
R′~u∑
i,j=1
NF~u (~Φ~ui )~Φ~uj aiaj
+
R′~u∑
i=1
KF~u ~Φ~ui ai +
R′p∑
i=1
CF~u Φpi ci
)
= 0 (4.73)
for r = 1, . . . , Rp and t ∈ [0, T ].
4.3.4 Finite difference discretization in time
The model given by (4.66), (4.73) and (4.67) can be written in the following
way:
• Velocity model for r = 1, . . . , R~u and t ∈ (0, T ]:
R′~u∑
i=1
Ma,Fri a˙i +
R′~u∑
i,j=1
N a,Frij aiaj +
R′~u∑
i=1
Ka,Fri ai = 0, (4.74)
• Pressure model for r = 1, . . . , Rp and t ∈ [0, T ]:
R′p∑
i=1
Cc,Fri ci +
R′~u∑
i=R~u+1
Mc,Fri a˙i +
R′~u∑
i,j=1
N c,Frij aiaj +
R′~u∑
i=1
Kc,Fri ai = 0, (4.75)
• Initial condition for r = 1, . . . , R~u and t ∈ {0}:
R′~u∑
i=1
Ma,Fri ai − (~Φ~u,Fr )TMF~u ~U0 = 0. (4.76)
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The coefficients of the system of equations are
Ma,Fri = (~Φ~u,Fr )TMF~u~Φ~ui ,
N a,Frij = (~Φ~ur )TNF~u (~Φ~ui )~Φ~uj ,
Ka,Fri = (~Φ~ur )TKF~u ~Φ~ui ,
Mc,Fri = −(Φp,Fr )TDFF~u (MFF~u )−1MFD~u ~Φ~u,Di + (Φp,Fr )TDFD~u ~Φ~u,Di ,
Cc,Fri = −(Φp,Fr )TDFF~u (MFF~u )−1CF~u Φpi ,
N c,Frij = −(Φp,Fr )TDFF~u (MFF~u )−1NF~u (~Φ~ui )~Φ~uj ,
Kc,Fri = −(Φp,Fr )TDFF~u (MFF~u )−1KF~u ~Φ~ui
and aR
~u+1, . . . , aR
′~u
as well as cR
p+1, . . . , cR
′p
are given as input data. Note
that (Φp,Fr )T (CFF~u )T (MFF~u )−1 for r = 1, . . . , Rp can be computed efficiently
by solving a linear algebraic system of equations with Rp different right-hand
sides.
The problem (4.74)–(4.76) is now discretized in time with the Crank-
Nicolson method using the time grid of the snapshot simulation. The un-
known time-discrete reduced-order coefficients for n = 1, . . . , N are denoted
by arn ≈ ar(tn) for all r = 1, . . . , R~u and crn ≈ cr(tn) for all r = 1, . . . , Rp.
Similarly, arn = ar(tn) for all r = R~u + 1, . . . , R′~u as well as crn = cr(tn) for all
r = Rp + 1, . . . , R′p are used to denote the given coefficients for n = 1, . . . , N .
The Dirichlet conditions are exactly fulfilled at any discrete time instance
t1, . . . , tN via (4.59).
The time derivatives in (4.74) and (4.75) are approximated by central finite
differences, and the other terms are interpreted as an average of evaluations
at the old time instance tn−1 and the new time instance tn. This amounts to
the following coupled scheme:
• Discrete momentum equation for r = 1, . . . , R~u and n = 2, . . . , N :
R′~u∑
i=1
Ma,Fri
ain − ain−1
tn − tn−1 +
R′~u∑
i,j=1
N a,Frij
aina
j
n + a
i
n−1a
j
n−1
2
+
R′~u∑
i=1
Ka,Fri
ain + a
i
n−1
2
= 0, (4.77)
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• Discrete pressure Poisson equation for r = 1, . . . , Rp and n = 2, . . . , N :
R′p∑
i=1
Cc,Fri
cin + c
i
n−1
2
+
R′~u∑
i=1
Mc,Fri
ain − ain−1
tn − tn−1 +
R′~u∑
i,j=1
N c,Frij
aina
j
n + a
i
n−1a
j
n−1
2
+
R′~u∑
i=1
Kc,Fri
ain + a
i
n−1
2
= 0, (4.78)
• Discrete velocity initial condition for r = 1, . . . , R~u and n = 1:
R′~u∑
i=1
Ma,Fri ain − (~Φ~u,Fr )TMF~u ~U0 = 0, (4.79)
• Discrete pressure initial condition for r = 1, . . . , Rp and n = 1:
R′p∑
i=1
Cc,Fri cin +
R′~u∑
i=R~u+1
Mc,Fri a˙i(tn) +
R′~u∑
i,j=1
N c,Frij ainajn +
R′~u∑
i=1
Kc,Fri ain = 0,
(4.80)
The coefficients aR
~u+1
n , . . . , a
R′~u
n and cR
p+1
n , . . . , c
R′p
n for n = 1, . . . , N as well
as the time derivatives a˙R
~u+1(t1), . . . , a˙
R′~u(t1) are given as input data.
Now the system of equations (4.77) – (4.80) can be solved step by step. It
is possible to compute only the velocity via (4.77) and (4.79), if a pressure is
not needed. The time-stepping equations are non-linear. Like in case of the
finite element element computation, a standard or simplified Newton method
in connection with an LU decomposition in each linear sub-step is sufficient
to solve the systems of equations.
4.3.5 Velocity model via space-time discretization
To derive a time-discretized reduced-order model from the fully discretized
finite element model, a time-discrete reduced-order representation of the ve-
locity vector is introduced:
~U(tn) ≈ ~URn =
R′~u∑
i=1
~Φ~ui a
i
n, n = 1, . . . , N. (4.81)
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Substitution in the fully discretized equations (4.49), (4.50) and (4.51) leads
to the residuals
~R~un =MF~u(~URn − ~URn−1)
+
∆t
2
(NF~u (~URn )~URn +NF~u (~URn−1)~URn−1)
+
∆t
2
KF~u (~URn + ~URn−1)
+
∆t
2
CF~u (Pn + Pn−1), n = 2, . . . , N,
Rpn =
∆t
2
DF~u (~URn + ~URn−1), n = 2, . . . , N.
~R~un =MF~u ~URn −MF~u ~U0, n = 1.
The residuals of the discrete continuity equation, Rp2, . . . ,RpN , are equal to
the zero vector because DF~u ~URn = 0 for n = 1, . . . , N , which can be shown in
the same way as presented for assumption 2 in subsection 4.3.2. By requiring
the residuals of the momentum equation and initial condition, ~R~u1 , . . . , ~R~uN ,
to be orthogonal to the free parts of the velocity reduced basis functions,
~Φ~u,F1 , . . . ,
~Φ~u,F
R~u
, one obtains
(~Φ~u,Fr )
TMF~u(~URn − ~URn−1)
+
∆t
2
(~Φ~u,Fr )
T (NF~u (~URn )~URn +NF~u (~URn−1)~URn−1)
+
∆t
2
(~Φ~u,Fr )
TKF~u (~URn + ~URn−1)
+
∆t
2
(~Φ~u,Fr )
TCF~u (Pn + Pn−1) = 0, n = 2, . . . , N, r = 1, . . . , R~u,
(~Φ~u,Fr )
TMF~u(~Un − ~U0) = 0, n = 1, r = 1, . . . , R~u.
For the same reasons as in subsection 4.3.2 the pressure term drops out, which
also justifies that the pressure initial condition (4.52) has been disregarded.
After substitution of (4.81) and basic reformulations, (4.77) and (4.79) are
obtained.
4.3.6 Pressure model via space-time discretization
To derive a reduced-order model for the pressure from the fully discretized
finite element model, at first a time-discretized pressure Poisson equation is
derived. Then the time-discretized pressure Poisson equation is projected on
the pressure reduced basis vectors.
90
In the discrete momentum equation (4.49), the term stemming from the
time derivative is split in a Dirichlet and a non-Dirichlet part,
MFF~u
~UFn − ~UFn−1
tn − tn−1 = −M
FD
~u
~UDn − ~UDn−1
tn − tn−1 −
NF~u (~Un)~Un +NF~u (~Un−1)~Un−1
2
−KF~u
~Un + ~Un−1
2
− CF~u
Pn + Pn−1
2
for n = 2, . . . , N , where
~UFn = (U
1
n, . . . , U
Mu
n , V
1
n , . . . , V
Mv
n )
T , n = 1, . . . , N,
~UDn = (U
Mu+1
n , . . . , U
M ′u
n , V
Mu+1
n , . . . , V
M ′v
n )
T , n = 1, . . . , N.
After multiplying withMFF~u
−1,
~UFn − ~UFn−1
tn − tn−1 = −(M
FF
~u )
−1
(
MFD~u
~UDn − ~UDn−1
tn − tn−1 +
NF~u (~Un)~Un +NF~u (~Un−1)~Un−1
2
+KF~u
~Un + ~Un−1
2
+ CF~u
Pn + Pn−1
2
)
(4.82)
for n = 2, . . . , N . It holds that DF~u ~Un = 0 for all n = 1, . . . , N and, therefore,
also
DFD~u
~UDn − ~UDn−1
tn − tn−1 +D
FF
~u
~UFn − ~UFn−1
tn − tn−1 = 0, n = 2, . . . , N. (4.83)
Substitution of (4.82) in (4.83) gives
DFD~u
~UDn − ~UDn−1
tn − tn−1 −D
FF
~u (MFF~u )−1
(
MFD~u
~UDn − ~UDn−1
tn − tn−1 +
NF~u (~Un)~Un +NF~u (~Un−1)~Un−1
2
+KF~u
~Un + ~Un−1
2
+ CF~u
Pn + Pn−1
2
)
= 0, n = 2, . . . , N, (4.84)
which can be viewed as a discrete pressure Poisson equation.
A time-discrete reduced-order representation of the pressure field is de-
noted by
P (tn) ≈ PRn =
R′p∑
i=1
Φpi c
i
n, n = 1, . . . , N. (4.85)
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Substituting the time-discrete reduced-order representations (4.81) and (4.85)
in (4.84) gives rise to the residuals
Rppn = DFD~u
~UR,Dn − ~UR,Dn−1
tn − tn−1 −D
FF
~u (MFF~u )−1
(
MFD~u
~UR,Dn − ~UR,Dn−1
tn − tn−1 +
NF~u (~Un)~URn +NF~u (~Un−1)~URn−1
2
+KF~u
~URn + ~U
R
n−1
2
+ CF~u
PRn + P
R
n−1
2
)
, n = 2, . . . , N.
The residuals are required to be orthogonal to the free parts of the pressure re-
duced basis functions, i.e. (Φp,Fr )TRppn = 0 for n = 2, . . . , N and r = 1, . . . , Rp.
By inserting the expressions for the reduced-order approximations, (4.78) is
obtained for n = 2, . . . , N .
Two alternative methods can be devised to compute PR1 , both employing
the pressure Poisson equation (4.52) at the initial time. Firstly, substituting
the reduced-order approximations of the initial pressure, velocity and accel-
eration at the same time, directly leads to (4.80). Secondly, substituting only
the reduced-order approximation of the initial pressure results in the residual
Rppn = DFD~u ~˙UD0 −DFF~u (MFF~u )−1
(
MFD~u ~˙UD0 +NF~u (~U0)~U0 +KF~u ~U0 + CF~u PRn
)
, n = 1.
Orthogonality with respect to the free parts of the pressure reduced basis
functions results in
R′p∑
i=1
Cc,Fri cin = (Φp,Fr )TDFD~u ~˙UD0 − (Φp,Fr )TDFF~u (MFF~u )−1
(
MFD~u ~˙UD0 +NF~u (~U0)~U0 +KF~u ~U0
)
, n = 1, r = 1, . . . , Rp.
However, in the following only the first method represented by (4.80) is con-
sidered.
4.3.7 Computation of flow quantities
The goal of reduced-order flow modeling is often the computation of a func-
tional of the solution, such as the drag, lift or the Strouhal number. A straight-
forward approach would be to compute the functionals via the finite element
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representation of the solution fields. The respective solution time is depen-
dent on the number of unknowns of the finite element model, however, which
deteriorates the computation time of the reduced-order model. Therefore,
the reduced-order representation of the solution fields is first substituted in
the expressions of the functional. This leads to a reduced-order expression
for the functionals, without the need to create the finite element representa-
tions of the velocity or pressure fields. Moreover, the Strouhal number can be
determined directly by the periodicity of the solutions of the reduced-order
model.
Regarding the drag and lift coefficients, the reduced-order approximations
are substituted in the discrete equations (4.55) and (4.56), which gives
CRD (t) =
2
DU2∞
1
(
NDu (~UR)UR +KDuuUR +KDuvV R + CDu PR
)
,
CRL (t) =
2
DU2∞
1
(
NDu (~UR)V R +KDvuUR +KDvvV R + CDv PR
)
.
The reduced-order representations are expanded, so that
CRD (t) =
2
DU2∞
1
( R′~u∑
i,j=1
NDu (~Φ~ui )Φuj aiaj +
R′~u∑
i=1
KDuuΦui ai
+
R′~u∑
i=1
KDuvΦvi ai +
R′p∑
i=1
CDu Φpi ci
)
,
CRL (t) =
2
DU2∞
1
( R′~u∑
i,j=1
NDv (~Φ~ui )Φvjaiaj +
R′~u∑
i=1
KDvuΦui ai
+
R′~u∑
i=1
KDvvΦvi ai +
R′p∑
i=1
CDv Φpi ci
)
.
When all computable multiplications are carried out and the resulting prod-
ucts are stored before the model is actually solved, then the drag and lift
forces can be computed without having to build the velocity and pressure
fields from the solutions of the reduced-order model. To compute the base-
pressure coefficient, one can substitute the reduced-order approximation of
the pressure in (4.57) to obtain
CRP (t) = 2
pR(t, ~xbase)− pR(t, ~xinlet)
U2∞
.
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Expanding pR leads to
CRP (t) = 2
R′p∑
i=1
φpi (~xbase)− φpi (~xinlet)
U2∞
ci(t).
The evaluations of the reduced-basis functions at the sampling points can
be carried out before solving the reduced-order model in order to enable a
reduced-order computation of the base-pressure coefficient.
4.3.8 Validation
A reduced-order model was created with Matlab from snapshots of the finite
element simulation withM ′p = 23 582 and ∆t = 0.05. The time span of inter-
est was t ∈ [300, 400], which corresponded to approximately 16.7 cycles of the
periodic solution. To build the reduced basis functions, two different sets of
snapshots were considered. In the first case (A) only the 120 discrete solutions
at t = 300, 300.05, . . . , 305.95 were taken as snapshots, so that approximately
one period was sampled equidistantly. In the second case (B), the discrete
solutions at all 2001 time instances of the time span of interest were chosen.
The respective velocity snapshot averages were taken as reference solutions in
the context of the control function method to implement the inhomogeneous
velocity Dirichlet conditions. For consistency, the control function method
was also applied to the pressure. In Figure 4.5 the reference solutions of case
(A) for the pressure and the velocity components are presented.
From the snapshot fluctuations, i.e. the snapshots minus their respective
snapshot average, L2-orthogonal reduced basis functions were computed sep-
arately for the velocity vector and the pressure field using the control function
approach. The first 8 reduced basis functions of the pressure are presented in
Figure 4.6 for case (A).
Reduced-order models were created with R~u = Rp = 0, . . . , 20. The mod-
els were solved for the time interval t ∈ [300, 400]. The first velocity snapshot
at t = 300 was used to initialize the velocity reduced-order model, i.e. the
respective finite element coefficients were used as ~U0 in (4.79). The pressure
initial condition was computed with (4.80), where the term containing the
time derivative could be neglected as it was equal to zero.
The velocity and pressure fields were computed from the reduced-order
solution and compared to the finite element solutions in the time interval
t ∈ [300, 400] using the relative space-time L2 norms. The convergence graphs
for the pressure and velocity are presented in Figure 4.7 for case (A), using
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Figure 4.5: Cutouts of the snapshot averages close to the cylinder. From top
to bottom: p, u, v.
only snapshots of one cycle, and in Figure 4.8 for case (B), using snapshots
of the whole time interval from t = 300 to t = 400. As a reference, the errors
between the snapshot fluctuations and their L2 projections on the reduced
basis are given in all graphs. It can be observed that all errors decay close
to exponentially in the beginning, and the model and projection errors differ
by not more than about one order of magnitude. While the convergence of
the projection error is strictly monotonic, the convergence of the model error
is not monotonic. In case (A) the decay of the model and projection errors
stagnate when about 25 basis functions or more are used. This means that the
snapshots can not be approximated better by further increasing the number of
basis functions, rather the number of snapshots must be increased first. This
statement is underlined by the results for case (B), where more snapshots
have been taken into account. Here the projection error fully converges –
in fact it is possible to decrease the error almost down to machine precision
when the number of reduced basis functions is increased further. The relative
modeling errors reach a minimum in the order magnitude of about 10−9 at
around 70 basis functions, which can be most probably related to the error
in the solution of the non-linear systems of equations. While the numerics
regarding the time and space discretization were fully compatible between
the finite element model and the reduced-order model, the non-linear systems
of equations were solved with different methods using finite precision.
A computational peculiarity in the computation of the pressure should
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Figure 4.6: Cutouts of the first 8 pressure POD basis functions close to the
cylinder.
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be noted. The snapshots had been first computed with the trapezoidal rule,
which demands that the average of two consecutive snapshots is discretely
divergence free. In this case the pressure error of a resulting reduced-order
model did not converge as well as in Figure 4.8, even if all snapshots were
used to compute the basis functions. The reason was a growing pressure
‘wiggle’, as anticipated by Gresho and Sani (2000, sect. 3.16.1.a.4). The
authors of the book blame the initial divergence error as the reason for the
wiggles, but in the present case the initial discrete divergence error is exactly
zero. By changing the tolerance of the nonlinear solver, however, it could be
verified that the accumulating error of this solver is the source of the wiggle
signal. The consequence of the pressure wiggle is the appearance of one or
more POD basis functions corresponding to this wiggle signal. The reduced-
order model does not mimic the behavior of the nonlinear solver of the finite
element model and is therefore not able to reproduce the behavior of the finite
element solution. To reduce the appearance of wiggles in time, Gresho and
Sani (2000) suggest to use a simplified trapezoidal rule, which demands that
at any time step the solution at the new time level is discretely divergence-
free. The simplified trapezoidal rule is employed in the finite element model
used to create the numerical results of this chapter. Nevertheless, using the
standard trapezoidal rule in the time integration of the reduced-order model
did not cause any issues.
In Table 4.3, the values of the drag, lift and base-pressure coefficients as
well as the Strouhal number are given for different dimensions of the reduced
space. The average drag and base-pressure coefficients were already well cap-
tured with the reference solution. These quantities depend linearly on the
average solution, which is very closely resembled by the reference solution.
Notably, adding basis functions can have a negative effect on the accuracy,
as can be seen in the base-pressure coefficient computed from the solution
with 4 reduced basis functions. The maximum lift relies on the correct time-
dependent behavior of the solution. Here, at least about 8 basis functions
were required to achieve an error that was less than 1 percent. The Strouhal
number was captured already quite well using 2 basis functions. Less than
2 basis functions, however, did not result in a periodic solution. The model
with 20 basis functions was able to reproduce the reference values of citet
PosdziechGrundmann2007 for all quantities of interest up to the fourth digit.
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Figure 4.7: Relative space-time L2 norms of the model error and the projection
error depending on the numbers of reduced basis functions for the velocity
vector and the pressure. The reduced basis functions were computed using
120 snapshots – case (A).
Table 4.3: Convergence of the quantities of interest with respect to the number
of basis functions. The right-most column contains the results of Posdziech
and Grundmann (2007)
Rp = R~u 0 2 4 8 20 ref.
Strouhal − 0.1670 0.1677 0.1666 0.1667 0.1667
lift 0.0000 0.3937 0.3263 0.3325 0.3309 0.3309
drag 1.3504 1.3504 1.3504 1.3504 1.3504 1.3504
base-pressure 0.7448 0.7448 0.7446 0.7448 0.7448 0.7448
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Figure 4.8: Relative space-time L2 norms of the model error and the projection
error depending on the numbers of reduced basis functions for the velocity
vector and the pressure. The reduced basis functions were computed using
2001 snapshots – case (B).
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Chapter 5
Thermoconvective flow in a
channel
The third scenario for POD-Galerkin reduced-order modeling involves the
coupling of an incompressible flow with heat transfer by convection and dif-
fusion. The setting is a laminar, transient flow through a horizontal channel
heated from below. The problem was proposed by Evans and Paolucci (1990)
as a benchmark for outflow conditions in the presence of strong buoyancy
effects. An interplay between natural and forced convection leads to a reg-
ular pattern of convection cells which are transported through the channel.
After the transient effects have decayed, the solution eventually becomes pe-
riodic in time. Evans and Paolucci suggest a set of quantities of interest, for
which they provide reference values and confidence intervals. The test case
was used in Lang (1998) and Gottermeier and Lang (2010) to demonstrate
the accuracy of the time integration methods implemented in the KARDOS
finite element software (Erdmann et al., 2002). In Schieche and Lang (2013)
the flow problem is modified to account for stochastic variations.
Much of the material covered in the previous two chapters is reused for
the present setting. Additional features of the problem are the coupling of
the heat and momentum equations via the Boussinesq forcing term in the
momentum equations and via the convective term in the heat equation. In
section 5.1, the governing equations are given in their strong and weak forms.
The numerical discretization is presented in section 5.2 and validated with
a space and time step refinement study and a comparison to the reference
values of Evans and Paolucci. In section 5.3, a reduced-order flow model for
the velocity and the temperature is derived from the spatially semi-discretized
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problem. A reduced-order pressure model is derived from a discrete pressure
Poisson equation. The reduced-order models are validated using the space-
time L2 norms of the errors in the velocity, temperature and pressure with
respect to the snapshots and with respect to reference solutions obtained with
a higher resolution in space and time.
An error analysis of POD-Galerkin models for the unsteady Boussinesq
equations is presented in Ravindran (2011). Respective reduced-order models
based on a greedy approach are developed and analyzed in Nguyen et al.
(2005) for the steady and in Knezevic et al. (2011) for the unsteady case.
5.1 Governing equations
Let Ω ⊂ R2 be a bounded spatial domain with boundary Γ and closure Ω¯
and let the spatial coordinate vector be ~x = (x, y)T . The boundary is split
as Γ = ΓuD ∪ ΓuN = ΓvD ∪ ΓvN = ΓqD ∪ ΓqN with ΓuD ∩ ΓuN = ΓvD ∩ ΓvN = ΓqD ∩
ΓqN = ∅. Furthermore, let [0, T ] be a time interval with a final time T >
0 and with the time variable denoted by t. An unsteady two-dimensional
incompressible flow problem is considered. The unknowns are the velocity
vector ~u = (u, v)T : [0, T ] × Ω¯ → R2, the pressure p : [0, T ] × Ω¯ → R and
the temperature q : [0, T ] × Ω¯ → R. Buoyancy effects are included in the
equations using a Boussinesq approximation. The problem is defined by the
set of partial differential algebraic equations
∂tu+ ~u · ∇u+ ∂xp− 1
Re
∇ · (∇u+ ∂x~u) + gx
Fr
q = 0, (5.1)
∂tv + ~u · ∇v + ∂yp− 1
Re
∇ · (∇v + ∂y~u) + gy
Fr
q = 0, (5.2)
∂tq + ~u · ∇q − 1
Pe
∇ · ∇q = 0, (5.3)
∇ · ~u = 0, (5.4)
for (t, ~x) ∈ (0, T ]× Ω. The direction of gravity is denoted by the unit vector
~g = (gx, gy)
T and the dimensionless parameters are the Reynolds number Re,
the Péclet number Pe and the Froude number Fr .
Space-time continuous extensions of the velocity and temperature Dirichlet
boundary data into the domain are given by ~uD = (uD, vD)T : [0, T ]× Ω¯→ R2
and qD : [0, T ]× Ω¯→ R, respectively, which can be written as
~uD(t, ~x) =
K~u∑
k=1
~g~uk (~x)η
k
~u(t), (t, ~x) ∈ [0, T ]× Ω¯, (5.5)
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qD(t, ~x) =
Kq∑
k=1
gqk(~x)η
k
q (t), (t, ~x) ∈ [0, T ]× Ω¯, (5.6)
where K~u and Kq are small positive integers, ~g~u1 , . . . , ~g~uK~u : Ω¯ → R2 and
gq1, . . . , g
q
Kq : Ω¯ → R are continuous in space, and η1~u, . . . , ηK
~u
~u : [0, T ] → R
and η1q , . . . , ηK
q
q : [0, T ]→ R are continuous in time. Under these assumptions,
Dirichlet boundary conditions are imposed by
u = uD, (t, ~x) ∈ (0, T ]× ΓuD, (5.7)
v = vD, (t, ~x) ∈ (0, T ]× ΓvD, (5.8)
q = qD, (t, ~x) ∈ (0, T ]× ΓqD, (5.9)
and Neumann boundary conditions are imposed by
pnx − 1
Re
(∇u+ ∂x~u) · ~n = 0, (t, ~x) ∈ (0, T ]× ΓuN, (5.10)
pny − 1
Re
(∇v + ∂y~u) · ~n = 0, (t, ~x) ∈ (0, T ]× ΓvN, (5.11)
− 1
Pe
∇q · ~n = 0, (t, ~x) ∈ (0, T ]× ΓqN, (5.12)
where ~n = (nx, ny)T denotes the surface unit normal vector at the bound-
ary pointing outward of the domain. At least one of the velocity Neumann
boundaries is assumed non-empty, in order to have a unique pressure field.
With a given continuous initial velocity ~u0 = (u0, v0)T : Ω¯ → R2 and a
given continuous initial temperature q0 : Ω¯ → R, the following initial condi-
tions are prescribed:
u = u0, (t, ~x) ∈ {0} × Ω, (5.13)
u = u0, (t, ~x) ∈ {0} × Ω, (5.14)
q = q0, (t, ~x) ∈ {0} × Ω. (5.15)
The initial velocity is assumed to be divergence free, ∇ · ~u0 = 0 in Ω¯. Also,
the initial data is assumed to be compatible with the boundary data, u0 = uD
on {0} × ΓuD, v0 = vD on {0} × ΓvD and q0 = qD on {0} × ΓqD.
To derive a weak form of the Boussinesq flow problem, the subspaces H1u,0,
H1v,0 and H1q,0 of the Sobolev space H1 are defined as
H1u,0 := {a ∈ H1 : a|ΓuD = 0},
H1v,0 := {a ∈ H1 : a|ΓvD = 0},
H1q,0 := {a ∈ H1 : a|ΓqD = 0}.
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The equations (5.1)–(5.4) are multiplied by functions ψu ∈ H1u,0, ψv ∈ H1v,0,
ψq ∈ H1q,0 and ψp ∈ L2, respectively, and integrated over the domain, which
yields
(ψu, ∂tu+ ~u · ∇u) + (ψu, ∂xp)− 1
Re
(ψu,∇ · (∇u+ ∂x~u)) + gxFr (ψ
u, q) = 0,
(ψv, ∂tv + ~u · ∇v) + (ψv, ∂yp)− 1
Re
(ψv,∇ · (∇v + ∂y~u)) + gyFr (ψ
v, q) = 0,
(ψq, ∂tq + ~u · ∇q)− 1
Pe
(ψq,∇ · ∇q) = 0,
(ψp,∇ · ~u) = 0.
The divergence theorem, applied to the pressure, viscous and diffusive terms,
leads to
(ψu, ∂tu+ ~u · ∇u)− (∂xψu, p) + 1
Re
(∇ψu,∇u+ ∂x~u) + gxFr (ψ
u, q)
=
∫
Γ
−ψupnx d~x+
∫
Γ
1
Re
ψu(∇u+ ∂x~u) · ~n d~x, (5.16)
(ψv, ∂tv + ~u · ∇v)− (∂yψv, p) + 1
Re
(∇ψv,∇v + ∂y~u) + gyFr (ψ
v, q)
=
∫
Γ
−ψvpny d~x+
∫
Γ
1
Re
ψu(∇v + ∂y~u) · ~n d~x, (5.17)
(ψq, ∂tq + ~u · ∇q) + 1
Pe
(∇ψq,∇q)
=
∫
Γ
1
Pe
ψq∇q · ~n d~x, (5.18)
(ψp,∇ · ~u) = 0. (5.19)
Now the boundary terms of (5.16)–(5.18) can be eliminated. At the Dirich-
let boundaries they can be dropped, because the basis functions fulfill zero
Dirichlet conditions. At the Neumann boundaries the conditions (5.10)–(5.12)
can be substituted. The weak form of the flow problem can now be consti-
tuted: Find p ∈ L2, u − uD ∈ H1u,0, v − vD ∈ H1v,0 and q − qD ∈ H1q,0, such
that
(ψu, ∂tu+ ~u · ∇u)− (∂xψu, p)
+
1
Re
(∇ψu,∇u+ ∂x~u) + gxFr (ψ
u, q) = 0 ∀ψu ∈ H1u,0, (5.20)
(ψv, ∂tv + ~u · ∇v)− (∂yψv, p)
+
1
Re
(∇ψv,∇v + ∂y~u) + gyFr (ψ
v, q) = 0 ∀ψv ∈ H1v,0, (5.21)
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(ψq, ∂tq + ~u · ∇q) + 1
Pe
(∇ψq,∇q) = 0 ∀ψq ∈ H1q,0, (5.22)
(ψp,∇ · ~u) = 0 ∀ψp ∈ L2, (5.23)
as well as ~u(0, ~x) = ~u0(~x) and q(0, ~x) = q0(~x).
5.2 Finite element modeling
The finite element discretization features continuous Lagrangian finite ele-
ments with piecewise linear basis functions for the pressure and piecewise
quadratic finite elements for the velocity and the temperature. Most of the
spatially discretized operators are identical to the ones of the heat conduc-
tion and isothermal flow problems of the preceding chapters. However, new
terms in the equations are given by the thermal forcing in the momentum
equations and by the convective transport in the heat equation. For the time
discretization, the Crank-Nicolson scheme is employed again.
5.2.1 Finite element discretization in space
Using the definitions of the finite element discretization of the heat conduction
problem and the isothermal flow problem presented in the previous chapters,
the discrete weak form of the thermoconvective flow is given as follows: Find
ph ∈ L2p,h, uh−uhD ∈ H1u,0,h, vh− vhD ∈ H1v,0,h and qh− qhD ∈ H1q,0,h, such that
(ψu, ∂tu
h + ~uh · ∇uh)− (∂xψu, ph)
+
1
Re
(∇ψu,∇uh + ∂x~uh) + gxFr (ψ
u, qh) = 0 ∀ψu ∈ H1u,0,h, t ∈ (0, T ],
(ψv, ∂tv
h + ~uh · ∇vh)− (∂yψv, ph)
+
1
Re
(∇ψv,∇vh + ∂y~uh) + gyFr (ψ
v, qh) = 0 ∀ψv ∈ H1v,0,h, t ∈ (0, T ],
(ψq, ∂tq
h + ~uh · ∇qh) + 1
Pe
(∇ψq,∇qh) = 0 ∀ψq ∈ H1q,0,h, t ∈ (0, T ],
(ψp,∇ · ~uh) = 0 ∀ψp ∈ L2p,h, t ∈ (0, T ],
(ψu, uh − uh0 ) = 0 ∀ψu ∈ H1u,0,h, t ∈ {0},
(ψv, vh − vh0 ) = 0 ∀ψv ∈ H1v,0,h, t ∈ {0},
(ψq, qh − qh0 ) = 0 ∀ψq ∈ H1q,0,h, t ∈ {0}.
The unknowns and initial conditions are substituted by their finite ele-
ment representations (3.11), (3.13), (4.24)–(4.27), (4.30) and (4.31), and the
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functions ψu, ψv, ψp and ψq are replaced by the respective finite element basis
functions in turn. The resulting equations are:
• Momentum equation in x-direction for t ∈ (0, T ] and i = 1, . . . ,Mu:
M ′u∑
j=1
(ψui , ψ
u
j )︸ ︷︷ ︸
MFu
U˙j +
M ′u∑
j=1
(
ψui ,
M ′u∑
k=1
Ukψ
u
k∂xψ
u
j +
M ′v∑
k=1
Vkψ
v
k∂yψ
u
j
)
︸ ︷︷ ︸
NFu (~U)
Uj
+
M ′p∑
j=1
−(∂xψui , ψpj )︸ ︷︷ ︸
CFu
Pj +
M ′v∑
j=1
1
Re
(∂yψ
u
i , ∂xψ
v
j )︸ ︷︷ ︸
KFuv
Vj
+
M ′u∑
j=1
1
Re
(
2(∂xψ
u
i , ∂xψ
u
j ) + (∂yψ
u
i , ∂yψ
u
j )
)
︸ ︷︷ ︸
KFuu
Uj
+
M ′q∑
j=1
gx
Pe
(ψui , ψ
q
j )︸ ︷︷ ︸
BFu
Qj = 0.
• Momentum equation in y-direction for t ∈ (0, T ] and i = 1, . . . ,Mv:
M ′v∑
j=1
(ψvi , ψ
v
j )︸ ︷︷ ︸
MFv
V˙j +
M ′v∑
j=1
(
ψvi ,
M ′u∑
k=1
Ukψ
u
k∂xψ
v
j +
M ′v∑
k=1
Vkψ
v
k∂yψ
v
j
)
︸ ︷︷ ︸
NFv (~U)
Vj
+
M ′p∑
j=1
−(∂yψvi , ψpj )︸ ︷︷ ︸
CFv
Pj +
M ′u∑
j=1
1
Re
(∂xψ
v
i , ∂yψ
u
j )︸ ︷︷ ︸
KFvu
Uj
+
M ′v∑
j=1
1
Re
(
(∂xψ
v
i , ∂xψ
v
j ) + 2(∂yψ
v
i , ∂yψ
v
j )
)
︸ ︷︷ ︸
KFvv
Vj
+
M ′q∑
j=1
gy
Pe
(ψvi , ψ
q
j )︸ ︷︷ ︸
BFv
Qj = 0.
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• Heat equation for t ∈ (0, T ] and i = 1, . . . ,Mq:
M ′q∑
j=1
(ψqi , ψ
q
j )︸ ︷︷ ︸
MFq
Q˙j +
M ′q∑
j=1
(
ψqi ,
M ′u∑
k=1
Ukψ
u
k∂xψ
q
j +
M ′v∑
k=1
Vkψ
v
k∂yψ
q
j
)
︸ ︷︷ ︸
NFq (~U)
Qj
+
M ′q∑
j=1
1
Pe
(
(∂xψ
q
i , ∂xψ
q
j ) + (∂yψ
q
i , ∂yψ
q
j )
)
︸ ︷︷ ︸
KFq
Qj = 0.
• Continuity equation for t ∈ (0, T ] and i = 1, . . . ,Mp:
M ′u∑
j=1
(ψpi , ∂xψ
u
j )︸ ︷︷ ︸
DFu
Uj +
M ′v∑
j=1
(ψpi , ∂yψ
v
j )︸ ︷︷ ︸
DFv
Vj = 0.
• Initial condition for u at t ∈ {0} and i = 1, . . . ,Mu:
M ′u∑
j=1
(ψui , ψ
u
j )︸ ︷︷ ︸
MFu
(Uj − u0(~xuj )) = 0.
• Initial condition for v at t ∈ {0} and i = 1, . . . ,Mv:
M ′v∑
j=1
(ψvi , ψ
v
j )︸ ︷︷ ︸
MFv
(Vj − v0(~xvj )) = 0.
• Initial condition for q at t ∈ {0} and i = 1, . . . ,Mq:
M ′q∑
j=1
(ψqi , ψ
q
j )︸ ︷︷ ︸
MFq
(Qj − q0(~xqj)) = 0.
Knowing the finite element basis functions for a given mesh, the inner
products can be evaluated and assembled in sparse matrices. The braces in
107
the formulas above indicate which terms enter which matrices. The resulting
matrix form of the discretized equations is
MFuU˙ +NFu (~U)U + CFu P +KFuuU +KFuvV + BFuQ = 0, t ∈ (0, T ],
MFv V˙ +NFv (~U)V + CFv P +KFvuU +KFvvV + BFvQ = 0, t ∈ (0, T ],
MFq Q˙+NFq (~U)Q+KFq Q = 0, t ∈ (0, T ],
DFu U +DFv V = 0, t ∈ (0, T ],
MFuU −MFuU0 = 0, t ∈ {0},
MFvV −MFvV0 = 0, t ∈ {0},
MFqQ−MFqQ0 = 0, t ∈ {0}.
Using the combined matrices
MF~u =
(MFu 0
0 MFv
)
, NF~u (~U) =
(NFu (~U) 0
0 NFv (~U)
)
,
CF~u =
(CFu
CFv
)
, KF~u =
(KFuu KFuv
KFvu KFvv
)
,
DF~u =
(DFu DFv ) , BF~u = (BFuBFv
)
,
one obtains the short form of the finite element semi-discretization of the flow
problem,
MF~u ~˙U +NF~u (~U)~U + CF~u P +KF~u ~U + BF~uQ = ~0, t ∈ (0, T ], (5.24)
MFq Q˙+NFq (~U)Q+KFq Q = 0, t ∈ (0, T ], (5.25)
DF~u ~U = 0, t ∈ (0, T ], (5.26)
MF~u ~U −MF~u ~U0 = ~0, t ∈ {0}, (5.27)
MFqQ−MFqQ0 = 0, t ∈ {0}, (5.28)
with Dirichlet conditions are implemented via
Qm(t) = qD(t, ~x
q
m), m = M
q + 1, . . . ,M ′q, t ∈ [0, T ], (5.29)
Um(t) = uD(t, ~x
u
m), m = M
u + 1, . . . ,M ′u, t ∈ [0, T ], (5.30)
V m(t) = vD(t, ~x
v
m), m = M
v + 1, . . . ,M ′v, t ∈ [0, T ]. (5.31)
In just the same way as for the isothermal flow problem of the last chapter,
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a discrete pressure Poisson equation can be derived,
0 = DFD~u ~˙UD −DFF~u (MFF~u )−1
(
MFD~u ~˙UD +NF~u (~U)~U +KF~u ~U + BF~uQ+ CF~u P
)
, t ∈ [0, T ],
which in the present case contains a Boussinesq forcing term. When applied
as an initial condition for the pressure, the equations becomes
DFF~u (MFF~u )−1CF~u P = DFD~u ~˙UD0 −DFF~u (MFF~u )−1
(
MFD~u ~˙UD0 +NF~u (~U0)~U0 +KF~u ~U0 + BF~uQ0
)
, t ∈ {0}. (5.32)
The initial pressure is zero if the problem starts from a fluid at rest with
zero initial temperature as well as zero velocity and zero acceleration at the
Dirichlet boundary. In this case all terms on the right-hand side are zero.
The final coupled semi-discrete problem consists of the discrete Dirichlet
boundary conditions (5.29), (5.30) and (5.31), the ordinary differential equa-
tions (5.24) and (5.25), the linear algebraic equation (5.26) as well as the
initial conditions (5.27), (5.28) and (5.32).
5.2.2 Finite difference discretization in time
In the preceding chapters, the fully discrete solution vectors Un, Vn, Qn, Pn
and ~Un with respect to the time instances t1, . . . , tN with 0 = t1 < · · · < tN =
T have been introduced. The fully discretized equations for the thermocon-
vective flow problem are derived from (5.24) – (5.32). The Crank-Nicolson
methods results in the following computational scheme:
• Momentum equation for n = 2, . . . , N :
MF~u
~Un − ~Un−1
tn − tn−1 +
NF~u (~Un)~Un +NF~u (~Un−1)~Un−1
2
+KF~u
~Un + ~Un−1
2
+ CF~u
Pn + Pn−1
2
+ BF~u
Qn +Qn−1
2
= ~0. (5.33)
• Heat equation for n = 2, . . . , N :
MFq
Qn −Qn−1
tn − tn−1 +
NFq (~Un)Qn +NFq (~Un−1)Qn−1
2
+KFq
Qn +Qn−1
2
= 0.
(5.34)
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• Continuity equation for n = 2, . . . , N :
DF~u
~Un + ~Un−1
2
= 0. (5.35)
• Initial equation of the velocity for n = 1:
MF~u ~Un −MF~u ~U0 = ~0. (5.36)
• Initial equation of the temperature for n = 1:
MFqQn −MFqQ0 = 0. (5.37)
• Initial equation of the pressure for n = 1:
DFF~u (MFF~u )−1CF~u Pn = DFD~u ~˙UD0 −DFF~u (MFF~u )−1
(
MFD~u ~˙UD0 +NF~u (~U0)~U0 +KF~u ~U0
)
. (5.38)
• Dirichlet conditions of the velocity and temperature for n = 1, . . . , N :
Umn = uD(tn, ~x
u
m), m = M
u + 1, . . . ,M ′u
V mn = vD(tn, ~x
v
m), m = M
v + 1, . . . ,M ′v
Qmn = qD(tn, ~x
q
m), m = M
q + 1, . . . ,M ′q.
In each time step a non-linear system of equations is solved with a simplified
Newton method for the non-Dirichlet components of the solution.
5.2.3 Validation
The finite element discretization presented in the previous section is imple-
mented with Matlab and applied to the test case proposed by Evans and
Paolucci (1990). The parameters of the problem are listed in Table 5.1. Dif-
ferently from the original problem description, a smooth start-up from zero
initial conditions is used, which is obtained by multiplying the original Dirich-
let data with a shifted cosine function in time. Moreover, while the reference
simulation of Evans and Paolucci consists of a domain of length 20, the current
simulation consists of a domain of length 10, like in Lang (1998), Gottermeier
and Lang (2010) and Schieche and Lang (2013). Otherwise, the problem is
identical to the one given by Evans and Paolucci. Figure 5.1 provides a sketch
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Figure 5.1: Sketch of the geometry of the thermally coupled flow problem.
Figure 5.2: Mesh refinement of the thermally coupled flow problem. Starting
from an initial mesh (top), the mesh is refined successively by splitting each
triangle into four sub-triangles, which halves the minimum edge length in each
refinement step (middle and bottom).
of the geometry and the assignment of the boundary conditions. For the val-
idation of the finite element discretization, the space domain is discretized
with a uniform mesh, as sketched in Figure 5.2. The minimum edge length
defines the mesh width parameter ∆x. The time domain is discretized with
a uniform time step size ∆t.
The components of the solution at the final simulation time are presented
in Figure 5.3, where a regular pattern of rising hot plumes with co-existing
falling cold plumes can be observed. Near the inflow and the outflow, the
solutions deviate from this regular pattern due to the boundary conditions
imposed on the problem. Particularly at the outflow, the open boundary
condition induces velocities and temperatures that are higher than in the
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Table 5.1: Parameters of the thermally coupled flow problem.
description symbol expression
domain height H 1
domain length L 10
simulation time T 15
Reynolds number Re 10
Peclet number Pe 20/3
Froude number Fr 1/150
gravity vector ~g (0,−1)
initial velocity ~u0 (0, 0)T
initial temperature q0 0
x-velocity at ΓuD uD 6y(1− y)η~u
y-velocity at ΓvD vD 0
temperature at ΓqD qD (1− y)ηq
start-up functions η~u, ηq
{
1 if t ≥ 1,
1
2 (1− cos(pit)) if t < 1.
interior domain. The maximum rotating velocity of the eddies is larger than
the inflow velocity. Therefore, fluid is entering the domain at the boundary at
x = 10, which means that this boundary is not a true outflow boundary. Still,
the effect of the outflow boundary on the largest part of the interior domain
is small, as verified below in the comparison with the reference simulation.
Figure 5.4 shows the time-dependent behavior of the solution at ~x =
(5, 0.5). During the run-up time of one time unit, the Dirichlet conditions
change from zero to the final values, which is reflected by the plot of the ve-
locity component u. The convective instability, however, causes an unsteady
behavior even if the Dirichlet conditions do not change anymore. After a
transient solution time of approximately 10 time units, the effect of the initial
run-up has decayed and the solution has become time-periodic.
The simulation is validated using a series of discretizations with increasing
resolution in space and time. The validation consists of two steps: a compari-
son with reference quantities of interest from the literature and a convergence
study with respect to an L2 space-time error norm, using a high-resolution
finite element solution as a reference.
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Figure 5.3: Solutions at t = 15, from top to bottom: u, v, q, p.
Figure 5.4: Solutions at ~x = (5, 0.5), from top to bottom: u, v, q, p.
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In Evans and Paolucci (1990), reference values are given for the time period
τ , the space period λ, the average Nusselt number 〈Nu〉, as well as the maxima
and minima of each of the velocity components together with the vertical
positions at which these extrema have been obtained. The time period was
computed via the minimum of the L2-distance of the solution at t = 15 to the
solution at the rest of the time interval, using a cubic spline interpolation of the
solution between the discrete solution times. The space period was computed
via the difference between the temperature at x = 5 and y = 0.5 and the
temperatures at x > 5 and y = 0.5, using exact finite element interpolations
of the solution between the mesh points. The Nusselt number was computed
for both the bottom and top boundary. It was averaged in time over the
last period and in space over the horizontal interval 2 ≤ x ≤ 8. The time
averaging employed a cubic spline interpolation between the discrete time
instances. The space averaging employed exact finite element interpolations.
The computation of the extrema was restricted to t = 15 and 2 ≤ x ≤ 8 and
computed via the finite element representation of the solution.
It is not expected that the results comply exactly with the source for the
following reasons:
• There are differences between the problem settings, in particular the
run-up phase and the domain length.
• Evans and Paolucci believe that the reference values contain an error of
up to about 1% to 2%
A comparison of the values of the functionals given by Evans and Paolucci
with the values of the current simulations are presented in Table 5.2 and
Table 5.3. The first table demonstrates the convergence of the quantities of
interest with respect to the spatial resolution, holding the temporal resolu-
tion fixed. The second table demonstrates the convergence with respect to
the temporal resolution, holding the spatial resolution fixed. The number of
digits is chosen in accordance with the reference. By using a fine enough res-
olution in space and time, most of the reference values could be reproduced
sufficiently well. Only the Nusselt numbers and the spatial period deviate
by approximately 3 percent from the reference values, which is slightly more
than the assumed error bounds given for the reference values. The cause for
this deviation is unclear, because the quantities of interest are numerically
well converged. However, as the statement of Evans and Paolucci about the
accuracy of their results is formulated quite vaguely, the current results seem
acceptable.
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Table 5.2: Comparison of the results of the present computation with the
reference values of Evans and Paolucci (1990). The results of the finest time
resolution with ∆t = 1/320 are shown for mesh widths varying between ∆x =
1/4 and ∆x = 1/64, as to demonstrate the convergence of the results with
respect to the spatial resolution. The rightmost column contains the reference
values.
∆t 1/320 1/320 1/320 1/320 1/320 reference
∆x 1/4 1/8 1/16 1/32 1/64 reference
τ 1.3233 1.2954 1.2904 1.2900 1.2900 1.3319
λ 1.5227 1.4508 1.4444 1.4441 1.4441 1.4465
Nub 2.8402 2.8068 2.6688 2.6435 2.6400 2.5583
Nut 2.8402 2.8068 2.6688 2.6435 2.6400 2.5583
umax 4.5485 4.4281 4.3957 4.3961 4.3964 4.3958
y|umax 0.7500 0.1875 0.8059 0.8049 0.8048 0.8040
umin −2.4046 −2.7363 −2.7257 −2.7281 −2.7280 −2.7329
y|umin 0.8750 0.8571 0.1418 0.1417 0.1412 0.1444
vmax 4.6871 5.0122 5.0257 5.0256 5.0256 5.0319
y|vmax 0.5000 0.5000 0.5070 0.5085 0.5088 0.5094
vmin −4.7375 −5.0149 −5.0254 −5.0257 −5.0257 −5.0587
y|vmin 0.5000 0.5000 0.4930 0.4915 0.4912 0.4907
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Table 5.3: Comparison of the results of the present computation with the
reference values of Evans and Paolucci (1990). The results of the finest space
resolution with ∆x = 1/64 are shown for time step sizes varying between
∆t = 1/20 and ∆t = 1/320, as to demonstrate the convergence of the results
with respect to the temporal resolution. The rightmost column contains the
reference values.
∆t 1/20 1/40 1/80 1/160 1/320 reference
∆x 1/64 1/64 1/64 1/64 1/64 reference
τ 1.2960 1.2915 1.2904 1.2901 1.2900 1.3319
λ 1.4438 1.4440 1.4441 1.4441 1.4441 1.4465
Nub 2.6398 2.6399 2.6399 2.6400 2.6400 2.5583
Nut 2.6398 2.6399 2.6400 2.6400 2.6400 2.5583
umax 4.3930 4.3958 4.3962 4.3963 4.3964 4.3958
y|umax 0.8047 0.8048 0.8048 0.8048 0.8048 0.8040
umin −2.7354 −2.7299 −2.7285 −2.7281 −2.7280 −2.7329
y|umin 0.1412 0.1412 0.1412 0.1412 0.1412 0.1444
vmax 5.0257 5.0256 5.0256 5.0256 5.0256 5.0319
y|vmax 0.5090 0.5090 0.5088 0.5088 0.5088 0.5094
vmin −5.0250 −5.0256 −5.0257 −5.0257 −5.0257 −5.0587
y|vmin 0.4911 0.4912 0.4912 0.4912 0.4912 0.4907
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As a second step of the validation, the simulation with the finest resolution
in space and time is taken as a reference solution, which corresponds to 41665
mesh nodes for the pressure and 165249 mesh nodes for the other unknowns,
as well as 4800 time steps. The difference between the reference solution and
the other solutions is taken as an error estimate for the other solutions. The
error is measured via an approximation of the relative space-time L2 error
norm.
The convergence of the errors of the solution components with respect to
the number of mesh nodes is plotted in figure Figure 5.5 for fixed numbers
of time steps. The graph on the left-hand side was obtained using N = 601,
or, equivalently, ∆t = 1/40. It shows that the convergence with respect
to the spatial resolution is hindered by the time discretization error. The
graph on the right-hand side was obtained using N = 2401, or, equivalently,
∆t = 1/160. It displays quadratic convergence of the pressure for all con-
sidered values of ∆x. The graph displays cubic convergence of the velocity
components and the temperature between ∆x = 1/8 and ∆x = 1/16. For
finer mesh resolutions the error from the time discretization becomes appar-
ent.
The convergence with respect to the number of time steps is plotted in
figure Figure 5.6 for fixed numbers of unknowns. The graph on the left-hand
side was obtained using 729 pressure nodes and 2737 nodes of the other un-
knowns, which corresponds to ∆x = 1/8. It shows that the convergence with
respect to the time resolution is hindered by the space error. The graph on
the right-hand side was obtained using 10593 pressure nodes and 41665 nodes
of the other unknowns, which corresponds to ∆x = 1/32. The graph displays
quadratic convergence of all solution components. Only for the pressure the
spatial discretization error appears between ∆t = 1/80 and ∆t = 1/160.
For the considered discretization schemes, choosing ∆x = 1/32 and ∆t =
1/160 leads to a balancing of the space and time discretization errors, when all
components of the solution are of interest. This implies that the finite element
model is not significantly over-resolving the time or space dependency.
5.3 Reduced-order modeling
The derivation of the reduced-order model for the temperature-driven flow is
carried out only with the semi-discretized approach. Other derivations are
possible as well, following the steps presented in the previous chapter. Again,
the discrete divergence-freeness of the basis functions for the velocity leads to
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Figure 5.5: Relative space-time L2 error norms depending on the spatial
resolution. The errors are computed with respect to a reference finite element
solution with ∆t = 1/320 and ∆x = 1/64. The dotted lines denote the slopes
for quadratic (above) and cubic (below) convergence.
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Figure 5.6: Relative space-time L2 error norms depending on the time step
size. The errors are computed with respect to a reference finite element solu-
tion with ∆t = 1/320 and ∆x = 1/64. The dotted line denotes the slope for
quadratic convergence.
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an elimination of the pressure term and the continuity equations. A pressure
model derived from a discrete pressure Poisson equations is now depending
on the reduced-order coefficients of the velocity and the temperature. A val-
idation of the models is presented with respect to the underlying snapshots
and with respect to a simulation with a higher resolution in space and time.
5.3.1 Velocity-temperature model
The derivation of the reduced-order model for the velocity and the temper-
ature is based on the spatially semi-discretized equations (5.24)–(5.28). In-
dependent sets of reduced basis vectors are used for the velocity vector and
the temperature. The reduced-order approximations of the temperature and
velocity finite element coefficient vectors, (3.38) and (4.68), are substituted
in the semi-discretized equations, which gives rise to the residuals of the dis-
cretized differential equations,
~R~u =MF~u ~˙UR +NF~u (~UR)~UR + CF~u P +KF~u ~UR + BF~uQR, t ∈ (0, T ], (5.39)
Rq =MFq Q˙R +NFq (~UR)QR +KFq QR, t ∈ (0, T ], (5.40)
Rp = DF~u ~UR, t ∈ (0, T ], (5.41)
and the residuals of the initial conditions
~R~u0 =MF~u ~UR −MF~u ~U0, t ∈ {0}, (5.42)
Rq0 =MFqQR −MFqQR0 , t ∈ {0}. (5.43)
Like in the isothermal case, it can be shown that the residuum (5.41)
of the continuity equation is zero. Therefore the continuity equation can
be neglected. The reduced-order approximations are expanded and the linear
dependence of the discretized convection operators on their arguments is used.
The residuals are required to be orthogonal to the non-Dirichlet parts of the
respective reduced basis vectors. Finally, the pressure term can be skipped for
the same reasons as in the isothermal case. As a consequence, the following
set of equations is obtained:
• Velocity equation for r = 1, . . . , R~u and t ∈ (0, T ]:
R′~u∑
i=1
(~Φ~u,Fr )
TMF~u~Φ~ui a˙i +
R′~u∑
i=1
R′~u∑
j=1
(~Φ~u,Fr )
TNF~u (~Φ~ui )~Φ~uj aiaj
+
R′~u∑
i=1
(~Φ~u,Fr )
TKF~u ~Φ~ui ai +
R′q∑
i=1
(~Φ~u,Fr )
TBF~uΦqi bi = 0, (5.44)
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• Temperature equation for r = 1, . . . , Rq and t ∈ (0, T ]:
R′q∑
i=1
(Φq,Fr )
TMFqΦqi b˙i +
R′~u∑
i=1
R′q∑
j=1
(Φq,Fr )
TNFq (~Φ~ui )Φqjaibj
+
R′q∑
i=1
(Φq,Fr )
TKFq Φqjbj = 0, (5.45)
• Velocity initial condition for r = 1, . . . , R~u and t ∈ {0}:
R′~u∑
i=1
(~Φ~u,Fr )
TMF~u~Φ~ui ai −
R′~u∑
i=1
(~Φ~u,Fr )
TMF~u ~U0 = 0, (5.46)
• Temperature initial condition for r = 1, . . . , Rq and t ∈ {0}:
R′q∑
i=1
(Φq,Fr )
TMFqΦqi bi −
R′q∑
i=1
(Φq,Fr )
TMFqQ0 = 0, (5.47)
with input data aR
~u+1, . . . , aR
′~u
and bR
q+1, . . . , bR
′q
.
5.3.2 Pressure model
A discrete pressure Poisson equation for the Boussinesq problem is derived
like in the Navier-Stokes case, with the only difference being the additional
temperature term. The resulting discrete pressure Poisson equation is
DFD~u ~˙UD −DFF~u (MFF~u )−1
(
MFD~u ~˙UD +NF~u (~U)~U +KF~u ~U + BF~uQ+ CF~u P
)
= 0, t ∈ [0, T ].
The reduced-order approximations of the velocity, temperature and the pres-
sure are substituted. The resulting residual is required to be orthogonal to
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the pressure reduced basis vectors. This leads to
R′~u∑
i=R~u+1
(Φp,Fr )
TDFD~u ~Φ~u,Di a˙i − (Φp,Fr )TDFF~u (MFF~u )−1
(
R′~u∑
i=R~u+1
MFD~u ~Φ~u,Di a˙i +
R′~u∑
i,j=1
NF~u (~Φ~ui )~Φ~uj aiaj +
R′~u∑
i=1
KF~u ~Φ~ui ai
+
R′~u∑
i=1
BF~uΦqi bi +
R′p∑
i=1
CF~u Φpi ci
)
= 0 (5.48)
for r = 1, . . . , Rp and t ∈ [0, T ] with input data a1, . . . , aR′~u , b1, . . . , bR′q and
cR
p+1, . . . , cR
′p
.
5.3.3 Finite difference discretization in time
The set of equations (5.44)–(5.48) can be recast in the following form:
• Velocity model for r = 1, . . . , R~u and t ∈ (0, T ]:
R′~u∑
i=1
Ma,Fri a˙i +
R′~u∑
i=1
R′~u∑
j=1
N a,Frij aiaj +
R′~u∑
i=1
Ka,Fri ai +
R′q∑
i=1
Ba,Fri bi = 0, (5.49)
• Temperature model for r = 1, . . . , Rq and t ∈ (0, T ]:
R′q∑
i=1
Mb,Fri b˙i +
R′~u∑
i=1
R′q∑
j=1
N b,Frij aibj +
R′q∑
i=1
Kb,Fri bi = 0, (5.50)
• Pressure model for r = 1, . . . , Rp and t ∈ [0, T ]:
R′p∑
i=1
Cc,Fri ci +
R′~u∑
i=R~u+1
Mc,Fri a˙i
+
R′~u∑
i=1
R′~u∑
j=1
N c,Frij aiaj +
R′~u∑
i=1
Kc,Fri ai +
R′q∑
i=1
Bc,Fri bi = 0, (5.51)
• Velocity initial condition for r = 1, . . . , R~u and t ∈ {0}:
R′~u∑
i=1
Ma,Fri ai − (~Φ~u,Fr )TMF~u ~U0 = 0, (5.52)
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• Temperature initial condition for r = 1, . . . , Rq and t ∈ {0}:
R′q∑
i=1
Mb,Fri bi − (Φq,Fr )TMFqQ0 = 0. (5.53)
The model coefficients are given by
Ma,Fri = (~Φ~u,Fr )TMF~u~Φ~ui , Mb,Fri = (Φq,Fr )TMFqΦqi ,
N a,Frij = (~Φ~u,Fr )TNF~u (~Φ~ui )~Φ~uj , N b,Frij = (Φq,Fr )TNFq (~Φ~ui )Φqj ,
Ka,Fri = (~Φ~u,Fr )TKF~u ~Φ~ui , Kb,Fri = (Φq,Fr )TKFq Φqj ,
Ba,Fri = (~Φ~u,Fr )TBF~uΦqi ,
Mc,Fri = −(Φp,Fr )TDFF~u (MFF~u )−1MFD~u ~Φ~u,Di + (Φp,Fr )TDFD~u ~Φ~u,Di ,
Cc,Fri = −(Φp,Fr )TDFF~u (MFF~u )−1CF~u Φpi ,
N c,Frij = −(Φp,Fr )TDFF~u (MFF~u )−1NF~u (~Φ~ui )~Φ~uj ,
Kc,Fri = −(Φp,Fr )TDFF~u (MFF~u )−1KF~u ~Φ~ui ,
Bc,Fri = −(Φp,Fr )TDFF~u (MFF~u )−1BF~uΦqi .
The input values are aR
~u+1, . . . , aR
′~u
, bR
q+1, . . . , bR
′q
,cR
p+1, . . . , cR
′p
. To solve
this system of equations, the Crank-Nicolson method is applied. This amounts
to the following time stepping scheme:
• Momentum equation for r = 1, . . . , R~u and n = 2, . . . , N :
R′~u∑
i=1
Ma,Fri
ain − ain−1
tn − tn−1 +
R′~u∑
i=1
R′~u∑
j=1
N a,Frij
aina
j
n + a
i
n−1a
j
n−1
2
+
R′~u∑
i=1
Ka,Fri
ain + a
i
n−1
2
+
R′q∑
i=1
Ba,Fri
bin + b
i
n−1
2
= 0. (5.54)
• Heat equation for r = 1, . . . , R~u and n = 2, . . . , N :
R′q∑
i=1
Mb,Fri
bin − bin−1
tn − tn−1 +
R′~u∑
i=1
R′q∑
j=1
N b,Frij
ainb
j
n + a
i
n−1b
j
n−1
2
+
R′q∑
i=1
Kb,Fri
bin + b
i
n−1
2
= 0. (5.55)
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• Pressure Poisson equation for r = 1, . . . , Rp and n = 2, . . . , N :
R′p∑
i=1
Cc,Fri
cin + c
i
n−1
2
+
R′~u∑
i=R~u+1
Mc,Fri
ain − ain−1
tn − tn−1
+
R′~u∑
i=1
R′~u∑
j=1
N c,Frij
aina
j
n + a
i
n−1a
j
n−1
2
+
R′~u∑
i=1
Kc,Fri
ain + a
i
n−1
2
+
R′q∑
i=1
Bc,Fri
bin + b
i
n−1
2
= 0. (5.56)
• Velocity initial condition for r = 1, . . . , R~u and n = 1:
R′~u∑
i=1
Ma,Fri ain − (~Φ~u,Fr )TMF~u ~U0 = 0. (5.57)
• Temperature initial condition for r = 1, . . . , Rq and n = 1:
R′q∑
i=1
Mb,Fri bin − (Φq,Fr )TMFqQ0 = 0. (5.58)
• Pressure initial condition for r = 1, . . . , Rp and n = 1:
R′p∑
i=1
Cc,Fri cin +
R′~u∑
i=R~u+1
Mc,Fri a˙i(tn) +
R′~u∑
i,j=1
N c,Frij ainajn
+
R′~u∑
i=1
Kc,Fri ain +
R′q∑
i=1
Bc,Fri bin = 0. (5.59)
The input values are aR
~u+1
n , . . . , a
R′~u
n and bR
q+1
n , . . . , b
R′q
n for n = 1, . . . , N as
well as a˙R
~u+1(t1), . . . , a˙
R′~u(t1).
The system of equations (5.54) – (5.59) can be solved step by step. It is
possible to exclude (5.56) and (5.59), if a pressure output is not needed. The
non-linear equations in each time step are solved with Newton’s method. In
each linear Newton step, an LU decomposition is used to solve the systems of
equations.
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5.3.4 Validation
The POD-Galerkin reduced-order models introduced above were implemented
with Matlab. The Dirichlet conditions were implemented using the control
functions approach, employing the snapshots at t = 1 as control functions
for all components of the solution. To validate the reduced-order models, the
relative space-time L2 error norms are approximated for the reduced-order
approximations of p, u, v and q. Firstly, the error between the snapshots
and their L2-projection on the reduced basis is considered. This error results
from approximating the snapshots by a linear combination of a small number
of reduced basis functions, using coefficients which result from a minimiza-
tion problem. Secondly, the error between the snapshots and the solution
of the reduced-order model is considered. While the reduced-basis functions
and Dirichlet functions are the same as in the first case, the coefficients are
computed with the reduced-order model. In Figure 5.7, both errors are pre-
sented for varying dimensions of the reduced space and for all components of
the solution. It can be observed that all errors converge almost exponentially.
While the error of the projected snapshots decreases monotonously, this is not
the case for the error of the solution of the reduced-order model. Moreover,
the error in the solution of the reduced-order model is about one order of
magnitude larger than the error of the projected snapshots.
While the errors with respect to the snapshots are good indicators of the
correctness of the computer code, the errors with respect to the unknown true
solution are ultimately of interest. To estimate the magnitude of these errors,
a high-fidelity simulation with a finer grid in space and time was employed
to compute a reference solution. The errors of the reduced-order solutions
with respect to the reference solution was used to approximate the true er-
ror. Figure 5.7 shows that the reduced-order solutions converge toward the
underlying finite element snapshots as the number of reduced-basis functions
is increased. Therefore, the error of the reduced-order solutions with respect
to the true solutions is expected to converge to the error of the snapshots
with respect to the true solutions. Exactly this behavior can be observed in
Figure 5.8. Here the error of the finite element solution with respect to the
reference solution is indicated with a dashed line. At the point where the er-
ror between the reduced-order approximations and the underlying snapshots
becomes smaller than the error between the snapshots and the reference so-
lution, a further increase in the number of basis functions does not lead to
a significant decrease of the error between the reduced-order approximations
and the reference solution.
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Figure 5.7: Relative space-time L2 norms of the projection error and the
model error depending on the numbers of reduced basis functions for all four
components of the solution. The reduced basis functions were computed on
a mesh with 41665 mesh nodes (10593 pressure nodes) and 2400 time steps.
The errors were computed with respect to these snapshots.
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Figure 5.8: Relative space-time L2 norms of the projection error and the
model error depending on the numbers of reduced basis functions for all four
components of the solution. The reduced basis functions were computed on
a mesh with 41665 mesh nodes (10593 pressure nodes) and 2400 time steps.
The errors were computed with respect to a reference solution using 165249
mesh nodes (41665 pressure nodes) and 4800 time steps.
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Part II
Stochastic problems
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Chapter 6
Stochastic collocation on
sparse grids
This chapter introduces the sparse grid stochastic collocation method, which
enables uncertainty quantification for problems governed by partial differen-
tial equations with random input data. The key question is: How does the
uncertainty in the data effect the output of the simulation? This question
is related to problems which frequently arise in applications: How large is
the effect of measurement errors on a predicted quantity? How robust is a
particular design with respect to changes in the environment? What produc-
tion tolerances can be accepted in order to achieve a certain rate of failure?
The stochastic collocation method relies on a parametrization of the random
input. It requires the numerical solutions of a set of deterministic problems in
order to create an interpolation of the solution in the random parameter do-
main. Reduced-order modeling is introduced to this framework to accelerate
the computation of the statistics of a scalar quantity of interest.
A Karhunen-Loève expansion is often used to parameterize correlated ran-
dom fields. The terms in the expansion consist of deterministic functions in
space multiplied by random coefficients, see section 6.1. While the spatial
129
functions can usually be computed by means of analytical or numerical meth-
ods, the determination of the coefficients usually involves additional modeling.
Having a suitable Karhunen-Loève expansion of the random input avail-
able, the solution of the stochastic boundary value problem can be interpreted
as a function of the random coefficients. Assuming smooth dependence of the
solution on the values of the random coefficients, it is reasonable to approxi-
mate the solution by an interpolation using multivariate Lagrangian polyno-
mials with global support. The essence of the collocation method, see sec-
tion 6.2, is to solve the boundary value problem individually for each of the
interpolation points, which are also called collocation points in this context.
Collocation has turned out to be attractive in the stochastic setting, because
the method combines advantages of its most prominent competitors, namely
Monte-Carlo methods and stochastic Galerkin methods. In particular, inde-
pendent runs of a conventional deterministic code are sufficient to solve the
stochastic system – like in a Monte Carlo simulation. Still, fast convergence
can be achieved for solutions which depend smoothly on the random variables
– like in a stochastic Galerkin method (Le Maître and Knio, 2010).
The stochastic collocation method requires the choice of a set of colloca-
tion points. Sparse grids have become widely accepted for this purpose as
they diminish the curse of dimensionality that is imposed on standard tensor
product grids. An introduction to sparse grids is given in section 6.3.
Sparse grids are able to reduce the number of unknowns compared to a
tensor product grid. Still, the number of necessary deterministic solutions can
be quite large. In the setting of stochastic collocation, reduced-order modeling
can be viewed as either a more sophisticated replacement of the polynomial
interpolation or as a cheap surrogate for the deterministic simulations at the
collocation points. Section 6.4 presents the use of POD-Galerkin modeling for
the purpose of accelerating the sparse-grid collocation method. An overview
of alternative approaches is provided, additionally.
For further reading about stochastic collocation, a few publications are
listed in the following. The basic sparse grid algorithm was published by
Smolyak (1963). In Xiu and Hesthaven (2005) the sparse grid idea is applied
to stochastic collocation for elliptic partial differential equations with random
coefficients. Babuška et al. (2007) apply stochastic collocation to elliptic par-
tial differential equations with random coefficients and forcing terms using
a tensor product grid to discretize the stochastic domain. In Nobile et al.
(2008a) the stochastic collocation method is presented in conjunction with
isotropic sparse grids and in Nobile et al. (2008b) the method is extended to
anisotropic sparse grids. Ma and Zabaras (2009) propose an adaptive sparse
grid collocation scheme that handles discontinuities in the stochastic domain.
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6.1 Karhunen-Loève expansion
The Karhunen-Loève expansion can be viewed as a generalization of the
proper orthogonal decomposition, introduced earlier in this thesis, to the con-
text of stochastic processes. In the following, the method is presented with
reference to Ghanem and Spanos (1991). More details about the underlying
probability theory can be found e.g. in Rao and Swift (2006).
Let (Θ,Σ,P) be a complete probability space, where Θ is a sample space,
Σ is a σ-field on Θ, and P is a probability measure. The random field α(y, θ) :
Ω×Θ→ R with bounded domain Ω is introduced. The dth moment of α(y, θ)
is given by
E[α(y, θ)d] =
∫
Θ
α(y, θ)d dP(θ).
It is assumed that α(y, θ) is a centered second-order random field, i.e. its
first moment is zero and its second moment is finite. Consequently, α(y, ·)
is a random variable with zero expected value and finite second moment on
(Θ,Σ,P) for any y ∈ Ω. Furthermore, α(·, θ) is a realization of the random
field for any θ ∈ Θ.
To enable the formulation of the Karhunen Loève expansion, let the au-
tocovariance function of α(y, θ) be denoted by
C(y1, y2) =
∫
Θ
α(y1, θ)α(y2, θ) dP(θ),
which is bounded, symmetric and positive definite. By the theorem of Mercer
(1909), there exists a decomposition
C(y1, y2) =
∞∑
i=1
λifi(y1)fi(y2),
where λi and fi(y) for i = 1, 2, . . . are the eigenvalues and eigenfunctions of
the covariance kernel. Hence, they are given by the solutions of the integral
equation ∫
Ω
C(y1, y2)f(y2) dy2 = λf(y1).
The eigenfunctions are orthogonal and can be normalized, which results in∫
Ω
fi(y)fj(y) dy = δij , i, j = 1, 2, . . . .
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The expansion theorem (Courant and Hilbert, 1953) provides the expansion
α(y, θ) =
∞∑
i=1
√
λifi(y)ξi(θ),
with random variables
ξi(θ) =
1√
λi
∫
Ω
α(y, θ)fi(y) dy, i = 1, 2, . . . .
In the present context, the expansion is called Karhunen-Loève expansion.
It can be shown (Ghanem and Spanos, 1991) that the random variables are
centered,
E[ξi(θ)] =
∫
Θ
ξi(θ) dP(θ) = 0, i = 1, 2, . . .
and mutually uncorrelated with unit variance,
E[ξi(θ)ξj(θ)] =
∫
Θ
ξi(θ)ξj(θ) dP(θ) = δij , i, j = 1, 2, . . . .
The Karhunen-Loève expansion exhibits a number of favorable properties.
Most prominently, a truncated Karhunen-Loève expansion with K terms min-
imizes the mean square error with respect to the original random field among
all K-term expansions. A proof and additional properties can be found in
Ghanem and Spanos (1991).
The rate of decay of the eigenvalues determines the convergence of a trun-
cated Karhunen-Loève expansion. It is linked to the correlation length of the
stochastic process in the following way: A fast decay of the eigenvalues can be
expected if the correlation length is in the order of magnitude of the length of
the domain. In this case, a Karhunen-Loève expansion provides a reasonable
tool for the numerical analysis of the considered problem. On the other hand,
a slow decay of the eigenvalues can be expected if the correlation length is
small compared to the length of the domain. In this case a large number of
terms is necessary in order to accurately represent the random field.
For some types of covariance functions, e.g. exponential functions, it is
possible to derive the eigenvalues and eigenfunctions analytically. Otherwise,
they have to be approximated numerically. Derivations and algorithms can
be found in Schieche (2012a) and references therein. Often modeling deci-
sions have to be taken in order to determine the distribution functions of
the random variables. A notable exception is the case of Gaussian random
fields, where the respective random variables are independent and standard
normally distributed (Le Maître and Knio, 2010, sec. 2.1.4).
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6.2 Stochastic collocation
Assume a random field is modeled as a function of a finite number of indepen-
dent random variables via a truncated Karhunen-Loève expansion and given
as an input to a PDE problem. Let an integral of the solution be requested
as an output. The procedure to compute the output for one realization of the
input can be summarized as follows:
• Create a Karhunen-Loève representation of a realization of the random
field.
• Solve the PDE problem with the realization of the random field as an
input.
• Compute the integral of the solution.
If the quantity of interest needs to be computed for a large number of real-
izations, or if integrations over the sample space have to be performed, it is
beneficial to replace the procedure by a simpler model, e.g. a sparse grid in-
terpolation. The cost of this method is determined by the numerical solutions
of a decoupled set of deterministic problems at predefined collocation points
in the image domain of the Karhunen-Loève coefficients. In the following,
a summary of the stochastic collocation method is given, based on Xiu and
Hesthaven (2005), Babuška et al. (2007), and Le Maître and Knio (2010).
The stochastic collocation method is formulated for problems whose input
is characterized by a number of mutually independent stochastic parameters
with zero mean and unit variance. The Karhunen-Loève expansion has been
introduced as a method to transform a spatially correlated random field into a
linear combination of deterministic fields with random coefficients. Still, these
random coefficients are not independent in general. A common approach is
to introduce independence as a modeling assumption. See Xiu and Hesthaven
(2005) for a discussion on the treatment of dependent random variables.
There are model problems which naturally involve a finite number of inde-
pendent random coefficients. An example is the thermal block with random
conductivity studied in Peherstorfer et al. (2013), where the physical domain
is divided into blocks and the conductivity in each block is treated as a ran-
dom parameter. Such types of problems are naturally suited for the stochastic
collocation method, because they do not involve the truncation and model-
ing errors that occur in the presence of a Karhunen-Loève expansion of a
non-Gaussian field.
The stochastic collocation method is introduced for a general set of equa-
tions, where A is some possibly non-linear differential operator, f is a source
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term, B is a boundary operator and g some boundary data. The general sto-
chastic boundary value problem is to find a stochastic function q(~x, θ) such
that P-almost everywhere
A(~x, ~ξ(θ); q(~x, θ)) = f(~x, ~ξ(θ)), (~x, θ) ∈ Ω×Θ,
B(~x, ~ξ(θ); q(~x, θ)) = g(~x, ~ξ(θ)), (~x, θ) ∈ ∂Ω×Θ
for some random vector ~ξ(θ) = (ξ1(θ), . . . , ξK(θ))T : Θ → RK which con-
tains random variables of zero mean and unit variance. By the Doob-Dynkin
lemma, the solution of the stochastic boundary value problem can be inter-
preted as a function of the stochastic parameters, so that q(~x, θ) = q(~x, ~ξ(θ)).
Let Ξk = ξk(Θ) denote the images of the random coefficients for all k =
1, . . . ,K and define Ξ =
∏K
k=1 Ξ
k. Assume that the random vector possesses
the joint probability density function ρ : Ξ→ R+. Now the stochastic bound-
ary value problem can be transferred to the image space (Xiu and Hesthaven,
2005): Find q(~x, ~ξ) such that ρ-almost everywhere
A(~x, ~ξ; q(~x, ~ξ)) = f(~x, ~ξ), (~x, ~ξ) ∈ Ω× Ξ
B(~x, ~ξ; q(~x, ~ξ)) = g(~x, ~ξ), (~x, ~ξ) ∈ ∂Ω× Ξ.
The stochastic collocation method focuses on this formulation of the equa-
tions.
In the following, the solution q(~x, ~ξ) is represented by a polynomial in-
terpolation. To this end, assume there exists a set of interpolation points
~ξ1, . . . , ~ξN ∈ Ξ together with a set of multivariate Lagrangian polynomials
L1(~ξ), . . . ,LN (~ξ) defined for ~ξ ∈ Ξ, so that Li(~ξj) = δij for all i, j = 1, . . . , N .
Let qˆ(~x, ~ξ) denote the Lagrangian interpolation of the stochastic solution:
qˆ(~x, ~ξ) =
N∑
n=1
Ln(~ξ)q(~x, ~ξn).
The collocation method requires the equations to be fulfilled at the interpo-
lation points, which are called collocation points in this context:
A(~x, ~ξn; q(~x, ~ξn)) = f(~x, ~ξn), ~x ∈ Ω, n = 1, . . . , N,
B(~x, ~ξn; q(~x, ~ξn)) = g(~x, ~ξn), ~x ∈ ∂Ω, n = 1, . . . , N.
This set of decoupled deterministic equations can be solved with a suitable
numerical scheme. Once the numerical solutions are available, the Lagrangian
representation of the solution can be evaluated for any point in Ξ. Also, if
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integrals over Ξ are to be computed, these can be obtained by using the an-
alytic expressions of the Lagrangian polynomials. For instance, the expected
value of the solution can be approximated via
E[q(~x, θ)] ≈ E[qˆ(~x, ~ξ)] =
∫
Ξ
qˆ(~x, ~ξ)ρ(~ξ) dΞ.
If ρ(~ξ) is the product of probability densities of uniform distributions, then
the integral reduces to a weighted sum of integrals over the Lagrangian poly-
nomials.
6.3 Sparse grids
The stochastic collocation method requires the choice of a set of distinct col-
location points ~ξ1, . . . , ~ξN . In the context of sparse grid collocation based on
global polynomials, the collocation points define a set of Lagrangian polyno-
mials L1(~ξ), . . . ,LN (~ξ) used to construct a multivariate polynomial approx-
imation qˆ(~x, ~ξ) of the solution q(~x,~ξ). Smolyak’s algorithm has become a
popular means of generating collocation points on a sparse grid (Smolyak,
1963). In the following, the Smolyak sparse-grid interpolation is presented
for a domain Ξ that is given by the K-dimensional hypercube [−1, 1]K . The
one-dimensional case is introduced as a foundation for the multi-dimensional
case. The material is based on Barthelmann et al. (2000), Xiu and Hesthaven
(2005) and Schieche (2012a).
Let χ1, χ2, . . . be sets of nodes with χi = {Y i1 , . . . , Y imi} and Y i1 , . . . , Y imi ∈
[−1, 1] for all i ∈ N. It is assumed that none of the sets contains duplicate
nodes: Y ij 6= Y ik for all j 6= k and i ∈ N. The one-dimensional Lagrangian
polynomials Lij(ξ) : [−1, 1]→ R are introduced for j = 1, . . . ,mi and i ∈ N, so
that Lij(Y ik ) = δjk for all j, k = 1, . . . ,mi and i ∈ N. Lagrangian polynomial
approximations of a function f(ξ) : [−1, 1]→ R can be formed like
Ii(f)(ξ) =
mi∑
j=1
Lij(ξ)f(Y ij ), ξ ∈ [−1, 1], i ∈ N.
From now on, it is assumed that mi = 2i−1 + 1 for i ≥ 1 and that the
underlying sequences of nodes are the extrema of the Chebyshev polynomials,
Y ij = cos
(
pi(j − 1)
mi − 1
)
, j = 1, . . . ,mi, (6.1)
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for i > 1 and Y i1 = 0 for i = 1. The one-dimensional Lagrangian polynomials
are defined by requiring Ii(f)(ξ) = f(ξ) for ξ ∈ [−1, 1] and for all f which
are polynomials of degree less than mi. The choice of Chebyshev points over
other options has two reasons. Firstly, it is easy to find a nested sequence of
nodes so that χi ⊂ χj holds for all i < j. This requirement is helpful because
the computational results at the grid points of a lower refinement level can
be reused for grids with a higher refinement level. Secondly, the resulting
Clenshaw-Curtis quadrature converges fast with the order of the polynomial
(Trefethen, 2011), and the computation of the statistical moments relies on
this one-dimensional quadrature.
Based on the one-dimensional polynomial approximations, K-dimensional
interpolations can be defined using a tensor product approach. Consider a co-
ordinate vector ~ξ = (ξ1, . . . , ξK)T ∈ RK and a function f(~ξ) = f(ξ1, . . . , ξK) :
[−1, 1]K → R. Let ~i = (i1, . . . , iK)T be a multi-index that determines which
set of nodes and polynomial to use in each direction. For example, i2 = 3
means that in the direction of ξ2 the nodes Y 31 , . . . , Y 3m3 of χ
3 and the re-
spective Lagrangian polynomials L31, . . . ,L3m3 are used. The tensor product
Lagrangian polynomial approximation of f(ξ1, . . . , ξK) is given by
(Ii1 ⊗ · · · ⊗ IiK )(f)(~ξ) =
mi1∑
j1=1
· · ·
miK∑
jK=1
f(Y i1j1 , . . . , Y
iK
jK
)
K∏
k=1
Likjk(ξk).
This formulation allows for different sets of underlying one-dimensional
nodes in each direction. This enables a dimension-adaptive interpolation, for
instance. Assume for now that the same nodes are used in each direction and
that L = i1 = · · · = iK denotes the uniform refinement level. Respective
tensor product grids for K = 2 and refinement levels of L = 0, . . . , 5 are
shown in Figure 6.1. The ‘curse of dimensionality’ is the observation that the
number of function evaluations, N =
∏K
k=1mik , increases exponentially with
the dimension K. Table 6.1 illustrates that the number of collocation points
quickly becomes prohibitively expensive even if a moderate number of nodes
is used in the underlying one-dimensional interpolations.
Smolyak’s algorithm is an attempt to diminish this effect. The Smolyak
polynomial interpolation of level L ≥ 0 can be written as
A(L,K)(f)(~ξ) =
∑
L−K+1≤|~i|≤L
(−1)L−|~i| ·
(
K − 1
L− |~i|
)
· (Ii1 ⊗ · · · ⊗ IiK )(f)(~ξ),
where |~i| = i1 + · · ·+ iK . Let N denote the number of distinct nodes at which
the function f has to be evaluated and let ~ξ1, . . . , ~ξN denote these nodes,
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where ~ξn = (ξ1n, . . . , ξKn )T ∈ RK for all n = 1, . . . , N . It can be shown that
the Smolyak interpolation can be written as
A(L,K)(f)(~ξ) =
N∑
n=1
f(~ξn)Ln(~ξ)
with suitable Lagrangian polynomials L1(~ξ), . . . ,LN (~ξ) : [−1, 1]K → R.
An illustration of the resulting sparse grids, defined by the nodes ~ξ1, . . . , ~ξN ,
is given in Figure 6.2 for K = 2. Note that the number of points does not
grow as fast as in the case of the tensor product grid. This effect can also
be seen in Table 6.1, where the number of collocation points is presented for
a sparse grid based on Smolyak’s algorithm with varying refinement level L
and dimension K.
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Table 6.1: Number of collocations points N depending on the stochastic di-
mension K and the sparse grid refinement level L for a tensor product grid.
L 0 1 2 3 4 5 6
K = 0 1 1 1 1 1 1 1
K = 1 1 3 5 9 17 33 65
K = 2 1 9 25 81 289 1089 4225
K = 3 1 27 125 729 4913 35937 274625
K = 4 1 81 625 6561 83521 1.2 · 106 1.8 · 107
K = 5 1 243 3125 59049 1.4 · 106 3.9 · 107 1.2 · 109
K = 6 1 729 15625 531441 2.4 · 107 1.3 · 109 7.5 · 1010
Figure 6.1: Tensor product grids of dimension K = 2 based on a nested
sequence of Chebyshev points.
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Table 6.2: Number of collocations points N depending on the stochastic di-
mension K and the grid refinement level L for Smolyak’s algorithm.
L 0 1 2 3 4 5 6
K = 0 1 1 1 1 1 1 1
K = 1 1 3 5 9 17 33 65
K = 2 1 5 13 29 65 145 321
K = 3 1 7 25 69 177 441 1 073
K = 4 1 9 41 137 401 1 105 2 929
K = 5 1 11 61 241 801 2 433 6 993
K = 6 1 13 85 389 1 457 4 865 15 121
Figure 6.2: Sparse grids of dimension K = 2 based on a nested sequence of
Chebyshev points.
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6.4 Reduced-order modeling
Reduced-order modeling provides a computationally inexpensive input-output
map from a point in a parameter domain to a respective quantity of interest.
Because the creation of a POD-Galerkin reduced-order model involves the
computation of a set of snapshots, such a model can be more efficient than a
respective finite element model only if the number of evaluation points is larger
than the number of snapshots required to create the model. It seems that the
stochastic collocation method is an ideal area of application for reduced-order
modeling, as the number of sampling points can be large even if sparse grids
are employed. Indeed, a few publications have appeared, where reduced-order
modeling is applied to problems that involve uncertainty.
Burkardt et al. (2007) apply POD-Galerkin modeling to a non-linear un-
steady stochastic PDE problem with homogeneous Dirichlet boundary condi-
tions. The problem is governed by a heat equation augmented with a cubic
non-linearity. A space-time Brownian white noise acts as a source term in the
whole domain. In the approach of Burkardt et al., finite-element approxima-
tions of the noise term and the non-linear term are still remaining in the POD
Galerkin model, which could deteriorate the reduced-order performance.
A similar approach is taken by Gunzburger and Ming (2011) for an in-
compressible Navier-Stokes flow over a backward-facing step, where a random
inflow condition is given by a fixed spatial profile multiplied by time-dependent
Brownian white noise. Auxiliary steady computations are performed in ad-
dition to the snapshot simulations in order to obtain functions which can be
used to implement the stochastic Dirichlet condition via a control function ap-
proach. An optimal control problem is presented, where the expected value of
the noise is taken as a control and the expected value of the vorticity is taken
as a cost function. To solve the problem, reduced-order state and adjoint
equations are used as components in a gradient-based optimization routine.
In Boyaval et al. (2009), the reduced basis method (Prud’homme et al.,
2002b) is applied to an elliptic boundary value problem with a stochastic
Robin boundary condition, which is parametrized using a Karhunen-Loève
expansion. An a posteriori error estimator is presented, which are used to
assess the errors in the statistical outputs of interest. Statistics are computed
with a Monte Carlo method employing evaluations of the reduced-order model.
Chen et al. (2012) present a reduced basis model that builds upon the
sparse grid stochastic collocation method for a linear elliptic problem, where
the coefficient is parametrized by a finite number of uniformly distributed
random variables. The reduced-order model is evaluated at the collocation
points of a fine stochastic grid and, subsequently, the fine stochastic grid
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is used to compute the final stochastic quantities. In a subsequent report
the authors extend the method to problems with non-uniform probability
distributions (Chen et al., 2013).
The paper of Elman and Liao (2012) combines the sparse grid stochastic
collocation method with the reduced basis method for a variety of applications,
including a diffusion problem and a steady incompressible Navier-Stokes prob-
lem, with uncertainty in the coefficients and in the boundary. The boundary
conditions are implemented using the control function method.
Pasetto et al. (2011) use a POD-Galerkin reduced-order model embedded
in a Monte Carlo method to compute the statistics of the hydraulic head in
a groundwater flow application. The governing equation is an elliptic partial
differential equation with a spatially correlated random source term. The
authors observe that their method provides a significant speed-up compared
to a conventional Monte Carlo method.
The approach of the present thesis assumes that inhomogeneous Dirichlet
conditions are the source of uncertainty. The output of interest is assumed to
be a linear functional of the solution of a PDE problem. The goal is to create
a stochastic sparse grid interpolation of this output for a dimension K? and
a Smolyak level L? at the computational cost of finite element simulations
necessary for the collocation with dimension K and level L. To achieve this,
some finite element simulations are replaced by reduced-order simulations. If
a fast and accurate reduced-order model can be obtained with snapshots of
dimension K < K? and/or level L < L?, then significant savings of compu-
tation time can be expected. The following POD-aided stochastic collocation
procedure is used:
1. Choose the dimension K and the refinement level L for the computation
of the POD snapshots.
2. Create the inhomogeneous Dirichlet boundary conditions for the colloca-
tion points ofK and L, perform the respective finite element simulations
and store the numerical solutions.
3. Create POD basis functions from the numerical solutions.
4. Create a reduced-order model from the POD basis functions. The model
takes a realization of ~ξ as input and provides the functional of interest
as output.
5. Evaluate the reduced-order model at the collocation points of K? and
L?, and store the resulting values of the functional.
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6. Create a sparse grid interpolation of dimension K? and level L? using
the data generated with the reduced-order model.
This procedure is closely related to the approach of Chen et al. (2012).
The main difference is the choice and computation of the basis functions,
as the current approach uses a POD of a fixed set of snapshots and the
approach of Chen et al. uses a greedy procedure. A comparison is presented
in Table 6.3. Both approaches rely on finite element simulations at a set of
snapshot collocation points. In the approach of Chen et al., at first a larger set
of training points is defined, which consists of all points of a given stochastic
collocation plus a set of points distributed randomly in the stochastic domain.
From the set of training points, snapshot points are chosen iteratively by the
greedy procedure, using an a posteriori error bound. In the POD method,
however, there is no distinction between training points and snapshot points.
Instead, finite element simulations are performed at all collocation points of a
chosen stochastic refinement level. A POD of this snapshot set is performed,
and the leading singular vectors are used to build the reduced-order model. In
short, the reduced basis method puts effort in the selection of a small number
of snapshot points to exclude redundant information, while the POD method
takes a larger number of snapshots and applies a POD to exclude redundant
information. As a necessary ingredient, the reduced basis method requires an
a posteriori error bound or error estimator.
Table 6.3: Comparison of the present POD-Galerkin approach with the re-
duced basis approach of Chen et al. (2012).
POD-Galerkin reduced basis method
training points collocation points collocation and random points
snapshot points training points subset of training points
reduced space POD of snapshots orthogonalized snapshots
More details about the reduced-order modeling in the context of sparse
grid stochastic collocation are given in the next chapter for the particular
example of a Boussinesq flow in a cavity. In particular, the interface relating
the stochastic coordinates with the reduced-order coefficients are explained in
detail for the considered test case.
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Chapter 7
Natural convection in a
cavity with stochastic
temperature Dirichlet
boundary condition
This chapter contains an extended and revised version of Ullmann and Lang
(2014, to appear). It presents the application of the stochastic sparse grid
collocation method to a thermally driven flow in a cavity. The source of un-
certainty is the temperature at one of the solid walls surrounding the cavity.
A Karhunen-Loève expansion is used to parametrize the stochastic bound-
ary data. The stochastic parameter domain is discretized using sparse grid
collocation. The resulting deterministic problems are discretized with finite
elements in the physical domain. POD-Galerkin modeling is introduced in
order to replace the finite element model with a computationally cheap sur-
rogate model. All numerical computations are performed with Matlab. It
is demonstrated that POD-Galerkin reduced-order modeling significantly di-
minishes the total computation time needed to approximate the statistics of
an integral output of interest.
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7.1 Governing equations
The problem of Ganapathysubramanian and Zabaras (2007) and Schieche and
Lang (2010) is used as a test case. It consists of a steady convective flow in the
unit square Ω = (0, 1)× (0, 1) with stochastic boundary conditions. Note that
the references employ an unsteady problem formulation, but actually solve the
equations for a steady state, which is then used for further processing. Based
on the observations made in the references, it is assumed that a steady solution
exists and is unique for the considered parameter choices. For computational
efficiency, however, a steady solution is computed directly by employing a
steady problem formulation.
First, the boundary conditions of the problem are considered, because
the uncertainty enters the problem via the temperature prescribed at the
boundary. To this end, the boundary Γ of the computational domain Ω is split
into the parts ΓqD and Γ
q
N, as sketched in Fig. 7.1. The spatial coordinate is
denoted by ~x = (x, y)T . To characterize the stochastic aspect of the problem,
let Θ be the sample space of random events and let elements of Θ be denoted
by θ. Further assume α : (0, 1) × Θ → R is a centered second-order random
field which is spatially correlated with the exponential covariance function
C(y1, y2) = e
−|y1−y2|.
The random field is coupled to the flow problem via a function qD : Ω¯×Θ→ R,
which represents an extension of the temperature Dirichlet boundary data into
the domain. It is assumed that qD is continuous in x and fulfills
qD(~x, θ) =
{
0.5 if x = 0,
−0.5 + α(y, θ) if x = 1. (7.1)
Let the velocity vector be denoted by ~u = (u, v)T : Ω¯×Θ→ R2, the pressure
by p : Ω¯ × Θ → R and the temperature by q : Ω¯ × Θ → R. The following
boundary conditions are imposed:
~u(~x, θ) = ~0, (~x, θ) ∈ Γ×Θ, (7.2)
q(~x, θ)− qD(~x, θ) = 0, (~x, θ) ∈ ΓqD ×Θ, (7.3)
∇q(~x, θ) · ~n = 0, (~x, θ) ∈ ΓqN ×Θ. (7.4)
The vector ~n denotes the boundary unit normal vector pointing outward of
the domain.
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Figure 7.1: Sketch of the domain Ω with the locations of the temperature
boundaries ΓqD and Γ
q
N.
In the interior domain, the problem is governed by the steady dimension-
less incompressible Navier-Stokes equations with the Boussinesq approxima-
tion for the temperature forcing term. All parameters are fixed and incorpo-
rated explicitly in the equations, which are consequently given by
~u · ∇~u+∇p−∇ · (∇~u+ (∇~u)T ) + 5000~gq = ~0, (~x, θ) ∈ Ω×Θ, (7.5)
~u · ∇q −∇ · ∇q = 0, (~x, θ) ∈ Ω×Θ, (7.6)
∇ · ~u = 0, (~x, θ) ∈ Ω×Θ (7.7)
with the direction of gravity given by ~g = (0,−1)T .
The Nusselt number Nu : Θ → R at the left boundary is defined as the
output of the simulation:
Nu(q(~x, θ)) = −
∫ 1
0
∂xq(~x, θ)|~x=(0,y)T dy. (7.8)
The further computations aim at approximating the statistics of this quan-
tity.
7.2 Karhunen-Loève expansion
A truncated Karhunen-Loève expansion of the stochastic process determining
the temperature boundary condition is given by
α(y, θ) ≈ α(y, ~ξ(θ)) =
K∑
i=1
√
λiξ
i(θ)fi(y). (7.9)
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Some general properties about Karhunen-Loève expansions have been given
in section 6.1. In particular, the random vector ~ξ(θ) = (ξ1(θ), . . . , ξK(θ))T
contains mutually uncorrelated random variables with zero mean and unit
variance.
For the case of exponential covariance it is possible to derive the eigen-
values λ1, . . . , λK and the eigenfunctions f1, . . . , fK analytically. By applying
the procedure described in Ghanem and Spanos (1991) to the current case,
one obtains the following results: If ω1 < ω3 < . . . are the strictly positive
solutions of
cos(ω/2)− ω sin(ω/2) = 0
and ω2 < ω4 < . . . are the strictly positive solutions of
ω cos(ω/2) + sin(ω/2) = 0,
then
λn =
2
ω2n + 1
, n = 1, 2, . . .
and
fn(y) =

1
2 +
cos(ωny)√
1
2+
sin(ωn)
2ωn
n = 1, 3, . . . ,
1
2 +
sin(ωny)√
1
2− sin(ωn)2ωn
n = 2, 4, . . . .
To determine the probability distributions of the random variables, addi-
tional knowledge about the random field α(y, θ) is required besides its mean
and covariance function. To circumvent this issue, ~ξ(θ) = (ξ1(θ), . . . , ξK(θ))T
is used to denote a modeled random vector from now on. The modeled ran-
dom variables are assumed to be mutual independent and uniformly distrib-
uted with interval [−√3,√3], which implies zero mean and unit variance. A
realization of the stochastic boundary condition can now be computed via
qD(~x, ~ξ(θ)) =
{
0.5 if x = 0,
−0.5 +∑Ki=1√λiξi(θ)fi(y) if x = 1, (7.10)
where a realization of the random vector can be computed with a suitable
pseudo-random number generator. Examples of respective Karhunen-Loève
expansions and the underlying functions are presented in Figure 7.2.
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Figure 7.2: Scaled Karhunen-Loève eigenfunctions
√
λifi(y) for i = 1, . . . , 4
(left) and 6 random realizations of the boundary condition qD using K = 4
(right).
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7.3 Sparse grid stochastic collocation
The stochastic boundary condition has been modeled as a function of the
random vector ~ξ(θ), which consists of K independent, uniformly distributed
random parameters. The sparse grid stochastic collocation method is based
on a formulation of the problem in the image space Ξ of the random vector, see
section 6.2. Elements of Ξ are denoted by ~ξ = (ξ1, . . . , ξK)T . The respective
governing equations are
~u · ∇~u+∇p−∇ · (∇~u+ (∇~u)T ) + 5000~gq = ~0, (~x, ~ξ) ∈ Ω× Ξ, (7.11)
~u · ∇q −∇ · ∇q = 0, (~x, ~ξ) ∈ Ω× Ξ, (7.12)
∇ · ~u = 0, (~x, ~ξ) ∈ Ω× Ξ, (7.13)
~u(~x, ~ξ) = ~0, (~x, ~ξ) ∈ Γ× Ξ, (7.14)
q(~x, ~ξ)− qD(~x, ~ξ) = 0, (~x, ~ξ) ∈ ΓqD × Ξ, (7.15)
∇q(~x, ~ξ) · ~n = 0, (~x, ~ξ) ∈ ΓqN × Ξ (7.16)
with unknowns ~u : Ω¯× Ξ→ R2, p : Ω¯× Ξ→ R and q : Ω¯× Ξ→ R and with
qD(~x, ~ξ) =
{
0.5 if x = 0,
−0.5 +∑Ki=1√λiξifi(y) if x = 1. (7.17)
To discretize the image space, collocation points ~ξ1, . . . , ~ξN ∈ Ξ are pro-
vided by Smolyak’s algorithm applied to a nested sequence of Chebyshev
points. Details of the algorithm are shown in section 6.3. The Chebyshev
points are chosen in an interval of [−√3,√3], which complies with the sup-
port of the probability density of the random variables. The number N of
collocation points depends on the dimension K of Ξ and the Smolyak re-
finement level L. With the help of the respective multivariate Lagrangian
polynomials L1(~ξ), . . . ,LN (~ξ), a sparse grid approximation of the tempera-
ture field depending on the image domain of the random vector is given by
q(~x, ~ξ) ≈ qˆ(~x, ~ξ) =
N∑
n=1
Ln(~ξ)q(~x, ~ξn). (7.18)
It can be deduced from (7.8) and (7.18) that the Nusselt number computed
from the sparse grid approximation of the temperature field is given by
Nu(q(~x, ~ξ)) ≈ Nu(qˆ(~x, ~ξ)) =
N∑
n=1
Ln(~ξ)Nu(q(~x, ~ξn)). (7.19)
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Figure 7.3: Uniformly refined meshes.
In order to instantiate the sparse grid interpolation it is necessary to com-
pute q(~x, ~ξ1), . . . , q(~x, ~ξN ), which amounts to solving (7.11)–(7.17) for fixed
positions ~ξ1, . . . , ~ξN in Ξ. This transfers the (2 + K)-dimensional problem
to a set of N independent two-dimensional problems, which can be solved
with the finite element method. After Nu(q(~x, ~ξ1), . . . ,Nu(q(~x, ~ξN ) have been
computed and stored, the Nusselt number can be evaluated quickly for any
given realization of the random parameter vector ~ξ(θ) by using the sparse
interpolation (7.19). Furthermore, integrals over the stochastic domain can
be evaluated via exact integration of the Lagrangian polynomials.
7.4 Finite element model
The finite element simulation of the deterministic problems at the colloca-
tion points is based on the finite element model described section 5.2. The
main difference is the absence of a time derivative in the present case. The
space discretization is based on a regular triangular mesh to which uniform
refinement is applied to study the mesh dependent convergence used for the
numerical simulation. In this context, the variable M is used to denote the
refinement level. The mesh refinement is sketched in Figure 7.3.
Following the usual finite element modeling steps, at first a weak form of
the Boussinesq problem is derived: Find p ∈ L2, ~u ∈ H1~u,0, q − qD ∈ H1q,0, for
which
(~u · ∇~u, ~ψ~u) + (∇~u+ (∇~u)T ,∇~ψ~u)
−(p,∇ · ~ψ~u) + (5000~gq, ~ψ~u) = 0 ∀~ψ~u ∈ H1~u,0, (7.20)
(~u · ∇q, ψq) + (∇q,∇ψq) = 0 ∀ψq ∈ H1q,0, (7.21)
(∇ · ~u, ψp) = 0 ∀ψp ∈ L2. (7.22)
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The unknown fields are discretized in space with Taylor-Hood finite elements.
In particular continuous, piecewise linear basis functions are used for the pres-
sure and continuous, piecewise quadratic basis functions for all other compo-
nents of the solution. The respective finite element spaces are denoted by
L2p,h ⊂ L2, H1~u,0,h ⊂ H1~u,0 and H1q,0,h ⊂ H1q,0. The velocity boundary is a pure
Dirichlet boundary, which leaves only pressure derivatives in the equations
and, thus, the pressure field is determined up to an arbitrary constant. To
determine a unique pressure field numerically, the value of the pressure is set
to a fixed value at one point in the domain. This can be implemented on the
discrete level and is not detailed, here. A discrete continuous extension qhD of
the temperature Dirichlet data is defined via
qhD(~x,
~ξ) = fh0 (~x) +
K∑
i=1
√
λiξ
ifhi (~x), (7.23)
where fh1 , . . . , fhK ∈ H1q,h are finite element continuous extensions of f1, . . . , fK ,
and fh0 ∈ H1q,h is used to implement the deterministic component of the
boundary condition.
Substituting the finite element spaces in (7.20)–(7.22) and replacing the
unknowns by their finite element representations leads to the following discrete
weak form: Find ph ∈ L2p,h, ~uh ∈ H1~u,0,h, qh − qhD ∈ H1q,0,h, for which
(~uh · ∇~uh, ~ψ~u) + (∇~uh + (∇~uh)T ,∇~ψ~u)
−(ph,∇ · ~ψ~u) + (5000~gqh, ~ψ~u) = 0 ∀~ψ~u ∈ H1~u,0,h, (7.24)
(~uh · ∇qh, ψq) + (∇qh,∇ψq) = 0 ∀ψq ∈ H1q,h, (7.25)
(∇ · ~uh, ψp) = 0 ∀ψp ∈ L2p,h. (7.26)
Using the finite element basis functions as test functions leads to the system
of non-linear algebraic equations
NF~u (~U)~U + CF~u P +KF~u ~U + BF~uQ = ~0,
NFq (~U)Q+KFq Q = 0,
DF~u ~U = 0.
The vectors P , ~U and Q contain the nodal values of the finite element solution.
The discretized differential operators and suitable discrete Dirichlet boundary
conditions are defined in subsection 5.2.1. The trust-region dogleg method
(Powell, 1970) of the Matlab R© R2012a Optimization Toolbox is used to solve
the system of equations. A few pseudo-time-steps with the backward Euler
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Figure 7.4: Temperature fields (colors) and velocity fields (vectors) resulting
from random simulations with K = 4 and M = 4. All plots use the same
color and vector scalings.
method are sufficient to obtain initial values for which the solver converges.
The cost of the finite element solution is determined by the LU-decomposition
of the Jacobian matrix.
A few solutions with random boundary conditions and K = 4 are shown
in Fig. 7.4. Notice the absence of thin boundary layers, which justifies the
choice of a uniform grid.
7.5 Reduced-order model
A considerable amount of computational work may be needed for the setup
of the sparse grid interpolation if the discretizations of the stochastic and the
physical space are sufficiently fine. A possible remedy is the use of reduced-
order models that are obtained by a Galerkin projection of the deterministic
equations on the space spanned by a set of POD basis functions. Just like the
sparse grid collocation method, the considered reduced-order models provide a
computationally inexpensive mapping from a realization of the random vector
to the respective Nusselt number. While the sparse grid collocation is based
purely on polynomial interpolations, POD-Galerkin models include knowledge
about the governing equations. In the following, the POD approximations of
the velocity and the temperature field are introduced and the reduced-order
models are formulated.
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At first the velocity field is considered. Suppose finite element solutions
~uh1 , . . . , ~u
h
N ∈ H1~u,0,h at the respective collocation points ~ξ1, . . . , ~ξN are avail-
able. A POD of the snapshots provides POD basis functions ~φ~u1 , . . . , ~φ~uR~u ∈
H1~u,0,h. A POD representation ~u
R ∈ H1~u,0,R of the velocity field is given by
~uR(~x, ~ξ) =
R′~u∑
i=1
~φ~ui (~x)a
i(~ξ), (7.27)
where H1~u,0,R ⊂ H1~u,0,h is the space spanned by the first R~u velocity POD
basis functions and R′~u = R~u. The POD basis functions and, consequently,
the POD representation of the velocity field fulfill homogeneous Dirichlet con-
ditions and are discretely divergence-free by construction, as they are linear
combinations of snapshots.
For the reduced-order approximation of the temperature field, the perfor-
mance of the control function method and the modified basis function method
is compared. Let the finite element temperature solutions for the collocation
points ~ξ1, . . . , ~ξN be given by qh1 , . . . , qhN . Each method is able to generate func-
tions φq1, . . . , φ
q
Rq ∈ H1q,0,h and φqRq+1, . . . , φqR′q ∈ H1q,h with R′q = Rq +1+K.
Let a general reduced-order representation of the temperature field be given
by
qR(~x, ~ξ) =
R′q∑
i=1
φqi (~x)b
i(~ξ), ~ξ ∈ Ξ, ~x ∈ Ω¯, (7.28)
with coefficient functions b1, . . . , bR
′q
: Ξ→ R. It is possible to find coefficients
b¯R+1, . . . , b¯R
′q
: Ξ→ R so that the linear combination
qRD(~x,
~ξ) =
R′q∑
i=Rq+1
φqi (~x)b¯
i(~ξ), ~ξ ∈ Ξ, ~x ∈ Ω¯ (7.29)
results in qhD−qRD ∈ H1q,0,h for any ~ξ ∈ Ξ. If br(~ξ) = b¯r(~ξ) for r = Rq+1, . . . , R′q
and ~ξ ∈ Ξ is used in (7.28), then qR fulfills the discrete Dirichlet conditions of
the snapshot simulation. In case of the control function method it is possible,
for example, to use
φqRq+1 = f
h
0 , b
Rq+1 = 1,
φqRq+1+k =
√
λkf
h
k , b
Rq+1+k = ξk, k = 1, . . . ,K.
Fig. 7.5 shows the functions φq1, . . . , φ
q
5 and φ
q
Rq+1, . . . , φ
q
Rq+5 resulting
from the control function method applied to the temperature snapshots at
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Figure 7.5: Control function method based on functions which are linear in
x. Top row: φqRq+1, . . . , φ
q
Rq+5. Bottom row: φ
q
1, . . . , φ
q
5, obtained from the
temperature snapshots at the collocation points of K = 4 and L = 6. The
color scales are the same within the top row and within the bottom row.
the collocation points of K = 4 and L = 6. The functions φqRq+1, . . . , φ
q
Rq+5
(top row) were chosen a priori with respect to the Karhunen-Loève expansion
of the boundary condition and with linearity in x-direction. The functions
φq1, . . . , φ
q
5 fulfill homogeneous Dirichlet conditions.
Fig. 7.6 shows the functions φq1, . . . , φ
q
10 resulting from a POD directly
applied to the temperature snapshots at the collocation points of K = 4 and
L = 6. The functions are linear combinations of the snapshots. Therefore,
φq1, . . . , φ
q
10 are constant at the left Dirichlet boundary and equal to a constant
plus a linear combination of Karhunen-Loève functions at the right boundary.
Fig. 7.7 shows the functions φq1, . . . , φ
q
10 resulting from a modified POD
based on the temperature snapshots at the collocation points of K = 4 and
L = 6. The functions of Fig. 7.7 are computed by linearly combining the
functions of Fig. 7.6. While the functions in the top row of Fig. 7.7 fulfill
inhomogeneous boundary conditions, the functions in the bottom row fulfill
homogeneous Dirichlet conditions.
Having suitable reduced-order subspaces available, the discretized weak
form (7.24)–(7.26) can be used to derive the reduced-order model. At first,
~uh is substituted by ~uR and qh by qR. The discrete continuity equation
is automatically fulfilled for ~uR and, thus, can be neglected. The spaces
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Figure 7.6: POD basis functions of the temperature snapshots at the col-
location points of K = 4 and L = 6. Top row: φq1, . . . , φ
q
5. Bottom row:
φq6, . . . , φ
q
10. The color scales are the same as in the bottom row of Fig. 7.5.
Figure 7.7: Modified basis function method for temperature snapshots at the
collocation points of K = 4 and L = 6. Top row: φq6, . . . , φ
q
10. Bottom row:
φq1, . . . , φ
q
5. The color scales are the same as in the bottom row of Fig. 7.5
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H1~u,0,R and H
1
q,0,R are chosen as test spaces for the remaining equations. The
pressure term becomes zero for all discrete pressures ph ∈ L2p,h. This leaves the
following reduced-order weak formulation: Find ~uR ∈ H1~u,0,R and qR − qhD ∈
H1q,0,R, for which
(~uR · ∇~uR, ~φ~u) + (∇~uR + (∇~uR)T ,∇~φ~u)
+(5000~gqR, ~φ~u) = 0 ∀~φ~u ∈ H1~u,0,R, (7.30)
(~uR · ∇qR, φq) + (∇qR,∇φq) = 0 ∀φq ∈ H1q,0,R, (7.31)
After testing against the functions ~φ~u1 , . . . , ~φ~uR~u and φ
q
1, . . . , φ
q
Rq , respectively,
the reduced-order model can be written as
R′~u∑
i=1
R′~u∑
j=1
N a,Frij aiaj +
R′~u∑
i=1
Ka,Fri ai +
R′q∑
i=1
Ba,Fri bi = 0, r = 1, . . . , R~u, (7.32)
R′~u∑
i=1
R′q∑
j=1
N b,Frij aibj +
R′q∑
i=1
Kb,Fri bi = 0, r = 1, . . . , Rq. (7.33)
The unknowns of the equations are a1, . . . , aR
~u
and b1, . . . , bR
~u
. The values
of bR
q+1, . . . , bR
′q
must be provided as input data. The model coefficients are
defined in subsection 5.3.3. The reduced-order model is solved by the same
iterative non-linear solver as the finite element model. The cost of performing
one iteration is determined by the evaluation of the quadratic terms and by
the LU-decomposition of the Jacobian matrix.
To obtain a reduced-order equation for the Nusselt number, (7.28) is sub-
stituted in (7.8), so that
Nu(qR) =
R′q∑
i=1
Nu(φqi )b
i,
where Nu(φqr) can be evaluated and stored once for each i = 1, . . . , R′q.
Hence, the Nusselt number can be directly computed from any solution of
the reduced-order model, without the need to form the temperature field at
all.
For the test performed later on, it is important that the reduced-order
model can be evaluated for input vectors ~ξ whose length may be incompatible
with the dimensions of the reduced-order model. This case occurs, for exam-
ple, when model evaluations are compared for different stochastic dimensions.
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As a remedy, the last entries of ~ξ are removed when ~ξ is too long and zeros
are appended when ~ξ is too short.
Now the reduced-order model is ready to be used in the context of the
stochastic collocation method via the POD-aided stochastic collocation ap-
proach introduced in section 6.4. The basic idea is to replace finite element
evaluations by evaluations of the POD reduced-order model for the setup of
the sparse-grid interpolation. This approach is different from replacing the
interpolation by a reduced-order model.
7.6 Statistics of the Nusselt number
Three aspects are considered in the comparison of the POD-aided stochas-
tic collocation method with the standard stochastic collocation: Firstly, the
approximation properties of the respective sparse-grid interpolation of Nu
throughout the parameter domain are assessed. Secondly, the probability
density function of the Nusselt number is considered, which is computed via
a Monte-Carlo simulation using random evaluations of the sparse-grid inter-
polation. Thirdly, the mean and variance of the Nusselt number are inves-
tigated using exact integrations of the underlying Lagrangian polynomials.
By default, the control function method with linear functions in x is used to
implement the Dirichlet conditions.
In Table 7.1, the total and average computation times are presented for the
finite element model (FEM), the reduced-order model (ROM) and the sparse-
grid interpolation (SG). The times needed for the creation of the models are
displayed alongside. The computation time of the sparse-grid is tested in one
instance for the approximation of the probability density function via Monte
Carlo sampling with 1 000 000 evaluations of the sparse-grid interpolation at
random points (see Sect. 7.6.2). In another instance, the computation of the
mean via an exact integration of the multivariate Lagrangian polynomial is
considered (see Sect. 7.6.3). All computations are performed with Matlab R©.
The timings are measured on a single computational thread on an Intel R©
Xeon R© E5-2670 CPU, although the Monte Carlo sampling as well as the
independent finite element and reduced-order simulations are well suited for
parallel processing.
7.6.1 Sparse grid approximation
The goal of this section is a sparse grid representation of the Nusselt number
which is valid throughout Ξ. The results from a standard stochastic colloca-
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Table 7.1: Total and average computation times and relevant parameters for
the finite element simulation (FEM), the reduced-order simulation (ROM)
and the evaluation of the sparse grid (SG).
K L N M R total average
FEM setup 4 0.46 s
FEM simulation 4 6 2929 4 13245.52 s 4.5222 s
FEM simulation 4 3 137 4 602.46 s 4.3975 s
ROM setup 4 3 137 4 30 1.67 s
ROM simulation 4 6 2929 4 30 63.57 s 0.0217 s
SG Nusselt density 4 6 2929 3053.72 s 0.0031 s
SG Nusselt mean 4 6 2929 0.27 s
tion are compared to the results from a POD-aided stochastic collocation.
Suppose the numerical solutions have been computed with a finite ele-
ment mesh refinement level of M at the collocation points of the stochastic
dimension K and the Smolyak level L. At first, a sparse grid interpolation
is created from the available numerical solutions using the standard stochas-
tic collocation. Then, the available numerical solutions are used to build a
POD-Galerkin reduced-order model with R = Rq = R~u basis functions. The
reduced-order model is evaluated at the collocation points necessary to build
a sparse grid interpolation of stochastic dimension K? = 4 and sparse grid
refinement level L? = 6.
The standard collocation is to be compared with the POD-aided colloca-
tion for varying discretization parameters. The finite element mesh refinement
level M is varied from 1 to 4, the stochastic dimension K from 0 to 4, the
Smolyak level L from 0 to 6 and, for the reduced-order model, the numbers of
POD basis functions R = 5, 10, 15, 20, 25, 30 are compared. To estimate the
errors of the Nusselt number, a reference solution is used, which is obtained
by finite element computations withM = 5 at the collocation points of K = 6
and L = 8. For each of these collocation points the difference between the
reference Nusselt number and interpolated Nusselt number can be computed.
The maximum absolute difference is taken as an error estimate. A compar-
ison of the estimated errors of the standard and the POD-aided stochastic
collocation is given in Fig. 7.8.
The first error plot of Fig. 7.8 presents the case where the stochastic dimen-
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Figure 7.8: Estimates of the maximum absolute error of the Nusselt number
throughout the stochastic domain for the sparse grid interpolation (FEM)
and the POD-aided sparse grid interpolation based on the control function
method with functions which are linear in x (lin), functions which are zero at
the interior points (jump), and the modified basis function method (mod).
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sion is varied. In particular, a sparse-grid interpolation is built from the finite
element snapshots at the collocation points of a sparse grid of dimension K,
where K = 0 is equivalent to the deterministic case. The error with respect to
a reference solution is denoted by black circles. By increasing the dimensions,
the error can be decreased. The finite element snapshots corresponding to
the dimension K are also used to build reduced-order models using different
approaches to implement the Dirichlet conditions. The reduced-order models
are used to cheaply obtain an interpolation at a sparse grid of a high dimen-
sion. As can be seen in the plot, this does not lead to an improvement over
using the snapshots directly.
In the second plot of Fig. 7.8 the error is presented for varying Smolyak
level L, where L = 0 is equivalent to a fully deterministic simulation. It
can be observed that the error of the POD-aided collocation method drops
much faster than the error of the standard method when the level is increased.
Therefore, by using finite element snapshots at the collocation points of a low
level, e.g. L = 2, it is possible via the reduced-order model to create a sparse-
grid interpolation that is about as accurate as a standard collocation with
L = 5 or L = 6. It seems that the advantage of the POD-aided collocation
does not significantly depend on which method is used to implement the
Dirichlet conditions.
In Fig. 7.8, the third plot demonstrates the accuracy with respect to the
mesh refinement level M . With this plot it is ensured that the resolution of
the finite element mesh is adequate. In view of computation times, an over-
resolving finite element mesh would give an advantage to the reduced-order
model. One can see that by decreasing the mesh resolution from M = 4 to
M = 3 the error of the Nusselt increases significantly, so the finite element
mesh with M = 4 is not too fine.
The last plot of Fig. 7.8 shows the dependence of the POD-aided stochastic
collocation on the number of basis functions. The results of the standard
collocation method, which do not depend on R, are shown for comparison. It
can be observed that a reduced-order model with 25 to 30 basis functions is
sufficient to build a sparse grid whose error is very close to the error of the
sparse grid obtained directly from the finite element snapshots. Moreover,
the error of the modified basis function method decreases faster than the
error of the control function methods which indicates a slight advantage of
the former method in this setting. For small R, the control function method
does not perform well when used with functions which are zero at all non-
Dirichlet points. This can be explained by the fact that the respective control
functions and the basis functions contain steep gradients at the boundary,
while the exact solution is smooth. A larger number of functions is necessary
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to represent a smooth solution close to the boundary, which is essential for
computing the Nusselt number.
It can be observed that choosing the refinement parameters K = 4, L = 6
and M = 4 balances the errors introduced by the Karhunen-Loève expansion,
the sparse-grid interpolation and the finite element simulation, respectively.
The error introduced by a reduced-order model with 30 basis functions is small
enough as to be dominated by the other error components. Therefore, this
choice of parameters is used for further investigations concerning statistical
quantities.
7.6.2 Probability density
In this section, the applicability of the POD-aided collocation method to the
computation of the probability density function of the Nusselt number via
the Monte Carlo method is assessed. Based on the observations of subsec-
tion 7.6.1, finite element snapshots of K = 4 and L = 2 are used to create
a reduced-order model with 30 POD basis functions, employing the control
function approach with linear functions in x. The reduced-order model is
evaluated at K∗ = 4 and L∗ = 6 to create a respective sparse grid interpola-
tion. For the standard collocation, an interpolation is created directly from
the finite element solutions of K = 4 and L = 6. All finite element computa-
tions are performed on a mesh with refinement levelM = 4. Figure 7.9 shows
the probability density functions approximated with a Monte Carlo simula-
tion using 1 000 000 samples and a bin width of 0.1. It can be observed that
the probability density function computed with the POD-aided collocation is
visually indistinguishable from the one obtained with the standard method.
The computation time required to evaluate the stochastic interpolation at
a given point in the stochastic domain depends on the number of collocation
points. To see whether a smaller number of collocation points is sufficient for
an accurate computation of the probability density function, the results of the
POD-aided stochastic collocation method for different stochastic dimensions
K? and Smolyak levels L? are compared in Fig. 7.10, again using the control
function approach with linear functions in x. Snapshots of M = 4, K = 4
and L = 2 are used to build a reduced-order model with R = 30 and sparse
grid interpolations of varying L? and K? are created. For the case of varying
stochastic dimension, at least K? = 2 is needed to capture the correct slope
at Nu > 0.5 and at least K? = 3 is needed to capture the peak. For the case
of varying Smolyak level, at least L? = 5 is needed to approximate the peak
correctly.
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Figure 7.9: Probability density function of the Nusselt number obtained from
a Monte Carlo simulation. The line represents the results obtained directly
from the finite element simulations with K = 4 and L = 6 while the dots
present the results obtained from a reduced-order model with R = 30 that
was created from finite element solutions at the collocation points of K = 4
and L = 2 and evaluated at K? = 4 and L? = 6.
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Figure 7.10: Probability density functions of the Nusselt number obtained
from a Monte Carlo simulation using a POD-aided stochastic interpolation of
varying K? and L? built from snapshots at the collocation points of K = 4
and L = 2.
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7.6.3 Mean and variance
Often one is not interested in the detailed probability density function of a
stochastic quantity, but rather in statistics like the mean and variance. An
exact integration of the multivariate Lagrangian polynomials can be used
to compute the moments of the Nusselt number. The computation of the
integrals is based on one-dimensional Clenshaw-Curtis quadrature weights
(Clenshaw and Curtis, 1960), which can be efficiently computed with a routine
based on an inverse FFT (Waldvogel, 2006). To obtain the second moments,
the square of the Nusselt number is computed at the collocation points and
the same quadrature weights as in the case of the mean Nusselt number are
used subsequently.
The resulting plots of the mean and variance of the Nusselt number de-
pending on the Smolyak level L are presented in Fig. 7.11 for the standard
collocation. The other parameters are set to K = 4, M = 6 and R = 50.
Snapshots of level L are used to build a reduced-order model, which is subse-
quently evaluated atK? = 4 and L? = 6 to build the sparse-grid interpolation.
Reference values of the mean and variance obtained with K = 4, L = 6 and
M = 7 are used to estimate the errors. Note that with this choice, at L = 6
the error estimator does not capture the effects of K and L anymore. The
second plot of Fig. 7.11 contains two values which are significantly lower than
the finite element error. They are most probably a result of errors which can-
celed by chance, and are therefore not representative. For the computation of
the mean Nusselt number it can be observed that the sparse grid refinement
level can be reduced by 1 or 2 when POD-Galerkin modeling is employed.
7.7 Conclusions
The applicability of POD-Galerkin reduced-order modeling to the context of
stochastic collocation on sparse grids was assessed. For the test case of the
computation of the Nusselt number in a natural convective flow setting, the
behavior of the different error contributions was studied in a systematic way
with the help of a reference solution. By employing a reduced-order model, the
number of finite element simulations necessary to create an accurate sparse
grid interpolation could be significantly decreased. For example (see Fig. 7.8),
by building a reduced-order model from the finite element solutions at the 137
collocation points of Smolyak level L = 3 and evaluating the model at the 2929
collocation points of Smolyak level L? = 6, it was possible to obtain a sparse
grid interpolation with a similar accuracy as an interpolation created directly
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Figure 7.11: Absolute errors of the mean (left) and variance (right) of the
Nusselt number depending on the Smolyak level L for the sparse grid inter-
polation (FEM) and the POD-aided sparse grid interpolation based on the
control function method with functions which are linear in x (lin), functions
which are zero at the interior points (jump), and the modified basis function
method (mod). The errors are obtained with respect to reference solutions
with K = 4, L = 6 and M = 7.
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from 2929 finite element solutions of level L = 6.
To assess the efficiency of the method, it is necessary to inspect the com-
putation times (see Table 7.1): It took about 3 h 41min to perform the 2929
finite element computations of level L = 6 and about 10min to perform the
137 finite element computations of level L = 3. In comparison, 2929 evalua-
tions of the reduced-order model took only 64 s. The additional computational
overhead of the reduced-order model, i.e. the creation of the basis functions
from the snapshots and the assembly of the system matrices, was less than
2 s. Therefore, the total computation could be decreased by almost a factor of
20 by using reduced-order modeling. The resulting sparse grids had the same
number of collocation points, independently of whether they were created us-
ing finite element solutions or reduced-order solutions, and so their evaluation
times were identical.
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Chapter 8
Summary and outlook
POD-Galerkin reduced-order models have been developed and validated for
deterministic unsteady problems of increasing complexity, from heat conduc-
tion to thermally driven incompressible flow. Alternative derivations of the
models have been presented, starting either from a weak formulation or from
a spatial semi-discretization, or from a full space-time discretization. For each
problem, the different derivations result in the same reduced-order model as
long as the time and space dependencies are handled with the discretization
schemes of the snapshot simulations.
In the derivation of the reduced-order models for incompressible flows, the
discrete divergence-freeness of the velocity POD basis leads to a cancellation
of the pressure term and an immediate fulfillment of the continuity equa-
tion. With the aid of an auxiliary pressure reduced-order model, pressure-
dependent quantities could be computed from the velocity reduced-order co-
efficients. The pressure model combines the ideas of Akhtar et al. (2009), who
suggested a Galerkin projection of a pressure Poisson equation onto a pressure
POD basis, with the notion of a discrete pressure Poisson equation according
to Gresho and Sani (2000). Although a pressure Poisson equation is absent
in the underlying finite element model, the reduced-order pressure converges
toward the finite element solution when the dimension of the pressure POD
basis is increased.
A strategy has been proposed for the computation of statistical quantities
for PDE problems with uncertain data. The procedure combines sparse-grid
stochastic collocation with POD-Galerkin reduced-order modeling. At the
collocation points of a sparse grid in the stochastic domain, computationally
expensive evaluations of a finite element model are replaced by computa-
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tionally inexpensive evaluations of a reduced-order model. Thereafter, the
statistics of an integral output of interest are computed using the sparse grid
interpolant. The method was demonstrated for the thermally driven flow in
a cavity with uncertain temperature Dirichlet conditions. Although the cre-
ation of the POD basis required multiple evaluations of the finite element
model, a total saving of computational time could be observed.
In order to implement Dirichlet conditions given by parametrized random
fields in the reduced-order models, the method of Gunzburger et al. (2007) was
generalized and termed modified basis function method. As an advantage over
the conventional control function method, the modified basis function method
does not require a predefined lifting function. The method actually provides
a suitable lifting function automatically by means of a linear combination
of snapshots. When applied to the stochastic thermally driven flow problem,
the new method performed similarly compared to the control function method
equipped with reasonable lifting functions.
All presented reduced-order models rely on a fixed spatial mesh. While, in
principle, geometric variations can be incorporated in the current framework
via a transformation to some reference domain, it is not directly possible to
utilize snapshots with different numbers of mesh nodes, for instance. Because
many applications benefit from adaptive meshing, POD-Galerkin reduced-
order modeling based on snapshots from different spatial meshes provides a
promising future research direction.
In the presented POD-aided sparse grid collocation method, the snapshots
are sampled at predefined collocation points in the stochastic domain. Per-
haps, better snapshot locations can be found by applying a greedy method,
which enriches the snapshot set iteratively by employing a reduced-order error
estimator. The derivation of efficiently computable and sharp error estimators
for incompressible flows problems under uncertainty is a subject of current re-
search.
The POD-aided stochastic collocation method presented in this thesis dif-
fers from the approach taken by Schieche (2012a,b): The method of Schieche
combines a finite element primal model with a reduced-order adjoint model.
While adaptivity is used to save computational time in the construction of the
sparse grid interpolant, reduced-order modeling is used to alleviate the compu-
tational overhead resulting from the adaptivity. In contrast, the method of the
present thesis saves computational time in the construction of the sparse grid
interpolant by employing reduced-order modeling directly. A combination of
both methods promises to further accelerate the computation of statistical
quantities while at the same time providing an a posteriori error estimator.
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Appendix A
Coefficients of the velocity
reduced-order model
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