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THE CALDERO´N PROBLEM WITH PARTIAL DATA
ON MANIFOLDS AND APPLICATIONS
CARLOS KENIG AND MIKKO SALO
Abstract. We consider Caldero´n’s inverse problem with partial
data in dimensions n ≥ 3. If the inaccessible part of the boundary
satisfies a (conformal) flatness condition in one direction, we show
that this problem reduces to the invertibility of a broken geodesic
ray transform. In Euclidean space, sets satisfying the flatness con-
dition include parts of cylindrical sets, conical sets, and surfaces
of revolution. We prove local uniqueness in the Caldero´n prob-
lem with partial data in admissible geometries, and global unique-
ness under an additional concavity assumption. This work unifies
two earlier approaches to this problem ([KSU07] and [Is07]) and
extends both. The proofs are based on improved Carleman esti-
mates with boundary terms, complex geometrical optics solutions
involving reflected Gaussian beam quasimodes, and invertibility of
(broken) geodesic ray transforms. This last topic raises questions
of independent interest in integral geometry.
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2 CARLOS KENIG AND MIKKO SALO
1. Introduction
This article is concerned with inverse problems where measurements
are made only on part of the boundary. A typical example is the inverse
problem of Caldero´n, where the objective is to determine the electrical
conductivity of a medium from voltage and current measurements on its
boundary. The mathematical formulation of this problem is as follows.
Let Ω ⊂ Rn, n ≥ 2, be a bounded domain with smooth boundary.
Given a positive function γ ∈ L∞(Ω) (the electrical conductivity of
the medium) and two open subsets ΓD,ΓN of ∂Ω, consider the partial
Cauchy data set
CΓD,ΓNγ = {(u|ΓD , γ∂νu|ΓN ) ; div(γ∇u) = 0 in Ω, u ∈ H
1(Ω),
supp(u|∂Ω) ⊂ ΓD}.
The Caldero´n problem with partial data asks to determine the con-
ductivity γ from the knowledge of CΓD,ΓNγ for possibly very small sets
ΓD,ΓN . Here ∂ν is the normal derivative, and the conormal derivative
γ∂νu|∂Ω is interpreted in the weak sense as an element of H
−1/2(∂Ω).
A closely related problem is to determine a potential q ∈ L∞(Ω) from
partial boundary measurements for the Schro¨dinger equation, given by
the partial Cauchy data set
CΓD ,ΓNq = {(u|ΓD , ∂νu|ΓN ) ; (−∆+ q) = 0 in Ω, u ∈ H∆(Ω),
supp(u|∂Ω) ⊂ ΓD}.
Here we use the space
H∆(Ω) = {u ∈ L
2(Ω) ; ∆u ∈ L2(Ω)},
and the trace u|∂Ω and normal derivative ∂νu|∂Ω are in H
−1/2(∂Ω) and
H−3/2(∂Ω) (see [BU01]). Above, one thinks of u|∂Ω as Dirichlet data
prescribed only on ΓD, and one measures the Neumann data of the
corresponding solution on ΓN . If Λγ : H
1/2(Ω) → H−1/2(∂Ω) is the
Dirichlet-to-Neumann map (DN map) given by
Λγ : u|∂Ω 7→ γ∂νu|∂Ω where u ∈ H
1(Ω) solves div(γ∇u) = 0 in Ω,
then the partial Cauchy data set is a restriction of the graph of Λγ,
CΓD,ΓNγ = {(f |ΓD ,Λγf |ΓN ) ; f ∈ H
1/2(∂Ω), supp(f) ⊂ ΓD}.
A similar interpretation is valid for CΓD ,ΓNq provided that 0 is not a
Dirichlet eigenvalue of −∆+ q in Ω.
The problems above are well studied questions in the theory of in-
verse problems. The case of full data (ΓD = ΓN = ∂Ω) has received
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the most attention. Major results include [SU87], [HT11] in dimen-
sions n ≥ 3 and [Na96], [AP06], [Bu08] in the case n = 2. In particu-
lar, it is known that the set C∂Ω,∂Ωγ determines uniquely a conductivity
γ ∈ C1(Ω) if n ≥ 3 and a conductivity γ ∈ L∞(Ω) if n = 2. These re-
sults are based on the method of complex geometrical optics solutions
developed in [SU87] for n ≥ 3 and in [Na96], [Bu08] in the case n = 2.
The partial data question where the sets ΓD or ΓN may not be the
whole boundary has also attracted considerable attention. We mention
here four approaches, each of which gives a slightly different partial data
result. Formulated in terms of the Schro¨dinger problem, it is known
that CΓD,ΓNq determines q in Ω in the following cases:
(1) n ≥ 3, the set ΓD is possibly very small, and ΓN is slightly
larger than ∂Ω \ΓD (Kenig, Sjo¨strand, and Uhlmann [KSU07])
(2) n ≥ 3 and ΓD = ΓN = Γ, and ∂Ω \ Γ is either part of a hyper-
plane or part of a sphere (Isakov [Is07])
(3) n = 2 and ΓD = ΓN = Γ, where Γ can be an arbitrary open
subset of ∂Ω (Imanuvilov, Uhlmann, and Yamamoto [IUY10])
(4) n ≥ 2, linearized partial data problem, ΓD = ΓN = Γ where
Γ can be an arbitrary open subset of ∂Ω (Dos Santos, Kenig,
Sjo¨strand, and Uhlmann [DKSjU09])
Approaches (1)–(3) also give a partial data result of determining
γ from CΓD,ΓNγ with the same assumptions on the dimension and the
sets ΓD,ΓN . In (4), the linearized partial data problem asks to show
injectivity of the Fre´chet derivative of Λq at q = 0 instead of injectivity
of the full map q 7→ Λq, when restricted to the sets ΓD and ΓN .
It is interesting that although each of the four approaches is based
on a version of complex geometrical optics solutions, the approaches
are distinct in the sense that none of the above results is contained in
any of the others. The result in [KSU07] uses Carleman estimates with
boundary terms, given for special limiting weights, that allow to control
the solutions on parts of the boundary, whereas [Is07] is based on the
full data arguments of [SU87] and a reflection argument. The work
[IUY10] gives a strong result that only requires Dirichlet and Neumann
data on any small set, but the method involves complex analysis and
Carleman weights with critical points and does not obviously extend to
higher dimensions. Finally, [DKSjU09] is based on analytic microlocal
analysis but is so far restricted to the linearized problem.
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Nevertheless, given that there exist several approaches to the same
problem, one expects that a combination of ideas from different ap-
proaches might lead to improved partial data results. In this paper
we unify the Carleman estimate approach of [KSU07] and the reflec-
tion approach of [Is07], and in fact we obtain the main results of both
[KSU07] and [Is07] as a special case.
The method also allows to improve both approaches. Concerning
[Is07], we are able to relax the hypothesis on the inaccessible part
Γi = ∂Ω \ Γ of the boundary: instead of requiring Γi to be completely
flat (or spherical), we can deal with Γi that satisfy a flatness condition
only in one direction. Compared with [KSU07] we remove the need
of measurements on certain parts of the boundary that are flat in one
direction; and in certain cases where ∂Ω may not have any symmetries,
we eliminate the overlap of ΓD and ΓN needed in [KSU07]. The method
eventually boils down to inverting geodesic ray transforms (possibly for
broken geodesics). In some cases the invertibility of the ray transform
is known, but in other cases it is not and in these cases we obtain
a reduction from the Caldero´n problem with partial data to integral
geometry problems of independent interest.
We list here some further references for partial data results, first
for the case n ≥ 3. The Carleman estimate approach was initiated in
[BU01] and [KSU07]. Based on this approach, there are low regularity
results [Kn06], [Zh12], results for other scalar equations [DKSjU07],
[KS07], [Ch12] and systems [ST10], stability results [HW06], and re-
construction results [NS10]. The reflection approach was introduced in
[Is07], and has been employed for the Maxwell system [COS09]. Partial
data results for slab geometries are given in [LiU10], [KLU12]. Also,
just before this preprint was submitted, Imanuvilov and Yamamoto
announced a partial data result for domains Q = Ω × (0, l) stating
that the Cauchy data set of a potential q ∈ Cα(Q) with Dirichlet and
Neumann data restricted to Γ× (0, l), where Γ ⊂ ∂Ω is an open subset,
determines the potential in the set (Ω \ Ω0) × (0, l) where Ω0 is the
convex hull of ∂Ω \ Γ. This is similar to the results in Section 3.1 in
this paper.
In two dimensions, the main partial data result is [IUY10] which
has been extended to more general equations [IUY11a], combinations
of measurements on disjoint sets [IUY11b], less regular coefficients
[IY12a], and some systems [IY12b]. An earlier result is in [ALP05].
In the case of Riemann surfaces with boundary, corresponding partial
data results are given in [GT11a], [GT11b], [AGTU11].
In the case when the conductivity is known near the boundary, the
partial data problem can be reduced to the full data problem [AU04],
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[AK12], [HPS12]. Also, we remark that in the corresponding prob-
lem for the wave equation, it has been known for a long time (see
[KKL01]) that measuring the Dirichlet and Neumann data of waves on
an arbitrary open subset of the boundary is sufficient to determine the
coefficients uniquely up to natural gauge transforms. Recent partial
results for the case where Dirichlet and Neumann data are measured
on disjoint sets are in [LO10], [LO12].
The structure of this paper is as follows. Section 1 is the intro-
duction. Section 2 states the main partial data results in this paper
in the setting of Riemannian manifolds, and Section 3 considers some
consequences for the Caldero´n problem with partial data in Euclidean
space. Section 4 gives a Carleman estimate that is used to control so-
lutions on parts of the boundary, and Section 5 discusses a reflection
approach that can be used as an alternative to Carleman estimates in
some cases. In Section 6 we give the proofs of the local uniqueness
results for simple transversal manifolds, based on complex geometrical
optics solutions involving WKB type quasimodes. In Section 7 we dis-
cuss a more sophisticated quasimode construction based on reflected
Gaussian beams, and in Section 8 we show how complex geometrical
optics solutions involving reflected Gaussian beam quasimodes can be
used to recover the broken ray transform of a potential from partial
Cauchy data.
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Grant. M.S. would like to thank David Dos Santos Ferreira, Yaroslav
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beam quasimodes and a reduction from the attenuated ray transform
to the usual ray transform. M.S. expresses his gratitude to the Depart-
ment of Mathematics of the University of Chicago, where part of this
work was carried out.
2. Statement of results
Our method is based on ideas developed for the anisotropic Caldero´n
problem in [DKSaU09], and even though much of the motivation comes
from the Caldero´n problem with partial data in Euclidean domains, it
is convenient to formulate our main results in the setting of manifolds.
The Riemannian geometry notation used in this paper is mostly the
same as in [DKSaU09].
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Definition. Let (M, g) be a compact oriented Riemannian manifold
with C∞ boundary, and let n = dim(M) ≥ 3.
1. We say that (M, g) is conformally transversally anisotropic (or
CTA) if
(M, g) ⊂⊂ (R× Mˆ0, g), g = c(e⊕ g0)
where (Mˆ0, g0) is some compact (n − 1)-dimensional manifold
with boundary, e is the Euclidean metric on the real line, and
c is a smooth positive function in the cylinder R× Mˆ0.
2. We say that (M, g) is admissible if it is CTA and additionally
the transversal manifold (Mˆ0, g0) is simple, meaning that the
boundary ∂Mˆ0 is strictly convex (the second fundamental form
is positive definite) and for each p ∈ Mˆ0, the exponential map
expp is a diffeomorphism from its maximal domain of definition
in TpMˆ0 onto Mˆ0.
The uniqueness results in [DKSaU09] were given for admissible man-
ifolds. In this paper we will give results both for admissible and CTA
manifolds. In the main results, we will also assume that there is a
compact (n− 1)-dimensional manifold (M0, g0) with smooth boundary
such that
(2.1) (M, g) ⊂ (R×M0, g) ⊂⊂ (R× Mˆ0, g), g = c(e⊕ g0)
and the following intersection is nonempty:
∂M ∩ (R× ∂M0) 6= ∅.
Under some conditions, it will be possible to ignore boundary measure-
ments in the set ∂M∩(R×∂M0). In the results below we will implicitly
assume that the various manifolds satisfy (2.1), and if (M, g) is admis-
sible it is also assumed that (Mˆ0, g0) is simple (but (M0, g0) need not
be simple, since its boundary may not be strictly convex).
Write x = (x1, x
′) for points in R × Mˆ0 where x1 is the Euclidean
coordinate. The approaches of [KSU07], [DKSaU09] are based on com-
plex geometrical optics solutions of the form u = eτϕ(m + r) where ϕ
is a special limiting Carleman weight. We refer to [DKSaU09] for the
definition and properties of limiting Carleman weights on manifolds.
For present purposes we only mention that the functions ϕ(x) = ±x1
are natural limiting Carleman weights in the cylinder (R× Mˆ0, g).
The weight ϕ(x) = x1 allows to decompose the boundary ∂M as the
disjoint union
∂M = ∂M+ ∪ ∂M− ∪ ∂Mtan
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where
∂M± = {x ∈ ∂M ; ±∂νϕ(x) > 0},
∂Mtan = {x ∈ ∂M ; ∂νϕ(x) = 0}.
Here the normal derivative is understood with respect to the metric
g. Note that ∂νϕ = 0 on R × ∂M0 whenever (M0, g0) ⊂⊂ (Mˆ0, g0).
We think of ∂Mtan as being flat in one direction (the direction of the
gradient of ϕ). For the sake of definiteness, the sets ∂M± = ∂M±(ϕ)
will refer to the weight ϕ(x) = x1 in this section, but all results remain
true when ∂M+ and ∂M− are interchanged (this amounts to replacing
the weight x1 by −x1).
Next we give the local results for the Caldero´n problem with partial
data on manifolds. In these results we say that a unit speed geodesic
γ : [0, L]→M0 is nontangential if its endpoints are on ∂M0, the vectors
γ˙(0), γ˙(L) are nontangential, and γ(t) ∈ M int0 for 0 < t < L. We also
define the partial Cauchy data set as
CΓD,ΓNg,q = {(u|ΓD , ∂νu|ΓN ) ; (−∆g + q) = 0 in M, u ∈ H∆g(M),
supp(u|∂M) ⊂ ΓD}
whereH∆g(M) = {u ∈ L
2(M) ; ∆gu ∈ L
2(M)} and u|∂M ∈ H
−1/2(∂M),
∂νu|∂M ∈ H
−3/2(∂M) by the same arguments as in [BU01].
To explain the results, it is convenient to think in terms of the fol-
lowing special case.
Example. Let M be a compact manifold with boundary consisting of
three parts,
M =Mleft ∪Mmid ∪Mright
where Mmid = [a, b] × M0 for some compact manifold (M0, g0) with
boundary, Mleft ⊂ {x1 < a} ×M0, and Mright ⊂ {x1 > b} ×M0. We
also assume that
∂M− =Mleft ∩ ∂M, ∂M+ =Mright ∩ ∂M.
In this case ∂Mtan = [a, b]× ∂M0.
The methods developed in this paper suggest that it should suffice to
measure Neumann data on ∂M+ for Dirichlet data supported in ∂M−,
with no measurements required on ∂Mtan. However, in the results
below we need a part Γa ⊂ ∂Mtan that is accessible to measurements,
and Γi = ∂Mtan \ Γa is the inaccessible part. Suppose for simplicity
that
Γa = [a, b]× E, Γi = [a, b]× (∂M0 \E)
for some nonempty open subset E of ∂M0.
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In this setting, Theorem 2.1 implies that from Neumann data mea-
sured near ∂M+∪Γa with Dirichlet data input near ∂M−∪Γa, one can
determine certain integrals of the potential q in the set
R×
⋃
γ
γ([0, L])
where the union is over all nontangential geodesics in M0 with end-
points on E. Moreover, if the local ray transform is injective in this set
in a suitable sense, then one can determine the potential in this set by
Theorem 2.2. Theorem 2.4 shows that one can go beyond this set and
extract information about integrals of q over all nontangential broken
rays with endpoints on E, and Theorem 2.3 gives a global uniqueness
result in the case where ∂Mtan has zero measure.
Theorem 2.1. Let (M, g) be an admissible manifold as in (2.1), and
let q1, q2 ∈ C(M). Let Γi be a closed subset of ∂Mtan, and suppose that
for some nonempty open subset E of ∂M0 one has
Γi ⊂ R× (∂M0 r E).
Let Γa = ∂Mtan r Γi, and assume that
CΓD ,ΓNg,q1 = C
ΓD,ΓN
g,q2
where ΓD and ΓN are any open sets in ∂M such that
ΓD ⊃ ∂M− ∪ Γa, ΓN ⊃ ∂M+ ∪ Γa.
Given any nontangential geodesic γ : [0, L]→ M0 with endpoints on
E, and given any real number λ, one has∫ L
0
e−2λt(c(q1 − q2))ˆ (2λ, γ(t)) dt = 0.
Here q1−q2 is extended by zero outsideM , and ( · )ˆ denotes the Fourier
transform in the x1 variable.
The previous theorem allows to conclude uniqueness of potentials in
sets where the local ray transform is injective in the following sense.
Definition. Let (M0, g0) be a compact oriented manifold with smooth
boundary, and let O be an open subset of M0. We say that the local
ray transform is injective on O, if any function f ∈ C(M0) with∫
γ
f dt = 0 for all nontangential geodesics γ contained in O
must satisfy f |O = 0.
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Theorem 2.2. Assume the conditions in Theorem 2.1. Then q1 = q2
in M ∩ (R × O) for any open subset O of M0 such that the local ray
transform is injective on O and O ∩ ∂M0 ⊂ E.
The local ray transform is known to be injective in the next three
cases (the second case will be used in Section 3):
1. (M0, g0) = (Ω0, e) where Ω0 ⊂ R
n−1 is a bounded domain with
C∞ boundary, e is the Euclidean metric, E is an open subset
of ∂Ω0, and O is the intersection of Ω0 with the union of all
hyperplanes in Rn−1 that have ∂Ω0 \ E on one side. The com-
plement of this union is the intersection of half-spaces and thus
convex. If the integral of f ∈ C(Ω0), extended by zero to R
n−1,
vanishes over all line segments in O, then the integral over all
hyperplanes that do not meet ∂Ω0 \E also vanishes, and it fol-
lows from the Helgason support theorem [He99] that the local
ray transform is injective on O.
2. (M0, g0) ⊂⊂ (M˜0, g0) are simple manifolds with real-analytic
metric, and F˜ is an open set of nontangential geodesics in
(M˜0, g0) such that any curve in F˜ can be deformed to a point
on ∂M˜0 through curves in F˜ . In such a case, by a result of
[Kr09] the local ray transform is injective on the set O of all
points in M0 that lie on some geodesic in F˜ .
3. If dim(M0) ≥ 3 and if ∂M0 is strictly convex at a point p ∈ ∂M0,
then p has a neighborhood O in M0 on which the local ray
transform is injective. This is a very recent result from [UV12].
In Theorem 2.2, if the nontangential geodesics with endpoints on E
cover a dense subset O of M0 and if the local ray transform is injective
in O, we obtain a global uniqueness result stating that q1 = q2 in M .
An example of such a result under a concavity assumption is given in
Section 3.6. The method for proving Theorems 2.1 and 2.2 also gives a
global result when the set ∂Mtan has zero measure. Then no geometric
conditions are required and one can recover the potential in all of M .
Theorem 2.3. Let (M, g) be an admissible manifold and assume that
q1, q2 ∈ C(M). If ∂Mtan has zero measure in ∂M , then
C∂M−,∂M+g,q1 = C
∂M−,∂M+
g,q2 =⇒ q1 = q2.
Next we wish to gather information on the potentials beyond the set
that can be reached by transversal geodesics with endpoints on E. To
do this, we will use broken geodesics in the transversal manifold that
go inside M0, reflect finitely many times and eventually return to E.
Definition. Let (M0, g0) be a compact manifold with boundary.
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(a) We call a continuous curve γ : [a, b] → M0 a broken ray if γ
is obtained by following unit speed geodesics that are reflected
according to geometrical optics (angle of incidence equals angle
of reflection) whenever they hit a point of ∂M0.
(b) A broken ray γ : [0, L] → M0 is called nontangential if γ˙(t) is
nontangential whenever γ(t) ∈ ∂M0, and additionally all points
of reflection are distinct.
The next theorem is a generalization of Theorem 2.1 in the sense
that it allows arbitrary transversal manifolds and recovers integrals over
all nontangential broken rays (instead of just nontangential geodesics)
with endpoints on E. However, it is stated with a weaker partial data
condition.
Theorem 2.4. Let (M, g) be a CTA manifold as in (2.1), and let
q1, q2 ∈ C(M). Let Γi be a closed subset of ∂Mtan, and suppose that for
some nonempty open subset E of ∂M0 one has
Γi ⊂ R× (∂M0 r E).
Let Γa = ∂Mtan r Γi, and assume that
CΓD ,ΓNg,q1 = C
ΓD,ΓN
g,q2
where
ΓD = ΓN = Γ
for some neighborhood Γ of the set ∂M+ ∪ ∂M− ∪ Γa in ∂M .
Given any nontangential broken ray γ : [0, L] → M0 with endpoints
on E, and given any real number λ, one has∫ L
0
e−2λt(c(q1 − q2))ˆ (2λ, γ(t)) dt = 0.
Here q1−q2 is extended by zero outsideM , and ( · )ˆ denotes the Fourier
transform in the x1 variable.
It is natural to ask whether a function in M0 is determined by its
integrals over broken rays with endpoints in some subset E of ∂M0
(that is, whether the broken ray transform is injective). Combined
with Theorem 2.4 and with the proof of Theorem 2.2, such a result
would imply unique recovery of the potential in the whole manifold
M . However, it seems that there are very few results in this direction,
except for the case where E is the whole boundary and the question
reduces to the injectivity of the usual ray transform (see [Sh94]).
Eskin [Es04] has proved injectivity in the case of Euclidean broken
rays reflecting off several convex obstacles, with E being the boundary
of a smooth domain enclosing all the obstacles, if the obstacles satisfy
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additional restrictions (in particular the obstacles must have corner
points and they cannot be smooth). Ilmavirta [Il12] has recently given
partial injectivity results for the broken ray transform in the Euclidean
unit disc. See also [FMS11], [Lo12] for related results. However, the
following question seems to be open even in convex Euclidean domains
except when E = ∂M0.
Question. Let (M0, g0) be a simple manifold, let E be a nonempty
open subset of ∂M0, and assume that f ∈ C(M0) satisfies∫ L
0
f(γ(t)) dt = 0
for all nontangential broken rays γ : [0, L]→M0 with endpoints on E.
Does this imply that f = 0?
3. The Euclidean case
In this section, we indicate some consequences of the previous results
to the Caldero´n problem with partial data in Euclidean space. We
assume that Ω ⊂ R3 is a bounded domain with smooth boundary
equipped with the Euclidean metric g = e, and q1, q2 ∈ C(Ω). We also
assume that
CΓ,Γq1 = C
Γ,Γ
q2
where Γ is some strict open subset of ∂Ω. Write
Γi = ∂Ω \ Γ
for the inaccessible part of the boundary. The results in this section
show that in cases where Γi satisfies certain geometric restrictions, it
is possible to conclude that
q1 = q2 in Ω ∩ (R×O)
where the sets O ⊂ R2 will be described below.
Remark. We also obtain results for the conductivity equation by mak-
ing a standard reduction to the Schro¨dinger equation. More precisely,
if γ1, γ2 ∈ C
2(Ω) are positive functions such that CΓ,Γγ1 = C
Γ,Γ
γ2
, then the
corresponding DN maps satisfy
Λγ1f |Γ = Λγ2f |Γ for f ∈ H
1/2(∂Ω) with supp(f) ⊂ Γ.
Boundary determination [KV84], [SU88] implies that
γ1|Γ = γ2|Γ, ∂νγ1|Γ = ∂νγ2|Γ.
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Writing qj = ∆γ
1/2
j /γ
1/2
j , the relation
Λqjf = γ
−1/2
j Λγj(γ
−1/2
j f) +
1
2
γ−1j (∂νγj)f
∣∣∣
∂Ω
and the above conditions imply that the DNmaps Λqj for the Schro¨dinger
equations satisfy
Λq1f |Γ = Λq2f |Γ for f ∈ H
1/2(∂Ω) with supp(f) ⊂ Γ.
Thus CΓ,Γq1 = C
Γ,Γ
q2 , and we obtain that
q1 = q2 in Ω ∩ (R× O).
Write q = q1 = q2 in Ω∩(R×O). Then γ
1/2
1 and γ
1/2
2 are both solutions
of (−∆+ q)u = 0 in Ω∩ (R×O) having identical Cauchy data on Γ. It
follows that γ1 = γ2 in any connected component of Ω∩ (R×O) whose
intersection with Γ contains a nonempty open subset of ∂Ω.
In the following we will use some general facts on limiting Carleman
weights from [DKSaU09], where it was proved that any limiting Car-
leman weight in R3 has, up to translation, rotation and scaling, one of
the following six forms:
x1, log |x|, arg(x1 + ix2),
x1
|x|2
, log
|x+ e1|
2
|x− e1|2
, arg(eiθ(x+ ie1)
2).
Here θ ∈ [0, 2pi), and the argument function is defined by
arg(z) = 2 arctan
Im(z)
|z|+ Re(z)
, z ∈ C \ {t ∈ R ; t ≤ 0}.
It was also proved in [DKSaU09, Section 2] that if ϕ is a limiting
Carleman weight near (Ω, e), then ∇g˜ϕ is a unit parallel vector field
near (Ω, g˜) where
g˜ = c−1e, c = |∇eϕ|
−2
e .
Furthermore, by the proof of [DKSaU09, Lemma A.5], if (y1, y
′) are
coordinates so that ∇g˜ϕ = ∂y1 and if the coordinates y
′ parametrize
a 2-dimensional manifold S such that ∇g˜ϕ is orthogonal to S with
respect to the g˜ metric, then the metric has the form
g˜(y1, y
′) =
(
1 0
0 g˜0(y
′)
)
where g˜0 is the metric on S induced by g˜.
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3.1. Cylindrical sets. This case corresponds to the limiting Carle-
man weight ϕ(x) = x1. Suppose that Ω ⊂ R × Ω0, where Ω0 is a
bounded domain with smooth boundary in R2. Let E be an open
subset of ∂Ω0, and assume that
Γi ⊂ R× (∂Ω0 \ E).
If Ω0 has strictly convex boundary, Theorem 2.2 and the result of [Kr09]
imply that
q1 = q2 in Ω ∩ (R×O)
where O is the intersection of Ω0 with the union of all lines in R
2 that
have ∂Ω0 \ E on one side.
The above conclusion holds true also when Ω0 does not have strictly
convex boundary. To see this, let Ω0 ⊂⊂ B ⊂⊂ B˜ where B and B˜ are
balls. The extensions of the line segments in O to B˜ form a class F˜
such that any curve in F˜ can be deformed to a point through curves in
F˜ . It is then enough to extend q1− q2 by zero to R×B, and to use the
proof of Theorem 2.2 with M0 replaced by B together with the result
[Kr09].
3.2. Conical sets. Consider the limiting Carleman weight ϕ(x) =
log |x|. Suppose that Ω ⊂ {x3 > 0}, let (S
2, g0) be the sphere with
its standard metric, let S2+ = {ω ∈ S
2 ; ω3 > 0}, and let (M0, g0) be a
compact submanifold of (S2+, g0) with smooth boundary. Let E be an
open subset of ∂M0, and assume that
Γi ⊂ {rω ; r > 0, ω ∈ ∂M0 \ E}.
We have c = |∇ϕ|−2 = |x|2 and g˜ = |x|−2e, ∇g˜ϕ = x. Choose coordi-
nates so that
y1 = log |x|, y
′ = x/|x|.
The coordinates y′ parametrize the manifold S2 and the metric g˜0 on
S2 induced by g˜ is just the standard metric g0. The discussion in the
beginning of this section shows that
g˜(y1, y
′) =
(
1 0
0 g0(y
′)
)
.
Now (M0, g0) is contained in some simple submanifold (Mˆ0, g0) of the
hemisphere (S2+, g0) (just remove a neighborhood of the equator). Since
geodesics in S2+ are restrictions of great circles, Theorem 2.2 and the
local injectivity result [Kr09] imply as in Section 3.1 that
q1 = q2 in Ω ∩ {rω ; r > 0, ω ∈ O}
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where O is the union of all great circle segments in S2+ such that ∂M0\E
is on one side of the hyperplane containing the great circle segment.
3.3. Surfaces of revolution. Let Ω ⊂ R3 \{x ; x1 ≤ 0}, and consider
the limiting Carleman weight
ϕ(x) = arg(x1 + ix2).
Then ∇ϕ = ( −x2
x21+x
2
2
, x1
x21+x
2
2
, 0) and
c = x21 + x
2
2, g˜ =
1
x21 + x
2
2
e, ∇g˜ϕ = (−x2, x1, 0).
We make the change of coordinates valid near Ω,
y1 = arg(x1 + ix2), y2 =
√
x21 + x
2
2, y3 = x3.
The coordinates y′ parametrize the manifold S = {(x1, 0, x3) ; x1 > 0}
and ∇g˜ϕ is orthogonal to S. Furthermore, we may also think of S as
the set {(0, y2, y3) ; y2 > 0}, and the metric on S induced by g˜ is the
hyperbolic metric g˜0 =
1
y22
e. The discussion in the beginning of this
section shows that
g˜(y1, y
′) =
(
1 0
0 g˜0(y
′)
)
.
Let (M0, g0) be a compact submanifold of S with smooth bound-
ary, let E be an open subset of ∂M0. We think of M0 as lying in
{(x1, 0, x3) ; x1 > 0}. Now, assume that
Γi ⊂ {Rθ(∂M0 \ E) ; θ ∈ (−pi, pi)}
where Rθx = (R˜θ(x1, x2)
t, x3)
t and R˜θ rotates vectors in R
2 by angle θ
counterclockwise. That is, we assume that the inaccessible part Γi is
contained in a surface of revolution obtained by rotating the boundary
curve ∂M0 \ E.
Now, the geodesics in S (and, after restriction, also in M0) have
either the form
(y2(t), y3(t)) = (R sin t, R cos t + α)
where t ∈ (0, pi), R > 0, and α ∈ R, or the form (y2(t), y3(t)) = (t, α)
where t > 0 and α ∈ R (these are not unit speed parametrizations).
In the x coordinates, these are either the half circles in the {x2 = 0}
plane given by
(x1(t), x2(t), x3(t)) = (R sin t, 0, R cos t+ α), t ∈ (0, pi)
or the lines
(x1(t), x2(t), x3(t)) = (t, 0, α), t > 0.
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Enclosing M0 in some ball B in S, the manifold (B, g0) is simple and
Theorem 2.2 and [Kr09] imply as in Section 3.1 that
q1 = q2 in Ω ∩ {Rθ(O) ; θ ∈ (−pi, pi)}
where O is the union of all geodesics in S that have ∂M0 \ E on one
side.
3.4. Other limiting Carleman weights. So far we have considered
three of the six possible forms of limiting Carleman weights in R3.
The fourth one, ϕ(x) = x1
|x|2
, is the Kelvin transform of the linear
weight, and corresponds to inaccessible parts of the boundary that are
Kelvin transforms of cylindrical domains. In particular, if part of the
cylindrical domain is on the hyperplane {x3 = 1}, its Kelvin transform
lies on the sphere centered at (0, 0, 1/2) with radius 1/2, and we recover
the result of Isakov [Is07] for domains where the inaccessible part is part
of a sphere. The corresponding results for the remaining two limiting
Carleman weights do not seem so easy to state and we omit them.
3.5. Extension of [KSU07]. Let now Ω ⊂ R3 be a bounded domain
with smooth boundary, assume that 0 is not in the convex hull of Ω,
and let ϕ(x) = log |x|. Define
∂Ω± = {x ∈ ∂Ω ; ±∂νϕ(x) > 0},
∂Ωtan = {x ∈ ∂Ω ; ∂νϕ(x) = 0}.
It was proved in [KSU07] that whenever ΓD is a neighborhood of ∂Ω−∪
∂Ωtan and ΓN is a neighborhood of ∂Ω+ ∪ ∂Ωtan, then
CΓD,ΓNq1 = C
ΓD,ΓN
q2
=⇒ q1 = q2.
In particular, ΓD and ΓN always need to overlap. This result is a
consequence of the reduction given above for the logarithmic weight,
Theorem 2.1 (the special case where E = ∂Ω0, so that Γi = ∅), and
injectivity of the ray transform. If ∂Ωtan has zero measure in ∂Ω, then
Theorem 2.3 allows to improve this result: we have
C∂Ω−,∂Ω+q1 = C
∂Ω−,∂Ω+
q2 =⇒ q1 = q2.
In this case, the sets where Dirichlet and Neumann data are measured
are disjoint, but their union covers all of ∂Ω except for a set of measure
zero. The result remains true if the roles of ∂Ω+ and ∂Ω− are changed.
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3.6. Extension of [Is07]. The results in [Is07] stated that CΓ,Γq1 = C
Γ,Γ
q2
implies q1 = q2 in Ω if Ω ⊂ {x3 > 0} and Γi ⊂ {x3 = 0}, or if Ω ⊂ B
for some ball B and Γi ⊂ ∂B. We have already recovered these results
in Sections 3.1 and 3.4, since in these cases the local injectivity set O is
so large that the result q1 = q2 holds in all of Ω. Of course, the results
above also extend [Is07] since we can conclude at least local uniqueness
for potentials when the inaccessible part of the boundary satisfies a
(conformal) flatness condition in only one direction, such as being part
of a cylindrical set, a conical set, or a surface of revolution.
We also get global uniqueness if the local injectivity set O is suffi-
ciently large. For instance, if
Ω ⊂ R× Ω0, Γi ⊂ R× (∂Ω0 \ E)
where Ω0 is a bounded domain with smooth boundary and E is a
nonempty open subset of ∂Ω0, and if the lines in R
2 that have ∂Ω0 \E
on one side cover a dense subset of Ω0, then we have q1 = q2 in Ω. One
example of this situation is if
Ω ⊂ R× {(x2, x3) ; x3 > η(x2)}, Γi ⊂ R× {(x2, x3) ; x3 = η(x2)}
where η : R→ R is a smooth concave function.
4. Carleman estimate
Let (M, g) be a CTA manifold, so (M, g) is compact with boundary
and
(M, g) ⊂⊂ (R×M0, g), g = c(e⊕ g0).
Here (M0, g0) is any compact (n−1)-dimensional manifold with bound-
ary. We wish to prove a Carleman estimate with boundary terms for
the conjugated operator eϕ/h(−∆g)e
−ϕ/h in M , where ϕ is the limit-
ing Carleman weight ϕ(x) = x1 or ϕ(x) = −x1, and h > 0 is small.
Following [KSU07], it is useful to consider a slightly modified weight
ϕε = ϕ+ hfε
where fε is a smooth real valued function in M depending on a small
parameter ε, with ε independent of h. The convexity of fε will lead to
improved lower bounds in terms of the L2(M) norms of u and h∇u.
On the other hand, the sign of ∂νϕε in the boundary term of the Car-
leman estimate will allow to control functions on different parts of the
boundary. Of special interest is the set ∂Mtan where ∂νϕ = 0, and in
this set we have
∂νϕε|∂Mtan = h∂νfε.
We would like to have ∂νfε < 0 on ∂Mtan. It is not easy to find a global
convex function fε satisfying the last condition for a general set ∂Mtan.
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However, splitting fε to a convex part whose normal derivative vanishes
on ∂Mtan and another part which ensures the correct sign on ∂Mtan
will give the required result. We will use semiclassical conventions in
the next proof, see [DKSaU09, Section 4] and [Zw12] for more details.
We also write (v, w) = (v, w)L2(M), ‖v‖ = ‖v‖L2(M), and for Γ ⊂ ∂M
we write (v, w)Γ = (v, w)L2(Γ).
Proposition 4.1. Let (M, g) be as above, let ϕ(x) = ±x1, and let κ
be a smooth real valued function in M so that ∂νκ = −1 on ∂M . Let
also q ∈ L∞(M). There are constants ε, C0, h0 > 0 with h0 ≤ ε/2 ≤ 1
such that for the weight
ϕε = ϕ+
h
ε
ϕ2
2
+ hκ
where 0 < h ≤ h0, one has
h3
C0
(|∂νϕε|∂νu, ∂νu)∂M−(ϕε) +
h2
C0
(‖u‖2 + ‖h∇u‖2)
≤ ‖eϕ/h(−h2∆g + h
2q)(e−ϕ/hu)‖2 + h3(|∂νϕε|∂νu, ∂νu)∂M+(ϕε)
for any u ∈ C∞(M) with u|∂M = 0.
Proof. Since ϕ(x) = ±x1 is a limiting Carleman weight in a manifold
strictly containing M , the computations in the proof of [DKSaU09,
Theorem 4.1] apply and we can follow that proof. First of all, note
that
c
n+2
4 (−∆g + q)u = (−∆c−1g + qc)(c
n−2
4 u)
where qc = cq + c
n+2
4 ∆g(c
−n−2
4 ). Thus, by replacing q with another
potential, we may assume that c = 1 so that g = e ⊕ g0 and ϕ is a
distance function in the g metric, i.e. |∇gϕ|g = 1.
Let P0 = −h
2∆g and P0,ϕε = e
ϕε/hP0e
−ϕε/h. Then P0,ϕε = A + iB
where A and B are the formally self-adjoint operators
A = −h2∆g − |∇ϕε|
2, B = −2i〈∇ϕε, h∇ · 〉 − ih∆gϕε.
Assume u ∈ C∞(M) and u|∂M = 0. We have
‖P0,ϕεu‖
2 = ((A + iB)u, (A+ iB)u)
= ‖Au‖2 + ‖Bu‖2 + i(Bu,Au)− i(Au,Bu)
= ‖Au‖2 + ‖Bu‖2 + (i[A,B]u, u)− ih2(Bu, ∂νu)∂M
= ‖Au‖2 + ‖Bu‖2 + (i[A,B]u, u)− 2h3((∂νϕε)∂νu, ∂νu)∂M .
Define
ϕ˜ε(x) = ϕ+
h
ε
ϕ2
2
.
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Thus ϕε = ϕ˜ε + hκ. Let
A˜ = −h2∆− |∇ϕ˜ε|
2, B˜ = −2i〈∇ϕ˜ε, h∇ · 〉 − ih∆ϕ˜ε.
Since ∆ϕε = ∆ϕ˜ε + h∆κ and ∇ϕε = ∇ϕ˜ε + h∇κ, we have
A = A˜+ Ae, Ae = −h
2|∇κ|2 − 2h〈∇ϕ˜ε,∇κ〉,
B = B˜ +Be, Be = −2ih〈∇κ, h∇ · 〉 − ih
2∆κ.
Consequently
i[A,B] = i[A˜, B˜] + i[A˜, Be] + i[Ae, B˜] + i[Ae, Be].
Recall from [DKSaU09, p. 143] that
i[A˜, B˜] =
4h2
ε
(
1 +
h
ε
ϕ
)2
+ hB˜βB˜ + h2R
where β = (h/ε)(1+(h/ε)ϕ)−2 and R is a first order semiclassical differ-
ential operator whose coefficients are uniformly bounded with respect
to h and ε if we assume that h/ε ≤ 1/2. Consider now
i[A˜, Be] = i[−h
2∆− |∇ϕ˜ε|
2,−2ih〈∇κ, h∇ · 〉 − ih2∆κ].
It is clear that this equals h2Q, where Q is a second order semiclassical
differential operator whose coefficients are uniformly bounded in h and
ε. The terms i[Ae, B˜] and i[Ae, Be] are better. We thus have
i[A,B] =
4h2
ε
(
1 +
h
ε
ϕ
)2
+ hB˜βB˜ + h2Q
for some Q as described above. It follows that
(i[A,B]u, u) =
4h2
ε
‖(1 + hϕ/ε)u‖2 + h(B˜βB˜u, u) + h2(Qu, u).
We will choose h0 so small that |hϕ/ε| ≤ 1/2 inM for h ≤ h0. Since
u|∂M = 0, integration by parts gives
|h(B˜βB˜u, u)| ≤ C1
h2
ε
‖B˜u‖2
Similarly
|h2(Qu, u)| ≤ C2h
2(‖u‖2 + ‖h∇u‖2).
Putting this information together, we get
(i[A,B]u, u) ≥
h2
ε
‖u‖2 − C1
h2
ε
‖B˜u‖2 − C2h
2(‖u‖2 + ‖h∇u‖2).
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Next we revisit the term ‖Au‖2. Let K be a positive constant whose
value will be specified later. Since u|∂M = 0, integration by parts and
Young’s inequality give that
h2‖h∇u‖2 = h2(−h2∆u, u) = h2(Au, u) + h2(|∇ϕε|
2u, u)
≤
1
2K
‖Au‖2 +
Kh4
2
‖u‖2 + C3h
2‖u‖2,
or
‖Au‖2 ≥ 2Kh2‖h∇u‖2 −K2h4‖u‖2 − 2KC3h
2‖u‖2.
Also recall that B − B˜ = Be = −2ih〈∇κ, h∇ · 〉 − ih
2∆κ. Thus,
‖(B − B˜)u‖2 ≤ C4h
2(‖u‖2 + ‖h∇u‖2).
Hence
‖B˜u‖2 ≤ 2‖Bu‖2 + 2C4h
2(‖u‖2 + ‖h∇u‖2)
and
‖Bu‖2 ≥
1
2
‖B˜u‖2 − C4h
2(‖u‖2 + ‖h∇u‖2).
Putting our estimates together, we obtain
‖P0,ϕεu‖
2 ≥ 2Kh2‖h∇u‖2 −K2h4‖u‖2 − 2KC3h
2‖u‖2
+
1
2
‖B˜u‖2 − C4h
2(‖u‖2 + ‖h∇u‖2) +
h2
ε
‖u‖2 − C1
h2
ε
‖B˜u‖2
− C2h
2(‖u‖2 + ‖h∇u‖2)− 2h3((∂νϕε)∂νu, ∂νu)∂M .
At this point, we choose h0 so small that
C1
h20
ε
≤
1
4
.
We also make the choice
K =
1
αε
where α is to be determined. Then for h ≤ h0
‖P0,ϕεu‖
2 ≥
h2
ε
(‖u‖2 +
2
α
‖h∇u‖2)− (C2 + C4)h
2(‖u‖2 + ‖h∇u‖2)
−
h2
ε
h2
α2ε
‖u‖2 −
h2
ε
2C3
α
‖u‖2 +
1
4
‖B˜u‖2 − 2h3((∂νϕε)∂νu, ∂νu)∂M .
Choose first α = 4C3. It follows that
‖P0,ϕεu‖
2 ≥
h2
2ε
[
1− 2ε(C2 + C4)−
2h2
α2ε
]
‖u‖2
+
h2
ε
[
2
α
− ε(C2 + C4)
]
‖h∇u‖2 − 2h3((∂νϕε)∂νu, ∂νu)∂M .
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Choose next ε so that
ε = min
{
1
4(C2 + C4)
,
1
α(C2 + C4)
}
.
Finally, choose h0 so that it satisfies all the restrictions made earlier
(h0 ≤ ε/2, h0maxx∈M |ϕ| ≤ ε/2, and h
2
0 ≤ ε/(4C1)) and additionally
2h20
α2ε
≤
1
4
.
With these choices, we have
‖P0,ϕεu‖
2 ≥
h2
8ε
‖u‖2 +
h2
αε
‖h∇u‖2 − 2h3((∂νϕε)∂νu, ∂νu)∂M .
Adding a potential gives
‖P0,ϕεu‖
2 ≤ 2‖(P0,ϕε + h
2q)u‖2 + 2h4‖q‖2L∞(M)‖u‖
2.
Choosing an even smaller value of h0 depending on ‖q‖L∞(M) if neces-
sary, we obtain for 0 < h ≤ h0 that
‖(P0,ϕε + h
2q)u‖2 ≥
h2
C0
(‖u‖2 + ‖h∇u‖2)− 2h3((∂νϕε)∂νu, ∂νu)∂M .
Finally, we replace u by eϕ
2/2ε+κu, where u ∈ C∞(Ω) and u|∂Ω = 0,
and use the fact that
1/C ≤ eϕ
2/2ε+κ ≤ C, |∇(eϕ
2/2ε+κ)| ≤ C on M.
The required estimate follows. 
We now pass from ϕε to ϕ in the boundary terms of the previous
result, making use of the special properties of ϕε on ∂M . Note that
the factor h4 in the boundary term on {x ∈ ∂M ; −δ < ∂νϕ(x) < h/3}
below is weaker than the factor h3 in the other boundary terms. This
follows from the fact that ∂νϕε = h∂νκ = −h in the set where ∂νϕ
vanishes, so one only has the weak lower bound.
Proposition 4.2. Let (M, g) be as above, let q ∈ L∞(M), and let
ϕ(x) = ±x1. There exist constants C0, h0 > 0 such that whenever
0 < h ≤ h0 and δ > 0, one has
δh3
C0
‖∂νu‖
2
L2({∂νϕ≤−δ})
+
h4
C0
‖∂νu‖
2
L2({−δ<∂νϕ<h/3})
+
h2
C0
(‖u‖2+‖h∇u‖2)
≤ ‖eϕ/h(−h2∆g + h
2q)(e−ϕ/hu)‖2 + h3‖∂νu‖
2
L2({∂νϕ≥h/3})
for any u ∈ C∞(M) with u|∂M = 0.
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Proof. Note that
∂νϕε =
(
1 +
h
ε
ϕ
)
∂νϕ+ h∂νκ =
(
1 +
h
ε
ϕ
)
∂νϕ− h.
We choose h0 so small that whenever h ≤ h0, one has for x ∈M
1
2
≤ 1 +
h
ε
ϕ(x) ≤
3
2
.
On the set where ∂νϕ(x) ≤ −δ, we have
|∂νϕε| ≥ δ/2.
If −δ < ∂νϕ < h/3, we use the estimate
|∂νϕε| ≥ h/2.
Moreover, |∂νϕε| ≤ C0 on ∂M . Since {∂νϕ < h/3} ⊂ {∂νϕε < 0} and
{∂νϕε ≥ 0} ⊂ {∂νϕ ≥ h/3}, the result follows from Proposition 4.1
after replacing C0 by some larger constant. 
We can now obtain a solvability result from the previous Carleman
estimate in a standard way by duality (see [BU01, KSU07, NS10]).
There is a slight technical complication since the solution will be in L2
but not in H1. To remedy this we will work with the space
H∆g(M) = {u ∈ L
2(M) ; ∆gu ∈ L
2(M)}
with norm ‖u‖H∆ = ‖u‖L2+‖∆u‖L2. As in [BU01], we see that H∆(M)
is a Hilbert space having C∞(M) as a dense subset, and there is a
well defined bounded trace operator from H∆(M) to H
−1/2(∂M) and a
normal derivative operator from H∆(M) to H
−3/2(∂M). We also recall
that if u ∈ H∆(M) and u|∂M ∈ H
3/2(∂M), then u ∈ H2(M).
Proposition 4.3. Let (M, g) be as above, let q ∈ L∞(M), and let
ϕ(x) = ±x1. There exist constants C0, τ0 > 0 such that when τ ≥ τ0
and δ > 0, then for any f ∈ L2(M) and f− ∈ L
2(S− ∪ S0) there exists
u ∈ L2(M) satisfying eτϕu ∈ H∆g(M) and e
τϕu|∂M ∈ L
2(∂M) such
that
e−τϕ(−∆g + q)(e
τϕu) = f in M, eτϕu|S−∪S0 = e
τϕf−,
and
‖u‖L2(M) ≤ C0(τ
−1‖f‖L2(M) + (δτ)
−1/2‖f−|S−‖L2(S−) + ‖f−|S0‖L2(S0)).
Here S± and S0 are the following subsets of ∂M :
S− = {∂νϕ ≤ −δ}, S0 = {−δ < ∂νϕ < 1/(3τ)}, S+ = {∂νϕ ≥ 1/(3τ)}.
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Proof. Write Lv = eτϕ(−∆g + q¯)(e
−τϕv) and τ = 1/h, τ0 = 1/h0. We
rewrite the Carleman estimate of Proposition 4.2 as
(δτ)1/2‖∂νv‖L2(S−) + ‖∂νv‖L2(S0) + τ‖v‖+ ‖∇v‖
≤ C0‖Lv‖+ C0τ
1/2‖∂νv‖L2(S+).
This is valid for any δ > 0, provided that τ ≥ τ0 and v ∈ C
∞(M) with
v|∂M = 0.
Consider the following subspace of L2(M)× L2(S+):
X = {(Lv, ∂νv|S+) ; v ∈ C
∞(M), v|∂M = 0}.
Any element of X is uniquely represented as (Lv, ∂νv|S+) where v|∂M =
0 by the Carleman estimate. Define a linear functional l : X → C by
l(Lv, ∂νv|S+) = (v, f)L2(M) − (∂νv, f−)L2(S−∪S0).
By the Carleman estimate, we have
|l(Lv, ∂νv|S+)| ≤ ‖v‖‖f‖+ ‖∂νv‖L2(S−)‖f−‖L2(S−)
+ ‖∂νv‖L2(S0)‖f−‖L2(S0)
≤ C0(τ
−1‖f‖+ (δτ)−1/2‖f−‖L2(S−) + ‖f−‖L2(S0))
× (‖Lv‖+ τ 1/2‖∂νv‖L2(S+)).
The Hahn-Banach theorem implies that l extends to a continuous linear
functional l¯ : L2(M)× τ−1/2L2(S+)→ C such that
‖l¯‖ ≤ C0(τ
−1‖f‖+ (δτ)−1/2‖f−‖L2(S−) + ‖f−‖L2(S0)).
By the Riesz representation theorem, there exist functions u ∈ L2(M)
and u+ ∈ L
2(S+) satisfying l¯(w,w+) = (w, u)L2(M) + (w+, u+)L2(S+).
Moreover,
‖u‖L2(M) + τ
−1/2‖u+‖L2(S+)
≤ C0(τ
−1‖f‖+ (δτ)−1/2‖f−‖L2(S−) + ‖f−‖L2(S0)).
If v ∈ C∞(M) and v|∂M = 0, we have
(Lv, u)L2(M) + (∂νv, u+)L2(S+) = (v, f)L2(M)(4.1)
− (∂νv, f−)L2(S−∪S0).
Choosing v compactly supported in M int, it follows that L∗u = f , or
e−τϕ(−∆g + q)(e
τϕu) = f in M.
Furthermore, eτϕu ∈ H∆(M).
If w, v ∈ C∞(M) with v|∂M = 0, an integration by parts gives
(Lv, w) = −(e−τϕ∂νv, e
τϕw)L2(∂M) + (v, L
∗w).
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Given our solution u, we choose uj ∈ C
∞(M) so that eτϕuj → e
τϕu
in H∆(M). Applying the above formula with w = uj and taking the
limit, we see that
(Lv, u) = −(e−τϕ∂νv, e
τϕu)L2(∂M) + (v, L
∗u)
for v ∈ C∞(M) with v|∂M = 0. Combining this with (4.1), using that
L∗u = f , gives
(∂νv, f−)L2(S−∪S0) + (∂νv, u+)L2(S+) = (e
−τϕ∂νv, e
τϕu)L2(∂M).
Since ∂νv can be chosen arbitrarily, it follows that
eτϕu|S−∪S0 = e
τϕf−, e
τϕu|S+ = e
τϕu+.
We also see that eτϕu|∂M ∈ L
2(∂M). 
5. Reflection approach
In the previous section, we employed Carleman estimates and dual-
ity to obtain a solvability result (Proposition 4.3) that will be used to
produce correction terms in complex geometrical optics solutions with
prescribed behavior on parts of the boundary. In this section we give
an alternative approach to the construction of correction terms van-
ishing on parts of the boundary. The method is based on a reflection
argument. We extend the method of [Is07], which dealt with inacces-
sible parts that are part of a hyperplane, to the case of inaccessible
parts that are part of the graph of a function independent of one of
the variables. The results are less general than the ones in Section 4,
and for simplicity will only be stated for domains in R3 with Euclidean
metric, but on the other hand the method is constructive and is based
on direct Fourier arguments in the spirit of [KSU11a], [KSU11b].
Let Ω ⊂ R3 be a bounded domain with smooth boundary, and as-
sume that
Ω ⊂ R× {(x2, x3) ; x3 > η(x2)}
where η : R→ R is a smooth function. Also assume that Γ0 is a closed
subset of ∂Ω such that
Γ0 ⊂ R× {(x2, x3) ; x3 = η(x2)}.
We will show that if one has access to suitable amplitudes of complex
geometrical optics solutions that vanish on Γ0, then it is possible to
produce correction terms that also vanish on Γ0.
Proposition 5.1. Let Ω and Γ0 be as above, and let q ∈ L
∞(Ω).
There are C0, τ0 > 0 such that for any τ with |τ | ≥ τ0 and for any
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m ∈ H2(Ω) with m|Γ0 = 0, the equation (−∆ + q)u = 0 in Ω has a
solution u ∈ H2(Ω) of the form
u = e−τx1(m+ r)
such that r|Γ0 = 0 and
‖r‖L2(Ω) ≤
C0
|τ |
‖eτx1(−∆+ q)(e−τx1m)‖L2(Ω).
The proof involves a reflection argument that reduces the construc-
tion of the correction term to the problem of solving a conjugated
equation with anisotropic metric,
eτx1(−∆gˆ + qˆ)(e
−τx1 rˆ) = fˆ in R× Ωˆ0
where Ωˆ0 ⊂ R
2 is a bounded open set and gˆ is a metric of the form
gˆ(y1, y
′) =
(
1 0
0 gˆ0(y
′)
)
,
and where g0 is smooth for y3 6= 0 but only Lipschitz continuous across
{y3 = 0}. In three and higher dimensions, it is not known how to handle
equations of this type with general Lipschitz coefficients in the second
order part (the case of C1 coefficients, and also Lipschitz coefficients
with a smallness condition, is considered in [HT11]). However, in our
case the singularity of gˆ only appears in the lower right block gˆ0, and
this turns out not to be a problem.
The following is an analogue of [KSU11a, Proposition 4.1], the main
difference being that the transversal metric is only Lipschitz. (With
correct definitions, one could easily deal with L∞ transversal metrics
as well, but then the solution would only be in H1−δ(T ).) Here we write
(x1, x
′) for coordinates in T = R×M0, and for δ ∈ R we consider the
spaces
‖f‖L2δ(T ) = ‖〈x1〉
δf‖L2(T ), ‖f‖H1δ (T ) = ‖f‖L2δ(T ) + ‖df‖L2δ(T )
with 〈t〉 = (1+t2)1/2, and similarly forH2δ (T ). We also write Spec(−∆g0)
for the set of Dirichlet eigenvalues of the Laplace-Beltrami operator
−∆g0 in (M0, g0).
Proposition 5.2. Let T = R × M0 with metric g = e ⊕ g0, where
(M0, g0) is a compact oriented manifold with smooth boundary and g0
is a Lipschitz continuous Riemannian metric on M0. Given any q ∈
L∞comp(T ) and any δ > 1/2, there are constants C0, τ0 > 0 such that
whenever
|τ | ≥ τ0 and τ
2 /∈ Spec(−∆g0),
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the equation
eτx1(−∆g + q)(e
−τx1r) = f in T
has a unique solution r ∈ H1−δ(T ) with r|∂T = 0 for any f ∈ L
2
δ(T ).
Moreover, r ∈ H2−δ(T ), and one has the bounds
‖r‖L2
−δ(T )
≤
C0
|τ |
‖f‖L2δ(T ), ‖r‖H1−δ(T ) ≤ C0‖f‖L2δ(T ).
Proof. The proof is almost exactly the same as the proof of [KSU11a,
Proposition 4.1], and we only give the main idea. Since ∆g = ∂
2
x1
+∆g0 ,
the equation that we need to solve is
(−∂2x1 + 2τ∂x1 −∆g0 − τ
2 + q)r = f in T.
It is enough to consider q = 0. The standard argument based on weak
solutions shows that even when g0 has very little regularity, there is an
orthonormal basis of L2(M0) consisting of Dirichlet eigenfunctions of
−∆g0 ,
−∆g0ϕl = λlϕl in M0, ϕl ∈ H
1
0 (M0),
where 0 < λ1 ≤ λ2 ≤ λ3 ≤ . . . → ∞ are the Dirichlet eigenvalues of
−∆g0 in M0.
Considering the partial Fourier expansions
r(x1, x
′) =
∞∑
l=1
r˜(x1, l)ϕl(x
′), f(x1, x
′) =
∞∑
l=1
f˜(x1, l)ϕl(x
′),
it is enough to solve
(−∂2x1 + 2τ∂x1 + λl − τ
2)r˜( · , l) = f˜( · , l) in R for all l.
The condition τ 2 /∈ Spec(−∆g0) allows to solve these ordinary differ-
ential equations by the Fourier transform as in [KSU11a, Section 4],
and the estimates given there imply that one obtains a unique solution
r ∈ H1−δ(T ) with r|∂T = 0 satisfying the required bounds. Elliptic H
2
regularity also works with Lipschitz g0, and the argument in [KSU11a,
Section 4] gives that r ∈ H2−δ(T ). 
Proof of Proposition 5.1. We begin by flattening Γ0 via the map
Φ : R3 → R3, (x1, x2, x3) 7→ (x1, x2, x3 − η(x2)).
Let Ω˜ = Φ(Ω), write y for coordinates in Ω˜, and let R be the reflection
R(y1, y2, y3) = (y1, y2,−y3).
Note that Ω˜ ⊂ {y3 > 0}. Consider the reflected domain Ω˜
∗ = R(Ω˜), so
Ω˜∗ ⊂ {y3 < 0}, and let U the double domain Ω˜ ∪ Φ(Γ0)
int ∪ Ω˜∗.
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Let Ψ = Φ−1, let g˜ = Ψ∗e be the metric in Ω˜ that is the pullback
of the Euclidean metric in Ω, let q˜ = Ψ∗q, and let m˜ = Ψ∗m. In the
double domain U , we use even reflection to define the quantities
gˆ =
{
g˜, y3 > 0,
R∗g˜, y3 < 0,
qˆ =
{
q˜, y3 > 0,
R∗q˜, y3 < 0,
and odd reflection to define the amplitude
mˆ =
{
1
2
m˜, y3 > 0,
−1
2
R∗m˜, y3 < 0.
Since the flattening map Φ leaves x1 intact, we have
gˆ(y1, y
′) =
(
1 0
0 gˆ0(y
′)
)
where gˆ0 is a Lipschitz continuous metric only depending on y2 and y3.
(In fact, g˜ and g˜0 are well defined in {y3 > 0} by the flattening map
Φ and the Euclidean metric in {x3 > η(x2)}.) Also, qˆ ∈ L
∞(U), and
mˆ ∈ H2(U) by the boundary condition m|Γ0 = 0 and by the properties
of odd reflection.
We wish to find rˆ ∈ H1(U) satisfying
eτx1(−∆gˆ + qˆ)(e
−τx1 rˆ) = fˆ
where fˆ = −eτx1(−∆gˆ + qˆ)(e
−τx1mˆ). Now
‖fˆ‖L2(U) = ‖fˆ‖L2(Ω˜) + ‖fˆ‖L2(Ω˜∗)
= ‖Ψ∗(eτx1(−∆+ q)(e−τx1m)‖L2(Ω˜)
+ ‖R∗Ψ∗(eτx1(−∆+ q)(e−τx1m)‖L2(Ω˜∗)
≤ C‖eτx1(−∆+ q)(e−τx1m)‖L2(Ω).
Choose a bounded open set Ωˆ0 ⊂ R
2 such that
U ⊂⊂ R× Ωˆ0,
and let gˆ0 be the metric in Ωˆ0 that is the even extension of g˜0 from
{y3 > 0} to Ωˆ0. Then gˆ0 is smooth for y3 6= 0 and Lipschitz continuous
across {y3 = 0}. Extending gˆ to R× Ωˆ0 using the block structure and
extending qˆ and fˆ by zero to R × Ωˆ0, it is enough to find a solution
rˆ ∈ H2loc(R× Ωˆ0) of the equation
(5.1) eτx1(−∆gˆ + qˆ)(e
−τx1 rˆ) = fˆ in R× Ωˆ0.
CALDERO´N PROBLEM WITH PARTIAL DATA 27
Such a solution may be found by Proposition 5.2, and denoting by rˆ
its restriction to U we have
‖rˆ‖L2(U) ≤
C
|τ |
‖fˆ‖L2(U).
Define now
uˆ = e−τx1(mˆ+ rˆ) in U
and
u˜ = uˆ− R∗uˆ in Ω˜.
Then (−∆gˆ + qˆ)uˆ = 0 in U , and (−∆g˜ + q˜)u˜ = 0 in Ω˜ by the definition
of gˆ and qˆ and using that uˆ ∈ H2(U). We also have
u˜ = e−τx1(mˆ−R∗mˆ+ rˆ − R∗rˆ) in Ω˜.
But here mˆ− R∗mˆ|Ω˜ = m˜ by the definition of mˆ. Consequently, if we
define u = Φ∗u˜, then (−∆+ q)u = 0 in Ω and
u = e−τx1(m+ r) in Ω,
where r = Φ∗(rˆ − R∗rˆ) satisfies
‖r‖L2(Ω) ≤ C‖rˆ‖L2(U) ≤
C
|τ |
‖fˆ‖L2(U)
≤
C
|τ |
‖eτx1(−∆+ q)(e−τx1m)‖L2(Ω).
This proves the result. 
Note how the odd reflection of the amplitude m in the proof ensured
that the solution obtained by reflection is not the zero solution. We
also remark that under certain conditions, the arguments in Sections 6
and 7 allow to construct amplitudes m vanishing on a part Γ0 as above.
6. Local uniqueness on simple manifolds
In this section we prove Theorems 2.1–2.3. In these results the
transversal manifold is assumed to be simple and we only use non-
reflected geodesics. This case already illustrates the main features of
the approach, and we can use a quasimode construction that is much
easier than the Gaussian beam one used for non-simple transversal
manifolds and reflected geodesics.
The first observation is the usual integral identity.
Proposition 6.1. If ΓD,ΓN ⊂ ∂M are open and if C
ΓD ,ΓN
g,q1
= CΓD ,ΓNg,q2 ,
then ∫
M
(q1 − q2)u1u2 dVg = 0
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for any uj ∈ H∆g(M) satisfying (−∆g + qj)uj = 0 in M and
supp(u1|∂M) ⊂ ΓD, supp(u2|∂M) ⊂ ΓN .
Proof. Let uj be as stated. Since C
ΓD,ΓN
g,q1
= CΓD,ΓNg,q2 , there is a function
u˜2 ∈ H∆(M) with (−∆+ q2)u˜2 = 0 in M , supp(u˜2|∂M) ⊂ ΓD, and
(u1|ΓD , ∂νu1|ΓN ) = (u˜2|ΓD , ∂ν u˜2|ΓN ).
Using that u1, u2 and u˜2 are solutions, we have∫
M
(q1 − q2)u1u2 dV =
∫
M
[(∆u1)u2 − u1(∆u2)] dV
=
∫
M
[(∆(u1 − u˜2))u2 − (u1 − u˜2)(∆u2)] dV.
Now u1−u˜2|∂M = 0, so in fact u1−u˜2 ∈ H
2(M) by the properties of the
space H∆(M). Recall also that C
∞(M) is dense in H∆(M) and that
u2|∂M ∈ H
−1/2(∂M) and ∂νu2|∂M ∈ H
−3/2(∂M). These facts make it
possible to integrate by parts, and we obtain that∫
M
(q1 − q2)u1u2 dV =
∫
∂M
[(∂ν(u1 − u˜2))u2 − (u1 − u˜2)(∂νu2)] dS
in the weak sense. The last expression vanishes since ∂ν(u1−u˜2)|ΓN = 0
and supp(u2|∂M) ⊂ ΓN . 
The next result will be used to pass from the metric g = c(e⊕ g0) to
the slightly simpler metric g˜ = e⊕ g0.
Lemma 6.2. Let c be a smooth positive function in M . Then u ∈
H∆g(M) satisfies (−∆g + q)u = 0 in M if and only if u˜ ∈ H∆g˜(M)
satisfies (−∆g˜ + q˜)u˜ = 0 in M , where
g˜ = c−1g, u˜ = c
n−2
4 u, q˜ = c(q − c
n−2
4 ∆g(c
−n−2
4 )).
Proof. This follows from the identity for v ∈ C∞(M),
c
n+2
4 (−∆g + q)(c
−n−2
4 v) = (−∆c−1g + c(q − c
n−2
4 ∆g(c
−n−2
4 )))v,
upon approximating u or u˜ by smooth functions. 
Proof of Theorem 2.1. Let g˜ = e⊕ g0 and q˜j = c(qj − c
n−2
4 ∆g(c
−n−2
4 )).
Let λ be a fixed real number, and consider the complex frequency
s = τ + iλ
where τ > 0 will be large. We look for solutions
u˜1 = e
−sx1(vs(x
′) + r1),
u˜2 = e
sx1(vs(x
′) + r2),
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of the equations (−∆g˜ + q˜1)u˜1 = 0, (−∆g˜ + q˜2)u˜2 = 0 in M . Here
vs will be a quasimode for the Laplacian in (M0, g0) that concentrates
near the given geodesic γ. Next we will construct a suitable solution
u˜1, and the case of u˜2 will be analogous.
Since ∆g˜ = ∂
2
1 +∆g0 , the function u˜1 is a solution if and only if
(6.1) esx1(−∆g˜ + q˜1)(e
−sx1r1) = −(−∆g0 + q˜1 − s
2)vs(x
′) in M.
We want to choose vs ∈ C
∞(M0) to satisfy
(6.2) ‖vs‖L2(M0) = O(1), ‖(−∆g0 − s
2)vs‖L2(M0) = O(1)
as τ →∞. Looking for vs in the form
vs = e
isψa
where ψ, a ∈ C∞(M0), a direct computation shows that
(−∆g0 − s
2)vs
= eisψ
(
s2
[
|dψ|2g0 − 1
]
a− is [2〈dψ, d · 〉g0 +∆g0ψ] a−∆g0a
)
.
Since (M0, g0) is simple, it is easy to find ψ and a so that the expres-
sions in brackets will vanish and that the resulting quasimode vs will
concentrate near the geodesic γ. To do this, let (Mˆ0, g0) be a simple
manifold that is slightly larger than (M0, g0), extend γ as a geodesic in
Mˆ0, and choose ε > 0 such that γ|(−2ε,0)∪(L,L+2ε) stays in Mˆ0 \M0 (this
is possible since γ is nontangential). Let ω = γ(−ε) ∈ Mˆ0 \M0, and
let (r, θ) be polar normal coordinates in (M0, g0) with center ω. Then
γ corresponds to the curve r 7→ (r, θ0) for some fixed θ0 ∈ S
n−2. We
will choose
ψ(r, θ) = r,
a(r, θ) = |g0(r, θ)|
−1/4b(θ)
where |g0| is the determinant of g0, and b is a fixed function in C
∞(Sn−2)
that is supported so close to θ0 such that vs|∂M0\E = 0. With these
choices, we have as in [DKSaU09]
(−∆g0 − s
2)vs = −e
isψ∆g0a.
Thus vs satisfies the estimates (6.2), and also the estimate
‖vs‖L∞(M0) = O(1).
We now go back to (6.1), and look for a solution in the form r1 =
eiλx1r′1 where r
′
1 satisfies
(6.3) eτx1(−∆g˜ + q˜1)(e
−τx1r′1) = f in M
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with
f = −e−iλx1(−∆g0 + q˜1 − s
2)vs(x
′).
We also want to arrange that supp(u˜1|∂M) ⊂ ΓD where ΓD ⊃ ∂M−∪Γa.
For this purpose, let δ > 0 be a small number to be fixed later, let S±
and S0 be the sets in Proposition 4.3 with Carleman weight ϕ(x) =
−x1, define
V δ = {x ∈ S− ∪ S0 ; dist∂M(x,Γi) < δ or x ∈ ∂M+},
Γδa = (S− ∪ S0) \ Vδ,
and impose the boundary condition
(6.4) eτϕr′1|S−∪S0 = e
τϕf−
where
f− =
{
−e−iλx1vs(x
′), on V δ,
0, on Γδa.
Note that ∂M+ ∪ ∂Mtan (these sets refer to the weight x1) is in the
interior of S− ∪ S0 in ∂M .
We have seen that ‖f‖L2(M) = O(1) as τ →∞. We also have
f−|∂Mtan = 0,
since f−|Γδa∩∂Mtan = 0 by definition and f−|∂Mtan∩Vδ = 0 for sufficiently
small δ > 0 by the construction of vs and using that Γi ⊂ R×(∂M0\E).
Since ‖f−‖L∞(S−∪S0) . 1, we have
‖f−‖L2(S−) . σ({∂νx1 ≥ δ})
and
‖f−‖L2(S0) . σ({−1/(3τ) < ∂νx1 < 0} ∪ {0 < ∂νx1 < δ}),
where σ is the surface measure on ∂M . It follows from Proposition
4.3 that the equation (6.3) has a solution r′1 satisfying the boundary
condition (6.4), and having the estimate
‖r′1‖L2(M) . τ
−1 + (δτ)−1/2σ({∂νx1 ≥ δ})
+ σ({−1/(3τ) < ∂νx1 < 0}) + σ({0 < ∂νx1 < δ}).
The implied constants in the previous inequality are independent of τ
and δ. By the basic properties of measures, for some constant C0 > 0
we have
‖r′1‖L2(M) ≤ C0
[
τ−1 + (δτ)−1/2 + oτ→∞(1) + oδ→0(1)
]
.
CALDERO´N PROBLEM WITH PARTIAL DATA 31
Given ε > 0, we first choose δ so that C0oδ→0(1) ≤ ε/2. After this, we
choose τ > 0 so large that C0(τ
−1 + (δτ)−1/2 + oτ→∞(1)) ≤ ε/2. This
shows that
lim
τ→∞
‖r′1( · ; τ)‖L2(M) = 0.
Choosing r′1 as described above and choosing r1 = e
iλx1r′1, we have
produced a solution u˜1 ∈ H∆g˜(M) of the equation (−∆g˜+ q˜1)u˜1 = 0 in
M , having the form
u˜1 = e
−sx1(vs(x
′) + r1)
and satisfying
supp(u˜1|∂M) ⊂ ΓD
and ‖r1‖L2(M) = o(1) as τ → ∞. Repeating this construction for the
Carleman weight ϕ(x) = x1, we obtain a solution u˜2 ∈ H∆g˜(M) of the
equation (−∆g˜ + q˜2)u˜2 = 0 in M , having the form
u˜2 = e
sx1(vs(x
′) + r2)
and satisfying
supp(u˜2|∂M) ⊂ ΓN
and ‖r2‖L2(M) = o(1) as τ →∞.
Writing uj = c
−n−2
4 u˜j, Lemma 6.2 shows that uj ∈ H∆g(M) are
solutions of (−∆g + q1)u1 = 0 and (−∆g + q2)u2 = 0 in M . Then
Proposition 6.1 implies that∫
M
(q1 − q2)u1u2 dVg = 0.
We extend q1− q2 by zero to R×M0. Inserting the expressions for uj,
and using that dVg = c
n/2 dx1 dVg0(x
′), we obtain∫
M0
∫ ∞
−∞
(q1− q2)ce
−2iλx1(|vs(x
′)|2+ vsr2+ vsr1+ r1r2) dx1 dVg0(x
′) = 0.
Since ‖rj‖L2(M) = o(1) as τ → ∞ and since dVg0 = |g0|
1/2 dr dθ in the
(r, θ) coordinates, it follows that∫
Sn−2
∫ ∞
0
e−2λr(c(q1 − q2))ˆ (2λ, r, θ)|b(θ)|
2 dr dθ = 0.
Varying b in C∞(Sn−2) so that the support of b is very close to θ0, this
implies that ∫ ∞
0
e−2λr(c(q1 − q2))ˆ (2λ, r, θ0) dr = 0.
Since γ was the curve r 7→ (r, θ), this shows the result. 
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Proof of Theorem 2.2. Suppose that the local ray transform is injective
on O and O ∩ ∂M ⊂ E. By Theorem 2.1, we know that
(6.5)
∫ L
0
e−2λt(c(q1 − q2))ˆ (2λ, γ(t)) dt = 0
for any nontangential geodesic γ in O. Setting λ = 0 and using local
injectivity of the ray transform, we obtain that
(c(q1 − q2))ˆ (0, · ) = 0 in O.
Going back to (6.5) and differentiating this identity with respect to λ,
and then setting λ = 0 and using the vanishing of (c(q1− q2))ˆ (0, · ) on
O, it follows that∫ L
0
∂
∂λ
[(c(q1 − q2))ˆ ] (0, γ(t)) dt = 0 in O
for any nontangential geodesic in O. Local uniqueness for the ray
transform again implies that
∂
∂λ
[(c(q1 − q2))ˆ ] (0, · ) = 0 in O.
Iterating this argument by taking higher order derivatives of (6.5)
shows that (
∂
∂λ
)k
[(c(q1 − q2))ˆ ] (0, · ) = 0 in O
for any k. Since c(q1 − q2) is compactly supported in x1, its Fourier
transform is analytic and we have
(c(q1 − q2))ˆ (λ, · ) = 0 in O for all λ ∈ R.
Inverting the Fourier transform and using that c is positive, we obtain
that q1 = q2 in M ∩ (R× O). 
Proof of Theorem 2.3. Since (M, g) is admissible, we may assume that
(M, g) ⊂ (R×M0, g), g = c(e⊕ g0)
where (M0, g0) is simple. The argument is very similar to the proof
of Theorem 2.1, and we only indicate the required changes. Up to
the formula (6.3), the only change is that there is no restriction on
b ∈ C∞(Sn−2) (we do not require vs to vanish on any part of the
boundary). The function r′1 is obtained as a solution of (6.3), but this
time we want that supp(u˜1|∂M) ⊂ ∂M−. Fix δ > 0. The boundary
condition for u˜1 is (6.4), where f− is chosen to be
f− = −e
−iλx1vs(x
′) on S− ∪ S0.
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We use Proposition 4.3 to solve for r′1. We have ‖f‖L2(M) = O(1),
and the bound ‖f−‖L∞ . 1 implies
‖f−‖L2(S−) . σ({∂νx1 ≥ δ})
and
‖f−‖L2(S0) . σ({−1/(3τ) < ∂νx1 < 0})+σ(∂Mtan)+σ({0 < ∂νx1 < δ}).
Now we use that
σ(∂Mtan) = 0.
This shows that we obtain the same estimate for r′1 as before:
‖r′1‖L2(M) ≤ C0
[
τ−1 + (δτ)−1/2 + oτ→∞(1) + oδ→0(1)
]
.
We can now continue as in the proof of Theorem 2.1 to conclude that∫ L
0
e−2λt(c(q1 − q2))ˆ (2λ, γ(t)) dt = 0
for any λ ∈ R and for any nontangential geodesic in (M0, g0). The
geodesic ray transform (with zero attenuation) is injective in (M0, g0)
[Sh94]. Following the proof of Theorem 2.2, but now using all the
nontangential geodesics in (M0, g0), shows that q1 = q2 in M . 
7. Quasimodes concentrating near broken rays
In this section, to simplify notation, we write (M, g) instead of
(M0, g0) and we assume that (M, g) is a compact oriented Riemannian
manifold having smooth boundary and dim(M) = m ≥ 2. Suppose
that E is a nonempty open subset of ∂M , and let R = ∂M \ E. We
think of E as the observation set where geodesics can enter and exit,
and R is the reflecting set. In the Caldero´n problem with partial data
we are led to consider attenuated broken ray transforms, where one
integrates a function on M over broken geodesic rays that enter M at
some point of E, reflect nontangentially at points of R, and then exit
M at some point of E. The reflections will obey the law of geometric
optics, so that a geodesic hitting the boundary in direction v will be
continued by the geodesic in the reflected direction vˆ = v − 2〈v, ν〉ν.
Given a slightly complex frequency s = τ + iλ, we will construct
corresponding quasimodes, or approximate eigenfunctions, that con-
centrate near a fixed nontangential broken ray.
Proposition 7.1. Let γ : [0, L] → M be a nontangential broken ray
with endpoints on E, and let λ be a fixed real number. For any K > 0
there is a family {vs ; s = τ+iλ, τ ≥ 1} in C
∞(M) such that as τ →∞
‖(−∆g − s
2)vs‖L2(M) = O(τ
−K), ‖vs‖L2(M) = O(1),
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the boundary values of vs satisfy
‖vs‖L2(R) = O(τ
−K), ‖vs‖L2(∂M) = O(1),
and for any ψ ∈ C(M)∫
M
|vτ+iλ|
2ψ dVg →
∫ L
0
e−2λtψ(γ(t)) dt as τ →∞.
Let us begin by proving this result in the special case E = ∂M , so
that R = ∅ and one does not need to worry about reflected rays. The
next three preparatory lemmas describe a modified Fermi coordinate
system that is very useful in this construction.
Lemma 7.2. Let (Mˆ, g) be a compact manifold without boundary, and
let γ : (a, b) → Mˆ be a unit speed geodesic segment that has no loops.
There are only finitely many times t ∈ (a, b) such that γ intersects itself
at γ(t).
Proof. Since γ has no loops, (γ(t), γ˙(t)) = (γ(t′), γ˙(t′)) implies t = t′.
The first observation is that γ can only self-intersect transversally, since
also (γ(t), γ˙(t)) = (γ(t′),−γ˙(t′)) implies t = t′ (if this would happen
for t < t′, then by uniqueness of geodesics γ˙( t+t
′
2
) = −γ˙( t+t
′
2
) which is
impossible). Next note that if r is smaller than the injectivity radius
of (Mˆ, g), then any two geodesic segments of length ≤ r can intersect
transversally in at most one point (locally geodesics are close to straight
lines). Partitioning (a, b) in disjoint intervals {Jk}
K
k=1 of length ≤ r, we
have an injective map
{(t, t′) ∈ (a, b)2 ; t < t′ and γ(t) = γ(t′)}
7→ {(k, l) ∈ {1, . . . , K}2 ; t ∈ Jk, t
′ ∈ Jl}.
Consequently, γ can only self-intersect finitely many times. 
Lemma 7.3. Let F be a C1 map from a neighborhood of (a, b)×{0} in
Rn into a smooth manifold such that F |(a,b)×{0} is injective and DF (t, 0)
is invertible for t ∈ (a, b). If [a0, b0] is a closed subinterval of (a, b), then
F is a C1 diffeomorphism in some neighborhood of [a0, b0]×{0} in R
n.
Proof. For any t ∈ [a0, b0], the inverse function theorem implies that
there is εt > 0 such that F |(t−3εt,t+3εt)×B3εt (0) is a C
1 diffeomorphism.
Since [a0, b0] is covered by the intervals (t− εt, t+ εt), by compactness
we have [a0, b0] ⊂ ∪
N
j=1(tj − εj, tj + εj) where F |(tj−3εj ,tj+3εj)×B3εj (0) is
bijective. We can further assume (upon throwing away or shrinking
some intervals if necessary) that the intervals Ij = (tj − εj, tj + εj)
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satisfy Ij ∩ Ik = ∅ unless |j − k| ≤ 1. Since γ(t) = F (t, 0) is injective,
we also have γ(Ij) ∩ γ(Ik) = ∅ unless |j − k| ≤ 1.
Fix a Riemannian metric in the target manifold, and define
δ = inf {dist(γ(Ij), γ(Ik)) ; |j − k| ≥ 2} > 0.
Let Uj = Ij×Bε(0), where ε < min{ε1, . . . , εN} is chosen so small that
F (Uj) ⊂ {q ; dist(q, γ(Ij)) < δ/2}. Then F (Uj) ∩ F (Uk) = ∅ unless
|j − k| ≤ 1. Define
U = ∪Nj=1Uj.
To show that F |U is a C
1 diffeomorphism, it is enough to check in-
jectivity. If F (t, y) = F (t′, y′) for (t, y), (t′, y′) ∈ U , then necessarily
(t, y) ∈ Uj , (t
′, y′) ∈ Uk where |j−k| ≤ 1. We may assume that εj ≥ εk.
Since F |(tj−3εj ,tj+3εj)×B3εj (0) is bijective, we obtain (t, y) = (t
′, y′). 
Lemma 7.4. Let (Mˆ, g) be a compact manifold without boundary, and
assume that γ : (a, b) → Mˆ is a unit speed geodesic segment with no
loops. Given a closed subinterval [a0, b0] of (a, b) such that γ|[a0,b0] self-
intersects only at times tj with a0 < t1 < . . . < tN < b0 (set t0 = a0 and
tN+1 = b0), there is an open cover {(Uj , ϕj)}
N+1
j=0 of γ([a0, b0]) consisting
of coordinate neighborhoods having the following properties:
(1) ϕj(Uj) = Ij ×B where Ij are open intervals and B = B(0, δ) is
an open ball in Rn−1 where δ can be taken arbitrarily small,
(2) ϕj(γ(t)) = (t, 0) for t ∈ Ij,
(3) tj only belongs to Ij and Ij ∩ Ik = ∅ unless |j − k| ≤ 1,
(4) ϕj = ϕk on ϕ
−1
j ((Ij ∩ Ik)×B).
Further, if S is a hypersurface through γ(a0) that is transversal to γ˙(a0),
one can arrange that the map y 7→ ϕ−10 (a0, y) parametrizes S near
γ(a0).
Proof. We will use modified Fermi coordinates, constructed as follows.
Let {v1, . . . , vn−1} be an orthonormal set of vectors in Tγ(a0)Mˆ such that
{γ˙(a0), v1, . . . , vn−1} is a basis. (The case where {γ˙(a0), v1, . . . , vn−1}
is an orthonormal basis corresponds to the usual Fermi coordinates.)
Let Eα(t) be the parallel transport of vα along the geodesic γ. Since
γ˙(t) is also parallel along γ, the set {γ˙(t), E1(t), . . . , En−1(t)} is a basis
of Tγ(t)Mˆ for t ∈ (a, b).
Define the function
F : (a, b)× Rn−1 → Mˆ, F (t, y) = expγ(t)(y
αEα(t)).
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Here exp is the exponential map in (Mˆ, g) and α, β run from 1 to n−1.
Then F (t, 0) = γ(t) and (with eα the αth coordinate vector)
∂
∂s
F (t, seα)
∣∣
s=0
= Eα(t),
∂
∂t
F (t, 0) = γ˙(t).
Thus F is a C∞ map near (a, b)× {0} such that DF (t, 0) is invertible
for t ∈ (a, b).
In the case where γ does not self-intersect, F |(a,b)×{0} is injective and
Lemma 7.3 implies the existence of a single coordinate neighborhood of
γ([a0, b0]) so that (1) and (2) are satisfied (then (3) and (4) are void).
In the general case, by Lemma 7.2 the geodesic segment γ|[a0,b0] only
self-intersects at finitely many times tj with a0 < t1 < . . . < tN < b0.
For some sufficiently small δ, γ is injective on the intervals (a, t1 − δ),
(t1−2δ, t2−δ), . . . , (tN−2δ, b) and each interval intersects at most two
of the others. Restricting the map F above to suitable neighborhoods
corresponding to these intervals (or slightly smaller ones) and using
Lemma 7.3, we obtain the required coordinate charts with ϕj = F
−1|Uj .
Let S be a hypersurface transversal to γ˙(a0), and choose some para-
metrization y 7→ q(y) of S near γ(a0) satisfying
∂
∂s
q(seα) = vα. We will
form a new chart (U˜0, ϕ˜0) by modifying (U0, ϕ0) so that y 7→ ϕ˜
−1
0 (a0, y)
parametrizes S near γ(a0).
We may assume that a0 = 0, and write F0 = ϕ
−1
0 , F˜0 = ϕ˜
−1
0 . It is
enough to choose F˜0 = F0 ◦Φ, where Φ is a diffeomorphism near I0×B
such that
Φ(t, 0) = (t, 0),
Φ(0, y) = F−10 (q(y)),
Φ(t, y) = (t, y) for t > c with suitable c > 0.
Write the components of q˜ = F−10 ◦ q as Taylor series
q˜j(y) = q˜j(0) +∇q˜j(0) · y +Hj(y)y · y
where Hj are smooth matrices, and j = 0, . . . , n − 1 (t is the 0th
variable). The properties of q imply that
q˜j(0) = 0, ∂β q˜
0(0) = 0, ∂β q˜
α(0) = δαβ .
We look for Φ in the form
Φj(t, y) = f j(t) + aj(t) · y +Rj(t, y)y · y
for some smooth functions f j, vectors aj and matrices Rj . The condi-
tions for Φ motivate the following choices:
f 0(t) = t, fα(t) = 0, a0β(t) = 0, a
α
β(t) = δ
α
β .
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We choose Rj(t, y) to be a smooth matrix with Rj(0, y) = Hj(y) and
Rj(t, y) = 0 for t > c. Then DΦ(t, 0) = Id, and Lemma 7.3 ensures
that Φ is a diffeomorphism near I0×B after possible decreasing B. 
The next result gives the construction of (non-reflected) Gaussian
beam quasimodes associated with a finite length geodesic segment that
enters and exits the domain nontangentially. To prepare for the re-
flected case, we also consider the possibility of prescribing the bound-
ary values of the quasimode at least up to high order at a point. Recall
that if f is a smooth function having a critical point at p, the Hessian
of f at p is the quadratic form
Hessp(f)(η˙(0), η˙(0)) = (f ◦ η)
′′(0)
where η is any smooth curve with η(0) = p.
Proposition 7.5. Let γ : [0, L] → M be any unit speed geodesic in
(M, g) such that γ(0), γ(L) ∈ ∂M , γ˙(0) and γ˙(L) are nontangential,
and γ(t) ∈ M int for 0 < t < L. Let also λ be a fixed real number. For
any K > 0 there is a family {vs ; s = τ + iλ, τ ≥ 1} in C
∞(M) such
that as τ →∞
‖(−∆g − s
2)vs‖L2(M) = O(τ
−K), ‖vs‖L2(M) = O(1),
‖vs‖L2(∂M) = O(1),
and for any ψ ∈ C(M)
(7.1)
∫
M
|vτ+iλ|
2ψ dVg →
∫ L
0
e−2λtψ(γ(t)) dt as τ →∞.
Given any neighborhood of γ([0, L]) one can arrange that each vs is
supported in this neighborhood, and away from the points where γ self-
intersects one has vs = e
isΘa where Θ and a are smooth complex func-
tions with
dΘ(γ(t)) = γ˙(t)♭, a(γ(t)) 6= 0 for τ large.
If γ does not self-intersect at γ(0), the Kth order jets of Θ|∂M and a|∂M
can be prescribed freely at γ(0) except for the following restrictions:
dΘ(γ(0)) = γ˙(0)♭, the Hessian of Im(Θ|∂M) at γ(0) is positive definite,
and a(γ(0)) 6= 0.
Proof. We embed (M, g) in a compact manifold (Mˆ, g) without bound-
ary and extend γ as a unit speed geodesic in Mˆ . Choose ε > 0 so that
γ(t) lies in Mˆ rM and does not self-intersect for t ∈ [−2ε, 0)∪ (L, L+
2ε]. We will construct a Gaussian beam quasimode in a neighborhood
of γ([−ε, L+ ε]).
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Fix a point p0 = γ(t0) on γ([−ε, L + ε]) and let (t, y) be any local
coordinates near p0, defined in U = {(t, y) ; t ∈ I, |y| < δ} for some
open interval I containing t0, such that p0 corresponds to (t0, 0) and
the geodesic near p0 is given by Γ = {(t, 0) ; t ∈ I}. Write x = (t, y)
where x1 = t and (x2, . . . , xm) = y. We seek to find a quasimode vs
concentrated near Γ, having the form
vs = e
isΘa
where s = τ + iλ, and Θ and a are smooth complex functions near Γ
with a supported in {|y| < δ/2}.
We compute
(−∆− s2)vs = f
where
f = eisΘ(s2[(〈dΘ, dΘ〉 − 1)a]− is[2〈dΘ, da〉+ (∆Θ)a]−∆a).
We first choose Θ so that
(7.2) 〈dΘ, dΘ〉 = 1 to Nth order on Γ.
In fact we look for Θ of the form Θ =
∑N
j=0Θj where
Θj(t, y) =
∑
|γ|=j
Θj,γ(t)
γ!
yγ.
We also write gjk =
∑N
l=0 g
jk
l + g
jk
N+1 where
gjkl (t, y) =
∑
|β|=l
gjkl,β(t)
β!
yβ, gjkN+1 = O(|y|
N+1).
Set gjkl = 0 for l ≥ N + 2.
With the understanding that j, k run from 1 to m and α, β run from
2 to m, the main part of the argument will consist of finding suitable
Θ0, Θ1 and Θ2 in the following form:
Θ0(t) real valued,
Θ1(t) = ξα(t)y
α with ξα(t) real valued,
Θ2(t) =
1
2
Hαβ(t)y
αyβ
where H(t) = (Hαβ(t)) is a complex symmetric matrix, Hαβ = Hβα,
such that Im(H(t)) is positive definite for all t. We also write
ξ1(t) = ∂tΘ0(t).
CALDERO´N PROBLEM WITH PARTIAL DATA 39
Since ∂tΘ0 = ξ1 and ∂αΘ1 = ξα, we compute
gjk∂jΘ∂kΘ− 1 = g
11(∂tΘ0 + ∂tΘ1 + . . .)(∂tΘ0 + ∂tΘ1 + . . .)
+ 2g1α(∂tΘ0 + ∂tΘ1 + . . .)(∂αΘ1 + ∂αΘ2 + . . .)
+ gαβ(∂αΘ1 + ∂αΘ2 + . . .)(∂βΘ1 + ∂βΘ2 + . . .)− 1
= gjkξjξk+2g
11ξ1(∂tΘ1+ . . .)+2g
1αξ1(∂αΘ2+ . . .)+2g
1αξα(∂tΘ1+ . . .)
+ 2gαβξα(∂βΘ2 + . . .) + g
11(∂tΘ1 + . . .)(∂tΘ1 + . . .)
+ 2g1α(∂tΘ1 + . . .)(∂αΘ2 + . . .) + g
αβ(∂αΘ2 + . . .)(∂βΘ2 + . . .)− 1
= gjkξjξk+2g
1kξk(∂tΘ1+. . .)+2g
αkξk(∂αΘ2+. . .)+g
11(∂tΘ1+. . .)(∂tΘ1+. . .)
+ 2g1α(∂tΘ1 + . . .)(∂αΘ2 + . . .) + g
αβ(∂αΘ2 + . . .)(∂βΘ2 + . . .)− 1.
Writing gjk = gjk0 + g
jk
1 + . . . and grouping like powers of y, we obtain
(7.3) gjk∂jΘ∂kΘ− 1 = [g
jk
0 ξjξk − 1]
+ [gjk1 ξjξk + 2g
1k
0 ξkξ˙βy
β + 2gαk0 ξkHαβy
β]
+ (gjk2 + . . .)ξjξk + 2g
1k
0 ξk(∂tΘ2 + . . .) + 2(g
1k
1 + . . .)ξk(∂tΘ1 + . . .)
+2gαk0 ξk(∂αΘ3+. . .)+2(g
αk
1 +. . .)ξk(∂αΘ2+. . .)+g
11(∂tΘ1+. . .)(∂tΘ1+. . .)
+ 2g1α(∂tΘ1 + . . .)(∂αΘ2 + . . .) + g
αβ(∂αΘ2 + . . .)(∂βΘ2 + . . .).
We can make the two expressions in brackets to vanish by choosing
ξ(t) to be part of the solution (x(t), ξ(t)) of the cogeodesic flow with
Hamiltonian h(x, ξ) = 1
2
gjk(x)ξjξk,
x˙j(t) = ∂ξjh(x(t), ξ(t)),
ξ˙j(t) = −∂xjh(x(t), ξ(t)).
There is a unique solution with x(t0) = p0 and ξ(t0) = γ˙(t0)
♭ (here we
raise and lower indices with respect to the metric g). It follows that
x(t) is the unit speed geodesic t 7→ (t, 0), and ξj(t) = x˙j(t). Then
gjk0 ξjξk = 1, and with our choice of coordinates ξ
1 = 1 and ξα = 0 so
that also
g1k0 ξk = 1, g
αk
0 ξk = 0.
We further have
ξ˙βy
β = −
1
2
∂xβg
jk(t, 0)ξjξky
β = −
1
2
gjk1 ξjξk.
Noting that ∂1 has unit length, we have
ξ1 = g1k(t, 0)ξ
k = 1.
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Since ξα = gαk(t, 0)ξ
k = gα1(t, 0), we can therefore choose
Θ0(t) = t,
Θ1(t) = gα1(t, 0)y
α.
Using these choices and the facts above, in (7.3) the expressions in
brackets will indeed vanish and one obtains
gjk∂jΘ∂kΘ−1 = (g
jk
2 +. . .)ξjξk+2(∂tΘ2+. . .)+2(g
1k
1 +. . .)ξk(∂tΘ1+. . .)
+ 2(gαk1 + . . .)ξk(∂αΘ2 + . . .) + g
11(∂tΘ1 + . . .)(∂tΘ1 + . . .)
+ 2g1α(∂tΘ1 + . . .)(∂αΘ2 + . . .) + g
αβ(∂αΘ2 + . . .)(∂βΘ2 + . . .)
=
[
gjk2 ξjξk + 2∂tΘ2 + 2g
αk
1 ξk∂αΘ2 + 2g
1α
0 ∂tΘ1∂αΘ2 + g
αβ
0 ∂αΘ2∂βΘ2
+ 2g1k1 ξk∂tΘ1 + g
11
0 (∂tΘ1)
2
]
+
N∑
p=3
[
gjkp ξjξk+2∂tΘp+2g
αk
1 ξk∂αΘp+2g
1α
0 ∂tΘ1∂αΘp+2g
αβ
0 ∂αΘ2∂βΘp
+ 2
p−1∑
l=1
g1kp−lξk∂tΘl + 2
p−1∑
l=2
gαkp−l+1ξk∂αΘl +
p−2∑
l=0
g11l
∑
r+s=p−l
1≤r,s<p
∂tΘr∂tΘs
+
p−2∑
l=0
g1αl
∑
r+s=p−l+1
1≤r<p
2≤s<p
∂tΘr∂αΘs+
p−2∑
l=0
gαβl
∑
r+s=p−l+2
2≤r,s<p
∂αΘr∂βΘs
]
+O(|y|N+1).
We want to choose Θ2 so that the first term in brackets vanishes.
Recalling that we are looking for Θ2 in the form Θ2(t, y) =
1
2
Hαβ(t)y
αyβ
where H(t) is a smooth complex symmetric matrix, it follows that H
should satisfy the matrix equation
H˙αβy
αyβ+2gγk1 ξkHγβy
β+2g1γ0 ∂tΘ1Hγβy
β+gγδ0 HγαHδβy
αyβ = Fαβy
αyβ
where F (t) is a real valued smooth symmetric matrix. This can be
further written as the matrix Riccati equation
H˙ +BH +HBt +HCH = F
where B(t) and C(t) are real smooth matrices and C is symmetric.
More precisely, since gjk1 = ∂αg
jk(t, 0)yα we have
(7.4) Bγα = ∂αg
γk(t, 0)ξk + g
1γ
0 ξ˙α, C
γδ = gγδ0 .
Choosing H(t0) = H0 where H0 is a complex symmetric matrix with
Im(H0) positive definite, it follows that the Riccati equation has a
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unique smooth complex symmetric solution H(t) with Im(H(t)) pos-
itive definite [KKL01]. This completes the construction of Θ2. From
the lower order terms we can find Θ3, . . . ,ΘN successively by solving
linear first order ODEs on Γ with prescribed initial conditions at t0. In
this way, we obtain a smooth Θ satisfying (7.2).
The next step is to find a such that
s[2〈dΘ, da〉+ (∆Θ)a]− i∆a = 0 to Nth order on Γ.
We look for a in the form
a = τ
m−1
4 (a0 + s
−1a−1 + . . .+ s
−Na−N)χ(y/δ
′)
where χ is a smooth function with χ = 1 for |y| ≤ 1/4 and χ = 0 for
|y| ≥ 1/2. Writing η = ∆Θ, it is sufficient to determine aj so that
2〈dΘ, da0〉+ ηa0 = 0 to Nth order on Γ,
2〈dΘ, da−1〉+ ηa−1 − i∆a0 = 0 to Nth order on Γ,
...,
2〈dΘ, da−N〉+ ηa−N − i∆a−(N−1) = 0 to Nth order on Γ.
Consider a0 = a00 + . . . + a0N where a0j(t, y) is a polynomial of order
j in y, and similarly let η = η0 + . . .+ ηN . We compute
2〈dΘ, da0〉+ ηa0 = 2(g
11
0 + . . .)(∂tΘ0 + . . .)(∂ta00 + . . .)
+ 2(g1α0 + . . .)(∂tΘ0 + . . .)(∂αa01 + . . .)
+ 2(g1α0 + . . .)(∂αΘ1 + . . .)(∂ta00 + . . .)
+2(gαβ0 + . . .)(∂βΘ1+ . . .)(∂αa01+ . . .)+(η0+η1+ . . .)(a00+a01+ . . .).
Recalling that ∂tΘ0 = ξ1 = 1, ∂αΘ1 = ξα where g
1j
0 ξj = 1 and g
αj
0 ξj = 0,
we obtain
2〈dΘ, da0〉+ ηa0 = 2
[
g110 ξ1+ g
11
0 (∂tΘ1+ . . .) + (g
11
1 + . . .)(∂tΘ0+ . . .)
+ g1α0 ξα + g
1α
0 (∂αΘ2 + . . .) + (g
1α
1 + . . .)(∂αΘ1 + . . .)
]
(∂ta00 + . . .)
+ 2
[
g1α0 (∂tΘ1 + . . .) + (g
1α
1 + . . .)(∂tΘ0 + . . .) + g
αβ
0 (∂βΘ2 + . . .)
+ (gαβ1 + . . .)(∂βΘ1+ . . .)
]
(∂αa01+ . . .)+ (η0+ η1+ . . .)(a00+ a01+ . . .)
= [2∂ta00+η0a00]+
N∑
p=1
[
2∂ta0p+q
αβ
p y
β∂αa0p+η0a0p+Fp
]
+O(|y|N+1)
where qαβp (t) are smooth functions only depending on g and Θ, and
Fp(t, y) is a polynomial of degree p in y that only depends on g, Θ, η
and a00, . . . , a0,p−1.
42 CARLOS KENIG AND MIKKO SALO
We want to choose a00 so that the first term in brackets vanishes,
that is,
∂ta00 +
1
2
η0a00 = 0.
This has the solution
a00(t) = c0e
− 1
2
∫ t
t0
η0(s) ds, a00(t0) = c0.
We obtain a01, . . . , a0N successively by solving linear first order ODEs
with prescribed initial conditions at t0. The functions a1, . . . , aN may
be determined in a similar way so that the required equations are sat-
isfied to Nth order on Γ. This completes the construction of a.
To review what has been achieved so far, we have constructed a
function vs = e
isΘa in U where
Θ(t, y) = t+ ξα(t)y
α +
1
2
Hαβ(t)y
αyβ + Θ˜,
a(t, y) = τ
m−1
4 (a0 + s
−1a−1 + . . .+ s
−Na−N)χ(y/δ
′),
a0(t, 0) = c0e
− 1
2
∫ t
t0
η0(s) ds.
Here Θ˜ = O(|y|3) and Θ˜ and each aj are independent of τ . Also,
f = (−∆− s2)vs has the form
f = eisΘτ
m−1
4 (s2h2a+sh1+ . . .+s
−(N−1)h−(N−1)+ is
−N∆(a−Nχ(y/δ
′)))
where for each j one has hj = 0 to Nth order on Γ. We also note that
dΘ(γ(t)) = γ˙(t)♭ and Hessγ(t0)(Im(Θ|{t=t0})) = Im(H(t0)).
To prove the norm estimates for vs in U , note that
|eisΘ| = e−λRe Θe−τ Im Θ = e−λte−
1
2
τ Im(H(t))y·ye−λO(|y|)e−τO(|y|
3).
Here Im(H(t))y · y ≥ c|y|2 for (t, y) ∈ U where c > 0 depends on H0,
g and I. By decreasing δ′ if necessary, this shows the following bound
when t in a fixed compact set:
|vs(t, y)| . τ
m−1
4 e−
1
4
cτ |y|2χ(y/δ′).
Integrating the square of this over U we get, as τ →∞,
‖vs‖L2(U) . ‖τ
m−1
4 e−
1
4
cτ |y|2‖L2(U) = O(1).
Similarly we have
‖(−∆− s2)vs‖L2(U) . ‖τ
m−1
4 e−
1
4
cτ |y|2(τ 2|y|N+1 + τ−N)‖L2(U)
= O(τ
3−N
2 ).
The norm estimates for vs in U follow upon replacing N by 2K + 3.
For the L2(∂M) estimate, if U contains a boundary point x0 =
(t0, 0) ∈ ∂M , then by assumption
∂
∂t
|x0 is transversal to ∂M . If ρ
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is a boundary defining function for M , so ∂M is given as the zero set
ρ(t, y) = 0 near x0 and ∇ρ = −ν on ∂M , then
∂ρ
∂t
(x0) 6= 0 and by the
implicit function theorem there is a smooth function y 7→ t(y) near 0
such that ∂M is given by {(t(y), y) ; |y| < r0} near x0. The bound for
vs given above implies that for δ
′ small
‖vs‖
2
L2(∂M∩U) =
∫
|y|<r0
|vs(t(y), y)| dS(y)
.
∫
|y|<r0
τ
m−1
2 e−
1
2
cτ |y|2 dy = O(1).
At this point we can construct the quasimode vs in M from the
corresponding quasimodes defined on small pieces. Let γ([−ε, L + ε])
be covered by open sets U (0), . . . , U (N+1) as in Lemma 7.4, and note
that each U (j) corresponds to Ij × B(0, δ) in the (t, y) coordinates.
Suppose first that γ does not self-intersect at time t = 0. We find a
quasimode v(0) = eisΘ
(0)
a(0) in U (0) by the above procedure, with some
fixed initial conditions at t = 0 for the ODEs determining Θ(0) and a(0).
Choose some t′0 with γ(t
′
0) ∈ U
(0) ∩ U (1), and construct a quasimode
v(1) = eisΘ
(1)
a(1) in U (1) by choosing the initial conditions for the ODEs
for Θ(1) and a(1) at t′0 to be the corresponding values of Θ
(0) and a(0) at
t′0. Continuing in this way we obtain v
(2), . . . , v(N+1). If γ self-intersects
at t = 0, we start the construction from v(1) fixing initial conditions for
the ODEs at t = 0, and find v(0) by going backward.
Let {χ˜j(t)} be a partition of unity near [−ε, L+ ε] corresponding to
the cover {Ij}, let χj(t, y) = χ˜j(t) on U
(j), and define
vs =
N+1∑
j=0
χjv
(j).
Then vs is smooth in Mˆ and it is supported in a small neighborhood
of γ([−ε, L + ε]). The important point is that since the ODEs for
the phase functions and amplitudes have the same initial data in U (j)
and in U (j+1), and since the local coordinates ϕj and ϕj+1 coincide on
ϕ−1j ((Ij∩Ij+1)×B), one actually has v
(j) = v(j+1) in ϕ−1j ((Ij∩Ij+1)×B).
Letting p1, . . . , pR be the points where γ intersects itself, we choose an
open cover of supp(vs) ∩M ,
supp(vs) ∩M ⊂
(
∪Rr=1Vr
)
∪
(
∪N+1j=0 (Wj,0 ∪Wj,1)
)
,
44 CARLOS KENIG AND MIKKO SALO
where Vr are small neighborhoods the points pr and Wj,0,Wj,1 ⊂ U
(j),
such that
vs|Vr =
∑
γ(tj )=pr
v(j),
vs|Wj,l = v
(j+l).
Since vs is a finite sum of the v
(j) in each case, the L2(M) bounds
for vs and (−∆ − s
2)vs and the L
2(∂M) bounds for vs follow from
corresponding bounds for the v(j). The form of vs near points where
γ does not self-intersect and the possibility to prescribe the Kth order
jets of Θ|∂M and a|∂M at γ(0) follow from the construction and Lemma
7.4.
To conclude the proof, using a partition of unity it is enough to verify
the limit (7.1) for any ψ supported in one of the sets Vr∩M orWj,l∩M .
Further, we can choose the sets Vr to be so small that the real part of
dΘ(j) − dΘ(k) is nonvanishing near Vr if γ(tj) = γ(tk) = pr but j 6= k.
This follows since
Re(dΘ(j) − dΘ(k))(pr) = γ˙(tj)
♭ − γ˙(tk)
♭ 6= 0.
Here we may need to decrease δ so that we still have an open cover.
Consider first the case where ψ ∈ Cc(Wj,l ∩M). Here the support
of ψ may reach ∂M , and we extend ψ by zero outside of Wj,l ∩ M .
Suppose that vs = e
isΘa where Θ = t+ ξαy
α+ 1
2
H(t)y · y+O(|y|3) and
a = τ
m−1
4 (a0 +O(τ
−1))χ(y/δ′), and let ρ = |g|1/2. Then∫
M
|vτ+iλ|
2ψ dVg
=
∫ ∞
−∞
∫
Rm−1
e−2λte−τ Im(H(t))y·yeτO(|y|
3)eO(|y|)τ
m−1
2 (|a0|
2 +O(τ−1))χ(y/δ′)2ψρ dt dy
=
∫ ∞
−∞
e−2λt
∫
Rm−1
e− Im(H(t))y·yeτ
−1/2O(|y|3)eτ
−1/2O(|y|)×
(|a0(t, τ
−1/2y)|2 +O(τ−1))χ(y/τ 1/2δ′)2ψ(t, τ−1/2y)ρ(t, τ−1/2y) dt dy.
Since Im(H(t)) is positive definite and δ′ is sufficiently small, the term
e− Im(H(t))y·y dominates the other exponentials and one obtains
lim
τ→∞
∫
M
|vτ+iλ|
2ψ dVg
=
∫ L
0
e−2λt
(∫
Rm−1
e− Im(H(t))y·y dy
)
|a0(t, 0)|
2ψ(t, 0)ρ(t, 0) dt.
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Evaluating the integral over y gives
lim
τ→∞
∫
M
|vτ+iλ|
2ψ dVg = Cm
∫ L
0
e−2λt
|a0(t, 0)|
2ρ(t, 0)√
det Im(H(t))
ψ(t, 0) dt.
We will prove below that
(7.5)
|a0(t, 0)|
2ρ(t, 0)√
det Im(H(t))
= const.
The limit (7.1) will follow upon dividing the family {vs} by a suitable
constant.
If ψ ∈ Cc(Vr ∩M) (again supp(ψ) may extend up to ∂M), we have
vs|Vr =
∑
γ(tj )=pr
v(j),
so that on Vr
|vs|
2 =
∑
γ(tj)=pr
|v(j)|2 +
∑
γ(tj )=γ(tk)=pr ,j 6=k
v(j)v(k).
We arranged earlier that Re(dΘ(j) − dΘ(k)) is nonvanishing near Vr if
γ(tj) = γ(tk) = pr but j 6= k. Thus the cross terms give rise to terms
of the form ∫
Vr∩M
v(j)v(k)ψ dV =
∫
Vr∩M
eiτϕw(j)w(k)ψ dV
where ϕ = Re(Θ(j)−Θ(k)) has nonvanishing gradient in Vr, and w
(l) =
eis Im(Θ
(l))e−λRe(Φ
(l))a(l). We wish to prove that
(7.6) lim
τ→∞
∫
Vr∩M
eiτϕw(j)w(k)ψ dV = 0, j 6= k,
showing that the cross terms vanish in the limit and the previous com-
putation for |v(l)|2 shows the limit (7.1) also when ψ is supported in
some Vr ∩M . To show (7.6), let ε > 0, and decompose ψ = ψ1 + ψ2
where ψ1 ∈ C
∞
c (Vr ∩M) and ‖ψ2‖L∞(Vr∩M) ≤ ε. Then
|
∫
Vr∩M
eiτϕw(j)w(k)ψ2 dV | . ‖w
(j)‖L2‖w
(k)‖L2‖ψ2‖L∞ . ε
since ‖w(l)‖L2 . ‖v
(l)‖L2 . 1. For the smooth part ψ1, we employ a
non-stationary phase argument and integrate by parts using that
eiτϕ =
1
iτ
L(eiτϕ), Lw = 〈|dϕ|−2dϕ, dw〉.
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This gives∫
Vr∩M
eiτϕw(j)w(k)ψ1 dV =
∫
∂M
∂νϕ
iτ |dϕ|2
v(j)v(k)ψ1 dS
+
1
iτ
∫
Vr∩M
eiτϕLt(w(j)w(k)ψ1) dV.
Since ‖v(l)‖L2(∂M) = O(1), the boundary term can be made arbitrarily
small as τ → ∞. As for the last term, the worst behavior is when
the transpose Lt acts on eis Im(Θ
(l)), and these terms have bounds of the
form
‖|d(Im(Θ(j)))|v(j)‖L2‖v
(k)‖L2‖ψ1‖L∞ .
Here |d(Im(Θ(j)))| . |y| if (t, y) are coordinates along the geodesic
segment corresponding to v(j), and the computation above for ‖v(j)‖L2
shows that
‖|d(Im(Θ(j)))|v(j)‖L2‖v
(k)‖L2‖ψ1‖L∞ . τ
−1/2.
This finishes the proof of (7.6) and also of (7.1).
It remains to show (7.5). We have
|a0(t, 0)|
2ρ(t, 0) = |c0|
2e
−
∫ t
t0
Re(η0)(s) ds|g(t, 0)|1/2.
Note that η0(t) is given by
η0(t) = ∆Θ(t, 0)
= (gjk∂jkΘ+ ∂jg
jk∂kΘ+ |g|
−1/2∂j(|g|
1/2)gjk∂kΘ)(t, 0)
= g11∂2tΘ0 + 2g
1α∂tαΘ1 + g
αβ∂αβΘ2 + ∂jg
j1∂tΘ0 + ∂jg
jα∂αΘ1
+
1
2
∂j(log|g|)(g
j1∂tΘ0 + g
jα∂αΘ1)
= 2g1αξ˙α + g
αβHαβ + (∂jg
jk)ξk +
1
2
∂j(log|g|)g
jkξk.
The conditions gjkξk = δ
j
1 and g
1αξ˙α = g
1kξ˙k = −(∂tg
1k)ξk at (t, 0),
together with the general fact that ∂t(log|g|) = −gjk∂tg
jk, imply that
η0(t) = g
1αξ˙α + g
αβHαβ + (∂αg
αk)ξk +
1
2
∂t(log|g|).
Recalling the definition of the B and C matrices in (7.4), this says
precisely that
η0(t) = B
α
α + C
αγHγα +
1
2
∂t(log|g|)
= tr(B(t) + C(t)H(t)) +
1
2
∂t(log|g|).
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Consequently |a0(t, 0)|
2ρ(t, 0) = c′0e
−
∫ t
t0
tr(B(s)+C(s) Re(H(s))) ds
. On the
other hand, by [KKL01, Lemma 2.58] solutions of the matrix Riccati
equation have the property that
det Im(H(t)) = det Im(H(t0))e
−2
∫ t
t0
tr(B(s)+C(s) Re(H(s))) ds
.
This proves the result. 
The proof of Proposition 7.1 now follows rather quickly from the way
we have set up the previous result.
Proof of Proposition 7.1. Let γ : [0, L]→M be a nontangential broken
ray with endpoints on E, and let 0 < t1 < . . . < tN < L be the times of
reflection. Let v
(0)
s be a Gaussian beam quasimode as in Proposition 7.5
associated with the geodesic γ|[0,t1]. We will construct another Gaussian
beam quasimode v
(1)
s associated with γ|[t1,t2] such that v
(0)
s −v
(1)
s |∂M will
be small near γ(t1).
In fact, by Proposition 7.5 we have v
(j)
s = eisΘ
(j)
a(j) near γ(t1), and
we can choose the Kth order jet of Θ(1)|∂M at γ(t1) to be equal to that
of Θ(0)|∂M with the following exception: we always have
d(Θ(0))|γ(t1) = γ˙(t1−)
♭,
d(Θ(1))|γ(t1) = γ˙(t1+)
♭,
It follows that
d(Θ(0)|∂M)|γ(t1) = γ˙(t1−)
♭
tan,
d(Θ(1)|∂M)|γ(t1) = γ˙(t1+)
♭
tan,
where we have taken the projections to the cotangent space of ∂M
at γ(t1). But by the rule that the angle of incidence equals angle of
reflection, it holds that γ˙(t1−)
♭
tan = γ˙(t1+)
♭
tan. Thus actually the Kth
order jets of Θ(0)|∂M and Θ
(1)|∂M coincide at γ(t1), and by Proposition
7.5 we can also arrange that the Kth order jets of a(0)|∂M and a
(1)|∂M
coincide at γ(t1).
Write fs = v
(0)
s − v
(1)
s |∂M , and let (t, y) be coordinates near γ(t1)
such that ∂M is parametrized by y 7→ (t1, y) and γ(t1) corresponds to
(t1, 0). Recall that v
(j)
s are supported in small tubular neighborhoods
of the corresponding geodesic segments. By the above considerations
and the construction of Θ(j) and a(j), and dropping the variable t1 from
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the notations, the restrictions of Θ(j) and a(j) to ∂M satisfy
Θ(j)(y) = Θ(y) + Ξ(j)(y), a(j)(y) = a(y) + b(j)(y)
where Θ is a polynomial of order K, a = τ
m−1
4 a˜χ(y/δ′) where a˜ is
a polynomial of order K, and |Ξ(j)(y)| ≤ C|y|K+1 and |b(j)(y)| ≤
Cτ
m−1
4 |y|K+1χ(y/δ′) on supp(χ( · /δ′), where χ is a cutoff function and
δ′ is a constant independent of τ that can be chosen as small as we
want (these initially depend on j, but since there are finitely many
reflections we can choose them independent of j). Here Θ and Ξ(j) are
independent of τ , and a and b(j) are mildly τ -dependent and satisfy
uniform bounds with respect to τ . Then
fs = e
isΘ((eisΞ
(0)
− eisΞ
(1)
)a + eisΞ
(0)
b(0) − eisΞ
(1)
b(1)).
We have
eisΞ
(0)
− eisΞ
(1)
= is(Ξ(0) − Ξ(1))
∫ 1
0
eis(rΞ
(0)+(1−r)Ξ(1)) dr
and consequently near y = 0
|eisΞ
(0)
− eisΞ
(1)
| ≤ Cτ |y|K+1eCτ |y|
K+1
.
Thus, near y = 0
|fs(y)| ≤ Cτ
m−1
4 e−τ Im(Θ)τ |y|K+1eCτ |y|
K+1
χ(y/δ′).
Using that the Hessian of Im(Θ) at 0 is positive definite and choosing
δ′ sufficiently small, we have
|fs(y)| ≤ Cτ
m−1
4 e−cτ |y|
2
τ |y|K+1χ(y/δ′).
Integrating the square of |fs| over R
m−1 and changing y to τ−1/2y, we
obtain
‖fs‖L2(R1) = O(τ
−K−1
2 )
where R1 is a small neighborhood of γ(t1) on ∂M containing the set of
interest.
Repeating this construction for the other points of reflection, we end
up with a quasimode
vs =
N∑
j=0
(−1)jv(j)s
that is supported in a small neighborhood of the broken ray γ. Since
all points of reflection are distinct, we can arrange that the quasimode
satisfies
‖vs|R‖L2(R) = O(τ
−K−1
2 ).
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It also satisfies
‖(−∆− s2)vs‖L2(M) = O(τ
−K), ‖vs‖L2(M) = O(1).
Replacing K by 2K + 1, we have proved all the other statements in
the proposition except for the expression of the limit measure. To
do this, we consider the finitely many points where the full broken
ray γ self-intersects or reflects, and decompose the terms v
(j)
s as in
the proof of Proposition 7.5 to parts living in small neighborhoods of
the self-intersection and reflection points and parts away from these
points. Now all self-intersection points are in the interior or on E and
all self-intersections must be transversal, and also all reflections are
transversal. Consequently, when forming |vs|
2, the cross terms arising
from different parts living near the same self-intersection or reflection
point contribute an o(1) term by non-stationary phase as in the proof
of Proposition 7.5. Thus the limit measure of |vs|
2 dVg is indeed the
measure e−2λtδγ , where δγ is the delta function of the broken ray γ. 
8. Recovering the broken ray transform
In this section we give the proof of Theorem 2.4 concerning the re-
covery of integrals over broken rays.
Proof of Theorem 2.4. The proof is very similar to the proof of Theo-
rem 2.1, except that we use reflected Gaussian beam quasimodes in-
stead of WKB type quasimodes. Let γ : [0, L]→M0 be a nontangential
broken ray with endpoints on E, and let λ > 0. Let also g˜ = e ⊕ g0
and q˜j = c(qj − c
n−2
4 ∆g(c
−n−2
4 )). Consider the complex frequency
s = τ + iλ
where τ > 0 will be large. We look for solutions
u˜1 = e
−sx1(vs(x
′) + r1),
u˜2 = e
sx1(vs(x
′) + r2),
of the equations (−∆g˜ + q˜1)u˜1 = 0, (−∆g˜ + q˜2)u˜2 = 0 in M . Here
vs ∈ C
∞(M0) is the quasimode constructed in Proposition 7.1 that
concentrates near the given broken ray γ and is small on ∂M0 \ E.
Since ∆g˜ = ∂
2
1 +∆g0 , the function u˜1 is a solution if and only if
esx1(−∆g˜ + q˜1)(e
−sx1r1) = −(−∆g0 + q˜1 − s
2)vs(x
′) in M.
We look for a solution in the form r1 = e
iλx1r′1 where r
′
1 satisfies
eτx1(−∆g˜ + q˜1)(e
−τx1r′1) = f in M
with
f = −e−iλx1(−∆g0 + q˜1 − s
2)vs(x
′).
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To arrange that u˜1|Γi = 0, fix some small δ > 0, let S± and S0 be the
sets in Proposition 4.3 with Carleman weight ϕ(x) = −x1, and consider
the boundary condition
eτϕr′1|S−∪S0 = e
τϕf−
where
f− =
{
−e−iλx1vs(x
′), on Γi,
0, on (S− ∪ S0) \ Γi.
For any fixed K > 0, by Proposition 7.1 and by the condition that
Γi ⊂ R×(∂M0\E) we may assume that the following bounds are valid:
‖f‖L2(M) = O(1), ‖f−‖L2(S−) = 0, ‖f−‖L2(S0) = O(τ
−K).
It follows from Proposition 4.3 that there is a solution r′1 satisfying the
above boundary condition and having the estimate
‖r′1‖L2(M) = O(τ
−1).
Choosing r′1 as described above and choosing r1 = e
iλx1r′1, we have
produced a solution u˜1 ∈ H∆g˜(M) of the equation (−∆g˜+ q˜1)u˜1 = 0 in
M , having the form
u˜1 = e
−sx1(vs(x
′) + r1)
and satisfying
supp(u˜1|∂M) ⊂ ∂M+ ∪ ∂M− ∪ Γa
and ‖r1‖L2(M) = O(τ
−1) as τ → ∞. Repeating this construction for
the Carleman weight ϕ(x) = x1, we obtain a solution u˜2 ∈ H∆g˜(M) of
the equation (−∆g˜ + q˜2)u˜2 = 0 in M , having the form
u˜2 = e
sx1(vs(x
′) + r2)
satisfying the same support condition and bound for ‖r2‖L2(M).
Writing uj = c
−n−2
4 u˜j, Lemma 6.2 shows that uj ∈ H∆g(M) are
solutions of (−∆g + q1)u1 = 0 and (−∆g + q2)u2 = 0 in M . Then
Proposition 6.1 implies that∫
M
(q1 − q2)u1u2 dVg = 0.
We extend q1− q2 by zero to R×M0. Inserting the expressions for uj,
and using that dVg = c
n/2 dx1 dVg0(x
′), we obtain∫
M0
∫ ∞
−∞
(q1− q2)ce
−2iλx1(|vs(x
′)|2+ vsr2+ vsr1+ r1r2) dx1 dVg0(x
′) = 0.
Since ‖rj‖L2(M) = O(τ
−1) as τ →∞, Proposition 7.1 implies that∫ L
0
e−2λt(c(q1 − q2))ˆ (2λ, γ(t)) dt = 0.
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This concludes the proof. 
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