Iterative learning control (ILC) is a technique used to improve the tracking performance of systems carrying out repetitive tasks, which are affected by deterministic disturbances. The achievable performance is greatly degraded, however, when non-repeating, stochastic disturbances are present. This paper aims to compare a number of different ILC algorithms, proposed to be more robust to the presence of these disturbances, first by a statistical analysis and then by simulation results and their application to a linear motor. New expressions for the expected value and variance of the controlled error are developed for each algorithm. The different algorithms are then tested in simulation and finally applied to the linear motor system to test their performance in practice. A filtered ILC algorithm is proposed when the noise and desired output spectra are separated. Otherwise an algorithm with a decreasing gain gives good robustness to noise and achievable precision but at a slower convergence rate.
Introduction
Iterative learning control (ILC) is a technique used to improve the tracking performance of systems that carry out repetitive tasks. Based on the process of human learning, information ''learnt'' from the previous repetitions is used to improve the performance of the system during the next repetition/iteration, i.e., reduce the tracking error. Since the first publications on ILC e.g. (Arimoto et al. 1984 ) the subject has been intensely researched producing a number of surveys (Moore 1998b , Bristow et al. 2006 and books (Moore 1993, Bien and Xu 1998) , as well as numerous papers. The technique has been demonstrated to be capable of considerably improving the tracking performance of systems that are predominately affected by deterministic disturbances. Because these are repeated from one repetition to the next, ILC is capable of learning them and, in turn, compensating for them. However, when the system is affected by stochastic, non-repeating disturbances, such as measurement noise, the achievable performance is greatly degraded. It is, therefore, necessary to understand exactly how stochastic disturbances affect the learning process and to develop ILC algorithms that are robust to their presence.
Some research has already been done into the influence of disturbances on ILC (Norrlof and Gunnarsson 2001) , although it has not been as widely investigated as the deterministic aspects. In Panzieri and Ulivi (1995) a disturbance analysis is done and both recursive and explicit expressions for the measured error in terms of desired output and disturbances are found. They are used to discuss generally how the presence of disturbances affects the measured error evolution. In Merry et al. (2005) a similar analysis is done and simulation and experimental results are used to illustrate the general effect of iteration-dependent disturbances.
Recognizing the degrading effect of stochastic iteration-dependent disturbances, certain researchers have proposed algorithms which are less sensitive to their presence.
(i) The use of a forgetting factor in ILC was first proposed in Heinzinger et al. (1989) for a D-type ILC law. It was then proposed in Arimoto (1990) for P-type ILC. The underlying idea is that as the iterations progress, information from the oldest iterations will be 'forgotten' and thus the stochastic disturbances from these will have less effect on the current input. (ii) In Tao et al. (1994) another ILC algorithm is proposed using a learning gain that decreases each iteration and has the form of a stochastic approximation algorithm. An iteration decreasing learning gain is also used in Norrlof and Gunnarsson (2004) for repetitive disturbance rejection in the presence of measurement noise. Iteration varying filters were also used in a stochastic ILC law in Saab (2001) and an adaptive ILC law in Norrlof (2002) . (iii) The filtering of the ILC command has been proposed in certain papers, as well, as a way of reducing the influence of noise on the error (Norrlof and Gunnarsson 2001) .
The aim of this paper is to compare these different ILC algorithms firstly by a statistical analysis, then in simulation and finally by their application to a linear motor system. A recursive formulation for the controlled error will be used to develop a new transfer function relationship in the iteration domain. This then allows novel expressions for both the expected value and variance of the error for each algorithm to be developed.
Recently in Gunnarsson and Norrlof (2006) analytical expressions for the covariance matrix of the controlled error were developed for high order ILC algorithms with load and measurement disturbances separately. These expressions together are similar to the complete variance expression derived in this paper, though here transfer operators are used instead of matrix operators allowing certain insightful frequency domain expressions to be derived. The contributions differ, also, as here a more complete analysis is made including expressions for the expected value of the controlled error and analytical and experimental comparisons of specific algorithms are given.
This paper is organised as follows. In x 2 the ILC problem is formulated and an insight is given into how iteration-varying disturbances affect the error convergence. Additionally, certain notations are defined and the assumptions used during the analysis are given. Then in x 3 expressions for the expected value and variance of the error are developed. In x 4 the expressions are used to analyse the different ILC algorithms. Section 5 tests the algorithms, first in simulation, then experimentally on the linear motor system. Finally in x 6 some conclusions are made.
Preliminaries and notations
We consider the SISO, linear, discrete-time system G(q), shown in figure 1, whose controlled output, z k (t), at repetition k is given by
where u k (t) is the input to the system, d k (t) the iterationvarying load disturbance and q the forward-shift, time domain operator. Additionally the measured output is given by
where n k (t) is the iteration-varying measurement disturbance. A general form of an ILC command is given by u kþ1 ðtÞ ¼ QðqÞ u k ðtÞ þ LðqÞe k ðtÞ ð Þ ;
where Q(q) and L(q) are linear, discrete and possibly non-causal filters and the measured error signal is given by e k ðtÞ ¼ y d ðtÞ À y k ðtÞ; ð4Þ
where y d (t) is the desired system output, defined over the repetition duration for t ¼ 0, . . . , N À 1. To analyse the tracking ability of an ILC algorithm it is of more interest to analyse an error signal based on the controlled output, rather than the measured one, so the controlled error signal is defined as
From hereon " k (t) will simply be referred to as the error rather than the controlled error. By combining equations (1)-(5) a recursive expression for the controlled error evolution equation is found to be It is clear that even if L(q) is chosen so that LðqÞ ¼ G À1 ðqÞ the presence of iteration-varying disturbances, and the use of a filter QðqÞ 6 ¼ 1, mean that a steady error value equal to zero is not achievable.
In the absence of disturbances it can be seen that the quickest convergence of the error can be achieved by taking
however finding even a good approximation of G À1 ðqÞ is a laborious task, and G À1 ðqÞ exactly impossible. A frequently encountered, sufficient condition for monotonic convergence of the error between iterations in the 2-norm, when either both Q(q) and L(q) are causal or N ¼ 1, is the following, e.g., Norrlof and Gunnarsson (2002) :
where ! N is the Nyquist frequency and h the sampling period. Therefore, often L(q) is chosen so as to satisfy this condition and can be expressed generally as
whereĜðqÞ is a model of the system and Á(q) represents the multiplicative uncertainty due to the unmodelled dynamics i.e.,
It should be noted that the direct use of the model inverse is only one choice for L(q) from a number of approaches proposed in the literature. It is used here, however, because many of these other choices can be seen as approximations to the inverse model, each with their own associated Á(q). In Moore (1998a) a forward shift operator, w, is defined, which works in the iteration domain. It has the property v kþ1 ðtÞ ¼ wv k ðtÞ; ð11Þ
where v(t) is an arbitrary variable. Using this operator it is possible to rewrite equation (6) as
This expression will be used later to analyse the effect of disturbances.
Assumptions
In order to make a detailed analysis of the effect of the disturbances on ILC algorithms, it is necessary to first make some assumptions about the nature of the disturbances. It is possible that the load and measurement disturbances can be either iteration repetitive or iteration-varying. Repetitive disturbances will be learnt gradually, in a similar way to the reference signal, and thus will not be considered here. The following assumptions are thus made (A1) The load disturbance d k (t) and measurement disturbance n k (t) are iteration-varying. (A2) d k (t) and n k (t) are taken as being zero mean, weakly stationary sequences, which are white in the iteration-domain with variances equal to 2 d and 2 n respectively, i.e., Efd k ðtÞg ¼ 0 and
and
where EfÁg denotes the mathematical expectation and m the lag in the iteration-domain. (A3) d k (t) and n k (t) are assumed to be uncorrelated with the system input u k (t) and with each other, i.e.,
Expected value and variance expressions
It is desired to calculate the statistical properties of an ILC algorithm in order to see how the presence of noise affects the error achieved. The main results are given below in the form of theorems.
Theorem 1: For the system described by equations (1)-(2), using the ILC algorithm (3), and respecting the assumptions (A1)-(A3), the converged expected value of the error signal is
Proof: Using equation (12) we find
The z-transform of equation (19) in the iteration domain can be taken:
where y d (t), being constant from one iteration to the next, acts as a step input at iteration k ¼ 0. In order to find the value of the error signal as the iteration number tends to infinity it is possible to use the standard final value theorem for discrete systems, under the assumption that condition (8) is satisfied and thus the system poles in the iteration domain are within the unit circle. This gives
oe Theorem 2: For the system described by equations (1)-(2), using the ILC algorithm (3), and respecting the assumptions (A1)-(A3), the variance of the error signal is Ef"
where BðqÞ ¼ QðqÞ½1 À GðqÞLðqÞ.
Proof: The variance of the error is defined as
Using equations (12) and (19) we find
Expanding equation (23) into its recursive form in the iteration domain gives
where q has been omitted for simplicity. Taking the square of equation (24) gives:
which on applying the expectation operator leads to
where many cross terms are lost as they are uncorrelated. The remaining cross term, the last term in equation (27), can be found by filtering equation (24), evaluated at iteration k by B, then multiplying by Qd k (t) and taking the expected value, this gives
which on substitution into equation (27) gives
which leads to the expression in Theorem 2.
Remarks:
(i) It is clear from Theorem 1, as remarked earlier, that the use of a filter QðqÞ 6 ¼ 1 does not allow a zero error value to be reached. (ii) Using Theorems 1 and 2 a value for the 2-norm of the converged error can be found. Using the fact that the variance can be expressed as
we get that:
The 2-norm of the error is then defined as
This illustrates that a small 2-norm value is only achievable when both the variance and the expected value of the error are small, thus motivating the need for an analysis of these quantities.
Analysis of algorithms
In this section various previously proposed algorithms shall be analysed using the expressions developed in the previous section.
Non disturbance-robust algorithm
In the standard case where the ILC law is designed without consideration for stochastic disturbances, we have QðqÞ ¼ 1 and LðqÞ ¼ ½1 þ ÁðqÞG À1 ðqÞ. With these values Theorem 1 gives
and Theorem 2 gives Ef"
Thus the expected value of the error can be seen to eventually converge to 0, as desired. However, in the case of perfect knowledge of the system, i.e., ÁðqÞ ¼ 0, which is wanted for rapid deterministic convergence, the variance of the error signal is
where 2 d is the variance of both d k (t) and d kþ1 ðtÞ due to the stationarity assumption made on d k (t). Thus the variance of the error is the sum of twice the variance of the load disturbance and the variance of the measurement disturbance. The fact that the load disturbance's variance is doubled corresponds to a result found in Tao et al. (1994) , though there only a single perturbation source is considered, and demonstrates how the presence of non-repetitive disturbances can be particularly detrimental to the tracking performance achievable using ILC as they are fed back from the previous iteration.
Remark: If, instead of taking L(q) as above, it is taken as LðqÞ ¼ ½1 þ ÁðqÞG À1 ðqÞ, with QðqÞ ¼ 1 still, the expected value of the error still converges to zero in the limit, provided the convergence condition (8) is fulfilled, but the variance of the error is now
which in the case of perfect system knowledge leads to
Since 0 < <1, (1À) 2 <1 and so lim k!1 Ef"
so the limit variance of the error can be reduced compared to that which occurs in the standard case, when ¼ 1. This reduction in the error variance entails, nonetheless, a reduction in the rate of convergence of the deterministic error and thus a compromise must be made. The expression for the component of the error variance due to the load disturbances is in agreement with an expression found in x 6.2 of Gunnarsson and Norrlof (2006) .
The use of a forgetting factor
An ILC law with a forgetting factor is given by
where 0 < 1 is the forgetting factor. The objective of introducing the forgetting factor is to increase the learning algorithm's robustness to initialization errors, fluctuations of the dynamics and random disturbances. The thinking behind this is that when considering the input at the kth iteration the previous inputs will be multiplied by ð1 À Þ k . Thus when is chosen such that 1 À < 1 their influence on the current input should be diminished, and so will that of the disturbances from previous iterations that are fed back in the inputs. The law (40) will now be investigated using the framework presented above.
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So when 6 ¼ 0 the expected value of the error cannot converge to zero. Examining the variance, Theorem 2 gives
If we have perfect knowledge of the system, ÁðqÞ ¼ 0, then in the limit equation (42) reduces to
Thus the forgetting factor that minimizes the limit variance of the error can be seen to be ¼ 0, i.e., no forgetting factor should be used, giving the standard algorithm. This result is similar to a result found in Saab (2005) , which uses a different analysis framework but concludes that the best forgetting matrix is zero when the trace of the input error covariance matrix is minimized.
It is interesting to note that if L 0 (q) is chosen according to equation (9), L 0 ðqÞ ¼ LðqÞ ¼ ½1 þ ÁðqÞG À1 ðqÞ; and Q(q) is as before, i.e., the forgetting factor affects the entire algorithm, a different conclusion is reached. In this case Theorem 1 gives
So again we see that in order to minimize lim k!1 Ef" k ðtÞg the optimal is ¼ 0. But Theorem 2 gives
which on assuming perfect system knowledge gives
Thus this time the optimal value of to minimize the variance of the error is ¼ 1 and leads to
. This value makes sense as it means that the previous input is not fed back at all so only the load disturbances during the current iteration affect the error. A compromise therefore needs to be made between minimizing the variance of the error and keeping its converged, expected value small.
The use of an iteration decreasing learning gain
An ILC command with an iteration decreasing learning gain has the form
With this law QðqÞ ¼ 1 and LðqÞ ¼ L 0 ðqÞ=ðk þ 1Þ thus Theorem 1 gives
and Theorem 2, with the assumption of perfect system knowledge:
It can be seen that when k ! 1 E" 2 kþ1 ðtÞ
È É so we have:
Which gives in the limit
This shows that using a decreasing learning gain asymptotically the expected value of the error converges to zero and the variance of the error becomes equal to Statistical analysis of iterative control algorithmsjust that of the load disturbance. This is the best that can be achieved. The disadvantage of this algorithm is that the error contraction rate reduces with iteration number and eventually the learning practically stops so it cannot react to changes in the desired output or the repetitive disturbances affecting the system.
The use of a filter
A filtered ILC law is that given by the general form (3), i.e., u kþ1 ðtÞ ¼ QðqÞ½u k ðtÞ þ LðqÞe k ðtÞ, where Q(q) is the filter referred to. When LðqÞ ¼ ½1 þ ÁðqÞG À1 ðqÞ is used, Theorem 1 gives
ILC is, by nature, defined over a finite time duration, N. This means that the infinite-time Fourier transform cannot be calculated in order to work in the frequency domain. However, when N is large compared to the settling time of G(q) the finite-time Fourier transform can be used to make a reasonably accurate frequency domain analysis. The magnitude response of the Fourier transform of equation (51) is
It is clear that in order to converge to a zero expected error it is necessary to use a filter whose magnitude is equal to 1, and has zero phase shift, at frequencies where Y d (!) has non-zero components. Now considering the error variance, Theorem 2 gives
Again examining this for the specific case of perfect system knowledge the above expression becomes
Since d k (t) and n k (t) are stationary so is " k þ 1 (t), therefore (53) can also be expressed as
where È d ð!Þ and È n ð!Þ are the power spectra of d k (t) and n k (t), respectively. It is thus possible to see that the variance of the error can be reduced below that obtained using the standard algorithm by choosing Q(q) to have a magnitude of less than one at frequencies at which the disturbance power spectra are large. A compromise, therefore, needs to be made again, between filtering in order to reduce the error variance, but not filtering at frequencies important to y d (t) so to allow a reasonable converged error to be achieved. Fortunately it is normal to use low-frequency signals for y d (t), whilst È d ð!Þ and È n ð!Þ tend to be large at high frequencies. This means that the minimization of the converged error and the error variance are usually not conflicting aims, and Q(q) is taken as a low-pass filter with a sensibly chosen cut-off frequency.
Simulation and experimental results

Simulation results
A simulation was carried out to demonstrate the theoretical results. The real, continuous-time system, G(s), and its identified model,ĜðsÞ, were taken as
G(s) andĜðsÞ were then discretized using h ¼ 0.1 s and a zero-order hold to give the discrete-time systems G(q) andĜðqÞ respectively. y d (t) is defined by: 
Using this y d (t) and the specified sampling period gave N ¼ 301. The load disturbance, d k (t), was taken as a normally distributed, random sequence with Efd k ðtÞg ¼ 0 and 2 d ¼ 0:0025. The measurement disturbance, n k (t), was taken as a zero-mean, normally distributed, random sequence with variance equal to 0.0025 filtered with a 5th order Butterworth high-pass filter with a cut-off frequency of 2Hz, to simulate high frequency measurement noise. It had a measured variance of 0.0015. The different algorithms analysed in the previous section were tested. 10 iterations were carried out for each algorithm and in order to obtain an estimate of the expected value and variance of the error at a specific time each simulation was repeated 200 times. The expected value and variance at t ¼ 15 s, and the 2-norm value were then calculated for the error at k ¼ 10 for the 200 simulations. The expectation operator was implemented as a mean over the simulations, i.e.,
where N e is the total number of simulations and v j k (t) represents an arbitrary signal at time t, iteration k and simulation j. The iteration number was chosen to allow the algorithm to have converged to a point where the errors due to the disturbances were dominant over the deterministic errors. The time t ¼ 15 s was chosen arbitrarily. Although the disturbances affecting the system were different for the 200 simulations, the same disturbance signals were used for each of the different algorithms. This meant a direct comparison could be made of how each algorithm performed in the presence of the same disturbances. Table 1 shows the simulation results for the different algorithms. Certain clarifications are perhaps necessary.
The algorithm with the forgetting factor was tested using different values for the forgetting factor. Additionally, the different ways of implementing the forgetting factor were tested, firstly when the factor only affects the previous input, i.e., L ¼ L 0 =ð1 À Þ, and secondly when it affects the entire algorithm, i.e., L ¼ L 0 . The filtered version of the algorithm used a 5th order Butterworth low-pass filter with a cut-off frequency of 0.3 Hz for Q(q). The filter was implemented in a noncausal fashion so as to give zero phase change. The cut-off frequency was chosen to be above that of the highest frequency component of y d (t), which is at 0.05 Hz.
From the table the compromise between minimizing the variance of the error whilst keeping its expected value small is clearly seen. The standard algorithm has the second smallest expected error value but the second largest error variance. The algorithms using the forgetting factor show the tendencies anticipated from the theoretical results. In the case of the decreasing gain, we see that the variance is much smaller than the standard case, however, the expected value of the error is not so small. This is because, as previously mentioned, the learning rate reduces with each iteration so the algorithm has not converged as quickly as the standard algorithm. The filtered algorithm has the lowest expected error and joint lowest variance, it also has the smallest 2-norm value. This good performance is because the y d (t) is limited to low frequencies so allows a low-pass filter to effectively filter out the disturbances at higher frequencies.
Experimental results
The different ILC algorithms were applied to the tracking control of a linear, permanent magnet, synchronous motor (LPMSM), see figure 2. LPMSMs are very stiff and have no mechanical transmission components. They, therefore, do not suffer from backlash and so allow very high positioning accuracy to be achieved. The position of the motor used in the experiment is controlled by a two-degree-of-freedom controller operating at a sampling frequency of 2 kHz and tuned to provide robust stability. The motor position is measured by an analog position encoder with a period of 2 mm, which is interpolated to obtain a resolution of 0.24 nm.
The input, u k (t), computed by the ILC algorithms, is used as the reference signal of the closed-loop system. This means the transfer function G(q) represents the closed-loop motor system. The desired output position, y d (t), was a series of three low-pass filtered steps, each of amplitude 25 mm in the positive direction, followed by a similar series of filtered steps in the negative direction, as can be seen in figure 3 and has N ¼ 8192. 
Statistical analysis of iterative control algorithms
An approximate Box-Jenkins model of the closed-loop motor system was identified using standard identification techniques and a PRBS as an input signal. The PRBS was created using a shift register of 10 bits and the resulting signal was repeated eight times giving a total length of 8184 points. The identified model is GðqÞ ¼ 0:002008q 3 þ 0:0009185q 2 þ 0:01972q À 0:009375 q 4 À 3:104q 3 þ 3:739q 2 À 2:058q þ 0:4364 :
It was used to calculate a phase lead compensator as an approximation toĜ À1 ðqÞ. This gaveĜ À1 ðqÞ ¼ 0:85q 6 , which satisfied condition (8) up to a frequency of 424 Hz, with QðqÞ ¼ 1, see figure 4. To assure monotonic convergence it was thus necessary to take Q(q) as a lowpass filter with a cut-off frequency below 424 Hz, 400 Hz was chosen. The filter was implemented in a non-causal way so as to give zero-phase shift. A fifth order Butterworth filter was used. Despite the phase lead compensator not being an accurate inverse of the system model it allows reasonably rapid convergence to be attained without going through the laborious process of very accurate modelling. Because a low-pass filter was necessary for deterministic convergence the standard algorithm was not implementable experimentally. The other algorithms, however, were implemented, all being filtered. For each experiment 100 iterations were carried out and each experiment was repeated four times. It is, obviously, not possible to measure " k (t) in real experiments so the measured error e k (k) has to be used for comparisons. For all experiments u 0 ðtÞ ¼ y d ðtÞ was taken.
For the forgetting factor algorithms a forgetting factor of ¼ 10 À6 was used. This value was chosen in order to allow a reasonable value of the 2-norm of the converged measured error, ke 1 k 2 , to be obtained. Expressions (33) , (41) and (44) were used in the noiseless, ideal case, i.e., e k ðtÞ ¼ " k ðtÞ and ÁðqÞ ¼ 1 to find upper bounds on ke 1 k 2 . The desired value of ke 1 k 2 was taken as that achieved with the low-pass filtered algorithm. The forgetting factor was of such a small value that L 0 % L 0 =ð1 À Þ, therefore the two variations became, essentially, the same. Table 2 shows the value of ke 100 k 2 obtained with the different algorithms. It is seen that the decreasing gain algorithm is about 1.4 times greater than that achieved with the filtered version and the forgetting factor algorithm gives a value approximately five times larger. Figure 5 shows the mean tracking performance at k ¼ 100 for the forgetting factor algorithm for a small section of the trajectory. It is clear that even with the small used a constant error still occurs with the forgetting factor algorithm, explaining the much larger value of ke 100 k 2 . Figure 6 shows a zoom for the other two algorithms. The decreasing gain algorithm has slightly more oscillation in the overshoot region, due to its slower learning of the deterministic errors, this is probably the cause of its larger 2-norm value. However, it does give a less oscillatory performance in the steady-state region. This, perhaps, is because noise exists at frequencies below the filter cut-off frequency so the decreasing gain algorithm helps reduce its detrimental effect. Reducing the filter cut-off frequency would help reduce sensitivity to noise but prevents as small an expected error from being achieved for this y d (t). These observations are confirmed in table 3, where the expected value and variance of the error for a certain time in this region are smaller for the decreasing gain algorithm.
Conclusions
New expressions for the expected value and variance of the error in the presence of stochastic disturbances are developed in general, and for a number of specific ILC algorithms. It is found that a trade off between minimizing the expected value and variance of the error commonly occurs. When the spectra of the noise and desired output are situated in different frequency regions it is found that a filtered algorithm can give good tracking performance. If the spectra overlap too much, however, an algorithm with a decreasing learning gain is shown to give good robustness to noise and small tracking errors, although it has a slower error convergence rate. Figure 6 . Mean experimental results at k ¼ 100 for the algorithms: decreasing gain (dashed) and low-pass filtered (solid), also y d (t) (dot-dash). 
