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High frequency fluctuation in the optical signal generated in Fourier-Domain Mode Locked fiber
laser (FDML-FL), which is the major problem and degrades the laser performance, is not yet fully
analyzed or studied. The basic theory which is causing this high frequency fluctuation is required
to clearly understand its dynamics and to control it for various applications. In this letter, by
analyzing the signal and system dynamics of FDML-FL, we theoretically demonstrate that the
high frequency fluctuation is induced by the intrinsic instability of frequency offset of the signal
in cavity with nonlinear gain and spectral filter. Unlike the instabilities observed in other laser
cavities this instability is very unique to FDML-FL as the central frequency of the optical signal
continuously shifts away from the center frequency of the filter due to the effects like dispersion
and/or nonlinearity. This instability is none other than the Eckhaus instability reported and well
studied in fluid dynamics governed by real Ginzburg-Landau equation.
Nonlinear systems either naturally existing or man-
made exhibit fascinating dynamics and have various ap-
plications in different fields. Development of appropriate
and complete theoretical models of these nonlinear sys-
tems play vital role in understanding their dynamics and
to control them for various applications. Nonlinear sys-
tems are governed either by nonlinear ordinary differen-
tial equations or nonlinear partial differential equations
(NPDEs). Some NPDE governs more than one kind of
systems. Complex Ginzburg Landau equation (CGLE)
is one such very famous NPDE which governs nonlinear
dynamical systems from different fields like fluids, optics,
superconductivity and Bose-Einstein Condensate. The
derivatives of CGLE like real Ginzburg Landau equation
(RGLE) and the family of nonlinear Schro¨dinger equa-
tion (NLSE) also widely appear as system model equa-
tions across different fields. As a system dynamical equa-
tion governs more than one type of systems it became
very common to utilize the results, studies and analyzes
obtained in one field to the corresponding other fields sys-
tems governed by the same model equation. This helps
in understanding the dynamics of the systems governed
by the same dynamical equation at a faster pace and
also to make further appropriate modifications and/or to
achieve complete theoretical model.
In this work we consider the Fourier-Domain Mode
Locked fiber laser (FDML-FL) cavity which is a long cav-
ity wavelength swept laser source and has a very impor-
tant application in optical coherent tomography (OCT)
[1–3]. FDML-FL was experimentally demonstrated for
the first time in 2005 [4, 5]. To avoid the rebuilding
of laser signal from the spontaneous emission, which in-
trinsically limits the sweeping speed of wavelength swept
lasers, a long fiber delay line was introduced into the cav-
ity of FDML-FL to buffer the entire wavelength sweeping
signal. With this kind of FDML-FL cavity, the wave-
length sweeping speed can be enhanced by one to two
orders to MHz level [6, 7]. Although FDML-FL has been
successfully deployed in the OCT systems as the swept
source, the performance of the FDML-FL is limited by its
large instantaneous linewidth [8–10], which is in fact the
high frequency fluctuations of the signal waveform. In
order to improve the performance and to understand the
dynamics of the FDML-FL, in this letter using an appro-
priate theoretical model we report the complete working
mechanism and the intrinsic reason of such fluctuations
in the FDML-FL cavity.
In an FDML-FL, the fiber dispersion degrades the
quality of the signal due to the mismatch between the
filter sweeping period and the different round trip time of
different parts of the sweeping signal in the cavity [8, 11].
The linewidth of the signal is further increased by the
nonlinearity of the fiber and the linewidth enhancement
factor of the semiconductor optical amplifier (SOA) [12].
To investigate the dynamics of the signal in the FDML-
FL cavity, a theoretical model in a co-moving frame of
the filter has been proposed as [11, 12]
∂zu= g(u, ωs)(1− iα)u− σ(ωs)u− a(i∂t)u
+iD2ω
2
s(t)u+ iD3ω
3
s(t)u+ iγ|u|2u− iD2∂2t u, (1)
where u is the amplitude in filter frame defined as u =
A exp(i
∫ t
ωs(t
′)dt′), ωs is the instantaneous center fre-
quency of the sweeping filter and A is the complex am-
plitude of the signal in lab frame. This model includes
the effects such as dispersion, nonlinearity, linewidth en-
hancement factor and frequency filtering. Equation (1)
is widely used in the numerical simulation of FDML-
FL. Through numerical simulations of the FDML-FL,
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2there are always high frequency fluctuations in the signal
waveform[11, 12]. These fluctuations appear predomi-
nantly on the desired signal and hence usually the wave-
form is artificially smoothened over a long period of time
scale [11, 12]. To understand the intrinsic reason for this
like noise fluctuation, we use a simplified model. Utiliz-
ing the Wentzel–Kramers–Brillouin (WKB) analysis [13],
we find that the nonlinear phase shift and in-band dis-
persion are playing minor role and those terms can be ne-
glected in the first order approximation [14]. The large
linewidth enhancement factor, which is a special effect
of SOAs, can also be neglected in a general laser cavity.
Also neglecting the wavelength dependence of the gain
and considering a typical Gaussian spectral filter with
bandwidth B, Eq. (1) becomes
∂zu =gu− σu+ 12B−2∂2t u+ iD2ω2s(t)u+ iD3ω3s(t)u,(2)
where g(u) = g0/(1 + |u|2/Isat) is the saturated gain.
It should be noted that such fast response gain satura-
tion model is valid not only in the case with a fast re-
covery gain, but also in the cavity with a slow recovery
gain and a fast response nonlinear loss element such as
nonlinear optical loop mirror, nonlinear polarization ro-
tation device. The simulation results of the simplified
model of Eq. (2) capture most of the signal dynamics
of the FDML-FL system, especially the high frequency
intensity fluctuation of the waveform. Now, the gain sat-
uration factor is expressed in Taylor series of |u|2 and
keeping only the first order term, Eq. (2) reduces to
∂zu =(g0 − σ)u− g0I−1sat|u|2u+ 12B−2∂2t u
+iD2ω
2
s(t)u+ iD3ω
3
s(t)u, (3)
which can be normalized to
∂ZU = U − |U |2U + ∂2TU + i−1C(T )U, (4)
where C(T ) = 
[
S2Ω
2
s(T ) + S3Ω
3
s(T )
]
is the combined
phase term caused by the dispersion and S2, S3 are the
normalized dispersion coefficients. The time scaling fac-
tor  is defined as the inverse of the round trip time of
the laser cavity.
Equation (4) is a RGLE with a chirp phase term C
contributed by the dispersion in the FDML-FL cavity.
In an ideal cavity without dispersion, Eq. (4) will reduce
to a standard RGLE as
∂ZU = U − |U |2U + ∂2TU. (5)
RGLE has been extensively studied in fluid dynamics.
Most importantly, a set of stationary solutions are avail-
able for the system governed by the RGLE which are
single frequency continuous waves. The stationary solu-
tion with normalized angular frequency Ω is
U =
√
1− Ω2e−iΩT , (6)
which are nontrivial in the frequency region |Ω| < 1. But
the stationary solutions are unstable when Ω2 > 1/3,
which is known as Eckhaus instability. Eckhaus instabil-
ity was first discussed in the modeling of convection in
fluidic systems governed by RGLE in 1960s [15]. After a
very short time, the interest on the instability has moved
to the system described by the CGLE, which is the mod-
ulation instability, where the Eckhaus instability can be
treated as a reduced case with zero imaginary terms [16].
As a reduced form of CGLE, NLSE has attracted more
attention than the RGLE because of the existence of the
analytical solitary solution, especially after soliton was
reported in optical fibers by Hasegawa and Tappert [17].
With NLSE, the modulation instability of optical con-
tinuous wave has been very well studied. In a system
with dissipative and gain elements, such as a laser cav-
ity, the more general system equation, CGLE is adapted
to model the nonlinear pulse dynamics in the cavity [18–
20]. But in all those studies, the nonlinear phase shift
and dispersion were considered as the dominant effects in
pulse shaping and stable propagation. Although RGLE
is seldom used to describe an optical system, Eckhaus
instability has also been discussed when considering the
spatial effects in lasers [21–23]. In an one dimensional
cavity, where spatial effects are not considered, the Eck-
haus instability never appeared as a dominating effect.
In the laser cavities described by Eq. (4), there are no
stationary solutions because of the existence of a single
nonzero phase term. Only when an initial field is given,
the evolution of the signal can be solved for Eq. (4). To
solve Eq. (4), we introduce an amplitude-phase form U¯ =
U exp[−i−1C(T )Z] and split the temporal dynamics by
fast time t1 = T and slow time t2 = T , then the zero-th
order governing equation of U¯ can be obtained as
∂ZU¯ =U¯ −
∣∣U¯ ∣∣2U¯ + ∂2t1U¯ − C ′2Z2U¯ + 2iC ′Z∂t1U¯ ,(7)
where C ′ = ∂TC. If a slowing varying signal is con-
sidered, the evolution of the signal along Z governed by
Eq. (7) can be written as
U¯(Z) =
exp(−iΩ¯0(t2)t1)√
I−10 eQ(0)−Q(Z) + 2
∫ Z
0
eQ(x)−Q(Z)dx
, (8)
where I0 and Ω¯0(t2) are the intensity and instan-
taneous frequency of U¯ at Z = 0, and Q(Z) =
2
∫ Z
0
[1− (Ω¯0(t2)− C ′x)2]dx. The stability of the solu-
tion (8) can be investigated through linear stability anal-
ysis. A perturbation a(t1, t2) is applied to the solution
at Z = Z0 as W (Z0) = U¯(Z0)(1 + a). The evolution of
the perturbed solution is assumed as
W (Z, t1, t2) = U¯(Z, t1, t2)[1 + e
Λ(Z,t2)a(t1, t2)], (9)
where ∂ZΛ = λ(Z, t2) indicates the growing speed of the
perturbation. If λ(Z > Z0, t2) > 0, the perturbation
at time point t2 gets continuously amplified and the so-
lution becomes unstable. By substituting Eq. (9) into
Eq. (7), and using the solution described by Eq. (8),
3where ∂t1U¯ = −iΩ¯0(t2)U¯ , the governing equation of the
perturbation is written as
λa =−I (a+ a∗) + ∂2t1a+ 2iΩi∂t1a, (10)
where I is the intensity and Ωi = C
′Z − Ω¯0(t2) is the
instantaneous frequency of U . Considering the coupling
between the conjugated fields, the field is written as
a(t1, t2) = αk(t2) exp(−ikt1) + βk(t2) exp(ikt1), (11)
where k > 0 is the mode number of the perturbation.
Substituting Eq. (11) into Eq. (10), it is easy to find that
αk and βk have nonzero solutions only when∣∣∣∣I + k2 + 2kΩi + λ I + λI + λ I + k2 − 2kΩi + λ
∣∣∣∣ = 0, (12)
which has solutions k = 0, or λ = 2Ω2i − I − 0.5k2 for
k > 0. Clearly, λ will have negative values for all k > 0
modes only when 2Ω2i − I < 0, which is the criterion of
the stability of the solution. With the solution described
by Eq. (8), the stability condition is
λmax = 2
(
C ′Z − Ω¯0
)2
−
[
I−10 e
Q(0)−Q(Z) + 2
∫ Z
0
eQ(x)−Q(Z)dx
]−1
< 0.(13)
As the simplest case, where C ′ = 0, solution (8) re-
duces to a quasi-stationary solution
U¯0 =
√
1− Ω¯20(t2) exp
[−iΩ¯0(t2)t1] . (14)
Also, Q is simplified to Q(Z) = 2Z
[
1− Ω¯20(t2)
]
, and
stability criterion of the eigenvalue changes to λmax =
3Ω¯20(t2) − 1 < 0, which is exactly the condition for Eck-
haus instability. Especially when Ω¯0(t2) is a constant,
the solution becomes the stationary solution of Eq. (6).
Such stationary solution can be found in laser cavities
modeled by RGLE. A nonzero relative frequency offset
Ω¯0 can be introduced either by a frequency shifter, or
a fast tuning of the spectral filter in the cavity. The
stability of the stationary signal depends on the offset
frequency Ω¯0, which can be divided into three regions,
Ω¯20 < 1/3, 1/3 ≤ Ω¯20 ≤ 1 and Ω¯20 > 1. The frequencies
Ω¯20 = 1/3 and Ω¯
2
0 = 1 stand for the critical point to trig-
ger the Eckhaus instability and the threshold frequency
of positive net gain, respectively.
Figure 1 shows the spectra of signals with frequencies
in the three different regions. In Fig. 1(a), the frequency
Ω¯0 = 0.5, which is in the stable region of Ω¯
2
0 < 1/3,
the amplitude of the signal is −0.866 dB. The solution is
stable and the sidebands have not grown at Z = 50000.
When Ω¯0 increases to 0.6, which has passed the critical
point Ω¯20 = 1/3, as shown in Fig. 1(b), sidebands are gen-
erated on both sides of the signal at Z = 3000. In this
region, although the signal is unstable, the original signal
decays very slowly until the sidebands grow to relatively
FIG. 1. The spectra of the stationary signals after circulating
in the cavity with frequencies in (a) stable region, (b) Eckhaus
instability region and (c) net loss region. (d) The spectrum
dynamics of a stationary signal with Ω¯0 = 0.6, where Eckhaus
instability is triggered. The red arrow indicates the frequency
of the stationary signal.
large value. To explain the mechanism of the growth of
sidebands and frequency switching, we show the spectral
evolution of the signal in Fig. 1(d). Note that the signal
switching occurs in a very short distance where higher
order sidebands are also excited. Eventually, the side-
band at the low frequency side, which experiences higher
net gain, becomes the dominant mode and replaces the
original single frequency signal. The new signal is stable
as it is in the region of Ω¯20 < 1/3. When Ω¯0 is further
increased to Ω¯20 > 1, as shown in Fig. 1(c), the solution
defined in Eq. (14) does not exist anymore and the single
frequency signal gets quickly attenuated. At the same
time, new signal builds up from noise.
In the FDML-FL cavity, the dispersion will introduce
a time varying chirp to the signal. Before considering
the dynamic chirp caused by the C ′Z term, we first
consider a signal with a stationary sinusoidal chirp pro-
file Ω¯0(t2) = Ω¯c − Ω¯m × cos(2pit2) in a cavity with
C ′ = 0, where Ω¯c = 0.4 and Ω¯m = 0.2 are the cen-
ter and amplitude of the frequency modulation. Since
Ω¯0(t2) is fully within the region of Ω¯
2
0 < 1, the solution
Eq. (14) is still valid. The satisfaction of stable criterion
λmax = 3Ω¯
2
0(t2)−1 < 0 depends on the value of Ω¯0(t2) at
each individual temporal point t2. Here, the maximum
value of Ω¯20(t2) is 0.36 and larger than 1/3, the portion of
the signal with t2 ∈ (0.4235, 0.5765) falls within the re-
gion of Ω¯20 > 1/3 and becomes unstable. Figure 2 shows
the spectrograms of the signal at different Z. The spec-
trograms are generated with a moving Chebyshev gating
function applied to the signal in the time domain. At
Z = 5000, distinct sidebands have already formed at the
extremum points of the frequency Ω¯0. From Z = 5000
to 7000, higher order sidebands are quickly generated
and widely spread out on the temporal waveform. After
Z = 7000, a new signal with a frequency lower than the
original signal is generated and becomes dominant in the
section as the Eckhaus instability got triggered. Eventu-
4FIG. 2. The spectrograms at different Z of the signal with
frequency Ω¯0(t2) = 0.4− 0.2 cos(2pit2). The top figure shows
the full spectrogram of signal at Z = 0. The bottom figures
show the evolution of the spectrogram in the region of 0.4 <
t2 < 0.6 from Z = 0 to 50000. The dashed lines in the maps
indicate the boundaries to trigger Eckhaus instability.
ally, the signal in the whole unstable section is replaced
by thus formed new signal in the stable region and the
higher order sidebands got totally suppressed in the un-
stable region. During this entire dynamics, the signal
initially in the stable region remains unaffected.
From the evolution of the solution (14) shown in
Figs. 1–2, it is clear that the Eckhaus instability plays
a vital role in the dynamics of the signal with either a
single frequency offset or a stationary frequency modu-
lation. The portion of the signal with frequencies in the
region Ω¯20 > 1/3 becomes unstable and replaced by a new
signal in the stable region. But in a realistic FDML-FL,
the chirp profile of the signal is not fixed but varying
continuously along the propagation, which corresponds
to nonzero C ′. When C ′ is nonzero, the system dynamics
becomes more complex since the solution should be given
by Eq. (8). From Ωi = C
′Z− Ω¯0, if C ′ is nonzero, Ωi will
monotonically increase or decrease with the increase of
Z. Such monotonic variation of Ωi will inevitably push
the signal to unstable region. The evolutions of the in-
tensity of the solution Eq. (8) and λmax described by
Eq. (13) are shown in Fig. 3. The intensity and λmax
are plotted against the instantaneous frequency Ωi since
it is proportional to Z when C ′ 6= 0, and identical to Ω¯0
when C ′ = 0. For the curves of C ′ 6= 0, the initial signal
at Z = 0 are assumed to have Ω¯0 = 0 and I0 = 1. The
dashed curves with C ′ = 0 are for the solution Eq. (14)
and the corresponding stability factor. Figure 3(a) shows
that for a given value of Ωi, the intensity of the signal will
increase with the increasing of C ′ especially for higher
values of Ωi. When C
′ < 0.01, the difference between
the dynamically varying chirped solution and the sta-
tionary chirped solution indicated by the dashed curve
is very small especially in the stable region. In contrast,
the intensity curves of higher values of C ′ deviates well
away from the dashed curve. Besides the deviation of the
FIG. 3. (a) The intensity evolution in propagation of signals
with different C′. (b) The maximum eigenvalue λmax of the
signals in (a).
intensity trace, the stability condition is also affected by
the nonzero C ′, as shown in Fig. 3(b). When C ′ increases
from 0 to 2, the critical point of the instability has been
pushed from Ωi = 0.577 to Ωi = 0.677. When C
′ < 0.01,
the critical point is almost fixed to 0.577 which is accor-
dant to the Eckhaus instability.
To investigate the signal dynamics and the instability
in FDML-FL cavities, we consider a practical FDML-FL
cavity with a length of 1 km and a round trip time of 5
µs. The dispersion coefficients of the fiber are D2 = −1
ps2/km and D3 = 0.02 ps
3/km. A sweeping Gaussian
filter with a bandwidth of B = 0.04 ps−1 is driven by a
sinusoidal signal ωs(t) = ωm cos(2pif0t) with repetition
rate f0 = 200 kHz and sweeping frequency range 2ωm =
80 ps−1. The gain and loss coefficients of the cavity are
g0 = 2.5 km
−1 and σ = 0.5 km−1, respectively. The
saturation power of the gain element is 1 mW. Then the
normalized parameters are U = 25u, Z = 2z, Ω = 12.5ω,
t1 = 0.08t,  = 2.5× 10−6, t2 = t1, and
C(t2) = −1.6× 10−4 ×
[
cos2(2pit2)− 0.8 cos3(2pit2)
]
,
C ′(t2) = 10−4 × 3.2pi sin(4pit2) [1− 1.2 cos(2pit2)] , (15)
where the maximum of |C ′| is 0.0019. With these nor-
malized parameters, the dynamics of the signal can be
simulated using Eq. (4).
We start the simulation of Eq. (4) from a CW signal
with Ω¯0 = 0. During the propagation along Z, the fre-
quency shift accumulates and continuously increases the
swing range of the curve on the spectrogram, as shown
in Fig. 4. In the range of Z < 300, the spectrogram
of the signal is always smooth since the entire signal is
confined within the stable region of Ω2 < 1/3. Once the
peak points of the signal cross the threshold points of
Ω2 = 1/3 at Z ≈ 303, sidebands start to grow in the
area just outside the stable region but it is too low to be
observed during early stages. At Z = 400, the sidebands
are clearly visible. As the unstable portion of the sig-
nal continuously expands, more and more higher order
sidebands are also generated. At the same time, new sig-
nal generated in the stable region are as well frequency
shifted towards the unstable region by the effect of dis-
persion. Eventually, the new signal will exit the stable
region and suffer from its own Eckhaus instability. This
5FIG. 4. The spectrograms of the signal in FDML-FL at
Z = 0, 100, 300, 400, 500, 900, 1800, 20000.
mechanism gets repeated for the generation of new sig-
nals in the stable region, getting frequency shifted to the
unstable region because of the dispersion effect and thus
vanishing due to Eckhaus instability, severely distort the
laser signal. After many cycles inside the cavity, e.g. at
Z = 20000, the signal almost in the entire region becomes
very noisy. Most of the signal energy gets distributed
near the boundary of the stable region, which means the
signal experiences a very high loss when passing through
the filter. The frequency of the signal is completely dis-
persed even for the part of the signal located at the same
side of the filter. This is a great limitation to the instan-
taneous linewidth of FDML-FL. It should be noted that
the direction of frequency shift is determined by the sign
of C ′. Thus the signals with different sign of C ′ cluster
on different sides of the filter.
In this letter, we studied the Eckhaus instability in
FDML-FL. We found that the FDML-FL can be mod-
eled by a RGLE with a frequency shifting term, which
is due to the dispersion of the fiber. The fast recovering
gain saturation provides a nonlinear loss to the signal.
We have derived the analytical solution for the system
equation and analyzed its stability. In FDML-FL, the
dispersion introduces a continuous frequency shift C ′ to
the signal, which will unavoidably push the frequency
outside the stable region of Ω2 < 1/3. If C ′ is large,
the stable region on frequency domain will be slightly
enlarged. By considering practical parameter values, we
numerically showed the repeatedly triggering of Eckhaus
instability in FDML-FL cavities by the endless frequency
shifting. Such mechanism is the root cause for the high
frequency fluctuations of the signal that limits the signal
quality of the FDML-FL.
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