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In this paper, we consider a Lipschitz optimization problem (LOP) constrained by linear
functions in Rn . In general, since it is hard to solve (LOP) directly, (LOP) is transformed
into a certain problem (MP) constrained by a ball in Rn+1. Despite there is no guarantee
that the objective function of (MP) is quasi-convex, by using the idea of the quasi-conjugate
function deﬁned by Thach (1991) [1], we can construct its dual problem (DP) as a quasi-
convex maximization problem. We show that the optimal value of (DP) coincides with the
multiplication of the optimal value of (MP) by −1, and that each optimal solution of the
primal and dual problems can be easily obtained by the other. Moreover, we formulate
a bidual problem (BDP) for (MP) (that is, a dual problem for (DP)). We show that the
objective function of (BDP) is a quasi-convex function majorized by the objective function
of (MP) and that both optimal solution sets of (MP) and (BDP) coincide. Furthermore, we
propose an outer approximation method for solving (DP).
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider an optimization problem with a Lipschitz continuous function to be minimized over a poly-
tope deﬁned by linear functions in an n-dimensional Euclidean space Rn . It is called Lipschitz optimization problem (LOP)
and known that many global optimization problems can be transformed into (LOP). Hence, (LOP) is one of the most im-
portant problems in global optimization. For solving global optimization problems like (LOP), many algorithms based on
branch and bound, inner approximation and outer approximation methods have been proposed. In particular, the inner and
outer approximation methods are powerful tools for solving various global optimization problems. Both algorithms utilize
a sequence of convex polyhedral sets approximating a convex set from the inside or the outside. Hence, the algorithms are
effective for a problem having a globally optimal solution over the boundary of a convex set. However, it is not necessarily
that there exists a globally optimal solution of (LOP) over the boundary of the feasible set. Hence, we transform (LOP) into a
problem (MP) minimizing a Lipschitz function over the boundary of a ball in Rn+1. Since the feasible set is contained in the
boundary of the ball, (MP) can be solved by executing the algorithms based on the inner or outer approximation method.
Hence, in order to improve the computational eﬃciency of these algorithms, it is necessary to consider a duality approach
to (MP). Therefore, we construct a dual problem for (MP) based on quasi-conjugation.
In the study of dual representations, many kinds of quasi-conjugate functions have been deﬁned by Greenberg and
Pierskalla [2], Diewert [3,4], Crouzeix [5], Atteia and El Qortobi [6], Martinez-Legaz [7,8], Passy and Prisman [9], Penot and
Volle [10]. Moreover, another quasi-conjugate function has been proposed by Thach [1]. The quasi-conjugate function is
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a dual problem has been presented by using the quasi-conjugate function deﬁned by Thach [1].
The aim of this paper is to construct a dual problem for (MP). First, by utilizing the Lipschitz continuity and the linearity
of constrained functions of (LOP), we transformed (LOP) into an unconstrained optimization problem. Second, we construct
(MP) with the feasible set deﬁned as the complement of the interior of a ball. Moreover, it is shown that the objective
function is a monotone increasing function over each half line from the origin. Third, we introduce some properties of the
quasi-conjugate and the quasi-biconjugate functions deﬁned by Thach [1]. In particular, we explain the condition for the
quasi-conjugate function to become a monotone increasing function. Fourth, we construct a dual problem (DP) and a bidual
problem (BDP) for (MP) by using the quasi-conjugate function deﬁned by Thach [1]. Despite there is no guarantee that the
objective function of (MP) is quasi-convex, we can show that the optimal value of (DP) coincides with the multiplication of
the optimal value of (MP) by −1, and that each optimal solution of (DP) and (MP) is easily obtained by the other. However,
since (DP) is formulated as a quasi-convex maximization problem, it is hard to solve (DP) directly. Therefore, we propose
a procedure for overestimating the optimal value of (DP) by utilizing a polytope containing the feasible set of (DP). By
incorporating the procedure into existing outer approximation algorithms, we can obtain an approximate solution of (DP).
The organization of this paper is as follows: In Section 2, we introduce some notation and mathematical preliminaries.
In Section 3, we describe (LOP) and introduce an equivalent problem (MP) to (LOP), where equivalence is understood in
the sense that both sets of all globally optimal solutions coincide. In Section 4, we introduce the quasi-conjugate function
deﬁned by Thach [1], and its properties. In Section 5, we deﬁne a certain convenient dual problem (DP) and a bidual
problem (BDP) for (MP) based on quasi-conjugation, and we show that a globally optimal solution of (MP) can be obtained
by solving (DP) or (BDP). In Section 6, we propose an outer approximation method for solving (DP).
2. Mathematical preliminaries
Throughout this paper, we use the following notation: R denotes the set of real numbers. Let R¯ = R ∪ {−∞} ∪ {+∞}
and R+ = {a ∈ R: a  0}. For real numbers a,b ∈ R, [a,b] := {x ∈ R: a  x  b} and ]a,b[ := {x ∈ R: a < x < b}. For a
natural number n, Rn denotes an n-dimensional Euclidean space. Given a vector x ∈ Rn , x denotes the transposed vector
of x. Let 0n denote the origin in Rn and ‖ · ‖ the Euclidean norm. For a subset X ⊂ Rn , int X , bd X and co X denote the
interior, the boundary and the convex hull of X , respectively. For a subset X ⊂ Rn , Xo := {y ∈ Rn: yx  1 for all x ∈ X}
is called the polar set of X , and Xso := {y ∈ Rn: yx < 1 for all x ∈ X} the strict polar set of X . For a subset X ⊂ Rn ,
dim X denotes the dimension of X . For a polytope X ⊂Rn , V (X) denotes the set of all vertices of X . For a positive number
ε > 0 and x ∈ Rn , Bn<(x, ε) := {y ∈ Rn: ‖y − x‖ < ε}, Bn=(x, ε) := {y ∈ Rn: ‖y − x‖ = ε}, Bn(x, ε) := {y ∈ Rn: ‖y − x‖ ε},
Bn(x, ε) := {y ∈Rn: ‖y−x‖ ε}. For a convex function f :Rn →R and x ∈Rn , ∂ f (x) and ∇ f (x) denote the subdifferential
and the gradient vector of f at x, respectively.
Moreover, we review some concepts for extended real valued functions.
Deﬁnition 2.1. Let h be an extended real valued function from Rn to R¯ and let α ∈ R¯. The set Lh(α) := {x ∈Rn: h(x) α}
is called the lower level set of h at α. Moreover, the set Lh<(α) := {x ∈Rn: h(x) < α} is called the strict lower level set of h
at α.
Deﬁnition 2.2. Let h be an extended real valued function from Rn to R¯. The function h is said to be upper semi-continuous
at x in Rn if for each inﬁnite sequence {xk} ⊂Rn satisfying xk → x as k → +∞, we have
h(x) limsup
k→+∞
h
(
xk
)
.
Moreover, the function h is said to be lower semi-continuous at x in Rn if for each inﬁnite sequence {xk} ⊂ Rn satisfying
xk → x as k → +∞, we have
h(x) lim inf
k→+∞
h
(
xk
)
.
Furthermore, h is said to be continuous at x in Rn if h is both upper and lower semi-continuous at x.
It is well known that the following proposition about the upper and lower semi-continuity for extended real valued
functions holds.
Proposition 2.3. Let h be an extended real valued function from Rn to R¯. Then, the following assertions hold.
(i) The function h is upper semi-continuous at each point in Rn if and only if Lh<(α) is open for each α ∈ R¯.
(ii) The function h is lower semi-continuous at each point in Rn if and only if Lh(α) is closed for each α ∈ R¯.
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h : Rn → R¯ is said to be regular if h(0n) = inf{h(x): x ∈ Rn \ {0n}}. Otherwise, h : Rn → R¯ is said to be irregular if h(0n) <
inf{h(x): x ∈Rn \ {0n}}.
Deﬁnition 2.5. An extended real valued function h :Rn → R¯ is said to be coercive if the level set L f(α) of h at α is either
the whole space or a bounded set for each α ∈ R¯ .
From Deﬁnition 2.5, the following proposition is self-evident.
Proposition 2.6. A function h : Rn → R¯ is coercive if and only if for each inﬁnite sequence {xk} ⊂ Rn satisfying ‖xk‖ → +∞ as
k → +∞,
lim
k→+∞
h
(
xk
)= sup
x∈Rn
h(x).
3. A Lipschitz optimization problem
Let us consider the following Lipschitz optimization problem:
(LOP)
{
minimize f (x)
subject to gi(x) :=
(
ai
)
x− bi  0, i = 1, . . . ,m
where ai ∈ Rn \ {0n}, bi ∈ R (i = 1, . . . ,m) and f : Rn → R is Lipschitz continuous on Rn , that is, there exists L > 0 such
that | f (x) − f (y)|  L‖x − y‖ for each x, y ∈ Rn . Let g(x) := maxi=1,...,m gi(x). Then, g is convex over Rn and ∂ g(x) =
co{ai : i ∈ I(x)} for each x ∈ Rn , where I(x) := {i: gi(x) = g(x), i = 1, . . . ,m}. Let D := {x ∈ Rn: g(x) 0}. Then, we assume
the following conditions:
(A1) D is compact.
(A2) g(0n) < 0 and f (0n) = 0.
(A3) D ⊂ Bn<(0n, r), with r > 0.
By Assumption (A1), D is a polytope. Moreover, since the objective function is continuous, (LOP) has a globally optimal
solution. By Assumption (A2), int D = ∅ and min(LOP)  0, where min(LOP) denotes the optimal value of (LOP). From
Assumptions (A2) and (A3) and the Lipschitz continuity of f , for each x ∈ D ,
f (x) < f (0n) + L‖x− 0n‖ < Lr. (1)
Moreover, we note that
⋃
x∈bd D ∂ g(x) is compact (see Rockafellar [12, Theorem 24.7]), and that under Assumption (A2),
0n /∈ ∂ g(x) for each x ∈ bd D. (2)
Furthermore, the following lemma holds.
Lemma 3.1.⋃
x∈V (D)
∂ g(x) =
⋃
x∈bd D
∂ g(x).
Proof. Since V (D) ⊂ bd D , ⋃x∈V (D) ∂ g(x) ⊂⋃x∈bd D ∂ g(x). Hence, we shall show that ⋃x∈V (D) ∂ g(x) ⊃⋃x∈bd D ∂ g(x). Let
x1 ∈ bd D . If dim{ai : i ∈ I(x1)} = n, then x1 ∈ V (D) and hence ∂ g(x1) ⊂⋃x∈V (D) ∂ g(x). Hence, we suppose that dim{ai : i ∈
I(x1)} < n. Then, there exists d1 ∈Rn \ {0n} such that (ai)d1 = 0 for each i ∈ I(x1). Let x2 = x1 + λ1d1 where
λ1 :=min
{−gi(x1)
(ai)d1
: (ai)d1 > 0, i ∈ {1, . . . ,m} \ I(x1)}.
Moreover, let i1 ∈ {1, . . . ,m} \ I(x1) satisfy (ai1 )d1 > 0 and −gi1 (x
1)
(ai1 )d1 = λ1. Since gi(x1) < 0 for each i ∈ {1, . . . ,m} \ I(x1),
λ1 > 0. Therefore, for each i ∈ {1, . . . ,m}, we have
gi
(
x2
)= gi(x1)+ λ1(ai)d1 = 0 if i ∈ I(x1),
gi
(
x2
)= gi(x1)+ λ1(ai)d1 < 0 if i /∈ I(x1) and (ai)d1  0,
gi
(
x2
)= gi(x1)+ λ1(ai)d1  gi(x1)− gi(x1)= 0 if i /∈ I(x1) and (ai)d1 > 0,
gi
(
x2
)= gi (x1)+ λ1(ai1)d1 = gi (x1)− gi (x1)= 0.1 1 1 1
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i∈I(x1)
μia
i
)
d1 = 0 for each μi ∈R
(
i ∈ I(x1)).
Since (ai1)d1 > 0,
dim
{
ai : i ∈ I(x2)} dim{ai : i ∈ I(x1)}+ 1.
By iterating this procedure, we can obtain xk ∈ V (D) such that ∂ g(xk) ⊃ ∂ g(xk−1) ⊃ · · · ⊃ ∂ g(x1). Consequently,⋃
x∈V (D) ∂ g(x) =
⋃
x∈bd D ∂ g(x). 
Let Gmin be a real number deﬁned as follows:
Gmin :=min
{‖y‖: y ∈ ∂ g(x) for some x ∈ V (D)}. (3)
Then, by (2) and Lemma 3.1, we have
Gmin =min
{
‖y‖: y ∈
⋃
x∈bd D
∂ g(x)
}
> 0. (4)
By incorporating penalty functions, (LOP) can be transformed into the following unconstrained optimization problem:⎧⎪⎨
⎪⎩
minimize fˆ (x) := f (x) + Lˆ
Gmin
m∑
i=1
gˆi(x)
subject to x ∈Rn,
(5)
where Lˆ > L and for each i ∈ {1, . . . ,m},
gˆi(x) :=max
{
0, gi(x)
}
. (6)
By the deﬁnition of gˆi , for each i ∈ {1, . . . ,m} and x ∈Rn ,
∂ gˆi(x) =
⎧⎪⎨
⎪⎩
{0n} if gi(x) < 0,
co
{
0n,a
i} if gi(x) = 0,{
ai
}
if gi(x) > 0.
(7)
Obviously, for each x ∈Rn ,
fˆ (x) f (x). (8)
Moreover, for each x ∈ D , since gi(x) 0 (i = 1, . . . ,m),
fˆ (x) = f (x). (9)
Then, the following theorems hold.
Theorem 3.2. The objective function fˆ of problem (5) is Lipschitz continuous on Rn, that is, for each x, y ∈Rn,
∣∣ fˆ (x) − fˆ (y)∣∣ (L + LˆGˆ
Gmin
)
‖x− y‖,
where
Gˆ :=
m∑
i=1
∥∥ai∥∥. (10)
Proof. By (6), the deﬁnition of gi (i = 1, . . . ,m) and the Lipschitz continuity of f , for each x, y ∈Rn ,∣∣ fˆ (x) − fˆ (y)∣∣

∣∣ f (x) − f (y)∣∣+ Lˆ
Gmin
m∑
i=1
∣∣max{0, gi(x)}−max{0, gi(y)}∣∣

∣∣ f (x) − f (y)∣∣+ Lˆ
Gmin
m∑∣∣gi(x) − gi(y)∣∣
i=1
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Gmin
m∑
i=1
∣∣(ai)(x− y)∣∣
 L‖x− y‖ + Lˆ
Gmin
‖x− y‖
m∑
i=1
∥∥ai∥∥
=
(
L + LˆGˆ
Gmin
)
‖x− y‖.
This completes the proof. 
Theorem 3.3. For problem (5), LˆGmin is an exact penalty parameter, that is, for each x
′ /∈ D, there exists x¯ ∈ D such that fˆ (x′) > fˆ (x¯).
Proof. Let x′ /∈ D and let x¯ be an optimal solution of the following convex programming problem:{
minimize p(x) := 1
2
(
x− x′)(x− x′)
subject to x ∈ D.
(11)
Then, from the optimality conditions of convex programming, we note that x′ = x¯ ∈ bd D and that −∇p(x¯) = μ(x′ − x¯) ∈
∂ g(x¯) for some μ > 0. By (4), μ‖x′ − x¯‖  Gmin. Since ∂ g(x¯) = co{ai : i ∈ I(x¯)}, there exists λi  0 (i ∈ I(x¯)) such that
μ(x′ − x¯) =∑i∈I(x¯) λiai and ∑i∈I(x¯) λi = 1. Moreover, by (7), λiai ∈ ∂ gˆi(x¯) for each i ∈ I(x¯). Since gˆi(x′) 0 (i = 1, . . . ,m),
gˆi(x¯) = 0 (i = 1, . . . ,m), gi(x¯) = 0 (i ∈ I(x¯)) and ‖x′ − x¯‖ > 0, from (9), we have
fˆ
(
x′
)− fˆ (x¯) = f (x′)− f (x¯) + Lˆ
Gmin
m∑
i=1
(
gˆi
(
x′
)− gˆi(x¯))
−L∥∥x′ − x¯∥∥+ Lˆ
Gmin
m∑
i=1
(
gˆi
(
x′
)− gˆi(x¯))
−L∥∥x′ − x¯∥∥+ Lˆ
Gmin
∑
i∈I(x¯)
(
gˆi
(
x′
)− gˆi(x¯))
−L∥∥x′ − x¯∥∥+ Lˆ
Gmin
∑
i∈I(x¯)
λi
(
gˆi
(
x′
)− gˆi(x¯))
−L∥∥x′ − x¯∥∥+ Lˆ
Gmin
∑
i∈I(x¯)
λi
(
gi
(
x′
)− gi(x¯))
= −L∥∥x′ − x¯∥∥+ Lˆ
Gmin
∑
i∈I(x¯)
λi
(
ai
)(
x′ − x¯)
= −L∥∥x′ − x¯∥∥+ Lˆ
Gmin
μ
∥∥x′ − x¯∥∥2
−L∥∥x′ − x¯∥∥+ Lˆ
Gmin
Gmin
∥∥x′ − x¯∥∥
> 0.
Therefore, for each x′ /∈ D , there exists x¯ ∈ D such that fˆ (x′) > fˆ (x¯). 
By Theorem 3.3, we note that x′ ∈ Rn is an optimal solution of problem (5) if and only if x′ solves (LOP). Moreover,
min(5) = min(LOP), where min(5) denotes the optimal value of problem (5). However, it is diﬃcult to solve problem (5)
directly. Therefore, we transform problem (5) into the following problem:
(MP)
{
minimize f¯ (u)
subject to u ∈ Bn+1 (0n+1, r),
where
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π(u) := (u1, . . . ,un)
(
u = (u1, . . . ,un+1) ∈Rn+1
)
. (12)
From the deﬁnition of f¯ , f¯ is continuous on Rn+1. Moreover, we note that the feasible set Bn+1 (0n+1, r) of (MP) is repre-
sented by the difference of two convex sets Rn+1 and Bn+1< (0n+1, r), that is, the feasible set is a dc set. Let D¯ be a subset
of Rn+1 deﬁned as follows:
D¯ := (D ×R+) ∩ Bn+1= (0n+1, r). (13)
Then, Lˆ(‖u‖ − r +max{0,−un+1}) = 0 for each u ∈ D¯ . Therefore, by (9), for each u ∈ D¯ ,
f¯ (u) = fˆ (π(u))= f (π(u)). (14)
Furthermore, the following theorems hold.
Theorem 3.4. The objective function f¯ of (MP) is Lipschitz continuous on Rn+1 , that is, for each u, uˆ ∈Rn+1 ,∣∣ f¯ (u) − f¯ (uˆ)∣∣ L¯‖u − uˆ‖,
where
L¯ := L + 2Lˆ + LˆGˆ
Gmin
. (15)
Proof. Let u, uˆ ∈Rn+1. Then, by Theorem 3.2, we have∣∣ f¯ (u) − f¯ (uˆ)∣∣
= ∣∣ fˆ (π(u))+ Lˆ(‖u‖ − r +max{0,−un+1})− fˆ (π(uˆ))− Lˆ(‖uˆ‖ − r +max{0,−uˆn+1})∣∣

∣∣ fˆ (π(u))− fˆ (π(uˆ))∣∣+ Lˆ∣∣‖u‖ − |uˆ‖∣∣+ Lˆ∣∣max{0,−un+1} −max{0,−uˆn+1}∣∣

(
L + LˆGˆ
Gmin
)∥∥π(u) − π(uˆ)∥∥+ Lˆ‖u − uˆ‖ + Lˆ‖u − uˆ‖
 L¯‖u − uˆ‖.
This completes the proof. 
Theorem 3.5. The objective function f¯ of (MP) is regular. Moreover,
argmin
{
f¯ (u): u ∈Rn+1}= {0n+1}.
Proof. By Assumption (A2), π(0n+1) = 0n ∈ D and hence f¯ (0n+1) = fˆ (0n)+ Lˆ(‖0n+1‖−r) = −Lˆr. Let u ∈Rn+1 \{0n+1}. Then,
f¯ (u) = fˆ (π(u)) + Lˆ(‖u‖ − r + max{0,−un+1}). Since max{0,−un+1}  0 and LˆGmin
∑m
i=1 gˆ(π(u))  0, from the Lipschitz
continuity of f , we have
f¯ (u) fˆ
(
π(u)
)+ Lˆ(‖u‖ − r)
= f (π(u))+ Lˆ
Gmin
m∑
i=1
gˆ
(
π(u)
)+ Lˆ(‖u‖ − r)
 f
(
π(u)
)+ Lˆ(‖u‖ − r)
 f (0n) − L
∥∥π(u)∥∥+ Lˆ(‖u‖ − r)
 f (0n) − Lˆr + Lˆ‖u‖ − L‖u‖
= f¯ (0n+1) + (Lˆ − L)‖u‖
> f¯ (0n+1).
Hence, argmin{ f¯ (u): u ∈Rn+1} = {0n+1}. Moreover, from the continuity of f¯ , f¯ is regular. 
Theorem 3.6. For each uˆ ∈ Rn+1 \ {0n+1}, the objective function f¯ of (MP) is a monotone increasing function on {u ∈ Rn+1: u =
αuˆ, α  0, α ∈R}, that is, for any α1,α2 ∈R (α1 > α2 > 0),
f¯ (α1uˆ) > f¯ (α2uˆ). (16)
Moreover, f¯ is coercive and sup{ f¯ (u): u ∈Rn+1} = +∞.
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From the Lipschitz continuity of f , we have
f
(
α1π(uˆ)
)+ Lˆ(α1‖uˆ‖ − r) − f (α2π(uˆ))− Lˆ(α2‖uˆ‖ − r)
= f (α1π(uˆ))− f (α2π(uˆ))+ (α1 − α2)Lˆ‖uˆ‖
−(α1 − α2)L
∥∥π(uˆ)∥∥+ (α1 − α2)Lˆ‖uˆ‖
−(α1 − α2)L‖uˆ‖ + (α1 − α2)Lˆ‖uˆ‖
= (α1 − α2)(Lˆ − L)‖uˆ‖
> 0. (17)
For every i ∈ {1, . . . ,m}, by the linearity of gi ,
gˆi
(
α2π(uˆ)
)=max{gi(α2π(uˆ)),0}
=max
{
α2
α1
gi
(
α1π(uˆ)
)+(1− α2
α1
)
gi(0n),0
}
. (18)
By (18) and Assumption (A2), if gi(α1π(uˆ)) > 0,
gˆi
(
α2π(uˆ)
)
 α2
α1
gi
(
α1π(uˆ)
)
< gi
(
α1π(uˆ)
)= gˆi(α1π(uˆ)). (19)
Moreover, we note that g¯i(α1π(uˆ)) = g¯i(α2π(uˆ)) = 0 if gi(α1π(uˆ)) 0. Hence, for every i ∈ {1, . . . ,m},
gˆi
(
α2π(uˆ)
)
 gˆi
(
α1π(uˆ)
)
. (20)
Furthermore, we have
max{0,−α1uˆn+1}max{0,−α2uˆn+1}. (21)
Therefore, by (17), (20) and (21) and the deﬁnition of f¯ , it follows that (16) holds.
Next, let {uk} ⊂ Rn+1 be an inﬁnite sequence satisfying ‖uk‖ → +∞ as k → +∞. Then, for each k, since gˆi(π(uk)) 0
(i = 1, . . . ,m) and max{0,−ukn+1} 0, from the Lipschitz continuity of f , we have
f¯
(
uk
)
 f
(
π
(
uk
))+ Lˆ(∥∥uk∥∥− r)
 f (0n) − L
∥∥π(uk)∥∥+ Lˆ(∥∥uk∥∥− r)
 (Lˆ − L)∥∥uk∥∥+ f (0n) − Lˆr. (22)
Since Lˆ − L > 0, f¯ (uk) → +∞ as k → +∞. Therefore, by Proposition 2.6, f¯ is coercive and sup{ f¯ (u): u ∈Rn+1} = +∞. 
By Theorem 3.6, (MP) is equivalent to the following problem:{
minimize f¯ (u)
subject to u ∈ Bn+1= (0n+1, r). (23)
Since the objective function is continuous and the feasible set is compact, problem (23) has a globally optimal solution. This
implies that there exists a globally optimal solution of (MP).
Theorem 3.7. Let u¯ ∈Rn+1 be a globally optimal solution of (MP). Then, u¯ ∈ D¯ , D¯ being the set deﬁned in (13).
Proof. From Theorem 3.6, u¯ ∈ Bn+1= (0n+1, r). For each u ∈ Rn+1 satisfying un+1 < 0, we have f¯ (u) − f¯ (u′) = −Lˆun+1 > 0,
where u′ := (u1, . . . ,un,−un+1) ∈ Rn+1. Hence, u¯n+1  0. In order to obtain a contradiction, we suppose that π(u¯) /∈ D .
From Theorem 3.3, there exists x ∈ D such that fˆ (x) < fˆ (π(u¯)). Let x¯ := (x1, . . . , xn,
√
r2 − ‖x‖2 ) ∈ Rn+1. Then, Lˆ(‖x¯‖ −
r +max{0,−x¯n+1}) = 0. Hence, from the deﬁnition of f¯ , f¯ (x¯) = fˆ (x) < fˆ (π(x¯)) f¯ (u¯). This contradicts the optimality of u¯
for (MP). Hence, π(u¯) ∈ D . Consequently, u¯ ∈ D¯ . 
Theorem 3.8. Let u¯ ∈ Rn+1 be a globally optimal solution of (MP). Then, π(u¯) solves (LOP). Conversely, let x′ = (x′1, . . . , x′n) ∈ Rn
be a globally optimal solution of (LOP). Then, x¯ ∈Rn+1 solves (MP), where x¯i := x′ for each i ∈ {1, . . . ,n} and x¯n+1 :=
√
r2 − ‖x′‖2 .i
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In order to obtain a contradiction, we suppose that there exists y = (y1, . . . , yn) ∈ D satisfying f (y) < f (π(u¯)). Then,
y¯ = (y1, . . . , yn+1) ∈ D¯ , where yn+1 :=
√
r2 − ‖y‖2. From the deﬁnition of f¯ , f¯ ( y¯) = f (y). Hence, f¯ ( y¯) < f (π(u¯)) = f¯ (u¯).
This contradicts the optimality of u¯. Therefore, π(u¯) is a globally optimal solution of (LOP).
Next, let x′ = (x′1, . . . , x′n) ∈ Rn be a globally optimal solution of (LOP). Then, we note that f¯ (x¯) = f (x′). In order to
obtain a contradiction, we suppose that uˆ ∈ Rn+1 is a globally optimal solution of (MP) satisfying f¯ (uˆ) < f¯ (x¯). Then, by
Theorem 3.7, uˆ ∈ D¯ . Hence, π(uˆ) is a feasible solution of (LOP). By (14), f¯ (uˆ) = f (π(uˆ)). Therefore, f (π(uˆ)) = f¯ (uˆ) <
f¯ (x¯) = f (x′). This contradicts the optimality of x′ . Consequently, x¯ solves (MP). 
Let min(MP) denote the optimal value of (MP). Then, from Theorem 3.7, min(LOP) =min(MP).
4. Quasi-conjugation
In the next section, we propose dual and bidual problems for (MP). The former is a problem maximizing a quasi-
conjugate function of f¯ , and the latter is minimizing a quasi-biconjugate function of f¯ . Therefore, in this section, we shall
show several useful properties of quasi-conjugation.
Let h be a function from Rn to R¯. Then, a quasi-conjugate function hR : Rn → R¯ has been proposed by Atteia and
El Qortobi [6] as follows:
hR(z) := − inf{h(u): zu  1}.
By the deﬁnition of hR , we note that hR(0n) = −∞ for any function h. Hence, in the case where h has an upper bound, it is
clear that hR is irregular. Therefore, in order to resolve such a drawback, another quasi-conjugate function hH :Rn → R¯ has
been proposed by Thach [1] as follows:
hH (z) :=
{− sup{h(u): u ∈Rn} if z = 0n,
− inf{h(u): zu  1} if z = 0n. (24)
In the next section, we construct a dual problem (DP) for (MP) by using the quasi-conjugate function f¯ H , where f¯ is the
objective function of (MP).
For each z ∈Rn \ {0n}, it follows from the deﬁnition of the quasi-conjugate function hH that
hH (z) = − inf{h(u): zu  1}− sup{h(u): u ∈Rn}= hH (0n). (25)
Moreover, the following propositions hold.
Proposition 4.1. (See Thach [1, Theorem 3.1].) For each function h :Rn →R, the quasi-conjugate function hH is quasi-convex on Rn.
Proposition 4.2. (See Konno, Thach and Tuy [11, Theorem 2.2 and Corollary 2.1].) Let h be a function from Rn to R¯.
(i) If h is a regular upper semi-continuous function, then hH is a coercive lower semi-continuous and satisﬁes
LhH (α) =
(Lh<(−α))◦ for each α  hH (0n).
(ii) If h is a coercive lower semi-continuous function, then hH is a regular upper semi-continuous and satisﬁes
LhH< (α) = int
((Lh(−α))◦) for each α ∈ R¯.
(iii) If h is regular continuous and coercive, then hH is regular continuous and coercive.
Proposition 4.3. Let h : Rn → R¯ be coercive and lower semi-continuous and let z ∈ Rn+1 \ {0n}. Then, there exists uz ∈ {u ∈
R
n: zu  1} satisfying hH (z) = −h(uz).
Proof. If h(u′) = sup{h(u): u ∈ Rn} for each u′ ∈ Rn satisfying zu′  1, we have hH (z) = −h(u′) for each u′ ∈ {u ∈
R
n: zu  1}. Hence, we assume that there exists uˆz ∈ {u ∈ Rn: zu  1} satisfying h(u′) < sup{h(u): u ∈ Rn}. Then,
the complement of Lh(h(uˆz)) is not empty. Since h is coercive and lower semi-continuous, Lh(h(uˆz)) is nonempty
and compact. We note that hH (z) = − inf{h(u): zu  1} = − inf{h(u): zu  1, u ∈ Lh(h(uˆz))}. Therefore, there exists
uz ∈ {u ∈Rn: zu  1, u ∈Lh(h(uˆz))} satisfying hH (z) = −h(uz). 
Proposition 4.4. Let h : Rn → R¯ be a coercive lower semi-continuous function. If h is monotone increasing on {u ∈ Rn: u =
αuˆ, α  0, α ∈R} for each uˆ ∈Rn \ {0n}, then hH is monotone increasing on {z ∈Rn: z = β zˆ, β  0, β ∈R} for each zˆ ∈Rn \ {0n}.
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hH is quasi-convex and regular. Hence,
hH (βˆ zˆ)max
{
hH (0n),h
H (zˆ)
}= hH (zˆ).
From Proposition 4.3, there exists u
βˆ zˆ ∈Rn satisfying (βˆ zˆ)uβˆ zˆ  1 and hH (βˆ zˆ) = −h(uβˆ zˆ). Since h is a monotone increasing
function on {u ∈Rn: u = αu
βˆ zˆ, α  0, α ∈R}, we have (βˆ zˆ)uβˆ zˆ = zˆ(βˆuβˆ zˆ) = 1 and (βˆ zˆ)(βˆuα zˆ) < 1. Thus,
hH (βˆ zˆ) = −h(u
βˆ zˆ) < −h(βˆuβˆ zˆ) hH (zˆ).
Moreover, by (25), hH (0n) hH (βˆ zˆ) < hH (zˆ). Therefore, hH is monotone increasing on {z ∈Rn: z = β zˆ, β  0, β ∈R}. 
Proposition 4.5. (See Konno, Thach and Tuy [11, Proposition 2.8].) For each function h : Rn → R¯, the quasi-biconjugate hHH is a
regular quasi-convex function satisfying
(i) hHH (x) h(x) for each x ∈Rn,
(ii) hHH (0n) = inf{h(x): x ∈Rn \ {0n}}.
Proposition 4.6. (See Konno, Thach and Tuy [11, Theorem 2.3].) Let h : Rn → R¯ be regular. Then, the quasi-biconjugate hHH is the
greatest regular quasi-convex function majorized by h.
By Theorems 3.5 and 3.6, f¯ is regular continuous, coercive and monotone increasing on {u ∈ Rn+1: u = αuˆ, α  0,
α ∈R} for each uˆ ∈Rn+1 \{0n+1}. Hence, from Propositions 4.1, 4.2 and 4.4, f¯ H is regular continuous, coercive, quasi-convex
and monotone increasing on {z ∈Rn+1: z = α zˆ, α  0, α ∈R} for each zˆ ∈Rn+1 \ {0n+1}. Moreover, from Theorem 3.6 and
the deﬁnition of the quasi-conjugate function,
f¯ H (0n+1) = −∞. (26)
Furthermore, the following theorem holds.
Theorem 4.7. For each z ∈Rn+1 \ {0n}, f¯ H (z) < Lˆr. Moreover,
sup
{
f¯ H (z): z ∈Rn+1}= Lˆr.
Proof. Obviously, f¯ H (0n+1) = −∞ < Lˆr. Let z ∈Rn+1 \ {0n+1}. Then, we note that
Bn+1
(
0n+1,
1
2‖z‖
)
⊂ {u ∈Rn+1: zu < 1}.
Hence, by Theorems 3.5, 3.6 and the continuity of f¯ , for each u′ ∈Rn+1 satisfying zu′  1,
f¯
(
u′
)
min
{
f¯ (u): u ∈ Bn+1=
(
0n+1,
1
2‖z‖
)}
> f¯ (0n+1) = −Lˆr.
Therefore, f¯ H (z) < Lˆr.
Let {zk} ⊂ Rn+1 satisfy ‖zk‖ → +∞ as k → +∞. Without loss of generality, we can assume that zk = 0n+1 for each k ∈
{1,2, . . .}. Then, for each k ∈ {1,2, . . .}, (zk) zk‖zk‖2 = 1. Hence, f¯ H (zk)− f¯ ( z
k
‖zk‖2 ) for each k ∈ {1,2, . . .}. Since z
k
‖zk‖2 → 0n+1
as k → +∞, by the continuity of f¯ ,
Lˆr  limsup
k→+∞
f¯ H
(
zk
)
 lim inf
k→+∞
f¯ H
(
zk
)
− lim
k→+∞
f¯
(
zk
‖zk‖2
)
= − f¯ (0n+1) = Lˆr.
Therefore, sup{ f¯ H (z): z ∈Rn+1} = Lˆr. 
Next, we consider the quasi-biconjugate function f¯ HH (= f¯ H )H of f¯ . Since f¯ H is regular continuous, coercive and
monotone increasing on {z ∈ Rn+1: z = α zˆ, α  0, α ∈ R} for each zˆ ∈ Rn+1 \ {0n+1}, from Propositions 4.1, 4.2 and 4.4,
f¯ HH is regular continuous, coercive, quasi-convex and monotone increasing on {u ∈Rn+1: u = αuˆ, α  0, α ∈R} for each
uˆ ∈Rn+1 \ {0n+1}. Moreover, by Proposition 4.5, 4.6 and Theorem 3.5, f¯ HH is the greatest function majorized by f¯ , and
inf
{
f¯ HH (u): u ∈Rn+1}= f¯ HH (0n+1) = f¯ (0n+1) = −Lˆr. (27)
Furthermore, the following theorem holds.
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sup
{
f¯ HH (u): u ∈Rn+1}= +∞.
Proof. Let {uk} ⊂ Rn+1 satisfy ‖uk‖ → +∞ as k → +∞. Without loss of generality, we can assume that uk = 0k+1 for
each k. Then, for each k, since ( u
k
‖uk‖k )
uk = 1, we have
f¯ HH
(
uk
)= − inf{ f¯ H (z): zuk  1}− f¯ H( uk‖uk‖2
)
.
Hence, since ‖ uk‖uk‖2 ‖ = 1‖uk‖ → +∞ as k → +∞, from the continuity of f¯ H ,
lim
k→+∞
f¯ HH
(
uk
)
− lim
k→+∞
f¯ H
(
uk
‖uk‖2
)
= − f¯ H (0n+1) = +∞.
Therefore, sup{ f¯ HH (u): u ∈Rn+1} = +∞. 
5. Dual and bidual problems
In this section, we consider the following dual problem for (MP) with the quasi-conjugate function f¯ H :
(DP)
⎧⎪⎨
⎪⎩
maximize f¯ H (z)
subject to z ∈ Bn+1< (0n+1, r)◦ = Bn+1
(
0n+1,
1
r
)
.
We remember that the feasible set of (MP) can be represented as the complement of Bn+1< (0n+1, r). Hence, (DP) is a problem
to maximize the quasi-conjugate function of the objective function of (MP) over the polar set of Bn+1< (0n+1, r). Moreover, by
the discussion in Section 4 and the deﬁnition of the polar set, we note that f¯ H is a regular coercive continuous quasi-convex
function and that the feasible set of (DP) is a compact convex set. Therefore, (DP) is a quasi-convex maximization problem.
Let max(DP) denote the optimal value of (DP). Then, we shall prove that each optimal value of (MP) and (DP) coincides
with the multiplication of the other by −1, and that each optimal solution of them is computed by dividing the other by
the square of its norm.
Theorem 5.1.
−∞ < max(DP) Lˆr.
Proof. Let z′ = (0, . . . ,0, 1r ) , u′ = (0, . . . ,0, r) ∈ Rn+1. Then, z′ ∈ Bn+1= (0n+1, 1r ) ∩ {z ∈ Rn+1: zn+1  0}, u′ ∈
Bn+1= (0n+1, r) ∩ D¯ , and (z′)u′ = 1. Hence,
max(DP) f¯ H
(
z′
)
− f¯ (u′)= − f (π(u′))= − f (0n) > −∞.
Moreover, by Theorem 4.7, max(DP) Lˆr. 
Theorem 5.2. Let u¯ be a globally optimal solution of (MP). Then, f¯ H (z¯) = − f¯ (u¯), where z¯ := u¯‖u¯‖2 .
Proof. By Theorem 3.6, u¯ ∈ Bn+1= (0n+1, r). Hence, ‖z¯‖ = ‖u¯‖‖u¯‖2 = 1r . Moreover, since {u ∈Rn+1: z¯u  1} ⊂ Bn+1 (0n+1, r) and
z¯u¯ = 1, it follows from Theorem 3.6 that
− f¯ (u¯) f¯ H (z¯) = − inf{ f¯ (u): z¯u  1}
− inf{ f¯ (u): u ∈ Bn+1 (0n+1, r)}= − f¯ (u¯).
Therefore, f¯ H (z¯) = − f¯ (u¯). 
Theorem 5.3. Let z¯ be a globally optimal solution of (DP). Then, f¯ H (z¯) = − f¯ (u¯), where u¯ := z¯‖z¯‖2 .
Proof. By Proposition 4.4, ‖z¯‖ = 1r . Hence, ‖u¯‖ = ‖z¯‖‖z¯‖2 = 1‖z¯‖ = r. Moreover, z¯u¯ = 1. From Proposition 4.3, there exists
u′ ∈ {u ∈Rn+1: z¯u  1} such that f¯ H (z¯) = − f¯ (u′). Then, f¯ (u′) f¯ (u¯). In order to obtain a contradiction, we suppose that
u′ = u¯. Notice that
Bn+1(0n+1, r) ∩
{
u ∈Rn+1: z¯u  1}= {u¯}. (28)
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r
‖u′‖u
′ and z′′ = u′′
r2
. Then, ‖u′′‖ = r. By (28), z¯u′′ < 1. Moreover, we get that ‖z′′‖ = 1r and (z′′)u′′ = 1. By Theorem 3.6,
f¯ H (z¯) = − f¯ (u′)< − f¯ (u′′) f¯ H(z′′).
This contradicts the optimality of z¯ for (DP). Therefore, u′ = u¯, that is, f¯ H (z¯) = − f¯ (u¯). 
Theorem 5.4. Let u¯, z¯ ∈Rn+1 \ {0n+1} satisfy z¯ = u¯‖u¯‖2 . Then, u¯ is a globally optimal solution of (MP) if and only if z¯ solves (DP).
Proof. Firstly, we assume that u¯ solves (MP). Then, by Theorem 5.2, f¯ H (z¯) = − f¯ (u¯). In order to obtain a contradiction, we
suppose that z¯ is not a globally optimal solution of (DP). Then, there exists z′ ∈ Bn+1 (0, 1r ) such that f¯ H (z′) > f¯ H (z¯). Since
f¯ H (0n+1) = −∞, z′ = 0n+1. By Proposition 4.4, without loss of generality, we can assume that z′ ∈ Bn+1= (0n+1, 1r ). Then, from
Proposition 4.3, there exists u′ ∈ {u ∈ Rn+1: (z′)u  1} such that f¯ H (z′) = − f¯ (u′). Since (z′)u′  1, u′ ∈ Bn+1 (0n+1, r),
that is, u′ is a feasible solution of (MP). Moreover, we have
f¯
(
u′
)= − f¯ H(z′)< − f¯ H (z¯) = f¯ (u¯).
This contradicts the optimality of u¯ for (MP). Therefore, z¯ is a globally optimal solution of (DP).
Secondly, we assume that z¯ solves (DP). Then, ‖z¯‖ = 1r , u¯ = z¯‖z¯‖2 , f¯ H (z¯) = − f¯ (u¯) by Theorem 5.3. In order to obtain
a contradiction, we suppose that u¯ is not a globally optimal solution of (MP). Then, there exists u′ ∈ Bn+1 (0n+1, r) such
that f¯ (u′) < f¯ (u¯). By Theorem 3.6, ‖u′‖ = r. Since Bn+1 (0n+1, r) ∩ {u ∈ Rn+1: z¯u  1} = {u¯}, z¯u′ < 1. Let z′ := u
′
r2
. Then,
‖z′‖ = 1r and (z′)u′ = 1. Hence, we have
f¯ H
(
z′
)
− f¯ (u′)> − f¯ (u¯) = f¯ H (z¯).
This contradicts the optimality of z¯ for (DP). Consequently, u¯ solves (MP). 
Corollary 5.5.
max(DP) = −min(MP).
Proof. Let z¯ be a globally optimal solution of (DP) and let u¯ := z¯‖z¯‖2 . By Theorem 5.3, f¯ H (z¯) = − f¯ (u¯). Moreover, from
Theorem 5.4, u¯ solves (MP). Therefore,
max(DP) = f¯ H (z¯) = − f¯ (u¯) = −min(MP).
This completes the proof. 
Corollary 5.6. Let z¯ be a globally optimal solution of (DP). Then, z¯ ∈ Bn+1= (0n+1, 1r ) and z¯ /∈ (D ×R+)so .
Proof. Let z¯ be a globally optimal solution of (DP) and let u¯ := z¯‖z¯‖2 . By Theorems 5.4 and 3.7, u¯ is a globally optimal
solution of (MP) and hence u¯ ∈ D¯ = (D ×R+)∩ Bn+1= (0n+1, r). Therefore, ‖z¯‖ = 1r . Moreover, since u¯ ∈ D ×R+ and z¯u¯ = 1,
z¯ /∈ (D ×R+)so. 
Next, let us consider the following bidual problem for (MP):
(BDP)
⎧⎨
⎩
minimize f¯ HH (u)
subject to u ∈Rn+1 \ int
(
Bn+1
(
0n+1,
1
r
)◦)
= Bn+1 (0n+1, r).
From the discussion of Section 4, we note that f¯ HH is a regular coercive continuous quasi-convex function. Moreover, f¯ HH
is the greatest function majorized by f¯ . Hence, (BDP) is an underestimation of (MP).
Let min(BDP) denote the optimal value of (BDP). Since f¯ H is a regular coercive continuous quasi-convex function, it
follows from Theorem 4.3 in Konno, Thach and Tuy [11] that
min(BDP) = −max(DP) =min(MP). (29)
Moreover, since it follows from Proposition 4.4 that f¯ HH is a monotone increasing function on {u ∈ Rn+1: u = αuˆ,
α  0, α ∈R} for each uˆ ∈Rn+1 \ {0n+1}, the following theorems hold.
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f¯ HH (u¯) = − f¯ H (z¯),
where u¯ := z¯‖z¯‖2 .
Proof. By replacing f¯ with f¯ HH , we can complete the proof of this theorem in the same way as Theorem 5.3. 
Theorem 5.8. Let u¯ be a globally optimal solution of (BDP). Then,
f¯ HH (u¯) = − f¯ H (z¯),
where z¯ := u¯‖u¯‖2 .
Proof. By replacing f¯ with f¯ HH , we can prove this theorem in the same way as Theorem 5.2. 
Theorem 5.9. Let u¯, z¯ ∈Rn+1 \ {0n+1} satisfy z¯ = u¯‖u¯‖2 . Then, u¯ is a globally optimal solution of (BDP) if and only if z¯ solves (DP).
Proof. By replacing f¯ and (MP) with f¯ HH and (BDP) respectively, we can complete the proof of this theorem in the same
way as Theorem 5.4. 
Theorem 5.10. Both the sets of all globally optimal solutions of (MP) and (BDP) coincide.
Proof. This theorem follows from Theorems 5.4 and 5.10. 
6. Overestimation and outer approximation method for the dual problem
6.1. Overestimation
In Section 5, the dual problem (DP) for (MP) has been constructed as a quasi-convex maximization problem. However, it
is hard to solve (DP) directly. Therefore, in this section, we consider the following relaxed problem for (DP):
(RDP)
{
maximize f¯ H (z)
subject to z ∈ S,
where S ⊂Rn+1 is a polytope satisfying S ⊃ Bn+1 (0n+1, 1r ). Then, we have max(RDP)max(DP), where max(RDP) denotes
the optimal value of (RDP). Moreover, since f¯ H is quasi-convex, there exists a vertex v of S satisfying f¯ H (v) = max(RDP),
that is, max{ f¯ H (v): v ∈ V (S)} =max(RDP). Hence, max{ f¯ H (v): v ∈ V (S)} is an upper bound of max(DP).
To overestimate max(DP) more easily, for each v ∈ Bn+1 (0n+1, 1r ), we deﬁne R(v) :=
√
2r(r − 1‖v‖ ) and w(v) := r‖v‖ v . For
each v ∈ V (S), since ‖v‖ 1r , vw(v) = r‖v‖ vv = r‖v‖ 1. Therefore, for each v ∈ V (S) and u ∈ Bn+1= (0n+1, r) satisfying
〈v,u〉 1, we have∥∥w(v) − u∥∥=√w(v)w(v) + uu − 2w(v)u
=
√
2r2 − 2r‖v‖ v
u 
√
2r2 − 2r‖v‖ = R(v). (30)
Moreover, since S ⊃ Bn+1= (0n+1, 1r ), S◦ ⊂ Bn+1= (0n+1, r). This implies that
Bn+1= (0n+1, r) ⊂Rn+1 \ int S◦ =
⋃
v∈V (S)
{
u ∈Rn+1: vu  1}. (31)
From (30), (31) and the Lipschitz continuity of f¯ , we have
max(DP) = −min(MP) = −min(23) max
v∈V (S)
− f¯ (w(v))+ L¯R(v), (32)
where L¯ is deﬁned in (15). Therefore, by calculating maxv∈V (S) − f¯ (w(v))+ L¯R(v), we can overestimate max(DP). Since the
number of vertices of S is ﬁnite, we can obtain this overestimation easily.
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(LOP) as follows:{
minimize f (x) := −x
subject to g1(x) := −x− 1
2
 0, g2(x) := x− 1
2
 0, x ∈R.
Now, we set L := 1, Lˆ := 2 and r := 1. Moreover, according to (3), (10) and (15), we get Gmin = 1, Gˆ = 2 and L¯ = 9. Then,
from (5) and (12), fˆ :R→R and f¯ :R2 →R can be formulated as follows:
fˆ (x) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−3x− 1 if x < −1
2
,
−x if −1
2
 x < 1
2
,
x− 1 if x 1
2
,
f¯ (u) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−3u1 − 1+ 2
(‖u‖ − 1+max{0,−u2}) if u1 < −1
2
,
−u1 + 2
(‖u‖ − 1+max{0,−u2}) if −1
2
 u1 <
1
2
,
u1 − 1+ 2
(‖u‖ − 1+max{0,−u2}) if u1  1
2
,
where u = (u1,u2) ∈ R2. We note that x∗ = 12 is a globally optimal solution of (LOP) and problem (5). Moreover, u∗ =
( 12 ,
√
3
2 ) and z
∗ = ( 12 ,
√
3
2 ) are optimal solutions of (MP) and (DP), respectively. Then, we have
max(DP) = −min(MP) = −min(LOP) = 1
2
. (33)
Let v1 = (0,2) , v2 = (√3,−1) , v3 = (−√3,−1) and S = co{v1, v2, v3}. It is clear that V (S) = {v1, v2, v3}. We note
that R(v1) = R(v2) = R(v3) = 1. Moreover, for each i = 1,2,3, we obtain w(v i) and f¯ (w(v i)) − L¯R(v i) as follows:
w
(
v1
)= (0,1), f¯ (w(v1))− L¯R(v1)= −9,
w
(
v2
)= (
√
3
2
,−1
2
)
, f¯
(
w
(
v2
))− L¯R(v2)=
√
3
2
− 9,
w
(
v3
)= (−
√
3
2
,−1
2
)
, f¯
(
w
(
v3
))− L¯R(v3)= 3
√
3
2
− 9.
Hence − f¯ (w(v1)) + L¯R(v1) = max{− f¯ (w(v i)) + L¯R(v i): i = 1,2,3} = 9. Therefore, we have max(DP)  − f¯ (w(v1)) +
L¯R(v1).
6.2. Outer approximation method
By utilizing the overestimation in Section 6.1, we propose an outer approximation algorithm for solving (DP) as follows:
Algorithm OA
Step 0: Set a tolerance τ > 0. Construct a polytope S1 ⊂ Rn satisfying S1 ⊃ Bn+1 (0n+1, 1r ). Calculate the vertex set V (S1).
Set k = 1 and go to Step 1.
Step 1: Choose v(k) ∈ V (Sk) satisfying
− f¯ (w(v(k)))+ L¯R(v(k))=max{− f¯ (w(v))+ L¯R(v): v ∈ V (Sk)}.
Go to Step 2.
Step 2: If ‖v(k)‖ 1r + τ , then stop: v(k) and w(v(k)) are approximate solutions of (DP) and (MP), respectively. Otherwise,
go to Step 3.
Step 3: Construct Sk+1 as follows:
Sk+1 := Sk ∩
{
z ∈Rn: 	k(z) 0
}
,
where
	k(z) := 1r‖v(k)‖ v(k)
z − 1
r2
.
Calculate the vertex set V (Sk+1). Set k ← k + 1 and return to Step 1.
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	k(z) = 1r‖v(k)‖ v(k)
z − 1
r2
 1
r‖v(k)‖
∥∥v(k)∥∥ · ‖z‖ − 1
r2
 1
r‖v(k)‖
∥∥v(k)∥∥ · 1
r
− 1
r2
= 0.
Hence, we have
S1 ⊃ S2 ⊃ · · · ⊃ Sk ⊃ · · · ⊃ Bn+1
(
0n+1,
1
r
)
.
Moreover, for each k ∈ {1,2, . . .}, since Sk is a polytope and v(k) ∈ V (Sk),∥∥v(k)∥∥> 1
r
. (34)
This implies that 	k(v(k)) > 0 and that v(k) /∈ Sk+1.
Now, we assume that τ = 0. Then, by (34), we note that Algorithm OA does not terminate within a ﬁnite number of
iterations. Hence, {v(k)} is an inﬁnite sequences. Since {v(k)} ⊂ S1 and S1 is compact, {v(k)} has an accumulation point.
Moreover, it is shown that every accumulation point of {v(k)} belongs to Bn+1 (0n+1, 1r ) (see, e.g., Theorems II.1 and II.2 in
Horst and Tuy [13]). Furthermore, the following theorem holds.
Theorem 6.2. Assume that τ = 0. Then, every accumulation point of {v(k)} is a globally optimal solution of (DP).
Proof. Let {v(kq)} ⊂ {v(k)} such that v(kq) → v¯ as q → +∞. Since ‖v(kq)‖ > 1r for each q ∈ {1,2, . . .} and v¯ ∈ Bn+1 (0n+1, 1r )
(see, e.g., Theorems II.1 and II.2 in Horst and Tuy [13]), we have ‖v¯‖ = 1r = 0. Then, ‖w(v¯)‖ = r, that is, w(v¯) ∈
Bn+1 (0n+1, r). Hence, f¯ (w(v¯))min(MP).
Since {v(kq)} ⊂ Bn+1 (0n+1, 1r ), we have limq→+∞ R(v(kq)) = R(v¯) = 0 and limq→+∞ w(v(kq)) = w(v¯). By the continuity
of f¯ and (32), it follows that
min(MP) lim
q→+∞ f¯
(
w
(
v(kq)
))− L¯R(v(kq))= f¯ (w(v¯)).
Therefore, f¯ (w(v¯)) = min(MP), that is, w(v¯) is a globally optimal solution of (MP). Since w(v¯)‖w(v¯)‖2 = v¯ , it follows from
Theorem 5.4 that v¯ is a globally optimal solution of (DP). 
From Theorem 6.2, we note that Algorithm OA terminates within a ﬁnite number of iterations and calculates approximate
solutions of (DP) and (MP) by setting τ > 0.
7. Conclusions
In this paper, we have transformed the Lipschitz optimization problem (LOP) into (MP) minimizing a Lipschitz continuous
function over a dc set, which can be described as the difference of two convex sets Rn+1 and Bn+1< (0n+1, r). Besides, for
(MP), we have deﬁned the dual problem (DP) and the bidual problem (BDP) by applying the quasi-conjugate and quasi-
biconjugate functions deﬁned by Thach [1]. By the properties of quasi-conjugation, the objective functions of (DP) and (BDP)
are quasi-convex. Despite there is no guarantee that the objective function of (MP) is quasi-convex, we have proved that
each optimal value of (MP) and (DP) coincides with the multiplication of the other by −1, and that each optimal solution of
them is computed by dividing the other by the square of its norm. Moreover, we have shown that both sets of all globally
optimal solutions of (MP) and (BDP) coincide. Furthermore, by using the quasi-convexity of the objective function of (DP),
we have proposed the overestimation procedure and an outer approximation algorithm for (DP). By constructing a sequence
of polytopes approximating the feasible set of (DP) from outside, the proposed algorithm calculates approximate solutions
of (DP) and (MP).
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