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1. Introduction
Let N r , r  2, denote the positive integer lattice points. For the elements of N r we use bold symbols m, n and so forth.
Further we will assume usual partial ordering for elements of N r , i.e. for n = (n1,n2, . . . ,nr) and m = (m1,m2, . . . ,mr)
m n iff mi  ni for all i = 1,2, . . . , r. The strict inequality m ≺ n is deﬁned as follows: m ≺ n iff m n and m = m. Let
us observe that n ∈ N r can diverge to inﬁnity in different ways; we assume that n −→ +∞ means max1ir ni −→ +∞.
We also use |n| for ∏ri=1 ni and [x] for the integral part of x. Following Smythe [25], let d(x) = card{n ∈ N r; |n| = [x]} and
M(x) = card{n ∈ N r; |n| [x]} =∑[x]k=1 d(k) for x 1. Then
M(x) = O (x(log+ x)r−1) and d(x) = o(xδ) ∀δ > 0 as x −→ ∞. (1.1)
The concept of independent random variables belongs to the fundamental ones of the classical probability theory. In recent
years different types of dependence structures of random variables, taking the roots in stochastical models in physics,
chemistry, biology, etc., are intensively studied.
The new classes of positively and negatively dependent random variables were introduced in 60s, and later on the
concept of association.
Joag-Dev and Proschan [10] introduced the deﬁnition of negative association and showed that many of the well-known
multivariate distributions possess the negatively associated property, for example, multivariate hypergeometric, negatively
correlated normal distribution, random sampling without replacement, etc.
Also, they have showed that the class of negatively associated random variables is the only one among the different
types of negative dependence which has the important property of being closed under formation of nondecreasing function
of disjoint sets of random variables.
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of N r and any pair of coordinatewise nondecreasing functions f1 and f2
Cov
(
f1(Xi, i ∈ A), f2(Xj, j ∈ B)
)
 0
whenever f1 and f2 are such that the covariance exists.
In many papers one can ﬁnd some interesting results concerning sequences or ﬁelds of negatively associated random
variables. We refer only to some of them; for sequences: Newman and Wright [17] (the central limit theorem), Matula [15]
(the three series theorem), Shao [22] (the Rosenthal maximal inequality, the Kolmogorov exponential inequality), Shao and
Su [23] (the law of iterated logarithm), Lee, Seo and Kim [12] (the suﬃcient and necessary condition for complete conver-
gence in the law of large numbers for some class of arrays of random variables), Jing and Liang [9] (strong limit theorems
for weighted sums of random variables) and for ﬁelds: Roussas [21] (the central limit theorem for weakly stationary ﬁelds),
Zhang and Wen [28] (the Rosenthal maximal inequality), Xia and Chu [27] (the convergence rates in the law of iterated
logarithm, the Rosenthal maximal inequality for identically distributed random variables), Li [14] (the convergence rates in
the law of iterated logarithm). One can ﬁnd more interesting results in the recent monograph of Bulinski and Shashkin [4].
Let
ρ∗(k) = sup
S,T
(
sup
X∈L2(FS ),Y∈L2(FT )
|Cov(X, Y )|√
Var X · Var Y
)
,
where the supremum is taken over all S, T ⊂ N r , with dist(S, T ) k (dist(S, T ) =
√
infx∈S,y∈T
∑r
i=1(xi − yi)2) and let FW
denote the σ -ﬁeld generated by the random variables {Xi, i ∈ W ⊂ N r}.
Deﬁnition 1.2. A random ﬁeld {Xn, n ∈ N r} is said to be ρ∗-mixing if
lim
k−→∞
ρ∗(k) < 1.
The ρ∗-mixing random variables were investigated by Bryc and Smolenski [3] (moment inequalities of partial sums),
Bradley [1,2] (equivalent mixing conditions and various limit properties), Peligrad [18] (a moment inequality of maximal
partial sums for sequences), Peligrad and Gut [19] (a moment inequality of maximal partial sums for ﬁelds and almost sure
results of Marcinkiewicz–Zygmund type).
Most of results concerning limit theorems, especially for random ﬁelds, are obtained for identically distributed random
variables. Pruss [20] introduced the following concept of regular cover which he has used to study sequences without the
identical distribution assumption.
Deﬁnition 1.3. Let {X1, X2, . . . , Xn} be random variables, and X be a random variable possibly deﬁned on a different proba-
bility space. Then, {X1, X2, . . . , Xn} are said to be a regular cover of (the distribution of) X if
E
(
G(X)
)= 1
n
n∑
k=1
E
(
G(Xk)
)
,
for any measurable function G for which both sides make sense.
In this paper we consider the concept of weak boundedness which is much less restricting than the concept of regular
cover.
Deﬁnition 1.4. The random variables {Xk, k ∈ N r} are weakly bounded by random variable ξ (possibly deﬁned on a differ-
ent probability space) iff there exist some constants c1, c2 > 0, n0 ∈ N r and x0 > 0 such that for every x > x0 and n  n0 ,
n ∈ N r
c1 · P
[|ξ | > x] 1|n|
∑
kn
P
[|Xk| > x] c2 · P[|ξ | > x]. (1.2)
Clearly, the regular cover implies weak boundedness. If only the right-hand side inequality is satisﬁed we say that the
random ﬁeld {Xn, n ∈ N r} and the random variable ξ satisfy the weak mean dominating condition.
In this note we consider the ﬁelds of random variables with nonidentical distributions and generalize the Baum–Katz
result on rate of convergence in the Marcinkiewicz–Zygmund strong law of large numbers. In Section 2 we consider the
negatively associated nonidentically distributed random ﬁelds and obtain the suﬃcient condition for
A. Kuczmaszewska, Z.A. Lagodowski / J. Math. Anal. Appl. 380 (2011) 571–584 573∑
n
|n|αp−2P
[
max
jn
|S j| > ε|n|α
]
< ∞ for all ε > 0, (1.3)
when αp > 1, α > 12 .
Moreover, under the weak boundedness assumption, the necessary and suﬃcient condition for the above mentioned
rate of convergence in non-i.d. case is given. The theorems of this section generalize the results of Mikusheva (cf. Bulinski
and Shashkin [4, p. 239]). In Section 3 we give the analogous results for ρ∗-mixing random ﬁelds which are generaliza-
tions of results given by Peligrad and Gut [19] to the nonidentical distributions case. Section 4 contains the results for
martingale random ﬁelds. First of all we present a maximal moment inequality and apply it to obtain the Baum–Katz type
theorem. Most results concerning rate of convergence in the Marcinkiewicz SLLN for martingales were obtained in the one-
dimensional case. We refer to Lagodowski and Rychlik [11], Elton [5], Lesigne and Volny [13], Stoica [26] and Ghosal and
Chandra [7] for martingale arrays.
At the end of this section, we introduce some useful notations and refresh the lemma given by Gut [8].
Let us put
X ′i = Xi I
[|Xi| A], X ′′i = Xi I[|Xi| > A],
X∗i =min
{
A, |Xi|
}
sgn(Xi)
and
ξ ′ = ξ I[|ξ | A], ξ ′′ = ξ I[|ξ | > A],
ξ∗ =min{A, |ξ |} sgn(ξ)
for some A > 0.
Following Gut [8, Lemma 2.1], we have
Lemma 1.1. Let {Xn, n ∈ N r} be a ﬁeld of random variables satisfying the weakmean dominating conditionwith themean dominating
random variable ξ . Let s > 0.
(I) If E|ξ |s < ∞, then 1|n|
∑
kn E|Xk|s  C E|ξ |s .
(II) 1|n|
∑
kn E|X ′k|s  C(E|ξ ′|s + As P [|ξ | > A]).
(III) 1|n|
∑
kn E|X ′′k|s  C E|ξ ′′|s .
(IV) 1|n|
∑
kn E|X∗k|s  C E|ξ∗|s .
Proof. The proof is based on the well-known fact that for any random variable X with E|X |s < ∞
E|X |s = s
∞∫
0
xs−1P
[|X | > x]dx. 
2. Negatively associated random ﬁelds
We start this section with the following lemma useful in the proofs of the main results.
Lemma 2.1. Let {Xn, n ∈ N r} be a ﬁeld of negatively associated random variables with E Xn = 0 for n ∈ N r . Then for q  2, there
exists a positive constant C = C(q) such that
Emax
kn
|Sk|q  C
{(
log2 |n|
)qr(∑
kn
E X2k
)q/2
+
∑
kn
E|Xk|q
}
, ∀n ∈ N r . (2.1)
Proof. Zhang and Wen [28, Lemma A.2] proved that under the above assumptions for all q  2, there exists a positive
constant C ′ = C ′(q) such that
Emax
kn
|Sk|q  C ′
{(
Emax
kn
|Sk|
)q +
(∑
kn
E X2k
)q/2
+
∑
kn
E|Xk|q
}
, ∀n ∈ N r .
It is easy to see that
(
Emax |S i|
)q

{
E
(
max |S i|
)2}q/2
.in in
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E
(
max
in
|S i|
)2
 C(log2 n1 · · · log2 nr)2
∑
kn
E X2k,
and by the estimation log2 n1 · · · log2 nr < (log2 |n|)r , we obtain
E
(
max
in
|S i|
)2
 C
(
log2 |n|
)2r ∑
kn
E X2k.  (2.2)
Lemma 2.1 allows us to prove the following result.
Theorem 2.1. Let {Xn, n ∈ N r} be a negatively associated random ﬁeld. Let αp > 1, α > 12 and for some q 2,
(i)
∑
n |n|αp−2
∑
in P [|Xi| > |n|α] < ∞,
(ii)
∑
n |n|α(p−q)−2
∑
in E(|Xi|q I[|Xi| |n|α]) < ∞,
(iii)
∑
n |n|α(p−q)−2(log2 |n|)qr(
∑
in E(X
2
i I[|Xi| |n|α]))q/2 < ∞,
(iv) maxjn |
∑
ij E(Xi I[|Xi| |n|α])| = o(|n|α).
Then (1.3) holds.
Proof. Let X∗n,i = Xi I[|Xi| |n|α] + |n|α I[Xi > |n|α] − |n|α I[Xi < −|n|α] for 1 i n and S∗n,j =
∑
in(X
∗
n,i − E X∗n,i).
Let C be a positive constant which is not the same in each of its appearances.
Moreover, let us observe that using the Chebyshev inequality we get
P
[
max
jn
∣∣∣∣
∑
ij
(|n|α I[|Xi| > |n|α]+ |n|α P[|Xi| > |n|α])
∣∣∣∣> |n|α ε2
]
 P
[∑
in
(
I
[|Xi| > |n|α]+ P[|Xi| > |n|α])> ε2
]
 4
ε
∑
in
P
[|Xi| > |n|α]. (2.3)
By simple computations, using (2.3) and the assumptions (i) and (iv), we obtain the following estimation
P
[
max
jn
|S j| > ε|n|α
]
 P
[
max
jn
|S j| > ε|n|α, |X1| |n|α, . . . , |Xn| |n|α
]
+ P
[
max
jn
|S j| > ε|n|α, |X1| > |n|α ∪ · · · ∪ |Xn| > |n|α
]
 P
[
max
jn
∣∣∣∣
∑
ij
Xi I
[|Xi| |n|α]
∣∣∣∣> ε|n|α
]
+
∑
in
P
[|Xi| > |n|α]
 P
[
max
jn
∣∣S∗n,j∣∣> ε|n|α −
∑
in
|n|α(I[|Xi| > |n|α]+ P[|Xi| > |n|α])
−max
jn
∣∣∣∣
∑
ij
E
(
Xi I
[|Xi| |n|α])
∣∣∣∣
]
+
∑
in
P
[|Xi| > |n|α]. (2.4)
Furthermore, using the Cr inequality, we can estimate E|X∗n,i|q in the following way
E
∣∣X∗n,i∣∣q  C{E(|Xi|q I[|Xi| |n|α])+ |n|αq · P[|Xi| > |n|α]}. (2.5)
Thus, by (2.4), the Chebyshev inequality, Lemma 2.1 and (2.5), we get
P
[
max
jn
|S j| > ε|n|α
]
 C|n|αq
{(
log2 |n|
)qr(∑
E X∗n,i
2
)q/2
+
∑
E
∣∣X∗n,i∣∣q
}
+
∑
P
[|Xi| > |n|α]ni in in
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{
|n|−qα
[(
log2 |n|
)qr(∑
in
E
(
X2i I
[|Xi| |n|α])
)q/2
+
∑
in
E
(|Xi|q I[|Xi| |n|α])
]
+
∑
in
P
[|Xi| > |n|α]
}
. (2.6)
Therefore, from (i), (ii), (iii) and (2.6), we can conclude that (1.3) holds. This completes the proof of Theorem 2.1. 
Remark. Let us observe that in the case q = 2 the assumptions (ii) and (iii) reduce to the following
(ii′)
∑
n |n|α(p−2)−2(log2 |n|)2r
∑
in E(X
2
i I[|Xi| |n|α]) < ∞.
The next result presents a necessary and suﬃcient condition for (1.3) for weakly bounded random ﬁeld.
Theorem 2.2. Let {Xn, n ∈ N r} be a negatively associated random ﬁeld, weakly bounded by random variable ξ . Let αp > 1, α > 12 .
If p  1, we additionally assume that E Xn = 0, n ∈ N r . Then the following condition
E|ξ |p(log+ |ξ |)r−1 < ∞ (2.7)
is equivalent to (1.3).
Proof. Let (2.7) hold. By Theorem 2.1, it is suﬃcient to show that (2.7) implies (i), (ii), (iii) and (iv).
For any p > 1α , we have∑
n
|n|αp−2
∑
in
P
[|Xi| > |n|α]< C∑
n
|n|αp−1P[|ξ | > |n|α]< C E|ξ |p(log+ |ξ |)r−1 < ∞, (2.8)
which proves that (i) holds.
Let q >max{p,2, (αp − 1)/(α − 1/2)}. Then∑
n
|n|α(p−q)−2
∑
in
E
(|Xi|q I[|Xi| |n|α])
 C
{∑
n
|n|α(p−q)−1E(|ξ |q I[|ξ | |n|α])+∑
n
|n|αp−1P[|ξ | > |n|α]
}
= C(I1 + I2).
By (2.7), I2 < ∞. Therefore, it is suﬃcient to show that I1 < ∞.
Indeed we see
I1 =
∑
n
|n|α(p−q)−1E(|ξ |q I[|ξ | |n|α])

∑
n
|n|α(p−q)−1
∑
j|n|α
jq P
[
j − 1< |ξ | j]
=
∞∑
m=1
d(m)mα(p−q)−1
∑
jmα
jq P
[
j − 1< |ξ | j]
 C
∞∑
j=1
M
(
j1/α
)
jp−q−
1
α +q P
[
j − 1< |ξ | j]
< C E|ξ |p(log+ |ξ |)r−1 < ∞ (2.9)
by (1.1) and (2.7). This proves that (ii) holds.
Now, we prove that (iii) is fulﬁlled. Using Lemma 1.1(II) and the Cr inequality, we get
∑
n
|n|α(p−q)−2(log2 |n|)qr
(∑
in
E
(
X2i I
[|Xi| |n|α])
)q/2
 C
∑
n
|n|α(p−q)−2(log2 |n|)qr(|n|E(ξ2 I[|ξ | |n|α]))q/2
+ C
∑
|n|α(p−q)−2(log2 |n|)qr(|n|2α+1P[|ξ | > |n|α])q/2  C(I3 + I4). (2.10)
n
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I4 
∑
n
|n|αp−2+q/2(log2 |n|)qr
(
E|ξ |p
|n|αp
)q/2
 C
∑
n
|n|αp−αpq/2−2+q/2 · (log2 |n|)qr
 C
∞∑
m=1
d(m)m(αp−1)(1−q/2)−1(log2m)qr < ∞. (2.11)
To prove that I3 < ∞, we consider two cases: 0< p < 2 and p  2.
Let 0< p < 2. Then we have
I3  C
∑
n
|n|α(p−q)−2+q/2+αq−αpq/2(log2 |n|)qr(E|ξ |p)q/2
 C
∞∑
m=1
d(m)m(αp−1)(1−q/2)−1(log2m)qr < ∞. (2.12)
For p  2, we have
I3  C
∑
n
|n|α(p−q)−2+q/2(log2 |n|)qr
 C
∞∑
m=1
d(m)mα(p−q)−2+
q
2 (log2m)
qr < ∞. (2.13)
Now, we prove that (2.7) implies (iv). At ﬁrst, we consider the case 0< p < 1.
Using Lemma 1.1(II) and the Markov inequality, we have
1
|n|α
∑
kn
E
(|Xk|I[|Xk| |n|α]) C|n|α−1
(
E
(|ξ |I[|ξ | |n|α])+ |n|α P[|ξ | > |n|α])
 C|n|α−1
(
E|ξ |p|n|α(1−p) + |n|α−αp E|ξ |p)
 C E|ξ |
p
|n|αp−1 −→ 0 as |n| −→ ∞,
which implies (iv) in the case 0< p < 1.
In the case p  1, by assumption E Xn = 0, we have
E
(
Xi I
[|Xi| |n|α])= −E(Xi I[|Xi| > |n|α]).
The above equality together with Lemma 1.1(III) and (2.7) allow us to state that
1
|n|α maxjn
∣∣∣∣
∑
kj
E
(
Xk I
[|Xk| |n|α])
∣∣∣∣ 1|n|α
∑
kn
∣∣E(Xk I[|Xk| |n|α])∣∣ 1|n|α
∑
kn
E
(|Xk|I[|Xk| > |n|α])
 1|n|αp
∑
kn
E
(|Xk|p I[|Xk| > |n|α]) C E|ξ |
p
|n|αp−1 −→ 0 as |n| −→ ∞,
which proves (iv) in the case p  1. This completes the proof of (2.7) ⇒ (1.3).
In order to prove that (1.3) ⇒ (2.7), we show that
∑
n
|n|αp−1P[|ξ | > |n|α]< ∞.
By (1.3), we have
∑
n
|n|αp−2P
[
max
kn
|Xk| > ε|n|α
]

∑
n
|n|αp−2P
[
max
kn
∣∣∣∣
∑
a∈{0,1}r
(−1)
∑r
i=1 ai Sk−a
∣∣∣∣> ε|n|α
]
 2r
∑
|n|αp−2P
[
max
kn
|Sk| > ε2r |n|
α
]
< ∞. (2.14)n
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X+i =max(0, Xi) and X−i =max(0,−Xi),
we get Xi = X+i − X−i and |Xi| = X+i + X−i . Then, by (1.2), we have
c1 · |n|P
[|ξ | > |n|α]∑
kn
P
[|Xk| > |n|α]
=
∑
kn
P
[
|Xk| > |n|α, max
in,i=k
|Xi| |n|α
]
+
∑
kn
P
[
|Xk| > |n|α, max
in,i=k
|Xi| < |n|α
]
=
∑
kn
P
[
X+k + X−k > |n|α, maxin,i=k |Xi| |n|
α
]
+ P
[ ⋃
kn
{
|Xk| > |n|α, max
in,i=k
|Xi| < |n|α
}]
,
because the sets {|Xk| > |n|α, maxin,i =k |Xi| < |n|α}, for k n, are disjoint.
Since{
|Xk| > |n|α, max
in,i=k
|Xi| < |n|α
}
⊂
{
max
in
|Xi| |n|α
}
,
we obtain
c1 · |n|P
[|ξ | > |n|α]∑
kn
P
[
X+k > |n|α, maxin,i=k |Xi| |n|
α
]
+
∑
kn
P
[
X−k > |n|α, maxin,i=k |Xi| |n|
α
]
+ P
[
max
in
|Xi| |n|α
]
= I5 + I6 + P
[
max
in
|Xi| |n|α
]
. (2.15)
Centering and applying the Cauchy–Schwarz inequality and (1.2), we estimate I5.
I5  E
(∑
kn
I
[
X+k > |n|α
] · I[max
in
|Xi| |n|α
])
= E
{∑
kn
(
I
[
X+k > |n|α
]− P[X+k > |n|α]) · I
[
max
in
|Xi| |n|α
]}
+ E
(∑
kn
P
[
X+k > |n|α
] · I[max
in
|Xi| |n|α
])

√√√√E
(∑
kn
(
I
[
X+k > |n|α
]− P[X+k > |n|α])
)2
· P
[
max
in
|Xi| |n|α
]
+ c2|n| · P
[
max
in
|Xi| |n|α
]
· P[|ξ | > |n|α]. (2.16)
Let
Y i = I
[
X+i > |n|α
]
.
Thus, {Y i, i ∈ N r} are negatively associated and E(Y i − EY i)(Y j − EY j) 0 for i = j. Therefore, we have
E
(∑
kn
(
I
[
X+k > |n|α
]− P[X+k > |n|α])
)2

∑
kn
E
(
I
[
X+k > |n|α
]− P[X+k > |n|α])2

∑
kn
P
[
X+k > |n|α
]

∑
kn
P
[|Xk| > |n|α]
 c2|n|P
[|ξ | > |n|α]. (2.17)
Using the estimation
√
ab a/2l + 2l−2b for a,b > 0 and the positive integer l 2, (2.16) and (2.17), we obtain
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√
c2 · |n|P
[|ξ | > |n|α] · P[max
in
|Xi| |n|α
]
+ c2|n| · P
[
max
in
|Xi| |n|α
]
· P[|ξ | > |n|α]
 c2
2l
|n|P[|ξ | > |n|α]+ 2l−2P[max
in
|Xi| |n|α
]
+ c2|n| · P
[
max
in
|Xi| |n|α
]
· P[|ξ | > |n|α]. (2.18)
Similarly we estimate I6
I6 
∣∣∣∣E
{∑
kn
−(−I[X−k > |n|α]+ P[X−k > |n|α]) · I
[
max
in
|Xi| |n|α
]}∣∣∣∣
+ E
(∑
kn
P
[
X−k > |n|α
] · I[max
in
|Xi| |n|α
])

√√√√E
(∑
kn
(−I[X−k > |n|α]+ P[X−k |n|α])
)2
· P
[
max
in
|Xi| |n|α
]
+ c2|n| · P
[
max
in
|Xi| |n|α
]
· P[|ξ | > |n|α]. (2.19)
Applying the same procedure for
Z i = −I
[
X−i > |n|α
]
,
we can state
I6 
√
c2 · |n|P
[|ξ | > |n|α] · P[max
in
|Xi| |n|α
]
+ c2|n| · P
[
max
in
|Xi| |n|α
]
· P[|ξ | > |n|α]
 c2
2l
|n|P[|ξ | > |n|α]+ 2l−1P[max
in
|Xi| |n|α
]
+ c2|n| · P
[
max
in
|Xi| |n|α
]
· P[|ξ | > |n|α]. (2.20)
Combining (2.15), (2.18) and (2.20), we get
c1 · |n| · P
[|ξ | > |n|α] (2l−1 + 1)P[max
in
|Xi| |n|α
]
+ 2c2 · |n| · P
[
max
in
|Xi| |n|α
]
· P[|ξ | > |n|α]+ c2
2l−1
· |n| · P[|ξ | > |n|α],
which leads to(
c1 − c2
2l−1
)
· |n| · P[|ξ | > |n|α] (2l−1 + 1)P[max
in
|Xi| |n|α
]
+ 2c2 · |n| · P
[
max
in
|Xi| |n|α
]
· P[|ξ | > |n|α].
By (2.14), we have
∑
n
|n|αp−2P
[
max
in
|Xi| ε|n|α
]
< ∞. (2.21)
Let 2m = (2m1 ,2m2 , . . . ,2mr ) ∈ N r , m ∈ N r . By (2.21), there exists some ε1 > 0 such that
∑
m
∣∣2m∣∣αp−1P[max
i2m
|Xi| ε1
∣∣2m∣∣α]< ∞. (2.22)
Moreover, we note that for large enough m
⋃
2m−1n≺2m
{
max
1kn
|Xk| 2rαε1|n|α
}
⊆
{
max
1k2m
|Xk| ε1
∣∣2m∣∣α}.
Hence, by αp > 1 and (2.22), there exists some ε2 > 0 such that
P
[
max |Xi| ε2|n|α
]
−→ 0 as |n| −→ ∞in
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P
[
max
in
|Xi| |n|α
]
−→ 0 as |n| −→ ∞.
Therefore, for suﬃciently large |n|, we have
P
[
max
in
|Xi| |n|α
]
<
1
2l
,
where l > log2
c2
c1
+ 2. Then
(
c1 − c2
2l−1
) · |n| · P[|ξ | > |n|α] (2l−1 + 1)P[max
in
|Xi| |n|α
]
+ c2
2l−1
· |n| · P[|ξ | > |n|α],
which implies
|n| · P[|ξ | > |n|α] (2l−1 + 1) · 2l−2
2l−2c1 − c2 P
[
max
in
|Xi| |n|α
]
. (2.23)
Since
E|ξ |p(log+ |ξ |)r−1  C∑
n
|n|αp−1P[|ξ | > |n|α],
we obtain (2.7) by (2.23) and (2.14). This ends the proof of Theorem 2.2. 
The above theorem generalizes the classical Baum–Katz theorem to the case of negatively associated random ﬁelds
without the identical distribution assumption.
Corollary 2.1. Let {Xn, n ∈ N r} be a ﬁeld of negatively associated identically X-distributed random variables. Let αp > 1 and α > 12 .
If p  1, we additionally assume that E X = 0. Then
E|X |p(log+ |X |)r−1 < ∞ (2.24)
is equivalent to (1.3).
Corollary 2.2. Let {Xn, n ∈ N r} be a ﬁeld of negatively associated identically X-distributed random variables and let 0 < t < 2. If
1
2  t < 2, we additionally assume that E X = 0. Then the following statements are equivalent:
E|X |2t(log+ |X |)r−1 < ∞, (2.25)∑
n
P
[
max
jn
|S j| > ε|n| 1t
]
< ∞ for all ε > 0. (2.26)
3. ρ∗-mixing random ﬁelds
Let {Xn, n ∈ N r} be a random ﬁeld satisfying condition
lim
k−→∞
ρ∗(k) < 1. (3.1)
Condition (3.1) is equivalent to
ρ∗(N) < 1 for some N  1. (3.2)
Then we have the following lemma.
Lemma 3.1. (See Peligrad and Gut [19].) Let {Xn, n ∈ N r} be a random ﬁeld satisfying condition (3.1). Let q 2, assume that E Xn = 0
and E|Xn|q < ∞ for n ∈ N r . Then there exist positive constants K1 = K1(q,ρ∗N ,d) and K2 = K2(q,ρ∗N ,d) such that
Emax
kn
|Sk|q  K1
{∑
kn
E|Xk|q +
(
log2 |n|
)2r(∑
kn
E X2k
)q/2}
, ∀n ∈ N r, (3.3)
and
E|Sn|q  K2E
{∑
kn
X2k
}q/2
, ∀n ∈ N r . (3.4)
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assumption.
Theorem3.1. Let {Xn, n ∈ N r} be a random ﬁeld satisfying (3.1). Let αp > 1, α > 12 and for some q 2 (i)–(iv) be satisﬁed. Then (1.3)
holds.
Proof. Let X ′n,i = Xi I[|Xi| |n|α] for 1 i n and S ′n,j =
∑
in(X
′
n,i − E X ′n,i). By (3.3), we get (1.3) arguing as before in the
proof of Theorem 2.1. 
We prove the next theorem via the modiﬁcations of the proof of Theorem 2.2.
Theorem 3.2. Let {Xn, n ∈ N r} be a random ﬁeld satisfying (3.1)weakly bounded by random variable ξ . Let αp > 1, α > 12 . If p  1,
we additionally assume that E Xn = 0, n ∈ N r . Then (2.7) is equivalent to (1.3).
Proof. The implication (2.7) ⇒ (1.3) is proved via the obvious modiﬁcation of corresponding part of the proof of Theo-
rem 2.2. The converse follows via the modiﬁcation of the estimation of
I7 =
∑
kn
P
[
|Xk| > |n|α, max
in,i=k
|Xi| |n|α
]
.
Centering and applying the Cauchy–Schwarz inequality, (1.2) and (3.4) with q = 2 ({I[|Xk| > |n|α] − P [|Xk| > |n|α], 1
k n} are zero mean ρ∗-mixing random variables), we get
I7  E
{∑
kn
(
I
[|Xk| > |n|α]− P[|Xk| > |n|α]) · I
[
max
in
|Xi| |n|α
]}
+ E
(∑
kn
P
[|Xk| > |n|α] · I
[
max
in
|Xi| |n|α
])

√
K2 · c2 · |n|P
[|ξ | > |n|α] · P[max
in
|Xi| |n|α
]
+ c2|n| · P
[
max
in
|Xi| |n|α
]
· P[|ξ | > |n|α].
Further considerations are analogous to the corresponding parts of the proof of Theorem 2.2. 
4. Martingale random ﬁelds
Let {Fk, k ∈ N r} be a family of σ -algebras such that
∀kn Fk ⊂ Fn ⊂ F
and for any integrable random variable X deﬁned on the initial probability space
E
(
E
(
X |Fk
)∣∣Fm)= E(X |Fk∧m) a.s., (4.1)
where k∧m denotes the componentwise minimum.
An {Fk, k ∈ N r}-adapted, integrable process {Zk, k ∈ N r} is called a martingale iff
E
(
Zn|Fm
)= Zm∧n a.s.
Let us observe that for martingale {(Zn, Fn), n ∈ N r} the random variables
Xn =
∑
a∈{0,1}r
(−1)
∑r
i=1 ai Zn−a,
where a= (a1,a2, . . . ,ar) and n ∈ N r , are the martingale differences with respect to {Fn, n ∈ N r}.
The following moment maximal inequality provides us a useful tool to prove the main results of this section.
Lemma 4.1. Let {(Zn, Fn), n ∈ N r} be a martingale and {(Xn, Fn), n ∈ N r} be the martingale differences corresponding to it. Let
q > 1. There exists a ﬁnite and positive constant C depending only on q and r such that
E
(
max
kn
|Zn|q
)
 C E
(∑
kn
X2k
)q/2
.
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obtained by Fazekas [6], we derive
E
(
max
kn
|Zk|q
)

(
q
q − 1
)rq
E|Zn|q 
(
q
q − 1
)rq
E
(∑
kn
X2k
) q
2
. 
Let us denote F∗i = σ {Fj, j≺ i}. Now, we are ready to formulate the next result.
Theorem 4.1. Let {Xn, n ∈ N r} be the martingale differences with respect to {Fn, n ∈ N r} satisfying (4.1). Furthermore, for αp > 1,
p > 1, α > 12 , we assume (i) and
(ii′′)
∑
n |n|α(p−q)−3+q/2
∑
in E(|Xi|q I[|Xi| |n|α]) < ∞ for q 2,
or
(ii′′′)
∑
n |n|α(p−q)−2
∑
in E(|Xi|q I[|Xi| |n|α]) < ∞ for 1< q < 2.
Then, under the additional assumption
∑
n
|n|αp−2P
[
max
jn
∣∣∣∣
∑
ij
E
(
Xi I
[|Xi| |n|α]∣∣F∗i )
∣∣∣∣> ε · |n|α
]
< ∞, ∀ε > 0, (4.2)
(1.3) holds.
Proof. Let Xn,i = Xi I[|Xi| |n|α], X∗n,i = Xni − E(Xni|F∗i ) and S∗n,j =
∑
ij X
∗
n,i .
Then∑
n
|n|αp−2P
[
max
jn
|S j| > ε|n|α
]

∑
n
|n|αp−2
∑
in
P
[|Xi| > |n|α]+∑
n
|n|αp−2P
[
max
jn
∣∣∣∣
∑
ij
Xi I
[|Xi| |n|α]
∣∣∣∣> ε|n|α
]

∑
n
|n|αp−2
∑
in
P
[|Xi| > |n|α]
+
∑
n
|n|αp−2P
[
max
jn
∣∣∣∣
∑
in
(
Xi I
[|Xi| |n|α]− E(Xi I[|Xi| |n|α]∣∣F∗i ))
∣∣∣∣> ε2 · |n|α
]
+
∑
n
|n|αp−2P
[
max
jn
∣∣∣∣
∑
ij
E
(
Xi I
[|Xi| |n|α]∣∣F∗i )
∣∣∣∣> ε2 |n|α
]
= I8 + I9 + I10.
By (i) and (4.2), I8 and I10 are ﬁnite. Thus, on the virtue of (ii′′) or (ii′′′), the proof will be completed if we prove that∑
n
|n|αp−2P
[
max
jn
∣∣S∗n,j∣∣> ε|n|α
]
< ∞.
First of all let us observe that {(S∗n,j, Fj), j n} is a martingale. In fact, if i  j, then Fi∧j ⊂ F∗i and by (4.1), we have
E
(
X∗ni|Fj
)= E(Xni − E(Xni|F∗i )∣∣Fj)= E(E(Xni − E(Xni|F∗i )∣∣Fi)∣∣Fj)
= E(Xni − E(Xni|F∗i )∣∣Fi∧j)= 0.
Then by the Markov inequality and Lemma 4.1, for some constant C we have
P
[
max
jn
∣∣S∗n,j∣∣> ε|n|α
]
 C
E(maxjn |S∗n,j|q)
|n|αq 
C
|n|αq E
(∑
in
X∗n,i
2
)q/2
= I11.
Let q 2. Then
I11 
C
|n|αq |n|
q/2−1∑ E∣∣X∗n,i∣∣q  C |n|q/2−1−αq
∑
E
(|Xi|q I[|Xi| |n|α]),in in
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∑
n
|n|αp−2P
[
max
jn
∣∣S∗n,j∣∣> ε|n|α
]
 C
∑
n
|n|αp−3−q(α−1/2)
∑
in
E
(|Xi|q I[|Xi| |n|α])< ∞
by the assumption (ii′′).
Similarly, in the case 1< q < 2, we get
I11 
C
|n|αq
∑
in
E
∣∣X∗n,i∣∣q  C |n|−αq
∑
in
E
(|Xi|q I[|Xi| |n|α]).
Therefore,
∑
n
|n|αp−2P
[
max
jn
∣∣S∗n,j∣∣> ε|n|α
]
 C
∑
n
|n|α(p−q)−2
∑
in
E
(|Xi|q I[|Xi| |n|α])< ∞
by the assumption (ii′′′). This ends the proof of Theorem 4.1. 
The following corollary shows that the assumption (4.2) is natural and in the case of independent random ﬁelds it
reduces to the known one.
Corollary 4.1. Let {Xn, n ∈ N r} be a ﬁeld of independent random variables such that E Xn = 0 for n ∈ N r . Let p  1, α > 12 and
αp > 1. Assume (i) and for some q > 1, (i′′) or (ii′′′) respectively. Furthermore let
1
|n|α maxjn
∑
ij
E
(
Xi I
[|Xi| |n|α])−→ 0, as |n| −→ ∞. (4.3)
Then (1.3) holds true.
Proof. Let us note that since {Xn, n ∈ N r} is a ﬁeld of independent random variables, we have
1
|n|α maxjn
∑
ij
E
(
Xi I
[|Xi| |n|α]∣∣F∗i )= 1|n|α maxjn
∑
ij
E
(
Xi I
[|Xi| |n|α]).
Now, it is easy to see that (4.3) implies (4.2). Thus, by Theorem 4.1, we get (1.3). 
In the case of weakly dominated random ﬁeld, we have the following.
Corollary 4.2. Let {Xn, n ∈ N r} be a ﬁeld of independent random variables weakly dominated by random variable ξ and such that
E Xn = 0 for n ∈ N r . Moreover, we assume that (2.7) holds for 1< p < 2. Then, for αp > 1 and α > 12 , (1.3) holds true.
Proof. Since p > 1α , we have∑
n
|n|αp−2
∑
in
P
[|Xi| > |n|α]< C∑
n
|n|αp−1P[|ξ | > |n|α]
< C E|ξ |p(log+ |ξ |)r−1 < ∞. (4.4)
Furthermore, we get
∑
n
|n|α(p−2)−2
∑
in
E
(|Xi|2 I[|Xi| |n|α])
 C
∑
n
|n|α(p−2)−2(|n|E(|ξ |2 I[|ξ | |n|α])+ |n|1+2α P[|ξ | > |n|α])
= C
∑
n
|n|α(p−2)−1 · E(|ξ |2 I[|ξ | |n|α])+ C∑
n
|n|αp−1P[|ξ | > |n|α]
= I12 + I13. (4.5)
I13 < ∞ by (4.4).
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I13 < C
∑
n
|n|αp−1−2α
∑
j|n|α
j2P
[
j  |ξ | < j + 1]
= C
∞∑
k=1
∑
|n|=k
|n|αp−1−2α
∑
jkα
j2P
[
j  |ξ | < j + 1]
= C
∞∑
k=1
d(k)kαp−1−2α
∑
jkα
j2P
[
j  |ξ | < j + 1]
= C
∞∑
j=1
( ∑
k j1/α
d(k)kαp−1−2α
)
j2P
[
j  |ξ | < j + 1]
 C
∞∑
j=1
M
(
j1/α
)
j(αp−1−2α)/α · j2P[ j  |ξ | < j + 1]
 C
∞∑
j=1
j1/α
(
log+
(
j1/α
))r−1
j(p−2−1/α) · j2 · P[ j  |ξ | < j + 1]
= C
∞∑
j=1
jp
(
log+ j
)r−1 · P[ j  |ξ | < j + 1] C E|ξ |p(log+ |ξ |)r−1 < ∞. (4.6)
Thus, by (4.4), (4.5), (4.6), we have established (ii′′) for q = 2.
Since E Xn = 0, we get
1
|n|α maxjn
∣∣∣∣
∑
ij
E
(
Xi I
[|Xi| |n|α])
∣∣∣∣ 1|n|α maxjn
∑
ij
E
(|Xi|I[|Xi| > |n|α])
 C|n|αp−1 E|ξ |
p −→ 0 as |n| −→ ∞. (4.7)
Therefore, by (4.4)–(4.7) and Corollary 4.1, we get (1.3). 
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