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Abstract
In this paper, we investigate the convergence rates of inviscid limits for the free-boundary
problems of the incompressible magnetohydrodynamics (MHD) with or without surface tension
in R3, where the magnetic field is identically constant on the surface and outside of the domain.
First, we establish the vorticity, the normal derivatives and the regularity structure of the
solutions, and develop a priori co-norm estimates including time derivatives by the vorticity
system. Second, we obtain two independent sufficient conditions for the existence of strong
vorticity layers: (I) the limit of the difference between the initial MHD vorticity of velocity
or magnetic field and that of the ideal MHD equations is nonzero. (II) The cross product of
tangential projection on the free surface of the ideal MHD strain tensor of velocity or magnetic
field with the normal vector of the free surface is nonzero. Otherwise, the vorticity layer is
weak. Third, we prove high order convergence rates of tangential derivatives and the first order
normal derivative in standard Sobolev space, where the convergence rates depend on the ideal
MHD boundary value.
Keywords: MHD equations, free boundary, inviscid limit, strong initial layer, strong
vorticity layer, weak vorticity layer, convergence rates, regularity structure
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1 Introduction
In this paper, we study the inviscid limit for the free boundary problems of the incompressible
Magnetohydrodynamics (MHD) equations with or without surface tension in R3
∂tu− ǫ∆u+ u · ∇u+∇P = H · ∇H − 1
2
∇|H|2, in Ω(t),
∂tH − λ∆H + u · ∇H = H · ∇u, in Ω(t),
∇ · u = 0,∇ ·H = 0, in Ω(t),
Pn− 2ǫSun = ghn + (H ⊗H − 1
2
I|H|2)n− σMn, on SF (t),
∂th = u ·N, on SF (t),
|H| = ς,H ·N = 0, on SF (t),
(u,H, h)|t=0 = (uǫ0,Hǫ0, hǫ0), in Ω(t),
(1.1)
3which describe the motion of conducting fluids in an electromagnetic field, where ǫ > 0, λ > 0, σ ≥ 0
be the kinematic viscosity of the MHD equation, the magnetic diffusivity of Faraday’s law, and the
surface tension coefficient in the dynamical boundary condition, respectively. The surface tension
in the dynamical boundary condition, the fourth equation in (1.1), namely M = ∇ · ∇h√
1+|∇h|2 , is
twice the mean curvature of the free surface St, g > 0 is a gravitational constant. The kinematic
boundary condition, the fifth equation in (1.1), implies that the free surface is adverted with the
fluid. The condition H ·N = 0 on SF (t) comes from the assumption that the boundary is a perfect
conductor, ς = const means the magnetic strength is constant on the boundary, more details see
Hao and Luo [21]. Denote x = (y, z), y is the horizontal variable, z is the vertical variable, the
initial data satisfies the compatibility condition ΠSuǫ0n = 0 and ΠSH
ǫ
0n = 0 on SF (t), where the
projection on the tangent space of the boundary denoted by Π = Id− n⊗ n.
We neglect the Coriolis effect generated by the planetary rotation, then there is no Ekman
layer near the free surface even if Rossby number is small. We shall focus on the three dimensional
equation in the domain −∞ < z < h(t, y), which are defined as follows:
Ωt = {x ∈ R3| −∞ < z < h(t, y)},
Σt = {x ∈ R3| z = h(t, y)},
N = (−∇h, 1)⊤, n = N|N| ,
Su = 12(∇u+ (∇u)⊤),
(1.2)
where the symbol ⊤ means the transposition of matrices or vectors. We suppose h(t, y) → 0 as
|y| → +∞ for any t ≥ 0.
Let us introduce the boundary conditions of the magnetic fields on the free boundary or outside
the conducting fluid. First, it is important to point out that for the classical plasma-vacuum
interface problem in [16], where in the vacuum, the magnetic field satisfies the div-curl system
∇×H = 0,∇ · H = 0, (1.3)
which is a special from the pre-Maxwell dynamics by neglecting the displacement current (1/c)∂tE.
Meanwhile, we easily get normal continuity by the divergence-free condition and divergence theorem
H · n = H · n, on SF (t).
Second, Lee [27] considered the uniform estimate of free boundary problem with the constant
magnetic value on the free boundary and in the vacuum region, especially took into account the
zero boundary value of H as special case. Physically, we still do not know whether the zero
boundary condition can be achieved or not, but this system makes sense mathematically.
In system (1.1), it is convenient to define the total pressure p as the sum of the fluid pressure
and magnetic pressure,
p := P +
1
2
|H|2. (1.4)
4Then, the free boundary problems for MHD equations can be rewritten as
∂tu− ǫ∆u+ u · ∇u+∇p = H · ∇H, in Ω(t),
∂tH − λ∆H + u · ∇H = H · ∇u, in Ω(t),
∇ · u = 0,∇ ·H = 0, in Ω(t),
pn− 2ǫSun = ghn− σMn, on SF (t),
∂th = u ·N, on SF (t),
|H| = ς,H ·N = 0, on SF (t),
(u,H, h)|t=0 = (uǫ0,Hǫ0, hǫ0), in Ω(t).
(1.5)
What we are interested in this paper are the convergence rates of inviscid limit of the free
boundary MHD equations, either σ = 0 or σ > 0 is fixed. However, we do not study the zero
surface tension limit here. Let ǫ, λ→ 0, we formally get the following ideal MHD equations
∂tu+ u · ∇u+∇p = H · ∇H, in Ω(t),
∂tH + u · ∇H = H · ∇u, in Ω(t),
∇ · u = 0,∇ ·H = 0, in Ω(t),
pn = ghn− σMn, on SF (t),
∂th = u ·N, on SF (t),
|H| = ς,H ·N = 0, on SF (t),
(u,H, h)|t=0 = (u0,H0, h0) := lim
ǫ,λ→0
(uǫ0,H
ǫ
0, h
ǫ
0).
(1.6)
where (u0,H0, h0) = lim
ǫ,λ→0
(uǫ0,H
ǫ
0, h
ǫ
0) is in the L
∞ sense or even in the L2 sense, (u0,H0, h0) are
independent of ǫ, λ.
The investigation of free surface motions is an important topic in fluid dynamics, which has
attracted a lot of attentions during the last thirty years. For free surface problems of Navier-Stokes
equation, in 1981, Beale considered the local existence result in [4] without surface tension. Some
similar results on global well-posedness for the free boundary problems of incompressible Navier-
Stokes equations, have been obtained, for instance, by Hataya [20], Padula [41]. Guo and Tice
[17–19] obtained a series of results by the so called two-tier energy method, which combines the
boundedness of high-order energy with the decay of low-order energy. For the case of Navier-Stokes
equations with surface tension, we refer the reader to Beale [5], Nishida, Teramoto and Yoshihara
[40], Tan and Wang [49], Tanaka and Tani [50], Tani [51].
However, the free boundary problems for Euler equations are much harder and interesting. For
the irrotational case, we refer to Wu [58, 59], Germain, Masmoudi and Shatah [14], Ionescu and
Pusateri [24], Alazard and Delort [2], for the water waves without surface tension. We also refer
to Beyer and Gu¨nther [7], Germain, Masmoudi and Shatah [15] for the water waves with surface
5tension. For the general rotational case, it is still not clear whether the free boundary problems of
incompressible Euler equations for the general small initial data admits a global unique solution or
not, even in 2D. As to local-in-time results, we refer to Lindblad [30], Coutand and Shkiller [11],
Shatah and Zeng [43], Zhang and Zhang [63] for the zero surface tension case.
As to the global well-posedness for the free boundary problems of incompressible MHD equa-
tions, we refer the reader to Padula and Solonnikov [42], Solonnikov [47], Lee [28] for the viscous
and resistive case, Craig[12], Wang and Xin [56] for the inviscid and resistive case. For the inviscid
case, Hao and Luo [21] established an a priori estimate in the spirit of [8]. The plasma-vacuum
problem for ideal MHD equations was studied by Morando, Trakhinin and Trebeschi [39], Hao [22],
Sun, Wang and Zhang [48]. The compressible case be refered to Secchi and Trakhinin [46].
Another classical and interesting problem in the mathematical theory of fluid mechanics is
to study the asymptotic limit of the viscous solutions to that of small viscosity solutions. Of
course, it is natural to expect that the limit is given by a solution of the Euler equation. Generally,
different regions and boundary conditions should be taken into account when studying inviscid limit
problem. For the case of the whole spaces where the domain has no boundaries, see for instances
[9, 10, 26, 32]. However, in the presence of physical boundaries, the problems become much more
complicated due to the formation of boundary layers. For the case of Dirichlet boundary condition
in the fixed domain, the inviscid limit is not rigorously verified except for the following special cases,
i.e., the analytic setting (see [44, 45, 52]) and the case where the vorticity is located away from the
boundary in 2D half plane (see [35, 36]). While, for the Navier-slip boundary condition in a fixed
domain, the H2 convergence rete estimates have been obtained by Xiao and Xin [60] for complete
slip boundary condition and flat boundary, which are generalized in [6, 61]. For the inviscid limit
results with Prandtl expansion, we refer to [23, 31, 53]. Recently, the conormal uniform estimates
have been widely used to estimate the normal derivatives of first order of the velocity field, for
example, in [33, 55]. Based on such uniform estimates,the authors of [33], [62] have proved the
convergence rates estimate in Sobolev space H1.
For the free surface with kinetical and dynamical boundary conditions in the moving domain,
the uniform regularity estimates and inviscid limit have been greatly developed by the co-normal
Sobolev spaces for which the normal differential operators vanish on the free surface. For the
Navier-Stokes equations with free surface, Masmoudi and Rousset [34] first established the local
existence of solutions to the incompressible Navier-Stokes system without surface tension by uniform
in ǫ estimates in conormal Sobolev spaces. Wang and Xin [54], Elgindi and Lee [13] extend the
convergence results with surface tension. Later, Wu [57] study the regularity structure, the vorticity
layer and the convergence rates of the inviscid limits for the cases with or without surface tension,
where the author proved that not only tangential derivatives and standard normal derivative have
different convergence rates, and obtained the convergence rates of high order tangential derivatives
and the first order standard normal derivative in energy norms. Recently, Mei, Wang and Xin [38]
6proved the case of compressible Navier-Stokes equations with or without surface tension.
For the discussions on the inviscid limit of free boundary problems of MHD equations, we refer
to Lee [27] for the case without surface tension, Mei [37] for the case with surface tension. On
the other hand, it is also interesting to investigate the zero surface tension limit of free boundary
problems. The zero surface tension limit of the free surface Navier-Stokes equation and Euler
equations with damping has been established by Tan and Wang [49], Lian [29], respectively. For
the compressible viscous surface-internal wave problem, the reader be referred to Jang, Tice and
Wang [25]. However, the convergence rates have not been discussed in these papers. Moreover, a
clear description of the generation principle of strong and weak vorticity layers for free boundary
problems of MHD is still needed. For the relevant description for Navier-Stokes equations, we refer
to Wu [57].
In this paper, we are interested in the inviscid limit theory of the free boundary problems for
the MHD equations. For mathematical simplification, we only consider the zero magnetic field both
on the vacuum and on the free surface as a special case. In fact, the problem with condition (1.1)6
can be discussed in the similar manner. Our approach here is motivated by Wu [57] which studies
the same problem for the Navier-Stokes equations and is based on the following observations:
First, the estimates of normal derivatives are based on the estimates of vorticity rather than
those of ΠSϕvn and ΠSϕbn. Here we establish the relationship between the vorticity, the normal
derivatives and its regularity structure of MHD equations, where the boundary value of the vorticity
only depend on its tangential derivatives.
Second, we show that there are two independent sufficient conditions for the existence of strong
vorticity layer. We note that these two conditions are almost independent. One condition is
that the ideal MHD boundary data satisfies ΠSϕvn|z=0 = 0 or ΠSϕbn|z=0 = 0 in (0, T ], and the
initial vorticity layer of velocity or magnetic field is strong, then there exist a strong vorticity layer.
Another condition is that the ideal MHD boundary data satisfies ΠSϕvn|z=0 6= 0 or ΠSϕbn|z=0 6= 0
in (0, T ], then the MHD solution has a strong vorticity layer too. Otherwise, we show that the
vorticity layer is weak. By the following two Lagrangian maps Y1 and Y2:
∂tY1 = u− b, ∂tY2 = u+ b, (1.7)
the moving domain Ω(t) is transformed into two fixed domains Ω1 and Ω2. We combine two PDEs
to get the heat equations with coupled damping, where it is required ǫ = λ:
a0∂tW+ − ǫ∂i(ai,j∂jW+) + γa0W+ − (f7v − f7b )W− = Iv,
b0∂tW− − ǫ∂i(bi,j∂jW−) + γb0W− − (f7v + f7b )W+ = Ib,
(1.8)
where W± = e−γt(ωˆvh ± ωˆbh)(t,Φ−1 ◦ Yi), for more detail, see section 3 and section 4. Since the
maximum principle can not be directly applied to system (1.8), we use Duhamel’s principle to get
the L∞ estimate of (1.8), where (f7v − f7b )W−, (f7v + f7b )W+ be treated as force term. For the
7discrepancy of the vorticity on the free boundary, we translate the problem into a symbolic version
of ODE system with force term by Fourier transformation. By the scaling analysis for the solution
of the ODE, we can make it clear when the strong vorticity layers or weak vorticity layers appear.
Last, we obtain the convergence rates for tangential derivatives of high order and for the normal
derivative of first order in Sobolev norms by the difference equations between viscous MHD equa-
tions and ideal MHD equations. We notice that the convergence rates for tangential derivatives
and normal derivative are different.
1.1 Parametrization into a fixed domain
In this subsection, we rewrite the free-boundary problem (1.5) with σ = 0 into the fixed domain,
the lower half space in R3. Similar to Masmoudi and Rousset [34], we define the diffeomorphism
between R3− and the moving domain Ωt:
Φ(t, ·) : R3− = R2 × (−∞, 0)→ Ωt, (1.9)
x = (y, z)→ (y, ϕ(t, y, z)). (1.10)
There are many ways to take ϕ and we have to decide which one is optimal for our purposes.
One easy option is to set ϕ(t, y, z) = z + h(t, y). However, it is more useful to take a function Φ
which is actually more regular than h. If one takes a harmonic extension, then ϕ gains an aditional
1
2 derivative, which is more regular than h. We define ϕ as
ϕ(t, y, z) = Az + η(t, y, z), (1.11)
where A > 0 is to be chosen, η is given by the extension of h to the domain R3−, defined by ηˆ(ξ, z) =
χ(zξ)hˆ(ξ), where χ is a smooth, even, compactly supported function such that χ = 1 on B(0, 1).
The constant A > 0 is suitably chosen such that Φ(0, ·) is a diffeomorphism, namely
∂zϕ(0, y, z) ≥ 1,∀x ∈ R3−. (1.12)
Now we can rewrite equations (1.5) with σ = 0 in the domain R3− by change of variables, i.e
v(t, x) = u(t, y, ϕ(t, y, z)), ∂ϕi v(t, x) = ∂iu(t, y, ϕ(t, y, z)),
b(t, x) = H(t, y, ϕ(t, y, z)), ∂ϕi b(t, x) = ∂iH(t, y, ϕ(t, y, z)),
q(t, x) = p(t, y, ϕ(t, y, z)), ∂ϕi q(t, x) = ∂ip(t, y, ϕ(t, y, z)),
(1.13)
for all x ∈ R3−, i = t, 1, 2, 3, while h(t, y) does not change. Hence, it is convenient to define the
following operator:
∂ϕi := ∂i −
∂iϕ
∂zϕ
∂z, for i = t, 1, 2, and ∂
ϕ
i :=
1
∂zϕ
∂z , for i = 3.
8Then the free boundary problem with σ = 0 is equivalent to the following system:
∂ϕt v − ǫ∆ϕv + v · ∇ϕv +∇ϕq = b · ∇ϕb, in R3−,
∂ϕt b− λ∆ϕb+ v · ∇ϕb = b · ∇ϕv, in R3−,
∇ϕ · v = 0,∇ϕ · b = 0, in R3−,
qn− 2ǫSϕvn = ghn, on z = 0,
∂th = v(t, y, 0) ·N, on z = 0,
b = 0, on z = 0 ∪ R3+,
(v, b, h)|t=0 = (vǫ0, bǫ0, hǫ0),
(1.14)
where
N = (−∇h(t, y), 1)⊤, n = N|N| ,
Sϕv = 12 (∇ϕv +∇ϕv⊤).
(1.15)
Letting ǫ = λ→ 0 in (1.14), we formally get:
∂ϕt v + v · ∇ϕv +∇ϕq = b · ∇ϕb, in R3−,
∂ϕt b+ v · ∇ϕb = b · ∇ϕv, in R3−,
∇ϕ · v = 0,∇ϕ · b = 0, in R3−,
qn = ghn, on z = 0,
∂th = v(t, y, 0) ·N, on z = 0,
b = 0, on z = 0 ∪ R3+,
(v, b, h)|t=0 = (v0, b0, h0),
(1.16)
where v0, b0, h0 is the limit of v
ǫ
0, b
ǫ
0, h
ǫ
0 in the L
2 sense for σ = 0, respectively. The following Taylor
sign condition should be imposed when σ = 0,
g − ∂zq|z=0 ≥ δq > 0. (1.17)
The well-posedness of (1.16) under the condition (1.17) has been obtained by Hao and Luo in [21].
We state their results as follows:
Lemma 1.1. Let h0 ∈ Hs(R2), v0, b0 ∈ Hs(R3−), where s ≤ n + 1, and the Taylor sign condition
(1.17) holds at t = 0. Then there exists T > 0 and a unique solution (v, b, q, h) of (1.16) with
v, b ∈ L∞([0, T ],H3(Rs−)), ∇q ∈ L∞([0, T ],H2(Rs−1− )), h ∈ L∞([0, T ],Hs(R2)).
Though co-normal derivatives of the MHD solutions and co-normal derivatives of ideal MHD
solutions vanish on the free boundary, their differences oscillate dramatically in the vicinity of the
free boundary, thus the conormal functional spaces are not suitable for studying the convergence
9rates of inviscid limit. Thus, we define the following functional spaces
‖f‖2Xm,s :=
∑
l≤m,|α|≤m+s−l
‖∂ltZαf‖2L2(R3−), ‖f‖
2
Xm := ‖f‖2Xm,0 ,
‖f‖2
X
m,s
tan
:=
∑
l≤m,|α|≤m+s−l
‖∂lt∂αy f‖2L2(R3−), ‖f‖
2
Xmtan
:= ‖f‖2
X
m,0
tan
,
|h|2Xm,s :=
∑
l≤m,|α|≤m+s−l
|∂ltZαh|2L2(R2), |h|2Xm := |h|2Xm,0 ,
‖f‖2
Y
m,s
tan
:=
∑
l≤m,|α|≤m+s−l
‖∂lt∂αy f‖2L∞(R3−), ‖f‖
2
Ymtan
:= ‖f‖2
X
m,0
tan
,
|h|2Y m,s :=
∑
l≤m,|α|≤m+s−l
|∂ltZαh|2L∞(R2), |h|2Y m := |h|2Xm,0 ,
where the differential operators are defined as Z1 = ∂y1 ,Z2 = ∂y2 ,Z3 = z1−z∂z. Also, we use | · |m
to denote the standard Sobolev norm defined in the horizontal space R2.
1.2 Main Results for MHD Equations without Surface Tension
Let σ = 0, the following proposition concerns the uniform regularity of time derivatives of the
free boundary problems for MHD when ǫ = λ ∈ (0, 1].
Proposition 1.1. For m ≥ 6, assume the initial data (vǫ0, bǫ0, hǫ0) satisfy the compatibility conditions
ΠSϕvǫ0n|z=0 = 0 and ΠSϕbǫ0n|z=0 = 0 in (0, T ] and the regularities
sup
ǫ∈(0,1]
(|hǫ0|Xm−1,1 + ǫ
1
2 |hǫ0|Xm−1, 32 + ‖v
ǫ
0‖Xm−1,1 + ‖bǫ0‖Xm−1,1 + ‖ωǫv0‖Xm−1 + ‖ωǫb0‖Xm−1
+ ‖ωǫv0‖1,∞ + ‖ωǫb0‖1,∞ + ǫ
1
2 (‖∂zωǫv0‖L∞ + ‖∂zωǫb0‖L∞)) ≤ C0, (1.18)
where C0 ≥ 0 is suitably small such that the Taylor sign condition g − ∂ϕ
ǫ
z qǫ|z=0 ≥ c0 > 0 holds.
Then the unique solution to (1.14) satisfies
sup
t∈[0,T ]
(|hǫ|2Xm−1,1 + ǫ
1
2 |hǫ|2
X
m−1, 3
2
+ ‖vǫ‖2Xm−1,1 + ‖bǫ‖2Xm−1,1 + ‖∂zvǫ‖2Xm−2 + ‖∂zbǫ‖2Xm−2
+ ‖ωǫv‖Xm−2 + ‖ωǫb‖Xm−2 + ‖∂zvǫ‖21,∞ + ‖∂zbǫ‖21,∞ + ǫ
1
2 (‖∂zzvǫ‖2L∞ + ‖∂zzbǫ‖2L∞))
+ ‖∂mt h‖2L4([0,T ],L2) + ǫ‖∂mt h‖2
L4([0,T ],H
1
2 )
+ ǫ
∫ T
0
‖∇vǫ‖2Xm−1,1 + ‖∇bǫ‖2Xm−1,1
+ ‖∇∂zvǫ‖2Xm−2 + ‖∇∂zbǫ‖2Xm−2dt ≤ C. (1.19)
As ǫ, λ→ 0, the solution to (1.16) satisfies the following regularities
sup
t∈[0,T ]
(|h|2Xm−1,1 + ‖v‖2Xm−1,1 + ‖b‖2Xm−1,1 + ‖∂zv‖2Xm−2 + ‖∂zb‖2Xm−2
+ ‖ωv‖Xm−2 + ‖ωb‖Xm−2 + ‖∂zv‖21,∞ + ‖∂zb‖21,∞) + ‖∂mt h‖2L4([0,T ],L2) ≤ C, (1.20)
where the Taylor sign condition g − ∂zp|z=0 ≥ c0 > 0 holds.
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Since we can not obtain the estimates of ‖∂mt vǫ‖L4([0,T ],L2) and ‖∂mt bǫ‖L4([0,T ],L2) by (1.18),
we need some additional conditions ∂mt v
ǫ|t=0, ∂mt bǫ|t=0, ∂mt hǫ|t=0 ∈ L2(R3−). For convenience, we
denote ∂mt f |t=0 and ‖f |t=0‖Xm,s by ∂mt f0 and ‖f0‖Xm,s in the following parts of this paper.
We give some remarks on Proposition 1.1:
Remark 1.1. In the following viewpoints, the proof of this Proposition is obviously different from
that of Lee [27]:
(i) Alinhac’s good unknown. When σ = 0, let 0 < l+ |α| ≤ m, l ≤ m− 1, we need the following
Alinhac’s good unknown to estimate the tangential derivatives
V l,α = ∂ltZ
αv − ∂ϕz v∂ltZαη,
Bl,α = ∂ltZ
αb− ∂ϕz v∂ltZαη,
Ql,α = ∂ltZ
αq − ∂ϕz v∂ltZαη.
(1.21)
The divergence free property and the zero boundary condition of b play critical roles in cancelling
the nontransport-type nonlinear terms involving b · ∇ϕBl,α, b · ∇ϕV l,α when we make higher order
energy estimates.
(ii)Normal derivative estimate. The authors of [13, 27, 33, 37, 38] estimated the normal deriva-
tives ‖∂zv‖m−1 and ‖∂zb‖m−1 by ΠSϕvn and ΠSϕbn and its evolution equations. Motivated by
Wu [57], we analyze the relationship between the vorticity and the normal derivatives on the free
boundary, and estimate the normal derivatives by controlling the vorticity and the equations
∂ϕt ωvh − ǫ∆ϕωvh + v · ∇ϕωvh − b · ∇ϕωbh = F 0v [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi)
∂ϕt ωbh − ǫ∆ϕωbh + v · ∇ϕωbh − b · ∇ϕωvh = F 0b [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi)
ω1vh|z=0 = F 1[∇ϕ](∂jvi), ω1bh|z=0 = F 1[∇ϕ](∂jbi),
ω2vh|z=0 = F 2[∇ϕ](∂jvi), ω2bh|z=0 = F 2[∇ϕ](∂jbi).
(1.22)
where j = 1, 2, i = 1, 2, 3, F 0v = ωv · ∇ϕvh − ωb · ∇ϕbh and F 0b = [∇ϕ×, b · ∇ϕ]v − [∇ϕ×, v · ∇ϕ]b
are the quadratic polynomial vector with respect to ωvh, ωbh, ∂jv
i, ∂jb
i, respectively. F 1[∇ϕ](∂jvi),
F 2[∇ϕ](∂jvi), F 1[∇ϕ](∂jbi), F 2[∇ϕ](∂jbi) are polynomials with respect to ∂jvi, ∂jbi, respectively,
all the coefficients are fractions of ∇ϕ. Since b is zero on the free boundary, we have F 1[∇ϕ](∂jbi) =
F 2[∇ϕ](∂jbi) = 0.
(iii) Pressure estimates and Taylor sign condition. In [27], the Taylor sign condition g −
∂ϕ
ǫ
z qǫ,E|z=0 ≥ c0 > 0 is imposed on the ideal MHD part of the pressure qǫ. In fact, qǫ has a
decomposition qǫ = qǫ,E + qǫ,NS, where qǫ,E satisfies ∆
ϕǫqǫ,E = −∂ϕǫi vǫ,j∂ϕ
ǫ
i v
ǫ,j + ∂ϕ
ǫ
i b
ǫ,j∂ϕ
ǫ
i b
ǫ,j,
qǫ,E|z=0 = ghǫ,
(1.23)
11
and qǫ,NS satisfies  ∆
ϕǫqǫ,NS = 0,
qǫ,NS|z=0 = 2ǫSϕǫvn · n.
(1.24)
In [27], the author do not discuss whether ∂ϕ
ǫ
z qǫ,E|z=0 converges pointwisely to ∂ϕz q|z=0 or not,
since qǫ,E has boundary layer in the vicinity of the free boundary in general, thus ∂ϕ
ǫ
z qǫ,E|z=0 may
also has boundary layer. Therefore, the Taylor sign condition in [27] is imposed on the Euler part
of the pressure qǫ.
However, we have proved ‖∂zzv‖L∞ ,
√
ǫ‖∂zzv‖L∞ are bounded. Due to the fact that ∂ϕ
ǫ
z qǫ|z=0 =
ǫ∆ϕ
ǫ
v3 − ∂tv3 − vǫy · ∇yvǫ,3, ∂ϕ
ǫ
z qǫ|z=0 converges to ∂ϕz q|z=0 pointwisely. In this paper, our Taylor
sign condition is g − ∂ϕǫz qǫ|z=0 ≥ c0 > 0.
Moreover, ‖∂ℓt q‖L2 has no bound in general. When |α| = 0, let 0 ≤ ℓ ≤ m−1, we estimate V ℓ,0,
Bℓ,0 and ∇∂ℓt q, where the dynamical boundary condition can not be used.
Denote by ωˆv = ω
ǫ
v − ωv and ωˆb = ωǫb − ωb, where ωǫv, ωǫb, ωv, ωb are the vorticity of MHD
equations and ideal MHD equations, respectively. It follows that ωˆv, ωˆb satisfy the following
vorticity difference equations
∂ϕ
ǫ
t ωˆvh − ǫ∆ϕ
ǫ
ωˆvh + v
ǫ · ∇ϕǫωˆvh − bǫ · ∇ϕǫωˆbh
= F 0,ǫv [∇ϕǫ](ωϕ
ǫ
vh, ω
ϕǫ
bh , ∂jv
ǫ,i, ∂jb
ǫ,i)− F 0v [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi) + ǫ∆ϕ
ǫ
ωvh
+∂ϕz ωvh∂
ϕǫ
t ηˆ + ∂
ϕ
z ωvhv · ∇ϕǫ ηˆ − vˆ · ∇ϕωvh − ∂ϕz ωbhb · ∇ϕǫ ηˆ + bˆ · ∇ϕωbh,
∂ϕ
ǫ
t ωˆbh − ǫ∆ϕ
ǫ
ωˆbh + v
ǫ · ∇ϕǫωˆbh − bǫ · ∇ϕǫ ωˆvh
= F 0,ǫb [∇ϕǫ](ωϕ
ǫ
vh, ω
ϕǫ
bh , ∂jv
ǫ,i, ∂jb
ǫ,i)− F 0b [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi) + ǫ∆ϕ
ǫ
ωbh
+∂ϕz ωbh∂
ϕǫ
t ηˆ + ∂
ϕ
z ωbhv · ∇ϕǫ ηˆ − vˆ · ∇ϕωbh − ∂ϕz ωvhb · ∇ϕǫ ηˆ + bˆ · ∇ϕωvh,
ωˆvh|z=0 = F 1,2[∇ϕ](∂jvi)− ωvh|z=0,
ωˆbh|z=0 = F 1,2[∇ϕ](∂jbi)− ωbh|z=0,
(ωˆvh|t=0, ωˆbh|t=0) = (ωˆv0, ωˆb0)⊤.
(1.25)
where
F 0,ǫv [∇ϕǫ](ωϕ
ǫ
vh, ω
ϕǫ
bh , ∂jv
ǫ,i, ∂jb
ǫ,i)− F 0v [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi)
=ωǫv · ∇ϕvǫh − ωǫb · ∇ϕbǫh − ωv · ∇ϕvh + ωb · ∇ϕbh,
F 0,ǫb [∇ϕǫ](ωϕ
ǫ
vh, ω
ϕǫ
bh , ∂jv
ǫ,i, ∂jb
ǫ,i)− F 0b [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi)
=[∇ϕ×, bϕ · ∇ϕ]vϕ − [∇ϕ×, vϕ · ∇ϕ]bϕ − [∇ϕ×, b · ∇ϕ]v + [∇ϕ×, v · ∇ϕ]b,
in which [·, ·] stands for the commutator. F 1,2[∇ϕ](∂jvi), F 1,2[∇ϕ](∂jbi) are defined in (1.22).
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Based on the analysis of the equations (1.25), the following theorem implies two independent
sufficient conditions for the formation of strong or weak vorticity layer. The two conditions include
the initial vorticity layer in the vicinity of the initial time and the discrepancy between boundary
value of MHD vorticity and that of ideal MHD vorticity.
Theorem 1.1. Assume T > 0 is finite, (vǫ, bǫ, hǫ) is the solution in [0, T ] of MHD equations
(1.14) with initial data (vǫ0, b
ǫ
0, h
ǫ
0) satisfying (1.18), and (v, b, h) is the solution in [0, T ] of ideal
MHD equations(1.16) with initial data (v0, b0, h0) ∈ Xm−1,1(R3−)×Xm−1,1(R2).
(1) If the ideal MHD boundary data satisfies ΠSϕvn|z=0 = 0 and ΠSϕbn|z=0 = 0 in (0, T ], the
initial MHD data satisfies lim
ǫ→0
(∇ϕǫ × vǫ0)−∇ϕ × lim
ǫ→0
vǫ0 6= 0 or lim
ǫ→0
(∇ϕǫ × bǫ0)−∇ϕ × lim
ǫ→0
bǫ0 6= 0 in
the initial set A0 = {x|−
√
ǫ ≤ z < 0}, then the MHD solution has a strong vorticity layer. Assume
lim
ǫ→0
(∇ϕǫ × vǫ0)−∇ϕ × lim
ǫ→0
vǫ0 6= 0 and lim
ǫ→0
(∇ϕǫ × bǫ0)−∇ϕ × lim
ǫ→0
bǫ0 6= 0
in the initial set A0, then the MHD solution has a strong vorticity layer satisfying
lim
ǫ→0
‖ωǫv − ωv‖L∞(X (A0)×(0,T ] 6= 0,
lim
ǫ→0
‖ωǫb − ωb‖L∞(X (A0)×(0,T ] 6= 0,
lim
ǫ→0
‖∂ϕǫz vǫ − ∂ϕz v‖L∞(X (A0)×(0,T ] 6= 0,
lim
ǫ→0
‖∂ϕǫz bǫ − ∂ϕz b‖L∞(X (A0)×(0,T ] 6= 0,
lim
ǫ→0
‖Sϕǫvǫ − Sϕv‖L∞(X (A0)×(0,T ] 6= 0,
lim
ǫ→0
‖Sϕǫbǫ − Sϕb‖L∞(X (A0)×(0,T ] 6= 0,
lim
ǫ→0
‖∇ϕǫqǫ −∇ϕq‖L∞(X (A0)×(0,T ] 6= 0,
(1.26)
where X (A0) = {X (t, x)|X (0, x) ∈ A0, ∂tX (t, x) = v(t,Φ−1 ◦X)}.
(2) If the initial MHD data satisfies lim
ǫ→0
(∇ϕǫ × vǫ0)−∇ϕ× lim
ǫ→0
vǫ0 = 0 and lim
ǫ→0
(∇ϕǫ × bǫ0)−∇ϕ×
lim
ǫ→0
bǫ0 = 0, the ideal MHD boundary data satisfies ΠS
ϕvn|z=0 6= 0 or ΠSϕbn|z=0 6= 0 in (0, T ], then
the MHD solution has a strong vorticity layer. Assume
ΠSϕvn|z=0 6= 0 and ΠSϕbn|z=0 6= 0
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in (0, T ], then the MHD solution has a strong vorticity layer satisfying
lim
ǫ→0
|ωǫv|z=0 − ωv|z=0|L∞(R2)×(0,T ] 6= 0,
lim
ǫ→0
|ωǫb|z=0 − ωb|z=0|L∞(R2)×(0,T ] 6= 0,
lim
ǫ→0
‖ωǫv − ωv‖L∞(R2×(0,O(ǫ 12−δz ))×(0,T ])] 6= 0,
lim
ǫ→0
‖ωǫb − ωb‖L∞(R2×(0,O(ǫ 12−δz ))×(0,T ])] 6= 0,
lim
ǫ→0
‖∂ϕǫz vǫ − ∂ϕz v‖
L∞(R2×(0,O(ǫ 12−δz ))×(0,T ])] 6= 0,
lim
ǫ→0
‖∂ϕǫz bǫ − ∂ϕz b‖
L∞(R2×(0,O(ǫ 12−δz ))×(0,T ])] 6= 0,
lim
ǫ→0
‖Sϕǫvǫ − Sϕv‖
L∞(R2×(0,O(ǫ 12−δz ))×(0,T ])] 6= 0,
lim
ǫ→0
‖Sϕǫbǫ − Sϕb‖
L∞(R2×(0,O(ǫ 12−δz ))×(0,T ])] 6= 0,
lim
ǫ→0
‖∇ϕǫqǫ −∇ϕq‖
L∞(R2×(0,O(ǫ 12−δz ))×(0,T ])] 6= 0,
(1.27)
for some constant δz > 0.
(3) If the initial MHD data satisfies lim
ǫ→0
(∇ϕǫ × vǫ0)−∇ϕ× lim
ǫ→0
vǫ0 = 0 and lim
ǫ→0
(∇ϕǫ × bǫ0)−∇ϕ×
lim
ǫ→0
bǫ0 = 0, the ideal MHD boundary data satisfies ΠS
ϕvn|z=0 = 0 and ΠSϕbn|z=0 = 0 in (0, T ],
then the MHD solution has a weak vorticity layer satisfying
lim
ǫ→0
‖ωǫv − ωv‖L∞(A(R3−)×(0,T ]) = 0,
lim
ǫ→0
‖ωǫb − ωb‖L∞(A(R3−)×(0,T ]) = 0,
lim
ǫ→0
‖∂ϕǫz vǫ − ∂ϕz v‖L∞(A(R3−)×(0,T ]) = 0,
lim
ǫ→0
‖∂ϕǫz bǫ − ∂ϕz b‖L∞(A(R3−)×(0,T ]) = 0,
lim
ǫ→0
‖Sϕǫvǫ − Sϕv‖L∞(A(R3−)×(0,T ]) = 0,
lim
ǫ→0
‖Sϕǫbǫ − Sϕb‖L∞(A(R3−)×(0,T ]) = 0,
lim
ǫ→0
‖∇ϕǫqǫ −∇ϕq‖L∞(A(R3−)×(0,T ]) = 0,
(1.28)
where A(R3−) = R3− ∪ {x|z = 0} is the closure of R3−.
Remark 1.2. (i) Denote that Svn = ΠSϕvn and Svn = ΠSϕvn which satisfy the forced transport
equations:
∂ϕt S
v
n + v · ∇ϕSvn − b · ∇ϕSbn = −12Π
(
(∇ϕv)2 + ((∇ϕv)⊤)2)n
+(∂ϕt Π+ v · ∇ϕΠ)Sϕvn+ΠSϕv(∂ϕt n+ v · ∇ϕn)−Π((Dϕ)2q)n
+12Π
(
(∇ϕb)2 + ((∇ϕb)⊤)2)n− b · ∇ϕΠSϕbn−ΠSϕbb · ∇ϕn,
∂ϕt S
b
n + v · ∇ϕSbn − b · ∇ϕSvn = (∂ϕt Π+ v · ∇ϕΠ)Sϕbn
+ΠSϕb(∂ϕt n+ v · ∇ϕn)− b · ∇ϕΠSϕvn−ΠSϕvb · ∇ϕn,
(1.29)
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where
(
(Dϕ)2q) is the Hessian matrix of q. The equation (1.29) implies that even if Svn|t=0 = 0 and
S
b
n|t=0 = 0, it is still possible that Svn 6= 0 or Sbn 6= 0 in (0, T ] due to the force terms of (1.29).
(ii) The estimate of lim
ǫ→0
‖∂ϕǫz f ǫ− ∂ϕz f‖L∞ 6= 0 results from that of lim
ǫ→0
‖∂zf ǫ− ∂zf‖L∞ 6= 0 and
lim
ǫ→0
‖∂z(ηǫ − η)‖L∞ = 0 due to the formula:
∂ϕ
ǫ
z f ǫ − ∂ϕz f = ∂ϕ
ǫ
z (f ǫ − f)− ∂ϕz f ∂ϕ
ǫ
z (ηǫ − η)
= 1
∂zϕǫ
· ∂z(vǫ − v)− ∂ϕz v 1∂zϕǫ · ∂z(ηǫ − η).
(1.30)
Now we show our strategy of the proofs of Theorem 1.1.
First, we prove that the strong initial vorticity layer is one of sufficient conditions for the ex-
istence of strong vorticity layer of the free boundary MHD equations in (1.26). By introducing
Lagrangian coordinates map, the equations (1.25) can be transformed into two coupling heat equa-
tions with damping and force terms. If lim
ǫ→0
‖ω̂uh|t=0‖L∞(A0) 6= 0 or lim
ǫ→0
‖ω̂bh|t=0‖L∞(A0) 6= 0, then
it follows that lim
ǫ→0
‖W+|t=0‖X(A0)×(0,T ]) 6= 0 or limǫ→0 ‖W−|t=0‖X(A0)×(0,T ]) 6= 0. Hence, we deduce
that lim
ǫ→0
‖W+‖X(A0)×(0,T ]) 6= 0 or lim
ǫ→0
‖W−‖X(A0)×(0,T ]) 6= 0, which implies there is at least one of
lim
ǫ→0
‖ω̂uh‖X(A0)×(0,T ]) 6= 0, limǫ→0 ‖ω̂bh‖X(A0)×(0,T ]) 6= 0 hold.
Second, (1.27) implies that the discrepancy between boundary value of MHD vorticity and
boundary value of ideal MHD vorticity is also one of sufficient conditions for the existence of strong
vorticity layer for the free boundaryMHD equations. If lim
ǫ→0
∥∥ωˆvh|t=0∥∥L∞ = 0 and limǫ→0∥∥ωˆbh|t=0∥∥L∞ =
0, and the boundary value satisfies ωˆvh|z=0 6= 0 or ωˆbh|z=0 6= 0, by splitting into (4.16) and (4.17),
we can prove that lim
ǫ→0
‖W+‖
L∞(R2×[0,O(ǫ 12−δz ))×(0,T ]) 6= 0 or limǫ→0 ‖W−‖L∞(R2×[0,O(ǫ 12−δz ))×(0,T ]) 6= 0,
which implies that there is at least one of lim
ǫ→0
‖ωǫv − ωv‖L∞(R2×[0,O(ǫ 12−δz ))×(0,T ]) 6= 0, limǫ→0 ‖ω
ǫ
b −
ωb‖
L∞(R2×[0,O(ǫ 12−δz ))×(0,T ]) 6= 0 holds.
Before estimating the the convergence rates, we give the difference equations between viscous
MHD system and ideal MHD system. Denote by vˆ = vǫ − v, bˆ = bǫ − b, hˆ = hǫ − h, then vˆ, bˆ, hˆ
satisfy the following equations:
∂ϕ
ǫ
t vˆ − ∂ϕz v∂ϕ
ǫ
t ηˆ + v
ǫ · ∇ϕǫ vˆ − bǫ · ∇ϕǫ bˆ− vǫ · ∇ϕǫ ηˆ ∂ϕz v + bǫ · ∇ϕ
ǫ
ηˆ ∂ϕz b
= 2ǫ∇ϕǫ · Sϕǫ vˆ + ǫ∆ϕǫv −∇ϕǫ qˆ + ∂ϕz q∇ϕ
ǫ
ηˆ − vˆ · ∇ϕv + bˆ · ∇ϕb, x ∈ R3−,
∂ϕ
ǫ
t bˆ− ∂ϕz b∂ϕ
ǫ
t ηˆ + v
ǫ · ∇ϕǫ bˆ− bǫ · ∇ϕǫ vˆ − vǫ · ∇ϕǫ ηˆ ∂ϕz b+ bǫ · ∇ϕ
ǫ
ηˆ ∂ϕz v
= 2ǫ∇ϕǫ · Sϕǫ vˆ + ǫ∆ϕǫb− vˆ · ∇ϕb+ bˆ · ∇ϕv, x ∈ R3−,
∇ϕǫ · vˆ = ∂ϕz v · ∇ϕ
ǫ
ηˆ,∇ϕǫ · bˆ = ∂ϕz b · ∇ϕ
ǫ
ηˆ, x ∈ R3−,
∂thˆ+ vy · ∇yhˆ = vˆ ·Nǫ, {z = 0},
(qˆ − ghˆ)Nǫ − 2ǫSϕǫ vˆNǫ = 2ǫSϕǫvNǫ, {z = 0},
bˆ = 0, {z = 0},
(vˆ, bˆ, hˆ)|t=0 = (vǫ0 − v0, bǫ0 − b0, hǫ0 − h0).
(1.31)
15
Now, we define the following variables, which is similar to Alinhac’s good unknown:

Vˆ l,α = ∂ltZ
αvˆ − ∂ϕz v∂ltZαηˆ,
Bˆl,α = ∂ltZ
αbˆ− ∂ϕz v∂ltZαηˆ,
Qˆl,α = ∂ltZ
αqˆ − ∂ϕz v∂ltZαηˆ.
(1.32)
Similarly to the estimates of V l,α, Bl,α, Ql,α, we estimate Vˆ l,α, Bˆl,α, Qˆl,α when |α| > 0, and
estimate Vˆ l,0, Bˆl,0, ∂lt∇qˆ when |α| = 0. By the divergence free property and the zero boundary
condition of bǫ, we can cancel the nontransport type nonlinear terms involving b ·∇ϕBˆl,α, b ·∇ϕVˆ l,α
by combining the two energy estimates.
The following theorem concerns the convergence rates of the inviscid limits of (1.14).
Theorem 1.2. Assume T > 0 is finite, (vǫ, bǫ, hǫ) is the solution in [0, T ] of MHD equations
(1.14) with initial data (vǫ0, b
ǫ
0, h
ǫ
0) satisfies (1.18), and (v, b, h) is the solution in [0, T ] of ideal
MHD equations (1.16) with initial data satisfy (v0, b0, h0) ∈ Xm−1,1(R3−) × Xm−1,1(R2). Assume
there exists an integer k where 1 ≤ k ≤ m − 2, such that ‖vǫ0 − v0‖Xk−1,1(R3−) = O(ǫλ
v
), ‖bǫ0 −
b0‖Xk−1,1(R3−) = O(ǫλ
b
), |hǫ0 − h0|Xk−1,1(R2) = O(ǫλ
h
), ‖ωǫu0 − ωu0‖Xk−1,1(R3−) = O(ǫλ
ωv
1 ), ‖ωǫb0 −
ωb0‖Xk−1,1(R3−) = O(ǫλ
ωb
1 ), where λv > 0,λb > 0,λh > 0, λωu1 > 0,λ
ωb
1 > 0, and g−∂ϕ
ǫ
z qǫ|z=0 ≥ c0 >
0 and g − ∂ϕz q|z=0 ≥ c0 > 0 hold.
(1) If the Euler boundary data satisfies ΠSϕvn|z=0 6= 0 and ΠSϕbn|z=0 6= 0 in (0, T ], then the
convergence rates of the inviscid limit satisfy
‖vǫ − v‖
X
k−1,1
tan
+ ‖bǫ − b‖
X
k−1,1
tan
+ |hǫ − h|Xk−1,1 = O(ǫmin{
1
4
,λv,λb,λh,λ
ωv
1
,λ
ωb
1
}),
‖N ǫ · ∂ϕǫz vǫ −N · ∂zv‖Xk−1,1tan + ‖N
ǫ · ∂ϕǫz bǫ −N · ∂zb‖Xk−1,1tan + ‖N
ǫ · ωǫv −N · ωv‖Xk−1,1tan
+‖N ǫ · ωǫb −N · ωb‖Xk−1,1tan = O(ǫ
min{ 1
4
,λv,λb,λh,λ
ωv
1
,λ
ωb
1
}),
‖∂ϕǫz vǫ − ∂ϕz v‖Xk−2tan + ‖∂
ϕǫ
z bǫ − ∂ϕz b‖Xk−2tan + ‖ω
ǫ
v − ωv‖Xk−2tan + ‖ω
ǫ
b − ωb‖Xk−2tan
= O(ǫmin{
1
8
,λ
v
2
,λ
b
2
,λ
h
2
,
λ
ωv
1
2
,
λ
ωb
1
2
}),
‖∇ϕǫqǫ −∇ϕq‖
Xk−2tan
+ ‖∆ϕǫqǫ −∆ϕq‖
Xk−2tan
= O(ǫmin{
1
8
,λ
v
2
,λ
b
2
,λ
h
2
,
λ
ωv
1
2
,
λ
ωb
1
2
}),
‖vǫ − v‖
Y k−3tan
+ ‖bǫ − b‖
Y k−3tan
+ |hǫ − h|Y k−3 = O(ǫmin{
1
8
,λ
v
2
,λ
b
2
,λ
h
2
,
λ
ωv
1
2
,
λ
ωb
1
2
}),
‖N ǫ · ∂ϕǫz vǫ −N · ∂zv‖Y k−4tan + ‖N
ǫ · ∂ϕǫz bǫ −N · ∂zb‖Y k−4tan + ‖N
ǫ · ωǫv −N · ωv‖Y k−4tan
+‖N ǫ · ωǫb −N · ωb‖Y k−4tan = O(ǫ
min{ 1
8
,λ
v
2
,λ
B
2
,λ
h
2
,
λ
ωv
1
2
,
λ
ωb
1
2
}).
(1.33)
(2) If the ideal MHD boundary data satisfies ΠSϕvn|z=0 = 0 and ΠSϕbn|z=0 = 0 in (0, T ],
assume ‖ωǫv0−ωv0‖Xk−2(R3−) = O(ǫ
λ
ωu
2 ) and ‖ωǫb0−ωb0‖Xk−2(R3−) = O(ǫ
λ
ωb
2 ), where λωu2 > 0, λ
ωb
2 > 0,
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then the convergence rates of the inviscid limit satisfy
‖vǫ − v‖
X
k−2,1
tan
+ ‖bǫ − b‖
X
k−2,1
tan
+ |hǫ − h|Xk−2,1 = O(ǫmin{
1
2
,λv,λb,λh,λ
ωv
2
,λ
ωb
2
}),
‖N ǫ · ∂ϕǫz vǫ −N · ∂zv‖Xk−2tan + ‖N
ǫ · ∂ϕǫz bǫ −N · ∂zb‖Xk−2tan + ‖N
ǫ · ωǫv −N · ωv‖Xk−2tan
+‖N ǫ · ωǫb −N · ωb‖Xk−2tan = O(ǫ
min{ 1
2
,λv,λb,λh,λ
ωv
2
,λ
ωb
2
}),
‖∂ϕǫz vǫ − ∂ϕz v‖Xk−3tan + ‖∂
ϕǫ
z bǫ − ∂ϕz b‖Xk−3tan + ‖ω
ǫ
v − ωv‖Xk−2tan + ‖ω
ǫ
b − ωb‖Xk−3tan
= O(ǫmin{
1
4
,λ
v
2
,λ
b
2
,λ
h
2
,
λ
ωv
2
2
,
λ
ωb
2
2
}),
‖∇ϕǫqǫ −∇ϕq‖
Xk−3tan
+ ‖∆ϕǫqǫ −∆ϕq‖
Xk−3tan
= O(ǫmin{
1
4
,λ
v
2
,λ
b
2
,λ
h
2
,
λ
ωv
2
2
,
λ
ωb
2
2
}),
‖vǫ − v‖
Y k−4tan
+ ‖bǫ − b‖
Y k−4tan
+ |hǫ − h|Y k−4 = O(ǫmin{
1
4
,λ
v
2
,λ
b
2
,λ
h
2
,
λ
ωv
2
2
,
λ
ωb
2
2
}),
‖N ǫ · ∂ϕǫz vǫ −N · ∂zv‖Y k−5tan + ‖N
ǫ · ∂ϕǫz bǫ −N · ∂zb‖Y k−5tan + ‖N
ǫ · ωǫv −N · ωv‖Y k−5tan
+‖N ǫ · ωǫb −N · ωb‖Y k−5tan = O(ǫ
min{ 1
4
,λ
v
2
,λ
b
2
,λ
h
2
,
λ
ωv
2
2
,
λ
ωb
2
2
}).
(1.34)
Remark 1.3. Due to formula (1.30), the estimate of ‖∂ϕǫz vǫ − ∂ϕz v‖Xk−2tan and ‖∂
ϕǫ
z bǫ − ∂ϕz b‖Xk−2tan
results from the estimate of ‖∂zvǫ − ∂zv‖Xk−2tan , ‖∂zb
ǫ − ∂zb‖Xk−2tan and ‖∂z(η
ǫ − η)‖
Xk−2tan
. The L∞
type estimates are based on the formula (1.47). ‖vǫ − v‖Xktan , ‖b
ǫ − b‖Xktan and |h
ǫ − h|Xk can not
be estimated because we can not control ‖∂kt (qǫ − q)‖L2 . In general, the convergence rates of the
inviscid limit for the free boundary problem are slower than those of the Navier-slip boundary case.
1.3 Main Results for MHD Equations with Surface Tension
For fixed σ > 0, we study the free boundary problem with surface tension when ǫ = λ, which is
equivalent to 
∂ϕt v − ǫ∆ϕv + v · ∇ϕv +∇ϕq = b · ∇ϕb, in R3−,
∂ϕt b− λ∆ϕb+ v · ∇ϕb = b · ∇ϕv, in R3−,
∇ϕ · v = 0,∇ϕ · b = 0, in R3−,
qn− 2ǫSϕvn = ghn − σMn, on z = 0,
∂th = v(t, y, 0) ·N, on z = 0,
b = 0, on z = 0 ∪ R3+,
(v, b, h)|t=0 = (vǫ0, bǫ0, hǫ0),
(1.35)
where M = ∇ · ∇h√
1+|∇h|2 = −∇x · (
(−∇yh,1)√
1+|∇h|2 ) = −∇y · (
(∇yh)√
1+|∇h|2 ).
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As ǫ→ 0, (1.35) reduces to the following free boundary problems for ideal MHD system:
∂ϕt v + v · ∇ϕv +∇ϕq = b · ∇ϕb, in R3−,
∂ϕt b+ v · ∇ϕb = b · ∇ϕv, in R3−,
∇ϕ · v = 0,∇ϕ · b = 0, in R3−,
qn = ghn − σMn, on z = 0,
∂th = v(t, y, 0) ·N, on z = 0,
b = 0, on z = 0 ∪ R3+,
(v, b, h)|t=0 = (v0, b0, h0),
(1.36)
where (v0, b0, h0) = lim
ǫ→0
(vǫ0, b
ǫ
0, h
ǫ
0). In this subsection, we do not need the Taylor sign condition.
The following proposition establishes the regularity structures for (1.35) and (1.36).
Proposition 1.2. Fix σ > 0, let ǫ = λ ∈ (0, 1]. For m ≥ 6, assume the initial data (vǫ0, Bǫ0, hǫ0)
satisfies the compatibility conditions ΠSϕvǫ0n|z=0 = 0 and ΠSϕbǫ0n|z=0 = 0 in (0, T ] and the regu-
larities
sup
ǫ∈(0,1]
(|hǫ0|Xm + ǫ
1
2 |hǫ0|Xm, 12 + σ|h
ǫ
0|Xm,1 + ‖vǫ0‖Xm + ‖bǫ0‖Xm + ‖ωǫv0‖Xm−1 + ‖ωǫb0‖Xm−1
+ ǫ(‖∇v0‖2Xm−1,1 + ‖∇b0‖2Xm−1,1) + ǫ(‖∇ωu0‖2Xm−1,1 + ‖∇ωb0‖2Xm−1,1)
+ ‖ωǫv0‖2X1,∞ + ‖ωǫb0‖2X1,∞ + ǫ
1
2 (‖∂zωǫv0‖L∞ + ‖∂zωǫb0‖L∞)) ≤ C0, (1.37)
then the unique solution to (1.35) satisfies
sup
ǫ∈[0,T ]
(|hǫ|2Xm−1,1 + ǫ
1
2 |hǫ|2
Xm−1,
3
2
+ σ|hǫ|2Xm−1,2 + ‖vǫ‖2Xm−1,1 + ‖bǫ‖2Xm−1,1 + ‖∂zvǫ‖2Xm−2
+ ‖∂zbǫ‖2Xm−2 + ‖ωǫv‖Xm−2 + ‖ωǫb‖Xm−2 + ‖∂zvǫ‖21,∞ + ‖∂zbǫ‖21,∞ + ǫ
1
2 (‖∂zzvǫ‖2L∞
+ ‖∂zzbǫ‖2L∞)) + ‖∂zv‖2L4([0,T ],Xm−1) + ‖∂zb‖2L4([0,T ],Xm−1) + ‖∂mt v‖2L4([0,T ],L2)
+ ‖∂mt b‖2L4([0,T ],L2) + ‖∂mt h‖2L4([0,T ],L2) + ǫ‖∂mt h‖2
L4([0,T ],X0,
1
2 )
+ σ‖∂mt h‖2L4([0,T ],X0,1)
+ ǫ
∫ T
0
‖∇vǫ‖2Xm−1,1 + ‖∇bǫ‖2Xm−1,1 + ‖∇∂zvǫ‖2Xm−2 + ‖∇∂zbǫ‖2Xm−2dt ≤ C. (1.38)
As ǫ = λ→ 0, the solution to (1.36) satisfies
sup
ǫ∈[0,T ]
(|hǫ|2Xm−1,1 + σ|hǫ|2Xm−1,2 + ‖vǫ‖2Xm−1,1 + ‖bǫ‖2Xm−1,1 + ‖∂zvǫ‖2Xm−2 + ‖∂zbǫ‖2Xm−2
+ ‖ωǫv‖Xm−2 + ‖ωǫb‖Xm−2 + ‖∂zv‖2L4([0,T ],Xm−1) + ‖∂zb‖2L4([0,T ],Xm−1) + ‖∂mt v‖2L4([0,T ],L2)
+ ‖∂mt b‖2L4([0,T ],L2) + ‖∂mt h‖2L4([0,T ],L2) + σ‖∂mt h‖2L4([0,T ],X0,1) ≤ C. (1.39)
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Remark 1.4. We estimate the pressure by the elliptic equation of the pressure subject to the
Neumann boundary condition as follows{
∆ϕq = −∂ϕj vi∂ϕi vj + ∂ϕj bi∂ϕi bj ,
∇ϕq ·N|z=0 = −∂ϕt v ·N− v · ∇ϕv ·N+ ǫ∆ϕv ·N.
(1.40)
If we couple △ϕq = −∂ϕj vi∂ϕi vj + ∂ϕj bi∂ϕi bj with its nonhomogeneous Dirichlet boundary condition
q|z=0 = gh − σH + 2ǫSϕvn · n, the estimates can not be closed due to the less regularity of h. In
(1.40), we have to prove ∂mt v ∈ L4([0, T ], L2) and ∂mt b ∈ L4([0, T ], L2), due to the nontransport-type
nonlinear terms. We use the following Hardy’s inequality to overcome the difficulties generated by
∂mt q,
‖ 11−z∂ℓt q‖L2(R3−) .
∣∣∂ℓt q|z=0∣∣L2(R2) + ‖∂z∂ℓt q‖L2(R3−), 0 ≤ ℓ ≤ m− 1. (1.41)
In [37], the depth of the fluid is finite, then ‖∂ℓt q‖L2(R2×[−L,0]) is bounded. While we consider the
infinite fluid depth in this paper, therefore ‖∂ℓt q‖L2 has no bound in general.
Since the equations of the vorticity and its boundary condition ΠSϕvn|z=0 = 0, ΠSϕbn|z=0 = 0
are the same as the σ = 0 case, Theorem 1.1 is also valid for the equations (1.14) with σ > 0.
Thus, in this case we only need to discuss the convergence rates of the inviscid limit. The results
are stated in the following theorem:
Theorem 1.3. Assume T > 0 is finite, (vǫ, bǫ, hǫ) is the solution of MHD equations in [0, T ] with
initial data (vǫ0, b
ǫ
0, h
ǫ
0), and (v, b, h) is the solution of ideal MHD equations in [0, T ] with initial data
(v0, b0, h0) ∈ Xm−1,1(R3−) ×Xm−1,1(R2). Assume there exists an integer k where 1 ≤ k ≤ m − 2,
such that ‖vǫ0−v0‖Xk−1,1(R3−) = O(ǫλ
v
), ‖bǫ0−b0‖Xk−1,1(R3−) = O(ǫλ
b
), |hǫ0−h0|Xk−1,1(R2) = O(ǫλ
h
),
‖ωǫv0 − ωv0‖Xk−1,1(R3−) = O(ǫλ
ωv
1 ), ‖ωǫb0 − ωb0‖Xk−1,1(R3−) = O(ǫλ
ωb
1 ), where λv > 0,λb > 0,λh > 0,
λωv1 > 0,λ
ωb
1 > 0.
(1) If the ideal MHD boundary data satisfies ΠSϕvn|z=0 6= 0 and ΠSϕbn|z=0 6= 0 in (0, T ], then
the convergence rates satisfy
‖vǫ − v‖
X
k−1,1
tan
+ ‖bǫ − b‖
X
k−1,1
tan
+ |hǫ − h|Xk−1,1 = O(ǫmin{
1
4
,λv,λb,λh,λ
ωv
1
,λ
ωb
1
}),
‖N ǫ · ∂ϕǫz vǫ −N · ∂zv‖Xk−1,1tan + ‖N
ǫ · ∂ϕǫz bǫ −N · ∂zb‖Xk−1,1tan + ‖N
ǫ · ωǫv −N · ωv‖Xk−1,1tan
+ ‖N ǫ · ωǫb −N · ωb‖Xk−1,1tan = O(ǫ
min{ 1
4
,λv,λb,λh,λ
ωv
1
,λ
ωb
1
}),
‖∂ϕǫz vǫ − ∂ϕz v‖Xk−2tan + ‖∂
ϕǫ
z b
ǫ − ∂ϕz b‖Xk−2tan + ‖ω
ǫ
v − ωv‖Xk−2tan + ‖ω
ǫ
b − ωb‖Xk−2tan
= O(ǫmin{
1
8
,λ
v
2
,λ
b
2
,λ
h
2
,
λ
ωv
1
2
,
λ
ωb
1
2
}),
‖∇ϕǫqǫ −∇ϕq‖
Xk−2tan
+ ‖∆ϕǫqǫ −∆ϕq‖
Xk−2tan
= O(ǫmin{
1
8
,λ
v
2
,λ
b
2
,λ
h
2
,
λ
ωv
1
2
,
λ
ωb
1
2
}),
‖vǫ − v‖
Y k−3tan
+ ‖bǫ − b‖
Y k−3tan
+ |hǫ − h|Y k−3 = O(ǫmin{
1
8
,λ
v
2
,λ
b
2
,λ
h
2
,
λ
ωv
1
2
,
λ
ωb
1
2
}),
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‖N ǫ · ∂ϕǫz vǫ −N · ∂zv‖Y k−4tan + ‖N
ǫ · ∂ϕǫz bǫ −N · ∂zb‖Y k−4tan + ‖N
ǫ · ωǫu −N · ωv‖Y k−4tan
+ ‖N ǫ · ωǫb −N · ωb‖Y k−4tan = O(ǫ
min{ 1
8
,λ
v
2
,λ
b
2
,λ
h
2
,
λ
ωu
1
2
,
λ
ωb
1
2
}).
(2) If the ideal MHD boundary data satisfies ΠSϕvn|z=0 = 0 and ΠSϕbn|z=0 = 0 in (0, T ],
assume ‖ωǫv0−ωv0‖Xk−2(R3−) = O(ǫ
λ
ωv
2 ) and ‖ωǫb0−ωb0‖Xk−2(R3−) = O(ǫ
λ
ωb
2 ), where λωv2 > 0, λ
ωb
2 > 0,
then the convergence rates satisfy
‖vǫ − v‖
X
k−2,1
tan
+ ‖bǫ − b‖
X
k−2,1
tan
+ |hǫ − h|Xk−2,1 = O(ǫmin{
1
2
,λv,λb,λh,λ
ωu
2
,λ
ωb
2
}),
‖N ǫ · ∂ϕǫz vǫ −N · ∂zv‖Xk−2tan + ‖N
ǫ · ∂ϕǫz bǫ −N · ∂zb‖Xk−2tan + ‖N
ǫ · ωǫv −N · ωv‖Xk−2tan
+ ‖N ǫ · ωǫb −N · ωb‖Xk−2tan = O(ǫ
min{ 1
2
,λv,λb,λh,λ
ωv
2
,λ
ωb
2
}),
‖∂ϕǫz vǫ − ∂ϕz v‖Xk−3tan + ‖∂
ϕǫ
z b
ǫ − ∂ϕz b‖Xk−3tan + ‖ω
ǫ
v − ωv‖Xk−2tan + ‖ω
ǫ
b − ωb‖Xk−3tan
= O(ǫmin{
1
4
,λ
v
2
,λ
b
2
,λ
h
2
,
λ
ωv
2
2
,
λ
ωb
2
2
}),
‖∇ϕǫqǫ −∇ϕq‖
Xk−3tan
+ ‖∆ϕǫqǫ −∆ϕq‖
Xk−3tan
= O(ǫmin{
1
4
,λ
v
2
,λ
b
2
,λ
h
2
,
λ
ωv
2
2
,
λ
ωb
2
2
}),
‖vǫ − v‖
Y k−4tan
+ ‖bǫ − b‖
Y k−4tan
+ |hǫ − h|Y k−4 = O(ǫmin{
1
4
,λ
v
2
,λ
b
2
,λ
h
2
,
λ
ωv
2
2
,
λ
ωb
2
2
}),
‖N ǫ · ∂ϕǫz vǫ −N · ∂zv‖Y k−5tan + ‖N
ǫ · ∂ϕǫz bǫ −N · ∂zb‖Y k−5tan + ‖N
ǫ · ωǫv −N · ωv‖Y k−5tan
+ ‖N ǫ · ωǫb −N · ωb‖Y k−5tan = O(ǫ
min{ 1
4
,λ
v
2
,λ
b
2
,λ
h
2
,
λ
ωv
2
2
,
λ
ωb
2
2
}).
1.4 Preliminaries
In this subsection, we collect some necessary notations, propositions and preliminary estimates,
the function is defined in the fixed domain R3−.
We denote the commutator,
[∂ltZα, ∂ϕi ]f = −∂ϕz f∂ϕi (∂ltZαη) + b.t., i = t, 1, 2, 3. (1.42)
Here the abbreviation b.t. represents bounded terms in this paper
b.t. = Cαi (f) = Cαi,1(f) + Cαi,2(f) + Cαi,3(f),
i = 1, 2, and 
Ci,1 := [∂ltZα,
∂iϕ
∂zϕ
, ∂zf ]
Ci,2 := −∂zf [∂ltZα, ∂iϕ,
1
∂zϕ
]− ∂iϕ(∂ltZα(
1
∂zϕ
) +
Zα∂zη
(∂zϕ)2
)∂zf,
Cαi,3 := −
∂iϕ
∂zϕ
[∂ltZα, ∂z ]f +
∂iϕ
(∂zϕ)2
∂zf [∂
l
tZα, ∂z ]η.
(1.43)
For i = 3, the result is very similar, and it suffices to replace ∂iϕ by 1 in the above terms. We need
the following lemma to estimate the commutators.
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Lemma 1.2 ([34]). For 1 ≤ |α| ≤ m, i = 1, 2, 3, we have
‖Cαi (f)‖ ≤ Λ(
1
c0
, |h|2,∞ + ‖∇f‖1,∞)(‖∇f‖m−1 + |h|m− 1
2
).
Now, we state the integration by parts for
∫
R
3
−
∂ϕi fgdVt.
Lemma 1.3. In R3−, we have the following integration by parts rules:∫
R
3
−
∂ϕi fgdVt = −
∫
R
3
−
f∂ϕi gdVt +
∫
z=0 fgNidy,
d
dt
∫
R
3
−
fdVt =
∫
R
3
−
∂ϕt fdVt +
∫
z=0 fv ·Ndy,∫
R
3
−
~a · ∇ϕfdVt =
∫
z=0 ~a ·N fdy −
∫
R
3
−
∇ϕ · ~a fdVt,∫
R
3
−
~a · (∇ϕ ×~b) dVt =
∫
z=0~a · (N×~b) dy +
∫
R
3
−
(∇ϕ × ~a) ·~bdVt,
(1.44)
where dVt = ∂zϕdydz is defined on R3−.
The following lemma states the Korn inequality in R3−.
Lemma 1.4 ([34]). If ∂zϕ ≥ c0, ‖∇ϕ‖L∞ + ‖∇2ϕ‖L∞ ≤ 1c0 for some c0 > 0, then there exists
Λ0 = Λ(
1
c0
) > 0, such that for every v ∈ H1(R3−), one has
‖∇v‖2
L2
. Λ0(
∫
R
3
−
|Sϕv|2 dVt + ‖v‖2L2). (1.45)
Denote the viscous terms by
∆ϕf = 2∇ϕ · Sϕf −∇ϕ(∇ϕ · f)
= ∇ϕ(∇ϕ · f)−∇ϕ × (∇ϕ × f).
The following estimate allows us to control the gradient of ω by its vorticity and |ω · n| 1
2
.
‖∇ω‖2
L2
.
∫
R
3
−
|∇ϕ × ω|2 dVt + ‖ω‖2L2 + |ω · n| 1
2
, (1.46)
which is proved by the Hodge decomposition and ∇ϕ · ω = 0.
We shall also need the following embedding and trace estimates for these spaces:
Lemma 1.5 ([34]). For s1 ≥ 0, s2 ≥ 0 such that s1 + s2 > 2, f ∈ Hs1tan and ∂zf ∈ Hs2tan, we have
the anisotropic Sobolev embedding
‖f‖2L∞ . ‖∂zf‖Hs2tan ‖f‖Hs1tan . (1.47)
For f ∈ H1(S), we have the trace estimates
|f(·, 0)|Hs(R2) ≦ C ‖∂zf‖
1
2
Htan
‖f‖
1
2
H
s1
tan
, (1.48)
with s1 + s2 = 2s ≧ 0.
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The rest of the paper is organized as follows: In Section 2, we investigate the relationship
between the vorticity, the normal derivative and regularity structure of MHD solutions with σ = 0,
and obtain the well-posedness which includes the time derivatives estimates. In Section 3, we study
the strong initial vorticity layer is one of sufficient conditions for the existence strong vorticity layer
for the free boundary MHD equations. In Section 4, we show the discrepancy between boundary
value of MHD vorticity and boundary value of ideal MHD vorticity is also one of sufficient conditions
for the existence strong vorticity layer for the free boundary MHD equations. In Section 5, we
establish the convergence rates estimates for σ = 0. In Section 6, we estimate the regularity
structure of MHD solutions with σ > 0. In Section 7, we estimate the convergence rates of the
inviscid limit for σ > 0.
2 Regularity Structure of MHD Solutions for σ = 0
In this section, let σ = 0, we first analyze the relationship between the vorticity and the normal
derivatives on the free boundary, and establish the vorticity equations with boundary conditions.
Next we give an a priori estimates for Proposition 1.1 on the regularities with respect to the time
derivatives. For simplicity, we omit the superscript ǫ = λ in this section.
2.1 Vorticity and Normal Derivatives
The following lemma shows that the normal derivatives (∂zv
1, ∂zv
2, ∂zb
1, ∂zb
2) can be estimated
by the tangential vorticity (ωvh, ωbh).
Lemma 2.1. Assume ωv, ωb are the vorticity of v, b of the MHD equations, respectively. If
‖v‖Xm−1,1 + ‖b‖Xm−1,1 + ‖h‖Xm−1,1 < +∞, then
‖∂zv1‖Xk + ‖∂zv2‖Xk + ‖∂zb1‖Xk + ‖∂zb2‖Xk
≤‖ωvh‖Xk + ‖ωbh‖Xk + ‖v‖Xk,1 + ‖b‖Xk,1 + |h|Xk, 12 (2.1)
for k ≤ m− 1.
Proof. According to the definition of the vorticity, ωv, ωb can be rewritten as:
ω1v = ∂
ϕ
2 v
3 − ∂ϕz v2 = ∂2v3 −
∂2ϕ
∂zϕ
∂zv
3 − 1
∂zϕ
∂zv
2,
ω2v = ∂
ϕ
z v
1 − ∂ϕ1 v3 = −∂1v3 +
∂1ϕ
∂zϕ
∂zv
3 +
1
∂zϕ
∂zv
1,
ω3v = ∂
ϕ
1 v
2 − ∂ϕ2 v1 = ∂1v2 −
∂1ϕ
∂zϕ
∂zv
2 − ∂2ϕ
∂zϕ
∂zv
1,
(2.2)
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and 
ω1b = ∂
ϕ
2 b
3 − ∂ϕz b2 = ∂2b3 −
∂2ϕ
∂zϕ
∂zb
3 − 1
∂zϕ
∂zb
2,
ω2b = ∂
ϕ
z b
1 − ∂ϕ1 b3 = −∂1b3 +
∂1ϕ
∂zϕ
∂zb
3 +
1
∂zϕ
∂zb
1,
ω3b = ∂
ϕ
1 b
2 − ∂ϕ2 b1 = ∂1b2 −
∂1ϕ
∂zϕ
∂zb
2 − ∂2ϕ
∂zϕ
∂zb
1.
(2.3)
Pluging the following divergence free condition
∂zv
3 = ∂1ϕ∂zv
1 + ∂2ϕ∂zv
2 − ∂zϕ(∂1v1 + ∂2v2),
∂zb
3 = ∂1ϕ∂zb
1 + ∂2ϕ∂zb
2 − ∂zϕ(∂1b1 + ∂2b2),
(2.4)
into (2.2) and (2.3), respectively, one has
ω1v = −
∂1ϕ∂2ϕ
∂zϕ
∂zv
1 − 1 + (∂2ϕ)
2
∂zϕ
∂zv
2 + ∂2v
3 + ∂2ϕ(∂1v
1 + ∂2v
2),
ω2v =
1 + (∂2ϕ)
2
∂zϕ
∂zv
1 +
1 + ∂1ϕ∂2ϕ
∂zϕ
∂zv
2 − ∂1v3 − ∂1ϕ(∂1v1 + ∂2v2),
(2.5)
and 
ω1b = −
∂1ϕ∂2ϕ
∂zϕ
∂zb
1 − 1 + (∂2ϕ)
2
∂zϕ
∂zb
2 + ∂2b
3 + ∂2ϕ(∂1b
1 + ∂2b
2),
ω2b =
1 + (∂2ϕ)
2
∂zϕ
∂zb
1 +
1 + ∂1ϕ∂2ϕ
∂zϕ
∂zb
2 − ∂1b3 − ∂1ϕ(∂1b1 + ∂2b2).
(2.6)
It follows that
∂1ϕ∂2ϕ
∂zϕ
∂zv
1 +
1 + (∂2ϕ)
2
∂zϕ
∂zv
2 = −ω1v + ∂2v3 + ∂2ϕ(∂1v1 + ∂2v2),
1 + (∂2ϕ)
2
∂zϕ
∂zv
1 +
1 + ∂1ϕ∂2ϕ
∂zϕ
∂zv
2 = ω2v + ∂1v
3 + ∂1ϕ(∂1v
1 + ∂2v
2),
(2.7)
and 
∂1ϕ∂2ϕ
∂zϕ
∂zb
1 +
1 + (∂2ϕ)
2
∂zϕ
∂zb
2 = −ω1b + ∂2b3 + ∂2ϕ(∂1b1 + ∂2b2),
1 + (∂2ϕ)
2
∂zϕ
∂zb
1 +
1 + ∂1ϕ∂2ϕ
∂zϕ
∂zb
2 = ω2b + ∂1b
3 + ∂1ϕ(∂1b
1 + ∂2b
2).
(2.8)
Therefore, the determinant of the coefficient matrix of (2.7), (2.8) is∣∣∣∣∣ ∂1ϕ∂2ϕ∂zϕ
1+(∂2ϕ)2
∂zϕ
1+(∂2ϕ)2
∂zϕ
1+∂1ϕ∂2ϕ
∂zϕ
∣∣∣∣∣ = −1 + (∂1ϕ)2 + (∂2ϕ)2(∂zϕ)2 6= 0. (2.9)
Thus we can solve ∂zv
1,∂zv
2,∂zb
1 and ∂zb
2 from (2.7) and (2.8), respectively. It exists four
homogeneous polynomials fk[∇ϕ](∂jvi), fk[∇ϕ](∂jbi), k=1,2,3,4, for j = 1, 2, i = 1, 2, 3, such that{
∂zv
1 = f1[∇ϕ](ω1v , ω2v) + f2[∇ϕ](∂jvi),
∂zv
2 = f3[∇ϕ](ω1v , ω2v) + f4[∇ϕ](∂jvi),
(2.10)
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and {
∂zb
1 = f1[∇ϕ](ω1b , ω2b ) + f2[∇ϕ](∂jbi),
∂zb
2 = f3[∇ϕ](ω1b , ω2b ) + f4[∇ϕ](∂jbi).
(2.11)
It follows that
‖∂zv1‖Xk + ‖∂zv2‖Xk + ‖∂zb1‖Xk + ‖∂zb2‖Xk
≤‖ωvh‖Xk + ‖ωbh‖Xk + Σ
i,j
‖∂jvi‖Xk + Σ
i,j
‖∂jbi‖Xk + |h|Xk, 12
≤‖ωvh‖Xk + ‖ωbh‖Xk + ‖v‖Xk,1 + ‖b‖Xk,1 + |h|Xk, 12 . (2.12)
Thus, Lemma (2.1) is proved.
The following lemma claims that the tangential vorticities ωvh, ωbh satisfy vorticity equations
(1.22).
Lemma 2.2. Assume ωv, ωb are the vorticities of v, b, respectively. Then there exist polynomi-
als F 0v [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi), F 0b [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi) such that ωvh, ωbh satisfy (1.22) where
F 0v [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi), F 0b [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi) are the quadratic polynomial vector with
respect to ωvh, ωbh, ∂jvi, ∂jbi.
Proof. Firstly, we consider the following stress tensor on the free boundary:
Sϕvn =
 n1∂
ϕ
1 v
1 + n
2
2 (∂
ϕ
1 v
2 + ∂ϕ2 v
1) + n
3
2 (∂
ϕ
1 v
3 + ∂ϕz v1)
n1
2 (∂
ϕ
1 v
2 + ∂ϕ2 v
1) + n2∂ϕ2 v
2 + n
3
2 (∂
ϕ
2 v
3 + ∂ϕz v2)
n1
2 (∂
ϕ
1 v
3 + ∂ϕz v1) +
n2
2 (∂
ϕ
2 v
3 + ∂ϕz v2)− n3∂ϕ1 v1 − n3∂ϕ2 v2)
 (2.13)
and
Sϕbn =
 n1∂
ϕ
1 b
1 + n
2
2 (∂
ϕ
1 b
2 + ∂ϕ2 b
1) + n
3
2 (∂
ϕ
1 b
3 + ∂ϕz b1)
n1
2 (∂
ϕ
1 b
2 + ∂ϕ2 b
1) + n2∂ϕ2 b
2 + n
3
2 (∂
ϕ
2 b
3 + ∂ϕz b2)
n1
2 (∂
ϕ
1 b
3 + ∂ϕz b1) +
n2
2 (∂
ϕ
2 B
3 + ∂ϕz b2)− n3∂ϕ1 b1 − n3∂ϕ2 b2)
 . (2.14)
Since ΠSϕvn = 0, ΠSϕbn = 0, then Sϕvn× n = 0, Sϕbn× n = 0, by formula A×B = εijkAjBk,
one has 
n3[n1∂ϕ1 v
1 +
n2
2
(∂ϕ1 v
2 + ∂ϕ2 v
1) +
n3
2
(∂ϕ1 v
3 + ∂ϕz v
1)]
= n1[
n1
2
(∂ϕ1 v
3 + ∂ϕz v
1) +
n2
2
(∂ϕ2 v
3 + ∂ϕz v
2)− n3∂ϕ1 v1 − n3∂ϕ2 v2)],
n3[
n1
2
(∂ϕ1 v
2 + ∂ϕ2 v
1) + n2∂ϕ2 v
2 +
n3
2
(∂ϕ2 v
3 + ∂ϕz v
2)]
= n2[
n1
2
(∂ϕ1 v
3 + ∂ϕz v
1) +
n2
2
(∂ϕ2 v
3 + ∂ϕz v
2)− n3∂ϕ1 v1 − n3∂ϕ2 v2)],
n2[n1∂ϕ1 v
1 +
n2
2
(∂ϕ1 v
2 + ∂ϕ2 v
1) +
n3
2
(∂ϕ1 v
3 + ∂ϕz v
1)]
= n1[
n1
2
(∂ϕ1 v
2 + ∂ϕ2 v
1) + n2∂ϕ2 v
2 +
n3
2
(∂ϕ2 v
3 + ∂ϕz v
2)],
(2.15)
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and 
n3[n1∂ϕ1 b
1 +
n2
2
(∂ϕ1 b
2 + ∂ϕ2 b
1) +
n3
2
(∂ϕ1 b
3 + ∂ϕz b
1)]
= n1[
n1
2
(∂ϕ1 b
3 + ∂ϕz b
1) +
n2
2
(∂ϕ2 b
3 + ∂ϕz b
2)− n3∂ϕ1 b1 − n3∂ϕ2 b2)],
n3[
n1
2
(∂ϕ1 b
2 + ∂ϕ2 b
1) + n2∂ϕ2 b
2 +
n3
2
(∂ϕ2 b
3 + ∂ϕz b
2)]
= n2[
n1
2
(∂ϕ1 b
3 + ∂ϕz b
1) +
n2
2
(∂ϕ2 b
3 + ∂ϕz b
2)− n3∂ϕ1 b1 − n3∂ϕ2 b2)],
n2[n1∂ϕ1 b
1 +
n2
2
(∂ϕ1 b
2 + ∂ϕ2 b
1) +
n3
2
(∂ϕ1 b
3 + ∂ϕz b
1)]
= n1[
n1
2
(∂ϕ1 b
2 + ∂ϕ2 b
1) + n2∂ϕ2 b
2 +
n3
2
(∂ϕ2 b
3 + ∂ϕz b
2)].
(2.16)
Due to the fact that ∂iϕ = − nin3 , i = 1, 2, it follows that ∂zvi, i = 1, 2,
[(n1)2 +
(n3)2
2
+
1
2
(n1)4
(n3)2
− 1
2
(n2)4
(n3)2
]∂zv
1 + [n1n2 +
(n1)3n2
(n3)2
+
1(n2)3
(n3)2
]∂zv
2
=− [ (n
3)2
2
− (n
1)2
2
− (n
2)2
2
][∂zϕ∂1v
3 − ∂1ϕ[−∂zϕ(∂1v1 + ∂2v2)]]
+ (
n1(n2)2
n3
− 2n1n3)(∂zϕ∂1v1)− (n1n3 + n
1(n2)2
n3
)(∂zϕ∂1v
2)
+ [
(n2)2
n3
n2
2
− n
1n2
n3
n1
2
− n
2n3
2
](∂zϕ∂1v
2 + ∂zϕ∂1v
1),
[n1n2 +
(n1)3n2
(n3)2
+
n1(n2)3
(n3)2
]∂zv
1 + [(n2)2 +
(n3)2
2
+
1
2
(n2)4
(n3)2
− 1
2
(n1)4
(n3)2
]∂zv
2
=− [ (n
3)2
2
− (n
1)2
2
− (n
2)2
2
][∂zϕ∂2v
3 − ∂zϕ[−∂zϕ(∂1v1 + ∂2v2)]]
+ (n2n3 +
n2(n1)2
n3
)(∂zϕ∂1v
1)− (n
2(n1)2
n3
− 2n2n3)(∂zϕ∂2v2)
+ [
(n1)2
n3
n1
2
− n
1n2
n3
n2
2
− n
1n3
2
](∂zϕ∂1v
2 + ∂zϕ∂2v
1),
and ∂zb
i, i = 1, 2,
[(n1)2 +
(n3)2
2
+
1
2
(n1)4
(n3)2
− 1
2
(n2)4
(n3)2
]∂zb
1 + [n1n2 +
(n1)3n2
(n3)2
+
1(n2)3
(n3)2
]∂zb
2
=− [ (n
3)2
2
− (n
1)2
2
− (n
2)2
2
][∂zϕ∂1b
3 − ∂1ϕ[−∂zϕ(∂1b1 + ∂2b2)]]
+ (
n1(n2)2
n3
− 2n1n3)(∂zϕ∂1b1)− (n1n3 + n
1(n2)2
n3
)(∂zϕ∂1b
2)
+ [
(n2)2
n3
n2
2
− n
1n2
n3
n1
2
− n
2n3
2
](∂zϕ∂1b
2 + ∂zϕ∂1b
1),
[n1n2 +
(n1)3n2
(n3)2
+
n1(n2)3
(n3)2
]∂zb
1 + [(n2)2 +
(n3)2
2
+
1
2
(n2)4
(n3)2
− 1
2
(n1)4
(n3)2
]∂zb
2
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=− [ (n
3)2
2
− (n
1)2
2
− (n
2)2
2
][∂zϕ∂2b
3 − ∂zϕ[−∂zϕ(∂1b1 + ∂2b2)]]
+ (n2n3 +
n2(n1)2
n3
)(∂zϕ∂1b
1)− (n
2(n1)2
n3
− 2n2n3)(∂zϕ∂2b2)
+ [
(n1)2
n3
n1
2
− n
1n2
n3
n2
2
− n
1n3
2
](∂zϕ∂1b
2 + ∂zϕ∂2b
1),
where the coefficient matrix of (∂zv
1, ∂zv
2)⊤ and (∂zb1, ∂zb2)⊤ is
M =
(
(n1)2 + (n
3)2
2 +
1
2
(n1)4
(n3)2
− 12 (n
2)4
(n3)2
n1n2 + (n
1)3n2
(n3)2
+
1(n2)3
(n3)2
n1n2 + (n
1)3n2
(n3)2
+ n
1(n2)3
(n3)2
(n2)2 + (n
3)2
2 +
1
2
(n2)4
(n3)2
− 12 (n
1)4
(n3)2
)
. (2.17)
Assume |∇h|∞ is suitably small, then n3 is suitably large and |n1| + |n2| is suitably small, such
that M is strictly diagonally dominant matrix. Hence, M is nondegenerate. We can solve ∂zv
1,
∂zv
2, ∂zb
1 and ∂zb
2, namely, there exist four homogeneous polynomials f5[∇ϕ](∂jvi), f6[∇ϕ](∂jvi),
f5[∇ϕ](∂jbi) and f6[∇ϕ](∂jbi), which are linear functions of ∂jvi with the coefficients being frac-
tions of ∇ϕ. Precisely, for j = 1, 2, i = 1, 2, 3, we have{
∂zv
1 = f5[∇ϕ](∂jvi), ∂zv2 = f6[∇ϕ](∂jvi),
∂zb
1 = f5[∇ϕ](∂jbi), ∂zb2 = f6[∇ϕ](∂jbi).
(2.18)
We have the boundary values of ωvh = (ω
1
v , ω
2
v) as follows
ω1v = −
∂1ϕ∂2ϕ
∂zϕ
∂zv
1 − 1 + (∂2ϕ)
2
∂zϕ
∂zv
2 + ∂2v
3 + ∂2ϕ(∂1v
1 + ∂2v
2)
= −∂1ϕ∂2ϕ
∂zϕ
f5v [∇ϕ](∂jvi)−
1 + (∂2ϕ)
2
∂zϕ
f6v [∇ϕ](∂jvi) + ∂ϕ2 v3 + ∂2ϕ(∂1v1 + ∂2v2)
= F 1[∇ϕ](∂jvi),
ω2v =
1 + (∂2ϕ)
2
∂zϕ
∂zv
1 +
1 + ∂1ϕ∂2ϕ
∂zϕ
∂zv
2 − ∂1v3 − ∂1ϕ(∂1v1 + ∂2v2)
=
1 + (∂2ϕ)
2
∂zϕ
f5v [∇ϕ](∂jvi) +
1 + ∂1ϕ∂2ϕ
∂zϕ
f6v [∇ϕ](∂jvi)− ∂ϕ1 v3 − ∂1ϕ(∂1v1 + ∂2v2)
= F 2[∇ϕ](∂jvi).
Similarly, we have the boundary value of ωbh = (ω
1
b , ω
2
b )
ω1b = −
∂1ϕ∂2ϕ
∂zϕ
∂zb
1 − 1 + (∂2ϕ)
2
∂zϕ
∂zb
2 + ∂2b
3 + ∂2ϕ(∂1b
1 + ∂2b
2)
= −∂1ϕ∂2ϕ
∂zϕ
f5b [∇ϕ](∂jbi)−
1 + (∂2ϕ)
2
∂zϕ
f6b [∇ϕ](∂jbi) + ∂ϕ2 b3 + ∂2ϕ(∂1b1 + ∂2b2)
= F 1[∇ϕ](∂jbi),
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ω2b =
1 + (∂2ϕ)
2
∂zϕ
∂zb
1 +
1 + ∂1ϕ∂2ϕ
∂zϕ
∂zb
2 − ∂1b3 − ∂1ϕ(∂1b1 + ∂2b2)
=
1 + (∂2ϕ)
2
∂zϕ
f5b [∇ϕ](∂jbi) +
1 + ∂1ϕ∂2ϕ
∂zϕ
f6b [∇ϕ](∂jbi)− ∂ϕ1 b3 − ∂1ϕ(∂1b1 + ∂2b2)
= F 2[∇ϕ](∂jbi).
Since the zero boundary value of magnetic field, one has F 1[∇ϕ](∂jbi) = F 2[∇ϕ](∂jbi) = 0 on z = 0
for j = 1, 2, i = 1, 2, 3. In addition, ωvh, ωbh satisfy the equations{
∂ϕt ωvh − ǫ∆ϕωvh + v · ∇ϕωvh − b · ∇ϕωbh = ωvh · ∇ϕhvh + ω3v∂ϕz vh − ωbh · ∇ϕhbh − ω3b∂ϕz bh,
∂ϕt ωbh − ǫ∆ϕωbh + v · ∇ϕωbh − b · ∇ϕωvh = [∇ϕ×, b · ∇ϕ]vh − [∇ϕ×, v · ∇ϕ]bh,
where the force term can be transformed as follows:
ωvh · ∇ϕhvh + ω3v∂ϕz vh − ωbh · ∇ϕhbh − ω3b∂ϕz bh
=ωv1(∂1vh − ∂1ϕ
∂zϕ
∂zvh) + ωv2(∂2vh − ∂2ϕ
∂zϕ
∂zvh)
+ (∂1v2 − ∂1ϕ
∂zϕ
∂zv2 − ∂2v1 + ∂2ϕ
∂zϕ
∂zv1)
1
∂zϕ
∂zvh
− ωb1(∂1bh − ∂1ϕ
∂zϕ
∂zbh)− ωb2(∂2bh − ∂2ϕ
∂zϕ
∂zbh)
− (∂1b2 − ∂1ϕ
∂zϕ
∂zb2 − ∂2b1 + ∂2ϕ
∂zϕ
∂zb1)
1
∂zϕ
∂zbh.
By (2.10) and (2.11), one has
ωvh · ∇ϕhvh + ω3v∂ϕz vh − ωbh · ∇ϕhbh + ω3b∂ϕz bh = F 0v [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi), j = 1, 2, i = 1, 2, 3.
It follows from the definition of curl that
([∇ϕ×, b · ∇ϕ]vh − [∇ϕ×, v · ∇ϕ]bh)1
=Σ3i=1(∂
ϕ
2 b
i∂ϕi v
3 − ∂ϕz bi∂ϕi v2 − ∂ϕ2 vi∂ϕi b3 + ∂ϕz vi∂ϕi b2)
=(∂2b
1 − ∂2ϕ
∂zϕ
∂zb
1)(∂1v
3 − ∂1ϕ
∂zϕ
∂zv
3) + (∂2b
2 − ∂2ϕ
∂zϕ
∂zb
2)(∂2v
3 − ∂2ϕ
∂zϕ
∂zv
3)
+ (∂2b
3 − ∂2ϕ
∂zϕ
∂zb
3)
∂zv
3
∂zϕ
− (∂2v1 − ∂2ϕ
∂zϕ
∂zv
1)(∂1b
3 − ∂1ϕ
∂zϕ
∂zb
3)
− (∂2v2 − ∂2ϕ
∂zϕ
∂zv
1)(∂2b
3 − ∂2ϕ
∂zϕ
∂zb
3)− (∂2v3 − ∂2ϕ
∂zϕ
∂zv
1)
∂zb
3
∂zϕ
− ∂zb
1
∂zϕ
(∂1v
2 − ∂1ϕ
∂zϕ
∂zv
2)− ∂zb
2
∂zϕ
(∂2v
2 − ∂2ϕ
∂zϕ
∂zv
2)− ∂zb
3
∂zϕ
∂zv
2
∂zϕ
+
∂zv
1
∂zϕ
(∂1b
2 − ∂1ϕ
∂zϕ
∂zb
2) +
∂zv
2
∂zϕ
(∂2b
2 − ∂2ϕ
∂zϕ
∂zb
2) +
∂zv
3
∂zϕ
∂zb
2
∂zϕ
.
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Due to (2.10), (2.11) and divergence free condition (2.4), we get ([∇ϕ×, b · ∇ϕ]vh − [∇ϕ×, v ·
∇ϕ]bh)1 = F 0b [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi). For ([∇ϕ×, b · ∇ϕ]vh − [∇ϕ×, v · ∇ϕ]bh)2, one can de-
duce that ([∇ϕ×, b · ∇ϕ]vh − [∇ϕ×, v · ∇ϕ]bh)2 = F 0b [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi), j = 1, 2, i = 1, 2, 3.
where F 0v [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi), F 0v [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi) is a quadratic polynomial vector with
ωvh, ωbh, ∂jv
i, ∂jb
i, the coefficients are fractions of ∇ϕ.
2.2 Time Derivatives Estimates
We establish a priori estimates for the free boundary problem for MHD equations (1.14) of
the tangential derivatives and time derivatives. The estimates for the normal derivatives are very
different from Lee[27]. Lee used the variable Svn = ΠS
ϕvn, Sbn = ΠS
ϕbn, while we investigate the
normal derivatives by the vorticity in this paper.
Before the estimates of tangential derivatives, we give two preliminary lemmas for h by using
the kinetical boundary condition.
Lemma 2.3 ([57]). Assume 0 ≤ l ≤ m− 1. Then ‖∂lth‖L2 can be estimated as follows
‖∂lth‖2L2 ≤ |h0|2Xm−1,1 +
∫ t
0
|h|2Xm−1 + ‖v‖2Xm−1,1dt+ ‖∂zv‖2L4(0,T ],Xm−1). (2.19)
The second preliminary lemma concerns the estimate of
√
ǫ|∂ltZαh| 1
2
, by which we can bound√
ǫ‖Sϕ∂ltZαη‖L2 and then we can bound
√
ǫ‖Sϕ∂ltZαv‖L2 and
√
ǫ‖Sϕ∂ltZαb‖L2 .
Lemma 2.4 ([57]). Assume 0 ≤ l ≤ m− 1. We have the estimate
ǫ|h|2
Xm−1,
3
2
≤ ǫ|h0|2
Xm−1,
3
2
+
∫ t
0
|h|2Xm−1,1 + ǫ
∑
l≤m−1,l+|α|≤m
|∇V l,α|2L2dt. (2.20)
Next we give the estimates for the tangential derivatives ‖∂ltv‖L2 , ‖∂ltb‖L2 and
√
ǫ‖∇∂ltZαv‖L2 ,√
ǫ‖∇∂ltZαb‖L2 . However, the proof is different from Lee [27] since ‖∂ℓt q‖ has no bound for infinite
fluid depth. The following lemma concerns the estimates of tangential derivatives.
Lemma 2.5. Assume the conditions are the same with those of Proposition 1.1, then v, b and h
satisfy the a priori estimate:
‖v‖Xm−1,1 + ‖b‖Xm−1,1 + |h|2Xm−1,1 + ǫ|h|2
Xm−1,
3
2
+ ǫ
∫ t
0
(‖∇v‖2Xm−1,1 + ‖∇b‖2Xm−1,1)
≤ ‖v0‖Xm−1,1 + ‖b0‖Xm−1,1 + |h0|2Xm−1,1 + ǫ|h0|2
X
m−1, 3
2
+ ‖∂zv‖L4([0,T ],Xm−1) + ‖∂zb‖L4([0,T ],Xm−1).
(2.21)
28
Proof. We choose the Alinhac’s good unknown as the variable. Applying ∂ltZ
α to (1.14), then V l,α,
Bl,α and Ql,α satisfy
∂ϕt V
l,α − 2ǫ∇ϕ · SϕV l,α + v · ∇ϕV l,α − b · ∇ϕBl,α +∇ϕQl,α
= −∂ϕt ∂ϕz v∂ltZαη − v · ∇ϕ∂ϕz v∂ltZαη + b · ∇ϕ∂ϕz b∂ltZαη +∇ϕ∂ϕz q∂ltZαη
+ 2ǫ∇ϕ · (Sϕ∂ϕz v∂ltZαη)− 2ǫ∂ϕz Sϕvy∂ltZαη + b.t.,
∂ϕt B
l,α − 2ǫ∇ϕ · SϕBl,α + v · ∇ϕϕBl,α − b · ∇ϕV l,α
= −∂ϕt ∂ϕz B∂ltZαη − v · ∇ϕ∂ϕz b∂ltZαη + b · ∇ϕ∂ϕz v∂ltZαη
+ 2ǫ∇ϕ · (Sϕ∂ϕz b∂ltZαη)− 2ǫ∂ϕz Sϕby∂ltZαη + b.t.,
∇ϕ · V l,α = −(∇ϕ · ∂ϕz v)∂ltZαη + b.t. = b.t.,
∇ϕ ·Bl,α = −(∇ϕ · ∂ϕz b)∂ltZαη + b.t. = b.t.,
(2.22)
and the following initial boundary conditions
Ql,αN − 2ǫSϕV l,αN
= (g − ∂ϕz q)∂ltZαhN+ 2ǫ(Sϕ∂ϕz vN)∂ltZαh− [∂ltZα, 2ǫSϕvn · n,N]
+ (2ǫSϕv − 2ǫSϕvn · n)∂ltZαN + 2ǫ[∂ltZα, Sϕv,N] + b.t.,
Bl,α|z=0 = −(∂ϕz b∂ltZαη)|z=0,
(∂ltZ
αv, ∂ltZ
αb, ∂ltZ
αh)|t=0 = (∂ltZαv0), ∂ltZαb0, ∂ltZαh0).
Step one: When |α| ≥ 1, 1 ≤ l + |α| ≤ m, we establish the L2 estimate of V l,α, Bl,α. The
estimates are similar to [27], but we do not use g − ∂ϕz qE > 0.
1
2
d
dt
∫
R
3
−
|V l,α|2 + |Bl,α|2dVt + 2ǫ
∫
R
3
−
|SϕV l,α|2 + |SϕBl,α|2dVt −
∫
R
3
−
Ql,α∇ϕ · V l,αdVt
≤
∫
z=0
(2ǫSϕV l,αN−Ql,αN)V l,αdy +
∫
z=0
2ǫSϕBl,αNBl,αdy
+ ‖∂zv‖2Xm−1 + ‖∂zb‖2Xm−1 + ‖∇q‖2Xm−1 + b.t.
≤ −1
2
d
dt
∫
z=0
(g − ∂ϕz q)|∂ltZαh|2dy + ‖∂zv‖2Xm−1 + ‖∂zb‖2Xm−1 + ‖∇q‖2Xm−1 + ǫ|h|Xm, 12 + b.t.
where we use
∫
R
3
−
b · ∇ϕBl,αV l,αdVt +
∫
R3−
b · ∇ϕBl,αV l,αdVt = 0, then
1
2
d
dt
∫
R
3
−
|V l,α|2 + |Bl,α|2dVt + 1
2
d
dt
∫
z=0
(g − ∂ϕz q)|∂ltZαh|2dy
+ 2ǫ
∫
R
3
−
|SϕV l,α|2dVt + 2ǫ
∫
R
3
−
|SϕBl,α|2dVt
≤ ‖∂zv‖2Xm−1 + ‖∂zb‖2Xm−1 + ‖∇q‖2Xm−1 + b.t.
Since (g − ∂ϕz q)z=0 ≥ c0 > 0, a priori estimates can be closed. Thus,
‖∂ltZαv‖2 + ‖∂ltZαb‖2 + |∂ltZαh|2 + ǫ|∂ltZαh|21
2
+ ǫ
∫ t
0
‖∇∂ltZαv‖2dt+ ǫ
∫ t
0
‖∇∂ltZαb‖2dt
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≤ ‖v0‖2Xm−1 + ‖b0‖2Xm−1 + |h0|2Xm−1,1 + ǫ|h0|2Xm−1, 3
2
+
∫ T
0
‖∂zv‖2Xm−1 +
∫ T
0
‖∂zb‖2Xm−1 + ‖∇q‖2Xm−1 (2.23)
where we have used the estimate of ǫ|∂ltZαh|21
2
that is proved by Lemma 2.4.
Step two: when |α| = 0 and 0 ≤ l ≤ m − 1, we have no bounds of q and ∂ltq. Since we have
developed the L2 estimate of V l,0, Bl,0, there is no need to use the variable Ql,α, the divergence
free condition and the dynamical boundary condition. Then
1
2
d
dt
∫
R
3
−
|V l,0|2 + |Bl,0|2dVt + 2ǫ
∫
R
3
−
|SϕV l,0|2dVt + 2ǫ
∫
R
3
−
|SϕBl,0|2dVt
≤ −
∫
R3−
∂lt∇ϕq · V l,0dVt +
∫
z=0
2ǫSϕV l,0N · V l,0dy +
∫
z=0
2ǫSϕBl,0N ·Bl,0dy
+ ‖∂zv‖2Xm−1 + ‖∂zb‖2Xm−1 + b.t.
≤ ‖∂lt∇q‖2L2 + ǫ‖∂ltv|z=0‖2L2 + ǫ|∂lth|z=0|2L2 + ǫ‖∂lt∂yv|z=0‖2L2 + ǫ‖∂lt∂zv|z=0‖2L2
+ ǫ‖∂lt∂zb|z=0‖2L2 + ‖∂zv‖2Xm−1 + ‖∂zb‖2Xm−1 + ‖∇q‖2Xm−1 + b.t..
Since ∂zv, ∂zb can be expressed in terms of tangential derivatives, then
1
2
d
dt
∫
R
3
−
|V l,0|2 + |Bl,0|2dVt + 2ǫ
∫
R
3
−
|SϕV l,0|2dVt + 2ǫ
∫
R
3
−
|SϕBl,0|2dVt
≤ ‖∂lt∇q‖2L2 + ǫ|∂lt∂yv|z=0‖2L2 + ǫ|∂lth|2
X
0, 1
2
+ ‖∂zv‖2Xm−1 + ‖∂zb‖2Xm−1 + b.t.
≤ ‖∂lt∇q‖2L2 + ǫ‖∇v‖2Xm−1,1 + ǫ|∂lth|2
X0,
1
2
+ ‖∂zv‖2Xm−1 + ‖∂zb‖2Xm−1 + b.t..
Similarly, we have
‖V l,0‖2 + ‖Bl,0‖2 + ǫ
∫ t
0
‖∇V l,0‖2dt+ ǫ
∫ t
0
‖∇Bl,0‖2dt
≤ ‖v0‖2Xm−1,1 + ‖b0‖2Xm−1,1 + |h0|2Xm−1,1 + ǫ|h0|2
X
m−1, 3
2
+ ‖∇q‖2L4([0,T ],Xm−1)
+ ‖∂zv‖2L4([0,T ],Xm−1) + ‖∂zb‖2L4([0,T ],Xm−1) + ǫ
∫ T
0
‖∇v‖2Xm−1,1dt.
(2.24)
By (2.24) and Lemma 2.3, we obtain the estimate of ∂ltv, ∂
l
tb:∫
R2
|∂ltv|2 + |∂ltb|2dy ≤ ‖v0‖2Xm−1,1 + ‖b0‖2Xm−1,1 + |h0|2Xm−1,1 + ǫ|h0|2
Xm−1,
3
2
+ ‖∇q‖2L4([0,T ],Xm−1) + ‖∂zv‖2L4([0,T ],Xm−1) + ‖∂zb‖2L4([0,T ],Xm−1) + ǫ
∫ T
0
‖∇v‖2Xm−1dt
+ ǫ
∫ T
0
‖∇b‖2Xm−1dt+
∫ t
0
|h|2Xm−1 + ‖v‖2Xm−1 + ‖v‖2Xm−1dt.
While q satisfies the elliptic equation with nonhomogeneous Dirichlet boundary condition{
∆ϕq = −∇ · (v · ∇ϕv) +∇ · (b · ∇ϕb),
q|z=0 = gh+ 2ǫSϕvn · n,
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then it is easy to get the gradient estimate for q as follows
‖∇q‖Xm−1 ≤‖∇ · (v · ∇ϕv)‖Xm−1 + ‖∇ · (b · ∇ϕb)‖Xm−1 + |q|z=0|Xm−1, 1
2
≤‖v‖Xm−1,1 + ‖b‖Xm−1,1 + ‖∂zv‖Xm−1 + ‖∂zb‖Xm−1
+ g|h|Xm−1 , 3
2
+ ǫ|vz=0|Xm−1, 3
2
+ ǫ|h|Xm−1, 3
2
. (2.25)
Takig summation for l and α (2.23), (2.24) and (2.25), we get the estimate (2.21). Thus, Lemma
2.5 is proved.
2.3 Proof Proposition 1.1
In order to study ∂zv, ∂zb on the right hand of (2.21) to close the energy estimates, we should
estimate ‖∂zv‖2L4([0,T ],Xm−1), ‖∂zb‖2L4([0,T ],Xm−1).
Lemma 2.6. Assume ωv and ωb are the vorticities of v and b of the free boundary problems for
MHD equations. Then ωvh and ωbh satisfy the following estimate:
‖ωvh‖2L4([0,T ],Xm−1) + ‖ωbh‖2L4([0,T ],Xm−1) + ‖∂zv‖2L4([0,T ],Xm−1) + ‖∂zb‖2L4([0,T ],Xm−1)
≤ ‖ωvh|t=0‖2Xm−1 + ‖ωbh|t=0‖2Xm−1 +
∫ t
0
‖v‖2Xm−1,1 + ‖b‖2Xm−1,1 + |h|2Xm−1,1dt
+ ǫ
∫ t
0
‖∂zv‖2Xm−1,1 + ‖∂zb‖2Xm−1,1dt. (2.26)
Proof. We have the equations for ωvh, ωbh:

∂ϕt ωvh − ǫ∆ϕωvh + v · ∇ϕωvh − b · ∇ϕωbh = F 0v [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi),
∂ϕt ωbh − ǫ∆ϕωbh + v · ∇ϕωbh − b · ∇ϕωvh = F 0b [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi),
ωvh|z=0 = F 1,2[∇ϕ](∂jvi),
ωbh|z=0 = F 1,2[∇ϕ](∂jbi),
(ωvh, ωbh)|t=0 = (ω1v0, ω2v0, ω1b0, ω2b0),
(2.27)
where j = 1, 2, i = 1, 2, 3.
Similarly to [27], we decompose ωvh = ω
nh
vh +ω
h
vh, ωbh = ω
nh
bh +ω
h
bh, such that ω
nh
vh , ω
nh
bh solve the
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nonhomogeneous equations with zero boundary condition:

∂ϕt ω
nh
vh − ǫ∆ϕωnhvh + v · ∇ϕωnhvh − b · ∇ϕωnhbh = F 0v [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi),
∂ϕt ω
nh
bh − ǫ∆ϕωnhbh + v · ∇ϕωnhbh − b · ∇ϕωnhvh = F 0b [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi),
ωnhvh |z=0 = 0,
ωnhbh |z=0 = 0,
(ωnhvh , ω
nh
bh )|t=0 = (ω1v0, ω2v0, ω1b0, ω2b0)⊤.
(2.28)
For j = 1, 2, i = 1, 2, 3, ωhvh, ω
h
bh solve the homogeneous equations with general boundary
condition as follows:

∂ϕt ω
h
vh − ǫ∆ϕωhvh + v · ∇ϕωhvh − b · ∇ϕωhBh = 0,
∂ϕt ω
h
bh − ǫ∆ϕωhbh + v · ∇ϕωhbh − b · ∇ϕωhvh = 0,
ωhvh|z=0 = F 1,2[∇ϕ](∂jvi),
ωhbh|z=0 = F 1,2[∇ϕ](∂jbi),
(ωhvh, ω
h
bh)|t=0 = 0.
(2.29)
where F 1,2[∇ϕ](∂jbi) = 0, which is derived from the zero magnetic field.
The nonhomogeneous equations are equivalent to

∂tω
nh
vh − ǫ∆ϕωnhvh + vy · ∇yωnhvh + Vz∂zωnhvh − by · ∇yωnhbh −Bz∂zωnhbh
= F 0v [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi),
∂tω
nh
bh − ǫ∆ϕωnhbh + vy · ∇yωnhbh + Vz∂zωnhbh − by · ∇yωnhvh −Bz∂zωnhvh
= F 0B [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi).
(2.30)
where Vz =
1
∂zϕ
(v ·N − ∂tϕ) = 1∂zϕ(v3 − ∂tη − vy · ∇yη), Bz = 1∂zϕb ·N = 1∂zϕ(b3 − by · ∇yη).
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Applying ∂ltZ
α, where l + |α| ≤ m− 1, to the equations (2.30), we have
∂t∂
l
tZ
αωnhvh − ǫ∆ϕ∂ltZαωnhvh + vy · ∇y∂ltZαωnhvh + Vz∂z∂ltZαωnhvh − by · ∇y∂ltZαωnhbh −Bz∂z∂ltZαωnhbh
= ∂ltZ
αF 0v [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi)− [∂ltZα, vy · ∇y]ωnhvh − [∂ltZα, Vz∂z]ωnhvh
+ [∂ltZ
α, by · ∇y]ωnhbh + [∂ltZα, Bz∂z]ωnhbh + ǫ∇ϕ · [∂ltZα,∇ϕ]ωnhvh + ǫ[∂ltZα,∇ϕ·]ωnhvh
∂t∂
l
tZ
αωnhbh − ǫ∆ϕ∂ltZαωnhbh + vy · ∇y∂ltZαωnhbh + Vz∂z∂ltZαωnhbh − by · ∇y∂ltZαωnhvh −Bz∂z∂ltZαωnhvh
= ∂ltZ
αF 0B [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi)− [∂ltZα, vy · ∇y]ωnhbh − [∂ltZα, Vz∂z]ωnhbh
+ [∂ltZ
α, by · ∇y]ωnhvh + [∂ltZα, Bz∂z]ωnhvh + ǫ∇ϕ · [∂ltZα,∇ϕ]ωnhbh + ǫ[∂ltZα,∇ϕ·]ωnhbh
∂ltZ
αωnhvh |z=0 = 0,
∂ltZ
αωnhbh |z=0 = 0,
(∂ltZ
αωnhvh , ∂
l
tZ
αωnhbh )|t=0 = (∂ltZαω1v0, ∂ltZαω2v0, ∂ltZαω1b0, ∂ltZαω2b0)⊤.
(2.31)
For the L2 estimate, one has
d
dt
(‖∂ltZαωnhvh‖2L2 + ‖∂ltZαωnhbh ‖2L2) + 2ǫ‖∇ϕ∂ltZαωnhvh‖2L2 + 2ǫ‖∇ϕ∂ltZαωnhbh ‖2L2
≤‖∂ltZαωvh‖2L2 + ‖∂ltZαωbh‖2L2 + ‖∂ltZα∂jvi‖2L2 + ‖∂ltZα∂jbi‖2L2 + ‖∂ltZα∇ϕ‖2L2
+ ǫ
∫
R3−
∇ϕ · [∂ltZα,∇ϕ]ωnhvh · ∂ltZαωnhvhdVt + ǫ
∫
R3−
[∂ltZ
α,∇ϕ·]ωnhvh · ∂ltZαωnhvhdVt
+ ǫ
∫
R
3
−
∇ϕ · [∂ltZα,∇ϕ]ωnhbh · ∂ltZαωnhbh dVt + ǫ
∫
R
3
−
[∂ltZ
α,∇ϕ·]ωnhbh · ∂ltZαωnhbh dVt
+ ‖[∂ltZα, Vz∂z]ωnhvh ‖2L2 + ‖[∂ltZα, Vz∂z ]ωnhbh ‖2L2 + ‖[∂ltZα, Bz∂z]ωnhvh ‖2L2
+ ‖[∂ltZα, Bz∂z]ωnhbh ‖2L2 + b.t..
(2.32)
Now we estimate the last eight terms on the right hand of (2.32). It follows from [57] that
‖[∂ltZα, Vz∂z]ωnhvh ‖2L2 ≤ |h|2Xm−1,1 + ‖∂zv‖2Xm−1,1 + b.t.,
ǫ
∫
R
3
−
∇ϕ · [∂ltZα,∇ϕ]ωnhvh · ∂ltZαωnhvhdVt
≤ |h|2Xm−1,1 + ǫ‖∇ϕ∂ltZαωnhvh‖2L2 + ǫ‖∇ϕ∂ltZαωnhbh ‖2L2 + b.t..
(2.33)
Similarly, one has
‖[∂ltZα, Vz∂z]ωnhbh ‖2L2 + ‖[∂ltZα, Bz∂z]ωnhvh ‖2L2 + ‖[∂ltZα, Bz∂z]ωnhbh ‖2L2
≤ |h|2Xm−1,1 + ‖∂zv‖2Xm−1,1 + ‖∂zb‖2Xm−1,1 + b.t.,
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and
ǫ
∫
R3−
[∂ltZ
α,∇ϕ·]ωnhvh · ∂ltZαωnhvhdVt + ǫ
∫
R3−
∇ϕ · [∂ltZα,∇ϕ]ωnhbh · ∂ltZαωnhbh dVt
+ ǫ
∫
R3−
[∂ltZ
α,∇ϕ·]ωnhbh · ∂ltZαωnhbh dVt
≤ |h|2Xm−1,1 + ǫ‖∇ϕ∂ltZαωnhvh‖2L2 + ǫ‖∇ϕ∂ltZαωnhbh ‖2L2 + b.t..
Therefore, one gets
d
dt
(‖∂ltZαωnhvh ‖2L2 + ‖∂ltZαωnhbh ‖2L2) + 2ǫ‖∇ϕ∂ltZαωnhvh‖2L2 + 2ǫ‖∇ϕ∂ltZαωnhbh ‖2L2
≤‖∂ltZαωvh‖2L2 + ‖∂ltZαωbh‖2L2 + |h|2Xm−1,1 + ‖∂zv‖2Xm−1,1 + ‖∂zb‖2Xm−1,1
+ ǫ‖∇ϕ∂ltZαωnhvh ‖2L2 + ǫ‖∇ϕ∂ltZαωnhbh ‖2L2 + b.t..
(2.34)
Taking Summation for l and α in (2.34), and integrating from 0 to t, we get
‖ωnhvh ‖2Xm−1 + ‖ωnhbh ‖2Xm−1 + ǫ
∫ t
0
‖∇ωnhvh ‖2Xm−1dt+ ǫ
∫ t
0
‖∇ωnhbh ‖2Xm−1dt
≤‖ωnhvh |t=0‖2Xm−1 + ‖ωnhbh |t=0‖2Xm−1 +
∫ t
0
‖ωvh‖2Xm−1dt+
∫ t
0
‖ωbh‖2Xm−1dt
+
∫ t
0
‖v‖2Xm−1,1 + ‖b‖2Xm−1,1 + ‖h‖2Xm−1,1dt
≤‖ωvh|t=0‖2Xm−1 + ‖ωbh|t=0‖2Xm−1 +
√
t‖ωvh‖2L4([0,T ],Xm−1) +
√
t‖ωbh‖2L4([0,T ],Xm−1)
+
∫ t
0
‖v‖2Xm−1,1dt+
∫ t
0
‖b‖2Xm−1,1dt+
∫ t
0
‖h‖2Xm−1,1dt. (2.35)
It follows that
‖ωnhvh ‖4Xm−1 + ‖ωnhbh ‖4Xm−1 ≤ ‖ωvh|t=0‖4Xm−1 + ‖ωbh|t=0‖4Xm−1 + T‖ωvh‖4L4([0,T ],Xm−1)
+ T‖ωbh‖4L4([0,T ],Xm−1) + (
∫ t
0
‖v‖2Xm−1,1dt)2 + (
∫ t
0
‖b‖2Xm−1,1dt)2 + (
∫ t
0
‖h‖2Xm−1,1dt)2.
Then ∫ T
0
‖ωnhvh ‖4Xm−1 +
∫ T
0
‖ωnhbh ‖4Xm−1 ≤ T‖ωvh|t=0‖4Xm−1 + T‖ωbh|t=0‖4Xm−1
+ T
∫ T
0
‖ωvh‖4L4([0,T ],Xm−1) + T
∫ T
0
‖ωbh‖4L4([0,T ],Xm−1)
+ T (
∫ t
0
‖v‖2Xm−1,1dt)2 + T (
∫ t
0
‖b‖2Xm−1,1dt)2 + T (
∫ t
0
‖h‖2Xm−1,1dt)2.
34
For the homogeneous equations, similarly to Lee [27](see Theorem 10.5 in [27]), we can obtain
the H
1
4 ([0, T ], L2) estimate when l + |α| ≤ m− 1,
‖∂ltZαωhvh ± ∂ltZαωhbh‖2
H
1
4 ([0,T ],L2(R3−))
≤√ǫ
∫ T
0
|∂ltZαωhvh|z=0|2L2(R2)dt+
√
ǫ
∫ T
0
|∂ltZαωhbh|z=0|2L2(R2)dt
≤√ǫ
∫ T
0
|∂ltZα(F 1,2[∇ϕ](∂jvi))|z=0|2L2(R2)dt+
√
ǫ
∫ T
0
|∂ltZαF 1,2[∇ϕ](∂jbi)|z=0|2L2(R2)dt
≤√ǫ
∫ T
0
|h|2Xm−1,1dt+
√
ǫ
∫ T
0
|v|z=0|2Xm−1,1tan dt+
√
ǫ
∫ T
0
|b|z=0|2Xm−1,1tan dt
≤√ǫ
∫ T
0
|h|2Xm−1,1dt+
∫ T
0
‖v‖2Xm−1,1dt+ ǫ
∫ T
0
‖∂zv‖2Xm−1,1dt,
(2.36)
where ∂jv
i|z=0|Xm−1 = |v|z=0|Hm , ∂jbi|z=0|Xm−1 = |b|z=0|Hm for j = 1, 2. Taking summation for α
in (2.36), we have
‖ωhvh ± ωhbh‖2L4([0,T ],Xm−1) ≤
∫ T
0
|h|2Xm−1,1dt+
∫ T
0
‖v‖2Xm−1,1dt+ ǫ
∫ T
0
‖∂zv‖2Xm−1,1dt.
Hence, one has
‖ωhvh ± ωhbh‖4L4([0,t],Xm−1) ≤ (
∫ T
0
|h|2Xm−1,1dt)2 + (
∫ T
0
‖v‖2Xm−1,1dt)2 + (ǫ
∫ T
0
‖∂zv‖2Xm−1,1dt)2.
Therefore
‖ωvh‖4L4([0,t],Xm−1) + ‖ωbh‖4L4([0,t],Xm−1)
≤‖ωhvh‖4L4([0,T ],Xm−1) + ‖ωnhvh ‖4L4([0,T ],Xm−1) + ‖ωhbh‖4L4([0,T ],Xm−1) + ‖ωnhbh ‖4L4([0,T ],Xm−1)
≤‖ωvh|t=0‖4Xm−1 + ‖ωbh|t=0‖4Xm−1 +
∫ T
0
‖ωvh‖4L4([0,T ],Xm−1) +
∫ T
0
‖ωbh‖4L4([0,T ],Xm−1)
+ (
∫ T
0
|h|2Xm−1,1dt)2 + (
∫ T
0
‖v‖2Xm−1,1dt)2 + (
∫ T
0
‖b‖2Xm−1,1dt)2
+ (ǫ
∫ T
0
‖∂zv‖2Xm−1,1dt)2 + (ǫ
∫ T
0
‖∂zb‖2Xm−1,1dt)2.
It follows from the Gronwall’s inequality that
‖ωvh‖2L4([0,t],Xm−1) + ‖ωbh‖2L4([0,t],Xm−1)
≤‖ωvh|t=0‖2Xm−1 + ‖ωbh|t=0‖2Xm−1 +
∫ T
0
|h|2Xm−1,1dt+
∫ T
0
‖v‖2Xm−1,1dt
+
∫ T
0
‖b‖2Xm−1,1dt+ ǫ
∫ T
0
‖∂zv‖2Xm−1,1dt+ ǫ
∫ T
0
‖∂zb‖2Xm−1,1dt.
Then, we have
‖∂zvh‖2L4([0,T ],Xm−1) + ‖∂zbh‖2L4([0,T ],Xm−1)
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≤‖ωvh‖4L4([0,t],Xm−1) + ‖ωbh‖4L4([0,t],Xm−1) + |h|2
L4([0,T ],Xm−1,
1
2 )
+ ‖v‖2L4([0,T ],Xm−1,1) + ‖b‖2L4([0,T ],Xm−1,1).
By the divergence free condition, one has
‖∂zv3‖2L4([0,T ],Xm−1) + ‖∂zb3‖2L4([0,T ],Xm−1)
≤‖∂zvh‖2L4([0,T ],Xm−1) + ‖∂zbh‖2L4([0,T ],Xm−1) + ‖∇ϕ‖2L4([0,T ],Xm−1)
+ ‖∂jvi‖2L4([0,T ],Xm−1) + ‖∂jbi‖2L4([0,T ],Xm−1)
≤‖ωvh‖4L4([0,t],Xm−1) + ‖ωbh‖4L4([0,t],Xm−1) + |h|2
L4([0,T ],Xm−1,
1
2 )
+ ‖v‖2L4([0,T ],Xm−1,1) + ‖b‖2L4([0,T ],Xm−1,1).
The lemma is proved.
Refer to [27] for the L∞ estimates, which implies ∂zv, ∂zb, Z3∂zv, Z3∂zb
√
ǫ∂zzv,
√
ǫ∂zzb ∈ L∞.
The following lemma establishes the estimates of ‖∂zv‖L∞([0,T ],Xm−2), ‖∂zb‖L∞([0,T ],Xm−2). Note
that we can not have ∂zv, ∂zb ∈ L∞([0, T ],Xm−1), due to the fact that ωv|z=0 = F 1,2v [∇ϕ](∂jvi)).
Lemma 2.7. Assume ωv and ωb are the vorticity of the v and b for the free boundary problems of
MHD equations, respectively. ωv, ωb satisfy the following estimate:
‖∂zv‖2Xm−2 + ‖∂zb‖2Xm−2 + ǫ
∫ t
0
‖∂zzv‖2Xm−2 + ‖∂zzb‖2Xm−2dt
+ ‖ωv‖2Xm−2 + ‖ωb‖2Xm−2 + ǫ
∫ t
0
‖∇ωv‖2Xm−2 + ‖∇ωb‖2Xm−2dt
≤‖∂zv0‖2Xm−2 + ‖∂zb0‖2Xm−2 +
∫ t
0
‖v‖2Xm−1,1 + ‖b‖2Xm−1,1 + |h|2Xm−1dt
‖∂zv‖2L4([0,T ],Xm−1) + ‖∂zb‖2L4([0,T ],Xm−1) (2.37)
Proof. By ∇ϕ · v = 0 and ∇ϕ · b = 0, we have
∆ϕv = ∇ϕ(∇ϕ · v)−∇ϕ × (∇ϕ × v) = −∇ϕ × ωv, (2.38)
∆ϕb = ∇ϕ(∇ϕ · b)−∇ϕ × (∇ϕ × b) = −∇ϕ × ωb. (2.39)
Firstly, we deduce the L2 estimate of ωv and ωb. We have∫
R
3
−
(∂ϕt v − ǫ∆ϕv + v · ∇ϕv +∇ϕq − b · ∇ϕb) · ∇ϕ × ωvdVt = 0,∫
R
3
−
(∂ϕt b− ǫ∆ϕb+ v · ∇ϕb− b · ∇ϕv) · ∇ϕ × ωbdVt = 0,
then ∫
R
3
−
(∂ϕt ωv + v · ∇ϕωv +∇ϕ ×∇ϕq − b · ∇ϕωb) · ωvdVt + ǫ
∫
R
3
−
|∇ϕ × ωv|2dVt
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=−
∫
z=0
(∂ϕt v + vy · ∇yv + Vz∂zv − by · ∇yb+∇ϕq) ·N × ωvdVt
−
∫
R
3
−
3∑
i=1
∇ϕvi∂ϕi v · ωvdVt +
∫
R
3
−
3∑
i=1
∇ϕbi∂ϕi b · ωvdVt,∫
R
3
−
(∂ϕt ωb + v · ∇ϕωb − b · ∇ϕωv) · ωb)dVt + ǫ
∫
R
3
−
|∇ϕ × ωb|2dVt
=−
∫
z=0
(∂ϕt b+ vy · ∇yb+ Vz∂zb− by · ∇yb) ·N × ωbdVt
−
∫
R
3
−
3∑
i=1
∇ϕvi∂ϕi b · ωbdVt +
∫
R
3
−
3∑
i=1
∇ϕbi∂ϕi v · ωbdVt.
Hence
‖ωv‖2L2 + ‖ωb‖2L2 + ǫ
∫ t
0
‖∇ωv‖2L2 + ‖∇ωb‖2L2dt
≤‖ωv|t=0‖2L2 + ‖ωb|t=0‖2L2 + b.t..
Note that
∫
z=0∇ϕq ·N × ωvdVt ≤ |∇ϕq|t=0|− 1
2
+ |N × ωv|t=0| 1
2
= b.t..
When 1 ≤ l + |α| ≤ m− 2, applying ∂ltZα to the equations(1.14), we have{
∂ϕt ∂
l
tZ
αv + ǫ(∇ϕ×)2∂ltZαv + v · ∇ϕ∂ltZαv − b · ∇ϕ∂ltZαb+∇ϕ∂ltZαq = ǫIv1,1 + Iv1,2,
∂ϕt ∂
l
tZ
αb+ ǫ(∇ϕ×)2∂ltZαb+ v · ∇ϕ∂ltZαb− b · ∇ϕ∂ltZαv = ǫIb1,1 + Ib1,2,
(2.40)
where 
Iv1,1 = −[∂ltZα,∇ϕ×]ωv −∇ϕ × [∂ltZα,∇ϕ×]v,
Iv1,2 = −[∂ltZα, vy · ∇y + Vz∂z]v + [∂ltZα, by · ∇y +Bz∂z]b− [∂ltZα, N∂ϕz ]q,
Ib1,1 = −[∂ltZα,∇ϕ×]ωb −∇ϕ × [∂ltZα,∇ϕ×]b,
Ib1,2 = −[∂ltZα, vy · ∇y + Vz∂z]b+ [∂ltZα, by · ∇y +Bz∂z]v.
(2.41)
Multiplying (2.40) with ∇ϕ × (∇ϕ × ∂ltZαv), ∇ϕ × (∇ϕ × ∂ltZαb), respectively, integrating in R3−
and note that [∂ϕt ,∇ϕ] = 0, we have∫
R
3
−
∂ϕt |∇ϕ × ∂ltZαv|2dVt +
∫
R
3
−
v · ∇ϕ|∇ϕ × ∂ltZαv|2dVt
+
∫
R
3
−
(∇ϕ ×∇ϕ∂ltZαq) · (∇ϕ × ∂ltZαv)dVt + ǫ
∫
R
3
−
|∇ϕ × (∇ϕ × ∂ltZαv)|2dVt
=
∫
R3−
b · ∇ϕ∇ϕ × ∂ltZαb · ∇ϕ × ∂ltZαvdVt −
∫
R3−
[(
3
Σ
i=1
∇ϕvi · ∂ϕi )∂ltZαv] · (∇ϕ × ∂ltZαv)dVt
+
∫
R
3
−
[(
3
Σ
i=1
∇ϕbi · ∂ϕi )∂ltZαb] · (∇ϕ × ∂ltZαv)dVt +
∫
z=0
Iv1,2 ·N × (∇ϕ × ∂ltZαv)dy
−
∫
z=0
(∂ϕt ∂
l
tZ
αv + v · ∇ϕ∂ltZαv − b · ∇ϕ∂ltZαb+∇ϕ∂ltZαq) ·N × (∇ϕ × ∂ltZαv)dy
37
+
∫
R
3
−
ǫIv1,1∇ϕ × (∇ϕ × ∂ltZαv)dVt +
∫
R
3
−
∇ϕ × Iv1,2(∇ϕ × ∂ltZαv)dVt,
and ∫
R
3
−
∂ϕt |∇ϕ × ∂ltZαb|2dVt +
∫
R
3
−
v · ∇ϕ|∇ϕ × ∂ltZαb|2dVt + ǫ
∫
R
3
−
|∇ϕ × (∇ϕ × ∂ltZαb)|2dVt
=
∫
R
3
−
b · ∇ϕ∇ϕ × ∂ltZαv · ∇ϕ × ∂ltZαbdVt −
∫
R
3
−
[(
3
Σ
i=1
∇ϕvi · ∂ϕi )∂ltZαb] · (∇ϕ × ∂ltZαb)dVt
+
∫
R
3
−
[(
3
Σ
i=1
∇ϕbi · ∂ϕi )∂ltZαv] · (∇ϕ × ∂ltZαb)dVt +
∫
z=0
Ib1,2 ·N × (∇ϕ × ∂ltZαb)dy
−
∫
z=0
(∂ϕt ∂
l
tZ
αb+ v · ∇ϕ∂ltZαb− b · ∇ϕ∂ltZαv) ·N × (∇ϕ × ∂ltZαb)dy
+
∫
R
3
−
ǫIb1,1∇ϕ × (∇ϕ × ∂ltZαb)dVt +
∫
R
3
−
∇ϕ × Ib1,2(∇ϕ × ∂ltZαb)dVt.
It follow from ∇ϕ ×∇ϕ∂ltZαq = 0 that
d
dt
∫
R
3
−
|∇ϕ × ∂ltZαv|2 + |∇ϕ × ∂ltZαb|2dVt + 2ǫ
∫
R
3
−
|(∇ϕ×)2∂ltZαv|2 + |(∇ϕ×)2∂ltZαb|2dVt
≤ ‖∇ϕ × ∂ltZαv‖2L2 + ‖∇ϕ × ∂ltZαb‖2L2 + ǫ‖(∇ϕ×)2∂ltZαv‖2L2 + ǫ‖(∇ϕ×)2∂ltZαb‖2L2
+ |v|z=0|2Xm−1tan + |b|z=0|
2
Xm−1tan
+ |∇ϕ × ∂ltZαv|z=0|21
2
+ |∇ϕ × ∂ltZαb|z=0|21
2
+ |∇ϕ∂ltZαq|z=0|2− 1
2
+ ‖∇∂ltZαv‖2L2 + ‖∇∂ltZαb‖2L2 + Σ
l1+|α|1≤m−3
|∇ϕ∂l1t Zα1q|z=0|2− 1
2
+ ǫ(‖Iv1,1‖2L2 + ‖Ib1,1‖2L2)
+ ‖∇ϕ × Iv1,2‖2L2 + ‖∇ϕ × Ib1,2‖2L2 .
It is easy to prove that ‖Iv1,1‖2L2 ≤ ‖ωv‖Xm−2 and ‖Ib1,1‖2L2 ≤ ‖ωb‖Xm−2 . Next we estimate
∇ϕ × Iv1,2 and ∇ϕ × Iv1,2, by normal co-norm estimate. We have
‖∇ϕ × ([∂ltZα, Vz∂z]v + [∂ltZα, Bz∂z]b)‖L2 + ‖∇ϕ × ([∂ltZα, Vz∂z]b+ [∂ltZα, Bz∂z]v)‖L2
≤ Σ
l1+|α1|>0
(‖1− z
z
∂l
1
t Z
α1Vz · z
1− z∇
ϕ × ∂l2t Zα
2
∂zv‖L2 + ‖∇ϕ∂l
1
t Z
α1Vz × ∂l2t Zα
2
∂zv‖L2)
+ Σ
l1+|α1|>0
(‖1− z
z
∂l
1
t Z
α1Bz · z
1− z∇
ϕ × ∂l2t Zα
2
∂zb‖L2 + ‖∇ϕ∂l
1
t Z
α1Bz × ∂l2t Zα
2
∂zb‖L2)
Σ
l1+|α1|>0
(‖1− z
z
∂l
1
t Z
α1Vz · z
1− z∇
ϕ × ∂l2t Zα
2
∂zb‖L2 + ‖∇ϕ∂l
1
t Z
α1Vz × ∂l2t Zα
2
∂zb‖L2)
+ Σ
l1+|α1|>0
(‖1− z
z
∂l
1
t Z
α1Bz · z
1− z∇
ϕ × ∂l2t Zα
2
∂zv‖L2 + ‖∇ϕ∂l
1
t Z
α1Bz × ∂l2t Zα
2
∂zv‖L2)
≤ Σ
l1+|α1|>0
(‖∇ϕ∂l1t Zα
1
Vz‖L2 + ‖∇ϕ∂l
1
t Z
α1Bz‖L2 + ‖∇ϕ × ∂l
2
t Z
α2Z3v‖L2
+ ‖∇ϕ × ∂l2t Zα
2
Z3b‖L2 + ‖∂l
2
t Z
α2∂zv‖L2 + ‖∂l
2
t Z
α2∂zb‖L2)
≤‖ωv‖Xm−2 + ‖ωb‖Xm−2 + ‖v‖Xm−1 + ‖b‖Xm−1 + |h|Xm−1 , (2.42)
38
and
‖∇ϕ × ([∂ltZα, N∂ϕz ]q)‖L2 ≤ ‖ωv‖Xm−2 + ‖v‖Xm−2 + ‖∇q‖Xm−1 .
Applying the Gronwall’s inequality, we have the estimate of the vorticity:
‖∇ϕ × ∂ltZαv‖2L2 + ‖∇ϕ × ∂ltZαb‖2L2 + ǫ
∫ t
0
‖(∇ϕ×)2∂ltZαv‖2L2 + ‖(∇ϕ×)2∂ltZαb‖2L2dt
≤‖∇ϕ × ∂ltZαv|t=0‖2L2 + ‖∇ϕ × ∂ltZαb|t=0‖2L2 +
∫ t
0
‖ωv‖Xm−2 + ‖ωb‖Xm−2 + ‖v‖Xm−1
+ ‖b‖Xm−1 + |h|Xm−1 + ‖∂zv‖2Xm−1 + ‖∂zb‖2Xm−1 + ‖∇q‖2Xm−1dt+ b.t.
≤‖∇ϕ × ∂ltZαv|t=0‖2L2 + ‖∇ϕ × ∂ltZαb|t=0‖2L2 +
∫ t
0
+‖v‖Xm−1
+ ‖b‖Xm−1 + |h|Xm−1 + ‖∂zv‖2Xm−1 + ‖∂zb‖2Xm−1 + ‖∇q‖2Xm−1dt+ b.t..
∂ℓtZαωv, ∂ℓtZαωb are equivalent to ∇ϕ × ∂ℓtZαv, ∇ϕ × ∂ℓtZαb, due to ℓ+ |α| ≤ m− 2 and
∂ℓtZαωv − ∂ℓtZα(∇ϕ × v) =
∑
ℓ1+|α1|>0
∂ℓ1t Zα1( N∂zϕ)∂z × ∂
ℓ2
t Zα2v,
∂ℓtZαωb − ∂ℓtZα(∇ϕ × b) =
∑
ℓ1+|α1|>0
∂ℓ1t Zα1( N∂zϕ)∂z × ∂
ℓ2
t Zα2b,
‖∂ℓtZαωv − ∂ℓtZα(∇ϕ × v)‖L2 . ‖∂zv‖Xm−3 + |h|Xm−2, 12 ,
‖∂ℓtZαωb − ∂ℓtZα(∇ϕ × b)‖L2 . ‖∂zb‖Xm−3 + |h|Xm−2, 12 .
(2.43)
Then we have the estimate of the vorticity:
‖ωv‖2Xm−2 + ‖ωb‖2Xm−2 + ǫ
t∫
0
‖∇ωv‖2Xm−2 + ǫ
t∫
0
‖∇ωb‖2Xm−2dVtdt
. ‖ωv0‖2Xm−2 + ‖ωb0‖2Xm−2 +
t∫
0
‖v‖2
Xm−1,1
+ ‖b‖2
Xm−1,1
+ |h|2
Xm−1
+‖∂zv‖2Xm−1 + ‖∂zb‖2Xm−1 + ‖∇q‖2Xm−1 dt.
(2.44)
Lemma 2.7 is proved.
By the estimates proved in Lemmas 2.5, 2.6, 2.7, it is standard to prove Proposition 1.1.
3 Strong Initial Vorticity Layer
In this section, we establish the L∞ estimate of strong vorticity layer under the assumption
that the boundary value of ideal MHD equations satisfies ΠSϕvn|z=0 = 0 and ΠSϕbn|z=0 = 0 in
(0, T ]. It shows that the strong initial vorticity layer is one of sufficient conditions for the existence
of strong vorticity layer of the free boundary problems for MHD equations(1.14).
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3.1 Lagrangian Coordinates Maps
In this subsection, we derive the evolution equations of ωˆvh = ω
ǫ
vh − ωvh and ωˆbh = ωǫbh − ωbh,
and construct a variable which satisfies the heat equations with damping.
ωˆvh and ωˆbh satisfy the equations (1.22). Due to the symmetry of the coefficient, one has
F 0v [∇ϕǫ](ωǫvh, ωǫbh, ∂jvǫ,i, ∂jbǫ,i)− F 0v [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi)
=f7v [ω
ǫ
vh, ω
ǫ
bh,∇ϕǫ, ∂jvǫ,i, ∂jbǫ,i,∇ϕ, ∂jvi, ∂jbi, ωvh, ωbh]ωˆvh
+ f7b [ω
ǫ
vh, ω
ǫ
bh,∇ϕǫ, ∂jvǫ,i, ∂jbǫ,i,∇ϕ, ∂jvi, ∂jbi, ωvh, ωbh]ωˆbh
+ f8v [ω
ǫ
vh, ω
ǫ
bh,∇ϕǫ, ∂jvǫ,i, ∂jbǫ,i,∇ϕ, ∂jvi, ∂jbi, ωvh, ωbh]∂j vˆi
+ f8b [ω
ǫ
vh, ω
ǫ
bh,∇ϕǫ, ∂jvǫ,i, ∂jbǫ,i,∇ϕ, ∂jvi, ∂jbi, ωvh, ωbh]∂j bˆi
+ f9v [ω
ǫ
vh, ω
ǫ
bh,∇ϕǫ, ∂jvǫ,i, ∂jbǫ,i,∇ϕ, ∂jvi, ∂jbi, ωvh, ωbh]∇ϕˆ, (3.1)
and
F 0b [∇ϕǫ](ωǫvh, ωǫbh, ∂jvǫ,i, ∂jbǫ,i)− F 0b [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi)
=− f7b [ωǫvh, ωǫbh,∇ϕǫ, ∂jvǫ,i, ∂jbǫ,i,∇ϕ, ∂jvi, ∂jbi, ωvh, ωbh]ωˆvh
− f7v [ωǫvh, ωǫbh,∇ϕǫ, ∂jvǫ,i, ∂jbǫ,i,∇ϕ, ∂jvi, ∂jbi, ωvh, ωbh]ωˆbh
− f8b [ωǫvh, ωǫbh,∇ϕǫ, ∂jvǫ,i, ∂jbǫ,i,∇ϕ, ∂jvi, ∂jbi, ωvh, ωbh]∂j vˆi
− f8v [ωǫvh, ωǫbh,∇ϕǫ, ∂jvǫ,i, ∂jbǫ,i,∇ϕ, ∂jvi, ∂jbi, ωvh, ωbh]∂j bˆi
+ f9v [ω
ǫ
vh, ω
ǫ
bh,∇ϕǫ, ∂jvǫ,i, ∂jbǫ,i,∇ϕ, ∂jvi, ∂jbi, ωvh, ωbh]∇ϕˆ, (3.2)
where the coefficients f7v [· · · ], f8v [· · · ], f9v [· · · ],f7b [· · · ], f8b [· · · ] and f9b [· · · ] are uniformly bounded
with respect to ǫ. For simplicity, we denote f iv[ω
ǫ
vh, ω
ǫ
bh,∇ϕǫ, ∂jvǫ,i, ∂jbǫ,i,∇ϕ, ∂jvi, ∂jbi, ωvh, ωbh]
and f ib[ω
ǫ
vh, ω
ǫ
bh,∇ϕǫ, ∂jvǫ,i, ∂jbǫ,i,∇ϕ, ∂jvi, ∂jbi, ωvh, ωbh] as f iv and f ib , i = 7, 8, 9. Then we obtain
the following system of ωˆvh and ωˆbh:
∂ϕ
ǫ
t ωˆvh − ǫ∆ϕ
ǫ
ωˆvh + v
ǫ · ∇ϕǫωˆvh − bǫ · ∇ϕǫωˆbh − f7v ωˆvh − f7b ωˆbh
= f8v ∂j vˆ
i + f8b ∂j bˆ
i + f9v (∇ϕˆ) + ǫ∆ϕ
ǫ
ωvh + ∂
ϕ
z ωvh∂
ϕǫ
t ηˆ
+ ∂ϕz ωvhv · ∇ϕ
ǫ
ηˆ − vˆ · ∇ϕωvh − ∂ϕz ωbhb · ∇ϕ
ǫ
ηˆ + bˆ · ∇ϕωbh,
∂ϕ
ǫ
t ωˆbh − ǫ∆ϕ
ǫ
ωˆbh + v
ǫ · ∇ϕǫωˆbh − bǫ · ∇ϕǫωˆvh + f7b ωˆvh + f7v ωˆbh
= −f8b ∂j vˆi − f8v ∂j bˆi + f9b (∇ϕˆ) + ǫ∆ϕ
ǫ
ωbh + ∂
ϕ
z ωbh∂
ϕǫ
t ηˆ
+ ∂ϕz ωbhv · ∇ϕ
ǫ
ηˆ − vˆ · ∇ϕωbh − ∂ϕz ωvhb · ∇ϕ
ǫ
ηˆ + bˆ · ∇ϕωvh,
ωˆvh|z=0 = F 1,2v [∇ϕǫ](∂jvǫ,i)− ωvh|z=0 := ωˆbvh,
ωˆbh|z=0 = F 1,2b [∇ϕ](∂jbi)− ωbh|z=0 := ωˆbbh,
(ωˆvh|t=0, ωˆbh|t=0) = (ωˆvh,0, ωˆbh,0).
(3.3)
40
Similarly to Lee [27], we eliminate the convection term and loretz force by using the following
two Lagrangian maps Yi(i = 1, 2):
Y1 : Ω→ R3, ∂tY1(t, x) = (u− b)(t, Y1(t, x)), Y1(0, x) = x, (3.4)
Y2 : Ω→ R3, ∂tY2(t, x) = (u+ b)(t, Y2(t, x)), Y2(0, x) = x. (3.5)
Note that images Y1(t,Ω) and Y2(t,Ω) are defined only by boundary values of vector fields (u± b)b.
If we write boundary graphs as h1 and h2, due to b = 0 on the boundary, then
h1,2(t) := h1,2(0) +
∫ t
0
(u± b)b ·N = h1,2(0) +
∫ t
0
ub ·N = h(t). (3.6)
Define the Jacobian of the change of variables J i(t, x) = |det∇Yi(t, x)|, a0 = |J10 (x)|
1
2 , b0 =
|J20 (x)|
1
2 , and the matrix (ai,j) = |J10 |
1
2P−1, where the matrix P satisfies Pi,j = ∂iY1 ·∂jY1. Similarly,
we can define (bi,j) = |J20 |
1
2P−1, where the matrix P satisfies Pi,j = ∂iY2 · ∂jY2.
Define W± = e−γt(ωˆvh ± ωˆbh)(t,Φ−1 ◦ Yi), then W± satisfy the equations:
a0∂tW+ − ǫ∂i(ai,j∂jW+) + γa0W+ − (f7v − f7b )W− = ǫe−γt((f8v − f8b )(∂j vˆi − ∂j bˆi)
+ (f9v + f
9
b )(∇ϕˆ) + ǫ∆ϕ
ǫ
(ωvh + ωbh) + ∂
ϕ
z (ωvh + ωbh)∂
ϕǫ
t ηˆ + ∂
ϕ
z (ωvh + ωbh)v · ∇ϕ
ǫ
ηˆ
− vˆ · ∇ϕ(ωvh + ωbh)− ∂ϕz (ωvh + ωbh)b · ∇ϕ
ǫ
ηˆ + bˆ · ∇ϕ(ωvh + ωbh)) := Iv2, (3.7)
b0∂tW− − ǫ∂i(bi,j∂jW−) + γb0W− − (f7v + f7b ))W+ = ǫe−γt((f8v + f8b )(∂j vˆi + ∂j bˆi)
+ (f9v − f9b )(∇ϕˆ) + ǫ∆ϕ
ǫ
(ωvh − ωbh) + ∂ϕz (ωvh − ωbh)∂ϕ
ǫ
t ηˆ + ∂
ϕ
z (ωvh − ωbh)v · ∇ϕ
ǫ
ηˆ
− vˆ · ∇ϕ(ωvh − ωbh)− ∂ϕz (ωvh − ωbh)b · ∇ϕ
ǫ
ηˆ + bˆ · ∇ϕ(ωvh − ωbh)) := Ib2, (3.8)
where we have used two different transforms Φ◦Y1 and Φ◦Y2, and we have ‖Iv2‖L∞ → 0, ‖Ib2‖L∞ →
0 as ǫ→ 0.
Since a0 > 0, b0 > 0 and f
7
v ± f7b are bounded, we choose suitably large γ > 0 such that{
γa0 − (f7v + f7b ) > 0, γa0 − (f7v − f7b ) > 0,
γb0 − (f7v + f7b ) > 0, γb0 − (f7v − f7b ) > 0,
(3.9)
then γa0W+−(f7v−f7b )W− and γb0W−−(f7v+f7b ))W+ are the damping term of the coupled system.
Since the matrix (ai,j) and (bi,j) are definitely positive, −ǫ∂i(ai,j∂jW+) and −ǫ∂i(bi,j∂jW−) are the
diffusion term.
3.2 L∞ Estimate of Strong Vorticity Layer
In this subsection, if the initial vorticity layer of velocity or magnetic field is strong, we can
prove that the vorticity layer for free boundary problems is strong.
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The following theorem shows the existence of the strong vorticity layer for the free boundary
MHD equations (1.14), which arises from the strong initial vorticity layer of velocity or magnetic
field.
Theorem 3.1. Assume ωǫv and ω
ǫ
b are the vorticity of v ad b of MHD equations. If the initial data
of MHD equations satisfies lim
ǫ→0
(∇ϕǫ × vǫ0) − ∇ϕ × lim
ǫ→0
vǫ0 6= 0 or lim
ǫ→0
(∇ϕǫ × bǫ0) − ∇ϕ × lim
ǫ→0
bǫ0 6= 0
in the initial set A0, the ideal MHD boundary data satisfies ΠSϕvn|z=0 = 0 and ΠSϕbn|z=0 = 0 in
(0, T ], then lim
ǫ→0
‖ωǫv − ωv‖L∞(X(A0))×(0,T ]) 6= 0 or limǫ→0 ‖ω
ǫ
b − ωb‖L∞(X(A0))×(0,T ]) 6= 0.
Proof. Since ΠSϕvn|z=0 = 0,ΠSϕbn|z=0 = 0 in (0, T ], |ωǫv0 − ωv0|∞ → 0 and |ωǫb0 − ωb0|∞ → 0 as
ǫ → 0. Then there exist a set A0 ∩ {x|z < 0} 6= 0 such that lim
ǫ→0
(∇ϕǫ × vǫ) − ∇ϕ × lim
ǫ→0
vǫ 6= 0 or
lim
ǫ→0
(∇ϕǫ ×Bǫ)−∇ϕ × lim
ǫ→0
bǫ 6= 0 in the initial set A0.
We investigate the following equations:

a0∂tW+ − ǫ∂i(aij∂jW+) + γa0W+ − (f7v − f7b )W− = Iv2,
b0∂tW− − ǫ∂i(bij∂jW−) + γb0W− − (f7v + f7b )W+ = Ib2,
W+|z=0 = ωˆbvh + ωˆbbh = ωǫv0 − ωv0 + ωǫb0 − ωb0 → 0,
W−|z=0 = ωˆbvh − ωˆbbh = ωǫv0 − ωv0 − ωǫb0 + ωb0 → 0,
W+|t=0 = ωˆvh,0 + ωˆbh,0 = ωǫvh0 − ωvh0 + ωǫbh0 − ωbh0,
W−|t=0 = ωˆvh,0 − ωˆbh,0 = ωǫvh0 − ωvh0 − ωǫbh0 + ωbh0.
(3.10)
We decomposeW± =W ini± +W
fo
± +W
bdy
± , such thatW ini± satisfy the nonhomogeneous equations
with force term:

a0∂tW
ini
+ − ǫ∂i(aij∂jW ini+ ) + γa0W ini+ − (f7v − f7b )W ini− = 0,
b0∂tW
ini
− − ǫ∂i(bij∂jW ini− ) + γb0W ini− − (f7v + f7b )W ini+ = 0,
W+|z=0 = 0,W−|z=0 = 0,
W+|t=0 = ωˆvh,0 + ωˆbh,0,W−|t=0 = ωˆvh,0 − ωˆbh,0.
(3.11)
W fo± satisfy the following equations:

a0∂tW
fo
+ − ǫ∂i(aij∂jW fo+ ) + γa0W fo+ − (f7v − f7b )W fo− = Iv2,
b0∂tW
fo
− − ǫ∂i(bij∂jW fo− ) + γb0W fo− − (f7v + f7b )W fo+ = Ib2,
W fo+ |z=0 = 0,W fo− |z=0 = 0,
W fo+ |t=0 = 0,W fo− |t=0 = 0.
(3.12)
42
and W bdy± satisfy the homogeneous equations:
a0∂tW
bdy
+ − ǫ∂i(aij∂jW bdy+ ) + γa0W bdy+ − (f7v − f7b )W bdy− = 0,
b0∂tW
bdy
− − ǫ∂i(bij∂jW bdy− ) + γb0W bdy− − (f7v + f7b )W bdy+ = 0,
W bdy+ |z=0 = ωˆbvh + ωˆbbh,W bdy− |z=0 = ωˆbvh − ωˆbbh,
W bdy+ |t=0 = 0,W bdy− |t=0 = 0.
(3.13)
For (3.11), we denote the variable by W˜ ini+ = W
ini
+ e
γt, W˜ ini− = W ini− eγt and consider the following
equations: 
∂tW˜
ini
+ −
ǫ
a0
· aij∂ijW˜ ini+ =
√
ǫ Iv3 + 1
a0
(f7v − f7b )W˜ ini− ,
∂tW˜
ini
− −
ǫ
b0
· aij∂ijW˜ ini− =
√
ǫ Ib3 + 1
b0
(f7v + f
7
b )W˜
ini
+ ,
W˜+|z=0 = 0, W˜−|z=0 = 0,
W+|t=0 = ωˆvh,0 + ωˆbh,0,W−|t=0 = ωˆvh,0 − ωˆbh,0,
(3.14)
where
Iv3 =
√
ǫ
a0
3∑
i,j=1
∂iaij · ∂jW˜ ini+ ,
Ib3 =
√
ǫ
b0
3∑
i,j=1
∂ibij · ∂jW˜ ini− .
(3.15)
Note that ‖Iv3‖L∞ < +∞ and ‖Ib3‖L∞ < +∞, since Iv3 and Iv3 contains normal differential
operator ∂z of order at most one.
By definition, (3.14) is uniformly parabolic, which has fundamental solution satisfying the
parabolic scaling. Let Hv(
x√
ǫt
), Hb(
x√
ǫt
) be the fundamental solution of the following homogeneous
parabolic equation in R3, respectively,
∂tf − ǫ
a0
aije
γt · ∂ijf = 0,
∂tf − ǫ
b0
bije
γt · ∂ijf = 0.
(3.16)
Then the equations (3.14) has the explicit formula by using Duhamel’s principle
W˜ ini+ (t, x) =
∫
R3−
(ωˆv,0 + ωˆb,0)(y)(Hv(
x− y√
ǫt
)− Hv(x+ y√
ǫt
)) dy
+
∫ t
0
∫
R
3
−
(
√
ǫ Iv3 + 1
a0
(f7v − f7b )W˜ ini− )(t− s, y)(Hv(
x− y√
ǫs
)− Hv(x+ y√
ǫs
)) dyds,
W˜ ini− (t, x) =
∫
R3−
(ωˆvh,0 − ωˆbh,0)(y)(Hb(x− y√
ǫt
)− Hb(x+ y√
ǫt
)) dy
+
∫ t
0
∫
R
3
−
(
√
ǫ Ib3 + 1
b0
(f7v + f
7
b )W˜
ini
+ )(t− s, y)(Hb(
x− y√
ǫs
)− Hb(x+ y√
ǫs
)) dyds.
(3.17)
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As ǫ→ 0, we have∫
R3−
(ωˆv,0 + ωˆb,0)(y)(Hv(
x− y√
ǫt
)− Hv(x+ y√
ǫt
)) dy → ωˆv,0 + ωˆb,0 +
√
ǫO(1)→ ωˆv,0 + ωˆb,0,∫
R
3
−
(ωˆv,0 − ωˆb,0)(y)(Hb(x− y√
ǫt
)− Hb(x+ y√
ǫt
)) dy → ωˆvh,0 − ωˆb,0 +
√
ǫO(1)→ ωˆv,0 − ωˆb,0,
and ∫ t
0
∫
R
3
−
√
ǫ Iv3(t− s, y)(Hv(x− y√
ǫs
)− Hv(x+ y√
ǫs
)) dyds→ 0,∫ t
0
∫
R3−
√
ǫ Ib3(t− s, y)(Hb(x− y√
ǫs
)− Hb(x+ y√
ǫs
)) dyds→ 0.
In addition
lim
ǫ→0
‖ ∫ t0 ∫R3− 1a0 (f7v − f7b )W˜ ini− (t− s, y)(Hv(x−y√ǫs )− Hv(x+y√ǫs )) dyds‖L∞ ,
≤ lim
ǫ→0
‖ ∫ t0 ∫R3− 1a0 (f7v − f7b )(t− s, y)(Hv(x−y√ǫs )− Hv(x+y√ǫs )) dyds‖L∞‖W˜ ini− ‖L∞ ,
≤ ‖ ∫ t0 1a0 (f7v − f7b )(s, x) ds‖L∞‖W˜ ini− ‖L∞ ,
lim
ǫ→0
‖ ∫ t0 ∫R3− 1b0 (f7v + f7b )W˜ ini+ (t− s, y)(Hb(x−y√ǫs )− Hb(x+y√ǫs )) dyds‖L∞
≤ lim
ǫ→0
‖ ∫ t0 ∫R3−( 1b0 (f7v + f7b )(t− s, y)(Hb(x−y√ǫs )− Hb(x+y√ǫs )) dyds‖L∞‖W˜ ini+ ‖L∞
≤ ‖ ∫ t0 ( 1b0 (f7v + f7b )(s, x) ds‖L∞‖W˜ ini+ ‖L∞ ,
(3.18)
where ‖ ∫ t0 1a0 (f7v − f7b )(s, x) ds‖L∞ , ‖ ∫ t0 ( 1b0 (f7v + f7b )(s, x) ds‖L∞ are bounded. Applying the L∞ to
(3.17), we have
lim
ǫ→0
‖W˜ ini+ (t, x)‖L∞ = ‖
∫
R
3
−
(ωˆv,0 + ωˆb,0)(y)(Hv(
x−y√
ǫt
)− Hv(x+y√ǫt )) dy
+
∫ t
0
∫
R3−
(
√
ǫ Iv3 + 1a0 (f7v − f7b )W˜ ini− )(t− s, y)(Hv(
x−y√
ǫs
)− Hv(x+y√ǫs )) dyds‖L∞
≥ ‖ωˆv,0 + ωˆb,0‖L∞ − ‖
∫ t
0
1
a0
(f7v − f7b )(s, x) ds‖L∞‖W˜ ini− (t, x)‖L∞ ,
lim
ǫ→0
‖W˜ ini− (t, x)‖L∞ = ‖
∫
R
3
−
(ωˆvh,0 − ωˆbh,0)(y)(Hb(x−y√ǫt )− Hb(
x+y√
ǫt
)) dy
+
∫ t
0
∫
R
3
−
(
√
ǫ Ib3 + 1b0 (f7v + f7b )W˜ ini+ )(t− s, y)(Hb(
x−y√
ǫs
)− Hb(x+y√ǫs )) dyds‖L∞
≥ ‖ωˆv,0 − ωˆb,0‖L∞ − ‖
∫ t
0 (
1
b0
(f7v + f
7
b )(s, x) ds‖L∞‖W˜ ini+ (t, x)‖L∞ .
(3.19)
Hence, we have
lim
ǫ→0
(Cv‖W˜ ini+ (t, x)‖L∞ + Cb‖W˜ ini− (t, x)‖L∞) ≥ ‖ωˆv,0 + ωˆb,0‖L∞ + ‖ωˆv,0 − ωˆb,0‖L∞ , (3.20)
where Cv = 1+‖
∫ t
0 (
1
b0
(f7v +f
7
b )(s, x) ds‖L∞ > 0 and Cb = 1+‖
∫ t
0 (
1
a0
(f7v −f7b )(s, x) ds‖L∞ > 0. By
the definition of W˜ ini± , we know that lim
ǫ→0
W˜ ini± (t, x) and lim
ǫ→0
ωˆvh,0± ωˆbh,0(x) have the same support.
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It follows from lim
ǫ→0
‖ωˆvh + ωˆbh‖L∞(X (A0)×(0,T ]) 6= 0 or lim
ǫ→0
‖ωˆvh − ωˆbh‖L∞(X (A0)×(0,T ]) 6= 0 that
lim
ǫ→0
(Cv‖W˜ ini+ (t, x)‖L∞ + Cb‖W˜ ini− (t, x)‖L∞) > 0 (3.21)
hold in X (A0)× (0, T ].
We can deal with (3.12) in the similar manner to get
lim
ǫ→0
(‖W˜ ini+ (t, x)‖L∞ + ‖W˜ ini− (t, x)‖L∞) ≥ ‖ωˆv,0 + ωˆb,0‖L∞ + ‖ωˆv,0 − ωˆb,0‖L∞ ,
since the force term ‖Iv2‖L∞ → 0, ‖Ib2‖L∞ → 0, when ǫ→ 0.
Therefore, since ‖ωˆv,0 + ωˆb,0‖L∞ → 0 and ‖ωˆv,0 − ωˆb,0‖L∞ → 0, one has
lim
ǫ→0
(‖W˜ ini+ (t, x)‖L∞ + ‖W˜ ini− (t, x)‖L∞) ≥ 0
in X (A0)× (0, T ].
For (3.13), we define
φ+ =W
bdy
+ − (F 1,2v [∇ϕǫ](∂jvǫ,i)− F 1,2v [∇ϕ](∂jvi)
+ F 1,2b [∇ϕǫ](∂jbǫ,i)− F 1,2b [∇ϕ](∂jbi)) :=W bdy+ −Ψ+,
φ− =W
bdy
− − (F 1,2v [∇ϕǫ](∂jvǫ,i)− F 1,2v [∇ϕ](∂jvi)
− F 1,2b [∇ϕǫ](∂jbǫ,i) + F 1,2b [∇ϕ](∂jbi)) :=W bdy− −Ψ−,
then φ± satisfy the following equations:
a0∂tφ+ − ǫ∂i(aij∂jφ+) + γa0φ+ − (f7v − f7b )φ−
= −a0∂tΨ+ + ǫ∂i[aij∂jΨ+]− γa0Ψ+ + (f7v − f7b ))Ψ−,
b0∂tφ− − ǫ∂i(bij∂jφ−) + γb0φ− − (f7v + f7b )φ+
= −b0∂tΨ− + ǫ∂i[bi,j∂jΨ−]− γb0Ψ− + (f7v + f7b ))Ψ+,
φ+|z=0 = 0, φ−|z=0 = 0,
φ+|t=0 = −Ψ+|t=0, φ−|t=0 = −Ψ−|t=0.
(3.22)
In fact, Ψ+|t=0 → 0 and Ψ−|t=0 → 0 when ǫ→ 0. Dealing with (3.22) as above, we have
lim
ǫ→0
(‖W˜ ini+ (t, x)‖L∞ + ‖W˜ ini− (t, x)‖L∞) ≥ 0.
By solving equations (3.11), (3.12) and (3.13), we have lim
ǫ→0
(‖W˜ ini+ (t, x)‖L∞+‖W˜ ini− (t, x)‖L∞) >
0. By the definition of W˜ ini+ and W˜
ini− , we have
lim
ǫ→0
(‖W ini+ (t, x)‖L∞ + ‖W ini− (t, x)‖L∞) > 0. (3.23)
Thus, ‖W ini+ (t, x)‖L∞ > 0 or ‖W ini− (t, x)‖L∞ > 0. Theorem 3.1 is proved.
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Remark 3.1. It is easy to show that if the initial MHD data satisfies lim
ǫ→0
(∇ϕǫ×vǫ0)−∇ϕ×lim
ǫ→0
vǫ0 6= 0
and lim
ǫ→0
(∇ϕǫ × bǫ0) − ∇ϕ × lim
ǫ→0
bǫ0 6= 0. Then the strong initial layer implies the following strong
boundary layers:
lim
ǫ→0
‖∂zvǫ − ∂zv‖L∞(X (A0)×(0,T ]) 6= 0,
lim
ǫ→0
‖∂zbǫ − ∂zb‖L∞(X (A0)×(0,T ]) 6= 0,
lim
ǫ→0
‖Svǫ − Sv‖L∞(X (A0)×(0,T ]) 6= 0,
lim
ǫ→0
‖Sbǫ − Sb‖L∞(X (A0)×(0,T ]) 6= 0,
lim
ǫ→0
‖∇qǫ −∇q‖L∞(X (A0)×(0,T ]) 6= 0.
(3.24)
4 The Discrepancy from the Boundary Values of Vorticities
In this section, we discuss the existence of strong vorticity layer under the assumption that the
boundary value of ideal MHD equations satisfies ΠSϕvn|z=0 6= 0 or ΠSϕbn|z=0 6= 0 in (0, T ]. It
shows that the discrepancy between boundary value of MHD vorticity and boundary value of ideal
MHD vorticity is also one of sufficient conditions for the existence strong vorticity layer for the free
boundary MHD equations (1.14).
4.1 Analysis the Discrepancy of Vorticities
In this subsection, we consider the case if the cross product of the tangential projection on the
free boundary of the ideal MHD strain tensor for the vorlocity or the magnetic field with the normal
vector does not vanishes on the free surface, then there is a discrepancy between MHD vorticity
and ideal MHD vorticity.
The following lemma shows the existence of the strong vorticity layer for the free boundary
problems for MHD equations (1.14) arise from the discrepancy.
Lemma 4.1. Assume ωǫv, ω
ǫ
v are the vorticity of v
ǫ, bǫ, respectively, Nǫ is the normal vector of
MHD equations(1.14); and ωv, ωb are the vorticity of v, b, respectively, N is the normal vector
of ideal MHD equations(1.16), ωǫ,bv , ω
ǫ,b
b , ω
b
v and ω
b
b are boundary values of ω
ǫ
v, ω
ǫ
b, ωv and ωb
respectively. If ΠSϕvn|z=0 6= 0 or ΠSϕbn|z=0 6= 0 in (0, T ], then lim
ǫ→0
|ωǫ,bv − ωbv|L∞(R2×(0,T ]) 6= 0 or
lim
ǫ→0
|ωǫ,bb − ωbb|L∞(R2×(0,T ]) 6= 0.
Proof. We denote Svn = ΠSϕvn and Sbn = ΠSϕbn. Since Svn|z=0 6= 0 and Sbn|z=0 6= 0, due to the
fact that Sϕvn = (Sϕvn · n)n + ΠSϕvn and Sϕbn = (Sϕbn · n)n + ΠSϕbn on the free boundary,
then Sϕvn and Sϕbn are not parallel to n on the free boundary, namely,
Sϕvn× n = (Sϕvn · n)n× n+ΠSϕvn× n = ΠSϕvn× n 6= 0,
Sϕbn× n = (Sϕbn · n)n× n+ΠSϕbn× n = ΠSϕbn× n 6= 0. (4.1)
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There exist Θ1v,Θ
2
v,Θ
3
v,Θ
1
b ,Θ
2
b ,Θ
3
b , such that ΠSϕvn × n := (Θ1v,Θ2v,Θ3v)⊤ and ΠSϕvn × n :=
(Θ1b ,Θ
2
b ,Θ
3
b)
⊤, which are nonzero vectors.
By Sϕvn× n = (Θ1v,Θ2v,Θ3v)⊤, one has
n3[n1∂ϕ1 v
1 + n
2
2 (∂
ϕ
1 v
2 + ∂ϕ2 v
1) + n
3
2 (∂
ϕ
1 v
3 + ∂ϕz v1)]
= n1[n
1
2 (∂
ϕ
1 v
3 + ∂ϕz v1) +
n2
2 (∂
ϕ
2 v
3 + ∂ϕz v2)− n3∂ϕ1 v1 − n3∂ϕ2 v2]−Θ2v,
n3[n
1
2 (∂
ϕ
1 v
2 + ∂ϕ2 v
1) + n2∂ϕ2 v
2 + n
3
2 (∂
ϕ
2 v
3 + ∂ϕz v2)]
= n2[n
1
2 (∂
ϕ
1 v
3 + ∂ϕz v1) +
n2
2 (∂
ϕ
2 v
3 + ∂ϕz v2)− n3∂ϕ1 v1 − n3∂ϕ2 v2] + Θ1v,
n2[n1∂ϕ1 v
1 + n
2
2 (∂
ϕ
1 v
2 + ∂ϕ2 v
1) + n
3
2 (∂
ϕ
1 v
3 + ∂ϕz v1)]
= n1[n
1
2 (∂
ϕ
1 v
2 + ∂ϕ2 v
1) + n2∂ϕ2 v
2 + n
3
2 (∂
ϕ
2 v
3 + ∂ϕz v2)] + Θ3v.
(4.2)
Then ∂zv
1 and ∂zv
2 satisfy[
(n1)2 + (n
3)2
2 +
1
2
(n1)4
(n3)2
− 12 (n
2)4
(n3)2
]
∂zv
1 +
[
n1n2 + (n
1)3n2
(n3)2
+ n
1(n2)3
(n3)2
]
∂zv
2
= −[ (n3)22 − (n
1)2
2 − (n
2)2
2 ]
[
∂zϕ∂1v
3 − ∂1ϕ[−∂zϕ(∂1v1 + ∂2v2)]
]
+(n
1(n2)2
n3
− 2n1n3)(∂zϕ∂1v1)− (n1n3 + n
1(n2)2
n3
)(∂zϕ∂2v
2)
+[ (n
2)2
n3
n2
2 − n
1n2
n3
n1
2 − n
2n3
2 ](∂zϕ∂1v
2 + ∂zϕ∂2v
1)− ∂zϕΘ2v − n
2
n3
∂zϕΘ
3
v,
(4.3)
[
n1n2 + (n
1)3n2
(n3)2
+ n
1(n2)3
(n3)2
]
∂zv
1 +
[
(n2)2 + 12(n
3)2 + (n
2)4
2(n3)2
− (n1)4
2(n3)2
]
∂zv
2
= −[ (n3)22 − (n
2)2
2 − (n
1)2
2 ]
[
∂zϕ∂2v
3 − ∂zϕ[−∂zϕ(∂1v1 + ∂2v2)]
]
−(n2n3 + (n1)2n2
n3
)(∂zϕ∂1v
1) + ( (n
1)2n2
n3
− 2n2n3)(∂zϕ∂2v2)
+( (n
1)2
n3
n1
2 − n
1n3
2 − n
1n2
n3
n2
2 )(∂zϕ∂1v
2 + ∂zϕ∂2v
1) + ∂zϕΘ
1
v +
n1
n3
∂zϕΘ
3
v.
(4.4)
Similarly, for b, one has[
(n1)2 + (n
3)2
2 +
1
2
(n1)4
(n3)2
− 12 (n
2)4
(n3)2
]
∂zb
1 +
[
n1n2 + (n
1)3n2
(n3)2
+ n
1(n2)3
(n3)2
]
∂zb
2
= −[ (n3)22 − (n
1)2
2 − (n
2)2
2 ]
[
∂zϕ∂1b
3 − ∂1ϕ[−∂zϕ(∂1b1 + ∂2b2)]
]
+(n
1(n2)2
n3
− 2n1n3)(∂zϕ∂1b1)− (n1n3 + n
1(n2)2
n3
)(∂zϕ∂2b
2)
+[ (n
2)2
n3
n2
2 − n
1n2
n3
n1
2 − n
2n3
2 ](∂zϕ∂1b
2 + ∂zϕ∂2b
1)− ∂zϕΘ2b − n
2
n3
∂zϕΘ
3
b ,[
n1n2 + (n
1)3n2
(n3)2
+ n
1(n2)3
(n3)2
]
∂zb
1 +
[
(n2)2 + 12(n
3)2 + (n
2)4
2(n3)2
− (n1)4
2(n3)2
]
∂zb
2
= −[ (n3)22 − (n
2)2
2 − (n
1)2
2 ]
[
∂zϕ∂2b
3 − ∂zϕ[−∂zϕ(∂1b1 + ∂2b2)]
]
−(n2n3 + (n1)2n2
n3
)(∂zϕ∂1b
1) + ( (n
1)2n2
n3
− 2n2n3)(∂zϕ∂2b2)
+( (n
1)2
n3
n1
2 − n
1n3
2 − n
1n2
n3
n2
2 )(∂zϕ∂1b
2 + ∂zϕ∂2b
1) + ∂zϕΘ
1
b +
n1
n3
∂zϕΘ
3
b .
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We assume |∇h|∞ is suitably small such that the coefficient matrices of (∂zv1, ∂zv2)⊤ and
(∂zb
1, ∂zb
2)⊤ are non-degenerate to solve ∂zv
1 = f5[∇ϕ](∂jvi)−M11(∂zϕΘ2v + n
2
n3
∂zϕΘ
3
v) +M
12(∂zϕΘ
1
v +
n1
n3
∂zϕΘ
3
v),
∂zv
2 = f6[∇ϕ](∂jvi)−M21(∂zϕΘ2v + n
2
n3
∂zϕΘ
3
v) +M
22(∂zϕΘ
1
v +
n1
n3
∂zϕΘ
3
v),
(4.5)
and  ∂zb
1 = f5[∇ϕ](∂jbi)−M11(∂zϕΘ2b + n
2
n3
∂zϕΘ
3
b) +M
12(∂zϕΘ
1
b +
n1
n3
∂zϕΘ
3
b),
∂zb
2 = f6[∇ϕ](∂jbi)−M21(∂zϕΘ2b + n
2
n3
∂zϕΘ
3
b) +M
22(∂zϕΘ
1
b +
n1
n3
∂zϕΘ
3
b),
(4.6)
where j = 1, 2, i = 1, 2, 3 and the matrix M = (Mij) is defined in (2.17), (M
ij) = (Mij)
−1.
It follows that the boundary values of ωvh = (ω
1
v , ω
2
v) and ωbh = (ω
1
b , ω
2
b ) are as follows
ω1v = −∂1ϕ∂2ϕ∂zϕ ∂zv1 −
1+(∂2ϕ)2
∂zϕ
∂zv
2 + ∂2v
3 + ∂2ϕ(∂1v
1 + ∂2v
2)
:= F1[∇ϕ](∂jvi) + ς1Θ1v + ς2Θ2v + ς3Θ3v,
ω2v =
1+(∂1ϕ)2
∂zϕ
∂zv
1 + ∂1ϕ∂2ϕ
∂zϕ
∂zv
2 − ∂1v3 − ∂1ϕ(∂1v1 + ∂2v2)
:= F2[∇ϕ](∂jvi) + ς4Θ1 + ς5Θ2 + ς6Θ3,
(4.7)
and
ω1b = −∂1ϕ∂2ϕ∂zϕ ∂zb1 −
1+(∂2ϕ)2
∂zϕ
∂zb
2 + ∂2b
3 + ∂2ϕ(∂1b
1 + ∂2b
2)
:= F1[∇ϕ](∂jbi) + ς1Θ1b + ς2Θ2b + ς3Θ3b ,
:= ς1Θ
1
b + ς2Θ
2
b + ς3Θ
3
b ,
ω2b =
1+(∂1ϕ)2
∂zϕ
∂zb
1 + ∂1ϕ∂2ϕ
∂zϕ
∂zb
2 − ∂1b3 − ∂1ϕ(∂1b1 + ∂2b2)
:= F2[∇ϕ](∂jbi) + ς4Θ1b + ς5Θ2b + ς6Θ3b
:= ς4Θ
1
b + ς5Θ
2
b + ς6Θ
3
b ,
(4.8)
where the coefficients ςi satisfy
ς1 = ∂zϕ[∂1ϕ∂2ϕM
12 + (1 + (∂2ϕ)
2)M22],
ς2 = ∂1ϕ∂2ϕM
11 + (1 + (∂2ϕ)
2)M21,
ς3 =
[
(1 + (∂1ϕ)
2)
( −M11 n2
n3
+M12 n
1
n3
∂zϕ
)
+∂1ϕ∂2ϕ
(−M21 n2
n3
+M22 n
1
n3
∂zϕ
)]
,
ς4 = ∂zϕ[(1 + (∂1ϕ)
2)M12 + ∂1ϕ∂2ϕM
22],
ς5 = −(1 + (∂1ϕ)2)M11 − ∂1ϕ∂2ϕM21,
ς6 = (1 + (∂1ϕ)
2)
( −M11 n2
n3
+M12 n
1
n3
∂zϕ
)
+∂1ϕ∂2ϕ
(−M21 n2
n3
+M22 n
1
n3
∂zϕ
)
.
(4.9)
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If |ς1Θ1v + ς2Θ2v + ς3Θ3v|∞ = |ς4Θ1v + ς5Θ2v + ς6Θ3v|∞ = 0 and |ς1Θ1v + ς2Θ2v + ς3Θ3v|∞ = |ς4Θ1v +
ς5Θ
2
v + ς6Θ
3
v|∞ = 0, then  ∂zv
1 = f5[∇ϕ](∂jvi), j = 1, 2, i = 1, 2, 3,
∂zv
2 = f6[∇ϕ](∂jvi), j = 1, 2, i = 1, 2, 3,
(4.10)
and  ∂zb
1 = f5[∇ϕ](∂jbi) = 0, j = 1, 2, i = 1, 2, 3,
∂zb
2 = f6[∇ϕ](∂jbi) = 0, j = 1, 2, i = 1, 2, 3.
(4.11)
These imply Sϕvn×n = 0 and Sϕbn×n = 0, which contradicts our assumption. Therefore, one of
|ς1Θ1v+ς2Θ2v+ς3Θ3v|∞, |ς4Θ1v+ς5Θ2v+ς6Θ3v|∞, |ς1Θ1b+ς2Θ2b+ς3Θ3b |∞ and |ς4Θ1v+ς5Θ2v+ς6Θ3v|∞ must be
nonzero. Without lose of generality, we assume |ς1Θ1v+ς2Θ2v+ς3Θ3v|∞ 6= 0 or |ς1Θ1b+ς2Θ2b+ς3Θ3b |∞ 6=
0.
As ǫ→ 0, we have the following strong convergence
|F1[∇ϕǫ](∂jvǫ,i)− F1[∇ϕ](∂jvi)|L∞ → 0,
|F1[∇ϕǫ](∂jbǫ,i)− F1[∇ϕ](∂jbi)|L∞ → 0,
(4.12)
due to enough uniform regularities in co-normal Sobolev space of MHD solutions and its tangential
derivatives by [27]. Thus, if ǫ is sufficiently small, |F1[∇ϕǫ](∂jvǫ,i) − F1[∇ϕ](∂jvi)|∞ ≤ 12 |ς1Θ1v +
ς2Θ
2
v + ς3Θ
3
v|∞ and |F1[∇ϕǫ](∂jbǫ,i)− F1[∇ϕ](∂jbi)|∞ = 0. One has
|ωǫ,1v − ω1v |∞ ≥ |ς1Θ1v + ς2Θ2v + ς3Θ3v|∞ −
∣∣F1[∇ϕǫ](∂jvǫ,i)− F1[∇ϕ](∂jvi)∣∣∞
≥ 12 |ς1Θ1v + ς2Θ2v + ς3Θ3v|∞,
|ωǫ,1b − ω1b |∞ ≥ |ς1Θ1b + ς2Θ2b + ς3Θ3b |∞ −
∣∣F1[∇ϕǫ](∂jbǫ,i)− F1[∇ϕ](∂jbi)∣∣∞
≥ 12 |ς1Θ1b + ς2Θ2b + ς3Θ3b |∞.
(4.13)
Then
|ωǫ,bvh − ωbvh|L∞(R2×(0,T ]) ≥ max{|ωǫ,1v − ω1v |∞, |ωǫ,2v − ω2v |∞}
≥ 12 max{|ς1Θ1v + ς2Θ2v + ς3Θ3v|∞, |ς4Θ1v + ς5Θ2v + ς6Θ3v|∞} > 0,
|ωǫ,bbh − ωbbh|L∞(R2×(0,T ]) ≥ max{|ωǫ,1b − ω1b |∞, |ωǫ,2b − ω2b |∞}
≥ max{|ς1Θ1b + ς2Θ2b + ς3Θ3b |∞, |ς4Θ1b + ς5Θ2b + ς6Θ3b |∞} > 0.
(4.14)
Lemma 4.1 is proved.
Remark 4.1. In the process of establishing the convergence rate estimate, we only give the case
either ΠSϕvn|z=0 6= 0 and ΠSϕbn|z=0 6= 0 or the case ΠSϕvn|z=0 = 0 and ΠSϕbn|z=0 = 0 in
(0, T ]. Similarly, one can obtain the convergence estimate for other cases, one is ΠSϕvn|z=0 6= 0,
ΠSϕbn|z=0 = 0, the other is ΠSϕvn|z=0 = 0, ΠSϕbn|z=0 6= 0.
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4.2 Existence of Strong Vorticity Layer
In this subsection, we use the L∞ estimate to prove the existence of strong vorticity layer when
the ideal MHD boundary value satisfies ΠSϕvn|z=0 6= 0 or ΠSϕbn|z=0 6= 0 in (0, T ].
As the initial vorticity layer is weak, the following theorem shows that it exists strong vorticity
layer due to the discrepancy between boundary value of MHD vorticity and boundary value of ideal
MHD vorticity.
Theorem 4.1. If the ideal MHD solution satisfies ΠSϕvn|z=0 6= 0 or ΠSϕbn|z=0 6= 0 in (0, T ], and
ΠSϕvn|z=0,ΠSϕbn|z=0 ∈ H4(R2× [0, T ]), the initial data satisfies lim
ǫ→0
(∇ϕǫ × vǫ0)−∇ϕ× lim
ǫ→0
vǫ0 = 0
and lim
ǫ→0
(∇ϕǫ × bǫ0) − ∇ϕ × lim
ǫ→0
bǫ0 = 0, then lim
ǫ→0
‖ωǫv − ωv‖L∞(R2×[0,O(√ǫ))×(0,T ]) 6= 0 or lim
ǫ→0
‖ωǫb −
ωb‖L∞(R2×[0,O(√ǫ))×(0,T ]) 6= 0.
Proof. First, we consider the equations (3.3) with small initial data:
a0∂tW+ − ǫ∂i(ai,j∂jW+) + γa0W+ − (f7v − f7b )W− = Iv2,
b0∂tW− − ǫ∂i(bi,j∂jW−) + γb0W− − (f7v + f7b )W+ = Ib2,
W+|z=0 = e−γt(ωˆbvh + ωˆbbh) = e−γt(ωǫv0 − ωv0 + ωǫb0 − ωb0)9 0,
W−|z=0 = e−γt(ωˆbvh − ωˆbbh) = e−γt(ωǫv0 − ωv0 − ωǫb0 + ωb0)9 0,
W+|t=0 = ωˆvh,0 + ωˆbh,0 = ωǫvh0 − ωvh0 + ωǫbh0 − ωbh0 → 0,
W−|t=0 = ωˆvh,0 − ωˆbh,0 = ωǫvh0 − ωvh0 − ωǫbh0 + ωbh0 → 0.
(4.15)
We decompose W± =W
bdy
± +W
fo
± , such that W
fo
± satisfy the nonhomogeneous equations:
a0∂tW
fo
+ − ǫ∂i(ai,j∂jW fo+ ) + γa0W fo+ − (f7v − f7b )W fo− = Iv2,
b0∂tW
fo
− − ǫ∂i(bi,j∂jW fo− ) + γb0W fo− − (f7v + f7b )W fo+ = Ib2,
W fo+ |z=0 = 0,W f0− |z=0 = 0,
W fo+ |t=0 = ωˆvh,0 + ωˆbh,0 → 0,
W fo− |t=0 = ωˆvh,0 − ωˆbh,0 → 0,
(4.16)
and W bdy± satisfy the following equations:
a0∂tW
bdy
+ − ǫ∂i(ai,j∂jW bdy+ ) + γa0W bdy+ − (f7v − f7b )W bdy− = 0,
b0∂tW
bdy
− − ǫ∂i(bi,j∂jW bdy− ) + γb0W bdy− − (f7v + f7b )W bdy+ = 0,
W bdy+ |z=0 = e−γt(ωˆbvh + ωˆbbh)9 0,
W bdy− |z=0 = e−γt(ωˆbvh − ωˆbbh)9 0,
W bdy+ |t=0 = 0,W bdy− |t=0 = 0.
(4.17)
For the diffusion equation (4.16) with coupled damping term and homogeneous Dirichlet bound-
ary condition, the estimate of ‖W fo± ‖L∞ is similar to that of (3.11). It follows that
‖W fo+ ‖L∞ + ‖W fo− ‖L∞ ≥ 0.
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The homogeneous equations (4.17) is a heat equations with coupled damping and nonzero
boundary value. It is different from the case of (3.13), since W bdy+ |z=0 9 0 or W bdy− |z=0 9 0. By
using symbolic analysis, see [34] for more details, we rewrite (4.17) in the following form:
ǫ∂zzW
bdy
+ + ǫ(
∂za33
a33
+
∑
j=1,2
∂jaj3
a33
)∂zW
bdy
+ + 2ǫ
∑
j=1,2
aj3
a33
∂jzW
bdy
+
+ ǫ
∑
j=1,2
∂zaj3
a33
∂jW
bdy
+ + ǫ
∑
j=1,2
∂iaij
a33
∂jW
bdy
+ + ǫ
∑
j=1,2
aij
a33
∂ijW
bdy
+
− a0
a33
∂tW
bdy
+ −
1
a33
(
γa0W
bdy
+ − (f7v − f7b )W bdy−
)
= 0,
ǫ∂zzW
bdy
− + ǫ(
∂zb33
b33
+
∑
j=1,2
∂jbj3
b33
)∂zW
bdy
− + 2ǫ
∑
j=1,2
aj3
b33
∂jzW
bdy
−
+ ǫ
∑
j=1,2
∂zbj3
b33
∂jW
bdy
− + ǫ
∑
j=1,2
∂ibij
b33
∂jW
bdy
− + ǫ
∑
j=1,2
bij
b33
∂ijW
bdy
−
− b0
b33
∂tW
bdy
− −
1
a33
(
γb0W
bdy
− − (f7v + f7b )W bdy+
)
= 0,
W bdy+ |z=0 = e−γt(ωˆbvh + ωˆbbh)9 0,
W bdy− |z=0 = e−γt(ωˆbvh − ωˆbbh)9 0,
W bdy+ |t=0 = 0,W bdy− |t=0 = 0.
(4.18)
We define the following Fourier transformation with respect to (t, y) ∈ R+ × R2,
F [W ](τ, ξ, z) = ∫ +∞0 ∫R3− e−iτt−iξ·yW (t, y, z) dtdy.
Taking z as a parameter, denote that W˜ bdy± = F [e−γt(ωˆbdyvh ± ωˆbdybh )], then the symbolic version
of (4.18) becomes 
ǫ∂zzW˜
bdy
+ +Av1
√
ǫ∂zW˜
bdy
+ +Av3W˜
bdy
+ = Av2W˜
bdy
− ,
ǫ∂zzW˜
bdy
− +Ab1
√
ǫ∂zW˜
bdy
− +Ab3W˜
bdy
− = Ab2W˜
bdy
+ ,
W˜ bdy+ |z=0 = F [e−γt(ωˆbvh + ωˆbbh)]9 0,
W˜ bdy− |z=0 = F [e−γt(ωˆbvh − ωˆbbh)]9 0,
W˜ bdy+ |t=0 = 0, W˜ bdy− |t=0 = 0.
(4.19)
where the Fourier multipliers are as follows:
Av1 =
√
ǫ(
∂za33
a33
+
∑
j=1,2
∂jaj3
a33
+ 2i
∑
j=1,2
aj3
a33
ξj),
Av0 = iǫ
∑
j=1,2
∂zaj3
a33
ξj + iǫ
∑
j=1,2
∂iaij
a33
ξj − ǫ
∑
j=1,2
aij
a33
ξiξj − iτ a0
a33
− 1
a33
γa0,
Av2 =
1
a33
(f7v − f7b ),
(4.20)
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Ab1 =
√
ǫ(
∂zb33
b33
+
∑
j=1,2
∂jbj3
b33
+ 2i
∑
j=1,2
bj3
b33
ξj),
Ab0 = iǫ
∑
j=1,2
∂zbj3
b33
ξj + iǫ
∑
j=1,2
∂ibij
b33
ξj − ǫ
∑
j=1,2
bij
b33
ξiξj − iτ b0
b33
− 1
b33
γb0,
Ab2 =
1
b33
(f7v + f
7
b ),
(4.21)
Due to |a0|+ |aij |+
√
ǫ|∂zaij | ≤ C, |b0|+ |bij |+
√
ǫ|∂zbij | ≤ C, for some C > 0, we can neglect the
dependence in t, y in the coefficient of (4.18). As ǫ→ 0, one has
Av1 →
√
ǫ
∂za33
a33
, Ab1 →
√
ǫ
∂zb33
b33
,
−Av0 → 1
a33
γa0 + iτ
a0
a33
− iǫ
∑
j=1,2
∂zaj3
a33
ξj ,
−Ab0 → 1
a33
γb0 + iτ
b0
b33
− iǫ
∑
j=1,2
∂zbj3
a33
ξj ,
Av2 → 1
a33
(f7v − f7b ), Ab2 →
1
b33
(f7v + f
7
b ).
When ǫ > 0 is sufficiently small, we can treat the values of Av1, Ab1, Av3 and Ab3 as their limits.
It follows from (4.19) that
ǫ∂zzW˜
bdy
+ +Av1
√
ǫ∂zW˜
bdy
+ +Av0W˜
bdy
+ = Av2W˜
bdy
− ,
ǫ∂zzW˜
bdy
− +Ab1
√
ǫ∂zW˜
bdy
− +Ab0W˜
bdy
− = Ab2W˜
bdy
+ ,
(4.22)
which is a coupled ODE system. The solution of (4.22) is that
W˜ bdy+ = exp{−Av1+
√
A2v1−4Av0
2
z√
ǫ
}W˜ bdy+ |z=0 +
∫ z
0 Ψv(z, s)Av2W˜
bdy
− ds,
W˜ bdy− = exp{
−Ab1+
√
A2
b1
−4Ab0
2
z√
ǫ
}W˜ bdy− |z=0 +
∫ z
0 Ψb(z, s)Ab2W˜
bdy
+ ds,
(4.23)
where Ψv(z, s), Ψb(z, s) depends on the solutions of homogeneous equations of (4.22).
When ǫ is sufficiently small, one of the complex numbers, at least,
√
A2v1 − 4Av0 and
√
A2b1 − 4Ab0
always has positive real part since ℜ(A2v1 − 4Av0) > 0, ℜ(A2b1 − 4Ab0) > 0 where ℜ repre-
sents the real part. Then we choose this one. It follows that |ℜ
√
A2v1 − 4Av0| > | − Av1|,
|ℜ
√
A2b1 − 4Ab0| > |−Ab1| and
∥∥−Av1+√A2v1−4Av0
2
∥∥
L∞
< +∞, ∥∥−Ab1+√A2b1−4Ab02 ∥∥L∞ < +∞. Then,
one has ‖ ∫ z0 Ψv(z, s)Av2ds‖L∞ ≤ +∞, and ‖ ∫ z0 Ψb(z, s)Ab2ds‖L∞ ≤ +∞.
If z = O(ǫ
1
2
+δz ), where δz ≥ 0, for example, we simply assume z = −ǫ 12+δz , as ǫ → 0,
| exp{−Av1+
√
A2v1−4Av0
2
z√
ǫ
}| → c1, | exp{−Ab1+
√
A2
b1
−4Ab0
2
z√
ǫ
}| → c2, where ci > 0, i = 1, 2. Hence,
‖ exp{−Av1+
√
A2v1−4Av0
2
z√
ǫ
}W˜ bdy+ |z=0‖L∞ 9 0, ‖ exp{−Ab1+
√
A2
b1
−4Ab0
2
z√
ǫ
}W˜ bdy+ |z=0‖L∞ 9 0.
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If z = O(ǫ
1
2
−δz ), where δz < 0, for example, we simply assume z = −ǫ 12−δz , as ǫ → 0,
| exp{−Av1+
√
A2v1−4Av0
2
z√
ǫ
}| → 0, | exp{−Ab1+
√
A2
b1
−4Ab0
2
z√
ǫ
}| → 0. Therefore, we obtain the results
that ‖ exp{−Av1+
√
A2v1−4Av0
2
z√
ǫ
}W˜ bdy+ |z=0‖L∞ → 0, ‖ exp{
−Ab1+
√
A2
b1
−4Ab0
2
z√
ǫ
}W˜ bdy+ |z=0‖L∞ → 0.
Applying L∞ to (4.23), then
‖W˜ bdy+ ‖L∞ = ‖ exp{−Av1+
√
A2v1−4Av0
2
z√
ǫ
}W˜ bdy+ |z=0 +
∫ z
0 Ψv(z, s)Av2W˜
bdy
− ds‖L∞
≥ ‖ exp{−Av1+
√
A2v1−4Av0
2
z√
ǫ
}W˜ bdy+ |z=0‖L∞ − ‖
∫ z
0 Ψv(z, s)Av2ds‖L∞‖W˜ bdy− ‖L∞ ,
‖W˜ bdy− ‖L∞ = ‖ exp{−Ab1+
√
A2
b1
−4Ab0
2
z√
ǫ
}W˜ bdy− |z=0 +
∫ z
0 Ψb(z, s)Ab2W˜
bdy
+ ds‖L∞
≥ ‖ exp{−Ab1+
√
A2
b1
−4Ab0
2
z√
ǫ
}W˜ bdy− |z=0‖L∞ − ‖
∫ z
0 Ψb(z, s)Ab2ds‖L∞‖W˜ bdy+ ‖L∞ .
(4.24)
Therefore,
Av4‖W˜ bdy+ ‖L∞ +Ab4‖W˜ bdy− ‖L∞ ≥‖ exp
{−Av1 +√A2v1 − 4Av0
2
z√
ǫ
}
W˜ bdy+ |z=0‖L∞
+ ‖ exp {−Ab1 +
√
A2b1 − 4Ab0
2
z√
ǫ
}
W˜ bdy− |z=0‖L∞ ,
(4.25)
where Av4 = 1 + ‖
∫ z
0 Ψb(z, s)Ab2ds‖L∞ , Av4 = 1 + ‖
∫ z
0 Ψv(z, s)Av2ds‖L∞.
Therefore, we have ‖W bdy+ ‖L∞ + ‖W bdy− ‖L∞ > 0, which implies that lim
ǫ→0
‖W bdy+ ‖L∞ 6= 0 or
lim
ǫ→0
‖W bdy− ‖L∞ 6= 0 holds in some set located in the interior. This completes the proof of Theorem
4.1.
5 The Convergence Rates Estimates for σ = 0
In this section, we investigate the asymptotic behavior of the solutions to the free boundary
problems for MHD systems (1.14) with σ = 0 as ǫ → 0. Denote by vˆ = vǫ − v, bˆ = bǫ − b, qˆ =
qǫ − q, hˆ = hǫ − h, and denote the i−th components of f ǫ and f by f ǫ,i and f i respectively.
5.1 Estimates for the Tangential Derivatives
In order to estimate the tangential derivatives of vˆ and bˆ, that is, to bound ‖∂ℓt vˆ‖L2 , ‖∂ℓt bˆ‖L2 ,√
ǫ‖∇∂ℓtZαvˆ‖L2 ,
√
ǫ‖∇∂ℓtZαbˆ‖L2 ,
√
ǫ‖Sϕ∂ℓtZαvˆ‖L2 and
√
ǫ‖Sϕ∂ℓtZαbˆ‖L2 , we need the following two
preliminary lemmas of hˆ by using the kinetical boundary condition.
Lemma 5.1 ([57]). Assume 0 ≤ k ≤ m− 2, 0 ≤ ℓ ≤ k − 1. We have
|∂ℓt hˆ|2L2 . |hˆ0|2Xk−1 +
∫ t
0 |hˆ|2Xk−1,1 + ‖vˆ‖2Xk−1,1 dt+ ‖∂z vˆ‖2L4([0,T ],Xk−1). (5.1)
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Lemma 5.2 ([57]). Assume 0 ≤ k ≤ m− 2, 0 ≤ ℓ ≤ k − 1, ℓ+ |α| ≤ k. We have
ǫ|hˆ|2
Xk−1,
3
2
≤ ǫ|hˆ0|2
Xk−1,
3
2
+
∫ t
0 |hˆ|2Xk−1,1 + ǫ‖∇vˆ‖2Xk−1,1 dt. (5.2)
We show that ∂z vˆ
3, ∂z bˆ
3 can be estimated by ∂z vˆh,∂z bˆh, that is
‖∂z vˆ3‖Xs . ‖vˆh‖Xs,1 + ‖∂z vˆh‖Xs + |hˆ|
Xs,
1
2
,
‖∂z bˆ3‖Xs . ‖bˆh‖Xs,1 + ‖∂z bˆh‖Xs + |bˆ|
X
s, 1
2
.
In fact, we have from the divergence free condition that
∂z vˆ
3 =− ∂zϕǫ(∂1vˆ1 + ∂2vˆ2)− ∂zϕˆ(∂1v1 + ∂2v2)
+ ∂1ϕ
ǫ∂z vˆ
1 + ∂1ϕˆ∂zv
1 + ∂2ϕ
ǫ∂z vˆ
2 + ∂2ϕˆ∂zv
2,
∂z bˆ
3 =− ∂zϕǫ(∂1bˆ1 + ∂2bˆ2)− ∂zϕˆ(∂1b1 + ∂2b2)
+ ∂1ϕ
ǫ∂z bˆ
1 + ∂1ϕˆ∂zb
1 + ∂2ϕ
ǫ∂z bˆ
2 + ∂2ϕˆ∂zb
2.
(5.3)
Next we show the estimates for the tangential derivatives, ∂ℓtZαvˆ, ∂ℓtZαbˆ and ∂ℓtZαhˆ.
Lemma 5.3. Assume 0 ≤ k ≤ m− 2, vˆ, bˆ, hˆ satisfy system (1.31). Then we can estimate ∂ℓtZαvˆ,
∂ℓtZαbˆ and ∂ℓtZαhˆ as follows
‖vˆ‖2Xk−1,1 + ‖bˆ‖2Xk−1,1 + |hˆ|2Xk−1,1 + ǫ|hˆ|2Xk−1, 32
+ ǫ
∫ t
0
‖∇vˆ‖2
Xk−1,1
+ ǫ
∫ t
0
‖∇bˆ‖2
Xk−1,1
dt
.‖vˆ0‖2Xk−1,1 + ‖bˆ0‖2Xk−1,1 + |hˆ0|2Xk−1,1 + ǫ|hˆ0|2Xk−1, 32 + ‖∂z vˆ‖
2
L4([0,T ],Xk−1)
+ ‖∂z bˆ‖2L4([0,T ],Xk−1) + |∂kt hˆ|2L4([0,T ],L2) + ‖∇qˆ‖2L4([0,T ],Xk−1) +O(ǫ).
(5.4)
Proof. Applying the operator ∂ℓtZα to the equations (1.31) and using the following formulas
∂ϕ
ǫ
i v
ǫ − ∂ϕi f = ∂ϕ
ǫ
i fˆ − ( ∂iϕ
ǫ
∂zϕǫ
− ∂iϕ
∂zϕ
)∂zf = ∂
ϕǫ
i fˆ + (∂iϕ− ∂iϕ
ǫ
∂zϕǫ
∂zϕ)
1
∂zϕ
∂zf
= ∂ϕ
ǫ
i fˆ + ∂
ϕ
z f∂
ϕǫ
i ϕ = ∂
ϕǫ
i fˆ + ∂
ϕ
z f∂
ϕǫ
i ϕ− ∂ϕz f∂ϕ
ǫ
i ϕ
ǫ
= ∂ϕ
ǫ
i fˆ − ∂ϕz f∂ϕ
ǫ
i ϕˆ = ∂
ϕǫ
i fˆ − ∂ϕ
ǫ
i ηˆ ∂
ϕ
z f, i = t, 1, 2,
∂ϕ
ǫ
z f ǫ − ∂ϕz f = ∂ϕ
ǫ
z fˆ + (
1
∂zϕǫ
− 1
∂zϕ
)∂zf
= ∂ϕ
ǫ
z fˆ + (
1
∂zϕǫ
∂zϕ− 1) 1∂zϕ∂zf = ∂
ϕǫ
z fˆ + (∂
ϕǫ
z ϕ− 1) 1∂zϕ∂zf
= ∂ϕ
ǫ
z fˆ + (∂
ϕǫ
z ϕ− ∂ϕ
ǫ
z ϕǫ)∂
ϕ
z f
= ∂ϕ
ǫ
z fˆ − ∂ϕz v∂ϕ
ǫ
z ϕˆ = ∂
ϕǫ
z fˆ − ∂ϕ
ǫ
z ηˆ ∂
ϕ
z f,
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we have the following equations for (Vˆ ℓ,α, Bˆℓ,α, Qˆℓ,α)
∂ϕ
ǫ
t Vˆ
ℓ,α + vǫ · ∇ϕǫVˆ ℓ,α − bǫ · ∇ϕǫBˆℓ,α +∇ϕǫQˆℓ,α − 2ǫ∇ϕǫ · Sϕǫ∂ℓtZαvˆ
= 2ǫ[∂ℓtZα,∇ϕ
ǫ ·]Sϕǫ vˆ + 2ǫ∇ϕǫ · [∂ℓtZα,Sϕ
ǫ
]vˆ + ǫ∂ℓtZα∆ϕ
ǫ
v
−∂ℓtZαϕˆ∂ϕ
ǫ
t ∂
ϕ
z v − ∂ℓtZαϕˆ vǫ · ∇ϕ
ǫ
∂ϕz v − ∂ℓtZαvˆ · ∇ϕv − ∂ℓtZαϕˆ∇ϕ
ǫ
∂ϕz q
−[∂ℓtZα, ∂ϕ
ǫ
t ]vˆ + [∂
ℓ
tZα, ∂ϕz v∂ϕ
ǫ
t ]ϕˆ− [∂ℓtZα, vǫ · ∇ϕ
ǫ
]vˆ − [∂ℓtZα,∇ϕv·]vˆ
+[∂ℓtZα, ∂ϕz v vǫ · ∇ϕ
ǫ
]ϕˆ− [∂ℓtZα,∇ϕ
ǫ
]qˆ + [∂ℓtZα, ∂ϕz q∇ϕ
ǫ
]ϕˆ
+∂ℓtZαϕˆ bǫ · ∇ϕ
ǫ
∂ϕz b+ ∂ℓtZαbˆ · ∇ϕb+ [∂ℓtZα, bǫ · ∇ϕ
ǫ
]bˆ+ [∂ℓtZα,∇ϕb·]bˆ
−[∂ℓtZα, ∂ϕz b bǫ · ∇ϕ
ǫ
]ϕˆ := Iv4,
∂ϕ
ǫ
t Bˆ
ℓ,α + vǫ · ∇ϕǫBˆℓ,α − bǫ · ∇ϕǫVˆ ℓ,α − 2ǫ∇ϕǫ · Sϕǫ∂ℓtZαbˆ
= 2ǫ[∂ℓtZα,∇ϕ
ǫ ·]Sϕǫ bˆ+ 2ǫ∇ϕǫ · [∂ℓtZα,Sϕ
ǫ
]bˆ+ ǫ∂ℓtZα∆ϕ
ǫ
b
−∂ℓtZαϕˆ∂ϕ
ǫ
t ∂
ϕ
z b− ∂ℓtZαϕˆ vǫ · ∇ϕ
ǫ
∂ϕz b− ∂ℓtZαvˆ · ∇ϕb
−[∂ℓtZα, ∂ϕ
ǫ
t ]vˆ + [∂
ℓ
tZα, ∂ϕz b∂ϕ
ǫ
t ]ϕˆ− [∂ℓtZα, vǫ · ∇ϕ
ǫ
]bˆ− [∂ℓtZα,∇ϕv·]bˆ
+[∂ℓtZα, ∂ϕz b vǫ · ∇ϕ
ǫ
]ϕˆ+ ∂ℓtZαϕˆ bǫ · ∇ϕ
ǫ
∂ϕz v + ∂ℓtZαbˆ · ∇ϕv
+[∂ℓtZα, bǫ · ∇ϕ
ǫ
]vˆ + [∂ℓtZα,∇ϕb·]− [∂ℓtZα, ∂ϕz v bǫ · ∇ϕ
ǫ
]ϕˆ := Ib4,
∇ϕǫ · Vˆ ℓ,α = −[∂ℓtZα,∇ϕ
ǫ ·]vˆ + [∂ℓtZα, ∂ϕz v · ∇ϕ
ǫ
]ηˆ − ∂ℓtZαηˆ∇ϕ
ǫ · ∂ϕz v,
∇ϕǫ · Bˆℓ,α = −[∂ℓtZα,∇ϕ
ǫ ·]bˆ+ [∂ℓtZα, ∂ϕz b · ∇ϕ
ǫ
]ηˆ − ∂ℓtZαηˆ∇ϕ
ǫ · ∂ϕz b,
(5.5)
with the following initial boundary conditions
∂t∂
ℓ
tZαhˆ+ vǫy · ∇y∂ℓtZαhˆ−Nǫ · Vˆ ℓ,α = Nǫ · ∂ϕz v∂ℓtZαηˆ
−vˆy · ∇y∂ℓtZαh− ∂yhˆ · ∂ℓtZαvy + [∂ℓtZα, vˆ,Nǫ]− [∂ℓtZα, vy, ∂yhˆ],
Qˆℓ,αNǫ − 2ǫSϕǫ∂ℓtZαvˆNǫ − (g − ∂ϕz q)∂ℓtZαhˆNǫ
= 2ǫ[∂ℓtZα,Sϕ
ǫ
]vǫNǫ + (2ǫSϕǫvǫ − 2ǫSϕǫvǫnǫ · nǫ) ∂ℓtZαNǫ
−[∂ℓtZα, 2ǫSϕ
ǫ
vǫnǫ · nǫ,Nǫ] + 2ǫ[∂ℓtZα,Sϕ
ǫ
vǫ,Nǫ] + 2ǫSϕǫ∂ℓtZαvNǫ,
Bˆℓ,α|z=0 = ∂ℓtZαbˆ− ∂ϕz bˆ∂ℓtZαη = ∂ϕz b∂ℓtZαη,
(∂ℓtZαvˆ, ∂ℓtZαbˆ, ∂ℓtZαhˆ)|t=0
= (∂ℓtZαvǫ0 − ∂ℓtZαv0, ∂ℓtZαbǫ0 − ∂ℓtZαb0, ∂ℓtZαhǫ0 − ∂ℓtZαh0),
(5.6)
Step one: We establish the L2 estimate of Vˆ ℓ,α and Bˆℓ,α as |α| ≥ 1, ℓ ≤ k − 1, 1 ≤ ℓ+ |α| ≤ k.
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Since (bǫ · ∇ϕǫBˆℓ,α, Vˆ ℓ,α) + (bǫ · ∇ϕǫ Vˆ ℓ,α, Bˆℓ,α) = 0, we have
1
2
d
dt
∫
R
3
−
(|Vˆ ℓ,α|2 + |Bˆℓ,α|2) dVt −
∫
R
3
−
Qˆℓ,α∇ϕǫ · Vˆ ℓ,α dVt
+2ǫ
∫
R3−
(|Sϕǫ∂ℓtZαvˆ|2 + |Sϕ
ǫ
∂ℓtZαbˆ|2) dVt
= − ∫
z=0
(
Qˆℓ,αNǫ − 2ǫSϕǫ∂ℓtZαvˆNǫ
) · Vˆ ℓ,α dy + ∫
z=0 2ǫSϕ
ǫ
∂ℓtZαbˆNǫ · Bˆℓ,α dy
+2ǫ
∫
R
3
−
Sϕǫ∂ℓtZαvˆ · Sϕ
ǫ
(∂ϕz v∂ℓtZαηˆ) dVt + 2ǫ
∫
R
3
−
Sϕǫ∂ℓtZαbˆ · Sϕ
ǫ
(∂ϕz b∂ℓtZαηˆ) dVt
+
∫
R
3
−
Iv4 · V ℓ,α dVt +
∫
R
3
−
Ib4 ·Bℓ,α dVt
. − ∫
z=0
(
Qˆℓ,αNǫ − 2ǫSϕǫ∂ℓtZαvˆNǫ
) · Vˆ ℓ,α dy + ∫
z=0 2ǫSϕ
ǫ
∂ℓtZαbˆNǫ · Bˆℓ,α dy
+‖Vˆ ℓ,α‖2
L2
+ ‖Bˆℓ,α‖2
L2
+ ‖∂z vˆ‖2Xk−1 + ‖∂z bˆ‖2Xk−1 + ‖vˆ‖2Xk−1,1 + ‖bˆ‖2Xk−1,1
+‖ηˆ‖2
Xk−1,1
+ ǫ|hˆ|2
Xk−1,
3
2
+ ‖∂kt ηˆ‖2L2 + ‖∇qˆ‖2Xk−1 +O(ǫ).
(5.7)
Next we estimate the boundary estimates in (5.7). Similarly to [57], one has,
− ∫
z=0
(
Qˆℓ,αNǫ − 2ǫSϕǫ∂ℓtZαvˆNǫ
) · Vˆ ℓ,α dy
=
∫
z=0−(g − ∂ϕz q)∂ℓtZαhˆNǫ · Vˆ ℓ,α −
(
2ǫ[∂ℓtZα,Sϕ
ǫ
]vǫNǫ
+(2ǫSϕǫvǫ − 2ǫSϕǫvǫnǫ · nǫ) ∂ℓtZαNǫ − [∂ℓtZα, 2ǫSϕ
ǫ
vǫnǫ · nǫ,Nǫ]
+2ǫ[∂ℓtZα,Sϕ
ǫ
vǫ,Nǫ] + 2ǫSϕǫ∂ℓtZαvNǫ
) · Vˆ ℓ,α dy
. −12 ddt
∫
z=0(g − ∂ϕz q)|∂ℓtZαhˆ|2 dy + ‖vˆ‖Xk−1 + ‖∂z vˆ‖Xk−1 + |hˆ|Xk−1,1 +O(ǫ).
(5.8)
and ∫
z=0 2ǫSϕ
ǫ
∂ℓtZαbˆNǫ
) · Bˆℓ,α dy = ∫
z=0 2ǫSϕ
ǫ
∂ℓtZαbNǫ · (∂ϕz bˆ∂ℓtZαη) dy
≤ ‖Sϕǫ∂ℓtZαbˆNǫ|z=0‖− 1
2
‖∂ϕz b∂ℓtZαη|z=0‖ 1
2
≤ δǫ‖Sϕǫ∂ℓtZαbˆ‖2 + ‖bˆ‖2Xk−1,1 + ‖hˆ‖2Xk−1,1 +O(ǫ),
(5.9)
It follows from (5.7), (5.8) and (5.9) that
d
dt
∫
R
3
−
(|Vˆ ℓ,α|2 + |Bˆℓ,α|2) dVt + ddt
∫
z=0(g − ∂ϕz q)|∂ℓtZαhˆ|2 dy
+ǫ
∫
R
3
−
|∂ℓtZαSϕ
ǫ
vˆ|2 dVt + ǫ
∫
R
3
−
|∂ℓtZαSϕ
ǫ
bˆ|2 dVt
. ‖Vˆ ℓ,α‖2
L2
+ ‖Bˆℓ,α‖2
L2
+ ‖∂z vˆ‖2Xk−1 + ‖∂z bˆ‖2Xk−1 + ‖vˆ‖2Xk−1,1 + ‖bˆ‖2Xk−1,1
+|hˆ|2
Xk−1,1
+ |∂kt hˆ|2L2 + ǫ|hˆ|2
Xk−1,
3
2
+ ‖∇qˆ‖2
Xk−1
+O(ǫ).
(5.10)
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Since g − ∂ϕz q ≥ c0 > 0, one has, by applying Gronwall’s inequality to (5.10), that
‖∂ℓtZαvˆ‖2L2 + ‖∂ℓtZαbˆ‖2L2 + |∂ℓtZαhˆ|2 + ǫ|hˆ|2
X
k−1, 3
2
+ǫ
∫ t
0 ‖∇∂ℓtZαvˆ‖2L2 dt+ ǫ
∫ t
0 ‖∇∂ℓtZαbˆ‖2L2 dt
. ‖vˆ0‖2Xk−1,1 + ‖bˆ0‖2Xk−1,1 + |hˆ0|2Xk−1,1 + ‖∂z vˆ‖2L4([0,T ],Xk−1) + ‖∂z bˆ‖2L4([0,T ],Xk−1)
+
t∫
0
‖vˆ‖2
Xk−1,1
+ ‖bˆ‖2
Xk−1,1
+ |hˆ|2
Xk−1,1
+ ǫ|hˆ|2
Xk−1,
3
2
dt+ |∂kt hˆ|2L4([0,T ],L2)
+‖∇qˆ‖2
L4([0,T ],Xk−1)
+O(ǫ).
(5.11)
Step two: We establish the L2 estimate of Vˆ ℓ,α and Bˆℓ,α as |α| = 0, 0 ≤ ℓ ≤ k − 1.
Now, we have no bounds of qˆ and ∂ℓt qˆ as |α| = 0, 0 ≤ ℓ ≤ k − 1. Hence, we can not use the
variable Qˆℓ,α and the dynamical boundary condition. The equations of Vˆ ℓ,0, Bˆℓ,0 are
∂ϕ
ǫ
t Vˆ
ℓ,0 + vǫ · ∇ϕǫVˆ ℓ,0 − bǫ · ∇ϕǫBˆℓ,0 − 2ǫ∇ϕǫ · Sϕǫ∂ℓt vˆ
= ǫ∂ℓt∆
ϕǫvǫ + 2ǫ[∂ℓt ,∇ϕ
ǫ ·]Sϕǫ vˆ + 2ǫ∇ϕǫ · [∂ℓt ,Sϕ
ǫ
]vˆ − ∂ℓt∇ϕ
ǫ
qˆ + ∂ϕz q∇ϕǫ∂ℓt ϕˆ
−∂ℓt ϕˆ∂ϕ
ǫ
t ∂
ϕ
z v − ∂ℓt vˆ · ∇ϕv − ∂ℓt ϕˆ vǫ · ∇ϕ
ǫ
∂ϕz v − [∂ℓt , ∂ϕ
ǫ
t ]vˆ + [∂
ℓ
t , ∂
ϕ
z v∂
ϕǫ
t ]ϕˆ
−[∂ℓt , vǫ · ∇ϕ
ǫ
]vˆ + [∂ℓt , ∂
ϕ
z v vǫ · ∇ϕǫ ]ϕˆ− [∂ℓt ,∇ϕv·]vˆ + [∂ℓt , ∂ϕz q∇ϕ
ǫ
]ϕˆ
+∂ℓt bˆ · ∇ϕb+ ∂ℓt ϕˆ bǫ · ∇ϕ
ǫ
∂ϕz b− [∂ℓt , ∂ϕz b∂ϕ
ǫ
t ]ϕˆ+ [∂
ℓ
t ,∇ϕb·]bˆ := Iv5,
∂ϕ
ǫ
t Bˆ
ℓ,0 + vǫ · ∇ϕǫBˆℓ,0 − bǫ · ∇ϕǫ Vˆ ℓ,0 − 2ǫ∇ϕǫ · Sϕǫ∂ℓt bˆ
= ǫ∂ℓt∆
ϕǫbǫ + 2ǫ[∂ℓt ,∇ϕ
ǫ ·]Sϕǫ bˆ+ 2ǫ∇ϕǫ · [∂ℓt ,Sϕ
ǫ
]bˆ− ∂ℓt ϕˆ∂ϕ
ǫ
t ∂
ϕ
z b− ∂ℓt vˆ · ∇ϕb
−∂ℓt ϕˆ vǫ · ∇ϕ
ǫ
∂ϕz b− [∂ℓt , ∂ϕ
ǫ
t ]bˆ+ [∂
ℓ
t , ∂
ϕ
z b∂
ϕǫ
t ]ϕˆ− [∂ℓt , vǫ · ∇ϕ
ǫ
]bˆ+ [∂ℓt , ∂
ϕ
z b vǫ · ∇ϕǫ ]ϕˆ
−[∂ℓt ,∇ϕb·]vˆ + ∂ℓt bˆ · ∇ϕv + ∂ℓt ϕˆ bǫ · ∇ϕ
ǫ
∂ϕz v − [∂ℓt , ∂ϕz v∂ϕ
ǫ
t ]ϕˆ+ [∂
ℓ
t ,∇ϕv·]bˆ := Ib5,
(5.12)
with the following initial boundary conditions
∂t∂
ℓ
t hˆ+ v
ǫ
y · ∇y∂ℓt hˆ−Nǫ · Vˆ ℓ,0 = Nǫ · ∂ϕz v∂ℓt ηˆ
−vˆy · ∇y∂ℓth− ∂yhˆ · ∂ℓtvy + [∂ℓt , vˆ,Nǫ]− [∂ℓt , vy, ∂yhˆ],
∂ℓt Bˆ|z=0 = ∂ℓt bˆ− ∂ϕz bˆ∂ℓtη = ∂ϕz b∂ℓtη,
(∂ℓt vˆ, ∂
ℓ
t bˆ, ∂
ℓ
t hˆ)|t=0 = (∂ℓtvǫ0 − ∂ℓtv0, ∂ℓt bǫ0 − ∂ℓt b0, ∂ℓthǫ0 − ∂ℓth0).
(5.13)
For the L2 estimates of Vˆ ℓ,0 and Bˆℓ,0, we have:
1
2
d
dt
∫
R
3
−
(|Vˆ ℓ,0|2 + |Bˆℓ,0|2) dVt + 2ǫ
∫
R
3
−
|Sϕǫ∂ℓt vˆ|2 dVt + 2ǫ
∫
R
3
−
|Sϕǫ∂ℓt bˆ|2 dVt
= 2ǫ
∫
{z=0} Sϕ
ǫ
∂ℓt vˆN
ǫ · Vˆ ℓ,0 dy + 2ǫ ∫
R3−
Sϕǫ∂ℓt vˆ · Sϕ
ǫ
(∂ϕz v∂ℓt ηˆ) dVt
+2ǫ
∫
{z=0} Sϕ
ǫ
∂ℓt bˆN
ǫ · Bˆℓ,0 dy + 2ǫ ∫
R
3
−
Sϕǫ∂ℓt bˆ · Sϕ
ǫ
(∂ϕz b∂ℓt ηˆ) dVt
+
∫
R
3
−
Iv5 · Vˆ ℓ,0 dVt +
∫
R
3
−
Ib5 · Vˆ ℓ,0 dVt.
(5.14)
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The boundary terms of (5.14) can be estimated as follows
2ǫ
∫
z=0 Sϕ
ǫ
∂ℓt v
ǫNǫ · Vˆ ℓ,0 dy = 2ǫ ∫
z=0 Sϕ
ǫ
∂ℓt v
ǫNǫ · (∂ℓt vˆ − ∂ϕz v∂ℓt ηˆ) dy
.
∣∣∂ℓt vˆ|z=0∣∣2L2 + |∂ℓt hˆ|2L2 +O(ǫ) . ‖∂ℓt vˆ‖2L2 + ‖∂ℓt∂z vˆ‖2L2 + |∂ℓt hˆ|2L2 +O(ǫ),
2ǫ
∫
z=0 Sϕ
ǫ
∂ℓt bˆN
ǫ · Bˆℓ,0 dy = 2ǫ ∫
z=0 Sϕ
ǫ
∂ℓt b
ǫNǫ · (∂ϕz b∂ℓt ηˆ) dy
.
∣∣∂ℓt bˆ|z=0∣∣2L2 + |∂ℓt hˆ|2L2 +O(ǫ) . ‖∂ℓt bˆ‖2L2 + ‖∂ℓt∂z bˆ‖2L2 + |∂ℓt hˆ|2L2 +O(ǫ).
(5.15)
And, the other terms of (5.14) are estimated as∫
R
3
−
Iv5 · Vˆ ℓ,0 dVt +
∫
R
3
−
Ib5 · Vˆ ℓ,0 dVt . ‖Vˆ ℓ,0‖2L2 + ‖Bˆℓ,0‖2L2
+‖∂ℓ−1t ∂z vˆ‖2L2 + ‖∂ℓ−1t ∂z bˆ‖2L2 + ‖∂ℓ−1t ∂y vˆ‖2L2 + ‖∂ℓ−1t ∂y bˆ‖2L2 + ‖∂ℓ−1t vˆ‖2L2
+‖∂ℓ−1t bˆ‖2L2 + ‖∂ℓ−1t ∇ηˆ‖2L2 + ‖∂ℓt ηˆ‖2L2 + ‖∂ℓt∇ηˆ‖2L2 + ‖∂ℓt∇qˆ‖2L2 +O(ǫ).
(5.16)
By (5.14), (5.15) and (5.16), we have
d
dt
∫
R
3
−
(|Vˆ ℓ,0|2 + |Vˆ ℓ,0|2) dVt + ǫ
∫
R
3
−
|Sϕǫ∂ℓt vˆ|2 dVt + ǫ
∫
R
3
−
|Sϕǫ∂ℓt bˆ|2 dVt
. ‖Vˆ ℓ,0‖2
L2
+ ‖Bˆℓ,0‖2
L2
+ ‖∂z vˆ‖2Xk−1 + ‖∂z bˆ‖2Xk−1 + ‖vˆ‖2Xk−1,1 + ‖bˆ‖2Xk−1,1
+|hˆ|2
Xk−1,1
+ ǫ|hˆ|2
Xk−1,
3
2
+ ‖∇qˆ‖2
Xk−1
+O(ǫ).
(5.17)
Applying the Gronwall’s inequality to (5.17), one has
‖Vˆ ℓ,0‖2
L2
+ ‖Bˆℓ,0‖2
L2
+ ǫ
∫ t
0 ‖∇∂ℓt vˆ‖2L2 + ‖∇∂ℓt bˆ‖2L2 dt
. ‖vˆ0‖2Xk−1 + ‖bˆ0‖2Xk−1 + |hˆ0|2Xk−1 +
∫ t
0 ‖∂z vˆ‖2Xk−1 + ‖∂z bˆ‖2Xk−1 + ‖vˆ‖2Xk−1,1
+‖bˆ‖2
Xk−1,1
+ |hˆ|2
Xk−1,1
+ ‖∇qˆ‖2
Xk−1
+ ǫ|hˆ|2
Xk−1,
3
2
dt+O(ǫ)
. ‖vˆ0‖2Xk−1 + ‖bˆ0‖2Xk−1 + |hˆ0|2Xk−1 +
∫ t
0 ‖vˆ‖2Xk−1,1 + ‖bˆ‖2Xk−1,1 + |hˆ|2Xk−1,1 + ǫ|hˆ|2Xk−1, 32 dt
+‖∂z vˆ‖2L4([0,T ],Xk−1) + ‖∂z bˆ‖2L4([0,T ],Xk−1) + ‖∇qˆ‖2L4([0,T ],Xk−1) +O(ǫ).
(5.18)
It follows from (5.18) and Lemma (5.1), (5.2) that
‖∂ℓt vˆ‖2L2 + ‖∂ℓt bˆ‖2L2 + |∂ℓt hˆ|2L2 + ǫ|hˆ|2
Xk−1,
3
2
+ ǫ
∫ t
0 ‖∇∂ℓt vˆ‖2L2 + ‖∇∂ℓt bˆ‖2L2 dt
. ‖vˆ0‖2Xk−1 + ‖bˆ0‖2Xk−1 + |hˆ0|2Xk−1 +
∫ t
0 ‖vˆ‖2Xk−1,1 + ‖bˆ‖2Xk−1,1 + |hˆ‖2Xk−1,1 + ǫ|hˆ|2Xk−1, 32 dt
+‖∂z vˆ‖2L4([0,T ],Xk−1) + ‖∂z bˆ‖2L4([0,T ],Xk−1) + ‖∇qˆ‖2L4([0,T ],Xk−1) +O(ǫ).
(5.19)
Combining (5.11) and (5.19), applying the Gronwall’s inequality, one has (5.4).
Lemma 5.3 is proved.
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5.2 Estimates for the Gradient of Pressure
In this subsection, we estimate the pressure qˆ on the right hand side of (5.4).
Lemma 5.4. Assume 0 ≤ s ≤ k − 1, k ≤ m− 2, we have
‖∇qˆ‖Xs . ‖vˆ‖Xs,1 + ‖bˆ‖Xs,1 + ‖∂z bˆ‖Xs + ‖∂z vˆ‖Xs + |hˆ|
X
s, 1
2
+O(ǫ). (5.20)
Proof. The following matrices E and P was introduced in [33]
E =

∂zϕ 0 −∂1ϕ
0 ∂zϕ −∂2ϕ
−∂1ϕ −∂2ϕ 1+(∂1ϕ)
2+(∂2ϕ)2
∂zϕ
 , P =
 ∂zϕ 0 00 ∂zϕ 0
−∂1ϕ −∂2ϕ 1
 .
where E satisfies E = 1
∂zϕ
PP
⊤.
It follows from (1.14)1, (1.16)1 that q
ǫ and q satisfy ∇ · (E
ǫ∇qǫ) = ∂zϕǫ∆ϕǫqǫ = −∂zϕǫ∇ϕǫ · (vǫ · ∇ϕǫvǫ − bǫ · ∇ϕǫbǫ),
∇ · (E∇q) = ∂zϕ∆ϕq = −∂zϕ∇ϕ · (v · ∇ϕv − b · ∇ϕb).
(5.21)
It follows from (5.21) that
∇ · (Eǫ∇qǫ)−∇ · (E∇q) = ∇ · (Eǫ∇qˆ) +∇ · ((Eǫ − E)∇q)
=− ∂zϕǫ∇ϕǫ · (vǫ · ∇ϕǫvǫ − bǫ · ∇ϕǫbǫ) + ∂zϕ∇ϕ · (v · ∇ϕv − b · ∇ϕb)
=−∇ · [Pǫ(vǫ · ∇ϕǫvǫ − bǫ · ∇ϕǫbǫ)]+∇ · [P(v · ∇ϕv − b · ∇ϕb)]
=−∇ · [Pǫ(vǫ · ∇ϕǫvǫ − v · ∇ϕv − bǫ · ∇ϕǫbǫ + b · ∇ϕb)]
−∇ · [(Pǫ − P)(v · ∇ϕv − b · ∇ϕb)]
=−∇ · [Pǫ(vǫ · ∇ϕǫ vˆ − vǫ · ∇ϕǫϕˆ∂ϕz v + vˆ · ∇ϕv − bǫ · ∇ϕǫ bˆ
+ bǫ · ∇ϕǫ ϕˆ∂ϕz b− bˆ · ∇ϕb)
]−∇ · [(Pǫ − P)(v · ∇ϕv − b · ∇ϕb)].
(5.22)
Hence, qˆ satisfies the following elliptic equation:
∇ · (Eǫ∇qˆ) = −∇ · ((Eǫ − E)∇q)−∇ · [(Pǫ − P)(v · ∇ϕv − b · ∇ϕb)]
−∇ · [Pǫ(vǫ · ∇ϕǫ vˆ − vǫ · ∇ϕǫ ϕˆ∂ϕz v + vˆ · ∇ϕv
− bǫ · ∇ϕǫ bˆ+ bǫ · ∇ϕǫϕˆ∂ϕz b− bˆ · ∇ϕb)],
q|z=0 = ghˆ + 2ǫSϕǫvǫnǫ · nǫ.
(5.23)
Since the matrix Eǫ is definitely positive, we know that qˆ satisfies the following estimate:
‖∇qˆ‖Xs .‖(Eǫ − E)∇q‖Xs + ‖(Pǫ − P)(v · ∇ϕv)‖Xs
+ ‖Pǫ(vǫ · ∇ϕǫ vˆ − vǫ · ∇ϕǫ ϕˆ∂ϕz v + vˆ · ∇ϕv − bǫ · ∇ϕ
ǫ
bˆ
+ bǫ · ∇ϕǫϕˆ∂ϕz b− bˆ · ∇ϕb)‖Xs + |ghˆ+ 2ǫSϕ
ǫ
vǫnǫ · nǫ|
Xs,
1
2
.‖vˆ‖Xs,1 + ‖bˆ‖Xs,1 + ‖∂z vˆ‖Xs + ‖∂z bˆ‖Xs + |hˆ|
Xs,
1
2
+O(ǫ),
(5.24)
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where
∣∣Sϕǫvǫ|z=0∣∣
X
s, 1
2
. ‖∂z∂jvǫ‖
1
2
Xs‖∂jvǫ‖
1
2
Xs+1
< +∞.
Lemma 5.4 is proved.
5.3 Estimates for the Normal Derivatives when ΠSϕvn|z=0 6= 0 and ΠSϕbn|z=0 6= 0
In this subsection, we give the estimates for ∂z vˆ and ∂z bˆ on the right hand side of (5.4). The
following lemma concerns the estimates of ‖∂z vˆ‖2L4([0,T ],Xk−1) and ‖∂z bˆ‖2L4([0,T ],Xk−1) by studying
the equations of ωˆvh, ωˆbh.
Lemma 5.5. Let k ≤ m − 2. If the boundary data of the ideal MHD satisfy ΠSϕvn|z=0 6= 0 and
ΠSϕbn|z=0 6= 0, then we have
‖∂z vˆh‖2L4([0,T ],Xk−1) + ‖∂z bˆh‖2L4([0,T ],Xk−1) + ‖ωˆvh‖2L4([0,T ],Xk−1) + ‖ωˆbh‖2L4([0,T ],Xk−1)
.
∥∥ωˆv0∥∥2Xk−1 + ∥∥ωˆb0∥∥2Xk−1 + ∫ T0 ‖vˆ‖2Xk−1,1 + ‖bˆ‖2Xk−1,1 dt
+
∫ T
0 |hˆ|2Xk−1,1 dt+ ‖∂kt hˆ‖2L4([0,T ],L2) +O(
√
ǫ).
(5.25)
Proof. Assume ℓ+ |α| ≤ k − 1. We study the equations (1.25) by decomposing ωˆvh = ωˆnhvh + ωˆhvh,
ωˆbh = ωˆ
nh
bh + ωˆ
h
bh such that ωˆ
nh
vh , ωˆ
nh
bh satisfy the following nonhomogeneous equations:
∂ϕ
ǫ
t ωˆ
nh
vh − ǫ∆ϕ
ǫ
ωˆnhvh + v
ǫ · ∇ϕǫωˆnhvh − bǫ · ∇ϕ
ǫ
ωˆnhbh
= ~F
0
v[∇ϕǫ](ωvh, ωbh, ∂jvi, ∂jbi)− ~F
0
v[∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi) + ǫ∆ϕ
ǫ
ωvh
+∂ϕz ωvh∂
ϕǫ
t ηˆ + ∂
ϕ
z ωvh v
ǫ · ∇ϕǫ ηˆ − vˆ · ∇ϕωvh − ∂ϕz ωbh bǫ · ∇ϕǫ ηˆ + bˆ · ∇ϕωbh,
∂ϕ
ǫ
t ωˆ
nh
bh − ǫ∆ϕ
ǫ
ωˆnhbh + v
ǫ · ∇ϕǫωˆnhbh − bǫ · ∇ϕ
ǫ
ωˆnhvh
= ~F
0
b [∇ϕǫ](ωvh, ωbh, ∂jvi, ∂jbi)− ~F
0
b [∇ϕ](ωvh, ωbh, ∂jvi, ∂jbi) + ǫ∆ϕ
ǫ
ωbh
+∂ϕz ωbh∂
ϕǫ
t ηˆ + ∂
ϕ
z ωbh v
ǫ · ∇ϕǫ ηˆ − vˆ · ∇ϕωbh − ∂ϕz ωvh bǫ · ∇ϕǫ ηˆ + bˆ · ∇ϕωvh,
ωˆnhvh |z=0 = 0, ωˆnhbh |z=0 = 0,
ωˆnhvh |t=0 = (ωˆ1v0, ωˆ2v0)⊤, ωˆnhbh |t=0 = (ωˆ1b0, ωˆ2b0)⊤,
(5.26)
and ωˆhv , ωˆ
h
b satisfy the following homogeneous equations:
∂ϕ
ǫ
t ωˆ
h
vh − ǫ∆ϕ
ǫ
ωˆhvh + v
ǫ · ∇ϕǫωˆhvh − bǫ · ∇ϕ
ǫ
ωˆhbh = 0,
∂ϕ
ǫ
t ωˆ
h
bh − ǫ∆ϕ
ǫ
ωˆhbh + v
ǫ · ∇ϕǫωˆhbh − bǫ · ∇ϕ
ǫ
ωˆhvh = 0,
ωˆhvh|z=0 = F 1,2[∇ϕǫ,i](∂jvǫ,i)− ωhvh|z=0,
ωˆhbh|z=0 = F 1,2[∇ϕǫ,i](∂jbǫ,i)− ωhbh|z=0,
(ωˆhvh|t=0, ωˆhbh|t=0) = 0.
(5.27)
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Denote by ∂ϕ
ǫ
t +v
ǫ ·∇ϕǫ = ∂t+vǫy ·∇y+V ǫz ∂z, bǫ ·∇ϕ
ǫ
= bǫy ·∇y+Bǫz∂z, where V ǫz = 1∂zϕǫ (V ǫ ·Nǫ−∂tηǫ)
and Bǫz =
1
∂zϕǫ
(Bǫ ·Nǫ), then (5.26) is equivalent to the following equations:

∂tωˆ
nh
vh − ǫ∆ϕ
ǫ
ωˆnhvh + v
ǫ
y · ∇yωˆnhvh + V ǫz ∂zωˆnhvh − bǫy · ∇yωˆnhbh −Bǫz∂zωˆnhbh
= f7v ωˆvh + f
7
b ωˆbh + f
8
v ∂j vˆ
i + f8b ∂j bˆ
i + f9v∇ϕˆ+ ǫ∆ϕ
ǫ
ωh + ∂
ϕ
z ωh∂
ϕǫ
t ηˆ
+∂ϕz ωh v
ǫ · ∇ϕǫ ηˆ − vˆ · ∇ϕωh − ∂ϕz ωbh bǫ · ∇ϕǫ ηˆ + bˆ · ∇ϕωbh := Iv6,
∂ϕ
ǫ
t ωˆ
nh
bh − ǫ∆ϕ
ǫ
ωˆnhbh + v
ǫ
y · ∇yωˆnhbh + V ǫz ∂zωˆnhbh − bǫy · ∇yωˆnhvh −Bǫz∂zωˆnhvh
= −f7b ωˆvh − f7v ωˆbh − f8b ∂j vˆi − f8v ∂j bˆi + f9b∇ϕˆ+ ǫ∆ϕ
ǫ
ωbh + ∂
ϕ
z ωbh∂
ϕǫ
t ηˆ
+∂ϕz ωbh v
ǫ · ∇ϕǫ ηˆ − vˆ · ∇ϕωbh − ∂ϕz ωvh bǫ · ∇ϕǫ ηˆ + bˆ · ∇ϕωvh := Ib6,
ωˆnhvh |z=0 = 0, ωˆnhbh |z=0 = 0,
ωˆnhvh |t=0 = (ωˆ1v0, ωˆ2v0)⊤, ωˆnhbh |t=0 = (ωˆ1b0, ωˆ2b0)⊤,
(5.28)
Applying ∂ℓtZα to (5.28), we get

∂t∂
ℓ
tZαωˆnhvh − ǫ∆ϕ
ǫ
∂ℓtZαωˆnhvh + vǫy · ∇y∂ℓtZαωˆnhvh
+V ǫz ∂z∂
ℓ
tZαωˆnhvh − bǫy · ∇y∂ℓtZαωˆnhbh −Bǫz∂z∂ℓtZαωˆnhbh
= ∂ℓtZαIv6 − [∂ℓtZα, vǫy · ∇y]ωˆnhvh − [∂ℓtZα, Vz∂z]ωˆnhvh + [∂ℓtZα, bǫy · ∇y]ωˆnhbh
+[∂ℓtZα, Bz∂z]ωˆnhbh + ǫ∇ϕ
ǫ · [∂ℓtZα,∇ϕ]ωˆnhomvh + ǫ[∂ℓtZα,∇ϕ·]∇ϕ
ǫ
ωˆnhomvh ,
∂t∂
ℓ
tZαωˆnhbh − ǫ∆ϕ
ǫ
∂ℓtZαωˆnhbh + vǫy · ∇y∂ℓtZαωˆnhbh
+V ǫz ∂z∂
ℓ
tZαωˆnhbh − bǫy · ∇y∂ℓtZαωˆnhvh −Bǫz∂z∂ℓtZαωˆnhvh
= ∂ℓtZαIb6 − [∂ℓtZα, vǫy · ∇y]ωˆnhbh − [∂ℓtZα, Vz∂z]ωˆnhbh + [∂ℓtZα, bǫy · ∇y]ωˆnhvh
+[∂ℓtZα, Bz∂z]ωˆnhvh + ǫ∇ϕ
ǫ · [∂ℓtZα,∇ϕ]ωˆnhombh + ǫ[∂ℓtZα,∇ϕ·]∇ϕ
ǫ
ωˆnhombh ,
∂ℓtZαωˆnhvh |z=0 = 0, ∂ℓtZαωˆnhbh |z=0 = 0,
∂ℓtZαωˆnhvh |t=0 = (∂ℓtZαωˆ1v0, ∂ℓtZαωˆ2v0)⊤, ∂ℓtZαωˆnhbh |t=0 = (∂ℓtZαωˆ1b0, ∂ℓtZαωˆ2b0)⊤,
(5.29)
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To give the L2 estimate of ∂ℓtZαωˆnhomvh and ∂ℓtZαωˆnhombh , one has
d
dt(‖∂ℓtZαωˆnhvh ‖2L2 + ‖∂ℓtZαωˆnhbh ‖2L2) + 2ǫ‖∇ϕ
ǫ
∂ℓtZαωˆnhvh ‖2L2 + 2ǫ‖∇ϕ
ǫ
∂ℓtZαωˆnhbh ‖2L2
. ‖∂ℓtZαωˆnhvh ‖2L2 + ‖∂ℓtZαωˆnhbh ‖2L2 + ǫ
∫
R
3
−
∇ϕǫ · [∂ℓtZα,∇ϕ]ωˆnhvh∂ℓtZαωˆnhvh dVt
+‖∂ℓtZαIv6‖2L2 + ‖∂ℓtZαIb6‖2L2 + ǫ
∫
R
3
−
∇ϕǫ · [∂ℓtZα,∇ϕ]ωˆnhbh ∂ℓtZαωˆnhbh dVt
+‖[∂ℓtZα, Vz∂z]ωˆnhvh ‖2L2 + ǫ
∫
R
3
−
[∂ℓtZα,∇ϕ·]∇ϕ
ǫ
ωˆnhomvh ∂
ℓ
tZαωˆnhomvh dVt
+‖[∂ℓtZα, Vz∂z]ωˆnhbh ‖2L2 + ǫ
∫
R
3
−
[∂ℓtZα,∇ϕ·]∇ϕ
ǫ
ωˆnhombh ∂
ℓ
tZαωˆnhombh dVt
+‖[∂ℓtZα, Bz∂z]ωˆnhvh ‖2L2 + ‖[∂ℓtZα, Bz∂z]ωˆnhbh ‖2L2
then
d
dt(‖∂ℓtZαωˆnhvh ‖2L2 + ‖∂ℓtZαωˆnhbh ‖2L2) + 2ǫ‖∇ϕ
ǫ
∂ℓtZαωˆnhvh ‖2L2 + 2ǫ‖∇ϕ
ǫ
∂ℓtZαωˆnhbh ‖2L2
. ‖∂ℓtZαωˆnhvh ‖2L2 + ‖∂ℓtZαωˆnhbh ‖2L2 + ‖ωˆvh‖2Xk−1 + ‖ωˆbh‖2Xk−1 + ‖vˆ‖2Xk−1,1 + ‖bˆ‖2Xk−1,1
+‖∇ηˆ‖2
Xk−1
+ ‖∂kt ηˆ‖2L2 +
∑
ℓ1+|α1|>0
(‖1−z
z
∂ℓtZαVz · ∂ℓtZα z1−z∂zωˆnhvh‖2L2
+‖1−z
z
∂ℓtZαVz · ∂ℓtZα z1−z∂zωˆnhbh ‖2L2 + ‖1−zz ∂ℓtZαBz · ∂ℓtZα z1−z∂zωˆnhvh‖2L2
+‖1−z
z
∂ℓtZαBz · ∂ℓtZα z1−z∂zωˆnhbh ‖2L2)− ǫ
∫
R
3
−
[∂ℓtZα,N∂ϕz ]ωˆnhvh · ∇ϕ
ǫ
∂ℓtZαωˆnhvh dVt
+ǫ
∫
R
3
−
∑
ℓ1+|α1|>0
[
(∂ϕz )−1∂ℓ1t Zα1( N∂zϕ)∂
ℓ2
t Zα2∂z
] · ∇ϕǫωˆnhvh ∂ϕz ∂ℓtZαωˆnhvh dVt,
+ǫ
∫
R
3
−
∑
ℓ1+|α1|>0
[
(∂ϕz )−1∂ℓ1t Zα1( N∂zϕ)∂
ℓ2
t Zα2∂z
] · ∇ϕǫωˆnhbh ∂ϕz ∂ℓtZαωˆnhbh dVt,
−ǫ ∫
R
3
−
[∂ℓtZα,N∂ϕz ]ωˆnhbh · ∇ϕ
ǫ
∂ℓtZαωˆnhbh dVt.
(5.30)
Here the notation (∂ϕz )−1 satisfying (∂ϕz )−1(∂ϕz ) = 1.
Integrating (5.30) in time, applying the Gronwall’s inequality, we get
‖ωˆnhvh ‖2Xk−1 + ‖ωˆnhbh ‖2Xk−1 + 2ǫ
∫ t
0 ‖∇ωˆnhvh ‖2Xk−1 dt+ 2ǫ
∫ t
0 ‖∇ωˆnhbh ‖2Xk−1 dt
≤ ‖ωˆv0,h‖2Xk−1 + ‖ωˆb0,h‖2Xk−1 +
∫ t
0 ‖ωˆvh‖2Xk−1 + ‖ωˆbh‖2Xk−1 dt
+‖hˆ‖2
Xk−1,1
dt+ ‖∂kt hˆ‖2L2 dt+O(ǫ).
(5.31)
Therefore, one has
‖ωˆnhvh ‖2L4([0,T ],Xk−1) + ‖ωˆnhbh ‖2L4([0,T ],Xk−1) .
√
T
∥∥ωˆv0,h∥∥2Xk−1 +√T∥∥ωˆb0,h∥∥2Xk−1
+T‖ωˆvh‖2L4([0,T ],Xk−1) + T‖ωˆbh‖2L4([0,T ],Xk−1) +
√
T
∫ T
0 ‖vˆ‖2Xk−1,1 dt+
√
T
∫ T
0 ‖bˆ‖2Xk−1,1 dt
+
√
T
∫ T
0 |hˆ|2Xk−1,1 dt+
√
T |∂kt hˆ|2L4([0,T ],L2) +O(ǫ).
(5.32)
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For the homogeneous equations (5.27), we have
‖∂ℓtZαωˆhvh‖2L4([0,T ],L2(R3−)) + ‖∂
ℓ
tZαωˆhbh‖2L4([0,T ],L2(R3−))
. ‖∂ℓtZαωˆhvh‖2
H
1
4 ([0,T ],L2(R3−))
+ ‖∂ℓtZαωˆhbh‖2
H
1
4 ([0,T ],L2(R3−))
.
√
ǫ
∫ T
0
∣∣ωˆhvh|z=0∣∣2Xk−1(R2) dt+√ǫ ∫ T0 ∣∣ωˆhbh|z=0∣∣2Xk−1(R2) dt
. +
√
ǫ
∫ T
0
∣∣ς1Θ1v + ς2Θ2v + ς3Θ3v∣∣2Xk−1(R2) dt+√ǫ ∫ T0 ∣∣ς1Θ1b + ς2Θ2b + ς3Θ3b ∣∣2Xk−1(R2) dt
+
√
ǫ
∫ T
0
∣∣ς4Θ4v + ς5Θ5v + ς6Θ6v∣∣2Xk−1(R2) dt+√ǫ ∫ T0 ∣∣ς4Θ4b + ς5Θ5b + ς6Θ6b ∣∣2Xk−1(R2) dt
√
ǫ
∫ T
0
∣∣F1,2v [∇ϕǫ](∂jvǫ,i, ∂jbǫ,i)− F1,2v [∇ϕ](∂jvi, ∂jbi)∣∣2Xk−1(R2) dt
+
√
ǫ
∫ T
0
∣∣F1,2b [∇ϕǫ](∂jvǫ,i, ∂jbi)− F1,2b [∇ϕ](∂jvi, ∂jbi)∣∣2Xk−1(R2) dt . O(√ǫ),
(5.33)
where ςi, Θ
i
v and Θ
i
b are defined in the proof of Lemma 4.1.
By (5.32) and (5.33), we have
‖ωˆvh‖2L4([0,T ],Xk−1) + ‖ωˆbh‖2L4([0,T ],Xk−1)
. ‖ωˆnhvh ‖2L4([0,T ],Xk−1) + ‖ωˆhvh‖2L4([0,T ],Xk−1) + ‖ωˆnhbh ‖2L4([0,T ],Xk−1) + ‖ωˆhbh‖2L4([0,T ],Xk−1)
.
∥∥ωˆv0,h∥∥2Xk−1 + ‖ωˆb0,h∥∥2Xk−1 + ∫ T0 ‖vˆ‖2Xk−1,1 + ‖bˆ‖2Xk−1,1 dt
+|∂kt hˆ|2L4([0,T ],L2) +
∫ T
0 |hˆ|2Xk−1,1 dt+O(
√
ǫ).
(5.34)
Lemma 5.5 is proved.
Remark 5.1. If ΠSϕvn|z=0 = 0, ΠSϕvn|z=0 = 0 then Θiv = 0, Θib = 0 where i = 1, · · · , 6, and
then the estimate (5.33) is reduced into the following estimate:
‖∂ℓtZαωˆhvh‖2L4([0,T ],L2(R3−)) + ‖∂
ℓ
tZαωˆhbh‖2L4([0,T ],L2(R3−))
.
√
ǫ
∫ T
0
∣∣F1,2v [∇ϕǫ](∂jvǫ,i)− F1,2v [∇ϕ](∂jvi)∣∣2Xk−1(R2) dt
+
√
ǫ
∫ T
0
∣∣F1,2b [∇ϕǫ](∂jbǫ,i)− F1,2b [∇ϕ](∂jbi)∣∣2Xk−1(R2) dt
. O(
√
ǫ).
(5.35)
We can not improve the convergence rates of ‖ωv‖2L4([0,T ],Xk−1) and ‖ωb‖2L4([0,T ],Xk−1), since we do
not have the convergence rates of |∂jvǫ,i − ∂jvi|Xk−1(R2), |∂jbǫ,i − ∂jbi|Xk−1(R2). However, we can
improve the convergence rates of ‖ωv‖2L4([0,T ],Xk−2), see subsection 5.4.
Note that when ΠSϕvn|z=0 6= 0, ΠSϕbn|z=0 6= 0, then, not only
∣∣∇ϕǫ×∂ℓtZα(vǫ−v)|z=0∣∣L2 6= 0,∣∣∇ϕǫ × ∂ℓtZα(bǫ − b)|z=0∣∣L2 6= 0, but also ∣∣Nǫ × (∇ϕǫ × ∂ℓtZα(vǫ − v))|z=0∣∣L2 6= 0, ∣∣Nǫ × (∇ϕǫ ×
∂ℓtZα(bǫ − b))|z=0
∣∣
L2
6= 0.
Next, we prove the following lemma to estimates for ‖∂z vˆ‖L∞([0,T ],Xm−4), ‖∂z bˆ‖L∞([0,T ],Xm−4),
‖ωˆv‖L∞([0,T ],Xm−4) and ‖ωˆb‖L∞([0,T ],Xm−4).
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Lemma 5.6. Assume 0 ≤ k ≤ m − 2, ωˆvh = ωǫvh − ωvh, ωˆbh = ωǫbh − ωbh, ∂z vˆ = ∂zvǫ − ∂zv and
∂z bˆ = ∂zv
ǫ − ∂zb. We have, for ωˆvh, ωˆbh, ∂z vˆ and ∂z bˆ, that
‖ωˆv‖2Xk−2 + ‖ωˆb‖2Xk−2 + ‖∂z vˆ‖2Xk−2 + ‖∂z bˆ‖2Xk−2
. ‖ωˆv0‖2Xk−2 + ‖ωˆb0‖2Xk−2 +
∫ t
0 ‖vˆ‖Xk−2 + ‖bˆ‖Xk−2 + ‖∂z vˆ‖Xk−2
+‖∂z bˆ‖Xk−2 + ‖∇qˆ‖Xk−2 + ‖hˆ‖Xk−1 dt+O(ǫ).
(5.36)
Proof. We rewrite (1.31) as
∂ϕ
ǫ
t vˆ − ∂ϕz v∂ϕ
ǫ
t ηˆ + v
ǫ · ∇ϕǫ vˆ − vǫ · ∇ϕǫ ηˆ ∂ϕz v + vˆ · ∇ϕv − bǫ · ∇ϕǫ bˆ
+bǫ · ∇ϕǫ ηˆ ∂ϕz b− bˆ · ∇ϕb+∇ϕǫ qˆ − ∂ϕz q∇ϕǫ ηˆ = −ǫ∇ϕǫ × ωˆv − ǫ∇ϕǫ × ωv,
∂ϕ
ǫ
t bˆ− ∂ϕz b∂ϕ
ǫ
t ηˆ + v
ǫ · ∇ϕǫ bˆ− vǫ · ∇ϕǫ ηˆ ∂ϕz b+ vˆ · ∇ϕb− bǫ · ∇ϕǫ vˆ
+bǫ · ∇ϕǫ ηˆ ∂ϕz v − bˆ · ∇ϕv = −ǫ∇ϕǫ × ωˆb − ǫ∇ϕǫ × ωb.
(5.37)
First, we give L2 estimates of ωˆv, ωˆb. Multiplying (5.37) with ∇ϕǫ× (∇ϕǫ× vˆ), ∇ϕǫ× (∇ϕǫ× bˆ),
respectively, integrating in R3−, using the integration by parts formula, we get∫
R
3
−
∇ϕǫ × (∂ϕǫt vˆ + vǫ · ∇ϕǫ vˆ − bǫ · ∇ϕǫ bˆ+∇ϕǫ qˆ) · ωˆv dVt + ǫ ∫R3− |∇ϕǫ × (∇ϕǫ × vˆ)|2 dVt
+
∫
R
3
−
∇ϕǫ × (∂ϕǫt bˆ+ vǫ · ∇ϕǫ bˆ− bǫ · ∇ϕǫ bˆ) · ωˆb dVt + ǫ ∫
R
3
−
|∇ϕǫ × (∇ϕǫ × bˆ)|2 dVt
=
∫
R
3
−
∇ϕǫ × (∂ϕz v∂ϕǫt ηˆ + vǫ · ∇ϕǫ ηˆ ∂ϕz v − bǫ · ∇ϕǫ ηˆ ∂ϕz b− vˆ · ∇ϕv + bˆ · ∇ϕb+ ∂ϕz q∇ϕǫ ηˆ) · ωˆv dVt
− ∫
z=0
(
∂tvˆ + v
ǫ
y · ∇y vˆ + vˆ · ∇ϕv − ∂ϕz v∂tηˆ − vǫy · ∇yηˆ ∂ϕz v +∇ϕ
ǫ
qˆ − bǫy · ∇ϕ
ǫ
bˆy − bˆ · ∇ϕb
+bǫ · ∇ϕǫ ηˆ ∂ϕz b− ∂ϕz q∇ϕǫ ηˆ
) ·Nǫ × (∇ϕǫ × vˆ) dy − ǫ ∫
R
3
−
∇ϕǫ × ωv · ∇ϕǫ × (∇ϕǫ × vˆ) dVt
+
∫
R
3
−
∇ϕǫ × (∂ϕz b∂ϕǫt ηˆ + vǫ · ∇ϕǫ ηˆ ∂ϕz b− bǫ · ∇ϕǫ ηˆ ∂ϕz v − vˆ · ∇ϕb+ bˆ · ∇ϕv) · ωˆb dVt
− ∫
z=0
(
∂tbˆ+ v
ǫ
y · ∇y bˆ+ vˆ · ∇ϕb− ∂ϕz b∂tηˆ − vǫy · ∇y ηˆ ∂ϕz b− bǫy · ∇ϕ
ǫ
vˆy − bˆ · ∇ϕv
+bǫ · ∇ϕǫ ηˆ ∂ϕz v
) ·Nǫ × (∇ϕǫ × bˆ) dy − ǫ ∫
R
3
−
∇ϕǫ × ωb · ∇ϕǫ × (∇ϕǫ × vˆ) dVt := J,
(5.38)
where
|J | . ‖ωˆv‖2L2 + ‖ωˆb‖2L2 + |hˆ|2
X
1, 1
2
+ ǫ2
∫
R
3
−
|∇ϕǫ × ωˆv|2 + |∇ϕǫ × ωˆb|2 dVt +O(ǫ)
+‖vˆ‖2
X1
+
∣∣Nǫ × (∇ϕǫ × vˆ)|z=0∣∣L2(∣∣vˆ|z=0∣∣X1tan + ∣∣bˆ|z=0∣∣X1tan + ∣∣hˆ|z=0∣∣X1)
+‖bˆ‖2
X1
+
∣∣Nǫ × (∇ϕǫ × bˆ)|z=0∣∣L2(∣∣vˆ|z=0∣∣X1tan + ∣∣bˆ|z=0∣∣X1tan + ∣∣hˆ|z=0∣∣X1)
+‖∂z vˆ‖2L2 + ‖∂z bˆ‖2L2 +
∣∣Nǫ × (∇ϕǫ × vˆ)|z=0∣∣ 1
2
∣∣∇qˆ|z=0∣∣− 1
2
.
(5.39)
Since ∇ϕǫ × ∇ϕǫ qˆ = 0, ∇ϕǫ × ωv and ∇ϕǫ × ωb is bounded,
∣∣Nǫ × (∇ϕǫ × vˆ)|z=0∣∣L2 6= 0 and
64∣∣Nǫ × (∇ϕǫ × bˆ)|z=0∣∣L2 6= 0, we have
‖ωˆv‖L2 + ‖ωˆb‖L2 + ǫ
∫ t
0 ‖∇ωˆv‖2 + ǫ
∫ t
0 ‖∇ωˆb‖2 dt
. ‖ωˆv0‖2L2 + ‖ωˆb0‖2L2 +
∫ t
0 |hˆ|2X1,1 + ‖vˆ‖2X1 + ‖bˆ‖2X1 + ‖∂z vˆ‖2L2
+‖∂z bˆ‖2L2 +
∣∣vˆ|z=0∣∣X1tan + ∣∣bˆ|z=0∣∣X1tan + ∣∣hˆ|z=0∣∣X1 + ∣∣∇qˆ|z=0∣∣− 12 dt+O(ǫ)
. ‖ωˆv0‖2L2 + ‖ωˆb0‖2L2 +
∫ t
0 |hˆ|2X1,1 + ‖vˆ‖2X1 + ‖bˆ‖2X1 + ‖∂z vˆ‖2L2 + ‖∂z bˆ‖2L2
+‖vˆ‖X1 + ‖bˆ‖X1 + ‖∂z vˆ‖X1tan + ‖∂z bˆ‖X1tan + ‖hˆ‖X1 + ‖∇qˆ‖L2 dt+O(ǫ).
(5.40)
When ℓ+ |α| ≤ k − 2, we estimate the quantity ∇ϕǫ × ∂ℓtZαvˆ and ∇ϕ
ǫ × ∂ℓtZαbˆ.
Applying ∂ℓtZα to the equations (1.31), one has
∂ϕ
ǫ
t ∂
ℓ
tZαvˆ + vǫ · ∇ϕ
ǫ
∂ℓtZαvˆ − bǫ · ∇ϕ
ǫ
∂ℓtZαbˆ+∇ϕ
ǫ
∂ℓtZαqˆ + ǫ∇ϕ
ǫ ×∇ϕǫ∂ℓtZαvˆ
= ǫ Iv7,1 + Iv7,2,
∂ϕ
ǫ
t ∂
ℓ
tZαbˆ+ vǫ · ∇ϕ
ǫ
∂ℓtZαbˆ− bǫ · ∇ϕ
ǫ
∂ℓtZαvˆ + ǫ∇ϕ
ǫ ×∇ϕǫ∂ℓtZαbˆ
= ǫ Ib7,1 + Ib7,2,
(5.41)
where
Iv7,1 = −[∂ℓtZα,∇ϕ
ǫ×]∇ϕǫ × vˆ −∇ϕǫ × [∂ℓtZα,∇ϕ
ǫ×]vˆ + ∂ℓtZα△ϕ
ǫ
v,
Ib7,1 = −[∂ℓtZα,∇ϕ
ǫ×]∇ϕǫ × bˆ−∇ϕǫ × [∂ℓtZα,∇ϕ
ǫ×]bˆ+ ∂ℓtZα△ϕ
ǫ
b,
(5.42)
Iv7,2 := ∂ϕz v(∂t + vǫy · ∇y + V ǫz ∂z − bǫy · ∇y +Bǫz∂z)∂ℓtZαϕˆ− ∂ℓtZαvˆ · ∇ϕv
+∂ℓtZαbˆ · ∇ϕb+ ∂ϕz q∇ϕ
ǫ
∂ℓtZαϕˆ− [∂ℓtZα, ∂t + vǫ∂y + V ǫz ∂z)]vˆ
+[∂ℓtZα, bǫ∂y +Bǫz∂z]bˆ+ [∂ℓtZα, ∂ϕz v(∂t + vǫy · ∇y + V ǫz ∂z)]ϕˆ
+[∂ℓtZα, ∂ϕz b(bǫy · ∇y +Bǫz∂z]ϕˆ− [∂ℓtZα,∇ϕv·]vˆ
−[∂ℓtZα,∇ϕb·]bˆ− [∂ℓtZα,∇ϕ
ǫ
]qˆ + [∂ℓtZα, ∂ϕz q∇ϕ
ǫ
]ϕˆ,
(5.43)
and
Ib7,2 := ∂ϕz b(∂t + vǫy · ∇y + V ǫz ∂z − bǫy · ∇y +Bǫz∂z)∂ℓtZαϕˆ− ∂ℓtZαvˆ · ∇ϕb
+∂ℓtZαbˆ · ∇ϕv − [∂ℓtZα, ∂t + vǫ∂y + V ǫz ∂z)]bˆ
+[∂ℓtZα, bǫ∂y +Bǫz∂z]vˆ + [∂ℓtZα, ∂ϕz v(∂t + vǫy · ∇y + V ǫz ∂z)]ϕˆ
+[∂ℓtZα, ∂ϕz v(bǫy · ∇y +Bǫz∂z]ϕˆ− [∂ℓtZα,∇ϕb·]vˆ − [∂ℓtZα,∇ϕb·]vˆ.
(5.44)
Note that ∇ϕǫ × ∇ϕǫ∂ℓtZαqˆ = 0 and (∂ϕ
ǫ
t + v
ǫ · ∇ϕǫ)|z=0 = (∂t + vǫy · ∇y). Multiplying (5.41)
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with ∇ϕǫ × (∇ϕǫ × ∂ℓtZαvˆ) and ∇ϕ
ǫ × (∇ϕǫ × ∂ℓtZαbˆ), respectively, integrating in R3−, we get
1
2
d
dt
∫
R
3
−
|∇ϕǫ × ∂ℓtZαvˆ|2 + |∇ϕ
ǫ × ∂ℓtZαbˆ|2 dVǫt
+ǫ
∫
R
3
−
|∇ϕǫ ×∇ϕǫ∂ℓtZαvˆ|2 + |∇ϕ
ǫ ×∇ϕǫ∂ℓtZαbˆ|2 dVǫt
= − ∫
z=0(∂t + v
ǫ
y · ∇y)∂ℓtZαvˆ ·Nǫ × (∇ϕ
ǫ × ∂ℓtZαvˆ) dy +
∫
z=0 Iv7,2 ·Nǫ × (∇ϕ
ǫ × ∂ℓtZαvˆ) dy
− ∫
z=0(∂t + v
ǫ
y · ∇y)∂ℓtZαbˆ ·Nǫ × (∇ϕ
ǫ × ∂ℓtZαbˆ) dy +
∫
z=0 Ib7,2 ·Nǫ × (∇ϕ
ǫ × ∂ℓtZαbˆ) dy
− ∫
R
3
−
[(
3∑
i=1
∇ϕǫvǫ,i · ∂ϕǫi )× ∂ℓtZαvˆ − (
∑3
i=1∇ϕ
ǫ
bǫ,i · ∂ϕǫi )× ∂ℓtZαbˆ] · (∇ϕ
ǫ × ∂ℓtZαvˆ) dVǫt
− ∫
R
3
−
[(
3∑
i=1
∇ϕǫvǫ,i · ∂ϕǫi )× ∂ℓtZαbˆ− (
∑3
i=1∇ϕ
ǫ
bǫ,i · ∂ϕǫi )× ∂ℓtZαvˆ] · (∇ϕ
ǫ × ∂ℓtZαbˆ) dVǫt
+ǫ
∫
R
3
−
Iv7,1 · ∇ϕǫ × (∇ϕǫ × ∂ℓtZαvˆ) dVǫt + ǫ
∫
R
3
−
Ib7,1 · ∇ϕǫ × (∇ϕǫ × ∂ℓtZαbˆ) dVǫt
+
∫
R
3
−
∇ϕǫ × Iv7,2 · (∇ϕǫ × ∂ℓtZαvˆ) dVǫt +
∫
R
3
−
∇ϕǫ × Ib7,2 · (∇ϕǫ × ∂ℓtZαbˆ) dVǫt
− ∫
z=0∇ϕ
ǫ
∂ℓtZαqˆ ·Nǫ × (∇ϕ
ǫ × ∂ℓtZαvˆ) dy := G.
(5.45)
For G, one has
G . ‖∇ϕǫ × ∂ℓtZαvˆ‖2L2 + ‖∇ϕ
ǫ × ∂ℓtZαbˆ‖2L2 + |Nǫ × (∇ϕ
ǫ × ∂ℓtZαvˆ)| 1
2
∣∣∇ϕǫ∂ℓtZαqˆ|z=0∣∣− 1
2
+|Nǫ × (∇ϕǫ × ∂ℓtZαvˆ)|L2
(∣∣Iv7,2|z=0∣∣L2 + ∣∣∂ℓtZαvˆ|z=0∣∣X1tan + ∣∣∂ℓtZαbˆ|z=0∣∣X1tan)
+|Nǫ × (∇ϕǫ × ∂ℓtZαbˆ)|L2
(∣∣Ib7,2|z=0∣∣L2 + ∣∣∂ℓtZαvˆ|z=0∣∣X1tan + ∣∣∂ℓtZαbˆ|z=0∣∣X1tan)
+‖∂ℓtZαvˆ‖2X1 + ‖∂z∂ℓtZαvˆ‖2L2 + ǫ‖Iv7,1‖2L2 + ‖∇ϕ
ǫ × Iv7,2‖2L2
+‖∂ℓtZαbˆ‖2X1 + ‖∂z∂ℓtZαbˆ‖2L2 + ǫ‖Ib7,1‖2L2 + ‖∇ϕ
ǫ × Ib7,2‖2L2 .
(5.46)
It follows that∣∣Iv7,2|z=0∣∣L2 + ∣∣Ib7,2|z=0∣∣L2 . |hˆ|Xk−1 + ∣∣vˆ|z=0∣∣Xk−2 + ∣∣bˆ|z=0∣∣Xk−2 + ∣∣∇qˆ|z=0∣∣Xk−3
. |hˆ|Xk−1 + ‖vˆ‖Xk−2 + ‖bˆ‖Xk−2 + ‖∂z vˆ‖Xk−2 + ‖∇qˆ‖Xk−2 ,
and
ǫ‖Iv7,1‖2L2 + ǫ‖Ib7,1‖2L2
. ǫ
∑
ℓ+|α|≤k−2
(‖∇ϕǫ ×∇ϕǫ∂ℓtZαvˆ‖2L2 + ‖∇ϕ
ǫ ×∇ϕǫ∂ℓtZαbˆ‖2L2) +O(ǫ),
‖∇ϕǫ × Iv7,2‖2L2 + ‖∇ϕ
ǫ × Ib7,2‖2L2 . ‖ηˆ‖2Xk−1,1 + ‖∇ϕ
ǫ × vˆ‖2
Xk−2tan
+ ‖∇ϕǫ × bˆ‖2
Xk−2tan
+‖∇ϕǫ × [∂ℓtZα, V ǫz ∂z]vˆ‖2L2 + ‖∇ϕ
ǫ × [∂ℓtZα, V ǫz ∂z]bˆ‖2L2 + ‖∇ϕ
ǫ × [∂ℓtZα,Nǫ∂ϕ
ǫ
z ]qˆ‖2L2 ,
(5.47)
where the estimates for the last two terms is similar to the arguments (2.42) by using Hardy’s
inequality and thus we omit the details.
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Integrating (5.45) in time, applying the Gronwall’s inequality, one has
‖∇ϕǫ × ∂ℓtZαvˆ‖2L2 + ‖∇ϕ
ǫ × ∂ℓtZαbˆ‖2L2 + ǫ
∫
R
3
−
|∇ϕǫ ×∇ϕǫ∂ℓtZαvˆ|2 + |∇ϕ
ǫ ×∇ϕǫ∂ℓtZαbˆ|2 dVǫt
.
∥∥∇ϕǫ × ∂ℓtZαvˆ|t=0∥∥2L2 + ∥∥∇ϕǫ × ∂ℓtZαbˆ|t=0∥∥2L2
+
∫ t
0 ‖vˆ‖Xk−2 + ‖∂z vˆ‖Xk−2 + ‖bˆ‖Xk−2 + ‖∂z bˆ‖Xk−2 + ‖∇qˆ‖Xk−2 + ‖hˆ‖Xk−1 dt
+
∫ t
0 ‖vˆ‖2Xk−1 + ‖∂z vˆ‖2Xk−1 + ‖bˆ‖2Xk−1 + ‖∂z bˆ‖2Xk−1 + ‖hˆ‖2Xk−1,1 dt+O(ǫ)
.
∥∥∂ℓtZαωˆv|t=0∥∥2L2 + ∥∥∂ℓtZαωˆb|t=0∥∥2L2 + ∫ t0 ‖vˆ‖Xk−2 + ‖∂z vˆ‖Xk−2
+‖bˆ‖Xk−2 + ‖∂z bˆ‖Xk−2 + ‖∇qˆ‖Xk−2 + ‖hˆ‖Xk−1 dt+O(ǫ).
(5.48)
Since ωˆv = ∇ϕǫ × vˆ −∇ϕǫ ηˆ × ∂ϕz v and ωˆb = ∇ϕǫ × bˆ−∇ϕǫ ηˆ × ∂ϕz b, we have
‖ωˆv‖2Xk−2 + ‖ωˆb‖2Xk−2 + ‖∂z vˆ‖2Xk−2 + ‖∂z bˆ‖2Xk−2 . ‖ωˆv|t=0‖2Xk−2 + ‖ωˆb|t=0‖2Xk−2
+
∫ t
0 ‖vˆ‖Xk−2 + ‖∂z vˆ‖Xk−2 + ‖bˆ‖Xk−2 + ‖∂z bˆ‖Xk−2 + ‖∇qˆ‖Xk−2 + ‖hˆ‖Xk−1 dt+O(ǫ).
(5.49)
Lemma 5.6 is proved.
5.4 Estimates for the Normal Derivatives when ΠSϕvn|z=0 = 0 and ΠSϕbn|z=0 = 0
In this subsection, we give the estimates for the normal derivatives if the ideal MHD equations
satisfies ΠSϕvn|z=0 = 0 and ΠSϕvn|z=0 = 0.
The following lemma shows the estimate of the normal derivatives.
Lemma 5.7. Assume k ≤ m− 2, if ΠSϕvn|z=0 = 0 and ΠSϕbn|z=0 = 0. We have
‖∂z vˆh‖2L4([0,T ],Xk−2) + ‖∂z bˆh‖2L4([0,T ],Xk−2) + ‖ωˆvh‖2L4([0,T ],Xk−2) + ‖ωˆbh‖2L4([0,T ],Xk−2)
.
∥∥ωˆv0∥∥2Xk−2 + ∥∥ωˆb0∥∥2Xk−2 + ∫ T0 ‖vˆ‖2Xk−1,1 + ‖bˆ‖2Xk−1,1 dt+ ∫ T0 |hˆ|2Xk−2,1 dt
+‖∂k−1t hˆ‖2L4([0,T ],L2) +
√
ǫ‖∂z vˆ‖2L4([0,T ],Xk−1) +
√
ǫ‖∂z bˆ‖2L4([0,T ],Xk−1) +O(ǫ).
(5.50)
Proof. If ΠSϕvn|z=0 = 0 , ΠSϕbn|z=0 = 0, then Θiv = 0 and Θib = 0 where i = 1, · · · , 6.
Assume ℓ + |α| ≤ k − 2. We study the equations (1.25) by decomposing ωˆvh = ωˆnhvh + ωˆhvh,
ωˆbh = ωˆ
nh
bh + ωˆ
h
bh, such that ωˆ
nh
vh , ωˆ
nh
bh satisfy the nonhomogeneous equations (5.26) and ωˆ
h
vh, ωˆ
h
bh
satisfy the homogeneous equations (5.27).
For ωˆnhvh and ωˆ
nh
bh , we get
‖ωˆnhvh ‖2L4([0,T ],Xk−2) + ‖ωˆnhbh ‖2L4([0,T ],Xk−2)
.
√
T
∥∥ωˆv0,h∥∥2Xk−2 + ∥∥ωˆb0,h∥∥2Xk−2 + T‖ωˆvh‖2L4([0,T ],Xk−2) + T‖ωˆbh‖2L4([0,T ],Xk−2)
+
√
T
∫ T
0 ‖vˆ‖2Xk−2,1 + ‖bˆ‖2Xk−2,1 dt+
√
T
∫ T
0 |hˆ|2Xk−2,1 dt+
√
T |∂k−1t hˆ|2L4([0,T ],L2) +O(ǫ).
(5.51)
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When ℓ+ |α| ≤ k − 2, the estimate (5.33) is reduced to
‖∂ℓtZαωˆhvh‖2L4([0,T ],L2(R3−)) + ‖∂
ℓ
tZαωˆhbh‖2L4([0,T ],L2(R3−))
.
√
ǫ
∫ T
0
∣∣F1,2v [∇ϕǫ](∂jvǫ,i, ∂jbǫ,i)− F1,2v [∇ϕ](∂jvi, ∂jbi)∣∣2Xk−2(R2) dt
+
√
ǫ
∫ T
0
∣∣F1,2b [∇ϕǫ](∂jbǫ,i, ∂jbǫ,i)− F1,2v [∇ϕ](∂jvi, ∂jbi)∣∣2Xk−2(R2) dt
.
√
ǫ
∫ T
0
∣∣vˆ|z=0∣∣2Xk−1(R2) + ∣∣bˆ|z=0∣∣2Xk−1(R2) dt+√ǫ ∫ T0 |hˆ|2Xk−2,1(R2) dt
.
√
ǫ
∫ T
0 ‖vˆ‖2Xk−1,1(R2) + ‖bˆ‖2Xk−1,1(R2) dt+
√
ǫ
√
T‖∂z vˆ‖2L4([0,T ],Xk−1)
+
√
ǫ
√
T‖∂z bˆ‖2L4([0,T ],Xk−1) +
√
ǫ
∫ T
0 |hˆ|2Xk−2,1(R2) dt.
(5.52)
By (5.51) and (5.52), we have
‖∂z vˆvh‖2L4([0,T ],Xk−2) + ‖∂z vˆbh‖2L4([0,T ],Xk−2) + ‖ωˆvh‖2L4([0,T ],Xk−2) + ‖ωˆbh‖2L4([0,T ],Xk−2)
. ‖ωˆnhvh ‖2L4([0,T ],Xk−2) + ‖ωˆnhbh ‖2L4([0,T ],Xk−2) + ‖∂ℓtZαωˆhvh‖2L4([0,T ],L2(R3−)) + ‖∂
ℓ
tZαωˆhbh‖2L4([0,T ],L2(R3−))
.
∥∥ωˆv0∥∥2Xk−2 + ∥∥ωˆb0∥∥2Xk−2 + ∫ T0 ‖vˆ‖2Xk−1,1 + ‖bˆ‖2Xk−1,1 dt+ ∫ T0 |hˆ|2Xk−2,1 dt
+‖∂k−1t hˆ‖2L4([0,T ],L2) +
√
ǫ‖∂z vˆ‖2L4([0,T ],Xk−1) +
√
ǫ‖∂z bˆ‖2L4([0,T ],Xk−1) +O(ǫ).
(5.53)
Lemma 5.7 is proved.
5.5 Proof of Theorem 1.2
In this subsection, we prove Theorem 1.2.
Proof of Theorem 1.2: If ΠSϕvn|z=0 6= 0 and ΠSϕbn|z=0 6= 0, we have the following
convergence estimates by Lemmas 5.3, 5.4, 5.5
‖vˆ‖2
Xk−1,1
+ ‖bˆ‖2
Xk−1,1
+ |hˆ|2
Xk−1,1
. ‖vˆ0‖2Xk−1,1 + ‖bˆ0‖2Xk−1,1 + |hˆ0|2Xk−1,1 + |ωˆv0|2Xk−1
+|ωˆb0|2Xk−1 +
∫ t
0 ‖vˆ‖2Xk−1,1 +
∫ t
0 ‖bˆ‖2Xk−1,1 +
∫ t
0 ‖hˆ‖2Xk−1,1 dt+O(
√
ǫ).
(5.54)
Applying the Gronwall’s inequality to (5.54), we get
‖vˆ‖2
Xk−1,1
+ ‖bˆ‖2
Xk−1,1
+ |hˆ|2
Xk−1,1
. ‖vˆ0‖2Xk−1,1 + ‖bˆ0‖2Xk−1,1 + |hˆ0|2Xk−1,1 +
∥∥ωˆv0∥∥2Xk−1 + ∥∥ωˆb0∥∥2Xk−1 +O(√ǫ)
. O(ǫmin{
1
2
,2λv,2λb,2λh,2λωv
1
,2λ
ωb
1
}).
(5.55)
By Lemma 5.5, we have
‖∂z vˆh‖2L4([0,T ],Xk−1) + ‖∂z bˆh‖2L4([0,T ],Xk−1) + ‖ωˆvh‖2L4([0,T ],Xk−1) + ‖ωˆbh‖2L4([0,T ],Xk−1)
. O(ǫmin{
1
2
,2λv,2λb,2λh,2λωv
1
,2λ
ωb
1
}).
(5.56)
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By Lemmas 5.4, 5.5, 5.6, we have
‖ωˆv‖2Xk−2 + ‖ωˆb‖2Xk−2 + ‖∂z vˆ‖2Xk−2 + ‖∂z bˆ‖2Xk−2
. ‖ωˆv0‖2Xk−2 + ‖ωˆb0‖2Xk−2 +
∫ t
0 ‖vˆ‖Xk−2 + ‖bˆ‖Xk−2 + ‖∂z vˆ‖Xk−2
+‖∂z bˆ‖Xk−2 + ‖∇qˆ‖Xk−2 + ‖hˆ‖Xk−1 dt+O(ǫ)
. O(ǫmin{
1
4
,λv,λb,λh,λ
ωv
1
,λ
ωb
1
}).
(5.57)
If ΠSϕvn|z=0 = 0 and ΠSϕbn|z=0 = 0, we have the convergence estimates by Lemmas 5.7
‖∂z vˆh‖2L4([0,T ],Xk−2) + ‖∂z bˆh‖2L4([0,T ],Xk−2) + ‖ωˆvh‖2L4([0,T ],Xk−2) + ‖ωˆbh‖2L4([0,T ],Xk−2)
.
∥∥ωˆv0∥∥2Xk−2 + ∥∥ωˆb0∥∥2Xk−2 + ∫ T0 ‖vˆ‖2Xk−1,1 + ‖bˆ‖2Xk−1,1 dt+ ∫ T0 |hˆ|2Xk−2,1 dt
+
√
ǫO(ǫmin{
1
2
,2λv,2λb,2λh,2λωv
1
,2λ
ωb
1
}).
(5.58)
On the other hand, one has the tangential estimates
‖vˆ‖2
Xk−2,1
+ ‖bˆ‖2
Xk−2,1
+ |hˆ|2
Xk−2,1
. ‖vˆ0‖2Xk−2,1 + ‖bˆ0‖2Xk−2,1 + |hˆ0|2Xk−2,1 + ‖∂z vˆ‖2L4([0,T ],Xk−2) + ‖∂z bˆ‖2L4([0,T ],Xk−2)
+
∫ t
0 ‖vˆ‖2Xk−2,1 +
t∫
0
‖bˆ‖2
Xk−2,1
+
∫ t
0 ‖hˆ‖2Xk−2,1 dt+O(ǫ).
(5.59)
Coupling (5.58) with (5.59) and applying the Gronwall’s inequality, we get
‖vˆ‖2
Xk−2,1
+ ‖bˆ‖2
Xk−2,1
+ |hˆ|2
Xk−2,1
.
∥∥ωˆv0∥∥2Xk−2 + ∥∥ωˆb0∥∥2Xk−2 + ‖vˆ0‖2Xk−2,1 + ‖bˆ0‖2Xk−2,1 + |hˆ0|2Xk−2,1
+
√
ǫO(ǫmin{
1
2
,2λv,2λb,2λh,2λωv
1
,2λ
ωb
1
})
. O(ǫmin{1,2λv ,2λb,2λh,2λ
ωv
2
,2λ
ωb
2
,2λωv
1
+1,2λ
ωb
1
+1})
= O(ǫmin{1,2λv ,2λb,2λh,2λ
ωv
2
,2λ
ωb
2
}).
(5.60)
Similarly, we have
‖ωˆv‖2Xk−3 + ‖ωˆb‖2Xk−3 + ‖∂z vˆ‖2Xk−3 + ‖∂z bˆ‖2Xk−3
. O(ǫmin{
1
2
,λv,λb,λh,λ
ωv
2
,λ
ωb
2
}).
(5.61)
Now, the estimates for Nǫ · ∂ϕǫz vǫ − N · ∂ϕz v and Nǫ · ∂ϕ
ǫ
z bǫ − N · ∂ϕz b follow from the above
estimates for tangential derivatives since N · ∂ϕz v = −(∂1v1 + ∂2v2) and N · ∂ϕz b = −(∂1b1 + ∂2b2).
Similarly, the estimate for Nǫ · ωǫv −N · ωv follows from the following equality
N · ωv = −∂1ϕ(∂2v3 − ∂2ϕ∂zϕ∂zv3 − 1∂zϕ∂zv2)− ∂2ϕ(−∂1v3 +
∂1ϕ
∂zϕ
∂zv
3 + 1
∂zϕ
∂zv
1)
+∂1v
2 − ∂1ϕ
∂zϕ
∂zv
2 − ∂2v1 + ∂2ϕ∂zϕ∂zv1
= −∂1ϕ∂2v3 + ∂2ϕ∂1v3 + ∂1v2 − ∂2v1,
(5.62)
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and the estimate for Nǫ · ωǫb −N · ωb follows from N · ωb = −∂1ϕ∂2b3 + ∂2ϕ∂1b3 + ∂1b2 − ∂2b1.
Theorem 1.2 is proved.
6 Regularity Structure of MHD Solutions for Fixed σ > 0
In this section, we establish the regularity with σ > 0. It should be pointed out that the
estimates of normal derivatives are similar to σ = 0 case. Hence, we only focus on the estimates of
the pressure and the tangential derivatives. For simplicity, we omit the superscript ǫ in this section.
6.1 Estimates for the Pressure
We have the elliptic equation for the pressure with the Neumann boundary condition as follows{
∆ϕq = −∂ϕj vi∂ϕi vj + ∂ϕj bi∂ϕi bj,
∇ϕq ·N|z=0 = −∂ϕt v ·N− v · ∇ϕv ·N+ b · ∇ϕb ·N+ ǫ∆ϕv ·N.
The following lemma concerns the estimates for the gradient of pressure.
Lemma 6.1. Assume the pressure q satisfies the elliptic equation with Neumann boundary condi-
tion, we have
‖∇q‖Xm−1 . ‖∂mt v‖Xm + ‖v‖Xm−1,1 + ‖∂zv‖Xm−1 + |h|Xm,1
+ǫ‖∇yv‖Xm−1,1 + ǫ‖∂zv‖Xm−1 + ǫ|h|
X
m−1, 3
2
.
(6.1)
Proof. For the L2 estimate of the pressure, one has
‖∇q‖L2 . ‖v · ∇ϕv‖L2 + ‖b · ∇ϕb‖L2 +
∣∣∇ϕq ·N|z=0∣∣− 1
2
. ‖v‖X0,1 + ‖b‖X0,1 + ‖∂zv‖L2 + ‖∂zb‖L2 + |h|X0,1 +
∣∣∂ϕt v ·N|z=0∣∣− 1
2
+
∣∣v · ∇ϕv ·N|z=0∣∣− 1
2
+
∣∣b · ∇ϕb ·N|z=0∣∣− 1
2
+ ǫ
∣∣∆ϕv ·N|z=0∣∣− 1
2
. ‖v‖X0,1 + ‖b‖X0,1 + ‖∂zv‖L2 + |h|X0,1 + ‖∂zb‖L2 + |h|X0,1 + ‖∂ϕt v‖L2
+‖∇ϕ · ∂ϕt v‖L2 + ‖v · ∇ϕv‖L2 + ‖∇ · (v · ∇ϕv)‖L2 + ‖b · ∇ϕb‖L2
+‖∇ · (b · ∇ϕb)‖L2 + ǫ
∣∣v|z=0∣∣ 3
2
+ ǫ|h| 3
2
,
(6.2)
where |v ·N|− 1
2
. ‖v‖+ ‖∇ϕ · v‖.
Similarly, we have
‖∇q‖Xm−1 . ‖v · ∇ϕv‖Xm−1 + ‖b · ∇ϕb‖Xm−1 +
∣∣∇ϕq ·N|z=0∣∣
X
m−1,− 1
2
. ‖v‖Xm−1,1 + ‖b‖Xm−1,1 + ‖∂zv‖Xm−1 + ‖∂zb‖Xm−1
+|h|Xm−1,1 +
∣∣∇ϕq ·N|z=0∣∣
Xm−1,−
1
2
.
(6.3)
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For
∣∣∇ϕq ·N|z=0∣∣
X
m−1,− 1
2
, we have the following estimates as in [57],
ǫ
∣∣∆ϕv ·N|z=0∣∣
X
m−1,− 1
2
. ǫ‖∇yv‖Xm−1,1 + ǫ‖∂zv‖Xm−1 + ǫ|h|
X
m−1, 3
2
. (6.4)∣∣(∂ϕt v + v · ∇ϕv) ·N|z=0∣∣Xm−1,− 12 = ∣∣(∂tv + vy · ∇yv) ·N|z=0∣∣Xm−1,− 12
. ‖v‖Xm + ‖∂zv‖Xm−1 + |h|Xm,1 .
(6.5)
Lemma 6.1 is proved.
6.2 Proof of Proposition 1.2
First, we give the following lemma to estimate ∂ℓth by the kinetical boundary condition.
Lemma 6.2 ([57]). Assume 0 ≤ ℓ ≤ m− 1. We have∫
R2
|∂ℓth|2 dy . |h0|2Xm−1 +
∫ t
0 |h|2Xm−1,1 + ‖v‖2Xm−1,1 dt+ ‖∂zv‖2L4([0,T ],Xm−1). (6.6)
Next, we establish the a priori estimates for the tangential derivatives as well as the time
derivatives. We note that the proof does not require the Alinhac’c good unknown.
Lemma 6.3. Under the assumptions of Proposition 1.2, we have
‖v‖2
Xm−1,1
+ ‖b‖2
Xm−1,1
+ |h|2
Xm−1,1
+ ǫ|h|2
Xm−1,
3
2
+ σ|h|2
Xm−1,2
+ǫ
∫ t
0 ‖∇v‖2Xm−1,1 dt+ ǫ
∫ t
0 ‖∇b‖2Xm−1,1 dt
. ‖v0‖2Xm−1,1 + ‖b0‖2Xm−1,1 + |h0|2Xm−1,1 + ǫ|h0|2
X
m−1, 3
2
+ σ|h0|2Xm−1,2
+‖∂zv‖2L4([0,T ],Xm−1) + ‖∂zb‖2L4([0,T ],Xm−1) + ‖∂mt v‖2L4([0,T ],L2)
+‖∂mt b‖2L4([0,T ],L2) + ‖∂mt h‖2L4([0,T ],X0,1).
(6.7)
Proof. Applying ∂ℓtZα to (1.35), we deduce that ∂ℓtZαv, ∂ℓtZαb and ∂ℓtZαq satisfy the following
equations for fixed σ > 0
∂ϕt ∂
ℓ
tZαv + v · ∇ϕ∂ℓtZαv − b · ∇ϕ∂ℓtZαb+∇ϕ∂ℓtZαq − 2ǫ∇ϕ · Sϕ∂ℓtZαv
= ∂ℓ+1t Zαη∂ϕz v + ∂ℓtZα∇η · v∂ϕz v − ∂ℓtZα∇η · b∂ϕz b+ ∂ℓtZα∇η · ∂ϕz q
+2ǫ∇ϕ · [∂ℓtZα,Sϕ]v + 2ǫ[∂ℓtZα,∇ϕ·]Sϕv + b.t.,
∂ϕt ∂
ℓ
tZαb+ v · ∇ϕ∂ℓtZαb− b · ∇ϕ∂ℓtZαv − 2ǫ∇ϕ · Sϕ∂ℓtZαb
= ∂ℓ+1t Zαη∂ϕz b+ ∂ℓtZα∇η · v∂ϕz b− ∂ℓtZα∇η · b∂ϕz v
+2ǫ∇ϕ · [∂ℓtZα,Sϕ]b+ 2ǫ[∂ℓtZα,∇ϕ·]Sϕb+ b.t.,
∇ϕ · ∂ℓtZαv = ∂ℓtZα∇η · ∂ϕz v + b.t.,
∇ϕ · ∂ℓtZαb = ∂ℓtZα∇η · ∂ϕz b+ b.t.,
(6.8)
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with the following initial boundary conditions
∂t∂
ℓ
tZαh+ vy · ∇y∂ℓtZαh = ∂ℓtZαv ·N+ [∂ℓtZα, v,N],
∂ℓtZαqN− 2ǫSϕ∂ℓtZαvN = g∂ℓtZαhN+ 2ǫ[∂ℓtZα,Sϕ]vN
−σ∇y · 1√
1+|∇yh|2
(∇y∂ℓtZαh− ∇yh(∇yh·∇y∂ℓtZαh)1+|∇yh|2 )N
+(2ǫSϕv − (q − gh)) ∂ℓtZαN− [∂ℓtZα, q − gh,N] + 2ǫ[∂ℓtZα,Sϕv,N]
−σ[∂ℓtZα,N]M− σ∇y · [∂ℓtZα,∇yh, 1√1+|∇yh|2 ]N,
∂ℓtZαb|z=0 = 0,
(∂ℓtZαv, ∂ℓtZαb, ∂ℓtZαh)|t=0 = (∂ℓtZαv0, ∂ℓtZαb0, ∂ℓtZαh0).
(6.9)
Step one: When |α| ≥ 1, 1 ≤ ℓ + |α| ≤ m, 0 ≤ ℓ ≤ m − 1, we have the L2 estimate of ∂ℓtZαv,
∂ℓtZαb and ∂ℓtZαh
1
2
d
dt
∫
R
3
−
|∂ℓtZαv|2 + |∂ℓtZαb|2 dVt −
∫
R
3
−
∂ℓtZαq∇ϕ · ∂ℓtZαv dVt
+2ǫ
∫
R
3
−
|Sϕ∂ℓtZαv|2 dVt + 2ǫ
∫
R
3
−
|Sϕ∂ℓtZαb|2 dVt
≤ ∫
z=0(2ǫSϕ∂ℓtZαvN− ∂ℓtZαqN) · ∂ℓtZαvdy + ‖∂zv‖2Xm−1 + ‖∂zb‖2Xm−1
+‖∇q‖2
Xm−1
+ |h|2
Xm−1,2
+ |∂mt h|2L2 + b.t.
≤ − ∫
z=0
[
g∂ℓtZαh− σ∇y · 1√1+|∇yh|2
(∇y∂ℓtZαh− ∇yh(∇yh·∇y∂ℓtZαh)1+|∇yh|2 )]N
·∂ℓtZαvdy + ‖∂zv‖2Xm−1 + ‖∂zb‖2Xm−1 + ‖∇q‖2Xm−1 + |h|2Xm−1,2 + |∂mt h|2L2 + b.t.
≤ σ ∫
z=0∇y · 1√1+|∇yh|2
(∇y∂ℓtZαh− ∇yh(∇yh·∇y∂ℓtZαh)1+|∇yh|2 ) · (∂t∂ℓtZαh
+vy · ∇y∂ℓtZαh)dy −
∫
z=0 g∂
ℓ
tZαh · (∂t∂ℓtZαh+ vy · ∇y∂ℓtZαh)dy
+‖∂zv‖2Xm−1 + ‖∂zb‖2Xm−1 + ‖∇q‖2Xm−1 + |h|2Xm−1,2 + |∂mt h|2L2 + b.t.
≤ −σ ∫
z=0
1√
1+|∇yh|2
(∇y∂ℓtZαh− ∇yh(∇yh·∇y∂ℓtZαh)1+|∇h|2 ) · (∂t∇y∂ℓtZαh
+vy · ∇y∇y∂ℓtZαh)dy − g2 ddt
∫
z=0 |∂ℓtZαh|2dy + ‖∂zv‖2Xm−1 + ‖∂zb‖2Xm−1
+‖∇q‖2
Xm−1
+ |h|2
Xm−1,2
+ |∂mt h|2L2 + b.t.
≤ − g2 ddt
∫
z=0 |∂ℓtZαh|2dy − σ2 ddt
∫
z=0
1√
1+|∇yh|2
(|∇y∂ℓtZαh|2 − |∇yh·∇y∂ℓtZαh|21+|∇yh|2 )dy
+‖∂zv‖2Xm−1 + ‖∂zb‖2Xm−1 + ‖∇q‖2Xm−1 + |h|2Xm−1,2 + |∂mt h|2L2 + b.t.,
(6.10)
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which implies that
1
2
d
dt
∫
R
3
−
|∂ℓtZαv|2 + |∂ℓtZαb|2 dVt + g2 ddt
∫
z=0 |∂ℓtZαh|2dy + 2ǫ
∫
R
3
−
|Sϕ∂ℓtZαv|2 dVt
+2ǫ
∫
R3−
|Sϕ∂ℓtZαb|2 dVt + σ2 ddt
∫
z=0
1√
1+|∇yh|2
(|∇y∂ℓtZαh|2 − |∇yh·∇y∂ℓtZαh|21+|∇yh|2 )dy
≤ ‖∂zv‖2Xm−1 + ‖∂zb‖2Xm−1 + ‖∇q‖2Xm−1 + |h|2Xm−1,2 + |∂mt h|2L2 + b.t..
(6.11)
Applying the Gronwall’s inequality to (6.11), we get
‖∂ℓtZαv‖2 + ‖∂ℓtZαb‖2 + |∂ℓtZαh|2 + ǫ|∂ℓtZαh|21
2
+ σ4 |∂ℓtZαh|21
+ǫ
∫ t
0 ‖∇∂ℓtZαv‖2 dt+ ǫ
∫ t
0 ‖∇∂ℓtZαb‖2 dt
. ‖v0‖2Xm−1,1 + ‖b0‖2Xm−1,1 + |h0|2Xm−1,1 + ǫ|h0|2
Xm−1,
3
2
+ σ|h0|2Xm−1,2
+
∫ T
0 ‖∂zv‖2Xm−2,1 + ‖∂zb‖2Xm−2,1 + ‖∇q‖2Xm−2,1 + |∂mt h|2L2 dt.
(6.12)
And, the surface tension term in (6.11) is estimated by
σ
2
∫
z=0
1√
1+|∇yh|2
(|∇y∂ℓtZαh|2 − |∇yh·∇y∂ℓtZαh|21+|∇yh|2 )dy
≥ σ2
∫
z=0
1
2(1+|∇yh|2)
3
2
|∇y∂ℓtZαh|2 dy ≥ σ4
∫
z=0 |∇y∂ℓtZαh|2 dy.
(6.13)
Step two: When |α| = 0 and 0 ≤ ℓ ≤ m− 1, we have the L2 estimate
1
2
d
dt
∫
R
3
−
|∂ℓtv|2 + |∂ℓt b|2 dVt + 2ǫ
∫
R
3
−
|Sϕ∂ℓtv|2 dVt + 2ǫ
∫
R
3
−
|Sϕ∂ℓt b|2 dVt
≤ − ∫
R
3
−
∂ℓt∇ϕq · ∂ℓt v dVt +
∫
z=0 2ǫSϕ∂ℓt vN · ∂ℓtvdy + ‖∂zv‖2Xm−2 + ‖∂zb‖2Xm−2
+‖∂zq‖2Xm−2 +
m−1∑
ℓ=0
|∂ℓ+1t h|2L2 + b.t.,
. ‖∇q‖2
Xm−1
+ ‖∂ℓtv‖2L2 + ‖∂ℓt b‖2L2 + ‖∂zv‖2Xm−2 + ‖∂zb‖2Xm−2
+ǫ‖∇y∂ℓtv‖2X0,1 + ǫ‖∂z∇y∂ℓtv‖2L2 +
m∑
ℓ=0
|∂ℓth|2L2 + b.t.,
(6.14)
where ∂ℓt b|z=0 = 0. Combining (6.14) and (6.6), we have
‖∂ℓt v‖2 + ‖∂ℓt b‖2 + ‖∂ℓth‖2 + ǫ
∫ t
0 ‖∇∂ℓt v‖2 dt
. ‖v0‖2Xm−1 + ‖b0‖2Xm−1 + ‖∇q‖2L4([0,T ],Xm−1) + ‖∂zv‖2L4([0,T ],Xm−1)
+‖∂zb‖2L4([0,T ],Xm−1) + |∂mt h|2L4([0,T ],L2) + b.t..
(6.15)
Summing ℓ and α, using (6.12), (6.15) and Lemma 6.2, we get (6.7).
Lemma 6.3 is proved.
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In order to close our estimates, we also need to bound ‖∂mt v‖2L4([0,T ],L2), ‖∂mt b‖2L4([0,T ],L2) and
‖∂mt h‖2L4([0,T ],X0,1) on the right hand of (6.7).
Lemma 6.4. We have the following estimate for ∂mt v, ∂
m
t b, ∂
m
t h, ∂
m+1
t h
‖∂mt v‖2L4([0,T ],L2) + ‖∂mt b‖2L4([0,T ],L2) + |∂mt h|2L4([0,T ],X0,1) + |∂m+1t ∇h|2L4([0,T ],L2)
. ‖∂mt v0‖2L2 + ‖∂mt b0‖2L2 + g|∂mt h0|2L2 + σ|∂mt ∇h0|2L2 + ‖∂z∂m−1t v0‖2L2
+‖∂z∂m−1t b0‖2L2 + ‖∂zv‖2L4([0,T ],Xm−1) + ‖∂zb‖2L4([0,T ],Xm−1) + b.t..
(6.16)
Proof. Assuming α = 0 and ℓ = m, multiplying (6.8) with ∂mt v, ∂
m
t b, integrating in R
3− and using∫
R
3
−
b · ∇ϕ∂ℓtZαb · ∂ℓtZαv + b · ∇ϕ∂ℓtZαv · ∂ℓtZαb = 0, we get
1
2
d
dt
∫
R
3
−
|∂mt v|2 + |∂mt b|2 dVt −
∫
R
3
−
∂mt q∇ϕ · ∂mt v dVt + 2ǫ
∫
R
3
−
|Sϕ∂mt v|2 + |Sϕ∂mt b|2 dVt
≤ ∫
z=0(2ǫSϕ∂mt vN− ∂mt qN) · ∂mt vdy + ‖∂zv‖2Xm−1 + ‖∂zb‖2Xm−1
+‖∇q‖2
Xm−1
+ |h|2
Xm−1,2
+ |∂mt h|2X0,1 + |∂m+1t h|2L2 + b.t.
≤ − ∫
z=0
[
g∂mt h− σ∇y · 1√1+|∇yh|2
(∇y∂mt h− ∇yh(∇yh·∇y∂mt h)1+|∇yh|2 )]N · ∂mt vdy
+‖∂zv‖2Xm−1 + ‖∂zb‖2Xm−1 + ‖∇q‖2Xm−1 + |h|2Xm−1,2 + |∂mt h|2X0,1 + |∂m+1t h|2L2 + b.t.
≤ σ ∫
z=0∇y · 1√1+|∇yh|2
(∇y∂mt h− ∇yh(∇yh·∇y∂mt h)1+|∇yh|2 ) · (∂t∂mt h
+vy · ∇y∂mt h)dy −
∫
z=0 g∂
m
t h · (∂t∂mt h+ vy · ∇y∂mt h)dy + ‖∂zv‖2Xm−1
+‖∂zb‖2Xm−1 + ‖∇q‖2Xm−1 + |h|2Xm−1,2 + |∂mt h|2X0,1 + |∂m+1t h|2L2 + b.t.
≤ −σ ∫
z=0
1√
1+|∇yh|2
(∇y∂mt h− ∇yh(∇yh·∇y∂mt h)1+|∇yh|2 ) · (∂t∇y∂mt h
+vy · ∇y∇y∂mt h)dy − g2 ddt
∫
{z=0}
|∂mt h|2dy + ‖∂zv‖2Xm−1 + ‖∂zb‖2Xm−1
+‖∇q‖2
Xm−1
+ |h|2
Xm−1,2
+ |∂mt h|2X0,1 + |∂m+1t h|2L2 + b.t.
≤ − g2 ddt
∫
z=0 |∂mt h|2dy − σ2 ddt
∫
z=0
1√
1+|∇yh|2
(|∇y∂mt h|2 − |∇yh·∇y∂mt h|21+|∇yh|2 )dy
+‖∂zv‖2Xm−1 + ‖∂zb‖2Xm−1 + ‖∇q‖2Xm−1 + |h|2Xm−1,2 + |∂mt h|2X0,1 + |∂m+1t h|2L2 + b.t..
(6.17)
We have the L4([0, T ], L2) type estimate by integrating in time twice. After the first integration
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in time, one has
‖∂mt v‖2L2 + ‖∂mt b‖2L2 + g|∂mt h|2L2 + σ2 |∂mt ∇h|2L2
+4ǫ
∫
R
3
−
|Sϕ∂mt v|2 dVt + 4ǫ
∫
R
3
−
|Sϕ∂mt b|2 dVt
. ‖∂mt v0‖2L2 + ‖∂mt b0‖2L2 + g|∂mt h0|2L2 + σ|∂mt ∇h0|2L2
+
∫ t
0
∫
R
3
−
∂mt q∇ϕ · ∂mt v dVtdt+ ‖∂zv‖2L4([0,T ],Xm−1) + ‖∂zb‖2L4([0,T ],Xm−1)
+|∂mt h|2L4([0,T ],X0,1) + |∂mt v|2L4([0,T ],L2) + |∂mt b|2L4([0,T ],L2) + b.t..
(6.18)
in which the pressure estimates is similar to that in the Lemma 6.4 in [57], i.e∫ t
0
∫
R
3
−
∂mt q∇ϕ · ∂mt v dVtdt
. ‖∂mt v0‖2L2 + ‖∂z∂m−1t v0‖2L2 + |∂mt h0|2X0,1 + ‖∂mt v‖2L2 + ‖∂z∂m−1t v‖2L2
+|∂mt h|2X0,1 + ‖∂mt v‖2L4([0,T ],L2) + ‖∂z∂m−1t v‖2L4([0,T ],L2) + |∂mt h|2L4([0,T ],L2).
(6.19)
Combining (6.18) with (6.19), we get
‖∂mt v‖2L2 + ‖∂mt b‖2L2 + g|∂mt h|2L2 + σ2 |∂mt ∇yh|2L2
. ‖∂mt v0‖2L2 + ‖∂mt b0‖2L2 + g|∂mt h0|2L2 + σ|∂mt ∇yh0|2L2 + ‖∂z∂m−1t v0‖2L2
+‖∂z∂m−1t b0‖2L2 + ‖∂mt v‖2L2 + ‖∂mt b‖2L2 + ‖∂z∂m−1t v‖2L2 + ‖∂z∂m−1t b‖2L2
+|∂mt h|2X0,1 + ‖∂mt v‖2L4([0,T ],L2) + ‖∂mt b‖2L4([0,T ],L2) + ‖∂zv‖2L4([0,T ],Xm−1)
+‖∂zb‖2L4([0,T ],Xm−1) + |∂mt h|2L4([0,T ],X0,1) + b.t..
(6.20)
Squaring (6.20) and integrating in time again, applying the Gronwall’s inequality, we have
‖∂mt v‖2L4([0,T ],L2) + ‖∂mt b‖2L4([0,T ],L2) + g|∂mt h|2L4([0,T ],L2) + σ2 |∂mt ∇yh|2L4([0,T ],L2)
. ‖∂mt v0‖2L2 + ‖∂mt b0‖2L2 + g|∂mt h0|2L2 + σ|∂mt ∇yh0|2L2 + ‖∂z∂m−1t v0‖2L2
+‖∂z∂m−1t b0‖2L2 + ‖∂zv‖2L4([0,T ],Xm−1) + ‖∂zb‖2L4([0,T ],Xm−1) + b.t.
(6.21)
Lemma 6.4 is proved.
The estimates for the normal derivatives
∂zv, ωv ∈ L4([0, T ],Xm−1) ∩ L∞([0, T ],Xm−2),
∂zb, ωb ∈ L4([0, T ],Xm−1) ∩ L∞([0, T ],Xm−2)
(6.22)
are similar to the case of σ = 0 since the proof is not required dynamical boundary conditions.
At last, putting Lemmas 6.1, 6.3, 6.4 and (6.22) together, one completes the proof of Proposition
1.2.
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7 Proof of Theorem 1.3
In this section, we establish the convergence rates estimates of the inviscid limits for σ > 0 case.
Denote that vˆ = vǫ − v, bˆ = vǫ − b, qˆ = qǫ − q, hˆ = hǫ − h, and denote the i−th components of
f ǫ and f by f ǫ,i and f i. We deduce that vˆ, hˆ, qˆ satisfy the following equations
∂ϕ
ǫ
t vˆ + v
ǫ · ∇ϕǫ vˆ − bǫ · ∇ϕǫ bˆ+∇ϕǫ qˆ − 2ǫ∇ϕǫ · Sϕǫ vˆ = ∂ϕz v∂ϕ
ǫ
t ηˆ
+ vǫ · ∇ϕǫ ηˆ ∂ϕz v − bǫ · ∇ϕ
ǫ
ηˆ ∂ϕz b− vˆ · ∇ϕv + bˆ · ∇ϕb+ ∂ϕz q∇ϕ
ǫ
ηˆ + ǫ∆ϕ
ǫ
v, x ∈ R3−,
∂ϕ
ǫ
t bˆ+ v
ǫ · ∇ϕǫ bˆ− bǫ · ∇ϕǫ vˆ − 2ǫ∇ϕǫ · Sϕǫ bˆ = ∂ϕz b∂ϕ
ǫ
t ηˆ
+ vǫ · ∇ϕǫ ηˆ ∂ϕz b− bǫ · ∇ϕ
ǫ
ηˆ ∂ϕz v − vˆ · ∇ϕb+ bˆ · ∇ϕv + ǫ∆ϕ
ǫ
v, x ∈ R3−,
∇ϕǫ · vˆ = ∂ϕz v · ∇ϕ
ǫ
ηˆ,∇ϕǫ · bˆ = ∂ϕz b · ∇ϕ
ǫ
ηˆ, x ∈ R3−,
∂thˆ+ vy · ∇hˆ = vˆ ·Nǫ, {z = 0},
qˆNǫ − 2ǫSϕǫ vˆNǫ = ghˆNǫ − σ∇y ·
(
M1∇yhˆ
+M2∇yhˆ · ∇y(hǫ + h)∇y(hǫ + h)
)
Nǫ + 2ǫSϕǫvNǫ, {z = 0},
bˆ = 0, {z = 0},
(vˆ, bˆ, hˆ)|t=0 = (vǫ0 − v0, bǫ0 − b0, hǫ0 − h0),
(7.1)
where M1 and M2 are defined as
M1 =
1
2
√
1+|∇yhǫ|2
+ 1
2
√
1+|∇yh|2
,
M2 =
−1
2
√
1+|∇yhǫ|2
√
1+|∇yh|2(
√
1+|∇yhǫ|2+
√
1+|∇yh|2)
.
(7.2)
The following lemma shows the estimate of ∇qˆ = ∇qǫ −∇q:
Lemma 7.1. Assume 0 ≤ s ≤ k − 1, k ≤ m− 1. We have
‖∇qˆ‖Xs .‖vˆ‖Xs,1 + ‖bˆ‖Xs,1 + ‖∂z vˆ‖Xs + ‖∂z bˆ‖Xs
+ ‖∂s+1t vˆ‖L2 + |∂st hˆ‖X0, 12 + |hˆ|Xs, 32 +O(ǫ).
(7.3)
Proof. The pressure qǫ satisfies the elliptic equations (1.40), and the pressure for ideal MHD satisfies
the following equations ∆
ϕq = −∂ϕj vi∂ϕi vj + ∂ϕj bi∂ϕi bj,
∇ϕq ·N|z=0 = −∂ϕt v ·N− v · ∇ϕv ·N+ b · ∇ϕb ·N.
(7.4)
Then the difference between boundary values is
∇ϕǫqǫ ·Nǫ|z=0 −∇ϕq ·N|z=0 = ǫ∆ϕǫvǫ ·Nǫ − (∂ϕ
ǫ
t v
ǫ ·Nǫ − ∂ϕt v ·N)
−(vǫ · ∇ϕǫvǫ ·Nǫ − v · ∇ϕv ·N) + (bǫ · ∇ϕǫbǫ ·Nǫ − b · ∇ϕb ·N).
(7.5)
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It follows that
∇ϕǫ qˆ ·Nǫ|z=0 = ∂ϕz q∇ϕǫ ηˆ ·Nǫ|z=0 −∇ϕq · Nˆ|z=0
+ǫ△ϕǫvǫ ·Nǫ − (∂tvˆ + vǫy · ∇yvˆ) ·Nǫ − (∂tv + vy · ∇yv) · Nˆ
+[(∂tηˆ + v
ǫ
y · ∇yηˆ) ∂ϕz v − vˆ · ∇ϕv] ·Nǫ := I9.
Hence, qˆ satisfies the following elliptic equation
∇ · (Eǫ∇qˆ) = −∇ · ((Eǫ − E)∇q)−∇ · [(Pǫ − P)(v · ∇ϕv)] +∇ · [(Pǫ − P)(b · ∇ϕb)]
−∇ · [Pǫ(vǫ · ∇ϕǫ vˆ − vǫ · ∇ϕǫϕˆ∂ϕz v + vˆ · ∇ϕv)],
+∇ · [Pǫ(bǫ · ∇ϕǫ bˆ− bǫ · ∇ϕǫϕˆ∂ϕz b+ bˆ · ∇ϕb)],
∇ϕǫ qˆ ·Nǫ|z=0 = I9.
(7.6)
It is standard to prove that qˆ satisfies the following gradient estimate since the matrix Eǫ is
definitely positive
‖∇qˆ‖Xs . ‖(Eǫ − E)∇q‖Xs + ‖(Pǫ − P)(v · ∇ϕv)‖Xs
+‖Pǫ(vǫ · ∇ϕǫ vˆ − vǫ · ∇ϕǫϕˆ∂ϕz v + vˆ · ∇ϕv)‖Xs + |I9|
Xs,−
1
2
+‖(Pǫ − P)(b · ∇ϕb)‖Xs + ‖Pǫ(bǫ · ∇ϕǫ bˆ− bǫ · ∇ϕǫϕˆ∂ϕz b+ bˆ · ∇ϕb)‖Xs
. ‖Eǫ − E‖Xs + ‖Pǫ − P‖Xs + ‖vˆ‖Xs + ‖bˆ‖Xs + ‖∇vˆ‖Xs + ‖∇bˆ‖Xs + ‖∇ϕˆ‖Xs + |I9|
Xs,−
1
2
. ‖vˆ‖Xs,1 + ‖bˆ‖Xs,1 + ‖∂z vˆ‖Xs + ‖∂z bˆ‖Xs + |hˆ|
X
s, 1
2
+ |I9|
X
s,− 1
2
.
(7.7)
Now we estimate
|I9|
X
s,− 1
2
.
∣∣∂tvˆ ·Nǫ|z=0∣∣
X
s,− 1
2
+
∣∣vǫy · ∇yvˆ ·Nǫ|z=0∣∣Xs,− 12 + ∣∣vˆ ·Nǫ|z=0∣∣Xs,− 12
+
∣∣∂tηˆ ·Nǫ|z=0∣∣
Xs,−
1
2
+
∣∣∇yηˆ ·Nǫ|z=0∣∣
Xs,−
1
2
+ |hˆ|
Xs,
1
2
+O(ǫ)
. |hˆ|
Xs,
1
2
+ ‖∂tvˆ‖Xs + ‖vˆ‖Xs,1 + ‖∂tηˆ‖Xs + ‖∂tηˆ‖Xs,1 + ‖∇ηˆ‖Xs,1 +O(ǫ)
. ‖∂s+1t vˆ‖L2 + ‖vˆ‖Xs,1 + |∂thˆ‖Xs, 12 + |hˆ|Xs, 32 +O(ǫ),
(7.8)
where the estimate of ǫ∆ϕ
ǫ
vǫ ·Nǫ is in (6.4).
By (7.7) and (7.8), we obtain (7.3).
Lemma 7.1 is proved.
Before estimating tangential derivatives of vˆ, bˆ, we have to give the following estimate of ∂ℓt hˆ
whose proof is similar to that of Lemma 5.1.
Lemma 7.2. Assume 0 ≤ k ≤ m− 2, 0 ≤ ℓ ≤ k − 1. We have the estimates∫
R2
|∂ℓt hˆ|2 dy . |hˆ0|2Xk−1 +
∫ t
0 |hˆ|2Xk−1,1 + ‖vˆ‖2Xk−1,1 dt+ ‖∂z vˆ‖2L4([0,T ],Xk−1). (7.9)
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Next, we establish the estimates for tangential derivatives of vˆ, bˆ, hˆ.
Lemma 7.3. Assume 0 ≤ k ≤ m− 2. We have
‖vˆ‖2
Xk−1,1
+ ‖bˆ‖2
Xk−1,1
+ |hˆ|2
Xk−1,1
. ‖vˆ0‖2Xk−1,1 + ‖bˆ0‖2Xk−1,1 + |hˆ0|2Xk−1,1
+
t∫
0
‖∂z vˆ‖2Xk−1 + ‖∂z bˆ‖2Xk−1 + ‖vˆ‖2Xk−1,1 + ‖bˆ‖2Xk−1,1 + ‖hˆ‖2Xk−1,1 dt+O(ǫ).
(7.10)
Proof. It is easy to deduce that (∂ℓtZαvˆ, ∂ℓtZαbˆ, ∂ℓtZαhˆ, ∂ℓtZαqˆ) satisfy the following equations:
∂ϕ
ǫ
t ∂
ℓ
tZαvˆ + vǫ · ∇ϕ
ǫ
∂ℓtZαvˆ − bǫ · ∇ϕ
ǫ
∂ℓtZαbˆ+∇ϕ
ǫ
∂ℓtZαqˆ − 2ǫ∇ϕ
ǫ · Sϕǫ∂ℓtZαvˆ
= ǫ∂ℓtZα△ϕ
ǫ
v + 2ǫ[∂ℓtZα,∇ϕ
ǫ ·]Sϕǫ vˆ + 2ǫ∇ϕǫ · [∂ℓtZα,Sϕ
ǫ
]vˆ + ∂ϕz v∂
ϕǫ
t ∂
ℓ
tZαϕˆ
+∂ϕz v vǫ · ∇ϕǫ∂ℓtZαϕˆ− ∂ℓtZαvˆ · ∇ϕv + ∂ϕz q∇ϕ
ǫ
∂ℓtZαϕˆ− [∂ℓtZα, ∂ϕ
ǫ
t ]vˆ
+[∂ℓtZα, ∂ϕz v∂ϕ
ǫ
t ]ϕˆ− [∂ℓtZα, vǫ · ∇ϕ
ǫ
]vˆ − [∂ℓtZα,∇ϕv·]vˆ + [∂ℓtZα, ∂ϕz v vǫ · ∇ϕ
ǫ
]ϕˆ
−[∂ℓtZα,∇ϕ
ǫ
]qˆ + [∂ℓtZα, ∂ϕz q∇ϕ
ǫ
]ϕˆ− ∂ϕz b bǫ · ∇ϕǫ∂ℓtZαϕˆ+ ∂ℓtZαbˆ · ∇ϕb
+[∂ℓtZα, bǫ · ∇ϕ
ǫ
]bˆ+ [∂ℓtZα,∇ϕb·]bˆ− [∂ℓtZα, ∂ϕz b bǫ· := Iv10,
∂ϕ
ǫ
t ∂
ℓ
tZαbˆ+ vǫ · ∇ϕ
ǫ
∂ℓtZαbˆ− bǫ · ∇ϕ
ǫ
∂ℓtZαvˆ − 2ǫ∇ϕ
ǫ · Sϕǫ∂ℓtZαbˆ
= ǫ∂ℓtZα△ϕ
ǫ
b+ 2ǫ[∂ℓtZα,∇ϕ
ǫ ·]Sϕǫ bˆ+ 2ǫ∇ϕǫ · [∂ℓtZα,Sϕ
ǫ
]bˆ+ ∂ϕz b∂
ϕǫ
t ∂
ℓ
tZαϕˆ
+∂ϕz b vǫ · ∇ϕǫ∂ℓtZαϕˆ− ∂ℓtZαvˆ · ∇ϕb− [∂ℓtZα, ∂ϕ
ǫ
t ]bˆ+ [∂
ℓ
tZα, ∂ϕz b∂ϕ
ǫ
t ]ϕˆ
−[∂ℓtZα, vǫ · ∇ϕ
ǫ
]bˆ− [∂ℓtZα,∇ϕb·]vˆ + [∂ℓtZα, ∂ϕz b vǫ · ∇ϕ
ǫ
]ϕˆ− ∂ϕz v bǫ · ∇ϕǫ∂ℓtZαϕˆ
+∂ℓtZαbˆ · ∇ϕv + [∂ℓtZα, bǫ · ∇ϕ
ǫ
]vˆ + [∂ℓtZα,∇ϕv·]bˆ− [∂ℓtZα, ∂ϕz v bǫ· := Ib10,
∇ϕǫ · ∂ℓtZαvˆ = ∂ϕz v · ∇ϕ
ǫ
∂ℓtZαηˆ − [∂ℓtZα,∇ϕ
ǫ ·]vˆ + [∂ℓtZα, ∂ϕz v · ∇ϕ
ǫ
]ηˆ,
∇ϕǫ · ∂ℓtZαbˆ = ∂ϕz b · ∇ϕ
ǫ
∂ℓtZαηˆ − [∂ℓtZα,∇ϕ
ǫ ·]bˆ+ [∂ℓtZα, ∂ϕz b · ∇ϕ
ǫ
]ηˆ,
∂t∂
ℓ
tZαhˆ+ vǫy · ∇y∂ℓtZαhˆ−Nǫ · ∂ℓtZαvˆ = −vˆy · ∇y∂ℓtZαh− ∂yhˆ · ∂ℓtZαvy
+[∂ℓtZα, vˆ,Nǫ]− [∂ℓtZα, vy, ∂yhˆ],
∂ℓtZαqˆNǫ − 2ǫSϕ
ǫ
∂ℓtZαvˆNǫ − g∂ℓtZαhˆNǫ + σ∇y ·
(
H1∇y∂ℓtZαhˆ
)
Nǫ
+σ∇y ·
(
H2∇y∂ℓtZαhˆ · ∇y(hǫ + h)∇y(hǫ + h)
)
Nǫ = I11,1 + I11,2,
∂ℓtZαbˆ|z=0 = 0,
(∂ℓtZαvˆ, ∂ℓtZαbˆ, ∂ℓtZαhˆ)|t=0
= (∂ℓtZαvǫ0 − ∂ℓtZαv0, ∂ℓtZαbǫ0 − ∂ℓtZαb0, ∂ℓtZαhǫ0 − ∂ℓtZαh0),
(7.11)
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where
I11,1 := 2ǫSϕǫ∂ℓtZαvNǫ + 2ǫ(Sϕ
ǫ
vǫ − Sϕǫvǫnǫ · nǫ) ∂ℓtZαNǫ
+2ǫ[∂ℓtZα,Sϕ
ǫ
vǫ − Sϕǫvǫnǫ · nǫ,Nǫ]− 2ǫ[∂ℓtZα,Sϕ
ǫ
]vǫNǫ,
I11,2 := −σ∇y ·
(
[∂ℓtZα,H1∇y]hˆ
)
Nǫ
−σ∇y ·
(
[∂ℓtZα,H2∇y(hǫ + h)∇y(hǫ + h) · ∇y]hˆ
)
Nǫ.
(7.12)
Step one: When |α| ≥ 1 and 1 ≤ ℓ+ |α| ≤ k, we have the L2 estimate for ∂ℓtZαvˆ and ∂ℓtZαbˆ
1
2
d
dt
∫
R
3
−
|∂ℓtZαvˆ|2 + |∂ℓtZαbˆ|2 dVǫt −
∫
R
3
−
∂ℓtZαqˆ∇ϕ
ǫ · ∂ℓtZαvˆ dVǫt
+2ǫ
∫
R
3
−
|Sϕǫ∂ℓtZαvˆ|2 dVǫt + 2ǫ
∫
R
3
−
|Sϕǫ∂ℓtZαbˆ|2 dVǫt
. − ∫
z=0
(
∂ℓtZαqˆNǫ − 2ǫSϕ
ǫ
∂ℓtZαvˆNǫ
) · ∂ℓtZαvˆ dy
+
∫
R
3
−
Iv10 · ∂ℓtZαvˆ dVǫt +
∫
R
3
−
Ib10 · ∂ℓtZαbˆdVǫt
.
∫
z=0
[− g∂ℓtZαhˆ+ σ∇y · (M1∇y∂ℓtZαhˆ)− ∫z=0 I11,1 · ∂ℓtZαvˆ dy
− ∫
z=0 I11,2 · ∂ℓtZαvˆ dy + σ∇y ·
(
M2∇y∂ℓtZαhˆ · ∇y(hǫ + h)∇y(hǫ + h)
)]
·
(
∂t∂
ℓ
tZαhˆ+ vǫy · ∇y∂ℓtZαhˆ+ vˆy · ∇y∂ℓtZαh+ ∂yhˆ · ∂ℓtZαvy +
∫
R
3
−
Iv10 · ∂ℓtZαvˆ dVǫt
−[∂ℓtZα, vˆ,Nǫ] + [∂ℓtZα, vy, ∂y hˆ]
)
dy +
∫
R
3
−
Ib10 · ∂ℓtZαbˆdVǫt +O(ǫ).
(7.13)
As in the proof of lemma 7.3 in [57], we have the boundary estimates in (7.13) as follows
∫
z=0
(
∂t∂
ℓ
tZαhˆ+ vǫy · ∇y∂ℓtZαhˆ
)(− g∂ℓtZαhˆ+ σ∇y · (M1∇y∂ℓtZαhˆ)
+σ∇y ·
(
M2∇y∂ℓtZαhˆ · ∇y(hǫ + h)∇y(hǫ + h)
))
dy
. − g2 ddt
∫
z=0 |∂ℓtZαhˆ|2 dy − σ2 ddt
∫
z=0M1|∇y∂ℓtZαhˆ|2
+M2|∇y∂ℓtZαhˆ · ∇y(hǫ + h)|2 dy + ‖∇y∂ℓtZαhˆ‖2L2 + ‖∂ℓtZαhˆ‖2L2 .
(7.14)
and
− ∫
z=0 I11,1 · ∂ℓtZαvˆ dy = O(ǫ). (7.15)
In addition
− ∫
z=0 I11,2 · ∂ℓtZαvˆ dy = σ
∫
z=0∇y ·
(
[∂ℓtZα,M1∇y]hˆ
+[∂ℓtZα,M2∇y(hǫ + h)∇y(hǫ + h) · ∇y]hˆ
)
Nǫ · ∂ℓtZαvˆ dy
. σ|hˆ|2
Xk−1,2
+ σ|∂kt hˆ|2X0,1 + ‖vˆ
∣∣2
Xk−1,1
+ ‖∂z vˆ
∣∣2
Xk−1
.
(7.16)
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Pluging (7.14), (7.15), (7.16) into (7.13), we obtain
1
2
d
dt
∫
R
3
−
|∂ℓtZαvˆ|2 + |∂ℓtZαbˆ|2 dVǫt + 2ǫ
∫
R
3
−
|Sϕǫ∂ℓtZαvˆ|2 dVǫt + 2ǫ
∫
R
3
−
|Sϕǫ∂ℓtZαbˆ|2 dVǫt
+ g2
d
dt
∫
z=0 |∂ℓtZαhˆ|2 dy + σ2 ddt
∫
z=0M1|∇y∂ℓtZαhˆ|2 +M2|∇y∂ℓtZαhˆ · ∇y(hǫ + h)|2
]
dy
. ‖vˆ‖2
Xk−1,1
+ ‖bˆ‖2
Xk−1,1
+ ‖∂kt vˆ‖2L2 + ‖∂kt bˆ‖2L2 + |hˆ|2Xk−1,2 + |∂kt hˆ|2X0,1 + ‖qˆ‖2Xk−1 +O(ǫ).
(7.17)
One has∫
z=0M1|∇y∂ℓtZαhˆ|2 +M2|∇y∂ℓtZαhˆ · ∇y(hǫ + h)|2
]
dy
≥ ∫
z=0 |∇y∂ℓtZαhˆ|2(M1 − |M2||∇y(hǫ + h)|2) dy ≥
∫
z=0 4|M2||∇y∂ℓtZαhˆ|2 dy.
(7.18)
where 4|M2| ≥ δσ > 0.
Pluging (7.18) into (7.17), applying the Gronwall’s inequality to (7.17) yield∫
R
3
−
|∂ℓtZαvˆ|2 + |∂ℓtZαbˆ|2 dVǫt + g
∫
z=0 |∂ℓtZαhˆ|2 dy + σ
∫
z=0 |∇y∂ℓtZαhˆ|2 dy
. ‖vˆ0‖2Xk−1,1 + ‖bˆ0‖2Xk−1,1 + |hˆ0|2Xk−1,1 +
∫ t
0 ‖∂kt vˆ‖2L2 + ‖∂kt bˆ‖2L2
+|∂kt hˆ|2X0,1 + ‖qˆ‖2Xk−1 dt+O(ǫ).
(7.19)
Step two: When |α| = 0, 0 ≤ ℓ ≤ k − 1, we have no bounds of qˆ and ∂ℓt qˆ. The equations for
∂ℓt vˆ, ∂
ℓ
t bˆ and their initial and boundary conditions are
∂ϕ
ǫ
t ∂
ℓ
t vˆ + v
ǫ · ∇ϕǫ∂ℓt vˆ − bǫ · ∇ϕ
ǫ
∂ℓt bˆ− 2ǫ∇ϕ
ǫ · Sϕǫ∂ℓt vˆ
= −∇ϕǫ∂ℓt qˆ + 2ǫ[∂ℓt ,∇ϕ
ǫ ·]Sϕǫ vˆ + 2ǫ∇ϕǫ · [∂ℓt ,Sϕ
ǫ
]vˆ + ǫ∂ℓt△ϕ
ǫ
v
+∂ϕz v∂
ϕǫ
t ∂
ℓ
t ϕˆ+ ∂
ϕ
z v vǫ · ∇ϕǫ∂ℓt ϕˆ− ∂ℓt vˆ · ∇ϕv + ∂ϕz q∇ϕ
ǫ
∂ℓt ϕˆ
−[∂ℓt , ∂ϕ
ǫ
t ]vˆ + [∂
ℓ
t , ∂
ϕ
z v∂
ϕǫ
t ]ϕˆ− [∂ℓt , vǫ · ∇ϕ
ǫ
]vˆ − [∂ℓt ,∇ϕv·]vˆ
+[∂ℓt , ∂
ϕ
z v vǫ · ∇ϕǫ ]ϕˆ− [∂ℓt ,∇ϕ
ǫ
]qˆ + [∂ℓt , ∂
ϕ
z q∇ϕǫ ]ϕˆ− ∂ϕz b bǫ · ∇ϕǫ∂ℓt ϕˆ
+∂ℓt bˆ · ∇ϕb+ [∂ℓt , bǫ · ∇ϕ
ǫ
]bˆ+ [∂ℓt ,∇ϕb·]bˆ− [∂ℓt , ∂ϕz b bǫ · ∇ϕ
ǫ
]ϕˆ := Iv12,
∂ϕ
ǫ
t ∂
ℓ
t bˆ+ v
ǫ · ∇ϕǫ∂ℓt bˆ− bǫ · ∇ϕ
ǫ
∂ℓt vˆ − 2ǫ∇ϕ
ǫ · Sϕǫ∂ℓt bˆ
= +2ǫ[∂ℓt ,∇ϕ
ǫ ·]Sϕǫ bˆ+ 2ǫ∇ϕǫ · [∂ℓt ,Sϕ
ǫ
]bˆ+ ǫ∂ℓt△ϕ
ǫ
b+ ∂ϕz b∂
ϕǫ
t ∂
ℓ
t ϕˆ
+∂ϕz b vǫ · ∇ϕǫ∂ℓt ϕˆ− ∂ℓt vˆ · ∇ϕb− [∂ℓt , ∂ϕ
ǫ
t ]bˆ+ [∂
ℓ
t , ∂
ϕ
z b∂
ϕǫ
t ]ϕˆ− [∂ℓt , vǫ · ∇ϕ
ǫ
]bˆ
−[∂ℓt ,∇ϕb·]vˆ + [∂ℓt , ∂ϕz v bǫ · ∇ϕ
ǫ
]ϕˆ− ∂ϕz v bǫ · ∇ϕǫ∂ℓt ϕˆ+ ∂ℓt bˆ · ∇ϕv
+[∂ℓt , b
ǫ · ∇ϕǫ ]vˆ + [∂ℓt ,∇ϕv·]bˆ− [∂ℓt , ∂ϕz v bǫ · ∇ϕ
ǫ
]ϕˆ := Ib12,
(7.20)
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and 
∂t∂
ℓ
t hˆ+ v
ǫ
y · ∇y∂ℓt hˆ−Nǫ · ∂ℓt vˆ = −vˆy · ∇y∂ℓth− ∂yhˆ · ∂ℓtvy
+[∂ℓt , vˆ,N
ǫ]− [∂ℓt , vy, ∂yhˆ],
∂ℓt b
ǫ = 0,
(∂ℓt vˆ, ∂
ℓ
t bˆ, ∂
ℓ
t hˆ)|t=0 = (∂ℓtvǫ0 − ∂ℓtv0, ∂ℓt bǫ0 − ∂ℓt b0, ∂ℓthǫ0 − ∂ℓth0).
(7.21)
It follows that
1
2
d
dt
∫
R
3
−
|∂ℓt vˆ|2 + ∂ℓt bˆdVǫt + 2ǫ
∫
R
3
−
|Sϕǫ∂ℓt vˆ|2 dVǫt + 2ǫ
∫
R
3
−
|Sϕǫ∂ℓt bˆ|2 dVǫt
. 2ǫ
∫
{z=0} Sϕ
ǫ
∂ℓt vˆN
ǫ · ∂ℓt vˆ dy +
∫
R
3
−
Iv12 · ∂ℓt vˆ +
∫
R
3
−
Ib12 · ∂ℓt bˆdVǫt
. ‖Iv12‖2L2 + ‖Ib12‖2L2 + ‖∂ℓt vˆ‖2L2 + ‖∂ℓt bˆ‖2L2 +O(ǫ),
(7.22)
in which
‖Iv12‖L2 + ‖Ib12‖L2 . ‖∂z vˆ‖Xk−1 + ‖∂z bˆ‖Xk−1 + ‖vˆ‖Xk−1,1 + ‖bˆ‖Xk−1,1
+‖∂kt vˆ‖L2 + ‖∂kt bˆ‖L2 + |∂kt hˆ|L2 + |hˆ|Xk−1, 12 + ‖∇qˆ‖Xk−1 +O(ǫ).
(7.23)
Pluging (7.23) into (7.22), integrating in time and applying the Gronwall’s inequality, we have
‖∂ℓt vˆ‖2L2 + ‖∂ℓt bˆ‖2L2 + ǫ
∫ t
0 ‖∇∂ℓt vˆ‖2L2 + ǫ
∫ t
0 ‖∇∂ℓt bˆ‖2L2
. ‖∂ℓt vˆ0‖2L2 + ‖∂ℓt bˆ0‖2L2 +
∫ t
0 ‖∂z vˆ‖2Xk−1 + ‖∂z bˆ‖2Xk−1 + ‖vˆ‖2Xk−1,1 + ‖bˆ‖2Xk−1,1
+‖∂kt vˆ‖2L2 + ‖∂kt bˆ‖2L2 + |∂kt hˆ|2L2 + |hˆ|2Xk−1,1 + ‖∇qˆ‖2Xk−1 dt+O(ǫ)
. ‖vˆ0‖2Xk−1 + ‖bˆ0‖2Xk−1 + ‖∂z vˆ‖2L4([0,T ],Xk−2) + ‖∂z bˆ‖2L4([0,T ],Xk−2) + |∂kt hˆ|2L4([0,T ],L2)
+‖∇qˆ‖2
L4([0,T ],Xk−1)
+
∫ t
0 ‖vˆ‖2Xk−1 + ‖bˆ‖2Xk−1 + |hˆ|2Xk−1,1 dt+O(ǫ).
(7.24)
Summing ℓ and α, using (7.19), (7.24) and Lemma 7.2, we have (7.10).
Lemma 7.3 is proved.
In order to close our estimates of tangential derivatives, we need to bound ‖∂kt vˆ‖2L4([0,T ],L2),
‖∂kt bˆ‖2L4([0,T ],L2) and ‖∂kt hˆ‖2L4([0,T ],X0,1). Thus, we estimate ∂kt vˆ, ∂kt bˆ and ∂kt hˆ.
Lemma 7.4. Let vˆ = vǫ − v, bˆ = vǫ − b, hˆ = hǫ − h. We have, for ∂kt vˆ, ∂kt bˆ, ∂kt hˆ, ∂k+1t hˆ, that
‖∂kt vˆ‖2L4([0,T ],L2) + ‖∂kt bˆ‖2L4([0,T ],L2) + |∂kt hˆ|2L4([0,T ],X0,1) + |∂k+1t ∇hˆ|2L4([0,T ],L2)
. ‖∂kt vˆ0‖2L2 + ‖∂kt bˆ0‖2L2 + g|∂kt hˆ0|2L2 + σ|∂kt ∇hˆ0|2L2 + ‖∂z∂k−1t vˆ0‖2L2
+‖∂z∂k−1t bˆ0‖2L2 + ‖∂z vˆ‖2L4([0,T ],Xk−1) + ‖∂z bˆ‖2L4([0,T ],Xk−1) +O(ǫ).
(7.25)
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Proof. It follows that (∂kt vˆ, ∂
k
t hˆ, ∂
k
t qˆ) satisfy the following equations:

∂ϕ
ǫ
t ∂
k
t vˆ + v
ǫ · ∇ϕǫ∂kt vˆ − bǫ · ∇ϕ
ǫ
∂kt bˆ+∇ϕ
ǫ
∂kt qˆ − 2ǫ∇ϕ
ǫ · Sϕǫ∂kt vˆ = Iv10|ℓ=k,|α|=0,
∂ϕ
ǫ
t ∂
k
t bˆ+ v
ǫ · ∇ϕǫ∂kt bˆ− bǫ · ∇ϕ
ǫ
∂kt vˆ − 2ǫ∇ϕ
ǫ · Sϕǫ∂kt bˆ = Ib10|ℓ=k,|α|=0,
∇ϕǫ · ∂kt vˆ = ∂ϕz v · ∇ϕ
ǫ
∂kt ηˆ − [∂kt ,∇ϕ
ǫ ·]vˆ + [∂kt , ∂ϕz v · ∇ϕ
ǫ
]ηˆ,
∇ϕǫ · ∂kt bˆ = ∂ϕz b · ∇ϕ
ǫ
∂kt ηˆ − [∂kt ,∇ϕ
ǫ ·]bˆ+ [∂kt , ∂ϕz b · ∇ϕ
ǫ
]ηˆ,
∂t∂
k
t hˆ+ v
ǫ
y · ∇y∂kt hˆ−Nǫ · ∂kt vˆ = −vˆy · ∇y∂kt h− ∂yhˆ · ∂kt vy
+[∂kt , vˆ,N
ǫ]− [∂kt , vy, ∂yhˆ],
∂kt qˆN
ǫ − 2ǫSϕǫ∂kt vˆNǫ − g∂kt hˆNǫ + σ∇y ·
(
M1∇y∂kt hˆ
)
Nǫ
+σ∇y ·
(
M2∇y∂kt hˆ · ∇y(hǫ + h)∇y(hǫ + h)
)
Nǫ
= I11,1|ℓ=k,|α|=0 + I11,2|ℓ=k,|α|=0,
∂kt bˆ = 0,
(∂kt vˆ, ∂
k
t bˆ, ∂
k
t hˆ)|t=0 = (∂kt vǫ0 − ∂kt v0, ∂kt bǫ0 − ∂kt b0, ∂kt hǫ0 − ∂kt h0),
(7.26)
Multiplying (7.26) by ∂kt vˆ, ∂
k
t bˆ respectively, integrating over R
3−, we get
1
2
d
dt
∫
R
3
−
|∂kt vˆ|2 + |∂kt bˆ|2 dVǫt −
∫
R
3
−
∂kt qˆ∇ϕ
ǫ · ∂kt vˆ dVǫt + 2ǫ
∫
R
3
−
|Sϕǫ∂kt vˆ|2 + |Sϕ
ǫ
∂kt bˆ|2 dVǫt
≤ ∫
z=0(2ǫSϕ∂kt vˆNǫ − ∂kt qˆNǫ) · ∂kt vˆdy + ‖∂z vˆ‖2Xk−1 + ‖∂z bˆ‖2Xk−1
+‖∇qˆ‖2
Xk−1
+ |hˆ|2
Xk−1,2
+ |∂kt hˆ|2X0,1 + |∂k+1t hˆ|2L2 +O(ǫ)
≤ − g2 ddt
∫
z=0 |∂kt hˆ|2dy − σ2 ddt
∫
z=0
(
M1|∇y∂kt hˆ|2 +M2|∇y∂ℓt hˆ · ∇y(hǫ + h)|2
)
dy
+‖∂z vˆ‖2Xk−1 + ‖∂z bˆ‖2Xk−1 + ‖∇qˆ‖2Xk−1 + |hˆ|2Xk−1,2 + |∂kt hˆ|2X0,1 + |∂k+1t hˆ|2L2 +O(ǫ).
(7.27)
Similar to (7.19), we have
∫
z=0M1|∇y∂kt hˆ|2 +M2|∇y∂kt hˆ · ∇y(hǫ + h)|2
]
dy
≥ ∫
z=0 |∇y∂kt hˆ|2(M1 − |M2||∇y(hǫ + h)|2) dy ≥
∫
z=0 4|M2||∇y∂kt hˆ|2 dy.
(7.28)
where 4|H2| ≥ δσ > 0, since |∇yhǫ|∞ and |∇yh|∞ are bounded.
We will integrate in time twice, we get the L4([0, T ], L2) type estimate. After the integration
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in time, we have
‖∂kt vˆ‖2L2 + ‖∂kt bˆ‖2L2 + g|∂kt hˆ|2L2 + σ|∂kt∇yhˆ|2L2 + ǫ
∫ t
0 ‖∇∂kt vˆ‖2L2 dt+ ǫ
∫ t
0 ‖∇∂kt bˆ‖2L2 dt
. ‖∂kt vˆ0‖2L2 + ‖∂kt bˆ0‖2L2 + g|∂kt hˆ0|2L2 + σ|∂kt∇yhˆ0|2L2 +
∫ t
0
∫
R
3
−
∂kt qˆ∇ϕ
ǫ · ∂kt vˆ dVǫtdt
+
∫ t
0 ‖∂z vˆ‖2Xk−1 + ‖∂z bˆ‖2Xk−1 + ‖∇qˆ‖2Xk−1 + |hˆ|2Xk−1,2 + |∂kt hˆ|2X0,1 + |∂k+1t hˆ|2L2dt+O(ǫ)
. ‖∂kt vˆ0‖2L2 + ‖∂kt bˆ0‖2L2 + g|∂kt hˆ0|2L2 + σ|∂kt∇hˆ0|2L2 +
∫ t
0
∫
R
3
−
∂kt qˆ∇ϕ
ǫ · ∂kt vˆ dVǫtdt
+‖∂z vˆ‖2L4([0,T ],Xk−1) + ‖∂z bˆ‖2L4([0,T ],Xk−1) + |∂kt hˆ|2L4([0,T ],X0,1) + |∂kt vˆ|2L4([0,T ],L2) +O(ǫ).
(7.29)
We deal with the pressure term
∫ t
0
∫
R
3
−
∂kt qˆ∇ϕ
ǫ · ∂kt vˆ dVǫtdt by using Hardy’s inequality. Denote
I13 := ‖∂z∂k−1t qˆ‖2L2 +
∣∣∂k−1t qˆ|z=0∣∣2L2 + |∂kt hˆ|2X0,1 + ‖∂k−1t vˆ‖2L2 + ∣∣∂k−1t vˆ|z=0∣∣2L2
. ‖∂kt vˆ‖2L2 + ‖∂z∂k−1t vˆ‖2L2 + |∂kt hˆ|2X0,1 +O(ǫ),
(7.30)
then it yields∫ t
0
∫
R
3
−
∂kt qˆ∇ϕ · ∂kt vˆ dVǫtdt . I13|t=0 + I13 +
∫ T
0 I13 ds
. ‖∂kt vˆ0‖2L2 + ‖∂z∂k−1t vˆ0‖2L2 + |∂kt hˆ0|2X0,1 + ‖∂kt vˆ‖2L2 + ‖∂z∂k−1t vˆ‖2L2
+|∂kt hˆ|2X0,1 + ‖∂kt vˆ‖2L4([0,T ],L2) + ‖∂z∂k−1t vˆ‖2L4([0,T ],L2) + |∂kt hˆ|2L4([0,T ],L2).
(7.31)
By (7.29) and (7.31), we get
‖∂kt vˆ‖2L2 + ‖∂kt bˆ‖2L2 + g|∂kt hˆ|2L2 + σ|∂kt∇yhˆ|2L2
. ‖∂kt vˆ0‖2L2 + ‖∂kt bˆ0‖2L2 + g|∂kt hˆ0|2L2 + σ|∂kt∇yhˆ0|2L2 + ‖∂z∂k−1t vˆ0‖2L2 + ‖∂z∂k−1t bˆ0‖2L2
+‖∂kt vˆ‖2L2 + ‖∂kt bˆ‖2L2 + ‖∂z∂k−1t vˆ‖2L2 + ‖∂z∂k−1t bˆ‖2L2 + |∂kt hˆ|2X0,1 + ‖∂kt vˆ‖2L4([0,T ],L2)
+‖∂kt bˆ‖2L4([0,T ],L2) + ‖∂z vˆ‖2L4([0,T ],Xk−1) + ‖∂z bˆ‖2L4([0,T ],Xk−1) + |∂kt hˆ|2L4([0,T ],X0,1) +O(ǫ).
(7.32)
Squaring (7.32) and integrating in time again, applying the Gronwall’s inequality, we have
‖∂kt vˆ‖2L4([0,T ],L2) + ‖∂kt bˆ‖2L4([0,T ],L2) + g|∂kt hˆ|2L4([0,T ],L2) + σ|∂kt ∇yhˆ|2L4([0,T ],L2)
. ‖∂kt vˆ0‖2L2 + ‖∂kt bˆ0‖2L2 + g|∂kt hˆ0|2L2 + σ|∂kt ∇yhˆ0|2L2 + ‖∂z∂k−1t vˆ0‖2L2
+‖∂z∂k−1t bˆ0‖2L2 + ‖∂z vˆ‖2L4([0,T ],Xk−1) + ‖∂z bˆ‖2L4([0,T ],Xk−1) +O(ǫ).
(7.33)
Lemma 7.4 is proved.
Based on Lemmas 7.2, 7.3 and 7.4, the estimates of the tangential derivatives can be closed.
The estimates of the normal derivatives are the same as those for the case of σ = 0. Finally, it is
standard to complete the proof of Theorem 1.3.
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