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Abstract
We investigate ﬁnite-state systems with weights. Departing from the classical theory, in this paper the weight of an action does not
only depend on the state of the system, but also on the time when it is executed; this reﬂects the usual human evaluation practices in
which later events are considered less urgent and carry less weight than close events. We ﬁrst characterize the terminating behaviors
of such systems in terms of rational formal power series. This generalizes a classical result of Schützenberger.
Secondly, we deal with nonterminating behaviors and their weights. This includes an extension of the Büchi-acceptance condition
from ﬁnite automata to weighted automata and provides a characterization of these nonterminating behaviors in terms of -rational
formal power series. This generalizes a classical theorem of Büchi.
© 2006 Elsevier B.V. All rights reserved.
Keywords: Weighted Büchi-automata; Discounting; Rational formal power series; Inﬁnite words
1. Introduction
In automata theory, Kleene’s fundamental theorem [23] on the coincidence of regular and rational languages has
been extended in several directions. Schützenberger [34] showed that the formal power series (FPS) (weight functions)
associated with weighted ﬁnite automata over words and an arbitrary semiring for the weights, are precisely the
rational FPS. Weighted automata have recently received much interest due to their applications in image compression
[6,20,22,21,14] and in speech-to-text processing [28,29,3].
On the other hand, Büchi [2] extended Kleene’s result to languages of inﬁnite words, showing that ﬁnite automata
recognize precisely the-rational languages. This result stimulated a huge amount of more recent research on automata
acting on various inﬁnite structures, and Büchi-automata are used for formal veriﬁcation of reactive systems with
nonterminating processes. For theoretical background on FPS, we refer the reader to [33,27,1,24], and for background
on automata on inﬁnite words to [36,31].
In this paper, we wish to extend Büchi’s and Schützenberger’s approaches to weighted automata on inﬁnite words.
Whereas Schützenberger’s result for automata on ﬁnite wordsworks for weights taken in an arbitrary semiring, it is clear
that for weighted automata on inﬁnite words questions of summability and convergence arise. Therefore, we assume
that the weights are taken in the real numbers, endowed with maximum and addition as operations. This max-plus
semiring of real numbers is fundamental in max-plus algebra [19,7] and in algebraic optimization problems [38], and
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related semirings also occurred in other investigations on FPS (e.g., [24,9,10]). We note that a different approach of
weighted automata acting on inﬁnite words has been considered before in connection with digital image processing by
Culik and Karhumäki [5].
We will introduce the concept of automata acting on inﬁnite words and with weights in the real max-plus semiring.
Their behavior is described by the function associating to each word the cost the automaton needs for evaluating it.
However, the arising inﬁnite sums of weights of the transitions in an inﬁnite computation sequence usually diverge.
In order to enforce their convergence, here we introduce a deﬂation parameter q ∈ [0, 1). That is, we assume that in
a computation sequence, the weight of a later transition is decreased by multiplication with a power of q. This is a
usual mathematical procedure in order to obtain convergence of series. It even enables one to compare their “rate of
former divergence”. Moreover, it also reﬂects the usual human evaluation practices in which later events are considered
less urgent and carry less weight than close events, a phenomenon investigated intensively as ‘discounting’ in Markov
decision processes, economics and game theory [35,16,8]. Note that multiplication with a nonnegative real constitutes
an endomorphism of the max-plus semiring.
Therefore we derive, as our ﬁrst new result, a generalization of Schützenberger’s classical result on automata on
ﬁnite words, where the weights are taken in an arbitrary semiring, but now changed along computation sequences by a
given endomorphism. In fact, we show that also under this notion several different concepts of automata investigated
before in the literature again coincide. If the endomorphism is the identity, we obtain Schützenberger’s theorem as a
particular case. This result is of independent interest, since such twisted (“skew”) multiplications have been considered
in the area of Ore series in difference and differential algebra, cf. [30,18,17,4]. In this context we note that “many”
monoids arise as the endomorphism monoid of a ﬁeld (see [13]), hence even ﬁelds may have very many automorphisms
each giving rise to a notion of recognizable series. We prove analogues of classical preservation theorems for homo-
morphisms between different alphabets or semirings. We also show that when considering the max-plus semiring and
multiplication with reals as endomorphisms, then different numbers yield indeed different collections of recognizable
series.
Then we turn to automata on inﬁnite words with weights in the real max-plus semiring as described above. The
-recognizable series are those which can be obtained as the behavior of a ﬁnite weighted automaton acting on inﬁnite
words. We deﬁne rational operations on series over inﬁnite words like sum and skew product, Kleene iteration and
-iteration. The -rational series then are those which can be obtained by these operations from the monomials.
Our second main result states that the -recognizable and the -rational FPS over the real max-plus semiring with
deﬂation parameter q coincide, for each q ∈ [0, 1). We show that from this one can obtain Büchi’s classical result on
the coincidence of -recognizable and -rational languages as a consequence. This is essentially due to the fact that
the Boolean semiring can be naturally embedded into the (idempotent) max-plus semiring.
2. Weighted automata
First let us recall basic deﬁnitions of semirings. For background, we refer the reader to [33,27,1,24]. A structure
(K,,, 0, 1) is a semiring if (K,, 0) is a commutative monoid, (K,, 1) is a monoid,  is both left- and
right-distributive over, and 0  x = x  0 = 0 for any x ∈ K . Important examples include
• the natural numbers (N,+, ·, 0, 1) with the usual addition and multiplication,
• the Boolean semiring B = ({0, 1},∨,∧, 0, 1),
• the tropical semiring Rmax = (R0 ∪ {−∞},max,+,−∞, 0) (that is also known as max-plus semiring) with
R0 = [0,∞) and −∞+x = −∞ for each x ∈ Rmax. Observe that in this semiring −∞ acts as zero, i.e., neutrally
with respect to max, and 0 as one, i.e., neutral with respect to +.
If there is no ambiguity, we denote a semiring just by K.
A mapping  : K1 → K2 between two semirings K1 and K2 is called homomorphism if (xy) = (x)(y)
and (x  y) = (x)  (y) for all x, y ∈ K1, and (0) = 0 and (1) = 1. A homomorphism  : K → K is an
endomorphism of K.
For all of this paper, we ﬁx a semiring (K,,, 0, 1) and an endomorphism  : K → K of K. Furthermore, we
ﬁx an alphabet A.
We next deﬁne weighted automata. The underlying idea is to provide the transitions of a ﬁnite automaton with
weights in the semiring K. For later purposes, we include ε-transitions. So let A = (Q, T , in, out) where
• Q is a ﬁnite set of states,
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• T ⊆ Q × (A ∪ {ε}) × K × Q is a ﬁnite set of transitions,
• in, out : Q → K are weight functions for entering and leaving the system.
A path is a word P = t1t2 . . . tn ∈ T ∗ with ti = (qi, ai, xi, qi+1). Its label is the word w = a1a2 . . . an ∈ A∗.
Then we write P : q1 w→A qn+1 to denote that P is a w-labeled path from q1 to qn+1. In order to get weights for
words, we have to assume that the ε-transitions do not form any loop: the tuple A = (Q, T , in, out) is a weighted
automaton with ε-transitions provided there is no nonempty ε-labeled path P : q → q for any state q ∈ Q (these
automata are often called “cyclefree”, but since we only consider them, we omit this here). It is a weighted automaton
if T ⊆ Q × A × K × Q.
The running weight rwt(P ) of the path P = t1t2 . . . tn ∈ T ∗ with label w is deﬁned inductively:
rwt(ε) = 1,
rwt((q1, a, x, q2)P ) =
{
x  rwt(P ) if a = ε,
x  (rwt(P )) otherwise,
its weight is given by
wt(P ) = in(q1)  rwt(P )  |w|(out(qn+1)),
where |w| is the length of the word w.
Let w ∈ A∗ be some word. The behavior of A is some mapping S : A∗ → K , for such mappings, it is usual in the
area of weighted automata to denote the value S(w) for w ∈ A∗ by (S,w). Now the behavior ‖A‖ of the weighted
automaton with ε-transitions A is the mapping ‖A‖ : A∗ → K deﬁned by
(‖A‖, w) = ∑{wt(P ) | P is a path with label w}
for w ∈ A∗. Since our automata do not have ε-loops, there are only ﬁnitely many paths labeled by w, hence the sum
on the right is ﬁnite. If it is empty, then (‖A‖, w) = 0.
Deﬁnition 1. A mapping S : A∗ → K is called -recognizable if there exists a weighted automatonAwith ‖A‖ = S.
By Rec(A∗), we denote the set of all functions that are -recognizable.
First we show that weighted automata have the same computational power as weighted automata with ε-transitions.
Lemma 2. Let A be a weighted automaton with ε-transitions. Then there exists a weighted automaton A′ such that
‖A‖ = ‖A′‖.
Proof. LetA = (Q, T , in, out). For q, r ∈ Q, let eqr = ∑{rwt(P ) | P : q → r is ε-labeled}. Note that, in case there
is no ε-path from q to r, we have eqr = 0. Furthermore, we write q a s iff there exists a transition (q, a, x, r) and an
ε-labeled path from r to s. Now deﬁne a new set of transitions by
T ′ =
{(
q, a,
∑
(q,a,x,r)∈T
(x  (ers)), s
)∣∣∣∣∣ q a s ∈ Q
}
.
We also deﬁne new weights for entering the system:
in′(r) = ∑{in(q)  eqr | q ∈ Q}
and let A′ = (Q, T ′, in′, out). Then A′ is a weighted automaton.
For a transition t ′ = (q, a, y, s) ∈ T ′ let P(t ′) comprise all paths in A of the form (q, a, x, r)P with P : r → s an
ε-labeled path in A. Furthermore, we associate the set of paths P(P ′) = P(t ′1)P(t ′2) . . .P(t ′n) with any path P ′ =
t ′1t ′2 . . . t ′n in A′.
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Note that for t ′ = (q, a, y, s) ∈ T ′, we have
y = rwtA′(t ′) =
∑{x  (ers) | (q, a, x, r) ∈ T }
=∑{x  (rwtA(P )) | (q, a, x, r) ∈ T , P : r → s is ε-labeled}
=∑{rwtA(P ) | P ∈ P(t ′)}.
Then, by induction, it follows:
rwtA′(P ′) =
∑{rwtA(P ) | P ∈ P(P ′)}
for any path P ′ : i w→A′ j . Then we can continue
wtA′(P ′) = in′(i)  rwtA′(P ′)  |w|(out′(j))
= ∑
q∈Q
(in(q)  eqi)  ∑
P∈P(P ′)
rwtA(P )  |w|(out(j))
= ∑
q∈Q
⎛
⎝in(q)  ∑
P1:q ε→Ai
rwtA(P1)
⎞
⎠ ∑
P∈P(P ′)
rwtA(P )  |w|(out(j))
= ∑
q∈Q
P1:q ε→Ai
P∈P(P ′)
(in(q)  rwtA(P1)  rwtA(P )  |w|(out(j)))
= ∑
q∈Q
P1:q ε→Ai
P∈P(P ′)
(in(q)  rwtA(P1P)  |w|(out(j))).
Any w-labeled path in A splits uniquely into its maximal ε-labeled preﬁx P1 and the remainder P that starts with a
non ε-transition. This remainder belongs to a unique set P(P ′) for some path P ′ in A. Since P ′ is also w-labeled,
we obtain
(‖A′‖, w) = ∑
P ′:i w→A′ j
wtA′(P ′)
= ∑
P ′:i w→A′ j
∑
q∈Q
P1:q ε→Ai
P∈P(P ′)
(in(q)  rwtA(P1P)  |w|(out(j)))
= ∑
P :q w→Aj
(in(q)  rwtA(P )  |w|(out(j)))
= ∑
P :q w→Aj
wtA(P ) = (‖A‖, w). 
We note that the automatonA′ from the proof above has the additional property that it is ‘weight-deterministic’, i.e.,
if (q, a, x, r) and (q, a, y, r) are transitions inA′, then x = y.Also, for all q, s ∈ Q and a ∈ A, there exists a transition
(q, a, y, s) ∈ T ′. We could, of course, restrict T ′ by deleting all transitions with weight y = 0 without changing the
behavior of A′.
Next we show that -recognizability of a series can also be described algebraically by representations, similarly to
the classical case (with  = id), cf. [1].
Letn ∈ N and (Kn×n,)be themonoid of (n×n)-matrices over the semiringK (with the usualmatrixmultiplication).
We extend  to an endomorphism  of Kn×n by setting ((B))ij = (bij ) for each matrix B ∈ Kn×n. We call a
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mapping  : A∗ → Kn×n a -morphism if (ε) = E (the unit matrix) and for all words u, v ∈ A∗, we have (uv) =
(u)  |u|((v)). We call a triple (in, , out) a -representation of the function S : A∗ → K if  : A∗ → Kn×n is a
-morphism and (‖A‖, w) = in  (w)|w|(out) for w ∈ A∗, where (out) is the vector deﬁned by applying  to
each coordinate of out.
Now letA = (Q, T , in, out) be aweighted automatonwithQ = {1, 2, . . . , n}.We deﬁne amapping  : A∗ → Kn×n
by letting
(w)ij = ∑
P :i w→j
rwt(P )
for any w ∈ A∗ and i, j ∈ Q. Then for any u, v ∈ A∗ and i, k ∈ Q, we have
(uv)ik = ∑
P :i uv→k
rwt(P )
= ∑
j∈Q
∑
P1:i u→j
∑
P2:j v→k
rwt(P1P2)
= ∑
j∈Q
∑
P1:i u→j
∑
P2:j v→k
rwt(P1)  |u|(rwt(P2))
= ∑
j∈Q
∑
P1:i u→j
rwt(P1)  |u|
⎛
⎝ ∑
P2:j v→k
rwt(P2)
⎞
⎠
= ∑
j∈Q
((u))ij  |u|(((v))jk)
= ∑
j∈Q
((u))ij  (|u|((v)))jk
= ((u)  |u|((v)))ik,
so  is a -morphism.
Now consider in as a (1 × n)-row vector and out as (n × 1)-column vector, in the natural way. For any w ∈ A∗,
we obtain
(‖A‖, w) = ∑
P :i w→j
(in(i)  rwt(P )  |w|(out(j)))
= ∑
i,j∈Q
⎛
⎝in(i)  ∑
P :i w→j
rwt(P )  |w|(out(j))
⎞
⎠
= ∑
i,j∈Q
(in(i)  (w)ij  |w|(out(j)))
= in  (w)  |w|(out).
Thus, (in, , out) is a -representation for ‖A‖.
Conversely, let (in, , out) be an n-dimensional -representation. Let Q = {1, 2, . . . , n} and deﬁne T ⊆ Q × A ×
K × Q by letting (i, a, x, j) ∈ T iff ((a))ij = x. Then A = (Q, T , in, out) is a weighted (weight-deterministic)
automaton and it is easy to see that (in, , out) is a -representation of ‖A‖.
Thus, we have shown
Proposition 3. Let S : A∗ → K . Then S is -recognizable iff there is a -representation of S.
3. Finitary FPS
Recall that (K,,, 0, 1) is a semiring and  is an endomorphism of this semiring. A mapping S : A∗ → K is
also called a FPS. On the set KA∗ of mappings S : A∗ → K , we deﬁne the operation  pointwise: (ST ,w) =
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(S,w)(T ,w). The Cauchy product of two FPS is deﬁned by
(S  T ,w) = ∑
u,v∈A∗
uv=w
(S, u)  (T , v).
We generalize this deﬁnition to the -skew product by taking into account the endomorphism :
(S  T ,w) = ∑
u,v∈A∗
uv=w
(S, u)  |u|(T , v).
The structure (KA∗ ,,, 0, 1) is denoted by K〈〈A∗〉〉 (here, (0, w) = 0 for w ∈ A∗, (1, w) = 0 for w ∈ A+, and
(1, ε) = 1).
Lemma 4. The structure K〈〈A∗〉〉 is a semiring, the semiring of skew FPS.
Proof. It is straightforward to check that (K〈〈A∗〉〉,, 0) is a commutative monoid. In order to show that  is
associative, let S, T ,U ∈ K〈〈A∗〉〉 and w ∈ A∗. Then
((S  T )  U,w) = ∑
uv=w
[(S  T , u)  |u|(U, v)]
= ∑
uv=w
[ ∑
u1u2=u
((S, u1)  |u1|(T , u2))  |u|(U, v)
]
= ∑
u1u2v=w
[((S, u1)  |u1|(T , u2))  |u1u2|(U, v)]
= ∑
u1u2v=w
[(S, u1)  |u1|((T , u2)  |u2|(U, v))]
= (S  (T  U),w).
Distributivity from the left is shown as follows:
(S  (TU),w) = ∑
uv=w
((S, u)  |u|((TU), v))
= ∑
uv=w
((S, u)  (|u|(T , v)|u|(U, v)))
= ∑
uv=w
[(S, u)  |u|(T , v)(S, u)  |u|(U, v)]
= ∑
uv=w
((S, u)  |u|(T , v)) ∑
uv=w
((S, u)  |u|(U, v))
= (S  T ,w)(S  U,w) = ((S  T )(S  U),w).
Since checking distributivity from the right is almost the same, we omit it here. Finally, S  1 = 1  S = S and
S  0 = 0  S = 0 are easily checked. 
Since our deﬁnitionof involves the “skewparameter”, the semiringK〈〈A∗〉〉deviates strongly from the semiring
of classical FPS over any semiring: for u ∈ A∗ and x ∈ K , let xu denote the monomial power series with (xu,w) = 0
for w = u and (ux, u) = x. Then, for a ∈ A and y ∈ K , the Cauchy product satisﬁes 1a  yε = ya = yε  1a,
but for the skew product, we have 1a  yε = (y)a and yε  1a = ya.
For a series S, let Sn = S  Sn−1 with S0 = 1. Then, for w ∈ A∗,
(Sn,w) = ∑{ ∏
i=1...n
|u1u2...ui−1|(S, ui)
∣∣∣∣ui ∈ A∗, w = u1u2 . . . un
}
.
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We deﬁne the iteration of S by
(S+, w) = ∑
1n |w|
(Sn,w)
for w ∈ A+ and (S+, ε) = 0. Furthermore, S∗ = S+1. The series S is quasiregular provided (S, ε) = 0.
Deﬁnition 5. Let Rat(A∗) denote the least class of FPS that contains the monomial xu for x ∈ K and u ∈ A∪{ε} and
is closed under the operations, , and + applied to quasiregular FPS. The series in Rat(A∗) are called -rational.
For  the identity, the set Rat(A∗) consists of those FPS that are classically termed “rational”. In this case,
Schützenberger showed that Rat(A∗) = Rec(A∗). We will show the same fact for arbitrary endomorphisms.
Let E be a term over the signature (,,+ ) with constants of the form xa for x ∈ K and a ∈ A ∪ {ε}. The
evaluation ‖E‖ is deﬁned canonically in the semiring K〈〈A∗〉〉. The term E is a rational expression if the operation +
is only applied to subexpressions whose value is a quasiregular FPS. Let Exp denote the set of all rational expressions.
It is obvious that they give rise precisely to the rational FPS.
Let Q be a ﬁnite set of states, T ⊆ Q × Exp × Q a ﬁnite set of transitions,  ∈ Q an initial state, and F ⊆ Q a set
of accepting states. The label ‖P ‖ ∈ K〈〈A∗〉〉 of a path P is deﬁned inductively:
‖ε‖ = 1ε,
‖(i, E, j)P ‖ = ‖E‖  ‖P ‖.
The quadruple A = (Q, T , , F ) is called a generalized weighted automaton provided the label of any nonempty path
P : q → q is quasiregular for any q ∈ Q. The behavior of the generalized weighted automaton is the FPS given by
(‖A‖, w) = ∑{(‖P ‖, w) | P :  → F is a path with (‖P ‖, w) = 0}
(here we write P :  → F to denote that the path P leads from the initial state  to some accepting state in F). Note that,
due to our assumption on the label of loops, this is well-deﬁned since, for any w ∈ A∗, there are only ﬁnitely many
paths P inA with (‖P ‖, w) = 0. Such automata have been investigated for the case  = id before, e.g., by Kuich and
Salomaa [27].
The depth of a rational expression is deﬁned inductively:
depth(xa) = 0,
depth(E+) = 1 + depth(E),
depth(E  E′) = 1 + max(depth(E), depth(E′)),
depth(EE′) = 2 + max(depth(E), depth(E′)).
Let A be a generalized weighted automaton. Since T is ﬁnite, there is a rational expression occurring in a transition
of A that has maximal depth; its depth is the depth of A. Finally, the breadth of a generalized weighted automaton
measures how often its depth is realized:
breadth(A) = |{(i, E, j) ∈ T | depth(E) = depth(A)}|.
Since T is ﬁnite, this is always a ﬁnite number.
Lemma 6. Let A be a generalized weighted automaton. Then ‖A‖ is -recognizable.
Proof. By induction on the lexicographic order on the pair (depth(A), breadth(A)), we will construct a generalized
weighted automaton of depth 0 whose behavior is ‖A‖.
LetA = (Q, T , , F ) be a generalized weighted automaton with depth(A) > 0. Let (i, E, j) ∈ T with depth(E) =
depth(A). Then one of the following three cases decreases the breath of A (if breadth(A) > 1) or the depth of A
(otherwise):
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1st case E = (E1E2): If E1 = E2, then replace the transition (i, E, j) by (i, 2εE1, j) which does not change
the behavior of the generalized weighted automaton but decreases the breadth or depth, resp., Since depth(E1E2) >
1 + depth(E1) = depth(2ε  E1). Otherwise, consider the generalized weighted automatonA′ = (Q, T ′, , F ) with
T ′ = T \ {(i, E, j)} ∪ {(i, E1, j), (i, E2, j)}.
To any path P = t1t2 . . . tn in A, associate a set P of paths in A′ by
P = {t ′1t ′2 . . . t ′n | t ′i = ti for ti = (i, E, j), t ′i ∈ {(i, E1, j), (i, E2, j)} otherwise}.
If |P | = 1, then P = {P } or P = {(i, E1, j), (i, E2, j)}. In both cases, ‖P ‖ = ∑P ′∈P ‖P ′‖. By induction, one
obtains this for paths P of arbitrary length. Since {P | P is a path in A} is a partition of the set of paths of A′, we
obtain ‖A‖ = ‖A′‖.
2nd case E = E1  E2: Let Q′ = Q∪˙{},
T ′ = T \ {(i, E, j)} ∪ {(i, E1, ), (, E2, j)}
and A′ = (Q′, T ′, , F ). Let P ′ :  → F be a path in A′. Then neither the ﬁrst nor the last state of P ′ is . Let
P be obtained from P ′ by contracting subpaths of the form (i, E1, )(, E2, j) into (i, E, j). Then ‖P ′‖ = ‖P ‖.
Furthermore, the mapping P ′ → P maps the set of paths  → F in A′ bijectively onto the set of paths  → F in A.
Hence ‖A‖ = ‖A′‖.
3rd case E = E+1 : Let Q′ = Q∪˙{},
T ′ = T \ {(i, E, j)} ∪ {(i, E1, ), (, E1, ), (, 1ε, j)}
and A′ = (Q′, T ′, , F ). For a path P = t1t2 . . . tn in A, let
P = {t ′1t ′2 . . . t ′n | t ′i = ti if ti = (i, E, j), and otherwise
t ′i : i → j is a path in A′ of the form (i, E1, )(, E1, )∗(, 1ε, j)}.
Then {P | P is a path in A} is a partition of the paths in A′ that do not start or end in . We show (‖P ‖, w) =∑{(‖P ′‖, w) = 0 | P ′ ∈ P } for w ∈ A∗ by induction on the length of the path P. Suppose |P |1, i.e., P ∈ T ∪{ε}. If
P = (i, E, j), then P = {P } and therefore ‖P ‖ = ∑P ′∈P ‖P ′‖. Now consider P = (i, E, j). For w = ε, we obtain
(‖P ‖, ε) = 0 since ‖E1‖ and therefore ‖E‖ = ‖E1‖+ are quasiregular. Furthermore, E1 is quasiregular. Hence, there
is no path P ′ in P with (‖P ′‖, ε) = 0. Since the empty sum equals 0, we therefore obtain ∑{(‖P ′‖, ε) = 0 | P ′ ∈
P } = 0 = (‖P ‖, ε). Now let w ∈ A+. Then
(‖P ‖, w) = (‖E+1 ‖, w) = (‖E1‖+, w)
= ∑
1n |w|
(‖E1‖n, w)
= ∑
0m<|w|
(‖E1  Em1  1ε‖, w).
Since ‖E1‖ is quasiregular, the paths P ′ = (i, E1, ) (, E1, )m (, 1ε, j) in A′ with (‖P ′‖, w) = 0 satisfy 0m <
|w|. Hence
(‖P ‖, w) = ∑
0m<|w|
(‖E1  Em1  1ε‖, w)
=∑{(‖P ′‖, w) = 0 | P ′ ∈ P }.
This proves the base case of the induction. The actual induction step is straightforward and uses the distributivity in
the semiring K.
Now let w ∈ A∗. Then
(‖A‖, w) =∑{(‖P ‖, w) = 0 | P :  →A F }
=∑{(‖P ′‖, w) = 0 | P :  →A F,P ′ ∈ P }
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=∑{(‖P ′‖, w) = 0 | P ′ :  →A′ F}
= (‖A′‖, w).
This ﬁnishes the third case.
The above inductive decomposition of the transitions yields a generalized weighted automatonA = (Q, T , , F ) of
depth 0 with behavior S. Hence (i, E, j) ∈ T implies that E is a monomial over A∪{ε}. Then we can deﬁne a weighted
automaton with ε-transitions A′ with the same behavior:
Q′ = Q,
T ′ = {(i, a, x, j) ∈ Q × (A ∪ {ε}) × K × Q | (i, xa, j) ∈ T },
in(i) =
{
1 if i = ,
0 otherwise,
out(i) =
{
1 if i ∈ F,
0 otherwise.
By Lemma 2, we can dispense of the ε-transitions of this automaton, hence the FPS S = ‖A‖ is  recognizable. 
A weighted automaton A = ({1, 2, . . . , n}, T , in, out) is called normalized provided
(1) in(i) =
{
1 if i = 1,
0 otherwise
and out(i) =
{
1 if i = 2,
0 otherwise.
(2) Furthermore, in T, there are no transitions of the form (i, a, x, 1) or (2, a, x, i).
Hence, 1 is a ‘source’ and 2 a ‘sink’ state as in the usual sense in physics.
Lemma 7. Let S be a -recognizable FPS. Then there exists a normalized weighted automaton A with (‖A‖, w) =
(S,w) for w ∈ A+ and (‖A‖, ε) = 0.
Proof. We can, without loss of generality, assume that S is the behavior of the weighted automatonA′ = ({3, 4, . . . , n},
T ′, in′, out′). Set Q = {1, 2} ∪ Q′ = {1, 2, . . . , n},
T = T ′ ∪
{(
1, a,
∑
(i,a,x,j)∈T ′
(in′(i)  x), j
)∣∣∣∣∣ a ∈ A, j ∈ Q′
}
∪
{(
i, a,
∑
(i,a,x,j)∈T ′
(x  (out′(j))), 2
)∣∣∣∣∣ a ∈ A, i ∈ Q′
}
∪
{(
1, a,
∑
(i,a,x,j)∈T ′
(in′(i)  x  (out′(j))), 2
)∣∣∣∣∣ a ∈ A
}
,
and let A = (Q, T , in, out) be the normalized weighted automaton determined by these data.
Since for any state i ∈ Q, we have in(i)  out(i) = 0, the normalized automaton A satisﬁes (‖A‖, ε) = 0 as
required. Now let a ∈ A. Then
(‖A′‖, a) =∑{wt(P ) | P is an a-labeled path in A′}
=∑{in′(i)  rwt(P )  (out′(j)) | P : i a→A′ j}.
Hence (‖A′‖, a) is the running weight of the only a-labeled path (1, a, y, 2) from 1 to 2 inA. Since in(1) = out(2) = 1,
it equals the weight of this path. For all other paths c : i a→ j in A, we have wt(c) = 0 since in(i) = 0 or out(j) = 0.
Thus, indeed, (‖A′‖, a) = (‖A‖, a).
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Now let w ∈ A+ have length at least 2. Then there are letters a, b ∈ A and a word v ∈ A∗ with w = avb. We obtain
(‖A′‖, w) =∑{wt(P ) | P is a w-labeled path in A′}
=∑{in′(i)  rwt(P )  |w|(out′(j)) | P : i w→A′ j}
= ∑
i,j∈Q′
⎛
⎝in′(i) 
⎛
⎝ ∑
P :i w→A′ j
rwt(P )
⎞
⎠ |w|(out′(j))
⎞
⎠ .
Next we consider the summands appearing in this expression, i.e., let i, j ∈ Q′ be arbitrary and recall that w = avb.
in′(i) 
⎛
⎝ ∑
P :i w→A′ j
rwt(P )
⎞
⎠ |w|(out′(j))
= ∑
i′,j ′∈Q′
⎛
⎜⎜⎜⎜⎜⎝
∑
(i,a,x,i′)∈T ′
P ′:i′ v→A′ j ′
(j ′,b,y,j)∈T ′
(in′(i)  x  (rwt(P ′))  |av|(y)  |w|out′(j))
⎞
⎟⎟⎟⎟⎟⎠
= ∑
i′,j ′∈Q′
⎡
⎢⎢⎢⎢⎢⎢⎣
( ∑
(i,a,x,i′)∈T ′
(in′(i)  x)
)
 
⎛
⎝ ∑
P ′:i′ v→A′ j ′
rwt(P ′)
⎞
⎠
|av|
( ∑
(j ′,b,y,j)∈T ′
(y  (out′(j)))
)
⎤
⎥⎥⎥⎥⎥⎥⎦ .
Note that here i and j are ﬁxed.
In order to get (‖A′‖, w), we have to sum up all these values for i, j ∈ Q′. By associativity of we get
(‖A′‖, w) = ∑
i,j,i′,j ′∈Q′
⎡
⎢⎢⎢⎢⎢⎢⎣
( ∑
(i,a,x,i′)∈T ′
(in′(i)  x)
)
 
⎛
⎝ ∑
P ′:i′ v→A′ j ′
rwt(P ′)
⎞
⎠
|va|
( ∑
(j ′,b,y,j)∈T ′
(y  (out′(j)))
)
⎤
⎥⎥⎥⎥⎥⎥⎦ .
This expression looks remarkably like the one before, the only difference is that in the ﬁrst and last inner sums, i and j
are not ﬁxed, i.e., the range of these sums is larger than it was before. Note that the ﬁrst inner sum
∑
(i,a,x,i′)∈T ′(in′(i)
x) equals the weight of the only a-labeled path (1, a, x(i′), i′) from 1 to i′ in A. Similarly, the last inner sum∑
(j ′,b,y,j)∈T ′(y  (out′(j))) is the weight of the only b-labeled path (j ′, b, y(j ′), 2) from j ′ to 2 in the automaton
A. Finally, the middle inner sum can alternatively be taken over all paths inA instead ofA′ since they start and end in
states from Q′ ⊆ Q and no path in A that leaves Q′ can ever return to Q′. Hence we obtain
(‖A′‖, w) = ∑
i′,j ′∈Q′
⎡
⎣x(i′)  
⎛
⎝ ∑
P ′:i′ v→Aj ′
rwt(P ′)
⎞
⎠ |va|y(j ′)
⎤
⎦ .
Since in(1) = out(2) = 1 and in(i) = out(j) = 0 otherwise, we can infer (‖A‖, w) = (‖A′‖, w). 
Lemma 8. Let S be a -recognizable FPS. Then S is -rational.
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Proof. We ﬁrst show the lemma for a quasiregular FPS S. By Lemma 7, there is a normalized weighted automaton
A recognizing S. Then we can consider this automaton as a generalized weighted automaton ({1, 2, . . . , n}, T , 1, {2})
with behavior S (a transition (i, a, x, j) from A is replaced by the transition (i, xa, j)). In this generalized weighted
automaton, all transitions (i, E, j) satisfy that ‖E‖ is quasiregular since A has no ε-transitions.
If n = 2, we have S = ∑{‖E‖ | (1, E, 2) ∈ T }, hence S is rational. Now let n > 2. We will construct an equivalent
generalized weighted automaton with fewer states in two steps.
First, we eliminate multiple loops from n to n. Let T1 = T \ {(n,E, n) | E ∈ Exp} ∪ {(n,E′, n)}, where E′ =∑{E ∈ Exp | (n,E, n) ∈ T }. Let A1 = (Q, T1, 1, {2}) denote the resulting generalized weighted automaton. For a
transition t ∈ T1, let
t =
{ {t} if t = (n,E, n),
T ∩ ({n} × Exp × {n}) otherwise
and deﬁne P = t1 t2 . . . tk for a path P = t1t2 . . . tk of A1. For t ∈ T1, we then have ‖t‖ = ∑t ′∈t ‖t ′‖. By induction,
using the distributivity in the semiring K〈〈A∗〉〉, it follows ‖P ‖ = ∑P ′∈P ‖P ′‖. Note that the initial (resp., ﬁnal) state
of P equals the initial (resp., ﬁnal) state of P ′ ∈ P . Furthermore, {P | P is a path in A1} is a partition of the set of
paths in A. Now let w ∈ A∗ and let C denote the set of paths P :  →A1 F with (‖P ‖, w) = 0. Then
(‖A1‖, w) = ∑
P∈C
(‖P ‖, w)
= ∑
P∈C
P ′∈P
(‖P ′‖, w)
= ∑
P ′:→AF
(‖P ′‖,w) =0
(‖P ′‖, w)
= (‖A‖, w).
Hence the behaviors ofA andA1 coincide. Note furthermore that all transitions inA1 are labeled by regular expressions
that denote quasiregular FPS.
Next, we can delete the state n. Let
T2 = T1 \ (({n} × Exp × Q) ∪ (Q × Exp × {n})) ∪ T ′,
where
T ′ = {(i, E1  E∗2  E3, j) | (i, E1, n), (n,E2, n), (n,E3, j) ∈ T1, i, j < n}.
Note that E1  E∗2  E3 is a rational expression since E2 is a label of a transition in A1 and therefore ‖E2‖
is quasiregular. Since the skew product of the quasiregular FPS ‖E1‖ with any FPS is again quasiregular, the FPS
‖E1  E∗2  E3‖ is quasiregular. Then A2 = ({1, 2, . . . , n − 1}, T2, 1, {2}) is a generalized weighted automaton.
All its transitions are labeled by quasiregular FPS. We show ‖A1‖ = ‖A2‖: for a transition t ∈ T2, let t = {t}
if t ∈ T1. Otherwise, there are transitions (i, E1, n), (n,E2, n) and (n,E3, j) in A1 with t = (i, E1  E∗2 
E3, j). Then we set t = (i, E1, n) (n,E2, n)∗ (n,E3, j). For a path P = t1t2 . . . tk of A2, let P = t1 t2 . . . tk . Then
{P | P : 1 →A2 2} is a partition of the set of paths P ′ : 1 →A1 2. In order to show ‖A1‖ = ‖A2‖, it therefore sufﬁces
to show
(‖P ‖, w) = ∑
P ′∈P
(‖P ′‖,w) =0
(‖P ′‖, w) (1)
for any path P in A2 and any word w ∈ A∗. First, let P = t ∈ T2 and w ∈ A∗. If t ∈ T1, we get immediately
(1) since t = {t}. So assume t /∈ T1. Then there are transitions (i, E1, n), (n,E2, n), and (n,E3, j) in A1 with
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t = (i, E1  E∗2  E3, j). Hence
(‖t‖, w) = (‖E1  E∗2  E3‖, w)
= ∑
w=u1u2u3
(‖E1‖, u1)  |u1|(‖E2‖∗, u2)  |u1u2|(‖E3‖, u3)
since (‖E2‖m, u2) = 0 for m > |u2|, we can resume
= ∑
w=u1u2u3
0m |w|
(‖E1‖, u1)  |u1|(‖E2‖m, u2)  |u1u2|(‖E3‖, u3)
= ∑
0m |w|
(‖E1  Em2  E3‖, w).
On the other hand, let P ′ ∈ t , i.e., P ′ = (i, E1, n) (n,E2, n)m (n,E3, j) for some m ∈ N. If m > |w|, then
(‖P ′‖, w) = 0. Hence∑
0m |w|
(‖E1  Em2  E3‖, w) =
∑
P ′∈t
(‖P ′‖,w) =0
(‖P ′‖, w).
Thus, we showed (1) for arbitrary transitions t ∈ T2. Eq. (1) follows in its full strength for paths inA2 by induction on
the length of the path P that relies on the distributivity. Thus, indeed, ‖A2‖ = ‖A1‖ = ‖A‖ = S. Hence, by induction
on the number of states, any quasiregular FPS is rational.
Now let S be nonquasiregular and x = (S, ε) ∈ K . Then the FPS ‖xε‖ is rational. By Lemma 7, there is a recogniz-
able and quasiregular FPS S′ with S = xεS′. By what we showed above, S′ is rational. Hence, S is rational
as well. 
Altogether, we have obtained:
Theorem 9. Let K be a semiring and  an endomorphism of K. Let A be an alphabet and let S : A∗ → K be a FPS.
Then the following are equivalent:
(1) S is -recognized by a weighted automaton with ε-transitions.
(2) S is -recognized by a weighted automaton.
(3) S is -recognized by a generalized weighted automaton.
(4) S is -rational.
(5) S has a -representation.
Proof. The implication (1) → (2) is Lemma 2, the converse implication is trivial. The equivalence of (2) and (5) was
shown in Proposition 3. The implications (3) → (2) → (4) can be found in Lemmas 6 and 8, respectively. To show the
remaining implication (4) → (3), let E be a -rational expression. Then consider the generalized weighted automaton
A given by Q = {1, 2}, T = {(1, E, 2)},  = 1 and F = {2}; its behavior is obviously ‖E‖. 
4. Preservation properties
In analogy to classical results on FPS [33,1,27], here we show that also in our setting certain homomorphisms
h : A∗ → B∗ and also homomorphisms between semirings deﬁne transformations of series which preserve rationality,
respectively, recognizability of the series. Such a homomorphism h is called length-preserving if |h(u)| = |u| for any
u ∈ A∗, and h is ﬁnite-to-one, if h−1(w) is ﬁnite for any w ∈ B∗. Equivalent to this is that h(a) = ε for any a ∈ A,
and also that |u| |h(u)| for u ∈ A∗. An endomorphism  of K is idempotent if  ◦  = . First we note:
Lemma 10. Let h : A∗ → B∗ be a monoid homomorphism. Assume that either h is length-preserving or that h is
ﬁnite-to-one and  is idempotent. Then h : K〈〈A∗〉〉 → K〈〈B∗〉〉 deﬁned by
(h(S),w) = ∑
v∈A∗
h(v)=w
(S, v)
for S ∈ K〈〈A∗〉〉 and w ∈ B∗ is a semiring homomorphism.
Note that h is well-deﬁned since, for any w ∈ B∗, the set h−1(w) is ﬁnite.
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Proof. Recall that |u| |h(u)| for each u ∈ A∗. Hence ε is the only preimage of ε, and if w = ε, then |h(w)| = |w|.
Since (0, v) = 0 for any v ∈ A∗, we have h(0) = 0. Since ε is the only preimage of ε, we also get (h(1), ε) = 1.
No other word w in B∗ has a preimage v with (1, v) = 0, i.e., (h(1), w) = 0 for w ∈ B+. Hence h(1) = 1.
Now let S, T ∈ K〈〈A∗〉〉 be two FPS and w ∈ B∗. Then
(h(ST ),w) = ∑
v∈h−1(w)
(ST , v)
= ∑
v∈h−1(w)
(S, v)
∑
v∈h−1(w)
(T , v)
= (h(S),w)(h(T ),w).
Furthermore,
(h(S  T ),w) = ∑
v∈h−1(w)
(S  T , v)
= ∑
v∈h−1(w)
⎛
⎜⎝ ∑
x,y∈A∗
xy=v
(S, x)  |x|(T , y)
⎞
⎟⎠
= ∑
x,y∈A∗
h(x)h(y)=w
(S, x)  |x|(T , y)
since |x| = |h(x)|, we can continue
= ∑
x,y∈A∗
h(x)h(y)=w
(S, x)  |h(x)|(T , y)
= ∑
u,v∈B∗
uv=w
∑
x,y∈A∗
h(x)=u,h(y)=v
(S, x)  |u|(T , y)
= ∑
u,v∈B∗
uv=w
⎛
⎜⎝ ∑
x∈A∗
h(x)=u
(S, x)
⎞
⎟⎠ |u|
⎛
⎜⎝ ∑
y∈A∗
h(y)=v
(T , y)
⎞
⎟⎠
= ∑
u,v∈B∗
uv=w
(h(S), u)  |u|(h(T ), v)
= (h(S)  h(T ),w).
Thus, indeed, h(ST ) = h(S)h(T ) and h(S  T ) = h(S)  h(T ). 
Now we can show
Theorem 11. Let h : A∗ → B∗ be a monoid homomorphism and S ∈ K〈〈A∗〉〉. Assume furthermore that either h is
length-preserving or that h is ﬁnite-to-one and  is idempotent.
(1) If S is -rational, then h(S) is -rational.
(2) If S is -recognizable, then h(S) is -recognizable.
Proof. The ﬁrst statement is shown by induction on the construction of rational FPS. Let S = xw be a monomial.
Then h(S) = xh(w) is a monomial as well. Now let S be quasiregular. By our assumption on h, the empty word ε is
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the only preimage of ε under h. Hence h(S) is quasiregular. Now let w ∈ B∗. Then
((h(S))+, w) = ∑
1n |w|
(h(S)n, w)
= ∑
1n |w|
(h(Sn), w) since h is a homomorphism
= ∑
1n |w|
∑
v∈h−1(w)
(Sn, v)
= ∑
v∈h−1(w)
∑
1n |v|
(Sn, v)
since, if v ∈ h−1(w), then |v| |h(v)| = |w|, and if |v| < n |w|, then (Sn, v) = 0
= ∑
v∈h−1(w)
(S+, v)
= (h(S+), w).
Thus, h preserves rationality.
The second statement is immediate by the ﬁrst in conjunction with Theorem 9. 
Theorem 12. Let  : (K,) → (K ′,) be a homomorphism (i.e.,  is a semiring homomorphism that commutes with
the endomorphisms  and :  ◦  =  ◦ ). Then ˜ : K〈〈A∗〉〉 → K ′〈〈A∗〉〉 deﬁned by (˜(S), w) = (S,w) is a
semiring homomorphism that preserves rationality of FPS.
Proof. We have for any word w ∈ A∗:
(˜(1Kε),w) = (1K,w) =
{
(1K) = 1K ′ if w = ε,
(0K) = 0K ′ otherwise
and (˜(0), w) = (0, w) = (0K) = 0K ′ . Now let S, T ∈ K〈〈A∗〉〉 and w ∈ A∗. Then
(˜(ST ),w) = (ST ,w) = ((S,w)(T ,w)) = (S,w)(T ,w) = (˜(S), w)(˜(T ), w).
Furthermore,
(˜(S  T ),w) =  ∑
w=uv
((S, u)  |u|(T , v))
= ∑
w=uv
((S, u)  |u|(T , v))
= (˜(S)  ˜(T ), w).
Hence ˜ is indeed a semiring homomorphism. Since (0K) = 0K ′ , it preserves monomials and quasiregularity.
Furthermore, for a quasiregular FPS S, we have
(˜(S)+, w) = ∑
1n |w|
(˜(S)n, w)
=  ∑
1n |w|
(Sn,w)
= (S+, w) = (˜(S+), w).
Thus, the homomorphism ˜ preserves rationality of FPS. 
As a consequence of Theorems 12 and 9, ˜ also preserves the recognizability of FPS.Alternatively, we might extend
 : K → K ′ in the canonical way to the monoid morphism  : (Kn×n, ·) → (K ′n×n, ·) by ((xij )) = ((xij )). It is
easy to check that if S ∈ K〈〈A∗〉〉 is represented by (in, , out), then  ◦  : A∗ → K ′n×n is a -morphism and ˜(S)
is represented by ( ◦ in,  ◦ ,  ◦ out).
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For a FPS S, let the support supp(S) denote the set of words w with (S,w) = 0.
Corollary 13. Let K be a semiring such that xy = 0 or xy = 0 implies x = 0 or y = 0. Let be an endomorphism
of K with −1(0) = {0}. Let S be a -recognizable FPS. Then supp(S) ⊆ A∗ is a regular word language.
Proof. Let B = ({0, 1},∨,∧, 0, 1) denote the Boolean semiring and let  : {0, 1} → {0, 1} denote the identical
mapping. Then deﬁne the mapping  : K → B by (x) = 0 iff x = 0. By our assumptions on K,  is a semiring
homomorphism. Furthermore, (x) = 0 iff (x) = 0 iff x = 0 iff (x) = 0 iff (x) = 0. Hence we can apply
the above theorem: ˜(S) is -rational and therefore -recognizable. But, as is well-known, a series T ∈ B〈〈A∗〉〉 is
idB-recognizable iff supp(T ) ⊆ A∗ is a regular language. Since supp(S) = supp(˜(S)), the result follows. 
Let L ⊆ A∗ be a word language, K some semiring, and  an endomorphism of K. The characteristic series
1L ∈ K〈〈A∗〉〉 of L is deﬁned by (1L,w) = 1 for w ∈ L and (1L,w) = 0 otherwise.
Lemma 14. Let L ⊆ A∗ be a regular word language. Then its characteristic series 1L is a -recognizable FPS.
Proof. Since L is regular, there exists a ﬁnite deterministic automaton (Q, T , , F ) whose language is L. Let A′ =
(Q, T ′, in, out) be the weighted automaton deﬁned by
T ′ = {(i, a, 1, j) | (i, a, j) ∈ T },
in(i) =
{
1 if i = ,
0 otherwise,
out(i) =
{
1 if i ∈ F,
0 otherwise.
Then one can easily check that ‖A′‖ = 1L since (1) = 1. 
5. Weighted automata over the semiring Rmax
In this section, we will consider the semiring K = Rmax. It is our aim to compare the sets Rec(A∗) for different
endomorphisms  of Rmax. To this aim, we ﬁrst characterize all endomorphisms. For q ∈ R0, let q · (−∞) = −∞.
Then the mapping q : Rmax → Rmax : x → q · x is a semiring endomorphism of Rmax.
Lemma 15. Let  be a semiring endomorphism of Rmax. Then q = (1) satisﬁes (x) = q · x for any x ∈ Rmax.
Proof. For m, n ∈ N, we then have
(n) = (1 + 1 + · · · + 1︸ ︷︷ ︸
n times
) = (1) + (1) + · · · + (1)︸ ︷︷ ︸
n times
= n · q
and therefore
q · n = (n) = 
( n
m
+ n
m
+ · · · + n
m︸ ︷︷ ︸
m times
)
= 
( n
m
)
+ 
( n
m
)
+ · · · + 
( n
m
)
︸ ︷︷ ︸
m times
= m · 
( n
m
)
which implies (n/m) = q · n/m. Thus, for x ∈ Q0, the homomorphism  acts as desired. Now let x < y < z with
x, z rational. Then (y) = (max(x, y)) = max((x),(y)) implies q · x = (x)(y) and similarly (y)q · z.
Since this holds for all rational numbers enclosing y, we obtain (y) = q · y. 
Lemma 16. Let S ∈ Recq(A∗), x ∈ Rmax, w ∈ A∗, and p, q > 0. Then xw p S ∈ Recq(A∗).
214 M. Droste, D. Kuske / Theoretical Computer Science 366 (2006) 199–227
Proof. Let v ∈ A∗. Then
(xw p S, v) = max
ab=v((xw, a) + p
|a|(S, b))
=
{
x + p|w|(S, b) if wb = v
−∞ otherwise
=
(
xw q p
|w|
q |w|
S, v
)
.
Since xw is a monomial, it is q-rational. Since S is q-recognizable, so is (p|w|/q |w|)S. Hence, this latter series is
q-rational implying that xw q (p|w|/q |w|)S is q-rational and therefore q-recognizable. 
Thus, the set Recp(A∗) ∩ Recq(A∗) contains all characteristic series 1L for L ⊆ A∗ regular, is closed under ﬁnite
summation, and under skew multiplication by a monomial from the left. Next we prepare the proof that it is not closed
under skew multiplication with a monomial from the right.
For this, let  ∈ A and deﬁne, for p > 0, the series Tp : A∗ → Rmax by (Tp, n) = pn and (Tp,w) = −∞
for w /∈ ∗.
Lemma 17. Let 1 = p = q be positive real numbers. The series Tp is p- but not q-recognizable.
Proof. We prove the lemma through a sequence of claims whose conjunction yields the above statement.
Claim 1. The series Tp is p-recognizable.
Proof. Consider the weighted automaton A = ({1}, T , in, out) with in(1) = 0, out(1) = 1, and T = {(1, , 0, 1)}.
Then for n, there is precisely one path in A whose weight is 0 +∑0 i<n pi · 0 + pn · 1 = pn. 
Prelude
Now suppose by contradiction Tp ∈ Recq(A∗). Then there exists a weighted automaton A = (Q, T , in, out) such
that ‖A‖q = Tp. Choose a, b > 0 such that
(1) a < y < b/2 for all (i, , y, j) ∈ T with y > 0.
(2) a < in(i) < b/2 for all i ∈ Q with in(i) > 0.
(3) a < out(i) < b/2 for all i ∈ Q with out(i) > 0.
In the proofs of the following claims, we will choose n ∈ N (depending on the order relation between p, q, and 1).
Suppose, for the moment, n ∈ N has been ﬁxed. Since max is idempotent, there exists a path P = t0t1 . . . tn−1 in A
with ti = (ri, , xi, ri+1) ∈ T and
pn = wt(P ) = in(r0) + ∑
0 i<n
qixi + qnout(rn).
For 0 in, let
yi =
⎧⎪⎨
⎪⎩
in(r0) + x0 if i = 0,
xi if 0 < i < n,
out(rn) if i = n.
Then pn = ∑0 in qiyi , 0yib, and a < yi whenever yi > 0.
Claim 2. Tp /∈ Recq(A∗) for 1 < p < q.
Proof. Choose n ∈ N such that
|Q| < logq
(
pn(q − 1)
b
+ 1
)
− 1 and
(
p
q
)n
< a.
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The former is possible since p > 1, i.e., the right-hand side grows unboundedly for n → ∞. The latter is possible
since p < q, i.e., p/q < 1 and a > 0. Now choose the path P as explained in the prelude. Suppose yn > 0. Then
pn = ∑0 in qiyiqnynqna contradicting (p/q)n < a. Hence yn = 0. Let j = max{i | 0 i < n, yi > 0}.
Then j < n and
pn = ∑
0 i j
qiyib
∑
0 i j
qi = bq
j+1 − 1
q − 1 .
Hence j logq(pn(q − 1)/b + 1) − 1 > |Q|. Therefore, there are 0k < j with rk = r. Let, for m ∈ N, Pm
denote the path t0t1 . . . tk−1(tk . . . t−1)m+1t . . . tn−1. The length of this path is n+m(−k) and its label is n+m(−k).
Since 0xi for 0 in − 1, and since j , we obtain
qj+m(−k)xj  rwt(Pm)
 (‖A‖q, n+m(−k))
= pn+m(−k)
and therefore
pn
xj · qj 
((
q
p
)−k)m
for all m ∈ N. But since q > p, the sequence on the right grows unboundedly for m → ∞, a contradiction. 
Claim 3. Tp /∈ Recq(A∗) for 1 < q < p.
Proof. Choose n ∈ N such that qb/(q − 1) < (p/q)n which is possible since p > q. With the path from the prelude,
we obtain
pn = ∑
0 in
qiyib
∑
0 in
qi = bq
n+1 − 1
q − 1 b
qn+1
q − 1 .
Hence(
p
q
)n
 qb
q − 1
contradicting our choice of n. 
Claim 4. Tp /∈ Recq(A∗) for q1 < p.
Proof. Choose n ∈ N such that pn > b(n + 1) which is possible since p > 1. With the path from the prelude,
we obtain pn = ∑0 in qiyib(n + 1) a contradiction. 
Claim 5. Tp /∈ Recq(A∗) for q < p < 1.
Proof. Choose n |Q| + 1 such that aq |Q| > pn which is possible since p < 1. Let P be the path from the prelude.
Suppose there is 0j |Q| with yj > 0. Then aq |Q|qjyj ∑0 in qiyi = pn, contradicting our choice of n.
Thus, for 0j |Q|, we have yj = 0. Let 1k <  |Q| + 1 with ik = i and consider the path
P ′ = t0t1 . . . tk−1tt+1 . . . tn−1
216 M. Droste, D. Kuske / Theoretical Computer Science 366 (2006) 199–227
of length n −  + k which is labeled by n−+k . Then
wt(P ′) = in(r0) + ∑
0 ik−1
qixi + ∑
 in−1
qi−+kxi + qn−+kout(rn)
= ∑
0 ik−1
qiyi︸ ︷︷ ︸
=0 since k |Q|
+qk− ∑
 in
qiyi
= qk− ∑
0 in
qiyi since
∑
0 i−1
qiyi = 0
= qk−pn.
Thus, pn−+k = (‖A‖, n−+k)qk−pn implying pk−qk−. Since k < , this implies p < q, a contra-
diction. 
Claim 6. Tp /∈ Recq(A∗) for p < 1 and p < q.
Proof. Choose n ∈ N with pn/qj < a for each 0jn which is possible because of p < 1 and p/q < 1. With the
path from the prelude, we get pn = ∑0 in qiyi . Since this is positive, there is 0jn with yj > 0 and therefore
yj > a. But then
pn = ∑
0 in
qiyiqjyj qja
contradicts our choice of n. 
This ﬁnishes the proof of Lemma 17 since the above claims cover all possible order relations of p, q, and 1 for
1 = p = q. 
Let p, q > 0 be distinct with p = 1 = q. Then the sets Recp(A∗) and Recq(A∗) are incomparable by the above
lemma. If p = 1, then we only know that Recp(A∗) is no subset of Recq(A∗) since Tq ∈ Recq(A∗) \ Recp(A∗).
The other inclusion is disproved by the following lemma.
Lemma 18. Let 0 < q = 1 and  ∈ A. Then the series S : A∗ → Rmax given by n → n and supp(S) = + is 1- but
not q-recognizable.
Proof. Let A = ({1}, T , in, out) be the weighted automaton with in(1) = out(1) = 0 and T = {(1, , 1, 1)}. Then it
is easily checked that ‖A‖1 = S.
Now suppose S ∈ Recq(A∗) for some 0 < q < 1. Then there exists a weighted automatonA with ‖A‖q = S. Let b
be as in the prelude of the proof above (i.e., b/2 > 0 dominates all values appearing in A). Then one can easily check
that (‖A‖q, w)b/(1 − q), i.e., ‖A‖q is bounded as opposed to S, a contradiction.
Next suppose S ∈ Recq(A∗) for some q > 1. We refer a last time to the prelude in the proof of the lemma above
that yields a value a. Choose n ∈ N such that qn(a/q |Q|) > n which is possible since q > 1. Then the path from
the prelude yields n = ∑0 in qiyi . Let jn − |Q| with yj > 0. Then n = ∑0 in qiyiqjaqn(a/q |Q|), a
contradiction to our choice of n. Thus, for jn − |Q|, we have yj = 0. There exist n − |Q|k < n with ik = i.
Consider the path P ′ = t0t1 . . . tk−1t . . . tn−1. Then
n −  + k  wt(P ′)
= in(r0) + ∑
0 ik−1
qixi + ∑
 in−1
qi−+kxi + qn−+kout(rn)
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= ∑
0 ik−1
qiyi + qk− · ∑
 in
qiyi︸ ︷︷ ︸
=0 since >n−|Q|
= ∑
0 ik−1
qiyi + ∑
k in
qiyi︸ ︷︷ ︸
=0 since kn−|Q|
= n.
Hence k contradicting our choice of k and . 
Theorem 19. Let p = q be positive real numbers. Then Recp(A∗) and Recq(A∗) are incomparable. Furthermore, the
intersection Recp(A∗) ∩ Recq(A∗)
• contains all monomials and characteristic series 1L for regular word languages L,
• is closed under ﬁnite summation and contains xw r S for xw a monomial, S ∈ Recp(A∗)∩ Recq(A∗), and r > 0,
and
• does not necessarily contain S r xw for xw a monomial, S ∈ Recp(A∗) ∩ Recq(A∗) and r = 1 positive.
Proof. The incomparability of Recp(A∗) and Recq(A∗) follows from Lemmas 17 and 18.
Any monomial is q-recognizable for any q > 0 and so are the characteristic series of regular word languages by
Lemma 14.
Since any set Recq(A∗) is closed under ﬁnite summation, so is the intersection Recp(A∗) ∩ Recq(A∗). The series
xw r S is contained in Recp(A∗) ∩ Recq(A∗) by Lemma 16.
Now choose some  ∈ A and note that Tr = 1∗ r 1ε. By Lemma 14, 1∗ is contained in Recp(A∗) ∩ Recq(A∗).
Since p = q, we can w.l.o.g. assume r = p. But then Tr /∈ Recp(A∗) and therefore Tr /∈ Recp(A∗) ∩ Recq(A∗). 
Let p = q be positive real numbers. Then Recp(A∗) ∩ Recq(A∗) contains monomials, certain characteristic series,
and satisﬁes the above closure properties. We conjecture that it is the least set of FPS having these properties. If this is
indeed the case, then Recp(A∗) ∩ Recq(A∗) = ⋂r>0 Recr (A∗).
6. Weighted Büchi-automata over Rmax
In this section, we will consider nonterminating executions of a weighted automaton. For these considerations,
we restrict the parameter q to values satisfying 0q < 1.
However, ﬁrst we recall the classical deﬁnition of a Büchi-automaton: it is a quadruple A = (Q, T , I, F, F∞) with
Q a ﬁnite set, T ⊆ Q × A × Q and I, F, F∞ ⊆ Q. A ﬁnite word w ∈ A∗ is accepted by A if it is accepted in the
usual way by the automaton (Q, T , I, F ). An inﬁnite word w ∈ A is accepted by A if there exists a w-labeled path
P in A which starts in some state from I and passes inﬁnitely often through F∞. The set of all words in A∞ accepted
by A is denoted by L∞(A). A language L ⊆ A∞ is Büchi-recognizable if there exists a Büchi-automaton A with
L = L∞(A).
Now we generalize this concept to weighted Büchi-automata.
Deﬁnition 20. A weighted Büchi-automaton is a tuple A = (Q, T , in, out, out∞) such that (Q, T , in, out) and
(Q, T , in, out∞) are weighted automata with weights in Rmax.
For a ﬁnite word w ∈ A∗, we deﬁne
(‖A‖, w) = (‖(Q, T , in, out)‖, w).
For an inﬁnite path P = (pi, ai, xi, pi+1)i∈N let P n denote the preﬁx of P of length n. Then the weight of P is
deﬁned by
wt(P ) = lim sup{in(p1) + rwt(P n) + qnout∞(pn+1) | n ∈ N}
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and the behavior of A at inﬁnite words w is given by
(‖A‖, w) = sup{wt(P ) | P is a path labeled by w}.
Deﬁnition 21. A mapping S : A∞ → K is q-Büchi-recognizable if there exists a weighted Büchi-
automaton A with ‖A‖ = S. By − Recq(A∗), we denote the set of all functions that are q-Büchi-recognizable.
Lemma 22. Let P = (pi, ai, xi, pi+1)i∈N be some path in the weighted Büchi-automatonA = (Q, T , in, out, out∞).
If wt(P ) > −∞, then there is an increasing sequence (ni)i∈N of natural numbers with out∞(pni+1) > −∞ for i ∈ N
and
wt(P ) = in(p1) + lim
n→∞ rwt(P n) = in(p1) + sup
n∈N
rwt(P n),
in particular, the limit exists.
Proof. There are natural numbers n1 < n2 . . . with
wt(P ) = lim
i→∞ (in(p1) + rwt(P ni ) + q
niout∞(pni+1)).
Since wt(P ) > −∞, we can assume out∞(pni+1) > −∞ for all i ∈ N. Since the set Q is ﬁnite, there is some constant
c ∈ R with 0out∞(pni+1) < c for all i ∈ N. Hence, we get limi→∞(qniout∞(pni+1)) = 0 and therefore
wt(P ) = in(p1) + lim
i→∞ rwt(P ni ).
Finally note that transition weights xn = −∞, i.e., xn0 for n ∈ N. Hence the sequence (rwt(P n))n∈N is nonde-
creasing which implies that any two of its subsequences have the same limit which equals the supremum. Thus, we
obtain
wt(P ) = in(p1) + lim
n→∞ rwt(P n) = in(p1) + sup
n∈N
rwt(P n). 
Corollary 23. Let A = (Q, T , in, out, out∞) be a weighted Büchi-automaton. Then there exists a weighted Büchi-
automaton A = (Q, T , in, out, out∞) with ‖A‖ = ‖A‖ and out∞(i) ∈ {0,−∞} for i ∈ Q.
Proof. We deﬁne new weights for leaving the system by
out∞(p) =
{
0 if out∞(p) > −∞,
−∞ if out∞(p) = −∞.
It is immediate by the previous lemma that ‖A‖ = ‖A‖. 
Culik II and Karhumäki [5] used the following deﬁnition of the behavior of a weighted automaton on inﬁnite words.
Let T : A∗ → R ∪ {−∞,∞} be a function. We deﬁne a function −→T : A∞ → R ∪ {−∞,∞} by
(
−→
T ,w) = lim sup
n→∞
(T ,wn)
for w inﬁnite and (−→T ,w) = −∞ for w ﬁnite. 1 For a weighted automaton, they deﬁne the behavior |A| by
|A| = −−→‖A‖.
1 Actually, Culik II and Karhumäki work in the semiring (R,+, ·, 0, 1), but the idea of their deﬁnition is captured by this formula.
M. Droste, D. Kuske / Theoretical Computer Science 366 (2006) 199–227 219
Therefore, the behavior according to their deﬁnition is−∞ at ﬁnite words. Even with this restriction, there are functions
S : A∞ → R ∪ {−∞,∞} that are the behavior of some weighted Büchi-automaton according to our deﬁnition, but
not the behavior of a weighted automaton according to the deﬁnition by Culik II and Karhumäki. Let A = {a, b} and
(S,w) =
{
−∞ if w is ﬁnite or contains inﬁnitely many bs,
0 if w ∈ A∗a.
Let A = ({1, 2}, T , in, out, out∞) with
T = ({1} × A × {0} × {1, 2}) ∪ {(2, a, 0, 2)},
in = {(1, 0), (2,−∞)},
out = Q × {−∞},
out∞ = {(1,−∞), (2, 0)}.
Since 1 is the only state with entering weight not −∞, any path contributing to the behavior has to start in the state 1
and, similarly, it has to pass through the state 2 inﬁnitely often. Since this is possible iff the label of the path belongs
to A∗a, we obtain ‖A‖ = S.
On the other hand, there is no function T : A∗ → K whose limit −→T is S (the proof is analogous to the proof that
A∗a is not the limit −→L of any subset L of A∗, cf. [31]).
Let A be a deterministic automaton and let L ⊆ A+ be the language accepted by A. If we consider A as a Büchi-
automaton, it accepts the language −→L .A similar fact can be shown for weighted automata, but in this context, we do not
have a satisfactory notion of “deterministic weighted automaton”. Therefore, in the following lemma, this is replaced
by the restriction on labels of paths. Furthermore, we have to assume the automaton to be complete: for any state i and
any letter a, there is an edge (i, a, x, j) for some weight x ∈ K and some state j. 2
Lemma 24. Let A = (Q, T , in, out) be a complete weighted automaton such that there are only ﬁnitely many
w-labeled paths in A for any inﬁnite word. Let A′ = (Q, T , in,−∞, out) with −∞(i) = −∞ for i ∈ Q. Then
|A| = ‖A′‖.
Proof. Let w = w1w2w3 · · · ∈ A (with wi ∈ A). By our assumption on A, there are only ﬁnitely many paths
P 1, P 2, . . . , P p in A whose label is w. Let P j = (ijk , wk, xjk , ijk+1)k∈N. For simplicity, let ajn = in(ij1 )
+∑1kn qk−1xjk + qnout(ijn+1) be the weight of the preﬁx of length n of the path P j . Then the weight of the
path P j equals lim supn→∞ a
j
n . Hence we obtain
(‖A′‖, w) = max
{
lim sup
n→∞
a
j
n | 1jp
}
= max
1 jp
(
inf
{
sup
n>k
a
j
n | k ∈ N
})
= inf
{
max
1 jp
(
sup
n>kj
a
j
n
)∣∣∣∣∣ k1, k2, . . . , kp ∈ N
}
.
The last equality holds since the complete lattice (K,max,min) satisﬁes the inﬁnite distributivity law. Since{
max
1 jp
(
sup
n>k
a
j
n
)∣∣∣∣ k ∈ N
}
⊆
{
max
1 jp
(
sup
n>kj
a
j
n
)∣∣∣∣∣ k1, k2, . . . , kp ∈ N
}
we can infer
(‖A′‖, w) inf
{
max
1 jp
(
sup
n>k
a
j
n
)∣∣∣∣ k ∈ N
}
.
2 These conditions are required by our proof, we are not sure whether they can be relaxed.
220 M. Droste, D. Kuske / Theoretical Computer Science 366 (2006) 199–227
Conversely, let k1, k2, . . . , kp ∈ N. We may assume that k1kj for 1jp. 3 Then supn>kj ajn supn>k1 ajn and
therefore
inf
{
max
1 jp
(
sup
n>kj
a
j
n
)∣∣∣∣∣ k1, k2, . . . kp ∈ N
}
 inf
{
max
1 jp
(
sup
n>k1
a
j
n
)∣∣∣∣∣ k1 ∈ N
}
.
Thus, we showed
(‖A′‖, w) = inf
{
max
1 jp
(
sup
n>k
a
j
n
)∣∣∣∣ k ∈ N
}
.
For k ∈ N, we have
max
1 jp
(
sup
n>k
a
j
n
)
= sup{ajn | 1jp, n > k}
= sup
{
max
1 jp
a
j
n
∣∣∣∣n > k
}
.
Note that, for n ∈ N, max1 jp ajn equals (‖A‖, wn) since the automaton A is complete. 4 Hence, we have
(‖A′‖, w) = inf
{
max
1 jp
(
sup
n>k
a
j
n
)∣∣∣∣ k ∈ N
}
= inf
k∈N
sup
n>k
(‖A‖, wn)
= (|A|, w). 
Recall that the class of -rational languages in A∞ is the smallest class of languages that contains all singletons and
is closed under the operations union, product, Kleene-iteration and -iteration (the latter two applied to languages in
A∗). Now we deﬁne the corresponding notions in our context.
A mapping S : A∞ → Rmax = K is an inﬁnitary FPS; the set of all inﬁnitary FPS is denoted by Kq〈〈A∞〉〉. Any
(ﬁnitary) FPS S can be considered as an inﬁnitary FPS by setting (S,w) = −∞ for w ∈ A. The operation max can
naturally be extended to inﬁnitary FPS. The sum +q of a ﬁnitary FPS S and an inﬁnitary FPS T is deﬁned by
(S +q T ,w) = sup
uv=w
u∈A∗
((S, u) + q |u|(T , v)).
If S and T are both ﬁnitary, then this is precisely the operation q we considered so far. The formal difference in the
deﬁnition is the replacement of max by sup. This has no effect for w ﬁnite since in that case we consider only the
supremum of a ﬁnite set. If w is inﬁnite, the set {(S, u) + q |u|(T , v) | u ∈ A∗, uv = w} can be inﬁnite; hence we
consider its supremum.
For a sequence xi ∈ K , let∑
i∈N
xi = lim sup
n→∞
∑
i=1,2,...n
xi = inf
i∈N
sup
n i
∑
i=1,2,...n
xi .
Let S be a quasiregular ﬁnitary FPS. We deﬁne its -iteration by
(S, w) = sup
{∑
i∈N
q |u1u2...ui−1|(S, ui)
∣∣∣∣∣ui ∈ A∗, w = u1u2 . . .
}
for w ∈ A and (S, w) = −∞ for w ∈ A∗. In general, S +q T and S can take the value +∞ /∈ Rmax, i.e.,
in general S +q T , S /∈ Kq〈〈A∞〉〉. To avoid this, we assume from now on that 0q < 1. Suppose S and T are
bounded, i.e., there is some b ∈ R with (S,w)b for any w ∈ A∗ and similarly for T. Then (S, u) + q |u|(T , v)2b
3 This is the place where we desperately need that there are only ﬁnitely many paths labeled by w.
4 This would not necessarily be the case ifA were not complete.
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and
∑
i∈N q |u1u2...ui−1|(S, ui)b/(1 − q) for any ui ∈ A∗. Thus, for bounded ﬁnitary FPS, we have S +q T , S ∈
Kq〈〈A∞〉〉 and these inﬁnitary FPS are bounded. In particular, rational ﬁnitary FPS are bounded since q < 1. Hence,
the following deﬁnition makes sense:
Deﬁnition 25. Let  − Ratq(A∗) denote the least class of inﬁnitary FPS that contains the monomials xu for x ∈
K and u ∈ A ∪ {ε} and is closed under the operations max, +q , + and  (the latter two applied to quasiregular
ﬁnitary FPS).
Using calculations very similar to those in the proof of Lemma 4, one can verify that Kq〈〈A∞〉〉 is a left semimodule
over the semiring Kq〈〈A∗〉〉. More speciﬁcally, let S1, S2 ∈ Kq〈〈A∗〉〉 and U1, U2 ∈ Kq〈〈A∞〉〉. Then S1 +q (S2 +q U1) =
(S1+q S2)+qU1, S1+qmax(U1, U2) = max(S1+qU1, S1+qU2), andmax(S1, S2)+qU1 = max(S1+qU1, S2 +q U2).
Also note that T +q T  = T  for any T ∈ Kq〈〈A∗〉〉 quasiregular.
Lemma 26. Let U ∈  − Ratq(A∗). Then there exist n ∈ N and S, Si, Ti ∈ Ratq(A∗) such that Si and Ti are
quasiregular (1 in) and
U = max(S,max{Si +q T i | 1 in}). (1)
Proof. The obvious proof method is to use induction on the construction of an -rational inﬁnitary FPS: clearly, any
rational FPS is of the desired form (1) with n = 0. So let U,U ′ ∈  − Ratq(A∗) be of the form (1) with Si and Ti
rational and quasiregular. Then so is max(U,U ′) by the associativity of max. From now on, assume U to be ﬁnitary
and U ′ = max(S,max{Si +q T i | 1 in}) for some S, Si, Ti ∈ Ratq(A∗) with Si, Ti quasiregular. Then
U +q U ′ = max(U +q S,max{U +q Si +q T i | 1 in})
is of the form (1). If U is in addition quasiregular, U = U +q U satisﬁes the statement as well. 
Lemma 27. Any -rational inﬁnitary FPS is -recognizable.
Proof. We ﬁrst show the statement for the-rational inﬁnitary FPS S+q T , where S, T ∈ Ratq(A∗) are quasiregular.
Since S is quasiregular, it is by Lemma 7 the behavior of a normalized weighted automaton A1 = ({1, 2, . . . , k}, T1,
in1, out1) with in1(i) = 0 iff i = 1, out1(i) = 0 iff i = 2 and −∞ otherwise. Similarly, the quasiregular ﬁnitary FPS T
is the behavior of a normalized weighted automatonA2 = ({k+1, k+2, . . . , k+}, T2, in2, out2) with in2(k+ i) = 0
iff i = 1 and out2(k + i) = 0 iff i = 2 and −∞ otherwise. Identifying the states 2, k + 1, and k + 2 gives a graph with
vertex set Q = {1, 2, . . . , k, k + 3, k + 4, . . . , k + } and edge set T given by
T1 ∪ {(f (i), x, a, f (j)) | (i, x, a, j) ∈ T2},
where f (k + 1) = f (k + 2) = 2 and f (k + i) = k + i for 2 < i. Let A = (Q, T , in,−∞, out∞) with in(i) = 0
iff i = 1, out∞(i) = 0 iff i = 2 and −∞ otherwise.
Next, we show that (‖A‖, w)(S +q T , w) for w ∈ A. Consider an inﬁnite w-labeled path P = (pi, ai,
xi, pi+1)i∈N in A. If wt(P ) = −∞, we get immediately wt(P )(S +q T , w). So assume wt(P ) > −∞. Then the
ﬁrst state p1 of P has to be 1 for otherwise in(p1) = −∞ and therefore wt(P ) = −∞. Since wt(P ) > −∞, there has
to be an inﬁnite sequence i1 < i2 < i3 . . . with out∞(pij ) > −∞, i.e., pij = 2. Let this sequence be maximal, i.e.,
assume pi = 2 iff i occurs in this sequence. Hence, the inﬁnite path P can be decomposed into ﬁnite nonempty paths
P0 = (pi, ai, xi, pi+1)1 i<i1 : 1 → 2 and Pj = (pi, ai, xi, pi+1)ij  i<ij+1 : 2 → 2 for j > 0. Let wj be the label of
the ﬁnite path Pj . Then we have
wt(P ) = inf
n0
sup
k>n
wt(P0P1 . . . Pk)
= inf
n0
sup
k>n
(
rwt(P0) + q |P0|
k∑
i=1
q |P1P2...Pi−1|rwt(Pi)
)
 inf
n0
sup
k>n
(
(S,w0) + q |w0|
k∑
i=1
q |w1w2...wi−1|(T ,wi)
)
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= (S,w0) + q |w0| inf
n0
sup
k>n
k∑
i=1
q |w1w2...wi−1|(T ,wi)
= (S,w0) + q |w0|∑
i∈N
q |w1w2...wi−1|(T ,wi)
 (S,w0) + q |w0|(T , w1w2, . . .)
 (S +q T , w).
Hence (‖A‖, w) = sup{wt(P ) | P is a path labeled by w}(S +q T , w).
Conversely, let wj ∈ A∗ with w0w1w2 · · · = w. If (S,w0) = −∞ or (T ,wj ) = −∞ for some j ∈ N, we obtain
immediately
(S,w0) + q |w0| ∑
j∈N
q |w1...wj−1|(T ,wj )(‖A‖, w).
So assume (S,w0) > −∞ and (T ,wj ) > −∞ for all j ∈ N. Since S is the behavior of A1, there is a path P0 in A1
labeled by w0 such that (S,w0) = wtA1(P0). Since A1 is normalized, this implies P0 : 1 → 2. Similarly, for j > 0,
there is a path Pj in A2 labeled by wj such that (T ,wj ) = wtA2(Pj ) and Pj : k + 1 → k + 2 for j ∈ N. Replacing
state i in the path Pj by the state f (i) results in a path f (Pj ) : 2 → 2 in A with rwtA2(Pj ) = rwtA(f (Pj )). Hence
P = P0f (P1)f (P2) . . . is a path in A labeled by w. Now we have
(S,w0) + q |w0| ∑
j∈N
q |w1...wj−1|(T ,wj )
= rwtA(P0) + q |w0|
∑
j∈N
q |w1...wj−1|rwtA(Pj )
= inf
n∈N
sup
k>n
(
k∑
j=0
q |w0w1...wj−1|rwtA(Pj )
)
= inf
n∈N
sup
k>n
(
in(1) + rwtA(P ik) + q |w0w1...wik |out(2)
)
(where ik is the length of the path P0 f (P1) . . . f (Pk))
 inf
n∈N
sup
k>n
(in(1) + rwtA(P k) + qkout∞(pk))
(where pk is the state encountered after performing P k)
= wt(P )(‖A‖, w).
Hence we have
(S +q T , w) = sup
{
(S,w0) + q |w0| ∑
j∈N
q |w1...wj−1|(T ,wj )
∣∣∣∣∣w = w0w1 . . .
}
 (‖A‖, w).
Hence, we showed that the behavior of A equals S +q T  at inﬁnite words. The same holds trivially at ﬁnite words
since, for w ∈ A∗, we have (‖A‖, w) = −∞ = (S +q T , w).
By Lemma 26, any -rational inﬁnitary FPS is the maximum of a rational ﬁnitary FPS and ﬁnitely many FPS of the
form S +q T  considered so far. For any of these constituents, we ﬁnd a weighted Büchi-automaton. The behavior of
the disjoint union of these automata is the desired weighted Büchi-automaton. 
Theorem 28. Let 0q < 1 and U : A∞ → Rmax. Then U is -rational iff it is -recognizable.
Proof. By Lemma 27, it sufﬁces to show that any -recognizable inﬁnitary FPS is -rational. So let S = ‖A‖, where
A = (Q, T , in, out, out∞) is a weighted Büchi-automaton. Then
‖A‖ = max(‖(Q, T , in, out,−∞)‖, ‖(Q, T , in,−∞, out∞)‖).
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The behavior of the weighted automaton (Q, T , in, out,−∞) is a rational FPS by Theorem 9. Hence it remains to
considerweightedBüchi-automata of the formA = (Q, T , in,−∞, out∞). ByCorollary 23, we can assume out∞(s) ∈
{0,−∞} for any s ∈ Q.
For s, t ∈ Q, let Ast = (Q, T , ins ,−∞, outt∞) be a weighted Büchi automaton deﬁned by
ins(k) =
{
in(k) if s = k,
−∞ otherwise and out
t∞(k) =
{
out∞(k) if t = k,
−∞ otherwise.
We next show ‖A‖ = maxs,t∈Q ‖Ast‖. Note that any path in A is also a path in Ast and vice versa. So let P =
(pi, ai, xi, pi+1)i1 be some inﬁnite path. Since ins(k) in(k) and outt∞(k)out∞(k) for any k ∈ Q, we get imme-
diately
wtAst (P ) = lim sup
n→∞
(ins(p1) + rwtAst (P n) + qnoutt∞(pn+1))
 lim sup
n→∞
(in(p1) + rwtA(P n) + qnout∞(pn+1))
= wtA(P ).
Since this holds for any s, t ∈ Q and any path P, we obtain maxs,t∈Q wtAst (P )wtA(P ). Conversely, we have
wtA(P ) = inf
k∈N
sup{in(p1) + rwtA(P n) + qnout∞(pn+1) | nk}
= inf
k∈N
max
t∈Q sup{in(p1) + rwtA(P n) + q
nout∞(t) | nk, pn+1 = t}
= max
t∈Q infk∈N
sup{inp1(p1) + rwtAp1t (P n) + qnoutt∞(t) | nk, pn+1 = t}
 max
s,t∈Q infk∈N
sup{ins(p1) + rwtAst (P n) + qnoutt∞(t) | nk, pn+1 = t}
 max
s,t∈Q infk∈N
sup{ins(p1) + rwtAst (P n) + qnoutt∞(pn+1) | nk}
= max
s,t∈Q lim supn→∞
(ins(p1) + rwtAst (P n) + qnoutt∞(pn+1))
= max
s,t∈Q wtA
st (P ).
Hence, we showed wtA(P ) = maxs,t∈Q wtAst (P ) for any inﬁnite path P. But this implies ‖A‖ = maxs,t∈Q ‖Ast‖.
So it remains to be shown that ‖Ast‖ is -rational for s, t ∈ Q. If ins(s) = −∞ or outt∞(t) = −∞, we have
‖Ast‖ = −∞. Hence we may assume that outt∞(t) = 0 ins(s). We deﬁne the following two weighted automata
A1 = (Q, T , in1, out1) and A2 = (Q, T , in2, out2):
in1(k) = ins(k) =
{
in(k) if s = k,
−∞ otherwise and in2(k) =
{
0 if t = k,
−∞ otherwise
and out1 = out2 = outt∞. Let S1 = ‖A1‖ and let S2 be the quasiregular FPS that agrees with ‖A2‖ on all nonempty
words. Then S1 and S2 are rational FPS and T = S1 +q S2 is -rational. We show ‖Ast‖ = T :
Recall that (‖Ast‖, w) = −∞ forw ∈ A∗, i.e.,we only need to consider inﬁnitewords. LetP = (pi, xi, ai, pi+1)i∈N
be an inﬁnite path with label w. If p1 = s or t occurs only ﬁnitely many times in P, then wtAst (P ) = −∞(T ,w).
Otherwise, we can chop P into nonempty ﬁnite subpaths P = P0P1P2 . . . with P0 : s w0→ t and Pi : t wi→ t for i > 0
such that Pi does not visit the state t except at the beginning and end. Since P0 : s w0→ t and in1(s)out1(t) = 0,
we obtain
rwtAst (P0) = rwtA1(P0)wtA1(P0)(S1, w0).
Similarly, we can infer
rwtAst (Pi) = rwtA2(Pi) = wtA2(Pi)(S2, wi)
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for i > 0. Hence we have
wtAst (P ) = inf
k∈N
sup{(ins(s) + rwt(P n) + qnoutt∞(pn+1)) | nk}
= inf
k∈N
sup{(ins(s) + rwt(P n) + qnoutt∞(t)) | nk, pn+1 = t}
since outt∞(p) = −∞ for p = t . Since outt∞(t) = 0, we can continue by
= ins(s) + inf
k∈N
sup{rwt(P0P1 . . . Pm) | |P0P1 . . . Pm|k}
= ins(s) + rwt(P0) + q |P0| inf
k∈N
sup{rwt(P1P2 . . . Pm) | |P1P2 . . . Pm|k}
= ins(s) + rwt(P0) + q |P0| lim sup
m∑
i=1
q |P1P2...Pi−1|rwt(Pi).
Recall that ins(s) = in(s) = in1(s) and out1(t) = 0. Hence ins(s) + rwt(P0) = wtA1(P0)(S1, w0). Furthermore,
in2(t) = out2(t) = 0 implies rwt(Pi) = wtA2(Pi)(S2, wi) for i > 0. We can therefore continue by
wtAst (P )  (S1, w0) + q |w0| lim sup
n∑
i=1
q |w1w2...wi−1|(S2, wi)
 (S1, w0) + q |w0|(S2 , w1w2 . . .)
 (T ,w0w1 . . .).
It follows that ‖Ast‖T . For the inverse direction, we can assume (T ,w) > −∞. Recall that (T ,w) =
supuv=w((S1, u) + q |u|(S2 , v)). Hence, there are u ∈ A∗ and v ∈ A with uv = w, (S1, u) > −∞ < (S2 , v).
Since u is ﬁnite, there is a u-labeled path Pu in A1 with wtA1(Pu) = (S1, u). From (S1, u) > −∞, we can infer
Pu : s u→ t . Furthermore,
(S2 , v) = sup
{∑
i∈N
q |v1v2,...vi−1|(S2, vi)
∣∣∣∣∣v = v1v2, . . . , (S2, vi) > −∞
}
= sup
{
lim sup
n→∞
∑
0 in
q |v1v2...vi−1|(S2, vi)
∣∣∣∣∣v = v1v2, . . . , (S2, vi) > −∞
}
.
Since vi is ﬁnite, we ﬁnd vi-labeled paths P(vi) inA2 with wtA2(P (vi)) = (S2, vi). Since (S2, vi) > −∞, these paths
lead from t to t, i.e., P(vi) : t vi→ t . Since in2(t) = out2(t) = 0, we even have rwtA2(P (vi)) = (S2, vi). Hence∑
0 in
q |v1v2...vi−1|(S2, vi) = rwt(P (v1)P (v2) . . . P (vn)).
With out2(t) = 0 we therefore obtain
(S2 , v) = sup
{
lim sup
n→∞
rwt(P (v1)P (v2) . . . P (vn)) + q |v1v2...vn| · out2(t)
∣∣∣∣v = v1v2, . . . , (S2, vi) > −∞
}
.
Hence, we have
(T ,w) = sup
{
in1(s) + rwt(Pu) + q |u|out1(t) + q |u| lim sup
n→∞
rwt(P (v1)P (v2) . . . P (vn)) + q |v1v2...vn| · out2(t)∣∣∣∣w = uv1v2, . . . , (S1, u) > −∞, (S2, vi) > −∞
}
= sup{lim sup(in1(s) + rwt(PuP (v1)P (v2) . . . P (vn)) + q |uv1v2...vn| · out2(t))
|w = uv1v2, . . . , (S1, u) > −∞, (S2, vi) > −∞}.
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Since in1(s) + rwt(PuP (v1)P (v2) . . . P (vn)) + q |uv1v2...vn| · out2(t) = wtAst (PuP (v1)P (v2) . . .), we obtain
 sup{wtAst (P ) | P is a w-labeled path}
= (‖Ast‖, w).
Hence, we showed that the behavior of Ast is -rational for any s, t ∈ Q. 
Finally,wewish to derive the classical Büchi-result for-languages formally fromTheorem28. Let q ∈ [0, 1). Recall
that if L ⊆ A∞, then its characteristic series 1L ∈ Rmax〈〈A∞〉〉 satisﬁes (1L,w) = 0 iff w ∈ L and (1L,w) = −∞ if
w ∈ A∞ \ L. In particular (q1L,w) = 1L(w) for any w ∈ A∞.
Lemma 29. Let L ⊆ A∞ and q ∈ [0, 1). Then L is Büchi-recognizable iff 1L ∈ − Recq(A∗).
Proof. First, let A = (Q, T , I, F, F∞) be a Büchi-automaton accepting L. Then construct the weighted Büchi-
automaton A′ = (Q, T ′, in, out, out∞) by
T ′ = {(i, a, 0, j) | (i, a, j) ∈ T },
in(i) =
{
0 if i ∈ I,
−∞ otherwise,
out(i) =
{
0 if i ∈ F,
−∞ otherwise,
out∞(i) =
{
0 if i ∈ F∞,
−∞ otherwise.
(Note that in contrast to the situation in the proof of Lemma 14, hereAmight not be deterministic.) Using the fact that
the max-operation of the semiring Rmax is idempotent, it easily follows that ‖A′‖ = 1L.
Conversely, let A′ = (Q, T ′, in, out, out∞) be a weighted Büchi-automaton with ‖A′‖q = 1L. Let w ∈ A∞. Then
(‖A′‖q, w) ∈ {0,−∞} and we have w ∈ L iff (‖A′‖q, w) = 0 iff there exists a w-labeled path P with weight 0
(since Rmax contains no elements x with −∞ < x < 0). An inﬁnite path P = (pi, ai, xi, pi+1)i∈N has weight 0 iff
in(p0) = 0, qi · xi = 0 for each i0, and
lim sup{qn · out∞(pn+1) | n ∈ N} = 0.
We deﬁne a Büchi-automaton A = (Q, T , I, F, F∞) as follows. Put
T = {(i, a, j) | ∃x0 : (i, a, x, j) ∈ T ′}
and let I (F, F∞, resp.) comprise all states i ∈ Q such that in(i)0 (out(i)0, out∞(i)0, resp.).
Observe that limn→∞ qn · out∞(p) = 0 for each p ∈ Q with out∞(p)0. We obtain w ∈ L iff (‖A′‖q, w) = 0 iff
(‖A′‖q, w)0 iff w ∈ L(A). Hence L = L(A) is Büchi-recognizable. 
Lemma 30. Let L ⊆ A∞ and q ∈ [0, 1). Then L is an -rational language iff its characteristic series 1L ∈  −
Ratq(A∗).
Proof. Observe that for L1, L2 ⊆ A∞ and L ⊆ A∗ in Rmax,q〈〈A∞〉〉 we have 1L1∪L2 = max(1L1 , 1L2), 1L1·L2 =
1L1 +q 1L2 , and, if ε /∈ L, then 1L+ = (1L)+ and 1L = (1L). Hence, if L is -rational, then 1L is an -rational
series.
Now consider the mapping  : Rmax → Rmax with (−∞) = −∞ and (x) = 0 for x ∈ R0. Then  is a semiring
homomorphism that trivially commutes with multiplication with q, i.e.,  is a homomorphism as in Theorem 12. Let
the mapping ˜ : Rmax,q〈〈A∞〉〉 → Rmax,q〈〈A∞〉〉 be deﬁned by (˜(S), w) = (S,w). Then ˜(S) = 1supp(S), and as in
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the proof of Theorem 12, one easily checks that
˜(max(T , T ′)) = max(˜(T ), ˜(T ′)),
˜(S +q T ′) = ˜(S) +q ˜(T ′),
˜(S+) = ˜(S)+,
˜(S) = ˜(S)
for any inﬁnitary series T and T ′ and ﬁnitary (quasiregular) series S. Now let S = 1L be -rational. By the above,
˜(1L) can be obtained by -rational operations applied to characteristic series of letters a ∈ A ∪ {ε}. But 1L = ˜(1L)
and, by our ﬁrst observation, we obtain L by applying the -rational operations in the same way as for 1L to singleton
languages {a} for a ∈ A ∪ {ε}. Hence L is -rational. 
Corollary 31. Let L ⊆ A∞. Then L is Büchi-recognizable iff L is -rational.
Proof. Immediate by Lemmas 29 and 30 and by Theorem 28. 
7. Comparison with recent literature
This paper is the full version of [11]. In themeantime,weighted automata on inﬁnitewords have also been investigated
in [15,32], using different approaches. In [15,39], the authors assume the semiring to satisfy certain completeness
assumptions which allow them to form the arising inﬁnite sums and products. In [32], the author deals with the reals
and operations max and min, which also permits him to deal with the convergence issue. Recently, skew FPS on
Conway semirings have also been investigated by [25,26]. Pech and Scalzitti prove in some special cases an extension
ofMcNaughton’s theoremon the coincidence ofBüchi- andMuller-automata forwords to theweighted setting (personal
communication).
We may also extend our skew setting slightly by considering different endomorphisms a for each a ∈ A. The
behavior of weighted automata can then be deﬁned analogously; a Schützenberger type result was derived in [37]. In
[12], the authors give a different proof of Theorem 9(2) ↔ (4); this rests on a reduction to the classical Schützenberger
result (stated even for singleton alphabets, only). The present result gives further equivalences with direct arguments.
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