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or nearly three decades, the scien- 
tific investigation of the solar sys- 
tem has been carried out by the 
National Aeronautics and Space 
Administration (NASA) mainly through the use 
of unmanned automated spacecraft. These 
highly sophisticated exploring machines have 
sent back wondrous and surprising new infor- 
mation about Mercury, Venus, Mars, Jupiter, 
Saturn, Uranus, and, in 1989, Neptune. None 
of these missions of discovery would be 
possible, however, without the Deep Space 
Network, which provides the Earth-based 
radio communications link for all of NASA's 
unmanned interplanetary spacecraft. 
The NL4S.4 Deep Space Net- 
work is the largest and most 
sensitive scientific telecom- 
munications and radio navi- 
gation network in the 
world. Its principal respon- 
sibilities are to support 
unmanned interplanetary 
spacecraft missions and to 
support radio and radar 
astronomy ohsenrations in 
the exploration o f  the solar 
system and the iiniversc. 
The Network is a separate 
facility o f  the NASA Office 
of Space Operations and is 
managed, technically 
directed. and operated b!, 
the Jet Propulsion Labora- 
tory (JPL) of the California 
Institute of Technology in 
Pasadena. California. 
The precursor of the Net- 
work n-as established in 
January 1958 when JPL, 
under contract to the I ' .S .  
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Army. deployed radio track- 
ing stations in Nigeria, Sin- 
gapore, and California to 
support the first successful 
17.S. satellite, Explorer 1 .  
NASA was officially estab- 
lished on October 1 ,  1958. 
On 1)ecenibcr 3 >  JPL \vas 
transkrred to NASA ;ind 
given responsibilit), for 
unmanned lunar and plane- 
tary exploration programs. 
Shortly afterward. NASA 
est ah 1 is hed the concept of 
the Deep Space Nrtmwrk as 
a separate Earth-based coni- 
munications facilitj. that 
would support many spacc 
flight m i ss io ns s im ul t ane - 
ously. thereby avoiding the 
impractical duplication of a 
spec i a 1 i ze d space c L) ni m u n i ~ 
cations network f o r  each 
flight project. The Network 
n-as given responsibility for 
its own research, de \dop-  
ment. and operation in sup- 
port of all its users. L'nder 
this concept, i t  has become 
a world leader in the develop 
mcnt of low-noise receivers, 
tracking. tclenietr)., and 
coniiii;md s)-stems, digital 
signal processing, and deep 
space radio navigation. 
These functions ;ire incorpo- 
r:ited in a state-of-the-art 
t e I c c o  ni m u n ic at i o n s system 
that can be upgr;ided to 
m cc t the re qu i r enie n t s o f  
nc\v missions while main- 
taining support for current 
missioiis. 
The Network currently com 
sists of 1 2  deep space sta- 
tions positioned at three 
Dee13 Space Coniiiiuiiica- 
tions Complexes, which are 
located on three continents: 
at Goldstone in Southern 
California's Mojavc Desert; 
near 5ladrid. Spain; and 
ne a r Canberra, Australia . 
The Network Operations 
Control Center, which coil- 
trols and monitors operations 
at the three complexes, is 
located at JPL in Pasadena. 
The Network's Ground 
Communications Facility 
provides and manages the 
communications circuits that 
link the complexes, the con- 
trol center in Pasadena, and 
the remote flight project 
opera t i o ns cent e rs together . 
The unmanned space flight 
projects supported by the 
Network are managed and 
controlled the NASA 
Office of Space Science and 
Applications or by foreign 
space agencies. The Net- 
work's responsibilities are to 
receive the telemetry signals 
from the spacecraft, to 
transmit commands that 
control the spacecraft oper 
ating modes. and t o  gener- 
ate the radio navig:ition data 
that ;ire used to locate and 
guide the spacecraft t o  its 
destination. The Network is 
also used for flight radio 
science, radio and radar 
astronomy, very long base- 
line i n t e r fe r o ni e tr y , an d 
geodynamics measurements, 
and \vi11 be a major partici- 
pant in  NASA’s Search for 
Extraterrestrial Intelligence. 
The NetLvork staff in the 
United States consists o f  .II’I, 
engineering and technical 
personnel assisted b y  C‘OII- 
tractor engineers and i:echn- 
cians who are primarily 
responsible for operating 
and maintaining tht: Golti- 
stone c o ni p I e x , t h e Ne t  w () r k 
0 pe ra t i o n s Con t ro 1 Ckn t e r , 
and the G r() u nd Coni rii u n i - 
cations Facility at J P L ,  The 
Span ish 21 n d Australia ti c om - 
plexes are staffed ;ind oper- 
ated by agencies o f  the 
Spanish and Australian 
governments and their c o ~ i -  
tractors. The total interna- 
tic ~ n a l  Net nror k s t ;iff numbers 
over 1100 people. 
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The Deep Space Com- 
munications Com- 
plexes are located a! 
Goldstone, California; 
near Madrid, Spain; 
and near Canberra, 
Australia. 
In 1958, JPL’s Micro- 
lock system, the Deep 
Space Network precur- 
sor, used 5-foot-long 
helical antennas to 
track the flight of 
Explorer 1, the first 
successful U.S. 
satellite. 
I 
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The 26-meter (85-fOOt) 
diameter antenna 
tracks scientilic and 
communications satel- 
lites, which orbit the 
Earth at altitudes 
ranging from 240 to 
36,000 kilometers 
(150 to 22,500 miles). 
DEEP SPACE 
COMMUNICATIONS 
C 0 M P L E X E S 
Every L ' . S .  deep space niis- 
sion is designed to a l lon  
con t in 11 ()us rad i ( ) conini LI ~ 
nication Lvith tlic spacecraft. 
Con t in LI( )u s 2 -I ~ h ()u r c'o \'e r- 
age f o r  several sp;ic.ecraft 
requires several Earth-based 
stations :it locations that 
c' o inpensa t e for t lie E art 11 ' s 
daily rotation. The locations 
in Spain, Australia. and 
C a1 i f o  r t i  i  ;i are app r ( )xi ni a t e 1 y 
120 degrees apart in longi- 
tude. which ensures c o n  
tinous observation and 
suitable overlap for transfer- 
ring the spacecraft radio 
link from one complex t o  
the next. 
The Australian complex is 
lo(: a t e d 4 0 k i 1 c )  me t e rs 
( 2 5  miles) southwest o f  Can- 
be r r a near t li c Ti dh i n I3 i I la 
Nature Reserve. The Sp;inish 
complex is located 60 
kilometers (3 -  miles) ncst 
o f  Madrid at Kobledo de 
Chavela. The Goldstonc 
compltx is Ioated o n  the 
L.S. Army's Fort Irwin Mili- 
tary Krservation. approxi- 
ma tel y ' 2  kilo meters 
(45 miles) northwest of the 
desert city of Barstow. Each 
complex is situated in semi- 
mountainous, bowl-shaped 
terrain to shield against 
radio frequency interference. 
Each complex consists of 
four deep space stations 
equipped with ultrasensitive 
receiving systems and large 
parabolic dish antennas. 
There are two 34-meter 
(1 1 1-foot) diameter antennas, 
one 26-meter (85-foot) 
antenna, and one 70-meter 
(230-foot) antenna. In 
Canberra and Madrid, the 
70-meter antennas were re- 
cently extended from their 
original 64-meter diameters in 
preparation for the Voyager 2 
spacecraft encounter with 
Neptune in 1989. Extension 
of the 64-meter antenna at 
r 
c 
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34-meter antennas at each 
complex is a new-design, 
high-efficiency antenna that 
provides improved telemetry 
performance needed for 
outer-planet missions. 
The 34- and 70-meter sta- 
tions are remotely operated 
from a centralized Signal 
Processing Center, which 
houses the electronic sub- 
systems that point and con- 
trol the antennas, receive 
and process the telemetry, 
generate and transmit com- 
mands, and produce the 
spacecraft navigation data. 
All of these activities are 
performed at the processing 
center by a six-person crew. 
The 26-meter stations have 
not yet been equipped for 
remote operation. 
The Goldstone Deep 
Space Communica- 
tions Complex Is 
located in Southern 
California's Mojave 
Desert, approximately 
160 kilometers (100 air 
miles) northeast of 
Pasadena. 
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The antenna sizes form sep- 
arate subnets, which have 
different communications 
capabilities. The 70-meter 
antenna subnet, which is 
the most sensitive, supports 
deep space missions; the 
26-meter subnet supports 
spacecraft in Earth orbit; 
and the two 34-meter sub- 
nets support both types of 
missions. The 26-meter 
antenna stations were origi- 
nally part of the Spaceflight 
Tracking and Data Network, 
which is operated by NASA’s 
Goddard Space Flight Center. 
The Goddard network is 
designed to support the 
manned orbiting Shuttle 
flights and Earth-orbiting 
scientific and communica- 
tions satellites. The 26-meter 
stations were consolidated 
into the Deep Space Network 
in 1985 when it assumed an 
important added tracking 
responsibility for spacecraft 
in high elliptical Earth orbits. 
This realignment was in 
anticipation of the activation 
of Goddard’s new Tracking 
and Data Relay Satellite Sys- 
tem, which is not compatible 
with spacecraft in “high” 
Earth orbits that travel out  
beyond the range of the 
new relay satellite system. 
This system will eventually 
replace nearly all of God- 
dard’s ground stations, 
leaving the Deep Space 
Network as NASA’s only 
ground station network. 
Right: The &meter 
(111-foot) standard 
antenna, orlginally 
26 meters (85 feet) in 
diameter, was the first 
antenna erected at 
each complex during 
the 19608. It is 
patterned alter radio 
astronomy antennas 
then in use in the 
United Stales. The 
extension to 34 meters 
was implemented in 
1978-79. 
The Madrid complex 
is 60 kilometers 
(37 miles) west of 
Madrid in the El 
Escorial region of 
central Spain. 

The Canberra complex 
in Australia is 40 kilo- 
meters (25 miles) 
southwest of Canberra 
near the Tidbinbilla 
Nature Reserve. 
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NETWORK OPERATIONS 
CONTROL CENTER 
The Control Center, which 
is the operations hub of the 
Network, is located at JPL in 
Pasadena. Its functions are 
to monitor operations at the 
three complexes, to analyze 
and validate the performance 
of the Network for flight 
project users, to provide 
information for configuring 
and controlling the Network, 
and to participate in Net- 
work and mission testing. 
GROUND 
COMMUNICATIONS 
FACILITY 
The Ground Communica- 
tions Facility provides and 
controls the communica- 
tions circuits that link the 
three complexes to the con- 
trol center at JPL and to the 
flight project control centers 
in the United States and 
overseas. The communica- 
tions traffic between these 
various locations is sent via 
land lines, submarine cable, 
terrestrial microwave, and 
communications satellites. 
These circuits are leased 
from common carriers and 
provided to the Facility as 
needed by the NASA Com- 
munications Network, which 
is located at the NASA God- 
dard Space Flight Center. 
Spacecraft data sent over 
these lines are automatically 
Land Line or Land Microwave Link 
- - - - - Submarine Cable 
\-’ Communications Satellite 
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checked for transmission 
errors and outages by error 
detecting and correcting 
techniques, which automati- 
cally retransmit any data 
block received with a trans- 
mission error. 
COMPATIBILITY TESTING 
The Compatibility Test Area 
at JPL is used to verify the 
radio link with the spacecraft 
and to test the data message 
compatibility between the 
spacecraft, the Network, and 
a project control center. 
There is also a launch sup- 
port and compatibility test- 
ing facility at the Kennedy 
Space Center launch site in 
Florida. 
The Network’s Ground 
Communications Facil- 
ity uses land lines, 
microwave links, sub- 
marine cables, and 
communications satel- 
lites to link the ele- 
ments of the Network 
together. 
The newdesign 
34-meter high- 
efficiency antenna was 
added to the Goldstone 
complex in 1984, Can- 
berra in 1985, and 
Madrid in 1987. The 
dish surface is “beam- 
shaped” for maximum 
signal-gathering 
efficiency. 
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Tom 1958 through 1987, the Net- 
work has provided support to 25 
space flight projects involving a 
total of 66 unmanned Earth- 
orbiting, lunar, and planetary spacecraft. 
Moon exploration began with the Pioneer 3 
and 4 lunar probes (1958), followed by the 
Ranger 1-9 lunar TV probes (1961-65), the 
Surveyor 1-7 lunar landers (1 966-68), and 
the Lunar Orbiter 1-5 photo survey for 
Apollo landing sites (1 966-67). 
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Support for inner-planet 
exploration began in 1962 
with JPL’s Mariner series of 
missions to Venus, Mars, 
and Mercury, which involved 
six planetary flyby missions 
and the first planetary orbiter 
mission to Mars (1 97 1). 
Concurrent with the Mariner 
flights were the NASA Ames 
Research Center Pioneer 
missions, beginning with the 
Pioneer 6-9 heliocentric 
orbiters (1 965-68). 
Support for the first outer- 
planet missions, the Pioneer 
10 and 11 flybys of Jupiter 
and Saturn, began in 1972- 
73. The successful Pioneer 
12 and 13 Venus orbiter 
and atmospheric multiprobe 
missions were initiated in 
1978. During the late 1960s 
and early 1970s, the Deep 
Space Network also provided 
backup communications 
support for the manned 
Apollo missions to the 
Moon. 
In the mid-l970s, the Net- 
work began support for the 
Helios 1 and 2 solar orbiters, 
a joint American-West Ger- 
man project to investigate 
the near-solar environment, 
and the NASA Langley 
Research Center’s Viking 1 
and 2 Mars orbiter and 
lander missions. In 1977, 
JPL’s Voyagers 1 and 2 
began their outer-planet 
flyby missions to Jupiter 
(1 979), Saturn (1 980), Ura- 
nus (1 986), and Neptune 
(1989). 
During 1986-87, the Net- 
work provided support to 
the following deep space 
and Earth-orbiting missions: 
Pioneers G through 8. 
In heliocentric orbits 
between Venus, Earth, 
and Mars, Pioneers 6, 7, 
and 8 are returning solar 
weather data. Pioneer 6, 
launched in December 
1965, is the world’s 
oldest operating space- 
craft. The signal from 
Pioneer 9 was lost in 
1983. 
Pioneers 10 and 1 I. 
These spacecraft are 
returning scientific data 
from the previously unex- 
plored outer edges of the 
solar system. Pioneer 10 
will be the first Earth- 
made object to leave the 
solar system. 
orbit, Pioneer 12 is return- 
ing Venusian atmospheric 
data. The spacecraft was 
used to observe Halley’s 
comet in early 1986. 
Pioneer 12. In Venus 
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0 Nimbus 7. This low-polar- 
orbiting weather satellite 
is used for oceanography 
and pollution monitoring. 
0 International Venus Bal- 
loon and Pathfinder Mis- 
sion. The Venus Balloon 
Experiment involved two 
Soviet Vega spacecraft, 
each carrying a French 
meteorological balloon 
that was inserted into the 
Venusian atmosphere as 
the two spacecraft passed 
the planet on their way 
to a flyby of Halley’s 
comet. The Deep Space 
Network and an interna- 
tional array of 17 other 
antenna stations success- 
fully tracked the balloons, 
providing information on 
the weather dynamics of 
the Venusian atmosphere. 
The Network provided 
navigation support to five 
international spacecraft 
that encountered Halley’s 
comet in March 1986. 
The Halley flyby involved 
Soviet Vega 1 and 2 
spacecraft, the Japanese 
Sakigake and Suesei 
spacecraft, and the Euro- 
pean Space Agency’s 
Giotto spacecraft. 
0 Halley’s Comet Flyby. 
0 Voyagers 1 and 2. In 
January 1986, Voyager 2 
encountered Uranus and 
was supported during the 
encounter with an inter- 
national multistation array. 
The Deep Space Network 
is now preparing for the 
Voyager 2 encounter with 
Neptune in 1989, and 
will eventually track both 
Voyagers beyond the 
solar system and into 
interstellar space. 
0 International Cometary 
Explorer. The Madrid and 
Goldstone complexes 
maintained continuous 
communication with the 
International Cometary 
Explorer as it passed 
through the tail of the 
Giacobini-Zinner comet 
in September 1985. Sup- 
port was also provided 
by the Japanese Usuda 
observatory and the 
National Astronomy and 
Ionosphere Center’s 
Arecibo Observatory in 
Puerto Rico. The Deep 
Space Network and the 
Usuda observatory con- 
tinued support for the 
Explorer during its obser- 
vations of Halley’s comet 
in December 1985 and 
March 1986. The Network 
will continue support 
until the end of the mis- 
sion in 1988. 
Far left: The Network 
Operations Control 
Center at JPL in 
Pasadena monitors 
and controls opera- 
tions at the three 
Network complexes 
In Calilornia, Spain, 
and Australia. 
The Deep Space 
Network has been 
tracking unmanned 
spacecraft since 1962. 
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A Photograpl 
From Data Received by 
July 1965: Mariner 4; 
Mars 
Data rate: 8% bitds 
Range: 12,500 km 
(7,800 mi) 
Distance to Earth: 
216 million km 
(134 million mi) 
November 1966: 
lunar Orbiter 2; 
Moon, approaching 
Copernicus Crater 
Data rate: 50 bitds 
January 1972: 
Mariner 9; Mars, 
Olympus Mons 
Oata rate: 16,200 
bitds 
Range: 2,500 km 
(1,600 mi) 
Distance to Earth: 0.5 
to 2.5 AU 
% 
July 1976: Vi 
Orbiter; Mars 
dioxide atmo: 
Data rate: 16 
bitds 
Range: 18,OlI 
(11,000 mi) 
Distance to E 
to 2.5 AU 
*‘ 
F .- 
f a  .i‘ 
Oc 
Or 
Ph 
Da 
bil 
Ra 
February 1974: 
Mariner 10; Venus, 
cloudy rotating 
atmosphere 
Data rate: 117,600 
bitds (experimental) 
Range: 720,000 km 
(450,000 mi) 
Distance to Earth: 
0.3 AU 
, Mariner 7; Mars, 
showing ice caw 
’ bitds 
Range: 375,000 km 
, (230,000 mi) 
IL  m i  (45 mi j  
Distance to Earth: 
( L J U , W U  “I] 
--- 111 . 
Range I.- to ,.e surface: - 2 ,  August 1969: 
’ Data r a k  16,2b0 SlU,wU Km m-n nnn -:I 
Distance to .Earth: 
I 0.7AU 
! 
i I January 1968: 
Surveyor 7; Moon, 
near Tycho Crater 
Data rate: 1100 bitds 
Distance to Earth: 
375,000 km 
(233,000 mi) 
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March 1974: Marir 
10; Mercury 
Data rate: 117,600 
bitds (experiment4 
Range: 200,000 kn 
(125,000 mi) 
Distance to Earth: 
1 AU 
.ic History of 
he Deep Space Network 
:ng 1 
carbon- 
ihere 
100 
km 
rih: 0.5 
iber 1978: Viking 1 
ter; Martian moon 
10s 
rate: 16,000 
je: 612 km 
mi) 
2r diameter: 
m (6 mi) 
March 1979: Voyager 1; 
Jupiter moon 
Ganymede 
Data rate: 175,000 
bit& 
Range: 2.6 million km 
(7.6 million mi) 
July 1976: Viking 1 
lander; Martian 
dune field 
Data rate: 16,000 
bits/s 
Distance to Earth: 0.5 
to 2.5 AU I 
March 1979: Voyager 1; 
Jupiter and satellites 
Data rate: 115,000 
bitds 
Range: 20 million km 
(12 million mi) 
Distance to Earth: 
5 AU 
I 
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August 1981: Voyager 2; 
Saturn ring system 
Data rate: 44,800 
bit& 
Range: 22 million km 
(14 million mi) 
Distance to Earth: 
10 AU 
January 1986: 
Voyager 2; Uranus 
moon Miranda 
Data rate: 29,900 
bit& 
Range: 36,000 km 
(22,000 mi) 
Distance to Earth: 
20 AU 
I 
November 1980: 
Voyager 1; Saturn and 
satellites 
Data rate: 44,800 
bit& 
Range: 13 million km 
(8 million mi) 
Distance to Earth: 
10 AU 
F 
January 1986: 
Voyager 2; Uranus’ 
moons 
Data rate: 29,900 
bitds 
November 1980: 
Voyager 1; Saturn 
moon Mimas 
Data rate: 44,800 
bitds 
Range: 425,000 km 
(264,000 mi) 
January 1986: 
Voyager 2; Uranus 
ring system 
Data rate: 29,900 
bit& 
Range: 7.7 million km 
(4.8 million mi) 
13 
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0 Active Magnetospheric 
Particle Tracer Explorers 
(AMPTE). AMPTE involved 
three spacecraft in Earth 
orbit that periodically 
released barium and 
lithium particles into the 
Earth’s magnetosphere in 
1984 and 1985 for a 
study of the interaction 
between the magneto- 
sphere and the solar 
wind. Two of the three 
spacecraft have com- 
pleted their missions. 
0 International Sun-Earth 
Explorers I and 2. These 
Earth-orbiting spacecraft 
investigated solar effects 
on the Earth’s immediate 
space environment. Both 
spacecraft re-entered the 
Earth’s atmosphere in 
September 1987. 
In addition, many geosyn- 
chronous spacecraft launched 
by various U.S. agencies and 
foreign governments are 
supported during their 
launch and transfer orbit 
phases. 
Beginning in July 1988, the 
Network will support Phobos, 
two Soviet spacecraft mis- 
sions that will place landers 
on the Martian moon Phobos. 
Scheduled for 1989 are 
Magellan, which will use 
radar to map 90 percent of 
the densely clouded surface 
of Venus, and Galileo, the 
Jupiter orbiter-probe mis- 
sion. The European Space 
Agency’s Ulysses, a solar 
environment explorer, is 
scheduled for launch in 
1990, and Mars Observer, 
which will conduct an 
extended study of the Mar- 
tian system, is scheduled for 
1992. 
Facing page: The 
70-meter antenna 
extension under con- 
struction at Goldstone 
in late 1987. 
Receivers, demodula- 
tors, processors, etc., 
recover the telemetry 
and navigation data 
from the spacecraft 
signal. The “raw” 
telemetry is sent via 
worldwide circuits 
directly to the flight 
project control centers 
in the United States, 
Europe, or Japan. 
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he single factor that makes a deep 
space communications system 
different from other radio sys- 
tems is the distance involved. 
The Network currently maintains direct 
radio links with spacecraft that are now 
approaching the edge of the solar system. 
After traveling across the overwhelming 
vastness of interplanetary space, the 
spacecraft signal that reaches the Earth 
ranges in power from a billionth of a watt 
down to a billionth of a trillionth of a watt. 
The main technology elements that make it 
possible to receive, amplify, and extract 
scientific data from such ultraweak signals 
are the use of high microwave radio fre- 
quencies (2 110-2300 and 8400-8450 mega- 
hertz), an optimum energy-per-bit telemetry 
scheme, and the state-of-the-art sensitivity 
and efficiency of the Network antennas and 
low-noise receiving systems. 
During the relatively brief 
time span since the begin- 
ning of space exploration, 
exceptional progress has 
been made in improving the 
quantity and quality of 
scientific data returned from 
each planetary mission. As 
an example, in 1965, the 
Mariner 4 flyby mission to 
Mars produced the first tele- 
vision images of another 
planet’s surface. Because of 
the Earth-Mars distance-a 
then-record 2 16 million 
kilometers ( 1  34 million 
miles)-the spacecraft data 
transmission rate was 
limited to 8% bits per 
second, requiring about 
8 hours to return one 
240,000-bit image. The best 
television performance 
obtained was a total of 
22 coarsely defined digital 
images that roughly showed 
only a small narrow strip of 
the planet’s surface-a first- 
ever scientific feat that was 
remarkable for its time. 
By 1974, during the 
Mariner 10 flyby mission 
to Venus and Mercury, 
the Network successfully 
received experimental trans- 
missions at a data rate of 
1 17,600 bits per second 
(1 17.6 kilobits), which pro- 
vided, at first opportunity, 
nearly a total high-resolution 
map of the sunlit side of 
Mercury at an Earth-Mercury 
distance of 158 million kilo- 
meters (98.7 million miles). 
To achieve this ten- 
thousandfold improvement 
in approximately 9 years, 
both the spacecraft and the 
Network have undergone 
significant evolutionary 
improvements. Each space- 
craft, when launched, has a 
fixed communications capa- 
bility and a finite lifetime. 
The Network, as an ongoing 
facility, must continuously 
improve and upgrade its 
capabilities to accommodate 
in-flight changes to the 
science objectives of current 
missions and to meet the 
navigation and telemetry 
requirements of future mis- 
sions. The main objective in 
this evolution is to improve 
the scientific data return by 
increasing the data transmis- 
sion rate and navigation 
accuracy. 
\ \  
Solar svstem dis. 
tances irom the Sun 
in millions of kilome- 
ters (miles). 
The giant 70-meter 
(230-foot) diameter 
antenna collects and 
amplifies spacecraft 
radio signals as weak 
as a billionth of a 
- 
trillionth of a watt. 
The overall height is 
71 meters (234 leet) 
and the total weight 
including the concrete 
pedestal is 7262 metric 
tons (8000 U.S. tons). 
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o date, the most challenging and 
technologically complex missions 
supported by the Network have 
been the Voyager 1 and 2 missions 
to the outer planets. The objective was to 
investigate the Jupiter and Saturn planetary 
systems and the interplanetary medium 
between Earth and Saturn. 
The twin spacecraft, launched 
in 1977, are the most versa- 
tile yet to be flown. At 
encounter with Jupiter in 
1979, both transmitted at a 
data rate of 11 5,200 bits per 
second (1 15.2 kilobits) across 
a Jupiter-Earth communica- 
tions distance of 700 million 
kilometers (435 million 
miles). Approximately 
33,000 abundantly clear pic- 
tures were received by the 
Network at the rate of one 
5-million-bit image every 
48 seconds. Jupiter and its 
five satellites were revealed 
in sufficient close-up detail 
to discover a Saturn-like 
ring around the planet and 
active volcanoes on the 
satellite Io. 
For the second half of the 
mission at Saturn, a 
spacecraft-to-Earth distance 
of 1.6 billion kilometers 
(1 billion miles), the space- 
craft signal power received 
by the Network antennas 
would be reduced to one- 
fourth of the power received 
at the Jupiter distance. Con- 
sequently, the data rate for 
transmitting television images 
would also be reduced to 
approximately one-fourth, 
or 29 kilobits per second. 
During the 18-month cruise 
to Saturn, Network engineers 
carefully reviewed the 
ground receiving system, 
finding some areas where 
the sensitivity could be 
increased to accommodate a 
higher data rate. An experi- 
mental receiver technique, 
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Voyagers 1 and 2 ,  the Net- 
work successfully received 
approximately 30,000 high- 
OF POOR QUALITY 
Facing page: The 
Voyager spacecraft. 
Very long baseline 
interferometry radio 
navigation. Approxi- 
mately 100 edra- 
galactic natural radio 
sources serve as fixed 
reference points for 
spacecraft navigation. 
natural radio source (qua- 
sar), whose celestial coor- 
dinates are very well 
known. The data taken by 
the two stations are then 
correlated to provide a pre- 
cise measurement of the 
angular separation between 
the spacecraft and the quasar. 
These experimental mea- 
surements proved to have 
a repeatable precision of 
approximately 50 nanora- 
dians (an angular measure- 
ment in billionths of a 
degree) or 5 to 10 times the 
angle measurement accuracy 
of the Doppler and range 
technique. 
Voyager 1 preceded 
Voyager 2 through the 
Saturn system by 9 months, 
which allowed Voyager 1 
science results to be used in 
planning the Voyager 2 
encounter. One of the 
primary scientific objectives 
was to navigate Voyager 1 
first to encounter the satel- 
lite Titan, then behind 
Saturn and its rings so that 
radio transmission, altered 
by passing through the 
planet’s atmosphere and 
through the rings, would 
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gigantic magnetic bubble 
that marks the edge of the 
solar system. After confirm- 
ing the success of Voyager 1, 
NASA approved an extended 
Uranus were to obtain con- 
tinuous general science data 
throughout the encounter 
period, and to obtain some 
330 imaging observations 
during the near encounter 
that would provide a basic 
characterization of Uranus, 
its satellites, and its rings. 
For the several days 
immediately preceding and 
after the near encounter, 
approximately 300 images 
per day were desired. To 
meet these requirements, 
Network and Voyager 
engineers undertook a major 
redesign of the Voyager 
end-to-end data system with 
the goal of obtaining a 
science data return approach- 
ing that of the Jupiter and 
Saturn encounters. Studies 
by Voyager engineers resulted 
in the reprogramming of 
two of the six computers on 
Facing page: The 
Australian govern- 
ment’s 64-meter 
(210-foot) diameter 
radio telescope at 
Parkes cooperatively 
supported the Voyager 
encounter with Uranus 
in January 1986 by 
forming a four-element 
array with the Canberra 
complex 275 kilome- 
ters (170 miles) away. 
The added signal 
strength from Parkes 
contributed 410 Uranus 
images to the science 
data. Parkes will also 
support the Voyager- 
Neptune encounter in 
1989. 
Operations personnel 
at the complex Signal 
Processing Center 
remotely control and 
monitor the perfor- 
mance of the 70- and 
34-meter antennas 
and the reception and 
processing of the 
spacecraft signal. 
Signals from three 
spacecraft can be 
received and pro- board the spacecraft with an 
image data compression cessed simultaneously. 
technique that allowed a 
60-percent reduction in the 
number of bits needed to 
produce images with the 
quality obtained at Saturn. 
The time needed to transmit 
a single image would be 
4 minutes, compared to 
2 minutes, 24 seconds at 
Saturn and 48 seconds at 
Jupiter. Without the data 
compression technique, 
each picture would take 
nearly 13 minutes in the 
data stream, severely limit- 
ing the number that could 
be returned. 
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The spacecraft modification 
provided only part of the 
improvement needed to 
obtain the desired imaging 
data, leaving the remainder 
to be provided by the Net- 
work. Beginning in 1981, 
studies with respect to 
requirements for Voyager- 
Uranus, as well as other mis- 
sions planned for the late 
1980s to the early 1990s, 
led to the construction of a 
new-design 34-meter high- 
efficiency antenna at each 
complex. The new antenna 
would permit a three-element 
array, consisting of two 
34-meter antennas and one 
64-meter antenna. The data 
rate with the three-element 
array was calculated to be 
19 kilobits per second, still 
below the rate needed to 
meet all of the imaging 
science requirements. To 
provide the maximum possi- 
ble support for the Uranus 
and Neptune encounters, 
which cannot be attempted 
again in this century-literally 
a once-in-a-lifetime opportu- 
nity for many scientists-the 
Network investigated the 
feasibility of temporarily 
adding one or more adjacent 
antennas that belong to other 
scientific organizations. In 
Australia, the Network 
engineers conducted a study 
of the 64-meter Parkes radio 
telescope, which is located 
275 kilometers (170 miles) 
from the Canberra complex. 
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The study concluded that 
the available Voyager data 
rates of 2 1.6 and 29.9 kilobits 
per second could be accom- 
modated by adding the 
Parkes antenna to the array 
at Canberra via a ground 
microwave link. Arrange- 
ments were made with the 
Australian government to 
“borrow” the Parkes antenna 
for the Uranus and Neptune 
encounters, thereby estab- 
lishing for the first time a 
cooperative interagency 
array for the support of a 
major planetary encounter. 
During the 4 %-year cruise 
to Uranus, Network engineers 
designed, implemented, and 
installed the necessary 
receivers, signal combiners, 
and data recorders at Parkes 
and the Canberra complex. 
Beginning with initial 
observations on Novem- 
ber 4 ,  1985, through the 
6-hour close encounter on 
The National Radio 
Astronomy Obsenra- 
tory’s Very Large 
Array at Socorro, 
New Mexico, wlil be 
arrayed with the Goid- 
stone complex for 
the Voyager-Neptune 
encounter in 1989. 
The Array conslsts of 
twenty-seven 25-meter 
(82-foot) antennas in a 
Y-shaped conliguratlon 
that operates as one 
single superlarge 
antenna. 
January 24 ,  1986, and ending 
on February 24, 1986, the 
Network acquired a total of 
2516 images of Uranus, its 
rings, and its five satellites, 
revealing fascinating and 
unique surface features and 
details of the satellites and 
the ring system, seen for the 
first time since the discovery 
of Uranus 205 years ago. 
For the 1989 Voyager 
encounter with Neptune, 
which is 1.6 billion kilome- 
ters (1 billion miles) beyond 
Uranus, the Network plans 
to provide the same quan- 
tity and quality of images 
that were obtained at Uranus. 
A major improvement now 
under way will be the com- 
pletion of the 70-meter 
antenna at Goldstone, and 
reshaping the dish surface 
to improve its efficiency. 
The effective signal capture 
of the 70-meter antenna will 
be 1 %  times that of the 
64-meter antenna. In addi- 
tion to the Canberra-Parkes 
array in Australia, a new 
interagency array will be 
established between the 
Goldstone complex in 
California and the National 
Radio Astronomy Observa- 
tory’s Very Large Array in 
New Mexico. The Array 
consists of twenty-seven 
25-meter antennas that can 
be moved in position along 
three Y-shaped radial tracks. 
The effective combined out- 
put of the 27 antennas will 
be the equivalent of 2% 
Network 70-meter antennas. 
The Array will be connected 
to Goldstone by either a 
24 
ground microwave link or 
by communications satellite. 
These improvements will 
allow a 2 1.6-kilobit data rate 
from Voyager 2 at Neptune. 
With most of the 
heliosphere as well as the 
interstellar space before 
them, Voyagers 1 and 2 will 
continue to provide new and 
important scientific informa- 
tion for several years. 
The Deep Space Network is 
a continuously evolving 
state-of-the-art telecommu- 
nications network. Future 
capabilities that will make 
later space exploration 
objectives feasible and 
scientifically richer are 
always in progress. This 
brochure, in effect, is a 
snapshot of the Network’s 
facilities and capabilities as 
of January 1988. 
The Network operates 
24 hours a day, 
1 days a week. 
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