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GEOMETRIC STRUCTURES ON THE COMPLEMENT OF
A TORIC MIRROR ARRANGEMENT
DALI SHEN
Abstract. We study geometric structures on the complement of a toric
mirror arrangement associated with a root system. Inspired by those
special hypergeometric functions found by Heckman-Opdam, as well as
the work of Couwenberg-Heckman-Looijenga on geometric structures
on projective arrangement complements, we consider a family of con-
nections on a total space, namely, a C×-bundle on the complement of a
toric mirror arrangement (=finite union of hypertori, determined by a
root system). We prove that these connections are torsion free and flat,
and hence define a family of affine structures on the total space, which is
equivalent to a family of projective structures on the toric arrangement
complement. We then determine a parameter region for which the pro-
jective structure admits a locally complex hyperbolic metric. In the end,
we find a finite subset of this region for which the orbifold in question
can be biholomorphically mapped onto a Heegner divisor complement
of a ball quotient.
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1. Introduction
This paper deals with the geometric structures on the complement of a
toric mirror arrangement associated with a root system, mainly growing up
from the PhD work of the author [23]. It could be viewed as a natural toric
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analogue of the theory of geometric structures on projective arrangement
complements studied by Couwenberg, Heckman and Looijenga in 2005 [6].
In the 80’s of last century, following other people who contributed to the
theory of hypergeometric functions, like Picard, Terada and so on, Deligne
and Mostow studied the monodromy problem of the Lauricella hypergeo-
metric functions FD and gave a complete treatment on the subject [11][20],
which provides ball quotient structures on Pn minus a hyperplane configura-
tion of type An+1. Almost in the same year, Barthel, Hirzebruch and Ho¨fer
investigated Galois coverings of P2 which ramify in a configuration of lines
and found that P2 could be uniformized to a complex ball for certain cases
[2]. Then some 20 years later, Couwenberg, Heckman and Looijenga devel-
oped it to a more general setting by means of the Dunkl connection, which
deals with the geometric structures on projective arrangement complements.
Meanwhile also in the 80’s and 90’s of last century, Heckman and Opdam
introduced and studied a kind of hypergeometric functions associated with
root systems in a series of papers [13, 14] [21, 22], which is actually a mul-
tivariable analogue of the classical Euler-Gauss hypergeometric functions.
Inspired by these special hypergeometric functions, we adopt the point of
view in [6] to study the geometric structures on arrangement complements
for the toric situation and we believe this case provides some interesting
examples of ball quotients.
We first in Section 2 construct a projective structure on a toric arrange-
ment complement. The basic idea is that we can write a projective structure
on a complex manifold M in terms of an affine structure on M × C×. It
is well-known that an affine structure on a complex manifold is given by a
torsion free and flat connection on its (co)tangent bundle, and vice versa.
So constructing a projective structure on M is equivalent to producing a
torsion free and flat connection on M ×C×. We start with an adjoint torus
H := Hom(Q,C×) given by a root lattice Q := ZR where R is a reduced
irreducible root system. Denote the Lie algebra of H by h and the Weyl
group of R by W . We are also given a toric mirror arrangement associated
with a root system R, that is, a finite collection of hypertori each of which
is defined by Hα := {h ∈ H | eα(h) = 1} where eα is a character of H. We
write H◦ for the complement of the union of these hypertori. Let κ be a
W -invariant multiplicity parameter for R defined by κ := (kα)α∈R ∈ CR.
Inspired by the special hypergeometric system constructed by Heckman and
Opdam, we consider for u, v ∈ h, such a second order differential operator
on OH◦ :
Dκu,v := ∂u∂v +
1
2
∑
α>0
kαα(u)α(v)
eα + 1
eα − 1∂α∨ + ∂bκ(u,v) + a
κ(u, v)
where ∂u denotes the associated translation invariant vector field on H for
any u ∈ h and
aκ : h× h→ C, bκ : h× h→ h
are a W -invariant bilinear form and a W -equivariant bilinear map respec-
tively. We want this system to define a projective structure on H◦. That
means for each multiplicity parameter κ and each W -equivariant bilinear
map bκ, there exists a W -invariant bilinear form aκ such that the system
GEOMETRIC STRUCTURES ON TORIC ARRANGEMENT COMPLEMENTS 3
of differential equations Dκu,vf = 0 for all u, v ∈ h is integrable. In order
to see the integrability of the system, we treat it from a different point of
view, i.e., the one from the work of Couwenberg-Heckman-Looijenga. Now
we associate to these data connections ∇κ = ∇0+Ωκ and ∇˜κ = ∇˜0+Ω˜κ on
the cotangent bundles of H◦ and H◦×C× with Ωκ ∈ Hom(ΩH◦ ,ΩH◦⊗ΩH◦)
given by
Ωκ : ζ ∈ ΩH◦ 7→ 1
2
∑
α>0
kα
eα + 1
eα − 1ζ(∂α∨)dα⊗ dα+ (B
κ)∗(ζ)
and Ω˜κ ∈ Hom(ΩH◦×C× ,ΩH◦×C× ⊗ ΩH◦×C×) given by
Ω˜κ :

ζ ∈ ΩH◦ 7→1
2
∑
α>0
kα
eα + 1
eα − 1ζ(∂α∨)dα ⊗ dα+ (B
κ)∗(ζ)
− ζ ⊗ dt
t
− dt
t
⊗ ζ,
dt
t
∈ ΩC× 7→Aκ −
dt
t
⊗ dt
t
.
Here ∇0 and ∇˜0 denote the (flat) translation invariant connections on H
and H ×C× respectively, t is the coordinate for C×, and Aκ and Bκ denote
the translation invariant tensor fields on H or H × C× defined by aκ and
bκ respectively. We can show that the system defined by Dκu,vf = 0 for all
u, v ∈ h is integrable if and only if the connection ∇˜κ given above defines
an affine structure, i.e., the connection ∇˜κ is torsion free and flat. The
torsion freeness of ∇˜κ comes directly from the torsion freeness of ∇κ while
the flatness of ∇˜κ needs more effort. In order to check the flatness of ∇˜κ,
we need to invoke a flatness criterion set up by Looijenga [17], or by Kohno
[15] at an earlier time. This criterion requires us to compactify H◦ × C×
and compute the residues of Ω˜κ along those added mirrors and boundary
divisors. Then by applying the criterion to our situation, we can obtain the
conditions for ∇˜κ being flat. According to these conditions, we can find an
appropriate bilinear form aκ so that the connection ∇˜κ is indeed flat and
hence a W -invariant projective structure is constructed on H◦ in terms of
∇κ.
We next in Section 3 show that the toric arrangement complement H◦
admits a hyperbolic structure when κ lies in some certain region so that its
image under the projective evaluation map lands in a complex ball. The ba-
sic idea is that we first identify the monodromy representation of the system
with the reflection representation of the extended affine Artin group, and
thus define a Hermitian form h on the image of the evaluation map for each
κ resorting to the reflection representation, then we can find its hyperbolic
region by computing its determinant and show that its dual Hermitian form
h∗ is greater than 0 (equivalently h < 0) so that the desired result follows.
We first compute the eigenvalues of the residue endomorphisms of ∇˜κ along
mirrors and boundary divisors respectively, and a surprising fact is that
there are at most two eigenvalues for each residue endomorphism no matter
whether along a mirror or a boundary divisor. This actually tells us what
the local behavior of the evaluation map looks like for the affine structure
around those divisors. Then we construct the reflection representation of
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the so-called affine Artin group Art(M) where M is the affine Coxeter ma-
trix associated with the affine root system R˜ of R, and the extended affine
Artin group Art′(M) (:= Art(M) ⋊ (P∨/Q∨)) can also be identified with
the fundamental group of the orbifold W\H◦ by Brieskorn’s theorem, hence
we can identify the reflection representation with the monodromy represen-
tation of the system accordingly. We further define a Hermitian form h
on the corresponding target space A from the point of view of the reflection
representation so that we can obtain the hyperbolic region for the system by
investigating its determinant. For our situation we can write out the evalu-
ation map around those subregular points in terms of local coordinates with
those local exponents. Here by subregular points we mean those points lying
in one and only one mirror or boundary divisor. Prepared by these, finally
we can prove the dual Hermitian form h∗ is greater than zero when κ lies
in the hyperbolic region so that the Γ-covering of W\H◦ admits a complex
ball structure, where Γ stands for the projective monodromy group.
Finally in the last section, since we have already had the local exponents
along those reflection mirrors and boundary divisors on hand, we can invoke
the so-called Schwarz conditions from [6] to find all the ball quotients arised
in this setting. This is listed in Table 3. On the other hand, a much more
ambitious goal is to give each such ball quotient a modular interpretation,
although we are still far away from this for now. But there are already some
work on this, like the Deligne-Mostow theory for type An and other two
groups, i.e., Allcock, Carlson and Toledo [1] and Kondo [16] for type E6 and
E7 respectively. Unfortunately we have to say we barely have any clue for
the other types for the moment, but we explain the modular interpretation
for type An over here in order to shed some light on this direction.
Acknowledgements. I would like to thank my PhD supervisors: to
Eduard Looijenga for his patient guidance during my PhD time, including
but not only on this work; to Gert Heckman for taking me to walk around
in this beautiful subject.
2. Projective structures
In this section we construct a projective structure on a toric arrangement
complement H◦. This is equivalent to constructing an affine structure on
H◦ × C×, i.e., producing a torsion free flat connection on H◦ × C×. In
Section 2.1, we provide a general idea on how to construct such a desired
connection on M ×C× out of a given connection on a complex manifold M .
In Section 2.2, following the idea of the preceding section, we do construct
such a connection for H◦ × C×, which is inspired by the work of Heckman
and Opdam on special hypergeometric system associated with a root system.
In Section 2.3, we show the constructed connection on H◦ ×C× can be flat
as long as we choose an appropriate bilinear form aκ for it.
2.1. Affine and projective structures. Let M be a complex manifold of
dimension n.
Definition 2.1. A projective structure onM is given by an atlas of holomor-
phic charts for which the transition maps are projective-linear and which is
maximal for that property. Likewise, an affine structure onM is given by an
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atlas of holomorphic charts for which the transition maps are affine-linear
and which is maximal for that property.
So a projective structure onM is locally modelled on the pair (Pn,Aut(Pn))
of projective space and projective group and an affine structure is locally
modelled on the pair (An,Aut(An)) of affine space and affine group.
We recall from [6] that an affine structure defines a subsheaf of rank n+1 in
the structure sheafOM containing constants, the sheaf of locally affine-linear
functions. The differentials of these make up a local system on the sheaf
ΩM of differentials on M , and such a local system is given by a holomorphic
connection on ΩM , ∇ : ΩM → ΩM ⊗ ΩM with extension ∇ : ΩkM ⊗ ΩM →
Ωk+1M ⊗ ΩM by the Leibniz rule ∇(ω ⊗ ζ) = d(ω) ⊗ ζ + (−1)kω ∧ ∇(ζ) for
k ∈ N. This connection is flat and torsion free. For any connection ∇ on
ΩM its square ∇2 : ΩkM ⊗ΩM → Ωk+2M ⊗ΩM is a morphism of OM -modules,
given by wedging with a section R of EndOM (ΩM ,Ω
2
M ⊗ ΩM), called the
curvature of ∇, and ∇ is flat if and only if R = 0. The connection ∇ on ΩM
is also torsion free, which means that the composite of ∧ : ΩM ⊗ΩM → Ω2M
with ∇ : ΩM → ΩM ⊗ ΩM is equal to the exterior derivative d : ΩM →
Ω2M . Indeed flat differentials in ΩM are then closed, and provide by the
Poincare´ lemma a subsheaf of OM of rank n + 1 containing constants. We
refer to Deligne’s lecture notes for an excellent exposition of the language of
connections and more [10]. Conversely, a torsion free flat connection on the
cotangent bundle of M defines an affine structure on M .
A projective structure can also be described in terms of a connection, at
least locally. Let us first observe that such a structure onM defines locally a
tautological C×-bundle π : L→M whose total space has an affine structure
and for which scalar multiplication respects the affine structure. This local
C×-bundle is unique up to scalar multiplication and needs not be globally
defined.
We write a projective structure on M in terms of an affine structure on
M × C× in the following proposition.
Proposition 2.2. LetM be a complex manifold endowed with a holomorphic
connection ∇ : ΩM → ΩM ⊗ ΩM on its cotangent bundle. Suppose the
connection ∇ is torsion free and a connection ∇˜ on M × C× is given by
∇˜(ζ) = ∇(ζ)− ζ ⊗ dt
t
− dt
t
⊗ ζ,
∇˜(dt
t
) = A− dt
t
⊗ dt
t
,
with ζ ∈ ΩM and t the coordinate on C×, where A is a symmetric section of
ΩM ⊗ ΩM . Then this connection ∇˜ defines an affine structure on M × C×
if and only if the curvature of ∇, viewed as a OM -homomorphism ∇∇:
ΩM → Ω2M ⊗ ΩM , is given by wedging from the right with the symmetric
section −A of ΩM ⊗ ΩM : ζ 7→ −ζ ∧A.
Proof. Put L := M × C× and denote by π : L → M and t : L → C× the
projections. Then we have
ΩL ∼= π∗ΩM ⊕OLdt
t
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and regard the natural map ΩM → π∗π∗ΩM as an inclusion. We have to
check the flatness and torsion freeness of the connection ∇˜ : ΩL → ΩL⊗ΩL
defined above.
We first check the flatness. Observe that for ω, ζ ∈ ΩM we have
∇˜(ω ⊗ ζ) = dω ⊗ ζ − ω ∧ (∇(ζ)− ζ ⊗ dt
t
− dt
t
⊗ ζ)
= ∇(ω ⊗ ζ) + (ω ∧ ζ)⊗ dt
t
− dt
t
∧ (ω ⊗ ζ)
which in turn implies
∇˜(∇(ζ)) = ∇2(ζ) + (∧∇)(ζ)⊗ dt
t
− dt
t
∧ ∇(ζ)
= ∇2(ζ) + dζ ⊗ dt
t
− dt
t
∧ ∇(ζ)
since ∇ is torsion free by assumption. Hence we get for ζ ∈ ΩM
∇˜2(ζ) =∇˜(∇(ζ)− ζ ⊗ dt
t
− dt
t
⊗ ζ)
=∇2(ζ) + dζ ⊗ dt
t
− dt
t
∧∇(ζ)− dζ ⊗ dt
t
+ ζ ∧ (A− dt
t
⊗ dt
t
)
+
dt
t
∧ (∇(ζ)− ζ ⊗ dt
t
− dt
t
⊗ ζ)
=∇2(ζ) + ζ ∧A.
So ∇˜2(ζ) = 0 if and only if ∇2(ζ) = −ζ ∧A.
Observe that the above definition of ∇˜(dt/t) is equivalent to ∇˜(dt) = tA,
and so we get
∇˜2(dt) = ∇˜(tA) = dt ∧A+ t∇˜(A)
= dt ∧A+ t(∇(A) + (∧A)⊗ dt
t
− dt
t
∧A)
= t∇(A) = 0
because A is symmetric, and using the Bianchi identity ∇(A) = 0.
The verification that ∇˜ is torsion free is easy. Indeed for ζ ∈ ΩM
∧ ∇˜(ζ) = ∧∇(ζ)− ζ ∧ dt
t
− dt
t
∧ ζ = dζ
∧ ∇˜(dt) = t(∧A) = 0
since ∇ is torsion free and A is symmetric. This completes the proof of the
proposition.

Lemma 2.3. As assumed in the above proposition, the local affine functions
on M ×C× are of the form c+ tf , with f ∈ OM satisfying ∇(df) + fA = 0
and c ∈ C a constant.
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Proof. For ϕ ∈ OL of the form
∑
fkt
k with fk ∈ OM we get
∇˜(dϕ) =
∑
∇˜(tkdfk + kfktk dt
t
)
=
∑
tk(k
dt
t
⊗ dfk +∇(dfk)− dfk ⊗ dt
t
− dt
t
⊗ dfk)
+
∑
tk(kdfk ⊗ dt
t
+ k(k − 1)fk dt
t
⊗ dt
t
+ kfkA)
=
∑
tk(∇(dfk) + kfkA) +
∑
k(k − 1)tkfk dt
t
⊗ dt
t
+
∑
(k − 1)tk(dfk ⊗ dt
t
+
dt
t
⊗ dfk) = 0
if and only if fk = 0 for k 6= 0, 1 and f0, f1 ∈ OM are solutions of
df0 = 0 , ∇(df1) + f1A = 0 .

Given a projective structure onM the pair (∇, A) of a torsion free connec-
tion ∇ on ΩM whose curvature is given by ζ 7→ −ζ ∧A with A a symmetric
section of ΩM ⊗ΩM is not unique, because the way defining ∇˜ produces not
just the tautological line bundle, but also a trivialization t. Let us see how
this changes if we choose another local trivialization t′. Write t′ = teg, with
g ∈ OM . From dt′t′ = dtt + dg, we see that
∇˜(ζ) = ∇′(ζ)− ζ ⊗ dt
′
t′
− dt
′
t′
⊗ ζ
with
∇′(ζ) := ∇(ζ) + dg ⊗ ζ + ζ ⊗ dg.
Furthermore,
∇˜(dt
′
t′
) = ∇˜(dt
t
+ dg)
= A− dt
t
⊗ dt
t
+∇(dg) − dg ⊗ dt
t
− dt
t
⊗ dg
= A+∇(dg) + dg ⊗ dg − dt
′
t′
⊗ dt
′
t′
= A′ − dt
′
t′
⊗ dt
′
t′
with
A′ := A+∇(dg) + dg ⊗ dg.
It is worthwhile to write out the content of the above lemma in local
coordinates z = (z1, · · · , zn) on M . Let ∇0 : ΩM → ΩM ⊗ ΩM be the
connection defined by ∇0(dzk) = 0 for all k.
Corollary 2.4. In these local coordinates let ∇ = ∇0+Ω : ΩM → ΩM⊗ΩM
be a connection on ΩM , so Ω : ΩM → ΩM ⊗ ΩM is a morphism of OM -
modules and Ω(dzk) =
∑
Γkijdz
i ⊗ dzj with Γkij the connection coefficients
of ∇. Let A be a quadratic differential on M , so A is a symmetric section
of ΩM ⊗ ΩM given in the local coordinates as A =
∑
Aijdz
i ⊗ dzj with
Aij = Aji for all 1 ≤ i, j ≤ n. Then the linear system of second order
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differential equations ∇(df) + fA = 0 for f ∈ OM takes in these local
coordinates the explicit form
(∂i∂j +
∑
Γkij∂k +Aij)f = 0
for all 1 ≤ i, j ≤ n. It has local solution space of dimension at most n + 1
with equality if and only if the connection ∇ is torsion free and its curvature
R is given by ΩM ∋ ζ 7→ −ζ∧A ∈ Ω2M ⊗ΩM . In these local coordinates ∇ is
torsion free if and only if Γkij = Γ
k
ji for all 1 ≤ i, j, k ≤ n, and R(ζ) = −ζ∧A
for all ζ ∈ ΩM if and only if 2Rklij = δkjAil − δki Ajl for all 1 ≤ i, j, k, l ≤ n
with δ the Kronecker symbol and
Rklij = (∂iΓ
k
lj − ∂jΓkli) +
∑
(ΓkmiΓ
m
lj − ΓkmjΓmli )
the coefficients of the curvature matrix Rkl =
∑
Rklijdz
i∧dzj of the curvature
R in the basis dzl.
Proof. In these local coordinates we have df =
∑
(∂jf)dz
j for f ∈ OM and
so ∇0(df) =∑ ∂i∂j(f)dzi ⊗ dzj and hence ∇(df) + fA = 0 amounts to∑
(∂i∂jf +
∑
Γkij∂kf +Aijf)dz
i ⊗ dzj = 0
which yields the above linear system of second differential equations. The
connection ∇ is torsion free if and only if ∧∇ = d which amounts to∑
Γkijdz
i ∧ dzj = 0 or equivalently Γkij = Γkji for all 1 ≤ i, j, k ≤ n. The
curvature R of ∇ sends dzk to the element ∑Rklij(dzi ∧ dzj)⊗ dzl and the
condition that R = ∇2 : ΩM → Ω2M ⊗ ΩM is just equal to ζ 7→ −ζ ∧ A for
ζ ∈ ΩM amounts to
R(dzk) =
∑
Rklij(dz
i ∧ dzj)⊗ dzl =
∑
Ail(dz
i ∧ dzk)⊗ dzl = −dzk ∧A
for all 1 ≤ k ≤ n and so∑
Rklij(dz
i ∧ dzj) =
∑
Ail(dz
i ∧ dzk)
for all 1 ≤ k, l ≤ n. Contraction with the vector field ∂m yields∑
2Rklmjdz
j =
∑
Rklij(δ
i
mdz
j − δjmdzi)
=
∑
Ail(δ
i
mdz
k − δkmdzi)
= Amldz
k −
∑
δkmAildz
i
=
∑
(δkjAml − δkmAjl)dzj
for all 1 ≤ k, l,m ≤ n. Hence the condition for the relation R(ζ) = −ζ ∧ A
becomes
2Rklij = δ
k
jAil − δki Ajl
for all 1 ≤ i, j, k, l ≤ n. 
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2.2. Differential operators and connections on tori. We consider the
situation discussed above in the special case where the underlying complex
manifold is an algebraic torus.
Let a be a real vector space of dimension n endowed with an inner product
(·, ·) (making it a Euclidean vector space). The inner product identifies a
with its dual a∗, so that the latter also is endowed with an inner product,
by abuse of notation still denoted by (·, ·). Suppose also given a reduced
irreducible finite root system R ⊂ a∗. Then the corresponding orthogonal
reflection for each α ∈ R
sα(β) = β − 2(β, α)
(α,α)
α, β ∈ a∗
preserves the set R and the crystallographic condition
2(β, α)
(α,α)
∈ Z
holds for all α, β ∈ R. Let Q = ZR denote the root lattice in a∗ and denote
the corresponding dual root system in a by R∨. We then have the coweight
lattice P∨ = Hom(Q,Z) of R∨ in a. Hence
H = Hom(Q,C×)
is a so-called adjoint algebraic torus with (rational) character lattice Q.
We denote the Lie algebra of H by h, so h = C⊗a and H = h/2π√−1P∨
as a complex torus. For v ∈ h we denote by ∂v the associated translation
invariant vector field on H. Likewise, if we are given φ ∈ h∗, then we
denote by dφ the associated translation invariant differential on H. In case
φ determines a character of H (meaning φ ∈ Q), we denote that character by
eφ. If exp : h → H = h/2π√−1P∨ is the exponential map with the inverse
log : H → h, then we have eφ(h) = eφ(log h) for all h ∈ H. We also have
dφ = (eφ)∗(dtt ) with t the coordinate on C
×. We denote the (flat) translation
invariant connections on H and H ×C× by ∇0 and ∇˜0 respectively (so that
∂v = ∇0∂v).
Each α in R determines a character eα, then R generates the character
lattice Q and each element of R is primitive in Q. So the set R+ := R/± of
antipodal pairs in R indexes in one-one manner the kernels of these charac-
ters. The kernel Hα = {h ∈ H | eα(h) = 1}, also called the mirror associ-
ated with the root α, has its Lie algebra hα which is the zero set of α. We
call the finite collection of these hypertori Hα’s a toric mirror arrangement
associated with a root system R, sometimes also called a toric arrangement
in this paper if no confusion would arise. We write H◦ for the complement
of the union of these hypertori as follows:
H◦ := H − ∪α∈R+Hα.
Let K be the space of multiplicity parameters for R defined as the space
of W -invariant functions
κ = (kα)α∈R ∈ CR
where W is the Weyl group generated by all reflections sα. We shall some-
times write ki instead of kαi if α1, · · · , αn is a basis of simple roots in R+. It
is clear that K is isomorphic to Cr as a C-vector space if r is the number of
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W -orbits in R (i.e., r = 1 or 2). Hence for convenience, we sometimes also
write k for k1 and k
′ for kn if αn /∈ Wα1 when no confusion can arise. But
note that k′ has a different meaning for type An, which can be seen from
Remark 2.6.
We also have given for each α ∈ R a nonzero coroot α∨ ∈ h such that
(−α)∨ = −α∨ and α∨(α) = 2. Let
aκ : h× h→ C, bκ : h× h→ h
be a symmetric bilinear form and a symmetric bilinear map respectively,
which are invariant and equivariant under the W action respectively. We
notice that aκ is just a multiple of the given inner product (·, ·) by the
Schur’s lemma since R is irreducible.
Lemma 2.5. If R is irreducible then bκ vanishes unless R is of type An for
n ≥ 2 in which case there exists a k′ ∈ C such that
bκ(u, v) =
1
2
k′
∑
α>0
α(u)α(v)α′ for any u, v ∈ h
with α′ = εi+ εj − 2n+1
∑
l εl if we take the construction of α from Bourbaki
[3]: α = εi − εj for 1 ≤ i < j ≤ n+ 1.
Proof. We write b for bκ if no confusion arises. Obviously we can identify b
with an element of Hom(a,Sym2(a∗))W . First fix a positive definite genera-
tor g of Sym2(a∗)W and then choose a line L ⊂ a such that its g-orthogonal
complement H ⊂ a is a hyperplane for which RH := R ∩H spans H and is
an irreducible root system. We decompose Sym2(a∗) = Sym2(H∗) ⊕ (L∗ ⊗
H∗) ⊕ (H∗ ⊗ L∗) ⊕ (L∗)⊗2. If we consider the W (RH)-invariant part, the
middle two summands immediately become trivial since (H∗)W (RH ) = 0.
Then we have Sym2(a∗)W (RH ) = RgL⊕Rg where g = gH + gL and gH resp.
gL is the restriction of g on H resp. L.
Let f ∈ Hom(a,Sym2(a∗))W , then f(v) = µgL + λg for some v ∈ L since
L belongs to the W (RH)-invariant part. Assume that there exists a w such
that w(v) = −v. Since w preserves both gL and g, we must have µ = λ = 0
by the linearity of f and thus f(v) = 0. Since the W -orbit of v spans V , it
follows that f = 0.
This assumption is certainly satisfied when −1 ∈ W . Let’s consider the
remaining cases: An≥2, Dodd and E6. For E6, we take v to be a root, then
RH is of type A5. For Dodd, we take v perpendicular to a subsystem of type
Dn−1, then there is a w whose restriction to H is a reflection (in terms of
the construction in Bourbaki: v = ε1 and w = sε1−ε2sε1+ε2).
When R is of type An≥2, we use the construction in Bourbaki again: a
is the hyperplane in Rn+1 defined by
∑n+1
i=1 xi = 0. Put x¯i := xi|a so that∑
i x¯i = 0. Let ε¯i ∈ a be the orthogonal projection of εi ∈ Rn+1 in a. The or-
thogonal complement of εi in a is spanned by a subsystem of type An−1. Note
that all the ε¯i’s make up a W -orbit with sum zero. So if we write f(ε¯i) =
µx¯2i + λg, sum them up, we get 0 =
∑n+1
i=1 f(ε¯i) = µ
∑n+1
i=0 x¯
2
i + (n + 1)λg.
Hence we have f(ε¯i) = µ(x¯
2
i − 1n+1
∑n+1
i=1 x¯
2
i ). This indeed defines an element
of Hom(a,Sym2(a∗))W and we thus have dim(Hom(a,Sym2(a∗))W ) = 1.
GEOMETRIC STRUCTURES ON TORIC ARRANGEMENT COMPLEMENTS 11
Let b0(u, v) =
∑
α>0 α(u)α(v)α
′ . Since w(α′) = w(α)′ we have wb0(u, v) =
b0(wu,wv) for all u, v ∈ h and w ∈ W (An) = Sn+1. Then we see that b0 is
a generator of Hom(Sym2h, h)W . 
Remark 2.6. In fact, for type An, another generator is obtained by taking
v ∈ a 7→ ∂vσ3|a where σ¯3 := σ3|a is an element of (Sym3(a∗))W . This point
will become more clear when we discuss the toric Lauricella case in Example
2.13.
And because bκ exists for type An, we would like to include k
′ in κ for
type An.
We want to define a W -invariant projective structure on H◦. Then there
exists an integrable system of second order differential equations on H◦
according to Corollary 2.4. Inspired by this, we make an ansatz on the
second order differential operator. Besides the system should be of the most
general W -invariant form, we also hope the system is asymptotically free
along the mirror Hα and it has regular singularities along Hα.
Then we define the vector fields
Xα :=
eα + 1
eα − 1∂α∨
(notice that X−α = Xα) and consider for u, v ∈ h, such a second order
differential operator on OH◦ defined by
Dκu,v := ∂u∂v +
1
2
∑
α>0
kαα(u)α(v)Xα + ∂bκ(u,v) + a
κ(u, v).
It adds to the main linear second order term a lower order perturbation
which consists of a W -equivariant first order term and a W -invariant con-
stant. Notice that wDκu,vw
−1 = Dκwu,wv where w ∈W .
We want this system to define a projective structure on H◦. That means
for each multiplicity parameter κ and each equivariant bilinear map bκ as
above there exists a W -invariant bilinear form aκ such that the system of
differential equations Dκu,vf = 0 for all u, v ∈ h is integrable. It is obvious
that this projective structure is invariant under the action of W .
We associate to these data connections ∇κ = ∇0 + Ωκ on the cotangent
bundle of H◦ with Ωκ ∈ Hom(ΩH◦ ,ΩH◦ ⊗ ΩH◦) given by
Ωκ : ζ ∈ ΩH◦ 7→ 1
2
∑
α>0
kαζ(Xα)dα⊗ dα+ (Bκ)∗(ζ). (2.1)
Then taking the cue from Proposition 2.2, we define connections ∇˜κ = ∇˜0+
Ω˜κ on the cotangent bundle of H◦×C× with Ω˜κ ∈ Hom(ΩH◦×C× ,ΩH◦×C×⊗
ΩH◦×C×) given by
Ω˜κ :

ζ ∈ ΩH◦ 7→ 1
2
∑
α>0
kαζ(Xα)dα ⊗ dα+ (Bκ)∗(ζ)− ζ ⊗ dt
t
− dt
t
⊗ ζ,
dt
t
∈ ΩC× 7→ Aκ −
dt
t
⊗ dt
t
.
(2.2)
Here t is the coordinate for C× and Aκ and Bκ denote the translation
invariant tensor fields on H or H × C× defined by aκ and bκ respectively.
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According to (2.1), (2.2), we can write Ωκ and Ω˜κ explicitly:
Ωκ :=
1
2
∑
α>0
kαdα⊗ dα⊗Xα + (Bκ)∗,
Ω˜κ :=
1
2
∑
α>0
kαdα⊗ dα⊗Xα + (Bκ)∗ + cκ
∑
α>0
dα⊗ dα⊗ t ∂
∂t
−
∑
αi∈B
dαi ⊗ dt
t
⊗ ∂pi −
dt
t
⊗ dt
t
⊗ t ∂
∂t
−
∑
αi∈B
dt
t
⊗ dαi ⊗ ∂pi .
Here cκ is a constant for each κ such that Aκ = cκ
∑
α>0 dα ⊗ dα, B is
a fundamental system for R and pi is the dual basis of h to αi such that
αi(pj) = δ
i
j where δ
i
j is the Kronecker delta.
We immediately have the following fact.
Lemma 2.7. Let f ∈ OH◦ . ∇κ(df) + fAκ = 0 can be written out in the
form of the system of differential equations Dκu,vf = 0 for all u, v ∈ h, i.e.
(∂u∂v+
1
2
∑
α>0
kαα(u)α(v)
eα(h) + 1
eα(h)− 1∂α∨+∂bκ(u,v)+a
κ(u, v))f(h) = 0 ∀u, v ∈ h.
Proof. For ω ∈ Ω1(H◦), we have
∇κ(ω) = dω + 1
2
∑
α>0
kα
eα + 1
eα − 1dα⊗ dα · α
∨(ω) + (Bκ)∗(ω).
Its covariant derivative in direction v ∈ h is:
∇κv (ω) = ∂vω +
1
2
∑
α>0
kα
eα + 1
eα − 1dα · α(v)α
∨(ω) + (Bκv )
∗(ω).
Let ω = df , we have
∇κv(df) = ∂v(df) +
1
2
∑
α>0
kα
eα + 1
eα − 1dα · α(v)α
∨(df) + (Bκv )
∗(df)
= d(∂vf) +
1
2
∑
α>0
kα
eα + 1
eα − 1α(v) · ∂α∨f · dα+ (B
κ
v )
∗(df).
Now contraction with u:
∇κv (df)(u) = ∂u∂vf +
1
2
∑
α>0
kα
eα + 1
eα − 1α(u)α(v)∂α∨f + ∂bκ(u,v)f,
yields an element of OH◦ .
So, ∇κ(df) + fAκ = 0 is equivalent to
∂u∂vf +
1
2
∑
α>0
kαα(u)α(v)
eα + 1
eα − 1∂α∨f + ∂bκ(u,v)f + a
κ(u, v)f = 0 ∀u, v ∈ h

By Proposition 2.2, the integrability of the above system can be told
from whether the curvature of ∇κ, viewed as a OH◦ -homomorphism ∇κ∇κ:
ΩH◦ → Ω2H◦ ⊗ ΩH◦ , is given by wedging from the right with the symmetric
section −Aκ of ΩH◦ ⊗ΩH◦ : ζ 7→ −ζ ∧Aκ. Before we proceed to this, let us
first look at an example.
GEOMETRIC STRUCTURES ON TORIC ARRANGEMENT COMPLEMENTS 13
Example 2.8. We take a root system of type A2. We compute the curvature
form of the connection defined by this root system. For α, β, γ ∈ R+, we
write
Ω :=
eα + 1
eα − 1dα⊗ dα⊗ ∂α∨ +
eβ + 1
eβ − 1dβ ⊗ dβ ⊗ ∂β∨ +
eγ + 1
eγ − 1dγ ⊗ dγ ⊗ ∂γ∨ .
∇ = ∇0 +Ω such that ∇0(dα) = 0.
Here we let kα = 2 for all α and k
′ = 0.
Let ζ = c1dα+ c2dβ ∈ ΩH◦ , then we have
∇(ζ) = e
α + 1
eα − 1dα⊗ζ(∂α∨)dα+
eβ + 1
eβ − 1dβ⊗ζ(∂β∨)dβ+
eγ + 1
eγ − 1dγ⊗ζ(∂γ∨)dγ,
and furthermore,
∇∇(ζ)
=− e
α + 1
eα − 1dα ∧ ∇(ζ(∂α∨)dα) −
eβ + 1
eβ − 1dβ ∧ ∇(ζ(∂β∨)dβ)
− e
γ + 1
eγ − 1dγ ∧ ∇(ζ(∂γ∨)dγ)
=− e
α + 1
eα − 1dα ∧ ζ(∂α∨)
(eα + 1
eα − 1dα⊗ ∂α∨(dα)dα +
eβ + 1
eβ − 1dβ ⊗ ∂β∨(dα)dβ
+
eγ + 1
eγ − 1dγ ⊗ ∂γ∨(dα)dγ
)
− e
β + 1
eβ − 1dβ ∧ ζ(∂β∨)
(eα + 1
eα − 1dα⊗ ∂α∨(dβ)dα +
eβ + 1
eβ − 1dβ ⊗ ∂β∨(dβ)dβ
+
eγ + 1
eγ − 1dγ ⊗ ∂γ∨(dβ)dγ
)
− e
γ + 1
eγ − 1dγ ∧ ζ(∂γ∨)
(eα + 1
eα − 1dα⊗ ∂α∨(dγ)dα +
eβ + 1
eβ − 1dβ ⊗ ∂β∨(dγ)dβ
+
eγ + 1
eγ − 1dγ ⊗ ∂γ∨(dγ)dγ
)
,
then making use of α+ β + γ = 0 and dα∧ dβ = dβ ∧ dγ = dγ ∧ dα, we can
write the curvature form as follows,
∇∇ =− e
α + 1
eα − 1
eβ + 1
eβ − 1dα ∧ dβ ⊗ (dα ⊗ ∂β∨ − dβ ⊗ ∂α∨)
− e
γ + 1
eγ − 1
eα + 1
eα − 1dγ ∧ dα⊗ (dγ ⊗ ∂α∨ − dα⊗ ∂γ∨)
− e
β + 1
eβ − 1
eγ + 1
eγ − 1dβ ∧ dγ ⊗ (dβ ⊗ ∂γ∨ − dγ ⊗ ∂β∨)
=− dα ∧ dβ ⊗ (dβ ⊗ ∂α∨ − dα⊗ ∂β∨).
Then let
A = dα⊗ dα+ dβ ⊗ dβ + dγ ⊗ dγ
= 2dα ⊗ dα+ 2dβ ⊗ dβ + dα⊗ dβ + dβ ⊗ dα,
we can easily verify that
∇∇(ζ) = −ζ ∧A.
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Since Ωκ and Ω˜κ take values in the symmetric tensors, the connections
they define are torsion free. The inversion involution of H◦ × C× acts on
its space of logarithmic differentials, so that the latter decomposes into its
subspace of invariants and the subspace of anti-invariants. The collection
{eα+1eα−1dα}α∈R+ consists of linearly independent invariants, whereas the anti-
invariants are the translation invariant differentials {dα}α∈R+ . In particular,
Ω˜κ is logarithmic (in the sense that its matrix entries are logarithmic differ-
entials) and is uniquely given by the form (2.2). An associated connection
∇κ on the cotangent bundle of H◦ is given by the corresponding connection
matrix Ωκ.
Since the system of differential equations defined byDκu,v can be expressed
as ∇κ(df) + fAκ = 0 according to Lemma 2.7, then the integrability of the
system can be connected to the curvature of ∇κ as follows.
Theorem 2.9. Let f ∈ OH◦. The system of n(n+1)/2 linearly independent
differential equations
(∂u∂v+
1
2
∑
α>0
kαα(u)α(v)
eα(h) + 1
eα(h)− 1∂α∨+∂bκ(u,v)+a
κ(u, v))f(h) = 0 ∀u, v ∈ h
(2.3)
is an integrable system on H◦ if and only if −Aκ represents the curvature of
∇κ, where Aκ is the translation invariant tensor field on H◦ defined by aκ.
Proof. From Lemma 2.3, we can know that the function f˜(z, t) := c+ f(z)t
has a flat differential relative to ∇˜κ if and only if f ∈ OH◦ satisfying∇κ(df)+
fAκ = 0. Moreover the integrability of the system can be guaranteed by
that −Aκ represents the curvature of ∇κ. 
We call (2.3) the special hypergeometric system with multiplicity param-
eter κ.
In fact, for each system there exists an Aκ such that ∇κ∇κ(ζ) = −ζ∧Aκ.
The direct verification of this fact will be done in another paper, while here
we shall see the integrability of this system by checking the flatness of ∇˜κ
in the following section by another way.
2.3. Flatness of ∇˜κ. We want to see whether or not ∇˜κ is indeed flat. For
this we wish to apply the flatness criterion (1.2) of [17] to ∇˜κ. Here we
restate the criterion as follows.
Lemma 2.10. Let U be a connected complex manifold. Suppose that U ⊃ U
is a smooth projective compactification of U which adds to U a simple normal
crossing divisor D whose irreducible components Di are smooth. Suppose
that U has no nonzero regular 2-forms and that any irreducible component
Di has no nonzero regular 1-forms. Then a logarithmic connection E on the
trivial vector bundle U × V over U is flat if and only if for every intersec-
tion I of two distinct irreducible components of D, the sum
∑
Di⊃I
ResDiE
commutes with each of its terms ResDiE (Di ⊃ I).
Proof. First we prove the following fact.
Assertion: The condition that [
∑
Di⊃I
ResDiE,ResDiE] = 0 is equivalent
to ResIResDiR(∇) = 0.
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The connection E on U could be locally written as
E =
∑
i
fi
dli
li
⊗ Ei +
∑
i
ωi ⊗E′i,
where fi’s are holomorphic functions, Di is given by li = 0, ωi’s are holo-
morphic 1-forms and Ei’s, E
′
i’s are the endomorphisms of V . Then we have
ResDiE = fi|li=0Ei
and
E ∧ E =
∑
i,j
fifj
dli
li
dlj
lj
⊗EiEj +
∑
i,j
fi
dli
li
∧ ωj ⊗ (EiE′j − E′jEi)
+
∑
i,j
ωiωj ⊗ E′iE′j
=
∑
i<j
fifj
dli
li
dlj
lj
⊗ (EiEj − EjEi) +
∑
i,j
fi
dli
li
∧ ωj ⊗ (EiE′j −E′jEi)
+
∑
i,j
ωiωj ⊗ E′iE′j.
Then
ResDiE ∧ E =
∑
j:j 6=i
fifj
dlj
lj
|li=0 ⊗ (EiEj − EjEi) +
∑
j:j 6=i
fiωj ⊗ [Ei, E′j ],
As I ⊂ Di is given by Dj ∩Di for any j 6= i with Dj ⊃ I, we have
ResIResDiE ∧ E =
∑
j:Dj⊃I,j 6=i
fifj|I(EiEj − EjEi) =
∑
j:Dj⊃I,j 6=i
fifj|I [Ei, Ej ] = [fi|IEi,
∑
j
fj|IEj ] = [ResDiE,
∑
ResDjE].
Since the double residue of dE is obviously zero (any term of dE is of at
most simple pole), the assertion follows.
Let’s continue to prove the lemma. Necessity is obvious, but it is also
sufficient: If the double residue of R(∇) is equal to zero, then ResDiR(∇)
has no pole along I ⊂ Dj ∩ Di for ∀Dj 6= Di , hence ResDiR(∇) has as
coefficients regular 1-form along Di, but there is no nonzero regular 1-form
along Di, we then have ResDiR(∇) = 0. Again, R(∇) has no pole along Di,
hence R(∇) has as coefficients regular 2-form everywhere, but there is no
nonzero regular 2-form on U , we then have R(∇) = 0. 
From the lemma above, we can see that it requires a compactification of
H◦ ×C× with a boundary which is arrangement-like in order to invoke the
flatness criterion. We shall take this to be of the form HˆΣ × P1, where the
first factor is defined below.
Recall that H has a unique Q-structure which is split, i.e., for which
H(Q) is isomorphic to a product of copies of Q×. Each homomorphism
u : C× → H defines a tangent vector Du(t ∂∂t) ∈ h(Q) and these tangent
vectors span a lattice Xˇ(H) ⊂ h(Q), called the cocharacter lattice. We shall
identify Xˇ(H) with Hom(C×,H) = P∨.
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Since the hα’s are defined over Q, they cut up h(R) according to a rational
cone decomposition Σ. The latter determines a compact torus embedding
H ⊂ Hˆ whose boundary is a union of toric divisors, indexed by the one-
dimensional faces of Σ. We denote by Π the set of primitive elements of
Xˇ(H) in spanning a face of Σ and associate an element p of Π with a
boundary divisor Dp at the place of infinity. Our assumption that e
α is
primitive in X(H) = Q implies that Hα is connected and hence irreducible.
So an irreducible component of Hˆ −H◦ is now either the closure Hˆα in Hˆ
of some Hα or is equal to some Dp with p ∈ Π.
Two distinct boundary divisors meet precisely when the corresponding
one dimensional faces of Σ span a two dimensional face. Clearly, the divisors
(t = 0) and (t =∞) meet all other divisors, and Hˆα meets Dp if and only if
α(p) = 0.
We shall not make any notational distinction between a connection on
the cotangent bundle of H◦ × C× and the associated one on its tangent
bundle, i.e., the connection on its tangent bundle is also denoted by ∇˜κ. In
fact, the associated (dual) connection on the tangent bundle of H◦ × C×
is characterized by the property that the pairing between vector fields and
differentials is flat. So its connection form is −(Ω˜κ)∗.
The residue of (Ω˜κ)∗ along these divisors are as follows: define elements
of End(h) ⊂ End(h⊕ C) by
uα := kα(α
∨ ⊗ α),
Ux := −1
4
∑
α∈R
|α(x)|uα, x ∈ h(R).
So u−α = uα and U−x = Ux. Notice the dependence of Ux on x is piecewise
linear (relative to Σ) and continuous. For z ∈ h, we define bκz ∈ End(h) and
aκz ∈ h∗ as follows:
bκz (w) := b
κ(z, w),
aκz (w) := a
κ(z, w).
We first need to compute the following residues.
Notice that dα = d(log eα) = de
α
eα and the mappings:
C×
γp−→H eα−→ C×
t 7→ tα(p),
we have
ResHˆα×P1
eα + 1
eα − 1dα = Res(eα=1)
eα + 1
eα − 1
d(eα − 1)
eα
= 2,
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ResDp×P1
eα + 1
eα − 1dα = Rest=0γ
∗
p(
eα + 1
eα − 1
deα
eα
)
= Rest=0
tα(p) + 1
tα(p) − 1α(p)
dt
t
=
{
tα(p)+1
tα(p)−1
α(p)dtt = −α(p) if α(p) > 0
1+t−α(p)
1−t−α(p)
α(p)dtt = +α(p) if α(p) < 0
= −|α(p)|,
ResDp×P1dα = Rest=0γ
∗
p(
deα
eα
)
= Rest=0α(p)
dt
t
= α(p);
then we can compute
ResHˆα×P1(Ω˜
κ)∗ =
1
2
Res(eα=1)kα
eα + 1
eα − 1dα · α
∨ ⊗ α
= kα(α
∨ ⊗ α)
= uα,
ResDp×P1(Ω˜
κ)∗
=
1
4
∑
α∈R
ResDp×P1kα
eα + 1
eα − 1dα · α
∨ ⊗ α+ResDp×P1Bκ
+ cκ
∑
α>0
ResDp×P1dα · t
∂
∂t
⊗ α−
∑
αi∈B
ResDp×P1dαi · pi ⊗
dt
t
=
1
4
∑
α∈R
kα(−|α(p)|α∨ ⊗ α) + ResDp×P1Bκ
+ cκ
∑
α>0
α(p) · t ∂
∂t
⊗ α−
∑
αi∈B
αi(p) · pi ⊗ dt
t
=Up + b
κ
p + t
∂
∂t
⊗ aκp − p⊗
dt
t
,
and
Rest=0(Ω˜
κ)∗ = Rest=0(−dt
t
) · t ∂
∂t
⊗ dt
t
+
∑
αi∈B
Rest=0(−dt
t
) · pi ⊗ αi
= −t ∂
∂t
⊗ dt
t
−
∑
αi∈B
pi ⊗ αi
= −1C − 1h
= −1h⊕C
= −Rest=∞(Ω˜κ)∗.
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We shall sometimes drop κ from ∇κ, ∇˜κ, aκ and bκ when no confusion
arises, but we need to bear in mind all these notations appearing in what
follows in this section depend on κ unless other specified.
Having these residues on hand and making use of Lemma 2.10, we have
the flatness criterion for ∇˜ as follows.
Lemma 2.11. The connection ∇˜ is flat (and thus defines an affine structure
on H◦ × C×) if and only if the following conditions hold:
(1) for every rank two sublattice L ⊂ Q, the sum ∑α∈R∩L uα commutes
with each of its terms,
(2) each uα is self-adjoint relative to a (equivalently: a(α
∨, z) = cαα(z)) for
some cα ∈ C),
(3) for every z ∈ h, bz is self-adjoint relative to a (equivalently: a(b(z1, z2), z3)
is symmetric in its arguments),
(4) if α(p) = 0, then
(a) [uα, Up] = 0 and
(b) [uα, bp] = 0,
(5) if p, q ∈ Π span a two dimensional face of Σ, then
(a) [Up, bq] = [Uq, bp] and
(b) [Up, Uq] + [bp, bq] = p⊗ aq − q ⊗ ap.
Proof. From Lemma 2.10, we can know that the connection is flat if and
only if the Ω˜∗-residues along the added divisors have the property that
the collection of Ω˜∗-residues of divisors passing through any preassigned
codimension two intersection has a sum which commutes with each of its
terms. We write this out for the present case.
For an intersection E×P1 of two distinct divisors of type Hˆα×P1 we get
(1): the characters of H that are trivial on E make up a primitive rank two
sublattice L ofQ and R∩L is the set of α ∈ R for which Hˆα ⊃ E. Conversely,
for any rank two sublattice L ⊂ Q which contains two independent elements
of R, ∩α∈R∩LHˆα is nonempty and of codimension two in Hˆ, then the sum∑
α∈R∩L uα commutes with each of its terms.
The intersection of Hˆα×P1 and Dp×P1 is nonempty only if α(p) = 0 and
in that case no other boundary divisor will contain that intersection; since
[Up + bp + t
∂
∂t
⊗ ap − p⊗ dt
t
, uα]
=[Up + bp, uα] + kα(a(p, α
∨)t
∂
∂t
⊗ α
− α(t ∂
∂t
)α∨ ⊗ ap − dt
t
(α∨)p⊗ α+ α(p)α∨ ⊗ dt
t
)
=[Up + bp, uα] + kαa(p, α
∨)t
∂
∂t
⊗ α,
this yields [Up + bp, uα] = 0 and the condition that a(p, α
∨) = 0 when
α(p) = 0. Since U−p = Up and b−p = −bp, we get (4). The hyperplane hα
is spanned by its intersection with Π. So the fact that a(α∨, p) = 0 for all
p ∈ Π with α(p) = 0 implies that a(α∨, y) = cαα(y) for some cα. This tells
us that a(uα(z), w) = cαα(z)α(w) is symmetric in z and w, in other words,
uα is self-adjoint relative to a. Conversely, if uα is self-adjoint relative to a,
then clearly, a(α∨, p) = 0 when α(p) = 0. So this amounts to (2).
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The intersection of Dp×P1 and Dq×P1 with p and q distinct is nonempty
only if p and q span a two dimensional face. In that case,
[Up + bp + t
∂
∂t
⊗ ap − p⊗ dt
t
, Uq + bq + t
∂
∂t
⊗ aq − q ⊗ dt
t
] =
[Up + bp, Uq + bq]− p⊗ aq + q ⊗ ap + t ∂
∂t
⊗ (ap(Uq + bq)− aq(Up + bp)).
(We used that a(p, q), b(p, q) and Up(q) = −12
∑
α∈R:α(p)>0,α(q)>0 kαα(p)α(q)α
∨
are symmetric in p and q.) We thus have [Up+bp, Uq+bq] = p⊗aq−q⊗ap and
(ap(Uq+bq)−aq(Up+bp)). If we take its invariant and anti-invariant part in
the former equality,we immediately have [Up, Uq]+[bp, bq]+[Up, bq]−[Uq, bp] =
p ⊗ aq − q ⊗ ap and [Up, Uq] + [bp, bq]− [Up, bq] + [Uq, bp] = p ⊗ aq − q ⊗ ap,
this yields (5). The latter is equivalent to a(p, Uq(z)+b(q, z)) = a(q, Up(z)+
b(p, z)) for all z. Since uα is self-adjoint relative to a, Up is self-adjoint rel-
ative to a as well, we then have a(p, Uq(z)) = a(Uq(p), z) = a(Up(q), z) =
a(q, Up(z)). The latter condition hence simplifies to a(p, b(q, z)) is symmet-
ric in p and q. Since b itself is symmetric and p and q are basis roots of P∨,
we get (3).
The residue on the divisors defined by t = 0 and t = ∞ are scalars and
hence yield no conditions. 
Remark 2.12. Following [6], Condition (1) is precisely what one needs in
order that for every sublattice L of X(H) spanned by elements of R the
‘linearized connection’ on h − ∪α∈R∩Lhα defined by the End(h)-valued dif-
ferential
ΩL :=
∑
α∈R∩L
kα
dα
α
⊗ πα
be flat. According to loc. cit., it is also true that the sum
∑
α∈R∩L kαπα
commutes with each of its terms. If a is defined over R and positive definite,
then Conditions (1) and (2) define a Dunkl system in the sense of [6].
Now we need to verify these conditions of Lemma 2.11 in order to show
that the connection ∇˜ in our case is flat if we choose an appropriate bi-
linear form a. But before we proceed to that, it is absolutely necessary to
investigate the toric Lauricella case which gives a hint on these conditions.
Example 2.13 (The toric Lauricella case). Let N := {1, 2, · · · , n+ 1} and
assign each i ∈ N a positive real number µi. Label the standard basis of
Cn+1 as ε1, · · · , εn+1. We endow Cn+1 with a bilinear form as a(z, w) :=∑n+1
i=1 µiz
iwi where z is given by z =
∑
ziεi. Let h be the quotient of
Cn+1 by its main diagonal ε := C
∑
εi, but we may often identify it with
the orthogonal complement of the main diagonal in Cn+1, that is, with the
hyperplane defined by
∑
µiz
i = 0. We take our α’s to be the collection
αi,j := (zi − zj)i 6=j where zi is the dual basis of εi in h∗. We associate each
αi,j a vi,j := vzi−zj := µjεi − µiεj .
We immediately notice that the set R := {αi,j} generates a discrete sub-
group of h∗ whose R-linear span defines a real form h(R) of h. It’s easy
to show that a(vi,j , β) = 0 for any β ∈ ker(αi,j). According to [6], for
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every rank two subgroup L of the lattice generated by R,
∑
R∩L uαi,j com-
mutes with each of its terms, if uαi,j is the endomorphism of h defined by
uαi,j (z) = αi,j(z)vi,j .
We still denote by Π the set of primitive elements of the cocharacter
lattice in spanning a face of the rational cone decomposition Σ. Then the
elements of Π correspond to proper subsets I of N :
pI :=
µI′
µN
εI − µI
µN
εI′
where I ′ is the complement set of I in N , µI :=
∑
i∈I µi, and εI :=
∑
i∈I εi.
Let Ux :=
∑
αi,j∈R:αi,j(x)>0
αi,j(x)uαi,j . Notice that αi,j(pI) > 0 if and
only if i ∈ I and j ∈ I ′, its value then being 1. Put UI := UpI , we thus have:
UI(z) =
∑
i∈I,j∈I′
(zi − zj)(µjεi − µiεj)
= µI′
∑
i∈I
ziεi −
∑
j∈I′
µjz
j
∑
i∈I
εi −
∑
i∈I
µiz
i
∑
j∈I′
εj + µi
∑
j∈I′
zjεj
= (µI′
∑
i∈I
ziεi − (
∑
j∈I′
µjz
j)εI) + (µI
∑
j∈I′
zjεj − (
∑
i∈I
µiz
i)εI′).
Notice that the coefficients of εk and εl are the same whenever k, l are both
in I or both in I ′ and z ∈ ker(αk,l). In other words, αk,l(UI(z)) = 0 for
z ∈ ker(αk,l) whenever αk,l(pI) = 0.
We also find that
UI(pI) = µNpI .
Notice that pI and pJ span a face if and only if I and J satisfy an inclusion
relation: I ⊂ J or I ⊃ J . A straightforward computation shows that
UJ(pI) = UI(pJ) = µJ ′pI + µIpJ ,
a(pI , pJ) =
µIµJ ′
µN
,
[UI , UJ ](z) = µN (a(z, pJ )pI − a(z, pI)pJ).
There actually exists a nonzero cubic form in this case. Let f˜ : Cn+1 → C
be defined by f˜(z) :=
∑
µi(z
i)3 and take for f : h → C its restriction to h.
The partial derivative of f˜ with respect to vi,j is 3µjµi(z
2
i − z2j ), which is
divisible by αi,j.
The symmetric bilinear map b˜ : Cn+1×Cn+1 → Cn+1 is given by b˜(εi, εj) :=
δijεi. Then the map b : h × h → h corresponding to f is the restriction of
π ◦ b˜ to h× h among which π : Cn+1 → h is the orthogonal projection from
Cn+1 to h. We also find that a(b˜(z, z), z) = f˜(z) and a(b(z, z), z) = f(z) .
So if we write b˜i(z) for b˜(εi, z), we can write b˜i as b˜i = εi ⊗ zi. If we write
bi,j(z) for b(vi,j, z), then
bi,j = µjεi ⊗ zi − µiεj ⊗ zj − µiµj
µN
εN ⊗ (zi − zj).
If we write ai,j(z) = a(vi,j, z), then ai,j = µiµj(zi − zj), we can verify
that [bi,j, bk,l] = −µ−1N (vi,j ⊗ ak,l − vk,l ⊗ ai,j). Hence we have [bz, bw] =
−µ−1N (z ⊗ aw − w ⊗ az).
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We first verify the conditions about the bilinear map b in Lemma 2.11
since as Lemma 2.5 says, a nonzero b only exists for a root system of type
An.
Lemma 2.14. The conditions (3), (4)(b) and (5)(a) of Lemma 2.11 hold
for a root system of type An.
Proof. Now we let all µi equal to 1 in the above example, then the above
example becomes the case of a root system of type An. Since the dimension
of Hom(Sym2h, h)W is just 1, then the b0 =
∑
α>0 α ⊗ α ⊗ α′ given in
Lemma 2.5 is just a multiple of b given in the above example. We thus have
bi,j(z) = z
iεi − zjεj − 1n+1(zi − zj)εN . If i < j < k, then
a(bi,j(z), εj − εk) = −zj = a(bj,k(z), εi − εj);
if i, j, k, l are pairwise distinct, then
a(bi,j(z), εk − εl) = 0.
Since {εi − εi+1 | i = 1, 2, · · · , n} is a basis of h, Condition (3) holds.
It’s obvious that uα is self-adjoint relative to a where vα := kαα
∨. This is
equivalent to a(z, vα) = cαα(z) for some cα ∈ C. Since a(b(z, z), z) = f(z)
and ∂α∨f is divisible by α for each α ∈ R, there exists a gα ∈ h∗ such that
a(vα, b(z, w)) = α(z)gα(w) + α(w)gα(z). If p ∈ hα, then
a(w, bpuα(z)) = α(z)a(w, b(p, vα)) = α(z)a(vα, b(p,w)) = α(z)α(w)gα(p),
but also
a(w, uαbp(z)) = a(uα(w), b(p, z)) = α(w)a(vα, b(p, z)) = α(w)α(z)gα(p).
This yields Condition (4)(b): [uα, bp] = 0.
If p ∈ hα(R) spans a 1-face, then bpuα = uαbp implies that α(z)bp(vα) =
bpuα(z) = uαbp(z) = α(bp(z))vα. This shows that bp has vα as an eigenvec-
tor, with eigenvalue λp,α, say. It could also be written as: bvα(p) = λp,αvα.
Since hα is generated by the 1-faces it contains, it follows that there is a
unique linear form λα on hα such that bvα(z) = λα(z)vα for all z ∈ hα.
Choose v′α ∈ h such that λα(z) = a(v′α, z) for all z ∈ hα. We can see
that this v′α is unique up to a multiple of vα since hα is the a-orthogonal
complement of vα. So bvα has rank at most two and will be of the form
bvα(z) = a(v
′
α, z)vα + a(vα, z)v
′′
α for some v
′′
α ∈ h. Since bvα is self-adjoint
relative to a, a(bvα(z), w) = a(v
′
α, z)a(vα, w) + a(vα, z)a(v
′′
α, w) is symmetric
in z and w. This means v′′α and v
′
α differ by a multiple of vα. So by a suitable
choice of v′α, we can arrange that v
′
α = v
′′
α. Then
a(bvα(z), w) = a(v
′
α, z)a(vα, w) + a(vα, z)a(v
′
α, w)
= cα(a(v
′
α, z)α(w) + α(z)a(v
′
α, w)).
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Let p, q ∈ h(R) span a face of Σ. Then
a(bq(z),Up(w))
= −1
2
∑
α:α(p)>0
α(p)α(w)a(bq(z), vα)
= −1
2
∑
α:α(p)>0
α(p)α(w)a(bvα (z), q)
= −1
2
∑
α:α(p)>0
cαα(p)α(w)(a(v
′
α , z)α(q) + α(z)a(v
′
α, q))
= −1
2
∑
α:α(p)>0
cα(α(p)α(q)a(v
′
α, z)α(w) + α(p)a(v
′
α, q)α(z)α(w)).
Since Up is self-adjoint relative to a, hence
a([Up, bq](z), w) = a(bq(z), Up(w)) − a(bq(w), Up(z))
= −1
2
∑
α:α(p)>0
cαα(p)α(q)(a(v
′
α , z)α(w) − α(z)a(v′α, w)).
This is symmetric in p and q, because α(p) > 0 implies α(q) ≥ 0 and
the terms with α(q) = 0 vanish. So Condition (5)(a) holds: [Up, bq] =
[Uq, bp]. 
Now we need to verify the other conditions for all the reduced irreducible
root systems.
Theorem 2.15. The connection ∇˜ defined in (2.2) is flat if we choose an
appropriate bilinear form a, and hence the connection ∇ defines a projective
structure on H◦.
Proof. By Lemma 2.5, Conditions (3), (4)(b) and (5)(a) are empty and
[bp, bq] = 0 for all types other than An. So we only need to verify those
remaining conditions in Lemma 2.11.
Because W acts irreducibly on the space spanned by L, hence by Schur’s
lemma the sum
∑
α∈R∩L uα acts as a scalar operator, Condition (1) is thus
satisfied. And there always exists a nondegenerate symmetric bilinear form
a : h× h→ R such that α∨ is a-perpendicular to ker(α), i.e., a(α∨, p) = 0 if
α(p) = 0. This implies Condition (2).
As the reflection sα and uα have the relation: uα = kα(1 − sα), uα
commutes with Up is equivalent to that sα commutes with Up. While
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sαuβs
−1
α = usα(β), we have
sαUps
−1
α = sα(−
1
4
∑
β∈R
|β(p)|uβ)s−1α
= −1
4
∑
β∈R
|s2α(β)(p)|usα(β)
= −1
4
∑
β′∈R
|sα(β′)(p)|uβ′ (here we let β′ = sα(β))
= −1
4
∑
β′∈R
|β′(sα(p))|uβ′
= −1
4
∑
β′∈R
|β′(p)|uβ′ (here sα(p) = p because α(p) = 0)
= Up.
So Condition (3) follows.
If p ∈ hα, then Up preserves hα and since Up is self-adjoint relative to
a, Up will have α
∨ as an eigenvector. Since Cp + Cq is an intersection of
hyperplanes hα, the a-orthogonal complement of Cp+Cq is spanned by the
vectors α∨ it contains. Hence we have a common eigenspace decomposition
of this subspace for Up and Uq. In particular, these endomorphisms commute
there. Since [Up, Uq] is an element of the Lie algebra of the orthogonal group
of a whose kernel contains the a-orthogonal complement of Cp + Cq, it is
necessarily a multiple of p ⊗ aq − q ⊗ ap, i.e., [Up, Uq] = λ(p ⊗ aq − q ⊗ ap).
But for each pair of (p, q), we can choose a chamber C, a member of Σ
that is open and nonempty in h(R), and this pair of (p, q) could be pulled
back by an element of W to some 2-face of the closure of the chamber C¯.
Notice Ux is continuous on C¯ and the map (x, y) 7→ [Ux, Uy] is bilinear on
C¯ × C¯, we can know that all the pair of [Up, Uq] share the same coefficient
of λ. In particular, for R of types other than An, we can normalize a such
that λ becomes equal to 1. For R of type An, we know that [bp, bq] is also a
multiple of p ⊗ aq − q ⊗ ap and share the same coefficient µ for any pair of
(p, q) from Example 2.13, so we can also normalize a such that λ + µ = 1.
Then, Condition (4) is satisfied. 
In fact, we can write out the explicit form of aκ in terms of a given inner
product (·, ·) according to Condition (5)(b) of Lemma 2.11 if we want to
construct a projective structure on H◦.
Theorem 2.16. If we use the construction of root systems in Bourbaki and
take the inner product (·, ·) such that (εi, εj) = δij , then the aκ such that ∇˜κ
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is flat is given as follows:
An : a
κ(u, v) =
(n+ 1)
4
(k2 − k′2)(u, v);
Bn : a
κ(u, v) = ((n− 2)k2 + kk′)(u, v);
Cn : a
κ(u, v) = ((n− 2)k2 + 2kk′)(u, v);
Dn : a
κ(u, v) = (n− 2)k2(u, v);
En : a
κ(u, v) = ck2(u, v); c = 6, 12, 30 for n = 6, 7, 8;
F4 : a
κ(u, v) = (k + k′)(2k + k′)(u, v);
G2 : a
κ(u, v) =
3
4
(k + 3k′)(k + k′)(u, v).
Proof. We already know that aκ is a multiple of the given inner product by
the Schur’s lemma if R is irreducible. Then it’s a straightforward computa-
tion by Condition (5)(b) of Lemma 2.11: [Up, Uq]+ [bp, bq] = p⊗aκq − q⊗aκp .
In fact, the aκ for type An can be obtained directly from Example 2.13.
Let’s determine the aκ for type Cn for example. Put p := ε1+ · · ·+εs and
q := ε1+ · · ·+ εt. Assume that s < t without loss of generality. It’s obvious
that (p, p) = s and (p, q) = s. A straightforward computation shows that
Up(εm) = −(((n− 2)k + 2k′)εm + kp) for 1 ≤ m ≤ s;
Up(εm) = −skεm for s+ 1 ≤ m ≤ n.
Then we have
Up(p) = −((n − 2 + s)k + 2k′)p;
Up(q) = Uq(p) = −((n− 2)k + 2k′)p + skq);
Uq(q) = −((n − 2 + t)k + 2k′)q.
Hence
[Up, Uq](p) = sk((n− 2)k + 2k′)p− sk((n − 2)k + 2k′)q.
We thus have
aκ(u, v) = ((n− 2)k2 + 2kk′)(u, v).
The calculation for all the cases can be found on the corresponding website
[24]. 
Therefore, we have constructed a W -invariant projective structure on H◦
where H is an adjoint torus.
3. Hyperbolic structures
In this section, we show that the toric arrangement complement H◦ ad-
mits a hyperbolic structure when κ lies in some region so that its image
under the projective evaluation map lands in a complex ball. In Section
3.1, we review the basic theory of geometric structures with logarithmic
singularities. In Section 3.2, we compute the eigenvalues of the residue en-
domorphisms along those added divisors, which almost equals to obtaining
the logarithmic exponents along those divisors. In Section 3.3, we use the
method of reflection representation to investigate the corresponding Hermit-
ian form so that we can determine the hyperbolic region for H◦. In Section
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3.4, we set up the (projective) evaluation map and even give out the evalu-
ation map around those divisors in the form of local coordinates. In Section
3.5, we provide a proof showing that the dual Hermitian form is greater
than 0 when κ lies in the hyperbolic region which means its image under
the projective evaluation map lands in a complex ball.
3.1. Geometric structures with logarithmic singularities. We shall
in this section introduce the geometric structures on a complex manifold in
a very brief way. A good exposition on this topic is Chapter 1 of [6].
Let N be a connected complex manifold and N˜ → N be a holonomy
covering and denote its Galois group by Γ. So Aff(N˜) := H0(N˜ ,AffN˜ ) is a
Γ-invariant vector space of affine-linear functions on N˜ . Then the set A of
linear forms Aff(N˜)→ C which are the identity on C is an affine Γ-invariant
hyperplane in Aff(N˜)∗.
Definition 3.1. Given a holonomy cover as above, the evaluation map ev :
N˜ → A which assigns to z˜ the linear form evz˜ ∈ A : Aff(N˜ )→ C; f˜ 7→ f˜(z˜)
is called the developing map of the affine structure; it is Γ-equivariant and
a local affine isomorphism.
This tells us that a developing map determines a natural affine atlas on
N whose charts take values in A and whose transition maps lie in Γ.
Definition 3.2. Suppose an affine structure is given on a complex manifold
N by a torsion free, flat connection ∇. A nowhere zero holomorphic vector
field E on N is called a dilatation field with factor λ ∈ C, where ∇X(E) =
λX for every local vector field X.
If X is flat, then the torsion freeness yields: [E,X] = ∇E(X)−∇X (E) =
−λX. This tells us that Lie derivative with respect to E acts on flat vector
fields simply as multiplication by −λ. Hence it acts on flat differentials as
multiplication by λ.
Let h be a flat Hermitian form on the tangent bundle of N such that
h(E,E) is nowhere zero. Then the leaf space N/E of the dimension one
foliation induced by E inherits a Hermitian form hN/E in much the same
way as the projective space of a finite dimensional Hilbert space acquires its
Fubini-Study metric. We are especially interested in the case when hN/E is
positive definite:
Definition 3.3. Let N be a complex manifold with an affine structure and
there is a dilatation field E on N with factor λ. We say that a flat Hermitian
form h on N is admissible relative to E if it is in one of the following three
cases:
(1) elliptic: λ 6= 0 and h > 0;
(2) parabolic: λ = 0 and h ≥ 0 with kernel spanned by E;
(3) hyperbolic: λ 6= 0, h(E,E) < 0 and h > 0 on E⊥.
Then the leaf space N/E acquires a metric hN/E of constant holomorphic
sectional curvature, for it is locally isometric to a complex projective space
with Fubini-Study metric, to a complex-Euclidean space or to a complex-
hyperbolic space respectively.
26 DALI SHEN
In order to understand the behavior of an affine structure near a given
smooth subvariety of its singular locus, we need to blow up that subvariety
so that we are dealing with the codimension one case. Let’s first look at the
simplest degenerating affine structures as follows which is also in [6].
Definition 3.4. Let D be a smooth connected hypersurface in a complex
manifold N and an affine structure on N −D is endowed. We say that the
affine structure on N−D has an infinitesimally simple degeneration along D
of logarithmic exponent λ ∈ C if
(1) ∇ extends to ΩN (logD) with a logarithmic pole along D,
(2) the residue of this extension along D preserves the subsheaf ΩD ⊂
ΩN (logD)⊗OD and its eigenvalue on the quotient sheaf OD is λ,
and
(3) the residue endomorphism restricted to ΩD is semisimple and all of its
eigenvalues are λ or 0.
We have the following local model for the behavior of the developing map
for such a degenerating affine structure [6].
Proposition 3.5. Let be given a smooth connected hypersurface D in a
complex manifold N , an affine structure on N−D and a point p ∈ D. Then
the infinitesimally simple degeneration along D at p of logarithmic exponent
λ ∈ C can also be described in the form of local coordinates.
Namely, there exists a local equation t for D and a local chart
(F0, t, Fλ) : Np → (T0 ×C× Tλ)(0,0,0)
(Tλ incorporates into T0 when λ = 0), where T0 and Tλ are vector spaces,
such that the developing map near p is affine equivalent to a multivalued map
for which the explicit form can be found in Proposition 1.10 of [6], depending
on whether λ is a non-integer, a positive integer, a negative integer, or zero.
In fact, we need to understand what happens in case D is a normal cross-
ing divisor in the complex manifold N and the affine structure on N − D
degenerates infinitesimally simply along some irreducible component of D.
Proposition 3.6 ([6]). Let be given a complex manifold N with a simple
normal crossing divisor D on it, whose irreducible components D1, · · · ,Dk
are smooth. An affine structure on N − D is endowed with infinitesimally
simply degeneration along Di of logarithmic exponent λi. Suppose that λi >
−1 and that the holonomy around Di is semisimple unless λi = 0. Let p
be a point of ∩Di. Then λi 6= 0 for i < k and the local affine retraction ri
at the generic point of Di extends to ri : Np → Di in such a manner that
rirj = ri for i < j.
This proposition makes it possible to perform the so-called Looijenga com-
pactifiaction on an arrangement complement, determined by the arrange-
ment. For this operation to be done, we first need to carry out a sequence of
iterated blowups in terms of the intersection lattice of the arrangement so as
to get a big resolution. Via this we shall arrive at the situation mentioned
in the proposition. Then we can contract those exceptional divisors to get
the Looijenga compactification without worrying about the compatibility
of their local affine formations. This very technical process, a successive
blowups followed by contractions, can be found in [18].
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3.2. Eigenvalues of the residue endomorphisms. We can see from the
preceding section that it is important to know that the eigenvalues of the
residue maps of the connection ∇˜κ. Those residues are as follows from the
last section.
ResHˆα×P1(Ω˜
κ)∗ = uα,
ResDp×P1(Ω˜
κ)∗ = Up + b
κ
p + t
∂
∂t
⊗ aκp − p⊗
dt
t
,
Rest=0(Ω˜
κ)∗ = −Rest=∞(Ω˜κ)∗ = −1h⊕C.
Now let us compute the eigenvalues of these residues. We look at the
residue map along the mirror Hˆα × P1, view uα as an endomorphism of h
instead of h⊕ C at first. We immediately have
uα(α
∨) = 2kαα
∨,
uα(p) = 0 for ∀p ⊥ α∨.
Then we have the following eigenvalues
uα((α
∨, 0)) = 2kα(α
∨, 0),
uα((p, 0)) = 0 for ∀p ⊥ α∨,
uα((0, λt
∂
∂t
)) = 0
if we view uα as an endomorphism of h⊕ C.
Then we need to compute the eigenvalues of the residue maps of the
connection along the boundary divisor Dp × P1, which is much more com-
plicated. Let us first look at an example. Then we shall have some feeling
about how these eigenvalues come up.
Example 3.7. We take type An and regard Up and bp as endomorphisms of
h at first as before. Here we still use the construction for root systems from
Bourbaki. Let root system R of type An sit inside a Euclidean space Rn+1
and denote its orthonormal basis by e1, e2, · · · , en+1, so its positive roots are
all of the form ei − ej for 1 ≤ i < j ≤ n+1. Its dual root system R∨ is also
of type An and we denote the dual orthonormal basis by ε1, ε2, · · · , εn+1.
Then its positive coroots are all of the form εi − εj for 1 ≤ i < j ≤ n + 1
and simple coroots are of the form of εi − εi+1 for i = 1, 2, · · · , n.
Let p = ̟∨m :=
n+1−m
n+1 (ε1+ · · ·+ εm)− mn+1(εm+1+ · · ·+ εn+1). We know
that all the positive roots α of R such that α(p) 6= 0 are of the form ei − ej
for 1 ≤ i ≤ m, m + 1 ≤ j ≤ n + 1 and in fact α(p) = 1 for all these α’s.
Write
σ0 =
∑
α∈R+
|α(p)|(α∨ ⊗ α)
=
∑
1≤i≤m
m+1≤j≤n+1
(εi − εj)⊗ (ei − ej),
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we then have
σ0(εs) =

∑
m+1≤j≤n+1
(εs − εj) for 1 ≤ s ≤ m∑
1≤i≤m
−(εi − εs) for m+ 1 ≤ s ≤ n+ 1.
After a straightforward computation, we have
σ0(εs − εt) = (n + 1−m)(εs − εt) for 1 ≤ s < t ≤ m
σ0(p) = (n+ 1)p
σ0(εs − εt) = m(εs − εt) for m+ 1 ≤ s < t ≤ n+ 1.
Since Up = −14
∑
α∈R |α(p)|k(α∨⊗α) = −12kσ0, then the above tells us that
Up(α
∨
i ) = −
1
2
(n+ 1−m)kα∨i for 1 ≤ i ≤ m− 1
Up(p) = −1
2
(n+ 1)kp
Up(α
∨
i ) = −
1
2
mkα∨i for m+ 1 ≤ i ≤ n.
Since bp =
1
2k
′
∑
α>0 α(p)(α
′ ⊗α) where α′ = εi+ εj − 2n+1(ε1 + · · ·+ εn+1),
the computation for bp is similar to the situation of Up and hence we have
bp(α
∨
i ) =
1
2
(n+ 1−m)k′α∨i for 1 ≤ i ≤ m− 1
bp(p) =
1
2
(n + 1− 2m)k′p
bp(α
∨
i ) = −
1
2
mk′α∨i for m+ 1 ≤ i ≤ n.
If we write σ = ResDp×P1(Ω˜
κ)∗ = Up+ bp + t
∂
∂t ⊗ ap − p⊗ dtt , regard Up and
bp as endomorphisms of h⊕C, we then have the following eigenvalues after
a little bit more effort
σ((α∨i , 0)) = −
1
2
(n+ 1−m)(k − k′)(α∨i , 0) for 1 ≤ i ≤ m− 1
σ((p,−1
2
m(k + k′)t
∂
∂t
)) = −1
2
(n+ 1−m)(k − k′)(p,−1
2
m(k + k′)t
∂
∂t
)
σ((p,−1
2
(n+ 1−m)(k − k′)t ∂
∂t
)) = −1
2
m(k + k′)(p,−1
2
(n+ 1−m)(k − k′)t ∂
∂t
)
σ((α∨i , 0)) = −
1
2
m(k + k′)(α∨i , 0) for m+ 1 ≤ i ≤ n.
From this example, we notice that the eigenvalue of Up(+bp) on the space
Cp is the sum of the two eigenvalues on the spaces h1 = span{α∨1 , · · · , α∨m−1}
and h2 = span{α∨m+1, · · · , α∨n} respectively. And the product of the two
eigenvalues is a(p, p). In fact, this holds for all the root systems. In the end,
σ has two eigenvalues on the space h⊕ C.
Theorem 3.8. Let σ = ResDp×P1(Ω˜
κ)∗ = Up + bp + t
∂
∂t ⊗ ap − p⊗ dtt , then
σ has at most two eigenvalues on the space h ⊕ C with multiplicites m and
n+1−m respectively. In fact, these two eigenvalues satisfy such a quadratic
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equation λ2−ϕλ+a(p, p) = 0 where ϕ is the eigenvalue of Up(+bp) (if viewed
as an endomorphism of h) on Cp.
Proof. For type An, from above example, the result follows.
For other types, bp = 0, suppose p = ̟
∨
m, we have a decomposition of h:
h = Cp⊕
∑
i
hi
where hi is just the space spanned by the irreducible root subsystem after
deleting the m-th node from the original root system R. These subspaces
have the corresponding Weyl groups, denoted by Wi respectively. In fact,
Up is a Wi-invariant endomorphism in hi, so Up is just a scalar action in hi
by Schur’s lemma. We write Up(v) = λiv if v ∈ hi and Up(p) = ϕ1p.
We check the square of σ, we have
σ2 = U2p − p⊗ ap − Up(p)⊗
dt
t
+ t
∂
∂t
⊗ ap(Up)− a(p, p)t ∂
∂t
⊗ dt
t
.
From the computation above, below and online appendix [24], we find that
for all the root systems, we have (at most) two eigenvalues on the space
perpendicular to p whose sum is ϕ1 and product a(p, p), i.e.,
U2p (q)− ϕ1Up(q) + a(p, p)q = 0 for ∀q ∈ p⊥
Then we can easily check that
σ2 − ϕ1σ + a(p, p) = 0.
The multiplicities follow from the decomposition of the root system. 
Remark 3.9. The value m and n+ 1−m for the multiplicities in the above
theorem is true except for an extremal node of Dn and some nodes of En,
which one can see from below. In fact, we only need to bear in mind that in
principle the multiplicities follow from the decomposition of the root system.
The computation for all the other types are similar for which the reader
could check the online appendix [24], we just list the results over here.
For type Bn, corresponding to p = ε1 + · · ·+ εm for 1 ≤ m ≤ n, we have
σ((α∨i , 0)) = −((n− 2)k + k′)(α∨i , 0) for 1 ≤ i ≤ m− 1
σ((p,−mkt ∂
∂t
)) = −((n− 2)k + k′)(p,−mkt ∂
∂t
)
σ((p,−((n − 2)k + k′)t ∂
∂t
)) = −mk(p,−((n − 2)k + k′)t ∂
∂t
)
σ((α∨i , 0)) = −mk(α∨i , 0) for m+ 1 ≤ i ≤ n.
For type Cn, corresponding to p = ε1 + · · ·+ εm for 1 ≤ m < n, we have
σ((α∨i , 0)) = −((n− 2)k + 2k′)(α∨i , 0) for 1 ≤ i ≤ m− 1
σ((p,−mkt ∂
∂t
)) = −((n− 2)k + 2k′)(p,−mkt ∂
∂t
)
σ((p,−((n − 2)k + 2k′)t ∂
∂t
)) = −mk(p,−((n − 2)k + 2k′)t ∂
∂t
)
σ((α∨i , 0)) = −mk(α∨i , 0) for m+ 1 ≤ i ≤ n;
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and corresponding to p = 12(ε1 + · · ·+ εn), we have
σ((α∨i , 0)) = −
1
2
((n− 2)k + 2k′)(α∨i , 0) for 1 ≤ i ≤ n− 1
σ((p,−1
2
nkt
∂
∂t
)) = −1
2
((n− 2)k + 2k′)(p,−1
2
nkt
∂
∂t
)
σ((p,−1
2
((n − 2)k + 2k′)t ∂
∂t
)) = −1
2
nk(p,−1
2
((n − 2)k + 2k′)t ∂
∂t
).
For type Dn, corresponding to p = ε1 + · · · + εm for 1 ≤ m ≤ n − 2, we
have 
σ((α∨i , 0)) = −(n− 2)k(α∨i , 0) for 1 ≤ i ≤ m− 1
σ((p,−mkt ∂
∂t
)) = −(n− 2)k(p,−mkt ∂
∂t
)
σ((p,−(n − 2)kt ∂
∂t
)) = −mk(p,−(n− 2)kt ∂
∂t
)
σ((α∨i , 0)) = −mk(α∨i , 0) for m+ 1 ≤ i ≤ n;
and corresponding to p = 12(ε1+· · ·+εn−1−εn) or p = 12(ε1+· · ·+εn−1+εn),
we have 
σ((α∨i , 0)) = −
1
2
(n− 2)k(α∨i , 0) for ∀α∨i ⊥ p
σ((p,−1
2
nkt
∂
∂t
)) = −1
2
(n− 2)k(p,−1
2
nkt
∂
∂t
)
σ((p,−1
2
(n− 2)kt ∂
∂t
)) = −1
2
nk(p,−1
2
(n− 2)kt ∂
∂t
).
For type F4, the eigenvalues are {−(m + 1)(k + k′),−m(2k + k′)} cor-
responding to p = ̟∨m for m = 1, 2, 3 and {−2(k + k′),−2(2k + k′)} for
p = ̟∨4 .
For type G2, the eigenvalues are {−(k + 3k′),−32 (k + k′)} and {−12(k +
3k′),−(k + k′)} for p = ̟∨1 and ̟∨2 respectively.
For type En, the computation becomes more complicated since the con-
struction for their fundamental coweights is somehow irregular one by one.
Then in order to compute their eigenvalues, we have the following observa-
tion: the collection of α ∈ R with α(p) > 0 is a union of Wp-orbits. So if we
put for any Wp-orbit of roots that are positive on p as follows:
EO :=
1
2|Wp|
∑
w∈Wp
wα∨ ⊗wα = 1
2|O|
∑
α′∈O
α′∨ ⊗ α′
where α is a member of O, then Up is a linear combination of such EO’s.
We denote the orthogonal complement of p by h¯. Since EO is a Wp-
invariant endomorphism in each summand hi, EO is a scalar action on Cp
and each summand hi by Schur’s lemma. These eigenvalues only depend
on the Wp-orbit O of α and so we denote them by λp,O and λi,O. First we
notice that the trace of EO is equal to
1
2α(α
∨) = 1 and we shall show that
the traces of EO on these eigenspaces are distributed in a simple manner.
First we observe that
a(EO(x), y) =
a(α∨, α∨)
4|Wp|
∑
w∈Wp
α(wx) · α(wy).
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When x = y = p the left hand side is a(p, p)λp,O and the right hand side
becomes 14a(α
∨, α∨)α(p)2 = a(α∨, p)2/a(α∨, α∨) and so
λp,O =
a(α, p)2
a(p, p)a(α∨, α∨)
=
‖ πp(α∨) ‖2a
‖ α∨ ‖2a
,
where ‖ ‖a denotes the norm associated to a. This is just the cosine squared
of the angle between α∨ and πp(α
∨).
When x = y ∈ hi, the left hand side is a(x, x)λi,O. Now we only consider
the case for which R is a single W -orbit for simplicity. Then we have Ri :=
R ∩ h∗i is a Wp-orbit. We denote the Coxeter number of W (Ri) by hi. It
is known that |Ri| = hi dim hi and that
∑
β∈Ri
β ⊗ β is a W (Ri)-invariant
form on hi which gives each coroot the squared length 4hi. So if we take in
the above formula x = y a coroot of Ri, then
λi,O =
1
4|Wp|
∑
w∈Wp
α(wβ∨)2 =
1
4|Ri|
∑
β∈Ri
α(β∨)2
=
1
4|Ri|
∑
β∈Ri
β(α∨)2 =
1
4|Ri| · 4hi
‖ πhi(α∨) ‖2a
‖ coroot ‖2a
=
‖ πhi(α∨) ‖2a
dim hi ‖ coroot ‖2a
.
We can see that the trace of EO on hi (= λi,O dim hi) is the cosine squared
of the angle between α∨ and πhi(α
∨).
Then we look at these orbits. Let α˜ be the highest root of R relative
to the root basis B and put np := α˜(p). By inspection one finds that for
c = 1, 2, · · · , np the set of α ∈ R with α(p) = c make up a single Wp-orbit
O(c) and that the orthogonal projection O(c)i of O(c) in h
∗
i is either {0} or
the orbit of a fundamental weight of Ri. So the Wp-orbit O(c) projects in
h¯ bijectively onto
∏
iO(c)i. We also see that there is a unique α(c) ∈ O(c)
such that α(c) defines a fundamental coweight in hi relative to Bi := B∩Ri
or 0. Therefore, our Up is proportional to
E :=
np∑
c=1
c|O(c)|EO(c).
Example 3.10. We do a branch point of type E7. Let p be chosen corre-
sponding to α4:
E7 α1 α3 α4 α5 α6 α7
α2
The decomposition of B − α4 into irreducible root basis is B1 := {α1, α3},
B2 := {α2}, and B3 := {α5, α6, α7} (of type A2, A1 and A3 respectively).
The highest root is α˜ = α1+2α2+3α3+4α4+3α5+2α6+α7. Since α˜(p) = 4,
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we have 4 corresponding Wp-orbits and each of them is represented by
α(1) := α1 + α2 + α3 + α4 + α5 + α6 + α7,
α(2) := α1 + α2 + 2α3 + 2α4 + 2α5 + α6 + α7,
α(3) := α1 + α2 + 2α3 + 3α4 + 2α5 + α6 + α7,
α(4) := α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 + α7.
For the case c = 1, observe that α(1) defines the coweight sum p1(B1) +
p2(B2) + p7(B3) in h¯. We have
‖ πp(α(1)) ‖2
‖ α(1) ‖2 =
1
24
,
‖ p1(B1) ‖2
‖ α(1) ‖2 =
1
3
,
‖ p2(B2) ‖2
‖ α(1) ‖2 =
1
4
,
‖ p7(B3) ‖2
‖ α(1) ‖2 =
3
8
(summing to 1). So the eigenvalues of EO(1) are (
1
24 ,
1
6 ,
1
4 ,
1
8). It’s easy to
see that |O(1)| = 2 · 3 · 4 = 24 and so |O(1)|EO(1) has eigenvalues (1, 4, 6, 3).
For the case c = 2, observe that α(2) defines the coweight sum p3(B1) +
p6(B3) in h¯. We have
‖ πp(α(2)) ‖2
‖ α(2) ‖2 =
1
6
,
‖ p3(B1) ‖2
‖ α(2) ‖2 =
1
3
,
‖ p6(B3) ‖2
‖ α(2) ‖2 =
1
2
(summing to 1). So the eigenvalues of EO(2) are (
1
6 ,
1
6 , 0,
1
6). It’s easy to see
that |O(2)| = 3 · 6 = 18 and so 2|O(2)|EO(2) has eigenvalues (6, 6, 0, 6).
For the case c = 3, observe that α(3) defines the coweight sum p2(B2) +
p7(B3) in h¯. We have
‖ πp(α(3)) ‖2
‖ α(3) ‖2 =
3
8
,
‖ p2(B2) ‖2
‖ α(3) ‖2 =
1
4
,
‖ p7(B3) ‖2
‖ α(3) ‖2 =
3
8
(summing to 1). So the eigenvalues of EO(3) are (
3
8 , 0,
1
4 ,
1
8). It’s easy to see
that |O(3)| = 2 · 4 = 8 and so 3|O(3)|EO(3) has eigenvalues (9, 0, 6, 3).
For the case c = 4, observe that α(4) defines the coweight sum p1(B1) in
h¯. We have
‖ πp(α(4)) ‖2
‖ α(4) ‖2 =
2
3
,
‖ p1(B1) ‖2
‖ α(4) ‖2 =
1
3
(summing to 1). So the eigenvalues of EO(4) are (
2
3 ,
1
6 , 0, 0). It’s easy to see
that |O(4)| = 3 and so 4|O(4)|EO(4) has eigenvalues (8, 2, 0, 0).
We conclude that Up = −kE = −k
∑4
c=1 c|O(c)|EO(c) has as eigenvalues
the system (−24k,−12k,−12k,−12k). In particular, a(p, p) = 144k2.
Using this way, we have the eigenvalues for type En as follows:
Table 1. Eigenvalues for type En
E6
p eigenvalues multiplicities
̟∨1 ,̟
∨
6 (−4k,−2k) (1, 6)
̟∨2 (−4k,−3k) (1, 6)
̟∨3 ,̟
∨
5 (−5k,−4k) (2, 5)
̟∨4 −6k 7
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E7
p eigenvalues multiplicities
̟∨1 (−6k,−4k) (1, 7)
̟∨2 (−7k,−6k) (1, 7)
̟∨3 (−9k,−8k) (2, 6)
̟∨4 −12k 8
̟∨5 (−9k,−10k) (5, 3)
̟∨6 (−6k,−8k) (6, 2)
̟∨7 (−3k,−6k) (7, 1)
E8
p eigenvalues multiplicities
̟∨1 (−12k,−10k) (1, 8)
̟∨2 (−16k,−15k) (1, 8)
̟∨3 (−21k,−20k) (2, 7)
̟∨4 −30k 9
̟∨5 (−24k,−25k) (5, 4)
̟∨6 (−18k,−20k) (6, 3)
̟∨7 (−12k,−15k) (7, 2)
̟∨8 (−6k,−10k) (8, 1)
These computation show that there are at most 2 eigenvalues along the
toric divisor for any root system.
Remark 3.11. We notice from the above computation that if we extend the
bilinear symmetric form a on h to the space h⊕C by the way such that
a(q, t
∂
∂t
) = 0 for ∀q ∈ h
a(t
∂
∂t
, t
∂
∂t
) = −1,
the two eigenvectors in the space which is spanned by the fundamental
coweight p and t ∂∂t are perpendicular to each other with respect to this a.
We also have the dilatation field as follows.
Theorem 3.12. Suppose an affine structure on H◦ × C× is given by the
torsion free flat connection ∇˜ defined by (2.2), then the vector field t ∂∂t is in
fact a dilatation field on H◦ ×C× with factor λ = 1.
Proof. It’s a straightforward computation. Suppose a local vector field v˜ on
H◦ × C× is of the form v˜ := v + µt ∂∂t where v is a vector field on H◦, we
have
∇˜v˜(t ∂
∂t
) = ∇˜0
v+µt ∂
∂t
(t
∂
∂t
)− Ω˜∗
v+µt ∂
∂t
(t
∂
∂t
)
= 0 +
∑
αi∈B
αi(v)∂pi + µt
∂
∂t
= v˜
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since t ∂∂t is flat with respect to ∇˜0. 
We then could decompose the vector bundle E (with its flat connection)
naturally according to these eigenspaces.
Lemma 3.13. The vector bundle E (with its flat connection) decomposes
naturally according to the images in C/Z of the eigenvalues of the residue en-
domorphism: E =⊕ζ∈C× Eζ , where Eζ has a residue endomorphism whose
eigenvalues ν are such that exp(2π
√−1ν) = ζ.
And suppose D is a hypersurface in N . Then the affine structure on
N −D has a degeneration along D◦ which could be decomposed naturally as
above with logarithmic exponent ν − 1 in each corresponding eigenspace.
Proof. [6]. 
3.3. Reflection representation. We recall that R ⊂ a∗ is a reduced irre-
ducible finite root system where a∗ is a Euclidean vector space of dimension
n. Let a = Hom(a∗,R) be the dual Euclidean vector space, and let R∨
in a be the dual root system and denote the corresponding coroot lattice
by Q∨ = ZR∨. We then have the weight lattice P = Hom(Q∨,Z) of R in
a∗. The torus having P as (rational) character lattice, H ′ = Hom(P,C×) is
often called the simply connected torus. Put H ′◦ = H ′ − ∪α∈R+H ′α where
H ′α = {h ∈ H ′ | eα(h) = 1}. Let
C = {h ∈ H ′ | eα(h) = 1 for all α ∈ R} ∼= P∨/Q∨,
so the adjoint torus H is just H ′/C. Then as discussed in Theorem 2.9 the
special differential equation system (2.3) associated with the root system R
gives a W ′-invariant projective structure on H ′◦ where W ′ = W ⋊ C is the
extended Weyl group.
For the example of the root system of type A1 this equation specializes to
(take u = v = α∨/2, k′ = 0 with variable z = eα(h) and derivative θ = z∂)
(θ2 + k
1 + z−1
1− z−1 θ +
1
4
k2)f(z) = 0
which is the pull back of the classical Euler-Gauss hypergeometric equation
under a suitable coordinate transformation [12].
We shall now construct the reflection representation of the affine Artin
group Art(M) with generators σ0, · · · , σn and braid relations
σiσjσi · · ·︸ ︷︷ ︸
mij
= σjσiσj · · ·︸ ︷︷ ︸
mij
for all i 6= j where both members are words comprising mij letters. These
results can be traced back to Coxeter and Kilmoyer, see e.g. [8] and [9].
First we need to investigate what the two complex reflections look like if
they satisfy a braid relation.
Proposition 3.14. Let s1, s2 ∈ GL2(C) be the complex reflections as fol-
lows. ( −q1 d1
0 1
)
,
(
1 0
d2 −q2
)
where q1, q2 ∈ C×.
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If m = 2r + 1 (r ≥ 1) is odd, then s1 and s2 satisfy the braid relation of
length m
(s1s2)
rs1 = (s2s1)
rs2
if and only if
q1 = q2(= q say), d1d2 = (2 + ξ + ξ
−1)q with ξm = 1, ξ 6= 1.
If m = 2r (r ≥ 1) is even, then s1 and s2 satisfy the braid relation of
length m
(s1s2)
r = (s2s1)
r
if and only if
d1 = d2 = 0 for m = 2;
and
d1d2 = q1 + q2 + (ξ + ξ
−1)q
1
2
1 q
1
2
2 with ξ
m = 1, ξ2 6= 1 for m ≥ 4.
Proof. It is obvious that det(s1) = −q1 and det(s2) = −q2.
Let us do the odd case first. Suppose m = 2r + 1 is odd. Put T1 =
(s1s2)
rs1 and T2 = (s2s1)
rs2. Suppose the braid relation holds, i.e., T1 =
T2 (=T say). It is clear that d1d2 6= 0, for otherwise it contradicts the
braid relation. So the group generated by s1 and s2 acts irreducibly on
C2. We also have that Ts1 = s2T and Ts2 = s1T which follows that
s1 and s2 are conjugated, hence we have q1 = q2 (=q say). Moreover,
T 2 = (s1s2)
m = (s2s1)
m commutes with both s1 and s2, and hence is a
scalar matrix by Schur’s lemma, i.e., T 2 − qmI = 0. But T is not a scalar
matrix, so it has eigenvalues ±λ with λ2 = qm since det(T ) = −qm. Hence
s1s2 has eigenvalues ξq, ξ
−1q with ξm = 1, ξ 6= 1. Since we have tr(s1s2) =
d1d2 − q1 − q2, we have also that d1d2 = (2 + ξ + ξ−1)q with ξm = 1, ξ 6= 1.
Conversely, suppose q1 = q2 (= q say), d1d2 = (2 + ξ + ξ
−1)q with ξm =
1.ξ 6= 1. Then det(s1s2) = det(s2s1) = q2 and tr(s1s2) = ξq + ξ−1q, so
s1s2 and s2s1 have eigenvalues ξq, ξ
−1q with ξm = 1, ξ 6= 1. Hence T1T2 =
T2T1 = q
mI. We notice that the matrix
(
0 d1
d2 0
)
conjugates s1 to s2,
and therefore also T1 to T2. If T1 and T2 have eigenvalues λ1, λ2, then
λ1λ2 = det(T1) = −qm. We also have
λ1 + λ2 = tr(T1) = tr(T2) = q
m(λ−11 + λ
−1
2 ) = −(λ1 + λ2)
so λ1 = −λ2. In turn this implies T 21 = qmI and hence the braid relation
T1 = T2 follows.
Now suppose m = 2r (r ≥ 1) is even. In case m = 2 it is direct to verify
that the relation s1s2 = s2s1 holds if and only if d1 = d2 = 0. Therefore
assume r ≥ 2 now. Then the group generated by s1 and s2 acts irreducibly
on C2. Put T1 = (s1s2)r and T2 = (s2s1)r. The braid relation T1 = T2
(= T say) implies that T commutes with s1 and s2, and so T is a scalar
matrix, λI say, with λ2 = (q1q2)
r. Hence the matrix s1s2 has eigenvalues
ξ±1q
1
2
1 q
1
2
2 with ξ
m = 1, ξ2 6= 1. The trace computation of s1s2 shows that
d1d2 = q1 + q2 + (ξ + ξ
−1)q
1
2
1 q
1
2
2 .
Conversely, suppose the above equality holds. Then the eigenvalues of
s1s2 and s2s1 are ξ
±1q
1
2
1 q
1
2
2 , and T1 = T2 = ξ
r(q
1
2
1 q
1
2
2 )
rI. 
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In fact, finite complex reflection groups are already classified by Shephard
and Todd in 1954 [25].
Let M = (mij)0≤i,j≤n be the affine Coxeter matrix associated with the
extended Dynkin diagram of the affine root system R˜ associated with R. If
α1, · · · , αn are the simple roots in R+, then a0 = −α˜, a1 = α1, · · · , an = αn
are the simple roots in R˜+ with α˜ the highest root in R+.
Recall that K is the space of multiplicity parameters for R defined by
κ = (kα)α∈R ∈ CR
where κ is invariant on W -orbits in R. It is clear that K is isomorphic to Cr
as a C-vector space if r is the number ofW -orbits in R (i.e., r = 1 or 2). Like
in Section 2, we shall still sometimes write ki instead of kαi if {α1, · · · , αn}
is a basis of simple roots in R+. And sometimes we also write k for k1 and
k′ for kn if αn /∈ Wα1 when no confusion can arise. But note that k′ has a
different meaning for type An, which can be seen from Remark 2.6.
For R of any type other than An, let q
1
2
i and sij = sji for 0 ≤ i 6= j ≤ n
be indeterminants with additional relations
sij = 0 if mij = 2
q
1
2
i = q
1
2
j and sij = 1 if mij = 3
s2ij = q
1
2
i q
− 1
2
j + q
− 1
2
i q
1
2
j + 2cos(
2π
mij
) if mij ≥ 4
and let A be the domain C[q
1
2
i , q
− 1
2
i , sij | 0 ≤ i 6= j ≤ n]. Let ¯ be the
involution of A defined by q¯
1
2
i = q
− 1
2
i and s¯ij = sij. Let K
′ be the space of
restricted multiplicity parameters defined by
K ′ = {κ = (kαi) ∈ K | ki ∈ (−
1
2
,
1
2
), |ki−kj | < 1− 2
mij
if mij ≥ 4 and even}.
For z ∈ C\(−∞, 0], let z 12 denote the branch of the square root with 1 12 = 1.
If κ ∈ K ′ is a restricted multiplicity parameter on R then the substitutions
q
1
2
j = exp(−π
√−1kj), sij = (2 cos π(ki − kj) + 2 cos( 2π
mij
))
1
2
for all j and i 6= j with mij ≥ 3 induce a homomorphism A → C called
specialization of A at κ ∈ K ′.
The root system R of type An is somewhat peculiar due to the fact that
the extended Dynkin diagram is a cycle rather than a tree. For R of type
An, we take
s0,1 = · · · = sn−1,n = sn,0 = q′−
1
2 , s1,0 = · · · = sn,n−1 = s0,n = q′
1
2
and put q¯
1
2 = q−
1
2 , q¯′
1
2 = q′−
1
2 (with q
1
2 = q
1
2
i for i = 0, · · · , n). Let the
restricted parameter space K ′ be defined by
K ′ = {(k, k′) | k ∈ (−1
2
,
1
2
), k′ ∈ (−1
2
,
1
2
)}
and let the specialization of A at κ ∈ K ′ be given by the substitutions
q
1
2 = exp(−π√−1k), q′ 12 = exp(−π√−1k′).
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Remark 3.15. In all cases the involution ¯ of A becomes complex conjuga-
tion under specialization.
Now let ei(i = 0, · · · , n) be the standard basis of An+1 and define a
Hermitian form on An+1 with Gram matrix of the standard basis given by
hij =
{
q
1
2
i + q
− 1
2
i if i = j
− sij if i 6= j
(3.1)
Indeed we have h† = h with h† = h¯t. The unitary reflection Tj of An+1
having ej as eigenvector with eigenvalue −qj satisfies
Tj(ei) = ei − q
1
2
i hijej for all i.
From this identity we can see that Tj also satisfies the quadratic relation
(Tj − 1)(Tj + qj) = 0
as well as the braid relation
TiTjTi · · ·︸ ︷︷ ︸
mij
= TjTiTj · · ·︸ ︷︷ ︸
mij
for all i 6= j. Therefore there exists a unique (unitary) representation
ρrefl : Art(M)→ GLn+1(A)
σj 7→ Tj
(3.2)
and this is the reflection representation of Art(M).
Theorem 3.16. For R an irreducible root system not of type An the reflec-
tion representation ρrefl in (3.2) is up to equivalence the unique irreducible
representation ρ′ : Art(M)→ GLn+1(A) such that ρ′(σj) is a reflection with
det(ρ′(σj)) = −qj for all j.
For R of type An there is a one parameter family of such representations,
depending on the additional parameter q′
1
2 , and for each additional q′
1
2 this
is again the reflection representation (3.2).
Proof. Suppose ρ′ : Art(M) → GLn+1(A) is an irreducible representation
satisfying that ρ′(σj) is a reflection with det(ρ
′(σj)) = −qj for all j. Then
there exists a basis {e0, e1, · · · , en} of An+1 such that
ρ′(σj)(ej) = −qjej , ρ′(σj)(ei) = ei + dijej for i 6= j.
By Proposition 3.14 we have dij = dji = 0 if mij = 2; dijdji = qi = qj if
mij = 3; dijdji = qi+ qj if mij = 4 and dijdji = qi+ qj− q
1
2
i q
1
2
j if mij = 6. So
we have dijdji = sijsjiq
1
2
i q
1
2
j if mij ≥ 3. By rescaling the basis e0, e1, · · · , en,
we would like to arrive at dij = sijq
1
2
j for all i 6= j. This can be done if the
extended Dynkin diagram is a tree, by induction on n assuming the n-th
node to be an extremal node. Therefore the first part of the theorem follows.
For R of type An (with q
1
2
i = q
1
2 for i = 0, 1, · · · , n), we have dij = 0 if
2 ≤ |i− j| ≤ n−1 and d01d10 = d12 = d21 = · · · = dn−1,ndn,n−1 = dn,0d0,n =
q. Rescaling the basis e0, e1, · · · , en suitably we can arrange that z01 =
· · · = zn−1,n = zn,0 = q 12 q′− 12 and z10 = · · · = zn,n−1 = z0,n = q 12 q′ 12 with
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q′
1
2 some additional parameter. This also brings us back to the reflection
representation (3.2). 
The special hypergeometric system (2.3) in Theorem 2.9 is defined on
the complex manifold H◦ and is invariant for W . Therefore it lives on the
complex orbifold W\H◦ as well.
This in turn implies that the monodromy of the system (2.3) is a homo-
morphism:
ρmon : πorb1 (W\H◦,Wp0)→ GLn+1(C) (3.3)
with p0 ∈ D+ ⊂ H◦ a fixed base point where D+ is the fundamental alcove
of H◦.
Remark 3.17. There is a natural isomorphism using Brieskorn’s theorem [4]
π1(W\H ′◦,W ′p0) ∼= Art(M)
and then there is a corresponding isomorphism
πorb1 (W\H◦,Wp0) ∼= Art(M)⋊ C
with C viewed as group of diagram automorphisms of the extended Dynkin
diagram of R and hence acting naturally on the generators of Art(M). The
reflection representation (3.2) can be extended in a natural way to a repre-
sentation of Art(M)⋊C. We write Art′(M) = Art(M)⋊ C.
If Aut(M) denotes the full group of diagram automorphisms of the ex-
tended Dynkin diagram, then the reflection representation (3.2) extends in
a natural way to a representation of Art(M)⋊ Aut(M) with the exception
of type An for which case this extension is only possible when q
′ = 1.
Then we identify the two representations as follows.
Theorem 3.18. The monodromy representation of the special hypergeo-
metric system given in Theorem 2.9 for a parameter κ ∈ K ′ is equal to the
specialization at κ ∈ K ′ of the reflection representation of the (partially) ex-
tended affine Artin group. In particular for κ ∈ K ′ the local solution space
at p0 ∈ D+ admits a Hermitian form h(κ) invariant under monodromy.
Proof. For κ ∈ K ′ being generic, the monodromy is easily seen to be ir-
reducible. From the computation on the eigenvalues of the residue endo-
morphisms of the connection along the mirrors, the special hypergeometric
system has exponents along the wall of D+ corresponding to the simple root
αj equal to 1 and 1− 2kj with multiplicities n and 1 respectively. Therefore
the monodromy ρmon(σj) of the special hypergeometric system correspond-
ing to a half turn around that wall is a complex reflection with a quadratic
relation
(ρmon(σj)− 1)(ρmon(σj) + qj) = 0
with qj = exp(−2π
√−1kj). We then also have det(ρmon(σj)) = −qj. The
result hence follows by Theorem 3.16, if for type An we have the specializa-
tion q′ = exp(−2π√−1k′). 
Theorem 3.19. The specialization det(h(κ)) at κ ∈ K ′ is given for type
ABCFG by
det(h(κ)) = −4 sin(πx) sin(πy), (3.4)
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with (x, y) = ((n+ 1)(k + k′)/2, (n+ 1)(k − k′)/2), ((n − 2)k + k′, 2k), ((n−
2)k + 2k′, k), (k + k′, 2k + k′), ((k + 3k′)/2, (k + k′)/2) respectively,
and for type Dn and En by
det(h(κ)) = 2n+1
n∏
j=0
(cos(πk) − cos(πm˜j/h˜)) (3.5)
with h˜ and {m˜j} given by
Dn : h˜ = 2(n− 2), {m˜j} = {0, 2, · · · , 2(n − 2), (n − 2), (n − 2)}
E6 : h˜ = 6, {m˜j} = {0, 2, 2, 3, 4, 4, 6}
E7 : h˜ = 12, {m˜j} = {0, 3, 4, 6, 6, 8, 9, 12}
E8 : h˜ = 30, {m˜j} = {0, 6, 10, 12, 15, 18, 20, 24, 30}
Proof. The first identity is obtained directly from the classification theory
of connected extended Dynkin diagrams, which could be found on the online
appendix [24]. And the second identity appears as Exercise 4 of Ch. V, § 6
in Bourbaki [3]. 
Corollary 3.20. For R of type ABCFG put
K ′hyp = {κ ∈ K ′ | 0 < x < 1, 0 < y < 1}
and for type DE put
K ′hyp = (0,
1
n− 2) and (0,
1
n− 3)
respectively. Then the monodromy representation has an invariant Hermit-
ian form of Lorentz signature (n,1).
Proof. Observe that for k ∈ √−1R×, k′ = 0 (for R of type A) and for
k = k′ ∈ √−1R× (for R of other types), the form h(κ) is positive definite,
and for κ ∈ K ′hyp, one has det(h(κ)) < 0. Since on the line k′ = 0 (type
A) and k = k′ (other types) the function det(h(κ)) has a double zero at the
origin, the result follows. 
3.4. The evaluation map. Recall that Dκu,v denotes the second order dif-
ferential operator in (2.3):
∂u∂v +
1
2
∑
α>0
kαα(u)α(v)
eα + 1
eα − 1∂α∨ + ∂bκ(u,v) + a
κ(u, v).
Take p ∈ H◦ and κ ∈ K. Consider Dκu,v as an operator on the stalk of
holomorphic germs Oκ,p. Then the solutions form a free Oκ module of
rank n + 1. Hence the local solutions of Dκu,vf = 0 for ∀u, v ∈ h near p
can be considered as a vector bundle Fp over K. Any w ∈ W induces an
isomorphism of vector bundle Fp and Fwp. Then we can identify all these
vector bundles induced by a regular W -orbit S. This yields a vector bundle
FS over K of rank n+1, the fiber of which is denoted by FS(κ). According
to the preceding section, we have the following representation ρ(κ) on the
vector bundle FS(κ) by specializing κ:
ρ : πorb1 (W\H◦, S) ∼= Art′(M)→ End(FS).
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Transposing ρ yields a following representation
ρ∗ : Art′(M)→ End(F∗S).
Let h∗(κ) be given as follows:
h∗(κ) = det(h(κ))(h(κ))−1 (3.6)
We then have the dual Hermitian form h∗(κ) of h(κ) for the transpose ρ∗(κ)
if κ ∈ K ′ is real valued.
Lemma 3.21. The dual Hermitian form h∗(κ) of h(κ) given as above is
a nontrivial invariant Hermitian form for the transpose ρ∗(κ) if κ ∈ K ′ is
real valued. Moreover, if h(κ) is positive definite, then h∗(κ) is also posi-
tive definite; if h(κ) is parabolic, then h∗(κ) is positive semidefinite with n
dimensional kernel; and if h(κ) is hyperbolic, then h∗(κ) is of the signature
(1, n).
Proof. It’s clear that h∗(κ) is a nontrivial invariant Hermitian form for ρ∗(κ)
since h(κ) is of rank at least n and then the matrix h∗(κ) is of rank at least
1. In fact, h∗(κ) is just the minor matrix of h(κ) and we have h∗(κ)h(κ) =
det(h(κ))I, the statement easily follows. 
Since the differential operator Dκu,v defines an affine structure on H
◦×C×,
then the locally affine-linear functions which are of the form c+tf by Lemma
2.3 make up a subsheaf AffH◦×C× in the structure sheaf OH◦×C× . This lo-
cally free sheaf is of rank n+2 and contains the constants CH◦×C× . Then the
quotient AffH◦×C×/CH◦×C× is a locally free sheaf whose underlying vector
bundle is the cotangent bundle of H◦ × C×. So there exists a multivalued
evaluation map given by
ev : K × ((W\H◦)× C×) 99K F∗S
such that ev(κ, p, t)(f) = tf(p), and a corresponding projective evaluation
map
Pev : K × (W\H◦) 99K P(F∗S).
In order to eliminate the multivaluedness of this map, let us denote by Ŵ\H◦
the Γ-covering space of W\H◦ with Γ = π1(W\H◦)/Ker(Pr ◦ ρ) the pro-
jective monodromy group. Here we write Pr : GL(FS(κ)) ։ PGL(FS(κ))
for the natural projection. In other words, Ŵ\H◦ is equal to Ker(Pr ◦
ρ)\(W˜\H◦) with W˜\H◦ the universal covering of W\H◦. Then we have the
commutative diagram
Ŵ\H◦ P̂ ev−−−−→ P(F∗S(κ))y y
W\H◦ Pev−−−−→ Γ\P(F∗S(κ))
Note that Γ\P(F∗S) is an ill defined space unless the action of Γ on P(F∗S) is
properly discontinuous.
Recall that the Wronskian of Dκu,v is defined up to a scalar multiplication
as follows:
J := det(∂ξifj)0≤i,j≤n
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where ξ1, · · · , ξn ∈ h being an orthonormal basis and let f0, · · · , fn be a
basis of local solutions of Dκu,vf = 0.
Lemma 3.22. The Wronskian of Dκu,v is given by:
J =
∏
α>0
(eα/2 − e−α/2)−2kα .
Proof. First we compute
∂ξJ =∂ξ det

f0 ∂ξ1f0 · · · ∂ξnf0
f1 ∂ξ1f1 · · · ∂ξnf1
...
...
. . .
...
fn ∂ξ1fn · · · ∂ξnfn

=det

∂ξf0 ∂ξ1f0 · · · ∂ξnf0
∂ξf1 ∂ξ1f1 · · · ∂ξnf1
...
...
. . .
...
∂ξfn ∂ξ1fn · · · ∂ξnfn

+
∑
i
det

f0 · · · ∂ξ∂ξif0 · · · ∂ξnf0
f1 · · · ∂ξ∂ξif1 · · · ∂ξnf1
...
. . .
...
. . .
...
fn · · · ∂ξ∂ξifn · · · ∂ξnfn

=
∑
i
det

f0 · · · ∂ξ∂ξif0 · · · ∂ξnf0
f1 · · · ∂ξ∂ξif1 · · · ∂ξnf1
...
. . .
...
. . .
...
fn · · · ∂ξ∂ξifn · · · ∂ξnfn

while because of (2.3), for type An, we have
∂ξ∂ξifj
=− 1
2
∑
α>0
kα
eα + 1
eα − 1α(ξ)α(ξi)∂α∨fj − ∂bκ(ξ,ξi)fj − a
κ(ξ, ξi)fj
=− 1
2
∑
α>0
kα
eα + 1
eα − 1α(ξ)α(ξi)∂α∨fj −
1
2
k′
∑
α>0
α(ξ)α(ξi)∂α′fj − aκ(ξ, ξi)fj
=− 1
2
∑
α>0
∑
i
kα
eα + 1
eα − 1α(ξ)α(ξi)(α
∨, ξi)∂ξifj
− 1
2
k′
∑
α>0
∑
i
α(ξ)α(ξi)(α
′, ξi)∂ξifj − aκ(ξ, ξi)fj;
and then
∂ξJ
=
∑
i
(−1
2
∑
α>0
kα
eα + 1
eα − 1α(ξ)α(ξi)(α
∨, ξi))J +
∑
i
(−1
2
k′
∑
α>0
α(ξ)α(ξi)(α
′, ξi))J
=−
∑
α>0
kα
eα + 1
eα − 1α(ξ)J.
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For other types, we have
∂ξ∂ξifj = −
1
2
∑
α>0
kα
eα + 1
eα − 1α(ξ)α(ξi)∂α∨fj − a
κ(ξ, ξi)fj
= −1
2
∑
α>0
kα
eα + 1
eα − 1α(ξ)α(ξi)(α
∨, ξi)∂ξifj − aκ(ξ, ξi)fj;
and then
∂ξJ =
∑
i
(−1
2
∑
α>0
kα
eα + 1
eα − 1α(ξ)α(ξi)(α
∨, ξi))J
= −
∑
α>0
kα
eα + 1
eα − 1α(ξ)J.
Then we verify that the proposed product formula for J satisfies all these
formulas.
∂ξJ =
∑
α>0
(
− 2kα(eα/2 − e−α/2)−2kα−1 · (eα/2 · α(ξ)
2
+ e−α/2 · α(ξ)
2
)
·
∏
β 6=α
β>0
(eβ/2 − e−β/2)−2kβ
)
=−
∑
α>0
(
kαα(ξ)
eα + 1
eα − 1
∏
β>0
(eβ/2 − e−β/2)−2kβ
)
=−
∑
α>0
kαα(ξ)
eα + 1
eα − 1J
The lemma follows. 
A basis f0, · · · , fn of FS(κ) identifies P(F∗S(κ)) with Pn(C) by the follow-
ing way
Pev(κ) : Ŵ\H◦ → Pn(C)
q 7→ [f0(q) : f1(q) : · · · : fn(q)]
Since an irreducible component of Hˆ −H◦ is either the closure Hˆα in Hˆ
of some Hα or is equal to some Dp with p ∈ Π. Let I ⊂ {1, 2, · · · , n} have
m elements. The subset
{h ∈ Hˆ | eαi(h) = c if and only if i ∈ I}
is called a (n−m)-dimensional face where c takes one value of {0, 1,∞} for
each i. In particular, it is a type i reflection hypertorus if I = {i} and c = 1
and a type i boundary divisor if I = {i} and c = 0 or ∞. The union of all
(n − 1)-dimensional facets is called the set of subregular points. Then we
analyze the local situation near a subregular point x. This will be used in
proving the hyperbolic structure of H◦.
Lemma 3.23. For any κ ∈ K the map ev(κ) satisfies the following proper-
ties:
(1) It maps locally biholomorphically into F∗S(κ).
(2) Continuing ev(κ) along a loop σ ∈ Art′(M) yields ρ∗(κ, σ)ev(κ).
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Proof. That evaluation map ev(κ) is locally biholomorphic everywhere since
(say f0 6= 0) the Wronskian
J = fn+10 det(∂ξi(fj/f0))0≤i,j≤n
is precisely the Jacobian of the projective evaluation mapping in the affine
chart {f0 6= 0}.
Statement 2 is clear since F∗S(κ) is a fiber living on the base orbifold
W\H◦. 
Lemma 3.24. We can pick local coordinates y1, y2, · · · , yn+1 and certain
linear coordinates of F∗S(κ) near x such that the evaluation map has the
following form:
ev(κ) = (y
1
2
−kα
1 , y2, · · · , yn+1) if x ∈ H◦α
ev(κ) = (y
1−k′p
1 , · · · , y
1−k′p
m , y
1−k′′p
m+1 , · · · , y
1−k′′p
n+1 ) if x ∈ D◦p.
Proof. From the computation in Section 3.2, we know that the eigenvalues
of the residue map of the connection ∇˜ along the mirror are 2kα and 0 with
multiplicities 1 and n respectively while a half turn corresponds to a loop in
W\H◦.
Similarly, the eigenvalues of the residue map of the connection ∇˜ along
the boundary divisor are k′p and k
′′
p , with multiplicities m and n + 1 − m
respectively say.
Then the evaluation map could be written as in the statement with respect
to these coordinates. 
3.5. Complex hyperbolic ball. Then we finally arrive at the main result
of this section. Inspired by the idea of Section 3.8 in Couwenberg [5], we
can show the following fact.
Theorem 3.25. For κ ∈ K ′hyp, the image of the projective evaluation map
P̂ ev : Ŵ\H◦ → Pn(C)
is contained in the ball Bn(C).
Proof. Let e0, e1, · · · , en be the standard basis of FS , denote their dual sec-
tions in F∗S by e∗0, e∗1, · · · , e∗n, then through the equivalence of monodromy
representation and the reflection representation we can transfer the Hermit-
ian structure in space An+1 to the vector bundle F∗S over the restricted real
valued multiplicity function K ′ by defining h∗(e∗i , e
∗
j ) = h
∗
ij as in (3.6). To
prove this desired result, it suffices to show that
h∗(ev(κ, ·), ev(κ, ·)) > 0
on H◦ for hyperbolic κ, i.e., for κ ∈ K ′hyp.
Using the action of the Weyl group W on the adjoint torus H which cor-
responds to a complete Weyl Chamber decompostion Σ for the real vector
space P∨R = P
∨ ⊗ R spanned by the coweight lattice P∨, a smooth full
compactification H → Hˆ added by a boundary divisor with normal cross-
ings could be realized. These boundary divisors are called the toric strata.
Also we could compactify C× by adding two points {0,∞} which actually
corresponds to a type A1 Weyl chamber decomposition.
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Let D = ∪αHα and let
P1 × C× ι−−−−→ Hˆ × C×
pr1
y ypr1
P1
ι′−−−−→ Hˆ
be a commutative diagram such that ι′ is an embedding of a projective line
in Hˆ which intersects every mirror and every irreducible toric divisor only
in subregular points. In particular, the image ι′(C×) is not contained in any
reflection hypertorus or toric divisor. In fact, this desired projective line
could be realized as follows: as P∨ ∼= Zn, any p = ∑i bipi gives rise to a
homomorphism γp : C× → H which sends λ ∈ C× to (λb1 , λb2 , · · · , λbn) ∈
(C×)n. We now choose an element p1 =
∑
i bipi with b1 = 1, bi = 0 for i =
2, · · · , n, then we have a homomorphism
γ1 : C
× → H
λ 7→ (λ, 1, · · · , 1)
If we compactify this 1-dimensional subtorus by adding two points {0,∞},
this induced projective line intersects Dp1 and D−p1 only in subregular
points. Then we translate this projective line a little bit, i.e., multiply
its coordinates by a complex number 1 + ǫ with ǫ very close to 0. By this
way, we get a projective line which intersects mirrors and toric divisors only
in subregular points.
In the diagram above, let ι map the second factor unchanged and pr1
denote the projection map to the first factor. Let a1, · · · , am be the points
in P1 which are mapped by ι′ into D and a0, a∞ be the points in P1 which
are mapped by ι′ into the toric divisor. Define a real valued function φ on
K ′ × ((P1 \ {a0, a1, · · · , am, a∞})× C×) by:
φ(κ, x) := h∗(ev(κ, ι(x)), ev(κ, ι(x))).
Here we write x instead of a point (q, t) ∈ P1 × C×.
Note that by monodromy invariance of h∗ this defines a single valued
continuous function. Then we conclude by the characterization in Lemma
3.24 that φ extends to a continuous function (also called φ) onK ′×(P1×C×).
We now investigate if this φ can take on negative values. If we denote
the parabolic region by K0, we observe that φ(κ, x) > 0 for κ ∈ K0. For
parabolic κ, we always have the projection of x onto the C× part nonzero
so that φ must be greater than 0. Define N by:
N := {(κ, x) ∈ K ′ × (P1 ×C×) | φ(κ, x) ≤ 0}.
Then N is closed by the continuity of the function φ. Because N is invariant
under scalar multiplication in the second factor, we have that the projection
NK of N on K
′ along P1 × C× is also closed.
Now suppose κ ∈ ∂NK , then φ(κ, x) ≥ 0 otherwise κ cannot belong to
the boundary of NK by the continuity of φ. And we also have φ(κ, x0) = 0
for some x0 ∈ P1 × C×. Suppose also that κ ∈ K ′hyp. Because ev(κ) is
locally biholomorphic on H◦ × C× and the image ι′(C×) of C× under ι′ is
not contained in any single irreducible component of the added divisor by a
previous remark, we conclude that φ(κ, x) = 0 implies that x ∈ (a0 ×C×)∪
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(a1 × C×) ∪ · · · ∪ (am × C×) ∪ (a∞ × C×) by the maximal principle. Hence
φ(κ, ·) vanishes along some C×-orbit.
Either i ∈ {1, · · · ,m} or {0,∞}, we know that at a non zero point x0 in
ai × C× we can write the evaluation map ev(κ, x) locally of the form given
in Lemma 3.24:
ev(κ, ι(x)) = (y
1
2
−kα
1 , y2, · · · , yn+1) if i ∈ {1, · · · ,m}
ev(κ, ι(x)) = (y
1−k′p
1 , · · · , y
1−k′p
m , y
1−k′′p
m+1 , · · · , y
1−k′′p
n+1 ) if i ∈ {0,∞}.
Since κ lies in the hyperbolic region, so det(h∗) is of the signature (1, n).
While φ(κ, x) ≥ 0, then φ must possess the unique positive signature if
we transform these above coordinates into the standard coordinates zi for
1 ≤ i ≤ n+ 1. Since the image ι(P1 × C×) is of dimension 2, we then have
the following formula:
φ(κ, x) = |zi|2 − |zj |2 for some i, j
for x near x0. Then we know that it must take value in an open interval
containing 0 if x lies in a neighbourhood of x0 which is in contradiction to
that φ(κ, x) ≥ 0 for x takes value in a neighbourhood of x0.
Therefore, we conclude that if κ ∈ ∂NK then κ is outside of K ′hyp. Since
K ′hyp∪K0 is connected and not contained in NK , we conclude that K ′hyp∪K0
is disjoint from NK and hence K
′
hyp is disjoint from NK as well. This shows
that φ(κ, x) > 0 when κ ∈ K ′hyp. In particular we have that on the ι image
of C× × C×, evaluation maps into the lift of Bn in Cn+1, hence projective
evaluation maps into Bn. And the desired result follows by varying the map
ι so that the images of ι′ cover H◦. 
Remark 3.26. From previous computation, we can know that the mon-
odromy along toric strata has only two different eigenvalues. But only those
strata for which one eigenvalue has multiplicity 1 and the other multiplicity
n are mapped under the projective evaluation map to mirrors in the com-
plex hyperbolic ball. And in fact, monodromy around these strata acts like
a complex reflection.
4. Ball quotient structures
In this section we shall give a finite list for which the orbifold W\H◦
could be biholomorphically mapped onto a Heegner divisor complement of
a ball quotient. This requires us to check the Schwarz conditions for root
systems, and fortunately we have already obtained all the exponents along
those mirror divisors from the preceding section. In the end, we explain a
modular interpretation for a ball quotient from type An according to the
Deligne-Mostow theory. We hope this could shed some light on looking for
modular interpretations for other types.
4.1. The Schwarz conditions. Now in order to extend geometric struc-
tures across the arrangement “nicely”, we have to impose the so-called
Schwarz condition on this “Dunkl-type” system in the sense of [6]. But
before we proceed to that, let us have a look at a simple example first so
that we can have some feeling why the Schwarz conditions are introduced in
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the way as later. It is a one-dimensional example. Let M be C×, the toric
arrangement consists of the identity and Ω = k z+1z−1
dz
z ⊗ dz ⊗ ∂∂z . Assume
we have finite holonomy, which means we can write 1 − k = p/q with p, q
relatively prime integers and q > 0. Then the holonomy cover can be ex-
tended to a q-fold cover with ramification over the identity Mˆ →M defined
by (zˆ − 1)q = z − 1. On the other hand, the projective developing map
Mˆ → P1 is given by w − 1 = (zˆ − 1)p and hence extends across the identity
only if p > 0, i.e., k < 1. But we could note that the connection is invariant
under the pth roots of unity ξp which means the ξp-orbit space of M is cov-
ered by the ξp-orbit space of Mˆ and the projective developing map factors
through the latter as a local isomorphism onto P1. This example suggests
the definition for Schwarz condition, which has also been discussed in [12].
Definition 4.1. Let be given a connected complex manifold M with a
smooth projective compactification M =M
⊔
D by adding a normal cross-
ing divisor D to it. Let the following system of second order differential
equations
(∂i∂j +
∑
Γkij∂k +Aij)f = 0
defines a projective structure onM with regular singularities along D. Then
the compactification is said to be well adapted to the given projective struc-
ture onM if (on a finite cover) the projective developing map extends locally
across D as a rational map.
Now assume the compactification M is well adapted to the given projec-
tive structure onM , then we say the system satisfies the Schwarz conditions
if the projective developing map extends across those codimension one strata
of D as a local biholomorphism, as long as they are not contracted by the
projective developing map.
Suppose now the “Dunkl-type” system satisfies the Schwarz condition.
As illustrated by the previous one-dimensional example, for L an irreducible
intersection, it’s easy to extend the developing map across L◦ when 1−kL >
0 where kL is the exponent associated to L. Here we mean an irreducible
intersection by it cannot be decomposed into two nontrivial intersections for
which the union of the sets of hypersurfaces containing each intersection is
just the set of hypersurfaces containing the intersection. But when 1−kL ≤
0, the situation becomes quite different because if we approach L◦ from M
along a curve, the image of a lift in M̂ under the projective developing map
tends to infinity with limit a point of P(A). In fact, these limit points lie
in a well-defined Γ-orbit of linear subspaces of P(A) of codimension dim(L),
which is called a special subspace in P(A). So we say that M has geometric
structures of elliptic, parabolic, hyperbolic type according to whether k0 < 1,
= 1 or > 1. That is because k0 < 1 (resp. k0 = 1) ensures kL < 1 for all the
irreducible intersections L (resp. all the irreducible intersections except for
{0}) due to the partial order of kL’s.
While the most interesting case is the one of hyperbolic type, we need
to treat L◦ with kL ≥ 1 very carefully. Now we assume the “Dunkl-type”
system with the flat Hermitian form h is of the hyperbolic type. We notice
that the restriction of h to the fibers of the natural retraction r : ML◦ → L◦
is positive, semipositive and hyperbolic according to whether 1−kL > 0, = 0
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or < 0. From this we see that when kL < 1 the L
◦ still keeps its hyperbolic
type while other cases not. So for each irreducible intersection L with kL ≥ 1
we need to blow it up and contract it in its own direction so that each of them
has a hyperbolic structure in the end. Of course, we need to blow up those
L’s in an appropriate order (starting from the smallest dimension) until the
members of the arrangement become disjoint so that proper contractions can
be done. And we should point out that for those L’s with kL = 1, we need
to blow up each of them in a real-oriented manner. The process of blowing
up and followed by contraction is a very technical tool, interested reader
could consult [18] and [6] for a detailed and complete discussion. After we
finish these operations, we can extend the corresponding structure across
the arrangement.
4.2. Schwarz conditions for root systems. Fortunately we have already
computed the eigenvalues of the residue endomorphisms along the mirror
and toric strata in section 3.2, and from [6] we also have the exponent near
the identity element by k{1} =
1
codim({1})
∑
α>0 kHα . Then we list these
exponents of toric strata, mirror strata and identity element for all the root
systems as follows.
Lemma 4.2. The relative exponents of toric strata, mirror strata and iden-
tity element for all the root systems are as follows.
Table 2. Relative exponents
type toric strata mirror strata identity element (after blown up)
An
1
2 (n− 1)k − 12(n+ 1)k′
1
2 (n− 1)k + 12(n+ 1)k′
1
2 − k ((n+ 1)k − 1)/2
Bn (n− 3)k + k′, 2k − k′ 12 − k, 12 − k′ (2(n − 1)k + 2k′ − 1)/2
Cn (n− 3)k + 2k′, k − k′ 12 − k, 12 − k′ (2(n − 1)k + 2k′ − 1)/2
Dn (n− 3)k, k 12 − k (2(n − 1)k − 1)/2
En k, 2k, (n− 4)k 12 − k
(hk − 1)/2
with h the Coxeter number
F4 k
′, 2k 12 − k, 12 − k′ (6(k + k′)− 1)/2
G2 −12k + 32k′, 12k − 12k′ 12 − k, 12 − k′ (3(k + k′)− 1)/2
Proof. Straightforward, from the eigenvalues computation. 
In Corollary 3.20 we have already obtained the hyperbolic region for which
H◦ is endowed with a hyperbolic structure. Within this region, only those
W\H◦ with (k, k′) satisfying the Schwarz conditions could be extended to
a ball quotient, by which we mean of the form Γ\B with Γ a discrete group
of Aut(B) acting on B with finite covolume.
The Schwarz conditions in the present case are easy to state: those relative
exponents appeared in Lemma 4.2, denoted by relative exponent, should
satisfy:
relative exponent ∈ 1/N if > 0.
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Write 12−k = 1/p with p ∈ N and p ≥ 3 for all the types and 12−k′ = 1/p′
with p′ ∈ N and p′ ≥ 3 for type BCFG. Then we have the following ball
quotients list for the root system R of rank at least 2.
Table 3. ball quotients for toric mirror arrangement
type A
n k p k′
2 16 3 0, ± 190 , ± 154 , ± 136 , ± 5126 , ± 118 , ± 790 , ±19
2 14 4 0, ± 136 , ± 120 , ± 112 , ± 536
2 310 5 ± 130 , ± 115 , ±1190 , ± 730
2 13 6 0, ± 118 , ±19 , ±29
2 514 7 ± 13126 , ± 314
2 38 8 ± 124 , ± 772 , ± 524
2 718 9 ± 554 , ±1154
2 25 10 0, ± 445 , ±15
2 512 12 ± 136 , ± 112 , ± 736
2 37 14 ± 421
2 49 18 ± 227 , ± 527
2 715 30 ± 845
3 16 3 0, ± 124 , ± 112
3 14 4 0, ± 124 , ±18
3 310 5 ± 110
3 13 6 0, ± 112
3 38 8 ± 116
3 512 12 ± 124
4 16 3 0, ± 130 , ± 110
4 14 4 ± 120
4 13 6 0
5 16 3 0, ± 118
5 14 4 0
6 16 3 ± 142
7 16 3 0
9 16 3 ± 115
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type B
n k p k′ p′
2 16 3
1
6 ,
1
4 ,
1
3 ,
5
12 3, 4, 6, 12
2 14 4
1
6 ,
1
4 ,
3
10 ,
1
3 ,
3
8 ,
5
12 ,
9
20 3, 4, 5, 6, 8, 12, 20
2 310 5
2
5 10
2 13 6
1
6 ,
1
3 ,
5
12 3, 6, 12
2 38 8
1
4 4
2 718 9
4
9 18
2 25 10
3
10 5
2 512 12
1
3 6
2 49 18
7
18 9
3 16 3
1
6 ,
1
4 ,
1
3 3, 4, 6
3 14 4
1
6 ,
1
4 ,
1
3 3, 4, 6
3 13 6
1
6 ,
1
3 3, 6
3 38 8
1
4 4
4 16 3
1
6 ,
1
3 3, 6
4 14 4
1
4 4
5 16 3
1
6 3
type C
n k p k′ p′
2 16 3
1
6 ,
1
4 ,
1
3 3, 4, 6
2 14 4
1
6 ,
1
4 ,
3
8 3, 4, 8
2 310 5
1
4 ,
2
5 4, 10
2 13 6
1
6 ,
1
4 ,
1
3 ,
5
12 3, 4, 6, 12
2 38 8
1
4 4
2 718 9
4
9 18
2 25 10
3
10 5
2 512 12
1
6 ,
1
4 ,
1
3 3, 4, 6
2 49 18
7
18 9
2 920 20
1
4 4
3 16 3
1
6 ,
1
4 3, 4
3 14 4
1
6 ,
1
4 3, 4
3 13 6
1
6 3
3 38 8
1
4 4
3 512 12
1
6 3
4 16 3
1
6 3
5 16 3
1
3 6
type D
n k p
4 16 ,
1
4 ,
1
2 3, 4, 6
5 16 ,
1
4 3, 4
6 16 3
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type E
n k p
6 16 ,
1
4 3, 4
7 16 3
type F
n k p k′ p′
4 16 3
1
6 ,
1
3 3, 6
4 14 4
1
4 4
type G
n k p k′ p′
2 16 3
1
6 ,
7
18 3, 9
2 14 4
1
6 ,
1
4 ,
5
12 3, 4, 12
2 310 5
1
6 3
2 13 6
1
6 ,
1
3 3, 6
2 718 9
1
6 3
2 512 12
1
4 4
Remark 4.3. Firstly, there might be overlaps in the above list among type
A, B and C, because type Bn and type Cn are dual to each other, and a
type Bn arrangement can be obtained from a reduction of a higher rank Am
arrangement to a subtorus.
Secondly, however, besides the above list there actually are more ball
quotient structures due to some hidden symmetry. For instance when k = 16
for type E8, there is also a ball quotient structure, which can be seen from
a point of view of moduli space of rational elliptic surfaces with certain
markings, see [19] and [7] for details. This hidden symmetry does not come
from the root system perspective. Nevertheless, a description for this hidden
symmetry in E8 root system still remains unclear.
4.3. A modular interpretation. From last section, we see that under
suitable Schwarz conditions, we can find a ball quotient structure for our
space W\H◦ as follows
Pev :W\H◦ → Γ\B
with Γ a discrete subgroup of Aut(B) with finite covolume. In particular,
we even wish to find a modular interpretation for these (potential) ball
quotients. Namely, does there exist such a commutative diagram
W\H◦ Pev−−−−→ Γ\By y
M Per−−−−→ Γ′\B
that M is a suitable moduli space with Per a suitable period map. For R
of type An, the answer is already given by the theory of Deligne-Mostow. In
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fact, the classical root system is just a special case of the theory of Deligne-
Mostow with all the weights being equal. We also encounter the moduli
space of del Pezzo surfaces when we look at the type En. However, for the
other root systems, we barely have any idea about them for the moment.
We shall investigate the An case here since this example as well as type En
cases strongly motivated current research presented in this paper.
Example 4.4. For the root system R of type An, we impose a condition k
′ =
0 for simplicity. Let be given n+3 pairwise distinct points z0, · · · , zn+2 on the
projective line P1 and n+3 associated rational numbers µ0, · · · , µn+2 ∈ (0, 1)
with
∑
µi = 2. Fix z0 = 0 and zn+2 =∞, if we denote the simply connected
torus by H ′, then H ′◦ can be defined as
H ′◦ = {(z1, · · · , zn+1) ∈ (C×)n+1 | z1 · · · zn+1 = 1, zi 6= zj
for each pair of distinct(i, j)}.
And then the adjoint torus
H◦ = Cn+1\H ′◦
can be defined with Cn+1 = P
∨/Q∨ the cyclic group of order n + 1. Let
M0,n+3 denote the moduli space of genus 0 curve with n+3 marked points.
Write µi = mi/m with m being their smallest denominator, consider the
algebraic curve C(z) defined by the affine equation:
C(z) : ym =
∏
(ζ − zi)mi .
Then the periods of the cyclic cover of C∫ zi+1
zi
dζ
y
are just solutions of the Lauricella FD hypergeometric equations. If we take
µi = k for i = 1, · · · , n+1 and the remaining µ0 = µn+2 = (2− (n+1)k)/2
so that it becomes our special hypergeometric system associated with the
root system An. Let Sµ denote the subgroup of the symmetric group Sn+3
fixing µ = (µ0, · · · , µn+2). The half integrality condition from the theory of
Deligne-Mostow is given as follows:
µi + µj < 1⇒ (1− µi − µj) ∈
{
1/N if µi 6= µj
2/N if µi = µj
for all i 6= j.
This happens to coincide with the Schwarz conditions for the special hyper-
geometric system with type An along the toric strata, along the mirrors and
near the identity element:
(n− 1)k/2 = (1− µ0 − µ1) ∈ 1/N
(1− 2k)/2 = (1− µ1 − µn+1)/2 ∈ 1/N
((n + 1)k − 1)/2 = (1− µ0 − µn+2)/2 ∈ 1/N.
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If these conditions are satisfied, then we have a commutative diagram
W\H◦ Pev−−−−→ Γn\Bny y
Sµ\M0,n+3 Per−−−−→ Γ′n\Bn
with left vertical arrow a covering map and top arrow being an isomorphism
onto a Heegner divisor complement.
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