Abstract. This paper intends to present applications of experimental charge density research in physics, chemistry and biology. It describes briefly most methods for modelling the charge density and calculating and analyzing derived properties (electrostatic potential, topological properties). These methods are illustrated through examples ranging from material science and coordination chemistry to biocrystallography, like the estimation of electrostatic energy in a zeolite-like material or the relation between electrostatic energy and spin density to macroscopic magnetic properties in a ferrimagnetic molecular material. The accurate structure and charge density of a coordination compound exhibiting LIESST effect is also described, together with an exemple of transferability of charge density methods to macromolecular science and protein crystallography.
Introduction
Due to its great success in chemistry, physics, material science, mineralogy and biology, small molecule crystallography appears more and more as a very powerful technique to solve structural problems [1] rather than a major scientific area. The "products" offered by crystallographers to non crystallographers seem to be so easy to use that many colleagues do believe that crystallography is not a science anymore; crystallography is a victim of its own success and many university professors do believe that crystallographic research cannot exist, particularly in small molecule crystallography. In fact, due to the new computing facilities, to modern technologies and to new X-ray sources (synchrotron, plasma pulse X-ray sources, . . . [2] ), crystallography appears as a new science which brings much accurate information unattainable by other techniques. Among them, charge density and high resolution crystallography allow precise electronic structure determination of crystals and molecules in their ground state [3] and soon in excited states [4, 5] . Charge density research is now a mature field that is available to perform studies in chemistry, physics, material science and biology: on the experimental side, the ability to collect accurate X-ray diffraction data quickly using two-dimensional CCD detectors [6] has opened this field to many small-molecule crystallographers; the availability of user-friendly softwares (XD [7] , MOPRO [8] . . .) more easily permits accurate charge density analysis and allows calculation of derived properties (charges, atomic moments, electrostatic potential and field, electrostatic energy, . . .), even for scientists entering the field.
The aim of this paper is to show the possibilities and strength of this method by selecting a few examples ranging from inorganic materials to proteins, including organic molecules and coordination compounds.
Electron density modelling, topological properties and electrostatic properties
The multipole model Modelling of valence charge density requires accurate Xray diffraction intensities [6, [9] [10] . In the present article, mainly devoted to the work performed recently in LCM 3 B, the charge density models fitted by least-squares to the X-ray data are due to Stewart [11] and Coppens and co-workers [12] [13] . In the Kappa formalism [12] , the estimation of the net atomic charge and of the expansion/ contraction of the perturbed valence density (spherical average) are described by: where r at core ðrÞand r at val ðjrÞ are the spherically averaged core and valence electron densities of the free atom, calculated from the best available wave functions. P val is the valence shell population and j is the expansion (j < 1) or contraction (j > 1) coefficient of the perturbed density.
To take into account the non-spherical shape of the valence-electron distribution, multipole parameters [13, 14] can be added to the Kappa model. Then, the pseudo-atomic density is written: 
where y lmAE are the spherical harmonic angular functions in real form, and
are Slater-type radial functions in which N l is a normalization factor. The P lmAE are the multipoles coefficients which are refined in the least squares process. The normalization of y lmAE implies that a P lmAE value of þ 1 transfers one electron from the negative lobe of the y lmAE function to the positive lobe. The z parameters are initially chosen to be consistent with atom optimized orbital exponents a (z ¼ 2a since r(r) / w 2 ). The n exponents of the Slater function are chosen with n ! l for proper Coulombic behaviour satisfying Poisson's equation as r goes to zero. The local axes on each atom are defined by the program user; this flexibility is very valuable for large molecules like proteins possessing non-crystallographic local symmetry and/or containing chemically equivalent atoms when one wants to reduce the number of the j, P val , P lmAE electron-density parameters in the least squares process.
Charge density maps
Static deformation density maps are computed by summing the static pseudo-atoms deformation densities over all N at individual atoms (Eq. 5) N being the number of valence electrons of the corresponding free atom. These maps represent the redistribution of electron density due to interatomic interactions using as reference state the Independent Atom Model (IAM). An example of the static deformation charge density of a nitronyl ring, consisting of two nitroxide NO . functions, in the free radical NitPy [15] is given in Fig. 1 . Density maxima are located on the bonds and O lone pairs; in this latter case, they are perpendicular to the N--O axis contrary to what is typically observed in C¼O groups, owing to their different hybridization states (sp 2 in C¼O, p z in N--O). The charge density depletions around the oxygen and nitrogen atoms are a signature of the deformation density of a NO . radical [15] .
Such deformation maps are computed and discussed in most charge density papers (see, for example, [16] [17] [18] ) but are gradually being replaced by gradient and Laplacian maps derived from the topological analysis of total static charge density. These latter are obtained without any reference to a given free or prepared atom state [19] .
Topology of the electron density: application to atom-atom interactions
Bader developed a method [19] based on the topology of the total electron density that leads to an atomic definition of the properties of matter: "the form of the total electron distribution in a molecule is the physical manifestation of the forces acting within the system" [19] . The characteristics of the total electron density topology may be analyzed by a search of the critical points (minima, maxima and saddle points) located at given points r CP where the gradient of the density is null:
At that point, diagonalization of the Hessian matrix, whose elements are:
yields as eigenvalues l i , ði ¼ 1; 3Þ the curvatures and eigenvectors the principal axes of curvature. Whether a function is a minimum or a maximum is determined by the sign of l i , at this point. The trace of the Hessian matrix is the Laplacian of the density, which is an invariant.
In regions of space where the Laplacian is negative, the electronic charge is concentrated; conversely charge depletion regions are characterized by positive Laplacian values. The critical points are characterized by the numbers of non zero eigenvalues of H, w and by the signature s, algebraic sum of the signs of the eigenvalues. Generally, the rank w is 3 and four types of critical points (w, s) are defined:
--((3, þ3) critical point): the electron density at that point is a local minimum (three positive curvatures). Such a point is found, for example, in the center of a cage; --((3, À3) critical point): the electron density at that point is a local maximum (three negative curvatures); Such points are usually found at nuclei positions; --((3, þ1) critical point). The density is minimum in the plane containing the two positive curvatures and maximum in the perpendicular direction. This type of critical point is found at the center of a ring formed by n bonded atoms. --((3, À1) critical point). The density is maximum in the plane containing the two negative curvatures and minimum along the perpendicular line (bond path). These critical points are characteristic of interatomic bonds. The Laplacian of the electron density (Eq. (9)) is also related to the energy density by the virial theorem. The sign of the Laplacian determines whether the kinetic or potential energy density is in excess in the total energy density. In regions of space where the Laplacian is positive, the total energy density is dominated by the kinetic energy density (hydrogen bonds, ionic bonds . . .) and the electron density is locally depleted. These bonds can be classified as closed shell interactions. As a contrary, in regions where the Laplacian is negative and electronic charge is concentrated, the potential energy density dominates, as in the case of lone pairs and covalent bonds.
In this latter case, the positive curvature l 3 is associated with the direction joining the two atoms covalently bonded, i.e. the bond path, and the l 1 , l 2 curvatures define the ellipticity of the bond according to:
For example, e would increase with the p character of a double bond, but will go to zero for a triple bond. The topology of the total density allows a new definition of atoms in a molecule through partition into atomic basins W (Eq. (11)) whose boundary surface satisfies:
where n is a unit vector locally perpendicular to the surface.
Atomic moments m n of order n like charges ðn ¼ 0Þ or dipole moments ðn ¼ 1Þ are calculated by integration over the atomic basin W according to:
Electrostatic properties
The total electrostatic potential at a point r can be calculated directly from the multipolar model:
and
DV is the deformation potential which can be calculated in direct space to get the potential of a molecule removed from the crystal lattice (for explicit formulation, see [20] ). According to Stewart, who is one of the pioneers in the field [21] , V(r) can also be calculated in reciprocal space leading to the crystal potential:
with
where the suffixes m and s denote multipolar and IAM contributions. V IAM converges rapidly and is calculated in direct space using a cluster of crystal unit cells. The electrostatic potential in molecular crystals can be used to generate an experimental force field for molecular modelling: atomic and/or fragments multipole moments and charges can be fitted to the experimental potential as shown by Ghermani et al. [20, 22 and references therein]. These quantities can be more adequate than theoretical charges calculated from free molecules in vacuum when solid state problems are concerned (because they include crystal field effects) despite experimental systematic errors, in peculiar when considering H atoms.
The calculation of electrostatic intermolecular energies from X-ray experiments is in principle straight forward as soon as both charges and potential are known according to:
where A and B are the interacting entities [23] [24] [25] . An example concerning the estimation of the electrostatic interaction energy in porous materials is given below [26] .
Topographic analysis of the electrostatic potential
Recently, the topographic analysis of V(r) has been introduced in experimental charge density research [27] [28] [29] [30] [31] [32] [33] . While the shape and extent of the positive (electrophilic) and negative (nucleophilic) electrostatic potential regions surrounding a molecule only qualitatively feature the electrostatic interactions, an accurate topographic analysis of the electrostatic potential distribution yields a quantitative estimation of interactions. This method, largely inspired by Bader's theory [19] , has been extensively used by many authors [27] [28] [29] [30] [31] [32] [33] .
The topographic analysis of the electrostatic potential V(r) is related to the properties of the electric field vector through:
Following Bader's nomenclature [19] , (3, À1), (3, þ1) and (3, þ3) electrostatic potential CP's are generally considered. (3, À3) CP's correspond to the electrostatic potential maxima located at the nuclei positions (dominant contribution of the positive nuclear charge). Such methodology has been applied in experimental solid state research by Tsirelson et al. [31] , who have determined CP's sites and corresponding bond paths in rocksalt crystals from electron diffraction measurements. In the field of molecular compounds, Bouhmaida et al. [32] have illustrated the electric field line features of the ibuprofen drug molecule after an analytical derivation of experimental electrostatic potential and field by a fit to high-resolution X-ray diffraction data. Figure 2 shows how the gradient vector lines (tangent to the electric field) define closed or extended atomic basins of an isolated ibuprofen molecule. These basins are limited by electric field zero flux surfaces, which satisfy:
n being unit vectors perpendicular to those surfaces at each point. The electric field lines, which are not allowed to cross, give rise to a particular partitioning of the molecule in agreement with the Slater's nuclear screening concept. Furthermore, according to the Gauss's law, the zero-flux surfaces partition the molecule into electrically neutral atomic spaces, in opposite to atomic basins defined from the topological analysis of electron density. In topographic analysis of the potential, the charge transfer inside the molecule is revealed by the size and shape of atomic volumes: an atom like oxygen exhibits the smallest basin volume since the concentration of the electron density screens, and thus weakens, the positive contribution of the nuclear charge. Conversely, positively charged hydrogen atoms display wide basins, especially in the peripheral region of the molecule. As also shown in Fig. 2, (3, À1) saddle CP's, where the electric field (or the electric force strength) vanishes, are found between each pair of nuclei in the molecule. The positions of the CP's are related to the chemical nature of the atoms involved in bonds. In homonuclear C--C bonds, the CP's are equidistant to each nucleus (0.76 and 0.70 A for single and aromatic bonds, respectively). In heteronuclear C--H (CP--H ¼ 0.37 A in both CH and CH 3 groups), O--H (CP--H ¼ 0.33 A) and C--O bonds (CP--O ¼ 0.64 and 0.61 A for single and double bonds, respectively), the (3, À1) CP's position depends on the electrostatic balance between the connected nuclei. These atom-CP distances were found in good agreement with the covalent atomic radius values from electrostatic considerations reported by Politzer et al. [33] . On the other hand, four minima of the electrostatic potential corresponding to the (3, þ3) CP's were localized near the substituted phenyl ring (-0.199 and À0.183 e A À1 up and down the plane) and in the vicinity of the carboxylate (COOH) group (À0.235 and À0.314 e A À1 ) of the ibuprofen molecule. This example demonstrates how the use of topographic analysis of the electrostatic potential can provide efficient insight into both inner and outer properties of a molecule.
Electrostatic interaction energy in porous materials
One interesting application of electrostatic potential in inorganic materials concerns zeolite-type materials [34] . The characterization of interactions between porous materials and guest molecules is of primary interest for understanding catalytic properties or confinement effects, leading to interesting physical properties like non linear optics [35] .
As a model case, the experimental charge density of the AlPO 4 -15 [36] molecular sieve has been studied. The structure of AlPO 4 -15 can be described in the following way: a three dimensional network based on PO 4 tetrahedra Fig. 2 . Electric field lines generated by an ibuprofen molecule extracted from the crystal. The plane corresponds to that of the COOH group [32] . linked to AlO 6 octohedra exhibits channels filled with a hydroxyl group (O 9 H 1 ), a water molecule (W 10 ) which completes an AlO 6 octahedron, a second water molecule (W 11 ) and a charge compensating NH 4 þ cation ( Fig. 3 and  4) .
The Table 1 . For the sake of comparison, the kappa charges are also given.
The topological charges are closer to the formal oxidation numbers. A closer examination (Fig. 6 ) of the O and P topological charges shows that they are correlated to the P--O bond lengths, the shorter the bond, the larger the charge.
A correlation was also found with the Al--O--P angles: the larger the angle, the more negative the oxygen atoms. Similar observations using theoretical calculations were made by Larin and Vercauteren for all siliceous and aluminophosphate molecular sieves [37, 38] .
Electrostatic interaction energies of the two water molecules (W 10 and W 11 ) occluded in AlPO 4 -15 were also estimated [26, 34] (Fig. 4) . The electrostatic energy E A/B (energy of the A guest molecule occluded in the B framework) was evaluated numerically, using the experimental charge density and electrostatic potential. where VðrÞ is the total potential calculated according to (16) , (17) and (18) . This method is very close to that proposed for theoretical calculations by Gavezotti [25] . Figure 7 shows the electrostatic potential V B at the W 10 water molecule site: the electric field (in the direction of the gradient of V B ) is parallel to the dipole moment of the water molecule as expected to minimize the dipolar interaction. The negative O 10 atom is in a region of positive potential whereas the positive H 2 and H 3 atoms sit in negative potential areas. Table 2 gives the integrated electronic, nuclear and total electrostatic interaction energies calculated with a null and 0.64 e A À1 inner potentials (V 0 in Eq. (16)) for W 11 , W 10 , compared to those of the hydroxyl and NH 4 þ ions: all four entities have negative electrostatic energies; they are therefore stabilized inside the AlPO 4 -15 framework. Moreover, the two water molecules are predicted to be less stable than the OH À and NH 4 þ cations as observed from a thermogravimetric experiment [39] . One also can see that the W 10 structural water molecule is the second species to leave the structure. The strong electrostatic stabilization energies (Table 2) are also in line with the rather high desorption temperatures (resp. 173 and 233 C). In conclusion, this study shows that high resolution Xray diffraction provides fundamental energetic quantities and an accurate crystal structure; it allows experimental modelling of host-guest interactions. Furthermore, these model studies lead to interesting correlations between topological and stereochemical information that is being used in our laboratory to build a data bank of electrostatic parameters; the aim of this bank is to describe new porous materials for which such accurate crystallography is not feasible due, for example, to their poor crystallinity.
Magnetic molecular compounds
Another interesting application of accurate crystallography is Molecular Magnetism: molecular-based magnetic materials have been the subject of intense investigations over the last decade mainly due to their potential applications in information storage devices [40] : hence new physical properties like photo induced magnetization, single molecule quantum behaviour, molecular bistability have been recently described [41] .
Such materials are based on molecular magnetic building blocks connected via covalent, coordination interactions or intermolecular H bonds. The resultant magnetic properties at the macroscopic scale depend on the nature and strength of those interactions. Despite their potentiality, surprisingly only few X-ray high resolution studies have been devoted to these materials [see for example 15, [42] [43] [44] [45] [46] [47] [48] . Among the work performed in our laboratory in this field, we will describe two coordination compounds:
- Figure 8 shows the chain structure of this ferrimagnetic compound (pba ¼ 1,3-propylene bis (oxamato)). The copper atom has pyramidal coordination whereas Mn is octahedrally coordinated. This compound exhibits one dimensional antiferromagnetic interactions and weak inter-chain couplings as shown from magnetic measurements and polarized neutron diffraction experiments [49, 50] . Negative and positive spin populations found on Cu (À0.75m B ) and Mn (þ4.93m B ) demonstrate antiferromagnetic interactions. Spin densities have also been observed on the oxamato ligand, resulting from spin delocalization. Figure 9 shows the total charge density along the bimetallic chain: the orbital overlap is higher on the copper side of the oxamato bridge than on the manganese side as also revealed by the electron density at the corresponding metal-ligand bond critical points (Table 3) ; the charge accumulation is higher at the Cu--N BCP, which reveals a larger metal-ligand overlap than at the Cu--O bond critical point. Table 4 gives the topological charges and volumes of atoms and molecular fragments: both metals (q Cu ¼ 1.56 e, q Mn ¼ 1.5 e) transfer electrons to the oxamato group (q oxamato ¼ À1.54 e), which appears highly polarized with positive C inner carbons and negative O and N coordinating atoms (À0.88 and À1.15 respectively). The Cu 3d orbital populations, as calculated according to [51] , are 24.5, 11.0 and 16.5% for the (dx y, dy z, dx z), dx 2 À y 2 and dz 2 orbitals respectively (see Fig. 8 for reference axis) whereas the Mn populations are more isotropic. The Laplacian map confirms this result with accumulation in the populated orbitals (Fig. 10 ). This finding supports the polarized neutron results [49] : the less populated dx 2 À y 2 accepts one single electron in agreement with the significant spin density refined on this orbital.
Thermally and photoinduced spin transitions Thermal transition
Transition metal ions from d 4 to d 7 in an octahedral environment may exhibit different spin states (high spin (HS), low spin (LS)) depending on the crystal field which evolves with external parameters (T, P, hn). If this crystal field effect is of the order of the electron pairing energy, a spin conversion (or transition) may occur [52] [53] [54] [55] [56] upon application of variation of external conditions; such compounds are called spin crossover complexes. [Fe(btr) 2 (NCS) 2 ] Á H 2 O is the archetype of highly cooperative spin crossover complexes, resulting from a 2D crystal structure and characterized by abrupt thermal transitions (123.5 K and 144.5 K in the cooling (HS ! LS) and warming mode (LS ! HS) respectively) with a 21 K hysteresis and by a photoinduced transition at T < [56] and photoexcitation [57] . Figure 11 shows the room temperature (RT) high spin structure and illustrates the 2D character of the crystal packing (b, c plane, C2/c space group). The iron atom lies at the centre of a distorted FeN 6 octahedron, with the two NCS anions in trans position.
The thermal behaviour of the complex was followed from RT to 104 K, and then back to RT with measurements of cell parameters every 10 K; the LS crystal structure has been refined from the 104 K data. Figure 12 shows the variation of the cell parameters when the structure undergoes the HS ! LS thermal hysteresis and the photoinduced LS ! HS transitions (T < 60 K).
On going from HS to LS state (at 123.5 K), b and c parameters decrease when a increases. This is in line with the crystal structure modification (Fig. 13) , the F--N (btr) bonds are directed parallel to the (b, c) plane and decrease by $ 0.2 A whereas the Fe--NCS angle increases from 153 to 163 (in the a direction). Such a structural effect was already extensively described by Marchivie et al.
( [58] and references therein).
Single crystal dynamic measurements (Fig. 14) of the spin conversion at 117.2 K demonstrates the spin-like domain structure of the material when the transition HS ! LS occurs: at intermediate times, both spin states coexist, in the crystal, in well-defined domains, as revealed by distinct HS and LS Bragg spots. A precise evolution of the HS to LS species is described in details in [56] ; in particular, the HS and LS states are evidenced from difference Fourier maps where the anisotropy of d electrons clearly shows up in the LS state (Fig. 7 in Ref. [56] ).
Photoinduced spin transition
Photoexcitation of Fe(btr) 2 (NCS) 2 Á H 2 O was achieved on a single crystal mounted on an Oxford Diffraction diffractometer equipped with an Helijet gas stream and irradiated with an argon-krypton laser (l ¼ 488 nm, 40 mW, 10 K). Figure 15 shows the dynamic behaviour of the transition: at t ¼ 0 mn, the observed (026) Bragg peak corresponds to the LS structure; at t ¼ 4 mn, both HS and LS states are clearly identified and the transition to a pure HS spin state is complete after 15 minutes [57] . The structure of this HS metastable state has been refined (10 K data) and is similar to that obtained at room temperature (Fig. 11) . The accurate structure and electron density analysis are 380 C. Lecomte, E. Aubert, V. Legrand et al. still under development and will be published in a forthcoming paper. The preliminary results confirm the spin state of the molecular complex.
Frontier applications in life sciences
The first applications given above show that experimental electron density studies bring new insights in various areas of small molecule and material science crystallography. This last part intends to show that this approach can now be extended to macromolecular systems; such an extension allows electrostatic energy calculations to understand and to score interactions between proteins active site and their cofactor, ligand or inhibitor [59] [60] [61] [62] . In parallel to the experimental development of the X-ray methodology [8] , it is interesting to note that recent theoretical methods in Density Functional Theory (DFT) like linear scaling (which scales linearly with the number of atoms instead of the cube [63] ) allows first principles quantum calculations on polypeptide and protein systems [64] . Both experimental and theoretical results have therefore to be compared to jointly improve them. This latter approach was very successful for small molecules crystallography (see for example [16] [17] [18] ).
Since 1990, the number of high and ultra-high resolution protein X-ray diffraction data has increased almost exponentially [65] [66] [67] . Some of these data sets are accurate enough to deserve a multipolar refinement [61-63, 68, 69] : they permit a more accurate location of most hydrogen atoms of the active site and reveal the bonding density. The probability of observing these features depends on the resolution, which is directly related to the thermal displacement parameters as shown on Fig. 16 .
High resolution X-ray diffraction studies have been performed in Nancy on a large group of mono-, di-or tripeptides in order to precisely determine the electron density distribution of all natural amino-acids. These studies allowed building an experimental data base of atomic charge density parameters (P val , P lm , j, j 0 ) [70] for each type of atom in a given chemical environment. These parameters were shown to be transferable to amino acids in proteins [70] .
More recently, Coppens et al. have proposed a similar data base computed from DFT calculations [71] . A comparison between these data bases is given in Ref. [72] . Such data bases are the starting point for multipolar refinement: the experimental data base has been tested on the protein crambin which is a small 46 residues protein; Xray data have been measured on BW7A line of DORIS (Hamburg) synchrotron to a resolution of d ¼ 0.54 A by Teeter et al., which is still the world record for a protein [62] . The average dynamic deformation map (Fig. 17) over the 34 non-disordered peptides residues displays significant residual density in the bonds between non hydrogen atoms and on oxygen lone pairs at their expected positions. These features demonstrate that these data deserve a multipolar model [13] .
At the end of the refinement, the static deformation electron density of the average peptide residue is in almost quantitative agreement with that derived from a triple zeta HF calculation on a single monopeptide [16] . As these results were encouraging, a new refinement program was written to combine the advantages of small molecules and proteins refinement (MoPro: http:// www.lcm3b.uhp-nancy.fr, [8] ). An example of the refinement strategy applied to the aldose reductase protein (Fig. 18 ) is given in [73] : the aldose reductase data have been collected to 0.66 A resolution [68, 69, 74] . Figure 19 gives the static deformation density obtained from the constrained multipolar refinement. The quality of the map allowed electrostatic potential calculations: it was the first experimental evidence of the electrostatic complementarity between the active site, the ligand and the protein's inhibitor [59, 75] . Other applications have been performed on Scorpio Toxin [61] , Tripsin [62] .
Conclusion
These few examples of high resolution crystallography show that charge density research is being applied to a broad variety of research projects and gives answers that are not attainable by other experimental techniques. The future of these methods parallels the development of new X-ray sources which will enable crystallographers to perform time resolved experiments at times smaller than picosecond [76] [77] . 
