Resource management in distributed multimedia systems (DMS) is a central issue, due to the real-time requirements of continous media. However, in complex and mobile systems effective resource reservation becomes almost impossible. Recent research proposes adaptive applications as a complementary solution. This article is a review and generalization of issues surrounding adaptation in DMS. As a background, we first discuss heterogeneous networks and the rationale behind adaptation. Then we explain the basic common notions and mechanisms involved, followed by implementation examples. This reveals the importance of standardized system support for adaptation. We conclude by discussing some outstanding research issues.
Introduction: heterogeneous networks and QoS
As distributed multimedia systems (DMS) grow larger and faster, the associated problems of resource management become harder to manage. The traditional method of managing applications in a DMS [1] is that, prior to execution, an application determines its quality of service (QoS) requirements in terms of various parameters such as image and sound quality, response time and degree of synchronization. These requirements are then translated into a set of system resources (e.g.transmission bandwidth, memory, CPU cycles per second) which are then allocated to the application . A QoS negotiation process along with an underlying QoS management infrastructure are used to assure that all system components are capable of providing their share of the requested resources during the session's lifetime. This method works reasonably well in homogeneous environments where ressource allocation is straightforward and where application sessions are not overly long or complex.
There are many situations where this approach is too simplistic. With increasing complexity of networks and applications, DMS are becoming unable to sustain negotiated levels of QoS over the whole network for extended periods of time; sometimes the negotiation itself is impossible. There are a number of reasons for this: -Many networks, such as the basic Internet are of besteffort type, making resource reservations very hard or impossible to achieve.
-DMS are heterogeneous. They involve many types of communication and processing components. When an application such as teleconferencing or news-on-demand is running in this kind of environment, LAN-connected users with powerful workstations will experience much better video quality and less delay than those with modem-connected laptops. This complicates considerably QoS management.
-Varying network load is likely to cause temporary congestion with the usual collateral phenomena of increased delay and error rate. Transient node faults and network reconfiguration have similar effects. Dynamic QoS monitoring and renegotiation become then necessary, resulting in additional complexity.
-Mobile and ubiquitous computing. They are receiving a great deal of attention in the research and business communities [2, 3] . By extending DMS with wireless communications components, many new applications become feasible. They include delivering critical information to people on the move (salesmen, security agents), maintenance aid in remote locations, handheld agendas, pagers, devices for navigation/location and collaborative applications (e.g. in emergency situations). Many such applications involve multimedia information. Due to the variety of wireless techniques (infrared, terrestrial radio, satellite, cellular telephone-based) most of which provide limited data rates and increased error probability, the resulting networks become even more heterogeneous. Many mobile computers support different connectivity modes, ranging from disconnected to weakly connected (low speed wireless connection) to fully connected (plugged into a LAN), and applications are required to work correctly in all modes. When disconnected, performance may be degraded in many ways, but it still should be acceptable to the user.
To adapt or not to adapt?
How can we cope with resource management in such complex heterogeneous DMS? There are generally two types of answers: a) To maintain and enforce traditional guaranteed resource allocation, in spite of the cost in terms of complexity and overhead. b) To make applications (and other system components) more tolerant to inevitable fluctuations in the communication and processing environment. This leads to the notion of adaptive applications, designed to gracefully cope with wide and unexpected QoS variations.
Most present applications are not adaptive or their adaptivity is limited. The reaction of such programs to sudden QoS fluctuations may result in high-overhead state transitions, or is unpredictable. There is no established methodology for designing adaptivity into applications; however, elements of solutions and many ad hoc implementations already exist.
The adaptive approach has certain advantages: -QoS negotiation and resource management are simplified or can be omitted altogether.
-Adaptivity is a necessary precondition in some contexts; in mobile environments, for example, it is not realistic to expect fixed QoS guarantees to be maintained for extended intervals of time.
-Increased economic viability of adaptive applications: their lifetime can be expected to be longer because they resist better to evolutionary changes of the network environment.
On the down side, designing adaptivity into DMS is not for free, and it entails added complexity. We do not have yet enough experience with some aspects of adaptivity, such as the reaction of users when confronted with variations of interaction style. While the issue is still hotly debated, the emerging answer seems to be that resource reservation and adaptivity are both valid and complementary approaches to designing optimal DMS. In complex systems there is enough room for both techniques; optimum can be achieved by a (caseand time-dependent) combination, and not by using excusively either one.
The importance of this problem area is reflected by the conclusion of the 1994 Dagstuhl Seminar on the Fundamentals and Perspectives of Multimedia Systems [5] . Here, the issue of "How to adapt multimedia applications dynamically and continuously to their environment to make them deliver the best possible service under any given set of conditions?" was identified as one of the three most pressing problems of multimedia research.
The rest of the article puts adaptivity in perspective, shows the basic mechanisms involved, gives representative examples and concludes with discussing some research problems.
Adaptivity in perspective
Seen from a wider perspective, and in spite of the apparent novelty of the term "adaptive application", computer programs have been since long designed to be able to accomodate differences in their environment. Given the wide variety of system/user combinations for which programs ought to function satisfactorily, this is a natural way of increasing their market appeal. The innumerable options, choices, parameters, preferences available in most mainstream products (such as word processors, for example) are signs of the effort to adapt to the needs of different users. "Tailorable" and "configurable" programs permit to include in a working configuration only modules which are needed in a particular context. Programs are also "adaptive" to their hardware and operating system environment; for example to the size of the available memory, to the presence of a floating point coprocessor, or to the I/O environment. Programs can often automatically recognize the available resources (such as display characteristics); if not, adaptation is done manually at installation time. Option negotiation capability used for recognizing the parameters of remote components (terminals, modems) and program reconfigurability in faulttolerant systems can be seen as still other types of adaptivity. Error detection and correction in traditional communication protocols (such as in HDLC or X.25) can also be considered as mechanisms to adapt to changing transmission QoS. Fault-tolerant and reconfigurable systems are further examples.
Adaptation in DMS

Basic mechanism
In the context of DMS, adaptation is a complex process involving a number of system components. Despite the multitude of approaches, the overall objective of adaptation is the same: to extend the range of conditions over which a program performs in an acceptable way. More precisely, we can define two spaces: the performance space P, and the resource space R. Dimensions in the former include user-oriented QoS measures such as playout quality, response time and functionality, and other factors like cost, resource utilization and fairness to other users. The acceptance region AR is a region of P, within which the DMS is considered as working properly (Fig. 1) . Dimensions in R correspond to resource availabilities (CPU, memory, bandwidth) and various other QoS parameters of the operating and communications environment. Without adaptation, AR maps onto region B in space R; with adaptation, AR will map onto a larger region A. Normally one would expect that A includes B; the size of A-B is a measure of the effectiveness of the adaptation. Dynamically, adaptation in a DMS works through a set of mechanisms whose goal is to maintain the operating point (OP) within AR. When the operating point moves outside this region, a controller initiates some corrective action called adaptation, which brings OP back to AR. The controller does this by monitoring the value(s) of some observed parameter(s), (coordinates in R or P), and by executing an adaptation algorithm. The execution results in changing some parameters, called controlled parameters.
This is shown in Fig. 2 . The controller, shown here explicitly, is actually part of the DMS. We consider the DMS to be composed of three components: User (U), Application (A) and System (S), the latter including communications, databases and the workstaion operating environment. 
DMS
Feedback
We observe that Fig. 2 is not necessarily a feedback control system. In effect, we can distinguish two basic forms of adaptation ( Fig. 3) :
(i) With feedback, where the effect of adaptation is to change some observed parameters. For example, in the IVS teleconferencing system [7, 8] when the packet loss rate (observed) across a network increases, adaptation will decrease the transmission rate, which in turn will cause the loss rate to decrease.
(ii) Without feedback, where the control action has no direct impact on the observed parameters; for example, in the MOST system [4] , when the observed network connectivity changes, the application modifies accordingly the functionality of the user interface, without attempting to influence connectivity. 
Elements of adaptatation
The control mechanism in Fig. 2 has the following important elements; their nature and their placement in the system are useful for a better understanding of different types of adaptivity:
(1) Placement of the controller (that is, the component that triggers and controls adaptation). It may be the user (e.g. because he needs a high-resolution image at a certain point of the application), or the application (increased frame loss rate is detected), or different parts of S.
(2) DMS component that adapts (that is, adaptation actions affect some of its parameters and consequently its behavior). Adaptation may occur in S (e.g. switching to a different protocol, decreasing the transmission rate, or allocating more CPU cycles to a process), in A (switching from color to b/w display), or in U (accepting telephonequality audio).
(3) Observed parameter(s) such as presentation quality, transmission jitter, user satisfaction with sound quality, etc. Any DMS component can be the source of observed parameters. A related notion is the method of observation such as polling, monitoring, exception notification, on demand, or user intervention.
There is a great variety of parameters (both observed and controlled) involved in adaptation mechanisms.
The following (open-ended) classification may be useful:
-adaptation parameters -system-related -OS, workstation -amount of memory -hit ratio -screen resolution -.. -communications -packet rate -error/loss rates -choice of protocol -.. -application-related -screen layout -video frame rate -database hit ratio -latency -.. -user-related -degree of satisfaction -response time -cost -..
(4) Adaptation algorithm: the rules describing conditions under which adaptation is triggered, and what happens when adaptation is activated (e.g. when the frame loss rate exceeds 5%, decrease the transmission rate by 20%). This is sometimes embedded in QoS negotiation procedures; in other systems it is implemented by pre-programmed feedback mechanisms. The algorithm has to have knowledge of the desired system behavior (that is, the acceptance region in Fig.1 (6) The user's role: The user may be involved in adaptation in a number of fashions: he may be unaware of the system's tentatives to maintain QoS, or he may be notified by the application that adaptation is about to take place, or he may be given direct control of the timing and the kind of action to be taken.
Examples
In this section we give a few concrete examples of adaptivity as implemented or proposed in different contexts. We can roughly classify them into three groups: usercentered, system-centered and mixed.
User-centered adaptivity
This type of adaptivity is characterized by the emphasis on the user interface and interaction. The controller is usually the application, adaptation occurs in the application and in the user. Typically there is no feedback in these systems.
1. The MOST (Mobile Open Systems Technologies for the utilities industries) project, is about a collaborative, mobile application involving multimedia elements [4, 6, 21] . It relies on portable terminals used by field engineers in power utility companies while doing and supervising maintenance work on power lines, transformers, etc. This work scenario leads to the following application requirements:
(i) Support for collaborative work: audio conferencing and shared graphical information such as maps and network diagrams with the possibility to collaboratively view and highlight such information.
(ii) The application should operate satisfactorily over wide-area wireless networks (with low transmission bandwidth and occasional connection drop-outs), as well as over highspeed fixed networks (while exploiting the benefits of the available bandwidth). In addition, mobile terminals must be designed with low power requirements, small size and thus limited display capability.
(iii) Operation in heterogeneous processing environment. This is important since applications may have to interact with a number of different service-providing host systems (e.g. databases and expert systems). Operation in heterogeneous computing environments is supported by building applications on an ISO ODP (Open Distributed Processing) compatible platform called ANSAware, providing standard ways of accessing services across different systems [6] ; see also Sec. 6.
The basic adaptation mechanism monitors the network connectivity (reported to the application by special system primitives), and adjusts accordingly the user interface layout and functionality. For example, no graphical data are transmitted between hosts during periods of low connectivity operation. Each host is supposed to have its local copy of the maps, which can be downloaded while in high connectivity mode. Pointing and highlighting events exclude transmission of freehand sketches and annotations, and are limited to using fixed-shape cursors.
An innovative feature of the user interface is that it continually informs the user on the current state of the communications infrastructure (Fig. 4) .
In this way users are made aware of the state of the system, which can improve their decisions (e.g. attempting to communicate with a co-worker, and increase their tolerance system performance variations. The remainig windows concern audio (5) and the shared graphical services (6, 7, 8) . 2. A different type of adaptivity is featured in the Krakatoa Chronicle, a Web-based interactive news on demand system developed at the Georgia Institute of Technology [14] .
This design emphasizes adaptivity to the user. The host computer receives and automatically indexes a number of news articles fed daily from a news service. The articles contain text and images. When a user signs on to receive the Chronicle, first an agent (a Java applet) is sent to the client machine; this agent maintains a user profile and is in charge of -personalizing the contents according to the user profile,
-controlling the downloading of the pertinent news items from the host, and -formatting and presenting the material in the style of a printed newspaper.
Since the agent executes locally, it can perform these tasks efficiently.
For example, the user can influence interactively the presentation (e.g. by changing the windows allotted to each article, and by browsing in the material). The user model is built partly by requesting relevance feedback from the user, and partly by observing his attitudes (e.g. recording the time spent in detailed examination of articles).
A natural extension of this interesting work would be including sound and video in the news articles, and having the agent monitor the quality of the network transmission. The final presentation to the user would take into account this QoS, maybe along with some other constraints negotiated with the user, such as limits on waiting time or cost. See also [15] .
System-centered adaptativity
Such implementations work as feedback control systems trying to maintain a given system parameter at a constant level. User interaction is not a primary concern.
3. The INRIA Videoconferencing System (IVS) [7, 8] is designed to work over the Internet using IP/UDP type connections. These connections are best-effort type and they cannot guarantee stable levels of throughput. The IVS design includes a mechanism to detect periods of network congestion (in terms of frame loss rates experienced by the receivers and sent back to the transmitter). The loss rate is used to control the video encoding process so as to decrease the data rate (and consequently the loss rate) when congestion occurs. The visible effect of this is a temporary worsening of the image quality. However, a problem may occur with multiple receivers each sending feedback to the sender [8] . The applicability of this method also depends on the dynamic properties of the network and on the delay involved in the feedback loop. Unstability may occur when the delay is exceeds a certain limit.
Other projects use similar techniques to regulate the flow of multimedia information. In [9] , the bit and frame rates of audio and video packets are automatically adjusted according the network congestion (measured in terms of packet delay). The network conditions (delay) are measured at the receiving stations and this information is communicated to the sender which then adjusts the rates accordignly. In [20] , a remote audio and video server is described which attempts to satify the QoS (presentation rate) explicitly demanded by the user. If the network becomes congested, the server attempts to maintain the presentation rate by dropping frames.
4. The Vosaic system [15] aims at integrating audio and video into HTML documents delivered over the World Wide Web. To this end, a new protocol called Video Datagram Protocol (VDP) has been developed; it runs on the top of the IP layer, and coexists with TCP (used for text and images) and with RTP (used for Mbone multicasting). VDP works in real time, that is, audio and video files are not downloaded to the client before display. There is only limited buffering at the client. The protocol is adaptive in the sense that it continuously monitors the network throughput and the client's processing power, and it adjusts the transmission speed (frame rate) so that frames are not dropped because they arrive too late or they cannot be decoded in time by the client CPU. Monitoring is done by feedback messages sent at every 30 frames to the server. Experiments spanning distances from local to international connections show that adaptation occurs within a few seconds.
Mixed adaptivity
Here, adaptation is based on observing parameters from both the system and the user; the adapting entity is usually the application. [10] is investigating the possibility of delivering audio and video through WWW. Unlike systems such as Mbone, FastWeb combines two separate subsystems: the standard HTTP-based WWW client-server pair, and a continuous media (CM) client-server pair. The main application is accessing a remote multimedia database. HTTP is used for initial content selection, browsing, QoS negotiation and for all other non-continuous control information required to run the application. When it comes to delivering media content, a separate connection is set up for the CM subsystem, using a different protocol. The QoS of the CM subsystem (in terms of the observed throughput, client CPU and availability of hardware decoding) are used to select a set of presentation parameters (e.g. frame rate, color depth and image size). This selection is based on a predefined degradation path and on user preferences. For example, the user can prefer high frame rate over image size, or sound quality over image quality, etc. A limited FastWeb prototype has been implemented; however, in a wider deployment of this principle, the database must support many if not all formats and options for all documents, which may lead to a considerable burden on the database.
The FastWeb project
The idea of permitting the users to make explicit tradeoff decisions (concerning different aspects of multimedia presentations) is taken up also by other authors. For example, in STREAMS [13] (a system designed to capture and playback technical presentations, multiparty meetings and course sessions), the user can decrease the quality of video streams in order to improve audio.See also [22] for an excellent discussion of QoS tradeoffs in the Internet.
6. Multimedia News on Demand is the target application of the Broadband Services project sponsored by the Canadian Institute for Telecommunications Research (CITR) [11] . Here, a client user can browse in a news database containing prepackaged multimedia documents. The media elements of these documents, (possibly in several versions) and metainformation (about the contents, structure and available QoS of the documents) are stored in various distributed servers. When a document is selected, a QoS negotiation process tries to reconcile three types of constraints: (i) user preferences (media formats, quality and cost limitations), (ii) media element availability and cost at different servers, and (iii) network connectivity between the client and all implied servers. The result is an optimally composed document, which is then downloaded and presented to the user. When connectivity changes, QoS renegotiation may take place. In order to shorten the negotiation, the system supports user profiles which are created separately for each user, using a QoS-by-example interface and a system of weight factors in order to capture the relative importance of cost and quality. Adaptation in this system is realized through a renegotiation process; the observed parameters are coming from the user and the system, the adapting component is the application. Current developments include porting the system to the Web. Table 1 compares the above examples in terms of the discussion in Section 4. As above, a DMS is stratified in three entities: user, application and system, including the operating and transport subsystems. This is clearly a simplification, for several reasons: (i) The system entity is complex, and it contains several sublayers. (ii) Distribution aspects are not explicitly shown. (iii) The separation between application and system is not always clear; in this paper, we consider application-specific parts of the system, such as specialized protocols for video transmission, as parts of the application. The database is included in the system.
Comparison
Including further detail in the basic DMS schema would quickly result in too many possibilities and it would not serve our purpose here, which is to give a rudimentary framework for comparison. 
System support for adaptation
The majority of existing adaptive systems are built in a rather ad hoc manner. The disadvantage of this approach is that it makes it hard to generalize, modify and port such applications. Researchers now recognize the importance of architectural support for QoS and adaptation management. This section gives examples of such support in terms of platforms, resource sharing and databases.
Platforms
Odyssey, an experimental platform for developing adaptive mobile applications [12] , is based on the premiss that adaptivity is best achieved through explicit cooperation between the application program and the underlying operating and communication infrastructures. (This is in contrast to application-transparent adaptation, where there is no such communication. Therefore it works independently of the system, only by observing its own performance e.g. the deliverable frame rate.) Odyssey provides an application programming interface (API) permitting system-application cooperation within a well-defined framework. The API permits QoS by examp, profile n (a) to define those QoS parameters (called resources) that are of importance to the application program (e.g. throughput, synchronisation skew), (b) to track the evolution of the resources and to notify the application when certain predefined thresholds are reached, and (c) to request policy changes from the operating system, such as switching from color to the black-and-white version of a video stream. Prototype applications include a Quicktime video player which stores movies in different formats, from highly compressed to uncompressed. The player monitors the actual data rate and it always presents the stream with the highest possible quality.
Similarly to Odyssey, the authors of the MOST platform for distributed mobile applications [4] , [6] , [21] , (see also Sec. 5) advocate the advantages of passing explicit information on the state of the environment to the application. Examples of such information are the available network QoS, communications tariff structure and client location. MOST offers a number of system services aimed at communicating QoS information to the application. For example, QEX (QoS driven remote execution) observes a remote execution, gathers information on the QoS of the binding (e.g. data rate) and passes this information to the invoking procedure (application). This makes it easier for applications to adapt gracefully to the surrounding conditions.
A framework for supporting adaptability in WWW applications is described in [23] . The framework includes:
-Real time capability in Java; that is, API primitives enabling an applet to request and negotiate system resources (CPU cycles, memory). Such adaptive applets are capable of modifying their execution pattern (e.g. slowing down an animation) according to to the available resources.
-Extensions of HTML to offer alternate forms of content for the same link; the appropriate alternative would be chosen automatically according the available QoS.
Resource sharing A common problem in DMS occurs when a fixed amount of resources must be divided between a number of users or applications. When the resource demands of these applications change dynamically, the resources may become overloaded, resulting in QoS degradation. In some situations, protective measures can be taken at the level of resource management.
Load balancing [19] is a form of adaptation proposed to dynamically optimize disk utilization in an online video server. The server stores a number of videos on multiple disk drives, and each video is divided in a number of fixed-size segments. Normally, a single copy of each video is stored, and some spare space is left in the system for dynamically created segment replicas. The demand for the videos varies unpredictably. When multiple closely spaced requests arrive for the same video, then, when a segment is played out for the first request, it is also replicated (one or more times) onto different disk(s). In this way it is available for the subsequent requests, thus unloading the original disk.
Load shedding [18] , [16] is a technique proposed for situations where several adaptive applications coexist in a DMS. The idea is that when a resource (CPU, bandwidth) becomes scarce, applications should "voluntarily" and gracefully reduce their consumption of the resource (as opposed to more drastical measures usually taken by the operating system, such as blocking a program). This is in contrast to the load balancing mentioned above, where optimization is controlled centrally by a storage manager. The crucial point with load shedding is the ability to communicate the appropriate information to applications. It appears that applications can be designed to adapt, provided that they are able to access information such as (i) the system load, (ii) the application's relative share of the load, (iii) the other applications and their load, and (iv) the importance of the application to the user. Even so, efficient load shedding is a a highly non-trivial problem; preliminary experiments show that unstability can easily result, that is, all resources are grabbed by greedy programs at the expense of other, more modest applications. Admission control and a centralized "adaptive application supervisor" are proposed in [16] as a means to make the situation converge.
Databases
We should mention for completeness that adaptation support can also be designed into databases. Two important techniques are (i) Multi-resolution encoding, where the data rate (and quality) of a retrieved media stream can be adjusted according to the requirements. (ii) Alternate forms of (the same) content [23] may be stored in advance and identified at search time when QoS negotiation takes place. Thus a given content request may result in textual, voice or video or combined data, as a function of relevant constraints (e.g. transmission, delay, cost).
Discussion and research issues
We have seen that adaptation in DMS, as a general tool of maintaining acceptable performance, comes in many forms and that many DMS embodies some, if not a multitude of these forms. Much work to date has been in the Internet and mobile computing contexts, because they are pleagued by largely unpredictable and uncontrollable QoS variations. However, the same principles apply to other contexts, including the user-application interaction. It may be that "design for adapation" will turn out as a major DMS design metaphor.
The question of adaptivity versus strict resource control, discussed earlier, seems too simplistic and it needs refinement. After all, there is adaptation even in the latter case: QoS negotiation as a means of resource reservation, is a search for equilibrium between the application's needs and the system's capabilities. In a more general view, all components of a DMS (i.e. user, application, OS, protocols, databases, etc.) are mutually interacting and adapting to variations in each other. That is, not only the application, but the entire DMS adapts. All this happens in search for acceptable, if not optimal, user satisfaction and resource utilization.
Adaptivity and resource control are complementary tools for achieving this goal. The real problem is to discover efficient ways for doing so. In this perspective, traditional control theory may be of great help for more rigorous analysis. For example, it would be quite straightforward to apply the Nyquist criterion to detect potentially unstable feedback loops in various adaptation situations.
In conclusion, we mention some of the outstanding research problems related to DMS adaptation.
-Notions such as "user satisfaction", "user acceptance", etc. are quite nebulous and often used arbitrarily. Yet they are important because DMS are user-centered and their primary aim is serving users. User input is frequently taken as the starting point for important adaptive actions. Little work has been done in making subjective user-related terms more measurable; see however [17] for the study of "watchability".
-The problem of user awareness of QoS changes is not resolved. Should the designer try to shield the user from seeing them, or should the user influence the tradeoffs to be made, such as defining a degradation path? -Design platforms offering support for adaptation should be elaborated, making it easier to take into account adaptation-related issues. The Odyssey and MOST projects are valuable steps in this direction. Such platforms should offer various protocols (like TCP, RSVP, UDP, VDP for Internet) and they should provide primitives to support adaptivity in applications. In particular, we have seen the importance of making applications aware of the underlying system conditions. In this way application programmers and users can make intelligent decisions about the action to take when resource availability changes. This could be naturally extended towards letting applications negotiate (and trade) directly with each other about their resource needs.
Conclusion
The message of this paper can be summarized as follows: -In spite of the variety of implementations, adaptation can be explained in terms of a few simple notions. Feedback is not a mandatory part of adaptation. In addition to application programs, the system and the user can adapt as well.
-The goal of adaptation in DMS is twofold: as a tool to improve user satisfaction, and as a technique complementary (and not contradictory) to resource reservation. It is indispensable in complex heterogeneous networks.
-To maximize the benefits of adaptivity, application programs should have access to information about the state of the operating environment and to the resource requirements of other, competing applications. This access should pass through approriate standardized platform services and interfaces.
Applications should be conceived with adaptability as a clear design goal.
-More experience is needed to determine the user's awareness or involvement in adaptation.
