Nanosphere Lithography for Nano Optical Applications by Paudel, Trilochan
Persistent link: http://hdl.handle.net/2345/3155
This work is posted on eScholarship@BC,
Boston College University Libraries.
Boston College Electronic Thesis or Dissertation, 2011
Copyright is held by the author, with all rights reserved, unless otherwise noted.
Nanosphere Lithography for Nano
Optical Applications
Author: Trilochan Paudel
Boston College 
The Graduate School of Arts and Sciences 
Department of Physics 
 
NANOSPHERE LITHOGRAPY FOR NANO OPTICAL 
APPLICATIONS 
 
 
a dissertation 
 
by 
TRILOCHAN PAUDEL 
 
submitted in partial fulfillment of the requirements 
for the degree of 
 
Doctor of Philosophy 
 
August 2011 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
© copyright by TRILOCHAN PAUDEL 
2011 
NANOSPHERE LITHOGRAPY FOR NANO OPTICAL 
APPLICATIONS 
by 
TRILOCHAN PAUDEL 
Advisors: Professor Zhifeng Ren and Professor Krzysztof Kempa 
 
Abstract 
 
Many different techniques are available to create nanopatterns in nanoscale 
devices. However, a few are flexible and inexpensive enough to be practical in the 
nanotechnology. Here, we study the nanosphere lithography (NSL) based on a self-
assembly of microspheres. Using this technique, we have developed various patterns 
in metallic films, ranging from honeycomb arrays of “quasi-triangles” to circular 
holes. These various patterns have been used subsequently either as nano-optical 
structures directly, with remarkable optical and plasmonic properties, or as substrates 
for further nano-processing. In one such nano-processing, the “quasi-triangle” 
patterns were used as a catalyst for carbon nanotube growth. The resulting aligned 
arrays of carbon nanotubes were employed in nanocoax solar cells. In another nano-
processing, the arrays were used as masks for electrodeposition. In addition to the 
nano processing and measurements, we have employed the FDTD computer 
simulations, to develop a full understanding of the nano-optical and plasmonic 
properties of the developed structures.  
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Figure Captions 
Chapter 1 
Fig. 1.1.1 Schematic diagrams of (a) single-layer and (b) double-layer nanosphere 
masks of the NSL, and the AFM images of the corresponding periodic Ag 
particle arrays generated; (b) corresponds to (a), and (d) to (c). The 
thickness of the Ag film used was 22 nm.  
Fig. 1.1.2 Images of different patterns made with NSL. (a) An SEM image of Co 
nanoparticles of diameter ~30 nm. (b) An AFM image of cup-like Cr 
structures with a Ni particle sitting inside the cup. This was made by two 
step depositions (Cr at 25 degree evaporation angle with the rotation of 
sample and Ni at 0 degree without rotation). SEM images of Fe (a) 
nanorods and (d) nanorings made from annealed PSS mask followed by 
iron deposition at 25 degree evaporation angle without and with the sample 
rotation. 
Fig. 1.1.3 The process flow of the NSL. (a) Dispersion of PSS on deionized water. (b) 
Self-assembly of PSS aided with surfactant. (c) Transfer of PSS monolayer 
to a substrate. (d) Optical image of a 3" silicon wafer masked by a 
monolayer of PSS (~1.0 micron diameter).   
Fig. 1.1.4 (a) A silicon wafer (1x1 cm2 area) covered with a monolayer of 490 nm 
PSS. The single blue color indicates the good quality of the whole pattern. 
(b) Micrograph of the Monolayer. The inset in Fig. (b) shows the FFT 
pattern of the presented image.  
Fig. 1.1.5 SEM images of a monolayer of self-assembled PSS (~1.5 microns 
diameter) patterned on a glass substrate at (a) low and (b) high 
magnifications.  
Fig. 1.2.1 (a) Image of a painting “Day and Night” made by M. C. Escher. (b) Unit 
cells of arrays obtained with NSL for different sphere diameters d = 0, 150, 
250, 350, 420, 450, 460, 465, 470, 472, 480, 490 nm for patterns 1 to 12 
respectively. The initial sphere diameter (and thus the lattice constant for all 
arrays) was 470 nm.  
Fig. 1.2.2 SEM images of two NSL textured metallic films. (a) Honeycomb pattern of 
“quasi-triangular” gold nanoparticles made from a single layer NSL with a 
thermal treatment of PSS. This represents pattern 12 in the Escheric series 
of Figure 1.2.1. (b) Hexagonal closed packed pattern of circular holes made 
with NSL, with plasma treatment of PSS. This represents pattern 5 in the 
Escheric series of Figure 1.2.1 (b). The scale bar in Fig. 1.2.2 (b) is 1 μm. 
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Fig. 1.2.3 An SEM image of a honeycomb Ni arrays for the CNT growth. The 
honeycomb pattern was made with a single layer NSL (PSS diameter of 1.5 
microns). The thickness of the Ni film is 70 nm.   
Fig. 1.2.4 An SEM image of an NSL-generated pattern of circular holes made on Cu 
film. The thickness of the copper film is 150 nm and the diameter of each 
hole ~500 nm. 
 
Chapter 2 
 
Fig. 2.1.1 Displacement of the electric and magnetic field vector components about a 
cubic unit cell of the Yee space lattice. 
 
Chapter 3 
 
Fig. 3.1.1 An SEM image of PSS pattern obtained after RIE etching (a). Holes made 
after gold deposition and spheres removal (b).  
Fig. 3.1.2 SEM images of a monolayer of PSS (~0.5 microns in diameter) on top of a 
glass substrate (a) before and (b) after the heat treatment.  
Fig. 3.1.3 Left panel: FDTD simulated (solid line) and measured (open squares) 
transmittance spectra for selected patterns: (a), (b) and (c) for patterns 12, 3, 
and 1, respectively. Right panel: Calculated ε (from Eqs. (3.1.1) and (3.1.2), 
thin lines) and the corresponding transmittance T (from Eq. (3.1.4), bold 
line) vs. ω, for patterns 12 (d), 3 (e) and 1 (f). Inset in Fig. 3.1.3 (a): SEM 
image of the honeycomb island array. Inset in Fig. 3.1.3 (b): SEM image of 
the hexagonal holes array.  
Fig. 3.2.1 Schematic of the nanocavity structure showing two nanocavities. The 
diameter of each hole is 265 nm.  
Fig. 3.2.2 Transmission spectra of the nanocavity structure, for various concentrations 
of Fe2O3 nanoparticles in solution, to which the structure has been exposed, 
(a) experimental results and (b) FDTD simulations.  
Fig. 3.2.3 Electric field maps at the nanocavity structure. Shown are the x-components 
of the electric field color encoded: color intensity scales with the field 
strength, and the color change represents field direction change. The maps 
on the left are plotted at the interface of the metallic stack with the 
substrate. The maps immediately to the right are in the perpendicular plane 
to the surface, along the blue lines. 
xiv 
 
Fig. 3.3.1 Measured (FTIR, red line) and simulated (FDTD, black line) transmittance 
versus wavelength for structures 410/440 (a) and 375/440 (b). Measured 
current-voltage plots for the corresponding structures, (c) 410/440 and (d) 
375/440. The thickness of Ag film is 40 nm for both samples. 
Fig. 3.3.2 Measured (FTIR, red line) and simulated (FDTD, black line) transmittance 
results for sample 390/440 nm. The thickness of the Ag film is 40 nm. 
 
Chapter 4 
 
Fig. 4.1.1 HRTEM image of a (a) single-wall, and (b) multiwall CNT. These CNTs 
were synthesized by the arc discharge method.   
Fig. 4.1.2 (a) TEM image of a bamboo-like CNT grown by PECVD method. It shows 
hollow compartments along the axis. The catalyst (Ni) particle is shown on 
the tip of the tube. The inset shows HRTEM image of the portion of the 
CNT. (b) HRTEM image of a single compartment present in the bamboo-
like MWCNT. 
Fig. 4.1.3 Schematic experimental setups for CNT growth methods. (a) Arc discharge, 
(b) Laser ablation, and (c) Chemical vapor deposition.  
Fig. 4.1.4 (a) Schematic of the dc PECVD system, photographs of the (b) NH3 plasma 
(purple glow) observed during CNT growth, and (c) the actual system.  
Fig. 4.1.5 (a) SEM images of (a) circular nickel dots obtained from annealing the 
NSL-patterned triangular islands in NH3 environment. Carbon nanotubes 
grown on honeycomb pattern of Ni dots (b) top and (c) 30 degree tilted 
views.  
Fig. 4.1.6 SEM images of hcp pattern of Ni dots made from deep UV 
photolithography at (a) lower and (b) higher magnifications. Arrays of 
MWCNTs grown on hcp pattern. (c) Top and (d) 30 degree tilted views. 
Fig. 4.2.1 Schematics of a planar solar cell. 
Fig. 4.2.2 Schematic band diagram of a p-n junction, under solar illumination. Open 
circle represents hole in valence band and black dot represents electron in 
conduction band.         
Fig. 4.2.3 Schematic of the nanocoax (a), and an SEM image of the top-end of a CNT 
based nanocoax (c). The nanocoax array illuminated from the front (b), and 
(d) the same in the illumination from behind.  
Fig. 4.2.4 Selected nanocoax modes. Dispersions: TEM-like mode calculation and 
FDTD simulation (crosses). Solid circles represent FDTD simulations of 
the plasmonic mode.  
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Fig. 4.2.5 Schematics of the nanocoax solar cell architecture (a) and an SEM image of 
the surface of a completed cell. In the schematic drawing of the coax, CNT 
means Ag coated MWCNT. Inset in (a): (inside) TEM image of the coax, 
and (right) p-i-n junction sequence; inset in (b): (inside) photograph of a 
nanocoax cell (each circular contact is ~ 3 mm in diameter), and (right) 
SEM image of a single completed nanocoax, prepared by FIB milling, scale 
bar = 200 nm. (c) SEM image of CNTs before coating nothing (30 degree 
titled view). 
Fig. 4.2.6 FDTD simulation of light penetration into nanocoax array, with top and 
side views.  Plotted is the amplitude of the electric field with λ = 500 nm 
radiation just above and inside a nanocoax array on a honeycomb lattice. 
Color change represents electric field sign change. The nanocoax length is 
1.5 μm, and the closest inter-nanocoax distance is 0.87 μm. 
Fig. 4.2.7 Comparison of PV performance of planar and nanocoax solar cells under 
AM1.5 illumination. The error bars in the nanocoax J-values stem from 
uncertainty in the diameter of the top ITO layer. The inset chart compares 
the performance of the two solar cell architectures: nanocoax outperforms 
planar by 101±15% in short-circuit current density (Jsc) and by 85±14% in 
power conversion efficiency (η).  
Fig. 4.2.8 SEM images of aligned MWCNTs in hcp pattern, after (a) PECVD growth 
and (b) spin-on glass and silver coating. The scale bar is 1 micron. 
Fig. 4.2.9 An SEM image of MWCNTs arrays grown on honeycomb pattern of Ni 
dots prepared on transparent glass substrate. The scale bar is 1 micron. 
Fig. 4.3.1 SEM images of Ni dots prepared from EBL (a) showing arrays of 
individual patterns. (b) Each array has one single Ni dot at the center and 
cross marks in each corner. (c) Single Ni dot at higher magnification in one 
of the arrays. 
Fig. 4.3.2 SEM images of a CNT after PECVD growth at (a) low and (b) high 
magnifications viewed at 30 degree tilted angle. The cross mark on each 
corner are also CNTs grown from EBL-patterned Ni cross marks, which 
were made to coordinate the CNT at the center. 
Fig. 4.3.3 An SEM image of a CNT grown at ~800 ºC on Ni dot prepared on bare Si 
substrate using EBL.  
Fig. 4.3.4 SEM images of a Si substrate partially diced into tiny pieces so that each 
piece could easily fit into the STM probe (a). Each tiny piece contains only 
one pattern, which includes a big cross mark and (b) a line of 50 Ni dots 
(diameter ~150 nm) written from EBL. An SEM image of PECVD grown 
CNTs on one of the lines viewed at 30 degree tilted angle (c).   
Fig. 4.3.5 (a) An optical image of the STM holder showing its constituents and the 
sample piece mounted on a small hollow pin attached to the right side of 
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the holder, and (b) low magnification TEM image of a CNT in contact with 
a gold probe.  
Fig. 4.3.7 A TEM image of a MWCNT (at the center). HRTEM images of two 
regions designated as A and B of the same CNT before annealing. 
Fig. 4.3.8 HRTEM images of the two designated regions A and B of the same CNT as 
shown in Fig. 4.3.7 after annealing. 
Fig. 4.3.9 Current voltage plots through a CNT after (a) -5 to +5 volts applied via the 
gold probe for the first five times and (b) the same volts applied for another 
four times. 
Fig. 4.3.10 (a) The current-voltage plots through the same CNT with -10 to +10 volts 
applied potential for the first four attempts. (b) A TEM image of the melted 
Ni catalyst on the tip of the CNT due to annealing.  
 
Chapter 5 
 
Fig. 5.1.1 A sequential steps of patterning metallic layer on a FTO substrate and 
selective electroplating. (a) A PSS monolayer on the substrate. (b) RIE with 
oxygen. (c) Electron beam evaporation (150 nm Cu film). (d) PSS removed 
(e) Immersed into a 1% ML-371 at 45 oC for 5 min. (f) Immersed into a 
solution of PVP-Capped Pt nanoclusters suspension at room temperature 
for 5min and then annealed at 250 oC for 15 min. (g) Metallization at a 
window of operating potential using electroplating. Taken from [1]. 
Fig. 5.1.2 SEM images of (a) Continuous Cu network and opening holes on FTO 
surface after removing the spheres, (b) self-assembly patterned arrays of 
platinum nanoparticles, electroplated nickel at operating voltage of 0.8 
Volts for (c) 15sec and (d) 60sec, and (e) a zoom-out image of the nickel 
dots on FTO surface. (f) An AFM image of nickel dots on FTO surface. 
The inset shows corresponding line scan.  
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Fig. A.2.1 A schematic illustration (not to scale) of the MWCNT rotor, with wedge-
shaped cutaway to show the nanotube structure. A single cantilevered 
MWCNT supports the rotor acting as both the axle and bearing. 
Fig. A.2.2 The rotor fabrication process. (a) Deposition of Cr layer on Si substrate. (b) 
Spin-coating of PMMA (positive electron beam resist). (c) Electron beam 
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exposure and development. (d) Evaporation of Ni catalyst. (e) Lift-off 
electron beam resist in order to release the Ni dot. (f) CNT growth using 
PECVD. (g) Deposition of sacrificial layer (SiO2) using PECVD. (h) 
Deposition of p-Si layer for the rotor disk using LPCVD. (i) Spin-coating of 
negative electron beam resist (maN-2403). (j) Electron beam exposure and 
development. (k) Cryogenic RIE of the p-Si layer. (l) Lift-off electron beam 
resist. (m) Removal of SiO2 using HF vapor and device release. 
Fig. A.2.3 SEM image of a final rotor. The CNT is at the center and the wheel 
attached to the tube is made from p-Si. The aligned CNT is used as an axle 
and bearing.  
Fig. A.3.1 Solar irradiance at Earth surface and top of the atmosphere. 
Fig. A.3.2 An equivalent circuit of a solar cell. 
Fig. A.3.3 Schematic plots of the current-voltage and power-voltage characteristics 
for a p-n junction solar cell. 
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Chapter 1 
 
Nanosphere Lithography for Metallic Nanostructures 
 
1.1 Nanosphere Lithography  
 
1.1.1 Introduction  
Nanoscale devices are made up of nanopatterns. The creation of such 
nanopatterns is crucial in a bottom-top approach. In other words, it is essential to 
predefine the positions and sizes of these nanopatterns for the successful fabrication 
of nanoscale devices. Many different techniques are available to fabricate 
nanopatterns, such as photon-based lithography (UV, X-rays) [1], charge-beam based 
lithography (electron beam, ion beam) [2,3] and conventional pattern transfer 
technologies such as deposition and reactive ion etching [4].  Available are also un-
conventional nanofabrication techniques such as scanning probes, nanoimprint 
lithography [5,6], indirect fabrication, self-assembly, etc. [7].   
Each of these techniques has some advantages and disadvantages in terms of 
feature size that can be generated, expense and the fabrication time, as well as the 
flexibility of pattern design. For example, conventional photolithography is unable to 
make a particle that has diameter less than couple of hundred nanometer (nm), due to 
2 
 
the diffraction limit [8]. Such nanoparticles can be made using electron beam 
lithography; however, this is a very slow and expensive process.  
 
 
Fig. 1.1.1 Schematic diagrams of (a) single-layer and (b) double-layer nanosphere 
masks of the NSL, and the AFM images of the corresponding periodic Ag 
particle arrays generated; (b) corresponds to (a), and (d) to (c). The 
thickness of the Ag film used was 22 nm. Taken from [12]. 
 
Of the several techniques mentioned, self-assembly is one of the most 
convenient and economical ways of fabricating different nanopatterns with feature 
sizes ranging from microns to nanometers. One example is nanosphere lithography 
3 
 
(NSL), also known as self-assembly microsphere lithography or natural lithography, 
where microspheres of different sizes are used to create a template for the patterns. In 
self-assembly, an ordered state forms as a system approaches equilibrium, reducing its 
free energy. In this technique, nanospheres/microspheres made from a variety of 
materials can be used. It is independent of the choices of substrate used (metal, 
semiconductor or insulator). The disadvantage of the NSL technique is the limited 
number of possible patterns, and the necessity of a periodic arrangement. 
The NSL technique was developed by Fischer and Zingsheim, who introduced 
the concept of naturally assembled polystyrene (PS) nanospheres as a mask for 
contact imaging with visible light [9]. They prepared a shadow mask of Pt 
nanoparticles using a single layer of polystyrene spheres (PSS) of 312 nm diameter. 
The mask was kept in contact with a thin photoresist film and a dye layer for imaging. 
They obtained particle sizes of 100 nm with photoresist, and 50-70 nm with the dye 
layer. The NSL technique was further extended by Deckman et al. [10,11], who 
demonstrated that the NSL monolayer could be used as mask for direct etching and 
material deposition. Van Duyne et. al., [12] broadened the NSL technique with 
several possible applications by introducing a single layer nanosphere mask and 
double layer nanosphere mask, as shown in Fig. 1.1.1 (a) and (c). Two subsequent 
patterns (honeycomb and hexagonal closed packed) of Ag nanoparticles generated on 
a Mica substrate from single layer and double layer nanospheres mask are also shown 
by atomic force microscope (AFM) images in Fig. 1.1.1 (b) and (d), respectively. In 
this case, the thickness of the Ag film was taken 22 nm and the diameter of the PSS 
was 264 nm. This technique was used to create not only Ag but also Au, Cr, and CaF2 
nanoparticles; also described in Ref. [12]. An AFM was used to characterize the 
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geometrical parameters of the patterns. Silver nanoparticles generated from a single 
layer NSL mask were used to display tunable localized surface plasmon resonances 
throughout the visible, near-infrared, and mid-infrared regions of the electromagnetic 
(EM) spectrum [13,14]. The localized surface plasmon resonances of varied shaped 
and sized nanoparticles were explored by spectrophotometry. This tunability, using 
the localized surface plasmon resonances on NSL-patterned metallic dots, opened up 
possible applications in linear and nonlinear spectroscopy, as well as in a surface-
enhanced Raman spectroscopy. 
In addition to well-known triangular structures; nano-dots and nano-rings have 
been made using NSL [14-18]. An angle-resolved NSL technique has been introduced 
with some changes in conventional NSL, where the angle between the surface normal 
to the sample assembly and the propagation vector of the material deposition beam 
was controlled. This technique was found to be more flexible in controlling the 
nanoparticle size, shape and spacing [14,17]. Fabrication of nanoscaled cups and rods 
(metal wires) was made possible by employing shadow NSL on annealed PSS mask.  
 
5 
 
 
Fig. 1.1.2 Images of different patterns made with NSL. (a) An SEM image of Co 
nanoparticles of diameter ~30 nm. (b) An AFM image of cup-like Cr 
structures with a Ni particle sitting inside the cup. This was made by two 
step depositions (Cr at 25 degree evaporation angle with the rotation of 
sample and Ni at 0 degree without rotation). SEM images of Fe (a) 
nanorods and (d) nanorings made from annealed PSS mask followed by 
iron deposition at 25 degree evaporation angle without and with the 
sample rotation. Taken from [17,18]. 
 
Fig. 1.1.2 (a) shows a scanning electron microscope (SEM) image of Co 
nanoparticles of diameter ~30 nm and thickness 10 nm. These were prepared from a 
single layer mask of PSS of 540 nm in diameter followed by thermal treatment. The 
thermal expansion of PSS above its glass transition temperature (T > 95°) 
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permanently reduces the aperture sizes between them. Therefore, this technique was 
found to be useful to make nanoparticles of different sizes by using a single size of 
PSS. This technique will be further described in Chapter 3 for generating the 
nanostructures of our interest. Fig. 1.1.2 (b) shows an AFM image of a bimetallic 
structure obtained by two steps evaporation. The first step was the deposition of 150 
nm Cr at 25 degree evaporation angle with respect to the rotation axis of the sample. 
And the second step was the deposition of 15 nm Ni at 0 degree evaporation angle 
without rotation of the sample. Fig. 1.1.2 (c) shows SEM images of hexagonal closed 
packed (hcp) ordered Fe nanorods. These were made from stretched rod-like apertures 
of a single layer PSS (diameter of each sphere ~540 nm) mask followed by thermal 
treatment. Fig. 1.1.2 (d) shows an array of Fe nano-rings. The outer diameter of the 
rings is 150 nm and the width is 20-30 nm. In this case, a 100 nm thick Fe film was 
evaporated through the annealed monolayer mask of PSS at 25 degree evaporation 
angle and the sample was rotated during the deposition.  
In Ref. [19], NSL technique has been employed to create perforated metallic 
holes. In this work, hexagonal holes made on gold and aluminum films were shown 
by employing a single layer mask of PSS. The spheres were downsized using plasma 
etching before metal evaporation. One can find many other interesting applications of 
the NSL technique, such as fabrication of two-dimensional photonic crystal structures 
on GaAs substrates [20], fabrication of GaN devices such as nanopillar photonic 
crystal LEDs [21], generation of high aspect ratio silicon nanopillars of different 
length, diameter and separation [22], and fabrication of hexagonal arrays of nanoscale 
protein islands over large area without destroying the biofunctionality of the proteins 
[23].  
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In another application, the NSL technique has been used to create ordered 
arrays of silicon nanowhiskers [24]. In this case, NSL-made gold pattern on top of a 
silicon substrate was used as a shadow mask for ion implantation. Then, the gold film 
was dissolved to obtain the arrays of nanowhiskers on silicon. These nanowhiskers 
have potential applications in field emission. Patterns made from NSL technique can 
also be used as standard masks for other lithographic techniques. For example, a 
pattern of silicon nanopillars made from NSL was employed as a nanoimprint stamp 
[37]. In this work, large-area arrays of silicon nanopillars with feature size less than 
50 nm have been demonstrated.  
Many different ways have been used to prepare NSL mask using PSS or other 
colloids. Electrophoresis [25], electrostatic deposition [10], spin-coating [12], and 
evaporation of a solvent from the solution containing PSS [26], are some of them. 
Even though, NSL is a very convenient and inexpensive technique to make 
nanopatterns, there are still some issues to be resolved to scale this technique to large 
area with good quality mask properties. The presence of defects, to some extent, is 
almost unavoidable due to the overlap of spheres during self-assembly, non-uniform 
sizes of individual spheres and other screening forces between them. In Ref. [28], it 
has been shown that a monolayer of PSS assembled on water could provide a good 
quality pattern. The pattern made by this technique was also easy to transfer onto any 
kind of substrate through the air-water interface. This method will be further 
described in the next Section.  
In Ref. [29], a pattern made from self-assembled PSS was used to prepare 
catalytic dots for carbon nanotube (CNT) growth as a continuation of the work in Ref. 
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[28] and the as-grown CNTs were used for the study of visible light diffraction [30]. 
In a similar work, two steps NSL masking has been introduced to create triangular 
lattices of catalytic patterns for CNTs grown on silicon substrates [31].  Similarly, the 
two-step NSL masking was employed to create large-scale triangular lattice arrays of 
uniform sub-micron islands, in Ref. [32]. In this dissertation, we will be only 
employing the single layer NSL, in order to prepare nanostructures for nano optical 
applications, CNT growth and selective electrochemical deposition.  
 
1.1.2 Experimental  
 
For our NSL work, the commercial PSS (IDC, Invitrogen, Surfactant-Free 
White Sulphate PSS Latex Microspheres), which were contained in a solution, have 
been used. We did not use the spheres directly. Instead, we have replaced the solvent 
with methanol or ethanol in order to decrease the effective mass density of the 
mixture before preparing the NSL pattern. The original solution was centrifuged at 
3000 revolutions per minute for 10 to 15 minutes in order to remove the solvent. The 
process flow of the NSL technique that has been employed to create nanostructures 
associated with this work is shown in Fig. 1.1.3. It is adapted from Ref. [28]. 
In this technique, a cleaned quartz trough, filled ~2/3rd with deionized (DI) 
water, was used to assemble the PSS. A tiny amount of the new solution of PSS and 
methanol (10 to 20 microliter each time) containing PSS was dropped on a piece of 
cleaned silicon wafer. Then, the silicon piece was slowly dipped into the trough in 
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order to transfer the spheres on water as shown in Fig. 1.1.3 (a). For the second step, a 
surfactant, few droplets of diluted liquid soap (Gojo, Hand Wash) was used to 
compress the spheres as shown in Fig. 1.1.3 (b). Finally, a nice ordered monolayer of 
PSS obtained from this technique was transferred on the substrate through an air-
water interface, as shown in Fig. 1.1.3 (c). The substrate was kept in a desiccator for 
several hours in order to let the spheres, dry at room temperature. Fig. 1.1.3 (d) shows 
a photograph of a monolayer pattern of PSS prepared on silicon wafer (3 inches in 
diameter). In this case, the diameter of each sphere was 1 micron. The color observed 
in this photograph is due to the diffraction of light. It is found that the diameter of the 
PSS was always non-uniform, even though, they were claimed to be a single size (in 
one container) by the vendor. This was one of the reasons for not making the pattern 
uniform. 
The quality of the PSS monolayer mask can be assessed right away by looking 
at the uniformity of its color throughout the whole area. For example, Fig. 1.1.4 (a) 
shows a uniform blue color seen from the whole patterned area (1x1 cm2) made on a 
silicon substrate using 496 nm diameter PSS. The reflected color of the pattern varies 
with the sizes of the spheres and its quality. The quality of the pattern can also be 
examined by using Fast Fourier Transform (FFT) as shown in Fig. 1.1.4 (b). This 
shows that NSL can be employed to generate good quality patterns for different 
applications.  
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Fig. 1.1.3 The process flow of the NSL. (a) Dispersion of PSS on deionized water. (b) 
Self-assembly of PSS aided with surfactant. (c) Transfer of PSS monolayer 
to a substrate. (d) Optical image of a 3" silicon wafer masked by a 
monolayer of PSS (~1.0 micron diameter).   
 
One of the NSL-based patterns that we have prepared on a glass substrate is 
shown in Fig. 1.1.5. These are SEM images of a monolayer of PSS ~1.5 μm in 
diameter, assembled in water. In this NSL technique, the overall quality of the pattern 
depends on different factors. The non-uniform sphere sizes and loosely packed 
spheres create defects in the pattern. In general, it is found to be easier to create a 
large area pattern using smaller spheres (diameter ≤ 1.0 micron, using this method). In 
next Section, we will introduce several different nanostructures fabricated from self-
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assembled monolayer of PSS. The application of these nanostructures for different 
optoelectronic devices will follow in the next Chapters. 
 
 
Fig. 1.1.4 (a) A silicon wafer (1x1 cm2 area) covered with a monolayer of 490 nm 
PSS. The single blue color indicates the good quality of the whole 
pattern. (b) Micrograph of the Monolayer. The inset in Fig. (b) shows 
the FFT pattern of the presented image. Taken from Ref. [28]. 
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Fig. 1.1.5 SEM images of a monolayer of self-assembled PSS (~1.5 microns 
diameter) patterned on a glass substrate at (a) low and (b) high 
magnifications.  
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1.2 Metallic Nanostructures  
 
1.2.1 Patterned Metallic Films for Nano Optical Applications 
 
 
 
Fig. 1.2.1 (a) Image of a wood-cut “Day and Night” made by M. C. Escher. (b) Unit 
cells of arrays obtained with NSL for different sphere diameters d = 0, 
150, 250, 350, 420, 450, 460, 465, 470, 472, 480, 490 nm for patterns 1 to 
12, respectively. The initial sphere diameter (and thus the lattice constant 
for all arrays) was 470 nm.  
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Fig. 1.2.2 SEM images of two NSL textured metallic films. (a) Honeycomb pattern of 
“quasi-triangular” gold nanoparticles made from a single layer NSL with a 
thermal treatment of PSS. This represents pattern 12 in the Escheric series 
of Fig. 1.2.1. (b) Hexagonal closed packed pattern of circular holes made 
with NSL, with plasma treatment of PSS. This represents pattern 5 in the 
Escheric series of Fig. 1.2.1 (b). The scale bar in Fig. 1.2.2 (b) is 1 μm. 
 
By employing single layer NSL, one can generate a series of periodic arrays 
ranging from honeycomb arrays of “quasi-triangles” to circular holes. This is 
accomplished by varying the diameter of PSS using reactive ion etching (RIE) and 
thermal treatment. One can also employ a chemical etching technique to reduce the 
sizes of the spheres [34]. Fig. 1.2.1 (b) shows unit cells of arrays that can be obtained 
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with NSL for different sphere diameters d = 0, 150, 250, 350, 420, 450, 460, 465, 470, 
472, 480, 490 nm, for patterns 1 to 12, respectively. The initial sphere diameter (and 
thus the lattice constant for all arrays) was 470 nm. These unit cells form a sequence 
resembling the evolution of patterns in the famous wood-cut “Day and Night” by M. 
C. Escher. We have used such Escheric series of structures, grown on glass substrate, 
to study the plasmonic and percolation effects as described in Chapter 3 [35].  
Fig. 1.2.2 shows SEM images of two different metallic patterns made from a 
single layer of PSS. A honeycomb pattern of “quasi-triangular” gold nanoparticles 
made on a glass substrate with thermal treatment is shown in Fig. 1.2.2 (a). This 
represents 12 pattern in the Escheric series shown in Fig. 1.2.1. Here, the thickness of 
the gold film is 20 nm. Similarly, a hexagonal closed packed pattern of circular holes 
made on a Sapphire (Al2O3) substrate with some plasma treatment is shown in Fig. 
1.2.2 (b). This represents 5 in the Escheric series. In this case, the thickness of the 
silver film is 40 nm. Such patterns are independent of the thickness of the metal used. 
Detail descriptions of such sturctures  and their nano optical applications will be 
provided in Chapter 3. 
 
1.2.2 Catalysts Patterns for Carbon Nanotube Growth  
 
As discussed above, the easiest pattern to make with NSL is a honeycomb 
array of “quasi-triangles”. Fig. 1.2.3 shows an SEM image of such a pattern of Ni 
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made on a glass substrate. In this case, the substrate was first masked by a monolayer 
of PSS (1.5 microns in diameter) and then a Ni film of 70 nm thickness was deposited 
using electron-beam evaporation. In this case, there was not any extra treatment to the 
spheres. We have used such honeycomb arrays of “quasi-triangles” of Ni as catalysts 
for subsequent growth of CNT.  The details of the CNT growth using a PECVD 
system, and their use for nanocoax solar cell fabrication, will be discussed in Chapter 
4. With such a honeycomb pattern, the side of the “quasi-triangular” nanoparticles is 
~0.2321 D [8]. Here, D is the original diameter of the sphere. Thus, both the 
nanoparticle side and the spacing are controlled by D.  
 
 
Fig. 1.2.3 An SEM image of a honeycomb Ni arrays for the CNT growth. The 
honeycomb pattern was made with a single layer NSL (PSS diameter of 
1.5 microns). The thickness of the Ni film is 70 nm.   
 
17 
 
Beside honeycomb lattices of Ni catalysts, one can also create hexagonal 
closed packed lattices using double layers of PSS as shown in Fig. 1.1.1 (d). These 
can be used as catalysts for higher density CNT growth.  
 
1.2.3 Mask for Selective Electrodeposition of Nanoparticles 
 
As another application of the NSL technique, a single layer of PSS followed 
by plasma treatment was employed to create a shadow mask for selective 
electrochemical deposition. This pattern also belongs to the Escheric series toward the 
holes side. In this case, Ni nanoparticles were electrodeposited through the hexagonal 
holes made on copper film instead of direct deposition of the metals [33]. The final 
pattern that has been used for this experiment is shown in Fig 1.2.4, where the 
thickness of copper is 150 nm. The further details of these patterns and their 
application will be discussed in Chapter 5. 
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Fig. 1.2.4 An SEM image of an NSL-generated pattern of circular holes made on Cu 
film. The thickness of the copper film is 150 nm and the diameter of each 
hole ~500 nm. 
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Chapter 2 
Simulation 
2.1 Simulation Schemes 
 
2.1.1 Introduction 
Different schemes are available to compute the optical properties of 
nanostructured devices. These methods solve Maxwell‟s equations in different 
domains. Here, we will introduce Maxwell‟s equations and then describe how the 
computational techniques solve them.  In the MKS system, Maxwell‟s equations (with 
no electric and magnetic current sources present) are given by [1] 
        
mJEt
B
                                 (2.1.1a) 
        
eJHt
D                                   (2.1.1b) 
       0.D                                              (2.1.1c) 
        0.B                                                  (2.1.1d) 
where E  is the electric field , D  electric flux density , H  magnetic field , B magnetic 
flux density, Je electric current density, and Jm equivalent magnetic conduction 
current density. 
In linear, isotropic, and nondispersive materials i.e., materials having field-
independent, direction-independent, and frequency-independent electric and magnetic 
properties; HB  and ED . Here,  is the magnetic permeability and  
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electric permittivity. Similarly, HJm '  and HJ e , where '  is magnetic 
resistivity and  electrical conductivity. Combining these relations with Eqs. (2.1.1), 
we obtain 
        
HE
t
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EH
t
E 1
                                      (2.1.2b) 
We can write the vector components of Eqs. (2.1.2) in a three-dimensional (3D) 
Cartesian coordinate system as follows. 
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These six coupled partial differential equations (Eq. 2.1.3) form the basis of a 
numerical algorithm for EM wave interactions with general 3D objects. It can be 
reduced to lower dimensions by assuming no variation of E or B along any one or 
more than one direction. For example, if we choose there to be no variation along the 
z-direction, then the partial derivatives of E and H along this axis will vanish and the 
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problem reduces to two-dimensions (2D), with two sets of decoupled equations 
(2.1.4) and (2.1.5). The first set (Eqs. 2.1.4) involves only Hx, Hy, and Ez. It is known 
as the transverse magnetic (TM) mode. Similarly, the second set (Eqs. 2.1.5) involves 
only Ex, Ey, and Hz known as the transverse electric (TE) mode. These two modes, TM 
and TE, are decoupled. They can be further reduced into a one-dimensional (1D) 
problem by assuming no variation of E and B along one more direction.  
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There are three categories of problems in computational photonics [2] as discussed in 
the following. 
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Frequency-Domain Eigenproblems  
This computation finds the band structure ω(k) and the associated fields, by 
expressing the problem as a finite matrix eigenproblem (Ax = ω2Bx) and applying 
linear algebra techniques to find a few of the eigenvectors x and eigenvalues ω2. In 
other words, it solves for source-free harmonic eigenfields E(x), H(x) ~ e-iωt. The 
plane wave expansion (PWE) method is one of the most widely used frequency 
domain eigenproblems. It expands the EM field with a plane-wave basis and solves 
Maxwell‟s equations exactly taking the vector nature of the EM field into account [3].  
Frequency Domain Responses  
This technique finds the resulting fields by expressing the problem as a finite 
matrix equation Ax = b and applying linear-algebra techniques to solve for x for a 
given current distribution J(x) e-iωt at a fixed frequency ω. In other words, it starts 
with a harmonic current J(x, t) = J(x) e-iωt and solves for steady-state harmonic fields 
E(x), H(x). 
Time Domain Simulations 
These schemes simulate the fields E(x, t) and H(x, t) propagating in time, 
usually starting with some time-dependent current source J(x, t).  
Different numerical methods are used to execute the above simulations (either 
time domain or frequency domain). Such numerical methods are essential to reduce 
the infinite number of unknowns (the fields at every point in space) in partial 
differential equations to a finite number of discretized unknowns. Finite differences, 
finite elements, spectral elements and spectral methods are four widely used 
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numerical methods [2]. Here, we will discuss only the finite difference method.  It 
represents unknown functions f(x) by their values fn  ≈
  f(nΔx) at discrete points on a 
grid, and derivatives by differences on the grid. The most straightforward case is a 
uniform Cartesian grid, e.g., df/dx ≈ (fn+1 – fn-1)/2Δx, where Δx is the spacing on the 
grid. The time domain scheme with finite difference numerical methods will be 
discussed in the next Section. 
 
 
2.1.2 Finite Difference Time Domain Simulation 
 
The finite difference time domain (FDTD) method is a very useful and simple 
simulation technique that can be used to solve a wide range of EM problems. It 
divides space and time into a grid (usually uniform) of discrete points and 
approximates the derivatives ( and ∂/∂t) of Maxwell‟s equations by finite 
differences. The propagation in time, in particular, uses a “leap-frog” scheme where 
the E fields at time t are computed from the E fields at time t - Δt along with the H 
fields at time t - Δt/2. And, the H fields at t + Δt/2 are computed from the H fields at 
time t - Δt/2 along with E fields at t. In this way, the E and H field patterns are 
marched through time, offset by half of a time step, Δt. The details are described by a 
“Yee” grid also known as Yee Lattice in Refs. [4,5]. In 1966, Kane Yee originated a 
set of finite-difference equations for the time-dependent Maxwell‟s curl Eqs. (2.1.2) 
for lossless materials ( ' = 0 and = 0). He proposed a way of solving both electric 
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and magnetic fields in time and space using the coupled Maxwell‟s curl equations 
rather than solving for the electric field (or the magnetic field) alone with a wave 
equation. One can deal with either the integral form or the differential form of 
Maxwell‟s equations depending on the nature of problem and its applications [7]. 
 
 
 
Fig. 2.1.1 Displacement of the electric and magnetic field vector components about a 
cubic unit cell of the Yee space lattice. 
 
FDTD is second order accurate in both space and time [6]. As mentioned, it is 
an explicit finite difference scheme using central differences on a staggered Cartesian 
grid (both space and time). Staggered here indicates that the different EM components 
are not located at the same place as shown in Fig. 2.1.1. The electric and magnetic 
fields are not represented on the same time levels. For a linear, isotropic material, in a 
source-free region with the position-dependent permittivity ε(r) and permeability 
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µ(r), the FDTD time stepping formulas on a discrete 3D mesh in a Cartesian 
coordinate system are given by Eqs. (2.1.6).        
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where the superscript n indicates the discrete time step, the subscripts i, j and k 
indicate positions of a grid points along the x, y and z directions, respectively. Δt is the 
time increment, and Δx, Δy, and Δz are the space increments between two neighboring 
grid points along the x, y and z directions, respectively. One can easily see that, for a 
fixed total number of time steps, the computational time is proportional to the number 
of discretization points (N) in the computation domain, i.e., the FDTD algorithm is of 
order N. The FDTD method must satisfy Eq. (2.1.7) for numerical dispersion, 
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accuracy, and its stability [1]. The discrete time-step Δt is given by Δt = SΔx, where 
Δx (= Δy = Δz) is the spatial resolution of the grid and S is the Courant factor. 
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t                      (2.1.7) 
where c is the wave propagation speed. The Courant factor is defined by 
d
n
S min
where nmin is the minimum refractive index of the medium and d is the number of 
dimension. 
The time domain method can solve a wide range of spectra in a single 
simulation, where a band response can be obtained through the Fourier transformation 
of the transient data. The trick is to take the Fourier transform of the response to a 
short pulse. For example, suppose we want to know the transmitted flux Re ∫ (E* x 
H)/2 through a filter structure. Then, we use an FDTD code to send a short pulse 
(which has a broad bandwidth) into the structure, and observe the resulting fields E(t) 
and H(t) at the output plane. These are Fourier-transformed to yield E(ω) and H(ω), 
from which the flux is obtained at each  ω.  
The time domain method is flexible to model various media, such as 
conductors, dielectrics, lumped elements, active devices, and dispersive materials. It 
is widely used in EM analyses such as scattering radar cross-section calculations, 
antenna impedance and pattern characterizations, and microwave circuit designs. 
These are also used to deal with the wave interaction with human bodies and EM 
interference in high speed electronics. For an antenna or scattering problem, the field 
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values decay to zero as time increases because all energy radiates to infinity. Thus, the 
computational domain must theoretically extend to infinity, which is impossible in 
practice. Therefore, various boundary conditions, such as perfectly matched layers 
(PML), are developed. For an eigen-value problem such as a guided wave analysis, 
the FDTD computation is terminated when a stable resonant signal is observed. For an 
infinite structure, it is impossible to directly simulate using limited computation 
resources, so the computation is truncated into a single unit cell imposing certain 
periodic boundary conditions. There are also some disadvantages to time domain 
calculations. First, because of the uncertainty principle of the Fourier transform, this 
method requires a long time to resolve a sharp spectral feature. Second, in the steady-
state response to a time harmonic current source J(x) e-iωt, one must smoothly turn on 
the current and wait a long time for transient effects to die away.  
For our simulations, we have used “MIT Electromagnetic Wave Equation 
Propagation” known as MEEP, for the time domain calculations and “CST 
Microwave Studio” for time domain and frequency domain calculations. Both 
techniques solve the Maxwell‟s equations in either domain for a given structure. In 
MEEP simulations, the value of S is 0.5 by default, which is sufficient to ensure the 
numerical stability for 1 to 3 dimensions [6].  
In both simulation schemes (CST and MEEP), we first need to define the 
dimensions of the chosen unit cell for the structure. The whole simulation is done on 
the basis of the frequency dependent dielectric function, ε(ω) of the materials. This 
ε(ω) is a complex function that varies with frequency. Our computation was mostly in 
the visible regime, where the dependence of ε on ω is rather important. In most of the 
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cases, the experimental data for real and imaginary parts of ε(ω) are available in 
literature. They can also be easily calculated from the experimental data of refractive 
index (Ñ = n+ik). A simple relation between ε(ω) and Ñ is given by the Eqs. (2.1.8). 
Ñ 2 = ε(ω )                                            (2.1.8a) 
where, ε(ω) = ε'(ω)+ iε"(ω) and  Ñ (ω) = n(ω)+ ik(ω) .          
Therefore,  
ε'(ω) = n
2-k2, and  ε"(ω) = 2nk.       (2.1.8b)  
where, ε'(ω) and ε"(ω) are the real and imaginary parts of dielectric function. Similarly 
n and k are the real and imaginary parts of refractive index. 
In FDTD simulations, using CST, we can input  ε'(ω) and ε"(ω)  and compute 
the problem. However, in MEEP, we need to provide all the parameters, such as 
plasma frequency ( p ) and collision frequency ( ) for frequency-dependent 
dielectric functions. A very general expression for such functions under the Drude-
Lorentzian approximation is given by Eq. (2.1.9) [8]. This equation can be used to get 
the fitted parameters in MEEP with different orders of Lorentzian corrections. 
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where the second term is the Drude contribution to ,)(  b  is the background 
dielectric constant. Similarly, the third term is the Lorentzian, where n  is the n
th 
resonance frequency, n the strength of n
th resonance and n the n
th collision or 
32 
 
damping frequency. All of these numbers are user-specified constants. For example, 
in a metallic case, we can use the simple Drude model and for dielectrics, we can use 
the Drude-Lorentzian model to obtain the fitted parameters, such as p , b  and 
others from the experimental data.  
In next Chapters, we will employ the simulation techniques to obtain different 
computed results for different nanostructures. These are: electric field distribution in 
CNT nanocoax solar cells, transmission through transparent metallic electrodes (Ag), 
transmission through magnetic nanofilms (Fe), and well-isolated nanoparticles (Au) 
for one of the patterns in the Escheric series to study plasmonic resonances. One 
MEEP simulation program, which was used to compute the transmission through the 
metallic structures (Chapter 3.2) with holes, is provided in Appendix A.1. 
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Summary 
 
The basics of FDTD are introduced and two FDTD based simulation 
techniques, “Microwave Studio” (CST) and “MEEP” that have been used in our 
calculations, are briefly described. Both techniques solve Maxwell‟s equations in 
order to compute the optical properties of different structures. Several interesting 
results have been found for our NSL-based nanostructures, as described in Chapters 3 
and 5. In these Chapters, the computed results will also be compared with the 
experimental results.   
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Chapter 3 
 
Metallic Nanofilms for Nano Optical Applications 
 
3.1 Percolation and Polaritonic Effects in Periodic Planar 
Nanostructures Evolving from Holes to Islands 
 
As described in Chapter 1, NSL can generate an Escheric series of planar 
structures, ranging from honeycomb “quasi-triangle” arrays, to a hexagonal array of 
circular holes. This is accomplished by varying the diameter of PSS using reactive ion 
etching or thermal treatment. Subsequent thermal and/or RIE processing of the 
spheres will either expand or reduce the effective (projected) diameters of the spheres, 
leading to structures from the series [1,2].   
Electromagnetic properties of arrays of planar metallic particles, as well as 
their topological complementary arrays of holes, have been the subject of extensive 
studies [3-7], in particular in the context of metamaterials [8,9]. The electromagnetic 
responses of such complementary systems (e.g. transmittance or reflectance) are 
related, at least approximately, even if these structures are not strictly Babinet 
complementary [8,10,11] i.e. these structures do not look like “negative” of 
themselves . In other words, these structures are not exactly self-complementary as 
defined by Babinet principle. Therefore, of interest is a systematic study of the 
response of structures evolving from hole arrays to island, such as the Escheric series. 
The unit cells of the corresponding arrays of the series are shown in Fig. 1.2.1 (b). 
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The pattern changes gradually from a solid film, to hexagonal arrays of circular holes 
of increasing diameter, to honeycomb arrays of disconnected “quasi-triangular” 
metallic islands (nanoparticles). Beginning from pattern 1 (solid film), the density of 
holes within the continuous metallic film grows until, at the transitional pattern 8 (d = 
a), the continuity of the film is interrupted. 
 
 
Fig. 3.1.1 An SEM image of PSS pattern obtained after RIE etching (a). Holes made 
after gold deposition and spheres removal (b). Taken from Ref [12]. 
 
 
Out of the 12 patterns shown in Fig. 1.2.1 (b), we have only prepared three 
critical patterns. These are: pattern 1 with solid gold film, pattern 3 with an array of 
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holes on gold film and pattern 12 with an array of nanoparticles, respectively. 
However, all the patterns were theoretically computed in order to understand their 
optical responses. The same thickness of the Au film (~20 nm) was used for all 
patterns. Pattern 1 was prepared by depositing solid gold film on a Piranha-cleaned 
glass substrate using electron beam evaporation. The pattern 3 has been prepared from 
RIE etching of the densely packed PSS before gold deposition [2]. Fig. 3.1.1 (a) 
shows an SEM image of a PSS array obtained after RIE etching for 40 seconds. The 
plasma parameters were Ar flow rate = 10 SCCM, O2 flow rate = 35 SCCM, power = 
60 W, and pressure = 60 mT.  Fig. 3.1.1 (b) shows the final pattern of holes on gold 
film after the PSS removal. The diameter of the holes in this pattern is d ~ 265 nm and 
the lattice spacing a ~ 440 nm. 
Pattern 12, as shown in Fig. 1.2.2 (a), was achieved from heat treatment of 
PSS before gold deposition. To get this pattern, the glass substrate was first masked 
with PSS monolayer (0.5 micron diameter) and then heated at 110 ºC for ~30 seconds. 
The heat expanded the spheres and locked the connection between two consecutive 
islands as shown in Fig. 3.1.2 (b). The size of each dot in this pattern is ~100 nm. The 
heating also helped the PSS to stick nicely on the substrate. Gold film (20 nm 
thickness) was evaporated using electron beam evaporator and the spheres were 
removed by ultrasonication in Tetrahydrofuran (THF).  
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Fig. 3.1.2 SEM images of a monolayer of PSS (~0.5 microns in diameter) on top of a 
glass substrate (a) before and (b) after the heat treatment.  
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Fig. 3.1.3 Left panel: FDTD simulated (solid line) and measured (open squares) 
transmittance spectra for selected patterns: (a), (b) and (c) for patterns 12, 
3, and 1, respectively. Right panel: Calculated  (from Eqs. (3.1.1) and 
(3.1.2), thin lines) and the corresponding transmittance T (from Eq. (3.1.4), 
bold line) vs. , for patterns 12 (d), 3 (e) and 1 (f). Inset in Fig. 3.1.3 (a): 
SEM image of the honeycomb island array. Inset in Fig. 3.1.3 (b): SEM 
image of the hexagonal holes array.  
 
We have shown in Ref. [13] that these structures have interesting optical 
properties, using FDTD simulations and experimental evidence. For simulation, we 
chose Au as the metal (thickness 20 nm), and a lattice period a = 470 nm. The fitted 
parameters (Drude-Lorentzian) of Au for )( were taken from Ref. [28]. The 
substrate was assumed to be Sapphire with dielectric constant 3.13. Fig. 3.1.3 shows 
simulations of the transmittance for three selected, representative patterns: (a) an array 
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of nanoparticles (pattern 12), (b) an array of holes (pattern 3), and (c) the solid film 
(pattern 1). The inset in Fig. 3.1.3 (a) shows an SEM image of the quasi-triangle 
metallic island array and inset in Fig. 3.1.3 (b) shows the SEM image of the 
hexagonal holes array. The experimental results for the selected patterns 12, 3 and 1 
are shown as squares in Figs. 3.1.3 (a), (b), and (c), respectively. The experimental 
results for pattern 3 are taken from Ref. [2]. The agreement between the experimental 
results and simulations, with no adjustable parameters is quite good.  
 In Ref. [13], we showed that the characteristics of these spectra can be 
understood by employing a simple, effective medium model, according to which the 
array of isolated nanoparticles (or islands) has a dielectric function given by 
  ( ) b
p1
2
1
2 ( i l )
    (3.1.1) 
where l  represents the loss,  is the frequency of the EM radiation, b  is the 
background dielectric constant, and 1  is the Mie resonance. The basic Mie 
resonance is the collective harmonic resonance of free electrons of the particles. The 
corresponding dielectric function for an array of holes in metallic film is 
  ( ) b
p0
2
( i l )
p2
2
2
2 ( i l )
  (3.1.2) 
It was also shown that leffp γσπω 4
2
0 , with the effective static conductivity 
   )(~ daeff     (3.1.3) 
where d  is the projected sphere diameter. eff vanishes at the transitional pattern (d 
= a). 
 With the dielectric functions defined, the transmittance formula [14] for the 
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effective thin film (assuming for simplicity 0l ) is 
   222 )](1[1
1
T    (3.1.4) 
where d/2c ( 2 2 1), and c is the speed of light. The dielectric functions 
(given by Eqs. (3.1.1) and (3.1.2), with arbitrarily chosen parameters), and the 
corresponding transmittances for the selected patterns are shown in Fig. 3.1.3. There 
are two topologically distinct spectral forms: first for islands Fig. 3.1.3 (d), and the 
second one for the holes Fig. 3.1.3 (e). The solid film form of Fig. 3.1.3 (f) belongs to 
the second type, but without the resonance. For the second type structures T ~ 2  as 
0, according to Eq. (3.1.4). This is in full qualitative agreement with spectral 
features seen in the simulations and experiments in the corresponding Figs. 3.1.3 (a), 
(b) and (c). 
In Ref. [13], we also showed that the optical response of the Escheric series is 
singular at the transitional pattern. It was shown that the evolution of the structures in 
the Escheric series represents a percolation problem, where critical phenomena are 
expected at the percolation threshold [15], represented in the series as the transition 
pattern. The critical exponents for the dielectric functions εeff, σeff, and the change in 
the location of Mie resonance have been extracted to be β = 0.88. γ = 1.14. These are 
shown to be in agreement with earlier theories and experiments [13]. 
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3.2 Tuning Plasmonic Resonances in Magnetic Nanocavities 
 
3.2.1 Introduction 
 
Plasmonics deals with solid-state structures or composite conductors, and their 
interaction with EM radiation. Since carriers in conductors form plasmas, their EM 
response is influenced by plasmon dynamics (plasma waves and their resonances). In 
addition, plasmon-like dynamics can be induced far outside the normal plasma 
frequency ranges by an effective media action of the composite conductors. Strong 
dependency of the plasmonic and plasmonic-like dynamics on the geometrical shape 
of these materials allows in principle for extraordinary control over their response 
[16]. There has been extensive research on plasmonic-active nanomaterials for 
different applications, such as optical sensors, whose optical response is sensitive to 
the environment [17-19]. However, sensors with very high sensitivity are still the 
ongoing challenges for the plasmonics community. Besides this, reliability of results 
and cost-effective fabrication techniques are other important issues.   
The sensitivity of plasmonic-active devices has been attempted to be 
optimized through the modification of nanomaterials morphology and composition. A 
number of special optical properties associated with different nanostructures have 
been reported [20-24]. Here, an all metallic nanostructure will be introduced, which is 
used to tune the plasmonic resonances in magnetically-directed nanocavities [12]. The 
43 
 
transmission results through a metallic film stack, perforated with a periodic array of 
nanocavities, will be discussed. The structure was made using NSL. 
 
3.2.2 Experiments and Results 
  
 
Fig. 3.2.1 Schematic of the nanocavity structure showing two nanocavities. The 
diameter of each hole is 265 nm. Taken from [12]. 
 
The magnetic nanocavities for this work were prepared on a transparent 
Sapphire substrate of area ~1 cm2 employing NSL techniques as discussed in Section 
3.1. It is pattern 3 in the Escheric series. The only difference, for this case, was the 
number of metallic layers deposited on the substrate. That is, layer of 2 nm thickness 
titanium, 35 nm gold, 15 nm iron, and 35 nm gold were sequentially evaporated on 
top of an RIE-treated PSS monolayer. The deposition was done using electron beam 
evaporation at room temperature. Fig. 3.2.1 shows a schematic of the final structure 
showing two nanocavities, where the diameter of each hole is 265 nm. An SEM image 
of the similar structure is shown in Fig. 3.1.1 (b). 
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The sample was immersed into a solution containing Fe2O3 nanoparticles with 
different concentration of the particles, removed and dried. The consecutive 
transmission measurements for different concentration of Fe2O3 nanoparticles were 
done using a Cary 5000 spectrometer (Varian) over a broad spectrum of 200 to 2500 
nm. One can find the method of making these iron oxide nanoparticles in Ref. [12]. 
The intensity was normalized with the substrate in order to get the actual transmission 
through the nanocavities. The UV-Vis-NIR spectra of the nanocavity structure are 
shown in Fig. 3.2.2 (a). The various curves represent results for the nanocavity 
structure after the exposure to various concentrations of the Fe2O3 superparamagnetic 
nanoparticles (~13 nm diameter) in the solution. Fig. 3.2.2 (b) shows FDTD 
simulation results for a similar structure. This experiment was done by Prof. Michael 
Giersig group in Free University, Berlin where as the simulation was done by us at 
Boston college. 
Fig. 3.2.2 (a) clearly shows that there is a systematic, non-uniform red shift of 
the spectra, increasing with the concentration of the Fe2O3 nanoparticles in the 
solution. The shift is small at the plasmonic resonance, but relatively large 
immediately outside the resonance, in particular at the spectral maximum. A control 
sample, containing the same structure with the Fe layer absent in the stack, shows no 
spectral shift. The spectral shift in transmission measurement is understood as 
follows. In this structure, the perforated layer (Fe) in the film stack is ferromagnetic. 
The static magnetic field it produces is strongly non-uniform inside each nanocavity, 
where the Fe layer is discontinuous. Due to the nanoscopic dimensions of the 
nanocavities (of the order of the magnetization domains in the Fe films), this occurs 
even if the structure was not exposed to an external magnetic field before. The 
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ferromagnetic/superparamagnetic Fe2O3 nanoparticles suspended in the solution, 
develop an induced orientational magnetic moment in response to this magnetic field, 
and if sufficiently close to a nanocavity, they will also experience the pulling-in force 
due to the magnetic field gradient. Thus, the Fe2O3 nanoparticles will accumulate in 
the nanocavities. Since only the nanoparticles in the immediate vicinity of a 
nanocavity can be affected by this process, the number of nanoparticles accumulating 
inside nanocavities is proportional to the nanoparticle concentration in the solution.  
 
 
Fig. 3.2.2 Transmission spectra of the nanocavity structure, for various concentrations 
of Fe2O3 nanoparticles in solution, to which the structure has been 
exposed, (a) experimental results and (b) FDTD simulations. Taken from 
[12]. 
 
The increased number of nanoparticles inside the nanocavities increases their 
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effective dielectric constant (or the refractive index), and thus produces the overall red 
spectral shift. Note, that Fe2O3 is a low loss insulator, with the refractive index
01.03.2
32
in OFe , in the entire frequency range of interest [22]. The reduced red 
shift at the plasmonic resonance is also easy to understand. While at the plasmonic 
(surface) resonance, the energy flux of the transmitted wave is localized at the 
metallic walls of the nanocavity, it is more spread-out into the nanocavity outside the 
resonance. Thus, at a frequency away from the plasmonic resonance, the transmitted 
wave is more exposed to a nanocavity‟s dielectric environment, modified by the 
Fe2O3 nanoparticle presence. 
To confirm this, we performed model simulations in which nanoparticle 
accumulation is modeled simply as a changing dielectric constant of the effective 
medium filling the nanocavity. According to the Maxwell-Garnet formula [25], this 
dielectric constant is a weighted average of the dielectric constant of air, 1air , and 
that Fe2O3  29.5)(
2
3232 OFeOFe
n  
 29.41)1(
32OFeaireff
  (3.2.1) 
where  is the volume fraction of the Fe2O3 nanoparticles in the nanocavity. With 
this model, we perform the FDTD simulations [35]. Based on the Eq. (3.2.1), and the 
microscopic observation of the nanoparticle accumulation in the nanocavities, we 
chose eff  to be: 1, 2, 3, and 4, which corresponds to the following particle volume 
fractions ( ): 0% (no Fe2O3 nanoparticles), 25%, 50%, and 75%, respectively. In 
simulations, the metallic stack has been replaced with a single film of Au, of the same 
total thickness (87 nm), i.e. replacing Ti and Fe layers with Au. The remaining 
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parameters were assumed exactly same as in the experiments. The dielectric constant 
of Sapphire (Al2O3) was taken to be 3.13. The simulated spectra are shown in Fig. 
3.2.2 (b); in good agreement with the experiment.  
We have performed a detailed, quantitative comparison between simulated and 
experimental spectral red shifts in the high-sensitivity wavelength window (750 nm to 
1250 nm). We found the following relation between the dielectric constant increment
 and the corresponding increment of the Fe2O3 nanoparticle concentration in the 
solution n  
  n023.029.4    (3.2.2) 
This equation allows estimating the potential of this effect in sensor applications. 
Since according to Fig. 3.2.2 the smallest detectable spectral shift corresponds to
ln 1 , Eq. (3.2.2) yields %5.0 , which translates to only about 20 
nanoparticles per nanocavity. This is a high sensitivity, and could be employed in the 
sensor applications, for example to detect a presence of magnetic nanoparticles in 
various solutions. Also, instead of relying on the magnetic action of the Fe film, one 
could employ other (e.g. chemical) methods for nanoparticle accumulation inside the 
nanocavities, e.g. by properly functionalizing the nanoparticles, and/or nanocavities.   
Fig. 3.2.3 shows electric field maps in the vicinity of the structure at the 
plasmon resonance (  = 660 nm), and at a frequency away from the resonance (  = 
970 nm). Clearly, outside the plasmonic resonance (top panel) the wave propagates 
entirely and uniformly through the nanocavities. This makes the transmission very 
sensitive to the effective dielectric constant inside the nanocavities, thus the high 
sensitivity to the presence of the Fe2O3 nanoparticles in this case.  
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Fig. 3.2.3 Electric field maps at the nanocavity structure. Shown are the x-
components of the electric field color encoded: color intensity scales 
with the field strength, and the color change represents field direction 
change. The maps on the left are plotted at the interface of the metallic 
stack with the substrate. The maps immediately to the right are in the 
perpendicular plane to the surface, along the blue lines. 
 
At the plasmonic resonance (Fig. 3.2.3, bottom panel), on the other hand, even 
though a large fraction of the wave still propagates directly through nanocavities, 
there is a significant field at the metallic surface, as well as there are very high field 
regions at the nanocavity walls, due to the resonating surface plasmon charges. Thus, 
a significant fraction of the transmitted wave propagates through the structure via a 
surface plasmon mode, along the metal and the nanocavity walls, thus less sensitivity 
of the transmission to the nanocavity environment. In addition, as seen clearly in the 
vertical cut on the right, there is a significant reflection at the resonance, as evidenced 
by the checkerboard-like pattern of the interfering fields above the structure. The 
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corresponding image in the top panel, on the other hand, shows excellent matching of 
the incoming wave to the structure, with minimal reflection. Finally we note, that 
even though the plasmonic resonance does not directly enhance the sensitivity of the 
spectra to the Fe2O3 nanoparticle exposure, it does so indirectly, by producing high 
slope sections of the spectra outside the resonance (e.g. in the high-sensitivity window 
750 nm - 1250 nm), at which shifts are easily detectable. 
In conclusion, we have studied a magnetic nanocavity structure, patterned by 
the self-assembled NSL. Our experimental results show that such a structure is highly 
sensitive to the presence of magnetic nanoparticles inside the nanocavities. From the 
red-shift of the transmission spectrum around a plasmonic resonance, the nanoparticle 
number can be obtained by comparing the measured spectra with the first principle 
FDTD simulations. This simple, but very sensitive technique can be used for wide 
range applications, such as detection of organic and inorganic materials, chemicals 
and nanoparticles. 
 
3.3 Transparent Metallic Electrodes 
 
3.3.1 Introduction 
 
There is a need in optoelectronic devices and solar cells for transparent 
electrodes. Presently, transparent conducting oxides (TCO), such as indium tin oxide 
(ITO) or zinc oxide (ZnO), are widely used. TCO is viewed as metals with low 
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plasma frequency (in the infrared), and thus are transparent in the visible range. There 
are, however, limitations to TCO performance, and better alternatives are needed. 
Thick layer of ITO has better electrical conductivity but there is some loss in 
transmission of light through it. In contrast, thin layer of ITO has better transparency 
but worse electrical conductivity. Therefore, there is a trade-off between the optical 
transmission and electrical conductivity of the transparent conducting oxides [35].   
Several alternative ways of making transparent electrodes have been reported, 
including ultrathin but still good quality metallic films [29-35]. In Ref. [29], a 
comparison of different transparent electrodes realized from ITO films, CNT meshes, 
and metal gratings is given. The overall performance of a CNT mesh was shown to be 
inferior to an ITO film. The use of a metallic grating was found to be better, however, 
the way of making such gratings for the visible spectrum (mostly using electron beam 
lithography) is very expensive. A report on nanoimprint lithographic metallic grating, 
with relatively bigger size, was given in Ref. [35]. Therefore, there is clearly a need 
for better structures. As shown in Chapter 1, structures from the Escheric series close 
to the percolation threshold, on the hole side, can be simultaneously very conducting 
and transparent. This structure could be an alternative to transparent conducting 
oxides . In Ref. [36], similar structures have been employed in organic light emitting 
diodes. 
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 3.3.2 Experiments and Results 
 
Here, we will discuss few preliminary results obtained from both experiment 
and simulation. Fourier transform infrared spectroscopy (FTIR) was used to measure 
the transmission thorough the samples. These measurements were done in Prof. 
Willie‟s lab (Boston College). All the FTIR transmission measurements were done for 
normal incidence only. In addition, the sheet resistance (Rs) of the structure was 
measured using a simple four-probe method. The three samples tested had the 
structure of the pattern 5 of the Escheric series, with lattice constant a = 440 nm, and 
the diameters of the holes 410, 390 and 375 nm. These samples were simply identified 
by 410/440, 390/440 and 375/440. The different projected diameters of the holes were 
obtained with the help of RIE to reduce the original diameter of PSS. The thickness of 
the Ag film was 40 nm on all samples, and the substrate was Sapphire. 
Fig. 3.3.1 shows transmittance through the structures (a) 410/440 nm, and (b) 
375/440 nm. The experimental results (FTIR) are shown by the red line, and FDTD 
black line. For simulation, the dielectric constant of the Sapphire substrate was 
assumed to be 3.13, and the frequency dependent dielectric function parameters, 
)( for Ag were obtained after Drude-Lorentzian fit to the experimental data in 
Ref. [28]. The experimental and simulated results are in fair agreement. However, due 
to the poor quality of the samples, there is a downward shift of the experimental result 
relative to the simulations for shorter wavelengths. 
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Fig. 3.3.1 Measured (FTIR, red line) and simulated (FDTD, black line) transmittance 
versus wavelength for structures 410/440 (a) and 375/440 (b). Measured 
current-voltage plots for the corresponding structures, (c) 410/440 and (d) 
375/440. The thickness of Ag film is 40 nm for both samples. 
 
The measured current-voltage plots for the corresponding structures using 
four-point-probe method are also shown in Fig. 3.3.1 (c) and (d). From the slopes of 
the plots, it was found that the values of the sheet resistance Rs for both samples are 
~5 Ω/sq, confirming the rather poor quality of the samples. The poor quality is due to 
the presence of line defects with NSL pattern, which created metallic lines in the 
structures and thus increased the conductivity and decreased the transmission. The 
value of Rs was calculated from the slope of the I-V plots as shown in Fig. 3.3.1 (c) 
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and (d) with respect to the corresponding area of the samples. Here, the samples were 
rectangular in shape, which was viewed as two equivalent squares in parallel, 
corresponding to the measurement direction. Therefore, the actual value of Rs is 
double of the slope of I vs. V plots provided by the measurements.  
Fig. 3.3.2 shows a plot of the transmittance „T’ vs. wavelength for an 
improved quality sample (less defects) 390/440 nm. In this case, there is a much better 
agreement between experimental and simulated results, as expected. This film, with T 
~80% and Rs < 5Ω/sq (speculation based on previous measurements), performs better 
than an optimized ITO film, which has T ~80% and Rs ~ 15 Ω/sq as shown in Ref. 
[24]. One can anticipate even better results for optimized samples.  
 
 
Fig. 3.3.2 Measured (FTIR, red line) and simulated (FDTD, black line) transmittance 
results for sample 390/440 nm. The thickness of the Ag film is 40 nm. 
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This structure can be applicable in solar cells and different optoelectronic 
devices as transparent conducting electrodes. The transmittance and the sheet 
resistance of such samples have yet to be optimized.  
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Summary 
 
In this Chapter, we have shown that the electromagnetic response of a series of 
thin film periodic nanostructures, which evolve from small diameter holes into island 
arrays, follows this evolution. Two topologically distinct spectral types have been 
identified; one for holes and one for islands. Such structures, called as the Escheric 
series of patterns, are made from NSL with heat or/and plasma treatments. We 
demonstrated that the critical behavior of the effective dielectric function agrees with 
that predicted by percolation theory, and thus conclude that the hole-to-island 
structural evolution in this series is a topological analog of the percolation problem, 
with the percolation threshold at the transitional pattern. 
We also studied the magnetically-driven nanocavity structures, patterned by 
self-assembled PSS monolayer. Our experimental results show that such structures are 
highly sensitive to the presence of magnetic nanoparticles inside the nanocavities. 
From the red-shift of the transmission spectrum, around a plasmonic resonance, one 
can estimate the nanoparticle number by comparing the measured spectra with the 
first principles simulations (FDTD). This structure can potentially be used for the 
detection of organic and inorganic materials, chemicals and nanoparticles.  
Finally, structures from the Escheric series close to the percolation threshold, 
on the hole side, are found to be conducting and transparent, simultaneously. This 
structure constitutes an alternative to transparent conducting oxides (TCO) for 
applications in solar cells and different optoelectronic devices. The transmission 
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results obtained from FTIR measurements and sheet resistance measured from the 
four-point-probe method, are presented. They are also verified with FDTD 
simulations. 
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Chapter 4 
 
Synthesis of Carbon Nanotubes  
4.1 Carbon Nanotubes  
 
4.1.1 Introduction  
 
Carbon nanotubes (CNTs) were first reported as a new form of carbon in 1991 
[1]. These are tubes composed of rolled graphene sheets, and thus inherit some 
properties of graphite. The CNTs can be single-wall or multiwall depending on the 
number of graphene layers. Fig. 4.1.1 shows high resolution transmission electron 
microscope (HRTEM) image of a single-wall (a) and multiwall carbon nanotube 
(MWCNT) (b). These CNTs were synthesized from an arc discharge method [70,71].  
The physical and chemical properties of single-wall carbon nanotubes 
(SWCNTs) were found to be very interesting and unusual as compared to their bulk 
allotropes and sparked attempts to develop various possible applications in 
nanoscience and nanotechnology. One can find a detailed study of SWCNTs in Ref. 
[3]. To date, MWCNTs are only metallic, where as SWCNTs can be metallic or 
semiconducting. In this work, only MWCNTs have been synthesized and applied.    
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Fig. 4.1.1 HRTEM image of a (a) single-wall, and (b) multiwall CNT. Taken from 
[70,71]. These CNTs were synthesized by the arc discharge method.   
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Fig. 4.1.2 (a) TEM image of a bamboo-like CNT grown by PECVD. It shows hollow 
compartments along the axis. The catalyst (Ni) particle is shown on the tip 
of the tube. The inset shows HRTEM image of the portion of the CNT. (b) 
HRTEM image of a single compartment present in the bamboo-like 
MWCNT. Taken from [4,69]. 
 
High purity MWCNTs are composed of multiple numbers of coaxial cylinders 
of graphene sheets with an inter-layer spacing of 0.34 nm as shown in Fig. 4.1.1 (b). 
Not all MWCNTs are perfectly hollow inside. Even though the graphene sheets are 
still present, their arrangement can be far less regular than in high purity MWCNTs. 
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Instead, a compartmentalized central hollow region can form, surrounded by graphene 
sheets, as shown in Fig. 4.1.2. Hence, the name bamboo-like CNTs [4] has been used. 
Fig. 4.1.2 shows a TEM image of a bamboo-like MWCNT grown by PECVD. It 
shows hollow compartments along its axis. The catalyst (Ni) particle is shown on the 
tip of the tube. The inset shows HRTEM image of a portion of the CNT. More clearly, 
Fig. 4.1.2 (b) shows a single compartment in a bamboo-like CNT under HRTEM [71]. 
In addition to the high purity MWCNT, the bamboo-like MWCNT is also metallic in 
nature because of the presence of some of the graphene layers existing all the way 
from its base to the tip as shown in Fig. 4.1.2. Therefore, bamboo-like MWCNTs can 
be employed as metallic electrodes for nanoscale devices. We have used such tubes 
for our applications. 
 
 
4.1.2 Synthesis of CNT 
 
There are three main techniques to synthesize CNT, namely arc discharge, 
laser-ablation, and chemical vapor deposition (CVD). The first two methods involve 
condensation of carbon atoms into CNT, evaporated from solid carbon sources 
(graphite). In the arc-discharge method [5], helium gas plasma is ignited by passing 
very high current through an opposing graphite anode and cathode to evaporate 
carbon atoms at ~3000-4000 ºC as shown in Fig. 4.1.3 (a). This technique can be used 
to grow both SWCNTs and MWCNTs.  
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In the laser ablation method [6], an intense laser pulse is used to ablate a 
carbon target containing a small atomic percentage of nickel or cobalt catalysts as 
shown in Fig. 4.1.3 (b). The target is placed in a tube-furnace heated to 1200 ºC. A 
flow of inert gas is also passed through the chamber to carry the carbon atoms 
downstream to condense on a cold finger. This method has been extensively used to 
produce bundles of SWCNTs.  
Fig. 4.1.3 (c) represents a schematic setup for the thermal CVD technique. It is 
one of the most widely used methods for the synthesis of CNTs [7-11]. In this 
process, a catalyst material is heated to high temperature (500-1000 ºC) in a tube 
furnace and flow a hydrocarbon gas through the tube reactor for a period of time. The 
hydrocarbon species break the chemical bonds at the catalyst surface and carbon 
atoms diffuse into it. When the catalyst particle is saturated, the carbon atoms will 
precipitate out of the particle and form tubular structures. Therefore, the size of the 
catalyst particle is a primary factor to determine the final form of CNTs. With this 
method, one can produce a volume of CNTs with each CNT having lengths up to 
millimeters [12,13]. CNTs with length at the centimeter scale have also been achieved 
by using a fast-heating CVD procedure [14]. Moreover, CNTs can be controllably 
grown along the gas flow direction over trenches or electrodes, facilitating the 
fabrication of nanoscale devices. A major drawback of the CVD method is the 
presence of large amount of defects compared to those produced by arc-discharge and 
laser ablation, due to lower processing temperature.  
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Fig. 4.1.3 Schematic experimental setups for CNT growth methods. (a) Arc discharge, 
(b) Laser ablation, and (c) Chemical vapor deposition.  Taken from [3]. 
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4.1.3 Plasma Enhanced Chemical Vapor Deposition  
 
 Plasma enhanced chemical vapor deposition (PECVD) method produces 
arrays of aligned CNTs. PECVD is the main technique employed in our work. It is 
obtained by adding plasma to the regular thermal CVD system. The plasma, a 
collection of ions and electrons, may or may not contain a background neutral gas 
[15]. Fig. 4.1.4 (a) shows the experimental setup of our lab-assembled direct current 
(dc) PECVD system.  
Two pictures of the ammonia (NH3) plasma observed during CNT growth and 
the whole system, are shown in Figs. 4.1.4 (b) and (c), respectively. The system has a 
glass chamber and a rod-shaped molybdenum anode hanging vertically about 1-2 cm 
over a horizontal tungsten disc cathode. The cathode disc also serves as a sample 
stage. The diameters of the anode rod and the cathode plate are 0.25" and 5", 
respectively. A resistive plate heater powered by an external AC voltage is 
sandwiched between two plates. The two electrodes are connected to an external dc 
power supply (MDX-1.5 K Magnetron Drive, Advanced Energy), which can be run in 
either of the constant voltage, current or power modes. Feedstock gases (acetylene or 
ethylene) are introduced into the chamber via a single gas pipe. The gas flow rate is 
controlled by mass flow controllers. The chamber is pumped down to the base 
pressure using a mechanical pump. The system pressure is manually controlled by a 
gate valve between the pump and the chamber. In addition to the basic structure 
shown in Fig. 4.1.4 (a), a pressure sensor and thermocouple were also installed in the 
chamber to monitor the pressure and temperature of the system. 
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The overall PECVD growth process for vertically aligned CNT includes four 
major steps, namely pumping down the system to reach its base pressure, heating up 
the substrate, plasma generation, and cooling. The sample was first loaded on the 
sample stage and the chamber pumped down to reach a base pressure of ~10-3 Torr. 
Ammonia (NH3) was then introduced into the chamber to the processing pressure of 
~4 to 8 Torr and the heater was turned on to gradually elevate the stage temperature. 
A Variac was used to heat up the substrate as shown in Fig. 4.1.4 (c). Typical growth 
temperature was in the range of 450-700 °C, which could be normally reached within 
15 to 30 min using the Variac. As soon as temperature and pressure were stabilized, a 
dc bias of 450-650 V between two electrodes was applied in order to ignite an 
electrical discharge (plasma) over the sample. The plasma current intensity typically 
varied between 0.1 and 0.5 Amperes. Acetylene (C2H2) was then introduced to start 
the CNT growth. The flow rate ratio of NH3:C2H2 was kept around 4:1 to avoid the 
deposition of amorphous carbon. The growth time was varied from minutes to hours 
depending on the growth rate and the projected length of CNTs. After the growth was 
finished, the heater, plasma dc source and gases were turned off. A manual valve 
between the chamber and the pump was fully opened to let the system pump-down 
and flush out the residuals. Nitrogen gas was used to vent the system. It was found 
that the quality of as-grown CNTs depends on growth parameters: temperature, 
pressure, gas flow rates, plasma power, and dc bias. Therefore, the optimization of 
these parameters was necessary in order to yield good quality arrays of CNTs. 
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Fig. 4.1.4 (a) Schematic of the dc PECVD system, photographs of the (b) NH3 plasma 
(purple glow) observed during CNT growth, and (c) the actual system.  
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In a PECVD system, the plasma plays two major roles for CNT growth. 
Firstly, the accelerated free electrons in the plasma gain enough energy to break the 
chemical bonds of the feedstock species (hydrocarbons) and generate chemically 
reactive secondary species. These secondary species trigger the growth of CNTs from 
the surface of catalyst particles. Since the electron temperature can be much higher 
than the ion temperature or the macroscopic temperature of the plasma, the generation 
of secondary species as well as CNT growth can be realized at a significantly lower 
macroscopic temperature than the normal thermal CVD methods [16,17]. Secondly, 
the very high electric field in the negative sheath of the plasma just over the substrate 
provides aligning force on each individual catalyst particle throughout the growth 
process. With our configuration i.e., rod for top electrode and disc for bottom 
electrode, CNTs grow always perpendicular to the substrate along the electric field 
direction, which is always perpendicular near the surface (easily several tens of 
microns) of the bottom electrode.  In our work, the electric filed was generated by 
applying dc bias between two electrodes. If the adhesive force between CNTs and the 
substrate is mechanically robust enough, they remain aligned after turning off the 
plasma. The ability to grow aligned CNTs at low temperature makes PECVD method 
advantageous for CNT-based nanoscale device fabrications such as sensors and 
actuators. However, the PECVD grown CNTs are more frequently bamboo-like in 
structure and very defective in nature. The defects are due to the low growth 
temperature. More explanation of these defects will be revisited in Section 4.3. 
Besides, the sputtering and etching of CNTs caused by plasma are other common 
problems in PECVD growth.  
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In addition to CNT growth, the PECVD method is also used for many other 
applications such as the deposition of dielectric thin films for semiconductor circuits 
[18] and carbon-based thin films [19]. Instead of a dc source [20], many other plasma 
generating components have been employed in PECVD system in order to grow 
CNTs. Some of them are hot-filament [21-23], magnetron-type radio frequency [24], 
inductively coupled plasma [25], microwave [26-28], electron cyclotron resonance 
[29] and hollow cathode glow discharge [30]. Among them, dc PECVD uses the 
simplest apparatus and lowest reported growth temperature for vertically aligned 
CNTs. As mentioned already, we employed the dc PECVD system for our synthesis 
work.  
 
4.1.4 Synthesis of CNTs on Honeycomb Pattern  
 
Honeycomb pattern of “quasi-triangular” catalyst (Ni) particles, made from 
NSL, have been used to grow vertically aligned CNTs on different substrates using dc 
PECVD. The NSL-based technique to produce the honeycomb pattern was already 
introduced in Chapter 1. With these patterns, the “quasi-triangular” catalyst dots were 
first changed into circular shape (before growth) with annealing. Since the triangular 
dots were more vulnerable to breaking into several particles due to plasma and 
thermal stress, it was important to modify them into circular shape. In other words, it 
was intended to reduce the multiple growths of CNTs from a single catalyst region. 
An SEM image illustrating such effect is shown in Fig. 4.1.5 (a). For this case, the 
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sample was annealed in NH3 environment at ~600 °C for 20 to 30 minutes at ~6 Torr 
pressure. Growth of CNTs was followed on annealed Ni dots. Fig. 4.1.5 shows SEM 
images of such arrays grown on a glass substrate. The detailed growth procedure and 
the parameters used in the PECVD system are described below.   
First of all, the glass substrate was cleaned with Piranha solution. The piranha 
solution is a mixture of Sulphuric acid and Hydrogen peroxide in a 3:1 ratio. The 
substrate was dipped in the solution for 15 to 20 minutes, then rinsed with DI water 
for 10 to 15 minutes, and finally dried with nitrogen gas. The substrate was metalized 
with a Cr layer, sputtered by magnetron sputtering (PVD 75, Kurt J Lesker) at 300 ºC. 
The sputtering at 300 ºC prevents the peeling-off of the Cr layer from the substrate at 
an elevated growth temperature of CNTs. After metallization, the substrate was 
masked with a monolayer of PSS (1.5 μm diameter). Then, 70 nm thickness Ni film 
was deposited using electron beam evaporation and the spheres were dissolved in 
THF in order to get the honeycomb pattern as described in Chapter 1. The substrate 
was mounted in the dc PECVD chamber for growth.  
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Fig. 4.1.5 (a) SEM images of (a) circular nickel dots obtained from annealing the 
NSL-patterned triangular islands in NH3 environment. Carbon nanotubes 
grown on honeycomb pattern of Ni dots (b) top and (c) 30 degree tilted 
views.  
 
The growth parameters used for the arrays shown in Fig. 4.1.5 were: pressure 
~6 Torr, temperature ~650 ºC, flow rates for C2H2 and NH3: 80/160 SCCM, plasma 
current 200 mA, and bias voltage ~500 volts respectively. Fig. 4.1.5 (b) and (c) show 
SEM images of the arrays of MWCNTs grown on a honeycomb pattern of Ni dots 
viewed from top, and 30 degree tilted angle. These optimized growth parameters, to 
get good quality arrays of MWCNTs, were obtained after doing several test runs for 
similar samples. These CNTs are tip-type [31-33] in nature. If the adhesive force 
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between the catalyst particle and the substrate is not strong enough, the particle will 
lift off from the substrate during carbon diffusion and end up to the tip of the CNT, 
hence the name tip-type growth. One can also get bottom-type growth using such a 
system [34,35]. 
The application of MWCNTs arrays will follow in the next Section. As observed, 
the diameters of the tubes, their spacing and lengths were controlled by the sizes of 
PSS. For our applications, CNTs with length of ~2 to 3 microns and spacing of ~0.5 
to 1.5 microns were used [37,38]. As mentioned already, these MWCNTs are 
bamboo-like in nature and therefore highly defective. However, the poor quality of 
the individual CNT was not an issue for most of our applications as long as they have 
decent electrical conductivity because these tubes have been used as metallic 
electrodes only.  
 
4.1.5 Synthesis of CNT on Hexagonal Pattern 
 
It has been already seen that the honeycomb pattern cannot cover the optimum 
area of the substrate. This is obvious because one dot is always missing at the center 
of each hexagon with the honeycomb pattern. In order to increase the density of 
MWCNTs arrays, we have used deep UV-patterned catalyst dots (Benchmark 
Company) in hexagonal closed packed (hcp) form as shown in Fig. 4.1.6 at (a) low 
and (b) high magnifications. These were provided to Boston College by Solasta, Inc. 
In this pattern, the size of each catalyst dot is ~250 nm and the inter-dot spacing is 
750 nm. The hcp pattern of Ni dots shown in Fig. 4.1.6, was written on Cr-coated 
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silicon substrate. The thickness of the Ni was taken 70 nm as in the honeycomb case. 
The triangular arrays of such dots could also be achieved by employing NSL (double 
layer mask) as introduced in Chapter 1.  
 
 
Fig. 4.1.6 SEM images of hcp pattern of Ni dots made from deep UV 
photolithography at (a) lower and (b) higher magnifications. Arrays of 
MWCNTs grown on hcp pattern. (c) Top and (d) 30 degree tilted views. 
 
The growth parameters for this type of catalyst were found to be different than 
the honeycomb case. The sizes of the dots were smaller than honeycomb and they 
were already circular in shape. Therefore, it was not necessary to anneal them in NH3 
environment before starting the growth. However, these dots were found to be very 
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sensitive to the temperature, more likely due to their weak adhesion to the substrate. 
At higher temperature, they could easily migrate from their original positions and lose 
the pattern. Therefore, lower pressure, temperature, and plasma power were used for 
this type of growth. Figs. 4.1.6 (c) top and (d) 30 degree tilted views, show SEM 
images of the MWCNTs grown on one of the samples with hcp pattern. The growth 
was done with optimized parameters in the dc PECVD system, which were: pressure 
~5 Torr, temperature ~500 ºC , flow rates for C2H2 and NH3: 80/160 SCCM, plasma 
current 170 mA, and bias voltage ~450 volts, respectively. As before, these optimized 
parameters were determined after working on similar substrates. 
 
4.2 Application of CNT Arrays for Solar Cells  
  
In this application, the arrays of MWCNTs in honeycomb and hcp patterns were 
used to make “nanocoax” solar cells. In this section, we first describe the principle of 
conventional solar cells, and that of the nanocoax. Then we show how the solar cells 
can benefit from the nanocoax configuration. 
 
4.2.1 Principle of Solar Cells 
 
A solar cell is a photovoltaic (PV) device, which converts solar power into 
electrical power. A schematic diagram of a conventional planar solar cell is shown in 
Fig. 4.2.1. Here, a PV material such as silicon (n- and p-layers) is sandwiched 
between two (top and bottom) electrodes in order to extract the photogenerated 
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current. There are four basic essential steps for PV energy conversion in a solar cell 
[49]. (1) The absorption of light (photons) in a PV material, (2) generation of free 
electron and hole (e-h) pairs from photons, provided that the photon energy Eph is 
greater than or equal to the bandgap Eg of the absorber. (3) A discriminating transport 
mechanism, which causes the resulting free carriers to move in different directions, 
i.e., electrons toward the cathode and holes toward the anode. And, (4) returning the 
absorber to its neutral state there by flowing the carriers through an external path 
(circuit). The photon‟s energy in excess of Eg is lost in the form of heat and 
recombination of e-h pairs, emitting light. Similarly, the photons with energies less 
than Eg can‟t be absorbed by the solar cells. The origin of PV action can be described 
by a simple p-n junction solar cell as follows. 
Fig. 4.2.2 shows a schematic band diagram of a p-n junction [49]. The 
junction is formed when p- and n- type semiconductors are brought in close contact. 
At equilibrium, the quasi-Fermi levels, EFn for electrons and EFp for holes in n- and p-
type semiconductors form a single Fermi level, EF as shown in Fig. 4.2.2. Due to 
concentration gradients, the electrons diffuse from the n- side toward the p- side and 
the holes from p- side to n- side. This process creates a layer of immobile ions with 
opposite charges on two sides, known as a “depletion layer” that will create an 
electrostatic field directed from the n- region to the p- region. This region is also 
known as the surface charge region (SCR). The process creates a diffusion current. 
Under the influence of this built-in bias, the minority charge carriers (electrons on p-
side and holes on n-sides) sweep across the p- and n-sides creating a drift current. At 
equilibrium (under no bias), both drift and diffusion currents cancel each other and no 
current flows. However, this is not the case when we apply some external bias that 
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reduces (increases) the built-in bias potential depending on the direction of applied 
voltage i.e., forward (or reverse). Therefore, the net flow is determined by the 
difference between diffusion and drift currents.  
 
 
 
Fig. 4.2.1 Schematics of a planar solar cell. Taken from http://solarlighting-
s.com/solar-cell/ 
 
In a p-n junction solar cell, it has been shown that the carriers are liberated by 
photons and collected through two electrodes, across the junction, before they 
recombine. It would be advantageous for the PV absorber to be as thin as possible in 
order to avoid recombination inside the PV region. However, the absorber should also 
be sufficiently thick in order to capture as much of the incident photon spectrum 
(Visible and IR regions) as possible. But, it can‟t be thin and thick at the same time. 
This is known as the so-called “thin-thick” problem in planar solar cells as first 
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defined at Boston College. Here, we introduce a new (nanocoaxial) architecture, 
which can be both thin and thick at the same time. One can find more PV parameters 
in Appendix A.3. 
 
 
Fig. 4.2.2 Schematic band diagram of a p-n junction in solar cells. Open circle 
represents hole in valence band and black dot represents electron in 
conduction band.         
                         
 
4.2.2 Nanocoax  
A nanocoax is a nanoscopic analog of the classical coaxial cable, well known 
in the radio technology [72]. The nanocoax has been studied theoretically [73,74], and 
experimentally [64]. Fig. 4.2.3 (a) shows a schematic of the nanocoax geometry. The 
metal core is a solid cylinder of radius r. The outer conductor is a hollow metallic 
cylinder with inner radius R. 
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Fig. 4.2.3 Schematic of the nanocoax (a), and an SEM image of the top-end of a CNT 
based nanocoax (c). The nanocoax array illuminated from the front (b), and 
(d) the same in the illumination from behind. Taken from [64].  
 
 
Employing the Drude formula for the electrode metals, propagation 
characteristics of the modes have been calculated for the nanocoax, and simulated by 
Peng et al, employing the FDTD method [74]. Fig.4.2.4 shows the dispersion of the 
two lowest (in frequency) modes. Of great interest is the transverse electric magnetic, 
TEM-like gapless mode, since it does not suffer from the frequency cut-off, and thus 
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can propagate at very low frequencies, or wavelengths which far exceed the 
perpendicular dimensions of the coax. Such subwavelength transmission lines are 
needed in nano optics [75]. 
 
 
Fig. 4.2.4 Selected nanocoax modes. Dispersions: TEM-like mode calculation and 
FDTD simulation (crosses). Solid circles represent FDTD simulations of 
the plasmonic mode. Taken from [74]. 
 
 
In Ref. [64], arrays of nanocoaxes have been fabricated by employing metallic 
CNT arrays as the inner cores of the nanocoaxes, and subsequent coating these arrays 
with a dielectric, and the top metal. A series of optical measurements [64] confirmed 
the prediction of the theory [74]. Fig. 4.2.3 (c) shows an SEM image of an exposed tip 
of the nanocoax. Each nanocoax in an array had the core (nanotube) diameter, and the 
dielectric thickness of about 100 nm. The nanocoax length was ~6 μm. Fig. 4.2.3 (b) 
shows a high-resolution optical image of the small fragment of the array under a 
broad-band light illumination from the top. The dark spots represent the nanocoax 
ends. Fig. 4.2.3 (d) shows the same fragment of the array, but illuminated from 
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behind. In this case, light can reach the top surface only through the interiors of the 
nanocoaxes, and indeed it does: the white spots appear to occur in the centers of the 
dark spots in Fig. 4.2.3 (c). This demonstrates that each nanocoax is a subwavelength 
transmission line, since the refractive index reduced wavelength inside the dielectric 
is ~400 nm, still much larger than the inter-electrode distance ~100 nm. The 400 nm 
was obtained after dividing the 600 nm wavelength (center of the visible range) by the 
refractive index of the Al2O3. The transmission performance of the array was 
unchanged by shortening the length of the coax below 6 μm. Thus, the maximum 
propagation length was estimated as (at least) an order of magnitude (~50 μm) larger 
than 6 μm [74]. 
A coaxial transmission line, containing more than one core, supports also the 
TEM mode. This is the so-called multi-core or distributed coax. This kind of coax is 
much easier to couple to, and therefore easier to implement in PV devices. 
 
4.2.3 Nanocoax Solar Cells on CNT Arrays in Honeycomb Pattern 
 
In this section, nanocoax solar cells made by employing aligned arrays of 
MWCNTs will be discussed. These solar cells were fabricated by using amorphous 
silicon (a-Si) as PV materials. The silicon deposition and the performance 
measurement of these cells were done at Solasta, Inc.  
The majority of today‟s solar cells employ crystalline semiconductors, due to 
their higher energy conversion efficiency compared to „„thin film‟‟ cells [50,51]. The 
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crystalline silicon (c-Si) has weak optical absorption [52,53] due to indirect bandgap, 
which needs phonon assistance for the absorption of light. Therefore, c-Si must be 
relatively thick (~100 μm) in order to absorb light (collect photons). However, its 
charge propagation lengths are sufficiently long, so that most of the carriers can be 
collected as well, and efficiencies above η ~20% are achieved, close to the 
theoretically predicted maximum efficiency (~25%). In contrast, a-Si absorbs light 
strongly, which has direct band gap. Unfortunately, the carrier propagation lengths in 
a-Si are much shorter than the photon absorption length, and so, even with 
Lambertian-like surface texturing for light trapping, the thin film efficiency (η ~10%) 
is significantly lower than that of the crystalline counterpart, and less than half of the 
corresponding theoretical maximum limit. Usually, the value of the absorption 
coefficient for direct transition is 100-1000 times larger than indirect transition 
[54,55].  
To improve this situation, schemes for increased light trapping have been 
employed [56-60], but an ultimate resolution of the problem requires separating the 
optical and electronic pathways. Schemes have been proposed to accomplish that in 
etched c-Si wire arrays [61], and recently in a-Si nanocoax architecture [62,63]. As 
introduced in previous section, each nanocoax is a subwavelength transmission line, 
with cut-off free propagation of visible light over a distance much greater than the 
wavelength, and through an inter-electrode (metal–metal) gap much smaller than the 
wavelength. Here, the dielectric has been replaced with a PV absorber in order to 
convert this nanoarchitecture into an efficient solar cell. In this structure, the light and 
carrier paths are orthogonal: while light propagates along the several microns long 
nanocoax, the generated carriers have to travel only the small inter-electrode gap 
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distance of 20 to 100 nm [58]. Due to technological difficulties, this „„normal‟‟ 
nanocoax configuration solar cells has not yet been demonstrated. 
In Ref. [63], we demonstrated high efficiency solar cells in the so-called 
distributed nanocoax configuration, in which the outer electrode is made of a 
transparent metal ITO. This configuration is much easier to fabricate than the normal 
configuration, and in the present version it does not work in the strict subwavelength 
limit. The cells have been fabricated on arrays of metalized Si nanopillars prepared by 
etching c-Si wafers. These pillars have been subsequently conformally coated with n–
i–p a-Si and ITO. These cells exhibit initial efficiency approaching that of the best 
conventionally textured cells, at a dramatically reduced absorber thickness (only 90 
nm i-layer vs. typically ~250 to 400 nm). The reduced thickness leads also to a strong 
reduction in the deleterious Staebler-Wronski effect. Even though this nanocoax 
configuration offers clear advantages, its implementation requires expensive, textured 
substrates. The goal of this work was to develop inexpensive substrate alternatives 
based on arrays of aligned MWCNTs [38]. 
 
A schematic of the MWCNT nanocoax solar cell based on CNT arrays, in the 
distributed configuration [38], is shown in Fig. 4.2.5 (a). In this work, we have used 
vertically aligned MWCNTs as the pillars/inner electrodes as shown in Fig. 4.2.5 (c). 
The growth procedures of MWCNT arrays on this particular sample were as follows. 
We have used Corning 1737 aluminosilcate glass substrate coated with 300 nm of Cr 
sputtered at 300 ºC. “Quasi-triangular” Ni catalysts of 70 nm thickness were patterned 
in honeycomb structures using NSL. As mentioned already, the substrate was first 
annealed at ~600 to 650ºC in NH3 in order to make circular Ni dots. The C2H2 gas was 
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used as a precursor for carbon deposition. The others parameters were: pressure 6.0 to 
6.5 Torr during growth, plasma current 0.2A, and growth time 12 minutes.  
 
        
 
Fig. 4.2.5 Schematics of the nanocoax solar cell architecture (a) and an SEM image of 
the surface of a completed cell. In the schematic drawing of the coax, CNT 
is Ag-coated MWCNT to improve the conductivity. Inset in (a): (inside) 
TEM image of the coax, and (right) p-i-n junction sequence; inset in (b): 
(inside) photograph of a nanocoax cell (each circular contact is ~3 mm in 
diameter), and (right) SEM image of a single completed nanocoax, 
prepared by FIB milling, scale bar = 200 nm. (c) SEM image of CNTs 
before coating nothing (30 degree titled view). 
 
These MWCNT arrays were coated with Ag, hydrogenated a-Si in a radial p-i-
n (p closest to the core) configuration as the PV absorber by PECVD system. Finally, 
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ITO was deposited by sputtering, providing the outer coaxial conductor and 
completing the nanocoax structure. A TEM image of a CNT coated with a-Si in a 
nanocoax form is shown in the inset of Fig. 4.2.5 (a). Fig. 4.2.5 (b) shows the SEM 
image of a completed nanocoax array. The bottom inset shows a photograph of a 2 
cm2 nanocoax cell, with eight circles of deposited ITO for PV measurements. The 
right inset shows a single completed nanocoax, prepared by focused ion beam (FIB) 
to expose all three components of the coax. In this case, the CNT was precoated with 
50 nm Ag (bright fringe around nanotube coax core, Fig. 4.2.5 (b), inset) to enhance 
its electrical conductivity. The average absorber (a-Si) thickness for this cell was 230 
nm. 
Fig. 4.2.6 shows FDTD simulations, done by X. Wang and Y. Peng, of the 
intended distributed coax action of the structure. A plane wave of 500 nm wavelength 
propagates from vacuum toward the array (from the top), with the electric field 
polarized in the horizontal direction. The structure area was taken as honeycomb. The 
nanocoax length was assumed to be 1.5 μm with the closest inter-nanocoax distance 
0.87 μm. Color maps show the in-plane component of the electric field in the vicinity 
of neighboring coaxial wires, with top and side views. Color intensity scales with 
electric field strength, with red and blue representing opposite signs. The TEM-like 
propagation of the waves along the coax is clearly visible. The action of the a-Si 
absorber is clearly visible, with electric field strongly damping towards the base of the 
coaxes inside the absorber and in between the closely spaced coaxes; this 
demonstrates efficiency of the absorption along the long optical direction. However, it 
is also clearly seen that a large fraction of the light energy is propagating in the voids 
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of the honeycomb structure (right and left sides of lower image) and reducing the total 
absorption.  
 
 
Fig. 4.2.6 FDTD simulation of light penetration into nanocoax array, with top and 
side views.  Plotted is the amplitude of the electric field with λ = 500 nm 
radiation just above and inside a nanocoax array on a honeycomb lattice. 
Color change represents electric field sign change. The nanocoax length is 
1.5 μm, and the closest inter-nanocoax distance is 0.87 μm. 
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Fig. 4.2.7 Comparison of PV performance of planar and nanocoax solar cells under 
AM1.5 illumination. The error bars in the nanocoax J-values stem from 
uncertainty in the diameter of the top ITO layer. The inset chart compares 
the performance of the two solar cell architectures: nanocoax outperforms 
planar by 101±15% in short-circuit current density (Jsc) and by 85±14% in 
power conversion efficiency (η).  
 
The measured performance of the actual nanocoax solar cell is shown in Fig. 
4.2.7. Under AM1.5 (1 kW/m2) light intensity, current–voltage characteristics were 
measured for a nanocoax and a planar (non-textured) solar cell prepared with the 
same total silicon thickness of d ~230 nm. In this cell, each measurement was taken 
on small circular cells ~3 mm in diameter (area ~7 mm2) (Fig. 4.2.5 (b), inset). Each 
coax was fabricated as a radial p–i–n a-Si (sequence from the core: p ~20, i ~185, and 
n ~25 nm) coating a CNT. The yield was 80% of working coupons. The planar, 
control solar cell of Fig. 4.2.7 (bottom inset) was fabricated with the same, 
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corresponding silicon layer thicknesses, in order to compare the light-collection 
capabilities of the two geometries. The open circuit voltages VOC of both cells are 
comparable, 0.78 V (planar) versus 0.81 V (coax), indicating that the p and n sections 
properly establish an internal electric field. On the other hand, the short-circuit current 
density JSC for the nanocoax cell (13.5 mA/cm
2) exceeds that of the planar control 
sample (6.7 mA/cm2) by a factor of ~2, due to the increased path of photons in the 
nanocoax geometry. The fill factor (FF) for the nanocoax cell is 0.56 and for the 
planar control 0.63. 
 
For a-Si solar cells, there is a light induced degradation of efficiency 
(Staebler-Wronski effect). After prolonged exposure to the light, the efficiency of 
solar cells reduce by ~20% to its initial efficiency. This effect is known to diminish 
with thin absorber, with some reports indicating complete disappearance for PV 
absorber thickness less than 100 nm. In this work, the initial energy conversion 
efficiency of the nanocoax solar cell in Fig. 4.2.7 was measured as 6.1%, significantly 
less than the nanocoax cells of Ref. [63], which were in the 8–9% range. There are 
two basic reasons for this. First, there exists a non-uniformity of the a-Si coating, 
which according to Fig. 4.2.5 (b) varies from 100 nm on the MWCNT sides, to 300 
nm on their tips. The non-uniformity can be improved by changing the geometrical 
profile of the nanopillars, as demonstrated in Ref. [63], with a quasi-conical shape 
employed yielding over 9% efficiency. A similar shape modification is possible with 
multi-wall CNTs, e.g., via a spin coating, which tends to build-up the spun material at 
the MWCNT base [62]. The second problem with the current MWCNT nanocoax 
cells is the open geometry of the honeycomb arrays, which provides photon access to 
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the presumably less efficient planar regions of the cell at the honeycomb unit cell 
centers. The a-Si film in the planar regions is thicker than on the MWCNT walls, due 
to the growth process non-uniformity. It is the excessive thickness of p and n film 
which leads to the inefficiency of the junction in those regions. This problem can be 
resolved by reducing the size of the planar regions. For example, one can employ a 
modification of the NSL technique, which allows for the hexagonal arrangement of 
catalyst sites as introduced in Chapter 1. There was a report on a similar attempt of 
making solar cells using aligned CNT arrays, but with an initial efficiency lower than 
1% [67], and on Si cones with about 5.9% [68]. 
 
The use of PECVD grown MWCNTs as distributed nanocoax solar cells has 
faced further issues. The non-uniform lengths of the tubes and multiple growths of 
CNTs from a single catalyst particle caused the non-uniform deposition of a-Si and 
ITO layers. This non-uniformity more likely provided leaky paths for photogenerated 
carriers causing an electrical shorting between two metallic layers of the nanocoaxes. 
The multiple growths from a single catalyst dot were expected due to the breaking of 
the single particle into more than one sub-particle in the presence of plasma and 
thermal stress during CNT growth in PECVD system. Consequently, many CNTs 
were grown from the individual sub-particles. These issues were minimized to some 
extent by adjusting the temperature, pressure, flow rates of gases, plasma current and 
bias voltage in the system. Some of the samples were spin-coated with spin-on glass 
(SOG) to remove the tiny multiple tubes grown from a single dot.  
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4.2.3 Nanocoax Solar Cells on CNT Arrays in Hexagonal Closed 
Packed Pattern 
 
In order to increase the density of nanocoaxes, hcp arrays of MWCNTs were 
employed to make a-Si solar cells. In this subsection, distributed a-Si solar cells 
fabricated from one of the hcp arrays of multi-wall CNTs will be discussed. The 
arrays are shown in Fig. 4.2.8 (a). The detail growth of MWCNTs on similar sample 
has already been discussed. In this sample, the hcp pattern of Ni catalyst was made on 
a silicon substrate coated with 200 nm of Ti. The Ni film thickness was 70 nm. The 
CNTs growth parameters were: pressure 4 to 5.5 Torr, plasma current 0.175 A, 
growth time 32 minutes, gases flow NH3/C2H2: 160/80 SCCM, and temperature ~500 
to 550 ºC. The NH3 gas was turned on after reaching the maximum temperature. With 
these parameters, the height of MWCNTs was found to be ~2 to 3 μm as shown in 
Fig. 4.2.8 (a). The solar cell fabrication employing this sample was followed. 
First of all, spin-on glass diluted with Isopropanol alcohol (SOG:IPA = 1:1, 
1000 Rotation Per Minute for 1min) was spin-coated to the sample. It was followed 
with other coatings: 50 nm Ag, 250 nm a-Si and 550 nm ITO, respectively. The 
measured efficiency of this cell was ~2.4% (VOC = 751.2mV, JSC = 9.14 mA/cm
2, FF 
= 34.9). This was the best efficiency measured with such structure.  
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Fig. 4.2.8 SEM images of aligned MWCNTs in hcp pattern, after (a) PECVD growth 
and (b) spin-on glass and silver coating. The scale bar is 1 micron. 
 
The adhesion of MWCNTs to the substrate in such samples was found to be 
weaker than the honeycomb case. This likely caused tilting of MWCNTs during SOG 
coating as shown in Fig. 4.2.8 (b). Eventually, the tilting problem caused a 
nonuniform coating of a-Si and ITO around the tubes, yielding lower efficiency. In 
ideal situation, this architecture is expected to be ~30% more efficient (based on 
increased density of arrays) than the honeycomb as demonstrated in Ref. [63] for hcp 
silicon pillars due to nanocoax action. 
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4.2.5 Nanocoax Solar Cells in the Normal Configuration 
 
A related type of nanocoaxial action, i.e. the decoupling of the photon 
propagation length and the carrier transfer direction, can be achieved also in the 
nanocoax of normal configuration. This configuration corresponds to that shown in 
Fig. 4.2.5 (a), but with the non-transparent substrate (black) replaced with a 
transparent one (e.g. glass), and TCO (green) replaced with a metal.  
 
 
Fig. 4.2.9 An SEM image of MWCNTs arrays grown on honeycomb pattern of Ni 
dots prepared on transparent glass substrate. The scale bar is 1 micron. 
 
To obtain this configuration, a glass substrate was coated with a thin Ti film 
(~5 to 10 nm). Honeycomb pattern of “quasi-triangular” Ni dots was made on this 
substrate using NSL and the MWCNTs were grown by PECVD. One of the arrays of 
such kind is shown in Fig. 4.2.9. For this sample, the glass substrate was first coated 
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with 10 nm thickness Ti film and masked with a monolayer of PSS  (1.5 μm diameter) 
followed by 70 nm thickness Ni film deposition using electron beam evaporation. The 
thin metallic coating was necessary to grow CNTs, even though it reflected and 
absorbed some portion of the incident light. For this case, the growth parameters in 
PECVD system were: pressure ~6.0 Torr, plasma current 0.2 A, growth time 20 
minutes, gases flow NH3/C2H2: 160/80 SCCM and temperature ~600 ºC. The lengths 
of these arrays were found to be ~1 to 2 microns.  
Several solar cells have been fabricated employing such arrays. In such 
fabrication, an ITO layer was deposited first, followed by a-Si and Ag films. The 
performance of such cells was found to be less than 1%. The low efficiency was likely 
caused by a variety of causes. Firstly, there is the coupling problem into the individual 
nanocoaxes, due to a large impedance mismatch. A nanoscale antenna, formed by the 
extending section of the nanotube on the substrate side, is very short and “fat”, and 
the inter-antenna spacing is large, and thus not optimal for the coupling. In radio 
technology, matching of external radiation to an antenna array is not an easy task and 
it requires proper design of antenna length, diameter, and spacing. These parameters 
were not well controlled in our nanocoax. Secondly, there is a severe problem with 
uniformity of the films, which likely leads to electrical shorting. The sputtered ITO 
layer deposited using sputtering was not conformal (compared to a-Si deposition by 
CVD technique) around the tubes. This non-uniformity caused difficulty with 
depositing the remaining layers (a-Si and Ag) around the nanocoax as well. The 
resulting material discontinuities lead to photocurrent leakage.  
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4.3 In-situ Annealing of CNT  
 
It has been discussed that each CNT works as a metallic electrode in nanocoax 
solar cells. Therefore, the quality of the graphene layers presence in each tube was not 
that important in this case as long as they were good electrical conductors. However, 
it was crucial in a different project as described in the following Section. Here, we 
have studied the in-situ annealing of PECVD-grown MWCNT in order to improve the 
graphitization.   
 
4.3.1 Sample Preparation  
  
 As mentioned, we have used electron beam lithography (EBL) to write Ni 
dots. A highly doped silicon wafer was cut into small pieces for substrates. The 
substrate was then cleaned by piranha solution and metallized with 300 nm thickness 
Cr film sputtered at 300 ºC. The Nabity Pattern Generating System (NPGS) attached 
to the SEM (JSM-7001F, JEOL) was used for electron beam writing. The substrate 
was spin-coated with electron beam resist (PMMA 950 k diluted by 50% using 
thinner, MicroChem), spun at 5000 RPM for 1 minute and baked on hot plate for 10 
to 15 minutes. With these conditions, the thickness of the PMMA film was measured 
~200 to 250 nm in reflectometer.  
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Fig. 4.3.1 SEM images of Ni dots prepared from EBL (a) showing arrays of 
individual patterns. (b) Each array has one Ni dot at the center and cross 
marks in each corner. (c) Single Ni dot at higher magnification in one of 
the arrays. 
 
 Fig. 4.3.1 shows one of the patterns made from EBL. The whole pattern 
shown in Fig. 4.3.1 (a) contains several individual patterns, with one Ni dot at the 
center of each individual pattern surrounded by four cross marks also shown in Fig. 
4.3.1 (b). The size of each Ni dot at the center is ~200 nm in diameter and each cross 
mark at the corner is 10 by 10 microns long and 2 microns wide. The spacing between 
two crosses is 100 microns on either side. In this writing, we have used 30.0 kV 
electron beam, ~65 pA beam current, 300 μC/cm2 area dose, 10 nm center to center 
distance and line spacing for electron beam raster, and 10 mm working distance in 
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SEM. After writing, the samples were developed in MIBK/IPA solution for ~2 
minutes and rinsed with DI water. The Ni film of 70 nm thickness was deposited 
using electron beam evaporation. The electron beam resist was finally lifted-off using 
electron beam stripper (MicroChem) to obtain the final pattern.   
 
 
Fig. 4.3.2 SEM images of a CNT after PECVD growth at (a) low and (b) high 
magnifications viewed at 30 degree tilted angle. The cross mark on each 
corner are also CNTs grown from EBL-patterned cross marks (also Ni), 
which were made to define the coordinates of the CNT at the center. 
 
The detailed purpose of choosing such a specific pattern (Fig. 4.3.1) and its 
intended application is discussed in Appendix A.2. It was an attempt to fabricate a 
rotor out of a single MWCNT grown perpendicularly to the Si substrate. The idea of 
rotor fabrication was proposed by colleagues from Draper Lab, Cambridge. As 
discussed in Appendix A.2, it was very important to have a good quality MWCNT for 
this project. The first task was synthesizing a perfectly hollow or bamboo-like 
MWCNT, with at least several outermost graphene layers, that run all along the length 
of the tube, without any defects. And the tube must be aligned perpendicular to the 
97 
 
substrate. And, the second task was the use of the tube to fabricate a rotor, so that it 
could act both the axle and bearing; and any disc/mass attached to its outermost shell 
can spin freely. We have worked for the first task as follows. 
The sample was mounted in PECVD chamber for CNTs growth as in previous 
cases. Fig. 4.3.2 (b) shows an SEM image of as-grown CNT. In this figure, SEM 
images of a CNT after PECVD growth at (a) low and (b) high magnifications are 
shown, when viewed at 30 degree tilted angle with respect to the tube axis. These are 
30 degree tilted views. The cross mark on each corner at Fig. 4.3.2 (a) are also CNTs 
grown from EBL-patterned cross marks (also Ni) that were made to define the 
coordinates of the single CNT at center. The growth parameters for this sample were: 
pressure ~3.5 Torr, temperature ~500 ºC, gases flow rates for C2H2 and NH3: 80/160 
SCCM, plasma current 200 mA, and bias voltage ~460 volts, respectively. The details 
of similar growth can be found in Ref. [23]. 
 
4.3.2 Defects in PECVD Grown CNT 
 
It has been introduced in Section 3.1 that the quality of CNT synthesized from 
the high temperature growth techniques is found to be better than lower temperature 
growth using CVD. At the elevated temperature employing arc-discharge or laser 
ablation techniques, the diffusion of carbon atoms is enhanced and they are more 
likely transit to the low-energy sites before bonding. However, the alignment of CNT 
is a problem with such techniques. Instead, PECVD can be used to synthesize aligned 
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CNT. But, as mentioned many times already, the CNTs grown from PECVD are 
highly defective. The lower temperature reduces the ability of defects to diffuse out of 
the structure during PECVD growth. The use of plasma also causes sputtering and 
dislocation of carbon atoms, and the deposition of amorphous carbon away from the 
catalyst [40]. An extensive study of defects can be found elsewhere [3, 41, 42].  
 
 
Fig. 4.3.3 An SEM image of a CNT grown  at ~800 ºC on Ni dot prepared on bare Si 
substrate using EBL.  
 
Here, we wanted to improve the quality of the single CNT by preserving its 
alignment in order to accomplish the first task. We proposed to use annealing 
treatment (Joule heating) in order to improve the quality of CNTs. The direct 
annealing of the CNT at very high temperature [46] was the first try. This was not 
applicable to the ultimate device (rotor), which could not survive to such high 
temperatures (>700 ºC). The second try was higher temperature growth in the PECVD 
system. It is also found to be impractical as shown in Fig. 4.3.3 because of the 
possible formation of Ni silicide on the bare Si substrate at higher temperature. The 
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silicide formation prevented the diffusion of carbon atoms through it and yielded no 
growth. Therefore, we first did low temperature growth and used the locally annealing 
(Joule heating) technique to improve the quality of CNT.  
 
4.3.3 In-situ Annealing of CNT   
 
A two-probe scanning tunneling microscope attached to the transmission 
electron microscope (STM-TEM) system has been used. The principle was based on 
Refs. [43-45], where the defects present in the randomly aligned CNTs have been 
removed using the same tool. The two-probe STM system, we have employed, was 
attached to a HRTEM (JEOL, 7001). With this tool, it was possible to attempt 
annealing of single CNT via two probes by employing Joule heating and monitor the 
in-situ changes in the tube by HRTEM. For convenience, a different type of pattern (a 
line of Ni dot) has been used for this test. The details follow.  
 Line of Ni dots was written on a cleaned Si substrate using EBL. Fig. 4.3.4 
shows SEM images of (a) Si substrate partially diced into tiny pieces so that each 
piece could fit into the STM probe. Each tiny piece contains only one pattern, which 
includes a big cross mark and (b) a line of 50 Ni dots (diameter ~150 nm) written 
from EBL. Fig. 4.3.4 (c) shows an SEM image of PECVD grown CNTs on one of the 
lines (30 degree tilted view). The CNT growth parameters for this sample were: 
pressure 3.5 to 4.0 Torr, plasma current 0.2 A, gases flow NH3/C2H2: 160/80 SCCM, 
growth temperature ~550 to 650 ºC and dc bias 500 V. After the successful growth of 
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CNTs, the substrate was broken into smaller pieces following the partial trench (cut) 
made before.  
 
 
Fig. 4.3.4 SEM images of a Si substrate partially diced into tiny pieces so that each 
piece could easily fit into the STM probe (a). Each tiny piece contains only 
one pattern, which includes a big cross mark and (b) a line of 50 Ni dots 
(diameter ~150 nm) written from EBL. An SEM image of PECVD grown 
CNTs on one of the lines viewed at 30 degree tilted angle (c).  
 
  One of the samples mounted in the two probe STM holder is shown in Fig. 
4.3.5. Fig. 4.3.5 (a) shows an optical image of the STM holder showing its 
constituents and the sample piece mounted on a small hollow pin attached to the right 
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side of the holder, and (b) low magnification TEM image of a CNT in contact with a 
gold probe.  
 
 
Fig. 4.3.5 (a) An optical image of the STM holder showing its constituents and the 
sample piece mounted on a small hollow pin attached to the right side of 
the holder, and (b) low magnification TEM image of a CNT in contact 
with a gold probe.  
 
 In Fig. 4.3.5 (a), the sample attached to a gold wire (opposite to the CNTs 
side) was inserted into a small hollow metallic tube present on the right side of the 
holder. A fine gold probe was fixed to the hat that has six legs clamping on a Sapphire 
ball, as shown on the left side of the holder. Inside the TEM, the gold probe can have 
coarse or fine movement in order to approach the CNT tip. A Sawtooth or Cycloid 
pulse is applied on the piezo tube for coarse movement. In this case, rapid movement 
of the Sapphire ball due to the voltage pulse can‟t be followed by the hat, and the legs 
will slide against the Sapphire surface in steps along the preferred directions. The 
steps along the probe axis vary from 0.05 to 1.5 μm and perpendicular to the probe 
axis from 0.5 to 30 μm. In fine movement case, the probe moves together with the 
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piezoresistant materials and no sliding take place. The finest movement along the 
probe axis is 0.26 and 2.07 nm perpendicular to the probe axis. Therefore, the CNT 
can be approached by gold probe using this tool inside the HRTEM. 
  
 
Fig. 4.3.7 A TEM image of a MWCNT (at the center). HRTEM images of two 
regions designated as A and B of the same CNT before annealing. 
 
 The gold probe used in this experiment was made from electrochemical 
etching [47]. A piece of gold wire (~1 cm in length and 0.01" in diameter) was 
clamped on an anode. The other end of the wire (~1 mm) was dipped in concentrated 
Hydrochloric acid (37%). A dc voltage of 1 to 3 volts was applied through the circuit 
and the tip was closely monitored. Due to the chemical reaction, the wire breaks at the 
air-acid interface. An extra mass (nail polish) was also put on the tip of the wire 
before chemical etching, which increase the tensile strength of the wire neck formed 
at the interface and make the break quicker. After the etching process completed, the 
dc supply was turned off and the Au tip was rinsed with DI water and dried with 
nitrogen gas. It was also observed in optical microscope before applying to the STM 
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holder. A final setup of STM-TEM gold probe and a tiny substrate with CNTs has 
been already shown in Fig. 4.3.5. 
 
 
Fig. 4.3.8 HRTEM images of the two designated regions A and B of the same CNT as 
shown in Fig. 4.3.7 after annealing. 
 
For the annealing with this setup, some voltage was applied through the tube 
and the corresponding currents were measured. The plots of the current through the 
CNT with an applied potential (-5 to + 5 volts) are shown in Fig. 4.3.9 (a) for the first 
five attempts. Similarly, Fig. 4.3.9 (b) shows the plot of currents with the same 
applied voltages for another 4 attempts. The idea here was to apply as much Joules 
power (V2/R, V-applied potential, R-resistance of the tube) as we could through the 
CNT. Due to thermal treatment, the defects present in CNT were expected to be 
reduced. Obviously, these plots show a huge decrease in resistance (~10 times, 
determined from the slope) for the last attempts compared to the first. The slope of the 
I-V plot (or resistance) was found to be unchanged for more attempts that have been 
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followed with the same supply (-5 to +5 volts). The reduction in resistance can be 
explained by the conversion of defective layers present in CNT into more graphitized 
form projecting more conducting (electrically).  
 
 
Fig. 4.3.9 Current voltage plots through a CNT after (a) -5 to +5 volts applied via the 
gold probe for the first five times and (b) the same volts applied for 
another four times.  
 
We switched to higher power by increasing the voltage. The maximum voltage 
that could be applied using this system was -10 to +10 volts. Fig. 4.3.10 shows the I-
V plot through the same CNT after applying the higher power. Further reduction in 
resistance (~15 times) has been observed as shown in Fig. 4.3.10 (a). In addition to 
monitoring the I-V plots, we have also observed the structure changes in CNT using 
HRTEM. The HRTEM images were randomly picked from two points on the CNT 
and designated as A and B. The observed images before and after annealing are shown 
in Fig. 4.3.7 and 4.3.8, respectively. Clearly, the quality of the graphitization of these 
local regions has been improved. It was difficult to predict whether the applied 
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voltage (-10 to +10 volts, maximum) was enough or not for the optimal annealing of 
such CNT, but it was excessive enough to locally melt the Ni particle sitting on its tip 
as shown in Fig. 4.3.10 (b).  
 
 
Fig. 4.3.10 (a) The current-voltage plots through the same CNT with -10 to +10 volts 
applied potential for the first four attempts. (b) A TEM image of the 
melted Ni catalyst on the tip of CNT due to annealing.  
 
This in-situ STM-TEM annealing technique provided a better way to minimize 
the defects in the single CNT. But, it also had some limitations such as the maximum 
sweep voltage that could be applied to the tube and the presence of contact resistance 
due to two-probe system. All the results observed on several samples were found to 
be similar. In other words, we could not be able to get rid of all the defects present in 
such MWCNT. As mentioned already, the goal was to create a good quality 
MWCNT, which (at least) has few high purity outermost graphene layers of the tube 
running all the way from its bottom to the tip by preserving its vertical alignment with 
respect to the substrate. As observed, the diameter of the CNT was ~200 nm, which 
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was too big in terms of the HRTEM scale and it was really difficult to tell the change 
in whole structure just by looking its tiny portion. This experiment would be more 
convenient for a CNT with smaller diameter (few nm only). We have also attempted 
to write smaller sized Ni dots using EBL. But, it was beyond the capacity of the 
instrument to go below 20 nm. And the CNT growth on such tiny dot was also very 
temperature sensitive and difficult using our PECVD system. In conclusion, we 
achieved partial success in this project. 
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Summary 
 
In this chapter, we have introduced CNTs and explained the growth of 
MWCNTs on different catalyst patterns using dc PECVD. The patterns used were 
honeycomb made from NSL, hcp from deep UV photolithograpy and single dots 
made from electron beam lithography.  
The arrays of MWCNTs have been used to fabricate nanocoax solar cells. 
These cells were made by coating Ag, a-Si and ITO films. The Ag and ITO worked as 
bottom and top electrodes, respectively and a-Si the PV absorber. The best efficiency 
measured with the distributed nanocoax solar cell configuration was ~6.1%. However, 
there is a plenty of room to expect higher performance with such cells under 
optimized conditions.  
High purity MWCNT grown on a single catalyst dot was proposed to use for 
the fabrication of nano rotor. The defects present in the CNT made from PECVD 
growth was the obstacle for this task. However, we tried to get rid of the defects using 
in-situ annealing in STM-TEM system and we have been able to reduce the defects to 
some extent.  
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Chapter 5 
 
Selective Electrodeposition of Nanoparticles 
 
5.1 Introduction 
 
Electroplating is a coating process in which metal ions in a solution are moved 
by an electric field to plate an electrode. It is a common process used in a wide range 
of industrial applications. One of its uses is the metallization of different materials [8]. 
The electroplating technique is also used for several optoelectronic applications such 
as transparent thin film transistors (TFTs), flat panel displays, light-emitting diodes 
(LEDs), photovoltaic cells, electrochromic windows, and transparent conductive 
oxides [7].  
The metallization of glass, oxide-coated glass and other low-roughness 
ceramics is difficult as compared to plating metals and their alloys [2]. This is due to 
the very weak inter-locking force available on the surface of such materials. The key 
factor in electroplating metallization is the nucleation process, which is determined by 
the formation energy, excess energy, and internal strain energy [3-6]. The first two 
terms (formation energy and the excess energy) are related to the surface energy, 
which accounts the disruption of intermolecular bonds that occurs when a surface is 
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created. Therefore, the problem in metallization process of such materials is caused by 
the lower surface energy or higher excess energy and the strain energy. The higher 
excess energy for electroplating nucleation causes scattered and irregular grain growth 
on a small number of nucleation sites, causing poor interface adhesion and large 
surface roughness. Similarly, the strain energy, originating from the different atomic 
arrangement of the two adjacent layers, increases with increasing film thickness and 
can sometimes cause the film to spontaneously peel off. 
The surface energy and the strain energy of the material film can be controlled 
with selective electroplating. In this technique, electroplating is performed only on 
selective regions of devices. Besides, it also saves the materials (quantitatively) used. 
The general metallization process involves: sputtering of metals, electroplating, and 
chemical mechanical polishing. Application of a pattern on the substrate before 
metallization makes the process selective electroplating. Usually, several patterning 
techniques like photolithography and electron beam lithography and many others have 
been used for such works. However, a cost-effective patterning technique on the 
nanoscale is still a challenge. Here, we have shown that sub-micron sized metallic 
patterns are indeed possible to grow, from electrodeposition, employing the NSL 
technique. In this work, a monolayer of PSS is used to create the pattern for selective 
electrochemical deposition of Ni nanoparticles on oxide-coated glass substrates [1]. In 
other words, we have proposed a different way of making metallic nanoparticles 
instead of direct metal deposition. Detail is presented in the next Section. 
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5.2 Experiments and Results 
Experiments were carried out on glass substrates coated with Fluorine doped 
tin oxide (FTO). A general process flow diagram detailing the creation of a patterned 
metallic layer on a substrate is shown in Fig. 5.1.1. The generation of such patterns 
has been already introduced in Chapter 1. 
A monolayer of PSS (diameter ~1.5 µm) assembled on a water surface was 
transferred onto the substrate and an RIE system was used to reduce the sizes of the 
spheres as shown in Figs. 5.1.1 (a) and (b). The parameters used for RIE process 
were: pressure 100 mT, radio frequency power 100 W and 480 sec of plasma etching 
time. The flow rates for oxygen and tetrafluoromethane gases were 50 and 5 SCCM 
respectively, to generate the plasma. Copper film, 150 nm thickness, was deposited 
using electron beam evaporation through the sphere mask at room temperature and the 
spheres were finally removed to create holes as shown in Fig. 5.1.1 (c) and (d). The 
copper film was used as a sacrificial mask for the selective electrodeposition. This 
pattern also lies in the Escheric series on the hole side. 
The substrate, coated with the perforated copper film, was then immersed into 
a 1% ML-371 solution at 45 °C for 5 min and then a solution of PVP-capped Pt 
nanoclusters suspension (pH = 2.3) at room temperature for 5 min as shown in Fig. 
5.1.1 (e) and (f) respectively. A nanoparticle dot-pattern was self-aligned on the 
surface resulting from those Pt nanoparticles which were adhered by ML-371 
surfactant on opening holes. The Cu layer was simultaneously dissolved in acid PVP-
Pt solution. The nanoparticles pattern was then immobilized on the substrate via 
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annealing at 250 °C for 15 min, as shown in Fig. 5.1.1 (f). Finally, the Ni was 
electroplated onto the predetermined Pt nanoparticle area at an operating voltage 
within the optimum range.  
 
 
Fig. 5.1.1 A sequential schematic steps of patterning metallic layer on a FTO 
substrate and selective electroplating. (a) A PSS monolayer on the 
substrate. (b) RIE with oxygen. (c) Electron beam evaporation (150 nm Cu 
film). (d) PSS removed (e) Immersed into a 1% ML-371 at 45 oC for 5 
min. (f) Immersed into a solution of PVP-Capped Pt nanoclusters 
suspension at room temperature for 5min and then annealed at 250 oC for 
15min. (g) Metallization at a window of operating potential using 
electroplating. Taken from [1]. 
 
In this experiment, the Pt nanoparticles worked as growth seeds for the 
electrochemical deposition of Ni nanoparticles. The choice of Pt was for convenience 
because it is an inert metal and its suspension could be readily prepared without doing 
any additional purification. These nanoparticle seed layers were also helpful to open 
up a voltage range such that the metals could be selectively deposited onto the 
nanoparticle seeded regions only. Their further roles on FTO were to serve as 
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nucleation sites and raise the surface energy and hence increase the binding energy 
between nucleating clusters and the substrate. This provides a new route for selective 
area electrodeposition. 
The experiments were carried out using electroplated metals (Ni, Cu, Sn, and 
Au) on same substrates (FTO-coated glass) with and without the Pt nanoparticles. 
Heat treatment was found to be essential for the strong adhesion of the nanoparticles 
on the substrate. This was verified by a pull-off adhesion test using scotch tape on 
both substrates after electrochemical deposition. The details of this test are provided 
in Ref. [1]. Here, the results of selectively grown Ni nanoparticles on FTO-coated 
glass substrate will be discussed. However, one can also employ this technique for 
other kinds of metallic nanoparticles.  
Fig. 5.1.2 shows results for selectively-electroplated Ni particles. The 
electrochemical work was done by Dr. Hsien-Ping Feng at MIT. Fig. 3.1.2 (a) shows 
an SEM image of the opening holes in a range of 500 to 700 nm. As described earlier, 
it was obtained after RIE etching of the PSS mask, Cu deposition and spheres 
removal. Pt nanoparticles (nano-seeds) were generated on the substrate after 
immersion into the nanoparticle solution and annealing treatment, as shown in Fig. 
5.1.2 (b). The Ni was then electroplated at an operating voltage of 0.8 V. A Gamry 
PCI4/300 potentiostat/galvanostat was used in the electrochemical measurement in a 
standard three-electrode system with a platinum mesh as the counter electrode and a 
saturated calomel electrode as the reference electrode. Further details of the 
electrochemical work can be found in Ref. [1].  
120 
 
 
 
Fig. 5.1.2 SEM images of (a) continuous Cu network and opening holes on FTO 
surface after removing the spheres, (b) self-assembly patterned arrays of 
platinum nanoparticles. Electroplated nickel at operating voltage of 0.8 
Volts for (c) 15 sec and (d) 60 sec, and (e) a zoom-out image of the nickel 
dots on FTO surface. (f) An AFM image of nickel dots on FTO surface. 
The inset shows corresponding line scan. Taken from [1]. 
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Fig. 5.1.2 (c) and (d) show the Ni nanoparticles formed after electroplating at 
an operating voltage of 0.8 volts for 15 and 60 sec, respectively. The Ni dot arrays 
have an average diameter of 600 nm as shown in Fig. 3.1.2 (e). The spacing between 
them is ~1 µm. As mentioned, the Ni particles are grown on each hole made by single 
layer PSS mask. Fig. 3.1.2 (f) shows an AFM image and a corresponding line scan of 
the pattern, which demonstrates that the feature of metal dots in the thickness of 200 
nm can be developed on the FTO-coated glass substrate. As usual, the sizes of holes 
and their spacing are determined by the diameter of PSS used. The sizes of these 
particles are also dependent on the total time of electrochemical reaction and 
operating voltages as shown in Fig. 3.1.2 (b) to (d). In this test, the average rate of 
electroplating Ni on FTO surfaces with Pt nanoparticle treatment was found to be 
~0.2 µm/min, as measured by a profilometer. The adhesion of as-grown Ni islands on 
the substrate was found to be very strong, verified by the peel-off test.  
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Summary 
 
The NSL technique has been used for selective electrodeposition of metallic 
nanoparticles. A perforated metallic film (Cu) made from a monolayer of PSS with 
plasma treatment has been used to successfully grow Ni nanoparticle arrays on FTO-
coated glass substrates. In this case, an electrochemical way was used instead of direct 
deposition. The selective electrodeposition of metallic nanoparticles on such metallic 
holes was facilitated by Pt nano-seeds. Heat treatment of the Pt particles enabled 
strong adhesion between the as-grown nanoparticles and the substrate. Metallic 
nanopatterns that can be generated from such a cost-effective way would be beneficial 
for several optoelectronic applications such as TFTs, flat panel displays, LEDs, PV 
cells, and electrochromic windows, where substrates are typically semiconductors 
(GaAs) or TCO or any other nanoscale devices that are employing electroplating. 
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Concluding Remarks 
 
In summary, we have explored the NSL, a cost-effective lithographic 
technique, to generate various nanostructures. These nanostructures were shown to 
have remarkable optical and plasmonic properties. In addition to the growth and 
measurements, two FDTD-based simulation packages “Microwave Studio” (CST) and 
“MEEP” were also used, in order to understand these properties. The computed 
results were found to be in good agreement with the experiments.   
In the first group of studies, we have investigated the optical and plasmonic 
effects in the NSL generated Escheric series of thin-film metallic nanostructures. We 
have shown that both, the metallic nanoparticles “quasi-triangles” and the nano-holes 
develop a distinct plasmonic resonance. For most cases, the location of the resonance 
is similar for these nano-features, except at the pattern representing a transition 
between nano-holes and nano-particles. At this pattern, the plasmon resonance 
frequency rapidly shifts, which represents the critical behavior of the effective 
dielectric function, and agrees with the predictions of the percolation theory. This 
high sensitivity to the array structure can be exploited in applications. We have 
demonstrated such sensitivity in a nano-hole structure with a magnetic metallic film. 
In the second group of studies, we employed the Escheric structures in 
metallic films for further processing. A major part of this group was the development 
of periodic arrays of aligned carbon nanotubes. These arrays have been used to 
develop the new generation solar cells, the nanocoax solar cells. The best cell 
efficiency obtained was ~6.1%, one of the highest in the nanotechnology class. One 
125 
 
could anticipate higher performance with optimized cells. The NSL technique has 
been also used for selective electrodeposition of metallic nanoparticles. A perforated 
metallic film (Cu) made from a monolayer of PSS with plasma treatment has been 
used to successfully grow Ni nanoparticle arrays on FTO-coated glass substrates.  
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Appendix  
 
A.1 FDTD (MEEP) Program Used to Compute Transmission 
through a Nanostructure (Metallic Holes, Chapter 3.2) 
 
; The dimensions are in unit of 100 nm   
(define-param r1 1.3);  external radius of the cylinder 
(define-param a 4.4); lattice parameter 
(define-param dpml 1.0); thickness of the PML layers 
(define-param dau 0.85); thickness of the gold 
(define-param dFeO 0.85); height of the filled hole 
(define-param sx a); x length of the cell 
(define-param sy (* sx (sqrt 3))); y length of the cell 
(define-param sz 14.0); z length of the cell 
 
(define-param blank false); in order to normalize the fields 
 
(define-param x1 (* 0.25 sx)) 
(define-param x2 (* 0.75 sx)) 
(define-param y1 (* 0.5 sy)) 
 
(define-param source-component Ex); normal incidence, electric field along x-axis 
; frequency range 
(define-param fcen 0.2) 
(define-param df 0.3) 
(define-param nfreq 1500) 
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(set! ensure-periodicity true) 
; parameters for gold film 
(define-param au (make dielectric (epsilon 2) 
  (polarizations  
    (make polarizability (omega 1e-5) (gamma 0) (sigma (* 0.45603 1e10))) 
    (make polarizability (omega 0.2308917) (gamma 0.0796178) (sigma 
0.856123662)) 
    (make polarizability (omega 0.3168789) (gamma 0.23089172) (sigma 
3.438243851)) 
    (make polarizability (omega 0.6369426) (gamma 0.39808917) (sigma 1.5625)) 
  ))) 
 
(define-param epsalumina 3.13); epsilon for substrate 
(define alumina (make dielectric (epsilon epsalumina))) 
 
(define-param epsFeO 1.0) 
(define FeO (make dielectric (epsilon epsFeO))) 
 
(define force-complex-fields? false) 
 
(set! ensure-periodicity true) 
(set! geometry-lattice (make lattice (size sx sy sz))) 
(set! geometry  
   (if blank (list)  
 (list (make block (center 0 0 3.25)(size sx sy 6.5)(material alumina)) 
(make block (center 0 0 (* -0.5 dau))(size sx  sy dau)(material au)) 
(make cylinder (center (* -1 x1) 0 (* -0.5 dau))(radius r1)(height dFeO)(material 
FeO)) 
(make cylinder (center x2 0 (* -0.5 dau))(radius r1)(height dFeO)(material FeO)) 
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(make cylinder (center x1 y1 (* -0.5 dau))(radius r1)(height dFeO)(material FeO)) 
(make cylinder (center (* -1 x2) y1 (* -0.5 dau))(radius r1)(height dFeO)(material 
FeO)) 
 (make cylinder (center (* -1 x2) (* -1 y1) (* -0.5 dau))(radius r1)(height 
dFeO)(material FeO)) 
(make cylinder (center x1 (* -1 y1) (* -0.5 dau))(radius r1)(height dFeO)(material 
FeO)) 
))) 
      
(set! pml-layers (list (make pml (direction Z)(thickness dpml)))); PML along z-axis 
 
(set! k-point (vector3 0 0 0)) 
(set-param! resolution 12) 
 
(set! sources (list (make source (src (make gaussian-src (frequency fcen)(fwidth df))) 
      (component source-component) (center 0 0 (+ dpml (* -0.5 sz))) 
      (size sx sy 0)))) 
; reflection flux 
(define refl  
  (add-flux fcen df nfreq 
     (make flux-region (center 0 0 -1.5) (direction Z) (size sx sy 0)))) 
; transmission flux 
(define trans  
  (add-flux fcen df nfreq 
     (make flux-region (center 0 0 1.5) 
      (direction Z)(size sx sy 0)))) 
 
(use-output-directory) 
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(if (not blank)(load-minus-flux "refl-flux" refl)) 
 
(run-sources+ 
 (stop-when-fields-decayed 50 source-component (vector3 0 0 -1.5)1e-3) 
(at-beginning output-epsilon)) 
(if blank (save-flux "refl-flux" refl)) 
(display-fluxes trans refl) 
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A.2 Application of Single CNT on Rotor Fabrication 
 
 
 
Fig. A.2.1 A schematic illustration (not to scale) of the MWCNT rotor, with wedge-
shaped cutaway to show the nanotube structure. A single cantilevered 
MWCNT supports the rotor acting as both the axle and bearing. Taken 
from [2].  
 
For this project, a good quality MWCNT was intended to employ for the 
fabrication of a nano-rotor of Stodola kind [1]. The idea was proposed by Dr. David J. 
Carter and his colleagues at Draper Lab, Cambridge as mentioned already in Chapter 
4. The single MWCNT, aligned perpendicular to the substrate was planned to work as 
an axle and bearing as shown in Fig. A.2.1 [2]. This figure shows a schematic of the 
rotor, where the MWCNT is attached to a flat base, or substrate, and a disk is built 
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onto its outermost shell. The concentric shells of MWCNTs are not bonded to the disk 
and outer shells can rotate freely without any external needs such as balls, gas flows, 
or EM fields for the bearing. 
Seesaw-like rotating devices have been already demonstrated. However, they 
used randomly aligned MWCNTs [3-5], fabricated by the arc-discharge method. As 
mentioned in Chapter 4, such CNTs have better crystalline quality compared to CVD 
grown. But the arc-grown CNTs are not aligned perpendicular to the substrate. In 
order to fabricate the seesaw rotor, as-grown MWCNTs were first randomly scattered 
on a substrate. Then CNTs were located using microscope and the device was 
designed for one of the selected tubes. In order to get vertically aligned tubes, we 
have used PECVD grown CNTs on a silicon substrate, where the direction was 
controlled by the dc bias.  
Our proposed design was unique in terms of the original alignment of CNT 
i.e., perpendicular to the substrate. In other words, it will have one extra free 
dimension lying in the plane of rotation in comparison to the randomly aligned CNT. 
The control over an extra dimension opens up the possibilities of making more 
complex geometries such as nanoscale turbines. However, the poor quality of 
PECVD-grown CNTs was a big challenge for this project that could possibly prevent 
or hinder the rotation. Besides, this device was also intended to account for the 
frictional force between two consecutive layers in a CNT under rotation. There has 
been wide discrepancy among the experimentally obtained results for such frictional 
forces in MWCNT. One can find the details in Ref. [2]. Here, we only introduce the 
fabrication process and some preliminary results.  
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Fig. A.2.2 shows the complete flow diagram of rotor fabrication process by 
employing a vertically aligned MWCNT. As introduced in Chapter 3.3, there are two 
main parts in this work. The first part is the growth of a good quality MWCNT as 
shown in Fig. A.2.2 (a) to (f). This has been already discussed in Chapter 3.3. The 
second part is the fabrication of rotor employing the CNT as shown in Fig. A.2.2 (g) 
to (m). The steps in second part are: (g) deposition of sacrificial layer (SiO2) using 
PECVD, (h) deposition of polycrystalline silicon (p-Si) layer for the rotor disk using 
LPCVD, (i) spin-coating of the negative electron beam resist (maN-2403), (j) electron 
beam exposure and development, (k) cryogenic RIE of the p-Si layer, (l) electron 
beam resist lift-off and (m) the removal of SiO2 using HF vapor in order to release the 
final device.  
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Fig. A.2.2 The rotor fabrication process. (a) Deposition of Cr layer on Si substrate. (b) 
Spin-coating of PMMA (positive electron beam resist). (c) Electron beam 
exposure and development. (d) Evaporation of Ni catalyst. (e) Lift-off 
electron beam resist in order releasing the Ni dot. (f) CNT growth using 
PECVD. (g) Deposition of sacrificial layer (SiO2) using PECVD. (h) 
Deposition of p-Si layer for the rotor disk using LPCVD. (i) Spin-coating 
of negative electron beam resist (maN-2403). (j) Electron beam exposure 
and development. (k) Cryogenic RIE of the p-Si layer. (l) Lift-off electron 
beam resist. (m) Removal of SiO2 using HF vapor and device release. 
Taken from [2]. 
 
One of the as-grown CNTs, aligned perpendicular to the Si substrate, was 
processed for the second part (rotor fabrication test). This test was done in order to 
confirm all the steps. Fig. A.2.3 shows an SEM image of a test rotor. The CNT is at 
the center and the wheel attached to the tube was made from p-Si. The aligned CNT 
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was used for both axle and bearing. It could not spin because of the defects present in 
the MWCNT. As mentioned already, a perfectly hollow or bamboo-like MWCNT, 
with at least several high purity outermost graphene layers running all along the 
whole length of the tube was necessary to be able to rotate the disk attached to its 
outermost shell. We have used an in-situ two-probe annealing (Joule heating) test to 
the similar CNT using STM-TEM system in order to get rid of the defects in presence 
in the tube.  
 
 
Fig. A.2.3 SEM image of a final rotor. The CNT is at the center and the wheel 
attached to the tube is made from p-Si. The aligned CNT is used as an axle 
and bearing.  
 
This two-probe local annealing scheme was found to be insufficient to 
improve the quality of CNT up to the scale of our requirement. As shown, the 
diameter of the tube is ~200 nm, which was too big to completely anneal, using the 
available tool already discussed in Chapter 4.3. And it was also difficult to 
simultaneously monitor the changes in whole tube using HRTEM. We have proposed 
to synthesize a MWCNT, having relatively small diameter (only few nm), using the 
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dc PECVD system, which could possibly work for this project. But, we could not 
write this small Ni dot for catalytic growth using our EBL system.  
 
A.3 Important PV Parameters 
 
Solar Spectrum 
 
 
Fig. A.3.1 Solar irradiance at Earth surface and top of the atmosphere. 
 
The spectrum of the solar radiation is shown in Fig. A.3.1. Radiations at the 
sea level and top of the Earth‟s atmosphere are respectively known as Air Mass zero 
(AM0) and 1.5 (AM1.5). Usually, a wavelength-integrated irradiance of 1000 Wm-2 at 
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25 ºC is taken to be the standard test condition global spectrum for solar performance 
testing, even though, the value of AM1.5 (direct irradiance) is about 900 Wm-2 at 
48.2° zenith angle. The kinks in the IR spectrum are due to the absorption of light by 
airborne molecules like water or Carbon dioxide (CO2). UV spectrum is blocked by 
Ozone (O3) layer. Therefore, absorption of the visible spectrum is crucial for good 
solar cells. 
 
Quantum Efficiency  
 
The probability that an incident photon of energy E will deliver one electron to 
the external circuit is called quantum efficiency (QE). The total photocurrent density 
(JPh) is defined as  
dEEQEEbqJ sPh )()(                      (A.3.1) 
where q is the electronic charge and bs(E) is the incident spectral photon flux density. 
The QE depends on the absorption coefficient of the PV material, and the efficiency 
of charge separation and charge collection of the device. But, it does not depend on 
the incident spectrum. External QE is the fraction of incident photons that are 
converted to electrical current, while the internal QE is the fraction of absorbed 
photons that are converted to electrical current. Therefore, the external QE includes 
the effect of optical losses such as transmission through the cell and reflection of light 
away from the cell. 
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Fig. A.3.2 An equivalent circuit of a solar cell. 
 
Fig. A.3.2 shows an equivalent circuit of a solar cell [6]. Arrows show the 
incident light, Jdark is the dark current, Rs series resistance, Rsh shunt resistance and V 
voltage across the load. The diode equation with this configuration is given by 
s
sTKJARVq
Ph R
JARV
eJJJ Bs )1/)(0 (                   (A.3.2) 
where A is the area of the cell, KB Boltzmann constant, J0 saturation current density 
and T absolute temperature. In this Eq. (A.3.2), the diode ideality factor is assumed to 
be 1, which is a measure of how closely the p-n junction in solar cells follows the 
ideal diode equation. The Rs arises mainly due to poor contacts where as Rsh arises 
from the leakage of the current through the cell. For better performance, we want very 
low Rs and very high Rsh. For an ideal p-n junction solar cell, Rs = 0, and Rsh = ∞. The 
-V characteristics of a p-n junction solar cell under dark and illumination conditions 
are shown in Fig. A.3.3. 
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Open Circuit Voltage (VOC) 
 
VOC is the voltage that builds up across the cell as long as its terminals are kept 
on high impedance forcing the electrical current to zero (J = 0). For an ideal p-n 
junction diode, it is given by  
1ln
0J
J
q
kT
V PhOC
 
                                      (A.3.3) 
It is determined by the bandgap of the semiconductor. 
 
 
Fig. A.3.3 Schematic plots of the current-voltage and power-voltage characteristics 
for a p-n junction solar cell. 
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Short Circuit Current (ISC) 
 
ISC is the current generated by solar cell, when its terminals are kept to a low 
impedance forcing the voltage across the device to zero (V = 0). The current increases 
proportionally to the surface of the cell. Therefore, it is generally normalized by the 
cell area and expressed in terms of the current density (JSC).  
 
Fill Factor (FF) 
 
The fill factor is the ratio of the power generated by a solar cell (under 
maximum power conditions i.e. when it is connected to a suitable charge), to the 
product of VOC and JSC. In other words, FF accounts the curvature of the I-V plot. It 
is given by Eq. (A.3.4).  
OCSC
mm
VJ
VJ
FF
                                       (A.3.4) 
 
Efficiency (η) 
 
The efficiency of the solar cell is defined by the ratio of the power at the 
operating point (maximum power point) to the incident light.      
s
ocsc
s
mm
P
VJFF
P
VJ
                                    (A.3.5)          
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where Ps is the incident solar power density, Jm and Vm are the maximum current and 
voltage at the operating point.  
Therefore, η, JSC, VOC and FF are four key factors to determine the solar cell 
performance. Under 1 Sun intensity (AM 1.5), the maximum efficiency of an ideal 
single junction solar cell is ~31% [7]. One can find the state-of-the arts efficiencies for 
different types of solar cells in Ref. [8]. 
 
Losses in Solar Cell Performance 
 
There are many factors that limit the efficiency of solar cells [9,10]. The major 
factors are as follows. The area coverage mostly due to grid, which is a loss in solar 
cell, spurious absorption such as absorption at antireflection coating, at defects etc., 
and reflection of photons at light-incident surfaces. Also the loss mechanisms include 
an incomplete absorption of low-energy photons (hν < Eg), partial utilization of the 
high energy photons   (hν > Eg) in order to create e-h pairs, thermalization of hot 
carriers, incomplete collection of the e-h pairs due to recombination in surface charge 
region. Besides, a voltage factor (ratio of VOC and Eg i.e. qVOC/Eg) and fill factor (or 
curve factor) are other mechanisms that limit the performance of solar cells. The 
voltage loss factor is determined by the diode parameters and the FF loss is 
determined by the heat losses in Rs and Rsh.  
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