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ABSTRACT 
For minimal (and for controllable) SISO systems (A, B, C) with rational trans- 
fer function Z(p) = C(p1- A)-‘B satisfying Re Z(p) 2 0 for Re p > 0, solutions 
H > 0 (H 2 0) of the inequality HA + A*H 2 0 satisfying C = B*H are 
constructed. The approach is based on the consideration of “hidden parame- 
ters” of the elementary-fraction decomposition of Z(p) and the construction of 
passive realizations of Z(p). In that way a new constructive proof of the Kalman- 
Yakubovich frequency theorem is obtained. 
1. FORMULATION OF THE PROBLEM 
1.1. 
We consider linear stationary dynamical systems (LSD%) defined by the 
equations 
dx 
- = Ax(t) + &(t), dt 
(0 5 t < co) 
77(t) = a(t) 
with one-dimensional input and output spaces C and finite-dimensional 
state space X with an inner product ( , . ). For any fixed choice of a basis 
in X the operators 4, B, C can be regarded as n x n, n x 1, and 1 x n 
matrices A, B, C, respectively, where n = dim X.l 
‘Note that all considerations in this paper (especially those concerning the method of 
“hidden parameters”) can be generalized to the case of systems with a multidimensional 
input and output space. This we intend to show in a separate paper. 
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Concerning the transfer function 
Z(p) = C(pl - A)-% 
the following facts are well known (see [l]): 
(2) 
1. Z(p) does not depend on the basis in X. 
2. The class of all transfer functions of LSDSs coincides with the class 
Ro of all rational functions vanishing at infinity. 
3. The degree of the rational function Z(p) is at most n, and it is equal 
to IZ if and only if the system is minimal in the sense of Kalman. 
The latter is equivalent to the controllability and observability of the system 
(l), i.e., to the conditions 
(a) rank[B AB . . . An-‘B] = n, 
(b) rank[C* A*C* ... (A*)n-lC*] = n. 
1.2. 
The following definitions and facts can be found in [2]. 
The LSDS (1) is called a passive impedance system if the condition 
for all initial states z(O) and input functions c(t) is fulfilled. In terms of 
the coefficients 4, B, 41 this is equivalent to 
A+g<O and c=B*. 
The transfer functions Z(p) of passive impedance systems form the class 
77Pe of all rational functions which are analytic for Rep > 0 and fulfill 
ReZ(p) 2 0 for Rep > 0 and Z(oo) = 0. 
1.3. 
In the stability theory of control systems the frequency theorem of Kalman 
and Yakubovich [3] is well known. This theorem states a necessary and suf- 
ficient condition for the existence of a nonnegative matrix H solving the 
matrix inequality 
HA+A*HIO, C = B*H, (3) 
which guarantees, under a certain natural additional assumption, the 
absolute stability of the LSDS (l), w h ere the coefficients are given in the 
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canonical basis of X by the matrices A, B, C from (3). For the existence of 
a nonnegative solution of (3) it is necessary and sufficient that the transfer 
function Z(p) defined by (2) belong to the class RPc, provided that certain 
natural conditions (controllability, stability, and others) are fulfilled. 
The necessity is easily proved. In fact, we have 
2 Re Z(p) = C(pIn - A)-lB + El* (~1~ - A*)-lC* 
= B*(ijl, - A*)-‘[@&, - A*)H f H(p1, - A)](pl, -A)-% 
= B*($, - A*)-‘[2(Rep)H - (A*H + HA)](pl, - A)-lB. 
Thus ReZ(p) 2 0 for Rep > 0. Furthermore, it is obvious that Z(W) = 0. 
Moreover, it is well known (see 131) that a rational function mapping the 
open right half plane into itself has no poles there and the poles on the 
imaginary axis are only simple ones. Hence the inclusion Z(p) E ‘We is a 
necessary condition for the solvability of (3). 
1.4. 
The sufficiency part of the Kalman-Yakubovich theorem and the prob- 
lem of finding an H 2 0 solving (3) f or a given transfer function Z(p) E 
RPe turn out to be much more difficult. A proof can be found in [4] and 
Fl. 
In the present paper we show how a solution H of (3) can be found 
constructively by a new algebraic method, which is called method of hidden 
parameters. The definition of these parameters will be given next. 
2. “HIDDEN PARAMETERS” OF FUNCTIONS IN 7W, AND 
MINIMAL PASSIVE REALIZATION OF THESE FUNCTIONS 
2.1. 
In this section we formulate the main results of the paper [6], which will 
be the main tool to obtain a solution H 2 0 of (3). 
Any rational function with poles off the right half plane, vanishing at 
infinity, and with only simple poles on the imaginary axis can be represented 
in the form 
Z(P) = z-(P) + Zs(P), 
Rezj < 0, 
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where i = fl. The numbers zj run over all poles of Z(p) in the left half 
plane and ipk are the poles on the imaginary axis. We put Z,.(p) E 0 if 
there are no poles in the left half plane and ZS(p) G 0 if there are no poles 
on the imaginary axis. 
2.2. 
The following result can be found in [6].2 
THEOREM 1. Let Z(p) be a rational function represented in the form 
(4). Then Z(p) belongs to RP, if and only if the following conditions are 
fulfilled: 
(1) Gk > 0. 
(2) There are complex numbers &.j (k = 1,. . . , mj, j = 1, . . , q) such 
that Akj can be represented as 
Akj=~~~~+~_:-‘)m,,Fi(-~~_r,)-(‘is-k). (5) 
s=k i=l 1~1 
In [6] the numbers dkj are called “hidden parameters” of the function 
Z(p) (E RP,). Note that they are not uniquely defined by Z(p). 
Not going into the details of the proof presented in [6], let us only remark 
that in the case Gk > 0 (k = 1,. . . , m) we have Z(p) E RP, if and only 
if Z,.(p) from the representation (4) belongs to RPo, and that the system 
(5) of equalities is equivalent to the identity 
- - 
G(P) + &(-I$ = 4(-FM(P), 
where 
2.3. 
Let Z(p) be an arbitrary function of the class RPo represented in the 
form (4). We introduce the matrix 
A, := diag(J1,. . . , J,), (6) 
2Actually, in [6] a parametrization for the class R7J of all positive rational functions 
Z(p) is given. 
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where Jj are Jordan blocks of order mj, 
Jj := 
: 
zj 1 0 
ZJ ‘. 
:.. 1) mj. 1 0 3 
If mj = 1 then Jj := zj. Furthermore, we introduce column vectors 
B, := col(bg)q=,, b3” := col(&);&, (7) 
and row vectors 
C, := row(cy)y=,, cy := row(ckj)rii, (8) 
where 
ckj := 
and & are the hidden parameters of Z(p): 
A, = diag(Qr, . . , k,), B, = col(G,L’“);+ 
C, = row(G:‘2)y’,, 
4 
c mj = n,,, n=nl-t-n,, 
j=l 
(9) 
where n, denotes the number of poles on the imaginary axis. Finally we 
define 
Let X, denote the n,-dimensional space of all column vectors < = (&)T, 
where li are column vectors of length rni provided with the sesquilinear 
form 
where [ = ((&j)r$)&i, 77 = ((~~i)~i)~=i E X,, zi (i = 1,. . ,q) are the 
poles of Z(p) in the open half plane, and mi are their multiplicities. 
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In [6] it is shown that (11) actually defines an inner product in X,, 
i.e., the corresponding quadratic form is positive definite. We note that the 
proof is based on consideration of the function 
and the identity 
We consider Cn* with the usual Euclidean inner product and introduce 
the space 
consisting of vectors 
with the inner product 
Clearly, dim 1-I = n. The space 3-1 differs from C” only by the differently 
given inner product, 
If all poles of Z(p) belong to the left half plane, then 
3-1= x,, n = nrr x=A,, B= B,, Ed,. 
If all poles of Z(p) belong to the imaginary axis, then 
x = C”*, n = n,, x=A,, B=B,, c=c,. 
We consider a LSDS Z with a state space defined by (12). We assume 
t_hat_the_matrices with respect to the canonical basis of 7-1 of the coefficients 
A, B, C have the form (6)-(10). 
The following theorem is proved in [6]. 
THEOREM 2. 
1. The LSDS 6 is a minimal system with a transfer function that coin- 
cides with Z(p), i.e., 
Z(p) = z;(pI, - X)-1B. 
2. The LSDS (Y is a passive impedance system. 
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The fact that the transfer function of the LSDS Cr coincides with Z(p) is 
immediately checked using the formulas (4)-(10). Since the dimension n of 
the state space X of the system Cr coincides with the degree of its transfer 
function Z(p), the system a! is minimal. 
The condition for G to be a passive impedance system is equivalent to 
the following relations: 
Re(Ah, h)~ 5 0 (h E N, (13) 
(si, h)x = iCh (hE’H, iEC). (14) 
We sketch the computations from the paper [S] checking these conditions. 
First we consider the case of poles off the imaginary axis. We have 
2 Re(A,h, h)x, = 
where the sum is taken for j = 1,. . . ,q, i = 1,. . , q, k = 1,. ,mj, 
1 = 1, . , mi. After an elementary but cumbersome calculation we arrive at 
2Re(A,h,h)x,. = --j:khljhli = - f:hlj 
2 
5 0. 
j=12=1 i I j=l 
In that way the condition (13) is checked for the case under consideration. 
Furthermore, 
C, h = >f; 7; Ckj h,j 
j=l k=l 
:~~~~~ii(l:icTz)hkj(-*j_i,)-(‘+i”. 
j=l kc1 i=l 1~1 
i(C,h) = F,p, +,?I i41iLkj (k :4 T ‘> (-23 - Zi)-(‘+k-l), 
j=l k=l i=l 1~1 
and 
(B,.i, h)x, = 9 F k 2 i&_&i (” :f 1 “> (-Zj - Zi)-(‘+k-l) 
j=l k=l i=l 1~1 
j=1 k=l i=l 1~1 
= i(C,h). 
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Thus the condition (14) is checked for the case under consideration. 
Since Re(A&, &)~,a.~ = 0, we have in the general case 
Furthermore, 
(& h)31 = (%I, Er)xr + (B,i, &)p. = ia + ia = 2%. 
Thus we have proved (13) and (14) in the general case. 
3. FREQUENCY THEOREM FOR MINIMAL SYSTEMS 
Let o be a minimal LSDS with a transfer function Z(p) E RP, and 
state space C”, and let the coefficients of cy be given by their matrices A, 
B, and C in the canonical basis. 
Let the transfer function Z(p) be represented in the form (4). Starting 
from this, we introduce matrices 
PT = hk](: , pjrc= [(it24T2)(-“-ii)-(i+i-l)]~=~, (15) 
and 
p= : p 
[ 1 n* 
Furthermore, let 2, g, and 2; be defined as in Section 2.3. 
We introduce the n x n controllability matrices 
T= [B AB ... A”-lB] 
and 
(16) 
(17) 
(18) 
Since the system cx and 6 are minimal, the matrix 
y = ++’ (19) 
is well defined and nonsingular. 
It is well known (see [7]) that from the equality of the transfer functions 
of the minimal systems (1~ and Cr it follows that the matrix Y in (19) real- 
izes the similarity transformation between the systems 1y and G, i.e., the 
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following relations hold: 
2 = YAY-‘, 
i?= YB, 
c = CY-l. 
THEOREM 3 (Main theorem). The matrix 
H := Y*PY 
(20) 
(21) 
(22) 
(23) 
is a positive definite solution of (3). 
Proof. F’rom (ll)-(16) it follows that 
(h,h)71: = h*Ph, h,hE X, 
so that the condition (13) and (14) of passivity of the impedance system Cu 
can be written in the form 
h*Piih + h*A*Ph 5 0, 
ih*Pg = ih”e”, 
for all i E C, h E Cn. 
We have 
PA$ZPLO, 
zI* = PB. 
Utilizing (20)-(22), we obtain 
PYAY-1 + (Y-l)*A*Y*P 5 0, 
(Y-l)*C* = PYB. 
This makes it clear that matrix H defined by (23) is a positive definite 
solution of (3), as we had to prove. W 
Let us remark that if the assumption on minimality of the LSDS (_y is 
replaced by the weaker condition of controllability, then the construction 
in the main theorem also provides a solution H of (3). However, the matrix 
is in this case not necessarily nonsingular. To see this it suffices to consider 
the observability space Xc with the basis 
{C*, A*C*,.. , (A*)‘-%*}, (24) 
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where r = rank[C* A*C* . . . (A*)n-lC*]. We transform now the system 
of vectors (24) into an orthonormal basis 
111,. ..,&I (25) 
of Xc and consider the LSDS CYO with state space Xc and coefficients & = 
&,A 1 X0, B, = l&$3, & = &’ 1 XO Let Ao, Bo, CO be the T x T, r x 1, 
and 1 x T matrices, respectively, of these coefficients with respect to the basis 
(25). It turns out that the LSDS cq, is minimal and its transfer function 
,&(p) coincides with the transfer function Z(p) of the LSDS CY. Then for 
the matrices Ao, Bo, CO the main theorem provides a solution HO of 
HoAo + A;Ho 5 0, 
Co = B;Ho. 
We complete the system (25) to an orthonormal basis 
Ul,. ‘. , L b-+1,. . . , L> (26) 
- - - 
of the space C” and introduce the matrices Ao, Bo, Co of size n x n, 
n x 1, 1 x n, respectively, of the operators A, &, C with respect to the 
basis (26). These matrices have the form 
x0= p1 L2]. 50 = [;:I, co= [co 01. 
It is easily seen that the nonnegative matrix 
i;i- := Ho 0 0 [ 1 0 0 
is a solution of 
a- -- 
HoAo + A;jHo < 0, 
co = &&J. 
(27) 
We introduce the matrix H := SfioS*, where S = [Ii ... In] is the 
unitary matrix of the change from the canonical basis of C” to the basis 
(26), connecting the matrices A,B,C and 20, &, cc via A = S&S-1, 
B = Siio, C = eoS-? 
From (27) we conclude that the nonnegative matrix H just constructed 
is a solution of (3). 
The authors thank Professor G. Heinig for helping to improve the presentation. 
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