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Abstract
After a review on asymptotic flatness, a general discussion of asymptotic
weak and strong Poincare´ charges in metric gravity is given with special em-
phasis on the boundary conditions needed to define the proper Hamiltonian
gauge transformations and to get a differentiable Dirac Hamiltonian. Lapse
and shift functions are parametrized in a way which allows to identify their
asymptotic parts with the lapse and shift functions of Minkowski spacelike hy-
perplanes. After having added the strong (surface integrals) Poincare´ charges
to the Dirac Hamiltonian, it becomes the sum of a differentiable Hamilto-
nian and of the weak (volume integrals) Poincare´ charges. By adding the ten
Dirac extra variables at spatial infinity, which identify special families of foli-
ations with leaves asymptotic (in a direction-independent way) to Minkowski
spacelike hyperplanes, metric gravity is extended to englobe Dirac’s ten extra
first class constraints which identify the weak Poincare´ charges with the mo-
menta conjugate to the extra variables. This opens the path to a consistent
deparametrization of general relativity to parametrized Minkowski theories
restricted to spacelike hyperplanes. The requirement of absence of super-
translations restricts: i) the boundary conditions on the fields and the gauge
transformations to those identifying the family of Christodoulou-Klainermann
spacetimes; ii) the allowed 3+1 splittings of spacetime to those whose space-
like leaves correspond to the Wigner hyperplanes of Minkowski parametrized
theories [on these leaves, named Wigner-Sen-Witten hypersurfaces, there is
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a rule of parallel transport determined by the Sen-Witten connection]. This
approach is extended to tetrad gravity with its interpretation of the super-
hamiltonian constraint as a generator of gauge transformations: the last gauge
variable is the momentum ρ(τ, ~σ) conjugate to the conformal factor q(τ, ~σ) of
the 3-metric (q has to be determined as a solution of the constraint, namely
of the Lichnerowicz equation). In the 3-orthogonal gauges, the further addi-
tion of the natural gauge fixing ρ(τ, ~σ) ≈ 0 leads to a reduced phase space,
which is parametrized by the canonical variables ra¯(τ, ~σ), πa¯(τ, ~σ), a¯ = 1, 2,
defining the Hamiltonian kinematical gravitational field. The evolution in the
parameter labelling the leaves of the foliation is generated by the reduced
ADM energy in the rest frame. Then, “void spacetimes”, gauge equivalent to
Minkowski spacetime in rectangular coordinates, are defined and their real-
ization in the 3-orthogonal gauges is given by adding by hand the two pairs
of second class constraints ra¯(τ, ~σ) ≈ 0, πa¯(τ, ~σ) ≈ 0, which are compatible
with Einstein’s equations in absence of matter. These void spacetimes are the
maximal extension of the non-inertial Galilean reference frames of Newtonian
gravity to Einstein general relativity. Some comments on the quantization of
the theory are done.
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I. INTRODUCTION
In the first two papers [1,2], quoted as I and II respectively, a new formulation of tetrad
gravity was given and its Dirac observables were found in 3-orthogonal coordinates on the
Cauchy hypersurfaces Στ (assumed diffeomorphic to R
3) of the 3+1 splitting of a globally
hyperbolic spacetime M4, asymptotically flat at spatial infinity. This description is assumed
valid, in a variational sense, for an interval △τ of the time parameter τ labelling the leaves
of the foliation associated with the 3+1 splitting, after which conjugate points of the 3-
geometry on Στ and/or 4-dimensional singularities develop due to Einstein’s equations.
In II there was a preliminary discussion of the Hamiltonian group of gauge transforma-
tions, whose generators are the 14 first class constraints of the model. Also some preliminary
statement about the parametrization of the lapse and shift functions at spatial infinity was
made. However, only some indications on the boundary conditions for the fields of tetrad
gravity were given and there was no statement about the boundary conditions on gauge
transformations needed to define proper gauge transformations; only some general remarks
on the necessity of using weighted Sobolev spaces to avoid isometries and Gribov ambiguities
were done.
In the conclusions of II it was emphasized the difference between the Hamiltonian group
G¯ of gauge transformations and the group of spacetime diffeomorphisms Diff M4 in con-
nection with the definition of observables. There was the distinction between “Hamiltonian
kinematical gravitational fields” (equivalence classes of spacetimes modulo the group of
Hamiltonian gauge transformations: in general every equivalence class contains many gauge-
equivalent 4-geometries, namely many standard “kinematical gravitational fields”, elements
of RiemM4/Diff M4) and “Hamiltonian Einstein or dynamical gravitational fields”, which
are those kinematical ones which also satisfy the Hamilton-Dirac equations. It was shown
that the Hamiltonian dynamical gravitational fields coincide with the standard “Einstein
or dynamical gravitational fields”, namely with a single 4-geometry whose 4-metrics are
solution of Einstein’s equations; this 4-geometry is parametrized in terms of one conformal
3-geometry. Therefore, on the space of solutions of Einstein’s equations the spacetime dif-
feomorphisms in Diff M4 become dynamical symmetries of Einstein’s equations satisfying
their associated Jacobi equations (or linearized Einstein equations) and contain as a subset
the allowed Hamiltonian gauge transformations, namely those gauge transformations which
are dynamical symmetries of the Hamilton-Dirac equations. There was also reported the
criticism of Bergmann [3] about general covariance.
In this paper, after having identified the problems (like the existence of supertransla-
tions among the asymptotic symmetries) present in spacetimes asymptotically flat at spa-
tial infinity, we study the differentiability of the Dirac Hamiltonian, how to define proper
Hamiltonian gauge transformations and the asymptotic conserved weak and strong Poincare´
charges (the analogue of the non Abelian charges of Yang-Mills theory) in metric gravity,
and then in tetrad gravity, following the ADM linearized theory [4], Regge-Teitelboim [5]and
Beig-O’Murchadha [6].
We shall see that the final set of boundary conditions on the fields and the gauge transfor-
mations, which allow the elimination of supertranslations, the preservation of this property
under the allowed gauge transformations and a good definition of Στ -adapted tetrads at
spatial infinity, identify the family of spacetimes defined by Christodoulou and Klainermann
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[7] as the one which admits a standard Hamiltonian formulation. All the quantities must
have a direction-independent limit at spatial infinity like in Yang-Mills theory. In particular,
following the approach of Dirac [8,9] to add 10 degrees of freedom at spatial infinity and 10
extra first class constraints to make them gauge variables, we get that the allowed 3+1 split-
tings of M4 must be foliations whose spacelike leaves Στ tend asymptotically to Minkowski
spacelike hyperplanes in a direction-independent way. The requirement of absence of super-
translations further restricts the foliations to those (named Wigner-Sen-Witten) with the
leaves Στ asymptotically normal to the ADM 4-momentum (definition of rest frame). On
these hypersurfaces there is a rule of parallel transport determined by the Sen-Witten con-
nection. The asymptotic Minkowskian Wigner hyperplanes [10] identify “geometrical and
dynamical” preferred observers at spatial infinity and there is a realization of Bergmann’s ex-
pectation that it should be possible to restrict proper coordinate transformations to contain
an invariant Poincare´ subgroup plus asymptotically trivial diffeomorphisms. The evolution
in the parameter labelling the leaves of the foliation and identified with the rest-frame time
of a decoupled observer (point clock) sitting in the “external center of mass” of the universe,
is governed by the ADM energy.
There is a justification why the superhamiltonian constraint has to be solved in the
conformal factor of the 3-metric, becoming the reduced Lichnerowicz equation, so that the
last gauge variable of tetrad gravity is its conjugate momentum. Since the ADM theory is
independent from the choice of the 3+1 splitting of spacetime, it turns out that the transi-
tion from an allowed 3+1 splitting to another one is realized with a gauge transformation
generated by the superhamiltonian constraint.
Then, there is the definition of the equivalence class of “void spacetimes”, namely those
spacetimes in which the physical degrees of freedom of the gravitational field have been
explicitly eliminated. These spacetimes are gauge equivalent to Minkowski spacetime in
rectangular coordinates due to the Hamiltonian group of gauge transformations. They turn
out to have the spacelike Cauchy surfaces 3-conformally flat, to have vanishing Poincare´
charges and to require a different Hamiltonian treatment without adding Dirac’s extra vari-
ables. In accord with the fact that in parametrized Minkowski theories Wigner hyperplanes
may be defined only in presence of matter, void spacetimes do not allow the definition of
Wigner-Sen-Witten hypersurfaces.
This concludes the study of the Hamiltonian formulation and canonical reduction of
classical tetrad gravity in absence of matter. All its conceptual problems have found an
explanation and there is an indication on how to quantize the theory in terms of Dirac’s
observables after a complete breaking of general covariance. The study of the theory in pres-
ence of matter and its linearization in the 3-orthogonal gauge will be done in future papers.
The main obstacle in this standard Hamiltonian treatment is the lack of solutions of the
Lichnerowicz equation: this explains why research has shifted towards either Ashtekar’s pro-
gramme or superstring theory. We hope that after this clarification of the conceptual aspects
of tetrad gravity and after having found the bridge both to parametrized Minkowski and
Newtonian theories, the search of exact and/or approximate solutions of the Lichnerowicz
equation will start again, also because our results imply a unification of the techniques be-
tween Yang-Mills theory and tetrad gravity. Moreover, the problems with the gauge fixings
in numerical gravity are deeply connected with a better understanding of these solutions.
In Section II there is a review of the properties of spacetimes asymptotically flat at either
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null or spatial infinity in metric gravity.
In Section III, after a review of Poincare´ charges and of the problem of supertranslations
in metric gravity, we give the boundary conditions on the 3-metric and the parametrization of
the lapse and shift functions allowing to get a differentiable Dirac Hamiltonian and to define
proper gauge transformations. Weak and strong Poincare´ charges emerge naturally. Two
scenarios for metric gravity are delineated, one without and the other with Dirac’s ten extra
degrees of freedom at spatial infinity. In the second case, ten extra first class constraints are
added so that the ten extra degrees of freedom are eliminable gauge variables. Therefore,
one has the same physical degrees of freedom of the gravitational field and, moreover, one
can make contact with parametrized Minkowski theories on spacelike hyperplanes, which
are the natural limit for G→ 0 when matter is present.
In Section IV it is shown that the analogue of Minkowski spacelike hyperplanes are
hypersurfaces, tending to them at spatial infinity in a direction-independent way, and having
a rule of parallel transport, which is determined by the Sen-Witten connection for those
hypersurfaces (named Wigner-Sen-Witten hypersurfaces) tending to Wigner hyperplanes in
Minkowski spacetime in absence of gravity.
In Section V the previous results are extended to the formulation of tetrad gravity given
in I and II, and, then, are specialized to the 3-orthogonal gauges. After the introduction of a
natural gauge fixing for the superhamiltonian constraint, the canonical degrees of freedom of
the gravitational field in this special gauge are found and it is shown that the ADM energy
plays the role of the physical Hamiltonian for the evolution in the parameter labelling the
leaves of the foliation defining the 3+1 splitting of spacetime.
In Section VI we define “void spacetimes” as those special spacetimes in which there
are no canonical degrees of freedom of the gravitational field. They are gauge equivalent to
Minkowski spacetime in rectangular coordinates by using the Hamiltonian gauge transfor-
mation group according to constraint theory. They contain the analogue of the inertial forces
of Newtonian gravity appearing when non-orthogonal (maybe time-dependent) coordinates
are used for Euclidean space (Galilean non-inertial reference frames).
In the Conclusions there is a summary of the main results, the description of our way out
from the “problem of time”, and some remarks on how to quantize (at least formally) tetrad
gravity in the special 3-orthogonal gauge, after a complete breaking of general covariance,
without problems with the definition of the physical scalar product and with the implication
that volumes, areas and lengths on the Cauchy surfaces of the mathematical spacetime (in
this completely fixed gauge) are going to be quantized (even if in a way different from
Ashtekar’s one). There is also a comment on Komar-Bergmann’s proposal of identifying a
posteriori the “physical points” of spacetime with their “individuating fields”.
In Appendix A there is the application of the second Noether theorem to ADM met-
ric gravity and the explicit check that the ADM action is not invariant under spacetime
diffeomorphisms.
In Appendix B there is a review of proposals for the reduced phase space of metric
gravity.
In Appendix C there is a review of spinors on M4 and Στ .
In Appendix D, for the sake of completeness, there is the application of the second
Noether theorem to the Einstein-Hilbert action, the definition of Komar superpotential and
of the energy-momentum pseudotensors of metric gravity.
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In Appendix E there is the expression of 3- and 4-tensors in void spacetimes.
In Appendix F there is the definition of a set of null tetrads natural for the Hamiltonian
formulation of tetrad gravity.
In Appendix G there is the connection with the post-Newtonian approximation.
6
II. ASYMPTOTIC FLATNESS AT SPATIAL INFINITY.
The definition of an “isolated system” in general relativity [see Ref. [11] for a review] is
a difficult problem, since there is neither a background flat metric 4η nor a natural global
inertial coordinate system allowing to define a preferred radial coordinate r and a limit
4gµν → 4ηµν + O(1/r) for r → ∞ along either spatial or null directions. Usually, one
considers an asymptotic Minkowski metric 4ηµν in rectangular coordinates [
4ηµν = ǫ(+−−−),
with ǫ = +1 for the particle physics convention and ǫ = −1 for the general relativity one]
and tries to get asymptotic statements with various types of definitions of r. However, it is
difficult to correctly specify the limits for r → ∞ in a meaningful, coordinate independent
way.
Therefore, Penrose [12] introduced the notions of asymptotic flatness at null infinity (i.e.
along null geodesics) and of asymptotic simplicity with his conformal completion approach [a
spacetime (M4, 4g) is asymptotically simple if: i) all its null geodesics are complete; ii) there
exists a smooth function Ω ≥ 0 going to zero in both directions along null geodesics; iii) there
exists a smooth extension M˜4 = M4 ∪ I of M4 with boundary I = I+ ∪ I−, I+ ∩ I− = 0;
iv) Ω extends smoothly to I, where Ω = 0, dΩ 6= 0; v) 4g˜ = Ω2 4g is a smooth 4-metric
on M˜4; vi) each null geodesic acquires an endpoint in the past on I− and in the future
on I+]. See chapter 11 of Ref. [13] for the conformal completion of Minkowski spacetime
[through a conformal isometry it becomes an open region (with boundary Ω = 0) of the
Einstein static spacetime S3 × R; the boundary contains two points i± for the future and
past timelike infinity, one point io for spacelike infinity, and two regions I± for future and
past null infinity] and for a review of asymptotic flatness. See also Ref. [14] for definitions of
“asymptotically simple and weakly asymptotically simple” spacetimes, intended to ensure
that the asymptotic structure be globally the same as that of Minkowski spacetime.
Instead, a coordinate-independent definition of asymptotic flatness at spatial infinity in
terms of the “large distance” behaviour of initial data on a Cauchy surface was introduced
by Geroch [15].
Then, the two definitions of asymptotic flatness at null and spatial infinity were uni-
fied in the SPI formalism of Ashtekar and Hanson [16] (see the bibliography of this refer-
ence for other approaches like the projective one [17], which, however, has problems with
Schwarzschild spacetime). Essentially, in the SPI approach, the spatial infinity of the space-
timeM4 is compactified to a point io [instead in the projective approach of Ref. [17] a timelike
hyperboloid is the boundary of M4] and fields on M4 have direction-dependent limits at io
[this state of affairs implies a peculiar differential structure on Στ and awkward differen-
tiability conditions of the 4-metric]. Subsequently, in Ref. [18], a new kind of completion,
neither conformal nor projective, is developed by Ashtekar and Romano: now the bound-
ary of M4 is a unit timelike hyperboloid like in the projective approach, which, however,
has a well defined contravariant normal in the completion [different conformal rescalings of
the 4-metric 4g 7→ 4g˜ = Ω2 4g (Ω ≥ 0, Ω = 0 is the boundary 3-surface of the unphysical
spacetime M˜4) and of the normal nµ 7→ n˜µ = Ω−4 nµ are needed]; now, there is no need
of awkward differentiability conditions. While in the SPI framework each hypersurface Στ
has the sphere at spatial infinity compactified at the same point io, which is the vertex for
both future I+ (scri-plus) and past I− (scri-minus) null infinity, these properties are lost in
the new approach: each Στ has as boundary at spatial infinity the sphere cut by Στ in the
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timelike hyperboliod; there is no relation between the timelike hyperboloid at spatial infinity
and I±. This new approach simplifies the analysis of Ref. [19] of uniqueness (modulo the
logarithmic translations of Bergmann [20]) of the completion at spacelike infinity.
There is a coordinate-dependent formalism of Beig and Schmidt [21] [developed to avoid
the awkward differentiability conditions of the SPI framework and using polar coordinates
like the standard hyperbolic ones for Minkowski spacetime and agreeing with them at “first
order in 1/r”], whose relation to the new completion is roughly the same as that between
Penrose’s coordinate-independent approach to null infinity [12] and Bondi’s approach [22]
based on null coordinates. The class of spacetimes studied in Ref. [21] [called “radially
smooth of order m” at spatial infinity] have 4-metrics of the type
ds2 = dρ2(1 +
1σ
ρ
+
2σ
ρ2
+ ..)2 + ρ2(ohrs +
1
ρ
1hrs + ..)dφ
rdφs,
where ohrs is the 3-metric on the unit timelike hyperboloid and
nσ, nhrs, are functions
on it. There are coordinate charts xσ in (M4, 4g) where the 4-metric becomes
4gµν =
4ηµν +
∑m
n=1
1
ρn
nlµν(
xσ
ρ
) +O(ρ−(m+1)).
See Ref. [23] for the status of the conformal field equations, derived from Einstein’s equa-
tions, which arise in the study of the compatibility of Penrose’s conformal completion ap-
proach with Einstein’s equations; the final outcome is a description in which io blows up
to a 2-sphere at spatial infinity (interpretable as the space of spacelike directions at io),
which intersects future I+ and past I− null infinity in two sets I±. It is an open ques-
tion whether the concepts of asymptotic simplicity and conformal completion are too strong
requirements. For instance, the Christodoulou and Klainerman [7] result on the nonlinear
gravitational stability of Minkowski spacetime implies a peeling behaviour of the confor-
mal Weyl tensor near null infinity which is weaker than the peeling behaviour implied by
asymptotic simplicity [see Ref. [22,12]] and this could mean that asymptotic simplicity can
be established only, if at all, with conditions stronger than those required by these authors.
In Ref. [7] one studies the existence of global, smooth, nontrivial solutions to Einstein’s
equations without matter, which look, in the large, like the Minkowski spacetime (without
singularities and black holes; since the requirements needed for the existence of a conformal
completion are not satisfied, it is possible to evade the singularity theorems), are close to
Minkowski spacetime in all directions in a precise manner (for developments of the initial
data sets uniformly close to the trivial one) and admit gravitational radiation in the Bondi
sense. These author’s reformulate Einstein’s equations with the ADM variables (there are
four constraint equations plus the equations for ∂τ
3grs and ∂τ
3Krs; see Section V of I for
their phase space counterpart), put the shift functions equal to zero (the lapse function is
assumed equal to 1 at spatial infinity, but not everywhere because, otherwise, one should
have a finite time breakdown) and add the maximal slicing condition 3K = 0. Then, they
assume the existence of a coordinate system ~σ near spatial infinity on the Cauchy surfaces Στ
and of smoothness properties for 3grs,
3Krs, such that for r =
√
~σ2 → ∞ the initial data set
(Στ ,
3grs,
3Krs) is “strongly asymptotically flat”, namely [f(~σ) is om(r
−k) if ∂lf = o(r−k−l)
for l = 0, 1, .., m and r → ∞]
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3grs = (1 +
M
r
)δrs + o4(r
−3/2),
3Krs = o3(r
−5/2), (1)
where the leading term in 3grs is called the Schwarzschild part of the 3-metric, also in
absence of matter; this asymptotic behaviour ensures the existence of the ADM energy and
angular momentum and the vanishing of the ADM momentum (“center-of-mass frame”).
The addition of a technical global smallness assumption on the strongly asymptotically flat
initial data leads to a unique, globally hyperbolic, smooth and geodesically complete solution
of Einstein’s equations without matter, which is globally asymptotically flat in the sense that
its Riemann curvature tensor approaches zero on any causal or spacelike geodesic. It is also
shown that the 2-dimensional space of the dynamical degrees of freedom of the gravitational
field at a point (the reduced configuration space, see the Conclusions of II) is the space of
trace-free symmetric 2-covariant tensors on a 2-plane. A serious technical difficulty (requiring
the definition of an ‘optical function’ and reflecting the presence of gravitational radiation
in any nontrivial perturbation of Minkowski spacetime) derives from the ‘mass term’ in the
asymptotic Schwartzschild part of the 3-metric: it has the long range effect of changing the
asymptotic position of the null geodesic cone relative to the maximal (3K = 0) foliation
(these cones are expected to diverge logarithmically from their positions in flat spacetime
and to have their asymptotic shear drastically different from that in Minkowski spacetime).
Other reviews of the “problem of consistency”, i.e. whether the geometric assumptions
inherent in the existing definitions of asymptotic flatness are compatible with Einstein equa-
tions, are given in Refs. [11,24], while in Ref. [25] a review is given about spacetimes with
gravitational radiation (nearly all the results on radiative spacetimes are at null infinity,
where, for instance, the SPI requirement of vanishing of the pseudomagnetic part of the
Weyl tensor to avoid supertranslations is too strong and destroys radiation). See Ref. [26]
for a recent review of the state of the art.
Let us now consider the problem of asymptotic symmetries [13] and of the associated
conserved asymptotic charges containing the ADM Poincare´ charges (which will be discussed
in the next Section).
Like null infinity admits an infinite-dimensional group (the BMS group [22]) of “asymp-
totic symmetries”, the SPI formalism admits an even bigger group, the SPI group [16], of
such symmetries. Both BMS and SPI algebras have an invariant 4-dimensional subalgebra of
translations, but they also have invariant infinite-dimensional Abelian subalgebras (including
the translation subalgebra) of so called “supertranslations” [angle (or direction)-dependent
translations]. Therefore, there is an infinite number of copies of Poincare´ subalgebras in both
BMS and SPI algebras, whose Lorentz parts are conjugate through supertranslations [the
quotient of BMS and SPI groups with respect to supertranslations is isomorphic to a Lorentz
group]. All this implies that there is no unique definition of Lorentz generators and that in
general relativity one cannot define intrinsically angular momentum and the Poincare´ spin
Casimir, so important for the classification of particles in Minkowski spacetime. In Ref. [27]
it is shown that the only known Casimirs of the BMS group are p2 and one its generalization
involving supertranslations. While Poincare´ asymptotic symmetries correspond to the ten
Killing fields of the Minkowski spacetime (to which an asymptotically flat spacetime tends
asymptotically in some way depending on the chosen definition of asymptotic flatness), su-
pertranslations are “angle-dependent translations”, which come just as close to satisfying
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Killing’s equations asymptotically as any Poincare´ transformation [13]. The problem seems
to be that all known function spaces, used for the 4-metric and for Klein-Gordon and elec-
tromagnetic fields, do not put any restriction on the asymptotic angular behaviour of the
fields, but only restrict their radial decrease. Due to the relevance of the Poincare´ group
for particle physics in Minkowski spacetime, and also to have a good definition of angular
momentum in general relativity [see Refs. [28,13,16] for this topic], one usually restricts the
class of spacetimes with boundary conditions such that supertranslations are not allowed
to exist. In the SPI framework [16], one asks that the pseudomagnetic part of the limit
of the conformally rescaled Weyl tensor vanishes at io. In Ref. [29] a 3+1 decomposition
is made of the SPI framework; after having reexpressed the conserved quantities at io in
terms of canonical initial data, it is shown that to remove ambiguities connected with the
supertranslations one must use stronger boundary conditions again implying the vanishing
of the pseudomagnetic part of the Weyl tensor.
A related approach to these problems is given by Anderson in Ref. [30]. He proved a slice
theorem for the action of spacetime diffeomorphisms asymptotic to Poincare´ transformations
on the set of asymptotically flat solutions of Einstein’s equations in the context of spatial
infinity, maximal slicing and asymptotic harmonic coordinates (as gauge conditions). There
is a heuristic extension of the method of reduction of dynamical systems with symmetries
to the diffeomorphism group. The standard method considers a symplectic manifold (P, ω)
with an action of a Lie group G on P. One assumes that the action of G on P admits a
momentum map J : P → g∗, J(x) = ξ∗ [g∗ is the dual of the Lie algebra g of G], such
that, for each vector ξ ∈ g, the quantity J(ξ)(.) =< J, ξ > (.) : P → R is the Hamiltonian
function (constant of the motion) generating the symplectic action on P. The space (“level
set” for the action of G on P) J−1(ξ) ⊂ P is a manifold except at points where the action of
G has a nontrivial isotropy group (where at most quadratic singularities occur; see II for this
problematic). If Gξ is the isotropy group of ξ ∈ g with respect to the coadjoint action of G
on g∗, then the space J−1(ξ)/Gξ is a stratified symplectic manifold with at most quadratic
singularities (the reduced phase space or the space of dynamical degrees of freedom).
For metric general relativity in the spatially compact case this programme has been car-
ried out in Ref. [31]. IfM4 = Σ×R with Σ a compact, orientable 3-manifold, if 4g is a Lorentz
metric on M4 satisfying Einstein’s equations and if Riem (3g) is the set of Riemannian met-
rics on Σ, then the group G is Diff M4 and the momentum map consists of the ADM
supermomentum and superhamiltonian constraints φ = {H˜, 3H˜r} : T ∗Riem (3g)→ Λod × Λ1d
[the dual of the space of infinitesimal diffeomorphisms interpreted as the space of lapses and
shifts since they are the coefficients of the constraints in the Dirac Hamiltonian], even if the
action of Diff Σ on the constraint set is not a true group action since there are structure
functions (see Section V of I). The space of solutions of Einstein’s equations is fibered over
φ−1(0) ∈ T ∗Riem (3g), which is smooth at (3g, 3Π˜) if and only if the initial data (3g, 3Π˜)
correspons to a solution 3g with no Killing field. The reduced phase space φ−1(0)/Diff M4
has been constructed [31] and turns out to be a stratified symplectic ILH manifold.
In the spatially asymptotically flat case, the group G becomes the group of those dif-
feomorphisms which preserve the conditions for asymptotic flatness and the nature of this
group depends strongly on the precise asymptotic conditions. Apart from the compacti-
fication schemes of Geroch [15] and of Ashtekar-Hansen [16], 3 main types of asymptotic
conditions have been studied: i) the “finite energy” condition of O’Murchadha [32]; ii) the
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York “quasi isotropic” (QI) gauge conditions [33] (see Appendix B); iii) the conditions of
the type introduced by Regge-Teitelboim [5] with the “parity conditions” further refined by
Beig-O’Murchadha [6] (see the next Section) plus the gauge conditions of maximal slices
and “3-harmonic” asymptotic coordinates [their existence was shown in Ref. [32]]. These
3 types of asymptotic conditions have quite different properties. In the case of the finite
energy conditions of i), one finds that the group which leaves the asymptotic conditions
invariant is a semidirect product S | × L, where L is the Lorentz group and S consists of
diffeomorphisms η such that roughly D2η ∈ L2 [i.e. S contains space- and time- transla-
tions]. Under these conditions, it does not appear to be possible to talk about Hamiltonian
dynamics. For a general element of the Lie algebra of S |×L, the corresponding momentum
integral does not converge, although for the special case of space- and time-translations the
ADM 4-momentum is well defined.
York QI gauge conditions of Ref. [33] have the desirable feature that “no supertransla-
tions” are allowed, but a more detailed analysis reveals that without extra conditions, the
transformations corresponding to boosts are not well behaved; in any case, the QI asymp-
totic conditions do not give a well defined angular and boost momentum and therefore are
suitable only for the study of diffeomorphisms asymptotic to space- and time- translations.
To get a well defined momentum for rotations and boosts, Anderson defines asymptotic
conditions which contain the parity conditions of Ref. [6], but he replaces the 3-harmonic
coordinates used in this paper with York’s QI conditions. The space of transformations
DiffP M
4 which leaves invariant the space of solutions of the Einstein equations satisfying
the parity conditions is a semidirect product DiffP M
4 = DiffSM
4 | × P , where P is the
Poincare´ group and DiffSM
4 denotes the space of diffeomorphisms which are asymptotic
to supertranslations, which in this case are O(1) with odd leading term. When the QI condi-
tions are added, the DiffSM
4 part is restricted to DiffI M
4, the space of diffeomorphisms
which tend to the identity at spatial infinity [this result cannot be obtained with the finite
energy conditions [32] or from boost theorems [34]]. In this way one obtains a realization
of Bergmann’s criticism [3] of general covariance: the group of coordinate transformations
is restricted to contain an invariant Poincare´ subgroup plus asymptotically trivial diffeo-
morphisms (similar to the gauge transformations of electromagnetism). It can be shown
that, when using the parity conditions, the lapses and shifts corresponding to the group of
supertranslations S have “zero momentum”. Thus, assuming the QI conditions, the ADM
momentum appears as the momentum map with respect to the Poincare´ group. Note that
the classical form of the ADM momentum is correct only using the restrictive assumption
of parity conditions, which are nontrivial restrictions “not only” on the gauge freedom “but
also” on the asymptotic dynamical degrees of freedom of the gravitational field [this hap-
pens also with Ashtekar-Hansen asymptotic condition on the Weyl tensor]. Call the total
momentum map φE = φ + E : T
∗Riem (3g) → (Λod × Λ1d) × p∗, where Λod × Λ1d is the 3+1
version of the dual of the Lie algebra of DiffI M
4 and p∗ is the dual of the Poincare´ Lie
algebra p; E will consist of certain integrals over spheres at spatial infinity. One now expects
(assuming the QI conditions) that: i) φ−1(0)/DiffI M4 is a symplectic manifold (no isome-
try can be in DiffI M
4); ii) for ξ ∈ p∗, the spaces φ−1E (0× ξ) and φ−1E (0× ξ)/DiffI M4 are
manifolds except at points corresponding to flat space or spaces with rotational symmetries
[DiffPξ M
4 = DiffI M
4 × Pξ, where Pξ denotes the isotropy group of ξ in P].
By assuming the validity of the conjecture on global existence of solutions of Einstein’s
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equations and of maximal slicing (in the framework of York reduction; see Appendix C of
II) and working with Sobolev spaces with “radial smoothness”, Anderson demonstrates a
“slice” theorem, according to which, assumed the parity and QI conditions [which exclude
the logarithmic translations of Bergmann [20]], for every solution 3go of Einstein’s equations
one has that: i) the gauge orbit of 3go is a closed C
1 embedded submanifold of the manifold
of solutions; ii) there exists a submanifold containing 3go which is a “slice for the action of
DiffI M
4” (see Appendix B of Anderson’s paper for the definition of slice).
York’s QI conditions should be viewed as a slice condition which fixes part of the gauge
freedom at spatial infinity: i) the O(1/r2) part of the trace of 3Π˜rs must vanish; ii) if
3g = 3f + 3h (3f is a flat metric) and if 3h = 3hTT =
3hT +Lf (W ) is the York decomposition
of 3h with respect to 3f (see Appendix C of II), then the O(1) part of the longitudinal
quantity W must vanish. In this way, one selects a QI asymptotically flat metric 3gQI and a
“preferred frame at spatial infinity” (remember Bergmann’s criticism to general covariance
[3], quoted in the Conclusions of II), i.e. preferred spacelike hypersurfaces ΣQI [they can be
mapped onto the space ΣK of cross sections of the unit timelike hyperboloid K (with which
Beig [21] completes M4 at spatial infinity), corresponding to the set of intersections of K by
spatial hyperplanes in R4], as shown in a lemma of Ref. [30].
Then, in the Anderson paper [30] there are comments on the open problem of the validity
of the conjecture of existence of maximal slicings [see Appendix C of II; in this case the QI
conditions are natural], due to the discovery of topological obstructions which invalidate
the demonstrations of certain theorems. Anderson [30] showed that to put real control on
boosts and rotations, one should add the parity conditions to the weighted Sobolev spaces
[this reduces the class of solutions of Einstein’s solutions]
Let us add other results connected with the previous problematic and with the existence
of the ADM Lorentz generators.
In Ref. [34] on the boost problem in general relativity, Christodoulou and Murchadha
show (using weighted Sobolev spaces) that a very large class of asymptotically flat initial
data for Einstein’s equations have a development which includes complete spacelike surfaces
boosted relative to the initial surface. Furthermore, the asymptotic fall off [3g − 3f ∈
W 2,s,δ+1/2(Σ), 3K ∈ W 2,s−1,δ+1/2(Σ), s ≥ 4, δ > −2] is preserved along these boosted
surfaces and there exist a global system of harmonic coordinates on such a development.
As noted in Ref. [18], the results of Ref. [34] suffice to establish the existence of a large
class off spacetimes which are asymptotically flat at io (in the sense of Ref. [16]) in all
spacelike directions along a family of Cauchy surfaces related to one another by “finite”
boosts (it is hoped that new results will allow to put control also on “infinite” boosts). The
situation is unsettled with regard the existence of spacetimes admitting both io (in the sense
of Ref. [16]) as well as smooth I±.
In Ref. [32], by making use of the previous paper [34] and of weighted Sobolev spaces,
it is shown that the 1/r behaviour of the metric in the asymptotically flat case (used in
the boost and positive energy theorems) can be relaxed to r−1/2+ǫ without destroying the
existence of a well defined, conserved, Lorentz-covariant,timelike, future-pointing energy-
momentum 4-vector. The 1/r behaviour is connected to the fact that the ADM conserved
quantities are expressed as surface integrals at infinity which must be finite. However, one
can use the Gauss theorem to turn the surface integrals into volume integrals: the leading
term in the volume integral expression vanishes, due to the constraints, and thus the volume
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integral expressions for the energy- momentum converges (on the constraint manifold) using
the weaker fall off condition r−1/2+ǫ [in electrodynamics one has Q = e
∫
∂V
~E · d~S ◦=Q′ =
e
∫
V div
~Ed3x ≈ ∫V ρd3x (Q and Q′ are the strong and weak improper charges, see the paper
c) in Ref. [35]); so that ~E = O(1/r2) required by the finiteness of Q is replaced by the
~E-independent requirement ρ = O(1/r3) by using the Gauss law constraint]. The falloff
conditions of this paper are 3g − 3f ∈ W 2,s,δ(R3), 3K ∈ W 2,s−1,δ+1(R3), s ≥ 4, δ > −1.
In Ref. [36], Chrus´ciel says that for asymptotically flat metrics 3g = 3f + O(r−α), 1
2
<
α ≤ 1, it is not proved the “asymptotic symmetry conjecture” that, given any two coordinate
systems of the previous type, all twice-differentiable coordinate transformations preserving
these boundary conditions are of type yµ = Λµνx
ν + ζµ [a Lorentz transformation + a
supertranslation ζ = O(r1−α)]: this would be needed for the ADM 4-momentum to be
Lorentz covariant. By defining Pµ in terms of Cauchy data on a 3-end N [a spacelike 3-
surface Σ minus a ball] on which 3g = 3f + O(r−α), one can evaluate the invariant mass
m(N) =
√
ǫP µPµ. Then, provided the hypersurfaces x
o = const. (N1), y
o = const. (N2), lie
within a “finite” boost of each other or if the metric is a no-radiation metric, one can show the
validity of the “invariant mass conjecture” m(N1) = m(N2) for metrics satisfying vacuum
Einstein equations. The main limitation is the lack of knowledge of long-time behaviour
of Einstein’s equations. Ashtekar-Hansen and Beig-O’Murchadha requirements are much
stronger and restrictive than what is compatible with Einstein’s equations.
Since there is no agreement among the various viewpoints on the coordinate-independent
definition of asymptotic flatness at spatial infinity, since we are interested in the coupling
of general relativity to the standard SU(3)xSU(2)XU(1) model and since we wish to recover
the theory in Minkowski spacetime if we put G=0 (the deparametrization problem of general
relativity, only partially solved in Ref. [37] by using coordinate gauge conditions and studied
in Ref. [38]), in this paper we shall use a coordinate-dependent approach and we shall work
in the framework of Refs. [5,6], in which supertranslations may be eliminated and there
is a well defined Poincare´ asymptotic symmetry group due to the choice of the boundary
conditions and of a certain class of gauge-fixings for the supermomentum constraints of
metric gravity. This will also be connected with Bergmann’s remarks [3] on the existence
of preferred coordinate systems breaking general covariance (see the Conclusions of II and
next Sections).
In particular, the chosen boundary conditions and gauge-fixings will imply an angle (i.e.
direction)-independent asymptotic limit of the canonical variables, just as it is needed in
Yang-Mills theory to have well defined covariant non-Abelian charges [39,40] [as shown in
Ref. [40], one needs a set of Hamiltonian (not manifestly covariant except in the reformu-
lation on spacelike hypersurfaces) boundary conditions both for the fields and the gauge
transformations in the Hamiltonian gauge group G¯, implying angle-independent limits at
spatial infinity; it is also suggested that the elimination of Gribov ambiguity requires the
use of the following weighted Sobolev spaces [41] : ~Aa, ~Ea ∈ W p,s−1,δ−1, ~Ba ∈ W p,s−2,δ+2,
G¯ ∈ W p,s,δ, with p > 3, s ≥ 3, 0 ≤ δ ≤ 1− 3
p
]. This is an important point for a future unified
description of general relativity and of the standard model.
In particular, following Ref. [42] (see also Appendix A), we will assume that at spatial
infinity there is a 3-surface S∞ [not necessarily a timelike hyperboloid at this stage of de-
velopment], which intersects orthogonally the Cauchy surfaces Στ [their normals l
µ(τ, ~σ) at
spatial infinity, lµ(∞)Σ, are tangent to S∞] along 2-surfaces S
2
τ,∞. Since we will identify special
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families of hypersurfaces Στ asymptotic to Minkowski hyperplanes at spatial infinity, these
families can be mapped onto the space of cross sections of the unit timelike hyperboloid by
using the quoted Anderson’s lemma [30].
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III. POINCARE´ CHARGES IN METRIC GRAVITY.
Before discussing the asymptotic Poincare´ charges, let us summarize what is known about
the non Abelian charges and the Hamiltonian group of gauge transformations for Yang-Mills
theory.
As emphasized in Ref. [40], in the Hamiltonian formulation of a gauge theory one has to
make a choice of the boundary conditions of the canonical variables and of the parameters of
the gauge transformations [the infinitesimal ones are generated by the first class constraints
of the theory] in such a way to give a meaning to integrations by parts, to the functional
derivatives (and therefore to Poisson brackets) and to the “proper” gauge transformations
connected with the identity [the “improper” ones, including the “rigid or global or first
kind” gauge transformations related to the non-Abelian charges, have to be treated sepa-
rately; when there are topological numbers like winding number, they label disjoint sectors
of gauge transformations and one speaks of “large” gauge transformations]. In particular,
the boundary conditions must be such that the variation of the final Dirac Hamiltonian HD
must be linear in the variations of the canonical variables [the coefficients are the Dirac-
Hamilton equations of motion] and this may require a redefinition of HD, namely HD has
to be replaced by H˜D = HD +H∞, where H∞ is a suitable integral on the surface at spatial
infinity. When this is accomplished, one has a good definition of functional derivatives and
Poisson brackets. Then, one must consider the most general generator of gauge transforma-
tions of the theory (it includes HD as a special case), in which there are arbitrary functions
(parametrizing infinitesimal gauge transformations) in front of all the first class constraints
and not only in front of the primary ones. Also the variations of this generator must be
linear in the variations of the canonical variables: this implies that all the surface terms
coming from integration by parts must vanish with the given boundary conditions on the
canonical variables or must be compensated by the variation of H∞. In this way, one gets
boundary conditions on the parameters of the infinitesimal gauge transformations identify-
ing the “proper” ones, which transform the canonical variables among themselves without
altering their boundary conditions [the symplectic vector fields associated with the proper
gauge transformations map the function space of the canonical variables into itself]. Let
us remark that in this way one is defining Hamiltonian boundary conditions which are not
manifestly covariant; however, in Minkowski spacetime a Wigner covariant formulation is
obtained by reformulating the theory on spacelike hypersurfaces [43,44] and then restricting
it to spacelike hyperplanes.
In the Yang-Mills case [40], with the Hamiltonian gauge transformations restricted to go
to the identity in an angle-independent way at spatial infinity , so to have well defined covari-
ant non-Abelian charges, the “proper” gauge transformations are those which are connected
to the identity and generated by the Gauss law first class constraints at the infinitesimal
level. The “improper” ones are a priori of four types:
i) “global or rigid or first kind” ones (the gauge parameters fields tend to constant at spatial
infinity) connected with the group G (isomorphic to the structure group of the Yang-Mills
principal bundle) generated by the “non-Abelian charges”;
ii) the global or rigid ones in the “center of the gauge group G” [triality when G=SU(3)];
iii) gauge transformations with non-vanishing winding number n ∈ Z (“large” gauge trans-
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formations not connected with the identity; zeroth homotopy group of the gauge group);
iv) other “improper non rigid” gauge transformations. Since this last type of gauge transfor-
mations does not play any role in Yang-Mills dynamics, it was assumed [40] that the choice
of the function space for the gauge parameter fields αa(τ, ~σ) (describing the component of
the gauge group connected with the identity) be such that for r →∞ one has
αa(τ, ~σ) → α(rigid)a + α(proper)a (τ, ~σ)
with constant α(rigid)a and with α
(proper)
a (τ, ~σ) tending to zero in a direction-independent
way.
In metric gravity, the Hamiltonian gauge group is not connected with a principal bun-
dle (it contains 3-diffeomorphisms and its algebra has structure functions and not structure
constants). However, the asymptotic Poincare´ charges (not uniquely defined when super-
translations are allowed) and the eventuality of supertranslations (whose generators, the “su-
pertranslation charges”, should vanish, i.e. have “zero momentum” according to Anderson
[30], when the boundary conditions have well defined parity properties) are the counterpart
of the Yang-Mills non-Abelian charges and also of the Abelian electric charge. While the
electric charge is a physical observable, the hypothesis of quark confinement requires the
existence only of color singlets, namely i) physical observables must commute with the non-
Abelian charges; ii) the SU(3) color charges of isolated systems have to vanish themselves. In
both cases, inside local quantum field theory, one speaks of superselection sectors determined
by the charges and does not consider them as generators of gauge transformations.
In Ref. [45] the same possibility is opened for the asymptotic Poincare´ charges of asymp-
totically flat metric gravity:
i) in the usual interpretation [46] some observer is assumed to sit at or just outside the bound-
ary at spatial infinity but he is not explicitly included in the action functional; this observer
merely supplies a coordinate chart on the boundaries (perhaps, through his ‘parametrization
clock’), which we may use to fix the gauge of our system at the boundary (the asymptotic
lapse function; see later on); if one wishes, this external observer may construct his clock to
yield zero Poincare´ charges (so to recover a Machian interpretation [47] also in noncompact
universes with boundary; there is a strong similarity with the results of Einstein-Wheeler
cosmology [48], based on a closed compact universe without boundaries, for which Poincare´
charges are not defined), in which case every connection with particle physics is lost;
ii) Marolf’s proposal [45] is to consider the system in isolation without the utilization of any
structure outside the boundary at spatial infinity and to consider, at the quantum level, su-
perselection rules for the asymptotic Poincare´ Casimirs, in particular for the ADM invariant
mass [see Refs. [49] for similar conclusions from different motivations].
In Ref. [50], also Giulini considers a matter of physical interpretation whether all 3-
diffeomorphisms of Στ into itself must be considered as gauge transformations. In the
asymptotically flat open case, there is in this paper a discussion of “large” diffeomorphisms,
but the gauge transformations generated by the superhamiltonian constraint are not con-
sidered; after a 1-point compactification Σ¯τ of Στ , there is a study of the quotient space
Riem Σ¯τ/DiffF Σ¯τ , where DiffF Σ¯τ are those 3-diffeomorphisms whose pullback goes to
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the identity at spatial infinity (the point of compactification) where a “privileged oriented
frame” is chosen. The Poincare´ charges are not considered as generators of gauge trans-
formations; instead, there is a study of the decomposition of Σ¯τ into its prime factors as a
3-manifold, of the induced decomposition ofDiffF Σ¯τ and of the evaluation of the homotopy
groups of Difff Σ¯τ .
We shall take the point of view that the asymptotic Poincare´ charges are not generators
of gauge transformations like in Yang-Mills theory (the ADM energy will be the physical
Hamiltonian for the evolution in τ), that there are superselection sectors labelled by the
asymptotic Poincare´ Casimirs and that the parameters of the gauge transformations of
ADM metric gravity have a clean separation between a rigid part (differently from Yang-
Mills theory it has both a constant and a term linear in ~σ) and a proper one restricted not
to contain supertranslations [namely we assume the absence of “improper non-rigid” gauge
transformations like in Yang-Mills theory].
Let us now define the “proper” gauge transformations of the ADM metric gravity, whose
canonical formalism was reviewed in Section V of I [in Appendix A there are other properties
of metric gravity deriving by the application of the second Noether theorem [35] to the ADM
action]. In Refs. [51,52,42], as shown in Appendix A, it is noted that, in asymptotically flat
spacetimes, the surface integrals arising in the transition from the Hilbert action to the
ADM action and, then, from this to the ADM phase space action are connected with the
ADM energy-momentum of the gravitational field of the linearized theory of metric gravity
[4], if the lapse and shift functions have certain asymptotic behaviours at spatial infinity.
Extra complications for the differentiability of the ADM canonical Hamiltonian come from
the presence of the second spatial derivatives of the 3-metric inside the 3R term of the
superhamiltonian constraint .
Regge and Teitelboim [5] gave a set of boundary conditions for the ADM canonical
variables 3grs(τ, ~σ),
3Π˜rs(τ, ~σ), so that it is possible to define 10 surface integrals associated
with the conserved Poincare´ charges of the spacetime (the translation charges are the ADM
energy-momentum) and to show that the functional derivatives and Poisson brackets are
well defined in metric gravity; however, there is no statement about gauge transformations
and supertranslations in this paper.
A more complete analysis, including also a discussion of supertranslations in the ADM
canonical formalism, has been given by Beig and O’Murchadha [6] (extended to Ashtekar’s
formalism in Ref. [53]). They consider 3-manifolds Στ diffeomorphic to R
3 as in our case, so
that there exist “global coordinate systems”. If {σrˇ} is one of these global coordinate systems
on Στ , the 3-metric
3grˇsˇ(τ, σ
tˇ) [evaluated in this coordinate system] is assumed asymptoti-
cally Euclidean in the following sense: if r =
√
δrˇsˇσrˇσsˇ [one could put r =
√
3grˇsˇσrˇσsˇ and
get the same kind of decomposition], then one assumes
3grˇsˇ(τ, ~σ) = δrˇsˇ +
1
r
3srˇsˇ(τ,
σnˇ
r
) + 3hrˇsˇ(τ, ~σ), r →∞,
3srˇsˇ(τ,
σnˇ
r
) = 3srˇsˇ(τ,−σ
nˇ
r
), EV EN PARITY,
3hrˇsˇ(τ, ~σ) = O((r
−(1+ǫ)), ǫ > 0, for r →∞,
∂uˇ
3hrˇsˇ(τ, ~σ) = O(r
−(2+ǫ)). (2)
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The functions 3srˇsˇ(τ,
σnˇ
r
) are C∞ on the sphere S2τ,∞ at spatial infinity; if they would be of
odd parity, the ADM energy would vanish. The difference 3grˇsˇ(τ, ~σ) − δrˇsˇ cannot fall off
faster that 1/r, because otherwise the ADM energy would be zero and the positivity energy
theorem [54] would imply that the only solution of the constraints is flat spacetime. For the
ADM momentum one assumes the following boundary conditions
3Π˜rˇsˇ(τ, ~σ) =
1
r2
3trˇsˇ(τ,
σnˇ
r
) + 3krˇsˇ(τ, ~σ), r →∞,
3trˇsˇ(τ,
σnˇ
r
) = −3trˇsˇ(τ,−σ
nˇ
r
), ODDPARITY,
3krˇsˇ(τ, ~σ) = O(r−(2+ǫ)), ǫ > 0, r →∞. (3)
If 3Π˜rˇsˇ(τ, ~σ) were to fall off faster than 1/r2, the ADM linear momentum would vanish and we
could not consider Lorentz transformations. In this way, the integral
∫
Στ d
3σ[3Π˜rˇsˇδ 3grˇsˇ](τ, ~σ)
is well defined and finite [since the integrand is of order O(r−3), a possible logarithmic
divergence is avoided due to the odd parity of 3trˇsˇ].
These boundary conditions imply that functional derivatives and Poisson brackets are
well defined [6] [in a more rigorous treatment one should use appropriate weighted Sobolev
spaces].
The supermomentum and superhamiltonian constraints [see Eqs.(79) of I and Appendix
A] 3H˜rˇ(τ, ~σ) ≈ 0 and H˜(τ, ~σ) ≈ 0, are even functions of ~σ of order O(r−3). Their smeared
version with the lapse and shift functions, appearing in the canonical HamiltonianH(c)ADM =∫
d3σ[NH˜ +Nrˇ 3H˜rˇ](τ, ~σ), will give a finite and differentiable H(c)ADM if we set [6]
N(τ, ~σ) = m(τ, ~σ) = s(τ, ~σ) + n(τ, ~σ) = k(τ,
σnˇ
r
) +O(r−ǫ), ǫ > 0, r →∞,
Nrˇ(τ, ~σ) = mrˇ(τ, ~σ) = srˇ(τ, ~σ) + nrˇ(τ, ~σ) = krˇ(τ,
σnˇ
r
) +O(r−ǫ),
s(τ, ~σ) = k(τ,
σnˇ
r
) = −k(τ, σ
nˇ
r
), ODDPARITY,
srˇ(τ, ~σ) = krˇ(τ,
σnˇ
r
) = −krˇ(τ, σ
nˇ
r
), ODDPARITY. (4)
With these boundary conditions one gets differentiability, i.e. δH(c)ADM is linear in
δ 3grˇsˇ and δ
3Π˜rˇsˇ, with the coefficients being the Dirac-Hamilton equations of metric grav-
ity. Therefore, since N and Nrˇ are a special case of the parameter fields of the most general
infinitesimal gauge transformations generated by the first class constraints H˜, 3H˜rˇ, with gen-
erator G =
∫
d3σ[αH˜+αrˇ 3H˜rˇ](τ, ~σ), the “proper” gauge transformations preserving Eqs.(2)
and (3) have the multiplier fields α(τ, ~σ) and αrˇ(τ, ~σ) with the same boundary conditions (4)
of m(τ, ~σ) and mrˇ(τ, ~σ). Then, the Hamilton equations imply that also the Dirac multipliers
λN(τ, ~σ) and λ
~N
rˇ (τ, ~σ) have these boundary conditions [λN
◦
= δN , λ
~N
rˇ
◦
= δNrˇ]. Instead, the
momenta Π˜N(τ, ~σ) and Π˜rˇ~N(τ, ~σ), conjugate to N and Nrˇ, must be of O(r
−(3+ǫ)) to have
H(D)ADM finite.
The angle-dependent functions s(τ, ~σ) = k(τ, σ
nˇ
r
) and srˇ(τ, ~σ) = krˇ(τ,
σnˇ
r
) on S2τ,∞
(boundary of Στ at spatial infinity) are “odd time and space supertranslations”. The piece
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∫
d3σ[s H˜ + srˇ 3H˜rˇ](τ, ~σ) ≈ 0 of the Dirac Hamiltonian is the Hamiltonian generator of su-
pertranslations (the “zero momentum” of supertranslations of Ref. [30]). Their contribution
to gauge transformations is to alter the angle-dependent asymptotic terms 3srˇsˇ and
3trˇsˇ in
3grˇsˇ and
3Π˜rˇsˇ.
With N = m, Nrˇ = mrˇ one can verify the validity of the smeared form of Eqs.(81) of I:
{H(c)ADM [m1, mrˇ1], H(c)ADM [m2, mrˇ2]} =
= H(c)ADM [m
rˇ
2
3∇rˇm1 −mrˇ1 3∇rˇm2, L~m2 mrˇ1 +m2 3∇rˇm1 −m1 3∇rˇm2], (5)
with mrˇ = 3grˇsˇmsˇ and with H(c)ADM [m,m
rˇ] =
∫
d3σ[mH˜ + mrˇ 3H˜rˇ](τ, ~σ) = ∫ d3σ[mH˜ +
mrˇ
3H˜rˇ](τ, ~σ).
When the functions N(τ, ~σ) and Nrˇ(τ, ~σ) [and also α(τ, ~σ), αrˇ(τ, ~σ)] do not have the
asymptotic behaviour of m(τ, ~σ) and mrˇ(τ, ~σ) respectively, one speaks of “improper” gauge
transformations, because H(D)ADM is not differentiable even at the constraint hypersurface
[in Ref. [6] there is a non-rigorous proof that this hypersurface is a manifold; this can be
possible only if the spacetime has no isometries].
At this point one has identified:
a) Certain coordinate systems on the spacelike 3-surface Στ , which hopefully define a
minimal atlas Cτ for the spacelike hypersurfaces Στ foliating the asymptotically flat space-
time M4. With the Cτ ’s and the parameter τ as Στ -adapted coordinates of M4 one should
build an atlas C of allowed coordinate systems of M4.
b) A set of boundary conditions on the fields on Στ (i.e. a function space for them)
ensuring that the 3-metric on Στ is asymptotically Euclidean in this minimal atlas (modulo
3-diffeomorphisms, see the next point).
c) A set of “proper” gauge transformations generated infinitesimally by the first class
constraints, which leave the fields on Στ in the chosen function space. Since the gauge
transformations generated by the supermomentum constraints 3H˜rˇ(τ, ~σ) ≈ 0 are the lift
to the space of the tensor fields on Στ (which contains the phase space of metric gravity)
of the 3-diffeomorphisms Diff Στ of Στ into itself, the restriction of N(τ, ~σ), Nrˇ(τ, ~σ) to
m(τ, ~σ), mrˇ(τ, ~σ), ensures that these 3-diffeomorphisms are restricted to be compatible with
the chosen minimal atlas for Στ [this is the problem of the coordinate transformations
preserving Eq.(2)].
More difficult is the interpretation [55,56] of the gauge transformations generated by the
superhamiltonian constraint H˜(τ, ~σ) ≈ 0, which are the phase space adaptation of the time
diffeomorphisms of M4 (leaving invariant the Hilbert action SH) after the removal of the
surface term connecting the Hilbert action SH to the ADM action SADM [which is quasi-
invariant under the gauge transformations generated by H˜(τ, ~σ) but not under Diff M4,
as shown in Appendix A]. Since the superhamiltonian constraint determines the conformal
factor of the 3-metric (see the Conclusions of II and Section VI), the gauge transformations
generated by H˜(τ, ~σ) will induce a change of the momentum conjugate to this conformal
factor, namely of the extrinsic curvature of Στ , so that they generate the transitions from
one allowed 3+1 splitting of M4 to another allowed one. This suggests that, in absence of
supertranslations, the functions N , α, λN , should go like O(r
−(2+ǫ)) and not like O(r−ǫ) (in
the case of proper gauge transformations).
Let us remark at this point that the addition of gauge-fixing constraints to the super-
hamiltonian and supermomentum constraints (see the end of Section V of I) must happen
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in the chosen function space for the fields on Στ . Therefore, the time constancy of these
gauge-fixings will generate secondary gauge-fixing constraints for the restricted lapse and
shift functions m(τ, ~σ), mrˇ(τ, ~σ).
By using the original ADM results [4], Regge and Teitelboim [5] wrote the expression of
the ten conserved Poincare´ charges, by allowing the functions N(τ, ~σ), Nrˇ(τ, ~σ), to have a
linear behaviour in ~σ for r →∞. These charges are surface integrals at spatial infinity, which
have to added to the Dirac Hamiltonian so that it becomes differentiable. Therefore, also the
parameter fields α(τ, ~σ), αrˇ(τ, ~σ), of arbitrary (also improper) gauge transformations should
acquire this behaviour. In this way one is enlarging the allowed 3-diffeomorphisms of Στ into
itself (this would require an enlargement of the minimal atlas of Στ ) and one should change
the function space of the tensor fields 3grˇsˇ,
3Π˜rˇsˇ. The added “Poincare´ transformations
at infinity” generated by the ten charges are often considered as “extra improper gauge
transformations”. However, if one takes Marolf’s viewpoint that the Poincare´ charges are
not generators of improper gauge transformations but that they determine superselection
sectors, one has not to enlarge the allowed 3-diffeomorphisms and the minimal atlas of Στ .
These results, the wish to have a clear separation between proper and improper gauge
transformations (like in Yang-Mills theory) and the hope to solve the deparametrization
problem of general relativity suggest that it is reasonable to break the lapse and shift func-
tions in the parts associated with the proper and improper gauge transformations respec-
tively (with no “improper non rigid” gauge transformations like in Yang-Mills theory)
N(τ, ~σ) = N(as)(τ, ~σ) +m(τ, ~σ),
Nrˇ(τ, ~σ) = N(as)rˇ(τ, ~σ) +mrˇ(τ, ~σ), (6)
and then to assume that the improper parts N(as), N(as)r, behave as the lapse and shift func-
tions associated with spacelike hyperplanes in Minkowski spacetime, as already anticipated
in II.
As shown in II, there are two independent definitions of lapse and shift functions which
can be associated with a 3+1 splitting of Minkowski spacetime by means of a foliation with
spacelike hypersurfaces. However, for foliations with spacelike hyperplanes the two defini-
tions coincide and produce the following result [(µ) are flat Minkowski indices in rectangular
coordinates; λ˜(µ)(τ), λ˜(µ)(ν)(τ), are arbitrary Dirac multipliers]
N(flat)(τ, ~σ) = N[z](flat)(τ, ~σ) = −λ˜(µ)(τ)l(µ) − l(µ)λ˜(µ)(ν)(τ)b(ν)sˇ (τ)σsˇ,
N(flat)(τ, ~σ) = N[z](flat)rˇ(τ, ~σ) = −λ˜(µ)(τ)b(µ)rˇ (τ)− b(µ)rˇ (τ)λ˜(µ)(ν)(τ)b(ν)sˇ (τ)σsˇ. (7)
In Ref. [8] and in the book in Ref. [9] (see also Ref. [5]), Dirac introduced asymptotic
Minkowski rectangular coordinates
z
(µ)
(∞)(τ, ~σ) = x
(µ)
(∞)(τ) + b
(µ)
(∞) rˇ(τ)σ
rˇ (8)
in M4 at spatial infinity S∞ = ∪τS2τ,∞ [here {σrˇ} are the previous global coordinate systems
of the atlas Cτ of Στ , not matching the spatial coordinates z(i)(∞)(τ, ~σ)]. For each value of τ ,
the coordinates x
(µ)
(∞)(τ) labels a point, near spatial infinity chosen as origin. On it there is a
flat tetrad b
(µ)
(∞)A(τ) = ( l
(µ)
(∞) = b
(µ)
(∞) τ = ǫ
(µ)
(α)(β)(γ)b
(α)
(∞) 1ˇ(τ)b
(β)
(∞) 2ˇ(τ)b
(γ)
(∞) 3ˇ(τ); b
(µ)
(∞) rˇ(τ) ), with
20
l
(µ)
(∞) τ -independent, satisfying b
(µ)
(∞)A
4η(µ)(ν) b
(ν)
(∞)B =
4ηAB for every τ [at this level there is
no reason to assume that l
(µ)
(∞) is tangent to S∞, as the normal l
µ to Στ , see Appendix A].
There will be transformation coefficients bµA(τ, ~σ) from the adapted coordinates σ
A = (τ, σrˇ)
to coordinates xµ = zµ(σA) in an atlas of M4, such that in a chart at spatial infinity one
has zµ(τ, ~σ) → δµ(µ)z(µ)(τ, ~σ) and bµA(τ, ~σ) → δµ(µ)b(µ)(∞)A(τ) [for r → ∞ one has 4gµν →
δ(µ)µ δ
(ν)
ν
4η(µ)(ν) and
4gAB = b
µ
A
4gµνb
ν
B → b(µ)(∞)A 4η(µ)(ν)b(ν)(∞)B = 4ηAB ]. In this way one defines
the atlas C of the allowed coordinate systems of M4.
Dirac [8] and, then, Regge and Teitelboim [5] proposed that the asymptotic Minkowski
rectangular coordinates z
(µ)
(∞)(τ, ~σ) = x
(µ)
(∞)(τ) + b
(µ)
(∞)rˇ(τ)σ
rˇ should define 10 new independent
degrees of freedom at the spatial boundary S∞ [with ten associated conjugate momenta],
as it happens for Minkowski parametrized theories [10] when the extra configurational vari-
ables z(µ)(τ, ~σ) (describing the embedded spacelike hypersurface and not existing in curved
spacetimes) are reduced to 10 degrees of freedom by the restriction to spacelike hyperplanes
[defined by z(µ)(τ, ~σ) ≈ x(µ)s (τ)+b(µ)rˇ (τ)σrˇ], but with these 10 degrees of freedom being gauge
variables (independence from the choice of the hyperplane) due to 10 surviving first class
constraints.
In Minkowski parametrized theories for isolated systems restricted to spacelike hyper-
planes (see II) it can be shown [10] that these 20 variables are:
i) x(µ)s (τ), p
(µ)
s [{x(µ)s , p(ν)s } = −4η(µ)(ν)], parametrizing the origin of the coordinates on the
family of spacelike hyperplanes. The four constraints H(µ)(τ) ≈ p(µ)s − p(µ)sys ≈ 0 say that p(µ)s
is determined by the 4-momentum of the isolated system.
ii) b
(µ)
A (τ) (with the b
(µ)
r (τ)’s being three orthogonal spacelike unit vectors generating the fixed
τ -independent timelike unit normal b(µ)τ = l
(µ) to the hyperplanes) and S(µ)(ν)s = −S(ν)(µ)s
with the orthonormality constraints b
(µ)
A
4η(µ)(ν)b
(ν)
B =
4ηAB. The non-vanishing Dirac brack-
ets enforcing the orthonormality constraints [57,10] for the b
(µ)
A ’s are
{b(ρ)A , S(µ)(ν)s } = 4η(ρ)(µ)b(ν)A − 4η(ρ)(ν)b(µ)A ,
{S(µ)(ν)s , S(α)(β)s } = C(µ)(ν)(α)(β)(γ)(δ) S(γ)(δ)s
with C
(µ)(ν)(α)(β)
(γ)(δ) the structure constants of the Lorentz algebra. Then one has that p
(µ)
s ,
J (µ)(ν)s = x
(µ)
s p
(ν)
s − x(ν)s p(µ)s + S(µ)(ν)s , satisfy the algebra of the Poincare´ group, with S(µ)(ν)s
playing the role of the spin tensor. The other six constraints H(µ)(ν)(τ) ≈ S(µ)(ν)s −S(µ)(ν)sys ≈ 0
say that S(µ)(ν)s coincides the spin tensor of the isolated system.
Let us remark that, for each configuration of an isolated system there is a privileged
family of hyperplanes (the Wigner hyperplanes orthogonal to p(µ)s , existing when ǫp
2
s > 0)
corresponding to the intrinsic rest-frame of the isolated system. If we choose these hyper-
planes with suitable gauge fixings, we remain with only the four constraints H(µ)(τ) ≈ 0,
which can be rewritten as
√
ǫp2s ≈ [invariantmass of the isolated systemunder investigation] = Msys;
~psys = [3−momentumof the isolated system inside theWigner hyperplane] ≈ 0.
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There is no more a restriction on p(µ)s , because u
(µ)
s (ps) = p
(µ)
s /p
2
s gives the orientation
of the Wigner hyperplanes containing the isolated system with respect to an arbitrary given
external observer.
In this special gauge we have b
(µ)
A ≡ L(µ)A(ps, ◦ps) (the standard Wigner boost for timelike
Poincare´ orbits), S(µ)(ν)s ≡ S(µ)(ν)sys , λ˜(µ)(ν)(τ) ≡ 0, and the only remaining canonical variables
are the non-covariant Newton-Wigner-like canonical “external” center-of-mass coordinate
x˜(µ)s (τ) (living on the Wigner hyperplanes) and p
(µ)
s . Now 3 degrees of freedom of the isolated
system [an “internal” center-of-mass 3-variable ~σsys defined inside the Wigner hyperplane
and conjugate to ~psys] become gauge variables [the natural gauge fixing is ~σsys ≈ 0, so that
it coincides with the origin x(µ)s (τ) = z
(µ)(τ, ~σ = 0) of the Wigner hyperplane], while the
x˜(µ)(τ) is playing the role of a kinematical external center of mass for the isolated system
and may be interpreted as a decoupled observer with his parametrized clock (point particle
clock). All the fields living on the Wigner hyperplane are now either Lorentz scalar or with
their 3-indices transforming under Wigner rotations (induced by Lorentz transformations in
Minkowski spacetime) as any Wigner spin 1 index. Let us remark that the constant x(µ)s (0)
[and, therefore, also x˜(µ)s (0)] is arbitrary, reflecting the arbitrariness in the absolute location
of the origin of the “internal” coordinates on each hyperplane in Minkowski spacetime.
One obtains in this way a new kind of instant form of the dynamics, the “Wigner-
covariant 1-time rest-frame instant form” [10] with a universal breaking of Lorentz covari-
ance. It is the special relativistic generalization of the non-relativistic separation of the
center of mass from the relative motion [H =
~P 2
2M
+ Hrel]. The role of the center of mass
is taken by the Wigner hyperplane, identified by the point x˜(µ)(τ) and by its normal p(µ)s .
The invariant mass Msys of the system replaces the non-relativistic Hamiltonian Hrel for the
relative degrees of freedom, after the addition of the gauge-fixing Ts − τ ≈ 0 [identifying
the time parameter τ , labelling the leaves of the foliation, with the Lorentz scalar time of
the center of mass in the rest frame, Ts = ps · x˜s/Msys; Msys generates the evolution in this
time].
The determination of ~σsys may be done with the group theoretical methods of Ref. [58]:
given a realization on the phase space of a given system of the ten Poincare´ generators one
can build three 3-position variables only in terms of them, which in our case of a system
on the Wigner hyperplane with ~psys ≈ 0 are: i) a canonical center of mass (the “internal”
center of mass ~σsys); ii) a non-canonical Møller center of energy ~σ
(E)
sys ; iii) a non-canonical
Fokker-Price center of inertia ~σ(FP )sys . Due to ~psys ≈ 0, we have ~σsys ≈ ~σ(FP )sys ≈ ~σ(E)sys =
{boostgenerator/energy}. By adding the gauge fixings ~σsys ≈ 0 one can show that the
origin x(µ)s (τ) becomes simultaneously the Dixon center of mass of an extended object and
both the Pirani and Tulczyjew centroids (see Ref. [59] for the application of these methods to
find the center of mass of a configuration of the Klein-Gordon field after the preliminary work
of Ref. [60]). With similar methods one can construct three “external” collective positions
(all located on the Wigner hyperplane): i) the “external” canonical non-covariant center of
mass x˜(µ)s ; ii) the “external” non-canonical and non-covariant Møller center of energy R
(µ)
s ;
iii) the “external” covariant non-canonical Fokker-Price center of inertia Y (µ)s (when there
are the gauge fixings ~σsys ≈ 0 it also coincides with the origin x(µ)s ). It turns out that the
Wigner hyperplane is the natural setting for the study of the Dixon multipoles of extended
relativistic systems [61] and for defining the canonical relative variables with respect to the
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center of mass. The Wigner hyperplane with its natural Euclidean metric structure offers
a natural solution to the problem of boost for lattice gauge theories and realizes explicitly
the Machian aspect of dynamics that only relative motions are relevant.
Analogously, in Dirac’s approach to metric gravity one expects that the 20 extra vari-
ables of the Dirac proposal should be replaced by a set of this kind: x
(µ)
(∞)(τ), p
(µ)
(∞), b
(µ)
(∞)A(τ)
[with b
(µ)
(∞)τ = l
(µ)
(∞) τ -independent and coinciding with the asymptotic normal to Στ , tangent
to S∞], S
(µ)(ν)
(∞) , with the previous Dirac brackets implying the orthonormality constraints
b
(µ)
(∞)A
4η(µ)(ν)b
(ν)
(∞)B =
4ηAB. Moreover, p
(µ)
(∞) and J
(µ)(ν)
(∞) = x
(µ)
(∞)p
(ν)
(∞)−x(ν)(∞)p(µ)(∞)+S(µ)(ν)(∞) should
satisfy a Poincare´ algebra. In analogy with Minkowski parametrized theories restricted to
spacelike hyperplanes, one expects to have 10 extra first class constraints of the type
p
(µ)
(∞) − P (µ)ADM ≈ 0,
S
(µ)(ν)
(∞) − S(µ)(ν)ADM ≈ 0
with P
(µ)
ADM , S
(µ)(ν)
ADM related to the ADM Poincare´ charges and 10 extra Dirac multipliers
λ˜(µ)(τ), λ˜(µ)(ν)(τ), in front of them in the Dirac Hamiltonian. The origin x
(µ)
(∞) is going to
play the role of an “external” decoupled observer with his parametrized clock. The main
problem with respect to Minkowski parametrized theory on spacelike hyperplanes is that it
is not known which could be the ADM spin part S
(µ)(ν)
ADM of the ADM Lorentz charge J
(µ)(ν)
ADM .
The way out from these problems is based on the following observation. If we replace
p
(µ)
(∞) and S
(µ)(ν)
(∞) , whose Poisson algebra is the direct sum of an Abelian algebra of transla-
tions and of a Lorentz algebra, with the new variables (with indices adapted to Στ )
pA(∞) = b
A
(∞)(µ)p
(µ)
(∞),
JAB(∞)
def
= bA(∞)(µ)b
B
(∞)(ν)S
(µ)(ν)
(∞) [6= bA(∞)(µ)bB(∞)(ν)J (µ)(ν)(∞) ],
the Poisson brackets for p
(µ)
(∞), b
(µ)
(∞)A, S
(µ)(ν)
(∞) [one has {bA(∞)(γ), S(ν)(ρ)(∞) } = η(ν)(γ)bA(ρ)(∞) − η(ρ)(γ)bA(ν)(∞) ],
imply
{pA(∞), pB(∞)} = 0,
{pA(∞), JBC(∞)} = 4gAC(∞)pB(∞) − 4gAB(∞)pC(∞),
{JAB(∞), JCD(∞)} = −(δBE δCF 4gAD(∞) + δAEδDF 4gBC(∞) − δBE δDF 4gAC(∞) − δAEδCF 4gBD(∞))JEF(∞) =
= −CABCDEF JEF(∞), (9)
where 4gAB(∞) = b
A
(∞)(µ)
4η(µ)(ν)bB(∞)(ν) =
4ηAB since the b
(µ)
(∞)A are flat tetrad in both kinds of
indices. Therefore, we get the algebra of a realization of the Poincare´ group [this explains
the notation JAB(∞)] with all the structure constants inverted in the sign (transition from a
left to a right action).
This implies that the Poincare´ generators PAADM , J
AB
ADM in Στ -adapted coordinates should
define in the asymptotic Dirac rectangular coordinates a momentum P
(µ)
ADM = b
(µ)
A P
A
ADM and
only an ADM spin tensor S
(µ)(ν)
ADM [to define an angular momentum tensor J
(µ)(ν)
ADM one should
find an “external center of mass of the gravitational field” X
(µ)
ADM [
3g, 3Π˜] (see Ref. [60,59] for
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the Klein-Gordon case) conjugate to P
(µ)
ADM , so that J
(µ)(ν)
ADM = X
(µ)
ADMP
(ν)
ADM −X(ν)ADMP (µ)ADM +
S
(µ)(ν)
ADM ].
Therefore we shall assume the existence of a global coordinate system {σrˇ} on Στ , in
which we have
N(τ, ~σ) = N(as)(τ, ~σ) +m(τ, ~σ),
Nrˇ(τ, ~σ) = N(as)rˇ(τ, ~σ) +mrˇ(τ, ~σ),
N(as)(τ, ~σ) = −λ˜(µ)(τ)l(µ)(∞) − l(µ)(∞)λ˜(µ)(ν)(τ)b(ν)(∞)sˇ(τ)σsˇ =
= −λ˜τ (τ)− 1
2
λ˜τ sˇ(τ)σ
sˇ,
N(as)rˇ(τ, ~σ) = −b(µ)(∞)rˇ(τ)λ˜(µ)(τ)− b(µ)(∞)rˇ(τ)λ˜(µ)(ν)(τ)b(ν)(∞)sˇ(τ)σsˇ =
= −λ˜rˇ(τ)− 1
2
λ˜rˇsˇ(τ)σ
sˇ, (10)
with m(τ, ~σ), mrˇ(τ, ~σ), given by Eqs.(4) [they still contain odd supertranslations].
Let us remark that the quoted restriction to constant improper gauge transformations
[α(rigid) = const.] of Yang-Mills theory is here replaced by the assumed forms of N(as)(τ, ~σ),
N(as)rˇ(τ, ~σ).
This very strong assumption implies that one is selecting asymptotically at spatial infin-
ity only coordinate systems in which the lapse and shift functions have behaviours similar to
those of Minkowski spacelike hyperplanes, so that the allowed foliations of the 3+1 splittings
of the spacetime M4 are restricted to have the leaves Στ approaching these Minkowski hy-
perplanes at spatial infinity in a way independent from the direction if supertranslations are
absent. But this is coherent with Dirac’s choice of asymptotic rectangular coordinates [mod-
ulo 3-diffeomorphisms not changing the nature of the coordinates] and with the assumptions
used to define the asymptotic Poincare´ charges. It is also needed to eliminate coordinate
transformations not becoming the identity at spatial infinity [they are not associated with
the gravitational fields of isolated systems [62]].
By using λ˜A(τ) = {λ˜τ (τ); λ˜rˇ(τ)}, λ˜AB(τ) = −λ˜BA(τ), n(τ, ~σ), nrˇ(τ, ~σ) as new configura-
tion variables [replacing N(τ, ~σ) and Nrˇ(τ, ~σ)] in the ADM Lagrangian (see Section V of I
and Appendix A) only produces the replacement of the first class constraints
π˜N(τ, ~σ) ≈ 0, π˜rˇ~N (τ, ~σ) ≈ 0,
with the new first class constraints
π˜n(τ, ~σ) ≈ 0, π˜rˇ~n(τ, ~σ) ≈ 0, π˜A(τ) ≈ 0, π˜AB(τ) = −π˜BA(τ) ≈ 0,
corresponding to the vanishing of the canonical momenta conjugate to the new configu-
ration variables [we assume the Poisson brackets {λ˜A(τ), π˜B(τ)} = δBA , {λ˜AB(τ), π˜CD(τ)} =
δCAδ
D
B − δDA δCB ]. The only change in the Dirac Hamiltonian H(D)ADM of Eq.(A2) is
∫
d3σ[λN π˜
N + λ
~N
rˇ π˜
rˇ
~N
](τ, ~σ) 7→ ζA(τ)π˜A(τ) + ζAB(τ)π˜AB(τ) + ∫ d3σ[λnπ˜n + λ~nrˇ π˜rˇ~n](τ, ~σ)
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with ζA, ζAB Dirac’s multipliers.
It seems impossible to have a reformulation of metric gravity corresponding to the fully
parametrized Minkowski theory on arbitrary spacelike hypersurfaces, first because on them
there is not a unique definition of lapse and shift functions (see II) and second because
the coefficients bµA are not tetrads in curved spacetimes like the b
(µ)
A = z
(µ)
A in Minkowski
spacetime. The existence of this holonomic basis for vector fields on it allows to use the co-
ordinates z(µ)(τ, ~σ) as configurational variables in parametrized Minkowski theories. Instead
in the ADM theory the configuration variables are only N , Nrˇ,
3grˇsˇ, because the b
µ
A are now
a non-holonomic basis.
Deferring to the next Section a discussion about the privileged observers associated
with these asymptotic Minkowskian hyperplanes, let us come back to the definition of the
asymptotic Poincare´ charges in metric gravity. The splitting (10) of the lapse and shift
functions and the addition to the canonical Hamiltonian H(c)ADM of an appropriate surface
integral H∞, defined in Refs. [5,6], produce a modified canonical Hamiltonian which is
differentiable and finite: namely its variation is linear in δ 3grˇsˇ, δ
3Π˜rˇsˇ. In our notation,
by using the surface integral of Eqs.(A3) and N(as)(τ, ~σ) and N(as)rˇ(τ, ~σ) of Eqs.(10), the
modified canonical Hamiltonian is [we use the global coordinate system {σrˇ} of Eq.(10); we
remember that k = c3/16πG with G the Newton constant]
Hˆ(c)ADM =
∫
d3σ[NH˜ +Nrˇ 3H˜rˇ](τ, ~σ) =
=
∫
d3σ[(N(as) +m)H˜ + (N(as)rˇ +mrˇ) 3H˜rˇ](τ, ~σ) 7→
7→ Hˆ ′(c)ADM = Hˆ
′
(c)ADM [N,N
rˇ] = Hˆ(c)ADM +H∞ =
=
∫
d3σ[NH˜ +Nrˇ 3H˜rˇ](τ, ~σ)−
−
∫
S2τ,∞
d2Σuˇ{ǫk√γ 3guˇvˇ 3grˇsˇ[N(∂rˇ 3gvˇsˇ − ∂vˇ 3grˇsˇ) +
+ ∂uˇN(
3grˇsˇ − δrˇsˇ)− ∂rˇN(3gsˇvˇ − δsˇvˇ)]− 2Nrˇ 3Π˜rˇuˇ}(τ, ~σ) =
=
∫
d3σ[(N(as) +m)H˜ + (N(as)rˇ +mrˇ) 3H˜rˇ](τ, ~σ)−
−
∫
S2τ,∞
d2Σuˇ{ǫk√γ 3guˇvˇ 3grˇsˇ[N(as)(∂rˇ 3gvˇsˇ − ∂vˇ 3grˇsˇ) +
+ ∂uˇN(as)(
3grˇsˇ − δrˇsˇ)− ∂rˇN(as)(3gsˇvˇ − δsˇvˇ)]− 2N(as)rˇ 3Π˜rˇuˇ}(τ, ~σ) =
=
∫
d3σ[(N(as) +m)H˜ + (N(as)rˇ +mrˇ) 3H˜rˇ](τ, ~σ) +
+ λ˜(µ)(τ)P
(µ)
ADM + λ˜(µ)(ν)(τ)S
(µ)(ν)
ADM =
=
∫
d3σ[(N(as) +m)H˜ + (N(as)rˇ +mrˇ) 3H˜rˇ](τ, ~σ) +
+ λ˜A(τ)P
A
ADM +
1
2
λ˜AB(τ)J
AB
ADM ≈
≈ λ˜A(τ)PAADM +
1
2
λ˜AB(τ)J
AB
ADM . (11)
Indeed, by putting N = N(as), Nrˇ = N(as)rˇ in the surface integrals, the added term (A3)
becomes the given linear combination of the strong ADM Poincare´ charges PAADM , J
AB
ADM
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[5,6] first identified in the linearized theory [4] [they are called “strong conserved improper
charges” in analogy with the strong (surface integrals) Yang-Mills non Abelian charges,
whose conservation is not a consequence of the equations of motion [40] in that case]:
P τADM = ǫk
∫
S2τ,∞
d2Σuˇ[
√
γ 3guˇvˇ 3grˇsˇ(∂rˇ
3gvˇsˇ − ∂vˇ 3grˇsˇ)](τ, ~σ),
P rˇADM = −2
∫
S2τ,∞
d2Σuˇ
3Π˜rˇuˇ(τ, ~σ),
Jτ rˇADM = ǫk
∫
S2τ,∞
d2Σuˇ
√
γ 3guˇvˇ 3gnˇsˇ ·
· [σrˇ(∂nˇ 3gvˇsˇ − ∂vˇ 3gnˇsˇ) + δrˇvˇ(3gnˇsˇ − δnˇsˇ)− δrˇnˇ(3gsˇvˇ − δsˇvˇ)](τ, ~σ),
J rˇsˇADM =
∫
S2τ,∞
d2Σuˇ[σ
rˇ 3Π˜sˇuˇ − σsˇ 3Π˜rˇuˇ](τ, ~σ),
P
(µ)
ADM = l
(µ)P τADM + b
(µ)
(∞)rˇ(τ)P
rˇ
ADM = b
(µ)
(∞)A(τ)P
A
ADM ,
S
(µ)(ν)
ADM = [l
(µ)
(∞)b
(ν)
(∞)rˇ(τ)− l(ν)(∞)b(µ)(∞)rˇ(τ)]Jτ rˇADM +
+ [b
(µ)
(∞)rˇ(τ)b
(ν)
(∞)sˇ(τ)− b(ν)(∞)rˇ(τ)b(µ)(∞)sˇ(τ)]J rˇsˇADM =
= [b
(µ)
(∞)A(τ)b
(ν)
(∞)B(τ)− b(ν)(∞)A(τ)b(µ)(∞)B(τ)]JABADM ,
λ˜A(τ) = λ˜(µ)(τ)b
(µ)
(∞)A(τ), λ˜(µ)(τ) = b
A
(∞)(µ)(τ)λ˜A(τ),
λ˜AB(τ) = λ˜(µ)(ν)(τ)[b
(µ)
(∞)Ab
(ν)
(∞)B − b(ν)(∞)Ab(µ)(∞)B](τ) = 2[λ˜(µ)(ν)b(µ)(∞)Ab(ν)(∞)B ](τ),
λ˜(µ)(ν)(τ) =
1
4
[bA(∞)(µ)b
B
(∞)(ν) − bB(∞)(µ)bA(∞)(ν)](τ)λ˜AB(τ) =
=
1
2
[bA(∞)(µ)b
B
(∞)(ν)λ˜AB](τ). (12)
Here Jτ rˇADM = −J rˇτADM by definition and the inverse asymptotic tetrads are defined by
bA(∞)(µ)b
(ν)
(∞)B = δ
A
B, b
A
(∞)(µ)b
(ν)
(∞)A = δ
(ν)
(µ).
As shown in Ref. [5,6], the parity conditions of Eqs.(2) are necessary to have a well
defined and finite 3-angular-momentum J rˇsˇADM : in Appendix B of Ref. [6] there is an explicit
example of initial data satisfying the constraints but not the parity conditions , for which
the 3-angular-momentum is infinite [moreover, it is shown that the conditions of the SPI
formalism to kill supertranslations and pick out a unique asymptotic Poincare´ group (the
vanishing of the first-order asymptotic part of the pseudomagnetic Weyl tensor) may give
infinite 3-angular-momentum if the parity conditions are not added].
The definition of the boosts Jτ rˇADM given in Ref. [6] is not only differentiable like the
one in Ref. [5], but also finite. As seen in Section II, the problem of boosts is still open.
However, for any isolated system the boost part of the conserved Poincare´ group cannot
be an independent variable [only the Poincare´ Casimirs (giving the invariant mass and spin
of the system) are relevant and not the Casimirs of the Lorentz subgroup]. At the end
of this Section this point will be clarified by giving the explicit realization of the Poincare´
generators in the rest-frame instant form (they are independent from the ADM boosts).
Let us use Eqs.(A5) with N = N(as), Nrˇ = N(as)rˇ, and Eqs.(10) to rewrite Eq.(11) in the
following form
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Hˆ
′
(c)ADM =
∫
d3σ[mH˜ +mrˇ 3H˜rˇ](τ, ~σ) +
+ λ˜τ (τ)[−
∫
d3σH˜(τ, ~σ) + P τADM ] + λ˜rˇ(τ)[−
∫
d3σ 3H˜rˇ(τ, ~σ) + P rˇADM ] +
+ λ˜τ rˇ(τ)[−1
2
∫
d3σσrˇ H˜(τ, ~σ) + Jτ rˇADM ] +
+ λ˜rˇsˇ(τ)[−1
2
∫
d3σσsˇ 3H˜rˇ(τ, ~σ) + J rˇsˇADM ] =
=
∫
d3σ[mH˜ +mrˇ 3H˜rˇ](τ, ~σ) +
+
∫
d3σ{ǫN(as)[k√γ 3grˇsˇ(3Γuˇrˇvˇ 3Γvˇsˇuˇ − 3Γuˇrˇsˇ 3Γvˇvˇuˇ)−
− 1
2k
√
γ
3Grˇsˇuˇvˇ
3Π˜rˇsˇ 3Π˜uˇvˇ] +
+ ǫk(3gvˇsˇ − δvˇsˇ)∂rˇ[√γ∂uˇN(as)(3grˇsˇ 3guˇvˇ − 3guˇrˇ 3gvˇsˇ)]−
− 2N(as)rˇ 3Γrˇsˇuˇ 3Π˜sˇuˇ + 2∂uˇN(as)rˇ 3Π˜rˇuˇ}(τ, ~σ) =
=
∫
d3σ[mH˜ +mrˇ3H˜rˇ](τ, ~σ) + λ˜(µ)(τ)Pˆ (µ)ADM + λ˜(µ)(ν)(τ)Sˆ(µ)(ν)ADM =
=
∫
d3σ[mH˜ +mrˇ 3H˜rˇ](τ, ~σ) + λ˜A(τ)PˆAADM +
1
2
λ˜AB(τ)Jˆ
AB
ADM ≈
≈ λ˜A(τ)PˆAADM +
1
2
λ˜AB(τ)Jˆ
AB
ADM ,
Hˆ
′
(D)ADM = Hˆ
′
(c)ADM [m,m
rˇ] +
+
∫
d3σ[λnπ˜
n + λ~nr π˜
r
~n](τ, ~σ) + ζA(τ)π˜
A(τ) + ζAB(τ)π˜
AB(τ), (13)
with the following “weak conserved improper charges” PˆAADM , Jˆ
AB
ADM [these volume expres-
sions (the analogue of the weak Yang-Mills non Abelian charges) for the ADM 4-momentum
are used in Ref. [63] in the study of the positiviteness of the energy; the weak charges are
Noether charges]
Pˆ τADM =
∫
d3σǫ[k
√
γ 3grˇsˇ(3Γuˇrˇvˇ
3Γvˇsˇuˇ − 3Γuˇrˇsˇ 3Γvˇvˇuˇ)−
− 1
2k
√
γ
3Grˇsˇuˇvˇ
3Π˜rˇsˇ 3Π˜uˇvˇ](τ, ~σ),
Pˆ rˇADM = −2
∫
d3σ 3Γrˇsˇuˇ(τ, ~σ)
3Π˜sˇuˇ(τ, ~σ),
Jˆτ rˇADM = −Jˆ rˇτADM =
∫
d3σǫ{σrˇ
[k
√
γ 3gnˇsˇ(3Γuˇnˇvˇ
3Γvˇsˇuˇ − 3Γuˇnˇsˇ 3Γvˇvˇuˇ)−
1
2k
√
γ
3Gnˇsˇuˇvˇ
3Π˜nˇsˇ 3Π˜uˇvˇ] +
+ kδrˇuˇ(
3gvˇsˇ − δvˇsˇ)∂nˇ[√γ(3gnˇsˇ 3guˇvˇ − 3gnˇuˇ 3gsˇvˇ)]}(τ, ~σ),
Jˆ rˇsˇADM =
∫
d3σ[(σrˇ 3Γsˇuˇvˇ − σsˇ 3Γrˇuˇvˇ) 3Π˜uˇvˇ](τ, ~σ),
Pˆ
(µ)
ADM = l
(µ)
(∞)Pˆ
τ
ADM + b
(µ)
(∞)rˇ(τ)Pˆ
rˇ
ADM = b
(µ)
(∞)A(τ)Pˆ
A
ADM ,
Sˆ
(µ)(ν)
ADM = [l
(µ)
(∞)b
(ν)
(∞)rˇ(τ)− l(ν)(∞)b(µ)(∞)rˇ(τ)]Jˆτ rˇADM +
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+ [b
(µ)
(∞)rˇ(τ)b
(ν)
(∞)sˇ(τ)− b(ν)(∞)rˇ(τ)b(µ)(∞)sˇ(τ)]Jˆ rˇsˇADM =
= [b
(µ)
(∞)Ab
(ν)
(∞)B − b(ν)(∞)Ab(µ)(∞)B ](τ)JˆABADM . (14)
In both Refs. [5,6] it is shown that the canonical Hamiltonian Hˆ
′
(c)ADM [N,N
rˇ] of Eq.(11)
with arbitrary N , N rˇ, has the same Poisson brackets as in Eq.(5) for N = m, N rˇ = mrˇ
[“proper” gauge transformations]
{Hˆ ′(c)ADM [N1, N rˇ1 ], Hˆ
′
(c)ADM [N2, N
rˇ
2 ]} = Hˆ
′
(c)ADM [N3, N
rˇ
3 ],
N3 = N
rˇ
2∂rˇN1 −N rˇ1∂rˇN2,
N rˇ3 = L ~N2N rˇ1 +N2∂rˇN1 −N1∂rˇN2 =
= −N sˇ1∂sˇN rˇ2 +N sˇ2∂sˇN rˇ1 +N2∂rˇN1 −N1∂rˇN2,
if Ni(τ, ~σ) = mi(τ, ~σ)− λ˜iτ (τ)− 1
2
λ˜iτ uˇ(τ)σ
uˇ, i = 1, 2,
and Nirˇ(τ, ~σ) = mirˇ(τ, ~σ)− λ˜irˇ(τ)− 1
2
λ˜irˇuˇ(τ)σ
uˇ, i = 1, 2,
⇓
N3 = m3 − λ˜3τ − 1
2
λ˜3τuˇσ
uˇ,
N rˇ3 = −ǫ3grˇsˇ[m3sˇ − λ˜3sˇ −
1
2
λ˜3sˇuˇσ
uˇ],
with
λ˜3τ = − ǫ
2
δrˇsˇ[λ˜1rˇλ˜2τ sˇ − λ˜2rˇλ˜1τ sˇ],
λ˜3τuˇ = − ǫ
2
δrˇsˇ[λ˜1rˇuˇλ˜2τ sˇ − λ˜2rˇuˇλ˜1τ sˇ],
m3 = −ǫ3grˇsˇ
(
m2sˇ[∂rˇm1 − λ˜2τ rˇ]−m1sˇ[∂rˇm2 − 1
2
λ˜2τ rˇ] +
+∂rˇm2[λ˜1sˇ +
1
2
λ˜1sˇuˇσ
uˇ]− ∂rˇm1[λ˜2sˇ + 1
2
λ˜2sˇuˇσ
uˇ]
)
−
− ǫ
2
(3grˇsˇ − δrˇsˇ)
(
λ˜1τ rˇ[λ˜2sˇ +
1
2
λ˜2sˇuˇσ
uˇ]− λ˜2τ rˇ[λ˜1sˇ + 1
2
λ˜1sˇuˇσ
uˇ]
)
,
λ˜3rˇ =
1
2
(
λ˜1τ λ˜2τ rˇ − λ˜2τ λ˜1τ rˇ − ǫδmˇnˇ[λ˜1rˇmˇλ˜2nˇ − λ˜2rˇmˇλ˜1nˇ]
)
,
λ˜3rˇuˇ =
1
2
(
λ˜1τuˇλ˜2τ rˇ − λ˜2τuˇλ˜1τ rˇ − ǫδmˇnˇ[λ˜1rˇmˇλ˜2nˇuˇ − λ˜2rˇmˇλ˜1nˇuˇ]
)
,
m3rˇ = m2[∂rˇm1 − 1
2
λ˜1τ rˇ]−m1[∂rˇm2 − 1
2
λ˜2τ rˇ] +
+∂rˇm2[λ˜1τ +
1
2
λ˜1τuˇσ
uˇ]− ∂rˇm1[λ˜2τ + 1
2
λ˜2τuˇσ
uˇ]−
− ǫ
2
(3gmˇnˇ − δmˇnˇ)
(
[λ˜1mˇ +
1
2
λ˜1mˇuˇσ
uˇ]λ˜2rˇnˇ − [λ˜2mˇ + 1
2
λ˜2mˇuˇσ
uˇ]λ˜1rˇnˇ
)
−
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−ǫ3gmˇnˇ
(
m1mˇ[∂nˇm2rˇ − 1
2
λ˜2rˇnˇ]−m2mˇ[∂nˇm1rˇ − 1
2
λ˜1rˇnˇ] +
+
1
2
[∂mˇm1rˇλ˜2nˇuˇ − ∂mˇm2rˇλ˜1nˇuˇ]σuˇ
)
−
−ǫ3grˇsˇ 3g tˇnˇ ∂tˇ 3gsˇmˇ
(
[m1nˇ − λ˜1nˇ − 1
2
λ˜1nˇuˇσ
uˇ][m2mˇ − λ˜2mˇ − 1
2
λ˜2mˇuˇσ
uˇ]−
−[m2nˇ − λ˜2nˇ − 1
2
λ˜2nˇuˇσ
uˇ][m1mˇ − λ˜1mˇ − 1
2
λ˜1mˇuˇσ
uˇ]
)
,
∫
d3σ [m3H˜ +mrˇ3 3H˜rˇ](τ, ~σ) + λ˜3A(τ)PˆAADM +
1
2
λ˜3AB(τ)Jˆ
AB
ADM =
=
∫
d3σ1d
3σ2
[
m1(τ, ~σ1)m2(τ, ~σ2){H˜(τ, ~σ1), H˜(τ, ~σ2)}+
+ [m1(τ, ~σ1)m
rˇ
2(τ, ~σ2)−m2(τ, ~σ1)mrˇ1(τ, ~σ2)]{H˜(τ, ~σ1), 3H˜rˇ(τ, ~σ2)}+
+ mrˇ1(τ, ~σ1)m
sˇ
2(τ, ~σ2){3H˜rˇ(τ, ~σ1), 3H˜sˇ(τ, ~σ2)}
]
+
+
∫
d3σ
[(
λ˜1A(τ)m2(τ, ~σ)− λ˜2A(τ)m1(τ, ~σ)
)
{PˆAADM , H˜(τ, ~σ)}+
+
(
λ˜1A(τ)m
rˇ
2(τ, ~σ)− λ˜2A(τ)mrˇ1(τ, ~σ)
)
{PˆAADM , 3H˜rˇ(τ, ~σ)}+
+
1
2
(
λ˜1AB(τ)m2(τ, ~σ)− λ˜2AB(τ)m1(τ, ~σ)
)
{JˆABADM , H˜(τ, ~σ)}+
+
1
2
(
λ˜1AB(τ)m
rˇ
2(τ, ~σ)− λ˜2AB(τ)mrˇ1(τ, ~σ)
)
{JˆABADM , 3H˜rˇ(τ, ~σ)}
]
+
+ λ˜1A(τ)λ˜2B(τ){PˆAADM , PˆBADM}+
1
4
λ˜1AB(τ)λ˜2CD(τ){JˆABADM , JˆCDADM}+
+
1
2
(
λ˜1A(τ)λ˜2CD(τ)− λ˜2A(τ)λ˜1CD(τ)
)
{PˆAADM , JˆCDADM}. (15)
This implies:
i) the Poisson brackets of two proper gauge transformations [λ˜iA = λ˜iAB = 0, i=1,2] is a
proper gauge transformation [λ˜3A = λ˜3AB = 0], see Eq.(5);
ii) if N2 = m2, N2rˇ = m2rˇ [λ˜2A = λ˜2AB = 0] correspond to a proper gauge transformation
and N1, N1rˇ [m1 = m1rˇ = 0] to an improper one, then we get a proper gauge transformation
λ˜3A = λ˜3AB = 0,
m3 = −ǫ3grˇsˇ(−12m2sˇλ˜1τ rˇ + ∂rˇm2[λ˜1sˇ + 12 λ˜1sˇuˇσuˇ]),
m3rˇ = −12m2λ˜1τ rˇ + ∂rˇm2[λ˜1τ + 12 λ˜1sˇuˇσuˇ]− ǫ23gmˇnˇ(m2mˇλ˜1rˇnˇ − ∂mˇm2rˇλ˜1nˇuˇσuˇ)−
−ǫ3grˇsˇ 3g tˇnˇ∂tˇ 3gsˇmˇ(m2nˇ[λ˜1mˇ + 12 λ˜1mˇuˇσuˇ]−m2mˇ[λ˜1nˇ + 12 λ˜1nˇuˇσuˇ]),
and Eqs.(15) may be interpreted as saying that the 10 Poincare´ charges are ‘gauge invariant’
and Noether constants of motion
{Pˆ τADM , H˜(τ, ~σ)} = −∂rˇ 3H˜rˇ(τ, ~σ) ≈ 0,
{Pˆ τADM , 3H˜rˇ(τ, ~σ)} = 0,
{Pˆ rˇADM , H˜(τ, ~σ)} = ǫ∂sˇ[3grˇsˇ H˜(τ, ~σ)] ≈ 0,
{Pˆ rˇADM , 3H˜sˇ(τ, ~σ)} = −ǫ∂sˇ 3grˇtˇ(τ, ~σ) 3H˜tˇ(τ, ~σ) +
+ǫ3grˇtˇ(τ, ~σ) 3gsˇwˇ(τ, ~σ)∂tˇ
3gwˇuˇ(τ, ~σ) 3H˜uˇ(τ, ~σ) ≈ 0,
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{Jˆτ rˇADM , H˜(τ, ~σ)} = 2 3H˜rˇ(τ, ~σ)− 2∂sˇ[σrˇ 3H˜sˇ(τ, ~σ)] ≈ 0,
{Jˆτ rˇADM , 3H˜sˇ(τ, ~σ)} = −δrˇsˇ H˜(τ, ~σ) ≈ 0,
{Jˆ rˇsˇADM , H˜(τ, ~σ)} = ǫ∂uˇ
(
[3grˇuˇσsˇ − 3gsˇuˇσrˇ]H˜
)
(τ, ~σ) ≈ 0,
{Jˆ rˇsˇADM , 3H˜wˇ(τ, ~σ)} =
(
(δrˇuˇδ
sˇ
wˇ − δrˇwˇδsˇuˇ)3H˜uˇ(τ, ~σ) +
+σsˇ
[
− ǫ∂wˇ 3grˇtˇ 3H˜tˇ + 3gwˇvˇ 3grˇmˇ∂mˇ 3H˜vˇ
]
(τ, ~σ)−
−σrˇ
[
− ǫ∂wˇ 3gsˇtˇ 3H˜tˇ + 3gwˇvˇ 3gsˇmˇ∂mˇ 3H˜vˇ
]
(τ, ~σ)
)
≈ 0,
⇓
∂τ Pˆ
A
ADM
◦
= {PˆAADM , Hˆ
′
(D)ADM} = {PˆAADM , Hˆ
′
(c)ADM} ≈ 0,
∂τ Jˆ
AB
ADM
◦
= {JˆABADM , Hˆ
′
(D)ADM} = {JˆABADM , Hˆ
′
(c)ADM} ≈ 0. (16)
From Eqs.(16) we see that also the strong Poincare´ charges are constants of motion
[we did not succeeded to show that they are conserved independently from the first class
constraints]
P τADM = Pˆ
τ
ADM +
∫
d3σH˜(τ, ~σ),
P rˇADM = Pˆ
rˇ
ADM +
∫
d3σ 3H˜rˇ(τ, ~σ),
Jτ rˇADM = Jˆ
τ rˇ
ADM +
1
2
∫
d3σσrˇ H˜(τ, ~σ),
J rˇsˇADM = Jˆ
rˇsˇ
ADM +
∫
d3σ[σsˇ 3H˜rˇ(τ, ~σ)− σrˇ 3H˜sˇ(τ, ~σ)],
⇓
∂τ P
A
ADM ≈ 0,
∂τ J
AB
ADM ≈ 0; (17)
iii) the Poisson bracket of two improper gauge transformations [mi = mirˇ = 0, i=1,2] is
an improper gauge transformation with the previous λ˜3A, λ˜3AB and with
m3 = − ǫ2(3grˇsˇ − δrˇsˇ)(λ˜1τ rˇ[λ˜2sˇ + 12 λ˜2sˇuˇσuˇ]− λ˜2τ rˇ[λ˜1sˇ + 12 λ˜1sˇuˇσuˇ]),
m3rˇ = − ǫ2(3gmˇnˇ − δmˇnˇ)([λ˜1mˇ + 12 λ˜1mˇuˇσuˇ]λ˜2rˇnˇ − [λ˜2mˇ + 12 λ˜2mˇuˇσuˇ]λ˜1rˇnˇ).
This implies that the 10 strong Poincare´ charges [and, therefore, also the weak ones] satisfy
the Poincare´ algebra modulo the first class constraints, namely modulo the Hamiltonian
group G¯ of gauge transformations
{Pˆ τADM , Jˆτ rˇADM} = −ǫPˆ rˇADM ,
{Pˆ τADM , Jˆ rˇsˇADM} = 0,
{Pˆ uˇADM , Jˆτ rˇADM} = −ǫδuˇrˇPˆ τADM + ǫ
∫
d3σ[(3guˇrˇ − δuˇrˇ)H˜](τ, ~σ),
{Pˆ uˇADM , Jˆ rˇsˇADM} = −ǫ
[
δuˇsˇPˆ rˇADM − δuˇrˇPˆ sˇADM +
+
∫
d3σ[(3guˇsˇ − δuˇsˇ)3H˜ − (3guˇrˇ − δuˇrˇ)3H˜sˇ](τ, ~σ)
]
,
30
{Jˆτ rˇADM , Jˆτ sˇADM} = ǫJˆ rˇsˇADM ,
{Jˆτ rˇADM , Jˆ uˇvˇADM} = ǫ
[
δrˇuˇJˆτ vˇADM − δrˇvˇJˆτuˇADM −
−
∫
d3σ[
(
σvˇ(3grˇuˇ − δrˇuˇ)− σuˇ(3grˇvˇ − δrˇvˇ)
)
H˜](τ, ~σ)
]
,
{Jˆ rˇsˇADM , Jˆ uˇvˇADM} = −ǫ[δrˇuˇJˆ sˇvˇADM + δsˇvˇJˆ rˇuˇADM − δrˇvˇJˆ sˇuˇADM − δsˇuˇJˆ rˇvˇADM ] +
+ ǫ
∫
d3σ
[(
σsˇ(3grˇvˇ − δrˇvˇ)− σrˇ(3gsˇvˇ − δsˇvˇ)
)
3H˜uˇ +
+
(
σuˇ(3gvˇsˇ − δvˇsˇ)− σvˇ(3guˇsˇ − δuˇsˇ)
)
3H˜rˇ −
−
(
σsˇ(3grˇuˇ − δrˇuˇ)− σrˇ(3gsˇuˇ − δsˇuˇ)
)
3H˜vˇ −
−
(
σuˇ(3grˇvˇ − δrˇvˇ)− σvˇ(3guˇrˇ − δuˇrˇ)
)
3H˜sˇ
]
(τ, ~σ),
⇓
{PˆAADM , PˆBADM} = 0,
{PˆAADM , JˆBCADM} ≈ 4ηACPˆBADM − 4ηABPˆCADM ,
{JˆABADM , JˆCDADM} ≈ −CABCDEF JˆEFADM , (18)
⇓
{PAADM , PBADM} ≈ 0,
{PAADM , JBCADM} ≈ 4ηACPBADM − 4ηABPCADM ,
{JABADM , JCDADM} ≈ −CABCDEF JEFADM , (19)
in accord with Eqs. (9).
In Ref. [6] it is noted that the terms depending on the constraints in Eq.(18) contain
the Hamiltonian version of the supertranslation ambiguity. Indeed, these terms depend on
3grˇsˇ(τ, ~σ) − δrˇsˇ and, by using Eq.(2), this quantity may be rewritten as −1
r
3s˜rˇsˇ(τ, σ
nˇ
r
) +
3g˜rˇsˇ(τ, ~σ) with 3g˜rˇsˇ(τ, ~σ) going to zero at spatial infinity faster than 1/r. Now the objects∫
d3σ 1
r
3s˜rˇsˇ(τ, σ
nˇ
r
)H˜(τ, ~σ) ≈ 0,.... are generators of supertranslations with zero momentum
generalizing those [i.e.
∫
d3σ[sH˜ + srˇ 3H˜](τ, ~σ)] appearing in the Dirac Hamiltonian.
To remove this gauge ambiguity in the Poincare´ algebra and simultaneously to kill the
supertranslations, which forbid the existence of a unique Poincare´ group, the strategy of
Ref. [6] is to add four gauge-fixings to the secondary first class constraints H˜(τ, ~σ) ≈ 0,
3H˜rˇ(τ, ~σ) ≈ 0 to fix a coordinate system and therefore to build a realization of the reduced
phase space. In Appendix B there is a review of the main realizations existing in the
literature for metric gravity (some of them have been already quoted in Section II). In Ref.
[6] one uses the maximal slice condition and harmonic 3-coordinates.
Anderson’s paper [30], quoted in Section II, shows that to have “zero momentum” for the
supertranslations [namely vanishing supertranslation charges arising from the parts s(τ, ~σ),
srˇ(τ, ~σ) of n(τ, ~σ), nrˇ(τ, ~σ)] and also to have well defined Lorentz charges, one needs the
parity conditions in suitable function spaces, which do not imply a strong Poincare´ algebra,
and a class C of coordinate systems of M4 including the gauges corresponding to York QI
gauge conditions. In that paper it is also shown that to preserve the boundary conditions
containing the parity conditions, one has to restrict Diff M4 to the allowed transformations
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DiffI M
4 × P [namely to pseudo-diffeomorphisms tending to the identity in a direction-
independent way at spatial infinity plus the Poincare´ group].
Instead of adding gauge fixings, we shall assume the existence of a restricted class C
of coordinate systems for M4 associated with Eqs.(10) [i.e. corresponding to s(τ, ~σ) =
srˇ(τ, ~σ) =
3trˇsˇ(τ, σ
nˇ
r
) = 0, 3srˇsˇ(τ,
σnˇ
r
) = Mδrˇsˇ] and that the gauge transformations are so
restricted that we cannot leave this class C. The four gauge-fixings then allow to choose a
particular coordinate system in the class C and to get a strong Poincare´ algebra.
Since supertranslations must be absent to have a unique Poincare´ algebra, it must be
s(τ, ~σ) = srˇ(τ, ~σ) = 0, namely n(τ, ~σ) = m(τ, ~σ), nrˇ(τ, ~σ) = mrˇ(τ, ~σ),
in every allowed coordinate system. This suggests that, in a suitable class C of coordi-
nate systems for M4 [then transformed to coordinates adapted to the 3+1 splitting of M4
with a foliation with spacelike leaves Στ , whose allowed coordinates systems are in the previ-
ously defined atlas Cτ ] asymptotic to Minkowski coordinates and with the general coordinate
transformations suitably restricted at spatial infinity so that it is not possible to go out this
class, one should have the following direction-independent boundary conditions for the ADM
variables for r → ∞ [ǫ > 0]
3grˇsˇ(τ, ~σ) = (1 +
M
r
)δrˇsˇ +
3hrˇsˇ(τ, ~σ),
3hrˇsˇ(τ, ~σ) = O(r
−(1+ǫ)),
3Π˜rˇsˇ(τ, ~σ) = 3krˇsˇ(τ, ~σ) = O(r−(2+ǫ)),
N(τ, ~σ) = N(as)(τ, ~σ) + n(τ, ~σ), n(τ, ~σ) = O(r
−(2+ǫ)),
Nrˇ(τ, ~σ) = N(as)rˇ(τ, ~σ) + nrˇ(τ, ~σ), nrˇ(τ, ~σ) = O(r
−ǫ),
N(as)(τ, ~σ) = −λ˜τ (τ)− 1
2
λ˜τ sˇ(τ)σ
sˇ,
N(as)rˇ(τ, ~σ) = −λ˜rˇ(τ)− 1
2
λ˜rˇsˇ(τ)σ
sˇ,
⇒ N(as)A(τ, ~σ) def= (N(as) ; N(as)rˇ )(τ, ~σ) = −λ˜A(τ)− 1
2
λ˜Asˇ(τ)σ
sˇ, (20)
in accord with Regge-Teitelboim [5] and Beig-O’Murchadha [6]. We have assumed the angle-
independent behaviour 3srˇsˇ(τ,
σnˇ
r
) = Mδrˇsˇ,
3trˇsˇ(τ, σ
nˇ
r
) = 0. Since this implies the vanishing
of the ADMmomentum, P rˇADM = 0, we see that the elimination of supertranslations seems to
be connected with a definition of “rest frame” in the asymptotic Dirac coordinates z
(µ)
(∞)(τ, ~σ).
Therefore, the previous boundary conditions on 3g, 3Π˜, are compatible and can be replaced
with the Christodoulou-Klainermann ones of Eq.(1). To have a non-vanishing ADM mo-
mentum one should have 3trˇsˇ(τ, ~σ) = const. δrˇsˇ in Eqs.(3) violating the parity conditions
and creating problems with supertranslations.
However, now Eq.(17) and P rˇADM = 0 imply
Pˆ rˇADM ≈ 0,
P
(µ)
ADM = b
(µ)
(∞)τP
τ
ADM = l
(µ)
(∞)P
τ
ADM ,
Pˆ
(µ)
ADM ≈ l(µ)(∞)Pˆ τADM . (21)
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But, as we have said, these results may be obtained in parametrized Minkowski theories only
after having done the restriction to Wigner-like hypersurfaces by adding 6 suitable gauge
fixing constraints, whose time constancy implies λ˜(µ)(ν)(τ) = 0 so that λ˜AB(τ) = 0.
With these assumptions one has from Eqs.(6) of I the following form of the line element
ds2 = ǫ
(
[N(as) + n]
2 − [N(as)rˇ + nrˇ]3grˇsˇ[N(as)sˇ + nsˇ]
)
(dτ)2 −
− 2ǫ[N(as)rˇ + nrˇ]dτdσrˇ − ǫ 3grˇsˇdσrˇdσsˇ =
= ǫ
(
[N(as) + n]
2(dτ)2 −
3grˇsˇ[3grˇuˇdσ
uˇ + (N(as)rˇ + nrˇ)dτ ][
3gsˇvˇdσ
vˇ + (N(as)sˇ + nsˇ)dτ ]
)
. (22)
The Dirac Hamiltonian without supertranslations is
Hˆ”(c)ADM =
∫
d3σ[(N(as) + n)H˜ + (N(as)rˇ + nrˇ) 3H˜rˇ](τ, ~σ) +
+ λ˜A(τ)P
A
ADM +
1
2
λ˜AB(τ)J
AB
ADM =
=
∫
d3σ[nH˜ + nrˇ 3H˜rˇ](τ, ~σ) + λ˜A(τ)PˆAADM +
1
2
λ˜AB(τ)Jˆ
AB
ADM ,
Hˆ”(D)ADM = Hˆ
”
(c)ADM +
∫
d3σ[λnπ˜
n + λ~nr π˜
r
~n](τ, ~σ) + ζA(τ)π˜
A(τ) + ζAB(τ)π˜
AB(τ), (23)
The conclusion of this discussion is a qualitative indication on the choice of of the special
class C of coordinate systems on M4 and of the function space W [an appropriate weighted
Sobolev space as for Yang-Mills theory [40]] for the field variables 3grˇsˇ(τ, ~σ),
3Π˜rˇsˇ(τ, ~σ),
n(τ, ~σ), nrˇ(τ, ~σ) and for the parameters α(τ, ~σ), αrˇ(τ, ~σ) [of which n(τ, ~σ), nrˇ(τ, ~σ) are special
cases] of allowed proper gauge transformations connected to the identity [the rigid improper
ones have been eliminated and replaced by the new canonical variables λ˜A(τ), λ˜AB(τ)],
generated by the secondary first class constraints.
We must have:
i) The atlas C for M4 equipped with the 3+1 splittings should contain only coordinate
systems approaching the Dirac asymptotic Minkowski rectangular coordinates of Eq.(8) at
spatial infinity in a direction-independent way.
ii) The allowed 3+1 splittings must have the leaves, i.e. the Cauchy spacelike hypersurfaces
Στ , approaching Minkowski hyperplanes at spatial infinity in a direction-independent way.
The leaves Στ ≈ R3 have an atlas Cτ containing the global coordinate systems {σrˇ} in which
Eq.(20) holds.
iii)As a consequence of what has been said and of Eqs.(20), the space W should be defined
by angle (or direction)-independent boundary conditions for the field variables for r → ∞
of the following form:
3grˇsˇ(τ, ~σ)→r→∞ (1 + M
r
)δrˇsˇ +
3hrˇsˇ(τ, ~σ) = (1 +
M
r
)δrˇsˇ + o4(r
−3/2),
3Π˜rˇsˇ(τ, ~σ)→r→∞ 3krˇsˇ(τ, ~σ) = o3(r−5/2),
n(τ, ~σ)→r→∞O(r−(2+ǫ)), ǫ > 0,
nrˇ(τ, ~σ)→r→∞O(r−ǫ), ǫ > 0,
π˜n(τ, ~σ)→r→∞O(r−3),
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π˜rˇ~n(τ, ~σ)→r→∞O(r−3),
λn(τ, ~σ)→r→∞O(r−(3+ǫ)),
λ~nrˇ (τ, ~σ)→r→∞O(r−ǫ),
α(τ, ~σ)→r→∞O(r−(3+ǫ)),
αrˇ(τ, ~σ)→r→∞O(r−ǫ),
⇓
H˜(τ, ~σ)→r→∞O(r−3),
3H˜rˇ(τ, ~σ)→r→∞O(r−3). (24)
With these boundary conditions we have ∂uˇ
3grˇsˇ = O(r
−2) and not O(r−(1+ǫ)) [note that
with this last condition and ǫ < 1/2 it is shown in Ref. [64] that the ADM action (but
in the first order formulation) becomes meaningless since the spatial integral diverges (in
this reference it is also noted that with these boundary conditions adapted to asymptotic
flatness at spatial infinity the Hilbert action may not produce a consistent and finite varia-
tional principle)]; this is compatible with the definition of gravitational radiation given by
Christodoulou and Klainermann, but not with the one of Ref. [65].
In this function spaceW supertranslations are not allowed by definition and proper gauge
transformations generated by the secondary constraints map W into itself. A coordinate-
independent characterization of W should be given through an intrinsic definition of a min-
imal atlas of coordinate charts Cτ of Στ such that the lifts to 3-tensors on Στ in W of the 3-
diffeomorphisms in Diff Στ maps them into them. Therefore, a unique asymptotic Poincare´
group, modulo gauge transformations, is selected. Moreover, in accord with Anderson [30]
also Diff M4 is restricted to DiffI M
4 × P , so to map the class C of coordinate systems
into itself. Now in DiffI M
4×P the allowed proper pseudo-diffeomorphisms DiffI M4 are
a normal subgroup (they go to the identity in an angle-independent way at spatial infinity),
while the Poincare´ group P describes the rigid improper gauge transformations (the non-
rigid improper ones are assumed to be absent) as in the quoted Bergmann proposal. Finally,
following Marolf, the Poincare´ group is not interpreted as a group of improper gauge trans-
formations but only as a source of superselection rules, which however seem to be consistent
only in the rest frame P rˇADM = 0, if we insist on the absence of supertranslations so to have
the possibility to define the ADM spin Casimir.
To summarize this discussion, after the modification of metric gravity at the canonical
level with the addition of the surface integrals and with the primary constraints resulting
from the assumed splitting of the lapse and shift functions, two possible scenarios can be
imagined (for the second one the Lagrangian is unknown):
a) Consider as configurational variables
nA(τ, ~σ) = (n ; nrˇ )(τ, ~σ), λ˜A(τ), λ˜AB(τ),
3grˇsˇ(τ, ~σ),
with conjugate momenta
π˜An (τ, ~σ) = (π˜
n ; π˜rˇ~n )(τ, ~σ) ≈ 0, π˜A(τ) ≈ 0, π˜AB(τ) ≈ 0, 3Π˜rˇsˇ(τ, ~σ)
[the vanishing momenta are assumed to be the primary constraints], and take the following
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Dirac Hamiltonian [it is finite and differentiable] as the defining Hamiltonian:
Hˆ
(1)
(D)ADM =
∫
d3σ[nA H˜A + λnAπ˜An ](τ, ~σ) + λ˜A(τ)PˆAADM +
1
2
λ˜AB(τ)Jˆ
AB
ADM +
+ ζA(τ)π˜
A(τ) + ζAB(τ)π˜
AB(τ), (25)
where nA = (n;nrˇ), H˜A = (H˜ ; 3H˜rˇ ) and where λnA(τ, ~σ) = (λn ; λ~nrˇ )(τ, ~σ), ζA(τ), ζAB(τ),
are Dirac multipliers associated with the primary constraints.
For λ˜AB(τ) = 0, λ˜A(τ) = ǫδAτ , one has Hˆ
(1)
(D)ADM ≈ ǫPˆ τADM [51].
The time constancy of the primary constraints implies the following secondary ones
H˜A(τ, ~σ) ≈ 0 [generators of proper gauge transformations],
PˆAADM ≈ 0, JˆABADM ≈ 0
[either generators of improper gauge transformations (in this case 10 conjugate degrees
of freedom in the 3-metric are extra gauge variables) or, following Marolf’s proposal [45],
defining a superselection sector (like it happens for the vanishing of the color charges for the
confinement of quarks)], all of which are constants of the motion. All the constraints are
first class, so that:
i) λ˜A(τ), λ˜AB(τ) are arbitrary gauge variables conjugate to π˜
A(τ) ≈ 0, π˜AB(τ) ≈ 0;
ii) the physical reduced phase space of canonical metric gravity is restricted to have “zero
asymptotic Poincare´ charges” so that there is no natural Hamiltonian for the evolution in
τ .
This is the natural interpretation of ADM metric gravity which leads to the Wheeler-DeWitt
equation after quantization (see the Conclusions for the problem of time in this scenario)
and, in a sense, it is a Machian formulation of an asymptotically flat noncompact (with
boundary) spacetime M4 in the same spirit of Barbour’s approach [47] and of the closed
(without boundary) Einstein-Wheeler universes. However, in this case there is no solution
to the problem of deparametrization of metric gravity and no connection with parametrized
Minkowski theories restricted to spacelike hyperplanes.
Let us remark that the scenario a) corresponds to the exceptional orbit PˆAADM = 0 of the
asymptotic Poincare´ group.
b) According to the suggestion of Dirac, modify ADM metric gravity by adding the 10
new canonical pairs x
(µ)
(∞)(τ), p
(µ)
(∞), b
(µ)
(∞)A(τ), S
(µ)(ν)
∞ [with the previously given Dirac brackets
implying the orthonormality constraints for the b’s] to the metric gravity phase space with
canonical basis nA(τ, ~σ) = (n ; nrˇ )(τ, ~σ), π˜
A
n (τ, ~σ) = (π˜
n; π˜rˇ~n) ≈ 0 (the primary constraints),
3grˇsˇ(τ, ~σ),
3Π˜rˇsˇ(τ, ~σ), and then:
i) add the 10 new primary constraints
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χA = pA(∞) − PˆAADM = bA(∞)(µ)(τ)[p(µ)(∞) − b(µ)(∞)B(τ)PˆBADM ] ≈ 0,
χAB = JAB(∞) − JˆABADM = bA(∞)(µ)(τ)bB(∞)(ν)(τ)[S(µ)(ν)(∞) − b(µ)(∞)C(τ)b(ν)(∞)D(τ)JˆCDADM ] ≈ 0,
{χA, χBC} ≈ 4ηACχB − 4ηABχC ≈ 0 , {χA, χB} ≈ 0,
{χAB, χCD} ≈ −CABCDEF χEF ≈ 0.
{χA(τ), π˜Dn (τ, ~σ)} = {χAB(τ), π˜Dn (τ, ~σ)} = 0,
{χA(τ), H˜D(τ, ~σ)} ≈ 0, {χAB(τ), H˜D(τ, ~σ)} ≈ 0,
where pA(∞) = b
A
(∞)(µ)p
(µ)
(∞), J
AB
(∞) = b
A
(∞)(µ)b
B
(∞)(ν)S
(µ)(ν)
(∞) [remember that p
A
(∞) and J
AB
(∞) sat-
isfy a Poincare´ algebra];
ii) consider λ˜A(τ), λ˜AB(τ), as Dirac multipliers [like λnA(τ, ~σ)] for these 10 new primary
constraints, and not as configurational (arbitrary gauge) variables coming from the lapse
and shift functions [so that there are no conjugate momenta π˜A(τ), π˜AB(τ) and no asso-
ciated Dirac multipliers ζA(τ), ζAB(τ)], in the assumed Dirac Hamiltonian [it is finite and
differentiable]
H(D)ADM =
∫
d3σ[nAH˜A + λnAπ˜An ](τ, ~σ)−
− λ˜A(τ)[pA(∞) − PˆAADM ]−
1
2
λ˜AB(τ)[J
AB
(∞) − JˆABADM ] ≈ 0, (26)
Now the reduced phase space is the ADM one and there is consistency with Marolf’s
proposal regarding superselection sectors: on the ADM variables there are only the secondary
first class constraints H˜A(τ, ~σ) ≈ 0 [generators of proper gauge transformations], because
the other first class constraints pA(∞)−PˆAADM ≈ 0, JAB(∞)− JˆABADM ≈ 0 do not generate improper
gauge transformations but eliminate 10 of the extra 20 variables. One has an asymptotically
flat at spatial infinity noncompact (with boundary S∞) spacetime M4 with non-vanishing
asymptotic Poincare´ charges and the possibility to deparametrize metric gravity so to obtain
the connection with parametrized Minkowski theories restricted to spacelike hyperplanes
[more exactly to Wigner hyperplanes due to the rest-frame condition P rˇADM = 0 forced by
the elimination of supertranslations].
While the gauge-fixings for the primary constraints Π˜An (τ, ~σ) ≈ 0 and the resulting ones
for the secondary ones H˜A(τ, ~σ) ≈ 0, implying the determination of the λnA(τ, ~σ), follow the
scheme outlined at the end of Section V of I and in the Conclusions of II, one has to clarify
the meaning of the gauge-fixings for the extra 10 first class constraints.
Let us remark that the line element ds2 of Eq.(22) becomes asymptotically at spatial
infinity
ds2(as) = ǫ
(
[N2(as) − ~N2(as)](dτ)2 − 2 ~N(as) · dτd~σ − d~σ2
)
+O(r−1) =
= ǫ
([
λ˜2τ − ~˜λ
2
+ (λ˜τ λ˜τs − λ˜rλ˜rs)σs + 1
4
(λ˜τuλ˜τv − λ˜ruλ˜rv)σuσv
]
(dτ)2 +
+ 2(λ˜r +
1
2
λ˜rsσ
s)dτdσr − d~σ2
)
+O(r−1) =
= ǫ
(
[λ˜2τ − ~˜λ+ 2(λ˜τ
as
c2
+ ǫsruλ˜r
ωu
c
)σs +
1
c2
(
auav
c2
+ ωuωv − δuv~ω2)σuσv](dτ)2 +
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+ 2[λ˜r − ǫrsuσsω
u
c
]dτdσr − d~σ2
)
+O(r−1),
λ˜τr(τ) = 2
ar(τ)
c2
, acceleration,
λ˜rs(τ) = −2ǫrsuω
u(τ)
c
, angular velocity of rotation. (27)
Since we have x˙(µ)s (τ)
◦
= b
(µ)
(∞)Aλ˜
A(τ), it follows that for λ˜τ (τ) = ǫ, λ˜r(τ) = 0, the origin
moves with 4-velocity (ǫ;~0) and has attached an accelerated rotating coordinate system [66]:
ds2(as) =
4ηABdσ
AdσB+ 1
c2
[2~a·~σ+(auav
c2
+ωuωv−δuv~ω2)σuσv](dτ)2−2ǫrsuσs ωu
c
dτdσu+O(r−1),
which becomes inertial when λ˜AB(τ) = 0.
To go to the Wigner-like hypersurfaces [the analogue of the Minkowski Wigner hyper-
planes with the asymptotic normal l
(µ)
(∞) = l
(µ)
(∞)Σ parallel to Pˆ
(µ)
ADM (i.e. l
(µ)
(∞) = b
(µ)
(∞)τ =
Pˆ
(µ)
ADM/
√
ǫPˆ 2ADM); see Eqs.(21)] one follows the procedure defined for Minkowski spacetime:
i) one restricts oneself to spacetimes with ǫp2(∞) =
4η(µ)(ν)p
(µ)
(∞)p
(ν)
(∞) > 0 [this is possible,
because the positivity theorems for the ADM energy imply that one has only timelike or
light-like orbits of the asymptotic Poincare´ group];
ii) one boosts at rest b
(µ)
(∞)A(τ) and S
(µ)(ν)
(∞) with the Wigner boost L
(µ)
(ν)(p(∞),
◦
p(∞));
iii) one adds the gauge-fixings b
(µ)
(∞)A(τ) ≈ L(µ)(ν)=A(p(∞),
◦
p(∞)) = ǫ
(µ)
A (u(p(∞))) [with
u(µ)(p(∞)) = p
(µ)
(∞)/±
√
ǫp2(∞)] and goes to Dirac brackets.
In this way one gets
S
(µ)(ν)
(∞) ≡ ǫ(µ)C (u(p(∞)))ǫ(ν)D (u(p(∞)))JˆCDADM = S(µ)(ν)ADM and
z
(µ)
(∞)(τ, ~σ) = x
(µ)
(∞)(τ) + ǫ
(µ)
r (u(p(∞)))σ
r.
The origin x
(µ)
(∞) is now replaced by the not covariant “external” center-of-mass canonical
variable
x˜
(µ)
(∞) = x
(µ)
(∞) +
1
2
ǫA(ν)(u(p(∞)))ηAB
∂ǫB
(ρ)
(u(p(∞)))
∂p(∞)(µ)
S
(ν)(ρ)
(∞)
and one has
J
(µ)(ν)
(∞) = x˜
(µ)
(∞)p
(ν)
(∞) − x˜(ν)(∞)p(µ)(∞) + S˜(µ)(ν)(∞)
with S˜
(µ)(ν)
(∞) = S
(µ)(ν)
(∞) − 12ǫA(ρ)(u(p(∞)))ηAB(
∂ǫB
(σ)
(u(p(∞)))
∂p(∞)(µ)
p
(ν)
(∞) −
∂ǫB
(σ)
(u(p(∞)))
∂p(∞)(ν)
p
(µ)
(∞))S
(ρ)(σ)
(∞) .
As in the Minkowski case one defines
S¯AB(∞) = ǫ
A
(µ)(u(p(∞)))ǫ
B
(ν)(u(p(∞)))S˜
(µ)(ν)
(∞)
37
and one obtains at the level of Dirac brackets
S¯ rˇsˇ(∞) ≡ Jˆ rˇsˇADM ,
λ˜AB(τ) = 0,
−λ˜A(τ)χA = −λ˜A(τ)ǫA(µ)(u(p(∞)))[p(µ)(∞) − ǫ(µ)B (u(p(∞)))PˆBAM ] =
= −λ˜A(τ)ǫA(µ)(u(p(∞)))[u(µ)(p(∞))(ǫ(∞) − Pˆ τADM)− ǫ(µ)rˇ (p(∞))Pˆ rˇADM ] =
= −λ˜τ (τ)[ǫ(∞) − Pˆ τADM ] + λ˜rˇ(τ)Pˆ rˇADM ,
⇒ ǫ(∞) − Pˆ τADM ≈ 0, Pˆ rˇADM ≈ 0. (28)
in accord with Eqs.(21).
Therefore, on the Wigner-like hypersurfaces [they will be named Wigner-Sen-Witten
hypersurfaces in the next Section and define the intrinsic asymptotic rest frame of the grav-
itational field; strictly speaking, the absence of supertranslations makes the scenario b) fully
consistent only on these hypersurfaces], the remaining four extra constraints are:
Pˆ rˇADM ≈ 0,
ǫ(∞) =
√
ǫp2(∞) ≈ Pˆ τADM ≈MADM =
√
ǫPˆ 2AM .
Now the spatial indices have become spin-1 Wigner indices [they transform with Wigner
rotations under asymptotic Lorentz transformations]. As said for parametrized theories in
Minkowski spacetime, in this special gauge 3 degrees of freedom of the gravitational field
become gauge variables, while x˜
(µ)
(∞) becomes a decoupled observer with his clock near spa-
tial infinity. These 3 degrees of freedom represent an “internal” center-of-mass 3-variable
~σADM [
3g, 3Π˜] inside the Wigner-Sen-Witten hypersurface; σrˇ = σrˇADM is a variable represent-
ing the “center of mass” of the 3-metric of the slice Στ of the asymptotically flat spacetime
M4 and is obtainable from the weak Poincare´ charges with the group-theoretical methods
of Ref. [58] as it is done in Ref. [59] for the Klein-Gordon field on the Wigner hyperplane.
Due to Pˆ rADM ≈ 0 we have
σrADM ≈ −JˆτrADM/Pˆ τADM ,
so that ~σADM ≈ 0 is equivalent to the requirement that the ADM boosts vanish.
When ǫPˆ 2ADM > 0, with the asymptotic Poincare´ Casimirs Pˆ
2
ADM , Wˆ
2
ADM one can build
the Mo¨ller radius ρAMD =
√
−ǫWˆ 2ADM/Pˆ 2ADMc, which is an intrinsic classical unit of length
like in parametrized Minkowski theories, to be used as an ultraviolet cutoff in a future
attempt of quantization [67].
By going from x˜
(µ)
(∞) [the non-covariant variable replacing x
(µ)
(∞) after going to Dirac brack-
ets with respect to the previous six pairs of second class constraints] and p
(µ)
(∞) to the canonical
basis [10]
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T(∞) = p(∞)(µ)x˜
(µ)
(∞)/ǫ(∞) = p(∞)(µ)x
(µ)
(∞)/ǫ(∞),
ǫ(∞),
z
(i)
(∞) = ǫ(∞)(x˜
(i)
(∞) − p(i)(∞)x˜(o)(∞)/p(o)(∞)),
k
(i)
(∞) = p
(i)
(∞)/ǫ(∞) = u
(i)(p
(ρ)
(∞)),
one finds that the final reduction requires the gauge-fixings
T(∞) − τ ≈ 0 and σrˇADM ≈ 0.
Since {T(∞), ǫ(∞)} = −ǫ, with the gauge fixing T(∞) − τ ≈ 0 one gets λ˜τ (τ) ≈ ǫ, and
the final Dirac Hamiltonian is
HD =MADM + λ˜rˇ(τ)Pˆ
rˇ
ADM , MADM ≈ Pˆ τADM , (29)
withMADM [the ADM mass of the universe] the natural physical Hamiltonian to reintroduce
an evolution in T(∞) ≡ τ : namely in the rest-frame time identified with the parameter τ
labelling the leaves Στ of the foliation of M
4. See the Conclusions for comments on the
problem of time in general relativity.
The final gauge fixings σrˇADM ≈ 0 imply λ˜rˇ(τ) ≈ 0, HD = MADM and a reduced theory
with the “external” center-of-mass variables z
(i)
(∞), k
(i)
(∞) decoupled [therefore the choice of the
origin x
(µ)
(∞) becomes irrelevant] and playing the role of a “point particle clock” for the time
T(∞) ≡ τ [see the Conclusions]. There would be a weak form of Mach’s principle, because
only relative degrees of freedom would be present. That MADM is the correct Hamiltonian
for getting a τ -evolution equivalent to Einstein’s equations in spacetimes asymptotically flat
at spatial infinity is also shown in Ref. [68].
The condition λ˜AB(τ) = 0 with λ˜τ (τ) = ǫ, λ˜r(τ) = 0 means that at spatial infinity
there are no local (direction dependent) accelerations and/or rotations [~a = ~ω = 0]. The
asymptotic line element is
ds2 = ǫ
(
[1− ~˜λ
2
(τ)](dτ)2 + 2λ˜r(τ)dτdσ
r − d(~σ)2
)
+O(r−1)
= ǫ
(
4ηABdσ
AdσB − ~˜λ
2
(τ)(dτ)2 + 2
~˜
λ(τ) · dτd~σ
)
+O(r−1),
which, for ~˜λ(τ) = 0 reduces to the line element of an inertial system near spatial infin-
ity [“preferred asymptotic inertial observers”].
The asymptotic rest-frame instant form realization of the Poincare´ generators becomes
(no more reference to the boosts JˆτrADM)
ǫ(∞) = MADM ,
p
(i)
(∞),
J
(i)(j)
(∞) = x˜
(i)
(∞)p
(j)
(∞) − x˜(j)(∞)p(i)(∞) + δ(i)rˇδ(j)sˇJˆ rˇsˇADM ,
J
(o)(i)
(∞) = p
(i)
(∞)x˜
(o)
(∞) −
√
M2ADM + ~p
2
(∞)x˜
(i)
(∞) −
δ(i)rˇJˆ rˇsˇADMδ
(sˇ(j)p
(j)
(∞)
MADM +
√
M2ADM + ~p
2
(∞)
. (30)
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IV. WIGNER-SEN-WITTEN 3-SURFACES.
In the previous Section the splitting from the lapse and shift functions of their asymptotic
parts [corresponding to improper gauge transformations like in Yang-Mills theory] and the
assumed form of these asymptotic parts can be interpreted as a restriction on the foliations
realizing the 3+1 splittings of the spacetime M4 [their leaves Στ must tend to Minkowski
spacelike hyperplanes at spatial infinity in a way independent from the direction]. This split-
ting of the lapse and shift functions is equivalent, inside parametrized Minkowski theories,
to the gauge-fixings z(µ)(τ, ~σ) − x(µ)(τ) − b(µ)r (τ)σr ≈ 0, which restrict arbitrary spacelike
hypersurfaces to spacelike hyperplanes. The non asymptotic part of lapse and shift functions
n(τ, ~σ) = m(τ, ~σ), nr(τ, ~σ) = mr(τ, ~σ), [after having put s(τ, ~σ) = srˇ(τ, ~σ) = 0 to kill super-
translations] are fields (vanishing at spatial infinity) on the hypersurfaces Στ associated to
these restricted foliations of M4 [which can be called ‘Minkowski-compatible’; they become
foliations with spacelike hyperplanes of the Minkowski spacetime in rectangular coordinates
when G = 0], which describe local deformations of these hypersurfaces.
Therefore, the boundary conditions defined in the previous Section and the connection
with parametrized Minkowski theories restricted to spacelike hyperplanes, show that there
exist special families of spacelike hypersurfaces Στ , diffeomorphic to R
3, in our class of
asymptotically flat spacetimes M4, which enjoy the same formal properties of spacelike hy-
perplanes in Minkowski spacetime [i.e. given an origin on each one of them and an adapted
tetrad at this origin, there is a natural parallel transport so that one can uniquely define the
adapted tetrads in all points of Στ starting from the given adapted one at the origin] and
which asymptotically agree with Minkowski spacelike hyperplanes. They correspond to the
“non-flat preferred observers of Bergmann [3] (see also the Conclusions of II), namely there
would be a set of “privileged observers” (privileged tetrads adapted to Στ ) of “geometrical
nature” (since they depend on the intrinsic and extrinsic geometry of Στ ; on the solutions
of Einstein’s equations they also acquire a “dynamical nature” depending on the configu-
ration of the gravitational field itself) and not of “static nature” like in the approaches of
Mo¨ller [69], Pirani [70] and Goldberg [71]. These privileged observers are associated with
the existence of the asymptotic Poincare´ charges. A posteriori, namely after having solved
Einstein’s equations, one could try to use these “geometrical and dynamical” privileged ob-
servers (privileged non-holonomic coordinate systems replacing the rectangular Minkowski
coordinates of the flat case) in the same way as, in metric gravity, are used the “bimetric
theories”, like the one of Rosen [72], with a set of privileged static non-flat background met-
rics. Since a congruence of timelike preferred observers means a tetrad field adapted to Στ ,
tetrad gravity is again preferred to metric gravity (the other reason being the fermion fields
associated with matter). This congruence of timelike preferred observers[with asymptotic
inertial observers when λ˜A(τ) = (ǫ;~0) and λ˜AB(τ) = 0, see the end of previous Section]
is a non-Machian element of these noncompact spacetimes. The asymptotic worldlines of
the congruence may replace the static concept of “fixed stars” in the study of the preces-
sional effects of gravitomagnetism on gyroscopes (dragging of inertial frames) and seem to
be naturally connected with the definition of post-Newtonian coordinates (they require some
concept of center of mass in their definition) [119].
Even if we do not have a characterization [like z(µ)(τ, ~σ) = x(µ)(τ) + b(µ)r (τ)σ
r for
Minkowski hyperplanes] of the hypersurfaces Στ corresponding to arbitrary spacelike hy-
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perplanes in Minkowski spacetime and asymptotic to them in a direction-independent way
at spatial infinity, we will see in this Section that the special families of hypersurfaces Στ
(denoted WSW, for Wigner-Sen-Witten, in the following), corresponding to the Wigner hy-
perplanes orthogonal to the 4-momentum of an isolated system and automatically selected
by the requirement of absence of supertranslations, can be defined as those hypersurfaces
having a certain rule of parallel transport and certain preferred adapted tetrad fields whose
direction-independent value near spatial infinity is a tetrad whose timelike component is an
angle-independent normal vector to Στ at spatial infinity l
(µ)
(∞) = l
(µ)
(∞)Σ, [it is tangent to S∞],
and is parallel to Pˆ
(µ)
ADM (namely Pˆ
(µ)
ADM is normal to Στ at spatial infinity) as required by
Eqs.(21) . Moreover, there are well defined equations determining these preferred adapted
tetrads.
This picture can be obtained by putting together partial results of various authors.
Ashtekar and Horowitz [73] pointed out the existence in metric gravity of a privileged fam-
ily of lapse and shift functions, which can be extracted by the spinorial demonstration of
Witten [74] of the positivity of the ADM energy (see Appendix C for a review of spinors on
M4 and on Στ ). In our approach this family can be replaced by a different one determined
by gauge-fixings implying λ˜AB(τ) = 0: this is the final condition of absence of supertrans-
lations, see Eqs.(21). Then, Frauendiener [75] translated this fact in terms of privileged
geometric adapted tetrads on each Στ of this set of spacelike hypersurfaces, enjoying the
same properties of tetrads adapted to Minkowski spacelike hyperplanes (he starts from the
Sen-Witten equation [74,76–79] and uses ideas based on the Sparling 3-form [80,81]).
Let us review these arguments in more detail:
i) In his demonstration of the positivity energy theorem [i.e. PADM,(µ)n
(µ) ≥ 0 for all
future pointing null vectors (n2 = 0), which implies PADM,(µ)n
(µ) ≥ 0 for all future pointing
asymptotic either timelike or null translations, with n(µ) = limr→∞ σ(µ)A˜A˜′ξ
A˜ξA˜
′ ≡ ξA˜ξA˜′
(by the usual identification of spinor and tensor indices (µ) ≡ A˜A˜′) for some SU(2) spinor
field on Στ ], Witten [74] introduced SU(2) spinor fields on Στ [see also Refs. [82,64]]. In
the reformulation using the so called Nester-Witten 2-form F (ξ) [82], defined on the total
space of the spin bundle over M4 as F (ξ) = iσA˜A˜
′
(µ) ξ¯A˜′
4∇(ν)ξA˜dx(µ) ∧ dx(ν), one can show
that PADM,(µ)n
(µ) = limr→∞2k
∫
Στ F (ξ) = 2k
∫
S2τ,∞
dF (ξ). As first noted by Sparling [80]
(see also the last chapter of Vol.2 of Ref. [79]) there is a 3-form Γ on the spin bundle, the so
called Sparling 3-form, such that
Γ = dF − 1
2
nµ 4GµνX
ν
[Xµ = 1
6
ǫµαβγdx
α ∧ dxβ ∧ dxγ ]; therefore, the vacuum Einstein equations can be charac-
terized by dΓ = 0. In presence of matter Einstein equations give Γ
◦
= dF − k
2
nµ 4TµνX
ν ,
so that PADM,(µ)n
(µ) ◦=2k
∫
S2τ,∞
(Γ + k
2
nµ 4TµνX
ν). Using the dominant energy condition [83]
for the positivity of the second term, one can arrive at the result PADM,(µ)n
(µ) ≥ 0 if the
SU(2) spinor ξA˜ [n(µ) ≡ ξA˜ξ¯A˜′ ] satisfies the elliptic Sen-Witten equation for the noncompact
hypersurface Στ [see Eq.(C2)]
41
3DA˜B˜ψB˜ = 3∇˜A˜B˜ψB˜ +
1
2
√
2
3KψA˜ = 0. (31)
As stressed by Frauendiener and Mason [81], the Sparling 3-form is a Hamiltonian density
for canonical general relativity (see also Ref. [84] on this point), while, when used quasi-
locally, the 2-form F gives rise to Penrose’s formula [85] for the angular momentum twistor
of the quasi-local mass construction.
As further evidence that these ideas are required for treatment of conserved quantities
in general relativity, it can be shown that the Sparling 3-form can be extended to be one
of a collection of 3-forms “on the bundle of general linear frames” which, when pulled back
to spacetime, give rise to classical formulae for the “pseudo-energy-momentum tensor” of
the gravitational field [86] [see Ref. [87] for the Einstein complex, Ref. [62] for the Landau-
Lifschitz one and Ref. [88] for a review]. See also Ref. [89], where the Sparling 3-form is
studied in arbitrary dimension and where it is contrasted with Yang-Mills theory. In Ref.
[90] there is the relationship of the Sparling 3-form to the spin coefficient formalism. These
papers show the connection of the Poincare´ charges with the standard theory of the Komar
superpotentials and of the energy-momentum pseudotensors, which is reviewed in Appendix
D.
See Refs. [91,73] for the existence of solutions of the Sen-Witten equation on noncompact
spacelike hypersurfaces [for non-spacelike ones see the last chapter of Vol.2 in Ref. [79], its
references and Ref. [92]]. See Refs. [93] for the non-unicity of Witten’s positivity proof as
first noted in Ref. [94]: other equations different from the Sen-Witten one can be used in
variants of the proof.
In particular, in the paper of Reula in Ref. [91], used in Ref. [75], the problem of the
existence of solutions of the Sen-Witten equation (31) has been formalized in the following
way. An “initial data set” (Στ ,
3grs,
3Krs) for Einstein’s equations consists of a 3-dimensional
manifold Στ without boundary equipped with a positive definite 3-metric
3grs and a second
rank, symmetric tensor field 3Krs. For simplicity it is assumed that Στ is diffeomorphic to
R3 and that 3grs and
3Krs are C
∞ (i.e. smooth) tensor fields on Στ . An initial data set is
said to satisfy the “local energy condition” if the quantities
µ = 1
2
[3R + 3Krs
3Krs − (3K)2] and Jµ = ∂ν [3Kµν − 3gµν 3K]
[i.e. [3R − ǫ
2k
√
γ
H˜](τ, ~σ) and [−{1
2
3H˜r + 3Γrsu 3Π˜su + 3Π˜rs∂sln√γ}/√γ](τ, ~σ) in the ADM
canonical metric gravity formalism (Section V of I)] satisfy
µ ≥ | JµJµ |1/2.
An initial data set is “asymptotically flat” if one can introduce an asymptotically Eu-
clidean coordinate system such that 3grs − δrs = O(r−1) and ∂u 3grs = O(r−2) for r → ∞
and, moreover, 3Krs = O(r
−2) and 3Rrs = O(r−3) for r → ∞ [they are compatible with
Christodoulou-Klainermann Eqs.(1)]. Then one has the following existence theorem(see also
Ref. [73]):
If (Στ ,
3grs,
3Krs) is an initial data set that satisfies the local energy condition and is asymp-
totically flat, then for any spinor field ψA˜o that is “asymptotically constant” (i.e. ∂rψ
A˜
o = 0
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outside a compact subset of Στ ; see also Ref. [92]) there exists a spinor field ψ
A˜ satisfying
the Sen-Witten equation (31) and such that ψA˜ = ψA˜o +O(r
−1) at spatial infinity.
ii) In Ref. [73], Ashtekar and Horowitz note that the Sen-Witten equation enables one
to transport rigidly constant spinors at infinity to the interior of the 3-manifold on which
the initial data are defined. By “taking squares” of the Sen-Witten spinors one can con-
struct a “preferred” family of lapse and shifts and interpret them as the projections of 4-
dimensional null evolution vector fields zµτ (τ, ~σ) = [Nl
µ+Nµ](τ, ~σ), Nµ(τ, ~σ) = [zµrN
r](τ, ~σ),
[lµNµ](τ, ~σ) = 0, z
2
τ (τ, ~σ) = 0, obtained by transporting rigidly the spacetime asymptotic
translations at spatial infinity. The preferred family correspond to a “gauge fixing prescrip-
tion” for lapse and shift functions. Next it is shown that, on the phase space of general
relativity, one can compute Hamiltonians corresponding to these lapse and shifts. Although
these Hamiltonians have a complicated form in terms of the usual canonical variables (in-
volving volume and surface integrals), they are simply the volume integrals of squares of
derivatives of the Witten spinors. In particular, the Hamiltonians generating Witten-time
translations are manifestly positive and differentiable.
To define the preferred 4-parameter family of lapses and shifts, they proceed as follow.
Since Sen-Witten’s equation enables one to “transport” constant spinors ψA˜o at infinity to
the “interior” of Στ [the rotation of the spinor at infinity causes a rigid rotation on the
entire spinor field], consequently, there is available on Στ a “distinguished” complex 2-
dimensional vector space of asymptotically constant spinor fields ψA˜. With each of these
spinor fields ψA˜ we shall associate a lapse-shift pair (N,Nµ) given by N ≡ ψ+ A˜ψA˜ and
Nµ ≡ −i√2ψ+(A˜ψB˜). Let αA˜ and βA˜ be two linearly independent Witten transported
spinor fields. Then, by consecutively substituting αA˜, βA˜, (αA˜+ βA˜) and (αA˜+ iβA˜) for ψA˜
in the above prescription, one obtains 4 pairs (N(k), N
µ
(k)) with (k) = 1, 2, 3, 4, of lapse-shifts
pairs each of which defines an asymptotic null translation. Consider the real 4-dimensional
vector space generated by these pairs: this space is independent of the initial choice of αA˜
and βA˜. This is the preferred family of lapses and shifts. Each element of this family defines
an asymptotic translation and is, in turn, determined by this translation.
These expressions are essentially spinorial, i.e. they depend on the phases of the indi-
vidual spinors whereas the original lapse-shift vector did not . It is essential for a coherent
point of view, therefore, to regard the spinors as fundamental, and the lapse-shift vector as
derived (this requires supergravity, which motivated Witten, but is not justified in ordinary
gravity). The Witten argument required that the phases of the spinors making up the null
lapse-shift vector be assumed to be asymptotically constant along with the lapse-shift vector:
without this, the argument fails.
In terms of vectors, given a “tetrad” at infinity, it is noted in Ref. [73]that the SL(2,C)
Sen-Witten equation then provides us with a tetrad field everywhere on Στ . If we rotate the
tetrad at infinity, the entire field rotates rigidly by the same amount; the freedom is that of
global rather than local Lorentz transformations. It is in this sense that we have a “gauge
fixation procedure”. Note, however, that the preferred tetrad fields depend on the choice
of the variables (3grs,
3Krs) on Στ ; if we change the metric
3grs near Στ , the tetrad fields
change.
It can also be shown [73] that if 3T µ is a vector field tangent to Στ (not necessarily
spacelike) with asymptotic value 3T µ(∞), then
3T µ is timelike (respectively, null, spacelike)
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everywhere, if 3T µ(∞) is timelike (respectively, null, spacelike) at infinity.
Then, in Ref. [73] it is noted that, if (M4, 4η(µ)(ν)) is the Minkowski spacetime, then, since
the constant spinor fields in it automatically satisfy Sen-Witten equation, for any choice of
Στ , the transport of translations at infinity yields the translational Killing fields everywhere
on M4. In a generic spacetime, however, the transport is tied to the choice of Στ . Thus,
it is only when we are given a foliation of a generic spacetime that we can obtain 4 vector
fields everywhere on the spacetime, and they “depend” on the choice of the foliation. The
transport is well suited to the canonical framework, however, because in this framework one
deals only with 3-surfaces.
iii) All these results can be rephrased in our language, by noting that the family of pre-
ferred lapse and shift functions of Ref. [73] could be replaced with the family which can be
obtained from Eq.(20) when λ˜AB(τ) = 0 so that N(as)A(τ, ~σ) = N(as)A(τ) = −λ˜A(τ). Our 4
arbitrary functions λ˜A(τ) give the same multiplicity as in the previous spinorial construction
without relying on the special null evolution vectors needed in it. Therefore, in our approach,
the “gauge-fixing prescription” for selecting the preferred family of lapse and shifts becomes
the requirement of absence of supertranslations according to Eqs.(21), i.e. λ˜AB(τ) = 0. But
this implies Pˆ
(µ)
ADM ≈ l(µ)(∞)Pˆ τADM and, as a consequence, the allowed foliations and their leaves,
i.e. the spacelike hypersurfaces Στ , could be called “Wigner-Sen-Witten” (WSW) foliations
and spacelike hypersurfaces, being the analogues of the Wigner foliations and spacelike hy-
perplanes of the parametrized Minkowski theories.
iv) The final step, also to justify our change of the family of lapse and shift functions, is
to eliminate completely any reference to spinors and to reformulate the properties of these
WSW spacelike hypersurfaces Στ only in terms of triads on Στ and adapted tetrads (see
Section III of I for the transition to general tetrads). This has been done in Ref. [75], where
Frauendiener , exploiting the fact that there is a unique (up to a global sign) correspondence
between a spinor and a triad on a spacelike hypersurface, derives the necessary and sufficient
conditions that have to be satisfied by a triad in order to correspond to a spinor that satisfies
the Sen-Witten equation.
Given a SU(2) spinor ψA˜, one constructs the symmetric object ψA˜ψB˜, which corresponds
to a spatial 3-vector 3mµ (instead, a SL(2,C) spinor corresponds to a selfdual bivector [79]);
this vector is complex and null: 3mµ
3mµ = 0. Conversely, every complex spatial null vector
defines a SU(2) spinor ψA˜ up to a sign. The spinor
√
2ψ† (A˜ ψB˜) is real and corresponds to
a 3-vector 3uµ orthogonal to 3mµ,
3mµ
3uµ = 0. Writing 3mµ = 1√
2
(3xµ + i 3yµ) and defining
a = ψ†
A˜
ψA˜, one gets 3xµ 3yµ =
3xµ 3uµ =
3yµ 3uµ = 0,
3xµ 3xµ =
3yµ 3yµ =
3uµ 3uµ = −ǫa2.
Therefore, going to the holonomic basis of Στ , one has
3ur = − 1
a
ǫruv 3xu 3yv and one can
define an oriented triad 3e
(W )r
(a) on Στ :
3e
(W )r
(1) =
3xr, 3e
(W )r
(2) =
3yr, 3e
(W )r
(3) =
3ur. Since the
SU(2) spinor i
√
2∂(A˜
B˜ ψC˜) B˜ corresponds to the curl ǫ
ruv∂u 3vv of a 3-vector 3vr, one can use
the Sen-Witten equation for ψA˜ to get an equation for vA˜B˜ = ψA˜ψB˜ ≡ 3mµ. Since the Sen-
Witten equation corresponds to 4 real equations for 4 real unknown, two of the 6 equations
for 3mµ cannot be independent and generate constraints on the triad. The final result is
that to each solution ψA˜ of the Sen-Witten equation it corresponds a triad on the WSW
hypersurface Στ , satisfying a certain cyclic condition, with two divergence free 3-vectors
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and with the third one having a non-vanishing divergence proportional to the trace of the
extrinsic curvature of Στ [on a maximal WSW hypersurface (
3K = 0) all three vectors are
divergence free ]
3∇r 3e(W )r(1) = 3∇r 3e(W )r(2) = 0,
3∇r 3e(W )r(3) = −α3K,
3e
(W )r
(1)
3e
(W )s
(3)
3∇r 3e(W )(2)s + 3e(W )r(3) 3e(W )s(2) 3∇r 3e(W )(1)s + 3e(W )r(2) 3e(W )s(1) 3∇r 3e(W )(3)s = 0. (32)
There is a 2-1 correspondence between solutions to the Sen-Witten equation and such triad
fields on the WSW Στ . It may be checked that the 4-dimensional freedom in the choice of
a spinor at one point (at spatial infinity) implies that a triad satisfying these conditions is
unique up to global frame “rotations” and “homotheties”. In this sense, the geometry of an
initial data set “uniquely” determines a “triad” and hence together with the associated sur-
face normal [l
(µ)
(∞) = l
(µ)
(∞)Σ parallel to Pˆ
(µ)
ADM at spatial infinity] an “adapted tetrad”
4
(Σ)Eˇ
(W )(µ)
A
in spacetime according to Eq.(40) of I [with N,N r given by Eq.(20) with λ˜AB(τ) = 0]. We
may call these triads “geometrical triads”. In Ref. [75] it is shown: 1) these triads do not
exist for compact Στ ; 2) with nontrivial topology for Στ there can be less than 4 real solu-
tions and the triads cannot be build; 3) the triads exist for asymptotically null surfaces, but
the corresponding tetrad will be degenerate in the limit of null infinity.
Moreover, in Ref, [75], using the results of Ref. [86], it is noted that the Einstein energy-
momentum pseudo-tensor [87] is a canonical object only in the frame bundle overM4, where
it coincides with the Sparling 3-form. In order to bring this 3-form back to a 3-form (and
then to an energy-momentum tensor) over the spacetime M4, one needs a section (i.e. a
tetrad) in the frame bundle. Only with the 3+1 decomposition of M4 with WSW foliations
one gets that (after imposition of Einstein’s equations together with the local energy condi-
tion) one has a preferred (geometrical and dynamical) adapted tetrad on the initial surface
Στ .
v) Then one has the geometric problem of determining the Wigner-Sen-Witten 3-
hypersurfaces in M4 given a solution of the Hamilton equations. With a set of cotriads
3eˆ(a)r solution of the equation of motion we can construct the associated extrinsic curvature
3Krs. Then Eqs.(32) allow to find the associated triads
3e
(W )r
(a) and we can define the Στ -
adapted tetrads (see Section III of I) such that the asymptotic normal l
(µ)
(∞) is parallel to the
weak ADM 4-momentum associated with the solution 3eˆ(a)r .
The Wigner-Sen-Witten hypersurfaces are those surfaces admitting the given adapted
tetrad fields. By using Eq.(40) of I, we can obtain the Στ -adapted cotetrads
4
(Σ)
ˇ˜E
(α)
A (τ, ~σ) as-
sociated with a solution of the Hamilton equations 3e(a)r, N , N(a); then, with the transition
coefficients bAµ (τ, ~σ) = ∂σ
A(z)/∂zµ, we obtain the Στ - adapted cotetrads
4
(Σ)Eˇ
(α)
µ (z(τ, ~σ))
of Eqs.(39) of I. Since M4 is a globally hyperbolic spacetime, we have 4(Σ)Eˇ
(o)
µ (z(τ, ~σ)) =
ǫlµ(z(τ, ~σ)) = ǫN(τ, ~σ)∂µτ(z) [l
µ(τ, ~σ) is the normal to Στ in z
µ(τ, ~σ)]. Therefore, from
the equation ∂µτ(z) = lµ(z)/N(z) we can determine the function τ(z) associated with
the given solution. The WSW hypersurface Στ associated with the given solution is the
set of points zµ(τ, ~σ) such that τ(z) = τ . This allows to find the functions zµwsw(τ, ~σ)
defining the embedding of the Wigner-Sen-Witten hypersurfaces in M4 and giving its
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Wigner-Sen-Witten foliations: by construction they satisfy [on WSW hypersurfaces we have
b
(µ)
(∞)r(τ) = ǫ
(µ)
r (u(p(∞)))σ
r]
zµwsw(τ, ~σ)→|~σ|→∞ δµ(µ)z(µ)(∞)(τ, ~σ) = δµ(µ)[x(µ)(∞)(τ) + ǫ(µ)r (u(p(∞)))σr]
with x
(µ)
(∞)(0) arbitrary [it reflects the arbitrariness of the absolute location of the origin
of asymptotic coordinates (and, therefore, also of the “external” center of mass x˜
(µ)
(∞)(0))
near spatial infinity]. See Ref. [95] and its interpretation of the center of mass in general
relativity (this paper contains the main references on the problem starting from Dixon’s def-
inition [61]): x
(µ)
(∞)(τ) may be interpreted as the arbitrary “reference” (or “central”) timelike
worldline of this paper.
This also allows the determination of the coefficients bµA(τ, ~σ) = ∂z
µ(τ, ~σ)/∂σA allow-
ing the transition from general 4-coordinates to adapted 4-coordinates. Since 4(Σ)Eˇ
(α)
µ dz
µ =
4
(Σ)θ
(α) are non-holonomic coframes (see Appendix A of II), there are not coordinate hyper-
surfaces and lines for the associated non-holonomic coordinates z(α) [98] on M4; as shown
in Ref. [99] for them we have 4(Σ)θ
(α) = dz(α) + z(β)
[
4
(Σ)Eˇ
(α)
µ
∂ 4
(Σ)
Eˇµ
(β)
∂z(γ)
]
dz(γ).
Let us remark that in void spacetimes (see Section VI) one has Pˆ
(µ)
ADM = 0 and WSW
hypersurfaces do not exist in them: therefore it is only in presence of matter that we
can recover the Wigner hyperplane underlying a given Wigner-Sen-Witten hypersurface.
Since in parametrized Minkowski theories Wigner hyperplanes are orthogonal to the total 4-
momentum of the isolated matter-field system, such hyperplanes are not defined in absence
of fields and matter.
In conclusion it turns out that with WSWMinkowski-compatible foliations with spacelike
hypersurfaces Στ , preferred adapted tetrads and cotetrads are associated. Therefore, there
are “preferred geometrical observers” associated with the leaves Στ of a WSW foliation,
which are determined by both the intrinsic and extrinsic (3K) geometry of these Στ ’s.
It is not clear whether there exists a characterization of the more general foliations
with λ˜AB(τ) 6= 0, which have associated unavoidable supertranslations and have ill-defined
Στ -adapted tetrads at spatial infinity due to the terms linear in ~σ in the lapse and shift
functions.
Let us finish this Section by quoting the formulation of general relativity as a “telepar-
allel” theory done by Nester in Refs. [96] in order to prove the positivity of gravitational
energy with purely tensorial methods. It could be connected either with a different no-
tion of parallel transport on the WSW hypersurfaces or with the characterization of the
Minkowski-compatible hypersurfaces Στ corresponding to arbitrary Minkowski hyperplanes
[lµ(∞) = l
(µ)
(∞)Σ not parallel to P
(µ)
ADM ] and not to Wigner hyperplanes.
Nester shows that by imposing certain gauge conditions on tetrads one can obtain posi-
tivity of the ADM energy. His conditions are closely related to Eqs.(32). Specifically, he also
imposes the cyclic condition but on global cotriads rather than on global triads. Clearly,
a global triad defines a connection on an initial surface, by requiring that a parallel vec-
tor field has constant coefficients with respect to the triad. This connection will be metric
compatible and integrable since it preserves the triad. Therefore, its curvature will be zero,
but the torsion will be nonzero. We see from the present result, that on an initial data set
satisfying the local energy conditions (needed to prove the existence of Sen-Witten spinors)
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there exists a “preferred absolute parallelism”.
While the orthonormal coframe 3θ(a) = 3e(a)r dσ
r = 3e(a)rdσ
r determines the metric and
the Riemannian geometry, a given Riemannian geometry determines only an equivalence
class of orthonormal coframes: coframes are defined only modulo position-dependent rota-
tions and, under these gauge transformations, the spin connection transforms as a SO(3)
gauge potential (see Section III of I). A gauge-fixing for the rotation freedom usually means
a choice of a representative of the spin connection inside its gauge orbit [like the Coulomb
gauge for the electromagnetic vector gauge potential ~A]: this would induce a choice of an
associated coframe with respect to some standard origin. However, since coframes 3θ(a) are
more elementary of the Levi-Civita spin connection 3ω(a)(b) [which is built in terms of them],
it is possible to define gauge-fixings directly at the level of coframes [see Ref. [96],papers b)].
The idea of these papers is that the choice of a preferred coframe 3θ
(a)
(P ) on the Riemannian
parallelizable 3-manifold (Στ ,
3g) [with its associated metric compatible Levi-Civita connec-
tion and parallel transport and vanishing torsion] may be associated with the definition of
a new kind of parallel transport on Στ , i.e. of a “teleparallel” (or “weitzenbo¨ck or distant
parallelism”) geometry on Στ , according to which a covariant vector is parallely transported
along a curve in Στ if in each point q of the curve it has the same components with respect to
the local coframe 3θ
(a)
(P )|q. The special coframe 3θ(a)(P ) is said “orthoteleparallel” (OT) coframe.
With this structure (Στ , δ(a)(b)) is a 3-manifold with flat metric [the curvature vanish be-
cause this parallel transport is path-independent (absolute parallelism) like in Euclidean
geometry] and the OT coframe 3θ
(a)
(P ) is that special coframe in which by construction also
all the spin connection coefficients vanish], but with a nonvanishing “torsion” [it completely
characterizes this kind of geometry]
3T
(a)
(P ) = d
3θ
(a)
(P ) = −12 3C(a)(b)(c) 3θ(b)(P ) ∧ 3θ(c)(P ),
3C(a)(b)(c) = −d3θ(a)(3e(b), 3e(c)), 3e(a) = 3er(a)∂/∂σr .
The Riemannian geometry (Στ ,
3g) corresponds to a whole equivalence class of teleparal-
lel geometries (Στ ,
3θ
(a)
(P )), according to which coframe is chosen as the preferred OT one.
In Ref. [96]b) it is pointed out that there exists a natural (of elliptic type) gauge-fixing
for the choice of a special OT coframe 3θ
(a)
(P ) [
3e(P )(a) is the dual OT frame]:
δqˆ(P ) = 0 ⇒ d∗qˆ(P ) = 0
dq˜(P ) = 0,
q˜(P ) = i3e(P )(a)
3T
(a)
(P ) = i3e(P )(a) d
3θ
(a)
(P ) = −3C(a)(a)(b)3θ(b),
(this 1− form is the algebraically irreducible trace of the teleparralel torsion),
qˆ(P ) =
1
2
3θ
(a)
(P ) ∧ δ(a)(b)3T (b)(P ) =
1
4
3C(a)(b)(c)
2θ
(a)
(P ) ∧ 3θ(b)(P ) ∧ 3θ(c)(P ),
(this 3− form is the totally antisymmetric part of the teleparallel torsion),
⇓
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−3C(a)(b)(c) = 2
3
(q
(a)
(P )(b)(c) − q(a)(P )(c)(b)) +
1
2
(δ
(a)
(b) q˜(P )(c) − δ(a)(c) q˜(P )(b)) +
2
3
qˆ
(a)
(P )(b)(c),
3Γ
(a)(b)
(P ) (c) =
2
3
(q(P )(c)
(b)(a) − q(P )(c)(a)(b))− 1
2
(δ
(a)
(c) q˜
(b)
(P ) − δ(b)(c) q˜(a)(P )) +
1
3
qˆ
(a)(b)
(P ) (c),
where q(P )(a)(b)(c) is − 1
2
[3C(a)(b)(c) +
3C(b)(a)(c)], with all traces removed. (33)
Here δ is the codifferential [δ = ∗d∗ with ∗ the Hodge dual; ǫ123 = 1; for noncompact Στ
suitable boundary conditions are needed]; ∗qˆ(P ) is a function and ∗δqˆ(P ) a 1-form.
These are three conditions (one is the cyclic condition), which determine a special or-
thonormal coframe on a 3-manifold [i.e. they determine the 3 Euler angles of the dual frame
with respect to a standard frame chosen as an identity cross section in the orthonormal
frame bundle F (Στ )] once appropriate boundary conditions are fixed. For asymptotically
flat 3-manifolds [3g → δ + O(1/r)] the boundary condition is q˜(P ) → 0 for r =
√
~x2 → ∞
and ∗qˆ(P ) = 0. When the first de Rahm cohomology group H1(Στ ) = 0 vanishes, the closed
1-form q˜(P ) is globally exact in this gauge, q˜(P ) = dF(P ), and determines a function F(P ) up
to a constant, which may be suitably normalized at infinity, and it can be shown [96]c),
that it is the best definition of the generalization of the Newton potential: it is the scale
factor which satisfies the superhamiltonian constraint equation. With this gauge [96]c), one
gets a locally positive representation for the Hamiltonian density allowing a new, “strictly
tensorial” (in contrast to Witten’s spinor method [74]) proof of positive energy for Einstein’s
theory of gravity.
Given an orthonormal coframe 3θ(a), the gauge conditions (33) become a nonlinear
second-order elliptic system for the rotation matrix defining an OT coframe 3θ
(a)
(P ) =
R(a)(b)
3θ(b). In Ref. [96]b) it is shown that the associated linearized problem has a unique
solution if d3θ(a) is not too large and the second deRahm cohomology group H2(Στ ) = 0
vanishes [for asymptotically flat spaces one should use the first paper in Ref. [91]]. In Ref.
[97] it is shown that for 3-manifolds the gauge conditions (33) are essentially equivalent to
the “linear” Dirac equation, for which unique solutions exist. Hence for 3-manifolds special
OT coframes exist except possibly at those (isolated) points where the Dirac spinor vanishes.
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V. POINCARE´ CHARGES AND THE PHYSICAL HAMILTONIAN IN TETRAD
GRAVITY.
In the formulation of tetrad gravity given in I and II we used the ADM action. Therefore,
all the discussion of Section III about the differentiability of the Hamiltonian, the definition
of Poisson brackets, the definition of proper and improrper gauge transformations can be
directly reformulated in tetrad gravity. The only difference inside tetrad gravity in the
Hamiltonian treatment of quantities depending upon 3grs(τ, ~σ),
3Π˜rs(τ, ~σ), is that now we
have {3Π˜rs(τ, ~σ), 3Π˜uv(τ, ~σ′)} = δ3(~σ, ~σ′)F rsuv(a)(b)(τ, ~σ) 3M˜(a)(b)(τ, ~σ) ≈ 0 [see Eqs.(84) of I] and
not = 0. Therefore, constants of motion (functional F [3grs,
3Π˜rs]) of metric gravity remain
such in tetrad gravity, since they have weakly zero Poisson brackets with H˜(τ, ~σ), 3H˜r(τ, ~σ)
[and, therefore, with 3Θ˜r(τ, ~σ) and
ˆ˜H(a)(τ, ~σ), see Eqs.(61), (62), (79) and (85) of I] and also
with the other first class constraints π˜~ϕ(a)(τ, ~σ) ≈ 0, 3M˜(a)(τ, ~σ) ≈ 0 [see Eqs. (54) and (55)
of I].
As a consequence the weak and strong Poincare´ charges are still constants of motion in
tetrad gravity and their weak Poincare´ algebra under Poisson brackets may only be modified
by extra terms containing 3M˜(a)(τ, ~σ) ≈ 0. A more complete study of these properties would
require the study of the quasi-invariances of the Lagrangian density of tetrad gravity [Eq.(51)
of I] under the gauge transformations generated by the 14 first class constraints of the theory
[using the second Noether theorem as it was done in Appendix A for metric gravity].
The only lacking ingredients are the definition of proper gauge transformations gener-
ated by the primary (without associated secondary) first class constraints π˜~ϕ(a)(τ, ~σ) ≈ 0,
3M˜(a)(τ, ~σ) ≈ 0, and the boundary conditions for cotriads 3e(a)r(τ, ~σ), because the lapse and
shift functions N(τ, ~σ), N(a)(τ, ~σ) =
3er(a)(τ, ~σ)Nr(τ, ~σ) are treated in the same way as in
metric gravity.
Therefore, we shall assume that there exist the same coordinate systems of M4 and Στ
as in metric gravity [for the sake of simplicity the indices rˇ are replaced with r] and that
the Στ -adapted tetrads of Eqs.(39) of I, whose expression is
4
(Σ)Eˇ
µ
(µ) with
4
(Σ)Eˇ
µ
(o) = l
µ , 4(Σ)Eˇ
µ
(a) =
3es(a)b
µ
s
[bµA are the transformation coefficients to Στ -adapted coordinates], have a well defined
angle-independent limit 4(Σ)Eˇ
µ
(∞)(µ) at spatial infinity, such that
4
(Σ)Eˇ
µ
(∞)(o) = δ
µ
(µ)l
(µ)
(∞) = δ
µ
(µ)b
(µ)
(∞)τ ,
4
(Σ)Eˇ
µ
(∞)(a) = δ
s
(a)δ
µ
(µ)b
(µ)
(∞)s(τ)
with the same asymptotic b
(µ)
(∞)A(τ) of Section III.
Let us remark that the Στ -adapted tetrads in adapted coordinates of Eqs.(40) of I, are
4
(Σ)
ˇ˜E
A
(µ) with
4
(Σ)
ˇ˜E
τ
(µ) = (
1
N
;−3er(a) 3es(a)NsN ) , 4(Σ) ˇ˜E
r
(µ) = (0;
3er(a)).
Due to the presence of the lapse function in the denominator which is linearly increasing in
~σ [to have the possibility of defining JABADM ], these adapted tetrads exist without singularities
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at spatial infinity only if λ˜AB(τ) = 0, i.e. on WSW hypersurfaces. The same happens for
the adapted cotetrads 4(Σ)
ˇ˜E
(µ)
A with
4
(Σ)
ˇ˜E
(o)
A = (N ; 0),
4
(Σ)
ˇ˜E
(a)
A = (N
(a) = N(a);
3e(a)r =
3e(a)r).
Therefore, it seems again that tetrad gravity, without supertranslations and with Poincare´
charges, admits well defined adapted tetrads and cotetrads (with components in adapted
holonomic coordinates) only after having been restricted to WSW hypersurfaces (rest frame),
whose asymptotic normals l
(µ)
(∞) = l
(µ)
(∞)Σ , tangent to S∞, are parallel to Pˆ
(µ)
ADM = b
(µ)
(∞)APˆ
A
ADM
with Pˆ rADM ≈ 0 [namely when one is inside the Christodoulou-Klainermann class of solu-
tions]. Let us remember from the end of Section III that this implies the existence of an
inertial system at spatial infinity when λ˜A(τ) = (ǫ;~0) and λ˜AB(τ) = 0, namely the absence
of accelerations and rotations there [when λ˜A(τ) 6= 0 there is a direction independent global
acceleration of the origin x
(µ)
(∞)(τ), since x˙
(µ)
(∞)(τ) = b
(µ)
(∞)Aλ˜A(τ)].
In tetrad gravity we shall assume the following boundary conditions consistent with
Eqs.(20) and (24) of metric gravity [ǫ > 0]
3e(a)r(τ, ~σ)→r→∞ (1 + M
2r
)δ(a)r +
3w(a)r(τ, ~σ),
3w(a)r(τ, ~σ) = o4(r
−3/2),
3er(a)(τ, ~σ)→r→∞ (1−
M
2r
)δr(a) +
3wr(a)(τ, ~σ),
3wr(a)(τ, ~σ) = o4(r
−3/2),
3grs(τ, ~σ)= [
3e(a)r
3e(a)s](τ, ~σ)→r→∞ (1 + M
r
)δrs +
3hrs(τ, ~σ),
3hrs(τ, ~σ)=
1
r
[δ(a)r
3w(as)(a)s(τ, ~σ) +
3w(as)(a)r(τ, ~σ)δ(a)s] +O(r
−2) = o(r−3/2),
3π˜r(a)(τ, ~σ)→r→∞ o3(r−5/2),
3Π˜rs(τ, ~σ)=
1
4
[3er(a)
3π˜s(a) +
3es(a)
3π˜r(a)](τ, ~σ)→r→∞ 3k˜rs(τ, ~σ) = o3(r−5/2),
N(τ, ~σ)= N(as)(τ, ~σ) + n(τ, ~σ),
n(τ, ~σ)→r→∞O(r−(2+ǫ)),
N(as)(τ, ~σ)= −λ˜τ (τ)− 1
2
λ˜τs(τ)σ
s,
Nr(τ, ~σ)= N(as)r(τ, ~σ) + nr(τ, ~σ),
nr(τ, ~σ)→r→∞O(r−ǫ),
N(as)r(τ, ~σ)= −λ˜r(τ)− 1
2
λ˜rs(τ)σ
s,
N(a)(τ, ~σ)=
3er(a)(τ, ~σ)Nr(τ, ~σ) =
∑
r
δr(a)e
−q(τ,~σ)− 1√
3
∑
a¯
γa¯rra¯(τ,~σ)Nr(τ, ~σ) =
= N(as)(a)(τ, ~σ) + n(a)(τ, ~σ),
n(a)(τ, ~σ)= [
3er(a)nr](τ, ~σ)→r→∞O(r−ǫ),
π˜n(τ, ~σ)→r→∞O(r−3),
π˜~n,(a)(τ, ~σ)→r→∞O(r−3),
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λn(τ, ~σ)→r→∞O(r−(3+ǫ)),
λ~n,(a)(τ, ~σ)→r→∞O(r−ǫ),
β(τ, ~σ)→r→∞O(r−(3+ǫ)),
βr(τ, ~σ)→r→∞O(r−ǫ),
Hˆ(τ, ~σ)→r→∞O(r−3),
3Θ˜rˇ(τ, ~σ)→r→∞O(r−3),
3M˜(a)(τ, ~σ)→r→∞O(r−6),
α(a)(τ, ~σ)→r→∞O(r−(1+ǫ)),
µˆ(a)(τ, ~σ)→r→∞O(r−(1+ǫ)),
ϕ(a)(τ, ~σ)→r→∞O(r−(1+ǫ)),
π˜~ϕ(a)(τ, ~σ)→r→∞O(r−2),
λ~ϕ(a)(τ, ~σ)→r→∞O(r−(1+ǫ)). (34)
With these boundary conditions all proper gauge transformations [generated by H˜(τ, ~σ)
with parameter β(τ, ~σ) → O(r−(3+ǫ)), Θ˜r(τ, ~σ) with β rˇ(τ, ~σ) → O(r−ǫ), 3M˜(a)(τ, ~σ) with
α(a)(τ, ~σ)→ O(r−(1+ǫ)), π˜~ϕ(a)(τ, ~σ) with ϕ(a)(τ, ~σ)→ O(r−(1+ǫ)) for r →∞] go asymptotically
to the identity.
Near spatial infinity there is a dynamical preferred observer [either the canonical
non-covariant Newton-Wigner-like position x˜
(µ)
(∞)(τ) or the covariant non-canonical origin
of asymptotic Cartesian coordinates x
(µ)
(∞)(τ)] with an associated asymptotic inertial (or
Lorentz) reference frame given by the asymptotic limit of the Στ -adapted tetrads of Eqs.(40)
of I: however, as said, these asymptotic tetrads are well defined only in absence of super-
translations on the rest-frame WSW hypersurfaces, where (modulo a rigid 3-rotation) we
get
4
(∞Σ)
ˇ˜E
τ
(α) = (
1
N(as)(τ)
;~0), 4(∞Σ)
ˇ˜E
r
(α) = (−
Nr
(as)
(τ)
N(as)(τ)
; δr(a)),
4
(∞Σ)
ˇ˜E
(α)
τ = (N(as)(τ); δ
(a)
r N
r
(as)(τ)),
4
(∞Σ)
ˇ˜E
(α)
r = (0; δ
(a)
r ).
The associated asymptotic triads are the possible asymptotic limits of the Frauendiener
triads.
Then, following the scenario b) of Section III, the differentiable and finite Dirac Hamil-
tonian is assumed to be [from paper I and Eqs.(51) and (70) of II we have Nrˇ
3H˜rˇ ≈
−N(a) 3esˇ(a) 3Θ˜sˇ ≈ −N sˇ 3Θ˜sˇ = −N(a) 3es(a) 3Θ˜s ≈ −N(a) 3es(a) ∂ξ
r
∂σs
π˜
~ξ
r = −Nu 3gus ∂ξ
r
∂σs
π˜
~ξ
r =
−N˜ rπ˜~ξr ]
Hˆ(D)ADM =
∫
d3σ[nHˆ − n˜rπ˜~ξr + λ~ϕ(a)π˜~ϕ(a) + µˆ(a) 3M˜(a) +
+ λnπ˜
n + λ~n(a)π˜
~n
(a)](τ, ~σ) +
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+ λ˜A(τ)[p
A
(∞) − PˆAADM ] +
1
2
λ˜AB(τ)[J
AB
(∞) − JˆABADM ], (35)
with the same weak Poincare´ charges of metric gravity, Eqs. (14), expressed in terms
of cotriads 3e(a)r and their conjugate momenta
3π˜r(a), by using
3grs =
3e(a)r
3e(a)s,
3Π˜rs =
1
4
[3er(a)
3π˜s(a) +
3es(a)
3π˜r(a)] (see Eq.(84) of I).
Let us remark that, since we are using the ADM expression for the energy Pˆ τADM , we
have not to show that it is definite positive, because the ADM canonical approach to metric
gravity is contained in the one to tetrad gravity.
In the 3-orthogonal gauges of Section V of II and in the final canonical basis [q, ρ, ra¯,
πa¯], one has (before the restriction to WSW hypersurfaces):
i) α(a)(τ, ~σ) = ϕ(a)(τ, ~σ) = 0 [so that λ
~ϕ
(a)(τ, ~σ) = µˆ(a)(τ, ~σ) = 0 in the Dirac Hamiltonian],
i.e. for the sake of simplicity we choose the timelike congruence of observers’ worldlines with
the normal lA(τ, ~σ) to Στ as 4-velocity field;
ii) N(τ, ~σ) = [N(as) + n](τ, ~σ) = −λ˜τ (τ)− 12 λ˜τs(τ)σs + n(τ, ~σ) as the total lapse function;
iii) The gauge fixings ξr(τ, ~σ) − σr ≈ 0 of Section V of II (choice of the 3-orthogonal coor-
dinates) now do not imply nr(τ, ~σ) ≈ 0 as in II, due to the modification introduced by the
addition of the surface terms to the Dirac Hamiltonian. Instead they imply the following
results for the total shift function [the Poincare´ charges of Eq.(14) have to be used in this
equations]
∂τ [ξ
r(τ, ~σ)− σr] ◦= {ξr(τ, ~σ), Hˆ(D)ADM} =
[
ns
∂ξr
∂σs
]
(τ, ~σ)−
− λ˜A(τ){ξr(τ, ~σ), PˆAADM} −
1
2
λ˜AB(τ){ξr(τ, ~σ), JˆABADM} ≈ 0,
⇒ nr(τ, ~σ)− nˆr(τ, ~σ|ra¯, πa¯, λ˜A, λ˜AB] ≈ 0,
nˆr(τ, ~σ|ra¯, πa¯, λ˜A, λ˜AB] = 3grs(τ, ~σ)
[
λ˜A(τ){ξs(τ, ~σ), PˆAADM}+
+
1
2
λ˜AB(τ){ξs(τ, ~σ), JˆABADM}
]
,
∂τ
[
nr(τ, ~σ)− nˆr(τ, ~σ|ra¯, πa¯, λ˜A, λ˜AB]
]
≈
≈ [λ~n(a) 3eˆ(a)r ](τ, ~σ)−
−{nˆr(τ, ~σ|ra¯, πa¯, λ˜A, λ˜AB], Hˆ(D)ADM} ≈ 0,
⇒ λ~n(a)(τ, ~σ) determined. (36)
Therefore, the shift functions do not vanish in the 3-orthogonal gauges avoiding the
“synchronous” coordinates with their tendency to develop coordinate singularities in short
times.
iv) After going to Dirac brackets with respect to all the second class constraints implied by
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the previous gauge fixings (for the sake of simplicity they will always be denoted {., .}] we
remain with the Dirac Hamiltonian
Hˆ(D)ADM,R =
∫
d3σ[nHˆR + λnπ˜n](τ, ~σ) + λ˜A(τ)[pA(∞) − PˆAADM ] + 12 λ˜AB(τ)[JAB(∞) − JˆABADM ].
As shown in II, the surviving canonical variables in 3-orthogonal gauges are n, π˜n, q, ρ,
ra¯, πa¯.
From Eqs.(99), (102), (84), (90), (95), (96) of II [γPP1 is the geodesic between P and P1
for the 3-metric; φ = eq/2] we get
3eˆ(a)r(τ, ~σ) = δ(a)r(e
q+ 1√
3
∑
a¯
γa¯rra¯)(τ, ~σ),
3gˆrs(τ, ~σ) = [e
2q+ 2√
3
∑
a¯
γa¯rra¯ ](τ, ~σ)δrs,
3 ˆ˜π
r
(a)(τ, ~σ) =
∑
s
∫
d3σ1Kr(a)s(~σ, ~σ1; τ |q, ra¯](e−q−
1√
3
∑
a¯
γa¯sra¯)(τ, ~σ1)
[1
3
ρ+
√
3
∑
b¯
γb¯sπb¯
]
(τ, ~σ1)
→ρ→0
√
3
∑
s
∑
b¯
γb¯s
∫
d3σ1Kr(a)s(~σ, ~σ1; τ |φ, ra¯](φ−2e−
1√
3
∑
a¯
γa¯sra¯πb¯)(τ, ~σ1),
Kr(a)s(~σ, ~σ1, τ |q, ra¯] = δr(a)δrsδ3(~σ, ~σ1) + T r(a)s(~σ, ~σ1, τ |q, ra¯],
T r(a)s(~σ, ~σ1; τ |q, ra¯] =
1
2
e
− 1√
3
∑
c¯
γc¯rrc¯(τ,~σ)
[ ∑
w 6=s
δ(k)we
1√
3
∑
c¯
(γc¯w−γc¯s)rc¯(τ,~σ1) ·
·
(∂q(τ, ~σ1)
∂σw1
+
1√
3
∑
c¯
γc¯s
∂rc¯(τ, ~σ1)
∂σw1
)
e−q(τ,~σ)δr(b)T(b)(a)(k)(~σ, ~σ1; τ) +
+δ(k)s
∂
∂σs1
e−q(τ,~σ)δr(b)T(b)(a)(k)(~σ, ~σ1; τ)
]
,
e−q(τ,~σ) δr(b)T(b)(a)(k)(~σ, ~σ1; τ) =
= e
1√
3
∑
c¯
γc¯rrc¯(τ,~σ)drγPP1
(
PγPP1 e
∫ ~σ
~σ1
dσw2
3ωˆw(c)(τ,~σ2)Rˆ
(c) )
(a)(k)
+
+
∑
u
δ(a)ue
1√
3
∑
c¯
γc¯urc¯(τ,~σ)duγPP1
(~σ, ~σ1)
δr(b)
(
PγPP1 e
∫ ~σ
~σ1
dσw2
3ωˆw(c)(τ,~σ2)Rˆ
(c) )
(b)(k)
,
3ωˆt(d)(τ, ~σ) = ǫ(d)(m)(n)δ(m)tδ(n)u(e
1√
3
∑
a¯
(γa¯t−γa¯u)ra¯ [∂uq +
1√
3
∑
b¯
γb¯t∂urb¯])(τ, ~σ),
⇓
q(τ, ~σ)→r→∞ M
2r
+ o4(r
−3/2),
φ(τ, ~σ) = eq(τ,~σ)/2→r→∞ 1 + M
4r
+ o4(r
−3/2),
ra¯(τ, ~σ)→r→∞ o4(r−3/2),
53
ρ(τ, ~σ) =
1
2
φ(τ, ~σ)πφ(τ, ~σ)→r→∞ o3(r−5/2),
πa¯(τ, ~σ)→r→∞ o3(r−3),
3ωˆr(a)(τ, ~σ)→r→∞O(r−2), (37)
and
3Kˆrs(τ, ~σ) =
ǫ
4k
[e
1√
3
∑
c¯
(γc¯r+γc¯s)rc¯
∑
u
(δruδ(a)s + δsuδ(a)r − δrsδ(a)u)
e
1√
3
∑
c¯
γc¯urc¯ 3 ˆ˜π
u
(a)](τ, ~σ),
3Kˆ(τ, ~σ) = − ǫ
4k
[e−2q
∑
u
δ(a)ue
1√
3
∑
c¯
γc¯urc¯ 3 ˆ˜π
u
(a)](τ, ~σ) =
= − ǫ
4k
e−3q(τ,~σ){ρ(τ, ~σ) +∑
u
(e
q+ 1√
3
∑
a¯
γa¯ura¯)(τ, ~σ)
∫
d3σ1δ(a)u
T u(a)s(~σ, ~σ1; τ |q, ra¯](e−q−
1√
3
∑
b¯
γb¯sra¯)(τ, ~σ1)[
1
3
ρ+
√
3
∑
c¯
γc¯sπc¯](τ, ~σ1)},
3 ˆ˜Π
rs
(τ, ~σ) =
1
4
[3eˆr(a)
3 ˆ˜π
s
(a) +
3eˆs(a)
3 ˆ˜π
r
(a)](τ, ~σ) =
=
1
4
e−q(τ,~σ)[e−
1√
3
∑
a¯
γa¯rra¯δr(a)
3 ˆ˜π
s
(a) + e
− 1√
3
∑
a¯
γa¯sra¯δs(a)
3 ˆ˜π
r
(a)](τ, ~σ),
3Γˆruv(τ, ~σ) =
(
− δuv
∑
s
δrse
2√
3
∑
a¯
(γa¯u−γa¯s)ra¯ [∂sq +
1√
3
∑
b¯
γb¯u∂srb¯] +
+ δru[∂vq +
1√
3
∑
b¯
γb¯u∂vrb¯] + δ
r
v[∂uq +
1√
3
∑
b¯
γb¯v∂urb¯]
)
(τ, ~σ),
3Γˆuuv(τ, ~σ) = 3∂vq(τ, ~σ),
3Gˆrsuv(τ, ~σ) = [
3gˆru
3gˆsv +
3gˆrv
3gˆsu − 3gˆrs 3gˆuv](τ, ~σ) =
= e4q(τ,~σ)[e
2√
3
∑
a¯
(γa¯r+γa¯s)ra¯(δruδsv + δrvδsu)− e
2√
3
∑
a¯
(γa¯r+γa¯u)ra¯δrsδuv](τ, ~σ),
(38)
where the second equation can be read as an integral equation to get ρ(τ, ~σ), the momentum
conjugate to the conformal factor, in terms of 3Kˆ(τ, ~σ), q(τ, ~σ) = 1
6
ln 3gˆ(τ, ~σ) and ra¯(τ, ~σ) =√
3
2
∑
r γa¯rln [
3gˆrr/
3gˆ](τ, ~σ) [see Eqs.(101) of II], in the 3-orthogonal gauges.
The expression of 3Kˆrs in these gauges replaces the knowledge of the gravitomagnetic
potential ~W in the York TT decomposition of the extrinsic curvature in the conformal
approach (see Appendix C of II; the three degrees of freedom of ~W correspond to the three
eliminated parameters ~ξ of pseudo-diffeomorphisms).
We can now write explicitly the equations determining nr(τ, ~σ) for λ˜AB(τ) = 0, i.e. on the
WSW hypersurfaces. From Eqs.(79) or (90) of II and from 3Π˜uv = 1
4
[3eu(a)
3π˜v(a) +
3ev(a)
3π˜u(a)]
(see I) we get
{ξr(τ, ~σ), 3π˜s(a)(τ, ~σ1)}|~ξ=~σ
= −1
2
3eˆs(b)(τ, ~σ1)
[
3eˆ(b)w(τ, ~σ1)ζ
(ωˆ)w
(a)(c)(~σ1, ~σ, τ) +
3eˆ(a)w(τ, ~σ1)ζ
(ωˆ)w
(b)(c)(~σ1, ~σ, τ)
]
3eˆr(c)(τ, ~σ)
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{ξr(τ, ~σ), 3Π˜uv(τ, ~σ1)} = −14 [3eˆu(a)δvw + 3eˆv(a)δuw](τ, ~σ1)ζ (ωˆ)w(a)(b)(~σ1, ~σ, τ) 3eˆr(b)(τ, ~σ).
By using Eqs.(14) we get
{ξr(τ, ~σ), Pˆ τADM} = − 14k 3Go(a)(b)(c)(d)
∫
d3σ1
3eˆ(d)s
3eˆ(b)v
3 ˆ˜π
s
(c)√
γ
(τ, ~σ1)ζ
(ωˆ)v
(a)(e)(~σ1, ~σ, τ)
3eˆr(e)(τ, ~σ)
{ξr(τ, ~σ), Pˆ sADM} =
∫
d3σ1
3Γˆsuv(τ, ~σ1)
3eˆu(a)(τ, ~σ1) ζ
(ωˆ)v
(a)(b)(~σ1, ~σ, τ)
3eˆr(b)(τ, ~σ).
Therefore, by using Eqs.(38) we get [φ = eq/2]
nr(τ, ~σ) ≈ nˆr(τ, ~σ|ra¯, πa¯, λ˜A, 0] =
=
[
φ2e
1√
3
∑
a¯
γa¯rra¯
]
(τ, ~σ)
(
− λ˜τ (τ)
4k
3Go(a)(b)(c)(d)δ(b)vδ(d)r∫
d3σ1
[
φ−6e
1√
3
∑
a¯
(γa¯r−γa¯v)ra¯ 3 ˆ˜π
r
(c)
]
(τ, ~σ1)ζ
(ωˆ)v
(a)(e)(~σ1.~σ, τ)δ
r
(e) +
+ λ˜r(τ)
∫
d3σ1δ
u
(a)
3Γˆruv(τ, ~σ1)ζ
(ωˆ)v
(a)(b)(~σ1, ~σ, τ)δ
r
(b)
)
,
⇒ N(a)(τ, ~σ)|λ˜AB=0 = [3eˆr(a)Nr](τ, ~σ)|λ˜AB=0 ≈
≈
[
3eˆr(a)
(
− λ˜r(τ) + nˆr[ra¯, πa¯, λ˜A, λ˜AB]
)]
(τ, ~σ). (39)
The reduced Dirac Hamiltonian and the weak and strong Poincare´ charges of Eqs.(13),
(14) and (12) become [Eqs.(102) and (104) of II are used]
Hˆ(D)ADM,R =
∫
d3σ[nHˆR + λnπ˜n](τ, ~σ) +
+ λ˜A(τ)[p
A
(∞) − PˆAADM,R] +
1
2
λ˜AB(τ)[J
AB
(∞) − JˆABADM,R],
Pˆ τADM,R = ǫ
∫
d3σ
(
k
[
eq
∑
r
e
− 1√
3
∑
a¯
γa¯rra¯ ×
(1
3
∑
b¯c¯
(2γb¯rγc¯r + δb¯rc¯r)∂rrb¯∂rrc¯ −
2√
3
(
∑
b¯
γb¯r∂rrb¯)∂rq − (∂rq)2 −
−∑
u
e
2√
3
∑
a¯
(γa¯r−γa¯u)ra¯ [
2
3
∑
b¯c¯
γb¯rγc¯r∂urb¯∂urc¯ +
+
√
3(
∑
b¯
γb¯r∂urb¯)∂uq + (∂uq)
2]
)]
(τ, ~σ)−
− e
−q(τ,~σ)
8k
[
(e−2q[6
∑
a¯
π2a¯ −
1
3
ρ2])(τ, ~σ) +
+ 2(e−q
∑
u
e
1√
3
∑
a¯
γa¯ura¯ [2
√
3
∑
b¯
γb¯uπb¯ −
1
3
ρ])(τ, ~σ)×
∫
d3σ1
∑
r
δu(a)T u(a)r(~σ, ~σ1, τ |q, ra¯]
(
e
−q− 1√
3
∑
a¯
γa¯rra¯[
ρ
3
+
√
3
∑
b¯
γb¯rπb¯]
)
(τ, ~σ1) +
+
∫
d3σ1d
3σ2
(∑
u
e
2√
3
∑
a¯
γa¯u+ra¯(τ,~σ) ×
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∑
r
T u(a)r(~σ, ~σ1, τ |q, ra¯]
(
e
−q− 1√
3
∑
a¯
γa¯rra¯[
ρ
3
+
√
3
∑
b¯
γb¯rπb¯]
)
(τ, ~σ1)×
∑
s
T u(a)s(~σ, ~σ2, τ |q, ra¯]
(
e
−q− 1√
3
∑
a¯
γa¯sra¯ [
ρ
3
+
√
3
∑
c¯
γc¯sπc¯]
)
(τ, ~σ2) +
+
∑
uv
e
1√
3
∑
a¯
(γa¯u+γa¯v)ra¯(τ,~σ)(δu(b)δ
v
(a) − δu(a)δv(b))×
∑
r
T u(a)r(~σ, ~σ1, τ |q, ra¯]
(
e
−q− 1√
3
∑
a¯
γa¯rra¯[
ρ
3
+
√
3
∑
b¯
γb¯rπb¯]
)
(τ, ~σ1)
∑
s
T v(b)s(~σ, ~σ2, τ |q, ra¯]
(
e
−q− 1√
3
∑
a¯
γa¯sra¯ [
ρ
3
+
√
3
∑
c¯
γc¯sπc¯]
)
(τ, ~σ2)
) ] )
,
Pˆ rADM,R =
∫
d3σeq(τ,~σ)e
− 1√
3
∑
a¯
γa¯rra¯(τ,~σ)
(
e−q(τ,~σ)
[∑
u
e
− 1√
3
∑
a¯
γa¯ura¯(∂rq +
1√
3
∑
b¯
γb¯u∂rrb¯)(
ρ
3
+
√
3
∑
c¯
γc¯uπc¯)−
− 2e− 1√3
∑
a¯
γa¯rra¯(∂rq +
1√
3
∑
b¯
γb¯r∂rrb¯)(
ρ
3
+
√
3
∑
c¯
γc¯rπc¯)
]
(τ, ~σ) +
+
∑
uv
∫
d3σ1
[
(∂rq +
1√
3
∑
b¯
γb¯u∂rrb¯])(τ, ~σ)δu(a)T u(a)v(~σ, ~σ1, τ |q, ra¯]−
− (∂uq + 1√
3
∑
b¯
γb¯r∂urb¯)(τ, ~σ)
(
δr(a)T u(a)v + δu(a)T r(a)v
)
(~σ, ~σ1, τ |q, ra¯]
]
(
e
−q− 1√
3
∑
a¯
γa¯vra¯ [
ρ
3
+
√
3
∑
c¯
γc¯vπc¯]
)
(τ, ~σ1)
)
,
JˆrsADM,R =
1
2
∫
d3σe−2q(τ,~σ)
[
σse
− 1√
3
∑
a¯
γa¯rra¯(τ,~σ)
[∑
u
e
− 2√
3
∑
a¯
γa¯ura¯(∂rq +
1√
3
∑
b¯
γb¯u∂rrb¯)(
ρ
3
+
√
3
∑
c¯
γc¯uπc¯)−
− 2e− 1√3
∑
a¯
γa¯rra¯(∂rq +
1√
3
∑
b¯
γb¯r∂rrb¯)(
ρ
3
+
√
3
∑
c¯
γc¯rπc¯)
]
(τ, ~σ)−
− σre− 1√3
∑
a¯
γa¯sra¯(τ,~σ)[∑
u
e
− 2√
3
∑
a¯
γa¯ura¯(∂sq +
1√
3
∑
b¯
γb¯u∂srb¯)(
ρ
3
+
√
3
∑
c¯
γc¯uπc¯)−
− 2e− 1√3
∑
a¯
γa¯sra¯(∂sq +
1√
3
∑
b¯
γb¯s∂srb¯)(
ρ
3
+
√
3
∑
c¯
γc¯sπc¯)
]
(τ, ~σ)
]]
+
+
1
2
∑
uv
∫
d3σd3σ1e
−q(τ,~σ)[σse− 1√3∑a¯ γa¯rra¯(τ,~σ)
[
(∂rq +
1√
3
∑
b¯
γb¯u∂rrb¯](τ, ~σ)δu(a)T u(a)v(~σ, ~σ1, τ |q, ra¯]]−
− (∂uq + 1√
3
∑
b¯
γb¯r∂urb¯)(τ, ~σ)
(
δr(a)T u(a)v + δu(a)T r(a)v
)
(~σ, ~σ1, τ |q, ra¯]
]
−
− σre− 1√3
∑
a¯
γa¯sra¯(τ,~σ)
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[
(∂sq +
1√
3
∑
b¯
γb¯u∂srb¯](τ, ~σ)δu(a)T u(a)v(~σ, ~σ1, τ |q, ra¯]]−
− (∂uq + 1√
3
∑
b¯
γb¯s∂urb¯)(τ, ~σ)
(
δs(a)T u(a)v + δu(a)T s(a)v
)
(~σ, ~σ1, τ |q, ra¯]
]]
(e
−q− 1√
3
∑
a¯
γa¯vra¯[
ρ
3
+
√
3
∑
c¯
γc¯vπc¯])(τ, ~σ1),
JˆτrADM,R = ǫ
∫
d3σ σr
(
k
[
eq
∑
r
e
− 1√
3
∑
a¯
γa¯rra¯ ×
(1
3
∑
b¯c¯
(2γb¯rγc¯r + δb¯rc¯r)∂rrb¯∂rrc¯ −
2√
3
(
∑
b¯
γb¯r∂rrb¯)∂rq − (∂rq)2 −
−∑
u
e
2√
3
∑
a¯
(γa¯r−γa¯u)ra¯ [
2
3
∑
b¯c¯
γb¯rγc¯r∂urb¯∂urc¯ +
+
√
3(
∑
b¯
γb¯r∂urb¯)∂uq + (∂uq)
2]
)]
(τ, ~σ)−
− e
−q(τ,~σ)
8k
[
(e−2q[6
∑
a¯
π2a¯ −
1
3
ρ2])(τ, ~σ) +
+ 2(e−q
∑
u
e
1√
3
∑
a¯
γa¯ura¯ [2
√
3
∑
b¯
γb¯uπb¯ −
1
3
ρ])(τ, ~σ)×
∫
d3σ1
∑
r
δu(a)T u(a)r(~σ, ~σ1, τ |q, ra¯]
(
e
−q− 1√
3
∑
a¯
γa¯rra¯[
ρ
3
+
√
3
∑
b¯
γb¯rπb¯]
)
(τ, ~σ1) +
+
∫
d3σ1d
3σ2
(∑
u
e
2√
3
∑
a¯
γa¯u+ra¯(τ,~σ) ×
∑
r
T u(a)r(~σ, ~σ1, τ |q, ra¯]
(
e
−q− 1√
3
∑
a¯
γa¯rra¯[
ρ
3
+
√
3
∑
b¯
γb¯rπb¯]
)
(τ, ~σ1)×
∑
s
T u(a)s(~σ, ~σ2, τ |q, ra¯]
(
e
−q− 1√
3
∑
a¯
γa¯sra¯ [
ρ
3
+
√
3
∑
c¯
γc¯sπc¯]
)
(τ, ~σ2) +
+
∑
uv
e
1√
3
∑
a¯
(γa¯u+γa¯v)ra¯(τ,~σ)(δu(b)δ
v
(a) − δu(a)δv(b))×
∑
r
T u(a)r(~σ, ~σ1, τ |q, ra¯]
(
e
−q− 1√
3
∑
a¯
γa¯rra¯[
ρ
3
+
√
3
∑
b¯
γb¯rπb¯]
)
(τ, ~σ1)
∑
s
T v(b)s(~σ, ~σ2, τ |q, ra¯]
(
e
−q− 1√
3
∑
a¯
γa¯sra¯ [
ρ
3
+
√
3
∑
c¯
γc¯sπc¯]
)
(τ, ~σ2)
) ] )
+
+ ǫk
∫
d3σ
(
e
−q− 2√
3
∑
a¯
γa¯rra¯
)
(τ, ~σ)
[∑
v
e
− 2√
3
∑
a¯
γa¯vra¯
(
e
2q+ 2√
3
∑
a¯
γa¯vra¯ − 1
)
(∂rq +
2√
3
∑
b¯
(γb¯r + γb¯v)∂rrb¯)−
− e− 2√3
∑
a¯
γa¯rra¯
(
e
2q+ 2√
3
∑
a¯
γa¯rra¯ − 1
)
(∂rq +
4√
3
∑
b¯
γb¯r∂rrb¯)
]
(τ, ~σ),
P τADM,R = Pˆ
τ
ADM,R +
∫
d3σHˆR(τ, ~σ) =
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= 2ǫk
∑
u
∫
S2τ,∞
d2Σu
(
e
q− 2√
3
∑
a¯
γa¯ura¯ [−2∂uq + 1√
3
∑
b¯
γb¯u∂urb¯]
)
(τ, ~σ),
P rADM,R = Pˆ
r
ADM,R +
∫
d3σHˆr(τ, ~σ) ≡ Pˆ rADM,R =
= −
∫
S2τ,∞
d2Σr
[
e
−q− 1√
3
∑
a¯
γa¯rra¯ [
ρ
3
+
√
3
∑
c¯
γc¯rπc¯]
]
(τ, ~σ)−
− 1
2
∑
u
∫
S2τ,∞
d2Σue
−q(τ,~σ)∑
v
∫
d3σ1
(
e
− 1√
3
∑
a¯
γa¯rra¯(τ,~σ)δr(a)T u(a)v +
+ e
− 1√
3
∑
a¯
γa¯ura¯(τ,~σ)δu(a)T r(a)v
)
(~σ, ~σ1, τ |q, ra¯]
(e
−q− 1√
3
∑
a¯
γa¯vra¯[
ρ
3
+
√
3
∑
c¯
γc¯vπc¯])(τ, ~σ1)},
JrsADM,R = Jˆ
rs
ADM,R +
1
4
∫
d3σ[σsHˆr − σrHˆs](τ, ~σ) =
= −1
2
∑
u
∫
S2τ,∞
d2Σue
−q(τ,~σ)
(
δruσ
s[e
− 1√
3
∑
a¯
γa¯rra¯(
ρ
3
+
√
3
∑
b¯
γb¯rπb¯)]−
− δsuσr[e−
1√
3
∑
a¯
γa¯sra¯(
ρ
3
+
√
3
∑
b¯
γb¯sπb¯)]
)
(τ, ~σ)−
− 1
4
∑
u
∫
S2τ,∞
d2Σue
−q(τ,~σ)∑
v
∫
d3σ1
[
σs
(
e
− 1√
3
∑
a¯
γa¯rra¯(τ,~σ)δr(a)T u(a)v + e−
1√
3
∑
a¯
γa¯ura¯(τ,~σ)δu(a)T r(a)v
)
−
− σr
(
e
− 1√
3
∑
a¯
γa¯sra¯(τ,~σ)δs(a)T u(a)v + e−
1√
3
∑
a¯
γa¯ura¯(τ,~σ)δu(a)T s(a)v
)]
(~σ, ~σ1, τ |q, ra¯](e−q−
1√
3
∑
a¯
γa¯vra¯ [
ρ
3
+
√
3
∑
c¯
γc¯vπc¯](τ, ~σ1)},
JτrADM,R = Jˆ
τr
ADM,R +
1
2
∫
d3σσrHˆR(τ, ~σ) =
= 2ǫk
∑
u
∫
S2τ,∞
d2Σuσ
r
(
e
q− 2√
3
∑
a¯
γa¯ura¯ [−2∂uq + 1√
3
∑
b¯
γb¯u∂urb¯]
)
(τ, ~σ) +
+ ǫk
∫
S2τ,∞
d2Σr
(
e
−q− 2√
3
∑
a¯
γa¯rra¯
[∑
n
e
− 2√
3
∑
a¯
γa¯nra¯(e
2q+ 2√
3
∑
a¯
γa¯nra¯ − 1)−
− e− 2√3
∑
a¯
γa¯rra¯(e
2q+ 2√
3
∑
a¯
γa¯rra¯ − 1)
])
(τ, ~σ).
(40)
The reduced superhamiltonian constraint [see Eq.(104) of II] becomes
HˆR(τ, ~σ) = −ǫe
−q(τ,~σ)
8k
[
(e−2q[6
∑
a¯
π2a¯ −
1
3
ρ2])(τ, ~σ) +
+ 2(e−q
∑
u
e
1√
3
∑
a¯
γa¯ura¯ [2
√
3
∑
b¯
γb¯uπb¯ −
1
3
ρ])(τ, ~σ)×
∫
d3σ1
∑
r
δu(a)T u(a)r(~σ, ~σ1, τ |q, ra¯]
(
e
−q− 1√
3
∑
a¯
γa¯rra¯[
ρ
3
+
√
3
∑
b¯
γb¯rπb¯]
)
(τ, ~σ1) +
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+
∫
d3σ1d
3σ2
(∑
u
e
2√
3
∑
a¯
γa¯u+ra¯(τ,~σ) ×
∑
r
T u(a)r(~σ, ~σ1, τ |q, ra¯]
(
e
−q− 1√
3
∑
a¯
γa¯rra¯[
ρ
3
+
√
3
∑
b¯
γb¯rπb¯]
)
(τ, ~σ1)×
∑
s
T u(a)s(~σ, ~σ2, τ |q, ra¯]
(
e
−q− 1√
3
∑
a¯
γa¯sra¯ [
ρ
3
+
√
3
∑
c¯
γc¯sπc¯]
)
(τ, ~σ2) +
+
∑
uv
e
1√
3
∑
a¯
(γa¯u+γa¯v)ra¯(τ,~σ)(δu(b)δ
v
(a) − δu(a)δv(b))×
∑
r
T u(a)r(~σ, ~σ1, τ |q, ra¯]
(
e
−q− 1√
3
∑
a¯
γa¯rra¯[
ρ
3
+
√
3
∑
b¯
γb¯rπb¯]
)
(τ, ~σ1)
∑
s
T v(b)s(~σ, ~σ2, τ |q, ra¯]
(
e
−q− 1√
3
∑
a¯
γa¯sra¯[
ρ
3
+
√
3
∑
c¯
γc¯sπc¯]
)
(τ, ~σ2)
) ]
+
+ ǫk
∑
r,s
e
q(τ,~σ)− 1√
3
∑
c¯
(γc¯r+γc¯s)rc¯(τ,~σ)ǫ(a)(b)(c)δ(a)rδ(b)s
3Ωˆrs(c)[q, rc¯](τ, ~σ) ≈ 0,
with ǫk
∑
r,s
e
q(τ,~σ)− 1√
3
∑
c¯
(γc¯r+γc¯s)rc¯(τ,~σ)ǫ(a)(b)(c)δ(a)rδ(b)s
3Ωˆrs(c)[q, rc¯](τ, ~σ) =
= ǫk(e3q 3Rˆ[q, ra¯])(τ, ~σ). (41)
As already anticipated in II, the gauge variable in which the superhamiltonian con-
straint (or Lichnerowicz equation) has to be solved, is the conformal factor q(τ, ~σ) [or better
φ(τ, ~σ) = eq(τ,~σ)/2], since, as shown in Appendix A, the surface integral giving the ADM
energy depends only on it and not on its conjugate momentum ρ(τ, ~σ). In every Gauss law,
the piece of the secondary first class constraint corresponding to a divergence and giving
the “strong” form of the conserved charge as the flux through the surface at infinity of a
corresponding density depends on the variable which has to be eliminated in the canoni-
cal reduction by using the constraint (the conjugate variable is the gauge variable): once
the constraint is solved in this variable, it can be put inside the volume expression of the
“weak” form of the conserved charge to obtain its expression in the reduced phase space;
the strong ADM energy is the only known charge, associated with a constraint bilinear in
the momenta, depending only on the coordinates and not on the momenta, so that φ and
not ρ is the unknown in the Lichnerowicz equation.
It is the gauge-fixing constraint to the superhamiltonian one which fixes the momentum
ρ(τ, ~σ), the last gauge variable. Starting from Lichnerowicz [100], usually one chooses the
maximal slicing condition 3K(τ, ~σ) ≈ 0 for this gauge-fixing; Lichnerowicz has shown that
with it the superhamiltonian and supermomentum constraints of metric gravity form a
system of 5 elliptic differential equations which can be shown to have one and only one
solution; moreover, with this condition Schoen and Yau [54] have shown that the ADM
4-momentum is timelike (i.e. the ADM energy is positive or zero for Minkowski spacetime).
However Schoen-Yau have relaxed the maximal slicing condition in their last proof of the
positivity of the ADM energy. Therefore, if there is no contradiction with the existence and
unicity of the solution of the reduced Lichnerowicz equation (41) (which is now an integro-
differential equation for φ), one can replace 3K(τ, ~σ) ≈ 0 with the gauge-fixing ρ(τ, ~σ) ≈ 0,
which is natural in our approach with 3-orthogonal coordinates, saving the positivity of the
energy.
59
This entails that at the level of the Dirac brackets associated with the second class con-
straints H˜R(τ, ~σ) ≈ 0, ρ(τ, ~σ) ≈ 0, the physical variables ra¯(τ, ~σ), πa¯(τ, ~σ), remain canonical
and describe the canonical physical degrees of freedom of the gravitational field in this gauge.
However, since a closed form of the conformal factor in terms of ra¯, πa¯ as a solution of the
superhamiltonian constraint [after having put ρ(τ, ~σ) = 0 in it] is not known, the ADM en-
ergy (weakly coinciding with the ADM invariant mass in the rest-frame instant form) cannot
be explicitly expressed in terms of the physical degrees of freedom of the gravitational field
in 3-orthogonal coordinates.
It seems difficult to be able to implement the last step of the programme, namely to
find the final Shanmugadhasan canonical transformation q, ρ, ra¯, πa¯ 7→ Hˆ′R, ρ′, r′a¯, π′a¯
[Hˆ′R(τ, ~σ) ≈ 0 equivalent to HˆR(τ, ~σ) ≈ 0 but with {Hˆ′R(τ, ~σ), Hˆ′R(τ, ~σ′)} = 0], so that all
the first class constraints of tetrad gravity appear in the final canonical basis in Abelianized
form. Equally difficult is to find the analogue of the York map [101] (see also Appendix C
of II) in the 3-orthogonal gauge: q, ρ, ra¯, πa¯ 7→ 3Kˆ ′ , ρ(K), r(K)a¯ , π(K)a¯ [with 3Kˆ ′ Abelianized
version of 3K].
To transform the superhamiltonian constraint in the reduced Lichnerowicz equation for
the conformal factor, let us use φ = eq/2 [ q, ρ 7→ φ = eq/2, πφ = 2φ−1ρ]. We get
3gˆrs = e
2q+ 2√
3
∑
a¯
γa¯rra¯ δrs ≡ e2q 3g˜rs = φ4 3g˜rs, 3g˜rs = e
2√
3
∑
a¯
γa¯rra¯,
⇒∑
r
3Γ˜rrs = 0,
3Rˆ = e−2q[−4 3g˜rs∂r∂sq − 2 3g˜rs∂rq∂sq − 4∂r 3g˜rs∂sq + 3R˜[ra¯]] =
= e−2q[e−q/2(−8△˜[ra¯]eq/2 + 8 3Γ˜rrs 3g˜su∂ueq/2) + 3R˜[ra¯]] =
= φ−5[−8△˜[ra¯]φ+ 3R˜[ra¯]φ], (42)
where 3R˜ = 3R˜[ra¯] and △˜ = △˜[ra¯] are the scalar curvature and the Laplace-Beltrami
operator associated with the 3-metric 3g˜rs respectively [△˜ − 18 3R˜ is a conformally invariant
operator [100]]. From Eq.(D1) of Appendix D of II, we have [γ˜ = det |3g˜rs| = 1]
3Rˆ[q, ra¯] = −
∑
uv
{(∂vq + 1√
3
∑
a¯
γa¯u∂vra¯)(2∂vq − 1√
3
∑
b¯
γb¯u∂vrb¯) +
+e
−2(q+ 1√
3
∑
c¯
γc¯vrc¯)[∂2vq +
1√
3
∑
a¯
γa¯u∂
2
vra¯ +
+
2√
3
(∂vq +
1√
3
∑
a¯
γa¯u∂vra¯)
∑
b¯
(γb¯u − γb¯v)∂vrb¯ −
−(∂vq + 1√
3
∑
a¯
γa¯v∂vra¯)(∂vq +
1√
3
∑
b¯
γb¯u∂vrb¯]}+
+
∑
u
e
−2(q+ 1√
3
∑
c¯
γc¯urc¯)[−∂2uq +
2√
3
∑
a¯
γa¯u∂
2
ura¯ +
+(∂uq +
1√
3
∑
a¯
γa¯u∂ura¯)(∂uq − 2√
3
∑
b¯
γb¯u∂urb¯)]
→ra¯→0 − 6
∑
u
(∂uq)
2 − 4e−2q∑
u
[∂2uq − (∂uq)2] =
−24∑
u
(∂uln φ)
2 − 8φ−4∑
u
[∂2uln φ− 2(∂uln φ)2]→q→0 0,
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→q→0 3R˜[ra¯] =
= − 1√
3
∑
uv
{− 1√
3
∑
a¯b¯
γa¯uγb¯u∂vra¯∂vrb¯ + e
− 2√
3
∑
c¯
γc¯vrc¯
∑
a¯
γa¯u ·
[∂2vra¯ +
2√
3
∑
b¯
(γb¯u − γb¯v)∂vra¯∂vrb¯ −
1√
3
∑
b¯
γb¯v∂vra¯∂vrb¯]}+
+
2√
3
∑
u
e
− 2√
3
∑
c¯
γc¯utc¯
∑
a¯
γa¯u[∂
2
ura¯ +
1√
3
∑
b¯
γb¯u∂ura¯∂urb¯] =
=
1
3
∑
u
(1− 2e− 2√3
∑
a¯
γa¯ura¯)
∑
b¯
(∂urb¯)
2 +
+
2√
3
∑
u
e
− 2√
3
∑
c¯
γc¯utc¯
∑
a¯
γa¯u[∂
2
ura¯ +
1√
3
∑
b¯
γb¯u∂ura¯∂urb¯],
△˜[ra¯] = ∂r[3g˜rs ∂s] = 3g˜rs 3∇˜r 3∇˜s =
=
∑
r
e
− 2√
3
∑
a¯
γa¯rra¯ [∂2r −
2√
3
∑
b¯
γb¯r∂rrb¯∂r]. (43)
Using Eq.(41), the reduced superhamiltonian constraint becomes [k = c3/16πG]
H˜R(τ, ~σ) = ǫ{kφ6 3Rˆ− φ
−6
8k
3Go(a)(b)(c)(d)
3eˆ((a)r
3 ˆ˜π
r
(b))
3eˆ((c)s
3 ˆ˜π
s
(d))}(τ, ~σ) =
= ǫφ(τ, ~σ) { k(−8△˜[ra¯] + 3R˜[ra¯])φ−
− φ
−7
8k
3Go(a)(b)(c)(d)
3eˆ((a)r
3 ˆ˜π
r
(b))
3eˆ((c)s
3 ˆ˜π
s
(d))}(τ, ~σ) =
= ǫφ(τ, ~σ) { c
3
16πG
(−8△˜[ra¯] + 3R˜[ra¯])φ−
− 2πG
c3
[
(φ−7(6
∑
a¯
π2a¯ −
1
3
ρ2))(τ, ~σ) +
+ 2(φ−5
∑
u
e
1√
3
∑
a¯
γa¯ura¯[2
√
3
∑
b¯
γb¯uπb¯ −
1
3
ρ])(τ, ~σ)×
∫
d3σ1
∑
r
δu(a)T u(a)r(~σ, ~σ1, τ |φ, ra¯]
(
φ−2e−
1√
3
∑
a¯
γa¯rra¯[
ρ
3
+
√
3
∑
b¯
γb¯rπb¯]
)
(τ, ~σ1) +
+ φ−3(τ, ~σ)
∫
d3σ1d
3σ2
(∑
u
e
2√
3
∑
a¯
γa¯u+ra¯(τ,~σ) ×
∑
r
T u(a)r(~σ, ~σ1, τ |φ, ra¯]
(
φ−2e−
1√
3
∑
a¯
γa¯rra¯[
ρ
3
+
√
3
∑
b¯
γb¯rπb¯]
)
(τ, ~σ1)×
∑
s
T u(a)s(~σ, ~σ2, τ |φ, ra¯]
(
φ−2e−
1√
3
∑
a¯
γa¯sra¯ [
ρ
3
+
√
3
∑
c¯
γc¯sπc¯]
)
(τ, ~σ2) +
+
∑
uv
e
1√
3
∑
a¯
(γa¯u+γa¯v)ra¯(τ,~σ)(δu(b)δ
v
(a) − δu(a)δv(b))×
∑
r
T u(a)r(~σ, ~σ1, τ |φ, ra¯]
(
φ−2e−
1√
3
∑
a¯
γa¯rra¯[
ρ
3
+
√
3
∑
b¯
γb¯rπb¯]
)
(τ, ~σ1)
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∑
s
T v(b)s(~σ, ~σ2, τ |φ, ra¯]
(
φ−2e−
1√
3
∑
a¯
γa¯sra¯ [
ρ
3
+
√
3
∑
c¯
γc¯sπc¯]
)
(τ, ~σ2)
) ]
} ≈ 0.
(44)
This equation has to be implemented with a gauge-fixing to eliminate ρ(τ, ~σ) [either
3Kˆ(τ, ~σ) ≈ 0 or ρ(τ, ~σ) ≈ 0]. Let us remark that the maximal slicing condition 3Kˆ(τ, ~σ) ≈ 0
does not imply any real simplification of this expression and has the extra complications
that: i) ra¯, πa¯ are no more canonical at the level of Dirac brackets; ii) one has to solve
3Kˆ(τ, ~σ) = 0 as an integral equation in ρ, to eliminate this variable.
For ρ(τ, ~σ) ≈ 0 we get the final reduced form of the Lichnerowicz equation
(−△˜[ra¯] + 1
8
3R˜[ra¯])(τ, ~σ)φ(τ, ~σ) =
12π2G2
c6
[
2(φ−7
∑
a¯
π2a¯)(τ, ~σ) +
+ 4(φ−5
∑
u
e
1√
3
∑
a¯
γa¯ura¯
∑
b¯
γb¯uπb¯)(τ, ~σ)×
∫
d3σ1
∑
r
δu(a)T u(a)r(~σ, ~σ1, τ |φ, ra¯]
(
φ−2e−
1√
3
∑
a¯
γa¯rra¯
∑
b¯
γb¯rπb¯
)
(τ, ~σ1) +
+ φ−3(τ, ~σ)
∫
d3σ1d
3σ2
(∑
u
e
2√
3
∑
a¯
γa¯ura¯(τ,~σ) ×
∑
r
T u(a)r(~σ, ~σ1, τ |φ, ra¯]
(
φ−2e−
1√
3
∑
a¯
γa¯rra¯
∑
b¯
γb¯rπb¯
)
(τ, ~σ1)×
∑
s
T u(a)s(~σ, ~σ2, τ |φ, ra¯]
(
φ−2e−
1√
3
∑
a¯
γa¯sra¯
∑
c¯
γc¯sπc¯
)
(τ, ~σ2) +
+
∑
uv
e
1√
3
∑
a¯
(γa¯u+γa¯v)ra¯(τ,~σ)(δu(b)δ
v
(a) − δu(a)δv(b))×
∑
r
T u(a)r(~σ, ~σ1, τ |φ, ra¯]
(
φ−2e−
1√
3
∑
a¯
γa¯rra¯
∑
b¯
γb¯rπb¯
)
(τ, ~σ1)
∑
s
T v(b)s(~σ, ~σ2, τ |φ, ra¯]
(
φ−2e−
1√
3
∑
a¯
γa¯sra¯
∑
c¯
γc¯sπc¯
)
(τ, ~σ2)
) ]
. (45)
Let us remark that, if this integro-differential equation for φ(τ, ~σ) = e
1
2
q(τ,~σ) > 0 admits
different solutions φ1[ra¯, πa¯], φ2[ra¯, πa¯] ,..., they would correspond to inequivalent gravita-
tional fields in vacuum (there are no more gauge transformations for correlating them)
evolving according to the associated ADM energies.
However, if, as said in Section V of II, the existence and unicity of solutions of the
5 equations of ADM metric gravity [the Lichnerowicz equation or superhamiltonian con-
straint, the 3 supermomentum constraints and the gauge fixing (maximal slicing condi-
tion) 3K(τ, ~σ) ≈ 0] remain valid in tetrad gravity for the reduced Lichnerowicz equation
[the original one with the solution of the supermomentum constraints inserted into it]
with the gauge fixing 3K(τ, ~σ) ≈ 0 replaced by the natural one ρ(τ, ~σ) ≈ 0 for the 3-
orthogonal gauge, only one solution φ ≈ φ[ra¯, πa¯] will exist with the boundary condition
φ(τ, ~σ)→r→∞ 1 + M2r + o4(r−3/2) of Eqs.(37).
Finally, let us restrict ourselves to WSW hypersurfaces with the gauge-fixing procedure
of Section III [b
(µ)
(∞)A(τ) ≈ L(µ)(ν)=A(p(∞),
◦
p(∞))], see Eq.(28). The Dirac Hamiltonian is now
[ǫ(∞) =
√
ǫp2(∞)]
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Hˆ
(WSW )
(D)ADM,R =
∫
d3σ[nHˆR + λnπ˜n](τ, ~σ)− λ˜τ (τ)[ǫ(∞) − Pˆ τADM,R]− λ˜r(τ)Pˆ rADM,R, (46)
and we have (see Eqs.(39) for the expression of nˆr)
N(τ, ~σ) = −λ˜τ (τ) + n(τ, ~σ),
N(a)(τ, ~σ) =
3eˆr(a)(τ, ~σ)
[
− λ˜r(τ) + nˆr[τ, ~σ|q, ρ, ra¯, πa¯, λ˜A]
]
=
= −φ−2(τ, ~σ)δr(a)
[
λ˜r(τ)− nˆr[τ, ~σ|q, ρ, ra¯, πa¯, λ˜A]
]
,
If we add the natural gauge-fixing ρ(τ, ~σ) = 1
2
φ(τ, ~σ)πφ(τ, ~σ) ≈ 0 to HˆR(τ, ~σ) ≈ 0, its
time constancy implies
∂τρ(τ, ~σ)
◦
= {ρ(τ, ~σ), Hˆ(WSW )(D)ADM,R} =
∫
d3σ1n(τ, ~σ1){ρ(τ, ~σ), HˆR(τ, ~σ1)}+
+ λ˜τ (τ){ρ(τ, ~σ), Pˆ τADM,R}+ λ˜r(τ){ρ(τ, ~σ), Pˆ rADM,R} ≈
≈ −1
2
φ(τ, ~σ)
[ ∫
d3σ1n(τ, ~σ1)
δHˆR(τ, ~σ1)
δφ(τ, ~σ)
+
+ λ˜τ
δPˆ τADM,R
δφ(τ, ~σ)
+ λ˜r(τ)
δPˆ rADM,R
δφ(τ, ~σ)
≈ 0,
⇒ n(τ, ~σ)− nˆ(τ, ~σ|ra¯, πa¯, λ˜A] ≈ 0,
∂τ
[
n(τ, ~σ)− nˆ(τ, ~σ|ra¯, πa¯, λ˜A]
]
=
= λn(τ, ~σ)− {nˆ(τ, ~σ|ra¯, πa¯, λ˜A], Hˆ(WSW )(D)ADM,R} ≈ 0,
⇒ λn(τ, ~σ) determined. (47)
Therefore we find an integral equation for the lapse function n(τ, ~σ) implying its being
different from zero (this avoids a finite time breakdown), even when
~˜
λ(τ) = 0 since λ˜τ (τ) 6= 0.
If we now go to the final Dirac brackets with respect to the second class constraints
ρ(τ, ~σ) ≈ 0, HˆR(τ, ~σ) ≈ 0, n(τ, ~σ)− nˆ(τ, ~σ|ra¯, πa¯, λ˜A] ≈ 0, π˜n(τ, ~σ) ≈ 0, on the WSW hyper-
surfaces, asymptotically orthogonal to Pˆ
(µ)
ADM,R at spatial infinity, we remain only with the
canonical variables ra¯, πa¯ from Eqs.(28) we get the following form of the Dirac-Hamiltonian
and of the remaining four first class constraints
Hˆ
(WSW )
(D)ADM,Rρ=0 = −λ˜τ (τ)
(
ǫ(∞) − Pˆ τADM,R[ra¯, πa¯, φ(ra¯, πa¯)]
)
− λ˜r(τ)Pˆ rADM,R[ra¯, πa¯, φ(ra¯, πa¯)],
ǫ(∞) − Pˆ τADM,R[ra¯, πa¯, φ(ra¯, πa¯)] ≈ 0,
Pˆ rADM,R[ra¯, πa¯, φ(ra¯, πa¯)] ≈ 0. (48)
where φ(ra¯, πa¯) is the solution of the reduced Lichnerowicz equation HˆR(τ, ~σ)|ρ(τ,~σ)=0 = 0.
The Dirac Hamiltonian takes the same form as in the case of parametrized Minkowski
theories restricted to Wigner spacelike hyperplanes.
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After the gauge-fixing T(∞) − τ ≈ 0, one gets λ˜τ (τ) = ǫ and
N(τ, ~σ) = −ǫ+ nˆ(τ, ~σ|ra¯, πa¯, φ(ra¯, πa¯), λ˜r] =
= −ǫ+ n˜(τ, ~σ|ra¯, πa¯, λ˜r],
Nr(τ, ~σ) = −λ˜r(τ) + nˆr(τ, ~σ|ra¯, πa¯, φ(ra¯, πa¯), λ˜r] =
= −λ˜r(τ) + n˜r(τ, ~σ|ra¯, πa¯, λ˜s], (49)
Hˆ
(WSW )
(D)ADM = ǫPˆ
τ
ADM,R[ra¯, πa¯, φ(ra¯, πa¯)]− λ˜r(τ)Pˆ rADM,R[ra¯, πa¯, φ(ra¯, πa¯)],
Pˆ rADM,R[ra¯, πa¯, φ(ra¯, πa¯)] ≈ 0. (50)
This is the asymptotic rest-frame instant form of dynamics for tetrad gravity.
In the gauge ~˜λ(τ) = 0, implied by the gauge fixings ~σADM [ra¯, πa¯] ≈ 0 on the “internal”
3-center-of-mass, we get the final Dirac Hamiltonian
Hˆ
(WSW )′
(D)ADM = ǫPˆ
τ
ADM,R,
and the following normal form [namely solved in the accelerations] of the two dynamical
Einstein equations for the gravitational field Dirac observables in the 3-orthogonal gauge
with ρ(τ, ~σ) ≈ 0 and in the rest frame
∂τra¯(τ, ~σ)
◦
= {ra¯(τ, ~σ), Pˆ τADM,R[rb¯, πb¯, φ(rb¯, πb¯)]},
∂τπa¯(τ, ~σ)
◦
= {πa¯(τ, ~σ), Pˆ τADM,R[rb¯, πb¯, φ(rb¯, πb¯)]},
Pˆ rADM,R[ra¯, πa¯, φ(ra¯, πa¯)] ≈ 0. (51)
The 4-metric and the line element in adapted coordinates σA on the WSW hypersurfaces
are
4gˆAB =
= ǫ


(
− ǫ+ n˜[ra¯, πa¯, ~˜λ]
)2 − φ−4[ra¯, πa¯]∑r e− 2√3
∑
a¯
γa¯rra¯
(
λ˜2r(τ)− n˜r[ra¯, πa¯, ~˜λ
)2
λ˜r(τ)− n˜r[ra¯, πa¯, ~˜λ]
λ˜s(τ)− n˜s[ra¯, πa¯, ~˜λ]
−[φ4[ra¯, πa¯]e
2√
3
∑
a¯
γa¯rra¯ ]δrs


→ ~˜
λ(τ,~σ)=0
ǫ


(
− ǫ+ n˜[ra¯, πa¯, 0]
)2 − φ−4[ra¯, πa¯]∑r e− 2√3
∑
a¯
γa¯rra¯n˜2r [ra¯, πa¯, 0]
−n˜r[ra¯, πa¯, 0]
−n˜s[ra¯, πa¯, 0]
−φ4[ra¯, πa¯]e
2√
3
∑
a¯
γa¯rra¯δrs
)
,
ds2 = 4gˆττ (dτ)
2 + 2 4gˆτrdτdσ
r +
∑
r
4gˆrr(dσ
r)2. (52)
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Even for
~˜
λ(τ) = 0 we do not get vanishing shift functions [“synchronous” coordinates], like
instead it is assumed by Christodoulou and Klainermann for their singularity-free solutions.
Let us remark that Eqs.(39) and (47) imply that both n˜ and n˜r depend on G/c
3 and c3/G
simultaneously, so that both their post-Newtonian (expansion in 1/c) and post-Minkowskian
(formal expansion in powers of G) may be non trivial after having done the gauge fixings.
Once we are on WSW hypersurfaces, each triad 3er(a)(τ, ~σ) has an asymptotic limit,
which is also the limit of one of the Frauendiener triads 3e
(W )r
(a) (τ, ~σ), solutions of Eqs.(32).
In Eqs.(32), 3Kˆ(τ, ~σ) is the function of ra¯, πa¯, q [for ρ(τ, ~σ) ≈ 0] determined by Eq.(38), so
that also the triads 3e
(W )r
(a) (τ, ~σ) become functionals of these same variables.
From Eqs.(40) evaluated with the gauge fixing ρ(τ, ~σ) ≈ 0, we get the weak ADM
Poincare´ charges in this gauge
Pˆ τADM,R = ǫ
∫
d3σ
( c3
16πG
[
φ2
∑
r
e
− 1√
3
∑
a¯
γa¯rra¯ ×
(1
3
∑
b¯c¯
(2γb¯rγc¯r + δb¯c¯)∂rrb¯∂rrc¯ −
4√
3
(
∑
b¯
γb¯r∂rrb¯)∂rln φ− 4(∂rln φ)2 −
−∑
u
e
2√
3
∑
a¯
(γa¯r−γa¯u)ra¯ [
2
3
∑
b¯c¯
γb¯rγc¯r∂urb¯∂urc¯ +
+ 2
√
3(
∑
b¯
γb¯r∂urb¯)∂uln φ+ 4(∂uln φ)
2]
)]
(τ, ~σ)−
− 6πG
c3
φ−2(τ, ~σ)
[
(2φ−4
∑
a¯
π2a¯)(τ, ~σ) +
+ 4(φ−2
∑
u
e
1√
3
∑
a¯
γa¯ura¯
∑
b¯
γb¯uπb¯)(τ, ~σ)×
∫
d3σ1
∑
r
δu(a)T u(a)r(~σ, ~σ1, τ |φ, ra¯]
(
φ−2e−
1√
3
∑
a¯
γa¯rra¯
∑
b¯
γb¯rπb¯
)
(τ, ~σ1) +
+
∫
d3σ1d
3σ2
(∑
u
e
2√
3
∑
a¯
γa¯ura¯(τ,~σ) ×
∑
r
T u(a)r(~σ, ~σ1, τ |φ, ra¯]
(
φ−2e−
1√
3
∑
a¯
γa¯rra¯
∑
b¯
γb¯rπb¯
)
(τ, ~σ1)×
∑
s
T u(a)s(~σ, ~σ2, τ |φ, ra¯]
(
φ−2e−
1√
3
∑
a¯
γa¯sra¯
∑
c¯
γc¯sπc¯
)
(τ, ~σ2) +
+
∑
uv
e
1√
3
∑
a¯
(γa¯u+γa¯v)ra¯(τ,~σ)(δu(b)δ
v
(a) − δu(a)δv(b))×
∑
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T u(a)r(~σ, ~σ1, τ |φ, ra¯]
(
φ−2e−
1√
3
∑
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γa¯rra¯
∑
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γb¯rπb¯
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∑
s
T v(b)s(~σ, ~σ2, τ |φ, ra¯]
(
φ−2e−
1√
3
∑
a¯
γa¯sra¯
∑
c¯
γc¯sπc¯
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(τ, ~σ2)
) ] )
,
Pˆ rADM,R =
√
3
∫
d3σφ−2(τ, ~σ)e−
1√
3
∑
a¯
γa¯rra¯(τ,~σ)
(
φ−2(τ, ~σ)
∑
c¯
[∑
u
γc¯ue
− 1√
3
∑
a¯
γa¯ura¯(2∂rln φ+
1√
3
∑
b¯
γb¯u∂rrb¯)−
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− 2γc¯re−
1√
3
∑
a¯
γa¯rra¯(2∂rln φ+
1√
3
∑
b¯
γb¯r∂rrb¯)
]
(τ, ~σ)πc¯(τ, ~σ) +
+
∑
uv
∫
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(2∂rln φ+
1√
3
∑
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γb¯u∂rrb¯)(τ, ~σ)δu(a)T u(a)v(~σ, ~σ1, τ |φ, ra¯]−
− (2∂uln φ+ 1√
3
∑
b¯
γb¯r∂urb¯)(τ, ~σ)
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δr(a)T u(a)v + δu(a)T r(a)v
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(φ−2e−
1√
3
∑
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γa¯vra¯
∑
c¯
γc¯vπc¯)(τ, ~σ1)},
JˆrsADM,R = −
√
3
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∫
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∑
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σse
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3
∑
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γb¯s∂srb¯)
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(τ, ~σ) +
+
√
3
2
∑
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∫
d3σd3σ1φ
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[
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− 1√
3
∑
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3
∑
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γb¯r∂urb¯)(τ, ~σ)
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δr(a)T u(a)v + δu(a)T r(a)v
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−
− σre− 1√3
∑
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γa¯sra¯(τ,~σ)
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1√
3
∑
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− (2∂uln φ+ 1√
3
∑
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γb¯s∂urb¯)(τ, ~σ)
(
δs(a)T u(a)v + δu(a)T s(a)v
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∑
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JˆτrADM,R = ǫ
∫
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16πG
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γa¯rra¯ ×
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3
∑
b¯c¯
(2γb¯rγc¯r + δb¯c¯)∂rrb¯∂rrc¯ −
4√
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∑
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γb¯r∂rrb¯)∂rln φ− 4(∂rln φ)2 −
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e
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2]
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(τ, ~σ)−
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− 6πG
c3
φ−2(τ, ~σ)
[
(2φ−4
∑
a¯
π2a¯)(τ, ~σ) +
+ 4(φ−2
∑
u
e
1√
3
∑
a¯
γa¯ura¯
∑
b¯
γb¯uπb¯)(τ, ~σ)×
∫
d3σ1
∑
r
δu(a)T u(a)r(~σ, ~σ1, τ |φ, ra¯]
(
φ−2e−
1√
3
∑
a¯
γa¯rra¯
∑
b¯
γb¯rπb¯
)
(τ, ~σ1) +
+
∫
d3σ1d
3σ2
(∑
u
e
2√
3
∑
a¯
γa¯ura¯(τ,~σ) ×
∑
r
T u(a)r(~σ, ~σ1, τ |φ, ra¯]
(
φ−2e−
1√
3
∑
a¯
γa¯rra¯
∑
b¯
γb¯rπb¯
)
(τ, ~σ1)×
∑
s
T u(a)s(~σ, ~σ2, τ |φ, ra¯]
(
φ−2e−
1√
3
∑
a¯
γa¯sra¯
∑
c¯
γc¯sπc¯
)
(τ, ~σ2) +
+
∑
uv
e
1√
3
∑
a¯
(γa¯u+γa¯v)ra¯(τ,~σ)(δu(b)δ
v
(a) − δu(a)δv(b))×
∑
r
T u(a)r(~σ, ~σ1, τ |φ, ra¯]
(
φ−2e−
1√
3
∑
a¯
γa¯rra¯
∑
b¯
γb¯rπb¯
)
(τ, ~σ1)
∑
s
T v(b)s(~σ, ~σ2, τ |φ, ra¯]
(
φ−2e−
1√
3
∑
a¯
γa¯sra¯
∑
c¯
γc¯sπc¯
)
(τ, ~σ2)
) ] )
+
+
ǫc3
8πG
∫
d3σφ−2(τ, ~σ)e−
2√
3
∑
a¯
γa¯rra¯(τ,~σ)
[∑
v
e
− 2√
3
∑
a¯
γa¯vra¯
(
φ4e
2√
3
∑
a¯
γa¯vra¯ − 1
)
(∂rln φ+
1√
3
∑
b¯
(γb¯r + γb¯v)∂rrb¯)−
− e− 2√3
∑
a¯
γa¯rra¯
(
φ4e
2√
3
∑
a¯
γa¯rra¯ − 1
)
(∂rln φ+
2√
3
∑
b¯
γb¯r∂rrb¯)
]
(τ, ~σ). (53)
From Eq.(45) it is clear that φ[ra¯, πa¯] depends on G
2/c6, while the previous equation
implies that Hˆ
(WSW )′
(D)ADM = ǫPˆ
τ
ADM,R depends a priori on both G/c
3 and c3/G.
Let us remark that to try to make realistic calculations one needs normal coordinates
around a point (see Appendix A of II): only in such a chart one can find the explicit
expression of the Synge-DeWitt bitensor drγPP1
(~σ, ~σ1) (giving the tangent in P1 [~σ1] of the
geodesic emanating from P [~σ]).
A fundamental open problem, which will be studied in a future paper, is to find a
solution of a linearization of the Lichnerowicz equation, which put inside a linearization
of the weak ADM energy will imply a linear equation for the physical canonical variables
ra¯(τ, ~σ) describing the gravitational field, so to make contact with the theory of gravitational
waves.
A connected open problem is to find the relation of our canonical variables ra¯, πa¯ for
the gravitational field in the special 3-orthogonal gauge with ρ = 0 with the statement of
Christodoulou- Klainermann [7] that the independent degrees of freedom of the gravitational
field are described by symmetric trace-free 2-tensors on 2-planes. See the Conclusions and
Appendix F for some comments on this point.
Finally in Appendix G there are some comments on the post-Newtonian approximation.
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VI. VOID SPACETIMES IN THE 3-ORTHOGONAL GAUGE.
As said in II it is interesting to study the tiny subspace of the reduced phase space in
the 3-orthogonal gauges defined by putting by hand equal to zero the Dirac’s observables of
the gravitational field [ra¯(τ, ~σ) ≈ 0, πa¯(τ, ~σ) ≈ 0] before adding the gauge-fixing ρ(τ, ~σ) ≈ 0,
since in absence of matter this is consistent with Einstein equations. These spacetimes
may be named “void spacetimes” and it will be shown in this Section that they are gauge
equivalent to Minkowski spacetime in Cartesian coordinates by means of the Hamiltonian
group of gauge transformations and that they have vanishing Poincare´ charges. They should
correspond to the relativistic generalization of the class of Galilean non inertial frames (with
their inertial forces) obtainable from an inertial frame of the nonrelativistic Galileo spacetime
[for example the (maybe time-dependent) pseudo-diffeomorphisms in Diff Στ replace the
Galilean coordinate transformations generating the inertial forces].
The concept of void spacetime implements the viewpoint of Synge [102] that, due to tidal
(i.e. curvature) effects, there is a difference between true gravitational fields and accelerated
motions, even if, as shown in Ref. [103], Einstein arrived at general relativity through the
intermediate step of showing the equivalence of uniform acceleration with special homoge-
neous gravitational fields. It is only in the not generally covariant Hamiltonian approach
that one is able to identify the genuine physical degrees of freedom of the gravitational field.
Since in void spacetimes without matter there are no physical degrees of freedom of
the gravitational field but only gauge degrees of freedom, we expect that this equivalence
class of spacetimes is not described by scenario b) of Section III, but that it corresponds to
scenario a) with vanishing Poincare´ charges (the exceptional Poincare´ orbit). Indeed, in this
way Minkowski spacetime (and its gauge copies) would be selected as the static background
for special relativity with zero energy (in contrast with the viewpoint of Ref. [42] of an
infinite background energy), starting point for parametrized Minkowski theories where the
special relativistic energy would be generated only by the added matter (and/or fields).
Tetrad gravity with matter would be described by scenario b) (with the WSW hypersurfaces
corresponding to Wigner hyperplanes; both of them are defined only in presence of matter)
and in the limit G→ 0 the weak ADM energy would tend to the special relativistic energy of
that matter system with no trace left of the “gravitational field energy” [present in scenario
b) but not in scenario a)].
To define “void spacetimes” independently from the 3-orthogonal gauge, let us remark
that, since the conditions ra¯(τ, ~σ) = 0 imply the vanishing of the 3-conformal Cotton-York
tensor [see I after Eq.(9) for the definition of this tensor and Eq.(D2) of Appendix D of II
for its vanishing], this means that void spacetimes should have the leaves Στ conformally
flat as Riemannian 3-manifolds but with the conformal factor determined by the reduced
Lichnerowicz equation (since the solution depends on the gauge variable ρ, the conformal
factor is gauge dependent). Therefore, the general theory of void spacetimes could be re-
formulated in arbitrary gauges by adding with Lagrange multipliers the two independent
components of the Cotton-York tensor 3Yrs(τ, ~σ) [which is a function only of cotriads] to
the tetrad ADM Lagrangian of Eq.(50) of I for tetrad gravity. In this way one should get
two extra holonomic constraints equivalent to ra¯(τ, ~σ) ≈ 0. Their time constancy should
produce two secondary (momentum dependent) constraints equivalent to πa¯(τ, ~σ) ≈ 0.
Deferring to a future paper the study of the general case, let us explore the properties
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of void spacetimes in the 3-orthogonal gauges.
To get void spacetimes starting from the 3-orthogonal gauge definition of the gravitational
field degrees of freedom, we add with Dirac’s multipliers to the tetrad gravity version of the
Dirac Hamiltonian of Eq(25) the two pairs of primary second class constraints ra¯(τ, ~σ) ≈ 0,
πa¯(τ, ~σ) ≈ 0:
Hˆ
(1)
(D)ADM 7→ Hˆ(1)(D)ADM +
∫
d3σ
∑
a¯[ξa¯ra¯ + ξ
′
a¯πa¯](τ~σ).
The time constancy of these constraints determines the Dirac multipliers ξa¯(τ, ~σ), ξ
′
a¯(τ, ~σ).
By going to new Dirac brackets [ra¯(τ, ~σ) ≡ πa¯(τ, ~σ) ≡ 0] we get the 3-metric 3gˆrs = e2qδrs =
φ4δrs and we remain only with the following variables:
i) φ(τ, ~σ) = eq(τ,~σ)/2, to be determined by the reduced Lichnerowicz equation;
ii) πφ(τ, ~σ) = 2φ
−1(τ, ~σ)ρ(τ, ~σ), the conjugate gauge variable.
In this way we have identified some members [they differ in the arbitrary value of
πφ = 2φ
−1ρ] of a Hamiltonian equivalence class, which corresponds to the absence of the
gravitational field. For it we have
ra¯ = πa¯ = 0, φ = e
q/2 [or q = 2ln φ],
3eˆ(a)r = φ
2δ(a)r ,
3eˆr(a) = φ
−2δr(a),
3gˆrs = φ
4δrs,
3g˜rs[ra¯ = 0] = δrs,
△˜[ra¯ = 0] = △FLAT , 3R˜[ra¯ = 0] = 0. (54)
From Eqs.(37), (38), one has in void spacetimes [before putting ρ = 1
2
φπφ = 0]
3gˆrs(τ, ~σ) = = φ
4(τ, ~σ)δrs,
3 ˆ˜π
r
(a)(τ, ~σ) =
1
3
∫
d3σ1Kr(a)s(~σ, ~σ1; τ |φ, 0]ρ(τ, ~σ1),
Kr(a)s(~σ, ~σ1, τ |φ, 0] = δr(a)δrsδ3(~σ, ~σ1) + T r(a)s(~σ, ~σ1, τ |φ, 0],
T r(a)s(~σ, ~σ1; τ |φ, 0] =
1
2
[2
∑
w 6=s
δ(k)w
∂ln φ(τ, ~σ1)
∂σw1
φ−2(τ, ~σ)δr(b)T(b)(a)(k)(~σ, ~σ1; τ) +
+δ(k)s
∂
∂σs1
φ−2(τ, ~σ)δr(b)T(b)(a)(k)(~σ, ~σ1; τ)],
φ−2(τ, ~σ) δr(b)T(b)(a)(k)(~σ, ~σ1; τ) =
= drγPP1
(PγPP1 e
∫ ~σ
~σ1
dσw2
3ωˆw(c)(τ,~σ2)Rˆ
(c)
)(a)(k) +
+
∑
u
δ(a)ud
u
γPP1
(~σ, ~σ1)
δr(b)(PγPP1 e
∫ ~σ
~σ1
dσw2
3ωˆw(c)(τ,~σ2)Rˆ
(c)
)(b)(k),
3ωˆt(d)(τ, ~σ) = 2ǫ(d)(m)(n)δ(m)tδ(n)u∂uln φ(τ, ~σ). (55)
and
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3Kˆrs(τ, ~σ) =
ǫ
4k
[
∑
u
(δruδ(a)s + δsuδ(a)r − δrsδ(a)u) 3 ˆ˜πu(a)](τ, ~σ),
3Kˆ(τ, ~σ) = − ǫ
4k
[φ−4
∑
u
δ(a)u
3 ˆ˜π
u
(a)](τ, ~σ) =
= − ǫ
4k
φ−6(τ, ~σ){ρ(τ, ~σ) + 1
3
∑
u
∫
d3σ1δ(a)u
T u(a)s(~σ, ~σ1; τ |φ, 0]φ−2(τ, ~σ1)ρ(τ, ~σ1)},
Hˆ′R(τ, ~σ) = HˆR(τ, ~σ)|ra¯=πa¯=0 =
= ǫφ(τ, ~σ){− c
3
2πG
△FLATφ(τ, ~σ) + 2πG
3c3
[1
3
(φ−7ρ)(τ, ~σ) +
+
2
3
(φ−5ρ)(τ, ~σ)
∫
d3σ1
∑
r
δu(a)T u(a)r(~σ, ~σ1; τ |φ, 0](φ−2ρ(τ, ~σ1)−
− 1
3
φ−3(τ, ~σ)
∫
d3σ1d
3σ2
(∑
u∑
r
T u(a)r(~σ, ~σ1; τ |φ, 0](φ−2ρ)(τ, ~σ1)∑
s
T u(a)s(~σ, ~σ2; τ |φ, 0](φ−2ρ)(τ, ~σ2) +
+
∑
uv
(δu(b)δ
v
(a) − δu(a)δv(b))∑
r
T u(a)r(~σ, ~σ1; τ |φ, 0](φ−2ρ)(τ, ~σ1)∑
s
T v(a)s(~σ, ~σ2; τ |φ, 0](φ−2ρ)(τ, ~σ2)
)]
} ≈ 0. (56)
Therefore, the leaves Στ of the 3+1 splittings of void spacetimes are conformally flat 3-
manifolds diffeomorphic to R3, but with the conformal factor φ determined by the reduced
Lichnerowicz equation.
With the natural gauge ρ(τ, ~σ) ≈ 0, one has
3 ˆ˜π
r
(a)(τ, ~σ) ≈ 0,
3Kˆrs(τ, ~σ) ≈ 0, ⇒ 3Kˆ(τ, ~σ) ≈ 0, (57)
and the reduced superhamiltonian constraint becomes the reduced Lichnerowicz equation
[△FLAT = ~∂2]
△FLATφ(τ, ~σ) ≈ 0, ⇒ φ(τ, ~σ) = 1,⇒ 3gˆrs = δrs, (58)
where we have shown the solution corresponding to the boundary condition of Eq.(37).
Let us now delineate the sequence of natural gauge-fixings to get void spacetimes in the
3-orthogonal gauges from scenario a) [in which λ˜A(τ), λ˜AB(τ) are gauge variables]:
i) λ˜τ (τ) ≈ ǫ, λ˜r(τ) ≈ 0, λ˜AB(τ) ≈ 0 [so that N(as)(τ, ~σ) ≈ 0, N(as)r(τ, ~σ) ≈ 0]: these are
the gauge-fixings for the primary constraints π˜A(τ) ≈ 0, π˜AB(τ) ≈ 0 and imply ζA(τ) ≈ 0,
ζAB(τ) ≈ 0.
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ii) α(a)(τ, ~σ) = ϕ(a)(τ, ~σ) = 0 [so that λ
~ϕ
(a)(τ, ~σ) = µˆ(a)(τ, ~σ) = 0 in the Dirac Hamiltonian];
iii) ξr(τ, ~σ) = σr. Since, as we have seen, in void spacetimes 3π˜r(a) and
3Π˜rs vanish for
ρ(τ, ~σ) ≈ 0, also the Poisson bracket {ξr(τ, ~σ), Pˆ τADM} vanishes for ρ(τ, ~σ) ≈ 0. There-
fore the requirement ∂τ [ξ
r(τ, ~σ) − σr] ≈ 0 now implies nr(τ, ~σ) − nˆr(τ, ~σ|q, ρ] ≈ 0 but
with nˆr(τ, ~σ|q, ρ]|ρ=0 = 0; the time constancy of these constraints determine λ~nr (τ, ~σ). For
ρ(τ, ~σ) ≈ 0 we get a vanishing shift function Nr(τ, ~σ) ≈ 0 (synchronous coordinates).
iv) At this stage the lapse function is
N(τ, ~σ) ≈ −ǫ+ n(τ, ~σ).
v) Now we add the second class constraints ra¯(τ, ~σ) ≈ 0, πa¯(τ, ~σ) ≈ 0 which imply the
previous results.
vi) The Dirac Hamiltonian becomes
H
(1)
(D)ADM =
∫
d3σ[nHˆ′R + λnπ˜n](τ, ~σ) + ǫPˆ τ ′ADM
with Hˆ′R = HˆR|ra¯=πa¯=0, Pˆ τ ′ADM = Pˆ τADM |ra¯=πa¯=0.
vii) The natural gauge fixing ρ(τ, ~σ) ≈ 0 implies
∂τρ(τ, ~σ)
◦
=
∫
d3σ1n(τ, ~σ1){ρ(τ, ~σ), Hˆ′R(τ, ~σ1)}+ ǫ{ρ(τ, ~σ), Pˆ τ ′ADN};
but from Eq.(14) and from 3Π˜rs ≈ 0 we see that only the term bilinear in the Christof-
fel symbols contributes to {ρ(τ, ~σ), Pˆ τ ′ADN} for ρ(τ, ~σ) ≈ 0. Now from Eq.(38) we get
3Γˆruv = 2φ
−1[δuv∂rφ + δru∂vφ + δrv∂uφ] →φ→const. 0. Since φ(τ, ~σ) = 1 is the solution of
the reduced Lichnerowicz equation for ρ(τ, ~σ) ≈ 0, we get {ρ(τ, ~σ), Pˆ τ ′ADN} ≈ 0 and then
n(τ, ~σ) ≈ 0 and λn(τ, ~σ) ≈ 0. Therefore, at the end the lapse function is N(τ, ~σ) ≈ −ǫ.
viii) Since, as we shall see, Pˆ τ
′
ADN vanishes for ρ(τ, ~σ) ≈ 0, φ(τ, ~σ) = 1, the final Dirac Hamil-
tonian vanishes: H
(1)
(D)ADM ≈ 0, and the final 4-metric becomes
4gˆAB(τ, ~σ) = ǫ
(
1 0
0 −δrs
)
.
ix) In void spacetimes the two gauge-fixings ρ(τ, ~σ) ≈ 0 and 3Kˆ(τ, ~σ) ≈ 0 are equiva-
lent and one chooses φ(τ, ~σ) = 1 [i.e. q(τ, ~σ) = 0]; in this gauge one has 3Rˆ = 0 for the
3-hypersurfaces Στ [they have both the scalar curvature and the trace of the extrinsic one
vanishing], but in other gauges the 3-curvature and the trace of the extrinsic one may be not
vanishing because the solution φ(τ, ~σ) of the reduced Lichnerowicz equation may become
nontrivial. From Eqs.(40), the weak and strong Poincare´ charges are
Pˆ τADM,R = −ǫ
∫
d3σ
(φ−6(τ, ~σ)
24k
[−(φ−4ρ2)(τ, ~σ)−
− 2(φ−2ρ)(τ, ~σ)δr(a)
∫
d3σ1
∑
n
T r(a)n(~σ, ~σ1, τ |φ, 0](φ−2ρ)(τ, ~σ1) +
+
1
3
∑
rs
(δrsδ(a)(b) + δr(b)δs(a) − δr(a)δs(b))
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∫
d3σ1
∑
m
T r(a)m(~σ, ~σ1, τ |φ, 0](φ−2ρ)(τ, ~σ1)∫
d3σ2
∑
n
T s(b)n(~σ, ~σ2, τ |φ, 0](φ−2ρ)(τ, ~σ2)]−
− 8k[φ2∑
r
(∂rln φ)
2](τ, ~σ)
)
→ρ→0 8ǫk
∫
d3σ[φ2
∑
r
(∂rln φ)
2](τ, ~σ)
→φ→const. 0,
Pˆ rADM,R =
2
3
∫
d3σφ−2(τ, ~σ)
((
ρφ−2∂rln φ
)
(τ, ~σ) +
+
∑
uv
∫
d3σ1
[
∂rln φ(τ, ~σ)δu(a)T u(a)v(~σ, ~σ1, τ |φ, 0]−
− ∂uln φ(τ, ~σ)(δr(a)T u(a)v + δu(a)T r(a)v)(~σ, ~σ1, τ |φ, 0]
]
(φ−2ρ)(τ, ~σ1)
)
→ρ→0 0,
JˆrsADM,R =
1
3
∫
d3σ[φ−4ρ](τ, ~σ)
[
σs∂rln φ− σr∂sln φ
]
(τ, ~σ) +
+
1
3
∑
uv
∫
d3σd3σ1φ
−2(τ, ~σ)
[
(σs∂rln φ− σr∂sln φ)(τ, ~σ)δu(a)T u(a)v(~σ, ~σ1, τ |φ, 0]−
− ∂uln φ(τ, ~σ)[σs(δr(a)T u(a)v + δu(a)T r(a)v)−
− σr(δs(a)T u(a)v + δu(a)T s(a)v)(~σ, ~σ1, τ |φ, 0]
]
(φ−2ρ)(τ, ~σ1)
→ρ→0 0,
JˆτrADM,R = ǫ
∫
d3σσr
(φ−6(τ, ~σ)
24k
[−(φ−4ρ2)(τ, ~σ)−
− 2(φ−2ρ)(τ, ~σ)δr(a)
∫
d3σ1
∑
n
T r(a)n(~σ, ~σ1, τ |φ, 0](φ−2ρ)(τ, ~σ1) +
+
1
3
∑
rs
(δrsδ(a)(b) + δr(b)δs(a) − δr(a)δs(b))∫
d3σ1
∑
m
T r(a)m(~σ, ~σ1, τ |φ, 0](φ−2ρ)(τ, ~σ1)∫
d3σ2
∑
n
T s(b)n(~σ, ~σ2, τ |φ, 0](φ−2ρ)(τ, ~σ2)]−
− 8k[φ2∑
r
(∂rln φ)
2](τ, ~σ)
)
+
+ 4ǫk
∫
d3σ
[
φ−2(φ4 − 1)∂rln φ
]
(τ, ~σ)
→ρ→0 ǫ
∫
d3σ{σr[φ2∑
u
(∂uln φ)
2](τ, ~σ)−
− 2k∑
u
δru
(
φ−2
∑
s
(φ4 − 1)(δus − 1)∂uln φ
)
(τ, ~σ)}
→φ→1 0,
P τADM,R = Pˆ
τ
ADM,R +
∫
d3σHˆR(τ, ~σ) = −8ǫk
∑
u
∫
S2τ,∞
d2Σu {φ∂uφ}(τ, ~σ)
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→φ→const. 0,
P rADM,R = Pˆ
r
ADM,R = −
1
3
∫
S2τ,∞
d2Σr[φ
−2ρ](τ, ~σ)−
− 1
6
∑
uv
∫
S2τ,∞
d2Σu φ
−2(τ, ~σ)
∫
d3σ1
(δr(a)T u(a)v + δu(a)T r(a)v)(~σ, ~σ1, τ |φ, 0](φ−2ρ)(τ, ~σ1)
→ρ→0 0,
JrsADM,R = Jˆ
rs
ADM,R =
=
1
6
∑
u
∫
S2τ,∞
d2Σu(σ
rδsu − σsδru)(φ−4ρ)(τ, ~σ) +
+
1
12
∑
uv
∫
S2τ,∞
d2Σu
∫
d3σ1
[
σr(δs(a)T u(a)v + δu(a)T s(a)v)−
− σs(δr(a)T u(a)v + δu(a)T r(a)v)
]
(~σ, ~σ1, τ |φ, 0](φ−2ρ)(τ, ~σ1)
→ρ→0 0,
JτrADM,R = Jˆ
τr
ADM,R +
1
2
∫
d3σσrHˆR(τ, ~σ) =
= −16ǫk∑
u
∫
S2τ,∞
d2Σuσ
r(φ∂uφ)(τ, ~σ) +
+ 2ǫk
∫
S2τ,∞
d2Σr[φ
−2(φ4 − 1)](τ, ~σ)
→φ→1 0. (59)
This shows that at the level of Dirac brackets with respect to the natural gauge fixing
ρ(τ, ~σ) ≈ 0 [i.e. with respect to the pair of second class constraints ρ ≈ 0, φ − 1 ≈ 0] the
ten weak and strong Poincare´ charges vanish for the solution φ(τ, ~σ) = 1 selected by the
boundary conditions (37) [so that they must vanish in all the others gauges connected with
this solution, being conserved gauge invariant quantities].
x) Since ra¯(τ, ~σ) = πa¯(τ, ~σ) = 0 are solutions of the two independent dynamical equations
contained in Einstein’s equations, void spacetimes are an equivalence class of “Hamiltonian
dynamical gravitational fields” and not a kinematical one (see the Conclusions of II and
Appendix A). For them the group manifold of the Hamiltonian gauge transformations is
restricted and only gauge transformations which are also dynamical symmetries of Einstein’s
equations (i.e. solutions of the associated Jacobi equations) are allowed. This implies that
void spacetimes are described by the standard equivalence class of “Einstein or dynamical
gravitational fields” corresponding to the flat 4-geometry, one of whose representative is
Minkowski spacetime in rectangular coordinates. This is verified in Appendix E.
As we shall see in Ref. [38], in presence of matter, in the static limit |ra¯(τ, ~σ)| << 1,
|πa¯(τ, ~σ)| << 1, Eq.(58) becomes the Poisson equation −△FLATφ = ρmatter + O(ra¯, πa¯),
showing that φ(τ, ~σ) is the general relativistic generalization of the Newton potential [see
also the term M in the boundary conditions (37)]. But now the Poincare´ charges are not
vanishing so that we cannot use void spacetimes as approximations of spacetimes M4 for
extremely weak gravitational fields. This is contrary to the expectation that for weak grav-
itational fields a spacetime can be approximated by a void spacetime with “test” matter,
but it is consistent with parametrized Minkowski theory for that “test” matter: its arbitrary
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spacelike hypersurfaces embedded in Minkowski spacetime describe a family of accelerated
observers much bigger of the one allowed in tetrad gravity (namely the WSW hypersurfaces,
which do not exist in void spacetimes). The implications of this fact, which have still to be
investigated, are that most of the possible accelerated reference systems of Minkowski space-
time (which are the starting point for the classical basis of the Unruh effect) are unrelated
with general relativity, at least with its canonical ADM formulation presented in this paper.
Also, more study will be needed to clarify the conceptual difference between a “test parti-
cle” following a geodesic of an external gravitational field and a “dynamical particle plus
the gravitational field” (such a particle will not follow a geodesic of the resulting dynamical
gravitational field).
Given the previous interpretation of the conformal factor φ, let us remark that the
definition of the so called “gravitoelectric field” as minus the gradient of the Newton po-
tential plus the post-Newtonian gravitoelectric corrections [104] (see also Ref. [48]) [de-
scribing effects like gravitational redshift, perihelion precession of Mercury, bending of
light and Saphiro’s radar time delay], becomes with our notation ~EG = −~∂φ(τ, ~σ): it
goes to zero for φ → 1 in void spacetimes. Analogously, the “gravitomagnetic vector
potential” is ~AG(τ, ~σ) = {4gτr(τ, ~σ) = −ǫNr(τ, ~σ)}, and the “gravitomagnetic field” is
~BG(τ, ~σ) = ~∂ × ~AG(τ, ~σ) = c~Ω(τ, ~σ) [with ~Ω the angular velocity connected with the preces-
sional effects like De Sitter and Lense-Thirring effects and the dragging of inertial frames]
go to zero for
~˜
λ(τ) = 0 and ρ(τ, ~σ) ≈ 0. The reformulation of gravitomagnetism in ADM
tetrad gravity will be the subject of a future paper.
Another use of the terms “gravitoelectric” and “gravitomagnetic” effects is connected
with the electric and magnetic parts of the Weyl tensor (see the end of Appendix A of I
and Refs. [105]). By choosing the normals to Στ as privileged timelike 4-vectors, one has
4Ers =
4Crτsτ ,
4Hrs =
1
2
ǫsτ
uv 4Crτuv (see Appendix A of I), which go to zero for φ → 1 and
ρ→ 0 (see Appendix E) in void spacetimes. While the electric part represents the tidal force
of the curvature, the magnetic part, which has no Newtonian analogue, is generated by the
vorticity, shear, .... of the congruence of the timelike worldlines used for the decomposition
.
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VII. CONCLUSIONS.
In this paper and in the previous two I and II we studied the canonical reduction of tetrad
gravity in absence of matter, we investigated its Hamiltonian group of gauge transforma-
tions, we found a canonical basis of Dirac’s observables for the Hamiltonian kinematical
and dynamical gravitational fields (see the Conclusions of II) and we have solved many
interpretational problems at every level of the theory.
i) A modification of ADM tetrad gravity along lines suggested by Dirac has been pro-
posed to give a solution to the deparametrization problem of general relativity so to recover
parametrized Minkowski theories restricted to spacelike hyperplanes in the limit of absence
of gravity. The requirement of absence of supertranslations restricts the allowed coordi-
nate systems and the boundary conditions of the fields and of the gauge transformations
generated by the first class constraints. As a consequence, the Hamiltonian formalism and
the Hamiltonian group of gauge transformations turns out to be well defined for the family
of spacetimes identified by Christodoulou and Klainermann. The allowed 3+1 splittings
of spacetime are only the Wigner-Sen-Witten (WSW) family of foliations, with the leaves
tending to Minkowski spacelike hyperplanes in a direction-independent way at spatial infin-
ity, having the asymptotic normal parallel to the weak (timelike) ADM 4-momentum and
corresponding to the family of foliations of Minkowski spacetime, when matter is present,
with the Wigner hyperplanes intrinsically defined by the isolated system. Therefore, when
tetrad gravity with matter is restricted to WSW spacelike hypersurfaces, one gets a gen-
eralized “rest-frame Wigner-covariant 1-time instant form” description of the dynamics of
a globally hyperbolic, asymptotically flat at spatial infinity, spacetime M4 with spacelike
slices Στ diffeomorphic to R
3 and with the given matter content (matter will be treated in
Ref. [38] starting with scalar particles).
The allowed 3+1 splittings of these spacetimes have the spacelike hypersurfaces tending
asymptotically to Minkowski hyperplanes in a direction-independent way and at spatial
infinity there are preferred (inertial in the rest frame) observers, which however are not static
but dynamically defined. They replace static concepts like the “fixed stars” in the study of
the dragging of inertial frames. Since the WSW hypersurfaces and the 3-metric on them are
dynamically determined (the solution of Einstein equations is needed to find the physical
3-metric, the allowed WSW hypersurfaces and the Sen connection), one has neither a static
background on system-independent hyperplanes like in parametrized Newton theories nor
a static one on the system-dependent Wigner hyperplanes like in parametrized Minkowski
theories. Now both the WSW hyperplanes and the metric on it are system dependent.
The equivalence class of dynamical “flat” spacetimes (i.e. without gravitational field
degrees of freedom), containing Minkowski spacetime in Cartesian coordinates, turns out to
be special, because its Poincare´ charges vanish, so that there are no WSW hypersurfaces in
them. These “void spacetimes” can be defined only in absence of matter (consistently with
parametrized Minkowski theories, which exist only in presence of matter) and describe pure
acceleration effects without dynamical gravitational field (no tidal effects) allowed in flat
spacetimes as the relativistic generalization of Galilean non inertial observers. Therefore,
they cannot be used to describe “test matter in flat spacetimes” in some post-Minkowskian
approximation. Instead in Ref. [38] we shall study the action-at-a- distance instantaneous
effects on scalar particles implied by Einstein theory in the ideal limit of a negligible gravi-
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tational field (a more realistic situation with tidal effects will be possible only after having
studied the linearization of tetrad gravity in 3-orthogonal gauges) and it will be shown that
already this kind of post-Minkowskian approximation lives in non trivial spacetimes (with
non trivial WSW hypersurfaces) not gauge equivalent to Minkowski spacetime in Cartesian
coordinates.
Moreover, we showed that parametrized Minkowski theories on arbitrary spacelike hy-
persurfaces are not connected to general relativity since there is not agreement with the
general relativistic lapse and shift functions: they seem to be connected with the descrip-
tion of physics in a more general class of accelerated frames, which are not well defined in
asymptotically flat at spatial infinity general relativity, so that one will have to re-examine
the classical background of the Unruh effect.
The final rest-frame instant form of tetrad gravity on WSW hypersurfaces labelled by
the time parameter τ ≡ T(∞) in the special 3-orthogonal gauge with ρ(τ, ~σ) ≈ 0, assuming
to know the solution φ[ra¯, πa¯](τ, ~σ) of the reduced Lichnerowicz equation (45), is based on
the pair of canonical variables ra¯(τ, ~σ), πa¯(τ, ~σ) satisfying the Hamilton equations (the only
independent dynamical combinations of Einstein’s equations)
∂τra¯(τ, ~σ)
◦
= {ra¯(τ, ~σ), Pˆ τADM,R},
∂τπa¯(τ, ~σ)
◦
= {πa¯(τ, ~σ), Pˆ τADM,R}, (60)
where the final Dirac Hamiltonian is the weak ADM energy Pˆ τADM,R[ra¯, πa¯, φ[ra¯, πa¯]] of
Eqs.(53). In these equations there is also the final form of the weak ADM 3-momentum,
whose vanishing gives the three first class constraints defining the rest frame
Pˆ rADM,R[ra¯, πa¯, φ[ra¯, πa¯]] ≈ 0, (61)
whose natural gauge fixing is [JˆτrADM,R is the weak ADM boost]
σrADM ≈ −
JˆτrADM,R
Pˆ τADM,R
≈ 0. (62)
In this gauge the cotriad and the 3-metric have the following form
3eˆ(a)r(τ, ~σ) = δ(a)r
[
φ2[ra¯, πa¯]e
1√
3
∑
a¯
γa¯rra¯
]
(τ, ~σ),
3gˆrs(τ, ~σ) = δrs
[
φ4[ra¯, πa¯]e
2√
3
∑
a¯
γa¯rra¯
]
(τ, ~σ), (63)
while the lapse and shift functions are given by [N(a) =
3eˆr(a)Nr]
N(τ, ~σ) = −ǫ+ nˆ(τ, ~σ|ra¯, πa¯, φ[ra¯, πa¯]],
Nr(τ, ~σ) = nˆr(τ, ~σ|ra¯, πa¯, φ[ra¯, πa¯]], (64)
with nˆ and nˆr determined by Eqs.(47) and (39) respectively [in these equations we put
λ˜τ (τ) = ǫ, λ˜r(τ) = 0].
The final form of the 4-metric in coordinates adapted to the WSW hypersurface is
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4gˆAB = ǫ


(
− ǫ+ nˆ
)2 − φ−4∑r e− 2√3
∑
a¯
γa¯rra¯nˆ2r −nˆs
−nˆr −δrsφ4e
2√
3
∑
a¯
γa¯rra¯

 . (65)
ii) Our quasi-Shanmugadhasan canonical transformation, defined in II starting from a
multi-time formalism [108], and the choice of 3-orthogonal coordinates transforms the super-
hamiltonian constraint in a nonlinear integro-differential equation (the reduced Lichnerowicz
equation) for the conformal factor φ = eq/2 of the 3-metric, whose conjugate momentum
πφ = 2φ
−1ρ plays the role of the last gauge variable. Since this gauge variable describes
nonlocal properties of the extrinsic curvature of the Cauchy surfaces Στ , its variation de-
scribes the allowed 3+1 splitting of spacetime (the ADM theory is independent from the
choice of anyone of them) : this is the meaning of the gauge transformations generated by
the superhamiltonian constraint, whose effect is to change ρ and, therefore, the extrinsic
curvature of the leaves.
This fact leads to the distinction between Hamiltonian kinematical and dynamical grav-
itational fields made in the Conclusions of II. As shown there (see also Appendix A) on the
solutions of Einstein’s equations we must restrict the parameters of the gauge transforma-
tions (and, therefore, the gauge variables) in such a way that the allowed gauge transforma-
tions are also dynamical symmetries of the Einstein’s equations: this fact implies that the
Hamiltonian dynamical gravitational fields coincide with the standard “Einstein or dynam-
ical gravitational fields”, namely with a single 4-geometry whose 4-metrics are solutions of
Einstein’s equations (this 4-geometry is parametrized in terms of one conformal 3-geometry).
The knowledge of the solution φ(τ, ~σ) = eq(τ,~σ)/2 = F [ρ, ra¯, πa¯](τ, ~σ) of the reduced Lich-
nerowicz equation in the 3-orthogonal gauge would allow to start the search of the final
Shanmugadhasan canonical transformation q, ρ, ra¯, πa¯ 7→ q′ = q−2ln F, ρ, r˜a¯, π˜a¯ which would
implement Kuchar’s program defined in Refs. [106,107] and would be an alternative to the
York map [31], with r˜a¯, π˜a¯ describing the independent degrees of freedom of the gravita-
tional field. However, by adding the natural gauge fixing ρ(τ, ~σ) ≈ 0 and by going to Dirac’s
brackets [to eliminate q, ρ even if one has not been able to solve explicitly the Lichnerowicz
equation], one finds that ra¯, πa¯ are the natural canonical variables of the gravitational field
in this gauge.
Regarding other approaches to the observables in general relativity see also Refs. [109]:
the “perennials” introduced in this approach are essentially our Dirac observables. See Ref.
[110] for the difficulties in observing perennials experimentally at the classical and quantum
levels and in their quantization. See also Ref. [111] on the non existence of observables for
the vacuum gravitational field in a closed universe, built as spatial integrals of local functions
of Cauchy data and their first derivatives.
Our approach violates the geometrical structure of general relativity breaking general
covariance (but in a way associated with the privileged presymplectic Darboux bases natu-
rally selected by the Shanmugadhasan canonical transformations) and avoiding the “space-
time problem” with the choice of the privileged WSW foliations, but it allows the de-
parametrization of general relativity and a soldering with parametrized Minkowski theories
(and parametrized Newton theories for c → ∞) and to make contact with the kinemati-
cal framework, which will be used [67] to find the Tomonaga-Schwinger asymptotic states
needed for relativistic bound states (the Fock asymptotic states have no control on the rel-
ative times of the asymptotic particles). The problem whether general covariance may be
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recovered at the quantum level has to be attacked only after having seen if this minimal
quantization program can work.
iii) Let us add some comments on time in general relativity in our case of globally
hyperbolic asymptotically flat at spatial infinity spacetimes with the modified ADM tetrad
theory.
In general relativity, Isham [112] and Kuchar [107] have made a complete review of the
problem of time [see Ref. [113] for a recent contribution to the problem], showing that till
now there is no consistent quantization procedure for it.
We are in a scheme in which time is identified before quantization. The unphysical math-
ematical 1-time of our rest-frame instant form of dynamics on WSW hypersurfaces is the
rest-frame “global time” T(∞) = p(∞) · x˜(∞)/
√
ǫp2(∞) = PˆADM ·x(∞)/
√
ǫPˆ 2ADM = τ [let us note
that this is possible for globally hyperbolic, asymptotically flat at spatial infinity, space-
times; instead a global time does not exist, even with a finite number of degrees of freedom,
when the configuration space is compact; see for instance Refs. [109]] and not an internal
time. It is the gauge-fixing T(∞) − τ ≈ 0 to the extra Dirac constraint ǫ(∞) −
√
ǫPˆ 2ADM ≈ 0
which identifies the foliation parameter with the rest-frame time. The evolution in T(∞) = τ
of the two canonical pairs of gravitational degrees of freedom is governed by the weak ADM
energy Pˆ τADM .
The positions of the non-covariant “external” center-of-mass variable x˜
(µ)
(∞)(τ), replacing
the arbitrary origin x
(µ)
(∞) of the coordinates on the WSW hypersurfaces, and of this origin are
irrelevant, because, as already said, at the end the 6 variables ~z(∞), ~k(∞) are decoupled: they
describe the “external” center of mass of the isolated universe or equivalently a decoupled
external observer with his “point particle clock” [therefore one does not need “matter clocks
and reference fluids” [107,114]]. They are not to be quantized because they can be said to
belong to the classical part of the Copenhagen interpretation, but their non-covariance is
fundamental in defining the classical Mo¨ller radius | ~ˆSADM |/Pˆ τADM [where, due to ~ˆPADM ≈ 0,
we have | ~ˆSADM | =
√
−ǫW 2ADM/Pˆ τADM with WAADM the asymptotic Pauli-Lubanski 4-vector]
to be used as a ultraviolet cutoff.
The “internal” center-of-mass 3-variable ~σADM [ra¯, πa¯] (built in terms of the weak Poincare´
charges as it is done for the Klein-Gordon field on the Wigner hyperplane in Ref. [59]; due
to Pˆ rADM ≈ 0 we have σrADM ≈ −JˆτrADM/Pˆ τADM) of the universe inside a WSW hypersurface
identifies the 3 gauge-fixings ~σADM ≈ 0 to be added to ~ˆPADM [ra¯, πa¯] ≈ 0. With these gauge
fixings this point coincides with the arbitrary origin x
(µ)
(∞)(τ). With ~σADM ≈ 0 the origin
x
(µ)
(∞)(τ) becomes simultaneously [59] the Fokker-Price center of inertia, the Dixon center of
mass and Pirani and Tulczjyew centroids of the universe, while the non-covariant “external”
center-of-mass variable x˜
(µ)
(∞)(τ) is the analog of the Newton-Wigner position operator.
Our final picture of the reduced phase space has similarities the frozen Jacobi picture
of Barbour [115] and his proposal to substitute time with the astronomical ephemeris time
[116] [in his timeless and frameless approach based on Ref. [117] the local ephemeris time
coincides with the local proper time] may be a starting point for correlating local physical
clocks with the mathematical time parameter τ = T(∞) of the foliation [and not for defining
a timeless theory by using Jacobi’s principle]. We think that scenario a) of Section III, used
for the description of void spacetimes without matter, is a realization of the fully Machian
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approach of Barbour which, however, seems possible only in absence of matter. Instead the
scenario b) with a decoupled free “external” center-of-mass variable is Machian only in the
fact that there are only dynamical relative variables left both in asymptotically flat general
relativity and in parametrized Minkowski theories.
Let us remark that the interpretation of the superhamiltonian constraint as a generator
of gauge transformations with natural gauge-fixing ρ(τ, ~σ) ≈ 0 (at least in 3-orthogonal
coordinates) leads to the conclusion that neither York’s internal extrinsic time nor Misner’s
internal intrinsic time are to be used as time parameters: Misner’s time (the conformal fac-
tor) is determined by the Lichnerowicz equation while York’s time (the trace of the extrinsic
curvature) by the natural gauge-fixing ρ ≈ 0. This implies a refusal of the standard (inter-
connected) interpretations of the superhamiltonian constraint either as a generator of time
evolution (being a time-dependent Hamiltonian) like in the commonly accepted viewpoint
based on the Klein-Gordon interpretation of the quantized superhamiltonian constraint, i.e.
the Wheeler-DeWitt equation [see Kuchar in Ref. [118], Wheeler’s evolution of 3-geometries
in superspace in Ref. [117,119] and the associated “sandwich conjecture” (see for instance
Refs. [120], [117] and the review in Ref. [107]); see Ref. [121] for the cosmological impli-
cations] or as a quantum Hamilton-Jacobi equation without any time [one can introduce a
concept of evolution, somehow connected with an effective time, only in a WKB sense [122]].
Since the superhamiltonian constraint is quadratic in the momenta, one is naturally
driven to make a comparison with the free scalar relativistic particle with the first class
constraint p2− ǫm2 ≈ 0. As shown in Refs. [10,123], the constraint manifold in phase space
has 1-dimensional gauge orbits (the two disjointed branches of the mass-hyperboloid); the
τ -evolution generated by the Dirac Hamiltonian HD = λ(τ)(p
2−ǫm2) gives the parametrized
solution xµ(τ). Instead, if we go to the reduced phase space by adding the non-covariant
gauge-fixing xo − τ ≈ 0 and eliminating the pair of canonical variables xo ≈ τ , po ≈
±√~p2 +m2, we get a frozen Jacobi description in terms of independent Cauchy data, in
which the same Minkowski trajectory of the particle can be recovered in the non-covariant
form ~x(xo) by introducing as Hamiltonian the energy generator ±√~p2 +m2 of the Poincare´
group [with the variables of Ref. [124], one adds the covariant gauge-fixing p ·x/√p2− τ ≈ 0
and eliminates the pair T = p · x/√p2, ǫ = η√p2 ≈ ±m; now, since the invariant mass
is constant, ±m, the non-covariant Jacobi data ~z = ǫ(~x − ~pxo/po), ~k = ~p/ǫ cannot be
made to evolve]. Instead the superhamiltonian constraint, being a secondary first class
constraint of a field theory, has an associated “Gauss law” (see Eq.(A5) of Appendix A)
like the supermomentum constraints, even if it is quadratic in the momenta and this fact
is connected to the definition of the ADM energy. This Gauss law (defining the strong
ADM energy as a surface integral) shows that the superhamiltonian constraint has to be
solved in the conformal factor q or in φ = eq/2. Therefore, its gauge orbit in superspace is
parametrized by ρ and this is not a time evolution (instead it is connected with the normal
deformations of the spacelike hypersurfaces so to change a 3+1 splitting in another one):
the solution of the superhamiltonian constraint do not define the weak ADM energy, which,
instead, is connected with an integral over 3-space of that part of the superhamiltonian
constraint dictated by the Gauss law. This does not contradict Teitelboim’s results [125]:
the algebra of supermomentum and superhamiltonian constraints reflects the embeddability
of Στ into M
4 (see also Ref. [56]): the theory is simply independent from the allowed 3+1
splittings with embeddable leaves Στ .
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Let us remember that in Ref. [126] the nonrelativistic limit of the ADM action for metric
gravity was considered: it allowed the identification of a singular Lagrangian density with
general Galileo covariance depending on 27 fields [coming from the development in series
of powers of 1/c2 of N , Nr,
3grs] describing Newton gravity in arbitrary coordinates. This
theory has first class constraints connected with inertial forces and second class constraints,
determining the static Newton potential in arbitrary frames of reference when massive par-
ticles are present [see Ref. [127] for alternative nonrelativistic gravity theories]. This implies
that it will be possible to consider the nonrelativistic limit of our modified tetrad gravity
and establish its connections with the postNewtonian approximations [128], in particular
the recent one of Ref. [129,130]: see Appendix G for some preliminary comments.
Now, at the nonrelativistic level there is an absolute time t and the evolution in this
numerical parameter of every system is described by the Hamilton equations associated
with a Hamiltonian function H describing the energy of the system [it is a generator of the
kinematical (extended) Galileo group when the system is isolated]. Alternatively, one can
use a parametrized reformulation of the system by enlarging phase space with a canonical
pair t, E [{t, E} = ǫ = ±1, if ǫ is the signature of the time axis], by adding the first class
constraint χ = E − H ≈ 0 (so that the Dirac Hamiltonian is HD = λ(τ)χ) and by calling
τ the scalar parameter associated with the canonical transformations generated by χ. The
parameter τ labels the leaves of a foliation of Galilei spacetime; the leaves are (rest-frame)
hyperplanes, which are the limit of Wigner hyperplanes in parametrized Minkowski theories
for c→∞. One gets a parametric description of the same physics with t and the solutions
of the original Hamilton equations now expressed as functions of the new time parameter
τ . If one adds the gauge-fixing t − τ ≈ 0 , one gets a frozen reduced phase space (equal
to the original one) like in the Jacobi theory, in which one reintroduce an evolution by
using the energy E=H for the evolution in t = τ . However, with more general gauge-fixings
t − f(τ, ...) ≈ 0, where dots mean other canonical variables, the associated Hamiltonian is
no more the energy [see Ref. [123]].
In the standard nonrelativistic quantization of the system one defines a Hilbert space
and writes a Schroedinger equation in which t is a parameter and in which the t-evolution
is governed by an operator obtained by quantizing the Hamiltonian function corresponding
to the energy [see Ref. [132] for a discussion of this point and of the associated ambiguities
and problems]. Instead, in the parametrized theory, one should quantize also the pair t, E
(one introduces a unphysical Hilbert space in which the t-dependence of wave functions is
restricted to be square integrable) and write a Schroedinger equation in τ with the quantum
Dirac Hamiltonian [see Ref. [108] on this point and on the problem of the unphysical and
physical scalar products] and then impose the constraint to identify the physical states. This
procedure is ambiguous, because in this way the energy operator has no lower bound for its
spectrum in the unphysical Hilbert space and it is delicate to recover the physical Hilbert
space from the quotient of the unphysical one with respect to the quantum unitary gauge
transformations generated by the quantum constraint. In particular, physical states have
infinite unphysical norm [usually the zero eigenvalue belongs to the continuum spectrum of
the constraint operators] and the construction of the physical scalar product for physical
states (without any restriction on the t-dependence) depends on the form of the constraint
(see Ref. [124] for a relativistic example).
Moreover, the absolute time t, which labels the Euclidean leaves of the absolute foliation
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of Galileo spacetime, is unrelated to physical clocks. As shown in Ref. [133] (see also Ref.
[112]), in the physical Hilbert space there is no operator such that: i) it can be used as
a “perfect clock”, in the sense that, for some initial state, its observed values increase
monotonically with t; ii) is canonically conjugate to the Hamiltonian operator (this would
imply that this operator is not definite positive). All this is also related with Rovelli’s
proposal [134] of replacing t (in the nonrelativistic case) with an “evolving constant of the
motion”, i.e. a t-dependent function of operators commuting with the Hamiltonian. This
proposal can be done either in the standard or in the parametrized version of the theory
(see also Ref. [135]); among others [136], Kuchar [107] critics it for the ambiguities coming
from the operator ordering problem. In any case there are all the previously mentioned
problems and also the fact that the conjugate variables of these evolving constants of motion
generically have nothing to do with the energy and can have spectra and symmetries of every
type (see Ref. [132]).
All the proposals of replacing the parameter t with some physical time function (or
operator) show that this is the main unsolved problem: how to identify (at least locally,
possibly globally) the leaves of the foliation of Galileo spacetime with “physical clocks”, i.e.
with an apparatus described in the given either phase or Hilbert space. See again in this
connection Barbour [115] who uses as local time functions special space coordinates (the
astronomical ephemeris time [116] or some its relativistic extension).
Now, in the approach based on parametrized special relativistic theories in Minkowski
spacetime, the final result is that every isolated system (or better all its configurations with a
timelike total 4-momentum) identifies a Wigner foliation of Minkowski spacetime. Its leaves
(the Wigner hyperplanes) are labelled by a scalar parameter Ts = τ (the center-of-mass
time in the rest frame) in the “rest-frame Wigner-covariant 1-time instant form” with the
evolution in this parameter governed by the invariant mass of the system. There is also
a decoupled non-covariant center-of-mass point with free motion. The quantization of this
instant form produces a 1-time Schroedinger equation as in the standard unparametrized
nonrelativistic case with the Newtonian time t replaced by the Lorentz-scalar rest frame
time Ts.
In our modified tetrad gravity we have again the same picture in the generalized rest-
frame instant form with WSW foliations. Therefore, in our unified approach to general
relativity, special relativity and Newton-Galileo theories we are never going to quantize
any time variable and the problem of time is replaced by the problem of how to correlate
(locally) physical clocks with the mathematical time parameter labelling the leaves of the
3+1 splitting of spacetime.
iv) Let us remark that our ADM tetrad formulation assumed the existence of a math-
ematical abstract 4-manifold, the spacetime M4, to which we added 3+1 splittings with
spacelike leaves Στ ≈ R3. The mathematical points ofM4 have no physical meaning [invari-
ance under Diff M4, hole argument [137]; see the Conclusions of II] and are coordinatized
with Στ -adapted coordinates (τ, ~σ). All fields (also matter fields when present) depend
on these mathematical coordinates for M4, but till now there is no justification for saying
that the points (or events) of the spacetime have any physical meaning [instead in special
relativity they are physical points by hypothesis].
Is it possible to label the points of M4 in terms of Dirac’s observables a posteriori by
introducing “physical points”? As said in the Conclusions of II, once all gauge freedoms have
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been eliminated this can be done, in analogy to what happens with the vector potential of
electromagnetism which becomes measurable in a completely fixed gauge like the Coulomb
one. Indeed, one can build a system of coordinates for a spacetime M4 without Killing
vectors (at least in absence of matter) in terms of the Dirac observables ra¯, πa¯, describing
the gravitational field in our complete 3-orthogonal gauge with the natural gauge fixing
ρ(τ, ~σ) ≈ 0 by restricting to that gauge the 4 independent Komar-Bergmann “individuating
fields” [3,138] (see also Ref. [117,112]). These fields are bilinears and trilinears in the Weyl
tensor (independent from the lapse and shift functions) invariant under Diff M4 but not
under the Hamiltonian group of gauge transformations. Using the results of Appendices D,E,
of II plus the natural gauge fixing the individuating fields can be expressed in terms of Dirac’s
observables and there is a local 1-1 correspondence between them and the mathematical
coordinates (τ, ~σ).
v) In Appendix F there is a definition of null tetrads which is natural from the Hamilto-
nian point of view. It will be used in a future paper to find the phase space expressions of
the Newman-Penrose 20 scalars carrying all the information on the Riemann tensor (see for
instance Ref. [131]; they are 4R, nine scalars for the trace-free Ricci tensor and five complex
scalars for the Weyl tensor). This will allow to find the dependence of these scalars on the
gauge variables of tetrad gravity and to study their asymptotic expansions at null infinity.
Moreover, the two spacelike vector fields in the null tetrad will identify in the tangent space
in each point of M4 a 2-plane: this will allow to connect our canonical variables ra¯, πa¯ in the
special 3-orthogonal gauge with the symmetric trace-free 2-tensors on 2-planes of Ref. [7].
The 2-planes identified in the tangent space in each point of M4 are orthogonal to the time-
like normal lA(τ, ~σ) at Στ in that point and to the spacelike unit vector NA(τ, ~σ), defined in
Appendix F (the gauge direction identified by the shift functions), in that point. In general
(for instance in the 3-orthogonal gauges) this vector field is not surface-forming, namely the
associated differential form NA(τ, ~σ)dσA is not proportional to a closed differential 1-form
(non zero vorticity). As said in Appendix F, it will be important to study those coordi-
nate systems for Στ implying that NA(τ, ~σ) is surface forming, because in them there is the
possibility of making a 2+2 decomposition of M4 with a conformal 2-structure [140,141],
of having variables in the spirit of the Newman-Penrose formalism and of finding canonical
variables r
′
a¯ for the gravitational field naturally defined on 2-surfaces. Our approach opens
the path to a systematic search of these 3-coordinates for Στ , which should be investigated
in the future like the normal coordinates around a point of M4.
vi) Let us now make some comments on the quantization of tetrad gravity in this scheme
in which general covariance is completely broken having completely fixed all the gauges. See
Ref. [110] for an updated discussion of quantization problems in canonical gravity (and Ref.
[118] for the quantization of parametrized theories).
The quantization of the rest-frame instant form of tetrad gravity in the 3-orthogonal
gauge with the natural gauge fixing ρ(τ, ~σ) ≈ 0 by using the mathematical time parameter
T(∞) ≡ τ (the rest-frame time of the “external” decoupled point particle clock) on the
Wigner-Sen-Witten hypersurfaces should be done with the following steps:
a) Assume to have found either the exact or an approximate solution of the classical reduced
Lichnerowicz equation φ = φ(ra¯, πa¯) and to have evaluated the associated weak ADM 4-
momentum PˆAADM,R = Pˆ
A
ADM,R[ra¯, πa¯, φ(ra¯, πa¯)].
b) On each WSW hypersurface Στ ≈ R3 replace the Hamiltonian gravitational field physical
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degrees of freedom ra¯(τ, ~σ), πa¯(τ, ~σ) with operators rˆa¯(τ, ~σ) = ra¯(τ, ~σ), πˆa¯(τ, ~σ) = i
δ
δra¯(τ,~σ)
(Schroedinger representation) on some Hilbert space.
c) Write the functional Schroedinger wave equation
i
∂
∂τ
Ψ(τ, ~σ|ra¯] = Pˆ (op) τADM,R[ra¯, πˆa¯, φ(ra¯, πˆa¯)]Ψ(τ, ~σ|ra¯], (66)
plus the 3 conditions defining the rest frame
Pˆ
(op) r
ADM,R[ra¯, πˆa¯, φ(ra¯, πˆa¯)]Ψ(τ, ~σ|ra¯] = 0, (67)
after having choosen (if possible!) an ordering such that [Pˆ
(op)A
ADM,R, Pˆ
(op)B
ADM,R] = 0. Let us
remark that at this stage it could be useful the suggestion of Ref. [139] that the unphysical
space of these functionals does not need to be a Hilbert space and that, in it, the observ-
ables need not to be self-adjoint operators (these properties must hold only in the physical
space with the physical scalar product). This Schroedinger equation has not an“internal
Schroedinger interpretation” since neither “Misner internal intrinsic time” nor “York inter-
nal extrinsic time” nor any function like the “Komar-Bergmann individuating fields” are the
time: it does not use the superhamiltonian constraint (like the Wheeler-DeWitt equation)
but the derived weak ADM energy.
The scalar product associated with this Schroedinger equation defines the Hilbert space
and the operators Pˆ
(op)A
ADM,R should be self-adjoint with respect to it. Since there are the 3
conditions coming from the 3 first class constraints defining the rest frame, the physical
Hilbert space of the wave functionals Ψphys solution of Eq.(67) will have an induced physical
scalar product which depends on the functional form of the constraints Pˆ rADM,R ≈ 0 as it
can be shown explicitly in finite-dimensional examples [142,124], so that it is not given by a
system-independent rule.
Another possibility is to add and quantize also the gauge fixings ~σADM ≈ 0. In this
case one could impose the second class constraints in the form < Ψ|σ(op)rADM |Ψ >= 0, <
Ψ|Pˆ (op)rADM,R|Ψ >= 0 and look whether it is possible to define a Gupta-Bleuler procedure.
The best would be to be able to find the canonical transformation ra¯(τ, ~σ), πa¯(τ, ~σ) 7→
~σADM , ~ˆPADM,R, Ra¯(τ, ~σ), Πa¯(τ, ~σ) [Ra¯, Πa¯ being relative variables], since in this case we
would quantize only the final relative variables:
Ψphys = Ψ˜(τ, ~σ|Ra¯],
i
∂
∂τ
Ψphys = Eˆ
(op)
ADM [Ra¯, Πˆa¯ = i
δ
δRa¯
]Ψphys,
with EˆADM = Pˆ
τ
ADM,R[ra¯, πa¯, φ(ra¯, πa¯)]|~σADM= ~ˆPADM,R=0. (68)
Let us remark that many aspects of the problem of time in quantum gravity [107] would
be avoided: i) there would be no “multiple choice problem” since there is only one mathe-
matical time variable T(∞) = τ ; ii) the problem of “functional evolution” would be reduced
to find an ordering such that [Pˆ
(op)A
ADM,R, Pˆ
(op)B
ADM,R] = 0 ; iii) the “Hilbert space problem” is not
there because we do not have the Wheeler-DeWitt equation but an ordinary Schroedinger
equation; iv) there is a physical ultraviolet cutoff (the Mo¨ller radius) like in parametrized
Minkowski theories which could help in regularization problems.
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Naturally general covariance is completely broken and everything is defined only on
the Wigner-Sen-Witten foliation associated with the natural gauge fixing ρ(τ, ~σ) ≈ 0. If we
would do the same quantization procedure in 3-normal coordinates on their WSW hypersur-
faces associated with the corresponding natural gauge fixing ρnormal(τ, ~σ) ≈ 0, we would get
a different physical Hilbert space whose being unitarily equivalent to the one in 3-orthogonal
coordinates is a completely open problem.
If this quantization can be done, the completely gauge-fixed 4-metric 4gAB on the math-
ematical manifold M4 would become an operator 4gˆAB(τ, ~σ|Ra¯, πˆa¯] with the implication of a
quantization of the Dirac observables associated with 3-volumes (the volume element Dirac
observable is the solution φ of the reduced Lichnerowicz equation for ρ = 0), 2-areas and
lengths. Let us remark that these quantities would not a priori commute among themselves:
already at the classical level there is no reason that they should have vanishing Dirac brack-
ets (however, two quantities with compact disjoint supports relatively spacelike would have
vanishing Dirac brackets).
Since in the Dirac-Bergmann canonical reduction of tetrad gravity spin networks do not
show up (but they could be hidden in the non-tensorial character of the Dirac observables
ra¯, πa¯ still to be explored), it is not clear which could be the overlap with Ashtekar-Rovelli-
Smolin program [143], which is generally covariant but only after having fixed the lapse
and shift functions (so that it is not clear how one can rebuild the spacetime from the 3-
geometries) and replaces local variables of the type ra¯(τ, ~σ) with global holonimies of the
3-spin connection over closed 3-loops.
If the quantization can be made meaningful, the quantum Komar-Bergmann individuat-
ing fields would lead to a quantization of the “physical coordinates” for the spacetime M4.
This will give a quantum spacetime connected with non commutative geometry approaches.
Let us also remark that instead of using a solution of the classical reduced Lichnerowicz
equation with ρ(τ, ~σ) = 0, one could use weak ADM 4-momentum Pˆ
(op)A
ADM,R[ra¯, πˆa¯, φ
(op)] with
φ(op) an operatorial solution of a quantum operatorial reduced Lichnerowicz equation (not a
quantum constraint on the states but the quantization of the classical Lichnerowicz equation
with ρ = 0 after having gone to Dirac brackets).
Finally, let us observe that even if our approach is more complicated than Ashtekar
and string ones, it opens the possibility of a unified description of the four interactions
after having learned how to couple the standard SU(3)xSU(2)xU(1) model to tetrad gravity
and how to make the canonical reduction of the complete theory. There is a unification
of the mathematical tools, namely one needs to learn the properties of special functions
like the Wilson lines along geodesics of either su(3)-valued connections or so(3)-valued 3-
spin-connections. Moreover, the problem of which choice to make for the function space
of the fields associated with the four interactions will require to understand whether the
Gribov ambiguity is only a mathematical obstruction to be avoided (in tetrad gravity this
would eliminate the isometries and in Yang-Mills theory the gauge symmetries and the gauge
copies) or whether there is some physics in it (in this case one should learn how to make the
canonical reduction in presence of gauge symmetries, gauge copies and isometries).
Even if it is too early to understand whether our approach can be useful either from a
computational point of view (like numerical gravity) or for the search of exact solutions, we
felt the necessity to revisit the Hamiltonian formulation of tetrad gravity with its intrinsic
naturalness for the search of the physical degrees of freedom of any gauge theory and for
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the formulation of quantization rules so that one can have a clear idea of the meaning of the
gauge fixings and the possibility to have an insight on the role of the gauge degrees of freedom
in the realm of exact solutions where traditionally one starts with suitable parametrizations
of the line element ds2 and then uses symmetries to simplify the mathematics.
But before attacking these problems, we have to study tetrad gravity in 3-normal coordi-
nates, its linearization to make contact with the theory of gravitational waves, its coupling
to matter and how to define the analog of the post-Minkowskian approximation (formal
expansion in series of powers of G; see for instance Ref. [144,129]) starting from the rest-
frame instant form on WSW hypersurfaces. Instead in Appendix G there is a comparison
of the rest-frame instant form of tetrad gravity with the formulation of Ref. [129,130] of the
post-Newtonian approximation.
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APPENDIX A: THE SECOND NOETHER THEOREM FOR ADM METRIC
GRAVITY.
In Section V of I there was a review of ADM canonical metric gravity, whose secondary
first class constraints and Dirac Hamiltonian are [the λ(τ, ~σ)’s are arbitrary Dirac multipliers;
k = c3/16πG]
H˜(τ, ~σ) = ǫ[k√γ 3R− 1
2k
√
γ
3Grsuv
3Π˜rs 3Π˜uv](τ, ~σ) =
= ǫ[
√
γ 3R− 1
k
√
γ
(3Π˜rs 3Π˜rs − 1
2
(3Π˜)2)](τ, ~σ) =
= ǫk{√γ[3R− (3Krs 3Krs − (3K)2)](τ, ~σ) ≈ 0,
3H˜r(τ, ~σ) = −2 3Π˜rs|s(τ, ~σ) = −2[∂s 3Π˜rs + 3Γrsu3Π˜su](τ, ~σ) =
= −2ǫk{∂s[√γ(3Krs − 3grs 3K)] +
+ 3Γrsu
√
γ(3Ksu − 3gsu 3K)}(τ, ~σ) ≈ 0,
{3H˜r(τ, ~σ), 3H˜s(τ, ~σ′)} = 3H˜r(τ, ~σ′) ∂δ
3(~σ, ~σ
′
)
∂σs
+ 3H˜s(τ, ~σ)∂δ
3(~σ, ~σ
′
)
∂σr
,
{H˜(τ, ~σ), 3H˜r(τ, ~σ′)} = H˜(τ, ~σ)∂δ
3(~σ, ~σ
′
)
∂σr
,
{H˜(τ, ~σ), H˜(τ, ~σ′)} = [3grs(τ, ~σ)3H˜s(τ, ~σ) +
+ 3grs(τ, ~σ
′
)3H˜s(τ, ~σ′)]∂δ
3(~σ, ~σ
′
)
∂σr
, (A1)
H(D)ADM = H(c)ADM +
∫
d3σ [λN Π˜
N + λ
~N
r Π˜
r
~N
](τ, ~σ),
H(c)ADM =
∫
d3σ[N H˜ +Nr 3H˜r](τ, ~σ) ≈ 0. (A2)
In Eqs.(25), (26) of I it was shown that the ADM action differs from the Hilbert action by
a surface term ΣADM = − ǫc38πG
∫
d4x∂µ[
√
4g(3Klµ+3aµ)] (3aµ = lβlµ;β is the acceleration of the
observers travelling along the normal lµ at Στ ), which becomes −ǫ c38πG
∫
∂U d
3Σ [N
√
γ 3K] =
−ǫ c3
8πG
∫ τf
τi
dτN(as)(τ)
∫
S2τ,∞
d2Σ
√
γ 2K for suitable boundary conditions. In this case, follow-
ing Ref. [42], we assume that, given a subset U ⊂M4 of spacetime, ∂U consists of two slices,
Στi (the initial one) and Στf (the final one) with outer normals −lµ(τi, ~σ) and lµ(τf , ~σ) respec-
tively, and of a surface S∞ near space infinity, with outer unit (spacelike) normal nµ(τ, ~σ),
orthogonal to the slices [so that the normal lµ(τ, ~σ) to every slice is asymptotically tangent to
S∞]. The 3-surface S∞ is foliated by a family of 2-surfaces S2τ,∞ coming from its intersection
with the slices Στ [therefore, asymptotically l
µ(τ, ~σ) is normal to the corresponding S2τ,∞].
The vector bµτ = z
µ
τ = Nl
µ +N rbµr is not in general tangent to S∞. In Ref. [42] it is shown
that, if the lapse function tends to an asymptotic limit N(as)(τ), one gets the trace
2K of the
2-dimensional extrinsic curvature of the 2-surface S2τ,∞ = S∞∩Στ , and that for N(as)(τ) = 1,
this surface term coincide with the ADM energy in asymptotically flat spacetimes.
In Eq.(77) of I [see also Ref. [51,52,42]] it was shown that in the Legendre transformation
from the ADM Lagrangian to the ADM canonical Hamiltonian there was a second surface
86
term 2
∫
∂S d
2Σs[Nr
3Π˜rs](τ, ~σ) = 2
∫
S2τ,∞
d2Σ[Nr
3Π˜rsns](τ, ~σ) [nr = bˆ
µ
rnµ]. Again it was shown
in Ref. [42] that, for constant asymptotic shifts, this surface term reproduces the ADM
momentum in asymptotically flat spacetimes.
In Refs, [5,6], following Refs. [51,52], it is shown that the differentiability of the ADM
canonical Hamiltonian H(c)ADM requires the introduction of the following surface term
H(c)ADM 7→ H(c)ADM +H∞]
H∞ = −
∫
S2τ,∞
d2Σu {ǫk√γ 3guv 3grs[N(∂r 3gvs − ∂v 3grs) +
+ ∂uN(
3grs − δrs)− ∂rN(3gsv − δsv)]− 2Nr 3Π˜ru}(τ, ~σ). (A3)
Its use in Section III is connected with the ADM Poincare´ generators, so that it is equivalent
to the two surfaces terms just discussed.
Let us show how this term arises from a suitable splitting of the superhamiltonian and
supermomentum constraints. By using 3Γssr =
1√
γ
∂r
√
γ, 3guv 3Γruv = − 1√γ∂s(
√
γ 3grs),
3R = 3guv(3Γrus
3Γsvr − 3Γruv 3Γssr) + 1√γ∂r[
√
γ(3guv 3Γruv − 3gur 3Γvvu)],
and 3grs 3Γurs − 3guv 3Γssv = 3grs 3guv(∂r 3gvs − ∂v 3grs), one gets∫
d3σ[NH˜ +Nr 3H˜r](τ, ~σ) =
=
∫
d3σ{ǫkN∂u[√γ(3grs 3Γurs − 3guv 3Γssv)]− 2Nr∂u 3Π˜ru}(τ, ~σ) +
+
∫
d3σ{ǫkN [√γ 3grs(3Γurv 3Γvsu − 3Γurs 3Γvvu)−
− 1
2k
√
γ
3Grsuv
3Π˜rs 3Π˜uv]− 2Nr 3Γrsu 3Π˜su}(τ, ~σ) =
=
∫
S2τ,∞
d2Σu{ǫkN√γ 3grs 3guv(∂r 3gvs − ∂v 3grs)− 2Nr 3Π˜ru}(τ, ~σ) +
+
∫
d3σ{ǫkN [√γ 3grs(3Γurv 3Γvsu − 3Γurs 3Γvvu)−
− 1
2k
√
γ
3Grsuv
3Π˜rs 3Π˜uv]− ǫk∂uN√γ 3grs 3guv(∂r 3gvs − ∂v 3grs)−
−2Nr 3Γrsu 3Π˜su + 2∂uNr 3Π˜ru}(τ, ~σ). (A4)
In Ref. [6] it is noted that, with the boundary conditions of Refs. [5,6] given in Section III,
the term in ∂uN in the volume integral diverges; the following (non-tensorial) regularization
is proposed: ∂r
3gvs − ∂v 3grs = ∂r(3gvs − δvs) − ∂v(3grs − δrs) [it may be thought as a kind
of subtraction of a static background metric in the spirit of Ref. [42]; in this spirit one
could think to use static background metrics 3frs different from δrs: ∂r
3gvs − ∂v 3grs 7→
∂r(
3gvs− 3fvs)−∂v(3grs− 3frs) 6= ∂r 3gvs−∂v 3grs]. If we make a further integration by parts
of the volume term containing ∂uN , we get the identity
−
∫
S2τ,∞
d2Σu{ǫk√γ 3guv 3grs[N(∂r 3gvs − ∂v 3grs) + ∂uN(3grs − δrs)−
−∂rN(3gsv − δsv)]− 2Nr 3Π˜ru}(τ, ~σ) +
+
∫
d3σ[NH˜ +Nr 3H˜r](τ, ~σ) =
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= +
∫
d3σ{ǫN [k√γ 3grs(3Γurv 3Γvsu − 3Γurs 3Γvvu)−
1
2k
√
γ
3Grsuv
3Π˜rs 3Π˜uv] +
+ǫk(3gvs − δvs)∂r[√γ∂uN(3grs 3guv − 3gru 3gsv)]−
−2Nr 3Γrsu 3Π˜su + 2∂uNr 3Π˜ru}(τ, ~σ). (A5)
As shown in Eqs.(11), due to the splitting (10), which explicitly separates the asymptotic
part of the lapse and shift functions, the first member of this equation is equal to
λ˜A(τ)P
A
ADM +
1
2
λ˜AB(τ)J
AB
ADM +
∫
d3σ[NH˜ +Nr 3H˜r](τ, ~σ),
with PAADM and J
AB
ADM being the “strong improper Poincare´ charges” given by the surface
integrals at spatial infinity of Eqs.(12).
This terminology derives from Ref. [40] (see also Appendix D for the treatment of the
Hilbert action), where there is the definition of the weak and strong improper conserved
non-Abelian charges in Yang-Mills theory and their derivation from the Noether identities
implied by the second Noether theorem. In this case one gets (see Ref. [35] c) for the general
theory):
i) “strong conserved improper currents” (their conservation is an identity independent from
the Euler-Lagrange equations), whose “strong conserved improper charges” are just surface
integrals at spatial infinity like in Eqs.(12);
ii) “weak conserved improper currents” (their conservation implies the Euler-Lagrange equa-
tions; it is a form of first Noether theorem hidden in the second one), whose “weak conserved
improper charges” are volume integrals, like the ones in the second side of Eq.(A5) and in
Eqs.(14);
iii) the two kinds of charges differ by the Gauss law first class constraints [like in Eq.(A5)]
and, therefore, coincide when use is done of the acceleration-independent Euler-Lagrange
equations [i.e. the secondary first class Gauss law constraints like it happens in Eq.(A5)].
In ADM metric gravity it is difficult to check explicitly these statements, because it is
expressed in terms of lapse and shift functions and not in terms of their splitted version
of Eqs.(10). In this paper we shall adopt the terminology “strong” and “weak” Poincare´
charges to refer to surface and volume integrals respectively, even if the strong charges
are not strongly conserved improper charges but only weakly conserved ones like the weak
charges.
Let us now study the Noether identities [35,40] produced by the second Noether theorem,
which can be obtained from the quasi-invariance of the ADM action SADM under the gauge
transformations generated by the first class constraints, as it happens in the Yang-Mills case
[40].
From Section V of I we know that the ADM Lagrangian density is LADM(τ, ~σ) =
−ǫk(N√γ[3R + 3Krs 3Krs − (3K)2])(τ, ~σ). We shall use the notation
δof(σ
A) = f¯(σA)− f(σA), ∂Bδof(σA) = δo∂Bf(σA),
with σA = (τ ;~σ) [instead one has δf(σA) = f¯(σ¯A) − f(σA) = δof(σA) + ∂Bf(σA)δσB,
if σ¯B = σB + δσB(σA) with δσB 6= 0]. The form of the general variation of the Lagrangian
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density is [ LADM is considered a function of the following fields: i) N with dependence on
N , ∂τN , ∂rN ; ii) Ns with dependence on Ns, ∂τNs, ∂rNs; iii)
3grs with dependence on
3grs,
∂τ
3grs, ∂u
3grs, ∂u∂v
3grs]
δoLADM(τ, ~σ) =
=
∂LADM(τ, ~σ)
∂N(τ, ~σ)
δoN(τ, ~σ) +
∂LADM(τ, ~σ)
∂∂τN(τ, ~σ)
δo∂τN(τ, ~σ) +
∂LADM(τ, ~σ)
∂∂rN(τ, ~σ)
δo∂rN(τ, ~σ) +
+
∂LADM(τ, ~σ)
∂Ns(τ, ~σ)
δoNs(τ, ~σ) +
∂LADM (τ, ~σ)
∂∂τNs(τ, ~σ)
δo∂τNs(τ, ~σ) +
∂LADM (τ, ~σ)
∂∂rNs(τ, ~σ)
δo∂rNs(τ, ~σ) +
+
∂LADM(τ, ~σ)
∂ 3guv(τ, ~σ)
δo
3guv(τ, ~σ) +
∂LADM (τ, ~σ)
∂∂τ 3guv(τ, ~σ)
δo∂τ
3guv(τ, ~σ) +
∂LADM(τ, ~σ)
∂∂r 3guv(τ, ~σ)
δo∂r
3guv(τ, ~σ) +
+
∂LADM (τ, ~σ)
∂∂r∂s 3guv(τ, ~σ)
δo∂r∂s
3guv(τ, ~σ) =
= δoN(τ, ~σ)
(∂LADM (τ, ~σ)
∂N(τ, ~σ)
− ∂τ ∂LADM(τ, ~σ)
∂∂τN(τ, ~σ)
− ∂r ∂LADM(τ, ~σ)
∂∂rN(τ, ~σ)
)
+
+δoNs(τ, ~σ)
(∂LADM(τ, ~σ)
∂Ns(τ, ~σ)
− ∂τ ∂LADM (τ, ~σ)
∂∂τNs(τ, ~σ)
− ∂r ∂LADM (τ, ~σ)
∂∂rNs(τ, ~σ)
)
+
+δo
3guv(τ, ~σ)[
∂LADM(τ, ~σ)
∂ 3guv(τ, ~σ)
− ∂τ ∂LADM(τ, ~σ)
∂∂τ 3guv(τ, ~σ)
− ∂r ∂LADM(τ, ~σ)
∂∂r 3guv(τ, ~σ)
+
+∂r∂s
∂LADM(τ, ~σ)
∂∂r∂s 3guv(τ, ~σ)
] + ∂τ [
∂LADM(τ, ~σ)
∂∂τ N(τ, ~σ)
δoN(τ, ~σ) +
+
∂LADM(τ, ~σ)
∂∂τ Nr(τ, ~σ)
δoNr(τ, ~σ) +
∂LADM(τ, ~σ)
∂∂τ 3guv(τ, ~σ)
δo
3guv(τ, ~σ)] +
+∂r
[∂LADM(τ, ~σ)
∂∂rNs(τ, ~σ)
δoNs(τ, ~σ) +
+
( ∂LADM(τ, ~σ)
∂∂r 3guv(τ, ~σ)
− 2∂s ∂LADM(τ, ~σ)
∂∂r∂s 3guv(τ, ~σ)
)
δo
3guv(τ, ~σ)
]
+
+∂r∂s
( ∂LADM(τ, ~σ)
∂∂r∂s 3guv(τ, ~σ)
δo
3guv(τ, ~σ)
)
=
= δoN(τ, ~σ)LN(τ, ~σ) + δoNs(τ, ~σ)L
s
~N
(τ, ~σ) + δo
3guv(τ, ~σ)L
uv
g (τ, ~σ) +
+∂τ
[
π˜N (τ, ~σ)δoN(τ, ~σ) + π˜
r
~N
(τ, ~σ)δoNr +
3Π˜uv(τ, ~σ)δo
3guv(τ, ~σ)
]
+
+∂r
[∂LADM(τ, ~σ)
∂∂rNs(τ, ~σ)
δoNs(τ, ~σ) +
( ∂LADM (τ, ~σ)
∂∂r 3guv(τ, ~σ)
− 2∂s ∂LADM(τ, ~σ)
∂∂r∂s 3guv(τ, ~σ)
)
δo
3guv(τ, ~σ)
]
+
+∂r∂s
( ∂LADM(τ, ~σ)
∂∂r∂s 3guv(τ, ~σ)
δo
3guv(τ, ~σ)
)
, (A6)
where LN(τ, ~σ)
◦
=0, Ls~N (τ, ~σ)
◦
=0 [i.e. H˜(τ, ~σ) ≈ 0, 3H˜r(τ, ~σ) ≈ 0], Luvg (τ, ~σ) ◦=0, are the
Euler-Lagrange equations given in Eqs.(71) of I.
By using
δo
√
γ =
1
2
√
γ 3grsδo
3grs, δo
1√
γ
= − 1
2
√
γ
3grsδo
3grs,
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δo
3grs = −3gru 3gsvδo 3guv,
δo
3Γluv = −3glr 3Γsuvδo 3grs +
1
2
[3glr(δnuδ
s
v + δ
n
v δ
s
u)− 3glnδruδsv]∂nδo 3grs,
δo(
√
γ 3R) = −√γ(3Rrs − 1
2
3grs 3R)δo
3grs +
+
√
γ[3grsδo
3grs|u − δo 3gru|r]|u,
δo
3Krs = − 1
N
3KrsδoN +
1
2N
{(δoNu)|v + (δoNv)|u + 2N r 3Γsuvδo 3grs −
−[N r(δnuδsv + δnv δsu)−Nnδruδsv]∂nδo 3grs − ∂τδo 3grs},
δo
3K = − 1
N
3KδoN +
1
N
3grs(δoNr)|s − [3Krs − N
r
N
3guv 3Γsuv]δo
3grs −
− 1
2N
(2N r 3gns −Nn 3grs)∂nδo 3grs − 1
2N
3grs∂τδo
3grs, (A7)
we get the following form for explicit the variation of the ADM Lagrangian density
δoLADM(τ, ~σ) = −ǫk{√γ[3R + 3Krs 3Krs − (3K)2]δoN +Nδo(√γ 3R) +
+ N [3Krs
3Krs − (3K)2]δo√γ + 2N√γ[3Krsδo 3Krs − 3Kδo 3K]} =
= −H˜δoN − 2 3Π˜rs(δoNr)|s −N{ǫk√γ(3Rrs − 1
2
3grs 3R) +
+ 2(N r 3Γsuv
3Π˜uv − 3Krm 3Π˜ms) + 1
2
ǫk
√
γ(3Kuv 3Kuv − (3K)2)3grs}δo 3grs +
+ (Nn 3Π˜rs − 2N r 3Π˜ns)∂nδo 3grs + 3Π˜rs∂τδo 3grs −
−ǫkN∂l{√γ[1
2
(
3grs 3guv 3glm − 2(3gur 3gvs 3glm + 3guv 3glr 3gms)
)
·
(∂v
3gum − ∂m 3guv)δo 3grs + (3grn 3gls − 3grs 3gln)∂nδo 3grs]}, (A8)
We want to study the invariance properties of SADM =
∫
dτd3σLADM(τ, ~σ) under the
most general gauge transformations generated by the first class constraints, namely gener-
ated by
G[α, αr, λN , λ
~N
r ] =
∫
d3σ[αH˜ + αr 3H˜r + λN π˜N + λ ~Nr π˜r~N ](τ, ~σ).
They produce the following variations of the Lagrangian variables
δoN(τ, ~σ) = {N(τ, ~σ), G} = λN(τ, ~σ) ◦= ∂τN(τ, ~σ),
δoNr(τ, ~σ) = {Nr(τ, ~σ), G} = λ ~Nr (τ, ~σ) ◦= ∂τNr(τ, ~σ),
δo
3grs(τ, ~σ) = {3g(τ, ~σ), G} = [αr|s + αs|r − 2α 3Krs](τ, ~σ) =
=
(
αr|s + αs|r − α
N
[Nr|s +Ns|r − ∂τ 3grs]
)
(τ, ~σ), (A9)
One sees that on the solutions of the Hamilton-Dirac equations one has λN
◦
= ∂τN = ∂τα,
λ
~N
r
◦
= ∂τNr = ∂ταr, if α = N , αr = Nr, as it happens if G is identified with the Dirac
Hamiltonian.
Since it is difficult to find the associated quasi-invariances directly, let us look at the
various Noether transformations separately.
90
1) Under the variations generated by
G1[λN , λ
~N
r ] =
∫
d3σ[λN π˜
N + λ
~N
r π˜
r
~N
](τ, ~σ) = G[0, 0, λN , λ
~N
r ]
one gets the Noether identities
δoLADM(τ, ~σ) = λN(τ, ~σ)LN(τ, ~σ) + λ ~Ns (τ, ~σ)Ls~N(τ, ~σ) +
+ ∂τ [π˜N (τ, ~σ)λN(τ, ~σ) + π˜
r
~N
(τ, ~σ)λ
~N
r (τ, ~σ)] +
+ ∂r[
∂LADM (τ, ~σ)
∂∂rNs(τ, ~σ)
λ
~N
s (τ, ~σ)] ≡
≡ −
(
λNH˜ + λ ~Nr H˜r + ∂r[2 3Π˜rsλ ~Ns ]
)
(τ, ~σ)
◦
=
◦
= −∂r[2 3Π˜rsλ ~Ns ](τ, ~σ), (A10)
by using the definition of the ADM momentum and the acceleration independent Euler-
Lagrange equations corresponding to H˜(τ, ~σ) ≈ 0, H˜r(τ, ~σ) ≈ 0 [see Eqs.(70) of I].
By equating the coefficients of ∂τλN , λN and of ∂τλ
~N
r , ∂sλ
~N
r , λ
~N
r on the two sides of the
previous identity one gets the following Noether identities equivalent to the primary and
secondary constraints in the Hamiltonian formulation
π˜N ≡ 0,
0 ≡ ∂τ π˜N ≡ −H˜ − LN ⇒ H˜ ≡ −LN ◦=0, (A11)
∂LADM
∂∂rNs
≡ −2 3Π˜rs = −2∂LADM
∂∂τ 3grs
,
π˜r~N ≡ 0,
0 ≡ ∂τ π˜r~N ≡ −H˜r − Lr~N − ∂s(2 3Π˜rs +
∂LADM
∂∂rNs
) ≡
≡ −H˜r − Lr~N ⇒ H˜r ≡ −Lr~N
◦
=0. (A12)
2) Since SADM =
∫
dτd3σLADM(τ, ~σ) is invariant under 3-diffeomorphisms of Diff Στ
[d3σLADM(τ, ~σ) is a scalar under σr 7→ σ¯r = σr + δσr(~σ); see Eqs.(31) of I for the following
formulas], under the variations
δσr = ξr(~σ),
δDo N(τ, ~σ) = −ξr(~σ)∂rN(τ, ~σ),
δDo N
r(τ, ~σ) = [∂sξ
r(~σ)− δrsξu(~σ)∂u]N s(τ, ~σ) = L−ξt∂tN r(τ, ~σ),
δDo Nr(τ, ~σ) = −[∂rξs(~σ) + δsrξu(~σ)∂u]Ns(τ, ~σ),
δDo
3grs(τ, ~σ) = −[δur ∂sξv(~σ) + δvs∂rξu(~σ) + δur δvsξt(~σ)∂t]3guv(τ, ~σ) =
= −[ξr|s + ξs|r](τ, ~σ) = L−ξt∂t3grs(τ, ~σ) =
= {3grs(τ, ~σ),−
∫
d3σ
′
ξu(~σ)H˜u(τ, ~σ′)},
⇓
δDN(τ, ~σ) = δDo N(τ, ~σ) + ξ
r(~σ)∂rN(τ, ~σ) = 0,
δDN r(τ, ~σ) = δDo N
r(τ, ~σ) + ξu(~σ)∂uN
r(τ, ~σ),
δD3grs(τ, ~σ) = δ
D
o
3grs(τ, ~σ) + ξ
u(~σ)∂u
3grs(τ, ~σ), (A13)
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we get the following Noether identity
δDo LADM(τ, ~σ) =
= δDo N(τ, ~σ)LN(τ, ~σ) + δ
D
o Ns(τ, ~σ)L
s
~N
(τ, ~σ) + δDo
3guv(τ, ~σ)L
uv
g (τ, ~σ) +
+∂τ
[
π˜N(τ, ~σ)δDo N(τ, ~σ) + π˜
r
~N
(τ, ~σ)δDo Nr(τ, ~σ) +
3Π˜uv(τ, ~σ)δDo
3guv(τ, ~σ)
]
+
+∂r
[∂LADM (τ, ~σ)
∂∂rNs(τ, ~σ)
δDo Ns(τ, ~σ) +
( ∂LADM (τ, ~σ)
∂∂r 3guv(τ, ~σ)
− 2∂s ∂LADM(τ, ~σ)
∂∂r∂s 3guv(τ, ~σ)
)
δDo
3guv(τ, ~σ)
]
+
+∂r∂s
( ∂LADM(τ, ~σ)
∂∂r∂s 3guv(τ, ~σ)
δDo
3guv(τ, ~σ)
)
+
+∂r[LADMξr](τ, ~σ) ≡ 0. (A14)
As shown in the paper c) in Ref. [35], the same Noether identities can be obtained with
the transformations
δoσ
r = 0, δoN = δ
D
o N , δoNr = δ
D
o Nr, δo
3grs = δ
D
o
3grs,
since now we get
δoLADM(τ, ~σ) =
= δoN(τ, ~σ)LN(τ, ~σ) + δoNs(τ, ~σ)L
s
~N
(τ, ~σ) + δo
3guv(τ, ~σ)L
uv
g (τ, ~σ) +
+∂τ
[
π˜N(τ, ~σ)δoN(τ, ~σ) + π˜
r
~N
(τ, ~σ)δoNr(τ, ~σ) +
3Π˜uv(τ, ~σ)δo
3guv(τ, ~σ)
]
+
+∂r
[∂LADM(τ, ~σ)
∂∂rNs(τ, ~σ)
δoNs(τ, ~σ) +
( ∂LADM (τ, ~σ)
∂∂r 3guv(τ, ~σ)
− 2∂s ∂LADM(τ, ~σ)
∂∂r∂s 3guv(τ, ~σ)
)
δo
3guv(τ, ~σ)
]
+
+∂r∂s
( ∂LADM (τ, ~σ)
∂∂r∂s 3guv(τ, ~σ)
δo
3guv(τ, ~σ)
)
≡
≡ −∂r(LADMξr)(τ, ~σ). (A15)
If the 3-diffeomorphisms are τ -dependent, namely in Eqs.(A13) the variations δDo are
replaced by δDτo with δσ
r = ξr(τ, ~σ), one has
δDτo ∂τ
3grs = ∂τδ
Dτ
o
3grs = δ
D
o ∂τ
3grs + δ
′
∂τ
3grs =
= δDo ∂τ
3grs − [δur ∂s∂τξv + δvs∂r∂τξu + δur δvs∂τξt∂t]3guv,
⇓
δDτo
3Krs = δ
D
o
3Krs + δ
′ 3Krs =
= δDo
3Krs +
1
2N
[δur ∂s∂τξ
v + δvs∂r∂τξ
u + δur δ
v
s∂τξ
t∂t]
3guv,
⇓
δDτo LADM(τ, ~σ) = δoLADM(τ, ~σ)− [2ǫkN
√
γ(3Krs − 3K 3grs)δ′ 3Krs](τ, ~σ) ≡
≡ −∂r(LADMξr)(τ, ~σ)− [3Π˜rsδ′ 3Krs](τ, ~σ) =
= −∂r(LADMξr)(τ, ~σ)− 2[3grv 3Π˜rs∂s∂τξv](τ, ~σ)−
− [3Π˜rs∂u 3grs∂τξu](τ, ~σ) =
= δDo LADM(τ, ~σ)− [∂τξu 3gurH˜r](τ, ~σ)−
− ∂s[23gru 3Π˜rs∂τξu](τ, ~σ). (A16)
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Therefore, for
δσr = 0, δoN = δ
Dτ
o N , δoNr = δ
Dτ
o Nr, δo
3grs = δ
Dτ
o
3grs,
we get
δoLADM(τ, ~σ) =
= δoN(τ, ~σ)LN(τ, ~σ) + δoNs(τ, ~σ)L
s
~N
(τ, ~σ) + δo
3guv(τ, ~σ)L
uv
g (τ, ~σ) +
+∂τ
[
π˜N(τ, ~σ)δoN(τ, ~σ) + π˜
r
~N
(τ, ~σ)δoNr(τ, ~σ) +
3Π˜uv(τ, ~σ)δo
3guv(τ, ~σ)
]
+
+∂r
[∂LADM(τ, ~σ)
∂∂rNs(τ, ~σ)
δoNs(τ, ~σ) +
( ∂LADM (τ, ~σ)
∂∂r 3guv(τ, ~σ)
− 2∂s ∂LADM(τ, ~σ)
∂∂r∂s 3guv(τ, ~σ)
)
δo
3guv(τ, ~σ)
]
+
+∂r∂s
( ∂LADM (τ, ~σ)
∂∂r∂s 3guv(τ, ~σ)
δo
3guv(τ, ~σ)
)
≡
≡ −∂s[2 3gru 3Π˜rs∂τξu + LADMξs](τ, ~σ)− [∂τξu 3gurH˜r](τ, ~σ) ◦=
◦
= − ∂s[2 3gru 3Π˜rs∂τξu + LADMξs](τ, ~σ)], (A17)
by using the acceleration independent Euler-Lagrange equations corresponding to H˜r(τ, ~σ) ≈
0.
Therefore, if we choose αr(τ, ~σ) = −ξr(τ, ~σ) [αr = 3grsαs], the generator
G2[αr] =
∫
d3σ[αrH˜r + αr∂rNπ˜N + [∂rαs + δsrαu∂u]Nsπ˜r~N ](τ, ~σ) =
= G[0, αr, α
r∂rN, (∂rα
s + δsrα
u∂u)Ns], (A18)
yields the previous transformations.
By putting together Eqs.(A10) and (A16), we get that the gauge transformations with
generator
G3[αr, λN , λ
~N
r ] =
∫
d3σ[αrH˜r + λN π˜N + λ ~Nr π˜r~N ](τ, ~σ) =
= G[0, αr, λN , λ
~N
r ] = G2[αr] +
+ G1[λN − αr∂rN, λ ~Nr − (∂rαs + δsrαu∂u)Ns],
⇓
δoN = λN , δoNr = λ
~N
r , δo
3grs = αr|s + αs|r, (A19)
yields the Noether identities
δoLADM(τ, ~σ) =
= λN(τ, ~σ)LN (τ, ~σ) + λ
~N
s (τ, ~σ)L
s
~N
(τ, ~σ) + (αu|v + αv|u)(τ, ~σ)Luvg (τ, ~σ) +
+∂τ
[
π˜N(τ, ~σ)λN(τ, ~σ) + π˜
r
~N
(τ, ~σ)λ
~N
r (τ, ~σ) +
3Π˜uv(τ, ~σ)(αu|v + αv|u)(τ, ~σ)
]
+
+∂r
[∂LADM (τ, ~σ)
∂∂rNs(τ, ~σ)
λ
~N
s (τ, ~σ) +
+
( ∂LADM(τ, ~σ)
∂∂r 3guv(τ, ~σ)
− 2∂s ∂LADM(τ, ~σ)
∂∂r∂s 3guv(τ, ~σ)
)
(αu|v + αv|u)(τ, ~σ)
]
+
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+∂r∂s
( ∂LADM(τ, ~σ)
∂∂r∂s 3guv(τ, ~σ)
(αu|v + αv|u)(τ, ~σ)
)
≡
≡ −
(
[λN − αr∂rN ]H˜
)
(τ, ~σ)−
−
(
[λ
~N
r − (∂rαs + δsrαu∂u)Ns − 3gru∂ταu]H˜r
)
(τ, ~σ)−
−∂r
(
2 3Π˜rs[λ
~N
s − (∂sαv + δvsαu∂u)Nv]−
−[2 3Π˜rs 3gsu∂ταu + LADMαr]
)
(τ, ~σ). (A20)
By putting λN = 0 and λ
~N
r = ∂ταr
◦
= ∂τNr (so that the generator is G[0, αr, 0, ∂ταr]
and one has αr
◦
=Nr), one recovers the Noether identities of Eqs.(A12) and, in addition,
new identities. Indeed, by equating the coefficients of ∂r∂ταs, ∂
2
ταr, ∂ταr, ∂r∂s∂uαv, ∂r∂sαt,
∂rαs, αt on both sides we get 7 Noether identities [the first three reproduce Eqs.(A12)]
∂LADM
∂∂rNs
+ 2 3Π˜rs ≡ 0,
π˜r~N ≡ 0,
∂τ π˜
r
~N
+ H˜r + Lr~N ≡ 0, ⇒ H˜r ≡ −Lr~N ,
∂LADM
∂∂(r∂s 3gu)v
≡ 0,
∂LADM
∂∂(r 3gs)t
− 3Γtuv
∂LADM
∂∂r∂s 3guv
− 3Π˜rs 3gtuNu ≡ 0,
2Lrsg −Nv 3gv(rH˜s) + 2[∂τ 3Π˜rs − 3gtu 3Π˜t(r∂τ 3gs)u]−
−2 3gv(s∂t(3Π˜r)tNv)− 4Nv 3π˜t(r∂t 3gs)v − 2 3Π˜v(r 3gs)u∂uNv − 3grsLADM +
+2∂t(
∂LADM
∂∂t 3grs
− ∂u ∂LADM
∂∂u∂t 3grs
)− 2 3Γ(ruv
∂LADM
∂∂s) 3guv
+ 2(∂t
3Γ(ruv)
∂LADM
∂∂s)∂t 3guv
≡ 0,
−23ΓtuvLuvg − 3gtr∂rH˜ −Ns∂r 3gstH˜r − 3gtu∂uNsH˜s +
+∂τ
3gut 3gurH˜r − 2∂τ (3Γtuv 3Π˜uv)− 2∂r(3Π˜rs 3gsu)∂τ 3gut − 2 3Π˜rs 3gsu∂r∂τ 3gut −
−2∂r[3Π˜rs(Nv∂s 3gvt + 3gvt∂vNs)]− ∂r(3grtLADM)−
−2∂r(3Γtuv[
∂LADM
∂∂r 3guv
− 2∂s ∂LADM
∂∂r∂s 3guv
])− 2∂r∂s(3Γtuv
∂LADM
∂∂r∂s 3guv
) ≡ 0. (A21)
One can verify that the last two identities are actually 0 ≡ 0. Suitable combinations of
these identities should rebuild three of the contracted Bianchi identities quoted after Eq.(10)
of I and allow to rewrite the part of Eq.(A5) connected with the supermomentum constraints
as a weak charge (a Noether constant expressed as a volume integral of a charge density)
equal (modulo the constraints) to a strong charge (a surface integral of a charge density
expressible in terms of a superpotential like in Appendix D). This will be studied elsewhere.
3) To preserve the 3+1 splitting of M4, the ADM action (like the actions of
parametrized theories on spacelike hypersurfaces in Minkowski spacetime) is invariant under
~σ-independent τ -reparametrizations τ 7→ τ ′(τ) = τ + δτ(τ) [instead the diffeomorphisms in
Diff M4 mix all the coordinates xµ]. Since the lapse and shift functions transform like d
dτ
,
one has δτSADM ≡ 0 [namely dτLADM(τ, ~σ) = dτN(τ, ~σ)L′ADM(τ, ~σ) is a scalar] under the
“non Lagrangian” τ -reparametrizations
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δτ(τ) = τ¯ (τ)− τ,
δτN(τ, ~σ) = −dδτ
dτ
N(τ, ~σ), ⇒ δτ [dτN(τ, ~σ)] = 0,
δτNr(τ, ~σ) = −dδτ
dτ
Nr(τ, ~σ),
δτ
3grs(τ, ~σ) = 0, δτ∂u
3grs(τ, ~σ) = 0, ...
δτ∂τ
3grs(τ, ~σ) = −dδτ
dτ
∂τ
3grs(τ, ~σ),
⇒ δτ 3Krs(τ, ~σ) = 0,
⇓
δτ [dτLADM(τ, ~σ)] = δτ [dτN(τ, ~σ)L′ADM(τ, ~σ)] =
= dτN(τ, ~σ)δτL′ADM(τ, ~σ) ≡ 0. (A22)
Following the paper c) in Ref. [35], one reconstructs a real Noether Lagrangian transfor-
mation
δτ(τ)
δoτN(τ, ~σ) = δτN(τ, ~σ) = −dδτ(τ)
dτ
N(τ, ~σ),
δoτNr(τ, ~σ) = δτNr(τ, ~σ) = −dδτ(τ)
dτ
Nr(τ, ~σ),
δoτ
3grs(τ, ~σ) = −δτ(τ) ∂τ 3grs(τ, ~σ),
δoτ∂τ
3grs(τ, ~σ) = −dδτ(τ)
dτ
∂τ
3grs(τ, ~σ)− δτ(τ) ∂2τ 3grs(τ, ~σ) =
= δτ∂τ
3grs(τ, ~σ) + δ
′
∂τ
3grs(τ, ~σ), (A23)
Since, with L′ADM = LADM/N , we get ∂∂NL
′
ADM =
1
N
(∂LADM
∂N
− L′ADM), then by using
δτL′ADM = ∂L
′
ADM
∂N
δτN +
∂L′
ADM
∂Nr
δτNr +
∂L′
ADM
∂sNr
∂sδτNr +
∂L′
ADM
∂∂τ 3grs
δτ∂τ
3grs ≡ 0, we obtain
δoτL′ADM =
1
N
[
δoτLADM − LADM
N
δoτN
]
=
=
1
N
(LN − L′ADM)δoτN +
1
N
Lr~NδoτNr +
1
N
Lrsg δoτ
3grs +
+
1
N
∂τ [π˜
NδoτN + π˜
r
~N
δoτNr +
3Π˜rsδoτ
3grs] +
+
1
N
∂r[
∂LADM
∂∂rNs
δoτNs + (
∂LADM
∂∂r 3guv
− 2∂s ∂LADM
∂∂r∂s 3guv
)δoτ
3guv] +
+
1
N
∂r∂s(
∂LADM
∂∂r∂s 3guv
δoτ
3guv) ≡
≡ ∂L
′
ADM
∂ 3guv
δoτ
3guv +
∂L′ADM
∂∂τ 3guv
δ
′
∂τ
3guv +
+
∂L′ADM
∂∂r 3guv
δoτ∂r
3guv +
∂L′ADM
∂∂r∂s 3guv
δoτ∂r∂s
3guv,
⇓ by putting β(τ) = −δτ(τ)
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β¨(τ)
N
[π˜NN + π˜r~NNr] +
+
β˙(τ)
N
[∂τ (π˜
NN + π˜r~NNr) + LNN + L
r
~N
Nr − LADM +
+ 3Π˜rs∂τ
3grs + ∂r(
∂LADM
∂∂rNs
Ns)] +
+
β(τ)
N
[Lrsg ∂τ
3grs + ∂τ (
3Π˜rs∂τ
3grs)− 3Π˜rs∂2τ 3grs +
+ ∂r
[
(
∂LADM
∂∂r 3guv
− 2∂s ∂LADM
∂∂r∂s 3guv
)∂τ
3guv
]
+ ∂r∂s(
∂LADM
∂∂r∂s 3guv
∂τ
3guv)−
− ∂LADM
∂ 3guv
∂τ
3grs − ∂LADM
∂∂r 3guv
∂r∂τ
3grs − ∂LADM
∂∂r∂s 3guv
∂r∂s∂τ
3grs ≡ 0. (A24)
As one can check the three identities given by the vanishing of the coefficients of β¨(τ),
β˙(τ), β(τ) [due to Eqs.(77), (80) of I, the second identity is NH˜ + Nr 3H˜r ≡ −NLN −
NrL
r
~N
] are satisfied and contain implicitly the fourth contracted Bianchi identity and the
reformulation of the part of Eq.(A5) connected with the superhamiltonian constraint as a
weak charge weakly equal to a strong charge. Again this will be studied elsewhere.
Under the equivalent (see the paper c) in Ref. [35]) Noether transformation
δ
′
oτN = β˙N , δ
′
oτNr = β˙Nr, δ
′
oτ
3grs = β∂τ
3grs,
but without transforming τ [δτ(τ) = 0], this Noether identity is rewritten as
δ
′
oτLADM(τ, ~σ) =
= LN(τ, ~σ)δ
′
oτN(τ, ~σ) + L
s
~N
(τ, ~σ)δ
′
oτNs(τ, ~σ) + L
uv
g (τ, ~σ)δ
′
oτ
3guv(τ, ~σ) +
+∂τ
[
π˜N(τ, ~σ)δ
′
oτN(τ, ~σ) + π˜
r
~N
(τ, ~σ)δ
′
oτNr(τ, ~σ) +
3Π˜uv(τ, ~σ)δ
′
oτ
3guv(τ, ~σ)
]
+
+∂r
[∂LADM(τ, ~σ)
∂∂rNs(τ, ~σ)
δ
′
oτNs(τ, ~σ) +
+
( ∂LADM (τ, ~σ)
∂∂r 3guv(τ, ~σ)
− 2∂s ∂LADM(τ, ~σ)
∂∂r∂s 3guv(τ, ~σ)
)
δ
′
oτ
3guv(τ, ~σ)
]
+
+∂r∂s
( ∂LADM (τ, ~σ)
∂∂r∂s 3guv(τ, ~σ)
δ
′
oτ
3guv(τ, ~σ)
)
≡
≡ −β˙(τ)
(
3Π˜rs∂τ
3grs −LADM
)
(τ, ~σ) + 3Π˜rs(τ, ~σ)δ
′
oτ
3grs(τ, ~σ) +
+
∂LADM(τ, ~σ)
∂ 3grs(τ, ~σ)
δ
′
oτ
3grs(τ, ~σ) +
∂LADM(τ, ~σ)
∂∂u 3grs(τ, ~σ)
δ
′
oτ∂u
3grs(τ, ~σ) +
+
∂LADM(τ, ~σ)
∂∂u∂v 3grs(τ, ~σ)
δ
′
oτ∂u∂v
3grs(τ, ~σ). (A25)
Since the generator
∫
d3σα(τ, ~σ)H˜(τ, ~σ) gives
δoN(τ, ~σ) = 0, δoNr(τ, ~σ) = 0, δo
3grs(τ, ~σ) = −( αN [Nr|s +Ns|r − ∂τ 3grs]
)
(τ, ~σ),
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to get the previous transformations δ
′
oτq
i one has to put
α(τ, ~σ) = β(τ)N(τ, ~σ) with β(τ)→ −δτ(τ) for infinitesimal gauge transformations.
Then, these transformations are generated by
Gτ [β(τ), β˙(τ)] =
∫
d3σ
(
β(τ)[NH˜ +NrH˜r] + β˙(τ)[Nπ˜N +Nrπ˜r~N ]
)
(τ, ~σ) =
= G[βN, βNr, β˙N, β˙Nr]. (A26)
Therefore, the most general gauge transformation of the ADM action has the generator
G[βN, αr, λN , λ
~N
r ] =
∫
d3σ[β(τ)NH˜ + αrH˜r + λN π˜N + λ ~Nr π˜r~N ](τ, ~σ) =
= Gτ [β, β˙] +G2[αr − βNr] +
+ G1[λN − β˙(τ)N − (αr − β(τ)N r)∂rN,
λ
~N
r − β˙(τ)Nr − [∂r(αs − β(τ)N s) + δsr(αu − β(τ)Nu)∂u]Ns] =
= Gτ [β, β˙] +G3[αr − β(τ)Nr, λN − β˙(τ)N, λ ~Nr − β˙(τ)Nr],
⇓
δoN(τ, ~σ) = λN (τ, ~σ),
δoNr(τ, ~σ) = λ
~N
r (τ, ~σ),
δo
3grs(τ, ~σ) = [(αr − β(τ)Nr)|s + (αs − β(τ)Ns)|r + β(τ)∂τ 3grs](τ, ~σ).
(A27)
Maybe there is also a local invariance with arbitrary α(τ, ~σ) 6= β(τ)N(τ, ~σ), but we have
not found it.
The transformation generated by Gτ is what remains of the invariance of the Hilbert
action under the diffeomorphisms in M4 given by Eq.(31) of I, which have the infinitesimal
form
δox
µ = ξµ(x)
[0 = δdiffSH = δdiffSADM + δdiffΣADM ]. Since the diffeomorphisms imply
δob
µ
A = ∂Aδoz
µ(τ, ~σ) = ∂Aξ
µ(z(τ, ~σ)) = ∂ρξ
µ(z(τ, ~σ))bρA(τ, ~σ),
their effect on the ADM variables in Στ -adapted coordinates is the transformations
δo
4gAB = δo(b
µ
A
4gµνb
ν
B) = b
µ
Ab
ν
Bδo
4gµν + (
4gCBb
ρ
A +
4gACb
ρ
B)b
C
σ ∂ρξ
σ = −4gAB∂ρξρ,
so that from Eq.(6) of I we get
δo
3grs = −3grs∂ρξρ, δoN r = 0, δoNr = −Nr∂ρξρ, δoN = −12N∂ρξρ.
But this is a unique mixture of Eqs.(A23) and of a transformations generated by π˜N . If
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we assume the form
η = −∂ρξρ = β(τ)N
for the infinitesimal parameter, the associated Hamiltonian generator is
Gτ [β] +G1[−12βN, 0].
However, for a generic η = −∂ρξρ we get a 3-conformal infinitesimal transformation
δo
3grs = η
3grs enlarged with δoN =
1
2
ηN , δoNr = ηNr. From Appendix B of II [see
after Eqs.(B1)] with φ = 1 + 1
4
η we get
δo
√
γ = 3
2
η
√
γ,
δo
3Γurs =
1
2
(δur ∂sη + δ
u
s ∂rη − 3grs 3guv∂vη),
δo
3R = −η 3R− 2△η,
δo
3Krs =
1
2
η 3Krs +
3grs
2N
(Nu
3guv∂vη − ∂τη),
so that
δoLADM = −ηLADM + 2ǫk√γ[N△η + 3K(Nu 3guv∂vη − ∂τη)].
Namely, the ADM Lagrangian density is not quasi-invariant under the diffeomorphisms
of M4 rewritten in Στ -adapted coordinates, but only under the gauge transformations gen-
erated by the first class constraints.
See Appendix D for a review of the second Noether theorem in the case of the Hilbert
action and for the consequences of its 4-diffeomorphism invariance like the Komar super-
potential and the energy-momentum pseudotensors. More work is needed to see whether
it is possible to define an ADM superpotential and an associated ADM energy-momentum
pseudo-tensor deriving from the second Noether theorem applied to the ADM action.
As said in the Conclusions of II, the consequences of this difference in the invariance
properties of the ADM and Hilbert actions (even if they generate the same Einstein’s equa-
tions) are the following:
i) a “Hamiltonian kinematical gravitational field”, defined as an equivalence class of space-
times modulo the Hamiltonian group of gauge transformations (whose group manifold is
not well understood in the large), in general contains many 4-geometries (the elements of
RiemM4/Diff M4, which are the standard “kinematical gravitational fields”) connected
by arbitrary gauge transformations;
ii) a “Hamiltonian Einstein or dynamical gravitational field” is a kinematical one satis-
fying the Hamilton-Dirac equations (namely all Einstein’s equations): it coincides with a
standard “Einstein or dynamical gravitational field” (a 4-geometry whose 4-metrics satisfy
Einstein’s equations), because on the space of solutions of Einstein equations the spacetime
diffeomorphisms are solutions of the Jacobi equation associated with Einstein’s equations,
so that they are dynamical symmetries of Einstein’s equations. But this implies that on
the space of solutions of Einstein’s equations the group manifold of the Hamiltonian gauge
transformations is constrained to contain only those gauge transformations which are also
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dynamical symmetries of the Hamilton-Dirac equations (and, therefore, also of Einstein’s
equations). The allowed gauge transformations are the subset of spacetime diffeomorphisms
under which the ADM action is quasi-invariant; the other spacetime diffeomorphisms are
dynamical symmetries of the equations of motion but not Noether symmetries of the ADM
action.
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APPENDIX B: PROPOSALS FOR THE REDUCED PHASE SPACE OF METRIC
GRAVITY.
Besides our approach in I and II based on tetrad gravity, the four main proposals to find
a copy of the reduced phase space of metric gravity present in the literature are:
1) The (non canonical) one of ADM [4] [see the review in Ref. [5]; in Ref. [33] it is called
the ‘isotropic radiation gauge’]. The canonical variables 3grˇsˇ(τ, ~σ),
3Π˜rˇsˇ(τ, ~σ) are divided
(not in a canonical way) in a gauge sector of four pairs 3gT ,
3Π˜T ,
4gL rˇ,
3Π˜rˇL, and in a
physical sector 3gTT rˇsˇ,
3Π˜rˇsˇTT , by means of a “flat transverse-traceless” decomposition (see
Appendix C of II for the general TT decomposition) of 3grˇsˇ− δrˇsˇ and of 3Π˜rˇsˇ in the spirit of
the linearized theory of metric gravity. Namely, one uses the following splitting of symmetric
tensors [△ = −~∂2 is the flat Laplacian; △−1 is assumed to exist and to vanish at spatial
infinity]
frs = fsr = fTT rs + fT rs + ∂rfLs + ∂sfL r,
fL r = − 1△(∂sfrs +
1
2△∂r∂s∂ufus),
fT rs =
1
2
(δrsfT +
1
△∂r∂sfT ),
fT = frr +
1
△∂r∂sfrs. (B1)
The four gauge-fixings, giving a fixation of the coordinates to asymptotic Minkowski
rectangular ones, are
3Π˜T (τ, ~σ) ≈ 0,
3gL rˇ(τ, ~σ)− σrˇ ≈ 0, (B2)
and one assumes that the constraints H˜(τ, ~σ) ≈ 0, 3H˜rˇ(τ, ~σ) ≈ 0, may be solved in the form
3gT − F [3gTT , 3Π˜TT ] ≈ 0 , 3Π˜uˇL −Guˇ[3gTT , 3Π˜TT ] ≈ 0.
The non-canonical variables have the Poisson brackets [the Dirac brackets with respect
to the gauge-fixings could be evaluated]
{3gT (τ, ~σ), 3Π˜T (τ, ~σ′)} = 2δ3(~σ, ~σ′),
{3gL rˇ(τ, ~σ), 3Π˜sˇL(τ, ~σ
′
)} = 1
2△(δrˇsˇ +
1
2△∂rˇ∂sˇ)δ
3(~σ, ~σ
′
),
{3gTT rˇsˇ(τ, ~σ), 3Π˜uˇvˇTT (τ, ~σ
′
)} = δTT uˇvˇrˇsˇ δ3(~σ, ~σ
′
),
δTT
uˇvˇ
rˇsˇ =
1
2
[(δrˇvˇ +
∂rˇ∂vˇ
△ )(δsˇuˇ +
∂sˇ∂uˇ
△ ) +
+(δrˇuˇ +
∂rˇ∂uˇ
△ )(δsˇvˇ +
∂sˇ∂vˇ
△ ) + (δrˇsˇ +
∂rˇ∂sˇ
△ )(δuˇvˇ +
∂uˇ∂vˇ
△ )],
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δTT
rˇsˇ
rˇsˇ = 2, δTT
uˇvˇ
rˇsˇ = δTT
rˇsˇ
uˇvˇ, δTT
uˇvˇ
rˇrˇ = ∂rˇδTT
uˇvˇ
rˇsˇ = 0,
δTT
uˇvˇ
rˇsˇ δTT
mˇnˇ
uˇvˇ = δTT
mˇnˇ
rˇsˇ , δTT
uˇvˇ
rˇsˇ fTT
rˇsˇ = fTT
uˇvˇ. (B3)
Without a study of the time constancy of the gauge-fixings and, therefore, of the allowed
behaviour of the lapse and shift functions, ADM take into account only the ADM energy with
asymptotic Minkowski rectangular coordinates P τADM =
∫
S2τ,∞
d2Σuˇ(∂rˇ
3guˇrˇ − ∂uˇ 3grˇrˇ)(τ, ~σ) ≈
P τADM [
3gTT ,
3Π˜TT ] and assume that the Hamiltonian in the reduced phase space is P
τ
ADM in
its volume form Pˆ τADM .
2) The one of Dirac [145] [see the review in Ref. [5]; in Ref. [33] it is called “radiation
gauge”] of fixing only the one parameter family of spacelike hypersurfaces Στ by the “max-
imal slicing condition” 3Π˜(τ, ~σ) ≈ 0 [i.e. 3K(τ, ~σ) ≈ 0; as noted in Ref. [33], Lichnerowicz
realized that this condition produces an effective anti-focusing condition, which cures the
coordinate singularities (created by the focusing of geodesics in M4 normal to Στ ) of the
‘synchronous’ reference systems (N = 1, Nr = 0); for closed universes it is better to use
3K(τ, ~σ) ≈ const.]. Here the canonical variables are divided into one gauge pair (see Ap-
pendix C of II for the notation)
ϕ = log φ4 = 2
3
log(−PT ) = 13 log γ , 3Π˜ = −2ǫk
√
γ 3K = 3
2
√
γT ,
and into five other pairs
3σrˇsˇ = γ
−1/3 3grˇsˇ [3σ = det |3σrˇsˇ| = 1 ], 3Π˜rˇsˇB = γ1/3 3Π˜rˇsˇA = γ1/3(3Π˜rˇsˇ − 133grˇsˇ 3Π˜)
with Poisson brackets
{ϕ(τ, ~σ), 3Π˜(τ, ~σ′)} = δ3(~σ, ~σ′),
{3σrˇsˇ(τ, ~σ), 3Π˜uˇvˇB (τ, ~σ
′
)} = δ˜uˇvˇrˇsˇ (~σ)δ3(~σ, ~σ
′
),
{3Π˜rˇsˇB (τ, ~σ), 3Π˜uˇvˇB (τ, ~σ
′
)} = 1
3
[3Π˜rˇsˇB
3σuˇvˇ − 3Π˜uˇvˇB 3σrˇsˇ](τ, ~σ)δ3(~σ, ~σ
′
),
δ˜uˇvˇrˇsˇ (~σ) =
1
2
(δuˇrˇ δ
vˇ
sˇ + δ
vˇ
rˇ δ
uˇ
sˇ )−
1
3
[3σrˇsˇ
3σrˇsˇ](τ, ~σ),
δ˜rˇsˇrˇsˇ(~σ) = 5, δ˜
rˇsˇ
uˇvˇ(~σ)δ˜
uˇvˇ
mˇnˇ(~σ) = δ˜
rˇsˇ
mˇnˇ(~σ),
δ˜uˇvˇrˇsˇ (~σ)
3σuˇvˇ(τ, ~σ) = δ˜
uˇvˇ
rˇsˇ (~σ)
3σrˇsˇ(τ, ~σ) = 0, δ˜uˇvˇrˇsˇ (~σ)
3Π˜rˇsˇB (τ, ~σ) =
3Π˜uˇvˇB (τ, ~σ). (B4)
The gauge-fixing 3Π˜(τ, ~σ) ≈ 0 implies that the constraint H˜(τ, ~σ) ≈ 0 has to be solved
in ϕ(τ, ~σ) [see the Lichnerowicz equation in Appendix C of II] and one can evaluate the
Dirac brackets. It is assumed that P τADM is the real Hamiltonian and, by restricting the
asymptotic behaviour of ∂uˇ
3grˇsˇ(τ, ~σ) = O(r
−2) to ∂uˇ 3σrˇsˇ(τ, ~σ) = O(r−(2+ǫ)) one has
P τADM = −2
∫
S2τ,∞
d2Σuˇ∂uˇγ
1/3,
because the change from rectangular coordinates σrˇ to σ¯rˇ≈r→∞ σrˇ(1− M16πr ) gives
ds2→r→∞ ǫ(1− M8πr )dτ 2 + (1 + M8πr )δrˇsˇdσ¯rˇdσ¯sˇ.
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Since the 3-coordinates are not fixed, one has still the supermomentum constraints and
their gauge freedom.
3) This state of affairs was further developed by York [33] (see also Ref. [30]) with the so
called “quasi-isotropic” (QI) coordinate conditions, which are not phase space gauge-fixings
[in Ref. [33] there is no discussion of supertranslations]. He parametrizes the canonical
variables 3grˇsˇ,
3Π˜rˇsˇ, as in Eq. (C5) of Appendix C of II using a TT-decomposition and
then adds the following quasi-isotropic coordinate conditions [the first one becomes the
maximal slicing condition if put =0; the second one is equivalent to ∂sˇ
3σrˇsˇ(τ, ~σ) = O(r
−3)
in asymptotic rectangular coordinates]
T (τ, ~σ) = 2
3
√
γ(τ, ~σ)
3Π˜(τ, ~σ) = −4
3
ǫk 3K(τ, ~σ) = O(r−3),
[krˇ(u)
3∇sˇ 3ψrˇsˇ](τ, ~σ) = O(r−3), (B5)
with 3ψrˇsˇ =
3ψTT rˇsˇ +
3ψL rˇsˇ =
3hrˇsˇ − 133h 3frˇsˇ [3h = 3f rˇsˇ 3hrˇsˇ], if one puts 3grˇsˇ = 3frˇsˇ + 3hrˇsˇ
with 3frˇsˇ being a flat asymptotic 3-metric; k
rˇ
(u) are three unit orthogonal translational Killing
vectors of 3frˇsˇ. York assumes L~k(u) 3hrˇsˇ = 0 and 3K rˇ sˇ = O(r−2) [sometimes the tidal forces
are restricted by ‘curvature conditions’ L~k(u)L~k(v) 3hrˇ sˇ = O(r−3) and L~k(u) 3K rˇ sˇ = O(r−3)].
After having posed these quasi-isotropic coordinate conditions (replacing the gauge-
fixings to the secondary constraints, see the end of Section V of I), York puts the following
gauge-fixings on N and Nrˇ (replacing the time constancy of the gauge-fixings to the sec-
ondary constraints, which produce the gauge-fixings to the primary ones, i.e. which give
equations for N and Nrˇ)
∂τ
3K(τ, ~σ) = 0,
[3∇sˇ 3Σrˇsˇ](τ, ~σ) = [3∇sˇγ1/3 ∂τ 3σrˇsˇ](τ, ~σ) =
= 3∇sˇ[−2N(3Krˇsˇ − 1
3
3grˇsˇ
3K) + (L ~N)rˇsˇ](τ, ~σ) = 0, (B6)
where 3Σ is called the “distortion tensor” [it measures the change of shape of a small
spheroid dragged along τ from Στ to Στ+dτ ] and (L ~N)rˇsˇ = Nrˇ|sˇ + Nsˇ|rˇ − 233grˇsˇNuˇ|uˇ [see
Eq.(C2) of Appendix C of II]. The equation ∂τ
3K(τ, ~σ) = 0 becomes an elliptic equation
for the lapse function N(τ, ~σ) by using the Einstein equations for ∂τ
3grˇsˇ and ∂τ
3Krˇsˇ; in
Ref. [33] it is shown that this equation, after having used the superhamiltonian constraint,
is −3∇uˇ 3∇uˇN + N 3Krˇsˇ 3K rˇsˇ + N rˇ 3∇rˇ 3K ◦=0. Then, by assuming N(τ, ~σ) = 1 + O(r−1),
Nrˇ(τ, ~σ) = O(r
−1), York linearizes these equations with respect to the flat 3-metric 3frˇsˇ and
obtains the following (not phase space) gauge-fixings
3f rˇsˇ 3Krˇsˇ(τ, ~σ) = 0,
∂τ [
3∇(f)sˇ 3ψrˇsˇ](τ, ~σ) = 0. (B7)
It is shown in Ref. [33] that the ADM ‘isotropic radiation gauge’ is equivalent to the special
case 3f rˇsˇ 3Krˇsˇ =
3∇(f)sˇ 3ψrˇsˇ = 0, while Dirac’s coordinate conditions 3f rˇsˇ 3Krˇsˇ = ∂sˇ 3σrˇsˇ = 0
are a non-covariant approximation of the ADM gauge.
Therefore, in some sense, York’s construction can be rephrased in phase space as first
fixing N and Nrˇ (i.e. giving first the gauge-fixings to the primary constraints) and then
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deducing gauge-fixings for the secondary constraints, a method which is not natural in
constraint theory.
In Ref. [30], as already said, it is shown that the quasi-isotropic coordinate conditions
kill the supertranslations and define a unique asymptotic Poincare´ group.
4) Instead, in Ref. [6] one imposes the following gauge-fixings to the secondary constraints
3Π˜(τ, ~σ) ≈ 0,
3grˇsˇ(τ, ~σ) 3Γuˇrˇsˇ(τ, ~σ) ≈ 0 or ∂rˇ[
√
γ 3grˇsˇ](τ, ~σ) ≈ 0, (B8)
corresponding to the maximal slicing condition and to the request of using 3-harmonic coor-
dinates. Asking their time constancy [∂τ
3Π˜ ≈ 0, ∂τ (3grˇsˇ 3Γuˇrˇsˇ) ≈ 0], one gets a homogeneous
system for N and Nrˇ
3∇uˇ 3∇uˇN + 3K rˇsˇ 3KrˇsˇN ≈ 0,
3∇uˇ 3∇uˇN rˇ + 2 3K rˇsˇ 3∇sˇN − 2N 3K uˇvˇ 3Γrˇuˇvˇ ≈ 0. (B9)
If N,Nrˇ are requested to be parameters of “proper” gauge transformations [N = m, Nrˇ =
mrˇ], then the only solution is N = Nrˇ = 0; in the case of improper gauge transformations
there is a unique solution of these elliptic equations with both N and Nrˇ growing linearly
with ~σ.
In this way, it is shown in Ref. [6] that one can construct a copy of the reduced phase
space (the gauge-fixings intersect all the gauge orbits once modulo the non studied problem
of Gribov ambiguity), so that, by going to Dirac brackets, a unique asymptotic Poincare´
group is selected and there are no more supertranslations. Then, in Ref. [6] there is a
comparison of these results with the SPI formalism in the coordinate-dependent formulation
of Ref. [21] with an extension of the results of Ref. [29].
All the formulations agree on the form of the ADM energy-momentum P τADM , P
rˇ
ADM ,
which represents the conserved energy-momentum of the τ -slice Στ of the asymptotically flat
spacetime M4. It can be shown that P
(µ)
ADM is a four-vector under the asymptotic Poincare´
group, when this one is uniquely defined.
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APPENDIX C: SPINORS ON M4 AND ON Στ .
Let us add some notions about SL(2,C) spinors on M4 and SU(2) spinors on Στ [77,78].
Our pseudoRiemannian spacetime (M4, 4gµν) is assumed to admit a spin [or spinorial or
principal SL(2,C)-bundle] structure. Therefore, we can consider an associated bundle over
M4 with structure group SL(2,C) and standard fiber a complex 2-dimensional vector space
V equipped with a non-degenerate symplectic 2-form ǫ; elements of V are denoted ξA˜ [they
are SL(2,C) spinor fields] and the symplectic 2-form has components ǫA˜B˜ = −ǫB˜A˜ with
inverse ǫA˜B˜ [ ǫA˜B˜ǫB˜C˜ = δ
A˜
B˜
]. If L ∈ SL(2, C), then ǫA˜B˜LA˜C˜LB˜D˜ = ǫC˜D˜. If V ∗ is the dual
space of V, with elements ξA˜, ǫ gives an isomorphism between it and V, namely ǫ can
be used to lower and raise indices: ξA˜ = ǫA˜B˜ξB˜, ξB˜ = ξ
A˜ǫA˜B˜. The complex conjugate
vector space V¯ , with elements ξ¯A˜
′
(the primed spinors), and its dual V¯ ∗, with elements
ξ¯A˜′ , are also isomorphic (namely ǫ¯ and its inverse can be used to lower and raise primed
indices). The SL(2,C) spinors in V and V¯ correspond to the (1
2
, 0) and (0, 1
2
) representations
of SL(2,C) [when representing massive particles, they satisfy the Klein-Gordon equation,
while in the massless case they satisfy Weyl spinorial equations]. Given SL(2,C) spinor
fields on M4, we can restrict them to SL(2,C) spinor fields over a spacelike hypersurface
in M4 like Στ . To relate SL(2,C) spinors to 4-tensors over M
4 in each point p ∈ M4, one
considers the 4-dimensional real vector space Wp of all objects ξ
A˜A˜
′
= ǫξ¯A˜A˜
′
[ǫ(+ − −−)
is the signature of M4, not to be confused with the symplectic 2-form], which is equipped
with the natural metric ǫA˜B˜ ǫ¯A˜′ B˜′ with signature ǫ(+ − −−). Therefore, it is natural to
identify Wp, at each point p ∈ M4, with the tangent space TpM4 at that point through
an isomorphism σµ
A˜A˜
′ [called SL(2,C) “soldering form”; it is unique and globally defined
if M4 admits a spinor structure] with inverse σµ
A˜A˜
′
: 4V µ = σµA˜A˜′ξ
A˜A˜
′
. Since tangent
vectors are real, one has σ¯µ
A˜A˜
′
= −σµA˜A˜
′
. The real spinor ξ¯A˜
′
ξA˜ corresponds to a null
vector tµ = σµA˜A˜′ ξ¯
A˜
′
ξA˜, t2 = 0. Then, one has 4gµν = σµA˜A˜′σ
ν
B˜B˜′ ǫ
A˜B˜ ǫ¯A˜
′
B˜
′
and there is
a 2-1 homomorphism from the local SL(2,C) transformation group on spinors to the local
proper Lorentz group of (M4, 4gµν): L
µ
ν = σ
µ
A˜A˜
′σν
B˜B˜
′
LA˜B˜L¯
A˜
′
B˜
′ . The torsion-free covariant
derivative 4∇µ on M4 with 4∇µ 4gαβ = 0 is uniquely extended to a covariant derivative 4∇˜µ
acting on spinors with 4∇˜µ ǫA˜B˜ = 0 through the requirement to be compatible with the
soldering form: 4∇˜µ σν A˜A˜′ = 0 [see Ref. [78] for the relation between its curvature tensor
and the Riemann tensor of M4].
As shown for instance in Ref. [131] given a “spin basis” oA˜, iA˜ [ǫA˜B˜o
a˜iB˜ = 1] for V, it
induces a null tetrad in M4 (like the one of Appendix F):
Lµ = σµA˜A˜′o
A˜o¯A˜
′
, N µ = σµA˜A˜′ iA˜ i¯A˜
′
, Mµ = σµA˜A˜′o
A˜i¯A˜
′
, M¯µ = σµA˜A˜′ i
A˜o¯A˜
′
.
Let now (3Σ, 3grs) be an abstract Riemannian 3-manifold with torsion-free derivative
3∇u [3∇u 3grs = 0]. Since 3-manifolds are parallelizable, they always admit a spin [principal
SU(2)-bundle] structure. As before consider the associated bundle over 3Σ with standard
fiber the 2-dimensional complex space V with symplectic 2-form ǫA˜B˜. One needs an extra
structure on each fiber, namely a positive definite Hermitian inner product < ., . >,
< ξ, η >= ξ¯A˜
′
GA˜′ A˜η
A˜, which is equivalent to a positive definite Hermitian metric GA˜′B˜ =
G¯A˜′B˜ with inverse G
A˜
′
B˜ [either ǫA˜B˜ orGA˜′B˜ is assumed so normalized to get ǫ¯
A˜
′
B˜
′
GA˜′A˜GB˜′ B˜ =
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ǫA˜B˜, so that GA˜′ A˜G
A˜
′
B˜ = δB˜
A˜
]. This metric allows to convert the primed indices to the
unprimed ones, so that we can restrict ourselves to unprimed SU(2) spinors. The SU(2)
transformations are the ones that preserve both ǫ and G structure [the Hermitian conjugate
of a transformation U A˜B˜ is (U
†)C˜ D˜ = G
B˜
′
C˜U¯ A˜
′
B˜′GA˜′D˜]. The tangent space Tp
3Σ at p ∈ 3Σ is
always globally isomorphic, through the SU(2) “soldering form” σrA˜
B˜, to the 3-dimensional
real vector space H of all objects at p ∈ 3Σ of the form αA˜B˜ satisfying αA˜A˜ = 0, (α†)A˜B˜ =
−αA˜B˜ [H is equipped with a natural positive definite metric (α, β) = −αA˜B˜βB˜A˜, so that
σrA˜
A˜ = 0, (σrA˜
B˜)† = −σrA˜B˜]. One has 3grs = −σrA˜B˜σsB˜A˜ = −Tr(σrσs). The objects
ψA˜ are SU(2) spinor fields on (3Σ, 3grs) and SU(2) transformations on spinors, U
A˜
B˜, are
tied to SO(3) transformations on the tangent spaces of 3Σ by a 2-1 homomorphism U rs =
σrA˜B˜U
B˜
C˜σ
sC˜
D˜(U
†)D˜A˜. There is a unique extension of
3∇u to a covariant derivative 3∇˜u
acting on SU(2) spinors such that 3∇˜uσrA˜B˜ = 3∇˜u ǫA˜B˜ = 3∇˜uGA˜′ B˜ = 0.
Let us now consider the Riemannian spacelike hypersurface (Στ ,
3grs) embedded in the
pseudo-Riemannian spacetime M4 and let us define SU(2) spinors on Στ starting from
SL(2,C) spinors on M4, just as spatial 3-tensors on Στ are identified with 4-tensors on M
4
which are tangent to Στ . As at each point of Στ one can identify SO(3) transformations
with proper Lorentz transformations which preserve the future-directed unit normal lµ(τ, ~σ)
to Στ , similarly SU(2) transformations can be identified with SL(2,C) transformations pre-
serving lA˜A˜
′
= lµσµ
A˜A˜
′
[one has lA˜A˜′ = lµσ
µ
A˜A˜′ and lµl
µ = ǫ becomes lA˜A˜
′
lB˜A˜′ =
ǫ
2
δA˜
B˜
],
where σµ
A˜A˜
′
is the SL(2,C) soldering form. To reduce the structure group SL(2,C) of the
spin bundle to SU(2), one needs the extra structure of a positive definite Hermitian inner
product or, equivalently, of a positive definite Hermitian metric
GA˜′A˜ =
√
2lA˜A˜′
[hermiticity follows from σ¯B˜A˜
′
µ = −σµA˜B˜
′
]. The SL(2,C) transformations preserving lA˜A˜′
can be identified with SU(2) transformations. The horizontal subspace of the associated
bundle over M4 with standard fiber V with respect to the normal lA˜A˜′ consists of all the
elements αA˜A˜
′
of V satisfying αA˜A˜
′
lA˜A˜′ = 0. This is a 3-dimensional real vector space [with a
positive definite metric ǫA˜B˜ ǫ¯A˜′ B˜′ − ǫ lA˜A˜′ lB˜B˜′ = ǫA˜B˜ ǫ¯A˜′ B˜′ + ǫ2GA˜′A˜GB˜′ B˜ induced by the metric
ǫA˜B˜ ǫ¯A˜′ B˜′ on V] isometric to the space H used in the theory of SU(2) spinors, through the
isometry
αA˜A˜
′ 7→ αA˜B˜ = αA˜A˜
′
GA˜′B˜
[the metric in H is GA˜
′
C˜GB˜
′
D˜(ǫA˜B˜ ǫ¯A˜′ B˜′ +
ǫ
2
GA˜′ A˜GB˜′B˜) = ǫ
C˜D˜ǫA˜B˜ +
ǫ
2
δC˜
A˜
δD˜
B˜
]. The SU(2)
soldering form is
σµ
A˜
B˜ =
3gµ
νσA˜A˜
′
ν GA˜′ B˜
[3gµν = −ǫ 3hµν = −ǫ(4gµν − ǫlµlν) so that 3gA˜C˜B˜D˜ = −12(ǫA˜D˜ǫB˜C˜ + ǫA˜B˜ǫD˜C˜)]. Since the
spinor field 4αA˜A˜′ on M
4 is “spatial” if
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4αA˜A˜′ l
A˜A˜
′
= 0,
i.e. if 4αA˜B˜ =
4αA˜A˜′ l
A˜
′
B˜ =
4αB˜A˜ =
4α(A˜B˜) [(A˜B˜) means symmetrization], each spatial
3-tensor 3T µ...να...β defines a spatial unprimed spinor field
3T
(A˜1A˜2)...(B˜1B˜2)
(C˜1C˜2)...(D˜1D˜2)
. If ξA˜ 7→ ξ†A˜ = ξ¯A˜′ lA˜
′
A˜
is the conjugation map, a “spatial spinor” field represents a “real” spatial 3-tensor field if
and only if (3T
(A˜1A˜2)...(B˜1B˜2)
(C˜1C˜2)...(D˜1D˜2)
)† = (−)k 3T (A˜1A˜2)...(B˜1B˜2)
(C˜1C˜2)...(D˜1D˜2)
with 2k being the number of indices.
The torsion-free covariant derivative 4∇µ [4∇µ 4gαβ = 0] onM4 goes down to the torsion-
free 3∇µ [3∇µ 3gαβ = 0] acting on spatial 3-tensors on Στ [see after Eq.(8) of I]. They are
extended to 4∇˜µ [or 4∇˜A˜A˜′ = σµA˜A˜′ 4∇˜µ; 4∇˜µǫA˜B˜ = 4∇˜µσνA˜A˜′ = 0] acting on SL(2,C) spinors
on M4 and to 3∇˜A˜B˜ =
√
2l( A˜
A˜
′
4∇B˜) A˜′ (the torsion-free Levi-Civita connection as we have
seen) acting on spatial spinors on Στ [
3∇˜uσrA˜B˜ = 0 and 3∇˜u(ǫC˜D˜ǫA˜B˜ + ǫ2δC˜A˜δD˜B˜ ) = 0; it is the
Levi-Civita connection of 3g]. One has the splitting
4∇˜A˜B˜ = lA˜
′
B˜
4∇˜A˜A˜′ = 12ǫA˜B˜T + l( B˜A˜
′
4∇˜A˜) A˜′ .
The first term T = lC˜D˜
′
4∇˜C˜D˜′ represents the “time derivative”. The second term, which
depends only on the intrinsic geometry of Στ , represents the “spatial” derivative “only”
when Στ has zero extrinsic curvature
3Kµν = 0.
The true “spatial” derivative , called the “Sen connection”, is given by real operators
3DA˜B˜ = 3DB˜A˜ [acting on real spinor fields they produce real spinor fields] which are not
only the pullback to Στ of
4∇µ but also an extension [depending also from the extrinsic
geometry of Στ ] of
3∇µ from spatial tensors to SU(2) spinors [the Sen connection is torsion-
free, satisfies 3DA˜B˜ 3gC˜D˜E˜F˜ = 0 but is not the Levi-Civita connection of 3g]. On scalars one
has 3DA˜B˜φ = 3∇˜A˜B˜φ. Instead its action on SU(2) spinors is
3DA˜B˜ ψC˜ = 3∇˜A˜B˜ ψC˜ +
1√
2
3KA˜B˜C˜
D˜ ψD˜, (C1)
so that one has
3DA˜B˜ ψB˜ = 3∇˜A˜B˜ψB˜ +
1
2
√
2
3KψA˜. (C2)
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APPENDIX D: KOMAR SUPERPOTENTIAL AND ENERGY-MOMENTUM
PSEUDOTENSORS FROM THE HILBERT ACTION.
For the sake of completeness let us add the standard derivation of the Noether iden-
tities, the determination of the Komar superpotential and of the energy-momentum pseu-
dotensors in metric gravity starting from the Hilbert action and from its invariance under
4-diffeomorphisms, since it is in this way that one usually defines the weak Poincare´ charges
(even if with open problems for the ADM angular momentum).
The invariance under Diff M4 of the Hilbert action may be used to set the 4-metric
tensor equal to the Minkowski 4-metric and the affine connection to zero at any point of
M4. Indeed, these conditions may be satisfied along an arbitrary geodesic of M4. It is in
this way that the principle of equivalence, the equality of inertial and gravitational mass, is
described in general relativity: to first order in their separation, all bodies moving on parallel
geodesics move at the same rate. Just this property is also responsible for the inability to
define a “local energy density” for the gravitational field. Minkowski spacetime describes a
spacetime with no gravitational field, so that its energy density must be zero. But a general
spacetime can be made to appear Minkowskian along an arbitrary geodesic. As a result, any
non-tensorial (even if covariant) “energy density” can be made to be zero along an arbitrary
geodesic and, therefore, has no invariant meaning. To define a tensorial quantity requires the
introduction of an auxiliary vector field ξµ, which is an element of arbitrariness. It follows
that only the global energy-momentum and angular momentum may be given a meaning in
general relativity.
Conservation laws in general relativity were first formulated by Einstein in 1916 [146]
[Noether’s theorems appeared in 1918], who found a canonical pseudo-tensor of the grav-
itational field homogeneous quadratic in the first derivatives of the metric tensor. Due to
its non-tensoriality, the local energy density does not have a covariant significance and was
criticized by Schroedinger [147] [he found a coordinate system in which all the components of
the pseudo-tensor vanished for the Schwarzschild metric outside the Schwarzschild radius].
Bauer [148] showed that simply by transforming the description of flat space from Cartesian
coordinates to spherical coordinates an apparent nonzero “energy density” results which
yields an infinite total “energy”. This criticism was answered only when Einstein [149,150]
showed that the total energy and momentum, the only meaningful quantities, are constants
of the motion and transform as a “free-vector” [an affine tensor: a set of quantities which are
not defined at a particular point in space] under linear coordinate transformations. This is
the so-called Einstein [149]- Klein [151] theorem: it assumes the existence of “asymptotically
flat” coordinates such that [152] 4gµν =
4ηµν + O(r
−1), ∂α 4gµν = O(r−2) [r is the distance
measured along geodesics from a point on a spacelike asymptotically flat hypersurface] and,
by writing the Schwarzschild line element in coordinates which are Cartesian at infinity, one
gets po = m, pi = 0. Einstein showed that under certain conditions (essentially, no radiation)
the total energy and momentum in a closed domain of space (outside one uses Minkowski
coordinates) is independent of the choice of the coordinates within the domain [this was
called the “flux theorem” by Pauli [153]; see also Refs. [154–156] based on the work of
P.von Freud [157], who was the first to find a superpotential for the Einstein pseudo-tensor].
Trautman [158] added conditions for extending the Einstein-Klein results from the case of
asymptotically flat isolated non-radiating systems to that of radiating systems [see also the
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discussion in Ref. [159], where a background Minkowski metric is used to covariantize the
treatment].
The pseudo-tensor was named a “complex” by Lorentz [160], who gave a different, non
satisfactory, definition of energy and momentum of the gravitational field. In order to dis-
cuss angular momentum, a symmetric energy-momentum tensor is desirable [153], although
not necessary [161]. The Einstein canonical pseudo-tensor has mixed indices, and raising
one with the metric tensor does not yield a symmetric quantity. Landau and Lifshitz [62]
succeeded in constructing a symmetric pseudo-tensor [see Ref. [159] for the associated angu-
lar momentum tensor in presence of a flat background], but the associated total energy and
momentum transform as a vector density rather than as a vector as in the case of particles.
Bergmann [162] started the investigation on the local invariances of the action in general
relativity (second Noether theorem) and of their Hamiltonian generators. In the study of the
relationship between Landau-Lifshitz and Einstein canonical pseudotensors, Goldberg [163]
discovered a whole family of mixed and symmetric pseudotensors with different weights. All
the mixed tensors have the same physical content (total energy and momentum), whereas
the symmetric ones are all different in their physical content. Of the symmetric quantities,
only the Landau-Lifshitz pseudo-tensor has the same total energy and momentum as the
Einstein canonical one (but has the wrong transformation properties).
Komar [164], trying to generalize an earlier theory due to Møller [165], looked for a
superpotential depending on a vector field ξµ, such that, when ξµ is the timelike Killing
vector of the Schwarzschild solution, the constant of the motion is the mass. In this way
he gets a Noether (weak) conservation law tν ,ν
◦
=0 in which tν is a tensor. However, this
coordinate-free expression depends on the choice of the vector field ξµ. In asymptotically
flat spacetimes, one takes for ξµ asymptotic Killing vectors to flat spacetime [it works for
translations, but there are problems with rotations [166]].
Møller [167] proposed a theory designed to provide a definition of energy invariant under
time independent spatial transformations without any restriction on the asymptotic form of
the metric. Møller’s theory is based on the Hilbert variational principle with the 4-metric
reexpressed in terms of orthogonal tetrads. Due to the extra 6 gauge degrees of freedom
(there are constraints generating the local Lorentz transformations in the tangent planes),
he proposed 6 gauge-fixings. The main point is that, when one assumes that the universe is
asymptotically flat [instead of a spatially closed (without boundaries) one], one is introducing
an absolute family of privileged observers, namely those whose associated tetrads tend to
Minkowski tetrads at space infinity [against the philosophy of Mach’s principle, which, to
avoid absolute motions, requires a spatially closed universe; see Section IV]. Then Møller
[168] applied his theory to the axis-symmetric solution and found that the total energy agrees
with the expression of the Bondi mass. Møller’s theory gives no information concerning the
linear momentum of the system.
contrastedWhile for regular Lagrangian systems proper conservation laws are related to
its invariances under global symmetries according to the first Noether theorem, with singular
Lagrangians one has improper [either weak (i.e. implying the use of the equation of motion)
or strong (i.e. independent from the equations of motion)] conservation laws [169,170], which
are hidden in the Noether identities implied by local symmetries (either inner gauge groups
or diffeomorphisms of time and/or space and/or spacetime) according to the second Noether
theorem [see the original Refs. [155,162,163,171] and Refs. [35] b), c), d) for a systematic
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and complete treatment for singular Lagrangians depending upon the first derivatives of the
fields]. In general relativity [170] the local symmetry transformations of the theory are the
diffeomorphisms of the spacetime M4.
In Refs. [172] there is a complete bibliography on the modern variational techniques
based on jet bundles for treating Noether’s theorems also for Lagrangians depending on
higher derivatives of the fields. This is the Lagrangian approach to be with either the use of
the equations of motion and Bianchi identities or the non-covariant Hamiltonian formalism
using momentum mapping methods in symplectic or presymplectic manifolds. In particular,
in the papers of Refs. [172] one makes use of the formulation based on the globally defined
Poincare´-Cartan one-form (uniquely defined for first and second order Lagrangians) applied
to general relativity.
Let L(x, φA, φA,µ, φA,µν) def= L(x;φ(x)) [S = ∫ d4xL] be a singular Lagrangian density
depending on a set of fields φA(x) [A=1..N; for Einstein general relativity φA =
4gµν and
L = LH , not explicitly depending on xµ, and S = SH = ∫ d4xLH of Eq.(22) of I] and
their first and second derivatives (in Einstein general relativity the dependence on the
second derivatives is linear, due to Eq.(3) of I, and can be reabsorbed in a 4-divergence:
LH = LE+ c316πG∂λ[
√
4g(4gλα 4gµν∂α
4gµν−∂µ 4gλµ)] and this defines the (not general covari-
ant) Einstein action of Eq.(24) of I ). The Euler-Lagrange equations are
LA(x, φ(x)) = δS
δφA(x)
= ∂L
∂φA
(x)− ∂µ ∂L∂∂µφA (x) + ∂µ∂ν ∂L∂∂µ∂νφA (x)
◦
=0.
A given physical situation can be described in different frames of reference (systems of
coordinates) and by means of different sets of variables φ, or, for short, in different gauges.
The class of finite gauge transformations to be considered is given by
x
′ µ = Xµ(x), φ
′
A(x
′
) = YA(x;φ)
[for metric general relativity 4g
′
µν(x
′
(x)) = ∂x
α
∂x′ µ
∂xβ
∂x′ ν
4gαβ(x) ]. It contains Lorentz and gen-
eral coordinate transformations (diffeomorphisms) and symmetry transformations of classi-
cal mechanics as well as electromagnetic gauge transformations.
Given S =
∫
U d
4xL(x;φ(x)), a sufficient condition for the new equations of motion for
φ
′
A(x
′
) to be equivalent to the old ones is that the new action S
′
is given by
S
′
=
∫
U ′ d
4x
′ L′(x′ ;φ′(x′)) = ∫U d4x [L(x;φ(x))− ∂µQµ(x;φ(x))]
for some 4 functions Qµ. Here, L′ is the new Lagrangian density and U ′ denotes the image
of U by the transformation xµ 7→ x′ µ = Xµ(x). The functions Qµ are arbitrary except for
the condition that they must vanish whenever the φ’s and their derivatives vanish. This
condition on S
′
does not ensure numerical invariance of the action (S 6= S ′), but one has
δS = δS
′
provided the δφ’s vanish with their derivatives on ∂U , the boundary of U. From
this it follows that the new Lagrangian density L′ is not uniquely determined by L, and,
generally, there is an arbitrariness in the choice of the Lagrangian. The Lagrangian density
L′ as function of its arguments is different from L. The corresponding new equations of
motion L
′A(x;φ(x)) = δS
′
/δφ
′
A(x)
◦
=0 will differ in form from the old ones.
But let us assume that the gauge transformation x
′ µ = Xµ(x), φ
′
A(x
′
) + YA(x;φ), is a
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“symmetry transformation”: this means that it leaves the form of the equations of motion
unaltered, namely L
′ A(x;φ(x)) = LA(x;φ(x)). It will be so if, for a certain choice of the
functions Qµ, the form of the Lagrangian density is not changed: L′(x;φ(x)) = L(x;φ(x)).
Let us now assume that these gauge symmetries form a continuous group. Then, they
can be characterized by the infinitesimal transformations
x
′ µ = xµ + δxµ(x), φ
′
A(x
′
) = φA(x) + δφA(x) = φA(x) + δoφA(x) + δx
µ(x)∂µφA(x)
with δoφA(x) = φ
′
A(x) − φA(x) so that L(x;φ′(x)) − L(x;φ(x)) = δoL [δo commutes with
differentiation ]. Then one gets
d4x
′L′(x′ ;φ′(x′))− d4xL(x;φ(x)) = d4x[(1 + ∂µδxµ)L(x′;φ′(x′))− L(x;φ(x))] =
= d4x[L(x;φ(x))∂µδxµ + δL] = d4x[L∂µδxµ + δoL+ δxµL] ≡ −d4x∂µQµINF ,
⇒ δL+ L∂µδxµ = δoL+ ∂µ(Lδxµ) ≡ ∂µF µ, (D1)
where F µ = −QµINF denotes the functions Qµ corresponding to the infinitesimal transfor-
mations. This is the statement of “quasi-invariance”, which becomes “invariance” when
F µ ≡ 0. Since
δoL = ∂L∂φA δoφA + ∂L∂∂µφA δo∂µφA+ ∂L∂∂µ∂νφA δo∂µ∂νφA = LAδoφA + ∂µ[( ∂L∂∂µφA − ∂ν ∂L∂∂µ∂νφA )δoφA +
∂L
∂∂µ∂νφA
δo∂νφA],
one gets the Noether identity
∂µθ
µ
(W )
def
= ∂µ[(
∂L
∂∂µφA
− ∂ν ∂L
∂∂µ∂νφA
)δoφA +
∂L
∂∂µ∂νφA
δo∂νφA + Lδxµ − F µ] ≡ −δoφALA ◦=0.
(D2)
If the theory is quasi-invariant under a general group G∞q, that is to say under trans-
formations which depend upon q arbitrary functions ǫa(x), a=1,..,q. of the xµ’s [in metric
general relativity one has the group G∞4 of diffeomorphisms with arbitrary functions ǫµ(x)],
assumed for simplicity of the form
δxµ = ǫa(x)ξµa (x), δoφA(x) = ǫ
a(x)ηAa(x, φ, ∂µφ) + ∂νǫ
a(x)ηνAa(x, φ, ∂µφ),
so that
F µ = ǫaF µa + ∂νǫ
aF µνa ,
then one gets the following Noether identities from the vanishing of the coefficients of the
arbitrary functions ∂µ∂ν∂ρǫ
a, ∂µ∂ρǫ
a, ∂ρǫ
a, ǫa [indices inside round brackets are completely
symmetrized t(µν) = 1
2
(tµν + tνµ)]
∂µθ
µ
(W )[ǫ
a] = ∂µ[ǫ
atµa + ∂ρǫ
atµρa + ∂ν∂ρǫ
a ∂L
∂∂µ∂νφA
ηρAa] ≡
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≡ −(ǫaηAa + ∂ρǫaηρAa)LA ◦=0,
∂L
∂(µ∂νφA
η
ρ)
Aa ≡ 0,
∂ν(
∂L
∂∂ν∂(µφA
η
ρ)
Aa) ≡ −t(µρ)a def=
def
= − [( ∂L
∂∂(µφA
− ∂ν ∂L
∂∂ν∂(µφA
)η
ρ)
Aa +
∂L
∂∂ν∂(µφA
(δρ)ν ηAa + ∂νη
ρ)
Aa)− F (µρ)a ],
∂µt
µρ
a + t
ρ
a
def
= ∂µ[(
∂L
∂∂µφA
− ∂ν ∂L
∂∂µ∂νφA
)ηρAa +
∂L
∂∂µ∂νφA
(δρνηAa + ∂νη
ρ
Aa)− F µρa ] +
+[(
∂L
∂∂ρφA
− ∂ν ∂L
∂∂ρ∂νφA
)ηAa +
∂L
∂∂ρ∂νφA
∂νη
ρ
Aa + Lξρa − F ρa ] ≡ −ηρAaLA ◦=0,
∂µt
µ
a
def
= ∂µ[(
∂L
∂∂µφA
− ∂ν ∂L
∂∂µ∂νφA
)ηAa +
∂L
∂∂µ∂νφA
∂νηAa + Lξµa − F µa ] ≡ −ηAaLA ◦=0. (D3)
These Noether identities imply the “contracted Bianchi identities”
ηAaL
A − ∂ρ(ηρAaLA) ≡ 0, (D4)
and, since ∂µ∂ρt
µρ
a = ∂µ∂ρt
(µρ)
a ≡ ∂ρ∂µ∂ν( ∂L∂∂µ∂(νφAη
ρ)
Aa) ≡ ∂ρ∂µ∂ν( ∂L∂∂(µ∂νφAη
ρ)
Aa) ≡ 0, one also
gets the strong (i.e. independent from the equations of motion) conservation laws
∂µθ
µ
(S)a
def
= ∂µ(t
µ
a + η
µ
AaL
A) ≡ 0. (D5)
The original Noether identities together with the contracted Bianchi identities allow to
get
∂µθ
µ
(W )[ǫ
a] ≡ −δoφALA = −(ǫaηAa + ∂ρǫaηρAa)LA ≡ −[∂ρǫaηρAaLA + ǫa∂ρ(ηρAaLA)] =
−∂ρ(ǫaηρAaLA),
which is equivalent to the generalized Trautman strong conservation law
∂µθ
µ
(S)[ǫ
a] = ∂µ[θ
µ
(W )[ǫ
a] + ǫaηµAaL
A] ≡ 0,
⇓
θµ(S)[ǫ
a] = ∂ν U
[µν][ǫa],
θµ(W )[ǫ
a] = ǫatµa + ∂ρǫ
atµρa + ∂ν∂ρǫ
a ∂L
∂∂µ∂νφA
ηρAa + ∂νV
[µν] =
= θµ(S)[ǫ
a]− ǫaηµAaLA = ∂νU [µν][ǫa]− ǫaηµAaLA, (D6)
where we introduced the superpotential U [µν][ǫa] = −U [νµ][ǫa] and the arbitrariness V [µν]
implicit in the first line of Eq.(D3).
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Let us now assume that we have a subgroup Gp of the general group G∞q so that one
can write ǫa(x) = ǫa¯ζaa¯ (x), with ǫ
a¯, a¯=1,..,p, the constant parameters of Gp. Then one has
the following restrictions to Gp:
δxµ = ǫa¯ζaa¯ (x)ξ
µ
a (x) = ǫ
a¯ξˆµa¯ (x), δoφA = ǫ
a¯(ζaa¯ (x)ηAa(x) + ∂νζ
a
a¯ (x)η
ν
Aa(x)) = ǫ
a¯ηˆAa¯(x),
F µ = ǫa¯(ζaa¯F
µ
a + ∂νζ
a
a¯F
µν
a ) = ǫ
a¯Fˆ µa¯ .
Then, one gets [162] the following improper weak conservation laws
∂µt
µ
a¯
def
= ∂µ[(
∂L
∂∂µφA
− ∂ν ∂L
∂∂µ∂νφA
)ηˆAa¯ +
∂L
∂∂µ∂νφA
∂ν ηˆAa¯ + Lξˆµa¯ − Fˆ µa¯ ] ≡ −ηˆAa¯LA ◦=0, (D7)
and, by using the contracted Bianchi identities, also the strong ones
∂µ(t
µ
a¯ − ζaa¯ηµAa¯LA) ≡ 0.
Let us now apply the second Noether theorem to the Lagrangian densities LH =
√
4g 4R
with 4gµν as independent variables and with equations of motion L
µν =
√
4g 4Gµν
◦
=0. One
has strict invariance δoLH ≡ 0, i.e. F µH ≡ 0, under the infinitesimal diffeomorphisms [see
Eqs.(31) of I]
δxµ(x) = ǫµ(x),
δo
4gµν(x) = −ǫρ∂ρ 4gµν(x)− ∂σǫρ(x)[δσν 4gµρ(x) + δσµ 4gρν(x)] =
+δ 4gµν(x)− ǫρ(x)∂ρ 4gµν(x) = L−ǫα∂α 4gµν(x). (D8)
From Eqs.(3) of I and from ∂ 4Γλρσ/∂∂µ
4gαβ =
1
2
4gλτ (δµρ δ
αβ
(τσ) + δ
µ
σδ
αβ
(τρ) − δµτ δαβ(ρσ)) with
δαβ(µν) =
1
2
(δαµδ
β
ν + δ
α
ν δ
β
µ), one gets
∂LH
∂∂µ∂ν 4gαβ
=
√
4g[
1
2
(4gµα 4gνβ + 4gµβ 4gνα)− 4gµν 4gαβ],
∂LH
∂∂µ 4gαβ
=
√
4g[4gµρ(4gασ 4Γβρσ +
4gβσ 4Γαρσ)− 4gαρ 4gβσ 4Γµρσ] +
+4gµα∂ρ(
√
4g 4gρβ) + 4gµβ∂ρ(
√
4g 4gρα)− 4gαβ∂ρ(
√
4g 4gρµ),
∂LH
∂ 4gαβ
=
√
4g[−4Gαβ + ∂ρ 4gητ 4gµν 4Γσµν(4gρη δ(ασ 4gβ)τ − δτσ 4gρ(α 4gβ)η)−
−4gρ(α 4gβ)δ 4gµν∂ρ(4gδσ 4Γσµν)−
1
4
∂ρ
4gγδ
4gµν 4Γηµν(
4gγδ 4gρ(α δβ)η + δ
ρ
η
4gγ(α 4gβ)δ) +
+
1
2
4gµν(4gαγ 4gβδ∂µ∂ν
4gγδ − 2 4gη(α 4gβ)γ 4gτδ∂µ 4gητ∂ν 4gγδ) +
+4gµν 4Γηµσ
4Γτνρ(
4gρ(α δβ)η δ
σ
τ + δ
ρ
η
4gσ(α δβ)τ )]. (D9)
The weak and strong conservation laws are respectively
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∂µ Hθ
µ
(W )[ǫ
ρ] ≡ [ǫρ∂ρ 4gµν + ∂σǫρ(δσν 4gµρ + δσµ 4gρν)]
√
4g 4Gµν
◦
=0,
∂µ Hθ
µ
(S)ρ[ǫ
ρ] = ∂µ[Hθ
µ
(W )[ǫ
ρ]− ǫρ(δµα 4gρβ + δµβ 4gρα)
√
4g 4Gαβ] ≡ 0,
Hθ
µ
(S)[ǫ
ρ] = ∂νU
[µν][ǫρ],
Hθ
µ
(W )[ǫ
ρ] = ǫρtµρ + ∂σǫ
ρtµσρ − ∂ν∂σǫρ
∂LH
∂∂µ∂ν 4gαβ
(δσα
4gβρ + δ
σ
β
4gαρ) + ∂νV
[µν] =
= −[ǫρ∂ρ 4gαβ + ∂σǫρ(δσα 4gβρ + δσβ 4gαρ)](
∂LH
∂∂µ 4gαβ
− ∂ν ∂LH
∂∂µ∂ν 4gαβ
)−
−∂ν [ǫρ∂ρ 4gαβ + ∂σǫρ(δσα 4gβρ + δσβ 4gαρ)]
∂LH
∂∂µ∂ν 4gαβ
+ ǫµ
√
4g 4R =
= ∂νU
[µν] + ǫρ(δµα
4gρβ + δ
µ
β
4gρα)
√
4g 4Gαβ . (D10)
Here tµρ is the candidate for the energy-momentum pseudo-tensor once one has done a choice
for U [µν] and V [µν].
The Noether identities (D3) are satisfied with
Ht
µν
ρ = −(δνα 4gβρ + δνβ 4gαρ)(
∂LH
∂∂µ 4gαβ
− ∂ν ∂LH
∂∂µ∂ν 4gαβ
)−
−[δνσ∂ρ 4gαβ + ∂σ(δνα 4gβρ + δνβ 4gαρ)]
∂LH
∂∂µ∂ν 4gαβ
,
Ht
µ
ρ = −∂ρ 4gαβ(
∂LH
∂∂µ 4gαβ
− ∂ν ∂LH
∂∂µ∂ν 4gαβ
)−
−∂ν∂ρ 4gαβ ∂LH
∂∂µ∂ν 4gαβ
+ δµρ
√
4g 4R,
∂µ Ht
µν
ρ + Ht
ν
ρ ≡ (δµα 4gρβ + δµβ 4gρα)
√
4g 4Gαβ
◦
=0,
∂µ Ht
µ
ρ ≡ ∂ρ 4gαβ
√
4g 4Gαβ
◦
=0, (D11)
and the contracted Bianchi identities are
4∇α 4Gαβ = 1√4g∂α(
√
4g 4Gαβ) + 4Γβαγ
4Gαγ ≡ 0. (D12)
The conclusion of this discussion based on the second Noether theorem for the generally
covariant Hilbert action is that any vector field
ξµ =
√
4g ǫµ
(it is more convenient to use ξµ rather than ǫµ as a parameter) generates a one-parameter
group of diffeomorphisms, which gives rise
to a “weak” [∂µ θ
µ
(W )[ξ]
◦
=0] and a “strong” [∂µ θ
µ
(S)[ξ] ≡ 0] conservation law.
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Any strongly conserved quantity θµ(S)[ξ] can be written in the form θ
µ
(S)[ξ] = ∂νU
[µν][ξ]
[whatever the transformation properties of ξµ are; ξµ may also not be a 4-vector], where
U [µν] = −U [νµ] is a “superpotential” defined up to another antisymmetric quantity V [µν] =
−V [νµ]. One can show that
θµ(S)[ξ] = ∂νU
[µν][ξ] ≡ θµ(W )[ξ] + 4Gµνξν ◦= θµ(W )[ξ] + 4T µνξν
so that by changing the superpotential, U [µν] 7→ U ′[µν] = U [µν] + V [µν], one has θµ(W ) 7→
θ
′µ
(W ) = θ
µ
(W ) + ∂νV
[µν]. Two superpotentials are especially important
A) “Komar [164] covariant superpotential” (θµ(S)[ξ] is a vector density):
(K)U
[µν][ξ] =
c3
8πG
√
4g(4∇µ ξν − 4∇ν ξµ). (D13)
In this case the associated weak conservation law ∂µ (K)θ
µ
(W )
◦
=0 is the divergence of a
tensor density [∂µ (K)θ
µ
(W ) =
√
4g 4∇µ (K)θˆµ(W ) ◦=0]. Therefore, this is a coordinate-free expres-
sion which depends, however, on the choice of the vector field ξµ, which, in asymptotically
flat spacetimes, is chosen to tend to asymptotic Killing vectors for the evaluation of the
global conserved quantities. Let us remark that (K)θ
µ
(W ) contains the second derivatives of
the metric.
B) “Bergmann [173] superpotential”
(B)U
[µν][ξ] = (F )Uλ
[µν]ξλ,
(F )Uλ
[µν] = − c
3
16πG
1√
4g
4gλρ∂γ [
4g(4gµγ 4gνρ − 4gνγ 4gµρ)], or
(F )U
λ[µν] = 4gλρ (F )Uρ
[µν] =
c3
16πG
1√
4g
∂β(
4gˆνβ 4gˆµλ − 4gˆνλ 4gˆµβ) =
=
c3
16πG
1√
4g
∂βT νλβµ, (D14)
where (F )Uλ
[µν] is the Freud superpotential [157] (the notation of Eqs.(D19)-(D21) is used).
All the known gravitational pseudotensors or complexes can be derived from the super-
potentials (K)U
[µν][ξ] and (B)U
[µν][ξ].
1) “Einstein canonical pseudo-tensor” - If in (B)U
[µν][ξ] one chooses ξµ to be an object
with constant components in any coordinate system, one gets [see also Eq.(D20)]
θµ(S)[ξ] = ξ
λ∂ν (F )Uλ
[µν] = ξλ (E)θλ
µ ◦= θµ(W )[ξ] +
4T µλξ
λ = ξλ((E)tλ
µ + 4Tλ
µ),
(E)θν
µ ◦= (E)tνµ + 4Tνµ,
∂µ (E)θν
µ ≡ 0, (E)θνµ = 4gνα (E)θαµ 6= (E)θµν ,
(E)tν
µ = −δµν 4Z + ∂ν 4gαβ
∂ 4Z
∂∂µ 4gαβ
, 4Z = 4R − ∂ρ(∂µ 4gαβ ∂
4R
∂∂ρ∂µ 4gαβ
),
(E)tν
µ = 2
√
4g 4Gν
µ +
c3
16πG
∂α(
4gµσ√
4g
T ανβσ), (D15)
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where (E)tν
µ is Einstein’s energy-momentum pseudo-tensor [174] and (E)θν
µ is a tensor den-
sity of weight 1.
2) “Landau-Lifschitz [62] symmetric pseudo-tensor” - It is obtained from (B)U
[µν][ξ] by
choosing the “covariant” components ξµ/
√
4g to be constant [see also Eq.(D19)]:
(L)θ
µν ≡ ∂γ(
√
4g 4gµδ (F )Uδ
[νγ])
◦
= (L)t
µν +
√
4g 4T µν ,
(L)θ
µν = (L)θ
νµ, ∂ν (L)θ
µν ≡ 0,
(L)t
µν = 2 4g 4Gµν +
c3
16πG
∂ρ∂σT ανβµ. (D16)
(L)θ
µν is a tensor density of weight 2 and (L)t
µν is the Landau-Lifschitz pseudo-tensor [see
Refs. [175] for some of its applications], which contains no second derivatives of the metric
and gives meaningful results only in an asymptotically flat Cartesian coordinate system. It
was found trying to rewrite 4∇µ 4T µν ◦=0 in the form ∂µ[(L)tµν+
√
4g 4T µν ]
◦
=0. Starting from
Einstein’s equations 4T µν
◦
= c
3
8πG
(4Rµν − 1
2
4gµν 4R), one rewrites them as
(L)t
µν +
√
4g 4T µν
◦
= ∂ρh
µ[νρ] with hµ[νρ] = −hµ[ρν] = c3
16πG
∂σ[
√
4g(4gµν 4gρσ − 4gµρ 4gνσ)],
which imply ∂ν∂ρh
µ[νρ] = 0. Then one gets
(L)t
µν =
c3
16πG
√
4g[(2 4Γρτσ
4Γγργ − 4Γρτγ 4Γγσρ − 4Γρτρ 4Γγσγ)(4gµτ 4gνσ − 4gµν 4gτσ) +
+4gµτ 4gσρ(4Γντγ
4Γγσρ +
4Γνσρ
4Γγτγ − 4Γνργ 4Γγτσ − 4Γντσ 4Γγργ) +
+4gντ 4gσρ(4Γµτγ
4Γγσρ +
4Γµσρ
4Γγτγ − 4Γµρσ 4Γγτσ − 4Γµτσ 4Γγργ) +
+4gτσ 4gργ(4Γµτρ
4Γνσγ − 4Γµτσ 4Γνργ)] =
=
c3
16πG
[∂ρ
4gˆµν ∂γ
4gˆγρ − ∂ρ 4gˆµρ∂γ 4gˆνγ + 1
2
4gµν 4gρσ ∂σ
4gˆρδ ∂δ
4gˆσγ −
−(4gµρ 4gγδ∂σ 4gˆνδ ∂ρ 4gˆγσ + 4gνρ 4gγδ∂σ 4gˆµδ ∂ρ 4gˆγσ) + 4gρσ 4gγδ∂γ 4gˆµρ∂δ 4gˆνσ +
+
1
8
(2 4gµρ 4gνσ − 4gµν 4gρσ)(2 4gγδ 4gαβ − 4gδα 4gγβ)∂ρ 4gˆγβ∂σ 4gˆδα]. (D17)
The Einstein pseudo-tensor and Landau-Lifschitz complex are the only complexes that
are homogeneous quadratic in first derivatives of the metric tensor. Therefore, both com-
plexes can be made to vanish along any one geodesic by a suitable choice of coordinates.
For a spacetime that is asymptotically flat either in spacelike or null directions, the Landau-
Lifschitz and Einstein superpotentials give exactly the same definition of energy-momentum.
Both require an asymptotically rectangular coordinate system to be meaningful. Once de-
fined, both transform as free vectors under the asymptotic symmetry group.
3) “Møller’s energy-momentum complex” [165] - It is obtained by (K)U
[µν][ξ] by putting
ξµ = const. [Komar found his superpotential trying to generalize Møller’s one]:
(M)θµ
ν = ∂γ (M)Uµ
[νγ], (M)Uµ
[νγ] =
c3
8πG
√
4g 4gνα 4gγβ(∂α
4gµβ − ∂β 4gµα). (D18)
While all the previous pseudotensors depend on the metric and its first derivatives, Møller
complex also depends on the second derivatives of the metric.
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4) Lorentz [160] chose θµ(S)[ξ] = 0 and identified
c3
8πG
4Gµν
◦
=0 with the energy momentum
of the gravitational field in absence of matter [149]. This also was the point of view of
Levi-Civita [176].
Let us remark that in Ref. [159] there is the following derivation of three pseudoten-
sors based only on the use of the Einstein equations. Given Einstein’s equations of motion
∂LE
∂ 4gµν
− ∂α ∂LE∂∂α 4gµν
◦
= − 8πG
c3
4T µν and defined the tensor density of weight +2,
T ανβµ = 4gˆαβ 4gˆµν − 4gˆαµ 4gˆβν = −T ναβµ = −T ανµβ = T βµαν
[T ανβµ+ T αβµν + T αµνβ = 0], one has the following three ways of rewriting the equations of
motion:
1) the Landau-Lifschitz [62] weak conservation law
− 1
2
√
4g
∂α∂βT ανβµ + (terms homogeneous quadratic in ∂ 4g) ◦= − 8πG
c3
4T µν ,
c3
16πG
∂α∂βT ανβµ ◦= (L)tµν +
√
4g 4T µν , with (L)t
µν = (L)t
νµ,
∂ν [(L)t
µν +
√
4g 4T µν ]
◦
=0; (D19)
2) the Einstein weak conservation law: by taking the factor 4gµσ/
√
4g through ∂α one
gets
−1
2
∂α[
4gµσ√
4g
∂βT ανβσ] + (terms homogeneous quadratic in ∂ 4g) ◦= − 8πG
c3
4T νµ ,
c3
16πG
∂α[
4gµσ√
4g
∂βT ανβσ] ◦= (E)tνµ + 4T νµ ,
∂ν [(E)t
ν
µ +
4T νµ ]
◦
=0; (D20)
3) the Bergmann-Thompson [161] weak conservation law: by taking the factor 1/
√
4g
through ∂α one gets
−1
2
∂α[
1√
4g
∂βT ανβµ] + (terms homogeneous quadratic in ∂ 4g) ◦= − 8πG
c3
4T µν ,
c3
16πG
∂α[
1√
4g
∂βT ανβµ] ◦= (BT )tµν + 4T µν , (BT )tµν 6= (BT )tνµ,
∂ν((BT )t
µν + 4T µν)
◦
=0, ∂µ((BT )t
µν + 4T µν) 6= 0. (D21)
A whole class of weak conservation equations may be obtained by taking the factor
(
√
4g)m, for any integer m, with or without a factor 4gµσ through the ∂α. Some of these
conservation equations are among those considered by Goldberg [163]. All the conserved
quantities in the class contain the source term 4T µν added to a homogeneous quadratic
function of the first derivatives of the metric; in a sense all the conservation equations in the
class are equivalent to one another.
The total energy contained in a finite or infinite 3-volume V with 2-dimensional boundary
∂V is [d3Σµ and d
2Σµν denote the volume and area elements of V and ∂V respectively]
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ψ[ξ] =
∫
V
d3Σµ θ
µ
(S)[ξ] =
∫
∂V
d2Σµν U
[µν][ξ] ≡
≡
∫
V
d3Σµ [θ
µ
(W )[ξ] +
4Gµν ξ
ν]
◦
=
∫
V
d3Σµ [θ
µ
(W )[ξ] +
4T µνξ
ν ]. (D22)
Here ψ[ξ] is a scalar if θµ(S)[ξ] is a vector density as in Komar’s case. However, this scalar does
not characterize intrinsically the region V unless we find a way of picking out a “privileged”
ξµ. Since the action SH is invariant under all the one-parameter groups generated by a
vector filed ξµ, one gets an infinity of weak conservation laws [173], as well as of strong ones.
If the spacetime is asymptotically flat, one can take for ξµ a vector field which coincides
with a Killing vector at spatial infinity (if the flat spacetime is Minkowski one, one has 10
asymptotic Killing vectors satisfying ξµ;ν + ξν;µ = ∂µξν + ∂νξµ = 0) and one can show that
ψ[ξ] =
∫
∂V→∞ d
2Σµν U
[µν][ξ] does not depend on the choice of ξµ at finite distances, so that
10 global quantities can be constructed if ξµ(~x, xo)→|~x|→∞ aµ + ωµνxν [ωµν = −ωνµ]. Since
ξµ generates an one-parameter group of diffeomorphisms, here are hidden the restrictions
that one has to impose on the global structure of the diffeomorphism group.
For ξµ(x) → aµ one gets ψ[ξ] = aµPµ with Pµ = ∫∂V d2Σαβ (B)U [αβ]µ ◦= ∫V d3Σα [θα(W )µ +
4T αµ] [if θ
α
(W ) = θ
α
(W )µξ
µ] in the case of the Bergmann superpotential. This
formula holds in particular for the Einstein canonical superpotential: (E)Pµ[V ] =∫
∂V d
2Σαβ (F )U
[αβ]
µ
◦
=
∫
V d
3Σα (E)θµ
α, and the Einstein-Klein theorem says that the surface
integral is convergent in asymptotically flat coordinates 4gµν =
4ηµν + O(r
−1), ∂γ 4gµν =
O(r−2) [isolated nonradiating system], is independent from the spacelike hypersurface Σ
containing the volume V [the conservation law gives
∫
V ′ d
3Σα (E)θµ
α − ∫V d3Σα (E)θµα =∫
S∞ d
3Σα (E)tµ
α = 0, because the matter is confined and, with the assumed boundary con-
ditions on the 4-metric, the Einstein pseudo-tensor (E)tν
µ is of order O(r−4) and does not
contribute with a gravitational field 4-momentum; S∞ is a timelike 3-surface at space infinity
connecting Σ
′
and Σ limits of V
′
and V respectively], is unaltered by coordinate transfor-
mations with the same asymptotic limit and that (E)Pµ transforms as a covariant vector
under linear transformations. By using Cartesian coordinates at infinity, one gets Po = m
and Pi = 0 for the Schwarzschild solution.
The previous asymptotic boundary conditions on the 4-metric are satisfied by the static
fields produced by matter confined to a finite volume, but in general they exclude the possi-
bility of radiation. Comparison with electrodynamics suggests that radiation fields in gen-
eral relativity should be characterized by ∂γ
4gµν = O(r
−1) rather that by ∂γ 4gµν = O(r−2).
However, if the integral of (E)tν
µ over S∞ does not vanish, the argument used to prove the
Einstein-Klein theorem is no longer valid and the meaning of Pµ[Σ] becomes obscure. If the
radiation goes on with a finite rate from xo = −∞ , one cannot even expect the integrals
Pµ[Σ] to be convergent [the space is filled with an infinite amount of energy in the form of
radiation]. Nevertheless, if the system remains quiescent till, say, xo = 0, then radiates for a
while and again quiets down, one can give a reasonable prescription for calculating the total
energy and its rate of change with the same procedure used in the linearized theory [169]:
one calculates the energy in coordinates systems which asymptotically satisfy the harmonic
condition ∂β(
√
4g 4gαβ) = 0 [177]. Let us assume that the gravitational filed in question
defines a scalar field u(x) whose gradient, kµ = ∂µu, is null and diverging. This allows
us to introduce a “luminosity distance” r through 4∇µ(r−2 kµ) = 0 [see Bondi and Sachs
[178,179]]. Now we can formulate the boundary conditions which constitute a generalization
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of Sommerfeld’s radiation conditions to gravitational fields: there exist coordinate systems
and functions iµν = O(r
−1) such that 4gµν = 4ηµν + O(r−1), ∂γ 4gµν = iµνkγ + O(r−2),
(iµν − 124ηµν 4ηγδiγδ) = O(r−2). The expression Pµ(u) = limu=const.,r→∞
∫
∂V d
2Σαβ (F )Uµ
αβ,
if they converge, give the total energy and momentum of the system as function of the re-
tarded time u; Po is called the Bondi mass [see Refs. [180], where after a reformulation of the
Landau-Lifschitz complex in a manifest covariant way with a background metric following
Refs. [181,159], its covariant formulation at null infinity in asymptotically flat spacetimes is
given and the Bondi 4-momentum is recovered]. Our boundary conditions ensure that the
1/r terms in the integrand cancel out and so make plausible the existence of Pµ(u). More-
over, the Pµ(u) are invariant under coordinate transformations which preserve the boundary
conditions and reduce to the identity for r → ∞. If radiation goes on only for a finite
interval of time, Pµ[Σ] is well defined and equal to Pµ(u = −∞). The pseudo-tensor in the
wave zone is given by the same expression as the canonical tensor in the linear theory [169].
Under the further assumption ∂γ∂δ
4gµν = O(r
−1), the previous boundary conditions allow
to prove that the 1/r part of the curvature tensor is of Petrov’s type II null.
Formally, the Komar superpotential differs from the Einstein pseudo-tensor: it gives the
same results at spatial infinity, but at null infinity it must be modified in order to give
the Bondi mass [182,183] in the case of the Kerr metric [184]. As noted in Ref. [185], the
conserved Komar quantities K =
∫
Σ d
3Σµ ∂ν (K)U
[µν][ξ] = c
3
8πG
∫
∂Σ d
2Σµν
√
4g[4∇µξν − 4∇νξµ]
[Σ is a spacelike hypersurface] have the following properties: i) K is equal to the mass M
for Schwarzschild and Kerr black holes if ξµ = (1, 0, 0, 0) in coordinates (xo, r, θ, ϕ); ii) for
Kerr black holes and ξµ = (0, 0, 0, 1) in Boyer-Linquist coordinates, K is “twice” the angular
momentum J [this is the “anomalous factor 2”]; iii) for the radiating asymptotic solution of
Ref. [186], if ξµ is asymptotically (1,0,0,0) in radiative coordinates (u = xo − r, r, θ, ϕ), K
is not Bondi’s mass M(u, θ) but rather M + 1
2
cc˙ in Bondi’s notation and the correction to
Komar’s integral to get rid of the cc˙ term has been found in Ref. [182].
In Ref. [159] by using a Minkowski background metric it is shown that, if Trautman’s
boundary conditions are satisfied, the same 4-momentum Pµ[Σ] is obtained starting from
the Einstein, the Landau-Lifschits and Bergmann-Thomson [161] pseudotensors [a system is
defined as non-radiative if the 4-momentum is the same for all spacelike hypersurfaces Σ].
Then, in the second of Refs. [159], it is analyzed the case of the solution corresponding to an
isolated axi-symmetric system generating gravitational waves found by Bondi, van der Burg
and Metzner [186]. These authors were able to show that the behaviour of the system was
fully determined by a single function, the “news” function, and initial conditions specified
on the light cone. They used a definition of mass of the system such that in the static case
the definition led to the correct quantity; their mass is the Bondi mass. In the approach
with the background metric one recovers the same value of the mass [ due to symmetry,
in this case there are only the energy and the momentum along the symmetry axis]. One
uses expansions such that an outgoing radiation condition of Sommerfeld type probably
equivalent to the Trautmann conditions] is automatically satisfied.
All this discussion of the conservation laws in the generally covariant approach based on
the Hilbert action is not directly connected with the weak and strong ADM charges, as can
be seen in the more recent review given in Ref. [13] of the definitions of energy-momentum
at spatial and null infinity in asymptotically flat spacetimes. Essentially one has that the
variation in time of the Bondi energy at null infinity may be interpreted as defining the flux
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of energy carried away to infinity by gravitational radiation and that this agrees with the
energy flux computed from the Landau-Lifschitz pseudotensor with an appropriately chosen
background and, then, with the energy flux of the linearized theory.
Instead, in the case of a timelike Killing field ξµ asymptotically orthogonal to the Cauchy
surface the strong ADM energy-moemtum 4-vector gives the same definition for the total
mass of all stationary asymptotically flat at spatial infinity spacetimes as one would get from
the Komar superpotential. More work will be needed to get a consistent picture englobing all
these properties for tetrad gravity. In particular, the results of this paper show that one has
to study in detail the effect of gravitational radiation in the tetrad gravity reformulation of
the Christodoulou and Klainermann spacetimes and to find a bridge to the Bondi results at
null infinity. Since the natural formalism for discussing null infinity is the Newman-Penrose
one [131], in Appendix F we give the definition of a set of null tetrads natural from the
Hamiltonian point of view to be used as a starting point to find the Hamiltonian version of
the Newman-Penrose formalism.
119
APPENDIX E: 4-TENSORS IN VOID SPACETIMES.
From Eqs.(103) and Appendices D and E of II, we get the following expression for various
3- and 4-tensors in void spacetimes in the 3-orthogonal gauges [N(τ, ~σ) ≈ −ǫ+n(τ, ~σ) ≈ −ǫ,
Nr(τ, ~σ) ≈ nˆr(τ, ~σ|q, ρ] ≈ 0 for ρ(τ, ~σ) ≈ 0; see Section VI for a complete gauge fixing; we
use either q, ρ or φ = eq/2, πφ = 2φ
−1ρ with q = 0 (φ = 1) and ρ = πφ = 0 as the realization
of the flat limit; when ρ = 0 we have n = 0]
3 ˆ˜π
r
(a)(τ, ~σ) =
1
3
∫
d3σ1Kr(a)s(~σ, ~σ1; τ |q, 0]ρ(τ, ~σ1) →ρ→0 0,
3Kˆrs =
ǫ
4k
∑
u
(δrsδ(a)s + δsuδ(a)r − δrsδ(a)u)3 ˆ˜πu(a) →ρ→0 0,
3ωˆr(a) = ǫ(a)(b)(c)δ(b)rδ(c)u∂uq →q→0 0,
3Ωˆrs(a) = ǫ(a)(b)(c)
∑
u
δ(c)u[δ(b)s∂u∂rq − δ(b)r∂u∂sq] +
+
1
2
[δ(a)(b)ǫ(c)(d)(e) − δ(a)(c)ǫ(b)(d)(e) + δ(a)(d)ǫ(e)(c)(b) − δ(a)(e)ǫ(d)(c)(b)]∂uq∂vq→q→0 0,
3Rˆrusv = (δrvδsu − δrsδuv)e4q
∑
n
(∂nq)
2 +
+ e2q{δrv[∂s∂uq − ∂sq∂uq]− δrs[∂v∂uq − ∂vq∂uq] +
+ δsu[∂v∂rq − ∂vq∂rq]− δuv[∂s∂rq − ∂sq∂rq]}→q→0 0,
3Rˆuv = −∂u∂vq + ∂uq∂vq − δuve2q
∑
n
[2e2q(∂nq)
2 + ∂2nq − (∂nq)2]→q→0 0,
3Rˆ = −6∑
u
(∂uq)
2 − 4e−2q∑
u
[∂2uq − (∂uq)2]→q→0 0, (E1)
4Γˆτττ
◦
=
1
N
∂τN →n→0,λ˜τ→ǫ 0,
4Γˆτrτ =
4Γˆττr =
1
N
∂rN →n→0 0,
4Γˆτrs =
4Γˆτsr = −
ǫ
4kN
∑
u
3Go(a)(b)(c)(d)δ(a)rδ(b)sδ(c)u
3 ˆ˜π
u
(d) →ρ→0 0,
4Γˆuττ
◦
= φ−4N∂uN →n→0 0,
4Γˆurτ =
4Γˆuτr = −
ǫN
4k
∑
uv
φ−43Go(a)(b)(c)(d)δu(a)δ(b)rδ(c)v
3 ˆ˜π
v
(d) →ρ→0 0,
4Γˆurs =
3Γˆurs = −δuv
∑
v
δuv∂vq + δ
u
r ∂sq + δ
u
s ∂rq →q→0 0,
4 ◦ˆωτ(o)(a) = −4 ◦ˆωτ(a)(o) = −ǫφ−2
∑
r
δ(a)r∂rN →n→0 0,
4 ◦ˆωτ(a)(b) = −4 ◦ˆωτ(b)(a) ◦=0,
4 ◦ˆωr(o)(a) = −4 ◦ˆωr(a)(o) = − 1
4k
φ−2
∑
u
3Go(a)(b)(c)(d)δ(b)rδ(c)u
3 ˆ˜π
u
(d) →ρ→0 0,
4 ◦ˆωr(a)(b) = −4 ◦ˆωr(b)(a) = −ǫ3ωˆr(a)(b) →q→0 0,
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4
◦ˆ
Ωrs(a)(b) = −ǫ [3Ωˆrs(a)(b) + φ
−4
4k
3Go(a)(c)(d)(e)
3Go(b)(f)(g)(h) ·∑
uv
(δ(c)rδ(f)s − δ(c)sδ(f)r)δ(d)u 3 ˆ˜πu(e) δ(g)v 3 ˆ˜π
v
(h)] →q,ρ→0 0,
4
◦ˆ
Ωrs(o)(a) =
1
N
φ−4
∑
v
δ(a)v(
4Rˆτvrs −N(b)
∑
u
δ(b)u
4Rˆuvrs) =
=
1
4k
φ−2
∑
u
δ(a)u[(
3Go(b)(c)(d)(e) δ(b)rδ(c)uδ(d)v
3 ˆ˜π
v
(e))|s −
− (3Go(b)(c)(d)(e) δ(b)sδ(c)uδ(d)v 3 ˆ˜πv(e))|r] →ρ→0 0,
4
◦ˆ
Ωτr(a)(b) = φ
−4∑
uv
δ(a)uδ(b)v)
4Rˆuvτr
◦
=
◦
= − ǫ{∂τ 3ωˆr(a)(b) + 1
2
(ǫ(a)(b)(c)ǫ(d)(e)(f) − ǫ(a)(b)(d)ǫ(c)(e)(f)) ·
∑
s
φ−2δ(c)s[
ǫN
4k
φ−2
∑
v
3Go(d)(l)(m)(n) δ(l)sδ(m)v
3 ˆ˜π
v
(n) +
+ N(l)φ
2
∑
u
δ(l)u∂u(δ(d)sφ
2) + φ2
∑
u
δ(d)u∂s(N(l)δ(l)uφ
−2) +
+ φ2ǫ(d)(m)(n)µˆ(m)δ(n)s −N(g)φ−2
∑
u
δ(g)u∂u(δ(d)sφ
2)−
− φ2∑
u
δ(d)u∂s(N(g)δ(g)uφ
−2)]3ωˆr(e)(f) +N(c)φ−2δ(c)s [3ωˆs, 3ωˆr](a)(b) +
+
ǫ
4k
φ−4
∑
u
3Go(c)(d)(e)(f)δ(c)rδ(e)u
3 ˆ˜π
u
(f)
(δ(a)(d)δ(b)u − δ(b)(d)δ(a)u)∂uN +
+
1
(4k)2
(δ(a)(l)δ(b)(d) − δ(a)(d)δ(b)(l))3Go(d)(e)(f)(g) 3Go(h)(l)(m)(n) ·
· φ−6∑
wv
δ(h)rN(e)δ(f)w
3 ˆ˜π
w
(g)δ(m)v
3 ˆ˜π
v
(n)} →q,ρ→0 0,
4
◦ˆ
Ωτr(o)(a)
◦
=
1
N
φ−2
∑
u
δ(a)u[
4Rˆτuτr −N(b)φ−2
∑
s
δ(b)s
4Rˆsuτr]
◦
=
◦
= −ǫ φ−2∑
s
δ(a)s[∂τ
3Kˆrs +N|s|r −
− ǫ
4k
∑
uw
3Go(c)(d)(e)(f)δ(d)uδ(e)w
3 ˆ˜π
w
(f)
{δ(c)r(N(b)φ−2δ(b)u)|s + δ(c)s(N(b)φ−2δ(b)u)|r} −
− ǫ
4k
φ2
∑
usw
N(b)δ(b)u
(3Go(c)(d)(e)(f) δ(c)sδ(d)uδ(e)w
3 ˆ˜π
w
(f))|r ] →q,ρ,n→0 0,
4Rˆrsuv = φ
4δ(a)rδ(b)s
4
◦ˆ
Ωuv(a)(b) =
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= −3Rˆrsuv + N
2
16k2
∑
tw
3Go(a)(b)(c)(d)
3Go(e)(f)(g)(h)
·δ(a)rδ(e)s(δ(b)uδ(f)v − δ(b)vδ(f)u)δ(c)tδ(g)w 3 ˆ˜πt(d) 3 ˆ˜π
w
(h) →q,ρ→0 0,
4Rˆτruv = Nφ
2δ(a)r
4
◦ˆ
Ωuv(o)(a) →q,ρ→0 0,
4Rˆτrτs = Nφ
2δ(a)r
4
◦ˆ
Ωτs(o)(a) →q,ρ→0 0,
4Rˆττ = −ǫφ−4
∑
r
4Rˆrτrτ →q,ρ→0 0,
4Rˆτr =
4Rˆrτ = −ǫφ−4
∑
u
4Rˆuτur →q,ρ→0 0,
4Rˆrs =
4Rˆsr =
ǫ
N2
4Rˆτrτs − ǫφ−4
∑
u
4Rˆurus →q,ρ→0 0,
4Rˆ =
ǫ
N2
4Rˆττ − ǫφ−4
∑
r
4Rˆrr →q,ρ→0 0,
4Cˆrsuv =
4Rˆrsuv +
ǫ
2
[φ4(δrv
4Rˆsu − δru 4Rˆsv) +
+φ4(δsu
4Rˆrv − δsv 4Rˆru)] +
+
1
6
φ8(δruδsv − δrvδsu)4Rˆ →q,ρ→0 0,
4Cˆτruv =
4Rˆτruv +
ǫ
2
φ4(δru
4Rˆτv − δrv 4Rˆτu) →q,ρ→0 0,
4Cˆτrτs =
4Rˆτrτs +
1
2
(N2 4Rˆrs − ǫφ4δrs 4Rˆττ )−
−1
6
N2φ4δrs
4Rˆ →q,ρ→0 0. (E2)
Using Eqs.(69) and (70) of I, Ashtekar’s variables become [we give the limits for φ =
eq/2 = 1 and ρ = 0]
3h˜r(a)(τ, ~σ) 7→ 3 ˆ˜h
r
(a)(τ, ~σ) = δ
r
(a)φ
4(τ, ~σ)→ δr(a),
3A(a)r(τ, ~σ) 7→ 3Aˆ(a)r(τ, ~σ) = 1
6k
φ4(τ, ~σ)∫
d3σ1Kr(a)s(~σ, ~σ1, τ |φ, 0] [φ−2ρ](τ, ~σ1) +
+ 2iǫ(a)(b)(c)δ(b)rδ(c)u∂uln φ(τ, ~σ)→ 1
6k
. (E3)
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APPENDIX F: Στ -ADAPTED NULL TETRADS.
The 3+1 splitting of M4 with spacelike slices Στ not only identifies a timelike vector
field, namely the unit normal to Στ [see Eqs.(40) of I; l
A = ǫ 4(Σ)
ˇ˜E
A
(o) =
ǫ
N
(1;−3er(a)N(a)),
4gABl
AlB = ǫ, lA =
4
(Σ)
ˇ˜E
(o)
A = (N ;~0); by construction it is surface forming:
1
N
lAdσ
A is a
closed differential 1-form], but also a spacelike vector field NA tangent to Στ by means of
the shift functions:
NA = N(a)√∑
(c)
N2
(c)
4
(Σ)
ˇ˜E
A
(a) =
1√∑
(c)
N2
(c)
(0; 3er(a)N(a)) ,
4gABNANB = −ǫ,
NA = −ǫN(a) 4(Σ) ˇ˜E
(a)
A = −ǫ(
√∑
(c)N
2
(c);
3e(a)r
N(a)√∑
(c)
N2
(c)
).
The two directions lA, NA are intrinsically selected by the gauge nature of the lapse and
shift functions in every 3+1 splitting.
Let us remark that the vector field NA(τ, ~σ) is not in general surface forming, namely the
associated differential 1-form N (τ, ~σ) = NA(τ, ~σ)dσA is not proportional to a closed 1-form.
Since we have
d
[
− ǫN√∑
(c)
N2
(c)
]
= ∂r
[ 3e(a)sN(a)∑
(c)
N2
(c)
]
dσr ∧ dσs,
its vanishing implies
∂τ
Nr
~N2
= 0 , ∂r
Ns
~N2
= ∂s
Nr
~N2
,
with Nr =
3e(a)rN(a), ~N
2 =
∑
(c)N
2
(c) =
3grsNrNs. Therefore, the condition for having
NA(τ, ~σ) surface-forming (zero vorticity) is the choice of a coordinate system on Στ such
that Eq.(36) [for Nr = nr, N(as)r = 0] implies
Nr = ~N
2∂rf with ∂τf = 0.
3-orthogonal coordinates do not imply this property of NA. In the coordinate systems
for Στ in which NA is surface forming there is a second foliation of M4 with timelike hy-
persurfaces Ξζ (if ζ is the parameter labelling the leaves: N = kdζ), and the intersection
Στ ∩ Ξζ = Sτζ is a 2-surface whose tangent space in each point is a 2-plane spanned by
the two spacelike vectors perpendicular to lA and NA in that point (see later on the vector
field MA, M¯A). Therefore, in these special coordinate systems for Στ one could perform a
2+2 decomposition of M4 along the lines of Refs. [141]. The study of the Shanmugadhasan
canonical transformation and of the superhamiltonian constraint in these coordinates should
allow to identify the analog of the natural gauge fixing ρ ≈ 0 in the 3-orthogonal gauges.
Therefore, in each point of Στ we can select two orthogonal vectors
◦
V
(α)
and S(α) in the
tangent plane:
one timelike
◦
V
(α)
= lA(τ, ~σ) 4(Σ)
ˇ˜E
(α)
A (τ, ~σ) = (1;~0) ,
4η(α)(β)
◦
V
(α) ◦
V
(β)
= ǫ,
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and the other spacelike S(α)(τ, ~σ) = NA(τ, ~σ) 4(Σ) ˇ˜E
(α)
A (τ, ~σ) = (0;
N(a)√∑
(c)
N2
(c)
)(τ, ~σ),
4η(α)(β)[S
(α)S(β)](τ, ~σ) = −ǫ, 4η(α)(β)
◦
V
(α)
S(β)(τ, ~σ) = 0.
Then in each point of Στ we can define the following two null tangent vectors
K(α)(τ, ~σ) =
√√√√1
2
∑
(c)
N2(c)(τ, ~σ)
[ ◦
V
(α)
+ S(α)(τ, ~σ)
]
=
1√
2
(
√∑
(c)
N2(c);N(a))(τ, ~σ) =
=
√√√√1
2
∑
(c)
N2(c)(τ, ~σ)
(
lA +NA
)
(τ, ~σ) 4(Σ)
ˇ˜E
(α)
A (τ, ~σ),
L(α)(τ, ~σ) = 1√
2
∑
(c)N
2
(c)(τ, ~σ)
[ ◦
V
(α)
− S(α)(τ, ~σ)
]
=
=
1√
2
∑
(c)N
2
(c)(τ, ~σ)
(
√∑
(c)
N2(c);−N(a))(τ, ~σ) =
=
1√
2
∑
(c)N
2
(c)(τ, ~σ)
(
lA −NA
)
(τ, ~σ) 4(Σ)
ˇ˜E
(α)
A (τ, ~σ),
4η(α)(β)[K(α)K(β)](τ, ~σ) = 4η(α)(β)[L(α)L(β)](τ, ~σ) = 0,
4η(α)(β)[K(α)L(β)](τ, ~σ) = ǫ. (F1)
The null vector K(α)(τ, ~σ) may be obtained from the reference vector
(o)
K
(α)
= ω(1; 001) [ω
is a constant with the dimensions of the shift functions] by means of the standard Wigner
helicity boost [187] [(λ) = (1), (2)]
HL
(α)
(β)(K,
(o)
K) =


1
2
(
√∑
(c)
N2
(c)
ω
+ ω√∑
(c)
N2
(c)
)
1
2
(
√∑
(c)
N2
(c)
ω
− ω√∑
(c)
N2
(c)
)
N(λ)√∑
(c)
N2
(c)
1
2
(
√∑
(c)
N2
(c)
ω
− ω√∑
(c)
N2
(c)
)
N(3)√∑
(c)
N2
(c)
0 1
2
(
√∑
(c)
N2
(c)
ω
− ω√∑
(c)
N2
(c)
)
δ
(λ)
(λ′ )
− N(λ)N(λ′ )√∑
(c)
N2
(c)
(
√∑
(c)
N2
(c)
+N(3))
1
2
(
√∑
(c)
N2
(c)
ω
+ ω√∑
(c)
N2
(c)
)
N(λ)√∑
(c)
N2
(c)
− N(λ′ )√∑
(c)
N2
(c)
1
2
(
√∑
(c)
N2
(c)
ω
+ ω√∑
(c)
N2
(c)
)
N(3)√∑
(c)
N2
(c)


,
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K(α) = HL(α)(β)(K,
(o)
K)
(o)
K
(β)
. (F2)
The columns of HL
(α)
(β)(K,
(o)
K) define a flat helicity tetrad
Hǫ
(α)
(α˜)(N(c)(τ, ~σ)) = HL
(α)
(β)=(α˜)(K,
(o)
K)(τ, ~σ),
4η(α)(β) = Hǫ
(α)
(α˜)
4η(α˜)(β˜) Hǫ
(β)
(β˜)
,
such that
K(α)(τ, ~σ) = ω√
2
[
Hǫ
(α)
(o˜) + Hǫ
(α)
(3˜)
]
(τ, ~σ),
L(α)(τ, ~σ) = 1√
2ω
[
Hǫ
(α)
(o˜) − Hǫ(α)(3˜)
]
(τ, ~σ),
4η(α)(β) = 2
[
K(α)L(β) +K(β)L(α)
]
(τ, ~σ)−
(2˜)∑
(λ˜)=(1˜)
[
Hǫ
(α)
(λ˜) H
ǫ
(β)
(λ˜)
]
(τ, ~σ). (F3)
With the transverse helicity polarization vectors Hǫ
(α)
(λ˜)
(τ, ~σ), in each point we can build
circular complex polarization vectors and then a null tetrad
M(α)(τ, ~σ) = Hǫ(α)(−)(τ, ~σ) =
1√
2
[
Hǫ
(α)
(1˜)
− iHǫ(α)(2˜)
]
(τ, ~σ),
M¯(α)(τ, ~σ) = Hǫ(α)(+)(τ, ~σ) =
1√
2
[
Hǫ
(α)
(1˜)
+ iHǫ
(α)
(2˜)
]
(τ, ~σ),
4η(α)(β) = 2
[
K(α)L(β) +K(β)L(α) −
(
M(α)M¯(β) +M(β)M¯(α)
)]
(τ, ~σ). (F4)
See Ref. [187] for the covariance properties of the polarization vectors Hǫ
(α)
(λ˜)
(τ, ~σ) under
Lorentz transformations and Ref. [131] for the associated transformation properties of the
null tetrad.
Now we can build a helicity Στ -adapted tetrad in Στ - adapted coordinates in each point
of M4
4
H(Σ)
ˇ˜E
A
(α˜)(τ, ~σ) = Hǫ
(α)
(α˜)(τ, ~σ)
4
(Σ)
ˇ˜E
A
(α),
4gAB(τ, ~σ) = 4η(α˜)(β˜)
[
4
H(Σ)
ˇ˜E
A
(α˜)
4
H(Σ)
ˇ˜E
B
(β˜)
]
(τ, ~σ),
4
H(Σ)
ˇ˜E
A
(o˜)(τ, ~σ) =
1
2
[(√∑(c)N2(c)
ω
+
ω√∑
(c)N
2
(c)
)
ǫlA +
+
(√∑(c)N2(c)
ω
− ω√∑
(c)N
2
(c)
)
NA
]
(τ, ~σ)
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→
ω=
√∑
(c)
N2
(c)
ǫlA(τ, ~σ),
4
H(Σ)
ˇ˜E
A
(3˜)(τ, ~σ) =
1
2
[(√∑(c)N2(c)
ω
− ω√∑
(c)N
2
(c)
)
ǫlA +
+
(√∑(c)N2(c)
ω
+
ω√∑
(c)N
2
(c)
)
NA
]
(τ, ~σ)
→
ω=
√∑
(c)
N2
(c)
NA(τ, ~σ),
4
H(Σ)
ˇ˜E
A
(λ˜)(τ, ~σ) =
4
(Σ)
ˇ˜E
A
(a)=(λ˜)(τ, ~σ)−
N(λ˜)[NA + 4(Σ) ˇ˜E
A
(3)√∑
(c)N
2
(c) +N(3)
(τ, ~σ),
lA(τ, ~σ) =
ǫ
2
[(√∑(c)N2(c)
ω
+
ω√∑
(c)N
2
(c)
)
4
H(Σ)
ˇ˜E
A
(o˜) +
+
(√∑(c)N2(c)
ω
− ω√∑
(c)N
2
(c)
)
4
H(Σ)
ˇ˜E
A
(3˜)
]
(τ, ~σ)
→
ω=
√∑
(c)
N2
(c)
ǫ 4H(Σ)
ˇ˜E
A
(o˜)(τ, ~σ),
NA(τ, ~σ) = 1
2
[(√∑(c)N2(c)
ω
− ω√∑
(c)N
2
(c)
)
4
H(Σ)
ˇ˜E
A
(o˜) +
+
(√∑(c)N2(c)
ω
+
ω√∑
(c)N
2
(c)
)
4
H(Σ)
ˇ˜E
A
(3˜)
]
(τ, ~σ)
→
ω=
√∑
(c)
N2
(c)
4
H(Σ)
ˇ˜E
A
(3˜)(τ, ~σ), (F5)
and then a natural intrinsic [i.e. dictated by canonical tetrad gravity itself] null tetrad (to
be used for doing the transition to the Newman-Penrose formalism [131])
LA(τ, ~σ) =
1√
2
[
4
H(Σ)
ˇ˜E
A
(o˜) +
4
H(Σ)
ˇ˜E
A
(3˜)
]
(τ, ~σ) =
√∑
(c)N
2
(c)√
2ω
(ǫlA +NA)(τ, ~σ) =
=
1√
2ωN
(√∑
(c)
N2(c); (N −
√∑
(c)
N2(c))
3er(a)N(a)
)
(τ, ~σ)
→
ω=
√∑
(c)
N2
(c)
1√
2
[ǫlA +NA](τ, ~σ) =
=
1√
2N
√∑
(c)N
2
(c)
(√∑
(c)
N2(c); (N −
√∑
(c)
N2(c))
3er(a)N(a)
)
(τ, ~σ),
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KA(τ, ~σ) =
1√
2
[
4
H(Σ)
ˇ˜E
A
(o˜) − 4H(Σ) ˇ˜E
A
(3˜)
]
(τ, ~σ) =
ω√
2
∑
(c)N
2
(c)
(ǫlA −NA)(τ, ~σ) =
=
ω√
2N
∑
(c)N
2
(c)
(√∑
(c)
N2(c);−(N +
√∑
(c)
N2(c))
3er(a)N(a)
)
(τ~σ)
→
ω=
√∑
(c)
N2
(c)
1√
2
[ǫlA −NA](τ, ~σ) =
=
1√
2N
√∑
(c)N
2
(c)
(√∑
(c)
N2(c);−(N +
√∑
(c)
N2(c))
3er(a)N(a)
)
(τ~σ),
MA(τ, ~σ) = 4H(Σ)
ˇ˜E
A
(−)(τ, ~σ) =
1√
2
[
4
H(Σ)
ˇ˜E
A
(1˜) − i 4H(Σ) ˇ˜E
A
(2˜)
]
(τ, ~σ) =
= (0; 3er(−) −
N(−)√∑
(c)N
2
(c) +N(3)
[3er(a)
N(a)√∑
(c)N
2
(c)
+ 3er(3)])(τ, ~σ),
M¯A(τ, ~σ) = 4H(Σ)
ˇ˜E
A
(+)(τ, ~σ) =
1√
2
[
4
H(Σ)
ˇ˜E
A
(1˜) + i
4
H(Σ)
ˇ˜E
A
(2˜)
]
(τ, ~σ) =
= (0; 3er(+) −
N(+)√∑
(c)N
2
(c) +N(3)
[3er(a)
N(a)√∑
(c)N
2
(c)
+ 3er(3)])(τ, ~σ),
4gAB(τ, ~σ) = 2
[
LAKB + LBKA − (MAM¯B +MBM¯A)
]
(τ, ~σ),
LA(τ, ~σ) =
√∑
(c)N
2
(c)√
2ω
(ǫlA +NA)(τ, ~σ) =
=
ǫ
√∑
(c)N
2
(c)√
2ω
(N −
√∑
(c)
N2(c);−3e(3)r)(τ, ~σ),
KA(τ, ~σ) =
ω√
2
∑
(c)N
2
(c)
(ǫlA −NA)(τ, ~σ) =
=
ǫ
√∑
(c)N
2
(c)√
2ω
(N +
√∑
(c)
N2(c); +
3e(3)r)(τ, ~σ),
MA(τ, ~σ) = −ǫ(0; 3e(−)r − N(−)√∑
(c)N
2
(c) +N(3)
[3e(a)r
N(a)√∑
(c)N
2
(c)
+ 3e(3)r])(τ, ~σ),
M¯A(τ, ~σ) = −ǫ(0; 3e(+)r − N(+)√∑
(c)N
2
(c) +N(3)
[3e(a)r
N(a)√∑
(c)N
2
(c)
+ 3e(3)r])(τ, ~σ),
4gAB(τ, ~σ) = 2[LAKB + LBKA − (MAM¯B +MBM¯A)](τ, ~σ),
ds2 = 2[θ(L) ⊗ θ(K) + θ(K) ⊗ θ(L) − (θ(M) ⊗ θ(M¯ ) + θ(M¯) ⊗ θ(M))],
θ(L) = LAdσ
A, θ(K) = KAdσ
A, θ(M) = MAdσ
A, θ(M¯ ) = M¯Adσ
A, (F6)
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Then, for ω =
√∑
(c)N
2
(c) we get
3grs = −2[LrKs + LsKr − (MrM¯s +MsM¯s)] =
= −2[lrls − (NrNs +MrM¯s +MsM¯r)] =
= 2[NrNs +MrM¯s +MsM¯r],
ds2 = ǫ[θ(τ) ⊗ θ(τ) − 2(θ(N ) ⊗ θ(N ) + θ(M) ⊗ θ(M¯ ) + θ(M¯) ⊗ θ(M))],
θ(τ) = Ndτ, θ(N ) = Nr(dσr +N rdτ), θ(M) = Mr(dσr +N rdτ). (F7)
In the 3-orthogonal gauges we have
Mr = −ǫφ2e
1√
3
∑
a¯
γa¯rra¯
[ 1√
2
(δ(1)r − iδ(2)r)−
− N(−)√∑
(c)N
2
(c) +N(3)
(δ(a)r
N(a)√∑
(c)N
2
(c)
+ δ(3)r)
]
. (F8)
Given the previous null tetrad one could find an associated spin basis (see Appendix C)
oA˜, iA˜ for the Newman-Penrose formalism, so to visualize its 3+1 decomposition and its
dependence on the Hamiltonian gauge variables.
Then, from the line element −2(θ(M)⊗ θ(M¯ )+ θ(M¯)⊗ θ(M)), modulo a 2-conformal factor,
one should identify a 2-metric 2ga¯b¯, which in suitable adapted coordinates should depend
only on the two new canonical variables r
′
a¯ of the gravitational field resulting from the
Shanmugadhasan canonical transformation applied to these 3-coordinates for Στ (the r
′
a¯’s
would be functions only of τ and of the 2-coordinates on Sτζ, since there would be no
dynamics in ζ). This would simultaneously implement the ideas of Ref. [140] and give an
explicit realization of the statement of Christodoulou-Klainermann [7] on the independent
degrees of freedom of the gravitational field.
Instead to make contact with the Newman-Penrose formalism for studying the asymp-
totic behaviour of the gravitational field at null infinity, one should look for a coordinate
system on Στ and for a gauge fixing to the superhamiltonian constraint such that the result-
ing lapse and shift functions N = −ǫ+ n, Nr = nr imply the existence of a foliation of M4
with a one-parameter family of null hypersurfaces Zu labelled by a parameter u (a retarded
time) such that LAdσ
A is proportional to du (see Ref. [131]). For instance, by asking
du = dτ − 3e(a)rdσr
N−
√∑
(c)
N2
(c)
,
we get that N and N(a) must satisfy
∂τ
3e(a)r
N−
√∑
(c)
N2
(c)
, ∂r
3e(a)s
N−
√∑
(c)
N2
(c)
= ∂s
3e(a)r
N−
√∑
(c)
N2
(c)
.
Let us finally remark that the definitions of NA(τ, ~σ), of the null tetrad and of the
previous construction become singular in synchronous 4-coordinates [N(a) = 0].
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APPENDIX G: CONNECTION WITH THE POST-NEWTONIAN
APPROXIMATION.
Since we are working in the 3-orthogonal gauges, we can easily make contact with the
“post-Newtonian approximation” of general relativity in the recent formulation of Refs.
[129,130]. In this formulation one defines four potentials V , Vr, starting from the 4-metric
of metric gravity: in Στ -adapted coordinates we have [we make the rescaling τ = cτ¯ ]
1
c2
4gττ =
4g˜τ¯ τ¯ =
ǫ
c2
(N2 − 3grsN rN s) = ǫ
c2
(N2 − 3grsNrNs) =
= ǫe−
2
c2
V = ǫ[1− 2
c2
V +O(c−4)],
1
c
4gτr =
3g˜τ¯ r = −ǫ
c
3grsN
s = −ǫ
c
Nr = ǫ
4
c3
Vr,
4grs = −ǫ 3grs = −ǫe
2
c2
V 3γrs,
⇓
V = −Φ = −c
2
2
ln
N2/c2
1 + 1
c2
3γrsNrNs
, (Newton potential)
Vr = −c
2
4
Nr, (gravitomagnetic potential). (G1)
The study of Einstein’s equations [with the time variables rescaled by c] 4Gµν
◦
= 8πG
c4
T µν
with a matter energy-momentum tensor satisfying the post-Newtonian assumptions T oo =
O(c2), T oi = O(c), T ij = O(co), implies that, independently from the choice of a coordinate
system for either M4 or Στ , the 3-curvature of the auxiliary 3-metric γrs is O(c
−4). There-
fore, we can always choose 3-coordinates [algebraic spatial isotropy condition of Ref. [130]:
−4gτ¯ τ¯ 4g˜rs = δrs +O(c−4); it contains both the harmonic and the standard post-Newtonian
gauges] such that
3γrs = δrs +O(c
−4),
⇓
V = −c
2
2
ln
N2/c2
1 + 1
c2
δrsNrNs +O(c−6)
; (G2)
namely, such that 3γrs is a flat 3-metric at the first post-Newtonian approximation.
Since the 3-orthogonal gauges are a particular class of these 3-coordinate systems, we get
the following form of the potentials V , Vr in our rest-frame instant form of tetrad gravity
without matter in the special 3-orthogonal gauge with ρ(τ, ~σ) ≈ 0 [see Eqs. (60)-(65) in the
Conclusions]
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Vr(τ, ~σ) = −c
3
4
nˆr(τ, ~σ|ra¯, πa¯, φ[ra¯, πa¯]],
V (τ, ~σ) = −Φ(τ, ~σ) = −c
2
2
ln
(−ǫ+ nˆ)2/c2
1 + 1
c2
δrsnˆrnˆs +O(c−6)
(τ, ~σ|ra¯, πa¯, φ[ra¯, πa¯]],
or (from 4grs)
V (τ, ~σ) = −Φ(τ, ~σ) = c2
[ 1√
3
∑
a¯
γa¯rra¯ + 2ln φ[ra¯, πa¯]
]
(τ, ~σ) +O(c−2). (G3)
The two expressions of V should agree at the first post-Newtonian approximation, but it is
not possible to make the check in absence of the explicit knowledge of φ, nˆ, nˆr [moreover let
us remember that both nˆ and nˆr depend on both G/c
3 and c3/G simultaneously and this
will complicate the check].
Instead, the relation with Sections 6 and 7 of Ref. [126] [with the field Θ = 1 by rescaling
the absolute time] is based on the equations of that paper describing the Galileo generally
covariant formulation of Newtonian gravity as a limit c → ∞ on the ADM action of metric
gravity. The starting point is the following parametrization of the 4-metric (we show only
the 26 terms which appear in the Newtonian action)
1
c2
4gττ =
4g˜τ¯ τ¯ = ǫ[1− 2Ao
c2
+
2αo
c4
+O(c−6)] = ǫe−
2
c2
V ,
1
c
4gτr =
4g˜τ¯ r = −ǫ[−Ar
c
− αr
c3
+O(c−5)] = −ǫ
(
− 4
c3
Vr
)
,
4grs = −ǫ 3grs = −ǫ[3gˇrs + γˇrs
c2
+
βˇrs
c4
+O(c−6)] = −ǫe 2c2 V 3γrs,
⇓
N2 = c2 − 2A+ 2
c2
(αo − 3gˇrsαrAs − 1
2
γˇrs
3gˇrm 3gˇsnAmAn) +O(c
−4),
A = Ao − 1
2
3gˇrsArAs,
3gˇru 3gˇus = δ
r
s ,
Nr = Ar +
1
c2
αr +O(c
−4). (G4)
The final action with general Galileo covariance depends on the 26 fields Ao, αo, Ar,
αr,
3gˇrs, γˇrs, βˇrs. There are 18 first class constraints and 8 pairs of second class ones.
It turns out that αo, Ar, αr, three components of
3gˇrs, one component of the momentum
conjugate to 3gˇrs, the trace βˇ
T and the longitudinal βˇLr parts of βˇrs in its TT decomposition,
and the longitudinal γˇLr part of γˇrs are Hamiltonian gauge variables, while Ao (the Newton
potential) and the remaining components of 3gˇrs, γˇrs, βˇrs are determined, together with their
conjugate momenta, by the second class constraints. There are no propagating dynamical
degrees of freedom. The gauge variables describe the inertial forces in arbitrary accelerated
not-Galilean reference frames.
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The post-Newtonian approximation of Refs. [129,130] implies the choices
Ar = 0,
3gˇrs = δrs, γˇrs = 2Aoδrs,
which are consistent with the previous gauge freedom (it is a possible gauge of the gen-
eral Galileo covariant description of Newtonian gravity). Moreover, we have
V = −Φ = Ao + 1c2 (αo − 2A2o) +O(c−4) = Ao +O(c−2),
Vr = −14αr +O(c−2),
3γrs = δrs +
1
c4
[βˇrs − 2(αo + 2A2o)δrs] +O(c−6) = δrs +O(c−4).
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