When authors of scholarly articles decide where to submit their manuscripts for peer review and eventual publication, they often base their choice of journals on very incomplete information abouthow well the journals serve the authors' purposes of informing about their research and advancing their academic careers. The purpose of this study was to develop and test a new method for benchmarking scientific journals, providing more information to prospective authors.
Introduction
Authors of scientific papers deciding where to submit for publication have to make difficult choices based on rather incomplete information. Important parameters of journal performance, such as the number of subscribers and readers, the acceptance rate of submitted manuscripts, the lead time from initial submission to publication of accepted papers are usually not available. In several research communities studies have been made which rank journals according to their perceived scientific quality and prestige. A more objective measure for scientific quality can be reached by using the impact factors calculated by the Institute of Scientific Information using their citation database. We have earlier proposed a method for benchmarking scientific journals from the submitting author's viewpoint, which takes into account a much wider range of parameters.
1 This paper recapitulates the method and reports on our testing of the method on three different sets of journals in the fields of construction IT, construction management and information systems. Particular attention is given to the conclusions we draw about its applicability.
Benchmarking as a method has been widely used in industry, for instance, when particular firms want to compare their procedures with competitors and perhaps with firms from other branches of industry. 2 The results of benchmarking are usually not singular numerical values. Rather, the output comprises graphs showing the position of the firm relative to the metrics.
The starting point for the method is the view of a journal as a service provider to authors rather than to readers alone. The fact that authors usually give away the fruit of their labor for free to publishers and that they are willing to pay publication charges in the order of 1500-3000 USD for publication in certain Open Access journals is a clear indication of the fact that publication is very valuable service for them.
Since the above studies were made the scientific publishing system has undergone huge changes and recent experiences indicate that the importance of being indexed by the ISI has increased (in particular in Asian countries), and that well functioning web submission and manuscript tracking systems matter to authors. Electronic availability of the journal is almost assumed, at least in the STM (Science, Technology, and Medicine) fields. In the case of Open Access journals a possible author charge, usually between 1500 and 3000 USD, is an important parameter that hinders many potential contributors.
The net value of submission model
Each academic journal has multiple interest groups it seeks to serve. In addition to the publisher, it is possible to distinguish at least three interest groups, which, though somewhat overlapping, often have somewhat conflicting needs and wants: authors, academic readership, and readership among practitioners. As the wants of the interest groups are often mutually conflicting and in conflict with those of the publisher, they cannot be fully satisfied simultaneously and the journals will have to make strategic choices. These choices are reflected in the quality of the journal's processes and the services it offers. As a result, the value of the services offered to its different stakeholder groups may fluctuate. This fluctuation leads to performance information becoming obsolete and necessitates the members of the interest groups to update their information at times of decision, e.g. when choosing the submission venue for a manuscript. To facilitate this updating of information, we have constructed a net value submission model, which integrates the performance characteristics of journals into a coherent frame. The model is built from the submitting author's point of view and seeks to serve as the base for benchmarking the prospective submission venues for a manuscript. Thus, the premise of this model is that the journal is a service provider to the submitting author.
The term net value of submission can be used as a short form for the risk-and cost adjusted expected value of submitting a paper to a particular journal. Risk adjustments in the form of premiums are standard practice in many walks of life. When uncertainty over the course of future events prevails, people often take into account the various contingencies when contemplating their actions. In the academic publishing context authors often have to choose between submitting a manuscript to a prestigious journal (e.g. impact factor 2.0) with a high (e.g. 90%) rejection rate or to a lesser journal (e.g. impact factor 0.9) with a lower (e.g. 50%) rejection rate. The much simplified expected value of submitting to the more prestigious journal can be calculated as a weighted average of the two possible outcomes, i.e. acceptance and rejection. Using the above figures the expected net value is 0.2 (0.1 * 2.0 + 0.9 * 0 = 0.2). For the less prestigious journal the calculation yields an expected outcome of 0.45. On the surface the author should thus choose the less prestigious outlet. In practice each individual has a different preference set. Some are more risk averse than others. For some it might be absolutely imperative to get an article in a top journal in order to get tenure. Typically these calculations are informal as no formal frame for such consideration exists. The submission net value model is designed to fill this void for the academic authors, by helping to provide explicit background information as a basis for decision making, just like consumers buying a car can get a lot of info to help them in the decision making. The model has been constructed around eight factors identified as potential direct influences on the author's choice of submission venue for a manuscript. The identified factors are as follows:
• CV value of publication • Impact on scientists and practitioners • Quality of the review process • Publication delay • Submission rejection risk • Service level of journal • Technical features of the journal • Author charges
We posit that these factors are in the core of deliberation over the submission venue choice, yet, their relative impact on any single decision may vary. Their impact is contingent to factors not directly related to the content or quality of the manuscript, e.g. to the stage of the author's career and to the mechanics of the employer's reward system. As the relative impact of the factors may vary, we don't seek to calculate universal net value figures for any one journal. Rather, the aim of the model is to identify the salient factors of the submission decision, and to provide factual data for the authors to base their submission decision on.
The eight salient factors are products of a larger set of interrelated background factors, many of which are invisible to a casual author. These background factors are pictured in the model to provide better understanding of the content of the more visible salient factors. While the relationships between the background factors and the salient factors are often difficult to measure, causalities are in most cases clear. We will next discuss these influences of the background factors on the salient factors. The discussion will follow the categories of the model depicted in Picture 1.
Infrastructure
Journal infrastructure refers to resources, both technical and non-technical, made available to the journal by the publisher. The determining factor in the infrastructure block is the resources available to the journal. These resources include editorial staff, marketing resources, information technology infrastructure, and so forth. The technical resources influence the level of technical services, such as electronic submission and review tracking systems, color for figures, electronic journals hypertext features, and availability of digital pre-prints. The non-technical, organizational resources largely determine the marketing efforts of the journal, and the level of services available to the authors: timeliness of the review process, prompt replies to queries, handling of proofs, off, etc. Finally, funding of the journal sets the viable subscription price and possible author charges. While charges for extra pages, color reproduction, etc. have been used for decades, comprehensive author charges as the main source of revenue is a relatively new concept, related particularly to open access journals. Assuming all other criteria equal, the author has to balance the author charges with the wider readership that the open access journal might offer.
Readership
Readership of an academic journal comprises both academic readers and practitioners. The readership block deals with the readership of an average article published in the journal. Prestige and subscription price have largely been the determinants of the readership of conventional journals. These have influenced both individual and institutional subscriptions which combine to determine the circulation of the journal. However, the relationship between subscriptions and readership is becoming increasingly complex for conventional subscriptions are becoming less important compared to electronic licenses and to bundling of the journals of a publisher into "big deal" licenses. The size of the readership, the number of average readers per article, is not the only factor authors enter into the equation when determining the venue for submitting their manuscripts. Regional distribution of potential readers and their areas of interest (topical fit) are important considerations since authors typically want to target a specific audience, readers who share the interest in the research topic. Targeting the right readership benefits the author most through citations to his work. The author may be better off submitting to a highly specialized journal with a relatively small yet highly focused readership than targeting a bigger journal with more general content. The former alternative promises to get the experts in the research community to read the article. (Originally scholarly journals developed as parts of scientific societies, with all members receiving copies.) Impact on academics and practitioners denotes the effects the article can be expected to have on readers' thinking. The expected impact is determined by the total number and relevance of the readership (specialists in the same field, colleagues in the researcher's network, industry experts in his own country etc.).
Prestige
Prestige of the journal is a central consideration for the submitting author as articles published in high prestige journals carry both short and long term benefits in terms of performance related bonuses and career advancement. These perceived benefits are gathered together in the CV value of publication construct in the prestige block of the net value of submission model 1 . The CV value denotes the incremental value that researchers gain on publishing in the journal. It operates on many levels, e.g. on institutional, national, and research community level, and the value materializes through helping the researcher to obtain positions, tenure, research grants etc.
The prestige block further depicts the factors that determine the CV value of publication. The central determinant is the prestige of the journal. While journal prestige as such often cannot be assessed, there are several indicators exist can be used to approximate it. The journal impact factor, journal rankings, prestige of the editorial staff, and, finally, prestige of the publisher all embrace an aspect of journal prestige. In order to identify the short term influence of journal prestige one only needs to review the reward policies of the employing institution, research funding agencies, national governments etc., which usually employ one or more of the aforementioned overt indicators of prestige as the yard sticks of author performance.
Prestige of the publisher operates largely through major commercial and academic publishers and bigger scientific societies having become brand names in their own right. Publisher's brand is one vehicle of prestige, even if quality of journals for most publishers varies. The editorial board is another mean of communicating prestige, and its importance is especially high for new journals to start attracting submissions. The impact factor is a market-driven measure of prestige: impact factors are determined by the average number of citations to the published articles. Thomson Scientific publishes the impact factors that are most often used. It should be noted, however, that the term citation as used in the net value of submissions model is more comprehensive than what is used in association with the impact factors of the Scientific Unit of the Thomson Reuters. There are efforts in motion to develop measures of citations, using the bulk of material on the web as a basis. Journal rankings are measures of prestige based on many factors and often developed through polls with researchers in a given field of interest.
Performance
The last block of the net value of submission model deals with the journal performance. Journal performance captures aspects in the publishing process that are not directly under the submitting author's control. The model identifies three perceptible indicators for journal performance: 1) quality of the review process, 2) publication delay, and 3) the rejection rate. Of these the rejection rate and the publication delay are rather stable yet they are often difficult to assess for few journals publish the actual figures. The quality of the review process, on the other hand, is prone to variation as it is highly dependent on the individual input of the reviewers. Alas, this also makes it relatively difficult to assess the probability of a high quality review process.
Considerable differences from journal to journal on account of all three indicators of journal performance exist. Review processes range from quick review done in a matter of hours to interaction processes between reviewers and authors lasting several months, sometimes even resembling supervision of a dissertation. A lengthy review process offers the author the opportunity to improve on the manuscript. The down side is that it also adds to the publication delay.
The overall rejection rate of a journal is one of the most important factors to contemplate when deciding on the venue of submitting a manuscript. The rejection risk, of course, is not a constant. It is tightly related to the fit between the manuscript and the journal's focus. The better the fit the lower the expected rejection rate is. Good fit also increases the chances of getting competent reviewers for the manuscript, which is reflected in consistent reviews and lesser risk of rejection for unforeseen causes. This is also one of the reasons for the popularity of submitting to special issues.
Average publication delay and submission rejection risk are among the major cost factors in the overall decision tree. The publication delay is typically the sum of a number of factors including the quality of the review process and the waiting time in the publishing queue. Considerable variation in publication delays exist between different disciplines. A three-year delay may be acceptable in some sciences, yet, may invariably lead to findings being obsolete at the time of publication for most areas with strong dynamics, such as technological change.
Measuring the different parameters in the model
Looking at the different parameters in the model there are some that are easily available as such, and some for which raw data is available but needs to be collected and analyzed. Some of the measurable factors are, however, often not publicly available to prospective authors since many journals treat such figures as trade secrets, in particular if they could be considered bad publicity.
Examples of measurable and easily available factors include: subscription price, author charges, impact factor, inclusion in indexes, journal ranking. Examples of measurable factors, which often are not available include: number of subscribers, paper circulation, downloads, publication delay, journal rejection rate.
For some of these latter factors there could be roundabout ways to obtain them. One could for instance make surveys with authors in a research field and ask them about their readership, paper rejections etc. and get crude estimates for some factors. This would also help in measuring some of the more qualitative factors such as the service level of a journal. However, this is quite tedious and resource demanding. Also, citation analysis could be used, analysis that would go further than just the core journals that Thomson Scientific tracks.
The test cases
The method was tested on three sets of journals in different research areas. General information about the test cases is provided in table 1 below. The number of articles per year was 235 for Construction IT journals, 475 for Construction Management journals and 265 for Information systems journals (see Table 2 for a list of the journals included in the study). Tests 1 and 2 have been reported elsewhere to the researcher communities in question 7, 8 , but with a focus on the results, not on how the method worked. The reporting here is concerned with testing the method itself and the results, per se, are secondary. In each of the three cases, different subsets of all the metrics in the models were measured. Table 3 contains a summary of the metrics evaluated. 
Test case 1, Construction IT journals
The method was first tested on a sample of journals publishing research articles studying the use of information technology in the design and construction of buildings. 7 This is a relatively new research area where the first dedicated peer-reviewed journals were launched in the early 1990s. The sample also included one open access journal. One of the most interesting results of this case was that there are big differences in the subscription prices of journals per published article ( Figure  2 ), which indirectly also reflects the low number of subscribers to the most expensive journals. Interestingly, the journal with the highest impact factor was at the same time the cheapest. This is in line with other studies were this phenomenon has been observed. Another interesting analysis concerned the geographical spread of authorship in the studied journals. Despite the fact that all journals except one (The Journal of Computing in Civil Engineering published by the American Society for Civil Engineers) aspired to be fully international there were very clear differences in where the authors came from, as can be seen in table 4 below. 
Test case 2, Construction Management journals
The second test case concerned journals dedicated to research concerning construction management and economics 8, 11 . The research community in this area is bigger than in construction IT and the leading journals have a slightly longer history, publish more articles per year and have a wider circulation than construction IT journals. This case included a web survey with authors of papers published in any of the studied journals, which made it possible to measure the degree of satisfaction with the service level of the journals as well as the helpfulness of the review process. 
Test case 3, Information Systems journals
The third test case concerned journals in Information Systems, a discipline concerned with how companies and organizations implement ICT solutions to achieve better productivity and customer value. This test case has not been previously reported and thus the reporting of the results is more comprehensive in this article.
We gathered data through a survey from active authors in the IS field. We decided to have the sample frame of corresponding authors who had published during the three most recent years in the journals included in the study. A web-based questionnaire was developed by using the Webropol tool. The selection of the journals included in the study was based on their prestige and representativeness of the IS field. To draw the sample, we went through three recent volumes (2005) (2006) (2007) for the seven IS journals included in the study to extract contact information for the corresponding authors of each article published. After removing out duplicates and non-working email addresses, we ended up with 289 unique e-mail addresses. The authors were contacted by sending an e-mail invitation to participate in the survey. We first contacted the subjects in December 2007 and again in January 2008. After these two rounds of contacts we received a total of 26 completed answers, which left us with the response rate of 9%. For the number of observations we managed to accumulate, as well as the response rate, are rather low, we deemed it prudent to apply the basic statistics rather than statistical tests as the means of analysis. Author charges were excluded from the analyses since none of the journals charge for accepted manuscripts to be printed.
The questions were asked using two different scales. For some factors the authors were asked to put the seven journals into a ranking order, with the highest rated journals assigned the rank 1 and the lowest rated the rank 7. For other factors they were asked to rate the journals on a Likert scale of 1 to 5, with 5 representing the highest value for that parameter (for instance service level of the journal) and 1 representing the lowest. Table 6 shows the results concerning those questions which used a ranking. The rankings of the journals, as submission and publication venue and as a source of research ideas, help us reason about the influence of the individual constructs of the submission net value model. We benchmarked the journals involved in the questionnaire by asking the respondents to rank the journals in order of preference as 1) a submission venue, 2) publication venue, and 3) source for research ideas. Our data suggest that authors do not focus on the prestige of the paper alone when selecting a journal for submission or publication (the lower the rank the higher the preference). Journal of Management Information Systems clearly beat Management Information Systems Quarterly both as a submission and publication venue. The most desirable publication venues diverted rather clearly from the rest of the journals. The relatively high means for ratings indicate that heterogeneity of the information systems field affects preferences for the journals. The varied foci of the journals and topics of the individual research manuscripts are matched, and this matching strongly influences the selection of the submission venue even though prestige of the journal exerts certain amount of influence in the process.
The results for the questions using a Likert scale are shown in the following table (table 7) . The value of the publication for the author is the target of a few public measures of which the impact factor is, perhaps, the one most often cited. Therefore, it is interesting to compare the impact factors with the CV value evaluations attached to the journals, as the impression the authors have about the benefits of publishing, is what counts in their submission decisions. All of the journals, except for the Scandinavian Journal of Information Systems (ISI accreditation pending), are indexed in the Thomson Science Citation Index with impact factors ranging from 0.712 to 5.826.
The objective rankings, based on the ISI citation index impact factors, can be compared to the CV value of publishing in the. The most prestigious triplet of the journals was ranked according to their impact factors, and the same applies to the Scandinavian Journal of Information Systems, which received the lowest score. For the other journals, however, the CV values did not rank in the order of their impact factors. It should also be noted that, the top three journals received CV value evaluations that were substantially closer to one another than their impact factors might have suggested.
In general, the CV value appraisals were more level than the impact factors. Information & Management (I&M) and European Journal of Information Systems (EJIS), for example, were evaluated almost equal while I&M has an impact factor twice that of EJIS'. Further, Scandinavian Journal of Information Systems did not lag far behind the IBM Systems Journal, even though SJIS lacked the ISI citation index impact factor at the time of the survey. It appears that from the perspective of the CV value an impact factor is a bloated indicator of the journal's influence.
The impact of a journal on its readership captures the size of readership among both academics and practitioners. The focus of the journals in the study varies as some journals have an expressed practical focus (e.g. MISQ and IBM SYST J) while others lean more towards the academic audience (e.g. ISR). An objective measure for the size of the readership, while not always able to distinguish between the two subpopulations, would be the number of downloads per paper for the journal. This measure, however, is mostly unavailable for the authors to base their decisions on. Therefore, they have to use secondary information to construct their mental impression of the impact of the journal.
Our data suggest that authors hold the academic impact of the journals in general much higher than the practical impact. The exceptions to this rule are the Scandinavian Journal of Information Systems, which received equal evaluations for its impacts and the IBM Systems Journal, which was seen as having more influence on practitioners than on academics.
Average publication delay and submission rejection risk are two factors for which quite objective measures can be calculated given the basic data is available. In the best of cases journals publish the figures. Sometimes publication delays can be calculated if data on submission times etc. is published with the articles. It is rarer to get precise data on the number of submission and rejections, but journals often inform about the general level. In this case we studied these figures by asking the authors to rate the journals.
Our data also suggest that the length of the perception of the publication delay is somewhat associated with the journal impact factor, even though this association is not altogether consistent.
In general, however, the higher the impact factor the longer is the estimated publication delay. IBM Systems Journal was deemed to have the shortest publication delay while Information Systems Research was estimated to have the longest publication delay.
Submission rejection risk is one of the cost factors that authors have to consider when choosing the submission venue. It should be related to the prestige of the journal if prestige is the predominant determinant of author decisions. The high prestige journals attract more submissions which should increase the rejection rate. Our data suggest that submission rejection risk is highly associated with journal's impact factor. In fact, the estimated submission rejection risk seems to follow the impact factor more closely than most other factors of the author submission net value model.
The benchmarking of the Information Systems Journals also included questions about the quality of the review process, the service level of the journal (timeliness of review, prompt reply to queries, handling of proofs, receiving of off prints, etc.) and the technical features (electronic submission system, color for figures and hypermedia features for electronic journals, etc.) of the journal, rating the journals on a Likert scale of 1 to 5. There were marked differences in the perceptions of the quality of the review process, where the journal with the highest score got 4.67 (MISQ with an impact factor of over 5) and the lowest 2.3. The spread of ratings was less pronounced for the service level and the technical level. The data suggest that the estimated service level of journal is associated with the impact factor of the journal. Our data suggest that the quality of the technical features is quite unrelated to the general quality of the journal (e.g. the impact factor).
Conclusions
One of the lessons learned from the test cases was that while prestige of the journal, i.e. the impact factor, is an important consideration for the author it is not likely to be the only one. Further, not all information relevant to the submission decision is publicly available. Some journals post submission and acceptance dates for papers, whereas others do not. Some editors are willing to share data, others are not. The best way to tackle this is to also include data from journals in related fields which are likely to be familiar to the readers and also to include more general average values if such are available (journal prices, publication delay, rejection rates). Our data suggest that authors retrieve secondary information to fill the void, which is exemplified by some reported estimates that are not congruent with the openly available information, most importantly the prestige of the journal.
Our experiences so far could be structured in two different ways, by the method of obtaining the data and by the type of measured parameter. Here we choose to discuss them according to the method of obtaining the data.
Directly available information. Some information is directly available and should naturally be included in the benchmarking due to the relative easiness of obtaining it. The most visible example is the impact factor calculated yearly by the Institute of Scientific Information. The problem with this particular parameter is however that usually not all journals to be compared are indexed by the ISI. This is particularly problematic for new journals and open access journals.In addition to the ISI statistics, numerous subjective rankings of the scientific level or prestige of journals in given scientific disciplines have been published, usually based on surveys with academics (for a good example, see Saunders. 12 ). Another category of information which for a minority of journals can be found openly on the web is information about average acceptance rates and times from submission to publication.
Data from publishers. The experiences of the first author over the past decade suggest that it is very difficult to obtain data from either publishers or editors about acceptance rates, number of subscribers, web load statistics, mean time from submission to publication etc. This information is not always disclosed to even members of the editorial board of the journal. The reason for this is probably that publishers fear the bad publicity that disclosure of the true figures might lead to and prefer to keep potential authors in the dark.
Data that can be calculated from openly available information. Many journals publish information about the submission and acceptance times of published articles, usually included in the published PDFs. Firstly this makes collecting this data very labor-intensive. Secondly, the data about the actual publication time should be added to get the total elapsed time. Unfortunately such information is not systematically available so that only some of the journals in a benchmarking study can be covered.
The analysis of comparing prices per article is interesting but is as a method quickly becoming obsolete. This is due to the fact that the bulk of selling articles is moving from individual subscriptions of paper or electronic subscriptions to so-called big deals where universities obtain licenses to all the journals of a publisher, thus making it virtually impossible to track the price per journal. For such a situation totally new metrics need to be developed, for instance looking at the price per downloaded article.
Data obtained via surveys with authors. This is clearly a very important way of getting information. There are essentially two ways in which to obtain an email list of respondents to a web survey. The first one is to use existing lists of persons who have registered to get table-of-contents emails of journals, members of professional associations and networks. This method was used in a survey of general level author preferences in 2000 by the first author, but was not tried in the tree cases studied. This method seems to lead to a good response rate.
The second way is to construct an email list of all authors or corresponding authors who specifically have published in certain journals. This was used in two of the three case studies, with very different response rates (35%, 9%). Our experience indicates that it makes a big difference who signs the email asking to fill in a questionnaire. The higher the prestige in the research community of the survey originators (preferably journal editors, society chairpersons) the higher the response rates are likely to be.
Overall the method provided results which should be of interest to authors in the three studied disciplines when considering where to submit their papers. The results complement the information which authors usually have access to, including impact factors (of journals which are in the ISI citation databases), rankings and shortlists of journals, and anecdotal personal experiences of colleagues who have submitted papers to different journals.
Notes

