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Abstract
Given a graph G = (V,E) and an integer k, the Cluster Editing problem asks whether we can
transform G into a union of vertex-disjoint cliques by at most k modifications (edge deletions or in-
sertions). In this paper, we study the following variant of Cluster Editing. We are given a graph
G = (V,E), a packing H of modification-disjoint induced P3s (no pair of P3s in H share an edge or non-
edge) and an integer `. The task is to decide whether G can be transformed into a union of vertex-disjoint
cliques by at most ` + |H| modifications (edge deletions or insertions). We show that this problem is
NP-hard even when ` = 0 (in which case the problem asks to turn G into a disjoint union of cliques by
performing exactly one edge deletion or insertion per element of H). This answers negatively a question
of van Bevern, Froese, and Komusiewicz (CSR 2016, ToCS 2018), repeated by Komusiewicz at Shonan
meeting no. 144 in March 2019.
1 Introduction
Correlation Clustering is a well-known problem motivated by research in computational biology [5]
and machine learning [4]. In this problem we aim to partition data points into groups or clusters according
to their similarity, which is intensively studied in the literature, see [1, 2, 3, 4, 5, 11], for example.
In this paper, we study this problem from the view of graph theory. A graph H is called a cluster graph
if H is a union of vertex-disjoint cliques. Given a graph G = (V,E), in the Cluster Editing problem we
ask for a minimum-size cluster editing set S such that G4S = (V,E4S) is a cluster graph. Here E4S is
the symmetric difference of E and S, that is E4S = (E \ S) ∪ (S \E). Cluster Editing is NP-hard [26].
Constant-ratio approximation algorithms have been found for the optimization problem [1, 4, 11] but it is
also APX-hard [11].
Given a natural number k and a graph G = (V,E), the decision version of Cluster Editing asks if there
exists a cluster editing set S such that |S| ≤ k. A number of results were obtained for the parameterized
version of Cluster Editing and some of its variants [6, 7, 8, 9, 14, 15, 16, 18, 19, 20, 22, 25]. The current
fastest FPT algorithm for the standard parameter k runs in time O(1.62k+n+m) [6] and there is a problem
kernel with 2k vertices [10, 12]1.
Several parameterized problems with above-lower-bound parameterization have been studied in the lit-
erature, see [13, 17, 23, 24], for example. Herein, the parameter is of the form ` = k − h where h is a lower
bound on the solution size (usually computable in polynomial time) and ` is the excess of the solution size
above the lower bound. The parameter ` can be useful in practice when the problem has a solution of large
size. This is in particular often the case for Cluster Editing [7]. Van Bevern, Froese, and Komusiewicz
studied edge modification problems parameterized above the lower bound from packings of forbidden in-
duced subgraphs in [27] and showed that Cluster Editing parameterized by the excess above the size of
∗This work is supported by the European Research Council (ERC) under the European Union Horizon 2020 research and
the innovation programme (grant Nr: 714704).
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1A problem kernel is a polynomial-time reduction that produces instances of size bounded by some function of the parameter.
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the packing of vertex-disjoint P3s is FPT. Observe that a graph is a cluster graph if and only if it does not
contain any P3, a path on three vertices, as an induced subgraph. Consequently, one needs to perform at
least one edge deletion or insertion per element of the packing.
In their conclusion, van Bevern et al. [27] asked whether Cluster Editing is fixed-parameter tractable
when parameterized above the stronger lower bound, the size of a modification-disjoint packing of P3s. Here,
a packing H of induced P3s in G is modification-disjoint if every two P3s in H do not share edges or non-edges
(i.e. they share at most one vertex). The formal problem definition is as follows.
Cluster Editing above modification-disjoint P3 packing (CEaMP)
Input: A graph G = (V,E), a modification-disjoint packing H of induced P3s of G, and a
nonnegative integer `.
Question: Is there a cluster editing set, a set of vertex pairs S ⊆ (V2) so that G4S is a union
of disjoint cliques, with |S| − |H| ≤ `?
We also say that a set S as above is a solution.
At Shonan Meeting no. 144 [21] Komusiewicz re-iterated the question of van Bevern et al. [27]. In this
paper, we answer this question negatively by showing that CEaMP is NP-hard even for ` = 0:
Theorem 1. Cluster Editing above modification-disjoint P3 packing is NP-hard even for ` = 0
and even if each vertex in the input graph is incident with at most a constant number of P3s in H.
In other words, given a graph G and a packing H of modification-disjoint P3s in G, it is NP-hard to decide
if one can delete or insert exactly one edge per element of H to obtain a cluster graph.
2 Preliminaries
In this paper, we denote an undirected graph by G = (V,E), where V = V (G) is the set of vertices, E = E(G)
is the set of edges, and
(
V
2
) \E is the set of non-edges. An undirected edge between two vertices u and v will
be denoted uv where we put uv = vu. We denote a bipartite graph by B = (U,W,E), where U,W are the
two parts of the vertex set of B and E is the set of edges of B. We say that a bipartite graph is complete
if for every pair of vertices u ∈ U and w ∈ W , uw ∈ E. For a non-empty subset of vertices X ⊆ V , we
denote the subgraph induced by X by G[X]. A clique Q in a graph G is a subgraph of G in which any two
distinct vertices are adjacent. A cluster graph is a graph in which every connected component is a clique. A
connected component in a cluster graph is called a cluster.
Let G′ be a cluster graph and let S be a cluster editing set S such that G4S = G′. We say that two
cliques Q1 and Q2 of G are merged (in G
′) if they belong to the same cluster in G′. We say that Q1 and Q2
are separated (in G′) if they belong to two different clusters in G′. When mentioning the edges or non-edges
between the vertices of the clique Q1 and the vertices of the clique Q2, we refer to the edges or non-edges
between the clique Q1 and the clique Q2 for short. Let `, r ∈ N. We denote a path with ` vertices by P` and
a cycle with r vertices by Cr.
Let x, y, z be vertices in a graph G. We say that xyz is an induced P3 of G if xy, yz ∈ E(G) and
xz /∈ E(G). Vertex y is called the center of xyz. In this paper, all P3s we mention are induced P3s; we hence
from now on skip the qualifier “induced”. If xyz is a P3 and Q1, Q2, and Q3 are subgraphs or vertex sets,
we say that xyz connects Q1 and Q3 via Q2 if the center y of xyz belongs to Q2 and x, z belong to Q1 and
Q3, respectively.
We sometimes need finite fields of prime order. Let p be some prime. By Fp we denote the finite field
with the p elements 0, . . . , p − 1 with addition and multiplication modulo p. Let x ∈ Fp. Where it is not
ambiguous, −x and x−1 will denote the additive and multiplicative inverse, respectively, of x in Fp.
3 Intuition
Before giving the hardness proof, it is instructive to determine some easy and difficult cases when solving
CEaMP with ` = 0. This will give us an intuition about the underlying combinatorial problem that we
2
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Figure 1: Four proto-clusters A through E and two P3s in the underlying graph and in the P3-packing that
connect A to C via B and C to E via D, respectively. The dashed edge between B and D means that there
is a dividing non-edge between B and D.
need to solve.
Let (G,H, 0) be an instance of CEaMP. It is helpful to consider the subgraph Gfix of G that contains
only those edges of G that are not contained in any P3 in H. Suppose that (G,H, 0) has a solution S and
let Gsol be the associated cluster graph. Observe that each connected component of Gfix is part of a single
cluster in Gsol. Let us hence call the connected components of Gfix proto-clusters. Our task in finding Gsol is
indeed to find a vertex partition P which is coarser than the vertex partition given by the proto-clusters, and
satisfies certain further conditions. The additional conditions herein are given by the P3s in G and also by
the non-edges of G which are not contained in any P3 in H—let us call such non-edges dividing. A dividing
non-edge between two proto-clusters implies that these proto-clusters cannot be together in a cluster in Gsol.
Hence, we are searching for a vertex partition P as above subject to the constraints that certain proto-cluster
pairs end up in different parts.
The constraints on P given by P3s in G can be distinguished based on the intersection of the P3s with the
proto-clusters. We only want to highlight two situations that are most relevant for the hardness construction.
The first situation is when a P3, name it P , intersects with three proto-clusters D1, D2, and D3, each in
exactly one vertex and with center vertex in D2. The corresponding constraint on P is that either D1 and
D2 are merged or D2 and D3 are merged into one cluster. We can satisfy such constraints easily, in the
absense of further constraints, by merging all proto-clusters into one large cluster. However, together with
the constraints from dividing non-edges a difficult picture emerges. Consider Fig. 1. Proto-clusters B and D
cannot be merged into one cluster because of a dividing non-edge. However, there is a path in G from B
to D via vertices of C. Hence, either B and C are in different clusters in Gsol or C and D are. If B and
C are in different clusters, then since we have only budget one for the P3 involving A, B, and C, it follows
that A and B are merged into one cluster in Gsol. It is not hard to imagine that such behavior can be very
non-local and in fact two different generalizations of this behavior form the basis for the variable and clause
gadget in our hardness reduction.
The second case is when there is a P3 in G and also in the packing H that has an edge contained in
one proto-cluster A and the remaining vertex in a different proto-cluster B. Call this P3 P . Intuitively,
regardless of whether A and B are merged into one cluster in Gsol, P can be edited without excess cost over
H to accommodate this choice. In our hardness reduction, a main difficulty will be to pad subconstructions
with P3s in the packing H, so that we are able to find a solution with zero excess edits. For this we will
heavily use P3s of the form that we just described.
4 Construction
In this section, we prove Theorem 1 by showing a reduction from the NP-hard problem of deciding satisfia-
bility of 3-CNF formulae. Given a 3-CNF formula Φ, we construct a graph G = (V,E) with a modification-
disjoint packing H of induced P3s such that Φ has a satisfying assignment if and only if G has a cluster
editing set S which consists of exactly one vertex pair of each P3 in H. In other words, the CEaMP instance
(G,H, 0) is a yes-instance. We assume that every clause of Φ has exactly 3 literals of pair-wise different
3
variables as we can preprocess the formula to achieve this in polynomial time otherwise. Similarly, we can
assume that every variable of Φ appears at least twice. In the following, we let m denote the number of
clauses in Φ, denote the clauses of Φ by Γ0, . . . ,Γm−1, let n be the number of variables, and denote the vari-
ables of Φ by x0, . . . , xn−1. Furthermore, we let mi denote the number of clauses that contain the variable
xi, i = 0, . . . , n− 1.
The outline of our construction is as follows. In Sections 4.1 and 4.2 we explain the basic construction
of the variable and clause gadgets. In these two sections we first show how to construct a subgraph of the
final construction that enables us to show the soundness, that is, if the CEaMP instance is a yes-instance,
then Φ is satisfiable. The main difficulty is then to extend this construction so that the completeness also
holds. This we do in Sections 4.3 and 4.4. Sections 4.5 and 4.6 then contain the correctness proof.
Both the variable gadget and the clause gadget rely on some ideas outlined in Section 3. Our basic
building blocks will be proto-clusters. A proto-cluster is a subgraph that is connected through edges that
are not contained in any P3 in the constructed packing H. The proto-clusters then have to be joined into
larger clusters in a way that represents a satisfying assignment to Φ. The variable gadget basically consists
of an even-length cycle of proto-clusters, connected by P3s so that either odd or even pairs of proto-clusters
on the cycle have to be merged. These two options represent a truth assignment. The construction of the
variable gadget is more involved than a simple cycle of proto-clusters, however, because of the connection
to the clause gadgets: We need to ensure that all vertex pairs between certain proto-clusters of a variable
and clause gadget are covered by P3s in H, so to be able to merge these clusters in the completeness proof.
The way in which we cover these vertex pairs imposes some constraints on the construction of the variable
gadgets, making the gadgets more complicated.
4.1 Variable Gadget
As mentioned, a variable will be represented by a cycle of proto-clusters such that any solution needs to
merge either each odd or each even pair of consecutive proto-clusters. These two options represent the
truth value assigned to the variable. In order to enable both associated solutions with zero edits above the
packing lower bound, we build an associated packing of P3s such that all vertex pairs between consecutive
proto-clusters are covered by a P3 in the packing. Since we later on need to connect the variable gadgets to
the clause gadgets, each proto-cluster will contain five vertices, giving us enough attachment points for later.
Recall that mi denotes the number of clauses that contain the variable xi, i = 0, 1, . . . , n − 1. For
each variable xi, i = 0, 1, . . . , n − 1, we create 4mi vertex-disjoint cliques with 5 vertices each, namely
Ki0, . . . ,K
i
4mi−1. In each K
i
j , j = 0, 1, . . . , 4mi−1, the vertices are vij,0, . . . , vij,4. For each j = 0, 2, . . . , 4mi−2,
we create P3s connecting K
i
j ,K
i
j+1 and K
i
j+2 as follows (here we identify K
i
0 as K
i
4mi).
Throughout the construction, the cliques we have just introduced will remain proto-clusters, that is,
they contain a spanning tree of edges that are not covered by P3s in the packing H. We now add pairwise
modification-disjoint P3s so as to cover all edges between the cliques K
i
j we have just introduced. Recall
that F5 is the finite field of the integers modulo 5. We take three consecutive cliques and add P3s with one
vertex in each of the three cliques. To do this without overlapping two P3s, we think about the cliques’
vertices as elements of F5 and add a P3 for each possible arithmetic progression. That is, in each added P3
the difference of the first two elements of the P3 is equal to the difference of the second two elements. In this
way, each vertex pair is contained in a single P3 since the third element is uniquely defined by the arithmetic
progression.
Formally, for every triple of elements p, q, r ∈ F5 satisfying the equality q − p = r − q over F5, we add to
the graph the edges vij,pv
i
j+1,q and v
i
j+1,qv
i
j+2,r and to the packing H the P3 given by vij,pvij+1,qvij+2,r. Note
that in this manner the clique Kij+1 becomes fully adjacent to K
i
j and to K
i
j+2 while K
i
j+1 stays anti-adjacent
to all other cliques Kij′ .
Observe that the P3s given by v
i
j,pv
i
j+1,qv
i
j+2,r for j = 0, 2, . . . , 4mi−2 such that q−p = r−q are pairwise
modification-disjoint: For each j = 0, 2, . . . , 4mi−2, an arbitrary edge just introduced between Kij and Kij+1
has the form {vij,p, vij+1,q} for some p, q ∈ F5. It belongs to the unique P3 given by vij,pvij+1,qvij+2,r, where
r = 2q − p. Similarly, an arbitrary edge {vij+1,q, vij+2,r} for q, r ∈ F5 belongs to the unique P3 given by
4
vij,2q−rv
i
j+1,qv
i
j+2,r and an arbitrary non-edge {vij,p, vij+2,r} for p, r ∈ F5 belongs to the unique P3 given by
vij,pv
i
j+1,(p+r)·2−1v
i
j+2,r, where 2
−1 is the multiplicative inverse of 2 over F5, that is, 2−1 = 3.
After this construction, we set the modification-disjoint packing of the variable gadget to be
Hvar = {P3 given by vij,pvij+1,qvij+2,r | i = 0, . . . , n− 1; j = 0, 2, . . . , 4mi − 2; p, q, r ∈ F5; and q − p = r− q}.
This finishes the first stage of the construction. Notice that the cliques Kij form a cyclic structure. Intuitively,
every second pair of cliques needs to be merged into one cluster by any solution due to the P3s we have
introduced, and we will see that the two resulting solutions are in fact the only ones. The truth values of the
variable are then represented as follows. For every variable xi, i = 0, . . . , n− 1, if Kij and Kij+1 are merged
for j = 0, . . . , 4mi − 2, then this represents the situation that we assign false to the variable xi. If Kij+1 and
Kij+2 are merged for j = 0, . . . , 4mi − 2, then this represents variable xi being true. We will make minor
modifications to the variable gadgets and Hvar in the following section, so as to transmit the choice of truth
value to the clause gadgets.
4.2 Skeleton of the Clause Gadget
In order to introduce the construction of the clause gadget, we first give a description of the skeleton of the
clause gadget. The skeleton is a subgraph of the final construction that allows us to prove the soundness. The
final construction is given in the succeeding sections. We give a picture of the skeleton in Fig. 2. The basic
idea is a generalization of the idea explained in Section 3: A clause Γd is represented by four proto-clusters
(cliques), Qid, i = 1, . . . , 4, as in Fig. 2. The proto-clusters are connected by a path P containing vertices of
Q1d, Q
2
d, Q
3
d, and Q
4
d in that order. However, between Q
1
d and Q
4
d there is a dividing nonedge, a nonedge that
is not contained in any P3 in the packing, meaning that every solution has to cut the path P by deleting all
edges between Q1d and Q
2
d, or between Q
2
d and Q
3
d, or between Q
3
d and Q
4
d. We use this three-way choice to
force the solution to select a variable that satisfies the clause Γd.
Main Gadget Formally, for each variable xi ,i = 0, 1, . . . , n−1, we fix an arbitrary ordering of the clauses
that contain xi. If a clause Γj contains xi, let pi(i, j) ∈ {0, . . . ,mi − 1} denote the position of the clause
Γj in this ordering. Let initially Htra = ∅. For each clause Γd (d = 0, . . . ,m − 1) proceed as follows. We
first introduce four cliques Q1d, Q
2
d, Q
3
d and Q
4
d. Let Γd contain the variables xa, xb and xc. We introduce the
cliques T ad , T
b
d and T
c
d , called transferring cliques. All of the cliques introduced are pairwise vertex disjoint
and can be of different sizes. We will give the exact sizes in Section 4.4.
Next, we introduce the following P3s:
• Introduce two P3s, P 1d and P 2d , both connecting T ad and Q2d via Q1d, such that P 1d and P 2d share the
same vertex in Q1d.
• Introduce two P3s, P 3d and P 4d , both connecting T bd and Q2d via Q3d, such that P 3d and P 4d share the
same vertex in Q3d.
• Introduce two P3s, P 5d and P 6d , both connecting T cd and Q3d via Q4d, such that P 5d and P 6d share the
same vertex in Q4d.
All the P3s P
i
d are pairwise vertex-disjoint except for the pairs sharing the center (as explicitly mentioned
in the description). We add each P id for i = 1, . . . , 6 to Htra. We call the P3s of Htra transferring P3s.
Connection to the Variable Gadgets Next we connect the transferring cliques T ad , T
b
d , and T
c
d to the
variable gadgets of xa, xb, and xc, respectively. To avoid additional notation, we only explain the procedure
for T ad and xa, the other pairs are connected analogously. We connect T
a
d to the variable gadget of xa by a
set of four modification-disjoint P3s as shown in Fig. 3 and explained formally below. The centers of these
P3s are in K
a
4pi(a,d)+1. For each of these four P3s, exactly one endpoint is an arbitrary distinct vertex in
T ad which is different from the endpoints of the P3s connecting T
a
d to Q
1
d; we denote these endpoints as
w1, w2, w3, w4. The other endpoint is in K
a
4pi(a,d)+2 if xa appears positively in Γd and the other endpoint is
in Ka4pi(a,d) otherwise. The precise centers and endpoints in the cliques K
a
4pi(a,d)+2 or K
a
4pi(a,d) are specified
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Kc4pi(c,d)+2
Kc4pi(c,d)+1
Kc4pi(c,d)
Q1d Q
4
d
Q2d Q
3
d
T ad
T cd
T bd
Ka4pi(a,d)
Ka4pi(a,d)+1
Ka4pi(a,d)+2
Ka4pi(a,d)+3
F
T
F
T
F
TF
T
F
T
F
T
Kb4pi(b,d)+1 K
b
4pi(b,d)+2
Kb4pi(b,d)
T
F
T
F
Figure 2: Skeleton of a clause gadget Γd = (xa ∨ ¬xb ∨ ¬xc). The white circles represent cliques. The blue
dotted lines inside Q2d and Q
3
d indicate that Q
1
d, Q
2
d, Q
3
d and Q
4
d are in one connected component. A pair of
incident brown thick lines indicates a set of four transferring P3s used to connect a clause gadget to a variable
gadget. The cycles made from cliques and gray thick lines represent variable gadgets, where a dashed gray
line indicates an omitted part of the cycle. The cycle for variable xa is shown completely, where we assume
that ma = 3, that is, variable xa is in three clauses. Labels T and F on thick gray edges indicate the pairs
of cliques that shall be merged into one cluster if the variable is to be set to true or false, respectively.
below. Since these newly introduced P3s use edges that belong to some P3s in Hvar that were introduced
while constructing the variable gadgets, we will remove such P3s in the variable gadget from Hvar, remove
their corresponding edges from the graph, and add some new P3s to Hvar as described below. As a result,
the clique Ka4pi(a,d)+1 may no longer be fully adjacent to K
a
4pi(a,d) or K
a
4pi(a,d)+2. We will however maintain
the invariant that each vertex pair between Ka4pi(a,d)+1 and K
a
4pi(a,d) or K
a
4pi(a,d)+2 is covered by a P3 in the
packing and that all the P3s of Hvar are pairwise modification-disjoint.
Formally, if xa appears positively in Γd, we denote:
v1 = v
a
4pi(a,d)+1,0 v2 = v
a
4pi(a,d)+1,1
v3 = v
a
4pi(a,d)+2,1 v4 = v
a
4pi(a,d)+2,2
v5 = v
a
4pi(a,d),0 v6 = v
a
4pi(a,d),1
v7 = v
a
4pi(a,d),3 v8 = v
a
4pi(a,d),4.
If xa appears negatively in Γd, we swap the roles of K
a
4pi(a,d) and K
a
4pi(a,d)+2, that is:
v1 = v
a
4pi(a,d)+1,0 v2 = v
a
4pi(a,d)+1,1
v3 = v
a
4pi(a,d),1 v4 = v
a
4pi(a,d),2
v5 = v
a
4pi(a,d)+2,0 v6 = v
a
4pi(a,d)+2,1
v7 = v
a
4pi(a,d)+2,3 v8 = v
a
4pi(a,d)+2,4.
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v5
v1
v6
v2 v3
v4
v7
v8
w1 w2 w3 w4
Ka4pi(a,d)
Kp4pi(p,d)+1
Ka4pi(a,d)+2
T ad
Figure 3: Connection of a clause gadget with a variable gadget for a variable xa which appears positively in
the clause. White ellipses represent cliques. The vertices in the cliques in the variable gadget are ordered
from top to bottom according to the elements of F5 which they represent. For example, the topmost vertex
in Ka4pi(a,d) is v
a
4pi(a,d),0 (corresponding to 0 ∈ F5) and the bottom-most is va4pi(a,d),4 (corresponding to 4 ∈ F5).
The gray lines adjacent to cliques in the variable gadget represent some of the P3s that were introduced into
the variable gadgets in the beginning. (Some gray lines are super-seeded by edges of other colors.) The P3s
represented by the gray lines have the associated arithmetic progression “+0”, that is, q − p = r − q = 0 in
the definition of the P3s. The P3s for the remaining arithmetic progressions are omitted for clarity. In colors
red, black, green, and blue we show the P3s that connect the transferring clique T
a
d with the variable gadget
of variable xa. Herein, dotted lines are non-edges and solid lines are edges. Note that these connecting P3s
supplant some of the edges of previously present P3s in the variable gadget—the previously present P3s are
then removed. For example the green P3 replaces the edge v2v3 of the P3 given by v6v2v3 that was previously
present. To maintain that each vertex pair between consecutive cliques in the variable gadget is covered by
some P3 in the packing, we add the brown P3s.
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As shown in Fig. 3, we remove P3s given by v8v1v3, v7v1v4, v6v2v3, v5v2v4 from Hvar and we remove their
corresponding edges from the graph. Then we add the P3s given by v5v6v2 and v1v7v8 to the graph and
to Hvar. Finally, we connect T ad via Ka4pi(a,d)+1 by adding the P3s given by w1v1v3, w2v2v4, w3v2v3, and
w4v1v4 to the graph and to Htra. Note that, indeed, each vertex pair between Ka4pi(a,d)+1 and Ka4pi(a,d) and
between Ka4pi(a,d)+1 and K
a
4pi(a,d)+2 remains covered by a P3 in the packing after replacing all P3s. This
finishes the construction of the skeleton of the clause gadgets.
The intuitive idea behind the connection to the variable gadget and how it is used in the soundness
proof is as follows. Recall from above that we need to delete at least one of three sets of edges in the
solution, namely the edges between Q1d and Q
2
d, the edges between Q
2
d and Q
3
d, or the edges between Q
3
d
and Q4d. Assume that the edges between Q
1
d and Q
2
d are deleted and the variable xa appears positively in
the clause Γd as in Fig. 2. Because of the constraints imposed by the P3s P
1
d and P
2
d , cliques T
a
d and Q
1
d
have to be merged in the final cluster graph. Since Ka4pi(a,d)+1 cannot be merged with Q
1
d (there are no
edges between Q1d and K
a
4pi(a,d)+1, and no P3s connecting Q
1
d and K
a
4pi(a,d)+1), we have to separate T
a
d from
Ka4pi(a,d)+1. Then, the P3s connecting T
a
d with K
a
4pi(a,d)+2 force K
a
4pi(a,d)+1 and K
a
4pi(a,d)+2 to merge. This
means xa is true and it satisfies the clause Γd.
The P3s added so far are indeed sufficient to conduct a soundness proof of the above reduction: They
ensure that there exists a satisfying assignment to the input formula provided that there exists an appropriate
cluster editing set. However, the completeness is much more difficult: We need to add some more “padding”
P3s to the packing (and edges to the graph between the cliques that can be potentially merged) to ensure
that a satisfying assignment can always be translated into a cluster-editing set. In other words, if two cliques
have the potential to be merged or separated, because of the constraint that ` = 0, every edited edge or
non-edge between the vertices of the two cliques must belong to exactly one P3 in the packing H. The goal
of the next two sections is to develop a methodology of padding such cliques with P3s in the packing. The
padding will rely on the special structure of P3s that we have established above in the clause gadget and
connection between clause and variable gadget.
4.3 Merging Model of the Clause Gadget
In the sections above, we have defined all proto-clusters of the final constructed graph: As we will see in the
correctness proof, each clique will be a proto-cluster in the end. Thus, all solutions will construct a cluster
graph whose clusters represent a coarser partition than the partition given by the proto-clusters, or cliques.
What remains is to ensure that the proto-clusters indeed can be merged as required to construct a solution
from a satisfying assignment to Φ in the completeness proof. To do this, we pad the proto-clusters with P3s
(in the graph and packing H). To simplify this task we now divide the set of proto-clusters into five levels
L0, . . . , L4. Then, we will go through the levels in increasing order and add padding P3s from proto-clusters
the current level to the proto-clusters of all lower levels if necessary.
There are two issues that we need to deal with when introducing the padding P3s. For the padding,
we will use a number-theoretic tool that we introduce in Section 4.4 which has the limitation that, when
padding a proto-cluster D with P3s to some sequence D1, . . . , Ds of proto-clusters of lower level, we need to
increase the number of vertices in D to be roughly 2 ·∑si=1 |Di|. Hence, first, we need to make sure that the
number of levels is constant since the number of size increases of proto-clusters compounds exponentially
with the number of levels. Second, we aim for the property that each vertex is only in a constant number
of P3s in H and thus, we need to ensure that the number s of lower-level proto-clusters and their size is
constant.
To achieve the above goals, we introduce an auxiliary undirected graph H, the merging model, which
will further guide the padding process. The merging model has as vertices the cliques that were introduced
before and an edge between two cliques if we want it to be possible that they are merged by a solution.
Formally,
8
13
1
2
4
0 0
0
00
0
0
0
0
0
0
0
4
4
0
0
0
0
0
0
Figure 4: Merging model of a clause Γd = (xa ∨ ¬xb ∨ ¬xc). The number i ∈ {0, 1, 2, 3, 4} beside a vertex v
denotes that v ∈ Li. The placement of vertices corresponds to the placement of the cliques in Fig. 2. For
example, the two vertices on level 1 on the top correspond to Q1d and Q
4
d. We assume that ma = 3.
V (H) := {Kij | i = 0, 1, . . . , n− 1 and j = 0, 1, . . . , 4mi − 1} ∪
{Q1d, Q2d, Q3d, Q4d | d = 0, 1, . . . ,m− 1} ∪
{T as | variable xa occurs in clause Γs},
and the edge set, E(H), is defined as follows. See also Fig. 4. First, it shall be possible to merge the cliques
in the variable gadget in a cyclic fashion,2 that is, we add
{{Kij ,Kij+1} | i = 0, 1, . . . , n− 1 and j = 0, 1, . . . , 4mi − 1}
to E(H). Second, it shall be possible to merge transferring cliques of clause gadget to any of the relevant
cliques of the associated variable gadget, that is, we add to E(H) the set
{{T id,Ki4pi(i,d)}, {T id,Ki4pi(i,d)+1}, {T id,Ki4pi(i,d)+2} | variable xi occurs in clause Γd}.
Third, it shall be possible to merge subsets of {Q1d, Q2d, Q3d, Q4d}, and hence we add to E(H) the set
{{Q1d, Q2d}, {Q1d, Q3d}, {Q2d, Q3d}, {Q2d, Q4d}, {Q3d, Q4d} | d = 0, 1, . . . ,m− 1}.
Finally, it shall be possible to merge the transferring cliques to subsets of {Q1d, Q2d, Q3d, Q4d}. Hence, we add
to E(H) the set
{{T id, Qkd} | if variable xi occurs in Γd and T id is adjacent in G to Qkd with k ∈ {1, 4}} ∪
{{T id, Q3d}, {T id, Q4d} | if variable xi occurs in Γd and T id is adjacent in G to Q3d}.
2Indeed, we have already ensured that this is possible. The edges introduced in the first step purely serve to reinforce the
intuition of the merging model.
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Figure 5: Left: The labels of a C8 in (V ∪W,F ). Right: The triangles in τ2F covering a C8.
Note that this construction is slightly asymmetric (see Fig. 4). This finishes the definition of the merging
model H.
Now we define the levels L0 to L4 such that orienting the edges in H from higher to lower level gives an
acyclic orientation when ignoring the edges in level L0.
• L0 contains all cliques in variable gadgets.
• L1 contains Q1d and Q4d for each d = 0, . . . ,m− 1.
• L2 contains Q3d for each d = 0, . . . ,m− 1.
• L3 contains Q2d for each d = 0, . . . ,m− 1.
• L4 contains all transferring cliques.
Observe that, apart from edges in L0, all edges in H are between vertices of different levels and, indeed,
ignoring edges in L0, there are no cycles in G when orienting edges from higher to lower level. In the following
section, we will look at each clique R in levels L1 and higher and add P3s to the packing H so as to cover
all vertex pairs containing a vertex of R and a out-neighbor of R in H.
4.4 Implementation of the Clause Gadget
In this section, we first introduce a number-theoretical construction (Lemma 1) that serves as a basic building
block for “padding” P3s in the packing. Then we use this construction to perform the actual padding of P3s.
The abstract process of padding P3s works as follows. It takes as input a clique R in H (represented
by W in the below Lemma 1), and a set of cliques that are out-neighbors of R in H (represented by V ).
Furthermore, it receives a set of vertex pairs between R and its out-neighbors that have previously been
covered (represented by F ). The goal is then to find a packing of P3s that cover all vertex pairs except the
previously covered pairs. The previously covered vertex pairs have some special structure that we carefully
selected so as to make covering of all remaining vertex pairs possible in a general way: The construction so
far was carried out in such a way that the connected components induced by previously covered vertex pairs
are P3s or C8s.
In Lemma 1 we will indeed pack triangles instead of P3s because this is more convenient in the proof. We
will replace the triangles by P3s afterwards: Recall the intuition from Section 3 that P3s in the packing H
which have exactly one endpoint in one clique T and their remaining two vertices in another clique R can
accommodate both merging R and T or separating R and T without excess edits. Hence, we will replace
the triangles by such P3s. Recall that we aim for each clique to be a proto-cluster in the final construction,
that is, each clique contains a spanning tree of edges which are not contained in P3s in H. Since putting the
above kind of P3s into the packing H allows in principle to delete edges within R, we need to ensure that R
remains a proto-cluster. We achieve this via the connectedness property in Lemma 1.
Number-Theoretic Padding Tool.
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Lemma 1. Let p be a prime number and p ≥ 2. Let B = (V,W,E) be a complete bipartite graph such that
|V | = p and |W | = 2p. Let F ⊆ E be a set of edges such that each connected component of (V ∪W,F )
is a either a P3 with a center in V or a C8. Then there exists an edge-disjoint triangle packing τ in
(V ∪W,E \ F ∪ (W2 )) which covers E \ F such that every triangle in τ contains exactly one vertex of V and
the graph (W,
(
W
2
) \ E(⋃ τ)) is connected.
Proof. First, we divide W into two parts W1 and W2 of equal sizes such that if two vertices w,w
′ ∈ W are
connected to the same vertex v ∈ V by edges in F , then w and w′ are in different parts. Note that this is
easy for a connected component of (V ∪W,F ) if it is a P3. For a connected component of (V ∪W,F ) which
is a C8, this is also doable as shown in Fig. 5, where wi, wi+1, wi+2, wi+3 belong to W1, w
′
i, w
′
i+1, w
′
i+2, w
′
i+3
belong to W2, and vi, vi+1, vi+2, vi+3 belong to V .
We now label the vertices by elements from the finite field Fp of size p (recall that Fp consists of the
elements {0, 1, . . . , p − 1} with addition and multiplication modulo p). To each vertex v ∈ V , each vertex
w ∈W1, and each vertex w′ ∈W2, we will assign a unique label vi, wj , and w′k, respectively, with i, j, k ∈ Fp.
In other words, we construct three bijections that map Fp to V , W1, and W2, respectively.
First, we label the vertices from the connected components of (V ∪W,F ) (and some singleton vertices)
by going through the connected components one-by-one. For each yet-unlabeled connected component of
(V ∪W,F ) that is a P3 given by wvw′ such that v ∈ V,w ∈W1, w′ ∈W2, we label vertex w as wj , vertex v
as vj and vertex w
′ as w′j for the smallest j from Fp which is not yet used in the labeling of vertices of V .
For each yet-unlabeled connected component C in (V ∪W,F ) that is a C8 we proceed as follows. By the
way we have divided vertices from W into W1 and W2, we can assign, to each such connected component C,
four vertices which have degree zero in (V ∪W,F ): two in W1 and two in W2; see also Fig. 5. We thus label
the vertices in C and the four degree-zero vertices assigned to C as in Fig. 5, for the smallest integer i from
Fp such that i, i+ 1, i+ 2 and i+ 3 are not used in the labeling of vertices of V .
Second, we label the remaining unlabeled vertices that are not in the connected components of (V ∪W,F ).
For an unlabeled vertex w ∈ W1, label it as wk for an arbitrary integer k from Fp which is not used in the
labeling of vertices in W1. Similarly, for an unlabeled vertex v ∈ V , we label it as vh for an arbitrary integer h
from Fp which is not used in the labeling of vertices in V and for an unlabeled vertex w′ ∈ W2, we label
it as w′s for an arbitrary integer s from Fp which is not used in the labeling of vertices in W2. After the
labeling, the vertices in V,W1 and W2 are v1, . . . , vp−1, w1, . . . , wp−1 and w′1, . . . , w
′
p−1, respectively.
We now proceed to constructing the packing τ . First, let
τall = {uvw | uvw is a triangle in (V ∪W,E ∪
(
W
2
)
) such that u ∈ V, v ∈W1, w ∈W2}, and
τcover = {viwjw′k ∈ τall | i, j, k ∈ Fp and j − i = k − j over Fp}.
In the following, for any triangle packing τ , by E(τ) we will denote the union of the edge sets of the triangles
in τ .
We claim that the triangles in τcover are edge-disjoint and cover all edges of E. Consider an arbitrary edge
viwj ∈ E between V and W1 for i, j ∈ Fp. According to the definition of τcover, each triangle viwjw′x ∈ τcover
that covers edge viwj satisfies x = 2j− i (over Fp). Since Fp is a field, there is thus exactly one such triangle.
Similarly, each edge vhw
′
k ∈ E between V and W1 for some h, k ∈ Fp is covered by the unique triangle
vhw(h+k)·2−1w′k ∈ τcover. Finally, each edge wsw′t between W1 and W2 is covered by the unique triangle
v2s−twsw′t ∈ τcover. Thus the claim holds.
Let
τ1F = {vhwhw′h ∈ τall | vertices wh, vh, w′h induce a P3 in (V ∪W,F )}, and
τ2F = {vhwh+1w′h+2, vh+1wh+1w′h+1, vh+2wh+2w′h+2, vh+3wh+2w′h+1 ∈ τall |
vertices vh, w
′
h+2, vh+2, wh+2, vh+3, w
′
h+1, vh+1, wh+1 induce a C8 in (V ∪W,F )}.
Observe that τ1F , τ
2
F ⊆ τcover. For example, if we put vh+3wh+2w′h+1 = viwjw′k, then it follows that j − i =
p − 1 = k − j over Fp, that is, vh+3wh+2w′h+1 satisfies the conditions in the definition of τcover. Moreover,
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τ1F ∪ τ2F covers all edges of F . Furthermore, each edge in the edge set E(τ1F ∪ τ2F ) of τ1F ∪ τ2F is either in
F or between W1 and W2. (See also Fig. 5.) Thus, E \ F has an empty intersection with E(τ1F ∪ τ2F ).
Let τ = τcover \ (τ1F ∪ τ2F ). It follows that τ covers all edges of E \ F . It remains only to show that τ
satisfies the connectedness condition. Since τcover does not cover any edge of
(
W1
2
)
or
(
W2
2
)
, it follows that
(W1,
(
W1
2
) \ E(τ)) and (W2, (W22 ) \ E(τ)) are cliques. Now observe that τ1F ∪ τ2F contains at most |V | = p
edges of
(
W
2
)
, while W1 ×W2 is of size p2 > p. Thus in the graph (W,
(
W
2
) \E(τ)) there is at least one edge
{w1, w2} such that w1 ∈ W1 and w2 ∈ W2. As a result, (W,
(
W
2
) \ E(τ)) is connected. This concludes the
proof.
The following corollary is slightly easier to apply than Lemma 1.
Corollary 1. Let p be a prime and let B = (V,W,E) be a complete bipartite graph with |V | ≤ p, |W | = 2p.
Let F ⊆ E be a nonempty set of edges such that every connected component of (V ∪W,F ) is a either a P3
with a center in V or a C8. Then there exists an edge-disjoint triangle packing τ in (V ∪W,E \ F ∪
(
W
2
)
)
which covers E \ F such that every triangle in τ contains exactly one vertex of V and (W, (W2 ) \ E(τ)) is
connected.
Proof. Add extra p−|V | dummy vertices to V , obtaining a complete bipartite graph B′ = (V ′,W,E), apply
Lemma 1 to B′, p, and F , obtaining a packing τ ′, and return a sub-packing τ ⊆ τ ′ containing only triangles
with vertices in B. Since every triangle in τ ′ contains exactly one vertex of V ′, τ satisfies all the required
properties.
Concluding the Construction. Equipped with Lemma 1 and Corollary 1, we can finish the construction
of the clause gadgets and indeed the whole instance (G,H, 0) of CEaMP. We now specify the exact size of
each clique introduced above and add padding P3s to G and H so as to cover all vertex pairs between cliques
that are adjacent in the merging model H. Put initially the set Hpad of padding P3s to be Hpad = ∅. We
start with layers 0 and 1. We do not change the sizes of any clique on these two layers. That is, as shown in
the variable gadget, there are five vertices in every clique of layer 0, and there is one vertex in every clique
of layer 1. Note that no cliques of layers 0 and 1 are adjacent in the merging model H, that is, no two of
them need to be merged in the solution. Hence, it is not necessary to add padding P3s within these layers.
Now we turn each layer i, i ≥ 2, in order of increasing i. For each clique Q of layer i, we apply Corollary 1
in the following scenario. Let V be the union of all cliques of layers j < i that are out-neighbors of Q in the
merging model H. Let p be the smallest prime with p ≥ |V | and 2p ≥ |Q|. Introduce 2p− |Q| new vertices,
put them into Q, and make Q a clique. Put W = Q and let E = {{u, v} | u ∈ V, v ∈W}. Let F be the set of
vertex pairs that each contain one vertex of W and one of V and that each are contained in the transferring
P3s (the P3s in Htra) between W and V . Note that Htra contains each edge that has been introduced into G
so far and that is between two cliques of which one is of level at least two.
We claim that Corollary 1 is applicable to p, graph B = (V,W,E), and F . To see this, we need to show
that each connected component in (V ∪W,F ) is either a P3 with center in V or a C8. Indeed, if Q is not a
transferring clique, that is, Q = Qjd for some d ∈ {0, 1, . . . ,m − 1} and j ∈ {1, 2, 3, 4}, then each connected
component in (V ∪W,F ) consists of two edges of two different transferring P3s with the same center in V ,
as claimed (see also Fig. 4). If Q is a transferring clique, then each connected component of (V ∪W,F )
consists either of two edges of two different transferring P3s with the same center in some Q
j
d ⊆ V for some
j ∈ {1, 3, 4}, or of some vertex pairs of transferring P3s between Q and the cliques of a variable gadget. In
the first case, the claim clearly holds. In the second case, observe that the edges and non-edges between V
and W in the transferring P3s are each incident with one of w1, w2, w3, w4 and one of v1, v2, v3, v4 as defined
when connecting variable and clause gadgets. These edges indeed induce a C8 given by v1w1v3w3v2w2v4w4v1
(see also Fig. 3). Thus, Corollary 1 applies.
Corollary 1 gives us an edge-disjoint triangle packing τ in (V ∪W,E \ F ∪ (W2 )) which covers all edges
of E \ F such that (W, (W2 ) \ E(τ)) is connected. Every triangle vw1w2 ∈ τ has one vertex v ∈ V and two
vertices w1, w2 ∈ W . For every triangle vw1w2 ∈ τ , we add a P3 to G by using exactly two edges of the
triangle in G; more precisely, we put {v, w1}, {w1, w2} ∈ E(G), vw2 /∈ E(G), and then add the P3 of G given
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by vw1w2 into Hpad. Finally, let H = Hvar ∪ Htra ∪ Hpad. Note that H is a modification-disjoint packing of
P3s: This is by construction for Hvar ∪Htra and, by Corollary 1, no P3 in Hpad shares a vertex pair with any
P3 in Hvar ∪Htra. This concludes the construction of the CEaMP instance (G,H, 0).
To see that the construction takes polynomial time and to see that indeed each vertex is in some constant
number of P3s in H, let us now derive the precise sizes of each clique in the construction. Recall that the
cliques on level 0 are exactly those in the variable gadgets, and these have exactly five vertices each. The
cliques on level 1 are Q1d and Q
4
d for d ∈ {0, 1, . . . ,m − 1}, and they have 1 vertex each. On level 2 we
have the cliques Q3d, d ∈ {0, 1, . . . ,m− 1}, and since the only out-neighbor in H of Q3d is Q4d, our procedure
sets p = 2 and thus Q3d has 4 vertices. On level 3 there are the cliques Q
2
d, d ∈ {0, 1, . . . ,m − 1}, and we
set p = 7 as |Q1d ∪ Q3d ∪ Q4d| = 6. Thus clique Q2d has 14 vertices. For the clique T ad , we set p = 17 as
|Q1d ∪Ka4pi(a,d) ∪Ka4pi(a,d)+1 ∪Ka4pi(a,d)+2| = 16. So the clique T ad has 2 · 17 = 34 vertices. Similarly, T cd has
34 vertices as well. For the clique T bd , we set p = 23, as |Q3d ∪Q4d ∪Kb4pi(b,d) ∪Kb4pi(b,d)+1 ∪Kb4pi(b,d)+2| = 20.
Thus T bd is a clique of size 2 · 23 = 46. Concluding, each vertex is in some constant number of P3s in H, and
the construction takes overall polynomial time.
4.5 Completeness
Now we show how to translate a satisfying assignment of Φ into a cluster editing set of size |H| for the
constructed instance.
Lemma 2. If the input formula Φ is satisfiable, then the constructed instance (G,H, ` = 0) is a yes-instance.
Proof. Assume that there is a satisfying assignment α of the formula Φ. Recall that n is the number of
variables of Φ and m is the number of clauses of Φ. Instead of building the solution directly, we build a
partition P of V (G) into clusters. Then, we argue that the number of edges between clusters and the number
of non-edges inside clusters is at most |H|. Thus, the partition P will induce a solution with the required
number of edge edits.
The basic building blocks of our vertex partition P are the cliques in V (H). We will never separate such
a clique during building P, that is, P corresponds to a partition of V (H). We build P by taking initially
P = V (H) and then successively merging clusters in P, which means to take the clusters out of P and
replace them by their union. Since there are no non-edges inside any of the cliques in V (H), below it suffices
to consider edges and non-edges between pairs of cliques in V (H) to determine the number of edits in the
solution corresponding to P.
We start with the variable gadgets. Consider each variable xi, i = 0, 1, . . . , n − 1. Call a pair of cliques
Kij , K
i
j+1 in xi’s variable gadget even if j is even and odd otherwise (indices are taken modulo 4mi). If
φ(xi) = true, then merge each odd pair. If φ(xi) = false, then merge each even pair. We will not merge any
further pair of cliques contained in variable gadgets.
Now consider each clause Γd, d = 0, . . . ,m − 1, in some arbitrary order. Let xa, xb, and xc be the
variables in Γd. We use the same notation as when defining the clause gadgets. See Fig. 2 for the skeleton of
the clause gadget of Γd, up to variables appearing positively instead of negatively or vice versa. We choose
an arbitrary variable that satisfies Γd. The basic idea is to cut (that is, to not merge) the transferring clique
and the cliques in the satisfying variable’s gadget, cutting some edges of the transferring P3s. This is will
induce at most one edit for each transferring P3 since the remaining edge in a transferring P3 will be part of
a cluster in P. Then we cut from the clause gadget all transferring cliques belonging to variables that have
not been chosen. Since we do not spend edits inside of transferring P3s in this way, this allows us to merge
the transferring cliques to the variable gadgets regardless of whether the variable was set to true or false.
Formally, we perform the following merges in P.
If we have chosen xa from the variables satisfying the clause Γd:
• Merge T ad with Q1d.
• Merge the cliques Q2d, Q3d and Q4d.
If we have chosen xb:
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• Merge the cliques Q1d, Q2d.
• Merge the cliques T bd , Q3d, and Q4d.
If we have chosen xc:
• Merge T cd with Q4d.
• Merge the cliques Q1d, Q2d and Q3d.
Finally, let β ∈ {a, b, c} be the index of the chosen variable that satisfies Γd. For both γ ∈ {a, b, c} \ {β} do
the following. If φ(xγ) = true, then merge T
γ
d with the cluster of P consisting of Kγ4pi(γ,d)+1 and Kγ4pi(γ,d)+2.
If φ(xγ) = false, then merge T
γ
d with the cluster of P consisting of Kγ4pi(γ,d)+1 and Kγ4pi(γ,d). This concludes
the definition of the vertex partition P. Let us denote the corresponding cluster editing set by S. That is,
S contains all edges in G between clusters of P and all non-edges within clusters of P.
We claim that (c1) each edit in S is contained in a P3 of H and (c2) every P3 of H is edited at most
once by S. Note that the claim implies that S is a solution to (G,H, 0). We first prove part (c1) of the
claim. Note that each edit in S is between two cliques in V (H). There are three types of edits in H: within
a variable gadget, between a clause and a variable gadget, and within a clause gadget.
Consider first the edits contained in the variable gadget of an arbitrary variable xi. Observe that each
such edit is contained in an odd or an even pair of x’s gadget. Such an edit is contained in a P3 in H,
because, by construction of the variable gadgets, all edges and non-edges between the cliques of an odd or
an even pair are covered by P3s in H.
For the edits in S which are not contained in variable gadgets, observe that between each pair of cliques
in a single level Ls, s > 0, there are no edges in G. Whenever we merge two or more clusters during the
construction of P, we either merge a clique on level L4 to two cliques on level L0 or we merge cliques on
pairwise different levels. Hence, each edit e ∈ S which is not in a variable gadget is between two cliques
on different levels. Moreover, observe that the cliques containing the endpoints of e are adjacent in V (H).
Thus, by the way we have defined Hpad via Corollary 1, there is a P3 in Hpad containing e. We have thus
shown that claim (c1) holds.
For part (c2) of the claim, we first observe the following. Each P3 in H that intersects only two cliques
in V (H) contains at most one edit of S. Let P be such a P3 and let D1, D2 be the two cliques in V (H) that
intersect P . Note that Htra does not contain P3s that intersect only two cliques in V (H) and thus either
P ∈ Hvar or P ∈ Hpad. In both cases, there is exactly one edge and one nonedge of P between D1 and D2:
This is clear if P ∈ Hpad. If P ∈ Hvar then P was introduced when connecting a clause gadget to a variable
gadget. In the notation used there, either P = v5v6v2 or P = v1v7v8, both of which have the required form.
Thus, as D1 and D2 are either merged or not in P, there is at most one edit in P .
To prove (c2) it remains to consider P3s in H that intersect three cliques in V (H). Let P be such a P3.
Note that P /∈ Hpad. If P ∈ Hvar, then it connects Kij to Kij+2 via Kij+1 for some even j and some variable
index i ∈ {0, 1, . . . , n−1}. Since we merge either all odd or all even pairs in xi’s variable gadget to obtain P,
indeed exactly one edge of P is edited, as claimed. If P ∈ Htra, then we distinguish two cases.
First, P does not contain a vertex of some variable-gadget clique. Then, P connects some clique Qsd to
some transferring clique T δd via Q
s′
d . According to the construction of P, either T δd and Qs
′
d are in different
clusters of P and Qs′d and Qsd are merged, or T δd and Qs
′
d are merged and Q
s
d and Q
s′
d are in different clusters
of P. In both cases, there is at most one edit of S in P .
Second, P contains a vertex of some variable-gadget clique. Then, by construction of G and H, path P
indeed contains two vertices of two variable-gadget cliques, say Kij and K
i
j+1 and one vertex of a transferring
clique, say T id. Assume that variable xi appears positively in clause Γd, the other case is analogous. Then
the center of P is Kij and moreover j is odd. If xi was not chosen among the variables satisfying clause Γd
when constructing P, then T id and Kij is in the same cluster Q of P. Furthermore Kij+1 is either in a cluster
different from Q or also in Q. In both cases, there is at most one edit from S in P . If xi was chosen among
the the variables satisfying clause Γd when constructing P, then T id is in a cluster in P which is different
from the one(s) containing Kij and K
i
j+1. However, since xi satisfies Γd, we have α(xi) = true and thus K
i
j
and Kij+1 are merged (recall that j is odd).
Thus, indeed, the claim holds, finishing the proof.
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4.6 Soundness
Before we show how to translate a cluster editing set of size |H| for the constructed instance into a satisfying
assignment of Φ, we make some structural observations.
Recall the definition of a proto-cluster, a connected component of the subgraph of G whose edge set
contains precisely those edges of G which are not contained in any P3 in H.
Lemma 3. V (H) is precisely the set of proto-clusters of G and H.
Proof. By construction, all edges in G between two cliques in V (H) are in a P3 in H. Thus each proto-cluster
is contained in some clique in V (H). We claim that each clique C ∈ V (H) contains a spanning tree of edges
which are not contained in a P3 in H. If C ∈ L1, then this is clear; such a C contains only a single vertex
and a trivial spanning tree. If C ∈ L0, then there are only two P3s in H that contain edges of C: The one
given by v5v6v2 and the one given by v1v7v8 as defined in Section 4.2 when connecting variable and clause
gadgets. Since |C| = 5, indeed C contains the required spanning tree. If C ∈ Li for i ≥ 2, then by the
connectedness property of Corollary 1, C has the required spanning tree.
Observe that each solution S to (G,H, 0) cannot remove any edge from G which is not contained in a P3
in H. Thus, since V (H) is a vertex partition of G, each solution S generates a cluster graph G4S whose
clusters induce a coarser vertex partition than V (H). This leads to the following.
Observation 1. For each solution S to (G,H, 0), each cluster in G4S is a disjoint union of cliques in
V (H).
In the following it will also be useful to define the notion of a dividing nonedge, which is a nonedge which
is not contained in any P3 in H. Using this and the above structural observations, we are now ready to prove
the soundness of the construction.
Lemma 4. If the constructed instance (G,H, ` = 0) is a yes-instance, then the formula Φ is satisfiable.
Proof. Suppose that there exists a set of vertex pairs S ⊆ (V2) so that G∆S is a union of vertex-disjoint
cliques and |S|−|H| = 0. In other words, there exists a solution that transforms G into a cluster graph G′ by
editing exactly one edge or non-edge of every P3 of H. We will show that there exists a satisfying assignment
α : {x0, x1, . . . , xn−1} → {true, false} for the formula Φ.
By Observation 1, the set of clusters in G′ induces a partition of the cliques in V (H). Call two cliques
in V (H) merged if they are in the same cluster in G′ and divided otherwise.
We aim to define the assignment α. For this we need the following observation on the solution. Consider
variable xi and the cliques K
i
j , j = 0, 1, . . . , 4mi−1, in xi’s variable gadget. Call a pair Kij , Kij+1 even if j is
even (where j + 1 is taken modulo 4mi) and call this pair odd otherwise. We claim that either (i) each even
pair is merged and each odd pair is divided, or (ii) each odd pair is merged and each even pair is divided
(and not both). Note that, for each even j, pair Kij , K
i
j+1 is merged or pair K
i
j+1, K
i
j+2 is merged, because
there is a P3 in G containing vertices in these cliques with center in K
i
j+1. To show the claim, it is thus
enough to show that not both an odd pair and an even pair is merged.
For the sake of contradiction, suppose that an odd pair is merged and an even pair is merged. Then,
there exists an index j ∈ {0, 1, . . . , 4mi − 1} and a cluster C in G′ such that Kij ,Kij+1,Kij+2 ⊆ C, where
here and below the indices are taken modulo 4mi. Observe that there are no edges between K
i
j and K
i
j+2
in G. If j is odd, then all of these non-edges are dividing, that is, they are not contained in any P3 in H.
All of these non-edges are thus in S. This is a contradiction to the fact that S contains at most |H| vertex
pairs. Thus, j is even.
We now show that for each k ∈ N ∪ {0}, pair Kij+1+2k, Kij+2+2k is merged by induction on k. Clearly,
for k = 0, this holds by supposition. If k > 0 then, by construction, there are dividing non-edges between
Kij+2k−1 and K
i
j+2k+1. Combining this with the fact that K
i
j+1+2(k−1) = K
i
j+2k−1 and K
i
j+2+2(k−1) = K
i
j+2k
are merged by inductive assumption, it follows that Kij+2k and K
i
j+2k+1 are divided. Since there is a P3
in G connecting Kij+2k, K
i
j+2k+1, and K
i
j+2k+2 with center in K
i
j+2k+1, it follows that K
i
j+2k+1, K
i
j+2k+2
are merged, as required.
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It now follows in particular that Kij−1 and K
i
j are merged (recall that indices are taken modulo 4mi).
Since by assumption also Kij and K
i
j+1 are merged, we have that K
i
j′ , K
i
j′+1, and K
i
j′+2 are contained in the
same cluster in G′ for some odd j′. As already argued, this leads to a contradiction. Thus the claim holds.
We define the assignment α as follows. For each variable xi, i = 0, 1, . . . , n − 1, if in G′ all even pairs
Ki2j , K
i
2j+1, j = 0, 1 . . . ,mi − 1, are merged, then α(xi) = false. Otherwise α(xi) = true.
We now show that α satisfies Φ. Consider an arbitrary clause Γd of Φ containing the three variables
xa, xb, and xc. We use the same notation as when defining the clause gadget and its connection to the
variable gadget. Since there are dividing non-edges between cliques Q1d and Q
4
d, cliques Q
1
d and Q
4
d must
end up in different clusters in G′. In other words, Q1d and Q
4
d are divided. Observe that there is a path
in G consisting of vertices in Q1d, Q
2
d, Q
3
d, and Q
4
d in this sequence. Since each of these four cliques is a
proto-cluster (Lemma 3), in order to divide Q1d and Q
4
d, one of the following three cases must happen in the
solution S: (i) The edges between Q1d and Q
2
d are deleted. In other words, Q
1
d and Q
2
d are divided. (ii) Q
2
d
and Q3d are divided. (iii) Q
3
d and Q
4
d are divided. We now show that case (i), (ii), and (iii) imply that variable
xa, xb, and xc, respectively, is set by α so as to satisfy Γd. We only give the proof showing that case (i)
implies that xa is set accordingly. The other cases are analogous.
Assume that case (i) holds. Then, by the constraints imposed by the two transferring P3s P
1
d and P
2
d ,
cliques T ad and Q
1
d are merged. Since there are dividing non-edges between K
a
4pi(a,d)+1 and Q
1
d, it follows that
Ka4pi(a,d)+1 and Q
1
d are divided. Consider the case that xa appears positively in Γd. Then, when connecting
the variable gadget of xa to the clause gadget of Γd we have introduced into G a P3 connecting T
a
d , K
a
4pi(a,d)+1,
and Ka4pi(a,d)+2 with center in K
a
4pi(a,d)+1 (for example, the P3 given by w1v1v3). Since T
a
d and K
a
4pi(a,d)+1
are divided, thus Ka4pi(a,d)+1 and K
a
4pi(a,d)+2 are merged. There is thus at least one odd pair in xa’s variable
gadget that is merged and thus α(xa) = true. The case where xa appears negatively in Γd is similar: We
have introduced into G a P3 connecting T
a
d , K
a
4pi(a,d)+1, and K
a
4pi(a,d) with center in K
a
4pi(a,d)+1 (for example,
the P3 given by w1v1v3). It follows that K
a
4pi(a,d)+1, and K
a
4pi(a,d) are merged, showing that at least one even
pair is merged in xa’s variable gadget. Thus, α(xa) = false.
Thus each clause Γd is satisfied, finishing the proof.
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