Abstract-This research aims to determine the chain of causation of problem events, especially drug-addiction, expressed by several simple sentences from web documents. The chain of causation determination benefits for the problem-solving system. The research has three problems; how to determine a sentence having causative/effect event concept, how to determine the causative/effect event-concept vector size, and how to determine several consecutive causality relations (each causality is a relation between a causative-event-concept vector and an effect-event-concept vector) occurring as the chain of causation. Therefore, we apply WordCo to solve the cause/effect event concepts. We also use Support Vector Machine and WordCo features to solve the causative-event/effect-event vector size/boundary. We then propose using Naï ve Bayes to determine the consecutive causality relations between causative event-concept vectors and effect event-concept vectors. The research results provide the high precision of the chain of causation determination from the documents.
I. INTRODUCTION
The objective of this paper is to determine the chain of causation with concepts of problem events, especially drug-addiction, from downloaded web documents from hospital web-boards (i.e. http://haamor.com). In Regard to (https://www.merriam-webster.com/), "chain of causation" is the causal connection between an original cause and its subsequent effects especially as a basis for criminal or civil liability. The drug addiction problems are increasing concern to people because they worry about the crime and violence that is associated with drugs. They also worry that drugs are becoming more widespread and are becoming increasingly easy for children to use. Beyond the harmful consequences for the person with the addiction, drug abuse can cause serious health problems for others, i.e. negative effects of prenatal drug exposure on infants and children. Therefore, the research concerns to determine the chain of causation of teen drug addiction from the documents for enhancing the warning system on the social web. The chain of causation of addiction contains two kinds of causative events, an external causative event (as the root cause) caused by the outside environments of addicts (i.e. a broken family, friends, etc) and an internal Step 1 (EDU1EDU2): Cause  (EDU3EDU4EDU5): Effect.
Step 2 (EDU3EDU4EDU5): Cause  (EDU6): Effect.
Step 3 (EDU6): Cause  (EDU7EDU8EDU9EDU10): Effect.
Step 4 (EDU12): Cause(EDU11): Effect.
where Step1-Step4 are the consecutive causality relations having the causality relation of Step1 with EDU1 and EDU2 as the root cause, the causality relation of Step2 with EDU5 as the internal cause, the causality relation of Step3 with EDU6 as the internal cause and EDU7 through EDU10 as addiction effects, and the causality relation of Step4 with EDU12 as the internal cause and EDU11 as a carving effect.
Moreover, the cause and effect events of the consecutive causality relation of the research mostly are expressed by several EDUs"verb phrases. The EDU expression has the following Thai linguistic patterns after stemming words and the stop word removal.
VerbPreverb Verb| V weak -noun2| V weak -noun2 Verb| V strong | V strong Verb NP1  pronoun | Noun1 | Noun1 modify| Noun2 | Noun2 modify NP2 Noun2 | Noun2 modify | modify modifyAdj | Adj modify | V s | V s modify | Noun1 modify|Noun2 modify V weak  {"เป็ น/be", "มี /have", "ใช้ /use", "น า/take", "เอา/get", "รู ้ สึ ก/feel"} V strong {"ยากจน/be-poor", "ว่ างงาน/be-jobless", "ทะเลาะ/quarrel, fight", "แยก/separate","ชั กชวน/induce",..,"ดื ่ ม,กิ น,เสพ/consume","ใช้ /use","ฉี ด/inj ect","สู ดดม/sniff",..,"กระตุ ้ น/stimulate","ออกฤทธิ ์ /activate", "หวาดระแวง / be-mistrustful" , "ตื ่ นตั ว/be-awakened-to" , "เสี ยสติ ,บ้ า /be-insane", [7] having been applied for determining the causality/causal relation from texts (see Section II). However, the Thai documents have several specific characteristics, such as zero anaphora or the implicit noun phrase, without word and sentence delimiters, and etc. All of these characteristics are involved in three main problems (see Section III). The first problem is how to determine an EDU having the causative/effect event concepts. The second problem is how to determine the causative and effect event-concept vector size/boundary effected by the vector order. The third is how to determine each causality relation (CRi) between the causative event-concept vector and the effect event-concept vector. According to these problems, we need to develop a framework which combines machine learning and the linguistic phenomena to learn the several EDUs of the cause/effect expressions on the downloaded documents. Therefore, we collect a co-occurrence of two adjacent word components (called "WordCo") with a causative event concept or the effect event concept from an EDU j 's verb phrase (VP EDUj ; j is the EDU number) into the WordCo concept Matrix which is used for identifying cause/effect EDU on the testing corpus. A WordCo, v co w co , on VP EDUj consists of the first component, v co , as a group of 1-2words having the first word as a verb; and the second component, w co , as a co-occurred word. Where v co  V sc V se V wc V we ; w co  Noun2  V strong  Adj Adv; V wc = {v 1 +w c-1 , v 2 +w c-2 , …,v  +w c- }; V we ={v 1 +w e-1 , v 2 +w e-2 , …, v  +w e- }; and v j V weak ; w c-j ,w e-j Noun2 with j=1, 2,.. /. Thus, all WordCo occurrences with causative/effect event concepts from the annotated corpus are collected into a WordCo set, WC. Where WC= WC c WC e ; WC c is a WordCo set having causative event concepts and WC e is a WordCo set having effect event concepts The WC elements are also used as features for the causative/effect event-concept vector determination through Support Vector Machine (SVM) [8] . We then propose using Naï ve Bayes (NB) [8] to determine CRi of the consecutive causality relations as the chain of causation.
Our research is separated into 5 sections. In Section II, related work is summarized. Problems in determining the chain of causation from texts are described in Section III and Section IV shows our framework of determining the chain of causation. In Section V, we evaluate and conclude our proposed model.
II. RELATED WORKS
Several strategies [2] - [7] have been proposed to determine the causal relation from texts without the chain of causation consideration except [7] . In 2003, [2] proposed decision tree learning the causal relation from a sentence based on the lexico syntactic pattern (NP1 causal-verb NP2). In 2004, [3] used cue-phrase and the statistical approach to NP-pair probabilities to solve the causal relation occurrence within two EDUs. In 2010, [4] applied verb-pair rules and machine learning techniques to extract the individual causality occurrence within several effect EDUs. There are more research works based on the lexico syntactic pattern with the causal concept as in [5] proposed the Restricted Hidden Naï ve Bayes model to learn and extract the causality from the English documents. The learning features [5] include contextual, syntactic, position, and connective features. In 2016, [6] applied the rule-based Support Vector Machine and the temporal reasoning to extract the causal relation on a complex sentence or two simple sentences from English documents. In 2012, [7] made causal chains by adding the causal chains obtained from latent topics to the causal chains obtained from word matching. The model"s [7] is based on noun features including hidden causal chains solved by latent topics.
However, most of the previous works on the individual causal/causality relation are based on NP1 and NP2 features of a sentence expression as NP1 verb NP2 existing on one/two sentences without the boundary consideration except [4] based on several EDUs" verb phrases. However, [4] "s causality is mainly based on the effect boundary but without considering about the chain of causation. There are few works on determining the causal chain [7] based on NP1 occurrences whereas our work has NP1 ellipsis occurrences on the consecutive causality expressions as the chain of causation on the documents.
III. PROBLEMS OF DETERMINING CHAIN OF CAUSATION

A. How to Determine Causative/Effect Event Concept EDUs
Most of the causative/effect event occurrences on our documents are based on verb phrases with the causative/effect concepts provided by V strong elements, i.e "ซึ มเศร้ า/sadden" as an effect concept, or V weak elements along with Noun2 elements, i.e. "ใช้ /use"+"ยา/drug" as a cause/effect concept. However, some V strong elements or some V weak elements along with Noun2 elements cannot provide the causative/effect event concepts as shown in the following.
has an absent-minded symptom") EDU1 contains the V strong element as ฉี ด/inject and EDU2 contains the V we element as (มี /has)/weak-verb (อาการ/symp tom)/noun2 where both elements cannot identify the causative/effect event concept. We then apply the WordCo concept to solve the above problems of identifying EDUs having the causative/effect concepts as follow: "inject/consume-heroin/narcotic" as a causative-event concept and "have_symptom-be-absent-minded" as an effect -event concept. However, there is another problem of WC c WC e , i.e. "ใช้ /use"+"ยา/drug" "consume-narcotic" , as shown in the following: Therefore, it is necessary to separate WC into three sets, WC c , WC e =, and WC ce =, which are used for identifying causative/effect event concept EDUs. Where WC c is a WordCo set with the causative concept as the external cause which is necessary to be identified before the internal cause identification, WC e is a WordCo set with the effect concept from the internal cause, and WC ce is a WordCo set with the causative concept as the internal cause in one relation and with the effect concept in another relation having the external/internal cause. Each WordCo set, WC c , WC e , and WC ce , contain the high probability of v co w co occurrences from several EDUs" verb phrases on the annotated corpus (see part B of Section IV).
B. How to Determine Causative and Effect Event-Concept Vector Size
The problem of how to determine the causative/effect event-concept vector size/boundary with the vector order consideration is challenge , i.e. CR1 CR2 where CR1 has the causality expression as <a cause event vector><an effect event vector> and CR2 has the causality expression as <an effect event vector><a cause event vector>. For example: 
Example
Moreover, there is another problem of the cause/effect EDU boundary mingled with non-cause/-effect concept EDUs as shown in EDU4 of the following Example 3.
Example 3
EDU1 (cause): "เมื ่ อวั ยรุ ่ นได้ เสพกั ญชา/"When a teen consumes opium." EDU2(effect): "[มั น]จะกระตุ ้ นการกดประสาท/[It] will stimulate sedation." EDU3(effect):"ท าให้ ผู ้ เสพมี อาการประสาทหลอน/ Cause addicts to have hallucination symptom." EDU4:"สารที ่ อยู ่ ในกั ญชามี หลายชนิ ด/There are several kinds of opium substances." EDU5(effect): "สารออกฤทธิ ์ จะมี ผลต่ อสมอง/The activator substance have an effect to brain."
Therefore, after we apply SVM having WC c ,WC e , and WC ce as the feature sets to solve both the causative event-concept vector (which is the causative boundary determination) and the effect event-concept vector(which is the effect boundary determination).
C. How to Determine Causality Relation,CRi
There is an effect event concept existing between two causative event concepts as shown in the Example 4. feature vector with the causative event concept and B is a WordCo feature vector with the effect event concept.
Example 4 EDU1:"สารเสพติ ดออกฤทธิ ์ ต่ อระบบประสาท/The
IV. FRAMEWORK OF DETERMINING CAIN OF CAUSATION
There are five steps in our framework, corpus preparation, determining WordCo sets, feature vector extraction, learning consecutive causality relations, and determining the consecutive causality relations as the chain of causation from texts as shown in Fig. 1 .
A. Corpus Preparation
This step is to prepare an EDU corpus from the addiction-problem documents downloaded from hospital web-boards. The step involves using Thai-wordsegmentation tools [9] and Named-Entity recognition [10] .
After the word segmentation is achieved, EDU Segmentation [11] is then operated to provide a 2900 EDUs" corpus. The corpus included stemming words and the stop word removal is separated into 3 parts; an 800-EDUs" part as the studying corpus for determining WordCo sets with causative/effect event concepts. The next 1600-EDUs"part as the learning and extracting/testing corpus is used for 1) learning the WordCo feature vector size/boundary within 800 EDUs and 2) extracting WordCo feature vectors with the causative/effect event concepts and also learning the causality relation from the consecutive pair(A,B) expressions within the other 800 EDUs. The last500-EDUs"part as the testing corpus is for determining the consecutive CRi occurrences as the chain of causation. With Regard to Fig. 2 on the studying corpus and the learning corpus, we semi-automatically annotate the causative/effect event concepts of all WordCo occurrences along with three property sets of the WordCo-set tags; a "Wc" is a property set of the WordCo tag with the causative concept which is the external cause as the root cause, a "We" is a property set of the WordCo tag with the effect concept from the internal cause, and a "Wc e " is a property set of the WordCo tag with the causative concept as the internal cause in one relation and with the effect concept in another relation having the external/internal cause. These property sets are then collected into WordCo sets as WC c , WC e , and WC ce respectively in the next step. All concepts of WordCo are referred to Wordnet (http://word-net.princeton.edu/obtain) and MeSH after translating from Thai to English, by Lexitron (the Thai-English dictionary) (http://lexitron.nectec.or.th/).
B. Determining WordCo Set
According to the annotated corpus as the studying corpus, the WordCo-element tags , <v co ><w co >, as v co w co occurs on several EDUs" verb phrases. We then determine the probabilities of v co w co according to the property sets as Setk (k=1, 2, 3) of the annotated corpus to separate the WC set into three subsets of WC c , WC e , and WC ce respectively as follow. <Topic_name Entity-concept= Ectasy/drug>ย อี </Topic_name>………… <EDU1 ><NP1 concept= teenager/person>วั ยรุ น/ncn </NP1> <VP Type=effect><WordCo Set3=Wce concept= "use addictive substance"> <vco: Type="weak-verb"><w1 type= "verb" concept= "use"> </w1> <w2: Type="noun2" ; concept= "substance" > ร</w2></vco > < wco: Type="adj" ; concept= "addictive" >เ พติ </wco ></WordCo>ร ย รก </VP> </EDU1> <EDU2><Conj concept=because>เพร </Conj><NP1 concept= teen/person></NP1> <VP Type=cause ><WordCo Set1=Wc concept= "want to try"> <vco:Type="strong-verb"><w1 type="cause-verb"concept="want">อย ก</w1></vco > < wco: Type="verb" ; concept= "try" >ลอ </wco ></WordCo> ิ ่ ม </VP></EDU2> <EDU3 ><Conj concept=when>เมี ่ อ</Conj><NP1 concept= teen/person></NP1> <VP Type=cause ><WordCo Set3= Wce concept= "consume drug"> <vco:Type="strong-verb"><w1 type="cause-verb" concept="consume">เ พ</vco > < wco:Type="noun2"; concept="cannabis/drug">กั </wco ></WordCo> นร ย ต อม </VP> </EDU3> <EDU4 ><NP1 concept= "cannabis /drug" >กั </NP1> <VP Type=effect><WordCo Set2=We concept= "activate the neuron"> <vco:Type="strong-verb"><w1 type="cause-verb" concept="activate>ออกฤ ิ </vco > <wco: Type=" strong-verb" ; concept= "sedate" >กล อม ร </wco ></WordCo> </VP> </EDU4> …………………… The WordCo tag consists of a vco tag and wco tag. The vco tag is a verb tag as the first word of the WordCo tag. The wco tag is a co-occurred word tag to the vco tag. The [..] symbol or  means ellipsis (Zero Anaphora)
C. Feature Vector Extraction
There are two steps for extracting the WordCo feature vector with the causative/effect event concept, the first step is a WordCo Feature Vector Size Learning step by SVM [8] , [12] and the second step is a WordCo Feature Vector Determining step.
1) WordCo fearture vector size learning
This step applies SVM to learn the WordCo feature vector size/ boundary with either the causative event concept or the effect event concept of each the causative event concept vector / each effect event concept vector respectively. According to [12] , the linear function in (1) 
where v cok w cok is a dichotomous vector number, wt is the weight vector, b is bias, and (wt, b) R n × R are the parameters that control the function. The SVM learning is applied to the research to determine wt j and b for each WordCo concept feature for (x j ) or (v cok-j w cok-j ) in WordCo-concept pair (v cok-j w cok-j v cok-j+1 w cok-j+1 ) from a sliding window size of two consecutive EDUs (EDUj EDUj+1) with the sliding distance of one EDU by using Weka(http://www.cs.wakato.ac.nz/ml/weka/) in each causality relation (CRi) from the annotated corpus as the learning corpus. (where n = EndOfBoundary) 2) WordCo fearture vector determination The results from SVM learning are weight, wt, and bias, b, of each feature (v cok-j w cok-j ). According to equation 1, the input vector of WordCo features (v cok w cok ) having the WordCo-concept pair, v cok-j w cok-j v cok-j+1 w cok-j+1 , including their weights and bias are used to determine the boundary of the causative/effect event-concept vector. If f(x)<0, an ending class (EndOfBoundary) occurs, otherwise a continuing class (BoundaryContinuing) by sliding a window size of two consecutive EDUs with one EDU sliding distance to form the WordCo-concept pair as the input vector of (1) on the testing corpus.
D. Causality Relation Learning
Each pair (A,B) extracted by the previous step consists of several WordCo occurrences (with causative/effect event concepts) used as the learning features of this step. These learning features are used for learning the causality relation by using Weka (http://www.cs.wakato .ac.nz/ml/weka/) to determine probabilities of a 1 ,..,a g ,b 1 -1 w cok-1 ,. ., v cok-h w cok-h where k=2 or 3 and k in A ≠ k in B with the Class-type set of the causality relation,{"yes" "no"}. The Class-type set is specified by the experts.
E. Determining Consecutive Causality Relations
The objective of this step is to recognize and extract each CRi expression as the consecutive causality relations from the testing corpus by using Naï ve Bayes [8] in (2) with the probabilities of a 1 ,..,a g , b 1 ,..,b h (or v cok-1 w cok-1 ,. .,v cok-g w cok-g (where k=1 or 2) , v cok-1 w cok-1 ,.., v cok-h w cok-h (where k=2 or 3 and k in A ≠ k in B )) from the previous step by using the algorithm as shown in Fig. 3 According to Table I , the average precision of extracting WordCo feature vectors is 0.904 with the average recall of 0.843. The reason of low recall is the causative/effect event-concept occurrences on the NP1 expressions, i.e. EDUi ("การเต้ นของหั วใจ/Heart beating")/NP ("เร็ ว/rapid")/VP ("The heart beats rapidly"). Moreover, the precision of determining the chain of causation is 0.9 with the recall of 0.83. The recall result of determining the chain of causation is low because there are some CRi expressions having the effect event-concept EDUs around a cause event vector as < effect event-concept EDUs><a cause event vector><an effect event-concept EDU> as shown in the following example. International Journal of Machine Learning and Computing, Vol. 7, No. 5, October 2017 EDU5 "เด็ กก็ จะแสดงอาการหงุ ดหงิ ด/ he will show up the fidget symptom."" where EDU1, EDU2, and EDU5 are an effect event vector of the cause event vector on EDU3 and EDU4.
Hence, the research contributes the methodology to determine the chain of causation for finding the root cause which is very beneficial to people on the social network to clearly understand the sequence of causes and consequences for awareness. Finally, our research can also enhance the problem-solving system of the other areas i.e. the business financial system.
