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The thesis studies several topics on homotopy braid groups. It presents a
representation of the homotopy braid groups
α˜ : B˜n → Aut(Kn),
which is an analogue of the classical Artin representation. Also we show that
the representation α˜ is faithful. The Carnot algebra of homotopy braid group is
obtained. Also we study Cohen homotopy braid groups and gave a (unfaithful)
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Summary In Chapter 0, we prove that five conditions on a finitely generated group are
equivalent; see Theorem 0.3.5. In Chapter 1, we prove that there is a representation
P˜n → Aut(Kn),
which is an analogue of the classical Artin representation; see Theorem 1.4.3. In Chapter 2,
using the tool of the holomorph of a group, we construct a faithful representation
B˜n → Aut(Kn);
see Theorem 2.4.3 and its corollary. In Chapter 3, we give a presentation of the Carnot
algebras of homotopy pure braid groups; see Theorem 3.3.3. In Chapter 4, an unfaithful
representation of the Cohen homotopy braid groups is constructed with the set of Brunnian








In this section we give a short introduction of braid groups. A braid group can be defined in
several equivalent ways and we will present an algebraic definition and a geometric definition.
Other possible definitions include definition as particle dances and definition as mapping
class groups. These definitions will not be discussed in this thesis and interested reader may
refer to [37] for details.
0.1.1 Algebraic Definition
Definition 1. Let n be a positive integer. The braid group Bn is defined by n− 1 generators
σ1, . . . , σn−1 and the following “braid relations”:
(i) σiσj = σjσi for all i, j ∈ {1, . . . , n− 1} with |i− j| ≥ 2.
(ii) σiσi+1σi = σi+1σiσi+1 for all i ∈ {1, . . . , n− 2}.
From the definition it is clear that B1 is the trivial group and B2 is the infinite cyclic group
with generator σ1. It can be proved that Bn is not Abelian for n ≥ 3.
0.1.2 Geometric Definition
In this section we give a geometric definition of the braid group following idea in [20], where
geometric braids on general topological spaces are defined. Let I = [0, 1] be the unit interval
and let D2 be the unit disk in R2; that is, D2 = {(x1, x2) ∈ R2 | x21 + x22 = 1}. Let n be a
1
positive integer and choose n distinct points P1, . . . , Pn ∈ D2 such that for each 1 ≤ i ≤ n,
Pi = (
2i− n− 1
n+ 1 , 0). A geometric braid
β = {β1, . . . , βn}
at the base points {P1, . . . , Pn} is a collection of n paths {β1, . . . , βn} in the cylinder D2 × I
such that for each 1 ≤ i ≤ n, βi = (λi(t), t), where λ1, . . . , λn are maps from I to D2
satisfying the following conditions:
(1) λi(0) = Pi for each 1 ≤ i ≤ n.
(2) There exists some σ ∈ Σn such that λi(1) = Pσ(i) for each 1 ≤ i ≤ n, where Σn is the
symmetric group acting on the set {1, . . . , n}.
(3) For each 1 ≤ i < j ≤ n and t ∈ I, λi(t) 6= λj(t).
Each path βi is also called a strand.
Example 1. Here is an example of a braid with 4 strands:
Usually we omit the unit disk D2 and draw the braid as follows:
Let β = {β1, . . . , βn} and β′ = {β′1, . . . , β′n} be two geometric braids. We say that β and β′
are equivalent, denoted by β ≡ β′, if there exists a continuous sequence of geometric braids
βs = (λs, t) = ((λs1(t), t), . . . , (λsn(t), t)), 0 ≤ s ≤ 1
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satisfying the following conditions:
(1) β0 = β and β1 = β′.
(2) For each 0 ≤ s ≤ 1 and 1 ≤ i ≤ n, λsi (0) = Pi.
(3) For each 0 ≤ s ≤ 1 and 1 ≤ i ≤ n, λsi (1) = λ0i (1).
Example 2. The following two geometric braids are equivalent:
From now on we shall also use the term a geometric braid to refer an equivalent class of
geometric braids.
Let β = {β1, . . . , βn} and β′ = {β′1, . . . , β′n} be two geometric braids. The product of β and
β′, denoted by β ∗ β′, is represented by
β ∗ β′ = {β1 ∗ β′σ(1), . . . , βn ∗ β′σ(n)},
where βi ∗ β′σ(i), 1 ≤ i ≤ n, is the path product.
Example 3. Let β be the braid
and let β′ be the braid
.
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Then the product ββ′ is equal to the braid
,
which is equivalent to the braid
.
The set of all n braids with the multiplication defined above, forms a group and is denoted
by Bn with identity element the trivial braid; that is, the braid β = {β1, . . . , βn} such that
for each 1 ≤ i ≤ n, the image of βi is the line segment connecting Pi × {0} and Pi × {1}.
A geometric braid is called a pure braid if for each 1 ≤ i ≤ n, σ(i) = i.
Example 4. The following braid is a pure braid with 4 strands:
Let i ∈ {1, . . . , n− 1} and define σi to be the braid
4
,Then its inverse σ−1i is the braid
.
The pure braid group is generated by elements Ai,j for 1 ≤ i < j ≤ n. Geometrically the
element Ai,j may viewed as linking the j-th strand around the i-th strand for 1 ≤ i < j ≤ n
where an orientation is fixed. An explicit formula is
Ai,j = σj−1σj−2 . . . σi+1σ2i σ−1i+1 . . . σ−1j−2σ−1j−1.
Remark 1. In some literature the elements Aij are defined differently. One possible definition
is that Aij is the following braid:
5
.We shall not follow this definition.








whose picture is given below:
The following classical result was given by Artin in [2] and [3]; see also [33] and [35]:
Theorem 0.1.1. The pure braid group Pn is generated by elements
Ar,s
for 1 ≤ r < s ≤ n. A complete set of relations is given as follows:
1. Ar,sAi,kA−1r,s = Ai,k if either s < i, or k > r.
2. Ak,sAi,kA−1k,s = A
−1
i,sAi,kAi,s if i < k < s.
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3. Ar,sAi,kA−1r,s = A−1i,kA
−1
i,rAi,kAi,rAi,k if i < r < k.
4. Ar,sAi,kA−1r,s = A−1i,sA−1i,rAi,sAi,rAi,kA−1i,rA−1i,sAi,rAi,s if i < r < k < s.
Furthermore, these relations are equivalent to the following relations:
1. [Ai,k, Ar,s] = 1 if either s < i, or k > r.
2. [Ai,k, A−1k,s] = [Ai,k, Ai,s] if i < k < s.
3. [A−1r,s , A−1i,k ] = [Ai,k, Ai,r] if i < r < k.
4. [Ai,k, A−1r,s ] = [Ai,k, [Ai,r, Ai,s]] if i < r < k < s.
0.1.3 Artin Presentation
E. Artin gives a presentation of the braid group:
Theorem 0.1.2. The braid group Bn is isomorphic to the group
〈σ1, . . . , σn−1 | σiσj = σjσi if |i− j| ≥ 2; σiσi+1σi = σi+1σiσi+1 for i ∈ {1, . . . , n− 1}〉.
Thus for braid groups, the geometric definition agrees with the algebraic definition.
0.1.4 Artin Representation
E. Artin proves a classical result which identifies the braid group Bn with a subgroup
of the automorphism group of the free group Fn. The result is also known as the Artin
representation theorem, the proof of which can be found in most standard textbooks on
braids; for example, see [24].
Theorem 0.1.3 (Artin’s Representation Theorem). Let Fn be the free group of rank n
generated by x1, . . . , xn and let Aut(Fn) be the automorphism group of Fn. The braid group
Bn is isomorphic to the subgroup of right automorphisms β of Fn which satisfy the following
conditions:
(i) (x1 . . . xn)β = x1 . . . xn.
(ii) There exists a permutation σ ∈ Σn such that for each 1 ≤ i ≤ n, (xi)β = Aixσ(i)A−1i ,
where each Ai is an element in Fn.
Furthermore, if a braid b is mapped to the automorphism β, the permutation σ is defined
in such a way that the i-th string of b goes from Pi × {0} to Pσ(i) × {1}. The braid σi is
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mapped to the automorphism β of Fn such that
(xt)β =

xtxt+1xt if t = i,
xt−1 if t = i+ 1,
xt if t 6= i, i+ 1.
In this thesis, we write the automorphism on the left of a variable; that is, we write β(xt)
instead of (xt)β.
0.1.5 Brunnian Braids
Definition 2. A braid β is called Brunnian if it satisfies the following two conditions:
1. β is a pure braid;
2. β becomes a trivial braid after removing any of its strands.
Let Brunn be the set of Brunnian braids with n strands. It is not difficult to show that Brunn
is a normal subgroup of Pn; for example, see [20].
In some literature, a Brunnian braid is also called an almost trivial braid.
Example 6. The trivial braid is Brunnian by definition.
















is a non-trivial example of a Brunnian braid:
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In [20], the authors define braid groups on a general manifold M and the normal generators
of the subgroup of Brunnian braids is also given. It is beyond the scope of this thesis to
discuss braids on a general manifold and thus we will not repeat the exact definition here;
the reader may refer to [20] for details.
Let M be a compact connected surface, possibly with boundary, and let Bn(M) denote the
n–strand braid group on a surface M . Let Brunn(M) denote the subgroup of the n–strand
Brunnian braids. In this definition, Brunn(D2) is the same as the Brunn which we have
introduced before.
Definition 3. Let G be a group and let R1, · · · , Rn be subgroups of G, where n ≥ 2. The
symmetric commutator product of R1, · · · , Rn, denoted by [R1, · · · , Rn]S, is defined as
[R1, · · · , Rn]S :=
∏
σ∈Σn
[· · · [Rσ(1), Rσ(2)], · · · , Rσ(n)],
where Σn is the symmetric group of degree n.
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Let Pn(M) be the n-strand pure braid group on M and choose a small disk D2 in M . Then
the inclusion f : D2 ↪→M induces a group homomorphism
f∗ : Pn(D2)→ Pn(M).
Let Ai,j(M) = f∗(Ai,j) and let 〈Ai,j(M)〉Pn(M) be the normal closure of Ai,j(M) in Pn(M);
that is, 〈Ai,j(M)〉Pn(M) is the smallest (by inclusion) normal subgroup of Pn(M) which
contains Ai,j(M).
The following result on the subgroup of Brunnian braids is given in [20]:
Theorem 0.1.4. Let M be a connected 2-manifold and let n > 2. Define
Rn(M) := [〈A1,n(M)〉Pn(M), 〈A2,n(M)〉Pn(M), · · · , 〈An−1,n(M)〉Pn(M)]S.
1. If M 6= S2 and M 6= RP 2, then
Brunn(M) = Rn(M).
2. If M = S2 and n ≥ 5, then there is a short exact sequence
1→ Rn(S2)→ Brunn(S2)→ pin−1(S2)→ 1.
3. If M = RP 2 and n ≥ 4, then there is a short exact sequence
1→ Rn(RP 2)→ Brunn(RP 2)→ pin−1(S2)→ 1.
In the special case that M = D2, we conclude that
Corollary 0.1.5. The subgroup of Brunnian braids over D2 is given by
Brunn(D2) = [〈A1,n〉Pn , 〈A2,n〉Pn , · · · , 〈An−1,n〉Pn ]S.
0.2 Homotopy Braid Groups
In this section we give an introduction to homotopy braid groups, which is one of the key
concepts of this thesis.
0.2.1 Homotopy, Isotopy and Ambient Isotopy
The concept of homotopy, isotopy and ambient isotopy will be useful in the geometric
definition of braid groups.
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Definition 4. Let X and Y be topological spaces and let f and g be continuous maps from X
to Y . A continuous map F : X × [0, 1]→ Y is called a homotopy if it satisfies the condition
that F (x, 0) = f(x) and F (x, 1) = g(x) for all x ∈ X.
Definition 5. Let F : X × [0, 1]→ Y be a homotopy from an embedding f : X → Y to an
embedding g : X → Y is called an isotopy if for each t ∈ [0, 1], F (·, t) is an embedding.
A related concept is ambient isotopy:
Definition 6. Let X and Y be topological spaces and let f and g be embeddings of X in Y .
A continuous map F : Y × [0, 1]→ Y is called an ambient isotopy if it satisfies the following
conditions:
(i) F (·, 0) is the identity map;
(ii) F (·, 1) ◦ f = g;
(iii) for each t ∈ [0, 1], F (·, t) is a homeomorphism from Y to itself.
Informally speaking, an ambient isotopy is similar to an isotopy except that the whole
ambient space is being stretched and distorted instead of distorting the embedding.
0.2.2 Definition and Basic Facts
Two geometric braids with the same endpoints are called isotopic if one can be deformed to
another by an ambient isotopy of D2 × I that fixes their endpoints. More precisely, we have
the following definition:
Definition 7. Two geometric braids β and β′ are said to be ambient isotopic, if there exists
a homeomorphism
H : (D2 × I)× I → (D2 × I)× I
such that for each x ∈ D2 × I and t ∈ I, H(x, t) has the form
H(x, t) = (ht(x), t),
where {ht | t ∈ I} is a family of homeomorphisms from D2×I to itself satisfying the following
conditions:
(i) On the boundary of D2 × I, the homeomorphism ht is the identity map for all t ∈ I.
(ii) h0 is the identity map and h1(β) = β′.
The homeomorphism H is called an ambient isotopy.
Two geometric braids with the same endpoints are called homotopic if one can be deformed to
the other by simultaneous homotopies of the braid strings in D2 × I which fix the endpoints,
so that different strings do not intersect. It is a classical result that two geometric braids are
isotopic if and only if they are equivalent; see [3]. Also if two braids are equivalent, they are
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homotopic. In [3] E. Artin asked the question that if the notion of isotopic and homotopic
of braids are the same. The question remained open until 1974, when D. Goldsmith [21]
gave an example of a braid which is not trivial in the isotopic sense, but is homotopic to the
trivial braid. We give a sketch of her example in this section.
Proposition 0.2.1 ([21]). The braid
β = σ−11 σ−22 σ−21 σ22σ21σ−22 σ21σ22σ−11
is homotopic to the trivial braid.







Now we show that the braid
β = σ−11 σ−22 σ−21 σ22σ21σ−22 σ21σ22σ−11
is not isotopic to the trivial braid.
Lemma 0.2.2. The braid
β = σ−11 σ−22 σ−21 σ22σ21σ−22 σ21σ22σ−11
is not equal to the identity element in B3.
Proof. Consider the modular group PSL(2,Z), which is isomorphic to Z/2Z ∗ Z/3Z and has
a presentation
PSL(2,Z) = 〈v, p | v2 = p3 = 1〉.
There is a group homomorphism f which maps B3 onto PSL(2,Z) defined by f(σ1) = p−1v
and f(σ2) = v−1p2; see [27]. Thus




But vp−1vp−1vpvp−1vpvp−1vpvpvp−1vpvp−1vp is obviously not equal to the identity element
in Z/2Z ∗ Z/3Z and therefore, β is not equal to the identity element in B3.
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Therefore, braid isotopy is not equivalent to braid homotopy. In this thesis, we are mainly
interested in studying the equivalent classes of braids under braid homotopy; which leads to
the following definition:
Definition 8 ([21]). The homotopy n-braid group with n strands, denoted by B˜n, is defined
as the homomorphic image of Bn under the homomorphism which takes the isotopy class of
each braid to its homotopy class. Similarly, the homotopy n-pure braid group with n strands,
denoted by P˜n, is defined as the homomorphic image of Pn under the homomorphism which
takes the isotopy class of each pure braid to its homotopy class.
The following result gives a description of the homotopy braid group B˜n:
Theorem 0.2.3 ([21]; see also [35]). The set of equivalent classes of all n-braids under
homotopy form a group B˜n which has the following presentation:
• Generators: σ1, . . . , σn−1.
• Relations:
(1) σiσi+1σi = σi+1σiσi+1 for all i ∈ {1, . . . , n− 2}.
(2) σiσj = σjσi for i, j ∈ {1, . . . , n− 1} such that |i− j| ≥ 2.
(3) For each 1 ≤ j < k ≤ n, Aj,k commutes with g−1Aj,kg, where g is an element of
the subgroup (of Pn) generated by A1,k, A2,k, . . . , Ak−1,k.
Next we show that in the presentation above, the last relations can be replaced by the
relations that for each 1 ≤ j < k ≤ n, Aj,k commutes with h−1Aj,kh, where h is an element
of the subgroup (of Pn) generated by Aj,j+1, Aj,j+2, . . . , Aj,n. The idea is from [1].
Firstly we prove a few lemmas.
Lemma 0.2.4. For 1 ≤ i < j ≤ n, the following elements are all equal in Bn:
• Ci,j,0 := Ai,j = (σj−1σj−2 · · ·σi+1)σ2i (σ−1i+1 · · ·σ−1j−2σ−1j−1)
• Ci,j,1 := σ−1i (σj−1σj−2 · · ·σi+2)σ2i+1(σ−1i+2 · · ·σ−1j−2σ−1j−1)σi
• Ci,j,2 := (σ−1i σ−1i+1)(σj−1σj−2 · · ·σi+3)σ2i+2(σ−1i+3 · · ·σ−1j−2σ−1j−1)(σi+1σi)
• · · ·
• Ci,j,t := (σ−1i σ−1i+1 · · ·σ−1i+t−1)(σj−1σj−2 · · ·σi+t+1)σ2i+t(σ−1i+t+1 · · ·σ−1j−2σ−1j−1)(σi+t−1 · · ·σi+1σi)
• · · ·
• Ci,j,j−i−2 := (σ−1i σ−1i+1 · · ·σ−1j−3)σj−1σ2j−2σ−1j−1(σj−3 · · ·σi+1σi)
• Ci,j,j−i−1 := (σ−1i σ−1i+1 · · ·σ−1j−2)σ2j−1(σj−2 · · ·σi+1σi)
Proof. When j − i = 1, the result is trivial as there is only one item in the list. We assume
that j − i ≥ 2 and prove that for a fixed t ∈ {0, 1, · · · , j − i− 2}, Ci,j,t = Ci,j,t+1. Firstly we
15
















Next we prove that Ci,j,t = Ci,j,t+1; that is,
(σ−1i σ−1i+1 · · ·σ−1i+t−1)(σj−1σj−2 · · ·σi+t+1)σ2i+t(σ−1i+t+1 · · ·σ−1j−2σ−1j−1)(σi+t−1 · · ·σi+1σi)
is equal to
(σ−1i σ−1i+1 · · ·σ−1i+t)(σj−1σj−2 · · ·σi+t+2)σ2i+t+1(σ−1i+t+2 · · ·σ−1j−2σ−1j−1)(σi+t · · ·σi+1σi)
It suffices to prove that
(σj−1 · · ·σi+t+1)σ2i+t(σ−1i+t+1 · · ·σ−1j−1)
is equal to
σ−1i+t(σj−1 · · ·σi+t+2)σ2i+t+1(σ−1i+t+2 · · ·σ−1j−1)σi+t+2.
In fact,
σ−1i+t(σj−1 · · ·σi+t+2)σ2i+t+1(σ−1i+t+2 · · ·σ−1j−1)σi+t
= (σj−1 · · ·σi+t+2)(σ−1i+tσ2i+t+1σi+t)(σ−1i+t+2 · · ·σ−1j−1)
= (σj−1 · · ·σi+t+2)(σi+t+1σ2i+tσ−1i+t+1)(σ−1i+t+2 · · ·σ−1j−1)
= (σj−1 · · ·σi+t+1)σ2i+t(σ−1i+t+1 · · ·σ−1j−1)
and the proof is finished.
Example 8. For the special case that Bn = B7, Ai,j = A2,6, the following picture shows
that
A2,6 = σ5σ4σ3σ22σ−13 σ−14 σ−15 = σ−12 σ−13 σ−14 σ35σ3σ3σ2:
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1. C2,6,0 = A2,6 = σ5σ4σ3σ22σ−13 σ−14 σ−15 :
2. C2,6,1 = σ−12 σ5σ4σ23σ−14 σ−15 σ2 :
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3. C2,6,2 = σ−12 σ−13 σ5σ24σ−15 σ3σ2 :
4. C2,6,3 = σ−12 σ−13 σ−14 σ25σ4σ3σ2 :
Lemma 0.2.5. Let Θn : Bn → Bn be the “strand reversing” automorphism of the braid
group defined by
Θn(σi) = σ−1n−i
for 1 ≤ i ≤ n− 1. Then
Θ(Ai,j) = A−1n−j+1,n−i+1.
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Proof. This is verified by a direct calculation:
Θ(Ai,j)
= Θ((σj−1σj−2 · · ·σi+1)σ2i (σ−1i+1 · · ·σ−1j−2σ−1j−1))
= (Θ(σj−1)Θ(σj−2) · · ·Θ(σi+1))Θ(σi)2(Θ(σi+1)−1 · · ·Θ(σj−2)−1Θ(σj−1)−1))
= (σ−1n−j+1σ−1n−j+2 · · ·σ−1n−i−1)σ−2n−i(σn−i−1 · · ·σn−j+2σn−j+1)
= ((σ−1n−j+1σ−1n−j+2 · · ·σ−1n−i−1)σ2n−i(σn−i−1 · · ·σn−j+2σn−j+1))−1
= ((σn−iσn−i−1 · · ·σn−j+2)σ2n−j+1(σ−1n−j+2 · · ·σ−1n−i−1σ−1n−i))−1
= A−1n−j+1,n−i+1,
where the second last equation is proved by Lemma 0.2.4.
Before we state the next proposition, we introduce the normal closure of a subset S of a
group G.
Definition 9. Let G be a group and let S be a non-empty subset (not necessarily a subgroup)
of G. Let
SG = {g−1sg | s ∈ S and g ∈ G}
be the set of the conjugates of the elements of S. The normal closure of S in G, denoted by〈
SG
〉
, is the subgroup generated by SG; that is, the closure of SG under the group operation.
The normal closure of S is always a normal subgroup; in fact, it is the smallest (by inclusion)
normal subgroup of G which contains S. It is also called the conjugate closure of S, or the
normal subgroup generated by S.
Proposition 0.2.6. In the braid group Bn, the following two sets have the same normal
closure:
1. The set S1 of all [Aj,k, g−1Aj,kg], where 1 ≤ j < k ≤ n and g is an element of the
subgroup generated by Aj,j+1, Aj,j+2, · · · , Aj,n.
2. The set S2 of all [Aj,k, h−1Aj,kh], where 1 ≤ j < k ≤ n and h is an element of the
subgroup generated by A1,k, A2,k, · · · , Ak−1,k.
Proof. Consider the “strand reversing” automorphism Θ : Bn → Bn. By Lemma 0.2.5, for
each fixed Aj,k with 1 ≤ j < k ≤ n, Θ(Aj,k) = An−k+1,n−j+1, and this implies that the
normal closure of S1 and S2 are equal.
0.2.3 Cohen Sets, Cohen Braids and Homotopy Cohen Braids
Firstly we define Cohen sets and Cohen braids. The notion Cohen set was introduced by J.
Wu in [41].
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Definition 10. Let S = {Sn}n≥0 be a sequence of sets. If there are functions di : Sn → Sn−1,
0 ≤ i ≤ n, such that the identity
djdi = didj+1
holds for all j ≥ i, then S is called a ∆-set.
Definition 11. Let S = {Sn}n≥0 be a sequence of groups. If there are group homomorphisms
di : Sn → Sn−1, 0 ≤ i ≤ n, such that the identity
djdi = didj+1
holds for all j ≥ i, then S is called a ∆-group.
The maps (group homomorphisms) di are also called faces.
Definition 12. Let S be a ∆-set. The Cohen set HnS is defined by
HnS = {x ∈ Sn | d0(x) = d1(x) = · · · dn(x)},
namely, HnS is the equalizer of the faces di for 0 ≤ i ≤ n.
Definition 13. Let S be a ∆-group. The Cohen group HnS is defined by
HnS = {x ∈ Sn | d0(x) = d1(x) = · · · dn(x)},
namely, HnS is the equalizer of the faces di for 0 ≤ i ≤ n.
For the braid group Bn with n strands, let
di : Bn → Bn−1
be the map obtained by forgetting the i-th strand, where i ∈ {1, . . . , n}. Let α ∈ Bn−1 be





the braid β is called a Cohen braid [4]. If a homotopy braid β˜ is the image of a Cohen
braid β under the quotient map Bn → B˜n, β˜n is called a homotopy Cohen braid (or a Cohen
homotopy braid).
Example 9. By definition every Brunnian braid is also a Cohen braid with α being the
trivial braid.
Example 10. Define the Garside element in a braid group Bn by
∆n = (σ1σ2 · · ·σn−1)(σ1σ2 · · ·σn−2) · · · (σ1σ2)σ1 ∈ Bn
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and thus is a Cohen braid. The following example illustrates the case when n = 4:
Let HBn = {β ∈ Bn | d1(β) = d2(β) = · · · = dn(β} denote the set of Cohen braids. The set
HBn is in fact a subgroup of Bn [4]. Let HB˜n = {β˜ ∈ B˜n | d1(β˜) = d2(β˜) = · · · = dn(β˜}
denote the set of homotopy Cohen braids and HB˜n is a subgroup of B˜n because HB˜n is the
image of the subgroup HBn under the natural quotient map Bn → B˜n.
0.2.4 A Survey of Recent Developments in the tudy on Homotopy Braid
Groups
After the work of D. Goldsmith on homotopy braid groups in 1973, not much research work
has been done on B˜n. In 1990, Habegger Nathan and Lin Xiao-Song [23] studied string
links and therefore gave a complete classification of links of arbitrarily many components up
to link homotopy, an equivalence relation on links which is correspondent to homotopy of
braids. In 2001, Humphries, Stephen P. [25] proved that B˜n is torsion-free for n ≤ 6. To
the best of our knowledge no conclusion is known for general n at the time of the writing
of this thesis. In 2007, Clay Adam and Rolfsen Dale [9] proved that the restriction of the
well-known Dehornoy ordering to the group of homotopically trivial braids is dense. In 2009,
Dye Heather Ann [17] recalled the pure virtual braid group and defined generators of the
normal subgroup of pure virtual braids homotopic to the identity braid.
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0.3 Some Group Theory
In this section we shall introduce the definition of reduced free groups and some related
results.
0.3.1 Commutators
Let G be a group and let g, h ∈ G. The commutator of g and h, denoted by [g, h], is defined
to be the product g−1h−1gh. The conjugate of g by h, denoted by gh, is defined as h−1gh.
Two elements g and h commute if and only if [g, h] = 1.
The following commutator identities follow from a direct calculation; see also [18] or [36].
Lemma 0.3.1. Let x, y, z be elements in a group G.
(i) xy = x[x, y];
(ii) [y, x] = [x, y]−1;
(iii) [x, yz] = [x, z] · [x, y]z;
(iv) [xy, z] = [x, z]y · [y, z];
(v) [x, y−1] = [y, x]y−1;
(vi) [x−1, y] = [y, x]x−1;
(vii) [[x, y], zx] · [[z, x], yz] · [[y, z], xy] = 1;
(viii) [[x, y−1], z]y · [[y, z−1], x]z · [[z, x−1], y]x = 1.
The last two identities are also called the Hall-Witt identities.
The following two identities will be useful in our discussions.
Lemma 0.3.2. [38] Let G be a group and let x, y ∈ G. If both x and y commute with [x, y],
then the following identities hold:
(i) [xn, y] = [x, yn] = [x, y]n for all n ∈ Z;
(ii) (xy)n = [y, x]n(n−1)/2xnyn for all n ∈ Z≥0,
where Z≥0 is the set of all non-negative integers.
0.3.2 Cayley Graph and Word Metric




where S−1 = {s−1 | s ∈ S}.
Definition 14 ([8]). Let G be a group and let S be a symmetric generating set of G.
The Cayley graph or Dehn Gruppenbild for G with respect to the generating set S is a
1-dimensional CW complex Γ = Γ(G,S) defined as follows:
(i) The vertices of Γ are elements of G.
(ii) For each s ∈ S and each vertex v, there is a labelled and directed edge (v, s, v · s) with
initial point v, terminal point v · s and colour (or label) s.
(iii) The inverse or reverse of the edge (v, s, v · s) is defined to be the edge (v · s, s−1, v).
(iv) The direct edge (v, s, v · s) is topologically identified with its inverse (v · s, s−1, v) in an
order reversing fashion.
(v) The two direct edges (v, s, v · s) and (v · s, s−1) define a single undirected topological
edge joining v and v · s.
Informally speaking, the word metric is a measurement of the “distance” between any two
elements in a given group. It is defined as follows:
Definition 15. Let G be a group and let S be a generating set of G satisfying the condition
that S = S−1. Assign a metric of length 1 to each edge of the Cayley graph of G. The
distance of two elements g, h in the word metric with respect to the generating set S, denoted
by dS(g, h), is defined to be the shortest length of a path in the Cayley graph from the vertex
g to the vertex h.
For each g ∈ G, its word norm |g| with respect to the generating set S is defined to be the
distance between g and the identity element e; that is,
|g| = dS(g, e).
It is easy to verify that the word metric on G satisfies the axioms for a metric.
Let Fn be a free group of rank n with generators x1, . . . , xn. Another generating set of F is
S = {xqp | 1 ≤ p ≤ n; q ∈ Z}. For each element g ∈ Fn, define the syllable length of g to be
the word norm of g with respect to the generating set S. Also we define the length of g to
be the word norm of g with respect to the generating set {x1, . . . , xn}; that is, the minimum
length of words that define the element g.





2 is 4 and the length of x−11 x2x−41 x32 is 9. The syllable length of x−12 x21x−12 is 3
and the length of x−12 x21x−12 is 4. Moreover, for the identity element 1, both the syllable length
and the length are 0.
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0.3.3 Reduced Free Groups
Definition 16. Let t be a positive integer. A bracket arrangement Rt with weight t and
entry set S is defined inductively as follows:
1. For each letter a, R1 = a is a bracket arrangement with weight 1 and entry set {a}.
2. If Rt1 and Rt2 are bracket arrangements with weight t1 and t2, entry sets S1 and S2




Example 12. The expression [[x1, x2], [x3, [x2, x3]]] is a bracket arrangement with weight 5
and entry set {x1, x2, x3}.
Lemma 0.3.3. Let G be a group and x, y ∈ G. Then [x, y] = 1 if and only if [x−1, y] = 1.
Proof. It suffices to prove that [x, y] = 1 implies that [x−1, y] = 1 since the other direction
can be proven by replacing x by x−1.




Lemma 0.3.4. Let G be a group and let x ∈ G. Suppose that for every g ∈ G, [x, xg] = 1,
then the following conclusions hold true:
1. For every g ∈ G, xg also commutes with all its conjugates; that is, [xg, (xg)h] = 1 for
every h ∈ G.
2. For every g ∈ G, [x, (x−1)g] = 1.
3. For every g ∈ G, [x−1, (x−1)g] = 1.
4. For every g ∈ G, [x−1, xg] = 1.
Proof.
[xg, (xg)h] = ([xg, (xg)h]g−1)g












[x−1, xg] = ([x−1, xg]g−1)g
= [(x−1)g−1 , x]g
= ([x, (x−1)g−1 ]−1)g
= (1−1)g
= 1
Reduced free groups are defined in [23] and [10] in different but equivalent ways. Here we
shall introduce some equivalent conditions on generators of a given finitely generated group,
which will give equivalent definitions of reduced free groups.
Proposition 0.3.5. Let G be a group generated by x1, . . . , xn. Then the following conditions
are equivalent:
(i) Every generator xi commutes with all its conjugates; that is, for every 1 ≤ i ≤ n and
for every g ∈ G, [xi, xgi ] = 1.
(ii) Every iterated commutator of the form [. . . [xg1i1 , x
g2
i2 ], . . . , x
gt
it
] is trivial if ip = iq for
some 1 ≤ p < q ≤ t, where i1, i2, . . . , it ∈ {1, . . . , n} and g1, g2, . . . , gt are arbitrary
elements in G.
(iii) Every iterated commutator of the form [. . . [xi1 , xi2 ], . . . , xit ] is trivial if ip = iq for
some 1 ≤ p < q ≤ t, where i1, i2, . . . , it ∈ {1, 2, . . . , n}.
(iv) For every bracket arrangement Rs with entry set {xg1i1 , x
g2
i2 , . . . , x
gs
is
}, Rs is trivial if
ip = iq for some 1 ≤ p < q ≤ s, where i1, i2, . . . , is ∈ {1, 2, . . . , n} and g1, g2, . . . , gs are
arbitrary elements in G.
(v) For every bracket arrangement Rs with entry set {xi1 , xi2 , . . . , xis}, Rs is trivial if
ip = iq for some 1 ≤ p < q ≤ s, where i1, i2, . . . , is ∈ {1, 2, . . . , n}.
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Proof. We shall prove that (i) =⇒ (ii) =⇒ (iii) =⇒ (iv) =⇒ (v) =⇒ (iii) =⇒ (i).
• (i) =⇒ (ii): Assuming that every xi commutes with all its conjugates, we will prove
that every iterated commutator of the form [. . . [xg1i1 , x
g2
i2 ], . . . , x
gt
it
] is trivial if ip = iq
for some 1 ≤ p < q ≤ t. Since [1, g] = 1 in every group, without loss of generality we
assume that there exists k ∈ {1, . . . , t − 1} such that xik = xit . We prove the result
by induction on t− k. When t− k = 1, we will further assume that k ≥ 2 as the case
that k = 1 is trivial. Write Wk−1 = [. . . [xg1i1 , x
g2
i2 ], . . . , x
gk−1




[[[. . . [xg1i1 , x
g2









The Hall-Witty identity implies that





























)−1] = [(xgtit )
−1 · (xgtit )W
−1









k−1 · [(xgtit )W
−1
k−1 , (xgtit )
−1]
= 1
and the base case is finished.
Next we assume that the conclusion is true if t− k = m for some positive integer m.
Now for the case that t− k = m+ 1 ≥ 2, write Wt−2 = [. . . [xg1i1 , x
g2
i2 ], . . . , x
gt−2
it−2 ], where
there exists j ∈ {1, 2, . . . , t− 2} such that xij = xit . Now
[[[. . . [xg1i1 , x
g2











The Hall-Witty identity implies that
















By the inductive hypothesis, [xgtit ,Wt−2] = 1, which implies that [x
gt
it



































by the inductive hypothesis and
[(xgtit )
−1,Wt−2] = 1
by the inductive hypothesis and Lemma 0.3.3. Thus
[. . . [xg1i1 , x
g2




• (ii) =⇒ (iii): Take g1 = g2 = . . . = gt = 1 in the condition of (ii).
• (iii) =⇒ (iv): We prove by induction on the weight s of the bracket arrangement.
The case that s = 2 is trivial. Now assume that the conclusion is true for every bracket
arrangement with weight at most s. Now for the bracket arrangement Rs+1, write
Rs+1[xi1 , . . . , xis+1 ] = [R′s′ [xi1 , . . . , xis′ ], R
′′
s′′ [xis′+1 , . . . , xis+1 ]],
where R′ and R′′ are weight arrangements with weights s′ and s′′ respectively sat-
isfying s′ + s′′ = s + 1. Thus s′, s′′ ≤ s. If the repeated generator xip repeats in
{i1, . . . , is′} or in {is′+1, . . . , is+1}, by inductive hypothesis we have R′s′ [xi1 , . . . , xi′s ] = 1
or R′′s′′ [xis′+1 , . . . , xis+1 ] = 1. Thus Rs+1[xi1 , . . . , xis+1 ] = 1. Otherwise we have
ip ∈ {i1, . . . , is′}
⋂{is′+1, . . . , is+1}. Now consider the natural quotient map




q(R′s′ [xi1 , . . . , xi′s ]) = q(R
′′
s′′ [xis′+1 , . . . , xis+1 ]) = 1
in G
/
〈xip〉 . Thus both Rs′ [xi1 , . . . , xi′s ] and Rs′′ [xis′+1 , . . . , xis+1 ] are in the normal
closure of xip . Recall that in [10], the reduced free group Kn is defined to be the factor
group of the free group F (x1, . . . , xn) modulo the relation in (iii). Thus if (iii) holds,
27
G is a factor group of Kn. By Corollary 1.4.2 of [10], for each 1 ≤ i ≤ n, the normal
closure of xi in Kn is Abelian. The normal closure of xi in G, denoted by 〈xi〉G, is an
Abelian subgroup of G since G is a factor group of Kn. Therefore, Rs′ [xi1 , . . . , xis′ ]
commutes with Rs′′ [xis′+1 , . . . , xis+1 ] and thus
Rs+1[xi1 , . . . , xis+1 ] = [R′s′ [xi1 , . . . , xi′s ], R
′′
s′′ [xis′+1 , . . . , xis+1 ]] = 1.
• (iv) =⇒ (v): Take g1 = g2 = . . . = gs = 1 in the condition of (iv).
• (v) =⇒ (iii): Since every iterated commutator is a bracket arrangement, v clearly
implies (iii).
• (iii) =⇒ (i): Similar as the proof of (iii) =⇒ (iv), for each i ∈ {1, . . . , n}, the
normal closure 〈xi〉G is Abelian. Therefore [xi, xgi ] = 1 for every g ∈ G.
Remark 2. The condition that x1, . . . , xn are generators of G is essential. Otherwise take
n = 1 and then condition (ii), (iii), (iv), (v) are all trivial while condition (i) says that x1
commutes with all its conjugates, which is not true in general.
Definition 17. Let Fn be the free group with generators x1, . . . , xn. The reduced free group,
denoted by Kn, (or Kn(x1, . . . , xn) if we want to emphasize the generators) is the factor
group of Fn modulo any of the equivalent conditions in Proposition 0.3.5.
Example 13. The group K1 is the factor group of the free group generated by x1 modulo
an empty set of relations. Therefore K1 is isomorphic to the infinite cyclic group Z.
Let the discrete Heisenberg group H be defined by
H = 〈x1, x2 | [x1, [x1, x2]] = [x2, [x1, x2]] = 1〉.
Example 14. The group K2 is isomorphic to the discrete Heisenberg group H.
Proof. Let F2 be the free group generated by x1 and x2. Using condition (i) in Proposi-
tion 0.3.5, it suffices to prove that the following two conditions are equivalent in F2:
(i) [xi, xhi ] = 1 for all i = 1, 2 and h ∈ F2.
(ii) [x1, [x1, x2]] = [x2, [x1, x2]] = 1.
Firstly we prove that (i) implies (ii). Choosing i = 1 and h = x2 in (i), we have
[x1, xx21 ] = 1;
that is,
[x1, x1 · [x1, x2]] = 1.
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Therefore,
1 = [x1, x1 · [x1, x2]]
= [x1, [x1, x2]][x1, x1][x1,x2]
= [x1, [x1, x2]].
With a similar argument one proves that [x2, [x1, x2]] = 1.
Secondly we prove that (ii) implies (i). Assuming the condition that
[x1, [x1, x2]] = [x2, [x1, x2]] = 1,
we shall prove that [x1, xh1 ] = 1 for all h ∈ F2. Firstly notice that
[x1, xh1 ] = [x1, x1[x1, h]] = [x1, [x1, h]][x1, x1][x1,h] = [x1, [x1, h]].
Next we prove that for all elements h ∈ F2, there exists an integer m that [x1, h] = [x1, x2]m
and we prove by induction on the length on h. When the length of h is equal to 0, h is the
identity element in F2 and thus [x1, h] = 1 = [x1, x2]0. Next we assume that for all elements
g ∈ F2 of length t, there exists some integer n such that [x1, g] = [x1, x2]n. Let h ∈ F2 be an
element in F2 with length t+ 1 and there are four cases as follows:
(i) If h = x1g for some element g ∈ F2 such that the length of g is equal to t, then
[x1, h] = [x1, x1g] = [x1, g][x1, x1]g = [x1, x2]n.
(ii) If h = x−11 g for some element g ∈ F2 such that the length of g is equal to t, then
[x1, h] = [x1, x−11 g] = [x1, g][x1, x−11 ]g = [x1, x2]n.
(iii) If h = x2g for some element g ∈ F2 such that the length of g is equal to t, then
[x1, h] = [x1, x2g] = [x1, g][x1, x2]g = [x1, g][x1, x2] = [x1, x2]n+1.
(iv) If h = x−12 g for some element g ∈ F2 such that the length of g is equal to t, then
[x1, h] = [x1, x−12 g] = [x1, g][x1, x−12 ]g = [x1, g][x1, x2]−1 = [x1, x2]n−1.
Here in the proof we have used the property that in F2, the condition
[x1, [x1, x2]] = [x2, [x1, x2]] = 1
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implies that
[x−11 , x2] = [x1, x−12 ] = [x1, x2]−1;
see Lemma 0.3.2.
Finally we have
[x1, xh1 ] = [x1, [x1, x2]m] = [x1, [x1, x2]]m = 1.
Similarly one proves that [x2, xh2 ] = 1.
0.4 Lie Algebras
In this section we introduce Lie algebras and Carnot algebras.
0.4.1 Definition
Let F be a field and g be a vector space over F . A binary operation [·, ·] : g× g→ g is called
a Lie bracket if it satisfies the following axioms:
(i) Bilinearity:
[ax+ by, z] = a[x, z] + b[y, z] and [z, ax+ by] = a[z, x] + b[z, y]
for all a, b ∈ F and all x, y, z ∈ g.
(ii) Alternating:
[x, x] = 0
for all x ∈ g.
(iii) The Jacobi identity:
[x, [y, z]] + [z, [x, y]] + [y, [z, x]] = 0
for all x, y, z ∈ g.
The vector space g with a Lie bracket [·, ·] is called a Lie algebra.
A subspace h of g is called a Lie subalgebra if it is closed under the Lie bracket; that is,
[h1, h2] ∈ h
for all h1, h2 ∈ h. A Lie subalgebra I of g is called an ideal of g if it satisfies the condition that
[I, g] ⊆ I. An ideal is sometimes also called a two-sided Lie ideal, but since the alternating
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and bilinearity properties of Lie algebras imply that the Lie brackets are anticommutative
(that is, [x, y] = −[y, x] for all x, y ∈ g), any Lie ideal is necessarily a two-sided Lie ideal.
Let g1 and g2 be Lie algebras over the same field F . A linear map f : g1 → g2 is called a
homomorphism between Lie algebras if it satisfies the condition that f([g1, g2]) = [f(g1), f(g2)]
for all g1 ∈ g1 and g2 ∈ g2.
Let X be a non-empty set and let i : X → g be a map, where g be a Lie algebra. The Lie
algebra g is called free on X if for any Lie algebra h and any map α : X → h, there exists a







Let A be a given Abelian group and let g be a Lie algebra over a field F . An A-grading of g





where each gα is an F -submodule satisfying the condition that
[gα, gβ] ⊆ gα+β
for all α, β ∈ A.
Take A to be the infinite cyclic group Z. If in this case, the Lie algebra g is generated by
g1, we call the grading Carnot. Any Lie algebra which admits a Carnot grading is called a
Carnot algebra.
Let G be a group and let γk(G) be the kth term of the lower central series of G defined by





Then LG has a graded Lie algebra structure induced from the commutator bracket on G.
We call LG the associated Carnot algebra of the group G.
Generally speaking, LG reflects much information about the group G, yet it is not uniquely
determined by G. Recall that a group G is called a perfect group if it equals to its own
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commutator group; that is, it satisfies the condition that [G,G] = G. Therefore if G is a
perfect group, LG(k) = G for all positive integer k and thus LG is trivial for every perfect
group G.
0.5 Cohen Algebras
A non-commutative analogue of exterior algebras was introduced in [10] and it was called the
Cohen algebra in [22]. We firstly define tensor algebras following the definition in [40]. Let R
be a commutative ring with unit and let V be the free R-module of rank n. Let {y1, . . . , yn}
be a basis for V . The tensor algebra T [V ] is defined to be the following direct sum of tensor
powers of V :
T [V ] = R⊕ V ⊕ (V ⊗ V )⊕ (V ⊗ V ⊗ V )⊕ . . .⊕ V ⊗m ⊕ . . . ,
where V ⊗m denotes V ⊗ . . .⊗V , the tensor product over R of m copies of V , whose elements
are finite sum of terms of the form x1 ⊗ . . . ⊗ xm with each xi ∈ V, i ∈ {1, . . . ,m}. The
tensor product gives a canonical isomorphism
V ⊗k ⊗ V ⊗l → V ⊗(k+l).
By linearity this isomorphism is extended to all of T [V ] and it determines the multiplication
on T [V ].
Definition 18. [22] The Cohen algebra ARn is defined as the quotient algebra of the tensor
algebra T [V ] modulo the two sided ideal generated by the monomials yi1 ⊗ . . . ⊗ yit with
ip = iq for some 1 ≤ p < q ≤ t. When R = Z, we denote ARn by An.
Next we list some properties of the Cohen algebra ARn which are expounded in [10].
Let n be a fixed positive integer and let I = (i1, . . . , it) be an ordered sequence of t distinct
integers such that ik ∈ {1, . . . , n} for all k ∈ {1, . . . , t} with 1 ≤ t ≤ n. The length of I is
defined to be t and is denoted by length(I). The sequence I is called admissible if its entries
satisfy the condition that 1 ≤ i1 < i2 < . . . < it ≤ n.
Proposition 0.5.1. In this thesis we shall assume that R = Z or Z/2rZ unless otherwise









and a basis is given by 1 and σ(yI) := yiσ(1) ⊗ . . .⊗ yiσ(t) for admissible
sequences I = (i1, . . . , it), 1 ≤ t ≤ n, and σ in Σt, where Σt is the symmetric group acting
on the set {1, . . . , t}.
Let Fn = F [x1, . . . , xn] be the free group generated by n elements x1, . . . , xn and let (ARn )×
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be the group of units in ARn . Let the homomorphism
exp : F [x1, . . . , xn]→ (ARn )×
be defined by
exp(xi) = 1 + yi
for all i ∈ {1, . . . , n}. Here 1 + yi is a unit in ARn since (1 + yi)(1 − yi) = 1 in ARn . The
following proposition is quoted from [11].
Proposition 0.5.2. The group homomorphism exp : K[x1, . . . , xn]→ (ARn )× is an monomor-
phism.
0.6 Simplicial Sets
We have already introduced the concept of ∆-sets and ∆-groups. Here in this section we
shall introduce co-∆-sets(groups) and bi-∆-sets(groups).
Definition 19. A sequence of sets {Sn}n≥0 is called a co-∆-set if for each n ≥ 0, there
exist maps dj : Sn−1 → Sn for 0 ≤ j ≤ n such that the identity
djdi = di+1dj
holds for all j ≤ i.
A sequence of groups {Gn}n≥0 is called a co-∆-group if for each n ≥ 0, there exist group
homomorphisms dj : Gn−1 → Gn for 0 ≤ j ≤ n such that the identity
djdi = di+1dj
holds for all j ≤ i.
The maps (group homomorphisms) di are also called cofaces.





di−1dj if j < i,
id if j = i,
didj−1 if j > i,
then {Sn}n≥0 is called a bi-∆-set.
A sequence of groups {Gn}n≥0 is called a bi-∆-group if it is a bi-∆-set and all its faces and
cofaces are group homomorphisms.






Ker(di : Gn → Gn−1).




Ker(di : Gn → Gn−1).
The group of the Moore boundaries of G, which is denoted by BG = {BnG}n≥0, is defined by
BnG = d0(Nn+1G).
The following result was proved in [41]:
Proposition 0.6.1. Let G1,G2,G3 be bi-∆-groups. The sequence
G1 → G2 → G3
is exact if and only if the sequence of graded groups




Homotopy Braid Groups and the Automorphism
Group of Reduced Free Groups
1.1 On Artin Representation
Recall that the Artin representation is induced by A : Bn → Aut(Fn) defined as follows:
A(σi) :

xi 7→ xixi+1x−1i ,
xi+1 7→ xi
xj 7→ xj , j 6= i, i+ 1
When restricted to Pn, the values of the Artin representation are explicitly listed in [33]:
Proposition 1.1.1. The homomorphism A : Bn → Aut(Fn), when restricted on Pn, is
specified by the following formula:
A(Ai,k)(xr) =

xr if r < i or k < r,
xi[xi, xk] if r = i,
[xk, xi]xk if r = k,
xr[xr, [xi, xk]] if i < r < k.
F. R. Cohen and J. Wu proved in [13] that the action of Bn in Aut(Fn) descends to an action
on Kn, although the action of the entire automorphism group Aut(Fn) does not descend to
an action on Kn:
Proposition 1.1.2 ([13]). The action of the group Bn regarded as subgroup of Aut(Fn)
acting naturally on Fn descends to an action of Bn on Kn denoted
α : Bn → Aut(Kn)
and defined by setting
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1. α(σi)(xi) = xixi+1x−1i
2. α(σi)(xi+1) = xi
3. α(σi)(xj) = xj
for j 6= i, i+ 1.
1.2 On Cohen Algebras
Recall that the Cohen algebra An with generators y1, · · · , yn, which is a non-commutative
analogue of exterior algebra, is defined to be the quotient of the tensor algebra T (V ) modulo
the ideal J generated by all monomials yi1 ⊗ · · · ⊗ yit with yip = yiq for some p and q such
that 1 ≤ p < q ≤ t, where V is the free Z-module of rank n with basis {y1, · · · , yn}. For two
elements g1 and g2 in T (V ), for simplicity we write the coset of g1 ⊗ g2 + V as g1g2. Also,
define the commutator of g1 + V and g2 + V , denoted by [g1, g2] by the identity
[g1, g2] = g1g2 − g2g1.
Let A×n be the group of units of An. Define a group homomorphism
exp : Fn → A×n
by setting
exp(xi) = 1 + yi
for 1 ≤ i ≤ n. The following lemma [10] is useful to our calculation:
Lemma 1.2.1. Let n = n1 · · ·nq. Then
exp([[xn1j1 , x
n2
j2 ], · · · , x
nq
jq
]) = 1 + n[[yj1 , yj2 ], · · · , yjq ].
In particular, if we take n1 = · · · = nq = 1 in the lemma, we have
exp([[xj1 , xj2 ], · · · , xjq ]) = 1 + [[yj1 , yj2 ], · · · , yjq ].
F. R. Cohen proved further in [10] that exponential map exp preserves the defining relation
in Kn. Therefore, there is an induced group homomorphism
exp : Kn → A×n .
Furthermore, the group homomorphism exp : Kn → A×n is an monomorphism; see Proposi-
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tion 0.5.2. Thus the representation
α : Bn → Aut(Kn)
induces a representation
α : Bn → Aut(A×n ).
When restricted on the pure braid group Pn, an explicit formula is given by the next
proposition.
Proposition 1.2.2. The homomorphism
α : Bn → Aut(A×n )
which is induced by
α : Bn → Aut(Kn)
when restricted on Pn, is specified by the following formula:
α(Ai,k)(yr) =

yr if r < i or k < r,
yi + [yi, yk] if r = i,
yk + [yk, yi] if r = k,
yr + [yr, [yi, yk]] if i < r < k.
Proof. The proof is done by a direct calculation, replacing xi ∈ Kn by 1 + yi ∈ A×n for
1 ≤ i ≤ n as the group homomorphism exp : Kn → A×n , which maps xi to 1 + yi, is an
isomorphism.
1. When r < i or k < r,
α(Ai,k)(xr) = xr,
thus
α(Ai,k)(1 + yr) = 1 + yr,
which implies that
α(Ai,k)(yr) = yr
2. When r = i,
α(Ai,k)(xi) = xi[xi, xk],
thus
α(Ai,k)(1 + yi) = (1 + yi)(1 + [yi, yk]),
which equals
1 + yi + [yi, yk]
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and therefore,
α(Ai,k)(yr) = yi + [yi, yk]
3. When r = k,
α(Ai,k)(xk) = [xk, xi]xk,
thus
α(Ai,k)(1 + yk) = (1 + [yk, yi])(1 + yk),
which equals
1 + yk + [yk, yi]
and therefore,
α(Ai,k)(yr) = yk + [yk, yi]
4. When i < r < k,
α(Ai,k)(xr) = xr[xr, [xi, xk]],
thus
α(Ai,k)(1 + yr) = (1 + yr)[(1 + yr), (1 + [yi, yk])],
which equals
(1 + yr)(1 + [yr, [yi, yk]]);
that is,
(1 + yr + [yr, [yi, yk]]
and therefore,
α(Ai,k)(yr) = [yr + [yr, [yi, yk]].
The following result is also useful in our calculation:
Corollary 1.2.3. The homomorphism
α : Bn → Aut(A×n )
satisfies the following identities:
α(A−1i,k )(yr) =

yr if r < i or k < r,
yi − [yi, yk] if r = i,
yk − [yk, yi] if r = k,
yr − [yr, [yi, yk]] if i < r < k.
38
Proof. For fixed i, k with 1 ≤ i < k ≤ n, define




yr if r < i or k < r,
yi − [yi, yk] if r = i,
yk − [yk, yi] if r = k,
yr − [yr, [yi, yk]] if i < r < k.
and we need to show that ω ◦α(Ai,k) is the identity map in Aut(A×n ). It is done by a routine
calculation as follows:




2. When r = i,
ω ◦ α(Ai,k)(yr)
= ω(yi + [yi, yk])
= yi − [yi, yk] + [yi − [yi, yk], yk − [yk, yi]]
= yi − [yi, yk] + [yi, yk]− [[yi, yk], yk]− [yi, [yk, yi]] + [[yi, yk], [yk, yi]]
= yi
= yr
3. When r = k,
ω ◦ α(Ai,k)(yr)
= ω(yk + [yk, yi])
= yk − [yk, yi] + [yk − [yk, yi], yi − [yi, yk]]




4. When i < r < k,
ω ◦ α(Ai,k)(yr)
= ω(yr + [yr, [yi, yk]])
= yr − [yr + [yi, yk]] + [yr − [yr, [yi, yk]], [yi − [yi, yk], yk − [yk, yi]]]
= yr − [yr + [yi, yk]] + [yr, [yi − [yi, yk], yk − [yk, yi]]]− [[yr, [yi, yk]], [yi − [yi, yk], yk − [yk, yi]]]
= yr − [yr + [yi, yk]] + [yr + [yi, yk]]
= yr
Thus in Aut(A×n ),
ω = (α(Ai,k))−1 = α(A−1i,k ).




where V ⊗n is V tensored with itself n times. Let x be an element in T (V ). Define the






where wn ∈ V ⊗n for all n, then wN 6= 0.
If I is a two-sided ideal of T (V ) and A = T (V )/I is the quotient algebra, define the
connectivity of an element a ∈ A, denoted by |a|, as
|a| = min
x∈T (V ) ; x+I=a
|x|.
We define the connectivity of 0 to be +∞.
Let I be the ideal generated by all monomials yi1 ⊗ · · · ⊗ yit with yip = yiq for some p and q
such that 1 ≤ p < q ≤ t and thus we have defined the connectivity of elements in the Cohen
algebra An.
Since each α(Ai,k) and α(A−1i,k ) maps each yr to yr plus an element with connectivity at least
2 and each pure braid β is a finite product of Ai,k’s and A−1i,k ’s, we conclude that
Corollary 1.2.4. Let β ∈ Pn be a pure braid. Then the connectivity of
α(β)(yr)− yr ∈ An
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is at least 2.
Remark 3. In the special case that
α(β)(yr) = yr,
α(β)(yr)− yr = 0 ∈ An.
But we defined the connectivity of the zero element to be +∞ and thus the Corollary 1.2.4 is
still true in this special case.
Now for each pure braid β ∈ Pn and for each y ∈ A×n , define
∆β(y) = α(β)(y)− y.
For each generator yr of An, ∆β(yr) is either 0, or a sum of elements of connectivity at least
2. When ∆β(yr) 6= 0, write ∆β(yr) as
∆β(yr) = δβ(yr) + δ′β(yr),
where in the sum of elements of the expression of ∆β(yr), δβ(yr) is the sum of elements of
lowest connectivity and δ′β(yr) is the sum of all other terms if any (otherwise write δ′β(yr) = 0).
When ∆β(yr) = 0, define δβ(yr) = δ′β(yr) = 0.
Example 15. Consider the pure braid A1,4A2,5 ∈ P5. Now we compute α(A1,4A2,5)(y3) as
follows:
α(A1,4A2,5)(y3)
= A1,4(y3 + [y3, [y2, y5]])
= y3 + [y3, [y1, y4]] + [y3 + [y3, [y1, y4]], [y2 + [y2, [y1, y4]], y5]]
= y3 + [y3, [y1, y4]] + [y3, [y2, y5]] + [[y3, [y1, y4]], [y2, y5]] + [y3, [[y2, [y1, y4]], y5]]
In this case,
∆A1,4A2,5(y3) = [y3, [y1, y4]] + [y3, [y2, y5]] + [[y3, [y1, y4]], [y2, y5]] + [y3, [[y2, [y1, y4]], y5]],
δA1,4A2,5(y3) = [y3, [y1, y4]] + [y3, [y2, y5]],
δ′A1,4A2,5(y3) = [[y3, [y1, y4]], [y2, y5]] + [y3, [[y2, [y1, y4]], y5]].
Lemma 1.2.5. For each β ∈ Pn and for each generator yr of An,
δβ−1(yr) = −δβ(yr)
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Proof. Write α(β)(yr) as yr + ∆β(yr). Then
yr = α(β−1)(α(β)(yr))
= α(β−1)(yr + ∆β(yr))
= yr + ∆β−1(yr) + α(β−1)(∆β(yr))
Thus
∆β−1(yr) = −α(β−1)(∆β(yr))
= −α(β−1)(δβ(yr) + δ′β(yr))
= −α(β−1)(δβ(yr))− α(β−1)(δ′β(yr))
So we have
δβ−1(yr) + δ′β−1(yr) = −α(β−1)(δβ(yr))− α(β−1)(δ′β(yr))
Write −α(β−1)(δβ(yr)) as
−α(β−1)(δβ(yr)) = −δβ(yr)− Ω,
where |Ω| > |δβ(yr)| and we have
δβ−1(yr) + δ′β−1(yr) = −α(β−1)(δβ(yr)) = −δβ(yr)− Ω− α(β−1)(δ′β(yr)).
Equating the terms of lowest connectivity of both sides of the equation, we conclude that
δβ−1(yr) = −δβ(yr).
Lemma 1.2.6. Let g ∈ Pn and let z ∈ An. Then |∆g(z)| > |z|.
Proof. Write z = a1z1 + · · ·+ amzm, here each zi is a monomial of the form
zi = yi,j1 · · · yi,jki .
Choose zp such that
|zp| = min1≤p≤m{|z1|, · · · , |zm|}.
Thus zp = yp,j1 · · · yp,j|z| . For each 1 ≤ s ≤ j|z|, write
(α(g))g(yp,js) = yp,js + ∆g(yp,js).
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Then
∆g(zp) = (α(g))(zp)− zp
= (α(g))(yp,j1 · · · yp,j|z|)− yp,j1 · · · yp,j|z|
= (yi,j1 + ∆g(yi,j1)) · · · (yi,j|z| + ∆g(yi,j|z|))− yp,j1 · · · yi,j|z|
Notice that after writing
yp,j1 · · · yi,j|z| − yp,j1 · · · yi,j|z| = 0,
the connectivity of every term on the right hand side is at least K, where
K = min{|∆g(y1,j1)|, · · · , |∆g(yp,j|z|)|}+ |z| − 1.




Remark 4. Corollary 1.2.4 is a direct consequence of Lemma 1.2.6. In fact, each ∆Ai,k(yr)
has at most one term and thus ∆Ai,k(yr) = δAi,k(yr).
Lemma 1.2.7. For each generator yr ∈ An and for every 1 ≤ i < j ≤ n,
∆Ai,j (∆Ai,j (yr)) = 0
and
∆A−1i,j (∆Ai,j (yr)) = 0
Proof. As before, we discuss four cases.
1. When r < i or k < r, ∆Ai,j (yr) = 0 and therefore ∆Ai,j (∆Ai,j (yr)) = 0.
2. When r = i, ∆Ai,j (yr) = [yi, yj ]. Thus
∆Ai,j (∆Ai,j (yr))
= ∆Ai,j ([yi, yj ])
= [yi + [yi, yj ], yj + [yj , yi]]− [yi, yj ]
= [yi, yj ] + [[yi, yj ], yj ] + [[yi, yj ], yj ] + [[yi, yj ], [yj , yi]]− [yi, yj ]
= 0
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3. When r = k, ∆Ai,j (yr) = [yj , yi]. Thus
∆Ai,j (∆Ai,j (yr))
= ∆Ai,j ([yj , yi])
= [yj + [yj , yi], yi + [yi, yj ]]− [yj , yi]
= [yj , yi] + [[yj , yi], yi] + [[yj , yi], yi] + [[yj , yi], [yi, yj ]]− [yj , yi]
= 0
4. When i < r < k, ∆Ai,j (yr) = [yr, [yi, yj ]]. Thus
∆Ai,j (∆Ai,j (yr))
= ∆Ai,j ([yr, [yi, yj ]])
= [yr + [yr, [yr, [yi, yj ]]], [yi + [yi, yj ], yj + [yj , yi]]]− [yr, [yi, yj ]]
= [yr, [yi + [yi, yj ], yj + [yj , yi]]]− [yr, [yi, yj ]]
= [yr, [yi, yj ]]− [yr, [yi, yj ]]
= 0
The proof of the second identity is similar.
Lemma 1.2.8. Let g, h be elements of Pn. Then for each generator yr of An, the connectivity
of ∆[g,h](yr) is at least 3.
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Proof.
(α([g, h]))(yr) = (α(g−1h−1gh))(yr)
= (α(g−1h−1g))((α(h))yr)
= (α(g−1h−1g))(yr + ∆h(yr))
= (α(g−1h−1))(yr + ∆g(yr) + ∆h(yr) + ∆g(∆h(yr)))
= (α(g−1))(yr + ∆h−1(yr) + ∆g(yr) + ∆h−1(∆g(yr)) + ∆h(yr)
+∆h−1(∆h(yr)) + ∆g(∆h(yr))) + ∆h−1(∆g(∆h(yr))))
= yr + ∆g−1(yr) + ∆h−1(yr) + ∆g−1(∆h−1(yr)) + ∆g(yr)
+∆g−1(∆g(yr)) + ∆h−1(∆g(yr)) + ∆g−1(∆h−1(∆g(yr)))
+∆h(yr) + ∆g−1(∆h(yr)) + ∆h−1(∆h(yr))
+∆g−1(∆h−1(∆h(yr))) + ∆g(∆h(yr))) + ∆g−1(∆g(∆h(yr))))
+∆h−1(∆g(∆h(yr))) + ∆g−1(∆h−1(∆g(∆h(yr))))
= yr + δg−1(yr) + δ′g−1(yr) + δh−1(yr) + δ′h−1(yr) + ∆g−1(∆h−1(yr))
+δg(yr) + δ′g(yr) + ∆g−1(∆g(yr)) + ∆h−1(∆g(yr))
+∆g−1(∆h−1(∆g(yr))) + δh(yr) + δ′h(yr) + ∆g−1(∆h(yr))
+∆h−1(∆h(yr)) + ∆g−1(∆h−1(∆h(yr))) + ∆g(∆h(yr)))
+∆g−1(∆g(∆h(yr)))) + ∆h−1(∆g(∆h(yr)))
+∆g−1(∆h−1(∆g(∆h(yr))))
= yr − δg(yr) + δ′g−1(yr)− δh(yr) + δ′h−1(yr) + ∆g−1(∆h−1(yr))
+δg(yr) + δ′g(yr) + ∆g−1(∆g(yr)) + ∆h−1(∆g(yr))
+∆g−1(∆h−1(∆g(yr))) + δh(yr) + δ′h(yr) + ∆g−1(∆h(yr))
+∆h−1(∆h(yr)) + ∆g−1(∆h−1(∆h(yr))) + ∆g(∆h(yr)))
+∆g−1(∆g(∆h(yr)))) + ∆h−1(∆g(∆h(yr)))
+∆g−1(∆h−1(∆g(∆h(yr))))
= yr + δ′g−1(yr) + δ′h−1(yr) + ∆g−1(∆h−1(yr)) + δ′g(yr)
+∆g−1(∆g(yr)) + ∆h−1(∆g(yr)) + ∆g−1(∆h−1(∆g(yr)))











where a, b, c, d ∈ {g, h, g−1, h−1}. By definition of the functor δ′,
|δ′a(yr)| > |∆a(yr)| ≥ 2
and thus
|δ′a(yr)| ≥ 3.





Lemma 1.2.9. Let yr be a generator of An and let g ∈ Pn, then
∆g(yr) + ∆g−1(yr) + ∆g−1(∆g(yr)) = 0.
Proof. Since (α(g))(yr) = yr + ∆g(yr), we have
yr = (α(g−1g))(yr)
= (α(g−1))(yr + ∆g(yr))
= yr + ∆g−1(yr) + ∆g(yr) + ∆g−1(∆g(yr))
Therefore,
∆g(yr) + ∆g−1(yr) + ∆g−1(∆g(yr)) = 0.
Proposition 1.2.10. Let yr be an arbitrarily fixed generator of An and let g1, · · · , gt be
elements of Pn, where t ≥ 2. Then for each element βt of the form
βt = [· · · [g1, g2], · · · , gt],
the connectivity of ∆βt(yr) is at least t+ 1.
Proof. We prove the result by induction on t. The base case was proved by Lemma 1.2.8.
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Now assume that for
βt = [· · · [g1, g2], · · · , gt],
the connectivity of ∆βt(yr) is at least t+ 1, we prove that for
βt+1 = [· · · [g1, g2], · · · , gt+1],
the connectivity of ∆βt+1(yr) is at least t+ 2. Firstly we show that for any 1 ≤ i < j ≤ n,
the connectivity of ∆[βt,Ai,j ](yr) is at least t+ 1. Write a = Ai,j and we have
(α([βt, a]))(yr) = (α(β−1t a−1βta))(yr)
= (α(β−1t a−1βt))((α(a))yr)
= (α(β−1t a−1βt))(yr + ∆a(yr))
= (α(β−1t a−1))(yr + ∆βt(yr) + ∆a(yr) + ∆βt(∆a(yr)))
= (α(β−1t ))(yr + ∆a−1(yr) + ∆βt(yr) + ∆a−1(∆βt(yr)) + ∆a(yr)
+∆a−1(∆a(yr)) + ∆βt(∆a(yr))) + ∆a−1(∆βt(∆a(yr))))
= yr + ∆β−1t (yr) + ∆a−1(yr) + ∆β−1t (∆a−1(yr)) + ∆βt(yr)
+∆β−1t (∆βt(yr)) + ∆a−1(∆βt(yr)) + ∆β−1t (∆a−1(∆βt(yr)))
+∆a(yr) + ∆β−1t (∆a(yr)) + ∆a−1(∆a(yr))
+∆β−1t (∆a−1(∆a(yr))) + ∆βt(∆a(yr))) + ∆β−1t (∆βt(∆a(yr))))
+∆a−1(∆βt(∆a(yr))) + ∆β−1t (∆a−1(∆βt(∆a(yr))))
= yr + ∆β−1t (∆a−1(yr)) + ∆a−1(∆βt(yr)) + ∆β−1t (∆a−1(∆βt(yr)))
+∆β−1t (∆a(yr)) + ∆β−1t (∆a−1(∆a(yr))) + ∆βt(∆a(yr)))
+∆β−1t (∆βt(∆a(yr)))) + ∆a−1(∆βt(∆a(yr)))
+∆β−1t (∆a−1(∆βt(∆a(yr))))
Observing that by the inductive hypothesis, the connectivity of every term in the expression
of ∆[βt,a](yr) is at least t+ 2 and thus
|∆[βt,Ai,j ](yr)| ≥ t+ 2.
In a similar way one proves that









and let αs be the composite of
Pn
α−→ An q−→ Asn,
where q : An → Asn is the quotient map. Under this notation,
αt+1([βt, A±1i,j ]) = 1 ∈ Aut(At+1n ).
For arbitrary gt ∈ Pn, Write gt = A±1i1,j1 · · ·A±1il,jl . Using the commutator identity
[a, bc] = [a, c][a, b]c,
one proves that
αt+1([βt, gt]) = 1 ∈ Aut(At+1n )
by induction on l. Therefore for each yr, the connectivity of ∆βt+1(yr) = ∆[βt,gt](yr) is at
least t+ 2.
Since every element y ∈ An with |x| ≥ n+1 must be zero, by taking t = n in Proposition 1.2.10,
we conclude that
Corollary 1.2.11. The restriction of the map
α : Pn → Aut(An)
on γn(Pn) is trivial, where γn(Pn) is the nth term of the descending central series of Pn.
Proposition 1.2.12. Let β ∈ Brunn be a Brunnian braid with n strands, then the connec-
tivity of ∆β(yi) is at least n.
Proof. Since every Brunnian braid β is of the form
β = β1 · · ·βs, ,
where for each 1 ≤ i ≤ s, βi is an iterated commutator of the form
βi = [· · · [gi,1, gi,2], · · · , gi,n−1]
with gi,1, gi,2 · · · , gi,n−1 ∈ Pn. By the proof of Proposition 1.2.10, for each βi,
αn(βi) = 1 ∈ Aut(Ann).
Therefore,
αn(β) = 1 ∈ Aut(Ann)
and this implies that the connectivity of ∆β(yi) is at least n.
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1.3 The Lie algebra LPq (Brunn)
Firsly we introduce a group which will be useful in our discussion later:
Definition 22. Let L(x1, · · · , xn) be the free Lie algebra over Z generated by {x1, · · · , xn}
and let Lie(x1, · · · , xn) be the quotient Lie algebra of L(x1, · · · , xn) by the two-sided Lie ideal
generated by Lie elements of the form
[· · · [xi1 , xi2 ], · · · , xit ]
with il = ik for some 1 ≤ l < k ≤ t. Define Lie(n) to be the group whose elements are linear
span of elements of the form
[· · · [xσ(1), xσ(2)] · · · , xσ(n)]
in Lie(x1, · · · , xn), where σ runs over the elments in the elements in the symmetric group
Σn.
The structure of the free Lie algebra LP (Brunn) is given by J. Y. Li, V. V. Vershinin and J.
Wu in [31]. Firstly we introduce some notations:
Definition 23. Let a1, . . . , ak be letters. A Lie monomial M on the letters a1, · · · , ak means
W = ai for some 1 ≤ i ≤ k or a Lie bracket
W = [ai1 , ai2 , · · · , ait ]
under any possible bracket arrangements with entries on the letters ai’s.
Definition 24 ([31]). Let 1 ≤ k ≤ n and we recursively define the sets K(n)k in the reverse
order as follows:
(i) Let K(n)n = {A1,n, A2,n, . . . , An−1,n}.
(ii) Suppose that for some k < n, K(n)k+1 has been defined as a subset of Lie monomials
on A1,n, A2,n, . . . , An−1,n, define
Ak = {W ∈ K(n)k+1 |W does not contain Ak,n in its entries}.
(iii) Define
K(n)k = {W ′} ∪ {[· · · [[W ′,W1],W2], . . . ,Wt]}
for W ′ ∈ K(n)k+1 and W1,W2, . . . ,Wt ∈ Ak with t ≥ 1.
Example 16. Let n = 3. The sets K(3)3,K(3)2,K(3)1 are constructed as follows:
1. K(3)3 = {A1,3, A2,3};
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2. A2 = {A1,3} and
K(3)2 = {A2,3, [A2,3, A1,3], [[A2,3, A1,3], A1,3], · · · , [· · · [A2,3, A1,3], · · · , A1,3], · · · }
3. A1 = {A2,3} and K(3)1 consists of the following elements:
• [A2,3, A1,3],[[A2,3, A1,3], A1,3],· · · ,[· · · [A2,3, A1,3], · · · , A1,3];
• [[A2,3, A1,3], A2,3],[[[A2,3, A1,3], A1,3], A2,3],· · · ,
[[· · · [A2,3, A1,3], · · · , A1,3], A2,3];
• · · · ;
• [· · · [[A2,3, A1,3], A2,3], · · · , A2,3],[· · · , [[[A2,3, A1,3], A1,3], A2,3], · · · ,
A2,3],· · · ,[· · · , [[· · · [A2,3, A1,3], · · · , A1,3], A2,3], · · · , A2,3].
Let Pn be the pure braid group with n strands and let {γq(Pn)}q≥1 be the descending central
series of Pn. Consider the restriction Brunn
⋂











Let n ≥ 2 and for each 1 ≤ k ≤ n, define dk : Pn → Pn−1 to be the operation that “removes”
the ith strand. More specifically, dk is defined by the following formula:
dk(Ai,j) =

Ai,j if i < j < k,
0 if k = j,
Ai,j−1 if i < j < k,
0 if k = i,
Ai−1,j−1 if k < i < j.
Proposition 1.3.1. [31] The relative Lie algebra LP (Brunn) is the Lie subalgebra
n⋂
i=1
ker(di : L(Pn)→ L(Pn−1)).
Theorem 1.3.2. [31] The Lie algebra LP (Brunn) is a free Lie algebra generated by K(n)1
as a set of free generators.
From the construction of K(n)1, it is clear that each free generator of LP (Brunn) is of the
form
[· · · [Ai1,n, Ai2,n], · · · , Ait,n],
where
{i1, i2, · · · , it} = {1, 2, · · · , n− 1}.
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Thus we have the following result:
Corollary 1.3.3. Let q ≤ n, then
LPn+1q (Brunn+1) = 0 for q ≤ n− 1.
Lemma 1.3.4. Consider the following commutative diagram of groups and group homomor-
phisms
1 1 1
1 X0 X1 X2 1
1 Y0 Y1 Y2 1







where all columns and rows are exact sequences except the last row, and h1 : Z1 → Z2 is
onto. Then there exists an induced group homomorphism
h0 : Z0 → Z1
such that the diagram
1 1 1
1 X0 X1 X2 1
1 Y0 Y1 Y2 1








is commutative and the last row
1 −→ Z0 h0−→ Z1 h1−→ Z2 −→ 1
is an exact sequence.
Proof. For each z0 ∈ Z0, since p1 maps Y0 onto Z0, there exists y0 ∈ Y0 with p1(y0) = z0.
Define h0(z0) = q1(g0(y0)).
1. The map h0 is well-defined: If there exist y0, y′0 ∈ Y0 with p1(y0) = p1(y′0) = z0, we
need to show that q1(g0(y0)) = q1(g0(y′0)). In fact, Since p1(y0) = p1(y′0), y0y′−10 ∈
ker(p1) = im(p0). Thus there exists x0 ∈ X0 such that p0(x0) = y0y′−10 . Then
q1(g0(y0y′−10 )) = q1(g0(p0(x0))) = q1(q0(f0(x0))) = 1, since the composite q1 ◦ q0 is
trivial, the second column being an exact sequence. Therefore, q1(g0(y0)) = q1(g0(y′0))
and h0 is well-defined.
2. The diagram is commutative: It suffices to prove that h0 ◦ p1 = q1 ◦ g0, and it follows
immediately from the definition of h0 and the fact that p1 maps Y0 onto Z0.
3. The map h0 is one-to-one. Let z0 be in Z0 with h0(z0) = 1 ∈ Z1 and we shall prove
that z0 = 1 ∈ Z0. In fact, choose y0 ∈ Y0 such that p1(y0) = z0 and let y1 = g0(y0).
Then q1(y1) = q1(g0(y0)) = h0(p1(y0)) = 1 and thus y1 ∈ ker(q1) = im(q0). Choose
x1 ∈ X1 such that q0(x1) = y1. Let x2 = f1(x1) and notice that r0(x2) = r0(f1(x1)) =
g1(q0(x1)) = g1(y1) = g1(g0(y0)) = 1 and therefore, x2 = 1 ∈ X2 since r0 is one-to-one.
Thus x1 ∈ ker f1 = im(f0). Choose x0 ∈ X0 such that f0(x0) = x1 and we claim
that p0(x0) = y0. In fact, since g0 : Y0 → Y1 is one-to-one, it suffices to prove that
g0(y0) = g0(p0(x0)). Since g0(y0) = y1 and g0(p0(x0)) = q0(f0(x0)) = q0(x1) = y1, we
have proved that y0 = p0(x0). Thus z0 = p1(p0(x0)) = 1 since the composite p1 ◦ p0 is
trivial.
4. im(h0) ∈ ker(h1). For every z0 ∈ Z0, since p1 is onto, choose y0 ∈ Y0 such that
p1(y0) = z0. Then h1(h0(z0)) = h1(h0(p1)) = h1(q1(g0(y0))) = r1(g1(g0(y0))) = 1,
the composite g1 ◦ g0 being trivial. Thus h1 ◦ h0 is trivial and this implies that
im(h0) ∈ ker(h1).
5. ker(h1) ∈ im(h0). Choose z1 ∈ ker(h1). There exists y1 ∈ Y1 such that q1(y1) = z1.
Thus r1(g1(y1)) = h1(q1(y1)) = h1(z1) = 1 and therefore, y2 := g1(y1) ∈ ker(r1) =
im(r0). Choose x2 ∈ X2 and x1 ∈ X1 such that r0(x2) = y2 and f1(x1) = x2. Then
g1(y1) = r0(f1(x1)) = g1(q0(x1)) and therefore, q0(x1)−1y1 ∈ ker(g1) = im(g0). Thus
there exists y0 ∈ Y0 such that g0(y0) = q0(x1)y1. Finally let z0 = p1(y0) and we claim
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Thus we have the following corollary:




















In+1 γq+1(Pn+1) γq+1(P˜n+1) 1
1 γq(Pn+1)
⋂
In+1 γq(Pn+1) γq(P˜n+1) 1
1 Yq,n Lq(Pn+1) Lq(P˜n+1) 1
1 1 1
where each column and each row is an exact sequence.
In Corollary 1.3.5, let the map γq(Pn+1)
⋂








⋂Brunn+1⋂ γq(Pn+1)/In+1⋂Brunn+1⋂ γq+1(Pn+1) .
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and we have the following result:
Lemma 1.3.6. The group Zq is trivial for q ≤ n.











since LPn+1q (Brunn+1) = 0 for q ≤ n− 1, see Corollary 1.3.3.
Next we consider the case that q = n. By Lemma 1.8 of [23], there is a split short exact
sequence of groups
1 −→ Kn −→ P˜n+1 d˜n+1−→ P˜n −→ 1,
where Kn is isomorphic to the kernel of dn+1 : P˜n+1 → P˜n, which is generated by the elements
A˜1,n+1, A˜2,n+1, · · · , A˜n,n+1. Therefore Ln(Kn) = γn(Kn)/γn+1(Kn) is generated by elements
of the form [A˜i1,n+1, · · · , A˜in,n+1], where {i1, · · · , in} = {1, · · · , n}. It is a direct consequence
of Theorem 1.6.1 of [10] that Ln(Kn) is isomorphic to Lie(n). By Theorem 1.3.2, LPn (Brunn+1)
is generated by elements of the form [Ai1,n+1, · · · , Ain,n+1] with {i1, · · · , in} = {1, · · · , n}
and it is also isomorphic to Lie(n). Thus there exists an isomorphism
χ : LPn (Brunn+1)→ Ln(Kn)
defined by
χ([Bi1,n+1, · · · , Bin,n+1]) = [B˜i1,n+1, · · · , B˜in,n+1].








where both vertical maps are one-to-one, i and j are inclusions and the composite q ◦ j is
trivial. This implies that the composite χ ◦ i is trivial. But χ is an isomorphism, thus the
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inclusion i is trivial and therefore, Zn is the trivial group.
1.4 Representation of P˜n on Kn




Ker(di : Gn → Gn−1)





Ker(di : Gn → Gn−1)
and
BnG = d0(Nn+1G).
The following lemma is proved in [41]:
Proposition 1.4.1. A sequence of bi-∆-groups
G′ → G→ G′′
is short exact if and only if the sequence of graded groups
ZG′ → ZG→ ZG′′
is short exact.
Thus we have the following corollary:
Corollary 1.4.2. A homomorphism of bi-∆-groups
F : G→ H
is an isomorphism if and only if the induced homomorphism
ZF : ZG→ ZH
is an isomorphism.
Theorem 1.4.3. The homomorphism α : Pn → Aut(Kn) induces a homomorphism α˜ :
P˜n → Aut(Kn).
Proof. Following the notation and the conclusion in Lemma 1.3.6, we know that Zq = 1 for
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⋂Brunn+1 ≤ γn+1(Pn+1). By Corollary 1.2.11, The restriction of the map α :
Pn+1 → Aut(An) on γn+1(Pn+1) is trivial, thus the the induced map α : Pn+1 → Aut(Kn+1),
when restricted on γn+1(Pn+1), is trivial. Therefore, the composite
In+1
⋂
Brunn+1 ↪→ Pn+1 α−→ Aut(Kn+1)
is trivial. Let I˜n be the kernel of the map α : Pn → Aut(Kn). Then In+1⋂Brunn+1 ⊆ I˜n+1
and this implies that In+1
⋂Brunn+1 ⊆ I˜n+1⋂Brunn+1. Let AP∗ = {Pn+1}n≥0 be the bi-∆
group with face operations and degeneracy operations defined as follows:
dt(Ai,j) =

Ai−1,j−1 if t+ 1 < i,
1 if t+ 1 = i,
Ai,j−1 if i < t+ 1 < j,
1 if t+ 1 = j,
Ai,j if t+ 1 > i.
st(Ai,j) =

Ai+1,j+1 if t+ 1 < i,
Ai,j+1 ·Ai+1,j+1 if t+ 1 = i,
Ai,j+1 if i < t+ 1 < j,
Ai,j ·Ai,j+1 if t+ 1 = j,
Ai,j if t+ 1 > i.
Let I∗ = {In+1}n≥0 and I˜∗ = {I˜n+1}n≥0 be the corresponding bi-∆-subgroups of AP∗. Notice
that the Moore cycles ZAP∗ = ABrun∗ = {Brunn+1}n≥0 is the bi-∆-subgroup consisting
Brunnian braids. Since In+1












is an isomorphism. Therefore, In ≤ I˜n for each n ≥ 1. Thus the homomorphism α : Pn →
Aut(Kn) factors through P˜n and this gives an induced homomorphism α˜ : P˜n → Aut(Kn).
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2
The Faithfulness of Artin Representation of
Homotopy Braid Groups
2.1 On the Holomorph of a Group
The holomorph of a discrete group G is the universal semi-direct product of G. It is elucidated
in work of M. Voloshina [39]. Here is the construction:
Definition 25. Let G be a group and let Aut(G) be the automorphism group of G. Define
the holomorph of G, denoted by Hol(G), as a semi-direct product of G and Aut(G) as follows:
1. As a set, Hol(G) is the direct product G×Aut(G).
2. The product is defined by
(f, x) · (g, y) = (f · g, g−1(x) · y),
where (f, x), (g, y) ∈ Hol(G).
From the definition we have
Lemma 2.1.1. There is a short exact sequence of groups
1→ G→ Hol(G)→ Aut(G)→ 1.
The following result is from the work of M. Voloshina [39]:
Lemma 2.1.2. For a group homomorphism φ : H → Aut(G), there is a map of split
extensions
1 G Z H 1
1 G Hol(G) Aut(G) 1
= φdi
where Z is the pull back.
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2.2 On the Faithfulness of Artin Representation
In [13], the authors proved the faithfulness of the Artin representation A : Bn → Aut(Fn)
and here we will recall the idea of the proof. Let Fn be the free group of n generators and
let G ∗H denote the free product of two groups G and H. Thus Fn+1 ∼= Fn ∗ Z.
Define homomorphisms
e : Aut(Fn)→ Aut(Fn+1)
and
χ : Fn → Aut(Fn)
as follows:
Definition 26. Regard Fn+1 as Fn ∗ Z. The homomorphism e : Aut(Fn) → Aut(Fn+1) is
defined by the formula
(e(f))(z) =
f(z) if z ∈ Fn ⊆ Fn+1;z if z ∈ Z = 〈xi+1〉 ⊆ Fn+1,
where f ∈ Aut(Fn) and z ∈ Fn+1. The homomorphism χ : Fn → Aut(Fn+1) is defined by
the formula
(χ(h))(z) =
z if z ∈ Fn ⊆ Fn+1;hzh−1 if z ∈ Z = 〈xi+1〉 ⊆ Fn+1,
where h ∈ Fn and z ∈ Fn+1.
Definition 27. The induced function
E : Hol(Fn)→ Aut(Fn+1)
is defined by the formula
E(f, h) = e(f) · χ(h)
for f ∈ Aut(Fn) and h ∈ Fn.
Lemma 2.2.1. [13] The following properties hold in Aut(Fn+1):
1. χ(h) · e(f) = e(f) · χ(f−1(h)),
2. the function E : Hol(Fn)→ Aut(Fn+1) is a well-defined homomorphism satisfying
(a) E|Aut(G) = e;
(b) E|G = χ;
(c) e(f−1)χ(h)e(f) = χ(f−1(h)),
3. the induced function
E : Hol(Fn)→ Aut(Fn+1)
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is a monomorphism.







Then the group Pn+1 is isomorphic to ζn+1. Furthermore, the Artin representation of Pn+1
is given by the composite
Pn+1 = ζn+1 I−→ Hol(Fn) E−→ Aut(Fn+1).
Thus the Artin representation is faithful.
2.3 On the Descending Central Series of Reduced Free Groups
The following result was proved in [33]:
Proposition 2.3.1. Let G be a group and let a, b, c be elements of G. Let γk(G) denote the
kth term of the descending central series of G. Suppose that k,m, n are positive integers
such that a ∈ γk(G), b ∈ γm(G), c ∈ γn(G). Then
1. a · b ≡ b · a mod γk+m(G).
2. [a, b · c] ≡ [a, b] · [a, c] mod γk+m+n(G).
3. [a · b, c] ≡ [a, c] · [b, c] mod γk+m+n(G).
4. [[a, b], c] · [[b, c], a] · [[c, a], b] ≡ 1 mod γk+m+n+1.
As a corollary, we have the following lemma:
Lemma 2.3.2. Let Kn+1 = Kn+1(x1, · · · , xn+1) be the reduced free group with generators
x1, · · · , xn+1. Let
pik : γk(Kn+1)→ γk(Kn+1)
/
γk+1(Kn+1)
be the natural quotient map. For each α ∈ γk(Kn+1)
/
γk+1(Kn+1) , choose α ∈ γk(Kn+1)
such that pik(α) = α. Let xn+1 = pi1(xn+1) ∈ γ1(Kn+1)
/
γ2(Kn+1) and let [α, xn+1] =






[α, xn+1] = [α, xn+1]
is well-defined.
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Proof. It suffices to check that for each s ∈ γk+1(Kn+1) and t ∈ γ2(Kn+1), [α, xn+1] ≡
[αs, xn+1t] mod γk+2(Kn+1). This is verified directly:
[αs, xn+1t] ≡ [αs, xn+1][αs, t] mod γk+3(Kn+1)
≡ [α, xn+1][s, xn+1][α, t][s, t] mod γk+3(Kn+1)
But since [s, xn+1], [α, t] ∈ γk+2(Kn+1) and [s, t] ∈ γk+3(Kn+1) ⊆ γk+2(Kn+1), we conclude
that








Wk(zγk+1(Kn)) = [z, xn+1]γk+2(Kn+1),
where z ∈ γk(Kn). Then Wk is well-defined and a monomorphism.
Proof. Since for each z ∈ γk+1, [z, xn+1] ∈ γk+2(Kn+1), Wk is well-defined. To prove that
Wk is one-to-one, it suffices to assume that k ≤ n since γk(Kn) is trivial for k ≥ n+ 1. Recall
that Theorem 1.6.1 of [10] implies that for 1 ≤ k ≤ n, γk(Kn)
/
γk+1(Kn) is a free abelian
group with basis
[· · · [[xj1 , xjσ(2) ], xjσ(3) ] · · · , xjσ(k) ]γk+1(Kn),
where (j1, · · · , jk) is admissible and σ is in Σk−1, the symmetric group acting on {2, · · · , k}.




ns[· · · [[xs,j1 , xs,jσs(2) ], xs,jσs(3) ] · · · , xs,jσs(k) ]γk+1(Kn),
where ns ∈ Z, then
0 = Wk(x) =
t∑
s=1
ns[· · · [[[xs,j1 , xs,jσs(2) ], xs,jσs(3) ] · · · , xs,jσs(k) ], xk+1]γk+2(Kn+1).
But γk+1(Kn+1)
/
γk+2(Kn+2) is a free abelian group with basis
[· · · [[xj1 , xjσ(2) ], xjσ(3) ] · · · , xjσ(k+1) ]γk+1(Kn+1)
and j1, · · · , jk being admissible implies that (j1, · · · , jk, n+ 1) is also admissible, we conclude
that n1 = · · · = nt = 0 and this implies that x = 0. Therefore, Wk is one-to-one.
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Lemma 2.3.4. Let α ∈ Kn(x1, · · · , xn) ≤ Kn+1(x1, · · · , xn, xn+1). If αxn+1 = xn+1α, then
α = 1.
Proof. Suppose that α 6= 1. Choose 1 ≤ k ≤ n such that α ∈ γk(Kn) and α /∈ γk+1(Kn).
Since [α, xn+1] = 1, pik+1([α, xn+1]) = 1; that is, [α, xn+1] = 1. By Lemma 2.3.2, this implies
that [α, xn+1] = 1, which implies that Wk(αγk+1(Kn+1)) = 1 ∈ γk+1(Kn+1)
/
γk+2(Kn+1) .
By Lemma 2.3.3, pik(α) = 1 ∈ γk(Kn+1)
/
γk+1(Kn+1) . But this means that α ∈ γk+1(Kn),
contradiction to our choice of k.
2.4 The Faithfulness of Artin Representation of Homotopy
Braid Groups
Let Aut(Fn,Kn) denote the subgroup of Aut(Fn) consists of all automorphisms of Fn which
induce automorphisms of Kn. Then there is an induced map
q : Aut(Fn,Kn)→ Aut(Kn).
By Proposition 3.1 of of [13] the representation ξ : Bn → Aut(Fn) induces a map ξ˜ : Bn →





For each φ ∈ Aut(Fn), define
φ ∗ id : Fn+1 → Fn+1
by
φ ∗ id(xi) =
φ(xi) if 1 ≤ i ≤ n,xn+1 if i = n+ 1.
Let Dn+1 be the kernel of the projection Fn+1 → Kn+1 and let Aut(Fn,Kn)′ be the subgroup
of Aut(Fn,Kn) defined by
Aut(Fn,Kn)′ = {φ ∈ Aut(Fn,Kn) | (φ ∗ id)(Dn+1) ⊆ Dn+1}.








where Hol(Fn) and Hol(Fn)′ are pullbacks. In Corollary 8, the image of the map I : ζ →










Let the image of the composition Hol(Fn)′ → Hol(Fn)→ Hol(Kn) be denoted by Hol(Kn)′
and let the image of the composition Aut(Fn,Kn)′ → Aut(Fn,Kn)→ Aut(Kn)′ be denoted







Let E˜ : Hol(Kn)′ → Aut(Kn+1) be induced by E|Hol(Fn)′ : Hol(Fn)′ → Aut(Fn + 1); that is,






By the definition of E, E˜ is specified by the following formulas:
(E˜(f, 1))(z) =
f(z) if z ∈ Kn ⊆ Kn+1;z if z ∈ Z = 〈xi+1〉 ⊆ Kn+1,
and
(E˜(1, h))(z) =
z if z ∈ Kn ⊆ Kn+1;hzh−1 if z ∈ Z = 〈xi+1〉 ⊆ Kn+1,
where f ∈ Aut(Kn) and h ∈ Kn.
Lemma 2.4.1. The map E˜ : Hol(Kn)′ → Aut(Kn+1) is one-to-one.
Proof. Let (f, h) ∈ ker(E˜), where f ∈ Aut(Kn) and h ∈ Kn. Then the projection of (f, h)
on Aut(Kn) is (f, 1), which must be trivial by the definition of E. Thus every element in
ker(E˜) is of the form (1, h) with 1 being the identity map on E˜ and h ∈ Kn ⊆ Kn+1. Thus
we have hxn+1 = xn+1h and this implies that h is trivial by Lemma 2.3.4. Thus we conclude
that E˜ is one-to-one.





Proof. Let the kernel of the projection Fn → Kn be denoted by Fn and let the kernel of the









where the second row and the third row are split short exact sequences; that is, there
exist maps sn+1 : Pn → Pn+1 and s˜n+1 : P˜n → P˜n+1 such that dn+1 ◦ sn+1 = idPn
and d˜n+1 ◦ s˜n+1 = idP˜n . Thus there exists a cross section sn+1 : Pn → Pn+1 such that
dn+1 ◦ sn+1 = idPn . Therefore, Pn+1 is a semi-direct product of Fn and Pn. Write every
element w ∈ Pn+1 as w = (w1, w2) with w1 ∈ Fn and w2 ∈ Pn. For w1, it is mapped to
1 ∈ Hol(Kn) by the composition
Fn → Hol(Fn)→ Hol(Kn),
because the composition
Fn → Fn → Kn




For w2, the image of sn+1(w2) under the composition
Pn+1 → Pn+1 I−→ Hol(Fn)→ Hol(Kn)
is equal to the image of w2 under the composition Pn → Pn → Aut(Fn,Kn)→ Aut(Kn)→
Hol(Kn), which equals to the image of w2 under the composition Pn → Pn → P˜n →




Pn → Pn → P˜n
is trivial, thus we conclude that every element w = (w1, w2) ∈ Pn+1 ⊆ Pn+1 is mapped to
the trivial element by the composition
Pn+1 → Hol(Fn)→ Hol(Kn).
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Therefore, there is an induced map P˜n+1 → Hol(Kn). Since ζ˜n+1 is the pullback, we have a





Now consider the commutative diagram of short exact sequences
1 Kn P˜n+1 P˜n 1
1 Kn ζ˜n+1 P˜n 1
= f˜n =
By the five-lemma, f˜n is an isomorphism.
Theorem 2.4.3. The representation α˜ : P˜n → Aut(Kn) is faithful.





For each pure braid β ∈ Pn and let β˜ ∈ P˜n be the projection of β under the natural projection





But notice that both the vertical maps Fn+1 → Kn+1 are onto, and (E˜ ◦ I˜)(β) also makes






Thus the composite E˜ ◦ I˜ is equal to the representation α˜n+1 : P˜n+1 → Aut(Kn+1). We
prove by induction on n that the representation α˜n : P˜n → Aut(Kn+1) is faithful. When
n = 1, the conclusion is trivial as P˜n is the identity group. Assume inductively that α˜n is




is one-to-one. Thus I˜ is one-to-one. Therefore, α˜ = E˜ ◦ I˜ is one-to-one.
Corollary 2.4.4. The Artin representation of braid groups α : Bn → Aut(Fn) induced a
faithful representation α˜ : B˜n → Aut(Kn)
Proof. Consider the projection ρn : Bn → B˜n. The kernel ker ρn is the normal closure of the
set of all elements of the form
[Aj,k, Agj,k]
where 1 ≤ j < k ≤ n and g is an element of the subgroup PG (of Pn) generated by
A1,k, A2,k, · · · , Ak−1,k. Since all elements of the form [Aj,k, Agj,k] are pure braids, ker ρn ⊆
Pn
⋂ ker τn, where τn : Pn → P˜n is the projection. But for the representation Pn → Aut(Kn),
which is the restriction of the representation Bn → Aut(Kn), ker τn is mapped to the trivial
element in Aut(Kn) and therefore, there is an induced representation α˜B˜n → Aut(Kn).







Where pi : B˜n → Σn is the natural projection onto the symmetric group on n letters and
p : Aut(Kn)→ Σn is the induced map. If β˜ ∈ ker(α˜), then p(α˜(β˜)) = 1 ∈ Σn and therefore,
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β˜ ∈ kerpi and this implies that ker(α˜) ∈ P˜n. But the representation P˜n → Aut(Kn) is
faithful, thus the representation α˜ : B˜n → Aut(Kn) is faithful.
2.5 Application: Residue Finiteness of Homotopy Braid Groups
As an application of the faithfulness of the Artin representation of homotopy braid groups
α˜ : B˜n → Aut(Kn), we prove that homotopy braid groups are residually finite.
Definition 28. A group G is called residually finite if for every nontrivial element g ∈ G,
there exists a homomorphism h from G to a finite group, such that
h(g) 6= 1.
Lemma 2.5.1. [5] The automorphism group of a finitely generated residually finite group is
residually finite.
Lemma 2.5.2. [26] Finitely generated nilpotent groups are residually finite.
The following lemma is a classical result:
Lemma 2.5.3. Any subgroup of a residually finite group is residually finite.
Proof. Let G be a residually finite group and let H is a subgroup of G. Let h ∈ H be an
arbitrary element which is not the identity. Since h ∈ H ⊆ G, there exist a finite group A
and a homomorphism f : G→ A such that f(h) is not trivial in A. Then let L = ker(f)⋂H.
Clearly h /∈ L and L is a normal subgroup of H. Let q be the quotient map H → H/L. The
quotient H/L is finite, being a subgroup of the finite group A, and q(h) is not the trivial
element as h /∈ L. Thus H is residually finite.
Theorem 2.5.4. Homotopy braid groups are residually finite.
Proof. Consider the reduced free group Kn generated by x1, · · · , xn. Since every commutator
with repeated generators is trivial, Kn is nilpotent and thus residually finite. It follows
that the automorphism group Aut(Kn) is also residually finite. Since B˜n is isomorphic to a
subgroup of Aut(Kn), it is residually finite.
Remark 5. The braid groups Bn are residually finite [32]; but this fact does not directly
imply that the homotopy braid groups B˜n are residually finite. In fact, residual finiteness
is not quotient-closed; that is, a group G being residually finite does not imply that every
quotient groups of G is residually finite. For example, free groups are residually finite [32]
and every group is isomorphic to a quotient group of some free group.
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3
On Carnot Algebras of Groups
3.1 Carnot Algebras of Pure Briad Groups
For the pure braid group Pn, the structure of LPn was given in [29], [30], [28], [19], [16], [42].
See also [12] and [14]:
Theorem 3.1.1. Let Pn be the pure braid group of n strands. Then LPn is the free Lie
algebra generated by Bi,j modulo the infinitesimal braid relations (or horizontal 4T relations
or Yang-Baxter-Lie relations):
LPn = L[Bi,j|1≤i<j≤n]/I
where I denotes the 2-sided (Lie) ideal generated by the infinitesimal braid relations as listed
next:
1. [Bi,j , Bs,t] = 0, if {i, j} ∩ {s, t} = ∅.
2. [Bi,j , Bi,t +Bt,j ] = 0 if 1 ≤ j < t < i ≤ k.
3. [Bt,j , Bi,j +Bi,t] = 0 if 1 ≤ j < t < i ≤ k.
3.2 Carnot Algebras of Reduced Free Groups
Define L˜(n) to be the free Lie algebra generated by generators x1, · · · , xn modulo the relation
that
[xi1 , · · · , xiq ] = 0
if ip = iq for some p < q.
For the reduced free group Kn, let Γq(Kn) denote the qth term of the lower central series
for Kn. The following result was proved by F.R. Cohen in [10]:






L(j, σ) = [xj1 , xjσ(2) , · · · , xjσ(q) ],
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for J = (j1, · · · , jq) admissible of length q, where σ is an element in the permutation group
Σn on the set {1, · · · , n}. Furthermore Γn+1(Kn) is trivial.
For a non-empty set S, let L(S) be the free Lie algebra over Z generated by S. Let Ln be
the quotient of the free Lie algebra L({z1, · · · , zn}) generated by {z1, · · · , zn} modulo an
ideal I:
Ln = L({z1, · · · , zn})/I,
where I is the 2-sided (Lie) ideal generated by all the elements of the form [· · · [zi1 , zi2 ], · · · , zit ],
where ip = iq for some p < q.
Lemma 3.2.2. If x ∈ LKn(q) is an element of the form
[· · · [xl1 , xl2 ], · · · , xlq ] + Γq+1(Kn),
(here l1, · · · , lq are all distinct as otherwise this element is trivial in LKn(0)) then x can be
written as a linear combination of elements of the form
[· · · [xj1 , xjσ(2) ], · · · , xjσ(q) ] + Γq+1(Kn),
where the sequence J = (j1, j2, · · · , jq) is admissible.
Proof. We prove by induction on q. When q = 1 or 2, the conclusion is trivial. Sup-
pose that it is true for q ≤ k. For notational convenience we shall only write the
representative instead of the equivalence class. Write W = [· · · [xl1 , xl2 ], · · · , xlq−1 ], and
Y = [[· · · [xl1 , xl2 ], · · · , xlq ], xlq+1 ] = [[W,xlq ], xlq+1 ]. If lq+1 is not equal to min{l1, · · · , lq+1},
then by the biliearity of the Lie bracket and the inductive step we are done. Otherwise using
the Jacobi identity write [[W,xq], xq+1] = −[[xq, xq+1],W ]− [[xq+1,W ], xq]. By the inductive
hypothesis both terms can be written as linear combinations of commutator with admissible
subscripts.
Theorem 3.2.3. Let Kn be the reduced free group with n generators, then LKn is isomorphic
to Ln.
Proof. Define
f : L({z1, · · · , zn})→ LKn
by setting f(zi) = xi. If ip = iq for some p < q, then f([· · · [zi1 , zi2 ], · · · , zit ]) = [· · · [xi1 , xi2 ], · · · , xit ] =
1. So f induces an isomorphism f which maps Ln onto LKn . It suffices to prove that f is
one-to-one. Using Lemma 3.2.2, write every element zq ∈ LLn(q) as a linear combination
[· · · [zj1 , zjσ(2) ], · · · , zjσ(q) ] + Γq+1(Ln),
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whose image under f is
[· · · [xj1 , xjσ(2) ], · · · , xjσ(q) ] + Γq+1(Kn).
But all elements of the form L(j, σ) = [xj1 , xjσ(2) , · · · , xjσ(q) ] where J = (j1, · · · , jq) being
admissible is a basis for the free-Z-module Γq(Kn)/Γq+1(Kn), thus the preimage of 0 ∈ LKn
under f is trivial in L and therefore f is one-to-one.
3.3 Carnot Algebras of Homotopy Pure Braid Groups
Next we consider the commutative diagram of groups
1 Fn Pn+1 Pn 1




where both rows are (split) exact sequence and the vertical maps are quotient maps. It
induces the commutative diagram of Lie algebras
1 LFn LPn+1 LPn 1












where both rows are (split) exact sequence of Lie algebras and the vertical maps are quotient
maps.
Recall the following result due to D. L. Goldsmith [21] (see also [35]):
Theorem 3.3.1. The homotopy n-braid group B˜n is isomorphic to the n-braid group with
the additional relations:
[Aj,k, Agj,k] = 1,
where 1 ≤ j < k ≤ n and g is an element of the subgroup (of Pn) generated by A1,k, A2,k, · · · , Ak−1,k.
Remark 6. If g is an arbitrary homotopy pure braid, Aj,k may not commute with Agj,k as
homotopy pure braids. For example, consider A2,3 = σ22. We have that σ22 does not commute
with σ21.σ22.(σ21)−1 in the homotopy pure braid group, i.e, [σ21, σ22] is non-trivial. In fact, the
closure of [σ21, σ22] is isotopic to Borromean rings, which is proven non-trivial as a homotopy
link by computing its Milnor link invariants µ123; see [34] for details.
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⇓ Closure
Let Mn be the quotient Lie algebra
Mn = LPn/Jn
where Jn is the 2-sided (Lie) ideal of LPn generated by all the elements of the form
[Bj,k, [Bj,k, g]], where g is an element in the Lie subalgebra of LPn generated byB1,k, B2,k, · · · , Bk−1,k.
Let Xn be the kernel of the quotient map gn+1 : Mn+1 →Mn defined by gn+1(Bi,n+1) = 1
for i = 1, · · · , n and gn+1(Bi,j) = Bi,j for 1 ≤ i < j ≤ n. Then Xn is the two sided Lie ideal
of Mn+1 generated by {B1,n+1, · · · , Bn,n+1}. By the definition of Mn, Xn is isomorphic to
the free Lie algebra L({B1,n+1, · · · , Bn,n+1}) generated by {B1,n+1, · · · , Bn,n+1} modulo the
relation that for every 1 ≤ i ≤ n,
[Bi,n+1, [Bi,n+1, g]] = 1,
where g is an element in L({B1,n+1, · · · , Bn,n+1}). Therefore, Xn is isomorphic to LKn .
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We claim that the commutative diagram
1 LFn LPn+1 LPn 1












factors through the exact sequence
1→ Xn →Mn+1 →Mn → 1,
that is, there exists a commutative diagram



















1 // LKn // LP˜n+1 // LP˜n // 1
In fact, for 1 ≤ j < k ≤ n and g an element of the subgroup (of Pn) generated by
A1,k, A2,k, · · · , Ak−1,k, in P˜n every element of the form [Aj,k, Agj,k] is trivial, which implies
that in P˜n every element of the form [Aj,k, [Aj,k, g]] is trivial. Thus in LP˜n every element of
the form [Aj,k, [Aj,k, g]] is trivial. Therefore we have the relation
p∗n = ζnηn
for all n ∈ N. Therefore, the diagram is commutative.
When n = 1, both P1 and P˜1 are the trivial group and thus both LP1 and LP˜1 are trivial,
which implies that M1 is trivial as well, being a quotient of LP1 . Thus by induction on n
and the five-lemma one proves that
Lemma 3.3.2. Let P˜n be the homotopy pure braid group with n stings. Then the associated
Lie algebra L
P˜n
is isomorphic to the quotient Lie algebra
Mn = LPn/Jn
where Jn is the 2-sided (Lie) ideal of LPn generated by all the elements of the form
[Bj,k, [Bj,k, g]], where g is an element in the Lie subalgebra of LPn generated by B1,k, B2,k, · · · , Bk−1,k.
Combining Theorem 3.1.1 and Lemma 3.3.2 we have
Theorem 3.3.3. Let P˜n be the homotopy pure braid group with n stings. Then the associated
Lie algebra L
P˜n
is isomorphic to the free Lie algebra generated by Bi,j with 1 ≤ i < j ≤ n
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modulo the following relations:
1. [Bi,j , Bs,t] = 1, if {i, j} ∩ {s, t} = ∅.
2. [Bi,j , Bi,t +Bt,j ] = 1 if 1 ≤ j < t < i ≤ k.
3. [Bt,j , Bi,j +Bi,t] = 1 if 1 ≤ j < t < i ≤ k.
4. [Bj,k, [Bj,k, g]] = 1, where g is an element in the Lie subalgebra of LPn generated by
B1,k, B2,k, · · · , Bk−1,k.
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4
On Cohen Homotopy Braids
4.1 A Representation of Cohen Homotopy Braid Group




for some braid α ∈ Bn−1, where for each 1 ≤ i ≤ n, di : Bn → Bn−1 is the map obtained by
forgetting the i-th strand. A Cohen braid which is also a pure braid is called a Cohen pure
braid.
Similarly a homotopy braid β˜ ∈ B˜n is called a Cohen homotopy braid if it satisfies the




for some braid α˜ ∈ B˜n−1, where for each 1 ≤ i ≤ n, d˜i : B˜n → B˜n−1 is the map obtained by
forgetting the i-th strand. A Cohen homotopy braid which is also a homotopy pure braid is
called a Cohen homotopy pure braid.
Also recall that HBn, HB˜n, HPn, HP˜n denote Cohen braid group, Cohen pure braid group,
Cohen homotopy braid group and Cohen homotopy pure braid group, respectively.
Let n ≥ 2 and Kn be the reduced free group generated by x1, . . . , xn. For each 1 ≤ i ≤ n,
let the group homomorphism di : Kn → Kn−1 be defined by
di(xj) =

xj if j < i,
1 if j = i,
xj−1 if j > i.
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By a routine calculation one verifies that di is a well-defined group homomorphism from Kn
to Kn−1. Let HKn be the subset of Kn defined by
HKn = {x ∈ Kn | d1(x) = . . . = dn(x)}.
The subset HKn is actually a subgroup of Kn; see [41].
Example 17. The element x1x2 . . . xn is in HKn. In fact, for each 1 ≤ i ≤ n, di(x1x2 . . . xn) =
x1x2 . . . xn−1.
The following result was proved in [6]:
Lemma 4.1.1. Let β ∈ Pn+1 be a pure braid, regarded as an automorphism of the free group







By a routine check (or use the result Lemma 4.1.1) we have the following similar result:
Lemma 4.1.2. Let β˜ ∈ P˜n+1 be a homotopy pure braid, regarded as an automorphism of







Applying Lemma 4.1.2, we have the following representation of Cohen homotopy pure braid
group:
Proposition 4.1.3. The representation
α˜ : P˜n → Aut(Kn)
induces a representation
Hα˜ : HP˜n → Aut(HKn).
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4.2 Unfaithfulness of the Representation Hα˜
Naturally one asks if the representation Hα˜ is faithful and the answer is negative for general
n.
Definition 29. A homotopy pure braid β is called Brunnian if it is the image of a Brunnian
braid under the natural quotient map Pn → P˜n.
Note that a Brunnian homotopy pure braid is necessarily a Cohen homotopy pure braid.
For each positive integer k, we order all admissible sequences of weight k lexicographically
from the left; namely, if I = (i1, . . . , ik) and J = (j1, . . . , jk) are admissible sequences
of weight k, we say that I ≤ J if i1 < j1 or if there exists r ∈ {1, . . . , k − 1} such that
i1 = j1, . . . , ir = jr and ir+1 < jr+1. Let Σk be the symmetric group acting on k letters




I is admissible with weight k
[· · · [[[xiσ(1) , xiσ(2) ], xiσ(3) ] . . .], xiσ(k) ],
where the order of the multiplication is induced by the left lexicographical ordering of all
admissible sequences with weight k.
Example 18. γ(1, id) = x1x2 . . . xn.
Example 19. γ(2, id) = [x1, x2][x1, x3] . . . [x1, xn][x2, x3] . . . [x2, xn][x3, x4] . . . [xn−1, xn].
A generating set of HKn is given in [10]:
Lemma 4.2.1. The subgroup HKn of Kn is generated by all elements γ(k, σ), where 1 ≤
k ≤ n and σ ∈ Σk such that σ(1) = 1.
Proposition 4.2.2. If β˜ is a Brunnian homotopy braid, then Hα˜(β˜) is the trivial element
in Aut(HKn).
Proof. By Lemma 4.2.1, it suffices to prove that
Hα˜(β˜)(γ(k, σ)) = γ(k, σ)
for each 1 ≤ k ≤ n and σ ∈ Σk such that σ(1) = 1. We consider two cases:
(i) When k = 1, since I is admissible, σ is equal to id ∈ Σk. Thus γ(1, σ) = x1x2 . . . xn.
Recall that the Artin represention of braid groups α : Bn → Aut(Fn) satisfy the
condition that for every braid β, α(β)(x1x2 . . . xn) = x1x2 . . . xn. Similarly the Artin
represention of homotopy braid groups α˜ : B˜n → Aut(Kn) satisfies the condition that
for every homotopy braid β˜, α˜(β˜)(x1x2 . . . xn) = x1x2 . . . xn; so in this case we have
Hα˜(β˜)(γ(k, σ)) = γ(k, σ).
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(ii) When k ≥ 2, γ(k, σ) is a product of elements of the form
[· · · [[[xiσ(1) , xiσ(2) ], xiσ(3) ] . . .], xiσ(k) ].
Recall the group homomorphism exp : Kn → A×n which maps xi to 1 + yi for each
1 ≤ i ≤ n, which is an monomorphism (see Proposition 0.5.2). Consider the induced
representation α|
P˜n
: P˜n → Aut(An) and write α(β˜)(yiσ(k)) as
α(β˜)(yiσ(k)) = yiσ(k) + ∆(β˜)(yiσ(k))
in the similar way as in Section 1.2. Proposition 1.2.12 implies that if β˜ is a Brunnian
homotopy braid (thus it is the image of some Brunnian braid β under the natural
quotient map Bn → B˜n), the connectivity of ∆β(yi) is at least n. Therefore,
α(β˜)([· · · [[[yiσ(1) , yiσ(2) ], yiσ(3) ] . . .], yiσ(k) ]) = [· · · [[[yiσ(1) , yiσ(2) ], yiσ(3) ] . . .], yiσ(k) ] + Ω,
where Ω is a sum of elements of connectivity at least n+ 1. But every element with
connectivity n+ 1 or higher is trivial in A×n , thus we conclude that
α(β˜)([· · · [[[yiσ(1) , yiσ(2) ], yiσ(3) ] . . .], yiσ(k) ]) = [· · · [[[yiσ(1) , yiσ(2) ], yiσ(3) ] . . .], yiσ(k) ]
and this implies that
Hα˜(β˜)([· · · [[[xiσ(1) , xiσ(2) ], xiσ(3) ] . . .], xiσ(k) ]) = [· · · [[[xiσ(1) , xiσ(2) ], xiσ(3) ] . . .], xiσ(k) ].
Therefore,
Hα˜(β˜)(γ(k, σ)) = γ(k, σ).
Question Is it true that the kernel of the representation
Hα˜ : HP˜n → Aut(HKn)
is generated by all Brunnian homotopy braids?
When n = 1 and 2, the question is trivial. A routine calculation shows that the answer is
positive for n = 3; but we do not know the answer for general n.
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