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Abstract
In this paper, we derive and investigate approaches to dynamically load
balance a distributed task parallel application software. The load balancing
strategy is based on task migration. Busy processes export parts of their
ready task queue to idle processes. Idle–busy pairs of processes find each
other through a random search process that succeeds within a few steps
with high probability. We evaluate the load balancing approach for a block
Cholesky factorization implementation and observe a reduction in execution
time on the order of 5% in the selected test cases.
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1. Introduction
The objectives of improving the load balance across computational re-
sources can be to reach the best possible utilization of the resources, to
improve the performance of a particular application, or to achieve fairness
with respect to throughput for a collection of applications. Load-balancing
can be static, decided a priori, or dynamic, that is, changing during the
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execution of the application(s). An overview of various issues related to dy-
namic load balancing (DLB) is given in [1]. DLB strategies do not assume
any specific pre-knowledge about the application. However, the strategies
are still often based on some assumptions on the type of parallelization or
the class of algorithms.
DLB can be implemented through data migration [3, 10]. This is espe-
cially relevant when the algorithm consist of iterations or time steps, where
similar computations are repeated. It is then likely that a redistribution of
data will be effective over at least a few consecutive iterations.
If the parallel implementation is instead task centric, where a task is a
work unit, another possibility is to migrate computational work [9, 11]. As
work is usually associated with data, this could also include moving data,
temporarily or permanently.
An approach, that currently is receiving attention, instead migrates the
computational resources between jobs or between processes [13, 7, 12, 8].
The underlying assumption is that there is a hybrid parallelization, where
MPI is used over the computational nodes in a cluster, but shared mem-
ory, thread-based parallelization is used within the computational nodes.
Assuming that several processes are co-scheduled within one computational
node, resources can, based on the malleability of the shared memory tasks,
be migrated within the node. This approach alone cannot provide global
load balance, but can improve utilization within the node, and can adjust
global imbalance depending on the mix of processes at the node.
In this paper, we consider distributed DLB in the context of distributed
task-based parallel programming [14, 2, 5, 11, 16] with a hybrid MPI-thread
implementation. We are not assuming co-scheduling of several processes,
instead we are aiming to improve the performance of a single application
running on a cluster of multicore nodes.
Task stealing as mechanism for load balancing has been proven efficient
in the shared memory task-based parallel programming context, e.g., in the
Cilk [6] C++ language extension and the SuperGlue [15] framework. It is
also used in the distributed task framework Chunks and Tasks [11].
This is the direction that we are investigating also in this paper. We de-
rive a prediction model to decide if stealing is likely to improve utilization, in
the sense that the work can be finished by the remote process, and the result
returned earlier than it was processed in the current location. All decisions
are taken locally to avoid bottlenecks due to global information exchange or
centralized scheduling decisions. The resulting load balancing approach is
implemented within the DuctTeip distributed task parallel framework [16].
The paper is organized as follows: In Section 2 we briefly review he as-
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pects of task parallel programming that are important for DLB. The proper-
ties of the DLB approach we are proposing are described in Section 3. Then
a theoretical analysis for when it is cost efficient to export tasks is performed
in Section 4. The Cholesky benchmark used for evaluating the method is
described in Section 5, while the results of the performance experiments are
given in Section 6. Finally, conclusions are given in Section 7.
2. Definition of the task parallel programming context
In our load balancing model, we do not make any assumptions about the
application as such, but we target dependency-aware task parallel implemen-
tations. We further assume that the distributed application is executed by
a number of (MPI) processes pi, i = 0, . . . , P and that each process has a
queue of ready tasks to execute. Tasks become ready when their data de-
pendencies are fulfilled and the data they need in order to run are available
locally.
In the DuctTeip framework [16], where we will implement the DLB strat-
egy, the default situation is that a certain task is executed by the process
that owns the output data of the task. That is, the data distribution also
determines the task distribution. For a data parallel algorithm, this may be
sufficient to achieve a reasonable load balance by a uniform splitting of the
data. However, if some of the processes are slowed down due to, e.g., exter-
nal interference, there can still be imbalance in the end. For more complex
algorithms, it is expected that the work load of the individual processes will
vary over the execution.
A run-time system handles all task management decisions, such as check-
ing when tasks are ready to run, and sending and receiving data from remote
processes. The run-time system also handles DLB. We consider the possi-
bility that the run-time system records performance data for different task
types, and for the communication, but we do not assume that this requires
modification of the user code or of the operating system.
3. The dynamic load balancing approaches
We start by defining the workload wi(t) of process pi at time t as the
number of ready tasks in the queue. This does not take the size of the tasks
into account, but it is an easily accessible number that can be stored as one
integer variable per process. What is a high (or low) workload depends on
the application, the blocking of the data, and the number of processes P . We
let the threshold WT be a user defined parameter, and then define processes
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with wi > WT as busy and processes with wi ≤WT as idle. A more correct
definition is to say that a process is idle when wi = 0, but in this case, we
want the processes to start looking for more work before they run out of it.
In this way, the migration of tasks can overlap with computational work.
Obtaining global information about the workload of all processes is likely
to become a bottleneck when scaling to larger numbers of processes, and we
want to avoid this and let each process make local decisions. The idea that
we are using is that each process periodically tries to become a partner in an
idle–busy process pair. We do not consider any particular topology of the
network, but let the processes randomly try other processes with a uniform
selection probability. The probability P(k) of finding k busy processes in n
tries drawn from a distribution where K processes out of a total of P are
busy, is given by the hypergeometric probability distribution
P(k) =
(
P −K
n− k
)(
K
k
)
(
P
n
) . (1)
The probability of at least one successful try out of n is the complementary
probability of failure, that is, 1−P(0). This function is plotted for different
combinations of P and K in Figure 1. Since both idle and busy processes are
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Figure 1: The probability of success for finding any of the K busy processes out of a total
of P using n tries for P = 10 (left) and P = 100 (right).
looking for each other, the most difficult case is when 50% of the processes
are idle/busy. By analyzing the formula, we find that for K = P/2, as the
number of processes P →∞, the probability of success approaches 1− 2−n,
that is for n = 5 tries, the probability is more than 96%. We therefore decide
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that a process looking for a partner will always perform 5 tries, then wait
for a period δ before starting another round of tries. This waiting time is
introduced to prevent flooding the network with requests when there is no
work to share. The waiting time is the second user defined parameter that
needs tuning. A successful request means that the pair of nodes will not
accept or send any further requests until their work exchange transaction
has completed.
When a busy–idle process couple has been formed, the next step is to
decide which tasks to export, if any. We consider three potential strategies
1. Basic: No extra information is exchanged. The busy process pi just
sends its excess tasks such that the remaining queue is wi = WT .
2. Equalizing: The idle process pj appends information about its cur-
rent work load wj to the request. The busy process pi computes the
average w¯ = (wi + wj)/2, and sends wi − w¯ tasks to pj .
3. Smart: The idle process provides information about the expected
time to execute the currently enqueued tasks. The busy process esti-
mates which of the tasks would return their results earlier if executed
remotely, than the time they would be completed if executed locally.
Only the tasks with an expected benefit are exported.
In the latter case, performance estimates are needed. Each process records
the average time for running tasks of each type as well as times for commu-
nicating task of each type and data of a certain size. The sophistication of
the models applied to the measurements can vary, but they will be used in
the same way. The cost for remote execution consists of the remote queuing
time, the time for exporting the task and its data, the task execution time,
and the communication time for returning the result, while the time for local
execution is the local queuing time and the task execution time.
In the method described above, there is only one threshold parameter,
and all tasks are either busy or idle. An alternative would be to have a gap
between the idle and busy levels. This would reduce the number of requests
as some processors would be in the middle zone. Also, it could reduce the
risk for overshooting in the sense that a processor that was idle, but close to
the threshold immediately becomes busy after receiving work from its busy
partner.
4. A theoretical analysis of the cost for task migration
With more knowledge about the tasks and the hardware we can perform
better predictions for which tasks to share and how many to export when a
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work request arrives. However, this also makes the approach more intrusive
in the sense that the application programmer needs to provide more infor-
mation. Here we will look at the cost in time for executing a task remotely
compared with executing it in location.
Assume that a computational node in the considered hardware performs
S floating point operations per second, and can deliver R doubles per second
from the main memory. When exporting a task, we need to send the input
data together with the task, and then we need to return the output data.
Let the total number of doubles in the input and output data be D, and let
the number of floating point operations performed by the task be F . Then
the time for executing the task locally is
TL = F/S, (2)
and the time for executing the task remotely and returning the data is
TR = F/S +D/R. (3)
The fraction of extra time that is needed for remote execution is given by
Q =
S
R
D
F
. (4)
For a modern computer system, floating point operations are faster than
data transfer, and a typical ratio can be around 40. This is the case for
the system used for the experiments in Section 6 (see [16] for a detailed
calculation). The second ratio D/F represents the computational intensity
of the task.
If we, e.g., consider a block matrix–matrix multiplication, with blocks of
size m × m, then F = 2m3, and D = 3m2. This leads to a total ratio of
Q = 60/m. That is, for such a task, the cost for remote execution is almost
negligible if the block size is large enough.
If we instead consider a matrix–vector multiplication task, the situation
is different. Then F = 2m2 and D = m2 leading to Q = 20. That is,
20 tasks can be executed locally in the same time as one task is migrated,
executed remotely, and the result returned.
By looking at these numbers we can get an understanding for how the
threshold parameter WT should be chosen. For computationally intensive
applications, a rather small value will be sufficient to make sure that there
is local work to cover the cost for exporting tasks. However, if the tasks
are less computationally intensive, it is not worth exporting tasks until the
local work load is very high with, in this case, more than 20 tasks left in the
queue for each exported task.
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5. The Cholesky benchmark
We use a right-looking block Cholesky factorization as a benchmark
problem to investigate the performance of the suggested DLB mechanisms.
Most of the tasks in this application are computationally intensive, which
makes it a good candidate for success. The algorithm is implemented with
the DuctTeip framework and DLB can be turned on or off. The algorithm
starts from the leftmost column, first the block on the main diagonal is fac-
torized, and then the blocks below the diagonal are updated. Finally the
blocks to the right of the column are updated. This procedure continues
until all columns have been factorized. Since the input matrix is symmetric,
only the lower triangular part is used in the algorithm. During the execution
of the algorithm there is a data flow from the top rows and first columns
to the bottom rows and last columns of the matrix. The algorithm and its
corresponding task graph are illustrated in Figure 2.
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Figure 2: The Cholesky algorithm (left) and a Cholesky task graph for a 4×4 block matrix
(right). In the algorithm, the subroutine calls in colored boxes are implemented as tasks.
N is here the number of blocks. The numbers in the task graph correspond to the indices
of the block that is updated, the solid lines indicate must-execute-before dependencies,
while the dashed lines correspond to tasks that can be performed in any order, but not at
the same time.
The matrix blocks are distributed block cyclically onto the virtual pro-
cess grid. The amount of communication as well as the load imbalance (see
e.g., [4, 16]) is minimized when the process grid is square. This is not always
possible, and here we instead consider cases where the number of processes
is a prime number or a product of two different prime numbers. The non-
square configurations lead to significant load imbalance, and we investigate
if DLB can improve the performance in these cases.
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6. Experimental results
The performance experiments have been performed at the Rackham clus-
ter at Uppsala Multidisciplinary Center for Advanced Computational Sci-
ence (UPPMAX), Uppsala University. The cluster currently has 334 dual
socket nodes with 128 GB/256 GB memory each. Each socket is equipped
with a 10 core Intel Xeon E5 2630 v4 (Broadwell) processor running at 2.2
GHz. When running distributed applications at the cluster, a number of
complete computational nodes are allocated. That is, no other application
codes are running at the same nodes. The experiments are performed on
applications running within the DuctTeip task parallel framework.
In order to run an application with DLB, we need to find appropriate
values for the work load threshold WT , and the waiting time δ. A suit-
able threshold value should depend on the application work load over the
execution time. For the experiments performed here, it is determined of-
fline by first running the application once without DLB, and then setting
WT = maxi,twi(t)/2. For a production DLB version, the threshold could for
example be initialized with a reasonable starting value, and updated locally
by each process in relation to the local work load. In the basic model, select-
ing WT as described above corresponds to a behavior that resembles that
of the equalizing model, as approximately half of the tasks will be exported
for a busy process.
The waiting time δ should instead depend on the network bandwidth
and should be long enough to allow the waiting process to be found by
a partner. We performed several experiments to find the expected time
required for finding a busy–idle process pair. The experimental results are
shown in Figure 3. Both the average times and the maximum times are
plotted. As expected, the average time grows slowly with the number of
processes, and is largest for equal fractions of busy and idle processes.
In the following experiments, 10–15 processes are used, and according
to the results in Figure 3, a waiting time of δ = 10 ms is a suitable value.
The maximum work load over the execution for any process is wi = 10,
and the threshold is chosen as WT = 5. Figure 4 shows the workload and
execution times for the Cholesky factorization for two different problem sizes
and process grids. In both cases, the matrices are divided into 12×12 blocks
and distributed block-cyclically over the processes. Here, the application of
DLB is successful in both cases, and the total execution time is reduced by
5–6%. In some places, one can see that one process is much more loaded
with DLB than without. These can be cases where an equalizing approach
would be more beneficial.
8
0 5 10 15 20 25 30 35
Nodes
1
17
50
100
150
Ti
m
e 
to
 f
in
d
 b
u
sy
-i
d
le
 p
ai
r 
(m
s) K=P=0:1 (max)
K=P=0:1 (avg)
K=P=0:3 (max)
K=P=0:3 (avg)
K=P=0:5 (max)
K=P=0:5 (avg)
K=P=0:7 (max)
K=P=0:7 (avg)
Figure 3: The average time for finding a busy–idle process pair.
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Figure 4: The work load for each process in the Cholesky factorization for matrix size
N = 20 000, and P = 10 processes arranged in a 2× 5 process grid (left), and for matrix
size N = 30 000, and P = 15 processes arranged in a 3 × 5 process grid (right) without
DLB (filled blue curves) and with DLB (red curves).
The process of randomly selecting partners for work migration and the
variability of work load and type of tasks between different processes within
an application make the results of applying DLB non-deterministic. In Fig-
ure 5, two executions of the same application configuration are shown, where
one is successful, while the other one fails to provide any improvement. The
matrix is here divided into 11 × 11 blocks, which matches the number of
processes.
7. Conclusions
We have discussed how to create a low overhead DLB functionality in a
task parallel programming framework. An important aspect of the approach
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Figure 5: The work load for each process in the Cholesky factorization for matrix size
N = 100 000, and P = 11 processes arranged in an 11×1 process grid, without DLB (filled
blue curves) and with DLB (red curves). Two executions are shown, one unsuccessful (left)
and one successful (right).
is that all decisions are local and the processes act autonomously, hence
avoiding bottlenecks due to global exchange of information.
Processes that either have a high or low work load search for another
process with the opposite load situation to share work with. This search
is randomized. This could be a disadvantage if the communication is much
more expensive when the computational nodes are far from each other. Then
processes could be grouped and DLB be applied within the group. However,
an advantage compared with for example diffusion-based DLB [9] is that load
can be propagated to anywhere in the system, while diffusion needs to go
via nearest neighbors.
Very few assumptions are made in the model apart from the assumption
that the context is a distributed task parallel run-time system. However,
the threshold parameter WT is application dependent, at least in the basic
model. The theoretical analysis in Section 4 can be used as a guideline for
deciding on WT . The waiting time δ can be determined once for a particular
system.
In the Cholesky experiments that we have performed, even though the
load imbalance was not extreme, we could see that the basic DLB version
could give improved performance. It is therefore of interest to perform
further experiments and to develop the DLB model further.
Acknowledgments
The computations were performed on resources provided by SNIC through
Uppsala Multidisciplinary Center for Advanced Computational Science (UPP-
10
MAX) under Project SNIC 2017/1-448.
References
[1] A. M. Alakeel, A guide to dynamic load balancing in distributed
computer systems, IJCSNS Int. J. Comput. Sci. Netw. Secur., 10 (2010),
pp. 153–160.
[2] C. Augonnet, O. Aumage, N. Furmento, R. Namyst, and
S. Thibault, StarPU-MPI: Task programming over clusters of ma-
chines enhanced with accelerators, in Recent Advances in the Message
Passing Interface - 19th European MPI Users’ Group Meeting, Eu-
roMPI 2012, Vienna, Austria, September 23–26, 2012, pp. 298–299.
[3] M. Balasubramaniam, K. Barker, I. Banicescu, N. Chriso-
choides, J. P. Pabico, and R. L. Carino, A novel dynamic load
balancing library for cluster computing, in Third International Sym-
posium on Parallel and Distributed Computing/Third International
Workshop on Algorithms, Models and Tools for Parallel Computing
on Heterogeneous Networks, 2004, pp. 346–353.
[4] L. S. Blackford, J. Choi, A. Cleary, E. D’Azevedo, J. Dem-
mel, I. Dhillon, J. Dongarra, S. Hammarling, G. Henry,
A. Petitet, K. Stanley, D. Walker, and R. C. Whaley, ScaLA-
PACK Users’ Guide, Society for Industrial and Applied Mathematics
(SIAM), Philadelphia, PA, 1997.
[5] G. Bosilca, A. Bouteiller, A. Danalis, M. Faverge, T. Her-
ault, and J. J. Dongarra, PaRSEC: Exploiting heterogeneity to
enhance scalability, Comput. Sci. Eng., 15 (2013), pp. 36–45.
[6] Cilk Plus, Intel R© C++ Compiler 16.0 User and Reference Guide:
Intel R© CilkTM Plus.
https://software.intel.com/en-us/intel-cplusplus-compiler-16.
0-user-and-reference-guide-cilk-plus, June 2016.
[7] M. Garcia, J. Corbalan, R. Badia, and J. Labarta, A dynamic
load balancing approach with SMPSuperscalar and MPI, in Facing the
Multicore - Challenge II, R. Keller, D. Kramer, and J.-P. Weiss, eds.,
vol. 7174 of Lecture Notes in Computer Science, Springer Berlin Hei-
delberg, 2012, pp. 10–23.
11
[8] M. Garcia-Gasulla, Dynamic Load Balancing for Hybrid Applica-
tions, PhD thesis, Universitat Polite`cnica de Catalunya, Departament
d’Arquitectura de Computadors, Barcelona, Spain, 2017.
[9] Z. Khan, R. Singh, J. Alam, and R.Kumar, Performance anal-
ysis of dynamic load balancing techniques for parallel and distributed
systems, IJCNS Int. J. Comput. Netw. Secur., 2 (2010), pp. 123–127.
[10] G. Mart´ın, M.-C. Marinescu, D. E. Singh, and J. Carretero,
FLEX-MPI: An MPI extension for supporting dynamic load balancing
on heterogeneous non-dedicated systems, in Proceedings of Euro-Par
2013, F. Wolf, B. Mohr, and D. an Mey, eds., Springer, Berlin, Heidel-
berg, 2013, pp. 138–149.
[11] E. H. Rubensson and E. Rudberg, Chunks and tasks: A program-
ming model for parallelization of dynamic algorithms, Parallel Comput-
ing, 40 (2014), pp. 328–343. 7th Workshop on Parallel Matrix Algo-
rithms and Applications.
[12] M. Schreiber, C. Riesinger, T. Neckel, H.-J. Bungartz, and
A. Breuer, Invasive compute balancing for applications with shared
and hybrid parallelization, International Journal of Parallel Program-
ming, 43 (2015), pp. 1004–1027.
[13] A. Spiegel, D. an Mey, and C. H. Bischof, Hybrid paralleliza-
tion of CFD applications with dynamic thread balancing, in Applied
Parallel Computing. State of the Art in Scientific Computing. PARA
2004, J. Dongarra, K. Madsen, and J. Was´niewski, eds., vol. 2732 of
Lecture Notes in Computer Science, Springer, Berlin, Heidelberg, 2006,
pp. 433–441.
[14] E. Tejedor, M. Farreras, D. Grove, R. M. Badia, G. Almasi,
and J. Labarta, ClusterSs: a task-based programming model for clus-
ters, in Proceedings of the 20th ACM International Symposium on High
Performance Distributed Computing, HPDC 2011, San Jose, CA, USA,
June 8–11, 2011, pp. 267–268.
[15] M. Tillenius, SuperGlue: A shared memory framework using data
versioning for dependency-aware task-based parallelization, SIAM J. Sci.
Comput., 37 (2015), pp. C617–C642.
12
[16] A. Zafari, E. Larsson, and M. Tillenius, DuctTeip: An efficient
programming model for distributed task based parallel computing. Sub-
mitted, 2017.
13
