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a b s t r a c t
The Laplace–Beltrami mesh enhancement algorithm of Hansen et al. [1,3,2] has been
implemented and broadened to include meshes containing dendritic elements and
allowing for boundary node movement. This implementation operates on an unstructured
two-dimensional mesh by forming an equivalent weak statement using finite element
interpolation, assembly, and solution ideas to iteratively place those nodes allowed to
move. Moving boundary nodes are constrained to follow the boundary geometry described
as a Wilson–Fowler spline (e.g., [3, Section 2.1.3.1]). Implementation details concerning
the element basis set modifications, the metric tensor for dendritic element treatment and
boundary nodemovement are presented. Laplacian (e.g., [6]) enhancement is included as a
special case. Results are presented which illustrate the algorithm for three test problems.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The Laplace–Beltrami method for mesh enhancement was introduced in 2004 and 2005 in [1,2]. In a 2005 monograph
Hansen et al. [3] summarized thiswork for unstructured applications and enlarged upon itwith a discussion of its application
to structured meshes. Convergence and other properties of the method is discussed and demonstrated in these references.
Results presented in these works focused on meshes of either all triangular or all quadrilateral elements or their three-
dimensional counterparts, all having boundary nodes fixed at their initial points. There are classes of applications, however,
which may contain mixed triangular (tetrahedral) and quadrilateral (hexahedral) elements. This may occur, for example,
when h-refinement is used. In such cases, transition elements will occur in the mesh having at least one mid-side node
(mid-face edge), called a hanging node (edge). Such elements are called dendritic elements. Fig. 1 illustrates two meshes
with elements having hanging nodes. The methods presented herein will be essential when an h-refined mesh is smoothed
or is subjected to r-refinement.
In addition, for unstructured meshes formed by converting multi-block structured meshes (e.g., [4]) wherein two or
more structured blocks are intended to describe a given material or common domain (a part, say), the resolution of each
block along a domain boundary may be different such that when taken together require boundary nodes to move to better
equalize their distribution on those boundaries. Such a situation is shown in Fig. 1(b). These ‘‘special’’ mesh configurations
have enhancement requirements beyond those previously discussed for the Laplace–Beltrami equation.
Two common enhancement methods related to the Laplace–Beltrami method are the Winslow method [5] and the
Laplacian or Amsden–Hirt method [6]. This class of mesh smoother assumes that the physical coordinates, xi(ξ) = (x, y, z),
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Fig. 1. Examples of two-dimensional meshes having composite (both triangular and quadrilateral elements) and dendritic elements (a) and a mesh
having dendritic elements and boundary nodes unequally spaced (b). Mesh (b) is a three-block structured mesh, each block having a different color. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
for i = 1, 2, 3, are mapped to a computational space ξ i(x) = (ξ , η, φ) such that the mapping is invertible. The Winslow
method starts with the assumption that (in two dimensions)
1ξ = ∂
2ξ
∂x2
+ ∂
2ξ
∂y2
= 0 (1)
1η = ∂
2η
∂x2
+ ∂
2η
∂y2
= 0, (2)
which, upon inversion, gives
gαβ
∂2xi
∂ξα∂ξβ
= 0 (3)
where the covariant components of the metric tensor are
gαβ = ∂x
i
∂ξα
∂xi
∂ξβ
(4)
and are related to the contravariant components through
gαγ gγ β = δαβ . (5)
The Einstein summation convention applies to repeated indices within a term and δαβ is the unit tensor.
The Amsden–Hirt or Laplacian smoother uses Eq. (3), but requires the metric terms to be
g11 = g22 = g = 1 (6)
g12 = g21 = 0, (7)
where g = det(gαβ).
A different class of mesh enhancement was used in [7,8] which allowed for dendritic elements and boundary node
movement. They used a variational formulation that enhanced the mesh through minimization of the element functional
Ie(S) =

Ω
[(1− θ)β(Se)+ θµ(Se)] dξdη (8)
where
β(Se) =
 1
n

SijSij
n/2
det(S)
≥ 1 (9)
µ(Se) = 12

v¯
det(S)
+ det(S)
v¯

≥ 1 (10)
4954 R.W. Douglass / Journal of Computational and Applied Mathematics 236 (2012) 4952–4963
and where the integral over the entire n-dimensional physical domain is I(S) = Ee=1 Ie(S), Sij = ∂xi/∂ξ j, the element
Jacobian for the mapping between physical coordinates and computational space, and v¯ is the average element volume in
the domain for the initial mesh. β is a measure of the element’s distortion while µmeasures the relative element volume,
and 0 ≤ θ ≤ 1 is a user specified weighting between the distortion and volume measures. The intent is to minimize Ie
with respect to the mesh coordinates over the entire domain. In this formulation, hanging node and sliding boundary node
constraints were naturally imposed via penalty/Lagrange multipliers as a part of the optimization process. The equation for
the boundary geometry is, therefore, required in algebraic form for those boundary nodes free to move. The Euler–Lagrange
equations for the full functional in the physical domainΩ are [8]
−(1− θ)1ξ + θv¯ J−1y ηx − J−1x ηy = 0 (11)
−(1− θ)1η + θv¯ J−1y ξx − J−1x ξy = 0 (12)
with J = det(S) and subscripts implying differentiation.
In the remaining sections, the Laplace–Beltrami equations are introduced and their solution via the finite elementmethod
is discussed. Special requirements for dendritic elements are discussed and a scheme for allowing boundary nodes to move
along boundary geometry defined by an ordered set of boundary node coordinates is presented. The performance of the
solution algorithm is demonstrated for several typical situations containing either quadrilateral, or mixed triangular and
quadrilateral elements. A brief summary concludes the paper.
2. Laplace–Beltrami mesh enhancement equations
Chapters 5 through 9 of Hansen et al. [3] detail the derivation and application of the Laplace–Beltramimesh enhancement
equations for structured and unstructured meshes. The equation system is related to Eq. (3), but is a generalization of the
Laplacian to give
1√
g
∂
∂uα
√
ggαβ
∂xi
∂uβ

= 0, (13)
where for the two-dimensional problems discussed here, i, α, β = 1, 2 and ui are local parametric coordinates.
To solve these equations for xi, the method of weighted residuals (MWR) in, for example, Finlayson [9] is used to find
an approximate solution. The MWR presumes the solution is expressed in a known functional form satisfying boundary
conditions. This form is substituted into the differential equation (here, Eq. (13)) which, in general, is not identically satisfied
everywhere thereby producing a residual error function. The residual error is then multiplied by a suitably smooth test
function, w, and integrated over the entire domain, Ω , setting the resulting weighted average residual error to zero. The
integration is invariant to coordinate transformation if the invariant volume element
√
gd2u is used. If it is assumed that
the domain is divided into discrete elements which fill the domain but do not overlap, then we have
I =
E
e=1
Ie =
E
e=1

Ωe
w
1√
g
∂
∂uα
√
ggαβ
∂xi
∂uβ
√
g d2u = 0 (14)
where Ie becomes, after integration by parts,
Ie =

Ωe
∂w
∂uα
gαβ
∂xi
∂uβ
√
g d2u−

∂Ωe
wnβ
∂xi
∂uβ
√
g ds = 0. (15)
The last term, the integral over the boundary of Ωe, cancels for all interior element boundaries and is taken to be zero for
those element boundaries on the domain boundary subject to natural boundary conditions.
2.1. The finite element method of weighted residuals
The finite element method uses the MWR framework just described and approximates the dependent variables within
each element using a nodal interpolation of the form
xi =
Ne
k=1
φk(u, v)X ik (16)
where k = 1, . . . ,Ne and Ne is the number of element nodes with X ik = (Xk, Yk) the coordinates of the kth element node
and φk are the Ne basis functions. Recall that ui = (u, v) and that the element in the physical (x, y)-plane is the image of a
unit element in the (u, v)-plane through the mapping xi = xi(u, v).
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Fig. 2. A master quadrilateral bilinear element (left) and a simplex (linear) triangular master element (right).
Table 1
Simplex triangle and bilinear quadrilateral basis functions.
Simplex triangle basis Bilinear quadrilateral basis
ψ1 = 1− ξ − η ψ1 = 14 (1− ξ)(1− η)
ψ2 = ξ ψ2 = 14 (1+ ξ)(1− η)
ψ3 = η ψ3 = 14 (1+ ξ)(1+ η)
ψ4 = 14 (1− ξ)(1+ η)
The Galerkin finite element method assigns the element weight (test) functions to be the same as the interpolation basis
functions so that in an elementw = φj(u, v) giving
Ie = K ejkX ik =

Ωe
∂φj
∂uα
gαβ
∂φik
∂uβ
√
g d2uX ik = 0. (17)
It is common to define a basis function set for a master element having coordinates ξ i = (ξ , η) so that the local ui-
coordinates are mapped to the master element through an isoparametric mapping
ui =
M
m=1
U imψm(ξ , η), (18)
whereU i are the coordinates of the element vertices in ui-space. Using isoparametricmapping, the number of basis functions
in the map is equal to the number of basis functions used in the approximate solution, M = Ne. Consequently, the basis
functions used to calculate the local approximate solution (Eq. (16)) are the same as in the map, Eq. (18), and the basis
functions in Eq. (17) are identical in form to those in Eq. (18). Eq. (17) is invariant when the integration variables are changed
from ui to ξ i resulting in
K ejk =

Ωe
∂ψj
∂ξα
gαβ
∂ψ ik
∂ξβ
√
g dξdη. (19)
2.2. Element basis functions
From the many possible two-dimensional elements available, the elements used here are either simplex triangles or
bilinear quadrilateral elements. As described above, the interpolation is done on a master element. Fig. 2 shows the master
triangle and quadrilateral elements used. The basis functions are given in Table 1 for either element.
2.3. Metric tensor components
In two dimensions, the metric terms are
g11 = g22/g (20)
g12 = g21 = −g12/g (21)
g22 = g11/g, where (22)
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g = g11g22 − g12g21 and (23)
g12 = g21. (24)
In terms of their interpolants, the metric tensor components are
g11 = ∂ψk
∂ξ
∂ψl
∂ξ
X ikX
i
l , (25)
g12 = ∂ψk
∂ξ
∂ψl
∂η
X ikX
i
l , (26)
g22 = ∂ψk
∂η
∂ψl
∂η
X ikX
i
l . (27)
Ie is a nonlinear function of the nodal coordinates, X i, through the metric tensor components. The mesh motion relies
upon the metric components to ‘‘enhance’’ the mesh from an initial state to a ‘‘better’’ final state by solving the assembled
global problem from each elements contribution, Eq. (17). In fact, themetric components are known onlywithin an element.
Consequently, if the metric tensor components are calculated using the initial mesh coordinates, then the metric tensor
components are consistent with the initial mesh and the mesh does not ‘‘move’’. It appears, then, that one cannot escape
from the initial mesh. Fortunately, there is a way out of this situation; a way described in detail in [1,3,2] called the target
element metric approach, which is adopted here. That is, a target mesh defined by the centroid of the composite region
defined by the elements in contact with each node is used. For node n, letM elements be in contact with it as illustrated in
Fig. 3. Each surrounding element has an area, Am, and centroidal coordinates, C im = (XCm , YCm). The centroid C i = (Cx, Cy) of
a closed polygon having n-ordered vertices (x0, y0), . . . , (xn−1, yn−1)with (xn, yn) = (x0, y0) is Bourke [10]
Cx = 16A
n−1
i=0
(xi + xi+1)(xiyi+1 − xi+1yi) (28)
Cy = 16A
n−1
i=0
(yi + yi+1)(xiyi+1 − xi+1yi) (29)
A = 1
2
n−1
i=0
(xiyi+1 − xi+1yi). (30)
The centroid coordinates of the composite region are then
C in =
M
m=1
AmC im
M
m=1
Am
. (31)
C in is used in place of X
i
n in the metric tensor component calculations. The centroid of each boundary node that is also a fixed
(i.e., a Dirichlet) boundary condition node is set to its current coordinates.
2.4. Element integration
Gauss quadrature (in, for example, Becker et al. [11]) was used to compute the element integrals in Eq. (17). An n-
degree rule will integrate exactly a polynomial of degree 2n − 1. For elements without hanging nodes, if the interpolating
polynomials are bilinear, then the integrand is at most of degree 2, requiring an n = 2 integration rule; i.e., a 3-point rule for
triangular elements and a 4-point rule for quadrilaterals. For dendritic elements, the integrand will be of degree 4 leading
to an n = 3 integration rule; for triangular elements, a 4-point rule and for quadrilateral elements, a 9-point rule.
3. Modifications for dendritic elements
Dendritic elements, in the context of the finite element method, cannot be treated as though they are simple 3-node
triangles or 4-node quadrilateral elements. The presence of mid-side (i.e., hanging) nodes must be accounted for in the
basis function set for the element. The proper view of dendritic elements is as transition elements; transitioning in a locally
Adaptive Mesh Refinement (AMR) sense from a finer/coarser mesh to a coarser/finer mesh. Huang and Xie [12] present a
transition 5-node quadrilateral finite element addressing this refinement issue,which forms the foundation of the treatment
of dendritic element interpolation used here. Dendritic triangular elements are handled in an analogous fashion.
The basis set in Table 1 are suitable for simplex triangles and 4-node quadrilateral elements. In general, a triangular
element may have up to 3 hanging nodes giving as many as 6 nodes per element while a 4-node quadrilateral element may
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Fig. 3. Four elements surrounding node n contribute their area and centroidal coordinates to Cn . In general, the centroid of the composite region will not
coincide with the coordinates of node n especially for unstructured meshes, although the node motion will have that as its goal.
Fig. 4. Master transition quadrilateral (left) and triangular (right) elements.
have up to 4 hanging nodes leading to as many as 8 nodes in the element. For the most general cases, these master elements
are shown in Fig. 4. If the basis functions of Table 1 are designated with an overbar (ψ¯1, for example), then it can be shown
that the basis functions for general transition elements are as given in Table 2. TheΨi contain amultiplier, δst , the Kronecker
delta function. The subscripts refer to the sides of the element containing a hanging node.
As an example, themesh region in Fig. 5 shows a dendritic quadrilateral element (element 31) with a hanging node (node
73). Element 31 has nodes (in the usual counterclockwise numbering) 17, 18, 73, 12, 11 corresponding to master element
nodes 1, 2, 6, 3, 4. Thus, side s = 2 of the basic quadrilateral element has the hanging node, node 73. The basis functions for
this element are
Ψ5 = 38 (1− η)(1− ξη) · 0
Ψ6 = 38 (1+ ξ)(1− η
2) · 1
Ψ7 = 38 (1+ η)(1− ξ
2) · 0
Ψ8 = 38 (1− ξ)(1− η
2) · 0
and so
ψ1 = ψ¯1
ψ2 = 0
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Table 2
Transition triangle and quadrilateral basis functions.
6-Node triangle basis 8-Node quadrilateral basis
ψ1 = ψ¯1 − 12 (Ψ6 + Ψ4) ψ1 = ψ¯1 − 12 (Ψ8 + Ψ5)
ψ2 = Ψ4 ψ2 = Ψ5
ψ3 = ψ¯2 − 12 (Ψ4 + Ψ5) ψ3 = ψ¯2 − 12 (Ψ5 + Ψ6)
ψ4 = Ψ5 ψ4 = Ψ6
ψ5 = ψ¯3 − 12 (Ψ5 + Ψ6) ψ5 = ψ¯3 − 12 (Ψ6 + Ψ7)
ψ6 = Ψ6 ψ6 = Ψ7
Ψ4 = 4(1− ξ − η) ξδs1 ψ7 = ψ¯4 − 12 (Ψ7 + Ψ8)
Ψ5 = 4 ξηδs2 ψ8 = Ψ8
Ψ6 = 4 η(1− ξ − η) δs3 Ψ5 = 38 (1−η)(1−ξη) δs1
Ψ6 = 38 (1+ ξ)(1−η2) δs2
Ψ7 = 38 (1+η)(1− ξ 2) δs3
Ψ8 = 38 (1− ξ)(1−η2) δs4
Fig. 5. A mesh region with a dendritic quadrilateral element. Element 31 has nodes 17, 18, 73, 12, 11 corresponding to master element nodes 1, 2, 6, 3, 4.
Thus, side s = 2 has the hanging node, node 73.
ψ3 = ψ¯2 − 12Ψ6
ψ4 = Ψ6
ψ5 = ψ¯3 − 12Ψ6
ψ6 = 0
ψ7 = ψ¯4
ψ8 = 0.
Since there are 5 nodes in element 31, the zero basis functions are eliminated and the indices on the bases renumbered to
match a counterclockwise sequential numbering from, say, 1 through 5.
The final location of the hanging nodes may be constrained as, for example, in the case where its location should be the
average of the coordinates of the immediate prior and subsequent nodal coordinates in the element. That is,
X iHN =
(X iA + X iB)
2
(32)
where X iA and X
i
B are the ‘‘master’’ nodes to the hanging node in question. In the example discussed above, nodes 12 and 18
are master nodes for the hanging node 73. Such constraint may be imposed by an appropriate penalty method or by using
Lagrange multipliers or, more simply, the constraint may be explicitly imposed after each step in the iteration, lagging the
solution. Here, a penalty method is used following the method presented in [13] which applies a penalty method for inter-
element constraints such as for hanging nodes. If the governing system admits to a variational principle, as does Eq. (13),
and if the constraint within the element is of the form G⃗v⃗ = 0, then the penalty functional becomes
Jϵ = 12 v⃗
tK v⃗ − v⃗t F⃗ + ϵ
−1
2
v⃗t G⃗t G⃗v⃗, (33)
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where ϵ−1 is the penalty factor and from which the stationary condition gives
K + 1
ϵ
G⃗t G⃗

v⃗ = F⃗ . (34)
Since Eq. (13) has a variational principle and the constraints are expressible in the form G⃗v⃗ = 0, then Eq. (34) applies.
For an element with Ne nodes the constraint condition vector, G⃗, has components
Gi =

1 if i = j
−1
2
if i = j± 1
0 otherwise
(35)
for node j a hanging node. For an element with 5-nodes and node 4 the hanging node, the constraint condition vector would
be

0, 0,−1
2
, 1,−1
2


X i1
X i2
X i3
X i4
X i5
 = 0, (36)
and the element matrix becomes
K e + 1
ϵ

0 0 0 0 0
0 0 0 0 0
0 0
1
4
−1
2
1
4
0 0 −1
2
1 −1
2
0 0
1
4
−1
2
1
4

. (37)
Should there be NeHN ≤ Ne hanging nodes within the element, NeHN constraint matrices sum together as in Eq. (37) for 1
hanging node, using Eq. (35) as before.
4. Moving boundary nodes for boundary quadrilateral elements
The enhancedmesh of Fig. 8 has boundary nodes held fixed at their original locations during the enhancement process. A
close look at the bottom and left-hand edges of the domain shows that mesh quality would be improved if those boundary
nodes could move along those edges. The distance between nodes on the boundaries is not equal and the edges of the
quadrilateral elements along the boundary do not intersect the boundaries in a perpendicular manner, as is often desired.
On first thought, it might seem that boundary node movement might be handled through the natural boundary conditions
imposed via the second term of Eq. (15):
∂Ωe
wnβ
∂xi
∂uβ
√
g ds (38)
where nβ is the unit outward normal to the boundary. This term, however, controls only the normal component of the flux,
∂xi/∂uβ . That is, it controls how the interior pointsmove toward the boundary nodes rather than the boundary node spacing.
Here, this term is set to zero, effectively requiring that nβ∂xi/∂uβ = 0 on all moving node boundaries.
Consequently, an alternative strategy must be adopted. The following procedure is used, noting that there are likely
others that would implicitly solve for boundary node movement:
1. Boundary segments are defined as sequential lists of boundary nodes that should be free to move on a domain boundary.
There may be one or several such segments for a given domain. (In this example there would be two segments.) The first
and last nodes in each segment are not allowed to move in order to preserve boundary continuity.
2. After the segments are identified, they are used to compute a mathematical representation of the boundary geometry.
Wilson–Fowler splines ([14] and Section 2.1.3.1 of Hansen et al. [3]) are created from each segments’ nodes.
3. For each iteration of the solution process the moving boundary nodes are treated as though they are fixed so that the
interior nodes move in response to the local metric tensor, as illustrated in the ‘‘Before’’ side of Fig. 6.
4960 R.W. Douglass / Journal of Computational and Applied Mathematics 236 (2012) 4952–4963
Fig. 6. Boundary nodesmoving in response to interior nodalmovement during an iteration of the Laplace–Beltrami enhancement process for quadrilateral
elements. ‘‘Before’’ shows the boundary nodes immediately after the solver hasmoved the interior points in one iterationwhile holding the boundary nodes
fixed. ‘‘After’’ shows the boundary nodes having moved along the boundary geometry such that the element side is locally perpendicular to the geometry.
4. To complete the boundary node movement, each node (except the end nodes) on each segment is identified with its
immediate interior node. Then, a quadratic golden section optimized search [15,16] is performed to find the location on
the spline having the shortest distance between the interior node and the spline. The boundary nodes coordinates are
assigned to this location (the ‘‘After’’ side of Fig. 6). In this manner the moving boundary node positions lag the node
motion in the domain interior.
5. Continue with the next iteration.
For triangular boundary elements, the algorithm is not as straightforward as for quadrilateral elements because there
are a number of possibilities for element topology along the boundary. Boundary elements may be either all quadrilateral
elements, all triangular elements, ormixed. In addition, for triangular elements amovement strategywill dependonwhether
or not a boundary node is the only element node on the boundary or if its neighboring node also belongs to the same element.
5. The solution procedure
The assembly of the global problem from the element equations, Eq. (17), produces the nonlinear set of equations
Fi(X⃗) = Kij

gαβ(C⃗(X⃗))

X⃗j − f⃗i = 0, (39)
where there are nN equations (X⃗ has n-components and N is the number of nodes in the global problem) and the global
matrix Kij is shown to depend on the metric tensor, which is dependent upon the centroid coordinates which depend upon
the nodal coordinates (c.f., Section 2.3). f⃗i arises from those boundary nodes which have essential boundary conditions. This
problem is highly nonlinear in unknowns, X⃗i.
To solve the fully nonlinear problem, the Jacobian–Free Newton–Krylov (JFNK, [17]) iteration method was used as, for
example, in [1]. That is, starting from the initial node coordinates aNewton iteration is initiated such that for the kth iteration
we solve
Jij(X⃗k)δX⃗kj = −Fi(X⃗k), (40)
where the Jacobian matrix is
Jij = ∂Fi
∂Xj
. (41)
The Jacobian-Free part of the algorithm results when it is realized that the Krylov solver requires only the results of the
Jacobian matrix times a vector and not the full Jacobian matrix itself. This product can be approximated as
Jijvj ≈ Fi(X⃗ + ϵv⃗)− Fi(X⃗)
ϵ
. (42)
Supplying this Jacobian-vector product routine to the Krylov solver, the correction vector, δX⃗kj , is found and the coordinates
are advanced to the next iteration step by
X⃗k+1i = X⃗ki + δX⃗ki . (43)
Convergence is then based upon how close the residual vector, Fi(X⃗), is to zero, defined here when the maximum absolute
entry in Fi is less than 1.e−3. Typically, fewer than 10 iterations are required, except in cases with moving boundary nodes.
Since boundary nodemovement happens after each JFNKNewton step, the residuals just computed from the Krylov solution
are changed based on the new projected boundary node locations. The Krylov solver used was the SciPy [18] sparse linalg
method gmres with preconditioning and a solution tolerance of 1.e−6.
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Fig. 7. Initial 22 element 3 block mesh having 4 dendritic quadrilateral elements. Green lines are the original block geometry boundaries.
6. Sample results
In this section, examples are presented illustrating boundary node movement and dendritic element effects on the
Laplace–Beltrami enhancement of two-dimensional unstructured meshes. A mesh quality metric, Q, as defined in [8] is
used. It combines a measure of element distortion with a measure of element size in the form
Q = min
e
1
Ee
, (44)
Ee = 1
2

βe(S)+ µe(S) , (45)
with the element e distortion measure, β , given in Eq. (9), and size measure, µ, given in Eq. (10). Note that v¯ is the average
element size (area) in the initial mesh. Since β andµ are point quantities, average values are computed for each element as
βe =

Ωe β(S)dξ⃗
Ωe dξ⃗
(46)
µe =

Ωe µ(S)dξ⃗
Ωe dξ⃗
. (47)
Both β and µ are bounded from below by 1 so that 0 ≤ Q ≤ 1, with Q = 1 being a mesh with ideal balance between
element distortion and size. The individual measures are also computed so that
Qβ = min
e
1
βe
(48)
Qµ = min
e
1
µe
. (49)
6.1. A simple hanging node mesh
Fig. 7 shows a mesh composed of three structured blocks of quadrilateral elements, some with dendritic elements. This
composite mesh is converted to an unstructured mesh (c.f., Jean et al. [4] for full details of the multi-block structured-
to-unstructured mesh conversion process) and is subsequently to be enhanced using the Laplace–Beltrami method. If
the dendritic elements are treated as quadrilateral elements, ignoring the hanging node contribution to the basis, the
enhancement continues to pull the mesh toward the bottom left corner of the mesh, effectively tangling the mesh.
If, instead the hanging node contributions to the element basis functions as described in Section 3 are used, the
enhancement shown in Fig. 8 results. All boundary nodes are treated as Dirichlet nodes and the solution required 3 JFNK
iterations for convergence.
6.2. A triangular–quadrilateral element composite mesh
This example shows a composite triangular–quadrilateral element mesh. The initial mesh in Fig. 9 (left side) has both
triangles and quadrilateral elements. The triangle elements are dendritic, while only some of the quadrilateral elements are
dendritic. In particular, the quadrilateral dendritic elements have two hanging nodes per element. The right side of the figure
shows the mesh after enhancement, allowing the boundary nodes on the top and bottom boundaries to move, requiring 12
JFNK iterations to converge, recognizing that boundary node movement slows down convergence because the boundary
nodes are moved after each Newton iteration, thereby changing the boundary element residuals for the next iteration.
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Fig. 8. The initial mesh of Fig. 7 enhanced with the Laplace–Beltrami equations and with all external boundary nodes fixed. This solution converged in 3
JFNK iterations with final mesh quality,Q = 0.553,Qβ = 0.908, andQµ = 0.385.
Fig. 9. An example two-dimensional initial mesh (left) having both triangular and quadrilateral elements and also dendritic elements. The quadrilateral
dendritic elements have two hanging nodes per element and the triangular elements have one hanging node. The enhanced mesh with moving boundary
nodes (right) with final qualityQ = 0.299,Qβ = 0.465, andQµ = 0.220.
6.3. Comparison of Amsden–Hirt and Laplace–Beltrami enhancement
This example uses the same basic mesh mentioned in Section 6.1, but with 330 elements (379 nodes). Comparison is
made between two enhancement schemes: the Amsden–Hirt (c.f., Section 1) and the Laplace–Beltrami methods and the
enhancedmesh results are shown in Fig. 10. Recall that the Amsden–Hirt method fixes the metric tensor components for all
iterations. The results show generally similar meshes with the Laplace–Beltrami algorithm giving a larger (better) overall
mesh quality than does the Amsden–Hirt method. Two manifestations of this are that near the outer circular boundary, the
Laplace–Beltrami method produces muchmore circular mesh lines than does the Amsden–Hirt method and that the central
mesh node (having a valence of 3) is attached to an element which is significantly smaller than its surrounding elements in
the Amsden–Hirt method.
7. Summary
The two-dimensional Laplace–Beltrami method of mesh enhancement has been modified to allow for dendritic
elements, in particular simplex triangle and bilinear quadrilateral elements. Additionally, boundary node movement is
implemented for those meshes having quadrilateral elements along the boundary such that the node placement adheres
to a Wilson–Fowler spline representation of the discrete boundary. The use of transition element basis functions allows
proper treatment of the hanging nodes within an element. Transition triangle basis functions are introduced.
To illustrate the method, several example meshes are smoothed including cases where the mesh has dendritic
quadrilaterals combined with boundary node movement, a composite mesh with dendritic triangles and quadrilaterals
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Fig. 10. Comparison of the Amsden–Hirt enhancement method and the Laplace–Beltrami method for a 330 element refinement of the three-block mesh
of Fig. 7. Nodes on the bottom and left edges are free to move along the boundary geometry while those on the circular boundary are fixed.
some having two hanging nodes, and a comparison of the Laplace–Beltrami and Amsden–Hirt (Laplacian) methods of
enhancement. In all cases, the Laplace–Beltrami method is shown to work very well with dendritic elements.
The ideas presented here for two-dimensional meshes are generalizable to three-dimensional meshes. Such extension,
while numerically involved, is straightforward and will be the focus of future work.
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