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tionLe système Coq[3℄ permet maintenant de faire des preuves formelles en analyse réelle. Mais lespreuves dans e domaine sont enore très pénibles, ar très peu automatisées, en partiulier ellesqui manipulent les inégalités. Dans le as des équations et inéquations linéaires, la tatique Fourierpermet au système de faire lui-même les preuves, mais ette tatique ne s'applique pas dans le as desystèmes d'équations et d'inéquations polynmiales. Pourtant il existe pour e as des proédures dedéision eaes et simples, au moins en degré faible et ave un nombre de variables ne dépassant pasla dizaine.Le but du travail qu'on présente ii 1 est d'implémenter en Oaml[7℄une telle proédure sous la formed'une tatique de Coq. Nous pensons qu'elle pourra être très utile pour les utilisateurs de Coq quitravailleront ave des nombres réels. On peut pour s'en onvainre onstater que de très nombreusespreuves faites dans la bibliothèque Reals de Coq reviennent à montrer qu'un système d'inéquationspolynmiales n'a pas de solution (par exemple dans les aluls de limites, de ontinuité).La méthode qu'on a hoisie est une méthode d'élimination des quantiateurs dans les orps réels los,basée sur le prinipe de Tarski-Seidenberg, et est exposée dans [1℄. Basée sur une démonstration de[6℄, elle a l'avantage d'être assez simple à programmer, relativement eae, et de ne faire intervenirque des théorèmes d'analyse réelle élémentaire (essentiellement le théorème des valeurs intermédiaires,prouvé en Coq par [5℄).En pratique la tatique suit les modèles des tatiques Omega et Fourier. On ommene par traduireles objets mathématiques de Coq qui interviennent dans les hypothèses et dans le but qu'on veutprouver dans des types de données de Oaml, puis on eetue le alul de la proédure de déision enOaml. Si elle-i réussit, on onstruit alors à partir d'une trae des aluls eetués une preuve dansle formalisme de Coq, qui est ensuite vériée par le système.Si ette tatique s'avère utile, on pourra ensuite envisager d'utiliser la tehnique de la réexion pourprogrammer et vérier dans Coq lui-même la proédure de déision utilisée (e qui reviendrait àprouver dans Coq la proédure elle-même alors qu'ii on génère une preuve pour haque entrée).Mais e n'est pas enore à l'ordre du jour, d'autant que la programmation de la méthode de [1℄ afait apparaître de nombreuses améliorations algorithmiques possibles : l'algorithme n'est de fait pasenore stabilisé.1Ce travail a en grande partie été eetué lors du stage de deuxième année de l'ENS Lyon d'Assia Mahboubi, dansle projet Lemme de l'INRIA Sophia Antipolis, enadré par Loï Pottier et Marie-Françoise Roy (IRMAR Rennes I). Cestage est dérit dans [8℄. 101
Assia Mahboubi, Loï PottierLe plan de et artile est le suivant : on ommene par exposer la proédure d'élimination desquantiateurs de [1℄, qui permet essentiellement de aluler tous les signes possibles d'une famille depolynmes en plusieurs variables, et on donne un exemple d'appliation de ette méthode. Puis ondérit quelles traes des aluls on utilise. Ensuite, on montre omment utiliser ette trae des alulspour eetuer l'élimination des quantiateurs universels. Enn on montre omment reonstruire unepreuve Coq à partir de es traes des aluls.2. Tableaux des signes d'une famille de polynmes.Soit f = ff1; : : : ; fsg une famille de polynmes de R[X1 ; : : : ; Xn℄. On dénit le signe d'un réel par  , 0ou + selon qu'il est négatif, nul ou positif. Un tableau de signes w de f , pour des valeurs x1; : : : ; xn 1des n   1 premières variables, est donné par une subdivision y1 < : : : < yp de ℄  1; +1[ telle quepour tout intervalle I 2 f ℄ 1; y1[; [y1℄; ℄y1; y2[; [y2℄; : : : ; ℄yp; +1[ g, pour tout j 2 f1 : : : sg, et pourtout x 2 I , fj(x1; : : : ; xn 1; x) a pour signe w(I; j). Lorsque le tableau n'a qu'une seule olonne, tousles polynmes de la famille ont un signe onstant sur ℄ 1; +1[Par exemple, un tableau de signes pour fX23 +X1X3 +X2; X21   4X2g est℄ 1; y1[ [y1℄ ℄y1; y2[ [y2℄ ℄y2; +1[X23 +X1X3 +X2 + 0   0 +X21   4X2 + + + + +il donne les signes de es deux polynmes pour X3 variant entre  1 et +1,ave y1 =  x1  px21   4x22 , et y2 =  x1 +px21   4x22 .Il n'y a que deux autres tableaux possibles pour es polynmes :℄ 1; +1[X23 +X1X3 +X2 +X21   4X2   ℄ 1; y1[ [y1℄ ℄y1; +1[X23 +X1X3 +X2 + 0 +X21   4X2 0 0 0ave y1 =  x12 .On a don alulé dans et exemple le signe du trinme du seond degré en fontion du signe de sondisriminant et dans e as simple, on sait exprimmer les yi en fontion des xj .Le but de e qui suit est de aluler tous les tableaux de signes d'une famille f , orrespondant auxvaleurs possibles des n  1 premières variables.2.1. Cas d'une variable: Z[X℄.On traite ii le as de polynmes de Z[X ℄, ar e qui suit s'étend immédiatement à la fois à R[X ℄ età R[X1 ; : : : ; Xn 1℄[Xn℄. En eet, l'outil prinipal qu'on utilise est la pseudo-division eulidienne.Supposons les polynmes de f non identiquement nuls et fs non onstant, de degré maximal (si en'est pas le as, tous les polynmes sont onstants, leur tableau de signes est trivial).Soient a1; : : : ; as 1 les oeients dominants de f1; : : : ; fs 1 et as elui de f 0s. Par pseudo-divisioneulidienne, on obtient:8i; 1  i  s  1; ifs = qifi + gi; deg(gi) < deg(fi); sfs = qsf 0s + gs; deg(gs) < deg(f 0s)ave 8i; i > 0 et i divise une puissane de ai.Soient w0 le tableau de signe de ff1; : : : ; fs 1; f 0s; g1; : : : ; gsg et x1 < : : : < xN sa subdivision.102
Elimination des quantiateurs sur les réels pour CoqSoient z1 < : : : < zp les xi qui sont raines de f1; : : : ; fs 1 ou f 0s. Des équations de pseudo-division,on déduit qu'en un zi raine de fj (resp f 0s), fs a le signe de gj (resp gs). Entre les zi, le théorème desvaleurs intermédiaires donne éventuellement des raines de fs, une au plus par intervalle, f 0s y étantnon nulle et de signe onstant.Par exemple, supposons que z1 est raine de fj (soit w0([z1℄; j) = 0), z2 est raine de fk (soit w0([z2℄; k)= 0), et que f 0s est positive sur ℄ 1;x1[ (soit w0(℄ 1;x1[; s) = +). Alors Si w0([z1℄; s+ j) = + et w0([z2℄; s+k) =  , alors il existe un unique y 2℄z1; z2[ tel que fs(y) = 0.En eet f 0s ne s'annule pas sur ℄z1; z2[, don omme elle est ontinue, elle garde un signe onstant.Or gj(z1) > 0 et gk(z2) < 0, don fs(z1) > 0 et fs(z2) < 0 et omme fs est une fontion ontinuestritement monotone sur ℄z1; z2[, le théorème des valeurs intermédiaires assure le résultat. Si w0([z1℄; s + j) = + et w0([z2℄; s + k) 6=  , alors on peut déduire que fs ne s'annule pas sur℄z1; z2[, ar elle est stritement monotone et ontinue. Si w0([z1℄; s+ j) = +, alors il existe un unique y 2℄  1; z1[ tel que fs(y) = 0. En eet f 0s estpositive en  1, non nulle avant z1, gj(z1) est positif don fs(z1) aussi. Finalement fs est unpolynme stritement roissant sur ℄ 1; z1[, positif stritement en z1 et le théorème des valeursintermédiaires assure le résultat. Si w0([z1℄; s+ j) 6= +, alors on peut déduire que fs ne s'annule pas sur ℄ 1; z1[.On peut voir que tous les autres as se traitent de la même manière.Soient y1 < : : : < yM la réunion des raines de fs données par le théorème des valeurs intermédiaireset des zi non raines de f 0s. Ces points donnent la subdivision du tableau w. Les signes de f1; : : : ; fs 1sont tirés diretement de w0. Ceux de fs sont déduits de eux de f 0s et des gj dans w0.En itérant e proessus, on se ramène fatalement à une famille de polynmes onstants, dont letableau de signes est trivial. En eet, en appliquant la transformation qui fait passer de ff1; : : : ; fsgà ff1; : : : ; fs 1; f 0s; g1; : : : ; gsg, soit le degré maximum des polynmes déroît, soit il stagne mais alorsle nombre de polynmes qui ont e degré déroît.2.2. Cas de plusieurs variables: R[X1 ℄:::[Xn℄.La méthode générale est basée sur elle du as à une variable, en ajoutant le traitement de la nullitééventuelle des oeients dominants non onstants. En eet, les oeients des polynmes sontmaintenant des polynmes en X1; : : : ; Xn 1, don pouvant être nuls ou non selon les valeurs de esvariables.On eetue les aluls en gardant en mémoire une famille N de polynmes qu'on suppose non nuls.Ce seront en fait des fateurs des oeients dominants qui interviennent dans les pseudo-divisions.Au départ, N est vide.Lorsque tous les polynmes de f sont onstants en Xn, on alule les tableaux de signes possibles def pour la variable suivante (Xn 1). De eux-i on retient les olonnes de signes où les polynmes def qui divisent un des polynmes de N sont eetivement non nuls.Lorsqu'un des polynmes de f est non onstant, on suit la proédure suivante :soit  le premier oeient dominant non onstant de f1; : : : ; fs, qui ne divise pas un des polynmesde N, i.e. qui peut être nul quand les polynmes de N sont non nuls; soit fi = xd + r lepolynme dont  est le oeient dominant; on traite alors les deux as :- ff1; : : : ; fi 1; fi; fi+1; : : : ; fsg en ajoutant les fateurs sans arrés 2 de  à N.2si P = Q(hi)i, ave les hi non onstants en Xn, premiers entre eux, de ontenu 1 - i.e. leurs oeients sontpremiers entre eux- et sans fateurs arrés - i.e. premiers ave leur dérivée -, alors les fateurs sans arrés de P sont leshi, plus les fateurs sans arrés de son ontenu. 103
Assia Mahboubi, Loï Pottier- ff1; : : : ; fi 1; r; fi+1; : : : ; fs; g dont on ne garde que les tableaux de signes ou  estidentiquement nul.soit il n'y a pas de tel . Dans e as lorsque les polynmes de N sont non nuls, tous les oeientsdominants des polynmes de f sont non nuls, et on peut appliquer alors la méthode à unevariable (dérivation et pseudo-divisions) ar les hypothèses sont vériées.2.3. AméliorationsOn aélère onsidérablement l'algorithme en fatorisant les polynmes ave la fatorisation sans arrésqui a l'avantage d'être rapide à aluler (uniquement des pgd de polynmes à plusieurs variables, quel'on alule ave l'algorithme des sous-résultants [2℄). Il est alors immédiat de aluler les tableauxdes signes de f si on onnaît eux de la famille ses fateurs.L'implémentation qu'on a faite en Oaml traite les polynmes de Z[X1; : : : ; Xn℄ 3. En eet, dans eas, tous les aluls ne produisent que des polynmes dans et anneau.2.4. Un exempleSoit f = fXY 3 + Y 2g, polynme de R[X ℄[Y ℄. Au départ, N = fg.La fatorisation sans arrés de f donne deux fateurs, qui onstituent la nouvelle famille f =fXY + 1; Y g. Etudions ses oeients dominants non onstants :X 6= 0 : maintenant N = fXg, et tous les oeients dominants de f sont non nuls. Appliquons laméthode à une variable :f1 = Y , f2 = XY + 1 puis f 02 = X; g1 = 0; g2 = 1 La fatorisation sans arré élimine lespolynmes onstants: la famille ourante f devient fY;Xg.Les oeients dominants sont tous non nuls : on peut dériver et on obtient la famille fX; 1; 0; 0g.En fatorisant, on est ramené à la famille fXg, onstante en Y . On passe don à la variablesuivante, X . En dérivant on obtient f1; 0g, dont le tableau de signes est1 +0 0D'où elui de fXg qui est X   0 +Il y a don trois tableaux de signes possibles pour fXg onsidérée maintenant omme famille depolynmes (onstants) en Y : X   X 0 X +On n'en retient que les as où X est non nul, puisque X divise un des polynmes de N = fXg.Restent don deux tableaux: X   X +En remontant à la famille fY;Xg, on a don deux tableaux:Y   0 +X       Y   0 +X + + +3On utilise la bibliothèque Big_int de Oaml. 104
Elimination des quantiateurs sur les réels pour CoqPuis à fXY + 1; Y g, qui a deux tableaux de signes:XY + 1 + + + 0  Y   0 + + + XY + 1   0 + + +Y       0 +e qui ahève le as X 6= 0.X = 0 : N = fg et la famille ourante devient f1; Y g puis fY g après la fatorisation sans arrés. Aprèsalul pour la variable suivante X , on obtient un unique tableau de signes : fY : [ ; 0;+℄g, quiest valide, puisque ses polynmes ne divisent auun polynme de N. D'où un tableau de signespour fXY + 1; Y g quand X est nul: fXY + 1 : [+;+;+℄; Y : [ ; 0;+℄g.Finalement on a trois tableaux de signes pour la famille fXY + 1; Y g :XY + 1 + + + 0  Y   0 + + +XY + 1   0 + + +Y       0 +XY + 1 + + +Y   0 +D'où trois tableaux de signes possibles pour la famille de départ fXY 3 + Y 2g:XY 3 + Y 2 + 0 + 0  XY 3 + Y 2   0 + 0 +XY 3 + Y 2 + 0 +orrespondant aux as X < 0, X > 0 et X = 0.3. Trae des aluls.Pour pouvoir onstruire la preuve qu'un ensemble de tableaux de signes orrespond bien à eux d'unefamille de polynmes, on va utiliser une trae des aluls qui ont permis de produire es tableaux designes. Comme on l'a vu, l'algorithme fontionne par étapes : on tranforme une famille f de polynmes en une famille f 0, soit par fatorisation, soit pardérivation et divisions eulidiennes, soit en passant à la variable suivante, on alule réursivement les tableaux de signes de f 0, à partir de eux-i on onstruit les tableaux de signes de f , l'arrêt a lieu lorsque tous les polynmes sont onstants, donnant lieu à un tableau de signetrivial.Une trae des aluls est don une suite de traes élémentaires orrespondant aux étapes de aluls.Chaque étape donne lieu éventuellement à des informations qui dérivent les résultats des alulsintermédiaires eetués, pour éviter de les refaire lors de la onstrution de la preuve :105
Assia Mahboubi, Loï PottierDérivation: on stoke dans la trae les paramètres i; qi des pseudo-divisions ifs = qifi+gi; sfs =qsf 0s + gs.Fatorisation: on stoke les déompositions des polynmes de f en produits de polynmes de f 0 etd'un entier.Une trae du alul des signes d'une famille f en la variable v à partir de eux de f 0 est nalementun des termes suivants : Choix(f; v; l) où l est la liste de traes orrespondant aux diérents tableaux possibles de lafamille f ; Derivation(f; v; w; I; t) où w est le tableau des signes de f , I une liste des paramètres despseudo-divisions, et t est la trae de f 0; Fatorisation(f; v; w; I; t) où w est le tableau des signes de f , I une liste des fatorisations def en fontion de f 0, et t est la trae de f 0; Cas(f; v; w; t) où w est le tableau des signes de f , et t est la trae de f 0. f est onstituée deonstantes pour la variable v, w n'a qu'une olonne, prise parmi les tableaux possibles de f 0,qui est ii égale à f , pour la variable v   1. La liste des traes de type Cas parourt toutes lesolonnes w possibles pour f 0; Constantes(f; w) où w est le tableau des signes de f .4. Elimination des quantiateurs.La trae d'un alul permet d'éliminer les quantiateurs universels dans une formule de la forme8Xn; : : : ; Xp+1; f1#10; : : : ; fs#s0où #i 2 f<;>;;;=g. En eet il sut, pour haque tableau de signes w de f ompatible ave leséquations ou inéquations f1#10; : : : ; fs#s0, de réupérer par un parours en profondeur de la traedes aluls qui l'ont produit, les premiers tableaux de signes onernant la variable Xp+1.Par exemple pour la formule 8X4; X1X24 +X2X4+X3 > 0, on obtient les tableaux de signes suivants:X1 0X3 +X2 0 X1 +4X1X3  X22 +On a don l'équivalene(8X4; X1X24 +X2X4 +X3 > 0), (X1 = 0 ^X3 > 0 ^X2 = 0) _ (X1 > 0 ^ 4X1X3  X22 > 0)5. Constrution des preuves pour Coq.En Coq, les preuves sont des termes omme les autres. Dans e langage typé, basé sur l'isomorphismede Curry-Howard, le type d'une preuve p est le théorème t qu'elle démontre: on érit alors p : t.La onstrution des preuves dans une dédution logique élémentaire est très simple, elle se fait parappliation d'une fontion à ses arguments. En eet, dans Coq, on identie une impliation logique106
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ateurs sur les réels pour CoqA! B à une fontion qui prend une preuve de A et qui rend une preuve de B. Ainsi, par exemple, si ona une preuve H1 de A, une preuve H2 de B, et une preuve H de A! B ! A^B, et bien (H H1 H2)est une preuve de A ^ B. Toutes les preuves de Coq ne sont évidemment pas des appliations 4 maispour nos besoins e sera susant: les preuves qu'on onstruira seront des appliations suessives dethéorèmes d'analyse élémentaire.Leur type en Oaml est le suivant:type preuve = Theo of string| Preuve of preuve list;;par exemple :Preuve [Theo "(A,B:Prop)A/\B->A"; Theo "1>0/\0<1"℄est une preuve de 1>0 (on omet ii, omme en Coq, les arguments impliites).La tradution de es preuves en preuves Coq est immédiate.5.1. Méthode.Etant données une famille f = ff1; : : : ; fsg de polynmes de R[X1 ; : : : ; Xn℄, et des hypothèses designes sur es polynmes H1 : f1#10; : : : ; Hs : fs#s0 où #i 2 f<;>;;;=; 6=g le but est deonstruire une ontradition, i.e. une preuve de la formule  = H1 ^ : : : Hs ) False. Pour ela onutilisera une preuve de la formule :	 = 8x1; : : : ; xn; 8j; signe(fj(x1; : : : ; xn)) = S1j_ : : :_ 8j; signe(fj(x1; : : : ; xn)) = Spjoù les signes Sij sont tirés des tableaux de signes possibles de la famille f .En eet il sut de vérier que les signes des hypothèsesH1; : : : ; Hs sont inompatibles ave les famillesde signes Si1; : : : ; Sis.On obtiendra une preuve de 	 à partir des diérents tableaux de signes de f . Soit w un tableau designes de f pour la variable Xn. Sa signiation est la formule :	fw = 9x1; : : : ; xn 1; 9z1; : : : ; zp;z1 < z2 ^ : : : ^ zp 1 < zp^ Signew(I1;1)(f1(x1; : : : ; xn 1; I1)): : :^ Signew(I1;s)(fs(x1; : : : ; xn 1; I1)): : :̂ Signew(I2p+1;1)(f1(x1; : : : ; xn 1; I2p+1)): : :^ Signew(I2p+1;s)(fs(x1; : : : ; xn 1; I2p+1))où I1; : : : ; I2p+1 est la subdivision de ℄ 1; +1[ assoiée à z1; : : : ; zp, et les prédiats Signe+ = Pos,Signe0 = Nul, Signe  = Neg sont dénis par Pos(h; I) , 8x 2 I; h(x) > 0, et. Si on onnaîtx1; : : : ; xn 1 et z1; : : : ; zp, il sut, pour obtenir une de preuve de 	fw, d'avoir, pour haque Ik ethaque i, une preuve de Signew(Ik;i)(fi(x1; : : : ; xn 1); Ik). Autrement dit un tableau de signes doit4il y des abstrations, des points xes, des traitement par as,...107
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ontenir pour haun de ses signes, une preuve de e signe : une ase ontient désormais un ouple(signe, preuve).Comme on l'a vu, l'algorithme de alul des tableaux de signes proède par transformation suessivesde la famille f . On onstruit les tableaux de signes de f à partir de eux de sa transformée f 0. Pour lespreuves des signes de es tableaux, le proédé est analogue : on onstruira une preuve d'un signe w(I; i)de fi dans un intervalle I à partir de preuves de signes dans le tableau orrespondant de la famillef 0. Pour ela on utilisera soit le théorème des valeurs intermédiaires, soit des théorèmes élementairessur le signe d'un polynme en fontion de elui de ses fateurs, soit des théorèmes élémentaires sur lesunions d'intervalles.Pour obtenir les preuves d'existene des valeurs x1; : : : ; xn 1 et z1; : : : ; zp, on utilisera enore lethéorème des valeurs intermédiaires et les valeurs et subdivision assoiées au tableau f 0.Enn on onstruira, toujours à partir des preuves qui onernent f 0, la preuve que les tableaux designes de f sont les seuls possibles.On va maintenant dérire sur un exemple la onstrution des preuves dans le as d'une variable. Leas multi-variables n'est pas enore programmé, mais ne devrait pas poser de problème partiulier.5.2. Cas d'une variable, exemple.Prenons l'exemple du polynme X2   1. L'algorithme donne la trae suivante :Derivation([|X^2-1|℄, 1,| + 0 - 0 + |,[1*(X^2-1) = X*X+(-1)℄,Fatorisation([|X; -1|℄, 1,| - 0 + || - - - |,[X=1*X; -1=-1℄,Derivation([|X|℄, 1,| - 0 + |,[1*X=X*1+0℄,Constantes ([|1; 0|℄,| + || 0 |))))Construisons maintenant les preuves pas à pas, en remontant dans la trae: les onstantes 1 et 0: leur tableau de signe, ave les preuves:1 | (+,p1) |0 | (0,p2) |oùp1 = Theo "(Pos 1 ℄-inf;+inf[)"p2 = Theo "(Nul 0 ℄-inf;+inf[)"en onsidérant que les théorèmes utilisés sont des théorèmes de base. On utilise à dessein dansles preuves une syntaxe prohe de elle de Coq.108
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es preuves, la formule 	fw =Pos(1; ℄ 1; +1[) ^Nul(0; ℄ 1; +1[)a pour preuve le termePreuve [Theo "(A1,A2:Prop)A1->A2->A1/\A2"; p1; p2℄ la famille fXg: son tableau de signes ave leurs preuves:X | (-,p3) (0,p4) (+,p5) |avep3 = Preuve [and31;Preuve [Exists_prf;Preuve [Preuve_val_interm1; Theo "(Derivee X 1)"; p1℄℄℄p4 = Preuve [and32;Preuve [Exists_prf;Preuve [Preuve_val_interm1; Theo "(Derivee X 1)"; p1℄℄℄p5 = Preuve [and33;Preuve [Exists_prf;Preuve [Preuve_val_interm1; Theo "(Derivee X 1)"; p1℄℄℄oùand31 = Theo "(A1,A2,A3:Prop)A1/\A2/\A3 -> A1"and32 = Theo "(A1,A2,A3:Prop)A1/\A2/\A3 -> A2"and33 = Theo "(A1,A2,A3:Prop)A1/\A2/\A3 -> A3"theo_val_interm1 =Theo "(f,f':Pol)(Derivee f f') -> (Pos f' ℄-inf;+inf[)-> (Exists x (Neg f ℄-inf;x[)/\(Nul f [x℄)/\(Pos f ℄x;+inf[))"Preuve_val_interm1 est une version partiulière du théorème des valeurs intermédiaires,si p est une de preuve de Theo "(Exists x (P x))", alors Preuve [Exists_val; p℄ donneun y tel que (P y), et Preuve [Exists_prf; p℄ est une preuve de (P y).Enn, (Derivee a b) indique que b est la dérivée de a modulo un fateur stritement positif.On a alors 	fw = 9z1;Neg(X; ℄ 1; z1[)^ Nul(X; [z1℄)^ Pos(X; ℄z1; +1[)dont une preuve est :p6 = Preuve [theo_val_interm1; Theo "(Derivee X 1)"; p1℄ la famille fX; 1g: son tableau de signes estX | (-,p3) (0,p4) (+,p5) |-1 | (-,p7) (-,p8) (-,p9) | 109
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 Pottieroùz1= Preuve [Exists_val; p6℄p7 = Preuve [Theo "(x:R)(Neg f ℄-inf;+inf[) -> (Neg f ℄-inf;x[)";z1;Theo "(Neg -1 ℄-inf;+inf[)"℄p8 = Preuve [Theo "(x:R)(Neg f ℄-inf;+inf[) -> (Neg f [x℄)";z1;Theo "(Neg -1 ℄-inf;+inf[)"℄p9 = Preuve [Theo "(x:R)(Neg f ℄-inf;+inf[) -> (Neg f ℄x;+inf[)";z1;Theo "(Neg -1 ℄-inf;+inf[)"℄ainsi 	fw = 9z1;Neg(X; ℄ 1; z1[)^ Nul(X; [z1℄)^ Pos(X; ℄z1; +1[)^ Neg( 1; ℄ 1; z1[)^ Neg( 1; [z1℄)^ Neg( 1; ℄z1; +1[)qui a pour preuvePreuve [Exists_ouple;z1;Preuve [Theo "(A1,A2,A3,A4,A5,A6:Prop)A1->...->A6->A1/\.../\A6";p3;p4;p5;p7;p8;p9℄℄où Exists_ouple onstruit une preuve de (Exists x (P x)) à partir d'un y et d'une preuvede (P y). enn X2   1: son tableau de signes ave les preuves :X^2-1 | (+,p10) (0,p11) (-,p12) (0,p13) (+,p14) |avetheo_val_interm2 =Theo "(f,f':Pol)(z:R)(Derivee f f') -> (Neg f' ℄-inf;z[) -> Neg(f,[z℄)-> (Exists x (x<z)/\(Pos f ℄-inf;x[)/\(Nul f [x℄)/\(Neg f ℄x;z[))"qui est une version du théorème des valeurs intermédiaires,p15 = Preuve [Theo "(f,g,q,r,:Pol)(x:R) >0 -> Nul(g,x) -> Neg(r,x) ->-> *f=q*g+r -> Neg(f,x)";z1; Theo "1>0"; p4; p8; Theo "1*(X^2-1)=X*X-1"℄qui est une preuve que X2   1 est négatif en z1,p20 = Preuve [theo_val_interm2;z1;Theo "(Derivee X^2-1 X)";110
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ateurs sur les réels pour Coqp3;p15℄p10 = Preuve [and42; Preuve [Exists_prf; p20℄℄p11 = Preuve [and43; Preuve [Exists_prf; p20℄℄p16 = Preuve [and44; Preuve [Exists_prf; p20℄℄En appliquant de nouveau la version suivante du théorème des valeurs intermédiaires, on obtientles autres preuves du tableau :theo_val_interm3 =Theo "(f,f':Pol)(z:R)(Derivee f f') -> (Pos f' ℄z;+inf[) -> Neg(f,[z℄)-> (Exists x (z<x)/\(Neg f ℄z;x[)/\(Nul f [x℄)/\(Pos f ℄x;+inf[))"p21 = Preuve [theo_val_interm3;z1;Theo "(Derivee X^2-1 X)";p5;p15℄p17 = Preuve [and42; Preuve [Exists_prf; p21℄℄p13 = Preuve [and43; Preuve [Exists_prf; p21℄℄p14 = Preuve [and44; Preuve [Exists_prf; p21℄℄et enn,p12 = Preuve [Theo "(f:Pol)(x,y,z:R)x<y -> y<z ->Neg(f,℄x;y[)->Neg(f,[y℄)->Neg(f,℄y;z[)-> Neg(f,℄x;z[)";Preuve [and41; Preuve [Exists_prf; p20℄℄;Preuve [and41; Preuve [Exists_prf; p21℄℄;p16;p15;p17℄nalement 	fw = 9z2; z3z2 < z3^ Pos(X2   1; ℄ 1; z2[)^ Nul(X2   1; [z2℄)^ Neg(X2   1; ℄z2; z3[)^ Nul(X2   1; [z3℄)^ Pos(X2   1; ℄z3; +1[)ave sa preuvePreuve [Exists_ouple;z2;Preuve [Exists_ouple;z3;Preuve [Theo "(A1,A2,A3,A4,A5,A6:Prop)A1->...->A6->A1/\.../\A6";Preuve [Theo "(x,y,z:R)x<y->y<z->x<z";Preuve [and41; Preuve [Exists_prf; p20℄℄;111
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 Pottier Preuve [and41; Preuve [Exists_prf; p21℄℄℄;p10;p11;p12;p13;p14℄℄℄oùz2 = Preuve [Exists_val; p20℄z3 = Preuve [Exists_val; p21℄6. Travail futur.A l'heure où et artile est érit, les hoses en sont au stade suivant : L'algorithme d'élimination des quantiateurs est érit en Oaml et fontionne sur des exemplessimples mais non triviaux, omme l'équation du troisième degré (voir en annexe). Il fontionneaussi sur des exemples tirés des preuves sur les réels de la bibliothèque de Coq. Enn il fontionnesur l'équation du quatrième degré, mais éhoue à reonstruire la trae omplète des aluls parmanque de plae mémoire (>1 Giga). Un tel algorithme général ne produit en eet pas sur etteentrée le alul optimal qu'on sait eetuer[4℄ pour e problème. La onstrution de la preuve Coq dans le as d'une variable est à 90% eetuée. Reste à prouveren Coq les théorèmes sur les réels utilisés. Un prototype de tatique, appelée Tarski fontionne en Coq : ette tatique appellel'algorithme en Oaml, et, s'il répond par un suès, prouve sauvagement le but à l'aide d'unaxiome (P:Prop)P. Evidemment le but est de vérier la faisabilité de l'intégration du ode amlave Coq, et aussi de pouvoir tester failement et onfortablement des exemples variés de preuvessur les réels.L'extension de la onstrution de la preuve Coq au as de plusieurs variables devrait demanderbeauoup moins de travail que e qui a été néessaire au as d'une variable, où les nombreux asd'appliation du théorème des valeurs intermédiaires sont assez fastidieux.Les auteurs tiennent à remerier les releteurs pour les remarques et indiations bibliographiques qu'ilsnous ont fournies, ainsi que Renaud Rioboo pour le bug qu'il a soulevé dans l'équation de degré 3.Bibliographie[1℄ J. Bohniak, M. Coste, M-F. Roy : Géométrie Algébrique Réelle, Springer-Verlag (1986), pages15-19.[2℄ S. Boulmé: Vers la spéiation formelle d'une preuve d'un algorithme non trivial de alulformel: le alul du pgd par la haîne des pseudo-restes des sous-résultants, Stage de DEA,LIP6, sept 96.[3℄ The Coq Developpement Team: The oq proof assistant, referene manual,http://pauilla.inria.fr/oq/do/main.html, 2001.[4℄ D. Lazard: Quantier Elimination: Optimal Solution for Two Classial Examples, J. SymboliComputation (1988) 5, 261-266.[5℄ M. Hirshowitz, M. Chiaverini: Preuve en Coq du théorème des valeurs intermédiaires, projetde maîtrise MIM, UNSA, printemps 2000.112
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ateurs sur les réels pour Coq[6℄ L. Hörmander: The analysis of linear partial dierental operators, vol.2, Springer-Verlag(1986).[7℄ X. Leroy et al: The objetive aml system, INRIA, http://aml.inria.fr/oaml/htmlman/,2001.[8℄ A. Mahboubi: Programmation d'une tatique dans le système Coq pour la méthode de Tarski-Seidenberg, rapport de stage de deuxième annéedu Magistère de Mathématiques et Appliations de l'ENS Lyon, septembre 2001.
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 PottierAnnexeOn donne ii le résultat de l'élimination de x dans x1x3+x2x2+x3x+x4. Chaque impliation donneles signes de polynmes en x1; x2; x3 et x4 en ondition, et en onlusion le tableau de variation dex1x3 + x2x2 + x3x + x4 entre 1 et +1. On remarquera que ertaines impliations peuvent êtresimpliées et regroupées, e que l'algorithme ne fait pas enore.[| - | x1| + | 3*x1*x3+(-1)*x2^2| + | 27*x1^2*x4^2+((-18)*x1*x2*x3+4*x2^3)*x4+4*x1*x3^3+(-1)*x2^2*x3^2| - | 27*x1^2*x4+(-9)*x1*x2*x3+2*x2^3==> | + 0 - | x1*x5^3+x2*x5^2+x3*x5+x4;| - | x1| + | 3*x1*x3+(-1)*x2^2| + | 27*x1^2*x4^2+((-18)*x1*x2*x3+4*x2^3)*x4+4*x1*x3^3+(-1)*x2^2*x3^2| 0 | 27*x1^2*x4+(-9)*x1*x2*x3+2*x2^3==> | + 0 - | x1*x5^3+x2*x5^2+x3*x5+x4;| - | x1| + | 3*x1*x3+(-1)*x2^2| + | 27*x1^2*x4^2+((-18)*x1*x2*x3+4*x2^3)*x4+4*x1*x3^3+(-1)*x2^2*x3^2| + | 27*x1^2*x4+(-9)*x1*x2*x3+2*x2^3==> | + 0 - | x1*x5^3+x2*x5^2+x3*x5+x4;| - | x1| - | 3*x1*x3+(-1)*x2^2| + | 27*x1^2*x4^2+((-18)*x1*x2*x3+4*x2^3)*x4+4*x1*x3^3+(-1)*x2^2*x3^2| - | 27*x1^2*x4+(-9)*x1*x2*x3+2*x2^3==> | + 0 - | x1*x5^3+x2*x5^2+x3*x5+x4;| - | x1| - | 3*x1*x3+(-1)*x2^2| 0 | 27*x1^2*x4^2+((-18)*x1*x2*x3+4*x2^3)*x4+4*x1*x3^3+(-1)*x2^2*x3^2| - | 27*x1^2*x4+(-9)*x1*x2*x3+2*x2^3==> | + 0 - 0 - | x1*x5^3+x2*x5^2+x3*x5+x4;| - | x1| - | 3*x1*x3+(-1)*x2^2| - | 27*x1^2*x4^2+((-18)*x1*x2*x3+4*x2^3)*x4+4*x1*x3^3+(-1)*x2^2*x3^2| - | 27*x1^2*x4+(-9)*x1*x2*x3+2*x2^3==> | + 0 - 0 + 0 - | x1*x5^3+x2*x5^2+x3*x5+x4;| - | x1| - | 3*x1*x3+(-1)*x2^2| - | 27*x1^2*x4^2+((-18)*x1*x2*x3+4*x2^3)*x4+4*x1*x3^3+(-1)*x2^2*x3^2| 0 | 27*x1^2*x4+(-9)*x1*x2*x3+2*x2^3==> | + 0 - 0 + 0 - | x1*x5^3+x2*x5^2+x3*x5+x4;| - | x1| - | 3*x1*x3+(-1)*x2^2| - | 27*x1^2*x4^2+((-18)*x1*x2*x3+4*x2^3)*x4+4*x1*x3^3+(-1)*x2^2*x3^2| + | 27*x1^2*x4+(-9)*x1*x2*x3+2*x2^3==> | + 0 - 0 + 0 - | x1*x5^3+x2*x5^2+x3*x5+x4;| - | x1| - | 3*x1*x3+(-1)*x2^2| 0 | 27*x1^2*x4^2+((-18)*x1*x2*x3+4*x2^3)*x4+4*x1*x3^3+(-1)*x2^2*x3^2| + | 27*x1^2*x4+(-9)*x1*x2*x3+2*x2^3==> | + 0 + 0 - | x1*x5^3+x2*x5^2+x3*x5+x4;| - | x1| - | 3*x1*x3+(-1)*x2^2| + | 27*x1^2*x4^2+((-18)*x1*x2*x3+4*x2^3)*x4+4*x1*x3^3+(-1)*x2^2*x3^2| + | 27*x1^2*x4+(-9)*x1*x2*x3+2*x2^3==> | + 0 - | x1*x5^3+x2*x5^2+x3*x5+x4;| + | x1| - | 3*x1*x3+(-1)*x2^2| + | 27*x1^2*x4^2+((-18)*x1*x2*x3+4*x2^3)*x4+4*x1*x3^3+(-1)*x2^2*x3^2| - | 27*x1^2*x4+(-9)*x1*x2*x3+2*x2^3==> | - 0 + | x1*x5^3+x2*x5^2+x3*x5+x4;| + | x1| - | 3*x1*x3+(-1)*x2^2| 0 | 27*x1^2*x4^2+((-18)*x1*x2*x3+4*x2^3)*x4+4*x1*x3^3+(-1)*x2^2*x3^2| - | 27*x1^2*x4+(-9)*x1*x2*x3+2*x2^3==> | - 0 - 0 + | x1*x5^3+x2*x5^2+x3*x5+x4;| + | x1| - | 3*x1*x3+(-1)*x2^2| - | 27*x1^2*x4^2+((-18)*x1*x2*x3+4*x2^3)*x4+4*x1*x3^3+(-1)*x2^2*x3^2| - | 27*x1^2*x4+(-9)*x1*x2*x3+2*x2^3==> | - 0 + 0 - 0 + | x1*x5^3+x2*x5^2+x3*x5+x4;| + | x1| - | 3*x1*x3+(-1)*x2^2| - | 27*x1^2*x4^2+((-18)*x1*x2*x3+4*x2^3)*x4+4*x1*x3^3+(-1)*x2^2*x3^2| 0 | 27*x1^2*x4+(-9)*x1*x2*x3+2*x2^3==> | - 0 + 0 - 0 + | x1*x5^3+x2*x5^2+x3*x5+x4;| + | x1| - | 3*x1*x3+(-1)*x2^2| - | 27*x1^2*x4^2+((-18)*x1*x2*x3+4*x2^3)*x4+4*x1*x3^3+(-1)*x2^2*x3^2| + | 27*x1^2*x4+(-9)*x1*x2*x3+2*x2^3==> | - 0 + 0 - 0 + | x1*x5^3+x2*x5^2+x3*x5+x4 114
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ateurs sur les réels pour Coq;| + | x1| - | 3*x1*x3+(-1)*x2^2| 0 | 27*x1^2*x4^2+((-18)*x1*x2*x3+4*x2^3)*x4+4*x1*x3^3+(-1)*x2^2*x3^2| + | 27*x1^2*x4+(-9)*x1*x2*x3+2*x2^3==> | - 0 + 0 + | x1*x5^3+x2*x5^2+x3*x5+x4;| + | x1| - | 3*x1*x3+(-1)*x2^2| + | 27*x1^2*x4^2+((-18)*x1*x2*x3+4*x2^3)*x4+4*x1*x3^3+(-1)*x2^2*x3^2| + | 27*x1^2*x4+(-9)*x1*x2*x3+2*x2^3==> | - 0 + | x1*x5^3+x2*x5^2+x3*x5+x4;| + | x1| + | 3*x1*x3+(-1)*x2^2| + | 27*x1^2*x4^2+((-18)*x1*x2*x3+4*x2^3)*x4+4*x1*x3^3+(-1)*x2^2*x3^2| - | 27*x1^2*x4+(-9)*x1*x2*x3+2*x2^3==> | - 0 + | x1*x5^3+x2*x5^2+x3*x5+x4;| + | x1| + | 3*x1*x3+(-1)*x2^2| + | 27*x1^2*x4^2+((-18)*x1*x2*x3+4*x2^3)*x4+4*x1*x3^3+(-1)*x2^2*x3^2| 0 | 27*x1^2*x4+(-9)*x1*x2*x3+2*x2^3==> | - 0 + | x1*x5^3+x2*x5^2+x3*x5+x4;| + | x1| + | 3*x1*x3+(-1)*x2^2| + | 27*x1^2*x4^2+((-18)*x1*x2*x3+4*x2^3)*x4+4*x1*x3^3+(-1)*x2^2*x3^2| + | 27*x1^2*x4+(-9)*x1*x2*x3+2*x2^3==> | - 0 + | x1*x5^3+x2*x5^2+x3*x5+x4;| - | x1| 0 | 3*x1*x3+(-1)*x2^2| + | 9*x1*x4+(-1)*x2*x3==> | + 0 - | x1*x5^3+x2*x5^2+x3*x5+x4;| - | x1| 0 | 3*x1*x3+(-1)*x2^2| 0 | 9*x1*x4+(-1)*x2*x3==> | + 0 - | x1*x5^3+x2*x5^2+x3*x5+x4;| - | x1| 0 | 3*x1*x3+(-1)*x2^2| - | 9*x1*x4+(-1)*x2*x3==> | + 0 - | x1*x5^3+x2*x5^2+x3*x5+x4;| + | x1| 0 | 3*x1*x3+(-1)*x2^2| - | 9*x1*x4+(-1)*x2*x3==> | - 0 + | x1*x5^3+x2*x5^2+x3*x5+x4;| + | x1| 0 | 3*x1*x3+(-1)*x2^2| 0 | 9*x1*x4+(-1)*x2*x3==> | - 0 + | x1*x5^3+x2*x5^2+x3*x5+x4;| + | x1| 0 | 3*x1*x3+(-1)*x2^2| + | 9*x1*x4+(-1)*x2*x3==> | - 0 + | x1*x5^3+x2*x5^2+x3*x5+x4;| - | x2| 0 | x1| + | 4*x2*x4+(-1)*x3^2==> | - - - | x1*x5^3+x2*x5^2+x3*x5+x4;| - | x2| 0 | x1| 0 | 4*x2*x4+(-1)*x3^2==> | - 0 - | x1*x5^3+x2*x5^2+x3*x5+x4;| - | x2| 0 | x1| - | 4*x2*x4+(-1)*x3^2==> | - 0 + + + 0 - | x1*x5^3+x2*x5^2+x3*x5+x4;| + | x2| 0 | x1| - | 4*x2*x4+(-1)*x3^2==> | + 0 - - - 0 + | x1*x5^3+x2*x5^2+x3*x5+x4;| + | x2| 0 | x1| 0 | 4*x2*x4+(-1)*x3^2==> | + 0 + | x1*x5^3+x2*x5^2+x3*x5+x4;| + | x2| 0 | x1| + | 4*x2*x4+(-1)*x3^2==> | + + + | x1*x5^3+x2*x5^2+x3*x5+x4;| 0 | x1| 0 | x2| - | x3==> | + 0 - | x1*x5^3+x2*x5^2+x3*x5+x4;| 0 | x1| 0 | x2| + | x3==> | - 0 + | x1*x5^3+x2*x5^2+x3*x5+x4;| 0 | x1 115
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 Pottier| 0 | x2| - | x4| 0 | x3==> | - | x1*x5^3+x2*x5^2+x3*x5+x4;| 0 | x1| 0 | x2| 0 | x4| 0 | x3==> | 0 | x1*x5^3+x2*x5^2+x3*x5+x4;| 0 | x1| 0 | x2| + | x4| 0 | x3==> | + | x1*x5^3+x2*x5^2+x3*x5+x4℄
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