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Sentence similarity computation is very important in all fields of natural language 
processing, such as Example-Based Machine Translation (EBMT), Question-Answer 
Systems, and Automatic Summarization. At present, mainstream research on 
similarity compuation has focused on syntactic-analysis-based methods, which do not 
take full account of the semantic information, so the results are not reliable. 
Semantic Role Labeling (SRL) is one of the ways to implement Shallow 
Semantic Parsing, just tagging some of the elements that serve as the parameters of 
the predicate when given a certain semantic meaning. This paper take shallow 
semantic pasing into account, propose a sentence similarity computation method 
based on semantic role labeling. 
Traditional semantic role labeling methods do not consider the relation of roles 
between each frame, so it can not be directly used for the calculation of sentence 
similarity. This paper improve traditional SRL: in preprocessing step, clustering all 
frames and create role relations of each cluster; In computation step, firstly determine 
the cluster which the sentence belong to, and then computing the words that are 
correspond semantic roles, finally combine all words similarity as sentence similarity. 
Studies have shown the factor which impact semantic role labeling system 
performance most is the characteristics. From the analysis use phrase structure as 
marked unit based on phrase structure syntactic phrase, to the analysis use word or 
dependency relation as marked unit based on dependency syntactic analysis, the 
performance growth is slowing down, clustering frame may be an improvement 
direction. The experimental results show that in the transaction domain, within frame 
clustered, semantic role labeling accuracy increase to about 90%. Sentence similarity 
computing method based on this semantic role labeling method contrast Semantic 
Dependency-based sentence similarity calculation methods, has also made a more 
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