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Abstract
We consider spatial population dynamics given by Markov birth-and-
death process with constant mortality and birth influenced by establish-
ment or fecundity mechanisms. The independent and density dependent
dispersion of spreading are studied. On the base of general methods of [14],
we construct the state evolution of considered microscopic ecological sys-
tems. We analyze mesoscopic limit for stochastic dynamics under consid-
eration. The corresponding Vlasov-type non-linear kinetic equations are
derived and studied.
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1 Introduction
Complex systems theory is a quickly growing interdisciplinary area with a very
broad spectrum of motivations and applications. One may characterize complex
systems by such properties as diversity and individuality of components, local-
ized interactions among components, and the outcomes of interactions used for
replication or enhancement of components. In the study of these systems, proper
language and techniques are delivered by the interacting particle models which
form a rich and powerful direction in modern stochastic and infinite dimensional
analysis. Interacting particle systems are widely used as models in condensed
matter physics, chemical kinetics, population biology, ecology, sociology, and
economics.
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Mathematical realizations of such models may be considered as a dynamics
of points in proper state spaces. In some applications the possible locations for
the points of system are structured, e.g., if we consider dynamics on graphs, or,
in particular, on lattices. Another class of models can be characterized by the
free positions of points in continuum, e.g., in Euclidean space Rd. As it was
shown originally in statistical physics, many empirical effects, such as phase
transition, are impossible in systems with finite number of points. Therefore,
systems with infinite points can be considered as mathematical approximation
for realistic systems with huge but finite number of elements. Among all infinite
systems we will study locally finite ones. Namely, the configuration space over
space Rd consists of all locally finite subsets (configurations) of Rd
Γ = Γ
(
R
d
)
:=
{
γ ⊂ Rd
∣∣∣ |γΛ| <∞, for all Λ ∈ Bb(Rd)}. (1.1)
Here γΛ := γ ∩Λ, the symbol | · | stands for the cardinality of a set, and Bb(R
d)
denotes the class of all bounded Borel sets in Rd. Each configuration may be
identified with a Radon measure on Rd by the relation γ(Λ) = |γΛ|. As a
result, Γ can be equipped with the vague topology and the corresponding Borel
σ-algebra.
Depending on application the points of systemmay be interpreted as molecules
in physics, plants in ecology, animals in biology, infected people in medicine,
companies in economics, market agents in finance, and so on. It is supposed
that points of a system evolve in time interacting with each other. In the present
paper we focus our attention to the dynamics with birth and death mechanisms.
The spatial birth-and-death dynamics describe an evolution of configura-
tions in Rd, in which points of configurations (particles, individuals, elements)
randomly appear (born) and disappear (die) in the space. Heuristically, the
corresponding Markov generator has the following form:
(LF )(γ) =
∑
x∈γ
d(x, γ \ x)D−x F (γ) +
∫
Rd
b(x, γ)D+x F (γ)dx, (1.2)
where for F : Γ→ R, x /∈ γ
D−x F (γ) = F (γ \ x)− F (γ), D
+
x F (γ) = F (γ ∪ x)− F (γ). (1.3)
Here functions d and b describe rates of death and birth correspondingly (for
details see, e.g., [14]).
In the present paper we apply the results of [14] to study the question about
the existence of the evolution corresponding to (1.2) for a particular choice of
the functions d and b. This question can be answered once we will be able to
construct a semigroup associated with L in a proper functional space. This
semigroup determines the solution to the Kolmogorov equation, which formally
(only in the sense of action of operator) has the following form:
dFt
dt
= LFt, Ft
∣∣
t=0
= F0.
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To show directly that L is a generator of a semigroup in some reasonable func-
tional spaces on Γ seems to be difficult problem. This difficulty is hidden in
the complex structure of non-linear infinite dimensional space Γ. However, in
various applications the corresponding evolution of states (measures on con-
figuration space) helps already to understand the behavior of the process and
makes possible to predict the equilibrium states of our system. In fact, proper-
ties of such an evolution itself are very important for application. The evolution
of states is heuristically given as a solution to the dual Kolmogorov equation
(Fokker–Planck equation):
dµt
dt
= L∗µt, µt
∣∣
t=0
= µ0, (1.4)
where L∗ is an adjoint operator to L defined on some space of measures on Γ,
provided, of course, that it exists.
Technically, we will study solutions of (1.4) in terms of correlations functions,
k
(n)
t , n ≥ 0 which are symmetric functions on (R
d)n and related to a density of
distribution for each n points of our system (rigorous definition will be given in
Section 2).
Among all birth-and-death processes we will consider only those in which
new particles appear from existing ones. These processes correspond to the
models of the spatial ecology. In the recent paper [12], we studied Bolker–
Dieckmann–Law–Pacala ecological model, which corresponds to the following
mechanism of evolution. Each existing individual can give birth to the new
one independently of all other individuals of the system. It may also die in-
fluenced by the global regulation (mortality) again independently of all other
members of the population or it dies because of the interaction with the rest
of the population (local regulation). The latter mechanism may be described
as a competition (e.g., for resources) between individuals in the population.
Heuristically, the corresponding Markov generator has the form (1.2) with
d(x, γ) = m+ κ−
∑
y∈γ
a−(x− y), (1.5)
b(x, γ) = κ+
∑
y∈γ
a+(x− y), (1.6)
Here a+, a− are probability densities, and constants m,κ+,κ− ≥ 0. In popu-
lation ecology, the constant m is called mortality and the functions a+, a− are
known as dispersion and competition kernel, respectively.
By [12], if m = κ− = 0 (free growth model) then the first correlation
function (density of the system) grows exponentially in time. To suppress this
growth we may consider the case m > κ− = 0 (contact model, see also [18,20]).
Then for m ≥ κ+ we obtain globally bounded density (even decaying in time
for m > κ+). Nevertheless, locally the system will show clustering. Namely,
k
(n)
t ∼ n! on a small regions for t ≥ 0 (see [12] for details). The main result
of [12] may be informally stated in the following way: if the mortality m and
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the competition kernel κ−a− are large enough, then the dynamics of correla-
tion functions associated with the pre-generator (1.2) preserves (sub-)Poissonian
bound for correlation functions for all times, i.e., k
(n)
t ≤ C
n, C > 0, n ≥ 1.
In the present article we introduce new mechanisms of local regulation in the
corresponding system, alternatively to (1.5). Namely, we set κ− = 0 in (1.5)
and consider two different modifications of (1.6). The first one includes the
influence of the whole system on the reproduction (fertility, fecundity) of each
single individual. The second modification of (1.6) contains a mechanism which
shows establishment of each individual in the system. The precise descriptions
are given in the next section. Such models have been actively studied in modern
ecological literature, see e.g. [8] and references therein. Here, for the first time,
we present a rigorous mathematical description for these evolutions.
This article is organized in the following way. In Section 2, we describe the
model rigorously providing the proper spaces for the corresponding functional
evolutions. In Section 3 we apply general results about birth-and-death dynam-
ics on configuration spaces obtained in [14]. Informally, the main results state
that if mortality m is big enough and negative influence of establishment or
fecundity is dominated by dispersion then the corresponding evolution exist. In
Section 4, we study the mesoscopic description of our model in terms of Vlasov
scaling.
It should be noted also, that the Vlasov-type scalings for some Markov pro-
cesses on finite configuration spaces were considered in [2–6]. Note that the
corresponding limiting hierarchy was obtained at the heuristic level. In the
present paper, we prove a weak convergence to the limiting hierarchy in the
case of infinite continuous systems for bounded but non-integrable densities.
It is worth pointing out that the necessity of a big mortality is a result
of perturbation theory for linear operators which gives the existence of the
corresponding dynamics for the infinite time interval. However, with the help
of another technique considered in [7], [10], we are able to show the existence of
the dynamics with any mortality but only on finite interval of time. This result
will be presented in the forthcoming paper.
2 Description of model
We recall that the configuration space Γ is given by (1.1). It is equipped with
the vague topology, i.e., the weakest topology for which all mappings Γ ∋ γ 7→∑
x∈γ f(x) ∈ R are continuous for any continuous function f on R
d with com-
pact support. The space Γ with the vague topology is a Polish space (see,
e.g., [16] and references therein). The corresponding Borel σ-algebra B(Γ) will
be the smallest σ-algebra for which all mappings Γ ∋ γ 7→ |γΛ| ∈ N0 := N ∪ {0}
are measurable for any Λ ∈ Bb(Rd), see, e.g., [1]. We set Fcyl(Γ) for the class of
all cylinder functions on Γ. Each F ∈ Fcyl(Γ) is characterized by the following
relation: F (γ) = F (γΛ) for some Λ ∈ Bb(Rd).
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Let 0 ≤ φ ∈ L1(Rd) be given even function such that
cφ :=
∫
Rd
(
1− e−φ(x)
)
dx ∈ (0; +∞). (2.1)
For any even 0 ≤ f ∈ L1(Rd) we denote
Ef (η) :=
∑
x∈η
∑
y∈η\x
f(x− y), η ∈ Γ0
Ef (x, γ) :=
∑
y∈γ\x
f(x− y), γ ∈ Γ, x ∈ Rd,
〈f〉 :=
∫
Rd
f(x)dx.
As it was already mentioned in the Introduction we would like to study two
classes of the interacting particle systems (IPS), whose mechanisms of evolution
are described by the corresponding heuristically given Markov generators:
(LestF )(γ) := m
∑
x∈γ
[
F (γ \ x)− F (γ)
]
+
∑
y∈γ
∫
Rd
b0(x, y, γ \ y)e
−Eφ(x,γ)
[
F (γ ∪ x)− F (γ)
]
dx(2.2)
and
(LfecF )(γ) := m
∑
x∈γ
[
F (γ \ x)− F (γ)
]
+
∑
y∈γ
e−E
φ(y,γ\y)
∫
Rd
b0(x, y, γ \ y)
[
F (γ ∪ x) − F (γ)
]
dx.(2.3)
The first model shows the influence of establishment in the system and the
second one presents fecundity. Here and in the sequel the mortality m is al-
ways supposed to be strictly positive. One can see that the establishment rate
e−E
φ(x,γ) will be smaller if x will be inside or close to the dense region of the
configuration γ. In its turn the fecundity rate e−E
φ(y,γ\y) would be also smaller
if y is situated in the dense area of γ. The non-negative measurable rate b0
represents the dispersion of the model. Let 0 ≤ a+, b+ ∈ L1(Rd) be given even
functions, and 〈a+〉 = 1. We consider two types of the dispersion:
• density independent dispersion
b0(x, y, γ \ y) = κ
+a+(x− y),
• density dependent dispersion
b0(x, y, γ \ y) = a
+(x − y)
(
κ
+ +
∑
y′∈γ\y
b+(y − y′)
)
.
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As it was mentioned above, we will study evolution of our model in terms
of its correlation functions. Below we introduce some basic notions needed to
describe the corresponding evolution.
The space of n-point configurations in an arbitrary Y ∈ B(Rd) is defined by
Γ(n)(Y ) :=
{
η ⊂ Y
∣∣∣ |η| = n}, n ∈ N.
By definition we take Γ(0)(Y ) := {∅}. As a set, Γ(n)(Y ) may be identified
with the symmetrization of Y˜ n =
{
(x1, . . . , xn) ∈ Y n
∣∣ xk 6= xl if k 6= l}.
Hence one can introduce the corresponding Borel σ-algebra, which we denote
by B
(
Γ(n)(Y )
)
. The space of finite configurations in an arbitrary Y ∈ B(Rd) is
defined by
Γ0(Y ) :=
⊔
n∈N0
Γ(n)(Y ).
This space is equipped with the topology of the disjoint union. On Γ0(Y ) we
consider the corresponding Borel σ-algebra denoted by B
(
Γ0(Y )
)
. In the case of
Y = Rd we will omit Y in the notation. Namely, Γ0 := Γ0(R
d), Γ(n) := Γ(n)(Rd).
The restriction of the Lebesgue product measure (dx)n to
(
Γ(n),B(Γ(n))
)
we
denote by m(n). We set m(0) := δ{∅}. The Lebesgue–Poisson measure λ on Γ0
is defined by
λ :=
∞∑
n=0
1
n!
m(n).
For any Λ ∈ Bb(Rd) the restriction of λ to Γ(Λ) := Γ0(Λ) will be also denoted
by λ. The space
(
Γ,B(Γ)
)
can be obtained as the projective limit of the family
of spaces
{(
Γ(Λ),B(Γ(Λ))
)}
Λ∈Bb(Rd)
, see, e.g., [1]. The Poisson measure π on(
Γ,B(Γ)
)
is given as the projective limit of the family of measures {πΛ}Λ∈Bb(Rd),
where πΛ := e−m(Λ)λ is the probability measure on
(
Γ(Λ),B(Γ(Λ))
)
and m(Λ)
is the Lebesgue measure of Λ ∈ Bb(Rd); see, e.g., [1].
A set M ∈ B(Γ0) is called bounded if there exists Λ ∈ Bb(Rd) and N ∈
N such that M ⊂
⊔N
n=0 Γ
(n)(Λ). The set of bounded measurable functions
with bounded support we denote by Bbs(Γ0), i.e., G ∈ Bbs(Γ0) if G ↾Γ0\M= 0
for some bounded M ∈ B(Γ0). Any B(Γ0)-measurable function G on Γ0, in
fact, is defined by a sequence of functions
{
G(n)
}
n∈N0
where G(n) is a B(Γ(n))-
measurable function on Γ(n). As usual, functions on Γ are called observables
and functions on Γ0 are called quasi-observables.
There exists a mapping from Bbs(Γ0) into Fcyl(Γ), which plays the key role
in our further considerations. It has the following form
KG(γ) :=
∑
η⋐γ
G(η), γ ∈ Γ, (2.4)
whereG ∈ Bbs(Γ0), see, e.g., [15,21,22]. The summation in (2.4) is taken over all
finite subconfigurations η ∈ Γ0 of the (infinite) configuration γ ∈ Γ; we denote
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this by the symbol, η ⋐ γ. The mapping K is linear, positivity preserving, and
invertible, with
K−1F (η) :=
∑
ξ⊂η
(−1)|η\ξ|F (ξ), η ∈ Γ0. (2.5)
Note that if function F has special form
F (γ) =
∑
x∈γ
H(x, γ \ x),
whereH(x, ·) is defined point-wisely at least on Γ0, then, by direct computation,(
K−1F
)
(η) =
∑
x∈η
(
K−1H(x, ·)
)
(η \ x), η ∈ Γ0. (2.6)
We set also
(K0G)(η) := (KG)(η), η ∈ Γ0.
Let us define, for any B(Rd)-measurable function f , the so-called coherent
state
eλ(f, η) :=
∏
x∈η
f(x), η ∈ Γ0\{∅}, eλ(f, ∅) := 1.
Then
(K0eλ(f))(η) = eλ(f + 1, η), η ∈ Γ0 (2.7)
and for any f ∈ L1(Rd, dx)∫
Γ0
eλ(f, η)dλ(η) = exp
{∫
Rd
f(x)dx
}
. (2.8)
A measure µ ∈ M1fm(Γ) is called locally absolutely continuous with respect
to the Poisson measure π if for any Λ ∈ Bb(Rd) the projection of µ onto Γ(Λ) is
absolutely continuous with respect to the projection of π onto Γ(Λ). By [15], in
this case, there exists a correlation functional kµ : Γ0 → R+ such that for any
G ∈ Bbs(Γ0) the following equality holds∫
Γ
(KG)(γ)dµ(γ) =
∫
Γ0
G(η)kµ(η)dλ(η).
The restrictions k
(n)
µ of this functional on Γ
(n)
0 , n ∈ N0 are called correlation
functions of the measure µ. Note that k
(0)
µ = kµ(∅) = 1.
We recall now without a proof the partial case of the well-known technical
lemma (see e.g. [19]) which plays very important role in our calculations.
Lemma 2.1. For any measurable function H : Γ0 × Γ0 × Γ0 → R∫
Γ0
∑
ξ⊂η
H (ξ, η \ ξ, η) dλ (η) =
∫
Γ0
∫
Γ0
H (ξ, η, η ∪ ξ) dλ (ξ) dλ (η) (2.9)
if both sides of the equality make sense.
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For arbitrary and fixed C > 1 we consider the functional Banach space
LC := L
1(Γ0, C
|η|λ(dη)). (2.10)
In the sequel, symbol ‖·‖C stands for the norm of the space (2.10).
Let dλC := C
|·|dλ, then the dual space
(LC)
′ =
(
L1(Γ0, dλC)
)′
= L∞(Γ0, dλC).
The space (LC)′ is isometrically isomorphic to the Banach space
KC :=
{
k : Γ0 → R
∣∣∣ k C−|·| ∈ L∞(Γ0, λ)}
with the norm
‖k‖KC := ‖C
−|·|k(·)‖L∞(Γ0,λ)
where the isomorphism is provided by the isometry RC
(LC)
′ ∋ k 7−→ RCk := k C
|·| ∈ KC .
In fact, one may consider the duality between the Banach spaces LC and
KC given by the following expression
〈〈G, k〉〉 :=
∫
Γ0
G · k dλ, G ∈ LC , k ∈ KC (2.11)
with |〈〈G, k〉〉| ≤ ‖G‖C · ‖k‖KC . It is clear that k ∈ KC implies
|k(η)| ≤ ‖k‖KC C
|η| for λ−a.a. η ∈ Γ0.
In the paper [17], it was proposed the analytic approach for the construction
of non-equilibrium dynamics on Γ, which uses deeply the harmonic analysis on
configuration spaces. By this approach the dynamics of correlation functions
corresponding to (1.4) is given by the evolutional equation
dkt
dt
= L△kt, kt
∣∣
t=0
= k0, (2.12)
where L△ is a dual operator to the K-image of L defined by the expression
Lˆ := K−1LK
with respect to the duality (2.11). Hence, L△ = Lˆ∗. In order to construct the
evolution of correlation functions we are going to follow such a scheme: we show
that Lˆ is a generator of a C0-semigroup in the certain Banach space and after
consider the dual semigroup which solves the Cauchy problem (2.12).
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3 Functional evolutions
Let
D :=
{
G ∈ LC
∣∣ | · |G(·) ∈ LC}.
Note that Bbs(Γ0) ⊂ D. In particular, D is a dense set in LC .
In [14], we have found sufficient conditions for operator (Lˆ,D) to be a gen-
erator of a semigroup in LC . In the case of Markov generators (2.2) or (2.3),
this result may be formulated in the following way.
Lemma 3.1 (Theorem 3.2 of [14]). Suppose there exists 0 < a < C2 such that∑
x∈ξ
∫
Γ0
∣∣(K−10 b (x, (ξ \ x) ∪ ·)) (η)∣∣C|η|dλ (η) ≤ am|ξ|, (3.1)
where b(x, η) is equal either
e−E
φ(x,η)
∑
y∈η
b0(x, y, η \ y) or
∑
y∈η
e−E
φ(y,η\y)b0(x, y, η \ y).
Then (Lˆ,D) is the generator of a holomorphic semigroup in LC .
It is worth noting that if (3.1) is valid, then for any G ∈ D
(
LˆG
)
(η) = −m|η|G(η) +
∑
ξ⊂η
∫
Rd
G(ξ ∪ x)
(
K−10 b(x, · ∪ ξ)
)
(η \ ξ)dx. (3.2)
Theorem 3.2. Let 0 ≤ a+, b+, φ ∈ L1(Rd) be even functions such that (2.1)
holds and 〈a+〉 = 1, B := 〈b+〉 ≥ 0. Suppose, additionally, that there exist
constants A1, A2 ≥ 0 such that
0 ≤ a+(x) ≤ A1φ(x), x ∈ R
d, (3.3)
a+(x − y)b+(y − y′) ≤ A2φ(x − y)φ(x − y
′), x, y, y′ ∈ Rd, (3.4)
A1κ
+
eC
+
4A2
e2C
+
A1B
e
+ κ+ +
A2〈φ〉
e
+ CB <
m
2
e−cφC . (3.5)
Then (3.1) holds and
(
Lˆest = K
−1LestK,D) is the generator of a holomorphic
semigroup Uˆest(t) in LC .
Remark 3.3. In the density independent case, b+ ≡ 0, the assumption (3.4)
holds with A2 = 0. Moreover, since B = 0, the condition (3.5) will have the
following form
A1κ
+
eC
+ κ+ <
m
2
e−cφC .
Before proof of Theorem 3.2, we give an example of a+, b+ which satisfy
(3.4) in the Lemma below.
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Lemma 3.4. Suppose that there exist constants E1, E2 > 0 and δ > d such that
a+(x) ≤
E1
(1 + |x|)2δ
, b+(x) ≤
E1
(1 + |x|)δ
≤ E2φ(x), x ∈ R
d.
Then (3.4) holds with A2 = E
2
2 .
Proof of Lemma 3.4. Using obvious inequality
1 + |x− y′| ≤ 1 + |x− y|+ |y − y′| ≤ (1 + |x− y|) (1 + |y − y′|)
we obtain that
a+(x− y)b+ (y − y′) ≤
E1
(1 + |x− y|)δ
E1
(1 + |x− y′|)δ
≤ E22φ(x − y)φ(x − y
′),
that proves the statement.
Proof of Theorem 3.2. Let us set
best(x, γ) = e
−Eφ(x,γ)
∑
y∈γ
a+(x− y)
(
κ
+ +
∑
y′∈γ\y
b+(y − y′)
)
. (3.6)
To check (3.1), we will try to estimate the integral∫
Γ0
∣∣(K−10 best (x, ξ ∪ ·)) (η)∣∣C|η|dλ (η) , ξ ∈ Γ0
uniformly in x ∈ Rd and ξ ∈ Γ0.
In view of (3.6), one has
best (x, ξ ∪ η) = e
−Eφ(x,ξ)e−E
φ(x,η)
∑
y∈ξ
a+(x− y)
(
κ
+ +
∑
y′∈ξ\y
b+(y − y′)
)
+e−E
φ(x,ξ)e−E
φ(x,η)
∑
y′∈η
∑
y∈ξ
a+(x− y)b+(y − y′)
+e−E
φ(x,ξ)e−E
φ(x,η)
∑
y′∈η
a+(x − y′)
(
κ
+ +
∑
y∈ξ
b+(y − y′)
)
+e−E
φ(x,ξ)e−E
φ(x,η)
∑
y∈η
a+(x− y)
∑
y′∈η\y
b+(y − y′).
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Using (2.5)–(2.7), we obtain(
K−10 best (x, ξ ∪ ·)
)
(η) (3.7)
= eλ
(
e−φ(x−·) − 1, η
)
best (x, ξ)
+e−E
φ(x,ξ)
∑
y′∈η
∑
y∈ξ
a+(x − y)b+(y − y′)e−φ(x−y
′)eλ
(
e−φ(x−·) − 1, η \ y′
)
+e−E
φ(x,ξ)
∑
y′∈η
eλ
(
e−φ(x−·) − 1, η \ y′
)
a+(x− y′)e−φ(x−y
′)
×
(
κ
+ +
∑
y∈ξ
b+(y − y′)
)
+e−E
φ(x,ξ)
∑
y∈η
∑
y′∈η\y
a+(x− y)b+(y − y′)e−φ(x−y)e−φ(x−y
′)
×eλ
(
e−φ(x−·) − 1, η \ {y, y′}
)
.
Next, let κ = ecφC then, by (2.8),∫
Γ0
∣∣(K−10 best (x, ξ ∪ ·)) (η)∣∣C|η|dλ (η)
≤ κbest (x, ξ) + Ce
−Eφ(x,ξ)
∫
Γ0
∫
Rd
∑
y∈ξ
a+(x − y)b+(y − y′)e−φ(x−y
′)
×eλ
(∣∣∣e−φ(x−·) − 1∣∣∣ , η)C|η|dy′dλ (η)
+Ce−E
φ(x,ξ)
∫
Γ0
∫
Rd
eλ
(∣∣∣e−φ(x−·) − 1∣∣∣ , η) a+(x− y′)e−φ(x−y′)
×
(
κ
+ +
∑
y∈ξ
b+(y − y′)
)
C|η|dy′dλ (η)
+C2e−E
φ(x,ξ)
∫
Γ0
∫
Rd
∫
Rd
a+(x− y)b+(y − y′)e−φ(x−y)e−φ(x−y
′)
×eλ
(∣∣∣e−φ(x−·) − 1∣∣∣ , η)C|η|dy′dydλ (η)
≤ κbest (x, ξ) + κBCe
−Eφ(x,ξ)
∑
y∈ξ
a+(x− y)
+κCe−E
φ(x,ξ)
κ
+
〈
a+e−φ
〉
+κCe−E
φ(x,ξ)
∑
y∈ξ
∫
Rd
a+(x− y′)e−φ(x−y
′)b+(y − y′)dy′
+κC2e−E
φ(x,ξ)
∫
Rd
∫
Rd
a+(x− y)b+(y − y′)e−φ(x−y)e−φ(x−y
′)dy′dy.
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By (3.3), one has
e−E
φ(x,ξ)
∑
y∈ξ
a+(x− y) ≤ A1e
−Eφ(x,ξ)Eφ(x, ξ) ≤
A1
e
,
where we used the elementary inequality xe−x ≤ e−1, x ≥ 0. Next, by (3.4), we
may estimate
e−E
φ(x,ξ)
∑
y∈ξ
∫
Rd
a+(x − y′)e−φ(x−y
′)b+(y − y′)dy′
≤ A2e
−Eφ(x,ξ)
∑
y∈ξ
∫
Rd
φ(x− y)φ(x − y′)dy′ ≤
A2〈φ〉
e
.
Moreover, (3.3), (3.4) yield
best(x, ξ) ≤ A1κ
+e−E
φ(x,ξ)
∑
y∈ξ
φ(x− y)
+A2e
−Eφ(x,ξ)
∑
y∈ξ
φ(x − y)
∑
y′∈ξ\y
φ(x− y′)
≤
A1κ
+
e
+A2e
−Eφ(x,ξ)
(
(Eφ(x, ξ)
)2
≤
A1κ
+
e
+
4A2
e2
,
since x2e−x ≤ 4e−2, x ≥ 0.
Therefore, we have∫
Γ0
∣∣(K−10 best (x, ξ ∪ ·)) (η)∣∣C|η|dλ (η)
≤ κ
(
A1κ
+
e
+
4A2
e2
)
+ κCB
A1
e
+ κCκ+ + κC
A2〈φ〉
e
+ κC2B =: D.
To obtain (3.1), it is enough to suppose that D ≤ am, where a
C
< 12 . Hence, we
need that m > 2D
C
only, that is (3.5). The theorem is proved.
Theorem 3.5. Let 0 ≤ a+, b+, φ ∈ L1(Rd) be even functions such that (2.1)
holds and 〈a+〉 = 1, B = 〈b+〉 ≥ 0. Suppose, additionally, that there exists
constants A1, A2 ≥ 0 such that for a.a. x, y, y′ ∈ Rd
0 ≤ a+(x) ≤ A1φ(x)e
−φ(x), (3.8)
b+(x) ≤ A2φ(x), (3.9)
κ
+ +
A2
e
+ CB +
(
κ
+
C
+B
)A1
e
+
4A1A2
e2
C <
m
2
e−cφC . (3.10)
Then (3.1) holds and
(
Lˆfec = K
−1LfecK,D) is the generator of a holomorphic
semigroup Uˆfec(t) in LC .
12
Remark 3.6. In the density independent case, A2 = B = 0, and (3.10) may be
rewritten in the form:
κ
+
(
1 +
A1
eC
)
<
m
2
e−cφC .
Proof. Set
bfec(x, γ) =
∑
y∈γ
e−E
φ(y,γ\y)b0(x, y, γ \ y).
Then, one has
bfec (x, η ∪ ξ) =
∑
y∈η
e−E
φ(y,ξ)e−E
φ(y,η\y)a+(x− y)
(
κ
+ +
∑
y′∈ξ
b+(y − y′)
)
+
∑
y∈η
e−E
φ(y,ξ)e−E
φ(y,η\y)a+(x− y)
∑
y′∈η\y
b+(y − y′)
+
∑
y∈ξ
e−E
φ(y,η)e−E
φ(y,ξ\y)a+(x− y)
(
κ
+ +
∑
y′∈ξ\y
b+(y − y′)
)
+
∑
y′∈η
∑
y∈ξ
e−E
φ(y,η)e−E
φ(y,ξ\y)a+(x− y)b+(y − y′),
and, using (2.5)–(2.7), we obtain(
K−10 bfec (x, ξ ∪ ·)
)
(η) (3.11)
=
∑
y∈η
e−E
φ(y,ξ)eλ
(
e−φ(y−·) − 1, η \ y
)
a+(x− y)
(
κ
+ +
∑
y′∈ξ
b+(y − y′)
)
+
∑
y∈η
e−E
φ(y,ξ)a+(x− y)
∑
y′∈η\y
b+(y − y′)e−φ(y−y
′)eλ
(
e−φ(y−·) − 1, η \ y \ y′
)
+
∑
y∈ξ
eλ
(
e−φ(y−·) − 1, η
)
e−E
φ(y,ξ\y)a+(x− y)
(
κ
+ +
∑
y′∈ξ\y
b+(y − y′)
)
+
∑
y′∈η
eλ
(
e−φ(y−·) − 1, η \ y′
)
e−φ(y−y
′)
∑
y∈ξ
e−E
φ(y,ξ\y)a+(x− y)b+(y − y′).
Therefore, for κ = ecφC we have, by (2.8),∫
Γ0
∣∣(K−10 bfec (x, ξ ∪ ·)) (η)∣∣C|η|dλ (η)
≤ κC
∫
Rd
e−E
φ(y,ξ)a+(x − y)
(
κ
+ +
∑
y′∈ξ
b+(y − y′)
)
dy
+κC2
∫
Rd
∫
Rd
e−E
φ(y,ξ)a+(x− y)b+(y − y′)e−φ(y−y
′)dydy′
+κ
∑
y∈ξ
e−E
φ(y,ξ\y)a+(x − y)
(
κ
+ +
∑
y′∈ξ\y
b+(y − y′)
)
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+κC
∫
Rd
e−φ(y−y
′)
∑
y∈ξ
e−E
φ(y,ξ\y)a+(x − y)b+(y − y′)dy′
≤ κCκ+ + κC
∫
Rd
a+(x − y)e−E
φ(y,ξ)
∑
y′∈ξ
b+(y − y′)dy
+κC2B + (κκ+ + κCB)
∑
y∈ξ
e−E
φ(y,ξ\y)a+(x − y)
+κ
∑
y∈ξ
e−E
φ(y,ξ\y)a+(x − y)
∑
y′∈ξ\y
b+(y − y′).
By (3.9),
κC
∫
Rd
a+(x − y)e−E
φ(y,ξ)
∑
y′∈ξ
b+(y − y′)dy ≤
κCA2
e
.
Now we will verify the sufficient condition (3.1). By (3.8), one has∑
x∈ξ
∑
y∈ξ\x
e−E
φ(y,(ξ\x)\y)a+(x− y) =
∑
y∈ξ
∑
x∈ξ\y
e−E
φ(y,(ξ\y)\x)a+(x− y)
=
∑
y∈ξ
e−E
φ(y,ξ\y)
∑
x∈ξ\y
eφ(x−y)a+(x− y) ≤
A1
e
|ξ|,
and, by (3.8) and (3.9) we have∑
x∈ξ
∑
y∈ξ\x
e−E
φ(y,(ξ\x)\y)a+(x− y)
∑
y′∈(ξ\x)\y
b+(y − y′)
=
∑
y∈ξ
e−E
φ(y,ξ\y)
∑
x∈ξ\y
eφ(x−y)a+(x− y)
∑
y′∈(ξ\y)\x
b+(y − y′)
≤ A1A2
∑
y∈ξ
e−E
φ(y,ξ\y)
∑
x∈ξ\y
φ(x − y)
∑
y′∈ξ\y
φ(y − y′) ≤
4A1A2
e2
|ξ|.
Hence, by (3.10), we obtain (3.1).
Let
(
Lˆ′,Dom(Lˆ′)
)
be an operator in (LC)′ which is dual to the closed op-
erator
(
Lˆ,D
)
. Here and below Lˆ means either Lˆest or Lˆfec. We consider also
its image on KC under the isometry RC , namely, let Lˆ∗ = RCLˆ′RC−1 with the
domain Dom(Lˆ∗) = RCDom(Lˆ
′).
By Proposition 3.5 of [14], for any α ∈ (0; 1)
KαC ⊂ Dom(Lˆ
∗).
Under the conditions of Theorem 3.2 or Theorem 3.5, there exists a ∈
(
0; C2
)
such that (3.1) holds. In the following let Tˆ (t) denotes either Uˆest(t) or Uˆfec(t).
One can consider the adjoint semigroup Tˆ ′(t) in (LC)′ and its image Tˆ ∗(t) in
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KC . By, e.g., Subsection II.2.6 of [9], the restriction Tˆ⊙(t) of the semigroup
Tˆ ∗(t) onto its invariant Banach subspace Dom(Lˆ∗) (here and below all closures
are in the norm of the space KC) is a strongly continuous semigroup. Moreover,
its generator Lˆ⊙ will be part of Lˆ∗, namely,
Dom(Lˆ⊙) =
{
k ∈ Dom(Lˆ∗)
∣∣∣ Lˆ∗k ∈ Dom(Lˆ∗)}
and Lˆ∗k = Lˆ⊙k for any k ∈ Dom(Lˆ⊙).
Theorem 3.7 (Theorem 3.8 of [14]). For any α ∈
(
2a
C
; 1
)
the set KαC is a
Tˆ⊙(t)-invariant Banach subspace of KC .
Therefore, for α ∈
(
2a
C
; 1
)
, one can consider the restriction Tˆ⊙α of the semi-
group Tˆ⊙ onto KαC . This restriction will be strongly continuous semigroup
with generator Lˆ⊙α which is restriction of Lˆ⊙ onto KαC (see, e.g., Subsection
II.2.3 of [9]). Therefore,
Dom(Lˆ⊙α) =
{
k ∈ KαC
∣∣∣ Lˆ∗k ∈ KαC},
and Lˆ⊙α coincides with Lˆ∗ on Dom(Lˆ⊙α). Note that for any k ∈ KαC ⊂ D(Lˆ∗)(
Lˆ∗k
)
(η) = −m|η|k(η)|+
∑
x∈η
∫
Γ0
k(ξ ∪ (η \ x))
(
K−10 b(x, · ∪ η \ x)
)
(ξ)dλ(ξ).
The explicit expressions can be found using (3.7) or (3.11).
Hence, we have the strong solution (in the sense of the norm in KC) of the
evolution equation
∂
∂t
kt = Lˆ
∗kt (3.12)
at least on the subspace KαC .
Remark 3.8. To study stationary equation Lˆ∗k = 0 corresponding to (3.12) on
the set of functions k ∈ KαC such that k(∅) = 1, one may consider even weaker
assumptions without denominator 2 in (3.5) or (3.10). However, by Proposition
3.9 of [14], a unique solution of this equation will satisfy k(η) = 0 for all |η| 6= 0.
4 Vlasov scaling
To begin with, we would like to explain the idea of the Vlasov-type scaling.
The general scheme describing this scaling for the birth-and-death dynamics
as well as for the conservative ones may be found in [13]. This approach was
successfully realized for the Bolker–Dieckmann–Law–Pacala model (1.2)–(1.6)
in [11].
Let us now detail how we proceed to organize the Vlasov-type scaling. We
will initially scale the generator L by the scaling parameter ε > 0, in such a way
that the following holds. First of all the K-image Lˆε of the rescaled operator Lε
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has to be a generator of a semigroup on some LCε . Consider the corresponding
dual semigroup Tˆ ∗ε (t). Let us choose an initial function of the corresponding
Cauchy problem depending on ε in such a way that k
(ε)
0 (η) ∼ ε
−|η|r0(η), ε→ 0,
η ∈ Γ0 with some function r0, independent of ε. Secondly, the scaling L 7→ Lε
has to be performed to assure that the semigroup Tˆ ∗ε (t) preserves the order of
the singularity:
(Tˆ ∗ε (t)k
(ε)
0 )(η) ∼ ε
−|η|rt(η), ε→ 0, η ∈ Γ0.
Moreover, the dynamics r0 7→ rt should preserve coherent states. Namely, if
r0(η) = eλ(ρ0, η), then rt(η) = eλ(ρt, η) and there exists explicit (nonlinear, in
general) differential equation for ρt:
∂
∂t
ρt(x) = υ(ρt)(x)
which is called the Vlasov-type equation.
Below we realize this approach for the case of
(LF )(γ) = m
∑
x∈γ
D−x F (γ) +
∫
Rd
b(x, γ)D+x F (γ)dx,
where b = b(a+, b+, φ) is either birth rate with establishment (see (2.2)) or the
one corresponding to the fecundity mechanism. Let us consider for any ε ∈ (0; 1]
the following scaling
(LεF )(γ) = m
∑
x∈γ
D−x F (γ) + ε
−1
∫
Rd
bε(x, γ)D
+
x F (γ)dx,
with bε = b(εa
+, εb+, εφ). Here D±x are given by (1.3). We denote by bε,est
and bε,fec the scaled rates for the corresponding models. We define also the
renormalized operator (see [11, 13] for details)
Lˆε,ren := Rε−1K
−1LεKRε,
where (RσG)(η) = σ
|η|G(η) for arbitrary σ > 0.
Lemma 4.1. Suppose that the conditions of Theorem 3.2 (or Theorem 3.5) are
satisfied with 〈φ〉 instead of cφ in (3.5) (in (3.10), correspondingly). Then there
exists a ∈
(
0; C2
)
such that
∑
x∈ξ
∫
Γ0
∣∣(K−10 bε (x, (ξ \ x) ∪ ·)) (η)∣∣ ε−|η|C|η|dλ (η) ≤ am|ξ|, (4.1)
where bε = bε,est (or bε = bε,fec, correspondingly).
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Proof. We begin with the establishment case. Set
ψε(x) = ε
−1
(
e−εφ(x) − 1
)
, x ∈ Rd.
By (3.7), we have
ε−|η|
(
K−10 bε,est (x, ξ ∪ ·)
)
(η) (4.2)
= εeλ (ψε(x− ·), η) e
−εEφ(x,ξ)
∑
y∈ξ
a+(x− y)
(
κ
+ +
∑
y′∈ξ\y
εb+(y − y′)
)
+εe−εE
φ(x,ξ)
∑
y′∈η
∑
y∈ξ
a+(x− y)b+(y − y′)e−εφ(x−y
′)eλ (ψε(x − ·), η \ y
′)
+e−εE
φ(x,ξ)
∑
y′∈η
eλ (ψε(x− ·), η \ y
′) a+(x− y′)e−εφ(x−y
′)
×
(
κ
+ + ε
∑
y∈ξ
b+(y − y′)
)
+e−εE
φ(x,ξ)
∑
y∈η
∑
y′∈η\y
a+(x − y)b+(y − y′)e−εφ(x−y)e−εφ(x−y
′)
×eλ (ψε(x − ·), η \ {y, y
′}) .
Since ε ∈ (0; 1] and
|ψε(x)| ≤ φ(x), x ∈ R
d,
the estimate for ε−|η|
∣∣K−10 bε,est (x, ξ ∪ ·)∣∣ (η) will be almost the same as for∣∣K−10 b (x, ξ ∪ ·)∣∣ (η) in the proof of Theorem 3.2. The changes will concern the
term |e−φ − 1| which will be substitute by φ. This leads to the new constant
〈φ〉 instead of cφ in further estimates. The rest part of the proof is the same as
for the non-scaled case.
The same approach may be used for the case of fecundity. Indeed,
ε−|η|
(
K−10 bε,fec (x, ξ ∪ ·)
)
(η) (4.3)
=
∑
y∈η
e−εE
φ(y,ξ)eλ (ψε(y − ·), η \ y) a
+(x− y)
(
κ
+ +
∑
y′∈ξ
εb+(y − y′)
)
+
∑
y∈η
e−εE
φ(y,ξ)a+(x− y)
∑
y′∈η\y
b+(y − y′)e−εφ(y−y
′)eλ (ψε(y − ·), η \ y \ y
′)
+ε
∑
y∈ξ
eλ (ψε(y − ·), η) e
−εEφ(y,ξ\y)a+(x− y)
(
κ
+ +
∑
y′∈ξ\y
εb+(y − y′)
)
+ε
∑
y′∈η
eλ (ψε(y − ·), η \ y
′) e−εφ(y−y
′)
∑
y∈ξ
e−εE
φ(y,ξ\y)a+(x− y)b+(y − y′).
The analogous arguments to establishment case complete the proof.
Under conditions of Lemma 4.1 we have the following result about the renor-
malized semigroups in LC and KC .
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Proposition 4.2 (Proposition 4.1 of [14]). Let the conditions of Lemma 4.1
hold. Then for any ε ∈ (0; 1],
(
Lˆε,est,ren,D
)
and
(
Lˆε,fec,ren,D
)
are the genera-
tors of holomorphic semigroups Uˆε,est(t) and Uˆε,fec(t) on LC , correspondingly.
Moreover, there exists α0 ∈ (0;
1
ν
) such that for any α ∈ (α0;
1
ν
) and ε ∈ (0; 1]
there exist a strongly continuous semigroups Uˆ⊙αε,♯ (t) on the space KαC with gen-
erator Lˆ⊙αε,♯ = Lˆ
∗
ε,♯,ren on the domain
Dom
(
L⊙αε,♯
)
=
{
k ∈ KαC
∣∣ Lˆ∗ε,♯,renk ∈ KαC}.
Here and below ‘ ♯’ means ‘ est’ or ‘ fec’, correspondingly. Note that, for k ∈ KαC
(Lˆ∗ε,♯,renk)(η) = −m|η|k(η) (4.4)
+
∑
x∈η
∫
Γ0
k(ξ ∪ (η \ x))ε−|ξ|
(
K−10 bε,♯(x, · ∪ η \ x)
)
(ξ)dλ(ξ).
By (4.2), (4.3), there exist the following point-wise limits
lim
ε→0
ε−|η|
(
K−10 bε,est (x, ξ ∪ ·)
)
(η) (4.5)
= κ+
∑
y′∈η
eλ (−φ(x− ·), η \ y
′) a+(x − y′)
+
∑
y∈η
a+(x − y)
∑
y′∈η\y
b+(y − y′)eλ (−φ(x− ·), η \ {y, y
′}) =: BV,estx (η)
and
lim
ε→0
ε−|η|
(
K−10 bε,fec (x, ξ ∪ ·)
)
(η) (4.6)
= κ+
∑
y∈η
eλ (−φ(y − ·), η \ y) a
+(x− y)
+
∑
y∈η
a+(x− y)
∑
y′∈η\y
b+(y − y′)eλ (−φ(y − ·), η \ y \ y
′) =: BV,fecx (η).
It is worth pointing out that these limits do not depend on ξ. Hence, we have
point-wise limits for Lˆε,♯,ren:
(LˆV,♯G)(η) := −m|η|G(η) +
∑
ξ⊂η
∫
Rd
G(ξ ∪ x)BV,♯x (η \ ξ)dx. (4.7)
The convergences (4.5) and (4.6) in the space LC are established by our next
Lemma.
Lemma 4.3. Let conditions of Lemma 4.1 hold. Then, for a.a. x ∈ Rd and
for λ-a.a. ξ ∈ Γ0, the convergence (4.5) and (4.6) hold in the sense of norm of
LC .
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Proof. By (4.2) and (4.3), it is easy to see that ε−|η|
(
K−10 bε,♯ (x, ξ ∪ ·)
)
(η) has
the form Aε(η) + εBε(η). Moreover, the proof of Lemma 4.1 assures that Bε
has an integrable majorant. Hence, by the dominated convergence theorem,
εBε → 0 in LC . Next, using again the dominated convergence theorem and
taking into account (4.5) and (4.6), we will be able to show convergence of Aε
to BV,♯x in LC once we find uniform in ε integrable estimate for the corresponding
differences |Aε −BV,♯x |.
Since e−εφ ≤ 1 and ψε(x) < φ(x), for the establishment case, we have
κ
+
∑
y′∈η
a+(x − y′)
×
∣∣∣∣e−εEφ(x,ξ)e−εφ(x−y′)eλ (ψε(x− ·), η \ y′)− eλ (−φ(x − ·), η \ y′)∣∣∣∣
+
∑
y∈η
∑
y′∈η\y
a+(x− y)b+(y − y′)
×
∣∣∣∣e−εEφ(x,ξ)e−εφ(x−y)e−εφ(x−y′)eλ (ψε(x − ·), η \ {y, y′})
−eλ (−φ(x− ·), η \ {y, y
′})
∣∣∣∣
≤ 2κ+
∑
y′∈η
a+(x− y′)eλ (φ(x− ·), η \ y
′)
+2
∑
y∈η
∑
y′∈η\y
a+(x − y)b+(y − y′)eλ (φ(x − ·), η \ {y, y
′}) .
The last expression is an element of LC , in view of (2.9) and (2.8). Indeed,∫
Γ0
∑
y′∈η
a+(x− y′)eλ (φ(x − ·), η \ y
′)C|η|dλ(η) = eC〈φ〉,
and, a similar equality holds for the second term.
One can get the same result for the fecundity case in a similar way.
Let us denote by B¯∞c the closed ball of radius c > 0 in the Banach space
L∞(Rd).
Using Lemma 4.3 one can easily pass to the limit in (4.1). Therefore, in
view of the general results presented in [14] we are able to state now the main
theorem of this section.
Theorem 4.4 (Proposition 4.2, Theorem 4.4. of [14]). Let the conditions of
Lemma 4.1 hold. Then
1.
(
LˆV,♯,D
)
are generators of a holomorphic semigroups UˆV,♯(t) on LC .
2. Uˆε,♯(t) −→ UˆV,♯(t) strongly in LC uniformly on finite time intervals.
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3. There exists α0 ∈ (0; 1) such that for any α ∈ (α0; 1) the operator Lˆ
⊙α
V,♯ =
Lˆ∗V,♯ with the domain
Dom
(
L⊙αV,♯
)
=
{
k ∈ KαC
∣∣ Lˆ∗V,♯k ∈ KαC}.
will be a generator of a strongly continuous semigroup Uˆ⊙αV,♯ (t) on the space
KαC . Moreover, for k ∈ KαC
(Lˆ∗V,♯k)(η) = −m|η|k(η) +
∑
x∈η
∫
Γ0
k(ξ ∪ (η \ x))BV,♯x (ξ)dλ(ξ).
4. Let α ∈ (α0; 1), ρ0 ∈ B¯∞αC . Then the evolution equation{
∂
∂t
kt = Lˆ
∗
V kt
kt
∣∣
t=0
= eλ(ρ0, η)
has a unique solution kt = eλ(ρt) in KαC provided ρt belongs to B¯∞αC and
satisfies the Vlasov-type equation
∂
∂t
ρt(x) = −mρt(x) +
∫
Γ0
eλ(ρt, ξ)B
V,♯
x (ξ)dλ(ξ). (4.8)
Taking into account the explicit expressions for BV,♯x , one can rewrite (4.8)
in more simple form. Namely, using (2.9), for the establishment case we obtain
∂
∂t
ρt(x) = −mρt(x) +
∫
Γ0
∫
Rd
eλ(ρt, η ∪ y)κ
+eλ (−φ(x− ·), η) a
+(x− y)dydλ(η)
+
∫
Γ0
∫
Rd
∫
Rd
eλ(ρt, η ∪ {y, y
′})a+(x − y)b+(y − y′)eλ (−φ(x − ·), η) dydy
′dλ(η),
and, by (2.8), we will have
∂
∂t
ρt(x) = −mρt(x) + κ
+(ρt ∗ a
+)(x) exp
{
−(ρt ∗ φ)(x)
}
(4.9)
+
(
{(ρt ∗ b
+)ρt} ∗ a
+
)
(x) exp
{
−(ρt ∗ φ)(x)
}
.
Here and below ∗ means usual convolutions of functions on Rd.
Analogously, for the fecundity case, we obtain
∂
∂t
ρt(x) = −mρt(x) + κ
+
(
{ρt exp(−ρt ∗ φ)} ∗ a
+
)
(x) (4.10)
+
(
{(ρt ∗ b
+)ρt exp(−ρt ∗ φ)} ∗ a
+
)
(x).
Of course, we are mostly interesting in nonnegative solution of Vlasov equa-
tion to have kt = eλ(ρt) is a correlation function of Poisson non-homogeneous
measure with intensity ρt. The existence and uniqueness of such solution we
establishes by the following propositions.
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Proposition 4.5. Suppose there exists A > 0 such that 0 ≤ max{a+(x), b+(x)} ≤
Aφ(x), x ∈ Rd. Let c > 0 and
κ
+
(
1 +
A
e
〈φ〉
)
+ c〈b+〉
(
2 +
A
e
〈φ〉
)
< m, (4.11)
A
e
(
κ
+ + 〈b+〉
)
≤ m. (4.12)
Then the equation (4.9) with initial 0 ≤ ρ0 ∈ B¯∞c has a non-negative solution
ρt. Moreover, ρt ∈ B¯∞c and it is a unique solution from B¯
∞
c .
Proof. Let us fix some T > 0 and consider the Banach spaceXT = C([0;T ], L
∞(Rd))
of all continuous functions on [0;T ] with values in L∞(Rd); the norm on XT is
given by
‖u‖T := max
t∈[0;T ]
‖ut‖L∞(Rd).
We denote by X+T the cone of all nonnegative functions from XT . Denote also
by B+T,c the set of all functions u from X
+
T with ‖u‖T ≤ c.
Let Φ be a mapping which assign to any v ∈ XT the solution ut of the linear
Cauchy problem
∂
∂t
ut(x) = −mut(x) + κ+(vt ∗ a+)(x) exp
{
−(vt ∗ φ)(x)
}
+
(
{(vt ∗ b+)vt} ∗ a+
)
(x) exp
{
−(vt ∗ φ)(x)
}
,
ut
∣∣
t=0
(x) = ρ0(x),
for a.a. x ∈ Rd. Therefore,
(Φv)t(x) = e
−mtρ0(x) (4.13)
+
∫ t
0
e−m(t−s)κ+(vs ∗ a
+)(x) exp
{
−(vs ∗ φ)(x)
}
ds
+
∫ t
0
e−m(t−s)
(
{(vs ∗ b
+)vs} ∗ a
+
)
(x) exp
{
−(vs ∗ φ)(x)
}
ds.
It is easy to see that Φv ∈ XT . Indeed, one can estimate∣∣(Φv)t(x)∣∣ ≤ |ρ0(x)|+ (κ+‖v‖T + 〈b+〉‖v‖2T ) ∫ t
0
e−(t−s)mds
≤ c+
κ
+‖v‖T + 〈b+〉‖v‖2T
m
,
where we have used the trivial inequality
‖f ∗ g‖L∞(Rd) ≤ ‖f‖L1(Rd)‖g‖L∞(Rd), f ∈ L
1(Rd), g ∈ L∞(Rd). (4.14)
Clearly, ut solves (4.9) if and only if u is a fixed point of the mapping Φ : XT →
XT .
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We have that v ∈ X+T implies Φv ∈ X
+
T . Next, for any v, w ∈ X
+
T∣∣(Φv)t(x) − (Φw)t(x)∣∣
≤ κ+
∫ t
0
e−m(t−s)
∣∣∣(vs ∗ a+)(x) exp{−(vs ∗ φ)(x)}
−(ws ∗ a
+)(x) exp
{
−(ws ∗ φ)(x)
}∣∣∣ds
+
∫ t
0
e−m(t−s)
∣∣∣({(vs ∗ b+)vs} ∗ a+)(x) exp{−(vs ∗ φ)(x)}
−
(
{(ws ∗ b
+)ws} ∗ a
+
)
(x) exp
{
−(ws ∗ φ)(x)
}∣∣∣ds.
Taking into account (4.14) and obvious inequalities e−xx ≤ e−1 for x ≥ 0,
|e−a − e−b| ≤ |a− b| for a, b ≥ 0, and, moreover,
|pe−a − qe−b| ≤ e−a|p− q|+ qe−b|e−(a−b) − 1| ≤ e−a|p− q|+ qe−b|a− b|,
for any a, b, p, q ≥ 0, we obtain
κ
+
∫ t
0
e−m(t−s)
∣∣∣(vs ∗ a+)(x) exp{−(vs ∗ φ)(x)}
−(ws ∗ a
+)(x) exp
{
−(ws ∗ φ)(x)
}∣∣∣ds
≤ κ+
∫ t
0
e−m(t−s)
(
(|vs − ws| ∗ a
+)(x) exp
{
−(vs ∗ φ)(x)
}
+(ws ∗ a
+)(x) exp
{
−(ws ∗ φ)(x)
}
(|vs − ws| ∗ φ)(x)
)
ds
≤ κ+‖v − w‖T
(
1 +
A
e
〈φ〉
) ∫ t
0
e−m(t−s)ds ≤ ‖v − w‖T
κ
+
m
(
1 +
A
e
〈φ〉
)
;
and, similarly,∫ t
0
e−m(t−s)
∣∣∣({(vs ∗ b+)vs} ∗ a+)(x) exp{−(vs ∗ φ)(x)}
−
(
{(ws ∗ b
+)ws} ∗ a
+
)
(x) exp
{
−(ws ∗ φ)(x)
}∣∣∣ds
≤
∫ t
0
e−m(t−s)
((∣∣(vs ∗ b+)vs − (ws ∗ b+)ws∣∣ ∗ a+)(x) exp{−(vs ∗ φ)(x)}
+
(
{(ws ∗ b
+)ws} ∗ a
+
)
(x) exp
{
−(ws ∗ φ)(x)
}
(|vs − ws| ∗ φ)(x)
)
ds.(4.15)
Using the bound (
{(ws ∗ b
+)ws} ∗ a
+
)
(x) exp
{
−(ws ∗ φ)(x)
}
≤ ‖ws ∗ b
+‖L∞(Rd)(ws ∗ a
+)(x) exp
{
−(ws ∗ φ)(x)
}
,
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we may continue to estimate (4.15) as follows
≤
∫ t
0
e−m(t−s)
∥∥∥(vs ∗ b+)vs − (vs ∗ b+)ws∥∥∥
L∞(Rd)
ds
+
∫ t
0
e−m(t−s)
∥∥∥(vs ∗ b+)ws − (ws ∗ b+)ws∥∥∥
L∞(Rd)
ds
+
∫ t
0
e−m(t−s)
∥∥ws∥∥L∞(Rd)〈b+〉Ae ‖v − w‖T 〈φ〉ds.
For ‖v‖t ≤ c, ‖w‖T ≤ c one can estimate this expression by(
2c‖v − w‖T 〈b
+〉+ c〈b+〉
A
e
‖v − w‖T 〈φ〉
) ∫ t
0
e−m(t−s)ds.
Therefore, for v, w ∈ X+T , ‖v‖T ≤ c, ‖w‖T ≤ c
‖Φv − Φw‖T ≤
κ
+
m
(
1 +
A
e
〈φ〉
)
‖v − w‖T +
c〈b+〉
m
(
2 +
A
e
〈φ〉
)
‖v − w‖T .
Moreover, if ρ0 ∈ B¯
∞
c and v ∈ B
+
T,c then, by (4.13),
|(Φv)t(x)| ≤ e
−mtc+
Aκ+
me
(
1− e−mt
)
c+ c〈b+〉
A
me
(
1− e−mt
)
=
cA
me
(
κ
+ + 〈b+〉
)
+ e−mtc
(
1−
A
me
(
κ
+ + 〈b+〉
))
≤ c,
provided (4.12) holds.
As a result, by (4.11), (4.12), Φ is a contraction mapping on the closed set
B+T,c. Taking, as usual, v
(n) = Φnv(0), n ≥ 1 for v(0) ∈ B+T,c we obtain that
{v(n)} ⊂ B+T,c is a fundamental sequence in XT which has, as a result, a unique
limit point v ∈ XT . Since B
+
T,c is a closed set we have that v ∈ B
+
T,c. Then,
according to the classical Banach fixed point theorem, v will be a fixed point of
Φ on XT and a unique fixed point on B
+
T,c.
The same considerations may be applied to the Vlasov equation (4.10). To
combine these results with statement of Theorem 4.4 we need additionally that
(4.11), (4.12) hold with c = αC.
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