In this paper we analyze the boundary treatment of the Lattice Boltzmann method for simulating 3D flows with free surfaces. The widely used free surface boundary condition of Körner is shown to be first order accurate. The article presents new free surface boundary schemes that are suitable for the lattice Boltzmann method and that have second order spatial accuracy. The new method takes the free boundary position and orientation with respect to the computational lattice into account. Numerical experiments confirm the theoretical findings and illustrate the the difference between the old and the new method.
1. Introduction
Motivation
Several multi-phase models have been developed within the lattice Boltzmann community. (Aidun and Clausen, 2010; Chen and Doolen, 1998 ) is based on diffusive interface theory (Do-Quang et al., 2000) In this article we will study the free surface lattice Boltzmann method (FSLBM) originally proposed by Körner et al. (2005) that has been used successfully for the simulation of liquid-gas flows of high viscosity and density ratios. Examples for successful applications of this model are documented in Ammer et al. (2014) ; Anderl et al. (2014) ; Attar and Körner (2011); Donath et al. (2010) ; Janßen (2010) ; Janssen et al. (2010) ; N. Thürey (2004 ; Xing et al. (2007a,b) and in Bogner and Rüde (2013) ; Svec et al. (2012) for complex, liquid-gas-solid flows. In this model the dynamics of the gas phase is neglected and the single-phase free boundary problem is solved instead of a two-phase flow problem. Here a non-diffusive, sharp free surface is modeled by tracking the motion of the boundary and imposing a free boundary condition locally. However, no theoretical analysis showing the asymptotic accuracy of the method is currently available.
The continued success in numerous applications motivates the interest in developing a better theoretical foundation of the method. In this paper we present a detailed analysis of the free surface boundary condition as it is used in the papers cited above. The analysis of lattice Boltzmann boundary schemes is mainly due to the works of Ginzburg (Ginzbourg and Adler, 1994; Ginzburg and d'Humieres, 2003; Ginzburg et al., 2008) and Junk (Junk and Yang, 2005a,b) . Here, we use a Chapman-Enskog ansatz similiar to Ginzburg et al. (2008) , to analyze the free surface boundary treatment. We find that the original FSLBM boundary condition, referred to as FSK -rule later on, is of first order in spatial accuracy. We then proceed to propose a second order accurate free surface boundary condition, as a possible improvement. The new method based on linear interpolation (FSL-rule) is analyzed by the same techniques as above.
The considered numerical scheme including the free surface treatment is introduced in Sec. 2. The analytic results can be found in Sec. 3. We present various numerical experiments in Sec. 4, that confirm with the predicted behavior. Further discussion and outlook can be found in Sec. 5.
Liquid Interfaces and Free Boundaries
In this paragraph we introduce the model equations for a free surface. Let here µ = ρν denote the dynamic viscosity of the liquid. The boundary condition at a free interface with local unit normal n is given by (P − P b + σκ)n α = 2νS αβ n β ,
where P and S αβ = 1 2 (∂ α j β + ∂ β j α ) are the local pressure and shear rate tensor of the liquid, respectively. P b is the surrounding pressure acting at the free boundary. The term σκ expresses the usual pressure jump due to surface tension. Let τ be a unit vector tangential to the interface. Projecting Eq. (1) first on n and second on τ yields the conditions
for the normal and tangential viscous stresses, respectively. Here, ∂ n and ∂ τ are the directional derivatives along n and τ , respectively, while j n = n α j α and j τ = τ α j α . The remaining part of this paper deals with the construction of lattice Boltzmann boundary rules, satisfying the above equations. The FSLBM according to Körner et al. (2005) uses a "link-wise" construction, as described in Ginzburg and d'Humieres (2003) ; Ginzburg et al. (2008) for various Dirichlet-and mixedtype boundary conditions. In our notation we follow Ginzburg et al. (2008) such that the new boundary rules can be easily related to the "multi-reflection" context from the same authors. Note that an alternative but similar technique to model free surface boundary conditions with the LBM is being developed in Ginzburg and Steiner (2003) . This approach is not based on "link-wise" boundary conditions and will not be considered further in this article.
Numerical Method
In this work, we will develop the FSLBM model based on a two-relaxationtime (TRT) collision operator. The structure of this collision model is advantageous, since it admits a simpler analysis because the even and odd moments are relaxed separately, Sec. 3. This can be particularly useful in the analysis of boundary conditions. A generalization to other collision operators is possible, but will not change the convergence orders.
Hydrodynamic TRT-model
We assume a lattice Boltzmann equation (Aidun and Clausen, 2010; Benzi et al., 1992; Chen and Doolen, 1998) with two relaxation times according to Ginzburg (2005) ; Ginzburg et al. (2008) . The evolution of the distribution function f = (f 0 , f 1 , .., f Q−1 ) on the lattice for the finite set of lattice velocities {c q | q = 0, .., Q − 1} is then described by the equations
with n
Here, Eq. (3a) is referred to as the stream step, and Eq. (3b) is the collision step, yielding the post-collision distributionsf . The equation has two independent relaxation times λ + , λ − ∈ (−2, 0) for the even (symmetric) and odd (anti-symmetric) parts of the distribution function. F q is a source term that will be defined later. For the discrete range of values q ∈ {0, .., Q − 1}, the opposite indexq is defined by the equation c q = −cq and thus,
respectively. The equilibrium function f eq = e + + e − is of polynomial type with even part e
where Π q = P + N q , with pressure P and the non-linear contribution
and odd equilibrium component
Ω(t)
Figure 1: Schematic view of boundary node x b ∈ Ω(t) and boundary intersection point x w ∈ ∂Ω(t) along a lattice link c q .
Hereby, the pressure is defined by P = c 2 s ρ. The popular "compressible" form used in Qian et al. (1992) is obtained if one sets ρ 0 = ρ. For ρ 0 = 1, the "incompressible" equilibrium of He and Luo (1997) is obtained. The lattice weights w q = w |cq | are chosen as in Qian et al. (1992) , with c s = 1/ √ 3 as the corresponding lattice speed of sound. The non-linear part N q can be dropped for the simulation of Stokes-flow. Macroscopic quantities are defined as moments of f . In particular, the moments of zeroth and first order,
define the pressure P and fluid velocity u. The shift in the fluid momentum by F/2 is necessary if external forces such as gravitation are included in simulations (cf. Buick and Greated, 2000; Ginzburg et al., 2008) . For the latter, one can either make use of additional force terms F q as in Buick and Greated (2000) ; Guo et al. (2002) and set u eq = U, or equivalently work without the source term F q and use u eq = U − F/λ − instead. This simplifies the analysis (Ginzburg et al., 2008) . The fluid momentum is j = ρ 0 u.
Boundary Conditions
The node positions x are restricted to a discrete subset (lattice) of nodes within a bounded domain Ω ⊂ R n . A node x is called boundary node, if the set of boundary links, L b (x) := {q | x + c q / ∈ Ω}, is nonempty (cf. Fig. 1 ). If x b is a boundary node, then for each q ∈ L b (x b ), there is an intersection x w = x b + δc q ∈ ∂Ω with 0 ≤ δ ≤ 1. The value fq(x, t + 1) can then not be computed from Eq.s (3a-3b), and must be given in the form of a closure relation. For this paper we consider linear link-wise closure relations that take the general form
(10) This can be categorized as a linear multi-reflection closure rule (Ginzburg and d'Humieres, 2003; Ginzburg et al., 2008) , with κ 1 = a 0 ,κ −1 =ā 0 , κ 0 = a 1 , and κ −1 = κ −2 = 0 when using the notation of the respective articles. f p.c q is a term depending on the local non-equilibrium component n q (x b , t), and f b q (x w , t) depends on the (macroscopic) boundary values at the wall point x w . For Dirichlettype boundary conditions on the pressure or the momentum, this term takes the form f
where the α ± are linear combinations of the coefficients a 0 ,ā 0 , a 1 , depending on the specific boundary condition.
Free Surface Lattice Boltzmann Method
For the free surface lattice Boltzmann method of Körner et al. (2005) the lattice Boltzmann equation scheme described above is extended by a volume-offluid indicator function ϕ(x, t) ∈ [0, 1] (Hirt and Nichols, 1981; Scardovelli and Zaleski, 1999) . This function is defined as the volume fraction of liquid within the cubic unit cell centered around the lattice node at x, thus giving an implicit description of the free surface between liquid and gas. For dynamic simulations the indicator function ϕ must be advected after each time step. It represents a boundary for the hydrodynamic simulation, and its closure relation as given in Körner et al. (2005) reads
where P b = c 2 s ρ b is the boundary value for the pressure at the free surface, and u b is the velocity of the interface and must be extrapolated to the boundary from the nodes. The lattice Boltzmann domain Ω(t) is thus limited to nodes x with ϕ(x, t) > 0. Eq. (12) is applied at interface nodes x b for all links q that re connected to inactive gas nodes with ϕ(x b +c q , t) = 0. Active lattice Boltzmann nodes in Ω(t) are also called liquid nodes.
Surface tension can be directly incorporated in the FSLBM by including also the Laplace pressure term σκ in Eq. (12) in place of P b . As other interface capturing methods, this requires a local approximation of the interface curvature κ (Fuster et al., 2009; Scardovelli and Zaleski, 1999) .
Free surface Boundary Conditions

Champan-Enskog Analysis
We now proceed to apply the Chapman-Enskog ansatz of Ginzburg et al. (2008) for incompressible flow. Based on diffusive time scaling (Junk and Yang, 2005a) , the time-derivatives of the first order in the expansion parameter ǫ are dropped and one seeks solutions to the system of Eq. (3a-3b) with the scaled space and time step satisfying ∆x 2 = ∆t = O(ǫ 2 ). For brevity, we introduce ∂ q := c q,α ∂ α , j q := c q,α j α . Then, the non-equilibrium solution up to the third order, split into even and odd parts, for constant external forcing reads
Substituting the polynomial equilibrium, Eq. (5-7) and considering only constant external forcing, we can directly express n q in terms of macroscopic variables by
The approximate solution based on Eq. (13) can be used to analyze boundary conditions by substituting into the respective closure relation and rewriting it for the macroscopic variables in question, after Taylor-expanding all occurrences of f q around (x b , t). Notice that space and time derivatives are of first and second order in ǫ, respectively, and only terms up to O(ǫ 2 ) need to be included in the analysis. Based on Eq. (13), it is possible to construct new boundary schemes by substituting into a general form like Eq. (10) and then matching the unknown coefficients to yield the desired condition for the macroscopic variables. We will apply this technique to derive a higher order free surface boundary condition in Sec. 3.4.
Analysis of the FSLBM
The free surface boundary condition of Eq. (12) expanded around (x b , t) up to the order ǫ 2 , reads
Substituting the second order non-equilibrium solution, the left hand side of Eq. (13) results in
Finally, using the polynomial equilibria of Eq. (5-7), neglecting the non-linear terms and dropping all time derivatives, we obtain
Obviously, the left hand side of Eq. (17) can be interpreted as a combination of the Taylor-series approximation of the pressure P and shear rate ∂ q j q at the point x b + 1/2c q . Hence, assuming δ = 1/2, Eq. (17) implies a second order (third order, for Λ = 1/8) accurate agreement of the pressure with boundary value P b , combined with a second order condition of vanishing shear stress in x w . It is easy to show analytically or by numerical experiment that in th especial case of a steady parabolic force-driven tangential free-surface flow over a lattice aligned plane with no-slip boundary condition is solved without error by the FSLBM when the boundary condition of Eq. (12) is applied and if the filmthickness is an integer value such that δ = 0.5 (cf. also Sec. 4.3). However, if δ = 1/2, as in most relevant cases, then the spatial accuracy for both pressure and shear drops to the first order. Also, this boundary rule fulfills Eq. (2b) only, but does not include the normal viscous stress term of Eq. (2a). We will show in Sec. 3.4 how this can be improved.
3.3. Second order boundary condition for the shear rate Starting from Eq. (10) it is possible to construct a higher order boundary condition for pressure and shear stress. To this end we use the local correction term f p.c.
and a boundary value term of the form
which allows to prescribe boundary values P b = c 2 s ρ b for pressure and S b αβ for the shear rates in x w . We usef
, and then rewrite Eq. (10) placing all terms except the boundary value f b (x w , t) on the left hand side. Using the Chapman-Enskog approximation from Eq. (13) and rearranging terms, we obtain (20) where
The aim of the following construction is to match these coefficients with the spatial Taylor-series around x b up to the second order for pressure and shear rate, respectively. As the spatial derivatives of pressure and momentum are contained in the non-equilibrium functions, Eq. (14a-14b), the system of equations follows as
keeping α + as free parameter. Here, β − is chosen to fit the coefficient of the first order derivative of the pressure in n − q . β + is chosen to fit the coefficient of ∂ q j q from n + q with the second order derivative ∂ 2 q j q from n − q . The closure relation coefficients follow from the Eq.s (21a, 22a and 22b) as
while the coefficient in the correction term f p.c q as derived from Eq. (22c) is
Using now Eq. (13) to express Eq. (20) in terms of gradients of the equilibria, one obtains
and after substituting a 1 ,
On the right hand side, the unknown coefficient of the boundary term, Eq. (19)is determined as D = −α + Λ + wq c 2 s to fit with the left hand side. Because the spatial approximation fits up to the second order for both pressure and shear rate, the boundary condition can be classified of second order in space for both pressure and momentum.
Since e + q contains the non-linear terms that are often responsible for numerical instabilities, the corresponding error terms deserve special attention: The spatial error of second order α + (δ 2 /2 − Λ)∂ q e + q is bounded and independent of the viscosity if Λ is fixed to a constant value, which is a usual requirement for parameterizations of the TRT collision model (cf. Ginzburg et al. (2008) ). The error in time, α + (1 − 2/α + + δ + Λ + )∂ t e + q depends through Λ + /3 = ν on the lattice viscosity. However, usually one either has high Mach numbers and low viscosity (high Reynolds number regime) and hence Λ + ≪ 1, or a high Mach number with high viscosities (low Reynolds number regime). The second case arises typically if the LBM is used to simulate Stokes-like flow, and then the non-linear terms in e + q do not need to be included in the equilibrium function (Ladd, 1994) . Hence, in this case the momentum-dependent error in time may be eliminated.
It should be noted that the coefficients a 0 ,ā 0 and a 1 are the identical to the linear interpolation based pressure boundary condition "PLI" of Ginzburg et al. (2008) . This is a direct consequence of the construction described above of matching the coefficients of the pressure gradients in the closure relation. The coefficients C and D, however, are different from the PLI-rule. They are needed to obtain the ∂ q j q term in the left hand side of Eq. (25), and to define the boundary value for the shear rate in the right hand side, respectively.
Second order boundary condition for free surfaces
The boundary condition of the preceeding Sec. 3.3 can be used to replace the first order free surface rule of Eq. (12). In fact, the second order version of Eq. (12) is obtained by the defining Eq.s (23a-23d) and setting S b αβ = 0 as boundary value. However, for full consistency with the physical model Eq.s (2a-2b), it is necessary to control the tangential and normal shear stresses individually. Let {t 1 , t 2 , n} be a local orthonormal basis with n normal to the free boundary. Using the indices {α ′ , β ′ } for the corresponding coordinate system, related to the standard coordinates by rotation l αβ , the shear rate tensor can be expressed in the local basis viā
The respective entries of the shear tensorS α ′ β ′ can now be set individually according to Eq.s (2a-2b), leaving the remaining components untouched. In practice, S αβ must be obtained by extrapolation from the bulk. In Tab. 1 we have collected the coefficients for all the free surface conditions considered in this paper. The FSK -rule is only first order except for a plane aligned interface at distance δ x /2 from the boundary nodes, and equivalent to the original FSLBM closure relation, Eq. (12), if D = 0. The FSL-rule is the free surface condition based on the construction of Sec. 3.3. This free surface condition is of second order spatial accuracy, and fully consistent with Eq.s (2a-2b). It should be noted, that by setting D = 0, we obtain simplified boundary conditions, consistent with Eq. 2b only, but neglecting the normal viscous stresses in Eq. 2a. The importance of these terms has been discussed for instance in Hirt and Shannon (1968); McKibben and Aidun (1995) and depends on the respective problem. In fact, for D = 0 all shear stress components vanish at the boundary. Numerical simulations of free surface flows often use this simplified free surface condition. In this case the S b αβ in Eq. (19) drops out, and the condition can be implemented without the construction above and without extrapolation of S αβ . 
Numerical Results
All test cases presented in the following have been conducted using the TRT collision operator described in Sec. 2.1 with a D3Q19 lattice model. The sketch of numerical test cases for the different channel flows is depicted in Fig. 2 . Hereby, the flow variables are assumed constant along the y-axis, and the channel is rotated by an angle α about the y-axis. The test cases have been realized using the waLBerla (Feichtinger et al., 2011; framework.
Transient Evolution of Plate-Driven Planar Flow
In our first validation case, we monitor the transient behavior of a planar flow with initial condition u(x, 0) = 0. The domain is periodic in the x-and y-direction, with a free surface boundary at z = 0 and a solid wall at z = h, moving in the x-direction with constant tangential velocity of u wall = 0.001 lattice units (Cf. Fig. 2 with α = 0). This setup has been proposed by Yin et al. (2006) with the analytic Fourier series solution,
for the validation of a free-slip boundary condition that leads in this case to the same solution as the free surface condition. For t ≫ 1 the flow quickly develops into a uniform profile, since the free surface does not impose any friction. A dimensionless time scale T = µt/(ρh 2 ) is introduced to facilitate the evaluation of the flow at the times T = 1/64, 1/8, 3/8 and 3/4. For the simulations, we use ρ = 1 and µ = 1/6 in lattice units for channels of height h = 8, 16, 32, 64. Qualitative results are shown in Fig. 3 . Note, that very similarflow profiles are obtained for both the original free surface boundary condition (FSK) and the newly proposed FSL-rule, since here the channel hight is restricted to have an integer value (in lattice cells). For the quantitative evaluation, we define the error as where z i ranges over all the lattice node positions along the z-axis. Fig. 4 shows that both boundary conditions yield correct transient behaviour and the expected second order rate of convergence is exhibited clearly. The results have been obtained with a TRT -parameterization of Λ = 1/4.
Linear Couette Flows
The analysis predicts the exact recovery of linear flow profiles when the second order boundary condition of Sec. 3.3 is used (FSL-rule with prescribed boundary value S b αβ ). Here we evaluate the case of a steady flow as follows. In a cubic domain, we impose non-slip boundary conditions (bounce-back) at z = 0, fixing the position of the first lattice nodes to the plane z = 0.5 (Cf. Fig. 2 with α = 0.). The shear rate condition of Sec. 3.3 is imposed at z = h. As a first verification experiment, a tangential shear rate is imposed by setting S b xz (z = h) = 0.001. The steady Couette profile is recovered without numerical error, independent of choice of equilibrium function and film thickness h, in accordance with the analytical properties of the boundary condition.
Our next test case is a rotated linear film flow where bottom and top boundary planes are placed with a slope of ∆ z /∆ x = 1/4 (i.e., α ≈ 14
• in Fig. 2) . In order to realize the skew non-slip boundary, we use the CLI boundary condition of Ginzburg et al. (2008) , which is a second order link-wise boundary condition similar to the one proposed by Bouzidi et al. (2001) , based on linear interpolation. This boundary condition can recover steady Couette flows in arbitrary rotated channels exactly, provided that linear equilibria are employed. Applying again a tangential shear rate ∂ n u t = 0.001 the exact profile is recovered, provided that the equilibrium function is restricted to the linear terms. If a non-linear equilibrium is used, a spurious Knudsen-layer appears at the boundary nodes of the skew channel where the shear rate is prescribed using Eq. (17). From the analysis, we expect this error to be of second order. A grid convergence study with fixed lattice viscosity ν and Reynolds number Re = 0.064 is conducted, varying channel widths h i = h 0 , 2h 0 , 4h 0 , 8h 0 and imposed shear rate ∂ n u t = 0.001, 0.00025, 6.25e − 05, 1.5625e − 05. Fig. 5 shows that the grid convergence is indeed of second order. Here and in the following sections, the relative errors are computed using either the L2-norm,
or the Tchebysheff norm,
where Φ(x) and Φ id (x) are the respective numerical and the ideal value at the node position x.
Steady Parabolic Film Flow
Force-driven slow flow of finite thickness over a planar non-slip surface admits an analytic solution that is here used for validation as follows. Using a cubic domain, we impose a non-slip boundary condition at the bottom z = 0 plane of the domain, realized using the bounce back rule. This means that the first lattice nodes are located at a distance 0.5 from the bottom plane. At z = h, a free boundary is realized using the FSL boundary condition of Sec. 3.3 with S b αβ = 0. We use periodic boundary conditions in the x and y direction. The magic parameterization Λ = 3/16 for parabolic straight channel flows is used (Ginzbourg and Adler, 1994) to eliminate the error of the bounce back rule. It can be verified readily that the shear boundary condition yields the correct steady state profile without numerical error, independent of the film thickness h, and independent of choice of the equilibrium function. Applying additional gravity directed towards the bottom plane yields an additional linear hydrostatic pressure gradient that does not influence the solution, provided that the "incompressible equilibria" (He and Luo, 1997) are used. Note, that the boundary condition of Körner et al. (2005) , given by Eq. (12), is exact in this test case only if h is divisible by the grid spacing, otherwise the expected accuracy is of first order O(δ x ). Fig. 6 shows that the measured error convergence with the free surface boundary condition of Körner et al. (2005) given by Eq. (12) is indeed reduced to first order for h = 8.33. We repeat the test case with the flow direction rotated about a slope of ∆ z /∆ x = 1/7 (α ≈ 8.1
• in Fig. 2 ) with respect to the lattice. The CLI boundary condition is used for the skew non-slip wall to assure a second order rate of convergence, and fix the parameterization using Λ = 1/4. Similar to Couette flow, now a certain error is inevitable. Using the interpolated FSL boundary rule for the free boundary, an error convergence rate of order O(δ 2 x ) is expected, independent of the flow direction, opposed to a first order error for the original free surface condition from Eq. (12) (FSK with D = 0). The grid spacings are δ x = 1, 0.5, 0.25, 0.125, 0.0625, keeping the Reynolds number constant by adjusting the accelerating force according to g = g 0 × δ −3
x at a constant relaxation time τ = 2. Fig. 7 shows the grid convergence of the two different boundary conditions. Indeed, the new boundary condition FSL shows a second order behavior, whereas for the original FSK boundary condition the obtained rate of convergence is clearly below second order in this test case. 
Breaking Dam
Finally, we demonstrate the effect of the viscous stress term in the free surface condition of Eq.s (2a) and (2b) in the instationary case of a collapsing rectangular column of liquid under gravity (breaking dam). At the surge front, we have ∂ n j n > 0. However, the simplified boundary rule with D = 0 forces ∂ n j n = 0 at the free surface, hence we expect lower acceleration of the surge front for this case. The simulated column has an initial size of 80x40 lattice units. At a lattice viscosity ν = 1/3 and a maximal flow velocity of 0.05 this corresponds to a Reynolds number of Re = 12. Indeed, Fig. 8 shows that the collapse of the column is significantly slower if the terms are neglected in the boundary rule. For this experiment, we use the first order FSK rule and only first order (next-neighbor) extrapolation of ρ, u and S αβ to compute the boundary values. The interface tracking implementation (cf. Sec. 2.3) is directly based on the original works (Körner et al., 2005; .
Conclusion
Based on Chapman-Enskog analysis of the lattice Boltzmann equation we have described the construction of boundary conditions for free surfaces with second order spatial accuracy. In contrast to free surface models based on a discretization of the Navier-Stokes equations that need to impose boundary values for the velocity, the free surface lattice Boltzmann approach imposes the stress conditions directly on the distribution functions. Hence, the macroscopic momentum appears in the closure relation only to match the non-linear terms. Simple numerical experiments confirm the analytical findings, ie. that the proposed new boundary scheme FSL has second order spatial accuracy, while the previously used FSK model is only first order accurate. However, in order to achieve full second order accuracy, the free interface position must be defined geometrically with the same order of accuracy to obtain the δ -values of the link intersection with the boundary. This is not possible with the interface tracking approach that is used in the original FSLBM. Hence, future implementations must make use of higher order interface reconstruction methods or alternative techniques such as level sets (Osher and Fedkiw, 2001; Setian and Smereka, 2003) to represent the free surface. Inevitably, this will introduce additional algorithmic complexity but will eventually improve the accuracy (Nichols and Hirt, 1971) .
For full consistency with the defining equations of a free surface, the scheme needs an approximation of the shear stress at the boundary, to set the correct boundary values on the LBM data. In a classical dam break problem at Re = 12, the significance of the viscous stresses at the boundary becomes visible. At lower viscosities this term may become less important. It should be noted, that for under-resolved free surface simulations, it is often more accurate to employ the simplified boundary scheme, because physical viscosity and simulated viscosity do not match. For instance, Janssen et al. (2010) have reported excellent coincidence of high Re -breaking dam simulations with experimental data using the original FSLBM neglecting the viscous terms. This effect in free surface simulations has already been described in (Hirt and Shannon, 1968) .
The methods developed in this article can serve as the basis for a second order accurate implementation of free surface flows with the LBM when it is combined with second order accurate interface tracking.
