We consider a single server that serves customers from n different classes. Customers arrive at the system according to n independent Poisson processes, each of which has rate Ai, 1~i~n. Every customer of class i requires a service duration that is exponentially distributed withmea.n ;i' All service requirements are assumed to be mutually independent, and independent of the arrival streams. Every customer class i has its own waiting queue whose length Ni is assumed to be finite. Arriving customers that find a full queue are lost. We are interested in finding a scheduling policy that allow service preemption and has a weighted throughput which is close enough to the optimal one.
Introduction
Consider a single server that serves customers from n different classes. Customers arrive at the system according to n independent Poisson processes, each of which has rate~i, 1~i~n.
Every customer of class i requires a service duration that is exponentially distributed with mean :,. All service requirements are assumed to be mutually independent, and independent of the arrival streams. Every customer class i has its own waiting queue whose length Ni is assumed to be finite. Arriving customers that find a full queue are lost. We are interested in finding a scheduling policy that allow service preemption and has a high weighted throughput.
When the queue sizes are finite, finding the optimal scheduling policy is known to be untractable and therefore we apply a different methodology to tackle the problem. First we bound the optimal weighted throughput from above, and find the asymptotically optimal policy. Then we propose, based on our bounding technique and the asymptotically optimal policy, a new policy, the overflow scheduling policy, that provides a weighted throughput which is very close to the upper bound.
When tlJ,e queueing capacities are unlimited the scheduling problem is very well understood and the so called cp role, minimizes the long-run average holding time of a customer. (See e.g., [7] and the references there).
The scheduling problem with queueing constraints appears in practice in many communication systems and in particular in a communication switch. With the advent of high speed fiber optic communication links, the bottleneck became the nodal switch and maximizing its utilization is of utmost importance.
The optimal scheduling problem above can be formulated as a discrete time Markov decision process using the uniformization technique in [5] .
Let k(t) = (k 1 (t), k:l(t), ... ,k n ( t» be the state of the system at time t, t = 0,1,2, ... , where ki(t) is the number of customers from class i that are present at time t. We have that o~ki(t)~Ni, 1~i~n, and hence a finte state space S.
At every instant t, a scheduling decision may be taken which is generally described by the vector u(t) = (1£1 (t), 1£2(t), . .. , 1£ n ( t», where 1£i(t)~0 and E?=l 1£i(t)~1. For every i, 1£i(t) is 2 the probability that the server is serving a customer from class i at time t. It is easy to verify that keeping the server idle while customers are waiting, is sub-optimaJ.. Therefore, we assume that the server is kept busy whenever there are customers in the system. The decision action at time t, u(t) may be dependent on the current state, and the history of states and decisions.
By the uniformization technique of exponential systems, we may regard the state transitions as if they occur at a uniform rate of ,x +IJ, where ,x =Ef=l,x" IJ = Ef=llJi· That is, at every state the expected transition time is constant and equals x.L. Thus, we may define the transition probabilities and the expected immediate reward as follows. For every given state k and action u at time t, the system jumps to a new state at time t + 1 according to the following probabilities: To state Ai(k) with probability X~p j to state Di(k) with probability r;tj and remains at state k with probability 1 -X~p Ej=l(,x, +lJ,u,), Whenever the system is at state k and action u is taken, then an immediate expected reward of r, .IJ, . u, incurred to class i, where r" 1::; i ::; n, are given positive numbers. The overall immediate expected reward is given by E~l r, 'lJi . Ui. For every admissible scheduling policy 1r, let RT(k, 1r) be the total expected reward incurred to class i until time T, given that at time zero the system starts at state k and policy 1r is being used. Also, let (1) Observe that when the limit exists, R.(1r,k) is r, times the throughput of customers of class i.
The Markov decision process that we consider is to find a policy that maximizes the weighted sum of the throughouts,
Since the state space and action space are finite, there exists an optimal stationary policy.
Furthermore, since under every stationary policy the underlying Markov chain is irreducible and aperiodic, the limit in (1) exists and is independent of the initial state k. Herefnafter, we 3 considet only I5tationar.y potld~e.nd omit the initial state k rrom \l\-e n'Otati'o1\! of 1,('If\ k) and
Clea.rly, one may numerica.lly solve the problem by vaiue br policy iteration algorithms.
However, as the !ltate apace could be quite large the computational time l:()uld be very long. Furtherm~, a numerical procedure does not provide in~ight into the prOblem and may yield a. 8cheduling policy that is too complex for practical implementation. On the other-hand, flrtding the optimal policy analytically is mathematically untractable~Instead; M will derive an upper bound to R(~) to which we compare our propOAed policy. This is done in Sections 2 and 3. The bounding technique that we use provides insight for allocating the server among the classes at every given state. Theee are done in Sections 2, 3 and 4.
To gain further insight on the structurp. of good scheduling policies, we carry in Section 5, an asymptotic analysiR for the case where the arrival rates approaches zero. Based on the asymptotically optimal policy that we obtain, and the desirable structure that the botIrtding technique provides, we conRtl'uct a scheduling policy, the overflow scheduling policy, that yIelds reward!! which are very close to the uppel' bounds. Tbls and numetlcal examples are presented in Section 6.
An Upper Bound to The Value Function
Since our reward (unction is separahle, we first independently bounel each Ri(1r) under a consttaint that the server is allocl\ted to class i a proportion of time which is at most Pi.
This method gives rise to the (ollowinl?; local scheduling problem. Suppose that the server is allocated to customers of class i, independently of other classes. However, the long-run proportion of time that he is allocated t,o tha.t. cla.ss is at most Pi, Based on the 4ueue lengths of class i only, we seek for the optima.1 Sc:hl~dl1ling policy that maximizes Ri{1r). As shown in the (ollowing Theorems, the RO)lltioTt to t.he 1(I('a) scheduling problem yields an upper bound to
To differentiate between the original scheduling problem and the loca1scheduling, we denote by (1 an arbitrary loca.l scheduling policy.
Let Oi(Pi) be the set of all admissible localsche4ulings for class i, whose long-run allocation proportion is at most Pi. For every (1 E Oi(Pi), let~((1,Pi) be the long-run average reward of class i under policy (1. The optimalloca.l scheduling policy (if exists), is a p'olicy (1-for which Let Pi =~and P = Ef=t Pi. Observe that under every stationary scheduling policy 71', the server utilization is bounded above by p = min{l,p}. Below we will tighten the bound p, by using the fact that the queues are finite.
For every vector p = (Pt,PJ" .. ,Pn), Pi~0, Ei=tPi~p, let II(p) be the set of all stationary admissible scheduling policies under wlJ,ich the long-run proportions of time allocated to class i equals Pi.
Notice that for a given i, every scheduling action to class i that is taken under a policy 11' E II(p), can be emulated by' a local scheduling policy u E Oi(Pi). This follows from the fact that gi:ven the arrival and service rates, and the policy 11', the queue lengths of other classes can be statistically emulated and be used as auxiliary information to determine a local scheduling action that coincides wi~h the scheduling of class i under 71'. Thus, we have the following Theorem. Theorem 2.1 For every scheduling policy 71' E II(p), The formal proof is similar to the proof of Theorem 2.1 in [6] and goes along the intuitive lines that are sketched above. Therefore we omit the proof from this paper.
In the next Section, we will explicitly derive the functions Ri(p,), 1 < i < n. Once these functions are explicitly obtained, one can bound R(7r), by the solution to the following optimization problem: The explicit solution to the constraint optimization problem above, will be given in Section 4 after deriving the functions Ri(Pi), 1 5 i 5 n.
The Local Scheduling Optimization Problem
For every i and Pi that satisfies constraint (4), we consider the local scheduling problem for class i, where the server is restricted to be utilized at most Pi of the time. We regard class i as a generic class, and omit the index i from our notations in this Section.
In our local problem, a decision whether or not to serve a customer is taken at every step.
When the queue is empty, the server is necessarily idle. Since the server utilization is restricted, he is occasionally forced to stay idle when customers are waiting in the queue.
Since the waiting queue is finite, and under every stationary policy we have a unichain Markov chain (as the probability to empty the queue is positive and arrivals are independent of the state and policy), we are within the framework of the Constrained Markov Decision Processes in [1] . Thus, it follows from there that there is an optimal stationary policy that randomizes at most a.t one state.
Since we may consider only stationary policies, and the queue length is bounded by N, R(CT,p) is the expected reward under stationary conditions. Thus,
where Zk is the stationary probability of being at state k (the queue length equals k) under policy CT, and u(k) is the probability that the server is serving a customer at state k under that policy. 6 The server utilization constraint is c1e&rly given by, 
6: = 0, 0:
From (5) and (6), the local optimal constrained 8cheduling problem i8 equivalent to the following constrained optimization problem,
where ZI&:, 0:5 k :5 N, are given by (1).
Since rand Jl are positive constants, th(? optimal u will remain unchanged if we replace them with 1. Observe that if for a given p there is a policy (1 under which Ef=o xl&:
Note that our local scheduling constraint probJem is "dual" to the flow control problem in [2] . There, the decisions are whether to accept or reject an arriving' customer such that a given constraint is met, and a cost function is minimized. Here, the decisions are whether or not to allocate the server to a customer. In the following, we will find R-and show that the optimal u has a simple structure.
For every j, 0~j~N, let IT(j) be the simple threshold policy whose actions are u(j) :::; 0 and u(k) :::; 1 for j +1~k~N. Also, for every I, j +1~I~Nand 0~q~1 , let IT(l, q,j) be the randomized threshold policy whose actions are u(j) :::; 0, u(l) :::; q and u(k) :::; 1 otherwise.
Denote by Zk(lT), 0~k~N, the stationary probability of being at state k under policy IT.
From (7) we have,
where p:::;~'
Since from [1] it follows that the optimal policy is of the type IT(l, q, j), we first explore the
properties of R(lT(l,q,j),p):::; E£':oZk(lT(l,q,j»u(k).
From (5) and (11) we have,
(b) For every 0~j~N and j +1~I~N, R(lT(l,q,j),p) increases in q. [J From Lem~3.1, it follows tha.t the maxima.lserver utilization is
(12)
Moreover, for every 0 :s: p:S:
and q(P) is the q that satisfies the equality:
From (14) it follows that p < p, and from (15) we have
From (13) - (16) it follows that for every P:S: P(p,N), the solution to the constraint optimization problem in (8) - (9) is R* = r·J.&·p which is attained by the policy
Observe that when j(p) > 0, then the optimal policy is not unique.
In the next section, we substitute the optimal constrained reward into the optimization problem in (3) -(4), and solve it explicitly.
4 The Convex Program for the Scheduling Problem
To derive the upper bound on the maximal weighted throughput from Section 2, we solve the constrained optimization problem in (3) -(4). The optimal thresholds j(pi)'S will be used in Section 6 to specify the overflow scheduling policy.
From Section 3, the constrained optimization problem above is given by,
where p = min{1, Ei P(Pi, Ni)}. Note that from Lemma 3.1 and (13) we may replace P = Ei Pi by Ei P(Pi, Ni) in order to derive a lower upper bound p, for the maximal server utilization.
To solve (n) we re-arrange the customer classes according to the products (ri . IJ,), 1 $ i $ n. Let il be the class with the largest product, i~with the second largest, etc. Denote by P(ik) = P(Pi", Ni,,) and define ik. as the class for which For every class ik define
0, The solution to the optimization problem (17) is trivially given by,
The optimal (hereinafter, desirable) thresholds are given by j(pi,,).
It is easy to verify that the upper bound in (20) is smaller than the trivial upper bound
Ef:l ri' Ai which is obtained by taking unlimited queueing capacities.
In the next section we carry out an uymptotic analysis whOle results eet&blishe along with the desirable thresholds, a very useful heuristic scheduling policy. This policy attempts to appr,oximate for each customer class, its local ideal situation as reflected in the convex program.
Asymptotically Optimal policies
In this section we use an asymptotic analysis method as in [3] to derive asymptotically optimal policies for low arrival rates. For this purpose we introduce an additional parameter Q > 0 and assume that the arrival rate of class i customers is QAi, 1 SiS n.
For every discount factor 0 < f3 < 1 and stationary policy 11" let yl3(k,lr) be the total expected reward of using policy 11', given that the initial state at time zero is k and the discount factor is f3. Also, let lr(k) be the class index of the customer that is being served under policy 11' at state k.
From the forward recurrence equations it follows that yl3(k,lr) is the unique solution to the following equations,
Or,
For approporiately defined vector r tr ({3) a.nd ma.trix G",({3), one can write (22) in the following matrix form, By successively substituting (23) into itself one gets for every finite M > 0,
where V~(" "') are coefficient vectors to be determined.
Let IIGlI"({3)II be any norm of the matrix G tr ({3). Then for 0 ::; a ::; IIGlI"({3)1I-1, the series converge and we have for every state k,
The policy "' p is {3-optimal if and only if VP(k, "'p)~VP(k, "') for every feasible policy",. It is well known that an optimal stationary policy exists. Furthermore, from [4] it follows that if ll' p = ",* for every 0 < f30 ::; {3 < 1, for some /30, then ",* is also optimal for the long-run average reward criterion.
From (25) we have that for small a's, 1r~can be determined by maximizing the first and/or the second leading coefficients vg(k,,,,) and vr(k,,,,) for every state k. The policy that is obtained in this manner is said to be asymptotically optimal and may provide some insight for determining good policies. (Note that for obtaining the classical asymptotically optimal policy, it is sufficient to maximize only the leading term vg(k, '")).
Clearly, since the state space S is finite, there are only a finite number of stationary policies and therefore from continuity, an asymptotically optimal policy is also optimal for every 0 < 12 o < 00, for some positive 00. Furthermore, if the policy is independent of (J, then it is also optimal for the long-run average reward criterion.
From (22) 
The coefficient vg(k,1r) corresponds to the total discounted reward of using policy 1[' given that the initial state is k, the discount factor is (J, and there are no new arrivals.
To determine the asymptotically optimal policy we define the following two policies, 1ri and 
In the following Lemma we show that policy 1ri maximizes the leading coefficient.
Lemma 5.1 For every 0 < (J < 1, vg(k) = vg(k,1ri), k e 5 . 
We will show -that if 1r :/:~i, it cannot yield the maximal leading coefficient.
Let io be the class that would have been selected by 1ri at state k. (i.e., a class for which Ilio • rio~Ili . ri for every i such that ki > 0.) Also, let 11' :/: 1ri be an arbitrary policy. If 
From (28) and (29) we have
:I vg(k, i) -vg(k,1r) = E(c,(i) -CI(1r» 1=1 = Ilio' rio _ Ilio' rio + I3llio 'Ilio' rio _ I3llio 'Ilio • rio g(io) g(jo) g(i o ) . g(jo) g(jo) . g(i o ) Ilio • rio (g(jo) -l3llio) -Ilio . rio (g(io) -l3llio) = g(i
o ) . g(jo)
IThe Although 1ri is asymptotically optimal, by definition it does not take into account new arrivals. To Bee how thOle effect a good policy, we also derive the policy that maximizes the coefficient of a, vf(k, 11'). Let vf(k) = maxvf(k,lI') and define 1r-as follows,
otherwise.
From (22) we have the following forViard recurrence equations for the vf(k,1r)'s.
As above, k is the cardinality of k and the ij(11')'s are as in the proof of Lemma 5.1.
Thus, we have to show that E;;J d,(lI') is independent of 11' . This will be done by induction on k. The assertion trivially holds for states with carclinality 1 and we assume that it holds for all states with cardinality less than or equal to k -1. Let k be an arbitrary state with cardinality k, and 11' and i, two different policies. If $1(11') = $l(i), then by the induction assumption E;; 
.
Hence, from (34) and (35) the assertion holds for states with cardinality k.
Next we consider states k for which F(k) is not empty (Le., there are classes whose waiting queue are full). Again, the proofis done by induction on the cardinality of F(k). 
where h e F reads as "I is not in the set F".
The last inequality follows from the fact that the expression inside the braces is zero, and from the definition of i o and jo. This observation along with the observation from Section 4 regarding the desirable thresholds, motivate us to consider the overflow scheduling policy that is defined in the next section.
The Overflow Scheduling Policy
In this section we propose a new class of scheduling policies, the overflow scheduling class, for serving customers under queueing constraints. Within this class we further propose how to select the parameters for a policy, the overflow scheduling policy, that yields a very close reward to the upper bound in (20), in most of the examples that we considered. We evaluate the long run average reward under this policy by solving the balance equations, and comparing it to the upper bound in (20).
Motivated by our asymptotic analysis we define the following class of policies which is a generalization of the policy 1r* in Section 5. As 1r*, an overflow policy switches between actions that are taken under 1ri and 1ri, depending on the system state k.
18
, i~i~n, be given. For every state k e S define FL(k) ={ilki~Ld. The overflow scheduling policy lI'L is defined as follows.
not empty then 'lrL(k) =io, where io(k) E FL(k) is any class for which Aio . Ilio' rio~Ai' Ili' rj for every j e FL(k).
The overflow scheduling class contains too many policies, so we further reduce it by selecting the threshold levels Li as j(pt), 1~i~n, where pi is derived from the solution to the convex program (see Eq. (19)) and j(pt) is given by (14). The reasoning behind this selection is that we are trying to approximate the local optimal policy in an environment where conflicts among classes do exist. Conflicts are resolved by using a preference order that is derived in the asymptotic analysis. It is possible that the policy shuts off completely the service for some customer classes which is the situation where Li = Ni for those classes. The policy above is referred to as the overflow scheduling policy.
Below, we present a variety of numerical examples that demonstrate the quality of our proposed policy. Clearly, we cannot cover all possible situations since there are no tractable methods to evaluate a general overflow scheduling policy.
In In the Tables, UB reads for the upper bound, R-OF for the long-run expected reward under the over1l.ow scheduling policy, and Ratio for 'the ratio between the two.
As one may observe from these examples, the over1l.ow scheduling policy performs very well (mainly, well above 95% of the upper bound) in all categories except for category (viii). Furthermore, from the rest of our extensive computations that are not reported here, we observed that in every category, R-OF approaches the upper bound when we either increase or decrease the parameter. The differences in category (viii) seems to result from the bound rather than from the quality of the overflow scheduling policy. Also, from real memory constraint of the .current computers we were unable to evaluate the policy for more classes or larger queueing capacities. 
