Abstract. We propose a new method for computing the ϕ-functions of large sparse matrices with low rank or fast decaying singular values. The key is to reduce the computation of ϕ -functions of a large matrix to ϕ +1 -functions of some r-by-r matrices, where r is the numerical rank of the large matrix in question. Some error analysis on the new method is given. Furthermore, we propose two novel strategies for estimating 2-norm condition numbers of the ϕ-functions. Numerical experiments illustrate the numerical behavior of the new algorithms and show the effectiveness of our theoretical results.
1. Introduction. In recent years, a great deal of attention has been focused on the efficient and accurate evaluation of matrix functions closely related to the ϕ-functions [4, 20, 22, 23, 27, 29, 30, 33, 35, 42] . For instance, exponential integrators make use of the matrix exponential and related matrix functions within the formulations of the numerical methods, and the evaluation of matrix functions is crucial for accuracy, stability, and efficiency of exponential integrators [23] . The ϕ-functions are defined for scalar arguments by the integral representation as follows This definition can be extended to matrices instead of scalars by using any of the available definitions of matrix functions [20, 23] .
In a wide range of applications, such as the matrix exponential discriminant analysis method for data dimensionality reduction [1, 11, 40, 41, 43, 44] , and the complex network analysis method based on matrix function [3, 13, 14, 15] , it is required to compute the matrix exponential with respect to large scale and low-rank matrix. In this paper, we are interested in computing several ϕ-functions consecutively, with respect to a large scale matrix A with low rank or with fast decaying singular values. Let σ j be the j-th largest singular value of A, by "fast decaying singular values", we mean σ j = O(ρ −j ), ρ > 1 or σ j = O(j −α ), α > 1 [24] . Such matrices appear frequently in diverse application areas such as data dimensionality reduction [12] , complex network analysis [14] , discretizing ill-posed operator equations that model many inverse problems [18] , randomized algorithms for matrix approximations [17, 28] , finite elements discretization [10] , and so on.
In spite of the high demand for efficient methods to solve the matrix ϕ-functions in various fields of computational sciences, there is no easy way to solving this type of problem. Indeed, when A is large, both the computational cost and the storage requirements are prohibitive, moreover, ϕ (A) can be dense even if A is sparse [20] . Some available methods are only suitable for medium-sized matrices. For instance, a MATLAB toolbox called EXPINT is provided by Berland, Skaflestad and Wright [4] for this problem. Kassam and Trefethen [26] propose to approximate ϕ-functions with a contour integral, which worked well as long as the contour of integration is suitably chosen. However, the contour is in general problem-dependent and difficult to determine in advance. Another way is to reduce the computation of ϕ (A) to that of matrix exponential with larger size [2, 27, 34] , which is unfeasible as the matrix in question is large. The third way is based on a modification of the scaling and squaring technique [35] , the most commonly used approach for computing the matrix exponential [21] . The most well-known methods for computing ϕ-functions for large spares matrices are the Krylov subspace methods [30, 42] . However, the Krylov subspace methods are applicable to the computation of ϕ-functions on given (block) vectors, while the main aim of this paper is to compute ϕ-functions of large sparse matrices.
In practical calculations, it is important to know how accurate the computed solution is and how small perturbations in input data can effect outputs [19] . Therefore, it is crucial to give error analysis and understand the sensitivity of matrix function to perturbation in the data. Sensitivity is measured by condition numbers. For matrix function, condition number can be expressed in terms of the norm of the Fréchet derivative, and it is often measured by using the 1-norm [20, 46] . In practice, however, the 2-norm is a more widely used norm than the 1-norm, and the former is preferable for both theoretical analysis and computational purposes. In this work, we consider how to evaluate the Fréchet 2-norm condition numbers of ϕ-functions effectively.
Given a large scale matrix A with low rank or with fast decaying singular values, we propose a new method for evaluating several ϕ-functions and their absolute and relative condition numbers consecutively. Our new method is based on the sparse column-row approximation of large sparse matrices [8, 36, 37 ]. An advantage is that there is no need to explicitly form and store the ϕ-functions or the Fréchet derivatives with respect to A. The overhead is only to compute ϕ-functions of some r-by-r matrices, and to store two n-by-r sparse matrices, where r is the (numerical) rank of A. This paper is organized as follows. In Section 2, we present the main algorithm, and give some error analysis on the proposed method. In Section 3, we propose two novel strategies for estimating the absolute and relative 2-norm condition numbers of ϕ-functions. In Section 4, numerical experiments are given to illustrate the efficiency of our new strategies. Some concluding remarks are given in Section 5.
Some notations used are listed as follows. Throughout this paper, we denote by A = XT Y T a sparse column-row approximation to A. Let · 2 , · 1 be the 2-norm and the 1-norm of a vector or matrix, and · F be the Frobenius norm of a matrix. We denote by ⊗ the Kronecker product, and by vec(·) the "vec operator" that stacks the columns of a matrix into a long vector. Let I and O be the identity matrix and zero matrix, respectively, whose order is clear from context. We only focus on real matrices in this paper. Indeed, all the results can be extended to complex matrices in a similar way.
2.
A new method for ϕ-functions of large sparse matrices. In this section, we will present a new method for ϕ-functions of large sparse matrices with low rank or with fast decaying singular values, and give some error analysis on the proposed method. Given an n × n large sparse matrix A, we first find a reduced-rank approximation XT Y T to A, where both X and Y are full column rank and T is nonsingular. This type of problem arises in a number of applications such as information retrieval, computational biology and complex network analysis [5, 6, 7, 8, 25, 38, 45] . A widely used reduced-rank approximation is the truncated singular value decomposition (TSVD) [16] , which is known to be optimal in the sense that the Frobenius norm A − XT Y T F is minimized. Unfortunately, this method computes the full decomposition and is not suitable for very large matrices. An alternative is the randomized singular value decomposition algorithm [17, 28] , which generally gives results comparable to TSVD. However, for a large and sparse matrix A, the situation is not so simple: the storage requirements and operation counts will become proportional to the number of nonzero elements in A. Since the resulting factors X, T , and Y are generally not sparse, one may suffer from heavily computational cost.
In [36] , Stewart introduced a quasi-Gram-Schmidt algorithm that produces a sparse QR factorization to A. Based on the quasi-Gram-Schmidt algorithm, a sparse column-row approximation algorithm was proposed. This algorithm first applies the quasi-Gram-Schmidt algorithm to the columns of A to get a representative set of columns X of A and an upper triangular matrix R. Let the error in the corresponding reduced-rank decomposition be col . It then applies the same algorithm to A T to get a representative set Y T of rows and another upper triangular matrix S. Let the error be row . Then the sparse column-row approximation method seeks a matrix T such that A − XT Y T 2 F = min, and the minimizer turns out to be [8, 36] 
The matrix XT Y T is called a sparse column-row approximation (SCR) to A, where X, Y ∈ R n×r are sparse and full column rank, T ∈ R r×r is nonsingular, and r is the (numerical) rank of A. In this approximation, X consists of a selection of the columns of A, and Y consists of a selection of the rows of A, so that when A is sparse so are both X and Y . An error analysis of the quasi-Gram-Schmidt algorithm is given in [37] . One is recommended to see [8, 36] for more details on this algorithm.
Given any rank-revealing decomposition of A, the following theorem shows that the computation of ϕ (A) can be reduced to that of ϕ +1 function of an r × r matrix, where r is the (numerical) rank of A.
Proof. It follows from the definition of ϕ-functions that
Let A = XT Y T be a sparse column-row approximation to A, then we make use of ϕ ( A) as an approximation to ϕ (A). The following algorithm can be used to compute several ϕ-functions of large sparse matrices with low rank or fast decaying singular values consecutively. Algorithm 1. An algorithm for computing ϕ-functions of large sparse matrices with low rank or fast decaying singular values 1. Compute a reduced-rank approximation XT Y T to A by using, say, the sparse column-row approximation (SCR) algorithm; 2. Compute ϕ-functions of small-sized matrices: .2) and use them as approximations to ϕ (A) = 0, 1, . . . , p.
Remark 2.1. Obviously, an advantage of the proposed method is its simplicity. In conventional methods, one has to pay O (p + 1)n 3 flops for the computation of ϕ (A) [4, 9, 20, 35] . Given a sparse reduced-rank approximation to A, Theorem 2.1 reduces the computation of ϕ (A) to that of ϕ +1 functions with respect to the r-by-r matrix Z = T (Y T X), in O (p + 1)r 3 flops. For storage, it only needs to store two n-by-r sparse matrices X, Y , and some small matrices of size r-by-r, rather than the n-by-n possibly dense matrices ϕ (A), = 0, 1, . . . , p. Thus, the new method can compute ϕ (A), = 0, 1, . . . , p, consecutively and reduce the computational complexities significantly as r n. In practice, most data are inexact or uncertain. Indeed, even if the data were exact, the computations will subject to rounding errors. So it is important to give error analysis and understand the sensitivity of matrix function to perturbation in the data. Sensitivity is measured by condition numbers. For matrix function, condition number can be expressed in terms of the norm of the Fréchet derivative. The Fréchet derivative L f (A, E) of a matrix function f : R n×n → R n×n at a point A ∈ R n×n is a linear mapping such that for all E ∈ R n×n [20, pp.56]
3)
The absolute and relative condition numbers of a matrix function f (A) are defined as [20, 32] 
and 5) respectively. Theoretically, the Fréchet derivative can be obtained from applying any existing methods for computing the matrix function of a 2n × 2n matrix [20] 
see, [20, Algorithm 3.17] . However, it requires O(n 5 ) flops, assuming that the computation of L f (A, E) takes O(n 3 ) flops [20] , which are prohibitively expensive for large matrices.
Let A = XT Y T be a sparse column-row approximation to A, and let E = A − A, then we see from (2.1) that E F ≤ 2 col + 2 row . Thus, it is interesting to combine existing error analysis for sparse column-row approximation with the theory of matrix functions to obtain error bounds for the proposed method. We first present the following theorem for Fréchet derivatives of ϕ-functions.
Theorem 2.2. For any matrix E ∈ R n×n , we have
Proof. For the matrix exponential, it follows from [20, pp.238 ] that
, then we get [20, 33] 
By induction, we assume that
and
we obtain
Thus,
Furthermore, (2.10) can be rewritten as
From (2.9) and (2.11), we have
which completes the proof. Using (2.7) to substitute for ϕ s(A + E) inside the integral, we get 
As a result,
In summary, the following theorem shows that the values of col and row used during the sparse column-row approximation will have a direct impact upon the final accuracy of computing ϕ (A). Note that XT Y T can be any low-rank approximation to A in this theorem.
Theorem 2.4. Let XT Y T be a sparse column-row approximation to A, and A − XT Y T = ε. Then we have
15)
where represents omitting the high order term o( E ). Proof. Let E = A − XT Y T , then we get from (2.14) that
in which the high order term o( E ) is omitted. The upper bound (2.16) of the relative error is derived from (2.5) and (2.15).
3. New strategies for estimating the absolute and relative 2-norm condition numbers. By Theorem 2.4, it is crucial to consider how to estimate the absolute and relative condition numbers cond abs (ϕ , A) and cond rel (ϕ , A) efficiently. Notice that
Since L f is a linear operator, we have
2 that is independent of E. The matrix K f (A) is refered to as the Kronecker form of the Fréchet derivative [20, pp.60] . Specifically, we have 
In practice, however, the 2-norm is a more widely used norm than the 1-norm, and the former is preferable for both theoretical analysis and computational purposes. For example, one of the most important properties of 2-norm is the unitary invariance [16] . Thus, we focus on the 2-norm condition number instead of the 1-norm condition number in this section. The following theorem establishes a relationship between
Proof. For any M ∈ R n×n , we have
Hence, it is seen from (3.2) and (3.6) that
Similarly,
Maximizing over all E for (3.7) and (3.8) yields (3.5). Compared (3.5) with (3.4), we see that investigating the 2-norm condition number of K f (A) is preferable to investigating its 1-norm condition number. We are ready to show how to efficiently evaluate the Fréchet 2-condition numbers of ϕ-functions for large sparse, low-rank matrices or matrices with fast decaying singular values. Two novel strategies are proposed to evaluate the absolute and relative condition numbers.
Strategy I. The key idea of the first strategy is to relate L ϕ (A) to ϕ 1 (Z) and ϕ +1 (Z). We notice from (2.13) and (3.1) that
be the (sparse) QR decomposition of X and Y , respectively, where Q 1 , Q 2 ∈ R n×r are orthonormal and R 1 , R 2 ∈ R r×r are upper triangular. Motivated by Theorem 2.1 and (3.9), in Strategy I we make use of
as an estimation to the absolute condition number cond abs (ϕ , A).
Theorem 2.1 also provides a cheap way to estimate 2-norms of ϕ (A), = 0, 1, . . . , p. Indeed, we have from (2.2) that
Thus, we can use 12) as approximations to ϕ (A) 2 . In view of (3.12), the relative condition number cond rel (ϕ , A) can be approximated by using
Recall that there is no need to form and store the Q-factors Q 1 and Q 2 in practice. Strategy II. The key idea of the second strategy is to relate L ϕ (A) to L ϕ +1 (Z). Recall that ϕ (z) can be expressed as the following power series whose radius of convergence is ∞:
The following proposition can be viewed as a generalization of Theorem 2.1 to any matrix function in power series. Proposition 3.1. Suppose that the power series
where
The following theorem gives closed-form formulae for K f ( A) and K g (Z). Theorem 3.3. Under the above notations, we have
Proof. It follows from (2.6) and the expression of g(x) that
so we get (3.14). Similarly, for any E ∈ R n×n , we have
and we have from 
On the other hand, if we denote
, and it is seen from (3.14) that
Hence, 
as an approximation to the absolute 2-condition number cond abs (ϕ , A). And the relative 2-condition number cond rel (ϕ , A) can be approximated by
Similar to Strategy I, there is no need to form and store Q 1 and Q 2 , and the key is to evaluate 2-norms of some r-by-r matrices.
Numerical experiments.
In this section, we perform some numerical experiments to illustrate the numerical behavior of our new method. All the numerical experiments were run on a Dell PC with eight cores Intel(R) Core(TM)i7-2600 processor with CPU 3.40 GHz and RAM 16.0 GB, under the Windows 7 with 64-bit operating system. All the numerical results were obtained from MATLAB R2015b implementations with machine precision ≈ 2.22 × 10 −16 . In all the examples, the sparse column-row approximation of A is computed by using the MATLAB functions scra.m and spqr.m due to G.W. Stewart 1 , where the tolerance tol is taken as col = row = 10 −5 . In order to estimate the rank of a matrix, we consider the structural rank of A, i.e., sprank(A) that is obtained from running the MATLAB built-in function sprank.m. The matrix exponential is calculated by using the MATLAB built-in function expm.m, while the ϕ ( ≥ 1) functions are computed by using the phipade.m function of the MATLAB package EXPINT [4] .
4.
1. An application to data dimensionality reduction. In this example, we show efficiency of our new method for computing matrix exponentials of large scale and low-rank matrices. Many data mining problems involve data sets represented in very high-dimensional spaces. In order to handle high dimensional data, the dimensionality needs to be reduced. Linear discriminant analysis (LDA) is one of notable subspace transformation methods for dimensionality reduction [12] . LDA encodes discriminant information by maximizing the between-class scatter, and meanwhile minimizing the within-class scatter in the projected subspace. Let X = [a 1 , a 2 , . . . , a m ] be a set of training samples in an n-dimensional feature space, and assume that the original data is partitioned into K classes as X = [X 1 , X 2 , . . . , X K ]. We denote by m j the number of samples in the j-th class, and thus K j=1 m j = m. Let c j be the centroid of the j-th class, and c be the global centroid of the training data set. If we denote e j = [1, 1, . . . , 1] T ∈ R mj , then the within-class scatter matrix is defined as
The between-class scatter matrix is defined as
The LDA method is realized by maximizing the between-class scatter distance while minimizing the total scatter distance, and the optimal projection matrix can be obtained from solving the following large scale generalized eigenproblem
However, the dimension of real data usually exceeds the number of training samples in practice (i.e., n m), which results in S W and S B being singular. Indeed, suppose that the training vectors are linearly independent, then the rank of S B and S W is K −1 and m−K, respectively, which is much smaller than the dimensionality n [12] . This is called the small-sample-size (SSS) or undersampled problem [12, 31] . It is an intrinsic limitation of the classical LDA method, and is also a common problem in classification applications [31] . In other words, the SSS problem stems from generalized eigenproblems with singular matrices. So as to cure this drawback, a novel method based on matrix exponential, called exponential discriminant analysis method (EDA), was proposed in [44] . Instead of (4.1), the EDA method solve the following generalized matrix exponential eigenproblem [44] exp(S B )x = λexp(S W )x.
(4.
2)
The EDA method is described as follows, for more details, refer to [44] . Algorithm 2.
[44] The exponential discriminant analysis method (EDA) Input: The data matrix X = [a 1 , a 2 , . . . , a m ] ∈ R n×m , where a j represernts the j-th training image. Output: The projection matrix V . 1. Compute the matrices S B , S W , exp(S B ), and exp(S W ); 2. Compute the eigenvectors {x i } and eigenvalues {λ i } of exp(S W ) −1 exp(S B ); 3. Sort the eigenvectors V = {x i } according to λ i in decreasing order; 4. Orthogonalize the columns of the projection matrix V .
As both exp(S W ) and exp(S B ) are symmetric positive definite (SPD), the difficulty of SSS problem can be cured naturally in the EDA method. The framework of the EDA method for dimensionality reduction has gained wide attention in recent years [1, 11, 40, 41, 43, 44] . However, the time complexity of EDA is dominated by the computation of exp(S B ) and exp(S W ), which is prohibitively large as data dimension is large [44] . By Theorem 2.1, we can compute the large matrix exponentials as follows:
Corollary 4.1. Under the above notations, we have that .3) and (4.4).
Note that both H B and H W are already available in Step 1, so there is no need to perform rank-revealing decompositions to S B and S W . As a result, the computation of the two n × n matrix exponentials exp(S B ), exp(S W ) reduces to that of ϕ 1 (H In the ORL database, the images are aligned based on eye coordinates and are cropped and scaled to n = 32 × 32 and 64 × 64, respectively; and the original image size with n = 92 × 112 is also considered. In the Yale and the Extended YaleB databases, all images are aligned based on eye coordinates and are cropped and scaled to n = 32 × 32, 64 × 64 and 100 × 100, respectively. In this example, a random subset with 3 images per subject is taken to form the training set, and the rest of the images are used as the testing set. Each column of the data matrices is scaled by its 2-norm.
In Algorithm 3, the CPU time consists of computing H B , H W , evaluating ϕ 1 (H T B H B ) and ϕ 1 (H T W H W ), as well as forming exp(S B ) and exp(S W ) in terms of (4.3) and (4.4). In the original EDA algorithm (Algorithm 2), the CPU time consists of forming H B , H W , and the computation of exp(S B ) and exp(S W ) by using the MATLAB built-in function expm.m.
Let exp(S B ), exp(S W ) be the "exact solutions" obtained from running expm.m, and let exp(S B ), exp(S W ) be the approximations obtained from (4.3) and (4.4) . In this example, we define
as the relative errors of the approximations exp(S B ), exp(S W ), respectively, and denote by
the maximal value of the two relative errors. Example 1, Table 1 : CPU time in seconds and the relative errors for computing exp(SB) and exp(SW ).
We observe from Table 1 that Algorithm 3 runs much faster than expm.m, especially when n is large. For instance, when the dimensionality of the datasets is around 10 4 , expm.m requires about 240 seconds, while our new method only needs about 1.2 seconds, a great improvement. Furthermore, the relative errors of our approximations are in the order of O(10 −15 ), implying that our new method is numerically stable. Thus, the new method is very efficient and reliable for solving large matrix exponential problems arising in the EDA framework for high dimensionality reduction.
4.2.
Computing ϕ-functions of matrices with low rank or fast decaying singular values. In this example, we show the efficiency of Algorithm 1 for consecutively computing several ϕ-functions of A with low rank or with fast decaying singular values. The test matrices are available from [10, 39] , and Table 2 lists problem characteristics of these matrices. Here the first five matrices are rank-deficient while the last three are full rank but with fast decaying singular values.
In this example, we compare Algorithm 1 with expm.m/phipade.m, that is, expm.m for the matrix exponential exp(A) and phipade.m for ϕ (A), = 1, 2, 3, 4. In Algorithm 1, the CPU time consists of computing the sparse column-row approximation (SCR), the evaluation of ϕ (Z) ( = 1, 2, 3, 4, 5) by using phipade.m, as well as forming ϕ (A) in terms of (2.2), = 0, 1, 2, 3, 4. In expm.m/phipade.m, the CPU time consists of computing ϕ (A) by using expm.m ( = 0) and phipade.m, = 1, 2, 3, 4. In order to measure the accuracy of the computed solutions, we define the maximal relative error as
where ϕ (A) is the "exact solution" obtained from expm.m as = 0 and phipade.m as = 1, 2, 3, 4; and ϕ ( A) is the approximation obtained from running Algorithm 1. Table 2 : Problem characteristics of the test matrices, where "nnz(A)" denotes the number of nonzero elements of A.
Example 2, Figure 1 : Singular values of the eris1176 matrix and the watt 1 matrix.
It is seen from Table 3 that Algorithm 1 works quite well, and we provide a competitive candidate for consecutively computing several ϕ-functions of large sparse matrices with low rank or with fast decaying singular values. Firstly, Algorithm 1 runs much faster than expm.m/phipade.m. For instance, 205.5 seconds vs. 10314 seconds Example 2, Table 3 : CPU time in seconds and the maximal relative error for computing ϕ matrix functions, = 0, 1, 2, 3, 4; where " * " denotes we compute ϕ (−A) instead of ϕ (A).
for the man5976 matrix, 5.49 seconds vs. 2469.6 seconds for the lock3491 matrix, and 3.11 seconds vs. 1599.7 seconds for the cegb3306 matrix. Secondly, the accuracy of our approximations is satisfactory in most cases. However, for the zenios, watt 1 and watt 2 matrices, the relative errors Rel ErrF are in the order of O(10 −7 ). In Figure 1 , we plot the singular values of the eris1176 matrix and the watt 1 matrix. It is observed that the eris1176 matrix has faster decaying singular values, while the decaying speed of the singular values of the watt 1 matrix is relatively slower. Indeed, the error A − XT Y T F from the SCR decomposition, with respect to the three matrices zenios, watt 1 and watt 2 are about 7.75 × 10 −6 , 9.97 × 10 −6 and 9.98 × 10 −6 , respectively, while that of the eris1176 matrix is about 2.49 × 10 −10 . In terms of Theorem 2.4, the accuracy of the computed solution of the eris1176 matrix can be higher than that of zenios, watt 1 and watt 2, provided that the condition numbers are comparable. Thus, our new method is suitable to ϕ-functions of large matrices with low rank or with fast decaying singular values.
4.3.
Estimating the relative and absolute condition numbers. In this example, we demonstrate the efficiency of Strategy I and Strategy II for estimating the absolute and relative condition numbers of ϕ-functions. There are four test matrices in this example, which are available from [10, 39] . The problem characteristics of these matrices are given in Table 4 .
We compare Strategy I and Strategy II with the funm condest1.m function in the Matrix Function Toolbox [46] . In Strategy I and Strategy II, the matrices R 1 , R 2 are obtained from the QR decompositions of X and Y , respectively, by the MATLAB built-in function qr.m. The matrix L ϕ +1 (Z) in (3.21) is calculated by using the funm condest fro.m function in the Matrix Function Toolbox. When = 0, the parameter "fun" in funm condest1.m is called by the MATLAB built-in function expm.m, while > 0 this parameter is called by the phipade.m function in the EXPINT package. The CPU time for both Strategy I and Strategy II is composed of computing the sparse column-row approximation, and calculating (3.10), (3.13) or (3.20) , (3.21) , respectively. In (3.13) and (3.21), A 2 is evaluated by using the MATLAB built-in function svds.m. Tables 5-8 report the numerical results, where "Relative Est" and "Absolute Est" denote an estimation to the relative and the absolute condition number, respectively.
As was pointed out in [20, pp.64] , for the absolute and relative condition numbers, "what is needed is an estimate that is of the correct order of magnitude in practice-more than one correct significant digit is not needed". Recall that the funm condest1.m function estimates the 1-norm relative and absolute condition num- On the other hand, it is observed from the numerical results that our new strategies often run much faster than funm condest1. For instance, as = 0, the new methods used 752.0 and 764.2 seconds for the California matrix, respectively, while funm condest1 used 1477.5 seconds. As = 1, the new methods used 757.9 and 788.7 seconds, respectively, while funm condest1 used 5266.8 seconds. The improvement is impressive. Specifically, as ≥ 2, for some large matrices such as California and EVA, funm condest1 fails to converge within 3 hours. As a comparison, our new methods work quite well. Thus, we benefit from our new strategies, and provide competitive alternatives for estimating the relative and absolute condition numbers of ϕ-functions with respect to large sparse matrices.
Method
Relative Table 9 lists the numerical results. We see from Table 9 that both (2.15) and (2.16) are very sharp, which justify Strategy I and Strategy II for estimating cond abs (ϕ , A) and cond rel (ϕ , A). We find that the values of (2.15)-StrII and (2.16)-StrII are a little smaller than those of Abs Err2 and Rel Err2 in many cases. In fact, both Strategy I and Strategy II only give approximations to the absolute and relative condition numbers, which are neither upper bounds nor lower bounds theoretically.
5. Concluding remarks. In this paper we consider the computations, error analysis, implementations and applications of ϕ-functions for large sparse matrices with low rank or with fast decaying singular values. Given a sparse column-row approximation of A, we take into account how to compute the matrix function series ϕ (A) ( = 0, 1, 2, . . . , p) efficiently, and to estimate their 2-norm Fréchet relative and absolute condition numbers effectively.
The numerical behavior of our new method is closely related to that of reducedrank approximation of large sparse matrices [8, 36] . Thus, a promising research area is to seek new technologies to improve the performance of the sparse column-row approximation algorithm on very large matrices. Another interesting topic is to combine other advanced algorithms such as the randomized singular value decomposition algorithm [17, 28] with our new strategies for the computation of functions of large sparse matrices. Example 4, 
