We propose a novel frequency-domain adaptive equalizer in digital coherent optical receivers, which can reduce computational complexity of the conventional time-domain adaptive equalizer based on finite-impulse-response (FIR) filters. The proposed equalizer can operate on the input sequence sampled by free-running analog-to-digital converters (ADCs) at the rate of two samples per symbol; therefore, the arbitrary initial sampling phase of ADCs can be adjusted so that the best symbol-spaced sequence is produced. The equalizer can also be configured in the butterfly structure, which enables demultiplexing of polarization tributaries apart from equalization of linear transmission impairments. The performance of the proposed equalization scheme is verified by 40-Gbits/s dual-polarization quadrature phase-shift keying (QPSK) transmission experiments.
Introduction
The next-generation optical network is going to employ digital coherent optical receivers, which enable high spectral efficiency by the use of multi-level optical modulation formats, dense wavelength-division multiplexing, and polarization multiplexing [1, 2] . Moreover, those receivers allow compensation for linear transmission impairments such as group-velocity dispersion (GVD) and polarization-mode dispersion (PMD), by using adaptive equalization in the electrical domain [3, 4] .
Key issues in digital coherent receivers are analog-to-digital conversion of the received sequence and succeeding digital signal processing (DSP). First, the received sequence is sampled by free-running analog-to-digital converters (ADCs) operated at the rate twice the symbol rate (i.e., twofold oversampling). Such oversampling significantly reduces the aliasing effect. Next, we use time-domain finite-impulse-response (FIR) filters in the butterfly structure, where filter-tap weights are adapted every two samples through the constantmodulus algorithm (CMA). With such a time-domain equalizer (TDE), we can achieve the following three functions simultaneously: (1) Linear impairments stemming from GVD and tight optical/electrical filtering are adaptively equalized. (2) We can demultiplex polarization tributaries and compensate for PMD. ( 3) The initial sampling phase, which has been decided by free-running ADC, is adjusted optimally during the filter-tap adaptation process, as far as clock frequencies are synchronized between the transmitter and the receiver. This is because the sampled waveform is continuously time-shifted so that sampling instance for the symbolspaced sequence comes to the best positions in symbol duration. Such function is essentially clock recovery, and details of clock-recovery characteristics by adaptive FIR filters can be found in [5] .
Computational complexity of FIR filters, however, increases with the number of delay taps; therefore, it becomes difficult to implement FIR filters having a large number of delay taps in the application-specific integrated circuit (ASIC) or the field-programmable gate array (FPGA) due to large power consumption and high gate density [6] . On the other hand, frequency-domain equalization can reduce this computational cost by block-by-block signal processing and efficient implementation of discrete Fourier transform (DFT) [7, 8] . Such block processing is applicable to optical communication system because propagation-channel parameters vary much more slowly than the block rate [9] .
Recently, several reports on the frequency-domain equalizer (FDE) for coherent optical receivers have been presented [10] [11] [12] [13] [14] . In [10] and [11] , only a fixed amount of GVD of fibers for transmission was compensated for with FDE, while adaptive equalization was left in the time-domain. The adaptive FDE for GVD was proposed in [12] , where a look-up table was employed to update tap weights of the equalizer; however, such a complex equalizer failed to compensate for any polarization-related impairment. Although in [13] and [14] , the adaptive FDE was realized by estimating the channel transfer function by using the cyclic prefix and the pilot-symbol sequence, such an approach generally decreases the spectral efficiency of transmission systems.
On the other hand, in this paper, we propose a fully-adaptive FDE, which maintains all the advantages of the adaptive FIR-filter-based TDE. Even in the block processing environment of FDE, it can work on the twofold-oversampled input sequence by introducing even and odd sub-equalizers; consequently, we can achieve adaptive equalization together with polarization demultiplexing and sampling-phase adjustment, using the CMA-based tap-adaptation algorithm. The principle of operation of the proposed equalizer is verified by dual-polarization quadrature phase-shift keying (QPSK) transmission experiments with mixed channel distortions stemming from GVD, the first-order PMD, and polarization-dependent loss (PDL). The bit-error-rate (BER) performance is similar to that obtained by the conventional FIRfilter-based TDE; however, the proposed FDE can be implemented with reduced computational complexity. The rest of the paper is organized as follows: Section 2 discusses the principle of operation of our proposed FDE. In Sec. 3, computational complexity of the proposed FDE is analyzed and compared with that of the conventional TDE. Section 4 provides experimental verifications of the proposed scheme, and finally Sec. 5 concludes our paper.
Throughout the remainder, time-and frequency-domain variables are denoted by lowerand upper-case characters, respectively, while boldface characters denote vectors. Furthermore, the symbol  represents convolution and  element-by-element multiplication; O L is a column vector with L zeros; superscripts (•) e and (•) o correspond to even and odd subequalizer parameters, respectively; and conj(•) is the conjugate operator.
Proposal of a novel frequency-domain equalizer

Equivalence of the half-symbol-spaced FIR filter with even and odd sub-equalizers
We define input ports of the two-by-two butterfly-structured FIR filters as x and y ports, whereas their output ports as X and Y ports. The symbol duration is T, the delay spacing is T/2, and the delay-tap length of each filter is N. When   x un and   y un are n-th input sequences for x and y ports, respectively, which are twofold oversampled, the output from the X port can be expressed as
Filter-tap weights are updated every two samples, and the filter output is down-sampled by a factor of two to retain the symbol-spaced output. Without loss of generality, we consider that only the odd sequence from the output is taken and used for updating filter-tap weights. Let the new symbol-spaced sample index be m such that 21 nm  (m = 0, 1, 2, ···); and then, the down-sampled output from the X port can be written as 
We consider that N is even so that /2 LN  is an integer for the sake of derivational simplicity. Equation (2) shows that the down-sampled output is the sum of two symbol-spaced convolutions with a relative delay of T/2. Thus, Eq. (2) can be rewritten as 
and similarly, the output from the Y port can be written as (8) where p and q are either x or y. Thus, we may split the equalizer into even and odd subequalizers with tap coefficients taken from even and odd filter-tap indices. Correspondingly, the input sequences for the sub-equalizers are taken from even and odd samples of twofoldoversampled sequences. Eventually, instead of updating tap coefficients of conventional T/2-spaced FIR filters every two samples, we can use even and odd sub-equalizers, where tap updating is done every symbol without down-sampling output sequences.
It should be noted that time-domain adaptive equalizer based on the gradient decent algorithm can be implemented by FDE with less computational complexity. Such adaptive FDE works in the block processing mode, where the symbol-spaced sequence should be included [15] . In case of the symbol-spaced input sequence, we can construct the gradient vector from each output block, whose length is equal to that of the filter-tap coefficient vector. On the other hand, if we use twofold-oversampled input sequences and down-sample the output sequences from each output block, we have an insufficient number of symbol-spaced output samples to construct the gradient vectors. However, splitting the FDE into even and odd sub-equalizers enables each sub-equalizer to operate on symbol-spaced sequences; and thus, the FDE can finally work on twofold-oversampled input sequences.
With such sub-equalizer-based FDE, we can efficiently execute time-domain convolutions shown in Eqs. (3) and (4) in the frequency-domain by using discrete Fourier transform (DFT) and multiplications. Block-output vectors with L rows are given as 
where k is the block index related to the sample index m as ( 0,1, , 1).
that the convolutions in Eqs. (3) and (4) are linear convolutions, while inverse DFT (IDFT) of Eqs. (9) and (10) gives us circular convolutions. However, using the overlap-save method, we can extract linearly-convoluted terms from the circularly-convoluted terms obtained from IDFT of Eqs. (9) and (10) [15].
Configuration of the proposed frequency-domain equalizer
The schematic of the proposed adaptive FDE for polarization-multiplexed transmission systems is shown in Fig. 1 , which is implemented by using Eqs. (9) and (10) . Eight frequencydomain filters consist of even sub-equalizers and odd sub-equalizers. Four even sub- 
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H xy e (k) For fast implementation of linear convolution in the frequency-domain, either the overlapsave or the overlap-add method can be employed [15] , and we choose the former one for its lower complexity. Moreover, we choose 50% overlap because the most efficient implementation can be achieved with such an overlapping factor [16] . By using the 50% overlapping factor, the frequency-domain input vector 
where DFT is performed by fast Fourier transform (FFT). Then, L tap weights of the subequalizers are padded with the equal number of zeros and 2L-point FFT is executed. Let 
where V x (k) and V y (k) are given as Eqs. (9) and (10) 
where the vector L I has L rows and all of its elements are 1. 
where µ is the step-size parameter and the gradient vector , ()
is augmented with L zeros. Equations (16) and (17) place a constraint on the gradient vector, which ensures that frequency-domain tap weights are equivalent to the time-domain counterparts; however, each gradient constraint requires additional FFT and IFFT. Removing the gradient constraint can reduce the complexity of the equalizer as far as the input sequence satisfies some specific conditions; however, by using such unconstraint FDE algorithm, tap-weight vectors do not converge to the Wiener solution as the number of block iterations approaches infinity [16] . Hence, unconstraint FDE is not always reliable.
Computational complexity analysis
Considering power consumption and chip space for implementation of the digital signal processing (DSP) algorithm in ASIC or FPGA, we find that the cost for a multiplier is much higher than that for an adder. Hence, in this section, computational complexity is evaluated in terms of the required number of complex multiplications per bit. In the following, the term 'multiplication' always refers to 'complex multiplication'.
We first consider the TDE using the butterfly-structured FIR filters adapted by CMA. The delay spacing is T/2 and the tap length is N. To obtain one output symbol from the X port and one output symbol from the Y port of the TDE, we need 8N multiplications for output calculations, 4N multiplications for tap updating by CMA, and additional 4 multiplications for error-value calculations. By putting these together, the computational complexity C TDE of the adaptive TDE can be expressed as
where M is the number of constellation points on the signal constellation. On the other hand, to obtain N/2 output symbols from the X port and N/2 output symbols from the Y port through processing of one block in our proposed FDE, we need 4N multiplications for output calculations of one block, 4N multiplications for tap updating by CMA, 2N multiplications for error-value calculations, and   2 12 log NN multiplications for 24 FFT/IFFT processes, which include 4 FFT for inputs, 2 IFFT for outputs, 2 FFT for errorvector calculations, and 16 FFT/IFFT for employing gradient constraint of eight subequalizers. For FFT implementation, we assume the use of the classical radix-2 algorithm, which requires   2 log / 2 NN multiplications to execute FFT of N complex numbers [7] . Thus, the computational complexity C FDE of the proposed FDE can be expressed as 2 FDE 2 12 log ( ) 10 Table 1 shows the comparison of computational complexity between FDE and TDE, where we assume the QPSK modulation format (M = 4). From Table 1 , it is clear that the proposed adaptive FDE provides much lower complexity than the adaptive TDE when N is 16 or more. This benefit enhances significantly with the increased number of N. 
Experimental verification of the principle of operation of our scheme
In order to verify the principle of operation of our proposed equalizer, we conduct 40-Gbits/s dual-polarization QPSK transmission experiments employing a digital coherent receiver as shown in Fig. 2 . The transmitter laser was a distributed-feedback laser diode (DFB-LD) having a center wavelength of 1552 nm and a 3-dB linewidth of 150 kHz. A 20-Gbit/s NRZ-QPSK signal was generated using a LiNbO 3 optical IQ modulator (IQM) from two streams of precoded data from an arbitrary waveform generator (AWG) with 2 9 -1 pseudo-random binary sequences (PRBS). A 40-Gbit/s dual-polarization signal was then produced with a combination of a polarization-beam splitter (PBS), a fiber delay for pattern decorrelation, and a polarization-beam combiner (PBC). PDL was generated by attenuating one polarization component using a variable optical attenuator (VOA). Then, the signal passed through a commercial PMD emulator (PMDE) and a 100-km-long standard single-mode fiber (SMF). In front of the receiver, a VOA was used to control the received average power. After that, the signal was pre-amplified by an erbium-doped fiber amplifier (EDFA) and detected by a phaseand-polarization diversity coherent optical receiver having a local oscillator (LO) whose characteristics are the same as those of the transmitting laser. The frequency mismatch between the transmitting laser and LO was set below 10 MHz. Outputs from the receiver were sampled at 20 Gsample/s with ADCs, and digitized signals   , xy un including 2 × 10 5 samples were stored for offline DSP. In the DSP circuit, sampling-phase adjustment, polarization demultiplexing, and signal equalization were done simultaneously either by the proposed FDE or by the conventional TDE, where CMA adapted filter-tap weights. In both cases, the singularity problem inherent in CMA was handled by introducing the training mode prior to the blind CMA mode [17] . The delay-tap length for the TDE was N = 32 and the block length of each sub-equalizer for the FDE was N/2 = 16. The step-size parameter was 2 10 . Then, the carrier recovery was done by the 4-th power algorithm [18] and the symbols were decoded to estimate the BER. To evaluate the performance of the proposed scheme, we set a mixed channel distortion of 1600- As shown in Fig. 3 , the BER performance of the proposed FDE is almost the same as that of the TDE adapted by CMA. The difference in the receiver sensitivity between two polarization tributaries stems from PDL. Thus, we find that the FDE has the same BER characteristics as the TDE, while its computational complexity is lower than that of the TDE as shown in Sec. 3 Next, we test the sampling-phase adjustment capability of the proposed adaptive FDE. Receiver outputs were sampled at twice the symbol rate and interpolated to 10 samples per symbol. Such ten-fold oversampled sequences were down-sampled to 2 samples per symbol with different sampling phases and sent to the FDE. Figure 4 shows BER curves for 5 different sampling phases, which are swept with an increment of 10% of the symbol interval. The BER curves are independent of the initial sampling phase, suggesting that the proposed adaptive FDE can adjust the sampling phase optimally in the similar manner to the TDE scheme based on T/2-spaced FIR filters [5] . In our experiment, timing jitter may stem from modulation electronics and 100-km fiber transmission. In addition to the static adjustment of the initial sampling phase of ADCs, such relatively-fast timing jitter is also absorbed by the proposed FDE. 
Conclusion
We have proposed a novel frequency-domain equalizer in digital coherent receivers, which operates on twofold-oversampled input sequences. Such an equalizer performs samplingphase adjustment of ADCs, polarization demultiplexing, and signal equalization with computational complexity lower than the time-domain equalizer. The DSP circuit can be simplified both by reduction of the number of functional blocks and by lower computational complexity of the equalizer. The satisfactory performance of the proposed equalizer is verified by 40-Gbits/s dual-polarization QPSK transmission experiments.
