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E-mail addresses: j.q.smith@warwick.ac.uk (J.Q.Recent results concerning the instability of Bayes Factor search over Bayesian Networks
(BN’s) lead us to ask whether learning the parameters of a selected BN might also depend
heavily on the often rather arbitrary choice of prior density. Robustness of inferences to
misspeciﬁcation of the prior density would at least ensure that a selected candidate model
would give similar predictions of future data points given somewhat different priors and a
given large training data set. In this paper we derive new explicit total variation bounds on
the calculated posterior density as the function of the closeness of the genuine prior to the
approximating one used and certain summary statistics of the calculated posterior density.
We show that the approximating posterior density often converges to the genuine one as
the number of sample point increases and our bounds allow us to identify when the pos-
terior approximation might not. To prove our general results we needed to develop a new
family of distance measures called local DeRobertis distances. These provide coarse non-
parametric neighbourhoods and allowed us to derive elegant explicit posterior bounds in
total variation. The bounds can be routinely calculated for BNs even when the sample
has systematically missing observations and no conjugate analyses are possible.
 2010 Elsevier Inc. All rights reserved.1. Introduction
Bayesian networks are now widely used as a framework for inference. Once the structure of a BN has been selected it is
necessary to choose a distribution over its parameters, a set of conditional probabilities in the case of a discrete BN or mean
vector and covariance matrix in the case of a continuous BN. Various authors have suggested ways to do this (see [6,10] and
references therein). For example suppose a Bayesian graphical expert system needs to be developed – perhaps for medical
diagnosis. The necessary selection of a BN which explains well the variation in the training data has been widely discussed in
the machine learning literature. But it is also important to ensure that the selected BN model together with its chosen prior
hyperparameters will predict well the values of new units: in the example above future patients diagnosed by the medical
expert system. This second issue is the focus of this paper.
It is challenging to set the prior distributions appropriately over the parameters of a chosen BN to a given context. Fur-
thermore, especially when working in problems where data on some variables is systematically missing – when inferences
are made based on numerical methods or approximations – it is very difﬁcult to appreciate the effect on inference this choice
of prior over the parameters of a chosen BN might have. Without some appropriate diagnostic, the modeler would be jus-
tiﬁably uneasy about the veracity of her inferences. Of course it is possible to perform sensitivity analyses to check the effect. All rights reserved.
Smith), adaneshkhah@scu.ac.ir, alireza.daneshkhah@strath.ac.uk (A. Daneshkhah).
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such a study can be no more than indicative of possible sensitivities. After all why should the modeler believe a prior should
lie in a given parametric family?
There used to be a common misconception that inferences would be robust to the way a prior over parameters was cho-
sen provided the priors densities were reasonably diffuse and the sample size moderately large, irrespective of whether or
not that prior was chosen from conventional parametric families of distribution. However two strands of research over re-
cent decades have undermined this belief: new results about Bayesian model selection and new results concerning local sen-
sitivity. We outline some of the more pertinent results from these two different ﬁelds below.
There are some other works which addressed the sensitivity analysis of the selected BN from different perspectives. In
[17], the author examines the use of global sensitivity analysis by calculating the bounds of some posterior quantities of
interests when the prior distribution varies in some class of distributions. He also develops some numerical method based
on the importance sampling to calculate the requested bounds. In another study reported in [4], the Bayesian robustness is
examined when the prior belongs to a class deﬁned in terms of the so called generalized moment conditions which the prob-
lem can be then reduced to one of linear semi-inﬁnite programming (LSIP). A numerical method based on the accelerated
central cutting plane algorithm to solve LSIP problems is introduced and illustrated by an example.
A popular choice of BN model selection is to use the maximum – a – posteriori (MAP) score to discriminate between com-
peting models. In order to evaluating the score of different BNs, the marginal likelihood of each model needs to be calculated
which in turn requires a prior density over the parameters for each BN in the candidate set. For discrete Bayesian networks,
the model parameters are its deﬁning vectors of conditional probabilities and it is usual to use the conjugate product Dirich-
let priors on these parameters. This conjugate family has some justiﬁcation because this family exhibits certain invariance
properties over the class of BNs (see [10] for details). However even if all cells in the joint probability tables are assigned
uniformly as is required for the BDeu score [5] there still remains an additional parameter to ﬁx the equivalent sample size
parameter a. Recently both from the theoretical [24,23] and from the practical point of view [18], model selection has been
found to be very sensitive to how this hyperparameter is set. So in the problem of model selection, even when a Bayesian
analysis is restricted to one using standard families of prior densities on the parameters of a BN and when sampling is com-
plete, the choice of this prior over the BN’s conditional probabilities can have a critical impact on the ensuing inference. Var-
ious solutions to this problem have been proposed, most recently one by [23] who develops a fast approximate method of
simultaneously maximising over a and the space of BN’s to select a model.
Now it is true that the robustness to the misspeciﬁcation of the prior over the parameters of a BN for model selection can
be quite different to robustness of inferences within a selected BN. To illustrate this distinction it is sufﬁcient to consider the
following very simple example.
Suppose that it is known that either all components of a vector x of observations will be strictly positive with a known
density pþðxÞ or all components are negative with a known density pðxÞ. Let model MðaÞ assign a probability a where
0 < a < 1 to all observations being positive. Here we can think of a of the hyperparameter of a prior density and the corre-
sponding distribution of x the marginal likelihood of the observations after integrating out the parameters h of the model.
After observing the ﬁrst observation x1 all these models will give the same predictions, forecasting all future observations
using pþ if x1 > 0 and p if x1 < 0. So for prediction problems – the issue we address in this paper – the problem is completely
robust to the possible misspeciﬁcation of the hyperparameter a once x1 – our training data – has been observed. On the other
hand MAPmodel selection will scoreMðaÞ increasingly highly in a for x1 > 0 and decreasingly in a for x1 < 0. So a model that
is clearly suboptimal from a selection point of view can be entirely adequate for forecasting. This is an extreme example of a
phenomenon where Bayes Factors can score models lowly simply because of initial poor calibration of hyperparameters
which after a few data points recalibrates to make future forecasts almost as reliable as they could be. Nevertheless the sen-
sitivity of model selection to the choice of prior is disturbing. After an appropriate structure of a BN has been selected it leads
us to question whether the exact form of its prior over its parameters will have an enduring effect on later inferences.
In a second strand of research mathematical statisticians have addressed the issue of the robustness of Bayesian inference
to misspeciation of a prior in a given model: here our selected BN. Thus suppose the structure of this BN has been selected, by
whatever means, and we are interested in using it for forecasting future units: in our running example for diagnosing future
patients. The formal Bayesian approach would require us to carefully elicit all expert judgements and express these judge-
ments faithfully as a joint probability distribution over the parameters of the BN. Were this ever to be done it would be
somewhat unrealistic to believe that the most appropriate prior over the parameters of our chosen BN – here called our gen-
uine prior and denoted by g0 – would exactly lie in a convenient conjugate family. However this process is usually extremely
costly and for pragmatic reasons a prior density – here called our functioning prior and denoted by f0 – will often be chosen to
approximate g0 – usually from a convenient parametric family. So the best that can reasonably be assumed is that the gen-
uine prior g0 will lie within a non-parametric neighbourhood of the prior f0 used in the analysis. After observing n vectors of
data points, provided issues of unidentiﬁability are avoided, even when certain sets of values of these variables in the BN are
missing and fn cannot be calculated in closed form, most practitioners would hope that if the posterior – here called our func-
tioning posterior fn – associated with the prior f0 concentrated on to a small ball of values in the parameter space then fn
would also be a good approximation of the genuine posterior gn – i.e. the one we would have obtained if we had thought
as hard as we could about the complex scenario in front of us – provided n was very large.
However a startling result in [12] proved that no currently used non-parametric neighborhoods of prior distributions,
based on prior total variation distances or /-divergence, including Kullback–Leibler, Hellinger, directed divergence and
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contrary that the ratiosup
g02N
dðfn; gnÞ
ðf0; g0Þ
 
ð1Þdiverged at a rate nk=2 with increasing sample size n, where k is the dimension of the parameter space, even when data are
drawn from a ‘‘true” density indexed by the parameter h 2 H0, whereH0 is the interior ofH. Note here that even moderately
simple discrete BN’s have k of order 100’s. Furthermore this is true even when the neighbourhoodsN of f0 is deﬁned so the
tail characteristics of f0 and g0 are identical – thus precluding cases like the one considered in [19] – and g0 is constrained to
be inﬁnitely differentiable. Therefore this phenomenon cannot be explained by discrepancy in tails – contra [2] – nor does it
occur because the deviation between g0 and f0 is discontinuous in a neighbourhood of a maximum likelihood estimate. The
standard non-parametric prior neighbourhoods are therefore of little use in this context.
Surprisingly the problem can be addressed by deﬁning a new family of distances called local DeRobertis distances to deﬁne
more suitable neighbourhoods of prior densities. These neighbourhoods of f0 are sufﬁciently coarse to plausibly contain g0.
On the other hand they are tight enough for bounds on the total variation distance dV ðfn; gnÞ ¼
R jfn  gnj, the most common
metric used in these studies, to be deﬁned. These prior neighbourhoods simply demand that local smoothness properties are
shared by f0 and g0 in a sense formally deﬁned in the next section. Furthermore, unusual attractive properties of this distance
allow us to derive explicit bounds for how different fn and gn can be. These bounds are a simple function of certain statistics of
the functioning posterior fn which we would calculate anyway – like means and variances – and two parameters governing
the chosen prior DeRobertis neighbourhood. These parameters have a simple interpretation and can therefore be customised
to the context of the BN. We give examples of typical ranges of values we have used in applications later in the paper. So the
bounds can be routinely calculated on line and form the basis of a useful diagnostic. If the functioning posterior trespasses on
areas of the parameter space that might induce posterior sensitivity to prior settings then this is automatically ﬂagged up
through the calculated bounds increasing in width. Even when data is not generated by the hypothesised BN these bounds
still apply in the sense that the functioning and genuine posteriors within the bounds will lead to similar inferences. In many
scenarios we have found that the bounds simply reassure us that no such sensitivity to the prior exists. Notable exceptions of
this are illustrated later in the paper.
2. Local DeRobertis distance
Assume the structure of a BN to be used for an expert system has been selected and it is now necessary to choose a prior
distribution over its parameters to initialise it. We plan to accommodate all our available information – often partial with
many missing entries – will then be used. Assume this is a sample xn ¼ ðx1; x2; . . . ; xnÞ;nP 1, with observed sample densities
fpnðxnjhÞgnP1, where h ¼ ðh1; . . . ; hkÞ. We will then use Bayes rule to create a posterior distribution which in turn will be used
to diagnose a set of as yet unseen future units. Ideally we would have liked to use a genuine prior density g0 where we elicit
all the possible expert judgements available about these parameters and code these appropriately as a joint probability dis-
tribution over the parameters of the model. However this is not a practical alternative and we must therefore choose a func-
tioning prior f0. This needs to be chosen so that our posterior density fn after accommodating the training data are as close as
possible to those based on the posterior gn we would have liked to use. Note that in many situations, because of missingness,
the sample densities are typically sums of products of the conditional probabilities deﬁning the graphical model so both pos-
terior densities fn and gn usually have a very complicated analytic form. The functioning posterior density is therefore
approximated either by drawing samples or making some algebraic computations.
How can we know if fn provides a good approximation of gn? On the face of it this looks a very hard question to answer
since g0 is unknown, we cannot calculate gn to make this comparison. Even fn cannot be calculated analytically in the sorts of
applications we have in mind mentioned above. However, there is one family of distances, called local DeRobertis distances –
deﬁned below – for which it is fairly easy to calculate distances between posterior densities. Because they are always the
same as the distances between the corresponding prior densities.
Let HðnÞ ¼ fh 2 H : pnðxnjhÞ > 0g, assume that g0ðhÞ; f0ðhÞ are strictly positive and continuous on the interior of their
shared support – and so uniquely deﬁned – and assume each observed likelihood, pnðxnjhÞ;nP 1 is measurable with respect
to g0ðhÞ and f0ðhÞ. From Bayes rule, for all h 2 HðnÞ our posterior densities gnðhÞ,gðhjxnÞ and fnðhÞ,f ðhjxnÞ are given bylog gnðhÞ ¼ log g0ðhÞ þ logpnðxnjhÞ  logpgðxnÞ
log fnðhÞ ¼ log f0ðhÞ þ logpnðxnjhÞ  logpf ðxnÞwherepgðxnÞ ¼
Z
HðnÞ
pnðxnjhÞg0ðhÞdh
pf ðxnÞ ¼
Z
HðnÞ
pnðxnjhÞf0ðhÞdh;
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For any subset A#HðnÞ letdLAðf ; gÞ, sup
h;/2A
log
f ðhÞ
gðhÞ
 
 log f ð/Þ
gð/Þ
  
ð2ÞNote that this is a transparent way of measuring the discrepancy between two densities on a set A. It is non-negative, sym-
metric, and clearly only zero when f and g are proportional to each other – i.e. when f ðhÞ / gðhÞ; h 2 A and f ð/Þ / gð/Þ;/ 2 A.
When A ¼ H the properties of these distances have been studied for some time (see e.g., [8,9,16,26,27]) and are sometimes
called density ratio classes. However it was subsequently found that the neighbourhoods associated with these metrics were
far too ﬁne to be very useful in practical purposes. Here we focus on cases where A is chosen to be small. This allows not only
the associated neighbourhoods to be realistically large but also leads to the types of strong convergence results we need.
To illustrate why these prior neighbourhoods are plausible consider the following example.
Example 1. Suppose we need to ﬁx a prior density of the probability that a certain symptom were present given a particular
disease. It would be only possible to assess the genuine prior g0 on this probability by asking the world expert on this
relationship. However you do not have access to this person, only a section of a book she has written on the subject where
she suggests most of the mass of this probability lies between 0.6 and 0.9. Now consider the dLAðf0; g0Þ where A is the small
interval (0.68,0.69). It would normally be reasonable for the modeler to assume that log g0 would not vary much over A, so
assume suph;/2Aj log g0ðhÞ  log g0ð/Þj < d (say) where d is small. Then provided the modeler sets her approximating density
so that suph;/2Aj log f0ðhÞ  log f0ð/Þj < dit will follow that dLAðf0; g0Þ < 2d will be small. Note here that the modeler does not
need to get her prior probability right: if f0ðhÞ ’ Kg0ðhÞ where K is very large or very small it will not matter provided these
inequalities hold. All that matters is that we choose f0 so that the inequality above holds.
The reason these distances are so important is that for any sequence fpnðxnjhÞg for nP 1 – however complicated
dLAðfn; gnÞ ¼ dLAðf0; g0Þ: ð3ÞIt follows that for all sets A#HðnÞ the quality of the approximation of fn to gn – as measured by such a distance – is identical
to the quality of the approximation of f0 to g0. In particular distances between two posterior densities can be calculated
effortlessly from two different candidate prior densities. Unlike the functioning posterior density with missingness, the func-
tioning prior and sometimes the genuine prior lying in standard families, the local DeRobertis distances can then often be
expressed explicitly and always explicitly bounded. It can be shown that these distances are essentially the only ones with
the isoseparation property (see Section 3 and also [19] for further details).
In particular, when the likelihood pnðxnjhÞ > 0 observed for all h 2 H and for any measurable subset A of H we havesup
g0
dLAðfn; gnÞ
dLAðf0; g0Þ
( )
¼ 1Thus unlike the variation distance (or any other / – divergence distances, including Kullback–Leibler or Hellinger distance)
analogue (1), this ratio does not diverge for any neighbourhoodN of f0. Prior densities that are close under these topologies
remain close a posteriori.
When fpnðxnjhÞgnP1 are not explicit functions of h2 where h ¼ ðh1; h2Þ; f0;1 and g0;1 are the functioning and genuine prior
marginal and fn;1 and gn;1 are the functioning and the genuine posterior marginal density of h1, then these marginal densities
inherit the isoseparation property. Thus for all nP 1, for h 2 A#HðnÞdLAðfn;1; gn;1Þ ¼ dLAðf0;1; g0;1Þ
A second property called conditioning invariance is essentially a special case of the ﬁrst one mentioned above. Let fAðgAÞ
henceforth denote the densities of f ðgÞ conditioned on the event fh 2 A  Hg. When we learn that fh 2 B  Hg, for some
measurable set B where A#B, thendRAðfB; gBÞ ¼ dRAðf ; gÞ:
where dRAðf ; gÞ ¼ expðdLAðf ; gÞÞ  1. Note that dAðf ; gÞ and dRAðf ; gÞ are equivalent, henceforth we freely move between them.
In common with other separation measures such as Hellinger and Kullback–Leibler, DeRoberis distance has the property
that the separation between two marginal densities is not larger than the separation between their corresponding joint
densities.
Thus let h ¼ ðh1; h2Þ and / ¼ ð/1;/2Þ be two candidate parameter values in H ¼ H1 H2 where h1;/1 2 H1 and
h2;/2 2 H2, where the joint densities presented by f ðhÞ ¼ f1ðh1Þf2j1ðh2jh1Þ; gðhÞ ¼ g1ðh1Þg2j1ðh2jh1Þ, and f1ðh1Þ; g1ðh1Þ are the
marginal densities on H1 of the two joint densities f ðhÞ and gðhÞ, respectively. Then it is proved in [19,21]) thatdLAðf ; gÞP dLA1 ðf1; g1Þ ð4Þ
whereA1 ¼ fh1 : h ¼ ðh1; h2Þ 2 A for all h2 2 B  H2 for some open set B in H2g:
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hand if h ¼ ðh1; h2; . . . ; hkÞ where the subvectors fh1; h2; . . . ; hkg of parameters are mutually independent, then in common
with Chernov or Kullback–Liebler distances it is easy to check thatdLAðf ; gÞ ¼
Xk
i¼1
dLAi ðfi; giÞ;where fiðgiÞ denotes the hi margin of f ðgÞ;1 6 i 6 n (see [19] and [21] for more details of the local DeRobertis distance).
The fact that there are features in any prior which always endure into the posterior suggests that the priors we choose will
‘‘always” have a critical impact on inference and this will indeed be so for small sample size n. However for moderately large
n the posterior fn we calculate often places most of its mass within a set An ¼ Bðln;qnÞ, where Bðln;qnÞ denotes the open ball
centred on ln of radius qn. Write d
L
H0 ;qðf ; gÞ, supfd
L
Bðln ;qÞðf ; gÞ : ln 2 H0g and d
L
qðf ; gÞ, supfdLBðln ;qÞðf ; gÞ : ln 2 Hg. It has long
been known that a necessary condition for robustness is that in some sense the functioning prior is ‘‘similarly smooth” to the
genuine one. We therefore demand the following mild condition regulating the mutual roughness of the functioning and
genuine prior. Assume that f0; g0 2FðH0;MðH0Þ; pðH0ÞÞ, where FðH0;MðH0Þ; pðH0ÞÞ;MðH0Þ < 1;0 < pðH0Þ 6 2 denote
the set of densities f such that for all h0 2 H0#Hsup
h
;/ 2 Bðh0;qÞj log f ðhÞ  log f ð/Þj 6 MðH0Þq0:5pðH0Þ ð5ÞThus for example when pðH0Þ ¼ 2 we demand that both log f0 and log g0 have bounded derivatives within the setH0 of inter-
est. Under these conditions [21] show thatdLH0 ;qðf ; gÞ 6 2MðH0Þq0:5pðH0Þ: ð6Þ
Of course appropriate values of ðpðH0Þ;MðH0ÞÞmust be chosen before these distances can be implemented within a diagnos-
tic. We note that we use these parameters in our diagnostics only whenH0 is in a neighbourhood of the posterior mean ln of
the posterior fn. Usually it is safe to assume that the genuine and functioning priors have bounded derivatives in this region
so we can set pðH0Þ ¼ 2: It therefore remains to set an appropriate value ofMðH0Þ. There are two ways to address this issue.
The ﬁrst is an experimental approach that can be used on problems speciﬁed in terms of small dimensional margins. Here
feasible deviations from f0 are proposed non-parametrically using proposed changes in the contours and densities using
computer graphics and using the envelopes of these to derive bounds forMðH0Þ for different neighbourhoodsH0 using equa-
tions described in Section 3 of this paper. Sadly these methods are only feasible for simple BNs – like the binary naive Bayes
model and even then the elicitation is costly. The suggested parameter values in this paper were informed by such exper-
iments. A second method is to setMðH0Þ by comparing distances within standard families of densities and then extend these
neighbourhoods so that they apply to the whole non-parametric neighbourhood. Thus in a one dimensional problem were
both f0 and g0 one dimensional Gaussian then if ln lay in a 95% credibility interval of f0 (and of g0 – although this should be
automatic) then a little algebra shows that MðH0Þ 6 4. Perhaps more pertinently to this paper, when conditional distribu-
tions are Dirichlet it is straightforward to calculate M with reference to Euclidean neighbourhoods of the vector of Dirichlet
hyperparameters a. This is an attractive option not only because the implication of different values of this vector on the
shape of its joint density are well understood but also because it allows us to compare our methods with more common sen-
sitivity studies.
When fn converges on a ball of decreasing radius within H0; d
L
H0 ;qðf ; gÞ converges to zero at a rate governed by the rough-
ness parameter pðH0Þ. In particular if f and g are one dimensional densities such that log f and log g are both continuously
differentiable and have derivatives bounded by MðH0Þ for all h0 2 H0, then dLqðf ; gÞ 6 2MðH0Þq. Here we set MðH0Þ ¼ 5
whenever H0 is a set not containing points close to the boundary of the parameter space and pðH0Þ ¼ 2.
Suppose the analysis of a BN is used to support decisions but the user’s utility function is unknown to the modeler. If we
can ensure that the variation distancedV ðfn; gnÞ ¼
Z
H
jfnðhÞ  gnðhÞjdh;between fn and gn is small then this is sufﬁcient to deduce that the impact of using fn instead of gn will not be large. For exam-
ple if dV ðfn; gnÞ <  then it is trivial [14] to check that for any utility U in the class U of all measurable utility functions
bounded below by 0 and above by 1, on a decision space DjUðdðfnÞ; fnÞ  UðdðfnÞ; gnÞj < e
for dðhÞ ¼ argmaxd2DUðd;hÞ and d 2 D whereUðdðhÞ;hÞ ¼
Z
H
Uðd; hÞhðhÞdh:So provided that dV ðfn; gnÞ < e where e > 0 is small, the consequence – measured by utility – of erroneously using fn instead
of gn is similarly small. Conversely – unlike for the Kullback–Leibler distance – if dV ðfn; gnÞ does not tend to zero as n !1,
there is at least some utility function for which the decisions based on fn will remain much worse than those of gn. This has
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per we therefore investigate the conditions under which BN models are robust in this sense.
In fact the condition that the distance between the functioning and genuine priors, dLBðh0 ;qÞðf0; g0Þ being small for small q is
almost a sufﬁcient condition for posterior variation distance between these densities being close for sufﬁciently large sample
size n regardless of the value of the observed likelihood, provided that the functioning posterior concentrates its mass on a
small set for large n. A useful result of this type is given below.
Deﬁnition 1. Call a genuine prior g c-rejectablewith respect to a functioning prior f if the ratio of marginal likelihood pf ðxÞpgðxÞP c.
We should believe the genuine prior will explain the data better than the functioning prior. This in turn means that we
should expect this ratio to be small and certainly not c-rejectable for a moderately large values of c P 1. Note that if the gen-
uine prior were c-rejectable for a large c we would probably want to abandon it. For example using standard Bayesian selec-
tion techniques it would be rejected in favour of f. We need to preclude such densities from our neighbourhood. A good
practical conservative choice of c ¼ 2.
Deﬁnition 2. Say density fK-tail dominates a density g ifsup
h2H
gðhÞ
f ðhÞ ¼ K < 1:When gðhÞ is bounded then this condition requires that the tail convergence of g is no faster than f. Here the prior tail
dominance condition simply encourages us not to use a prior density with an overly sharp tail: a recommendation made
on other grounds by for example [16]. When we have needed to specify this parameter K directly we have chosen a value
of 20. The following result now holds.
Theorem 1. If the genuine prior g0 is not c-rejectable with respect to f0; f0 K-tail dominates g0 and f0; g0 2FðH0;MðH0Þ; pðH0ÞÞ,
then for 0 < pðH0Þ 6 2dV ðfn; gnÞ 6 Tnð1;qÞ þ 2Tnð2;qÞ ð7Þ
whereTnð1;qÞ ¼ exp dLl;qn ðf ; gÞ  1 6 exp 2MðH0Þq
pðH0Þ=2
n
  1
andTnð2;qÞ ¼ ð1þ cKÞanðqnÞ;where anðqnÞ ¼ Fnðh R Bðh0;qnÞÞ and FnðÞ stands for the cumulative distribution function of h.
Proof. See Appendix A. h
Moreover if fnðhÞ converges in distribution to a point mass at distribution h0 then for 0 6 pðH0Þ 6 2
lim
n!1
sup
g02Nðf0 ;D;MðH0Þ;pðH0ÞÞ
dV ðfn; gnÞ ¼ 0whereNðf0;D;MðH0Þ; pðH0ÞÞ denote the set of g0 such that
expfdLH0 ;qðf0; g0Þg 6 1þ Dwhere D < 1, and there exists a function k such that f0 ¼ f 00k and g0 ¼ g00kwhere f 00; g00 2FðH0;MðH0Þ; pðH0ÞÞ;0 < pðH0Þ 6 2
(see [19] for further details).
Appropriate values of D depend on context but arguments like those in the example at the beginning of this section allow
us to chose quite small values for this parameter provided that the setH0 lies well inside the interior of the parameter space:
in the case of a later example we chose the value D ¼ 1:2.
When f0 is bounded then the condition g0 2Nðf0;D;MðH0Þ; pðH0ÞÞ heuristically stipulates that g0 is ‘‘comparably smooth”
to f0 and has identical tail behaviour to f0. Thus for example if f0 had faster tail behaviour than g0 it might smooth away sig-
niﬁcant masses under the likelihood that happens to center in its tail (and vice versa). The condition provides us with a very
coarse but nonetheless very useful upper bound for the variation distance between the corresponding two posterior densi-
ties which is presented in Theorem 1 (see also [19]).
It is usually easy to bound Tnð2;qÞ explicitly using Chebychev type inequalities (see [19] for more details). One useful
bound, sufﬁcient for our present context, is given below. It assumes that we can calculate or approximate well the posterior
means and variances of the vector of parameters under the functioning prior. These posterior summaries are routinely cal-
culated in most Bayesian analyses.
Example 2. Let h ¼ ðh1; h2; . . . ; hkÞ and lj;n;r2jj;n denote, respectively, the mean and variance of hj;1 6 j 6 k under the
functioning posterior density fn. Then Tong [25, p. 153] proves that, writing ln ¼ ðl1;n;l2;n; . . . ;lk;nÞ
564 J.Q. Smith, A. Daneshkhah / International Journal of Approximate Reasoning 51 (2010) 558–572Fnðh 2 Bðln;qnÞÞP Fn
\k
j¼1
fjhj  lj;nj 6
ﬃﬃﬃ
k
p
qng
" #
P 1 k1q2n
Xk
j¼1
r2jj;n ð8Þso thatFnðh R Bðln;qnÞÞ 6 k1q2n
Xk
j¼1
r2jj;nimplyingTnð2;qnÞ 6 ð1þ cKÞr2nq2n ;
where r2n ¼ kmax16j6kr2j;n. In many cases we can show that r2n 6 n1r2 for some value r2. Note that this gives an explicit
upper bound on Tnð2;qnÞ which tends to zero provided qn is chosen so that q2n 6 nrq where 0 < r < 1.
For a ﬁxed (small) q, provided r2n is sufﬁciently small dV ðfn; gnÞ will also be small. Indeed when pðH0Þ ¼ 2 it will tend to
zero at any rate slower than the rate r2n converges to zero. The other component of our bound Tnð1;qnÞ can also be calculated
or bounded for most standard multivariate distributions. A simple illustration of this bound, where both the functioning
prior and genuine prior are drawn from the same family, is given below.
Example 3. Let h ¼ ðh1; h2; . . . ; hkÞ; a ¼ ða1;a2; . . . ;akÞ; hi;ai > 0;
Pk
i¼1hi ¼ 1 – so that His the k simplex. Let the two prior
densities f0ðhjaf Þ and g0ðhjagÞ be Dirichlet so thatf0ðhjaf Þ /
Yk
i¼1
h
ai;f1
i ;
g0ðhjagÞ /
Yk
i¼1
h
ai;g1
i :Let ln ¼ ðl1;n;l2;n; . . . ;lk;nÞ denote the mean of the functioning posterior density fn. Then it can be easily checked that if
qn < l0n ¼minfli;n : 1 6 i 6 kg;then dLln ;qn ðf0; g0Þ is bounded above byXk
i¼1
jai;f  ai;g jflogðli;n þ qnÞ  logðli;n  qnÞg 6 2kqn l0n  qn
	 
1
aðf0; g0Þwhere aðf0; g0Þ ¼ k1
Pk
i¼1jai;f  ai;g j is the average distance between the hyperparameters of the functioning and genuine pri-
ors. So Tnð1;qnÞ is uniformly bounded whenever ln remains in a given ﬁxed closed interval H0 for all n and converges
approximately linearly in q. Note that in the cases above, provided we ensure q2n 6 nrq;0 < r < 1 then both Tnð1;qnÞ and
Tnð2;qnÞ – and hence dV ðfn; gnÞ – tend to zero. Note that this contrasts strongly with the demonstrated instability of MAP
model selection (see [18,23,24]) to the setting of the equivalent sample size parameter of the Dirichlet distribution. We
can conclude here that provided the scale parameter is set to be in the right ball park – so that a is bounded – the number
n of observations is large and sample proportions in each cell are not close to zero, then the misspeciﬁcation of the scale
parameter will have very little effect on the inferences about future observations. Note that this condition is always met
if both the essential sample size of parameter of the both the genuine and functioning prior are bounded. After a large num-
ber of observations the sensitivity of the relative efﬁcacy of models with different scale parameters, early in the prediction
process as measured by the Bayes factors scores, no longer matters if our interest is prediction.
On the other hand if fn tends to concentrate its mass on the boundary of H near one of the cell probabilities being zero,
then even when the average distance aðf ; gÞ between the hyperparameters of the priors are small, it can be shown that at
least some likelihoods will force the variation distance between the posterior densities to stay large for increasing qn. See
[19] for a proof and an explicit example of this phenomenon. Typically the smaller the probability the slower any
convergence in variation distance will be.
We now show the impact of the qn and misspeciﬁcation of the hyperparameters of the functioning prior on the variation
bound through an example. Let us consider the functioning prior follows a Beta distribution with the following density
functionf0ðhjaf Þ / ha1f1ð1 hÞa2f1and the corresponding posterior distribution for a sample drawn from a Binomial distribution with size n is given byfnðhjaf ; xÞ / hða1fþxÞ1ð1 hÞðnþa2fxÞ1where x is the number of successes observed in the sample.
It is known that the posterior mean and and variance of the Beta distribution, given below, respectively,
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Fig. 1. The variation distance bound associated with f0ðhÞ ¼ Betað4;6Þ;Mðh0Þ ¼ 5;p ¼ 2;D ¼ 1:2;q3n ¼ r2n .
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Fig. 2. The variation distance bound associated with f0ðhÞ ¼ Betað16;24Þ;Mðh0Þ ¼ 5; p ¼ 2;D ¼ 1:2;q3n ¼ r2n .
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ða1f þ xÞ
ða1f þ a2f Þ þ n ; r
2
n ¼
a1fa2f
ða1f þ a2f þ nÞ2ða1f þ a2f þ nþ 1Þexist and are ﬁnite, and we believe that the genuine priorg0 2Nðf0;D;MðH0Þ; pðH0Þ ¼ 2Þ:
By Chebychev’s inequality [19] Tnð2;qÞ satisﬁesTnð2;qÞ 6 DFnðh R Bðhn0;qnÞÞ 6 D
r2n
q2nThe variation distance bounds associated with qn1 ¼ ðr2nÞ1=3 and qn2 ¼ ðr2nÞ1=4 are given respectively bydV1ðfn; gnÞ 6 expf2MðH0Þðr2nÞ1=3g  1þ D r2n
	 
1=3 ð9ÞanddV2ðfn; gnÞ 6 expf2MðH0Þ r2n
	 
1=4g  1þ D r2n	 
1=2: ð10ÞThus, as n !1;r2n ! 0 and as a result both of the bounds calculated above tend to zero, i.e. dV1ðfn; gnÞ ! 0 and
dV2ðfn; gnÞ ! 0.
Fig. 1 illustrates the variation distance bounds given in (9) and (10) associated with f0ðhjaf Þ ¼ Betað4;6Þwith two different
choices of qn ¼ ðr2nÞ1=4 (presented by ‘‘o” in the ﬁgure) and qn ¼ r2n
	 
1=3 (presented by ‘‘*” in the ﬁgure). Fig. 2 illustrates the
variation distance bound associated with f0ðhjaf Þ ¼ Betað16;24Þ with the similar choices of qn’s as above.
566 J.Q. Smith, A. Daneshkhah / International Journal of Approximate Reasoning 51 (2010) 558–572It can be concluded that the convergence rates of the bounds associated with both functioning priors considered above
are faster for q2n ¼ r2n
	 
2=3, and the convergence rates of the bounds are faster for f0ðhjaf Þ ¼ Betað4;6Þ despite their larger
values for the small sample size.Example 4. Sometimes it is convenient, particularly with covariate information, to smoothly transform a vector of probabil-
ities. One commonly used transformation in BN’s is the logistic transformation [22]. Like the variation distance the local
DeRobertis is invariant to diffeomorphic transformations like this one. When the learning has proceeded on this transformed
scale it is often expedient to use this scale directly in the use of Theorem 1. Note that under the logistic transformation we
can identify the problem area of inference in the example above – i.e. where the posterior concentrates near a zero in one of
the component probabilities, corresponds exactly to the well known sensitivity to tail behaviour when outliers are observed
([15,1]). Any family of distributions on the transformed scale having sub-exponential tails – for example multivariate t-dis-
tribution has better robustness properties both in term of the local DeRobertis and the tail domination condition above than
super-exponential tails families – like the Gaussian, and should be preferred in this context [16].
Of course the usual priors in discrete graphical models are typically products of many such Dirichlet densities. However
our local distance for these products is similarly easily explicitly bounded: see below.
It is interesting to note that lower bounds on variation distances can be calculated given that dLln ;qn ðf0; g0Þ stay unbounded
above as n !1. Thus [19] shows that whenever dLln ;qn ðf0; g0Þ does not converge to zero as qn ! 0, in general. Of course our
genuine prior g0 need not to be Dirichlet even if the functioning prior is. However, the general conditions above ensure that
except when posterior distribution of a single vector of probabilities under the functioning prior tend to zero in some com-
ponent or unless the prior we should use is much rougher (or smoother) than f0 with large n we will obtain approximately
the right answer in the sense described above.
Note that if two priors are close with respect to local DeRobertis distances, even when the likelihood is inconsistent with
the data, the functioning posterior distribution nevertheless will tend to provide a good approximation of the genuine pos-
terior as the functioning posterior concentrates. All similar priors will give similar (if possibly erroneous) posterior densities.
We now proceed to investigate the properties of dLln ;qn ðf0; g0Þ for graphical models.
3. Isoseparation and Bayesian networks
3.1. Some general results for multivariate Bayesian network’s
We begin with some general comments about multivariate robustness.
As we mentioned earlier in Section 2 (and also in [19,21]), according to (4) marginal densities are never more separated
than their joint densities. Thus if we are interested only in particular margins of the probabilities in a BN and we can show
that the functioning prior converges on that margin, then even if the model is unidentiﬁed provided that
f0; g0 2FðH0;MðH0Þ; pðH0ÞÞ, we will still be able to assert - using an argument exactly analogous to that in the proof of The-
orem 1 that with large n the functioning prior will be a good surrogate for the genuine one. This is important since we know
that BN’s with interior systematically hidden variables are unidentiﬁed. However if our utility function is a function only of
the observed variables we can ensure that the variation distance between two posterior marginal densities f1;n; g1;n becomes
increasing close – usually at a rate of at least
ﬃﬃﬃ
n3
p
- in variation ([19,21]). So in such a case lack of robustness only exists on
prior speciﬁcations of functions of probabilities of the conditional distributions of the hidden variables conditional on the
observed variables.
Next we note that the usual convention is to use BN’s whose probabilities all exhibit prior local and global independence.
Immediately from the deﬁnition of dLAðf ; gÞ if h ¼ ðh1; h2; . . . hkÞ with functioning prior f ðhÞ and genuine prior gðhÞ both with
the property that subvectors fh1; h2; . . . hkg of parameters are mutually independent so thatf ðhÞ ¼
Yk
i¼1
fiðhiÞ; gðhÞ ¼
Yk
i¼1
giðhiÞwhere fiðhiÞðgiðhiÞÞ are the functioning (genuine) marginal densities on hi;1 6 i 6 k, thendLAðf ; gÞ ¼
Xk
i¼1
dLAi ðfi; giÞ ð11ÞIt follows that – all other things being equal – our local prior distances grow linearly with the number of parameters needed
to specify a BN. In particular models encoding more conditional independences are intrinsically more stable and the effects
of possibly erroneous prior information will endure less long than more complex models encoding less long than models
with more parameters: typically those with less encoded independences. It has long been known that, in the context of mod-
el selection, because of Occam razor effects – implicit in the case of marginal likelihood calculations [7, p. 24] and explicitly
in the case of AIC and BIC [3, p. 221] – models with higher numbers of parameters are penalised when compared with those
with less. BN models with a larger number of deﬁning parameters are often those with a more complex topology. However
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be the unfortunate property that associated predictive statements will be less robust than its low dimensional competitors.
Example 5. Suppose a discrete BN G on fX1;X2; . . . ;Xmg where Xi has t levels and parents Pai, taking on si different parent
conﬁgurations, 1 6 i 6 m. Make the common assumption that our genuine and functioning priors both exhibit local and
global independence: i.e. all s ¼Qmi¼1si parameter vectors hijpai are mutually independent under both f and g. If we believe
the local DeRobertis distance between the s component densities of the functioning and genuine priors is dA then
dLAðf ; gÞ ¼ sdA. Note that the quality of the approximation will depend on the number of parent conﬁgurations in the model.
Thus if G1 has all components independent, G2 is a tree, G3 is complete and f j; gj are the prior densities under Gj; j ¼ 1;2;3
thendLAðf 1; g1Þ ¼ mdA;dLAðf 2; g2Þ ¼ fmt  t þ 1gdA
dLAðf 3; g3Þ ¼ ftm  1gft  1g1dA:The last most general distance bound increases exponentially with m. By (4) this in turn implies that Bayesian network’s
containing a large clique are most unreliable in the sense that data size has to be enormous before we can be conﬁdent
our inferences are approximately reliable in the sense measured by local DeRobertis. Note that in this setting the bound gi-
ven by our ﬁrst example on the second component Tnð2;qnÞ in our theorem is a function of the mean and variances of the
component vectors of probabilities (or in some analyses their logistic transform). These are routinely sampled anyway so
good estimates can just be plugged in our formula and together with the bounds above this provides explicit operational
uncertainty bounds on our variation distances.
Example 6. If the BN is decomposable with cliques C½j; j ¼ 1;2; . . . ;m then if we require local and global independence to
hold in all Markov equivalent graphs then it is proved that the joint distribution of the clique probabilities on the vector
of probability tables over each clique must have a Dirichlet distribution (with consistent distributions over separators). This
in turn implies all conditional probabilities used in a BN will also be Dirichlet for both the genuine and functioning priors
allowing us to calculate explicit expressions for distances between components. Here we note again that prior distances
are expressed through a Euclidean distance on the hyperparameters of the genuine and functioning priors then posterior var-
iation instabilities can occur in the limit only if our posterior density concentrates near zero on some component. Although
this phenomenon is unusual for many likelihoods where components are missing at random this is not the case when some
components are systematically missing [20]. Indeed when estimating probabilities on phylogenetic trees where only the root
and leaf nodes are observed and all probabilities are free it is the norm in practice to ﬁnd the distribution of at least some of
the internal hidden nodes concentrating near zero on some of the probabilities. In these cases, whilst it can be shown that
the estimates of the marginal observed probabilities are usually stable under large samples and the prior may well have a
large effect on the inferences about the internal explanatory probabilities, even when the probabilities are identiﬁable and
samples are very large. Unfortunately these probabilities are often the ones of scientiﬁc interest!3.2. Sensitivity to departures in parameter independence
Although local and global independence is a useful expedient, if a prior is elicited using contextual information – as it
should be – systematic biases in the elicitation processes due to poor calibration or selection bias will break these assump-
tions dramatically. The issue then is to what extent using the assumption of local and global independence matters. One pos-
sible extension away from local and global independence that naturally occurs under selection biases is for the vector of
probabilities in the problem to mirror the dependence structure of the BN G. A special case of this is when we drop the local
independence assumption. So suppose a functioning prior f ðhÞ and a genuine prior gðhÞ where h ¼ ðh1; h2; . . . hkÞ 2 H ¼
H1 H2  . . .Hk are both constrained to respect the same factorisationf ðhÞ ¼ f ðh1Þ
Yk
i¼2
fij:ðhijhpai Þ;
gðhÞ ¼ gðh1Þ
Yk
i¼2
gij:ðhijhpai Þ;where for 2 6 i 6 k; the parents hpai of hi is a subvector of ðh1; h2; . . . hi1Þ. Write h½1 ¼ h1 2 H½1 ¼ H1 and
h½i ¼ ðhi; hpai Þ 2 H½i;2 6 i 6 k. Let A ¼ A½1  A½2      A½k#H where A½i#H½i;1 6 i 6 k. Then it is straightforward to
show that dLAðf ; gÞ 6
Pk
i¼1d
L
A½iðf½i; g½iÞ where f½i; g½i are respectively the marginal densities of f and g on the space H½i of the
ith variable and its parents [19]. Note therefore that our local distances increase no faster than linearly in the number of
probabilities. It is natural to set these bounds so that they are functionally independently of the particular parent conﬁgu-
ration hpai .
Deﬁnition 3. Say the neighbourhoodNðf Þ of f ðhÞ ¼ f ðh1Þ
Qk
i¼2fij:ðhijhpai Þ is uniformly A uncertain if g 2Nðf Þ respects the same
factorisation as f and
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g2Nðf Þ
sup
hi ;/i2A½i
log
fij:ðhi; hpai Þgij:ðð/i; hpai Þ
gij:ðhi; hpai Þfij:ð/i; hpai Þ
( )is not a function of hpai2 6 i 6 n.
If we believe the genuine prior g 2Nðf Þ is uniformly A uncertain then we can write dLAðf ; gÞ ¼
Pk
i¼1d
L
A½iðfij:; gij:Þ (see [19]).
The distance between the joint densities f and g is then simply the sum of the distance between its component condition-
als fij: and gij:;1 6 i 6 k. So in particular we can calculate bounds for the joint density of the genuine posterior from prior
smoothness conditions on each of the genuine and functioning conditionals and parameters of the posterior. Notice that
these bounds will apply even when the likelihood destroys the factorisation of the prior. So the critical property we assume
here is the fact that we believe a priori that f respects the same factorisation as g. If we learn the value of hðIÞ ¼ fhi : i 2 Ig
where I is some index set then the distance between the densities reduces todLAðf ð:jhðIÞÞ; gð:jhðIÞÞÞ ¼
X
iRI
dLA½iðfij:; gij:ÞThere is therefore a degree of stability to deviations in parameter independence assumptions.
Finally consider the general case where the hyperprior is totally general but the modeler believes that the dependence
between parameters has been caused by the expert ﬁrst assuming all component probabilities as mutually independent
and then observing a particular data set y with sample mass function qðyjhÞ > 0 and forming her new dependent posterior.
If we assume that deviation in this process is only caused by the misspeciﬁcation of the initial independence prior then by
the isoseparation property, the local DeRobertis discrepancy between genuine and functioning priors should be set at the
same deviation parameters as the independence priors. So on this strong assumption we regain the stability existing under
local and global independence.
Example 7 (Gaussian BN). A Gaussian BN is a directed acyclic graph (DAG) model as deﬁned bypðxjhÞ ¼
Yk
i¼1
pðxijpai; hiÞwhere each variable Xi is continuous, and each local likelihood is the linear regression model presented bypðxijpai; hiÞ ¼ Nðmi þ
X
xj2pai
bjixj;1=v iÞ ð12ÞGiven this form, a missing arc from Xj to Xi is equivalent to bji ¼ 0 in the DAG model. The local parameters are given by
hi ¼ ðmi; bi;v iÞ, where bi ¼ ðb1i; . . . ; bi1;iÞ of regression coefﬁcients. Furthermore, mi is the conditional mean of Xi and v i is
the conditional variance of Xi.
The joint likelihood function pðxjhÞ is a k-dimensional multivariate normal distribution with a mean vector l and a
symmetric positive deﬁnite precision matric W,pðxjhÞ ¼
Yk
i¼1
pðxijpai; hiÞ ¼ Nðl;WÞIt is shown that there is a one-to-one mapping between h ¼ Ski¼1hi and fl;Wg (see [10]). In [10] Geiger and Heckerman give
certain sets of local and global independence assumptions that if believed demand the use of a normal – Wishart prior for
fl;Wg, and this has encouraged the use of a functioning prior to be drawn from this family. However suppose there was
concern that the conditions required for the characterisation were not compelling but only held approximately in terms
of the local DeRobertis distance. Proceeding with our functioning prior by change of variables, we can get the prior distribu-
tion for fmn; bn;vng from the prior distribution presented above for fl;Wg asfiðmi; bi;v iÞ ¼Wishartð1=v ijaW þ k i; T22  T 012T111 T12Þ  NðbijT111 T12; T22=vkÞNðmijl0i;al=v iÞ; i ¼ 1; . . . ; k;
where the ﬁrst block, T11 corresponds to X1; . . . ;Xi and the second block , T22 corresponds to Xiþ1; . . . ;Xk. It should be noticed
that the only independence assumption expressed by this product is that mi and bi are independent given v i (see [13]).
In this example, we assume the regression coefﬁcients, bi and the conditional variances of Xi’s, v i are known, and we focus
on the Bayesian sensitivity about the conditional means of Xi’s when the global parameter independence satisﬁes. So assume
our functioning prior iscf0ðmjvÞ ¼
Yk
i¼1
pðmijv iÞ ¼
Yk
i¼1
Nðm0i;al=v iÞwhere m0i ¼ l0i 
Pi1
j¼1bjil0j.
By combining the likelihood of the parameters given in (12) with the prior distribution of mi; pðmiÞ ¼ Nðm0i;al=v iÞ, the
posterior distribution associated with each mi is:
1X 2X 3X
4X 5X
6X
7X
Fig. 3. The DAG representation of the Gaussian Bayesian network discussed above.
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where li;n ¼ alm0iþn
xi
alþn ;r
2
ii;n ¼ fðal þ nÞ=v ig1; xi ¼ j¼1
xij
n (see [10,13]).
In other words, the functioning posterior density fn is given by
mjD  Nkðln;RnÞ n owhere m ¼ ðm1;m2; . . . ;mkÞ; ln ¼ ðl1;n; . . . ;lk;nÞ;Rn ¼ diag ðr2ii;nÞki¼1 ;D ¼ ðD1; . . . ;DkÞ.
So letting ln0 ¼ ln, and using Theorem 7.2.2 and Corollary 1 (in [25, p.153]), we can conclude thatFnðm 2 Bðln0;qnÞÞP Fn
\k
i¼1
fjmi  li;nj 6 ð
ﬃﬃﬃ
k
p
qnr
1
ii;nÞrii;ng
" #
P 1 k1q2n
Xk
i¼1
r2ii;nso thatFnðm R Bðln0;qnÞÞ 6 k1q2n
Xk
i¼1
r2ii;nSuppose we believe that dRðf0ðmjvÞ; g0ðmjvÞÞ 6 D, and that g0 2Fðln0;MðM0Þ; pÞ for some prespeciﬁed values of
ðD;MðM0Þ; pÞ, where dRAðf ; gÞ ¼ exp dLAðf ; gÞ
n o
 1 (see [19] for more details). Therefore,Tnð2;qÞ 6 Dr
2
n
q2n  1r
where r2n ¼max16i6kr2ii;n ¼ vnkðnþalÞ ;vn ¼max16i6kv i. Let sn ¼ rrn for some 0 < r < 1, and let qn ¼ rnsn ¼ vnkðnþalÞ
2
. Note that
if r2nðvnÞ ! 0 then sn !1 and qn ! 0. Provided that, Bðln0;qnÞ  MðM0ÞTnð1;qÞ 6 exp 2MðM0Þ vnkðnþ alÞ
 pð1rÞ=2( )
 1Therefore, it can be seen thatlim
n!1
sup
g02Nðf0 ;D;MðM0Þ;pÞ
dV ðfn; gnÞ ¼ 0We use the example reported in [11] in which the duration of time that a machine works is their interest. The machine con-
sists of 7 components and the time to failure of each of these components is considered as a random variable, Xi; i ¼ 1; . . . ;7,
and connected together in a DAG shown in Fig. 3.
They assumed that each component of the machine is functioning follows a normal distribution, and the joint probability
distribution of these components, X ¼ fX1;X2; . . . ;X7g is a multivariate normal distribution Nðl;WÞ with the following
parametersl ¼
1
3
2
1
4
5
8
0
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Fig. 4. The variation distance bounds associated with al ¼ 65;MðM0Þ ¼ 5;p ¼ 2;D ¼ 1:2 and r ¼ 0:25; 0:5;0:75, respectively.
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Y7
i¼1
Nðm0i;a=v iÞwhere v ¼ ð1;1;2;6;10;97;99Þ (the diagonal elements of R), a ¼ 65,
m0 ¼ ð1:5;2:75;2:5;1:25;4:5;5:25;9Þ (the prior mean, m0 and a can be elicited from the experts or presented based on
the ground information).
The variation distance bound based on the information mentioned above for different values of r ¼ 0:25; 0:5;0:75 are
given in Fig. 4. It can be concluded that the convergence rates of the bounds will be increased as the r increases.4. Discussion
For any BN whose density factorises in terms of the conditional probabilities, the local DeRobertis distances are a valuable
way of understanding exactly what forces the ﬁnal posterior inference. Robustness under large n will typically exist for
sparse graphs with no component probabilities close to zero. On the other hand graphical models with many boundary prob-
abilities and/or a large number of edges will exhibit enduring large approximation errors measured in total variation dis-
tance. Thus if, despite Occam razor effects, a BN is selected with a comparatively high number of parameters then this
model will be more prone to initialisation errors introduced by inappropriate priors being used than their simpler counter-
parts. So their inferential outputs should be treated with much more caution.
We note that the same techniques can be used to study inference in continuous and mixed Bayesian network’s and also
for all other graphical models encoding a single factorisation. We are currently implementing these techniques and the
bounds appear to provide genuinely helpful supplementary diagnostic information to what is often a complex estimation
exercise.
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Appendix A. To prove Theorem 1, we need to address three simple lemmas originally reported in [19].Lemma A1. For any measurable set AdV ðf ; gÞ 6 2
Z
hRA
jf ðhÞ  gðhÞjdhþ dRAðf ; gÞwhere dRAðf ; gÞ ¼ exp dLAðf ; gÞ
n o
 1.
Proof. First note that if
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gAðhÞ
fAðhÞ  1


where fAðhÞ ¼ f ðhÞFðAÞ and gAðhÞ ¼ gðhÞGðAÞ are respectively the conditional densities of h under f ðhÞ and gðhÞ given h 2 A thennAðhjf ; gÞ 6 sup
h2A
gAðhÞ
fAðhÞ  1

 6 dRAðfA; gAÞ 6 dRAðf ; gÞ ð14Þ
according to the invariance property of the DRL distance to conditioning ([19]). It follows thatZ
h2A
jf ðhÞ  gðhÞjdh ¼
Z
h
R AjFðAÞfAðhÞ  GðAÞgAðhÞjdh 6 jFðAÞ  GðAÞj
Z
hRA
gAðhÞdhþ FðAÞ
Z
h2A
jfAðhÞ  gAðhÞjdh
¼ jFðAcÞ  GðAcÞj þ FðAÞ
Z
h2A
jfAðhÞ  gAðhÞjdh 6
Z
hRA
jf ðhÞ  gðhÞjdhþ FðAÞdRAðf ; gÞThe following Lemmas then can be immediately yielded. h
Lemma A2. Suppose f ¼ f 0k and g ¼ g0k; f ; g 2 G are such that f 0; g0#FðH0;MðH0Þ; pÞ, let AðqÞ#Bðh0;qÞ#H0 and let
0 < p < p. Thensup
f ;g2G
Z
h2A
jf ðhÞ  gðhÞjdh 6 sup
f ;g2G
Z
hRA
jf ðhÞ  gðhÞjdhþ SðAÞwhere limq!0q1=2p

SðAÞ ¼ 0, and G denote an arbitrary set containing both f and g.
Proof. From the previous Lemmasup
f ;g2G
Z
h2A
jf ðhÞ  gðhÞjdh sup
f ;g2G
Z
hRA
jf ðhÞ  gðhÞjdh 6 sup
f 0 ;g02FðH0 ;MðH0Þ;pðH0ÞÞ
dRAðf ; gÞ 6 ðexpð2Mðh0Þq1=2pðh0Þ  1Þ ð15ÞFrom Eqs. (6) and (14), we can conclude that A#Bðh0;qÞ. Furthermore, it is trivial that for any b < 1lim
y!0
expay 1
yb
¼ 0By substituting y ¼ q1=2pðh0Þ;a ¼ 2MðH0Þ; b ¼ p=p < 1 and 0 6 FðAÞ 6 1, the proof is complete. h
Lemma A3. For nP 1,dV ðfn; gnÞ 6 inf
h02H;q>0
fTnð1;qÞ þ 2T0nð2;qÞg ð16ÞwhereTnð1;qÞ ¼ dRBðh0 ;qÞðf0; g0Þ
T0nð2;qÞg ¼
Z
h
R Bðh0;qÞjfnðhÞ  gnðhÞjdh:ProofdV ðfn; gnÞ ¼
Z
H
jfnðhÞ  gnðhÞjdh ¼
Z
h2Bðh0 ;qÞ
jfnðhÞ  gnðhÞjdhþ
Z
hRBðh0 ;qÞ
jfnðhÞ  gnðhÞjdhFrom Lemma A1, the following can be concludedZ
h2Bðh0 ;qÞ
jfnðhÞ  gnðhÞjdh 6 dRBðh0 ;qÞðfn; gnÞ þ
Z
hRBðh0 ;qÞ
jfnðhÞ  gnðhÞjdhBy using (15) the proof is complete. h
The proof of Theorem 1 is now given below.
Proof of Theorem 1. The ﬁrst part is immediate from Lemmas A1–A3 (Eqs. (16) and (15)) and noticing that if
g0 2 Gðf0; c^;MðH0Þ; pðH0ÞÞ thenTnð2;qÞ 6 Fnfh R Bðh0;qÞg þ Gnfh R Bðh0;qÞg ¼ Fnfh R Bðh0;qÞg þ
Z
hRBðh0 ;qÞ
gnðhÞ
fnðhÞ fnðhÞdh
¼ Fnfh R Bðh0;qÞg þ
Z
hRBðh0 ;qÞ
pf0 ðxÞ
pg0 ðxÞ
g0ðhÞ
f0ðhÞ fnðhÞdh 6 Fnfh R Bðh0;qÞg þ c ^
Z
hRBðh0 ;qÞ
fnðhÞdh 6 anð1þ c^Þwhere an ¼ Fnfh R Bðh0;qÞg.
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Moreover if fnðhÞ converges in distribution to a point mass at distribution h0, then for 0 6 p 6 2; lim
n!1
an ¼ 0, andlim
n!1
sup
g02Gðf0 ;c^;MðhÞ;pÞ
dV ðfn; gnÞ ¼ 0:References
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