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a b s t r a c t
The DFT modal analysis is a dispersion analysis technique that transforms the equations
of a numerical scheme to the discrete Fourier transform domain sampled in the mesh
nodes. This technique provides a natural matching of exact and approximate modes of
propagation. We extend this technique to spectral element methods for the 2D isotropic
elastic wave equation, by using a Rayleigh quotient approximation of the eigenvalue
problem that characterizes the dispersion relation, taking full advantage of the tensor
product representation of the spectral element matrices. Numerical experiments illustrate
the dependence of dispersion errors on the grid resolution, polynomial degree, and
discretization in time. We consider spectral element methods with Chebyshev and
Legendre collocation points.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
One of themost important goals in the numerical solution of wave propagation problems is to obtain the correct speed of
propagation, specially for the inversion of seismic data. The speed correctness is oftenmeasured bymodal or Fourier analysis,
a technique that estimates the dispersion relation of a numerical scheme by considering the approximate wavefield as a
combination of harmonic plane waves.
We discuss the modal analysis of spectral element methods for the elastic wave equation. Spectral element methods
are high-order finite element methods in which the collocation points of the Lagrange polynomials are determined from
orthogonal polynomials, such as Chebyshev or Legendre polynomials [1]. The dispersion properties of low-order finite
elements are well known [2], but the standard modal analysis of high-order, multi-dimensional finite element methods
leads to multiple modes of propagation whose interpretation is not trivial. These multiple modes arise from the eigenvalue
decomposition of the discrete wave operator (i.e. the matrix form of the spectral element discretization).
Mulder [3] proposes a 1D modal analysis of spectral elements in the discrete Fourier transform (DFT) space of the nodal
values, where each numerical mode of propagation approximates a single exact mode at a fixed wavenumber. We extend
Mulder’s approach to the 2D and 3D scalar wave equation in [4] by estimating the numerical dispersion from the Rayleigh
quotient of harmonic plane waves with respect to the discrete wave operator.
In the present work, we further extend the DFT modal analysis to the case of elastic waves in an isotropic medium. For
the sake of simplicity, we focus on square meshes, for which the spectral element matrices are represented as Kronecker
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products of 1D element matrices (Section 2). In Section 3, we write the spectral element solution as a harmonic plane wave
with fixed amplitude, and substitute it into the system of equations arising from the space discretization. This yields an over-
constrained eigenvalue problem, which is transformed to the DFT space. The transformed eigenvalue problem preserves the
Kronecker products and depends only on the DFT of 1D element matrices and the DFT of the plane wave. We then consider
a Rayleigh quotient approximation of the angular frequency. We extend this approach to fully discrete schemes, taking
into account second- and fourth-order discretizations in time. In Section 4 we present and discuss numerical examples that
validate our approach and provide extra insight on spectral element schemes.
2. Spectral element approximation of the elastic wave equation
The isotropic elastic wave equation is given by
ρu¨− (λ+ µ)∇(∇ · u)− µ∇ · ∇u = 0, (1)
where λ,µ > 0 are the Lamé coefficients and ρ > 0 is the density. Moreover, the Poisson’s ratio for isotropic media is
ν := λ/2(λ+ µ).
Let us consider solutions of the wave equation (1) in the form of harmonic plane waves R exp[−i (ωt − κ · x)]. The
parameters ω and κ are the angular frequency and the wavevector, respectively, while R is the direction of particle
movement. Assuming that the domain is unbounded and all coefficients in (1) are constant, there are twodispersion relations
between the angular frequency and the wavevector: ωP = κcP and ωS = κcS , where κ := |κ|, cP := √(λ+ 2µ)/ρ, and
cS := √µ/ρ. The scalars cP and cS are known as the P- and S-wave velocities, respectively.
In the following, we define a spectral element mesh of squares for the bounded 2D domain Ω := [0, 1] × [0, 1].
Rectangular meshes are widely used for dispersion analysis since most of the numerical artifacts (such as numerical
anisotropy) are already noticed in these simple meshes. Let us initially partition the 1D domain [0, 1] into N II elements
of size h := 1/N II subdivided into N I interior subintervals.
This 1D grid is described by the local index pI ∈ 〈N I〉 := {0, . . . ,N I − 1} and the element index pII ∈ 〈N II〉. These indices
provide a global ordering of all grid nodes, p := pI + pIIN I ∈ 〈N 〉, where N := N IN II is the total number of nodes (the
notations employed herein are also gathered in [4, Appendix A]). The mesh node position is x[p] := (pII + ζpI )h, where ζi is
the i-th collocation point in the reference interval [0, 1]. We consider collocation points that satisfy the following property:
ζi = 1− ζN I−i. (2)
The grid over the domain Ω is defined by N II × N II square elements with N I × N I interior nodes. The coordinates of the
nodes are (x1[p1], x2[p2]),
xα[pα] := (pIIα + ζpIα )h. (3)
The index α ∈ {1, 2} from here on. Finite element computations often require a scalar index rather than an ordered pair of
indices. For this purpose, we introduce p := p1 + p2N . Such an ordering is motivated by the Kronecker product operator:
the Kronecker product C := A⊗ B of an N2 × M2 matrix A and an N1 × M1 matrix B is an N1N2 × M1M2 matrix defined as
Cp1+p2N1,q1+q2M1 := Ap2,q2Bp1,q1 . The following property (see [5]) is crucial in next section.
(A⊗ C)(B⊗ D) = AB⊗ CD. (4)
The spectral element approximation of (1) in the mesh defined by (3) can be written as the following system of ordinary
differential equations [6]:{
ρMu¨∗1(t)+ K1u∗1(t)+ K2u∗2(t) = 0
ρMu¨∗2(t)+ K T2u∗1(t)+ K3u∗2(t) = 0. (5)
This system is undetermined because it lacks initial and boundary conditions, but is sufficient to determine numerical
dispersion relations, as we shall see later. The unknowns of the system (5) are vectors u∗1(t) and u
∗
2(t) such that (u
∗
α)p(t) ≈
uα(x[p], t), whileM and Ki (i = 1, 2, 3) are assembled from the local matrices
M e := (h2/4)A⊗ A, K e1 := (λ+ 2µ)A⊗ C + µC ⊗ A,
K e2 := λBT ⊗ B+ µB⊗ BT, K e3 := µA⊗ C + (λ+ 2µ)C ⊗ A.
The matrices A, B, and C are defined as
ApI ,qI :=
∫ 1
−1
ϕqI (z)ϕpI (z)dz, BpI ,qI :=
∫ 1
−1
ϕqI (z)
∂ϕpI
∂z
(z)dz,
CpI ,qI :=
∫ 1
−1
∂ϕqI
∂z
(z)
∂ϕpI
∂z
(z)dz, pI , qI ∈ 〈N I + 1〉.
The functions ϕi(z) are Lagrange shape functions of degree N I satisfying the relation ϕj(ξi) = δji, where ξi := 2ζi− 1 are the
collocation points in the interval [−1, 1]. Two standard sets of collocation points are the Gauss–Lobatto–Legendre (GLL) and
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Gauss–Lobatto–Chebyshev (GLC) points. The GLL points are found by numerically solving the equation (1− ξ 2)P ′N I (ξ) = 0,
where PN I denotes the Legendre polynomial of degree N
I . The GLC points are ξi := cos(pi i/N I) [1].
If the local and global indices are ordered in a tensor fashion, the global matrix assembled from a Kronecker product of
two element matrices can also be written as a Kronecker product [4]. In particular, ifA, B, and C are the global matrices
found from the assembly of the matrices A, B, and C , then
M := (h2/4)A⊗A, K1 := (λ+ 2µ)A⊗ C + µC ⊗A,
K2 := λBT ⊗B + µB ⊗BT, K3 := µA⊗ C + (λ+ 2µ)C ⊗A. (6)
3. DFT modal analysis
The discrete Fourier transform (DFT) vˆ = F v of a vector v of lengthN is
vˆn := 1
N
∑
p∈〈N 〉
vpei
−2pi
N np (n ∈ 〈N 〉),
where i is the imaginary unit. The DFT operator and its inverse may be written as
vˆ = F [N ]v, F [N ]n,p := (1/N )ei −2piN np,
v = F−1[N ]vˆ, F−1[N ]n,p := ei 2piN np.
(7)
The two-dimensional DFT Wˆ := F2DW of anN ×N matrixW is
Wˆn1,n2 :=
1
N
∑
p2∈〈N 〉
1
N
∑
p1∈〈N 〉
Wp1,p2e
i −2piN n1p1ei
−2pi
N n2p2 (nα ∈ 〈N 〉). (8)
We write Wˆ in matrix form as Wˆ = F [N ]WF [N ]T. Let w := VecW be the vector of length N 2 that satisfies Wp1,p2 =
wp1+p2N . We have that wˆ = F [N ]Vec Wˆ , where F [N ] := F [N ] ⊗ F [N ]. In particular,
F [N ](v ⊗ u) = vˆ ⊗ uˆ. (9)
Let us write u∗(t) as a harmonic plane wave:
u∗α(t) = R∗αe−iω
∗[k]tv[k2] ⊗ v[k1], (10)
where vp[kα] := ei 2pikαxα [pα ]. The DFTmodal analysis assumes that κ := 2pik, where k = (k1, k2) is a vector of integers such
that kα ∈ 〈N 〉 [3].
Let χ := (ω∗[k])2. Substituting (10) into the first equation of (5), we find:
−R∗1χρM(v[k2] ⊗ v[k1])+ R∗1K1(v[k2] ⊗ v[k1])+ R∗2K2(v[k2] ⊗ v[k1]) = 0.
Let us pre-multiply the equation above by F [N ] and write v[kα] = F−1[N ]vˆ[kα]. It follows from (4), (6) and (9) that
−R∗1χρ(h2/4)(Aˆvˆ[k2])⊗ (Aˆvˆ[k1])+ R∗1(λ+ 2µ)(Aˆvˆ[k2])⊗ (Cˆvˆ[k1])+ R∗1µ(Cˆvˆ[k2])⊗ (Aˆvˆ[k1])
+ R∗2λ(B̂Tvˆ[k2])⊗ (Bˆvˆ[k1])+ R∗2µ(Bˆvˆ[k2])⊗ B̂Tvˆ[k1] = 0,
where Aˆ := F [N ]AF−1[N ] (similarly for Bˆ and Cˆ). Let vˆ[k] := vˆ[k2] ⊗ vˆ[k1]. From (4) and the fact that B̂T = −Bˆ (see
Appendix), we find
− χR∗1ρ(h2/4)(Aˆ⊗ Aˆ)vˆ[k] + R∗1
(
(λ+ 2µ)Aˆ⊗ Cˆ + µCˆ ⊗ Aˆ
)
vˆ[k] − R∗2(λ+ µ)(Bˆ ⊗ Bˆ)vˆ[k] = 0. (11)
The same argument holds to the second row of (5):
− χR∗2ρ(h2/4)(Aˆ⊗ Aˆ)vˆ[k] + R∗2
(
µAˆ⊗ Cˆ + (λ+ 2µ)Cˆ ⊗ Aˆ
)
vˆ[k] − R∗1(λ+ µ)(Bˆ ⊗ Bˆ)vˆ[k] = 0. (12)
We write the transformed linear system as a block eigenvalue problem Xy = χZy,
X :=
[
D1 D2
D2 D3
]
, y :=
[
R∗1vˆ[k]
R∗2vˆ[k]
]
, Z :=
[
Aˆ⊗ Aˆ 0
0 Aˆ⊗ Aˆ
]
, (13)
D1 := (λ+ 2µ)
ρ
4
h2
Aˆ⊗ Cˆ + µ
ρ
4
h2
Cˆ ⊗ Aˆ, D2 := −λ+ µ
ρ
4
h2
Bˆ ⊗ Bˆ,
D3 := µ
ρ
4
h2
Aˆ⊗ Cˆ + (λ+ 2µ)
ρ
4
h2
Cˆ ⊗ Aˆ.
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The solution χ exists only if y is an eigenvector of Xy = χZy, which is not true in general. We compute the best approxima-
tion of χ in the sense that the residual (X − χZ)y is orthogonal to y, i.e., χ∗ = (yTXy)/(yTZy). The best approximation χ∗
is the Rayleigh quotient associated to Xy = χZy, and can be found by solving the 2× 2 eigenvalue problem X˜R∗ = χ∗R∗,
X˜ =
[
d1 d2
d2 d3
]
, di := vˆ[k]
TDivˆ[k]
vˆ[k]TAˆ⊗ Aˆvˆ[k] . (14)
We set ω∗P [k] = (χ∗+)1/2 and ω∗S [k] = (χ∗−)1/2,
χ∗± =
d1 + d3
2
±
√(
d1 − d3
2
)2
+ d22. (15)
We compute the coefficient d1 using property (4):
d1 = (λ+ 2µ)
ρ
4
h2
(
vˆ[k2]TAˆvˆ[k2]
) (
vˆ[k1]TCˆvˆ[k1]
)
(
vˆ[k2]TAˆvˆ[k2]
) (
vˆ[k1]TAˆvˆ[k1]
) + µ
ρ
4
h2
(
vˆ[k2]TCˆvˆ[k2]
) (
vˆ[k1]TAˆvˆ[k1]
)
(
vˆ[k2]TAˆvˆ[k2]
) (
vˆ[k1]TAˆvˆ[k1]
)
= (λ+ 2µ)
ρ
4
h2
vˆ[k1]TCˆvˆ[k1]
vˆ[k1]TAˆvˆ[k1]
+ µ
ρ
4
h2
vˆ[k2]TCˆvˆ[k2]
vˆ[k2]TAˆvˆ[k2]
. (16)
Analogously, we have
d2 = −λ+ µ
ρ
4
h2
vˆ[k1]TBˆvˆ[k1]
vˆ[k1]TAˆvˆ[k1]
vˆ[k2]TBˆvˆ[k2]
vˆ[k2]TAˆvˆ[k2]
,
d3 = µ
ρ
4
h2
vˆ[k1]TCˆvˆ[k1]
vˆ[k1]TAˆvˆ[k1]
+ (λ+ 2µ)
ρ
4
h2
vˆ[k2]TCˆvˆ[k2]
vˆ[k2]TAˆvˆ[k2]
.
(17)
Expressions (16) and (17) for di demand a low computational effort because Aˆ, Bˆ, Cˆ, and vˆ[kα] are zero everywhere except
at some blocks of sizeN II (Appendix).Moreover, we do not need to keep track of the connectivity between adjacent elements
as in standard modal analysis.
We remark that the original DFT modal analysis [3] considers the approximate solution u∗ in the form of a harmonic
plane wave only after the eigenvalue decomposition of the discrete wave operator. The eigenvalues of this decomposition
are then sorted with respect to the frequency index kα instead of the node index p. As a consequence, the higher modes of
propagation have a clearer meaning than in the classical dispersion analysis. Our reason for departing from [3] is that, by
using Rayleigh quotients, we circumvent the identification problem of finding the correct local ordering for the eigenvalues
[3,4], which is an open problem in 2D and 3D.
3.1. Time discretization
The methodology above supports time discretizations as well. For instance, consider the explicit, second-order finite
difference approximation in time of the system (5):{
ρM[u∗1(tn+1)− 2u∗1(tn)+ u∗1(tn−1)] +1t2K1u∗1(tn)+1t2K2u∗2(tn) = 0
ρM[u∗2(tn+1)− 2u∗2(tn)+ u∗2(tn−1)] +1t2K T2u∗1(tn)+1t2K3u∗2(tn) = 0.
Substituting above the plane wave (10) evaluated at t = tn, we find the same equations as in (13), except that χ =
(2 sin(ω∗1t/2)/1t)2.
Analogously, the fourth-order, implicit Størmer–Numerov approximation of (5),
ρM[u∗1(tn+1)− 2u∗1(tn)+ u∗1(tn−1)] +
1t2
12
K1[u∗1(tn+1)+ 10u∗1(tn)+ u∗1(tn−1)]
+ 1t
2
12
K2[u∗2(tn+1)+ 10u∗2(tn)+ u∗2(tn−1)] = 0
ρM[u∗2(tn+1)− 2u∗2(tn)+ u∗2(tn−1)] +
1t2
12
K T2 [u∗1(tn+1)+ 10u∗1(tn)+ u∗1(tn−1)]
+ 1t
2
12
K3[u∗2(tn+1)+ 10u∗2(tn)+ u∗2(tn−1)] = 0,
leads to Eq. (13) with χ = 12 sin2(ω∗1t/2)/((3− sin2(ω∗1t/2))1t2). The Størmer–Numerov scheme for the elastic wave
equation was studied in [7] and belongs to the class of symplectic methods [8], which are suitable to simulations of wave
propagation over long distances.
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Fig. 1. Phase velocity errors of spectral element methods with GLC and GLL collocation points (N I = 4, 8, 12, ν = 0.45, and θ = 0◦).
Fig. 2. Phase velocity errors of spectral element methods with GLC and GLL collocation points (N I = 4, 8, 12, ν = 0.45, and θ = 30◦).
4. Results and discussion
In the following experiments, we set N = 120, ρ = λ = 1, and compute µ from the Poisson ratio ν. Given κ =
2pik(cos θ, sin θ), wemeasure the grid resolution by the number of grid points per wavelength G := N /k or the normalized
spatial frequency H := k/N .
From the numerical angular frequencyω∗P [k], κ = 2pik, we compute the numerical phase velocity c∗P = ω∗P [k]/(2pik).We
interpolate ω∗P [k]when the argument k is non-integer. Analogously, c∗S is evaluated from ω∗S [k]. We consider the following
dispersion errors:
εP := c
∗
P − cP
cP
, εS := c
∗
S − cS
cS
.
Figs. 1 and 2 illustrates the dependence of the dispersion error with the polynomial degree (N I = 4, 8, 12) for waves
propagating with θ = 0◦ and θ = 30◦. We consider ν = 0.45 and set the axes to highlight the interval where the error is
below 1%. The approximate phase velocities of the time-harmonic spectral element methods with GLL and GLC points are
similar. The error of GLC is larger in the horizontal direction (in which P- and S-errors coincide) and smaller in the direction
of 30◦.
Let us now consider the effect of time discretization into dispersion. We focus on the approximation of the P-wave
velocity from now on. The numerical phase velocity of the explicit, second-order scheme satisfies
c∗P =
1
pik1t
arcsin
(
1t
2
√
χ∗+
)
= cP
piHr
arcsin
(
hr
2N IcP
√
χ∗+
)
, (18)
where r = cP1tN is a CFL stability parameter. A similar calculation yields
c∗P =
cP
piHr
arcsin
√√√√ χ∗+(
hr
2N I cP
)2 + χ∗+/3
 (19)
for the Størmer–Numerov scheme. Note thatwe can remove the dependence on h from (18) and (19) thanks to (16) and (17).
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Fig. 3. Phase velocity errors of fully discrete, eighth-degree spectral elementmethodswith GLC (left) and GLL (right) collocation points (r = 1/4, ν = 0.45
and θ = 30◦).
Fig. 4. Convergence of the phase velocity error εP of fully discrete, eighth-degree spectral element methods with GLC collocation points to the time-
harmonic phase error ε¯P . The convergence curves of spectral elements with GLL collocation points were nearly identical (H = 0.25, ν = 0.45, and
θ = 30◦).
Let us denote the phase error of the time-harmonic scheme as ε¯P . Note that the phase error εP of the fully discrete
schemes must converge to ε¯P as the time step1t tends to zero. In the following experiments we consider N I = 8, ν = 0.45
and θ = 30◦. In Fig. 3, we compare ε¯P with the phase error of fully discrete schemes with r = 1/4, while in Fig. 4 we fix
the grid resolution at H = 0.25 and study the convergence of the dispersion error of these schemes to ε¯P as the stability
parameter r decreases. The dispersion error εP of the Størmer–Numerov scheme is almost identical to ε¯P when r = 1/4,
while the second-order scheme would need r ≈ 1/50, or a time step about ten times smaller (according to Fig. 4), to reach
a similar accuracy. These figures confirm that a higher-order discretization in time is needed to preserve the low dispersion
granted by the spectral discretization in space. We refer to [9,10] for further discussion on stability conditions and time step
selection.
In general, the results above indicate that the numerical dispersion of spectral elements is low at five grid points per
wavelenght. Thus, the DFT modal analysis is consistent with the standard practice in elastic wave simulations [11,6]. This
analysis may be combined with the analyses of stability [10] and computational cost [12] to correctly select grid and time
discretization parameters.
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Appendix. Formulas for vˆ[k], Aˆ, Bˆ, and Cˆ
The transformed arrays vˆ[k], Aˆ, and Cˆ are found as in [3,4]. Theyhave a block structurewhich is derived froma reordering
of the indices in the transform space:
vˆn′ [k′α] = δ[nII − kIIα]
1
N I
∑
pI∈〈N I+1〉
cos
(
σ(pI , ζpIN
I , kIIα, n
I)
)
, (A.1)
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σ(pI , qI ,mI , nI) := 2pi
N I
(
mII
qI − pI
N II
+ (mIqI − nIpI)
)
(A.2)
where δ[·] is the unit impulse function
δ[p] :=
{
1, p = 0,
0, p 6= 0, (A.3)
n ∈ 〈N 〉, and the prime accent denotes a reordering of the local and element indices; that is, n′ := nII + nIN II , nI ∈ 〈N I〉,
nII ∈ 〈N II〉. Moreover,
Aˆn′,m′ = δ[nII −mII ] 1N I
∑
pI ,qI∈〈N I+1〉
ApI ,qI cos(σ (p
I , qI ,mI , nI)). (A.4)
The formula for Cˆ is identical to that of Aˆ, except that CpI ,qI replaces ApI ,qI . Let us now compute Bˆ = F [N ]BF−1[N ]. We
write the global matrixB as
Bn,m =
∑
pII ,qII∈〈N II 〉
∑
pI ,qI∈〈N I+1〉
BpI ,qI δ[pII − qII ]δ[n− p]δ[m− q]. (A.5)
Substituting (A.5) into Bˆ = F [N ]BF−1[N ], we find
Bˆn,m = 1
N
∑
pII ,qII∈〈N II 〉
∑
pI ,qI∈〈N I+1〉
δ[pII − qII ]F [N ]n,pBpI ,qI F−1[N ]q,m
= 1
N I
∑
pI ,qI∈〈N I+1〉
1
N II
∑
pII ,qII∈〈N II 〉
BpI ,qI δ[pII − qII ]e−2pi i
qm−np
N .
If pII = qII , then qm− np = (m− n)qIIN I + (mqI − npI). Since
1
N II
∑
qII∈〈N I+1〉
e
2pi i
NII
(m−n)qII =
{
1, m− n = 0,±N II ,±2N II , . . .
0, otherwise,
we have that Bˆn,m reduces to
Bˆn,m = δ[mod(m− n,N II)] 1N I
∑
pI ,qI∈〈N I+1〉
BpI ,qI e
2pi i
N (mq
I−npI ).
Furthermore, mod(pII + pIN II ,N II) = pII , so by introducing n′ = nII + nIN II and m′ = mII + mIN II , we find δ[mod(m′ −
n′,N II)] = δ[mII − nII ] and
Bˆn′,m′ = δ[mII − nII ] 1N I
∑
pI ,qI∈〈N I+1〉
BpI ,qI e
i σ(pI ,qI ,mI ,nI ), (A.6)
with σ defined as in (A.2). We proceed by reviewing some properties of B:
BqI ,pI = −BpI ,qI , qI 6= pI , (A.7)
BpI ,pI = 0 (0 < pI < N I) and BN I ,N I = −B0,0 = 1/2, (A.8)
BpI ,qI = −BN I−pI ,N I−qI . (A.9)
In particular, property (A.9) follows from (2). Note from (A.6) and (A.7) that
B̂T = F [N ]BTF−1[N ] = −Bˆ. (A.10)
Let us write BˆnI ,mI for n
II = mII as
BˆnI ,mI =
1
N I
∑
pI∈〈N I+1〉
BpI ,pI ei σ(pI ,pI ,mI ,nI ) + ∑
qI∈〈pI 〉
BpI ,qI e
i σ(pI ,qI ,mI ,nI ) +
N I∑
qI=pI+1
BpI ,qI e
i σ(pI ,qI ,mI ,nI )
 . (A.11)
Since ei σ(0,0,m
I ,nI ) = ei σ(N I ,N I ,mI ,nI ) = 1, we have from (A.8) that the terms from (A.11) involving BpI ,pI cancel out. On the
other hand, let p˜I := N I − pI and q˜I := N I − qI . We have σ(pI , qI ,mI , nI) = −σ(p˜I , q˜I ,mI , nI)+ (mI − nI)N I , hence
ei σ(p
I ,qI ,mI ,nI ) = e−i σ(p˜I ,q˜I ,mI ,nI ). (A.12)
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It follows from (A.9) and (A.12) that
BpI ,qI e
i σ(pI ,qI ,mI ,nI ) = −Bp˜I ,q˜I e−i σ(p˜I ,q˜I ,mI ,nI ).
Let us change the summation indices in the last sum in (A.11) to p˜I and q˜I :
1
N I
∑
p˜I∈〈N I+1〉
∑
q˜I∈〈p˜I 〉
−Bp˜I ,q˜I e−i σ(p˜I ,q˜I ,mI ,nI ). (A.13)
Because p˜I and q˜I serve as dummy indices in (A.13), we can replace them by pI and qI , respectively, and merge the second
and third sums in (A.11):
Bˆn′,m′ = δ[nII −mII ] 2iN I
∑
pI∈〈N I+1〉
∑
qI∈〈pI 〉
BpI ,qI sin
(
σ(pI , qI ,mI , nI)
)
. (A.14)
One can verify, in a similar manner, that Bˆ is symmetric. However, note from (A.10) that the DFT and the transpose
operations do not commute.
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