Digital halftoning is used to reproduce a continuous tone image with a printer. One of these halftoning algorithms, error diffusion, suffers from certain artifacts. One of these artifacts is commonly denoted as worms. We propose a simple measure for detection of worm artifacts. The proposed measure is evaluated by a psychophysical experiment, where 4 images were reproduced using 5 different error diffusion algorithms. The results indicate a high correlation between the predicted worms and perceived worms.
INTRODUCTION
Digital halftoning is the process of transforming a continuous tone image to a binary image, to allow printing or displaying on a bi-level display. Many different techniques have been proposed for the transformation. One of these being error diffusion 1 halftoning, its simplicity and ability to produce high quality reproductions has contributed to its popularity. This technique distributes the quantization error along the path of the image scan. This is done by a filter, determining the weight distribution of the error. The original 4 element filter by Floyd and Steinberg 1 resulted in different artifacts.
One of the artifacts produced by error diffusion is worms, where black and white pixels string together are perceived as having a vermicular texture as seen on Figure 1 .
2 This artifact is found in the highlights and shadows of the halftoned image. The original filter by Floyd and Steinberg suffers from this artifact, and because of this a number of different error diffusion algorithms have been proposed.
Jarvis et al.
3 proposed a 12 element filter, another 12 element filter was proposed by Stucki, 4 both of these break up worm patterns, but they introduce artifacts in mid-tone areas.
5 Later Fan 6, 7 proposed a filter with a long tail, this results in breaking up worm structures in the highlights and shadows while performing similar to the Floyd and Steinberg filter in the mid-tones. 5 An overview of other filters, each with different advantages and disadvantages, is given by Monga et al. 8 Different approaches to scanning paths have been proposed to create visually more pleasing images. The original Floyd and Steinberg 1 algorithm used a left-to-right scan path, later a serpentine (boustrophedonic) processing was introduced where the scan is left-to-right and then right-to-left ( Figure 1 ). Other more creative paths have been proposed based on space filling curves, as the Peano and Hilbert paths 5 that break up worms, but introduce significant amount of noise.
A number of metrics for halftone quality have been proposed. Lee et al. 9 proposed an image similarity measure to evaluate a hybrid error diffusion algorithm. Veryovka et al. 10 proposed a multiscale approach to analyze edges, and used it to evaluate different halftoning algorithms. Mitsa and Varkur 11 proposed an image quality measure for halftoning based on a spatial filtering of Mean Square Error (MSE). Scheermesser and Bryngdahl 12 proposed a texture metric for halftone images, that find the occurrence or absence of specific textures in quantized images. Nilsson 13 proposed an image quality metric for halftone images that incorporated models of both the printer and observer. S-CIELAB was proposed by Zhang and Wandell 14 as a spatial pre-processor of the CIELAB color difference formulae, 15 and was designed to predict image difference for halftoning, distortion etc.
Even though many measures have been proposed for halftoning, many of them only work on a global scale without having a specific calculation for worms. A specific measure for worms could be used to preserve worms where they are wanted, as in edges, but remove them in areas where they are not wanted. A specific measure for worms could also be used to select the most optimal halftoning algorithm for an image, resulting in the best possible output image. Such a measure for worms could also be included in a toolbox to detect halftoning artifacts. 
PROPOSED ERROR DIFFUSION WORM MEASURE
This section introduces a measure for worms, called Error Diffusion Worm Measure (EDWM), a multi-step measure as shown in Figure 2 . This is a no-reference measure, where no information about the original is used in the calculation. Figure 2 . Description of the workflow of the EDWM. Highlights and shadows are extracted from the halftoned image before a Canny edge filter is applied. Single pixels are removed, before all pixels within in the edge boundary are extracted. Then a proximity detection is performed before small worms are removed. The final measure is calculated as the percentage of non-worm pixels divided by the number of pixels in the image.
Since worms are found in highlights and shadows of the image, the halftoned image is filtered to remove parts without highlights and shadows. A sliding filter with width and height of 10 pixels is used, where the mean of each location is found. 10× 10 pixels was found to be sufficient to find the information needed to extract highlights and shadows. Thresholds for when a pixel is considered as highlight or shadow is set at 0.15 and 0.85 respectively, on a scale where 0 is where white pixles (no dot of ink placed) are found within the filter and 1 where all pixels are black (a drop of ink). These limits visually gives highlights and shadows. The parts of the halftoned image within the limits (≤ 0.15 and ≥ 0.85 of a grayscale range from 0 to 1) are extracted for further processing.
A Canny edge filter is used to extract edges, where black pixels (a drop of ink) are found next to white pixel areas (no drop of ink), in the image. 16 This filter uses a low and a high threshold for hysteresis, and a sigma as the standard deviation for the Gaussian filter. Pixels placed close together will therefore be identified as forming an edge, and a worm can be thought of as an edge going through the image. Figure 3 shows an example where pixels form a worm, and the Canny filter correctly detects this as an edge. In most cases a sigma of 1, resulting in a 4×4 pixel Gaussian filter, yields good results together with a heuristically choosen pair of thresholds depending on the data. Another advantage of using an edge filter is the fact that worms can be found in both highlights and shadow areas; in the highlights drops of ink make the worms, while in the shadow areas the ink-free areas make the worms. The edge filter does not differentiate between these, just the difference between dark and light areas resulting in a robust method and no special care must be taken if it is in a highlight or shadow area.
In the cases of a single pixel without any connecting pixels the Canny filter will result in an edge around the pixel. A simple filter is applied to remove these single pixels, along with other small pixels not connected to worms. This is done by checking the local neighbourhood around the pixel to identify whether it is connected to other pixels or not, if not connected the pixel is removed and not considered as a part of a worm. In order to find the correct pixels that make up the worm the boundary of the object is traced, since this is a binary image a black and white boundary tracing is performed. The exterior of the object is traced along with the boundaries of the holes.
The basis of the worm structure is now found, and the next step of the worm detection is a proximity calculation. The pixels inside a worm are extracted and for each pixel the closest non-worm pixel is located, if this pixel is within a specified distance and angle it is jugded as part of the worm. The angle is based on the angle from the closest detected worm pixel ( Figure 4 ). This process is iterative, so when a pixel is found this pixel is then further checked until all detected pixels are processed. The distance and angle can be set according to the desired sensitivity. Testing has shown that a distance of 50 pixels and angle of 40 degrees gives good results. Figure 4 . Proximity calculation. Square pixels indicate detected worm pixels. An angle limit and distance limit is set. All non detected pixels (round pixels) inside the limit are found, in this case one pixel is inside both the angle and distance limit. The direction of the angle and distance limit is based on the closest detected pixel, this is done to detect pixels that are linked. The process is iterative and is done until all pixels are processed.
Some small worms have now been detected that observers may not notice, 10 because of this the size of the worm is found by using dilation to increase each pixel. The worms will now "grow" together, and the area of connected dilated pixels is computed. If the area is below a threshold, the pixels are removed from the detected worms.
The final value for the measure is calculated as the percentage of non-worm points divided by the number of pixels in the image. This will result in a value between 0 and 1, where 1 is a worm free image. This normalization will result in the possibility to compare EDWM values across different images. Furthermore the map of worms, computed before the calculation of the final value, can be useful to detect areas where pixels can be rearranged to remove worm artifacts.
EVALUATION OF THE EDWM
Evaluation is an important aspect when developing a measure, an experiment was carried out to evaluate the performance of the proposed measure. The performance is measured as the linear correlation against the perceived worms. There are many ways to evaluate halftone quality, and our experiment is inspired by previoues experiments carried out by Mitsa and Varkur, 17 Tontelj et al. 18 and Axelson. 4 different images were choosen for a psychophysical experiment as seen on Figure  6 . One artistic image ( Figure 6 (b)), with both highlights and shadow areas. One gradient ramp (Figure 6(a) ), from white to black. Wang and Parker 20 stated that a gradient ramp is a basic and important evaluation in most halftone evaluations. A gradient will reveal worms, and is often used to demonstrate the performance of error diffusion algorithms. 7, 9, 19, [21] [22] [23] One highlight patch ( Figure 6 (d), 2% black) and one shadow patch (Figure 6(c), 98% black) . The highlight and shadow patch are areas where we normally will have worms, and are therefore appropriate images to use.
The images are 600 pixels wide and 200 pixels high, except the artistic image where the height is 450 pixels. These images were reproduced with 5 different error diffusion algorithms, Floyd and Steinberg (FS ), 1 Stucki (S ), 4 Fan (F ), 6, 7 Jarvis, Judice and Ninke (JJN ) 3 and Floyd and Steinberg Serpentine (FSS ). 5, 24 The images were printed on a HP ColorJet 4600DN on HP Office Paper White (80 g/m 2 ). The images were printed in 600 DPI simulating 72 DPI.
The experiment was carried out in a dimmed room, with a GretagMacbeth Examolite overhead light source with D50 lighting as seen in Figure 5 . The observers were free to move, and no restrictions on viewing distance were given. 12 observers participated in the experiment, males and females.
The experiment was divided into two parts, the first part was to rank the overall quality of the five versions of the image, while the second part was to rank the images according to the amount of worms found in the five versions. Before the second part the observers were taught how to identify worms, and where they occur. This was done to secure reliable data. 
Results
This section contains results from the psychophysical experiment and EDWM. Analysis of the results are also given. Two types of correlation will be computed for the results, the Pearson product-moment correlation coefficient and the Spearman's rank correlation coefficient. 25 The first assumes that the variables are ordinal, and looks for the linear relationship between variables. The second, Spearman, is a non-parametric measure of correlation that uses the ranks as basis instead of the actual values. This describes the relationship between variables without making any assumptions about the frequency distribution of the variables.
Overall scores
The results from the 12 observers were combined and Z-scores were calculated using Thurstones law of comparative jugdement, 26 the scores were obtained using the Colour Engineering Toolbox. 27 As seen in Figure 7 Floyd and Steinberg Serpentine (FSS ) has the highest score both for quality and worms. For the worm artifacts 3 algorithms cannot be differentiated by the observers, Stucki (S ), Fan (F ) and Jarvis, Judice and Ninke (JJN ). The Floyd and Steinberg algorithm (FS ) gets the lowest score, and clearly has more worms than the other error diffusion algorithms. In the quality judgement the FS also has the lowest mean Z-score, but cannot be differentiated from S and F. The JJN was rated better than FS, but cannot be differentiated from S and F.
There is also a high correlation between the quality score (Figure 7(a) ) and the worm score (Figure 7(b) ), the Pearson correlation gives a value of 0.94 (p value: 0.0197). This indicates a strong relationship between the amount of worms and the quality of the image. The images used were choosen based on areas where worms in error diffusion are present. Therefore the conclusion may not be valid in other images with less worms, i.e. without large highlights and shadow areas. We can also notive that in the quality judgement the observers use less of the Z-score scale then in the worm judgement, this indicate that observers agree more on the worm judgement than in the quality judgement. Figure 8 and Table 1 shows the results from the psychophysical experiment for the gradient ramp. For the quality judgement (Figure 8(a) ) JJN has the best quality, while FSS cannot be differentiated from FS. In the worm judgement (Figure 8(b) ), the result is not as clear. FSS can be differentiated from FS, but not from any other algorithms. This also indicates that observers more easily pick one "favorite" algorithm in the quality judgement (Figure 8(a) ), while in the worm judgement (Figure 8(b) ) the observers do not have a high consensus in ranking. Some observers also indicated that this scene was the hardest to rank, both when it came to quality and worms. Figure 9 shows a scatter plot of the EDWM and observer scores. FS is correctly given the lowest score by EDWM as the observers did, and FSS is correctly given the highest EDWM score. EDWM has ranked the S before F, the opposite of the observers, but the other error diffusion algorithms are ranked similarly to ranking of the observers. We also see that all points are within a 95% confidence interval. We get a high Pearson correlation, 0.93, indicating that EDWM can predict the amount of perceived worms for this scene. . Z-score for quality and worm judgement for the gradient ramp. In the quality judgement observers agree more on the ranking than in worm jugdement. This is a scene where most observers indicated to have problems with ranking according to worms. Figure 10 shows the Z-scores for the artistic image, both for quality (Figure 10(a) ) and worm ( Figure 10(b) ) judgement. For the quality judgement FSS cannot be differentiated from F and S by the observers, but FSS was clearly better than JJN and FS. For the worm judgement FS was judged to have more worms than the four other algorithms. These four algorithms gave almost the same amount of worms according to the observers. Table 2 . Z-score and EDWM scores for the artistic image. S has been rated as the error diffusion algorithm with the lowest amount of worms (i.e. best rating by the observers). FSS is given the highest EDWM value, but this also has a Z-score close to S and cannot be differeniated with a 95% confidence interval. Figure 11 . Correlation for artistic image between Z-score and EDWM, plotted with 95% Z-score confidence intervals. Figure 11 shows a scatter plot of the EDWM and observer score for the artistic image, while data can be found in Table 2 . We have a lower correlation than gradient ramp, but still the correlation of 0.86 (p value: 0.0596) indicates a strong relation between the predicted worms and perceived worms. Since the EDWM is a no-reference metric, it will not discriminate between worms made by edges in the image and worms in highlight/shadow areas. Because of this EDWM should be used with caution in natural images, because the worms in these images could be wanted in order to reproduce edges. The good correlation found here indicates that EDWM might be used on natural images. Figure 12 shows the results for the highlight image regarding quality (Figure 12(a) ) and worms ( Figure 12(b) ), we can see that the ranking is almost similar for the quality and the worm judgement. FFS has the same amount of worms and quality as JJN, but it can be differentiated from the rest. Table 3 . Z-scores and EDWM scores for the highlight image. FSS (Stucki) is given the highest score by the observers, this image also receives the highest EDWM value. We can also see that the ranking of EDWM values and observer scores is the same (Figure 12 ). 1.4050 Figure 13 shows a scatter plot of the EDWM and observer score for the highlight image. We can see that the ranking of the EDWM values and observer scores is the same ( Table 3 ), indicating that the EDWM is able to correctly rank the images according to perceived worms for this image. We also get a high correlation between the scores, indicating the high performance of EDWM.
Gradient image

Artistic image
Highlight image
Algorithm
Shadow image
Results for the shadow image are found in Figure 14 and Table 4 . JJN has the lowest quality judgement ( Figure  14(a) ) but cannot be differentiated from FS. For the worm judgement (Figure 14(b) ) FSS clearly gave less worms than the four other algorithms. Some observers indicated that this image was the easiest to judge compared to the 3 other images. 
Comparison to other metrics
EDWM's performance is compared against the performance of other metrics. S-CIELAB, 14 Structural Content, 28 Average Distance 28 and MSE have been choosen for comparison. From Table 5 we can see that EDWM outperforms S-CIELAB, Structural Content, Average Distance and MSE as it shows better correlation. All these metrics are full-reference metrics, i.e. they use information from the original image to calculate the difference or quality. The continuous tone image was used as a reference for all metrics. Since EDWM is a no-reference metric, this must be taken into account when analyzing the results, and also the fact that none of the other metrics are specifically made for worm artifacts. Table 5 . Correlation between metric score and Z-score from the worm judgement, with p value in parentheses. Gray cells indicate the best correlation. We can see that EDWM outperforms the other metrics in all images. MSE and Average Distance has a good correlation for the artistic image, but when we look at the p values (AD: 0.2985 and MSE: 0.1241), these are high, indicating that the correlation is by chance. 
Metric
Overall performance
Since the results from EDWM are normalized we can compare results obtained for different images. Figure 16 shows the correlation between Z-scores from the worm judgement for all images and EDWM values for all images (Tables 1 -4) . We can see a clear relationship between the Z-scores and EDWM values, this is also confirmed by a Pearson correlation of 0.81 (p value: 1e-005). Compared to the other metrics EDWM is significantly better ( Table 6 ). The other measures have a very low correlation, this is because they have big differences in the values between images, resulting in a correlation close to 0. 29 Our measure also has the highest Spearman correlation, indicating that the ranking from it corresponds to the ranking made by the observers.
CONCLUSION AND FURTHER RESEARCH
A measure for worms, EDWM, has been proposed. The measure is simple to compute, and does not require any information about the original image. It also allows for comparison of results across different images, resulting in a robust measure. A psychophysical experiment was carried out to evaluate the performance of EDWM, and the results indicate a high performance. EDWM also clearly outperforms other metrics. Table 6 . Correlation between metric score and Z-scores from the worm judgement for all images, with p values in parentheses. We can see that EDWM outperforms the other metrics in all images with a correlation of 0.81 (p value: 1e-005), and the Spearman correlation of EDWM is also higher than for the other metrics. The other measures have a very low correlation due to big differences in the results between the images. Gray cells indicate the best correlation.
Metric
Pearson Since EDWM is a no-reference metric it could detect worms in an image where worms are needed in order to reproduce an edge. An extension of EDWM to a reference metric could solve this problem and make EDWM more robust for use in artistic images. One way to improve and extend EDWM could be to decrease the angle limit in the proximity detection as more co-linear pixels are detected.
