Abstract. In this paper, the versions of trigonometric functions of certain known inequalities for hyperbolic ones are proved, and then corresponding inequalities for means are presented.
Introduction
We begin with the following lemma. Lemma 1. Let M (x, y) be a homogeneous mean of positive arguments x and y. Then M (x, y) = √ xyM e t , e −t , where t = 1 2 ln (x/y). Using this lemma, almost all of inequalities for homogeneous symmetric bivariate means can be transformed equivalently into the corresponding ones for hyperbolic functions and vice versa. More specifically, let L(x, y), I(x, y) and A r (x, y) denote the logarithmic, identric and r-order power means of two positive real numbers x and y with x = y defined by L = L(x, y) = x − y ln x − ln y , I = I(x, y) = e respectively. Then we have L e t , e −t = sinh t t , I e t , e −t = e t coth t−1 , A p e t , e −t = cosh 1/p pt, G e t , e −t = 1, where t = 1 2 ln(x/y) > 0. And then, by Lemma 1, we can obtain some inequalities for hyperbolic functions from certain known ones for means mentioned previously. Here are some examples:
A 2/3 < I < A ln 2 =⇒ cosh 2t 3 3/2 < e t coth t−1 < (cosh (t ln 2)) 1/ ln 2 (see [27] , [20] (see [2] ) (1.5) αA + (1 − α)G < I < βA + (1 − β) G =⇒ α cosh t + (1 − α) < e t coth t−1 < β cosh t + (1 − β) (see [3] ) (1.6) hold if and only if α ≤ 2/3 and β ≥ 2/e. 1/q (see [14] ) (1. 7) hold if and only if p ≤ 6/5 and q ≥ (log 3 − log 2) / (1 − log 2).
The aim of this paper is to give the versions of trigonometric functions listed above and others. The rest of this paper is organized as follows. In Section 2, we give some useful lemmas. Main results are contained in Section 3. In the last section, some inequalities for means corresponding to main results are given.
Lemmas
Lemma 2 ( [28] , [4] ). Let f, g : [a, b] → R be two continuous functions which are differentiable on (a, b). Further, let g ′ = 0 on (a, b). If f ′ /g ′ is increasing (or decreasing) on (a, b), then so are the functions
.
Lemma 3 ([5]
). Let a n and b n (n = 0, 1, 2, ...) be real numbers and let the power series A (t) = ∞ n=1 a n t n and B (t) = ∞ n=1 b n t n be convergent for |t| < R. If b n > 0 for n = 0, 1, 2, ..., and a n /b n is strictly increasing (or decreasing) for n = 0, 1, 2, ..., then the function A (t) /B (t) is strictly increasing (or decreasing) on (0, R).
Lemma 4 ([12, pp.227-229]). We have
where B n is the Bernoulli number.
Lemma 5. For every t ∈ (0, π/2), p ∈ (0, 1], the function F p defined by
It is reversed if
Proof. For t ∈ (0, π/2), we define f 1 (t) = t cot t − 1 and f 2 (t) = ln (cos pt), where p ∈ (0, 1]. Note that f 1 (0 + ) = f 2 (0 + ) = 0, then F p (t) can be written as
Differentiation and using (2.1) and (2.2) yield
Clearly, if the monotonicity of a n /b n is proved, then by Lemma 3 it is deduced the monotonicity of f
, and then the monotonicity of the function F p easily follows from Lemma 2. For this purpose, since a n , b n > 0 for n ∈ N, we only need to show that b n /a n is decreasing if 0 < p ≤ 1/ √ 5 and increasing if 1/2 ≤ p ≤ 1. Indeed, elementary computation yields
It is easy to obtain that for n ∈ N
which proves the monotonicity of a n /b n . By the monotonicity of the function F p and the facts that
, the inequalities (2.5) and its reverse follow immediately.
Lemma 6. For every t ∈ (0, π/2), p ∈ (0, 1], the function G p defined by
Proof. We define g 1 (t) = ln sin t t +t cot t−1 and g 2 (t) = ln (cos pt), where p ∈ (0, 1]. Note that g 1 (0 + ) = g 2 (0 + ) = 0, then G p (t) can be written as
Similarly, we only need to show that d n /c n is decreasing if 0 < p ≤ 1/ √ 5 and increasing if 1/2 ≤ p ≤ 1. Indeed, elementary computation yields
, which proves the monotonicity of c n /d n .
By the monotonicity of the function F p and the facts that
the inequalities (2.6) and its reverse follow immediately.
Lemma 7 ([31], [13] ). For t ∈ [0, π/2] and p ∈ [0, 1), let U p (t) and V p (t) be defined by
Then both U p (t) and V p (t) are decreasing with p on [0, 1).
Main results
Theorem 1. For t ∈ (0, π/2), the two-side inequality
with the best constants 2/3 and p 1 ≈ 0.6505, where p 1 is the unique root of equation
where the exponents 3/2 and 1/ ln 2 in (3.3) are the best constants, and p 1 ≈ 0.6505 in (3.4) is also the best.
Proof. (i) We first prove the first inequality in (3.1) holds for t ∈ (0, π/2) and 2/3 is the best constant. Letting p = 2/3 ∈ [ √ 10/5, 1] in (2.5) yields the first one in (3.1) and the second one in (3.3). If there is a p < 2/3 such that e t cot t−1 > (cos pt)
holds for t ∈ (0, π/2), then we have
Using power series extension gives
and therefore,
which yields a contradiction. Hence, 2/3 is the best possible.
(ii) By Lemma 7, it is seen that the function p → 1 + 
The first inequality above can be reduced as
that is, the second one in (3.1) and the first one in (3.4) , where the equality is due to that p 1 is the unique root of equation (3.2). It is clear that p 1 is the best.
(iii) It remains to prove the third one in (3.3). To this end, it suffices to check that 1 ln 2 ln cos 2t
Since ln cos Yang has shown in [32] that the inequalities
hold for t ∈ (0, π/2) if and only if p ∈ [p 0 , 1) and q ∈ (0, 1/3], where p 0 ≈ 0.3473. Hence, we have
On the other hand, utilizing Theorem 1 and Lemma 7 we derive cos t < cos 3t 4
which in combination with (3.5) leads to the following , where the exponents 2/ ln 2 and 8/3 are the best possible.
Replacing t, p, q by t/2, 2p, 2q in Theorem 2 and next taking squares, we get Corollary 2. For t ∈ (0, π), the two-side inequality Proof. (i) The firs inequality in (3.13) is from the basic inequality. To prove the second one in (3.13), we define
Differentiation and simplifying leads to
Therefore we have f (t) < f (0) = 1, which proves (3.13).
(ii) Now we prove (3.14). The first and second ones are due to Neuman and Sándor [17, (2.5) ]. The third one easily follows from 2 cos
Replacing 2t by t and taking square values in the second one of (3.13) yields that the fourth one holds for t ∈ (0, π). Thus the proof is complete.
Taking square roots for each sides in (3.13) and the first and second inequalities of (3. Proof. (i) We first prove (3.17) . To obtain the first inequality in (3.17) 
Using Jordan inequality (sin t) /t > 2/π for t ∈ (0, π/2) we see that the left-hand side above is greater than
which proves the first one. Using the known inequalities that for x ∈ (0, π/2) The third and fourth ones are (3.12) . While the last one is the right-hand side one in [31, (3.15) ], [36] .
(ii) Now we prove ((3.18) ). The first inequality in (3.18) has proven previously, while the second one is obtained from the last two ones in (3.6) , that is, the wellknown Cusa's inequality. The third one is equivalent to
which easily follows from the second and third ones in (3.15).
(iii) We show (3.19) at last. The first inequality is (3.21), while the second one is equivalent to the second one in (3.18), which proves (3.19) and the proof is completed.
By Lemma 6 we have Theorem 4. For t ∈ (0, π/2), the two-side inequality
holds if p ∈ [1/ √ 3, 1] and q ∈ (0, 1/2]. Moreover, we have
where the exponents β = ln π − ln 2 + 1 ln 2 ≈ 2.0942, 2 and 3/2, γ = − (ln π − ln 2 + 1) 2 ln(cos
are the best constants.
Proof. (i) The first result in this theorem is a direct consequence of Lemma 6.
(ii) Letting p = 1/2 ∈ (0, 1/2] in (2.6) yields the second and third inequalities in (3.23 Proof. (i) We first prove the first and second inequalities in (3.26) . For this purpose, let us define g (t) = (t cot t − 1) − ln 1 + cos t − sin t t .
Differentiating g (t) gives
where
Using double angle formula and Lemma 4 we have
Hence, g ′ (t) > 0 for t ∈ (0, π/2), and so 0 = lim
, which implies the desired inequalities.
(ii) Now we prove the second and third ones by defining
Differentiation leads to h ′ (t) = − (cos t + 1) (t − sin t) sin 2 t (cos t + 1) 2 e t cot t−1 + (cos t + 1) (t − sin t) t 2 (cos t + 1)
It is obtained by 3.16 that h ′ (t) > 0 for t ∈ (0, π/2), and therefore, we conclude that 1 = lim
which deduces the second and third ones in ((3.26).
Remark 2. In the same way as part two of Theorem 5, we can prove a new two-side inequality for hyperbolic functions:
In fact, we define
Differentiation and simplifying give us
where the inequality holds is due to the first one in (1.3) and sinh t > t for t > 0. It follows that 2e
which is desired inequality. Clearly, this method is simpler than Alzer's, and our result is also more nice.
Employing inequalities (3.25) and (3.26), we immediately the trigonometric version of (1.5).
Corollary 5. For t ∈ (0, π/2), we have √ cos t < sin t t e t cot t−1
Lastly, we give the trigonometric versions of (1.6) and (1.7).
Theorem 6. Let t ∈ (0, π/2). Then (i) if p ≥ 6/5, then the two-side inequality M p cos t, 1; 2 3 < e t cot t−1 < M q cos t, 2 3 holds if and only if p ≤ ln 3 and q ≥ 6/5, where M p (x, y; w) (w ∈ (0, 1)) is the weighted power mean of order r of positive x and y defined by Proof. For t ∈ (0, π/2) and p = 0, we define
Since u 1 (0 + ) = u 2 (0 + ) = 0, u (t) can be written as
= e p(t cot t−1) t−cos t sin t sin 2 t cos p−1 t sin t := u 3 (t) ,
which yield the first, second and third results in this theorem. Now we will show that u ′ 3 (t) > 0 if p ≥ 6/5 and u ′ 3 (t) < 0 if p ≤ 1 with p = 0. Simplifying yields u 4 (t) = (sin t − t cos t) (t − cos t sin t) > 0 for t ∈ (0, π/2). Using (2.2)-(2.4) and simplifying we have
and then, we get
(2n)! |B 2n |t 2n := ∞ n=2 a n t 2n ∞ n=2 b n t 2n . By Lemma 3, in order to prove the monotonicity of u 5 (t) /u 4 (t), it suffices to determine the monotonicity of a n /b n . We have a n b n = 4 n − 4 4 n − 2n − 2 := c(n).
Differentiating c(x) we get
is decreasing on (0, π/2), and we conclude that
Thus, u ′ 3 (t) > 0 if p ≥ 6/5 and u ′ 3 (t) < 0 if p ≤ 1 with p = 0. At last, we prove the fourth result. The first one implies that the right-hand side inequality in (3.28) holds if q ≥ 6/5. While the necessity is obtained from the following limit relation:
Expanding in power series leads to t cot t − 1 − ln M q cos t, 1;
It is deduced that q ≥ 6/5. We now prove the left-hand side inequality holds if and only if p ≤ ln 3. The necessity easily follows from lim t→π/2 − t cot t − 1 − ln M p cos t, 1;
Next we deal with the sufficiency. We distinguish two cases. Case 1: p ≤ 1. By the second and third results proved previously, the sufficiency is immediate in this case.
Case 2: p ∈ (1, ln 3]. As shown previously, the functions t → u 5 (t) /u 4 (t) is decreasing on (0, π/2), and so the function t → (p − u 5 (t) /u 4 (t)) := u 6 (t) is increasing on the same interval. This together with the facts that
indicates that there is a unique t 0 ∈ (0, π/2) such that u 6 (t) < 0 for t ∈ (0, t 0 ) and u 6 (t) > 0 for t ∈ (t 0 , π/2), which by (3.32) in turn reveals that u 3 is decreasing on (0, t 0 ) and increasing on (t 0 , π/2). From Lemma 2 it is seen that u is decreasing on (0, t 0 ), and so we have
which can be changed into
On the other hand, Lemma 2 also implies that
is increasing on (t 0 , π/2), and therefore, we get where the last inequality holds is due to p ∈ (1, ln 3] and t ∈ (t 0 , π/2). Thus the proof is finished.
The corresponding inequalities for means
For a, b > 0 with a = b, let L, Q, A, G, P and T stand for the logarithmic,, quadratic,, arithmetic, geometric, the first and second means [23] , [24] of a and b defined by
respectively. Very recently, Sándor present a new mean in [22] defined as
where A, G, P are the arithmetic, geometric and the first Seiffert means as defined previously. In what follows, we also can encounter other three functions defined by
where Q, A, T are the quadratic, arithmetic and the second Seiffert means, respectively. They will be showed to be means of a and b in the sequel.
There has many inequalities for these means, we quote [16] , [18] , [8] , [7] , [9] , [10] , [11] , [29] , [33] , [34] , [35] .
In order to obtain inequalities for these means corresponding to ones established in previous section, we need two variable substitutions: (i) Substitution 1: Letting t = arcsin b−a a+b yields (4.5) sin t t = P A , cos t = G A , e t cot t−1 = e G/P −1 , e t cot(t/2)−2 = e (A+G)/P −2 ;
(ii) Substitution 2: Letting t = arctan
For simplicity in expressions, however, we only select those functions composed by (sin t)/t, cos t, cos(t/2), cos(t/4) in a chain of inequalities given in previous section. For example, from Corollary 1 we get cos t < e t cot t−1 < 1 + cos t 2 < sin t t < 2 + cos t 3 .
Using Substitution 1 and next multiplying all functions by A yield
Using Substitution 2 and next multiplying all functions by Q yield
The above two inequalities can be stated as a proposition. In the sequel, we only list a chain of inequalities for means deduced from Substitution 1, since another one can be clearly derived via replacing (G, A, P, X, J) by (A, Q, T, B, K).
The chain of inequalities (3.15) can be changed into 
The following is obtained from (3.23) and (3.25).
Proposition 6. For a, b > 0 with a = b, we have
Theorem 5 implies that
Proposition 7. For a, b > 0 with a = b, we have (4.14)
e(π−2) π
Corollary 6. Let a, b > 0 with a = b. Then √ AG < √ P X < A + G 2 < P + X 2 < e −1 + 2 π A + G 2 , Theorem 6 can be restated in the following form. holds if and only if p ≤ ln 3 and q ≥ 6/5, where M p (x, y; w) is defined by (3.29) .
