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Abstract
GivenS|R a finite Galois extension of finite chain rings andB anS-linear code we define twoGalois operators, the closure
operator and the interior operator. We proof that a linear code is Galois invariant if and only if the row standard form of its
generator matrix has all entries in the fixed ring by the Galois group and show a Galois correspondence in the class of S-linear
codes. As applications some improvements of upper and lower bounds for the rank of the restriction and trace code are given
and some applications to S-linear cyclic codes are shown.
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1. Introduction
Let R a be finite chain ring of index nilpotency s , S the Galois extension of R of rank m , and G the
group of ring automorphisms of S fixing R. We will denote by L (Sℓ) (resp. L (Rℓ)) the set of S-linear
codes (resp. R-linear codes) of length ℓ. There are two classical constructions that allow us to build an
element of L (Rℓ) from an element B of L (Sℓ). One is the restriction code of B which is defined as
ResR(B) :=B∩Rℓ. The second one is based on the fact that the tracemapTrSR =
∑
σ∈G
σ is a linear form,
therefore it follows that the set
TrSR(B) :=
¦
(TrSR(c1), · · · ,Tr
S
R(cℓ)) | (c1, · · · ,cℓ)∈B
©
, (1)
is an R-linear code. The relation between the trace code and the restriction code will be given by a
generalization (see Theorem 1) of the celebrated result due to Delsarte [2]
TrSR(B
⊥ϕ′ ) =ResR(B)⊥ϕ , (2)
∗Corresponding author. Partially funded by Spanish MICINN under grant MTM2015-665764-C3-1-P
Email addresses: alexfotue@gmail.com (A. Fotue Tabue), edgar@maf.uva.es (E. Martínez-Moro),
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where ⊥ϕ and ⊥ϕ′ denote the duality operators associated to the bilinear forms ϕ : Rℓ × Rℓ → R and
ϕ′ :Sℓ×Sℓ→S defined in Section 2.3.
Restriction codes is a core topic in coding theory. Note that many well-known codes can be defined
as a restriction code, for instance BCH codes and, more generally, alternant codes (see [10, Chap.12]).
Also in [1] restriction codes and the closure operator on the set of linear codes over Fqm of length ℓ
are used intensely to determine the parameters of additive cyclic codes. More recently, the restriction
code, trace code andGalois invariance over extension of finite fields were studied in [6], and their results
were extended to separable Galois extensions of finite chain rings in [8]. In this paper, we will study the
following operators onL (Sℓ)
e : L (Sℓ) → L (Sℓ)
B 7→ fB := ∨
σ∈G
σ(B), and
◦ : L (Sℓ) → L (Sℓ)
B 7→
◦
B :=
⋂
σ∈G
σ(B)
,
and we will give answer to the question if there is a Galois correspondence betweenB and G for each
B in L (Sℓ). We will make some improvements of the bounds for the rank of restriction and trace of
S-linear code and also, when ℓ and q are coprime, we will answer whether a linear cyclic code over R is
a restriction of a linear cyclic Galois invariant code over a extension of R or not.
The outline of the paper is as follows. In Section 2 we give some preliminaries in finite commutative
chain rings and their Galois extensions. We also formulate a generator matrix in row standard form for
linear codes over finite chain rings. Section 3 presents the study of the Galois operators on the lattice of
linear codes. Finally in Section 4 we describe linear cyclic codes over finite chain rings as the restriction
of a linear cyclic code over a Galois extension of a finite chain ring.
2. Preliminaries
2.1. Finite chain rings
A finite commutative ring with identity is called a finite chain ring if its ideals are linearly ordered by
inclusion. It is well known that every ideal of a finite chain ring is principal and therefore its maximal
ideal is unique. R will denote a finite chain ring, θ a generator of its maximal ideal m = Rθ , Fpn = R/m
its residue field, and π : R→ Fq the canonical projection. As stated before the ideals of R form a chain
R) Rθ ) · · · ) Rθ s−1 ) Rθ s = {0} where the integer s is called the nilpotency index of R. It is easy to see
that the cardinal of R×, the set of ring units, is pn (s−1)(pn − 1). Thus R× ≃ Γ(R)∗× (1+Rθ ) where Γ(R)∗ =
{b ∈R | b , 0, bpn = b} is the only subgroup of R× isomorphic to Fpn \ {0}. The set Γ(R) = Γ(R)∗ ∪{0} is a
complete set of representatives of Rmodulo θ and it is called the Teichmüller set of R. The set Γ(R) is a
coordinate set of R [11, Proposition 3.3], i.e. each element a ∈ R can be expressed uniquely as a θ -adic
decomposition
a = a 0+a 1θ + · · ·+a s−1θ
s−1, (3)
where a 0,a 1, · · · ,a s−1 ∈ Γ(R). The θ -adic decomposition of elements of R allows us to defines the t -th
θ -adic coordinate function as
γt : R → Γ(R)
a 7→ a t
t= 0,1, · · · ,s − 1, (4)
where a = γ0(a ) + γ1(a )θ + · · ·+ γs−1(a )θ s−1. Therefore we have a valuation function of R, defined by
ϑR(a ) := min{t ∈ {0,1, · · · ,s } |γt(a ) , 0} and a degree function of R, defined by degR(a ) := max{t ∈
{0,1, · · · ,s } |γt(a ), 0}, for each a in R. We will assume that ϑR(0) = s and degR(0) =−∞.
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2.2. Galois extensions
Let R and S be two finite chain rings with residue fields Fq and Fqm respectively. We say that S
is an extension of R and we denote it by S|R if R ⊆ S and 1R = 1S. AutR(S) will denote the group of
automorphisms of S which fix the elements of R. Note that the map σ : a 7→
s−1∑
t=0
γt(a )qθ t for all a ∈ S, is
in AutR(S) and throughout of this paperG will be the subgroup of AutR(S) generated by σ. For each
subring T such that R⊆T⊆S and for each subgroup ofG one can respectively define the fixed group of
T inG and the fixed ring ofH in S as
StabG (T) :=

̺ ∈G
̺(a ) = a , for all a ∈T, FixS(H ) :=a ∈S ̺(a ) = a , for all ̺ ∈H.
Definition 2.1. The ring S is a Galois extension of R with Galois groupG if
1. FixS(G ) =R and
2. there are elements α0,α1, · · · ,αm−1;α
∗
0,α
∗
1, · · · ,α
∗
m−1 in S such that
m−1∑
t=0
σi (αt )σ
j (α∗t ) = δi ,j ,
for all i , j = 0,1, · · · , |G | − 1(where δi ,j = 1S if i = j , and 0S otherwise).
Note that a Galois extension is separable but the converse is not true in general as it was stated in
[9], for a complete discussion on this fact see [15]. If S|R is a Galois extension with Galois group G then
TrSR is a free generator of HomR(S,R) as anS-module. The following result in [3, Chap. III, Theorem 1.1]
provide us the Galois correspondence for finite chain rings.
Lemma 1. Let S|R be a Galois extension with Galois group G . If T a Galois extension of R and T is
a subring of S, then the Galois group of T|R is StabG (T). Furthermore, StabG (FixS(H )) = H and
FixS(StabG (T)) =T.
We say that the pair (StabG ,FixS) is aGalois correspondence betweenG andS. Note that theGalois
extension S|R is a free R-module with |G | = rankR(S) (see [3, Chap. III], [9, Theorem V.4]) and G =
AutR(S) (see [9, Theorem XV.10]). From now on α := {α0,α1, · · · ,αm−1} will denote a free R-basis of S
andMα :=

TrSR(αiαj )

0≤i<m
0≤j<m
will be thematrix associate to α.
Proposition 1. Let S|R be a Galois extension with Galois groupG . Then the matrixMα is invertible.
Proof. Since rankR(S) = rankFq (Fqm ) = m , by [9, Theorem V.5], {π(α0),π(α1), · · · ,π(αm−1)} is an Fq -
basis ofFqm . So In fact,Tr
Fqm
Fq
◦π=π◦TrSR andπ(S×) = Fqm \{0}. So by [16, Theorem8.3] the determinant
ofMα is a ring unit. 
Hence there are elements α∗0,α
∗
1, · · · ,α
∗
m−1 in S such that Tr
S
R(αiα
∗
j ) = δi ,j and (α
∗
0,α
∗
1, · · · ,α
∗
m−1) =
M−1α (α0,α1, · · · ,αm−1). Thus the set {α
∗
0,α
∗
1, · · · ,α
∗
m−1} is a free R-basis of S called the trace-dual basis of
{α0,α1, · · · ,αm−1}.
3
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2.3. Bilinear forms
An S-linear code of length ℓ is a S-module of Sℓ, and the elements ofB are called codewords. From
now on we will assume that all codes are of length ℓ unless stated otherwise.
Let be a and b inSℓ, their Euclidean inner product is defined as (a,b)E = a 1b1+a 2b2+ · · ·+a ℓbℓ, and ifm
is even their Hermitian inner product is defined as (a,b)H = (σ
m
2 (a),b)E. Note that (−,−)E is a symmetric
bilinear form.
For all a in Sℓ and b in Rℓ, TrSR ((a,b)E) =

TrSR(a),b

E , and if m is even, Tr
S
R ((a,b)H) = Tr
S
R ((a,b)E) ,
since TrSR

σ
m
2 (a)

=TrSR(a). Throughout the paper ϕ = (−,−)E and ifm is even ϕ′ = (−,−)H, otherwise
ϕ′ = (−,−)E. It is clear that
ϕ(b,TrSR(a)) =ϕ(Tr
S
R(a),b) =Tr
S
R(ϕ
′(a,b)), for all a ∈Sℓ and b∈Rℓ. (5)
Lemma 2. LetB be an S-linear code. Then
B
⊥ϕ′ :=
¦
a∈Sℓ |ϕ′(a,c) = 0, for all c∈B
©
is an S-linear code of the same length asB and

B⊥ϕ′
⊥ϕ′
=B .
Proof. Let a be in Sℓ, the map ϕ′a := ϕ′(a,−) is an S-linear form. ThereforeB
⊥ϕ′ = ∩
c∈B
Ker(ϕ′c) is an
S-linear code. Ifm is odd, ϕ =ϕ′ = (−,−)E, by [12, Theorem 3.10. (iii)],

B⊥
⊥
=B . Otherwise,
B⊥H =
¦
a∈Sℓ | (a,c)E = 0, for all c∈σ
m
2 (B)
©
= (σ
m
2 (B))⊥.
Thus

B⊥H
⊥H
=

σ
m
2 (B)⊥
⊥H
=

σ
2m
2 (B)⊥
⊥
. Since σ
2m
2 = σm = Id it follows that

B⊥H
⊥H
=
B⊥
⊥
=B . 
The S-linear code B⊥ϕ′ is called ϕ′-dual code of the code B associated to the S-bilinear form ϕ′.
The following theorem generalizes Delsarte’s celebrated result [2].
Theorem 1 (Delsarte Theorem). LetB be an S-linear code then TrSR(B
⊥ϕ′ ) =ResR(B)⊥.
Proof. Let a∈TrSR(B
⊥ϕ′ ). Then a=TrSR(b) and b∈B
⊥ϕ′ . For all c∈ResR(B),
ϕ(a,c) = ϕ(TrSR(b),c),
= TrSR(ϕ
′(b,c)), from (5)
= TrSR(0),
= 0.
Thus TrSR(B
⊥ϕ′ )⊆ResR(B)⊥.
On the other hand, let a ∈

TrSR(B
⊥ϕ′ )
⊥
, we have that for all c in B⊥ϕ′ , ϕ(a,TrSR(c)) = 0. Thus
for all λ in S λc ∈ B and it follows that ϕ(a,TrSR(λc)) = 0. Considering the relation (5) we have that
TrSR(ϕ′(a,λc)) = 0 and since ϕ′(a,−) is linear we get that ϕ′(a,λc) = λϕ′(a,c). Hence, Tr
S
R(λϕ
′(a,c)) = 0
for all λ in S. Therefore by Lemma 2 we have ResR(B)⊆TrSR(B
⊥ϕ′ ).

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2.4. Generator matrix in row standard form
Usually to each S-linear code can be associated a generator matrix in standard form that involves
permuting the columns of the original generator matrix, i.e. the code generated by the new matrix is
permutation equivalent to the original one (see [12, Proposition 3.2]). We will now reformulate a more
detailed version of this result in order to define a unique generator matrix in row standard canonical for
anS-linear code that generates the code and that will be helpful in determiningwhether a code is Galois
invariant or not.
Let v1,v2, . . . ,vk be non-zero vectors in Sℓ, we say that they are S-independent if for all a 1,a 2, . . . ,a k
in S we have that a 1v1+a 2v2+ · · ·+a k vk = 0 implies that a ivi = 0, for all i . LetB be an S-linear code,
the codewords c1,c2, . . . ,ck ∈B form anS-basis ofB if they are independent and they generateB as an
Smodule. Any S-linear codeB admits an S-basis and any two S-basis ofB has the same number of
codewords, see [4, Theorems 4.6–4.7]. The number of codewords of an S-basis ofB is called rank ofB
and it will be denoted as rankS(B). We also will denote by row(A) the S-linear code generated by the
rows of the matrix A.
The set of all k × ℓ matrices over S will be denote by Sk×ℓ. A matrix A ∈ Sk×ℓ is said be a full-rank
matrix if rank(A) = k . A matrix A with entries in S is called a generator matrix for the code B if the
set of rows of A is a basis ofB , therefore it is a full-rank matrix. We will denote by GLk (S) the group of
invertiblematrices in Sk×k . We say that the matrices A and B in Sk×ℓ are row-equivalent if there exists a
matrix P ∈GLk (S) such that B = PA.
Definition 2.2. Let A be a matrix in Sk×ℓ and A[i :] the i -th row of A; A[: j ] the j -th column of A; A[i ; j ]
the (i , j )-entry of A.
1. The valuation function of A is the mapping ϑA : {1, · · · ,k }→ {0,1, · · · ,s }, defined by
ϑA (i ) := ϑS(A[i :]) :=min{ϑS(A[i ; j ]) |1≤ j ≤ ℓ}.
2. The pivot of a nonzero row A[i :] of A, is the first entry among all the entries least with valuation
in that row. By convention, the pivot of the zero row is its first entry.
3. The pivot function of A is the mapping ρ : {1, · · · ,k }→ {1, · · · ,ℓ}, defined by
ρ(i ) :=min

j ∈ {1; · · · ;ℓ} |ϑS (A[i ; j ]) = ϑi

.
Note that from the definition the pivot of the row A[i :] is the element A[i ,ρ(i )]. Let ̺ be a ring
automorphism of S, it is clear that the pivot function and valuation function of the matrices A and 
̺(A[i ; j ])

1≤i≤k
1≤j≤ℓ
provide the same values.
Definition 2.3 (Matrix in row standard form [5]). A matrix A ∈Sk×ℓ is in row standard form if it satisfies
the following conditions
1. The pivot function of A is injective and the valuation function of A is increasing,
2. for all i ∈ {1, · · · ,k }, there is ϑi ∈ {0,1, · · · ,s − 1} such that A[i ;ρ(i )] = θ ϑi and A[i :] ∈ (θ ϑiS)ℓ and
3. for all pairs i , t ∈ {1, · · · ,k } such that t , i , then
(a) either i > t and degR
 
A[t ;ρ(i )]

<ϑi ,
(b) or A[i ;ρ(t )] = 0.
5
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Note that a matrix in row standard form is a nonzero matrix and that its rows are linearly indepen-
dent. Moreover, if A ∈ Sk×ℓ is in row standard form, then for any ring automorphism ̺ of S, the matrix 
̺(A[i ; j ])

1≤i≤k
1≤j≤ℓ
is also in row standard form.
LetA ∈Sk×ℓ be a nonzeromatrix, we say that amatrix B ∈Sk×ℓ is the row standard form of A if B is in
row standard form and B is row-equivalent to A. A proof of the existence and unicity of the row standard
form of a matrix can be found in [5]. Since the set of all generator matrices of any S-linear codeB is a
coset under row equivalence, it follows thatB has a unique generator matrix in row standard form that
will be denoted by RSF(B). As usual we define the type of a linear code as follows.
Definition 2.4 (Type of a linear code). LetB be an S-linear code of length ℓ. Denoted by θ ϑi the i -th
pivot of RSF(B). The typeB is the (s + 1)-tuples
(ℓ;k0,k1, · · · ,ks−1)
where k t := |{ϑi |ϑi = t}|.
Note that if (ℓ;k0,k1, · · · ,ks−1) is the type of an S-linear codeB then we can be compute the S-rank
ofB and the number of codewords ofB , of the following way:
rankS(B) =
s−1∑
t=0
k t, and |B|= q
m

s−1∑
t=0
k t (s−t )

.
3. Galois action onL (Sℓ).
Let S|R be a Galois extension of finite chain ring with Galois group G . The Galois group G acts on
L (Sℓ) as follows; LetB inL (Sℓ) andσ inG
σ(B) =
¨
(σ(c0),σ(c1), · · · ,σ(cℓ−1))
 (c0,c1, · · · ,cℓ−1)∈B
«
. (6)
Definition 3.1 (Galois invariance). A linear codeB over S is called Galois invariant if σ(B) =B for all
σ ∈G .
An direct consequence of this definition is the following fact. LetB be an S-linear code andm an
even number, ifB is a Galois invariant code thenB⊥ϕ′ =B⊥ (note thatB⊥ϕ′ = (σ
m
2 (B))⊥E ). Therefore,
we will consider only the euclidean inner product from now on.
Lemma 3. LetB be an S-linear code and A a generator matrix ofB .
1. σ(B⊥) =σ(B)⊥, andσ(row(A)) =row(σ(A)), for allσ ∈G.
2. The following assertions are equivalent:
(a) B is Galois invariant;
(b) B⊥ is Galois invariant.
The following theorem allows us to check the Galois invariance of a code by checking its generator
matrix in row standard form.
Theorem 2. LetB be an S-linear code and A ∈ Sk×ℓ a generator matrix ofB . Then the following facts
are equivalent.
6
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1. B is Galois invariant.
2. RSF(B) in Rk×ℓ.
Proof.
1.⇒ 2. Let σ in G . Then the matrix σ(RSF(B)) is the generator matrix in row standard form of σ(B),
by the uniqueness of generator matrix in row standard form, it follows RSF(B) = σ(RSF(B)) for
all σ in G , thus RSF(B) ∈ FixS(G )k×ℓ. As S|R is a Galois separable extension with Galois group
G , it follows that FixS(G ) =R. Hence RSF(B) ∈Rk×ℓ.
2.⇒ 1. IfRSF(B) ∈Rk×ℓ, Thenσ(RSF(B)) =RSF(B) is a generatormatrix ofB and ofσ(B), therefore
B is Galois invariant (see [8, Theorem 1]).

Corollary 1. LetB be a linear code over S,B is Galois invariant if and only if RSF(B) =RSF(Res(B)).
The proof follows directly from Theorem 2 above. We have also the following result.
Corollary 2. LetB be a linear code over S of the type (ℓ;k0,k1, · · · ,ks−1). Then the following conditions
are equivalent.
1. B is Galois invariant,
2. ResR(B) is of type (ℓ;k0,k1, · · · ,ks−1).
For allB1,B2 ∈L (Sℓ),B1∨B2 =B1+B2 is the smallest S-linear code containingB1 andB2. Note
that

L (Sℓ);∩,∨

is a lattice and for each E ⊆ Sℓ we define Ext(E ), the extension code of E to S, as the
code form by all S-linear combinations of elements in E .
Proposition 2. The operators
L (Sℓ)
TrSR;ResR
⇄
Ext
Lℓ(R) (7)
are latticemorphisms. Moreover,
Ext(C ⊥) =Ext(C )⊥ and TrSR(Ext(C )) =ResR(Ext(C )) =C for allC ∈Lℓ(R).
Proof. LetB andB ′ be twoS-linear codes. The tracemapTrSR is surjective andwe haveTr
S
R(B+B
′) =
TrSR(B) +Tr
S
R(B
′) and TrSR(B ∩B ′) = Tr
S
R(B)∩Tr
S
R(B
′). Applying Theorem 2 we get that ResR is a
lattice morphism. On the other hand, letC inLℓ(R), the S-linear code Ext(C ) is Galois invariant, thus
TrSR(Ext(C )) =ResR(Ext(C )) =C and Ext(C ⊥) =Ext(C )⊥.

Definition 3.2 (Galois closure and Galois interior). LetB be a linear code over S.
1. The Galois closure ofB , denoted by fB , is the smallest linear code over S, containingB , which is
Galois invariant, fB :=⋂T ∈L (Sℓ) T ⊆B and T Galois invariant .
7
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2. TheGalois interior ofB , denoted
◦
B , is the greatestS-linear subcode ofB , which is Galois invari-
ant,
◦
B :=
∨
T ∈L (Sℓ)
T ⊇B and T Galois invariant .
A map JG :L (Sℓ)→L (Sℓ) is called a Galois operator if JG is anmorphism of lattices such that
1. JG (JG (B)) =JG (B) and
2. for allB inL (Sℓ) the code JG (B) is Galois invariant.
The Galois closure and Galois interior are indeed Galois operators and
f◦
B =
◦
B ,
◦fB = fB . From Defini-
tion 3.2, it follows thatB is Galois invariant if and only if fB = ◦B .
Proposition 3. IfB is a linear code over S then
◦
B⊥

=
 fB⊥ .
Proof. It is clear that
◦
B ⊆B and, by duality,

◦
B
⊥
⊆B⊥. Now
◦
B is Galois invariant therefore

◦
B
⊥
is Galois invariant by Remark 3 and it containsB⊥. Note thatgB⊥ is the smallest Galois invariant linear
code containingB⊥ hence
â
B⊥

⊆

◦
B
⊥
. SinceB⊥ ⊆gB⊥, again by duality we have that gB⊥⊥ ⊆B .
Now the code
gB⊥⊥ is Galois invariant and is contained in B , since the largest code that is Galois
invariant and contained inB is
◦
B , it follows that
gB⊥⊥ ⊆ ◦B , and both inclusions give the equality. 
Let {α0,α1, · · · ,αm−1} be a free R-basis of S and {α∗0,α
∗
1, · · · ,α
∗
m−1} its trace-dual basis. We define the
i -th projection as
Pri : Sℓ → Rℓ
c 7→ TrSR(α
∗
i c).
i = 0, . . . ,m − 1. (8)
Since cj =
m−1∑
i=0
TrSR(α
∗
i cj )αi , for all cj ∈S, andB is linear over S, it follows that Pri (B) =Tr
S
R(B).
Lemma 4. LetB be a linear code over S. ThenB ⊆ExtS(TrSR(B)) and ResR(B)⊆Tr
S
R(B).
The following lemma relates theGalois closure andGalois interior with the constructions of the trace
code, the restriction code and the extension code.
Lemma 5. LetB be a linear code over S. Then
◦
B =Ext(ResR(B)) =
⋂
σ∈G
σ(B).
Proof. By Definition 3.2 and Lemma4 we have Ext(ResR(B))⊆
◦
B ⊆B . On the other hand, the linear
code
◦
B over S is Galois invariant therefore we have Ext(ResR(
◦
B )) =
◦
B (see [8, Theorem 1]). Since
◦
B ⊆B we get that
◦
B ⊆Ext(ResR(B)). Thus we haveExt(ResR(B)) =
⋂
σ∈G
σ(B) (see [8, Corollary 1]).

Proposition 4. IfB be a linear code over S then fB =Ext(TrSR(B)) =∨σ∈G σ(B).
8
Author / ?? (2019) 1–16 9
Proof. fB = ((fB )⊥)⊥, by [12, Theorem 3.10 (iii)]
=

◦
B⊥
⊥
, by Proposition 3,
= Ext(ResR(

B⊥

)⊥, by Lemma5
= Ext

ResR (B)⊥
⊥
, by Proposition3,
= Ext

TrSR (B)
⊥
⊥
, by Theorem 1.
Note thatExt

TrSR (B)
⊥

=Ext

TrSR (B)
⊥
, therefore it follows that fB = ExtTrSR(B)⊥⊥ . Again
by [12, Theorem 3.10(iii)] we also have that fB =ExtTrSR(B) . SinceB ⊆∨σ∈G σ(B) is Galois invari-
ant then we have fB ⊆∨σ∈G σ(B). Finallyσ(B)⊆ fB for allσ ∈G , therefore∨σ∈G σ(B)⊆ fB . 
Remark 1. Note that by Lemma5 and Propostion 4 we get the following fact. Let B be an S-linear
code, then ResR(
◦
B ) = ResR(B) and ResR(fB) = TrSR(B). Thus (by Delsarte’s Theorem) ResR(B⊥) =
ResR(B)⊥ if and only ifB is Galois invariant.
Remark 2. In the case that S,R are finite fields the properties of the Galois closure and Galois interior as
well as Proposition 3 and Lemma 5 were stated by Stichtenoth in [14].
Note also that we have
g
B = fB , thus from Remark 1 it follows that
ResR(
g
B) =TrSR(fB ) and ResR(fB ) =TrSR(B).
Hence TrSR(B) =Tr
S
R(
fB ) (see [8, Proposition 1]). Thus as a corollary we recover the following result.
Corollary 3 (Theorem 2, [8]). The S-linear codeB is Galois invariant if and only if TrSR(B) =Res(B).
Finally we are in condition for enunciate a Galois correspondence statement. For anyB inL

Sℓ

,
we considerL (B) the lattice of S-linear subcode ofB . Let us define
Stab : L (B) → Sub(G )
T 7→ Stab(T ), and
FixB : Sub(G ) → L (B)
H 7→ ∩
σ∈H
σ(B),
where Stab(T ) =
¨
σ ∈G
σ(c) = c, for all c∈T
«
.
Let H a subgroup of G , we say that B is H-invariant if FixB (H ) = B . Note that FixB (H ) is an
H-interior ofB . From Lemma5 it follows that
FixB (H ) =Ext(ResT(B)),
where T = FixS(H ). Moreover FixB (Stab(B)) =B and Stab(FixB (H )) =H . Therefore we have a
Galois correspondence onL (B) as follows.
Theorem 3. For eachB in L

Sℓ

, the pair (Stab;FixB ) is a Galois correspondence betweenB and
G .
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4. Rank bounds
LetB be an S-linear code and {ci |1 ≤ i ≤ k } be the S-basis of B in row standard form, i.e. ci :=
RSF(B)[i :]. For each i = 1,2, . . . ,k , wewill denote bymi the integer such thatσm i (ci ) = ci andσm i−1(ci ),
ci . The set {mi | i = 1,2, · · · ,k } is called the level set ofB .
Note that the set
n
TrSR(α
∗
j ci ) | 0≤ j <m and 1≤ i ≤ k
o
is an R-generating set of TrSR(B) thus taking
into account Lemma4 we have the obvious upper bounds for the rank of restriction codes and trace
codes
rankR (ResR(B))≤rankS(B)≤rankR

TrSR(B)

≤m ·rankS(B). (9)
The inequality rankR (ResR(B))≤ rankS(B) in (4) follows from the fact that an R-basis of ResR(B)
is also S-independent and rankR(B) = mrankS(B). Note that it is also clear that rankS

◦
B

=
rankR (ResR(B)) and that rankR

TrSR(B)

= rankS
 fB. We can sharpen the upper bound in (4)
for the rank of trace codes as follows (note that it has some resemblances with Shibuya’s lower bound for
codes over finite fields in [13, Theorem 1]).
Proposition 5. LetB be an S-linear code, B := {ci |1 ≤ i ≤ k } be the S-basis ofB in row standard form
and {mi | i = 1,2, · · · ,k } its level set then
rankR

TrSR(B)

=rankS
 fB≤ k∑
i=1
mi ≤mrankS (B)− (m − 1)rankS

◦
B

. (10)
Proof. LetB ′ be the S-linear code generated by

σj (ci ) | 0≤ j <mi and 1≤ i ≤ k
	
. It is clear that fB ⊆
B ′ since B ′ is Galois invariant. Thus rankS
 fB ≤ k∑
i=1
mi and taking into account that mi ≤ m we
have that
k∑
i=1
mi ≤ |

c∈B |σ(c) = c
	
|+
¦σj (c) | c∈B, 0≤ j <m andσ(c), c©
= rankS

◦
B

+m

rankS (B)−rankS

◦
B

.

Wecan also obtain an straight forward lower bound for theR-rank of restriction codes as follows. Let
B be an S-linear code such that ResR(B), {0}, then rankR (ResR(B))≥ |{i |RSF(B)[i :] ∈Rℓ}| since
the rows of RSF(B) which are in Rℓ form a matrix in row standard form, thus they are R-independent
codewords in ResR(B).
A non-trivial lower bound can be found in the following result, note that it has some resemblances
with Stichtenoth’s lower bound for codes over finite fields in [14, Corollary 1] since the bound is related
with the rank of
◦
B⊥.
Proposition 6. LetB be an S-linear code of type (ℓ;k0,k1, · · · ,ks−1) and {m⊥i | i = 1,2, · · · ,ℓ−k0} the level
set ofB⊥. Then
rankR(ResR(B))≥ ℓ−
ℓ−k0∑
i=1
m⊥i ≥mk0− (m − 1)

ℓ−rankR

ResR

B⊥

. (11)
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Proof. We just use Proposition 5 and Delsarte’s Theorem.
rankR(ResR(B)) ≥ ℓ−rankR(ResR(B)⊥)
= ℓ−rankS((
◦
B )⊥), since
◦
B =Ext(ResR(B)),
= ℓ−rankS(gB⊥), since ( ◦B )⊥ =à(B⊥),
≥ ℓ−
ℓ−k0∑
i=1
m⊥i , by Proposition 5,
≥ ℓ−mrankS

B⊥

+(m − 1)rankR

ResR(B⊥)

, By Inequality 10 ,
= mk0+(m − 1)

ℓ−rankR

ResR(B⊥)

, because rankS

B⊥

= ℓ−k0,
= mk0+(m − 1)

ℓ−rankR

TrSR (B)
⊥

, Delsarte’s Theorem.

Note that the first inequality holds because if C is an R-code of type (ℓ;k0,k1, · · · ,ks−1) then C ⊥ is
of type (ℓ;ℓ−
∑s−1
i=0 k i ,ks−1, · · · ,k1) [12, Theorem 3.10 (ii)], in other words, rankR

C ⊥

≥ ℓ−rankR (C )
and the equality holds if and only ifC is a free code.
From Porposition 5 and Proposition 6 follows directly the following corollary relating the rank of the
restriction code and the free ranks of the code and the trace code.
Corollary 4. LetB be anR-code of type (ℓ;k0,k1, · · · ,ks−1) and (ℓ;k
(t )
0 ,k
(t )
1 , · · · ,k
(t )
s−1) be the type ofTr
S
R(B)
and (ℓ;k
(r )
0 ,k
(r )
1 , · · · ,k
(r )
s−1) be the type of ResR(B), then
1. rankR(ResR(B))≥ ℓ−
ℓ−k0∑
i=1
m⊥i ≥mk0− (m − 1)k
(t )
0 .
2. mk0− (m − 1)k
(r )
0 ≤ ℓ−k
(t )
0 ≤m (ℓ−k0)− (m − 1)(ℓ−k
(r )
0 ).
5. An application to Linear Cyclic Codes
In this section we will assume that (ℓ,q ) = 1 and the multiplicative order of q modulo ℓ will be de-
notedbyordℓ(q ) =m . A subsetC ofRℓ, is cyclic, if for all (c0, · · · ,cℓ−2,cℓ−1)∈C we have (cℓ−1,c0, · · · ,cℓ−2)∈
C . We will denote byRℓ the quotient ring of R[x ] by the ideal generated by x ℓ− 1. As usual, we identify
the R-modules (Rℓ,+) and (Rℓ,+) and if the polynomial g ∈ R[x ] has degree less or equal to ℓ− 1 then
we identify g and its quotient class inRℓ. We define themap
Ψ : Rℓ → Rℓ
(c0,c1, · · · ,cℓ−1) 7→ c0+ c1x + · · ·+ cℓ−1x ℓ−1+ 〈x ℓ− 1〉,
(12)
where 〈x ℓ − 1〉 is the ideal of R[x ] generated by x ℓ − 1. It is well known that Ψ is an isomorphism of R-
modules and any R-linear code C of length ℓ is cyclic if and only if Ψ(C ) is an ideal of Rℓ. The Galois
extensionS ofR such thatrankR(S) =m is the splitting ring of x ℓ−1=
ℓ−1∏
i=0
(x−ξi ), where ξ is an element
in Γ(S) such that ξi , 1 for i = 0, . . . ,ℓ− 1 and ξℓ = 1. The q-cyclotomic coset modulo ℓ containing a will
be denoted by
Za =
¨
aq j modℓ
 0≤ j < za
«
,
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where za is the smallest nonnegative integer such thataq z a ≡ a (mod ℓ). The setClq (ℓ) := {a 1,a 2, · · · ,au }
will be the subset of {0,1, · · · ,ℓ− 1} such that for all a ∈ {0,1, · · · ,ℓ− 1} there is a unique index i such that
a ∈Za i . Let a ∈Clq (ℓ), Λa will denote the Hensel’s lift of the minimal polynomial of π(ξ)a over Fq to the
ring R, where π(ξ) is a primitive root of x ℓ− 1. Then
x ℓ− 1=
∏
a∈Clq (ℓ)
Λa ,
is the factorization of x ℓ − 1 into a product of distinct basic irreducible polynomials over R. For each
element a ∈ Clq (ℓ) by cΛa we will denote the monic polynomial in Rℓ such that x ℓ − 1 = cΛaΛa . Then
there exists a pair (u ,v ) ∈ (Rℓ)2 such that uΛa + vcΛa = 1. The idempotents of Rℓ are described in the
following result.
Lemma 6 (Theorem 2.9 [17]). The set

ea := vcΛa a ∈ Clq (ℓ) is the set of the mutually orthogonal
non-zero idempotents ofRℓ and
∑
a∈Clq (ℓ)
ea = 1.
The last equality implies the decomposition ofRℓ into the direct sum of ideals of the form Ψ(Ca ) :=
〈ea 〉 such thatΨ(Ca )Ψ(Ca ′ ) = {0} (since ea ea ′ = 0 if a , a ′), i.e.
Rℓ :=
⊕
a∈Clq (ℓ)
Ψ(Ca ) . (13)
LetC be an R-linear cyclic subcode ofCa . Since Ψ(Ca ) is a principal ideal inRℓ, there exists f ∈Rℓ
such that Ψ(C ) =


f

and ea divides f . If C , Ca , then ωa < Ψ(C ) . Therefore there exits an integer
t∈ {0,1, · · · ,s − 1} such that f (x ) = θ tωa (x ) and we have the following.
Proposition 7. Let a ∈Clq (ℓ), the cyclic R-subcodes of the R-linear cyclic code Ψ(Ca ) := 〈ωa 〉 are
{0}(Ca ,s−1( · · ·(Ca ,1 (Ca , (14)
andCta := θ
ta Ca is the only R-linear cyclic subcode ofCa such that θ s−taCta = {0} and θ s−ta−1Cta , {0}.
Corollary 5. For each R-linear cyclic codeC of length ℓ there exists a uniquemulti-index
(ta )a∈Clq (ℓ) ∈ {0,1, · · · ,s }
Clq (ℓ)
such thatC :=
⊕
a∈Clq (ℓ)
Cta .
Consider the set ℓ (R) of all the cyclic codes over R of length ℓ andAℓ(q ,s ) := {0,1, · · · ,s }Clq (ℓ) the
set of all the multi-indices. Corollary 5 establishes that
ℑ : Aℓ(q ,s ) → ℓ (R)
t 7→
⊕
a∈Clq (ℓ)
Cta .
(15)
is a bijection between the setsAℓ(q ,s ) and ℓ (R). Let t be the multi-index associate to a R-linear cyclic
codeC , the integers k j = |{a ∈Clq (ℓ) | ta = j }|with 0≤ j ≤ s −1 determine the type (ℓ;k0,k1, · · · ,ks−1) of
C . Moreover,Ca is a minimal free R-linear cyclic code of R-rank za . In the rest of the paper we will face
this question:
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Let C be an R-linear cyclic code of length ℓ How one can construct an S-linear cyclic codeB
of length ℓ, such thatC =ResR(B) andB is Galois invariant?
Consider the set A := {a 1,a 2, · · · ,a k } ⊆ {0,1, · · · ,ℓ− 1} and the evaluation evξ in ξ := (1,ξ,ξ2, · · · ,ξℓ−1)
defined by
evξ : P (A) → Sℓ
f 7→ (f (1), f (ξ), · · · , f (ξℓ−1)).
The R-module P (A) is free and spanned by {xa |a ∈ A}. Thus evξ(P (A)) is the free S-linear codeB(A)
with generator matrix
WA :=

1 ξa 1 · · · ξ(ℓ−1)a 1
...
...
...
1 ξa k · · · ξ(ℓ−1)a k
 (16)
and the subset A of {0,1, · · · ,ℓ− 1}, is called defining set ofB(A).
Let u ∈ {0,1, · · · ,ℓ}, the set ofmultiples of u is uA := {ua modℓ |a ∈ A}, the opposite of A is −A :=
{ℓ− 1−a |a ∈ A} and a subset A is said q-invariant if A = qA. The q-closure of A is
eA := ∪
a∈A
Za .
It is clear that the q-closure of A is the smallest q-invariant subset of {0,1, · · · ,ℓ− 1} contained A. The
complementary of A is A := {a ∈ {0,1, · · · ,ℓ− 1} |a < A}.
Proposition 8. Let A be a subset of {0,1, · · · ,ℓ− 1}. Then B(A) is cyclic and its generator polynomial is∏
a∈A
(x −ξ−a ).
Proof. Consider the codeword cf =evξ(f ) =

f (0); · · · ; f (ξℓ−2); f (ξℓ−1)

determinedby f (x ) =
k∑
i=1
f ixa i ∈
P (A). For g (x ) =
k∑
i=1
f iξ−a i xa i ∈ P (A) and

g (0); g (ξ); · · · ; g (ξℓ−1)

is the shift of cf and thereforeB(A)
is a cyclic code. On the other hand we haveΨ(c f ) =
ℓ−1∑
j=1
f (ξj )x j and
Ψ(cf )(ξ
a ) =
k∑
i=1
f iξ
−a i
ℓ−1∑
j=1
ξj (a i+a )
ℓ k∑
i=1
f iξ
−a iδ−a i ,a , a = 0, · · · ,ℓ− 1.
Thus a ∈ −A if and only if Ψ(c f )(ξa ) = 0 and therefore Ψ(c f )(ξa ) =
 ∏
a∈A
(x −ξ−a )
!
f (x ). Note thatB(A)
is an S-free module of rank |A| and Ψ is an S-module isomorphism, thus
∏
a∈A
(x −ξ−a ) is the generator
polynomial ofB(A).

It is easy to check that
ℓ−1∑
j=0
ξi j = ℓδi ,0, for all i = 0,1, · · · ,ℓ− 1, therefore the following result holds.
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Lemma 7. Let A and B be two subsets of {0,1, · · · ,ℓ− 1}. Then
1. A ⊆ B if and only ifB(A)⊆B(B );
2. A ∩ (−B ) = ; if and only ifB(A)⊥B(B ).
Consider 2{0,1,··· ,ℓ−1} the set of the subsets of {0,1, · · · ,ℓ−1} andℓ (S) the set of cyclic codes over S of
length ℓ, from Lemma6 we get the following.
Corollary 6. For t= 0,1, · · · ,s , the map
Bt : 2
{0,1,··· ,ℓ−1} → ℓ (S)
A 7→ θ tB(A),
(17)
is a monomorphism of lattices. Moreover,Bt(A) decomposes as
Bt(A) = ⊕
a∈Clq (ℓ)
Bt(A ∩Za )
andBt(A)
⊥ = θ s−tB(−A) for any subset A ⊆ {0,1, · · · ,ℓ− 1}.
For t= 0,1, · · · ,s , we haveBt(;) = {0} andBt({0,1, · · · ,ℓ−1}) = (Sθ t)ℓ, and the following properties of
the codeBt(A) hold.
Theorem 4. Let A ⊆ {0,1, · · · ,ℓ− 1}, thenBt(A) is Galois invariant if and only if A is q-invariant.
Proof. Just note thatσ(Bt(A)) =Bt(qA), for allσ ∈G . 
The following result extends [1, Theorem 5] to finite chain rings.
Corollary 7. Let A ⊆ {0,1, · · · ,ℓ− 1}, thenB
 eA is the Galois closure ofB(A).
Consider the set G ◦ℓ (S) of all the S-linear cyclic codes of length ℓ, which are Galois invariant. Then
themap
B : Aℓ(q ,s ) → G
◦
ℓ
(S)
t 7→
⊕
a∈Clq (ℓ)
Bta (Za ).
(18)
is a bijection. We consider the R-linear cyclic code ℑt(A) defined by
ℑt(A) :=TrSR(Bs−t(A))
⊥, (19)
where A is an q-invariant subset of {0,1, · · · ,ℓ− 1}. According to Theorem4, B (A) is Galois invariant,
and by Remark 1 and Theorem3we have ℑt(A) =ResR(Bt(A)⊥), and by Corollary 6 it follows that ℑt(A) =
ResR(Bs−t(−A)). Hence ℑta (Za ) = ResR

Bs−ta (−Za )

and the bijection in Equation (15) can be rewrit-
ten as
ℑ : Aℓ(q ,s ) → ℓ (R)
t 7→
⊕
a∈Clq (ℓ)
ResR

Bs−ta (−Za )

. (20)
Consider now the S-linear cyclic code given by
B( t )⊥ :=
⊕
a∈Clq (ℓ)
Bs−ta (−Za ),
from Proposition 2, ℑ( t ) =ResR

B( t )⊥

and by Theorem4(2)B( t )⊥ is Galois invariant. The follow-
ing theorem gives an answer to the previous question.
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Theorem 5. For each t inAℓ(q ,s ) we have that
ℑ( t ) =ResS

B( t )⊥

, rankR(ℑ( t )) =
u∑
i=1
za i ,
and
Wt :=

θ s−ta1Wa 1
θ s−ta2Wa 2
...
θ s−tau Wau

is a generator matrix ofB( t )⊥ where Wa i ’s are generator matrices ofB(−Za i )’s in Equation (16).
Theorem5 generalizes the construction of [12, Theorem 4.14] to linear cyclic codes over finite chain
rings. Finally, it is important to note Theorem2 implies that for a subset A ⊆ {0,1, · · · ,ℓ−1} the matrix in
Equation (16) verifies RSF(WA )∈R|A |×ℓ if and only if A is q-invariant.
Finally we will show a BCH-like bound for the minimum Hamming distance (dH ) of this type of
codes. A subset I ⊆ {0,1, · · · ,ℓ− 1} is an interval of length v if there exists (u ,w ) ∈ {0,1, · · · ,ℓ− 1}2 such
that (w ,ℓ) = 1 and
I =

wu modℓ;w (u + 1)modℓ; · · · ;w (u + v − 1)modℓ

. (21)
Theorem 6 (BCH-bound). If A is an interval of length v then dH (ℑt(A))≥ v + 1.
Proof. Let A =

wa 1modℓ;w (a 1 + 1)modℓ; · · · ;w (a 1 + a k − 1)modℓ

for some integer w such that
(w ,ℓ) = 1. Then ζ := ξw is also a primitive root of x ℓ − 1. Suppose that c is a nonzero codeword of
Bs−t(−A) with the least Hamming weight. Then WAc
T = 0. Consider {j |c j , 0} ⊆ {j1, j2, · · · , jv } := v .
Consider m = (c j1 ,c j2 , · · · ,c jv ) where c = (· · · ,0,c j i ,0, · · · ,0,c j i+1 ,0, · · · ). Thus the equality WAc
T = 0 be-
comesWvmT = 0, whereWv :=

ζj1a 1 · · · ξjv a 1
...
...
ζj1(a 1+a v−1) · · · ξjv (a 1+a v−1)
 . We have
det(Wv ) =−ζ
v

v∑
t=1
j t
 ∏
1≤a<b≤v

ζja −ζjb

is invertible since ζ ∈ Γ(S)∗. Thereforem= 0 which is a contradiction because c , 0. Hence dH (ℑt(A)) ≥
dH(Bs−t(−A))≥ v + 1. 
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