Abstract-An adaptive neural system which solves a problem of clustering data with missing values in an online mode with a permanent correction of restorable table elements and clusters' centroids is proposed in this article. The introduced neural system is characterized by both a high speed and a simple numerical implementation. It can process information in a real-time mode.
I. INTRODUCTION
A clustering task is one of the most important problems in Data Mining [1] [2] [3] [4] [5] [6] [7] [8] [9] . There is a variety of different approaches and algorithms (from purely intuitive and heuristic methods to rigorously mathematical ones [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] ) used for solving the problem. With that in many Data Mining tasks, initial data tables may contain empty cells (gaps, outliers, and omitted values) where information is missing for some reasons. Some attention was paid to a task of these missing values recovery [21] [22] [23] . The most effective approaches for this specific case were methods based on Computational Intelligence (mathematical tools of soft computing) [24] [25] [26] [27] [28] [29] [30] and primarily artificial neural networks [31] [32] [33] [34] [35] [36] . Besides that, some widely known approaches to gaps' recovery and traditional clustering algorithms can be applied only in instances when an initial data table is given a priori and a number of its rows and columns can't be changed during data processing. Simultaneously, there's a wide enough group of tasks when data come to processing sequentially in an online mode while it is unknown beforehand which vector to be processed may contain missing values. These processes of data recovery and their clustering should be run simultaneously in a real-time mode.
The remainder of this paper is organized as follows: Section 2 describes an adaptive linear element. Section 3 declares description of the problem. Section 4 describes an adaptive algorithm for filling out gaps. Section 5 describes adaptive restoration of data with omitted values based on an ensemble of neo-fuzzy neurons. Section 6 declares fuzzy clustering data with omitted values. Conclusions and future work are given in the final section.
II. AN ADAPTIVE LINEAR ELEMENT (ADALINE)
One of the simplest neurons which are capable of learning is an adaptive linear element (adaline). It was proposed by B. Widrow and it is shown in Fig.1 . The adaline is structurally similar to a neuron by McCullough-Pitts with an activation signum function and comprises two main parts: an adaptive linear associator and a nonlinear activation function. The adaline has 1 n  inputs 01 ( 1) )
where
 is a symbol of pseudoinversion by Moore-Penrose [37] .
If there are gaps in G N rows and in different columns, all these rows are excluded from the matrix X . Based on a truncated (2) and (4). The proposed algorithm can be presented as a scheme.
Step 1. An initial
Step 2. Exclude G N rows with missing values and form n matrices j X .
Step 3. Calculate j w vectors for all columns 1, 2, , jn  .
Step 
If data come sequentially (a row by a row), a recurrent version of the least squares method may be used instead of the estimate (3). Using the recurrent version of the method implies time invariability of all links that exist in a data matrix. The exponentially weighted recurrent least squares method can be unstable at low values of a smoothing parameter.
In this regard for online data analysis, it seems appropriate to use adaptive learning algorithms, which possess both tracking and filtering properties [38, 39] (for non-stationary cases). If N rows were analyzed and recovered during processing data arrays, then when the 
Then renewed values ˆk j x are calculated again.
If the   1 N  th row has a gap, it will be skipped and the algorithm (5) will wait for a completely filled out row, for example, At the initial stages of processing Table 1 , an amount of completely filled out rows F N is insufficient in comparison with a number of columns n , the estimates obtained by means of the least squares method are characterized by a low accuracy. Applying adaptive learning algorithms [38, 39] can make sequential processing more efficient. The proposed algorithm may look like
where 01   is a smoothing parameter which specifies a compromise between processes of observations' filtration and tracking altering data characteristics.
That's really convenient to organize information processing in a sequential mode by means of a system based on a neural network. Its basic elements are n adaptive linear associators (adalines) [33, 34] that work in a parallel manner and can be tuned with the help of the expressions (6) and (7) . A scheme of the proposed system can be found at Fig.2 . An index k here stands for an object's number whose characteristics are currently being processed. The problem of data recovery with omitted values based on an ensemble of the adalines considered in the previous section was solved by assuming that there's a linear correlation between columns j x of the "objectproperty" matrix. Parameters of this correlation may be estimated either with the help of the traditional least squares method (4), or its recurrent modification (6), or the adaptive learning algorithm (7).
The case is getting more complicated when a dependence between columns j x can't be adequately described by linear relations, and it has a more complex nonlinear character, and the nature of this nonlinearity is previously unknown. In a general case, an arbitrary type of nonlinearity can be arbitrarily accurately reconstructed by means of neural networks [31] [32] [33] [34] [35] [36] . However, firstly, artificial neural networks require sufficiently large volumes of training samples for their learning procedures (albeit with gaps [21] [22] [23] ); secondly, implementation of the recovery system gets dramatically complicated and the system's speed reduces (and this network can't operate in an online mode). This difficulty may be overcome with the help of new building blocks -neo-fuzzy neurons [40] [41] [42] [43] , which are neuro-fuzzy systems with high approximating properties (on the one hand), and, on the other hand, they can be considered nonlinear extensions of the adalines. That's why linear learning algorithms (optimal in speed) can be used for their training.
An architecture of the neo-fuzzy neuron is shown in Fig.3 As a learning criterion for the neo-fuzzy neuron, the quadratic function (similar to the adaline's one) is used
which is minimized with the help of a gradient algorithm
where  is a scalar parameter of a learning rate.
Introducing ( 1) hn  vectors of membership functions
and synaptic weights (8) can be written down in a vector form (11) , which owns a similar structure to the image (1) implemented by the adaline.
( 1) ( ),
It is easy to note that evaluation of the vector of synaptic weights may be carried out both by the standard least squares method (if the Table 1 is given beforehand) and by means of the algorithm (7) for a sequential mode, which in this case takes on the form
for an individual neo-fuzzy neuron; and 1 1, 1
for the neo-fuzzy neuron in the adaptive neuro-fuzzy system for gaps' recovery (Fig.4) .
On the truth of speaking, this system is an extension of the adaptive system from Fig.2 As it can be seen, the nonlinear expansion of the problem from the theoretical point of view does not cause any problems, and a sacrifice for the nonlinear properties is a h times more number of tunable synaptic weights in comparison with the system in Fig.2 . This feature could lead to a decrease of data processing speed in a number of cases. analysis such as an amount of alcohol in wine, a malic acid, intensity of a wine's color, its shade and so on. It should be noted that information we use is full and contains no gaps. This fact makes it possible to check an algorithm for incoming data in a real-time mode. Initially, the data are loaded into the system without being distorted; later gaps are artificially inserted into the . As a result of the application's functioning, an errors' table is obtained, according to which it is possible to plot a graph for changing errors when new instances are being processed. As it can be seen from Fig.6 , an error for 169 samples with 10 gaps is gradually decreasing. It may be concluded that it's low enough. Initially, due to a small number of samples provided, the error was higher than the mean error, but it was decreasing and stabilizing during the analysis of remaining samples.
As criteria of clustering quality assessment, we used Partition Coefficient (PC), Classification Entropy (CE), Partition Index (SC), Separation Index (S), Xie-Beni's Index (XB), and Dunn's Index (DI) [5] . The criteria under consideration are widely used for estimation of fuzzy clustering methods' functioning and demonstrate a quality of data partition into clusters. Table 2 and Table 3 present results of the above mentioned algorithms for the Wine dataset with restored 100 missing values. According to the tables, the developed approach to restoration of missing values provides the best quality results for data partition into clusters. 
VII. CONCLUSION
The task of gaps' recovery in "object-property" tables has been considered in the paper. Data come sequentially in this case. The adaptive neural system based on adaptive linear associators was developed that makes it possible to constantly adjust restored elements of the table in an online mode. This system can be characterized by a high speed and simple numerical implementation. The quality assessment procedure has been performed for various fuzzy clustering algorithms for data with missing values depending on their recovery methods.
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