Guidance and control of swarms of spacecraft by Morgan, Daniel James
c©2015 DANIEL JAMES MORGAN
GUIDANCE AND CONTROL OF SWARMS OF SPACECRAFT
BY
DANIEL JAMES MORGAN
DISSERTATION
Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Aerospace Engineering
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2015
Urbana, Illinois
Doctoral Committee:
Assistant Professor Soon-Jo Chung, Chair and Director of Research
Professor Emeritus Bruce Conway
Professor Seth Hutchinson
Professor Petros Voulgaris
Doctor Fred Hadaegh, Jet Propulsion Laboratory
Abstract
There has been considerable interest in formation flying spacecraft due to their poten-
tial to perform certain tasks at a cheaper cost than monolithic spacecraft. Formation
flying enables the use of smaller, cheaper spacecraft that distribute the risk of the
mission. Recently, the ideas of formation flying have been extended to spacecraft
swarms made up of hundreds to thousands of 100-gram-class spacecraft known as
femtosatellites. The large number of spacecraft and limited capabilities of each indi-
vidual spacecraft present a significant challenge in guidance, navigation, and control.
This dissertation deals with the guidance and control algorithms required to en-
able the flight of spacecraft swarms. The algorithms developed in this dissertation
are focused on achieving two main goals: swarm keeping and swarm reconfiguration.
The objectives of swarm keeping are to maintain bounded relative distances between
spacecraft, prevent collisions between spacecraft, and minimize the propellant used by
each spacecraft. Swarm reconfiguration requires the transfer of the swarm to a spe-
cific shape. Like with swarm keeping, minimizing the propellant used and preventing
collisions are the main objectives. Additionally, the algorithms required for swarm
keeping and swarm reconfiguration should be decentralized with respect to commu-
nication and computation so that they can be implemented on femtosats, which have
limited hardware capabilities.
The algorithms developed in this dissertation are concerned with swarms located
in low Earth orbit. In these orbits, Earth oblateness and atmospheric drag have
a significant effect on the relative motion of the swarm. The complicated dynamic
environment of low Earth orbits further complicates the swarm-keeping and swarm-
reconfiguration problems. To better develop and test these algorithms, a nonlinear,
relative dynamic model with J2 and drag perturbations is developed. This model is
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used throughout this dissertation to validate the algorithms using computer simula-
tions.
The swarm-keeping problem can be solved by placing the spacecraft on J2-invariant
relative orbits, which prevent collisions and minimize the drift of the swarm over hun-
dreds of orbits using a single burn. These orbits are achieved by energy matching
the spacecraft to the reference orbit. Additionally, these conditions can be repeatedly
applied to minimize the drift of the swarm when atmospheric drag has a large effect
(orbits with an altitude under 500 km).
The swarm reconfiguration is achieved using two steps: trajectory optimization
and assignment. The trajectory optimization problem can be written as a nonlinear,
optimal control problem. This optimal control problem is discretized, decoupled, and
convexified so that the individual femtosats can efficiently solve the optimization.
Sequential convex programming is used to generate the control sequences and tra-
jectories required to safely and efficiently transfer a spacecraft from one position to
another. The sequence of trajectories is shown to converge to a Karush-Kuhn-Tucker
point of the nonconvex problem.
In the case where many of the spacecraft are interchangeable, a variable-swarm,
distributed auction algorithm is used to determine the assignment of spacecraft to
target positions. This auction algorithm requires only local communication and all
of the bidding parameters are stored locally. The assignment generated using this
auction algorithm is shown to be near optimal and to converge in a finite number
of bids. Additionally, the bidding process is used to modify the number of targets
used in the assignment so that the reconfiguration can be achieved even when there
is a disconnected communication network or a significant loss of spacecraft. Once
the assignment is achieved, the trajectory optimization can be run using the terminal
positions determined by the auction algorithm.
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To implement these algorithms in real time a model predictive control formulation
is used. Model predictive control uses a finite horizon to apply the most up-to-date
control sequence while simultaneously calculating a new assignment and trajectory
based on updated state information. Using a finite horizon allows collisions to only
be considered between spacecraft that are near each other at the current time. This
relaxes the all-to-all communication assumption so that only neighboring spacecraft
need to communicate.
Experimental validation is done using the formation flying testbed. The swarm-
reconfiguration algorithms are tested using multiple quadrotors. Experiments have
been performed using sequential convex programming for oﬄine trajectory planning,
model predictive control and sequential convex programming for real-time trajectory
generation, and the variable-swarm, distributed auction algorithm for optimal assign-
ment. These experiments show that the swarm-reconfiguration algorithms can be
implemented in real time using actual hardware.
In general, this dissertation presents guidance and control algorithms that main-
tain and reconfigure swarms of spacecraft while preventing collisions between the
spacecraft and minimizing the amount of propellant used.
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Chapter 1
Introduction
Formation flying spacecraft have been a major area of research over the past decade
due to their ability to perform certain tasks, such as interferometry [1] and distributed
sensing [2], and their potential to achieve performance at a cheaper cost than mono-
lithic spacecraft. An expensive monolithic spacecraft can be replaced by many low
cost spacecraft. Another advantage of formation flying spacecraft is that the forma-
tion as a whole is more redundant than a monolithic spacecraft because the failure
of a single spacecraft in the formation can be overcome by the rest of the formation
whereas the failure of a monolithic spacecraft most likely results in the failure of the
mission. One of the main challenges of formation flying spacecraft is the guidance,
navigation, and control (GN&C) of the formation.
This dissertation is concerned with the guidance and control of a challenging type
of formation flying, called spacecraft swarms. The Silicon Wafer Integrated Fem-
tosatellites (SWIFT) Swarm Project by the Jet Propulsion Laboratory presents a
new paradigm-shifting definition of spacecraft technology that can enable the flight
of swarms of fully capable femtosats [3, 4]. These swarms have potential for use as
optical relays, distributed antennas, or for massively distributed sensing applications
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among others. In this dissertation, a swarm is defined as a collection of hundreds to
thousands of homogeneous spacecraft and a femtosat is defined as a satellite with a
mass on the order of 100g. Due to their small size, the femtosats have limited sensing,
actuation, and computation capabilities, which require the guidance and control algo-
rithms of the swarm to be both propellant and computationally efficient. Additionally,
this dissertation focuses on swarms in low Earth orbit (LEO) where the dynamics, in-
cluding the Earth’s oblateness (J2) and atmospheric drag, are very complicated. The
complicated dynamics further the need for propellant and computationally efficient
algorithms.
One of the main advantages of a swarm of spacecraft is its ability to reconfigure
to form different shapes. In order to take advantage of this characteristic, a mission
involving a swarm of spacecraft will likely cycle through three phases: science, swarm
keeping, and swarm reconfiguration. Figure 1.1 shows the expected mission overview
with these phases. This dissertation develops guidance and control algorithms that
enable the latter two phases. The science phase of the mission is highly dependent
on the experiments being performed and is therefore very dependent on the mission.
For this reason, we do not develop algorithms for that phase, but instead focus on
the other two phases, which are essential to maximizing the propellant remaining for
the science phase.
In both the swarm-keeping and swarm-reconfiguration phases, the main objectives
are to avoid collisions, minimize propellant usage, and achieve a desired shape while
decentralizing the communication and computation architecture required to run the
algorithms. The difference between the two phases is that the swarm-keeping phase
only requires that the swarm remain bounded whereas the swarm-reconfiguration
phase requires that swarm form a desired shape with spacecraft in specific positions.
While this might seem like a minor difference, the swarm reconfiguration is a much
2
SWARM 
RECONFIGURATION:
Move spacecraft into 
position to begin performing 
science experiments
SWARM KEEPING: 
Prevent spacecraft 
from drifting apart
SCIENCE:
Requirements to be 
determined by mission
Figure 1.1: The mission will cycle through three phases: science, swarm keeping, and
swarm reconfiguration
more challenging phase since certain shapes might require spacecraft to achieve posi-
tions that are very near other spacecraft.
1.1 Literature Review
Previous work in spacecraft formation flying [5, 6, 7, 8, 9, 10, 11] and multivehicle con-
trol research [12, 13, 14, 15] has presented multivehicle guidance and control methods.
However, the previous work in formation flying usually deals with a small number of
spacecraft, a dozen at the most. Additionally, the spacecraft are much larger than
femtosats with greater capabilities. The swarm guidance and control algorithms must
be different from previous research because they need to simultaneously address the
large number of spacecraft, the modest capabilities of each individual femtosat, and
the complex dynamic environment. Specifically, the large number of spacecraft makes
collision avoidance a major challenge. Also, the limited computational capabilities
of each femtosat require that the guidance and control algorithms are very simple so
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that they can be run onboard the femtosats in real time.
Several papers have attempted to find J2-invariant relative orbits, which allow
two spacecraft to maintain a bounded relative distance with little propellant required.
The most popular method for finding these orbits is to use differential mean orbital
elements and Gauss’s variational equations (GVE) to minimize the secular drift be-
tween two spacecraft [16, 17, 18, 19]. Breger et al. [20] found partial J2-invariant
orbits using the state transition matrix [21] and optimized the motion for minimum
drift and propellant. Then, Breger and How [22] developed new linear, time-varying,
relative equations of motion and applied an online, model predictive controller to
these dynamics. However, the methods developed by using GVE and mean orbital
elements do not address the possibility of collisions between the spacecraft. For only
two spacecraft, collisions can be accounted for by using the work of D’Amico and
Montenbruck [23]. In this method, the spacecraft are set so that the differential ec-
centricity and inclination vectors are parallel, which results in collision-free motion
in the projected x-z plane. However, this method cannot be effectively applied to
swarms (hundreds to thousands of spacecraft) because this collision avoidance condi-
tion would require the computation of differential eccentricity and inclination vectors
for all pairs of spacecraft. Since the number of pairs of spacecraft scales quadratically
with the number of spacecraft, this results in hundreds of thousands to millions of
possible pairs that need to have this collision avoidance condition satisfied.
Many methods have been developed for solving trajectory planning problems.
These methods can be applied to formation flying in order to ensure collision avoid-
ance between spacecraft during reconfigurations. Due to the complicated nonlin-
ear dynamics of swarms of spacecraft, indirect methods become very difficult to use
because they require the derivation of the first-order necessary conditions for opti-
mality. [24, 25]. Therefore, many optimal control problems are solved using direct
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methods, which parameterize the control space, and sometimes the state space, re-
ducing the problem to a nonlinear optimization. Pseudospectral methods [26] have
been used for trajectory optimization but these methods solve a centralized problem
which scales poorly with the number of spacecraft due to the coupling of spacecraft
in the collision avoidance requirements. Mixed integer linear programming (MILP)
can be used to enforce collision avoidance constraints and has been implemented in
real-time [27] as well as used for preplanning trajectories [28, 29]. However, these
algorithms also scale poorly as the number of spacecraft increases due to the in-
crease in integer variables caused by the increase in the number of collision avoidance
constraints.
Recently, convex optimization [30] has been used in multi-vehicle trajectory de-
sign and shown that it can be efficiently solved to achieve a global optimum by
state-of-the-art interior point methods. Convex optimization has been used to imple-
ment a receding horizon controller for a convex problem [31]. Additionally, convex
optimization has been used to find collision-free trajectories for a formation recon-
figuration [32] and robotic motion planning [33]. However, convexifying the collision
avoidance constraints results in an overly conservative approximation of the collision
avoidance region. In this dissertation, sequential convex programming (SCP) [34] is
applied to the swarm reconfiguration. SCP uses multiple iterations to ensure that the
convex approximations of nonconvex constraints are accurate, which results in more
propellant-efficient trajectories. Additionally, the SCP algorithms can be written us-
ing freely available software, such as CVX [35, 36], to convert the convex programs
to semidefinite programs (SDP) or second-order-cone programs (SOCP). These pro-
grams can then be solved by SDP or SOCP solvers, such as SDPT3 [37, 38] (MAT-
LAB) or MOSEK [39] (C/C++ or MATLAB).
Model predictive control (MPC) has been a major research area for over a decade [40,
5
41]. In recent years, the original MPC problem has been modified to create robust
MPC [42, 43, 44] and fast MPC [45, 46]. Additionally, MPC has been used in ap-
plications similar to swarm guidance, such as vehicle maneuvering [42], formation
flying [47], and spacecraft landing [48]. In all of these variations and applications of
MPC, the basic idea remains the same. MPC computes the control input by opti-
mizing over a finite-horizon subject to control and state constraints with the current
state as the initial state of the optimization. Then, the control input is applied to
the system until a new computation is completed giving an updated control input.
Due to the large number of homogeneous spacecraft in the swarm, determining
which spacecraft will perform which tasks has a large effect on the total propellant
usage of the swarm. This problem, commonly known as the assignment problem,
consists of finding the optimal mapping from a set of spacecraft to a set of targets or
tasks in order to minimize the total cost. This problem has been well researched and
many methods exist for finding the optimal assignment, including the Hungarian algo-
rithm [49], iterative methods [50, 51], and auction algorithms [52, 53]. The drawback
to many of these algorithms is that they are centralized with respect to communi-
cation and computation. More recent research on the auction algorithm [54, 55] has
shown that it can be implemented in a distributed manner.
1.2 Main Contributions
This dissertation investigates various swarm-keeping methods and performs numerical
simulations to show the effectiveness of each method. Energy-matching conditions
are introduced as a method for swarm keeping and are shown by simulation, in the
presence of J2, to provide collision-free motion with drift on the order of mm/orbit
for several hundred orbits using only a single initializing burn by each spacecraft.
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Additionally, a multi-burn guidance method using the energy-matching conditions is
proposed to minimize drift and collisions in the presence of J2 and atmospheric drag.
The optimal trajectory generation algorithm developed in this dissertation is an
MPC implementation using SCP (MPC-SCP). The novelty of this approach is that
it decentralizes the computations and communications required for swarm reconfig-
uration with collision avoidance. This allows the algorithm to handle hundreds to
thousands of spacecraft in real time with calculations performed onboard the fem-
tosats. The MPC-SCP implementation offers several advantages. First, the limited
horizon of the MPC-SCP implementation greatly reduces the size of the SCP problem
and, therefore, the run time. Additionally, the limited horizon allows the algorithm
to include collision avoidance constraints for only the neighboring spacecraft. This
decentralizes the communication requirements of the SCP algorithm. Finally, by run-
ning the SCP algorithm multiple times, any differences between the desired and actual
trajectories, which can be caused by errors or uncertainties, are accounted for when
computing the future trajectories. This provides some robustness to the MPC-SCP
implementation that is not present when the SCP algorithm is run only once at the
initial time.
Another contribution of this dissertation is in the development of the variable-
swarm distributed auction algorithm (VSDAA) in order to solve the assignment part
of the swarm reconfiguration. The variable-swarm characteristic means that VSDAA
can adapt the number of targets in the assignment to match the number of spacecraft.
This is incredibly useful when the number of spacecraft in the swarm changes. In the
case of a significant loss of spacecraft due to an external object or propellant/battery
depletion, VSDAA adjusts the number of targets to match the number of remaining
spacecraft and the spacecraft would fill in the gap left by the external object. This
allows the swarm to handle the loss of a significant number of spacecraft and still
7
maintain the desired shape. On the other hand, VSDAA will also increase the number
of targets if there are more spacecraft than targets. This is a situation that will break
a typical auction algorithm [52, 53, 54, 55] since the spacecraft cannot all be assigned
to a target so they bid indefinitely.
Additionally, the implementation of VSDAA with MPC-SCP allows an assignment
to be achieved even in a disconnected communication network. Since the assignment
is updated throughout the reconfiguration, the distance-based, swarm communica-
tion network will be different every time an assignment is computed. Therefore, the
spacecraft do not need to be fully connected to every other spacecraft at all times.
In fact, if two spacecraft from separate, disconnected networks are assigned to the
same target, they will eventually move close enough to become connected and will be
assigned to different targets.
1.3 Organization
The organization and flow of this dissertation are shown in Fig. 1.2. In Chapter 2,
guidance and control challenges of swarms of spacecraft are discussed. Additionally,
the dynamic model used to develop and verify the guidance and control algorithms
is derived. In Chapter 3, J2-invariant conditions are developed to solve the swarm-
keeping problem. The resulting J2-invariant orbits prevent drift and collisions between
spacecraft for hundreds of orbits with little to no propellant usage. In Chapter 4, the
swarm reconfiguration problem is broken into an assignment problem and a trajec-
tory optimization problem. The trajectory optimization problem is then converted to
a convex optimization and the SCP algorithm is described and analyzed. In Chap-
ter 5, MPC is used to implement a finite horizon version of SCP so that the resulting
algorithm, MPC-SCP, can be run on board each femotsat in real time with a de-
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CH6 (6.1-6.2): Optimal 
Assignment (VSDAA)
CH7: Experimental 
Validation
CH3: J2-Invariant 
Conditions
CH5: Real-Time Trajectory 
Optimization (MPC-SCP)
CH2: Derivation of Relative 
Dynamics
CH4: Optimal Trajectory 
Generation (SCP)
CH6 (6.3-6.5): Integration of 
Assignment and Trajectory 
Optimization (SATO)
SWARM KEEPING
SWARM RECONFIGURATION
Figure 1.2: This diagram shows the organization and flow of the dissertation
centralized communication network. In Chapter 6, the assignment problem is solved
using VSDAA. Then, VSDAA is integrated with MPC-SCP so that an assignment
can be achieved even if the communication network is disconnected. In Chapter 7,
the algorithms are experimentally verified using multiple quadrotors. The results of
these experiments are analyzed and discussed.
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Chapter 2
Problem Statement
In this chapter, the problem statements for swarm keeping and swarm reconfiguration
are defined. One of the main constraints of both swarm keeping and swarm recon-
figuration is the the complicated dynamic environment of LEO. The relative motion
of spacecraft is further complicated by the presence of the two main perturbations of
LEO: J2 and drag. In order to define the problem statement for swarm keeping and
swarm reconfiguration, the equations of motion of the relative swarm dynamics must
be derived. These derivations are shown in the following section.
2.1 Relative Dynamics of Swarms of Spacecraft
To derive the relative motion of the swarm, two coordinate systems must be defined.
First, the Earth centered inertial (ECI) coordinate system is used to locate the chief
spacecraft or a virtual reference point called the chief orbit (see Fig. 2.1). This
coordinate system is inertially fixed and located at the center of the Earth. The
Xˆ direction points towards the vernal equinox, the Zˆ direction points towards the
north pole, and the Yˆ direction is perpendicular to the other two and completes the
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right-handed coordinate system. The second coordinate system is the local vertical,
local horizonal (LVLH) coordinate system. The LVLH frame is centered at the chief
spacecraft or chief orbit. Figure 2.1 shows the LVLH frame with respect to a chief
spacecraft. The xˆ, or radial, direction is always aligned with the position vector and
points away from the Earth, the zˆ, or crosstrack, direction is aligned with the angular
momentum vector, and the yˆ, or alongtrack, direction completes the right-handed
coordinate system. The LVLH frame is a rotating frame with a rotation rate of ωx
about the radial axis and ωz about the crosstrack axis.
The chief orbit is defined using hybrid orbital elements which include: geocen-
tric distance (r), radial velocity (vx), angular momentum (h), inclination (i), right
ascension of the ascending node (Ω), and argument of latitude (θ). These six param-
eters fully define [56] the chief orbit in the ECI frame. Once the chief’s location has
been determined, the relative position and velocity of the deputy spacecraft can be
expressed by `j = [ xj yj zj ]
T and ˙` j = [ x˙j y˙j z˙j ]
T , respectively.
2.1.1 Dynamics of the Reference Orbit with J2 and Drag
Before the relative equations of motion can be derived, the dynamics of the reference
orbit must be determined. The rotation rate of the LVLH frame [57] is composed of
ωx = i˙ cos θ + Ω˙ sin θ sin i (2.1)
ωy = −i˙ sin θ + Ω˙ cos θ sin i = 0 (2.2)
ωz = θ˙ + Ω˙ cos i =
h
r2
(2.3)
The motion of the chief spacecraft in the presence of J2 and drag is determined by
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chief 
deputy 
Figure 2.1: A visualization of the ECI (Xˆ, Yˆ , Zˆ) and LVLH Frames (xˆ, yˆ, zˆ)
r¨ = −∇UJ2 + adrag (2.4)
where the gradient of the J2-perturbed gravitational potential energy (∇UJ2) is de-
fined below [56].
∇UJ2 = µ
r2
xˆ+
kJ2
r4
(1− 3 sin2 i sin2 θ)xˆ+ kJ2 sin
2 i sin 2θ
r4
yˆ +
kJ2 sin 2i sin θ
r4
zˆ (2.5)
where kJ2 =
3
2
J2µR
2
e is a constant parameter of the Earth. The acceleration due to
drag is
adrag = −C‖Va‖Va (2.6)
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where C = 1
2
Cd
Ad
md
ρ is a function of the chief spacecraft’s physical properties and the
air density, and Va is found from the following equation.
Va = V − ωe × r (2.7)
where
V = vxxˆ+
h
r
yˆ
r = rxˆ (2.8)
ωe = ωeZˆ = ωe(sin θ sin ixˆ+ cos θ sin iyˆ + cos izˆ)
and ωe is the rotation rate of the Earth. Evaluating Eq. (2.7) yields
Va = vxxˆ+
(
h
r
− ωer cos i
)
yˆ + ωer cos θ sin izˆ (2.9)
where ωe = 7.2921× 10−5 [rad/s]. Taking the second derivative of r yields
r¨ =
(
v˙x − h
2
r3
)
xˆ+
h˙
r
yˆ +
ωxh
r
zˆ (2.10)
where vx = r˙ as shown in Eq. (2.13). Evaluating the right hand side of Eq. (2.4)
yields
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−∇UJ2 + adrag =−
[
µ
r2
+
kJ2
r4
(1− 3 sin2 i sin2 θ) + C‖Va‖vx
]
xˆ
−
[
kJ2 sin
2 i sin 2θ
r4
+ C‖Va‖
(
h
r
− ωer cos i
)]
yˆ (2.11)
−
[
kJ2 sin 2i sin θ
r4
+ C‖Va‖ωer cos θ sin i
]
zˆ
Substituting Eq. (2.10) and Eq. (2.11) into Eq. (2.4) results in Eq. (2.14) and Eq. (2.15).
Additionally, the radial rotation rate of the coordinate system is
ωx = −kJ2 sin 2i sin θ
hr3
− C‖Va‖ωer
2 cos θ sin i
h
(2.12)
Finally, solving Eqs. (2.1)-(2.3) and Eq. (2.12) results in Eqs. (2.16)-(2.18). Therefore,
the equations of motion for the chief spacecraft are
r˙ = vx (2.13)
v˙x = − µ
r2
+
h2
r3
− kJ2
r4
(1− 3 sin2 i sin2 θ)− C‖Va‖vx (2.14)
h˙ = −kJ2 sin
2 i sin 2θ
r3
− C‖Va‖(h− ωer2 cos i) (2.15)
Ω˙ = −2kJ2 cos i sin
2 θ
hr3
− C‖Va‖ωer
2 sin 2θ
2h
(2.16)
i˙ = −kJ2 sin 2i sin 2θ
2hr3
− C‖Va‖ωer
2 sin i cos2 θ
h
(2.17)
θ˙ =
h
r2
+
2kJ2 cos
2 i sin2 θ
hr3
+
C‖Va‖ωer2 cos i sin 2θ
2h
(2.18)
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2.1.2 Relative Dynamics with J2 and Drag
Now that the equations of motion for the orbital elements of the chief have been
defined, the relative equations of motion in the presence of J2 and drag can be derived.
Start by finding the Lagrangian (Lj) and substituting it into Lagrange’s equation,
which is
d
dt
(
∂Lj
∂q˙n
)
− ∂Lj
∂qn
= Qn (2.19)
In this case, the qn’s are xj, yj, and zj. Now, the Lagrangian (Lj = Kj − Uj), which
is the difference between kinetic and potential energy, is established along with the
generalized relative force in each direction (Qn). The kinetic energy (per unit mass)
can be found from
Kj =
1
2
Vj ·Vj = 1
2
[(vx + x˙j− yjωz)2 + (h
r
+ y˙j +xjωz− zjωx)2 + (z˙j + yjωx)2] (2.20)
where Vj is the velocity of the deputy spacecraft and can be found from
Vj = (vx + x˙j − yjωz)xˆ+ (h
r
+ y˙j + xjωz − zjωx)yˆ + (z˙j + yjωx)zˆ (2.21)
The potential energy for the deputy spacecraft [56] (Uj) is shown below.
Uj = − µ
rj
− kJ2
r3j
(
1
3
− r
2
jZ
r2j
)
(2.22)
Now, the Lagrangian can be evaluated
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Lj = 1
2
[(vx + x˙j − yjωz)2 + (h
r
+ y˙j + xjωz − zjωx)2 (2.23)
+ (z˙j + yjωx)
2] +
µ
rj
+
kJ2
r3j
(
1
3
− r
2
jZ
r2j
)
Substituting Eq. (2.23) into Eq. (2.19) yields the nonlinear relative dynamics for
spacecraft under the influence of J2 [56]. In order to derive a better dynamic model
for spacecraft in LEO, the effect of atmospheric drag on the relative motion is taken
into account. By including both J2 effects and drag, the dynamics derived here include
both of the major perturbations experienced by spacecraft in LEO and provide more
accurate simulation results than any previous models.
Since the drag is a non-conservative force it must be found in the Qn terms. The
generalized forces will be determined by the drag vector acting on the deputy (Fj)
which is
Fj = −Cj‖Vaj‖Vaj (2.24)
where Cj is defined similarly to C except Cj uses the deputy values as
Cj =
1
2
Cd,j
Ad,j
md,j
ρj (2.25)
The value of Cj corresponds to the j-th deputy spacecraft and each deputy will have
a different value for Cj. In general, the drag coefficient (Cd,j), the cross sectional area
(Ad,j), and the mass (md,j) can be different for each spacecraft but all spacecraft are
assumed to be the same shape and mass in the simulations for simplicity. If other
non-conservative forces, such as solar radiation pressure or control forces, need to be
included in the dynamic model, they should be added to Eq. (2.24).
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The velocity of the deputy with respect to the atmosphere is
Vaj = Va + ˙` j + ω × `j (2.26)
where `j is the relative position vector and ˙` j is the relative velocity vector. The
generalized forces can be obtained from
Qx = Fj · ∂Vaj
∂x˙
(2.27)
Qy = Fj · ∂Vaj
∂y˙
(2.28)
Qz = Fj · ∂Vaj
∂z˙
(2.29)
where Vaj = ‖Vaj‖.
Now all of the values required for the Lagrangian equations of motion have been
found. Substituting Eq. (2.23), Eq. (2.27), Eq. (2.28), and Eq. (2.29) into Eq. (2.19)
results in the Lagrangian equations of motion. After much simplification, the follow-
ing equations of motion are established.
x¨j =2y˙jωz − xj(η2j − ω2z) + yjω˙z − zjωxωz − (ζj − ζ) sin i sin θ − r(η2j − η2)
− Cj‖Vaj‖(x˙j − yjωz)− (Cj‖Vaj‖ − C‖Va‖)vx
y¨j =− 2x˙jωz + 2z˙jωx − xjω˙z − yj(η2j − ω2z − ω2x) + zjω˙x − (ζj − ζ) sin i cos θ (2.30)
− Cj‖Vaj‖(y˙j + xjωz − zjωx)− (Cj‖Vaj‖ − C‖Va‖)
(
h
r
− ωer cos i
)
z¨j =− 2y˙jωx − xjωxωz − yjω˙x − zj(η2j − ω2x)− (ζj − ζ) cos i
− Cj‖Vaj‖(z˙j + yjωx)− (Cj‖Vaj‖ − C‖Va‖)ωer cos θ sin i
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where η, ηj, ζ, ζj, rj, and rjZ have been introduced in order to simplify the potential
energy terms. Their definitions are [56].
ζ =
2kJ2 sin i sin θ
r4
ζj =
2kJ2rjZ
r5
η2 =
µ
r3
+
kJ2
r5
− 5kJ2 sin
2 i sin2 θ
r5
(2.31)
η2j =
µ
r3j
+
kJ2
r5j
− 5kJ2r
2
jZ
r7j
rj =
√
(r + xj)2 + y2j + z
2
j
rjZ = (r + xj) sin i sin θ + yj sin i cos θ + zj cos i
Now that the equations of motion have been developed for swarms of spacecraft,
the objectives for swarm keeping and swarm reconfiguration can be defined.
2.2 Swarm Keeping
Swarm keeping is the first step in developing guidance and control algorithms that
enable flight of swarms of spacecraft. At the minimum a swarm must be able to
maintain a broad shape without any of the spacecraft drifting away or colliding. Since
the spacecraft have a very limited size, propellant will be a very limited resource. For
this reason, swarm keeping does not attempt to keep the entire swarm from drifting.
In other words, the reference orbital elements are allowed to drift as long as the
relative distance of the spacecraft in the LVLH frame remains bounded.
In order to maintain a bounded, collision-free swarm, the swarm-keeping phase
involves the study of J2-perturbed dynamics in LEO. The goal is to develop a class
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of passive orbits that can be achieved using a single burn and provide safe motion
for the swarm when the spacecraft are not being actively controlled or reconfigured.
These orbits are referred to throughout the rest of this dissertation as J2-invariant,
relative orbits. The objective for swarm keeping is to find a passive relative orbit
(PRO) that satisfies the following objectives in the presence of J2:
• Maintain bounded relative distances between the spacecraft and the reference
orbit
• Prevent collisions between spacecraft
• Minimize the propellant used
2.3 Swarm Reconfiguration
Once the swarm-keeping problem has been solved, the next step is to reconfigure
the swarm to a desired shape. Swarm reconfiguration is necessary to get the swarm
from a random J2-invariant, relative orbit to the shape required for the mission. An
illustration of the swarm reconfiguration is shown in Fig. 2.2. In this figure, the
spacecraft start in a linear formation and must reconfigure to form a square in the
most efficient and safest way possible.
The swarm reconfiguration can be broken into two parts: trajectory generation
and assignment. Both of these parts can be written as optimization problems. These
problems will be described in more detail in Chapter 4 and Chapter 6, respectively.
The assignment problem requires the construction of an optimal mapping that assigns
each spacecraft to a desired target. Once the assignment has been determined, the
trajectory generation problem can be solved to determine the control sequence and
trajectory that a spacecraft must follow to safely arrive at its desired position. The
19
Figure 2.2: Spacecraft Swarm Reconfiguration
objective for swarm reconfiguration is to find trajectories that take the swarm from
its current shape to the desired shape while meeting the following objectives:
• Minimize the propellant used to follow the trajectory
• Avoid collisions with the other spacecraft
• Achieve the desired shape
• Ensure that the optimal control sequence produces the optimal trajectory when
applied to the relative dynamic model
• Ensure that the spacecraft can follow the trajectory without exceeding its max-
imum thrust
• If there is not a predetermined assignment, i.e., the spacecraft are homoge-
nous, determine the assignment that minimizes the propellant used to follow
the resulting trajectories
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2.4 Chapter Summary
In this chapter, the problem statements for this dissertation were defined and the
dynamic model was developed. To derive the dynamic model, the ECI and LVLH
frames and their components were defined. This allowed the reference orbit dynamics
to be defined using hybrid orbital elements. Next, the relative dynamics, including J2
and drag perturbations, between a spacecraft and the origin of the LVLH were derived.
In addition to developing the relative dynamic model used in this dissertation, this
chapter also established the main objectives, most importantly propellant efficiency
and collision avoidance, for both swarm keeping and swarm reconfiguration.
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Chapter 3
J2-Invariant Orbits
This chapter investigates the relative dynamics of spacecraft swarms in a J2-perturbed
orbit by allowing each spacecraft to execute a single burn at time t = 0. Since the
spacecraft are initialized with no relative velocity, the ∆V required for each burn
is equal to the velocity at t = 0+. Another way to look at this problem is that the
initial conditions are set for each spacecraft and then numerically integrated using the
nonlinear dynamics with J2 only. For each simulation, three parameters are examined:
average drift (D¯), propellant required for the initial burn (∆V ), and collision fraction
(CF). The results of this chapter have been previously published [58] and are reprinted
with the permission of the American Institute of Aeronautics and Astronautics, Inc.
The drift of a spacecraft (Dj) is the maximum alongtrack position in the LVLH
frame over all orbits compared to the maximum alongtrack position attained during
its first orbit, and is illustrated in Fig. 3.1. The average drift of the swarm is shown
in the following equation.
D¯ , 1
N
N∑
j=1
Dj (3.1)
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y-position
Figure 3.1: Drift of a Spacecraft
The collision fraction of the swarm is defined as the number of spacecraft which
have come within a distance X of another spacecraft at, or before, a given time. The
definition of collision fraction (CF ) is shown below.
Sj(t
′) ,
 0 if ‖`j(t)− `i(t)‖ > X ∀t ≤ t
′ and ∀i 6= j
1 if ‖`j(t)− `i(t)‖ ≤ X for any t ≤ t′ and any i 6= j
 (3.2)
CF (t) , 1
N
N∑
j=1
Sj(t) (3.3)
where N is the number of spacecraft, t is the time vector, and t′ is a specific time point
in t. Then, the physical collisions are defined by setting X = 1 m. It is important
to note that once a spacecraft collides, it continues on the same trajectory and can
collide with other spacecraft. However, the collision fraction measures how many of
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the spacecraft have collided. Therefore, this metric is always between 0 and 1 and is
always nondecreasing. A collision fraction of 0 means the swarm is collision free at
that time and a collision fraction of 1 means that all spacecraft have collided at least
once before that time.
The initial burns discussed in the following sections begin with the simplest, most
propellant-efficient approach, and become increasingly more complex while demon-
strating better drift and collision results.
3.1 Uncontrolled Motion
Although the J2 disturbance will cause the chief orbit to drift relative to the Keplerian
orbit, it is unknown how the spacecraft will move relative to each other. For most
applications, the motion of the swarm as a whole can be perturbed as long as the
swarm itself maintains its shape. We know that spacecraft with different orbital
periods will rapidly drift apart. In fact, running simulations for spacecraft with
different periods shows that the drift rate of the swarm is on the order of tens of
km/orbit.
3.2 Period Matching
In order to reduce the drift rate of the swarm, drift caused by differences in the orbital
periods of each spacecraft must be eliminated. Since the spacecraft are initialized at a
position that is within a few km of the chief orbit, the Hill-Clohessy-Wiltshire (HCW)
equations can be used to find the initial conditions required for period matching
with the only additional constraint being a circular chief orbit. The solution to the
HCW equations [59], which give the relative position and velocity of the spacecraft
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as functions of time, is

x(t)
y(t)
z(t)
x˙(t)
y˙(t)
z˙(t)

=

4− 3cωzt 0 0 sωztωz
2(1−cωzt)
ωz
0
6sωzt − 6ωzt 1 0 2(−1+cωzt)ωz
4sωzt
ωz
− 3t 0
0 0 cωzt 0 0
sωzt
ωz
3ωzsωzt 0 0 cωzt 2sωzt 0
6ωz(−1 + cωzt) 0 0 −2sωzt −3 + 4cωzt 0
0 0 −ωzsωzt 0 0 cωzt


x0
y0
z0
x˙0
y˙0
z˙0

(3.4)
where s(·) and c(·) represent sin(·) and cos(·), respectively.
The only terms that are secular are the ones which are multiplied by t in Eq. (3.4).
These terms are responsible for the majority of the drift described in the previous
section. Therefore, if the sum of these terms is set to zero, the drift from the previous
simulation will be reduced. Setting these terms to zero yields the conditions
x˙0,L,PM = 0, y˙0,L,PM = −2ωzx0, z˙0,L,PM = 0 (3.5)
Since the HCW equations are used, an unperturbed circular reference orbit is assumed
and the orbital rotation rate is defined by ωz =
√
µ/r3.
Equation (3.5) are the linearized conditions required for period-matching the
swarm, indicated by the subscript (L,PM). Period matching results in the second
condition in Eq. (3.5) and the first and third conditions are chosen in order to mini-
mize propellant. Equation (3.5) assumes that all of the spacecraft have zero relative
velocity upon deployment. If this is not the case, then the first and third conditions
can be modified so that the change in radial and crosstrack velocity is zero. In Sec. 3.6,
all three conditions will be fully defined, which will eliminate this dependency on the
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Figure 3.2: Simulation results of a linearized period-matched swarm
initial velocities. The simulation results for a linearized, period-matched swarm are
shown in Fig. 3.2. It is important to note that all simulations were run for a swarm
with deputies normally distributed around the chief with a standard deviation of 0.5
km in all three directions.
In Fig. 3.2a, the drift using Keplerian dynamics is nearly zero. The small drift
is caused by the fact that Eq. (3.4) is the linearized solution but the simulation is
run using the Keplerian dynamics, which are nonlinear. Now that the drift has been
reduced, the effect of the J2 perturbation is evident. The drift rate under nonlinear
dynamics with J2 is only 18.4 m/orbit (over the first 500 orbits). This drift rate is
about 1000 times less than the drift rate in the uncontrolled swarm.
Unfortunately, there are some disadvantages to the period-matched swarm. The
first disadvantage is that the average ∆V required per spacecraft is 0.9 m/s. The
second, and much more alarming, problem with this approach can be seen in Fig. 3.2b.
This figure shows the collision results for the period-matched swarm. Within the
first few orbits, the collision fraction is above 0.5. This means that most of the
26
spacecraft collide immediately and the rest collide shortly after. Therefore, these
initial conditions are not sufficient for a functional swarm.
In order to determine why these collisions happen, the motion of the swarm can
be studied by looking at the PROs of each spacecraft. The analysis of the PROs
shows two important aspects of swarm motion. First, although the swarm is slowly
expanding on the larger scale, the swarm spacecraft are moving very quickly relative
to each other. In other words, the swarm size is changing very slowly but its shape
is rapidly changing. This would make it difficult for the swarm to perform an inter-
ferometry mission that requires a specific swarm configuration. The other aspect of
swarm motion that was discovered is that the spacecraft’s PROs are intersecting in
the x-y plane of the LVLH frame and these intersection points are where the collisions
are occurring. Figure 3.3 shows the projection of ten PROs in the x-y plane. In this
figure, it is clear that many collisions can occur because there are many intersections
between the ten orbits. Obviously, as the number of spacecraft increases to 500 or
1000, the number of possible collisions will increase rapidly. The reason for these
intersections is the fact that each PRO has a different center point.
3.3 Concentric PROs
As stated in the previous subsection, the reason for collisions is the fact that the
PROs of the spacecraft are intersecting in the x-y plane of the LVLH frame. One
way to prevent collisions is to place the spacecraft on concentric PROs. If the PROs
are concentric, then any two spacecraft will either be on PROs that do not intersect
because one is completely inside the other or they will be on the same PRO with one
following the other. Either way the spacecraft cannot collide unless they are on the
same PRO with the same phase. In order to find the initial conditions for concentric
27
−2 −1 0 1 2
−2
−1
0
1
2
Projection of PROs onto x−y Plane
Alongtrack (km)
R
ad
ia
l (k
m)
 
 
Figure 3.3: The projection in the x-y plane of the first orbit for ten spacecraft in a
period matched swarm
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Figure 3.4: Simulation results of a linearized concentric PRO swarm
PROs, the solution to the HCW equations (3.4) is used.
In addition to the initial condition required by Eq. (3.5), the constant terms in
the x(t) and y(t) equations must be the same for all spacecraft in order for them to
be on concentric PROs in the x-y plane. For simplicity, they are set equal to zero.
The resulting conditions for concentric PROs are shown below.
x˙0,L,CP =
1
2
ωzy0, y˙0,L,CP = −2ωzx0, z˙0,L,CP = 0 (3.6)
where the first two conditions come from the concentric PROs and the third condition
is set to zero in order to minimize propellant. The third condition is based on the
assumption that the spacecraft are initialized with no relative velocity in the LVLH
frame. Setting the constant terms to zero in the x(t) equation results in the condition
for period matching from Eq. (3.5), which means that any period-matched spacecraft
has a PRO centered at zero in the x direction. Therefore, there are now two initial
conditions that will yield period-matched orbits with PROs that will not intersect.
The results of the concentric PRO swarm are shown in Fig. 3.4.
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Figure 3.4a shows the drift results for the concentric PRO swarm. These results
are nearly identical to the drift results from a period-matched swarm. The drift rate
of the swarm under the influence of J2 is 20.0 m/orbit, which is small compared to the
initial size of the swarm. The average propellant cost per spacecraft of this method
is 1.1 m/s which is about a 25% increase compared to the period-matched swarm.
On the other hand, the collision results in Fig. 3.4b show much improvement
compared to the previous simulation. The concentric PRO swarm is nearly collision-
free (one or two collisions) for the first 60 orbits even with the nonlinear dynamics
with J2 only. This collision-free motion occurs because the PROs do not intersect
in the x-y plane. Figure 3.5a shows the first orbit for ten spacecraft and it is clear
that no collisions can occur. The collision-free motion continues until somewhere
between orbit 60 and orbit 200. During this time, about half of the spacecraft collide.
The reason for the large number of collisions in this time period is that each PRO is
slightly drifting in the alongtrack direction due to the J2 effect. The collisions occur
because the PROs are drifting at different rates so eventually the PROs will intersect
in the x-y plane at which time collisions can occur. The PRO drift is illustrated in
Fig. 3.5b.
3.4 Effects of Crosstrack Motion
In the HCW equations or Keplerian dynamics, the crosstrack, or out-of-plane motion,
is uncoupled from the in-plane motion. However, with the addition of the J2 terms
the motion becomes coupled in all three directions. This causes a growth in the
crosstrack oscillation [17], which will cause secular drift in the alongtrack direction
if it is not accounted for. In order to eliminate this growth, the equation for the
first-order approximation of the crosstrack motion is
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Figure 3.5: The projection in the x-y plane of concentric PROs
z = r sin θδi− r cos θ sin iδΩ (3.7)
where δi and δΩ represent the difference in the inclination and right ascension, re-
spectively, between the chief and the deputy spacecraft. The only term in Eq. (3.7)
that can have a secular drift is δΩ (see the equations of motion of the chief orbit in
Sec. 2.1.1) since r and i do not have secular terms due to J2. Taking the derivative
of δΩ results in
δΩ˙ = Ω˙j − Ω˙ (3.8)
where Ωj is the right ascension of the deputy spacecraft. Substituting for Ω˙ and Ω˙j
using GVE, integrating over an entire orbit to obtain the secular drift, setting the
secular drift to zero, and simplifying yield
z(t) = b cos θ(t) = b cos (ωzt+ θ0) (3.9)
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where b is a constant and θ0 is the initial argument of latitude of the chief space-
craft. This equation specifies that the crosstrack motion must have a certain phase
with respect to the orbital motion in order to avoid growth in the amplitude of the
crosstrack motion.
We also have from Eq (3.4)
z(t) = z0 cosωzt+
z˙0
ωz
sinωzt (3.10)
Equating Eq. (3.9) and Eq. (3.10), and applying the two conditions in Eq. (3.6) result
in
x˙0,L,J2 =
1
2
ωzy0, y˙0,L,J2 = −2ωzx0, z˙0,L,J2 = −ωzz0 tan θ0 (3.11)
The results of applying Eq. (3.11) are shown in Fig. 3.6. In Fig. 3.6a, the drift rate
of the swarm is 15.5 m/orbit. This is a slight improvement over the period-matched
and concentric PRO swarms. Additionally, Fig. 3.6b shows that the collision fraction
remains under 0.1 for the first 80 orbits and remains under 0.5 for the entire 500
orbit simulation. Additionally, the propellant required to perform this method is 1.55
m/s, which is about a 40% increase compared to a concentric PRO swarm. Once
again, the drift and collision results are improved compared to the previous methods.
However, these results must be improved further if the initial conditions are to provide
collision-free motion.
It is important to note that the third condition in Eq. (3.11) depends on tan θ0
and therefore can potentially require an infinite velocity. For this reason, it is recom-
mended that the burn be applied at the equator, if possible, in order to minimize the
propellant used. Additionally, if the burn must be applied when | tan θ0| > 1, using
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Figure 3.6: Simulation results of a linearized concentric PRO swarm with no
crosstrack drift
| tan θ0| = 1 is recommended and then applying an additional burn once | tan θ| ≤ 1.
For, some applications, such as projected circular orbits (PCO), it is desired that the
y-z projection be a circle. In this case the required velocity in the crosstrack direction
is fixed by the desired shape of the swarm. Therefore, the time of the burn, or θ0, can
be chosen, so that Eq. (3.11) is not violated and a circular projection is still achieved.
In this example, it is likely that the burn will be non-equatorial.
3.5 Effects of Gravity Gradient on Swarm Motion
Another difference that arises with the addition of J2 is the change in the gravity
gradient vector caused by the J2 disturbance. For a spherical Earth the gravity
gradient vector has a constant direction and the magnitude depends only on r. The
Keplerian gravity gradient vector is
∇U = µ
r2
xˆ (3.12)
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The gradient of the gravitational potential under the influence of J2 is shown in
Eq. (2.5). Since ∇UJ2 is not aligned with the radial direction, a new coordinate
system (xˆ′′, yˆ′′, zˆ′′) is developed so that xˆ′′ is aligned with ∇UJ2 and yˆ′′ remains in
the orbital plane. This new coordinate system is achieved by rotating the LVLH
frame counterclockwise about the z axis by the angle α resulting in the intermediate
coordinate system (xˆ′, yˆ′, zˆ′). Then, this coordinate system is rotated clockwise about
the yˆ′ axis by an angle β to arrive at the desired coordinate system (xˆ′′, yˆ′′, zˆ′′). The
angles α and β are functions of the chief’s orbital parameters and are defined as
α = arctan
(∇UJ2 · yˆ
∇UJ2 · xˆ
)
(3.13)
β = arctan
(
∇UJ2 · zˆ√
(∇UJ2 · xˆ)2 + (∇UJ2 · yˆ)2
)
(3.14)
Now that there is a coordinate system aligned with the gravity gradient, Eq. (3.11)
can be applied using the new coordinate system to get

x˙′′0,L,J2
y˙′′0,L,J2
z˙′′0,L,J2
 =

0 1
2
ω′′z 0
−2ω′′z 0 0
0 0 −ω′′z tan θ0


x′′0
y′′0
z′′0
 (3.15)
where the orbital angular rate ω′′z is
ω′′z =
√
‖∇UJ2‖
r
(3.16)
Next, Eq. (3.15) must be transformed back into the LVLH coordinates. To do this the
transformation equations for both rotations are used. The first and second rotation
are described by
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
x′
y′
z′
 =

cosα sinα 0
− sinα cosα 0
0 0 1


x
y
z
 (3.17)

x′′
y′′
z′′
 =

cos β 0 sin β
0 1 0
− sin β 0 cos β


x′
y′
z′
 (3.18)
Substituting Eq. (3.18) into the right hand side of Eq. (3.15) yields

x˙′′0,L,J2
y˙′′0,L,J2
z˙′′0,L,J2
 =

0 1
2
ω′′z 0
−2ω′′z cos β 0 −2ω′′z sin β
ω′′z sin β tan θ0 0 −ω′′z cos β tan θ0


x′0
y′0
z′0
 (3.19)
and substituting Eq. (3.17) into the right hand side of Eq. (3.19) gives

x˙′′0,L,J2
y˙′′0,L,J2
z˙′′0,L,J2
 = ω′′z

−1
2
sinα 1
2
cosα 0
−2 cosα cos β −2 sinα cos β −2 sin β
cosα sin β tan θ0 sinα sin β tan θ0 − cos β tan θ0


x0
y0
z0
 (3.20)
Solving for (x˙0,L, y˙0,L, z˙0,L) in terms of (x˙
′′
0,L, y˙
′′
0,L, z˙
′′
0,L) by inverting Eq. (3.17) and
substituting in the inverse of Eq. (3.18) yields

x˙0,L,J2
y˙0,L,J2
z˙0,L,J2
 =

cosα cos β − sinα − cosα sin β
sinα cos β cosα − sinα sin β
sin β 0 cos β


x˙′′0,L,J2
y˙′′0,L,J2
z˙′′0,L,J2
 (3.21)
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Figure 3.7: Simulation results of a swarm accounting for linearized J2 effects
Finally, substituting Eq. (3.20) into the right hand side of Eq. (3.21) results in the
desired initial conditions

x˙0,L,J2
y˙0,L,J2
z˙0,L,J2
 = ω
′′
z
2

3
2s2αcβ − 2c2αs2βtθ0 cβ + 3s2αcβ − s2αs2βtθ0 4sαsβ + cαs2βtθ0
−3c2αcβ − cβ − s2αs2βtθ0 −32s2αcβ − 2s2αs2βtθ0 sαs2βtθ0 − 4cαsβ
cαs2βtθ0 − sαsβ cαsβ + sαs2βtθ0 −2c2βtθ0


x0
y0
z0

(3.22)
where s(·),c(·), and t(·) represent sin(·), cos(·), and tan(·), respectively. These initial
conditions are applied to the nominal swarm and the results are shown in Fig. 3.7.
Figure 3.7a shows the drift results for a nominal swarm. After 500 orbits, the
swarm drifts by 2.6 m/orbit under the influence of J2. This is a significant improve-
ment over previous methods. However, the collision results of the J2-adjusted swarm,
shown in Fig. 3.7b, show that the collision fraction remains under 0.1 for 100 orbits,
but eventually reaches 0.75, which is not acceptable for a functioning swarm. The
propellant usage is 1.55 m/s which is similar to the method in the previous section.
These results show that the J2-adjusted method is still not sufficient for collision-free
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motion.
3.6 Energy Matching with J2
The initial conditions from Eq. (3.22) greatly decrease the drift rate of the swarm
by accounting for the change in magnitude and direction of the gravity gradient
vector caused by the J2 effect. The major problem with these equations is that they
use Eq. (3.11) as a starting point. Therefore, these J2-adjusted conditions are still
based on the assumptions of a circular chief orbit and linearization. In order to
eliminate these potential sources of error, a new set of initial conditions is derived
using nonlinear energy matching instead of using the HCW equations to eliminate
drift.
In order to remove the dependency of the J2-invariant conditions on the HCW
equations and their assumptions, the velocity of each spacecraft is adjusted so that
all of the spacecraft have the same total energy as the chief orbit. This places each
spacecraft on orbits with nearly identical orbital periods and prevents them from
drifting apart because they orbit at different rates. The energy-matching step adjusts
for nonlinear effects, eccentric chief orbits, and J2 potential energy, which were not
accounted for in the initial conditions derived from the HCW equations.
Energy matching is applied to each deputy spacecraft using the following, energy-
matching condition:
‖V‖2
2
+ U =
‖Vr,J2‖2
2
+ Uj (3.23)
where ‖Vr,J2‖ is the required velocity magnitude for J2 energy-matching, V = vxxˆ+
h
r
yˆ, and U and Uj are
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U = −µ
r
− kJ2
r3
(
1
3
− sin2 i sin2 θ
)
(3.24)
Uj = − µ
rj
− kJ2
r3j
(
1
3
− r
2
jZ
r2j
)
(3.25)
Equation (3.23) can be rewritten as
‖Vr,J2‖ =
√
‖V‖2 + 2(U − Uj) (3.26)
Now that the desired velocity for an energy-matched spacecraft in the presence of J2
has been established, the energy-matched, relative velocities are
x˙0,N,J2 =
‖Vr,J2‖
‖VL,J2‖ x˙0,L,J2 +
( ‖Vr,J2‖
‖VL,J2‖ − 1
)
(vx − y0ωz)
y˙0,N,J2 =
‖Vr,J2‖
‖VL,J2‖ y˙0,L,J2 +
( ‖Vr,J2‖
‖VL,J2‖ − 1
)(
h
r
+ x0ωz − z0ωx
)
(3.27)
z˙0,N,J2 =
‖Vr,J2‖
‖VL,J2‖ z˙0,L,J2 +
( ‖Vr,J2‖
‖VL,J2‖ − 1
)
y0ωx
where
VL,J2 = (vx + x˙0,L,J2 − y0ωz)xˆ+ (h
r
+ y˙0,L,J2 + x0ωz − z0ωx)yˆ (3.28)
+ (z˙0,L,J2 + y0ωx)zˆ
Then, substituting the conditions in Eq. (3.22) into Eq. (3.27) results in the main J2-
invariant swarm-keeping equations. Using energy matching to build upon the results
from Eq. (3.11) and Eq. (3.22) yields
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x˙0,N,J2 =
‖Vr,J2‖
‖VL,J2‖
[(
3
2
cαsαcβ − c2αs2βtθ0
)
x0
+
(
1
2
c2αcβ + 2s
2
αcβ − cαsαs2βtθ0
)
y0 + (2sαsβ + cαcβsβtθ0) z0
]
ω′′z
+
( ‖Vr,J2‖
‖VL,J2‖ − 1
)
(vx − y0ωz)
y˙0,N,J2 =
‖Vr,J2‖
‖VL,J2‖
[(
−2c2αcβ −
1
2
s2αcβ − cαsαs2βtθ0
)
x0
+
(
−3
2
cαsαcβ − s2αs2βtθ0
)
y0 + (−2cαsβ + sαcβsβtθ0) z0
]
ω′′z (3.29)
+
( ‖Vr,J2‖
‖VL,J2‖ − 1
)(
h
r
+ x0ωz − z0ωx
)
z˙0,N,J2 =
‖Vr,J2‖
‖VL,J2‖
[(
−1
2
sαsβ + cαcβsβtθ0
)
x0
+
(
1
2
cαsβ + sαcβsβtθ0
)
y0 +
(−c2βtθ0) z0]ω′′z
+
( ‖Vr,J2‖
‖VL,J2‖ − 1
)
y0ωx
where α and β are defined in Eq. (3.13) and Eq. (3.14), respectively. Additionally,
s(·),c(·), and t(·) represent sin(·), cos(·), and tan(·), respectively.
The energy-matching conditions in Eq. (3.29) show a significant improvement in
collision and drift results compared to the linearized conditions. This is because the
drift due to J2 has been significantly reduced so that the errors due to linearization and
eccentricity are dominant. Therefore, eliminating these errors by using the nonlinear
conditions has a huge impact on the performance of the swarm. The drift rate in
Fig. 3.8a is 7.55 mm/orbit, which is about three orders of magnitude better than any
of the other methods. Additionally, Fig. 3.8b shows that the collision fraction remains
under 2% for 500 orbits. The propellant usage is about 1.55 m/s, which is comparable
to the previous methods. Therefore, the energy-matched conditions prevent collisions
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Figure 3.8: Simulation results of an energy-matched swarm
for more than 500 orbits while still using only a single burn of similar magnitude to
the other methods.
3.7 Multiple-Burn Energy Matching in the Pres-
ence of Drag
This section shows the effects of atmospheric drag on energy-matched swarms. Al-
though atmospheric drag effects are several orders of magnitude smaller than J2 ef-
fects, atmospheric drag is a non-conservative force, which means that energy matching
the spacecraft cannot be used to account for atmospheric drag effects. In order to
account for atmospheric drag, a multi-burn guidance method is developed in order to
maintain collision-free motion.
The conditions developed in Eq. (3.29) have been shown to eliminate collisions for
spacecraft swarms in the presence of J2. In this section, the effects of atmospheric
drag on an energy-matched swarm are investigated. In order to do this, the energy-
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(b) Collision results
Figure 3.9: Simulation results of an energy matched swarm under the influence of J2
and atmospheric drag
matching conditions are applied to the swarm, but this time atmospheric drag is
included in the simulation. The collision and drift results from this simulation are
shown in Fig. 3.9.
Figure 3.9 shows that the addition of atmospheric drag causes the swarm to dis-
perse which then causes the spacecraft to collide after only 100 orbits. Therefore,
the energy-matching conditions do not prevent collisions when atmospheric drag is
significant. Since atmospheric drag is dependent on many factors including space-
craft mass, cross-sectional area, and altitude, there may be certain missions where
the effect of atmospheric drag is so small that the energy-matching conditions provide
collision-free motion. For this simulation, the values of the cross sectional area (Ad)
and mass (md) of the spacecraft were chosen to be 0.01 [m
2] and 0.1 [kg], respectively.
These are very conservative values and it is likely that the cross sectional area of the
spacecraft is smaller and that the mass is larger than the values used in these sim-
ulations. Both of these changes will decrease the effect of atmospheric drag on the
motion of the swarm.
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It is important to note that this simulation is run assuming that all of the space-
craft have the same physical properties. Therefore, the virtual chief spacecraft takes
on the same physical characteristics as the other spacecraft. However, if there is a
heterogeneous swarm, spacecraft having different shapes or masses, the choice of the
chief’s physical parameters is arbitrary. The motion of the deputies relative to each
other will not depend on the physical parameters of the chief. However, the entire
swarm will move with respect to the chief orbit if the chief’s physical parameters are
chosen poorly. For this reason, it is suggested that chief’s parameters be equal to the
average of the deputies so that the chief orbit remains within the swarm. In all of the
simulations in this dissertation, each spacecraft is modeled as a sphere so that Cd is
not dependent on the orientation of each spacecraft.
To eliminate the effects of atmospheric drag on the swarm, a multi-burn guidance
method is proposed. This controller uses the energy-matching initial conditions but
rather than burning only once at the beginning of the mission, this method uses
multiple burns to correct for the drift caused by atmospheric drag. Depending on the
available propellant and swarm drift allotted by the mission, these corrections can
be made at various frequencies ranging from multiple times per orbit to once every
hundred orbits. However, the energy-matching conditions are much more efficient at
the equator than they are near the poles. Therefore, it is recommended that burns
occur only when θ = k × pi where k is a nonnegative integer. This results in zero
crosstrack velocity, which reduces the amount of propellant required to perform the
maneuver. The multi-burn guidance method using one burn per orbit is illustrated
in Fig. 3.10
Figure 3.11 clearly shows that applying the energy-matching initial conditions
from Eq. (3.29) once per orbit reduces the drift caused by atmospheric drag and
provides collision-free motion for over 500 orbits. This multi-burn guidance method
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Initial Burn
Burns at θ=0
Figure 3.10: Illustration of the multi-burn guidance method in the LVLH frame
maintains the size of the swarm and prevents collisions within the swarm in the
presence of the two major perturbations in LEO, J2 effects and atmospheric drag.
In the simulation shown in Fig. 3.11, the first burn occur at θ = 45 degrees because
that is the initial position but all subsequent burns occur at θ = 0 degrees in order
to minimize propellant.
The multi-burn guidance method can be applied regardless of the initial argument
of latitude. If there is no desired swarm shape, the first burn should occur immedi-
ately, regardless of the initial argument of latitude, and the following burns should
occur at the equator in order to minimize propellant. However, it may be desirable
to maintain a specific swarm shape, such as a projected circular orbit. In this case, it
may not be possible to achieve this shape and burn at the equator. Therefore, based
on the desired crosstrack velocity, the argument of latitude at which the burn must
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Figure 3.11: Simulation results of the multiburn guidance method under the influence
of J2 and atmospheric drag
occur can be calculated based on Eq. (3.11). In this scenario, the first burn should
occur immediately and the following burns should occur at the argument of latitude
which produces the desired crosstrack motion. This method minimizes propellant
usage and drift while still permitting a variety of swarm shapes.
3.8 Simulation Results
The results of the energy-matched swarm for various altitudes, eccentricities, and in-
clinations are displayed in Tables 3.1-3.3, respectively. After 500 orbits, at least 39%
of the concentric PRO swarm has collided in all of the simulations run. However, in
all of the energy-matched swarms, less than 2% of the swarm has collided. It is im-
portant to note that 2% is only five collisions and these collisions are generally caused
by the fact that the spacecraft are simply located too close together initially. Addi-
tionally, the drift rate for the energy-matched conditions is on the order of mm/orbit
or cm/orbit in every situation. This is three orders of magnitude better than the
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concentric PROs, which drift tens of m/orbit in every case. Therefore, the energy-
matched conditions are effective at reducing drift and collisions in swarms at various
altitudes, eccentricities, and inclinations.
Table 3.1: Drift rate and collision fraction after 500 orbits for nonlinear concentric
PRO and energy-matched swarms with varying altitude, 0 eccentricity, 45 degree
inclination, and 45 degree argument of latitude
Concentric PRO (Eq. (3.6)) J2 Energy-Matched (Eq. (3.29))
Altitude [km] Drift [m/orbit] Collisions [%] Drift [m/orbit] Collisions [%]
300 21.65 55.4 0.00851 1.2
500 20.41 58.0 0.00755 1.6
800 18.73 54.2 0.00636 1.2
1000 17.73 56.6 0.00570 0.8
Table 3.2: Drift rate and collision fraction after 500 orbits for nonlinear concentric
PRO and energy-matched swarms with 500 km altitude, varying eccentricity, 45 de-
gree inclination, and 45 degree argument of latitude
Concentric PRO (Eq. (3.6)) J2 Energy-Matched (Eq. (3.29))
Eccentricity Drift [m/orbit] Collisions [%] Drift [m/orbit] Collisions [%]
0 20.41 58.0 0.00755 1.6
0.001 20.45 51.4 0.00765 1.2
0.01 20.82 41.8 0.03292 0.8
Table 3.3: Drift rate and collision fraction after 500 orbits for nonlinear concentric
PRO and energy-matched swarms with 500 km altitude, 0 eccentricity, varying incli-
nation, and 45 degree argument of latitude
Concentric PRO (Eq. (3.6)) J2 Energy-Matched (Eq. (3.29))
Inc. [deg] Drift [m/orbit] Collisions [%] Drift [m/orbit] Collisions [%]
0 10.70 39.0 0.02010 0.4
30 18.12 45.4 0.00954 0.8
45 20.41 58.0 0.00755 1.6
60 19.00 48.2 0.00478 0.8
90 11.25 47.8 0.00581 0.4
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3.9 Chapter Summary
In this chapter, the swarm-keeping problem was solved using J2-invariant orbits. The
relative motion of swarms of spacecraft was studied to determine what causes drift
and collisions in J2-perturbed swarms. This led to increasingly sophisticated single-
burn conditions for swarm keeping resulting in energy-matching conditions. These
conditions were shown to prevent collisions and minimize drift for hundreds of orbits
using a single burn. Additionally, a multiple-burn method was used to effectively
apply the energy-matching conditions in the presence of drag. This method was
shown to maintain a swarm and prevent collisions in the presence of J2 and drag.
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Chapter 4
Optimal Trajectory Generation
In this chapter, the swarm reconfiguration is written as a nonlinear, optimal control
problem. Due to the limited computation and communication capabilities of the fem-
tosats, solving this type of problem onboard is not realistic. Therefore, this optimal
control problem must be approximated and solved using a simplified problem. In
this dissertation, the problem is approximated using convex programs and sequential
convex programming (SCP) is used to iteratively solve a sequence of these problems.
The results of this chapter have been previously published [60] and are reprinted with
the permission of the American Institute of Aeronautics and Astronautics, Inc.
The objective of the optimal swarm reconfiguration is to minimize the L1-norm
of the control input. The L1-norm of the control input is equivalent to the total
propellant used during the transfer [61] Therefore, the swarm reconfiguration can be
written as
Problem 1 (Nonlinear Optimal Control Problem).
min
uj ,j=1,...,N
N∑
j=1
∫ tf
0
‖uj(t)‖p dt subject to (4.1)
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x˙j = f(xj(t),œ(t)) +Buj(t) ∀t ∈ [0, tf ], j = 1, . . . , N (4.2)
‖uj(t)‖q ≤ Umax ∀t ∈ [0, tf ], j = 1, . . . , N (4.3)
‖G[xj(t)− xi(t)]‖2 ≥ Rcol ∀t ∈ [0, tf ], i > j, j = 1, . . . , N − 1 (4.4)
xj(0) = xj,0, xj(tf ) = xj,f j = 1, . . . , N (4.5)
where
œ˙ = fchief(œ,uchief) (4.6)
with B = [03×3 I3×3]T , G = [I3×3 03×3] and xj = (`
T , ˙`
T
)T . Equation (4.2) de-
scribes the relative dynamics constraint, which is dependent on the chief dynamics
in Eq. (4.6). The equations for the chief dynamics (fchief(œ,uchief)) and the relative
dynamics (f(xj,œ)) are derived in Sec. 2.1.1 and Sec. 2.1.2, respectively. The refer-
ence orbital elements are assumed to be known values in the optimal control problem.
Therefore, the dynamics constraints are given by Eq. (4.2) with known parameters
given by Eq. (4.6).
Equation (4.3) represents the limitation on the magnitude of the control vector
with Umax being the maximum allowable control magnitude, Eq. (4.4) is the colli-
sion avoidance constraint with Rcol being the minimum allowable distance between
two spacecraft, and Eq. (4.5) contains the initial state constraint and the final state
constraint. In this chapter, the terminal constraints are given so no assignment is
needed. This assumption will be relaxed in Chapter 6. The spacecraft start and end
the reconfiguration on J2-invariant, parking orbits. Given the relative position (`j)
and the chief orbit (œ), the velocity vector that yields a J2-invariant PRO is given
by Eq. (3.29) in Sec. 3.6.
Remark 1 (p-norm). The norms used in Eqs. (4.1) and (4.3), ‖ ·‖p and ‖ ·‖q, respec-
tively, are dependent on the thruster architecture used on the spacecraft. Usually,
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p, q ∈ {1, 2,∞} where p and q can be the same or different. For a spacecraft with a
single thruster, the values for p and q will both be 2. However, the femtosats con-
sidered in this paper are assumed to have thrusters in each direction (xˆ, yˆ, zˆ) with a
single propellant tank. Each thruster has a limit on the amount of thrust that can
be produced, which requires that q = ∞ in Eq. (4.3). Additionally, the lifetime of
each femtosat is limited by the propellant remaining. Since each thruster requires
propellant from the same tank, the goal is to minimize the sum of the magnitudes of
the control components, i.e., the 1-norm. Therefore, p = 1 in Eq. (4.1). Throughout
this paper, the 1-norm will be used for the objective function and the ∞-norm will
be used for the control constraint. However, it is important to note that the convex
optimizations developed in the following sections are valid for p, q ∈ {1, 2,∞}.
It is important to note that the objective function and the constraints of Eqs. (4.3)
and (4.5) already satisfy the requirements for a convex programming problem. There-
fore, only the dynamics, Eq. (4.2), and the collision avoidance constraints, Eq. (4.4),
need to be converted in order to make Problem 1 convex.
4.1 Linearization and Discretization of Dynamics
In order to rewrite the dynamics in Eq. (4.2) as a constraint that can be used in
a convex programming problem, these equations must first be linearized. This is
necessary because the rules of convex programming state that equality constraints
must be affine. Linearizing Eq. (4.2) yields
x˙j = A(x¯j,œ)xj +Buj + s(x¯j,œ) (4.7)
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where x¯j is the nominal trajectory about which the equations are linearized. The
method for determining these nominal trajectories will be described in Sec. 4.3. Ad-
ditionally, A(x¯j,œ) and c(x¯j,œ) are
A(x¯j,œ) =
∂f
∂xj
∣∣∣∣
x¯j
s(x¯j,œ) = f(x¯j,œ)− ∂f
∂xj
∣∣∣∣
x¯j
x¯j (4.8)
The next step in the process of converting Eq. (4.2) into a constraint that can
be used in convex programming is to convert the ordinary differential equation in
Eq. (4.7) to a finite number of algebraic constraints. In order to do this, the problem
is discretized using a zero-order-hold approach such that
uj(t) = uj[k], t ∈ [tk, tk+1), k = 0, . . . , T − 1 (4.9)
where tf = T∆t, t0 = 0, tT = tf , and ∆t = tk+1 − tk for k = 0, . . . , T − 1. This
method of discretization reduces Eq. (4.7) to
xj[k + 1] = Aj[k]xj[k] +Bj[k]uj[k] + sj[k], k = 0, . . . , T − 1, j = 1, . . . , N
(4.10)
where xj[k] = xj(tk), uj[k] = uj(tk), œ[k] = œ(tk), and
Aj[k] =e
A(x¯j(tk),œ(tk))∆t, Bj[k] =
∫ ∆t
0
eA(x¯j(tk),œ(tk))τB dτ, (4.11)
sj[k] =
∫ ∆t
0
eA(x¯j(tk),œ(tk))τs(x¯j(tk),œ(tk))dτ
Now that the nonlinear, continuous-time equations of motion from Eq. (4.2) have
been rewritten as linear, finite dimensional constraints in Eq. (4.10), they can be
used in a convex programming problem. The constraints from Eqs. (4.3)-(4.5) can be
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written in discretized form as
‖uj[k]‖∞ ≤ Umax k = 0, . . . , T − 1, j = 1, . . . , N (4.12)
‖G(xj[k]− xi[k])‖2 ≥ Rcol k = 0, . . . , T, i > j, j = 1, . . . , N − 1 (4.13)
xj[0] = xj,0, xj[T ] = xj,f j = 1, . . . , N (4.14)
Note that the only constraint that does not satisfy the requirements of convex pro-
gramming is Eq. (4.13). This constraint will be modified in the next section so that
it can be used in a convex programming problem.
4.2 Decoupling and Convexification of Collision
Avoidance Constraints
The collision avoidance constraints are dependent on the position of other spacecraft.
This makes the optimization coupled in the sense that every spacecraft must know the
optimal trajectory of every other spacecraft, which requires the entire optimization
to be solved at once. This is undesirable since it requires centralized computations.
In order to decouple the optimizations, the nominal trajectories (x¯j) are used for
the positions of the other spacecraft. These nominal trajectories will be defined in
Sec. 4.3. Now, each spacecraft can solve its own optimization since the objective and
constraints no longer depend on other spacecraft’s optimal trajectories.
The discretized and decoupled version of Problem 1 is written as the following
optimization for each spacecraft j = 1, . . . , N .
Problem 2 (Decoupled Optimization).
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min
uj
T−1∑
k=k0
‖uj[k]‖1∆t subject to (4.15)
xj[k + 1] = Aj[k]xj[k] +Bj[k]uj[k] + sj[k], k = k0, . . . , T − 1 (4.16)
‖uj[k]‖∞ ≤ Umax k = k0, . . . , T − 1 (4.17)
xj[0] = xj,0 (4.18)
xj[T ] = xj,f (4.19)
‖G(xj[k]− x¯i[k])‖2 ≥ Rcol k = k0, . . . , T, i ∈ {N[j] ∩ Pj} (4.20)
where N[j] is the closed neighborhood of spacecraft j and Pj is the set of spacecraft
that have a higher priority than spacecraft j meaning that j must avoid them. The
closed neighborhood (N[j]) will be further defined in Sec. 5.1 and the set of higher
priority spacecraft (Pj) is further defined in Theorem 7 in Sec. 4.4. For now, they
are defined as N[j] = 1, . . . , N and Pj = {i|i < j}. It is important to note that either
i ∈ Pj or j ∈ Pi must be true in order to guarantee that spacecraft i and j do not
collide.
The final step in converting the swarm reconfiguration into a convex programming
problem is converting the collision avoidance constraints to convex constraints. Since
the collision avoidance constraints in their current form are concave, the best convex
approximations will be affine constraints. In other words, the sphere which defines the
forbidden region is approximated by a plane which is tangent to the sphere and per-
pendicular to the line segment connecting the nominal position (x¯j) of the spacecraft
and the object. This idea is shown in 2-D using a line and a circle in Fig. 4.1.
Figure 4.1a shows the prohibited zone for the initial collision avoidance constraint.
Figure 4.1b demonstrates the convexification of the constraint from Fig. 4.1a. Based
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(a) Nonconvex prohibited zone
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Figure 4.1: Convexification of the 2-D collision avoidance constraint
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Figure 4.2: Collision-free zone for a spacecraft with 5 neighbors using affine collision
avoidance constraints
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on the positions of the spacecraft in the previous iteration, a line (or plane in the 3-D
version) is defined to be tangent to the old prohibited zone and perpendicular to the
line segment connecting the spacecraft. This line defines the new prohibited zone. As
can be seen in Fig. 4.1b, the new prohibited zone includes the old prohibited zone so
collision avoidance is still guaranteed using this convexification method.
Figure 4.2 shows the collision-free zone for a spacecraft surrounded by multiple
neighbors. When multiple neighboring spacecraft (blue) are in the vicinity of space-
craft j (red), the collision-free zone will be the intersection of the half spaces that
define the collision-free zones between each neighbor and spacecraft j. This results
in a convex polytope around the nominal position of spacecraft j in which it is guar-
anteed to be collision free based on the position of the neighboring spacecraft.
Proposition 1 (Convexification of Collision Avoidance Constraint). A sufficient con-
dition for the collision avoidance constraints in Eq. (4.20) to hold is
(x¯j[k]− x¯i[k])TGTG(xj[k]− x¯i[k]) ≥ Rcol‖G(x¯j[k]− x¯i[k])‖2 (4.21)
k = 0, . . . , T, i > j, j = 1, . . . , N − 1
Proof. To show sufficiency, it is assumed that the above condition is satisfied. The
following steps are valid for all i, j, k.
(x¯j[k]− x¯i[k])TGTG(xj[k]− x¯i[k]) ≥ Rcol‖G(x¯j[k]− x¯i[k])‖2
‖G(x¯j[k]− x¯i[k])‖2 ‖G(xj[k]− x¯i[k])‖2 cosφ ≥ Rcol‖G(x¯j[k]− x¯i[k])‖2
‖G(xj[k]− x¯i[k])‖2 cosφ ≥ Rcol
‖G(xj[k]− x¯i[k])‖2 ≥ Rcol
This reestablishes Eq. (4.20) and proves sufficiency. x¯i and x¯j are the nominal trajec-
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tories from the previous iteration of xi and xj, respectively, and φ is the angle between
the two vectors. These nominal values are assumed to be known and are not variables
in the optimization. Therefore, the collision avoidance constraints in Eq. (4.21) are
affine and in a form that can be used in a convex programming problem.
Remark 2 (Nominal Trajectories). The nominal trajectory (x¯j) represents an initial
guess for the actual trajectory (xj) and is used to convexify the collision avoidance
constraint. The closer the nominal trajectory is to the actual trajectory the more
accurate the convex program will be. The nominal trajectory plays an important role
in the iterative method developed in Sec. 4.3 where it is further defined.
The convex approximation of the nonconvex program in Problem 2 is shown below
for spacecraft j [60].
Problem 3 (Decentralized Convex Program).
min
uj
T−1∑
k=k0
‖uj[k]‖1∆t subject to (4.22)
xj[k + 1] = Aj[k]xj[k] +Bj[k]uj[k] + sj[k], k = k0, . . . , T − 1 (4.23)
‖uj[k]‖∞ ≤ Umax k = k0, . . . , T − 1 (4.24)
xj[0] = xj,0 (4.25)
xj[T ] = xj,f (4.26)
(x¯j[k]− x¯i[k])TGTG(xj[k]− x¯i[k]) ≥ Rcol‖G(x¯j[k]− x¯i[k])‖2 (4.27)
k = k0, . . . , T, i ∈ {N[j] ∩ Pj}
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4.3 Sequential Convex Programming Algorithm
The approximations used to get the dynamics and collision avoidance constraints
into their convex forms, Eqs. (4.23) and (4.27), require a nominal state x¯j[k] for each
spacecraft at each time step. Additionally, the nominal vectors must be close to the
actual state vectors in order for the solution to the convex programming problem
to be valid. In order to ensure that the nominal vectors are good estimates of the
actual state vectors, SCP is used. SCP is a method for solving nonconvex optimiza-
tions using convex programming [34]. In order to use SCP, the nonconvex problem
is approximated by a convex problem as has been done in Sec. 4.1 & 4.2. Then,
the convex problem is solved using an iterative method. In the first iteration, an
initial guess is provided for the nominal vector for the dynamics but in the follow-
ing iterations, the solution to the previous iteration is used as the nominal vector,
i.e., x¯j[k] = xj,w−1[k], ∀k for iteration w. This process continues until the following
condition is satisfied.
‖xj,w[k]− xj,w−1[k]‖∞ < SCP, ∀j, k (4.28)
To enforce the collision avoidance constraints, each spacecraft communicates its own
nominal trajectory to the other spacecraft. This requirement will be relaxed in
Sec. 5.1.
One of the main advantages of using SCP compared to simply solving the convex
programming problem is that the resulting solution is not as dependent on the initial
guess. Because of the way that the collision avoidance constraint must be convexified,
the prohibited zone for each collision is a half space, which is overly conservative. With
convex programming, this will prevent the spacecraft from passing through certain
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Figure 4.3: Evolution of the 2-D collision avoidance constraint
areas that are, in fact, safe. This can potentially lead to non-optimal trajectories if
a poor initial guess is provided. In SCP, the iterations allow the spacecraft to move
into an area that was prohibited in the initial convex programming problem. This
is illustrated in Fig. 4.3. In the iteration w + 1, shown in Fig. 4.3b, the spacecraft
move into areas that were originally prohibited in iteration w, shown in Fig. 4.3a.
This idea allows SCP to achieve better trajectories than a single iteration of convex
programming.
The SCP algorithm is described in Algorithm 1. First, an initial trajectory is
generated for each spacecraft without considering collision avoidance (line 2). Then,
the iterative process begins with each spacecraft solving for its optimal trajectory
(line 9). Next, each spacecraft stores the current trajectory as the nominal trajectory
for the next iteration (line 12) and communicates that trajectory to its neighboring
spacecraft (line 13). Finally, the iteration is repeated until the trajectories converge
and the spacecraft are collision free (line 14).
In the SCP algorithm, the nominal values are not updated until after every space-
craft has completed its computation as seen in line 12 of Algorithm 1. This allows all
of the spacecraft to run the SCP algorithm simultaneously, which greatly reduces the
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Algorithm 1 Sequential Convex Programming [60]
1: x¯j[k] := 06×1, ∀j, k
2: xj,0[k] := the solution to Problem 3 (Decentralized Convex Program) with Pj = ∅,
∀j, k
3: x¯j[k] := x
0
j [k], ∀j, k
4: Communicate x¯j[k] to all neighboring spacecraft (i ∈ N[j])
5: K := {1, . . . , N}
6: w := 1
7: while K 6= ∅ do
8: for all j ∈ K (run in parallel) do
9: xj,w[k] :=the solution to Problem 3 (Decentralized Convex Program), ∀k
10: end for
11: for all j (run in parallel) do
12: x¯j[k] := xj,w[k], ∀k
13: Communicate x¯j[k] to all neighboring spacecraft (i ∈ N[j])
14: if ‖xj,w[k]−xj,w−1[k]‖∞ < SCP ∀k and ‖G(xj,w[k]−xi,w[k])‖2 > Rcol ∀k,∀i ∈
N[j] ∩ Pj then
15: Remove j from K
16: end if
17: end for
18: w := w + 1
19: end while
20: xj,w−1[k] is the approximate solution to Problem 1
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Figure 4.4: An example of two spacecraft that have difficulty converging. This prob-
lem is solved by defining Pj = {i|i < j}.
total elapsed time. Unfortunately, this can cause the SCP algorithm to have trouble
converging when trying to avoid collisions. This occurs because two spacecraft that
are trying to avoid each other are now simultaneously updating their trajectories. Be-
cause neither spacecraft knows where the other will be, they may choose trajectories
that are collision free based on the other spacecraft’s previous trajectory but are not
collision free based on the new trajectories. This situation is shown in Fig. 4.4.
Figure 4.4a shows spacecraft i (green) moving to a position (solid green circle)
that is safe based on the previous location of spacecraft j (red open circle). However,
spacecraft j has updated its position (solid red circle) and the spacecraft are within
each other’s collision radii. Figure 4.4b shows the following iteration where the space-
craft are overly conservative because both spacecraft think the other will be closer to
them based on the previous trajectory. It is possible for the spacecraft to oscillate
back and forth in this manner, which prevents the SCP algorithm from converging.
By defining the priority set as Pj = {i|i < j}, only one of the spacecraft will try to
avoid the other one and the oscillation will be prevented.
Remark 3 (Spacecraft Ordering). By forcing one spacecraft to avoid the other rather
than allowing cooperative avoidance, the trajectories can potentially be farther from
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the optimal than one derived in a centralized method. However, the total run time
of the algorithm is greatly reduced. Additionally, the numbering of the spacecraft
is arbitrary so they can be numbered in a way that minimizes the disadvantages of
using the decentralized method. This idea will be further discussed in Theorem 7.
Remark 4 (Computational Complexity). Since the convex optimizations used by Al-
gorithm 1 are decoupled, the number of variables in each optimization is independent
of the number of spacecraft. Similarly, the number of dynamics, control, initial, and
terminal constraints in each optimization are not affected by the number of spacecraft
in the swarm. Therefore, the number of spacecraft only affects the number of collision
avoidance constraints. When the swarm has all-to-all communication, the number of
constraints scales linearly with the number of spacecraft so the complexity is O(N).
However, when spacecraft can only communicate with neighboring spacecraft, the
number of constraints scales linearly with the density of spacecraft so the complexity
is O(N
(
Rcomm
L
)d
) where d is the dimension of the physical space and L is the size of
the physical space in any dimension.
Because the run time is now on the order of a time step or two, the algorithm
can be run using MPC by updating the future control commands based on new state
information that includes unmodeled disturbances and other errors. This can provide
some robustness improvements compared to running the algorithm only once at the
beginning.
4.4 Convergence of SCP
In this subsection we will show that SCP (Algorithm 1) converges to a point, which
satisfies the Karush-Kuhn-Tucker (KKT) [30, 62] conditions of the nonconvex opti-
mization in Problem 2. In order to do this, we will show that the sequence of convex
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programs for spacecraft j converges in two different situations. First, the sequence
converges when spacecraft j does not have to avoid any other spacecraft.
Proposition 2 (Convergence without Collision Avoidance). If N[j] ∩ Pj = ∅, the
solution to the convex program (Problem 3) for spacecraft j is equivalent to the global
minimum of the nonconvex program (Problem 2).
Proof. Since N[j] ∩ Pj = ∅, spacecraft j does not avoid any other spacecraft, which
means that there are no collision avoidance constraints. Without collision avoidance
constraints, the nonconvex program (Problem 2) and the convex program (Problem 3)
are equivalent and the solution to either problem will be a global minimum to both
problems.
Next, we will show that SCP converges for spacecraft j when all of the spacecraft
that spacecraft j must avoid have a fixed trajectory, i.e., their trajectories do not
change from one iteration to the next. First, we establish that a solution to the
convex program will always be a feasible solution to the nonconvex program. To
simplify the notation in the following proofs, we introduce the following definition.
Definition 1 (CP(x¯j,x¯i)). We define CP(x¯j,x¯i) to be the convex program in Prob-
lem 3 where the nominal trajectories x¯j and x¯i are used for the convexification and
decoupling, respectively, of the nonconvex program in Problem 2. The sets N[j] and
Pj are the same as in the nonconvex program (Problem 2).
Proposition 3 (Feasible Solutions). If (xj,w,uj,w) is a feasible solution to CP(xj,w−1,x¯i),
then (xj,w,uj,w) is a feasible solution to the nonconvex program (Problem 2).
Proof. Since (xj,w,uj,w) is a solution to Problem 3, it satisfies all of the constraints of
Problem 3. Except for the collision avoidance constraint (Eq. (4.20)), the constraints
of the nonconvex program (Eqs. (4.16)-(4.19)) are the same as those of the convex
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program (Eqs. (4.23)-(4.26)). Additionally, xj,w satisfies Eq. (4.27). Therefore, the
following is true for all k = k0, . . . , T and i ∈ {N[j] ∩ Pj}:
(xj,w−1[k]− x¯i[k])TGTG(xj,w[k]− x¯i[k]) ≥ Rcol‖G(xj,w−1[k]− x¯i[k])‖2
‖G(xj,w−1[k]− x¯i[k])‖2‖G(xj,w[k]− x¯i[k])‖2 ≥ Rcol‖G(xj,w−1[k]− x¯i[k])‖2 (4.29)
‖G(xj,w[k]− x¯i[k])‖2 ≥ Rcol
The last equation in Eq. (4.29) shows that xj,w satisfies the collision avoidance
constraint in Eq. (4.20). Therefore, all of the constraints in Problem 2 are satisfied
and xj,w is a feasible solution to Problem 2.
The above proposition shows that any solution to the convex program is a feasible
solution to the nonconvex program. Next, this fact will be used to establish that a
sequence of optimal solutions exist.
Proposition 4 (Optimal Sequence). Let xi be fixed trajectories for all i ∈ {N[j] ∩
Pj}. If (xj,w,uj,w) is a feasible solution to CP(xj,w−1,x¯i) or the nonconvex program
(Problem 2), then CP(xj,w,x¯i) has an optimal solution and (xj,w,uj,w) is a feasible
solution to CP(xj,w,x¯i).
Proof. Since (xj,w,uj,w) is a solution to CP(xj,w−1,x¯i) or Problem 2, it satisfies
Eqs. (4.23)-(4.26), which are the same as the constraints of CP(xj,w,x¯i) except for the
collision avoidance constraints (Eq. (4.27)). Additionally, xj,w satisfies the collision
avoidance constraints of CP(xj,w−1,x¯i) or Problem 2. If xj,w satisfies the constraints of
Problem 2, the first line of Eq. (4.30) is established, otherwise, this line is established
by Proposition 3.
‖G(xj,w[k]− x¯i[k])‖2 ≥ Rcol
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‖G(xj,w[k]− x¯i[k])‖22 ≥ Rcol‖G(xj,w[k]− x¯i[k])‖2 (4.30)
(xj,w[k]− x¯i[k])TGTG(xj,w[k]− x¯i[k]) ≥ Rcol‖G(xj,w[k]− x¯i[k])‖2
The last equation in Eq. (4.30) shows that xj,w satisfies the collision avoidance con-
straints in CP(xj,w,x¯i). Therefore, (xj,w,uj,w) is a feasible solution to CP(xj,w,x¯i) and
the set of feasible solutions to CP(xj,w,x¯i) is not empty. Additionally, this set is an
intersection of half spaces and equality constraints, which results in a closed set, and
the Eqs. (4.23)-(4.25) ensure that the set is bounded. Also, the cost of CP(xj,w,x¯i)
is continuous. By the Weierstrass theorem [63], a continuous function over a closed
and bounded set achieves an optimum. Therefore, an optimal solution to CP(xj,w,x¯i)
exists.
Proposition 4 shows that once a feasible solution to CP(xj,w,x¯i) exists, all of the
following convex problems have an optimal solution and a sequence of optimal solu-
tions {xj,w} exists. The next proposition shows that the optimality of this sequence
is improving.
Proposition 5 (Decreasing Cost). If (xj,w,uj,w) is the optimal solution to
CP(xj,w−1,x¯i) and (xj,w−1,uj,w−1) is a feasible solution to CP(xj,w−2,x¯i), then
J(uj,w) ≤ J(uj,w−1) (4.31)
where J(uj) =
∑T
k=k0
‖uj[k]‖1∆t. Additionally, if (xj,w,uj,w) is the unique optimal
solution, then either (xj,w,uj,w) = (xj,w−1,uj,w−1) or
J(uj,w) < J(uj,w−1) (4.32)
Proof. Since (xj,w−1,uj,w−1) is a feasible solution to CP(xj,w−2,x¯i), Proposition 4
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states that (xj,w−1,uj,w−1) is a feasible solution to CP(xj,w−1,x¯i). Additionally,
(xj,w,uj,w) is the optimal solution to CP(xj,w−1,x¯i), which means that any (xj,uj)
that is a feasible solution of CP(xj,w−1,x¯i) satisfies
J(uj,w) ≤ J(uj) (4.33)
Substituting (xj,w−1,uj,w−1) into the right hand side of the above equation estab-
lishes Eq. (4.31). If (xj,w,uj,w) is a unique optimal solution, then Eq. (4.33) has a
strict inequality provided that uj 6= uj,w. Substituting in (xj,w−1,uj,w−1) establishes
Eq. (4.32) unless (xj,w,uj,w) = (xj,w−1,uj,w−1).
This proposition establishes that a sequence of optimal solutions {xj,w} has a
nonincreasing cost and if the solutions are unique then the cost is strictly decreasing.
We will now use the propositions developed in this section to show that a sequence
of optimal solutions exists and converges to an optimal solution of Problem 2. The
following theorem establishes these claims.
Theorem 6 (Convergence of SCP). Let xi be fixed trajectories for all i ∈ {N[j]∩Pj}.
If (xj,1,uj,1) is a feasible solution to Problem 2, then a sequence of optimal solutions
({xj,w}, {uj,w}) exists. If each optimal solution is unique, the sequence converges to
(x∞j ,u
∞
j ), which is a KKT point of Problem 2.
Proof. Since (xj,1,uj,1) is a feasible solution to Problem 2, it follows from Proposi-
tion 4 that CP(xj,1,x¯i) has an optimal solution, which we call (xj,2,uj,2). Apply-
ing Proposition 4 again results in an optimal solution to CP(xj,2,x¯i) defined to be
(xj,3,uj,3). Repeating this process yields the optimal solution sequence ({xj,w}, {uj,w}).
Since the optimal solutions are unique, applying Proposition 5 to this sequence yields
64
the following condition for all w:
J(uj,w) < J(uj,w−1) (4.34)
Since every solution in the sequence ({xj,w}, {uj,w}) satisfies Eqs. (4.23)-(4.26), which
form a closed and bounded set, there is an infinite subsequence ({xj,wi}, {uj,wi}) that
converges. Let the convergence point be called (x∞j ,u
∞
j ). Because the cost function
(J(u)) is continuous, J(uj,wi) converges to J(u
∞
j ). Additionally, the cost function is
decreasing as seen in Eq. (4.34). Therefore, the cost function of the entire sequence
(J(uj,w)) converges to J(u
∞
j ). In the remainder of this proof, → will be used to
denote that the sequence on its left converges to value on its right.
We define a mapping M(xj) that represents solving CP(xj,x¯i). The mapping M
has a fixed point at x∞j . We will show that this is true by contradiction. Assume that
(x∞+1j ,u
∞+1
j ) = M(x
∞
j ) and (x
∞+1
j ,u
∞+1
j ) 6= (x∞j ,u∞j ). In this case, J(uj,∞+1) <
J(u∞j ). However, {J(uj,w)} → J(u∞j ) so we have, for w > ∞ + 1, that J(uj,w) <
J(u∞j ) and {J(uj,w)} → J(u∞j ), which is a contradiction. Therefore, (x∞j ,u∞j ) =
M(x∞j ).
Additionally, the mapping M(xj) is equivalent to solving the KKT conditions of
CP(xj,x¯i), which are continuous with respect to xj. Therefore, the mapping M is con-
tinuous. Since the subsequence ({xj,wi}, {uj,wi}) → (x∞j ,u∞j ) and M is continuous,
the following is true.
{M(xj,wi)} →M(x∞j ) (4.35)
Additionally, (x∞j ,u
∞
j ) is a fixed point and (xj,wi+1,uj,wi+1) = M(xj,wi). Therefore,
({xj,wi+1}, {uj,wi+1})→ (x∞j ,u∞j ) (4.36)
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This process can be repeated to show that all subsequences ({xj,wi+n}, {uj,wi+n})
converge to (x∞j ,u
∞
j ). Therefore, the sequence ({xj,w}, {uj,w}) converges to (x∞j ,u∞j ).
Finally, we will show that (x∞j ,u
∞
j ) is a KKT point of Problem 2. Since (x
∞
j ,u
∞
j )
is a fixed point of M , it is a solution to CP(x∞j ,x¯i) and from Proposition 3, it is
a feasible solution to Problem 2. Additionally, Problem 3 is convex so any solu-
tion to this problem is a KKT point (x∗j ,u
∗
j) and satisfies stationarity (Eq. (4.37)),
complementary slackness (Eq. (4.38)), and dual feasibility (Eq. (4.39)-(4.40)):
0 = ∂J(u∗j) + (λ
∗
1)
T∂g1(x
∗
j ,u
∗
j) + (λ
∗
2)
T∂g2(x
∗
j ,u
∗
j) + (λ
∗
eq)
T∂geq(x
∗
j ,u
∗
j) (4.37)
0 = (λ∗1)
Tg1(x
∗
j ,u
∗
j) + (λ
∗
2)
Tg2(x
∗
j ,u
∗
j) (4.38)
λ∗1 ≥ 0 (4.39)
λ∗2 ≥ 0 (4.40)
where ∂f is the subgradient of the function f .
g1(xj,uj) = ‖uj[k]‖∞ − Umax, ∀k = k0, . . . , T (4.41)
g2(xj,uj) = Rcol‖G(x∞j [k]− x¯i)‖2 − (x∞j [k]− x¯i)TGTG(xj[k]− x¯i), ∀k = k0, . . . , T
(4.42)
geq(xj,uj) =

xj[k + 1]− Aj[k]xj[k]−Bj[k]uj[k]− sj[k], ∀k = k0, . . . , T − 1
xj[0]− xj,0
xj[T ]− xj,f

(4.43)
We note that the cost J and the constraints in g1 and geq are the same in both
Problems 2 and 3. Therefore, we will only substitute Eq. (4.42) for g2 in the KKT
conditions. Since (x∞j ,u
∞
j ) is a KKT point of CP(x
∞
j ,x¯i), the following equations
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hold.
0 = ∂J(u∞j ) + (λ
∞
1 )
T∂g1(x
∞
j ,u
∞
j )− (λ∞2 )T (x∞j [k]− x¯i)TGTG
+ (λ∞eq)
T∂geq(x
∞
j ,u
∞
j ) (4.44)
0 = (λ∞1 )
Tg1(x
∞
j ,u
∞
j ) + (λ
∞
2 )
T (Rcol − ‖G(x∞j [k]− x¯i)‖2)‖G(x∞j [k]− x¯i)‖2 (4.45)
λ∞1 ≥ 0 (4.46)
λ∞2 ≥ 0 (4.47)
Now let λ∗1 = λ
∞
1 , λ
∗
2 = λ
∞
2 ‖G(x∞j [k]− x¯i)‖2, and λ∗eq = λ∞eq, where (λ∞1 , λ∞2 , λ∞eq)
are the KKT multipliers that satisfy the KKT conditions for the convex program.
Eqs. (4.44)-(4.47) become the KKT conditions for Problem 2.
0 = ∂J(u∞j ) + (λ
∗
1)
T∂g1(x
∞
j ,u
∞
j )− (λ∗2)T
(x∞j [k]− x¯i)TGTG
‖G(x∞j [k]− x¯i)‖2
+ (λ∗eq)
T∂geq(x
∞
j ,u
∞
j ) (4.48)
0 = (λ∗1)
Tg1(x
∞
j ,u
∞
j ) + (λ
∗
2)
T (Rcol − ‖G(x∞j [k]− x¯i)‖2) (4.49)
λ∗1 ≥ 0 (4.50)
λ∗2 ≥ 0 (4.51)
Therefore, (x∞j ,u
∞
j ) satisfies the KKT conditions for the nonconvex program
(Problem 2) with lagrange multipliers, (λ∗1, λ
∗
2, λ
∗
eq).
Proposition 2 and Theorem 6 show that the SCP algorithm (Algorithm 1) applied
to the convex program (Problem 3) converges to a trajectory that satisfies the KKT
conditions of the nonconvex program (Problem 2). Proposition 2 applies when there
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are no collision avoidance constraints (N[j]∩Pj = ∅) and Theorem 6 applies when the
spacecraft that need to be avoided have a fixed trajectory (xi,w = x
∞
i , ∀w,∀i ∈ N[j]∩
Pj). In order to guarantees that the SCP algorithm for every spacecraft converges, a
priority value (pij) is defined for each spacecraft and is used to construct Pj.
Theorem 7 (Convergence of All Agents). Let each spacecraft j have a priority value
pij such that pii 6= pij for any i 6= j. Define the priority set as follows:
Pj = {i|pii < pij} (4.52)
If there is a feasible solution to Problem 2 for each spacecraft, all of the spacecraft will
converge to a KKT solution of Problem 2 and no collisions occur between neighboring
spacecraft.
Proof. Since pii 6= pij for any i 6= j, there exists an spacecraft j1 such that pij1 < pij for
all j 6= j1. This will result in Pj1 = ∅. Using Proposition 2, spacecraft j1 converges
to a solution that is a global minimum of Problem 2 and therefore, satisfies the KKT
conditions. This solution is defined as x∗j1 .
Now there exists an spacecraft j2 such that pij2 < pij for all j 6= {j1, j2} and
pij1 < pij2 . This implies that Pj2 = j1. Now, Theorem 6 can be applied, using the
assumption that there is a feasible solution and the fact that x∗j1 is fixed, to show
that the SCP algorithm for spacecraft j2 converges to a solution (x
∗
j2
) that is a KKT
point of Problem 2. This step can be repeated for all of the remaining spacecraft to
show that every spacecraft’s trajectory converges to a KKT point.
Additionally, since i ∈ Pj if and only if pii < pij we can state that exactly one of
the following statements is true for all pairs (i, j): i ∈ Pj or j ∈ Pi. Since either i or
j will avoid the other one provided that i and j are neighboring spacecraft (i ∈ N[j]
and j ∈ N[i]), the collision is accounted for in the optimizations. Since this is true
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for pairs of neighboring spacecraft, every collision between neighboring spacecraft is
considered in the optimizations so these spacecraft will not collide.
Remark 5 (Priority Value (pij)). The priority values (pij) described in Theorem 7
should be defined by a physical parameter that reflects the ability of each spacecraft
to avoid other spacecraft. The most obvious choice for this value is the propel-
lant/battery remaining for each spacecraft. Using this quantity, the spacecraft with
more propellant/battery remaining would avoid the collision.
4.5 Simulation Results
In this section, simulations of the swarm reconfiguration are presented using the
SCP algorithm. A formation reconfiguration with 10 spacecraft and a swarm re-
configuration with 100 spacecraft are solved using Algorithm 1. The propellant and
computational efficiencies of the algorithm are presented.
All of the simulations are run with a reference orbit having the following initial
orbital elements: [a, e, i, Ω, ω, ν] = [6878 km, 0, 45 deg, 60 deg, 0 deg, 0 deg].
Additionally, the duration of the transfer, tf , is 5677 s, or one orbit. The problem
is discretized into 60 s intervals and SCP = 10
−3. The number of spacecraft and
the collision radius are varied throughout the simulations. In all the simulations, the
initial and terminal conditions, xj,0 and xj,f , respectively, are determined by randomly
generating the positions and then applying the J2-invariant conditions from Sec. 3.6
to determine the desired velocities. All of the convex optimizations were performed
using CVX [64].
The simulation results for the 10 spacecraft formation reconfiguration are shown
in Table 4.1. The SCP algorithm was run for collision radii Rcol of 0 m, 150 m, and
200 m. Additionally, the trajectories resulting from Rcol = 0 m and Rcol = 200 m are
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(b) Collision avoidance with R = 200 m
Figure 4.5: x-y projection of the beginning 1/3 of the reconfiguration of 10 spacecraft.
Markers fade from empty to solid as time moves forward.
shown in Figs. 4.5-4.7.
The collision avoidance maneuvers can be seen in Fig. 4.5-4.7. The most obvious
collision avoidance can be seen in Fig. 4.5 as the green square avoids the magenta
circle around the time represented by the second marker. There are other collision
avoidance maneuvers but this example is the most dramatic in the x-y projection.
Table 4.1: Simulation results for the reconfiguration of a 10 spacecraft formation
using the SCP algorithm
Algorithm Performance
Rcol [m] Col. Avoided Fuel Cost [m/s] Run Time [s] Serial Run Time [s]
0 0 21.00 16.03 80.13
150 2 21.01 20.63 104.21
200 3 21.13 30.71 104.16
Table 4.1 shows that for small formations with only a couple of potential collisions,
the SCP algorithm (Algorithm 1) has a run time of less than a minute for all cases.
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(b) Collision avoidance with R = 200 m
Figure 4.6: x-y projection of the beginning 2/3 of the reconfiguration of 10 spacecraft.
Markers fade from empty to solid as time moves forward.
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Figure 4.7: x-y projection of the entire reconfiguration of 10 spacecraft. Markers fade
from empty to solid as time moves forward.
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Table 4.2: Simulation results for the reconfiguration of a swarm of 100 spacecraft
using the SCP algorithm
Algorithm Performance
Rcol [m] Col. Avoided Fuel Cost [m/s] Run Time [s] Serial Run Time [s]
0 0 191.50 19.94 765.25
100 31 191.58 45.48 928.02
150 68 192.39 75.35 1486.6
Table 4.2 shows the simulation results for reconfiguring a swarm of 100 spacecraft.
The SCP algorithm was run for collision radii Rcol of 0 m, 100 m, and 150 m. As
with the 10 spacecraft formation, the swarm of 100 spacecraft reconfiguration can
be completed in under 100 s using the SCP algorithm (Algorithm 1). This indicates
that Algorithm 1 scales well with the number of spacecraft and can be implemented
in real time using model predictive control.
4.6 Chapter Summary
In this chapter, the swarm reconfiguration was introduced as a nonlinear, optimal
control problem, which was then converted to a convex program and solved using SCP.
To use SCP, the dynamics were linearized and the problem was discretized resulting in
a finite dimensional optimization with affine equality constraints. Then, the collision
avoidance constraints were decoupled and convexified so that each spacecraft could
solve its own problem efficiently. Once the problem was in convex form, the SCP
algorithm was described to iteratively solve a sequence of convex approximations
to the original problem. Finally, the SCP algorithm was shown to converge to a
trajectory that satisfies the KKT conditions of the nonconvex problem.
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Chapter 5
Real-time Trajectory Generation
In this section, model predictive control (MPC) is used to implement the SCP al-
gorithm in real time. Additionally, the communication requirement of the swarm is
reduced so that the network does not need to be centralized or even connected for the
algorithm to work. The MPC implementation of SCP (MPC-SCP) uses a receding
horizon to update the optimal trajectories based on the current state information.
Once an optimal control sequence is calculated, those values are used until updated
values are calculated. The results of this chapter have been previously published [60]
and are reprinted with the permission of the American Institute of Aeronautics and
Astronautics, Inc.
5.1 Model Predictive Control
In order to describe the MPC algorithm, Problem 4 is defined. Problem 4 is defined
so that the horizon for the optimization (TH) may not reach the terminal time (T ) for
the reconfiguration. For this reason, the cost function is broken into two parts. The
first term in Eq. (5.1) represents the cost accumulated before the end of the horizon
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and the second term is the cost of the trajectory after the horizon. In the case where
the horizon extends past the terminal time, the second term is zero. Additionally, the
collision avoidance constraint has been modified so that it is only enforced before the
end of the horizon. This modification has been made for two reasons: Having fewer
collision avoidance constraints decreases the run time of the convex program and the
spacecraft can only communicate with their neighboring spacecraft so collisions in the
distant future cannot be detected because those spacecraft are likely too far apart to
communicate. Finally, an artificial velocity constraint has been introduced so that
the distance two spacecraft can move relative to one another during a time step can
be bounded. These modifications will be used in the following sections to help prove
the feasibility and robustness of the MPC-SCP algorithm. Problem 4 is expressed as
follows for spacecraft j.
Problem 4 (Finite-Horizon, Convex Optimization used in MPC-SCP).
min
uj
k0+TH−1∑
k=k0
‖uj[k]‖1∆t1 +
T−1∑
k=k0+TH
‖uj[k]‖1∆t2 subject to (5.1)
xj[k + 1] = Aj[k]xj[k] +Bj[k]uj[k] + sj[k] k = k0, . . . , T − 1 (5.2)
(x¯j[k]− x¯i[k])TGTG(xj[k]− x¯i[k]) ≥ Ri,j[k]‖G(x¯j[k]− x¯i[k])‖2 (5.3)
k = k0, . . . ,min{k0 + TH , T}, {i, j} : i ∈ N[j] ∩ Pj
‖Hxj[k]‖2 ≤ Vmax k = k0, . . . , T (5.4)
‖uj[k]‖∞ ≤ Umax k = k0, . . . , T − 1 (5.5)
xj[k0] = xj,k0 , xj[T ] = xj,f (5.6)
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where N[j] = {i| ‖G(xj[k0] − xi[k0])‖2 ≤ Rcomm}, H = [03×3 I3×3], ∆t1 and ∆t2
are the time step size before and after the end of the horizon, respectively, and
Ri,j[k] ≥ Rcol is the collision radius for spacecraft i and j at time k when perturbations
are considered. The importance of having multiple time step sizes and time-varying
collision avoidance distances will be discussed in Sec. 5.4.
The MPC-SCP algorithm is performed by reducing the horizon of the SCP prob-
lem and then solving this problem repeatedly throughout the reconfiguration. Ini-
tially, the SCP algorithm is run for the optimal trajectory up to a finite horizon (TH).
As the spacecraft approaches this horizon in real time, the SCP algorithm is rerun
from the current time (k0) and position (xj,k0) up to the new horizon (k0 + TH). It is
important to note that k0 is the current time at the beginning of each MPC iteration
and increases with time. In Eq. (5.6), xj,k0 is the real-time position and velocity of
the spacecraft when the MPC-SCP algorithm is run. This value represents the initial
condition of the MPC-SCP algorithm. This process is repeated until the spacecraft
reaches the desired position (xj,f ) at the final time (T ). This process is shown in
more detail in Algorithm 2.
Algorithm 2 MPC-SCP
1: k0 = 0
2: while k0 ≤ T do
3: Solve Problem 4 using SCP (Algorithm 1)
4: xj[k] = state solution to Problem 4, ∀j, k = k0 . . . k0 + TH
5: uj[k] = control solution to Problem 4, ∀j, k = k0 . . . k0 + TH − 1
6: Update k0 and xj,k0 to the current time and position
7: end while
The SCP algorithm used to solve the optimizations in the MPC-SCP algorithms
was given by Algorithm 1. The SCP algorithm is written very generally and it is
assumed that the optimization problem to be solved, the time range of the optimiza-
tion, and the pairs of spacecraft that can communicate are specified by the MPC-SCP
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Desired Trajectory Actual Final Position 
Desired Final Position 
(a) Trajectory from running the SCP algo-
rithm at the initial time only
Desired Trajectories 
(Broken Lines) 
Initial Position 
Actual Trajectory 
(Solid Line) 
Actual Final Position 
Desired Final Position 
Update Positions 
(b) Trajectory from running the MPC imple-
mentation of the SCP algorithm
Figure 5.1: Convexification of the 2-D collision avoidance constraint
algorithm.
The result of the MPC-SCP implementation is a fully decentralized optimal guid-
ance algorithm with improved computation times as well as better robustness when
sensor and actuator errors are included as will be shown in Sec. 5.2. The decen-
tralization of the swarm guidance algorithm greatly reduces the communication and
computation requirements of the femtosats. Additionally, the increased robustness
properties of this algorithm will reduce the propellant requirements for the femtosats.
The benefits of the MPC-SCP algorithm with respect to robustness and propellant
efficiency are shown in Figure 5.1. Figure 5.1a shows how an initial actuator or sensor
error can cause the actual final position (blue circle) to have a significant error with
respect to the desired final position (red circle) if the SCP algorithm is only run once.
However, the MPC implementation in Figure 5.1b can reduce this error by updating
the desired trajectory based on the actual position and velocity (xj,k0 [k]) at various
points (small blue circles) throughout the reconfiguration. In addition to reducing
final position errors, the MPC-SCP implementation reduces the computation, com-
munication, and propellant requirements, which is especially important for femtosats
due to their very limited volume and mass.
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5.2 Sensor and Actuator Uncertainties
A major benefit of the MPC-SCP algorithm is the robustness to sensor and actu-
ator uncertainties. Before analyzing the stability and feasibility of the MPC-SCP
algorithm, in Sec. 5.3 and 5.4 respectively, this subsection introduces the sensor and
actuator uncertainties and their effect on the spacecraft’s trajectories.
Assumption 1. The linearization and discretization errors of the convexification
process are negligible compared to the errors in the control actuation and state mea-
surements.
Remark 6 (Negligible Errors). The linearization errors are negligible because the
nominal trajectory about which the linearization occurs (x¯j = xj,w−1) and the actual
trajectory (xj,w) are within SCP as given by line 14 of Algorithm 1. Additionally, the
discretization error is caused by using a zero-order hold on time-varying dynamics.
However, the relative spacecraft dynamics do not change much over the length of
a single time step so using constant dynamics (Aj, Bj, sj) does not introduce much
error.
Assumption 2. The errors in the state measurement at time k0 and control actuation
at all times k are ∆xj[k0] = xˆj[k0]− xj[k0] and ∆uj[k] = uˆj[k]− uj[k], respectively.
These errors satisfy the following conditions.
‖G∆xj[k]‖2 ≤ ξx, ‖H∆xj[k]‖2 ≤ ξv, ‖∆uj[k]‖2 ≤ ξu, ∀ j, k (5.7)
Proposition 8 (Bound on the Perturbed Trajectory). Under Assumptions 1 and 2
the error (dj(k, n)) in the position of spacecraft accumulated between time steps k and
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k + n can be bounded as follows:
‖dj(k, n)‖2 ≤ ‖
n−1∏
s=0
Aj[k + s]‖UL ξx + ‖
n−1∏
s=0
Aj[k + s]‖UR ξv
+
n−1∑
l=0
‖
n−l∏
s=l+1
Aj[k + s]Bj[k + l]‖U ξu =: d¯j(k, n) (5.8)
where dj(k, n) = Gx˜j[k + n], the propagated error between the perturbed state (xˆj[k])
and the original state is x˜j[k] = xˆj[k]− xj[k], and
n∏
s=0
W [s] =W [n]W [n− 1] . . .W [2]W [1]W [0],
n−1∏
s=n
W [s] = I
W6×6 =
W11 W12
W21 W22
 , W6×3 =
W1
W2

‖W6×6‖UL = σ¯(W11), ‖W6×6‖UR = σ¯(W12), ‖W6×3‖U = σ¯(W1)
Proof. Define xˆj[k] as the perturbed state of spacecraft j at time k. The dynamics
for xˆj[k] given Assumption 1 can be written as
xˆj[k + 1] = Aj[k](xj[k] + ∆xj[k]) +Bj[k](uj[k] + ∆uj[k]) + sj[k] (5.9)
Subtracting Eq. (5.2) from Eq. (5.9) yields
x˜j[k + 1] = Aj[k]∆xj[k] +Bj[k]∆uj[k] (5.10)
Expanding this equation for n time steps yields
x˜j[k + n] =
n−1∏
s=0
Aj[k + s]∆xj +
n−1∑
l=0
n−l∏
s=l+1
Aj[k + s]Bj[k + l]∆uj[k + l] (5.11)
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Considering only the position components of the state and taking the norm of both
sides results in
‖dj(k, n)‖2 ≤ ‖
n−1∏
s=0
Aj[k + s]‖UL‖G∆xj[k]‖2 + ‖
n−1∏
s=0
Aj[k + s]‖UR‖H∆xj[k]‖2
+
n−1∑
l=0
‖
n−l∏
s=l+1
Aj[k + s]Bj[k + l]‖U‖∆uj[k]‖2 (5.12)
Applying the conditions in Assumption 2 establishes Eq. (5.8).
Proposition 8 calculates an upper bound (d¯j(k, n)) on the drift of the perturbed
trajectory of spacecraft j between time steps k and k+n. This allows a terminal ball
to be constructed so that the perturbed terminal position lies inside the ball.
5.3 Stability
The stability of an MPC algorithm is dependent on the terminal cost function. In
Algorithm 2 (MPC-SCP), the terminal cost function evaluates the propellant required
to go from xj[k0 +TH ] at k0 +TH to xj,f at T without considering collision avoidance
constraints during this part of the trajectory. There are two reasons not to enforce
the collision avoidance constraints when calculating the terminal cost function. First,
the collision avoidance constraints add complexity to the problem so removing them
greatly reduces the time required for the computation. Second, the spacecraft can
only communicate with other spacecraft within a certain distance of them.
The concept of Algorithm 2 (MPC-SCP) is shown in Figure 5.2. This figure shows
the various stages of the MPC algorithm. The first stage is shown by the solid line
in Figure 5.2. This represents the actual trajectory that the spacecraft has traversed
and it occurs between k = 0 and k = k0. The current time is represented by k = k0,
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Figure 5.2: Illustration of the optimization horizon used in the MPC algorithms
and it is the initial time in the optimization. The next stage occurs between k = k0
and k = k0 + TH and is shown as a dashed line in the figure. This represents the
predicted trajectory and collision avoidance is considered during this time period.
The final stage is illustrated by the dotted line and extends from k = k0 + TH and
k = T . During this time, the predicted trajectory does not take into account collision
avoidance. It is important to note that if the second stage (dashed line) extends
beyond the final time, the final stage does not exist and collision avoidance should be
included for the remainder of the trajectory.
Algorithm 2 (MPC-SCP) uses the solution to Problem 4. In this problem, the final
state is bound from Eq. (5.6). Therefore, the trajectory is guaranteed to converge to
the desired final set as long as the optimization described in Problem 4 is feasible.
The feasibility of the optimization is discussed in Sec. 5.4.
When the uncertainties described in Sec. 5.2 are considered, the perturbed tra-
jectories must still converge to the desired terminal positions.
Theorem 9 (Stability of the Perturbed Trajectory). If the last MPC update occurs
at time T − n and Assumptions 1 and 2 hold, the perturbed trajectory will reach a
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terminal position such that
‖G(xˆj[T ]− xj,f )‖2 ≤ d¯j(T − n, n) (5.13)
Proof. The MPC-SCP algorithm’s terminal constraint (Eq. (5.6)) ensures that the
unperturbed trajectory reaches the desired terminal state. The rest of the proof
follows from Proposition 8 with k = T − n.
5.4 Feasibility
In order for the trajectories in Algorithm 2 (MPC-SCP) to converge, the optimiza-
tions must be feasible. Infeasibility of the optimization can result for two reasons:
The collision avoidance constraints cannot all be satisfied or the terminal constraint
(xj[T ] = xj,f ) cannot be satisfied without violating the limit on the velocity and/or
control vectors. The collision avoidance infeasibility arises because collision avoidance
is only considered up to the horizon of the optimization and other spacecraft can only
be detected if they are within the communication radius (Rcomm). Therefore, colli-
sions that occur after the optimization horizon (k0 + TH) or with spacecraft outside
of the communication radius (Rcomm) are not considered until a later time step. For
this reason, several conditions are introduced to ensure that collision avoidance is
guaranteed.
In order to guarantee feasibility, an artificial constraint (Eq. (5.4)) is imposed on
the problem in order to bound the distance that each spacecraft can move during
each time step. The maximum velocity (Vmax) can be approximated from the relative
dynamics in Eq. (5.2). Assuming that the original optimization problem described
by Problem 3 is feasible, i.e., the initial and terminal constraints can be satisfied
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without violating the collision avoidance constraints, the following conditions ensure
that Algorithm 2 (MPC-SCP) is feasible:
Proposition 10 (Detectable Collisions). All spacecraft that can cause collisions
within the current horizon are able to be detected if
Rcomm ≥ 2VmaxTH∆t1 +Rcol (5.14)
Proof. The length of the horizon is the number of time steps (TH) multiplied by the
length of each time step (∆t1). Additionally, the maximum relative velocity between
two spacecraft is 2Vmax. Therefore, the maximum change in the relative distance
between two spacecraft results in 2VmaxTH∆t1. Any pair of spacecraft can change
their relative distance by this amount before the end of the MPC horizon. Therefore,
this distance must be less than the difference between the communication radius
(Rcomm) and the collision radius (Rcol). This establishes Eq. (5.14).
This condition guarantees that any spacecraft that could potentially cause a col-
lision before the end of the MPC horizon is detected and therefore considered in the
optimization. An illustration of a pair of spacecraft that violate this condition is
shown in Fig. 5.3.
Proposition 11 (Computational Feasibility). The new control sequence can be com-
puted before the previous horizon is reached if
trun ≤ TH∆t1 (5.15)
Proof. Since collision avoidance is not enforced after the end of the MPC horizon, a
new control sequence must be computed before the current control sequence reaches
82
Figure 5.3: Illustration of a pair of spacecraft that do not have sufficient communi-
cation radii to guarantee detectable collisions
the end of the horizon. Otherwise, the control sequence will not necessarily avoid
collisions. Therefore, the computation time of each step of the MPC algorithm (trun)
must be less than the length of the MPC horizon (TH∆t1). This results in Eq. (5.15).
Propositions 10–11 ensure the feasibility of Algorithm 2 (MPC-SCP). Since the
optimizations performed by this algorithm are feasible, the collision avoidance con-
straints are satisfied and there are no collisions at the discrete time steps. However,
there is still a possibility that collisions occur in between time steps when the collision
avoidance constraints are not enforced. The following theorem addresses this issue.
Theorem 12 (Collision Avoidance between Time Steps). If two spacecraft are col-
lision free during two consecutive time steps k and k + 1 and Eqs. (5.16)–(5.17) are
satisfied, then the two spacecraft are collision free in the interval t ∈ [k∆t1, (k+1)∆t1].
∆t1 <
Rcol
Vmax
(5.16)
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Rcol ≥

√
(R¯col +
a∗∆t21
4
)2 + (Vmax∆t1)2 − (a∗∆t
2
1)
2
4
if a∗ < min{2Vmax
∆t1
, amax}√
(R¯col +
amax∆t21
4
)2 + (Vmax∆t1)2 − (amax∆t
2
1)
2
4
else if amax <
2Vmax
∆t1
R¯col +
Vmax∆t1
2
else
(5.17)
where
a∗ =
2√
3
√
R2col
∆t41
− V
2
max
∆t21
(5.18)
and R¯col is the minimum allowable distance between every pair of spacecraft in con-
tinuous time.
Proof. The MPC-SCP algorithm (Algorithm 2) guarantees that the trajectories are
collision free at the discrete time steps. However, the trajectories must also be collision
free in between time steps in order to guarantee collision-free trajectories. The first
step to ensuring that collisions do not occur in between time steps is to establish
a condition which prevents two spacecraft from passing through each other. Two
spacecraft can move by a relative distance of 2Vmax∆t1 in one time step. This distance
must be less than twice the collision radius (Rcol) to prevent the spacecraft from
passing through each other. This establishes Eq. (5.16).
Now that the spacecraft cannot pass through each other, the minimum possible
relative distance between the spacecraft is established for a given (Vmax, amax) where
Vmax is the maximum allowable velocity and amax is the maximum allowable accel-
eration, which includes acceleration due to both the control and the dynamics. The
discretization method uses a constant acceleration in between time steps. Consider
this scenario from the reference frame centered at spacecraft j as shown in Figure 5.4.
In this figure, the subscript i|j denotes the location of spacecraft i with respect to j
where i ∈ N[j]. In the worst-case scenario, the distance between the two spacecraft
is Rcol at both time steps and both the relative velocity and acceleration vectors are
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Figure 5.4: Illustration of the worst case scenario for collisions in between time steps
in the plane defined by spacecraft j and the initial and final positions of spacecraft
i. This scenario is depicted in Figure 5.4 and the distances in Eqs. (5.19)–(5.22) are
defined in this figure.
Since the acceleration vector is constant, the minimum distance (R¯col) occurs when
the problem is symmetric as shown in Figure 5.4.
L = 2Vmax cosφ∆t1 (5.19)
b =
√
R2col − (
L
2
)2 (5.20)
d = Vmax sinφ∆t1 − a∆t
2
1
4
(5.21)
R¯col = b− d (5.22)
where L is length of the segment connecting the position of spacecraft i relative to
spacecraft j at time steps k and k+1, b is the minimum distance between this segment
and spacecraft j, d is the distance between the line segment measured by L and the
85
point of closest approach of spacecraft i relative to spacecraft j, and φ is the angle
between the initial velocity vector and the line segment measured by L. Since the
closest distance occurs at ∆t1
2
due to symmetry, the velocity in the direction of the
acceleration vector must be zero at this time.
2Vmax sinφ = a∆t1 (5.23)
This equation holds for a ≤ 2Vmax
∆t1
. Substituting Eq. (5.23) into Eq. (5.21) results in
d =
a∆t21
4
(5.24)
Additionally, solving Eq. (5.23) for sinφ and substituting it into the identity cos2 φ =
1− sin2 φ yields
cos2 φ = 1− a
2∆t21
4V 2max
(5.25)
Combining Eqs. (5.19), (5.20), (5.22), (5.24), and (5.25) results in
R¯col =
√
R2col − (Vmax∆t1)2 +
a2∆t41
4
− a∆t
2
1
4
(5.26)
To find the closest approach, Eq. (5.26) is minimized with respect to a. Taking the
first and second derivatives yields
dR¯col
da
= (R2col − (Vmax∆t1)2 +
a2∆t41
4
)−
1
2 (
a∆t41
4
)− ∆t
2
1
4
(5.27)
d2R¯col
da2
= −(R2col − (Vmax∆t1)2 +
a2∆t41
4
)−
3
2 (
a∆t41
4
)2 (5.28)
+ (
∆t41
4
)(R2col − (Vmax∆t1)2 +
a2∆t41
4
)−
1
2
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Setting Eq. (5.27) equal to zero establishes Eq. (5.18) and rearranging Eq. (5.28)
shows that d
2R¯col
da2
> 0 if Vmax <
Rcol
∆t1
. This condition has already been established in
Eq. (5.16). Therefore, a∗ minimizes R¯col so long as a∗ ≤ min{amax, 2Vmax∆t1 }. In fact,
the minimizing feasible a is the minimum of a∗, amax and 2Vmax∆t1 . Substituting these
three values into Eq. (5.26) and solving for R¯col establishes the three conditions in
Eq. (5.17).
Remark 7 (Extending the Terminal Time). In addition to infeasibility caused by
collision avoidance constraints, infeasibility can also arise due to the constraints on
maximum velocity and control magnitudes. Once again, assume that the original
optimization described by Problem 3 is feasible. It is possible that the MPC-SCP
optimizations are infeasible even when the original problem is feasible. This occurs
because the spacecraft have a limited communication radius in the MPC formula-
tion and, therefore, cannot detect collisions occurring after the MPC horizon. This
infeasibility is much more likely to occur in situations where the maximum velocity
and/or control are achieved in the original problem. Therefore, the swarm reconfig-
uration should be strictly feasible with respect to the maximum velocity and control
constraints when solved using Problem 3. Additionally, Vmax is an artificial constraint
that was introduced to guarantee collision avoidance. Therefore, it is an optimization
parameter rather than a value determined by the problem. To reduce the likelihood
that the maximum velocity causes infeasibility, Vmax should be chosen to be as large
as possible while still satisfying Propositions 10–11 and Theorem 12.
These methods will greatly reduce the probability that infeasibility will occur
but do not guarantee that it cannot happen. If the optimization is infeasible due
to maximum velocity or control constraints, the final time can be extended to make
the optimization feasible. This can be done in a few different ways depending on
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the swarm reconfiguration. First, the final time can be extended by a fraction of
an orbit without adjusting the final position. This is desirable if the elapsed time
of the reconfiguration is critical. The drawback to this method is that it is not as
propellant efficient as other options since most of the spacecraft will have to adjust
their trajectories for the new final time. The next option is to extend the final
time and adjust the final position to the position on the J2-invariant orbit where the
spacecraft would have been if the optimization was completed as planned. This saves
both time and propellant but requires an extra calculation for the updated terminal
positions. Finally, the final time can be extended by a full orbit. This option is
propellant efficient compared to the first one but requires more time. Any of these
options will result in a feasible problem but the mission will dictate which one is the
most practical.
Remark 8 (Multiple Time Step Sizes). The time step (∆t1) is a critical parameter
in Propositions 10–11 and Theorem 12. Reducing ∆t1 decreases the required com-
munication radius (Rcomm) and collision radius (Rcol) as described in Proposition 10
(Eq. (5.14)) and Theorem 12 (Eq. (5.17)), respectively. Additionally, the time step is
also used as the discretization time step so reducing it also reduces the discretization
errors in the convexification process. However, reducing the time step increases the
number of variables in the optimization, which will increase the run time (trun). This
will make it more difficult to satisfy Proposition 11 (Eq. (5.15)).
To achieve the benefits of a small time step without making the optimization too
large for MPC, separate time steps are defined for the time period before the end of
the horizon (∆t1) and for the time period after the horizon (∆t2). Since collisions
and communications are not considered after the horizon, ∆t2 does not affect the
conditions in Propositions 10–11 or Theorem 12. Therefore, reducing ∆t1 achieves
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the same benefits as reducing the time step for the entire optimization but since
most of the optimization occurs after the horizon, the number of variables in the
optimization does not increase significantly.
Additionally, the perturbed trajectory must still satisfy the original collision avoid-
ance constraint in order to guarantee collision-free initial conditions for the following
MPC iteration.
Theorem 13 (Resolvability of Collision-Avoidance Constraints). Under Assump-
tions 1 and 2, the initial constraints and collision avoidance constraints, Eq. (5.6)
and Eq. (5.3), respectively, are simultaneously solvable if
Ri,j[k] ≥ d¯j(k0, k − k0) + d¯i(k0, k − k0) +Rcol + 2ξx (5.29)
where Rcol satisfies the conditions of Theorem 12.
Proof. The unperturbed trajectories calculated at k0 satisfy the collision avoidance
constraint (Eq. (5.3)). Proposition 1 states that Eq. (5.3) implies
‖G(xi[k]− xj[k])‖2 ≥ Ri,j[k] ∀k = k0, . . . , k0 + TH (5.30)
Rewriting the left side in terms of the perturbed trajectory and applying Eq. (5.29)
to the right side yields
‖G(xˆi[k]− xˆj[k])‖2 + ‖G(xi[k]− xˆi[k])‖2 + ‖G(xˆj[k]− xj[k])‖2 (5.31)
≥ d¯i(k0, k − k0) + d¯j(k0, k − k0) +Rcol + 2ξx ∀k = k0, . . . , k0 + TH
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Applying the results of Proposition 8 and canceling terms results in
‖G(xˆi[k]− xˆj[k])‖2 ≥ Rcol + 2ξx ∀k = k0, . . . , k0 + TH (5.32)
Eq. (5.32) states that the actual trajectories never violate the collision avoidance
constraint withRcol. However, the initial postions of the following MPC-SCP iteration
will have measurement errors. In the worst case, both errors will be in the direction
of the other spacecraft. The term 2ξx ensures that after the state errors are added,
the initial positions of the next MPC-SCP iteration will still maintain a separation
of at least Rcol. Therefore, the MPC-SCP algorithm is resolvable at any time k ≤
k0 + TH .
An illustration of this condition is shown in Fig. 5.5. The solid circles represent
the desired positions of the two spacecraft with the shaded circle representing all of
the positions that spacecraft can achieve when considering sensor and actuator error.
In the worst case (open circles), the spacecraft drift towards each other. However, if
the desired positions satisfy the collision avoidance constraint with Ri,j[k], then the
perturbed positions will satisfy the collision avoidance constraint with Rcol, even in
the worst case scenario.
5.5 Simulation Results
The simulation results for the 10 spacecraft formation reconfiguration with no actu-
ator or sensor errors are shown in Fig. 5.6. Figure 5.6a shows the trajectories when
using SCP and Fig. 5.6b shows the trajectories resulting from the MPC-SCP algo-
rithm. Without actuator or sensor errors, both sets of trajectories converge to within
1 m of the desired terminal position with the average terminal error being 0.613 m
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Figure 5.5: Illustration of the resolvability condition with sensor and actuator errors.
m with SCP and 0.0047 m with MPC-SCP. Figure 5.6 also shows that both the SCP
and MPC-SCP trajectories (squares) follow the optimal trajectory (line) closely. Ad-
ditionally, the performance of each of the algorithms for both the 10 spacecraft and
100 spacecraft simulations are shown in Table 5.1.
Table 5.1: Simulation results for the reconfiguration of a 10 spacecraft formation a
100 spacecraft swarm using the SCP and MPC-SCP algorithms with no actuator or
sensor error
Algorithm Performance (average)
Algorithm # of S/C ∆V [m/s] Term. Error [m] Comp. Time [s]
SCP (Alg. 1)
10 2.100 0.613 35.03
100 1.915 5.997 163.585
MPC-SCP (Alg. 2)
10 2.101 0.0047 3.69
100 2.356 0.0069 12.58
Remark 9 (Centralized Algorithm). As a baseline for the SCP and MPC-SCP al-
gorithms, a centralized approach was used to solve the 10 spacecraft reconfiguration
without collision avoidance. The run time for this algorithm was 358 seconds, which
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Figure 5.6: x-y projection of the entire reconfiguration of 10 spacecraft with no per-
turbations.
is an order of magnitude longer than the SCP algorithm took to solve the recon-
figuration with collision avoidance constraints as shown in Table 5.1. Additionally,
including the collision avoidance constraints prevents the centralized method from
finding a feasible solution and increasing the number of spacecraft to 100 causes the
run time of the centralized algorithm to exceed 12 hours.
Table 5.1 shows the average terminal position error and propellant usage for both
the SCP and MPC-SCP trajectories. On average, the terminal error decreases by
almost two orders of magnitude when the MPC-SCP algorithm is used instead of
the open-loop optimization. Additionally, the computation time of the MPC-SCP
algorithm is an order of magnitude better than the SCP algorithm. Since the MPC-
SCP algorithm is continuously solving optimizations, the reported algorithm time is
the average over every optimization. On the other hand, the propellant usage required
to correct for these errors using MPC-SCP is more than the propellant usage of the
SCP algorithm. It is important to note, that the increase in propellant consumption
is largely due to the decentralized communication in the MPC-SCP algorithm. In the
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MPC-SCP algorithm, spacecraft only consider collisions with spacecraft within the
communication range. This can cause aggressive maneuvers to occur because a future
collision is detected and must be avoided in a short amount of time. This maneuver
requires a large amount of propellant and does not occur in the SCP case because
all-to-all communication is considered so all collisions are known at the initial time.
Additionally, the MPC-SCP algorithm satisfies the collision avoidance constraints
when nonlinear, continuous dynamics are used to simulate the motion. This is not
necessarily true for the SCP case. While the SCP trajectories are collision free, the
actual trajectories that result from simulating the open-loop control do not necessarily
satisfy the collision avoidance requirements. Overall, the MPC-SCP algorithm greatly
improves the accuracy of the terminal state, decentralizes the communication of the
swarm, and guarantees collision avoidance with the only disadvantage being a small
increase in propellant consumption.
In the following simulations, actuator and sensor errors are included. The maxi-
mum allowable errors are ξx = 1 m, ξv = 7.5 mm/s, and ξu = 0.1 mm/s
2. The sim-
ulation results for the 10 spacecraft formation reconfiguration are shown in Fig. 5.7.
Figure 5.7a shows the trajectories when using SCP and Fig. 5.7b shows the trajec-
tories resulting from the MPC-SCP algorithm. While the average terminal error has
increased due to the inclusion of the actuator and sensor perturbations, the SCP
algorithm still has a much larger average terminal error than the MPC-SCP algo-
rithm with the average terminal error of SCP and MPC-SCP being 163 m and just
over 1 m, respectively. The addition of perturbations also causes the SCP trajectory
(squares) to deviate from the optimal trajectory (line) as can be seen in Fig. 5.7a.
In Figure 5.7b, however, the MPC-SCP trajectories (squares) still follow the optimal
trajectory closely. Additionally, the performance of each of the algorithms for both
the 10 spacecraft and 100 spacecraft simulations are shown in Table 5.2.
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Figure 5.7: x-y projection of the reconfiguration of 10 spacecraft with sensor and
actuator perturbations
Table 5.2: Simulation results for the reconfiguration of a 10 spacecraft formation a
100 spacecraft swarm using the SCP and MPC-SCP algorithms with actuator and
sensor error
Algorithm Performance (average
Algorithm # of S/C ∆V [m/s] Term. Error [m] Comp. Time [s]
SCP (Alg. 1)
10 2.102 163.6 37.36
100 1.916 166.6 413.29
MPC-SCP (Alg. 2)
10 2.995 1.067 3.79
100 2.894 1.013 10.32
Table 5.2 shows the simulation results using the SCP and MPC-SCP algorithms
when perturbations are included on the actuators and sensors. As in the unperturbed
case, the MPC-SCP algorithm greatly reduces the average terminal error when com-
pared to the SCP algorithm. In addition to reducing the terminal error, the MPC-SCP
algorithm satisfies the conditions developed in Sec. 5.4. Therefore, the MPC-SCP al-
gorithm guarantees stability, resolvability, and collision-free trajectories whereas the
SCP algorithm does not have the same guarantees. Similarly to the unperturbed
case, the propellant required in the MPC-SCP algorithm is larger than in the SCP
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algorithm due to the decentralized communication and disturbance rejection that oc-
cur in the MPC-SCP algorithm. Also, the computation times are of the same order
of magnitude as they were in the unperturbed case.
5.6 Chapter Summary
In this chapter, MPC was used to implement the SCP algorithm developed in Chap-
ter 4. A receding horizon was introduced to the convex program and the MPC-SCP
algorithm was developed to repeatedly solve the optimization while updating the
current state. To ensure that the trajectories resulting from the MPC-SCP optimiza-
tions converged to the terminal states, the terminal cost function was converted to
a convex optimization problem with a terminal constraint. This constraint ensured
that if the optimization was feasible, it would satisfy the terminal conditions. Also,
an upper bound on the magnitude of the velocity was introduced so that two propo-
sitions could be developed to ensure that each of the spacecraft converged to their
desired terminal positions and to show that the receding horizon optimizations had
a solution. Additionally, a theorem was developed to guarantee that the spacecraft
do not collide in between time steps. These feasibility conditions were then applied
to a randomly distributed swarm and the MPC-SCP algorithm was used to compute
the optimal trajectories. The MPC-SCP algorithm drove the spacecraft to terminal
position with an error of just over 1 m in the presence of sensor and actuator errors.
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Chapter 6
Optimal Target Assignment
In this chapter, the swarm reconfiguration is modified so that the terminal conditions
are no longer predetermined for each spacecraft. Instead, a terminal set is defined
and each spacecraft is required to achieve a terminal position in the terminal set.
However, collision avoidance is still desired so the swarm reconfiguration algorithm
must ensure that no two spacecraft choose the same terminal position as that will
result in a collision. In order to solve this modified swarm-reconfiguration problem, it
is broken into two parts: an assignment problem and a trajectory generation problem
equivalent to Problem 1.
Once the swarm reconfiguration is broken into an assignment and a trajectory
generation problem, the trajectory generation problem can be solved using the MPC-
SCP algorithm developed in Chapter 5. The assignment problem will be solved using
the variable-swarm distributed auction algorithm (VSDAA) developed in this chapter.
Then, VSDAA will be integrated with SCP using MPC. The resulting algorithm is
called swarm assignment and trajectory optimization (SATO). SATO will be used
in simulation to reconfigure a swarm of disconnected, homogeneous spacecraft to a
desired shape. Additionally, the underlying VSDAA will allow SATO to recover from
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a significant loss of spacecraft to achieve a desired shape. The results of this chapter
have been previously published [65] and are reprinted with the permission of the
American Institute of Aeronautics and Astronautics, Inc.
6.1 Assignment Problem
The swarm-reconfiguration problem defined by Problem 1 can be generalized to the
unassigned, swarm-reconfiguration problem shown below
Problem 5 (Unassigned, Nonlinear Optimal Control Problem).
min
uj ,j=1,...,N
N∑
j=1
∫ tf
0
‖uj(t)‖p dt subject to (6.1)
x˙j = f(xj(t),œ(t)) +Buj(t) ∀t ∈ [0, tf ], j = 1, . . . , N (6.2)
‖uj(t)‖q ≤ Umax ∀t ∈ [0, tf ], j = 1, . . . , N (6.3)
‖G[xj(t)− xi(t)]‖2 ≥ Rcol ∀t ∈ [0, tf ], i > j, j = 1, . . . , N − 1 (6.4)
xj(0) = xj,0, j = 1, . . . , N (6.5)
xj(tf ) ∈ Xf , j = 1, . . . , N (6.6)
The only difference between this problem and Problem 1 is the terminal condi-
tion in Eq. (6.6). In the unassigned problem each spacecraft must achieve a terminal
position in the desired set, but no specific position is specified. This problem can be
separated into an assignment problem and a trajectory optimization problem with
specified terminal positions. This separation allows us to rewrite the terminal con-
straints in Eq. (6.6), which are nonconvex and require the problem to include integer
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variables. By solving an assignment problem to determine the terminal states of
each spacecraft, the remaining trajectory-planning problem can be solved using the
MPC-SCP algorithm from Chapter 5.
Claim 1 (Assignment). If the terminal set (Xf ) is a set of points with every pair of
points separated by a safe distance (Rcol), then the constraints xj(tf ) ∈ Xf (Eq. (6.6))
and ‖G(xj(tf )− xi(tf ))‖2 ≥ Rcol (Eq. (6.4) at t = tf ) can be equivalently written as
xj(tf ) ∈ Xf , xj(tf ) 6= xi(tf ), ∀j 6= i (6.7)
Now, the assignment problem can be written as shown below.
Problem 6 (Assignment Problem).
min
xj,f , j=1...N
N∑
j=1
Cauc(xj,0,xj,f ) subject to (6.8)
xj,f ∈ Xf , xj,f 6= xi,f , ∀j = 1 . . . N, ∀i 6= j
where Cauc(x0,xf ) is the cost required for an spacecraft to go from x0 to xf .
The solution to the Assignment Problem (Problem 6) will yield the desired termi-
nal points for each spacecraft (xj,f ), which are then used to formulate the following
terminal constraint for the trajectory optimization problem.
xj(tf ) = xj,f , j = 1, . . . , N (6.9)
The resulting trajectory optimization is Problem 1
Remark 10 (Assignment Cost Function). The assignment cost function (Cauc(x0,xf ))
should approximate the optimal cost of solving Problem 3 so that the assignment and
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trajectory optimization are optimizing the same quantity. However, an exact solution
to Problem 3 is difficult to obtain when calculating the optimal assignment due to the
coupling between spacecraft in the collision avoidance constraint. Therefore, the cost
function used in Problem 6 should be the solution to Problem 3 without the collision
avoidance constraint. The resulting problem is a decoupled convex program, which
can be efficiently solved.
Remark 11 (Motion Primitives for Assignment Cost). In some cases, predetermined
motion primitives can be used as the cost function in Problem 6 to further simplify
the calculations. These primitives allow the assignment cost to be calculated using
simple algebraic functions, which greatly reduces the computation time when com-
pared to solving an optimization for each spacecraft-target pair. For example, when
the dynamics are double integrator, the distance between the initial and terminal
points can be used as the assignment cost.
Remark 12 (Maximum Fuel Available). Since each spacecraft will have a limited
amount of propellant, some targets might be unreachable. In order to ensure that
a spacecraft is not assigned to an unreachable target, every cost that exceeds the
available propellant should be set to infinity or some sufficiently large number. This
will ensure that every spacecraft can reach its assigned target given its available
propellant.
6.2 Distributed Auction Algorithm
To solve the Assignment Problem (Problem 6), an auction algorithm is used. This
algorithm is typically used to solve a centralized assignment problem [52, 53], but its
structure allows it to be implemented in a distributed manner [54] even in some less
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desirable situations, including limited communication and changes in the number of
spacecraft.
In a typical auction algorithm, the computations can be centralized or decentral-
ized, but the current bid prices, current highest bidders, and current bid for each
spacecraft must all be stored in shared memory that can be accessed by all of the
spacecraft. This requires all-to-all or all-to-one (star) communication, which is an
impractical requirement of a large swarm. Additionally, the spacecraft take turns
bidding, which requires that each spacecraft knows how many spacecraft are in the
swarm.
A distributed auction algorithm, VSDAA, is developed to solve the assignment
problem for a swarm of spacecraft that do not have all-to-all or all-to-one communi-
cation. VSDAA (Algorithm 3) follows the same steps as a typical auction algorithm
with a few exceptions. First, all of the computations are run in parallel and all of
the variables are stored locally (values for spacecraft i are denoted by superscript
i in Algorithm 3). The bid prices of each spacecraft (pi) are communicated to the
neighboring spacecraft and each spacecraft stores the largest price received for each
target (line 31). This introduces the possibility that spacecraft are bidding based on
outdated prices, but over time all of the spacecraft that are connected on the commu-
nication graph will receive updated prices and bid appropriately. Finally, the number
of target locations that spacecraft i is bidding on (mi) can be changed if the number
of bids being received by spacecraft i is different than the number of target locations.
In VSDAA (Algorithm 3), each spacecraft runs the algorithm in parallel (line 8)
and all computations are done locally. First, we assume that each spacecraft knows
the cost (ci(j) = Cauc(xi,0,Xf (j))) of moving from its current location (xi,0) to every
target position (Xf (j)). Then, the spacecraft begin the bidding process. Each space-
craft first checks to see if it has been outbid by another spacecraft (line 10). If it has
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been outbid, it checks to see if the number of bids is equal to the number of targets
(mi) in the assignment (line 12). If this is the case, the spacecraft increases the num-
ber of targets used in the assignment by one (line 13) and increases the magnitude of
the bid on each target (line 14) so that each spacecraft has the opportunity to bid on
the new target. Additionally, every bid is made negative so that every target becomes
available. Then, the spacecraft bids on one of the first mi target positions by choosing
the target with the lowest total cost (line 16), which is composed of the fixed, prede-
termined cost (ci) and the variable, bidding cost (pi). Once the desired target (ji) for
spacecraft i is chosen, the bid amount (γi) is set as the difference between the cost of
the two cheapest targets (vi and wi) with the addition of a small increment (), which
ensures that the bid price on any target is strictly increasing. Finally, the bid price
of the chosen target is increased by the bid amount (line 20). The spacecraft then
resets its counter to zero. If the spacecraft was not outbid, but some other bid has
changed, the spacecraft sets its counter to zero but does not go through the bidding
calculations. If none of the bids have changed, the spacecraft increases its counter by
one (line 26). Finally, the spacecraft stores its current bid estimates (piold), communi-
cates its bid estimates to its neighbors, and updates its current bids based on the bids
received from its neighbors. The neighboring spacecraft of spacecraft i are defined
by a distance-based communication network so the resulting neighborhood (N[i]) is
closed (i ∈ N[i]) and the communication links are bidirectional (j ∈ N[i] if and only if
i ∈ N[j]). The bidding process continues until the spacecraft’s counter reaches twice
the graph diameter of the communication network (Dnet), which guarantees that no
spacecraft are bidding and an assignment has been achieved. In Algorithm 3, |{·}| is
used to denote the cardinality of a set.
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Algorithm 3 Variable-Swarm, Distributed Auction Algorithm (VSDAA)
1: Xf = terminal positions in desired shape
2: ci(s) = cost of spacecraft i choosing target s
3: mi = # of targets available for spacecraft i to bid on
4: pi = 01×mi
5: piold = −11×mi
6: ji = 1
7: counti = 0
8: for i = 1 . . . N (run in parallel) do
9: while counti < 2Dnet do
10: if |pi(ji)| > piold(ji) (i is outbid) then
11: mi = max (mi, |{s|pi(s) 6= 0}|)
12: if |{s|pi(s) > 0}| = mi then
13: mi = |{s|pi(s) > 0}|+ 1
14: pi(1 : mi) = − (|pi(1 : mi)|+ )
15: end if
16: vi = mins=1...mi (c
i(s) + |pi(s)|)
17: ji = arg mins=1...mi (c
i(s) + |pi(s)|)
18: wi = mins=1...mi,s 6=ji (ci(s) + |pi(s)|)
19: γi = wi − vi + 
20: pi(ji) = |pi(ji)|+ γi
21: counti = 0
22: else if pi 6= piold (another spacecraft is outbid) then
23: mi = max (mi, |{s|pi(s) 6= 0}|)
24: counti = 0
25: else
26: counti = counti + 1
27: end if
28: piold = p
i
29: Communicate pi to all spacecraft in N[i]
30: for s = 1 . . .mi do
31: pi(s) = minq∈arg maxq∈N[i] (|pq(s)|) (p
q(s))
32: end for
33: end while
34: Optional: mi = |{s|pi(s) 6= 0}|
35: Optional: Go back to line 4 and rerun with new mi
36: xi,f = Xf (ji)
37: end for
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6.3 Properties of Variable-Swarm Distributed Auc-
tion Assignment
In addition to distributing the computation and communication requirements of the
auction algorithm, Algorithm 3 also allows for the number of target locations to adjust
based on the number of spacecraft in the swarm. This is done by only using the
bidding information so no additional consensus algorithm is needed to determine the
number of spacecraft. This is a very useful property when the number of spacecraft
in the swarm is large and the loss of some spacecraft needs to be overcome to achieve
the goal.
In Algorithm 3, each spacecraft keeps track of the number of targets it thinks the
swarm needs (mi), which is the same as the number of spacecraft it thinks are in the
swarm. The number of targets can be increased during the algorithm (line 13) if an
spacecraft is about to place a bid and all of the mi targets already have been bid
upon. Since an spacecraft will only change its bid if it is outbid, every target that has
been bid upon will have a bidder at all future times. Therefore, every target having
a bid implies that there are mi spacecraft in the swarm plus the spacecraft that is
bidding, and therefore is not assigned to a target. For this reason, mi is increased
to allow enough targets for all of the spacecraft. This can happen as many times as
needed provided that mi does not exceed M , which is the number of targets defined
in Xf .
In addition to increasing mi when there are more spacecraft than expected, the
algorithm will also adjust to having fewer spacecraft than expected if it notices that
some of the targets have not been bid upon. This case is more complicated because
it may not be desirable in certain situations and cannot be detected until the bidding
is finished. An assignment with more targets than spacecraft can be solved by any
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auction algorithm, but in the case of swarm reconfiguration, it may not result in
the desired shape if the number of spacecraft is significantly less than the number of
targets. Therefore, it may be desirable to either rerun the algorithm with the correct
number of targets or update the number of targets needed for the next reconfiguration.
This idea is shown in the optional step on line 34 where the spacecraft adjust the
number of targets in the assignment to be equal to the number of bids they received.
This step is labeled optional because it might not be desirable to decrease the number
of targets in certain situations. Specifically, if the number of spacecraft is not expected
to change and the communication network may become disconnected. In this case,
the algorithm will only see the bids of the spacecraft that it is connected to and it
will decrease the number of desired targets accordingly. In other words, the algorithm
cannot distinguish between spacecraft it cannot communicate with because they are
disconnected and spacecraft that have been lost.
Remark 13 (Desired Targets (Xf )). VSDAA (Algorithm 3) will access the first mi
targets in Xf based on how many spacecraft it thinks are in the swarm. To achieve a
desirable shape, Xf should have two characteristics. First, the number of targets (M)
defined in Xf should be large enough that mi never exceeds the number of targets
defined. Second, Algorithm 3 will access the first mi targets of Xf . Therefore, Xf
should be created so that the desired shape is maintained when only the first mi points
are used. For example, if a unit circle defined by {x, y} = {cos θ, sin θ}, θ ∈ [0, 2pi] is
the desired shape, θ = {0 : pi
M
: 2pi} is not desirable since it would result in a semicircle
if only half of the targets are used. Instead, θ = {0 : 2pi
M
: 2pi, pi
M
: pi
M
: (2M−1)pi
M
} is
desirable since using half the targets would still result in a circle.
The ability of Algorithm 3 to adjust the number of targets in the assignment to
match the number of spacecraft in the swarm allows the algorithm to handle a variety
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of situations that a typical auction algorithm cannot handle. The main benefit of
having the algorithm vary the number of targets is in the case where the number
of spacecraft is changing. This is a likely scenario when the swarm has a very large
number of spacecraft (over 100) because in this situation, the loss of a few spacecraft
is acceptable provided that the swarm can maintain its shape. However, the desired
targets will need to be reduced so that the desired shape does not have holes in it.
Additionally, varying the number of targets also allows the algorithm to run when
the communication network is disconnected. In this case, the spacecraft can only
communicate with other spacecraft connected to them in the network, which means
that as the network changes and more spacecraft can communicate, there might need
to be more targets added to the assignment.
In addition to the aforementioned properties, Algorithm 3 maintains the termi-
nation and optimality properties of a typical auction algorithm. The proofs in this
section are based on those for typical auction algorithms [54], but are modified to
account for the changing number of spacecraft and the use of negative price values.
In the following proposition, we show that Algorithm 3 terminates in a finite number
of bidding iterations and determine an upper bound on the number of iterations.
Proposition 14 (Maximum bids). The maximum number of bidding iterations that
can occur in Algorithm 3 is upper bounded by
Dnet(N − 1) max
i=1,...,N
(
dmaxj=1,...,N (c
i(j))−minj=1,...,N (ci(j))

e
)
(6.10)
where d·e represents the ceiling operator (round up to next integer).
Proof. To determine the maximum number of bids, the worst case scenario is consid-
ered. In this scenario, only minimum bids of increment  are placed. Without loss of
generality, we order the targets so that the cost vector for each spacecraft i satisfies
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ci(j + 1) >= ci(j) for all j.
First, we consider the case when there are at least as many targets as spacecraft
(mi ≥ N). Now, we will consider how many minimum bids each spacecraft can place
before N targets become equally attractive. Initially, each spacecraft will bid on its
cheapest target (ci(1)) until it reaches ci(2). This will require at most dci(2)−ci(1)

e
bids. Now, we define a new cost (c¯i(j)), which represents the lowest bid which exceeds
the cost of target j.
c¯i(j + 1) = dc
i(j + 1)− c¯i(j)

e+ c¯i(j) (6.11)
c¯i(1) = ci(1)
Next, it will bid on targets 1 and 2 until they reach ci(3), which will require at
most 2dci(3)−c¯i(2)

e more bids. By continuing with this process until all of the prices
are ci(N), we say that the maximum number of bids is
∑N−1
j=1 jdc
i(j+1)−c¯i(j)

e. This
quantity can be bounded as follows
N−1∑
j=1
jdc
i(j + 1)− c¯i(j)

e ≤ (N − 1)
N−1∑
j=1
dc
i(j + 1)− c¯i(j)

e
= (N − 1)dc
i(N)− ci(1)

e (6.12)
= (N − 1)dmaxj=1,...,N (c
i(j))−minj=1,...,N (ci(j))

e
Once an spacecraft has N equally desirable targets it can always find one that it
desires regardless of the choices of the other spacecraft. Once a target is bid above
ci(N), there will always be a more desirable option for spacecraft i. Therefore, the
bidding must be finished if all of the spacecraft have N equally desirable choices. In
the worst case, this requires (N − 1) maxi=1,...,N
(
dmaxj=1,...,N(c
i(j))−minj=1,...,N(ci(j))

e
)
.
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Additionally, each bid can take up to Dnet iterations to propagate through the com-
munication network. Multiplying, the maximum number of bids by the number of
iterations needed to communicate the bids results in the desired condition.
Now we consider mi < N . In this case, there are more spacecraft than targets
and mi will increase as described in line 13. When mi is increased, the magnitude
of the price of every target is increased by  (line 14). However, since every price is
increased, the net change in the cost of all of the targets is zero so this step does not
affect the number of bidding iterations. Additionally, when an spacecraft increases
mi, it still places a minimum bid on a single target. Therefore, each iteration still
increases one of the target prices by the minimum and the bound on the maximum
number of iterations still holds.
In addition to showing that the VSDAA (Algorithm 3) terminates in finite time, we
show in the following proposition that the assignment that results from this algorithm
is near optimal.
Proposition 15 (Near-Optimal Assignment). Assuming that the communication net-
work is connected, the assignment achieved by Algorithm 3 (ji) satisfies the following
equation:
N∑
i=1
(
ci(ji)
) ≤ min
s
(
N∑
i=1
(
ci(si)
))
+N (6.13)
where s = (s1, . . . , sN)T can be any assignment mapping of N spacecraft to m targets.
Each element si is the target assigned to spacecraft i and si 6= sq, ∀i 6= q.
Proof. Since Algorithm 3 waits for all bids to be communicated throughout the swarm
before terminating and all spacecraft are connected, we now can define p(j) = pi(j)
and m = mi for all i, j. These quantities represent the values for the bidding vector
and number of targets, on which all spacecraft agree. After any bid, the bidding
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process sets the new price to be p(ji) = |pˆ(ji)|+γi where pˆ is the price vector before
a bid is placed. This equation is equivalent to the following.
p(ji) = |pˆ(ji)|+ wi − vi + 
p(ji) = |pˆ(ji)|+ min
s=1...mi,s 6=ji
(
ci(s) + |pˆ(s)|)− min
s=1...mi
(
ci(s) + |pˆ(s)|)+ 
p(ji) = |pˆ(ji)|+ min
s=1...mi,s 6=ji
(
ci(s) + |pˆ(s)|)− (ci(ji) + |pˆ(ji)|)+  (6.14)
p(ji) + ci(ji) = min
s=1...mi,s 6=ji
(
ci(s) + |pˆ(s)|)+ 
p(ji) + ci(ji) ≤ min
s=1...mi,s 6=ji
(
ci(s) + |p(s)|)+ 
Since p(ji) can only increase and is positive at the termination of the algorithm, we
can state that after the termination of the Algorithm 3,
ci(ji) + |p(ji)| ≤ min
s=1,...,m
(
ci(s) + |p(s)|)+  (6.15)
Now consider the total cost for any assignment s = (s1, . . . , sN)T .
N∑
i=1
(
ci(si)
)
=
N∑
i=1
(
ci(si) + |p(si)|)− m∑
s=1
(|p(s)|)
≥
N∑
i=1
(
min
s=1,...,m
(
ci(s) + |p(s)|))− m∑
s=1
(|p(s)|) (6.16)
since summing over |p(s)| is equivalent for all permutations of s. Eq. (6.16) holds for
any assignment so we can write the total cost of the optimal assignment as
min
s
(
N∑
i=1
(
ci(si)
)) ≥ N∑
i=1
(
min
s=1,...,m
(
ci(s) + |p(s)|))− m∑
s=1
(|p(s)|)
≥
N∑
i=1
(
ci(ji) + |p(ji)| − )− m∑
s=1
(|p(s)|) (6.17)
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=
N∑
i=1
(
ci(ji)
)−N
which is equivalent to Eq. (6.13) and completes the proof.
6.4 Swarm Assignment and Trajectory Optimiza-
tion
SATO uses MPC to integrate VSDAA and SCP. This MPC formulation follows the
same approach as the one used to develop MPC-SCP. To use VSDAA to repeatedly
solve the assignment problem, the auction costs must be calculated at each MPC
iteration for all spacecraft and target combinations. To do this we define the auction
cost using the following convex program.
Problem 7 (Auction Cost).
min
uj
T−1∑
k=k0
‖uj[k]‖1∆t subject to (6.18)
xj[k + 1] = Aj[k]xj[k] +Bj[k]uj[k] + sj[k], k = k0, . . . , T − 1 (6.19)
‖uj[k]‖∞ ≤ Umax k = k0, . . . , T − 1 (6.20)
‖Hxj[k]‖2 ≤ Vmax k = k0, . . . , T, (6.21)
xj[0] = xj,0 (6.22)
xj[T ] = Xf (j) (6.23)
It is important to note that this problem does not include collision avoidance.
This is due to the fact that collisions are highly dependent on the assignment, which
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has not been determined when this problem is used. Additionally, the number of
collisions will generally be small for the optimal assignment so excluding them should
not have a large effect on the cost.
SATO is described in Algorithm 4. First, the auction costs are generated for each
spacecraft going to each target position (line 5). Then, VSDAA is used to compute
the optimal assignment (line 9). Next, SCP is used to generate the optimal trajectory
and corresponding control sequence (line 14). Finally, the optimal control sequence
is applied until a new optimal control is generated (line 16). The current time and
state are then updated and the process is repeated until the terminal time is reached.
Algorithm 4 Swarm Assignment and Trajectory Optimization (SATO)
1: k0 = 0
2: while k0 ≤ T do
3: for all i = 1, . . . , N (parallel) do
4: for all j = 1, . . . ,M do
5: Solve Problem 7 using SCP (Algorithm 1)
6: ci(j) = cost of optimal solution to Problem 7
7: end for
8: end for
9: Solve Problem 6 using VSDAA (Algorithm 3)
10: xj,f = solution to Problem 6, ∀j
11: if # of bids has changed then
12: k0 = 0
13: end if
14: Solve Problem 4 using SCP (Algorithm 1)
15: uj[k] = control solution to Problem 4, ∀j, k = k0 . . . k0 + TH − 1
16: Apply uj[k] for k = k0 . . . k0 + TH − 1
17: Update k0 and xj,k0 to current time
18: end while
After the optimal assignment is computed, the algorithm checks to see if the num-
ber of targets that have been bid upon has changed from the previous iteration. If
the number of bids has changed, that means the number of spacecraft in the commu-
nication network has changed. This can result in significantly different assignments
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due to new information about other spacecraft. To prevent the new assignment from
creating an infeasible trajectory optimization, the current time is reset to give each
spacecraft enough time to go to its new target.
6.5 Disconnected Communication Network
In this section, the performance of SATO in a disconnected communication network is
investigated. Before investigating the performance of SATO, the idea of disconnected
networks is defined. In Figure 6.1, the connectedness of various spacecraft is shown.
The dashed arrows represent communication links between the spacecraft and the
different colors represent different communication networks. In other words, the blue
spacecraft are connected to the other blue spacecraft (spacecraft 1 and 4) but not to
the red spacecraft (spacecraft 2 and 5). Two spacecraft that have a communication
link between them are called neighboring spacecraft (spacecraft 7 and 8).
A typical auction algorithm cannot achieve a proper assignment when the commu-
nication network is disconnected. Without the assumption of a connected network,
the proof of Proposition 15 breaks down. In fact, we cannot even guarantee that
every target has at most one spacecraft assigned to it since the bid of one spacecraft
cannot reach all of the other spacecraft. However, we will show that using the MPC
implementation contained in SATO allows the assignment algorithm to achieve an
optimal assignment.
The condition developed in Proposition 10 guarantees that any spacecraft that
could potentially cause a collision before the end of the MPC horizon is detected
and therefore considered in the optimization. While Proposition 10 was created with
respect to trajectory optimizations, it also applies to the assignment part of SATO.
This condition guarantees that before two spacecraft, which are in disconnected com-
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Figure 6.1: Visualization of connected and disconnected communication networks.
Dashed lines represent communication links.
munication networks and assigned to the same target, collide, a new assignment will
be run with those spacecraft being able to communicate. At this point, VSDAA guar-
antees that they will be assigned to different targets and that within their connected
network, the assignment will be optimal. This idea allows each connected network to
perform its own assignment, which will be optimal. If there is no conflict between the
networks, no two spacecraft in different networks have bid on the same target so all of
the current bids are the highest bids and the solution is optimal. On the other hand,
if there is a conflict, the conflicting spacecraft will go to the same target resulting
in them being able to communicate before they collide. At this point, they are on
the same communication network and will resolve the conflict. Figure 6.2 shows an
assignment conflict being resolved once the spacecraft can communicate. When the
spacecraft are at the solid circles, they cannot communicate and they choose the same
target. However, as they move towards the target, they reach the open circles and
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become connected. At this point, they will be assigned to different targets, which
resolves the conflict.
Although each individual conflict will eventually be resolved, there is no guaran-
tee that the new assignment does not cause a conflict with another spacecraft that is
outside of the communication radius. Once again, this conflict will be resolved, but
the resolution could cause another conflict. This process will not repeat indefinitely
due to the bound on the number of bids that can be placed in the auction algorithm,
but an individual spacecraft can run out of propellant before all of the conflicts are
resolved. The most likely scenario where this can occur is when one spacecraft is
moving back and forth between two disconnected networks. In this case, a single
spacecraft essentially becomes a messenger between the two networks and must phys-
ically move between the networks to transfer the bids. This spacecraft runs the risk
of using all of its propellant before an optimal assignment is achieved. Additionally,
if the maximum available propellant is used to set the cost of unreachable targets
to infinity, the problem can become infeasible since some of the spacecraft are using
propellant to move between the networks.
This problem is more likely to occur when the communication network is discon-
nected and targets are far apart from one another. The simplest solution is to ensure
that the targets are sufficiently close together so that the target swarm has a con-
nected communication network. The other solution is to decrease the probability that
the communication network can become disconnected. The probability of having a
connected communication network is dependent on the number of spacecraft and the
size of the communication radius relative to the volume in which the spacecraft are
located. The following equation (Corollary 6 in Yu et al. [66]) determines the number
of spacecraft required to achieve a certain probability of connectedness.
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Figure 6.2: Visualization of an assignment conflict being resolved
N ≥ d
√
5
Rcomm
e2 log
[
1
1− p
(
1
2
d
√
5
Rcomm
e2 + d
√
5
Rcomm
e
)]
(6.24)
where N is the number of randomly distributed spacecraft with communication radius
(Rcomm) required to achieve a connected network with probability p in a 2-D unit
square. While this bound applies specifically to a 2-D unit square, the general trends
are the same: Having more spacecraft and larger communication radii increases the
probability of a connected network.
6.6 Simulation Results
In this section, we apply SATO to swarms in two different dynamic environments.
First, we apply SATO to a 2-D environment with double integrator dynamics. This
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simulation represents the most common problem in the swarm robotics community
and can be used to compare SATO to the existing algorithms in that field. In the
second simulation, we apply SATO to a spacecraft swarm reconfiguration in 3-D. This
simulation shows that SATO can be used even when the dynamics are nonlinear and
state dependent.
6.6.1 2-D Double Integrator Dynamics
In the 2-D double integrator simulation, a swarm of 123 agents is randomly initial-
ized and undergoes four reconfigurations forming the letters ‘U’, ‘I’, ‘U’, and ‘C’,
respectively. During the first reconfiguration, the communication network is initially
disconnected since the swarm is randomly distributed. As the agents begin to form
the ‘U’, they move closer to each other and the communication network becomes
more connected. As the agents become more connected conflicting assignments are
resolved and the swarm achieves the desired shape. After the second reconfiguration
(‘I’-shape), a significant number of agents are lost causing the communication net-
work to become disconnected. As the agents reconfigure from ‘I’ to ‘U’, they still
believe there are 123 agents in the swarm, which results in some holes in the target
shape. However, after completing the ‘U’, the agents adjust the number of targets in
the assignment based on the number of bids they received while reconfiguring from
‘I’ to ‘U’. This is seen when the swarm successfully achieves a ‘C’ without any holes.
The results of the simulation are shown in Figs. 6.3 and 6.4.
Figure 6.3 shows the swarm shape after each reconfiguration. Each agent is shown
with a given marker shape and color, which denotes its communication network.
Agents with the same shape and color are connected and agents with different shapes
or colors are not connected. Additionally, the dotted circle around each agent repre-
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(a) Initial swarm (k = 0)
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(b) ‘U’-shaped swarm (k = 34)
−1.5 −1 −0.5 0 0.5 1 1.5
−1.5
−1
−0.5
0
0.5
1
1.5
x−position
y−
po
sit
io
n
Position and Communication Network of Agents
(c) ‘I’-shaped swarm (k = 56)
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(d) ‘I’-shaped swarm after loss of agents
(k = 57)
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(e) ‘U’-shaped swarm (k = 76)
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(f) ‘C’-shaped swarm (k = 104)
Figure 6.3: Various time instances in the UIUC reconfigurations
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sents half of the agent’s communication radius. Therefore, any agents whose commu-
nication circles touch can communicate with each other.
Figure 6.3a shows the initial swarm distribution and the disconnected communi-
cation networks due to the random distribution. Figure 6.3b shows the ‘U’-shaped
swarm after the first reconfiguration. In Fig. 6.3c, the ‘I’-shaped swarm that occurs
after the second reconfiguration is shown. Figure 6.3d shows the ‘I’-shaped formation
after many of the agents have been lost. This loss of agents results in two discon-
nected groups of agents (red and blue). In Fig. 6.3e, the swarm forms a ‘U’ shape
but due to the loss of agents there are holes in the formation. Finally, Fig. 6.3f shows
the ‘C’ shape swarm after the final reconfiguration. Although the ‘C’ is not complete
due to the loss of agents, VSDAA adjusts the number of targets in the assignment so
that there are no large gaps in the desired shape.
Figure 6.4 shows several time instances of the first reconfiguration. In this re-
configuration, a random swarm transforms into a ‘U’ shape. As with Fig. 6.3, the
connected agents are shown with the same color and shape while the dotted circle
represents half of the communication radius. Figure 6.4 shows the evolution of the
communication network as the swarm converges to its desired shape.
Figure 6.4a shows the initial swarm with many, disconnected communication net-
works. In Fig. 6.4b, over half of the swarm is connected (blue) and the agents are
roughly starting to form a ‘U’. In Fig. 6.4c, all but one of the agents are connected so
the assignment is nearly complete and the agents are moving towards their targets.
Figures 6.4d-f show the movement of the swarm once the agents are all connected
and the assignment is complete. These figures show the trajectory optimization part
of SATO as the agents reach their desired positions in Fig. 6.4f.
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(b) k = 7
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(c) k = 14
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(d) k = 21
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(e) k = 28
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(f) k = 34
Figure 6.4: Various time instances in the reconfiguration from a random swarm to a
‘U’ shape
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6.6.2 3-D Relative Orbital Dynamics with J2
In the 3-D spacecraft swarm simulation, the spacecraft are randomly initialized and
reconfigured to form a circle. In this simulation, the relative orbital dynamics with J2
are used as the dynamics constraints when SATO calls Problems 4 and 7. The initial
and terminal positions are random and circular, respectively, and the velocities are
generated using J2-invariant conditions from Chapter 3. Additionally, the random
initial positions and the target circle are both located in the x − y plane, but the
trajectories are allowed to move out of plane. The initial and terminal conditions
are given this constraint so that the plots can be more easily interpreted. However,
SATO is equally effective when the initial and terminal positions also have out-of-
plane components.
Figure 6.5 shows the reconfiguration of a swarm of 48 spacecraft from a random
distribution to a circular formation. The reference orbit used for this simulation is a
circular orbit with a semimajor axis of 6878 km, and an inclination of 45 degrees. The
reconfiguration occurs in a quarter of an orbit, which is equal to about 24 minutes.
The time step size (∆t) is one minute, the communication radius (Rcomm) is 2 km,
and the collision radius (Rcol) is 50 m.
Figure 6.5a shows the initial swarm distribution where the spacecraft are randomly
distributed. Figures 6.5b-d show the reconfiguration after 8, 16, and 24 minutes,
respectively. In Fig. 6.5d, the swarm has achieved its desired formation of a circle. The
results of this simulation show that SATO still achieves the optimal assignment and
trajectory generation when the dynamics are as complicated as the relative dynamics
of a spacecraft in low Earth orbit.
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Figure 6.5: Various time instances in the reconfiguration of a swarm of spacecraft
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6.7 Chapter Summary
In this chapter, a new variable-swarm, distributed auction algorithm to solve the
optimal assignment problem for a swarm of spacecraft was developed. The variable-
swarm quality allowed the algorithm (Algorithm 3) to adjust the number of targets
in the assignment to match the number of spacecraft in the swarm that are bidding
on targets. Additionally, VSDAA (Algorithm 3) can be implemented on a swarm
with distributed communications and computations while still terminating in a finite
number of iterations and achieving the optimal assignment. This assignment solu-
tion was integrated with the trajectory optimizer (SCP). The integrated approach
(SATO) used MPC to update the optimal assignment and trajectory in real time
so that changes in the state of each spacecraft and changes in the communication
network were included in the new solution. This allowed SATO to ultimately achieve
the optimal assignment and trajectory even when the communication network was
disconnected at the initial time or when errors prevented the spacecraft from following
their optimal trajectories. Finally, we showed in simulation that SATO can be effec-
tive in a variety of undesirable conditions, including a disconnected communication
network, loss of spacecraft, and complicated dynamics.
121
Chapter 7
Experimental Results
In this chapter, we demonstrate that the guidance and control algorithms developed
in this dissertation can be run in real time by implementing them on our formation
flying testbed. The experimental setup is composed of the VICON motion capture
system, the communication boards for controlling the agents and the hardware for
implementing the GNC algorithms.
Experimental results are presented for three scenarios. The first demonstration
uses SCP as an oﬄine, path planning algorithm for several agents in an environment
containing fixed obstacles. SCP calculates trajectories that take the agents from
their starting positions to their target positions while avoiding each other and the
fixed obstacles. In the second demonstration, the MPC-SCP algorithm (Algorithm 2)
is used to generate collision-free trajectories in real time in the presence of other
agents and a fixed obstacle. Additionally, the agents have a limited sensing radius for
detecting the obstacle and a limited communication radius for detecting other agents.
In the third demonstration, the SATO algorithm determines the target positions for
the agents during each iteration and provides the real-time, collision-free trajectories
to move the agents to the desired positions.
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Figure 7.1: Quadrotor configuration for the SCP demonstration.
7.1 Path Planning using SCP
The SCP path planning demonstration uses four agents and four fixed obstacles. The
collision radius between agents is 350 mm and the collision radius between an agent
and an obstacle is 500 mm. Using these parameters, the path planning problem was
solved using SCP for two different layouts.
In the first layout, the fixed obstacles (vertical wooden bars) are set up in a square
with 1600 mm sides and the quadrotors are located outside of the square near the
corners. The target position for each agent is located outside of the opposite corner of
the square (markers on the floor). This layout requires each agent to cross diagonally
through the square simultaneously while avoiding collisions with the other agents and
the obstacles. This layout is shown in Fig. 7.1.
Figure 7.2 shows the reference trajectories (dashed lines) produced by the SCP
algorithm and the actual trajectories (circles) traversed by the agents in relation to the
obstacles. The circle around the obstacle represents its collision radius. The reference
trajectories calculated by SCP maintain the required distance from the obstacles while
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Figure 7.2: Reference and actual trajectories for the SCP demonstration. Note that
? represents the beginning of each trajectory.
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Figure 7.3: Actual distance between each pair of agents for square configuration
taking each agent to its target position. Additionally, the agents follow the reference
trajectories accurately with the largest error being less than 200 mm. Figure 7.3
shows distance between each pair of agents over time and Fig. 7.4 shows the distance
between each pair of reference trajectories.
As seen in Fig. 7.3, the distance between agent 1 and agent 4 falls below the
collision radius at approximately 13 seconds. This error can be attributed overshoot
of the agents with respect to their reference trajectories since the reference trajectory
provided by the SCP algorithm does not violate this condition (as can be seen from
Fig. 7.4). Also, Fig. 7.4 shows that the solution given by SCP is optimal, as the
reference trajectory grazes the collision radius.
In the second layout, the fixed obstacles are set up in two pairs to imitate two
larger obstacles. The pairs are located approximately 1 m apart horizontally and 2
m apart vertically. Two agents are placed 1 m above the obstacles and the other two
are placed 1 m below the obstacles. The target position for each agent is located on
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Figure 7.4: Distance between each pair of reference trajectories for square configura-
tion.
the opposite side of the obstacles. This layout requires each agent to go around the
two pairs of obstacles while avoiding collisions with the other agents. This layout is
shown in Fig. 7.5 (for clarity, the layout has been shown after the agents have started
moving towards their targets).
As in Fig. 7.2, Fig. 7.6 shows the reference trajectories (dashed lines) produced
by the SCP algorithm and the actual trajectories (circles) traversed by the agents
in relation to the obstacles. The circle around the obstacle represents its collision
radius. The reference trajectories calculated by SCP maintain the required distance
from the obstacles while taking each agent to its target position. Additionally, the
agents follow the reference trajectories accurately with the largest error being less
than 150 mm. Fig. 7.7 shows the distance between each pair of agents over time and
Fig. 7.8 shows the distance between each pair of reference trajectories.
In both layouts, the SCP algorithm takes several seconds to calculate the optimal,
collision-free trajectory. It should also be noted that the time required to calculate
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Figure 7.5: Quadrotor configuration two-pair obstacle layout
the trajectories is slightly higher in case of the square configuration, as each agent,
on average, has to actively avoid more obstacles.
7.2 Real-Time Collision Avoidance using MPC-SCP
The MPC-SCP path planning demonstration uses three agents and one fixed obstacle.
The collision radii have the same value as they did in the SCP demonstration: 350 mm
between agents and 500 mm between an agent and an obstacle. In this demonstration,
the fixed obstacle (vertical wooden bar) is located in the center and the quadrotors
are located in a triangular shape around the obstacle. The target position (markers
on the floor) for each agent is located on the opposite side of the obstacle. This layout
requires each agent to move around the fixed obstacle while also avoiding the other
quadrotors. This layout is shown in Fig. 7.9.
Fig. 7.10 shows the reference trajectories (dashed lines) produced by the MPC-
SCP algorithm (Algorithm 2) and the actual trajectories (circles) traversed by the
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Figure 7.6: Reference and actual trajectories for the two-pair obstacle layout. Note
that ? represents the beginning of each trajectory.
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Figure 7.7: Actual distance between each pair of agents for two-pair obstacle config-
uration
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Figure 7.8: Distance between each pair of reference trajectories for two-pair obstacle
configuration
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Figure 7.9: Quadrotor configuration for the MPC-SCP demonstration.
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Figure 7.10: Reference and actual trajectories for the MPC-SCP demonstration. Note
that ? represents the beginning of each trajectory.
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Figure 7.11: Real-time reference trajectory, sensing radius, and collision radius for a
single agent and obstacle in the MPC-SCP demonstration.
agents in relation to the obstacle. The circle around the obstacle represents its colli-
sion radius. The reference trajectories calculated by MPC-SCP maintain the required
distance from the obstacle while taking each agent to its target position. Additionally,
the agents follow the reference trajectories accurately with the largest error being less
than 200 mm.
The difference between the MPC-SCP trajectories and the SCP trajectories from
the previous section is shown in Fig. 7.11. Fig. 7.11 shows the reference trajectory
(blue line) of a single agent (star) at various time steps during the MPC-SCP demon-
stration. Additionally, the sensing radius (green circle) of the agent and the collision
radius (red circle) of the obstacle are shown at each time step. Initially, the agent
cannot detect the obstacle so collision avoidance is not considered and the reference
trajectory passes through the obstacle. At time step 6, the obstacle is within the
sensing radius of the agent so collision avoidance is considered and the reference tra-
jectory avoids the obstacle. The agent continues to update its trajectory, taking into
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account its actual position, as it approaches the desired terminal position. The lim-
ited sensing radius and continuously updating trajectory are what differentiates the
MPC-SCP demonstration from the oﬄine path planning done by SCP in the previous
section.
7.3 Real-Time Assignment and Trajectory Gener-
ation with SATO
In this section, the swarm assignment and trajectory generation are simultaneously
solved for 4 agents and 4 targets. The agents must determine the optimal assignment
in addition to their own optimal trajectories since the agents are not preassigned to
specific targets. Two configurations were used to demonstrate SATO. In the first
scenario, the agents start close together so that they can all communicate with each
other resulting in a connected network and a conflict-free initial assignment. In the
second scenario, the agents are spread apart so that none of them can communicate,
which initially results in several assignment conflicts that must be resolved in future
iterations of the auction algorithm. In both scenarios, the length of the reconfiguration
is 20 s with a time step (∆t) of 1 s and horizon (TH) of 5 time steps. Additionally, the
collision radius (Rcol) is 350 mm. In the figures of this section, the initial, final, and
current positions of the agents are denoted by a square, ‘x’, and circle, respectively.
Additionally, the solid lines show the trajectories of the agents and the dotted lines
are circles with radii equal to half of the communication radius. If the dotted lines of
two agents intersect, those two agents can communicate. Each agent’s trajectory is
shown in a different color so that the corresponding markers can be easily identified.
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7.3.1 Connected Communication Network
In the first SATO experiment, the agents are placed in a square formation with the
targets located 3 m away in a line. The communication radius for this demo is 1000
mm. The initial locations of the agents are chosen so that every agent can commu-
nicate with every other agent creating a connected communication network. This
allows the initial auction algorithm to find a conflict-free assignment, which allows
the agents to move directly towards their assigned targets. The actual trajectories
traversed by the agents are shown in Fig. 7.12 and the optimal reference trajectories
generated by SATO are shown in Fig. 7.13.
Figure 7.12 shows the actual trajectories traversed by all of the agents. The
agents are initially located in a square formation with agent 1 (blue) in the bottom
right, agent 2 (red) in the top right, agent 3 (green) in the bottom left, and agent 4
(magenta) in the top left. Figure 7.12 also shows the initial positions of the agents.
As mentioned before, the agents can communicate with each other initially, as shown
by the intersection of the dotted lines.
Additionally, Fig. 7.13 shows the reference trajectories generated by SATO through-
out the reconfiguration. In this figure, the targets (‘x’s) are shown in black to empha-
size that any agent can choose any target. Due to the fact that the agents are all on
the same communication network at the initial time, the trajectories do not change
much throughout the reconfiguration and the agents follow nearly straight lines to
their assigned targets.
7.3.2 Disconnected Communication Network
In the second SATO experiment, the communication radius is 750 mm and the agents
are placed in initial positions so that they cannot communicate with each other, which
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Figure 7.12: The actual trajectories of a reconfiguration of four agents when the
initial communication network is connected. Two agents can communicate when
their dotted circles intersect.
results in multiple agents being initially assigned to the same target. This layout is
intentionally chosen to create several assignment conflicts in order to show how SATO
can handle disconnected communication networks. The results of this demonstration
are shown in Fig. 7.14 and Fig. 7.15.
Figure 7.14 shows the actual trajectories traversed by all of the agents with the
instantaneous locations of the agents after 0 s, 6 s, 9 s, and 14 s. The agents are
initially located in a trapezoid formation with agent 1 (blue) in the top left, agent 2
(red) in the top right, agent 3 (green) in the bottom left, and agent 4 (magenta) in
the bottom right. Figure 7.14a shows the positions of the agents at the initial time.
The only agents that can communicate initially are agents 1 (blue) and 3 (green).
However, these agents do not prefer the same target so each agent moves towards
its nearest target. This results in assignment conflicts between agents 1 (blue) and
2 (red) and as well as agents 3 (green) and 4 (magenta). Figure 7.14b shows the
location of the agents after 6 s. At this time, agents 3 (green) and 4 (magenta) are
able to communicate so the assignment conflict is resolved and agent 3 (green) changes
direction and heads towards a new target. In Fig. 7.14c, the locations of the agents
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(d) t = 10 s
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(e) t = 13 s
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(f) t = 16 s
Figure 7.13: Real-time, optimal trajectories generated throughout a reconfiguration
of four agents when the initial communication network is connected. Two agents can
communicate when their dotted circles intersect.
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after 9 s are shown. At this time, agents 1 (blue) and 2 (red) come close enough
to communicate and as a result agent 1 (blue) changes direction. The locations of
the agents after 14 s are shown in Fig. 7.14d. At this time, agents 1 (blue) and 3
(green) have come close enough to communicate and agent 3 (green) makes a slight
change in direction and begins moving towards the final target. At this point in
the reconfiguration the assignment is complete and each agent follows its remaining
trajectory to its assigned target.
Additionally, Fig. 7.15 shows the reference trajectories generated by SATO through-
out the reconfiguration. In this figure, the targets (‘x’s) are shown in black to em-
phasize that any agent can choose any target. In Fig. 7.15a-b, the four reference
trajectories terminate at only two targets, which is the result of the two assignment
conflicts. When the third set of assignments and trajectories are generated as shown
in Fig. 7.15c, agents 3 (green) and 4 (magenta) are able to communicate and the
third (green) agent’s trajectory terminates at a different target. Similarly, Fig. 7.15d
shows the trajectories generated by the fourth calculation, which results in agent 1
(blue) being assigned to a new target due to its ability to communicate with agent
2 (red). However, this reassignment creates a new conflict between agents 1 (blue)
and 3 (green), which now share the same target. At the fifth computation, shown in
Fig. 7.15e, agents 1 (blue) and 3 (green) still cannot communicate so they remain as-
signed to the same target. By the time of the sixth computation, shown in Fig. 7.15f,
agents 1 (blue) and 3 (green) can communicate and agent 3 (green) is reassigned to
the fourth target.
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(c) Positions at t = 9 s
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(d) Positions at t = 14 s
Figure 7.14: The actual trajectories of a reconfiguration of four agents when the
initial communication network is disconnected. Two agents can communicate when
their dotted circles intersect.
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(f) t = 16 s
Figure 7.15: Real-time, optimal reference trajectories generated throughout a recon-
figuration of four agents when the initial communication network is disconnected.
Two agents can communicate when their dotted circles intersect.
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7.4 Chapter Summary
In this chapter, the swarm-reconfiguration algorithms were tested on the formation
flying testbed. The trajectory generation algorithm, SCP, was used oﬄine to solve
for optimal, collision-free trajectories in various obstacle-filled environments. The
SCP algorithm avoided collisions between the agents and obstacles while taking the
agents to their target positions. Next, MPC-SCP was implemented to solve for the
optimal trajectories in real time when the location of obstacles is not known a priori.
This demonstrated that an agent with a limited sensing radius can run MPC-SCP
sufficiently fast to detect and avoid obstacles that it comes across as it traverses its
trajectory. Finally, SATO was implemented to simultaneously solve for the optimal
assignment and trajectory. This demonstration showed that the agents can agree
upon an optimal assignment using VSDAA and generate their optimal trajectories in
real time.
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Chapter 8
Conclusion and Future Work
8.1 Conclusion
The objective of this dissertation was to develop guidance and control algorithms to
enable the flight of swarms of spacecraft in LEO. This dissertation focused on two
phases of a spacecraft swarm mission: swarm keeping and swarm reconfiguration.
Algorithms were developed to minimize propellant, avoid collisions, and maintain the
desired swarm shape throughout these two phases. These algorithms were then tested
in simulation and experiments to demonstrate their effectiveness and computational
efficiency.
The relative dynamics in LEO with J2 and drag provided very complicated equa-
tions of motion that govern the spacecraft swarm problem. The first step in this
dissertation was to derive an exact model of these dynamics. This dynamic model
provided a base for understanding the characteristics of the swarm motion and as a
simulation environment for computational validation.
The swarm-keeping problem was solved by investigating the relative motion of
swarms using simple period-matching techniques. The shortcomings of these simple
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methods led to more complicated approaches that culminated in the energy-matching
conditions. These conditions placed the spacecraft on J2-invariant orbits, which pro-
vided collision and drift-free motion for hundreds of orbits. Placing the swarm on
these J2-invariant orbits proved to be an effective swarm-keeping method.
The swarm-reconfiguration problem was initially formulated as a nonlinear, op-
timal control problem with predetermined terminal conditions. This problem was
converted to a finite-dimensional optimization and formulated as a convex program.
The convexification process required a nominal trajectory so SCP was introduced to
iteratively convexify and solve the swarm-reconfiguration problem. The SCP algo-
rithm was used to generate optimal, collision-free trajectories for each spacecraft when
the swarm had all-to-all communication. The SCP algorithm was shown to converge
to a trajectory that satisfied the KKT conditions of the nonconvex optimization.
To apply the SCP algorithm in real time, MPC was used to implement a finite hori-
zon and relax the communication requirements. The resulting MPC-SCP algorithm
repeatedly solved the underlying convex program using updated state information.
The resulting control sequence and trajectory was applied until a new solution was
generated. The feasibility and stability of the MPC-SCP algorithm were analyzed
when sensor and actuator errors were included. This analysis resulted in a num-
ber of conditions that guaranteed convergence to the terminal position and collision
avoidance in the presence of these errors.
A modified swarm-reconfiguration, without predetermined terminal positions, was
introduced and broken into an assignment and trajectory optimization problem. The
resulting trajectory optimization problem was equivalent to the swarm-reconfiguration
problem with predetermined terminal positions. To solve the assignement problem,
VSDAA was introduced and its optimality and convergence properties were proven.
This auction algorithm was integrated with MPC-SCP to create SATO. SATO simul-
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taneously solved the assignment and trajectory generation problems in real time and
was able to adapt to a changing number of spacecraft and a disconnected communi-
cation network.
Finally, the swarm-reconfiguration algorithms (SCP, MPC-SCP, SATO) were tested
using the formation flying testbed. Various obstacle configurations were used to
demonstrate SCP as an oﬄine trajectory planner. Then, similar configurations were
used to show that MPC-SCP can update the trajectory in real time as new obstacles
are discovered along the trajectory. SATO was then implemented on the testbed to
show that the assignment problem can be solved simultaneously with the trajectory
optimization.
8.2 Future Work
Although this dissertation has addressed the swarm-keeping and swarm-reconfiguration
problems, the resulting algorithms can be used in other applications. However, the
algorithms were specifically designed for swarms of spacecraft. The following are list
of potential applications and the challenges that must be overcome to implement the
swarm algorithms:
• Dynamic modeling with attitude dynamics: This dissertation used simplified
drag models. Mainly, all spacecraft were assumed to be spherical so the attitude
of the spacecraft did not affect the drag forces. Additionally, the air density was
assumed to only depend on altitude. In order to create higher-fidelity models,
attitude dynamics should be included in the equations of motion along with a
more accurate air density model and other perturbations, such as solar radiation
pressure and higher-order harmonics.
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• MPC-SCP for real-time trajectory planning of vehicles with a dense field of
uncooperative obstacles: The convexifications were designed for cooperative
agents in space where collisions are relatively infrequent. The biggest challenge
in implementing MPC-SCP in a dense field of obstacles is finding a feasible
trajectory. Once the SCP algorithm finds a feasible solution it has been shown
to converge.
• Assignment with coupled costs (e.g. collisions): In the case where the cost of
assigning agent i to target j is affected by the decisions of other agents, the
auction algorithm will not achieve the optimal cost. This is the case when
collision avoidance is considered in the auction cost.
• Experimental validation of decentralized algorithms: The algorithms were tested
on the formation flying testbed using simulated decentralization for both com-
putations and communications. Adding hardware to the quadrotors that allows
them to perform their own computations and/or communicate with one another
would allow us to experimentally test the decentralized nature of the algorithms
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