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Abstract
Dzhumadil’daev has classified all tensor module extensions of diff(N),
the diffeomorphism algebra in N dimensions, and its subalgebras of
divergence free, Hamiltonian, and contact vector fields. I review his
results using explicit tensor notation. All of his generic cocycles are
limits of trivial cocycles, and many arise from the Mickelsson-Faddeev
algebra for gl(N). Then his results are extended to some non-tensor
modules, including the higher-dimensional Virasoro algebras found
by Eswara Rao/Moody and myself. Extensions of current algebras
with d-dimensional representations are obtained by restriction from
diff(N + d). This gives a connection between higher-dimensional
Virasoro and Kac-Moody cocycles, and between Mickelsson-Faddeev
cocycles for diffeomorphism and current algebras.
1 Introduction
An extension Lˆ of a Lie algebra L by a module M is an exact sequence
0 −→M
ı
−→ Lˆ
π
−→ L −→ 0.
This means that ı is injective, π is surjective, and M is an ideal in Lˆ. It
is precisely this situation which is of interest in physics, because if L is a
classical symmetry algebra (realized in terms of Poisson brackets), quantum
corrections are of order ~ and thus generate an ideal. In particular, ifM = C
we say that the extension is central, which is the case that has attracted most
attention in physics; suffice it to mention the ample applications of Virasoro
and affine Kac-Moody algebras.
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The best known non-central extension is the Mickelsson-Faddeev (MF)
algebra [8, 13, 14], which is an abelian extension of the algebra map(N, g) of
maps from N -dimensional spacetime to a finite-dimensional Lie algebra g.
map(N, g) also admits higher-dimensional generalizations of the Kac-Moody
cocycle [11, 16, 21], whose Fock representations were first constructed in
[6, 21]. Similarly, the diffeomorphism algebra in N dimensions, diff(N),
has non-central extensions analogous to the Virasoro algebra [7, 15, 16]. The
representation theory of these algebras was developped in [1, 2, 7, 17, 18, 19].
It appears that representations of the MF algebra, if they exist, are not
attainable by similar methods [20].
In [5], Dzhumadil’daev classified all extensions of L = diff(N) when M
is a tensor module. He also covered the cases when L is one of the algebras
of divergence free, Hamiltonian and contact vector fields. Unfortunately,
his paper is not easy to read for a physicist (at least not for this one), so
one purpose of the present paper is to review his classification in a more
physicist-friendly manner, using notation from tensor calculus. Moreover,
his results are quite bewildering, since he obtain no less than seventeen
different cocycles. However, it turns out that all of them can be grouped
into four classes:
1. A cubic (in derivatives) cocycle, which splits into its traceless and trace
parts.
2. Quartic cocycles, which follow from the MF extension for gl(N) (recall
that tensor fields are functions with values in gl(N) modules). In fact,
only the tensor part of the MF extension was used, which can be
removed by a redefinition a` la Cederwall et al. [3].
3. Quintic cocycles which only exist in two dimensions.
4. Special cases in one dimension.
Dzhumadil’daev also considered cocycles for the diff(N) subalgebras svect(N)
(divergence-free vector fields), Ham(N) (Hamiltonian vector fields) and
K(N) (contact vector fields). All such cocycles follow directly by restriction
from the full diffeomorphism algebra.
I extend Dzhumadil’daev’s result by constructing some extensions where
M is not a tensor module. These cases include the higher-dimensional Vi-
rasoro algebras of Eswara Rao and Moody [7] and myself [16]. Another
generalization is found be considering the inhomogenous term in the MF
extension.
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It turns out that all of Dzhumadil’daev’s generic cocycles and several
of his low-dimensional ones can be obtained as limits of trivial cocycles.
One constructs a family of trivial cocycles, parametrized by a continuous
parameter (the conformal weight λ), and let λ approach a critical value λ0.
Thus, these cocycles are non-trivial in the usual cohomological sense, but
belong to the closure of the space of trivial cocycles. On the other hand,
the Virasoro and MF extensions do not belong to this closure, because there
is no continuous parameter that can be varied. Geometrically, they involve
closed chains (one- and three-, respectively), and the closedness condition is
consistent for λ = 1 only.
Dzhumadil’daev [4] and Ovsienko and Roger [22] have also classified
cocycles for the special case N = 1. I show that some of these have higher-
dimensional analogues not previously considered, although this generaliza-
tion is quite unnatural and uninteresting. Moreover, in one dimension these
cocycles, possibly with one exception, are limits of trivial cocycles.
Dzhumadil’daev’s classification can be used to construct interesting ex-
tensions of subalgebras of the diffeomorphism algebra. To this end, I con-
sider the inclusion map(N, diff(d)) ⊂ diff(N+d), and further g ⊂ gl(d) ⊂
diff(d). In fact, the algebra map(N, diff(d)) defines an interesting gener-
alization of gauge symmetry: the replacement of a global symmetry g by a
gauge symmetry map(N, g) amounts to a localization in base space, but the
gauge transformations are still rigid in target space. Replacing g by diff(d)
makes transformations local in target space as well. By studying the restric-
tion of the extensions under the above inclusions, existence of extensions for
subalgebras is shown, but neither non-triviality nor exhaustion. However,
non-triviality can be checked by hand, and my method tautologically ex-
haust all extensions that can be lifted to tensor module extensions of the
algebra of diffeomorphisms in total space.
2 Background
2.1 Diffeomorphism algebra
Let ξ = ξµ(x)∂µ, x ∈ R
N , ∂µ = ∂/∂x
µ, be a vector field, with commutator
[ξ, η] ≡ ξµ∂µη
ν∂ν − η
ν∂νξ
µ∂µ. Greek indices µ, ν = 1, 2, . . . , N label the
spacetime coordinates and the summation convention is used on all kinds of
indices. The diffeomorphism algebra diff(N) is generated by Lie derivatives
Lξ. Dzhumadil’daev denotes this algebra by WN in honour of Witt. In the
literature, it is also known as the algebra of vector fields and is denoted by
V ect(N) or V ect(RN ).
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An extensions of diff(N) is given by a bilinear cocycle c(ξ, η):
[Lξ,Lη] = L[ξ,η] + c(ξ, η). (2.1)
For convenience, some formulas are also displayed in a Fourier basis. With
Lµ(m) = Lξ for ξ = i exp(imρx
ρ)∂µ, m ∈ R
N , (2.1) is replaced by
[Lµ(m), Lν(n)] = nµLµ(m+ n)−mνLν(m+ n) + cµν(m,n). (2.2)
We say that an extension is local if it has the form
cµν(m,n) = pol
a
µν(m,n)Aa(m+ n), (2.3)
where polaµν(m,n) = −pol
a
νµ(n,m) is a polynomial and Aa is some operator.
Let T µν form a basis for gl(N), with brackets
[T µν , T
σ
τ ] = δ
σ
ν T
µ
τ − δ
µ
τ T
σ
µ . (2.4)
Then
Lξ = ξ
µ(x)∂µ + ∂νξ
µ(x)T νµ (2.5)
satisfies (2.1) with zero cocycle. Analogously, if T µν (m) form a basis for an
extension of map(N, gl(N)), with brackets
[T µν (m), T
σ
τ (n)] = δ
σ
ν T
µ
τ (m+ n)− δ
µ
τ T
σ
ν (m+ n) + k
µσ
ντ (m,n), (2.6)
[Lµ(m), T
σ
τ (n)] = nµT
σ
τ (m+ n),
then
L′µ(m) = Lµ(m) +mνT
ν
µ (m) (2.7)
satisfies an extension of diff(N) with cocycle
cµν(m,n) = mσnτk
στ
µν (m,n). (2.8)
A tensor module is the carrying space of the diff(N) representation
obtained by substituting a gl(N) representation into (2.5). A tensor of type
(p, q;λ) (p contravariant and q covariant indices and conformal weight λ) is
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described by the equivalent formulas
[Lξ,Φ
σ1..σp
τ1..τq (x)] = −ξ
µ(x)∂µΦ
σ1..σp
τ1..τq (x)− λ∂µξ
µ(x)Φ
σ1..σp
τ1..τq (x)−
+
p∑
i=1
∂µξ
σi(x)Φ
σ1..µ..σp
τ1..τq (x)−
q∑
j=1
∂τjξ
µ(x)Φ
σ1..σp
τ1..µ..τq(x),
[Lξ,Φ
σ1..σp
τ1..τq (φ
τ1..τq
σ1..σp)] = Φ
σ1..σp
τ1..τq (ξ
µ∂µφ
τ1..τq
σ1..σp + (1− λ)∂µξ
µφ
τ1..τq
σ1..σp −
+
p∑
i=1
∂σiξ
µφ
τ1..τq
σ1..µ..σp −
q∑
j=1
∂µξ
τjφ
τ1..µ..τq
σ1..σp ), (2.9)
[Lµ(m),Φ
σ1..σp
τ1..τq (n)] = (nµ + (1− λ)mµ)Φ
σ1..σp
τ1..τq (m+ n) +
+
p∑
i=1
δσiµ mρΦ
σ1..ρ..σp
τ1..τq (m+ n)−
q∑
j=1
mτjΦ
σ1..σp
τ1..µ..τq(m+ n),
where φ
τ1..τq
σ1..σp is an arbitrary function on R
N and
Φ
σ1..σp
τ1..τq (φ
τ1..τq
σ1..σp) =
∫
dNx φ
τ1..τq
σ1..σp(x)Φ
σ1..σp
τ1..τq (x). (2.10)
For brevity, we shall often write the rhs of (2.9) simply as (p, q;λ). Further,
we abbreviate the action on objects which contain additional terms as
[Lµ(m),Φ
σ1..σp
τ1..τq (n)] = (p, q;λ) + more, (2.11)
etc. Tensor modules contain irreducible submodules consisting of symmet-
ric, anti-symmetric, and traceless tensors, labelled by the irreps of gl(N). As
is standard in physics, (anti-)symmetrization of indices is denoted by paren-
theses (brackets), and vertical bars inhibit the operation. Thus, φ(µ|ν|ρ) =
φµνρ + φρνµ and φ[µν] = φµν − φνµ.
However, not all modules are tensor modules. The following cases will
be considered below:
1. A totally skew tensor ωσ1..σp = ω[σ1..σp] of type (0, p; 0), i.e. a p-form,
contains a submodule consisting of closed p-forms, which amounts to the
conditions
∂[νωσ1..σp](x) ≡ 0, ωσ1..σp(∂νφ
[νσ1..σp]) ≡ 0, m[νωσ1..σp](m) ≡ 0.(2.12)
2. Dually, a totally skew tensor Sσ1..σp = S[σ1..σp] of type (p, 0; 1), can
be identified as a p-chain. Closed p-chains satisfy the conditions
∂σ1S
σ1..σp(x) ≡ 0, Sσ1..σp(∂σ1φσ2..σp) ≡ 0, mσ1S
σ1..σp(m) ≡ 0.(2.13)
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3. The connection Γρστ transforms as a tensor field of type (1, 2; 0), apart
from an additional term
[Lξ,Γ
ρ
στ (x)] = (1, 2; 0) + ∂σ∂τξ
ρ,
[Lξ,Γ
ρ
στ (φ
στ
ρ )] = (1, 2; 0) +
∫
dNx ∂σ∂τξ
ρ(x)φστρ (x), (2.14)
[Lµ(m),Γ
ρ
στ (n)] = (1, 2; 0) +mσmτδ
ρ
µδ(m + n),
where (1, 2; 0) denote regular terms as in (2.11).
2.2 Divergence-free vector fields
The algebra of divergence-free (or special) vector fields svect(N) ⊂ diff(N)
is generated by Lξ such that ∂µξ
µ = 0, or equivalently Lµ(m) such that
mµ = 0. Tensor modules are given by (2.9), except that the conformal
weight λ is irrelevant.
2.3 Hamiltonian vector fields
The algebra Ham(N) ⊂ diff(N) (N even) consists of vector fields ξ that
leave the two-form ǫµνdx
µ ∧ dxν invariant, where ǫµν = −ǫνµ is the sym-
plectic form, whose inverse ǫµν satisfies ǫµρǫρν = ǫνρǫ
ρµ = δµν . Such Hamil-
tonian vector fields are of the form ξ = ǫµν∂µf∂ν . Dzhumadil’daev denotes
Ham(N) by Hn, where N = 2n. Any extension of Ham(N) takes the form
[Hf ,Hg] = H{f,g} + cH(f, g), (2.15)
where {f, g} = ǫµν∂µf∂νg is the Poisson bracket. Alternatively, in the
Fourier basis
[H(m),H(n)] = (m× n)H(m+ n) + cH(m,n), (2.16)
where m× n ≡ ǫµνmµnν . Since ǫ
µν∂µ∂νf ≡ 0, any Hamiltonian vector field
is divergence free. The converse is also true in two dimensions, but when
N > 4 there are divergence-free vector fields that are not Hamiltonian. One
checks that [Hf , ǫ
µν ] ≡ 0, so ǫµν and ǫµν can be used to raise and lower
indices. A typical tensor module is hence of the form
[Hf ,Φ
σ(φσ) = Φ
σ({f, φσ}+ ǫ
µν∂µ∂σfφν)
(2.17)
[H(m),Φσ(n)] = nµΦ
σ(m+ n) + ǫµσmµmνΦ
ν(m+ n).
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2.4 Contact vector fields
The contact algebra K(N) ⊂ diff(N) (N odd) consists of vector fields
which leave the one-form α = dx0 + ǫijx
idxj invariant, where ǫij is the
symplectic form in one dimension less. Here greek indices µ, ν = 0, 1, 2, ..., N
run over all N +1 indices but latin indices i, j = 1, 2, ..., N exclude the time
index 0. Contact vector fields are of the form
Kf = ∆f∂0 + ∂0fx
i∂i + ǫ
ij∂jf∂i, (2.18)
where ∆f = 2f − xi∂if . Any extension of K(N + 1) has the form
[Kf ,Kg] = K[f,g]K + cK(f, g), (2.19)
where the contact bracket reads
[f, g]K = ∂0f∆g − ∂0g∆f + {f, g} (2.20)
and {f, g} = ǫij∂if∂jg is the Poisson bracket in N dimensions. Due to the
explicit appearence of xi in the definition of ∆, it is inconvenient to describe
this algebra in a Fourier basis. Dzhumadil’daev denotes K(N) byKn, where
N = 2n + 1.
2.5 Gauge algebra
Let g be a finite-dimensional Lie algebra with basis Ja (hermitian if g is
compact and semisimple), structure constants fabc and brackets [J
a, Jb] =
ifabcJ
c. Our notation is similar to [10] or [9], chapter 13. We always assume
that g has a Killing metric proportional to δab. Further assume that there
is a priviledged vector δa ∝ tr Ja, such that fabcδ
c ≡ 0. Of course, δa = 0
if g is semisimple, but it may be non-zero if g contains abelian factors. The
primary example is g = gl(N), where tr (T µν ) ∝ δ
µ
ν .
Let map(N, g) be the algebra of maps from RN to g, also known as the
gauge or current algebra. We denote its generators by JX , where X =
Xa(x)J
a, x ∈ RN , is a g-valued function, and define [X,Y ] = ifabcXaYbJ
c.
Alternatively, we use a Fourier basis with generators J a(m), m ∈ RN . Any
extension of map(N, g) has the form
[JX ,JY ] = J[X,Y ] + c(X,Y ),
[Lξ,JX ] = Jξµ∂µX + c(ξ,X), (2.21)
[J a(m),J b(n)] = ifabcJ
c(m+ n) + cab(m,n),
[Lµ(m),J
a(n)] = nµJ
a(m+ n) + caµ(m,n).
7
The analogue of tensor modules are functions with values in some g module
M . To the three formulas in (2.9) correspond
[JX ,Φ
i(x)] = −Xaσ
ia
j Φ
j(x),
[JX ,Φ
i(φi)] = −Φ
i(Xaσ
ja
i φj), (2.22)
[J a(m),Φi(n)] = −σiaj Φ
j(m+ n),
where σa = (σiaj ) are the representation matrices acting on M . Moreover,
the intertwining action of diffeomorphisms is given by (2.9).
Among non-tensor modules we cite the connection, which is a central
extension of the adjoint.
[JX , A
b
ν(x)] = if
ab
cXa(x)A
c
ν(x) + δ
ab∂νXa(x),
[JX , A
b
ν(φ
ν
b )] = A
b
ν(−if
ac
bXaφ
ν
c ) +
∫
dNx δab∂νXa(x)φ
ν
b (x),
(2.23)
[J a(m), Abν(n)] = if
ab
cA
c
ν(m+ n) +mνδ
ab.
The best known extension of map(N, g), N > 3, is the MF extension:
[J a(m),J b(n)] = ifabcJ
c(m+ n) +mµnνH
abµν(m+ n),
[J a(m),Hbcµν(n)] = ifabdH
dcµν(m+ n) + (2.24)
+ifacdH
bdµν(m+ n) + dabcmρS
µνρ
3 (m+ n),
and all other brackets vanish. Here, Sµνρ3 is a closed three-chain (2.13) and
dabc = tr J (aJbJc) are totally symmetric. In particular, in three dimensions
we can write Habµν(m) = ǫµνρdabcAcρ(m), S
µνρ
3 (m) = ǫ
µνρδ(m), so Acρ(m)
transforms as a connection. It was found in [20] that the three-chain term
constitutes an obstruction against the construction of Fock modules.
3 Dzhumadil’daev’s classification: diff(N) cocy-
cles
Dzhumadil’daev classified extensions of diff(N) by tensor modules [5], and
found 17 inequivalent ones. A tensor density can be viewed as a function
with values in a gl(N) module. Since gl(N) ∼ sl(N) ⊕ gl(1), gl(N) irreps
are labelled by an sl(N) highest weight and a conformal weight λ. To an
sl(N) highest weight ℓ1π1+ℓ2π2+ . . .+ℓN−1πN−1, πi being the fundamental
weights, we can associate a partition {λ1, λ2, . . . , λN−1}, where λi = ℓi +
ℓi+1 + . . . + ℓN+1 =
∑N−1
j=i ℓj. This can be visualized as a Young tableaux
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with λi boxes in the i:th row. A contravariant vector corresponds to a
tableaux with a single box, i.e. to the root π1. A covariant vector can be
identified with a tableaux with a single column with N − 1 boxes, i.e. the
root πN−1.
Let ǫµ1..µN be the totally antisymmetric symbol, given by ǫµ1..µN = +1 if
µ1..µN is a even permutation of 12..N , = −1 if it is an odd permutation, and
= 0 if two indices are equal. It can be regarded as a constant tensor field of
type (0, N ;−1), since this makes the transformation law [Lξ, ǫµ1..µN (x)] = 0
consistent. Alternatively, we may view it as a constant tensor field ǫµ1..µN
of type (N, 0; 1). The existence of this symbol establishes the standard
isomorphism between p lower indices and N − p upper indices, e.g. p-forms
and (N−p)-chains:
A[µ1..µp] = ǫµ1..µpν1..νN−pA
[ν1..νN−p]. (3.1)
In particular, a covariant vector field (of weight λ) is equivalent to a skew
tensor field with N − 1 contravariant indices and weight λ+ 1.
Dzhumadil’daev’s classification is encoded in [5], Table 1. The following
three tables describe the corresponding modules, both in his notation and
tensor calculus notation.
1. For every N > N0:
N0 HW λ Type Tensor
ψW1 1 π1 1 (1, 0; 1) S
ρ
ψW2 2 2π1 + πN−1 2 (2, 1; 1) K
(στ)
µ
ψW3,4 2 π2 1 (2, 0; 1) F
[µν]
ψW5,6 3 π1 + π2 + πN−1 2 (3, 1; 1) E
ρ(στ)
µ : E
(ρστ)
µ = 0
ψW7 2 3π1 + πN−1 2 (3, 1; 1) D
(ρστ)
µ
ψW8 3 2π1 + π2 + 2πN−1 3 (4, 2; 1) B
[(λρ)(στ)]
(µν)
ψW9 3 4π1 + πN−2 2 (4, 2; 1) A
(λρστ)
[µν]
ψW10 4 2π2 + πN−2 2 (4, 2; 1) C
((λρ)(στ))
[µν] : C
(λρστ)
[µν] = 0
(3.2)
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The symmetry conditions can alternatively be written as
Aλρστµν = A
ρλστ
µν = A
σρλτ
µν = A
τρσλ
µν = −A
λρστ
νµ ,
Bλρστµν = B
ρλστ
µν = −B
στλρ
µν = B
λρστ
νµ ,
Cλρστµν = C
ρλστ
µν = −C
σρλτ
µν = C
στλρ
µν = −C
λρστ
νµ , (3.3)
Dρστ = Dρτσ = Dσρτ ,
Eρστ = Eρτσ = −Eσρτ ,
Fµν = −F νµ,
Kστµ = K
τσ
µ ,
in addition to total tracelessness.
2. In addition for N = 2:
Name HW λ Partition Type Tensor
ψW11 , ψ
W
12 π1 0 {1} (1, 0; 0) S
ρ
ψW13 5π1 2 {5} (5, 0; 2) S
(ρ1..ρ5)
ψW14 7π1 3 {7} (7, 0; 3) S
(ρ1..ρ7)
(3.4)
3. In addition for N = 1, there are three cocycles with λ = −1, −4, and
−6, respectively.
Of course, knowledge of the relevant module is not enough to uniquely
describe the cocycle. Dzhumadil’daev has also given formulas for the cocy-
cles, but it is in fact quite easy to reconstruct them from scratch. By writing
down manifestly non-trivial cocycles valued in the right modules, we are
guaranteed to obtain expressions that are equivalent to Dzhumadil’daev’s,
without having to decipher his notation. This is the subject of the rest of
this section.
3.1 ψW1
ψW1 corresponds to the partition {1, 0, . . . , 0}, i.e. a tensor density S
ρ of
type (1, 0; 1). This extension was first described in [15]:
c(ξ, η) = Sρ(∂ρ∂µξ
µ∂νη
ν − ∂µξ
µ∂ρ∂νη
ν),
(3.5)
cµν(m,n) = mµnν(mρ − nρ)S
ρ(m+ n).
Such a tensor can be identified with a one-chain, which is reducible according
to (2.13). It was noted in [16] that (3.5) still defines a cocycle when restricted
to the submodule of closed one-chains. In one dimension, ψW1 is related to
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the Virasoro algebra. We have
[Lm, Ln] = (n−m)Lm+n + (n −m)mnSm+n,
(3.6)
[Lm, Sn] = (n+m)Sm+n.
The closedness condition, mSm = 0, has the unique solution Sm = c/24δm.
Substituting this into (3.6) yields the Virasoro algebra with central charge
c.
Let X be a function on RN and EX a tensor density of type (0, 0; 1). If
[Lξ, EX ] = EξX , [EX , EY ] = S
ρ(X∂ρY − ∂ρXY ), (3.7)
then L′ξ = Lξ + E∂µξµ satisfies diff(N) with cocycle ψ
W
1 .
3.2 ψW2
ψW2 corresponds to the partition {3, 1, . . . , 1}, i.e. a traceless tensor density
K
(στ)
µ of type (2, 1; 1):
c(ξ, η) = K(στ)ν (∂µξ
µ∂σ∂τη
ν)−K(στ)µ (∂σ∂τξ
µ∂νη
ν),
(3.8)
cµν(m,n) = mµnσnτK
(στ)
ν (m+ n)− nνmσmτK
(στ)
µ (m+ n).
Change the weight to some λ 6= 1, i.e. K
(στ)
ν is of type (2, 1;λ), and redefine
the diff(N) generators by
Lµ(m) 7→ Lµ(m) + amσmτK
(στ)
µ (m). (3.9)
The new generators satisfy diff(N) with the extension a(1 − λ)cµν(m,n),
which thus is trivial. If we now fix a = (1 − λ)−1 and let λ → 1, ψW2 is
recovered. Tracelessness does not play a role here; setting K
(στ)
µ = δ
(σ
µ Sτ),
we see that the trace is of type ψW1 .
3.3 ψW3 –ψ
W
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These eight extensions all follow from the following reducible extension
c(ξ, η) = R(λρ)(στ)µν (∂λ∂ρξ
µ∂σ∂τη
ν),
(3.10)
cµν(m,n) = mλmρnσnτR
(λρ)(στ)
µν (m+ n),
where R
(λρ)(στ)
µν is a tensor of type (4, 2; 1), and
R(στ)(λρ)νµ = −R
(λρ)(στ)
µν . (3.11)
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Such a tensor can be decomposed into irreducible submodules as follows.
R(λρ)(στ)µν = A
(λρστ)
[µν] +B
[(λρ)(στ)]
(µν) +C
((λρ)(στ))
[µν] + (3.12)
δ(λµ G
ρ)(στ)
ν − δ
(σ
ν G
τ)(λρ)
µ + δ
(λ
ν G
ρ)(στ)
µ − δ
(σ
µ G
τ)(λρ)
ν ,
where
Gρ(στ)ν = D
(ρστ)
ν + E
ρ(στ)
ν + δ
(σ
ν F
τ)ρ + δ(σν H
τ)ρ + δρνH
στ ,
C
(λρστ)
[µν] ≡ 0, E
(ρστ)
ν ≡ 0, (3.13)
F ρσ = F [ρσ], Hρσ = H(ρσ).
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Substitution of (3.12)–(3.13) into (3.10) yields
Cocycle c(ξ, η)
Partition cµν(m,n)
ψW3 F
[ρτ ](∂ρ∂µξ
µ∂τ∂νη
ν)
{1, 1, 0, . . . , 0} mρmµnτnνF
[ρτ ](m+ n)
ψW4 F
[ρτ ](∂ρ∂νξ
µ∂τ∂µη
ν)
{1, 1, 0, . . . , 0} mρmνnτnµF
[ρτ ](m+ n)
ψW5 E
ρ(στ)
ν (∂ρ∂µξ
µ∂σ∂τη
ν)− ξ ↔ η
{3, 2, 1, . . . , 1} mρmµnσnτE
ρ(στ)
ν (m+ n)−m↔ n
ψW6 E
ρ(στ)
µ (∂ρ∂νξ
µ∂σ∂τη
ν)− ξ ↔ η
{3, 2, 1, . . . , 1} mρmνnσnτE
ρ(στ)
µ (m+ n)−m↔ n
ψW7 D
(ρστ)
ν (∂ρ∂µξ
µ∂σ∂τη
ν)− ξ ↔ η
{4, 1, . . . , 1} mρmµnσnτD
(ρστ)
ν (m+ n)−m↔ n
ψW8 B
[(λρ)(στ)]
(µν) (∂λ∂ρξ
µ∂σ∂τη
ν)
{5, 3, 2, . . . , 2} mλmρnσnτB
[(λρ)(στ)]
(µν) (m+ n)
ψW9 A
(λρστ)
[µν] (∂λ∂ρξ
µ∂σ∂τη
ν)
{5, 1, . . . , 1, 0} mλmρnσnτA
(λρστ)
[µν] (m+ n)
ψW10 C
((λρ)(στ))
[µν] (∂λ∂ρξ
µ∂σ∂τη
ν)
{3, 3, 1, . . . , 1, 0} mλmρnσnτC
((λρ)(στ))
[µν] (m+ n)
Splitting R
(λρ)(στ)
µν as in (3.12) and (3.13) suggests that there should be
additional cocycles
mρmνnσnτD
(ρστ)
µ (m+ n)−m↔ n, (3.14)
mµmνnσnτH
(στ)(m+ n)−m↔ n,
but these cocycles can be removed by the redefinitions
Lµ(m) 7→ Lµ(m) +mρmσmτD
(ρστ)
µ (m), (3.15)
Lµ(m) 7→ Lµ(m) +mµmσmτH
(στ)(m),
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respectively.
The extension (3.10) can be understood as a MF term (2.24) for gl(N)
with Sµνρ3 = 0. This MF algebra is the extension of map(N, gl(N)) (2.6)
with
kµσντ (m,n) = mρnλR
µρσλ
ντ (m+ n), (3.16)
where Rµρσλτν transforms as a tensor of type (4, 2) under gl(N). (3.10) now
follows immediately from (2.8). Moreover, since mµmρ ∝ m(µmρ), only the
part with symmetries (3.11) is relevant.
There is another way to arrive at the extension (3.10). An analogous
construction was carried out by [3] in the case of arbitrary gauge algebras
map(N, g). Let P νρµ be a tensor field of type (2, 1; 1). Then
L′ξ = Lξ + P
νρ
µ (∂ν∂ρξ
µ), L′µ(m) = Lµ(m) +mνmρP
νρ
µ (m), (3.17)
satisfies an extension of diff(N) given by
c(ξ, η) = [P λρµ (∂λ∂ρξ
µ), P στν (∂σ∂τη
ν)],
(3.18)
cµν(m,n) = mλmρnσnτ [P
λρ
µ (m), P
στ
ν (n)].
This is of the form (3.10), if we impose the condition that the extension
be local in the sense of (2.3). In particular, the symmetry condition (3.11)
holds automatically.
3.4 N = 2: ψW11 – ψ
W
14
In two dimensions, the symplectic form ǫµν coincides with the anti-symmetric
symbol, and hence it commutes with all vector fields, not just the Hamilto-
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nian ones. This makes it possible to construct further cocycles:
Cocycle c(ξ, η)
cµν(m,n)
ψW11 S
ρ(∂ρ(ǫ
στ∂σ∂νξ
µ∂τ∂µη
ν − ǫµνǫ
στ ǫρλ∂σ∂ρξ
µ∂τ∂λη
ν))
(mνnµ(m× n)− ǫµν(m× n)
2)(mρ + nρ)S
ρ(m+ n)
ψW12 S
ρ(∂ρ(ǫ
στ∂σ∂µξ
µ∂τ∂νη
ν))
mµnν(m× n)(mρ + nρ)S
ρ(m+ n)
ψW13 S
(κλρστ)(3ǫµκǫνλǫ
αβ∂α∂ρ∂σξ
µ∂β∂τη
ν − 4ǫµν∂κ∂ρ∂σξ
µ∂λ∂τη
ν)
−ξ ↔ η
(3(m× n)ǫµκǫνλmρmσnτ − 4ǫµνmκmρmσnλnτ )·
·S(κλρστ)(m+ n)−m↔ n
ψW14 S
(αβκλρστ)(ǫµαǫνβ∂κ∂ρ∂σξ
µ∂λ∂τη
ν)− ξ ↔ η
ǫµαǫνβmκmρmσnλnτS
(αβκλρστ) −m↔ n
As in subsection 2.3, ǫ12 = −ǫ21 = −ǫ12 = ǫ21 = 1 and m × n = m1n2 −
m2n1 = ǫ
µνmµnν.
The Jacobi identities, in the Fourier basis, were verified numerically on
a computer. To this end, it was useful to write the cocycles as
c(ξ, η) = R(ξ, ξ, ξ, η, η) −R(η, η, η, ξ, ξ), (3.19)
cµν(m,n) = Rµν(m,m,m, n, n|m+ n)−Rνµ(n, n, n,m,m|m+ n),
where e.g.
R(m, r, s, n, t|u) = mκrλsρnσtτR
(κλρ)(στ)
µν (u), (3.20)
and this operator carries conformal weight 1. The Jacobi identities now lead
to the conditions
nµRνσ(m,m,n, s, s|m+ n+ s) + sνRσµ(n, n, s,m,m|m+ n+ s)
+mσRµν(s, s,m, n, n|m+ n+ s)− sµRσν(m,m, s, n, n|m+ n+ s) (3.21)
−mνRµσ(n, n,m, s, s|m+ n+ s)− nσRνµ(s, s, n,m,m|m+ n+ s) = 0.
Note how the epsilons conspire to yield the correct assignments of conformal
weights: ǫµν and ǫµν carry weight +1 and −1, respectively. In particular,
Sρ has weight zero and is therefore not a one-chain, so it is not possible to
write Sρ(∂ρF ) = Φ(F ) for Φ a tensor density.
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3.5 N = 1
In one dimension vectors have only one component, so we can use the simpli-
fied notation Lm = L1(m). A density with weight λ (often called a primary
field) transforms as [Lm, An] = (n + (1 − λ)m)Am+n. Dzhumadil’daev de-
scribes the cocycles as follows.
λ Cocycle
−1 L0 ∧ L2 7→ 1
−4 L2 ∧ L3 7→ 1
−6 L2 ∧ L5 7→ 1, L3 ∧ L4 7→ −3
(3.22)
It is not easy to guess the explicit forms of the cocycles from this descrip-
tion, but fortunately they were given in [4]. This list was later rediscovered
by Ovsienko and Roger [22], and the super generalization has recently be
worked out by Marcel [12]. I follow his naming scheme for the cocycles.
λ c(m,n)
γ1 1 (m− n)Am+n
γ2 = ψ
W
1 0 (m
2n−mn2)Am+n
γ3 0 (m
2 − n2)Am+n
γ4 −1 (m
3n−mn3)Am+n
γ5 −1 (m
3 − n3)Am+n
γ6 −4 (m
3n4 − n3m4)Am+n
γ7 −6 (2m
3n6 − 9m4n5 + 9n4m5 − 2n3m6)Am+n
(3.23)
For some reason, γ1, γ3 and γ5 are not included in Dzhumadil’daev’s 1996
classification, although they are present in his 1992 paper. Moreover, we
have the Virasoro cocycle with values in the trivial module.
Generalize primary fields to translated primary fields:
[Lm, An] = (n+ r + (1− λ)m)Am+n. (3.24)
Now consider the redefinition
Lm 7→ L
′
m = Lm + am
pAm, (3.25)
where a is a parameter. This redefinition gives rise to a trivial cocycle, except
when λ = λ0 and r = 0, where λ0 is the weight in the table above. In this
critical case, (3.25) gives rise to no cocycle at all. Now set a = 1/(λ − λ0),
r = 0, and take the limit λ→ λ0. This limiting procedure yields the cocycle
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cλ(m,n). Or set a = 1/r, λ = λ0, and take the limit r → 0, giving cocycle
cr(m,n). The result is
p λ0 cλ(m,n) (m,n)
0 1 γ1 −
1 any − γ1
2 0 γ2 γ3
3 −1 γ4 γ5
In this way, the cocycles γ1 − γ5 arise as limits of trivial cocycles. To
“explain” γ6, assume that in the p = 3 case,
[Am, An] = (m− n)Bm+n,
(“locality”) implying that B transforms with λ = −4. The same assumption
can be made also when p = 0, 1, 2, but this gives nothing new.
4 Dzhumadil’daev’s classification: subalgebra co-
cycles
4.1 Divergence-free vector fields
The cocycles are obtained by restriction from diff(N). Since ∂µξ
µ = 0,
cocycles ψW1 , ψ
W
2 , ψ
W
3 , ψ
W
6 and ψ
W
7 vanish, and the remaining extensions
for N > 3 are denoted in [5], Table 2, by
svect(N) ψS1 ψ
S
2 ψ
S
3 ψ
S
4 ψ
S
5
diff(N) ψW4 ψ
W
5 ψ
W
8 ψ
W
9 ψ
W
10
The treatment of the special two-dimensional cocycles is deferred to the next
subsection, because svect(2) ∼ Ham(2)
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4.2 Hamiltonian vector fields
Ham(N) has nontrivial cocycles in the following modules:
Name N HW Tensor
ψH1 (Moyal) N > 2 0 Φ
ψH2 N > 4 π2 A
[µν]
ψH3 N > 4 2π2 B
[(µρ)(νσ)] = B˜([µν][ρσ])
ψH4 N > 4 3π2 C
[(µρλ)(νστ)] = C˜([µν][ρσ][λτ ])
ψH5 N > 4 4π1 + π2 D
(ρλστ)[µν]
ψH6 N > 2 π1 S
ρ
ψH7 N = 2 7π1 S
(µνκλρστ)
ψH8 N = 2 2π1 S
(µν)
The tensors are demanded to be totally traceless, in the following sense.
ǫµνA
[µν] = ǫµνB
[(µρ)(νσ)] = ǫµνC
[(µρλ)(νστ)] = ǫµνD
(ρλστ)[µν] = 0. (4.1)
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Explicitly, the cocycles are given by ([5], Table 4)
Cocycle cH(f, g)
N cH(m,n)
ψH1 Φ(ǫ
µνǫρσǫλτ∂µ∂ρ∂λf∂ν∂σ∂τg)
N > 2 (m× n)3Φ(m+ n)
ψH2 A
[µν](ǫρσǫλτ∂µ∂ρ∂λf∂ν∂σ∂τg)
N > 2 (m× n)2mµnνA
[µν](m+ n)
ψH3 B
[(µρ)(νσ)](ǫλτ∂µ∂ρ∂λf∂ν∂σ∂τg)
N > 2 (m× n)mµmρnνnσB
[(µρ)(νσ)](m+ n)
ψH4 C
[(µρλ)(νστ)](∂µ∂ρ∂λf∂ν∂σ∂τg)
N > 2 mµmρmλnνnσnτC
[(µρλ)(νστ)](m+ n)
ψH5 D
(ρλστ)[µν](∂µ∂ρ∂λf∂ν∂σ∂τg)
N > 2 mµmρmλnνnσnτD
(ρλστ)[µν](m+ n)
ψH6 S
ρ(ǫµνǫκσǫλτ∂ρ(∂µ∂κ∂λf∂ν∂σ∂τg))
N > 2 (m× n)3(mρ + nρ)S
ρ(m+ n)
ψH7 S
µνκλρστ (∂µ∂κ∂ρ∂σf∂ν∂λ∂τg) − f ↔ g
N = 2 mµmκmρmσnνnλnτS
µνκλρστ (m+ n)−m↔ n,
ψH8 ǫ
κλǫρπǫστSµν(7∂µ∂κ∂ρ∂σf∂ν∂λ∂π∂τg+
+3(∂µ∂ν∂κ∂ρ∂σf∂λ∂π∂τg + ∂κ∂ρ∂σf∂µ∂ν∂λ∂π∂τg))
N = 2 (7mµnν + 3(mµmν + nµnν))(m× n)
3Sµν(m+ n)
ψH1 − ψ
H
5 arise from restriction of the traceless cocycles of ψ
W
3 − ψ
W
10 , i.e.
ψS1 − ψ
S
5 . The modules appear different because we can use the symplectic
form to eliminate all lower indices. Explicitly, we have
R(λρ)(στ)µν = ǫµαǫνβR
α(λρ)β(στ),
(4.2)
Rβ(στ)α(λρ) = −Rα(λρ)β(στ).
In this way, each traceless module in ψW3 −ψ
W
10 can be expanded as a direct
sum of the modules in ψH1 − ψ
H
5 . E.g., the field in ψ
W
4 can be written as
F [µν] = ǫµνΦ + A[µν] with ǫµνA
[µν] = 0, and thus we obtain ψH1 and ψ
H
2 .
19
The conformal weight is irrelevant for Hamiltonian vector fields, wherefore
we can consistently substitute Φ(φ) ≡ Sρ(∂ρφ) in ψ
H
1 ; this gives ψ
H
6 . ψ
H
6
also follows by restriction from ψW11 in two dimensions, but exists in all
dimensions. For the special two-dimensional cocycles, ψH7 is the restriction
of ψW14 , whereas ψ
W
12 is a divergence which restricts to zero. Finally, it was
checked numerically that ψH8 is a cocycle. It may be related to ψ
W
13 .
As is well known, the Moyal cocycle ψW1 can be integrated to a full-
fledged deformation of Ham(N). Consider the Moyal (or sine) algebra,
which is the Lie algebra with brackets (in Fourier basis)
[H(m),H(n)] =
1
~
sin(~(m× n))H(m+ n). (4.3)
The Moyal cocycle appears at the lowest non-trivial order in ~.
[H(m),H(n)] = (m× n)H(m+ n) + (m× n)3Φ(m+ n),
[H(m),Φ(n)] = (m× n)Φ(m+ n) (4.4)
[Φ(m),Φ(n)] = 0,
where Φ(m) = (~2/6)H(m).
4.3 Contact vector fields
Dzhumadil’daev lists the K(N) cocycles in his Table 5. His results for the
relevant modules and thee cocycles are
Cocycle HW N cK
ψK1 0 N > 3 ψˆ
H
1
ψK2 π2 N > 5 ψˆ
H
2
ψK3 π2 N > 5 ψ
W
4
ψK4 2π2 N > 5 ψˆ
H
3
ψK5 3π2 N > 5 ψˆ
H
4
ψK6 4π1 + π2 N > 5 ψˆ
H
5
ψK7 2π1 + π2 N > 5
ψK8 4π1 N > 3
ψK9 π1 N = 3 ψˆ
H
6 = ψ
W
11
ψK10 π1 N = 3 ψ
W
12
ψK11 3π1 N = 3
ψK12 5π1 N = 3 ψ
W
13
ψK13 7π1 N = 3 ψ
W
14
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ψK7 and ψ
K
8 arise by restriction from ψ
W
6 − ψ
W
7 . An important point is
that contact vector fields have non-zero divergence, divKf ∝ ∂0f . Here ψˆ
H
n
means that the restriction to the Hamiltonian subalgebra is ψHn , and ψ
W
n that
the cocycle is obtained by restriction from to unrestricted diffeomorphism
algebra. ψK11 is a special cocycle which seems to be unique to the contact
algebra; I have not verified its existence.
However, I fail to understand Dzhumadil’daev’s results on two points.
1. In view of the results in the previous subsection, the eight cocycles
ψK1 − ψ
K
8 arise by restriction from the eight MF cocycles ψ
W
3 − ψ
W
10 .
However, moving all indices upstairs as in (4.2) requires the existence
of an invariant and invertible two-form ǫµν . This exists for the Hamil-
tonian algebra but not, as far as I understand, for the contact algebra.
2. K(N) contains a diff(1) subalgebra obtained by requiring that the
function f(x0) depends on x0 only. In this case, (2.18) becomes
Kf = 2f(x
0)∂0 + f
′(x0)xi∂i. (4.5)
These operators generate diff(1) and Kf is recognized as the expres-
sion for a primary field. Upon the restriction diff(N) → K(N) →
diff(1), the cocycle ψW1 for diff(N) becomes ψ
W
1 for diff(1). Hence
there must exist a nontrivial K(N) cocycle with coefficients in π1, also
for N > 5.
Nevertheless, almost all cocycles follow by restriction from diff(N).
5 Beyond tensor modules
5.1 Higher-dimensional Virasoro algebras
We start from the tensor extensions ψW3 and ψ
W
4 , which involve the skew
tensor field F ρσ of type (2, 0; 1), i.e. a two-chain. However, the extensions
have the form
c(ξ, η) cµν(m,n)
F ρτ (∂τ (∂µξ
µ∂ρ∂νη
ν)), mµnρnν(mτ + nτ )F
ρτ (m+ n),
F ρτ (∂τ (∂νξ
µ∂ρ∂µη
ν)), mνnρnµ(mτ + nτ )F
ρτ (m+ n),
(5.1)
respectively. By (2.13), we can now rewrite the extensions as
c(ξ, η) cµν(m,n)
Sρ(∂µξ
µ∂ρ∂νη
ν), mµnρnνS
ρ(m+ n),
Sρ(∂νξ
µ∂ρ∂µη
ν), mνnρnµS
ρ(m+ n),
(5.2)
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where Sρ is the exact one-chain defined by
Sρ(φρ) = F
ρτ (∂τφρ), S
ρ(m) = mτF
ρτ (m). (5.3)
In particular, exact one-chains are also closed, and it turns out that this is
enough to satisfy the cocycle condition. Thus, (5.2) defines cocycles, to be
denoted by ψ¯W3 and ψ¯
W
4 , provided that
Sρ(∂ρφ) ≡ 0, mρS
ρ(m) ≡ 0 (5.4)
holds identically. ψ¯W4 is the Eswara Rao-Moody cocycle [7], and ψ¯
W
3 was
first described by myself [16]. Contrary to ψW3 and ψ
W
4 , these cocycles are
defined for all N including N = 1, and in one dimension both reduce to the
Virasoro cocycle.
There was some confusion in [17] regarding these cocycles. The reason
that they are not included in Dzhumadil’daev’s list is that they do not
involve tensor modules, but rather submodules thereof. ψ¯W3 and ψ¯
W
4 arise
naturally in toroidal Lie algebras.
5.2 Mickelsson-Faddeev
Let dρτβκνγ be totally symmetric under interchange of the pairs (ρ, κ), (τ, ν),
(β, γ). Such structure constants can be defined in terms of Kronecker deltas,
but the interesting case in N > 3 dimensions is
dρτβκνγ = ǫ
ρτβµ1..µN−3ǫκνγµ1..µN−3 (5.5)
Then we can add an inhomogeneous term to the transformation law for the
(4, 2; 1)-type tensor field in (3.10).
[Lµ(m), R
(λρ)(στ)
κν (n)] = (4, 2; 1) + (5.6)
+dρτακνµmαmβS
λσβ
3 (m+ n) + symm(λρ, στ),
where symm(λρ, στ) stands for the three extra terms needed to give the rhs
the appropriate symmetries. This follows immediately by specializing (2.24)
to g = gl(N) and (2.7). In three dimensions,
R(λρ)(στ)κν (n) = ǫ
λσαdρτβκνγΓ
γ
αβ(n) + symm(λρ, στ), (5.7)
where Γνστ is the connection (2.14). The additional term in (5.6) is new. It
can not be embedded in a larger algebra using (3.17), because that would
violate the Jacobi identities [20].
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5.3 Dzhumadil’daev-Ovsienko-Roger cocycles in higher di-
mensions
In this subsection I describe higher-dimensional generalizations of the cocy-
cles γ1–γ3 of (3.23). Since such generalizations contain non-trivial extensions
of diff(1), these new cocycles are also non-trivial. First tensor modules (2.5)
must be generalized to translated tensor modules with dead indices. This
concept is best illustrated by an example. If
[Lµ(m),Φ
νρ
στ (n)] = (nµ + λmµ + rµ)Φ
νρ
στ (m+ n) + (5.8)
+δνµmλΦ
λρ
στ (m+ n)−mσΦ
νρ
µτ (m+ n),
we say that Φνρστ (m − r) is of type (1, 1; 1) with one dead upper index (ρ)
and one dead lower index (τ). The remaining indices are, of course, alive.
1. Consider the redefinition
Lµ(m) 7→ Lµ(m) + aAµ(m),
(5.9)
[Lµ(m), Aν(n)] = (nµ + (1− λ)mµ + rµ)Aν(m+ n).
Thus, Aν(m − r) is of type (0, 0;λ) with a dead lower index. The limit
λ→ 1, rµ = 0, a(1− λ) = 1, gives rise to the cocycle
c(ξ, η) = Aρ(∂µξ
µηρ − ∂νη
νξρ),
(5.10)
cµν(m,n) = mµAν(m+ n)− nνAµ(m+ n),
which is a higher-dimensional generalization of γ1. The limit rµ → 0, λ = 1,
arµ = eµ, yields
c(ξ, η) = Aρ(eµξ
µηρ − eνη
νξρ),
(5.11)
cµν(m,n) = eµAν(m+ n)− eνAµ(m+ n),
This cocycle vanishes when N = 1.
2. Consider the redefinition Lµ(m) 7→ Lµ(m)+amνB
ν
µ(m), where either
Bνµ(m−r) is of type (1, 0;λ) with a dead lower index, or it is of type (0, 1;λ)
with a dead upper index. The limit λ→ 1, rµ = 0, a(1 − λ) = 1, gives rise
to the cocycle
c(ξ, η) = Bρσ(∂µξ
µ∂ρη
σ − ∂νη
ν∂ρξ
σ),
(5.12)
cµν(m,n) = mµnρB
ρ
ν(m+ n)− nνmρB
ρ
µ(m+ n).
This cocycle vanishes when N = 1. The limit rµ → 0, λ = 1, arµ = eµ,
yields a trivial cocycle.
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3. Consider the redefinition Lµ(m) 7→ Lµ(m) + amρmσK
ρσ
µ (m), where
Kρσµ (m − r) is of type (2, 1;λ), symmetric and ρ and σ, and all indices are
alive. As described above, the limit λ→ 1, rµ = 0, a(1 − λ) = 1, gives rise
to the cocycles ψW1 and ψ
W
2 , for the trace and traceless parts, respectively.
These are higher-dimensional generalizations of γ2. The limit rµ → 0, λ = 1,
arµ = eµ, yields
c(ξ, η) = Kστρ (∂σ∂τξ
µeνη
ν − ∂σ∂τη
νeµξ
µ),
(5.13)
cµν(m,n) = eνmσmτK
στ
µ (m+ n)− eµnσnτK
στ
ν (m+ n),
which is a higher-dimensional generalization of γ3. With K
στ
ρ = δ
(τ
ρ Sσ), we
obtain
c(ξ, η) = Sσ(∂σ∂µξ
µeνη
ν − ∂σ∂νη
νeµξ
µ),
(5.14)
cµν(m,n) = (eνmσmµ − eµnσnν)S
σ(m+ n),
where Sρ is of type (1, 0; 1).
4. The natural way to generalize γ4 and γ5 would be to redefine Lµ(m) 7→
Lµ(m) + amρmσmτD
ρστ
µ (m), where D
ρστ
µ (m − r) is of type (3, 1;λ) and
totally symmetric. However, as noted in (3.15), this gives rise to a trivial
cocycle even when λ = 1 and rµ = 0, except in one dimension. Hence I
suspect that γ4 and γ5 have no N > 1 counterparts.
5.4 Anisotropic extensions
In [17] I constructed two complicated cocycles satisfied by the representa-
tions introduced by Eswara-Rao and Moody [7]. It turned out [18, 19] that
they could be obtained from the DRO algebra defined below (section 9), by
imposing the second-class constraint Lf ≈ 0, q
0(t) ≈ t. The former con-
ditions can be viewed as a first class constraint and the latter as a gauge
condition. Other cocycles can be found by replacing the gauge condition,
as long as the constraints together are second class, i.e. the Poisson bracket
matrix is invertible.
6 Extensions of diff(N)⋉map(N, diff(d))
Replace N by N + d everywhere in the previous sections. The total space
R
N+d have coordinates zA = (xµ, yi), where greek indices µ, ν, ρ, σ, τ =
1, . . . , N label horizontal (base space) directions, latin indices i, j, k, ℓ =
1, . . . , d label vertical (target space) directions, and capitals A = (µ, i), etc.
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label directions in total space. This induces splits ∂A ≡ ∂/∂z
A = (∂µ, ∂i) ≡
(∂/∂xµ, ∂/∂yi), ΞA(z) = (ξµ(x),Xi(x, y)), LΞ = (Lξ,JX), etc. What makes
this split a proper embedding is that the horizontal components of the vector
fields ξµ(x) are taken to be independent of the vertical coordinates yi, so
∂iξ
µ = 0.
An extension of diff(N)⋉map(N, diff(d)) has the form
[Lξ,Lη] = L[ξ,η] + c(ξ, η),
[Lξ,JX ] = Jξµ∂µX + c(ξ,X), (6.1)
[JX ,JY ] = J[X,Y ] + c(X,Y ).
Tensor densities are described by (2.5), LΞ = Ξ
A∂A + ∂BΞ
ATBA , where T
A
B
satisfy gl(N + d). Hence
Lξ = ξ
µ∂µ + ∂νξ
µT νµ , (6.2)
JX = X
i∂i + ∂jX
iT ji + ∂µX
iT µi .
Since the T iν component never enters any formulas, its value is unimportant
and may be set to zero. We can then perform a similarity transformation
TAB 7→ T
′A
B = S˜
A
CT
C
DS
D
B , with
SAB =
(
δµν 0
0 εδij
)
, S˜AB =
(
δµν 0
0 ε−1δij
)
, T ′AB =
(
T µν εT
µ
j
0 T ij
)
. (6.3)
This amounts to multiplying the last term in (6.2) by ε. For convenience,
the transformation laws for a tensor field of type (1, 1; 1) in base space and
(1, 1) in target space is given explicitly; the general case follows readily.
[Lξ,Φ
σk
τℓ (φ
τℓ
σk)] = Φ
σk
τℓ (ξ
µ∂µφ
τℓ
σk + ∂σξ
µφτℓµk − ∂νξ
τφνℓσk), (6.4)
[JX ,Φ
σk
τℓ (φ
τℓ
σk)] = Φ
σk
τℓ (X
i∂iφ
τℓ
σk + ∂kX
iφτℓσi − ∂jX
ℓφτjσk + (6.5)
+ε∂σX
iφτℓik ),
where φτℓσk(x, y) is an arbitrary function on total space. Of course, a simi-
larity transformation does not bring anything essentially new, but we can
set ε = 0 in (6.5), corresponding to a singular matrix SAB . Base space and
target space indices then decouple which makes the transformation laws
particularly simple.
The similarity transformation amounts to a rescaling of ∂σX
i by ε with-
out affecting other components of ∂BΞ
A. This is equivalent to rescaling Xi
by ε and ∂j by ε
−1. ∂jξ
µ would also rescale by ε−1, but this is no problem
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since it vanishes anyway. What is a problem is that ∂j∂kX
i also rescales by
ε−1. Since all cocycles contain such terms, we can in fact not put ε = 0,
but it will become possible in the next section. For the remainder of this
section, we set ε = 1.
The restrictions of the generic extensions are as follows.
ψ¯W3 :
c(ξ,X) = Sρ(∂ρ∂µξ
µ∂iX
i),
(6.6)
c(X,Y ) = Sρ(∂ρ∂iX
i∂jY
j) + Sk(∂k∂iX
i∂jY
j).
ψ¯W4 :
c(ξ,X) = 0,
(6.7)
c(X,Y ) = Sρ(∂ρ∂jX
i∂iY
j) + Sk(∂k∂jX
i∂iY
j).
Here, SC(φC) = S
ρ(φρ) + S
k(φk) is a tensor density in total space of type
(1, 0; 1), satisfying the auxiliary condition SC(∂Cφ) ≡ 0. Explicitly, the
transformation laws are given by
[Lξ, S
ρ(φρ)] = S
ρ(ξµ∂µφρ + ∂ρξ
µφµ),
[Lξ, S
k(φk)] = S
k(ξµ∂µφk),
(6.8)
[JX , S
ρ(φρ)] = S
ρ(Xi∂iφρ),
[JX , S
k(φk)] = S
k(Xi∂iφk + ∂kX
iφi) + S
ρ(∂ρX
iφi),
where Sρ(∂ρφ) + S
k(∂kφ) ≡ 0.
ψW1 :
c(ξ,X) = Sρ(∂ρ∂µξ
µ∂iX
i − ∂µξ
µ∂ρ∂iX
i)− Sk(∂µξ
µ∂k∂iX
i),
c(X,Y ) = Sρ(∂ρ∂iX
i∂jY
j − ∂iX
i∂ρ∂jY
j) (6.9)
+Sk(∂k∂iX
i∂jY
j − ∂iX
i∂k∂jY
j).
where SC is as above but the closedness condition is no longer necessary.
ψW2 :
c(ξ,X) = K
(AB)
i (∂µξ
µ∂A∂BX
i)−K(στ)µ (∂σ∂τξ
µ∂iX
i),
(6.10)
c(X,Y ) = K
(AB)
j (∂iX
i∂A∂BY
j)−K
(AB)
i (∂A∂BX
i∂jY
j),
where K
(AB)
C is a tensor field of type (2, 1; 1).
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ψW3 –ψ
W
10 :
c(ξ,X) = R
(λρ)(CD)
µi (∂λ∂ρξ
µ∂C∂DX
i),
(6.11)
c(X,Y ) = R
(AB)(CD)
ij (∂A∂BX
i∂C∂DY
j),
where R
(AB)(CD)
EF is a tensor field of type (4, 2; 1).
7 Extensions of diff(N)⋉map(N, gl(d))
Now consider the subalgebra gl(d) ⊂ diff(d), with vertical vector fields
X = Xi(x, y)∂i = X
i
j(x)y
j∂i. In the previous section, we substitute ∂jX
i =
Xij , ∂j∂kX
i = 0. The algebra formally takes the same form (6.1), but now
[X,Y ] = (XikY
k
j −X
k
j Y
i
k )y
j∂i. Tensor fields are decomposed into components
which are homogeneous in yi, e.g.,
Φσkτℓ (φ
τℓ
σk) =
∞∑
n=0
Φ
σk|m1..mn
τℓ (φ
τℓ
σk|m1..mn
), (7.1)
where φτℓ
σk|m1..mn
(x) is a function independent of the vertical coordinate yi
and
Φ
σk|m1..mn
τℓ (·) ≡ Φ
σk
τℓ (y
m1 . . . ymn ·). (7.2)
The base space transformation law (6.4) is unchanged, whereas (6.5) is re-
placed by
[JX ,Φ
σk|m1..mn
τℓ (φ
τℓ
σk|m1..mn
)] = Φ
σk|m1..mn
τℓ (X
i
kφ
τℓ
σi|m1..mn
− (7.3)
−Xℓjφ
τj
σk|m1..mn
+
n∑
r=1
Ximrφ
τℓ
σk|m1..i..mn
) + εΦ
σk|m1..mnj
τℓ (∂σX
i
jφ
τℓ
ik|m1..mn
).
In this section we can set ε = 0, since the dangerous term ∂j∂kX
i = 0
anyway. Because Xij = ∂jX
i, this amounts to rescalings of yi by ε and of ∂j
by ε−1, and hence Φ
σk|m1..mn
τℓ (·) must be multiplied by ε
n.
With any value of ε, transformation laws are readily read off from the
index structure. In particular, target space indices transform in the same
way independent of if they appear to the left or to the right of a vertical
bar.
27
ψ¯W3 :
c(ξ,X) = Sρ(∂ρ∂µξ
µXii ), (7.4)
c(X,Y ) = Sρ(∂ρX
i
iY
j
j ).
ψ¯W4 :
c(ξ,X) = 0,
(7.5)
c(X,Y ) = Sρ(∂ρX
i
jY
j
i ).
Note that only the horizontal component of the one-form SC(φC) appears,
and that its argument is independent of yi. Therefore, we can limit our
attention to Sρ(φρ), where φρ(x) is independent of the vertical coordinates
and φi = 0. The transformation laws read
[Lξ, S
ρ(φρ)] = S
ρ(ξµ∂µφρ + ∂ρξ
µφµ),
(7.6)
[JX , S
ρ(φρ)] = 0,
where Sρ(∂ρφ) ≡ 0.
ψW1 :
c(ξ,X) = Sρ(∂ρ∂µξ
µXii − ∂µξ
µ∂ρX
i
i ), (7.7)
c(X,Y ) = Sρ(∂ρX
i
iY
j
j −X
i
i∂ρY
j
j ).
where Sρ is as above but the closedness condition is no longer necessary.
ψW2 :
c(ξ,X) = εK
(στ)|j
i (∂µξ
µ∂σ∂τX
i
j) + 2K
(σj)
i (∂µξ
µ∂σX
i
j)−
−K(στ)µ (∂σ∂τ ξ
µXii ), (7.8)
c(X,Y ) = εK
(στ)|k
j (X
i
i∂σ∂τY
j
k ) + 2K
(σk)
j (X
i
i∂σY
j
k )−X ↔ Y ,
where K
(στ)|j
i (·) = K
(στ)
i (y
j ·). The two cocycles that survive when ε = 0
are independent.
ψW3 –ψ
W
10 :
c(ξ,X) = εR
(λρ)(στ)|j
µi (∂λ∂ρξ
µ∂σ∂τX
i
j) + 2R
(λρ)(σj)
µi (∂λ∂ρξ
µ∂σX
i
j),
c(X,Y ) = ε2R
(λρ)(στ)|kℓ
ij (∂λ∂ρX
i
k∂σ∂τY
j
ℓ ) + (7.9)
+2ε(R
(kρ)(στ)|ℓ
ij (∂ρX
i
k∂σ∂τY
j
ℓ ) +R
(λρ)(ℓτ)|k
ij (∂λ∂ρX
i
k∂τY
j
ℓ )) +
+4R
(kρ)(ℓτ)
ij (∂ρX
i
k∂τY
j
ℓ ),
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where
R
(λρ)(στ)|j
µi (·) = R
(λρ)(στ)
µi (y
j ·),
R
(λρ)(στ)|kℓ
ij (·) = R
(λρ)(στ)
µi (y
kyℓ ·),
(7.10)
R
(kρ)(στ)|ℓ
ij (·) = R
(kρ)(στ)
ij (y
ℓ ·).
The two cocycles that survive when ε = 0 are independent, and the the last
term in (7.9) is recognized as the MF cocycle (2.24) for map(N, gl(d)).
8 Extensions of diff(N)⋉map(N, g)
Assume that the finite-dimensional Lie algebra g has a d-dimensional rep-
resentation with matrices σa = (σiaj ). In the previous section, we substitute
Xij = Xaσ
ia
j . Set trσ
a = σiai = zMδ
a, where either δcfabc = 0 or zM = 0,
and trσaσb = σiaj σ
jb
i = yMδ
ab. Now [X,Y ]c = if
ab
cXaYb, X
i
i = zM δ
aXa
and XijY
j
i = yMδ
abXaYb. Tensor fields are given by
Lξ = ξ
µ∂µ + ∂νξ
µT νµ , (8.1)
JX = Xaσ
ia
j y
j∂i +Xaσ
ia
j T
j
i + ε∂µXaσ
ia
j T
µ
i .
ψ¯W3 :
c(ξ,X) = zM δ
aSρ(∂ρ∂µξ
µXa),
(8.2)
c(X,Y ) = z2M δ
aδbSρ(∂ρXaYb).
ψ¯W4 :
c(ξ,X) = 0,
(8.3)
c(X,Y ) = yMδ
abSρ(∂ρXaYb).
In particular, in one dimension we get
[Lm, J
a
n ] = nJ
a
m+n + zMδ
am2δm+n,
(8.4)
[Jam, J
b
n] = if
ab
cJ
c
m+n + z
2
M δ
aδbmδm+n + yMδ
abmδm+n.
The last term is recognized as the Kac-Moody cocycle. The other two are
not so well known, because they vanish for g semisimple. However, all three
cocycles are non-trivial.
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ψW1 :
c(ξ,X) = zM δ
aSρ(∂ρ∂µξ
µXa − ∂µξ
µ∂ρXa),
(8.5)
c(X,Y ) = z2M δ
aδbSρ(∂ρXaYb −Xa∂ρYb).
ψW2 :
c(ξ,X) = εσiaj K
(στ)|j
i (∂µξ
µ∂σ∂τXa) + 2σ
ia
j K
(σj)
i (∂µξ
µ∂σXa)−
−zMδ
aK(στ)µ (∂σ∂τξ
µXa), (8.6)
c(X,Y ) = εzMδ
aσjbk K
(στ)|k
j (Xa∂σ∂τYb) +
+2δaσjbk K
(σk)
j (Xa∂σYb)−X ↔ Y .
The two cocycles that survive when ε = 0 are independent.
ψW3 –ψ
W
10 :
c(ξ,X) = εσiaj R
(λρ)(στ)|j
µi (∂λ∂ρξ
µ∂σ∂τXa) + 2σ
ia
j R
(λρ)(σj)
µi (∂λ∂ρξ
µ∂σXa),
c(X,Y ) = ε2σiak σ
jb
ℓ R
(λρ)(στ)|kℓ
ij (∂λ∂ρXa∂σ∂τYb) +
+2εσiak σ
jb
ℓ (R
(kρ)(στ)|ℓ
ij (∂ρXa∂σ∂τYb) + (8.7)
+R
(λρ)(ℓτ)|k
ij (∂λ∂ρXa∂τYb)) +
+4σiak σ
jb
ℓ R
(kρ)(ℓτ)
ij (∂ρXa∂τYb).
The two cocycles that survive when ε = 0 are independent, and the latter
is recognized as the MF cocycle (2.24) for map(N, g).
9 Extensions of diff(N)⊕ diff(1): DRO algebra
The DRO (Diffeomorphism, Reparametrization, Observer) algebraDRO(N)
was introduced in [18, 19] as an extension of diff(N)⊕ diff(1) by the ob-
server’s trajectory qµ(t). The reason for giving this algebra a special name
is its importance for Fock representations of diff(N). Expand all fields in
a Taylor series around qµ(t), where t ∈ S1. The Taylor coefficients, or jets,
are
Φ,m(t) = ∂mΦ(q(t)) ≡ ∂
m1
1 . . . ∂
mN
N Φ(q(t)). (9.1)
where m = (m1, . . . ,mN ) is a multi-index. Note that the jets depend on
t although the field Φ(x) does not, since this dependence enters through
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the expansion point. In [18] I took the space of p-jets Φ,m(t), with |m| =∑N
µ=1mµ 6 p, as the starting point for the Fock construction. This leads to
consistent results because the jet space consists of finitely many functions
of a single variable t. The full DRO algebra acts naturally on the jets;
the additional diff(1) factor describes reparametrizations of the observer’s
trajectory.
Any extension of diff(N)⊕ diff(1) has the form
[Lξ,Lη] = L[ξ,η] + c(ξ, η),
[Lξ, Lf ] = c(ξ, f),
(9.2)
[Lf , Lg] = L[f,g] + c(f, g),
where f = f(t)d/dt is a vector field on the circle and [f, g] = (f g˙− gf˙)d/dt.
We embed diff(N)⊕diff(1) ⊂ diff(N+1) in the natural way: set zA ≡
(zµ, z0) = (xµ, t), ∂A = (∂µ, d/dt), Ξ
A(z) = (ξµ(x), f(t)), LΞ = (Lξ, Lf ).
Tensor densities restrict to
Lξ = ξ
µ∂µ + ∂νξ
µT νµ , (9.3)
Lf = f
d
dt
+ f˙T 00 ,
where T 00 was called the causal weight in [17]–[19]. Thus, both the T
0
µ and
T µ0 components of the gl(N + 1) generator T
A
B decouple.
ψ¯W3 :
c(ξ, f) = Sρ(∂ρ∂µξ
µf˙),
(9.4)
c(f, g) = S0(f¨ g˙).
ψ¯W4 :
c(ξ, f) = 0,
(9.5)
c(f, g) = S0(f¨ g˙).
With φ(x) independent of t and f(t) independent of xµ, closedness implies
Sρ(∂ρφf) + S
0(φf˙) ≡ 0. (9.6)
In particular, S0(f˙) ≡ 0, so S0(f) ∝
∫
dt f(t) and c(f, g) is the Virasoro
cocycle in both cases.
Thus DRO(N) has four independent Virasoro-like cocycles, namely the
terms proportional to c1, c2, c3 and c4 in the notation of [18]. In the notation
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of the present paper, c1 = ψ
W
4 , c2 = ψ
W
3 , c3 = c(ξ, f) from (9.4), and
c4 = c(f, g) from (9.4) or (9.5). As described in subsection 5.4, we can
eliminate reparametrizations by a second class constraint, trading the last
two cocycles for anisotropic cocycles of diff(N).
ψW1 :
c(ξ, f) = Sρ(∂ρ∂µξ
µf˙)− S0(∂µξ
µf¨),
c(f, g) = S0(f¨ g˙ − f˙ g¨).
where (9.6) no longer holds. The second formula is the Virasoro generaliza-
tion (3.6).
ψW2 :
c(ξ, f) = K000 (∂µξ
µf¨)−K(στ)µ (∂σ∂τξ
µf˙),
(9.7)
c(f, g) = K000 (f˙ g¨ − f¨ g˙).
ψW3 –ψ
W
10 :
c(ξ, f) = R(λρ)µ (∂λ∂ρξ
µf¨),
(9.8)
c(f, g) = 0.
where R
(λρ)
µ is a tensor field of type (3, 1; 1).
10 Conclusion
In this paper I have reviewed Dzhumadil’daev’s exhaustive classification of
tensor extensions of diff(N) and subalgebras, extended it beyond tensor
modules, and studied the chain of restrictions down to map(N, g). The
method proves existence for the cocycles of the subalgebras, but it neither
proves non-triviality nor exhaustion. However, since the extensions obtained
in the last step are in fact recognized as non-trivial (Kac-Moody, MF, etc.),
the entire chain is non-trivial. Moreover, I tautologically exhaust the class
of subalgebra cocycles with values in tensor modules, which can be lifted to
the diffeomorphism algebra in total space.
The construction of projective Fock modules of diff(N) was initiated
in [7] and further developped in [17]–[19]. By restriction, this gives Fock
modules of subalgebras, of the type described in [6, 21] and in the papers
just cited. Berman and Billig [1] constructed another type of module, pos-
tulating the two cocycles ψ¯W3 and ψ¯
W
4 from the outset. It seems likely that
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a deep generalization of their modules exists, if one starts from the four in-
equivelent Virasoro-like extensions of DRO(N) instead. The diff(1) factor
should then provide the necessary extra-grading. Finally, Fock modules for
extensions of current algebras that are similar to, but different from, the
Mickelsson-Faddeev algebra have recently been constructed [20].
This work can be extended in several directions. One can consider sub-
algebras of diff(N) such as algebras of divergence-free, Hamiltonian or con-
tact vector fields, or superize by letting some coordinates become fermionic.
I expect no essential difficulties here, except that I am not aware of any
classification of extensions of superdiffeomorphism algebras.
Acknowledgments
I am grateful A. Dzhumadil’daev for explaining his results to me, in partic-
ular the special two-dimensional cocycles.
References
[1] S. Berman and Y. Billig, J. Algebra 221 (1999) 188.
[2] Y. Billig, J. Math. Phys. 7 (1998) 3844.
[3] M. Cederwall, G. Ferretti, B.E.W. Nilsson and A. Westerberg, Nucl.
Phys. B 424 (1994) 97.
[4] A. Dzhumadil’daev, Contemp. Math. 131 (1992) 31.
[5] A. Dzhumadil’daev, Z. Phys. C 72 (1996) 509.
[6] S. Eswara Rao, R.V. Moody and T. Yokonuma, Nova J. of Algebra and
Geometry 1 (1992) 15.
[7] S. Eswara Rao and R.V. Moody, Commun. Math. Phys. 159 (1994)
239.
[8] L.D. Faddeev, Phys. Lett. 145B (1984) 81.
[9] P. Di Francesco, P. Mathieu and D. Se´ne´chal, Conformal field theory,
Springer-Verlag, New York, (1996).
[10] P. Goddard and D. Olive, Int. J. Mod. Phys. 1 (1986) 303.
[11] C. Kassel, J. Pure and Appl. Algebra 34 (1985) 256.
33
[12] P. Marcel, Commun. Math. Phys. 207 (1999) 291.
[13] J. Mickelsson, Commun. Math. Phys. 97 (1985) 361.
[14] J. Mickelsson, Current algebras and groups, Plenum Monographs in
Nonlinear Physics, London: Plenum Press, 1989.
[15] T.A. Larsson, Phys. Lett. A 231 (1989) 94.
[16] T.A. Larsson, J. Phys. A. 25 (1992) 1177.
[17] T.A. Larsson, Commun. Math. Phys. 201 (1999) 461.
[18] T.A. Larsson, Extended diffeomorphism algebras and trajectories in jet
space, math-ph/9810003 (1998).
[19] T.A. Larsson, Quantum physics as the projective representation theory
of Noether symmetries, math-ph/9908028 (1999).
[20] T.A. Larsson, Fock representations of Mickelson-Faddeev type Lie al-
gebras, math-ph/0002015 (2000).
[21] R.V. Moody, S. Eswara Rao and T. Yokonoma, Geom. Ded. 35 (1990)
283.
[22] V. Yu. Ovsienko, and C. Roger, Funct. Anal. Appl 31 (1996) 4.
34
