This paper investigates the way in which job mobility contributes to the emergence of a gender wage gap in the Italian labour market. We show that men experience higher wage growth than women during the first 10 years of their career, and that this difference is particularly large when workers move across firms. This gender mobility penalty is robust to the inclusion of individual, job and firm characteristics, to different ways of accounting for individual unobserved heterogeneity, and is mainly found for voluntary job moves. Exploring the wage growth of job movers, we find that a significant gender wage penalty emerges when workers move to larger firms. This might be explained by the fact that bigger establishments offer jobs more highly valued by women than men or that the relationship between job satisfaction and firm size is less negative for women than men. Using data on job satisfaction, we find evidence for the latter hypothesis as well as some indication that wages and fringe benefits compensate for lower levels of job satisfaction in larger firms, but that this is so only for men.
Introduction
This paper analyses gender differences in log wage growth in order to find an explanation for the emergence of a gender pay gap in the early careers of Italian men and women. Using administrative earnings records on a large sample of Italian workers employed in the private sector, we show that a sizeable gender pay gap develops in the years following labour market entry, and that throughout this period women experience significantly lower wage growth than men. Following the US literature, which has shown that wage growth in the early years of labour market experience accounts for over two thirds of lifetime wage growth and that over a third of this increase can be attributed to job-to-job wage gains (Topel and Ward 1992) , we focus on the role of job mobility and explore the contribution of individual and firm-specific characteristics to the emergence of what we call the "gender mobility penalty". This study is motivated by the existence of persistent gender pay differences in the Italian labour market. Although estimates vary according to the measure of earnings adopted and the survey analysed, recent evidence indicates that the difference between average male and female hourly earnings of private sector employees was about 16 percentage points in 2002, and that this gap has remained constant since the mid-1990s (Rustichelli 2005) . Another consistent finding is that while gender pay differences are relatively modest at a younger age the gap increases rapidly over time (Biagioli 2007 , Tronti 2007 . The main factors which lie behind the widening of gender pay differences are still poorly understood, however. In particular, little is known about the role of job mobility beside the fact that job-to-job moves have been found to be more rewarding for men than women (Naticchioni and Rustichelli 2003) .
There are several ways to analyse gender differences in wages and in wage growth. The most common approach is based on the theory of human capital as developed by Becker (1993) and . Several papers have shown that differences in the accumulation of working experience is very important in explaining gender differences in wages (Mincer and Polachek 1974 , Mincer and Ofek 1982 , Light and Ureta, 1995 , O'Neill 2003 , Polachek 2006 , although others have argued that human capital factors account only for a small component of the gender pay gap (Altonji and Blank 1999 , Kunze 2005 , Blau and Kahn 2006 . Another relevant strand of the literature considers the role of job mobility in explaining wage growth in the first years of labour market experience (Topel and Ward 1992, Dustmann and Meghir 2005) . However, while some have found significant gender differences in the returns to mobility (Loprest, 1992) , others have argued that there is no significant male-female gap in returns once differences in mobility patterns are taken into account McWilliams 1997, 1999) , and that gender differences in the process of job search is what matters most instead (Crossley et al. 1994 , Manning 2003a ).
More recently, new areas of investigation have been attempted. For example, Mueller and Plug (2006) and Manning and Swaffield (2008) have explored the contribution of gender differences in personality traits on the gender pay gap and on gender differences in wage growth, respectively, but find only modest effects of these variables.
Our data are derived from the Italian Social Security Administration (INPS) archives to form a 1:90 random sample of private sector employees. Information on individual employment spells is collected every year, so it is possible to derive continuous labour market histories for each worker over the period between 1985 and 1998. From these records it is possible to gain access to basic information about the individual, her job and firm. Crucially for our purposes, the archives contain an employer identification number, which allows us to separate within-and between-firm job changes.
Our analysis sheds new light on the existence and the evolution of a gender wage gap in the early careers of Italian men and women. In particular, we find that the average female to male wage ratio is as high as 94.8% at the time of entry into the labour market, but decreases to about 84.9% after the first ten years of working experience. By this time, real wages are 44.7%
higher for men but only 29.7% higher for women. We do not find significantly different rates of labour force attachment of men and women in our sample, but we observe significant and almost constant log wage growth differentials. We also find a significant relationship between the observed gender wage growth differential and job mobility, as men and women experience similar rates of within-firm wage growth but significantly different rates of between-firm wage growth. This gender mobility penalty is shown to be robust to the inclusion of several individual and firm-specific characteristics and to different ways of accounting for individual unobserved heterogeneity. We also find that although there are gender differences in mobility patterns, a gender gap in returns to between-firm mobility persists even after separating different types of job moves. In particular, we find that women experience lower wage growth than men especially when considering voluntary moves, and argue that fertility and marriage are not the main events which trigger these changes. By exploring the contribution of job and firm-specific characteristics to the gap in between-firm log wage growth, we find that women who move to larger firms experience significantly lower wage increases than men.
The final part of our analysis investigates the reason which may lie behind this last result, namely that women's returns to job mobility are lower than men's when moving towards larger establishments. Our hypothesis is that larger establishments might offer jobs with characteristics more highly valued by women than men or alternatively that the relationship between job satisfaction and firm size is less negative for women that for men. We test this hypothesis by looking at gender differences in the relationship between firm size and job satisfaction using self-reported job satisfaction indicators derived from an additional source of data. We find that not only there is a stronger negative correlation between job satisfaction and firm size for men than for women, but also that wages and fringe benefits act as a compensation for lower levels of job satisfaction in larger firms only for men.
The paper is organized as follows. Section 2 describes our data and the variables used in the analysis. Section 3 presents a descriptive account of the presence and evolution of a gender wage gap in the early careers of Italian workers, documents the existence of a persistent gender difference in wage growth rates, and shows that the latter is mainly associated with episodes of between-firm job mobility. In section 4 we analyse the existence of a gender wage growth gap controlling for observed and unobservable characteristics of the individuals, and separating different types of job moves. Section 5 focuses on the wage growth of job movers, and the contribution of specific job and firm characteristics to it. As it turns out that a significant part of the gender wage penalty is observed when workers move to a larger firm, section 6 explores the existence of gender differences in the relationship between job satisfaction and firm size and in the role of wages and fringe benefits as a compensation device. Section 7 concludes.
Data description
Our data are derived from the Italian Social Security Administration (INPS) archives. This dataset covers a 1:90 random sample of all employees working in the private sector in Italy, and consists of about 160,000 person-year observations (and about 29,000 individuals). The data include information on the sex and the age of the worker, the initial and the final date of the employment spell, the total gross earnings accumulated over that period, the total number of days and weeks worked, an indicator for part-time status, and an occupational qualification code. 1 We also have an employer identifier and a set of variables related to the firm, such as the industry in which it operates, the geographic location, the average number of employees, and the initialand in some cases also the final -year of activity (descriptives statistics of the main variables are reported in Table A1 ).
To perform our empirical analysis we select a flow sample of entrants in employment. In particular, we select all individuals who enter the panel between the age of 15 and 18 in 1985, between the age of 15 and 19 in 1986, between the age of 15 and 20 in 1987, and so on up to 1998, which is the last year of our analysis. In this way we are able to follow an individual since her first entry into the labor market, and construct her labour market history. We further select only employment spells which follow the first non-seasonal job, where by seasonal job we intend an employment spell which lasts less than 4 weeks, or a spell which lasts between 4 and 17 weeks 1 The dataset offers information on a number of other potentially interesting variables, such as the type of contract and the type of firm bargaining agreement, but these variables are often not available for the entire period analysed here or have not been coded consistently through time so that they cannot be used to carry out a longitudinal analysis. The main drawback of the dataset is that it does not provide information on individual level of education. As explained in what follows, we will use information on age at entry into the labor market to proxy for education.
and occurs during the period between June and September. In so doing, we exclude spells of employment which are compatible with school as part of the employment history of the worker.
We divide the sample into three groups, used to represent different levels of education: (i) individuals who start working between the age of 15 and 18, (ii) those who start working between the age of 19 to 25, and (iii) those whose first employment spell in the data is observed between the age of 26 and 29. In particular, we refer to employees entering the panel between 15 and 18 years and to those entering the panel between 19 and 25 years as having low and high (secondary) education, respectively. Since those who enter the labour market after age 25 are observed for a very short period of time (as they enter the panel quite late by construction) and are very few (about 3.5% of the sample), we exclude them from our analysis. 2 Each record in the original dataset corresponds to a single employment spell when this begins and ends within the same calendar year, while spells which span more than one year are divided into different annual records. In order to derive the working histories of our individuals and analyse their wage growth over time we re-organise the data into a person-year longitudinal dataset with only one record of employment per year. This implies that if there is more than one employment spell during the year, only the longest spell is included in the data. As our focus is on early career wage growth, all individuals included in this study must have at least two yearly records. Therefore, our final sample consists of an unbalanced panel of 130,485 individual-year observations, 42.4% of which pertain to women.
We define potential work experience as the total number of years since the first entry in the panel, and consider only the first 10 years in the worker's career. Tenure is calculated as the number of weeks an individual is observed working for the same employer and then transformed into years. The earning variable used is the real weekly (gross) wage. 3 This is obtained by dividing the total amount earned during that year or during that employment spell (if within the year) by the number of weeks worked over that period, and deflating it by the Consumer Price Index (base year 1995).
As we have access to firm identifiers we can analyse changes of employers, which represent 2 In order to check whether grouping individuals by their age of entry in the panel is a reasonable approximation of their level of education we use data from the household survey conducted by the Bank of Italy over the period between 1989 and 1998. This dataset provides information on a representative sample of Italian households and collects details of the economic and social status of their components, including the age at which they started working and their educational qualification. Using this data, we calculate that among those entering the labour market between the age of 15 and 18, 72.5 per cent had a lower secondary education qualification, about 25 per cent had a high school diploma, while the remaining fraction reported primary or no education. For those entering the labour market between 19 and 25 years the distribution by level of education was as follows: 74 per cent had achieved a high school diploma, 23 per cent had lower secondary education, while the remaining group was equally divided among those who had already completed a degree (1.5 per cent) or had primary or no qualifications (1.5 per cent). Similar groupings were used by Favaro and Magrini (2005) , while Bonjour and Pacelli (1998) tested on Swiss data the size and the direction of bias when age is used as a proxy for education and experience and found that using age as a proxy for education leads to a small bias in the estimated coefficients.
3 This is because daily wages are potentially more affected by measurement error due to the fact that some employers might declare fewer working days in order to comply with minimum wage requirements. about 15.5% of all recorded person-year observations. Changes of jobs within the same firm (recorded as a new employment spell) also occur in the data and represent about 9.0% of all the individual records. However, while in some cases it is possible to see that a change of job within the same firm corresponds to a change in one of the job characteristics, such as the worker's occupational qualification or part-time status, very often we cannot observe any change in these indicators. This means that what we would label a "within firm job change" could be nothing more than the result of complex administrative procedures. For this reason, in what follows we will focus more on job mobility defined as a change of employer rather than a change of job within the same employer.
Early career wage growth
We are interested in the factors which might explain the emergence of a gender wage gap. We therefore focus on the early stages of a worker's career and follow our subjects for up to 10 years since their first entry in the labour market. Figure 1 presents log wage profiles disaggregated by sex at different levels of potential experience. As predicted by standard human capital models, we find concave-shaped earnings profiles for both men and women. Log wage rates first increase with experience and then level-off, and this happens slightly earlier for women than for men. As for male-female differences, the figure shows the existence of a small gender wage gap at entry of about 6 log points, which increases over time to reach about 20 log points at the end of the period (top-left panel). 4 We also display the same log wage profiles for low and high education workers separately (respectively top-right panel and bottom-left panel in figure 1 ). We see a particularly steep log wage profile for individuals with low education. This is mainly explained by the fact that this group of workers includes apprentices, who have very low wages at the beginning of their careers. 5 Among these workers, the gender wage gap is about 8 log points at the beginning, and this becomes about 23 log points during the first 10 years of labour market experience. By contrast, among highly educated workers the log wage profile is much flatter and the gender wage gap grows more slowly over time, increasing from 12 to about 18 log points over the observed 4 The existence of a small gender wage gap at entry is consistent with that found by Loprest (1992) for the US (11%) and Dolton and Makepeace (1986) for the UK (7%). Kunze (2003) has found instead a much higher gender wage differential at entry of about 23% for Germany, which remains quite constant through the early working career.
5 Apprenticeship contracts were introduced in Italy in the early 1950 and were intended to provide workers with some form of internal and external job training while the employer enjoyed a substantial rebate on social security contributions. These contracts were mainly used to provide employers with an incentive to hire young and unqualified workers, and in the vast majority of cases did not lead to any formal qualification. Following the Biagi reform of 2003, apprenticeship contracts have been substantially reformed with the aim to emphasise the training element and define more accurately the professional qualifications associated to them (see Brunello and Topo 2005 for more details).
window.
The pattern of log wages seen in figure 1 translates into the log wage growth rates presented in figure 2. Wage growth is here computed as the difference between two consecutive wage observations, irrespective of whether there has been a gap in the labour market experience of the individual. As we can see, wages first increase at a rate of about 8 log points for the first two years and then start to slow down. There is also substantial heterogeneity in wage growth across education groups; low educated workers exhibit substantially higher wage increases earlier in their career and lower growth later on, while the wage growth profile of highly educated workers appears rather more constant over time. The main thing to notice, however, is that wage growth is consistently higher for men than women during the early stages of a worker's career, and this holds for both levels of education.
These patterns might be driven by changes in rates of labour force participation between men and women over time. In particular, it could be that more women than men exit the sample during the period of observation, or that women experience more frequent and longer career interruptions than men. We can check for this, and in the top panel of table 1 we report the percentage of women in the sample by year of potential experience. This percentage is very stable over time, with women accounting for 41-43% of the entire sample at each year of experience.
Amongst the low educated group a similar pattern emerges, while for the highest educated we notice even some increase in the proportion of women in the last few years. The bottom panel of the table shows the distribution of gaps (in years) between consecutive wage observations. 6
As we can see, long gaps are relatively infrequent, and generally more likely to be observed among men than women (94.1% of men never experience a gap of more than one year between wage observations against 95.9% of women). This is true for the overall sample, as well as for the subsamples defined by different levels of education. It would therefore be unlikely that the observed gender differences in log wages and wage growth profiles are the result of different labour force attachment of men and women in our sample.
Our analysis focuses on the contribution of job mobility in the early stages of a worker's career to the emergence of a gender wage growth gap. The data show that male workers change firm more frequently than women during their early career. About 53.0% of men in our sample move to another employer at some point over the first 10 years on the labour market, for women this is only 47.7%. However, the year-to-year differences in the incidence of job moves are rather small.
The average annual incidence of job moves is 16.8% for men and 13.9% for women, a difference 6 If we look at between-firm job changes, we observe that about one third of all changes of employer takes place within 1 month (32.9% for men and 33.7% for women), while the mean duration of the interruption is about 10.8 months (11.3 months for men and 10.2 months for women). It is not possible for us to know what individuals do when they are not observed in the data, but such short gaps between job observations would lead us to exclude that they become employed in the public sector or go into self-employment. The most likely scenario is that during the period of time it takes them to move towards another employer these young workers are either unemployed or inactive and that no major gender differences emerge in this respect.
of about 2.8 percentage points. Among the low educated the difference is only 2.0 percentage points, and it is 3 percentage points for those with higher education. Among those who move at least once in the observed period, there are no significant gender differences in the frequency of job changes. We calculate that among job movers the average man has worked with 1.7 employers while the average woman has changed firm 1.6 times. The corresponding numbers are 1.9 and 1.8 for low educated, and 1.6 and 1.5 for high educated men and women, respectively.
On the other hand, comparing the wage growth of men and women and distinguishing withinfirm from between-firm wage changes we find some striking gender differences. Table 2 shows that for the sample of all workers the difference in within-firm wage growth between men and women is only about 0.8 percentage points. When we look instead at changes between firms we see that men gain about 5.6 percentage points more than women on average. In particular, it looks as if men who move to a different firm gain (3.6 log points more than those who stay with the same employer), while women lose (1.2 log points less than those who stay with the same employer). In figure 3 we see that this pattern is observed at all levels of experience and that the picture is very similar across different levels of education.
The gender mobility penalty
The gender mobility penalty we observe is an overall measure of the difference in returns to mobility among men and women. This means that it does not take into account that men and women are significantly different in respect of important individual characteristics, such as differences in occupation or working hours (see table A.1 in appendix). Moreover, it represents an average across different types of mobility -voluntary or involuntary, for example -and may therefore simply be due to the fact that men and women move for different reasons. In this section we analyse these issues further. We first consider what happens to the gender mobility gap when observed as well as unobserved individual characteristics are controlled for. We then try to separate different types of job mobility and explore whether a gender mobility penalty is found for different types of job moves.
Gender differences in returns to mobility
Our measure of wage growth is obtained by taking the difference in log weekly wages at two different points in time, irrespective of the number of years which separate these two observations. This approach has the advantage of allowing us to consider all individuals in our sample, without imposing arbitrary selections based on the continuity of the labour force experience or the duration of the employment interruptions.
Our wage growth equation is estimated on both men and women and takes into account the accumulation of labour force experience as well as the incidence and duration of any gap in the early career. 7 The equation also includes time-invariant variables and current and lagged values of time-variant regressors which are thought to affect the rate of growth of wages as well as their levels. In a general formulation, the equation can be specified as follows:
where ∆w it represents the change in log weekly wages for individual i between time t and time t + g, where g is the gap (in years) between wage observations; f i is the female dummy; X it and X it+g represent vectors of observable individual and firm specific characteristics at time t and t + g, respectively; Z i is a vector of time invariant individual characteristics; and ν it is an i.i.d.
error term.
In our empirical specification φ() is seen as a function of general human capital, tenure, and the duration of the gap between two consecutive wage observations. In particular we assume that:
where e it is potential experience, i.e. years since the first entry in the labour market, and n it is the number of years spent with the same employer.
The quadratic specification imposed in equation (2) could be easily relaxed. In particular, Manning and Swaffield (2008) have recently suggested a more flexible way to account for gaps in consecutive wage observations. Their specification uses an adjusted measure of potential experience and allows wage growth to differ according to the level of experience. However, experimenting with that specification did not lead to significant different results in our case (results not shown but available upon request). This is probably due to the limited number of records with long gaps (> than 1 year) between wage observations in our data. As we control for a very large set of individual and firm specific characteristics, we prefer here a more parsimonious specification and we therefore simply regress wage growth on a quadratic term in potential experience and firm tenure, as well as a linear term for the duration of the interruption.
The first estimates of our wage growth regression are shown in table 3. Column (i) reports the gender difference in log wage growth after controlling for differences in experience and observed job and firm characteristics. As we can see, after netting out the effects of these variables the male-female difference in wage growth turns out to be about 1.3 log points for the whole sample 7 Our analysis is conducted using a pooled equation for men and women but running a separate analysis by sex lead us to the same qualitative results as those presented here. Since gender differences in levels of education are very large in our data (52.6% of men have low education against 37.8% of women), we prefer to present here results from a pooled equation for men and women as this allows us to highlight differences across education groups instead.
and 1 and 1.5 log points for the sample of low and high educated workers, respectively. We also see that wage growth decreases with potential experience and firm tenure, and that this process decelerates rapidly. The coefficient on the number of years between wage observations is positive, to indicate that wage growth is higher the longer the interruption. 8 Other factors contribute, and in particular wage growth is low for part-time workers and apprentices, and high in larger firms. 9,10 As we saw in figure 2 highly educated workers observe lower wage growth than lower educated workers. Differences in the initial contract (apprenticeship vs. others) seem to matter little, except for those with high education.
In column (ii) of table 3 we introduce a dummy to indicate whether change of employer has occurred between time t and time t + g and allow for a gender gap in returns to job mobility by means of an interaction between this dummy and the female dummy. That is, we estimate the following specification:
where c it is a dummy assuming value 1 if the individual changes employer between t and t + g, and δ represents the coefficient which captures the gender mobility gap.
Two main results emerge when estimating equation (3). First, once job mobility is taken into account residual gender differences in wage growth (for stayers) are substantially smaller, ranging between 0.7 and 1 log points depending on the sample used. Second, while the returns to mobility for men are virtually zero, women are always found to lose when changing employer.
Indeed, the size of the gender mobility penalty is substantial as it accounts for between 3.2 and 4.1 log points of wage growth. 11
Although we define here job mobility as mobility across firms and do not consider job changes within the same firm for the reasons explained in section 2, it is useful to ask whether ignoring within-firm job changes may affect our results. So, in column (iii) of table 3 we add a dummy to indicate a change of job with the same employer, and consider the interaction of this dummy with the female dummy. As we can see in column (iii) for the entire sample, a within-firm change of job is associated with an increase of log wage growth for men (1.4 log points), while women loose 1.8 log points with respect to men when changing job within firm. However, this is so only for highly educated workers, whereas for low educated workers within-firm mobility does not appear to matter. Moreover, introducing indicators for within-firm job changes does not alter our evidence in respect of the between-firm gender mobility penalty and does not significantly affect the gender penalty for stayers. This seems to confirm that, as far as we can see in our data, the most significant aspect of job mobility related to the existence of a gender wage gap is to be found in between-firm job changes. 12
We next ask whether the same effect can be found when we control for time-invariant unobserved individual characteristics using a fixed-effects estimator. 13 In this case the female dummy is not identified, but the gender mobility penalty is identified by the fact that the same individual is observed while moving across firms as well as while staying with the same firm. The results are reported in table 4, where column (i) shows estimates of the gender mobility penalty obtained using an OLS estimator (as in table 3), while column (ii) presents those obtained using an individual fixed-effects estimator. It turns out that the gender mobility penalty estimated via individual fixed-effects is always negative and very close to the OLS estimates (the latters computed as the sum of the female coefficient and the female by change of firm coefficient, as mentioned in footnote 11).
These results rely on a comparison between movers and stayers at a certain point in time.
As an alternative way to derive an estimate of the gender mobility gap, we introduce a second control group given by individuals who are stayers between time t and time t + g but move to
another firm between time t + g and time t + g + g . As suggested by Mincer (1986) , it might be reasonable to assume that the next period movers share the same unobservable characteristics of the current period movers. This implies that the on-the-job wage growth next period movers experience in the current period is a better proxy of the wage gain current period movers would have received had they not moved than the current stayers' wage growth rate.
The comparison between current movers and future movers is achieved by estimating the following specification:
where c it+g represents a dummy with value 1 if the individual has not changed employer between t and t + g but will move to another firm between t + g and t + g + g . According to this
12 By contrast, Cobb-Clark (2001) shows that gender differences in the rate and the returns to within-firm job mobility (promotions) significantly contribute to the emergence of a gender wage gap.
13 It would be interesting also to distinguish the contribution of individual-specific unobserved heterogeneity and firm-specific unobserved heterogeneity to the existence of the observed gender mobility penalty (Abowd et al., 1999) . Unfortunately, the INPS archives sample individuals and not firms, and this implies that we have too few individual observations at the firm level to estimate a model with both individual and firm fixed-effects. specification, the gain associated to a change of firm is given by the difference between γ and ρ for men, and an additional term given by the difference between δ and for women.
As we can see in column (iii) of table 4, the wage change of future female movers in the current period is higher than that of the current stayers (coefficient ). So, if the current wage change of next period movers is a good proxy of the wage change current movers would have experienced had they not moved then women who move to another firm suffer a penalty even larger than the simple comparison with the group of stayers indicates. Indeed, we see that comparing current female movers with current female stayers results in a gender mobility penalty of about 3.3 log points -column (i) -while using future movers as the control group we obtain a gender penalty of about 5.3 log points -last raw of column (iii). This result holds for the entire sample and for the sub-samples of low and high educated workers and, together with the fixed-effects estimates discussed above, it implies that the observed gender differences in the returns to mobility cannot be simply explained by the presence of unobserved individual heterogeneity.
Gender differences in mobility patterns
As mentioned above, the gender mobility penalty we observe can be explained by differences in mobility patterns among men and women rather than being the result of differences in returns to different types of mobility. For example, the evidence in Keith and McWilliams (1997) suggests that women's lower returns to mobility are mainly explained by their higher propensity to quit for family reasons, and that once different causes for a job change are separated no significant gender differences remain. In this section we follow the same argument and try to separate different types of job mobility.
Since our data are derived from an administrative source, we do not have direct information on the reasons which lead to a job move and need to find alternative ways to distinguish different mobility patterns. What we can do is to see whether there are systematic differences in mobility patterns across men and women which could indicate something about the voluntary or involuntary nature of the separation and test whether the gender penalty is sensitive to this distinction. In order to do so we run several checks. First we separate job moves which could be the result of a mass layoff or a firm closure from other types of moves. Then, we look at the length of the interruption between job changes. Finally we consider whether the gender mobility gap is different across the distribution of wage changes.
In Panel A of table 5 we distinguish changes of firms into changes of employer preceded by a firm closure and those where the previous firm survives. The former should represent involuntary moves, while the latter will be a mixture of involuntary and voluntary separations. Our indicator for firm closure is derived from a variable which indicates the date in which a firm closes down. In particular, we consider a change of firm as being determined by a firm closure when the worker leaves that firm during the year preceding closure. 14 Thus defined, firm closures account for about 10% of all moves across employers, and are observed more frequently for women (12.3%) than for men (8.6%).
As we can see in column (i), it appears that a change of employer due to a firm closure does not lead to a reduction in wage growth, whereas other types of changes of employer carry a penalty.
The situation is however very different once we allow for gender differences in the returns to mobility in column (ii). Here we see that changes of employer which cannot be attributed to a firm closure generally have a positive impact on wage growth (the exception is for high educated workers), but that this is so only for men whereas for women the opposite holds true. In other words, we see that the gender mobility penalty is much larger, and always significant, mainly for job moves not caused by a firm closure. All job moves which are more likely to be involuntary, i.e. that appear to be caused by a firm closure, are not usually associated to different returns by gender.
A second piece of evidence is presented in Panel B of table 5, which distinguishes different types of job mobility by analysing the length of the interval between two jobs with different employers. The distinction between voluntary and involuntary moves is not clear-cut in this case, but it is possible to think that changes of employer which occur quickly are more likely to be the result of voluntary or employee-initiated job moves, while those which require more time are more likely to be involuntary or employer-initiated job separations.
We divide the interval of time between different jobs into three segments. The first category represents moves which occur within 1 month, the second represent moves which occur between 2 and 9 months, while the third represents all the other job changes (the omitted category is always represented by those who stay with the same firm). Each of these categories represents about one third of all job moves. Men and women are equally likely to move quickly across jobs (32.9% of job changes occurs within 1 month for men, while the corresponding percentage for women is 33.7%) but men are slightly more likely to experience very long intervals of non-employment after a job separation (39.5% of job changes takes 9 months or more for men, while this is the case for only 34.5% of job separations for women).
The results presented in column (i) clearly indicate that very short intervals between jobs could be seen as representative of voluntary job moves as they are usually associated with higher wage growth. Intermediate and long interruptions seem to carry a penalty, but the size of the coefficient indicates that while intermediate periods of non-employment are mainly involuntary (i.e. carry a high wage growth penalty), long interruptions might be a mixture of voluntary as well as involuntary interruptions. Once we allow for different returns by gender (column [ii]), we see that a significant gender mobility penalty emerges. In particular, we see that women lose the same amount with respect to men when the job change occurs within 1 month of the separation from the previous firm (2.0 log points) and between 2 and 9 months (1.9 log points), but the gender mobility penalty is much larger when the interval between jobs is very long (7.5 log points). Interestingly, once we allow for differential returns by gender we see that long intervals between jobs are now positively related to wage growth for men. Similar results hold for low and high educated individuals.
Finally, as the distribution of between firm log wage growth is different for men and women (the median wage growth for men is 4.4 log points while for women it is only 3.6), we investigate whether the gender mobility gap is the same across the entire distribution of wage growth, or is concentrated in some parts of it. In order to do so, we run quantile regressions of log wage growth distinguishing the effect of job mobility by gender at the 25th, 50th and 75th percentile of the distribution. The results are very clear-cut. As we would expect, the returns to job mobility are negative and positive at the lower and upper end of the distribution of wage growth, respectively (column [i]). Once we allow for different returns to mobility by gender (column [ii]), we see however that the gender mobility penalty is always higher at the higher percentiles. So, it seems that the largest gender differences are to be found among those who experience significant wage increases. 15 The evidence in tables 5 and 6 indicates that, although there are significant gender differences in mobility patterns (with women more likely to separate from closing firms and less likely to experience very long interruptions between jobs), distinguishing different types of job moves does not totally explain differences in returns to mobility by gender. Moreover, we find that job moves which are more likely to be involuntary, i.e. those initiated by a plant closure or characterized by an interruption which lasts for several months (specifically for the period between 2 and 9 months) or which results in lower wage increases, are associated with very small and often insignificant differential returns by gender. On the other hand, the gender mobility penalty is larger for job moves which appear to be positively related to wage growth -such as those which do not follow the closure of a firm, which occur within a very short period of time, or which result in the highest wage increases -and are therefore more likely to be voluntary.
Even voluntary job moves might be due to different reasons, and not all are motivated by money. For example, data from the BHPS show that women are more likely to change job for nonpecuniary reasons as compared to men (Manning 2003a) , and that they are more geographically constrained in their job search (Manning 2003b) . So, it could be that when women move job they do so because of marriage or the birth of a child, or other reasons related to their family commitments. As long as these types of job moves are less likely to be associated with wage 15 Fitzenberger and Kunze (2005) perform a similar analysis for Germany but they look at the gender gap in wage levels. They find that the gender mobility gap is highest in the lower part of the wage distribution. growth than moves due to career considerations, we might observe a gender mobility gap.
In Italy the situation appears to be quite different, however. Numerous studies show that Italian women are very unlikely to leave their job because of family circumstances and re-enter the labour force at a later date. The typical pattern is one in which women either stay attached to their job or exit employment permanently after marriage or the birth of a child (Bratti et al. 2005 , Geyer and Steiner 2007 , Pacelli et al. 2007 . Data from the 1998 Multiscopo Survey suggest that only 0.5% of women interrupt their working career temporarily because of the birth of a child, and this percentage is 6.8% for women aged 25-34. Additional evidence comes from data from the 2004 European Household Survey (Eu-Silc), which show that young women are only slightly more likely than young men to cite the need to look after children (or other family members) or the event of marriage as the most likely reason for a recent change of employer (table 7) .
As our data are from an administrative source, it does not offer information on the reason for a change of employer. However, the women in our sample are aged between 15 and 31, with a mean of 22.5 years, and data from the RTFL (Italian Labor Force Survey) suggest that marriage occurs on average between 24 and 26 years while the birth of the first child takes place between 27 and 28 years. We also find that only a small fraction of episodes of maternity leave (about 7%) are followed by a change of employer, while changes in the geographical location of the job are more frequent for men than women (19.5% of all changes of employer imply a change of province for men, while for women this is 12.9%). 16 Overall, these figures would seem to suggest that marriage and fertility are unlikely to be the main events preceding the job-to-job transitions we observe in our data. This does not imply, however, that we exclude that marriage and fertility considerations influence the process of job search. It is possible that women choose jobs facilitating the achievement of a work-life balance well in advance of the formation of a family. In this case, the process of search for a new job could be different across men and women, in that the latter could, for example, value more certain characteristics of the new employer and accept a slightly lower wage in exchange. We return to this point below.
Wage growth of job movers
So far we have controlled for job and firm characteristics using a full set of dummies for part-time status, occupation, industry, firm size, firm age, and region at time t and at time t + g in the wage growth equation. We now turn to analyse more specifically the role of these job and firm characteristics. In order to do so we summarise the information by means of dummies indicating whether there has been a change in one of these variables between two points in time. As we have shown that a significant part of the gender gap in log wage growth can be attributed to between-firm changes, in this section we focus our analysis on wage growth for those who change employer. Table 8 presents a set of regressions which show the effect of these changes. In column (i) we report the average gender differential in between-firm wage growth, controlling only for human capital accumulation, the number of years between two different wage observations and a set of year dummies. In table 2 we saw that the raw gender difference in wage growth for firm movers was about 5.6 log points for the entire sample, and 5.1 and 4.6 log points for the subsamples of low and high educated workers, respectively. The results in table 8 suggest that gender differences in human capital and in the incidence and duration of the work interruptions account only for a small fraction of these between-firm gender differences in wage growth. Indeed, the gender mobility penalty remains negative and quite significant and is shown to be between 4.3 and 5.0 log points, depending on the level of education.
In column (ii) we introduce a set of dummies indicating changes of part-time status (distinguishing between changes from part-time to full-time and viceversa), occupation, firm size (distinguishing between changes to larger and smaller firms), firm age category, sector of activity and region of work. As we can see, most of these dummies are significantly correlated to log wage growth. In particular, we see that the dummies representing changes in part-time status exhibit the highest coefficients overall and show an almost symmetrical effect. Other important determinants are represented by changes of occupation and changes of firm size, with moves to larger (smaller) firms being positively (negatively) associated with wage growth. The coefficient on the female dummy decreases, but it remains always significant, to indicate that not all the gender mobility gap can be entirely explained by those changes.
In column (iii) we go a step further and introduce interactions between the dummies representing changes in job or firm characteristics and the female dummy. This is in order to allow for different returns to different types of moves across men and women. As we can see, there is evidence of significant gender differences in returns to mobility when a change of occupation, firm size or region occurs. 17 In particular, changes to a larger firm are always less beneficial for women than men in terms of wage growth, and this result holds for the entire sample as well as 17 The return to change of occupation is per se an interesting result which would deserve further investigation. Analyses not shown here but available on request from the authors indicate that women experience a wage growth penalty with respect to men when changing from an apprenticeship to either a blue collar or a white collar occupation. This could be explained by the fact that apprenticeship contracts are an institution introduced a long time ago, and mainly targeted at a male-dominated workforce. As we argue in footnote 5, over time these contracts became a way to facilitate young workers' entry into the labour market and their training content was greatly overlooked. It is however possible that insofar as a training element remains this is more valuable for male-dominated occupations than female-dominated occupations and therefore women benefit less than men from entering in the labour market as apprentices. Unfortunately, since we do not have a disaggregated code for occupational qualifications we cannot provide more insights on this result.
for the subsamples of low and high educated workers. 18 Interestingly, in this specification the coefficient on the female dummy becomes very small and totally insignificant. This suggests that a possible explanation for the gender mobility gap is to be found in the different returns men and women receive when changing occupation, region, and firm size.
As there are several categories for occupation, firm size, firm age, sector of activity and about 17 regions, there are slightly more sophisticated ways to control for changes in these variables and their contribution to the gender mobility gap. Following Loprest (1992) and Winter-Ebmer and Zweimuller (1999), we build a set of variables which represent the average premium (or penalty) associated with a specific change in one of these categorical variables. The premium is obtained as the difference in the coefficients of a regression in levels of log wages on the usual set of human capital variables, part-time status, occupation, firm size, firm age, sector of activity, region and year dummies. The regression in levels is estimated on the whole sample, including periods in which the individual has not changed firm, and it does not include a gender dummy.
This regression gives us the cross-sectional coefficients that represent the relationship between average wages and firm and job characteristics.
Using firm size as an example, the OLS estimation of log wages on firm size dummies and all other controls produce the following results:
where w it is the gross daily wage rate and firms with less than five employees are the reference 
So, for each change of employer between time t and t-1 we have a single variable which gives us the premium associated to that specific change of firm characteristics. We then run a regression of log wage growth onto the usual set of controls and the variables representing the average premium due to a change of occupation, firm size, firm age, industry and region constructed using the procedure described above. The coefficient on the variable representing the firm-size premium obtained from the log wage growth regression will tell us, for example, how much of the average cross-sectional log wage premium associated to a change of firm size is to be attributed to 18 Women are more likely to move towards a larger firm when changing employer. Among men who change firm we observe that 38.5% stay in firms of equivalent size, 37.5% move towards larger firms, and 24.1% move towards smaller firms. The corresponding percentages are 43.1%, 35.2% and 21.8% for women.
changes across employers. The interaction between this variable and a gender dummy will reflect whether there are significant gender differences in terms of the premium (or penalty) gained when moving across the same type of firms or jobs. Table 9 shows the results. 19 We first present a specification in which we consider only a female dummy and the occupation, firm size, firm age, sector of activity and region average premiums. 20 As we can see in column (i), individuals changing occupation claim about 92 per cent of the OLS estimated qualification premium. Similarly, individuals who move to larger firms gain about 75 per cent of the firm size premium implied by the cross-sectional estimates, while those who move to smaller firms see their wage decrease by more than 88 per cent of the estimate predicted by OLS. These results do not differ much across subsamples, and in all the regressions shown the female dummy remains statistically significant.
We then consider the interaction between these variables and the female dummy (column [ii] ) and see some very interesting results. The female dummy is now insignificant, and this implies that most of the gender mobility gap has now been absorbed by one of the interactions.
In particular, while changes in sector of activity, firms with different age, and region do not differ by gender, we observe significant gender differences when changing occupation and in returns to moves towards a larger firm. The latter coefficient is particularly large and is observed for the whole sample as well as for the subsamples of low and high educated workers. This evidence, together with what we saw in table 8, would seem to suggest that a significant part of the explanation of the gender mobility gap is to be found in the wage growth penalty women experience when moving to larger firms.
Gender, firm size and job satisfaction
In this section we investigate the previous result, namely that women's returns to job mobility are lower than men's when workers move to larger firms. A possible explanation of this phenomenon is that larger firms offer jobs with characteristics more valued by women than men or -to put it slightly differently -that the relationship between job satisfaction and firm size is less negative for women than for men. If this were the case, and if wages compensate for lower levels of satisfaction, then women moving from a small to a large firm might experience lower wage growth than men.
There is already some evidence in the literature that levels of job satisfaction are lower in large firms compared to small ones (Bender et al. 2005, Asadullah and Fernández 2008) . This has been 19 The coefficients on the variables reported in table 9 are to be interpreted as premiums or penalties according to the sign of the corresponding variables shown in table 8. For example, the coefficient on sector shown in column (i) of table 9 (0.868) should be interpreted as a penalty since the coefficient on change of sector in column (i) of table 8 is negative (-0.015). 20 We also control for dummies for changes in part-time status, for general and firm specific experience, a linear term in the years of interruption between jobs and time dummies (not shown).
explained by the fact that large firms implement a more rigid organization of work and offer jobs with a lower degree of autonomy with respect to small firms (Idson 1990 , García-Serrano 2008 .
However, to the best of our knowledge, very little is known about the extent of gender differences in the relationship between job satisfaction and firm size, and so far there is no evidence that wages compensate for the lower levels of job satisfaction observed in large firms (Winter-Ebmer and Zweimueller 1999, García-Serrano 2008) .
In this section we try to shed some light on these two aspects. In particular, we look at the relationship between several indicators of job satisfaction and firm size, and consider the role of wages as a compensating device. Under the hypothesis that wages are utility-equalizing, we should observe insignificant (or small) differences in levels of job satisfaction according to firm size.
Conditional on the individual wage, however, we should observe a negative (or more negative) relationship between job satisfaction and firm size (Winter-Ebmer and Zweimuller 1999).
In order to perform this analysis we use data from the 2005 ISFOL-Plus survey. 21 This survey collects information on a nationally representative sample of more than 40,000 individuals aged 15-65 and asks questions about economic activity, earnings, hours of work, and -crucially for our purposes -firm size and several aspects of job satisfaction. From this data we select a sample of employees aged 35 years or younger, currently working in the private sector, and analyse the relationship between several indicators of job satisfaction, gender, and firm size after controlling for a set of standard individual and job characteristics, aspects of the organization of work (such as the presence of shift work, night and weekend work, and the presence of rigid working hours arrangements), and the general economic conditions of the firm (whether a merger or acquisition has occurred or the firm has been hiring in the past year). For each indicator of job satisfaction we look at the relationship between job satisfaction and firm size when monetary elements of the compensation (log of hourly wage and various fringe benefits) are excluded or included.
Estimation will be performed by means of discrete choice statistical models, such as probit and ordered probit, to reflect the nature of the dependent variables.
As we can see from table 10, we use several indicators of job satisfaction. In particular, we consider here a dummy variable which assumes value 1 when the individual has been looking for a job and zero otherwise (column (i)) and several variables indicating self-reported levels of satisfaction about: (ii) the working environment (relationships with colleagues), (iii) hours of work (hours, overtime, paid holidays, etc.), (iv) the tasks performed, (v) career prospects, (vi) training opportunities, and (vii) job security. The table presents separate results for men (Panel A and B) and women (Panel C and D) . This is in order to keep the interpretation as simple as possible as the calculation of interaction effects in non-linear models such as probit or ordered probit is rather cumbersome, but also because what we are looking for in this case if evidence of gender differences in the relationship between job satisfaction and firm size rather than gender differences in the levels of job satisfaction according to firm size. 22 In Panel A and Panel C we report the coefficients on the firm-size dummies when no controls for wages or fringe benefits are included, while in Panel B and Panel D we report those obtained after conditioning on these variables.
As we can see, without conditioning on the wage and fringe benefits we find virtually no relationship between firm size and the probability of looking for another job, and this is so for men and women alike. Once we condition on the level of the hourly wage and other forms of monetary compensation (p-value of the joint test on these variables shown in the last row of each panel) we see however that men in medium-size firms are found to be significantly less likely than men in small firms to engage in job search activities, while the results do not change in the case of women. When we look at levels of satisfaction with the working environment (column (ii)), we find evidence of a negative effect of firm size, and that this relationship becomes stronger after accounting for wages and fringe benefits. For women, there is a less significant negative effect of firm size on levels of satisfaction, and this relationship does not change at all once we include controls for monetary aspects of the compensation. Another striking case is found when looking at differences in satisfaction with career. Here we find a rather strong negative association between satisfaction and firm size for men, especially when controlling for monetary compensation, but absolutely no effects for women. This pattern -namely a less negative relationship between firm size and levels of job satisfaction for women than men and a substantially smaller effect of wages and fringe benefits on the firm-size dummies for women than men -holds throughout and is robust to various specifications.
These results point out two main findings. First, we see that men in larger firms experience significantly lower levels of job satisfaction than men in smaller firms, while for women this difference is less pronounced. This could be explained by the fact that women value aspects of the jobs offered by large firms more than men. Unfortunately, we can only speculate about the nature of these job characteristics, as we do not have much information about firms or the jobs they offer. Notice, however, that we control for the presence of rigid working hours, shift work and night and weekend work, which are all found to be more common in larger firms, and that in Italy it is extremely rare for an employer to offer on-site childcare. It is therefore unlikely that flexible hours and the provision of childcare are among the "job amenities" which would explain our results. Other factors may matter instead, such as easier access to training, or more intra-firm mobility for example. 23 These "job amenities" are more easily available in larger firms and might be particularly attractive for young women who are in the process of forming a family, as they might guarantee a greater choice of career opportunities and a more satisfactory work-life balance in the future.
Secondly, it appears that wages and fringe benefits partly compensate for lower levels of job satisfaction in larger firms, but that this is so only for men. We can only speculate about why this seems to be the case. One possibility, which has been highlighted by the recent experimental literature on gender differences, is that women are less likely to engage in bargaining than men.
For example, in a recent laboratory experiment participants were told they would be paid between $3 and $10 for their participation. After the experiment finished, the participants were asked "Here is $3.0. Is $3.0 OK?". Only 2.5% of the female participants against 23% of the male participants requested more money (Small et al. 2007 ). Babcock (2002) reports that among MBAs graduates from Carnegie Mellon only 7% of women attempted to negotiate their first placement offer, whereas 57% of men engaged in negotiation. Under the assumption that salary negotiation is more common in larger firms, gender differences in the propensity to bargain over the wage package would be consistent with the results presented in this section and would also explain our previous findings on the gender mobility gap. Another possibility is simply that women are less interested than men in bargaining over wages and fringe benefits because they value more other aspects of the jobs offered by large firms. In other words, it is possible that omitted variables representing job characteristics which are more common in larger firms and that are more valued by women than men could explain both the observed gender difference in the relationship between job satisfaction and firm size as well as the different role of wages and fringe benefits as a measure of compensation.
Conclusions
This paper represents the first attempt to try to disentangle the factors that might lie behind the existence of a gender wage gap in the Italian labour market by looking at the contribution of early-career job mobility. Using a longitudinal dataset derived from administrative records, we analyse the determinants of gender differences in log wage growth during the first 10 years of labour market experience of a large groups of Italian workers. The empirical evidence is disaggregated by level of education and takes into account the contribution of individual, job and firm-specific characteristics.
23 This interpretation seems particularly consistent with the finding that the most important gender differences in the relationship between job satisfaction and firm size are found when considering levels of satisfaction with career prospect and job security.
Our analysis shows the existence of a modest gender differences in wage levels at entry, and a substantial widening of this gap over time. We also find that while men and women in our sample exhibit a similar pattern of labour force participation, they experience substantially different rates of wage growth and that this gender differential is particularly large when considering betweenfirm, rather than within-firm job changes. This gender mobility penalty is shown to be robust to the inclusion of several individual and firm-specific characteristics, to different ways of accounting for individual unobserved heterogeneity, and in contrast with some of the evidence for the US (Keith and McWilliams 1997) it remains significant even after separating different types of job moves.
Using the information in our data, we consider the contribution of specific changes in job and firm characteristics, and find that a significant part of the gender wage penalty is observed when workers move to a larger firm and that this effect is observed across all subsamples. We think this can be explained by the fact that men and women care about different aspects of their jobs, and in moving to a larger firm women might experience less of a decrease in their levels of job satisfaction as compared to men and therefore require less compensation in terms of higher wages.
We test this hypothesis by looking at gender differences in the relationship between firm size and job satisfaction using self-reported data on job satisfaction derived from an additional source of data. Our findings indicate that there is a stronger negative correlation between job satisfaction and firm size for men than for women, and that wages and fringe benefits act as a compensation only for men and not for women. One possible explanation for these results is that women value certain characteristics of the jobs offered by large firms more than men, but also that they might be less likely than men to engage in salary negotiations.
As far as we are aware, these are new results in the literature. They suggest not only an explanation of the gender mobility gap we observe in the early careers of Italian men and women, but point out the importance of analysing gender differences in levels of job satisfaction and in salary negotiations. It would be very interesting to see whether these findings can be replicated using data on other countries, hold for older workers, or remain significant when more controls for working conditions are included. Notes: Sample of individuals from the INPS administrative records for the period between 1985 and 1998. Dependent variable is the difference in log real weekly wages between year t and year t + g. Estimation is by OLS. Control variables (some of which shown) include: a quadratic term in potential experience at time t, a quadratic term in years of tenure at time t, a linear term in years between jobs, a full set of dummies at time t and t + g for part-time status, occupation (omitted category: blue collar), firm size (omitted category: 0-4 employees), age of the firm, sector of activity, and region, a high education dummy (All sample), a dummy for initial contract as apprentice, plus a full set of year dummies. Huber-White heteroskedasticity robust standard errors adjusted in order to take into account the presence of multiple observations for each individual shown in parentheses. Symbols: ** significant at 1%; * significant at 5%. Notes: Sample of individuals from the INPS administrative records for the period between 1985 and 1998. Dependent variable is the difference in log real weekly wages between year t and year t + g. Estimation method shown. Other control variables include: a quadratic term in potential experience at time t, a quadratic term in years of tenure at time t, a linear term in years between jobs, a full set of dummies at time t and t + g for part-time status, occupation, firm size, age of the firm, sector of activity, and region, a high education dummy (All sample), a dummy for initial contract as apprentice, plus a full set of year dummies. Huber-White heteroskedasticity robust standard errors adjusted in order to take into account the presence of multiple observations for each individual shown in parentheses. Symbols: ** significant at 1%; * significant at 5%. Notes: Sample of individuals from the INPS administrative records for the period between 1985 and 1998. Dependent variable is the difference in log real weekly wages between year t and year t + g. Estimation is by OLS. Other control variables include: a quadratic term in potential experience at time t, a quadratic term in years of tenure at time t, a full set of dummies at time t and t + g for part-time status, occupation, firm size, age of the firm, sector of activity, and region, a high education dummy (All sample), a dummy for initial contract as apprentice, plus a full set of year dummies. Huber-White heteroskedasticity robust standard errors adjusted in order to take into account the presence of multiple observations for each individual shown in parentheses. Symbols: ** significant at 1%; * significant at 5%. Notes: Sample of individuals from the INPS administrative records for the period between 1985 and 1998. Dependent variable is the difference in log real weekly wages between year t and year t + g. Estimation method is by quantile regression. Other control variables include: a quadratic term in potential experience at time t, a quadratic term in years of tenure at time t, a linear term in years between jobs, a full set of dummies at time t and t + g for part-time status, occupation, firm size, age of the firm, sector of activity, and region, a high education dummy (All sample), a dummy for initial contract as apprentice, plus a full set of year dummies. Standard errors obtained by bootstrap (100 replications) in order to take into account the presence of multiple observations for each individual shown in parentheses. Symbols: ** significant at 1%; * significant at 5%. Notes: Sample of individuals from the INPS administrative records for the period between 1985 and 1998. Dependent variable is the difference in log real weekly wages between year t and year t + g for periods in which the individual changes firm. Estimation is by OLS. Other control variables include: a quadratic term in potential experience at time t, a quadratic term in years of tenure at time t, a linear term in years between jobs, a high education dummy (All sample), a dummy for initial contract as apprentice, plus a full set of year dummies. Huber-White heteroskedasticity robust standard errors adjusted in order to take into account the presence of multiple observations for each individual shown in parentheses. Symbols: ** significant at 1%; * significant at 5%. Notes: Sample of individuals from the INPS administrative records for the period between 1985 and 1998. Dependent variable is the difference in log real weekly wages between year t and year t + g for periods in which the individual changes firm. Estimation is by OLS. Other control variables include: dummies for change from part time to full time status and viceversa, a quadratic term in potential experience at time t, a quadratic term in years of tenure at time t, a linear term in years between jobs, a high education dummy (All sample), a dummy for initial contract as apprentice, plus a full set of year dummies. Standard errors obtained by bootstrap (100 replications) in order to take into account the presence of generated regressors. Symbols: ** significant at 1%; * significant at 5%. 
Number of individuals 1870
Notes: Sample of individuals from the 2005 ISFOL-Plus survey. The dependent variables are: a dummy for whether the worker is searching for another job (column (i)), and ordinal variables indicating the degree of satisfaction about the indicated aspect of the job (columns (ii)-(vii)). The numbers shown represent coefficients from a binomial probit in column (i) and ordered probits for columns (ii) to (vii). Other control variables not shown include: a quadratic term in potential experience, a quadratic term in years of tenure with the current firm, a dummy for part-time status, a full set of dummies for type of contract, shift work, fixed hours, night or weekend work, dummies for firm economic conditions (whether a merger or acquisition has occurred or the firm has been hiring in the past year), educational qualification, occupation, sector of activity, and geographic area. Data are weighted using sampling weights. Huber-White heteroskedasticity robust standard errors shown in parentheses. Symbols: ** significant at 1%; * significant at 5%. 
