Abstract Subspace estimation plays an important role in, for example, sensor array signal processing. Recursive methods for subspace tracking with application to non-stationary environments, have also drawn considerable interest. In this paper, Instrumental Variable (IV) extensions of the recently developed Projection Approximation Subspace Tracking (PAST) algorithm are presented. The IV-approach is motivated by the fact that PAST gives biased estimates when the noise is not spatially white. The proposed algorithms are based on a projection like unconstrained criterion, with a resulting computational complexity of 3ml + O(mn) where m is the dimension of the measurement vector, l is the dimension of the IV vector, and n is the subspace dimension. Also an extension to a \second order" IV algorithm is proposed, which in certain This work was supported in part by the Swedish Research Council for Engineering Sciences (TFR). 1 scenarios is demonstrated to have better tracking properties than the basic IV-PAST algorithms.
Introduction
Sensor array signal processing is a signal processing area that has received much attention in recent literature. Especially, high-resolution subspace-based methods have been studied by many researchers, see 8] for a recent review. Typical for these model-based approaches is that a serious degradation of the performance may occur if the signal model is incompatible with the \true" signal. For example, the well-known ESPRIT algorithm 13] assumes spatially white noise 1 . If the actual noise does not ful ll this requirement, the obtained estimates are typically biased. When the noise covariance is known, this e ect can of course be eliminated by pre-whitening. However, since the noise covariance generally is unknown, pre-whitening is in most cases not a realistic option. An alternative approach that does not require a known noise covariance matrix, is the method of instrumental variables (IV). A detailed treatment of IV methods for identi cation of linear time-invariant dynamical systems can be found in 9, 14] .
The applicability of IV methods in sensor array processing has been studied in for example 1 Spatially white noise means that the noise covariance matrix is proportional to the identity matrix. 12, 15, 18, 19, 20] . As with IV-methods in general, it is required that an IV-vector that is uncorrelated with the noise vector can be found. As long as this requirement is ful lled, the noise vectors are allowed to have arbitrary spatial and temporal color. Since the informative part of the signal must not vanish in the IV correlation, a certain rank condition must also hold.
A speci c aspect of the array processing eld that has drawn attention, is the application of high-resolution direction of arrival (DOA) estimation techniques to non-stationary environments. A drawback of the subspace-based methods in this scenario is that the singular value decomposition (SVD) is time consuming to update. An excellent review of algorithms that try to overcome this drawback can be found in 4] . Most of the existing recursive algorithms require spatially white noise. One exception is the SWEDE algorithm 5], which allows a slightly more general structure of the noise covariance matrix. From a computational complexity standpoint, pre-whitening is probably not a good approach to handle colored noise. This since pre-whitening involves nding the inverse of the square-root of the (estimated) noise covariance matrix, which potentially also is time-varying. Hence, the complexity involved with pre-whitening would for many real-time applications be too high. Additionally, estimation of the noise covariance matrix requires signal-free measurements which implies that it is not always realistic to expect that an estimate of the noise covariance matrix is available. These facts are the motivation of the present paper.
One example of a successful subspace tracking algorithm is the projection approximation subspace tracking (PAST) algorithm 23]. The basic idea of PAST is that a projection-like unconstrained criterion is approximated using a clever projection approximation; which leads to a recursive least squares (RLS) like algorithm for tracking the signal subspace. However, also the PAST algorithm requires the noise to be spatially white, and delivers biased estimates when this requirement is not ful lled.
The aim of this paper is to derive computationally e cient IV-based subspace tracking algorithms. The basic idea of the present paper is to utilize the PAST concept for an IV solution to the colored noise case. The IV-PAST approach leads to an unconstrained, possibly overdetermined, criterion function. The minimizing arguments of this criterion are matrices with orthonormal columns that span the signal subspace. Using the projection approximation idea of 23], an IV-based recursive subspace tracking algorithm is obtained. The resulting basic algorithm has the same computational complexity 2 consists of m consecutive samples of the observed scalar signal. In the following it is assumed that z(t) consists of n narrow-band plane waves impinging on an antenna array or n complexvalued sinusoids corrupted by additive noise. The number of signals (the subspace dimension) n, n < m, is assumed to be known. Hence, the following well-known data model is studied (see Here (! k ) is a so-called steering-vector. In order to shorten the notation, the argument (!) is dropped. The unmeasurable signal x(t) 2 C n is a random process with covariance matrix C x = E x(t)x H (t)]; (2.6) where E ] denotes the statistical expectation operator, and ( ) H denotes the complex conjugate transpose. The noise vector e(t) is assumed to be zero-mean and independent of x(t). The unknown noise (cross) covariance matrices are de ned as C e ( ) = E e(t + )e H (t)]:
In the time series case, ! k is the angular frequency of the k:th complex sinusoid, and in the array case
where d is the spacing between adjacent sensors, is the wavelength and k is the DOA. The above relations hold when plane waves impinge on a ULA. However, even if the focus of this paper is on ULAs, the model (2.2) is quite general, and the algorithms to be presented apply to this model whatever structure ? may have.
Typical for IV-based approaches are the following assumptions. Assume that there exists an IV vector (t) 2 C l 1 , l n, such that A1: E e(t) H (t)] = 0 A2: Rank (C x ) = Rank ? E x(t) H (t) = n.
The assumption A2 is imposed to ensure that Rank(?C x ) = n, which (since l n) implies that R(?C x ) = R(?), where R(A) denotes the space spanned by the columns of A. For the time series case with (t) consisting of delayed measurements it is straightforward to show that A2 is ful lled when the frequencies ! k are distinct. With the above assumptions, it holds that E z(t) H (t)] = C z = ?C x : (2.9) Hence, the SVD of C z can be written as C z = U s U n ] 5 ; (2.11) where the partitioning of the SVD is as in (2.10), and^ n 6 = 0 in the nite sample case. A couple of remarks are in place.
For reasons of statistical optimality, a weighted version of the SVD can be considered.
That is, take the SVD of W LĈz W R (2.12) where W L and W R are two nonsingular Hermitian weighting matrices which are possibly data-dependent. A detailed discussion is given in for example 16, 18] . Assumption A2 is not necessary in order to guarantee DOA parameter identi ability.
Instead, it can be assumed that Rank(C x ) = n, where no row of C x is identically zero and that the inequality n > 2n ? m (2.13) holds, cf. 16]. However, in the present paper the ESPRIT 13] algorithm is applied to nd the DOAs from the estimated signal subspace. In this case, it is necessary that A2 holds.
A discussion on how to nd an IV-vector that ful lls A1-2 can be found in 16], see also the references mentioned therein. One possible approach is to consider an array that is divided into subarrays. The outputs of one of the subarrays are taken as instruments. If the subarrays are su ciently far apart, the noise in the main subarray is considered to be uncorrelated with the IV-vector. These IV-vectors are referred to as spatial IV-vectors. When a subarray is not available but the signals are temporally correlated, an IV-vector can be obtained by delaying (2.14) for some user-de ned integers M andl. This approach relies on that the temporal correlation length of the signal is longer than that corresponding to the noise. These IV-vectors are referred to as temporal IV-vectors. Finally, in the time series case the only choice is to use (possibly pre-ltered) delayed measurements. Hence, for the IV approach to be applicable in the case of time series, it is required that e(t) is nitely correlated, i.e. With samples z(t); (t); t = 1; : : : , the problem at hand is to estimate the signal subspace. That is, the goal is to derive e cient algorithms which estimate R(?) at time-instant t, given the subspace estimate at time-instant t ? 1 and the samples z(t); (t). Additionally, a second order IV-PAST algorithm is also presented that explicitly takes the subspace estimates at time-instants t ? 1 and t ? 2 into account.
IV Tracking Using Projection Approximation

Summary of the PAST-algorithm
In order to motivate the IV extensions of the PAST algorithm, a short summary of PAST 23] is given. Consider the following unconstrained criterion:
with a matrix argument W 2 C m n , m > n, that without loss of generality is assumed to have full rank (=n). The operator Trf g denotes the trace of a matrix. Due to the independence of x(t) and e(t) it holds that C z = E z(t)z H (t)] = ?C x ? H + C e (0):
The relation (3. In this case V (W) attains the global minimum. Here T 2 C n n is an arbitrary unitary matrix.
Proof: See 23] . 2 Remark 1 Note, Theorem 1 is not a consequence of the noise covariance being proportional to the identity matrix. The minimizing argument of (3.1) constitutes a basis for the dominant eigenvectors of C z irrespective of the eigenvalue distribution. However, for the data model (3.2), Theorem 1 is only useful when C e (0) = 2 I.
In order to derive a practical algorithm, replace (3.1) with
Theorem 1 is applicable also to, see Remark 1, (3.5) if C z is replaced witĥ
The key idea of PAST is to replace W H (t)z(k) in (3.5) with
This projection approximation results in the criterion V (W(t)) = which is quadratic in W(t), and is minimized by W(t) =Ĉ zh (t)Ĉ ?1 h (t); (3.9) assuming that the inverse exists. The involved covariance matrices are estimated as:
When the matrix inversion lemma is applied to (3.10b), an e cient RLS-like algorithm is easily derived, see 23].
IV-PAST Derivation
In this section, the proposed basic IV-extensions of PAST are derived. The criterion (3.5) can be interpreted as (neglecting the forgetting factor): given fz(k); h(k)g t k=1 , nd the least squares solution to Z = z(1); : : : ; z(t)] W(t) h (1) where it is assumed that the involved matrix inverse exists and the estimates of the crosscovariance matrices are updated according to:
A theoretical justi cation of the above is as follows. is the orthogonal projector onto the space spanned by the columns of ?. To derive a practical algorithm, consider the solutions to (compare with (3.16))
The afore mentioned projection approximation, h(k) = W H (k ? 1)z(k), together with (3.18) leads to the proposed solution (3.14). Using the matrix inversion lemma, straightforward calculations give the following basic IV-PAST algorithm:
where P(t) =Ĉ ?1 h (t). In the above, it is assumed that initial values W(0) and P(0) are given.
These initial values only a ect the transient behavior and are not important for the steady-state performance of the algorithm. They can for example be taken as any full rank matrices. The computational complexity of the IV-PAST algorithm is identical to that of the original PAST algorithm, i.e. at every time-instant 3mn + O(n 2 ) complex multiplications are required. The original PAST-algorithm is retained if in the above, (t) is replaced with h(t). Note, however, that the derivation (3.13)-(3.18) is quite di erent from the derivation of PAST.
Remark 2 Due to the introduced projection approximation, the columns of W(t) will not be orthonormal. However, simulations show that they are \nearly" orthonormal, see Section 4.
Some applications may require orthonormal columns, which may call for a re-orthogonalization scheme such as Gram-Schmidt. However, in the simulations in Section 4 no orthogonalization is performed. All simulations indicate that, under stationary signal conditions, W(t) converges to a matrix with orthonormal columns when = 1. The convergence properties of the original PAST algorithm are analyzed in 24]. Therein it is shown that the estimated signal subspace converges to an orthonormal basis of the signal subspace when ! 1.
Remark 3 The basic IV-algorithm does not perform any rank-reduction of the sample crosscovariance matrix. This means that at every time-instant R(Ĉ z (t)) = R(W(t)), see (3.14).
So, why not take W(t) =Ĉ z (t)? One motivation is that the matrixĈ ?1 h (t) post-multiplying in (3.14), forces the columns of W(t) to be \nearly" orthonormal resulting in good conditioning.
In scenarios with closely spaced frequencies this may be an advantage. Another possibility would be to orthogonalize the columns ofĈ z (t). Applying Givens rotations as in 7, Section 12.5]
would yield a complexity of O(mn). Thus, IV-PAST should only be considered as a way to approximately orthogonalize the columns ofĈ z (t). However, the main result so far is that the basic IV-PAST algorithm serves as a preview of more general rank-reducing IV-approaches described in the following sections.
Extensions of the Basic Algorithm 3.3.1 A Rank Reduction Theorem
In Section 3.2, the dimension of the IV-vector (t) was constrained to l = n. A straightforward extension, l > n, leads to the following criterion , it is shown that in the context of system identi cation, the accuracy of the extended estimate increases (at least theoretically) with the number of instruments l (provided an optimal choice of instruments is made). Without loss of generality, it is assumed that Rank(W(t)) = n. In nite samples it holds that Rank(Ĉ z (t)) =ñ = min(m; l), but Rank(C z ) = n < l. Consequently, a low-rank approximation ofĈ z (t) is desired. The following generalization of Theorem 1 will serve as the basis for further developments. (3.22) where^ k are the singular values ofĈ z (t). Note, for this choice of W(t) it follows that W(t)W H (t)Ĉ z (t) =Û s^ sV H s ; (3.23) which in the sense of the Frobenius norm is the best possible rank n approximation ofĈ z (t).
Proof: For notational convenience, let C =Ĉ z (t);C = CC H and W = W(t). Evaluate The theorem is then proved by Theorem 1, using that
There are several possible ways to derive practical algorithms based on Theorem 2. However, the present study is constrained to three di erent approaches, namely the previously introduced projection approximation, a gradient based method, and a second order approach.
Extended IV-PAST -EIV-PAST
Once again the following approximation is applied:
which gives the quadratic criterion
The minimizing argument of (3.27) is given by W(t) =Ĉ z (t)Ĉ However, the main disadvantage is that this scheme leads to an increased computational complexity. The following summarizes the algorithmical steps of a recursive formulation of (3. (2 2), so it is a simple matter to invert it.
One point of view worth mentioning is that the recursive update of the inverse of the \co-variance" matrix in this case involves positive de nite matrices. The updating formulas for P(t)
do not guarantee its positive de niteness. This may lead to numerical instability. The simplest approach to handle this problem is to evaluate only the upper right (or lower left) triangular part of P(t), see (3.29j). The remaining elements of P(t) are obtained using that P(t) = P H (t),
i.e. also the computed P(t) is Hermitian. This approach does not guarantee that P(t) is positive de nite. However, in practice this simple modi cation improves the situation. This since it is known that Hermitian matrices are more robust against rounding errors. See also 10, Section 6.5] for an overview of regularization techniques, i.e. forcing P(t) to be nonsingular. From the de nition of P(t), it is clear that P(t) is more ill-conditioned than whatĈ h (t) is. This is the drawback with the computationally e cient implementation. We have not found any ways to formulate the algorithm in a factored \square root" form. However, we have not encountered any numerical problems when simulating the algorithm in MATLAB.
It may be interesting to compare the performance of an algorithm based on the above projection approximation with a \substitution" based approximation, i.e. where the covariance matrix is updated for example as in (3.15a). At every iteration, 3mnl
complex multiplications are required. The practical experience is that, at every time-instant, one iteration of (3.35c) is enough. However, the computational complexity is still too large for many real-time applications, and simulations are omitted.
A Second Order IV-PAST algorithm -2IV-PAST
In 3], a second order recursive algorithm for adaptive signal processing (and system identication) is proposed. An extension of PAST to a second order recursive PAST can be found in 1], which has the same order of computational complexity as PAST. The somewhat ad-hoc motivation of this choice is that the associated Ordinary Di erential Equation (ODE) ( 10, Section 4]) for a linear regression problem then at convergence has a real-valued double pole.
The motivation of the second order algorithm is rather ad-hoc. One way to understand the algorithm is that a time-varying ltering of the estimates delivered by the Extended IV-PAST algorithm is performed. However, the step-sizes of the second order algorithm are selected so that the underlying EIV-PAST algorithm is operated with a larger step-size than normal use would admit. The \typical" choices of step-sizes for the second order algorithm are larger than those of the EIV-PAST algorithm, see Section 4. This means that system changes more rapidly a ects the covariance estimates, and e ciently fewer samples of the \old" system is used in the present covariance estimates. Of course, the larger step-sizes also implies that the subspace estimate is more noisy. However, it appears that the additional smoothing, controlled by m , o ers a better compromise between adaptation speed and estimation accuracy of the subspace estimate. Note also the presence of terms like W(t?1)?W(t?2) in the second order algorithm.
Intuitively this term corresponds to a derivative, which also can be taken as an explanation of the faster response to changes! The estimates of the second order algorithm is to the best of our knowledge not the minimizing argument of any criterion such as (3.5). However, from practical experience we are convinced that the second order approach o ers some advantages.
For example, in Section 4 it is demonstrated that a faster response to sudden changes is achieved, without degrading the stationary performance.
Summary
In the present section several IV-based subspace tracking algorithms have been proposed. The section is concluded with a summary of the main features of the algorithms, see Table 1 . a guideline for detecting changes in the subspace dimension may be obtained. However, it is conjectured that an algorithm that provides singular value estimates, in contrast to the PAST concept, would be a more robust tool for rank adaptivity concepts.
Examples
In this section the performance of PAST, IV-PAST, EIV-PAST, and 2IV-PAST are demonstrated. The study is restricted to compare the proposed IV-algorithms with the SVD and with the Lanczos algorithm only, see Appendix B for a quick review of the Lanczos technique. In a sense, givenĈ z the truncated SVD is the best possible way to nd the subspace estimate.
It is therefore interesting to compare the SVD-based estimates with those of the proposed algorithms. All algorithms nd the frequency/DOA estimates using the ESPRIT algorithm 13].
Other approaches for nding the frequencies/DOAs may be considered. One advantage with the ESPRIT approach is that the columns of W(t) are not required to be orthonormal. The where I k denotes the k k identity matrix. However, the transient e ects are typically not shown.
Earlier it was claimed that the columns of the PAST-based subspace estimates are \nearly" orthonormal. To quantify \nearly", the following measure of deviation from orthonormality is applied W H (t)W(t) ? I n F :
Furthermore, the subspace angle is de ned as in 7, Section 12.4]. In the examples, we compute the angle between the estimated subspaces using the di erent IV-approaches, and that SVDbased subspace estimate.
Example 1 Real-valued data -frequency tracking
Consider the scalar signal z(t) = 2 X j=1 a j cos (2 f j (t) + ' j ) + e(t) The rst example focus on the tracking performance. Consider a sudden change in a frequency. In this scenario, two planar wavefronts arrive at the array. The emitter signals are zero-mean white and Gaussian with signal covariance C x = I 2 . A ULA of 12 elements is studied. The rst m = 6 sensors form a calibrated subarray, whereas the outputs of the last l = 6 sensors are used as instrumental variables. These sensors could therefore be uncalibrated. Letting y(t) denote the 12 element array output, we thus take z(t) = y 1:6 (t); (t) = y 7:12 (t) The rst example illustrates the bias-reduction o ered by an IV-based approach, see Figure   4 . In this example PAST uses the rst 6 outputs of the array, see (4.7), whereas EIV-PAST applies both z(t) and (t). Based on Figure 4 , further simulations with PAST are omitted.
Next, study . First of all, the performance of the Lanczos algorithm is clearly not very good, and this bad performance was achieved at a relatively high computational cost.
However, when k = n + 2 (see Appendix B), the performance is very similar to the performance of the SVD-based approach. Due the high complexity and the potential numerical di culties (see 4]), IVL is omitted in the following.
Furthermore, note that it is virtually impossible to separate the estimates delivered by EIV-PAST and SVD. This observation illustrates that a signi cant complexity reduction can be achieved without sacri cing accuracy. A relevant question is whether the stationary DOA accuracy of EIV-PAST is better or worse than that of the SVD. In Table 2 the estimated MSE of the DOA estimates are given. In each realization of this simulation, the last DOA estimate of a batch of 200 estimates was recorded for the MSE calculation, and 500 independent realizations were generated. In this scenario two sources at 0 and ?20 were present. The table demonstrates that the EIV-PAST estimates are indeed close to the SVD estimates. 
Conclusions
In this paper several Instrumental Variable subspace tracking algorithms are proposed. The presented algorithms are able to track time-varying subspaces in general spatial and/or temporal noise correlations. As with IV methods in general, an IV-vector that is uncorrelated with the noise must be found. Additionally, a certain rank condition must be ful lled. However, it is conjectured that these requirements are relatively mild compared with the typical assumption of spatially white noise. Thus, the IV-based subspace tracking approach is a competitive alternative for DOA and frequency tracking when the, rather restrictive, assumption of spatially white noise does not hold.
The PAST algorithm is a special case of the basic IV-PAST algorithm proposed herein. The basic IV-PAST algorithm has the same computational complexity as PAST. Furthermore, an Extended IV-PAST and a second order IV-PAST algorithm are derived. The performance of the algorithms is illustrated in a simulation study. Additionally, the Lanczos bi-diagonalization algorithm is studied in the simulations.
The conclusions are that an IV-approach improves the performance when the noise is not spatially white. The main feature of the basic IV-PAST algorithm is that it has low complexity.
On the other hand, the tracking performance is not \well-behaved", the algorithm shows a tendency to over-shoot in its response to sudden changes in the DOAs. This since the basic IV-algorithm does not perform any rank reduction of the sample cross-covariance matrix. The Extended IV-PAST algorithm requires more computations, but a more \well-behaved" response to sudden changes was achieved. The only potential problem with EIV-PAST, is that the recursive implementation makes use of a \squared matrix". From a numerical point of view, this may be a drawback since the numerical conditioning is worsened. Note also that the PAST algorithms most certainly will produce an over ow error when the input is disconnected from the processor. Thus, additional heuristic will be necessary to handle this problem in practice.
However, it is conjectured that any subspace tracking algorithm will produce chaotic estimates when the input is disconnected from the processor. Thus, additional heuristics are necessary for any recursive subspace tracking algorithm, and is not a problem speci c for PAST.
Concerning the second order algorithm, it was demonstrated that 2IV-PAST o ers a di erent trade-o between tracking and stationary performance. This is due to the fact that the updating speed of certain covariance estimates is increased. More speci cally, a fast and smooth response to step changes was observed in the simulation study.
A drawback with the PAST-based algorithms is that they have no \built-in" rank adaptivity.
However, a quantity that may be used to detect changes in the subspace dimension is given, implying an increased computational complexity. It may also be conjectured that an algorithm that focuses on estimating the singular vectors and values would be preferable for rank adaptivity issues.
Furthermore, we found no advantages in using the Lanczos bi-diagonalization algorithms.
The main drawbacks with this approach are the potential numerical problems and the relatively high complexity.
Even though all simulation results indicate convergence of the IV-based PAST algorithms, there has been no theoretical analysis performed. Hence, remaining issues for future studies of the IV-PAST approaches include rank estimation and convergence analysis. Furthermore, it would be appealing to nd a numerically more sound implementation.
As far as the authors know, competitive algorithms for updating the SVD ofĈ z do not exist. In 11], approximative updating algorithms are presented for the scenario with spatially white noise. An interesting continuation of our work would be to investigate if such an approach is applicable to the present situation.
A The 2IV-PAST Algorithm
In this appendix an algorithm that is more computationally e cient than (3.40) is given. For recent applications of these algorithms, see 4, 17, 21] . This section brie y describes how the Lanczos algorithms can be used to reduce the complexity of nding the signal subspace of C z (t). In 4], the Lanczos algorithms are proposed as a kind of reference methods for subspace tracking. The performance is often good, but the complexity is in some applications too high.
Assume that we are givenĈ z (t) and n, the signal subspace dimension. The Bi-Lanczos involved SVD is O(n 3 ), which often constitutes a signi cant reduction compared with taking the SVD ofĈ z (t). The overall complexity of nding the Lanczos-estimate of the signal subspace is O(mln).
Under certain conditions there may be a loss of orthogonality among the Lanczos vectors.
In 4], several solutions to this problem are proposed, including block bi-diagonalization using rank-revealing QR factorization. Note, there will de nitely be problems if the initial vector x 1 is chosen such that it is co-linear with any of the n dominating left singular vectors ofĈ z (t).
Loosely speaking, the initial vector must excite the signal subspace good enough. For a random initial vector this will be ful lled with probability one. In the simulations in Section 4, the initial vector is randomly chosen, and no special precautions are taken.
