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ОПТИМАЛЬНЫЙ ПРИЕМ МНОГОПОЗИЦИОННЫХ СИГНАЛОВ С МАРКОВСКИМ 
ИНФОРМАЦИОННЫМ ПАРАМЕТРОМ 
 
Определено оптимальное правило выделения дискретного марковского информационного параметра 
сигналов из смеси кодированных M-ичных сигналов и аддитивного стационарного шума. Разработана про-
цедура асимптотически оптимального приема в целом многопозиционных сигналов с марковским свой-
ством. Процедура базируется на учете статистической зависимости значений  информационного параметра 
соседних элементов сложных кодированных сигналов. 
 
The rule for determining the discrete Markov information parameter M-ary signal is determined. Optimal re-
ceiving M-ary signals with the Markov property is developed. Receiving is based on the statistical dependence of 
the values of the information parameter the neighboring elements coded signals. 
 
Введение 
 
Для увеличения удельной скорости в систе-
мах передачи данных применяют многопозици-
онные (M-ичные) сигналы, т.е. сигналы, имею-
щие более двух возможных состояний одного 
или нескольких представляющих параметров. 
Известно [1—3], что системы передачи с орто-
гональными M-ичными сигналами более эф-
фективно используют пропускную способность 
канала связи, а при M   становятся опти-
мальными по Шеннону. Переход от двоичной 
модуляции к M-ичной без изменения межкон-
цевой скорости передачи информации позволя-
ет в 2log M  раз увеличить длительность эле-
мента сигнала, что снижает влияние межсим-
вольных искажений [4] и в 2log M  раз увеличи-
вает отношение сигнал-шум [5, 6]. Этим обес-
печивается более высокая помехоустойчивость 
M-ичной модуляции по сравнению с двоичной 
или выигрыш по мощности при сохранении 
заданной верности передачи, что создало пред-
посылки для широкого использования систем 
передачи данных с многопозиционными сигна-
лами и кодами. 
При помехоустойчивом кодировании пере-
даваемых данных в кодовых последовательно-
стях может устанавливаться статистическая 
зависимость между соседними символами. 
Примером такого кодирования является пред-
ложенный в [7] многопозиционный код на ос-
нове перекрывающихся кодовых комбинаций. 
Когда между значениями параметра элемен-
тов сигнала имеется статистическая связь, то 
разработку методов оптимального приема та-
ких сигналов целесообразно производить с уче-
том этой априорно известной статистической 
зависимости [8, 9]. Эта задача должна решаться 
на фоне более общей задачи – разработки и ис-
следования методов и средств обработки в це-
лом марковских многопозиционных сигнально-
кодовых конструкций. Решению этой задачи и 
посвящена данная статья. 
Одной из наиболее действенных мер по по-
вышению верности передачи данных по кана-
лам связи низкого качества с высоким уровнем 
помех является применение сложных сигналов 
с избыточностью и осуществление приема в 
целом [3, 10, 11], где в частности показано, что 
прием в целом по параметрам помехоустойчи-
вости значительно превосходит поэлементный 
прием и является асимптотически оптималь-
ным. Прием в целом марковских сигналов име-
ет ряд особенностей [8, 9], обусловленных це-
лесообразностью учета статистической взаимо-
связи соседних элементов, априорно известной 
на приемной стороне. В [12-14] определены 
решающие правила и синтезированы оптималь-
ные приемники в целом статистически зависи-
мых ФМ сигналов. В [8, 9] рассмоткодирован-
ных сигналов. Однако, в общем виде задача 
приема в целом марковских многопозиционных 
сигналов остается нерешенной. В статье эта 
задача решается на примере приема многоча-
стотных сигналов. 
 
Определение оптимального правила  
выделения дискретного марковского  
параметра 
 
Для синтеза устройств, осуществляющих об-
работку статистически зависимых сигналов и 
оценку дискретного марковского параметра, 
необходимо прежде всего определить опти-
мальное правило принятия решения. Имеются 
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ставшие классическими работы [12-17], в кото-
рых на основе теории марковских процессов 
решается задача фильтрации дискретно-
непрерывных сигналов на фоне различного ви-
да помех. При этом, как правило, авторы огра-
ничиваются рассмотрением случая, когда M=2, 
а для произвольного M>2 задача остается не-
решенной. 
Традиционно в многопозиционных системах 
передачи данных исходная бинарная последо-
вательность передаваемой информации { }lc , 
0,1lc  , 1,2,...l  , символы в которой статисти-
чески независимы и равновероятны, преобразо-
вывается в последовательность M-ичных сим-
волов { }ka , 1,2,...k  , со значениями из множе-
ства { , 0, 1}iA i M     символов сигнального 
алфавита. В данной статье рассматривается 
случай, когда вследствие многопозиционного 
кодирования последовательность { }ka  приобре-
тает марковское свойство, т.е. между значения-
ми смежных символов в последовательности 
{ }ka  устанавливается статистическая зависи-
мость. 
Предположим, что сопоставление каждому 
символу ka  из последовательности { }ka  еди-
ничного элемента ( ) ( , , ( ))k is t s t t  , 1k kt t t    
сложного составного сигнала происходит таким 
образом, что индекс i значения Ai символа ak 
соответствует номеру i позиции 
{ , 0, 1}i i i M      представляющего пара-
метра k  сигнала на k-м значащем интервале. 
Остальные параметры ( )t  сигнала считаются 
детерминированными и независимыми от зна-
чения символа ak. При таком сопоставлении 
последовательность { }k   значений инфор-
мационного параметра сигнала, определяемых 
значениями символов марковской цепи { }ka , 
также будет цепью Маркова. 
Если параметры цепи не зависят от k, она 
называется однородной [18] и полностью опи-
сывается вектор-строкой   вероятностей 
начального состояния, состоящей из M элемен-
тов 
ip  , (1) 
где , 0, 1ip i M   определяет вероятность по-
явления символа со значением Ai в начальном 
состоянии, и матрицей Pp вероятностей перехо-
да размерности M M  
p ijP p , (2) 
где pij, , 0, 1i j M   – вероятность перехода из 
состояния Ai в состояние Aj за один шаг. 
В данном случае pij связывает пару символов 
Ai и Aj из алфавита   и определяет вероятность 
того, что непосредственно за символом со зна-
чением Ai в последовательности { }ka  следует 
символ со значением Aj. 
Рассматривая кодовые последовательности 
M-ичных символов { }ka , 1,2,...k  , как реали-
зации марковского процесса, на основании 
свойств цепей Маркова [19, 20] априорную ве-
роятность появления произвольной кодовой 
комбинации ...i j r i rA A A A A  можно определить 
следующим образом: 
 { ... } ...i j r i r i ij jr irp A A A A A p p p p . (3) 
Известно [19], что ,i j -й элемент 
ijp
  матри-
цы 
pP
 , полученной возведением матрицы пере-
ходных вероятностей Pp в степень  , 
1,2,...,   будет определять вероятность того, 
что 
k ja A   при k ja A  и произвольном k. 
Если вероятность того, что 
k ja A  на k-м зна-
чащем интервале равна 
,i kp , то  
 
,{ }k j k i i k ijp a A a A p p

    . (4) 
При 
, 1i kp   начальная вектор-строка состоя-
ния 
,i k , определяемая на k-м значащем интер-
вале, будет содержать элемент, равный едини-
це, в i-м столбце и все остальные элементы, 
равные нулю 
,
0 1 ... ... 1
0 0 ... 1 ... 0i k
i i M 
 
, (5) 
Тогда  
 { }k j k i ijp a A a A p

    . (6) 
Из теории матриц известно, что умножение 
матрицы-строки 
,i k  вида (5) на матрицу pP
  
дает матрицу-строку ( )pP i
  
 
,( )p i k pP i P
  , (7) 
являющуюся i-й строкой матрицы 
pP
  
0 1 ( 2) ( 1)
0 1 ... 2 1
( ) ...p i i i M i M
j M M
P i p p p p     
  

. (8) 
В матрице ( )pP i
  j-й столбец определяет 
априорную вероятность того, что в последова-
тельности { }ka  символ со значением Aj распо-
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лагается на  -й позиции после символа со зна-
чением Ai. 
Для оценки степени статистической зависи-
мости значений M-ичных символов в кодовых 
последовательностях предлагается использо-
вать коэффициент Kсз, значения которого изме-
няются на отрезке [0,1] и определяются по мат-
рице Pp следующим образом: 
1
1 2
( 1)
0 0
1
i
i
H
M MH
сз ij i j
i ji
M
К p p
H MM

 

 
 
  
 
  , (9) 
где Hi – количество ненулевых элементов в i-й 
строке матрицы Pp. 
Коэффициент Kсз равен нулю, когда значе-
ния символов в последовательности { }ka  стати-
стически независимы и равновероятны, и равен 
единице, когда значения M-ичных символов в 
последовательности { }ka  полностью детерми-
нированы. 
Предположим, что на вход приемника из ка-
нала связи поступает аддитивная смесь полез-
ного сигнала и белого гауссовского шума 
 ( ) ( , , ( )) ( )t S t t n t    , (10) 
причем характеристики шума считаются из-
вестными  
 [ ( )] 0M n t  , (11) 
 1 2 0 2 1
1
[ ( ) ( )] ( )
2
M n t n t N t t  , (12) 
где N0 — односторонняя спектральная плот-
ность шума; ( )  – дельта-функция. 
Значения дискретного информационного па-
раметра { }k   на фиксированных интерва-
лах представляют собой конечную цепь Марко-
ва, которая полностью описывается выражени-
ями (1) и (2), а непрерывный параметр ( )t  
может быть аппроксимирован многокомпо-
нентным диффузионным процессом Маркова 
[21, 22]. При этом предполагается взаимная 
независимость случайных процессов   и ( )t . 
В таком случае при оптимальном приеме 
сигналов ставится задача определения алгорит-
ма выделения дискретного информационного 
параметра   по наблюдению реализации слу-
чайного процесса ( )t . При оптимальной нели-
нейной фильтрации дискретно-непрерывных 
процессов осуществляется решение двух задач, 
каждая из которых представляет особый инте-
рес и может решаться вполне самостоятельно – 
определение алгоритмов и схем фильтрации 
непрерывных параметров и построение реша-
ющей схемы для оптимального определения 
оценки дискретного информационного пара-
метра. 
При поэлементном приеме в конце каждого 
значащего интервала времени 
1 0 0[ , ] [ , ( 1) ]k kt t t kT t k T         на основа-
нии анализа реализации случайного процесса 
1
0 0 1
{ ( ), [ , ]}k
t
t rt t t t
        выносится решение 
k i    из множества решений  , 
{ , 0, 1}i i M    . Каждый элемент k   пред-
ставляет собой оценку i  значения информа-
ционного параметра k i   элемента сложного 
сигнала, переданного на k-м значащем интерва-
ле. Пространство   изменений реализаций 
случайного процесса ( )t  разбивается на M 
непересекающихся областей i  , 
0, 1i M   [8]. Тогда детерминированное пра-
вило принятия решения ˆ( )   устанавливает 
соответствие между решениями i  и областя-
ми i  так, что 0
ˆ ( )ktk t i
    . Такая запись озна-
чает принятие решения i  на k-м значащем 
интервале, если 
0
kt
t i
   . При этом задача сво-
дится к разбиению пространства   на области 
i , 0, 1i M   оптимальным образом и опре-
деления принадлежности 
0
kt
t
   одной из обла-
стей [8]. Эта задача многоальтернативного ре-
шения [16] в ее математической постановке 
адекватна задачам, решаемым в теории распо-
знавания образов [23]. 
Определим формулировку задачи при прие-
ме в целом сложных кодированных статистиче-
ски зависимых многопозиционных сигналов. 
Предположим, что многопозиционный код 
порождает N кодовых комбинаций (кодовых 
векторов) 
1( ,..., )i iuA A A  , ,A   1, N  , 
ikA  , 0, 1i M  , 1,k u  длиной u M-ичных 
символов, и каждый M-ичный символ передает-
ся по каналу связи единичным элементом мно-
гопозиционного сигнала отдельной позиции 
представляющего параметра. Здесь   обозна-
чает множество всех разрешенных кодовых 
комбинаций. Без потери общности будем счи-
тать, что номер значащей позиции i  параметра 
k  элемента сигнала, передаваемого на k-м 
значащем интервале, равен значению символа 
ikA , расположенного на k-й позиции в векторе 
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A . Кодовой комбинации A  будет соответ-
ствовать сложный сигнал ( )S t . Тогда, при 
приеме в целом ставится задача: по наблюде-
нию реализации случайного процесса ( )t  вида 
(10) определить, какой из N сложных сигналов 
( )S t , 1, N   и соответствующая ему кодовая 
комбинация A , 1, N   были переданы. По-
ставленная задача адекватна задаче различения 
N сигналов оптимальным образом. В этом слу-
чае в конце u-го значащего интервала, после 
получения всего сложного кодированного сиг-
нала на основании наблюдения реализации 
0
ut
t
   случайного процесса ( )t  выносится ре-
шение 
0
ˆ ˆ( ) ( )uttd d A


    о переданной кодовой 
комбинации. 
В теории статистических решений для син-
теза правил различения сигналов и оценки их 
параметров основным является байесовский 
метод [24]. Поиск оптимального байесовского 
решения [25], т.е. решения, минимизирующего 
средний риск R [26], заключается в определе-
нии решающего правила *( )d  , для которого 
значение среднего риска будет наименьшим по 
отношению к каким-либо другим правилам вы-
бора решений 
 *
ˆ ( )
ˆ( ( )) min ( ( )).
d
R d R d

   (13) 
Средний риск Ru в конце u-го значащего ин-
тервала после приема всего сложного кодиро-
ванного сигнала определяется как среднее зна-
чение потерь для всех возможных кодовых 
комбинаций
0
0
ˆ ˆ( ( )) ( ) ,u
N
t
u t uR d p d A r

 

 

   (14) 
где ( )p d A  — априорная вероятность того, 
что d A , ur  — условный риск [26]. 
Значение ur  условного риска решения 
dˆ A  в конце u-го значащего интервала с уче-
том статистической независимости   и ( )t  
определяется следующим образом: 
0
0
1
1
1
ˆ ˆ( ) { }
ˆ( ) { }
ˆ( ) { } ,
u
u
N
u
N
t
t
N
t
t
r d A d A p d A d A
d A d A p d A
d A d A d A d

    


   


  


  




 
      
      
    


 
 (15) 
где ˆ( )d A d A     – функция потерь [25], 
т.е. «плата» за решение dˆ A  при фактиче-
ской передаче комбинации A , что обозначено 
как d A , причем A A  , , 1, N   ; 
ˆ{ }p d A d A    – апостериорная вероятность 
принятия решения dˆ A , если в действитель-
ности передавалась комбинация A ; 
0
{ }u
t
t d A

 
   – апостериорная плотность ве-
роятности реализации процесса 
0
ut
t
   при усло-
вии d A . 
Средний риск в конце u-го значащего интервала 
можно представить как потери, усредненные по 
N возможным кодовым комбинациям и по про-
странству   наблюдений [23] 
0 0
0
1 1
, 1
ˆ ˆ( ( )) ( ) ( ) { }
ˆ( ) ( ) { } .
u u
u
N N
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  

 (16) 
Используя формулу Байеса для условных 
плотностей вероятностей [26], определим апо-
стериорную вероятность dˆ A , если наблю-
дается реализация 
0
ut
t
 
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(17) 
Откуда, учитывая, что dˆ A  соответствует
d A , получим 
 
0 0 0
ˆ( ) ( ) ( ) ( ).u u ut t tt t tp d A d A p d A
  
      
       (18) 
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Подставив (18) в (16) и получим 
0 0 0
1
ˆ ˆ( ( )) ( ( )) ( ) ,u u u
N
t t t
u t u t tR d R d d
  


      

   (19) 
где  
0 0
1
ˆ ˆ( ( )) ( ) ( )u u
N
t t
u t tR d d A d A p d A
 
   

  

      (20) 
 
– апостериорный риск [25] для решения dˆ A  
В [25] показано, что оптимальное байесов-
ское решение *( )d   можно найти путем мини-
мизации апостериорного риска (20). Там же 
доказано, что оптимальное правило *( )d  , ми-
нимизирующее апостериорный риск, заключа-
ется в принятии в конце u-го интервала реше-
ния dˆ A , если выполняется следующее нера-
венство 
 
0 0
ˆ ˆ( ( )) ( ( ))u kt tu t u tR d R d
 
  
  , (21) 
т.е.  
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

 (22) 
для всех 0, N  ,   . 
Для простой функции потерь 
 ˆ( ) 1d A d A       , (23) 
где   – символ Кронекера, первая цифра   
подстрочного индекса которого обозначает вы-
бранную гипотезу A , а вторая   – истинную 
гипотезу A , неравенство (22) примет вид 
 
0 0
0 0
ˆ ˆ( ) ( )u u
N N
t t
t tp d A p d A
 
 
 
   
  
 
 
     (24) 
для всех 0, N  ,   . 
Поскольку 
 
0 0
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ˆ ˆ( ) 1 ( )u u
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t t
t tp d A p d A
 
 

 
  


    , (25) 
то подставляя последнее в (24), получим сле-
дующее неравенство 
 
0 0
ˆ ˆ1 ( ) 1 ( )u ut tt tp d A p d A
 
  
      , (26) 
откуда 
 
0 0
ˆ ˆ( ) ( )u ut tt tp d A p d A
 
  
     (27) 
для всех 0, N  ,   . 
Неравенство (27) определяет правило, по ко-
торому принимается решение в конце u-го зна-
чащего интервала при оптимальном приеме в 
целом кодированных M-ичных сигналов с мар-
ковским свойством. Таким образом, в конце u-
го значащего интервала времени выносится 
решение dˆ A  в пользу той кодовой комби-
нации, для которой апостериорная вероятность 
при наблюдении реализации 
0
ut
t
   имеет мак-
симальную величину, т.е. 
 
0
*( )u
t
td A


  , (28) 
если 
0 0
ˆ ˆ( ) max{ ( )},u ut tt tp d A p d A
 
 

      (29) 
0, N  . 
Выражение (29) представляет собой обоб-
щенное правило оптимального приема сигналов 
с марковским информационным параметром. 
 
Прием в целом многочастотных марковских 
сигналов 
 
Предположим, что система передачи данных 
использует сложные кодированные сигналы, 
единичный элемент которых описывается сле-
дующим образом: 
 0 ˆ( ) cos(2 )k is t U f t   , (30) 
где U0, ˆ , fi — соответственно амплитуда, фаза 
и частота элемента сигнала. 
Задача приема в целом кодового вектора A , 
1, N   сводится к задаче различения N много-
частотных сигналов оптимальным образом. 
При различении N сложных многопозиционных 
сигналов по максимуму апостериорной вероят-
ности в соответствии с правилом (29) считает-
ся, что в реализации случайного процесса ( )t  
присутствует сигнал, соответствующий той 
комбинации A , 1, N  , для которой апосте-
риорная вероятность 
0
ˆ( )uttp d A

 
  имеет 
максимальное значение, т.е. 
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Для определения апостериорной вероятности 
кодового вектора A  распишем 0
ˆ( )uttp d A

 
  
по формуле Байеса [26]  
 
0 0
ˆ( ) ( ) ( )u ut tt н tp d A k p d A d A
 
    
     , (32) 
где ( )p d A  – априорная вероятность переда-
чи кодовой комбинации A ; 0( )
ut
t d A

 
   – 
условная плотность вероятности случайного 
процесса ( )t  при передаче сложного сигнала 
( )S t ; kн – нормирующий коэффициент, опре-
деляемый следующим образом: 
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Плотность вероятности 
0
( )u
t
t d A

 
   при 
непрерывной обработке сигнала называется 
функционалом правдоподобия ( )L A  [25, 12] 
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  . (34) 
При обработке аддитивной смеси сигнала и 
шума вида (11), (12) ( )L A  в соответствии с 
[13] определяется следующим образом: 
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(35) 
 
  
где 
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0 0
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ut
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E
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N N
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

   , 
0
ˆ ( )
ut
t
E S t dt

 

   – энергия сложного сигнала 
( ).S t  
В дальнейшем будем считать, что ˆ ˆE E   и 
не зависит от  . Величина 
0
2
0
1
exp( ( ) )
ut
t
t dt
N



   
не зависит от информационных параметров 
сигнала и поэтому включена в постоянный 
множитель. 
Представим сложный многочастотный сиг-
нал ( )S t  в виде последовательности единич-
ных элементов 
 
1 0 1
1 1
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 
 (36) 
где ( )kS t , 1,k u  – элемент сигнала, соответ-
ствующий M-ичному символу, расположенному 
на k-й позиции в комбинации A  
При идеальной синхронизации и отсутствии 
межсимвольной интерференции в канале связи, 
интеграл в (36) можно разделить на сумму ин-
тегралов по отдельным значащим интервалам 
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где 
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k
t
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t
L A t S t dt
N
 

   – функцио-
нал правдоподобия, определяемый на k-й вре-
менной позиции для комбинации A . 
Для элементов сложного сигнала вида (30) с 
равномерным распределением фазы на интер-
вале [ , ]   (обычное предположение) после 
подставки (37) в (32) и ряда преобразований, 
описанных в [8], получим  
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u
t
t k
k
p d A k p d A I Y

 


    , (38) 
где 2 1нk k k , ( )I   – модифицированная функ-
ция Бесселя нулевого порядка, kY  – огибаю-
щая сигнала на выходе согласованного фильтра 
в момент времени kt t , резонансная частота 
которого равна частоте элемента ( )kS t  сигна-
ла, соответствующего М-ичному символу, рас-
положенному на k-й позиции в кодовой комби-
нации A . 
Априорную вероятность ( )p d A  для про-
извольной комбинации A , 1, N   в соответ-
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ствии с (3) можно определить следующим об-
разом: 
 1 ( 1)
2
( ) ( ) ( )
u
k k
k
p d A p A p A A   

   , (39) 
где 1( )p A  – вероятность того, что будет пере-
дан начальный символ 1A   кодового векто-
ра A ; ( 1)( )k kp A A   – вероятность перехода 
значения M-ичного символа 
( 1)kA  , располо-
женного на (k-1)-й позиции в кодовой комбина-
ции A , в значение символа kA , расположен-
ного на k-й позиции. 
Подставив (39) в (38) получим 
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Коэффициент k2 может быть определен из 
условия нормировки 
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Для определения апостериорных вероятно-
стей всех кодовых комбинаций по формуле (41) 
необходимо выполнить 2uN операций умноже-
ния и операцию нормирования. Учитывая, что 
операция суммирования проще реализуема, чем 
операция умножения, а функция 
0
ˆ( )uttp d A
   
неотрицательна, то, прологарифмировав обе 
части выражения (41), получим 
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В этом случае правило принятия решения 
(32) будет иметь следующий вид 
 
0
1 ˆmax (ln ( ))uttA p d A

 


    , (44) 
и устройство, реализующее прием в целом 
сложных многопозиционных частотно модули-
рованных сигналов, обладающих марковским 
свойством, должно содержать M подканалов, в 
каждом из которых имеются последовательно 
соединенные согласованный фильтр, настроен-
ный на отдельную позицию частоты, детектор 
огибающей, функциональный преобразователь, 
реализующий преобразование 0ln ( )I Y , и вы-
числительно устройство. В последнем для 
определения переданной кодовой комбинации 
необходимо выполнить 2uN операций сумми-
рования и N операций сравнения для выполне-
ния нормировки. 
Отличительной особенностью разработанной 
процедуры приема в целом комбинаций стати-
стически зависимых символов от традицион-
ных процедур является то, что предлагаемая 
процедура основывается на учете марковского 
свойства кодовых комбинаций. При этом, 
например, для кода, предложенного в [7], отпа-
дает необходимость хранения в приемном 
устройстве всех возможных кодовых комбина-
ций, а алгоритм приема отличается меньшим 
количеством вычислений, необходимых при 
практической реализации, по сравнению с ал-
горитмами, не учитывающими марковское 
свойство комбинаций M-ичных символов. 
Таким образом, если многопозиционные ко-
ды формируют кодовые комбинации, облада-
ющие марковским свойством, то для них можно 
создать достаточно простые алгоритмы приема 
в целом по максиму апостериорной вероятно-
сти, не требующие значительных вычислитель-
ных затрат. При этом в результате использова-
ния вычислительных процедур приемлемой для 
практической реализации сложности достигает-
ся максимум достоверности информационного 
обмена. 
 
Выводы 
 
Определено оптимальное правило выделения 
дискретного марковского информационного 
параметра сигналов из смеси кодированных 
сигналов и аддитивного стационарного шума, 
которое целесообразно использовать при синте-
зе средств, осуществляющих оптимальный при-
ем M-ичных сигналов. 
Разработана процедура асимптотически оп-
тимального приема в целом марковских много-
позиционных сигналов. Процедура базируется 
на учете марковского свойства информацион-
ного параметра сложных кодированных сигна-
лов, что позволяет на ее основе синтезировать 
алгоритмы, отличающиеся незначительными 
вычислительными затратами. 
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