We focus on the routing and wavelength assignment (RWA) problem in intelligent and transparent optical networks operating under no wavelength conversion constraint for end-to-end connections in distributed environments. We propose and demonstrate what we believe to be a novel wavelength assignment algorithm based on hop counts and relative capacity loss, called modified distributed relative capacity loss (MDRCL). It consists of grouping end-to-end routes with the same number of hops in MDRCL tables. Unlike the distributed relative capacity loss (DRCL) algorithm, MDRCL offers a new strategy for wavelength assignment, including the destination node in its analysis and assuming one, more than one, or even all potential routes from source node to destination nodes combined by the same number of hops in its tables. We present simulation results of dynamic traffic in a hypothetical meshed network in terms of blocking probabilities as a function of network load. We show that our MDRCL algorithm outperforms the traditional wavelength assignment algorithms.
Introduction
Dense wavelength division multiplexing, used in conjunction with wavelength routing, is a promising mechanism for information transport in intelligent and transparent optical networks (ITONs) [1] [2] [3] . Recently, automatically switched optical networks (ASONs) [4, 5] seem strong candidates for future transport technology in ITONs. ASONs show some advantages [6] , such as (1) on-demand bandwidth provision, (2) a distributed control mechanism, (3) dynamic setup of optical connections (i.e., permanent, soft, and switched connections), (4) packet and optical layer interconnection through GMPLS, and (5) a restoration mechanism. Those advantages allow one to conclude that an ASON is a fast, efficient, and dynamic optical network, and it is a feasible solution for such networks, which are meshed and require optical high-level quality of services (optQoS).
In our analysis we assume that the ITON is a circuit-switched network and that it is necessary only to process and switch the virtual optical channels on each optical crossconnect (OXC), whereas in packet-switched ITONs the processing time of optical packet overheads would be added.
We also assume that there is no wavelength conversion in that ITON due to the cost of wavelength converters (transponders), which is still high and significant for the financial network budget. Those transponders are bit-rate, protocol, and format dependent and their costs increase proportionally to these parameters. Furthermore, the estimated Internet traffic volume and enterprise network demands for the next ten years may be supported by the sets of wavelengths in the C, L, and S bands. Therefore we consider the ITON under a wavelength-continuity constraint rather than a wavelength-conversion ITON.
In addition, each ITON network element, or OXC, knows the network topology and the network state, but the connection request matrix is unknown. Boundary conditions approach reality when the connection request arrivals are random and the ITON can use its functions to discover the topology and network state automatically.
The procedure of connection establishment can be understood as follows: a client network, e.g., client A, generates a request for a connection from itself to client B and sends the request to the edge source WDM node(s) via a user-network interface (UNI). ITON signaling and connection-oriented routing protocols, which are located in the ITON control plane, find a virtual path among the OXCs via a network-network interface (NNI) to connect A to an edge destination node (d) that in turn is connected to client B. That virtual path consists of a route and an available wavelength that satisfy the required parameters of the connection request (e.g., duration of calling, bit rate, QoS, etc.). Once the virtual path is defined, the ITON control plane sets up the connection by configuring every OXC along that virtual path to establish an end-to-end connection (e.g., a permanent connection). When the ITON control plane sets up the connection by configuring only the edge source node as a result of a management request (e.g., soft or permanent) or a client network request (e.g., a switched connection), then that edge source node will be able to configure other OXCs rescued by signaling and connection-oriented routing protocols to establish a virtual path reaching the edge destination node. In all cases mentioned above, once the connection is established the available wavelength of the virtual path is assigned to transport the client traffic via an optical WDM channel, called a "lightpath." When the virtual path cannot be found to establish an end-to-end connection because there is no available wavelength, the connection request is blocked.
Thus, it is important to achieve high performance in the ITON, reducing the calling blocking probabilities and avoiding, if possible, high complexity in implementation. Given a limited set of wavelengths on each optical link and a wavelength-continuity constraint, the RWA problem could be formulated as NP-complete [7] . The solution of that RWA problem could be found with difficulty. However, that RWA problem could be reduced to two major subproblems, routing and wavelength assignment (WA), and each subproblem could be solved separately. In regard to the WA subproblem, the WA heuristic algorithms would reach some excellent results.
In this paper we propose and demonstrate a novel WA algorithm, called "modified distributed relative capacity loss" (MDRCL), with a new strategy based on hop counts and relative capacity loss. Unlike the DRCL algorithm, MDRCL may consider all potential paths from source s to d, grouping them in the same hop-based MDRCL table. This new strategy allows us to refine the analysis of relative capacity loss, comparing paths with the same number of hops. We assume circuit-switched bidirectional connections and the wavelength-continuity constraint in our hypothetical meshed optical networks.
We present simulation results of dynamic traffic in terms of blocking probability as a function of network load. We show that our algorithm outperforms the traditional WA heuristic algorithms. We also show the results of the proposed WA algorithm in terms of blocking probability as a function of percentage of potential routes and how it could affect network performance. This paper is organized as follows: Section 2 presents a brief description of some traditional WA algorithms, such as first fit (FF), relative capacity loss (RCL), and DRCL; Section 3 discusses the MDRCL WA algorithm proposed; Section 4 shows the computational complexity analysis of some WA algorithms, including MDRCL; in Section 5 we compare the performance of all the WA algorithms discussed in this paper; and, finally, Section 6 concludes the paper.
Traditional Wavelength Assignment Algorithm Descriptions
In this section we examine some traditional WA algorithms such as FF, RCL [8] , and DRCL [9] . The FF algorithm enumerates all wavelengths from a given set in a list and assigns the first available indexed wavelength. This scheme requires no global information. The RCL algorithm is based on MAX-SUM [10] , and it requires global information such as the traffic matrix and the network state and topology.
Let ψ be a network state that specifies the existing lightpaths (routes and wavelength assignments) in the network. The link capacity on link l and wavelength j in state ψ, r (ψ, l, j), is defined as the number of fibers on which wavelength j is unused on link l in Eq. (1), as follows:
where M l is the number of fibers on link l and D (ψ) is the number of assigned fibers on link l and wavelength j in the state ψ. The path capacity r (ψ, p, j) on wavelength j is the number of fibers on which wavelength j is available on the most congested link along the path,
The path capacity of p in state ψ, R (ψ, p), is the sum of path capacities on all wavelengths,
MAX-SUM [10] chooses wavelength j to minimize the total capacity loss (TCL), which can be computed as
where ψ ( j) is the next state of the network if wavelength j is assigned to the connection and r (ψ ( j) , p, j) is the path capacity after wavelength j is assigned in the state ψ ( j).
On the other hand, the RCL algorithm [8] chooses wavelength j to minimize the relative capacity loss, which can be computed as
The strategy of the RCL algorithm is to determine the total relative capacity loss [i.e., the sum of relative capacity loss (TRCL)] for all connection requests in a single RCL table, for a known traffic matrix, and to minimize TRCL. Having to know the connection request matrix makes implementing the RCL algorithm difficult and expensive in a distributed environment [9] . In this paper the term "distributed" for optical networks means the possibility of analyzing the effect of an assigned wavelength on the chosen path for that current connection request, among the alternative paths for the future connection requests, in order to balance the load on the network as in Ref. [9] . Therefore knowledge of the network state is required. The DRCL algorithm is based on the RCL algorithm, but the connection request matrix is unknown. The DRCL algorithm depends strongly on a routing table, which is implemented by using the Bellman-Ford algorithm. In that table there is a preselected routing for each possible connection request in an (s, d) node pair. Given a connection request from s to d and a routing table, the DRCL algorithm considers all paths from s to every other node in the network, excluding d. In summary, the DRCL algorithm does not consider the destination node of the arriving connection request (d), and the DRCL algorithm computes all possible paths independently of the number of nodes. That computing could be hard work when there are many nodes in the network [9] . Furthermore, the DRCL algorithm includes all selected nodes in the same DRCL table in order to find the wavelength that minimizes TRCL. The DRCL algorithm performs well in distributed environments.
Modified Distributed Relative Capacity Loss Algorithm Description
The MDRCL algorithm is based on relative capacity loss and hop counts and is implemented for single-fiber networks; however, it can be extended to multifiber networks easily. We assume that each OXC knows the network state and topology but that the traffic matrix (set of connection requests) is unknown. The block diagram of our proposed WA algorithm, called modified distributed relative capacity loss (MDRCL), is shown in Fig. 1 . For a given connection request from source node (s) to destination node (d), consider a set of all potential routes, called Θ or Θ all , and a subset of an amount K of potential routes, called Λ, such that Λ ⊂ Θ. In addition, assume that all potential routes M are in Θ and that K potential routes are chosen to fill Λ, we annotate this subset Λ as Λ (K/M)% ; in other words, the index of Λ represents the percentage of selected potential routes over all routes in the (s, d) node pair. The subset Λ can be taken through an AR that calculates and selects K potential routes from Θ. The AR depends on the network state, and its adaptive routing strategy is based on the cost metric to determine the route from a source node to a destination node, dynamically, similar to Ref. [9] . A dynamic routing algorithm, called hybrid fixed-path least-congestion-k (HFPLC-k), is described in Ref. [11] , and it is an example of a routing algorithm in which k shortest-routes from the (s, d) node pair are calculated. It is based on Yen's k-shortest-paths algorithm [12] , and the main idea with the HFPLC-k algorithm is to use the k most congested links on each candidate route to find the best route when a request arrives. Instead of using the first k links on each route, like FPLC-k [13] , using the k most congested links ensures that the most congested route will be avoided. Those K potential routes from Λ could be saved in a dynamic pointer matrix on the adaptive routing program or an rw file at OXC. The MDRCL algorithm could receive either routes from Λ or even all routes from Θ for each given (s, d) connection request. In the first case, the MDRCL algorithm receives the routes from Λ, by reading that rw file or accessing the content of that dynamic pointer matrix on the adaptive routing program. Alternatively, the AR could build a routing table as described in Ref. [9] and supply it to the MDRCL algorithm. In the second case, the MDRCL algorithm could obtain all routes through knowledge of the network topology, and, consequently, the MDRCL algorithm would need no AR. The MDRCL algorithm is essentially a WA algorithm; however, we implement a small routine in the MDRCL algorithm to obtain all routes for a given network topology in case there is no underlying the AR. In summary, the MDRCL algorithm is flexible for both cases, and the network operator could configure it to work in conjunction with an AR or alone (in this case, a small routine is set up to create the Θ all that supplies the MDRCL), and that network operator's decision would depend on the number of nodes and the network topology. This flexibility of the MDRCL algorithm is very interesting, and simulation results show an improved network performance for the MDRCL algorithm for both cases. Let the potential routes from Λ be supplied and combined, by the criteria of the same number of hops, in MDRCL tables. Each MDRCL table contains one or more routings with the same number of hops independently whether there is or is not an available wavelength to assign for the given connection request. In each hop-based MDRCL table the proposed WA algorithm calculates the RCL and TRCL for each wavelength. If there is no available wavelength (i.e., if RCL = 0 for each wavelength), the connection request is blocked. On the other hand, if there is a set of available wavelengths, the MDRCL algorithm will select the wavelength that minimizes the TRCL on each hop-based MDRCL table. Assuming that there are two or more routings for that selected wavelength in the hop-based MDRCL table, the proposed WA algorithm selects the routing that produces the minimum relative capacity loss.
When there is a draw for minimum total relative capacities through calculation of two or more wavelengths on different hop-based MDRCL tables, the MDRCL algorithm will select the wavelength from a minimum-hop-number MDRCL table. The MDRCL algorithm is implemented in 150 C++ code lines. The blocking probability is obtained from a simulation of a set of bidirectional calling requests (5 × 10 5 calls). We use a Poisson distribution for call arrivals and for call holding time. The source-destination node pair for each call follows a uniform distribution.
For comparison we also determine the performance of some traditional WA heuristic algorithms such as FF, RCL, and DRCL for some fixed and adaptive routing algorithms. The MDRCL algorithm is easy to implement in realistic networks because it requires the topology but not the traffic matrix.
The MDRCL and RCL algorithms are different, although both use the common concept of RCL. In other words, the MDRCL and RCL algorithms determine the RCL and TRCL along the paths from the source node of an arriving connection request (s) to the destination node of the arriving connection request (d). However, for a given (s, d) connection request, MDRCL groups each potential path from s to d with those of an equal number of hops in the same MDRCL table, whereas RCL considers all connection requests and groups all paths from those connection requests in the same RCL table. The MDRCL algorithm does not know the connection request matrix. The percentage of routes is given from an AR or, depending on the number of nodes in the network, all routes could be considered. We understand that two or more paths can be compared in terms of relative capacity loss when they have the same number of hops because (1) routes with a large number of hops can naturally result in a higher capacity loss than routes with small number of hops, and so they cannot be compared; (2) the minimum TRCL for all paths, independently of the number of hops, in a single table does not lead to the best choice of wavelength. For example, consider four nodes and a set of three wavelengths (numbered λ 0 through λ 2 ) per link in a singlefiber network as shown in Fig. 2 . The diagram of assigned wavelengths on each link is also shown in Fig. 2 . Suppose that a connection request is generated from node 0 to node 3, P (0, 3), and we consider all possible routes to calculate the relative capacity loss. If we consider all the routes, independently of the number of hops, in a single RCL table, we obtain the result shown in Table 1 . The routes are (1) R 1 = {0, 1, 2, 3}, (2) R 2 = {0, 2, 3}, (3) R 3 = {0, 1, 3}, and (4) R 4 = {0, 3}. Indicates that λ 1 in R 2 is the wavelength that minimizes the TRCL. On the other hand, the MDRCL algorithm chooses either of two wavelengths, λ 0 or λ 2 in R 4 , as shown in Table 2 . This example illustrates that the MDRCL scheme is neither an average RCL calculation for all possible routes nor a set of a few possible routes. Instead, the MDRCL algorithm applies the criteria of hop count to separate all possible routes or a set of few possible routes into the same hop-based MDRCL tables, and then it selects the better route.
Analysis of Computational Complexity
In this section we examine the computational complexity of some heuristic WA algorithms, such as RCL, DRCL, and MDRCL. The RCL computational complexity is analyzed in Ref. [9] . Let N and W be the total number of nodes and the total number of wavelengths on the optical networks, respectively. The DRCL algorithm considers all potential paths from the source node of the arriving connection request to every other node in the network, excluding the destination node of the arriving connection request; since each link of this path is shared by others, the worst-case running time is of the order of O N 2 . The worst case is having O WN 2 cells in the DRCL table to calculate the path capacity, and filling each cell takes at most O (N), so the overall computation cost will be O WN 3 , similar to results for MAX-SUM and RCL algorithms [9] .
Let Φ be the total percentage of potential routes that compounds the set of all routes, called Θ all , for a given (s, d) connection request. Moreover, let K be a certain percentage of potential routes calculated by an AR, where K < Φ, that compounds the subset of a number K of potential routes, called Λ K , such that Λ K ⊂ Θ. In the MDRCL algorithm, we find two working modes: (1) in the absence of a routing algorithm, so that Θ all is considered, and (2) with an AR working in conjunction with the MDRCL algorithm, so that Λ K is considered. In the first case, the worst-case running time is O (ΦN) once the number of links on a path is bounded by O (N) . To calculate the capacity on each such path, all the links along that path have to be examined for the minimal number of available wavelengths. The worst case is having O (W ΦN) cells in the MDRCL table, and filling each cell takes at most O (N), so the overall computation cost will be O W ΦN 2 . The total percentage of potential routes Φ could depend on the node numbers and network topology, and if Φ increases then this computational cost will be expensive. In the second case, the worst-case running time is O (KN) once the number of links on a path is bounded by O (N). Similar to the previous case, the overall computation cost will be O W KN 2 . This computational cost could be lower, equal or higher than O W N 3 , depending on K. The MDRCL algorithm will have a lower computational cost than the DRCL algorithm when K < N.
Simulation Results and Discussion
This paper presents the simulation results of two hypothetical single-fiber networks: (1) that proposed by Zang in Ref. [9] as shown in Fig. 3 (a) (here called network 1), and (2) meshed double rings as illustrated in Fig. 3(b) (here called network 2) . Figure 4 shows the blocking probability as a function of network load for four RWA algorithms simulated in network 1: from top to bottom, orange downward triangle, fixed routing algorithm, which generates a static routing table, in conjunction with the DRCL algorithm; green asterisk, the same fixed routing algorithm in conjunction with the FF algorithm; red upward triangle, AR (i.e., the weighted link capacity algorithm [14] ), which generates a dynamic routing table and updates it before each new connection request, in conjunction with the DRCL algorithm (denoted WLC, DRCL); blue rectangle, without any AR because all potential routes from Θ are considered in conjunction with the MDRCL algorithm (denoted Θ all , MDRCL). Because of the topology of network 1, which is small, the blocking probability of the MDRCL is equal to the DRCL algorithm. Figure 5 shows the blocking probability as a function of load for a sequence of RWA algorithms: from top to bottom, black filled circle, the subset Λ 10% , composed of 10% of the better potential routes calculated by AR (i.e., the weighted link capacity algorithm), in conjunction with the MDRCL algorithm (denoted Λ 10% , MDRCL); gray downward triangle, the same AR, which generates a dynamic routing table and updates it before each new connection request, in conjunction with the DRCL algorithm (denoted WLC, DRCL); orange rectangle, a subset Λ 90% , composed of 90% of the better potential routes calculated by the same AR in conjunction with the MDRCL algorithm (denoted Λ 90% MDRCL); brown rectangle, a subset Λ 70% , composed of 70% of the better potential routes calculated by the same AR in conjunction with the MDRCL algorithm (denoted Λ 70% MDRCL); red rectangle, without any AR because all potential routes from Θ are considered in conjunction with the MDRCL algorithm (denoted Θ all , MDRCL); olive diamond, a subset Λ 40% , composed of 40% of the better potential routes calculated by the same AR in conjunction with the MDRCL algorithm (denoted Λ 70% , MDRCL); green rectangle, a subset Λ 20% , composed of 20% of the better potential routes calculated by the same AR in conjunction with the MDRCL algorithm (denoted Λ 20% MDRCL); and, blue upward triangle, a subset Λ 25% , composed of 25% of the better potential routes calculated by the same AR in conjunction with the MDRCL algorithm (denoted Λ 25% MDRCL), for a set of 16 wavelengths in network 2.
From Fig. 5 , we observe the performance of all WA heuristic algorithms in decreasing sequence, as follows: (1 Figures 6 and 7 illustrate the blocking probability as a function of load for 8 and 16 wavelengths in network 2, respectively. For a given connection request, if there are two or more shortest-distance paths to be selected in network 2, the dynamic Dijkstra's algorithm will choose that shortest-distance path with the maximum number of free wavelengths. These figures show that the MDRCL algorithm outperforms the DRCL algorithm significantly. Moreover, for a blocking probability of 1%, the MDRCL algorithm supports approximately 20% more traffic load than does the DRCL algorithm for network 2, as shown in Figs. 6 and 7. 
Blocking Probability
Load (E rlangs) Table 3 shows the average simulation time of a single call using an AR (i.e., WLC) in conjunction with MDRCL, DRCL, and FF algorithms for networks 1 and 2. The WLC-FF algorithm pair is the fastest to process 5 × 10 5 calls in the simulation. The FF algorithm is implemented in 76 C++ code lines. The WLC-DRCL algorithm pair is the slowest to process the calls because the AR needs to update its whole routing table before each new connection request in order to match the best performance of the DRCL algorithm (the DRCL algorithm requires a routing table). The DRCL algorithm is implemented in 157 C++ code lines. The WLC-RCL algorithm pair could process 5 × 10 5 calls in a lower simulation time than WLC-DRCL because the RCL strategy is modified to accommodate the main boundary condition: the connection request matrix is unknown for all RWA algorithms. The original RCL strategy requires the connection request matrix and is described in Ref. [8] . However, the RCL strategy, which is implemented in our simulator, is described as the example in Section 2 (see Table 1 ). The RCL strategy is implemented in 150 C++ code lines. Although the WLC-MDRCL algorithm pair takes 18.5% more processing time than the WLC-FF algorithm pair, it achieves the best performance of all of algorithms in terms of blocking probabilities. The propagation delay of routing information is neglected in our simulation. With that observation, we verify that the MDRCL algorithm could save significant processing time in routing and WA calculation at each OXC compared with other dynamic WA algorithms (e.g., the DRCL algorithm), and the CPU can process 1 call per 40 µs for network 1 or even 1 call per 120 µs for network 2 easily. The CPU configuration used in our simulations is an Athlon 2 GHz with RAM of 256 Mbytes. According to Ref. [15] , if we consider the same average propagation delay between two nodes for network 1, that is 106.65 µs, it will be feasible to implement the MDRCL algorithm in realistic optical networks. Figure 8 shows the blocking probability of the MDRCL algorithm as a function of the percentage of possible routes selected from AR or even all possible routes for 16 wavelengths in network 2. The behavior of the blocking probability versus the percentage of possible routes is the same for any load. We observe that the MDRCL algorithm in conjunction with underlying AR works well and results in the lowest blocking probability at Λ 25% . That the lowest blocking probability occurs at 25% potential routes is particular for the given boundary conditions, e.g., a Poissonian traffic distribution and network topology (i.e., network 2), and cannot be understood as a general result for some other network topology. However, for both network topologies considered in our simulation, the MDRCL algorithm in conjunction with AR performed well at Λ 25% . This implies that it is enough to select a set of a few routes to compose Λ, instead of selecting all possible routes from Θ. If Θ all is considered (the 100% case in Fig. 8 ), then the MDRCL algorithm will not depend on any routing algorithm. Consequently, the MDRCL algorithm could work alone, without a routing algorithm, and even in this situation it results in lower blocking probability than the DRCL algorithm, as shown in Figs. 5-8. Blocking Probability
Am ount of R outes (% ) Fig. 8 . Blocking probability versus amount of possible routes for 16 wavelengths in network. The minimum under 20%-30% is particular to our simulation conditions and is not a general trend. An understanding of this behavior will be the subject of future work.
Conclusion
In conclusion, we have proposed and demonstrated a novel WA heuristic algorithm for intelligent and transparent optical networks based on hop counts and relative capacity loss. Assuming all possible routes or a set of a few them, the proposed WA algorithm, called modified distributed relative capacity loss (MDRCL), chooses the wavelength that mini-mizes the total relative capacity loss in the hop-based MDRCL table, where the selected route is chosen by minimum relative capacity loss. The MDRCL algorithm leads to lower or equal blocking probability than does the DRCL algorithm. Another advantage of the MDRCL over the DRCL algorithm is that it computes either a set of a few paths or all of the paths, whereas the DRCL algorithm always computes all of them from a routing table, excluding the destination node. Moreover, the MDRCL algorithm dismisses the routing table, which contains a selected routing from a node to another, to choose a wavelength on the connection request. Since each node knows the network state and topology, the MDRCL algorithm can choose the wavelength from the off-line-on-line calculation of a set of few possible routes. Therefore it is not necessary to update the routing tables.
It is easy to implement the MDRCL algorithm because of the single calculation of relative capacity loss per route from source to destination node of an arriving connection request.
The MDRCL algorithm analyzes the influence of assigning the wavelength on the current call among the possible future calls and neighbor nodes in distributed environments. The results in this paper clearly show that considering the number of hops for the calculation of relative capacity loss has a significant effect on the blocking probability of optical networks.
