This paper presents a new algorithm of Lanczos method for solving a nonsymmetric systems of linear equations. This algorithm uses an other way of implemtation of this method. We have focused on the Lanczos biorthogonalization procedure using the properties of Schur complemnts and the properties of linear algebra for give this work. We compared this algorithm with GMRS, BiCG and BiCGStab.
Introduction
Iterative methods [7] for solving general, large sparse linear systems have been gaining popularity in many areas of scientific computing. A number of efficient iterative solvers were discovered and the increased need for solving very large linear systems triggered a noticeable and rapid shift toward iterative techniques in many applications. Also, iterative methods are gaining ground because they are easier to implement efficiently on high-performance computers than direct methods. Among these iterative methods, there are Krylov subspace methods [7, 4, 5] , we find two classes of this methods. First class are based on the Arnoldi procedure [7] for generating an orthonormal base for Krylov subspace and the second class of iterative Krylov methods are based on the Lanczos biorthogonalization procedure . In 1950, Lanczos [6, 4] proposed an algorithm for generating biorthogonal bases for two Krylov subspaces and for transforming a matrix into a similar tridiagonal matrix. Because of its solid numerical properties, the Lanczos method is now incorporated in many reliable algorithms used in the most diverse fields: linear algebra, digital signal processing, optimization, system identification, modal analysis, medicine, economics, etc. Lanczos method can also be used for solving a system of linear equations and it gives rise to an iterative method which gives the exact solution in a finite number of steps not greater than the dimension of the system. The popular Lanczos method for a single right-hand side linear system is an oblique projection method onto a Krylov subspace. The method has been implemented via various algorithms. The Bi-CG [7] is one way for implementing the Lanczos method. In this paper we consider the nonsymmetric Lanczos method for solving the linear system of equations
where A is a nonsingular real matrix of order n and b is a vector given of IR n . We resumed the Lanczos method for a nonsymmetric linear system, we proposed a new algorithm to execute the Lanczos method. This algorithm is equivalent to that of BiCG method [7] , This is a new variant of Lanczos method, we compared this new method with GMRES [8] and BiCGStab [9] . This paper is organized as follows: in the second section we will give reminders on Schur complements and some of his properties. In the third chapter we will recall by Krylov subspace and the Lanzos method. in section 4 we will present a new algorithm for nonsymmetric Lanczos method and in section 5 we will give some numerical examples.
Schur complements and Sylvester's identity
First let us recall the definition of the Schur complements [2] and give some of its properties. 
we can similarly define the Schur complements as follows
if A is a nonsingular matrix,
where |.| is a determinant.
Now we will give some properties of the Schur complements.
Proposition 2.1 [2] Let us assume that the submatrix D is nonsingular, then
Let M be the matrix defined by (2.1) and K the matrix partitioned as follows:
The quotient property of Schur complements was established in [2] . If the matrices A and M are nonsingular, then we have Proposition 2.2 (Matrix Sylvester identity )
3 Lanczos biorthogonalization method
Krylov subspace and Lanczos biorthogonalization procedure
A Krylov subspace [6, 7] is a subspace spanned by a sequence of vectors generated by a given matrix and a vector as follows. Given a matrix A and a starting vector v 0 , the Krylov subspace K m (A, v) is spanned by a sequence of m column vectors:
This is sometimes called the right Krylov subspace. When the matrix A is nonsymmetric, there is a left Krylov subspace generated by A T and a starting vector w 0 defined by, the algorithm that achieves this is the following:
EndDo .
The Lanczos vectors can be generated by two three-term recurrences. These recurrences can be stated compactly in matrix form as follows, 
Lanczos method for nonsymmetric linear systems
We present in this section a brief description of the Lanczos method for solving nonsymmetric linear systems given by (1.1). Suppose that a guess x 0 to the solution is available and let its residual vector be r 0 = b−Ax 0 . We set v 1 = r 0 /β and β = r 0 2 . The Lanczos method consists of constructing a sequence of vector x m , defined by the two conditions: and consequently:
Then the Lanczos algorithm for solving (1.1) can be described as follows. 
New implementation of nonsymmetric Lanczos method
There is another way to improve the standard nonsymmetric Lanczos algorithm which we briefly discuss now. We observe that the vector x m given by the relation (3.1) is a Schur complement, it is also expressed as a ratio of two determinants: 
Using the Sylvester identity, the vector x m can be computed recursively as follows
where 
we use the property (2.4) and the properties of the determinant we obtain: 
and consequently, the vector x m can be written as follows:
We compute |T m | using the LU factorization of T m
and consequently, we get
Then η m can be computed as follows :
Using (4.8) we get
and consequently, we obtain
We see that g m is also a Schur complement, using the same Sylvester identity, we get:
Using the properties of Schur complements we deduce
then g m is the vector which can be computed as follows :
(4.6) End j Using the Lanczos biorthogonalization procedure and relations (4.4), (4.5) and (4.6), we obtain the new algorithm for implementing the nonsymmetric Lanczos method, it is given as follows. 
4. for j = 1, · · · , m do :
; end j
Numerical example
We shall now compare this new algorithm, Bicgstab and GMRES on the following example which is given in [1] . T , X is the solution of the system. The parameter δ is taken equal to 5. For the first figure we took: B is of dimension 45 and A has dimension n = 2025. For the second figure we took: B is of dimension 60 and A has dimension n = 3600. We know that these iterative methods converge in a number of iterations less than or equal to n. In our example, we find that the new algorithm of lanczos method and GMRES algorithm converge almost near a number of iterations.
Conclusion
We give an other way for implementing the nonsymmetric Lanczos method. This algorithm is focused on the Lanczos biorthogonalization procedure, properties of Schur complemnts and some properties of linear algebra. This variant of Lanczos method is an good iterative method. it is easy to program and gives good results.
