The problem of estimating aircraft pose information from mono-ocular image data is considered using two different pose estimation algorithms. Both algorithms are based on the rotation invariant moment approach that was introduced by Dudani. The dependence of pose estimation accuracy on image resolution and aspect angle was investigated through simulations using sets of synthetic aircraft images. It is shown that increased pose-estimation accuracy can be obtained by breaking the nearest neighbour search procedure in two parts.
Introduction
In order to use air defence artillery effectively against incoming aircraft, it is necessary to make accurate predictions of aircraft trajectories. Traditionally, systems capable of pointing and tracking use only position measurements based on radar data to update trajectory estimates. The performance of these systems becomes poor when confronted with fast manoeuvring targets. It is known from literature1'2 that fusion of target position data gathered by radar and target pose estimates extracted from camera images results in improved tracking and prediction performance. The fusion process is shown in Figure 1 . In this paper we discuss the design, implementation, and testing of an algorithm capable of extracting aircraft pose information from camera images. First, an introduction is given to pose estimation techniques and results from a literature search are presented. Next, the details of the implemented pose estimation algorithm are explained. Finally, the results from numerical experiments are discussed.
ANALYSIS
The general problem of automatic image based object recognition and pose estimation has been frequently studied in the field of computer vision and pattern recognition. Some of the techniques developed in this field are particularly suited for automatic aircraft pose estimation. This section will present a short outline of general pose estimation techniques, taking into account the advantages and disadvantages of mono-ocular and stereo images, the choice between local and global image features, and the way in which these features can be converted to a pose estimate.
Image based pose estimation
At the start of the information processing chain, a choice has to be made between the use of 3D information from stereo image pairs and the use of 2D information from mono-ocular images. Accurate 3D shape information can help to reduce object pose ambiguity. However, extracting accurate 3D information from stereo images is only possible if the distance between the cameras is sufficiently large when compared to the distance between the cameras and the object. In addition, the object should show distinctive parts or texture patterns that can be matched in both stereo images. Considering the large distance between camera and aircraft, and the sometimes poor image quality with lack of detail, extracting this 3D information is not a realistic option.
The properties of the features that are extracted from the input image influence to a great extend the complexity and quality of the complete pose estimation process. In this respect, a clear distinction can be made between local and global image features.
Local image features, such as object edges and corners, are in general compared to a model using symbolic pattern matching techniques. During this symbolic matching, relations between object parts are used to resolve ambiguity that can exist on the level of individual object parts. The ambiguity that remains after symbolic matching can be expressed by generating several hypotheses. Once a structural match between image features and object model is found, the object pose is estimated through an iterative fitting technique. An advantage of local image features is that they often can be effective even if an object is partially occluded. In addition, these methods are well suited to handle broad object classes described by parameterised object models. Unfortunately, local image features are often resolution dependent and can become invisible or indistinguishable at lower resolutions.
In contrast with the previously described approach, global image features are in general converted to a pose estimate in a single processing step by means of statistical methods, such as nearest neighbour search or a neural network. This makes pose estimation based on global image features less complex compared to methods based on local image features.
Aircraft pose estimation in literature
Most methods of aircraft recognition and aircraft pose estimation as described in the literature are based on global image features. This paragraph presents a summary of some of these methods
In the method described by Dudani et al. 4 , aircraft pose estimation takes place in two steps. In the first step, out of image plane object rotations are computed using Hu-moments and nearest neighbour search. In a second step, an analytical formula is used to compute in image plane object rotations from translation invariant moments. The feature vectors that are used in step one are composed of 7 Ru-moments computed from object boundary pixels, and 7 Ru-moments computed from object silhouette pixels. In order to make the nearest neighbour search more efficient, the dimensionality of the feature vectors is reduced from 14 to 5 by applying a Karhoene Loeve transform. In addition, a normalisation is carried out to obtain zero mean and unit variance for each of the vector components. The class recognition performance is approximately 95 %. The size of the training set is minimised by taking into account the symmetry properties of an aircraft, and consists of approximately 500 images for each of the six aircraft types. The problem of pose ambiguity is not dealt with; it is simply assumed that this can be solved.
Wallace and Wintz7 use a two step approach similar to the method described by Dudani, but instead of moments they use normalised Fourier descriptors. A pose estimate is obtained by averaging the results from a k-nearest neighbour search. In this way, they achieve a pose estimation accuracy comparable to the results reported by Dudani, while using a reference feature vector library which is almost four times smaller. They emphasize the problems that can occur in designing a nonambiguous normalisation procedure for Fourier descriptors. In addition, they show that the effect of noise and image resolution changes on Fourier descriptor coefficients can be reduced by applying an appropriate filter.
Chen and Ho3 describe a similar two step approach, but instead of silhouette moments they use Fourier descriptors of contours. They argue that, based on object symmetry, a complete set of all possible aircraft silhouettes can be obtained without generating all aircraft poses. This can be helpful in minimizing the reference database of feature vectors that is used by the pose estimation algorithm. Much attention is paid to efficient nearest neighbour searching. They show that a method similar to nearest neighbour search can save computation time without sacrificing estimation accuracy. The study on aircraft identification and pose estimation carried out by Glais and Ayoun from Thomson-TRT-DEFENSE takes into account many problems that are encountered in realistic applications5. The algorithm they describe is based on two different recognition approaches that are alternatively applied, depending on the quality and properties of the input images. The main part of the algorithm is based on the recognition approach described by Chen3, but in case of input images in which target and background are not clearly separable, local image features and syntactic pattern recognition techniques are applied. In the first part of the algorithm, a watershed algorithm is used to separate object and background. Multiple separation hypotheses are generated, converted to Fourier descriptors, and compared to a library by means of nearest neighbour search. If no match is found during the search, it is assumed that the object separation was not successful. In this case, local image features and syntactic pattern matching are applied. Details of this approach are not provided in their paper. To further enhance the robustness of object recognition, evidence is accumulated over time. An estimate of the pose recognition reliability is computed on line. It is assumed that the pose ambiguity problem can be solved by using trajectory information. The performance of the system was investigated using simulations. During these simulations, parameters such as background complexity, contrast, resolution, number of target types, and object pose were taken into consideration. In addition, they examined the sensitivity of the system performance to target shape modifications caused by presence or absence of ordinance systems. The overall conclusion is that good pose estimation and recognition performance can be achieved. No quantitative figures are provided.
The Pose estimation algorithm
The results from the literature study that were discussed in the introduction make it clear that most methods of image based aircraft pose estimation are based on the same strategy. In the first step of this strategy, rotation, translation, and scale invariant image features are used to compute the aircraft rotation about two axes that are perpendicular to the optical axis of the camera. In the second step, translation and scale invariant image features are used to compute the aircraft rotation about the optical axis of the camera. This two step strategy is the basis of our pose estimation algorithm.
The algorithm's performance is substantially influenced by the image feature type that is used. Most methods known from literature rely on moments or Fourier descriptors. A comparison of the aircraft classification accuracy that can be obtained by various feature types was made by Reeves6. His experiments indicate that Fourier descriptors result in a classification accuracy of approximately 90%, while moment invariants give approximately 65% classification accuracy. However, Dudani4 and Wintz7 claim for these two feature types a pose estimation accuracy that is very similar. In our algorithm, moment invariants are used as they can be easily implemented and are likely to give good performance.
In most aircraft pose estimation algorithms the input image features are mapped to a pose estimated by means of a nearest neighbour search procedure. The features can be compared either directly in the original feature space, or they can be transformed first to a new feature space. Two arguments are used in favour of the second option: better classification accuracy and reduction of the feature space dimensionality. The latter results in reduced computational complexity. Reeves6 argues that classical feature vector conditioning procedures, such as the eigenvalue transformation, do not necessarily result in performance improvement since the within-class feature vector variation is, in general, greater than the between-class feature vector variation. Reeves therefore uses a "variance balancing" technique to condition the features vectors before they are compared. The purpose of this technique is to make the effect of the various feature vector elements more equal. His experiments show that this technique works well provided that higher order moments, which are very noise sensitive, are excluded from the feature vectors.
The structure of the implemented pose estimation algorithm is visualised in Figure 2 .The processing steps that take place in the conversion from input image to pose estimate are described below:
1 ) The grayscale image from an infrared camera is converted to a binary image by means of thresholding. Most of the gray level information within an object changes considerably depending on environmental conditions and can therefore be ignored. A noticeable exception to this general rule is the exhaust outlet, since it contains relevant pose information and can be easily discerned in a grayscale image. It is assumed that the aircraft silhouette contains sufficient information for object pose estimation. In addition, we assume that only one target is visible in the image and that sufficient contrast between target and background is available to allow for simple and robust image segmentation.
2) From the binary silhouette image, a vector, Ci,,of central scale invariant moments is computed. In later processing steps the central moments are used to derive Hu-moments and to compute the aircraft rotation about the optical axis of the camera. 5) The normalised Hu-moment vector, H, , is compared to the reference database of Hu-moment vectors, using the Euclidean distance as metric. The result from this search procedure is the best matching Hu-moment vector in the database, denoted Jim . The corresponding central moment vector in the database is denoted Cm the corresponding aircraft azimuth and elevation angles in the database are denoted a, and .
6) The central moment vector C is compared to Cm to find the aircraft rotation y about the optical axis of camera. The rotation angle y is computed using the equation,
where M20 , M02 , and M20 M02 , are respectively central scale normalised moments moments from the input silhouet image and the corresponding reference set image. This procedure cannot distinguish between two object rotations that differ a multiple of 1 800.This problem is dealt with in step 7.
7) From the basic pose estimate [cx, 3, yl that was derived thus far, a number of alternative pose hypotheses are derived to account for the ambiguity that is induced by the object symmetry, the mapping from a 3D object to a 2D image and the limitations in the y-estimation procedure. The causes of pose ambiguity and the related pose equivalence relations are summarised in Table 1 . The aircraft pose hypotheses that are generated in processing step 7 are listed in Table 2 . Limitations in procedure that estimates aircraft rotations relative to the camera axis 
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8) The eight hypotheses that were generated in step 7 are compared to the previous pose estimate, using the pose similarity measure described in paragraph 4.1. The current pose estimate will be set equal to the best matching hypothesis.
Numerical experiments
Despite the fact that automatic image based aircraft pose estimation is frequently studied in literature, only little information is published about the relation between estimation accuracy and target resolution. Obtaining this kind of information, which is vital in assessing the usefulness of automatic pose estimation methods, is one of the main motives behind the research described in this paper. In this section, we will present the results from experiments that were carried out to study the relationship between target aspect angle and pose estimation accuracy. Moreover, the relation between input image resolution and pose estimation accuracy is examined. A complete aircraft manoeuvre is simulated to test the pose ambiguity resolving mechanism. Based on the outcomes from the experiments described in this section, modifications of the original algorithm are suggested that are likely to improve the pose estimation accuracy.
Data sets
Each pose estimation experiment relies on two different data sets: the feature vector reference set is used to fill the algorithm database while the test set contains the images to which the pose estimation algorithm is applied. Both the feature vector reference set and the test set are derived from a source set of synthetic images that show an NF5 aircraft from various aspect angles. The synthetic images were created by a simulated camera which was sensitive to radiation in the wavelength range between 3 im and 5 m. The source set covers elevation angles in the range from O through 3600 and azimuth angles in the range from 9OO through 90°. In both dimensions samples are taken at 5°intervals, resulting in a total number of 36x72 images. The resolution of the images in the source set is lOOxlOO pixels. The relation between aspect angle and aircraft image is illustrated in Figure 3 . The roll angle of the aircraft is zero in the reference feature vector set. In most experiments the test images are rotated 800 counter clockwise relative to the reference images. In those experiments where test images with different roll angles are used, this is explicitly stated. To obtain fair experiment conditions, test and reference set are selected from the source set such that they do not have any element in common.
Figure 3: Gray scale images ofNF5 aircraftfor various values ofazimuth and elevation
We define the dissimilarity of two object poses P and P' as the average angle between the axis of two co-ordinate systems XYZ and X'Y'Z' that are anchored respectively to the true object pose and the estimated object pose. This is illustrated in Figure 4 . This means that the pose dissimilarity or pose estimation error is equal to (kI + kpl + 91)13. 
Pose estimation accuracy and aspect angle
Many aircraft pose estimation methods known from literature3'4 are based on the assumption that the symmetry properties of an aircraft allow for omitting a considerable number of aspect angles from the reference database without much degradation of estimation accuracy. In this section, we investigate the validity of this assumption by analysing data from numerical experiments based on reference feature vector sets covering two different ranges of aspect angles. In addition we examine the dependence of the estimation accuracy on the aspect angle of the input images.
In the first experiment the pose estimation algorithm had access to a limited set of reference features vectors covering azimuth angles in the range 00 through 900 and elevation angles in the range 9Ø0 through 900 ( Figure 5) . A test set of images showing an NF5 aircraft from aspect angles with azimuth in the range 00 flough 3600 and elevation in the range -9O through 900 was processed by the algorithm. The roll angle of the aircraft in the input image data set was 800.The resolution of both the images in the test set and the reference set was lOOxlOO pixels. The pose estimation errors that occurred for different values of azimuth and elevation are shown in Figure 6 . In figure 6 two symmetric patterns can be recognised: the first pattern occurs in the left half plane and is symmetric relative to the point were the azimuth is 9Ø0 and the elevation is Ø0 The second pattern occurs in the right half plane and is symmetric relative to the point were the azimuth is 2700 and the elevation is O. The symmetry of the pattern that occurs in each half plane is caused by the fact that the aircraft is mirror symmetric relative to a The pose estimation accuracy problems that were described in the previous paragraph can be reduced by using a more comprehensive reference database that covers azimuth angles in the range 00 trough 3600 and elevation angles in the range from 9OO through 900. The results from this experiment are shown in Figure 7 . Compared to the first experiment the average pose estimation error decreases from 18.1° to 14.3°. A more detailed comparison of performance levels can be found in Table 3 and 4. lthough the use of a complete range of aspect angles in the database results in a definite improvement of pose estimation accuracy, some aircraft aspect angles remain particularly sensitive to false interpretation. These errors occur near elevation angles of 0° and azimuth angles of nearly 0° and 180°. 
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Pose estimation accuracy and target resolution
In order to find the relation between image resolution and pose estimation accuracy a number of simulations were carried out at various resolutions. Since in all these experiments aircraft images were evaluated independently, the pose ambiguity resolving part of the algorithm could not rely on previous pose estimates to select the best pose hypothesis. To circumvent this problem the eight pose hypotheses generated in step 7 of the algorithm were compared to the true aircraft pose, instead of to the previous pose estimate. In all experiments the algorithm had access to a complete database of reference moment vectors covering azimuth in the range O' trough 3600 and elevation in the range 9OO trough 900. Both the test and the reference images were taken at lOOxlOO pixels resolution. The test set images were rotated 800 counter clockwise relative to the images in the source data set. Figures 8 through 13 show typical NF5 images from the test data set at six different resolutions.
The average pose estimation errors at 5 different resolutions are summarised in Table 5 . These data show that the estimation performance does not change much for input images with resolution in the range 100% to 35 %. Only at 15% image resolution, the pose estimation errors become much larger. 
Improvements in the pose estimation algorithm
The experiments that were done to study the relation between target aspect angle and pose estimation accuracy indicate that it is advantageous to use in the first part of the pose estimation process features that are less sensitive to noise and object rotations in the image plane. The seventh Hu-moment is particularly sensitive to noise and should therefore, if possible, be omitted from the nearest neighbour search procedure. However, from the set of seven Hu-moments, only the seventh one can be used to discern between mirrored silhouettes. A number of modifications can be made to the algorithm described in a) Compare the first 6 normalised Hu-moments from the vector Jim to the first six Hu-moments of the vectors in the database. This process is a nearest neighbour search based on the Euclidean distance metric. The result from the search procedure is the best matching Hu-moment vector in the database, denoted Lm ' the corresponding central moment vector, denoted _Cm and the aircraft aspect angles a and .
b) The silhouette which corresponds to H, is denoted S. Reflection of S in the y-axis of the camera results in S' . The aspect angles which correspond to S' are denoted cx' and ' , the corresponding Hu-moment vector is denoted Hm ' the corresponding normalised central moment vector is denoted C,,, '. It can be shown that a'=360-a and '=3. The vectors Ym ' and cm can be computed from Jim and C, . (Provided all moments up to a certain order are available)
c) The vector _H,, is compared to Jim and urn'.
d) The best match from the previous step, the corresponding central moment vector and the corresponding aircraft angles are used in the remaining pose estimation procedure starting at point 6.
A number of experiments have been carried out to measure the pose estimation accuracy improvements that can be obtained by using the new pose estimation procedure. Input images were taken at 100% resolution while the images in the reference database were taken at 75% resolution. The new algorithm improves the mean pose estimation error more than the median pose estimation error. This means mainly large errors are reduced. n summary the new algorithm uses only a small database which covers the azimuth range from 0° through 90°, while in many situations the estimation accuracy is better than in the original algorithm that was based on a database which covers a complete set of aspect angles.
303 Table 7 : Median pose estimation error, depending on algorithm and aspect angle range.
Summary and conclusions
An algorithm has been designed and implemented to study the performance that can be achieved in automatic image based aircraft pose estimation. Experiments show that the pose estimation procedure works fairly well down to low resolution images of 35x35 pixels, giving a median pose estimation accuracy better than 12°. It was also found that the pose estimation error was nearly independent of the input image resolution over a wide range of settings. A modification of the original pose estimation algorithm has been implemented and resulted in improved pose estimation performance.
