We study the statistics of the classical and the quantum Fermi-Pasta-Ulam chain in thermal equilibrium. We construct a numerical scheme that allows us to analyze localization in short chains. The approach is also suited for a structural analysis of arbitrary subsystems of the degrees of freedom, by effectively integrating out the rest of the system. At low temperatures we observe a systematic increase in mobility of the chain when transitioning from classical to quantum mechanics, due to the critical role of dispersion in the latter case. arXiv:1909.13067v1 [quant-ph] 
Introduction
Since its first formulation in 1955 [1] , the Fermi-Pasta-Ulam (FPU) model has over and over sparked fundamental discussions in nonlinear Physics. The model system consists of a one-dimensional chain of classical particles, interacting between nearest neighbors (n.n.) with a weakly nonlinear interaction. The fame of the model is due to the fact that, despite its simplicity, it highlights the limits of Ergodic Theory. In particular, the expected thermalization of energy between the normal modes is hindered, provided only the lowest frequencies of the system are excited, and the total energy is sufficiently low. This apparent paradox has been discussed in terms of perturbation theory, applications of the KAM Theorem and the propagation of solitons (comprehensive reviews can be found in [2] and [3] ). A number of extensions of the original system have been conceived since its formulation, e.g. by considering longer-ranged interactions [4] or poly-atomic particles [5] . Analogues of the original phenomenology have been observed in these generalizations, elevating the so-called "FPU paradox" to a more general problem in Physics. The non-trivial behaviour of the model can also be observed under more typical initial conditions than the strongly out-of-equilibrium ones originally chosen; e.g. it has been shown that the system in thermal equilibrium exhibits an anomalous relaxation of the time-dependent specific heat of the modes [6] . Moreover, the dynamics of the selfintermediate scattering function of the chain from an initially relaxed state allows to identify memory effects in the system [7] . In recent years, interest has increased in extending the model to quantum mechanics. This is driven by the fact that the relevant phenomenology for the system tends to occur in the low-energy regime, where, in realistic molecular systems, quantum effects become relevant. The quantization of the chain in a bosonic system allows to identify discrete breathers (see e.g. refs. [8] and [9] ). And a connection between the FPU and the Bose-Hubbard models has been drawn [10] . These works rely on the reformulation of the Hamiltonian in terms of creation and anihilation operators. As an alternative quantization procedure, in the present work we stick to the direct quantization of the configurations and momenta of the FPU chain. We construct the statistics of the system in terms of path integrals [11] and solve them by means of an efficient numerical technique [12] . We study the statistics of the quantum FPU chain and directly compare them to the correspondent classical results. In particular, we will focus on the distribution of the configurations of the microscopic degrees of freedom (d.o.f.) of a small system in thermal equilibrium. The results will show that flucutations of the configurations tend to increase in the a quantum mechanical setting, as the canonical commutation relations (CCR) allow for a larger exploration of the configurational space than the Poisson parentheses. In particular, the increased quantum mobility stems from the fact that the model is allowed to explore classically forbidden regions. The present work is organized as follows: In Section 2 we define the quantum FPU chain, and discuss why this system is naturally suited to be identified with a classical isomorphism for an effective numerical implementation. In Section 3 we derive a general scheme for the calculation of the microscopic statistics of systems where it is preferable to drop any assumption of isotropy between the d.o.f.. In our specific case, the small size of the system implies strongly site-dependent statistics. The method is applied to the analysis of the canonical displacements in Section 3.1 and of the n.n. distances in Section 3.2. The appendices contain the technical details behind the numerical implementation and provide further analytical insights. 
with Dirichlet boundary conditionsq 0 =p 0 =q N +1 =p N +1 = 0 where0 = 0Î is the null operator, proportional to the identityÎ. Both the anharmonic parameters α and β and the phase space coordinates and are dimensionless. The latter satisfy the canonical commutation relations (CCR)
In Appendix A we discuss how Eq. (1) can be constructed as a fourth order expansion from a physical potential with n.n. interaction. The partition function for the system in thermal equilibrium is defined by
where T is a dimensionless temperature and the trace has been expanded over the continuous basis of the configurations. (The ensemble stems from a canonical distribution, as defined in Eq. (41) in the appendix, where we discuss the notion of constant volume for the quantum mechanical case.) In order to allow for a numerical treatment of path integrals as in Eq. (3), a number of discretization techniques have been developed under the name of Path Integral Molecular Dynamics (PIMD) [12] . As discussed in details in Appendix B and Appendix C, these techniques are based on the concept that the quantum trace in Eq. (3) is isomorphic to the one of an infinite-dimensional Newtonian system, consisting of an bundle of classical chains placed in a periodically connected network, where correspondent particles of neighboring systems interact via harmonic springs. (In our system, conviently, interactions within each chain are also restricted to nearest neighbours.) The numerical calculation of quantum thermal traces is then approximated by considering a sufficiently large number of P 1 instances of the classical systems, and computing thermal averages with the two-dimensional Hamiltonian
We will refer to this mapping as classical isomorphism [13] . Eq. (4) defines a classical Hamiltonian system in two dimensions, with nonlinear forces in the "direction" j ∈ {1, · · · N }, plus harmonic springs along the dimension identified by the indices k ∈ {1, · · · P }. Fixed boundary conditions are taken along j and periodic ones along k, generating an effective cylindrical geometry. The relevance of the mapping is that the quantum statistics is exactly recovered in the P → +∞ limit. Conversely, in the limit of P = 1, the isomorphism collapses to the classical model. A schematic representation of the system described by Eq. (4) is sketched Fig. 1 . In the orthogonal direction there is a periodic harmonic interaction of infinitely many classical instances.
In the following for the two body interaction, we will consider identical values for the harmonic parameters α = β > 0, as motivated in Eq. (39). A positive value for the quartic term ensures a global confinement for the system, thus preventing the breakdown of the chain [14] . The shapes of the n.n. potentials used in the work are shown in For α ≥ 4 the potential obtains a second stationary point apart from r = 0. The non-monotonicity of V (r) in this regime increases the complexity of the global potential energy surface. This enhances the probability of trapping the classical system at low temperature in one of the many available disordered minima [15] . In the next section we present a numerical approach aimed at identifying localization of the configurations in the Canonical ensemble; this will allow us to compare the classical and quantum statistics on an equal footing, and to asses analogies and differences between them.
Statistical analysis
Quantum states in the canonical ensemble can be efficiently sampled by compiling snapshots from the equilibrium dynamics of the classical isomorphism. We can then compare expectation values obtained for the classical model (in the P = 1 limit of a single replica) with the corresponding quantum approximations (P > 1), in order to evaluate how equilibrium averages are transformed from one regime to the other. In the following analysis we study traces of observables exclusively dependent on the positions and not the momenta. The numerical procedure for the calculation of the latter is not as straightforward as for the former, due to the fact the configurations are the natural basis used in the expansion in Eq. (3) (see Section B.2 for a discussion). A detailed description of the PIMD techniques used in the numerical sampling can be found in Appendix B and Appendix C. For the purpose of the following discussion, it suffices to mention that we attached the classical isomorphism of the quantum system to a massive thermostat. In particular, we connected each of the N P momenta to M = 5 bath particles, arranged in Nosé-Hoover chains [16] . We then extracted N samp = 5000 uncorrelated phase space points from each trajectory and we computed expectation values by averaging over those samples. To asses the reliability of the simulations, we checked the conservation of the total energy (see Eq. (90) for the definition), which is the unique constant of motion for the system coupling the classical isomorphism and the thermostats. The conservation law has been satisfied with six-digits precision in each of the computed PIMD trajectories. In all the simulations we fixed the number of particles to N = 8. This rather small number of the physical d.o.f. allowed us to study the effect of the number of replicas P . Several aspects can influence whether a specific finite approximation for the value of P suffices to effectively reconstruct the quantum statistics. For example, an increasing number of replicas will be in general needed at lower temperatures, where the relevance of the quantum effects increases. In order to avoid any a priori assumption on the choice of P , we computed the statistics for increasing values P = 1, 16, 32 and 64. We then accepted the statistics once convergence was reached. For the purposes of the present analysis, already the simplest quantum approximation P = 16 turned out to converge satisfactorily.
Configurational distributions
In this section we discuss the formalism for the analysis of the configurations of a statistical mixture in canonical equilibrium. The methods are then directly applied to the quantum FPU chain. The choice of observables that we compute in the following has been motivated by classical liquid state theory [17] , where n-particle densities are a basic ingredient. We are in general interested in studying the configurations of arbitrary subsets d.o.f. J = {j 1 , · · · , j n } ⊆ {1, · · · , N } This can be accomplished by analyzing the thermal traces
In Eq. (7) we introduced the average over the canonical distribution of the classical isomorphism
whose dependence on T and P is implied for simplicity. Eq. (5) is well defined and finite, as it involves the space integral of a trace class operator [18] , the Boltzmann density, over a (N − 1)-dimensional hypersurface of the configuration space. We notice that all the distributions Q k J , k = 1 · · · P are equivalent, as the canonical distribution of the classical isomorphism in Eq. (6) is invariant under permutation of the P instances. However, it is still convenient to compute each of these P distributions and to average between the replicas, in order to gain a P factor in the statistics. (It is shown in Figs. 20 to 22 that the numerical results support this symmetry.) We discuss in the following a few relevant properties of these distributions, that can be directly inferred from their definition. The computation of the multivariate distributions Eq. (5) allows for a convenient dimensional reduction in the calculation of thermal traces of n-body operators, for n < N :
Distributions of n − 1 d.o.f. can be extracted from marginals in higher dimensions. For example, given j i ∈ J , we can determine
Normalization is inherited from higher dimensions, e.g. Q J \ji in Eq. (10) is normalized to one, provided the same holds for Q J . The n-point distributions fulfill a symmetry condition w.r.t. the center of the lattice, both for the classical and quantum statistics:
In the present work we analyze these distributions in the configurations' domain. However, it could experimentally relevant to study the corresponding scattering figures in the reciprocal space. In particular, we could define a static structure factor for the subsystem J as
where κ ∈ R n denotes the wavevector of the scattering image of a radiation which couples exclusively to J . Moreover, while Eq. (12) involves a continuous Fourier transform, we show in Appendix D how the discrete correspondent of the expression above allows to treat analytically these distributions in cases where the two-body potential can be identified, either approximately or exactly, with a harmonic interaction. By taking single-particle subsystems J ≡ {j}, we can specify Eq. (5) as
The average of these N distributions, defined as
resembles the total density of configurations, a standard object in Liquid-State Physics [19] .
In Fig. 3 and Fig. 4 we present the numerical results of Eq. The supports of the quantum distributions (P > 1) in the low temperature part ( Fig. 3 ) are larger than the classical correspondents. This kind of behavior is in agreement with results on the radial distribution functions of more realistic systems, such as water dimers [20] and trimers [21] . In particular, these works highlight the importance of the zero-point energy in order to assess the enhanced delocalization from classical to quantum statistics at low temperature. In general, the phenomenology stems as a direct consequence from the indetermination principle [13] , which is exactly fulfilled in the P → +∞ limit of PIMD. In Fig. 4 the same distribution is shown for a temperature 50 times larger than in Fig. 3 . In this case we can see a convergence of the classical and quantum results, as expected in the high energy limit and discussed in Appendix B. The analytical (solid) curves in Fig. 5 and Fig. 6 refer to the distributioñ
that would occur for the first and last moving particles, provided they were uniquely subjected to the potential of the closest boundaries. The choice of the signs can be understood via the following arguments. From the perspective of the first d.o.f. in the configuration q, the source of the potential is located at a position −q, and vice-versa for j = 8. We can notice a systematic shift of the effective classical numerical distribution w.r.t. this limit case. This behavior is caused by the action of the other N − 1 d.o.f., which have been integrated out in Eq. (13) . Their action can be interpreted as an effective screening, which mitigates the strength of the walls' repulsion. Finally, the mirror symmetry exhibited by the distributions on the two extreme ends of the chain agrees with Eq. (11) . Additional arguments that support this interpretation are discussed in Appendix E, in the context of the numerical sampling of the force field.
We can obtain a global picture of the particles' fluctuations for different temperatures from the moments of the distributions of the configurations. From Eq. (9), these averages can be easily computed. We consider in the following the central d The average fluctuations for different values of P converge to a unique curve above a thermal threshold, in compliance with the expected collapse to Newtonian statistics at high temperature. The initial plateau at low T for P = 1 in Fig. 10 is ascribed to a higher classical localization at the bottom at the lowest potential well in Fig. 2 , provided the system is sufficiently cold. The quantum moments at low temperatures are systematically higher that the classical ones, enforcing the arguments of a weaker quantum localization in this regime.
The power law scaling f (T ) at high temperature in Figs. 7 to 10 can be estimated in the classical assumption that the central particle is uniquely subjected to a symmetric potential from the left and right first neighbors, defined by
with a related one dimensional partiton function
where K ν (z) denotes the modified Bessel function of the second kind. An analytical expression is available for the second moment of the Boltzmann distribution generated by such potential:
where I ν (z) denotes the modified Bessel function of the first kind.
The numerical results presented so far allowed for a direct application of the formal aspects presented above. Such statistical analysis allowed us to infer relevant physical information, both in a classical and quantum framework. In the next subsection we extend the discussion to the study of the distances between neighboring particles, a natural configurational variable in the FPU chain.
Nearest-neighbors' distributions
The two body distancesr
constitute a set of privileged variables in Eq. (1), as they allow to uncouple the two-body potential in simply additive contributions. The phase averages in these observables cannot however be disentangled, due to the global constraint coming from the Dirichlet b.c.. The distribution Eq. (18) can be inferred from the knowledge of Eq. (7), with J = {j − 1, j}. In particular
where in the last identity we made use of the statistical equivalence between the P classical replicas to fix an arbitrary value k ∈ {1 · · · P }. R j (r) is normalized to one, provided the same normalization holds for the two-body distribution:
Analogous arguments as in Eq. (7) apply to the definition of the multivariate distribution of the distance between n.n.:
In the following pictures we show the distribution of the n.n.-distances at the boundaries, analogous to Fig. 5 and As an additional check of consistency, the value of R j has been computed directly from the definition in the first identity in eqn. Eq. (19) and showed good agreement with the indirect approach via eqn. Eq. (20) . We notice in Fig. 11 and Fig. 12 that the distribution of the n.n. is not symmetric w.r.t. the center of the lattice, as it holds for Q j (q). This is a direct consequence of Eq. (11):
The results in Figs. 11 to 14 indicate that the classical localization observed above is not limited to the absolute configurations, but involves on an equal footing the relative displacements between adjacent d.o.f. Hence the coherent motion of the chain captured by the long wavelength normal modes is expected to be hindered classically at low temperatures. The support of the quantum mechanical R 2 (r) is much larger than of its classical counterpart. This opens the question whether the "FPU problem" of normal modes freezing survives in the quantum mechanical case and if so, under which conditions it can be observed [22] .
Conclusions
We presented a numerical study comparing the microscopic localization in the classical and quantum FPU chains in thermal equilibrium. The choice of a small system, far from the thermodynamic limit, allowed us to use finite size effects as a tool to study analytical limit behaviors of the system. We observed that the classical system exhibits a lower mobility at low temperature than the quantum system, because quantum dispersion enhances the exploration of phase space, unfreezing classically forbidden regions. This implies that the localisation observed in the dynamics of the dynamic modes of the FPU chain might not exist in the quantum case.
As future work, it can be interesting to connect the approach of the present work with the original FPU system. This could be achieved via an out-of-equilibrium analysis of the normal modes distributions, in the spirit of the discussions in Appendix D and in a time dependent setting. This may allow to get a closer insight on the quantum reformulation of the standard Fermi-Pasta-Ulam problem, and in general to the issue of quasi-integrability in quantum nonlinear dynamical systems.
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A The Quantum FPU Hamiltonian

A.1 Derivation from a physical interaction
In this appendix we show how the classical FPU Hamiltonian in Eq. (1) can be seen as the fourth-order expansion of a physical two-body potential, following an approach close to [23] . Let us consider at first a quantum mechanical system identified by the Hamiltonian
wherex j 's andŷ j 's have respectively the dimensions of configurations and momenta.φ(r) denotes an analytical potential depending on the distance between nearest neighbors. The total Hilbert space C can be factorized as as the tensor product of the single-particle spaces H i [24] :
We choose Dirichlet boundary conditionsx
where L ∈ R + denotes the total length of the chain andÎ is the identity operator. The Hamilton's equations of the correspondent classical system arë
Irrespectively of the specific choice of φ, the configuration in which the forces on the left and right on each particle are equal in magnitude and opposite in sign corresponds to an equilibrium point for Eq. (27) . Such balance is in particular satisfied when the distances between neighbours are constant and equal to
We are interested the action of the first-order nonlinearities on the dynamics. In this perspective, it seems convenient to expand the analytic potential in series. As a center of the expansion, we can choose the equilibrium point defined in Eq. (28) . A natural set of coordinates is then identified by the displacements from the classical minimum:
s and t denote respectively the physical time conjugated toK and the dimensionless time in the new coordinate system. τ is a yet undefined temporal scaling factor. The b.c. in the new coordinates are written aŝ
The CCR are fixed via the following prescription in the configurations' representation:
The correspondence between Eq. (23) and Eq. (1)Ĥ is fixed by expanding at fourth order the analytic potential:
where we introduced a dimensionless scaling factor γ for the energy. In Eq. (32) we omitted on purpose the zerothorder contribution φ(αdÎ), as it does not play any active role in the dynamics. The linear term is identically zero for any value ofφ (1) 
Through Eq. (33) we can write the dimensionless correspondents of the CCR:
A second constraint can be inferred from the Heisemberg equation of motion of the positions in the physical coordinates:
The last two constraints can be fixed by imposing the normalization of the kinetic energies and the harmonic terms in Eq. (23) and Eq. (1), via Eq. (32) . This yields to:
In order to find an explicit solution for the new system's parameters, it would be convenient to require a homogeneous scaling law for the physical potential:
The second derivative in Eq. (36) would preserve the homogeneity in the scaling, simplifying the task of extracting the system's parameters; in particular:
Eq. (37) fixes an implicit constraint on the available choices ofφ. The condition would be however satisfied by some realistic interaction, e.g. by an exponential Morse-like potential. This would be directly connected to other relevant dynamical systems as the Toda lattice [25] . As we do not need to take an explicitly choice for the physical potential, this does not represent an effective limitation for the subsequent analysis. The system of Eqs. (33) to (36) with the additional scaling law in Eq. (37) is then complete, and depending on the functional form for f (α) it can be solved, either exactly or with numerical means. For the purpose of the present work, from Eqs. (33) to (35), we can extract the condition α = β (39)
The assumptions of β > 0 and γ > 0 have been used to fix Eq. (39). These ensure respectively a confining interaction at fourth order, and that the sign between the two Hamiltonians is preserved. The constraint in Eq. (39) may seem as a strong limitation in terms of the allowed choices for the two-body interaction. It would still be legitimate to drop this constraint, and define in the first place a dynamical system ruled by Eq. (1), without a direct connection with Eq. (23). In the present work we still chose to fulfill the constraint Eq. (39). As a side remark, we can notice that such "fourth-order" correspondence between the two dynamical systems has been written in a closed form depending on the analytic potential only through the value of its second derivative. This is a direct consequence of the fact that two constraints in Eq. (33) and Eq. (34) are bounded by the preservation the CCR. This highlights that there exists an infinite set of analytical potentialsφ yieding to the same FPU Hamiltonian Eq. (1), provided the first terms of the expansion are the same. Following [26] , we can construct the operatorĈ associated to the canonical transformation, defined s.t.
In our case, it is given by the translations of the configurationŝ
= αq j (40)
In Eq. (40) we used the relation valid for any analytic operator of the momentaF (ŷ j )
The NVT ensemble for the FPU Hamiltonian can be constructed from its dimensional correspondent associated to HamiltonianK in Eq. (23)
where θ and κ B denote respectively the physical temperature and the Boltzmann constant. The trace in Eq. (41) has been expanded over the positions eigenstates which, as a consequence of Eq. (25), can be factorized as
As in the present work we consider distinguishable particles, no symmetrization/antistymmetrization is required for the physical states in the traces. The integration domain in Eq. (41) is
Let us remark that the prescription of fixed length in the Canonical ensemble is not identically satisfied by the b.c. in Eq. (26) . In particular, the size of the system could exceed the length L, as the N moving particles are allowed to cross the boundaries. However, as we stick to β > 0 in the two body potential in Eq. (1), the system is globally confining; the total length is approximately conserved and equal to L, apart from fluctuations. This allows us to identify D(L) L N .
The dimensionless temperature T in the canonical ensemble of the FPU Hamiltoninan in Eq. (3), can be computed by identifying the thermal average of the kinetic energies in Eq. (23) and Eq. (1):
This yields to
B Construction of the classical isomorphism
B.1 Partition function
In this section we construct the classical isomorphism used to determine the quantum statistics. The underlying idea is that the path integral in 3 can be discretized via the application of Trotter theorem on the canonical distribution. This yields to a countable product of infinitesimal commuting exponential operators, which finally leads to the statistics of an effective classical model. In particular, the symmetrized version of the Trotter theorem on the quantum Gibbs-Boltzmann distribution allows us to write:
The matrix element of 44 on the positions' basis is
where we inserted P − 1 times the decomposition of the identity on the configurations', and we defined the product of infinitesimal operatorsΩ
To evaluate the matrix element in 46 is convenient to add an additional decomposition on the basis of the momenta:
The scalar products in 48 are defined through the solution of the differential equation
The constant C ∈ C is fixed by imposing the normalization of the momenta eigenstates:
where we fixed the arbitrary phase of C to zero. 46 is rewritten through Eq. (48) and Eq. (49) as
The partition function in Eq. (3) is finally obtained by tracing over the diagonal elements q = q, i.e. q 1 = q P +1 , with the appropriate b.c. of the FPU Hamiltonian:
where ω P ≡ T √ P . The summation of the potential in Eq. (50) has been simplified by noticing:
This allows us to identify the canonical distribution of the classical isomorphism:
We can notice that ω P → +∞ for T → +∞. Such divergence implies that the interaction between the different instances becomes rigid at high temperature: all the copies of the system collapse to a single, classical replica.
B.2 Expectation values over the classical isomorphism
The formalism presented in Section B.1 for the partition function of the canonical ensemble can be conveniently extended to the calculation of thermal averages of observables depending on the configurations. In particular:
dq 1 · · · dq P dp 1 · · · dp P exp − 1 T H cl (q 1 , · · · , q P , p 1 , · · · , p P ) A P (q 1 , · · · , q P )
where in the last identity we defined
Eq. (57) follows as the P realizations of the dynamics are identical, hence the statistics is improved by averaging between different beads. In the expression above we introduced the P -dependent partition function Z T,P ≡ R 2N P dq 1 · · · q P dp 1 · · · dq P ρ cl T (q 1 , · · · , q P , p 1 , · · · , p P )
The evaluation of the trace of operator depending on the momenta is not as straightforward as in the case of the configurations; in particular the observable would not be anymore expressed in the natural basis in which the trace is expanded in Eq. (56). We refer to [27] for a discussion of the issue, while in the present work we will only consider the statistics of operators depending exclusively on the positions.
C Path integral molecular dynamics
In this appendix we present the numerical scheme used to sample the equilibrium distribution of the classical isomorphism in Eq. (54). The approach is based on the propagation of an extended Molecular Dynamics scheme in equilibrium, driving the system towards a suitable constant-energy surface on the phase space, ergodically (more on this later). We can argue that some enhancements are advisable w.r.t. a direct propagation of the Hamiltonian in Eq. (55) for a few potential issues. Firstly, a discrepancy between the timescales of the harmonic coupling of the replicas and the physical potential could hinder equilibration, provided their timescales do not much. Secondly, we are interested in a small system including only N = 8 particles. The b.c. play in this case a critical role on the statistics, further impeding the takeover of chaos. In the following we describe how to efficiently deal with those issues, following [12, [27] [28] [29] .
C.1 Staging variables
The equations of motion of the Hamiltonian of the classical isomorphism in Eq. (55) arė
As discussed in [27] and [30] , critical issues could hinder the equilibration of the system via the simple propagation of the e.o.m. in Eq. (59) and Eq. (60). This could be seen by passing to the normal modes' coordinates for the harmonic coupling term in the potential of Eq. (55). We would find a frequency spectrum ranging from 0 to 4P T (see Section 1.7 of [27] for a derivation), where P 1. The allowed timestep for the MD scheme would be bounded from above by the inverse of the highest frequency; this in turn would imply that the dynamics in the lower part of the spectrum, involving the largest timescales, would be poorly sampled. To solve this issue it is convenient to introduce a new set of configurations, the so-called staging variables. These coordinates are constructed in order to uncouple the harmonic bound in Eq. (55). A unique frequency is then assigned to each of the new oscillators. We will see in the discussion of Eq. (66) that this is doable by fixing the fictitious masses of the ring polymer properly. The the transformation to the staging variables u k is defined s.t. [12] :
with inverse
We can induce recursively a closed relation between the particles' displacements and the staging variables:
In Eq. (63) we used the periodic b.c. q P +1 = q 1 . We finally infer
It can be proven that the harmonic term decouples in the new variables [27] :
We can write the N P Cartesian components of the configurations and staging variables in row-major order, defined s.t. ∀ k = 1 · · · P, j = 1 · · · N . Through the notation introduced in Eq. (118) , the Jacobian of the transformation is conveniently defined as i.e. it is a triangular matrix, hence its determinant is given by the product of the diagonal term, which are constant and equal to one. The partition function in Eq. (52) is rewritten as
where u ≡ (u 1 · · · u P ) ∈ R N P . The fictitious kinetic masses µ k in Eq. (66) have been adapted to ones of the harmonic bound, without any effective consequence on the statistics:
Let us remark that the prefactor P N P/2 in Eq. (52) has been absorbed in the new masses µ k . A remarkable advantage of the passage to the staging variables a unique harmonic frequency √ µ k ω P → ω P is preserved in the k → +∞ limit. The classical-like Hamiltoniañ
generates for each of the N P Cartesian components of the coordinates (u k j , p k j ) the e.o.m.'ṡ
where in the last line we defined
We can fix a recursion relation for the calculation of the forces in the staging variables, in order to relate them to the forces w.r.t. the primitive variables, which can be directly computed in a simulation. For k = 1 we can write
In Eq. (71) we inserted recursively the expression from Eq. (70). In the specific case of the FPU potential in Eq. (1) we have ∀ k = 1 · · · P :
where in the last expression we inserted the b.c. q k 0 = q k N +1 = 0, ∀k = 1 · · · P .
C.2 Nosé-Hoover chain
We present now an effective numerical scheme for the thermalization of the quantum F P U system, which is conveniently convergent to the classical model in the limit of P = 1 replicas. The method involves connecting each of the N P d.o.f. of the system to a sequence of M thermostats, constructing a so-called Nosé-Hoover chain.
The coupling of those additional degrees of freedom to the physical ones constitutes a non-Hamiltonian dynamical system, spanning the phase space according to the thermal distribution of the classical isomorphism in Eq. (54). We refer again to [12, [27] [28] [29] for an exhaustive explanation of the procedure described in the following. As a notation, let us label with {(η γ jk , p η γ jk )} M γ=1 the thermostat's particles attached to the d.o.f. (p k j , u k j ). We will see that the following coupled equations of motions yield to an artificial dynamics generating the correct canonical distribution:
The parameters Q γ jk can be interpreted as masses, tuning the timescale of the evolution of the bath variables [29] . The term −p η 1 jk /Q 1 jk p k j acts as a damp or boost of the (j, k)-th momentum. From its dynamics in the second and fourth equations above, we can see that if the (p k j ) 2 /(2µ k ) > T /2, it will reduce the momentum of the (j, k)-th degree of freedom, or viceversa. It has been shown in [28] that the optimal choice of the thermostats' masses is
whereτ is a timescale associated to the dynamics of classical system. It turns out that an integration scheme based on a simple Taylor expansion would be insufficient to generate the correct canonical distribution [31] ; a suitable numerical procedure is described in the following. Let us define a phase of the global system x = (u 1 1 · · · u P N , η 1 1 , · · · η P N , p 1 1 · · · · · · p P N , p η 1 1 · · · · · · p η P N )
where
We can then separate the Hamiltonian and the thermostats' part of the Liouville operator, according to
The symmetric Trotter theorem allows us to decompose the total propagator into an infinite product of infinitesimal exponential operators: Eq. (67) ). To efficiently incorporate such timescales' separation, we can apply as high order decomposition of the propagator the so called Suzuki-Yoshida scheme [32] . The method involves a primitive factorization of NHC propagator in n sy terms, with suitable weights w α :
We can then apply a method called Reference System Propagator Algorithm (RESPA) [27] to the primitive factors. The method consists in a further decomposition of the thermostats' propagater dynamics in n R segments of size ∆t/n R . The choice of n R can be assessed a-posteri from the conservation law of the NHC dynamics discussed later. We then have:
The Yoshida-Suzuki weights {w α } nsy α=1 are determined numerically, as a solution of a set of algebraic equations. In our case we consider an expansion till sixth order, where n sy = 7. By defining δ α ≡ w α ∆t/n R , we can progressively construct a primitive factorization of S(w α ∆t/(2n R )) by decomposing the primitive factors in Eq. (83) via the Trotter theorem [16] :
We can then proceed by expanding with the same Trotter formula the central exponential in Eq. (84), while keeping a global error O(∆t 3 ):
We can notice that the contributions in e iL N HC t of different values of γ are in general non commuting, due to the coupling between neighboring d.o.f. through the masses G γ jk . For example, let us define a general test function of the thermostats' momenta f (p η ) = f (p η11 , · · · , p η N P ), and let us consider the application of the same differential for two thermostat contributions γ, γ = γ + 1; then
Eq. (87) implies that it is not possible to apply a simple factorization of the exponential of the sums in terms of products of exponentials. We can however notice that the N HC dynamics acts is completely separable in the physical d.o.f. (j, k). We can therefore apply an additional symmetric splitting for the decomposition of the sums over γ in Eq. (85), while factorizing the exponentials of the sums over j and k into products of exponentials. This yields to:
The first exponential in Eq. (85) has been identically factorized in commuting operators in the square brackets of Eq. (88).
The dynamics in Eq. (78) conserves the Hamiltonian
This can be verified through a direct proof:
where in Eq. (91) we noticed that the potential terms are identical by inverting the mutes summations over k and l in one contribution. Given that this is the only conservation law satisfied by the system, the propagation of the dynamics in Eqs. (73) to (78) is microcanonical on the extended phase space w.r.t. H cl . In particular, the constraint
for a suitable normalization constant N is satisfied for any phase x t , t ∈ R. Given that the present dynamics is non-Hamiltonian, volumes in the phase space will not be in general preserved by the time evolution, i.e. dx t = dx 0 . In particular, the propagation can be seen as a parametric change of coordinates
with the related measure transformation dx t = J(x t , x 0 )dx 0 defining the Jacobian J(x t , x 0 ) = ∂xt ∂x0 . Is shown in [33] that it satisfies the following dynamical equation
where we introduced the phase space compressibility 
As Hamiltonian part of the dynamics is compressible, its contribution vanishes identically. The characteristics methods allows to solve Eq. (93), yielding to
By defining a function w = w(x t , t) such that
we can rewrite Eq. (95) as
The conservation law of the non-Lebesgue measure involves now an additional weight from the metric g:
The microcanonical partition function yields to the canonical ensemble the physical d.o.f.:
A parallelization scheme for the NHC propagator is implemented by partitioning on different cores the time evolution over a time step δ α for different thermostats, each acting on a (j, k)-th d.o.f. Conversely, a parallelization according to the Suzuki-Yoshida factorization in Eq. (82) would impose additional synchronization procedures, as the order of the application or S jk (δ α ) for different values of α is relevant. By labeling the cores indexes n c = 1 · · · N c , we can factorize:
where we fixed a row-major ordering of the indexes i ≡ N k + j and we labelled the subgroup of d.o.f. on the n c -th core as {i nc , · · · , i nc+1 − 1}. After the propagation in Eq. (97), the cores are then synchronized in order to update the phases 
D.1 Low temperature limit
In the T → 0+ limit and α ≥ 4, the density matrix of the canonical mixture in the energy eigenstateŝ
can be approximated by the projector on the ground statê
as the higher order terms are exponentially smaller than the first one. In this limit, the quadratic part of the potential suffices in approximating the total interaction. To show this, let us introduce the displacements from the bottom of the potential wellx
allowing us to approximate the two body interaction at second order:
where r min denotes the absolute minimum
Eq. (101) is diagonalized by the normal modes' coonfigurationŝ
constructed by linearizing the two-body interaction in the lowest stable minimum r min . The modes admits frequency
The correspondent of Eq. (5) in the modes' basis becomes
The Shrödinger equation for the groundstate of the system is solved by uncoupled phononic constributions 
D.2 Harmonic potential
In the limit α = β = 0 the FPU model is reduced to a quantum harmonic chain. The two-body potential can now be exactly diagonalized passing to the Lagrangian coordinates defined in Eq. (103) with r min ≡ 0 in Eq. (100). Despite this critical simplification, the system is still challenging from an analytical perspective [35] . In the present appendix we derive a general expression for the distribution of a subset of normal modes of a canonical mixture, and we use the result for the calculation of the average energy per normal mode. The Hamiltonian of the system is rewritten in terms of creation and destruction operators aŝ
The contribution of the zero-point energy vanishes identically in the thermal traces due to the normalization from the partition function of the density matrix. This can be expanded onto basis of the occupation numbers' aŝ
We can then construct the modes' analogue of the multivariate distribution in Eq. (5) by defining:
Given that the Hamiltonian Eq. (109) is simply additive, the total wavefunction ψ l (η ) = η|l is separable into single modes' solutions. We can therefore determine:
which, inserted in Eq. (110), yields to
Each of the sums over the index l j in Eq. (112) can be computed with the following result:
with
Eq. (113) stems as a direct consequence of the definition of the Poisson kernel for Hermite polynomials [36] . We can then simplify Eq. (112) to 
E The force field
In this appendix we present a complementary study on one-dimensional sections of the force field from the numerical samplings computed in the work. A comparison between classical and quantum results allows us to identify an additional criterion for the highlight of quantum dispersion effects. We can preliminary note that the expectation value of the force is identically zero, both in the classical and in the quantum regime:
− ∂V (q) ∂q j T = = − lim P →+∞ 1 Z T,P R 2N P dq 1 · · · dq P dp 1 · · · dp P exp − 1 T H cl (q 1 · · · q P , p 1 · · · p P ) 1 P P k=1 ∂V (q k ) ∂q k j q P +1 =q 1 q l 0 =q l N +1 =0, l=1···P = ≡ lim P →+∞ T Z T,P R 2N P dq 1 · · · dq N P dp 1 · · · dp N P P k=1 ∂ ∂q N k+j exp − 1 T H cl (q 1 · · · q N P , p 1 · · · p N P ) By imposing P ≡ 1 in the identities in Eq. (117), we can see that the result is analogously satisfied for the classical limit of the system. In Eq. (116) we conveniently introduced a row-major ordering for the Cartesian components of the configurations: ∂V (q k ) ∂q k j and plotting them versus the configuration q j corresponding to that phase space point. The result for the first and last moving particles, are shown in Figs. 15 to 18. We compare the classical and quantum regime by fixing the number of replicas to P = 1 and P = 64. In order reduce the density of points on the figures, only a specific value of k ∈ {1, · · · , P } has been plotted for P = 64. We expect this choice not to imply any bias in the statistics: as mentioned in the discussion after Eq. (8) The advantage of studying the statistics of the two extremes of the chain allows us to get semi-analytical estimates for the boundaries of the classical force field. In particular, the forces exerted by the left (L)/right (R) walls on the first/last moving particles are respectively
We can notice that F L in Fig. 15 and Fig. 17 follows the lower boundaries of the force field. The negative shift of the numerical samples w.r.t. this limit case is ascribed to a collective behavior of all the other particles of the chain, which reduces the push exerted by the left soft wall. The present observation is coherent to the shift in the configurational distribution in the main text, in the discussion about Fig. 5 and Fig. 6 . An analogue and opposite argument applies to the right boundary in Fig. 16 and Fig. 18 . The action of the remaining N − 1 d.o.f. on the force at the extremes persists in the quantum phase space. The main difference w.r.t. the classical curves is the fact that a higher ratio of points is sampled below the limiting force in Fig. 17 , and viceversa in Fig. 17 . This signals again the higher freedom exhibited by the quantum statistics. Finally, in Figs. 20 to 19 is shown the distribution of the force of the central particle j = 4, where the boundary effects are minimized. The same distributions obtained by collecting different values of k = 1, P/2 and P is shown for P = 64; this is done in order to test numerically the assumption of equivalence of the replicas' statistics. The anisotropy of the samplings at the center of the lattice is smaller w.r.t. the boundaries, due to the screening from the other d.o.f.. 
