Application of Detecting Part's Size Online Based on Machine Vision  by Yuan-yuan, Tian et al.
Energy Procedia 16 (2012) 1948 – 1956
1876-6102 © 2011 Published by Elsevier B.V. Selection and/or peer-review under responsibility of International Materials Science Society.
doi:10.1016/j.egypro.2012.01.298
Available online at www.sciencedirect.com
 
           Energy Procedia  00 (2011) 000–000 
Energy
Procedia
www.elsevier.com/locate/procedia 
 
2012 International Conference on Future Energy, Environment, and Materials 
Application of Detecting Part’s Size Online Based on 
Machine Vision 
Tian Yuan-yuan1, Liu Si-yang1, Tan Qing-chang2 
1School of Mechanical Engineering , 
Northeast Dianli University,Jilin City,JilinProvince,China 
2Mechanical Science and Engineering College, 
Jilin University ，Changchun City, Jilin Province, China 
 
Abstract 
In order to use a method untouched to measure part’s size, detection system is built. The research is on characteristic 
point detection, CCD camera calibration and distance detection between two special points. Firstly, the theory of edge 
detection based on Gauss point spread function is introduced. Secondly, it is calibrated using the characteristic points 
on the edge. Then a simple CCD calibration method of resolving the solution is deduced to solve the related 
parameters of model. Finally, 3D special coordinates of characteristic points detected can be obtained by the model. It 
is realized to detecting part size process online by calculating the distance between two special points. The 
experimental result shows that when physical length is 0.6 times than focal length, the given precise of measuring 
result can reach nearly 0.006mm. The precise of image is stable.  
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1. Introduction 
Machine vision [1] is a science and technology which simulates biological vision with the computer. 
The primary objective of it is to use images to create or restore real world model and then understand the 
real world. The development of machine vision has been for decades. In the 1950s Roberts studied 
three-dimensional machine vision. In the 1970s MIT’s artificial laboratory officially opened machine 
vision course. In the 1980s the machine vision research began widely. Now machine vision is very            
interesting and related disciplines such as image process, computer graphics, pattern recognition, artificial 
intelligence, artificial neural networks. Before 1990 there are many image process and pattern recognition 
laboratory in universities and research institutes. In the early 1990s the engineers built visual companies 
to develop the first image process products such as gray value frame grabber card and simple image 
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R
process software library based on ISA bus. They are applied to the university laboratory and some 
industry. From 1990 to 1998, the market sales of machine vision systems is minimized. From 1998 to 
2002, the concept has been introduced. Now the development in China was rapid. 
With e-commerce, the measurement and test of parts online has been needed. The accuracy has been 
improved from 0.01mm to 0.001mm.The method has been changed from sample test to full test. The part 
has been changed. The old methods can not meet the modern industrial requirements. Detection system of 
part size online is a modern test technology based on optics, computer images, information process, 
optoelectronics and pattern recognition. It uses the image of part to detect and transmit information which 
can extract useful signal to obtain the parameters detected. In the paper machine vision is to measure 
part’s size online automatically. It discusses the feature point detection, camera calibration, distance 
detection algorithm. Experiments prove that when the object distance is 0.6 times than the focal length it 
can meet the precision of 0.006mm. 
2.  The detcetion system theory of part’s size online 
The basic theory of the system is to use the CCD camera to obtain images of parts and process the 
them measuring parts with software. The theory of binocular vision shown in Figure 1 can be 3D 
measured and calculated the distance [2] between two points. 
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Fig.1 principle of binocular stereo vision imaging 
3. Algorithm of measurement system 
3.1 Feature points detection based on Gaussian point spread function 
Without the fuzzy role, an ideal edge can be expressed by the following function. 
         
,
( )
,
h x
f x
h k x R
≤⎧= ⎨ + ≥⎩                                     (1) 
Here, ( )xf  is a grey value at x .In fact, there is much noise. The form of ( )xf  is 
( ) ) ( )(f m g n mm τ= − + . ( )xf  is the normalized input data. , 2, 1,0,1,m 2,= − −L L 1, 2,n, = L  So 
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f m g mε τ τ= − −∑
                              (2) 
h is the gray value of background. k is the contrast between grey. R is the edge position. 
Understanding the image formation process, camera fuzz edge model will be introduced. According to the 
literature [5], the actual edge can be viewed as the result of the ideal edge and point spread function 
convolution shown in Figure 2.                   
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Fig. 2 point spread function and step function 
Here, convolution formula is as the following. 
        g  ( ) ( ) ( ) ( ) ( )∫∞∞− −=∗= τττ dhxfxhxfx
−∞ Rh        ( ) ( ) ( )∫∫ ∞−− ×++×= Rh dhkhdhh ττττ
( )∫ −∞−+= Rh dhkh ττ                                (3) 
In the formula, ( )xg  is the fuzzy grey value at x. h(x) is a 1D Gaussian point spread function. If h(x) 
is a function, equation (3) can be simplified above. 
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1D Gaussian point spread function is as above. 
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Bring formula (4) into (3), we get it. 
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(erf x)  is an error function. 
In the image, a continuous edge )(g x  can be restored digitized. In process, the image is recorded as 
pixel. The grey value of pixel results from the following. 
              G i                             (7)           
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Here, i is the number of pixels. The range of i is [ ],a a− , a half of window size. 
( )G i%  contains three parameters h k R introduced by ( )f x .If the point spread function  contains 
,there are four parameters in  using least squares fitting to integrate a edge [6,7]. According to 
equation (2), define the least square residual function. 
( )h x
u ( )G i%
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⎡ ⎤Δ = −⎣ ⎦∑ %                     (8) 
( )G i%  is the grey value based on the hypothetical model and formula (7) and it is obtained from the 
image. Select the parameters from  which makes equation (8) minimum is the optimal edge 
parameter. The problem of edge positioning has been transformed into multi-function optimization by the 
least squares method. 
( )G i%
 
     Δ =                      (9)            ˆ ˆ ˆ ˆ( , , , ) min ( , , , )h k R u h k R uΔ
The optimization problem can use a suitable numerical method to find the solution. Considering the 
computational efficiency, the paper will use modified Newton method. The gradient vector and Hessian 
matrix in Newton method can get analytical form and ultimately optimal parameter h k R u. R is the 
sub-pixel edge location. The following process is the Newton method. 
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1）The initial estimate vector of model parameters 
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2）Seek gradient. Let k=0, the objective function is the equation (8), step k and the gradient at V
r
 is 
above. 
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3）Hessian matrix 
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r r
, iteration stops. ε  is a small positive number. By Gussian point spread function,we 
can get the feature point coordinate used as the initial value of camera calibration model. 
3.2 CCD camera calibration 
To meet needs, we can establish different camera models [8]. Camera model is divided into two 
categories: one is the linear model without lens distortion such as the pinhole model [9] and the direct 
linear transformation model. The other is non-linear model such as photogrammetry model, Tsai model 
[10], Weng model [11] and two-plane model [12]. Pinhole camera model diagram is shown in Figure 3. 
 
Fig.3 the pinhole camera model 
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In a CCD camera pinhole model, three-dimensional point ( )wwww zyx ,,P  coordinate system is 
.The projection image coordinate system  is wwww zyxo oxy ( )yxp , .The pixel image plane coordinate system 
 is ouv ( )v,u .The coordinate in the camera coordinate system  is ccc zyxco ( )ccc zyx ,, . 
We can know the relationship between the world coordinate system and pixel image coordinate 
system. 
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Here,  is the distance from three-dimensional space point to the plane which is perpendicular to 
the optical axis and through the lens optical center.   is the conversion factor between the pixels 
and the space physics unit of length, and is also the benchmark from the image coordinate system to pixel 
points read out directly from computer coordinates. We can get a more accurate value through calibration. 
 is the pixel coordinate between the optical axis and the intersection of image planes.  is the 
effective focal length of the CCD camera. 
cZ
dx dy
( 00 ,vu ) f
R   respectively express rotation matrix and translation 
matrix between the world coordinate system and camera coordinate system. 
t
dxfax = , dyfay =  
respectively express the scale factor along X and Y. 
3.3  Part’s size measurement method 
To measure the part’s size we only need calibrate the actual physical distance between two pixels in 
the image. By experimental methods, we can use optimization techniques to return the equation, then we 
can transform the external and internal parameters into coefficients and take the coefficients into the 
equation. 
Part’s diameter measurement principle is shown in Fig. 4. First, calculate the calibration value of point 
B. The radius R of the part is the length of segment OB. In the segment AB each pixel corresponds to the 
accumulation of the actual distance. According to the geometry relationship from point A to B, we can 
know that the calibration value between pixels points from point A to B is monotonically increasing. We 
can find a suitable point from these data points and we can get R. 
 
 
Fig.4 theory of measuring part’s diameter 
According to measurement needs, let the regression equation be it. 
 
                                               (13) 
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y  is the actual physical distance between the two pixels.  is the shooting object distance (unit 
mm) .  is the distance between the center pixel (unit pixel). 
1b
2b
Independent variable is and random variable is , n . Observed values  mxxx ,,, 21 Λ y ( )tmttt yxxx ,,, 21 Λ
( )nt ,,2,1 Λ= . We get the function. 
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Minimum values is ， ，…， . Its coefficient is ， ，…， . The least squares 
estimation is above. 
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We can get from formula (15). 
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The normal equations can be written in matrix form: 
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If the X′X is reversible，the normal equation has a unique solution. 
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For ，  ，…， the multiple linear regression equation is the following. 1x 2x mx
mmxbxbxbby ˆˆˆˆˆ 22110 ++++= Λ                         (20) 
Then,  
1954  Tian Yuan-yuan et al. / Energy Procedia 16 (2012) 1948 – 1956
Author name / Energy Procedia 00 (2011) 000–000 
            
⎪
⎪
⎪
⎩
⎪⎪
⎪
⎨
⎧
=+++
=+++
=+++
−−−=
mymmmmm
ymm
ymm
mm
lblblbl
lblblbl
lblblbl
xbxbyb
Λ
Μ
Λ
Λ
Λ
2211
22222121
11212111
210
                                  (21) 
Here， ∑
=
=
n
t
tyn
y
1
1 ∑
=
=
n
t
iti xn
x
1
1 ，
ji
n
t
jtitij xxnxxl −= ∑
=1
， ∑
=
−=
n
t
ititiy yxnyxl
1
， mji ,,2,1, Λ=  
 
Taking photos from different distance, we can get the distance from the image center to the edges by 
average method. We can get equation. 
 
                                           (22) ( ) 310−×++= cNbLay
L  is the distance from the camera lens to the measured part.  is the distance from the pixel to the 
image center pixel. 
N
4. Experimental measurements and results 
4.1 Gaussian point spread function experiment 
Let wave length of light λ be 550 mm. Take images of the stepped shaft in Fig. 5. The aperture 
coefficient is 5.6.The edge of stepped shaft is shown in Fig. 6 
 
Fig.5 stepped shaft  
 
 
Fig.6 the edge of stepped shaft 
The pixels value selected is 25、26、32、69、132、158、166、169. The initial value is 
00
. Using Gaussian point spread function and 9 matching window, we can get the edge 
fitting parameters such as Table 1. 
140,25 == kh
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Table 1 the edge fitting parameter of the stepped shaft image 
Fitting type h  k  R /pixel 
Gaussian fitting 25.3417 140.0136 0.4174 
Bessel fitting -762.1927 15906.3273 0.6072 
4.2  CCD camera calibration experiment 
Put the stepped shaft away from the camera as follow:240mm、290mm、340mm.In each location, the 
camera will get three images respectively from the left and right side, and the internal and external 
parameters of the camera. 
The evaluation criteria is the known world coordinates ( ). Put these points on the place of the 
image. Firstly, we extract all the pixel coordinates   of the feature points. Then, we can calculate 
the image coordinates  by using the calibrated a parameters and the world coordinates 
) of the feature points. We can calculate the error mean between the image pixels coordinates 
and the actual image pixel coordinates. Recalculate the maximum error and standard deviation. It is 
shown that the results of calibration is more stable. 
wiwiwi ZYX ,,
)i,( i vu
),( ∗∗
ii
vu
( wiwiwi ZYX ,,
4.3 The experiment of part’s size measurement 
We use the stepped shaft with the largest diameters of 21.8mm、 24.7mm 、27.6mm 、30.6mm as 
samples. We will get the final measurements result by calculated above process. We compare the result 
shown in table 2 with the accuracy of initial measurements. 
Table 2 comparison of measurement data 
Measured value (mm) 1 2 3 4 
True diameter 21.800 24.700 27.600 30.600 
Initial value 21.832 24.731 27.641 30.634 
Initial error 0.032 0.031 0.041 0.034 
Final value 21.808 24.704 27.613 30.607 
Final error 0.008 0.004 0.013 0.007 
We ignore the influence of distortion. According to the theory of pinhole imaging, we get a relation 
formula such as pixel size/actual length=focal length/object distance. When physical length is 0.6 times 
than focal length, the given precise of measuring result can reach nearly 0.006mm. The precise of image 
is stable. The measuring system is applied to micro-size measurement when observed apparatus can be 
installed in front of lens such. 
5. Conclusion 
In order to combine untouched measurement method with measuring part size, Detection system of 
part size online is built. The research on system is characteristic point detection, CCD camera calibration 
and distance detection between two special points. The experimental result shows that when physical 
length is 0.6 times than focal length, the given precise of measuring result can reach nearly 0.006mm. The 
measuring precise of image is stable. The measuring system is applied to micro-size measurement when 
observed apparatus can be installed in front of lens in order to enlarger such as magnifier. 
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