Clinicians spend a significant amount of time inputting free-form textual notes into Electronic Health Records (EHR) systems. Much of this documentation work is seen as a burden, reducing time spent with patients and contributing to clinician burnout. With the aspiration of AI-assisted note-writing, we propose a new language modeling task predicting the content of notes conditioned on past data from a patient's medical record, including patient demographics, labs, medications, and past notes. We train generative models using the public, de-identified MIMIC-III dataset and compare generated notes with those in the dataset on multiple measures. We find that much of the content can be predicted, and that many common templates found in notes can be learned. We discuss how such models can be useful in supporting assistive note-writing features such as error-detection and auto-complete.
Introduction
According to a study (Sinsky et al., 2016) , physicians spend nearly 2 hours doing administrative work for every hour of face-time with patients. The most time-consuming aspect of the administrative work is inputting clinical notes into the electronic health record (EHR) software documenting information about the patient including health history, assessment (e.g. diagnoses) and treatment plan. Much of the documentation requirements are viewed as drudgery and is a major contributor to career dissatisfaction and burnout among clinicians. Furthermore, patient satisfaction is affected by the intrusion of this work into time spent with patients.
The severity of the problem is such that documentation support industries have arisen as work-arounds, ranging from dictation services, where clinicians speak notes to be transcribed by a human or machine backend, to scribes, human-assistants whose primary job is to write the notes. We take a similar opinion as Gellert et al. (2015) and view this as a sign that EHR software usability should be improved.
Assistive-writing features for notes, such as auto-completion or error-checking, benefit from language models. The stronger the model, the more effective such features would likely be. Thus the focus of this paper is in building language models for clinical notes.
Our main contributions are:
1. introducing a new medical language modeling task based on the MIMIC-III ('Medical Information Mart for Intensive Care') EHR dataset (Johnson et al., 2016) , 2. demonstrating how to represent the multi-modal mix of structured and unstructured (text) data found in EHRs as context for conditional language modeling;
3. proposing multiple quantitative metrics for evaluating such models 4. showing that recently developed language models can predict much of the content in notes while capturing their global templates;
Related Work
The MIMIC-III dataset is comprised of de-identified electronic health records of 39,597 patients from the intensive-care unit (ICU) of a large, tertiary care hospital. It is the most comprehensive publicly-and freely-accessible dataset of its kind that includes patient demographic data, medications ordered, laboratory measurements, and of particular importance for this work, notes documented by care providers. The release of the data and its predecessor MIMIC-II (Saeed et al., 2011) has spurred many studies, predominantly focused on predicting clinical events including acute kidney injury (Mandelbaum et al., 2011 ), mortality (Johnson et al., 2017 , or diagnoses and medications orders (Choi et al., 2016) . Many other EHR datasets have also been used to predict clinical events although they often are nonpublic or have no clinical notes. There exists substantial prior work on utilizing clinical notes for many purposes. Friedman et al. (2004) extract structured output from notes in the form of Unified Medical Language System (UMLS) codes. A common use of notes is to incorporate them as input to machine learning models that predict future clinically relevant events from past EHR data (Miotto et al. (2017) , Rajkomar et al. (2018) ). Portet et al. (2009) automatically summarize EHR ICU data into text form using expert rules and templates. Jing et al. (2017) train models to generate medical imaging reports from x-rays, a type of image captioning task, although they do not use data from the EHR.
We believe we are the first to focus on the task of building conditional language models for notes based on EHR data. Outside of the medical domain, language modeling has been extensively studied in the natural language processing (NLP) community, including wellestablished benchmarks based on large corpora of English sentences (Marcus et al. (1993) , Chelba et al. (2013) ).
Conditional language modeling has also been extensively studied including for machine translation (Wu et al., 2016) and speech recognition (Chiu et al., 2017) , using a class of techniques based on sequence-to-sequence learning (Sutskever et al., 2014 ). There we model an output sequence (e.g. English words) conditioned on an input sequence (e.g. French words). However, most prior work relies on mapping a single modality to text, e.g. text-totext or audio-to-text. In our work, the data conditioned on includes a diverse mix of both static and time-dependent data, and sequential structured and unstructured (text) data.
Methods

Conditional language models for clinical notes
Language models specify a probability distribution, P (w 1 , w 2 , ..., w n ), over pieces of language (e.g. sentences or documents), which can be seen as a sequence of tokens (e.g. words), w 1 , w 2 , ..., w n . Using the chain-rule of probability we can write:
which decomposes the joint distribution into a product of conditional distributions of the current token given previous tokens. This also defines a generative model which allows us to sample likely tokens one at a time to generate full sequences.
Conditional language models are similar except they are provided with additional context data, c:
The context could be of any modality, image, text, audio, etc. For example, in the case of machine translation, this context is the source language sentence to be translated. In image captioning, the context may be an image (Vinyals et al., 2015) .
In this work, the sequence to be predicted is the text of the current clinical note and context is the past data extracted from the Electronic Health Record (EHR) for the same patient, R. We also augment the context with the intended note type, T , and a hint of 10 tokens from the current note, H. This note-context, c = (R, T, H), is intended to simulate what is known at the time a clinician begins writing a note.
Formally, we develop the model:
where H = w 1 , w 2 , . . . , w H L and H L = 10 which is smaller than n. We restrict the number of note tokens to predict to n = 500. As is typical in machine learning, we can view this as a supervised problem, learning the mapping c → D. In our experiments we only consider context data in the 24 hours leading up to the time of the note being written as shown in Figure 1 . We experiment with the following context data classes: All the above data elements are converted to a string representation with special delimiting tokens between data classes. Using notation similar to Backus-Naur form, the context data is represented as:
Extracting and representing context
<Context> ::= <Hint><NoteType><Demographic><MedList><LabList><NoteList> <Demographic> ::= <Gender><Age> <Hint> ::= first-10-tokens-of-note "<H>" <NoteType> ::= note-type "<T>" <Gender> ::= "M" | "F" "<G>" <Age> ::= age-in-years "<A>" <MedList> ::= <Medication> "<M>" | <Medication> <Delim> <MedList> <Medication> ::= drug-name <Delim> ::= "|" <LabList> ::= <Lab> "<L>" | <Lab> <Delim> <LabList> <Lab> ::= lab-name "," lab-value "," unit-of-measurement <LabFlag> <LabFlag> ::= "abnormal" | "" <NoteList> ::= <Note> | <Note> "<N>" <NoteList> <Note> ::= raw-note-text An example instantiation of the input is the following:
Start of note <H>Nursing/other<T>F<G>46<A>Phenylephrine|Heparin<0> Potassium,4.1,mEq/L,|Nitrogen,4,mg/dL,abnormal<1>Progress note<N> Another progress note
In our experiments we truncate the number of context tokens to 500.
Task dataset construction
We construct our supervised dataset in two stages. In the first stage we randomly assign each patient to train, validation, or test sets. In the second stage, for every note MIMIC-III, N , we create a supervised learning example, (c, N ).
We did not perform any patient cohort filtering as we want to use the model for any note of any patient. However we partitioned train, development, and test sets so that each patient would only appear in exactly one set. This is to prevent the model from memorizing a particular patient's history in training and using it to advantage in predicting test notes. The train/validation/test sizes were 1682869, 201181, 198808 respectively.
Input and Target encoding
We have reduced our conditional language modeling task to that of training a supervised model to map note-context, c = (R, H, T ), a sequence of strings, to note-text, N , another sequence of strings. Figure 2 illustrates how the data is transformed into input and output sequences. Both input and target are tokenized using a sub-word tokenizer with a vocabulary of about 32,000, derived in a data-driven approach as described in Wu et al. (2016) . This allows us to transform both input and output into sequences of integers representing subword tokens from the same vocabulary. In particular, we do not pre-process note text and retain all white-space included in the original raw notes. We found that the white-space in clinical notes is quite important in delineating sections and removing it would reduce readability.
Model architectures
We begin with a very strong baseline for sequence-to-sequence learning, called the Transformer architecture introduced in Vaswani et al. (2017) , achieving state-of-the-art machine translation results. It is an encoder-decoder architecture without any recurrent submodules, in contrast to recurrent neural network approaches that had dominated natural language processing until its publication.
In our task the input and output sequences may be much longer than in typical machine translation tasks where the input and output sequences are sentences. As discussed in Section 5 we found that while the Transformer encoder-decoder (T-ED) architecture performs well with shorter context, c, it is unable to take advantage of greater context length.
Thus we also experiment with a recently introduced Transformer-based model that has been shown to be effectively used for large scale (i.e. much longer sequences) abstractive summarization in , called Transformer with memory-compressed attention, or T-DMCA.
Both models are implemented as part of the open-source tensor2tensor package (Vaswani et al., 2018) . The hyper-parameters used are described in Appendix A.5.
Evaluation
Evaluating the language models
We evaluate our conditional language models on several metrics, some standard and some specific for our task:
1. Perplexity per token (PPL): A standard intrinsic metric used in evaluating language models is the perplexity per token which is a measure of how well the current token is predicted given previous tokens averaged over the whole sequence. This measure is highly local in that the predictive power beyond the next token is not taken into account. Note that perlexities from models with different vocabularies are not really comparable. In our case all models share the same vocabulary of size 32,000. We report log-perplexity.
Accuracy of next token (ACC):
The accuracy of predicting the next token given previous tokens. Similar to perplexity it is a highly local metric.
3. ROUGE-1, ROUGE-2 (R1, R2): For a model-independent evaluation and a more global metric, we look at n-gram recall and precision statistics comparing the candidate generated note and the ground truth note. We use the commonly-used ROUGE package (Lin, 2004) to compute ROUGE-1 (unigram) and ROUGE-2 (bigram) scores. We report the F1 variant which is the harmonic mean of ROUGE-P (precision) and ROUGE-R (recall). ROUGE package parameters can be found in Appendix A.4.
ROUGE-1 after boiler-plate removal (B-R1):
We found that a significant amount of text in notes could be described as low-information content boiler-plate. We attempt to remove boiler-plate by removing text lines that are also predicted by a model trained to generate a note conditioned only on note-type, T , and the hint, H (details provided in Appendix A.6). In particular, as discussed in Section 5.1, this model reliably produces the hint and many canonical section headings. After boilerplate removal, we compute the ROUGE metrics as usual. We report the proportion of text removed as boiler-plate when reporting this number. This allows the metric to compare sections of greater information content, for example, sections which are written as a narrative by a human, rather than auto-populated by an EHR template.
Sex and Age accuracy:
We use regular expressions to identify implied age and sex in generated notes. We then report the overall accuracy of the model compared to the ground truth found in the MIMIC-III Patients table. For consider age correct if it is within 1 year of the computed age at the time of the note. The regular expressions used can be found in the Appendix A.3.
Note all numbers except for log-perplexity are expressed as a percentage and bounded between 0 and 100 and higher means better. In the case of perplexity, lower is better.
Results and Discussion
Template learning
In our examination of model samples we noticed that commonly-used templates in the dataset were learned and consistently employed in note generation. This was seen even in the models conditioned on very little information. Figure 3 , shows a generated note (from validation set) from a model conditioned only on note-type (T ) and the short hint (H) along with the associated ground truth. Although much of the content is different (e.g. age is wrong according to the Patient table), the template was well-inferred with appropriate section titles and formatting, and filled in with plausible values for a radiology report.
We found that note-type-specific templates and styles were learned as well. Figure 4 shows a nursing note whose style and structure is well emulated by the model.
Although all models were able to learn globally-coherent templates, which can qualitatively be assessed by looking at samples (more provided in the Appendix), what separated the baseline and better models was how well the content beyond the templates was predicted, which we attempt to show through the quantitative results below. Table 1 ), conditioned on note-type and hint ([**2101-7-12**] 5:44). The model is able to capture the correct global structure of such notes. Bottom: Ground-truth.
Quantitative Results
Model
T-ED experiments
In the first set of experiments we look at the effect of including more context data on performance using the Transformer encoder-decoder architecture. We observe that overall performance without the hint is relatively poor, effectively being an unconditional language model. Simply providing the first 10 sub-word tokens reveals a lot about the note, perhaps giving a strong hint of the template to be used in the note.
As expected the accuracy of demographics (sex/age) is roughly equivalent to random guessing without providing the demographic context (D) to the models. On this metric, Model 2 has no D but does better than without the hint (Model 1) because occasionally the age/gender is revealed in the first 10 tokens. In all models with D provided, sex accuracy is virtually 100%. The age accuracy is very high at about 95% accuracy for all models.
Interestingly, using the same Age/Sex metrics applied to the existing notes in MIMIC-III shows that while the sex is almost always correct, the age in true notes was found to be significantly less accurate (88.5%) than our models when comparing to the computed age from the Patient table. We discuss using the models for finding errors in Section 5.3.
Overall, we observed that the T-ED Models 3-6 were not able to take full-advantage of the additional context provided beyond note-type, hint, and demographic data (T +H +D). The model's self-reported perplexity is slightly worse, suggesting optimization issues.
We confirm a similar result as Liu et al. (2018) that the T-ED model has difficulty with longer sequence modeling tasks. The T-DMCA architecture employs localized attention which results in fewer unnecessary attention weights and in practice is easier to optimize. The model also has more capacity due to the addition of mixture-of-expert layers . This motivated the T-DMCA experiments in the next section.
T-DMCA experiments
Models 7-9 show results for the T-DMCA model in the cases of longest note-context. The results are improved over T-ED and the best model is the one with the most context provided, showing the architecture can appropriately take advantage of more data, in contrast to the T-ED model.
Overall the T-DMCA with most context performs the best on all metrics, except for Age accuracy, which we attribute to notes sometimes having age contradicting the Patient table-derived age. The perplexity and next-token accuracy metrics show a smaller relative improvement due to their local nature; predicting the very next token often does not require taking into account long-range dependencies. Whereas the ROUGE-based scores show larger relative improvement due to the compounding of errors when predicting the entire note.
Comparing Models 3 and 9 on the B-R1 and R1 metrics we see a much greater relative improvement of 16.5% vs 7.7%, respectively, suggesting the best model is more accurately predicting non-template words, i.e. meaningful content. Figure 4 shows a full sample nursing progress note about a newborn patient generated from the best Model 9. It has inferred the proper global structure of such notes with identical section headings as the ground truth note. Within each section there is a high overlap in vocabulary used and the style is well emulated. Table 1 ). The hint provided was NPN 0700 ... Infant remains in. Bottom: ground-truth note. The section headings are identical, though in slightly different order. Within each section there is a high overlap in words and style. 
Detection of errors in notes
As discussed in Section 5, our models conditioned on demographic information are able to generate the appropriate age based on structured data given as input to the model. For example, Figure 5 shows the same segment from generated and actual notes where only the generated note is correct. This could be considered as an error in the original note, and we consider how the model could be used to detect and prevent errors in notes.
To demonstrate error detection in existing notes, we corrupted select notes by replacing certain drug names with random ones to simulate errors. We then took one of our conditional language models trained to use medications as context to compute the likelihood of the current token given previous tokens, iteratively, for every word in the note. Words with very low likelihood compared to surrounding context were labeled as possible errors. Figure 6 shows a sample of note segments from the test set with low likelihood words highlighted in red. For the words we corrupted we display the top suggestions for replacement. In most cases, only the corrupted word is highlighted and suggestions either include the original word, or related terms.
Note auto-complete
Given that our models are trained to predict the next token given prior context they naturally lend themselves to an auto-complete feature, where the next word, sentence, or more are predicted and presented to the user as suggestions, as commonly found in software code editors (Raychev et al., 2014) . Table 2 shows predictions from a model for each token of a segment of a note conditioned on previous tokens and note-context. As can be seen, age and gender are correctly predicted as well as many medical and non-medical terms. One would expect that the more accurate such predictions are, especially when predicting long sequences of future tokens, the greater time saved in typing notes given a well-designed auto-complete feature.
Limitations and Future Work
In our experiments we restricted our context data within 24 hours before the note to limit input sequence length for performance reasons, although conceivably additional past context would be informative. Due to the intensive nature of the ICU, many events may occur within a 24-hour period, although for non-ICU datasets a greater window of context should be used. Furthermore, more columns from more tables found in MIMIC-III could be added as note-context using the same procedure described to improve the language model, although this was not explored.
In many cases, the maximum context provided by the EHR is insufficient to fully predict the note. The most obvious case is the lack of imaging data in MIMIC-III for radiology reports. For non-imaging notes we also lack information about the latest patient-provider interactions. Future work could attempt to augment the note-context with data beyond the EHR, e.g. imaging data, or transcripts of patient-doctor interactions.
Although we discussed error-correction and auto-complete features in EHR software, their effects on user-productivity were not measured in the clinical context, which we leave as future work.
Conclusion
We have introduced a new language modeling task for clinical notes based on EHR data and showed how to represent the multi-modal data context to the model. We proposed evaluation metrics for the task and presented encouraging results showing the predictive power of such models. We discussed how such models could be useful in sophisticated spell-checking and auto-complete features, potentially assisting with the burden of writing accurate clinical documentation.
A. Appendix
A.1 Permission to publish MIMIC-III notes in this paper
The authors received explicit permission from the MIMIC-III team regarding publishing the notes presented in this paper. Tables and columns used • Patients: GENDER (sex), DOB (date of birth)
A.2 MIMIC-III
• Prescriptions: DRUG (drug name)
• NoteEvents: CATEGORY, TEXT (raw text of note)
• LabEvents: ITEMID (join key to D LABITEMS), VALUE, VALUEUOM, FLAG
• D LABITEMS: LABEL (lab name)
A.3 Matching sex and age in text
We use the following regular expressions to identify implied age and sex in text:
• Age:
(\d+)\s*(year\s*old|y.\s*o.|yo|year\s*old|year-old|-year-old|-year old)
• Male Sex:
(male|man|m|M) Sex:\s*(M)
• Female Sex:
(woman|female|f|F) Sex:\s*(F)}
A.4 ROUGE computation
We use version ROUGE-1.5.5 with the following command-line options: -m -n 2 .
To compute ROUGE scores in Table 1 we sampled 4096 examples from the test set.
A.5 Model hyper-parameters
The tensor2tensor package supports named model-type and hyper-parameter settings. We used the following common hyper-parameters: max_length=10000,max_target_seq_length=500,max_input_seq_length=500
T-ED was trained for 500,000 steps. T-DMCA was trained for 150,000 steps. We also used the model-specific hyperpameters found in Table 3 . For decoding notes, we used a beam search of size 2.
Model name tensor2tensor model hparam T-ED transformer transformer base T-DMCA transformer moe transformer moe prepend 8k, moe num experts=64 Table 3 : Model-specific hyper-parameters.
A.6 Removing boiler-plate from notes
To compute the B-R1 metric we attempt to remove boilerplate from generated and groundtruth notes in a pre-processing step before computing the ROUGE scores. In order to identify boiler-plate we rely on Model 2 from Table1. We make the assumption that this model is incapable of predicting non-boiler-plate as it does not have access to sufficient context. Thus any text that is identically generated by Model 2 is considered boiler-plate.
We use the python library difflib to remove lines that are present both in the note to be preprocessed and Model 2's generated note. Figure 7: A sample echocardiogram note from Model 9 generated from the validation set.
