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Abstract
We study two central problems of algorithmic graph theory: ﬁnding maximum and minimum maximal independent sets. Both
problems are known to be NP-hard in general. Moreover, they remain NP-hard in many special classes of graphs. For instance, the
problem of ﬁnding minimum maximal independent sets has been recently proven to be NP-hard in the class of so-called (1, 2)-polar
graphs. On the other hand, both problems can be solved in polynomial time for (1, 1)-polar, also known as split graphs. In this
paper, we address the question of distinguishing new classes of graphs admitting polynomial-time solutions for the two problems
in question. To this end, we extend the hierarchy of (, )-polar graphs and study the computational complexity of the problems on
polar graphs of special types.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Let G be a simple undirected graph without loops and multiple edges. By V (G) and E(G) we denote the vertex
set and the edge set of G, respectively, and G stands for the complement of G. A vertex x is said to be a neighbor of y
if xy ∈ E(G). The neighborhood of x, denoted N(x), is the set of all neighbors of x, and the degree of x is |N(x)|. If
x /∈U ⊂ V (G), then NU(x) := N(x) ∩ U .
For a subset U ⊆ V (G), the subgraph of G induced by U, denoted G[U ], is obtained from G by deleting the vertices
outside U. Also, G − U := G[V (G) − U ]. If G does not contain a graph H as an induced subgraph, we say that G
is H-free and call H a forbidden induced subgraph for G. The disjoint union of two graphs G and H will be denoted
G + H . In particular, mG = G + · · · + G is the disjoint union of m copies of G. We say that G is a weighted graph if
each vertex of G is assigned a positive integer, the weight of the vertex.
As usual, Kn is the complete graph on n vertices, Kn,m is the complete bipartite graph with parts of size n and m,
and Pn (Cn) is the chordless path (cycle) on n vertices.
In a graph, an independent set is a subset of pairwise non-adjacent vertices, and a clique is a subset of pairwise adjacent
vertices.An independent set S is maximal if no other independent set contains S. In this paper we study two algorithmic
graph problems associated with the notion of independent set: ﬁnding maximal independent sets of maximum and of
minimum weight. Both problems are known to be NP-hard in general. Moreover, they remain NP-hard in many special
classes of graphs. For instance, the problem of ﬁnding minimum maximal independent sets has been recently proven to
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be NP-hard in the class of so-called (1, 2)-polar graphs. On the other hand, both problems can be solved in polynomial
time for (1, 1)-polar, also known as split graphs. In this paper, we address the question of distinguishing new classes
of graphs admitting polynomial-time solutions for the two problems in question. To this end, we extend the hierarchy
of (, )-polar graphs and study the computational complexity of the problems on polar graphs of special types.
2. Preliminaries
In this sectionwe specify graph classes and graph problemswe deal with.We also provide some auxiliary information
regarding the classes and the problems.
2.1. Graph classes
All graph classes in this paper are hereditary, which means if a graph belongs to a class then every induced subgraph
of the graph belongs to the same class. In other words, deletion of a vertex from a graph in a class results in a graph
in the same class. Two particular examples of hereditary classes are bipartite graphs, i.e., graphs partitionable into
two independent sets, and split graphs, i.e., graphs partitionable into an independent set and a clique. It is well-known
that a class of graphs is hereditary if and only if it can be characterized in terms of forbidden induced subgraphs. For
instance, bipartite graphs are those containing no odd cycles, which is due to a classical result of König [5], and the
split graphs are precisely (2K2, C4, C5)-free graphs, which was shown by Földes and Hammer [4]. Both these classes
belong to the family of so-called polar graphs which are of particular interest in our study.
A graph G is said to be polar if the vertices of G can be partitioned into two parts A and B in such a way that G[A]
and G[B] are P3-free. In other words, all the connected components of G[A] and G[B] are cliques. Clearly, all split
and bipartite graphs are polar.
By bounding the size of connected components of G[A] and G[B] one can deﬁne a hierarchy of (, )-polar graphs
as follows: a graph is (, )-polar if the size of each component of G[A] is at most  and the size of each component of
G[B] is at most  [2]. The smallest class in this hierarchy, i.e., (1, 1)-polar graphs, is precisely the class of split graphs.
Notice also that (∞, 1)-polar graphs contain all bipartite graphs, but no class of (, )-polar graphs coincides with the
class of bipartite graphs. To make this hierarchy more ﬂexible we extend it in the following way: a polar graph will be
called ( : a,  : b)-polar if G[A] contains at most a connected components and the size of each of them is at most ,
and G[B] contains at most b connected components and the size of each of them is at most . With this notation,
( : ∞,  : ∞)-polar graphs are (, )-polar;
(1 : ∞, 1 : ∞)-polar graphs are the split graphs;
(∞ : 1, 1 : ∞)-polar graphs are the bipartite graphs;
(1 : ∞,∞ : 1)-polar graphs are the complements to bipartite graphs;
(∞ : 2, 1 : ∞)-polar graphs are precisely bi-split graphs [1], i.e., graphs partitionable into an
independent set and a bi-clique (a complete bipartite subgraph).
Observe that the class of split graphs can be also described as (∞ : 1,∞ : 1)-polar graphs.
2.2. The problems
The MAXIMUM WEIGHT INDEPENDENT SET (WIS) problem is that of ﬁnding in a weighted graph G an independent
set of maximum total weight. It is well-known that WIS is NP-hard in general and remains difﬁcult for graphs in many
special classes, such as triangle-free or cubic planar graphs. On the other hand, there are classes where the problem
can be solved in polynomial time, which includes in particular split graphs and bipartite graphs.
The MINIMUM WEIGHT INDEPENDENT DOMINATING SET (WID) problem is that of ﬁnding in a weighted graph G a
maximal independent set of minimum total weight. This problem is more difﬁcult than WIS in the sense that it remains
NP-hard even for chordal bipartite graphs [3]. However, as WIS, it has a polynomial-time solution in the class of split
graphs.
In this paper we address the question of distinguishing new classes of graphs with polynomial-time solvable WIS
or WID. Our main result is Theorem 3 stating that both problems can be solved in polynomial time in the class of
2P3-free (∞ : 1,∞ : ∞)-polar graphs, extending the split graphs. Notice that in the entire class of 2P3-free graphs
V.V. Lozin, R. Mosca / Discrete Mathematics 306 (2006) 2901–2908 2903
the computational complexity of WIS is unknown, while WID is NP-hard. The latter fact is a consequence of NP-
hardness of WID in the class of (1 : ∞, 2 : ∞)-polar graphs, which has been recently proven in [8] by showing that
SATISFIABILITY is equivalent to WID restricted to a subclass of (1 : ∞, 2 : ∞)-polar graphs called SAT-graphs. In
Section 4, we use Theorem 3 to derive some further extensions of split graphs with polynomial-time solvable WIS and
WID.
Most of our results are based on the following simple proposition.
Theorem 1. Let X be a hereditary class of graphs. If for any G ∈ X, one can ﬁnd in polynomial time a vertex
v ∈ V (G) such that G − N(v) belongs to a subclass of X with polynomial-time solvable WIS (WID), then WIS (WID)
has a polynomial-time solution for all graphs in X.
The proof follows directly from the two equalities below:
w(G) = max{w(G − v), w(G − N(v))},
iw(G) = min{iw(G − v), iw(G − N(v))},
where w(G) stands for the maximum weight and iw(G) for the minimum weight of a maximal independent set in G.
In our study we also use the fact that for both problems under consideration, we can restrict ourselves to so-called
prime graphs, deﬁned as follows. Given a subset M ⊆ V (G) and a vertex x ∈ V (G) − M , we say that x distinguishes
M if x has both a neighbor and a non-neighbor in M. A subset M is called a module if it is indistinguishable for the
vertices outside M. A module M is said to be trivial if |M|=1 orM =V (G). A graph every module of which is trivial is
called prime. Many graph problems, including WIS and WID, can be reduced in linear time to prime graphs by means
of modular decomposition (see e.g., [7] for more information on this topic).
3. Maximal independent sets in 2P3-free (∞ : 1,∞ : ∞)-polar graphs
Before we prove polynomial-time solvability of WIS and WID in the entire class of 2P3-free (∞ : 1,∞ : ∞)-polar
graphs (Section 3.3), we ﬁrst study the problems in two particular subclasses: 2P3-free bipartite graphs (Section 3.1)
and 2P3-free (∞ : 1,∞ : ∞)-polar graphs with a special property deﬁned in Section 3.2.
3.1. 2P3-free bipartite graphs
Though WIS can be solved in polynomial time for general bipartite graphs, the approach proposed here for 2P3-free
bipartite graphs is of interest because it provides a uniﬁed solution for both problems under consideration. This approach
is based on the following structural property of 2P3-free bipartite graphs.
Lemma 1. Let G be a connected 2P3-free bipartite graph. If v is a vertex of maximum degree in G, then G−N(v) is
(P4, C4)-free.
Proof. We assume that the degree of v is at least 2, since otherwise the proposition is trivial. Assume by contradiction
that G′ := G − N(v) contains an induced P4 or C4. Then G′ must contain a vertex w of even distance from v (in
G), which has at least two neighbors in G′. Clearly, w cannot be at distance greater than or equal to 6 from v, since
otherwise G contains a 2P3. Suppose w is at distance 4 from v. Then w with its two neighbors and v with its two
neighbors induce a 2P3. Finally, let w be at distance 2 from v. If w has at least two non-neighbors in N(v), then
these non-neighbors together with v, w and two neighbors of w in G′ induce a 2P3. If the number of non-neighbors of
w in N(v) is at most 1, then the degree of w in the graph G is greater than that of v. This contradiction completes
the proof. 
In the class of (P4, C4)-free bipartite graphs every connected graph is a star K1,n and hence the solution of both
WIS and WID in this class is trivial. This observation together with Theorem 1 and Lemma 1 lead to the following
immediate conclusion.
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Theorem 2. The maximum weight independent set problem and the minimum weight dominating set problem have
polynomial-time solution in the class of 2P3-free bipartite graphs.
3.2. Special 2P3-free (∞ : 1,∞ : ∞)-polar graphs
From now on, G = (V ,E) is a 2P3-free graph admitting a partition V = V1 ∪ V2 such that
• V1 is an independent set,
• V2 induces a P3-free graph, i.e., every component of G[V2] is a clique,
i.e., G is a 2P3-free (∞ : 1,∞ : ∞)-polar graph. Notice that the class of 2P3-free (∞ : 1,∞ : ∞)-polar graphs
generalizes both split graphs and 2P3-free bipartite graphs. In this section,we shall assume thatG possesses an additional
property: each vertex of V1 distinguishes at most one component of G[V2].
For a component H of the graph G[V2], we shall denote by T (H) the set of vertices in V1 that distinguish H. In a
pair (H, T (H)), H will be called the head and T (H) the tail of the pair. Let F(G) denote the family of components of
the subgraph G[V2] with non-empty tails.
Lemma 2. Let k be a constant. Then WIS and WID can be solved in polynomial time for any graph G with |F(G)|k.
Proof. If F(G) is empty, then any clique of G[V2] is a module in G and therefore the solution of both WIS and WID
reduces to a bipartite subgraph of G by means of modular decomposition. If |F(G)|> 0, then for any H ∈ F(G) and
any vertex v ∈ H , |F(G − N(v))|< |F(G)| and the conclusion follows from Theorem 1 by induction. 
Let F(G) = {H1, H2, . . . , Hp}. Throughout the section we shall denote by xj a vertex in T (Hj ), by yj a vertex in
Hj adjacent to xj and by zj a vertex in Hj non-adjacent to xj , so that xj , yj , zj induce a P3. We shall say that a subset
of vertices A is non-adjacent to a subset of vertices B (assuming A ∩ B = ∅) if no vertex of A has a neighbor in B. We
also shall say that A and B are adjacent if each vertex of A is adjacent to each vertex of B. The phrase “A is not adjacent
to B” will mean that at least one vertex of A has a non-neighbor in B.
Lemma 3. For any Hi,Hj ∈ F(G), either Hi is adjacent to T (Hj ) or Hj is adjacent to T (Hi).
Proof. Assume by contradiction that T (Hi) contains a vertex xi non-adjacent to Hj , and T (Hj ) contains a vertex xj
non-adjacent to Hi . But then xi, yi, zi, xj , yj , zj induce a 2P3 in G. 
Lemma 4. If every vertex x ∈ V1 distinguishes at most one component of G[V2], then WIS and WID can be solved for
G in polynomial time.
Proof. Let F(G) = {H1, H2, . . . , Hp}. If p1, then the statement holds by Lemma 2. So we assume that p2. To
prove the lemma we will show that G contains a vertex v such that F(G − N(v)) has at most one element. Together
with Theorem 1 and Lemma 2 this will apply the statement of the lemma.
A triple T =〈H1, H2, H3〉 of elements of F(G) will be called special if each Hj ∈ T is adjacent to the tail of exactly
one other element of the triple. Taking into account Lemma 3, we may equivalently say that a triple is special if the
tail of each element of the triple is adjacent to the head of exactly one other element of the triple. We shall distinguish
between the following two cases.
Case 1: F(G) contains no special triple. Let us call an element Hj ∈ F(G) strong if Hj is adjacent to each T (Hk)
with k = j . Clearly, if v is any vertex in a strong element of F(G), then F(G − N(v)) is empty. We will show by
induction on p that F(G) contains a strong element.
The basis of the induction is given by Lemma 3. Now denote F ′ = F(G) − {Hp} and let Hj be a strong element of
F ′. If Hj is adjacent to T (Hp), then Hj is strong in F(G). Therefore, we assume that there is a vertex xp ∈ T (Hp)
non-adjacent to Hj . By Lemma 3 Hp is adjacent to T (Hj ), and similarly to the tail of each strong element in F ′. Let us
show that Hp is adjacent to the tail of each non-strong element of F ′. To the contrary, assume Hp is not adjacent to the
tail of some non-strong element Hi ∈ F ′. By Lemma 3 Hi is adjacent to T (Hp), and since the triple 〈Hi,Hj ,Hp〉 is
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not special, Hi is adjacent to T (Hj ). Besides, since Hi is not strong, there exists Hk ∈ F ′ with k = i such that T (Hk)
contains a vertex xk non-adjacent to Hi . But now the vertices xk, zj , xi, xj , zi, xp induce a 2P3. This contradiction
proves that Hp is a strong element of F(G).
Case 2: F(G) contains at least one special triple, say T = 〈Hi,Hj ,Hk〉. The head of the triple is the union of its
heads, and the tail of T is the union of the respective tails. Without loss of generality we shall assume that
• T (Hi) is adjacent to Hj and has a vertex xi non-adjacent to Hk ,
• T (Hj ) is adjacent to Hk and has a vertex xj non-adjacent to Hi ,
• T (Hk) is adjacent to Hi and has a vertex xk non-adjacent to Hj .
If F(G) contains Hl with l = i, j, k, then
(a) any vertex xl of T (Hl) is adjacent either to each of Hi,Hj ,Hk or to none of them. Indeed, assume xl is adjacent
to Hj and is non-adjacent to Hk , then the vertices xl, zj , xi, xj , yk, xk induce a 2P3 in G.
Now let us partition F(G) into two parts, F1 with p0 elements and F2 with 3k elements (k1), in such a way
that the 3k elements of F2 form k special triples, while no triple of elements in F1 is special. And let us rename the
elements of F(G) by Q1,Q2, . . . ,Qk+p so that every Qj represents either an element of F1 or a triple in F2. Let us
call Qj strong if its head is adjacent to the tail of Qi for any i = j .
(b) For any Qi and Qj , either the head of Qi is adjacent to the tail of Qj or the head of Qj is adjacent to the tail
of Qi . If Qi,Qj ∈ F1, then the proof coincides with Lemma 3. If Qi ∈ F2 or/and Qj ∈ F2, then the proof is quite
analogous, taking into account the observation (a).
Let us call a triple 〈Qi,Qj ,Qk〉 speciﬁc if the head of each element of the triple is adjacent to the tail of exactly
one other element of the triple. Taking into account (b), we may equivalently say that a triple is speciﬁc if the tail of
each element of the triple is adjacent to the head of exactly one other element of the triple. Let us show the following
important proposition.
(c) F(G) contains no speciﬁc triple. Assume by contradiction that 〈Qi,Qj ,Qk〉 is a speciﬁc triple. Then, according
to the deﬁnition of F1, at least one element of this triple, say Qk , belongs to F2. Without loss of generality assume that
the head of Qk is adjacent to the tail of Qj but not to the tail of Qi . Let x be a vertex in the tail of Qi non-adjacent to
the head of Qk , and x′ be a vertex in the tail of Qj non-adjacent to the head of Qi . Finally, let y, z be two vertices in
the head of Qi that form an induced P3 together with x, and y′, z′ be two non-adjacent vertices in the head of Qk (such
vertices must exist since Qk ∈ F2 and hence its head consists of three disjoint cliques). Then x, y, z, x′, y′, z′ induce
a 2P3 in G.
By analogy with Case 1, the statement (c) implies that F(G) contains a strong element Qj , which may be either a
special triple 〈Hi,Hj ,Hk〉 or a regular element of F(G), say Hj . In the latter case, if v ∈ Hj then F(G − N(v)) is
empty as in Case 1. If Qj is a special triple 〈Hi,Hj ,Hk〉 then for any v ∈ Hj , F(G − N(v)) contains at most one
element, namely the one the tail of which is not adjacent to Hj . The lemma is proved. 
3.3. 2P3-free (∞ : 1,∞ : ∞)-polar graphs
In this section we consider the entire class of 2P3-free (∞ : 1,∞ : ∞)-polar graphs G = (V ,E) with a partition
V1 ∪ V2 deﬁned at the beginning of Section 3.2. For a vertex x ∈ V1, let Gx denote the subgraph of G induced
by V (G) − N(x). Also, if Q is a component of G[V2], then Qx will denote the respective component of Gx , i.e.,
Qx = Q − N(x). We shall say that a vertex y ∈ V1 is stronger than a vertex x ∈ V1 if y distinguishes at least two
connected components of the subgraph Gx[V2]. The binary relation “stronger” will be denoted by S =S(G), and
(x, y) ∈ S will mean that y is stronger than x. Clearly if (x, y) ∈ S, then (y, x) /∈S, since otherwise G contains a
2P3. We now prove several auxiliary results.
Lemma 5. Let (x, y) ∈S and Q be a component of G[V2] such that y distinguishes Qx . Then NQ(x) ⊂ NQ(y).
Proof. Since y distinguishes Qx , there must exist a vertex a ∈ Qx adjacent to y and a vertex b ∈ Qx non-adjacent to
y. Moreover, since y is stronger than x, there must exist a component Q′ of G[V2] containing a vertex a′ adjacent to y
but not to x and a vertex b′ non-adjacent both to y and x. Assume now by contradiction that NQ(x) contains a vertex q
adjacent to x but not to y. Then the vertices x, q, b, y, a′, b′ induce a 2P3 in G. 
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Lemma 6. Let (x1, x2), (x2, x3), . . . , (xh−1, xh) ∈ S. Then for any two adjacent vertices p, q ∈ V2 distinguishable
by x1, the vertex xh is adjacent to at least one of p, q.
Proof. The proof will be given by induction on h. Let h = 2. Denote by Q1 a component of G[V2] containing two
adjacent vertices p, q distinguishable by x1, and assume by contradiction that x2 is non-adjacent both to p and q. Then
x2 does not distinguish Q1 according to Lemma 5. Therefore, there must exist another two components Q2 and Q3 in
G[V2] such that x2 distinguishes Q2x1 and Q3x1 . But then a 2P3 arises.
Now let h> 2.As before, we denote by Q1 a component of G[V2] containing two adjacent vertices p, q distinguish-
able by x1, and assume by contradiction that xh is non-adjacent both to p and q. Since (x1, x2) ∈ S, there exist two
different components Q2 and P 2 in G[V2] containing vertices a, b ∈ Q2 and a′, b′ ∈ P 2 such that a, a′ ∈ N(x2),
b, b′ /∈N(x2), and x1 has no neighbor in {a, b, a′, b′}. By the induction hypothesis, xh has a neighbor in {a, b} and
has a neighbor in {a′, b′}. To avoid an induced 2P3, we conclude without loss of generality that Q1 = Q2. Similarly,
since (xh−1, xh) ∈ S, there exist two different components Qh and Ph in G[V2] containing vertices c, d ∈ Qh and
c′, d ′ ∈ Ph such that c, c′ ∈ N(xh), d, d ′ /∈N(xh),and xh−1 has no neighbor in {c, d, c′, d ′}. The latter statement
implies by induction on {x1, . . . , xh−1} that x1 distinguishes neither {c, d} nor {c′, d ′}. At least one of Qh and Ph is
different from Q1 = Q2. Without loss of generality let Qh = Q1 = Q2. Then x1 is adjacent both to c and d, since
otherwise the vertices x1, p, q, xh, c, d induce a 2P3 in G. Moreover, if Ph = Q1 = Q2, then x1 is adjacent both to c′
and d ′ for a similar reason.
Let us show that P 2 = Ph. Indeed, if P 2 = Ph, then obviously Ph = Q1 = Q2, and hence h> 3, since otherwise
NP 2(x1) ⊆ NP 2(x2) ⊆ NP 2(xh) implying that x1 is not adjacent to c′, d ′. By induction on {x2, . . . , xh−1}, we conclude
that xh−1 has a neighbor in {a, b}. Therefore, the subgraph G[a, b, xh−1, xh] contains an induced P3. Moreover, this
P3 has no neighbors in the P3 induced by vertices x1, d, d ′, a contradiction. Similar arguments show that P2 = Qh.
Now if Q1 = Q2 = Ph, then x1 is adjacent both to d and d ′, and hence the vertices x1, d, d ′, xh together with a
neighbor of xh in {a, b} and a neighbor of xh in {a′, b′} induce a 2P3. IfQ1=Q2=Ph, then on the one hand, by Lemma
5, NPh(xh−1) ⊂ NPh(xh), and on the other hand, by induction on {x1, . . . , xh−1}, xh−1 has a neighbor in {p, q}. This
contradiction completes the proof. 
We are now ready to prove our main result.
Theorem 3. WIS and WID are polynomially solvable in the class of 2P3-free (∞ : 1,∞ : ∞)-polar graphs.
Proof. To prove the theorem, we shall show that in any 2P3-free (∞ : 1,∞ : ∞)-polar graph G one can ﬁnd in
polynomial time a vertex x with the property that the graph G−N(x) satisﬁes the conditions of Lemma 4. If no pair of
vertices of G belongs toS, then clearly any vertex in V1 possesses this property. If the relationS(G) is not empty, then
any maximal (strongest) vertex with respect to S possesses the property. The existence of a maximal vertex follows
from Lemma 6, and obviously such a vertex can be found in polynomial time. By Lemma 4, WIS and WID can be
solved in polynomial time in G − N(x). Therefore, by Theorem 1, both problems have a polynomial-time solution in
the class under consideration. 
4. Further results
In this section we use Theorem 3 to derive more results on polynomial-time solvability of WIS and WID in special
classes of graphs. To this end, we introduce more deﬁnitions and notations. Given a graph G and a vertex x ∈ V (G),we
denote by A(x) the anti-neighborhood of x, i.e., the subset of vertices of G non-adjacent to x. The anti-neighborhood
of a set M ⊆ V (G), denoted A(M), is the intersection⋂x∈MA(x).
Deﬁnition 1. Given an edge ab, let us call a subset X ⊆ A(a, b) a private anti-neighborhood of ab if there is a vertex
c adjacent to exactly one of a and b such that X = N(c) ∩ A(a, b).
By Yn,m and Ti,j,k we denote the graphs represented in Fig. 1(a) and (b), respectively. In particular, Y1,1 = P5,
T1,1,1 = K3 and T0,j,k = Pj+k . Notice also that 2P3 is an induced subgraph of Ym,m for any m> 1.
The following theorem has been proved in [6].
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Fig. 1. Graphs Yn,m (a) and Ti,j,k (b).
Theorem 4. Let m be a natural number and G a Ym,m-free graph. Then WIS (WID) can be solved in polynomial time
for G whenever WIS (WID) can be solved in polynomial time for the anti-neighborhood of each edge of G.
From this theorem and Theorem 3 we now derive the following conclusion.
Theorem 5. Let G be a (2P3, T1,2,3)-free graph. Then WIS (WID) can be solved in polynomial time for G whenever
WIS (WID) can be solved in polynomial time for at least one private anti-neighborhood of each edge of G.
Proof. Without loss of generality we may assume that G is a prime graph. Therefore, for each edge ab there is a vertex
c distinguishing {a, b}, say c is adjacent to a but not to b. Denote A′ := N(c) ∩ A(a, b), A′′ := A(a, b) − A′ and
GA := G[A(a, b)]. Let us show that if GA is prime, then GA is a (∞ : 1,∞ : ∞)-polar graph, i.e., the vertices of GA
can be partitioned into an independent set and a P3-free graph.
Clearly G[A′′] is a P3-free graph, since otherwise any P3 in G[A′′] together with the vertices a, b, c would induce
a 2P3 in G. Assume now that G[A′] is not an empty graph, and let B be a non-trivial (of size at least 2) connected
component of G[A′]. Let us show that B is a module in GA. Indeed, suppose by contradiction that there is a vertex
x /∈B that distinguishes B, i.e., x has a neighbor y ∈ B and a non-neighbor z ∈ B. Obviously, x belongs to A′′, and
without loss of generality we may assume that y is adjacent to z, because they are joint by a path in G[B]. But then
a, b, c, x, y, z induce a T1,2,3 in G. This contradiction shows that B is a module in GA. Therefore,WIS andWID can be
solved for GA by reducing the problems to a graph G′A obtained from GA by contracting every connected component
B of G[A′] into a single vertex b and assigning to it a number equal to the weight of a maximal independent set of
maximum (for WIS) or minimum (for WID) weight in G[B]. Under the assumption that WIS and WID can be solved
in polynomial time for G[A′] (a private anti-neighborhood of ab) we conclude by Theorem 3 that both problems have
a polynomial time solution for G′A, since G′A is a 2P3-free (∞ : 1,∞ : ∞)-polar graph. Now the result follows from
Theorem 4. 
The above theorem can be reformulated in terms of forbidden induced subgraphs as follows. Given a graph F, let
F ∗ denote the graph obtained from F by adding to it a P3 and by connecting one endpoint of the P3 to each vertex of
F. In particular, if F = K2 then F ∗ = T1,1,3. The following proposition is a natural corollary from Theorem 5.
Corollary 1. Let F be a graph. If WIS (WID) can be solved for (2P3, T1,2,3, F )-free graphs in polynomial time, then
WIS (WID) has a polynomial-time solution in the class of (2P3, T1,2,3, F ∗)-free graphs.
As a particular consequence of this result we conclude that both problems under consideration can be solved in
polynomial time in the class of (2P3, T1,1,3)-free graphs, which extends both split graphs and 2P3-free bipartite graphs.
Notice also that further extensions are possible, since the above corollary allows repeated application.
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