ABSTRACT
INTRODUCTION
Web services are envisioned as the next technological wave. Leading software vendors, including Microsoft (Miller, 2003) , Sun (Williams, 2003) , and IBM (Kreger, 2003) , are investing extensively in the development of protocols and products that facilitate the development, deployment, discovery, and composition of web services. At the same time, a set of web services technologies is being standardized and supported by the industry (Kreger, 2003) .
Web services are expected to greatly enhance web application interaction and integration and can are grouped into web services.
The problem of identifying appropriate web services has not been addressed in the literature. No formal methodology and tools that allow the designer to generate and evaluate alternative designs based on a set of managerial design goals exist. This paper describes a formal approach to web services identification.
The paper is organized as follows. First, the web services identification problem is discussed and approaches being used in identifying reusable assets and in designing business components are briefly reviewed. A formal approach to web services identification is then presented. An implementation of the approach in a tool and its application to identifying web services for an auto insurance claim system are then described. Finally, conclusions and future research directions are given.
WEB SERVICES IDENTIFICATION PROBLEM
Web services need to be developed such that they can be reused within the same domain and may possibly be reused across domains. The challenge is to identify web services that can be developed in a cost-effective manner, are suitable for reuse, easy to assemble into larger applications, easy to maintain, and provide capability to customize end applications by proper selection and assembly of web services.
Identifying reusable artifacts is recognized as one of the difficult tasks in classical software reuse (Apte and Sankar, 1990) . Design issues related to traditional reusable software artifacts such as code have been discussed in the literature (Mili et al., 1995) . However, these approaches are targeted at reusing low-level code and are not applicable for identifying and designing web services which can be effectively used to assemble applications (Jain et al., 2003) . Additionally, several methodologies for component development have been proposed. Many of these approaches use top-down decomposition and focuses on the component interfaces as the key design abstraction (Brown, 2000) . Even though component interface is an important abstraction, it does not consider component fabricator's objectives such as lower development cost, high level of reuse, ease of maintenance, etc. In the context of using classes to identify appropriate components, Pfister and Szyperski (1998) observe the difficulty of extracting components from a large collection of classes. In fact, Szyperski (1998) states that the "modeling of component-based systems is still a largely unresolved problem." In further discussing challenges to identifying components, Levi and Arsanjani (2002, p. 45) claim that "design engineers often have difficulty determining the initial set of key abstractions that constitute the key elements of a domain in a repeatable and nonarbitrary fashion." Vitharana et al. (2003) propose a strategy-based approach for designing reusable business components. We adopt parts of this approach for identifying web services.
Web services differ from traditional software artifacts in various ways and business components in some ways. Thus, the web services design process must account for these differences. For instance, traditional reusable artifacts, such as code segments and classes, are mostly fine-grained and portray a low-level technical-oriented representation of the application domain. Web services on the other hand are more coarse-grained and are intended to provide a high-level business-oriented representation of the domain. The fine-grained technicaloriented nature of traditional reusable artifacts prevents managers from working with them effectively. On the other hand, the coarse-grained business-oriented nature of web services allows managers to identify the web services that satisfy their business needs and subsequently assemble the web services into full-scale business application systems. Additionally, web services generally are hosted, thus making the implementation environment of web services distributed. The effective operation of this resulting distributed application requires that the web services are loosely coupled and messaging between the services is minimized.
Some other characteristics of web services include: (1) that they are selfcontained executable programs that provide a specific service; (2) have a standardized interface, which is used to communicate with other web services; and (3) are published on the Internet and could be used in a context that is unanticipated by its initial designers.
The next section describes a formal approach to web services identification, which assists web service designers in organizing classes into web services.
A FORMAL APPROACH FOR IDENTIFYING WEB SERVICES
We propose a formal approach to web services identification, which is recognized as a crucial step in the overall web service development process. The approach uses an analysis level domain model as input. We assume that application domain has been modeled using an objectoriented approach. Thus, the domain model (in the UML notation) consists of class diagrams representing significant object classes and structural relationships among the classes, use cases, and sequence/interaction diagrams representing dynamic relationships among the classes. The static (class diagram) and dynamic (use case and sequence diagram) relationship information from the domain model is used to derive an aggregate measure of the class relationships. The dynamic relationships also consider the relative importance of the use cases to the end-user. A maximum spanning tree algorithm has been developed to help organize classes into a hierarchical structure, which helps web service designers to identify initial groupings of classes into web services. Heuristics (Jain et al., 2001 ) and the Multi-Objective Genetic Algorithm Based Approach (Jain et al., 2003b) can be used to further refine the initial design. The approach is described in detail in the following subsections.
Evaluating Class Relationship Strength
The process of web services identification begins by grouping related classes of an analysis level model of the application domain. In evaluating the strength of relationships between classes, static and dynamic relationships are considered. Static relationships (Rosenberg and Scott, 1999) are computed based on class diagrams; dynamic relationships are computed based on use cases and sequence diagrams.
Static relationships represent the way various classes are related to each other. The use of static relationships in the web services identification process ensures that only related classes are grouped together. Relationship types (e.g., inheritance, association, and dependency) can be weighted according to their relative importance.
Dynamic relationships represent the way various classes interact through messaging to support various business processes. Use cases and the corresponding sequence diagrams are used as a basis for computing dynamic relationships between classes. Use cases are assigned relative weights based on their importance to the user in the application domain. The importance can be based on the criticality of the business process supported by the use case, frequency, or any other considerations.
The total relationship strength between a pair of classes is computed as follows (Jain et al., 2001 
Organizing Classes into Initial Set of Web Services
Taking the characteristics of web services into consideration, web service design should strive for tight cohesion within a web service and loose coupling between web services. Cohesion refers to the strength of relationships between elements (classes) in a web service, while coupling refers to the extent to which classes in one web service relate to classes in other web services (Vitharana, 2003) . The ideal scenario is one in which the cohesion within a web service is maximized and the coupling between web services is minimized.
Finding a web service design that maximizes intra-service cohesion and minimizes inter-service coupling can be formalized as a graph partitioning problem (Schloegel et al., 2000) . The classes and the strength of relationship between classes can be represented as a graph G= (V, E) , where V is a set of vertices and E is a set of edges. Each vertex corresponds to a class. The weight of an edge ij e , denoted ) ( ij e w , equals ij TS , the total strength of the relationship between two classes (vertices) i and j. The objective is to partition V into k disjoint subsets (i.e., web
, such that the total edge-cut caused by the partitioning (i.e., inter-service coupling) is minimized. Additional partitioning constraints, such as the maximum and minimum numbers of classes allowed in each web service, may be added to the problem formulation.
There are several difficulties in directly solving the graph-partitioning problem for web services identification. First, the graph partitioning problem in general is NP-complete. Heuristic methods are needed to generate good, but possibly not optimal, partitions efficiently. Second, there is no natural choice for the number of web services, k. It is desired that a series of designs under different k's be provided to the web service designer for further evaluation.
We apply a "greedy" approach to deal with these difficulties. We first find a maximum spanning tree of the graph (Cormen et al., 1990) . Efficient polynomial-time algorithms, such as Kruskal's (1956) and Prim's (1957) , exist for finding a maximum (or minimum) spanning tree out of a graph. Maximum spanning tree provides a reasonably good (but possibly not optimal) way for grouping the vertices in a graph according to their connections. We then generate a hierarchical structure of the classes based on the maximum spanning tree. The tree is broken into sub-trees on a series of threshold values against TS . On each threshold, the classes in a sub-tree are suggested to be included in a web service. The smaller the threshold, the fewer classes in a web service, and the more web services recommended. This method provides the web service designer with a series of potential designs with different levels of inter-service coupling and is particularly attractive when a hierarchical web service design is needed, where classes are organized into web services, and smaller web services are successively integrated into bigger ones. Figure 1 illustrates the web services identification process using a simple example. There are nine classes in this example. Classes are represented as vertices in a graph. The total strength of relationships between two classes is represented as the weight of the edge between the two classes. A maximum spanning tree of the graph is found and then converted into a hierarchical structure. Two, four, seven, eight, and nine web services can be formed, respectively, on different inter-service coupling levels. The designer uses this structure to select an initial solution based on the preferred size of web service and number of web services desired for the domain. The selected initial solution is used in the next phase to further refine it based on either a set of heuristics or a multi-objective genetic algorithm. 
Refining Initial Set of Web Services
The initial set of web services identified above can be refined by using a set of heuristics described in detail in Jain et al. (2001) or a multi-objective genetic algorithm based approach described in detail in Jain et al.(2003b) . These methods are briefly described here for completeness.
Placing all the classes that are related through 'inheritance' or 'generalization' in a single web service can enhance the initial solution by increasing the cohesion within the web service and reducing the interservice coupling (Riel, 1996) , which are desirable characteristics of web service design. If there is inheritance between classes, then it is more appropriate to place those classes in the same web service because of the strong relationship (cohesion) between them. If the classes related through inheritance were distributed across different services, then it would result in an increase in dependency (coupling) between services. In this approach, we replicate a super class by adding it to the services containing one or more of its sub-classes.
A set of heuristics has been developed for further refining the initial solution obtained from the spanning tree algorithm. The following two types of heuristics are supported:
Automated Heuristics
These heuristics are performed by the system when the designer opts for them. Amongst the automated heuristics, the various options available to the designer are: add heuristics, move heuristics, and exchange heuristics. Each of these heuristics is briefly described here.
Add Heuristics: In this type of heuristics, redundant assignment of classes to multiple services is used to arrive at a more desirable solution. At each iteration, a class is added to a service and the solution is evaluated in terms of the managerial goals (described in next section) associated with it. Since the evaluation model contains multiple conflicting objectives, a set of nondominated solutions are generated and presented to the designer. The process is similar to the one used in Jain (1987) . Move Heuristics: In this type of heuristics, a class from a service is moved to another service, during iteration. The managerial goal values are computed after every iteration. As in the case of add heuristics, only the non-dominated solutions are displayed. Figure 3 depicts an iteration of move heuristics. During the iteration, Class A is moved from service 1 to service 2. Unlike add heuristics, classes are not redundantly assigned to services.
Exchange Heuristics: This heuristic operates by making even exchanges of classes between services.
During an iteration of exchange heuristics, a class from a service is exchanged with a class from another service. Figure 4 depicts the exchange of Classes A and X between services 1 and 2 respectively.
Manual Heuristics
Unlike automated heuristics, which are performed by the system, the designer carries out manual heuristics. If the designer feels that a particular class is more appropriate in another service, he/she can move the class to that service. The manual heuristic is designed to provide opportunity for fine-tuning the service by the designer. Vitharana, Zahedi, and Jain (2003) identified five managerial goals (cost effectiveness, ease of assembly, customization, reusability, and maintainability) and five technical features (coupling, cohesion, number of components, size of component, and complexity) that are closely related to the managerial goals in the context of component based system development. They identified the relationship coefficients between the technical features and managerial goals from a survey. We adopt this model for evaluating the web services identification solution.
Since the multiple managerial goals may conflict with each other, there may not exist one solution, which is optimal with respect to all managerial goals. If the web service fabricator can weight the relative importance of the managerial goals properly based on its business strategy, a consolidated objective (i.e., weighted sum of the managerial goals) can be optimized. However, it is usually very hard for decision makers to make the tradeoffs among the managerial goals and assign the weights. We, therefore, formulate web services identification as a multi-objective optimization problem and seek a set of alternative solutions, which are superior to other possible solutions when all objectives are considered but may be inferior to other solutions in a few objectives. Such solutions are known as Pareto-optimal solutions or nondominated solutions (Srinivas and Deb, 1994) . Decision makers can compare the alternative non-dominated solutions and select appropriate ones. The formulation of the multi-objective optimization problem is described in detail in (Jain et al. (2003b) . The approach is briefly described here for completeness.
Multi-Objective Optimization
In general, a multi-objective optimization problem that needs to minimize (or maximize) a set of n objective functions and is subject to a set of m constraints can be mathematically denoted as: 
A solution that is not dominated by any other solution is called a Paretooptimal solution or non-dominated solution. Typically, there are many nondominated solutions, which form the socalled non-dominated front (or Paretooptimal front) in the solution space.
An optimization algorithm may attempt to find one, many, or even all of the points on the non-dominated front. Classical methods consolidate the multiple objective functions into a single objective function in some manner and reduce the problem to a single-objective optimization problem (Srinivas and Deb, 1994) . For example, the method of objective weighting calculates a consolidated objective function,
, where the weights i w 's are assigned by the decision maker based on his/her perception of the relative importance of the objectives. This method usually generates only a single solution and is sensitive to the weighting scheme. The decision maker may need to try different weighting schemes and solve the reduced problem many times to find a preferred solution. Genetic algorithms can approach multiple non-dominated solutions simultaneously (Srinivas and Deb, 1994; Zitzler et al., 1999) and allow the decision maker to compare the suggested alternative solutions and to select a preferred one.
Genetic Algorithms
Genetic algorithms belong to a class of evolutionary algorithms (Bäck , 1996) . They can be viewed as search procedures that mimic the mechanics of natural selection and genetics (Goldberg, 2002) . They have been widely applied to solve computationally hard optimization problems. Figure 5 shows a generic procedure of genetic algorithms. In a genetic algorithm designed to solve a particular optimization problem, each solution to the problem is encoded as an artificial chromosome (or individual). A chromosome consists of a sequence of genes, which are often encoded as binary bits. An initial population of chromosomes can be created randomly or by using prior knowledge of possibly good solutions. The population then evolves from generation (i.e., iteration) to generation.
Three mechanisms-that is, selection, crossover, and mutation-together ensure that the population evolves towards better individuals as time goes on. Selection allocates more offspring to individuals with better "fitness" present in the current population and to prevent the evolution from being trapped on local optima. Basic parameters that can be tuned include the population size, the probability of crossover (or crossover rate), and the probability of mutation (or mutation rate). The evolution goes on forever, unless a terminating control (e.g., a maximum number of generations, a specified time period, or an external interruption) is used.
Many methods for selection, crossover, and mutation have been developed. Some examples of selection methods include proportional selection, ranking, tournament selection, and elitist selection (Goldberg, 2002) . In proportional selection, each individual is given a probability of selection that is proportional to its fitness value. In ranking, the selection probability of an individual is assigned based on its rank instead of its absolute fitness value. In tournament selection, the best individual in a randomly selected tournament consisting of some number of individuals is elected to survive to the next generation. In elitist selection, the best several individuals are guaranteed to survive, so the best individual in a population will never degenerate. Basic crossover methods include one-point crossover, multiple-point crossover, and uniform crossover (Goldberg, 2002) . In one-point crossover, one crossover point in the chromosomes is chosen at random and the genes to the right of that point are exchanged between two individuals. Multiple-point crossover is a generalization of one-point crossover; multiple crossover points are chosen at random and every other segment between two crossover points is exchanged between two individuals. In uniform crossover, each gene is decided at random whether or not to be exchanged. Although more complex mutation methods are available, the simplest mutation method is often used, in which each gene is decided at random with a specified probability whether or not to be mutated. Some other selection, crossover, and mutation methods are described by Bäck (1996) and Goldberg (2002) and are not discussed in this paper.
Since genetic algorithms deal with a population of multiple solutions instead of a single solution, they have also been used to search for multiple non-dominated solutions to multi-objective optimization problems (Srinivas and Deb, 1994) . In such situations, the fitness of an individual is evaluated by considering all objectives collectively, rather than a single objective alone.
Many multi-objective genetic algorithms have been developed. An empirical study (Zitzler et al., 1999) compared eight algorithms, including RAND (a random search algorithm), FFGA (Fonseca and Fleming's multiobjective EA), NPGA (the Niched Pareto Genetic Algorithm), HLGA (Hajela and Lin's weighted-sum based approach), VEGA (the Vector Evaluated Genetic Algorithm), NSGA (the Nondominated Sorting Genetic Algorithm), SOEA (a single-objective evolutionary algorithm using weighted-sum aggregation), and SPEA (the Strength Pareto Evolutionary Algorithm). The results indicate that the two best algorithms with respect to the distance between the achieved front and the true Pareto-optimal front are SPEA and NSGA. The study also found that incorporating elitist selection significantly improves the performance of an algorithm. The performance gap between SPEA and NSGA was largely attributed to SPEA's elitist strategy and NSGA could match the performance of SPEA by borrowing the elitist strategy from SPEA.
A Genetic Algorithm for Web Services Identification
We have designed an algorithm named MOGA-WSI (Multi-Objective Genetic Algorithm for Web Services Identification) to solve the multi-objective optimization problem of web services identification. The building blocks of MOGA-WSI are described in detail in Jain et al. (2003b) .
Encoding of Solutions: A solution to the web services identification problem consists of an assignment of Selection: A combination of elitist selection and proportional selection is used in MOGA-WSI. Several best individuals (i.e., the "elitists") are selected to survive from the current generation to the next. The rest of the new population will be selected from the old population, with each individual given a probability of survival that is proportional to its fitness value.
MOGA-WSI supports two optimization strategies, that is, objective weighting and not-dominated sorting. In objective weighting, the fitness value is derived by linearly scaling a consolidated objective, which is a weighted sum of the managerial goals, and the web services identification problem reduces to a singleobjective optimization problem. In nondominated sorting, all managerial goals are considered collectively. If objective weighting is used, a specified number of best solutions are treated as elitists and are guaranteed to survive to the next generation. If non-dominated sorting is used, the non-dominated solutions in the current generation up to a specified percentage of the entire population are treated as elitists.
The non-dominated sorting procedure of NSGA (Srinivas and Deb, 1994), a general-purpose multi-objective genetic algorithm, is used in MOGA-WSI. This procedure assigns each individual a dummy fitness value based on the individual's degree of non-domination. The non-dominated individuals in the current population are identified to form the first non-dominated front and are assigned a large fitness value. These individuals in the same front are then shared with their dummy fitness values; the fitness value of an individual is divided by a quantity proportional to the number of individuals close to it. The rest of the population is then processed in the same way to identify the second non-dominated front. Individuals in the second nondominated front are assigned a new dummy fitness value that is smaller than the minimum shared dummy fitness of the previous front. This process is repeated until the entire population is assigned dummy fitness values.
Crossover: Crossover selects two parent individuals with a given probability of crossover and recombines them to form two child individuals. The current version of MOGA-WSI uses the onepoint crossover mechanism, which chooses one crossover position within the sequence of genes of an individual at random and exchanges the genes to the right of that position between two parent individuals.
Mutation: Mutation occasionally (the mutation probability is usually kept small) changes single genes of individuals. Similar to the modification method in generating initial solutions, since the ratio of 1s to 0s is roughly 1 1 − M , the mutation probabilities of 0s and of 1s are kept in the same ratio.
IMPLEMENTATION AND APPLICATION OF THE APPROACH
A research team at the University of Wisconsin -Milwaukee (UWM), has implemented the proposed approach in a web services identification tool. The research program is a joint collaboration between Tata Consultancy Services (TCS), Asia's largest software consultancy firm, and UWM.
The tool has been used in designing web services in an auto insurance claims domain. A team of domain experts from TCS developed an object model, which comprised use case diagrams, sequence diagrams, and class diagrams. Figure 6 shows a portion of a use case diagram. There were eight use cases in this model.
For each of the use cases, a corresponding sequence diagram was designed. The sequence diagrams show the interaction between classes through messaging. Figure 7 displays a portion of one of the sequence diagrams.
A class diagram, depicting the relationships between classes and the cardinality of the relationships, was also designed. In addition to associations between classes, the class diagrams also incorporated 'generalization/inheritance' relationships between parent and child classes and UML concepts such as 'aggregation' and 'association classes'. The class diagram contained 52 object classes. Figure 8 shows a portion of the class diagram. The model was then exported into an XML file, which was fed as input to the tool for identifying web services. Each use case was assigned a weight based on its importance as determined by TCS experts. Equal weight was assigned to static and dynamic relationships. The tool then computed the total strength of relationships between each pair of classes. A graph was then generated with these total weights as edges A maximum spanning tree was then found and converted into a hierarchical structure (Figure 9 ), which suggested a series of web service designs. On the lowest inter-service coupling level, all classes are included in a single web service; on the next several levels, 9, 10, 14, 15, 16, 27, 29, 45, 47, and 50 components are recommended, respectively; on the highest inter-service coupling level, each of the 52 classes is considered an individual web service. The design on a selected level of inter-service coupling was chosen as a starting solution, which was used to generate the initial population of MOGA-WSI, after the automated heuristics have been applied. The tool allows the web service designer to choose from two optimization strategies: searching for a set of non-dominated solutions with respect to the five managerial goals (i.e., nondominated sorting) or optimizing a consolidated objective (i.e., objective weighting), which is a weighted sum of the managerial goals. As in special cases of consolidated objectives, assigning zero weights on other managerial goals can also optimize each individual managerial goal.
The current best solutions are reported periodically (in a specified display interval). These include the best solutions with respect to individual managerial goals and the elitists, which are the first several best solutions if the objective weighting optimization strategy is used or non-dominated solutions if the non-dominated sorting optimization strategy is used. The user can evaluate any of these solutions at any time. The execution can go on forever unless the user stops it. The user can also temporarily stop the algorithm at any moment and then resume the execution with the same or a new optimization strategy.
The parameters of MOGA-WSI have been tuned for fast convergence. A suggested setting is: mutation rate of 0s = 0.02, crossover rate = 0.8, population size = 1,000, number of elitists (used for the objective weighting optimization strategy) = 10, maximum percent of elitists in the population (used for the non-dominated sorting optimization strategy) = 25.
Some results of running MOGA-WSI are summarized in Table 1 . These results were generated by running MOGA-WSI for between 17 and 19 hours on a Dell Optiplex/GX260 workstation with a Pentium 4 CPU running at 2.27GHz and 512 MB RAM. The algorithm was run using the non-dominated sorting optimization strategy, using the objective weighting strategy while the managerial goals were given equal weights, and using the objective weighting strategy while only one managerial goal was given a non-zero weight. All runs started from a starting solution suggested by the spanning tree approach and refined using the automated heuristics. In the run using the non-dominated sorting optimization strategy, 277 alternative solutions were suggested. In the runs using the objective weighting optimization strategy, the 10 elitists converged to the same best solution. All five managerial goals were improved to different degrees in all the runs. The TCS experts felt that the suggested designs are logically consistent and contain most of the good designs.
The results show that both optimization strategies have their advantages. If the designer has a clearly defined weighting of the managerial goals, the algorithm usually converges faster in the specified optimization direction. For example, in essentially the same time period, optimizing a single managerial goal improved the managerial goal more than the non-dominated sorting strategy did. Otherwise, the non-dominated optimization strategy can provide the designer with a lot of alternative solutions spreading out on the non-dominated front to help the designer choose an appropriate design.
The tool can further be used in a lot of flexible ways by combining the two strategies to search for alternative solutions. For example, the designer may start from an initial solution suggested by the spanning tree approach and refined using the automated heuristics, optimize individual managerial goals independently, and then use the elitists with respect to individual managerial goals as initial solutions to search for a set of nondominated solutions. This is expected to greatly speed up the convergence of the non-dominated sorting strategy and increase the spread of solutions on the non-dominated front. The designer can also search for non-dominated solutions first and then use selected solutions as initial solutions to further evolve in a particular direction. This helps the designer prioritize the managerial goals by evaluating alternative preliminary solutions. The designer may even pre-specify a sequence of runs, each starting from the elitists of the previous run, in a batch file.
CONCLUSIONS AND FUTURE WORK
As web services identification has not been adequately studied in the literature yet, this paper proposes a formal approach to this critical step in web service development. Such an approach is likely to ease the development of web services and enhance their subsequent assembly.
We are aware of several limitations of the current approach. First, the spanning tree based approach is "greedy." It may not yield an optimal solution. Second, although the heuristics and the multiobjective genetic algorithm, which have been developed to refine the solution produced by the spanning tree based approach, have been tested on one reallife problem, more testing and experimentation are required to validate the utility and efficiency of the techniques.
Our future research in web service based software development is proceeding in several directions. First, we are developing a solution management and evaluation tool, which allows the web service designer to save selected solutions, load previous solutions, sort solutions on given criteria and evaluate the best solutions in a specified range, and update (add, modify, and delete) solutions. Second, we are integrating the techniques described in this paper into a comprehensive toolkit for web service design. Third, we are developing methodologies and CASE tools for web service discovery and assembly and validating the utility of our methodologies and tools in real-world business applications.
