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On the exit probability of the one dimensional q-voter model. Analytical results and simulations for
large networks.
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We discuss the exit probability of the one dimensional q-voter model and present tools to obtain estimates
about this probability both through simulations in large networks (around 107 sites) and analyticaly in the limit
where the network is infinetely large. We argue that the result E(ρ) = ρ
q
ρq+(1−ρ)q
, that was found in 3 previous
works (2008 EPL 82 18006 and 2008 EPL 82 18007, for the case q = 2 and 2011 PRE 84 031117, for q > 2)
using small networks (around 103 sites), is a good approximation, but there are noticeable deviations for larger
system sizes. We also show that, under some simple and intuitive hypothesis, the exit probability must obey
the inequality, ρ
q
ρq+(1−ρ)
≤ E(ρ) ≤ ρ
ρ+(1−ρ)q
, in the infinite size limit. We believe this settles in the negative
the suggestion made (2011 EPL 95 48005) that this result would be a finite size effect, with the exit probability
actualy being a step function. We also show how the result, that the exit probability cannot be a step function,
can be reconciled with the Galam unified frame, which was also a source of controversy.
PACS numbers: 02.50.Ey, 02.60.Cb, 05.45.Tp, 05.65.+b, 89.65.-s
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I. INTRODUCTION
The non-linear q-voter model is an opinion propagation
model, proposed by Castellano et al. [1] as a variant of the
voter model. In this model, a society is represented by a net-
work, where sites represent agents and the edges represent so-
cial connections among them. At each time step, an agent
consults a group with q neighbouring agents about some sub-
ject. If all the agents in the group agree with each other, they
convince the first agent. In the original version of the model, if
the agents in the chosen group don’t agree, there is a probabil-
ity ǫ that the first agent changes its opinion. In the works about
the model that we will consider and with which we compare
our results, this part of the model is ignored (that is, ǫ is set
to 0). For this reason we will drop this rule, so in this work
if the agents in the chosen group don’t agree with each other,
nothing happens and we go to the following time step. If we
consider a one dimensional lattice, as the model of our so-
ciety, then there is no difference between inflow and outflow
dynamics and the model can be regarded as a generalization
of sorts of the well known Sznajd model [2].
Slanina, Sznajd-Weron and Przybyła in [3], and simultane-
ously Lambiotte and Redner in [4], studied the case q = 2
(that corresponds to the Sznajd model [2]) in one dimension
and with two opinions. The main conclusion is that the exit
probability E(ρ) (the probability that an opinion that starts
with a proportion ρ of the agents, ends up being the dominant
opinion, with all agents adopting it) is a continuous function,
given by
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E(ρ) =
ρ2
ρ2 + (1− ρ)2
. (1)
In [5], Galam and Martins questioned the analytical arguments
in the deduction of this exit probability (that are based in the
Kirkwood approximation, a type of mean field treatment, as
correlations beyond nearest neighbours are truncated [3, 6]).
They put forward the idea that the exit probability could be
a step function (as would be expected from the application
of the Galam unifying frame (GUF) [7]), and that equation
1 is a consequence of finite size effects. Alternatively, they
suggest that this could be an indication of the irrelevance of
fluctuations in this system (because it can be derived from a
mean field treatment).
In [8], Przybyła, Sznad-Weron and Tabiszewski showed
that something similar happens for a linear chain with q > 2,
when we forbid repetitions among the q consecutive neigh-
bours that are chosen (which is allowed in the original q-voter
model but that makes no difference when q = 2). The exit
probability that was found is
E(ρ) =
ρq
ρq + (1− ρ)q
. (2)
Once more, applying the GUF yields a step function and, for
this case, there is still no derivation for equation 2.
In this work, we define a dual model that is mathematicaly
equivalent to the q-voter model studied in [8] (section II A).
We use it to show a connection between this model and the
usual voter model. This connection allows us to make esti-
mates about the exit probability and we are able to derive,
through analytical arguments and rather intuitive hypothesis,
the inequality
ρq
ρq + (1− ρ)
≤ E(ρ) ≤
ρ
ρ+ (1− ρ)q
(3)
2for the limit of an infinite system size, ruling out a step func-
tion as the exit probability (sections II B and II C). The dual
model can also be simulated much more efficiently, which al-
lowed us to obtain definite results for network sizes up to 105
(the previous works studied sizes up to 103). Furthermore,
the same arguments used to derive equation 3 can be used to
obtain estimates about the exit probability from the transient,
which we have done for system sizes up to 3.16×107 (section
III). Our simulations show some small deviations from equa-
tion 2, but these only appear for network sizes around 105 and
bigger. Nevertheless, inequality 3 holds for all simulations
done.
Finaly, we show (appendix A) that the step function can be
obtained as the exit probability for the q-voter model, using
a mean field approach that neglects nearest neighbour corre-
lations (in accordance to one of our previous works [9]). We
also show how the finite size effects should behave in this case
and discuss how to reconcile this with the GUF (section ??).
Because of this we believe that it is not correct to infer that
fluctuations are neglectable only on the basis of equation 2.
II. THE ONE DIMENSIONAL q-VOTER MODEL
The model studied in [8] (of which the model studied in
[3–5] is a particular case) is defined in a linear chain with N
spins, that are either + or −. The time evolution depends on
an integer parameter, q, on the following way
• At each time step, q neighbouring spins are chosen
at random (these spins must be consecutive, i, i +
1, . . . , i+ q − 1).
• If one of these spins has a state different from the others,
then nothing happens.
• Otherwise, two different versions of the model pre-
scribe slightly different updates:
Both sides version Spins i − 1 and i + q assume the
same value as the spins in the group.
Random version Either i − 1 or i + q, chosen at ran-
dom, assumes the same value as the spins in the
group.
In this work, we will only be concerned with the random
version and we will always assume that the linear chain has
periodic boundary conditions. The model with q = 1 is the
Ochrombel model and hence it is mathematicaly equivalent to
the voter model, when using a linear chain. As the behaviour
in this case is well known, we will focus in the case q ≥ 2.
An example of the rules in the case q = 3 is given in figure 1
A. The dual model
We now build a mapping between the one dimensional q-
voter model and a dual model (meaning both models are math-
FIG. 1: Example of the model rules for q = 3. The rectangles
indicate 2 possible choices for the group of sites. The dashed
rectangle represents a choice where we must go to the next
time step without changing the state of the model. For the
other rectangle, the circles represent the 2 sites that can be
chosen to be convinced. The dashed circle represents a choice
that doesn’t change the state, while the full circle represents
a site that should be flipped if it is the one that was chosen,
changing the state of the system.
ematicaly equivalent), that as we will show has some similar-
ities with the voter and Ochrombel models. Firstly, we note
that the state of the original model can be described entirely by
the sizes of contiguous groups of sites with the same spin (for
example, 3 + spins, 4− spins, 2 + spins, 2 − spins, etc.). We
will then assign an index for each of these contiguous groups
and use only their sizes and spins to keep track of the state of
the model. A more detailed example of this mapping can be
found in figure 2.
FIG. 2: Example of the mapping considered
Next, we note that the q sites, that are chosen in the first
step (of each iteration) of the original model, will have the
same opinion if and only if they are all inside the same group.
Moreover, the choice of these q sites will change the state of
the model if either they are the q rightmost sites in the group
and they choose to change the site to their right or if they are
the q leftmost sites and choose to change the site to their left
(this can be seen in figure 1). We can index all the possible
choices for this group of q sites and the neighbour to be con-
vinced by (i,±) in the following way:
3{
(i,+)⇒ choose i, . . . , i+ q − 1 and convince i+ q
(i,−)⇒ choose i, . . . , i+ q − 1 and convince i− 1
All of these choices have the same probability of happen-
ing. So, unless we are in a state where all sites agree, every
contiguous group with at least q sites sharing the same opin-
ion has exactly one choice (i,−) and one choice (j,+), that
changes the state of the model (the scheme in figure 3 helps to
ilustrate this). This means two things:
• If we skip all the updates that don’t change the state of
the model, the probability that the q sites, chosen for the
update that does change the state, are in a given group
is 0 for all groups with less than q sites and is the same
for all the other groups, no matter what their sizes are.
• The probability that the site to be changed is to the left
of the group of contiguous sites is the same that it is to
the right.
FIG. 3: Examples, for q = 4, of choices of groups and neigh-
bouring sites, that change the state of the model. Note that no
matter the size of the contiguous group it has always 2 group-
neighbour choices that change the state of the model, if it has
at least q members.
With these informations we build the dual model. We no
longer have a chain of sites, but instead we have a chain with
groups of sites, that can be merged if needed. We let ni be the
number of sites in group i and si be their spin. The rules of
the dual model are as follows:
• At each time step, choose a group i at random, such that
ni ≥ q.
• Choose r = ±1 at random.
• Decrease ni+r by 1 and increase ni by 1.
• If this brings ni+r to 0, remove group i + r and merge
groups i and i + 2r. (this requires us to reindex all the
groups and add together the sizes of groups i and i+2r)
FIG. 4: Two updates in the dual model and their correspon-
ding updates in the usual formulation of the q-voter model
(q = 3 in the example). Note the merging rule being applied
in the second update.
Some examples of updates in the usual formulation, that
change the system state and their corresponding updates in the
dual formulation (including a case where merging is needed)
can be seen in figure 4.
The only real difference between this and the original
model is that we are effectively skiping all the updates that
don’t change the state of the model. As such, the time vari-
able must be updated carefully, but as we are only interested
in the exit probability we don’t need to worry about this [11].
From an implementation point of view the chain of groups can
be represented easily by a circular doubly linked list, while the
groups with at least q sites can be efficiently stored in an array.
B. Connection with the voter model and estimates of the exit
probability
We now show that the voter model is related to a biased
version of the dual model. Firstly, we recall that if we take
q = 1 we have the usual voter model. We then make the
following hypothesis about the model:
4• If at any point during the simulation we remove any site
with opinion − (+) (making the linear chain smaller),
then this favours the opinion + (−), in the sense that the
probability that + (−) becomes the dominant opinion
does not become smaller.
An example of what this hypothesis means can be found in
figure 5.
FIG. 5: An ilustration of our first hypothesis: The probability
that + becomes the dominant opinion in the final state is not
smaller than the probability that it becomes the dominant one
in the starting state, because we removed 2 − spins from the
network in the process.
• If we allow that sites with opinion + (−) be able to
convince sites with opinion − (+) even if they are not
part of a group with q agreeing agents, but we insist that
sites with opinion − (+) can only convince other sites
if they are part of such group, then this favours opinion
+ (−), in the same sense as before.
An ilustration of this hypothesis for q = 3 can be found in
figure 6
These hypothesis are quite simple and intuitive. Moreover,
even without a rigorous proof, they look rather sound. We use
these hypothesis to build the following biased version of the
q-voter model:
• At the beginning of the simulation, remove all sites that
have opinion − that are not in a group with at least q
members.
• At each time step, choose a site i.
• If i has opinion +, then either i + 1 or i− 1, chosen at
random, adopts opinion +.
• If on the other hand, i has opinion −, then check the
sites i + 1, . . . , i + q − 1. If they all have opinion −
, then either i − 1 or i + q, chosen at random, adopts
opinion−, but nothing happens otherwise.
FIG. 6: An ilustration of our second hypothesis: In this case,
we change the rules of the model, so that opinion + doesn’t
need to form a group of size q (= 3) to convince sites with
opinion −; while opinion − needs to form such a group to
convince sites with opinion +. Such a modification allows
opinion + to convince sites in the same situations that opinion
− can, including new situations in which opinion − cannot
and that are also not allowed in the unbiased version of the
model. Because of this, we reason that this change doesn’t
make smaller the probability that + becomes the dominant
opinion.
• Whenever a group containing sites with opinion −
drops below q members, all the sites in the group are
removed
• Whenever 2 groups containing sites with opinion − are
merged (meaning they convinced all the sites with opin-
ion + that separated them), remove q− 1 sites from the
merged group.
In this version of the model we remove sites with opinion
−, making the network smaller; at the beginning of the sim-
ulation, when we merge two groups of sites with opinion −
and when these groups become too small. We also require
that sites with opinion − be part of a group with q agreeing
sites in order to convince other sites, while we allow sites with
opinion+ to convince other sites even if they are isolated. The
change in the initial condition is identical to the example we
gave in figure 5. The other rules are ilustrated in figure 7.
According to our two hypothesis, this means that this ver-
sion is biased in favour of opinion +, in the sense that given
the same initial conditions, the probability that + becomes the
dominant opinion in the q-voter model is at most the proba-
bility that it becomes the dominant one in the biased model. It
is quite easy to make a version biased in favour of opinion −,
meaning that these biased versions provide lower and upper
bounds to the probability that an opinion becomes the domi-
nant one, given an initial condition. It is interesting to see how
these biased versions are translated in the language of the dual
model:
• At the beginning of the simulation, remove all groups
i such that si = − and ni < q. Merge the remaining
groups.
• At each time step, choose a group i, such that either
ni ≥ q or si = +.
5FIG. 7: The top example shows the removal of sites after the
size of a group with opinion − drops below q (= 3). The
bottom example shows the removal of sites after 2 groups with
opinion− merge (q = 3 again).
• Choose r = ±1 at random.
• Decrease ni+r by 1 and increase ni by 1.
• If this brings ni+r to 0, remove group i + r and merge
groups i and i + 2r. If we also have si = −, decrease
ni by q − 1.
• If on the other hand, this bringsni+r to q−1 and si+r =
−, remove group i+ r and merge groups i and i+ 2r.
Note that the groups with opinion − can’t have ni < q,
because the first rule eliminates these groups from the initial
condition, while the last one guarantees that these groups are
removed as soon as they are created by the dynamics. This
means that the second rule is equivalent to choosing a group
at random. Moreover, no matter the details of the stochastic
evolution, as long as the final state has all sites with the same
opinion, every group of sites − that is not eliminated before
the simulation starts will lose q−1 sites at some point, because
the group will either be brought to q − 1 sites and eliminated
or merge with another group, losing q − 1 sites during the
process (actually, if the final state has all sites with opinion
−, one of the groups didn’t lose any sites. However, we can
always remove q − 1 sites of this final group and still get −
as the dominant opinion, so we can neglect this exception).
This means that we can “remove beforehand” these q−1 sites
and get the same dynamics. That is, the dual model biased in
favour of opinion + is equivalent to
• At the beginning of the simulation, remove all groups
i such that si = − and ni < q. Merge the remaining
groups. For every remaining group i such that si = −,
decrease ni by q − 1.
• Follow the rules of the dual model for q = 1 (that is, the
voter model).
The effect in the initial condition is ilustrated in figure 8.
FIG. 8: The biased dual model can be formulated by modi-
fying the initial condition and then following the rules of the
usual voter model. Firstly we remove all groups with opinion
− and less than q (= 3) members. We merge the remaining
groups and reduce all the remaining groups with opinion− by
q− 1 members. This figure illustrates what is happening with
the linear chain of spins during the modification of the initial
condition and why this is a bias in favour of opinion +.
This means that we can calculate the probability that + (−)
becomes the dominant opinion in the biased model (provid-
ing lower and upper bounds for this probability in the q-voter
model) by biasing the initial condition and using the fact that
the exit probability for the voter model is linear and indepen-
dent of any correlations that exist in the initial condition. We
can do this either for an initial condition drawn at random,
which can be done analiticaly for an infinite system, or during
the transient to get approximates for the exit probability much
faster, allowing us to study larger system sizes numerically.
To get these estimates we need to measure the following
quantities before biasing the model
• Ns: the total number of sites holding opinion s.
• N˜s: the number of sites holding opinion s that are in
groups with at least q elements.
• gs: the number of groups of sites holding opinion s, that
have at least q elements.
It’s easy to see that after biasing the model in favour of opinion
+, there are N+ sites holding opinion + and N˜−− (q− 1)g−
6holding opinion −, while after biasing it in favour of opin-
ion − there are N˜+ − (q − 1)g+ sites holding opinion + and
N− holding opinion −. To make the expressions simpler we
define
N̂s = N˜s − (q − 1)gs.
It follows that the probabilityE that the original q-voter model
reaches the state where opinion + is the dominant one can be
bounded as
N̂+
N̂+ +N−
≤ E ≤
N+
N+ + N̂−
. (4)
Finally, we can control the difference between the upper and
lower boundsα ≡ Eupper−Elower by stopping the simulation
when
N+N− − N̂+N̂−
(N+ + N̂−)(N− + N̂+)
≤ α, (5)
for an acceptable value of α.
C. Estimates for a system in the infinite size limit
To get estimates for a system in the infinite size limit we
need to find the values of
Ns
N
,
gs
N
and N˜s
N
as the lenght of the chain, N , goes to infinity. Suppose then
that we choose opinion + with probability ρ while drawing
the initial condition. We can regard the initial condition as a
sequence of groups with spins alternating between + and −.
Also, the probability of a + group being drawn with size k is
ρk−1(1− ρ), while this probability is ρ(1− ρ)k−1 for a group
with spin −. So if we take ρ 6= 0, 1 we have after drawing G
groups
Nρ = 〈N+〉 = G
∞∑
k=1
kρk−1(1− ρ), (6)
〈g+〉 = G
∞∑
k=q
ρk−1(1 − ρ) = Gρq−1 and (7)
〈N˜+〉 = G
∞∑
k=q
kρk−1(1− ρ). (8)
After some algebraic manipulations this leads to
〈N˜+〉 = ρ
q−1(〈N+〉+G(q − 1))⇒
〈N˜+〉 = Nρ
q + (q − 1)〈g+〉 ⇒
〈N̂+〉 = 〈N˜+〉 − (q − 1)〈g+〉 = Nρ
q. (9)
Exchanging ρ for 1 − ρ we can get 〈N−〉 = N(1 − ρ) and
〈N̂−〉 = N(1− ρ)
q
. Substituting in equation 4 leads to
ρq
ρq + (1− ρ)
≤ E ≤
ρ
ρ+ (1− ρ)q
. (10)
III. SIMULATION RESULTS
FIG. 9: Difference between the exit probability measured by
waiting the system go to a stationary state and the one pre-
dicted by equation 2 (using q = 2). The system sizes are
L = 104 (dark gray) and L = 105 (light gray). The width
of the band represents the statistical deviation of the measures
taken.
We made simulations for system sizes L = 104 and L =
105 using the dual model with q = 2 and waiting until a
consensus state was reached. We also did simulations for
system sizes L = 106, L = 3.16 × 106, L = 107 and
L = 3.16 × 107, using the dual model for q = 2, 3, 4 and
5, stopping when the difference between the upper and lower
bounds was α = 2.5× 10−3 (see equations 4 and 5). The re-
sults of these simulations, compared with the exit probabilities
proposed in [8] are in figures 9, 10 and 11.
Our results for the simulations where we waited until a con-
sensus was reached show that for q = 2, using L = 104 and
L = 105, the exit probability couldn’t be distinguished from
E =
ρ2
ρ2 + (1− ρ)2
, (11)
as proposed in [8] and [4]. The same thing was observed for
q = 2 in our estimates for system sizes bigger than L = 106.
7FIG. 10: (Color online) Difference between the exit probabil-
ity, estimated from the transient using equation 4, and the one
predicted by equation 2 for a system size equal to L = 106
and q = 2, 3, 4, 5. The lighter part of each band represents
the margin α between the upper and the lower bounds and
the darker part represents the statistical deviation of the two
bounds. The evaluated points were in the range 0 < ρ < 1/2
and the rest explores the symmetry E(ρ) + E(1 − ρ) = 1.
But for q > 2, the exit probability we obtained was consis-
tently higher for ρ < 1/2 and consistently smaller for ρ > 1/2,
when compared with the formula in equation 11. The absolute
difference was as high as 0.015 for q = 5 and ρ close to 0.4.
It’s also of note that the discrepancies increased with q, but in
the opposite way that would be expected if the exit probability
were to be a step function.
IV. CONCLUSIONS
On this work, we have studied the exit probability of a ver-
sion of the one dimensional q-voter model in one dimension,
previously studied in [3–5, 8]. In these previous works, net-
work sizes up to 103 sites were studied. We have presented
here an algorithm that makes it feasible to study much larger
network sizes (we studied this way network sizes up to 105
sites). We have also developed a way to make estimates of
the exit probability from the transient, based on some sim-
ple assumptions (simulations in this case were made for up to
3.16× 107 sites).
These new simulations are able to shed light in some of the
controversies that have arised in this model. Our results for
the exit probability with q = 2 are undistinguishable from
E(ρ) =
ρ2
ρ2 + (1 − ρ)2
for network sizes up to 3.16× 107 sites, as proposed in [3, 4],
based on simulations for small sizes and on the Kirkwood ap-
proximation, and in contrast with the suggestion made in [5]
that the exit probability should be a step function, as would be
FIG. 11: (Color online) Difference between the exit prob-
ability, estimated from the transient using equation 4, and
the one predicted by equation 2 for a system size equal to
L = 3.16 × 107 and q = 2, 3, 4, 5. Each band represents the
margin α between the upper and the lower bounds for each
value of q (the statistical deviation of the bounds is too small
to appear). This graph is undistinguishable from the graph
obtained for a system size equal to L = 107. The evaluated
points were in the range 0 < ρ < 1/2 and the rest explores the
symmetry E(ρ) + E(1− ρ) = 1.
expected from the application of the GUF. The way to recon-
cile the GUF with these results is to notice that this approach
makes no reference to any social network, so if the exit prob-
ability is different for 2 networks, then the GUF can’t give
the correct precision for both these cases. As we show in the
appendix A, the GUF exit probability coincides with the exit
probability in a complete graph, which corresponds to a mean-
field neglecting pair correlations (and is in accordance with
our previous work about the mean-field of this model, in a
more general context [9]). For this same reason, the fact that
the exit probability for q = 2 can be predicted by the Kirk-
wood approximation (which is a mean-field approach neglect-
ing correlations beyond pairs) is not sufficient to conclude that
fluctuations are neglectable in this system, as a different exit
probability can also be deduced from a different mean-field
approach.
Finaly, the discrepancies found in the cases q > 2 show that
the arguments given in [8] for the exit probability
E(ρ) =
ρq
ρq + (1− ρ)q
do not provide a completely acurate picture.
Appendix A: The mean field exit probability
We now investigate the mean field exit probability, argu-
ing that it must be a step function. Consider the mean-field
version of the q-voter model with 2 states (up and down) and
8N agents. The state of the model is completely determined
by the number n of agents holding opinion up. Accordingly,
there must be a functionEN (n) called the exit probability that
gives the probability that starting in the state with n agents up
and N − n agents down we end in the absorbing state where
all agents have opinion up.
As this function has no explicit dependency with time, the
following equation must hold:
EN (n) = p−(N,n)EN (n− 1) + p0(N,n)EN (n)+
+ p+(N,n)EN (n+ 1), (A1)
where p−(N,n), p0(N,n), p+(N,n) are the probabilities that
after one iteration we have respectively the transitions n →
n − 1, n → n and n → n + 1, when we have a total of
N agents (hence p− + p0 + p+ = 1). The reasoning is that
EN (n) is the probability that all spins end in the up state and
as such all the possible ways for this to happen must be ac-
counted. As we are in the mean-field approximation, there are
no spatial correlations, and so after one iteration we can still
use the same functional form for the exit probability. After the
first iteration, either an up spin flipped with probability p−, a
down spin flipped with probability p+ or nothing happened.
The recurrence relation (A1) expresses then the fact that the
probability can be calculated consistently either in a given it-
eration, or right after that iteration. For the q-voter model we
have
p−(N,n) =
(N − n)(N − n− 1) . . . (N − n− q + 1)n
N(N − 1) . . . (N − q + 1)(N − q)
(A2)
and
p+(N,n) =
n(n− 1) . . . (n− q + 1)(N − n)
N(N − 1) . . . (N − q + 1)(N − q)
. (A3)
Equation A1 can be rewritten defining∆EN (n) = EN (n+
1)− EN (n) as
∆EN (n+ 1) = ∆EN (n).
p−(N,n+ 1)
p+(N,n+ 1)
. (A4)
Moreover, in the q-voter model, if N ≥ 2q−1, then the exit
probability must obey EN (r) = 0 for r = 0, . . . , q − 1 and
EN (r) = 1 for r = N − q + 1, . . . , N . Hence, as equation
A4 is a linear recurrence relation, we can write the solution as
∆EN (n) = c
n∏
s=q
p−(N, s)
p+(N, s)
, (A5)
where c works as a normalization constant (actually, c =
EN (q) = ∆EN (q − 1)) determined only by the requirement
that EN (N) = 1. Substituting p− and p+ in equation A5 we
get
∆EN (n) = c
q−1∏
r=1
n∏
s=q
N − s− r
s− r
⇒
∆EN (n) = c
q−1∏
r=1
(N − r − q)!(q − r − 1)!
(n− r)!(N − n− r − 1)!
= (A6)
= c
(
q−1∏
r=1
(
N − 2r − 1
q − r − 1
))−1(q−1∏
r=1
(
N − 2r − 1
n− r
))
⇒
∆EN (n) = c.CN,q
q−1∏
r=1
(
N − 2r − 1
n− r
)
, (A7)
where the CN,q are defined as
CN,q =
(
q−1∏
r=1
(
N − 2r − 1
q − r − 1
))−1
(A8)
and hence, they don’t depend on n and can be absorbed in the
normalization constant.
Finaly, for large N we can make the approximation
E′(ρ) =
AN,q
B(Nρ,N(1− ρ))q−1
, (A9)
where E(ρ) = EN (Nρ), B(x, y) is the beta function and
AN,q is a normalization constant (we get the power q − 1 be-
cause ∆EN is the product of q − 1 binomials).
The function in equation A9 is symmetric about ρ = 1/2
and has a peak for this value if q > 1. The resulting E(ρ)
is a sigmoid and we can check how it behaves in the limit
N → ∞ by checking the width of the peak in E′(ρ). When
Nρ,N(1− ρ)→∞ we can use the Stirling approximation to
get
E′(ρ) ≈
AN,q
(ρρ(1− ρ)(1−ρ))N(q−1)
. (A10)
We can check the behaviour of the width γ at half maximum
height in equation A10 by solving
(1 + 2γ)(1+2γ)(1− 2γ)(1−2γ) = 4
1/N(q−1), (A11)
that is asymptoticaly (when N →∞, γ → 0)
(1 + 2γ(1 + 2γ))(1− 2γ(1− 2γ)) = 1 +
log 4
N(q − 1)
⇒
1 + 4γ2 = 1 +
log 4
N(q − 1)
⇒
9γ ≈
1√
N(q − 1)
. (A12)
This shows that for q ≥ 2 the exit probabilityE(ρ) tends to
a step function and the finite size effects observed are straight
forward. The classical result for the voter model (q = 1) fol-
lows from equation A9, that reduces to E′(ρ) = constant
and hence E(ρ) = ρ because of the boundary conditions for
ρ = 0, 1.
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