Functional analogs of the Euler characteristic and volume together with a new analog of the polar volume are characterized as non-negative, continuous, SL(n) and translation invariant valuations on the space of finite, convex and coercive functions on R n .
spaces were obtained by Ludwig [30, 32] and Ma [36] . For L p spaces complete classifications for valuations intertwining the SL(n) were established in [33, 46, 47] . Bobkov, Colesanti and Fragalà [9] as well as Milman together with Rotem [39] extended intrinsic volumes to the space of quasi-concave functions (see also [10, 25] ). A classification of rigid motion invariant valuations on quasi-concave functions was established by Colesanti and Lombardi [11] and for definable functions such a result was previously established by Baryshnikov, Ghrist and Wright [5] . For further results, see also [4, 12, 13, 26, 31, 40, 45, 48, 49] .
For convex functions, a characterization of functional analogs of the Euler characteristic and volume was established in [15] . Let Conv(R n ) denote the space of all convex functions u : R n → (−∞, +∞] that are proper, lower semicontinuous and coercive. Here a function u is proper if it is not identically +∞ and it is called coercive if lim |x|→+∞ u(x) = +∞.
Furthermore, the space Conv(R n ) is equipped with the topology associated to epi-convergence (see also Section 3).
We say that a map Z, defined on a space of real-valued functions S on R n , is translation invariant if Z(u • τ −1 ) = Z(u) for every u ∈ S and translation τ : R n → R n . Moreover, Z is called SL(n) invariant if Z(u • φ −1 ) = Z(u) for every u ∈ S and φ ∈ SL(n). Here, a function ζ : R → [0, ∞) has finite moment of order n − 1 if +∞ 0 t n−1 ζ(t) dt < +∞ and dom u denotes the domain of u, that is, dom u = {x ∈ R n : u(x) < +∞}. Furthermore, for functions u ∈ Conv(R n ), the minimum is attained and hence finite.
The proof of this theorem uses the following classification of continuous and SL(n) invariant valuations on K n o , the space of convex bodies which contain the origin. A functional µ : K n o → R is a continuous and SL(n) invariant valuation if and only if there exist constants c 0 , c 1 ∈ R such that µ(K) = c 0 V 0 (K) + c n V n (K) for every K ∈ K n o (see, for example, [35, Corollary 1.2] ). However, if one restricts to the class K n (o) of convex bodies that contain the origin in their interiors, an additional SL(n) invariant valuation appears. Therefore, let K * = {x ∈ R n : x · y ≤ 1, ∀y ∈ K} denote the polar set of K ∈ K n . If K contains the origin in its interior, then also K * is an element of K n (o) and hence bounded. In this case, K * is also said to be the polar body of K. We now define V * n (K) = V n (K * ) as the polar volume of K ∈ K n (o) , which is an important quantity in convex geometric analysis. For example the famous but still unsolved Mahler conjecture states that the minimum of V * n (K) among all origin-symmetric bodies K ∈ K n (o) with V n (K) = 1 is attained by a hypercube. The first characterization of the polar volume was obtained by Ludwig in [29] . More recently, a long conjectured classification similar to Theorem 1.1 was obtained by Haberl and Parapatits. , where x · y denotes the inner product of x, y ∈ R n . If u is proper and does not attain −∞, then the function u * : R n → (−∞, +∞] is always convex, proper and lower semicontinuous. Furthermore, convex conjugation is a continuous operation and is compatible with SL(n) transforms (for details see Section 3). Let Conv(R n , R) denote the space of all convex, coercive functions u : R n → R. We will prove the following result.
Theorem. For n ≥ 2, a map Z : Conv(R n , R) → [0, ∞) is a continuous, SL(n) and translation invariant valuation if and only if there exist continuous functions ζ 0 , ζ 1 , ζ 2 : R → [0, ∞) where ζ 1 has finite moment of order n − 1 and ζ 2 (t) = 0 for all t ≥ T with some T ∈ R such that
for every u ∈ Conv(R n , R).
Here, ∇u denotes the gradient of a function u defined on R n . Note, that by Rademacher's theorem (see for example [17, Theorem 3.1.6] ) a convex function is differentiable almost everywhere on the interior of its domain.
, that is a function which is defined via its sublevel sets
for t ≥ 0 and {ℓ K ≤ t} = ∅ for t < 0, then a linear combination of V 0 (K), V n (K) and V * n (K) is obtained. Remark 1.5. For a function u ∈ Conv(R n , R) ∩ C 2 (R n ), the new term in (1) can be rewritten as
where D 2 u(x) is the Hessian matrix of u and det(D 2 u(x)) denotes its determinant. This is also a special case of the so-called Hessian valuations that were introduced in [14] . In addition to the main result, we will study functional analogs of further SL(n) invariant valuations in Section 4.3.
Valuations on Convex Bodies
In this section we consider some basic results about valuations on convex bodies and constructions on polytopes. Let P n ⊂ K n denote the set of convex polytopes and let P n o and P n (o) denote the subsets of polytopes that contain the origin and polytopes that contain the origin in their interiors, respectively. For general references, we refer to the books of Gruber [18] and Schneider [43] .
A real-valued valuation µ defined on some subset Q n ⊆ K n is said to be homogeneous of degree i ∈ R if µ(λK) = λ i µ(K) for every λ > 0 and K ∈ Q n . Furthermore, for i ∈ N, µ is said to be i-simple if µ(K) = 0 for every K ∈ Q n with dim K < i. For example, the Euler characteristic V 0 is homogeneous of degree 0 and the n-dimensional volume V n is homogeneous of degree n and n-simple. Moreover, we have for any K ∈ K n (o) and λ > 0
, which shows that the polar volume is homogeneous of degree −n.
The next result is due to [37, 38] (see also [43, Corollary 6.3.2., Theorem 6.3.5]).
Theorem 2.1 (McMullen decomposition).
Let µ : K n → R be a translation invariant, continuous valuation. There exist continuous, translation invariant valuations µ 0 , . . . , µ n on K n such that µ i is homogeneous of degree i and i-simple for 0 ≤ i ≤ n and
for every K ∈ K n and λ ≥ 0. In particular, µ = µ 0 + · · · + µ n .
For the proof of our main result we will need some constructions on polytopes that will be used as level sets of certain convex functions. In the following, let {e 1 , . . . , e n } denote the standard basis of R n and let T n denote the standard simplex in R n , that is
where conv denotes the convex hull. Furthermore, setē := (1, . . . , 1) t . For δ > 0 we set T δ := (1 + 2δ)T n − δē ∈ P n or equivalently
Note, that if n = 2 or n ≥ 3 and 0 < δ < 1 n−2 , then T δ contains the origin in its interior. Lemma 2.2. Let 0 < δ < 1 n−2 if n ≥ 3 and 0 < δ < 1 if n = 2. For b > 0, 0 < ρ < 1 and t ≥ b let
Proof. We will show identities (2) and (3) by adding the vector δtē first. Note, that by definition
for any s > 0, where c δ = (1 + 2δ). Therefore
Furthermore,
which shows that
Hence, using (4) again, equation (2) is equivalent to
which follows from the intercept theorem and the fact that
This shows that (3) is equivalent to
which is easy to see. In order to show the second statement, note that
Hence,
Furthermore it is easy to see that (
with
We use Laplace's formula (along the last column) to calculate
which is given by
which completes the proof.
In the following, we write B n = {x ∈ R n : |x| ≤ 1} for the unit ball in R n , Q n = [−1, 1] n for the centered standard cube in R n and
for the corresponding cross-polytope. We will need the following result.
Lemma 2.3. Let c i ≥ 0 for 1 ≤ i ≤ n and let K := conv{0, c 1 e 1 , . . . , c n e n }. For δ > 0, we have
Proof. This follows easily if one considers that for a i , b i ≥ 0, 1 ≤ i ≤ n one has V n (conv{a 1 e 1 , −b 1 e 1 , . . . , a n e n , −b n e n })
as well as conv(δC n ∪ K) = conv{max{c 1 , δ}e 1 , −δe 1 , . . . , max{c n , δ}e n , −δe n }.
Convex Functions
We collect some results on convex functions. For basic references we refer to the books of Rockafellar & Wets [42] and Schneider [43] . To every convex function u : R n → (−∞, +∞] one can assign several convex sets. The (effective) domain of u, dom u = {x ∈ R n : u(x) < +∞}, is a convex subset of R n and the epigraph of u, epi u = {(x, y) ∈ R n × R : u(x) ≤ y}, is a convex subset of R n × R. For t ∈ R, the sublevel set,
is convex. If u is coercive, then its sublevel sets are bounded and if u is lower semicontinuous the sublevel sets are closed. Hence, if u ∈ Conv(R n ), the sets {u ≤ t} are elements of K n for every t ≥ min x∈R n u(x). In particular, this minimum is attained and finite and the space Conv(R n ) can be seen as a functional analog of K n . Note, that for u, v ∈ Conv(R n ) and t ∈ R {u ∧ v ≤ t} = {u ≤ t} ∪ {v ≤ t} and {u ∨ v ≤ t} = {u ≤ t} ∩ {v ≤ t}, where for u ∧ v ∈ Conv(R n ) all occurring sublevel sets are either empty or in K n . The space Conv(R n ) is equipped with the topology associated to epi-convergence. A sequence u k : R n → (−∞, +∞] is said to be epi-convergent to u : R n → (−∞, +∞] if for all x ∈ R n the following conditions hold:
(ii) There exists a sequence x k that converges to x such that u(x) = lim k→+∞ u k (x k ).
In other words, u is an optimal common asymptotic lower bound of the sequence u k . For epiconvergent sequences u k with limit function u we also write u = epi-lim k→+∞ u k and u k epi −→ u.
Remark 3.1. Another name for epi-convergence is Γ-convergence.
Epi-convergence is strongly connected to Hausdorff convergence of sublevel sets. In the following result (see [15, Lemma 5] and [6, Theorem 3.1]) we say that
Another consequence of epi-convergence is due to [42, Theorem 7.17] Theorem 3.3. Let u k , u : R n → (−∞, +∞] be convex functions. If u k epi-converges to u, then u is convex. Moreover, if dom u has non-empty interior, then u k converges uniformly to u on every compact set that does not contain a boundary point of dom u.
Remark 3.4. By Theorem 3.3, epi-convergence on Conv(R n , R) is equivalent to local uniform convergence and compact convergence. Furthermore, by [16, Example 5.13] , epi-convergence on this function space is also equivalent to pointwise convergence.
A consequence of coerciveness is the so called cone property, which was established in [10, Lemma 2.5].
Lemma 3.5. For u ∈ Conv(R n ) there exist constants a, b ∈ R with a > 0 such that
Furthermore, a uniform cone property was established in [15, Lemma 8] .
for every k ∈ N and x ∈ R n .
Recall, that for a convex function u : R n → [−∞, +∞], the convex conjugate u * is defined by
for every x ∈ R n . The next result can be found in [43, Theorem 1.6.13].
Lemma 3.7. If u : R n → (−∞, +∞] is a proper, lower semicontinuous, convex function, then also u * is a proper, lower semicontinuous, convex function and u * * = u.
In the following we say that a function u :
Furthermore, let int A denote the interior of a set A ⊂ R n . As the next result shows, certain properties of a convex function correspond to certain other properties of its conjugate function, see for example [42, Theorem 11.8] .
Lemma 3.8. For a proper, lower semicontinuous, convex function u : R n → (−∞, +∞], the following hold true:
• u is coercive if and only if 0 ∈ int dom u * .
• u is super-coercive if and only if dom u * = R n .
Convex conjugation is also compatible with the valuation property, see for example [14, Lemma 3.4, Proposition 3.5] Lemma 3.9. Let u, v be proper, lower semicontinuous, convex functions. If u ∧ v is convex, then so is u * ∧ v * . Furthermore,
The next result, which is due to Wijsman, shows that convex conjugation is a continuous operation (see [42, Theorem 11.34] ). 
For a convex, lower semicontinuous function u : R n → (−∞, +∞] and x ∈ R n , a vector y ∈ R n is said to be a subgradient of u at x if
for all z ∈ R n . The (possibly empty) set of all subgradients at x is called the subdifferential of u at x and denoted by ∂u(x). In particular, if u is differentiable at x, then ∂u(x) = {∇u(x)}. The next result uses subdifferentials to establish a connection between a convex function and its conjugate (see, for example, [41, Theorem 23.5] ).
Lemma 3.11. For a proper, lower semicontinuous, convex function u : R n → (−∞, +∞] and x, y ∈ R n , the following are equivalent:
Here, argmax z∈V f (z) denotes the points in the set V at which the function values of f are maximized on V .
For K ∈ K n we consider the convex indicator function I K ∈ Conv(R n ), which is defined as
Furthermore, for K ∈ K n o we will consider the cone function ℓ K ∈ Conv(R n ), which is defined
where pos denotes the positive hull or equivalently
x ∈ R n , translations τ y (x) = x + y and φ ∈ SL(n) are easy to see:
Next, for δ > 0 and u ∈ Conv(R n ) we define the regularization reg δ u as
Lemma 3.12. For u, u j , v ∈ Conv(R n ) with u ∧ v ∈ Conv(R n ), K ∈ K n o and δ > 0 we have the following properties.
Proof. The proofs of 1, 2, 3 and 4 follow along similar lines as the proofs of corresponding results for the well-known Lipschitz regularization, see for example [14, Section 4] . Since for any proper, lower semicontinuous, convex function u and t ∈ R we have (u + t) * = u * − t, it follows for u ∈ Conv(R n ) and δ > 0 that
Similarly, one shows covariance with respect to translations.
Next, let K ∈ K n o and observe that
see for example [43, Theorem 1.6.3] . Furthermore, since polarity is order reversing, it is easy to see that
Remark 3.13. Another way to define reg δ u would be epi reg δ u := epi u + epi ℓ δC n , where + denotes the Minkowski addition (that is adding each element of one set with each element of the other set). For details see [43, Section 1.6].
To proof Lemma 5.1 we will also need another class of convex functions. We call a function u ∈ Conv(R n ) piecewise affine, if there exist finitely many n-dimensional convex polyhedra Q 1 , . . . , Q m with pairwise disjoint interiors such that m i=1 Q i = R n and the restriction of u to each Q i is an affine function. We will denote the set of piecewise affine convex functions by Conv p.a. (R n ).
Since epi-convergence on Conv(R n , R) is equivalent to pointwise convergence, the following result is easy to see (see also [15, Lemma 11] ). Lemma 3.14. Conv p.a. (R n ) is a dense subset of Conv(R n , R).
Valuations on Convex Functions
In this section we will consider several SL(n) invariant valuations on spaces of convex functions, most of which can be interpreted as functional analogs of well known operators on K n .
In the following we say that a real-valued valuation Z, defined on a subset S of Conv(R n ), is homogeneous of degree p ∈ R if Z(u λ ) = λ p Z(u) for every u ∈ S and λ > 0, where
Minimum and Integral
The following operator can be seen as a functional analog of the Euler characteristic. 
Polar Volumes
By Lemma 3.8 it is easy to see that
Now for a valuation Z on Conv(R n ), the map
defines a valuation on Conv(R n ) * since by Lemma 3.9
for every u, v ∈ Conv(R n ) * such that u ∧ v ∈ Conv(R n ) * . Furthermore, if Z is continuous and SL(n) invariant, then by Theorem 3.10 and (6) the operator Z * is also continuous and SL(n) invariant. Moreover, if Z is translation invariant, then Z * is linear invariant, that is
for every u ∈ Conv(R n ) * and l : R n → R n of the form l(x) = y · x with some y ∈ R n . Lastly, if Z is homogeneous of degree p ∈ R, then
which shows that Z * is homogeneous of degree −p. Hence, by Lemma 4.2 we have the following result. 
defines a non-negative, continuous, SL(n) and linear invariant valuation on Conv(R n ) * that is homogeneous of degree −n.
Remark 4.4. If (8) is evaluated for functions of the type ℓ K or I K with K ∈ K n (o) , a multiple of V * n (K) is obtained. However, if we evaluate for the support function h(K, ·) of a convex body K ∈ K n , we obtain
Note, that for every y ∈ R n we have h(K + y, x) = h(K, x) + y · x for x ∈ R n . In particular, the valuation defined in (8) is not translation invariant anymore.
In order to obtain a translation invariant analog of the polar volume on Conv(R n , R) we need the following result. 
defines a continuous and translation invariant valuation on Conv(R n ).
Lemma 4.6. For a continuous function ζ : R → R such that ζ(t) = 0 for all t ≥ T with some T ∈ R, the map
defines a continuous, SL(n) and translation invariant valuation on Conv(R n , R) that is homogeneous of degree −n.
Proof. Let u k , u ∈ Conv(R n , R) such that u k epi −→ u. By Lemma 3.6, there exist b ∈ R and R > 0 such that u k (x), u(x) ≥ b for every x ∈ R n and u k (x), u(x) ≥ T for every x ∈ R n with |x| ≥ R and every k ∈ N. By Theorem 3.3 the functions u k converge uniformly to u on B n R := R · B n . Furthermore, as convex functions they are Lipschitz continuous on this set and therefore there exists C > 0 such that |y| ≤ C for every y ∈ ∂u k (x) ∪ ∂u(x) with x ∈ B n R and k ∈ N. Hence, u(x), u k (x) ≥ T for every x ∈ R n such that there exists y ∈ ∂u(x) ∪ u k (x) with |y| > C. Lemma 3.11 now shows that for every pair x, y ∈ R n such that y ∈ ∂u(x) and |y| > C we have
and similarly if y ∈ ∂u k (x) with |y| > C
for every k ∈ N. Using Lemma 3.11 again and considering that convex functions are differentiable a.e. this gives ∇u * (y) · y − u * (y) ≥ T and ∇u * k (y) · y − u * k (y) ≥ T for a.e. y ∈ R n with |y| > C and for every k ∈ N.
Next, let ξ : R n → R be a smooth function with compact support such that ξ ≡ 1 on B n C and let η : R → R be a smooth function with compact support such that η ≡ 1 on [b, T ]. Define ζ ∈ C(R × R n ) asζ(t, y) := ζ(t, y)η(t)ξ(y) for every t ∈ R and y ∈ R n . Using Proposition 4.5 we now have
which shows that (9) defines a continuous, translation invariant valuation on Conv(R n , R). It remains to show SL(n) invariance and homogeneity. Therefore, let φ ∈ SL(n), λ > 0 and observe that
which concludes the proof.
Remark 4.7. Lemma 4.6 shows that there exist non-trivial, continuous and translation invariant valuations on Conv(R n , R) that are homogeneous of degree −n. Hence, a direct analog of Theorem 2.1 for valuations on Conv(R n , R) is not true.
Remark 4.8. It is easy to see that (9) does not extend to Conv(R n ). In order to see that, let u = I K + t with K ∈ K n (o) and t ∈ R such that ζ(t) = 0. We have u * = ℓ K * − t and furthermore ∇ℓ K * (x) · x = ℓ K * (x) for a.e. x ∈ R n . Thus,
which is not finite.
Further SL(n) Invariant Valuations
We briefly discuss further SL(n) invariant valuations on spaces of convex functions. It is easy to see that K → V 0 (K * ) defines an SL(n) invariant, continuous valuation on K n (o) . Obviously, in this case V 0 (K * ) = 1 = V 0 (K) and such an operator does not explicitly appear in Theorem 1.3. For a convex function u on R n however, the values ζ(min x∈R n u(x)) and ζ(min x∈R n u * (x)) do not coincide in general. Note, that
and similarly u(0) = u * * (0) = − inf y∈R n u * (y). Hence, u * is bounded from below and attains its minimum if and only if 0 ∈ dom u. Thus, using Theorem 3.10 we have the following result dual to Lemma 4.1 If one removes the assumption of translation invariance in Theorem 1.1, the additional valuation
appears, see for example [35, Corollary 2.3] . As a functional analog of conv{0, K} on Conv(R n ) we associate with a function u ∈ Conv(R n ) the function u 0 ∈ Conv(R n ) which is defined via
It is not hard to see that this can also be written as defines a non-negative, continuous and SL(n) invariant valuation on Conv(R n ).
Proof. Note, that by Lemma 3.8 the function u 0 is coercive if and only if 0 ∈ int dom u * 0 , which is true since u is coercive and therefore 0 ∈ int dom u * . Hence, by Lemma 4.2 the map (10) is well defined. Furthermore, by Theorem 3.10 and (6) it is easy to see that this operator is continuous and SL(n) invariant. It remains to show the valuation property. Therefore, let u, v ∈ Conv(R n ) such that u ∧ v ∈ Conv(R n ). Since
it follows from Lemma 3.9 and Lemma 4.2 that (10) defines a valuation.
Similar to Lemma 4.3 we immediately obtain the following result.
Lemma 4.11. For a continuous function ζ : R → [0, ∞) with finite moment of order n − 1, the map
defines a non-negative, continuous and SL(n) invariant valuation on Conv(R n ) * .
We want to close this section with a result dual to Lemma 4.6. Note, that the space dual to Conv(R n , R) is
: u is proper, l.s.c., convex, super-coercive, 0 ∈ int dom u}.
Lemma 4.12. For a continuous function ζ : R → R such that ζ(t) = 0 for all t ≥ T with some T ∈ R, the map
defines a continuous, SL(n) and linear invariant valuation on Conv(R n , R) * that is homogeneous of degree n.
Classification of Valuations

General Considerations
The following result is a variant of [15, Lemma 17] and is based on a principle that was introduced in [32, Lemma 8] . As there was an error in the induction step of the original proof, we give a new corrected proof here. Furthermore, the author is most grateful to Jin Li for pointing out the mistake.
Lemma 5.1. Let A, + be a topological abelian semigroup with cancellation law and let Z 1 , Z 2 : Conv(R n , R) → A, + be continuous, translation invariant valuations. If Z 1 (ℓ P + t) = Z 2 (ℓ P + t) for every P ∈ P n (o) and t ∈ R, then Z 1 ≡ Z 2 on Conv(R n , R).
Proof. By Lemma 3.14 and the continuity of Z 1 and Z 2 , it is enough to show that Z 1 and Z 2 coincide on Conv p.a. (R n ). Hence, w.l.o.g. let u ∈ Conv p.a. (R n ) and set U = epi u ⊂ R n ×R. Since u does not attain the value +∞, none of the facet hyperplanes of U (i.e. the hyperplanes in R n+1 that have an n-dimensional intersection with the boundary of U ) is parallel to the x n+1 -axis. We call U singular if U has n facet hyperplanes whose intersection contains a line parallel to the coordinate hyperplane {x n+1 = 0}. By continuity it is enough to restrict to the cases where U is not singular. We will use induction on the number m of vertices of U . If m = 1, then U has just one vertex p 0 = (x 0 , t 0 ) with x 0 ∈ R n and t 0 ∈ R and therefore U is the translate of a polyhedral cone. Denote by Q ∈ P n the projection onto the first n coordinates of U ∩ {x n+1 = t 0 + 1} and let P = Q − x 0 . Since none of the facet hyperplanes of U is parallel to the x n+1 -axis and U is polyhedral, the set P is a polytope that contains the origin in its interior and u is a translate of ℓ P + t 0 . As Z 1 and Z 2 are translation invariant, we have Z 1 (u) = Z 2 (u). Now let U have m > 1 vertices and assume that Z 1 and Z 2 coincide on every piecewise affine convex function whose epigraph has most m − 1 vertices. Since U is not singular, there exists a unique vertex p 0 = (x 0 , t 0 ) of U with x 0 ∈ R n and t 0 ∈ R such that t 0 is minimal. Let H 1 , . . . , H j be the facet hyperplanes of U that contain p 0 and define U 0 as the intersection of the corresponding half-spaces. By the properties of U and the choice of p 0 the set U 0 is the epigraph of a function u 0 ∈ Conv p.a. (R n ) such that u 0 is a translate of ℓ P 0 + t 0 where P 0 ∈ P n (o) is such that P 0 + x 0 is the projection onto the first n coordinates of U 0 ∩ {x n+1 = t 0 + 1}.
Next, let p 1 ⊂ R n+1 be a vertex of U with second smallest x n+1 coordinate. Since u is a convex piecewise affine function there exists ε > 0 such that p 1 + epi ℓ [−ε,ε] n ⊂ U ⊂ U 0 . Let F 1 , . . . , F j denote the facets of U 0 and set F i = F i \(F i ∩ U ) for 1 ≤ i ≤ j. We now define the polyhedron U 1 as
where cl denotes the closure of a set. By definition, U 1 is the epigraph of a polyhedral convex function u 1 ∈ Conv(R n ). Since p 1 + epi ℓ [−ε,ε] n ⊂ U 1 the function u 1 does not attain the value +∞ and therefore u 1 ∈ Conv p.a. (R n ). Furthermore, U 1 and U ∩ U 1 each have at most m − 1 vertices since every vertex of U 1 is also vertex of U but p 0 is not a vertex of U 1 . Hence, by the induction assumption Z 1 and Z 2 coincide on u 1 and u ∨ u 1 . Moreover, since U ∪ U 1 = U 0 we have u ∧ u 1 = u 0 and therefore by the valuation property
Considerations on SL(n) Invariant Valuations
In the following let n ≥ 2. 
the map µ t defines a valuation on K n (o) for every t ∈ R. Furthermore, by (5) and Lemma 3.2 it is easy to see that µ t is continuous and SL(n) invariant. Hence, by Theorem 1.3, there exist constants c 0,t , c 1,t , c 2,t ∈ R such that
. This defines functions ψ 0 (t) = c 0,t , ψ 1 (t) = c 1,t and ψ 2 (t) = c 2,t . Fix K ∈ K n (o) . For every λ > 0 and t ∈ R we have
Considering, that t → Z(ℓ λK + t) is continuous and taking different values for λ and linear combinations of (11), it is easy to see, that ψ 0 , ψ 1 and ψ 2 must be continuous. For example, subtracting (11) with λ = 1 from the general case gives
Taking again different values for λ in the equation above and considering that V n (K) = 0 for every K ∈ K n (o) , one can see that ψ 1 is continuous. Similarly, one can see that ψ 0 and ψ 2 are continuous. Furthermore, by homogeneity, it is easy to see that ψ 0 , ψ 1 and ψ 2 are non-negative.
For a continuous and SL(n) invariant valuation Z : Conv(R n , R) → R, we call the functions ψ 0 , ψ 1 and ψ 2 the growth functions of Z. By Lemma 5.1, we have the following result.
Lemma 5.3. Every continuous, SL(n) and translation invariant valuation Z : Conv(R n , R) → R is uniquely determined by its growth functions.
In order to classify valuations on Conv(R n , R), we need to determine the properties of their growth functions.
Lemma 5.4. If Z : Conv(R n , R) → [0, +∞) is a continuous, SL(n) and translation invariant valuation, then its growth function ψ 1 satisfies lim t→+∞ ψ 1 (t) = 0 and there exists T ∈ R such that ψ 2 (t) = 0 for all t ≥ T .
Proof. Fix 0 < δ < 1 n−2 if n ≥ 3 and 0 < δ < 1 if n = 2 as well as 0 < ρ < 1. For b > 0 and t ≥ b let T δ , P b,t δ,ρ and x δ be as in Lemma 2.2 and define u b δ,ρ ∈ Conv(R n , R) as
That is
Hence, by Lemma 2.2 we have
where τ bx δ denotes the translation x → x + bx δ and where all occurring functions are elements of Conv(R n , R). Hence, translation invariance together with the valuation property of Z shows
By Lemma 3.2 and (12) 
Repeating the construction above but composing each of the occurring functions with x → x 2 and considering that V n and V * n have different degrees of homogeneity, one easily deduces that lim b→+∞ ψ 1 (b) = lim b→+∞ ψ 2 (b) = 0.
Assume now that there does not exist T ∈ R as claimed. In this case, there exists a sequence t k , k ∈ N such that t k < t k+1 , lim k→+∞ t k = +∞ and ψ 2 (t k ) > 0 for every k ∈ N. We repeat the construction above with b = t k and ρ = ρ k :
Using the continuity of Z and the second part of Lemma 2.2 this gives
which is a contradiction. defines a continuous and translation invariant valuation on Conv(R n ). Furthermore, for 0 ≤ i ≤ n, there exist ϕ i,δ : R × K n → R such that for every t ∈ R, the map K → ϕ i,δ (t, K) is a continuous, translation invariant, i-simple valuation that is homogeneous of degree i and
for every K ∈ K n and t ∈ R. Moreover, the maps δ → ϕ i,δ (t, K) and t → ϕ i,δ (t, K) are continuous and if Y is non-negative, then so are Y δ and ϕ i,δ .
Proof. For u, v ∈ Conv(R n ) such that u ∧ v ∈ Conv(R n ), we have by Lemma 3.12 and the valuation property of Y
which shows the valuation property of Y δ . Similar, one shows that Y δ is continuous and translation invariant. For t ∈ R and δ > 0, define µ δ,t : K n → R as
By the properties of Y δ it is easy to see that µ δ,t defines a continuous and translation invariant valuation on K n . By Theorem 2.1 there exist continuous, translation invariant, i-simple valuations (µ δ,t ) i that are homogeneous of degree i, 0 ≤ i ≤ n, such that µ δ,t = (µ δ,t ) 0 + · · · + (µ δ,t ) n . Since t ∈ R and δ > 0 were arbitrary, this defines functions
is continuous, it is easy to see that the maps t → ϕ i,δ (t, K) are continuous as well. Furthermore, by (7) and Lemma 3.2 the map δ → Y δ (I K + t) is continuous, which together with homogeneity shows that also the maps δ → ϕ i,δ (t, K) are continuous. Finally, if Y is non-negative, then by definition also Y δ is non-negative and consequently the valuations ϕ i,δ are non-negative as well, which can be seen by evaluating at convex bodies K of different dimensions.
Lemma 5.6. Let Z be a non-negative, continuous, SL(n) and translation invariant valuation on Conv(R n , R) and let ψ 0 , ψ 1 and ψ 2 denote its growth functions. The map
defines a continuous, SL(n) and translation invariant valuation on Conv(R n , R). Furthermore, if ϕ i,δ : R × K n → R are given as in Lemma 5.5 such that
then ϕ i,δ is non-negative for every 1 ≤ i ≤ n and δ > 0. Moreover,
for every K ∈ K n o and t ∈ R, where K δ = conv(K ∪ δC n ).
Proof. By Lemma 4.1 and Lemma 4.6 the operator Y defines a continuous, SL(n) and translation invariant valuation on Conv(R n , R). By Lemma 5.2 we have
. Therefore, by Lemma 3.12
for every K ∈ K n o . For arbitrary t ∈ R and δ > 0 observe that
is a translation invariant valuation on K n that is homogeneous of degree 0. Furthermore, for any
for a.e. x ∈ R n . Setting u K = reg δ I K + t with K ∈ K n we have
is a translation invariant valuation on K n that is homogeneous of degree 0. Hence, if we apply Lemma 5.5 to both Y and Z we obtain
with ρ i,δ : R × K n → [0, +∞). By homogeneity, we must have ϕ i,δ = ρ i,δ for every 1 ≤ i ≤ n and δ > 0 and in particular, those maps are non-negative.
By Lemma 5.3 every non-negative, continuous, SL(n) and translation invariant valuation Z on Conv(R n , R) is uniquely determined by its growth functions ψ 0 , ψ 1 , ψ 2 : R → [0, +∞) and by Lemma 5.4 we know that lim t→+∞ ψ 1 (t) = 0. In Lemma 5.7 and Lemma 5.8 we will furthermore show that ψ 1 is n-times continuously differentiable and that its n-th derivative has constant sign. The idea of the proof of Lemma 5.7 is to describe the behaviour of Z on regularizations of indicator functions with the help of ψ 1 . As the proof is rather technical, we will describe here its basic idea in the 1-dimensional case.
Let Y δ be defined as in Lemma 5.6 and recall that Y δ (ℓ K +t) = ψ 1 (t)V n (K δ ) for every K ∈ K 1 o and t ∈ R. We will now compute Y δ (I [0,λ] + t) for λ > 0 and t ∈ R. By the properties of Y δ we have 
and therefore using the continuity as well as the translation invariance of Y δ we obtain
for every δ, λ > 0 and t ∈ R. Thus, we have by the valuation property of Y δ together with translation invariance that
By continuity, this gives
which shows that ψ 1 is differentiable from the right. Similarly, one has
which shows that ψ 1 is differentiable from the left and thus
, for every δ, λ > 0 and t ∈ R.
Lemma 5.7. Let Y δ be defined as in Lemma 5.6. For λ > 0,
for every t ∈ R, where c n,k (δ) are polynomials in δ with c n,n (δ) ≡ 1 and ψ
Proof. Let {e 1 , . . . , e n } denote the standard basis of R n and set e 0 = 0. For h = (h 1 , . . . , h n ), λ > 0 and 0 ≤ i < n, define the function u 
for every t ∈ R, λ > 0 and 0 ≤ i ≤ n with polynomials c i,k such that c i,i (δ) ≡ 1. 
for every t ∈ R. Now assume that the statement holds true for i ≥ 0. Define the function v Since epi-limits of convex functions are again convex (Theorem 3.3), it is easy to see that u h i+1 ∈ Conv(R n ). Now, let τ λ i+1 be the translation x → x + λe i+1 . Note, that {v
Furthermore, let w
and observe that dom w λ,h i+1 ⊂ {x i+1 = λ} as well as w
Hence, using the induction assumption and the continuity as well as the translation invariance of Y δ , we obtain Y δ (w Furthermore, (13) and (14) Lemma 5.8. Let Z be a non-negative, continuous, SL(n) and translation invariant valuation on Conv(R n , R). If ψ 1 denotes the growth function of Z, then ψ 1 is n-times continuously differentiable and (−1) n ψ (n) 1 is non-negative.
Proof. By Lemma 5.6, we have for λ, δ > 0 and t ∈ R. with c n,n (δ) ≡ 1. The result now follows by equating coefficients.
Proof of the Theorem
If ζ 0 , ζ 1 , ζ 2 : R → [0, +∞) are continuous functions such that ζ 1 has finite moment of order n − 1 and ζ 2 (t) = 0 for all t ≥ T with some T ∈ R, then Lemma 4.1, Lemma 4.2 and Lemma 4.6 show that u → ζ 0 (min x∈R n u(x)) + R n ζ 1 (u(x)) dx + dom u * ζ 2 (∇u * (x) · x − u * (x)) dx, defines a non-negative, continuous, SL(n) and translation invariant valuation on Conv(R n , R). Conversely, let Z : Conv(R n , R) → [0, +∞) be a continuous, SL(n) and translation invariant valuation on Conv(R n , R). By Lemma 5.2 the valuation Z has non-negative, continuous growth functions ψ 0 , ψ 1 , ψ 2 . Lemma 5.4 shows that there exists T ∈ R such that ψ 2 (t) = 0 for all t ≥ T . Furthermore, by Lemma 5.8 the function ψ 1 is n-times continuously differentiable and ζ 1 (t) := (−1) n n! ψ (n) 1 (t) is non-negative. Moreover, Lemma 5.4 together with Lemma 5.9 shows that ζ 1 has finite moment of order n − 1 and n +∞ 0 r n−1 ζ 1 (r + t) dr = ψ 1 (t), for every t ∈ R. Finally, for u = ℓ λB n + t with λ > 0 and t ∈ R we have u * = I λ −1 B n − t and furthermore Z(u) = ψ 0 (t) + ψ 1 (t)V n (λB n ) + ψ 2 (t)V * n (λB n ) = ψ 0 (t) + λ n V n (B n )ψ 1 (t) + ψ 2 (t)V n (λ −1 B n ) = ψ 0 (t) + λ n nV n (B n ) +∞ 0 r n−1 ζ 1 (r + t) dr + ψ 2 (t)V n (λ −1 B n ) = ψ 0 (t) + λ n R n ζ 1 (|x| + t) dx + ψ 2 (t)V n (λ −1 B n ) = ψ 0 (t) + By the first part of the proof, u → ψ 0 (min x∈R n u(x)) + R n ζ 1 (u(x)) dx + dom u * ψ 2 (∇u * (x) · x − u * (x)) dx defines a non-negative, continuous, SL(n) and translation invariant valuation on Conv(R n , R) and by homogeneity it is easy to see that ψ 0 , ψ 1 , ψ 2 are its growth functions. Thus, Lemma 5.3 completes the proof of the Theorem.
