Retinal image structure is due to a complex mixture of physical sources that includes the surface's 3D shape, light-reflectance and transmittance properties, and the light field. The visual system can somehow discriminate between these different sources of image structure and recover information about the objects and surfaces in the scene. There has been significant debate about the nature of the representations that are used to derive surface reflectance properties such as specularity (gloss). Specularity could be derived either directly from 2D image properties or by exploiting information that can only be derived from representations in which 3D shape has been made explicit. We recently provided evidence that 3D shape information can play a critical role in the perception of material specularity, but the shape manipulation in our prior study also significantly changed 2D image properties (Marlow, Todorović , & Anderson, 2015) . Here, we held fixed all monocularly visible 2D image properties and manipulated 3D shape stereoscopically. When binocularly fused, the depicted 3D shapes induced striking transformations in the surfaces' apparent material properties, which vary from matte to 'metallic'. Our psychophysical measurements of perceived specularity reveal that 3D shape information can play a critical role in material perception for both singly-curved surfaces and more complex geometries that curve in two directions. These results provide strong evidence that the perception of material specularity can depend on physical constraints derived from representations in which three-dimensional shape has been made explicit.
Introduction
Retinal image structure arises from the interaction between a surface's three-dimensional (3D) shape, its reflectance and transmittance properties, and the surrounding light field. Perceptual experience reveals that our visual system somehow extracts these distinct contributions to image structure, but there is no consensus about how this computational feat is accomplished. Any local image structure can be produced by an infinite number of different combinations of shape, reflectance, and illumination, which suggests that some additional information is required to determine the particular combination responsible for a given image. The inability to compute a unique inverse suggests that the visual system solves this problem probabilistically, exploiting constraints on the likelihood of the possible scene interpretations. One of the main theoretical and empirical tasks is to identify the regularities that the visual system uses to infer scene structure, and to characterize the representational space over which these constraints are defined.
The majority of work has focused on regularities that can be computed directly from 2D images, which have been applied in a variety of different domains. Some early work used image statistics to theoretically motivate efficient coding schemes of subcortical and early cortical areas (Field, 1987; Olshausen & Field, 1996; Srinivasan, Laughlin, & Dubs, 1982) . Image statistics have also been used to understand a variety of mid-level visual processes, such as contour completion (Geisler & Perry, 2009; Geisler, Perry, Super & Gallogly, 2001) , and the computation of surface reflectance (Fleming & Bülthoff, 2005; Giesel & Zaidi, 2013; Liu et al., 2010) , such as lightness (Motoyoshi et al., 2007; Sharan et al., 2008) and gloss (Arce-Lopera et al., 2012; DelPozo & Savarese, 2007; Fleming, Dror, & Adelson, 2003; Motoyoshi & Matoba, 2012; Motoyoshi et al., 2007; Nishida & Shinya, 1998) . However, it has been shown that the perception of gloss depends on the spatial organization of specular image structure, which cannot be derived from image statistics that fail to capture that organization (Anderson & Kim, 2009; Kim & Anderson, 2010) . In particular, we have previously argued that perceived gloss depends on two photogeometric constraints: Orientation congruence and brightness congruence . Orientation congruence refers to the fact that local orientations of specular reflections tend to run parallel to local orientations of diffuse shading gradients (Anderson & Kim, 2009; Beck & Prazdny, 1981; . Brightness congruence refers to the fact that specular highlights are typically located close to the brightest regions of diffuse shading . The luminance maxima on a glossy surface need to satisfy these constraints in order to appear as specular reflections; highlights that violate these constraints appear as light pigment on a matte surface or a disconnected overlay (e.g., Beck & Prazdny, 1981; Todd, Normal, & Mingolla, 2004) . In principle, both of these constraints could be computed directly from images. For example, orientation congruency may be derived from orientationally selective image filters (or relatedly orientation fields), and brightness congruency may be derived from the position of a highlight relative to the luminance maxima and minima of the surrounding luminance gradient.
The photo-geometric constraints described above provide some insight into how the visual system identifies specular reflections, but they do not explain how the perception of gloss can vary between surfaces when both constraints are satisfied (Doerschner, Boyaci, & Maloney, 2010; Fleming, Dror, & Adelson, 2003; Ho, Landy, & Maloney, 2008; Obein, Knoblauch, & Viénot, 2004; Olkkonen & Brainard, 2010 Pont & te Pas, 2006; te Pas & Pont, 2005; Vangorp, Laurijssen, & Dutré, 2007; Wendt et al., 2010; Wijntjes & Pont, 2008) . We recently argued that perceived gloss varies as a function of image cues that are predictive of a surface's gloss level (Marlow & Anderson, 2013; . In particular, we showed that perceived gloss is modulated by the contrast, sharpness, and 'coverage' of specular image structure. Contrast refers to the difference in luminance between a specular reflection and its surround; sharpness refers to the slope of the luminance gradient at the edge of a specular reflection; and coverage refers to the proportion of a surface that generates visible specular reflections. High levels of physical gloss typically generate higher levels of specular contrast, sharpness, and coverage than do low levels of gloss (Berzhanskaya et al., 2005; Billmeyer & O'Donnell, 1987; Hunter & Harold, 1987; Pellacini, Ferwerda, & Greenberg, 2000) , but these image properties can also vary dramatically as a function of a surface's 3D shape or the light field. We have shown that psychophysical measurements of the apparent contrast, sharpness, and coverage of specular reflections can predict how perceived gloss scales across a wide range of 3D shapes, light fields, and physical gloss levels (Marlow & Anderson, 2013; . Similar correlations have been found when the psychophysical measurements are substituted with computational measurements derived directly from the image Qi et al., 2014) .
The preceding theories suggest that our experience of surface gloss could theoretically be derived from differences in image structure, prior to an explicit representation of a surface's 3D geometry or the light field in which it is embedded. However, the perception of gloss is a property associated with surfaces and materials, and is therefore always accompanied by an experience of 3D shape. Although many studies have speculated that 3D shape representations may play a causal role in the computation of gloss, their data do not provide conclusive evidence in support of this view (e.g., Anderson & Kim, 2009; Beck & Prazdny, 1981; Fleming, Dror, & Adelson, 2003; Ho, Landy, & Maloney, 2008; Motoyoshi et al., 2007; Nishida & Shinya, 1998) . Studies have shown that perceived gloss depends on the stereoscopic depth of specular reflections, which typically appear behind convex surfaces (Blake & Bülthoff, 1990; Kerrigan & Adams, 2013; Muryy et al., 2013) . However, the relevant 3D structure used to derive material properties in these studies is not 3D shape representations per se, but rather the difference in perceived depth of the surface's texture and shading relative to the depth of the specular reflections.
In order to assess whether computations of gloss exploit information explicitly derived from 3D representations of shape, image structure must be held constant while the 3D shape associated with that structure is varied. This requires constructing different 3D shapes that generate identical image gradients from two different reflectance functions. Fig. 1A depicts luminance gradients generated by a diffuse (matte) surface and a rough specular surface (such as unpolished metal) that have the same 3D structure embedded in an identical illuminant. The matte surface on the left depicts a Lambertian reflectance function that generates a luminance that varies as a cosine of the angle between the surface normal and the direction of the incident illumination. The luminance projected by the specular surface on the right varies much more rapidly than the Lambertian surface, particularly in the neighborhood of the luminance maximum. The steepness of the specular and diffuse luminance gradients depends on surface roughness parameters, which modulate the 'spread' or 'scatter' of light within the diffuse and specular lobes (Nicodemus, 1965; Oren & Nayar, 1994) . If the visual system exploits these three-dimensional constraints to derive reflectance properties, then it should be possible to generate identical image gradients that appear to be associated with different reflectance properties if they are perceived as different three-dimensional shapes.
The two surfaces in Fig. 1B provide our first attempt to test this hypothesis (Marlow, Todorović , & Anderson, 2015) . The two figures contain identical luminance gratings bounded by two different sets of bounding contours along the left and right sides of the grating. It has been shown previously that bounding contours affect the perceived 3D shape, lightness, and illumination direction of image gradients (Knill & Kersten, 1991; Ramachandran, 1988; Todorović , 2014; Witkin & Tenenbaum, 1983) . In this example, the left surface appears as three large half-cylinders (two convex one concave) illuminated from the front, whereas the right surface appears as three ridges and three valleys illuminated from above. We showed that these two shapes also appear to differ in perceived specular reflectance: The left surface appears matte, whereas the right appears more specular, such as a rough metal (Marlow, Todorović , & Anderson, 2015) .
The relationship between perceived shape and perceived reflectance of the images in Fig. 1 suggests that the visual system derives information about reflectance from the rate that luminance gradients vary relative to their 3D surface geometry. However, this is not the only possible interpretation of the perceived material difference of these stimuli; there are image differences that could also account for this result. The reflectance of the surfaces could theoretically be derived from correlations between the luminance gradients and the local orientations of the bounding contours in the 2D images rather than being derived from 3D shape representations. Fig. 1C plots the grating's luminance as a function of the angle of the bounding contour. An angle of zero refers to the angle of the bounding contour adjacent to the luminance maxima in the grating. The graph shows that the rate of change in the luminance of the grating along the bounding contour is slow for the matte surface and rapid for the specular surface. Note that these functions derived directly from the images mimic the functions derived from the matte and specular 3D surfaces shown in Fig. 1A . Thus, the change in perceived material properties in these images could theoretically still be derived from image properties, rather than something computed only once the representation of 3D shape has been made explicit.
The experiments reported below were designed to assess whether it is possible to induce differences in perceived material properties by manipulating 3D shape without generating any differences in any relevant 2D image properties. We accomplished this by superimposing sparse random dots along the edges of a luminance grating, which depicted one of two 3D surface geometries. When binocularly fused, the entire luminance grating appears to take on the 3D shape depicted by the pattern of dots along the boundaries of the grating (i.e., the depth of these dots was interpolated across the entire display). Crucially, the 3D shape differences are uncorrelated with the position of the dots in each monocular 2D image, so there were no differences in image properties of the two 3D shapes created by the disparity of the dots. If perceived material depends on the 3D shapes embedded in the stereograms, then it must be computed from 3D shape representations. The stimuli are identical luminance gradients cropped by bounding contours that affect the perceived three-dimensional shape and illumination direction of the grating. The left surface appears matte, whereas the right surface appears shiny. The perception of material properties could depend on either 3D shape representation or 2D image structure. (C) Specifically, the difference in perceived material could theoretically be derived from the luminance of the grating plotted as a function of the angle of the bounding contour, which may be used as a proxy for 3D surface normals. Note that the luminance function of image angles in (C) mimics the luminance functions of surface normals in (A). The goal of the present study is to test whether the perception of material properties in (B) depends on 3D shape representation or 2D image properties, such as the contour. minima appear farther in depth than the luminance maximum. This 3D shape is consistent with a specular reflectance interpretation because there is a small range of surface normals across the luminance gradient. For the lower stereogram, the surface curvature appears to change sign at the luminance maximum: concave above the luminance maximum, and convex below. This 3D shape is consistent with a matte reflectance interpretation because there is a large range of surface normals across the luminance maximum. If material properties are derived from the way luminance varies across a 3D representation of shape, then the surface will appear shiny in the upper stereogram and matte in the lower stereogram.
Experiment 1
The effect of stereoscopic shape on perceived material was measured by having observers select the surface that appeared most specular from a pair of stereograms. Two stereoscopic shapes were used (see Fig. 3 ) and seven luminance gratings were tested. The luminance gratings parametrically varied in the steepness of the luminance maxima, which was varied in order to find the optimal grating showing the largest effect of 3D structure. Observers compared each combination of the two shapes and seven luminance gratings with all of the other combinations in a block of trials. The proportion of trials that each surface was judged shinier than the comparison stimuli provides a relative measure of the perceived specular reflectance of the surfaces. Scale versions of the large stereograms used in the experiment are shown in Fig. 3 along with cross-sections of the luminance profiles and surface geometries.
Methods

Observers
Nine observers participated in the experiment. Five were experienced psychophysical observers (including author PM) and four were naïve observers. The work was carried out with informed consent from all observers and in accordance with the Code of Ethics of the World Medical Association (Declaration of Helsinki).
Display
The display screen was a 30 in. flat screen LCD monitor (DELL U3014t) and was calibrated using a Spectrascan 650 photometer. The stereograms were binocularly fused using a mirror stereoscope, which had an optical and convergence distance of 70 cm.
Stimuli
The vertical luminance gratings shown in the demonstration figures and used in the experiment were constructed by deforming a triangle-wave. Fig. 3C plots two of the luminance profiles used in the experiment. The luminance function was:
where y is the vertical screen coordinate, k is the period of the grating equal to 5.6°, and u is the phase of the grating and was set to u = 0.5k. The exponent S increases the steepness of the peaks of the grating and was equal to 1.6, 2.4, 3.3, 4.1, 4.9, 5.7, and 6.5. Fig. 3C plots the luminance profile of the smallest (1.6) and largest exponents (6.5). The luminance of all of the gratings was linearly rescaled to have a maximum luminance of 153 cd/m 2 and a minimum of 15 cd/m 2 . The background luminance was less than 1 cd/m 2 .
The random-dot texture that overlaid the gratings was composed of a sparse distribution of black dots 4 min of arc square with a density of 2.8%. The grating was 16.8°high by 14.7°wide, and the random-dot texture at the left and right sides of the grating was 16.8°high by 4.2°wide. The stereoscopic shape of the dot texture is plotted in Fig. 3B . The surface geometry was either three wide convex ridges, which was predicted to appear comparatively
Right eye
Left eye Cross fusion Fig. 1B . The top and bottom stereograms are identical when viewed monocularly. When binocularly fused, the threedimensional shapes embedded in the dot textures affects the perceived shape, illumination direction, and material properties of the entire luminance gradient. The top stereogram appears as a specular or metallic cylinder in frontal illumination, whereas the bottom stereogram appears as a comparatively 'matte' surface illuminated from above. specular, or a repeating pattern of narrow convex ridges and concave valleys, which was predicted to appear comparatively matte. The horizontal binocular disparity of the surface predicted to appear comparatively specular was: where each ridge has a visual angle, a, of 2.8°, and the disparity range of the surface geometry, b, spans 8.8 min of arc. The disparities derived from these equations are equal to or greater than zero and depict depths equal to or farther than the screen. The surfaces were viewed through a black rectangular aperture 16.8°high by 14.7°wide located at the distance of the screen.
Procedure
Observers viewed two surfaces on each trial and indicated which surface appeared more specular. The surfaces were presented sequentially and observers pressed a key to toggle back and forth between the two surfaces being compared. A blank black screen was presented for 500 ms between surface presentations. There were no other constraints on the length of a trial or the number of times that an observer could switch between the two surfaces before responding. There were fourteen surfaces in total (seven levels of steepness by two types of 3D shape). Each surface was compared once with the other 13 surfaces generating 91 unique trials. The trials were presented in a different random permutation for each observer. The inter-trial delay was 1.5 s.
Statistics
A multivariate analysis of variance was used to test for main effects of 3D shape and gradient steepness. The Decision-Wise error rate (a = 0.05) was controlled for each of these planned, within-subject contrasts (Bird, 2004) . Fig. 4 plots the proportion of trials that each surface appeared more specular than the other surfaces tested. Perceived specularity is plotted as a function of the steepness of the luminance grating, and the white and black data points correspond to the two different 3D shapes. The results indicate that perceived specularity depends on both the steepness of the luminance gradient (F (1, 8) = 45, p < 0.001) and the 3D shape embedded in the stereogram (F (1, 8) = 37, p < 0.001). The effect of steepness is consistent with previous work showing that sharper specular reflections induce stronger percepts of surface gloss (Billmeyer & O'Donnell, 1987; Hunter & Harold, 1987; Marlow, & Anderson, 2013; Pellacini, Ferwerda, & Greenberg, 2000) . Surfaces that had identical luminance gradients appeared more specular when they had the 3D shape shown in the upper stereogram of Fig. 3 than the lower stereogram.
Results and discussion
The effect of stereoscopic shape on perceived material in these displays provides new insights into the nature of the computations and representations that underlie material perception. Specifically, the results suggest that the visual system can compute surface specularity by relating derivatives of 3D surface geometry to derivatives of luminance. The 3D shape in the upper stereogram is consistent with a specular reflectance interpretation because there is a small range of surface normals (i.e., low curvature) across the luminance gradient; specular surfaces can generate steep gradients even when their 3D shape is relatively flat. Likewise, the 3D shape in the lower stereogram is consistent with a matte reflectance interpretation because there is a large range of surface normals across the luminance gradient; matte surfaces can generate steep luminance gradients when the underlying 3D surface geometry curves steeply. The results suggest that the visual system has internalized these physical constraints linking surface reflectance to the range of surface normal across a luminance gradient.
Experiment 2
The purpose of Experiment 2 was to test whether our results can generalize to more complex surface geometries. Our prior work (Marlow, Todorović , & Anderson, 2015) and Experiment 1 used surfaces that only curve in a single direction in order to simplify the problem of finding a pair of matte and specular surfaces that would project identical luminance gradients. However, most objects typically contain multiple directions of curvature, and it is not clear whether our results would generalize to more complex surface geometries. The purpose of Experiment 2 was to test whether the perceived material properties of doubly-curved surfaces can be computed from the rate that luminance varies in 3D.
A side-view of the two different doubly-curved surfaces tested in Experiment 2 is shown in Fig. 5A . Both surfaces curve sinusoidally from left to right, but their curvature differs along the vertical direction: The upper surface has a gradual convex curvature, whereas the lower surface curves more rapidly and is concave above the luminance maximum and convex below it. If the visual system exploits information about 3D surface curvature to derive material properties, the lower surface should appear matte because matte surfaces can generate sharp luminance gradients in regions where the underlying surface curves rapidly. Likewise, the upper surface should appear to have a higher surface sheen because specular surfaces can generate steep luminance gradients in regions where the underlying surface curves gradually. The paired-comparison procedure from Experiment 1 was used to measure the perceived material of the two doubly-curved surfaces for a range of luminance gradients varying in steepness. Fig. 5B shows example stereograms used in the experiment. The luminance profiles of the two surfaces are extremely similar; they only differ slightly due to the binocular disparity of the surfaces. The disparity of the surfaces also affects the monocular 2D shape of the vertical contours that overlay the surfaces, which were included to strengthen the percept of 3D shape induced by stereopsis. However, these contours also generate monocular image differences, which leaves open the possibility that the perceived material of the surfaces might be derived from monocular 2D image differences rather than 3D shape representations. In order to assess whether these 2D image differences were responsible for any perceived material differences, a second group of observers judged specularity while viewing the monocular 2D images without disparity (i.e., the same image, either the left or right eye's image, was presented to both eyes).
Methods
Observers
Independent groups of observers viewed the stereoscopic conditions and the monocular control conditions. There were nine observers in each group and eight were naive. The work was carried out with informed consent from all observers and in accordance with the Code of Ethics of the World Medical Association (Declaration of Helsinki).
Stimuli and procedure
The two surface geometries resembled curved tubes with different vertical cross-sections. The top surface in Fig. 5 has a convex 'C-shaped' vertical cross section, whereas the bottom surface has where d varies along the vertical cross-section of the surfaces from 0 cm at the top of the cross-section to 7.5 cm at the bottom of the cross section. The vertical and horizontal coordinates of the surfaces are Y and X, with X restricted to vary from 0 to 11.5 cm, which is the surface width (9.4°of visual angle). a is the major radii of the ellipses in the vertical cross-sections, and was equal to 7.5 cm for the C-shaped cross section and 3.5 cm for the S-shaped cross section. The luminance of the surfaces was given by:
where k = 7.5 cm is set to equal the height of the vertical surface cross-sections, and the phase u ¼ 0 is set to align the luminance maxima at the center of the surfaces. The steepness of the luminance profile was parametrically varied with S = 1.6, 2.9, 4.5, 6.5, and 9.0. The luminance of the grating was linearly rescaled to have a maximum luminance of 153 cd/m 2 and a minimum of 31 cd/m 2 . Three black vertical lines were drawn onto the surface to provide additional information about surface shape.
Stereograms of the surfaces were constructed by introducing horizontal binocular disparities into the screen coordinates of the surfaces. The screen coordinates (y, x) were derived from the three-dimensional surface coordinates: y ¼ Y , x l ¼ X À 0:54Z for the left eye's image, and x r ¼ X þ 0:54Z for the right eye. The range of disparities was 15 min of arc. In the monocular control condition, the same image was presented to both eyes so that there was zero binocular disparity. Specifically, both eyes' viewed the image rendered for either the left or right eye, selected at random on each trial. The paired-comparison task from Experiment 1 was used to measure the perceived specularity of the surfaces. Two surfaces were presented one above the other, and vertically separated by 2°of visual angle. Each observer performed 4 blocks of trials.
Statistics
A multivariate analysis of variance was used to test for main effects of 3D shape and gradient steepness. The contrasts were planned and within group. The Decision-Wise error rate (a = 0.05) was controlled for each of the contrasts (Bird, 2004) . Separate analyses were performed for the stereoscopic and monocular conditions. Fig. 6 plots the proportion of trials that each surface appeared more specular than the other surfaces tested. Perceived specularity is plotted as a function of the steepness of the luminance gradients, and the white and black data points correspond to the two different 3D shapes. The left and right graphs correspond to different viewing conditions: stereoscopic in the left graph, and monocular (zero binocular disparity) in the right graph. The stereoscopic surfaces exhibit strong effects of both the sharpness of the luminance gradients (F (1, 8) = 134, p < 0.001) and 3D shape (F (1, 8) = 106, p < 0.001) on perceived specularity. Perceived specularity increases with the steepness of the gradients and is higher overall for the gradually-curved 3D shape than the rapidly-curved 3D shape. These results cannot be attributed to any monocular 2D image differences between the 3D shapes because monocular viewing eliminates both the effect of shape (F (1, 8) The results therefore provide strong evidence that the perceived material of the surfaces depends on information derived from a representation of 3D shape. The effects of 3D shape on perceived material that we initially observed in singly-curved surfaces therefore generalize to doubly-curved surfaces. Indeed, we experience larger material differences in the doubly-curved surfaces than the singly-curved variants.
Results and discussion
The luminance profiles that we tested in Experiment 2 are analytically simple compared to those that can arise from natural light fields and/or more complex surface geometries. As the complexity of the luminance profile increases, it becomes increasingly difficult to find a pair of matte and specular surfaces that would generate matching luminance profiles. Our earlier work focused on singly-curved surfaces in order to simplify the problem of computing two different combinations of shape, material, and illumination that project identical images (Marlow, Todorović , & Anderson, 2015) . There is an infinite family of specular and matte surfaces with different shapes and light fields that could give rise to the same one-dimensional luminance profile. The existence of such solutions is guaranteed because there are no constraints on how the surface normal can vary across a one-dimensional surface; any distribution of surface normals across a singly-curved surface can be integrated to yield a coherent surface geometry. However, the existence of such solutions is not guaranteed for two-dimensional distributions of surface normals. Indeed, work in the domain of computer vision has found that certain two-dimensional luminance profiles cannot arise from diffuse shading alone, which means that those luminance profiles could potentially rule out a diffuse reflectance interpretation without any explicit 3D shape information (Brooks, Chojnacki, & Kozera, 1992; Horn, Szelizki, & Yuille, 1993) . There are no psychophysical studies testing whether biological visual systems exploit these interesting luminance profile constraints, and our results should not be misconstrued as suggesting that such constraints do not exist or do not contribute to material perception. Our results indicate that the visual system does not rely solely on two-dimensional luminance profile constraints to construct our experience of surface sheen and can exploit the three-dimensional shape constraints proposed herein.
General discussion
Tremendous progress has been made in simulating the physical variables that generate image structure (the ''optics'' problem), but much less is understood about how the brain derives our experience of shape, material, and illumination from this structure (the ''inverse optics'' problem). The putative intractability of inverse optics has inspired attempts to compute shape, material, and illumination using a variety of computational 'short-cuts' directly from image structure (Giesel & Zaidi, 2013; Liu et al., 2010) . Any image properties that correlate with surface attributes could be potentially useful, which has prompted attempts to identify image statistics that are diagnostic of particular material properties (Fleming & Bülthoff, 2005; Nishida & Shinya, 1998; Sharan et al., 2008) . For example, some studies observed a correlation between histogram (or sub-band) skew and the perception of surface gloss (Arce-Lopera et al., 2012; Motoyoshi & Matoba, 2012; Motoyoshi et al., 2007; Nishida & Shinya, 1998) . However, subsequent work showed that histogram skew does not account for effects of 3D shape and the light field on perceived gloss (Anderson & Kim, 2009; Kim & Anderson, 2010; Olkkonen & Brainard, 2010 Wijntjes & Pont, 2008) . Although this work questioned the role of simple image statistics in deriving estimates of surface properties like gloss, our focus remained on identifying image properties that could account for the effects of 3D shape and the light field on perceived gloss (Marlow & Anderson, 2013; . We showed that the perception of gloss required that the orientations and positions of specular image structure were congruent with image structure generated by diffuse shading, which in principle could be computed directly from the images (Anderson & Kim, 2009; Beck & Prazdny, 1981; . We further showed that the effects of 3D shape and illumination on perceived gloss could be understood as a consequence of the change they induce in specular image structure (Marlow & Anderson, 2013; Qi et al., 2014) . In particular, we showed that the contrast, sharpness, and coverage of specular reflections nearly perfectly predicted observers' perception of gloss when the 3D geometry and light field were free to vary. Taken as a whole, these results suggest that the visual system could potentially compute surface gloss directly from image properties without incorporating any explicit information about 3D shape and illumination. Indeed, the preceding models assume that shape and illumination can only influence the perception of gloss by modulating this particular set of image properties.
The results of the present study reveal that the perception of gloss also depends on information that can only be derived from 3D representations of surface shape. Our experiments manipulated the stereoscopic shape of identical monocular images, and demonstrate that the same image can appear as either a matte or specular surface depending on its apparent 3D shape. We have observed similar effects of perceived shape on perceived specularity by manipulating the shape of the bounding contours that crop the image gradients (Marlow, Todorović , & Anderson, 2015) . Although this previous result also suggests that the visual system can derive material properties from 3D shape representations, the differences in the bounding contours introduces image differences that could potentially affect material perception independently of 3D shape representation. In particular, the local orientations of the bounding contour are themselves strongly correlated with the 3D geometry of the surface (Barrow & Tenenbaum, 1978; Koenderink, 1984) , so it remains theoretically possible that the visual system derives material differences from these image differences directly. However, the stereoscopic shape manipulation reported herein provides unequivocal evidence that 3D shape representation drives the observed transformation in material properties. There is no information available to discriminate between the comparatively 'matte' and 'specular' surfaces in Experiment 1 prior to the genesis of a 3D representation of surface structure. Experiment 2 reveals that these material transformations are robust and generalize to surfaces that curve in multiple directions. Our results therefore provide strong evidence that the computation of surface specularity exploits constraints about the reflectance functions of surfaces that can only be derived from 3D surface geometry. Thus, any model of perceived specularity in our displays must compute material properties from photo-geometric constraints derived from 3D shape representations, such as the distribution of surface normals or surface curvature, in addition to any relevant 2D image properties, such as the contrast and sharpness of image gradients. Our displays also demonstrate that stereoscopic shape influences the perception of illumination direction. The specular surface appears to receive frontal illumination, whereas the matte surface appears to be obliquely illuminated from a light source located above the surface. The difference in both perceived illumination direction and material properties can be understood as arising from physical constraints on diffuse shading and specular reflection that are evaluated at the level of a three-dimensional shape representation. The brightest regions of diffuse reflectance are generated by surface normals that point to the primary light source, whereas the brightest specular reflections occur for surface normals that bisect the viewing direction and the light source. For a specular surface with some degree of microscopic roughness, luminance falls off more rapidly for specular surfaces than matte surfaces as the surface normal rotates away from the light source. These physical constraints can be exploited to derive the illumination direction and the relative specularity of surfaces. Specifically, the illumination direction can be (approximately) derived from the surface normal of the brightest region of the surfaces. For the images used in our displays, the brightest regions of the slowly curving surface have surface normals oriented along the line of sight, whereas the brightest regions of the matte surface occur in inflection points that contain surface normals directed upwards relative to the surface and viewing direction. The material properties of the two different surface geometries can be derived from the range of surface normals that occur in the neighborhood of these brightest regions: The surfaces that appear comparatively specular have a narrow range of surface normals, whereas the same luminance gradients in the image of the matte surface contains a broad range of surface normals. Thus, the perception of surface specularity depends on the range of the surface normals across the luminance maxima (or equivalently, the magnitude of surface curvature), and the perception of illumination direction depends on the value of the surface normal at the luminance maxima.
The effects of stereoscopic shape reported here are distinct from prior work that has shown binocular disparity can affect material perception. Previous work has shown that the binocular disparity of specular image structure can differ from the disparity of the reflecting surface, which can assist in discriminating specular image structure from other sources of luminance variation (Blake & Bülthoff, 1990; Kerrigan & Adams, 2013; Muryy et al., 2013) . If the disparity is binocularly fusible, the specular reflections will appear at a different depth to the surface itself. If a specular highlight is manipulated to have the same binocular disparity as the reflecting surface, then the highlight appears as surface pigmentation and the perception of gloss is lost (Blake & Bülthoff, 1990; Kerrigan & Adams, 2013; Muryy et al., 2013) . Such effects also demonstrate the importance of 3D shape information, but they cannot account for our results. Our displays contain no information about the relative depth between the 3D surface and the luminance grating. The luminance grating has an undefined horizontal disparity (since the grating only varies vertically), so the depths of the luminance gradients within the grating are not specified stereoscopically. Indeed, it is precisely this ambiguity that was required to hold image structure constant while varying only perceived 3D shape induced by the sparse random dots. Similar arguments can be applied to the more complex three-dimensional shapes tested in Experiment 2. Our results therefore reveal a new effect of binocular vision on material perception that is based on the steepness of the luminance gradients defined on three-dimensional surface coordinates, not the relative depth differences between a surface and its specular reflections.
The presumed intractability of ''inverse optics'' arises from the impossibility of computing a unique mapping from image structure onto world properties. However, much of this putative intractability can be greatly reduced if information about three-dimensional surface geometry is available. If three-dimensional shape is known, then the direction of primary light sources can be derived from the direction of the brightest surface normals, and the rate that luminance varies as a function of the range of surface normals provides information about the reflectance properties of a surface. Although it may be impossible to derive a unique mapping from images onto world states from single, monocular images, our visual system evolved amidst a plethora of physical constraints that link how surface geometry, material properties, and the light field co-vary. Our results suggest that the visual system can exploit some of these constraints to segment these different contributions to image structure. A primary goal of vision research is to discover physical constraints that our visual systems learned to derive our experience of scenes, and the representational format best suited to extracting this information. The work presented herein provides new evidence about the information the visual system uses to derive material properties, and the representational structures in which this information is contained.
