The present interest of the scientific community in automated language processing has been awakened by the enormous capabilities of the high speed digltal computer. It was recognized that the computer which has the capacity to handle symbols effectively can also treat words as symbols and language as a string of symbols.
Approaches to automatic information retrieval, quantitative studies of generic relations between languages and style analysis~ have been based to a great extent on statistical considerations~ such as frequency counts of linguistic units (phomemes, morphemes~ words, fixed phrases). In each of these approaches linguistic analysis was considered to be a useful but insufficient method for automated information processing because of the many unresolved problems in language analysis.
Implementation of statistical techniques for automated indexing, classification and abstracting has proved useful despite certain limitations caused by our lack of knowledge of language.
Some of the major problems in language processing are:
a. There is no method for Storing in a computer the speaker's knowledge of the universe. e. Lack of computer-oriented dictionaries and microglossaries.
In recent years mathematically oriented studies'of the nature of natural languages have been directed to the development of formal models of grammars, such as context free r context sensitive and transformational grammars. Formal characteristics of these models of grammars, their generative power, and their adequacies and inadequacies may be found in the literature (3, 4, 5, 6, 7) .
Several noted scientists, such as , have expressed a pessimistic view in regard to practical implementation of machine translation.
Nevertheless, there is merit in continuing efforts for more fundamental research in the area of formal and applied linguistics and computer applications. Even if we are not able to resolve all the problems in language processing at once, limited goals can be attained and tested for validity by design of a model for language processing within a restricted language domain, such as medicine.
Some Characteristics of Medical English
Aware of the many problems associated with automated processing of natural language, we have limited our efforts, for the present, to the language domain used in pathology diagnoses, a subset of Medical English. Medical diagnosis may be described as the process used by the physician to determine the nature of disease, or as the art of distinguishing one disease from another. The name which is assigned to a disease ~plies the unique configuration of signs and symptoms believed to be characteristic of the condition which has been diagnosed. The diagnosis can be regarded as a summary of the more complete medleal document in a conventionalized medical style.
Medical diagnoses are characteristically free of verb phrases.
The copulative verb "to be" is frequently implied by the use of comma. Often~ the pseudosentence structures appear to be grammatically illogical. Nevertheless~ these structures carry semantic meaning and are generally understood by others in medicine. Modifiers frequently occur in discontinuous sequence with the nouns they modify.
Anaphoric expressions are eo~auonplace.
The terminology consists of a mixture of Latin~ Greek and English derivatives.
Not uncommonly~ diagnostic statements exhibit features of all three languages. Evidence of heterogeneous linguistic origin is also found in single word forms. The language is rich in the use of compound word forms which are segmentable into single constituents.
The distinctive semantic features of diagnostic statements may be categorized as follows:
• anatomic site affeeted~ or body system involved in the disease process;
• disease condition, including structural changes ranging from gross observations to intracellular ultrastructural changes;
• causative agent of the abnormality;
• disease manifestations~ including physiological and chemical changes~ observable manifestations, and symptoms reported by the patient;
• therapeutic agents or processes used;
• causal relationships among disease entities;
• method or souree of diagnosis.
Two or more of these distinctive semantic features may be combined.in a single conceptual unit, e.g., "measles" implies both the specific infectious disease manifested, and the etiology, the rubeola virus; while "pneumonia" describes the inflammatory disease process or condition, as well as the anatomic site affected,, lung.
On the other hand, the precise designation of the loeation at which a disease entity has manifested itself may require a complex statement for adequate description of the semantics relative to anatomic site affected, e.g., a lesion may be found in the "apicoposte- In our work we have been using as a lexicon base the Systematized Nomenclature of Pathology (SNOP) (14), the structure of which is described below:
SNOP is a special purpose lexicon created by pathologists to assist them in the organization and retrieval of information. The SNOP language consists of a relatively rich word vocabulary and a primitive grammar.
A term or conceptual unit is listed in only one of the four semantic categories of the vocabulary and is assigned a unique numerical code within the given information class.
The four semantic categories of the SNOP are:
Topography ( Semantic linkage pointers are also incorporated in the dictionary which enable the cross-referencing of information within the same or another category.
We intend to extend the semantic codes and also to allow the insertion of additional semantic information. The individual codes will be linked together to represent the content of the messages and messages will be linked to represent the content of a diagnosis or other relevant medical document.
Grammar
Automated processing of Medical English (APME) consists of a series of computer programs which given as input a body of medical text, will produce as output~ a linguistic description and semantic interpretation of the given utterance.
In the initial stage of our research, our attention was focused on patholoEy diagnoses since this domain of discourse intersects with all other medical specialty areas. Consequently, research work in this area should be applicable to other medical specialties.
The APME parsin E algorithms consist of series of interrelated linguistic and programming operations which are described briefly as follows : The main reason for the transformation of terminal morphemes is to provide a means for the successful retrieval of word forms which occur in the text in a derivative form but are listed in the SNOP dietionary in an alternative form.
We have been preparing rules for morphosemantie segmentation of composite word forms which aremainly derived from Greek or Latin.
The decomposition implies the recognition of constitutents, the order of constituents, how they are intertwined and the assignment of semantic value to productive components. (atrophic muscle) (atrophy of muscle) (atrophy, muscle)
The problem of paraphrasing is closely related with automatic recognition of synonymous or nearly-synonymous expressions which are not found in the lexicon. Even if we would be able to assign an approximative value to so-called "unknow~ terms" by the implementation of deductive rules, the physician o~ the expert in the related field will have to make the decision about the synonymity of the term in question. 
4.
In both cases it is assumed that the semantic content of the message is understood. Otherwise, if the transformational rules were based only on the formal structure of noun phrases they could generate phrases which are not compatible with the semantic content of the message. Consequently, the transformational or paraphrasing rules should not be based only on syntactic features but also on semantic features of components of the given semantic unit~ i.e., on the deep structure of the message.
The boundaries of the semantic unit do not correspond, necessarily, to the boundaries of the noun phrase. The semantics assigned to adjectivals reflect, to a greater or lesser extent~ the semantic and syntactic relations between the adjectivals and the head nouns that they modify. Rules were written for strings of adjectives which are preposed or 14 postposad to the head noun as immediate constituents or in discontinuous sequence. Analogous criteria were used to prepare rules for recognition of attributive noun phrases.
Z. Harris suggested that it might be possible to establish, what he calls, "classified relationships" between adjective and noun in advance r i.e., to have dictionary pairing of words and their classifiers for a scientific language because the metaphorical usage is highly restricted in scientific discourse. It seems reasonable that adjectival phrases or appositional noun phrases which are perceived as single conceptual units should be listed and treated in the same way as compounds.
Any treatment of ~hglish adjectives shows that the attribution and predication is far from simple. For instance, an adjective may modify a noun whleh is not present explicitly. An example is the phrase "parathyroid (gland) adenoma" meaning "parathyroid gland adehome" where the adjective "parathyroid" is semantically related to the absent noun "gland." i
The complexity of the analysis of adjectival phrases becomes apparent in attempting to semantically classify adjectives. Many adjectives may be members of two or more classes~ i.e., the given Axy can modify either N x or Ny, e.g.~ general adjective 'ab~ormal' can be correlated semantically with N T or N~ or N E or ~F' thus, yielding mul tiple readings. Even further refinement of the classification of adjectives will not completely solve the difficulty.
Semant ics
It was already mentioned before that our goal is the successful mechanical recognition, interpretation and subsequent storage of Medical English for meaningful and timely retrieval of medical data in accordance with the needs of the user.
When the boundaries of kernel phrases are identified by the implementation of syntactic and semantic algorithms the next step is the establishment of semantic correlations among the major semantic units of the utterance. The semantics of kernel phrases are conveyed by a set of relational predicates.
Relational predicate having a propositional function f(x) describes the type of semantic relationship among the major kernel phrases as mentioned before.
For example, the statement: "Pneumonia~ due to staphylococcus" can be formalized as
where R 1 is the causative relational predicate "due to," "pneumonia"
is the kernel phrase belonging to the semantic category 'M' (morphology) and "staphylococcus" being a member of the category 'E ~ (causative agent). The relational expression "due to" can be substituted by other equivalent expressions such as "caused by" or "resulting where ** implies any member of the respective subclass.
The syntactic structure of relational predicates consists either of a single functional element~ such as the preposition 'in,' or compound expressions~ such as 'due to~' or it can be a punctuation mark such as colm~a°
The semantic rules can be regarded as the axioms of the system and therefore theorems derived from these axioms will describe various properties of Medical English which can be tested for truth or falsity for completeness, and for ambiguity. The most amazing aspect of language is the fact that despite its enormous complexity human beings are able to use it with success as a communication tool. If we are ever able to discover and describe the process of human thought, we will be closer to the resolution of many problems associated with the formalization and subsequent automatization of natural language. It is not our intention to tackle all the problems inherent in natural language. We believe that we will be able to refine our algorithms and further develop a system which will process medical text by applying the formalized linguistic analytic procedures for the storage of data in such a way that the users' cequirements can be met. 
