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Abstract
We study multivariate trigonometric polynomials, satisfying a set
of constraints close to the known Strung-Fix conditions. Based on the
polyphase representation of these polynomials relative to a general
dilation matrix, we develop a simple constructive method for a spe-
cial type of decomposition of such polynomials. These decompositions
are of interest to the analysis of convergence and smoothness of mul-
tivariate subdivision schemes associated with general dilation matri-
ces. We apply these decompositions, by verifying sufficient conditions
for the convergence and smoothness of multivariate scalar subdivi-
sion schemes, proved here. For the convergence analysis our sufficient
conditions apply to arbitrary dilation matrices, while the previously
known necessary and sufficient conditions are relevant only in case of
dilation matrices with a self similar tiling. For the analysis of smooth-
ness, we state and prove two theorems on multivariate matrix sub-
division schemes, which lead to sufficient conditions for C1 limits of
scalar multivariate subdivision schemes associated with isotropic di-
lation matrices. Although similar results are stated in the literature,
we give here detailed proofs of the results, which we could not find
elsewhere.
MSC 41A30, 42C40
1. Introduction
In this paper we study multivariate trigonometric polynomials (masks), satis-
fying a set of constraints, which is close to the known Strung-Fix conditions.
1This research was supported by The Hermann Minkowski Center for Geometry at Tel-
Aviv University. The second author is also supported by DFG Project 436 RUS 113/951
and Grant 09-01-00162 of RFBR.
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We are interested in decomposing such a polynomial multiplied by a factor
of the form 1− e2πi(x,ej), into a sum of d trigonometric polynomials, satisfy-
ing the same type of constraints, but of one order less, each multiplied by a
different factor of the form 1− e2πi(M∗x,ek).
This type of decompositions is of interest in the analysis of convergence
and smoothness of multivariate subdivision schemes. The algebraic approach
to the analysis of such schemes is investigated in [1] relative to the dilation
matrix 2I, and in [4], [8], [9], relative to general dilation matrices.
The analogous decompositions for multivariate algebraic polynomials are
based on the rich structure of ideals of multivariate polynomials. The trigono-
metric decompositions are based on the rather simple idea of the representa-
tion of a trigonometric polynomial in terms of its unique polyphase trigono-
metric polynomials relative to a dilation matrix [10].
The outline of the paper is as follows: in Section 2 we introduce our
notation and the set of constraints. We also bring basic results related
to polyphase representations of trigonometric polynomials. Properties of
trigonometric polynomials satisfying the set of constraints of order zero rel-
ative to a general dilation matrix are derived in Section 3, in terms of their
polyphase trigonometric polynomials.
These results are used in Section 4 to prove the decomposition of trigono-
metric polynomials, satisfying the set of constraints of order zero. An algo-
rithm for the computation of this decomposition is presented. The decom-
position for order zero is used to derive that for order one. The general case
of order greater than one, which is much more involved, is also investigated,
and an algorithm for this case is given.
Section 5 gives a characterization of a trigonometric polynomial satisfying
a set of constraints of a general order, in terms of the values at the origin
of the derivatives of its polyphase trigonometric polynomials. This result
provides a tool for the construction of such polynomials.
Applications of the decompositions of Section 4 to the convergence and
smoothness analysis of multivariate subdivision schemes associated with gen-
eral dilation matrices are presented in Section 6. The application of the
decompositions to the convergence analysis is based on a new result giving
sufficient conditions for the convergence of a scalar multivariate subdivision
scheme associated with an arbitrary dilation matrix. The result in the liter-
ature giving necessary and sufficient conditions for convergence, is limited to
dilation matrices having a self similar tiling [4]. For the analysis of smooth-
ness, we state and prove two theorems on multivariate matrix subdivision
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schemes. First we give a detailed proof of a sufficient condition for C1 limit
functions of such a scheme, associated with an isotropic dilation matrix. Al-
though this condition is stated in [9], the sketch of a proof given there, is
valid only for dilation matrices which are multiples of the identity matrix.
Then we state and prove a condition, in terms of the decompositions, that
allows us to check the sufficient condition for C1.
2. Notation and preliminary information
Let N be the set of positive integers, Rd denotes the d-dimensional Euclidean
space, x = (x1, . . . , xd), y = (y1, . . . , yd) are its elements (vectors), (x, y) =
x1y1+. . .+xdyd, |x| = max
j=1,...,d
|xj |, ej = (0, . . . , 1, . . . , 0) is the j-th unit vector
in Rd, 0 = (0, . . . , 0) ∈ Rd; Zd is the integer lattice in Rd. For x, y ∈ Rd, we
write x > y if xj > yj , j = 1, . . . , d; Z
d
+ = {x ∈ Zd : x ≥ 0}. If α, β ∈ Zd+,
a, b ∈ Rd, we set α! =
d∏
j=1
αj !,
(
α
β
)
= α!
β!(α−β)! , a
b =
d∏
j=1
aj
bj , [α] =
d∑
j=1
αj ,
Dαf = ∂
[α]f
∂α1x1...∂
αdxd
; δab denotes the Kronecker delta; z := (z1, . . . , zd), where
zk := e
2πixk ; ℓN∞(Z
d) = ℓN∞ := {f = {fα}α∈Zd : fα ∈ RN , |fα| ≤ C},
‖f‖ℓN∞ = ‖f‖∞ := supα∈Zd |fα|, ℓ∞ := ℓ1∞.
Let M be a non-degenerate d × d integer matrix whose eigenvalues are
bigger than 1 in module, M∗ is the transpose of M , Id and Od denote re-
spectively the unit and the zero d × d matrices. We say that the numbers
k, n ∈ Zd are congruent modulo M (write k ≡ n (mod M)) if k−n = Mℓ,
ℓ ∈ Zd. The integer lattice Zd is splitted into cosets with respect to the intro-
duced relation of congruence. The number of cosets is equal to | detM | (see,
e.g., [11, p. 107]). Let us take an arbitrary representative from each coset,
call them digits and denote the set of digits by D(M). Throughout the paper
we consider that such a matrix M (dilation matrix) is fixed, m = | detM |,
D(M) = {s0, . . . , sm−1}, D(M∗) = {s∗0, . . . , s∗m−1}, s0 = s∗0 = 0, rk = M−1sk,
k = 0, . . . , m− 1.
If A is a N × N ′ matrix with entries ajk, then A[n] denotes its n-th
Kronecker power, i.e.,
A[0] := 1, A[1] := A, A[n+1] :=

a11A
[n] . . . a1N ′A
[n]
...
. . .
...
aN1A
[n] . . . aNN ′A
[n]
 .
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Proposition A The matrix
{
1√
m
e2πi(rk ,s
∗
l
)
}m−1
k,l=0
is unitary. In particular,
1√
m
m−1∑
k=0
e2πi(rk ,s
∗
l
) = δ0l. (1)
A proof of this statement can be found in [6] or in [2].
We will consider 1-periodic trigonometric polynomials in d variables
t(x) =
∑
n∈Zd
t̂(n)e2πi(n,x),
where the set {n ∈ Zd : t̂(n) 6= 0} is finite.
For any trigonometric polynomial t, there exists a unique set of trigono-
metric polynomials τν , ν = 0, . . . , m − 1, (polyphase functions of t) (see,
e.g., [6]) such that
t(x) =
m−1∑
ν=0
e2πi(sν ,x)τν(M
∗x). (2)
It is clear that
τν(x) =
∑
n∈Zd
t̂(Mn + sν)e
2πi(n,x).
For any n ∈ Z+, denote by Zn the set of trigonometric polynomials t
satisfying the following ”zero-condition” of order n: Dβt(M∗−1x)|x=s = 0 for
all s ∈ D(M∗), s 6= 0, and for all β ∈ Zd+, [β] ≤ n. It is well known that
this ”zero-condition” is equivalent to the so-called ”sum-rule” and close to
the Strang-Fix condition of the same order. It will be convenient for us to
define Z−1 as the set of all trigonometric polynomials.
3. Auxiliary results
Proposition 1 A trigonometric polynomial t belongs to Z0 if and only if
τν(0) =
t(0)
m
, ν = 0, . . . , m− 1, (3)
where τ0, . . . , τm−1 are the polyphase functions of t.
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Proof. Let s ∈ D(M∗), using (2) we have
t(M∗−1s) =
m−1∑
ν=0
e2πi(rν ,s)τν(s) =
m−1∑
ν=0
e2πi(rν ,s)τν(0).
So, the relation t ∈ Z0 can be rewritten as
m−1∑
ν=0
e2πi(rν ,s
∗
l
)τν(0) = t(0)δ0l, l = 0, . . . , m− 1.
Consider these equalities as a linear system with unknowns τ0(0), . . . , τm−1(0).
Due to Proposition A, the system has a unique solution given by (3). ♦
Lemma 2 Let t be a trigonometric polynomial, t(0) = 0, then
t(x) =
d∑
k=1
tk(x)(1− e2πi(x,ek)),
where tk, k = 1, . . . , d, are trigonometric polynomials.
Proof. There exists N ∈ Zd such that t(x)e2πi(N,x) = p(z), where z =
exp(2πix) and p is an algebraic polynomial. It is clear that P (1, . . . , 1) = 0.
By Taylor formula it follows that
p(z) =
d∑
k=1
pk(z)(1 − zk).
where pk, k = 1, . . . , d, are algebraic polynomials. It remains to set tk(x) :=
pk(z)e
−2πi(N,x).♦
Lemma 3 Let t, t˜ ∈ Z0, t(0) = t˜(0), then
t(x)− t˜(x) =
d∑
k=1
tk(x)
(
1− e2πi(M∗x,ek)) , (4)
where tk, k = 1, . . . , d, are trigonometric polynomials.
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Proof. Using (2) for t, t˜, we have
t(x)− t˜(x) =
m−1∑
ν=0
e2πi(sν ,x)(τν(M
∗x)− τ˜ν(M∗x)). (5)
Due to Proposition 1, τν(0) − τ˜ν(0) = 0, ν = 1, . . . , m − 1. Hence, by
Lemma 2,
τν(y)− τ˜ν(y) =
d∑
l=1
τνk(y)
(
1− e2πi(y,ek)) , (6)
where τνk, k = 1, . . . , d, are trigonometric polynomials. It remains to set
y =M∗x and combine (6) with (5). ♦
Corollary 4 Let t ∈ Z0, r ∈ Zd, t˜ := e2πi(r,·)t, then (4) holds.
Lemma 5 Let t ∈ Z−1, r ∈ Zd, t˜ := e2πi(r,·)t, then the k-th polyphase
function of t˜ is given by τ˜k(x) := e
2πi(nν ,x)τν(x), where ν is the number of the
unique digit sν ∈ D(M) such that sν + r = sk +Mnν , nν ∈ Zd.
Proof. By (2),
t˜(x) = e2πi(r,x)
m−1∑
ν=0
e2πi(sν ,x)τν(M
∗x) =
m−1∑
ν=0
e2πi(sν+r,x)τν(M
∗x).
It is clear that sν + r = slν +Mnν , nν ∈ Zd, {l0, . . . , lm−1} = {0, . . . , m− 1}.
So,
t˜(x) =
m−1∑
ν=0
e2πi(slν ,x)e2πi(nν ,M
∗x)τν(M
∗x),
and the trigonometric polynomial τ˜lν (x) := e
2πi(nν ,x)τν(x) is the lν-th polyphase
function of t˜. ♦
Lemma 6 Let n ∈ Zd, 1 − e2πi(M−1n,ej) = 0 for each j = 1, . . . , d. Then
n ≡ 0 (mod M).
Proof. Since e2πin = 1 if and only if n ∈ Z, we have (M−1n)j =
(M−1n, ej) ∈ Z for each j = 1, . . . , d. Hence, M−1n = l ∈ Zd, i.e. n = Ml. ♦
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4. Decomposition of masks
In this section we prove the existence of a decomposition of a trigonometric
polynomial t ∈ Zn of the form
(1− e2πi(x,ek))t(x) =
d∑
j=1
tjk(x)(1− e2πi(M∗x,ej)),
with tjk ∈ Zn−1 , j = 1, . . . , d, for all k = 1, . . . , d, and present algorithms
for its computation. We start with the simpler case n = 0, 1, and then do
the general case n > 1, which is much more complicated.
4.1 The case t ∈ Zn, n = 0, 1
Proposition 7 Let t ∈ Z0, then
(1− e2πi(x,ek))t(x) =
d∑
j=1
tjk(x)(1− e2πi(M∗x,ej)), (7)
where tjk, j = 1, . . . , d, are trigonometric polynomials. Conversely, if (7)
holds for a trigonometric polynomial t, then t ∈ Z0 and tjk(0) = (M−1)jk t(0).
Proof. If t ∈ Z0, then (7) follows immediately form Corollary 4. Now let
t be an arbitrary trigonometric polynomial such that (7) holds, s ∈ D(M∗),
s 6= 0. It follows from (7) that
t(M∗−1s)
(
1− e2πi(M∗−1s,ek))
)
=
d∑
j=1
tjk(M
∗−1s)(1− e2πi(s,ej)) = 0.
Taking into account Lemma 6, we obtain t(M∗−1s) = 0, which means that
t ∈ Z0.
Rewrite identity (7) as follows
(1− e2πi(x,M−1ek))t(M∗−1x) =
d∑
j=1
tjk(M
∗−1x)(1− e2πi(x,ej)),
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Differentiating by xl, we have
−2πi (M−1ek, el)e2πi(x,M−1ek))t(M∗−1x) + (1− e2πi(x,M−1ek)) ∂
∂xl
t(M∗−1x) =
d∑
j=1
∂
∂xl
tjk(M
∗−1x)(1− e2πi(x,ej))− 2πi tlk(M∗−1x) e2πi(x,el).
Substituting x = 0, we obtain
−2πi (M−1ek, el)t(0) = −2πi tlk(0).
It remains to note that (M−1ek, el) = (M−1)lk.♦
Analyzing the proofs of Lemmas 3 and 5 it is not difficult to describe an
algorithm for finding the polynomials tjk, j, k = 1, . . . , d, in the decomposi-
tion (7). We assume that the polyphase functions τν of t are given, and the
algorithm derives the polyphase functions τjkν of each polynomial tjk.
ALGORITHM 1
Input: {τ̂ν(l), l ∈ Zd, ν = 0, . . . , m− 1}.
Output: {τ̂jkν(l), l ∈ Zd, ν = 0, . . . , m− 1, j, k = 1, . . . , d}.
Step 0. For each ν = 0, . . . , m− 1 find the sets
Ων := {l ∈ Zd : τ̂ν(l) 6= 0}.
For each k = 1, . . . , d do
For each ν = 0, . . . , m− 1 do
Step 1. ComputeM−1(ek−sν+sn) =: ln for all n = 0, . . . , m−1
and denote by n∗ the unique n such that ln ∈ Zd.
Step 2. Find the set Ω˜kν := {l = r + ln∗ , r ∈ Ωn∗}, and for each
l ∈ Ω˜kν put ̂˜τ ν(l) := τ̂n∗(l − ln∗),
pkν(z) :=
∑
l∈Ων∪Ω˜kν
(τ̂ν(l)− ̂˜τ ν(l))zl.
Step 3. Put
τ1kν(x) =
1
1− z1 (pkν(z)− pkν(1, z2, . . . , zd)) ,
τ2kν(x) =
1
1− z2 (pkν(1, z2, z3, . . . , zd)− pkν(1, 1, z3, . . . , zd)) ,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
τdkν(x) =
1
1− zd (pkν(1, 1, . . . , 1, zd)− pkν(1, 1, . . . , 1, 1)) .♦
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Theorem 8 If t ∈ Z1, then in any decomposition (7) the trigonometric
polynomials tjk, j, k = 1, . . . , d, belong to Z0.
Proof. Let l = 1, . . . , d, s ∈ D(M∗), s 6= 0. Since t ∈ Z(1),
∂
∂xl
((
1− e2πi(M∗−1x,ek))
)
t(M∗−1x)
) ∣∣∣∣
x=s
= 0, k = 1, . . . , d. (8)
On the other hand, it follows from (7) that for each k = 1, . . . , d we have
∂
∂xl
((
1− e2πi(M∗−1x,ek))
)
t(M∗−1x)
) ∣∣∣∣
x=s
=
∂
∂xl
(
d∑
j=1
tjk(M
∗−1x)(1− e2πixj )
)∣∣∣∣
x=s
=
d∑
j=1
tjk(M
∗−1s)
∂
∂xl
(1− e2πixj )
∣∣∣∣
x=s
= −2πi tlk(M∗−1s).
So, we proved that tlk(M
∗−1s) = 0 for all s ∈ D(M∗), s 6= 0, which means
tlk ∈ Z(0). ♦
4.2 The general case t ∈ Zn, n > 1
Proposition 7 and Theorem 8 state that for n = 0, 1 the condition t ∈ Zn
implies tjk ∈ Zn−1. This fact can not be extended to the case n > 1.
If t ∈ Z2, there exist decompositions (7) whose elements are not in Z1.
Nevertheless, it will be shown that any decomposition of t ∈ Zn can be fixed
to provide tjk ∈ Zn−1.
Theorem 9 Let n ∈ Z+. A trigonometric polynomial t belongs to Zn if and
only if there exists a decomposition (7) with tjk ∈ Zn−1, j, k = 1, . . . , d.
Proof. Set
a(x) = t(M∗−1x), ajk(x) = tjk(M
∗−1x),
bk(x) = 1− e2πi(M∗
−1x,ek), ck(x) = 1− e2πi(x,ek).
In these notation, (7) can be rewritten as
bk(x)a(x) =
d∑
j=1
ajk(x)cj(x). (9)
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Note the following trivial properties of cj:
cj(l) = 0 ∀l ∈ Zd, (10)
Dδcj ≡ 0 ∀δ 6= rej, r ∈ N, δ 6= 0, (11)
∂cj
∂xj
(l) 6= 0 ∀l ∈ Zd. (12)
We will prove the theorem by induction on n. We have a base for n = 0 due
to Proposition 7. Let us prove the inductive step: n→ n + 1.
Assume that each polynomial tjk belongs to Zn, i.e. Dβajk(s∗l ) = 0,
l = 1, . . . , m − 1, for all β ∈ Zd+, [β] ≤ n. Let α ∈ Zd, [α] = n + 1,
s ∈ D(M∗), s 6= 0. It follows from (9) and Leibniz formula that∑
0≤β≤α
(
α
β
)
Dα−βbk(s)D
βa(s) = Dαajk(s)cj(s).
By the inductive hypotheses, Dβa(s) = 0 whenever β < α. Hence, taking
into account (10), we have
bk(s)D
αa(s) = cj(s)D
αajk(s) = 0.
Due to Lemma 6, bk(s) 6= 0 for at least one k = 1, . . . , d. It follows that
Dαa(s) = 0.
Now we assume that t ∈ Zn+1, i.e. Dαa(s∗ν) = 0, ν = 1, . . . , m − 1,
for all α ∈ Zd+, [α] ≤ n + 1. Due to the inductive hypotheses, there exist
polynomials tjk ∈ Zn−1 satisfying (7), i.e. Dδajk(s∗ν) = 0, ν = 1, . . . , m − 1,
for all δ ∈ Zd+, [δ] ≤ n− 1. We will construct new trigonometric polynomials
satisfying (7) and belonging to Zn. Note that for n = 0 any trigonometric
polynomials tjk satisfying (7) belong to Z0, due to Theorem 8.
Let us prove the following statement. If Dδajk(s
∗
ν) = 0, ν = 1, . . . , m− 1,
for all δ ∈ Zd+, [δ] ≤ n and for all j = 1, . . . , l − 1 (l = 1, . . . , d), then there
exist polynomials t˜jk, j, k = 1, . . . , d, such that
d∑
j=1
a˜jkcj =
d∑
j=1
ajkcj, where
a˜jk(x) = t˜jk(M
∗−1x), and Dδa˜jk(s∗ν) = 0, ν = 1, . . . , m− 1, k = 1, . . . , d, for
all δ ∈ Zd+, [δ] ≤ n, and for all j = 1, . . . , l.
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Let s ∈ D(M∗), s 6= 0, β ∈ Zd+, [β] = n,
d∑
i=l+1
βi = 0. Set α = β + el and
note that [α] = n+ 1. It follows from (9) that
Dα
(
d∑
j=1
ajk(x)cj(x)
) ∣∣∣∣
x=s
= Dα(bk(x)a(x))|x=s = 0. (13)
On the other hand, due to (10), (11) and the assumption of the statement,
we have
Dα
(
d∑
j=1
ajk(x)cj(x)
) ∣∣∣∣
x=s
=
l∑
j=1
Dα−ejajk(s)
∂cj
∂xj
(s) = Dβalk(s)
∂cl
∂xl
(s).
Combining this with (12) and (13), we get Dβalk(s) = 0. is proved already
for l = d (in this case t˜jk = tjk, j, k = 1, . . . , d).
Next let j = l + 1, . . . , d, β ∈ Zd+, [β] = n,
d∑
i=l+1
βi > 0. Define the
functions
qβj(x) =
1
−2πign−1,β−ej(x)
m−1∑
ν=1
hν(x)D
βalk(s
∗
ν),
where gNδ is a trigonometric polynomial such that D
γgNδ(0) = 0 for all
γ ∈ Zd+, [γ] ≤ N , γ 6= δ and DδgNδ(0) = 1;
hν(x) =
1
m
m−1∑
µ=0
e2πi(x−s
∗
ν ,M
−1sµ).
Since, by Proposition A, hν(s
∗
µ) = δµν , due to (10), (11) and Leibniz formula,
it is not difficult to see that for each ν = 1, . . . , m− 1 we have
Dβ(cj(x)qβj(x))
∣∣∣
x=s∗ν
= Dβalk(s
∗
ν); (14)
Dδ(cj(x)qβj(x))
∣∣∣
x=s∗ν
= 0 ∀δ ∈ Zd+, [δ] ≤ n, δ 6= β; (15)
Dδ(ci(x)qβj(x))
∣∣∣
x=s∗ν
= 0 ∀δ ∈ Zd+, [δ] ≤ n− 1, ∀i = 1, . . . , d. (16)
Set
a˜lk(x) := alk(x)−
d∑
j=l+1
∑
[β]=n, βj>0
βl+1=...=βj−1=0
cj(x)qβj(x),
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a˜jk(x) := ajk(x) +
∑
[β]=n, βj>0
βl+1=...=βj−1=0
cl(x)qβj(x), j = l + 1, . . . , d.
Because of construction,
d∑
j=l
a˜jkcj =
d∑
j=l
ajkcj , and, taking into account (14),
(15), for each ν = 1, . . . , m − 1 we have Dβa˜lk(s∗ν) = 0 whenever [β] = n,
d∑
i=l+1
βi > 0; D
βa˜lk(s
∗
ν) = D
βalk(s
∗
ν) = 0 whenever [β] = n,
d∑
i=l+1
βi = 0. At
last, due to (16), Dδa˜jk(s
∗
ν) = 0, j = l, . . . , d for all δ ∈ Zd+, [δ] ≤ n − 1.
To complete the proof of the statement it remains to put t˜jk = a˜jk(M
∗x) for
j = l, . . . , d and t˜jk = tjk for j = 1, . . . , l − 1.
So, we described one step for improvement of decomposition (7). Starting
with l = 1, after (d− 1) steps we will obtain required polynomials. ♦
Analyzing the proof of Theorem 9 it is not difficult to describe an al-
gorithm for finding polynomials tjk ∈ Zn−1, j, k = 1, . . . , d, in decomposi-
tion (7). To realize this algorithm we will need the functions gNδ. Explicit
recursive formulas for these functions are presented in [10].
ALGORITHM 2
Input: t ∈ ZN , N > 1.
Output: tjk ∈ ZN−1, j, k = 1, . . . , d.
Step 1. Using Algorithm 1, find tjk, j, k = 1, . . . , d, satisfying (7).
Step 2. For n = 1, . . . , N − 1 do
Set t
(0)
jk := tjk, j, k = 1, . . . , d;
For each l = 1, . . . , d− 1 do
For each k = 1, . . . , d do
alk(x) = t
(l−1)
lk (M
∗−1x);
t
(l)
lk (x) := t
(l−1)
lk (x)−
d∑
j=l+1
(
1− e2πi(M∗x,ej)) ∑
[β]=n, βj>0
βl+1=...=βj−1=0
qβj(M
∗x);
For each j = 1, . . . , l do
t
(l)
jk(x) := t
(l−1)
jk (x);
For each j = l + 1, . . . , d do
t
(l)
jk(x) := t
(l−1)
jk (x) +
(
1− e2πi(M∗x,el)) ∑
[β]=n, βj>0
βl+1=...=βj−1=0
qβj(M
∗x).♦
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In the case d = 2, Step 2 of Algorithm 2 does not look so frightening, it
is reduced to the following.
For n = 1, . . . , N − 1 do
Set l = 1, t
(0)
jk := tjk, j, k = 1, 2;
For each k = 1, 2 do
a1k(x) = t
(0)
1k (M
∗−1x);
t1k(x) := t
(0)
1k (x)−
(
1− e2πi(M∗x,e2)) ∑
[β]=n, β2>0
qβj(M
∗x);
t2k(x) := t
(0)
2k (x) +
(
1− e2πi(M∗x,e1)) ∑
[β]=n, β2>0
qβj(M
∗x).
In particular, for d = 2, N = 2, Step 2 may be realized as follows.
Set t
(0)
jk := tjk, j, k = 1, 2;
For each k = 1, 2 do
t1k(x) := t
(0)
lk (x) +
1
2πi
(
1− e2πi(M∗x)2)m−1∑
ν=1
hν(M
∗x)
∂
∂x2
t
(0)
1k (M
∗−1u)
∣∣∣
u=s∗ν
;
t2k(x) := t
(0)
2k (x)−
1
2πi
(
1− e2πi(M∗x)1)m−1∑
ν=1
hν(M
∗x)
∂
∂x2
t
(0)
1k (M
∗−1u)
∣∣∣
u=s∗ν
.
For each n ∈ N we introduce the set
Γn := {k ∈ Rn : kl ∈ {1, . . . , d}, l = 1, . . . , n}.
Theorem 10 Let n, n0 ∈ N, n ≤ n0, t ∈ Zn0−1,then there exist trigonomet-
ric polynomials tjk ∈ Zn0−n−1, k, j ∈ Γn, such that
n∏
l=1
(
1− e2πi(x,ekl )) t(x) = d∑
j1=1
. . .
d∑
jn=1
tjk(x)
n∏
l=1
(
1− e2πi(M∗x,ejl)) , (17)
tjk(0) =
n∏
l=1
(M−1)jlkl t(0). (18)
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Proof. We will proof by induction on n.
Base: n = 1. Let k ∈ Γ1. Due to Proposition 7 and Theorem 9, there
exist trigonometric polynomials tjk ∈ Zn0−2, j ∈ Γ1, such that (7) holds. So,
we have (17) for n = 1, (18) also follows from Proposition 7.
Inductive step: n− 1→ n. Let 1 < n ≤ n0, k ∈ Γn, k′ := (k1, . . . , kn−1).
By the inductive hypotheses there exist tj′k′ ∈ Zn0−n, j′ ∈ Γn−1, such that
n−1∏
l=1
(
1− e2πi(x,ekl)) t(x) = d∑
j1=1
. . .
d∑
jn−1=1
tj′k′(x)
n−1∏
l=1
(
1− e2πi(M∗x,ejl)) , (19)
tjk(0) =
n−1∏
l=1
(M−1)jlkl t(0). (20)
Since n0 − n ≥ 0 and the theorem is proved already for n = 1, for each tj′k′,
there exist trigonometric polynomials tjnkn ∈ Zn0−n−1, j ∈ Γ1, such that
(
1− e2πi(x,ekn )) tj′k′(x) = d∑
jn=1
tjnkn(x)
(
1− e2πi(M∗x,ejn )) , (21)
tjnkn(0) = (M
−1)jnkntj′k′(0). (22)
Combining (19), (20) with (21), (22) we comlete the proof. ♦
To impart a more compact form to (17), (18), we introduce the following
notations. Set
∆k(x) = ∆k =
(
1− e2πi(ek ,x)) , ∆(x) = ∆ = (∆1, . . . ,∆d)T ,
δk(x) = δk =
(
1− e2πi(ek ,M∗x)) , δ(x) = δ = (δ1, . . . , δd)T .
Now Theorem 10 can be rewritten as
Theorem 10 ′ Let n, n0 ∈ N, n ≤ n0, t ∈ Zn0−1,then there exists a dn × dn
matrix T whose entries are trigonometric polynomials Tkj ∈ Zn0−n−1, for
k, j ∈ Γn, such that
(∆(x))[n]t(x) = T (x)(δ(x))[n], T (0) = t(0)(M∗−1)[n].
5. Construction of masks in Zn
A simple description of the classes Zn is well known in the one-dimensional
dyadic case. A general form is given by the formula t(x) = (1 + e2πix)nT (x),
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where T is an arbitrary trigonometric polynomial. In the multidimensional
case Zn can not be described in a similar way. We will give a characterization
of the class Zn for arbitrary dilation matrix which allows to construct its
elements in practice.
Theorem 11 A trigonometric polynomial t belongs to Zn if and only if the
derivatives of its polyphase function τk, k = 0, . . . , m− 1, up to order n are
given by
Dατk(0) =
1
m
∑
0≤β≤α
λβ
(
α
β
)
(−2πirk)α−β , α ∈ Zd+, [α] ≤ n, (23)
where λα = D
αt(M∗−1x)|x=0.
Remark. For polynomials t whose polyphase functions τ0, . . . , τm−1 form
a unimodular row (i.e. there exists a dual row of trigonometric polynomials
τ˜0, . . . , τ˜m−1 such that
∑m−1
k=0 τk τ˜k ≡ 1), the statement of Theorem 11 follows
from combining the results of [2] and [10]. It was proved in these papers that
both conditions are equivalent to vanishing moments of the corresponding
wavelet system.
Proof. Assume that (23) holds with some complex numbers λα. Let
s ∈ D(M∗). By Leibniz formula,
Dα
(
e2πi(rk,x)τk(x)
) ∣∣∣
x=s
=
∑
0≤β≤α
(
α
β
)
Dβ
(
e2πi(rk ,x)
) ∣∣∣
x=s
Dα−βτk(0) =
∑
0≤β≤α
(
α
β
)
e2πi(rk ,s)(2πirk)
βDα−βτk(0) =
1
m
e2πi(rk ,s)
∑
0≤β≤α
(
α
β
)
(2πirk)
β
∑
0≤γ≤α−β
λγ
(
α− β
γ
)
(−2πirk)α−β−γ =
1
m
e2πi(rk ,s)
∑
0≤β≤α
∑
0≤γ≤α−β
λγ
(
α− β
γ
)(
α
β
)
(−2πirk)α−γ
d∏
j=1
(−1)−βj =
1
m
e2πi(rk ,s)
∑
0≤γ≤α
λγ(−2πirk)α−γ
(
α
γ
) ∑
0≤β≤α−γ
(
α− γ
β
) d∏
j=1
(−1)−βj .
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Since
∑
0≤β≤α−γ
(
α− γ
β
) d∏
j=1
(−1)−βj =
d∏
j=1
∑
0≤βj≤αj−γj
(
αj − γj
βj
)
(−1)−βj =
d∏
j=1
(1− 1)αj−γj =
{
0, α 6= γ,
1, α = γ,
we have
Dα
(
e2πi(rk ,x)τk(x)
) ∣∣∣
x=s
=
λα
m
e2πi(rk ,s), k = 0, . . . , m− 1.
It follows from (2) and Proposition A that
Dα(t(M∗−1x)
∣∣∣
x=s
=
m−1∑
k=0
Dα
(
e2πi(rk ,x)τk(x)
) ∣∣∣
x=s
=
λα
m
m−1∑
k=0
e2πi(rk ,s) =
{
λα, if s = 0,
0, if s 6= 0.
Now let us check that (23) follows from the relation t ∈ Zn. We will prove
by induction on n. The base for n = 0 was established in Proposition 1. To
prove the inductive step n→ n+1, we assume that t ∈ Zn+1 and (23) holds.
Let α ∈ Zd, [α] = n+ 1, s ∈ D(M∗). By (2) and Leibniz formula,
Dα(t(M∗−1x)
∣∣∣
x=s
=
m−1∑
k=0
∑
0≤β≤α
(
α
β
)
Dα−β
(
e2πi(rk ,x)
) ∣∣∣
x=s
Dβτk(0) =
m−1∑
k=0
(
Dατk(0) +
∑
0≤β<α
(
α
β
)
Dα−β(2πirk)
α−βDβτk(0)
)
e2πi(rk ,s). (24)
Because of the inductive hypotheses, we have∑
0≤β<α
(
α
β
)
(2πirk)
α−βDβτk(0) =
1
m
∑
0≤β<α
∑
0≤γ≤β
λγ
(
α
β
)(
β
γ
)
(2πirk)
α−β(−2πirk)β−γ =
16
1m
∑
0≤γ<α
λγ(2πirk)
α−γ
∑
γ≤β<α
(
α
β
)(
β
γ
) d∏
j=1
(−1)βj−γj =
1
m
∑
0≤γ<α
(
α
γ
)
λγ(2πirk)
α−γ ∑
0≤δ<α−γ
(
α− γ
δ
) d∏
j=1
(−1)δj =
1
m
∑
0≤γ<α
(
α
γ
)
λγ(2πirk)
α−γ
(
d∏
j=1
(1− 1)αj−γj −
d∏
j=1
(−1)αj
)
=
− 1
m
∑
0≤γ<α
(
α
γ
)
λγ(−2πirk)α−γ .
Combining this with (24), we obtain
m−1∑
k=0
e2πi(rk ,s)
(
Dατk(0)− 1
m
∑
0≤γ<α
(
α
γ
)
λγ(−2πirk)α−γ
)
= Dα(t(M∗−1x))
∣∣∣
x=s
.
Set λα = D
α(t(M∗−1x))|x=0. Due to Proposition A, the linear system
m−1∑
k=0
e2πi(rk ,s
∗
l
)yk = λαδ0l, l = 0, . . . , m− 1,
has a unique solution yk =
λα
m
, k = 0, . . . , m− 1. It follows that
Dατk(0)− 1
m
∑
0≤γ<α
(
α
γ
)
λγ(−2πirk)α−γ = λα
m
,
which was to be proved. ♦
So, if we want a polynomial t to belong to Zn, its polyphase functions
should have derivatives at the origin given by (23). This can be easily realized
for an arbitrary set of parameters λβ, [β] ≤ n. General forms for all such
polynomials t are presented in [10].
6. Subdivision schemes
In this section we apply the decompositions of Section 4 to the analysis of
convergence and smoothness of multivariate subdivision schemes associated
with general dilation matrices. We first present basic definitions, and prove
an important observation about the matrices in a decomposition of t ∈ Z1.
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6.1 Preliminaries
Let Aα, α ∈ Zd, be N×N ′ matrices such that Aα is non-zero only for a finite
number of α, then T (x) :=
∑
α∈Zd Aαe
−2πi(α,x) is a N × N ′ matrix whose
entries are trigonometric polynomials (N × N ′ trigonometric matrix). The
subdivision operator ST = ST,M associated with T and with a d× d dilation
matrix M is defined on ℓN∞ = ℓ
N
∞(Z
d) by
(STf)α =
∑
β∈Zd
Aα−Mβfβ , f ∈ ℓN∞.
It is clear that ST is a linear bounded operator taking ℓ
N
∞ into ℓ
N ′
∞ . If N = N
′,
the operators SnT , n = 1, 2, . . ., are well defined, and the sequence {SnT}∞n=1 is
a N ×N matrix subdivision scheme (scalar subdivision scheme if N = 1).
Let t be a trigonometric polynomial, T be a d× d trigonometric matrix,
set L(x) = (L1(x), . . . , Ld(x))
T , where Lk(x) = (1 − e2πi(x,ek))t(x), R(x) =
(R1(x), . . . , Rd(x))
T , where Rk(x) =
d∑
j=1
Tkj(x)(1− e2πi(M∗x,ej)). To each f ∈
ℓ∞ assign the vector-valued sequence ▽f ∈ ℓd∞ defined by (▽f)α = (fα −
fα−e1 , . . . , fα − fα−ed)T . It is clear that SLf = ▽St(f), SRf = ST (▽f) for
any f ∈ ℓ∞. Hence equality (7), with tjk = Tkj , may be rewritten in the form
▽St(f) = ST (▽f), ∀f ∈ ℓ∞. (25)
Similarly, to each f ∈ ℓN∞ we assign ▽f ∈ ℓNd∞ defined by
(▽f)α =
(
(▽(f, e1))
T
α , . . . ,▽(f, eN))
T
α
)T
.
If all trigonometric polynomials tjk in the right hand side of (7) are in
Z0, we can decompose them (see Theorem 10). This second step of the
decomposition may be rewritten as
▽ST (f) = SQ(▽f), ∀f ∈ ℓd∞, (26)
where Q is a d2 × d2 trigonometric matrix.
Proposition 12 Let t be a trigonometric polynomial, t ∈ Z1, t(0) = m, and
let T be a d×d trigonometric matrix satisfying (25), T (x) :=∑α∈Zd Aαe−2πi(α,x).
Then ∑
β∈Zd
Aα−Mβ =M
∗−1 ∀α ∈ Zd.
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Proof. First of all, we note that
∑
β∈Zd Aα−Mβ =
∑
β∈Zd Aα′−Mβ when-
ever α ≡ α′ (mod M). So, it suffices to check that
Xν :=
∑
β∈Zd
Asν−Mβ = M
∗−1, ν = 0, . . . , m− 1.
Substituting x =M∗−1s∗k into the equality
T (x) =
m−1∑
ν=0
e−2πi(sν ,x)
∑
β∈Zd
Asν−Mβe
−2πi(Mβ,x),
we have T (M∗−1s∗k) =
∑m−1
ν=0 e
2πi(sν ,M∗
−1s∗
k
)Xν It follows from Proposition 7
and Theorem 8 that
m−1∑
ν=0
e−2πi(sν ,M
∗−1s∗
k
)Xν = mδk0M
∗−1, k = 0, . . . , m− 1.
This linear system has a unique solution Xν = M
∗−1, ν = 0, . . . , m − 1,
because of Proposition A.♦
6.2 Convergence
A scalar subdivision scheme St = St,M , associated with a dilation matrix M ,
is called uniformly convergent, if for any f ∈ ℓ∞, there exists a continuous
function S∞t f such that
lim
k→∞
‖Skt f − S∞t f(M−k·)‖∞ = 0 (27)
and if for at least one f ∈ ℓ∞, the limit function S∞t f is not identically zero.
The issue of the convergence of a multivariate scalar subdivision scheme
associated with a dilation matrix M is studied in [4]. The convergence
result there is limited to dilation matrices having a self-similar tile. A d× d
dilation matrixM is said to have a self-similar tile if there exist a set of digits
D(M) and a bounded set E ⊂ Rd whose integer translates form a disjoint
decomposition of Rd such that
ME = ∪
s∈D(M)
(E + s), (28)
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Theorem 13 [4] Let St = St,M be a scalar subdivision scheme and let there
exists a self-similar tile related to M . Then St is uniformly convergent if and
only if: a) t(0) = m; b) there exists a d × d trigonometric matrix T such
that (25) holds, c) lim
k→∞
sup
f∈ℓ∞
‖▽f‖∞=1
‖SkT▽f‖ℓd∞ = 0.
Here we present sufficient conditions for convergence of a scalar multi-
variate subdivision scheme associated with any dilation matrix M , and then
give an example of a subdivision scheme satisfying these conditions, where
the verefication of the conditions is done with Algorithm 1.
Theorem 13′ Let t ∈ Z0 and M be a d× d dilation matrix. Then there
exists a trigonometric matrix T of order d × d satisfying (25). Moreover, if
t(0) = m and
lim
k→+∞
‖SkT‖∞ = 0, (29)
then the subdivision scheme St is uniformly convergent.
First we prove a simple lemma.
Lemma 14 Let n ∈ Z+, M be a d × d dilation matrix, and let ϕ be a
compactly supported function satisfying the refinement equation
ϕ(x) =
∑
α∈Zd
aαϕ(Mx− α), ∀x ∈ Rd. (30)
Then ∑
β∈Zd
fβϕ(x− β) =
∑
α∈Zd
(St˜In f)αϕ(Mx− α), ∀x ∈ Rd (31)
for any f ∈ ℓn∞, where
t˜(x) =
∑
α∈Zd
aαe
−2πi(x,α)
Proof. Using (30), we have∑
α∈Zd
(St˜Inf)αϕ(Mx− α) =
∑
α∈Zd
∑
β∈Zd
aα−Mβfβ ϕ(Mx − α) =∑
β∈Zd
fβ
∑
α∈Zd
aαϕ(M(x− β)− α) =
∑
β∈Zd
fβϕ(x− β).♦
20
Proof of Theorem 13′. The existence of T satisfying (25) follows from
Proposition 7, as indicated in Subsection 6.1.
Let ϕ be a continuous compactly supported function satisfying (30) and
the interpolatory conditions
ϕ(α) = δα0, ∀α ∈ Zd, (32)
The existence of such a function for an arbitrary dilation matrixM is proved
in [3, Proposition 4.1]. It is proved in [3] that the corresponding mask t˜ is in
Z0 and that t˜(0) = m. To prove the second part of the claim, we will show
that the sequence of functions
Fk(x) =
∑
α∈Zd
ϕ(Mkx− α)(Skt f)α, k = 1, 2, . . . ,
is a Cauchy sequence in C(Rd) for any f ∈ ℓ∞.
By Lemma 14 with n = 1, we get for f ∈ ℓ∞
Fk(x) =
∑
α∈Zd
ϕ(Mkx− α)(Skt f)α =
∑
α∈Zd
ϕ(Mk+1x− α)(St˜Skt f)α,
and therefore
Fk+1(x)− Fk(x) =
∑
α∈Zd
ϕ(Mk+1x− α)((St − St˜)Skt f)α. (33)
Since t and t˜ are in Z0 and t(0) = t˜(0), we get from Lemma 3 that
t(x)− t˜(x) =
d∑
k=1
qk(x)
(
1− e2πi(M∗x,ek)) .
This leads, by similar derivations to those leading to (25), to the existence
of a vector of subdivision schemes (Sq1, . . . , Sqd), such that for any f ∈ ℓ∞,
(St − St˜)f = St−t˜f = (Sq1, . . . , Sqd)▽f.
Hence, (33) can be rewritten as
Fk+1(x)− Fk(x) =
∑
α∈Zd
((Sq1, . . . , Sqd)▽S
k
t f)αϕ(M
k+1x− α),
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Using relation (25), we obtain
|Fk+1(x)− Fk(x)| =
∣∣∣∣∣∑
α∈Zd
((Sq1, . . . , Sqd)S
k
T▽f)αϕ(M
k+1x− α)
∣∣∣∣∣ ≤
C‖SkT▽f‖∞ ≤ C‖SkT‖∞|▽f |,
where C depends on ϕ, q1, . . . , qd.
Condition (29) is equivalent to the existence of a positive integer L such
that ‖SLT ‖∞ = µ < 1. Thus
|Fk+1(x)− Fk(x)| ≤ C|▽f |µ kL .
This yields that for all k, n ∈ N
|Fk+n(x)− Fk(x)| ≤ C|▽f |
n−1∑
j=0
µ
k+j
L ≤ C
1− µ |▽f |µ
k
L , (34)
which implies that {Fk} is a Cauchy sequence. Denote the limit function by
F which is, evidently, a continuous function. Passing to the limit in (34) as
n→∞, we have
lim
k→∞
sup
x∈Rd
|F (x)− Fk(x)| = 0, (35)
Due to (35),
lim
k→∞
sup
x∈Rd
∣∣∣∣∣F (x)− ∑
α∈Zd
(Skt f)αϕ(M
kx− α)
∣∣∣∣∣ = 0,
Substituting x =M−kβ, β ∈ Zd, we have
lim
k→∞
sup
β∈Zd
∣∣∣∣∣F (M−kβ)− ∑
α∈Zd
(Skt f)αϕ(β − α)
∣∣∣∣∣ = 0,
The claim of the theorem follows now from (32). ♦
Example. Let M =
(
0 2
2 −1
)
,
s0 =
(
0
0
)
, s1 =
(
1
0
)
, s2 =
(
0
1
)
, s3 =
(
1
1
)
.
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Define the polyphase functions of a polynomial t by
τ0(x) =
1
16
(4 + 4z1 + 4z2 + 4z1z2),
τ1(x) =
1
16
(5 + 4z1 + z
−1
1 + 2z2 + 3z
−1
2 + z1z2),
τ2(x) =
1
16
(4 + z1 + 2z
−1
1 + 5z2 + z
−1
2 + 3z1z2),
τ3(x) =
1
16
(5 + z1 + 4z
−1
1 + z2 + 3z
−1
2 + z1z2 + z
−1
1 z2).
It is not difficult to see that t ∈ Z0, and that t(0) = m. Using Algorithm 1,
we find
τ110(x) =
1
16
(−1 + 2z2 + z1z2 + 2z22 + z1z22), τ210(x) = 116(5 + 3z2),
τ111(x) =
1
16
(z−11 + 3z2), τ211(x) =
1
16
(5 + 3z−12 ),
τ112(x) =
1
16
(−1 + 2z−11 + z2 + z22 − z−11 z2), τ212(x) = 116(5 + 3z2 + z−12 ),
τ113(x) =
1
16
(2z−11 + 2z2 + z
−1
1 z2), τ213(x) =
1
16
(5 + 2z−12 ),
τ120(x) =
1
16
(1 + z1 + 4z2 + z
−1
2 + 3z1z2), τ220(x) =
1
16
z−12 ,
τ121(x) =
1
16
(2 + z1 + z
−1
1 + z2 + 3z
−1
2 + z1z2), τ221(x) = 0,
τ122(x) =
1
16
(3 + z2 + 2z
−1
1 ), τ222(x) =
1
16
z−12 ,
τ123(x) =
1
16
(3 + 3z−11 + z
−1
1 z2), τ223(x) = 0.
By Theorem 13′, to prove that the subdivision scheme St is convergent, it
remains to check that the norm of the matrix subdivision operator ST is
strictly less than 1. This requirement is fulfilled because
‖ST‖∞ ≤ max
(ν,k)
(‖τ1kν‖ℓ1 + ‖τ2kν‖ℓ1) ≤
15
16
.
(Here we identify a trigonometric polynomial with its sequence of Fourier
coefficients).
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6.3 Smoothness
Now we discuss how to study the smoothness of the limit function of a uni-
formly convergent scalar subdivision scheme.
Let t =
∑
α∈Zd
aαe
−2πi(α,·) be a trigonometric polynomial, and let τν , ν =
0, . . . , m− 1, be its polyphase functions. It is well known (see, e.g., [4]) that
τν(0) =
∑
β∈Zd
asν−Mβ = 1, ν = 0, . . . , m− 1,
whenever (27) is fulfilled for at least one f ∈ ℓ∞ for which S∞t f 6≡ 0. So, if
St uniformly converges then, due to Propositions 1 and 7, there exists a d×d
trigonometric matrix T such that (25) holds.
Following [9], we introduce the notions of a normalized subdivision scheme
and its subconvergence.
ForX a N×N matrix, and T a N×N trigonometric matrix, the sequence
{X∗kSkT }∞k=1 is called the normalized ( by X) subdivision scheme ST .
We say that a subdivision scheme ST = ST,M normalized by X is uni-
formly convergent on a subspace L of ℓN∞, L 6= {0}, if for any F ∈ L, there
exists a continuous vector-valued function S∞T/XF (S
∞
T/XF (x) ∈ RN) such
that
lim
k→∞
‖X∗kSkTF − S∞T/XF (M−k·)‖∞ = 0. (36)
and if for at least one F ∈ L the limit ST/XF is not identically zero.
We say that a subdivision scheme ST normalized by X is uniformly sub-
convergent on a subspace L, L ⊆ ℓd∞, L 6= {0}, if for some infinite set N ⊂ N
and for any F ∈ L there exists a continuous vector-valued function S∞T/XF
(S∞T/XF (x) ∈ Rd) such that
lim
k∈N
k→∞
‖M∗kSkTF − S∞T/XF (M−k·)‖∞ = 0. (37)
and if for at least one F ∈ L, the limit ST/XF is not identically zero.
Next, following [8], we consider the class of isotropic dilation matri-
ces. A matrix M is called isotropic if there exists a constant C such that
‖Mk‖∞‖M−k‖∞ ≤ C for all k ∈ N.
Here we give a detailed proof of the sufficiency of a necessary and sufficirnt
condition for the limits of a scalar subdivision scheme to be in C1. This
condition is stated in [9] with a sketch of a proof, which is not applicable
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for general isotropic dilation matrices. Indeed, by Proposition 12 here, ST
cannot be of full rank, as required by the sketch of the proof, whenever M
is not a multiple of the identity matrix.
Theorem 15 Let M be isotropic, let a scalar subdivision scheme St = St,M
be uniformly convergent, and let ST be a d × d matrix subdivision scheme
satisfying (25). If the subdivision scheme ST normalized by M uniformly
subconverges on ▽ℓ∞, then the function S∞t f is in C
1(Rd) for all f ∈ ℓ∞.
First we prove a lemma.
Lemma 16 Let M be an infinite subset of N, gk ∈ ℓn∞, k ∈ M, g be a
continuous vector-valued function (g(x) ∈ Rn), and let Ψk, k ∈M, be n× n
matrix-valued functions which are uniformly bounded, uniformly compactly
supported and such that∑
α∈Zn
Ψk(· − α) ≡ In, ∀k ∈M. (38)
If
lim
k∈M
k→∞
‖gk − g(M−k·)‖∞ = 0, (39)
then the sequence of vector-valued functions
∑
α∈Zd Ψk(M
k·−α)(gk)α, k ∈M,
uniformly converges to g on any compact set K ⊂ Rd.
Proof. Let K ∈ Rd be a compact set, x ∈ K, k ∈M. Because of (38),∑
α∈Zn
Ψk(M
kx− α)(gk)α − g(x) =
∑
α∈Zn
Ψk(M
kx− α) ((gk)α − g(x)) =∑
α∈Ω(Mkx)
Ψk(M
kx− α) ((gk)α − g(M−kα))+∑
α∈Ω(Mkx)
Ψk(M
kx− α) (g(M−kα)− g(x)) , (40)
where Ω(t) = ∪
k∈M
Ωk(t), with Ωk(t) = {α ∈ Zd : Ψk(t− α) 6= On}.
It is clear, that ♯Ω(t) ≤ C, where C is a constant depending only on the
joint support of the functions Ψk. It follows from (39) that
lim
k∈M
k→∞
sup
x∈K
∣∣∣∣∣∣
∑
α∈Ω(Mkx)
Ψk(M
kx− α) ((gk)α − g(M−kα))
∣∣∣∣∣∣ = 0. (41)
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If Ψk(M
kx − α) 6= On, then |M−kα − x| ≤ ‖M−k‖R, where R is the radius
of a ball containing the supports of all Ψk. Due to the uniform continuity of
g on a compact set, this yields
lim
k∈M
k→∞
sup
x∈K
∣∣∣∣∣∣
∑
α∈Ω(Mkx)
Ψk(M
kx− α) (g(M−kα)− g(x))
∣∣∣∣∣∣ = 0. (42)
To complete the proof it remains to combine (41) and (42) with (40).♦
Proof of Theorem 15. For σ ∈ Nd, the function
bσ(x) =
d∏
j=1
(χ[0,1] ∗ . . . ∗ χ[0,1])(xj)
is the tensor product B-spline of order σ, when the number of convolutions in
the above product are σj + 1. In the following we take σj > 1, j = 1, . . . , d.
Thus, bσ has the following properties:∑
α∈Zd
bσ(x− α) ≡ 1, (43)
grad bσ =
(
bσ−e1(· − e1)− bσ−e1 , . . . , bσ−ed(· − ed)− bσ−ed
)T
. (44)
Given f ∈ L, using (43) and Lemma 16 with M = N, n = 1, gk = Skt f ,
g = S∞t f , we obtain that the sequence F
k :=
∑
α∈Zn bσ(M
k · −α)(Skt f)α
uniformly converges to S∞t f on any compact set K ⊂ Rd. These functions
are in C1(Rd) by the choice of σ. To prove the theorem it remains to check
that the sequence of vector-valued functions gradF k uniformly converges to
a continuous vector-valued function on any compact set K ⊂ Rd.
Set
Bσ =
 bσ−e1 . . . 0... . . . ...
0 . . . bσ−ed

Using (25), we have
grad
∑
α∈Zd
bσ(M
kx− α)(Skt f)α =M∗k
∑
α∈Zd
grad bσ(M
kx− α)(Skt f)α =
M∗k
∑
α∈Zd
Bσ(M
kx− α)(▽Skt f)α =
∑
α∈Zd
M∗kBσ(M
kx− α)M∗−k(M∗kSkT▽f)α.
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Due to the normalized uniform subconvergence of ST on ▽L, there exists
an infinite set N ⊂ N such that for any F ∈ ▽L there exists a continu-
ous vector-valued function S∞T/MF for which (37) holds. Let f ∈ L. Since∑
α∈Zd M
∗kBσ(x − α)M∗−k ≡ Id, by Lemma 16 with M = N, n = d,
gk = M
∗kSkT▽f , g = S
∞
T/M▽f and Ψk = M
∗kBσM∗
−k (the functions Ψk
are uniformly bounded because M is isotropic), we can state that the se-
quence gradF k, k ∈ N, uniformly converges to S∞T/M▽f on any compact set
K ⊂ Rd. ♦
A direct conclusion from Theorem 15 in case equation (25) holds for
a trigonometric polynomial t, is that the limit function of the subdivision
scheme St is in C
1 if St is uniformly convergent and if ST normalized by M
is uniformly subconvergent on ▽ℓ∞.
How to check the uniform convergence of a scalar subdivision scheme is
discussed in Subsection 6.2. The method is based on Theorem 13 from [4].
In the following we prove a sufficient condition for the uniform convergence
of ST normalized by M on ▽ℓ∞, because to the best of our knowledge, such
a theorem has not been published yet. Here we formulate and prove such a
theorem for our specific case, namely for checking the smoothness of limits
of a convergent scalar multivariate subdivision scheme, corresponding to a
trigonometric polynomial in Z1.
Theorem 17 Let t ∈ Z1, M be a d × d dilation matrix. Then there exist
trigonometric matrices T,Q of orders d×d and d2×d2 respectively, satisfying
(25) and (26). Moreover, if t(0) = m and
‖M∗L‖∞‖SLQ‖∞ ≤ µ < 1 (45)
for some positive integer L, then the subdivision scheme ST normalized by
M uniformly converges on ▽ℓ∞.
Proof. The existence of T,Q, satisfying (25) and (26), follows from
Theorem 10, as indicated in Subsection 6.1.
To prove the second part of the claim, we will show that the sequence of
vector-valued functions
Fk(x) =
∑
α∈Zd
ϕ(Mkx− α)(M∗kSkT▽f)α, k = 1, 2, . . . ,
with ϕ as in the proof of Theorem 13′, is a Cauchy sequence in (C(Rd))d for
any f ∈ ℓ∞.
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Recall that ϕ is a continuous compactly supported function satisfying
(30) and the interpolatory conditions (32), and that t˜, defined as in Lemma
14, is in Z0 and satisfies t˜(0) = m.
By Lemma 14 with n = d,
Fk(x) =M
∗k
∑
α∈Zd
ϕ(Mkx−α)(SkT▽f)α =M∗k
∑
α∈Zd
ϕ(Mk+1x−α)(St˜IdSkT▽f)α.
This yields that
Fk+1(x)− Fk(x) = M∗k
∑
α∈Zd
ϕ(Mk+1x− α)((M∗ST − St˜Id)SkT▽f)α =
M∗k
∑
α∈Zd
ϕ(Mk+1x− α)(S eTSkT▽f)α, (46)
where T˜ = M∗T − t˜Id. The entries of the matrix T˜ are trigonometric poly-
nomials in Z0 because t˜ ∈ Z0 as was mentioned above, and the entries of T
are in Z0 due to Theorem 10. Moreover, by Proposition 12,
T˜ (0) = M∗T (0)− t˜(0)Id =M∗mM∗−1 −mId = Od.
Due to Lemma 3, it follows that for any g ∈ ℓd∞
S eTg = S eQ▽g, (47)
where Q˜ is a d× d2 trigonometric matrix.
So, (46) may be rewritten as
Fk+1(x)− Fk(x) =M∗k
∑
α∈Zd
ϕ(Mk+1x− α)(S eQ▽SkT▽f)α,
and
|Fk+1(x)− Fk(x)| ≤ C‖M∗k‖∞‖S eQ▽SkT▽f‖∞, (48)
where C depends only on ϕ.
It follows from (26) that ▽SkTg = S
k
Q▽g for any g ∈ ℓd∞, and hence
▽SkT▽f = S
k
Q▽
2f. (49)
Thus we get from (48), in view of (45),
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|Fk+1(x)− Fk(x)| ≤ C‖M∗k‖∞‖S eQ‖∞‖SkQ▽2f‖∞ ≤
C1‖M∗L‖∞
k
L ‖SLQ‖∞
k
L |▽2f | ≤ C1 |▽2f |µ kL .
This yields that for all k, n ∈ N
|Fk+n(x)− Fk(x)| ≤ C1 ‖▽2f‖∞
n−1∑
j=0
µ
k+j
L ≤ C2 ‖▽2f‖∞ µ kL , (50)
which implies that {Fk} is a Cauchy sequence. Denote the limit vector-valued
function by F which is, evidently continuous. Passing to the limit in (50) as
n→∞, we have
lim
k→∞
sup
x∈Rd
|F (x)− Fk(x)| = 0, (51)
Due to (51),
lim
k→∞
sup
x∈Rd
∣∣∣∣∣F (x)− ∑
α∈Zd
(M∗kSkT▽f)αϕ(M
kx− α)
∣∣∣∣∣ = 0,
Substituting x =M−kβ, β ∈ Zd, we have
lim
k→∞
sup
β∈Zd
∣∣∣∣∣F (M−kβ)− ∑
α∈Zd
(M∗kSkT▽f)αϕ(β − α)
∣∣∣∣∣ = 0,
The claim of the theorem follows now from (32). ♦
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