Abstract. Let C be a n × n symmetric matrix. For each integer 1 ≤ k < n we consider the minimization problem m(ε) := min X {Tr{C X } + ε f (X )}. Here the variable X is an n × n symmetric matrix, whose eigenvalues satisfy
Introduction
We denote by M n the set of n × n real matrices. The sum of diagonal of C ∈ M n is denoted by Tr{C}. If C is a symmetric matrix then the sum of their first (smallest) k eigenvalues, The notation X 0 means that X is an n × n (symmetric) positive semidefinite matrix, that is, X is symmetric and its eigenvalues are nonnegative. We write Y X when the difference matrix Y − X 0. We denote by I the identity matrix.
Note that the objective function, Tr{C X }, and the restriction, Tr{X } = k, of the minimization problem (1) are linear in the variable X . On the other hand, the restrictions I − X 0 and X 0 are convex but nonlinear. Due to these last two restrictions the problem (1) is, in general, not a Linear Programming (LP).
We denote by K := {X ∈ M n : Tr{X } = k, I − X 0 and X 0} the domain of the objective function of the minimization problem (1) . This means that the elements of K are symmetric matrices, whose eigenvalues satisfy: 0 ≤ λ i (X ) ≤ 1 for i = 1, 2, . . . , n and n i=1 λ i (X ) = k. In this work we propose to study a nonlinear perturbation of the problem (1) defined as follows:
where ε (perturbation parameter) is a nonnegative real number and f : K → R is a function that is, in general, nonlinear. The function ε f (X ) is called perturbation. We denote by m(ε) the minimum value of the problem (2) . In general the solution of (2) depends on ε. Moreover, according to (1) one has m(0) = k i=1 λ i (C). We close the introductory section with a motivation to study the perturbed minimization problem (2):
Semidefinite Programming: In particular case k = 1 the restriction I − X 0 can be dropped in (1) . To see this, note that if λ i (X ) ≥ 0 and n i=1 λ i (X ) = Tr{X } = 1 then 0 ≤ λ i (X ) ≤ 1. Hence, I − X 0. The minimization problem (k = 1) min Tr{C X } : Tr{X } = 1 and X 0
is a special case of the following problem:
min Tr{C X } : Tr{A i X } = b i with i = 1, . . . , p and X 0 ,
which is called standard semidefinite programming (SDP). In (4) A i are n × n symmetric matrices. The SDP has many applications in Combinatorial Optimization. See [5] for a survey on SDP and [6] for the relation between SDP and Eigenvalue Optimization.
A bit more general case of (3) is min{Tr{C X } : Tr{ AX } = b and X 0} with A 0 (that is, A is strict positive definite) and b > 0. We can reduce this case to (3) by pluggingC := b A −1/2 C A −1/2 in the place of C in (3).
Strictly Convex Perturbation of SDP:
It is convenient to add a strictly convex function ε f (x) in order to solve the unperturbed problem (4) . This makes the perturbed minimization problem strictly convex. Hence, it has only one minimizer. One hopes that this minimizer approximates to a solution of (4) as ε → 0. The interior point methods [10] , for solve SDPs, make use of the strictly convex function ε f (X ) = −ε log det(X ), which is a log-barrier. Since this function is not Lipschtiz-continuous our error bound can not be used.
On the other hand, the authors [7] arrived at an algorithm for SDPs that has several advantages over existing techniques using the perturbation functions ε f (X ) = −ε log det(X ) and ε f (X ) = ε 1 2 Tr{X 2 }. The last one is strictly convex and Lipschitz-continuous. As the main advantage, this algorithm is a first-order method, which makes it scalable.
Results
Since we can not obtain in general the exact value of m(ε) for ε > 0, we propose to establish an upper u(ε) and a lower bound (ε) for m(ε). That is,
Under some condition on f we prove that u(ε) − (ε) = constant ε 2 (see theorem 2.8). Hence, both m(ε) − (ε) and u(ε) − m(ε) go at least quadratic to zero as ε goes to zero. We interpret u(ε) − (ε) as an error bound. In contrast to the minimization problem (2), the authors [1] proved that for perturbed LP (see section 4) u LP (ε) − LP (ε) = 0 for all 0 ≤ ε ≤ ε o with some ε o > 0. This means that for perturbed LP there is no error if we require that ε be small enough. This is, in general, not the case for the minimization problem (2) (see example 1 of section 3). The author [9] derived error bound for perturbed LP when f is strictly convex, and in [8] the perturbation results of [1] were extend to convex programmings. As in [1] , we assume that f :
It is well known that for a symmetric matrix X the equality
The following proposition establishes that the set K is a bounded subset of M n R n×n . Hence, K is compact.
Proposition 2.1. The set K is a subset of the ball of M n with size
Since K is compact and Tr{C X } is continuous the minimum value of the problem (1) is attained.
In order to characterize the minimizers of the problem (1) we need the following definition: Definition 2.2 (The values d, r, s, λ r (C), and λ s (C)). Consider the eigenvalues of the symmetric matrix C ∈ M n in increasing order, that is,
Note that d is multiplicity (degeneracy) of k-th eigenvalue. Further we define:
and
In the case r = 0 we do the following convention λ r (C) = λ 0 (C) := −∞ and in the case s = n + 1 we do λ s (C) = λ n+1 (C) := +∞. Note that s − r − 1 = d holds true. 
where (7) is the identity matrix of order r , where r = r (C, k) is defined by (5) . If r = 0 then this identity matrix does not appear in (7) . The block matrix 0 in the diagonal of (7) is of order n + 1 − s, where s = s(C, k) is defined by (6) . If s = n + 1 then this block matrix 0 does not appear in (7).
If d = 1 then there is only one minimizer, namely: Since the objective function Tr{C X } + ε f (X ) is the sum of two continuous functions on the compact set K its minimum value, m(ε), is attained. We denote by X * (ε) the set argmin{Tr{C X } + ε f (X ) : X ∈ K} (the set of minimizers). The proposition 2.3 states that m(0) = k i=1 λ i (C) and
An important value of f in order to study the relation between m(ε) and m(0) isf := min{ f (X ) : X ∈ X * (0)}. 
(there is only one minimizer). Hence, u(ε) = m(0) + ε f (P) is an upper bound. On the other hand, in the case 
Proof. The upper bound, u(ε) := m(0)+εf , was proved in proposition 2.5. To prove the lower bound take X * ∈ X * (ε) and Y * ∈ argmin{ f (X ) : X ∈ X * (0)}. Hence
In last step we used that X * and Y * ∈ K and the proposition 2.1. This proves the proposition 2.7.
The main result of this work is the following theorem, which improves the proposition 2.7: 
is strict positive and given by
where the values r = r (C, k) and s = s(C, k) are given by the definition 2.2.
Example. In the last example (n = 10, and k = 6) we have for a) α(C,
Remark 2.9. In the particular case, where the eigenvalues of C are ordered as
Remark 2.10. In the particular case k = 1 (⇒ r = 0) we obtain:
where d(C, 1) is the multiplicity (degeneracy) of λ 1 (C). That is, if k = 1, then α can be taken as the half of the gap of the first eigenvalue.
Remark 2.11. The expression (9) for the strict positive constant α(C, k) is obtained in lemma B.1 (see appendix B). The lemma B.1 states that α(C, k) given by (9) satisfies the inequality
for all X ∈ K. We comment two cases where α(C, k) = +∞.
Remark 2.12. If d = n then one has C = λ 1 (C)I (a multiple of the identity matrix). Note that in this case we have r = 0 and s = n + 1. Hence, by definition (9) α(C, k) = +∞. Note that the left hand side (LHS) of (10) is zero since Tr{C X } = kλ 1 (C) for X ∈ K. This means that X * (0) = K. The RHS of (10) is also zero because in that case X * (0) = K. Therefore, the largest (the best) α for which the inequality (10) holds is +∞. Note also that, in the case d = n, the equality m(ε) = m(0) + εf holds for all ε ≥ 0 since X * (0) = K. This is in agreement with the theorem 2.
That is, the theorem 2.8
confirms that if d = n the exact minimum value m(ε) coincides with the upper bound for all ε ≥ 0.
Remark 2.13. If k = n then s = n+1. According to definition (9) we also have
with Tr{X } = n and I X 0 then X = I . Consequently both the LHS and the RHS of (10) are zero. This means that we can take α(C, n) = +∞. Note also that, in the case k = n, the equality m(ε) = m(0) + εf = Tr{C} + ε f (I ) holds for all ε ≥ 0 since X * (0) = K = {I }.
Proof of Theorem 2.8
Proof. The upper bound was proved in proposition 2.5. To prove the lower bound take a X * ∈ X * (ε), a Y * ∈ argmin{ f (X ) : X ∈ X * (0)} and a Y * * ∈ argmin{ X * − Y 2 : Y ∈ X * (0)}.
Since X * ∈ X * (ε) and Y * ∈ K we have:
Developing (11), using that Tr{CY
and (10) we obtain:
We conclude two things:
Note that Tr{CY
because X * ∈ X * (ε). Hence, we rewrite (13) as
that is,
Now, we consider two cases in (15): . Replacing this last inequality in (15) we obtain:
Since
2 we conclude that in both cases the following lower bound for m(ε) holds:
This proves the theorem 2.8.
Examples and comparison between the perturbed matrix minimization problem (2) and perturbed LP
In this section we give two examples of the minimization problem (2) for n = 2 and k = 1. We present the exact minimum value and compare it with the upper and lower bounds. The first example consists in an perturbed SDP that is not a perturbed LP.
Example 1:
Consider the matrix C = 1 1 1 1 , n = 2, k = 1 and the nonlinear function f (X ) = X 1,1 X 1,1 . In this example the minimization problem (2) is given by: m(ε) = min In this example we have:
-The eigenvalues and eigenvectors of C are:
-The minimum value of f on the solution set of the linear part isf :
To see this, note that for X, Y ∈ K holds:
Taking (17) and (18) into account, we get
From (19) we conclude that the Lipschitz-constant for f (X ) = X According to proposition C.1 the exact minimum value m(ε) can be expressed as:
For some values of ε > 0 the maximum value in (20) can be obtained with help of the software Maple (command maximize). We present the values of m(ε) and the corresponding lower and upper bounds in the following table:
0.2500000000 e-1 0.2381016622 e-1 0.0500000000 e-1 1/100 0.2500000000 e-2 0.2487562438 e-2 0.2300000000 e-2 1/1000 0.2500000000 e-3 0.2498748126 e-3 0.2480000000 e-3 1/10000 0.2500000000 e-4 0.2499949982 e-4 0.2498000000 e-4 Table 1 shows that for ε > 0 the upper bound u(ε) is always strict larger than the exact value m(ε). We prove this fact rigorously in the proposition C.2. 
Since the variable X 1,2 does not appear in the above objective function we can rewrite this minimization problem as:
ERROR BOUND FOR A PERTURBED MINIMIZATION PROBLEM
This shows that the example 2 of perturbed matrix minimization problem is not more than a perturbed LP. In this example we have
. Therefore u(ε) = ε (see proposition 2.5) and (ε) = ε − 2ε 2 (see theorem 2.8).
On the other hand, we can easily compute the exact minimum value as:
On the contrary of example 1, note that u(ε) = m(ε) for all 0 ≤ ε ≤ 1. That is, there is no error by replacing the upper bound by the exact minimum value if we require that ε be small enough. This is a property of all Linear Programmings perturbed by a Lipschitz function (see section 4).
Note about LP perturbed by a Lipschtz function
In the context of Linear Programming (LP) the corresponding matrix minimization problem (2) is given by:
for a fixed c ∈ R n . Here the domain of the objective function is:
is the max-norm. We define S(0) := argmin n i=1 c i x i : x ∈ K LP , that is, the preimage of the value m LP (0) (the set of minimizers of the unperturbed problem), S(ε) := argmin
The authors [1] showed that for small enough ε there is no error by replacing the upper bound, u LP (ε) := m LP (0) + εf , by the exact minimum value, m LP (ε), namely:
where ε o is strict positive and given by:
This means that S f (0) ⊂ S(ε) for all 0 ≤ ε ≤ ε o . In [1] α LP can be taken as the largest positive constant that satisfies the inequality
for all x ∈ K LP . It is interesting to compare (26) with (10) and (9) . In fact, in [1] it is only proved that α LP > 0. That is, in [1] there is no explicit formula for α LP in terms of c.
Remark 4.1. In this section we are using the max-norm in (23) and (26) in order to follow [1] . We can assure the strict positiveness of ε o for any choice of norm, since in R n all norms are equivalent.
In order to illustrate the result (24)-(25) of [1] , note that minimization problem of example 2 is as in (22) . To see this, we identify x 1 = X 1,1 and x 2 = X 2,2 . Hence, m LP (ε) = min
It is easy to show that for this example that L max = 2 and α LP = 2. So, by (25) ε o = 1. According to the exact solution, see (21), ε o = 1 is the best (the largest) value for the equation (24) holds true.
Appendix A. Proof of proposition 2.3
In order to prove the proposition 2.3 we need first a result (see corollary A.2 bellow), which is a direct consequence of the following lemma: 
Proof. To prove a) we use that I W , so I − W 
Proof of Proposition 2.3.
Proof. Since C is symmetric there is an orthonormal-basis of eigenvectors. We denote it by {v i } n i=1 ⊂ R n . Since this basis is orthonormal the trace Tr{C X } is expressed as
We define W i, j (V, X ) := v T i X v j for i, j = 1, 2, . . . , n. That is, the matrix W is given by W := V T X V . Recall that V is the matrix, whose columns are the eigenvectors v i . Note that for all X ∈ K we have:
because I X 0 and Tr{X } = k respectively. Combining (28) with (29) we obtain: min Tr{X }=k:
where the set C :
is convex and compact. We claim that we have equality in (30). To see this, let y ∈ C be a minimizer of the right hand side (RHS) of (30). Further, take X (y) := V D(y)V T , where D(y) is the diagonal matrix which the diagonal entries are the y i 's and V is the matrix which columns are the eigenvectors v i . We will show that X (y) ∈ K and Tr{C X (y)} is equal the minimum value of the RHS of (30). Indeed,
C V D(y)} (the trace is cyclic). On the other hand, V T C V = D(λ) (spectral decomposition of C). Hence, Tr{C
, which is the minimum value of the RHS of (30). Therefore,
Tr{X }=k:
Comparing (30) with (31) we obtain the claim, that is, min Tr{X }=k:
The fundamental theorem of linear optimization (FTLP, see [2] ) states that
Here Ext(C) is the set of the extreme points of C. It is well-known that
Note that #Ext(C) = n k Hence:
ERROR BOUND FOR A PERTURBED MINIMIZATION PROBLEM
The minimization problem of the right side of (35) is easy to solve. More precisely: min
In the last equality we used the fact that
Combining (32), (33), (35) and (36) follows that
is the minimum value of the problem (1).
Next, we will characterize the set of minimizers of the problem (1). We denote it by X * (0).
According to the definitions of r (C, k), s(C, k) and d(C, k) (see definition 2.2) the eigenvalues of C are ordered as
The FTLP states also that
where
n :
Note that #Ext
The set of the RHS of (37) is the smallest convex subset of C that contains Ext * (C). Recalling (38) and the fact n = r + d + s, it follows that the convex hull of Ext * (C) is clearly given by:
We define the following three sets: 1)
if r = 0 and s = n + 1,
We mean by I r ⊕ Z ⊕ 0 the n × n matrix in the block form:
In this block, I r is the r × r identity matrix, Z is a d × d matrix and, by 0 in the diagonal, we mean the (n − s + 1) × (n − s + 1) zero-matrix.
We claim that if X * is a minimizer of problem (2) 
On the other hand, the set
In the particular case d = 1 (⇒ r + 1 = k) we have Z = [1] . Hence, the only element of the set
. This is a orthogonal projection of rank k. Recall that if the matrix C has degenerate eigenvalues then there are many choices for the orthogonal matrix V . We prove that the set of minimizers does not depend on the choice of V . Consider the eigenvalues of C without counting the multiplicity, that is, μ 1 (C) < μ 2 (C) < • • • < μ p (C). We denote by ν 1 the multiplicity of μ 1 (C), by ν 2 is the multiplicity of μ 2 (C) and so on. The corresponding eigenspaces E i ⊂ R n , i = 1, . . . , p are pairwise orthogonal and
The many choices for V comes from the fact that there are many orthogonal basis for each eigenspace. However, two different orthogonal basis of an eigenspace are related to each other by an orthogonal matrix. Suppose thatṼ were other choice, then V andṼ are related
To see this, note that
But it easy to see thatĨ r = I r . Therefore,
the claim.
Proof of Lemma B.1
Lemma B.1. Let C ∈ M n be a symmetric matrix. For each k = 1, 2, . . . , n, the following strict positive constant α(C, k) defined by
satisfies the inequality
for all X ∈ K. In (41) the values r = r (C, k) and s = s(C, k) are given by definition 2.2. Moreover, we do the convention that λ 0 (C) := −∞ in the case r = 0 and λ n+1 (C) = +∞ in the case s = n + 1. In (42) we denote by X * (0) the set argmin{Tr{C X } : X ∈ K}.
The proof of the lemma B.1 is based on the three propositions below. More precisely, the propositions B.2, B.3 and B.6.
Note that the matrix function Tr{ • } (consequently also • 2 ) is invariant by conjugation of an orthogonal matrix, that is, Tr{S AS T } = Tr{A} for all A ∈ M n and S orthogonal. Due to this fact, we can reduce the proof of (42) to the case that C is diagonal. More precisely, we have:
T be a spectral decomposition of the symmetric matrix C, with diagonal matrix := diag( λ 1 (C), . . . , λ n (C) ) and a corresponding orthogonal eigenvector matrix V . If X ∈ K then for W = W (X ) := V T X V holds: 
Here
Proof. Since the trace is orthogonal-invariant we have
This proves (43). To prove (44) take
Due to the proposition 2.3 Y * * := V (I r ⊕ Z * * ⊕ 0)V T ∈ X * (0). From the orthogonal invariance of • 2 follows that the
This proves (44).
In order to prove (42) we establish a lower bound for 
In the cases r = 0 and s = n + 1 we have
respectively.
In order to simplify the notation we identify W i,i with w i and λ i (C) with λ i . Note that
From the following observations: Proof. To prove (48) note that if A 0 then 0 ≤ λ i (A). Hence, 
On the other hand, since A 0 we have by (48) that A 2 /Tr 2 {A} ≤ 1. This closes the proof in the first case.
Case 2: A = 0. In this case Tr{ A} = 0. Using (48) again, we have
. This proves the lemma B.5.
Proposition B.6. The inequality
holds for all W ∈ K. In the cases r = 0 and s = n + 1 the inequality (52) becomes
Proof. We write W ∈ K in the block form:
. In the particular case r = 0 it is understood that the blocks 
Since I W we also have that I r R(W ), that is, I r − R(W ) 0. Using (48) we have: 
Combining (58) with (59) we have
On the other hand, since W 0 we also have that S(W ) 0. Combining this with (48) we have:
Now we claim that the following three inequalities hold:
To see (62), we recall I − W 0 and use the lemma A.1. Hence,
Combing this with (59) and d = s − (r + 1) we prove (62). To see (63), we recall that W 0 use the lemma A.1. Hence,
The proof of (64) is analog to (63). Now plugging (57), (60), (61), (62), (63) and (64) into (56) we obtain: Proof. Note that X ∈ K implies X 1,1 , X 2,2 ≥ 0 and X 1,1 + X 2,2 = 1. Therefore, if X ∈ K then X 11 ∈ [0, 1]. For X ∈ K we can express the nonlinear part of the objective function, X 1,1 X 1,1 , as: 2 r X 1,1 − r 2 .
