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We examine different cases of heterostructures consisting of WS2 monolayers grown by chemical 
vapor deposition (CVD) as the optically active material. We show that the degree of valley 
polarization of WS2 is considerably influenced by the material type used to form the 
heterostructure. Our results suggest the interaction between WS2 and graphene (WS2/Gr) has a 
strong effect on the temperature dependent depolarization (i.e. decrease of polarization with 
increasing temperature), with polarization degrees reaching 24% at room temperature under near-
resonant excitation. This contrasts to hBN- encapsulated WS2, which exhibits a room temperature 
polarization degree of only 11%. The observed low depolarization rate in WS2/Gr heterostructure 
is attributed to the nearly temperature independent scattering rate due to phonons and fast charge 
and energy transfer processes from WS2 to graphene. Significant variations in the degree of 
polarization are also observed at 4K between the different heterostructure configurations. 
Intervalley hole scattering in the valence band proximity between the K and Γ points of WS2 is 
sensitive to the immediate environment, leading to the observed variations.  
* Corresponding author: gnk@materials.uoc.gr 
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The band structure of  transition metal dichalcogenides (TMDs) has unique features that makes 
them ideal candidates for valleytronics, a field where the valley index is a potential new state 
variable.1–6 The low-dimensional hexagonal lattice structure of TMDs, combined with strong 
orbital hybridization and time reversal symmetry result in two inequivalent, high symmetry points, 
K and K΄, with coupled spin and valley indices and unique optical selection rules. An imbalance 
in the carrier population between the K and K΄ valleys, referred to as a valley polarization or the 
degree of polarization, can therefore be created under excitation with circularly polarized light, 
enabling the independent initialization and addressing of the valley index. Research on a more 
fundamental understanding of all the parameters affecting the valley polarization is ongoing. Some 
of the parameters that can affect the polarization by enabling depolarization processes include 
excitation energy,4,7 temperature,7 electron-hole exchange interactions,8  and electron-phonon 
coupling.4,9 Although there are several reports on the effect of the surrounding background on the 
electronic properties of TMDs,10–20 only a few examine the effect of temperature, excitation energy 
and environment on the valley polarization.21,22 Further investigation is expected to provide 
additional insight into the physics of  TMDs in different surrounding environments.  
In this work, we investigate the temperature dependent valley polarization properties of 
chemical vapor deposition (CVD) synthesized WS2 monolayers and their heterostructures with 
different materials. In particular, temperature dependent (4K-300K) valley polarization 
phenomena and the related scattering mechanisms of neutral excitons (X0) are examined in near-
resonant and off-resonant conditions for WS2 on graphene (WS2/Gr) and hBN/WS2/hBN 
heterostructures. Because of the absence of charged excitons in the WS2/Gr system, in this study 
we only focus on the properties of X0 in order to compare the exact same PL recombination 
channel. Interestingly, significant differences are observed in the low temperature valley 
polarization degree, P(4K), as well as in the rate the polarization drops as a function of temperature. 
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In addition, a surprising nearly temperature independent valley polarization was observed in 
WS2/Gr under near-resonant pumping conditions. These differences are investigated through 
temperature dependent electron-phonon coupling and changes in the band structure between 
WS2/Gr and hBN/WS2/hBN. This study  offers an insight into fundamental phenomena of 2D 
TMD monolayers towards the development of future large-scale, fast, low cost, environmentally 
sustainable optoelectronic devices. 
Here we focus on WS2/Gr and hBN/WS2/hBN heterostructures. Comparison with standard 
WS2/SiO2 samples and WS2/hBN (non-encapsulated) heterostructures are also provided when 
needed, however, we note that WS2/Gr and hBN/WS2/hBN have superior stability and spatial 
uniformity with respect to WS2/SiO2 and WS2/hBN. Fig. 1a presents optical images of 
hBN/WS2/hBN, WS2/Gr. A portion of the WS2 triangle in the hBN/WS2/hBN sample is not 
encapsulated giving us an access to a WS2/hBN sample. 
The degree of circular polarization is extracted from helicity-resolved photoluminescence (PL) 
spectra; therefore, it is important to first examine the different emission features (excitonic 
complexes) in each system. In Fig.1b we compare the micro-PL emission spectra of the different 
cases when excited with a 543nm (2.283 eV) laser source at low temperature (4K). Two distinct 
features are present in the WS2/SiO2 system, located at 2.083eV and 2.046eV. We assign these 
features to the neutral (X0) and negatively charged excitons (trions, X-), respectively.23 In the case 
of WS2/Gr, there is only one emission peak (2.042 eV) in the PL spectrum. This feature is due to 
X0 emission and is red shifted 41meV compared to the WS2/SiO2. The assignment of this peak as  
neutral exciton is established with differential reflectivity measurements (Fig. 1c). The spin orbit 
(SO) energy difference between the B-exciton and A-exciton is preserved, as both are red shifted 
equally, compared to the SiO2 substrate (Supplementary Fig.S1). The observed shift is attributed 
to the presence of the underlying graphene which screens the electric field between the electrons 
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and holes and leads to a strong reduction in the bandgap and more modest reduction of the exciton 
binding energy of the monolayer (ML) WS2.
14 The absence of a trion emission, as well as a 6-fold 
suppression of the X0 intensity compared to WS2/SiO2 (Supplementary Fig.S2) is a result of 
nonradiative recombination processes such as photogenerated charge carrier transfer to graphene 
due to strong interlayer electronic coupling.24 
In the case of the hBN encapsulated WS2, the suppression of disorder effects by the crystalline, 
wide band-gap hBN substrate leads to a reduction of the excitonic emission linewidths, compared 
to the WS2/SiO2 case, and facilitates the identification of additional peaks.
15,19,20 Multiple features 
in the top panel of Fig. 1b include X0, trion (X-) and a biexciton (XX). For the hBN/WS2/hBN 
system, X0 is centred at 2.065eV, and  XX at 2.002eV.25 For the trion peak that is asymmetric up 
to 80K and cannot be fitted well by a single function, two pseudo-Voigt functions are 
superimposed with an energy difference of 10meV (Supplementary Fig. S3a). The lower energy 
feature corresponds to intravalley trions (X-intra - 2.021eV, one hole and two electrons in the same 
valley) while the higher energy one to intervalley trions (X-inter - 2.031eV,  the two electrons 
originate from different valleys, i.e. K and K΄).26,27 Similar effects are observed in the trion 
emission of the WS2/hBN system (Supplementary, Fig. S3b), where the positions of the X
-intra 
(2.041eV) and X-inter (2.049eV) result in an energy difference of 8meV. The intensity of X
0 in the 
hBN/WS2/hBN system is also considerably suppressed compared to the WS2/hBN. This can be 
attributed to cavity effects28, as well as the n-type character of WS2. It has been shown that 
exposure to air can deplete excess electrons in WS2 and enhance the X
0 emission (e.g. physisorbed 
O2 and H2O).
29,30  
The SO splitting in the valence band plays a crucial role in the valley polarization phenomena. 
For this reason, reflectance contrast spectra, ΔR/R = (Rsubstrate- Rsample)/Rsubstrate, are collected at 4K 
(Fig. 1c) to examine possible variations in the energy difference between the A and B ground state 
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(n=1) excitonic resonances due to changes in the dielectric environment. In all cases, the SO 
splitting is of the same order (400meV – see Supplementary Fig.S1) with negligible variations 
indicating similar behaviour of the A- and B-excitonic state and ruling out effects that could arise 
from shifts in the energy splitting at the K-points. More detailed fitting of the reflectance contrast 
spectra (Fig.S1) as well as Raman measurements (Fig.S4a) and a discussion of strain effects in the 
system are presented in the supplementary information (section D). 
To measure the polarization, the system is excited with right-handed circularly polarized light 
(σ+), and then the resultant photoluminescence is analysed for co-polarized (σ+) and cross-
polarized/left-handed circularly polarized light (σ-). The degree of valley polarization is related to 
the circularly polarized emission (Pcirc)
1,2  where 𝑃𝑐𝑖𝑟𝑐 = (𝐼+ − 𝐼−)/(𝐼+ + 𝐼−), and  𝐼+(𝐼−) is the 
intensity of the σ+  or σ- helicity PL component. In Figs. 1d and 1e, the X0 temperature-dependent 
polarization degree of hBN/WS2/hBN and WS2/Gr are shown for non- and near-resonant excitation 
conditions using the 543nm (2.283eV) and 594nm (2.087eV) laser sources, respectively. Slight 
variations in 𝑃𝑐𝑖𝑟𝑐 across different areas of the same monolayer are observed, likely related to 
spatial non-uniformities in the electron density of the sample.31,32  For this reason statistical 
analysis over several points has been applied and the mean values together with their standard 
deviations are presented.  
For non-resonant excitation, 𝑃𝑐𝑖𝑟𝑐 of the X
0 emission at room temperature is nearly zero for both 
hBN/WS2/hBN and WS2/Gr (Fig. 1d). Both systems exhibit a monotonic increase in the degree of 
polarization with decreasing temperature. However, the final polarizations reached at cryogenic 
temperatures are distinctly different for the two systems, with 𝑃𝑐𝑖𝑟𝑐=41% for hBN/WS2/hBN and 
𝑃𝑐𝑖𝑟𝑐=19% for WS2/Gr at 4K. This will be addressed later in the discussion. 
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Excitation energy is a significant parameter when studying valley polarization phenomena since 
phonon assisted intra and intervalley scattering can be enabled as a function of excess energy, 
𝛥𝛦 = 𝐸𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛 − 𝐸𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛.
4,7 To evaluate this effect, we have performed experiments using a 
594nm (2.087eV) laser source, which is very close to the excitonic emission of WS2, to reduce the 
excess energy introduced into our systems. The temperature-dependent 𝑃𝑐𝑖𝑟𝑐 under near-resonant 
conditions, is plotted for both systems in Fig.1e. As might be expected, overall the values of 𝑃𝑐𝑖𝑟𝑐 
acquired at these temperatures are higher compared to those measured with the non-resonant 
543nm excitation because of the suppresion of the excess energy which would otherwise introduce 
additional intervalley scattering effects. More surprisingly however, Pcirc of X
0 from the WS2/Gr 
system is nearly temperature independent exhibiting a valley polarization close to 30% in excellent 
agreement with previous reports using Mueller polarimetry analysis and in MoS2.
21,22 This results 
in a rather robust 𝑃𝑐𝑖𝑟𝑐 of 24% in WS2/Gr even at 300K. Note that experimental issues, related to 
a strong contribution from Raman scattering make determining the degree of polarization below 
100K unreliable. This point is discussed in more detail in the supplementary information (section 
E, Fig. S5). 
For steady-state conditions the measured polarization can be rationalized by4: 
𝑃𝑐𝑖𝑟𝑐 =
𝑃0
1+2
𝜏𝑟
𝜏𝑣
  , (1) 
where 𝜏𝑣, is the overall intervalley scattering time (or valley relaxation time) and 𝜏𝑟, is the effective 
exciton lifetime (including both radiative and non-radiative decay channels). Here 𝑃0 is the initial 
polarization of the system which is considered to be equal to 1. We can model the temperature 
dependence of  𝑃𝑐𝑖𝑟𝑐 by considering screening effects due to carrier doping as has been done 
elsewhere.33,34 This analysis together with the fitting of the experimental points of Fig.1d is 
presented in the supplementary information (section F, supplementary Fig. F1). Yet, it should be 
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noted that the excitation energy strongly affects the temperature dependence and this model is not 
sufficient to fit the experimental results under near-resonant conditions. In addition, we should 
comment that taking into account similar doping densities in WS2 when it is encapsulated in hBN 
or on top of graphene is not a realistic scenario since graphene  certainly affects the electron density 
of WS2. On the other hand, if we change the electron density determining temperature dependence 
of the  Thomas-Fermi wave vector, we do not get a reliable fit as discussed in the Supplemental 
Information, section F.  
At this point, we will focus on the observed low depolarization gradient of the WS2/Gr 
heterostructure compared to the hBN/WS2/hBN, under both non-resonant excitation (543nm) and 
-more importantly- near-resonant excitation (594nm) shown in Fig. 1d and 1e, respectively. 
Several mechanisms could be responsible for the temperature insensitive valley-polarization of 
WS2/Gr which we discuss in the following paragraphs. 
First, the presence of the linear dispersion of graphene close to the K point of WS2, gives rise to 
rapid charge and energy transfer processes via near-field interactions.35,36 The fingerprint of these 
processes includes a 14.7meV broadening in the excitonic absorption due to the initiation of a new 
decay channel for WS2 excitons (Fig.1c).
35 The fitting analysis of the reflectivity spectra is 
included in section A of the Supplementary material (Fig. S1). As a result, following the generation 
of e-h pairs in the K-valley, a portion of the population that would otherwise be subjected to 
intervalley scattering processes will now rapidly recombine and transfer the photoexcited energy 
to graphene non-radiatively, preserving the valley polarization degree.21,22 However, a critical 
parameter we should take into consideration is the temperature dependent intervalley scattering 
rate under resonant and non-resonant excitation for WS2/Gr and hBN/WS2/hBN. Considering the 
electron-phonon coupling in these two heterostructures, we have calculated the scattering rates a) 
from the bottom of the conduction band at the K point to all available states near the K΄ point 
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(Fig.2 a, and b) at excitation energies large enough to scatter an optical phonon in hBN (100meV 
above the exciton resonance) which has a stronger electron-phonon scattering (Fig. 2b). Note that 
the exciton scattering rates would be roughly twice as large since both an electron and a hole 
forming an exciton can scatter a phonon. Details in the calculations can be found in Section H of 
the Supplementary material (also Fig. S7). It is clear from Fig.2a, b that under either resonant or 
non-resonant excitation the scattering rates are almost temperature independent because of the 
large phonon energy. Thus, the main contribution to the observed valley depolarization should 
come from changes in the radiative lifetime. The radiative lifetime and the total lifetime of the 
exciton evolve with temperature. The former is known to increase with temperature37 while the 
transfer time to graphene is in the picosecond range and presumably much more weakly 
temperature dependent than the radiative lifetime. Therefore, the fast transfer mechanism is 
expected to be the dominant factor in the total lifetime in WS2/Gr even at elevated temperatures, 
in contrast to hBN/WS2/hBN. As a result, the excitonic lifetime in WS2/Gr will be quite weakly 
temperature dependent and the 𝑃𝑐𝑖𝑟𝑐  is not expected to vary significantly.  It should be noted that 
a strong correlation between the exciton radiative rate and the thickness of the hBN encapsulation 
was recently revealed as a consequence of the Purcell effect, therefore, the valley polarization 
degree can be further tailored.38 It has also been established that the electron-hole exchange 
interaction plays a notable role in the valley depolarization in TMD monolayers.8,39 However, this 
demanding approach should be treated independently in future studies by taking into account 
proximity effects from graphene. 
Second, in Fig. 2c, the PL intensity of X0 after 543nm excitation is plotted as a function of 
temperature and normalized at 4K. From this figure significant variations are observed between 
the two cases. While there is a clear enhancement of X0 starting at ~40K in hBN/WS2/hBN, for 
WS2/Gr the intensity remains almost constant until ~170K. These intensity variations are a 
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consequence of thermal dissociation of X- and thermally assisted dark-to-bright state transitions. 
Thermal dissociation of X- will increase the population of X0 in hBN/WS2/hBN and this pathway 
could further introduce intervalley scattering effects. On the contrary, in WS2/Gr where X
- is not 
formed (Fig.1b), this effect is minimized. Note that transitions from the dark to bright state are 
also expected to enhance the X0 PL intensity at elevated temperatures40, surprisingly though in the 
WS2/Gr this effect is negligible, possibly because of energy transfer from the dark state to graphene 
(Fig. 2c).  
A final note regarding the thermally stable valley-polarization of WS2/Gr is related to the 
observed temperature dependent X0 emission energy. In Fig. 2d, we compare the measured X0 
energy between hBN/WS2/hBN and WS2/Gr, normalized at 4K. Interestingly, the temperature 
dependent band-gap renormalization in WS2/Gr is partially suppressed, resulting in a ~20meV 
energy difference at 300K compared to hBN/WS2/hBN. Therefore, the temperature dependent 
excess energy, ΔΕ, has a weaker contribution to the depolarization rate in WS2/Gr which further 
assists the robust room temperature valley-polarization. To investigate the origin of the reduced 
thermal effect to the band-gap renormalization in WS2/Gr we have performed additional 
calculations, shown in Fig.S8. The temperature dependent bandgap renormalization due to the 
intraband polar phonons appears much weaker than what is observed in the experiment.  Two 
reasons could be responsible for this discrepancy: a) only Fröhlich coupling to phonons and 
intraband scattering were considered in our calculations, whereas there are also other phonons and 
interband scattering (virtual valence to conduction transitions), which we could not take into 
account and b) the temperature dependence of the screening could also modify the energy of the 
excitons. 
We now move to another significant observation, that is the 2-fold enhancement of the 
hBN/WS2/hBN valley polarization compared to WS2/Gr at 4K under non-resonant excitation 
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(Fig.1d). This is a non-trivial result considering the shorter recombination lifetime of WS2/Gr.
36,41 
To understand this, we first consider the emission and absorption energy of the X0. In the WS2/Gr 
system, X0 is red-shifted by >20meV compared to hBN/WS2/hBN, an effect we attribute to 
dielectric screening effects. Therefore, under the same excitation energy, WS2/Gr will always have 
additional excess energy in the system that can contribute to intervalley scattering relaxation 
mechanisms. While excess energy could be part of the answer, this explanation may be insufficient 
to explain the full difference between 𝑃𝑐𝑖𝑟𝑐 = 41% (hBN/WS2/hBN) and 𝑃𝑐𝑖𝑟𝑐 = 19% (WS2/Gr) at 
4K. Changes in the band structure of WS2 in the proximity of hBN or graphene will also affect 
hole scattering mechanisms during relaxation. It has been proposed that spin degeneracy in the Γ 
valley can enable incoherent two-step transitions and therefore holes can relax from K to K΄ 
through scattering via the Γ valley.42 We have performed band structure calculations (details in 
supplementary – Section G, Fig.S6) and we find there is a considerable shift in the valence band 
at the Γ-point in WS2 on graphene compared to the corresponding band structure at hBN/WS2/hBN 
(Fig.3a, 3b). For hBN/WS2/hBN, the energy difference between the valence bands at the K and Γ 
points of the Brillouin zone is 590meV, whereas in WS2/Gr it is only 261meV. The relative 
proximity of the Γ-band to the top of the valence band at K/K΄ could affect the low temperature 
polarization, 𝑃𝑐𝑖𝑟𝑐(4𝐾), when the structure is excited under non-resonant conditions (2.283eV 
excitation) and should be considered during intervalley scattering events. To model the observed 
differences in the low temperature circular polarization, 𝑃𝑐𝑖𝑟𝑐(4𝐾), we introduce a simplified 
model that takes into account the photo-generated holes scattered to Γ valence bands (Fig. 3c). The 
Γ- valley holes are then re-scattered back to the K and K΄ valleys (to reduce their energy) on a time 
scale τ* during the electron relaxation process. Therefore, in the presence of Γ valence bands in 
 11  
 
close proximity to K and K΄, the rate equations for the carrier populations, N and N΄ in the K and 
K΄ valleys, respectively are modified as following:  
 
𝑑𝑁
𝑑𝑡
= 𝑔 −
𝑁
𝜏𝑟
−
𝑁
𝜏𝑉
+
𝑁′
𝜏𝑉
+
𝛼 · 𝛮
𝜏∗
−
𝑁
𝜏∗
 , (2)   
𝑑𝑁′
𝑑𝑡
= 𝑔′ −
𝑁′
𝜏𝑟
−
𝑁′
𝜏𝑉
+
𝑁
𝜏𝑉
+
𝛼 · 𝛮
𝜏∗
, (3) 
, where 𝑔 and 𝑔΄ are the generation rates of the K and K΄ valleys and considering that α is a 
percentage of holes at Γ with respect to K: 𝑁Γ=𝛼·𝑁.  
In steady state, 
𝑑𝑁
𝑑𝑡
= 0 and 
𝑑𝑁′
𝑑𝑡
= 0. Assuming 𝑔 = 1 and 𝑔΄ = 0, 
𝑁′
𝑁
=
1
𝜏𝑟
+
𝛼
𝜏∗
1
𝜏𝑟
+
1
𝜏𝑣
,   (4) 
Therefore, the circular polarization, considering the proximity of the valence bands at K and Γ, 
will be:  
 
𝑃𝛤 =
𝑁 − 𝑁′
𝑁 + 𝑁′
= (
1
1 +
2𝜏𝑟
𝜏𝑣
+
𝛼𝜏𝑟
𝜏∗
) −
𝛼𝜏𝑟
𝜏∗
1 +
2𝜏𝑟
𝜏𝑣
+
𝛼𝜏𝑟
𝜏∗
  , (5) 
where it is apparent that, as the energy of Γ approaches K and K΄, there will be a reduction of the 
polarization. Hole scattering effects should be suppressed under near-resonant excitation, since the 
relaxation of the hole through the Γ valence band is not energetically favorable. 
In conslussion, we have demonstrated temperature dependent valley polarization measurements 
in CVD-grown a) ML WS2 encapsulated in hBN and b) ML WS2 on top of graphene excited with 
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two different photon energies (i.e. off-resonant and near-resonant excitation). The results reveal a 
surprisingly low depolarization rate as a function of temperature in WS2/Gr that is attributed to a) 
rapid charge and energy transfer processes of the scattered excitons in the K΄ valley of WS2 to 
graphene via near-field interactions, b) absence of thermal dissociation of trions and thermally 
assisted dark-to-bright state transitions in WS2/Gr and c) partial suppression of the temperature 
dependent band-gap renormalization in WS2/Gr. We find that under either resonant or non-
resonant excitation the scattering rates are almost temperature independent because of the large 
phonon energy. Thus, the main contribution to the observed valley depolarization are likely to  
come from the changes in the total lifetime. Notable differences between hBN/WS2/hBN and 
WS2/Gr are also presented in 𝑃𝑐𝑖𝑟𝑐(4𝐾) under non-resonant excitation that are attributed to 
changes in the energy position of the Γ-valley affecting the activation of hole-scattering channels. 
Our observations contribute towards understanding fundamental relaxation phenomena in 2D 
heterostructures for future, large-scale optoelectronic devices enhanced by environmental 
engineering. 
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FIGURE CAPTIONS 
 
Figure 1: (a) Optical images of hBN/WS2/hBN and WS2/Gr. (b) PL spectra at 4 K excited with 
543 nm laser and (c) Reflectance contrast spectra at 4K for the three systems measured. In each 
panel, from bottom to top: WS2/SiO2, WS2/Gr and hBN/WS2/hBN. (d) and (e) Temperature 
dependent valley polarization degree for X0 of hBN/WS2/hBN and WS2/Gr as a function of 
temperature under 543nm and 594nm excitation, respectively. 
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Figure 2: Calculated intervalley scattering rates of electrons in WS2 heterostructures under (a) 
resonant (excess energy, 𝜺𝒌 = 𝟎 𝒎𝒆𝑽) and off-resonant excitation (𝜺𝒌 = 𝟐𝟎𝟎 𝒎𝒆𝑽). (c) 
Normalized (at 4 K) PL intensity of X0 as a function of temperature in hBN/WS2/hBN and WS2/Gr. 
(d) Temperature dependent energy shift of X0 in hBN/WS2/hBN and WS2/Gr. The energy shift is 
normalized and set to 0 at 4K in both cases. 
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Figure 3: Band structure calculations of a) WS2/6layer hBN and b) WS2/Gr. c) Schematic 
representation of the hole-phonon intervalley scattering effects in the proximity of Γ band close to 
K, that the proposed model considers. 
  
 16  
 
REFERENCES 
1 D. Xiao, G. Liu, W. Feng, X. Xu, and W. Yao, Phys. Rev. Lett. 108, 196802 (2012). 
2 T. Cao, G. Wang, W. Han, H. Ye, C. Zhu, J. Shi, Q. Niu, and P. Tan, Nat. Commun. 3, 885 
(2012). 
3 K.F. Mak, K. He, J. Shan, and T.F. Heinz, Nat. Nanotechnol. 7, 494 (2012). 
4 G. Kioseoglou, A.T. Hanbicki, M. Currie, A.L. Friedman, D. Gunlycke, and B.T. Jonker, Appl. 
Phys. Lett. 101, (2012). 
5 C. Mai, Y.G. Semenov, A. Barrette, Y. Yu, Z. Jin, L. Cao, K.W. Kim, and K. Gundogdu, Phys. 
Rev. B - Condens. Matter Mater. Phys. 90, 1 (2014). 
6 J.R. Schaibley, H. Yu, G. Clark, P. Rivera, J.S. Ross, K.L. Seyler, W. Yao, and X. Xu, Nat. 
Rev. Mater. 1, (2016). 
7 A.T. Hanbicki, G. Kioseoglou, M. Currie, C.S. Hellberg, K.M. McCreary, A.L. Friedman, and 
B.T. Jonker, Sci. Rep. 6, 1 (2016). 
8 M.M. Glazov, E.L. Ivchenko, G. Wang, T. Amand, X. Marie, B. Urbaszek, and B.L. Liu, Phys. 
Status Solidi Basic Res. 252, 2349 (2015). 
9 Y. Song and H. Dery, Phys. Rev. Lett. 111, 1 (2013). 
10 P. Cudazzo, I. V. Tokatly, and A. Rubio, Phys. Rev. B - Condens. Matter Mater. Phys. 84, 1 
(2011). 
11 Y. Lin, X. Ling, L. Yu, S. Huang, A.L. Hsu, Y.-H. Lee, J. Kong, M.S. Dresselhaus, and T. 
Palacios, Nano Lett. 14, 5569 (2014). 
12 S. Latini, T. Olsen, and K.S. Thygesen, Phys. Rev. B - Condens. Matter Mater. Phys. 92, 1 
(2015). 
13 K. Andersen, S. Latini, and K.S. Thygesen, Nano Lett. 15, 4616 (2015). 
 17  
 
14 A. Raja, A. Chaves, J. Yu, G. Arefe, H.M. Hill, A.F. Rigosi, T.C. Berkelbach, P. Nagler, C. 
Schüller, T. Korn, C. Nuckolls, J. Hone, L.E. Brus, T.F. Heinz, D.R. Reichman, and A. 
Chernikov, Nat. Commun. 8, 1 (2017). 
15 J. Wierzbowski, J. Klein, F. Sigger, C. Straubinger, M. Kremser, T. Taniguchi, K. Watanabe, 
U. Wurstbauer, A.W. Holleitner, M. Kaniber, K. Müller, and J.J. Finley, Sci. Rep. 7, 7 (2017). 
16 M. Florian, M. Hartmann, A. Steinhoff, J. Klein, A.W. Holleitner, J.J. Finley, T.O. Wehling, 
M. Kaniber, and C. Gies, Nano Lett. 18, 2725 (2018). 
17 Y. Miyauchi, S. Konabe, F. Wang, W. Zhang, A. Hwang, Y. Hasegawa, L. Zhou, S. Mouri, M. 
Toh, G. Eda, and K. Matsuda, Nat. Commun. 9, 1 (2018). 
18 W.T. Hsu, J. Quan, C.Y. Wang, L.S. Lu, M. Campbell, W.H. Chang, L.J. Li, X. Li, and C.K. 
Shih, 2D Mater. 6, (2019). 
19 F. Cadiz, E. Courtade, C. Robert, G. Wang, Y. Shen, H. Cai, T. Taniguchi, K. Watanabe, H. 
Carrere, D. Lagarde, M. Manca, T. Amand, P. Renucci, S. Tongay, X. Marie, and B. Urbaszek, 
Phys. Rev. X 7, 1 (2017). 
20 E. Courtade, M. Semina, M. Manca, M.M. Glazov, C. Robert, F. Cadiz, G. Wang, T. 
Taniguchi, K. Watanabe, M. Pierre, W. Escoffier, E.L. Ivchenko, P. Renucci, X. Marie, T. 
Amand, and B. Urbaszek, Phys. Rev. B 96, 1 (2017). 
21 E. Lorchat, S. Azzini, T. Chervy, T. Taniguchi, K. Watanabe, T.W. Ebbesen, C. Genet, and S. 
Berciaud, ACS Photonics 5, 5047 (2018). 
22 L. Du, Q. Zhang , Q. Zhang, B. Gong, M. Liao, J. Zhu, H. Yu, R. He, K. Liu, R. Yang, D. Shi, 
L. Gu, F. Yan, and G. Zhang, Phys. Rev. B 97, 115445 (2018). 
23 G. Plechinger, P. Nagler, J. Kraus, N. Paradiso, C. Strunk, C. Schüller, and T. Korn, Phys. 
Status Solidi - Rapid Res. Lett. 9, 457 (2015). 
24 C.E. Giusca, I. Rungger, V. Panchal, C. Melios, Z. Lin, Y.C. Lin, E. Kahn, A.L. Elías, J.A. 
 18  
 
Robinson, M. Terrones, and O. Kazakova, ACS Nano 10, 7840 (2016). 
25 I. Paradisanos, S. Germanis, N.T. Pelekanos, C. Fotakis, E. Kymakis, G. Kioseoglou, and E. 
Stratakis, Appl. Phys. Lett. 110, (2017). 
26 A.M. Jones, H. Yu, N.J. Ghimire, S. Wu, G. Aivazian, J.S. Ross, B. Zhao, J. Yan, D.G. 
Mandrus, D. Xiao, W. Yao, and X. Xu, Nat. Nanotechnol. 8, 634 (2013). 
27 G. Plechinger, P. Nagler, A. Arora, R. Schmidt, A. Chernikov, A.G. Del Águila, P.C.M. 
Christianen, R. Bratschitsch, C. Schüller, and T. Korn, Nat. Commun. 7, 1 (2016). 
28 D.H. Lien, J.S. Kang, M. Amani, K. Chen, M. Tosun, H.P. Wang, T. Roy, M.S. Eggleston, 
M.C. Wu, M. Dubey, S.C. Lee, J.H. He, and A. Javey, Nano Lett. 15, 1356 (2015). 
29 M. Currie, A.T. Hanbicki, G. Kioseoglou, and B.T. Jonker, Appl. Phys. Lett. 106, (2015). 
30 S. Tongay, J. Zhou, C. Ataca, J. Liu, J.S. Kang, T.S. Matthews, L. You, J. Li, J.C. Grossman, 
and J. Wu, Nano Lett. 13, 2831 (2013). 
31 I. Paradisanos, N. Pliatsikas, P. Patsalas, C. Fotakis, E. Kymakis, G. Kioseoglou, and E. 
Stratakis, Nanoscale 8, (2016). 
32 I. Demeridou, I. Paradisanos, Y. Liu, N. Pliatsikas, P. Patsalas, S. Germanis, N.T. Pelekanos, 
W.A. Goddard, G. Kioseoglou, and E. Stratakis, 2D Mater. 6, (2019). 
33 S. Konabe, Appl. Phys. Lett. 109, (2016). 
34 A.T. Hanbicki, M. Currie, G. Kioseoglou, C.S. Hellberg, A.L. Friedman, and B.T. Jonker, 
Nanoscale 9, 17422 (2017). 
35 H.M. Hill, A.F. Rigosi, A. Raja, A. Chernikov, C. Roquelet, and T.F. Heinz, Phys. Rev. B 96, 
1 (2017). 
36 G. Froehlicher, E. Lorchat, and S. Berciaud, Phys. Rev. X 8, 1 (2018). 
37 C. Robert, D. Lagarde, F. Cadiz, G. Wang, B. Lassagne, T. Amand, A. Balocchi, P. Renucci, 
S. Tongay, B. Urbaszek, and X. Marie, Phys. Rev. B 93, 205423 (2016). 
 19  
 
38 H.H. Fang, B. Han, C. Robert, M.A. Semina, D. Lagarde, E. Courtade, T. Taniguchi, K. 
Watanabe, T. Amand, B. Urbaszek, M.M. Glazov, and X. Marie, Phys. Rev. Lett. 123, 067401 
(2019). 
39 T. Yu, and M. W. Wu, Phys. Rev. B 89, 205303 (2014). 
40 G. Wang, C. Robert, A. Suslu, B. Chen, S. Yang, S. Alamdari, I.C. Gerber, T. Amand, X. 
Marie, S. Tongay, and B. Urbaszek, Nat. Commun. 6, 1 (2015). 
41 J. He, N. Kumar, M.Z. Bellus, H.Y. Chiu, D. He, Y. Wang, and H. Zhao, Nat. Commun. 5, 1 
(2014). 
42 C. Mai, A. Barrette, Y. Yu, Y.G. Semenov, K.W. Kim, L. Cao, and K. Gundogdu, Nano Lett. 
14, 202 (2014). 
 
1 
 
Supplementary Information 
A. Reflectance contrast spectra  
 
 
 
 
 
 
 
 
c)
WS2/graphene
T
A
B
hBN/WS2/hBN
A
B
R
e
fl
e
c
ti
v
it
y
 (
a
.u
.)
WS2/graphene
WS2/SiO2
WS2/SiO2
A
B
R
e
fl
e
c
ti
v
it
y
 (
a
.u
.)
e)
Energy (eV)
Energy (eV)
R
e
fl
e
c
ti
v
it
y
 (
a
.u
.)
R
e
fl
e
c
ti
v
it
y
 (
a
.u
.)
Energy (eV)
Energy (eV)
d)
f)
T
A
a)
R
e
fl
e
c
ti
v
it
y
 (
a
.u
.)
Energy (eV)
R
e
fl
e
c
ti
v
it
y
 (
a
.u
.)
Energy (eV)
b)
hBN/WS2/hBN
A-T = 34 meV
B-A = 395 meV
B-A = 403 meV
B-A = 392 meV
g) 
2 
 
 
Fig. S1: Differential reflectivity analysis of hBN/WS2/hBN (a,b), WS2/Gr (c,d) and WS2/SiO2 
(e,f). The energy difference between A and B exciton is indicated in each case. The fitting 
equation for the A and B exciton is 𝑓(𝑥) = 𝐴
(𝑞
𝑚
2
+𝑥−𝜇)
2
(
𝑚
2
)
2
+(𝑥−𝜇)2
+ 𝑘𝑥 + 𝑏, where A is the amplitude, 
q is the Fano parameter which represents the ratio of resonant scattering to the background 
scattering, m is the width of the line shape, k is the linear slope and b is the intercept.1 The 
corresponding energies and linewidths of A and B excitons are presented after fitting (orange 
h) 
i) 
3 
 
lines) of the experimental data (blue lines), for the case of g) hBN/WS2/hBN, h) WS2/graphene 
and i) WS2/SiO2. 
 
B. WS2/graphene – a 6-fold suppression of the X0 PL intensity 
 
 
Fig.S2: Comparison of the PL emission between WS2/SiO2 and WS2/graphene under 543nm excitation at 
300K. A 6-fold decrease in the case of WS2/graphene is observed. 
 
 
C. hBN/WS2/hBN and WS2/hBN heterostructures – PL analysis 
Fig.S3: Voigt fitting of the PL emission at 4K under 543nm excitation in the cases of a) hBN/WS2/hBN and b) 
WS2/hBN. 
 
4 
 
D. Raman measurements 
 
 
Strain is a parameter that could affect the band structure of WS2, therefore we utilized Raman 
spectroscopy to characterize WS2 to identify possible strain effects in the different cases 
studied. A possible source of strain is the lattice constant mismatch of WS2 with graphene and 
Figure S4: Raman spectra of (a) WS2/SiO2, WS2/Gr, WS2/hBN, and hBN/WS2/hBN structures, b) CVD 
graphene and c) hBN acquired with a 473nm laser. 
a) 
b) c) 
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hBN. Room temperature Raman spectra of the two main vibrational modes of WS2 (i.e. in-
plane mode E΄ and out-of-plane mode Α1΄) are presented in Fig. S4a. Compared to the SiO2 
substrate, a systematic red shift of the E΄ mode and a blue shift of the A1΄ mode is observed 
due to an increase of the weak interaction with atoms from neighbouring layers (graphene and 
hBN) and a raise in the effective screening of the Coulomb potential.2 In addition, a clear 
decrease in the linewidth of the vibrational modes is observed on hBN and graphene compared 
to the SiO2 substrate. Due to the larger lattice constant of WS2 (3.15 Å)3 compared to graphene 
(2.46 Å)4 and hBN (2.5 Å)5, we would expect that contraction should occur, accompanied with 
a blue shift of the E΄ mode. However, the ~1.7 cm-1 red shift of the E΄ in the WS2/graphene and 
hBN/WS2/hBN samples suggests that the effective screening of the Coulomb potential 
dominates any effect due to lattice mismatch. Such an effect was seen in MoS2 and attributed 
specifically to the dielectric screening of the long-range components of the Coulomb forces.  
In Fig. S4b and Fig.S4c we present Raman spectra from the underlying CVD graphene and 
hBN respectively. The position and the linewidth of the G and 2D peaks, as well as the intensity 
ratio (I2D/IG) confirm a p-type graphene in our heterostructures.
6  
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E. Raman contribution to PL spectra 
 
 
Helicity resolved PL spectra measured below 100 K under 594nm excitation (Fig.2c 
and 2d in the main text) are not included in our analysis because the contribution of the active 
Raman modes in the photoluminescence spectra and their strong effect in the 𝜎+ and 𝜎− 
emission make the extraction of the degree of polarization unreliable. In Fig. S5a we present 
photoluminescence spectra of hBN/WS2/hBN and WS2/Graphene excited with a 594 nm laser 
at 4 K. In the same plot we have included Raman spectra acquired with a 473 nm laser to 
demonstrate the pure Raman signal. It is apparent that the strong underlying vibrational modes 
have a significant contribution in the PL emission when the excitation is near-resonant. In 
addition, the cross-polarized helicity of the Raman modes (due to mirror backscattering effects) 
Figure S5: Raman contribution in the PL emission at low temperatures under resonant excitation in the cases 
of a) WS2/SiO2, b) hBN/WS2/hBN, c) WS2/graphene and d) WS2/hBN.  
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affect strongly the PL polarization analysis. Therefore, we only present the degree of 
polarization above 100 K.  
 
F. Screening effects due to carrier doping 
 
To model the monotonic temperature dependence of the degree of polarization, we consider 
screening effects due to carrier doping. WS2 is in general an n-type semiconductor and we 
confirm this character in our monolayers by extracting the binding energy of the X- on 
WS2/SiO2 (~38meV). Theoretical calculations
7 have considered the effect of doping on the 
valley relaxation by using a statically screened Coulomb potential with a finite Thomas-Fermi 
wave vector (kTF), which is related to the carrier density  n by 
𝑘𝑇𝐹 ≡ 𝑘𝑇𝐹
0 [1 − 𝑒−2𝜋ћ
2𝑛/(𝑔𝑠𝑔𝑣𝑚
∗𝑘𝐵𝑇)]        (𝑆1), 7 
 
where 𝑘𝑇𝐹
0 ≡𝑔𝑠𝑔𝑣𝑚
∗𝑒2/(4𝜋𝜀ћ2) is the zero-temperature Thomas-Fermi wave vector, gs (gv) is 
the degeneracy number for spins (valleys), m* is the carrier effective mass, and ε is the dielectric 
constant which is different for the 4 cases studied in this work.  
Under non-resonant excitation conditions, the temperature dependence of the 
polarization degree (Fig. 1d) was fitted using equation S3, derived by considering the steady 
state of a rate equation model. Both characteristic times, the exciton total lifetime τr and the 
spin-valley relaxation time τv, depend on temperature. If the former is dominated by the 
radiative decay, then it is just proportional to the temperature, if there are no dark states. 
Otherwise, radiative decay shows a non-monotonic behavior in the presence of dark states. The 
latter, τv, has a nontrivial dependence through the Thomas-Fermi wave vector and the 
homogeneous broadening7 
 
𝜏𝑣 ~  𝑘𝑇𝐹
2  τr    (S2) 
8 
 
According to Eq. (1) of the main text the polarization rate should follow:  
𝑃𝑐𝑖𝑟𝑐 =
𝑃0
1 +
𝐴
(1 − 𝑒
−0.8∙𝑛
𝑇 )
2
                  (𝑆3) 
where A is a fit parameter fixed at 0.0005. We also fixed the carrier density at 4 × 1012𝑐𝑚−2 
in the two cases and varied the low temperature polarization 𝑃0 ≈P(4K). In the hBN/WS2/hBN 
sample, we used 𝑃(4𝐾) = 40.84 whereas in the WS2/Gr, 𝑃(4𝐾) = 18.62. For carrier densities 
of the order of 1012𝑐𝑚−2 an almost linear dependence of the intervalley scattering time as a 
function of temperature is observed and our experimental results are well fitted with this model 
(Fig.F1). Nevertheless, we should comment that taking into account similar doping densities 
in WS2 when it is encapsulated in hBN or on top of graphene is not a realistic scenario since 
graphene certainly affects the electron density of WS2. On the other hand, if we change the 
electron density 𝑛 in the Thomas-Fermi wave vector equation (S1), we do not get a reliable fit. 
A reason for this could be the competition of the screening due to electrons with other effects, 
such as the dielectric screening from hBN or graphene, the activation of dark-to-bright exciton 
path at elevated temperatures, the electron-phonon coupling and the energy difference between 
the excitation and emission which affects the relaxation mechanisms. For instance, it is obvious 
Figure F1: Experimental points of the valley polarization in the cases of hBN/WS2/hBN (left) and WS2/Gr 
(right) and the corresponding fitting curves according to the methodology described in section F.  
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that the temperature dependent spin-valley polarization under near-resonant excitation shown 
in Fig. 1e cannot be fitted with the same equation, i.e. taking into consideration only screening 
effects that will affect the valley lifetime. Therefore, this becomes a complicated problem and 
a simple model cannot explain the observations.  
 
 
G. The band-proximity effect  
 
Band structures are obtained within the frame work of plane-wave density function theory 
using the open source code Quantum Espresso.8 Fully relativistic norm-conserving 
pseudopotential is used to include spin-orbit coupling. The cutoff energy is set to 60 Ry and 
Brillouin zone samplings is approximated by 16×16×1 k-points. Crystal structures of WS2 
heterostructures are shown in fig. (S6). 
 
 
 
 
 
H. Phonon limited scattering rate 
 
The schematic structure of heterostuctures is depicted in Fig. S7. Atomically thin materials 1 
and 2 are bounded between two semi-infinite substrate materials 3 and 4, characterized by their 
Figure S6: Crystal structures of (a) 2 × 2 WS2 on √7 × √7 hBN and (b) 2 × 2 WS2 on √7 × √7 graphene. 
Lattice constants of WS2, hBN and graphene of 3.18 Å, 2.5 Å, and 2.46 Å, respectively, correspond to the 
strains in hBN and graphene of −4.14% and −2.35%, correspondingly. 
10 
 
dielectric function. The thickness of materials 1 and 2 are 𝑡1 and 𝑡2, respectively. 𝜖𝑛 the 
dielectric functions of the mediums 𝑛, where 𝑛 = 1,2,3,4: 
 
𝜖𝑛(𝜔) = 𝜖𝑛(∞)
𝜔2−𝜔𝐿𝑂,𝑛
2
𝜔2−𝜔𝑇𝑂,𝑛
2 .  (S4) 
 
 
We look for the solution of Maxwell equations in the form of9 
 
𝜙(𝝆, 𝑧) = ∑ 𝜙(𝑞, 𝑧)𝑒𝑖𝒒.𝝆,𝒒  (S5) 
 
Where 
 
𝜙(𝑞, 𝑧) =  
{
 
 
 
 𝐴𝑒
−𝑞(𝑧−𝑡1)                                   𝑡1 < 𝑧
𝐵𝑒𝑞(𝑧−𝑡1) + 𝐶𝑒−𝑞𝑧             0 < 𝑧 ≤ 𝑡1
𝐷𝑒𝑞𝑧 + 𝐸𝑒−𝑞(𝑧+𝑡2)        − 𝑡2 < 𝑧 ≤ 0
𝐹𝑒𝑞(𝑧+𝑡2)                                     𝑧 ≤ −𝑡2
  (S6) 
 
Continuity of the potentials, 𝜙𝑛, and displacement fields, 𝜖𝑛
𝜕𝜙𝑛(𝑧)
𝜕𝑧
 at the boundaries are used 
to express coefficients A, B, D and F in eq. (S6) in term of 𝐶 = 𝜙0 and the frequencies from 
the secular equation:  
 
(𝜖1+𝜖4)
[(𝜖1+𝜖2)(𝜖2−𝜖3) exp(−2𝑞𝑡2)+(𝜖1−𝜖2)(𝜖2+𝜖3)]exp (−𝑞𝑡1)
+
(𝜖4−𝜖1)exp (−𝑞𝑡1)
(𝜖2−𝜖3)(𝜖1−𝜖2) exp(−2𝑞𝑡2)+(𝜖1+𝜖2)(𝜖2+𝜖3)
= 0 
(S7)  
 
𝜙(𝑞, 𝑧) = 𝜙0
{
 
 
 
 
(𝛼1 + 1)𝑒
−𝑞𝑧                                                                                  𝑡1 < 𝑧
𝛼1𝑒
𝑞(𝑧−2𝑡1) + 𝑒−𝑞𝑧                                                                  0 < 𝑧 ≤ 𝑡1
(1 + 𝛼1𝑒
−2𝑞𝑡1)[(1 − 𝛼2𝑒
−𝑞𝑡2)𝑒𝑞𝑧 + 𝛼2𝑒
−𝑞(𝑧+𝑡2)]         − 𝑡2 < 𝑧 ≤ 0
(𝛼2(1 − 𝑒
−2𝑞𝑡2) + 𝑒−𝑞𝑡2)(1 + 𝛼1𝑒
−2𝑞𝑡1)𝑒𝑞(𝑧+𝑡2)                   𝑧 ≤ −𝑡2
       (S8) 
Figure S7: Schematic structure of heterostrutures. 
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Where 𝛼1 =
𝜖1−𝜖4
𝜖1+𝜖4
 and 𝛼2 =
(𝜖2−𝜖3)exp (−𝑞𝑡2)
𝜖2+𝜖3+(𝜖2−𝜖3)exp (−2𝑞𝑡2)
. 
 
𝜙0 can be found by relating energy of the excitation quanta ℏ𝜔𝑞 to the electromagnetic field 
energy10  
 
𝜙0 = √
4𝜋ℏ
𝑞𝐴
[
𝜕𝜖1
𝜕𝜔
(1 − 𝑒−2𝑞𝑡1)(1 + 𝛼1
2𝑒−2𝑞𝑡1) +
𝜕𝜖2
𝜕𝜔
(1 + 𝛼1𝑒
−2𝑞𝑡1)2(1 − 𝑒−2𝑞𝑡2)((1 −
𝛼2𝑒
−𝑞𝑡2)2 + 𝛼2
2) +
𝜕𝜖3
𝜕𝜔
(𝛼2(1 − 𝑒
−2𝑞𝑡2) + 𝑒−𝑞𝑡2)2(1 + 𝛼1𝑒
−2𝑞𝑡1)2 +
𝜕𝜖4
𝜕𝜔
(𝛼1 +
1)2𝑒−2𝑞𝑡1]
−1
2⁄
  (S9) 
 
Where 𝐴, area of the sample and ℏ is reduces plank constant. The electron-phonon Hamiltonian 
can be written as10 
 
𝐻 = ∑ −𝑒𝜙(𝑞, 𝑧)𝑒𝑖𝒒.𝝆𝑞 (𝑎𝑞 + 𝑎−𝑞
† )  S(10) 
 
Where −𝑒𝜙(𝑞, 𝑧) is known as an electron phonon coupling factor. 𝑎𝑞 (𝑎−𝑞
† ) is annihilation 
(creation) operator and 𝑒 is the elementary charge. Scattering rate is calculated using Golden 
rule: 
 
1
𝜏𝑘(𝑇)
= 
2𝜋
ℏ
∑ |Γ(𝑞, 𝑧)|2 × [𝑁(𝑇)𝛿(𝜀𝑘′ − 𝜀𝑘 − ℏ𝜔) + (𝑁(𝑇) + 1)𝛿(𝜀𝑘′ − 𝜀𝑘 + ℏ𝜔𝑞)]𝑘′       
S(11) 
 
Where 𝑞 = |𝒒| = |𝒌 − 𝒌′| is a momentum transfer. The energy dispersion 𝜀𝑘 is approximated 
using parabola 𝜀𝑘 =
ℏ2𝑘2
2𝑚
 with an effective mass 𝑚 = 0.34 𝑚𝑒. 𝑁(𝑇) is Bose-Einstein 
distribution function and 𝜔𝑞 is a solution of eq. (S7).  By considering a homogenous electron 
distribution in the atomically thin 𝑊𝑆2, Γ(𝑞, 𝑧) can be written as 
 
Γ(𝑞, 𝑧) = −𝑒𝜙0
1
𝑡1
∫ (𝛼1𝑒
𝑞(𝑧−2𝑡1) + 𝑒−𝑞𝑧)𝑑𝑧
𝑡1
0
 S(12) 
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Dielectric function of graphene in layer 2, where applicable, is calculated using random-
phase approximation 
 
𝜖𝐺𝑟(𝑞, 𝑇) = 1 + 𝜐𝑐Π(𝑞, 𝑇), 
11   (S13) 
 
where 𝜐𝑐 = 2𝜋𝑒
2 𝐾𝑞⁄ , 𝐾 is environment lattice dielectric constant. Π(𝑞, 𝑇) is the polarization 
11function. 
  
The inter-valley scattering rates of electrons in WS2 hetero-structures are shown in Fig. S8, 
where the thickness of WS2 is assumed to be 6.14 Å.12 The Brillouin zone sampling for 
electronic states is 200 × 200 k-points. The corresponding parameters for the dielectric 
functions are listed in table S1.12–14  
 
𝝐(∞) 𝝐(𝟎) ℏ𝝎𝑳𝑶 [𝒎𝒆𝑽] ℏ𝝎𝑻𝑶 [𝒎𝒆𝑽]  
13.6 13.7 43 42.9 WS2 
4.58 5.1 103 97.6 hBN 
3.36 3.9 60 55.7 SiO2 
 
Fig. S7a shows scattering rate from the bottom of the conduction band at the K point to all 
available states near the K’ point. As the temperature increases more phonons become available 
and the scattering rate grows as N(T) as shown in Fig. S7a. For intermediate initial state 
energies enough to excite optical phonon in WS2 or SiO2, scattering rate is finite even at the 
very low energies and it keeps increasing as more phonons become thermally populated as 
shown in Fig. S7b. This situation is applicable to the near resonant excitation conditions with 
the laser wavelength of 594 nm used in the experiment. As the excitation energy becomes large 
enough to scatter an optical phonon hBN at low temperatures the phonon inter-valley decay 
rate becomes much larger in hBN encapsulated sample due to the stronger electron-phonon 
Table S1: Energies and dielectric constants of used materials. 
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scattering. This situation corresponds to the non-resonant excitation conditions with excitation 
laser wavelength of 543 nm and it is shown in Fig. S7c. Note that the exciton scattering rates 
are about twice as large since both an electron and a hole forming an exciton can scatter a 
phonon. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S7: Inter-valley scattering rates of electrons in WS2 heterostructures. (a) 𝜀𝑘 =
0 𝑚𝑒𝑉, (b) 𝜀𝑘 = 55 𝑚𝑒𝑉, and (c) 𝜀𝑘 = 200 𝑚𝑒𝑉. 
14 
 
 
The bandgap energy shift due to electron-phonon coupling is calculated from the real part of 
the conduction band electron self-energy, similar to Ref.15 The results are shown in Fig. S8, 
where the temperature dependence of the bandgap shift is much weaker than observed in the 
experiment. This suggests that other than just Fröhlich coupling to phonons and interband 
scattering (virtual valence to conduction transitions16) are responsible for the observed bandgap 
renormalization.   
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