Separation of variables in Hamilton-Jacobi equation for a charged test
  particle in the Stackel spaces of type (2.1) by Obukhov, Valeriy
ar
X
iv
:2
00
8.
10
24
8v
1 
 [g
r-q
c] 
 24
 A
ug
 20
20
Separation of variables in Hamilton-Jacobi equation for a
charged test particle in the Stackel spaces of type (2.1)
Valeriy Obukhov
Abstract
Found all equivalence classes for electromagnetic potentials and space-time metrics
of Stackel spaces, provided that the equations of motion of the classical charged test
particles are integrated by the method of complete separation of variables in the Hamilton-
Jacobi equation. Separation is carried out using the complete sets of mutually-commuting
integrals of motion of type (2.1), whereby in a privileged coordinate system the Hamilton-
Jacobi equation turns into a parabolic type equation.
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1 Introduction
The theory of Stackel spaces is one of the consequences of the symmetry theory.
A distinctive feature of a Stackel space is the existence of a so-called complete set in
it, consisting of Killing vector and tensor fields, mutually commuting, and satisfying
some additional conditions. This makes it possible to carry out a complete separation
of variables in classical and quantum equations of the test particle motion. (see for
example[1] -[11]). Stackel spaces were named after Paul Sta¨ckel, who found the first
example of a similar space [2]. Besides Stackel, the main contribution to the construction
of the theory was made by Levi-Civita [3], Yarov-Yarovoy [4], and V.V.Shapovalov [5] -[6].
Shapovalov proved the basic theorem of the theory of Stackel spaces. In [7], the theory
was generalized to the case of complex privileged coordinate systems.
Shapovalov’s theorem allowed invariant partitioning of a set of Stackel metrics into
equivalence classes. According to this partition, the space itself and its complete sets
belong to (N.N0) type, where N is the maximum number of independent Killing
vector fields Yp
i included in the full set; N0 = N − det(Yp
iYqi). It can be said
in such cases that there is a complete separation of type (N.N0). In the case of
the Lorentz signature, N − 0 = 0, 1. If N − 0 = 0, the space is called non-null.
Otherwise, null. There are seven disjoint sets of Stackel spaces with the given signature;
respectively: four non-null ones: (0.0), (1.0), (2.0), (3.0); and three null ones (3.1), (2.1),
(1.1). A more detailed description of the theory and a rather detailed bibliography can
be found in the works [8]-[11].
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Although there are some examples of successful application of non-commutative inte-
gration methods for classical and quantum equations of test particles motion (see [12]-[15]),
the Stackel spaces, thanks to their rich geometric content remain the most interesting ob-
ject for research in various sections of theoretical and mathematical physics. They occupy
a special place in the theory of gravitation(see for example [16]-[24]) and cosmology, since
the Robertson-Walker space belongs to the Stackel class. A high level of space symmetry
allows a successful construction of new cosmological models, particularly those which in-
clude dark energy or features of modified theories of gravity (see for example [25], [26]),
and also allows the use of symmetry theory methods to further justify the choice of models
of extended gravity theory (see for example [27]).
Shapovalov’s theorem allows to classify the metrics of the Stackel spaces in the pres-
ence of physical fields of different nature. The classification refers to the enumeration of
all equivalence classes for metrics and fields with respect to a group of allowable (that is,
not violating the conditions of the complete separation of variables) coordinates and po-
tentials transformations. The set of all Stackel spaces is broken down into disjoint subsets
containing spaces with metrics of type (N.N0). Therefore, classification is carried out
separately for each type of space. A large number of works in the theory of gravitation
are devoted to the classification problems. (see, for example, the review in [8]). However,
they have not been studied until recently for the case where a charged test particle moves
in an external electromagnetic field in the absence of any restrictions on that field. For
the first time this classification problem has been set and solved in our works: for the
spaces of type (2.0) - in [8]; for the spaces of type (1.0) - in [9]. In this paper, the spaces of
type (2.1) are studied. Metrics of this type have been investigated in both flat space-time
([28]-[29]) and curved one (see for example [30] -[36])
The Hamilton-Jacobi equation for a charged test particle has the form:
gijPiPj = m˜, (1)
where Pi = pi+Ai = ∂S/∂u
i+Ai. Everywhere in the text, lowercase letters with the
tilda icon denote constants.
Note that the paper [37] considered the problem of complete separation of variables
in the ”natural Hamilton-Jacobi equation” containing in addition to the electromagnetic
potential a quite arbitrary scalar field. In this case, there are no additional constraints on
the Stackel space metric, and the potential is to be set by the Stackel matrix and arbitrary
functions, each of which depends on one of the non-ignorable variables.
The complete integral of the equation (1) can be represented in the form:
S =
∑
si(u
i). (2)
The coordinate system, in which it is possible is called privileged, and it is denoted by the
variables: ui, i, j = 0, . . . , 3. Everywhere in the text, there is a summation within
the specified limits of index change on repeated upper and lower indexes. By diagonalizing
the Killing vector fields Y ip from the full set, let us bring the functions sp in (2) to
the form: sp = λ˜pu
p. Therefore up are ignorable coordinates. Let us denote their
coordinate indices with letters p, q = 0, 1, · · · = N −1. Non-ignorable coordinates will
have the indexes µ, ν = N, . . . , 3. Functions that depend only on the variable u2
will be denoted by the lowercase Greek letters, and only on the variable u3 - by the
lowercase Latin letters. Exceptions: Kronecker characters: δij , δij , δ
i
j ; components of
metric tensor: gij , gij ; ε, εi = +1,−1; λ, λi = const; h
ij
ν , hiν , hν - function of u
ν .
2
In these notations, the metric tensor of space, vector, and tensor fields of Killing can be
written as:
gij = Xij3 = (Φˆ
−1)ν3h
ij
ν =
δipδ
j
qhpq + δiaδ
j
bβ
ab + ε3δi3δ
j
3
∆
,
Y ip = δ
i
p, X
ij
2 =
fδiaδ
j
bβ
ab − φε3δ
i
pδ
j
qhpq +−φε3δ
i
3δ
j
3
∆
(3)
(ˆΦ)µν =
(
1 φ
−1 f
)
, ∆ = φ+ f = det Φˆ, hpq = hpq3 , β
ab = hab2 ,
a, b = 0, 1, 2; p, q,= 0, 1; ν, µ = 2, 3.
Since Killing vector fields satisfy the condition:
det(Yp
iYqi) = 0→ det(gpq) = 0→ g
22 = 0, (4)
the Hamilton-Jacobi equation is a parabolic type equation.
For the Hamilton-Jacobi free equation, the complete set of integrals of motion has the
form:
Xˆν = X
ij
ν pipj, Xˆq = Y
i
q pi, (Y
i
q = δ
i
q), (5)
When the classification is implemented, complete sets of integrals of motion for the
Hamilton-Jacobi equation in the external electromagnetic field will be found. The full
integral in the preferred coordinate system can be reduced to the form:
S = λ0u
0 + λ1u
1 + s2(u
2) + s3(u
3). (6)
The complete set of integrals of motion allows you to find the complete integral (6) as a
solution to the system of equations:
Xˆq = Y
i
q pi, Xˆν = λν , λ3 = m˜. (7)
Here Xˆν integrals of motion in case of a charged particle have the form:
Xˆν = (φˆ
−1)µν Hˆµ = (φˆ
−1)µν (h
ij
µ pipi + 2h
i
µpi + hµ), (8)
where
hij2 = δ
i
aδ
j
bβ
ab, hi2 = δ
i
aγ
a, h2 = ρ, h
ij
3 = δ
i
pδ
j
qa
pq + ε3δ
i
3δ
j
3, h
i
3 = h
i, h3 = r.
The (8) relationships allow us to find the contravariant components of the metric tensor
and the electromagnetic potential, and also to obtain the condition of separation of vari-
ables in the equation (1). To do this, equate the coefficients before impulses and their
products on the right and left in the equation (8) when ν = 3. As a result, we get:
Ap =
γp + hp
∆
, A2 =
σ
∆
, Aν = 0, AiA
i =
ωˆ + hˆ
∆
. (9)
Using gradient transformations of potential as well as the group of allowable privileged
variable transformations:
up → c˜pru
r +
∫
ψpdu2, u2 →
∫
ψdu2, (10)
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bring matrix Gˆ = (Gab) = (gab∆), and Ab to the form:
Gˆ =

a0, a1, 1a1, a+ β, −φ
1, −φ, 0

 ; A0 = h0
∆
, A1 =
h1 + γ
∆
, A2 =
σ
∆
, A3 = 0. (11)
Here and further we denote: a00 = a0, a
10 = a1, a
11 = a, β11 = β. Func-
tions β00 and β01 can become null by the transformation (10). The functions
a0, a1, a are linearly dependent. In the future, we will need to classify the Aˆ = (a
pq)
matrices relative to the group (10). Let us list all the non-equivalent classes of Aˆ ma-
trices. 

Aˆ(1) =
(
a0 a1
a1 a
)
,
Aˆ(2) =
(
a0 a1
a1 −a0
)
,
Aˆ(3) =
(
a0 a1
a1 0
)
,
Aˆ(4) =
(
a0 0
0 a
)
,
Aˆ(5) =
(
a 0
0 εa
)
, ε = 1,−1,
Aˆ(6) =
(
a 0
0 0
)
.
(12)
We’ll make another point. When considering the resulting conditions of the complete
separation of variables in the equation (1), the ratio arises:
det apq = a˜+ c˜pqa
pq.
Using valid (10) coordinate transformations, it can be simplified and represented as:
det apq = a˜
- for all matrices Aˆ(α) except Aˆ(3). Wheh α = 3 we have:
− det apq = a˜+ εa0.
In the accepted notations the necessary and sufficient condition for the complete sep-
aration of variables in the equation (1):
AiAi =
ρ+ r
∆
- can be transformed to:
(ρ+ r + a0σ
2 − 2σh0)(a0φ
2 + 2φa1 + a+ β) =
(h0φ+ h1 + γ − (a0φ+ a1)σ)
2. (13)
Let us present the covariant components of the metric tensor and electromagnetic potential
in the following convenient form for calculations:
Gˆ−1 = (Gab) = (
gab
∆
) =


φ2
G
, φ
G
, 1− φB
G
φ
G
, 1
G
, −B
G
,
1− φB
G
, −B
G
, B
2
G
− a0

 , (14)
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A0 = φA1 + σ, A1 =
h0φ+ h1 + γ −Bσ
G
, A2 = h
0 − a0σ −BA1, A3 = 0. (15)
It is denoted here by: G = −(a0φ2 + 2φa1 + a+ β), B = a0φ+ a1,
Solving the functional equation (13) is equivalent to solving two overcrowded systems
of the second and third degree algebraic equations. The first system includes functions
only from the variable u2, the second only from the variable u3. As already noted,
we will look for solutions in the presence of additional symmetry, for which we will require
that the electromagnetic field be external. We call the electromagnetic field external if the
potentials contain at least one function independent of the metric tensor. We call such
functions free. All other functions included in the electromagnetic potential, we will call
related. We also believe that the functions included in (13) are continuous and smooth,
therefore there are points on coordinate axes in the neighbourhood of which none of the
non-zero functions vanish. In the future, if it is necessary to fix the variables uν in the
process of solving functional equations, we will use exactly such points.
2 Solutions for the case when at least one of the
functions hp is free.
In this section we find all the solutions for the case when free functions depending on u3
exist. Everywhere in the section, all functions from the variable u3 except hp are
related.
I. Both hq functions are free.
Let us use the above-mentioned smoothness condition and consider the equation (13)
at the fixed point u˜2 on the coordinate axis (u2). Since G 6= 0, the function
r is expressed through the hp functions as follows:
r = r0 + l˜h
0 + l(h1 + c˜h0 + c)2, (16)
Substituting (16) into (13) one obtains the equation:
bpqh
phq + bph
p + b = 0.
As ∂bpq/∂h
r = ∂bp/∂h
r = ∂b/∂hr = 0 → bpq, bp, b = 0. Using the transformation group
(10), one gets:
G = t, φ = t1G, φ
2 = t0G → φ = β = 0.
γ − σa0 = b0, σ = b1 → γ = σ = 0.
We obtain the solution to the equation (13):
Gˆ =

a0 a1 1a1 a 0
1 0 0

 Ap = hp
∆
, A2 = A3 = 0. (17)
II. hp contain one free function.
Substituting (16) into (13), fixing the variable u2 in another point of the coordinate
axis and solving the resulting equation with respect to h1, one gets:
h1 = wh0 + u+Q, Q2 = ph0
2
+ 2qh0 + l. (18)
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Substituting (18) into (13) one obtains the equation:
bpqh
phq + bph
p + b = 0.
As before from ∂bpq/∂h
r = ∂bp/∂h
r = ∂b/∂hr = 0 it follows: bpq, bp, b = 0.
Let us denote z = q2 − pl and consider separately the variants z = 0 and z 6= 0.
As a result, using the transformation group (10) , we get:
A) z = 0. In this case, (13) contains summands that have four linearly independent
functions h0 : h0, h0
2
, Q, h0Q , as well as a free member. By denoting:
r = r1 + th
02 + 2nh0 + 2m0h
0Q+ 2r0Q,
we get the following systems of equations:{
(φ+w)2 + p = tG,
φ+ w = m0G.
(19)


q + (φ+ w)(γ −Bσ + u) = (n− σ)G,
u+ γ −Bσ = r0G,
(u+ γ −Bσ)2 + l = (ρ+ r1 + a0σ
2)G.
(20)
One can show that from the (19) system it follows φ = 0. Then it’s obvious that
a = 0. Otherwise we get the previous solution (17). The system of equations (19), (20)
has a singular non-trivial solution:
a0 = a1 = a = γ = t = m0 = w = p = n = r0 = u = 0, q = q˜, σ = −
q˜
β
, h0 =
h1
2
2q
.
We will write it as:
Gˆ =

0, 0, 10, β, 0
1, 0, 0

 ; A0 = h2a˜
∆
, A1 =
h
∆
, A2 = −
1
2a˜β∆
, A3 = 0. (21)
B) z 6= 0. In this case, from the ratio (18) it follows:
hp = bph+ hp0, (22)
where h is a free function. Substitute (22) into (13), and equate to zero the coeffi-
cient before the function h2. As a result, we get:
(φb0 − b1)2 = e˜(φ2a0 + 2φa1 + a+ β), e˜ = 0, 1. (23)
First consider the variant:
1) e˜ = 0. From (23) it follows b1 = φ = 0. With this taken into account from (13)
we get:
(γ + h1)2 = (ρ+ r)(a+ β), σ = 0. (24)
Non-trivial solutions of the equation (24) are:
a) h1 = γ = 0, b) a = h1 = 0.
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The contravariant components of the metric tensor and potential have the form:
a) gˆ =


a0
∆
a1
∆
1
∆ 0
a1
∆
a+β
∆ 0 0
1
∆ 0 0 0
0 0 0 ε∆

 ; A0 = h∆ , A1 = A2 = A3 = 0. (25)
b) gˆ =


a0
∆
a1
∆
1
∆ 0
a1
∆
β
∆ 0 0
1
∆ 0 0 0
0 0 0 ε∆

 ; A0 = h∆ , A1 = γ∆ , A2 = A3 = 0. (26)
2) e˜ = 1. Let us consider the equation (23) in the fixed point u3 = u˜3. As a result,
we get:
β = a˜0φ
2 + 2a˜1φ+ a˜,
which relative to the (10) transformations is equivalent to β = 0. The equation (23)
takes the form:
(a0 − b
02)φ2 + 2(a1 − b
0b1)φ+ a− b1
2
= 0, (27)
and has two solutions:
a) a0 = b
02, a1 = b
0b1, a = b1
2
. From the equal-zero in the equation (13) of
the coefficient before the function h it follows:
h10 + h
0
0φ+ γ = t(b
1 + b0φ).
Solutions are equivalent to the following: γ = hp0 = 0. That is why contravariant
components of the metric tensor and potential have the form:
(gij) =


b0
2
∆
b0b1
∆
1
∆ 0
b0b1
∆
b1
2
∆
−φ
∆ 0
1
∆
−φ
∆ 0 0
0 0 0 ε∆

 ; Ap = b
ph
∆
, A2 =
σ
∆
, A3 = 0. (28)
b) a = b1
2
, φ = 0. From the equality to zero of the coefficient before the function
h in the equation (13) it follows:
(b0b1 − a1)σ = t− γ.
We believe that σ 6= 0, because otherwise we will get the already considered option.
Therefore a1 = b
0b1, γ = 0. As b1 6= 0 → h10 = 0. Taking this into account, the
equation (13) will take the form:
(b0
2
− a0) = ρ+ r − 2h
0
0σ.
Therefore a0 = b
02, h00 = 0. Obtained a particular solution (28).
The variables u2 and u3 enter the equation unsymmetrically. Therefore, to
complete the classification, one must consider separately the case where free functions
depend on the u2 variable. At the same time, if free functions from u3 arise in
the process of the solution, the corresponding variants may not be considered.
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3 Solutions for the case when both functions γ
and σ are free.
Everywhere in the text, all functions from the variable u2 except γ and σ
are related. Let both γ and σ are free. Consider the equation (13) at a fixed
point u˜2. Since G 6= 0, the function ρ is expressed through the γ and σ
functions as follows:
ρ = ρ0 + τ0σ
2 + τ1γ
2 − 2τσγ − 2µσ + 2νγ. (29)
Substitute this expression back into the equation (13). After the obvious transformations
we will get a system of equations:

a0φ
2 + 2a1φ+ a = 0 → G = β,
a0φ
2 + a1 = βτ,
a0 + τ0 = βτ
2,
h1 + φh0 = βν,
h0 + µ = βντ,
(h1 + φh0)2 = β(ρ0 + r).
(30)
From where immediately follows:
a = a0 = a1 = 0, h
p = 0,
The contravariant components of the metric tensor and potential have the form:
gˆ =


0 0 1∆ 0
0 β∆
−φ
∆ 0
1
∆
−φ
∆ 0 0
0 0 0 ε∆

 ; A0 = 0, A1 = γ∆ , A2 = σ∆ , A3 = 0. (31)
4 Solutions for the case of nonlinear dependence
between functions γ and σ.
Substituting the expression (29) into the equation (13). As a result, we will get the
following functional equation:
(r + ρ0 + γ
2pi + (τ0 + a0)σ
2 + 2σγτ − 2(µ+ h0)σ + 2νγ)G = (H + γ −Bσ)2, (32)
where it is denoted by H = h0φ+ h1. Let us solve the equation (32) relative to γ.
1) pi 6= G.
γ = ω0σ
2 + γ0 +Σ, Σ
2 = µ0σ
2 + 2µ1σ + µ. µ
2
1 − µ1µ 6= 0. (33)
Substituting (33) into (13) one obtains the equation:
θ0 + θ1σ + θ2σ
2 + θ3Σ+ θ4σΣ = 0.
As ∂θa/∂σ 6= 0→ θa = 0. From this it follows:{
(ω0 −B) = −ξ0G,
(ω0 −B)
2 + µ0 = G(ω + a0).
(34)
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

γ0 +H = Gψ0,
(ω0 −B)(γ0 +H) + µ1 = (τ − h
0)G,
(γ0 +H)
2 + µ = (r + ρ)G.
(35)
Consider the equations of the system in order, using the classification (12).
Let us represent the system (34) as:{
(φa0 + a1)− ω0 = ξ0(a0φ2 + 2φa1 + a+ γ),
ω0
2 − 2(φa0 + a1)ω0 + µ0 = ω(a0φ2 + 2φa1 + a+ γ) + a0β + det a
pq.
(36)
Consider the system (36) using matrices forms from (12), as well as appropriate ratios for
det apq.
1) Aˆ(1). In this case, it is obvious that the system (36) has no solutions because from
the first equation of the system there follows a contradiction, since ξ0 → a1 = 0,
which is impossible. By reasoning similarly, it can be shown that the (36) system is
contradictory also for the matrices A˜(2), A˜(3) and A˜(5). Let us consider the
remaining options.
2) Aˆ(4). a and a0 are linearly independent functions. That is why it follows
from (36):
ω = ω0 = ξ0 = φ = 0, µ0 = a˜, a =
a˜
a0
.
Substitute these expressions into (35). As a result, we will get the system:

(γ0 + h
1) = (a+ β)ψ0,
µ1 = (a+ β)(τ − h
0),
(γ0 + h
1)2 + µ = (a+ β)(r + ρ).
(37)
From the first equation follows ψ0 = ψ˜, which is equivalent to: ψ0 = 0→ h
1 = γ0 = 0.
The solution to the second equation is equivalent to the following: µ1 = τ = h
0 = β = 0.
The contravariant components of the metric tensor and potential have the form:
gˆ =


a˜
a∆ 0
1
∆ 0
0 a∆ 0 0
1
∆ 0 0 0
0 0 0 ε∆

 ; A0 = 0, A1 =
√
a˜σ2 + b˜
∆
, A2 =
σ
∆
, A3 = 0. (38)
3) Aˆ(6). The solution to the system (36) has the form:
ξ0 =
1
φ
, µ0 = 0, ω0 = −φω, G = φ
2(a0 + ω), B = φa0. (39)
By substituting (39) into (35), we find that µ1 = 0. Since from the (39) it follows that
µ0 = 0, the condition (33) is broken.
2) pi = G. → φ(a20 + a
2
1) = 0.
As before the function σ can be considered free. The functions γ and ρ
are expressed through it as follows:{
γ = ω0σ + γ0 +
ω
σ+σ0
,
ρ = ρ0 + (a0 − τ
2
0 )σ
2 − 2(h0 + tau)σ − 2µ1
σ+σ0
− µ0
(σ+σ0)2
.
(40)
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By substituting (40) into (13) and equating coefficients before linearly independent func-
tions to zero, we get the following system of functional equations:

ω2 = βµ0,
(ω0 − a1)
2 = β(τ + a0),
(a1 − ω0)(φh
0 + h1 + γ0) = β(h
0 + τ),
(γ0 + φh
0 + h1 − σ0(ω0 − a1))ω = βµ1,
(γ0 + φh
0 + h1)2 − 2(a1 − ω0)ω0 = β(r + ρ0).
(41)
It’s easy to show that from apq = 0 it follows that hp = 0. Therefore
a1 6= 0 → φ = 0.
By extension of the coordinate u1 transform β to ε. The remaining equations
give the following solution:
ω0 = γ0 = τp = µ1 = ρ0 = 0, ω = c˜, σ0 = −e˜, h
0 = εe˜a21 h
1 = e˜a1.
The contravariant components of the metric tensor and potential have the form:
gˆ =


εa2
∆
a
∆
1
∆ 0
a
∆
ε
∆ 0 0
1
∆ 0 0 0
0 0 0 − ε∆

 ; A0 = εe˜a21∆ , A1 = (c˜/(σ − e˜) + e˜a)∆ , A2 = σ∆ , A3 = 0.
(42)
5 Solutions for the case of linear dependence be-
tween functions γ and σ.
Due to the unsymmetric entrance of the functions γ and σ into the electromag-
netic potential, in case of their linear dependence, two variants should be considered
separately when σ is a free function, and σ is a related function. However, it is
not difficult to make sure that the last variant does not give any new solutions. Therefore,
we consider σ as a free function. In this case, the γ and ρ functions can be
represented as:
γ = γ0σ + γ1, ρ = ρ0 + τ0σ
2 + 2τσ. (43)
By substituting (43) into (13), we get the following system of functional equations:
a˜− γ20 + 2γ0(a0φ+ a1) + τ0(a0φ
2 + 2φa1 + a+ β) + a0β = 0, (44)
(γ0 − (a0φ+ a1))(γ1 + h
0ψ + h1) = (τ − h0)(a0φ
2 + 2φa1 + a+ β), (45)
(γ1 + h
0φ+ h1)2 = (ρ0 + r), (46)
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Consider the (44) equation using the (12) classification.
1) Aˆ(1). From the equation (44) it immediately follows:
τ0 = γ0 = β = a˜ = 0 → a
pq = εbpbq.
It is easy to show that from (45) follows: hp = hbp, γ0 = 0. We receive the solution
(28).
2) A˜(2). This variant is also reduced to (28). Indeed, from the equation (44) follows:
τ0 = b˜, β = b˜(φ
2+1), γ0 = −b˜φ, a0 = b˜ cos 2b, a1 = b˜ sin 2b, where it is denoted
by a˜ = −b˜2
Let us make the coordinate transformation:
u0 → u0 −
1
2
u2, u1 → u1 +
1
2
∫
φdu2,
Then the matrix (apq)(2) is converted as follows:
(apq)(2) →
(
cos b2 − sin b2 sin b cos b
sin b cos b cos b2 − sin b2
)
→ det apq = a˜ = 0.
Therefore τ = γ0 = β = 0, and the solution is reduced to (28).
3) Aˆ(3). As noted, in this case a0 = εa
2
1. From the equation (44) it follows:
γ0 = −τ0β, τ0(β − φτ0) = 0, β = ε− (2γ0 + τ0φ)φ.
Therefore τ0 = γ0 = 0, β = ε. From the equation (44) we get: h
0 = εh1 → a
particular solution to (28).
4) Aˆ(4), Aˆ(5). Because of the independence of the functions a, a0 the equation
(44) has no solutions.
5) Aˆ(6).
a) First we assume: a = 0. The equation (44) takes the form:
−γ20 + 2γ0a0φ+ τ0(a0φ
2 + β) + a0β = 0, (47)
Therefore: β = τ0φ
2, γ0 = −τ0φ, G = φ
2(a0 + τ0). Considering this, we will have
the equation (45) as the following system:
γ1 + h
1 + τφ = 0→ h1 = 0, γ1 = −τφ, (48)
(γ1 + h
0φ+ h1)2 = φ2(ρ0 + r)(a0 + τ0). (49)
Substitute (48) into (49). As a result we get the solution h0−τ = e˜(a0+τ0), equivalent
to the following: h0 = τ = 0.
The contravariant components of the metric tensor and potential have the form:
gˆ =


a
∆ 0
1
∆ 0
0 φ
2β
∆
−φ
∆ 0
1
∆ −φ 0 0
0 0 0 ε∆

 ; A0 = 0, A1 = −βφσ∆ , A2 = σ∆ , A3 = 0. (50)
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b) Let now a0 = 0. The equation (44) takes the form:
γ20 = τ0(a+ β)→ γ0 = τ0 = 0.
From (45), (46) follows: h0 = τ = 0, h1 + γ1 = e˜(a + β), which is equivalent to the
following: h1 = γ1 = 0.
The contravariant components of the metric tensor and potential have the form:
gˆ =


0 0 1∆ 0
0 a+β∆ −
φ
∆ 0
1
∆ −
φ
∆ 0 0
0 0 0 ε∆

 ; Ap = 0, A2 = σ∆ , A3 = 0. (51)
6 Conclusion.
It is obvious that the classification problem under consideration is non-trivial for separat-
ing variables of type (N.N0), if N < 3. Hence, to complete the classification we
need to consider the only left type (1.1). Note that the results of this classification
in addition to the theoretical can also have an applied value, for example, in the study
of the axion field problem. This field associated with an axionic dark matter (see [38] -
[41] ). In the paper [42] static field configuration in the outer zone of a magnetic star is
considered. The configuration is formed by interacting quartet of external fields: axion
field, strong intrinsic magnetic field, and axionically induced electric field.
Therefore, in conclusion, we show the acquired results. For each class, the covari-
ant components of the metric tensor and the electromagnetic potential are given. The
functions sν for the complete integral (6) are provided.
1)
ds2 =
1
∆
[2du0du2 +
(du1 − a1du
2)2
a
− a0du
22 + du3
2
], (52)
A0 = 0, A1 =
h1
a
, A2 = h
0, A3 = 0.
s2 =
∫
(
λψ + λ2
2(λ0 − φλ1)
)du2,
s3 = ε
∫ √
(λf − (λ2 + a0λ0
2 + aλ1
2 + 2a1λ0λ1 + 2h0λ0 + 2h1λ1)du
3.
2)
ds2 =
1
∆
[2du0du2 +
du1
2
β
− a0du
22 + du3
2
], (53)
A0 = −
1
2a˜β
, A1 =
h
β
, A2 = h
2a˜, A3 = 0.
s2 =
∫
(
λψ + λ2 − βλ1
2
2(λ0 −
1
2a˜β )
)du2,
12
s3 = ε
∫ √
(λf − λ2)du
3.
3)
ds2 =
1
∆
[2du0du2 +
(du1 − a1du
2)2
a+ β
− a0du
22 + du3
2
], (54)
A0 = 0 A1 = 0, A2 = h, A3 = 0.
s2 =
∫
(
λψ + λ2 − (βλ1
2)
2λ0
)du2,
s3 = ε
∫ √
(λf − (λ2 + apqλpλq + 2(h0λ0))du
3.
4)
ds2 =
1
∆
[2du0du2 +
(du1 − a1du
2)2
β
− a0du
22 + du3
2
], (55)
A0 = 0, A1 =
γ
β
, A2 = h+ a1
γ
β
A1, A3 = 0.
s2 =
∫
(
λψ + λ2 − (βλ1
2 + 2γλ1)
2λ0
)du2,
s3 = ε
∫ √
(λf − (λ2 + apqλpλq + 2h0λ0)du
3.
5)
ds2 =
1
∆
(
2du2(b1du
0 − b0du
1)
(b1 + φb0)
+
(φdu0 + du1)2
(b1 + φb0)2 + du3
2 + du32
+ du3
2
), (56)
A0 =
φh+ b1σ
(b1 + φb0)
, A1 =
h− a0σ
(b1 + φb0)
, A2 = 0, A3 = 0.
s2 =
∫
λψ + λ2
2(λ0 − φλ1 + σ)
du2,
s3 = ε
∫ √
(λf − λ2 − (λpbp − h)2)du
3.
6)
ds2 =
1
∆
[2du0du2 +
(φdu0 + du1)2
β
+ du3
2
], (57)
A0 = σ, A1 =
γ
β
, A2 = 0, A3 = 0.
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s2 =
∫
λψ + λ2 − (βλ1
2 + 2γλ1)
2(λ0 − φλ1 + σ)
du2,
s3 = ε
∫ √
(λf − λ2)du
3.
7)
ds2 =
1
∆
[2du0du2 +
du1
2
a
−
a˜
a
du2
2
+ du3
2
], (58)
A0 = σ, A1 =
√
a˜σ2 + b˜
a
, A2 = 0, A3 = 0.
s2 =
∫
λψ + λ2 − 2
√
a˜σ2 + b˜λ1
2(λ0 + σ)
du2,
s3 = ε3
∫ √
ε(λf − (λ2 +
a˜
a
λ0
2 + aλ1
2)du3.
8)
ds2 =
1
∆
[2du0du2 + (du1 − adu2)2 − a2du2
2
+ du3
2
], (59)
A0 = σ, A1 = (c˜/(σ − e˜) + (e˜− σ)a, A2 =
−ae˜
σ − e˜
.
s2 =
∫
(
λψ + λ2 − (2(c˜/(σ − e˜) + e˜a)λ1)− (c˜/(σ + e˜))
2
2(λ0 + σ)
)du2,
s3 = ε
∫ √
(λf − (λ2 + (aλ0 + λ1)2 + 2(e˜a2λ0 + e˜aλ1))− (e˜a)2 + 2c˜adu
3.
9)
ds2 =
1
∆
[
(du0 + du1/φ)2 + 2du2(βdu0 − adu1/φ)− aβdu2
2
a+ β
+ du3
2
], (60)
A0 = 0, A1 =
−σ
φ
, A2 = 0, A3 = 0.
s2 =
∫
(
λψ + λ2 − (βφ
2λ1
2 − 2λ1βφσ) + βσ
2
2(λ0 − φλ1 + σ)
)du2,
s3 = ε
∫ √
(λf − (λ2 + aλ1
2)du3
10)
14
ds2 =
1
∆
[2du0du2 +
(φdu0 + du1)2
a+ β
+ du3
2
], (61)
A0 = σ, A1 = 0, A2 = 0, A3 = 0.
s2 =
∫
(
λψ + λ2 − βλ1
2
2(λ0 − φλ1 + σ)
)du2,
s3 = ε
∫ √
λf − (λ2 + aλ1
2)du3.
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