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In this paper, we are interested in the runtime complexity of programs based on
multiset rewriting. The motivation behind this work is the study of the complexity
of chemistry-inspired programming models, which recently regained momentum due to
their adequacy to the programming of large autonomous systems. In these models, data
are most of the time left unstructured in a container, or more formally, a multiset. The
program to be applied to this multiset is specified as a set of conditioned rules rewriting
the multiset. At run time, these rewrite operations are applied concurrently, until no rule
can be applied anymore (the set of elements they need cannot be found in the multiset
anymore).
A limitation of these models stands in their complexity: each computation step may
require a complexity in O(nk) where n denotes the number of elements in the multiset,
and k is the size of the subset of elements needed to trigger a given rule. By analogy
with chemistry, such elements can be called reactants.
In this paper, we explore the possibility of improving the complexity of searching
reactants through a static analysis of the rules’ condition. In particular, we give a char-
acterisation of this complexity, by analogy to the subgraph isomorphism problem. Given
a rule R, we define its rank rk(R) and its calibre C(R), allowing us to exhibit an algo-
rithm with a complexity in O(nrk(R)+C(R)) for searching reactants, while showing that
rk(R) + C(R) ≤ k and that rk(R) + C(R) < k most of the time.
Keywords: Complexity; multiset rewriting; concurrency; rule-based programming
1. Introduction
With the ever-growing complexity of computing environments, building autonomic
systems, that can “manage themselves in accordance with high-level guidance from
humans” [22], is an issue getting more and more attention. In these systems, hu-
mans should only be required to write a set of high-level rules defining the system’s
behaviour. Then the system should be able to run indefinitely, adhering to these
1
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high-level, technical details-free rules, whatever the actual conditions on the under-
lying platform are.
The implementation of an autonomic system comes with several challenges that
cannot be tackled at once. A prerequisite is to distinguish the development of the
low-level machinery from the definition of adequate programming abstractions al-
lowing this high-level human guidance. The quest for such high-level abstractions led
recently to the re-emergence of rule-based programming as a promising paradigm,
for instance making it in turn possible to specify distributed systems in a declarative
manner [15]. Also, nature appears to be a great source of inspiration, biological and
chemical system being analogies worth an exploration [1, 17, 25]. Note that the au-
tonomic computing paradigm was initially proposed by analogy with the autonomic
nervous system. The chemical analogy was at the origin of the so-called chemical
programming model, a rule-based programming model enhanced with a chemically-
inspired execution model, which exhibits adequate properties to develop autonomic
systems [4, 12, 20].
Metaphorically speaking, a chemical program is envisioned as a chemical solu-
tion where molecules represent data and reactions are processes manipulating these
data and producing new data (new molecules). More formally speaking, these arti-
ficial chemistries [12] rely on concurrent multiset rewriting. Let CP = (T ,M,R) a
chemical program, where T is the set of possible types of molecules, M represents
an input multiset of molecules, each m ∈ M having a type m.T ∈ T and R is the
rule to be applied on M . R can be represented by:
replace x1 :: T1, . . . , xk :: Tk by P (x1, . . . , xk) if C(x1, . . . , xk) (1)
This rule is composed of three parts : (1) a pattern multiset x1 :: T1, . . . , xk :: Tk
of molecules needed to apply the rule, where Ti ∈ T and xi is the name of the
variable, (2) a multiset of molecules P (x1, . . . , xk) produced by the rule and (3)
the reaction’s condition C(x1, . . . , xk), which is a formula of the propositional logic,
in which literals are the application of a boolean function on the variables x1 to
xk. The previous formalisation excludes program having multiple rules. We restrict
the present study to chemical programs having only one rule. Extending this work
to multiple-rules chemical programs does not present major difficulties. The model
assumes that there is no restriction to parallelism. Whatever the number of rules of
one program is, these rules are to be applied concurrently — and in no particular
order — on the global multiset. The only theoretical limitation to this concurrency
is the property of atomic capture, which ensures that a reactant can be used in at
most one reaction. Once no reactions can be applied anymore, i.e., when no subset
of elements satisfying any of the reaction rules’ condition can be found in the global
multiset, the program is said to be inert. In this state, the solution is stable and
contains the final result of the program. let us review a basic chemical program, for
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the sake of illustrationa:
replace x :: int, y :: int by x if x ≥ y in 〈8, 5, 3, 9, 2, 2〉
The rule consumes any two integers x, y with x ≥ y and produces a new integer
which takes the value of x. The input multiset is 〈8, 5, 3, 9, 2, 2〉. Initially, several
reactions are possible: the rule can be applied to any couple of integers satisfying
the condition: 2 and 3, 2 and 5, 8 and 9, etc. One scenario among the set of possible
scenarios is:
〈8, 5, 3, 9, 2, 2〉 →∗ 〈3, 5, 9〉 →∗ 〈9〉
where →∗ models the application of the rule several times. Merely looking at these
two execution steps is not enough to infer what pairs of numbers reacted together.
Recall that the only needed constraint is the atomic capture, which states that one
molecule can react at most once. A molecule is always consumed in a reaction.
As a corollary, when x, y is replaced by x, the two x variables actually being two
different molecules, the first one being consumed in the reaction, the second one
being created in it. In other words, no molecule can survive a reaction.
While this model is envisioned as a promising way to specify autonomic systems,
one of the main barrier towards its actual adoption is related to its execution com-
plexity : each computation step (i.e., the application of one rewrite rule) assumes
that some reactants satisfying the rule’s condition are found in the multiset. Let
us assume the number of objects in the multiset is n, and the arity of the rule,
(i.e., the number of reactants needed for its application) is k. Then, in the worst
case, an exhaustive exploration of all possible combinations of k molecules among
n is needed, and the complexity involved is in O(nk) (assuming n  k), which is,
when k increases, a problem. One question left largely open about the model is the
possibility to improve the time of reactants search.
Contribution. In this paper, we explore the possibility of improving the complexity
of searching reactants through a static analysis of the reaction condition. In par-
ticular, we give a characterisation of this complexity, by analogy to the subgraph
isomorphism problem. Given a rule R, we define the rank rk(R) and the calibre
C(R), allowing us to exhibit an algorithm with a complexity in O(nrk(R)+C(R)) for
searching reactants, while showing that rk(R)+C(R) ≤ k, and that rk(R)+C(R) < k
most of the time.
Organisation of the paper. The article is organised as follows. Section 2 introduces
the problem and devises a model for it. In Section 3, a characterisation of the
complexity, by analogy with the subgraph isomorphism problem, is given. Then, we
describe the PMJA (Purification of the Minimal Juncture Assignment) algorithm
aThe following rule is written under the HOCL [3] formalism, a language following the chemical
model.
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putting this result into practice. We discuss its complexity. Section 4 presents some
related works. Section 5 concludes and gives some hints for future works.
2. Model
The problem to be solved is the search for elements in a multiset satisfying a rule’s
condition. The algorithm to be designed takes two input parameters, namely, a
chemical rule R, as described by Expression 1 in Section 1, and a multiset M
composed of n molecules. It returns:
• a tuple (m1, . . . ,mk) of molecules in M , where mi is of type Ti for all i and
C(m1, . . . ,mk) is true, if such a tuple exists in M ,
• ⊥ otherwise.
2.1. Modeling of the rule’s condition
Notice first that the case where the condition is absent is simple to solve, since it is
only necessary to compare the number of available molecules for each type to the
number of molecules required. In the existing approaches (reviewed in Section 4),
the condition is viewed as a black boxb, which imposes to test all possible combi-
nations of molecules. Nevertheless, some optimisation can be done at compile time
by studying the reaction’s condition.
As for any propositional formula, a reaction condition can be put in disjunctive
normal formc:
C(x1, . . . , xn) =
L∨
i=1
li∧
j=1
fij(Xij)
where, for all i and j, Xi,j is a subset of variables of R. Since molecules
m1, . . . ,mk verify C1(x1, . . . , xk) ∨ C2(x1, . . . , xk) if and only if they verify ei-
ther C1(x1, . . . , xk) or C2(x1, . . . , xk), the various terms of the disjunction can be
searched separately. We can consequently replace R by L equivalent rules {Ri}
whom condition is one of the L terms of the disjunction, i.e., a conjunction of
boolean functions applied to a subset of variables, like the one shown in Equation
2:
Ri = replace x1, . . . , xk by P (x1, . . . ,k ) if f1(X1) ∧ · · · ∧ fl(Xl). (2)
While the number L of such formulae/rules thus generated is potentially expo-
nential over k, it only depends on the initial rule, and not on the size of the multiset.
Moreover, as the inertia is detected if and only if no reactants can be found for every
rule, the searching of molecules for different rules is independent, and each rule can
be processed in parallel to the others.
bThe computation time of this black box is supposed to be finite.
cNote that the type of a molecule can be seen as an individual condition on this molecule.
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Fig. 1. The rule replace x, y, z, t by P (x, y, z, t) if f(z, y) ∧ g(x, z) ∧ h(x, t) ∧ i(y, t) ∧
j(z, t) has an arity 4 and a rank 2 and can be represented as a graph (left). The rule
replace x, y, z, t by P (x, y, z, t) if f(x, y, z) ∧ g(x, y, t) ∧ h(x, z, t) ∧ i(y, z, t) has an arity 4 and a
rank 3 and must be represented as a hyper-graph (right).
We now introduce some accessors to the elements of a rule R like the one given
in Expression 2:
• var(R) = {x1, . . . , xk} denotes the set of its variables. |var(R)| is called the
arity of R.
• pred(R) = ⋃li=1 {(fi, Xi)} denotes the set of predicates to be tested on
var(R). Each predicate p = (f,X), associated with a literal in the condition,
has a function func(p) = f and arguments arg(p) = X ⊆ var(R).
Definition 1 (rank of a rule) The rank of a rule R, denoted by rk(R), is the
greatest arity of its predicates: rk(R) = maxp∈pred(R) |arg(p)|.
A rule can be represented as a hyper-graph, in which the vertices are the variables
and the hyper-edges are the predicates, as illustrated in Figure 1. Note that most
of the problems encountered in the literature on artificial chemistries are solved by
rules with a rank of 1, 2 or 3, as their predicates mostly involve comparisons of
pairs of variables [12]. When the rank is 2, the representation is a simple graph (as
the one on the left in Figure 1).
2.2. Structuring of the multiset
The previous section focused on defining the rules. We now devise a model for the
multiset of molecules, and how to structure it according to the rule processed. The
central definition in the following is the axiom. It can be seen as an instantiated
predicate. In other words, it is a predicate for which an actual molecule has been
found for each of its variables so as to make the predicate true. Note that, as reflected
by the chosen term axiom, it can be seen as a minimal set of truth in regards to
the rule’s condition.
Definition 2 (axiom) Let p = (f,X) be a predicate. An axiom is a pair (p,m)
where m is a function that associates a molecule to each variable of p, such that
f(m(x1), . . . ,m(xn)) is true.
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We extend to axioms, the notations previously defined for predicates. Let an
axiom a = (p,m). Then, func(a) = func(p) and arg(a) = arg(p), pred(a) = p,
a[x] = m(x) for all x ∈ arg(p), mols(a) = {a[x] : x ∈ arg(p)}. We finally extend
these notations to sets of axioms: let A be a set of axioms. The set of molecules of
A is:
mols(A) =
⋃
a∈A
mols(a)
Given a rule R and a set of molecules M , we can define the set of all the axioms
that can be constructed.
Definition 3 (set of axioms induced) For a solution M and a rule R, we define
the set of axioms induced by R in M as the set of axioms composed of a predicate
of R and of molecules of M :
A(R,M) = {a : pred(a) ∈ pred(R) ∧ ∀x ∈ arg(a), a[x] ∈M} (3)
The goal is to associate each variable with a molecule such that this molecule is
used in at least one axiom corresponding to each predicate of the rule. In this case,
the variable is said satisfied.
Definition 4 (satisfaction of a variable) Let x ∈ var(R), A be a set of axioms
and m ∈ mols(A). The molecule m is said to satisfy x in A, denoted m |=A x, if
for every predicate of the rule pertaining x, we can find at least one axiom in A in
which x is associated with m:
∀p ∈ pred(R), x ∈ arg(p)⇒ (∃a ∈ A,pred(a) = p ∧ a[x] = m). (4)
We are interested in finding sets of axioms leading to a possible reaction. A set
of axioms specifies a possible reaction if there is a one-to-one relation between its
variables and its molecules. Let us characterise sets of axioms so as to be able to
define the subsets of axioms that can actually lead to a reaction.
• A set of axioms is refined if ∀m ∈ mols(A), |{x ∈ var(R) : m |=A x}| ≥ 1
• A set of axioms is exclusive if ∀m ∈ mols(A), |{x ∈ var(R) : m |=A x}| ≤ 1
Ensuring exclusivity can be done by adding inequality constraints in the rule so
the same molecule cannot satisfy several variablesd. From now on, we assume all
sets of axioms are exclusive.
In a both refined and exclusive set of axioms, all molecules are assigned to one
and only one variable. This does not mean that it specifies a possible reactions, as
some variables may not be satisfied in it. Let us define sets of axioms that can lead
to reactions:
• A set of axioms is reactive if ∀x ∈ var(R), |{m ∈ mols(A) : m |=A x}| ≥ 1
dNote that exclusivity is preserved by all the operations used in the following.
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• A set of axioms is purified if ∀x ∈ var(R), |{m ∈ mols(A) : m |=A x}| ≤ 1
In other words, a reactive set of axioms contains at least one subset of axioms
that specifies a reaction. Extracting one of them can be done by purifying it.
The algorithm presented later in this paper consists in taking the set of axioms
induced and trying to assign molecules to variables so as to refine it, and then test
the reactivity of such an assignment :
Definition 5 (assignment) Let A be a set of axioms, x1, . . . , xp ∈ var(R) and
m1, . . . ,mp ∈ mols(A). An assignment of m1, . . . ,mp to x1, . . . , xp, denoted A′ =
A[x1 := m1, . . . , xp := mp], is the largest (in the sense of inclusion) refined subset
of A verifying ∀i ≤ p,∀m,m |=A′ xi ⇒ m = mi.
Algorithmically speaking, and as detailed in Section 3, given a set A of axioms
induced, an assignment of A is obtained by removing all the molecules and axioms
from A that cannot be in any refined subset of A, given the set of molecules cho-
sen Mchosen for the subset Vassigned of variables assigned. Firstly it means, given
Vassigned, remove all the axioms corresponding to predicates containing variables
in Vassigned but built using molecules not in Mchosen. Secondly, it means remove
all molecules consequently not used anymore, and the axioms in which they were,
making in turn other molecules unused. This refinement is repeated until no more
refinement is needed.
2.3. NP-hardness and the subgraph isomorphism problem
The reactants searching can be reduced to the subgraph isomorphism problem. In
regard to the hyper-graph of the rules, a set of axioms can be modeled by a similar
hyper-graph of molecules, where the vertices are the molecules contained in the set
and each vertex corresponds to an axiom that links its arguments and is labelled by
its predicate. Under this formalism, a purified reactive assignment is a sub-hyper-
graph of the hyper-graph of molecules that is isomorphic to the hyper-graph of the
rule, with respect to the labels of the edges.
The subgraph isomorphism problem is known to be NP-complete, as it contains
the detection of a clique. This property gives clues on the intrinsic complexity of the
reactants searching problem. Let G = (V,E) be a graph. The chemical program with
M = V and R = replace x1, . . . , xk by P (x1, . . . , xk) if
∧k−1
i=1
∧k
j=i+1(xi, xj) ∈ E
can evolve if and only if G contains a clique. This shows that the reactants searching
problem is NP-hard, depending on its arity k. It is actually NP-complete under
the assumption that the evaluation of reaction conditions terminates (in a time
necessarily independent of both n and k) as doing all tests between molecules non-
deterministically can solve it in a polynomial time.
The rule used to show the NP-hardness of the reactants searching problem has
a rank of 2, and its graph is a clique. In other words, it can be considered as a
complicated rule since its reaction condition has as many literals as there are pairs
of variables. We should therefore find a way to characterize the complexity of a rule.
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This is what we do in the next section, which provides a study of the calibre of a
rule, and an algorithm solving the reactants searching problem, based on it.
3. Calibre and the PMJA Algorithm
In this section, we present a more efficient algorithm for the reactants searching
problem, based on a characterization of the complexity of a rule, using the notion
of calibre of the rule. Then, we present the PMJA algorithm, which levers this
characterisation to allow for a better complexity than the basic O(nk) case, most
of the time. For brevity, we do not exhibit the complete proofs of properties and
theorems in the following. Please refer to the research report [7] for the details.
3.1. Calibre of a rule
Determining the calibre of a rule relies on determining its minimal juncture:
Definition 6 (juncture of a rule) Assuming the variables of a rule are com-
pletely sorted by an order l, we define the juncture of R for the order l, denoted
Jl(R), as the set of variables which are not the smallest in several of their predi-
cates:
Jl(R) = {x ∈ var(R) : |{p ∈ pred(R) : ∃y l x, {x, y} ⊂ arg(p)}| ≥ 2} . (5)
Definition 7 (calibre of a rule) The calibre of a rule is the size of its smallest
juncture considering all possible orders:
C(R) = min
l
|Jl(R)|. (6)
A juncture Jl(R) such that |Jl(R)| = C(R) is said to be minimal.
Let us illustrate the two previous definitions. As rules with a rank of 2 represent
most of rules found in chemical programs in practice, we will discuss the calibre of
some of these rules, by having a look at their corresponding graph:
• The calibre of a rule having a tree shape is 0. By definition, each node of
a tree has a single parent except the root which is an orphan. Therefore,
following the topological order, we find no node in the potential juncture.
• The calibre of a rule having a cycle shape is one. On one hand, regardless
of the order chosen, the greatest element has necessarily two smaller neigh-
bours: its predecessor and its successor in the cycle, making the calibre is
at least equal to 1. On the other hand, for an order that follows the cycle,
all the other elements have 0 or 1 parent, so the calibre is at most 1.
• As illustrated in Figure 2, other examples of graphs include the bridge and
the eight, whose calibre is 1, as well as the lattice, whose calibre is 2.
Let us compare the calibre of a rule to its arity. As detailed later in Section 3.2,
the complexity of our algorithm depends on C(R) + rk(R). It is possible to group
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2
↗ ↘
1 2 5 1 5
↙ ↘ ↗ ↘ ↙ ↖ ↙ ↘ ↙ ↘
2 ↓ 3 1 7 4 3 8 6
↘ ↙ ↘ ↗ ↖ ↙ ↘ ↗ ↘ ↙
4 3 6 4 9
↘ ↗
7
Fig. 2. The bridge, the height and the lattice with their minimal juncture.
predicates: it is equivalent to search for reactants x and y that verify both f(x, y)
and g(x, y) or only (f ∧ g)(x, y). This grouping may have an effect on both C(R)
and rk(R). A direct remark is that, if we group all the predicates, we have rk(R) =
|var(R)| and C(R) = 0, so it is always possible to find a grouping such that
C(R) + rk(R) ≤ |var(R)|. (7)
The case of rules of rank 2 requires no particular grouping.
Theorem 8 (upper bound on the calibre of a rule with a rank of 2) Let
R be a rule of rank 2. The following inequality is verified, with equality if and
only if the graph of R is a clique.
C(R) + 2 ≤ |var(R)|. (8)
Proof. The inequality is due to the fact that regardless the order chosen, the two
smallest variables have at most one smaller neighbor, so they cannot be part of any
juncture. However, if the graph is a clique, all other variables have at least these two
nodes as smaller neighbours, so they are in the juncture, whatever order is chosen.
Conversely, if the graph of R is not a clique, then there exists x and y that
are not connected. Let R′ be a rule with the same variables as R and a predicate
connecting all pairs of variables, except (x, y). Firstly, let us remark that C(R) ≤
C(R′). Secondly, let z be a variable different from x and y, and l an order in which
the three largest items are z l x l y in that order. Then, Jl(R′) = k − 3, so
C(R) ≤ C(R′) ≤ k − 3.
Theorem 9 (purification of the juncture’s assignment) Let R be a rule of
arity k whose variables are ordered by l with {x1, . . . , xc} = Jl(R). Let A be a
set of axioms. For all m1, . . . ,mc ∈ mols(A), Ac = A[x1 := m1, . . . , xc := mc] is
reactive if and only if there are mc+1, . . . ,mk ∈ mols(A) such that Ak = A[x1 :=
m1, . . . , xn := mk] is reactive and purified.
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Proof. If Ak is reactive, given that Ak ⊂ Ac, we have:
∀x ∈ Jl(R), |{m ∈ Ac : m |= x}| ≥ |{m ∈ Ak : m |= x}| ≥ 1
so clearly Ac is reactive too.
Conversely, suppose Ac is reactive. The goal is to show that Ac can get purified
by choosing one and only one molecule for every variable. This can be done by
choosing one molecule for each variable, one by one, following the order l. When
choosing a molecule for xi, three cases can occur, depending on the number of
predicates containing xi and a smaller variable xj :
(1) if xi has no smaller neighbour, since Ac is reactive, there exists at least one
molecule mi |=Ac xi. We can choose any one of them.
(2) if there is one (and only one) such predicate p, since Ac is reactive, there is at
least one axiom a such that pred(a) = p in Ac. Then, one can choose mi = a[xi].
(3) otherwise, xi ∈ Jl(R), so xi is already assigned in Ac. Since the assignment is
reactive, there exists mi ∈ mols(Ac) that is suitable with all the already chosen
variables.
3.2. The PMJA algorithm
In this section, we present the PMJA (Purification of the Minimal Juncture As-
signment) algorithm that solves the reactants searching problem. Algorithm 1
shows the global PMJA algorithm for a rule R, with an arity k and a juncture
Jl(R) = {x1, . . . , xc}.
It takes as argument a set of axioms A of type AxiomSet organised like a
graph when the rank is 2. A gives access to all the molecules used in these axioms,
sorted by the variables they satisfy. Each molecule gives in turn access to a set of
references to the axioms in which it is an argument, sorted by predicate. In terms
of implementation, an AxiomSet could be implemented through a structure having:
1) a hash table of molecules, where a molecule is retrieved using the variable it
satisfies as the key, 2) a hash table of the axioms these molecules satisfy retrieved
using the predicate they implement as a key, 3) cross-references from molecules to
axioms, andfrom variables to predicates.
According to this structuring, the physical size of the AxiomSet A for a rule
R and a set of molecules M , is in O(|A(R,M)| + |mols(A(R,M))|), and getting
predicates and molecules from variables as well as getting axioms from molecules can
be done in constant time, apart from cloning the structure itself which is necessarily
linear in the size of A. By convention, the indices of an array tab[] vary between 1
and tab.size.
The algorithm is based on Theorem 9, that suggests to test the reactivity of all
the possible assignments of a juncture to detect inertia. Consequently, it is composed
of a main loop, which is executed once for every tuple of molecules (m1, . . . ,mc)
that may be used to build an assignment of Jl(R). More precisely, as can be seen
in Algorithm 1, the loop is composed of two main parts:
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Algorithm 1: Reactants searching for R with var(R) = {x1, . . . , xk} and
Jl(R) = {x1, . . . , xc}.
1 Molecule[] : findReactants(AxiomSet A) :
2 forall m1 |= x1, . . . ,mc |= xc do
// mi variables are global
3 AxiomSet A′ ← A.clone();
4 buildAssignment(A′);
5 if ¬(refineAndTestReactivity(A’)) then
6 continue
7 return(purify(A’));
Algorithm 2: Assignment building given an AxiomSet.
1 AxiomSet : buildAssignment(AxiomSet A) :
// A is passed by reference
2 for i← 1 to c do
3 forall Molecule m ∈ A.molecules(i) s.t. m 6= mi do
4 m.removed← true;
5 forall Axiom a ∈ m.axioms(∗) do
6 a.removed← true;
(1) In the first part of the loop (Lines 3-5), the assignment A′ = A[x1 ←
m1, . . . , xc ← mc] is computed. If it is not reactive, it is dropped. The as-
signment is computed by a successive elimination of molecules, through two
steps:
(a) First, through the use of the buildAssignment() function, the assignment is
built from the AxiomSet. As detailed in Algorithm 2, this function takes
the cloned AxiomSet by reference, and removes all molecules that were not
chosen from it. Subsequently, all axioms the removed molecule were in are
removed on their turn.
(b) Secondly, through the use of the refineAndTestReactivity() function detailed
in Algorithm 3, the build assignment, still stored in the same AxiomSet vari-
able is refined by removing all the molecules that cannot be in any refined
subset of A′. It is done by repeatedly removing molecules that are not a mem-
ber of any axiom left after removals made in the buildAssignment() function.
When molecules are removed, all the axioms they took part in are also re-
moved, making it potentially possible to remove other molecules, and so on,
until either we cannot find any more non-used molecule or some variable
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Algorithm 3: Refining and testing the reactivity of an AxiomSet.
1 Boolean : refineAndTestReactivity(AxiomSet A) :
// A is passed by reference
2 Boolean reactive, changed;
3 repeat
4 changed← false;
5 for i← 1 to k do
6 reactive← false;
7 forall Molecule m ∈ A.molecules(i) s.t. ¬m.removed do
8 reactive← true;
9 forall Predicate p ∈ xi.predicates() do
10 Axiom at[ ]← m.axioms(p);
11 while m.first(p) ≤ at.size ∧ at[m.first(p)].removed do
12 m.incrementFirst(p);
13 if m.first(p) > at.size then // m.axioms(p) is empty
14 changed← true; m.removed← true;
15 forall Axiom a ∈ m.axioms(∗) do
16 a.removed← true;
17 if ¬reactive then break;
18 until ¬reactive ∨ ¬changed;
19 return(reactive)
cannot get satisfied anymore.e Remind that the axiomSet passed as a pa-
rameter to both buildAssignment() and refineAndTestReactivity() is passed
by reference. In addition to refining the AxiomSet, the refineAndTestReac-
tivity() function finally returns true if the refined AxiomSet is reactive, false
otherwise.
(2) The second part in Algorithm 1 starts after the refinement in case the refine-
AndTestReactivity() function returned true, as if all molecules are still satisfied,
according to Theorem 9, this assignment of the juncture can be purified so as
to make a reaction. The purify() function achieves this purification and returns
a set of molecules that can react. This set is finally returned by the global
algorithm.
If no assignment of the juncture is reactive, the solution is inert and the algo-
rithm returns ⊥. From these observations, it can be inferred that the algorithm
eFor each molecule m and predicate p for which m can be an argument, we keep an index on the
first non-removed axiom corresponding for p and containing m, m.first(p) initialised to 1, in order
to check efficiently if a molecule must be removed.
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Algorithm 4: Purifying a reactive AxiomSet.
1 Molecule [] : purify(AxiomSet A) :
2 Molecule M [k];
3 for i← 1 to k do // xσ(1) l · · ·l xσ(k)
4 switch
{
p ∈ pred(R) : ∃xσ(j) l xσ(i), {xσ(i), xσ(j)} ⊂ arg(p)
}
do
5 case ∅ : // choose any
6 forall Molecule m ∈ A.molecules(σ(i)) do
7 if ¬m.removed then M [i]← m; break;
8 break;
9 case {p} : // xσ(i) m xσ(j) ∈ arg(p)
10 M [i]←M [j].axioms(p)[M [j].first(p)].get(xi); break;
11 otherwise // xσ(i) ∈ Jl(R)
12 M [i]← mi;
13 return M ;
correctly returns a reactive purified assignment if there is one, and ⊥ otherwise.
Proposition 10 (Time complexity) In the worst case, the time complexity of
Algorithm 1 is T (R,A) = O (|mols(A)|C(R)+rk(R)).
Proof.
If the solution is inert, which is the worst case, there are
∏
x∈Jl(R) |{m |= x}|
executions of the main loop. We will show that the complexity of one iteration of
the main loop is proportional to the size of the axiom set.
• In the buildAssignment() function, where the molecules that do not match the
choice are removed, each axiom is considered at most once for each argument,
leading to a complexity in rk(R)× |A|f .
• The complexity of the refineAndTestReactivity() function is defined by the com-
plexity of its two inner loops. On Line 11 of Algorithm 3, the field m.first(p)
can only grow, so each axiom is checked only once for each molecule in its ar-
guments. In the loop of Line 15, an axiom can only be removed once for each
argument.
• The complexity of the purify() function is only |var(R)|  |A|.
The complexity of the main loop does not exceed rk(R) × |A| and is executed
fHere, |A| is to be interpreted as the number of axioms, not the size of the AxiomSet structure.
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x∈Jl(R) |{m |= x}| times, so the complexity of the whole algorithm is
O
rk(R)× |A| × ∏
x∈Jl(R)
|{m |= x}|
 .
We can simplify the writing. Since |{m |= x}| ≤ |mols(A)|, we have:∏
x∈Jl(R)
|{m |= x}| ≤ |mols(A)||Jl(R)|
and
|A| ≤
( |mols(A)|
rk(R)
)
≤ |mols(A)|
rk(R)
rk(R)!
Finally,
rk(R)× |A| ×
∏
x∈Jl(R)
|{m |= x}| ≤ 1
(rk(R)− 1)! |mols(A)|
C(R)+rk(R)
and the complexity of the algorithm is in O (|mols(A)|C(R)+rk(R)).
We have seen that it was possible to find an R such that C(R)+rk(R) ≤ |var(R)|.
This establishes that the proposed algorithm has a complexity which is either similar
or better than O(nk). Note that in practice, we have actually C(R) + rk(R) <
|var(R)| most of the time. Note also that this gain can be evaluated at compile time
(it depends on the rank and the calibre of a rule, both obtained by static analysis
of the rule, matter of Section 2).
4. Related Work
4.1. Reactants searching problem
To our knowledge, the problem of searching molecules to implement the chemical
model as a computing paradigm, has only been addressed through exhaustive search,
in particular in distributed settings, as studied in works like [14] in a shared memory
architecture, or more recently, in the architectural framework in [21].
Artificial chemistries [12] have emerged primarily to provide computing models
exhibiting interesting computational powers and artificial life models, for which the
main objective is to show the match between the model and real settings.
The area of membrane computing [23], which devises a computing model based
on the analogy of a set of possibly nested cells, is very similar to the chemical model
when sub-solutions are allowed. The problems addressed in this area are closer to
those of organic computing in general. Membrane computing consists mainly in de-
vising models exhibiting interesting computational powers. As stated in [23], the
problem of mapping such a model onto real computers is an open problem, would
it be in silico or using real organic systems. Consequently, researches pursued in
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this area did not actually tackle the problem. Nevertheless, interesting links be-
tween membrane systems and distributed computing are discussed in [9], specifically
about how distributed algorithms can help implement P-Systems. Still, the prob-
lem of searching reactants is not addressed in [9], which focuses on classic issues in
distributed systems such as mutual exclusion, and on how existing solutions to this
problem can be adapted to the context of membranes. A similar problem, namely
the allocation of multiple molecules in distributed settings, has been addressed in [6].
The present work is relevant for computing models based on multiset processing
allowing to have complex conditions on rules. In literature, models with conditions,
such as [2, 3, 10, 16] and models without conditions, such as [5, 23] have been pro-
posed.
4.2. Subgraph isomorphism problem
The subgraph isomorphism problem has been well documented [11] since the first al-
gorithm proposed by Ullman in 1976 [24], which was based on backtracking. In [19],
a decision tree is built, allowing the search for isomorphic subgraphs in polynomial
time, after a pre-treatment in exponential time. This work cannot be applied in our
case, as the pre-treatment would have to be made on the graph of the molecules,
which constantly changes depending on the reactions arising in the computation.
As shown in [18], it is possible to reformulate the subgraph isomorphism problem
as a Constraint Search Problem (CSP). The distributed version of CSP, disCSP [8],
is very close to the reactants searching problem. The disCSP problem is generally
treated through an exhaustive exploration of the nodes of the network [13, 27],
possibly with an optimisation using back-tracking [26].
5. Conclusion and Future Work
In this paper, we have shown that, through a static analysis of the reaction con-
ditions, concurrent multiset rewriting using a rule of arity k can be solved in a
time bounded by nrk(R)+C(R), with rk(R) + C(R) ≤ k, and we exhibited the PMJA
algorithm for this. For rules of rank 2, we were able to characterise the case of equal-
ity. An interesting point is that we are able to estimate the execution complexity at
compile time, which makes it possible to provide the programmer with optimisation
recommendations.
This work needs continuation at several levels. Firstly, there is a need to deal
with compilation. So far we have only presented the effective search of molecules
knowing the graph of the rule. We used arguments from logics to express that
compilation was indeed possible. It would be interesting to find efficient algorithms,
in particular to choose an optimal order of the variables in the rule. Choosing an
order for which the juncture is minimal can be done once, at compile time, while
providing guarantees on the complexity of the algorithm. However, the algorithm
is flexible and works regardless of the juncture. The complexity could be further
reduced by a finer choice of the order, with respect to the quantity of molecules for
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each variable. (Among several minimal junctures, prefer those for which the number
of actual molecules is minimised.)
Secondly, going further in the analysis of the reaction conditions could improve
these results. For example, many literals are of the form f(x)◦g(y) where x and y are
variables, f and g are functions to the same set E and ◦ is an order or equivalence
relation on E. In this case, the search can be improved, for example through the
sorting of the values of f(m) and g(n) for the suitable molecules m and n.
Finally, a planned work is the extension of this study to some practical aspects
of the chemical programming model, including the possibility to have multiple rules
in the solution, sub-solutions, and the higher order, that changes the behaviour of
the program at run time.
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