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ABSTRACT
ARIM A M odels for Forecasting Poisson Process Observations: Application to the
Volcanoes W orldwide
by
Heng-Wei Cheng
Dr. Chih-Hsiang Ho, Examination Committee Chair 
Professor o f Mathematical Sciences 
University o f Nevada, Las Vegas
A nonhomogeneous Poisson process (NHPP) is often appropriate for the 
modeling o f a series o f events that occur over time in a nonstationary fashion. A major 
difficulty with the NHPP is that it has infinitely many forms for the intensity function. In 
this thesis, we propose a linking bridge between a point process and the classical time 
series via a sequence o f  the empirical recurrence rates (ERR), calculated sequentially at 
equidistant time intervals. The distinctive technique is demonstrated with an ERR-plot, 
designed to fingerprint the temporal pattern o f a point process. M oreover, Autoregressive 
Integrated M oving Average (ARIMA) models are presented to find the best fitting model 
to forecast the intensity associated with the underlying NHPP. Valuable modeling and 
computing techniques are demonstrated using volcanic data. Specifically, we split each 
time series data set into two groups. The first set, called the training sample, is used to 
develop the candidate models. The remaining data, called prediction set, is used to further
111
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evaluate the reasonableness and predictive ability o f the candidate models. The 
information o f how the candidate models considered in the model selection phase fare 
with the new data (prediction set), will be evaluated to conclude the “best” model.
IV
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CHAPTER 1 
INTRODUCTION
Numerous probabilistic models are available for the purpose o f reliability and 
failure occurrence prediction. A widely accepted group o f these models are the class of 
nonhomogeneous Poisson processes (NHPP) where the total number o f failures expected 
is finite. The nonhomogeneous Poisson process arises naturally in reliability theory as the 
process that records the time periods and the number o f repairs that a minimally repaired 
system goes through. In other applications, the nonhomogeneous Poisson process is the 
process that records the number and the values o f records associated with a sequence of 
independent and identically distributed random lifetimes. Many authors have studied 
various facets o f the nonhomogeneous Poisson process. The nonhomogeneous Poisson 
process is also a common model in information management science for software 
reliability and reliability growth.
In this thesis, the nonhomgeneous Poisson process and empirical recurrence rate 
will be discussed in chapter 2. We then introduce the ARIMA model. Software called 
ITSM2000 will help us select an ARIMA model from the training sample. We will 
address the techniques in chapter 2. W e also use a technique involving splitting data into 
two sets: one is called the training sample, the other is called the prediction set, which is 
used to validate the prediction obtained from the training sample. The main focus o f the 
thesis will be on two techniques. First, we find the predicted number o f events by
1
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multiplying the empirical recurrence rate by the time duration. Second, we calculate the 
area under the predicted ERR curve, which is designed to calculate the correction-factor 
later. W e will compare these two techniques, which are obtained from the training 
sample, with the prediction set. In the cases o f overestimation and underestimation, we 
introduce the idea o f a correction-factor as a remedy for this problem. The criteria needed 
for data management will also be mentioned. In chapter 3, the techniques from the 
previous chapters will be put into practice. We will use various volcanic data sets for 
demonstration in this thesis. Three o f the sixteen decade volcanoes will be studied: 
Avachinsky, Vesuvius and Etna. Volcanic events in Yucca Mountain, Nevada, will also 
be studied.
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CHAPTER 2
THEORIES AND METHODS
2.1 Nonhomogeneous Poisson Process 
{X{t),  / > 0} is said to be a nonhomogeneous Poisson process with intensity function 
T(/) if:
1. %(0) = 0
2. {X{ t ) , t> Q )  has independent increments.
3. P[X{t  + h ) - X { t )  = \\ = ^{t)h + o{h)
Or. =
A
4. f[%(f + A)-% (0>2] = o(A)
Then P{X{t)  - n )  = --------------- , n > 0 ,  with mean function m(t) = f À{s)ds
n\ •'0
(Parzen, 1962, p. 162)
A nonhomogeneous Poisson process is a generalization o f an ordinary Poisson 
process where events occur randomly over time at the rate o f X events per unit time. The 
instantaneous failure rate X{t) , or intensity function at time t , is a nonnegative integrable 
function o f  time (Kuhl et ah, 1997). This is different from the homogeneous Poisson 
process failure probability. The intensity function, X { t ) , may depend on the time t o f the
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system. 7l(/) would decrease during the waning stage, and would increase during the 
developing phase o f the system. In the case when the intensity function, A (t), is constant 
for all t , the nonhomogeneous Poisson process would be reduced to the homogeneous 
Poisson process.
2.2 Empirical Recurrence Rates 
Let be the time o f the n ordered failures during an observation
period (tg ,0) , where 0 = present time. Then a discrete time series { z j  is generated 
sequentially at equidistant time intervals t^+h,  t ^ + lh ,  ... ,  ÎQ+£h, . . . ,  tQ+Nh{= 0 = 
present time). If  is the time-origin and h as the time-step, then z, can be regarded as 
the observation at time, t , for the volcanism to be modeled. A key parameter,
and most sought after by the modelers o f volcanic hazard and risk assessments, is the 
recurrence rate o f targeted volcanism worldwide. Therefore, a time series o f the empirical 
recurrence rates is proposed and is defined as follows:
z ^ - n ^ l  I h  = total number o f eruptions in , tg + Ih) / Ih ,
where i = \ ,  2, ..., N. N ote that evolves over time and it is simply the MLE o f the 
mean, if  the underlying process observed in + Ih)  is a simple Poisson process. The 
time-plot o f the empirical recurrence rate, or ERR-plot, offers the possibility o f further 
insights into the data. Also, starting at time T , that a value A > 1 is needed to be
predicted based on the sample observation (z ,, . . . ,  ẑ . ) o f an ERR time series. This
forecast is said to be made at origin T for lead time i t . In a regression situation, let X  
denote the time index, z the response values, and then use the fitted regression model to
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
obtain . However, a regression model assumes that the observations are independent
and this is not a reasonable assumption for a process that evolves over time. Thus the 
ARIMA class o f  models is introduced.
2.3 ARIMA Model
2.3.1 ARIMA Definition 
Autoregressive integrated moving average (ARIMA) models are mathematical 
models o f persistence, or autocorrelation, in a time series (Box et ah, 1976). ARIMA 
models allow us not only to uncover the hidden patterns in the data but also to generate 
forecasts and predict a variable’s future values from its past values.
ARIMA models can be expressed by a series o f equations. One subset o f ARIMA 
models is called autoregressive, or AR models. The name autoregressive refers to the 
regression on self. An AR model describes a time series as a linear function o f its past 
values plus a noise term . The order o f the AR model shows the number o f past values
included. The simplest AR model is the first-order autoregressive, or AR (1) model. The 
equation for this model is given by:
z, =(Z)Z,_, 4-g,,
where t = 1,2,..., A , z, is a stationary zero-mean time series. We can see that the AR (1) 
model has the form o f a regression model in which z, is regressed on its previous value, 
and the error term £•, is analogous to the regression residuals and represents a “white 
noise” (with mean 0 and variance ) process.
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The moving average (MA) model is another form of ARIMA model in which the 
time series is described as a linear function o f its prior errors plus a noise term . The
first-order moving average, or MA (1), model is given by z, = g, -  6" , where
t = 1, 2 , . . . ,  A  ; z, is a stationary zero-mean time series; e,, are the error terms at time
t and t-1; and G is the first-order moving average coefficient.
ARIMA modeling involves three stages. The first stage is to identify the model. 
Identification consists o f specifying the appropriate model (AR, MA, ARMA, or 
ARIMA) and order o f model. Identification is sometimes done by looking at plots o f the 
sample autocorrelation function (ACF) and sample partial autocorrelation function 
(PACF). Sometimes identification is done by an auto fit procedure -  fitting many 
different possible model structures and orders and using a goodness-of-fit statistic to 
select the best model.
The second stage is to estimate the order o f the model. At this stage, the 
coefficients are estimated, so that the sum o f squared residuals is minimized. We also 
check the standard error o f each coefficient to ensure that they are different from zero. If 
the coefficient is no different from zero, we set them to be zero.
The third stage is to check the model. This step is also called diagnostic checking. 
One o f the two important elements o f checking is to ensure that the residuals o f  the model 
are random and normally distributed; the other is to ensure that the estimated parameters 
are statistically significant. The fitting process is usually guided by the principle o f 
parsimony, by which the best model is one who has fewest parameters among all models 
that fit the data.
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2.3.2 Splitting Data and ERR Plotting 
It is impractical to collect new data to validate our predicted values. I f  the data set 
is large enough, the data is split into two sets; the first set, called the training sample, is 
used to develop a model for prediction; the second set, called the prediction set, is used to 
evaluate the reasonableness and predictive ability o f the selected model. This validation 
procedure is often called cross-validation. Cross-validation is the statistical practice of 
partitioning a sample o f data into subsets so that the analysis is initially performed on a 
single subset, while the other subset are retained for subsequent use in confirming and 
validating the initial analysis.
One o f  the techniques to construct an ERR plot is to establish a time table. In this 
thesis, some o f the data are either incomplete or have missing values. These missing dates 
are randomly generated from Minitab software. The techniques used to construct an ERR 
plot in this thesis are described below.
To find the time origin o f the point process, or , we calculate the inter-event 
times o f the eruptions (in days), namely, x, ,X2 ,X3 ,...v„_,.
X, = The time duration (in days) between the first and the second eruption 
= The time duration (in days) between the second and the third eruption
x,,_] = The time duration (in days) between the { n - \ Y '  and the n"' eruption 
n = The number o f eruptions
X,, X j, and x^ are calculated and the average was also calculated among these 3 
values. By subtracting this average in days from the first eruption date, we are able to
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
obtain the origin o f the time tg. In Excel, we put ^  in front o f the first eruption and 
choose the last date, 12-31-2006. .. are re-calculated with previously calculated
G as first date and the 12-31 -2006 as the last date.
X| = The time duration (in days) between and the first eruption
= The time duration (in days) between the first and the second eruption 
Xj = The time duration (in days) between the second and the third eruption
x„+, = The time duration (in days) between the n''‘ eruption and 12/31/2006 
n = The number o f eruptions.
Next, we find 7] :
Tj =  X,
T;. = x ,+ 7 ;.^ ,,i = 2, 3 ,4 , . . . ,n ,  
n = The number o f eruptions
= Number o f the days between and 12/31/2006. W e calculate the average
o fT :
-  T  
T = —  
n
In this thesis, we choose T  = A, or time-step unit, we can adjust A to make it an 
integer in years. One o f  the techniques to find an appropriate time-step unit is to find an 
T  T  T
A such that are integers. This will allow time-step unit in a time series plot to
A 1 , 2A — A 
2
be equal. By adjusting , we are able to make each time-step interval to be equal.
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W hen we decide the new in years, we need to adjust to reflect this change. 
The following techniques are used to achieve this:
(1) Y in e w )  is now = (number o f  years) x (365 days), where (number o f years) is divisible
by h , ~ h , 2 h .
(2) Next, we adjust tg, so that when we re-calculate x, and T. to obtain 7),, this value
= {new) . This can be done in Excel by trial-and-error with changing .
After setting tg , the number o f volcanic eruptions are counted within each time 
step unit and z values are calculated:
number o f events occured
z = -----------------------------------------------------------------
(time - step unit) x (number o f time - step unit)
or
z, = nfy/A = Total number o f failures in(0,/A)//A ,
Z values are plotted and the resulting plot is called an ERR (Empirical Recurrence 
Rates) plot. The procedures mentioned above are repeated for different values o f time- 
step units to produee several ERR plots.
2.3.3 Choosing Appropriate Data: Voleanoes Example 
The eruption dates o f deeade voleanoes are obtained from a website named 
Global Voleanism Program: http://www.volcano.si.edu/. However, not all eruption dates 
are present or reliable; some o f the data are missing the month, the day, or both eruption 
dates, while some eruptive events are reeorded as questionable data. It is important to 
choose an appropriate subset o f available voleanie data for our study. We are using the 
following guideline to ehoose a subset o f  each decade volcanoes’ eruption dates:
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(1) Volcanic Explosivity Index, or VEI, is a 0 to 8 index measure o f  magnitude o f an 
explosive volcanic eruption. The VEI uses several observable eruption events to assign a 
number, such as duration in hours o f an eruption or the volume o f  erupted materials. For 
our study, only eruptive events with VEI > 1 are extracted from the whole data set and 
put into exeel format for further analysis. However, if a majority o f eruptive events have 
a VEI value = 0 (> 50% of overall dataset), then the eruption dates with VEI = 0 are 
ineluded in the subset as well.
(2) If  an eruption date is entered with a questionable event, such as the eruption is 
uncertain, or eruption locality is uncertain; then as long as it has a VEI > 1, it is recorded 
into our subset o f the data for future analysis.
(3) If  majority o f the data (>40%) have missing dates but has a VEI > 1, a subset o f data 
are ehosen from these eruption dates to narrow down the number o f missing dates. At the 
same time, we do not want to cut down too much o f the data or lose valuable information.
(4) Deeade voleanoes with less than five eruptive events are not included in our study.
We do not have enough data for further analysis on these volcanoes.
(5) In this thesis, three voleanoes are ehosen to be analyzed: Avaehinsky in Russia, Etna 
in Italy, Vesuvius in Italy, and Yucca Mountain in Nevada, USA.
2.3.4 Obtaining ARIMA Model 
Our next study is concentrating on predicting the chances o f a voleanie event 
oecurring. A stationarized series is relatively easy to predict; we simply predict that its 
statistical properties will be the same in the future as they have been in the past. A 
stationary time series is one whose statistieal properties sueh as mean, varianee, 
autocorrelation, etc. are all constant over time. Through the use o f mathematieal
10
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transformation, we ean render our time series approximately stationary. In eases where 
the mean and variance o f a series are not well-defined, then neither is its correlations with 
other variables. There are three modeling stages o f predieting an event in our studies; 
transformation o f  data, observing the autoeorrelation funetion (ACF/PACF), and 
seleeting an appropriate ARIMA model.
Transformation o f data 
We use several transformations in order to produce data that can be suceessfully 
modeled as stationary time series (mean = 0).
(a) Box-Cox Transformation 
If the original observations are , the Box-Cox transformation
converts them to (T, ), (fy (T, ) ,  where:
-1 -, À ^ 0
T
log(y), T = 0
These transformations are useful when the variability o f the data inereases or 
decreases with the level. By suitable choice o f À , the variability ean be made nearly 
eonstant. For example, positive data whose standard deviation increases linearly with 
level, the variability ean be stabilized by ehoosing À = 0.
(b) Differeneing
Differencing is a data processing step, which attempts to de-trend to control 
autocorrelation and aehieve stationarity by subtraeting each datum in a series from its 
predecessor. For example, single differeneing is used to remove linear trends; double
1 1
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differencing is used to remove quadratic trend. To remove a seasonal component or trend 
o f period n from the series {X , }, we generate the transformed series:
or
By introdueing the lag-<i differencing operator , we ean eliminate seasonality
and trend o f period d  . The resulting series is now stationary with a zero mean. Normally, 
the correct amount o f differeneing is the lowest order o f differeneing that yields a time 
series which fluctuates around a well-defined mean value and whose autocorrelation 
function (ACF) plot decays fairly rapidly to zero, either from above or below. If  the time 
series has a long-term trend, or otherwise lacks a tendency to return to its mean value, or 
if  its autocorrelations are positive due to a high number o f lags, then it needs a higher 
order o f differeneing.
(e) Subtraeting the M ean
The term ARMA model is used in ITSM 2000 to denote a zero-mean ARMA 
process. To fit sueh a model to data, the sample mean o f the data should be small. Once 
the apparent deviations from stationarity o f  the data have been removed, we subtract the 
sample mean o f the transformed data from each observation to generate a series to which 
we then fit a zero-mean stationary model. Effectively, we are estimating the mean o f the 
model by the sample mean, and then fitting a zero-mean ARM A model to the mean- 
corrected transformed data. If  we know a priori that the observations are from a process 
with zero mean, then this process o f mean correction is omitted (Broekwell et ah, 2002, 
402).
12
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Observing ACF/PACF 
After the transformation, we check ACF/PACF and observe where ACF/PACF 
“cut o f f ’ the 95% C.L We use the lines cut o ff 95% C.l. as our guideline to find AR(p), 
MA(q) or, ARMA(p, q). For ARMA fitting it is desirable to have a sample ACF that 
decays fairly rapidly. I f  a sample ACF that is positive and slowly decaying, this suggests 
that the data may have a trend. A sample ACF with very slowly damped periodicity 
suggests the presence o f a periodic seasonal component. In either o f  these two cases, we 
might need to transform the data more before continuing.
Selecting Appropriate ARIMA Model and Forecasting 
By observing ACF/PACF, we ean obtain AR(p) and MA(q); where ACF 
eorresponds to M A(q) and PACF corresponds to AR(p). We can compare p and q using 
preliminary estimation and maximum likelihood estimation to obtain the maximum 
result. Also, by comparing the prediction from training sample with the predietion set, 
we can see whieh model has the closest value compared to the original data.
13
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CHAPTER 3 
APPLICATION
The Decade Volcanoes are volcanoes identified by the International Association 
o f Volcanology and Chemistry o f  the Earth’s Interior, or lAVCEL These volcanoes are 
being studied to aehieve a better understanding o f voleanoes, to reduee the easualty in 
ease a voleano eruption event takes plaee, and to build a foundation o f researeh on world­
wide active volcanoes.
The 16 Decade Volcanoes aceepted by the lAVCEI Sub-Commission are: 
Avaehinsky-Koryaksky in Kamchatka; Colima Volcano in Mexico; Mount Etna in Italy; 
Galeras Volcano in Colombia; M auna Loa in Hawaii; Merapi Volcano in Indonesia; 
N iragongo Voleano in Démocratie Republie o f  the Congo; Mount Rainier in Washington; 
Sakurajima Volcano in Japan; Santa M aria / Santiaguito Volcano in Guatemala; Santorini 
Volcano in Greece; Taal Voleano in Philippines; Teide Voleano in Canary Islands, Spain; 
Ulawun Voleano in Papua New Guinea; Unzen Voleano in Japan; and the Vesuvius 
Volcano in Italy. This volcanoes projeet was initiated as part o f the United Nations- 
sponsored International Deeade for Natural Disaster Reduetion. A volcano can be 
designated as a Decade Volcano if  it: (1) is a representative o f more than one volcanic 
hazard, such as tephra fall, pyroclastic flows, lahars, silicic lava flows, lava dome 
collapse, volcanic edifice instability, etc.; (2) is located in a populate area; (3) is
14
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accessible both physically and politically for study and local support is available; and (4) 
shows a recent geological activity. In this thesis, 3 o f the Decade Voleanoes are chosen to 
be analyzed: Avaehinsky in Russia, Etna and Vesuvius in Italy. Yucca M ountain from 
Nevada, Las Vegas, USA will also be used for comparison.
3.1 Avachinsky 
History o f Avachinsky 
Avachinsky volcano began to form 60-70,000 years ago in the far east o f  Russia. 
Avaehinsky has a horseshoe-shaped ealdera, whieh formed 30-40,000 years ago in a 
major landslide which covered an area o f 500 km^ south o f the voleano. Together with 
neighboring Koryaksky voleano, it has been designated as a Deeade Voleano, worthy o f 
particular study in light o f its history o f explosive eruptions and proximity to populated 
areas. A powerful explosive eruption about 6,400 years ago produced a large ealdera, 
inside which the presently active cone has grown. The volcano continues to experience 
frequent earthquakes, and many fumaroles exist near the summit. The temperature o f 
gases emitted at these fumaroles has been measured at over 400°C.
Analysis o f Avaehinsky 
Avaehinsky eruption data are obtained from Global Volcanism Program and put 
into Excel, only those with V EI> 1 are reeorded (Appendix Table A .l). The eruption 
dates with m issing months or days are generated from Minitab. x f s  are calculated and
the average o f  first 3 x, 'x is calculated. By subtracting the average o f first 3 x f s  from the 
first eruption date, we are able to obtain . We set the last date to be 12/31/2006 and re­
calculate X . ' s  and t f s  . We find T  and set it to be A , or time-step unit. For Avachinsky,
15
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we find that 7  »  15 years. We set our h to be 15 years, and we will do a time plot with 5 
years, 10 years, 15 years and 20 years as our time step units. But since our
=300.1973 years, it is not divisible by 15. So we need to find a number near 
300.1973 years that ean be divided by 15. In this ease, we ehoose 300 years. (300 
years) X (365 days) = 109500 days. W e adjust to refleet this change. Notice that our
new /g is 03/14/1707 and old tg is 01/01/1707. tg is adjusted so the day difference 
between tg and 12/31/2006 is now 109500 days, or 300 years (Appendix Table A .l).
Raw data are put into a dot plot to observe any possible trends.
A v a c h i n s k y
1707 1757 1807 1857 1907 1957 P r e s e n t
Figure 1 Dot plot o f raw data
It is clear that the dot plot has limited value in delivering the information behavior 
presented by the data.
16
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We further analyze Avachinsky by finding the number o f eruptions, which is 
counted within each time step unit (5 years, 10 years, 15 years and 20 years) and z values 
are calculated (Appendix Table A.2 ~ A .5). Z values are plotted, resulting in four ERR 
plots with four different time step units (Figure 2(a)).
We will use software called ITSM 2000 to do our prediction. W e used the ERR 
plot with time step = 5 years to build a model for prediction. To do this, we use the 
techniques mentioned in 2.3.4. Firstly, we drop the first six zeroes. Secondly, we split the 
data into two sets: training sample and prediction set. In this case, our training sample is 
the original data set excluding the last 5 points (Figure 2(b)). The prediction set will be 
the last 5 points. By using the criteria o f  selecting ARIMA model in 2.3, MA(1) appears 
to be a good model for forecasting Avachinsky. We can see that the residual plots do not 
“cut o f f ’ 95 % C.I. line (Figure 2(c), 2(d)).
Results
After we obtain the predicted values through ITSM2000 (Figure 2(e)), we 
compare the results with our actual values (Table A .l). We then find out the predicted 
cumulative events for each time step by multiplying time step by the predicted Z values 
and subtracting the total number o f events in training sample. W e compare this result 
with actual number o f events for each time step (Table A .l). W e can see that our 
predicted results are close to the actual number o f events.
Since the mean function o f an NHPP might be related to the area under the ERR 
curve, we find the area under our predicted ERR curve by using trapezoid technique:
Area under ERR curve 
= sum of the areas o f the trapezoids
17
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
^A(z, +Z2) + ̂ A(Zz +Z3) + ... + ̂ A(z,_2 +z,_|) + ̂ A(z,_, + z j
- h { ^ \  +2zz + ... + 2z„_i + z j
A (^z, + Z j + ... + z„^| + ^ z , J  (Gunti, 2007, p.28)
By comparing the value o f the areas with the predicted number o f events we 
obtained earlier, we can see these values are both close to the actual number o f events. 
However, we can see that the first method yields a larger value than the actual number o f 
events, which is an indication o f overestimation. The second method gives us a smaller 
value than the actual number o f  events, which is an indication o f underestimation. Here, 
we introduce the idea o f correction-factor, which might be able to improve our results.
Correction-Factor 
W e define the correction-factor as follows:
Correction factor 
= N um ber o f events / Area o f trapezoid 
= Number o f  events / A{t)
By using the formula above, we found out that the correetion-factor under training 
sample is 1.48205135 (Appendix Table.B). W e multiply the areas we calculated earlier 
by the correction-factor (Table A .l). As we can see the results are closer to the actual 
number o f events for step 1, 3, and 5. This is a good indication that the correction-factor 
is able to improve our result.
In this thesis, we suggest two methods to find the number o f events by using the 
predicted Z values from 1TSM2000. In method (1), we simply multiply Z values by the
18
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time step and subtract the total number o f events in training sample. In method (2), we 
use trapezoid technique to find the area under our prediction set. Then we multiply this 
value by the correction-factor we defined earlier. For Avachinsky, both methods appear 
to be useful. Next, we use the whole data set to do forecasting. The results are shown in 
Table A.2 and Figure 2(g).
With method (1), we find the predicted number o f  eruption o f Avachinsky for the 
next 25 years is approximately 2.892 times. By using method (2), we obtain a similar 
result o f 2.38132 times. By using these 2 numbers as the mean o f a Poisson distribution, 
w e can calculate the probability o f Avachinsky eruption for the next 25 years. In Table 
A .3, the probability o f  Avachinsky having zero eruption is 0.055465. And Avachinsky 
reaches the highest probability o f 0.231946 when n = 2, based on w = 2.892. Similar 
result is shown in Table A.4. To validate our results obtained from our methods, it is 
necessary to monitor the behavior o f Avachinsky volcano for future study.
19
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h = 5 years h = 10 y ears
0.07 0.07
g.OG 0 . 0 6
cO.05
u0.04
«003
'50.02
0.01
= 15 y e a n
0.07
0
h = 20 years
Figure 2(a) ERR plots o f Avachinsky with different time step units
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Series
.0700-
.0600—
.0500-
Training Sample
.0400-
.0300-
0200 -
.010 0 -
Figure 2(b) Training sample and prediction set o f  Avachinsky
R e s id u a l  A C F
r  I I I I I ' I I ' ' 1  I
Figure 2(c) Residual ACF after fitting MA(1)
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Figure 2(d) Residual PACF after fitting MA(1)
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MA(1) Actual
0.08
0 .0 7 -
0 .06 -
0 .05 - 0066
0.065
0.04- ,0.064
;0 063
& 0 3 - 10.062
10.061 i
0.0 2 - 0.06
0.01 - 0058
Time Step
0.00
Time Step
Figure 2(e) Predietion by using MA(1)
Step
Actual 
z values
Predicted 
z values
Actual M ethod (1)
Area under 
actual z
Area x CF
1 0.060714286 0.06229 0 0 . 4 4 1 2 0 0.306331 0.453999
2 0 . 0 6 3 1 5 7 8 9 5 0 . 0 6 3 3 3 1 1 . 0 4 9 0 5 0 . 6 1 6 0 1 2 0 . 9 1 2 9 6 1
3 0.062068966 0.06381 1 1 . 5 0 4 9 0 0.929079 1.376942
4 0 . 0 6 4 4 0 6 7 8 0.06485 2 2 . 1 3 0 7 5 1.245268 1 . 8 4 5 5 5 1
5 0.063333333 0.06532 2 2.59600 1.564618 2.318845
Table A .l Predictions o f Avachinsky (Training Sample)
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Figure 2(f) An illustration o f trapezoid technique
.0 100-
0 10 5030 40
Figure 2(g) Prediction by using MA(1)
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S t e p P r e d i c t i o n L a g P r e d i c t e d  N u m b e r  o f  E v e n t A r e a A r e a  x  C F
1 0 . 0 6 4 5 1 6 1 &67555 0.319608 0.46586
2 0 . 0 6 4 7 6 6 2 I I D & G 0.642783 0.93692
3 0 . 0 6 5 9 4 6 3 1 . 7 7 1 1 0.969533 1 . 4 1 3 1 8
4 0.06619 6 4 24808 1.299858 lj& W 6
5 0 . 0 6 7 3 6 6 5 2892 1.633733 2.38132
Table A.2 Predicted number o f  events in the next 25 years
n Probability n Probability
0 0 . 0 5 5 4 6 5 0 0.092428
1 0 . 1 6 0 4 0 5  , 1 0.220102
2 0.231946 2 0.262066
3 0.223596 3 0.208021
4 0 . 1 6 1 6 6 4 0 . 1 2 3 8 4 1
5 0.093504 5 0.058981
6 0 . 0 4 5 0 6 9 6 0.023409
7 0.01862 7 0.007963
8 0.006731 8 0.002370
9 0 . 0 0 2 1 6 3 9 0 . 0 0 0 6 2 7
1 0 0.000626 1 0 0 . 0 0 0 1 4 9
11 0 . 0 0 0 1 6 4 11 0 . 0 0 0 0 3 2
1 2 0 . 0 0 0 0 4 1 2 0.000006
1 3 0 . 0 0 0 0 0 9 1 3 0 . 0 0 0 0 0 1
1 4 0 . 0 0 0 0 0 2 1 4 0
1 5 0
A.3 A.4
Table A .3 -4  Calculation o f  probability for the next 25 years
3.2 Vesuvius 
History o f Vesuvius
A well-documented eruption o f the volcano Vesuvius, near Naples, Italy occurred 
24-25 August in AD 79. M any historical facts o f the AD 79 eruption come from two
25
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letters written by Pliny the Younger to the historian Cornelius Tacitus. Archaeologists 
and geologists have reconstructed the history o f this eruption using P liny’s letters as well 
as observations taken at Pompeii, Oplontis, and Herculaneum, cities that were destroyed 
by the eruption. Vesuvius had explosive eruptions prior to AD 79 (at 3,400, 8,000, and 
18,000 years). The last major eruption o f Vesuvius before AD 79 occurred in 1200 BC.
A strong local earthquake in AD 62 did extensive damage in Pompeii and in 
Herculaneum, which was still under repair in AD 79. On August 20th in AD 79, tremors 
again were felt in the region. Earthquakes occurred with increasing frequency during the 
next 4 days as magma moved up the feeder pipe o f the volcano. The eruption started on 
August 24* when, after minor phreatic eruptions, a high-sustained eruptive column rose 
convectively into the stratosphere reaching an estimated maximum height o f 32 km. The 
plinian phase o f the eruption lasted for about 18 hours, and during this period, Vesuvius 
produced about 2.6 km^. A thick layer o f pumice lapilli resulting from the column fallout 
covered a wide area south o f the volcano. This deposit reached its maximum thickness of 
280 cm at Pompeii; the deposit totally buried flat roofs and the lower parts o f buildings.
Prediction o f Vesuvius
For Vesuvius, we decide to use the ERR plot o f h = 10 years to do our prediction 
and forecasting. As we can see from Figure 3, dot plot o f Vesuvius gives us limited 
information about the behavior o f  Vesuvius. Dot plot is useful to identify the behavior o f 
certain events. But we are not able to see the trend o f Vesuvius in this case.
26
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Vesuvius
1 # •
•1 # i t f t  1 ...i — «-------,----------------:
1617 1682 1747 1812 1877 1942 Present
Figure 3 Dot plot o f raw data
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= 5  years
“ 0 ,12
Figure 4(a)
= 10 years
!
15 22
Figure 4(b)
= 15 years
% F 21 %
= 30 years
:0,12
:0,09
0,06
;o,o3
4
Figure 4(c) Figure 4(d)
Figures 4(a) ~ 4(d): ERR plots o f Vesuvius with different time step units
Now we delete the last five points to create a training sample:
28
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h = 10 years
%
Figure 4(e) ERR plot o f h = 10 years after dropping one zero and last 5 points
After trial-and-error, we find that by using Box-Cox transformation (A = 0), 
differencing at lag = 1 twice and subtract the mean yields the most suitable results. By 
observing ACF/PACF o f the transforming data, we suspect that MA(1), AR(1), and 
ARM A(1, 1) can be used for our prediction.
/ \
Figure 5(a) ERR plot with 5 prediction points by using AR(1)
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R esidual ACF
Figure 5(b) Residual ACF plot by using AR(1)
R esidual PACF
10 15 20 25 30 35
Figure 5(c) Residual PACF plot by using AR(1)
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Both residual ACF and PACF plots (5(b) ~ 5(c)) indicate that AR(1) is an 
appropriate model for predicting V esuvius’ eruptions.
. 1000 -
.0900-
,0800-i
.0700
/
.0600
.0500
15 20 3525 305 10
Figure 6(a) ERR plot with 5 prediction points by using MA(1)
R esid u al ACF
10 15 20 25 30 35
Figure 6(b) Residual ACF plot by using MA(1)
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.40-
Residual PACF
35
Figure 6(e) Residual PACF plot by using MA(1)
Based on the Residual plots (6(b) ~ 6(c)), MA(1) is another appropriate model for 
predicting V esuvius’ behavior.
R e s i d u a l  A C F
Figure 7(a) Residual ACF plot by using ARMA(1, 1)
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R esid u al PACF
Figure 7(b) Residual PACF plot by using ARMA(1, 1)
We see lines cut o ff 95% C.I. in figure 7(a) and 7(b). This is an indication o f  large 
residuals. This makes ARM A(1,1) to be an inappropriate model when we do the 
prediction. The residual plots show that AR(1) and MA(1) are better models than 
ARMA(1, 1). Next, we decide which model yields the closest value by comparing 
prediction value from the training sample with the prediction set.
K Forecasted
AR(1)
Models
MA(1)
Actual
1 0.07602 0 . 0 7 5 5 0 0.07714286
2 0 . 0 7 2 1 1 0 . 0 7 1 0 4 0 . 0 7 5 0 0 0 0 0
3 0.06768 0 . 0 6 6 1 7 0.07297297
4 0.06289 0 . 0 6 1 0 0 0.07105263
5 0.05783 0.05567 0 . 0 6 9 2 3 0 7 7
Table B .l Comparison o f  predicted values and actual values for Vesuvius
33
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Actual
0.12
0.10
CO
0.08
0.10
0.08= 0.06
e  0.06
K 0.04.2 0.04
0.02
UJ 0.00
0.02
Lag
0.00
Lag
Figure 8(a) ERR plot o f predicted values and actual values
We can see that AR(1) is a better model compared to MA(1), since the predietion 
Z values o f AR(1) are closer to the actual ones. After we choose the best model for 
predietion, we need to do model diagnosis to see if  AR(1) model actually makes sense. 
Next, we use the same two techniques when we analyze the result o f  Avachinsky to 
analyze Vesuvius. And the results are shown in Table B.2. Then we use the whole data 
set to do forecasting, and the results are shown in Table B.3.
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Step
Actual z 
values
Predicted 
z values Actual
Predicted number 
o f events
Area under 
actual Z Area x CF
1 0 . 0 7 7 1 4 3 0 . 0 7 6 0 2 0 - 0 . 3 9 3 0 . 7 8 2 7 7 3 0 . 7 7 3 5 9 3
2 0 . 0 7 5 0 0 0 0 . 0 7 2 1 1 0 - 1 . 0 4 0 4 1 . 5 4 3 4 8 7 1.525385
3 0 . 0 7 2 9 7 3 0 . 0 6 7 6 8 0 -1.9584 2.283352 2.256573
4 0 . 0 7 1 0 5 3 0.06289 0 - 3 . 1 0 1 8 3.003480 2.968255
5 0 . 0 6 9 2 3 1 0 . 0 5 7 8 3 0 - 4 . 4 4 6 3 3 . 7 0 4 8 9 7 3 . 6 6 1 4 4 6
Table B.2 Predictions o f Vesuvius (Training Sample) by using AR(1) 
Correetion-factor
= (Number o f  eruptions before the predicting period) / (Area under the curve)
= 0.98827189 (Appendix Table. E)
The correction-factor appears to have little impact on the final result. But with 
correction-factor being less than 1, we are able to improve our results slightly and make 
them closer to the actual number o f events, which is zero.
Next, by using AR(1) model on the full data set:
/."
Figure 8(b) ERR plot with 5 predictions by using AR(1)
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Step Prediction Lag
Predicted 
Number o f 
Event
Area
Correction-Factor 
(Appendix Table.F) Area x  CF
1 0 . 0 6 6 6 7 4 0 - 0 . 3 3 2 0 . 6 7 9 5 0 4 0 . 8 7 0 2 5 7 0.591343
2 0 . 0 6 3 7 1 4 1 -0.8789 1 . 3 3 1 4 0 4 1 . 1 5 8 6 6 4
3 0 . 0 6 0 3 3 4 2 - 1 . 6 6 1 4 1 . 9 5 1 6 0 4 1.698397
4 0 . 0 5 6 6 4 4 3 - 2 . 6 4 4 8 2 . 5 3 6 4 5 4 2.207367
5 0 . 0 5 2 7 2 4 4 -3.8032 3.083254 2.683224
Table B.3 Predicted number o f events in the next 50 years
Result
W e notice that the predicted numbers o f  events, which are calculated by using
27
method 1, are negative. This is due to the lowest Z value that can be i s -----------. For step
10 X lag
27
1 in our predietion, the lowest Z value that can be i s  = 0.0675 . We see that our
10x40
result is 0.06451, which is smaller than 0.0675. Sinee these values are negative, this 
method appears to be less useful for Vesuvius. In both Table B.2 and Table B.3, we can 
see method(2), the trapezoid technique along with correction-factor, gives us a better 
result than method (1). Our results do not equal to zero, which is the actual number of 
events for each time step. But, with correction-factor, we are able to make our values 
closer to zero.
3.3 Yucca Mountain
In the N uclear Waste Policy Act o f  1982, the US Congress directed the Department 
o f Energy (DOE) to investigate potential sites for the location o f an underground 
geologic repository to contain the growing volume o f high-level radioactive waste. In
36
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1987, Congress amended the Act, directing DOE to study only Yucca M ountain (YM), 
Nevada, USA. As the first US DOE nuclear program subject to external regulation, the 
YM Site Characterization Project is one o f the most closely reviewed programs ever 
undertaken by the federal government.
The following application is motivated by the recent developments in connection with 
the studies o f  volcanie risk to the proposed high-level radioactive waste repository at 
YM. W e commence the investigation with an YM database containing 33 dates (Smith et 
ah, 2002, and references therein). Quaternary events [1.6 Ma, 0) in the YM region 
include:
(1) 0.08 Ma Center: Lathrop Wells
(2) 0.4 Ma Centers (2 events): Sleeping Butte Cones
(3) 0.9 Ma Centers (2 events): Little Cone
(4) 1.0 Ma Center: Black Cone
(5) 1.0 Ma Center: Red Cone
(6) 1.2 Ma Center: Northern Cone
Pliocene voleanic events [5.3 Ma, 1.6 Ma) in the YM region include:
(1) 2.7 Ma Center: Buckboard Mesa
(2) 3.7 Ma Centers (2 events): Plioeene Crater Flat
(3) 3.7 Ma Centers (5 events): Aeromagnetic buried centers
(4) 4.8 Ma Center: Thirsty M esa
Post-12-M a events [12 Ma, 5.3 Ma) in the YM region include:
(1) 6.8 Ma Centers (2 events): Basalt o f Nye Canyon
(2) 7.2 M a Centers (2 events): Basalt o f Nye Canyon
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(3) 8.0 M a Center: Basalt o f Roeket Wash
(4) 8.5 Ma Centers (2 events); Basalt o f Paiute Ridge
(5) 8.7 Ma Center: Basalt o f  Scarp Canyon
(6) 8.8 M a Center: Basalt o f  Pahute Mesa
(7) 9.0 Ma Center: Basalt o f Pahute Mesa
(8) 9.1 Ma Center: Basalt o f  Pahute Mesa
(9) 10.0 Ma Center: Solitario Canyon Dike
(10) 11.0 Ma Center: Jackass Flat basalt
(11) 11.0 Ma Center: SE Crater Flat basalt
(12) 11.2 Ma Center: Jackass Flat basalt
(13) 11.2 Ma Center: SE Crater Flat basalt
0 20 40 DO
Figure 9(a) ERR plot o f Yucca Mountain
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A fter the ERR plot is differencing at lag 2 once and lag 1 once, mean-corrected, we fit 
MA(2) into the model:
Residual ACF
.40
; J
-.80
-10O-
Figure 9(b) Residual ACF o f Yucca Mountain
Residual PACF
' I I ' I I ' '
40
Figure 9(c) Residual PACF o f  Yucca Mountain
39
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3.5E06-
3,0606-
26606-
50E-07
-DO
Figure 9(d) Prediction o f Yucca Mountain by using MA(2)
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Figure 9(e) Prediction o f Yucca Mountain (Liu, 2007)
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Step
Actual z 
values
Predicted z 
values Actual
Predicted number 
o f events
Area under 
actual z
Area x 
CF
1 0 . 0 0 0 0 0 2 5 2 1 6 0 . 0 0 0 0 0 2 4 3 1 4 2 0.98854 0 . 2 4 7 2 7 0 0 . 2 5 3 4 1 4
2 0 . 0 0 0 0 0 2 6 1 8 7 0.0000024836 4 ljfi6 3 2 0.504282 0 . 5 1 6 8 1 2
3 0 . 0 0 0 0 0 2 6 5 5 0 0.0000024252 4 1 . 4 0 4 7 6 0 . 7 6 7 9 6 5 0 . 7 8 7 0 4 7
4 0 . 0 0 0 0 0 2 6 3 1 7 0 . 0 0 0 0 0 2 3 6 7 6 4 0 . 9 9 0 6 4 1 . 0 3 2 3 0 1 1 . 0 5 7 9 5 1
5 0 . 0 0 0 0 0 2 6 0 8 8 0 . 0 0 0 0 0 2 3 1 0 6 4 0 . 5 7 1 9 1.294328 1.326489
6 0 . 0 0 0 0 0 2 6 4 3 3 0 . 0 0 0 0 0 2 2 5 4 3 4 0J4988 1.556935 1.595622
7 0 . 0 0 0 0 0 2 6 7 7 7 0.0000021986 6 -0.27638 1.822986 1.868284
8 0 . 0 0 0 0 0 2 7 1 2 0 0 . 0 0 0 0 0 2 1 7 9 0 6 -0.2878 2 . 0 9 2 4 7 1 2 . 1 4 4 4 6 5
9 0 . 0 0 0 0 0 2 7 1 7 0 0 . 0 0 0 0 0 2 1 5 9 6 6 -0.30076 2.363920 2.422658
1 0 0 . 0 0 0 0 0 2 7 5 0 0 0.0000021405 7 -0.314 2.637269 2.702800
Table C.I Prediction o f Yucca Mountain
Step Prediction Area Correction-Factor M odified Area
1 0.0000028023 2.69524703 1.178281755 3 . 1 7 5 7 6 0 4 0 0
2 0 . 0 0 0 0 0 2 8 3 7 0
3 0.0000027928
4 0 . 0 0 0 0 0 2 7 4 9 0
5 0 . 0 0 0 0 0 2 7 0 5 8
6 0.0000026631
7 0.0000026209
8 0.0000025792
9 0.0000025581
1 0 0.0000025385
Table C.2 Calculation o f m(t) for Yucca Mountain (h = 0.1 m.y)
For Yucca M ountain, we can see that method 2 o f finding predicted values is 
more useful than method 1, as method 1 is heavily depending on the z values. As we can 
see step 7 -10 , there is a sign o f underestimation. But overall Yucca Mountain ERJl plot 
appears to have a constant intensity function, which gives us a correction factor « 1.
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3.4 Etna
M ount Etna is an active volcano on the east coast of Sicily, close to M essina and 
Catania. It is the largest active volcano in Europe, currently standing about 3,326 m 
(10,910 ft) high, though it should be noted that this varies with summit eruptions; the 
mountain is 21.6 m (71 ft) lower now than it was in 1865. It is the highest mountain in 
Italy south o f the Alps. Etna covers an area o f 1190 km^ (460 square miles) with a basal 
eireumference o f  140 km. This makes it by far the largest o f the three active volcanoes in 
Italy, being nearly three times the height o f the next largest. Mount Vesuvius.
M ount Etna is one o f the most active volcanoes in the world and is in an almost 
constant state o f  eruption. Although it can occasionally be very destructive, it is not 
generally regarded as being particularly dangerous, and thousands o f people live on its 
slopes and in the surrounding areas. The fertile volcanic soils support extensive 
agriculture, with vineyards and orchards spread across the lower slopes o f the mountain 
and the broad Plain o f  Catania to the south. Due to its history o f recent activity and 
nearby population. Mount Etna has been designated a decade volcano by the United 
Nations.
One o f the most dramatic eruptions o f Etna was in 1669. Earthquakes began on 
February 25 and caused great damage in Nicolosi, about 6 miles (10 km) South and East 
o f Catania. The eruption began on March 11 as a 7 mile (12 km) fissure opened from near 
Nicolosi to Mt. Frumento Supino, 1 mile (2 km) from the summit. Several more vents 
formed. On April 12 flows arrived at the walls o f Catania. Lava rose to the top o f  the wall 
and cascaded over. Lava also knocked over a section that was 120 feet (40 m) long. Large
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parts o f the town were destroyed. Lava reached the sea on April 23. The eruption stopped 
on July 15.
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Figure 10(a) ERR plots o f Etna with different lags
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Figure 10(b) Box-Coxed, Differencing once, M ean-corrected ERR plot o f Etna
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Figure 10(c) Prediction by using AR(6)
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Step
Actual 
z values
Predicted 
z values
Actual Predicted 
number o f  events
Area under 
actual z
Area x CF 
(Appendix I)
1 0.283688 0.27993 3 1 . 4 1 0 3 9 0.843389 1.663380
2 0 . 2 9 1 0 8 0 0 . 2 8 2 1 5 7 3 . 1 9 5 9 1 . 7 0 5 5 4 1 3.363764
3 0 . 3 0 0 6 9 9 0 . 2 8 4 9 4 1 2 5.23926 2.593209 5 . 1 1 4 4 7 5
4 0 . 3 0 7 8 7 0 0.28698 1 6 6.97536 3.506064 6.914858
5 0 . 3 1 2 6 4 4 0.28815 1 9 8.34525 4.436835 8.750578
6 0.317352 0.28959 2 2 9.84042 5.381828 1 0 . 6 1 4 3 4 7
7 0 . 3 1 5 1 9 3 0 . 2 9 1 1 4 2 2 1 1 . 3 9 2 7 4 6 . 3 3 0 6 4 4 12.485656
8 0.313063 0.29235 22 128034 7.273028 1 4 . 3 4 4 2 7 9
9 0 . 3 1 9 9 1 1 0.29356 2 6 1 4 . 2 2 1 3 2 8.222488 1 6 . 2 1 6 8 5 9
1 0 0.328889 0JWW6 3 1 1 5 . 7 3 2 9.195688 1 8 . 1 3 6 2 5 7
Table D Predictions o f Etna (Training Sample) by using AR(6)
As we can see from the table above, both method (1) results and method (2) 
results appear to be quite different from the actual number o f events. Even with 
correction-factor in method (2), which gives a better result compared to method (1), the 
results « 18 is still different from actual num ber = 31. This is due to the rapidly 
increasing o f E tna’s intensity function. We stop at this step, since neither o f the methods 
work, and the forecasting will give us little credibility.
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CHAPTER 4 
CONCLUSIONS
In conclusion, we are able to find suitable ARIMA models for Avachinsky, 
Vesuvius, and Yucca Mountain, by using the techniques from chapter 2. W e calculate the 
area under the ERR plot, which is used to find correction-factor. Then we introduce two 
methods to do the prediction and forecasting. Method (1) is to multiply the Z values by 
the time step to get the predicted number o f events. And method (2) is to use the 
trapezoid area formula to calculate the area below the ERR curve. Then we multiply this 
number by the correction-factor for modification. Overall, for Avachinsky, Vesuvius, and 
Yucca M ountain, method (2) yields a better result than method (1). With the idea o f 
correction-factor, we are able to modify our overestimated and underestimated 
predictions for these three volcanoes. This allows us to forecast future volcanic events 
among these volcanoes with the full data set. However, there is one weakness in this 
approach. The correction-factor appears not to be useful for models such as the Etna 
volcano, which has a rapidly increasing or decreasing intensity function. From the results 
o f the Etna volcano, the actual number o f  events in the prediction set is different from the 
area under the predicted curve. Even with the correction-factor, the difference between 
these two values is great. But Etna volcano gives us a good idea when the correction- 
factor plays an important role. For the Etna volcano, we can see that the actual number o f 
events in our prediction set does not equal to the correction-factor x the area under the
46
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
prediction set. This is due to the rapidly increasing o f intensity function o f Etna, which 
proves this topic needs further studying. The intensity function and the mean function o f 
a nonhomogeneous process play a key role for forecasting events. And with the idea o f 
the correction-factor, we can make our results more accurate.
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APPENDIX
Avachinsky 
Eruption Dates
Days Between 
Eruptions (Xi) Ti
03/14/1707' 11121 11121
08/24/1737 12872 23993
11/20/1772 2398 26391
06/15/1779 17543 43934
06/27/1827 :#5 44229
04T7T828 8623 52852
11/26/1851 756 53608
12/21/1853 235 53843
08/13/1854 288 54131
5/28/1855 8381 62512
05W8T878 1271 63783
10/30/1881 4745 68528
10/27/1894 2444 70972
07/07/1901 2948 73920
08/02/1909 6081 80001
03/27/1926 4362 & #63
03/06/1938 2548 86911
0225T 945 16758 103669
01/13/1991 3W8 107587
10/05/2001 1913 109500
12/31/2006
Table AT
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Time Step 
Unit: 5 Years
Count Annual Rate Time Step 
Unit: 5 Years
Count Annual Rate
1825 0 0 56575 9 0.05806452
3650 0 0 58400 9 0.05625000
5475 0 0 60225 9 0.05454545
7300 0 0 62050 9 0.05294118
9125 0 0 63875 11 0.06285714
10950 0 0 65700 11 0.06111 111
12775 1 0.02857143 67525 11 0.05945946
14600 1 0.02500000 69350 12 0.06315789
16425 1 0.02222222 71175 13 ' 0.06666667
18250 1 0.02000000 73000 13 0.06500000
20075 1 0.01818182 74825 14 0.06829268
21900 1 0.01666667 76650 14 0.06666667
23725 1 0.01538462 78475 14 0.06511628
25550 2 0.02857143 80300 15 0.06818182
27375 3 0.04000000 82125 15 0.06666667
29200 3 0.03750000 83950 15 0.06521739
31025 3 0.03529412 85775 16 0.06808511
32850 3 0.03333333 87600 17 0.07083333
34675 3 0.03157895 89425 17 0.06938776
36500 3 0.03000000 91250 17 0.06800000
38325 3 0.02857143 (%075 17 0.06666667
40150 3 0.02727273 94900 17 0.06538462
41975 3 0.02608696 9&%5 17 0.06415094
43800 3 0.02500000 98550 17 0.06296296
45(%5 5 0.04000000 100375 17 0.06181818
47450 5 0.03846154 102200 17 0.06071429
49275 5 0.03703704 104025 18 0.06315789
51100 5 0.03571429 105850 18 0.06206897
52!M5 6 0.04137931 107675 19 0.06440678
54750 9 0.06000000 109500 19 0.06333333
Table A.2
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Time Step 
Unit: 10 Years
Count Annual Rate Time Step 
Unit: 15 Years
Count Annual Rate
3650 0 0 5475 0 0
7300 0 0 10950 0 0
10950 0 0 16425 1 0.02222222
14600 1 0.02500000 21900 1 0.01666667
18250 1 0.02000000 27375 3 0.04000000
21900 1 0.01666667 32850 3 0.03333333
25550 2 0.02857143 38325 3 0.02857143
29200 ■ 3 0.00000000 43800 3 0.02500000
32850 3 0.03333333 49275 5 0.03703704
36500 3 0.03000000 54750 9 0.06000000
40150 3 0.02727273 60225 9 0.05454545
43800 3 0.02500000 65700 11 0.06111 111
47450 5 0.03846154 71175 13 0.06666667
51100 5 0.03571429 7&%0 14 0.06666667
54750 9 0.06000000 82125 15 0.06666667
58400 9 0.05625000 87600 17 0.07083333
62050 9 0.05294118 93075 17 0.06666667
65700 11 0.06111 111 98550 17 0.06296296
69350 12 0.06315789 104025 18 0.06315789
73000 13 0.06500000 109500 19 0.06333333
76650 14 0.06666667
80300 15 0.06818182 T a b le  A .4
83950 15 0.06521739
87600 17 0.07083333
91250 17 0.06800000
94SW0 17 0.06538462
98550 17 0.06296296
102200 17 0.06071429
105850 18 0.06206897
109500 19 0.06333333
T ab le  A .3
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Time Step 
Unit: 20 Years
Count Annual Rate
7300 0 0
14600 1 0.02500000
21900 1 0.01666667
29200 3 0.03750000
36500 3 0.03000000
43800 3 0.02500000
51100 5 0.03571429
58400 9 0.05625000
65700 11 0.06111111
73000 13 0.06500000
80300 15 0.06818182
87600 17 0.07083333
94900 17 0.06538462
102200 17 0.06071429
109500 19 0.06333333
Table A .5
Table A. 1 ; Avachinsky eruption dates
Table A.2 ~ A .5; Table o f annual rates with different time steps = 5 years, 10 
years, 15 years, and 20 years
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Time Step
Unit: 5 
Years
Count Annual Rate Annual 
Rate Area
Time Step
Unit: 5 
Years
Count Annual Rate
Annual 
Rate Area
1825 0 0 0 56575 9 0.05806452 0.05806452
3650 0 0 0 58400 9 0.05625000 0.05625000
5475 0 0 0 60225 9 0.05454545 0.05454545
7300 0 0 0 62050 9 0.05294118 0.05294118
9125 0 0 0 63875 11 0.06285714 0.06285714
10950 0 0 0 65700 11 0.06111111 0.06111 111
12775 1 0.02857143 0.01428571 67525 11 0.05945946 0.05945946
14600 1 0.02500000 0.02500000 69350 12 0.06315789 0.06315789
1&%5 1 0.02222222 0.02222222 71175 13 0.06666667 0.06666667
18250 1 0.02000000 0.02000000 73000 13 0.06500000 0.06500000
20075 1 0.01818182 0.01818182 74825 14 0.06829268 0.06829268
21900 1 0.01666667 0.01666667 76650 14 0.06666667 0.06666667
23725 1 0.01538462 0.01538462 78475 14 0.06511628 0.06511628
25550 2 0.02857143 0.02857143 80300 15 0.06818182 0.06818182
27375 3 0.04000000 0.04000000 82125 15 0.06666667 0.06666667
29200 3 0.03750000 0.03750000 83950 15 0.06521739 0.06521739
31025 3 0.03529412 0.03529412 85775 16 0.06808511 0.06808511
32850 3 0.03333333 0.03333333 87600 17 0.07083333 0.07083333
34675 3 0.03157895 0.03157895 89425 17 0.06938776 0.06938776
36500 3 0.03000000 0.03000000 91250 17 0.06800000 0.06800000
38325 3 0.02857143 0.02857143 93075 17 0.06666667 0.06666667
40150 3 0.02727273 0.02727273 94900 17 0.06538462 0.06538462
41975 3 0.02608696 0.02608696 96725 17 0.06415094 0.06415094
43800 3 0.02500000 0.02500000 98550 17 0.06296296 0.06296296
45625 5 0.04000000 0.04000000 100375 17 0.06181818 0.03090909
47450 5 0.03846154 0.03846154 102200 17 0.06071429
4%U5 5 0.03703704 0.03703704 104025 18 0.06315789
51100 5 0.03571429 0.03571429 105850 18 0.06206897
52925 6 0.04137931 0.04137931 107675 19 0.06440678
54750 9 0.06000000 0.06000000 109500 19 0.06333333
Area Sum
Correction
Factor
1 1.4705877 
1.48205135
Table B: Calculation o f area and correction-factor under Avachinsky ERR plot (h = 5 
years) by using trapezoid technique (training set)
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Time Step
Unit: 5 
Years
Count Annual Rate Annual Rate 
Area
Time Step
Unit: 5 
Years
Count Annual Rate Annual Rate 
Area
1825 0 0 0 56575 9 0.05806452 0.05806452
3650 0 0 0 58400 9 0.05625000 0.05625000
5475 0 0 0 60225 9 0.05454545 0.05454545
7300 0 0 0 62050 9 0.05294118 0.05294118
9125 0 0 0 63875 11 0.06285714 0.06285714
10950 0 0 0 65700 11 0.06111111 0.06111 111
12775 1 0.02857143 0.01428571 67525 11 0.05945946 0.05945946
14600 1 0.02500000 0.02500000 69350 12 0.06315789 0.06315789
16425 1 0.02222222 0.02222222 71175 13 0.06666667 0.06666667
18250 1 0.02000000 0.02000000 73000 13 0.06500000 0.06500000
20075 1 0.01818182 0.01818182 74825 14 0.06829268 0.06829268
21900 1 0.01666667 0.01666667 76650 14 0.06666667 0.06666667
23725 1 0.01538462 0.01538462 78475 14 0.06511628 0.06511628
25550 2 0.02857143 0.02857143 80300 15 0.06818182 0.06818182
27375 3 0.04000000 0.04000000 82125 15 0.06666667 0.06666667
29200 3 0.03750000 0.03750000 83950 15 0.06521739 0.06521739
31025 3 0.03529412 0.03529412 85775 16 0.06808511 0.06808511
32850 3 0.03333333 0.03333333 87600 17 0.07083333 0.07083333
34675 3 0.03157895 0.03157895 89425 17 0.06938776 0.06938776
36500 3 0.03000000 0.03000000 91250 17 0.06800000 0.06800000
38325 3 0.02857143 0.02857143 93075 17 0.06666667 0.06666667
40150 3 0.02727273 0.02727273 94900 17 0.06538462 0.06538462
41975 3 0.02608696 0.02608696 96725 17 0.06415094 0.06415094
43800 3 0.02500000 0.02500000 98550 17 0.06296296 0.06296296
45625 5 0.04000000 0.04000000 100375 17 0.06181818 0.06181818
47450 5 0.03846154 0.03846154 102200 17 0.06071429 0.06071429
49275 5 0.03703704 0.03703704 104025 18 0.06315789 0.06315789
51100 5 0.03571429 0.03571429 105850 18 0.06206897 0.06206897
52925 6 0.04137931 0.04137931 107675 19 0.06440678 0.06440678
54750 9 0.06000000 0.06000000 109500 19 0.06333333
Area Sum
Correction
Factor
0.03166667
13.03520616
1.45759106
Table C: Calculation o f  area and correction-factor under Avachinsky ERR plot 
(h = 5 years) by using trapezoid technique (full model)
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Vesuvius 
Eruption Dates
Days Between 
Eruptions (Xi) Ti
04/04/1617 5368 5368
12/15/1631 2025 7393
07/01/1637 6M3 13476
02/25/1654 10395 23871
08/12/1682 1148 25019
10/03/1685 3954 28973
07/31/1696 411 29384
09/15/1697 1384 30768
07/01/1701 2601 33369
08/14/1708 5865 39234
09/04/1724 3034 42268
12/25/1732 3536 45804
08/31/1742 804 46608
11/12/1744 7098 53706
04/19/1764 2128 55834
02/15/1770 4932 60766
08/18/1783 4543 65309
01/25/1796 10385 75694
07/02/1824 3863 79557
01/29/1835 2426 81983
09/20/1841 4833 86816
12/14/1854 370 87186
12/19/1855 2975 90161
02/10/1864 2496 92657
12/11/1870 U 37 93794
01/21/1874 696 9 4 # 0
12/18/1875 13713 108203
07/05/1913 34147 142350
12/31/2006
Table D .l
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Time Step 
Unit: 5 Years
Count Annual Rate Time Step 
Unit: 5 Years
Count Annual Rate
1825 0 0 73000 17 0.08500000
3650 0 0 74825 17 0.08292683
5475 1 0.06666667 76650 18 0.08571429
7300 1 0.05000000 78475 18 0.08372093
9125 2 0.08000000 80300 19 0.08636364
10950 2 0.06666667 82125 20 0.08888889
12775 2 0.05714286 83950 20 0.08695652
14600 3 0.07500000 85775 20 0.08510638
16425 3 0.06666667 87600 22 0.09166667
18250 3 0.06000000 89425 22 0.08979592
20075 3 0.05454545 91250 23 0.09200000
21900 3 0.05000000 93(^5 24 0.09411765
23725 3 0.04615385 94!W0 26 0.10000000
25550 5 0.07142857 96725 26 0.09811321
27375 5 0.06666667 98550 26 0.09629630
29200 6 0.07500000 100375 26 0.09454545
31025 8 0.09411765 102200 26 0.09285714
32850 8 0.08888889 104025 26 0.09122807
3 * # 5 9 0.09473684 105850 26 0.08965517
36500 9 0.09000000 107675 26 0.08813559
38325 9 0.08571429 109500 27 0.09000000
40150 10 0.09090909 111325 27 0.08852459
41975 10 0.08695652 113150 27 0.08709677
43800 11 0.09166667 114975 27 0.08571429
45625 11 0.08800000 116800 27 0.08437500
47450 13 0.10000000 118625 27 0.08307692
49275 13 0.09629630 12&UW 27 0.08181818
51100 13 0.09285714 122275 27 0.08059701
52925 13 0.08965517 124100 27 0.07941176
54750 14 0.09333333 125925 27 0.07826087
56575 15 0.09677419 127750 27 0.07714286
58400 15 0.09375000 129575 27 0.07605634
60:%5 15 0.09090909 131400 27 0.07500000
62050 16 0.09411765 133225 27 0.07397260
63875 16 0.09142857 135050 27 0.07297297
65700 . 17 0.09444444 136875 27 0.07200000
67525 17 0.09189189 138700 27 0.07105263
69350 17 0.08947368 140525 27 0.07012987
71175 17 0.08717949 142350 27 0.06923077
Table D.2
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Time Step 
Unit: 10 Years
Count Annual Rate Time Step 
Unit: 15 Y ears
Count Annual Rate
3650 0 0 5475 1 0.06666667
7300 1 0.05000000 10950 2 0.06666667
10950 2 0.06666667 16425 3 0.06666667
14600 3 0.07500000 21900 3 0.05000000
18250 3 0.06000000 27375 5 0.06666667
21900 3 0.05000000 32850 8 0.08888889
25550 5 0.07142857 38325 9 0.08571429
29200 6 0.07500000 43800 11 0.09166667
32850 8 0.08888889 49275 13 0.09629630
36500 9 0.09000000 54750 14 0.09333333
40150 10 0.09090909 60225 15 0.09090909
43800 11 0.09166667 65700 17 0.09444444
47450 13 0.10000000 71175 17 0.08717949
51100 13 0.09285714 76650 18 0.08571429
54750 14 0.09333333 8^ ^ 5 20 0.08888889
58400 15 0.09375000 87600 22 0.09166667
62050 16 0.09411765 93075 24 0.09411765
65700 17 0.09444444 98550 26 0.09629630
69350 17 0.08947368 104025 26 0.09122807
73000 17 0.08500000 109500 27 0.09000000
76650 18 0.08571429 114975 27 0.08571429
80300 19 0.08636364 120450 27 0.08181818
83950 20 0.08695652 125925 27 0.07826087
87600 22 0.09166667 131400 27 0.07500000
91250 23 0.09200000 136875 27 0.07200000
94900 26 0.10000000 142350 27 0.06923077
98550 26 0.09629630
102200 26 0.09285714
105850 26 0.08965517 T ab le  D.4
109500 27 0.09000000
113150 27 0.08709677
116800 27 0.08437500
120450 27 0.08181818
124100 27 0.07941176
127750 27 0.07714286
131400 27 0.07500000
135050 27 0.07297297
138700 27 0.07105263
142350 27 0.06923077
Table D.3
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Time Step 
Unit: 30 Years
Count Annual Rate
10950 2 0.06666667
21900 3 0.05000000
32850 8 0.08888889
43800 11 0.09166667
54750 14 0.09333333
65700 17 0.09444444
76650 18 0.08571429
87600 22 0.09166667
98550 26 0.09629630
109500 27 0.09000000
120450 27 0.08181818
131400 27 0.07500000
142350 27 0.06923077
Table D.5
Table D. 1 : Vesuvius eruption dates 
Table D.2 -  D.5: Table o f annual rates with different time steps = 5 years, 10 
years, 15 years, and 30 years
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Time Step 
Unit: 10 Years
Count Annual Rate Annual Rate Area
3650 0 0 0
7300 1 0.05000000 0.025000000
10950 2 0.06666667 0.066666667
14600 3 0.07500000 0.075000000
18250 3 0.06000000 0.060000000
21900 3 0.05000000 0.050000000
25550 5 0.07142857 0.071428571
29200 6 0.07500000 0.075000000
32850 8 0.08888889 0.088888889
36500 9 0.09000000 0.090000000
40150 10 0.09090909 0.090909091
43800 11 0.09166667 0.091666667
47450 13 0.10000000 0.100000000
51100 13 0.09285714 0.092857143
54750 14 0.09333333 0.093333333
58400 15 0.09375000 0.093750000
62050 16 0.09411765 0.094117647
65700 17 0.09444444 0.094444444
69350 17 0.08947368 0.089473684
73000 17 0.08500000 0.085000000
76650 18 0.08571429 0.085714286
80300 19 0.08636364 0.086363636
83950 20 0.08695652 0.086956522
87600 22 0.09166667 0.091666667
91250 23 0.09200000 0.092000000
94900 26 0.10000000 0.100000000
98550 26 0.09629630 0.096296296
102200 26 0.09285714 0.092857143
105850 26 0.08965517 0.089655172
109500 27 0.09000000 0.090000000
113150 27 0.08709677 0.087096774
116800 27 0.08437500 0.084375000
120450 27 0.08181818 0.081818182
124100 27 0.07941176 0.039705882
127750 27 0.07714286
131400 27 0.07500000
135050 27 0.07297297
138700 27 0.07105263
142350 27 0.06923077
Area Sum 27.32041697
Correction Factor 0.98827189
Table E; Calculation o f  area and correction-factor under Vesuvius ERR plot 
(h = 10 years) by using trapezoid technique (training set)
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Time Step 
Unit: 10 Years
Count Annual Rate Annual Rate Area
3650 0 0 0
7300 1 0.05000000 0.025000000
10950 2 0.06666667 0.066666667
14600 3 0.07500000 0.075000000
18250 3 0.06000000 0.060000000
21!M0 3 0.05000000 0.050000000
25550 5 0.07142857 0.071428571
29200 6 0.07500000 0.075000000
32850 8 0.08888889 0.088888889
36500 9 0.09000000 0.090000000
40150 10 0.09090909 0.090909091
43800 11 0.09166667 0.091666667
47450 13 0.10000000 0.100000000
51100 13 0.09285714 0.092857143
54750 14 0.09333333 0.093333333
58400 15 0.09375000 0.093750000
62050 16 0.09411765 0.094117647
65700 17 0.09444444 0.094444444
69350 17 0.08947368 0.089473684
73000 17 0.08500000 0.085000000
76650 18 0.08571429 0.085714286
80300 19 0.08636364 0.086363636
83950 20 0.08695652 0.086956522
87600 22 0.09166667 0.091666667
91250 23 0.09200000 0.092000000
94900 26 0.10000000 0.100000000
98550 26 0.09629630 0.096296296
102200 26 0.09285714 0.092857143
105850 26 0.08965517 0.089655172
109500 27 0.09000000 0.090000000
113150 27 0.08709677 0.087096774
116800 27 0.08437500 0.084375000
120450 27 0.08181818 0.081818182
124100 27 0.07941176 0.079411765
127750 27 0.07714286 0.077142857
131400 27 0.07500000 0.075000000
135050 27 0.07297297 0.072972973
138700 27 0.07105263 0.071052632
142350 27 0.06923077 0.034615385
Area Sum 31.02531426
Correction Factor 0.87025710
Table F: Calculation o f  area and correction-factor under Vesuvius ERR plot 
(h = 10 years) by using trapezoid technique (full model)
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Yuccan Mountain Years Between
Raw Data (m.y.a.) Eruptions (Xi) Ti
12.0 0.8 0.8
11.2 0.0 0.8
11.2 0.2 1.0
11.0 0.0 1.0
11.0 1.0 2.0
10.0 0.9 2.9
9.1 0.1 3.0
9.0 0.2 3.2
8.8 0.1 3.3
8.7 0.2 3.5
8.5 0.0 3.5
8.5 0.5 4.0
8.0 0.8 4.8
7.2 0.0 4.8
7.2 0.4 5.2
6.8 0.0 5.2
6.8 2.0 7.2
4.8 1.1 8.3
3.7 0.0 8.3
3.7 0.0 8.3
3.7 0.0 8.3
3.7 0.0 8.3
3.7 0.0 8.3
3.7 0.0 8.3
3.7 1.0 9.3
2.7 1.5 1CL8
1.2 0.2 11.0
1.0 0.0 11.0
1.0 0.1 11.1
0.9 0.0 11.1
0.9 0.5 11.6
0.4 0.0 11.6
0.4 0 3 2 11.92
OTW
Table G .l
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Time step 
Unit: 0.1 m.y. Count Annual Rate Smoothed Annual Rate
Smoothed 
Annual Rate Area
0.1 0 0 0 0
0.2 0 0 0 0
0.3 0 0 0 0
0.4 0 0 0 0
0.5 0 0 0 0
0.6 0 0 0 0
0.7 0 0 0 0
0.8 0 0 0.000000740741 0.000000370370
0.9 2 0.0000022222 0.000001407407 0.000001407407
1 2 0.0000020000 0.000002619529 0.000002619529
1.1 4 0.0000036364 0.000002989899 0.000002989899
1.2 4 0.0000033333 0.000003348873 0.000003348873
1.3 4 0.0000030769 0.000003089133 0.000003089133
1.4 4 0.0000028571 0.000002866911 0.000002866911
1.5 4 0.0000026667 0.000002674603 0.000002674603
1.6 4 0.0000025000 0.000002506536 0.000002506536
1.7 4 0.0000023529 0.000002358388 0.000002358388
1.8 4 0.0000022222 0.000002226809 0.000002226809
1.9 4 0.0000021053 0.000002109162 0.000002109162
2 4 0.0000020000 0.000002162072 0.000002162072
2.1 5 0.0000023810 0.000002217893 0.000002217893
2.2 5 0.0000022727 0.000002275864 0.000002275864
2.3 5 0.0000021739 0.000002176658 0.000002176658
2.4 5 0.0000020833 0.000002085749 0.000002085749
2.5 5 0.0000020000 0.000002002137 0.000002002137
2.6 5 0.0000019231 0.000001924976 0.000001924976
2.7 5 0.0000018519 0.000001853548 0.000001853548
2.8 5 0.0000017857 0.000001787235 0.000001787235
2.9 5 0.0000017241 0.000001836617 0,000001836617
3 6 0.0000020000 0.000001994067 0.000001994067
3.1 7 0.0000022581 0.000002148522 0.000002148522
3.2 7 0.0000021875 0.000002289936 0.000002289936
3.3 8 0.0000024242 0.000002419600 0.000002419600
3.4 9 0.0000026471 0.000002547577 0.000002547577
3.5 9 0.0000025714 0.000002758014 0.000002758014
3.6 11 0.0000030556 0.000002866652 0.000002866652
3.7 11 0.0000029730 0.000002974422 0.000002974422
3.8 11 0.0000028947 0.000002896074 0.000002896074
3.9 11 0.0000028205 0.000002821750 0.000002821750
4 11 0.0000027500 0.000002832447 0.000002832447
4.1 12 0.0000029268 0.000002844657 0.000002844657
4.2 12 0.0000028571 0.000002858223 0.000002858223
4.3 12 0.0000027907 0.000002791704 0.000002791704
4.4 12 0.0000027273 0.000002728212 0.000002728212
4.5 12 0.0000026667 0.000002667545 0.000002667545
4.6 12 0.0000026087 0.000002609518 0.000002609518
4.7 12 0.0000025532 0.000002553962 0.000002553962
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Time step 
Unit: 0.1 m.y. Count Annual Rate Smoothed Annual Rate
Smoothed 
Annual Rate Area
4.8 12 0.0000025000 0.000002636778 0.000002636778
4.9 14 0.0000028571 0.000002719048 0.000002719048
5 14 0.0000028000 0.000002800747 0.000002800747
5.1 14 0.0000027451 0.000002745802 0.000002745802
5.2 14 0.0000026923 0.000002818758 0.000002818758
5.3 16 0.0000030189 0.000002891380 0.000002891380
5.4 16 0.0000029630 0.000002963641 0.000002963641
5.5 16 0.0000029091 0.000002909732 0.000002909732
5.6 16 0.0000028571 0.000002857750 0.000002857750
5.7 16 0.0000028070 0.000002807594 0.000002807594
5^ 16 0.0000027586 0.000002759168 0.000002759168
5.9 16 0.0000027119 0.000002712384 0.000002712384
6 16 0.0000026667 0.000002667161 0.000002667161
6.1 16 0.0000026230 0.000002623421 0.000002623421
6.2 16 0.0000025806 0.000002581093 0.000002581093
6.3 16 0.0000025397 0.000002540109 0.000002540109
6.4 16 0.0000025000 0.000002500407 0.000002500407
6.5 16 0.0000024615 0.000002461927 0.000002461927
6.6 16 0.0000024242 0.000002424614 0.000002424614
6.7 16 0.0000023881 0.000002388414 0.000002388414
6.8 16 0.0000023529 0.000002353280 0.000002353280
6.9 16 0.0000023188 0.000002319165 0.000002319165
7 16 0.0000022857 0.000002286025 0.000002286025
7.1 16 0.0000022535 0.000002253819 0.000002253819
7.2 16 0.0000022222 0.000002268170 0.000002268170
7.3 17 0.0000023288 0.000002282762 0.000002282762
7.4 17 0.0000022973 0.000002297577 0.000002297577
7.5 17 0.0000022667 0.000002266935 0.000002266935
7.6 17 0.0000022368 0.000002237100 0.000002237100
7.7 17 0.0000022078 0.000002208040 0.000002208040
7.8 17 0.0000021795 0.000002179726 0.000002179726
7.9 17 0.0000021519 0.000002152129 0.000002152129
8 17 0.0000021250 0.000002125221 0.000002125221
8.1 17 0.0000020988 0.000002098979 0.000002098979
8.2 17 0.0000020732 0.000002073376 0.000002073376
8.3 17 0.0000020482 0.000002326169 0.000002326169
8.4 24 0.0000028571 0.000002576288 0.000002576288
8.5 24 0.0000028235 0.000002823790 0.000002823790
8.6 24 0.0000027907 0.000002790949 0.000002790949
8.7 24 0.0000027586 0.000002758864 0.000002758864
8.8 24 0.0000027273 0.000002727508 0.000002727508
8.9 24 0.0000026966 0.000002696856 0.000002696856
9 24 0.0000026667 0.000002666886 0.000002666886
9.1 24 0.0000026374 0.000002637575 0.000002637575
9.2 24 0.0000026087 0.000002608901 0.000002608901
9.3 24 0.0000025806 0.000002616305 0.000002616305
9.4 25 0.0000026596 0.000002623933 0.000002623933
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Time step 
Unit: 0.1 m.y. Count Annual Rate Smoothed Annual Rate
Smoothed 
Annual Rate Area
9.5 25 0.0000026316 0.000002631773 0.000002631773
9.6 25 0.0000026042 0.000002604355 0.000002604355
9.7 25 0.0000025773 0.000002577502 0.000002577502
9.8 25 0.0000025510 0.000002551198 0.000002551198
9.9 25 0.0000025253 0.000002525424 0.000002525424
10 25 0.0000025000 0.000002500167 0.000002500167
10.1 25 0.0000024752 0.000002475409 0.000002475409
10.2 25 0.0000024510 0.000002451137 0.000002451137
1C3 25 0.0000024272 0.000002427337 0.000002427337
10.4 25 0.0000024038 0.000002403994 0.000002403994
10.5 25 0.0000023810 0.000002381096 0.000002381096
10.6 25 0.0000023585 0.000002358631 0.000002358631
10.7 25 0.0000023364 0.000002336585 0.000002336585
1C8 25 0.0000023148 0.000002345528 0.000002345528
10.9 26 0.0000023853 0.000002354591 0.000002354591
11 26 0.0000023636 0.000002423827 0.000002423827
11.1 28 0.0000025225 0.000002521577 0.000002521577
11.2 30 0.0000026786 0.000002618654 0.000002618654
11.3 30 0.0000026549 0.000002655006 0.000002655006
11.4 30 0.0000026316 0.000002631714 0.000002631714
11.5 30 0.0000026087 0.000002608827 0.000002608827
11.6 30 0.0000025862 0.000002643315 0.000002643315
11.7 32 0.0000027350 0.000002677705 0.000002677705
11.8 32 0.0000027119 0.000002711994 0.000002711994
11.9 32 0.0000026891 0.000002716980 0.000002716980
12 33 0.0000027500 0.000002750000 0.000001375000
Area Sum 28.006883641
Correction Factor 1.178281755
Table G.2
Table G .l : Yucca M ountain eruption dates 
Table G.2: Calculation o f area and correction-factor under Yucca Mountain ERR 
plot (h = 0.1 million years) by using trapezoid technique (full model)
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Etna 
Eruption Dates
Days
Between
Eruptions
( x o Ti
Etna 
Eruption Dates
Days
Between
Eruptions
PÜ) Ti
04/19/1557 3483 3483 07/08/1838 1594 104307
11/01/1566 10568 14051 11/18/1842 364 104671
10/08/1595 2824 16875 11/17/1843 14 104685
07/02/1603 1457 18332 12/01/1843 3185 107870
06/28/1607 954 19286 08/20/1852 1843 109713
02/06/1610 1606 20892 09/06/1857 2063 111776
07/01/1614 7476 28368 05/01/1863 462 112238
12/19/1634 2985 31353 08/05/1864 178 112416
02/20/1643 1369 32722 01/30/1865 1396 113812
11/20/1646 1519 34241 11/26/1868 1993 115805
01/17/1651 1080 35321 05/12/1874 109 115914
01/01/1654 5548 40869 08/29/1874 1577 117491
03/11/1669 4922 45791 12/23/1878 154 117645
09/01/1682 2213 48004 05/26/1879 1396 119041
09/22/1688 173 48177 03/22/1883 614 119655
03/14/1689 1733 49910 11/25/1884 539 120194
12/11/1693 3008 5%B8 05/18/1886 378 120572
03/08/1702 7929 60847 05/31/1887 318 120890
11/22/1723 1461 62308 04T3T888 753 121643
11/22/1727 1844 64152 05/06/1890 290 121933
12/09/1732 1029 65181 02/20/1891 486 122419
10/04/1735 3106 68287 06/20/1892 19 122438
04/05/1744 1262 69549 07/09/1892 291 122729
09/19/1747 1606 71155 04/26/1893 2275 125004
02/11/1752 1122 72277 07/19/1899 119 125123
03/09/1755 1335 73612 11/15/1899 3087 128210
11/03/1758 1556 75168 4/29/1908 21 128231
02/06/1763 132 75300 5/20/1908 642 128873
06/18/1763 474 75774 2/21/1910 30 128903
10/04/1764 570 76344 3/23/1910 279 129182
04/27/1766 5107 81451 12/27/1910 243 129425
04/20/1780 333 81784 8/27/1911 14 129439
03/19/1781 2268 84052 9/10/1911 329 129768
06/04/1787 1350 85402 8/4/1912 466 130234
02/13/1791 395 85797 11/13/1913 1319 131553
03/14/1792 72 85869 6/24/1917 267 131820
05/25/1792 497 86366 3/18/1918 257 132077
10/04/1793 3328 89694 11/30/1918 105 132182
11/15/1802 47 89741 3/15/1919 1555 133737
01/01/1803 2277 92018 6/17/1923 114 133851
03/27/1809 944 92962 10/9/1923 816 134667
10/27/1811 2769 95731 1/2/1926 941 135608
05/27/1819 575 96306 7/31/1928 94 135702
12/22/1820 4331 100637 11/2/1928 273 135975
10/31/1832 148 100785 8/2/1929 456 136431
03/28/1833 1928 102713 11/1/1930 267 136698
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Etna 
Eruption Dates
Days Between 
Eruptions (Xi) Ti
Etna 
Eruption Dates
Days Between 
Eruptions (Xi) Ti
7/26/1931 894 137592 7/8/1980 202 154780
1/5/1934 548 138140 1/26/1981 50 154830
7/7/1935 2307 140447 3/17/1981 254 155084
10/30/1941 243 140690 11/26/1981 487 155571
6/30/1942 1071 141761 3/28/1983 397 155968
6/5/1945 267 142028 4/28/1984 83 156051
2/27/1946 336 142364 7/20/1984 231 156282
1/29/1947 26 142390 3/8/1985 286 156568
2/24/1947 1012 143402 12/19/1985 88 156656
12/2/1949 1 143403 3/17/1986 227 156883
12/3/1949 357 143760 10/30/1986 129 157012
11/25/1950 300 144060 3/8/1987 574 157586
9/21/1951 678 144738 10/2/1988 344 157930
7/30/1953 614 145352 9/11/1989 96 158026
4/5/1955 672 146024 12/16/1989 728 158754
2/5/1957 201 146225 12/14/1991 417 159171
8/25/1957 459 146684 2/3/1993 181 159352
11#7T958 116 146800 8/3/1993 318 159670
3/23/1959 208 147008 6/17/1994 2587 162257
10/17/1959 2277 149285 7/17/2001 157 162414
1/10/1966 1911 151196 12/21/2001 309 162723
4/5/1971 167 151363 10/26/2002 133 162856
9/19/1971 864 152227 3/8/2003 341 163197
1/30/1974 242 152469 2/12/2004 208 163405
9/29/1974 148 152617 9/7/2004 465 163870
2/24/1975 1160 153777 12/16/2005 210 164080
4/29/1978 432 154209 7/14/2006 48 164128
7/5/1979 11 154220 8/31/2006 122 164250
7/16/1979 358 154578 12/31/2006
Table H .l
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Time Step 
Unit; 3 Years
Count Annual Rate Time Step 
Unit: 3 Years
Count Annual Rate
1095 0 0 52560 16 0.111111111
2190 0 0 53655 17 0.115646259
3285 0 0 54750 17 0.1 13333333
4380 1 0.083333333 55!W5 17 0.111111111
5475 1 0.066666667 56940 17 0.108974359
6570 1 0.055555556 58035 17 0.106918239
7665 1 0.047619048 59130 17 0.104938272
8760 1 0.041666667 60225 17 0.103030303
9855 1 0.037037037 61320 18 0.107142857
10950 1 0.033333333 62415 19 0.111111111
12045 1 0.030303030 63510 19 0.109195402
13140 1 0.027777778 64605 20 0.112994350
14235 2 0.051282051 65700 21 0.116666667
15330 2 0.047619048 66795 21 0.114754098
16425 2 0.044444444 67890 21 0.112903226
17520 3 0.062500000 68985 22 0.116402116
18615 4 0.078431373 7MW0 23 0.119791667
19710 5 0.092592593 71175 24 0.123076923
20805 5 0.087719298 72270 24 0.121212121
21900 6 0.100000000 73365 25 0.124378109
22995 6 0.095238095 74460 26 0.127450980
24090 6 0.090909091 75555 28 0.135265700
25185 6 0.086956522 76650 30 0.142857143
26280 6 ■ 0.083333333 77745 30 0.140845070
2 ^ 7 5 6 0.080000000 78840 30 0.138888889
2&U0 7 0.089743590 79935 30 0.136986301
29565 7 0.086419753 81030 30 0.135135135
30660 7 0.083333333 82125 32 0.142222222
31755 8 0.091954023 83220 32 0.140350877
32850 9 0.100000000 84315 33 0.142857143
33945 9 0.096774194 85410 34 0.145299145
35040 10 0.104166667 86505 37 0.156118143
36135 11 0.111111111 87600 37 0.154166667
37230 11 0.107843137 88695 37 0.152263374
38325 11 0.104761905 89790 39 0.158536585
3MG0 11 0.101851852 90885 39 0.156626506
40515 11 0.099099099 91980 39 0.154761905
41610 12 0.105263158 93075 41 0.160784314
42705 12 0.102564103 94170 41 0.158914729
43800 12 0.100000000 95265 41 0.157088123
44895 12 0.097560976 96360 43 0.162878788
45990 13 0.103174603 97455 43 0.161048689
47085 13 0.100775194 98550 43 0.159259259
48180 15 0.113636364 99645 43 0.157509158
49275 15 0.111111111 100740 44 0.159420290
50370 16 0.115942029 101835 45 0.161290323
51465 16 0.113475177 102930 46 0.163120567
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Time Step 
Unit: 3 Years
Count Annual Rate
104025 46 0.161403509
105120 49 0.170138889
106215 49 0.168384880
107310 49 0.166666667
108405 50 0.168350168
109500 50 0.166666667
110595 51 0.168316832
111690 51 0.166666667
112785 54 0.174757282
113880 55 0.176282051
114975 55 0.174603175
116070 57 0.179245283
117165 57 0.177570093
118260 59 0.182098765
119355 60 0.183486239
120450 62 0.187878788
121545 64 0.192192192
122640 68 0.202380952
123735 69 0.203539823
124830 69 0.201754386
■ 125925 71 0.205797101
127020 71 0.204022989
128115 71 0.202279202
129210 76 0.214689266
130305 80 0.224089636
131400 80 0.222222222
132495 84 0.231404959
133590 84 0.229508197
Time Step 
Unit: 3 Years
Count Annual Rate
134685 87 0.235772358
135780 89 0.239247312
136875 92 0.245333333
137970 93 0.246031746
139065 94 0.246719160
140160 94 0.244791667
141255 96 0.248062016
142350 98 0.251282051
143445 102 0.259541985
144540 104 0.262626263
145635 106 0.265664160
146730 109 0.271144279
147825 111 0.274074074
148920 111 0.272058824
150015 112 0.272506083
151110 112 0.270531401
152205 114 0.273381295
153300 117 0.278571429
154395 120 0.283687943
155490 124 0.291079812
156585 129 0.300699301
157680 133 0.307870370
158775 136 0.312643678
159870 139 0.317351598
160965 139 0.315192744
162060 139 0.313063063
163155 143 0.319910515
164250 148 0.328888889
Table H.2
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Time Step 
Unit: 6 Years
Count Annual Rate Time Step 
Unit: 6 Years
Count Annual Rate
2190 0 0.000000000 87600 37 0.154166667
4380 1 0.083333333 89790 39 0.158536585
6570 1 0.055555556 91980 39 0.154761905
8760 1 0.041666667 94170 41 0.158914729
10950 1 0.033333333 96360 43 0.162878788
13140 1 0.027777778 98550 43 0.159259259
15330 2 0.047619048 100740 44 0.159420290
17520 3 0.062500000 102930 46 0.163120567
19710 5 0.092592593 105120 49 0.170138889
21900 6 0.100000000 107310 49 0.166666667
24090 6 0.090909091 109500 50 0.166666667
2&M0 6 0.083333333 111690 51 0.166666667
28470 7 0.089743590 113880 55 0.176282051
30660 7 0.083333333 116070 57 0.179245283
32850 9 0.100000000 118260 59 0.182098765
35040 10 0.104166667 120450 62 0.187878788
37230 11 0.107843137 122640 68 0.202380952
39420 11 0.101851852 124830 69 0.201754386
41610 12 0.105263158 127020 71 0.204022989
43800 12 0.100000000 129210 76 0.214689266
45990 13 0.103174603 131400 80 0.222222222
48180 15 0.113636364 133590 84 0.229508197
50370 16 0.115942029 135780 89 0.239247312
52560 16 0.111111111 137970 93 0.246031746
54750 17 0.113333333 140160 94 0.244791667
56SW0 17 0.108974359 142350 98 0.251282051
59130 17 0.104938272 144540 104 0.262626263
61320 18 0.107142857 146730 109 0.271144279
63510 19 0.109195402 148920 111 0.272058824
65700 21 0.116666667 151110 112 0.270531401
67890 21 0.112903226 153300 117 0.278571429
7W80 23 0.119791667 155490 124 0.291079812
72270 24 0.121212121 157680 133 0.307870370
74460 26 0.127450980 159870 139 0.317351598
76650 30 0.142857143 162060 139 0.313063063
78840 30 0.138888889 164250 148 0.328888889
81030 30 0.135135135
83220 32 0.140350877
85410 34 0.145299145
Table H.3
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Time Step 
Unit: 15 Years
Count Annual Rate Time Step 
Unit: 30 Years
Count Annual Rate
5475 1 0.066666667 10950 1 0.033333333
10950 1 0.033333333 21900 6 0.100000000
1&M5 2 0.044444444 32850 9 0.100000000
21900 6 0.100000000 43800 12 0.100000000
27375 6 0.080000000 54750 17 0.113333333
32850 9 0.100000000 65700 21 0.116666667
38325 11 0.104761905 76650 30 0.142857143
43800 12 0.100000000 87600 37 0.154166667
49275 15 0.111111 111 98550 43 0.159259259
54750 17 0.1 13333333 109500 50 0.166666667
60225 17 0.103030303 120450 62 0.187878788
65700 21 0.116666667 131400 80 0.222222222
71175 24 0.123076923 142350 98 0.251282051
76650 30 0.142857143 153300 117 0.278571429
82125 32 0.142222222 164250 148 0.328888889
87600 37 0.154166667
93075 41 0.160784314 Table H.5
98550 43 0.159259259
104025 46 0.161403509
109500 50 0.166666667
114975 55 0.174603175
120450 62 0.187878788
125925 71 0.205797101
131400 80 0.222222222
136875 92 0.245333333
142350 98 0.251282051
147825 111 0.274074074
153300 117 0.278571429
158775 136 0.312643678
164250 148 0.328888889
Table H.4
Table H. 1 : Etna eruption dates
Table H.2 ~ H.5: Table o f  annual rates with different time steps = 3 years, 6 
years, 15 years, and 30 years
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Time Step 
Unit: 3 Years
Count Annual
Rate
Annual
Area
Time Step 
Unit: 3 Years
Count Annual
Rate
Annual
Area
1095 0 0 0 52560 16 0.111111 0.111111
2190 0 0 0 53655 17 0.115646 0.115646
3285 0 0 0 54750 17 0.113333 0.1 13333
4W80 1 0.083333 0.041667 55845 17 0.111111 0.111111
5475 1 0.066667 0.066667 56940 17 0.108974 0.108974
6570 1 0.055556 0.055556 58035 17 0.106918 0.106918
7665 1 0.047619 0.047619 59130 17 0.104938 0.104938
8760 1 0.041667 0.041667 60225 17 0.103030 0.103030
9855 1 0.037037 0.037037 61320 18 0.107143 0.107143
10950 1 0.033333 0.033333 62415 19 0.111111 0.111111
12045 1 0.030303 0.030303 63510 19 0.109195 0.109195
13140 1 0.027778 0.027778 64605 20 0.112994 0.112994
14235 2 0.051282 0.051282 65700 21 0.116667 0.116667
15330 2 0.047619 0.047619 66795 21 0.114754 0.114754
16425 2 0.044444 0.044444 67890 21 0.112903 0.112903
17520 3 0.062500 0.062500 68985 22 0.116402 0.116402
18615 4 0.078431 0.078431 7W80 23 0.119792 0.119792
19710 5 0.092593 0.092593 71175 24 0.123077 0.123077
2M05 5 0.087719 0.087719 72270 24 0.121212 0.121212
21900 6 0.100000 0.100000 73365 25 0.124378 0.124378
2%W5 6 0.095238 0.095238 74460 26 0.127451 0.127451
24M0 6 0.090909 0.090909 75555 28 0.135266 0.135266
25185 6 0.086957 0.086957 76650 30 0.142857 0.142857
26280 6 0.083333 0.083333 77745 30 0.140845 0.140845
27375 6 0.080000 0.080000 78840 30 0.138889 0.138889
28470 7 0.089744 0.089744 7#%5 30 0.136986 0.136986
2%65 7 0.086420 0.086420 81030 30 0.135135 0.135135
3m #o 7 0.083333 0.083333 82125 32 0.142222 0.142222
31755 8 0.091954 0.091954 83220 32 0.140351 0.140351
32850 9 0.100000 0.100000 84315 33 0.142857 0.142857
33SW5 9 0.096774 0.096774 8 5 ^ 0 34 0.145299 0.145299
35040 10 0.104167 0.104167 86505 •37 0.156118 0.156118
36135 11 0.111111 0.111111 87600 37 0.154167 0.154167
37230 11 0.107843 0.107843 88695 37 0.152263 0.152263
38325 11 0.104762 0.104762 89790 39 0.158537 0.158537
3&M0 11 0.101852 0.101852 90885 39 0.156627 0.156627
40515 11 0.099099 0.099099 91980 39 0.154762 0.154762
41610 12 0.105263 0.105263 93075 41 0.160784 0.160784
42705 12 0.102564 0.102564 94170 41 0.158915 0.158915
43800 12 0.100000 0.100000 95265 41 0.157088 0.157088
44895 12 0.097561 0.097561 96360 43 0.162879 0.162879
45990 13 0.103175 0.103175 9^K^ 43 0.161049 0.161049
47085 13 0.100775 0.100775 98550 43 0.159259 0.159259
48180 15 0.113636 0.113636 99(W5 43 0.157509 0.157509
49275 15 0.111111 0.111111 100740 44 0.159420 0.159420
50370 16 0.115942 0.115942 101835 45 0.161290 0.161290
51465 16 0.113475 0.113475 102930 46 0.163121 0.163121
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Time 
Step 
Unit: 3 
Years
Count AnnualRate Annual Rate 
Area
Time Step
Unit: 3 
Years
Count AnnualRate
Annual
Rate
Area
104025 46 0.161404 0.161404 129210 76 0.214689 0.214689
105120 49 0.170139 0.170139 130305 80 0.224090 0.224090
106215 49 0.168385 0.168385 131400 80 0.222222 0.222222
107310 49 0.166667 0.166667 132495 84 0.231405 0.231405
108405 50 0.168350 0.168350 133590 84 0.229508 0.229508
109500 50 0.166667 0.166667 134685 87 0.235772 0.235772
110595 51 0.168317 0.168317 135780 89 0.239247 0.239247
111690 51 0.166667 0.166667 136875 92 0.245333 0.245333
112785 54 0.174757 0.174757 137970 93 0.246032 0.246032
113880 55 0.176282 0.176282 139065 94 0.246719 0.246719
114975 55 0.174603 0.174603 140160 94 0.244792 0.244792
116070 57 0.179245 0.179245 141255 96 0.248062 0.248062
117165 57 0.177570 0.177570 142350 98 0.251282 0.251282
118260 59 0.182099 0.182099 143445 102 0.259542 0.259542
119355 60 0.183486 0.183486 144540 104 0.262626 0.262626
120450 62 0.187879 0.187879 145635 106 0.265664 0.265664
121545 64 0.192192 0.192192 146730 109 0.271144 0.271144
122640 68 0.202381 0.202381 147825 111 0.274074 0.274074
123735 69 0.203540 0.203540 148920 111 0.272059 0.272059
124830 69 0.201754 0.201754 150015 112 0.272506 0.272506
125925 71 0.205797 0.205797 151110 112 0.270531 0.270531
127020 71 0.204023 0.204023 . 152205 114 0.273381 0.273381
128115 71 0.202279 0.202279 153300
Area Sum
Correction
Factor
117 0.278571 0.139286
59.322903
1.9722567
Table I: Calculation o f  area and correction-faetor under Etna ERR plot 
(h = 3 years) by using trapezoid technique (training set)
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Time Step Count Annual Annual Time Step Count Annual Annual
Unit: 3 
Years
Rate Area Unit: 3 
Years
Rate Area
1095 0 0 0 52560 16 0.111111 0.111111
2190 0 0 0 53655 17 0.115646 0.115646
3285 0 0 0 54750 17 0.113333 0.113333
4380 1 0.083333 0.041667 55845 17 0.111111 0.111111
5475 1 0.066667 0.066667 56940 17 0.108974 0.108974
6570 1 0.055556 0.055556 58035 17 0.106918 0.106918
7665 1 0.047619 0.047619 59130 17 0.104938 0.104938
8760 1 0.041667 0.041667 60225 17 0.103030 0.103030
9855 1 0.037037 0.037037 61320 18 0.107143 0.107143
10950 1 0.033333 0.033333 62415 19 0.111111 0.111111
12045 1 0.030303 0.030303 63510 19 0.109195 0.109195
13140 1 0.027778 0.027778 64605 20 0.112994 0.112994
14235 2 0.051282 0.051282 65700 21 0.116667 0.116667
15330 2 0.047619 0.047619 66795 21 0.114754 0.114754
16425 2 0.044444 0.044444 67890 21 0.112903 0.112903
17520 3 0.062500 0.062500 68985 22 0.116402 0.116402
18615 4 0.078431 0.078431 70080 23 0.119792 0.119792
19710 5 0.092593 0.092593 71175 24 0.123077 0.123077
20805 5 0.087719 0.087719 72270 24 0.121212 0.121212
21900 6 0.100000 0.100000 73365 25 0.124378 0.124378
22995 6 0.095238 0.095238 74460 26 0.127451 0.127451
2W90 6 0.090909 0.090909 75555 28 0.135266 0.135266
2^ ^ 5 6 0.086957 0.086957 76650 30 0.142857 0.142857
2& #0 6 0.083333 0.083333 77745 30 0.140845 0.140845
27375 6 0.080000 0.080000 78840 30 0.138889 0.138889
28470 7 0.089744 0.089744 79935 30 0.136986 0.136986
29565 7 0.086420 0.086420 81030 30 0.135135 0.135135
3m%o 7 0.083333 0.083333 82125 32 0.142222 0.142222
31755 8 0.091954 0.091954 83220 32 0.140351 0.140351
32850 9 0.100000 0.100000 843T5 33 0.142857 0.142857
33(%5 9 0.096774 0.096774 85410 34 0.145299 0.145299
35040 10 0.104167 0.104167 86505 37 0.156118 0.156118
36135 11 0.111111 0.111111 87600 37 0.154167 0.154167
37230 11 0.107843 0.107843 88695 37 0.152263 0.152263
38325 11 0.104762 0.104762 89790 39 0.158537 0.158537
3&%0 11 0.101852 0.101852 90885 39 0.156627 0.156627
40515 11 0.099099 0.099099 919M 39 0.154762 0.154762
41610 12 0.105263 0.105263 93075 41 0.160784 0.160784
42705 12 0.102564 0.102564 94170 41 0.158915 0.158915
43800 12 0.100000 0.100000 95265 41 0.157088 0.157088
44895 12 0.097561 0.097561 96360 43 0.162879 0.162879
45990 13 0.103175 0.103175 97455 43 0.161049 0.161049
47085 13 0.100775 0.100775 98550 43 0.159259 0.159259
4&^0 15 0.1 13636 0.113636 99645 43 0.157509 0.157509
49275 15 0.111111 0.111111 100740 44 0.159420 0.159420
50370 16 0.115942 0.115942 101835 45 0.161290 0.161290
51465 16 0.113475 0.113475 102930 46 0.163121 0.163121
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Time Step
Unit: 3 
Years
Count Annual
Rate
Annual
Rate
Area
Time Step
Unit: 3 
Years
Count
Annual
Rate
Annual
Rate
Area
104025 46 0.161404 0.161404 134685 87 0.235772 0.235772
105120 49 0.170139 0.170139 135780 89 0.239247 0.239247
106215 49 0.168385 0.168385 136875 92 0.245333 0.245333
107310 49 0.166667 0.166667 137970 93 0.246032 0.246032
108405 50 0.168350 0.168350 139065 94 0.246719 0.246719
109500 50 0.166667 0.166667 140160 94 0.244792 0.244792
110595 51 0.168317 0.168317 141255 96 0.248062 0.248062
111690 51 0.166667 0.166667 142350 98 0.251282 0.251282
112785 54 0.174757 0.174757 143445 102 0.259542 0.259542
113880 55 0.176282 0.176282 144540 104 0.262626 0.262626
114975 55 0.174603 0.174603 145635 106 0.265664 0.265664
116070 57 0.179245 0.179245 146730 109 0.271144 0.271144
117165 57 0.177570 0.177570 147825 111 0.274074 0.274074
118260 59 0.182099 0.182099 148920 111 0.272059 0.272059
119355 60 0.183486 0.183486 150015 112 0.272506 0.272506
120450 62 0.187879 0.187879 151110 112 0.270531 0.270531
121545 64 0.192192 0.192192 152205 114 0.273381 0.273381
122640 68 0.202381 0.202381 153300 117 0.278571 0.278571
123735 69 0.203540 0.203540 154395 120 0.283688 0.283688
124830 69 0.201754 0.201754 155490 124 0.291080 0.291080
125925 71 0.205797 0.205797 156585 129 0.300699 0.300699
127020 71 0.204023 0.204023 157680 133 0.307870 0.307870
128115 71 0.202279 0.202279 158775 136 0.312644 0.312644
129210 76 0.214689 0.214689 159870 139 0.317352 0.317352
130305 80 0.224090 0.224090 160965 139 0.315193 0.315193
131400 80 0.222222 0.222222 162060 139 0.313063 0.313063
132495 84 0.231405 0.231405 163155 143 0.319911 0.319911
133590 84 0.229508 0.229508 164250
Area Sum
Correction
Factor
148 0.328889 0.164444
68.51859
2.159998
Table J: Calculation o f  area and correction-faetor under Etna ERR plot 
(h = 3 years) by using trapezoid technique (full model)
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