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ABSTRACT
Accurate reconstruction of the spatial distributions of the Point Spread Function (PSF) is crucial for
high precision cosmic shear measurements. Nevertheless, current methods are not good at recovering
the PSF fluctuations of high spatial frequencies. In general, the residual PSF fluctuations are spatially
correlated, therefore can significantly contaminate the correlation functions of the weak lensing signals.
We propose a method to correct for this contamination statistically, without any assumptions on the
PSF and galaxy morphologies or their spatial distribution. We demonstrate our idea with the data
from the W2 field of CFHTLenS.
Subject headings: cosmology, large scale structure, gravitational lensing - methods, data analysis -
techniques, image processing
1. INTRODUCTION
Weak lensing refers to the systematic shape distor-
tions of the backbround galaxy images by the foregound
density fluctuations. It provides a direct probe of the
cosmic large scale structure (Bartelmann & Schneider
(2001); Refregier (2003); Hoekstra & Jain (2008); Kil-
binger (2015)). The most well known source of sys-
tematic errors in weak lensing measurements is due to
the presence of the point spread function (PSF). Cor-
rection for the PSF effect has been extensively discussed
within various shear measurement methods (Kaiser et
al. (1995); Luppino & Kaiser (1997); Hoekstra et al.
(1998); Kaiser (2000); Rhodes et al. (2000); Bernstein
& Jarvis (2002); Hirata & Seljak (2003); Refregier & Ba-
con (2003); Massey & Refregier (2005); Kuijken (2006);
Miller et al. (2007); Nakajima & Bernstein (2007); Kitch-
ing et al. (2008); Zhang (2008); Bernstein & Armstrong
(2014); Zhang et al. (2015); Bernstein et al. (2016)). An
important issue is about the reconstruction of the PSF at
the galaxy positions. The residual PSF errors can affect
the accuracy of shear measurement in terms of shear av-
erages and shear-shear correlations. Berge´ et al. (2012)
compares the residual correlations of PSF ellipticities for
three common interpolations – polynomial, Delaunay tri-
angulation, and Kriging – and points out that Kriging
interpolation is the best choice based on simulations.
Chang et al. (2012) proposes PSFENT and compares its
ellipticity residual correlation to other interpolations and
shows that PSFENT has a great advantage over the oth-
ers. Lu et al. (2017) (L17 hereafter) compares residual
correlations in weak lensing measurements for four sets of
methods – global polynomial, chipwise polynomial, Krig-
ing, and Shepard – using the real data from CFHTLenS,
and claims that 1st-order chipwise polynomial performs
the best.
The spatial variations of the PSF exist on a wide
range of scales. Accurate weak lensing measurements
*betajzhang@sjtu.edu.cn
require accurate modelling and correction of such vari-
ations on all of the scales. Although large scale vari-
ations ( ∼> 10 arcmin) can be reconstructed relatively
accurately using PSF reconstruction methods (polyno-
mial fitting, Kriging, etc.), it is impossible to reconstruct
small scale variations ( ∼< 10 arcmin) on the object-by-
object basis due to the limitation of star number den-
sity and the stochasticity caused by atomspheric turbu-
lence. As is pointed out by Heymans et al. (2012), high
frequency variation has a great impact on weak lensing
measurements on scales ∼< 10 arcmin in terms of cor-
relation functions. Testing this impact using real data
from CFHTLenS, L17 find that the influence of residual
correlation is comparable to typical shear-shear correla-
tions. Even though measuring cross-correlation between
different exposures can mitigate the problem, the resid-
ual correlations are still statistically significant.
The problem of the presence of residual correlations
is of great importance in measuring shear-shear correla-
tions due to the following reasons: 1) it is a systematic
error, which will not be reduced by adding data, and will
be more significant when the statistical error is lowered;
2) the effect of residual correlations on shear correlations
is appreciable (up to 10% according to L17); and 3) its
effect on shear correlation also depends on the morphol-
ogy of galaxies (e.g. their average size) so that it can-
not be easily calibrated. Existing methods (Rowe 2010;
Jarvis et al. 2016; Zuntz et al. 2017) use the correlation
of the residual PSF ellipticities and sizes, as well as the
distribution of the model PSF parameters and galaxy
sizes, to estimate and correct for the residual PSF ef-
fect on the shear-shear correlation. A key assumption in
these studies is the formula relating the PSF error to the
bias of the cosmic shear (Paulin-Henriksson et al. 2008).
Nevertheless, the accuracy of this formula is question-
able for concurrent practical shear measurement meth-
ods. For example, the shear bias may not only depend
on the variations of the PSF size and ellipticities, but
also the fluctuations of the higher order PSF shape mo-
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ments. Similarly, the high order morphological param-
eters of galaxies likely play an important role through
their couplings to the PSF moments as well. It would
be ideal to have a method that can correct for the fluc-
tuations of the PSF uncertainties within a specific and
practical shear measurement method, without assump-
tions on the morphologies of the galaxies or the PSF.
This is the motivation of our work.
For our purpose, we adopt the shear measurement
method described in Zhang et al.(2015) (ZLF15 here-
after). It has the advantage of being free of shear biases
in the absence of PSF uncertainties, and free of assump-
tions about the galaxy or PSF morphology (L17). By
parameterizing the morphologies of the residual PSF im-
ages through the Principal Component Analysis (PCA),
we find that the shear biases have very good linear re-
lations with the coefficients of the principal components
(called PCs hereafter) of the residual PSF image. The
PCA description of the PSF residuals is more accurate
and complete than that based only on the ellipticity com-
ponents and the PSF size. To remove the bias in the
shear-shear correlation due to the spatially correlated
PSF residuals, one can introduce additional PSF com-
ponents with anticorrelated PCs. In §2, we describe the
details of our method. In §3, we present the performance
of our method on CFHTLenS data. Finally, we conclude
in §4.
2. METHOD
2.1. Overview
In L17, the additive and multiplicative biases
{c1, c2,m1,m2} are used to quantify the effect of the
residual PSF error on the shear measurement. They are
defined as:
g˜1 = (1 +m1)g1 + c1,
g˜2 = (1 +m2)g2 + c2, (1)
where {g1, g2} denote the true reduced shears, and
{g˜1, g˜2} denote the measured reduced shears that are
evaluated with the shear measurement method of ZLF15
at the positions of the reference stars. At the location of
each reference star, a large number of mock galaxy im-
ages of random morphologies are generated, sheared, and
convolved with the PSF given by the reference star. The
shear signal is recovered with the PSF model constructed
from another group of stars in the same field that are re-
sponsible for PSF reconstruction. The resulting shear
biases (c1, c2,m1,m2) calculated at every reference-star
position directly represent the effect of residual PSF un-
certainties on shear measurement over the field of view.
Its impact on shear statistics such as shear-shear cor-
relations can be quantified straightforwardly thereafter.
Note that the PSF model in this paper always refers to
the power spectrum of the PSF image, which is the only
PSF information required by ZLF15 for shear recovery.
It is shown in L17 that the impact of residual PSF
error on statistics such as shear averages is not significant
at all, due to the cancellation of the errors on a large
galaxy sample. Its impact on the shear-shear correlations
is however not negligible. It is mainly characterized by
the spatial correlations of the additive biases. To solve
this problem, our strategy is to connect the additive bias
with the PSF residual.
In our method, we use PCA to model PSF residuals
so that each residual image can be characterized by a
few parameters. PCA is performed on the residual im-
ages r(k) of the PSFs, which is defined as pixel by pixel
differences between the reconstructed PSF and the true
PSF (star), to get a set of principal coefficients rj for
each residual image. Then, we assume that the additive
shear biases ci are approximately linearly related to these
principal coefficients rj of the residual PSF images, with
higher order terms ignorable, i.e.
ci =
∑
j
αijrj + O(r
2
j ) (2)
The values of αij depend on the galaxy and PSF mor-
phology. For example, larger galaxies usually correspond
to smaller αij , meaning that the shear recovery accuracy
is less sensitive to the PSF reconstruction uncertainty.
The linear relationship remains accurate as long as the
coefficients rj are small.
Eqn.(2) tells us that the contamination to the shear-
shear correlations are contributed by the spatial corre-
lations of the PC coefficients of the residual PSF. The
later can be studied using only the star samples. These
facts motivate us to correct for the impact of PSF residu-
als on the shear-shear correlations through the following
two steps:
1. For a given PSF reconstruction method, we first get
the distribution of the residuals of the PSF power
spectra, and then perform the Principal Compo-
nent Analysis on the power spectrum images to
identify n PCs that can significantly affect shear
recovery. This is followed by the measurement of
the spatial correlations ξpq (p, q = 1, 2, ..., n) of the
PC coefficients at different locations. The details
are given in §2.2.
2. The two-point correlation functions ξpq are used to
generate n2 Gaussian random fields wpq(x) (p, q =
1, 2, ..., n). We then build two separate PSF fields
by adding the products of wpq(x) and the corre-
sponding PCs to the PSF model in two different
ways. The two PSF fields lead to two shear cata-
logs, the cross-correlation of which yields a shear-
shear correlation measurement that is free of sys-
tematic biases from the PSF uncertainties. This is
shown in §2.3.
2.2. Characterizing the PSF Uncertainties with PCA
We choose the 1st-order chipwise polynomial fitting
method to model the PSF distribution, because it is
found to perform the best in L17. Note that we interpo-
late the power spectra of the PSFs, i.e. star images in the
Fourier space, so that the images are automatically cen-
tered. The power spectrum is the only PSF information
required by ZLF15 for shear recovery. The interpolation
is done pixel-by-pixel in Fourier space.
A residual (spectrum) image r(k) is defined as:
r(k) := u(k)− u0(k), (3)
where u(k) is the modelled and normalized PSF spec-
trum, and u0(k) is the true one (from a star image).
Note that the residual images can only be calculated at
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the star positions, not the galaxy positions. In practice,
we randomly divide all star images into three groups: the
“reconstruction” group (1/2 of all stars), the “reference”
group (1/4 of all stars), and the “validation” group (1/4
of all stars). The stars in these three groups are used in
the following ways:
• The reconstruction group: The stars are used to
reconstruct the PSF power u(k) at any position.
• The reference group: The stars are treated as true
PSFs u0(k). They are compared with correspond-
ing reconstructed PSFs to get residuals and resid-
ual correlations.
• The validation group: The stars are reserved as
galaxy PSFs, and are never shown to our removal
method. The removal method will be asked to re-
construct PSFs at validation star positions so that
we can test its performance.
As an example, we show in Fig.1 the spatial distribu-
tion of a number of residual PSF power spectra derived
from an exposure of the w2m0m0 field of the CFHTLenS
data.
133.05 133.10 133.15
-4.75
-4.70
-4.65
-4.60
RA
D
ec
Fig. 1.— The distribution of the residual PSF power spectra
in a small region of the w2m0m0 field of CFHTLenS. The PSF
model is constructed with the 1st-order chipwise polynomial fitting.
The residuals are calculated at the positions of the stars in the
“reference” group.
PCA provides a way of characterizing/parameterizing
the morphologies of the residual PSF power spectra. It
converts a set of correlated random variables into a set of
linearly uncorrelated variables such that their variances
are sorted in descending order. Regarding image pro-
cessing for our purpose, PCA can be done by eigenvalue
decomposition of the covariance matrix, which is defined
as:
Aij =
1
N − 1
N∑
m=1
(
r
[m]
i − µi
)(
r
[m]
j − µj
)
, (4)
where r
[m]
i denotes the value of the i
th pixel (i =
1, 2, · · · , l2) in the mth image, and µi is the average value
of the ith pixel in all images. Note that image here refers
to the residual of the PSF power spectrum defined in
Eqn.(3), which has the dimension of l× l. N is the total
number of PSF residuals used. The covariance matrix A
is decomposed by:
A = QΛQ−1, (5)
where Λ = diag(λ1, · · · , λl2) is the matrix of eigenvalues
in descending order, and Q = [1, · · · , l2 ] is the matrix of
normalized eigenvectors, i.e. the Principal Components
(PCs).
Our PCA is performed using only the stars on the same
exposure. There are typically of order ten PCs that can
have significant eigenvalues. However, not all of the PCs
are relevant for the additive shear biases. One way to
reduce the degree of freedom is to decompose the PSF
residual power into two parts – a 90◦ symmetry part r(s)
and a 90◦ antisymmetry part r(a):
r(s)(kx, ky) :=
1
2
[r(kx, ky) + r(−ky, kx)] ,
r(a)(kx, ky) :=
1
2
[r(kx, ky)− r(−ky, kx)] . (6)
PCA can be performed on r(s) and r(a) individually to
get Q(s) and Q(a). Fig.2 shows the examples of these two
types of PCs using the data on two different exposures of
CFHTLenS. We find that due to the symmetry property
of cosmic shear, the 90◦ symmetry part are not relevant
to additive shear biases. One can check this statement
by studying the responses of the additive shear biases to
the PCs through Eqn.(2). This can be done by adding a
specific PC to a true PSF power spectrum and plotting
the additive biases against the amplitude of that PC. For
this purpose, we define the principal coefficients r
(s)
p and
r
(a)
p as:
r(s) =
l2∑
p=1
r(s)p 
(s)
p , (7)
r(a) =
l2∑
p=1
r(a)p 
(a)
p . (8)
As is shown in Fig.3, the responses of additive biases
to the principal coefficients of 90◦ antisymmetrical PCs
are within linear ranges, and 90◦ symmetrical PCs have
much lower impacts on the biases compared with the an-
tisymmetrical PCs. Because our goal is to remove corre-
lations between additive biases, we only consider the 90◦
antisymmetrical PCs in this work, and omit the upper in-
dices (s) and (a) hereafter. We also notice, in Fig.3, that
the impacts of the coefficients of antisymmetrical PCs
on multiplicative biases are negligible (m1,2  1). This
result indicates the fact that when we modify PSFs on
their antisymmetrical PCs, we will not change the values
of multiplicative biases by much, and their correlation
functions are expected to stay the same.
According to Eqn.(2), the effect of PSF residuals on
the shear-shear correlations can be related to the spatial
correlation functions between the p-th and the q-th PCs.
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Fig. 2.— The first 6 principal components with 90◦ antisymmetry
(upper panel) and the 6 principal components with 90◦ symmetry
(lower panel) of PSF residuals on CFHTLenS 832086 (w2m0m1)
and 831201 (w2m1p1).
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Fig. 3.— The relation between the residuals in both types of
principal components and the induced biases are shown for 832086
(w2m0m1). The first two rows show the relations between anti-
symmetrical PCs and additive biases. The third row shows the
relations between symmetrical PCs and additive biases. The last
row shows the relation between antisymmetrical PCs and multi-
plicative biases. The residuals rp are divided by their correspond-
ing standard deviations σp. In each of these panels, a 5σ range of
the residual is shown. Galaxies are generated by 20 point sources
following two-dimensional normal distribution with σ = 2.1 pixel.
In this paper, we only focus on measuring and remov-
ing the isotropic parts of correlation functions, which are
defined as:
ξpq(R) = 〈rp(x)rq(x +R)〉. (9)
Here x + R means x + y for all |y| = R. Fig.4 shows
some of the measured correlation functions of PCs. We
find that the cross-correlations between the coefficients
of different PCs are smaller than their auto-correlations.
It turns out that the quantification of these correlation
functions of the PCs provide us a direct way of correcting
for the residual PSF uncertainties on shear-shear corre-
lations, as shown in the next section.
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Fig. 4.— Auto- and cross-correlation functions between the first
two components for two exposures. A dashed error bar means the
value is negative.
2.3. Two PSF Fields, Two Shear Catalogs, and
Bias-Free Shear-Shear Correlations
The spatial correlations of the residual PSF power
spectra are responsible for the biases of the shear-shear
correlations. To correct for this effect, our basic idea is
to introduce additional stochastic components (PCs) to
the PSF field so that the spatial correlations between the
additional components can cancel out that of the orig-
inal PSF residuals. Technically, we find it more conve-
nient to follow a slightly different approach: generating
two PSF fields with additional anticorrelated stochas-
tic components. The resulting two shear catalogs can
be cross-correlated to yield a bias-free estimation of the
shear-shear correlation function. For this purpose, we
generate a set of Gaussian random fields wpq by doing
two consecutive Fourier transformations on target corre-
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lation functions ξpq, defined as ξpq(x) := ξpq(R = |x|):
Spq(ω) =
∫
ξpq(x)e
−iω·x dx, (10)
Dpq(ω) =N(0, 1)
√
Spq(ω), (11)
wpq(x) = Re
∫
Dpq(ω)e
iω·x dω, (12)
where Spq is the Fourier transform of ξpq, i.e. the co-
spectrum of rp and rq, Dpq is the randomized spectral
density, N(0, 1) is a complex zero-mean unit-variance
Gaussian random variable, and wpq is the desired Gaus-
sian random field. According to Wiener–Khinchin theo-
rem (Wiener (1930); Khinchin (1934)), we have:
〈wpq(x)wpq(x +R)〉= 〈wpq(x)wpq(x + y)〉|y|=R
= 〈ξpq(y)〉|y|=R
= ξpq(R). (13)
Note that since each wpq(x) is generated independently,
we have:
〈wpk(x)wjq(x +R)〉 = δpjδkqξpq(R). (14)
Since the co-spectrum Spq serves as the power spec-
trum of wpq(x), it is valid only if it is non-negative for
all ω. This requirement on Spq is often not satisfied be-
cause co-spectrums between different fields can be neg-
ative for some ω, and those of identical fields can also
have negative power values due to inaccurate measure-
ments of ξpq(R). However, we notice that the correlation
functions at very short range ( ∼< R0 = 0.5 arcmin) are
not relavant to weak lensing measurements. Therefore,
we can adjust this part of each correlation function to
make Spq a valid power spectrum for wpq(x). One of the
approaches is to increase the value of ξpq(0) only, but
it can easily invalidate Eqn.(2) due to a large increase
in the variances of generated fields, i.e. ξpq(0)
2. The
approach we take is to minimize the variances of gener-
ated fields during adjusting to maintain the accuracy of
Eqn.(2). According to Eqn.(10), this adjusting process
can be described as an optimization problem1:
arg min
ξpq(x) (|x|<R0)
ξpq(0)
2,
subject to ∀ ω :
∫
ξpq(x)e
−iω·x dx > 0. (15)
As is shown in Fig.5, the correlation function of gener-
ated field is the same as the target correlation function
within a margin of error.
Based on the wpq fields and the PCs p, we can build
up two PSF fields to modify the original PSF model:
u+(x) = u(x) + r+(x) (16)
u−(x) = u(x) + r−(x). (17)
1 After discretizations on x and ω spaces, this problem is trans-
formed into a linear programming problem on ξpq(x) with |x| < R0,
which can be solved much faster. We project ξpq(R) to its two-
dimensional counterpart ξpq(x) using nearest-neighbor interpola-
tion.
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Fig. 5.— ξ11 measured from real data and generated Gaussian
random fields for two exposures. The correlation functions of the
generated fields are averaged between 16 generations each.
where
r+(x) =
∑
p
r+p p :=
∑
p,q
√
σp
σq
wpq(x)p,
r−(x) =
∑
q
r−q q := −
∑
q,p
√
σq
σp
wpq(x)q. (18)
σp is the standard deviation of the p-th principal coeffi-
cients, and
√
σp/σq are called the normalization factors.
Note that each Gaussian random field wpq will impact the
p-th and q-th principal coefficients at the same time, and
the normalization factors balance these impacts based on
their original standard deviations, ensuring the accuracy
of Eqn.(2).
The two PSF fields lead to two shear catalogs {g˜+1 , g˜+2 }
and {g˜−1 , g˜−2 }. If we let the calculation of the shear-shear
correlation function to be defined by the cross-correlation
between the two shear catalogs, we find that the contam-
ination from the correlated PSF residuals automatically
disappears. For example, the new shear-shear correlation
ξ+(r) is defined as:
ξ˜+(R) := 〈g˜+1 (x)g˜−1 (x +R) + g˜+2 (x)g˜−2 (x +R)〉. (19)
In the appendix, we show that ξ˜+(R) indeed leads to
a unbiased measurement of the shear-shear correlation
function.
3. RESULTS
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We use the CFHTLenS image data (Erben et al. 2013)
to illustrate our method. We download the Elixir-
preprocessed i’-band single exposures of the W2 field
from the Canadian Astronomical Data Center (CADC),
as W2 has the highest stellar number density among
the four fields. The basic preprocessing (background
smoothing, cosmic-ray identification, astrometric correc-
tion, etc.) of the exposures are conducted using the
THELI software developed by the CFHTLenS team (Er-
ben et al. 2005; Schirmer 2013). The stars and galaxies
are separated using the conventional Radius-Magnitude
plot. We only retain stars with signal-to-noise-ratio
(SNR) larger than 100 for avoiding ambiguities. The star
images, as well as the mock galaxy images, are contained
in 48×48 stamps. We run additional routines to remove
certain problematic images, such as those contaminated
by bad pixels, cosmic rays, neighboring sources (binary
stars), etc.. As a result, each chip in W2 contains about
100 stars. The results in this work uses 104 exposures
from 16 pointings of the W2 field. More details regarding
our processing of the CFHTLenS data can be found in
L17.
We illustrate the effect of correlation removals by com-
paring it with the original additive bias correlations,
which directly show the errors in shear correlations given
the morphology of galaxies. Without correlation re-
movals, the bias correlations for g1 and g2 are:
ξci(R) = 〈ci(x)ci(x +R)〉 (i = 1, 2). (20)
While with correlation removals, the residual correlations
become:
ξ±ci(R) = 〈c+i (x)c−i (x +R)〉 (i = 1, 2). (21)
We calculate these correlation functions with a large
number of mock galaxies assigned at every validation
group star position. Each of our mock galaxies is made of
20 point sources of equal luminosities, with a 2D Gaus-
sian distribution. We directly generate the power spec-
trum of the galaxy image using the PSF form given by
the validation group star. Note that each point source
simply contributes a plane-wave in Fourier space. The
power spectrum of the galaxy and the reconstructed PSF
are used together for shear recovery with the method of
ZLF15, and the additive shear biases are evaluated. We
test our method for three groups of galaxies:
1. galaxies with sizes near σ = 2.1 pixel;
2. galaxies with sizes near σ = 3.5 pixel;
3. half of galaxies with sizes near σ = 2.1 pixel and
half near σ = 3.5 pixel.
Our method induces additional stochasticity to indi-
vidual PSF fields, causing large variances in the results.
To reduce the variances, we generate 40 random Gaus-
sian fields for each ξpq, which is equivalent to use each
exposure 16 times. This technique can be used in real
measurements in the exact same way.
The results are shown in Fig.6. The residual cor-
relations are reduced by a factor of 10 in mid-range
(R ∼ 3 arcmin). The performance of the mixed group
lies between those of two groups with single sizes. This
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Fig. 6.— Residual additive bias correlations of three groups of
galaxies: 1) σ = 2.1 (upper), 2) σ = 3.5 (middle), and 3) a mixture
of σ = 2.1 and σ = 3.5 (lower). The results are measured based
on CFHTLenS w2, including 16 pointings and 7 exposures on each
pointing. The data points are offset by a small distance to improve
visibility, and a dashed error bar means the value is negative.
fact indicates that our method is not affected by the va-
riety of galaxies. We also show a result for residual mul-
tiplicative biases correlations in Fig.7. We find that our
method does not change these correlation functions, as
is expected due to negligible responses of multiplicative
biases to 90◦ antisymmetrical PCs.
4. CONCLUSION
Current PSF reconstruction methods are not able to
recover the fluctuations of the PSF morphologies on
small scales. The spatial correlations of the residual
PSF uncertainties are significant contaminations to the
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Fig. 7.— Residual multiplicative bias correlations with galaxy
size σ = 2.1. The correlation function of multiplicative biases are
defined similar to those of additive biases in Eqn.(20) and Eqn.(21).
Other details are the same as Fig.6.
shear-shear correlations. To overcome this problem, we
study the properties of the residual PSF field with the
Principal-Component-Analysis. The coefficients of the
PCs of the residual PSF images are found to be spa-
tially correlated, and are linearly related to the additive
shear bias. Based on these facts, we propose a way to
achieve unbiased shear-shear correlations: first, we cre-
ate two PSF fields by adding two different sets of addi-
tional stochastic and correlated PCs to the PSF model;
secondly, two shear catalogs are generated by the two
sets of PSF fields respectively; finally, the shear-shear
correlations are measured by cross-correlating the shears
from the two different catalogs. Our method is tested
using the imaging data from the W2 field of CFHTLenS,
and the shear measurement method of ZLF15. The PSF
model is constructed using stars of SNR > 100, and the
first-order chipwise polynomial fitting. Our numerical re-
sults show that the bias to the shear-shear correlations
can be significantly reduced at the angular range of a few
arcmins.
In principle, the idea of this paper also works for other
shear measurement methods. It only requires one to
identify a number of PCs that can significantly influence
the additive shear biases through linear relations, such as
our Eqn.(2). However, certain details that distinguishes
ZLF15 from other shear measurement methods can affect
the quanlity of the final results. For example, unlike most
other shear measurement methods, ZLF15 only requires
the PSF power spectrum, so that there are no alignment
issues in PSF reconstruction and PCA. The validity of
the linear relations between the PC coefficients of the
residual PSF and the additive shear biases should also be
studied specifically for each shear measurement method.
These issues will be discussed in a future work.
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APPENDIX
BIAS-FREE CORRELATION FUNCTION
Regarding the correlation function ξ˜+(R) defined in Eqn.(19), we show that its expectation value is not affected by
the existence of the correlated additive shear biases due to the PSF residuals. For convenience, we only consider the
additive biases. The proof is shown below, with |x− y| = R:
ξ˜+(R) =
〈
g˜+1 (x)g˜
−
1 (y)
〉
+
〈
g˜+2 (x)g˜
−
2 (y)
〉
=
〈(
g1(x) + c
+
1 (x)
) (
g1(y) + c
−
1 (y)
)〉
+ [terms for g2]
=
〈(
g1(x) +
∑
p
α1p(x)(rp(x) + r
+
p (x))
)(
g1(y) +
∑
q
α1q(y)(rq(y)− r−q (y))
)〉
+ [terms for g2]
= 〈g1(x)g1(y)〉+
∑
p,q
〈α1p(x)α1q(y)〉
〈
rp(x)rq(y)− r+p (x)r−q (y)
〉
+ [terms for g2]
= 〈g1(x)g1(y)〉+
∑
p,q
〈α1p(x)α1q(y)〉
〈
rp(x)rq(y)−
∑
j
√
σp
σj
wpj(x)
∑
k
√
σq
σk
wkq(y)
〉
+ [terms for g2]
= 〈g1(x)g1(y)〉+
∑
p,q
〈α1p(x)α1q(y)〉
〈
rp(x)rq(y)−
√
σp
σq
wpq(x)
√
σq
σp
wpq(y)
〉
+ [terms for g2]
= 〈g1(x)g1(y)〉+
∑
p,q
〈α1p(x)α1q(y)〉 [ξpq(R)− ξpq(R)] + [terms for g2]
= 〈g1(x)g1(y) + g2(x)g2(y)〉 .
