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The field of educational assessment has been dominated by unidimensional summative tests that report overall scores indicating students' levels of achievement in broadly defined content area domains, such as mathematics or language arts. Although there has been an increasing demand for assessments that directly assist students and teachers in understanding and responding to key strengths and weaknesses in specific content domains, this need for large-scale assessments that are more formative and informative in design remains largely unfulfilled.
Many testing programs (e.g., Scholastic Aptitude Test [SAT] ; College Board) have introduced a diagnostic pretest, as in the PSAT, to assist students in determining which of the skills within a particular domain of knowledge needs improvement. CTB/McGraw-Hill's Tests of Adult Basic Education (TABE) is a diagnostic pretest for the General Education Diploma (GED) test in the United States. Operating under the assumption that a test can measure more than one trait or distinct cognitive dimension, numerous testing programs now require reporting of subscale scores for different objectives defined by the test design. For example, an overall mathematics score might be supplemented with scores for numbers and operations, algebra and functions, geometry and measures, and probability and statistics. Some programs report subscale scores on a simple number-correct score (or percentage correct), which in many cases is not adjusted for form difficulty and thus does not permit form-to-form or population-to-population comparisons. These simple scores also do not augment the subscores based on information from the other subscores and do not consider the relevance A test designed solely for the purpose of scaling examinees on a single continuum may not be accurate or reliable at a more diagnostic level. To address this concern, several approaches have been introduced to help stabilize diagnostic subscale scores by augmenting data from the other subscales of the test. Yen (1987) proposed an empirical Bayes procedure to reduce the error in subscale estimation by incorporating information from the total test score. The resulting objective performance index (OPI) has been widely used at CTB/McGraw-Hill. Wainer et al. (2001) proposed an augmentation to Yen's method, by allowing the information from the other subscale scores (they note that Yen only used the total test score) to help stabilize each diagnostic subscale score, with each item loading on only one subscale. Wainer et al. reported that this augmentation is well suited for tests that may be more multidimensional in nature, although the scores cannot be formerly equated at the subscale level. Bock, Thissen, and Zimowski (1997) proposed an item response theory (IRT) estimation approach to subscale score estimation (i.e., domain score) that produced more accurate estimates than the percentage-correct score. Their domain score approach can be used for mastery classifications, and they note that although IRT scale scores are just as accurate, they do not lend themselves to the straightforward interpretation of the domain scores. They also note that this method can easily be used with multidimensional tests consisting of mixtures of dichotomous and polytomous items. This multidimensional extension is in fact much better suited for diagnostic subscale scoring and interpretation, allowing for more granularity; however, Bock et al. did not apply or conduct research on this multidimensional IRT (MIRT) extension.
Some other alternative scoring procedures for improving subscale score estimation, which are attempts to approximate the results that might be obtained through multidimensional modeling while still operating under a unidimensional paradigm, have been considered by a few researchers. Ackerman and Davey (1991) developed an approach that fits a unidimensional IRT model to multidimensional data and then attempts to improve trait estimation by using collateral information (i.e., information from secondary traits). Davey and Hirsh (1991) developed a procedure, which they termed the concurrent calibration method, that uses collateral parameters of items in the other subscales in the scoring of any particular subscale. Kahraman and Kamata (2004) combined Ackerman and Davey's (1991) and Davey and Hirsh's (1991) approaches to increase the precision of subscale scores, but they found that a high correlation between subscale scores is an essential requirement when trying to increase the subscale scores using out-of-scale information. If the outof-scale items are highly discriminating, then a correlation as high as .9 would be needed.
MIRT is a growing methodology for modeling the relationships of examinees to a set of test items using a matrix of responses. Score estimation that taps into the relationships across several objectives, subscales, or test batteries (e.g., Wang, Chen, & Cheng, 2004 ) is more informative and reliable compared to a single scoring apparatus with simpler subscale scores, such as the number correct. Students, teachers, and parents would be able to tell which objective area students have mastered and in which area they can benefit from further instruction. Most important, with MIRT scaling procedures, objective scores are made comparable across forms and samples of examinees. Note that this linking is a critical aspect for new form development and has not yet been fully resolved for many of the diagnostic subscale modeling approaches.
There are two well-known MIRT estimation software programs for dichotomous data, one called TESTFACT (Wilson, Wood, & Gibbons, 1987) and the other NOHARM (Fraser, 1987) . MIRT dichotomous models have been employed under a variety of conditions (Ackerman, 1994a (Ackerman, , 1994b B eguin & Glas, 2001; Reckase, 1985; Walker & Beretvas, 2003) . However, many types of assessments currently contain a mixture of multiple-choice and constructed-response tasks that require different item response models (Lane, 2005) . For example, Walker and Beretvas (2003) demonstrated the usefulness of MIRT as a diagnostic tool, but given the lack of polytomous MIRT estimation software, they had to dichotomize all of the polytomous items and use NOHARM. MIRT parameterization software programs for tests with mixtures of dichotomous and polytomous items are relatively new and are (a) POLYFACT (Muraki, 1999) , which uses marginal maximum likelihood (MML) estimation; (b) MicroFACT (Waller, 2002) , which, like TESTFACT, employs factor analysis; and (c) a Bayesian multivariate item response theory (BMIRT; Yao, 2003) program, which adopts an Markov chain Monte Carlo (MCMC) solution.
Given the need for tests to be more diagnostic in purpose and product, as well as the fact that assessments are already too long, accurate subscale score estimation is of paramount importance. To this end, the present study introduces a confirmatory MIRT modeling approach that can be used in place of a simple number-correct or unidimensional IRT subscale scoring approach (e.g., OPI), based on simple structure, as defined by the content blueprint map. In addition, the approach developed here is not limited to multiple-choice (MC) tests but allows for a mixture of item response formats, including constructed-response (CR) items.
Method
This research examined several methods for determining examinees' objective scores by assessing their deviation from ''true'' objective scores under simulated conditions, with the generating parameters coming from real data. The accuracy of estimation for four approaches was assessed:
• Percentage correct on subscale number-correct scores (NC)
• Multidimensional IRT Bayesian subscale scores (BMIRTSS)
• Multidimensional IRT Bayesian domain subscale scores (BMIRTDS)
• OPI subscale scores In addition, the BMIRT Bayesian estimation procedure was compared to an IRT pattern subscale scoring approach using maximum likelihood (MIRTPSS) estimation and a unidimensional IRT objective-level Bayesian scoring approach (UIRTOJSS), as it is important to thoroughly demonstrate the estimation accuracy in comparison with known scoring programs and procedures that have been used operationally.
Multidimensional Models
MIRT models can be characterized as either being compensatory or noncompensatory. The compensatory version allows the dimensions to interact, with a high ability on one dimension, compensating for a lower ability on a second dimension. However, within the noncompensatory version, one must be proficient in both abilities to obtain a higher score. The former is the focus of this research.
Suppose there are N examinees and J test items. The observable item response data are contained in a matrix X = fX ij g, where i = 1; 2; . . . ; N, j = 1; 2; . . . ; J. For convenience, let the responses of the ith examinee be a vectorX i = ðX i1 ; . . . ; X iJ Þ. The ability parameters for examinees are
such that eachθ i for i = 1; 2; . . . ; N is a vector of dimension D, where D is the number of subscales or the number of dimensions hypothesized.
For a dichotomous item j, the probability of a correct response to item j for an examinee with abilityθ i for the multidimensional three-parameter logistic (M-3PL; Reckase, 1997) model is
where • x ij = 0 or 1 is the response of examinee i to item j.
•β 2j = ðβ 2j1 ; . . . ; β 2jD Þ is a vector of dimension D of item discrimination parameters.
• β 1j is the scale difficulty parameter.
• β 3j is the scale guessing parameter.
•β 2j θ
The parameters for the jth item areβ
For a polytomous item j, the probability of a response k − 1 to item j for an examinee with abilitỹ θ i is given by the multidimensional version of the partial credit model (M-2PPC; Yao & Schwarz, in press):
where • x ij = 0; . . . ; K j − 1 is the response of examinee i to item j.
•β 2j = ðβ 2j1 ; . . . ; β 2jD Þ is a vector of dimension D for the item discrimination parameters.
• β δ k j for k = 1; 2; . . . ; K j are the threshold or alpha parameters, β δ 1 j = 0, and K j is the number of response categories for the jth item.
The parameters for the jth item arẽ
for a M-3PL item or
for an M-2PPC item, where
The item parameters used in this simulation study were obtained from a four-dimensional confirmatory calibration of the sample described above using BMIRT. A simple structure approach was used, given that the items loaded on only one of the four objectives or subscales based on the content blueprint map assigned in the test development phase. One of the strengths of the MIRT augmentation approach is that it is also well suited for tests with items that load on more than one objective at a time, but the purpose of this research was to compare an MIRT approach to the OPI, which requires each item to load on only one of the objectives at a time. The item parameters and the means of the parameters are listed in Table 1 . The first column indicates the item number, the second column indicates item response categories or levels, columns 3 through 6 present the four discrimination parameters, and the last few columns present the difficulty and guessing parameters for M-3PL items or alphas for M-2PPC items. The indeterminacies of the model were solved by fixing the four-dimensional abilityθ distribution of the multinormal with mean ð0; 0; 0; 0Þ and the variance-covariance matrix as
where r 1 = r 2 = Á Á Á = 0; a 1 = a 2 = a 3 = a 4 = 1.
Simulation Conditions
There were three steps involved in the generation and recovery of item and ability parameters:
1. The .0 correlations and a standard variance-covariance matrix were used only to set the scale to obtain the item parameter estimates from the real data. Thus, the correlations in the real data were pushed into the item parameters themselves.
2. Simulated response data were produced using abilities generated from various ability distributions with the fixed item parameters from the real data.
3. To recover the item parameters for these simulated ability distributions using BMIRT, the mean and variance-covariance matrix were set to their true values to fix the indeterminacy of the scale and to keep the estimated item parameters on the same scale as their true parameters, therefore avoiding the need to equate the numerous conditions and replications studied in this research.
Given the above steps, abilities for 1,000, 3,000, and 6,000 examinees were generated from multinormal population distributions with mean ð0; 0; 0; 0Þ and the variance-covariance matrix as in equation (13), with r = :0; :1; :3; :5; :7, and :9. The correlations between dimensions were fixed to be equal, in order to reduce the number of conditions to be studied. Each ability, in conjunction with the item parameters in Table 1 , was used to simulate examinee responses for both the multiple-choice (M-3PL) and constructed-response (M-2PPC) item types. Twenty different seeds were used to obtain 20 replications across all conditions.
Item Parameter Estimation Procedure
For each varying condition, a four-dimensional confirmatory calibration was conducted using BMIRT, with the number of iterations chosen after reviewing the sampling histories for convergence. Given that it was not feasible to check each individual outcome for convergence in this simulation study, a conservative burn-in length of 10,000 and a total of 30,000 iterations were set with arbitrary starting values for the parameters. A large number of iterations were used to help ensure convergence and thus produce more accurate item parameter estimates across the varying conditions. The approximate running time of BMIRT on a Windows-based Xeon 3.06-GHz desktop machine was 1 hour for a single replication with a sample size of 1,000, 3 hours for sample size of 3,000, and 6 hours for sample size of 6,000. For the multiple-choice items (M-3PL), the priors were as follows:
β 3j ∼ betaða; bÞ ð 16Þ
and µ β 1j = 0, µ β 2j = 2, a = 6, b = 16, σ β 1j = 2:5, and σ β 2j = 2:5. For the constructed-response items (M-2PPC), the priors were taken to be lognormal for each component of β 2j and normal for β δ k j . The means and standard deviations of the prior distributions were µ β 2j = 2, µ β δ k j = 0, σ β δ k j = 2:5, and σ β 2j = 2:5, where k = 2; . . . ; K j . Note. M-3PL = multidimensional three-parameter logistic model; M-2PPC = multidimensional version of the 2-parameter partial credit model.
Like unidimensional IRT models, MIRT models have scale indeterminacy, but the probability of a correct response will not change after a linear transformation. Therefore, it was necessary to impose the metric or scale in the estimation. The approach used here to place the estimated parameters onto the same scale as the true parameters, without the need to equate, was to fix the population parameters to multinormal with mean ð0; 0; 0; 0Þ and the variance-covariance matrix, as in Equation (13), with diagonal element a = 1 and correlations r = 0; :1; :3; :5; :7; :9, accordingly. Even though in practice, the true correlations are unknown and the correlations may not be the same, they can be approximated by finding the correlations between the subtotal scores for each objective or the correlations between the estimated unidimensional objective-level scores. Yao (2005) has found that the item parameter recoveries from both of the above options produced similar results compared to using the true correlations in conditions in which the correlations were varied across dimensions. Specifically, it was found that as long as the fixed correlations were smaller than the true correlations, the resulting estimated item parameters were close to their true item parameters. Another option to convert the estimated item parameters onto the same scale as their true item parameters would be to use a multidimensional scale-linking approach based on a generalization of the Stocking and Lord (1983) procedure, as demonstrated in Yao (2005) and Yao and Boughton (2005a) .
Subscale Score Estimation Procedures

Percentage of Number Correct (NC)
The percentage of the number correct was the simplest model for obtaining a subscale score. It was computed for each objective as the number of points obtained by a student on the set of items in that objective divided by the total number of points obtainable on the items for that objective, expressed as a percentage.
Unidimensional Objective-Level Bayesian Score (UIRTOJSS)
Unidimensional parameter estimation from BMIRT for each objective, based only on the items in that objective, was conducted for conditions r = 0; :1; :5; :9 for a sample size of 6,000. The purpose of comparing a unidimensional with a multidimensional estimation approach was to substantiate how much error was introduced when using a multidimensional Bayesian modeling approach.
Multidimensional Pattern Scale Score (MIRTPSS)
To compare MCMC to MML estimation, scale scores were obtained using a maximum likelihood (ML) grid search approach for finding the value of theta that maximizes the likelihood function. Item parameter estimates were put onto a different scale score metric in order to use the software, which entails two steps. The first step was to find reasonable multipliers and additives to apply to a standard normal population distribution metric (0/1 metric) for the item parameter estimates. The second step was to establish a range of allowable scale scores-that is, set the highest and lowest obtainable scale scores (referred to as the HOSS and LOSS, respectively).
For each examinee i, with responses X i , the likelihood function that needs to be maximized is
In the case of simple structure, each item contributes to one and only one dimension (or objective) and can be decomposed to
where O l contains the items that contribute to the objective l and l = 1; . . . ; D. Therefore, maximizing
to obtain estimation forθ
is equivalent to maximizing Y
to obtain θ il for l = 1; . . . ; D. Given the current unavailability of ML estimation software for the M-3PL and M-2PPC model combination implemented in this study, the ML estimation procedure described above was used here to obtain the four ability estimates (i.e., four dimensions) separately by separating the four-dimensional item parameter estimates from BMIRT by objective, using the discrimination parameters from each dimension as that dimension's discrimination. There was only one difficulty parameter across the four dimensions and this single difficulty parameter was used for each of the four dimensions, with that dimension's discrimination parameter resulting in a unidimensional parameterization. The item parameters were transformed from the β j (0=1 metric) to the β Ã j scale score metric, j = 1; . . . ; J, through the multiplicative and linear constants M1 = 50, M2 = 500 as follows. Letθ
with matrix A as in equation (13), with r 1 = r 2 = Á Á Á = 0, a 1 = Á Á Á = M1, and B = ðM2; . . . ; M2Þ:
For M-3PL items, the transformation isβ
The highest and lowest obtainable scale scores, HOSS and LOSS, were set by HOSS = 4M1 + M2 and LOSS = −4M1 + M2. The scale score estimates for each student on each objective were obtained through the MIRTPSS maximum likelihood grid search algorithm, as previously described. Note that the model and the metric of the parameters obtained from BMIRT were specified in equations (2) and (4), and the transformation above was necessary for the software to obtain MIRTPSS.
Bayesian Multidimensional Scale Score (BMIRTSS)
Abilityθ i , i = 1; . . . ; N and population distribution parameters were obtained from running BMIRT by fixing the item parameters estimated from the previous section. This Bayesian score estimation was in standard multinormal metric. Scale scoresθ Ã i in the same metric as BMIRTPSS were obtained byθ
where A andB were defined as the above section.
Bayesian Multidimensional Domain Score (BMIRTDS)
Domain scores from the four-dimensional BMIRT solution were obtained as follows: For student i, the four domain scores ðD 1 ; . . . ; D 4 Þ, were obtained by
where O l contains the items that contribute to the objective l and l = 1; 2; 3; 4. The denominator of equation (33) was the total score points in the test, whereas the numerator was the summation of the expected points for each item. The polytomous items were specified as M-2PPC and multiple choice as M-3PL. D l was the expected percentage of points for the test for objective l. The true domain scores were obtained by using the true parameters forθ i andβ j , whereas BMIRTDS estimates were obtained by usingθ i andβ j from the BMIRT four-dimensional calibration. Note that BMIRTDS is in the same metric as the NC scores.
Objective Performance Index (OPI)
To obtain OPI estimates, BMIRT unidimensional item parameter calibrations were run with 30,000 iterations, with the first 10,000 as burn-in. D l was the mean of the prior distribution for objective l, and it was defined the same as in equation (33), except that the parameters were unidimensional IRT estimates. OPI = ðOPI 1 ; . . . ; OPI 4 Þ were obtained as follows: OPI l was defined as the mean of the posterior distribution (Yen, 1987) 
where l = 1; . . . ; 4, and
was the observed score for objective l, where X j was the response of an examinee (i, which represents examinee i in X ij , was dropped for convenience) to an item j. Assume
and
where p l = r l + x, q l = s l + J − x, and x was the observed score of Y l . r and s can be obtained from the following two equations:
Therefore,
For more detailed information about OPI, see Yen (1987) . Given that the OPI borrows information from the total test score to help stabilize the objective subscores, it has been found to be more reliable than a simple number-correct subscore (Yen, 1987) .
Recovery Criteria
A root mean square error (RMSE) was computed for each parameter and then averaged across parameters. Let f true be the true parameter. Let f j be the estimated parameter from sample j. RMSE was calculated by
where n is the number of replications.
Results
The unidimensional and multidimensional item parameters for the 3PL and 2PPC models were estimated by MCMC, with ability estimation by MCMC and ML. As previously mentioned, an ML procedure for ability estimation using the MCMC item parameter estimates was studied, as it is important to establish the accuracy of the MCMC approach, when compared to a solution strategy that has already been well established.
Item Parameter Recovery
The RMSEs for the MC items can be found in Table 2 and the CR RMSEs in Table 3 , by sample size and correlation group. Note that although the tables show RMSEs for all parameters, they are not all on the same metric and cannot all be directly compared. Comparisons between sample sizes and populations for each parameter can be made. Overall, there was a larger reduction in RMSE when moving from a sample size of 1,000 to 3,000, with a less dramatic reduction in error when increasing the number of examinees to 6,000. As the correlations between dimensions increased, RMSEs decreased, as more information was borrowed from the other dimensions. The RMSE values for the CR items also decreased as the sample size increased, but the improvement in accuracy as the correlation increased was not evident.
Ability Parameter Recovery
The examinee ability parameters (BMIRTSS) and population parameters were both estimated from BMIRT by fixing the item parameters from the initial BMIRT run. A comparison of this Bayesian ability estimation (BMIRTSS) to an ML approach (MIRTPSS) was implemented along with a Bayesian unidimensional approach (UIRTOJSS). Table 4 displays the RMSE values for BMIRTSS, MIRTPSS, and UIRTOJSS on a scale ranging from 300 to 700 for each of the four subscales. The recovery of BMIRTSS was better than the recovery of MIRTPSS across all conditions. BMIRTSS and UIRTOJSS had similar RMSEs when the correlation was low (e.g., r = :0 or :1), but as the correlation increased, the RMSEs for BMIRTSS decreased, whereas for UIRTOJSS, the RMSEs remained the same. The correlation had no impact on the recovery of MIRTPSS and UIRTOJSS and was a result of the fact that they did not use that correlation information in ability estimation. Figure 1 displays four plots for MIRTPSS (ML approach) recovery for a sample size of 1,000 and population correlation r = :0, with the RMSEs on the y-axis and true scale scores on the x-axis. These graphs show that the RMSEs were largest for lower ability examinees, especially in Dimension 1, and may be a direct result of the lower amounts of item information at the lower ability levels. Figure 2 shows the RMSE of BMIRTSS for correlations r = :0, :5, and :9, with a single sample size of 1,000, as the same pattern was observed for both the 3,000-examinee and 6,000-examinee Correlation 1,000 3,000 6,000 1,000 3,000 6,000 1,000 3,000 6,000 1,000 3,000 6,000
. Note. BMIRTSS = multidimensional item response theory Bayesian subscale scores; MIRTPSS = maximum likelihood item response theory pattern subscale scoring approach; UIRTOJSS = unidimensional item response theory objective-level Bayesian scoring approach.
conditions. In comparison with the pattern scoring by MIRTPSS (Figure 1 ), the error in ability estimation by BMIRTSS was greatly reduced. As the correlation increased, the RMSEs for BMIRTSS decreased, as seen in Table 4 (averaged over examinees). However, Figure 2 shows that it was in fact the RMSEs for the lower and higher ability examinees that were decreased, with a slight increase for the average-ability examinees. In estimating ability, the observed correlations between MIRT-based scale score estimates (BMIRTSS) were slightly larger (although not to a great extent) than the true score correlations, even though the estimated population distribution mean and variance-covariance matrices were very close to their true values. The correlated errors might be the cause of this increase. As mentioned, correlations between subscales for the true values in this study were ð:0; :1; :3; :5; :7; :9Þ, whereas observed correlations between estimated BMIRTSS were slightly larger at ð:0; :12; :40; :65; :85; :98Þ. In addition, Bayesian estimation tended to underestimate the higher ability parameters while overestimating the lower ability parameters. Thus, there tends to be shrinkage in the variance of the estimated examinees' abilities. In fact, the variance components for the true value of 1 were estimated at .69, .69, .71, .73, .77, and .84. Note that this phenomenon of Bayesian estimation exists even for unidimensional IRT models. Table 5 displays the RMSE values for BMIRTDS and OPI on the percentage correct scale across the four subscales. The recovery of BMIRTDS was better than OPI across all conditions. Overall, the RMSE for OPI became smaller as the correlation increased, producing similar results to BMIRTDS, at a correlation of .9. As expected, as the correlation increased, the RMSEs for both BMIRTDS and OPI decreased and are a direct result of the utilization of the relationships among the various subscales by BMIRTDS and the total test score information by OPI. Note that an increase in sample size did not improve the recovery rates of ability. Figure 3 shows a comparison between OPI and the true domain score in percentage correct units, whereas Figure 4 shows a comparison between BMIRTDS and the true domain score for a sample size of 1,000 and correlations r = :0, :5, and :9. It is clear that the correlations among the subscores did affect the estimation accuracy of both OPI and BMIRTDS. As the correlation between the subscores increased, OPI and BMIRTDS errors decreased and became more similar to each other. For the .0 correlation condition, OPI and BMIRTDS produced overestimates for lower ability examinees, but OPI had more error than BMIRTDS for correlations ranging from .0 to .5, with similar results at a correlation of .9.
Classification Accuracy
To establish performance levels for classification recovery, cut-scores were first defined by splitting up the true distribution, such that 20% of the students were Below Basic, 20% were Basic, 300 400 500 600 700
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• Subscale 1: 19, 27, 57
• Subscale 2: 28, 37, 64
• Subscale 3: 38, 51, 75
• Subscale 4: 26, 36, 63
Classification errors were of two kinds. False-positive (FP) errors occurred when the estimated category was higher than the true category, and false-negative (FN) errors occurred when the Figure 5 shows these misclassification rates for a sample size of 6,000, averaged across subscales for each of the correlation groups. NC subscores had the largest errors, regardless of correlation group and subscale, and were not displayed in this graph, given the larger error rates (approximately 65% misclassification across the three cut-scores). MIRTPSS had the lowest misclassification rates on average, but the rates varied greatly. MIRTPSS consistently had the lowest FP rate but some of the highest FN rates for all subscales and correlation groups. BMIRTSS and BMIRTDS error rates were found to be very similar to each other, as they should be. As the correlations increased across the dimensions, the average error rates for BMIRTSS and BMIRTDS became close to the OPI rates. Predictably, as the correlation among the dimensions decreased, the error rates for OPI increased, and BMIRTSS and BMIRTDS classification errors decreased. For the .9 correlation group, OPI, BMIRTDS, and BMIRTSS produced very similar results, but BMIRTDS and BMIRTSS clearly outperformed OPI as the correlation moved toward .0.
Discussion and Conclusion
The demand for more formative assessments to be used for in-class diagnostic purposes implies a need for a more fine-grained analysis at the subscale level. This research presents an MCMC Estimation r = 0.5, Dimension 1 * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * multidimensional dichotomous and polytomous IRT modeling approach that can be used for subscale score reporting as well as subscale proficiency estimation and classification that leads toward a more diagnostic approach. The dimensional structures were associated with the content objective information in order to report objective scale scores and performance levels. Overall, parameter estimates (i.e., item, ability, objective-level ability, and classification estimation) from BMIRT were well recovered.
Within any simulation study, it is always difficult to quantify what an acceptable level of accuracy is. One way is to find the lower bound, where the recovery has higher error, and then increase the sample size until the change across sample sizes does not produce any more accuracy. Given these guidelines and the poor recovery rates found prior to this study for a sample size smaller than 1,000, the 1,000 sample size conditions were chosen as the lower bound; however, great improvement in item parameter estimation was made when moving to 3,000, with fewer gains seen when moving to 6,000 examinees. Thus, a sample size of at least 3,000 seems to be appropriate for the types of conditions studied here. Note that ability estimation was not greatly improved with an increase in sample size.
The amount of error in item parameter estimation using BMIRT decreased as the correlation increased, with greater increases found when the sample size was increased. In this study, BMIRTSS performed better than MIRTPSS pattern scoring because information from the other Note. BMIRTDS = multidimensional item response theory Bayesian domain subscale scores.
subscales (i.e., dimensions) was used, whereas MIRTPSS estimated the subscores using only the item parameters in that subscale. UIRTOJSS (i.e., unidimensional objective-level scoring) estimation and BMIRTSS performed similarly when the correlation was low or close to .0, but as the correlation increased, BMIRTSS performed better, whereas UIRTOJSS remained the same. The recovery of the population parameters using the OPI from the unidimensional solution performed better as the correlation across the subscales increased. It was found that a correlation of .9 (.8 may also work but was not a condition here) is needed for unbiased subscale estimation when using OPI, which borrows information from the total test score. Overall, OPI performed reasonably well when the correlations between populations were high; however, BMIRTDS and BMIRTSS did a much better job of recovering the true objective subscores across all correlation conditions. For the classification accuracy conditions, OPI performed well or as well as BMIRTDS and BMIRTSS when the correlations were high. As the correlation decreased, the classification errors for BMIRTDS and BMIRTSS decreased, but it increased for OPI. On average, MIRTPSS performed well, whereas the FN rates were as high as the average of the OPI rates, but the OPI FP rates were similar to the BMIRT classification results. BMIRTDS and BMIRTSS's FN and FP rates were very similar to each other and were consistent across the correlation groups, albeit slightly worse for the higher correlation groups. The reason for this apparent discrepancy was that overall, the RMSEs did decrease; however, as seen in Figure 2 , the lower and upper ability examinees' RMSEs were the ones that decreased, whereas the average-ability examinees' errors actually increased. Thus, the classification errors increased as middle-ability examinee scores became biased, most likely due to the correlated errors. The examinees' abilities (BMIRTSS) were estimated by MCMC through fixing the item parameters in this study. The drawback of this approach is that two examinees with the same response pattern could yield different ability estimates. One potential solution would be to create a Bayesian multidimensional ability estimation software program based on pattern scoring using the item parameter estimates produced from BMIRT. In addition, the MCMC procedure in this study used the same priors for all the examinees, resulting in higher correlations between the estimated abilities (i.e., bias) and shrinkage of variance. A potential remedy would be to use person-specific priors or less informative priors.
Dichotomous multidimensional models have been employed in many different settings; however, polytomous MIRT models for tests with mixed formats are relatively new. The MCMC solution presented here is a first attempt at increasing the estimation accuracy for subscales, improving on the OPI approach when subscale scores are not highly correlated. Another important strength of this approach is that multidimensional equating can be done at the subscale level (Yao, 2004a (Yao, , 2004b Yao & Boughton, 2005a) , thus making subscores across forms and populations comparable. MCMC methodology is still in its infancy within the area of psychometrics; however, with the growing body of research, its future looks promising. It should be noted that priors can have an impact on parameter estimation; thus, real data applications should use uniform priors and only use more specific priors when that information is available.
More research in this area of diagnostic subscale proficiency estimation using dichotomous and polytomous MIRT models is warranted. Although the simulation study in this article used simple structure, MIRT can also be applied to subscales with complex structure (e.g., Boughton, Yao, & Lewis, 2006) . Future research should be conducted to assess how many items within a given subscale are needed to produce accurate and stable subscale ability estimates for both simple and complex structured approaches, while borrowing information from the other subscales.
