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Abstract
In this paper, we investigate the convergence rate of the Fourier spectral projection methods for
the periodic problem of n-dimensional Navier–Stokes equations. Based on some alternative formu-
lations of the Navier–Stokes equations and the related projection methods, the error estimates are
carried out by a global nonlinear error analysis. It simplifies the analysis, relaxes the restriction on
the time step size, weakens the regularity requirements on the genuine solution, and leads to some
improved convergence results. A new correction technique is proposed for improving the accuracy
of the numerical pressure.
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1. Introduction
The projection method was introduced by Chorin [4–6] and Téman [20] as an efficient
algorithm for the numerical solution of Navier–Stokes equations, based on time splitting
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the first step, an intermediate velocity U∗ is calculated using the momentum equation and
ignoring the incompressible constraint. At the second step, U∗ is projected into the space of
divergence-free vector fields to get the next updates of U and P . It saves the computational
cost and preserves the incompressibility of U physically. The projection method has been
successfully applied to the numerical simulations of incompressible viscous flows, see,
e.g., [2,3,13,14,16,21].
The convergence analysis of the projection method was first studied by Chorin [6]
and Téman [20]. Some results on the convergence rate was obtained by Shen [18,19].
E and Liu [7] investigated the numerical boundary layers caused by the projection method
for two-dimensional semi-periodic Navier–Stokes equations, and provided a technique to
improve the accuracy of the numerical pressure. E and Liu [8] also applied the Godunov–
Ryabenki analysis to the error estimate. Recently, E and Liu [9] studied the projection
method combined with the MAC spatial discretization. For other related work, we refer
to [1,17,22,23].
The purpose of this work is to study the convergence rate of the fully discrete projection
method and to improve the accuracy of the numerical solution by the pressure correction
for the n-dimensional periodic Navier–Stokes equations. The main idea is as follows. We
first derive some alternative formulations of the Navier–Stokes equations and the related
projection schemes. They enable us to derive the error estimates of numerical velocity
and numerical pressure separately. Then, a global nonlinear analysis is utilized to estimate
the convergence rates. In comparison with the most existing analysis, the global nonlinear
analysis enables us to relax the restriction on τ , the step in time, and the requirement on
the regularity of the genuine solution. Furthermore, we show that the numerical pressure
of the second-order projection method can be corrected so that it achieves the same con-
vergence rate as the numerical velocity. More precisely, let Ω = [−π,π]n and N be the
number of terms in the Fourier expansions of the numerical velocity uN and the numer-
ical pressure pN . If U ∈ L∞(0, T ;Hn/2+δ(Ω) ∩ Hr(Ω)) ∩ H 2(0, T ;L2(Ω)) for some
r  n/3 and δ > 0, and τ =O(N−n/3), then the error of uN for the first-order projection
method is of the order O(τ + N−r ). It is interesting to note that pN and ∇pN have the
errors of the same order as uN , provided that U and P are a little more regular. More-
over, if U ∈ L∞(0, T ;Hn/2+δ(Ω) ∩ Hr(Ω)) ∩ H 3(0, T ;L2(Ω)) for some r  n/2 and
τ = O(N−n/4), then the error of uN of the second-order projection method by Kim and
Moin [14] is of the orderO(τ 2+N−r ), while the corrected numerical pressure pN,c has the
error of the same order as uN . Finally, for the second-order projection method based on the
pressure increment formulation (see [2,21]), the errors of both uN and pN are of the same
order O(τ 2 + N−r ). In other words, the numerical pressure is corrected automatically.
The results of this paper indicate that the projection method has more useful features than
those pointed out before. In particular, the numerical pressure of the second-order projec-
tion method based on the pressure increment formulation appears more efficient than other
projection methods.
The rest of the paper is organized as follows. In Section 2, we present the equivalent
formulations for the n-dimensional periodic Navier–Stokes equations, and several Fourier
spectral projection schemes. In Section 3, we discuss the second-order projection method
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the pressure increment formulation.
2. Alternative formulations of projection methods
Let x = (x1, x2, . . . , xn)T ∈ Rn and Ω = [−π,π]n. Denote by U = (u(1), u(2), . . . ,
u(n))T , P , and ν > 0 the velocity, the pressure, and the kinetic viscosity, respectively.
U0 and f are given functions with the period 2π in all spatial directions and ∇ · U0 = 0.
The periodic problem of the Navier–Stokes equations is to find U and P with the period 2π
such that{
∂U
∂t
+ (U · ∇)U +∇P − ν∆U = f, 0 < t  T ,
∇ ·U = 0, 0 < t  T , (2.1)
with U = U0 at t = 0. For the uniqueness of P , we require that∫
Ω
P dx = 0, 0 t  T . (2.2)
We first derive an alternative formulation of (2.1). Taking the divergence on both sides
of the first equation of (2.1), we obtain
∂
∂t
(∇ ·U)+∇ · ((U · ∇)U)+∆P − ν∆(∇ ·U)=∇ · f. (2.3)
This, with the fact that ∇ ·U = 0 gives
∆P +∇ · ((U · ∇)U)=∇ · f, 0 < t  T . (2.4)
Conversely, if U and P satisfy the first equation of (2.1) and (2.4), then by (2.3),
∂
∂t
(∇ ·U)− ν∆(∇ ·U)= 0, 0 < t  T .
Since ∇ ·U0 = 0, the above has the unique solution ∇ ·U ≡ 0. Thus (2.1) is equivalent to{
∂U
∂t
+ (U · ∇)U +∇P − ν∆U = f, 0 < t  T ,
∆P +∇ · ((U · ∇)U)=∇ · f, 0 < t  T , (2.5)
coupled with (2.2) and U =U0 at t = 0.
Now, let M be any positive integer and T =Mτ . Denote by Uk , Pk , and f k the values
of U , P , and f at t = kτ . uk and pk are the numerical solutions of Uk and Pk , uk∗ is the
predicted value of uk . The first-order projection method is to find uk , uk∗, and pk such that
u0 ∈U0 and

1
τ
(uk+1∗ − uk)+ (uk · ∇)uk − ν∆uk+1∗ = f k+1, 0 k M − 1,
1
τ
(uk+1 − uk+1∗ )+∇pk+1 = 0, 0 k M − 1,
∇ · uk = 0, 0 k M.
(2.6)
In addition, we require that∫
pk dx = 0, 0 k M. (2.7)Ω
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∆pk+1 = 1
τ
∇ · uk+1∗ . (2.8)
Obviously,
uk+1 = uk+1∗ − τ∇pk+1. (2.9)
We now derive an equivalent form of (2.6). Let
δtv
k = 1
τ
(vk+1 − vk).
Using (2.9), we get from (2.6) that
δtu
k + (uk · ∇)uk + (1− ντ∆)∇pk+1 − ν∆uk+1 = f k+1. (2.10)
Taking the divergence on both sides of (2.10), we obtain
(1− ντ∆)∆pk+1 +∇ · ((uk · ∇)uk)=∇ · f k+1. (2.11)
Conversely, for any uk and pk satisfying (2.10), we have
δt (∇ · uk)+∇ ·
(
(uk · ∇)uk)+ (1− ντ∆)∆pk+1 − ν∆(∇ · uk+1)=∇ · f k+1.
If uk and pk also fulfill (2.11), then
δt (∇ · uk)− ν∆(∇ · uk+1)= 0.
By induction with ∇ · u0 = 0, we assert that ∇ · uk ≡ 0 for 0 k M. The previous state-
ments imply that (2.6) is equivalent to the system (2.10), (2.11) with (2.7), and u0 =U0.
We now turn to the Kim–Moin method [14]. It is to find uk , uk∗, and pk+1/2 such that
u0 =U0, ∇ · uM = 0, and for 1 k M − 1,

1
τ
(uk+1∗ − uk)+ 32 (uk · ∇)uk − 12 (uk−1 · ∇)uk−1 − 12ν∆(uk + uk+1∗ )
= 32f k − 12f k−1,
1
τ
(uk+1 − uk+1∗ )+∇pk+1/2 = 0,
∇ · uk = 0,
(2.12)
coupled with (2.7). By the first two equations of (2.12), we deduce that
δtu
k + 3
2
(uk · ∇)uk − 1
2
(uk−1 · ∇)uk−1 +
(
1− 1
2
ντ∆
)
∇pk+1/2
− 1
2
ν∆(uk + uk+1)= 3
2
f k − 1
2
f k−1. (2.13)
Taking the divergence on both sides of (2.13) gives(
1− 1
2
ντ∆
)
∆pk+1/2 +∇ ·
(
3
2
(uk · ∇)uk − 1
2
(uk−1 · ∇)uk−1
)
=∇ ·
(
3
f k − 1f k−1
)
. (2.14)2 2
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δt (∇ · uk)− 12ν∆(∇ · u
k +∇ · uk+1)= 0.
By induction with ∇ · u0 = 0, we know that ∇ · uk ≡ 0 for 0 k M . Therefore (2.12) is
equivalent to system (2.13), (2.14) with (2.7), and u0 =U0.
Finally we discuss the second-order projection method based on the pressure increment
formulation. It is to find uk , uk∗, and pk+1/2 such that u0 = U0, ∇ · uM = 0, and for 1 
k M − 1,

1
τ
(uk+1∗ − uk)+ 32 (uk · ∇)uk − 12 (uk−1 · ∇)uk−1 +∇pk−1/2 − 12ν∆(uk + uk+1∗ )
= 32f k − 12f k−1,
1
τ
(uk+1 − uk+1∗ )+∇(pk+1/2 − pk−1/2)= 0,
∇ · uk = 0,
(2.15)
coupled with (2.7). We have from (2.15) that
δtu
k + 3
2
(uk · ∇)uk − 1
2
(uk−1 · ∇)uk−1 +∇pk+1/2 − 1
2
ντ 2δt∆(∇pk−1/2)
− 1
2
ν∆(uk + uk+1)= 3
2
f k − 1
2
f k−1. (2.16)
Taking the divergence on both sides of (2.16) leads to
∆pk+1/2 +∇ ·
(
3
2
(uk · ∇)uk − 1
2
(uk−1 · ∇)uk−1
)
− 1
2
ντ 2δt (∆
2pk−1/2)
=∇ ·
(
3
2
f k − 1
2
f k−1
)
. (2.17)
We can verify that (2.15) is equivalent to system (2.16), (2.17) with (2.7), and u0 =U0.
3. First-order Fourier spectral projection method
The Fourier spectral method has been successfully used for the numerical solution of
the periodic problem of Navier–Stokes equations, see, e.g., [11,15]. However, there seems
no work for the Fourier spectral projection method. We now develop the first-order Fourier
spectral projection method.
3.1. Some notations and auxiliary results
For any r  0, we use Hrp(Ω) to denote the subspace of Hr(Ω) consisting of all func-
tions with the period 2π in all spatial directions, | · |r and ‖ · ‖r to denote the semi-norm
and norm of Hrp(Ω), respectively. Furthermore, (·, ·) and ‖ · ‖ represent the scalar product
and norm of the space L2p(Ω), respectively. In addition,
L2p,0(Ω)=
{
v | v ∈L2p(Ω) and
∫
v dx = 0
}
.Ω
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V˜N = span
{
eil·x, 0 |l|N},
and VN is the subspace of V˜N , consisting of all real-valued functions. Moreover VN,0 =
VN ∩ L2p,0(Ω). Throughout the paper, c or C, with or without subscripts, will always
denote a generic positive constant independent of τ , N , and any function. We have that for
any φ ∈ VN , 1 p  q ∞, and r  0,
‖φ‖Lq  cNn/p−n/q‖φ‖Lp, |φ|r 
√
nNr‖φ‖. (3.1)
Next, let ΠN be the L2p(Ω)-orthogonal projection such that for any v ∈L2p(Ω),
(v −ΠNv,φ)= 0, ∀φ ∈ VN.
As is well known (see [12]) that for any v ∈Hrp(Ω), r  0, and µ r ,
‖v −ΠNv‖µ  cNµ−r‖v‖r . (3.2)
It is easy to see that for any v ∈ L2p,0(Ω), ΠNv ∈ VN,0.
The following lemma will play an important role in the subsequent analysis; see [12].
Lemma 3.1. Let Ek be a nonnegative function of k, Gk and Fk be two functions of Ej
(0  j  k), and d > 0, λ > 0, and b  0 are three constants. Furthermore, we assume
that
(i) If Ej  d for all j  k − 1, then Gk  λEk and Fk−1  bEk−1;
(ii) For a nondecreasing function ρk and all 1 k M , Gk  τ∑k−1j=0 Fj + ρk;
(iii) λE0  ρM  λde−bMτ/λ.
Then for all k M , Ek  (1/λ)ρMebMτ/λ.
3.2. First-order spectral projection method
Let uN and pN be the approximations to U and P , respectively, and uN,∗ the predicted
value of uN . Their values at t = kτ are denoted by ukN , ukN,∗, and pkN . Then the first-order
Fourier spectral projection scheme is to find ukN ,ukN,∗ ∈ VN , and p∗N ∈ VN,0 such that
u0N =ΠNU0, and

1
τ
(uk+1N,∗ − ukN)+ΠN(ukN · ∇)ukN − ν∆uk+1N,∗ =ΠNf k+1, 0 k M − 1,
1
τ
(uk+1N − uk+1N,∗ )+∇pk+1N = 0, 0 k M − 1,
∇ · ukN = 0, 0 k M.
(3.3)
We have from the second equation of (3.3) that
uk+1N = uk+1N,∗ − τ∇pk+1N , (3.4)
∆pk+1N =
1∇ · uk+1N,∗ . (3.5)τ
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δtu
k
N +ΠN
(
ukN · ∇
)
ukN + (1− ντ∆)∇pk+1N − ν∆uk+1N =ΠNf k+1. (3.6)
Then taking the divergence on both sides, we obtain
(1− ντ∆)∆pk+1N +ΠN∇ ·
((
ukN · ∇
)
ukN
)=ΠN(∇ · f k+1). (3.7)
It is easy to verify that (3.3) is equivalent to system (3.6)–(3.7) with u0N =ΠNU0.
We are now in a position for the error analysis on scheme (3.4), see Theorems 3.1–3.3.
Theorem 3.1. Assume that for some r  n/3 and an arbitrary small constant δ > 0,
U ∈L∞(0, T ;Hn/2+δp (Ω)∩Hrp(Ω))∩H 2(0, T ;L2p(Ω)).
Then there exist positive constants c1 and c2, depending only on ν, T , and the norms of U
in the mentioned spaces, such that for all τ  c1N−n/3 and k M ,∥∥Uk − ukN∥∥2  c2(τ 2 +N−2r ).
If, in addition, U ∈ L2(0, T ;Hr+1p (Ω)), then
τ
k∑
j=1
∣∣Uj − ujN ∣∣21  c3(τ 2 +N−2r ),
where c3 depends on c2 and ‖U‖L2(0,T ;Hr+1p (Ω)).
Proof. We divide the proof into two parts. In Part 1, we compare the numerical solution
with the L2p(Ω)-orthogonal projection of the exact solution, and build up a basic energy
inequality. In Part 2, we deal with the nonlinear error terms. Then we complete the proof
by means of the global nonlinear error analysis initiated by Guo [10].
Part 1. Let UkN =ΠNUk and PkN =ΠNPk . Taking the L2p(Ω)-orthogonal projection
on both sides of (2.5) at the time t = kτ + τ , we obtain

δtU
k
N +ΠN((UkN · ∇)UkN)+∇Pk+1N − ν∆Uk+1N=ΠN(RkN,0 +RkN,1 +RkN,2 + f k+1),
∆Pk+1N +ΠN∇ · ((UkN · ∇)UkN)=ΠN∇ · (RkN,1 +RkN,2 + f k+1),
(3.8)
where RkN,0, R
k
N,1, and R
k
N,2 are given by
RkN,0 = δtUkN −
∂
∂t
Uk+1N ,
RkN,1 =
(
(Uk −Uk+1) · ∇)Uk+1 + (Uk · ∇)(Uk −Uk+1),
RkN,2 =
((
UkN −Uk
) · ∇)UkN + (Uk · ∇)(UkN −Uk).
Now, let u˜kN = ukN − UkN and p˜kN = pkN − PkN . Subtracting the first equation of (3.8)
from (3.6), and the second one from (3.7), respectively, we arrive at

δt u˜
k
N +ΠNAkN +∇p˜k+1N − ντ∆(∇pk+1N )− ν∆(u˜kN + τδt u˜kN )
=−ΠN(RkN,0 +RkN,1 +RkN,2),
(1− ντ∆)∆p˜k+1 +Π ∇ ·Ak − ντ∆2Pk+1 =−Π ∇ · (Rk +Rk ),
(3.9)N N N N N N,1 N,2
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AkN,1 =
(
u˜kN · ∇
)
UkN, A
k
N,2 =
(
UkN · ∇
)
u˜kN , A
k
N,3 =
(
u˜kN · ∇
)
u˜kN .
Clearly, ∇ · u˜kN = 0, p˜kN ∈L2p,0(Ω), and for any v ∈L2p(Ω),
2(δtvk, vk)= δt‖vk‖2 − τ‖δtvk‖2,
2(δtvk, vk+1)= δt‖vk‖2 + τ‖δt vk‖2. (3.10)
By taking the scalar product on the first equation of (3.9) with 2u˜kN, we get from (3.10)
that
δt
∥∥u˜kN∥∥2 − τ∥∥δt u˜kN∥∥2 + 2ν∣∣u˜kN ∣∣21 + ντδt ∣∣u˜kN ∣∣21 − ντ 2∣∣δt u˜kN ∣∣21
=−2(AkN +RkN,0 +RkN,1 +RkN,2, u˜kN). (3.11)
Next, let ξ be a certain undetermined positive constant. Taking the scalar product on both
sides of the first equation of (3.9) with ξτδt U˜ kN leads to
ξτ
∥∥δt u˜kN∥∥2 + 12ξντδt
∣∣u˜kN ∣∣21 + 12ξντ 2
∣∣δt u˜kN ∣∣21
=−ξτ (AkN +RkN,0 +RkN,1 +RkN,2, δt u˜kN). (3.12)
For convenience, we let J kN =−(AkN +RkN,0+RkN,1 +RkN,2,2u˜kN + ξτδt u˜kN ). Then adding
up (3.11) and (3.12), we deduce that
δt
∥∥u˜kN∥∥2 + τ (ξ − 1)∥∥δt u˜kN∥∥2 + 2ν∣∣u˜kN ∣∣21
+ ντ
(
ξ
2
+ 1
)
δt
∣∣u˜kN ∣∣21 + ντ 2
(
ξ
2
− 1
)∣∣δt u˜kN ∣∣21 = J kN. (3.13)
Take ξ = 2(q + 1), q > 0. Then (3.13) reads
δt
∥∥u˜kN∥∥2 + τ (2q + 1)∥∥δt u˜kN∥∥2 + 2ν∣∣u˜kN ∣∣21
+ ντ(q + 2)δt
∣∣u˜kN ∣∣21 + qντ 2∣∣δt u˜kN ∣∣21 = J kN. (3.14)
Part 2. We now estimate the terms involved in J kN . First, for any v,w, z ∈H 1p(Ω) with∇ · v = 0,(
(v · ∇)w, z)+ ((v · ∇)z,w)= 0, ((v · ∇)w,w)= 0. (3.15)
This implies (AkN,2, u˜
k
N ) = (AkN,3, u˜kN ) = 0. Thus, using (3.15), the imbedding theory,
and (3.2), we obtain
2
∣∣(AkN, u˜kN)∣∣= 2∣∣(AkN,1, u˜kN )∣∣= 2∣∣((u˜kN · ∇)u˜kN ,UkN )∣∣
 1
4
ν
∣∣u˜kN ∣∣21 + cν
∥∥UkN∥∥2n/2+δ∥∥u˜kN∥∥2  14ν
∣∣u˜kN ∣∣21 + cν ‖Uk‖2n/2+δ
∥∥u˜kN∥∥2.
(3.16)
By the same reason, we have
ξτ
∣∣(AkN,1 +AkN,2, δt u˜kN )∣∣ 1qντ 2∣∣δt u˜kN ∣∣21 + c ‖Uk‖2n/2+δ∥∥u˜kN∥∥2. (3.17)6 qν
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ξτ
∣∣(AkN,3, δt u˜kN )∣∣ qτ∥∥δt u˜kN∥∥2 + cτq Nn
∥∥u˜kN∥∥2∣∣u˜kN ∣∣21. (3.18)
Next, let Λk = (kτ, kτ + τ ). According to the property of the Bochner integral,
2
∣∣(RkN,0, u˜kN )∣∣ ∥∥u˜kN∥∥2 + ∥∥RkN,0∥∥2  ∥∥u˜kN∥∥2 + cτ‖U‖2H 2(Λk;L2p(Ω)). (3.19)
By virtue of (3.15), the imbedding theory and (3.2),
2
∣∣(RkN,1, u˜kN )∣∣ 2∣∣(((Uk −Uk+1) · ∇)u˜kN ,Uk+1)∣∣+ 2∣∣((Uk · ∇)u˜kN ,Uk −Uk+1)∣∣
 1
4
ν
∣∣u˜kN ∣∣21 + cν
(‖Uk‖2n/2+δ + ‖Uk+1‖2n/2+δ)‖U‖2H 1(Λk;L2p(Ω)).
(3.20)
Thanks to (3.15) and (3.2),
2
∣∣(RkN,2, u˜kN )∣∣ 2∣∣(((UkN −Uk) · ∇)u˜kN ,UkN)∣∣+ 2∣∣((UkN · ∇)u˜kN ,UkN −Uk)∣∣
 1
4
ν
∣∣u˜kN ∣∣21 + cνN−2r‖Uk‖2n/2+δ‖Uk‖2r . (3.21)
Similarly, we can derive that∣∣ξτ (RkN,0, δt u˜kN )∣∣ qτ∥∥δt u˜kN∥∥2 + cτ 2‖U‖2H 2(Λk;L2p(Ω)). (3.22)
Furthermore, by (3.15) and an argument as before, we can show that
∣∣ξτ (RkN,1, δt u˜kN )∣∣ 16qντ 2
∣∣δt u˜kN ∣∣21
+ cτ
qν
(‖Uk‖2n/2+δ + ‖Uk+1‖2n/2+δ)‖U‖2H 1(Λk;L2p(Ω)). (3.23)
Using (3.15), (3.1) and (3.2) again yield
∣∣ξτ (RkN,2, δt u˜kN )∣∣ 16qντ 2
∣∣δt u˜kN ∣∣21 + cqνN−2r‖Uk‖2n/2+δ‖Uk‖2r . (3.24)
Now, it follows by substituting (3.16)–(3.24) into (3.14) that
δt
∥∥u˜kN∥∥2 + τ∥∥δt u˜kN∥∥2 + (ν − cτNn∥∥u˜kN∥∥2)∣∣u˜kN ∣∣21 + ντδt ∣∣u˜kN ∣∣21 + ντ 2∣∣δt u˜kN ∣∣21
 c
(
1
qν
‖Uk‖2n/2+δ +
1
qν
‖Uk+1‖2n/2+δ + 1
)∥∥u˜kN∥∥2 +GkN, (3.25)
where
GkN = c
(‖Uk‖2n/2+δ + ‖Uk+1‖2n/2+δ)‖U‖2H 1(Λk;L2p(Ω))
+ cτ‖U‖2
H 2(Λk;L2p(Ω)) + cN
−2r‖Uk‖2n/2+δ‖Uk‖2r .
For the ease of describing the errors, we introduce the notations
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k−1∑
j=0
(
ν|wj+1|21 + τ‖δtwj‖2 + ντ 2|δtwj |21
)
,
ρkN = τ
k−1∑
j=0
G
j
N . (3.26)
Summing (3.25) with respect to k, we arrive at
Ek(u˜N )− cτNnEk−1N (u˜N )EkN(u˜N ) c2τ
k−1∑
j=0
Ej(u˜N )+ ρkN . (3.27)
Clearly, ρkN  c2(τ 2+N−2r ). Let c1 be a suitably small positive constant depending on c2.
Then if τ  c1N−n/3 and r  n/3, we have ρkN  cN−(2/3)n. Now, applying Lemma 3.1
to (3.27) with
Ek =Ek(u˜N ), Gk =Ek(u˜N )− cτNnEk−1(u˜N )Ek(u˜N), F k =Ek(u˜N),
ρk = ρkN , d =
1
2cτNn
, λ= 1
2
, b = c2,
gives immediately that Ek(u˜N ) c2(τ 2 +N−2r ). This with (3.2) completes the proof of
Theorem 3.1. ✷
We now turn to the error estimate for pk+1N .
Theorem 3.2. Assume that for some r  n/2 and δ > 0, P ∈ L∞(0, T ;H 3p(Ω) ∩
Hr+1p (Ω)) and
U ∈L∞(0, T ;Hn/2+δ+1p (Ω)∩Hr+1p (Ω))∩H 1(0, T ;H 1p(Ω))
∩H 2(0, T ;L2p(Ω)).
Then there exist positive constants c1 and c2 depending only on ν, T , and the norms of U
and P in the mentioned spaces, such that for all τ  c1N−n/2 and k M ,
τ
k∑
j=0
∥∥Pj −pjN∥∥21  c2(τ 2 +N−2r ).
Proof. Taking the scalar product on the second equation of (3.9) with p˜k+1N , we obtain that∣∣p˜k+1N ∣∣21 + ντ ∣∣p˜k+1N ∣∣22 − ντ (∆(∇Pk+1N ),∇p˜k+1N )=−(AkN +RkN,1 +RkN,2,∇p˜k+1N ).
(3.28)
By the Poincaré inequality ‖p˜k+1N ‖  c|p˜k+1N |1 and the Cauchy–Schwarz inequality, for
any 9 > 0,
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(‖Uk‖2n/2+δ+1∥∥u˜kN∥∥2
+‖Uk‖2n/2+δ
∣∣u˜kN ∣∣21 +Nn∥∥u˜kN∥∥2∣∣u˜kN ∣∣21),∣∣(RkN,1,∇p˜k+1N )∣∣ 9ν∣∣p˜k+1N ∣∣21 + cτ9ν
(‖Uk‖2n/2+δ+1‖U‖2H 1(Λk;L2p(Ω))
+ ‖Uk‖n/2+δ‖U‖2H 1(Λ;H 1(Ω))
)
,∣∣(RkN,2,∇p˜k+1N )∣∣ 9ν∣∣p˜k+1N ∣∣21 + c9νN−2r
(‖Uk‖2n/2+δ‖Uk‖2r+1
+ ‖Uk‖2n/2+δ+1‖Uk‖2r
)
,
ντ
∣∣(∆(∇Pk+1N ),∇p˜k+1N )∣∣ 9ν∣∣p˜k+1N ∣∣21 + cντ 2‖Pk+1‖23.
Substituting the above estimates into (3.30) and summing the resulting inequality with
respect to k, we obtain by taking 9 to be suitably small that
τ
k∑
j=0
(∥∥p˜jN∥∥21 + ντ∥∥p˜jN∥∥22) c2τ
k∑
j=0
(∥∥u˜jN∥∥2 +Nn∥∥u˜jN∥∥2∣∣u˜jN ∣∣21)+ c2(τ 2 +N−2r ).
This with Theorem 3.1 and (3.2) completes the proof Theorem 3.2. ✷
Remark 3.1. The errors (pkN − Pk) and ∇(pkN − Pk) have the same order as (ukN −Uk),
provided that U and P are slightly more regular as in Theorem 3.2. This is a merit of the
projection method, and is discovered here at the first time.
Remark 3.2. Since we used the equivalent formulation of the projection method, we de-
rive the error estimates for U and P separately. So the projection method simplifies the
calculation, and the equivalent formulation simplifies the analysis.
Below, we consider the error estimates in the maximum norms.
Theorem 3.3. Assume that n 4, r  n/2, δ > 0, and
U ∈L∞(0, T ;Hn/2+δ+2p (Ω)∩Hr+2p (Ω))∩H 2(0, T ;H 2p(Ω))
∩W 1,∞(0, T ;H 2p(Ω)).
Then for all τ  cN−n/2 and k M , we have∥∥Uk − ukN∥∥2  c (τ +N−r ).
If, in addition, P ∈L∞(0, T ;H 4p(Ω)∩Hr+2p (Ω)), then∥∥Pk − pkN∥∥2  c (τ +N−r ).
Proof. Taking the Laplacian on both sides of (3.9) gives
δt
(
∆u˜kN
)+ΠN∆AkN +∆(∇p˜k+1N )− ντ∆2(∇Pk+1N )− ν∆2(u˜kN + τδt u˜kN )
=−ΠN∆
(
Rk +Rk +Rk ). (3.29)N,0 N,1 N,2
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lowing the same strategy as in Part 1 of the proof of Theorem 3.1, we derive
δt
∣∣u˜kN ∣∣22 + τ (2q + 1)∣∣δt u˜kN ∣∣22 + 2ν∣∣∇u˜kN ∣∣22
+ ντ(q + 2)δt
∣∣∇u˜kN ∣∣22 + qντ 2∣∣δt∇u˜kN ∣∣22 = J kN, (3.30)
where
J kN =−
(
∆AkN +∆RkN,0 +∆RkN,1 +∆RkN,2,2∆u˜kN + ξτδt∆u˜kN
)
.
So it remains to estimate |J kN |. For this purpose, let u˜kN = (u˜(1)kN , . . . , u˜(n)kN )T . It follows
from ∇ · u˜kN = 0 that(
u˜kN · ∇
)
UkN =
n∑
α=1
∂
∂xl
(
u˜
(α)k
N U
k
N
)
.
By integration by parts three times, we have(
∆AkN,1,∆u˜
k
N
)= ((u˜kN · ∇)UkN,∆2u˜kN )
=−
n∑
α,β,γ=1
(
∆
(
u˜
(α)k
N U
(β)k
N
)
,
∂3
∂xα∂x2γ
u˜
(β)k
N
)
.
Similar equalities are valid for (∆AkN,j ,∆u˜
k
N), j = 2,3. Therefore, we obtain
2
∣∣(∆AkN,∆u˜kN )∣∣ 13ν
∣∣∇u˜kN ∣∣22 + cν
(‖Uk‖2n/2+δ+2∥∥u˜kN∥∥22 +Nn∥∥u˜kN∥∥42).
Following the same lines as in Part 2 of the proof of Theorem 3.1 and the previous argu-
ment, it is not difficult to show that
ξτ
∣∣(∆AkN, δt∆u˜kN )∣∣ qτ ∣∣δt∇u˜kN ∣∣22 + cq ‖Uk‖2n/2+δ+2
∥∥u˜kN∥∥22
+ cτ
q
Nn
∥∥u˜kN∥∥22∣∣∇u˜kN ∣∣22.
It is clear that
2
2∑
j=0
∣∣(∆RkN,j ,∆u˜kN )∣∣ ν∣∣u˜kN ∣∣22 + cτ‖U‖2H 2(Λk;H 2(Ω))
+ cτ
ν
(‖Uk‖2n/2+δ+2 + ‖Uk+1‖2n/2+δ+2)‖U‖2H 1(Λk;H 2(Ω))
+ c
ν
N−2r‖Uk‖2n/2+δ+2‖Uk‖2r+2.
Moreover, as for (3.22)–(3.24), we can prove that
ξτ
∣∣(∆RkN,0 +∆RkN,1 +∆RkN,2, δt∆u˜kN )∣∣
 qτ
∣∣δt u˜kN ∣∣22 + cτq
(‖Uk‖2n/2+δ+2 + ‖Uk+1‖2n/2+δ+2)‖U‖2H 1(Λk;H 2(Ω))
+ c N−2r‖Uk‖2n/2+δ+2‖Uk‖2r+2.qν
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δt
∣∣u˜kN ∣∣22 + τ ∣∣δt u˜kN ∣∣22 + (ν − cNn∥∥u˜kN∥∥22)∣∣∇u˜kN ∣∣22 + ντδt ∣∣∇u˜kN ∣∣22 + ντ 2∣∣δt∇u˜kN ∣∣22
 c
(
1
qν
‖Uk‖2n/2+δ+2 + 1
)∣∣u˜kN ∣∣22 + cνNn
∥∥u˜kN∥∥42 + G¯kN , (3.31)
where
G¯kN = cτ
(‖Uk‖2n/2+δ+2 + ‖Uk+1‖2n/2+δ+2 + 1)‖U‖2H 2(Λk;H 2(Ω))
+ cN−2r‖Uk‖2n/2+δ+2‖Uk‖2r+2.
Let
E¯k(u˜N )=
∥∥u˜kN∥∥22 + ντ
k∑
j=1
(∣∣u˜jN ∣∣21 + ∣∣∇u˜jN ∣∣22), ρ¯kN = ρkN + τ
k∑
j=1
G¯
j
N,
where ρkN is the same as in (3.25). Obviously, ρ¯kN  c2(τ 2+N−2r ). Adding (3.25) to (3.31)
and summing the result over k, we assert that
E¯k
(
u˜kN
)− cNnE¯k−1(u˜N )E¯k(u˜N) c2τ k−1∑
j=0
(
E¯j (u˜N)+
(
E¯j (u˜N )
)2)+ ρ¯kN .
We now apply Lemma 3.1 to the above with
Ek = E¯k(u˜N ), Gk = E¯k(uN)− cNnE¯k−1(u˜N )E¯k(u˜N ),
F k = E¯k(uN)+ cNn
(
E¯k−1(u˜N )
)2
,
ρk = ρ¯kN , d =
1
2cNn
, λ= 1
2
, b = c2.
Then the corresponding result with the imbedding theory leads to ‖u˜k‖2  c2(τ +N−r ).
This with (3.2) implies ‖Uk − ukN‖2  c2(τ +N−r ).
Next, we take the scalar product on the second equation of (3.9) with ∆p˜k+1N . It is noted
that
−ντ (∆2p˜k+1N ,∆p˜k+1N )= ντ ∣∣∇p˜k+1N ∣∣22.
Thus by the Poincaré inequality, we deduce that∥∥p˜k+1N ∥∥22  c(∥∥∇ ·AkN∥∥2 + ∥∥∇ ·RkN,1∥∥2 + ∥∥∇ ·RkN,2∥∥2 + τ 2|Pk+1|24).
Furthermore, using (3.2) and the imbedding theory again, yields∥∥∇ ·AkN∥∥2  c(∥∥UkN∥∥2W 2,4∥∥u˜kN∥∥2W 1,4 + ∥∥UkN∥∥2W 1,∞∥∥u˜kN∥∥22
+ ∥∥u˜kN∥∥2L∞∥∥u˜kN∥∥22 + ∥∥u˜kN∥∥4W 1,4)
 c2(τ 2 +N−2r ).
It is easy to verify that
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 c2τ 2
(‖Uk‖2n/2+δ+2 + ‖Uk+1‖2n/2+δ+2)‖U‖2W 1,4(Λk;H 2(Ω))
+ c2N−2r‖Uk‖2n/2+δ+1‖Uk‖2r+2.
Now it follows immediately from the above three inequalities that ‖p˜k+1N ‖2  c2(τ+N−r ).✷
By Theorem 3.3 and the imbedding theory, we have
Corollary 3.1. Under the same assumptions as in Theorem 3.3, we have∥∥Uk − ukN∥∥L∞  c2(τ +N−r ), ∥∥Pk − pkN∥∥L∞  c3(τ +N−r ).
3.3. A modified first-order Fourier spectral projection method
In this subsection we consider the following modified first-order Fourier spectral pro-
jection method: Find ukN ,ukN,∗ ∈ VN and pkN ∈ VN,0, such that u0N =ΠNU0, and

1
τ
(uk+1N,∗ − ukN)+ΠN(ukN · ∇)uk+1N,∗ − ν∆uk+1N,∗ =ΠNf k+1, 0 k M − 1,
1
τ
(uk+1N − uk+1N,∗ )+∇pk+1N = 0, 0 k M − 1,
∇ · ukN = 0, 0 k M.
(3.32)
It is equivalent to the following system with u0N =ΠNU0 and
δtu
k
N +ΠN
(
ukN · ∇
)
uk+1N + τΠN
(
ukN · ∇
)∇pk+1N
+ (1− ντ∆)∇pk+1N − ν∆uk+1N =ΠNf k+1,
(1− ντ∆)∆pk+1N +ΠN∇ ·
((
ukN · ∇
)
uk+1N
)
+ τΠN∇ ·
((
ukN · ∇
)∇pk+1N )=ΠN∇ · f k+1
for 0 k M − 1. The errors u˜kN = ukN −Uk satisfy the following equations:

δt u˜
k
N +ΠN(A¯kN +BkN)+∇p˜k+1N − ντ∆(∇pk+1N )− ν∆u˜k+1N
=−ΠN(R¯kN,0 + R¯kN,1 + R¯kN,2 + R¯kN,3),
(1− ντ∆)∆p˜k+1N +ΠN∇ · (A¯kN +BkN)− ντ∆2Pk+1N
=−ΠN∇ · (RkN,1 +RkN,2 +RkN,3),
(3.33)
where
RkN,0 = δtUkN −
∂
∂t
Uk+1N , R
k
N,1 =
(
(Uk −Uk+1) · ∇)Uk+1,
RkN,2 =
((
UkN −Uk
) · ∇)Uk+1N + (Uk · ∇)(Uk+1N −Uk+1),
RkN,3 = τ
(
UkN · ∇
)∇Pk+1N ,
and
A¯k = A¯k + A¯k + A¯k , Bk = Bk +Bk +BkN N,1 N,2 N,3 N N,1 N,2 N,3
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A¯kN,1 =
(
u˜kN · ∇
)
Uk+1N , A¯
k
N,2 =
(
UkN · ∇
)
u˜k+1N , A¯
k
N,3 =
(
u˜kN · ∇
)
u˜k+1N ,
BkN,1 = τ
(
u˜kN · ∇
)∇Pk+1N , BkN,2 = τ (UkN · ∇)∇p˜k+1N , BkN,3 = τ (u˜kN · ∇)∇p˜k+1N .
Theorem 3.4. Assume that for some r  n/2 and δ > 0,
U ∈L∞(0, T ;Hn/2+δ+1p (Ω)∩Hr+1p (Ω))∩H 2(0, T ;L2p(Ω)),
P ∈ L∞(0, T ;H 2p(Ω)∩Hr+1p (Ω)).
Then there exist positive constants c1 and c2, depending only on ν, T , and the norms of U
and P in the mentioned spaces, such that for all τ  c1N−n/2 and k M ,
∥∥Uk − ukN∥∥2 + τ
k∑
j=0
∣∣Uj − ujN ∣∣21  c2(τ 2 +N−2r ).
Proof. Taking the scalar product on the first equation of (3.33) with 2u˜k+1N , and us-
ing (3.16), we obtain that
δt
∥∥u˜kN∥∥2 + τ∥∥δt u˜kN∥∥2 + 2ν∣∣u˜k+1N ∣∣21 = J kN, (3.34)
where
J kN =−2
(
A¯kN +BkN +RkN,0 +RkN,1 +RkN,2 +RkN,3, u˜k+1N
)
.
Similarly to (3.16), we have for any 9 > 0,
2
∣∣(A¯kN , u˜k+1N )∣∣= 2∣∣(A¯kN,1, u˜k+1N )∣∣ 9ν∣∣u˜k+1N ∣∣21 + c9ν ‖Uk+1‖2n/2+δ
∥∥u˜kN∥∥2. (3.35)
Thanks to (3.1) and (3.2),
2
∣∣(BkN, u˜k+1N )∣∣ 9ντ ∣∣p˜k+1N ∣∣22 + cτν9 ‖Uk‖2n/2+δ
∥∥u˜k+1N ∥∥2 + cν τNn
∥∥u˜kN∥∥2∥∥u˜k+1N ∥∥2.
(3.36)
Using (3.1), (3.2), and (3.15) again, we deduce that
2
∣∣(RkN,0 +RkN,1 +RkN,2 +RkN,3, u˜k+1N )∣∣

∥∥u˜k+1N ∥∥2 + cτ‖U‖2H 2(Λk;L2(Ω))
+ cτ‖Uk+1‖2n/2+δ+1‖U‖2H 1(Λk;L2p(Ω)) + cτ
2‖Uk‖2n/2+δ|Pk+1|22
+ c
ν
N−2r
(‖Uk+1‖2n/2+δ+1‖Uk‖2r + ‖Uk‖2n/2+δ‖Uk+1‖2r+1). (3.37)
Next, taking the scalar product on the second equation of (3.33) with p˜k+1N , we find that∥∥p˜k+1N ∥∥21 + ντ∥∥p˜k+1N ∥∥22  c∣∣(A¯kN +BkN +RkN,1 +RkN,2 +RkN,3,∇p˜k+1N )∣∣
+ cντ 2‖Pk+1‖23. (3.38)
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+ c
9
(‖Uk‖2n/2+δ+1 + ‖Uk+1‖2n/2+δ)(∥∥u˜kN∥∥2 + ∥∥u˜k+1N ∥∥2)
+ c
9
Nn
∥∥u˜kN∥∥2∣∣u˜k+1N ∣∣21. (3.39)
On use of (3.15), we have (BkN,j ,∇p˜k+1N )= 0 for j = 2,3, and so∣∣(BkN,∇p˜k+1N )∣∣ 9ντ ∣∣p˜k+1N ∣∣22 + τ9ν ‖Pk+1‖2n/2+δ+1
∥∥u˜kN∥∥2. (3.40)
Finally, we can further show that∣∣(RkN,1 +RkN,2 +RkN,3,∇p˜k+1N )∣∣
 9ν
∣∣p˜k+1N ∣∣21 + cτ‖Uk+1‖2n/2+δ+1‖U‖2H 1(Λk;L2p(Ω))
+ τ 2‖Uk‖2n/2+δ‖Pk+1‖22
+ c
ν
N−2r
(‖Uk+1‖2n/2+δ+1‖Uk‖2r + ‖Uk‖2n/2+δ‖Uk+1‖2r+1). (3.41)
Now adding (3.38) to (3.34), substituting (3.35)–(3.37) and (3.39)–(3.41) into the resulting
inequality, and then summing up the result over k, we arrive at
∥∥u˜kN∥∥2 + τ
k∑
j=0
((
ν − cNn∥∥u˜j−1N ∥∥2)∣∣u˜jN ∣∣21 + τ∥∥δt u˜jN∥∥2
+ (1− cτNn∥∥u˜j−1N ∥∥2)∥∥p˜jN∥∥21 + ντ∥∥p˜jN∥∥22)
 c2τ
k−1∑
j=0
(∥∥u˜jN∥∥2 + τNn∥∥u˜jN∥∥4)+ c2(τ 2 +N−2r ).
Now the desired result follows directly from Lemma 3.1 and (3.2). ✷
4. Second-order Fourier spectral projection method
In this section, we focus on the second-order Fourier spectral projection method by
Kim and Moin [14]. The scheme aims to find ukN ,ukN,∗ ∈ VN and pk+1/2N ∈ VN,0, such that
u0N =ΠNU0, ∇ · uMN = 0, and for 1 k M − 1,

1
τ
(uk+1N,∗ − ukN)+ΠN
( 3
2 (u
k
N · ∇)ukN − 12 (uk−1N · ∇)uk−1N
)− 12ν∆(ukN + uk+1N,∗ )
=ΠN
( 3
2f
k − 12f k−1
)
,
1
τ
(uk+1N − uk+1N,∗ )+∇pk+1/2N = 0,
∇ · ukN = 0.
(4.1)
In actual computations, one may use (3.3) to evaluate the starting value u1 .N
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δtu
k
N +ΠN
(
3
2
(
ukN · ∇
)
ukN −
1
2
(
uk−1N · ∇
)
uk−1N
)
+∇pk+1/2N −
1
2
ντ∆
(∇pk+1/2N )− 12ν∆
(
ukN + uk+1N
)
=ΠN
(
3
2
f k − 1
2
f k−1
)
, 1 k M − 1. (4.2)
Taking the divergence on both sides of the above equation gives(
1− 1
2
ντ∆
)
∆p
k+1/2
N +ΠN∇ ·
(
3
2
(
ukN · ∇
)
ukN −
1
2
(
uk−1N · ∇
)
uk−1N
)
=ΠN∇ ·
(
3
2
f k − 1
2
f k−1
)
. (4.3)
One can show as before that (4.1) is equivalent to system (4.2)–(4.3) with u0N =ΠNU0.
It is important to note that one can improve the accuracy of the numerical pressure
p
k+1/2
N by correcting it as follows:
p
k+1/2
N,c =
(
1− 1
2
ντ∆
)
p
k+1/2
N . (4.4)
For the subsequent error estimates, we introduce a Sobolev space W∗m(I ;Ω) equipped
with the norm
‖v‖W∗m(I ;Ω) =
( 2∑
q=0
T∫
0
∥∥∥∥ ∂q∂tq v(s)
∥∥∥∥
4
Wm,4(Ω)
ds
)1/4
.
The main results of this section are stated in Theorems 4.1–4.3.
Theorem 4.1. Assume that for some r  n/2 and δ > 0, we have f ∈ H 2(0, T ;L2p(Ω))
and
U ∈L∞(0, T ;Hn/2+δp (Ω)∩Hrp(Ω))∩H 2(0, T ;H 2p(Ω))
∩H 3(0, T ;L2p(Ω))∩W∗1 (0, T ;Ω).
Then there exist positive constants c1 and c2 depending only on ν, T , and the norms U
and f in the mentioned spaces, such that for all τ  c1N−n/4 and k M ,∥∥Uk − ukN∥∥2  c2(τ 4 +N−2r ).
If, in addition, U ∈ L2(0, T ;Hr+1p (Ω)), then
τ
k∑∣∣Uj +Uj+1 − ujN − uj+1N ∣∣21  c3(τ 4 +N−2r ),
j=0
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U ∈L∞(0, T ;Hn/2+δ+1(Ω)∩Hr+1p (Ω))∩H 1(0, T ;Hrp(Ω)),
then
∥∥Uk − ukN∥∥21 + τ
k∑
j=0
∥∥δt(Uj − ujN )∥∥2  c4(τ 4 +N−2r ),
where c4 depends on c2 and ‖U‖L∞(0,T ;Hn/2+δ+1(Ω)∩Hr+1(Ω))∩H 1(0,T ;Hrp(Ω)).
Proof. We use the same notations UkN , P
k
N , u˜
k
N , p˜
k+1/2
N , and A
k
N , A
k
N,j as in the last
section, and Pk+1/2N = ΠNPk+1/2. Taking the L2(Ω)-orthogonal projection on (2.5) at
t = kτ + τ/2, we have

δtU
k
N +ΠN
( 3
2 (U
k
N · ∇)UkN − 12 (Uk−1N · ∇)Uk−1N
)
+∇Pk+1/2N − 12ν∆(UkN +Uk+1N )
=ΠN
( 3
2f
k − 12f k−1 +RkN,0 +RkN,1 +RkN,2 +RkN,3
)
,
∆P
k+1/2
N +ΠN∇ ·
( 3
2 (U
k
N · ∇)UkN − 12 (Uk−1N · ∇)Uk−1N
)
=ΠN∇ ·
( 3
2f
k − 12f k−1 +RkN,1 +RkN,2 +RkN,3
)
,
(4.5)
where
RkN,0 = δtUkN −
∂
∂t
U
k+1/2
N +
1
2
ν∆
(
2Uk+1/2N −UkN −Uk+1N
)
,
RkN,1 =
3
2
(Uk · ∇)Uk − 1
2
(Uk−1 · ∇)Uk−1 − (Uk+1/2 · ∇)Uk+1/2,
RkN,2 =
3
2
((
UkN −Uk
) · ∇)UkN + 32 (Uk · ∇)
(
UkN −Uk
)
− 1
2
((
Uk−1N −Uk−1
) · ∇)Uk−1N − 12 (Uk−1 · ∇)
(
Uk−1N −Uk−1
)
,
RkN,3 = f k+1/2 −
3
2
f k + 1
2
f k−1.
Then subtracting (4.5) from (4.2) gives

δt u˜
k
N +ΠN
( 3
2A
k
N − 12Ak−1N
)+∇p˜k+1/2N − 12ντ∆(∇pk+1/2N )− 12ν∆(u˜kN + u˜k+1N )
=−ΠN(RkN,0 +RkN,1 +RkN,2 +RkN,3),
(1− 12ντ∆)∆p˜k+1/2N +ΠN∇ ·
( 3
2A
k
N − 12Ak−1N
)− 12ντ∆2Pk+1/2N
=−ΠN∇ · (RkN,1 +RkN,2 +RkN,3).
(4.6)
Now, we take the scalar product on the first equation of (4.6) with u˜kN + u˜k+1N to obtain
δt
∥∥u˜kN∥∥2 + 12ν
∣∣u˜kN + u˜k+1N ∣∣21
=−
(
3
AkN −
1
Ak−1N +RkN,0 +RkN,1 +RkN,2 +RkN,3, u˜kN + u˜k+1N
)
. (4.7)2 2
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3
2
∣∣(AkN,1, u˜kN + u˜k+1N )∣∣= 32
∣∣((u˜kN · ∇)(u˜kN + u˜k+1N ),UkN )∣∣
 1
16
ν
∣∣u˜kN + u˜k+1N ∣∣21 + cν ‖Uk‖2n/2+δ
∥∥u˜kN∥∥2.
We can estimate the other terms in AkN and A
k−1
N similarly, and obtain∣∣∣∣
(
3
2
AkN −
1
2
Ak−1N , u˜
k
N + u˜k+1N
)∣∣∣∣
 1
16
ν
∣∣u˜kN + u˜k+1N ∣∣21 + cν
(‖Uk‖2n/2+δ∥∥u˜kN∥∥2 + ‖Uk−1‖2n/2+δ∥∥u˜k−1N ∥∥2)
+ c
ν
Nn
(∥∥u˜kN∥∥4 + ∥∥u˜k−1N ∥∥4).
By the property of Bochner integral and the Cauchy–Schwarz inequality,∑
j=0,1,3
∣∣(RkN,j , u˜kN + u˜k+1N )∣∣ ∥∥u˜kN∥∥2 + ∥∥u˜k+1N ∥∥2 + cτ 3∥∥(U · ∇)U∥∥H 2(Λk;L2(Ω))
+ cτ 3‖U‖2W∗1 (Λk;Ω) +
cτ 3
ν
‖f ‖2
H 2(Λk;L2(Ω)).
By (3.2), (3.15), and a similar argument as in Part 2 of the proof of Theorem 3.1,
∣∣(RkN,2, u˜kN + u˜k+1N )∣∣ 116ν
∣∣u˜kN + u˜k+1N ∣∣21
+ c
ν
N−2r
(‖Uk‖2n/2+δ‖Uk‖2r +‖Uk−1‖2n/2+δ‖Uk−1‖2r ).
Substituting the above estimates into (4.7), and summing up the result over k, we obtain
∥∥u˜kN∥∥2 + ντ
k∑
j=1
∣∣u˜jN + u˜j−1N ∣∣21
 cτ
k−1∑
j=0
((‖Uj‖2n/2+δ + 1)∥∥u˜jN∥∥2 +Nn∥∥u˜jN∥∥4)+ ρkN , (4.8)
where ρkN  c2(τ 4 + N−2r ). In particular, for τ  c1N−n/4 and r  n/2, we have
ρkN  c2N−n. Now, the first two conclusions of Theorem 4.1 follows directly from this
result, (3.2), and Lemma 3.1.
Next, we take the scalar product on the first equation of (4.6) with δt u˜kN to obtain that∥∥δt u˜kN∥∥2 + 12νδt
∣∣u˜kN ∣∣21
=−
(
3
2
AkN −
1
2
Ak−1N +RkN,0 +RkN,1 +RkN,2 +RkN,3, δt u˜kN
)
. (4.9)
It can be verified that
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∣∣∣∣
(
3
2
AkN −
1
2
Ak−1N , δt u˜
k
N
)∣∣∣∣
 1
2
∥∥δt u˜kN∥∥2 + c(‖Uk‖2n/2+δ+1∥∥u˜kN∥∥2 +‖Uk−1‖2n/2+δ+1∥∥u˜k−1N ∥∥2
+ ‖Uk‖2n/2+δ
∣∣u˜kN ∣∣21 + ‖Uk−1‖2n/2+δ∣∣u˜k−1N ∣∣21
+Nn∥∥u˜kN∥∥2∣∣u˜kN ∣∣21 +Nn∥∥u˜k−1N ∥∥2∣∣u˜k−1N ∣∣21).
We can estimate |(RkN,j , δt u˜kN)|, j = 0,1,3, as before. Moreover∣∣(RkN,2, δt u˜kN )∣∣ 12
∥∥δt u˜kN∥∥2 + cνN−2r
(
‖Uk‖2n/2+δ+1‖Uk‖2r
+ ‖Uk−1‖n/2+δ+1‖Uk−1‖2r
+ ‖Uk‖2n/2+δ‖Uk‖2r+1 + ‖Uk−1‖2n/2+δ‖Uk−1‖2r+1
)
.
Thus substituting the above estimates into (4.9), summing up it over k and adding the result
to (4.8), we obtain
∥∥u˜kN∥∥21 + τ
k−1∑
j=0
∥∥δt u˜jN∥∥2  cτ
k−1∑
j=0
(‖Uj‖2n/2+δ+1∥∥u˜jN∥∥21 +Nn∥∥u˜jN∥∥2∣∣u˜jN ∣∣21)+ ρkN ,
which, with Lemma 3.1, leads to the third conclusion of Theorem 4.1. ✷
Remark 4.1. One can see from Theorem 4.1 that the second-order projection method not
only improves the accuracy, but also relaxes the restriction on τ . For example, if n = 2,
τ N−1/2 and r  1, we have ‖Uk − ukN‖ =O(τ 2 +N−r ).
For the accuracy of the numerical pressure, we have the following result.
Theorem 4.2. Assume that for some r  n/2 and δ > 0,
U ∈L∞(0, T ;Hn/2+δ+1p (Ω)∩Hr+1p (Ω))∩H 2(0, T ;H 2p(Ω))
∩H 3(0, T ;L2p(Ω))∩W∗1 (0, T ;Ω),
P ∈ L∞(0, T ;H 3p(Ω)∩Hr+1p (Ω)), f ∈H 2(0, T ;L2p(Ω)).
Then there exist positive constants c1 and c2 depending only on ν, T , and the norms of
U , P , and f in the mentioned spaces, such that for all τ  c1N−n/4 and k M ,
τ
k∑
j=0
∥∥Pj+1/2 −pj+1/2N ∥∥21  c2(τ 2 +N−2r ).
Moreover, for the corrected numerical pressure, we have
τ
k∑
j=0
∥∥Pj+1/2 −pj+1/2N,c ∥∥21  c3(τ 4 +N−2r ),
where c3 is independent of ‖P‖L∞(0,T ;H 3(Ω)).p
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‖pk+1/2N ‖ c|pk+1/2N |1. So taking the scalar product on the second equation of (4.6) with
p˜
k+1/2
N gives∥∥p˜k+1/2N ∥∥21 + ντ∥∥p˜k+1/2N ∥∥22
 c
∣∣∣∣
(
3
2
AkN −
1
2
Ak−1N +RkN,1 +RkN,2 +RkN,3,∇p˜k+1/2N
)∣∣∣∣
+ cντ 2‖Pk+1‖23. (4.10)
The right-hand side of (4.10) can be estimated in the same manner as we did in the proof
of Theorem 3.2. Accordingly, we get from (4.10) that
τ
k∑
j=0
(∥∥p˜j+1/2N ∥∥21 + ντ∥∥p˜j+1/2N ∥∥22) c2τ
k∑
j=0
(∥∥u˜jN∥∥21 +Nn∥∥u˜jN∥∥2∣∣u˜jN ∣∣21)
+ c2(τ 2 +N−2r ). (4.11)
Then the first conclusion of Theorem 4.2 follows from (4.11), Theorem 4.1, and (3.2).
Next, we rewrite (4.3) as follows:
∆p
k+1/2
N,c +ΠN∇ ·
(
3
2
(
ukN · ∇
)
ukN −
1
2
(
uk−1N · ∇
)
uk−1N
)
=ΠN∇ ·
(
3
2
f k − 1
2
f k−1
)
.
Following the same line as in the first part of the proof, and noting that the dominant error
term cντ 2‖Pk+1‖23 in (4.10) does not appear any more, we arrive at the second conclusion.✷
By the same procedure as in the proof of Theorem 3.3, we can prove the following
result.
Theorem 4.3. For some n 4, r  n/2, and δ > 0, we assume that f ∈H 2(0, T ;H 2p(Ω))
and
U ∈L∞(0, T ;Hn/2+δ+2p (Ω)∩Hr+2p (Ω))∩H 2(0, T ;H 4p(Ω))
∩H 3(0, T ;H 2p(Ω))∩W∗3 (0, T ;Ω).
Then there exist positive constants c1 and c2 depending only on ν, T , and the norms of U
and f in the mentioned spaces, such that for all τ  c1N−n/4 and k M ,∥∥Uk − ukN∥∥2  c2(τ 2 +N−r ).
If, in addition, P ∈L∞(0, T ;Hr+2p (Ω)), then∥∥Pk+1/2 − pk+1/2∥∥  c3(τ 2 +N−r ),N,c 2
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Hr+2p (Ω)), then∥∥Pk+1/2 − pk+1/2N ∥∥2  c4(τ +N−r ),
where c4 depends on c3 and ‖P‖L∞(0,T ;H 4p(Ω)).
Theorem 4.3 leads directly to the following error estimates in the maximum norm.
Corollary 4.1. Under the same assumptions as in Theorem 4.3, we have∥∥Uk − ukN∥∥L∞  c (τ 2 +N−r ), ∥∥Pk+1/2 − pk+1/2N,c ∥∥L∞  c (τ 2 +N−r ),∥∥Pk+1/2 − pk+1/2N ∥∥L∞  c(τ +N−r ).
Remark 4.4. In scheme (4.1), one may approximate the nonlinear term (U · ∇)U by((
3
2
ukN −
1
2
uk−1N
)
· ∇
)(
3
2
ukN −
1
2
uk−1N
)
.
In this case, all the results in Theorems 4.1–4.3 are still valid, but the regularity with U ∈
W∗m(0, T ;Ω), m = 1,3, in Theorems 4.1–4.3 are now replaced by the weaker regularity
with U ∈H 2(0, T ;Hmp (Ω)).
5. Second-order Fourier spectral projection method based
on pressure increment formulation
In this section, we investigate the second-order Fourier spectral projection method based
on pressure increment formulation. Its higher accuracy has been observed; see [2,3,21].
The second-order Fourier spectral projection method based on pressure increment for-
mulation is to find ukN ,u
k
N,∗ ∈ VN and pk+1/2N ∈ VN,0, such that u0 =ΠNU0, and

1
τ
(uk+1N,∗ − ukN)+ΠN
( 3
2 (u
k
N · ∇)ukN − 12 (uk−1N · ∇)uk−1N
)
+∇pk−1/2N − 12ν∆(ukN + uk+1N,∗ )
=ΠN
( 3
2f
k − 12f k−1
)
, 1 k M − 1,
1
τ
(uk+1N − uk+1N,∗ )+∇(pk+1/2N − pk−1/2N )= 0, 1 k M − 1,
∇ · ukN = 0, 0 k M.
(5.1)
It is equivalent to the following system:
δtu
k
N +ΠN
(
3
2
(
ukN · ∇
)
ukN −
1
2
(
uk−1N · ∇
)
uk−1N
)
+∇pk+1/2N −
1
2
ντ 2δt∆
(∇pk−1/2N )
− 1
2
ν∆
(
ukN + uk+1N
)=ΠN
(
3
2
f k − 1
2
f k−1
)
, (5.2)
∆p
k+1/2
N +ΠN∇ ·
(
3 (
ukN · ∇
)
ukN −
1(
uk−1N · ∇
)
uk−1N
)
− 1ντ 2δt∆2pk−1/2N2 2 2
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(
3
2
f k − 1
2
f k−1
)
, (5.3)
where 1 k M − 1 and u0 =ΠNU0. In the actual computations, one may use (3.3) to
evaluate u1N , and use certain method to evaluate p
1/2
N in advance. Suppose that for some
α  1 and r  1,
τ
∣∣P 1/2 − p1/2N ∣∣2  c(τα +N−r ). (5.4)
We define the corrected numerical pressure by
p
k+1/2
N,c = pk+1/2N −
1
2
ντ 2δt∆p
k−1/2
N =
(
1− 1
2
ντ∆
)
p
k+1/2
N +
1
2
ντ∆p
k−1/2
N . (5.5)
Theorem 5.1. Under the same assumptions as in Theorem 4.1, we have the same conver-
gence results as in Theorem 4.1 for scheme (5.1).
Proof. We will use the same notations as in the last section, such as AkN , R
k
N,0, R
K
N,1, and
RkN,2. As we did in the proof of Theorem 4.1, we have from (2.5) and (5.2) that

δt u˜
k
N +ΠN
( 3
2A
k
N − 12Ak−1N
)+∇p˜k+1/2N
− 12ντ 2δt∆(∇pk−1/2N )− 12ν∆(u˜k + u˜k+1)
=−(RkN,0 +RkN,1 +RkN,2 +RkN,3), 1 k M − 1,
∆p˜
k+1/2
N +ΠN∇ ·
( 3
2A
k
N − 12Ak−1N
)− 12ντ 2δt∆2p˜k−1/2N
− 12ντ 2δt∆2Pk−1/2N
=−ΠN∇ · (RkN,1 +RkN,2 +RkN,3), 1 k M − 1.
(5.6)
It is clear that∫
Ω
∆
(∇pk+1/2N )(u˜kN + u˜k+1N )dx = 0.
By taking the scalar product on the first equation of (5.6) with u˜kN + u˜k+1N , we obtain a ba-
sic energy equality which is exactly the same as (4.7). Then the conclusion follows directly.✷
Theorem 5.2. Assume that the conditions in Theorem 4.2 are satisfied and P ∈H 1(0, T ;
H 3p(Ω)). Then there exist positive constants c1 and c2 depending on ν, T , and the norms
of U , P , and f in the mentioned spaces, such that for all τ  c1N−n/4 and k M ,
τ
k∑
j=0
∥∥Pj+1/2 −pj+1/2N ∥∥21  c2(τ 4 + τ 2α +N−2r ),
τ
k∑
j=0
∥∥Pj+1/2 −pj+1/2N,c ∥∥21  c3 (τ 4 +N−2r ),
where c3 is independent of ‖P‖H 1(0,T ;H 3(Ω)).p
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gives
∣∣p˜k+1/2N ∣∣21 + 14ντ 2δt
∣∣p˜k−1/2N ∣∣22 + 14ντ 3
∣∣δt p˜k−1/2N ∣∣22

∣∣∣∣
(
3
2
AkN −
1
2
AkN +RkN,1 +RkN,2 +RkN,3,∇ · pk+1/2N
)∣∣∣∣+ cν2τ 4‖δtP k−1/2‖23.
It is easy to see that
τ
k∑
j=1
‖δtP j−1/2‖23  c‖P‖2H 1(0,T ;H 3p(Ω)).
Then the first conclusion of Theorem 5.2 follows immediately from (5.4) and a similar
proof to Theorem 4.2.
Next, by (5.5) and the second equation of (5.6), we have
∆p˜
k+1/2
N,c +ΠN∇ ·
(
3
2
AkN −
1
2
Ak−1N
)
=−ΠN∇ ·
(
RkN,1 +RkN,2 +RkN,3
)
.
This, along with the same argument as used in the second part of the proof of Theorem 4.3,
leads to the second conclusion of Theorem 5.2. ✷
Remark 5.1. One can see from Theorems 5.1 and 5.2, the choice of p1/2N does not affect
the accuracy of ukN . On the other hand, p
k+1/2
N and p
k+1/2
N,c have the same accuracy if α  2.
In other words, pk+1/2N is corrected for k  1 automatically.
Like Theorem 4.3, we have the following result for n 4.
Theorem 5.3. If n  4 and the regularity of Theorem 4.3 is fulfilled, then for all τ 
c1N−n/4 and k M ,∥∥Uk − ukN∥∥2  c2(τ 2 +N−r ),
where c1 and c2 are the same as in Theorem 4.3. Moreover, if P ∈ L∞(0, T ;Hr+2p (Ω))∩
H 1(0, T ;H 3p(Ω)), then for all k M ,∥∥Pk+1/2 − pk+1/2N ∥∥2  c3(τ 2 + τα +N−r ),
where c3 depends on c2 and ‖P‖L∞(0,T ;Hr+2p (Ω))∩H 3(0,T ;H 4p(Ω)). Furthermore,∥∥Pk+1/2 − pk+1/2N,c ∥∥2  c4(τ 2 +N−r ),
where c4 depends on c2 and ‖P‖L∞(0,T ;Hr+2p (Ω)).
Theorem 5.3 implies the following error estimates in the maximum norm.
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‖Uk − ukN‖L∞,
∥∥Pk+1/2 −pk+1/2N,c ∥∥L∞  C(τ 2 +N−r ),∥∥Pk+1/2 − pk+1/2N ∥∥L∞  C (τ 2 + τα +N−r ).
Remark 5.2. We notice from (5.5) that
p˜
k+1/2
N = p˜k+1/2N,c +
1
2
ντ 2δt∆p
k−1/2
N .
If α  1, then δt∆pk+1/2N is bounded uniformly for all x , k, N , and τ  c1N−n/4. Conse-
quently, we have∥∥Pk+1/2 − pk+1/2N ∥∥L∞  c3(τ 2 +N−r ).
Thus pk+1/2N has the same accuracy as u
k
N . This gives a new important feature of the pro-jection method based on the pressure increment formulation. This seems to be the first time
to observe such a nice feature.
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