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1. Introduction
In this paper, we study the following integral equation system on bounded domain Ω ⊂ Rn with ∂Ω ∈ C1⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u(x) = A
∫
Ω
|x− y|α−nv(y)p dy + C, x ∈ Ω,
v(x) = B
∫
Ω
|x− y|β−nu(y)q dy + D, x ∈ Ω,
u = C1, v = C2 on ∂Ω,
u > 0, v > 0 in Ω,
(1.1)
where p, q, α, β , A, B , C , D , C1, C2 are constants such that
1
q + 1 +
1
p + 1 =
n − β
2n − β + α +
n − α
2n − α + β , (1.2)
p,q > 1, 0< α,β < n, (1.3)
A, B,C, D,C1,C2 > 0. (1.4)
As for single integral equation, Li, Ströhmer and Wang [6] have studied the symmetry of the domain and the positive
solution. In this paper, we generalize the result to system of integral equation. We will prove that the domain is a ball
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the best of the authors’ knowledge, there’s no published work dealing with the general form of system (1.1). As for α = β ,
Ω = Rn , A = B = 1, C = D = 0, the system (1.1) becomes⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u(x) =
∫
Rn
|x− y|α−nvp(y)dy,
v(x) =
∫
Rn
|x− y|α−nuq(y)dy
(1.5)
where p, q, α are constants satisfying
1
q + 1 +
1
p + 1 =
n − α
n
, p,q > 1, 0< α < n. (1.6)
Chen, Li and Ou [4] have proved the radial symmetry and monotone for the positive solution of (1.5) with conditions (1.6)
in Ω = Rn (n  3) provided u ∈ Lq+1(Rn) and v ∈ Lp+1(Rn). It is well known that the system (1.5) with conditions (1.6) is
correlated with the problem of ﬁnding the best constant of Hardy–Littlewood–Sobolev inequality [4].
The tool used in this paper is the method of moving planes, which has become a powerful tool in the research of
nonlinear elliptic equations and (systems of) integral equations, such as in [4] and [6]. This method was introduced by
Alexandroff [1] in the early 1950s. It was reﬁned by Serrin [7] in order to apply to partial differential equations on bounded
domains, and further developed by Gidas, Ni and Nirenberg [5], Caffarelli, Gidas and Spruck [2]. It was ﬁrstly observed by
Chen, Li and Ou [3] that instead of the maximum principle to partial differential equations, Hardy–Littlewood–Sobolev type
inequality could be used to study integral equations.
In this paper, our main results are the following:
Theorem 1.1. Suppose Ω ⊂ Rn is a bounded domain with ∂Ω ∈ C1 , {u, v} is a pair of positive solutions of the system (1.1) with the
conditions (1.2)–(1.4). If u ∈ Ls0 (Ω)∩ C1(Ω) and v ∈ Lr0(Ω)∩ C1(Ω) with s0 = n(pq−1)pβ+α and r0 = n(pq−1)qα+β , then Ω is a ball, u and v
are radially symmetric and monotone decreasing with respect to the radius.
Theorem 1.2.
(i) Theorem 1.1 still holds if the conditions u ∈ Ls0 (Ω)∩C1(Ω) and v ∈ Lr0(Ω)∩C1(Ω) are replaced by u ∈ Ls1 (Ω) and v ∈ Lr1(Ω)
with s1 > s0 and r1  r0 or s1  s0 and r1 > r0 .
(ii) If the conditions (1.2) and (1.3) are replaced by 0< p,q 1, 0<α,β < n, Theorem 1.1 still holds provided u ∈ L1(Ω), v ∈ L1(Ω).
Remark 1.3. (i) It is obvious that (1.1) implies the following differential equation system⎧⎪⎪⎨
⎪⎪⎩
(−)α/2u = Avp, x ∈ Ω,
(−)β/2v = Buq, x ∈ Ω,
u > 0, v > 0 in Ω,
u = C1 > 0, v = C2 > 0 on ∂Ω.
(1.7)
However the inverse is not true since (1.7) implies⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u(x) = A
∫
Ω
|x− y|α−nv(y)p dy + C¯(x), x ∈ Ω,
v(x) = B
∫
Ω
|x− y|β−nu(y)q dy + D¯(x), x ∈ Ω,
where C¯(x) and D¯(x) usually cannot be constants. To regain (1.1) from (1.7), we need some extra conditions.
(ii) From the proofs of Theorems 1.1 and 1.2, we will see that Theorems 1.1 and 1.2 still hold if up , vq are replaced by
f (u), g(v) provided f (·), g(·) are positive and increasing on [0,∞) and there exists positive constant C such that⎧⎪⎨
⎪⎩
f (u) C
(
1+ up), g(v) C(1+ vq) for any u, v > 0,
f (u) − f (ξ) C(up − ξ p) for any 0< ξ  u,
g(v) − g(ξ) C(vq − ξq) for any 0< ξ  v.
(iii) If α = β , then from (1.2) we have s0 = q + 1, r0 = p + 1. These are just the conditions in [4].
(iv) Under the conditions s0 > q and r0 > p, Theorem 1.1 still holds without (1.2).
Theorems 1.1 and 1.2 will be proved in Sections 2 and 3 separately.
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We use the method of moving planes to prove Theorem 1.1. For any direction, without loss of generality, we assume that
it parallels to the x1 axis. For any λ ∈ R , set Tλ = {(x1, x2, . . . , xn): x1 = λ} as the hyperplane vertical to x1 axis.
Since Ω is bounded, when λ is suﬃciently large, the hyperplane Tλ will be disjoint from Ω¯ . Let the hyperplane Tλ move
continuously toward Ω , i.e. decrease λ continuously, until it begins to intersect Ω¯ . Let λ0 be such λ, that is
λ0 = max{λ: Tλ ∩ Ω¯ = ∅}.
From that moment on, at every stage Tλ will cut off from Ω an open cap:
Σλ =
{
(x1, x2, . . . , xn) ∈ Ω: x1 > λ
}
.
For any x = (x1, x2, . . . , xn), set xλ = (2λ − x1, x2, . . . , xn) as the reﬂection of x about the hyperplane Tλ . Set Σ ′λ = {x ∈ Ω:
xλ ∈ Σλ} to be the reﬂection of Σλ about Tλ . Since Ω is bounded and ∂Ω ∈ C1, at the beginning Σ ′λ will remain in Ω , then
we move the plane continuously towards x1 = −∞ until one of the following occurs:{
(i) Σ ′λ is internally tangent to ∂Ω at some point zˆ not on Tλ;
(ii) Tλ is orthogonal to the boundary of Ω at some point zˆ.
Denote by λˆ the ﬁrst value of λ such that Tλ reaches one of the above positions.
To prove Theorem 1.1, we compare u(x) with u(xλ) and v(x) with v(xλ) on Σλ . The proof consists of three steps.
Step 1. We show that there is a λ1 ∈ [λˆ, λ0) such that for all λ ∈ [λ1, λ0),
u
(
xλ
)
 u(x), v
(
xλ
)
 v(x), ∀x ∈ Σλ. (2.8)
Thus we can start moving the plane Tλ continuously from λ ∈ [λ1, λ0) to the left as long as (2.8) holds.
Step 2. Deﬁne
λ¯ := inf{λ ∈ [λˆ, λ0), u(xλ) u(x), v(xλ) v(x), ∀x ∈ Σλ}.
We show λ¯ = λˆ which means that the plane can be moved continuously from λ ∈ [λ1, λ0) to λ = λˆ with (2.8) holding.
Step 3. We will prove that at λ¯ = λˆ, Ω must be symmetric about the plane T
λˆ
; u(x) and v(x) must be symmetric and
monotonic decreasing about the plane T
λˆ
.
Since the direction of x1 can be chosen arbitrarily, we deduce that Ω must be a ball, u(x) and v(x) must be radially
symmetric and monotone decreasing with respect to the radius.
2.1. A preliminary result
Firstly, we give a preliminary lemma which plays an important role in the proof of Theorem 1.1.
Lemma 2.1. For any x ∈ Σλ , λ ∈ [λˆ, λ0),
u
(
xλ
)− u(x) = A
∫
Σλ
Kα
[
vp
(
yλ
)− vp(y)]dy + A
∫
Ωλ
(−Kα)vp(y)dy,
v
(
xλ
)− v(x) = B
∫
Σλ
Kβ
[
uq
(
yλ
)− uq(y)]dy + B
∫
Ωλ
(−Kβ)uq(y)dy,
in which Ωλ := Ω\(Σλ ∪ Σ ′λ) and
Kα = 1|x− y|n−α −
1
|xλ − y|n−α , Kβ =
1
|x− y|n−β −
1
|xλ − y|n−β .
Proof. For any x ∈ Σλ , λ ∈ [λˆ, λ0),
u(x) = A
∫
Ω
vp(y)
|x− y|n−α dy + C = A
∫
Σλ
+A
∫
Σ ′λ
+A
∫
Ωλ
+C
= A
∫ [
vp(y)
|x− y|n−α +
vp(yλ)
|xλ − y|n−α
]
dy + A
∫
vp(y)
|x− y|n−α dy + C .
Σλ Ωλ
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u
(
xλ
)= A
∫
Σλ
[
vp(y)
|xλ − y|n−α +
vp(yλ)
|x− y|n−α
]
dy + A
∫
Ωλ
vp(y)
|xλ − y|n−α dy + C .
Here we use the fact that |x− yλ| = |xλ − y|, |xλ − yλ| = |x− y| for any x ∈ Σλ , y ∈ Ω , λ ∈ [λˆ, λ0) in above two inequalities.
Then,
u
(
xλ
)− u(x) = A
∫
Σλ
Kα
[
vp
(
yλ
)− vp(y)]dy + A
∫
Ωλ
(−Kα)vp(y)dy.
Similarly, we obtain
v
(
xλ
)− v(x) = B
∫
Σλ
Kβ
[
uq
(
yλ
)− uq(y)]dy + B
∫
Ωλ
(−Kβ)uq(y)dy.
Since
|x− y| < ∣∣xλ − y∣∣, ∀x, y ∈ Σλ; ∣∣xλ − y∣∣< |x− y|, ∀x ∈ Σλ, y ∈ Ωλ,
we know that
Kα(x, y) > 0, Kβ(x, y) > 0, ∀x, y ∈ Σλ;
−Kα(x, y) > 0, −Kβ(x, y) > 0, ∀x ∈ Σλ, y ∈ Ωλ. 
2.2. Three steps of the proof
Step 1. In this step, we will prove that there exists a λ1 ∈ [λˆ, λ0), such that the plane Tλ can be moved from λ ∈ [λ1, λ0)
to the left as long as (2.8) holds.
Lemma 2.2. There exists a λ1 ∈ [λˆ, λ0), such that for all λ ∈ [λ1, λ0),
u
(
xλ
)
 u(x), v
(
xλ
)
 v(x), ∀x ∈ Σλ. (2.9)
Proof. From Lemma 2.1 we know
u(x) − u(xλ) A
∫
Σλ
[
vp(y) − vp(yλ)]
[
1
|x− y|n−α −
1
|xλ − y|n−α
]
dy,
v(x) − v(xλ) B
∫
Σλ
[
uq(y) − uq(yλ)]
[
1
|x− y|n−β −
1
|xλ − y|n−β
]
dy.
Deﬁne Σuλ := {x ∈ Σλ: u(x) > u(xλ)}, and Σ vλ := {x ∈ Σλ: v(x) > v(xλ)}, then
u(x) − u(xλ) A
∫
Σ vλ
vp(y) − vp(yλ)
|x− y|n−α dy  A
∫
Σ vλ
vp−1(y)[v(y) − v(yλ)]
|x− y|n−α dy,
v(x) − v(xλ) B
∫
Σuλ
uq(y) − uq(yλ)
|x− y|n−β dy  B
∫
Σuλ
uq−1(y)[u(y) − u(yλ)]
|x− y|n−β dy.
It follows form the Hardy–Littlewood–Sobolev inequality and the Hölder inequality that
‖u − uλ‖Ls0 (Σuλ )  C
∥∥vp−1(v − vλ)∥∥
L
r0
p (Σ vλ )
 C‖v‖p−1Lr0 (Σ vλ )‖v − vλ‖Lr0 (Σ vλ ), (2.10)
‖v − vλ‖Lr0 (Σ vλ )  C
∥∥uq−1(u − uλ)∥∥
L
s0
q (Σuλ )
 C‖u‖q−1Ls0 (Σuλ )‖u − uλ‖Ls0 (Σuλ ), (2.11)
in which
− n = α − np , − n = β − nq and s0 > q > 1, r0 > p > 1.
s0 r0 r0 s0
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s0 = n(pq − 1)
pβ + α =
2n2(α + β)(p + 1)(q + 1)
(pβ + α)(2n − β + α)(2n + β − α) ,
r0 = n(pq − 1)
qα + β =
2n2(α + β)(p + 1)(q + 1)
(qα + β)(2n − β + α)(2n + β − α) ,
and r0 > p, s0 > q since p,q > 1 and 0< α,β < n.
Combining (2.10) and (2.11),
‖u − uλ‖Ls0 (Σuλ )  C‖v‖
p−1
Lr0 (Σ vλ )
‖u‖q−1Ls0 (Σuλ )‖u − uλ‖Ls0 (Σuλ ). (2.12)
By the integrability conditions u ∈ Ls0 (Ω) and v ∈ Lr0(Ω), we can let (λ0 − λ1) be suﬃciently small such that for any
λ ∈ [λ1, λ0),
C‖v‖p−1Lr0 (Σ vλ )‖u‖
q−1
Ls0 (Σuλ )
 C‖v‖p−1Lr0 (Σλ)‖u‖
q−1
Ls0 (Σλ)
 1
2
.
Then the inequality (2.12) implies that ‖u − uλ‖Ls0 (Σuλ ) = 0, and thus Σuλ must be measure zero and hence empty for all
λ ∈ [λ1, λ0). Similarly, Σ vλ must also be empty for all λ ∈ [λ1, λ0). This completes the proof of (2.9). 
Step 2. Lemma 2.2 shows that the plane can be moved continuously starting from λ ∈ [λ1, λ0). Now we prove that the
plane can be moved to λ = λˆ with (2.8) holding.
Lemma 2.3. Deﬁne
λ¯ := inf{λ ∈ [λˆ, λ0), u(xλ) u(x), v(xλ) v(x), ∀x ∈ Σλ}.
Then λ¯ = λˆ.
Proof. We prove the lemma by contradiction. If λˆ < λ¯ it will be proved that the plane can be moved further, i.e., there
exists an 
 depending on n, α and β such that
u
(
xλ
)
 u(x) and v
(
xλ
)
 v(x) in Σλ, ∀λˆ < λ¯ − 
  λ < λ¯, (2.13)
which is a contradiction with the deﬁnition of λ¯.
Suppose λˆ < λ¯, then Ωλ¯ = ∅. Lemma 2.1 shows that
u
(
xλ¯
)
> u(x), v
(
xλ¯
)
> v(x), ∀x ∈ Σλ¯.
Deﬁne
ΣU
λ¯
= {x ∈ Σλ¯ ∣∣ u(xλ¯) u(x)}, and Σ Vλ¯ =
{
x ∈ Σλ¯
∣∣ v(xλ¯) v(x)}.
Then obviously, ΣU
λ¯
has measure zero and limλ→λ¯ Σuλ ⊂ ΣUλ¯ . The same is true for that of v . From (2.10) and (2.11) we
deduce
‖u − uλ‖Ls0 (∑uλ)  C‖v‖
p−1
Lr0 (
∑v
λ)
‖u‖q−1
Ls0 (
∑u
λ)
‖u − uλ‖Ls0 (∑uλ). (2.14)
Again the integrability conditions u ∈ Ls0 (Ω) and v ∈ Lr0(Ω) ensure that one can choose 
 suﬃciently small such that
C‖v‖p−1
Lr0 (
∑v
λ)
‖u‖q−1
Ls0 (
∑u
λ)
 1
2
,
for any λ ∈ [λ¯ − 
, λ¯).
So by (2.14) we have ‖uλ − u‖Ls0 (∑uλ) = 0, and therefore
∑u
λ must be empty for all λ ∈ [λ¯ − 
, λ¯). Similarly,
∑v
λ must
also be empty for all λ ∈ [λ¯ − 
, λ¯). This veriﬁes (2.13) and therefore completes the proof of the lemma. 
Step 3. In the ﬁnal step, we will prove that when the plane moves to λˆ, the functions u and v and the domain Ω are
symmetric about the plane T
λˆ
.
Lemma 2.4. Σˆ ∪ (Ω ∩ T ˆ ) ∪ Σ ′ = Ω , u(xλˆ) ≡ u(x), v(xλˆ) ≡ v(x), ∀x ∈ Σˆ .λ λ λˆ λ
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Case 1. Σ ′λ is internally tangent to ∂Ω at some point zˆ not on Tλ .
We prove it by contradiction. Suppose Σ
λˆ
∪ (Ω ∩ T
λˆ
) ∪ Σ ′
λˆ
= Ω , which means Ω
λˆ
= ∅, then from Lemmas 2.1 and 2.3,
one sees that
u
(
zˆλˆ
)− u(zˆ) A
∫
Ω
λˆ
vp(y)
[
1
|xλˆ − y|n−α −
1
|x− y|n−α
]
dy > 0,
v
(
zˆλˆ
)− v(zˆ) B
∫
Ω
λˆ
uq(y)
[
1
|xλˆ − y|n−β −
1
|x− y|n−β
]
dy > 0.
But it is a contradiction with the fact that zˆ, zˆλˆ ∈ ∂Ω and the boundary conditions
u ≡ C1, v ≡ C2 on ∂Ω.
Case 2. Tλ is orthogonal to the boundary of Ω at some point zˆ.
From the assumption, it is easy to see that
∂x1u(zˆ) = 0 and ∂x1 v(zˆ) = 0. (2.15)
If Σ
λˆ
∪ (Ω ∩ T
λˆ
) ∪ Σ ′
λˆ
= Ω which means Ω
λˆ
= ∅, then there exists a ball B ⊂ Ω
λˆ
. Let {xm}∞m=1 ⊂ ∂Σλˆ\T λˆ such that xm → zˆ,
it follows that (xm)λˆ → zˆ. Since B lies on the left of zˆ, without loss of generality, we assume that B lies on the left of
{(xm)λˆ}∞m=1. More precisely, we assume that there exists δ > 0 such that (xm)λˆ1 − y1  δ for any (xm)λˆ = ((xm)λˆ1, . . . , (xm)λˆn)
and y = (y1, . . . , yn) ∈ B .
For any y ∈ B , let x¯m be on the segment from (xm)λˆ to xm such that
1
|(xm)λˆ − y|n−α −
1
|xm − y|n−α = −(n − α)
(x¯m − y)((xm)λˆ − xm)
|x¯m − y|n−α+2 .
Since (xm)λˆ1  x¯m1  xm1 , we have(
x¯m − y)(xm − (xm)λˆ)= (x¯m1 − y1)(xm1 − (xm)λˆ1) δ(xm1 − (xm)λˆ1)= δ
∣∣xm − (xm)λˆ∣∣.
It is easy to verify that
u
((
xm
)λˆ)− u(xm) A
∫
Ω
λˆ
vp(y)
(
1
|(xm)λˆ − y|n−α
− 1|xm − y|n−α
)
dy
 A(n − α)δ
∫
B
up(y)
|(xm)λˆ − xm|
|x¯m − y|n−α+2 dy.
That is
lim inf
m→∞
u((xm)λˆ) − u(xm)
|(xm)λˆ − xm| > 0.
And this contradicts with (2.15).
From above two cases, when λ = λˆ we have Ω
λˆ
= ∅ which means Ω is symmetry about the plane T
λˆ
, and at λˆ
(2.8) holds. Then from the opposite direction we use the method of moving planes again, the results in Lemmas 2.1–2.4 are
also valid. Then we can obtain that
u
(
xλˆ
)≡ u(x), v(xλˆ)≡ v(x), ∀x ∈ Σ
λˆ
; and Σ
λˆ
∪ (Ω ∩ T
λˆ
) ∪ Σ ′
λˆ
= Ω. 
3. Proof of Theorem 1.2
(i) When u ∈ Ls1 (Ω) and v ∈ Lr1(Ω) in which s1 > s0 and r1  r0 or s1  s0 and r1 > r0, by bootstrap we eventually have
that u, v ∈ C∞(Ω). But if u ∈ Ls0(Ω) and v ∈ Lr0(Ω), the method of bootstrap is void.
Without loss of generality, we assume u ∈ Ls1 (Ω) and v ∈ Lr0(Ω) here. Through the function of system (1.1)
v(x) = B
∫
Ω
|x− y|β−nu(y)q dy + D, x ∈ Ω,
we obtain that uq(x) ∈ Ls1/q(Ω), v(x) ∈ W β,s1/q(Ω) ↪→ Lr2(Ω) with −n/r2 = β − nq/s1, r2 > r0 since s1 > s0.
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u(x) = A
∫
Ω
|x− y|α−nv(y)p dy + C, x ∈ Ω,
we know that u ∈ W α,r2/p(Ω) ↪→ Ls2 (Ω) where −n/s2 = α − np/r2 and s2 > s0.
By repeating the above process, we obtain that v ∈ Lri+1 (Ω) and u ∈ Lsi+1 (Ω) where
−n/ri+1 = β − nq/si, −n/si+1 = α − np/ri, ∀i = 2,3, . . .
and it is easy to verify that si+1 > si , ri+1 > ri for all i = 1,2, . . . , and si → ∞, ri → ∞ as i → ∞.
So by the method of bootstrap, we get that v ∈ Ls¯(Ω) and u ∈ Lr¯(Ω) for all r0 < r¯ < ∞, s < s¯ < ∞. From the system (1.1)
and Hölder inequality, we know that u(x), v(x) ∈ L∞(Ω). Then back to the system (1.1), u(x) and v(x) are at least Hölder
continuous in Ω , and uq(x) and vp(x) are also Hölder continuous in Ω . The regularity of u(x) and v(x) can be further
improved by the method of bootstrap. We eventually obtain that u(x), v(x) ∈ C∞(Ω).
If u(x) ∈ Ls0(Ω) and v(x) ∈ Lr0(Ω), from the above proof we have that s2 = s0, r2 = r0. The method of bootstrap is void.
(ii) From the proof of Theorem 1.1, we just need to obtain two inequalities to replace (2.10)–(2.11).
Deﬁne Σuλ := {x ∈ Σλ: u(x) > u(xλ)}, Σ vλ := {x ∈ Σλ: v(x) > v(xλ)}. Lemma 2.1 implies that
u(x) − u(xλ) A
∫
Σ vλ
[
vp(y) − vp(yλ)] 1|x− y|n−α dy,
v(x) − v(xλ) B
∫
Σuλ
[
uq(y) − uq(yλ)] 1|x− y|n−β dy.
Actually, if 0< p,q 1, it follows that
u(x) − u(xλ) A
∫
Σ vλ
(
v(y) − v(yλ))p 1|x− y|n−α dy,
v(x) − v(xλ) B
∫
Σuλ
(
u(y) − u(yλ))q 1|x− y|n−β dy.
Then we have
∥∥u(x) − u(xλ)∥∥L1(Σuλ )  A
∥∥(v(x) − v(xλ))p∥∥L1(Σ vλ ) supy∈Σ vλ
∫
Σ vλ
1
|x− y|n−α dx,
∥∥v(x) − v(xλ)∥∥L1(Σ vλ )  B
∥∥(u(x) − u(xλ))q∥∥L1(Σuλ ) supy∈Σuλ
∫
Σuλ
1
|x− y|n−β dx.
By rearranging above inequalities, we get
∫
Σ vλ
1
|x− y|n−α dx nωn
dv∫
0
rα−1 dr = nωn(d
v)α
α
, ∀x ∈ Σ vλ ,
∫
Σuλ
1
|x− y|n−beta dx nωn
du∫
0
rα−1 dr = nωn(d
u)α
α
, ∀x ∈ Σuλ ,
where ωn(dv )n = |Σ vλ | and ωn(du)n = |Σuλ |. Hence
∥∥u(x) − u(xλ)∥∥L1(Σuλ ) 
Anω
1− αn
n
α
∣∣Σ vλ ∣∣1−p+ αn ∥∥v(x) − v(xλ)∥∥L1(Σ vλ ), (3.16)
∥∥v(x) − v(xλ)∥∥L1(Σ vλ ) 
Bnω
1− βn
n
β
∣∣Σuλ ∣∣1−q+
β
n
∥∥u(x) − u(xλ)∥∥L1(Σuλ ). (3.17)
Replacing (2.10)–(2.11) by (3.16)–(3.17), the rest proof is similar to that of Theorem 1.1.
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