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a b s t r a c t
This paper proposes an algorithm for matrix minimum-distance projection, with respect
to a metric induced from an inner product that is the sum of inner products of column
vectors, onto the collection of all matrices with their rows restricted in closed convex sets.
This algorithm produces a sequence of matrices by modifying a matrix row by row, over
and over again. It is shown that the sequence is convergent, and it converges to the desired
projection. The implementation of the algorithm for multivariate isotonic regressions and
numerical examples are also presented in the paper.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Matrix minimum-distance projection, with respect to a metric induced from an inner product that is the sum of inner
products of column vectors of matrices, is a useful tool in the analysis of restrictedmultivariate one-way ANOVA. The closed
convex set, a matrix is projected onto, is often created by separate restrictions on the rows of the target matrix since the
elements on the same rows are often of the same types, and the comparisons of the elements are only made within each
rows. Based on the intuitive idea ofmodifying an initialmatrix one row at a time tomeet the restriction for that row only and
to minimize the distance between the modified matrix and the matrix to be projected, the problem of matrix projection is
converted to that of vector projectionswith respect to a set of simplermetric systems. This technique reduces the complexity
of the problem both in dimensions and in the metric systems. The row-modification algorithm produces a sequence of
matrices. We show in this paper that the sequence is convergent, and it converges to the desired limit.
Sasabuchi et al. [7] investigated amultivariate one-way ANOVAmodelwhere all rows of themeanmatrix are constrained
by identical simple orderings. In that study, the order restricted maximum likelihood estimator (MLE) of the mean matrix
was called a multivariate isotonic regression. The computation for the multivariate isotonic regression by row-modification
process was proposed by Sasabuchi et al. [8]. It was shown that if the matrix sequence yielded by the process is convergent,
then it converges to the multivariate isotonic regression. The convergence, however, is only established under a sufficient
condition. The algorithmwas later implemented by Fernando and Kulatunga [3] using the Pool-Adjacent-Violator Algorithm
by Ayer et al. [1] for row processing.
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Extending the row restriction settings in [7,8] to general closed convex set restrictions in this paper, we establish the
convergence of the sequence produced by the algorithm without further conditions. This algorithm has been implemented
by a C++ program for general order restriction cases using the Merge and Chop Algorithm in [5] for row processing. The
executable program produced can be employed in both estimation and hypothesis testing for general multivariate isotonic
regressions such as the one in [4] where the rows of mean matrix are under synchronized orderings.
The row-modification algorithm bears similarity to the iterative projection algorithm in [2]. But the subjects in [2] are
vectors, the constraints are cones, and the inner products are defined with diagonal matrices. Therefore in the process of
iterations there were no dimension reduction and no metric system change that are featured in this paper.
In the next sectionwe explain the problem and give an example. The basic idea and the exact description of the algorithm
are presented in Section 3. The initial result on the limit of the convergent sequence is placed in Section 4 while the
convergence is shown in Section 5. We discuss the implementation and examples in Section 6.
2. The problem
Let A[k] = (a[k]ij )p×p, k = 1, . . . , q, be q symmetric, positive definite matrices. For X = (x1, . . . , xq) and Y = (y1, . . . , yq)
in Rp×q,
⟨X, Y ⟩ =
q
k=1
x′kA
[k]yk (1)
gives an inner product of X and Y with induced norm ∥ · ∥. Since x′kA[k]yk can be regarded as an inner product of xk and
yk, ⟨X, Y ⟩ is the sum of the inner products of the columns of X and Y . Let C(i), i = 1, . . . , p, be p closed, convex sets in Rq.
The collection of all p-by-qmatrices with their ith rows in C(i) for all i = 1, . . . , p,
C = {X = (x(1), . . . , x(p))′ ∈ Rp×q : x(i) ∈ C(i) for all i}, (2)
is a closed, convex set in Rp×q. For given X ∈ Rp×q we consider the problem of computing X∗ ∈ C such that ∥X − X∗∥2 ≤
∥X − Y∥2 for all Y ∈ C. This X∗, called the minimum-distance projection of X onto C, exists, is unique, and is denoted by
PC(X). By Theorem 1 of 3.12 in [6], for a closed, convex set C in a Hilbert space,
X∗ = PC(X)⇔ X∗ ∈ C and ⟨X − X∗, X∗ − Y ⟩ ≥ 0 for all Y ∈ C. (3)
Example. In multivariate one-way ANOVA with p-variate normal populations N(µj,Σ), j = 1, . . . , q, the q independent
random samples of sizes n1, . . . , nq produced means x1, . . . , xq. The parameter matrix M = (µ1, . . . , µq) ∈ Rp×q has MLE
X = (x1, . . . , xq). The restricted MLE underM ∈ C in (2) is PC(X)with respect to the norm induced from the inner product
in (1) where A[k] = (Σ/nk)−1, k = 1, . . . , q.
3. The algorithm
Using the diagonal elements of A[k], k = 1, . . . , q, in (1), define p inner products in Rq by
⟨x, y⟩(i) = x′diag(a[1]ii , . . . , a[q]ii )y for x ∈ Rq and y ∈ Rq (4)
with inducednorms ∥·∥(i), i = 1, . . . , p. The simple idea for computing PC(X) through that of PC(i)(f ), theminimum-distance
projections of f onto C(i) with respect to ∥ · ∥(i), is from the lemma below.
Lemma 1. For given X = (xst)p×q, let Y = (y(1), . . . , y(p))′ = (yst)p×q. Then
∥X − Y∥2 = g + ∥f − y(i)∥2(i)
where g is a continuous function of the elements of Y not on the ith row; f = (f1, . . . , fq)′ with fk = xik +s≠i(a[k]si /a[k]ii )(xsk −
ysk), k = 1, . . . , q, is a vector valued continuous function of the elements of Y not on the ith row.
Proof. See Appendix A.
Based on the lemma, ∥X − Y∥2 depends on y(i) only through ∥f − y(i)∥2(i). Thus keeping all elements of Y not on the ith row
unchanged, by replacing y(i) with PC(i)(f ), ∥X − Y∥ is minimized over all candidates u ∈ C(i) for y(i). The computation for
PC(i)(f ) is carried out in R
q with simpler inner products defined in (4).
For computing PC(X)weplan to startwith an initialmatrix X [0] ∈ C andmodify X [0] from row1 to row p to transform X [0]
to X [1] = F (X [0]). A matrix sequence {X [n] : n} is then produced by the iteration X [n] = F (X [n−1]). The operation F is the
composition ofFp throughF1 whereFi is the ith rowmodification. Specifically, inX [n] = F (X [n−1]) = (Fp◦· · ·◦F1)(X [n−1]),
when modifying the ith row, the first i− 1 rows are already that of X [n], i.e.,
Fi((x
[n]
(1), . . . , x
[n]
(i−1), x
[n−1]
(i) , . . . , x
[n−1]
(p) )
′) = (x[n](1), . . . , x[n](i) , x[n−1](i+1) , . . . , x[n−1](p) )′,
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in which x[n](i) = PC(i)(f [n,i]), f [n,i] = (f [n,i]1 , . . . , f [n,i]q )′ ∈ Rq with
f [n,i]k = xik +
i−1
s=1
(a[k]si /a
[k]
ii )(xsk − x[n]sk )+
p
s=i+1
(a[k]si /a
[k]
ii )(xsk − x[n−1]sk ) (5)
for k = 1, . . . , q. The exact description of the proposed algorithm is given below.
Step 1. Create an initial matrix X [0] ∈ C and set n = 1.
Step 2. Compute X [n] = F (X [n−1]) and dn = max{|x[n−1]st − x[n]st | : s, t}.
Step 3. If dn > δ0 and n < N where δ0 is a pre-determined small tolerance value and N is a pre-determined large positive
integer, increase n by 1 and go back to Step 2, otherwise output n, dn and X [n].
In Step 1, the initial matrix can be obtained by X [0] = F (Y ) with arbitrary Y ∈ Rp×q. X [0] = F (X) is an example. In Step 3,
the output n is the number of iterations performed, dn gives the measure for accuracy and X [n] is the computed PC(X).
4. Initial result
We now present our first result.
Theorem 1. Let {X [n] : n} be the matrix sequence produced by the algorithm. If X [n] converges, then it converges to PC(X).
Proof. If X [n] = (x[n]1 , . . . , x[n]q ) = (x[n]st )p×q → X∗ = (x∗1, . . . , x∗q) = (x∗st)p×q, then X∗ ∈ C since X [n] ∈ C and C is a closed
set. To establish X∗ = PC(X), by (3), we need ⟨X − X∗, X∗ − Y ⟩ ≥ 0 for all Y = (y1, . . . , yq) = (yst)p×q ∈ C. Let ei be the ith
column of Ip. By (1)
⟨X − X∗, X∗ − Y ⟩ =
q
k=1
(xk − x∗k)′A[k](x∗k − yk)
=
q
k=1
(xk − x∗k)′A[k][e1(x∗1k − y1k)+ · · · + ep(x∗pk − ypk)]
=
q
k=1
(xk − x∗k)′A[k]e1(x∗1k − y1k)+ · · · +
q
k=1
(xk − x∗k)′A[k]ep(x∗pk − ypk).
So it suffices to show that
q
k=1(xk − x∗k)′A[k]ei(x∗ik − yik) ≥ 0 for all i = 1, . . . , p, or equivalently
q
k=1
p
s=1
(xsk − x∗sk)a[k]si (x∗ik − yik) ≥ 0 for all i = 1, . . . , p, (6)
since (xk − x∗k)′A[k]ei =
p
s=1(xsk − x∗sk)a[k]si . Note that y(i) ∈ C(i) and x[n](i) = PC(i)(f [n,i]). By Theorem 1 of 3.12 in [6], similar
to (3),
0 ≤ ⟨f [n,i] − x[n](i) , x[n](i) − y(i)⟩(i) =
q
k=1
(f [n,i]k − x[n]ik )a[k]ii (x[n]ik − yik).
Thus, 0 ≤ limn→∞[qk=1(f [n,i]k − x[n]ik )a[k]ii (x[n]ik − yik)] for all i = 1, . . . , p. But from (5),
lim
n→∞(f
[n,i]
k − x[n]ik ) =
p
s=1
(a[k]si /a
[k]
ii )(xsk − x∗sk).
Therefore,
0 ≤ lim
n→∞

q
k=1
(f [n,i]k − x[n]k )a[k]ii (x[n]ik − yik)

=
q
k=1
p
s=1
(xsk − x∗sk)a[k]si (x∗ik − yik)
for all i = 1, . . . , p. (6) follows. 
5. The main result
In this section we show the main result that the sequence {X [n] : n} is convergent and it converges to PC(X). To reach
this conclusion we need two lemmas.
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Lemma 2. Suppose {X [nk] : k} converges to X∗, and the sequence of its adjacent matrices, {X [nk+1] : k}, converges to X∗∗. Then
X∗∗ = X∗.
Proof. See Appendix B.
Lemma 3. F (·) in the algorithm is a continuous transformation in Rp×q.
Proof. See Appendix C.
Theorem 2. The sequence {X [n] : n} derived in the algorithm is convergent, and it converges to PC(X).
Proof. The sequence {X [n] : n} lies in a closed and bounded set in Rp×q since
∥X [n]∥ = ∥X [n] − X + X∥ ≤ ∥X [n] − X∥ + ∥X∥
≤ ∥X [0] − X∥ + ∥X∥.
Thus the conclusion of this theorem is true if and only if every convergent subsequence of {X [n] : n} converges to PC(X).
Suppose {X [nk] : k} is convergent with limit X∗. We show that X∗ = PC(X).
The sequence of the adjacent matrixes, {X [nk+1] : k}, may or may not be convergent. But it has a convergent subsequence
{X [nkm+1] : m} since {X [nk+1] : k} lies in a closed, bounded set. Thus there are two convergent adjacent subsequences
{X [nkm ] : m} and {X [nkm+1] : m}. By Lemma 2, they converge to the same limit X∗. This X∗ is a stationary point for F since by
the continuity of F established in Lemma 3,
F (X∗) = F ( lim
m→∞ X
[nkm ]) = lim
m→∞F (X
[nkm ])
= lim
m→∞ X
[nkm+1] = X∗.
Using X∗ as the initial matrix in Step 1 of the algorithm, we obtain a convergent sequence with limit X∗. By Theorem 1,
X∗ = PC(X). 
6. Implementation and examples
The implementation of the algorithm depends on the computations for PC(i)(f
[n,i]). When all C(i) are produced by order
restrictions, in other words, when all C(i) are order restricted cones, PC(i)(f
[n,i]) can be computed by the Merge and Chop
Algorithm in [5]. Thus the multivariate isotonic regression PC(X) is computable. In our accomplished project the algorithm
for multivariate isotonic regressions has been implemented with C++ programming. The produced executable file mi.exe
along with user guide and all data files used in this section are stored in www.math.wichita.edu/~xhu/mi.
Example 1. Fernando and Kulatunga in [3] presented an estimation case in which the projection of X =
47.7110 45.4310 55.7700
44.7500 43.6500 49.0900
49.2630 45.5300 55.0300

onto C created by C(1) = C(2) = C(3) = {x ∈ R3 : x1 ≤ x2 ≤ x3} with respect to the metric
induced from the inner product in (1) with A[1] =

0.0100 −0.0028 −0.0063
−0.0028 0.0060 −0.0024
−0.0063 −0.0024 0.0179

, A[2] =

0.0069 −0.0035 0.0005
−0.0035 0.0062 0.0000
0.0005 0.0000 0.0045

and
A[3] =

0.0048 −0.0022 −0.0027
−0.0022 0.0046 0.0016
−0.0027 0.0016 0.0081

was needed. Our program produced the projection in 11 iterations with d11 < 0.0001.
=========== Output =================
PROJECTION OF X
46.0638 46.0638 55.7700
43.4476 43.9972 49.0900
47.9021 47.9021 55.0300
Number of iterations: 11
Maximum difference: 0.000081
====================================
Example 2. In [5] to illustrate the Chop-and-Merge algorithm for univariate isotonic regression for orderings beyond Type
I and Type II, the restrictions µ3 ≤ µ1, µ3 ≤ µ2, µ4 ≤ µ3, µ5 ≤ µ3, µ6 ≤ µ4, µ6 ≤ µ5, µ7 ≤ µ6 and µ8 ≤ µ6 on
the components of µ ∈ R8 were considered. With the inner product ⟨x, y⟩ = x′y for x, y ∈ R8, our program produced the
exact isotonic regression of X = (8.5 8.0 6.0 1.0 10.0 9.0 6.0 7.0)in the first iteration. The second iteration
confirmed the convergence and stopped the process.
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=========== Output =================
PROJECTION OF X
8.50 8.00 8.00 5.75 8.00 5.75 5.75 5.75
Number of iterations: 2
Maximum difference: 0.000000
====================================
Example 3. When all A[k], k = 1, . . . , q, are diagonal matrices, one can easily see that for X = x(1), . . . , x(p)′ , PC(X) =
PC(1)(x(1)), . . . , PC(p)(x(p))
′. In such a case the multivariate isotonic regression becomes a set of simultaneous univariate
isotonic regressions. Our algorithm produces these simultaneous projections in the first iteration, confirms and outputs
the results in the second iteration. Here is an example. Consider C ⊂ R3×7 defined by simple ordering cone C(1) =
{x ∈ R7 : x1 ≤ x2 ≤ x3 ≤ x4 ≤ x5 ≤ x6 ≤ x7}, umbrella ordering cone C(2) = {x ∈ R7 : x1 ≤ x2 ≤
x3 ≤ x4 ≥ x5 ≥ x6 ≥ x7} and simple tree ordering cone C(3) = {x ∈ R7 : x1 ≤ xi for all i = 1, . . . , 7.}. For
x, y in R7, ⟨x, y⟩(1), ⟨x, y⟩(2) and ⟨x, y⟩(3) are x′diag(1.0, 1.1, 1.2, 1.0, 1.1, 1.2, 1.0)y, x′diag(1.1, 1.0, 1.1, 1.0, 1.1, 1.0, 1.0)y
and x′diag(1.0, 1.2, 1.1, 1.2, 1.0, 1.0, 1.0)y. Let A[1] = diag(1.0, 1.1, 1.0), A[2] = diag(1.1, 1.0, 1.2), A[3] =
diag(1.2, 1.1, 1.1), A[4] = diag(1.0, 1.0, 1.2), A[5] = diag(1.1, 1.1, 1.0), A[6] = diag(1.2, 1.0, 1.0), and A[7] =
diag(1.0, 1.0, 1.0). For
X =
2.0000 5.0000 3.0000 7.0000 12.0000 15.0000 11.0000
4.0000 3.0000 7.0000 10.0000 8.0000 7.0000 1.0000
3.0000 1.0000 4.0000 5.0000 2.0000 8.0000 9.0000

,
the exact PC(X) is produced in two iterations.
=========== Output =================
PROJECTION OF X
2.0000 3.9565 3.9565 7.0000 12.0000 13.1818 13.1818
3.5238 3.5238 7.0000 10.0000 8.0000 7.0000 1.0000
1.9091 1.9091 4.0000 5.0000 2.0000 8.0000 9.0000
Number of iterations: 2
Maximum difference: 0.000000
====================================
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Appendix A. Proof of Lemma 1
Proof. By (1), ∥X − Y∥2 =qk=1(xk − yk)′A[k](xk − yk) in which
(xk − yk)′A[k](xk − yk) =

s≠i and t≠i
+

s=i or t=i
a[k]st (xsk − ysk)(xtk − ytk).
The first summation denoted by g1k is a continuous function of the elements of Y not on the ith row, and the second
summation can be written as
a[k]ii (xik − yik)2 + 2

s≠i
a[k]si (xsk − ysk)(xik − yik) = a[k]ii [xik − yik +

s≠i
(a[k]si /a
[k]
ii )(xsk − ysk)]2 + g2k
= a[k]ii (fk − yik)2 + g2k
where both fk defined in the lemma and g2k = −a[k]ii [

s≠i(a
[k]
si /a
[k]
ii )(xsk − ysk)]2 are continuous functions of the elements
of Y not on the ith row. By (4),
∥X − Y∥2 =
q
k=1
(xk − yk)′A[k](xk − yk)
=
q
k=1
[g1k + g2k + (fk − yik)2a[k]ii ]
= g + ∥f − y(i)∥2(i)
where g = qk=1(g1k + g2k) is a continuous function of the elements of Y not on the ith row, f = (f1, . . . , fq)′ is a vector
valued function of the elements of Y not on the ith row. 
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Appendix B. Proof of Lemma 2
Proof. Let Di(u) = X − (x∗∗(1), . . . , x∗∗(i−1), u, x∗(i+1), . . . , x∗(p))′ and hi(u) = ∥Di(u)∥2. Then hi(u) is a strictly convex function
on the convex set C(i) since for α ∈ (0, 1), and u, v ∈ C(i),
[αhi(u)+ (1− α)hi(v)] − hi(αu+ (1− α)v) = [αhi(u)+ (1− α)hi(v)] − ∥αDi(u)+ (1− α)Di(v)∥2
= [αhi(u)+ (1− α)hi(v)]
− [α2hi(u)+ (1− α)2hi(v)+ 2α(1− α)⟨Di(u),Di(v)⟩]
= α(1− α)[∥Di(u)∥2 + ∥Di(v)∥2 − 2⟨Di(u),Di(v)⟩]
= α(1− α)∥Di(u)− Di(v)∥2
= α(1− α)∥(0, . . . , 0, v − u, 0, . . . , 0)′∥2
is greater than 0 if u ≠ v, and is 0 if u = v.
Note that nk < nk + 1 ≤ nk+1 < nk+1 + 1. By the algorithm, for all u ∈ C(i),
∥X − (x[nk+1+1](1) , . . . , x[nk+1+1](i−1) , x[nk+1](i) , x[nk+1](i+1) , . . . , x[nk+1](p) )′∥2 ≤ ∥X − (x[nk+1](1) , . . . , x[nk+1](i−1) , x[nk+1](i) , x[nk](i+1), . . . , x[nk](p) )′∥2
≤ ∥X − (x[nk+1](1) , . . . , x[nk+1](i−1) , u, x[nk](i+1), . . . , x[nk](p) )′∥2.
Letting k →∞, we see that hi(x∗(i)) ≤ hi(x∗∗(i)) ≤ hi(u). Thus the strictly convex function hi(u) is minimized at both x∗∗(i) and
x∗(i) on the convex set C(i). So x
∗∗
(i) = x∗(i) for all i = 1, 2, . . . , p. X∗∗ = X∗ follows. 
Appendix C. Proof of Lemma 3
Proof. The continuity of F = Fp ◦ · · · ◦F1 is implied by the continuity of Fi(·) for all i = 1, . . . , p. But Fi(Y ) only replaces
the ith row of Y by PC(i)(f ) where f , according to Lemma 1, is a vector valued continuous function of the elements of Y
not on the ith row. So it suffices to show that PC(i)(x) is a continuous transformation of x ∈ Rq. Thus for x∗ = PC(i)(x) and
y∗ = PC(i)(y), we only need to prove ∥x∗ − y∗∥(i) ≤ ∥x− y∥(i). But
∥x∗ − y∗∥2(i) = ⟨x∗ − x+ x− y+ y− y∗, x∗ − y∗⟩(i)
= ⟨x∗ − x, x∗ − y∗⟩(i) + ⟨x− y, x∗ − y∗⟩(i) + ⟨y− y∗, x∗ − y∗⟩(i),
and by Theorem1of 3.12 in [6], ⟨x∗−x, x∗−y∗⟩(i) = −⟨x−x∗, x∗−y∗⟩(i) ≤ 0 and ⟨y−y∗, x∗−y∗⟩(i) = −⟨y−y∗, y∗−x∗⟩(i) ≤ 0.
Therefore
∥x∗ − y∗∥2(i) ≤ ⟨y− y∗, x∗ − y∗⟩(i).
By Cauchy–Schwartz inequality, ⟨x− y, x∗ − y∗⟩(i) ≤ ∥x− y∥(i) · ∥x∗ − y∗∥(i). ∥x∗ − y∗∥(i) ≤ ∥x− y∥(i) follows. 
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