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Abstract
For Banach space operators T satisfying the Tadmor–Ritt condition jjðzI  TÞ1jjpCjz 
1j1; jzj41; we prove that the best-possible constant CT ðnÞ bounding the polynomial calculus
for T ; jjpðTÞjjpCT ðnÞjjpjjN; degðpÞpn; behaves (in the worst case) as log n as n-N:
This result is based on a new free (Carleson type) interpolation theorem for polynomials of
a given degree.
r 2003 Elsevier Inc. All rights reserved.
Keywords: Tadmor and Ritt conditions; Power bounded; Functional calculus; Cauchy–Stieltjes integrals;
Multipliers; Carleson type free interpolation by polynomials; Basis and unconditional basis constants
Notation
D denotes the open-unit disc of the complex plane, D ¼ fzAC : jzjo1g; and T ¼
fzAC : jzj ¼ 1g is the unit circle. HN is the Banach algebra of bounded analytic
functions on D equipped with the supremum norm jj:jjN:
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Introduction
In this paper, we consider Banach space operators T : X-X satisfying the
following Tadmor–Ritt condition ðTRÞ:
jjRzðTÞjjp Cjz  1j for zAC; jzj41; ðTRÞ
where RzðTÞ ¼ Rz ¼ ðzI  TÞ1 is the resolvent of T : Conditions of this type (see
also the Ritt condition ðRÞ below) appear in numerical analysis, for matrices instead
of operators but of unboundedly varying size, when an initial value problem f 0 ¼
Af þ g is replaced by a suitable Runge–Kutta iterative scheme un ¼ Tun1 þ rn;
where T ¼ jðAÞ is a relevant expression in the generator A: See [BDS00,Nev93] for
more details and references. The main objective is to prove that the above scheme
is stable, that is
sup
nX0
jjTnjj ¼ PBðTÞoN;
and to ﬁnd a numerical bound for PBðTÞ in terms of C ¼ CðTÞ: The problem is
raised in Ritt [Rit53], and after a long evolution, Lyubich [Lyu99] and Nagy and
Zemanek [NZ99] derived from a preceding result of Nevanlinna [Nev93] that,
indeed, PBðTÞoN: Since these results, considerable efforts were made by many
people to obtain a sharp bound for PBðTÞ: We refer to [EFR02] for the best-known
(2002) estimate, PBðTÞpC2; as well as for more references.
Condition ðTRÞ is often referred to Ritt [Rit53] but, in fact, it was introduced by
Tadmor [Tad86]. The original Ritt condition ðRÞ is weaker and consists of the
following properties of a Banach space operator T :
sðTÞCD,f1g;
ðRÞ
jjRzjjp Ljz  1j for jzj41; 0ojz  1joe;
where L and e are some constants. Obviously ðTRÞ implies ðRÞ with L ¼ C:
Conversely, by the maximum modulus principle, ðRÞ implies ðTRÞ but with a
constant C40 which can be much bigger than L (and, in fact, is not controllable in
terms of L). Therefore, having in mind possible applications to numerical analysis,
one should distinguish conditions ðTRÞ and ðRÞ: We refer to [BDS00] for a
discussion and to [Vitb] for an estimate of lim supn jjTnjj in terms of L:
In this paper, we apply a duality approach already used in [Vita] to estimate the
functional calculus f/f ðTÞ of an operator satisfying the Tadmor–Ritt condition.
First, we reduce the problem to certain estimates through Cauchy–Stieltjes
integrals and their multipliers (Theorem 1.2 and Corollary 1.3). It is worth
mentioning that a slight modiﬁcation of this estimate and a classical Riesz theorem
([Rie10], see also [Lan46]), can give a simple proof to the (known) fact that ðRÞ )
supnX0 jjTnjjoN and supnX0 njjTn  Tnþ1jjoN: See [Vitb] for details.
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Then, we deal with the polynomial calculus for operators satisfying condition
ðTRÞ: The following estimate was already proved in the Hilbert space case under the
weaker condition that T is power-bounded, Peller [Pel82], see also Wojtaszczyk
[Woj91, Corollary III.F.18] (for a different proof due to Pisier). We extend it to the
Banach space case under the ðTRÞ condition, as follows (note that it is no longer true
if only the power boundedness is assumed).
(1) jjpðTÞjjpa1C logðenÞjjpjjN for every polynomial of degree pn; where a140 is
an absolute constant and nX1:
Then we show that the preceding estimate is sharp, namely
(2) there exist a constant a240 and an operator TAðTRÞ such that
CTðnÞ ¼ maxfjjpðTÞjj : degðpÞpn; jjpjjNp1gXa2 logðenÞ
for every nX1:
In order to construct an operator T required by ð2Þ; we prove the following free
interpolation theorem for polynomials of a given degree.
(3) there exist absolute constants a; b40 such that given an interpolating sequence
ðlkÞkX1 ordered as jl1jpjl2jp? and having the Carleson constant d40; where
d ¼ inf
kX1
Y
jak
jblj ðlkÞj;
and a sequence ðakÞkX1 such that akAC; jakjp1; there exists a polynomial p of degree
pn such that
(a) pðlkÞ ¼ ak; k ¼ 1;y; mðnÞ;
(b) jjpjjNp bd32;
where mðnÞXa cardflk : jlkjp1 1ng: The quantity cardflk : jlkjp1 1ng depends
on the sequence ðlkÞkX1 but it is always OðnÞ as n-N: The above bound for mðnÞ
cannot be essentially improved, namely, for every interpolating sequence ðlkÞkX1;
0olko1; there exists a constant c40 such that (a) and (b) imply
mðnÞpc cardflk : jlkjp1 1ng: One can also compare our estimates with a result
of Bourgain [Bou86] who proved (in our notation) that the above interpolation is
possible for mðnÞ ¼ oðn14Þ points as n-N: For more comments see the remarks after
Theorem 2.8.
It is more difﬁcult to ﬁnd an operator T satisfying properties of point ð2Þ and
acting on a given Banach space X because our construction depends on the existence
of a basis E ¼ ðejÞjX1 having the maximal growth of the unconditional basis constant
UBððejÞnj¼1Þ ¼ UBðEnÞ; namely UBðEnÞXan; where a40 is a constant. We exhibit
such bases for the spaces l1 and c0; and hence we are able to construct an operator
satisfying ð2Þ on every Banach space X containing a complemented subspace
isomorphic to one of these spaces. (For example, on X ¼ L1ðmÞ; LNðmÞ for every
measure m not reduced to a ﬁnite sum of d-measures, or on CðKÞ; where K is an
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inﬁnite compact.) On a Hilbert space, using results from [STW03], we can prove the
following.
(4) For every e40; there exists an operator T ¼ TeAðTRÞ on a Hilbert space H;
dim H ¼N; such that
CTðnÞXa2ðlogðenÞÞ1e;
for every nX1; where a2 ¼ a2ðeÞ40: One can make e tend to 0 but the corresponding
ðTRÞ constant CðTeÞ tends to inﬁnity and a2ðeÞ-0:
In order to explain better this latter dependence of CTeðnÞ from CðTeÞ; we
introduce the following quantity. Given a Banach space X and an integer nX1; we
set
CðX ; nÞ ¼ sup CTðnÞ
CðTÞ : T : X-X satisfying ðTRÞ
 
:
Then, we have the following (see Section 3 below for details and, in particular, for
geometric terminology).
(5) For a Banach space X containing uniformly and uniformly complemented
copies of l1n or l
N
n (as the spaces L
1ðmÞ; LNðmÞ; CðKÞ having inﬁnite dimension), there
exist constants a; b40 such that
a logðenÞpCðX ; nÞpb logðenÞ
for every nX1:
For an inﬁnite dimensional Hilbert space X ¼ H; as well as for any Banach space
X of type41 (as the spaces LpðmÞ; 1opoN), there exist constants a; b40 such that
a
logðenÞ
ðlog logðenÞÞ32
pCðX ; nÞpb logðenÞ
for every nX2:
Also, there exist constants a; b40 such that for every Banach space X ; dim X ¼
N; we have
a
ðlogðenÞÞ12
ðlog logðenÞÞ32
pCðX ; nÞpb logðenÞ
for every nX1:
In general, for a given Banach space X ; we do not know whether one of the above
bounds is sharp. For more comments, see Section 3.
It is also worth mentioning that our approach permits to strengthen an example of
Le Merdy [LM98] by giving an operator on a Hilbert space satisfying ðTRÞ and not
polynomially bounded not only over the unit disc but over an arbitrary ‘‘collar type’’
domain Col such that DCCol and ð1;NÞCC\Col; see Fig. 1 in Section 2.
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Yet another corollary of our estimates is the following polynomial version of a
known result on the behavior of the derivative of an HN function (see for instance
[Nik02, Vol. 2, p.376] for references and a discussion).
(6) Let
Vn ¼ sup
Z 1
0
j f 0ðtÞjdt : jj f jjNp1; degð f Þpn
 
:
There exist constants a; b40 such that
a log npVnpb log n:
In conclusion, we compare our results with known estimates for operators from
two other classes closely related to the class of Tadmor–Ritt operators ðTRÞ:
Namely, let ðPBÞ be the class of power bounded operators and ðKÞ the class of
operators satisfying the Kreiss condition ðKÞ:
jjRzðTÞjjpKðTÞjzj  1 for jzj41: ðKÞ
Then we have ðTRÞCðPBÞCðKÞ; where the ﬁrst written embedding is mentioned
above, and the second one is an obvious norm one inclusion.
It is clear that TAðPBÞ implies
jj f ðTÞjjpPBðTÞ
X
kX0
j fˆ ðkÞj
for every f ¼PkX0 fˆ ðkÞzk having PkX0 j fˆ ðkÞj ¼ jj f jjl1
A
oN: Thus, jjpðTÞjjp
PBðTÞ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃn þ 1p jjpjjN for every polynomial p of degðpÞpn (by the Cauchy inequality),
and hence
CTðnÞpPBðTÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n þ 1p :
Conversely, there exist Banach space operators T (for instance, the shift
Tða0; a1;yÞ ¼ ð0; a0; a1;yÞ on the spaces l1 or c0) such that
CTðnÞXa
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n þ 1p ;
where a40 is an absolute constant (for the shift operator T ; the latter inequality
follows when considering the Rudin–Shapiro polynomials pk; degðpkÞ ¼ 2k; k ¼
0; 1;y; satisfying jjpkjjl1
A
X2
k
2 jjpkjjN; see [GM79]). For operators TAðPBÞ acting on
speciﬁc Banach spaces, the constants CT ðnÞ can behave differently. For instance, as
is already mentioned, for a Hilbert space X ¼ H; it is shown by Peller [Pel82] that
CT ðnÞpconstðlogðn þ 1ÞeÞ (see also [Woj91, pp. 215–216], where it is proved that
one can take const ¼ PBðTÞ2). In [Woj91], the problem of the sharpness of this
estimate is raised, and an example of TAðPBÞ on a Hilbert space is exhibited such
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that CT ðnÞXaðlogðn þ 1ÞÞ
1
2: From our results, we infer operators TeAðTRÞCðPBÞ
with CTeðnÞXaeðlogðn þ 1ÞÞ1e; for an arbitrary e40; see (4) and (5) above.
For the largest class of Kreiss operators, it is known that TAðKÞ implies
CT ðnÞpbKðTÞðn þ 1Þ;
where b40 is an absolute constant (see Vitse [Vita], and also Peller [Pel84], where a
general functional calculus is constructed without specifying consequences for
polynomials of a given degree). Moreover, there exist Banach space operators
T satisfying ðKÞ and such that
CTðnÞXjjTnjjXaðn þ 1Þ;
where a40 is an absolute constant, see Vitse [Vita]. Upper estimates for the
polynomial functional calculus of Kreiss operators on speciﬁc Banach spaces, which,
in principle, could be better than the general one, are not known (for instance, for
Hilbert spaces). As to the lower ones, Spijker et al. [STW03] constructed operators
Te; e40; on a Hilbert space, satisfying ðKÞ and such that CTðnÞXjjTnjjXaeðn þ 1Þ1e
(where ae-0 as e-0). See also Remark 2.13.
The paper is organized as follows. In Section 1, we write down explicitly the
duality adapted to the Tadmor–Ritt type conditions and give some consequences, in
particular, a multiplier estimate for jj f ðTÞjj: Section 2 is devoted to results described
in (1)–(3) and (6) of the above list, and Section 3 to results (4)–(5).
1. Cauchy–Stieltjes integrals and their multipliers
Let CAðC\DÞ be the space of all functions continuous on C\D; holomorphic on
C\D and vanishing at N: It is endowed with the supremum norm jjgjjN ¼
supfjgðzÞj : zAC\Dg: CAðC\DÞ is a closed subspace of the space CðTÞ of all
continuous functions on the unit circle T ¼ @D: Rational functions are dense in
CAðC\DÞ; that is
CAðC\DÞ ¼ spanCðTÞ 1
z  z : zAD
 
;
where spanCðTÞ stands for the closed linear hull in the space CðTÞ: Also
CðTÞ ¼ spanCðTÞ 1
z  z : zAC\T
 
:
The dual space of CAðC\DÞ is
CAðC\DÞ ¼MðTÞ=CAðC\DÞ>
ARTICLE IN PRESS
P. Vitse / Journal of Functional Analysis 210 (2004) 43–7248
with respect to the standard duality between CðTÞ and MðTÞ;
ð f ; mÞ ¼
Z
T
f dm;
where MðTÞ stands for the space of complex Borel measures on T; and
CAðC\DÞ> ¼fmAMðTÞ : ð f ; mÞ ¼ 0 for every fACAðC\DÞg
¼ mAMðTÞ :
Z
T
dmðzÞ
z  z ¼ 0 for every zAD
 
:
Given a measure mAMðTÞ; we denote by Cm a Cauchy–Stieltjes integral
CmðzÞ ¼
Z
T
dmðzÞ
z z ; zAC\T:
By previous remarks the mapping m/Cm; mAMðTÞ; is injective, and by the theorem
of the Brothers Riesz CAðC\DÞ> can be identiﬁed with the Hardy class H1 (see
[Dur70]). Therefore, the dual space CAðC\DÞ can be identiﬁed with the space of
Cauchy–Stieltjes integrals on D;
CSIðDÞ ¼ f fAHolðDÞ : f ¼ Cm for some mAMðTÞg
endowed with the quotient norm
jj f jjCSIðDÞ ¼ inffjjmjj : f ¼ Cmg ¼ jjmjjMðTÞ=H1 :
In the case when fAH1; we have f ðzÞ ¼ 1
2pi
R
T
f ðzÞ dz
zz ; zAD; and hence
jj f jjCSIðDÞ ¼
1
2pi
fdz
				
				
				
				
MðTÞ=H1
:
Another special case is f ¼ Cm; where m is a measure on T singular with respect to
the arc length. In this case the theorem of the Brothers Riesz implies that
jj f jjCSIðDÞ ¼ jjmjjMðTÞ: It follows that for an arbitrary mAMðTÞ; jjCmjjCSIðDÞ ¼
jjCma þ Cms jjCSIðDÞ ¼ jjCma jjCSIðDÞ þ jjCms jjCSIðDÞ; where m ¼ ma þ ms is the Lebesgue
decomposition of m with respect to the arc length. The duality form between
CAðC\DÞ and CSIðDÞ is
/g; CmS ¼ ðg; mÞ ¼
Z
T
g dm:
Now, let f ¼PkX0 akzk be the Taylor decomposition of a function fACSIðDÞ
and gACAðC\DÞ; g ¼
P
kX0
bk
zkþ1: Then, it is easy to see that if one of these two series
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uniformly converges on T; we get
/g; fS ¼
X
kX0
akbk:
For many other cases we can regularize the series convergence giving sense to the
equality /g; fS ¼PkX0 akbk:
The above duality can be written in several other ways. One of the equivalent
forms is the following. We realize the duality CðTÞ ¼M by the sesquilinear form
ð f ; mÞ ¼ R
T
f dm; where mðsÞ ¼ mðsÞ; sCT; is the measure complex-conjugate to
mAM: It follows that CAðDÞ ¼M=C>A ¼M=H1ðDÞ ¼ CSIðDÞ with the duality
ð f ; gÞ ¼PnX0 #fðnÞgˆðnÞ for fACAðDÞ; gACSIðDÞ:
Finally, we mention that if fAHolðDÞ then
f
1 z ¼
f ð1Þ
1 z þ
f  f ð1Þ
1 z ACSIðDÞ:
Moreover,
g;
f
1 z

 
¼ 1
2pi
Z
T
f ðzÞ
1 z gðzÞ dz
for every gACAðC\DÞ having gð1Þ ¼ 0: Indeed,
g;
f
1 z

 
¼ f ð1Þ g; 1
1 z

 
þ 1
2pi
Z
T
f ðzÞ  f ð1Þ
1 z gðzÞ dz
¼ f ð1Þgð1Þ þ 1
2pi
Z
T
f ðzÞ  f ð1Þ
1 z gðzÞ dz ¼
1
2pi
Z
T
f ðzÞ
1 z gðzÞ dz;
since
R
T
gðzÞ
1z dz ¼ 0 by the Cauchy theorem.
Now, we apply this duality to the functional calculus for a Tadmor–Ritt operator.
We write TAðTRÞC for an operator satisfying the ðTRÞ condition with a constant C:
Lemma 1.1. If TAðTRCÞ such that 1esðTÞ; fAHolðDÞ; and xAX ; yAX : Then,
ð f ðTÞx; yÞ ¼ zf
1 z; g

 
¼ f ð1Þðx; yÞ þ f  f ð1Þ
1 z ; zg þ ðx; yÞ

 
;
where g ¼ gx;yðzÞ ¼ ð1zÞðRzx;yÞz for zAC\D: Hence,
jj f ðTÞjjpðC þ 1Þ f
1 z
				
				
				
				
CSIðDÞ
:
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Proof. The function z/Rz is holomorphic in C\D and we have
ð f ðTÞx; yÞ ¼ 1
2pi
Z
T
f ðzÞðRzx; yÞ dz ¼ 1
2pi
Z
T
zf ðzÞ
1 z gðzÞ dz ¼
zf
1 z; g

 
(see above comments on the duality). Writing f ðzÞ ¼ f ð1Þ þ ð f ðzÞ  f ð1ÞÞ; we obtain
the claimed formula. Therefore, using j1 zj jjRzjjpC for zAT , we get
jð f ðTÞx; yÞjp j f ð1Þj þ ðC þ 1Þ f  f ð1Þ
1 z
				
				
				
				
CSIðDÞ
 !
 jjxjj  jjyjj;
which implies
jj f ðTÞjjp ðC þ 1Þ j f ð1Þj þ f  f ð1Þ
1 z
				
				
				
				
CSIðDÞ
 !
¼ðC þ 1Þ f ð1Þ
1 z
				
				
				
				
CSIðDÞ
þ f  f ð1Þ
1 z
				
				
				
				
CSIðDÞ
 !
¼ðC þ 1Þ f
1 z
				
				
				
				
CSIðDÞ
:
The last equality holds because the measure corresponding to
ff ð1Þ
1z is absolutely
continuous with respect to the Lebesgue measure jdzj whereas the measure
corresponding to f ð1Þ
z1 is singular. &
Theorem 1.2. Let TAðTRCÞ and fAHolðDÞ: Then
jj f ðTÞjjpðC þ 1Þ f
1 z
				
				
				
				
CSIðDÞ
:
Proof. We apply the preceding lemma to rT ; 0oro1; instead of T : Since
jjRzðrTÞjj ¼ 1
r
jjRz
r
jjp Cjz  rjp
C
jz  1j 
2
1þ r
for every z; jzj41; the operator rT satisﬁes the ðTRÞ condition with the constant
C 2
1þr: Moreover, by the Riesz–Dunford calculus, we have limr-1jj f ðrTÞ  f ðTÞjj ¼
0: Therefore,
jj f ðrTÞjjp C 2
1þ r þ 1
 
f
1 z
				
				
				
				
CSIðDÞ
;
and, passing to the limit as r-1; we complete the proof. &
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Now, one can use the multipliers of the space CSIðDÞ: By deﬁnition,
MultðDÞ ¼ f fAHolðDÞ : gACSIðDÞ ) fgACSIðDÞg:
The space MultðDÞ becomes a Banach algebra being equipped with the multiplier
norm
jj f jjMult ¼ supfjj fgjjCSIðDÞ : jjgjjCSIðDÞp1g:
Basic facts on MultðDÞ can be found in Vinogradov et al. [VGH70]. In particular,
HolðDÞCMultðDÞCHNðDÞ: The following corollary immediately follows from
Theorem 1.2.
Corollary 1.3. If TAðTRCÞ then
jj f ðTÞjjpðC þ 1Þjjf jjMultðDÞ
for every fAHolðDÞ:
Remark 1.4. In fact, one can prove that given an operator TAðTRCÞ and a function
fAHolðDÞ; we have
jj f ðTÞjjp C
1 q þ 1
 
f
1 z
				
				
				
				
CSIðBÞ
for every 0oqo1; where B ¼ convð0; Dð0; sin arccos C
q
ÞÞ: Using the classical Riesz
turndown collar theorem (see [Lan46]), one can immediately infer that
supnX0jjTnjjoN and supnX0 njjTn  Tnþ1jjoN: We refer to [Vitb] for details.
2. Polynomial free approximation and the norm of the polynomial calculus of a given
degree n
Here we consider our main problem. Given a Banach space operator T ; to
determine the rate of the growth of the following constants CT ðnÞ:
CT ðnÞ ¼ supfjjpðTÞjj : degðpÞpn; jjpjjNp1g:
First, we prove the following theorem.
Theorem 2.1. (1) Let T be a Banach space operator satisfying the ðTRÞ condition with
a constant C: Then,
CTðnÞpðC þ 1Þ logðe2nÞ
for every nX1:
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(2) There exists a Banach space operator T satisfying ðTRÞ with a constant
CðTÞpp
2
þ 1 and such that
CT ðnÞX 1
2540
logðe2nÞ
for every nX1:
We start by proving part ð1Þ of the theorem; it is a simple consequence of Section
1. Then we construct an example justifying assertion ð2Þ: As a part of the proof we
obtain a result on the free interpolation by polynomials of a given degree; this will be
stated and proved as an independent theorem (see Theorem 2.8 below). Later on, in
Section 3, we give the analogues of assertion ð2Þ for operators acting on some
Banach spaces speciﬁed in advance. For some more properties of operators
constructed in ð2Þ see remarks and comments below in this section as well as in
Section 3.
Proof of Theorem 2.1 (Assertion (1)). Let p be a polynomial of degree n40: We use
the estimate of jjpðTÞjj in terms of the multiplier norm proved in Corollary 1.3:
jjpðTÞjjpðC þ 1ÞjjpjjMultðDÞ: The map f/pf on the space CSIðDÞ is the adjoint
operator of the map g/Pþpg on the space CAðDÞ in the standard sesquilinear
duality. Therefore, this map has the norm not exceeding ð2þ log nÞjjpjjN since
jjPþpjjpjjPþjjznCA-CA jj jjpjjN and (we reproduce a well-known computation)
jjPþznjjCA-CA ¼ jjznPþznjjpjjI  Pn1jjLN-LN ;
where Pn1f ¼
Pn1
k¼0 fˆ ðkÞzk; and
jjPn1jjLN-LN ¼ jjPn1jjL1-L1 ¼
Xn1
k¼0
zk
					
					
					
					
L1
¼ 1
p
Z p
0
Xn1
k¼0 e
ikt
			 			 dt
p1þ 1
p
Z p
p
n
sinðnt=2Þ
sinðt=2Þ
				
				 dtp1þ
Z p
p
n
dt
t
¼ 1þ log n: &
Now we give an example showing that under the Tadmor–Ritt condition the
growth rate of CT ðnÞ obtained in assertion ð1Þ cannot be improved over the class of
all Banach space operators (assertion ð2Þ of Theorem 2.1). We proceed by a series of
lemmas and a theorem on free interpolation by polynomials of a given degree.
Let bv be the Banach space of complex sequences of bounded variation,
bv ¼ fðlkÞkX1 : VarððlkÞkX1ÞoNg;
where VarððlkÞkX1Þ ¼
P
kX1 jlkþ1  lkj: The norm on bv is given by
jjðlkÞkX1jjbv ¼ VarððlkÞkX1Þ þ lim
k-N
lk
				
				:
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Now, let X be a Banach space with a basis E ¼ ðekÞkX1 and let T be an operator
on X having ek as eigenvectors, that is,
T ¼
X
kX1
lkð:; fkÞek; ð1Þ
where ð fkÞkX1 is the biorthogonal sequence of E; and ðlkÞkX1Abv: In this case, as is
well-known from McCarthy and Schwartz [MS65] or Markus [Mar66], we have
jjT jjpBðEÞjjðlkÞkX1jjbv;
where BðEÞ is the basis constant,
BðEÞ ¼ sup
nX1
jjP1;njj:
Here P1;n denotes the projection P1;n ¼
Pn
k¼1ð:; fkÞek onto EN ¼ spanfekgnk¼1: We
also deﬁne the projections Ps ¼
P
kAsð:; fkÞek; where sCN:
Lemma 2.2. Let T be an operator defined by (1). If ðlkÞkX1Cð0; 1Þ is an increasing
sequence such that limk-Nlk ¼ 1; then T satisfies the Tadmor–Ritt condition with
the constant C ¼ p
2
þ 1
 
BðEÞ:
Proof. For lAC\D; the resolvent operator RlðTÞ is of the same type,
RlðTÞ ¼
X
kX1
1
l lkð:; fkÞek;
and
jjRlðTÞjjpBðEÞ 1llk
 
kX1
				
				
				
				
bv
¼ BðEÞ Var 1llk
 
kX1
 
þ lim
k-N
1
jl lkj
 
:
Moreover, 1lln
 
nX1
is an ordered sequence varying on an arc g of the circle
1
lx : xAR
 
: The endpoints of the arc are 1ll1 and
1
l1: The arc g is the smallest of the
two arcs with these endpoints because the chord 1lt;
1
l1
 
; 0pto1; is always shorter
than the diameter 1jImlj: Hence,
Var
1
l lk
 
kX1
 !
pjgjpp
2
1
l 1
1
l l1
				
				 ¼ p2 1 l1jl l1jjl 1jp
p
2jl 1j
for every l; jlj41: &
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Lemma 2.3. Let T be an operator defined by (1) on a Banach space X : If ðlkÞkX1 is a
Carleson interpolating sequence and ðekÞkX1 is not an unconditional basis then T is not
polynomially bounded over the unit disc D; that is, supnX0CTðnÞ ¼N:
Proof. For pAPol we have pðTÞ ¼PkX1 pðlkÞð:; fkÞek: If we assume that T is
polynomially bounded, jjpðTÞjjpbjjpjjN; where b is a constant not depending on p;
then we can extend the polynomial calculus to HN in the usual way, and we get
jj f ðTÞjjpbjj f jjN for every fAHN; where f ðTÞ is deﬁned by f ðTÞek ¼ f ðlkÞek; kX1:
Take ðakÞkX1AlN: As ðlkÞkX1 is a Carleson sequence, there exists fAHN such that
f ðlkÞ ¼ ak; kX1: Thus the map ððx; fkÞÞkX1/ðakðx; fkÞÞkX1 is a bounded operator
for every ðakÞkX1AlN; and therefore ðekÞkX1 is an unconditional basis. Contra-
diction. &
Remark 2.4. The existence of a Hilbert space operator satisfying Tadmor–Ritt
condition and not polynomially bounded was already proved by Le Merdy [LM98]
using the same type of example. In fact, the above reasoning allows us to strengthen
this example in the following way.
Corollary 2.5. There exists a Hilbert space operator TAðTRÞ not allowing a bounded
polynomial calculus jjpðTÞjjpconstjjpjjHNðOÞ over any Jordan domain O of the ‘‘collar
type’’, that is, such that DCO; Rþ ¼ ð0;NÞCC\O; see Fig. 1.
Indeed, we can take an operator T of Lemma 2.3 constructed for a basis ðekÞkX1
which is not unconditional (see below about that). Since L ¼ ðlkÞkX1 is an
interpolating sequence, we have supkX1
1lkþ1
1lk o1 by the Kabaila–Newman lemma,
see details below. We claim that L is also an interpolating sequence for HNðColÞ;
that is, HNðColÞjL ¼ lNðLÞ: Indeed, it sufﬁces to show that jðLÞ ¼ ðjðlkÞÞkX1 is
interpolating for HNðDÞ; where j is the conformal mapping of Col ontoD: Without
loss of generality, we may assume that @ Col is a piecewise smooth curve tangent
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to Rþ at point z ¼ 1: Then, we may assume that jðxÞ is real for every xAð0; 1Þ and
limx-1 jðxÞ ¼ 1: Using the well-known asymptotics for conformal mappings (see,
for example, [Pom75]) we get 1 jðxÞBð1 xÞ12 as x-1: Therefore,
lim supk-N
1jðlkþ1Þ
1jðlkÞ ¼ lim supk-N
1lkþ1
1lk
 1
2o1; and so jðLÞ is an interpolating
sequence by the same Kabaila–Newman lemma.
Now, taking the same operator T as in Lemma 2.3 and assuming that there exists
a constant C40 such that jjpðTÞjjpCjjpjjHNðColÞ for every polynomial p; we extend
this calculus to HNðColÞ (using that the polynomials are pointwise boundedly dense
in HNðColÞ) and obtain a contradiction as in Lemma 2.3.
Now, we introduce the following restricted unconditional basis constant UBðENÞ:
UBðENÞ ¼ supfjjPsjEN jj : sCf1; 2;y; Ngg;
where EN ¼ spanfekgNk¼1:
Lemma 2.6. Let T be an operator defined by (1) and let nX1 be an integer. Assume
that NX1 is an integer and A a constant such that for every sCf1; 2;y; Ng; there
exists pAPol; degðpÞpn; such that
pðlkÞ ¼
1 if kAs
0 if kAf1; 2;y; Ng\s

and jjpjjNpA:
Then UBðENÞpACT ðnÞ:
Proof. It is an immediate consequence of the fact that for such a p we have
pðTÞjEN ¼ PsjEN : &
Now we recall a (known) example of a Banach space X having a basis E ¼ ðekÞkX1
such that UBðENÞ is of order N: Note that for any basis E we have
UBðENÞpBðEÞN þ 1 (use that minðcard s; card scÞpN2 for every sCf1;y; Ng).
Lemma 2.7. Let X ¼ bv0 be the space of sequences of bounded variation tending to
zero and E ¼ ðekÞkX1 the canonical 0 1 basis in X : Then BðEÞ ¼ 1 and UBðENÞXN
for every NX1:
Proof. Let a ¼ ða1; a2;yÞAbv0: Then Pð1;nÞa ¼ ða1;y; an; 0;yÞ and
jjPð1;nÞajjbv0 ¼
Xn1
k¼1 jak  akþ1j þ janjp
Xn1
k¼1
jak  akþ1j þ
Xm
k¼n
jak  akþ1j þ jamj
for every mXn: Therefore jjPð1;nÞajjbv0pjjajjbv0 ; and hence BðEÞp1: Now let s ¼
sodd ¼ f1; 3;y; 2N  1gCf1; 2;y; 2N  1g: Then jjPsajjbv0 ¼ ja1j þ 2ðja3j þ?þ
ja2N1jÞ: If a ¼
P2N1
k¼1 ek then jjajjbv0 ¼ 1 and jjPsajjbv0 ¼ 2N  1: Thus
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jjPsjE2N1 jjX2N  1: Similarly, for s ¼ seven ¼ f2; 4;y; 2NgCf1; 2;y; 2Ng and
a ¼P2Nk¼1 ek we get jjPsjE2N jjX2N: Therefore UBðENÞXN for every NX1: &
Next, we will prove that the conditions of Lemma 2.6 are satisﬁed for some N of
order log n: For this we will take lk ¼ 1 qk; kX1; where 0oqo1:
The rest of the reasoning has a more general nature and can represent an
independent interest. Namely, we deal with the following polynomial free
interpolation problem. Given a Carleson interpolating sequence ðlkÞkX1 and a
(sufﬁciently large) number A40; how fast can grow N ¼ NðnÞ such that every
sequence a ¼ ðakÞNk¼1 can be interpolated by a polynomial p of degree less or equal to
n; pðlkÞ ¼ ak; k ¼ 1;y; N; with the norm control jjpjjNpAjjajjN? The answer is
given by the following theorem. Recall that the Carleson constant of a sequence
L ¼ ðlkÞkX1 is, by deﬁnition,
dðLÞ ¼ inf
kX1
Y
jak
jblj ðlkÞj;
where blðzÞ ¼ lz
1lz: A sequence L is interpolating, i.e. H
NjL ¼ lN; if and only if
dðLÞ40; see [Gar81] or [Nik02, Vol. 2].
Theorem 2.8. Let L ¼ ðlkÞkX1 be an interpolating sequence having the Carleson
constant d ¼ dðLÞ40: Then for every r; 1
2
oro1; and every sequence a ¼ ðakÞkX1AlN
there exists a polynomial p; degðpÞp M
1r; where M ¼ 9p4d32; such that
(a) pðlkÞ ¼ ak for all lk with jlkjpr;
(b) jjpjjNp80d32jjajjN:
Note that the upper bound degðpÞpconst
1r for the degree of free polynomial
interpolation on Lr ¼ flk : jlkjprg is sharp as r-1 in the sense of Corollary 2.12.
Moreover, using Remark 2.10 below, one can improve asymptotically, as r-1; the
value of the constants. Namely, for every e40 there exists 0oRo1 such that (in the
notation of Theorem 2.8) Mp 9p
4d8þe
and jjpjjNp 80d8þe jjajjN for every r; Roro1:
As to the growth of cardðLrÞ as r-1; it can vary considerably. For instance, for
the most dense interpolating sequences on the interval ð0; 1Þ; it should be cardðLrÞ ¼
O log 1
1r
 
; see below the proof of assertion (2) of Theorem 2.1. In general, as is well-
known, for every rk40 such that S ¼
P
kX1 ð1 rkÞoN; there exists an
interpolating sequence L ¼ ðlkÞkX1 with rk ¼ jlkj for every kX1 (Naftalevich’s
theorem, see [Nik86]). Therefore, the best general estimate is given by the
Tchebyshev inequality card Lrp S1r: In fact, card Lr ¼ o 11r
 
as r-1:
Yet another comment on Theorem 2.8 is that given a ﬁnite sequence L ¼ ðljÞNj¼1;
we can insure the interpolation in the sense (a) and (b) on the entire L by
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polynomials of degree dp M1r; where r ¼ max1pjpN jljj and M ¼ 9p4dðLÞ32: This bound
for the degree d does not seem to be sharp. Besides, we can compare Theorem 2.8
with a result of Bourgain [Bou86] saying that given points l1;y; lm in fz : jzjorg
and a function fAHN; there exists a polynomial p with degðpÞpd ¼ m4ð1rÞ2; pðljÞ ¼
f ðljÞ; 1pjpm; and jjpjjNp3jj f jjN: Adapting the result to an interpolating
sequence, we get a free interpolation on ðljÞmj¼1 by polynomials of degree dp constð1rÞ6:
The proof of Theorem 2.8 depends on two lemmas.
Lemma 2.9. Let L ¼ ðlkÞkX1 be an interpolating sequence and let rLr ¼
frlk : jlkjprg; where 0oro1: Then, rLr are interpolating sequences and
dðrLrÞXdðLÞ16
for 1
2
pro1:
Proof. Let jlkjpr; 12pro1: Since 1jblðmÞj2 ¼ 1þ
ð1jlj2Þð1jmj2Þ
jlmj2 for lam; we have
Y
ljALr\flkg
1
jbrlj ðrlkÞj2
¼
Y
ljALr\flkg
1þ ð1 r
2jljj2Þð1 r2jlkj2Þ
r2jlj  lkj2
 !
p
Y
ljALr\flkg
1þ 4 ð1 jljj
4Þð1 jlkj4Þ
jlj  lkj2
 !
p
Y
ljALr\flkg
1þ 16 ð1 jljj
2Þð1 jlkj2Þ
jlj  lkj2
 !
p
Y
ljALr\flkg
1þ ð1 jlj j
2Þð1 jlkj2Þ
jlj  lkj2
 !16
¼
Y
ljALr\flkg
1
jblj ðlkÞj2
0
@
1
A
16
p 1
d32
;
and the result follows. &
Remark 2.10. It is worth mentioning that the same reasoning but using
ð1 r2jljj2Þð1 r2jlkj2Þ
r2jlj  lkj2
p4
r2
ð1 jljj2Þð1 jlkj2Þ
jlj  lkj2
shows that asymptotically, as r-1; we have lim inf r-1 dðrLrÞXdðLÞ4:
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Lemma 2.11. Let L ¼ ðlkÞNk¼1CD be a sequence of distinct points, 0oro1 and
dr ¼ dðrLÞ: Then, for every sequence ðakÞNk¼1; there exists a polynomial p such that
(1) degðpÞp M1r; where M ¼ 9p2d2r ;
(2) pðlkÞ ¼ ak; 1pkpN;
(3) jjpjjNp80d2r jjajjN:
Proof. Let ðakÞNk¼1; jakjp1: As ðrlkÞNk¼1 is a Carleson set with the constant dr40
there exists hAHN such that hðrlkÞ ¼ ak; 1pkpN; and jjhjjNpAr; where Ar ¼ 8d2r
(see [Gar81] or [Nik02, Vol. 2]). Let hrðzÞ ¼ hðrzÞ: Then
hrðlkÞ ¼ ak; 1pkpN;
jjhrjjNpAr:

Now, we approximate hr by polynomials using a version of the Jackson theorem
due to Favard, Akhiezer and Krein (see [Tim94, Sections 5.5.1–5.5.4]). Namely,
the theorem says that there exists a trigonometric polynomial Kn on T such that
degðKnÞpn and jj f  Kn  f jjNpp2 1nþ1 jj f 0jjN for every function f on T having
f 0ALNðTÞ: Applying this to f ¼ hr and n ¼ M1r
 
we get an analytic polynomial
p ¼ Kn  hr with degðpÞpn and such that
jjhr  pjjNp
p
2
1
n þ 1 jjh
0
rjjN:
Since
jh0rðzÞj ¼ rjh0ðrzÞjpr
jjhjjN
1 jrzj2p
rjjhjjN
1 r2p
Ar
2ð1 rÞ;
we obtain
jjhr  pjjNp
p
4
1
n þ 1
Ar
1 ro
p
4
Ar
M
¼ p
4
8
Md2r
¼ 8
9
:
Setting e ¼ 8
9
; we have jjhr  pjjNpe; thus jjpjjNpeþ jjhrjjNpeþ Ar:
As above, we denote lNðLÞ the space of bounded functions on L:
We have proved the following approximation property. For every aAlNðLÞ there
exists pAPol; degðpÞpn; such that
jja  pjLjjNpejjajjN;
jjpjjNpðeþ ArÞjjajjN:

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Now, we obtain the interpolating polynomial by successive approximations. Let
aAlNðLÞ; and let p1APol; degðp1Þpn; such that
jja  p1jLjjNpejjajjN;
jjp1jjNpðeþ ArÞjjajjN:

We apply the above approximation to a  p1jL: Let p2APol; degðp2Þpn; such that
jja  p1jL  p2jLjjNpejja  p1jLjjNpe2jjajjN;
jjp2jjNpðeþ ArÞjja  p1jLjjNpðeþ ArÞejjajjN:
(
By induction, there exists ðpkÞkX1CPol such that
degðpkÞpn; kX1;
jja  Pkj¼1 pjjLjjNpekjjajjN; kX1;
jjpkjjNpðeþ ArÞek1jjajjN; kX1:
8><
>:
In these conditions, the series
P
kX1 pk converges and p ¼
P
kX1 pk is a polynomial
of degree less or equal to n such that
pðlkÞ ¼ ak; 1pkpN;
jjpjjNp
eþ Ar
1 e jjajjNp9
8
9
þ 8
d2r
 !
p80
d2r
: &
8><
>:
Proof of Theorem 2.8. By Lemma 2.9, dr ¼ dðrLrÞXdðLÞ16 for every r; 12pro1:
Applying Lemma 2.11 to Lr ¼ flk : jlkjprg we get a polynomial p of degree
degðpÞpMr
1rp M1r; where M ¼ 9p4dðLÞ32; such that pðlkÞ ¼ ak for every lk; jlkjpr; and
jjpjjNp80d2rp
80
dðLÞ32: &
Now we return to the proof of Theorem 2.1. In order to complete the construction
of an example for part ð2Þ of the theorem, we need a particular case of Theorem 2.8
on polynomial interpolation, namely, the case when 0olko1; lkþ14lk: By the way,
in this case, it is known that ðlkÞkX1 is a Carleson interpolating sequence if and
only if q ¼ supkX1 1lkþ11lk o1 (Kabaila, Newman, see [Nik86]). To make the example
more explicit we simply take lk ¼ 1 qk; kX1; where 0oqo1: In this case,
dðLÞXQmX1 1qm1þqm 2 (see the proof of the Kabaila–Newman lemma in [Nik86]). It
also can be proved that
sup
1 rlkþ1
1 rlk : lkþ1pr
 
pq0 ¼ 2þ q
3
;
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and hence dr ¼ dðrLrÞX
Q
mX1
1qm
0
1þqm
0
 2
for every r; 12pro1: This estimate looks
better than that of Lemma 2.9 above, drXdðLÞ16; but we will not use it for the proof
of assertion (2) of Theorem 2.1 for optimization reasons (we need quite a small value
of q0 whereas in the above case we would always have q0X23).
Proof of assertion (2) of Theorem 2.1. Let 0oqo1 and lk ¼ 1 qk; k ¼ 1; 2;y : Let
1
2
pro1 and n ¼ M
1r
 
; where M ¼ 9p
4dðLÞ32 (we use the notation of the previous
lemmas). Then n is an arbitrary integer with nX½2M: Using Lemma 2.11 we take a
polynomial p with degðpÞpn; jjpjjNp 80dðLÞ32 and pðl2kÞ ¼ 1; pðl2kþ1Þ ¼ 0 for all
k such that l2kþ1pr: For our case the number of lj with lj ¼ 1 qjpr is
NðrÞ ¼ log
1
1r
log 1
q
" #
X
log n
M
log 1
q
 1X1
2
log n
log 1
q
;
at least if log nX2 log M þ log 1
q
; i.e. if nXM
2
q
¼ ð9pÞ2
4qdðLÞ64 ¼ nðqÞ:
Let T be the same operator on the space bv0 as in Lemma 2.7. As in the proofs
of Lemmas 2.6 and 2.7 we have
jjpðTÞjjXNðrÞX1
2
log n
log 1
q
;
and hence
CT ðnÞXdðLÞ
32
160
log n
log 1
q
for nXnðqÞ: Next, we use the following estimate for dðLÞ:
log
1
dðLÞp2
X
mX1
log 1þ 2q
m
1 qm
 
p
X
mX1
4qm
1 qm
p 4
1 q
X
mX1
qm ¼ 4qð1 qÞ2:
This implies
CT ðnÞXe27qð1qÞ
2 log n
160 log 1
q
for nXnðqÞ: Taking q ¼ 27 we get
CT ðnÞXe
1
ð127Þ2 log n
160  7 log 2X
0; 36211
160  7 log 2 log nX
1
2150
log nX
1
2540
logðe2nÞ
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for nXnðqÞ ¼ ð9pÞ2
4qdðLÞ64: Since
ð9pÞ2
4qdðLÞ64p
ð9pÞ2
4q
e
28q
ð1qÞ2pð9pÞ
2
4
 27  232 ¼ 239  34  p2 ¼ n0;
the above lower estimate is valid for nXn0: It is also easy to see that
1
2540
logðe2nÞp1pCTðnÞ for npn0: &
As is already mentioned, the above proof heavily depends on Theorem 2.8 for
polynomial free interpolation. It is curious to note that, in turn, points (1) and (2) of
Theorem 2.1 imply that the logarithmic growth rate of a subset LnCð0; 1Þ where the
free interpolation by polynomials of degreepn is possible, is sharp. More precisely,
we have the following corollary.
Corollary 2.12. Let ðlkÞkX1 be a (finite or infinite) sequence in the interval ð0; 1Þ;
0olkolkþ1o1; let mðnÞ; nX1; be an integer and c40 a constant such that for every
a ¼ ðakÞkX1AlN there is a polynomial p satisfying degðpÞpn and
(a) pðlkÞ ¼ ak; k ¼ 1;y; mðnÞ;
(b) jjpjjNpcjjajjN:
Then, mðnÞp4c logðe2nÞ for nX1:
Indeed, it is clear from Lemmas 2.6 and 2.7 and the proof of assertion ð2Þ of
Theorem 2.1 that, under the conditions of the corollary, there exists a Banach space
operator T satisfying the ðTRÞ condition and such that mðnÞpCT ðnÞc: Using
assertion ð1Þ of the same theorem we have CTðnÞp p2 þ 2
 
logðe2nÞ: The result
follows.
Remark 2.13. It is worth mentioning some additional properties of operators
constructed in point (2) of Theorem 2.1, as well as to compare the constants CTðnÞ
with similar bounds for rational calculus.
(1) Let T be an operator constructed in Theorem 2.1(2). By formula ð1Þ at the
beginning of Section 2,
jjT  I jjS1 ¼
X
kX1
ðlk  1Þð; fkÞek
			 						 			
S1
p
X
kX1
jlk  1j jjfkjj jjekjj
p 2BðEÞ
X
kX1
jlk  1j:
Therefore, T  I is a trace class operator with an arbitrary small trace norm (we can
start taking eigenvalues from lN for an arbitrary N; instead of l1). On the other
hand, it is easy to see that every Ritt operator T with rankðT  IÞoN is
polynomially bounded (jjpðTÞjjpconstjjpjjN for every polynomial p).
(2) For such an operator T it is easy to see that sðTÞ ¼ f1g,flk : kX1g and
jjRzðTÞjjp const
distðz; sðTÞÞ
for every zAC\sðTÞ:
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(3) It is of interest to compare the calculi possessed by Ritt and Kreiss operators.
As is clear from comments in the Introduction, these classes are quite different with
respect to the polynomial calculus: we have always CT ðnÞpconst logðenÞ for Ritt
operators, but only CTðnÞpconst n for Kreiss ones (both are sharp estimates). If we
deﬁne similar constants for the rational calculus,
RCT ðnÞ ¼ supfjjrðTÞjj : jjrjjNp1; rACAðDÞ; r is a rational function; degðrÞpng;
then we still have RCTðnÞpconst n for every nX1 and for every Kreiss operator T
(see [Vita]). Now, we can see that the same bound is sharp even for Ritt operators.
Namely, let T be an operator from Theorem 2.1(2) and fAHN such that f ðlkÞ ¼ 1
for k odd, f ðlkÞ ¼ 0 for k even. By the Nevanlinna–Pick theorem, for every
nX1; there exists a rational function rn such that rnðlkÞ ¼ f ðlkÞ; 1pkpn;
degðrnÞpn and jjrnjjNpjj f jjN: Therefore, as in Theorem 2.1(2), we get
jjrnðTÞjjXconst UBðEnÞXconst n; and hence RCTðnÞXconst n for every nX1:
For operators deﬁned on speciﬁc Banach spaces (including Hilbert spaces) we
refer to Section 3 below; for instance, for every e40; there exists a Hilbert space Ritt
operator such that RCTðnÞXcen1e; nX1:
We ﬁnish this section with an application of the preceding results to a question
of complex analysis. Recall ﬁrst that the behavior of the integrals (the radial
variation of f )
Vð f ; zÞ ¼
Z 1
0
jf 0ðrzÞj dr; zAT;
is quite important for the geometric function theory, as well as for the comparison of
some function classes in the unit disc D; see, for instance, [Nik02, Vol.1, p. 376]. In
particular, Rudin [Rud55] has exhibited a function fACAðDÞ such that Vð f ; zÞ ¼N
for a.e. zAT: In this framework, it is of interest to know how Vð f ; zÞ behaves for
‘‘good functions’’, in particular for polynomials of a given degree. Let
Vn ¼ sup
degðpÞpn
jjpjjNp1
jpð1Þj þ
Z 1
0
jp0ðtÞj dt
 
:
Corollary 2.14. For every nX1;
1
2540
logðe2nÞpVnp4 logðe2nÞ:
Indeed, notice ﬁrst that the space bv0 introduced in Lemma 2.7 is an algebra
according to the usual multiplication ðxkÞkX1ðykÞkX1 ¼ ðxkykÞkX1: In fact, we have
jjxyjjbv0p2jjxjjbv0 jjyjjbv0 for every x; yAbv0: Moreover, if My denotes an operator of
multiplication by an element yAbv; then jjyjjbvpjjMyjjp2jjyjjbv:
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We deﬁne T on bv0 by TðxkÞkX1 ¼ ðlkxkÞkX1; where 0 ¼ l1ol2o?olN ¼
lNþ1 ¼? ¼ 1: From Lemmas 2.2 and 2.7 we know that T satisﬁes the ðTRÞ
condition with the constant C ¼ p2 þ 1: Then pðTÞ is an operator of the
multiplication by ðpðlkÞÞkX1; pðTÞðxkÞkX1 ¼ ðpðlkÞxkÞkX1; and by the above
remark
jjðpðlkÞÞjjbv ¼
X
kX1
jpðlkþ1Þ  pðlkÞj þ jpð1ÞjpjjpðTÞjjp2jjðpðlkÞÞjjbv:
Theorem 2.1(1) implies that jjpðTÞjjpðC þ 1Þ logðe2nÞjjpjjN if degðpÞpn:
Thus, jpð1Þj þPkX1 jpðlkþ1Þ  pðlkÞjpðC þ 1Þ logðe2nÞjjpjjN: Now, we take the
limit over all subdivisions 0 ¼ l1ol2o?olN ¼ 1; N-N; and get jpð1Þj þR 1
0 jp0ðtÞj dtp4 logðe2nÞjjpjjN for every polynomial p with degðpÞpn:
On the other hand, for every T deﬁned as above we have
jjpðTÞjjp2 jpð1Þj þ
X
kX1
jpðlkÞ  pðlkþ1Þj
 
p2 jpð1Þj þ
Z 1
0
jp0ðtÞj dt
 
for every polynomial p: From the proof of Theorem 2.1(2) we know that
supjjpðTÞjjX 1
2540
logðe2nÞ;
where the sup is taken over all polynomials p with degðpÞpn; jjpjjNp1; and all T
corresponding to all subdivisions 0 ¼ l1ol2o?olN ¼ 1: The corollary follows.
Remark 2.15. By the way, Corollary 2.14 suggests yet another example of an
operator T satisfying ðTRÞ and such that CT ðnÞXa log n; nX1: Indeed, let W 11 be the
space of absolutely continuous functions on the interval ð0; 1Þ having f 0AL1ð0; 1Þ
and endowed with the norm jj f jj ¼ j f ð0Þj þ R 10 j f 0ðxÞjdx: Let
Tf ðxÞ ¼ xf ðxÞ; fAW 11 :
Since W 11 is an algebra with respect to the pointwise multiplication and
jj fgjjp2jj f jj jjgjj for every f ; gAW 11 ; we get jjRzðTÞjjp2 1zx
		 				 		p bjz1j for an absolute
constant b40 and for every z; jzj41: Thus, TAðTRÞ:
On the other hand, jjpðTÞjjXjjpjjW 1
1
and hence, by Corollary 2.14, we have
CT ðnÞXVnXa log n for every nX1:
3. Hilbert spaces and other speciﬁc Banach spaces
Here we are looking for ‘‘worst’’ Tadmor–Ritt operators acting on a given Banach
space X : To this end, besides the quantities CT ðnÞ used in Section 2, we consider a
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characteristic of the space X deﬁned by
CðX ; nÞ ¼ sup CT ðnÞ
CðTÞ :T : X-X ; TAðTRÞ
 
for n ¼ 1; 2;y : For possible applications, the most interesting cases are X ¼ LpðmÞ;
1pppN; including Hilbert spaces. For these cases we obtain a partial information,
see Lemma 3.3 and Theorem 3.4 below. The techniques used are still the same as
in Section 2, that is, basis and unconditional basis constants, BðEÞ and UBðENÞ
respectively.
Before starting we mention two obvious properties: BðEÞ ¼ BðEÞ and UBðENÞ ¼
UBðENÞ; where E ¼ ðekÞkX1 is a basis in a Banach space X and E ¼ ðekÞkX1 is
the dual basis in X  (maybe, in a weak sense). Recall also that always
UBðENÞpNBðEÞ þ 1:
First, we need to construct ﬁnite bases E ¼ EN whose unconditional basis constant
grows linearly in both N and BðENÞ:
Lemma 3.1. Let bX1 and l1N;b be the space C
N endowed with the norm
jjðxkÞNk¼1jjb ¼ jx1j þ b
XN1
k¼1
jxk  xkþ1j:
Let EN ¼ ðekÞNk¼1 be the standard 0 1 basis in CN : Then
(1) the space l1N;b is isometrically isomorphic to l
1
N ¼ ðCN ; jj  jjÞ; jjxjj ¼
PN
k¼1 jxkj;
xACN ;
(2) BðENÞp1þ b; and BðENÞ ¼ 1þ b for NX3; and
1
2
N  BðENÞp1þ bðN  1ÞpUBðENÞpNðb þ 1Þ þ 1 ¼ N  BðENÞ þ 1;
(3) by duality, the same quality basis as in (2) exists in the space lNN :
Proof. (1) Clearly, the mapping Vx ¼ ðx1; bðx1  x2Þ;y; bðxn1  xnÞÞ is an
isometry from l1N;b onto l
1
N :
(2) Since xn ¼ x1 þ
Pn1
k¼1 ðxkþ1  xkÞ for every n; 1onoN; we get
jjPð1;nÞxjjb ¼ jx1j þ b
Xn1
k¼1 jxk  xkþ1j þ bjxnjpð1þ bÞjx1j
þ 2b
Xn1
k¼1 jxk  xkþ1jpð1þ bÞjjxjjb
for every xAl1N;b: Hence, BðENÞp1þ b:
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On the other hand, for x0 ¼ ð1; 1;y; 1Þ; we have jjxjjb ¼ 1; and jjPð1;nÞx0jj ¼ 1þ b
for 1onoN:
Next, for s ¼ sodd the odd part of f1; 2;y; Ng; we get jjPsx0jj ¼ 1þ bðN  1Þ
and hence UBðENÞX1þ bðN  1ÞX1
2
Nðb þ 1Þ because bðN  2Þ þ 2XN for bX1
and NX2:
On the other hand, UBðENÞpNBðEÞ þ 1pNð1þ bÞ þ 1: &
For Hilbert spaces, we have only the following lemma which is mostly known;
property (1) is proved in McCarthy and Schwartz [MS65] and property (2) in Spijker
et al. [STW03].
Lemma 3.2. Let H be a Hilbert space.
(1) If E ¼ ðekÞkX1 is a basic sequence in H (i:e: a basis in span E) and EN ¼ ðekÞNk¼1
then UBðENÞpc1BðENÞN1b; where bX c2
BðEN Þ2 and c1; c240 are absolute
constants.
(2) Given B41; there exists a basis E ¼ ðekÞkX1 in H such that BðEÞpB and
UBðENÞXN1
1
B
6
ﬃﬃ
B
p for every NX1; where EN ¼ ðekÞNk¼1: In fact, one can take H ¼
L2ðT; wdmÞ and ek ¼ eikt; where w is a suitable weight on the unit circle T:
Proof. (1) It is proved in [MS65] that UBðENÞpBð2NÞ1 log2 1þ 1B2
 
; where B ¼
supfjjI  2Pðm;nÞjj : mpng: Since Bp1þ 2sup jjPðm;nÞjjp1þ 4BðENÞp5BðENÞ; the
result follows.
For (2) we refer to [STW03]. &
Lemma 3.3. (1) Let X be a Banach space containing a complemented subspace
isomorphic to l1 or c0: There exist constants a; b; g; d40 such that for every B41 there
is an operator T :X-X satisfying ðTRÞ with aBpCðTÞpbB and
gCðTÞ logðenÞpCTðnÞpdCðTÞ logðenÞ
for every nX1:
In particular, this is the case for every infinite dimensional space L1ðmÞ; LNðmÞ;
CðKÞ:
(2) Let X be a Banach space containing an infinite dimensional complemented
subspace isomorphic to a Hilbert space. There exist constants a; b40 depending only
on X such that for every B41 there is an operator T : X-X satisfying ðTRÞ with
CðTÞpaB and CT ðnÞXbB
1
2ðlogðenÞÞ11B:
In particular, this is the case for spaces LpðmÞ; 1opoN; with any non-purely atomic
measure.
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Proof. (1) Assume X contains a complemented subspace X0 isomorphic to l
1: The
latter one is, in turn, isometrically isomorphic to the l1 direct sum "NX2ð Þl1 l1N;b of
the spaces l1N;b constructed in Lemma 3.1. Let TN be an operator on l
1
N;b deﬁned by
TNej ¼ ljej; where lj ¼ 1 qj; 0oqo1; and 1pjpN: Finally, set T0 ¼"NX2TN :
It follows from Lemmas 2.2 and 3.1 that
jjRzðT0Þjj ¼ sup
nX2
jjRzðTNÞjjp p
2
þ 1
 
ðb þ 1Þjz  1j1 ð2Þ
for jzj41; and hence T0AðTRÞ: Moreover, using Lemmas 2.6, 2.11 and 3.1, we get
CTN ðnÞXaUBðENÞXcðb þ 1ÞN; ð3Þ
where N ¼ ½logðenÞ and a; b40 are some constants. Therefore, CT0ðnÞXsupNX2
CTN ðnÞXcðb þ 1Þ logðenÞ for every nX1: It implies also the needed lower estimate for
CðT0Þ; CðT0ÞXconstðb þ 1Þ:
It remains to set T ¼ ðV1T0VÞP; where P is a bounded projection onto X0; and
V :X0- "NX2ð Þl1 l1N;b is an isometric isomorphism mentioned above. Since X ¼
X06Ker P and T jX0 ¼ V1T0V ; T jKer P ¼ 0; the result follows.
In the case when X contains a complemented subspace isomorphic to c0; we can
use the dual bases from Lemma 3.1(3).
(2). The same reasoning as in ð1Þ but with the use of Lemma 3.2 instead of
Lemma 3.1. &
Passing to constants CðX ; nÞ we need to use more Banach space geometry. Let us
recall [LT79] that a Banach space is of type p if there is a constant C such that, for
any ﬁnite sequence ðxjÞn1CX ; the following inequality holds:
Xn
j¼1 ejxj
			 						 			
L2ð0;1;X Þ
pC
Xn
j¼1 jjxj jj
p
 1
p
;
where ej are Rademacher functions. In particular, every super-reﬂexive space, in the
sense of James [Jam72] (i.e. a space whose norm is equivalent to a uniformly convex
norm), is of type41: By a deep result of Pisier [Pis82], a Banach space X having type
41 contains the spaces l2n ; nX1; uniformly and uniformly complemented, i.e. there
exists a sequence of subspaces XnCX such that each Xn is isomorphic to the
Euclidean space l2n ; Vn : Xn-l
2
n ; with supnX1 jjVnjj jjV1N jjoN; and there exists a
projection Pn : X-X with range Xn and such that supnX1 jjPnjjoN: It is also
known that a space X of type 1 contains the spaces l1n uniformly (but probably not
uniformly complemented).
We say that a space X is ST if it contains the spaces l1n or l
N
n uniformly and
uniformly complemented.
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Theorem 3.4. (1) Let X be a ST space. Then
c1 logðenÞpCðX ; nÞpc2 logðenÞ
for every nX1; where c1 ¼ c1ðXÞ40 and c240 is an absolute constant. Moreover, for
spaces X described in (1) of Lemma 3.3, there exists a Ritt operator T : X-X such
that
c1 logðenÞpCT ðnÞ
CðTÞpc2 logðenÞ
for every nX1:
(2) Let X be a Banach space of type 41: Then
c1
logðenÞ
ðlog logðenÞÞ32
pCðX ; nÞpc2 logðenÞ
for every nX1; where c1 ¼ c1ðXÞ40 and c240 is an absolute constant. Moreover, for
spaces X described in (2) of Lemma 3.3, there exists a Ritt operator T : X-X such
that
c1
logðenÞ
ðlog logðenÞÞ32
pCT ðnÞ
CðTÞpc2 logðenÞ
for every nX1:
(3) For an arbitrary Banach space X ; we have
c3
ðlogðenÞÞ12
ðlog logðenÞÞ32
pCðX ; nÞpc2 logðenÞ;
where c2; c340 are absolute constants.
Proof. The right-hand side inequalities in (1)–(3) are, of course, direct consequences
of Theorem 2.1. Let us consider the left ones.
(1) Let ðXNÞNX1 be a sequence of subspaces of X ; VN : XN-l1N;b (see Lemma 3.3)
isomorphisms and PN : X-XN projections such that S1 ¼ supNX1 jjVN jj jjV1n jjoN
and S2 ¼ supNX1 jjPN jjoN: Proceeding as in Lemma 3.3 we get an operator
TN : l
1
N;b-l
1
N;b satisfying inequalities (2) and (3). Next, as in Lemma 3.3 we set
TN;0 ¼ ðV1N TNVNÞPN and obtain
CTN ;0ðnÞX
jjVN jj jjV1N jj
 1
jjPN jj CTN ðnÞX
1
S1S2
CTN ðnÞXa logðenÞ;
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where N ¼ ½logðenÞ: Similarly,
CTN;0ðnÞpjjVN jj  jjV1N jj  jjPN jj  CðTNÞpS1S2
p
2
þ 1
 
ðb þ 1Þ ¼ b:
Therefore, CðX ; nÞXCTN;0 ðnÞ
CðTN;0ÞXc1 logðenÞ for N ¼ ½logðenÞ; and the result follows.
The case where XN are isomorphic to l
N
N is similar.
(2) Here, we use Pisier’s theorem mentioned above: there exist subspaces XNCX ;
N ¼ 1; 2;y; isomorphims VN : XN-l2N and projections PN :X-XN such that
supNX1 jjVN jj  jjV1N jjoN and supNX1 jjPN jjoN: The rest of the proof is the same
as in point ð1Þ above but instead of Lemma 3.3 we use Lemma 3.2(2). By the same
construction as above, this gives, for every B41; an operator TN : l2N-l
2
N such that
CðTNÞp p2 þ 1
 
B and
CTN ðnÞXa  UBðENÞXa 
N1
1
B
6
ﬃﬃﬃ
B
p ;
where N ¼ ½logðenÞ and a40 is an absolute constant. Passing to TN;0 ¼
ðV1N TNVNÞPN we obtain as above
CTN ;0ðnÞXa
N1
1
B
6
ﬃﬃﬃ
B
p and CðTN;0Þpb;
and hence
CðX ; nÞ ¼ sup CT ðnÞ
CðTÞ :TALðXÞ
 
X sup
b
a
B
3
2ðlogðenÞÞ11B : B41
 
¼ c1 logðenÞ
ðlog logðenÞÞ32
:
In order to prove (3), we use Dvoretzky’s theorem (see, for example, [LT79]) and,
for every NX1 and d40; ﬁnd a subspace XNCX ; which is ð1þ dÞ- isomorphic to the
Euclidean space CN : In other words, there exists an isomorphism VN : XN-C
N with
jjV jj jjV1jjp1þ d: Moreover, by the Kadec–Snobar theorem (see [Woj91]), there
exists a projection PN on X having the range PNX ¼ XN and jjPN jjp
ﬃﬃﬃﬃ
N
p
: This
means that, as above, there exists an operator T ¼ ðV1N TNVNÞPN : X-X ; where
TN :C
N-CN satisﬁes a ﬁnite version of the properties from Lemma 3.3(2), that is,
CT ðnÞXbB
1
2ðlogðenÞÞ11B for nX1 satisfying a log npN; where a40 is an absolute
constant and, as in Lemma 3.3, CðTÞpaB; B being an arbitrary constant B41:
Therefore,
CTN ðnÞ
CðTNÞX
b
a
B
3
2ðlogðenÞÞ11B;
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where a log npN: It implies that CðTÞpð1þ dÞ  jjPN jj  CðTNÞ and
CTðnÞ ¼ supfjjpðTÞjj : jjpjjNp1; degðpÞpng
X supfjjpðTNÞjXN jj : :jjpjjNp1; degðpÞpng ¼ CTN ðnÞ:
Thus, CT ðnÞ
CðTÞX
b
a B
3
2
ðlogðenÞÞ1
1
B
ð1þdÞjjPN jj : Now, as above, taking the sup over all T ’s of the above
type, we get the needed lower bound for CðX ; nÞ: &
We ﬁnish with some more comments on lower and upper bounds for constants
CT ðnÞ and CðX ; nÞ: First, it is worth mentioning explicitly that in order to get an
estimate CðX ; nÞXa logðenÞ; nX1; by using the approach of Section 2, we need to
possess a family of (ﬁnite) bases EN depending on e40 and NX1 such that
UBðENÞXc  BðENÞ  N1e
and spanðENÞ is complemented with a projection norm bounded independently of N
and e: For spaces X containing complemented subspaces isomorphic to a Hilbert
space, the problem (of course) reduces to the case of a Hilbert space, where it is still
open. (Let us mention that for many spaces X the existence of a subspace isomorphic
to a Hilbert space already implies the existence of such a complemented subspace, see
Dilworth [Dil85]).
Secondly, if we restrict ourselves to bases EN with basis constant BðENÞ ﬁxed in
advance, i.e. BðENÞpB (and hence, to operators T : X-X with a ﬁxed Ritt constant
CðTÞp p
2
þ 1 B), then, using the construction of Section 2, for many good Banach
spaces X it is impossible to overcome the growth CT ðnÞXc1CðTÞðlogðenÞÞ1e
because of the following result of James [Jam72] and Gurariıˇ and Gurariıˇ [GG71]
giving a generalization of the result of McCarthy and Schwartz [MS65]. Namely, it
follows from [GG71,Jam72] that for every super-reﬂexive (in James’ sense) Banach
space X (and, in particular, for every uniformly convex X ) and for every B41 there
exists e ¼ eðX ; BÞ40 such that
UBðENÞpc  B  N1e
for every basic sequence EN in X having BðENÞpB; where c40 is an absolute
constant.
Therefore, in order to ﬁnd the true asymptotic behavior of CðX ; nÞ as n-N; one
has to look either for upper estimates for CTðnÞ adapted to a speciﬁc Banach space
X ; which would be better than those of Section 1, or for operators T different from
McCarthy–Schwartz–Markus operators of Section 2.
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