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Varietts de Schubert, ideaux determinantiels, singularites de Thorn-Boardman 
d’ordre un, sont differentes approches d’un m&me probleme que I’on peut 
presenter ainsi: 
&ant don& deux modules localement libres A et E sur un schema X, et un 
morphisme “gt+nCrique” v: A -+ E, decrire le “lieu des points” Y oti le corang 
de v est superieur a un entier don&. En d’autres termes, decrire l’ideal d’an- 
nulation des mineurs d’un certain ordre d’une matrice representant localement v. 
On peut se poser plusieurs questions au sujet de Y. Historiquement, la 
premiere semble avoir Ctt de calculer sa classe dans un anneau de cohomologie 
convenable. La reponse est deja dans Giambelli [7], bien avant qu’une theorie 
cohomologique justifie les nombreuses formules de cet auteur (nous developpons 
ses resultats dans le chapitre II de [17]). Cette geometric enumerative sur les 
grassmanniennes a men.5 a la definition des classes de Chern par Eger, Todd, 
Chern. 
On peut aussi analyser les singularites de Y: voir Giambelli [6], Kleiman [15], 
Svanes [21]. 
Dans le present travail, nous “resolvons” or , le faisceau structural de Y, 
c’est-B-dire, nous definissons un complexe 4. de modules localement libres 
sur X tel que 
est exact. 
Ce complexe est minimal, et possede toute les proprieds requises pour assurer 
que Y est Cohen-Macaulay, etc... 
En fait, nous resolvons plus generalement une famille de modules de support Y. 
Les seuls exemples deja connus Ctaient dOs a Buchsbaum et Eisenbud [l] dans 
le cas des mineurs maximaux, mis a part un complexe scandinave isole; tous 
appartiennent 5 la famille que nous donnons. Signalons enfin que l’on peut 
resoudre par les memes methodes les mineurs de matrices symetriques et les 
pfaffiens de matrices antisymetriques, ce dernier cas ayant CtC trait& par T. 
Jozefiak et P. Pragacz. 
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Le point de depart de cette etude est classique: on peut considerer Y, modulo 
l’equivalence birationnelle, comme sous-variett d’une grassmannienne G au 
dessus de X, c’est a dire il existe un diagramme commutatif 
tel que la restriction de TT a Z est un morphisme birationnel sur Y, et tel que 9, 
admet une resolution K. par des Lo,-modules (cette resolution est le complexe 
de Koszul dune section d’un module sur G). 
Le probleme est done de passer d’une resolution par des Lo,-modules a une 
resolution par des O,-modules. Pour ce faire, on dispose de foncteurs 
B%T .+ : {modules coherents sur G} - {modules coherents sur X} 
qui transforment une suite exacte courte sur G 
O+F’--+F-+F”-to 
en une suite exacte longue sur X 
et une suite exacte longue, comme la resolution K. de 0, , en une suite spectrale, 
composee des modules 
pour son premier terme &I ; les bi’% sont des complexes qu’il s’agit de relier 
pour les differents n, afin de traduire le fait theorique de la convergence de la 
suite spectrale vers les .%%r*(Oz). 
Dans la partie 2, on verifie aisement que, du fait de la nullite de suffisamment 
de modules &rTn, Ies &%T.J~~) sont nuls pour p > 0, et que 9°~*(0z) est 
isomorphe a 0r ; ces proprietes signifient que Z est une resolution rationnelle 
de Y. 
Quant aux syzygies de Y, l’idee la plus naturelle est de les former en assemblant 
tous les modules CT??+ pour m + n = constante. PlutBt que d’etudier les 
& f?” successifs, on abandonne a ce stade la suite spectrale, et I’on construit, 
toujours a l’aide des foncteurs S&T, , un double complexe %.. de modules 
localement libres sur X, tel que le complexe total associe ‘37. est acyclique, sauf 
en un seul degre ou son homologie est Uy . Le point difficile, qui repose sur des 
propriMs combinatoires, sera de comparer R. et %., pour transporter les pro- 
priCtCs de %?. a R., et ainsi montrer que 4. est un complexe, acyclique sauf a 
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droite (en fait la suite spectrale &y>” est la suite spectrale attachee a I’homologie 
des $F.). 
La construction repose sur deux outils essentiels: 
- le theoreme de Bott (dont nous donnons dans la partie 5 une version plus 
propre au calcul), pour calculer, en caracteristique zero, la valeur des foncteurs 
.9?‘-77, en les modules homogenes sur la grassmannienne 
- la formule de Cauchy qui decompose les modules K. de la resolution de 0, 
en modules homogenes. En fait apparaissent a ce niveau toutes les representations 
irreductibles du groupe lineaire, et nous consacrons la partie 1 aux foncteurs- 
dits de Schur-qui sont associes a ces representations, et dont l’indr&t ne se 
limite d’ailleurs pas a la recherche de syzygies. 
Ce travail est le dernier chapitre d’une these pass&e a 1’UniversitC Paris VII. 
M. Verdier m’a aide a fonctorialiser les nombreuses constructions, et c’est M. 
Schiitzenberger qui m’a fait connaitre la combinatoire des tableaux de Young 
qui sous-tend cette etude. J’ai par ailleurs benificie d’un court sejour au M.I.T., 
avec les PP. Kleiman et Laksov, et eu de fructueuses discussions avec les 
PP. Buchsbaum, Eisenbud, Kempf, D. Singer. 
Note. l , +,Q,§de. signent des variables entieres locales. 
1. REPRESENTATIONS DES GROUPES LIN~AIRES 
A partir d’un module localement libre E de rang e, et d’une representation 
du groupe lineaire GZ(e), on construit, par produit “fibre” un module tensoriel 
(dit aussi homog&e). On se restreint usuel!ement aux puissances symetriques 
S”, ou aux puissances exterieures flp, qui correspondent a deux representations 
irreductibles, mais il n’y a aucune raison-si ce n’est une plus grande complexite 
de calcul-de ne pas considerer les autres representations irreductibles du groupe 
lineaire. D’ailleurs, on deborde aisement de la famille des puissances: la decom- 
position des puissances exterieures ou symetriques dun produit tensoriel 
E OF, sous l’action de GZ(e) x GZ(f), fait apparaitre toutes les representations 
irreductibles de Gl(e). 
La decomposition des modules tensoriels en leurs composantes irreductibles 
s’effectue a l’aide d’operateurs de symetrisation decrits par les tableaux de 
Young; voir par exemple Weyl [22] p our ce qui est des idempotents de Young 
dans l’algkbre tensorielle d’un module. 11 y a, depuis dix ans, un renouveau 
dans la theorie de ces dits tableaux; le Colloque de Strasbourg [24] en temoigne. 
Une partie des proprietes de ces objets combinatoires traduisent des relations 
entre les representations sur C des groupes lineaires, ou des groupes symetriques, 
ou bien encore des groupes lineaires finis. 
Par ailleurs, dans l’anneau de Grothendieck des classes de modules localement 
libres, ces relations entre representations induisent des relations entre polynomes 
symetriques, qui, elles aussi, sont likes a des operations sur les tableaux de 
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Young: l’anneau des polynomes symetriques est a la fois le quotient de l’algebre 
tensorielle d’un module, et de l’algebre (non commutative) des tableaux de 
Young. En fait, dans bien des cas (determination des multiplicites des composan- 
tes isotypiques, par exemple), les identites entre representations sont deter- 
minces par celles qu’elles induisent dans l’anneau des polynbmes symetriques; 
il se trouve que ces dernieres trouvent souvent leur sens dans l’algebre des 
tableaux, ne serait-ce que la simple multiplication des polynomes symetriques. 
Nous ne presenterons toutefois ici que celles des proprietes dont nous avons 
besoin, et renvoyons, pour un expose plus complet, a [I 71 et [24]. 
( 1 .I ) Partitions 
Soit Y un entier, I = (zr ,..., i,) un element de Nr; le poids de I, note / I 1, 
est il + .,. + i, . Si 0 < il ... ,< i,. , I est une partition; sa longueur est le nombre 
de ses parts i. differentes de zero. On identifie deux partitions qui different par 
adjonction de zeros sur la gauche. 
On represente usuellement une partiton par intervalle du plan Z x Z, son 
diagramme de Ferrer: c’est la collection des points (ou cases) (I, I), (1,2) ..( 1, i,), 
(2, 1) ... (2, iv-J ... (r, 1) ... (r, i1). Une p ar i ion t t est contenue dans une autre, 
J C I, si c’est vrai de leurs diagrammes. 
Une paire de partitions (I, J) telle que J C I est dite partition gauche (skew 
partition), et notee I/J; son diagramme est l’ensemble difference des diagrammes 
de I et J. Si JqI, on pose I/J = o (partition vide, differente de la partition 
z&o, notee 0 ou (0 ,..., 0)). 
La partition I x J, produit de deux partitions (ir ,..., i,) et (j, ,..., ja), est la 
partition gauche (il ,..., i, , i, + j, ,..., i,. $ j,) / 0, ou 0 est la partition rectangle 
(i, ,..., i,) (Q fois), notee aussi (ir), , 
Sur l’ensemble des partitions est definie une involution, l’adjonction: Z + I-. 
Sur Ies diagrammes de Ferrer, c’est la symetrie qui Cchangent les axes de 
coordonnees; par exemple, (1, 2, 4)* = (1, 1, 2, 3). 
Si I et J sont deux partitions telles que i, <ji , la concatenation IJ = (il ,..., 
i, , jr ,..., j,) est une partition. On Ctend cette operation comme suit: 
soit r et q des entiers, I E B’, JE P; considerons l’ensemble {i1 , i, + I,..., 
i, + r - I, j, + r,..., j, + r + q - l}. Si tous ces nombres sont positifs et 
differents, cet ensemble peut s’ecrire, de maniere unique, comme (h, ,..., h,,, + 
r + q - 1}, avec H une partition. On dit alors que H est la concatkation de 
I et J, d’amplitude n(1, J), nombre minimum de transpositions pour redresser le 
premier ensemble en le second. 
Dans le cas contraire, on pose conc(l, J) = O, n(Z, J) = co. 
LEMME 1.1. Soit I et J deux partitions telles que i, < q, j, < r; soit 1 J 
l’klkment (-i, ,..., -j,) de 2~. Alors 
I # J- ti conc(1, /J) = LT 
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et 
conc(Jw, /J) = 0, n(J-7 /J) = I J I 
En effet, comme {ii ,..., i,. + r - I, r - j, ,..., r -jr + q - I} est une suite 
de r + q entiers appartenant a {O,..., r + q - I}, pour J don&e, il existe une 
seule partition Z telle que la concatenee soit differente de QC . On verifie que c’est 
bien l’adjointe de J qui repond a la question: c’est la propriete, deja utilisee au 
siecle dernier, de la “bicomplCmentaritC” des ensembles (ii ,..., i, + r - 1) et 
{ ji ,...,,j, + q - l} lorsque Z et J sont adjointes. 
( 1.2) Tabloi’des 
Soit E un ensemble, Z une partition. Un tabloide de diagramme Z d valeurs dam 
E est un remplissage du diagramme de Z avec des elements de E. 
Soit 7 un tabloide, p une permutation des cases du diagramme de I. On 
designe par 7~ le tabloi’de induit par cette permutation. 
On definit enfin TabI+ comme le Z-module libre de base tous les tabloides 
de diagramme I. 
(1.3) Foncteurs de Schur 
Soit E un espace vectoriel, r un entier, Z un element de Nr. On designe par 
SE le produit tensoriel SilE @ ... @ SirE des puissances symetriques ii-i&me, 
. . . . i&me. De m&me pour NE, produit tensoriel des puissances exdrieures. 
On represente un Clement decomposable a A b ... de A?? comme un tabloi’de 
colonne, rempli de bas en haut, et un Clement decomposable de SiE comme un 
tabloi’de ligne. Cette Ccriture n’est done pas unique, l’element ab de S2E pouvant 
se rep&enter par les tabloides ml ou I/. - - 
Soit Z une partition, J = I* son adjointe. On a des morphismes naturels 
& : Tab&E - SE 
#n : Tab&E -+ NE 
qui sont fournis par la lecture fractionnee des lignes, ou des colonnes d’un 
tabloi’de de diagramme Z. 
Soit pi l’endomorphisme de Tabl,E: 
p; : 7 - q- l)? 
somme sur toutes les permutations p preservant les colonnes du diagramme, 
avec (- 1)” = signe(p). 
11 est clair qu’il existe un unique morphisme p, rendant commutatif le diagram- 
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me suivant, et que ce morphisme s’etend en un morphisme fonctoriel sur les 
modules localement libres E: 





fl-‘E --PI SE . 
DEFINITION. Soit I une partition, J = I- son adjointe. Le joncteur de Schur 
d’indice I (que nous notons indifferemment S, ou nJ) est le foncteur image de 
N dans SJ par p, (ne pas confondre S’ et S,). 
Cette definition est essentiellement due a Specht [20] (voir aussi James [l 11) 
et presente l’intCr&t d’Ctre valable en toute caracteristique. 
Elle peut &tre Ctendue au cas des partitions gauches. Soit S*iH le produit des 
puissances symetriques (il - h,)-i&me,..., (ir - h,)-i&me, et soit 
PI,H : A(ZiH)” + SilH 
le morphisme defini similairement a l’aide des tablo’ides de diagramme I/H. 
Alors le foncteur de Schur d’indice I/H est le foncteur image par pIiH . (On pose 
Si = 0 si i < 0, et S, = 0.) 
Remarque. (i) Toute base ordonnee d’un espace vectoriel E determine une 
base des S,E, S,,,E: les vecteurs de base sont les images de tablo’ides remplissant 
certaines conditons-les tableaux de Young. Pour la decomposition d’un Clement 
dans cette base, voir Specht [20] et Garnir [5]. 
(ii) Soit E un espace vectoriel; la definition de S,E (resp. S,,HE) Ctant 
“fonctorielle”, le groupe lineaire GZ(e) agit sur ces espaces vectoriels: S,E 
(resp. S,,,E) est l’espace de la reprbentation d’indice I (resp. I/H) du groupe 
lineaire. 
(iii) Si le module E est une somme directe de modules i2, B,... de rang 1, 
alors S,E, S,,,E sont des polynomes symetriques en A, B... Ce sont les polynomes 
symetriques de Schur (avec @ au lieu de +) en les variables A, B... On les 
obtient aussi comme suit: si u est un Clement de GZ(e) de valeurs propres A, B..., 
les polynomes de Schur sont les traces respectives des images de u dans la 
representation d’indice I et celle d’indice I/H. 
(iv) Si la longueur de 1 est strictement plus grande que le rang de E, 
alors S,E = 0, puisque A1glE = 0. 
(1.4) La tht!oorze de Schur 
Dorenavant, nous supposerons que le corps de base est @. Soit e un entier. 
Rappelons les resultats de Schur: 
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THBO&ME 1.4. (I) Les reprksentations de Gl(e) sont totalement rkductibles, 
i.e., somme directe de reprkntations irrhductibles. 
(2) Les reprbentations irrkductibles sont en correspondance biunivoque avec 
les suites croissantes d’entiers I = (il ,..., i,) de Ze: il < ... < i, . 
(3) Soit Br la reprkentation d’indice I. Si I # J, Hom(0, , 0,) = 0 et 
End(B,) N C. 
La composante isotypique d’indice I d’une representation 0 est la plus grande 
sow-representation dont les composantes irreductibles sont isomorphes a 
8, ; elle est dite de multiplicite n si Hom(B, 0,) c C”. 
En ce qui concerne les foncteurs, ce theoreme a pour corollaire les proprietes 
suivantes: 
Une representation 0 de Gl(e) determine une foncteur tensoriel S operant 
sur les modules localement libres de rang e; une decomposition de 0 induit 
une dtkomposition fonctorielle de S. 
Si les multiplicitirs des composantes isotypiques sont 0 ou 1, une decomposition 
fonctorielle en composantes irreductibles est essentiellement unique (a des 
scalaires p&s) d’apres l’assertion (3). De m&me, pour determiner les multi- 
plicites dans le cas general, il suffit de considerer le cas oti E est libre, c’est-a-dire, 
on est rament a decomposer un polynome symetrique dans la base des polynomes 
de Schur. 
Nous avons consider-6 en fait, dans le paragraphe precedent, simultanement 
tous les groupes lineaires Gl(e), e variable. 
Comme nous avons pose Si = 0 pour i < 0, nous ne pouvons garder la 
convention ci-dessus en ce qui concerne l’indexation des representations: 
nous indexons par les partitions I, c’est-a-dire, nous imposons que i1 soit 
positif. On recouvre la representation g&r&ale par tensorisation par une puis- 
sance (positive ou negative) de la puissance exterieure maximale, car I’on a la 
formule 
A”E @ S,E ‘v S,,E 
avec I’ = (i1 + I,..., i, + 1). 
Un foncteur tensoriel S est dit de poids p si c’est une somme de S, , pour des 
partitions I de poids p. 
(I .5) Formules classiques 
Parmi les relations classiques entre fonctions de Schur qui determinent 
des relations entre foncteurs de Schur, nous aurons besoin de 
Formule de linkarite’ 
(1.5.1) 
(la somme se limite en fait aux partitions J contenues dans I). 
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PremiJre formule de Pieri 
s, 0 s, !z @ s, (1.5.2) 
somme sur l’ensemble {TZ @ I} de partitions telles que 
Deuxi>me formule de Pieri 
(1.5.3) 
somme sur l’ensemble {n- @I} de partitions telles que 
I CJC(l, il + l,..., i, +- 1) et lJl=lQ+n. 
Formule de dualite’ 
loit m un entier E un module de rang e, E* son dual, I une partition contenue 
dark la partition rectangle 0 = (m,..., m) (e fois), I’ la partition complementaire 
(m - i, ,..., m - iJ. Alors 
(ACE)@” @ S,E” ‘v So ,,E = S,pE. (1.5.4) 
Remarque. Les composantes isotypiques de S, @ S, (“SIX,) ont en general 
une multiplicite plus grande que 1; ces multiplicitb, qui sont les coefficients de 
decomposition des fonctions de Schur, sont les cardinaux de certains ensembles 
de tableaux de Young (regle de Littlewood-Richardson [18], generalisee par le 
“jeu de taquin” de Schiitzenberger [24]). 
Soit n un entier. Nous Ccrirons SIXnJ pour la restriction de S,,, aux compo- 
santes isotypiques de longueur n. 
(1.6) Morphismes naturels 
Soit S et S’ deux foncteurs tensoriels. D’aprb 1.4, un morphisme fonctoriel q: 
S + S’ est caracterise par ses restrictions aux composantes isotypiques: 
v I, : s II- S’ II. 
Dans le cas oh ces dernieres sont de multiplicite 1, la description de v se reduit 
a determiner si les ~1~ sont nuls ou non. 
Dans nos constructions, nous n’aurons pas naturellement la decomposition 
en composantes isotypiques, mais definirons plutot les morphismes par des 
operations Clementaires sur les tabloi’des representant localement les elements 
decomposable des modules concern&. Comme nous nous restreignons a la 
caracteristique zero, nous ne donnerons pas tous les details de ces constructions. 
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Soit I et J deux partitions de parts respectives Cgales, sauf i, = jh + n. 
D’apres la formule de Pieri (1.5.3), 1 e module A,E est un facteur direct dans 
A,E @ A,E; cela d&nit deux morphismes 
a ~,nx., : A& - fLE 0 A$, 
a nXJ,I : A,E @ A,E + A,E. 
(1.6.1) 
Soit H C J; a l’aide d’un module accessoire F, et grace a la formule de 1inCaritC 
(1 Al), on Ctend les morphismes precedents en 
a nx(JIH),IIH . . A,E @ A,,HE + AI/HE. 
(1.6.2) 
Par dualite (I .5.4), on a done aussi, avec K I) I 
a nx(KII),K,J . ' A,E @ AK,& + AK,J& 
aKiJ,nx(KII) : AKIJE + A?$ 8 AKiIE. 
( 
Soit I et J une paire de partitions verifiant la m&me hypothkse qu’en 




$I,H:J,K : A,E @ AHE* + AJE @ AKE* (1.6.4) 
comme la composition, avec d, la contraction naturelle A*E @ A”E* + Ox, 
(id @ d&knxJ 8 aH,nXK) : 
A,E @ A,E* + A,E @ A,E @ A,E* @ A,E* -j A,E @ A,E*. 
Ces constructions sont fonctorielles; par exemple, soit A un module localement 
libre, q un morphisme: A - E; alors il existe I,!J(~) tel que le diagramme suivant 
est commutatif: 
A,A @ AHE* __j IL(‘) AJA @ AKE* 
qP)@id /l,(q) g'id 
ATE @ AHE* __ * + AJE @ AKE*. 
(1.6.5) 
(1.7) Formule de Cauchy 
Nous allons examiner de plus prb l’action du produit de deux groupes 
lineaires GE(e) x Gl(f); plus particulierement, c’est la decomposition de 
Ap(E OF) sous cette action qui nous interesse. Celle du module Sp(E OF) 
est l’objet de la “straightening formula” de Rota [4]; voir aussi les developpe- 
ments de De Concini et Procesi [3]. 
SYZYGIES DES VARIhTk DkTERMINANTALES 211 
Dans l’anneau de Grothendieck, on a la formule 
classe[P(E OF)] = 1 classe[S,E @ S,F] (1.7.1) 
somme sur toutes les partitions de poids p. 
Changeant classe [E] en -classe [E] donne l’autre expression de cette formule 
classe[flP(E OF)] = classe[A,E @ S, F] 
Ctant donne que classe[S,] (-classe[El) = (- 1)~ classe[A,E]. 
(1.7.2) 
PROPOSITION I .7.3. Soit E et F deux modules localement lib-es, I une partition 
de poids p. I1 existe un morphisme fonctoriel 
tel que 
vj, : A,E @ S,F-+ Ap(E OF) 
@ 71: ,gpM 0 W’-+ AP(E 0 F). (1.7.3) 
est un isomorphisme. 
Esquisse de la demonstration: 
Soit J la partition adjointe de I; Ccrivons a, b... pour des elements locaux de E, 
1, 2,.. . pour des elements locaux de F. 
On d&nit un morphisme 
Ev : Tabl,E @ Tabl,F + AP(E OF) 
comme suit: 
si 7 est le tabloide de diagramme J dont la lecture des colonnes de bas en haut, 
de gauche a droite, donne le mot abc..., et 7’ le tablo‘ide de diagramme I, dont 
les lignes, de bas en haut, donnent le mot 123..., alors 
Ev(T@T’) ==(a@l)A(b@2)A.. 
(note abc... + 123...). 
11 est clair que le morphisme de Tabl,E @ Tabl, F dans AP(E OF): 
7 @ 7’ + I(- 1 )uC Ev(T~ @ 7”‘) 
somme sur les permutations 5 (resp. p) p&servant les colonnes de J (resp. I), 
induit un morphisme 
q”: DE 0 AJF + Ap(E OF). (1.7.4) 
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LEMME I .7.5. Soit 7 et r’ les deux tableaux ci-dessus; alors 
~~“(7 @ T’) = c (-1)uab ... c+ 12 a.. 3~0 
somme SW les permutations p prthrvant les colonnes de I, o prbervant les lignes de I, 
en notant pu( 1 ), pa(2) ,... par 12...3”“. 
En effet, (-1)” ab...c* 12...3 = ab...cOa 12...3”, et done le lemme provient 
de l’echange o = 5-l. 
EXEMPLE 1.7.6. 
= (abed + bead + cabd - bacd - acbd - cbad) fi (1234 - 4231) 
= abcd-& (1234 + 2314 + 3124 + 2134 + 3214 + 1324 - 4231 ~ 
- 2341 - 3421 - 2431 - 3241 - 4321). 
Similairement, il existe un morphisme 
Q: SE @ SF - Ap(E OF) 
defini a l’aide des permutations preservant les lignes des tablo’ides. 
LEMME 1.7.7. Le diagramme suivant commute, ri un scalaire prk 
En effet, C (- 1)~ PU est l’idempotent de Young lie a la partition Z (cf. Weyl 
[22, p. 123]), i.e., 
C(-l)UU’~~~‘o’ = nC(-l)Upu, 
oti n est un certain entier non nul; on a done 
rl? 0 PI = w”. Q.E.D. 
En caracteristique zero, cette commutativite permet de definir, a un scalaire 
p&s, un morphisme 
7, : A,E @ S, F + A” (E OF). (I .7.8) 
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Pour conclure, on s’appuie a ce stade sur le fait que les tableux de Young 
forment localement une base de A,E @ S,F, comme l’ont montre Specht [20] 
et Garnir [5], que leurs images par ~7~ sont lineairement independantes, et que 
leur nombre est exactement la dimension de Ap(E OF). 
( 1.8) Le complexe de Koszul 
Soit A et L deux modules localement libres sur un schema X, L de rang 1, 
et 9 un morphisme: A + L. 
On designe par Rj+) le complexe de Koszul associe a la section duale du 
morphisme @ : A @L* + fl X ; nous le graduerons negativement: 
Plus generalement, soit deux modules de rang fini, y: A + E. Le morphisme 
g, induit une section 0, + E @ A*, et done un complexe de Koszul R.(v#). 
D’aprb la formule de Cauchy (1.7.3), nous savons que 16” se decompose en la 
somme directe 
@ &A @ S,E*. 
III=-n 
On verifie: 
LEMME 1.8. Le morphisme de Koszul km - k’T1+l est la somme directe des 
morphismes ql~,,,~:~,~~(v)) de@is en (1.6.5), somme SW toutes les paires de partitions 
I, J: 
JCA 1 I / = -m, jJI=-m-l. 
(1.9) Encore des complexes 
Une grassmannienne est une variCtC qui possede une suite exacte “universelle” 
de modules localement libres 
et l’on peut interpreter ses proprietes comme traduisant Ies relations entre les 
valeurs des foncteurs de Schur pour trois modules formant une suite exacte. 
Nous n’aurons besoin que d’une de ces relations, (quoique bien d’autres 
presentent de l’intCr&t), ainsi que d’une relation entre differents foncteurs de 
Schur. 
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( 1.9.1) Elimination de R 
Soit H, K, I trois partitions, H C I, K CI, / K / = 1 H j + 1; soit pH,K le 
morphisme nature1 
pour H C K; autrement, on pose pHiK = 0 
LEMME I .9.1. Soit 0 -+ R -+ E -+ Q -+ 0 une suite exacte de modules locale- 
ment libres, I une partition, %‘i(R, E, Q) la suite 
0 -+ S,E + S1,,E @ Q 
---f-e. @ SIIHE@AHQ= @ S,,,E@A,Q+... 
lHI=P KI=v+l 
Alors Vi est un complexe, qui est exact, sauf d gauche 03 son homologie est isomorphe 
h S,R. 
Les propriCtCs demandkes sont locales; on peut supposer que R est un facteur 
direct libre dans E libre. La formule de 1inCaritC permet alors une rkurrence 
sur le rang de R, Q &ant fixe. 
Nous ne donnerons pas ici les dktails de la dkmonstration qui est extkrieure 
au probkme considbrk. Signalons cependant que le complexe est bien connu 
dans le cas oh I = n ou (l,..., 1). 
(1.9.2) Concatenation d’une partition et d’un entier 
Soit I = (i1 ,..., r i ) une partition, j un ClCment de Z. Soit H la concathation 
de I et j, d’amplitude n (cf. 1 .l); ne pas oublier que H peut &tre vide et n in&i. 
LEMME 1.9.2. Soit W1.j la suite de foncteurs de Schur 
ou a, est le morphisme nature1 1.6.1. 
Alors, Wi,J est un complexe dont 1 ‘homologie est concentree en le degrC n, et 
isomorphe b S, . 
Ce lemme est le corollaire de propriMs plus fines des tableaux de Young, et 
doit &tre admis par le lecteur; il est bien connu pour I = (l,..., 1). 
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(1.9.3) Exemple 
Pour I = (2,2,4), j = 2, la concatenation est H = (2, 2, 3, 3), d’amplitude 
12 = 1. Le complexe s’ecrit 
0 - s,,, 0 s, - &,,,I 0 s, - &!,,,,, 0 s, - &41111 0 s5 - 0 
NOUS avons souligne son homologie, qui est bien &,a, , en degr& 1. 
(1.9.4) ConcatLnation de deux partitions 
Soit I = (i1 ,..., i,), J = (jr ,...,j,J deux partitions, H leur concatenation 
d’amplitude 12. 
LEMME 1.9.4. Soit $?i,J la suite 
-+ ... @ s,,, @ SJX,K” % @ ST,, @ SJX&” + ..*. 
IKI=P ILI=P+l 
Alors %?. est un complexe, dont l’homologie est concentre’e en degrt n, et isomorphe 
fi s, . 
Nous obtiendrons ce lemme dans la partie 5, comme sous-produit de la 
demonstration du theorbme de Bott. La demonstration combinatoire directe, 
comme pour le cas particulier (1.9.2), est trop compliquee. 
2. LES VARIBTBS DE SCHUBERT ONT DES SINGULARITBS RATIONNELLES 
(2.1) Varie’tks de Schubert 
Les variCtCs de Schubert ont 6th primitivement definies comme des sous- 
varittts des grassmanniennes, par des intgalites sur les dimensions des inter- 
sections du module tautologique et d’un drapeau de modules triviaux. On a 
reconnu par la suite que cette definition pouvait s’etendre a d’autres modules, 
et d’autres variCtCs que les grassmanniennes, moyennant des conditions de 
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transversalite automatiquement remplies dans le premier cas. C’est ainsi qu’on 
obtient les classes de Chern, par exemple. 
Nous ne considererons ici que les varietes de Schubert associees a une 
paire de modules localement libres (dites varie’tb de Schubert spkiales par 
Kleiman [15]; pour une paire de drapeaux, voir Svanes [21]). 
Soit A et E deux modules (localement libres) sur un schema X, et ‘p un 
morphisme, ‘p: A - E. Soit 4 un entier <e = rang E, et soit Y le “lieu des 
points” oh le rang de coker q est superieur ou Cgal a p, i.e., 6, , le faisceau 
structural de Y, est defini comme coker F#, avec 
q,#: fle-Q+lA @ &Q+lE*+oX 
canoniquement associe au morphisme Ae-*+$. 
D’apres la definition fonctorielle des grassmanniennes ([ 15]), on a un mor- 
phisme 77 de l’ensemble Y” = {rg(coker IJJ) = 4) dans la grassmannienne 
G,(E) -P X des quotients de rang p de E, et TT 0 7 est l’injection de Y” dans X. 
Done 7, est un isomorphisme de Y” sur son image Z”. Si Y” est dense dans Y, 
on peut raisonablement esperer pouvoir decrire Y a partir de la connaissance de 2, 
cloture de Zariski de 2”. Comme nous nous interessons aux syzygies de Lo, , 
nous prendrons comme hypothbe que les syzygies de 0, sont “gCntriques”, 
dans un sens que nous allons preciser. 
DEFINITIONS 2.2. Soit Y le sous-schema de X oh le rang de coker est 34, 
soit G = G,(E) -Q X la grassmannienne des quotients de rang Q de E, Q son 
module quotient tautologique, 2 le sous-schema de G des zeros du morphisme 
compose n*A + T*E + Q (i.e., 0, = coker r++, avec @g: T*A @ Q* + 0,). 
Soit R(@*) le complexe de Koszul associe a F#*: 
. . . +R” =A-“(v*A@Q*)...+P =Oo. 
Le schema Z est dit localement intersection complite si n.(,#a) est exact (et done 
une resolution de Co,); sous cette hypothbe, on dit que Y est la q-it?me v&W de 
Schubert du morphisme q~, et que Z est sa &solution canonique. En d’autres termes, 
localement les e - q + 1 mineurs de la matrice representant v s’annulent 
generiquement. 
LEMME 2.3. Si Z est localement une intersection complste, la restriction de rr 
d: Z - Y est un morphisme birationnel (voir Kempf [12]). 
PROPOSITION 2.4. Soit Y une vari& de Schubert duns X, Z sa rtkolution duns 
la grassmannienne G,(E) +* X. Alors 
et 
p>O=>B%*Uz=O 
9P7r*uz cz uy . 
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Demonstration. Les %%r.+R”L forment une suite spectrale fFT>n qui converge 
vers .9Wn~JPZ , le complexe R. &ant une resolution de 8, . Cette suite spectrale 
n’est pas dCgCnCrCe, mais cependant, la seule repartition des termes non nuls 
de 8~ fournit la proposition. 
Graphiquement, representant par un point dans Z x Z chaque terme 8?*” 
different de zero, on a d’apres le lemme 5.12: 
(i) il n’y a rien a droite de m + n = 0, ce qui implique que les 9%*Uz , 
p > 0, qui sont l’aboutissement des 8,“?“, m + n = p, sont nuls. 
(ii) Sur m + n = 0, il y a seulement le terme .9P7f*Oc 5!0,, et sur 
m + n = -1, le terme 
,g+*&+l(A @ Q*) ‘v AT+124 0 Ar+lE*. 
Done 9?“~.JJz est le coker dun morphisme 
d rfl : &+‘A @ k+lE* + 0, . 
Que ce morphisme soit le morphisme nature1 + vu plus haut vient de la fonc- 
torialite de la construction; la factorisation 9 = idE 0 y : A + E + E entraine 
la commutativiti: du diagramme suivant: 
Ar+lA @ a%*(s~+lQ*) 
Arflpr @id 
+ A’+lE @ 9P,&S’+1Q*) 
r%‘~~~(A’+lA @ SrflQ*) Wrtr,(Av+lv@id) W*~&lrflE @ Sp+lQ*) 
= ~PT,(A’+~(A @ Q*)) l = .%%-&lr+l(E @Q*) 
%+A &kW 
Qx 
Comme la variCtC de Schubert associee g idE est vide, dr+l(idE) est different de 
zero, et d’aprb le theoreme de Schur 1.4, c’est a un scalaire prb le morphisme 
nature]. Q.E.D. 
La proposition ci-dessus est due a Kempf [12] dans le cas oti 4 = I ; sa 
methode se generalise aisement sit& que l’on dispose de la formule de Cauchy 
decomposant cl(A @ Q*), qui permet d’appliquer le theoreme de Bott. 
(2.5) La proposition nous dit que Z + Y est une rt!solution rationnelle 
de Y lorsque 2 est saris singularites: 
DEFINITION. Soit T: 2 - Y un morphisme birationnel; on dit que c’est une 
607/30/3-4 
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resolution rationnelle si Z est non-singulier, Y normal Cohen-Macaulay, et si 
les .9&i-*0, sont nuls pour p > 0. 
C’est Kempf qui a montre l’interet des resolutions rationnelles pour Ctudier si 
une variete est Cohen-Macaulay: 
THBORIIME 2.6 (Kempf [14]). S ot rrr: Z -+ Y un morphisme birationnel de ‘t 
sche’mas. Si Z a des singulariies rationnelles (a fwtiori, si Z est non-sing&r), et si 
(i) O;, --+~?‘vT.$~ est un isomorphisme 
(ii) p > 0 * Wp7r*0, = 0, 
alors Y est normal Cohen-Macaulay, et done, si Z est sans-singularites, Z ---f Y 
est une resolution rationnelle de Y. 
On sait resoudre les singularites des varietes de Schubert classiques (cf. [15]); 
dans ce cas, Z a des singularites rationnelles, et done d’aprb la proposition 2.4 
et le theoreme 2.6, la variete de Schubert Y est normale Cohen-Macaulay 
(resultat dfi a plusieurs auteurs separement, Hochster [lo], Kempf [13], Laksov 
[lq). Nous retrouverons ce resultat en (4.1) directement. 
(2.7) Des proprietes de la suite spectrale, nous n’avons utilise que le fait 
que les termes non nuls Ctaient trop g gauche pour contribuer a %?%.&Jz ,
p > 0. La m&me situation se produit pour la resolution S,R @ R. du module 
S,R @ 0, , J Ctant une partition contenue dans qr (avec 0 -+ R -+ E -+ Q + 0, 
la suite tautologique sur la grassmannienne G,,(E), et r = rang R = e - q); le 
lemme 5.12 nous dit que les .%?a,(S,R @ 4”) non nuls sont strictement P 
gauche de la droite m + n = - I, a l’exception d’un terme sur m + n = 0 et 
d’un terme sur m + n = -1, termes que l’on connait explicitement. 
On generalise ainsi la proposition 2.4 
PROPOSITION 2.8. Soit Y une sous-varitW de Schubert du schkma X, Z sa 
resolution darts la grassmannienne G,(E). Soit J une partition contenue darts qr , 
soit K = J- = (k, ,..., k,). Alors 
(i) p > 0 =- ~%‘*rr~(SsR 0 0,) = 0, 
(ii) la suite de modules 
A kl... ..k,,+r+lA @ 4+1-k$* -% S,A --t B?%r,(S,R @ 0,) + 0, 
ou d est le morphisme nature1 (1.6.5) associe’ E &A @ &EC + 0, et k = r + 1 -k, , 
est exacte. 
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3. SYZYGIES DES VARIBTBS DE SCHUBERT 
La proposition 2.8 nous donne un debut de resolution d’une famille de modules 
MJ de support une variete de Schubert Y. Que peut-on dire des syzygies 
d’ordre superieur ? La suite spectrale 
61 L’m*n = 9%r,(SJR @ A-“(A @ Q*)) 
utilisee dans la partie 2 n’est pas dCgCnCrCe. Plutot que d’etudier cette suite, 
nous allons, a l’aide du theoreme de Bott, construire saris difficult6 un double 
complexe %.., tel que le complexe total associe soit acyclique, sauf en degre 
zero (son homologie &ant le module MJ = W”T,(S,R @ 0,)). Le point long 
et delicat sera den extraire un complexe minimal R. ayant m&me homologie. 
I1 nous faudra proceder par induction sur le rang de E (le cas J = 0, c’est-a-dire 
de l’anneau Or , peut se traiter directement saris induction). 
En fait, la suite spectrale furry est la suite spectrale attachee a l’homologie 
des colonnes de %-.., et pour ce qui est des modules composant le complexe 
cherche, 
3-p = @ c?“I”‘“. 
m+n=p 
Dans le cas oh J = 0, Roberts [19] a defini R(v, q, 0) directement a I’aide 
des idempotents de Young, et montre que c’etait un complexe. 
(3.1) Le premier terme de la suite spectrale 
D’apres la formule de Cauchy (1.7), 
et done 
/I-m@ @Q*) = @ d,A @ S,Q* 
II\=-m 
&“*” = 1 @ AlA @ 9Pa,(S,R @ S,Q*). 
Ill=-m 
Le theoreme de Bott permet le calcul des a?*“, qui peut se decrire comme 
suit: il existe une fonction 
{partitions} -+ {partitions} X N, I + I’, n(l) 
telle que 
et 
p # n(l) * 9%,(S,R @ S,Q*) = 0 
&%r.+.(SJR @ S,Q*) = S,,E” 
(on admet la partition vide 0, et l’on pose S, = 0 et n( %) = co). 
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Le lemme 5.13 nous permet de relier naturellement des termes de 8r : nous 
savons que les couples de partitions H, I tels que H C I, H’, I’ # 0, et - / H j + 
n(H) = - 1 I / + n(l) + 1 verifient: 
I et H ont m&me parts respectives, except6 une, de mCme que I’ et H’, ce 
que l’on peut rep&enter graphiquement par 
et 
I = o---o i O-0, I’- c +---* i’ e---e 
H = o--o h o-o, H’- = +--+ h’ +---+ 
oti o---o (resp. +---+) est l’ensemble de coincidence de I et H (resp. 
I’* et H’-). 
D’apres (1.6.5), il existe un morphisme nature1 
* ,,H : A,A @ S,,E* +&A @ S,,E* 
qui &end le morphisme 
d{-, : Ai-hA @ Ai-hE* + Lo, . 
Pour les couples tels que H Q I, on pose 
(3.2) Le candidat 
Soit b(v, 4, J) la suite de modules et morphismes 
..* + @’ = @ &A @ S,,E* -, /P+l ---f . . . #J. 
-~Il+nu)=P 
Nous allons montrer que 1. est un complexe, et est acyclique, sauf en degrC 
zero. Comme R-l ++-I A” coincide avec la suite (24, cela entraine bien que A. 
est une resolution du module iVIJ (=coker I,-~). 
(3.3) Les Syzygies 
THhOR$ME 3.3. Soit A et E deux modules localement libres SW un schema X, 
v: A + E un morphisme, q un entier < e = rang E, r = e - q. Soit Y le sous- 
schema de X ok le corang de v est au mains q. Soit G = G,(E) +T X la grass- 
mannienne des quotients de rang q de E, 0 + R -+ v*E + Q + 0 sa suite tautolo- 
gique; soit Z le sous-schema de G des zeros du morphisme induit n*A + Q. Soit 
enfn J une partition contenue duns qr . 
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Supposons que Z soit localement une intersection compkte. Alors 
est un module de support Y, qui admet le complexe R.(F, q, J) de@i en 3.2 comme 
rbolution. 
(3.4) Rbduction h une suife spectrale attach&e cl un projectif 
Ayant relic dans R.(v, q, J) des termes &y$, et &~+sYn-sfl, 1 < s < r + I, 
on ne peut esperer que la suite spectrale soit dCgenCrCe (en fait, 6,.+, # b,,, = 
~..A 
Par induction sur e, nous allons nous ramener a une suite spectrale 8” telle 
que 8; = 8: (=&,). 
Soit done G,-,,,(E) 1 a variCtC drapeau des quotients successifs de E de rangs 
e - 1 et q. Le diagramme commutatif suivant exprime que cette variete peut 
Ctre consideree de deux man&es comme une grassmannienne. Nous avons fait 
figurer les suites tautologiques sur ce diagramme, en Ccrivant E pour n*E: 
WE”) = Ge-l,q.(E) = G,-,(R) 
X. 
Soit V l’image inverse de Z par rra , W l’image schematique de V par =I , i.e., 
0, = a”7rl*(s,). 
On remarque que, V Ctant tout autant localement une intersection complete 
que Z, W est la q-i&me variCtC de Schubert du morphisme compose $: A --t 
E+E”. 
Soit de plus J = (j, ,..., j,.), j = jl , F = Lj @ S,R” @ 0,. Comme 0, = 
~$0~ , le theoreme de Bott nous dit que 
et la proposition 2.8, que 
p > 0 z- %‘%rI,F = 0. 
Comparant les deux decompositions de w’ = rr o ~a = 7r2 o nI , un lemme 
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trivial (cf. 5.4) sur les suites spectrales entraine que, avec MJ = a”7rI*(sJ @ 6,), 
et 
p > 0 =+ B%$*(Lj @ MJ) = 0 
Par recurrence sur le rang de E, on peut supposer que R(#‘, 4, J), que nous 
noterons k.(cp”), est une resolution de MJ . La suite spectrale 9&r&U @ n.(y#)) 
converge done vers n/r,. 
Nous allons remplacer l’etude de cette suite par l’etude dun double complexe, 
dont en fait la suite spectrale est celle attachee a I’homologie des colonnes. 
(3.5) Construction d’un double complexe 
Soit 9. une resolution Lj @ M, . La suite spectrale &%t2* (2%) ne fournit 
facilement une resolution de son aboutissement MJ que lorsqu’il existe un seul 
entier p tel que %‘%ra,(B.) # 0; en effet, dans ce cas, si %‘. est le complexe image 
par le foncteur 2+r2, , son homologie est concentree en un seul degre, et est 
isomorphe a M, . L’idCe naturelle pour construire un tel complexe, qui soit 
neanmoins comparable a Li @ R($‘), est de tensoriser Li @ A’(,“) par une 
resolution de BGBeI cE) par des modules suffisamment “negatifs” IV. pour que 
p # e - 1 3 Si%r,,(N~ @U @ R.(v”)) = 0 
(e - 1 est la dimension relative de G,-,(E) sur X, les foncteurs 2%%rst sont 
identiquement nuls pour n > e - 1). 
Or, d’aprb (1.9.1), le complexe (gradue de 0 A e - 1): 
est une resolution de U++l; en la tensorisant par L”-l @ R(v”), on obtient un 
double complexe B.., et le complexe total assock? 9. est une resolution de 
Li@M,. 
Par ailleurs, 5.10 entraine: 
LEMME 3.5.1. Les W%&@~) sont concentrks en degre’ maximal e - 1. 
D’apres ce que nous venons de dire, il en decoule: 
LEMME 3.5.2. Soit 97.. = ~e-%r.&B~~). Le complexe total V*: 
. . +g-l--+g”+ ..-sp-l-+O 
est exact, sauf en degre’ z&o, et son homologie est isomorphe ci M, . 
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Le module @“(p”) se decomposant en une somme directe, SW,. se decompose 
done en une somme directe de sous-colonnes. L’assertion (ii) du theoreme de 
Bott 5.1 determine la differentielle verticale de ??.. (notee a), et fait que les sous- 
colonnes sont les complexes cl,A @ %ie,-j(E*) d&finis en (1.9.2) (I” est la con- 
catenation de I et (-jr ,..., -ja)). 
La differentielle horizontale, que nous noterons 6, est l’image par les foncteurs 
+?f?~,, de la differentielle de R(p”). 
(3.5.3) Plus precisement en ce qui concerne la combinatoire des partitions: 
Le theoreme de Bott pour les morphismes T, n1 , ~a s’exprime respectivement 
par les fonctions: {partitions} -+ {partitions} X N, 
I + I’, n(l), 
I - I”, n’(I), 
I” - I’, n’(P), 
qui sont les concatenations respectives (cf. 1.1) 
pour T, de I et (-jr ,..., -jr), en notant son amplitude n(I) au lieu de 
44 t-j, ,..., -id), 
pour nl, de I et (-jr ,..., -ja), d’amplitude n’(I) (=n(I, (-jT ,..., -j,)) 
et enfin, pour na , de I” et -j, , d’amplitude n”(P) (=n(I”, -j,)). 
L’identite ~a 0 7r1 = 7r 0 ~a conduit a la relation 
Posons de plus 
n(I) = n’(I) + n”(I”). 
m(I) = - III, m”(I) = m(1) + n’(I), m’(I) = m(I) + n(I). 
Ce sont les graduations des trois complexes consider&: le complexe de Koszul 
de depart 
k”(@g) = @ A,rl @ S,,Q* 
m(l)=m 
le complexe des syzygies sur le projectif G,-r(E) 
P”(fp”) = @ &A @ syE”* 
m-w-rn” 
et celui que nous examinons 
J”“(T) = @ &A @ S,,E*. 
m’(Ikm 
Enfin, le module A&l @ S,,E* est l’homologie en degre n”(Y) de la sous- 
colonne A,A @ %;-,,(E*) de F*.., d’apres (1.9.2). 
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(3.6) Les relations entre k’.($‘) et R.(p) 
Le complexe /.(I$‘) nous a permis de definir les lignes horizontales de %?.., 
et par ailleurs, on sait que les modules composant A(v) sont des facteurs directs 
dans les GF*n”. 
La seule difficult6 nait du fait suivant: 
11 y a des couples I, H de partitions conskutiwes dans R.(v) (i.e., m’(H) = 
m’(1) + 1, I r) H, ce sont exactement les couples qui donnent naissance a une 
differentielle non nulle) qui ne sont pas deja consecutives dans A($‘) (i.e., 
m”(H) # m”(1) + 1). Le morphisme 
ne peut done &tre dans ce cas l’image par un foncteur WV,, d’une differentielle 
de A(v”). 
DEFINITION 3.6.1. Un couple de partitions I, H est un couple dbiant si 
I3 H, I’, H’ # 0, m’(H) = m’(I) + 1, m”(H) # m”(I) + I 
DEFINITION 3.6.2. Une partition L est l’intermbdiaire d’une autre I si 
I1L,I’#rzr,L”#@,L’= m,m”(L)=m”(l)+l 
LEMME 3.6.3. (i) Soit I, H dew partitions constkutives dam R.(v); ou bien 
I, H est un couple dbviant, ou bien I, H sont cons&utives dam k(qY). 
(ii) Pour une partition I don&e, il existe au plus une partition H telle que I, 
H soit dbviant. 
(iii) Pour I don&e, il existe au plus une partition L qui soit l’intermiaire 
de I; L existe si et seulement si il existe H telle que I, H soit dkviant. Alors, I, L 
sont conskutives dans R.($), de m&me que L, H. 
(iv) Une partition ne peut &tre l’intermkdiaire que d’une seule autre. 
(v) Si I, H est dhiant, il n’existe pas de partition G: G, I est dtkiant. 
La demonstration du lemme repose sur le corollaire 5.13: les partitions I, H 
consecutives dans n.(v) sont telles que I’ et H’ ont mCme diagramme, except& 
pour une colonne. Les conditions (ii) ou (iii) determinent l’endroit ou la dif- 
ference se produit, et l’on a alors (avec n”(T) -j = 4, §- = $ - 1, §+ = 5 + 1): 
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I”=* -0 §--§ $+ +-----+ 
I’=e---• 4-5 g g o-o 
L” = e---o $---5 § e-----4 
H” = l - l g---- Q- g- --* 
H’Z .- a $--- §- §- §-- 3-0 
oti l -• symbolise une suite croissante d’entiers <$-, +--+ une suite de 
n”(Ifl) - 1 entiers a§+, et O-O la suite obtenue de la precedente en soustrayant 
1 a chacun de ses elements; enfin, avec s = 1 I / - / H / - 1, nous avons Ccrit 
+--$ pour s - 1 repetitions de l’entier 5. 
Sur ces valeurs explicites des partitions, on verifie les assertions du lemme 
3.6.3, ainsi que du suivant: 
LEMME 3.6.4. Soit L une partition intermediaire, I, H le couple deviant 
qu’elle determine. Alors, si G est une partition consecutive a L duns R(f) d@ente 
de H, G’ est vide; si de plus, G est l’intermediaire d’un couple deviant K, M, alors 
I, K sont consecutives duns k(q~“), de m&me que H, M, et / I 1 - 1 K 1 = 1 H I- M I. 
(3.7) Comparaison de 1&(y) et %?. 
LEMME 3.7.1. Soit I, H un couple deviant, L l’intermediaire de I. I1 existe 
des morphismes 
et 
tels que (simpli$ant de l’ecriture l’injection canonique de A,A @ S,,E* duns 
Q?ma*ns, et celle de A,A @ S,,E* duns %?*“+2,n”-1, avec m” = m”(I), n” = n”(I)): 
(i) ro8=8,,, et a o 13 = slsL 
(ii) LCI 0 e = r 0 hL = hH 
Rappelons que le morphisme I+G~,~ a CtC defini en 3.1. 
Dbrnonstration. 11 y a trois sous-colonnes successives et deux lignes succes- 
sives de Y** qui sont concernees. La premiere colonne a pour homologie le 
module A A, @ S,,E* en degre n”, la seconde n’en a pas, et la troisikme, le 
module A,A @ SH,E* en degre n” - 1. 
Se rappelant qu’un foncteur de Schur Se l s++ est un facteur direct du produit 
tensoriel (S.. @ S++) @ S, , on peut, a l’aide de I’expression (3.6.3) des 
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partitions concernees, reduire les commutatives cherchees a celles du diagramme 
plus simple suivant: 







AiA @ Aa+n”E* \ 
\ -- -z B 
\ --- 
\ 






Ai-lA’@ A8,p @ An”--l,lJ* 2!+ AhA @ Afia-l)p 
Dans ce diagramme, on a a composer des contractions 
En fait, le seul defaut de commutativite (a un scalaire p&s) pouvant se produire 
est qdune composition soit nulle. 
Nous allons montrer qu’il n’en est rien, en prenant, pour simplifier les 
sommations, h = 0, s = 1, n” = 2, en designant par a, b des elements de A, 
par 1, 2, 3 des elements de E*, et par (al) 1’ClCment (~(a), 1) de 0,. 
V~iJcation de (i). On remarque tout d’abord que la fleche a &rite est ici 
un isomorphisme, et que T et 6 sont tous deux la contraction 
(A@E*)@E*=E* 
ce qui donne bien r 0 a = 6. 
La composition a 0 0envoiel’ClCment(aA b) @(l A 2h 3)surC(-l)“(-1) 
(UV) bw @ 2” 0 3”, somme sur les permutations w de l’ensemble {a, b}, u de 
l’ensemble {1,2, 3}. 
La composition de l’injection canonique et de 6, pour le mGme ClCment, 
s’ecrit 
(uA~)@(IA~A~)+(uA~)@(IA~A~+~A~A~+~A~A~) 
+ 1 (-l)“@“P) ZP @ 2” - (au29 bw 0 1”) @ 30, 
somme sur les permutations w de (a, b}, et sur les permutations circulaires a: 
123, 312, 231. Ces deux compositions sont done bien Cgales. 
Vhifcution de (ii). $I,H envoie (a A b) 6~ (1 A 2 A 3) sur C (-1)” (ulv)(b29 
3u, somme sur les permutations u de (1, 2, 3). 
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Pour ce qui est de 6 0 19: 
(a A b) @ (1 A 2 A 3) ---f 1 (-l)“(-l)$z”l”) bw @ 2” @ 3” 
-c (-l)“(-l)“(aV) bw @ 20 @ 30 
somme sur toutes les permutations de {a, b} et {I, 2, 3). 
Quant ?I T 0 6: 
(aAb)@(1A2A)-+(uAb)(lA2A3f3AlA2+2A3Al) 
+x (-l)“(-l)“(a~l”) bw @ 2” @ 3” 
+ C (- l)w( - 1 )+wl”)(bo20) @ 30. 
Ces deux compositions sont &gales a 2 z,hI,H . 
LEMME 3.7.2. I1 existe des morphismes 
tels que le diagramme suivunt est commututif 
et tels que p 0 ~1 est l’identitk. 
D&inissons la restriction de 7 a A,A @ S,*E* ainsi: 
- si I est telle que il n’existe pas H: I, H est dkviant, alors T, est l’injection 
canonique dans 9W+n’. 
- Si I, H est un couple dtviant, alors 77 est la somme de I’injection canonique 
et de 8. 
DCfinissons la restriction de p h V”“,“” comme suit: 
- il existe I: m”(1) = m”, n”(I”) = n”; alors la composition 
ym”.n” L)_ &-““.“” - A,A @ S,rE* 
est la surjection canonique sur A,A @ S,rE*. 
228 ALAIN LASCOUX 
- I1 existe un couple I, H deviant, d’intermediaire L, avec m”(I) = m” - I, 
n”(T) = s”. Alors la composition 
/ 
est le morphisme T. 
- la restriction de p aux autres facteurs directs de %?.. et R. est nulle. 
La commutativite du diagramme est assurte par le lemme 3.7.1. Que la 
composition p 0 71 soit l’identite demande une verification plus longue, a l’aide 
des lemmes 3.6.3 et 3.6.4, mais ne presente pas de difficult&. 
Le theoreme 3.3 s’ensuit directement: le lemme 3.7.2 assure que 1. est un 
complexe, et n’a pas d’homologie, sauf en degre zero, %?. ayant ces proprietes. 
La proposition 2.8 permet de completer a droite 4.. Q.E.D. 
4. PROPRIBTBS DES SYZYGIES 
(4.1) LongueuY 
Le terme le plus a gauche est Rr*-a* = 9P%r*(SJR @ A,,A @ S,Q*) 11 
“,,A @ S,tE*, avec]’ = (a--j, ,..., q -jr , a - e + q ,..., a - e + q). L’entier 
aq - Yq est la codimension de Y dans X, et done, le module MJ, ayant une 
resolution de longueur la codimension de son support, est Cohen-Macaulay 
si X l’est. Nous avons deja mention& cette propriete pour J = 0 en 2.6. 
(4.2) Minimal& 
Les morphismes du complexe, modulo des injections et surjections naturelles 
de foncteurs de Schur, sont les contractions d, : clsA @ AsE* --+Qx ; locale- 
ment, les matrices representant ces morphismes sont a valeurs dans l’ideal 
maximal, ce qui, par definition, garantit la minimalite du complexe. 
(4.3) Dualite’ 
Lorsque E et A ont m&me rang, et J = 0, le complexe r&(v, q, 0) est le duaI 
du complexe resolvant la variete de Schubert (rg(coker y*) > Y}, avec 9”: 
E* + A*, morphisme dual de v (apres tensorisation de ce dernier par le module 
inversible (A”A @ A”E*)@q. 
En particulier, le premier terme du complexe R.(y, q, 0) est de rang 1, et 
done Y est Gorenstein. 
Reciproquement, Rq-a*(y, q, 0) est d e rang 1 seulement si la partition (q,..., 
4, a - e + q,..., a - e + q) a toutes ses parts tgales, c’est-a-dire si a = e. 
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Comme le complexe est minimal, on retrouve le resultat de Svanes (cf. [21, p. 451) 
qu’il donne dans le cas plus general d’un drapeau de modules. 
PROPOSITION 4.11 (Svanes). Soit Y la q-i&ne varie’te’ de Schubert d’un 
morphisme q~: A + E de modules su7 un schkma de Gorenstein, avec q < e. Alors Y 
est de Gownstein si et seulement si iz et E sont de me^me rang. 
(4.12) Complexes pour q = 1 
Pour J = 0, on obtient 
qui est dit “complexe d’Eagon-Northcott”: c’est celui qui decrit l’ideal des 
mineurs maximaux. Kempf [12] a montre que, dans ce cas, la suite spectrale 
de la partie 2 etait concentree sur la droite n = Y, mis B part le terme 0,) 
et done fournissait directement le complexe. 
Pour J = I ,..., 1 (r - j fois), le complexe R(q, 1, I,-?) est 
O+A,A @ Sl...l,a-rE*- ... A,A @ Sl...l,la-rE*-~.. A,A @ Aj+lE*- A,-,A 
oh 1 ... 1 signitie j repetitions de 1. 
Si nous tensorions ce complexe par une puissance symetrique SbA, 1’CgalitC 
SbA @ AnA = S,,kb-,A @ Sn-,kbA induit une decomposition, en somme 
directe de deux complexes, de SbA @ L’.((p, 1, t - j): ce sont les complexes de 
Buchsbaum et Eisenbud [I] (n & b est la partition “equerre” l,..., 1, b + 1 ). 
n 
(4.13) Complexes pour q = 2 
Pour a = e, i.e., lorsque -4 et E sont de m&me rang, L.(?, 2,0) est de 
longueur 4: 
o--+ &,,A 0 A,,$* - &,A 0 4eE” + A,A 0 Al,,-lE* 0 A,,& 0 A,E* 
-+ A,-,A @ A,-,E” -+ 0, --f 9, - 0. 
C’est le complexe “scandinave”, ou encore, “de Gulliksen-Negard” [g]. 
Pour a = e, J = 1,-j , le complexe rev&t la forme suivante: 
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A une tensorisation par /.l”A p&s, il est, la encore, dQ a Buchsbaum et Eisenbud 
[1, p. 295-j. 
Les complexes ci-dessus sont les seuls jusqu’a present publib. On peut 
remarquer qu’en fait, ce sont ceux qui ne font apparaitre que des partitions 
“equerre”. L’exemple le plus simple de complexe n’appartenant pas a cette 
famille est R.(y, 2, (1, 2)): 
En reponse a une question de Buchsbaum et Eisenbud, nous terminerons sur 
la gCnCralisation du complexe de Gulliksen-Negard, pour a < 7, e = 4 (pour 
a = 4, 5, 6, on Climine les A,A, I = (ir, ia), pour lesquelles iz > 5, 6 ou 7, 
respectivement): 
On a Ccrit, pour simplifier, /1,, @ S,,,, au lieu de &A @ S,,,,,,,E* 
(4.14) Remmques 
Les complexes de Buchsbaum et Eisenbud sont valables en toute caracteristi- 
que, mais pas le theortme de Bott (cf. Griffith [9]). 
NCanmoins, on peut raisonnablement esptrer Ctendre la validite de la resolution 
des modules M, , soit en montrant que %T* est exact sauf en degre zero, et en se 
permettant plus de definir les morphismes a un scalaire prb pour extraire 
R. de V., soit en etudiant directement I. (il faut prendre les puissances divisees 
WE)*, et non les puissances symetriques 9(E*)). Cependant, pour les exemples 
deja trait&, cette approche directe est considerablement plus longue. 
Par ailleurs, on montre independamment que la classe du module M, , qui 
est aussi la classe de sa resolution R., dans l’anneau de Grothendieck des modules 
coherents sur X, s’exprime sous la forme concise d’un determinant q x q. 
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Par exemple, le complexe de longueur 10 ci-dessus, R.(v, 2, 0,) a pour classe: 
1 - h7A . X*E* . h3(E* - A*) E - A + X’A . h*E* . X2(E* - A*) 
h7A . X*E* . X*(E* - A*) 1 - A7A . X*E* . h3(E* - A*) 
en ecrivant h pour la classe de A (cf. [17], chapitre II). 
En developpant ce determinant, et apres simplification des termes rep&s, 
on verifie bien l’egalite annoncee dans l’anneau de Grothendieck; ainsi done, 
toute resolution fonctorielle de MJ (ou bien encore, invariante par l’action du 
produit de groupes lineaires Gl(a) x GE(e)) comportera tous les modules &, 
chaque representation irrtductible apparaissant au plus une fois dans l’ensemble 
des modules composant R. et ne pouvant done s’eliminer dans l’ecriture de la 
classe de R.. 
5. ADDENDUM: THBOR~ME DE BOTT 
Le theoreme de Bott consiste en la determination, en caracteristique zero, 
de l’action d’un groupe semi-simple G sur la cohomologie d’un module in- 
versible sur un espace homogene G/B (B sous-groupe de Bore1 de G). Nous 
avons besoin de ce theoreme seulement dans le cas des groupes lineaires, mais 
sous une forme plus precise que celle don&e par Bott (explicitation des iso- 
morphismes) et plus adapt&e au calcul (par l’usage des partitions plutot que 
du groupe de Weyl de G). 
Un classique diagramme de recurrence donne trivialement le theoreme pour 
la grassmannienne, une fois connu pour le projectif. Nous aurons a reserver nos 
efforts pour des corollaires combinatoires de ce theoreme, qui sont les points 
centraux de l’etude du double complexe fournissant les syzygies cherchees. 
THBO&ME 5.1 (Bott). Soit E un module localement libre de rang e SUY un 
sctima X, q un entier 4 e, Y = e - q, I = (il ,..., i,), J = (j, ,..., j,) deux 
partitions. Soit G,(E) +n X la grassmannienne des quotients de rang q de E, 
0 -+ R + E +D Q --f 0 sa suite tautologique. Alors 
(i) si la concattkztion de I et J est o (cf. 1 .l), pour tout p, 
W%,(S,R @ S,Q) = 0 
- si la concatknation est la partition non wide H, et si n = n(I, J) (cf. 1. I), alors 
et 
p # n 3 ~@‘z-~(S,R @ S,Q) = 0 
&%T,(S,R @ S,Q) est canoniquement isomorphe & S,E. 
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(ii) Soit S un foncteur tensoriel (cf. 1.4), dont les composantes isotypiques 
sont indexbes par des partitions de longueur <q. Alors 
B%,Sp : SE +.9Prrir* SQ 
est un isomorphisme. 
(iii) Soit %, le complexe S,Q @ %i(R, E, Q) (dc;fini en 1.9.1), et soit %iyJ 
le complexe image par .LSP9i-.+ . Alors ViyJ est exact, sauf en degre’ n = n(I, J) et 
H”(~;J”) - W”n*(S,R @ S,Q) 
est l’isomorphisme me&ionne’ en (i). 
(5.2) Dt!monstration duns le cas du projectif (i.e., q = 1) 
Ecrivons 0(j) plutot que SjQ. 11 est bien connu (cf. E.G.A., 1112.1) que 
j 3 0, p > 0 * B%r*S(j) = 0 
et que 
W”~,5’ip : SjE + LPn-,O( j) 
est un isomorphisme. Cela repond a (ii), les seuls foncteurs a considerer dans 
ce cas &ant des sommes de Sj. 
D’apres (1.9.1), le complexe gl,, : 
O+S,E@U(j)-+S,,,E@Q(j+ l)+... 
n’admet qu’une seule homologie, en degre zero, celle-ci &ant isomorphe a 
S,R @U(j). Son image par .%?‘T, est le complexe (1.9.2) dont nous savons 
que son homologie est concentree en au plus un degre n(T, j) (suivant que la 
concatenation de I et j est ,B ou non). Comme les %%r,(%?,,,) sont nuls pour 
p > 0, les proprietes (i) et (iii) s’ensuivent. 
(5.3) DLmonstration de (i) pour tout q 
La recurrence sur q repose sur le fait deja utilisC en (3.4) que la variCtC drapeau 
G,,,(E) = Gi(Q) est isomorphe ?i une grassmannienne de quotients de rang 
q - 1. En d’autres termes, on a ie diagramme commutatif suivant: 
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G-,P') = G(Q) 
L\ 
G,(E) G(E) 
avec les suites exactes tautologiques respectives: 
pour us: O+Q’-Q-0(1)-+0, 
pour 7ra: O+R’+E+U(l)-+O, 
pour =I : O+ R-t R’+Q’+O. 
Nous n’aurons besoin que d’une propritte triviale de la suite spectrale 
~T!&%%T~) + %Y(TT’ o ‘rr”)* associee a la composition de deux morphismes 
propres ?T’ et T” de schemas G’ dnx G +=’ X : 
LEMME 5.4. Soit un module cohkent F SW G’ et n un entier (bwntuellement @ ), 
tel que p # n + .B?%r~F = 0. Alors 
Considerons maintenant sur G,,,(E) le module F = SIR @ S,,Q’ @ O(j,), 
avec J’ = (iI ,..., i,,-r). La formule (i) du theoreme de Bott (apres tensorisation 
par un module sur la base) pour le projectif (ra et na), et pour une grassman- 
nienne de quotients de rang Q - 1 (vJ implique que 
3n, : p # n, G- .%%,,F = 0, 
3, : p # n2 a L%‘%~*(~P~~~F) = 0, 
L2%r3tF N SIR @ S,Q, p > 0 => .%?%+F = 0. 
L’application du lemme 5.4 entraine alors la partie (i) du theoreme 5.1, une 
fois v&if% que, en ce qui concerne les concatenations, 
conc(conc(1, J’), j,) 
= conc(1, J) et que n(1, J) = n(l, J’) + n(conc(1, J’), j,). 
(5.5) Dbmonstration de (ii) 
Apres Cchange des roles de R et Q, (1.9.1) donne une resolution de SQ: 
OtSQ+SE =$B”+-~~-+~~~, 
607/30/3-5 
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LW &ant un somme de SE @ A,R, K de poids p et de longueur <q. Mais la 
concatenation d’un tel K et de la partition 0, est a, sauf pour K = 0, d’apres 
le lemme 1.1; les L%r.+W sont done identiquement nuls si p > 0 et 
est un isomorphisme. 
5.6 Dt?monstration de (iii) 
D’aprb (ii), le complexe image Vi:, est le complexe %‘i,J defini en (1.9.4). 
Commep > 0 =- B%,(%?~) = 0, et que V. est exact, sauf en degre zero, 06 son 
homologie est isomorphe h S,R @ S,Q, l’homologie en degre p de %‘iTJ est 
canoniquement isomorphe a L%%,(SIR @ S,Q). D’apres (5.4), %‘i,J est done 
exact, sauf en degre n = n(1, J), et 
fournit l’isomorphisme chercht. 
COROLLAIRE 5.7. Soit I C qr , J C r,, deux partitions. Alors 
I#J*,QpouI= J-,p#lIl *a%r*(S,ROSJQ*)=O 
et 
Pour pouvoir appliquer le theortme de Bott, il faut prelablement tensoriser 
S,R @ S,Q* par un module inversible (sur X). D’aprts (1.5.4), (A*Q)@r @ 
S,Q* N S,,Q, avec J’ = (r -j, ,..., r - j,), et (A’R)@’ @ S,R N S,,R, avec 
I’ = (r + i1 ,..., r + i,.); comme aussi, AeE = ArR @ A*Q, on a finalement 
1’CgalitC 
et le corollaire 5.7 se reduit B l’etude de la concatenation de I’ et J’. En fait, 
si cette dernitre est H, (hl-r,..., he-r) est la concatenation de I et (-i, ,..., -j,). 
D’apres le lemme 1.1, cette derniere est # a~ si et seulement si J = I*, et 
dans ce cas, elle est 0, (et S$ CI Ox). 
(5.8) Changeons les notations: soit J = (jr ,..., j,.) une pa&ton, avec j,. < q, 
et K = J- = (k, ,..., k,). Soit I = (il ,..., i,) une partition variable. 
Nous allons expliciter la fonction: 
{partitions} -+ {partitions} X N, I - I’, n(I) 
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fournie par le theoreme de Bott 
p # n(I) =+ 9i%*(SIQ* @ S,R) = 0 et 9P%r.+.(S,Q* @ S,R) N_ S,,E* 
(le theoreme est applique a la grassmannienne G,(E*) N G,(E), qui a pour 
suite tautologique 0 ---f Q* - E* -+ R” --+ 0). 
Soit {(I}} 1’escaZution de I, i.e., l’ensemble {ir, i, + l,..., i, + q - 1). Alors 
COROLLAIRE 5.9. Si E’ensemble ((I}> A (O,..., e - I> est contenu darts ((K)} 
designons par ke les parts de K telles que {k+ + + - l} est cet ensemble; soit 
p==pJ(I) l’entier tel que i,-,+q-p-1 <e-l, i,-,+l+q-p>e, et 
finalemerit soit (g, ,..., gp + p - I} le compZe’mentaire de {{I}} duns {{K}}. Alors I’ 
est la partition 
0 )..., 0, l).. . , 1 ,...) (p - l), . . . . (p - l),p,...,p,$-D+l - r,...,k r 
-- \ ” 
g1 gz-g1 gu-h-1 e--P-g, 
et n(I) = rp + C k+ . 
- Si ((I)} n {O,..., e - l} p{(K)}, alors I’ = 0, n(I) = co. 
Le corollaire ne consiste qu’en une simple verification, que nous laissons 
au lecteur. 
Le cas particulier de J = 0 est celui qui permet de decrire les syzygies d’un 
ideal determinantiel, et se formule plus simplement dans le corollaire suivant 
COROLLAIRE 5.10. Acec les notations de (5.8), et l’hypothbe supplementaire 
que J = 0, soit p(I) I a d imension du plus grand carre’ contenu dans le diagramme 
de I (i.e., P(I),(~) C I, (p(I) + l)s(I)+l @I>. Ah 
-p(I) est l’entier p,(I) @in2 en 5.9, 
-i,-,+, <p+r *I’= 0, 
- i,-,+1 >, p + r > n(I) = pr et 
I’ = (il ,..., i,-, , p ,..., p, i,-,+, - r ,..., i, - r). 
r 
I1 est aisC de se convaincre que 5.10 est la description de la concatenation de 
I et 0, , une fois verifit que p(I) = p,(I). 
(5.11) Proprie’tb des couples I, I’ 
Representons chaque partition I = (i r ,..., i,) telle que I’ # a, par le point 
(m, n) du plan Z x Z, avec m = -1 I\, n = n(I). C’est un corollaire simple 
de la description (5.9) que I’ensemble des points ainsi obtenu verifie: 
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LEMME 5.12. (i) Tous les points sont dans le domaine {m + n < 0, m < 0, 
n > O}. 
(ii) SW la droite m + n = 0 se trouve seulement lepoint I = J-( 3 I’ = 0), 
et sur m + n = -1, seulement le point I = (k, ,..., lz,-, , r + 1) (3 I’* = 
r + 1 - k,). 
LEMME 5.13. Soit I, H un couple de partitions: H C I, I’, H’ # .G, m(I) + 
n(I) = m(H) + n(H) - 1. Soit p = p,(I) (defini en (5.9)). Alors 
-oubienp,(H)=p,etjII =~HI+I,n(I)=n(H) 
- ou biers p,(H) = p - 1 les parts respectives de I et H sont egales sauf 
h g--9+1 = h, + p - 1 < i,-,+, = p + r. 
Dans les deux cas, I et H ont me”mes parts respectives, h l’exception d’une seule, 
de m6me que I’- et H’-. 
Dbonstration. Pour les partitions I telles que I’ # 0, m(I) + n(I) est une 
fonction decroissante de I (relativement a l’inclusion), p,(I) une fonction crois- 
Sante; il est clair que m(H) + n(H) - m(I) - n(I) 3 p,(I) - p,(H) et done 
l’hypothese entraine que p,(H) = p ou p - I. 
Sur l’expression (5.9) de I’ et H’, on verifie facilement les propriMs annoncees 
dans le cas oh p,(H) = p; celui de p,(H) = p - 1 requiert un peu plus d’effort: 
soit + la famille d’entiers tels que {ir ,..., inp2, + q - p - l} = {k+ + + - l}, 
et 0 les entiers tels que {h, ,..., h,-, + q - p - I} = {ho + 0 - l}; par 
hypothese, h,-,+, + q - p appartient aussi a {(K}}; soit done $ l’entier tel que 
h,-,+, + q -p = k% + 5 - 1. Alors, d’apres (5.9), m(H) + n(H) - m(I) - 
n(I) = (Z A+ - C ho) + (i,-,+z + ... + i, - h,-,+, ... ---ha) + (iq-8+1 - r - 
§-l+Q-PP)- 
Les deux premiers blocs sont positifs, puisque H C I, et le troisieme est 
21 puisque i,-,+1 > r + p, $ < q. L’equation m(H) + n(H) - m(I) - n(I) = 1 
determine alors i,-,+I et ho-,+, , ainsi que 5 (=q), et Ctablit le lemme. 
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