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8Résumé
Élaboration d’un propagateur global pour l’équation de Schrödinger
& Application à la photodynamique
La Méthode de la Trajectoire Adiabatique Contrainte est développée dans le but de résoudre globa-
lement l’équation de Schrödinger. Cette méthode utilise le formalisme de Floquet et une décomposition
de Fourier pour décrire les dépendances temporelles. Elle transforme ainsi un problème dynamique en
un problème aux valeurs propres partiel dans un espace de Hilbert étendu au temps. Cette manipulation
requiert l’application de contraintes sur les conditions initiales de l’état propre de Floquet recherché. Les
contraintes sont appliquées par l’intermédiaire d’un opérateur absorbant artificiel. Cet algorithme est
adapté à la description de systèmes dirigés par des hamiltoniens dépendant explicitement du temps. Il
ne souffre pas de l’accumulation d’erreurs au cours du temps puisqu’il fournit une solution globale ; les
erreurs éventuelles proviennent de la non-complétude des bases finies utilisées pour la description molécu-
laire ou temporelle et de l’imperfection du potentiel absorbant dépendant du temps nécessaire pour fixer
les conditions initiales. Une forme générale de potentiel absorbant a été développée pour être en mesure
d’intégrer un problème avec une condition initiale quelconque. Des arguments relatifs au suivi adiaba-
tique dans le cas de Hamiltoniens non-hermitiens sont également présentés. Nous insistons sur le rôle des
facteurs de phase géométrique. Les méthodes développées sont appliquées à des systèmes atomiques ou
moléculaires soumis à des impulsions laser intenses, en relation avec la problématique du contrôle molé-
culaire. Nous considérons plusieurs exemples : modèles d’atomes à deux ou trois niveaux, ion moléculaire
hydrogène et molécules froides de sodium.
Abstract
Development of a global propagator for the Schrödinger equation
& Application to photodynamics
The Constrained Adiabatic Trajectory Method (CATM) allows us to compute global solutions of the
time-dependent Schrödinger equation using the Floquet formalism and Fourier decomposition. The dyna-
mical problem is thus transformed into a “static” problem, in the sense that the time will be included in an
extended Hilbert space. This approach requires that suitable constraints are applied to the initial condi-
tions for the relevant Floquet eigenstate. The CATM is well suited to the description of systems driven
by Hamiltonians with explicit and complicated time variations. This method does not have cumulative
errors and the only error sources are the non-completeness of the finite molecular and temporal basis sets
used, and the imperfection of the time-dependent absorbing potential which is essential to impose the
correct initial conditions. A general form is derived for the absorbing potential, which can reproduce any
dispersed boundary conditions. Arguments on adiabatic tracking in the case of non-hermitian Hamilto-
nians are also presented. We insist on the role of geometric phase factors. The methods are applied to
atomic and molecular systems illuminated by intense laser pulses, in connection with molecular control
problems. We study several examples : two or three-level atomic models, hydrogen molecular ion, cold
sodium molecules.
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Introduction
L’équation d’évolution des états dynamiques d’un système quantique a été formulée en 1926
par Erwin Schrödinger (1887-1961). Le physicien autrichien a publié cette année-là un article
en quatre parties [163, 164] dont la dernière contient l’équation dépendante du temps qui a pris
son nom. Cette équation s’est ensuite imposée comme un postulat fondamental de la mécanique
quantique non relativiste [120]. L’état du système est décrit par une fonction d’onde Ψ qui
peut être représentée par un vecteur de l’espace des états. Le vecteur d’état pourra représenter
un paquet d’ondes, un groupe d’ondes plus ou moins localisé. L’espace des états est un espace
de Hilbert construit sur le corps des nombres complexes. Si le système n’est soumis à aucune
observation pendant l’intervalle de temps considéré, alors l’évolution du vecteur d’état dans le
temps est régie par l’équation dite « de Schrödinger » :
i~
∂Ψ(q, t)
∂t
= H(q,
∂
∂q
, t)Ψ(q, t). (1)
Hormis le vecteur d’état, dans cette équation ﬁgurent le temps t, les coordonnées quantiques
q, diﬀérents opérateurs de dérivation partielle, la constante de Planck réduite ~ = h/(2π) ≃
1.055 × 10−34 m2.kg.s−1, le nombre imaginaire i tel que i2 = −1 et l’opérateur hamiltonien H
associé à l’énergie du système. L’écriture de ce dernier dépend du système et sera d’autant plus
compliquée que le nombre de degrés de liberté est grand. Mathématiquement, l’équation ci-dessus
rentre dans la classe des équations aux dérivées partielles linéaires, du second ordre et de type
parabolique. Une condition initiale lui est associée, c’est-à-dire une valeur pour le vecteur d’état
en un instant déterminé Ψ(q, t = t0). Le nombre de variables est le nombre de degrés de liberté
du système augmenté de un (le temps).
Il est intéressant de se pencher un instant sur l’article original de E. Schrödinger (ﬁg. 1 page
suivante) pour ressentir à la fois une proximité (l’équation présentée alors est presqu’identique
à celle ayant toujours sa place dans les postulats) et une distance historique (les implications de
cette équation ayant participé à une foule d’applications depuis 1926).
Remarquons l’identité formelle de l’éq. 1 dans le cas d’une particule libre de masse m (à une
dimension : H = − ~22m ∂
2
∂x2 ) avec l’équation classique de diﬀusion de la chaleur, D
∂2
∂x2u(x, t) =
∂
∂tu(x, t), qui décrit l’évolution spatio-temporelle de la température u dans un solide. Cette ana-
logie n’est que formelle, l’origine physique des deux équations étant très diﬀérente. Les diﬀérences
sont aussi d’ordre mathématique et permettent de mettre en lumière les particularités des deux
équations : notons la présence du facteur i dans l’équivalent du « coeﬃcient de diﬀusion » pour
l’équation de Schrödinger, le caractère complexe des solutions obtenues. En revanche, de part
leur structure parabolique, ces deux équations s’intègrent toutes deux à partir d’un instant initial
t0 en ne précisant que la valeur à cet instant de la fonction inconnue, Ψ(q, t0) ou u(q, t0). Cela
les distingue de l’équation de propagation d’onde classique 1
c2
∂2
∂t2
E = ∂
2
∂x2
E qui elle requiert de
connaître la valeur initiale de la fonction et de sa dérivée par rapport au temps.
L’équation de diﬀusion est fondamentalement irréversible. Au contraire, l’équation d’onde
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Figure 1 – Extrait de l’article original de Schrödinger [164]. Traduction française : « Il n’est
pas nécessaire d’élever l’ordre de l’équation d’onde jusqu’à quatre pour parvenir à éliminer le
paramètre énergétique. En eﬀet, pour que l’équation (1) soit vériﬁée, la dépendance en temps
requise pour ψ mène à l’équation (3’) ∂ψ∂t = ±2πih Eψ aussi bien qu’à l’équation (3). Nous obtenons
ainsi l’une des deux équations (4”) ∆ψ− 8π2
h2
V ψ∓ 4πih · ∂ψ∂t = 0. Nous demandons que la fonction
d’onde complexe ψ vériﬁe l’une de ces deux équations. Comme la fonction conjuguée vériﬁe
l’autre, nous sommes en mesure (si besoin) d’obtenir la partie réelle d’une fonction d’onde. [...]
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classique est parfaitement réversible, car cette dernière fait intervenir une dérivée seconde par
rapport au temps. Dans le cas d’un hamitonien réel et indépendant du temps l’éq. 1 possède,
elle, une propriété intéressante relative au renversement du temps : si Ψ(q, t) est une solution
alors Ψ(q,−t) est aussi une solution (la barre désigne l’opération de conjugaison complexe). En
eﬀet, à une dimension i~ ∂∂tΨ(x, t) =
[
− ~22m ∂
2
∂x2 + V (x)
]
Ψ(x, t) (avec V (x) ∈  ) implique que
i~ ∂∂tΨ(x,−t) =
[
− ~22m ∂
2
∂x2 + V (x)
]
Ψ(x,−t).
Cependant une part d’irréversibilité est apportée dans certains cas où l’orientation de la
« ﬂèche » du temps se fait fortement ressentir. Alors même qu’il s’agit d’un système réversible, le
cas d’école d’un paquet d’onde gaussien initialement minimum en l’absence de potentiel conduit
à une solution qui semble orientée dans le temps, à travers l’étalement inévitable du paquet
d’onde. Il est possible de reconnaître l’instant courant t > 0 simplement en observant la largeur
du paquet d’onde. Un autre exemple plus marqué est la présence d’états de résonance qui mènent
à une dissociation moléculaire. D’une façon générale, la propriété de réversibilité dans le temps
est irrémédiablement perdue quand l’opérateur hamiltonien comporte un potentiel qui n’est pas
invariant par renversement du temps ou par conjugaison complexe. Nous utiliserons d’ailleurs
souvent des hamiltoniens non hermitiens, ce qui annule en général toute réversibilité.
Ces propriétés permettent d’attribuer à l’équation de Schrödinger un statut intermédiaire
entre l’équation de diﬀusion, irréversible, et l’équation d’onde classique, réversible.
Pour faire suite à ces arguments contextuels, rappelons que le nombre de problèmes solubles
rigoureusement est faible en mécanique quantique. De nombreuses méthodes d’approximation
sont heureusement disponibles pour étendre le champ des solutions : méthodes variationnelles, de
perturbation, approximations adiabatiques, etc. À défaut, l’approche numérique peut fournir des
solutions à des problèmes insolubles analytiquement ou par ces seules méthodes d’approximation.
Dans l’étude des collisions inélastiques et réactives, les techniques « close coupling » (cou-
plage fort) restent compatibles avec l’utilisation d’intervalles semi-inﬁnis pour la variable ra-
diale grâce au fait de travailler à énergie totale ﬁxée et d’utiliser des fonctions qui vériﬁent
des conditions asymptotiques cohérentes avec les solutions recherchées. Concernant la coordon-
née temporelle, des opérateurs d’onde peuvent aussi être utilisés pour connecter les fonctions
asymptotiques en t→ ±∞ à la fonction d’onde dans la zone d’interaction (opérateurs d’onde de
Möller). Au contraire, les techniques numériques résolues en temps peuvent exiger de travailler
sur un domaine ﬁni de l’espace aﬁn de manipuler des quantités exclusivement discrètes (acces-
sibles à l’ordinateur). De même pour le temps, l’intégration porte habituellement sur une période
ﬁnie [0, T ], T pouvant être arbitrairement grand mais dans certaines situations, la périodicité
de l’interaction permet d’utiliser le théorème de Floquet (analogue du théorème de Bloch en
physique du solide) et de travailler sur une période unique. Dans ces diﬀérents cas, on aboutit
à un domaine d’étude ﬁni pour l’ensemble des variables temps-espace. Cela peut toutefois re-
quérir l’introduction de traitements spéciﬁques aux frontières aﬁn de préserver les conditions des
solutions sur ces frontières, rendant transparent pour la solution le fait que le domaine d’inté-
gration soit artiﬁciellement limité. En pratique ces frontières absorbantes sont matérialisées par
des potentiels imaginaires, ou par une prolongation dans le plan complexe de coordonnées réelles
(« complex scaling »).
Numériquement, les dépendances temporelles seront décrites sur des bases grilles (représen-
tations à variables discrètes, DVR) ou sur des bases ﬁnies (FBR) grâce à des correspondances
analytiques, comme par exemple des transformations de Fourier. Paradoxalement, le concept
d’échantillonnage sur des grilles de points a été à la fois beaucoup et peu utilisé pour intégrer
des problèmes de mécanique quantique. Beaucoup, parce que de nombreux calculs font appel à
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des grilles discrètes jusqu’à une sophistication poussée de l’optimisation de telles bases. Et en
même temps plutôt peu lorsque l’on considère la variable temporelle t. Ceci provient sans doute
de son statut particulier en mécanique quantique non relativiste, où elle est regardée comme un
paramètre extérieur. En fait t dans l’équation de Schrodinger est à la fois un paramètre extérieur
et une variable quantique qui répond au principe d’incertitude d’Heisenberg. C’est cette dualité,
utilisée dans la théorie (t, t′) qui constituera un ﬁl conducteur de nos développements.
C’est dans ce contexte que se situent tous les éléments présentés dans cette thèse. Nous
nous poserons la question de savoir dans quelle mesure il est possible d’obtenir des solutions
numériques à l’équation de Schrödinger dans le cas où le hamiltonien, éventuellement non
hermitien, dépend explicitement du temps. Cette question, loin d’être intégralement résolue, est
reliée à de motivations très modernes. Les développements de l’étude de systèmes atomiques ou
moléculaires soumis à une interaction avec un champ laser 1 intense fournit des cas d’étude très
intéressants pour le théoricien. Une question encore plus intéressante est la problématique du
contrôle par laser de l’état dynamique d’un système quantique. Connaissant l’état initial d’un
système moléculaire, on cherche à déterminer quelle forme il faut donner à l’impulsion laser
appliquée à la molécule, pour atteindre un état cible ﬁnal bien déterminé. Il s’agit d’un problème
inverse. Nous ne nous attaquerons pas directement à cette question mais il est indéniable qu’elle
ne peut être résolue eﬃcacement sans disposer d’algorithmes d’intégration performants pour
l’équation de Schrödinger. Ce type d’exemple stimulera donc les recherches présentées dans ce
travail de thèse, et même si les exemples choisis sont souvent abordés comme des modèles ad hoc
pour tester numériquement les arguments méthodologiques, ils n’en restent pas moins proches
des réalités expérimentales. Précisons au passage qu’aucune comparaison avec des résultats
expérimentaux n’est fournie dans le présent travail.
Cette thèse est structurée en trois parties. La première partie s’attache à composer une revue
de diﬀérents concepts et méthodes utilisés dans la littérature pour étudier la dynamique de
paquets d’ondes. Un exemple est tout d’abord présenté, celui de l’ion moléculaire H+2 couplé
avec un champ intense. Celui-ci nous servira de ﬁl rouge en étant l’objet de calculs tout au
long du manuscrit. Ce système est modélisé par un hamiltonien dipolaire semi-classique dont
nous expliquons l’origine et les justiﬁcations. Un modèle très proche sera par ailleurs utilisé
lors des calculs concernant la molécule diatomique Na2. Nous décrivons ensuite succinctement
les particularités des diverses méthodes numériques utilisées dans la littérature pour intégrer
l’équation de Schrödinger. Nous introduisons également le formalisme de Floquet et ses extensions
les plus courantes. À l’origine, ce formalisme s’applique lorsque le hamiltonien est strictement
périodique en temps mais des généralisations sont possibles. Pour terminer la première partie,
nous proposons quelques explications sur les potentiels absorbants complexes qui permettent de
maîtriser les conditions aux frontières dans un problème de propagation sur un domaine ﬁni.
Les diﬀérents concepts présentés dans la première partie sont combinés pour construire un
algorithme d’intégration global dans la deuxième partie. De nombreuses méthodes existent déjà
pour propager des paquets d’ondes ; nous tenterons l’exploitation d’un schéma original proposé
dans la référence [81] et intitulé « méthode de la trajectoire adiabatique contrainte » (en anglais :
« constrained adiabatic trajectory method » qui forme l’acronyme CATM). La trajectoire dont il
est question est celle suivie par la fonction d’onde dans l’espace des états. L’adjectif adiabatique
indique que la fonction d’onde est entièrement déterminée par un état propre du hamiltonien de
Floquet global, que nous déﬁnirons plus loin. Nous verrons ainsi qu’il est possible de remplacer
1. LASER : light amplification by stimulated emission of radiation (amplification de la lumière par émission
stimulée de rayonnement)
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l’intégration dynamique sur un intervalle de temps ﬁni par la recherche d’un état propre apparte-
nant à un espace de Hilbert qui inclut la dimension temporelle. Il s’agit d’un type un peu spécial
d’adiabaticité, puisque le vecteur en question n’évolue pas dans l’espace de Hilbert standard
mais permet d’obtenir à lui seul toute l’information sur l’évolution de la fonction d’onde dans
cet espace. L’acronyme CATM qualiﬁe enﬁn la trajectoire de « contrainte » car il est nécessaire
d’apporter une contrainte sur les conditions aux frontières du domaine temporel pour que la
dynamique soit eﬀectivement adiabatique au sens que nous venons de déﬁnir. La contrainte sera
apportée par un opérateur du type « potentiel absorbant complexe ». Le principal problème
numérique étant la détermination d’un unique vecteur propre d’une grande matrice, nous faisons
alors appel à la théorie des opérateurs d’onde de Bloch pour assurer ce travail. Aﬁn de détailler
ces arguments, la deuxième partie est structurée en chapitres courts qui explorent les facettes de
la méthode en essayant de distinguer ses mérites et ses limites. Après une présentation générale
de l’algorithme dans le cas simple où l’état initial est un état propre de la molécule libre, des tests
sont menés sur des systèmes modèles à deux ou trois niveaux. Nous proposons alors des éléments
de comparaison avec deux des techniques évoquées en première partie. Nous tentons d’améliorer
la convergence par une procédure de type « sous-espaces de Krylov » et nous développons une
généralisation de l’opérateur absorbant inhérent à l’algorithme pour le rendre eﬃcace dans le
cas d’une condition initiale quelconque. La compatibilité avec une représentation intermédiaire
est testée ainsi que la possibilité de traiter un hamiltonien non nul aux frontières de l’intervalle
de temps considéré. Enﬁn quelques calculs en série sur la photodissociation de l’ion moléculaire
hydrogène par une impulsion laser achèvent cette partie.
Nous souhaitons également nous intéresser à des dynamiques comportant un fort caractère
adiabatique au sens habituel, c’est-à-dire à des dynamiques qui sont principalement décrites par
un seul état propre qui lui-même évolue au cours du temps. La perte de la propriété d’hermiticité
(c’est le cas en présence de potentiels absorbants complexes) engendre à ce sujet d’importantes
diﬀérences avec le cas hermitien. Nous pointerons quelques-unes de ces diﬀérences et proposerons
quelques éléments de réﬂexion dans la troisième et dernière partie de cette thèse. En premier lieu,
nous posons la question de l’interprétation de l’évolution des multiplieurs adiabatiques qui sont
les coeﬃcients de la décomposition du vecteur d’état sur la base adiabatique biorthogonale. Le
rôle des facteurs géométriques est étudié. Nous évoquons alors des inversions dynamiques d’états
propres rendues possibles par la présence d’un point exceptionnel dans l’espace des paramètres du
champ. Il s’agit d’une dégénérescence des valeurs propres complexes, associée à une coalescence
des vecteurs propres, qui est à l’origine d’une structure spéciale pour les sous-espaces propres et
qui permet d’envisager des schémas de contrôle originaux. Les phases géométriques seront le sujet
d’un chapitre : deux expressions diﬀérentes apparaissent selon le type de projecteur utilisé pour
les révéler. Nous étudierons leur compatibilité. Enﬁn nous revenons à des calculs numériques avec
un dernier chapitre consacré à des tests de la validité de l’hypothèse adiabatique relative aux états
propres de Floquet instantanés dans des systèmes diatomiques. Cette hypothèse adiabatique est
utilisée dans la construction de schémas de contrôle de l’inversion de populations vibrationnelles.
Ces schémas sont basés sur les points exceptionnels du hamiltonien de Floquet associé à la
période optique du champ. Nous regardons l’inﬂuence des couplages non-adiabatiques sur de
telles dynamiques.
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Première partie
Méthodes pour l’intégration de
l’équation de Schrödinger
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Chapitre 1
Hamiltonien pour la photodynamique
moléculaire : exemple de H+
2
La dynamique de molécules en interaction avec un champ électromagnétique constitue un
problème intéressant. Pour cette application fondamentale de la physique quantique, la théorie
des perturbations suﬃt lorsque le champ est considéré comme faible. En revanche lorsque l’inten-
sité devient telle que les molécules initiales sont détruites par photo-fragmentation, une théorie
perturbative n’est plus pertinente. Aujourd’hui les lasers sont de plus en plus utilisés en tant
qu’outils capables d’agir sur les molécules avec de très fortes concentrations d’énergie. Comme
le relate Posthumus dans la réf. [147], cette concentration d’énergie est réalisée à la fois dans
l’espace par focalisation et dans le temps avec la construction d’impulsions très courtes. La ques-
tion de savoir si un champ est intense ou non dépend du problème et du contexte. En pratique,
pour la photodynamique moléculaire, un champ de l’ordre de 1013 W.cm−2 ou plus est qualiﬁé
d’intense. Il permet des interactions importantes entre états liés assez espacés dans le spectre.
Une limite supérieure correspond à des champs l’emportant largement sur les champs internes
aux molécules ; à partir de 1018 W.cm−2, on parle de champs super-intenses. Expérimentalement,
certains lasers peuvent produire des impulsions de durée de l’ordre de 5 − 20 fs et de très forte
intensité. De plus les fréquences sont accordables en particulier grâce au développement de cris-
taux non linéaires. La mesure de la phase absolue devient également possible, phase qui prend
d’autant plus d’importance que l’impulsion est courte.
La réf. [147] prend l’exemple d’un laser rouge/infrarouge de type titane-sapphire (Ti :Al203)
qui produit une impulsion de durée 100 fs et de 1 mJ d’énergie. La puissance correspondante
vaut 1010 W. Une optique convergente avec une distance focale de l’ordre du mètre concentre le
faisceau vers une région de surface approximative 10−4 cm2 et cela induit une intensité locale
d’environ 1014 W.cm−2. De telles impulsions sont focalisées sur des jets de gaz moléculaire ou
ionique dans le but d’étudier leur photodissociation ou leur photoionisation. Il est par ailleurs
possible de mesurer le temps de vol des produits chargés entre l’impulsion et la détection et d’en
déduire leur spectre d’énergie cinétique.
Du point de vue théorique, la modélisation de tels systèmes implique l’utilisation d’une théorie
non-perturbative de l’interaction molécule-champ. Les fortes intensités autorisent une approxi-
mation classique pour la description du champ. Le nombre de photons présents est supposé très
grand et peu aﬀecté par l’interaction avec les molécules. Il est pertinent de traiter ce problème
en résolvant l’équation de Schrödinger pour un hamilonien semi-classique dont une forme simple
est le hamiltonien dipolaire électrique.
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Hamiltonien dipolaire électrique
Soit Ψ(r,R, t) la fonction d’onde d’un système moléculaire. L’évolution dynamique du sys-
tème est régie par l’équation de Schrödinger
i~
∂Ψ
∂t
= HΨ. (1.1)
R représente l’ensemble des coordonnées des noyaux {Rk}, k = 1 . . . Nnoy. La masse du noyau k
est Mk. r représente l’ensemble des coordonnées des électrons {ri}, i = 1 . . . Nél. Chacun a pour
masse m. Dans le système de charges, suivant par exemple la réf. [37], nous supposons que les
particules sont suﬃsamment proches les unes des autres pour que l’interaction de Coulomb soit
une bonne approximation des interactions réelles. Le champ est considéré comme un paramètre
extérieur classique qui n’est pas inﬂuencé par la molécule. Le couplage radiatif entre particules
et champ extérieur est exprimé suivant Göppert-Mayer dans la jauge dite “jauge longueur” [60]
et dans l’approximation dipolaire. Ainsi seul le champ électrique intervient. Cette représentation
a l’avantage d’être simple et le hamiltonien moléculaire représente bien la somme de l’énergie
cinétique et potentielle des particules. L’approximation dipolaire (approximation des grandes
longueurs d’onde) suppose que l’extension spatiale du système est petite devant la longueur
caractéristique des variations spatiales du champ extérieur, ce qui permet d’eﬀectuer un dévelop-
pement limité au premier ordre en distance pour les potentiels extérieurs autour de la position
de la molécule. L’interaction dipolaire magnétique et l’interaction quadrupolaire sont d’ordre 2
en distance et ne sont pas prises en compte ici. Dans le cadre de ces hypothèses, le hamiltonien
semi-classique pour une molécule neutre couplée avec un champ s’écrit [37, 13] :
H = TN + Te + VNN (R) + Vee(r) + VeN (r,R)− ~µ(r,R) · ~E(t). (1.2)
Les sommes s’étendant de 1 au nombre de particules, les diﬀérents termes de l’équation ci-dessus
sont :
– l’énergie cinétique des noyaux,
TN =
∑
k
− ~
2
2Mk
∇2Rk ; (1.3)
– l’énergie cinétique des électrons,
Te =
∑
i
− ~
2
2m
∇2ri ; (1.4)
– l’énergie potentielle de répulsion coulombienne entre les noyaux, Zk étant le nombre de
charges élémentaires +e du noyau k,
VNN =
∑
k
∑
l<k
ZkZle
2
|Rk −Rl| ; (1.5)
– la répulsion coulombienne entre les électrons
Vee =
∑
i
∑
j<i
e2
|ri − rj | ; (1.6)
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– l’attraction coulombienne entre les électrons et les protons
VeN =
∑
i
∑
k
− Zke
2
|ri −Rk| ; (1.7)
– l’interaction entre molécule et champ électrique E(t) par l’intermédiaire du moment dipo-
laire
~µ(r,R) = −
∑
i
e ri +
∑
k
Zke Rk. (1.8)
Dans le cas d’un ion, des termes supplémentaires sont ajoutés à l’hamiltonien de l’éq. (1.2). Ceux-
ci correspondent à l’interaction d’une particule ﬁctive de masseMtot = Nélm+
∑Nnoyaux
k Mk et de
charge Qtot = e(Nnoy −Nél), située au centre de masse de la molécule Rtot = 1/Mtot(m
∑
i ri +∑
kMkRk) (moment Ptot =
∑
i−i~∇ri +
∑
k −i~∇Rk) avec le potentiel vecteur A(Rtot, t) :
Hion = H − Qtot
Mtot
Ptot ·A(Rtot, t) + Q
2
tot
2Mtot
A2(Rtot, t). (1.9)
Nous ne prendrons pas en compte cette interaction d’ensemble en négligeant les deux termes
supplémentaires. Cela revient à considérer le centre de masse de l’ion comme ﬁxe [37].
Approximation adiabatique électrons-noyaux
Nous nous intéressons au mouvement nucléaire interne. Pour cela, considérons la base com-
plète des états propres électroniques déﬁnis par
[Te + Vee(r) + VeN (r,R)] ξi(r,R) = ǫi(R)ξi(r,R) (1.10)
Si l’on développe la fonction d’onde du système moléculaire sur cette base selon l’équation
Ψ(r,R, t) =
∑
i
χi(R, t) ξi(r,R), (1.11)
alors l’équation de Schrödinger (1.1), une fois projetée sur l’un des états électroniques ξj , prend
la forme d’un système d’équations couplées :
[TN + VNN + ǫj(R)]χj(R, t) −
∑
i
~µji(R) · ~E(t)χi(R, t)
+
∑
i
(Aji(R) +Bji(R))χi(R, t) = i~
∂
∂t
χj(R, t) (1.12)
avec
~µji(R) = 〈ξj(r,R)|~µ(r,R)|ξi(r,R)〉r (1.13)
Aji(R) =
∑
k
− ~
2
2Mk
〈ξj(r,R)|∇Rk |ξi(r,R)〉r∇Rk (1.14)
Bji(R) =
∑
k
− ~
2
2Mk
〈ξj(r,R)|∇2Rk |ξi(r,R)〉r. (1.15)
Ici une possibilité de simpliﬁcation réside dans l’approximation adiabatique pour la séparation
du noyau et des électrons, dite approximation de Born-Oppenheimer en l’absence de champ.
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Celle-ci consiste à séparer mouvement nucléaire et mouvement électronique (de deux ordre de
grandeur plus rapide en raison de la diﬀérence de masse) en négligeant les termes de couplage
entre diﬀérentes fonctions nucléaires χi :
Aji ≃ 0 et Bji ≃ 0. (1.16)
Dans le cas présent, nous appliquerons la même approximation pour des raisons diﬀérentes.
En eﬀet nous sommes en présence d’un champ qui couple très fortement les fonctions d’onde
nucléaires entre elles via les termes dominants ~µji(R). ~E(t).
Cas de l’ion H+2
Nous traiterons à plusieurs reprises un cas d’étude pour tester les principes de la méthode
développée dans ce travail de thèse. Celui-ci est choisi pour sa simplicité : l’ion moléculaire H+2 . Il
est étudié depuis longtemps par les théoriciens comme système modèle pour la photodissociation
[45, 33]. H+2 est la molécule la plus simple, composée de deux protons et d’un électron. D’autres
systèmes coulombiens à trois corps tels l’atome d’hélium ou l’ion H− ne manifestent pas la même
complexité : en eﬀet dans le cas de H+2 , deux échelles de temps cohabitent, la femtoseconde (10
−15
s) pour la vibration des noyaux et l’attoseconde (10−18 s) pour le mouvement rapide des électrons.
Expérimentalement, l’ion H+2 est aujourd’hui produit par la photoionisation de jets de molécules
H2 [54] ou directement par une source ionique utilisant la résonance cyclotron de l’électron [24].
L’ionisation de H2 en champ intense peuple principalement les niveaux les vibrationnels les plus
bas de H+2 tandis que les ions produits directement sont caractérisés par des distributions d’états
plus larges. Dans le milieu interstellaire, une voie importante de formation de H+2 est l’ionisation
de H2 dans les nuages moléculaires en interaction avec les rayons cosmiques. L’ion intervient
alors dans de nombreuses réactions [137].
En présence d’un champ laser intense polarisé linéairement, on distingue deux possibilités de
fragmentations, la dissociation :
H+2 + n~ω → p+H (1.17)
et l’explosion coulombienne
H+2 + n~ω → p+ p+ e−. (1.18)
Divers phénomènes physiques associés sont identiﬁables. Les revues de Giusti-Suzor et al et de
Posthumus [59, 147] en expliquent plusieurs en détail. Le phénomène de “ionisation améliorée
par résonance de charge” (charge resonance enhanced ionization) correspond à une augmenta-
tion signiﬁcative de l’ionisation pour une distance internucléaire plus grande que la distance
d’équilibre (entre 5 et 10 u.a.) [190]. La “dissociation au-dessus du seuil” (above threshold
dissociation) correspond au cas où le paquet d’ondes absorbe plus de photons que le minimum
nécessaire pour atteindre le seuil énergétique de dissociation [57, 76]. Un “abaissement de liaison”
(bond softening) peut être ressenti par le paquet d’ondes nucléaire en raison du champ [32]. Le
“piégeage vibrationnel” (vibrational trapping) désigne un ralentissement de la dissociation qui
apparaît dans certaines fenêtres de paramètres du champ [58]. Une partie du paquet d’ondes
se trouve piégée temporairement dans la zone d’interaction. Ce phénomène de stabilisation est
aussi qualiﬁé de “renforcement de liaison” (bond hardening). Dans le domaine infrarouge, une
“extinction dynamique de la dissociation” (dynamical dissociation quenching) est possible : en
raisonnant avec les courbes de potentiel instantanées déformées par le champ au rythme des
oscillations électriques, dans certaines conﬁgurations une synchronisation entre le mouvement
du paquet d’ondes et les variations du potentiel limite la dissociation [36]. Ces phénomènes liés
à la dissociation font intervenir principalement les ions dont l’axe internucléaire est aligné avec
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l’axe de polarisation du laser. En eﬀet le moment dipolaire de transition entre les deux premiers
états électroniques est parallèle à l’axe internucléaire. Les produits de dissociation seront donc
globalement alignés selon l’axe de polarisation du laser. L’accord quantitatif entre expérience
et théorie est rarement atteint mais les phénomènes d’abaissement de liaison, de piégeage
vibrationnel et l’alignement induit par laser sont tous conﬁrmés expérimentalement [147]. La
photodynamique de H+2 constitue également un terrain d’essai pour l’élaboration de nouvelles
stratégies de contrôle. Par exemple l’ion manifeste en champ intense des résonances de durée
de vie ﬁnie issues des niveaux vibrationnels qui peuvent se rejoindre dans le plan complexe
pour certaines valeurs de longueur d’onde et d’intensité et coalescer en un “point exceptionnel”
(λEP , IEP ) [100]. Une impulsion dont l’intensité et la longueur d’onde parcourent dans l’espace
des paramètre (λ, I) un chemin entourant le point exceptionnel peut donner lieu à une inversion
de population contrôlée entre niveaux vibrationnels de la molécule libre.
Dans tous nos calculs concernant H+2 , nous supposons que l’axe internucléaire est aligné avec
l’axe de polarisation du laser. La lente rotation des noyaux est négligée, approximation raison-
nable sur une échelle de temps de l’ordre de la femtoseconde. La distance internucléaire entre
les deux protons désignée par R est la coordonnée quantique qui permet de rendre compte du
phénomène de photodissociation. La faible dimensionnalité du modèle permettra des calculs nu-
mériques très rapides, argument de taille dans le cadre de recherches méthodologiques nécessitant
de nombreux essais et tests. Ecrivons donc maintenant le hamiltonien pour H+2 en champ intense
dans l’approximation de Born-Oppenheimer. Nous nous limiterons aux deux premiers états élec-
troniques : avec les fréquences que nous choisirons, l’état liant étiqueté 2Σ+g est fortement couplé
avec le premier état excité anti-liant 2Σ+u , beaucoup moins avec les autres états.
1 Les courbes
de potentiel correspondantes ǫg(R) et ǫu(R) sont représentées sur la ﬁg. 1.1. Nous utilisons la
réf. [33] qui déﬁnit des fonctions ajustées à partir des données numériques issues des travaux de
Bates [21, 20] :
ǫg(R) = D0
(
e−2α(R−R0) − 2e−α(R−R0)
)
(1.19a)
ǫu(R) = D0
(
e−2α(R−R0) − 2t1e−α(R−R0)
)
(1.19b)
avec D0 = 2.79 eV = 0.1025 u.a., R0 = 2 u.a., α = 0.72 u.a., t1 = −1.11. La fonction d’onde
prend la forme
Ψ(r,R, t) = χg(R, t)
2Σ+g (r,R) + χu(R, t)
2Σ+u (r,R) (1.20)
où les termes spectroscopiques 2Σ+g/u désignent symboliquement les fonctions d’onde électro-
niques. Le moment dipolaire de transition qui se comporte comme R/2 pour les grandes distances
internucléaires est ajusté sur le domaine [0 ua, 12 ua] par la fonction
µ(R) = µ0 +
µ′0
αx
(1− e−αx(R−R0)) (1.21)
avec µ0 = 1.07 u.a., µ′0 = 0.396 u.a., x = −0.055. Cette fonction est représentée sur la ﬁg. 1.2.
D’autres données plus précises sont disponibles dans la littérature mais ne sont pas nécessaires
ici. En eﬀet dans le présent travail nous ne chercherons pas à comparer nos résultats très frag-
mentaires à l’expérience puisque l’objectif principal consiste à tester les propriétés de méthodes
de calcul.
1. Traduction des termes spectroscopiques des états retenus 2Σ+g/u : Σ car le nombre quantique associé à la
projection sur l’axe internucléaire du moment cinétique orbital vaut 0 ; le 2 représente la multiplicité de spin
(2S+1) ; le + signifie que l’état est symétrique par rapport à un plan contenant l’axe internucléaire ; le g (gerade)
indique une symétrie par échange des noyaux (le u pour ungerade correspond à l’antisymétrie).
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Figure 1.1 – Courbes de potentiel de Born-Oppenheimer pour les deux premiers états électro-
niques de H+2 , d’après [33, 21].
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Figure 1.2 – Moment dipolaire couplant les deux premiers niveaux électroniques de H+2 , d’après
[33, 20].
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L’équation de Schrödinger s’écrit(
TN + ǫg(R)− i~ ∂
∂t
)
χg(R, t) = ~µgu(R) · ~E(t) χu(R, t) (1.22a)(
TN + ǫu(R)− i~ ∂
∂t
)
χu(R, t) = ~µug(R) · ~E(t) χg(R, t) (1.22b)
Les deux fonctions d’onde nucléaires χg et χu sont réunies dans un vecteur dont le premier indice
s repère la courbe de potentiel électronique associée g ou u
Ψ(s,R, t)→
(
χg(R, t)
χu(R, t)
)
(1.23)
Dans les calculs illustratifs, lorsqu’il sera question de ce modèle pour H+2 , la fonction d’onde
appelée Ψ sera celle-ci. Matriciellement,
i~
∂
∂t
Ψ(s,R, t) =
[
TN +
(
ǫg −~µgu · ~E(t)
−~µug · ~E(t) ǫu
)]
Ψ(s,R, t) (1.24)
Notons qu’en travaillant en champ sinusoïdal continu et avec un autre choix de jauge (“radiation
ﬁeld jauge”) le terme principal de couplage prend la forme
~µgu(R) · ~A(t)
(
ǫg(R)− ǫu(R)
~ω
)
(1.25)
où ω est la fréquence angulaire et ~A le potentiel vecteur. Cette écriture a l’avantage que le
couplage tende vers zéro pour les grandes distances internucléaires. Le détail de la transformation
et de la correspondance est expliqué dans les réf. [3, 114]
La simplicité de ce modèle ne permet pas de rendre compte de l’ionisation ou de l’explo-
sion coulombienne qui surviennent en champ intense (& 1014 W.cm−2). Signalons que d’autres
modélisations plus sophistiquées sont souvent utilisées, qui vont au-delà de l’approximation de
Born-Oppenheimer. Citons par exemple un modèle eﬀectif à deux fois une dimension qui rend
compte à la fois de la dissociation et de l’ionisation [52]. Citons également un modèle à trois
dimensions qui utilise en plus de la distance internucléaire R deux coordonnées cylindriques
pour l’électron, ce qui est suﬃsant en raison de la symétrie cylindrique du problème. Celui-ci
est en excellent accord avec l’expérience à travers l’étude des spectres de photoionisation et de
photodissociation, cf. réf. [67].
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Chapitre 2
Méthodes de propagation de paquets
d’ondes
Dans ce chapitre, les techniques d’intégration de l’équation de Schrödinger sont passées en
revue. Cela relève quasiment de l’histoire du calcul numérique appliqué et établir un classement en
catégories des diverses méthodes n’est pas facile. Nous avons simplement résumé ici les approches
numériques ayant été utilisées pour des applications de dynamique quantique (propagation d’une
fonction d’onde) sans détailler les importants résultats physiques qu’elles ont toutes contribué à
apporter. Évidemment une telle déconnexion entre méthode et applications ne reﬂète pas le fait
que, bien souvent, c’est le problème physique qui stimule l’optimisation de telle ou telle technique
de propagation.
La propagation de paquets d’ondes peut faire appel à des méthodes de résolution standard
développées pour la résolution numérique d’équations diﬀérentielles et qui n’ont pas été spéciﬁ-
quement écrites pour résoudre l’équation de Schrödinger. Pour chaque technique exposée dans le
paragraphe 2.2, l’une des premières références indiquées explique la méthode et les autres illus-
trent une application de celle-ci à la dynamique quantique, avec éventuellement la transcription
d’un argument donné par les auteurs qui indique les avantages ou inconvénients attachés à la
méthode. Les techniques destinées dès le départ à résoudre l’équation de Schrödinger sont plutôt
rares et trouvent la plupart du temps leur origine dans un travail mathématique antérieur. Le tra-
vail des physiciens a donc bien souvent consisté à prendre l’initiative d’appliquer des techniques
préexistantes à leur problème de mécanique quantique. Bien que n’étant pas spéciﬁquement adap-
tées à l’équation de Schrödinger, de nombreuses méthodes se révèlent eﬃcaces et la combinaison
de plusieurs arguments techniques permet d’avancer, de rendre possibles des calculs auparavant
inaccessibles. De nombreuses optimisations ont tout de même été proposées dans le but précis
de rendre plus eﬃcace l’intégration de l’équation de Schrödinger. Enﬁn il est à souhaiter que les
méthodes développées pour la mécanique quantique reﬂètent les caractéristiques fondamentales
de cette théorie, en particulier la non-localité, les relations de commutations entre opérateurs
conjugués. Ces propriétés sont présentes intrinsèquement dans les méthodes pseudo-spectrales
via la représentation approchée des fonctions d’onde sur une base de fonctions des coordonnées,
en correspondance directe avec une base réciproque de fonctions des moments conjugués.
Les éléments de ce chapitre sont présentés plus en détail dans de nombreux articles de revue
qui traitent des méthodes de propagation de paquets d’ondes, dont certains datent de quelques
années. Citons par exemple les articles de Kosloﬀ [88] et de Balakrishnan et al [17]. Ces travaux
doivent bien sûr être actualisés et complétés de travaux plus récents, en particulier il faut y
ajouter tout ce qui concerne la performante méthode “multiconﬁguration time-dependent Har-
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tree” (MCTDH) [22, 184, 122]. Plusieurs auteurs ont proposé des comparaisons entre diﬀérentes
méthodes sur un exemple donné, ce qui permet parfois d’extraire quelques recommandations
[104, 85, 172].
2.1 Schéma général de propagation
Nous cherchons à résoudre numériquement l’équation de Schrödinger
i~
∂
∂t
Ψ(x, t) = H(x, t)Ψ(x, t) (2.1)
avec une condition initiale Ψ(x, t0) (ici nous n’écrivons qu’une dimension x pour simpliﬁer l’ex-
posé). La solution formelle s’écrit sous la forme
Ψ(t) = U(t, t0)Ψ(t0) (2.2)
ou U(t, t0) est l’opérateur d’évolution de t0 à t. De façon générale, la fonction d’onde est re-
présentée numériquement par un vecteur de dimension N dont chaque composante dépend du
temps,
Ψ→

ψ1(t)
ψ2(t)
...
ψi(t)
...
 (2.3)
tandis que l’opérateur hamiltonien est représenté par une matrice de dimension N ×N
H →
 H11(t) H12(t) . . .H21(t) H22(t)
...
. . .
 . (2.4)
La dimension globale de la base dépend du nombre de degrés de liberté et du choix des fonctions
de base. Le choix crucial des coordonnées, de la base et de la discrétisation participe grandement
à l’amélioration des performances. Une possibilité est l’utilisation d’une base grille DVR (discrete
variable representation) de fonctions orthogonales gn(xi) telle que
Ψ(xj) =
N∑
n=1
ψn gn(xj) (2.5)
pour une série de points discrets xj attachés à une quadrature de Gauss ou une quadrature
périodique. Ceci est qualiﬁé de représentation pseudo-spectrale. La résolution du problème de la
représentation de la fonction d’onde Ψ et celui du calcul de HΨ dans la base retenue constitue
un préliminaire à la propagation : l’appendice B fournit quelques explications sur les bases grille
DVR et la correspondance avec les bases FBR (finite basis representation) par l’intermédiaire
de règles de quadrature. Cette appendice explique notamment le cas particulier du schéma de
Fourier (Fourier grid hamiltonian method) pour le calcul de l’action de l’opérateur cinétique
qui permet la diagonalisation de l’opérateur hamiltonien ou la propagation de paquets d’ondes
[116, 49, 50, 86]. En résumé, des passages astucieux de l’espace des coordonnées à l’espace des
moments conjugués rendent l’opération de multiplication HΨ plus aisée car les potentiels ont une
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représentation locale (quasi-diagonale) dans les bases DVR, tandis que les opérateurs cinétiques
possèdent des représentations locales dans les bases FBR :
Ψ(k, t) =
1√
2π
∫ ∞
−∞
Ψ(x, t)e−ikxdx = TFx[Ψ(x, t)],
Ψ(x, t) =
1√
2π
∫ ∞
−∞
Ψ(k, t)eikxdk = TF−1x [Ψ(k, t)],
∂2
∂x2
Ψ(x, t) =
1√
2π
∫ ∞
−∞
Ψ(k, t)(ik)2eikxdk = TF−1x [−k2Ψ(k, t)]. (2.6)
Un tel schéma est transposable numériquement en utilisant un algorithme de transformée de
Fourier rapide (FFT) pour passer d’un espace à l’autre (cf. annexe C). Il est utilisé sur les
coordonnées d’espace en général, dans le cadre de nos travaux nous l’utiliserons par la suite sur
la coordonnée temporelle.
Dans le cas où le hamiltonien est indépendant du temps, H(t) = H, l’opérateur d’évolution
qui assure le passage de la fonction d’onde d’un instant discret Ψn = Ψ(tn) à un instant ultérieur
Ψn+1 = Ψ(tn+1) = Ψ(tn +∆t) s’exprime comme une exponentielle du hamiltonien :
U(tn+1, tn) = e
−iH∆t/~. (2.7)
Le travail consistera donc à calculer cette exponentielle ou une approximation de son action sur
la fonction d’onde. Dans le cas où le hamiltonien dépend explicitement du temps, H(t), l’opéra-
teur d’évolution ne s’écrit plus rigoureusement sous cette forme. Il admet un développement en
puissances de H dit de Dyson :
U(tn+1, tn) = 1 +
∞∑
m=1
U (m)(tn+1, tn) (2.8)
avec
U (m)(tn+1, tn) =
1
(i~)m
∫ tn+1
tn
dτ1
∫ τ1
tn
dτ2 . . .
∫ τm−1
tn
dτmH(τ1)H(τ2) . . . H(tm). (2.9)
Il est aussi possible cependant d’utiliser un développement de Magnus qui fournit une expression
exponentielle pour l’opérateur d’évolution [111, 28], et c’est alors l’argument de l’exponentielle
qui est exprimée en série :
U(tn+1, tn) = exp
( ∞∑
k=1
Ak(tn+1, tn)
)
(2.10)
où les matrices Ak impliquent des intégrales des commutateurs à des instants diﬀérents de H(t).
Les premiers termes sont
A1(tn+1, tn) = − i~
∫ tn+1
tn
H(τ1)dτ1,
A2(tn+1, tn) = −1
2
(
i
~
)2 ∫ tn+1
tn
∫ τ1
tn
[H(τ1),H(τ2)] dτ1dτ2.
A3(tn+1, tn) = −1
6
(
i
~
)3 ∫ tn+1
tn
∫ τ1
tn
∫ τ2
tn
{
[H(τ1), [H(τ2),H(τ3)]]
+ [H(τ3), [H(τ2),H(τ1)]]
}
dτ1dτ2dτ3.
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Si H peut être décomposé en série de Taylor autour du point milieu de l’intervalle [tn, tn+1], alors
la troncature de la série de Magnus à un ordre (2s − 2) ou (2s − 1) approxime la série avec une
erreur de l’ordre de (∆t)2s+1, ce qui peut servir de base à un intégrateur numérique [28].
Dans la pratique, la très grande majorité des propagateurs se contentent d’utiliser un dé-
veloppement au premier ordre avec des intervalles de largeur ∆t très petite, ce qui revient à
supposer que le hamiltonien est constant par morceaux sur chacun de ces intervalles :
U(tn+1, tn) = exp
(
− i
~
H
(
tn +
∆t
2
)
∆t
)
+O(∆t3). (2.11)
Le paragraphe 2.2 s’attache à lister les diﬀérentes techniques permettant d’intégrer cette équation
numériquement. Dans certains cas, un développement de Magnus plus avancé est utilisé pour
raﬃner l’intégration et permettre le choix d’un pas de temps plus grand, cependant un tel schéma
n’est praticable que si les couplages possèdent des dépendances en temps et aux coordonnées
séparées [85].
Approximation des ondes tournantes
Ouvrons ici une petite parenthèse pour parler de l’approximation des ondes tournantes. Dans
le cas d’un problème avec interactions molécule-champ, cette approximation (Rotating Wave
Approximation) [169] est une piste souvent suivie pour simpliﬁer la dépendance temporelle. On
utilise un changement de représentation associé à une approximation consistant à négliger des
termes oscillant rapidement. De cette façon, la dépendance temporelle à traiter n’est plus que
celle de l’enveloppe du champ, les oscillations rapides de la porteuse sont simpliﬁées par une
représentation astucieuse et il devient possible de choisir un pas de temps plus large pour l’in-
tégration numérique. À titre d’exemple, considérons un système à deux niveaux couplés par un
champ oscillant rapidement à la pulsation ω avec une enveloppe variant lentement f(t),
H(t) =
(
h11(t) f(t) cos(ωt+ φ)
f(t) cos(ωt+ φ) h22(t)
)
. (2.12)
Nous faisons subir à la fonction d’onde la transformation
Ψ˜ =W−1Ψ (2.13)
où
W =
(
1 0
0 e−iωt
)
(2.14)
Cela donne l’équation de Schrödinger
i~
∂Ψ˜
∂t
=
(
h11(t) f(t) cos(ωt+ φ)e
−iωt
f(t) cos(ωt+ φ)eiωt h22(t)− ~ω
)
Ψ˜. (2.15)
Les termes hors diagonale sont ensuite écrits cos(ωt + φ)e±iωt = 12(e
∓iφ + e±i2ωt±iφ) et l’ap-
proximation RWA consiste à négliger les termes oscillant aux fréquences doubles e±i2ωt±iφ pour
obtenir le hamiltonien suivant qui régit l’évolution de la fonction d’onde Ψ˜(t),
HRWA(t) =
(
h11(t)
1
2f(t)e
iφ
1
2f(t)e
−iφ h22(t)− ~ω
)
. (2.16)
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En déplaçant le zéro de l’énergie h11 → 0 et en posant ~∆ = h22−h11−~ω (∆ est le “detuning” :
désaccord) et ~Ω = 12f(t)e
iφ (Ω est la fréquence de Rabi), on écrit l’équation de Schrödinger
sous la forme
i
∂Ψ˜
∂t
=
(
0 Ω
Ω ∆
)
Ψ˜. (2.17)
Dans le hamiltonien de départ, si les termes hii(t) et f(t) cos(ωt) sont matriciels, alors la trans-
formation doit s’entendre avec une matrice W =
(
I 0
0 e−iωt.I
)
où I est l’identité. Si plusieurs
fréquences ou plus de deux niveaux sont présents, la transformation à appliquer se complique et
il peut persister des termes oscillants diﬃciles à simpliﬁer.
Nous utiliserons cette approximation dans des calculs eﬀectués plus loin qui illustrent les
principes de fonctionnement de la méthode CATM, cf. chapitre 6. Cependant les erreurs systéma-
tiques engendrées par l’approximation RWA ne sont pas toujours acceptables, comme l’explique
la référence [85]. L’erreur augmente lorsque la fréquence diminue ou lorsque l’amplitude, la pente
ou la largeur de l’enveloppe augmentent. Dans de nombreux cas, l’utilisation d’un intégrateur
prenant en compte l’intégralité de la dépendance temporelle reste donc indispensable.
2.2 Revue des méthodes de propagation de paquets d’ondes
Crank-Nicolson
Le schéma de Crank-Nicolson [38] a été utilisé en dynamique quantique par Mc Cullough
[118] et l’est toujours dans des travaux récents [67]. Ce schéma stable et qui conserve la norme
repose sur le développement suivant :
eiH(tn+
∆t
2
)∆t/(2~)Ψn+1 ≃ Ψ(tn + ∆t
2
) ≃ e−iH(tn+∆t2 )∆t/(2~)Ψn. (2.18)
En développant les exponentielles des membres de gauche et droite et en isolant Ψn+1, on obtient
Ψn+1 =
(
1 +
i
2~
H
(
tn +
∆t
2
)
∆t
)−1(
1− i
2~
H
(
tn +
∆t
2
)
∆t
)
Ψn (2.19)
ce qui nécessite une inversion matricielle numériquement coûteuse.
Différentielle du second ordre
Le schéma diﬀérentiel du second ordre (SOD) a été introduit par Harmuth [66, 9] et reste
utilisé du fait de sa grande simplicité. La dérivée temporelle dans l’équation (2.1) peut être
approximée par une diﬀérence ﬁnie symétrique :
i~
Ψn+1 −Ψn−1
2∆t
+O(∆t3) = H(tn)Ψ
n (2.20)
soit
Ψn+1 = Ψn−1 − (2i∆t/~)H(tn)Ψn +O(∆t3). (2.21)
Ce schéma à trois points nécessite une initialisation par un schéma à deux points pour le premier
pas. Il est conditionnellement stable. Le pas de temps doit absolument être inférieur à ~/Em où
Em est la valeur d’énergie maximum présente dans le problème. En pratique on pourra ﬁxer un
pas environ cinq fois plus petit. Une erreur de l’ordre de (∆tEm)3/3~3 s’accumule à chaque pas.
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La méthode est très simple à implémenter, conserve la norme et l’énergie. Cependant SOD n’est
pas compatible avec un hamiltonien non hermitien. D’éventuels potentiels complexes absorbants
devront donc être traités d’une autre façon, en parallèle. Sur la même idée, des schémas à plus
de trois points ont aussi été exploités (multistep differencing scheme) [175].
Runge-Kutta partitionnée (intégration géométrique standard)
En considérant l’équation de Schrödinger comme un système ordinaire d’équations diﬀéren-
tielles, on peut utiliser la famille des méthodes de Runge-Kutta [153, 92] avec partition (Parti-
tioned Runge-Kutta). Si le hamiltonien est indépendant du temps, il est possible de séparer la
fonction d’onde en partie réelle et partie imaginaire et de transposer un schéma d’intégration
usuellement adapté à la mécanique classique sur un problème de propagation de paquet d’ondes
[61]. En introduisant les deux vecteurs p(t) =
√
2~ Im(Ψ(t)) et q(t) =
√
2~Re(Ψ(t)), des équa-
tions de Hamilton classiques sont dérivées et peuvent être intégrées selon l’algorithme qui suit
pour passer d’un instant tn à l’instant tn+1 :
Qn,0 = qn,
Pn,1 = pn,
pour i = 1, . . . , s
Qn,i = Qn,i−1 +
∆t Bi
~
HPn,i,
Pn,i+1 = Pn,i − ∆t bi~ HQn,i, (2.22)
qn+1 = Qn,s
pn+1 = Pn,s+1
(2.23)
Le nombre d’étapes s et la donnée des tableaux bi et Bi sont spéciﬁques à chaque méthode
particulière et cela déﬁnit son ordre de précision. Dans le cas d’un hamiltonien dépendant expli-
citement du temps il est nécessaire d’ajouter deux variables additionnelles pour appliquer un tel
schéma [158]. De tels propagateurs s’avèrent eﬃcaces, peu coûteux en termes de mémoire (deux
vecteurs réels p et q) et assez indépendants de la forme du hamiltonien [85].
Schéma prédicteur-correcteur
Parmi les techniques standard d’intégration de systèmes diﬀérentiels, les schémas de type
prédicteur-correcteur consistent à calculer une première approximation (prédicteur) de Ψn+1
à partir de Ψn, à évaluer l’erreur commise puis à calculer une nouvelle approximation plus
précise de Ψn+1 par d’autres moyens (correcteur). Citons parmi les schémas de type prédicteur-
correcteur l’algorithme de Shampine-Gordon [165], à pas variable et d’ordre variable à chaque pas.
L’ajustement du pas et de l’ordre du correcteur est réalisé en fonction de l’estimation de l’erreur
par le prédicteur. Ce schéma a par exemple été utilisé récemment pour des études d’interférences
au cours de collisions atomiques et moléculaire [170, 171].
Opérateur fractionné
La famille des méthodes de type “opérateurs fractionnés” (Split operator) [49, 50] est eﬃcace
en association avec une base grille et une procédure de FFT pour passer de l’espace direct à
l’espace réciproque. La réf. [172] est un exemple de travail récent d’utilisation de cette technique.
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L’idée de base est la formule de Zassenhaus qui exprime l’exponentielle d’une somme de matrices
X + Y de la façon suivante [183] :
et(X+Y ) = etXetY e−
t2
2
[X,Y ]e
t3
6
(2[Y,[X,Y ]]+[X,[X,Y ]]) . . . (2.24)
En appliquant deux fois cette formule pour séparer propagateur de la particule libre et propaga-
teur associé au potentiel de façon symétrique, l’opérateur d’évolution est exprimé comme
U(tn+1, tn) = exp
(−i∆t(T + V )
~
)
= exp
(−i∆tT
2~
)
exp
(
−i∆tV (t+ ∆t2 )
~
)
exp
(−i∆tT
2~
)
+O(∆t3). (2.25)
où T est l’énergie cinétique et V le potentiel. Cette expression est du second ordre en ∆t. Sur des
cas simples, l’exponentielle du potentiel est diagonale dans l’espace des coordonnées tandis que
l’exponentielle de l’opérateur cinétique est diagonale dans l’espace des moments. Entre chaque
calcul d’exponentielle, on intercale donc un changement de base via une FFT. Excepté pour
le premier et le dernier pas, les propagateurs de la particule libre exp
(−i∆tT
2~
)
peuvent être
regroupés deux à deux (opérateur de gauche du pas n avec l’opérateur de droite du pas n+ 1).
Split operator est inconditionnellement stable mais pour obtenir un résultat signiﬁcatif le pas
de temps doit être choisi suﬃsamment petit, de la même façon que pour SOD. La norme est
conservée mais pas l’énergie. Les erreurs sont contrôlées par ∆t3 et les commutateurs négligés
dans la formule de Zassenhaus. Des variantes améliorées [18, 173] sont basées sur des expressions
d’ordre supérieur pour l’exponentielle et permettent le choix d’un pas de temps plus long.
Approche intégrale
Partant de l’équation de Schrödinger avec H(t) = T + V (t), les manipulations décrites dans
les réfs. [71, 166] conduisent à l’équation
Ψ(tn+1) =
(
1 +
i∆t
2~
V (tn+1)
)−1
exp
(
− iT∆t
~
)(
1− i∆t
2~
V (tn)
)
Ψ(tn). (2.26)
Cela fonctionne si chaque opérateur est évalué dans l’espace où sa représentation est locale
(diagonale). Cette approche ne semble plus très utilisée en l’état. En fait l’équation ci-dessus est
très similaire à l’équation des opérateurs fractionnés si l’on considère les termes concernant le
potentiel comme les développements limités d’exponentielles :
Ψ(tn+1) = exp
(
− i∆t
2~
V (tn+1)
)
exp
(
− i∆t
~
T
)
exp
(
− i∆t
2~
V (tn)
)
Ψ(tn). (2.27)
Méthode des polynômes de Chebyshev
Cette méthode globale repose sur une représentation de l’opérateur d’évolution lui-même
(fonction de H) sur une base de polynômes pour un intervalle de temps traité dans son entier. Le
choix courant est d’utiliser les polynômes de Chebyshev [174, 88]. Les polynômes de Chebyshev
étant déﬁnis sur l’intervalle [−1, 1], il faut avant toute chose renormaliser le hamiltonien de
telle sorte que ses valeurs propres se situent dans cet intervalle, ce qui nécessite une estimation
grossière de celles-ci. Si les bornes du spectre de H sont estimées par Emin et Emax, alors on
travaille avec
Hnorm =
H − IE
∆E
, (2.28)
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où E = (Emax +Emin)/2 et ∆E = (Emax − Emin)/2. L’opérateur d’évolution s’écrit
exp
(
− iHt
~
)
= exp
(
− itE
~
)
exp
(
− i∆EtHnorm
~
)
= exp
(
− itE
~
) ∞∑
n=0
CnJn
(
∆Et
~
)
Tn(−iHnorm). (2.29)
Dans cette dernière expression, C0 = 1, Cn≥1 = 2, les Jn sont les fonctions de Bessel de première
espèce, les Tn sont des polynômes de Chebyshev complexes. Une relation de récurrence est vériﬁée
par φn = Tn(−iHnorm)Ψ(0), avec φ1 = Ψ(0) et φ2 = −iHnormΨ(0) :
φn+1 = −2iHnormφn + φn−1. (2.30)
Un critère de convergence assez clair peut être établi, qui provient d’une propriété des fonctions
de Bessel Jn(∆Et/~) qui sont les coeﬃcient du développement (2.29). Celles-ci sont rapidement
négligeables dès que n > ∆Et/~, ce qui permet de tronquer la somme à un indice légèrement
supérieur à cette valeur. L’intervalle de temps considéré peut être choisi très grand avec l’incon-
vénient que l’information sur les temps intermédiaires n’est pas accessible.
Cet algorithme est particulièrement adapté pour les propagations sur de longs intervalles avec
un hamiltonien indépendant du temps. Il est tout de même applicable pour un hamiltonien dé-
pendant explicitement du temps moyennant l’inclusion du temps comme variable supplémentaire
dans l’espace de Hilbert étendu et l’utilisation du formalisme de Floquet, cf. chapitre 3.
Méthode de Lanczos aux bas ordres
La méthode de Lanczos [94] appartient à la famille des méthodes de Krylov et permet de
réduire le hamiltonien à une matrice tridiagonale de faible dimension par rapport à la matrice
originale, donc plus facilement diagonalisable. Cette technique est utilisée pour la diagonalisation
et le calcul de spectres mais s’applique également à la résolution de l’équation de Schrödinger
dépendante du temps [140]. Une procédure itérative construit une succession de NL vecteurs φj
orthogonaux selon les relations :
φ0 = Ψ(0),
Hφ0 = α0φ0 + β0φ1,
Hφj = βj−1φj−1 + αjφj + βjφj+1, j = 1, . . . , NL − 1,
avec
αj = 〈φj |Hφj〉,
βj−1 = 〈φj−1|Hφj〉.
Le hamiltonien est représenté dans ce sous espace par une matrice tridiagonale HL. Si A est la
matrice contenant les vecteurs φj en colonne,
HL = A
†HA =

α0 β0 0 . . . . . . 0
β0 α1 β1 0 . . . 0
0 β1 α2 β2 . . . 0
...
...
...
. . .
...
...
0 0 0 . . . αNL−2 βNL−2
0 0 0 . . . βNL−2 αNL−1

(2.31)
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On approxime alors l’équation de Schrödinger par sa restriction au sous-espace engendré par les
φj à chaque instant tn, avec un vecteur d’onde c(t) =
∑NL
j=1 cj(t)φj soit
i~
∂c
∂t
= HLc. (2.32)
avec
c(0) =

1
0
0
...

du fait de la construction de l’algorithme ; ce vecteur est propagé de tn à tn+1 en diagonalisant
HL (opération facile dans la mesure où HL est une matrice tridiagonale),
c(tn+1) = exp
(
− iHL∆t
~
)
c(tn) (2.33)
puis on revient au vecteur d’onde complet en utilisant l’expression des vecteurs de la base de
Krylov,
Ψ(t) = A(t)c(t). (2.34)
Le développement de Lanczos décrit donc la fonction d’onde sur une base d’un sous-espace
dynamique toujours très proche de la fonction d’onde. Cette base est recalculée à chaque pas
de temps. Les itérations de Lanczos convergent en général assez vite (d’où la formulation “bas
ordres”) et donnent des résultats précis mais requièrent tout de même le stockage de NL vecteurs.
La méthode est inconditionnellement stable, conserve la norme, ne nécessite pas d’évaluation
préalable du spectre de H.
Dans le cas de matrices non-hermitiennes, on peut utiliser un algorithme analogue qui réduit
le hamiltonien à une matrice de Hessenberg supérieure (triangulaire plus une sous-diagonale),
d’après Arnoldi [8]. L’algorithme de Lanczos peut aussi être associé à un développement de
Magnus à un ordre plus avancé pour l’opérateur d’évolution dans le cas ou H dépend du temps
[85], ce qui diminue l’erreur et permet l’utilisation de pas de temps plus longs.
Quelques éléments de comparaison
Chacune des techniques ci-dessus possède des avantages et des inconvénients en terme de sim-
plicité, précision, stabilité, robustesse. Ces algorithmes continuent pour la plupart à être utilisés
et apparaissent tous dans la littérature récente. Plusieurs travaux ont eﬀectué des comparaisons
de méthodes sur un exemple donné. Le tableau 2.1 tente de retranscrire quelques-uns des élé-
ments de comparaison issus de travaux comparant les méthodes standard d’après les références
[104, 87].
Approche connexe : formulation hydrodynamique de la mécanique quantique
Basée sur le formulation hydrodynamique de la mécanique quantique, la méthode de la trajec-
toire quantique (quantum trajectory method) est une approche diﬀérente pour la propagation de
paquets d’ondes. Elle résout les équations du mouvement pour des “particules ﬂuides” [107, 186].
La fonction d’onde est exprimée par
Ψ(~r, t) = R(~r, t)eiS(~r,t)/~ (2.35)
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Méthode SOD Split-O Chebyshev Lanczos
Effort/espace des phases LD logL LD logL LD logL L2D
Effort/propagation temporelle t3/2 t3/2 t t2 ?
Norme (cas hermitien) conservée conservée non conservée conservée
Énergie conservée non conservée non conservée conservée
Stabilité conditionnelle inconditionnelle conditionnelle inconditionnelle
Erreur (Em∆t)3/(3~3) commutateurs selon ordre selon taille
et ∆t3 du développement espace de Krylov
Convergence quadratique quadratique exponentielle ordre élevé
Restrictions sur H hermitien pas de termes croisés H indépendant de t hermitien sinon
position/moment sinon formalisme (t, t′) algo. d’Arnoldi
Table 2.1 – Comparaison de quelques méthodes standard de propagation de paquets d’ondes
d’après les réfs. [104, 87]. Les deux premières lignes indiquent l’eﬀort de calcul. D est la dimen-
sionnalité du problème, L la taille de la grille supposée identique pour chaque dimension, t la
durée de propagation. La convergence décrit la décroissance de l’erreur en fonction de l’eﬀort
numérique fourni.
avec R ∈  et S ∈  . En introduisant cela dans l’équation de Schrödinger et en séparant partie
réelle et partie imaginaire, on obtient le système
∂ρ
∂t
+ ~∇.
(
ρ
1
m
~∇S
)
= 0, (2.36)
− ∂S
∂t
=
1
2m
(~∇S)2 + V (~r, t) +Q(ρ;~r, t), (2.37)
où ρ = R2 est la densité de probabilité. L’éq. (2.36) est une équation de continuité à condition
d’identiﬁer la vitesse à ~v = ~∇S/m et le ﬂux à ~j = ρ~v. L’éq. (2.37) est l’équation de Hamilton-
Jacobi quantique dans laquelle le potentiel quantique Q est déﬁni comme
Q(ρ;~r, t) = − ~
2
2m
1
R
~∇2R = − ~
2
2m
ρ−1/2~∇2ρ1/2. (2.38)
L’équation du mouvement est obtenue en prenant le gradient de l’Eq (2.37),
m
d~v
dt
= −~∇(V +Q) = ~fc + ~fq, (2.39)
avec la dérivée temporelle ddt =
∂
∂t + ~v.
~∇. Le terme ~fc est la force classique due au gradient
du potentiel et ~fq est la force quantique due à la pente du potentiel. Il faut ensuite faire appel
aux techniques numériques issues de la mécanique des ﬂuides pour résoudre explicitement ces
équations. Si l’on adopte le point de vue de Lagrange qui consiste à suivre des particules de
ﬂuide pendant la dynamique, on obtient les trajectoires de “particules” qui constituent le ﬂuide
de probabilité et cela permet une autre interprétation du mouvement du paquet d’ondes. La
présence des termes “quantiques” permet par exemple l’eﬀet tunnel en fournissant une énergie
additionnelle aux “particules” pour leur autoriser le passage d’une barrière de potentiel qu’elles
n’auraient pu traverser sans cela.
Méthode d’approximation de Hartree multi-configurationnelle dépendante du
temps
La représentation de la fonction d’onde sur grilles peut devenir problématique pour les sys-
tèmes multidimensionnels, puisque l’eﬀort numérique à fournir augmente exponentiellement avec
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le nombre de dimensions dans le cas d’une base produit. Motivée par l’augmentation de la dimen-
sionnalité, la méthode MCTDH (multiconfiguration time-dependent Hartree) [121, 22, 184, 122]
apporte une réponse à ce problème. MCTDH améliore la méthode “time dependent Hartree” qui
décrit la fonction d’onde à plusieurs dimensions comme un produit de fonctions d’une variable.
MCDTH utilise donc une fonction d’onde multiconﬁgurationnelle de la forme
Ψ(q1, . . . , qf , t) =
n1∑
j=1
. . .
np∑
jp=1
Aj1...jp(t)
p∏
κ=1
φ
(κ)
jκ (Qκ, t) (2.40)
=
∑
J
AJΦJ . (2.41)
Les qj sont les coordonnées, Aj1...jp = AJ sont les coeﬃcients du développement, et les φ
(κ)
jκ
sont nκ fonctions d’une variable composite Qκ = (qa, qb, . . . ) (une ou quelques-unes des coor-
données d’origine) et du temps, appelées “fonctions à une particule” et optimisées au cours de la
propagation. L’équation de Schrödinger est résolue selon le principe variationnel de Dirac-Frenkel
〈δΨ|H − i~ ∂
∂t
|Ψ〉 = 0. (2.42)
〈δΨ| est une variation possible du bra 〈Ψ| en fonction des paramètres. Cela conduit à un système
d’équations du mouvement couplées pour les coeﬃcients du développement ainsi que pour les
fonctions de base utilisées. Indiquons simplement la forme des équations de travail, que nous ne
détaillerons pas :
iA˙ = KA, (2.43)
iφ˙κ =
(
1− P (κ)
)(
ρ(κ)
)−1H(κ)φ(κ). (2.44)
Dans ces équations, φ(κ) est le regroupement sous forme de vecteur des fonctions à une particule
(φ
(κ)
1 , . . . , φ
(κ)
nκ )
T , la matrice K est la représentation de H dans la base des produits de Hartree
soit KJL = 〈ΦJ |H|ΦL〉, P (κ) est le projecteur
∑
j |φ(κ)j 〉〈φ(κ)j |. H est un opérateur de champ
moyen et ρ une matrice densité. Leur déﬁnition utilise les fonctions “à un trou” Ψ(κ)a telles que
Ψ =
∑
a φ
(κ)
a Ψ
(κ)
a , ainsi H(κ)ab = 〈Ψ(κ)a |H|Ψ(κ)b 〉 et ρ(κ)ab = 〈Ψ(κ)a |Ψ(κ)b 〉. MCTDH requiert également
que le hamiltonien soit exprimé comme une somme de produits de fonctions d’une variable.
Les équations non-linéaires de MCTDH ne peuvent pas être traitées en l’état par les tech-
niques précédemment citées telles que la méthode de Lanczos ou la méthode des polynômes de
Chebyshev. Un intégrateur de type prédicteur-correcteur Adams-Bashforth-Moulton a été utilisé,
puis un intégrateur spécialement adapté pour ces équations, le schéma “constant mean ﬁeld” [23].
Il utilise le fait que, dans la pratique, les éléments du hamiltonien K et le produit (ρ(κ))−1H(κ),
qui demandent un eﬀort de calcul exponentiel avec le nombre de degrés de liberté, varient beau-
coup moins vite que les coeﬃcients A et les fonctions φ(κ)jκ . Ainsi il est possible de discrétiser le
temps de façon plus grossière pour les premières quantités que pour les secondes, les quantités
variant lentement étant considérées comme constantes pendant un laps de temps intermédiaire
τ , alors que l’on intègre les équations avec un pas plus ﬁn pour les coeﬃcients et les fonctions.
On obtient alors un sous-système pour les fonctions à une particule et un autre sous-système
pour les coeﬃcients. Ces deux sous-systèmes peuvent être traités avec des pas de temps diﬀé-
rents selon l’exemple à traiter. Le système obtenu pour les coeﬃcients A est linéaire et peut être
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résolu en utilisant eﬃcacement l’un des intégrateurs proposés ci-dessus, par exemple la méthode
de Lanczos ou la méthode des polynômes de Chebyshev. Le système vériﬁé par les fonctions du
développement n’est pas linéaire, il est résolu en utilisant une méthode plus générale (méthode
de Bulirsch-Stoer à pas variable, d’ordre variable et utilisant une extrapolation polynomiale).
Dans les cas les plus simples, l’eﬀort numérique est estimé par
eﬀort ≃ c1 sDnN2 + c2 sD2nD+1 (2.45)
où c1 et c2 sont deux coeﬃcients variables selon le problème, s est le nombre de termes dans le
développement du hamiltonien sous forme de somme de produits de fonctions d’une variable, N
est le nombre de points de la grille primitive pour chaque degré de liberté,D est la dimensionnalité
du problème et n est le nombre de fonctions à une particule dans le développement de la fonction
d’onde. L’analyse de cette formule permet de conclure que MCTDH devient préférable aux
méthodes standard dès lors que le nombre de degrés de liberté aussi bien que le rapport N/n
sont grands.
Cette méthode s’avère très performante dans de nombreux cas, avec des résultats très proches
de résultats “exacts” par propagation de paquet d’ondes. Le gain sur le temps de calcul peut
être d’un ordre de grandeur. MCTDH a donné lieu à un foisonnement d’applications et a été
généralisée pour le calcul de l’évolution de matrices densité. Les calculs sont rapides et utilisent
peu de mémoire. La rapidité du calcul diminue évidemment si l’on demande une précision plus
grande. Le gain par rapport aux autres méthodes devient signiﬁcatif pour des problèmes à plus de
4 dimensions. La propagation sur des temps très longs ou l’application à des systèmes chaotiques
peuvent poser problème.
Des méthodes de type MCTDH se sont par ailleurs développées pour des applications à
des systèmes à plusieurs électrons dépendants du temps. La méthode TDMCHF (time-dependent
multiconfiguration Hartree-Fock ) [134] utilise également le principe variationnel de Dirac-Frenkel,
tandis qu’une version non variationnelle fondée directement sur l’équation de Schrödinger est
proposée dans la réf. [136].
2.3 Quelques remarques
Les méthodes standard exposées ici sont diverses mais reposent presque toutes (à l’exception
de la décomposition en polynômes de Chebyshev) sur un schéma diﬀérentiel propagatif dans le
temps. Une partie d’entre elles est inopérante pour un hamiltonien dépendant explicitement du
temps. Il nous vient la question suivante : pourquoi ne pas tenter une approche du type “Fourier
grid hamiltonian”, non pas sur les coordonnées quantiques mais sur le temps ? En eﬀet, de la
même façon que pour les éq. (2.6), il est possible de représenter la fonction d’onde dans un espace
réciproque pour la coordonnée temps et par des passages appropriés entre l’une et l’autre des
représentations via des transformées de Fourier, le calcul de l’action de ∂/∂t peut être réalisé de
façon comparable à l’action de ∂/∂x selon les relations :
Ψ(x, ω) =
1√
2π
∫ ∞
−∞
Ψ(x, t)e−iωtdt = TFt[Ψ(x, t)],
Ψ(x, t) =
1√
2π
∫ ∞
−∞
Ψ(x, ω)eiωtdω = TF−1t [Ψ(x, ω)],
∂
∂t
Ψ(x, t) =
1√
2π
∫ ∞
−∞
Ψ(k, t)(iω)eiωtdω = TF−1t [iωΨ(x, ω)]. (2.46)
Ces idées sont habituellement mises en œuvre dans le cadre de la théorie de Floquet, exposée
dans le chapitre suivant. Nous les utilisons ensuite dans la méthode CATM. Il ne s’agit pas
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seulement d’ajouter un acronyme à la liste des propagateurs préexistants, mais plutôt d’explorer
une possibilité de propagateur global construit sur une structure très diﬀérente des techniques
citées dans ce chapitre, en tout cas pour ce qui concerne l’aspect de la propagation temporelle.
40 CHAPITRE 2. MÉTHODES DE PROPAGATION DE PAQUETS D’ONDES
Chapitre 3
Formalisme de Floquet
Le théorème de Floquet [53] (1883) est un outil très communément utilisé en physique puis-
qu’il se rapporte à la résolution des équations diﬀérentielles à coeﬃcients périodiques. Des idées
similaires ont été écrites indépendamment par A. Lyapunov à la même époque ainsi que par G.W.
Hill pour l’étude des mouvements de la Lune. En physique du solide, à la suite de G. Bloch, le
théorème de Floquet est utilisé en raison de la périodicité spatiale du potentiel eﬀectif ressenti par
l’électron dans un réseau cristallin. Le théorème implique alors que les solutions de l’équation de
Schrödinger (indépendante du temps) pour la fonction d’onde électronique s’expriment comme
le produit d’une fonction périodique de l’espace uk(x) de même période que le potentiel et d’une
fonction exponentielle de la position eikx, soit ψk(x) = uk(x)eikx. Les premières applications à la
dynamique atomique et moléculaire sont dues à J.H. Shirley [168]. La périodicité considérée est
cette fois-ci celle d’un champ électromagnétique périodique auquel est soumis une molécule. La
littérature est ensuite très riche sur le sujet, comme l’indique par exemple les travaux de revue
de Guérin et Jauslin sur la version adiabatique de la théorie [64] ou de Chu et Telnov [35] sur
les formalismes généralisés de Floquet et sur leurs applications au contrôle moléculaire en champ
intense, ainsi que toutes les références qui les ont précédés telles que les travaux de Sambe [156],
Howland [72], Barone [19] ou Quack [148, 108]. L’approche de Floquet est aujourd’hui un outil
fondamental pour la théorie des interactions matière-rayonnement et participe à la compréhen-
sion de ces interactions [13]. Le présent chapitre s’attache à résumer quelques éléments de cette
théorie.
3.1 Formalisme de Floquet appliqué à l’équation de Schrödinger
dépendante du temps
3.1.1 Théorème de Floquet
Nous cherchons à résoudre l’équation de Schrödinger dans le cas d’un hamiltonien périodique
en temps de période T ,
i~
∂|ψ〉
∂t
= H(t)|ψ〉, H(t+ T ) = H(t). (3.1)
Le théorème de Floquet [53] indique que cette équation admet des solutions de la forme
|ψE(t)〉 = exp
(
−iEt
~
)
|λE(t)〉 (3.2)
avec la propriété importante |λE(t+ T )〉 = |λE(t)〉. L’ensemble de ces solutions constitue une
base de l’espace de Hilbert étendu déﬁni dans le paragraphe 3.1.2 qui suit. Cette base permet
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une description complète de la dynamique. Les constantes E peuvent être complexes et si elles
sont quantiﬁées, alors elles prennent le nom de quasiénergies. L’introduction de l’éq. (3.2) dans
l’éq. (3.1) donne d’ailleurs lieu à une équation aux valeurs propres(
H(t)− i~ ∂
∂t
)
|λE(t)〉 = E|λE(t)〉. (3.3)
Les solutions propres sont dénommées vecteurs propres de Floquet et l’opérateur du membre
de gauche est appelé “hamiltonien de Floquet” (ou opérateur de quasiénergie). 1 La méthode de
Floquet présente donc l’intérêt de transformer une intégration d’équation diﬀérentielle en un
problème aux valeurs propres.
Dans le cas où |ψ(t = 0)〉 = |λE(0)〉, on obtient au bout d’une période
|ψ(T )〉 = exp
(
−iET
~
)
|λE(T )〉 = exp
(
−iET
~
)
|Ψ(0)〉,
c’est-à-dire que si E est réelle l’évolution suivant une période ne produit que le gain d’une pure
phase. Ainsi de façon stroboscopique la fonction d’onde s’écrit
|ψ(nT )〉 = exp
(
−inET
~
)
|λE(0)〉, n ∈  .
Cette information reste partielle évidemment : le cas |ψ(0)〉 = |λE(0)〉 est très particulier et peu
réaliste. La fonction d’onde admet en réalité un développement sur la base des vecteurs propres
de Floquet, repérés ici par un indice global j :
|ψ(t)〉 =
∑
j
cj e
−iEjt
~ |λEj (t)〉 (3.4)
Ce développement s’écrit d’une façon plus précise à condition d’introduire les notations qui
suivent. Nous y reviendrons dans le paragraphe 3.3.
3.1.2 Espace de Hilbert étendu au temps
Les |λ(t)〉 peuvent être considérés comme des fonctions du paramètre temps. Cependant
l’appellation “vecteur” suppose plutôt qu’on les considère comme des vecteurs de l’espace de
Hilbert étendu au temps déﬁni par
K = H⊗L (3.5)
avec H l’espace de Hilbert ordinaire des vecteurs d’onde, de produit scalaire 2
〈ψ|φ〉 =
∫
espace
ψ(x)φ(x)dx (3.6)
et L = L2( 1, dt/T ) l’espace de Hilbert des fonctions T−périodiques de carré sommable, de
produit scalaire
〈ξ|χ〉 = 1
T
∫
période
ξ(t)χ(t)dt. (3.7)
Si dim(H) = NH et que dim(F) = NF , alors dim(K) = NH ×NF = N . Lorsque nous écrivons
|λ〉, cela signiﬁe en général que l’on considère un vecteur de K de dimension NH ×NF = N , et
1. Nous noterons les couples (vecteur propre, valeur propre) par (|λ〉, Eλ) ou (|λE〉, E).
2. Le x est une variable générique rassemblant toutes les variables quantiques.
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si la variable t est indiquée, |λ(t)〉, cela signiﬁe que l’on considère la projection de |λ〉 à l’instant
t donc un vecteur de H de dimension NH . Pour les vecteurs de l’espace produit K, le produit
scalaire est déﬁni par
〈〈ψ|φ〉〉 = 1
T
∫
période
∫
espace
ψ(x, t)φ(x, t)dxdt. (3.8)
Pour alléger, nous ne notons pas les vecteurs de l’espace étendu |.〉〉 comme le suggère l’équation
précédente mais seulement par un ket |.〉. Pour la représentation des vecteurs d’onde et des
opérateurs nous aurons donc besoin à la fois d’un jeu d’indices pour l’espace des fonctions d’onde
H et d’un autre jeu d’indices pour la description du temps dans L. Si l’on note
ω0 = 2π/T,
l’ensemble des fonctions exponentielles {eiω0nt}n∈ constitue une base pour L. Cela laisse
d’ailleurs ﬁltrer l’idée selon laquelle le formalisme de Floquet sera bien adapté à un traitement
numérique sur des quadratures périodiques associées à des transformées de Fourier rapides, cf.
appendices B et C. On utilisera surtout le fait que les fonctions de Fourier sont fonctions propres
de l’opérateur −i~∂/∂t :
− i~ ∂
∂t
einω0t = nω0e
inω0t. (3.9)
Ces fonctions seront notées
〈t|n〉 = einω0t (3.10)
Dans le cas d’un hamiltonien indépendant du temps H0 de spectre {ǫj} et fonctions propres φj,
la solution du problème aux valeurs propres est[
H0 − i~ ∂
∂t
]
φje
inω0t = (ǫj + n~ω0)φje
inω0t. (3.11)
Un tel vecteur propre sera noté
|j, n〉 ∈ K. (3.12)
Cela dit, dans le cas général, les vecteurs propres de Floquet se décomposent en série de Fourier :
|λE(t)〉 =
∞∑
n=−∞
|un〉einω0t, (3.13)
où chaque |un〉 est un vecteur de l’espace de Hilbert usuel. Le théorème de Floquet [éq. (3.2)] a
pour conséquence que si |λEi〉 est un vecteur propre de Floquet avec la valeur propre Ei, alors
eikω0t|λEi〉 est aussi un vecteur propre associé à la valeur propre Ei,k = Ei + k~ω0. En utilisant
le développement de Fourier ci-dessus pour ces deux vecteurs, les composantes un de |λEi〉 et
les composantes kun déﬁnies par eikω0t|λEi〉 =
∑
n |kun〉einω0t seront identiques et simplement
décalées selon la relation :
kun = un−k. (3.14)
La périodicité des valeurs propres de Floquet autorise un regroupement des valeurs propres en
“blocs”. Les valeurs propres situées dans l’intervalle [0, ~ω0[ appelée première zone de Brillouin
constituent le premier bloc, puis celle dans l’intervalle [~ω0, 2~ω0[ un deuxième bloc, etc. Ce
regroupement n’est pas le seul choix possible. Soit un hamiltonien dépendant d’un paramètre β
et du temps de la façon suivante :
Hβ(t) = H0 + βV (t), (3.15)
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avec Hβφβ = ǫj(β)φβ . Lorsque β = 0, les valeurs propres de HF = H0− i~∂/∂t sont simplement
Ej,n(0) = ǫj(0) + n~ω0. (3.16)
Si les valeurs propres de Floquet E sont des fonctions continues de β, reliées continuement à
Ej,n(β = 0) ci-dessus, alors n peut aussi être considéré comme le numéro du bloc Floquet de E.
3.1.3 Formalisme de Moore-Stedman
De façon équivalente au formalisme des quasi-énergies, le formalisme de Moore-Stedman [128]
considère l’opérateur d’évolution unitaire U(t) = U(t, 0) qui vériﬁe l’équation
i~
∂
∂t
U(t) = H(t)U(t) (3.17)
avec H hermitien et H(t + T ) = H(t). Ce formalisme permet de faire apparaître clairement les
phases dynamique et géométrique associées à l’évolution d’un état initial cyclique. Le théorème
de Floquet s’exprime en disant que l’opérateur d’évolution s’écrit sous la forme
U(t) = Z(t)eiMt. (3.18)
Z(t) est un opérateur périodique et unitaire sur l’espace de Hilbert H, avec
Z(t+ T ) = Z(t), (3.19)
Z(0) =  H. (3.20)
M est un opérateur auto-adjoint indépendant du temps. Les couples d’éléments propres
{χj , |Xj〉}, j = 1, . . . , NH pour M sont déﬁnis par
M |Xj〉 = −χj~ |Xj〉 (3.21)
où les {|Xj〉} sont normalisés à l’unité et le spectre est supposé purement ponctuel. L’ensemble
des |Xj〉 est alors utilisé comme base. Le lien avec les formules du paragraphe 3.1.2 se fait natu-
rellement en remarquant que Z(t)|Xj〉 est vecteur propre de HF . En eﬀet d’après les éq. (3.17)
et (3.18), (
H − i~ ∂
∂t
)
Z(t)e−i
χjt
~ |Xj〉 = 0
HZ(t)e−i
χjt
~ |Xj〉 − i~∂Z(t)
∂t
e−i
χjt
~ |Xj〉 − χjZ(t)e−i
χjt
~ |Xj〉 = 0
HFZ(t)|Xj〉 = χjZ(t)|Xj〉. (3.22)
Ainsi, chaque couple d’éléments propres (χj , |Xj〉) correspond à un autre couple dans le forma-
lisme des quasi-énergies (Ei, |λEi〉) :
∀i ∈ !, ∃j ∈ {1, . . . , NH}, ∃n ∈ !, tels que
Ei = χj + n~ω0 et |λEi〉 = einω0tZ(t)|Xj〉. (3.23)
Considérons la fonction d’onde déﬁnie par |ψ(t)〉 = U(t)|Xj〉. Celle-ci est cyclique puisque Z est
périodique :
|ψ(T )〉 = Z(T )eiMT |Xj〉
= e−iχjT/~|Xj〉. (3.24)
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En projetant l’éq. (3.22) sur l’adjoint 〈Xj |Z†(t) et en intégrant sur t, nous avons
χj = χj
1
T
∫ T
0
1dt
= χj
1
T
∫ T
0
〈Xj |Z†(t)Z(t)|Xj〉dt
=
1
T
∫ T
0
〈Xj |Z†(t)χjZ(t)|Xj〉dt
=
1
T
∫ T
0
〈Xj |Z†(t)H(t)Z(t)|Xj〉dt− i~
T
∫ T
0
〈Xj |Z†(t)∂Z(t)
∂t
|Xj〉dt. (3.25)
L’éq. (3.24) donne donc
ψ(T ) = exp
(
− i
~
∫ T
0
〈Xj |Z†(t)H(t)Z(t)|Xj〉dt
)
exp
(
−
∫ T
0
〈Xj |Z†(t)∂Z(t)
∂t
|Xj〉dt
)
|Xj〉.
(3.26)
La première exponentielle est un facteur de phase dynamique et la seconde est une phase géo-
métrique non-adiabatique (phase de Aharonov-Anandan [6, 138]).
3.1.4 Application à une interaction molécule-champ et lien avec le formalisme
de Fock
Dans le cas général d’un hamiltonien de la forme H0 + V (x, t) où V (x, t) est T−périodique
(T = 2π/ω0), le formalisme de Floquet fait apparaître un modèle de molécule habillée par le
champ. En eﬀet en développant le potentiel sous la forme
V (x, t) =
∞∑
n=−∞
Vn(x)e
inω0t (3.27)
et en utilisant le même type de développement pour le vecteur propre [éq. (3.13)] alors l’équation
aux valeurs propres de Floquet (3.3) donne
[H0 + V0(x)] |un〉+
∑
n′ 6=n
Vn−n′(x)|un′〉 = (E − n~ω0)|un〉. (3.28)
La variable temps disparaît pour laisser sa place à un système d’équations couplées indépendantes
du temps. Comme nous l’avons vu dans le chapitre 1, une molécule illuminée par un champ laser
d’amplitude constante est modélisée dans l’approximation dipolaire par un hamiltonien semi-
classique du type :
H(x, t) = H0(x)− µ(x)E0 cos(θ + ωt) (3.29)
où H0 est le hamiltonien de la molécule libre, µ le moment dipolaire de transition de la molécule,
E0 l’amplitude du champ laser, ω la pulsation (constante, positive) du laser et θ la phase à
l’origine. 3 Le hamiltonien de Floquet est
HF (x, t) = H0(x)− µ(x)E0 cos(θ + ωt)− i~ ∂
∂t
. (3.30)
3. Les équations sont ici écrites à une dimension pour un champ polarisé linéairement. En trois dimensions le
terme de couplage s’écrit −~µ(~r). ~E.
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On peut remarquer en passant qu’une autre notation équivalente est possible avec le changement
de variable Θ(t) = θ + ωt, ce qui donne
HF (x,Θ) = H0(x)− µ(x)E0 cos(Θ)− i~ω ∂
∂Θ
. (3.31)
Cette notation est préférée dans de nombreuses références et peut se révéler plus pratique. Dans
le cas d’une phase à l’origine nulle, la série de Fourier du terme de couplage se réduit à
V (x, t) = −1
2
µ(x)E0(e
iωt + e−iωt).
Dans un tel cas la fréquence de Fourier fondamentale est déﬁnie comme ω0 = ω. Alors le système
d’équations (3.28) se simpliﬁe en
(H0 + n~ω)|un〉 − 1
2
µ(x)E0(|un+1〉+ |un−1〉) = E|un〉. (3.32)
Cet hamiltonien décrit une molécule habillée par le champ et |un〉 peut être vu comme un
état habillé de n photons. Les états habillés sont couplés entre eux par un terme d’interaction
d’amplitude −12µ(x)E0 permettant l’échange de +1 ou −1 photons.
Plus précisément, un lien clair peut être établi entre la théorie de Floquet et la théorie
quantique de l’interaction matière-rayonnement en champ monochromatique intense [27, 65, 64].
Supposons que la molécule se trouve dans une cavité optique de volume v contenant un nombre
moyen de photons n. Soit |n〉 = exp (i(n− n)θ) et déﬁnissons l’espace de Fock Fn engendré
par l’ensemble des {|n〉} pour n ∈ [0,∞[. Lorsque n → ∞, Fn s’identiﬁe à L. Des opérateurs
annihilation et création sont respectivement déﬁnis par :
an = e
−iθ
√
n− i ∂
∂θ
Pn (3.33)
a†n =
√
n− i ∂
∂θ
eiθPn (3.34)
où Pn =
∑∞
n=−n |n〉〈n| est le projecteur sur Fn. L’espace Fn est identiﬁé à l’espace de Fock des
photons présents dans la cavité optique et les opérateurs an et a
†
n sont identiﬁés aux opérateurs
annihilation/création de photons dans la cavité. Le hamiltonien quantique décrivant la molécule
dans la cavité est
H0 + ~ωa
†
nan + µ
√
~ω
2ǫ0v
(
a†n + an
)
(3.35)
où ǫ0 est la permittivité diélectrique du vide. Les limites suivantes :
lim
n→∞
(
~ωa†nan − n~ω
)
= −i~ω ∂
∂θ
(3.36)
lim
n,v→∞
n/v=ρ
√
~ω
2ǫ0v
(
a†n + an
)
=
√
2~ωρ
ǫ0
cos θ (3.37)
et la relation E0 =
√
2~ωρ
ǫ0
sont alors invoquées pour passer du hamiltonien quantique au hamil-
tonien semi-classique de Floquet (à une constante additive ~ωn près) :
H0 + ~ω
(
a†nan − n
)
+ µ
√
~ω
2ǫ0v
(
a†n + an
)
−−−−−→
n,v→∞
n/v=ρ
H0 − i~ω ∂
∂θ
+ µE0 cos(θ) (3.38)
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Le formalisme de Floquet peut donc être considéré comme décrivant l’interaction matière -
rayonnement en champ intense (n→∞) et hors cavité (v →∞).
Enﬁn les systèmes présentant des résonances photo-induites sont eux aussi décrits avec succès
par le formalisme de Floquet. La quasi-énergie complexe associée à l’état de résonance photo-
induit s’écrira
E = Er − iΓ
2
, Er ∈  , Γ ∈  (3.39)
où Γ est le taux de décroissance photo-induite des états d’énergie Er. Cette modélisation de
la photodissociation ou de la photoionisation n’est possible qu’en utilisant conjointement au
formalisme de Floquet une technique rendant le hamiltonien non-hermitien et permettant de
révéler les résonances en tant qu’états propres, par exemple le modèle du potentiel optique ou la
théorie de la rotation complexe (cf. chapitre 4 sur les CAP et références associées).
3.1.5 Cas des basses fréquences
Dans le cas où la fréquence du champ n’est pas grande par rapport à l’inverse des temps
caractéristiques de la dynamique du paquet d’ondes (cas des champs infrarouges qui oscillent
selon une échelle de temps comparable à l’échelle de temps du mouvement des noyaux de H+2
par exemple), le formalisme de Floquet reste applicable mais devient moins eﬃcace et l’on peut
alors utiliser l’image quasi-statique [99, 36]. La base adiabatique des fonctions propres de H(t)
devient la plus appropriée : on utilise une représentation locale en temps et on a le temps de suivre
le champ, en déformant progressivement les surfaces de potentiel eﬀectives et en diagonalisant le
hamiltonien instantané.
Le champ basse fréquence est traduit par une déformation instantanée des surfaces de poten-
tiel ressenties par les noyaux. Les courbes respirent en passant par des extrema à chaque période
du champ. Ainsi, selon la synchronisation entre la propagation du paquet d’ondes et la respira-
tion des courbes adiabatiques, la dissociation sera favorisée (BL, barrier lowering, abaissement de
la barrière de dissociation) ou au contraire empêchée (DDQ, dynamical dissociation quenching,
arrêt dynamique de la dissociation).
3.2 Généralisations de la théorie de Floquet
3.2.1 Formalisme (t,t’)
L’extension à l’espace de Hilbert étendu peut paraître plus claire en introduisant une nouvelle
variable temporelle distincte du temps réel t, c’est l’idée principale de la méthode (t, t′) de Peskin
et Moiseyev [145, 142]. La solution ψ(x, t) de l’équation de Schrödinger (3.1) peut s’exprimer
comme un cas particulier d’une solution plus générale
ψ(x, t) =
[
Ψ(x, t′, t)
]
t′=t
(3.40)
où Ψ(x, t′, t) est solution de l’équation de Schrödinger dépendante du temps pour le hamiltonien
HF (x, t
′) indépendant du temps t :
i~
∂
∂t
Ψ(x, t′, t) =
[
H(x, t′)− i~ ∂
∂t′
]
Ψ(x, t′, t), (3.41)
(le même hamiltonien de Floquet que précédemment mais évalué au temps t′, coordonnée addi-
tionnelle de temps). Cette solution s’exprime comme
Ψ(x, t′, t) = e−iHF (x,t
′)t/~Ψ(x, t′, t = 0). (3.42)
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L’équation (3.41) donne
i~
(
∂
∂t
+
∂
∂t′
)
Ψ(x, t′, t) = H(x, t′)Ψ(x, t′, t). (3.43)
Tout en gardant à l’esprit que dans le présent problème il y a d’autres variables que t et t′,
considérons un moment deux fonctions t→ F (t) et (t, t′)→ G(t, t′) telles que
[G(t, t′)]t′=t = F (t), (3.44)
alors
dF (t)
dt
=
[
∂G(t, t′)
∂t
+
∂G(t, t′)
∂t′
]
t′=t
. (3.45)
Il est possible d’appliquer cette propriété dans notre cas si l’on se restreint au domaine t′ = t, ce
qui nous fait donc bien revenir de l’éq. (3.43) à l’équation
i~
∂
∂t
ψ(x, t) = H(x, t)ψ(x, t). (3.46)
Il est possible d’ajouter d’autres variables auxiliaires en posant la condition
[G(t, t′, t′′, ...)]t′=t′′=...=t = F (t). (3.47)
Plusieurs “temps” peuvent alors cohabiter dans les équations, chacun étant à la ﬁn projeté sur le
temps physique.
3.2.2 Théorie de Floquet avec plusieurs fréquences
Dans le même esprit, le formalisme de Floquet se généralise au cas quasi-périodique pour
lequel deux ou plusieurs fonctions du temps périodiques de périodes diﬀérentes et incommensu-
rables sont présentes dans le hamiltonien [70], avec d’intéressantes applications au chaos quan-
tique [75]. Cela revient à vectoriser la donnée des pulsations ~ω → (ω1, ω2, ...) et des phases à
l’origine ~θ → (θ1, θ2, ...). Prenons le cas d’un modèle dipolaire en présence d’un certain nombre
L de lasers à des fréquences diﬀérentes, il faudra travailler avec le hamiltonien de Floquet à
plusieurs temps
HF = H0(x) +
L∑
j=1
(
−i~ωj ∂
∂θj
− µ(x)E0j cos θj
)
, (3.48)
cet opérateur agissant dans un espace étendu
K = H⊗Lj=1 Lj (3.49)
où la partie temporelle de l’espace est la puissance L de l’espace des fonctions périodiques de
carré sommable. La plupart des équations relatives aux états de Floquet restent valables au prix
d’un eﬀort de généralisation de leur écriture [65]. À titre d’exemple, le produit scalaire entre
deux vecteurs de K, ξ1 et ξ2, prend la forme suivante :
〈〈ξ1|ξ2〉〉 =
∫ 2π
0
dθ1 . . .
∫ 2π
0
dθL〈ξ1|ξ2〉. (3.50)
Le traitement par transformation de Fourier doit faire appel à un algorithme multidimensionnel.
Le regroupement des valeurs propres en zones grâce à leur structure E
i,~k
= Ei + ~~k.~ω reste
possible. Les vecteurs propres de HF peuvent toujours servir de base à un développement de la
fonction d’onde.
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3.2.3 Théorie adiabatique de Floquet
Le formalisme de Floquet s’applique rigoureusement lorsque le hamiltonien est périodique ou
quasi-périodique comme évoqué dans les paragraphes qui précèdent. Considérons maintenant un
champ monochromatique dont l’amplitude E0 ou la pulsation ω peuvent être modulées lentement
par rapport aux variations sinusoïdales de la porteuse, c’est-à-dire que l’on travaille avec des
fonctions du temps E0(t), ω(t). Le hamiltonien d’un tel système prend la forme :
H(t) = H0 − µE0(t) cos(θ + ω(t)t) (3.51)
Le formalisme de Floquet reste applicable à condition d’imaginer une succession d’intervalles de
temps dont la durée ∆T est assez grande pour englober plusieurs oscillations de la porteuse et
faire apparaître une périodicité, ∆T > 2πN/ω(t) mais en même temps assez courte pour que
la fréquence et l’amplitude du champ puissent être considérées comme des constantes sur cet
durée, ω(t−∆T/2) ≃ ω(t+∆T/2), E0(t−∆T/2) ≃ E0(t+∆T/2). Ce découpage en tranches
de durée intermédiaire est une image permettant d’illustrer l’idée principale : à chaque tranche
de largeur temporelle ∆T correspond une base de Floquet légèrement déformée par rapport à la
base de Floquet associée à la tranche précédente. Si l’un des états de Floquet est majoritairement
peuplé initialement, il le reste au cours de la dynamique et se trouve graduellement modiﬁé. Ceci
constitue une extension du théorème adiabatique usuel au cas des vecteurs propres de Floquet.
Formellement, on déﬁnit une fréquence eﬀective telle que dΘ = ωeff(t)dt (avec Θ(t) = θ +
ω(t)t), soit
ωeff = ω˙t+ ω. (3.52)
Celle-ci est utilisée pour écrire le hamiltonien de Floquet :
HF (t, θ) = H0 − µE0(t) cos(θ)− i~ωeff(t) ∂
∂θ
. (3.53)
On montre alors [64] que si Ψ(t) est solution de l’équation de Schrödinger dans l’espace étendu
avec le hamiltonien de Floquet de l’éq. (3.53) ci-dessus, c’est-à-dire
i~
∂Ψ
∂t
= HF (t, θ)Ψ, Ψ ∈ K (3.54)
alors la fonction ψ(t, θ) déﬁnie par
ψ(t, θ) = Ψ(t,Θ = θ + ω(t)t) (3.55)
est solution de l’équation de Schrödinger dans l’espace de Hilbert original avec le hamiltonien de
l’éq. (3.51), c’est-à-dire
i~
∂ψ
∂t
= Hψ, ψ ∈ H. (3.56)
Ainsi la dépendance temporelle rapide est dissociée de la dépendance lente des modulations
d’amplitude et de fréquence. Cette écriture à deux temps (t, θ) est équivalente à l’écriture (t, t′)
du paragraphe 3.2.1 tout en évitant le risque de confusion entre le temps lent et le temps rapide.
De plus, si Ψ(t, θ) ∈ H⊗L est solution de l’éq. (3.54) avec pour condition initiale (relativement
au temps « lent ») un état propre de Floquet pour les paramètres ~R(t = 0) = (E0(0), ω(0)), il est
possible dans le cas de variations lentes des paramètres ~R(t) = (E0(t), ω(t)) d’écrire un théorème
adiabatique de la même forme que le théorème adiabatique usuel dans l’espace de Hilbert. Si
Ψ(t = 0, θ) = |λ~R(t=0)E (θ)〉, avec |λ
~R(t)
E 〉 l’un des vecteurs propres de Floquet instantanés associé
aux paramètres ~R(t) :
H
~R(t)
F |λ
~R(t)
E 〉 = E
~R(t) |λ~R(t)E 〉, (3.57)
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et si la valeur propre de Floquet E ~R(t) est une fonction continue du temps qui reste éloignée du
reste du spectre, alors
Ψ(t, θ) ≃ exp
(
− i
~
∫ t
0
E
~R(t′)dt′ −
∫ t
0
〈〈λ~R(t′)E |
∂
∂t′
|λ~R(t′)E 〉〉dt′
)
|λ~R(t)E 〉. (3.58)
Comme dans le cas du théorème adiabatique usuel, cette formule fait apparaître un facteur de
phase dynamique e−
i
~
∫ t
0
E
~R(t′)dt′ et un facteur de phase géométrique e−
∫ t
0 〈〈λ
~R(t′)
E | ∂∂t′ |λ
~R(t′)
E 〉〉dt′ . La
réf. [64] et les réfs. s’y trouvant présentent la théorie adiabatique de Floquet en détail et décrivent
son application au contrôle quantique sous champ laser intense. Les paramètres (E0, ω) du champ
deviennent des paramètres de contrôle dans le but de parvenir à les moduler pour faire passer
la molécule d’un état quantique initial à un état cible (par exemple pour contrôler l’inversion de
population entre deux états caractéristiques).
3.2.4 Théorie de Floquet généralisée
Soit H(t) un hamiltonien non périodique déﬁni sur un intervalle de durée ﬁnie [0, T0] avec
H(0) = H(T0). Cela peut correspondre au cas d’une molécule illuminée par une impulsion laser.
En répétant périodiquement H(t), on obtient un nouvel opérateur hamiltonien périodique :
H	(t) = H(t− nT0) (3.59)
où n est le quotient de la division euclidienne t/T0. Une interaction non-périodique quelconque
est donc périodisée selon ce schéma et cela permet l’application de la théorie de Floquet avec le
hamiltonien périodique H	(t). Seulement, la période fondamentale T0 ne correspond plus à la
période optique du champ mais à la durée totale d’interaction. C’est cette approche que nous
utilisons pour construire la méthode CATM. Une limitation importante apparaît naturellement :
a priori la solution ψ(t) de l’équation de Schrödinger recherchée n’a aucune raison d’être T0-
périodique comme le sont les vecteur propres du hamiltonien de Floquet H	(t) − i~∂/∂t. Or
le développement (3.4), uniquement fondé sur des fonctions T0−périodiques, ne peut pas re-
produire convenablement une fonction d’onde non T0−périodique. La seule façon d’obtenir une
solution telle que ψ(T0) 6= ψ(0) est d’agrandir l’intervalle de temps considéré avant d’eﬀectuer la
“périodisation”, c’est-à-dire que l’on considère un intervalle [0, T ] avec T > T0, on déﬁnit
H ′(t) = H(t) pour t ∈ [0, T0], (3.60)
H ′(t) = à déterminer pour t ∈ [T0, T ], avec pour condition H ′(T ) = H(0) (3.61)
et c’est cet intervalle [0, T ] que l’on recopie dans le passé et dans le futur,
H ′	(t) = H ′(t− nT ) (3.62)
où n est le quotient de la division euclidienne t/T . Ainsi il devient possible de développer une
solution ψ telle que ψ(0) 6= ψ(T0) sur une base de fonctions propres de Floquet T−périodiques.
L’écriture de ce développement et quelques étapes de simpliﬁcation préliminaires à CATM font
l’objet du paragraphe suivant. La détermination de ce qui peut être introduit sur l’intervalle
additionnel [T0, T ] viendra ensuite. Juste avant cela, la ﬁg. 3.1 résume les diﬀérents cas de ﬁgure
évoqués jusqu’à présent.
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Figure 3.1 – Diﬀérents cas de ﬁgures pour la dépendance temporelle du hamiltonien. (a) champ
continu périodique d’amplitude et fréquence ﬁxées : le formalisme de Floquet du paragraphe
3.1 s’applique ; (b) champ quasi-périodique, somme de fonctions périodiques avec des fréquences
incommensurables : le formalisme à plusieurs temps des paragraphes 3.2.1 et 3.2.2 doit être
utilisé ; (c) champ dont l’amplitude et la fréquence varient lentement par rapport à la porteuse :
la théorie adiabatique de Floquet à laquelle fait allusion le paragraphe 3.2.3 est appropriée ; (d)
champ de forme quelconque et de durée ﬁnie : il est périodisé comme l’explique le paragraphe
3.2.4 pour obtenir une fonction périodique (d’).
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3.3 Développement de la fonction d’onde sur la base des états
propres de Floquet
Dans ce paragraphe nous donnons quelques détails de calcul à propos de la simpliﬁcation du
développement de la fonction d’onde sur la base des états propres de Floquet. Celui-ci sert de
base à la méthode CATM. Nous établissons tout d’abord une correspondance adiabatique d’état
à état entre les vecteurs propres |φj〉⊗ |einω0t〉 de H0− i~∂/∂t [éq. (3.11)] et les vecteurs propres
de H(t)−i~∂/∂t aﬁn de repérer ces derniers par un double indice {j, n}, le premier se rapportant
à l’espace H et le deuxième se rapportant à l’espace L, soit HF |λj,n〉 = Ej,n|λj,n〉. En utilisant
les notations du paragraphe 3.1.2, |j, n〉 = |j〉 ⊗ |n〉 (|j〉 = φj et 〈t|n〉 = einω0t), et en supposant
un état initial |φj〉 plongé dans l’espace étendu |j, 0〉 = |φj〉 ⊗ |n = 0〉, le développement de la
fonction d’onde de l’éq. (3.4) s’écrit
|ψ(t)〉 =
∑
j
N−1∑
m=0
e−iEj,mt/~|λj,m(t)〉〈〈λj,m|i, n = 0〉〉, (3.63)
où N est le nombre de blocs Floquet considérés, supposé grand. En utilisant les propriétés du
paragraphe 3.1.2, { 〈〈λj,m|i, n〉〉 = 〈〈λj,0|i, n −m〉〉
Ej,n = Ej,0 + n~ω0
(3.64)
on obtient
|ψ(t)〉 =
∑
j
e−iEj,0t/~
N−1∑
m=0
e−im2πt/T |λjm(t)〉〈〈λj0|i,−m〉〉.
or nous avons :
e−im2πt/T |λjm(t)〉 = e−im2πt/T 〈t|λjm〉
=
N−1∑
l=0
e−im2πt/T 〈t|l〉〈l|λjm〉
=
N−1∑
l=0
e−im2πt/T eil2πt/T 〈l −m|λj0〉.
En posant k = l −m,
e−im2πt/T |λjm(t)〉 =
l−m∑
k=−m
eik2πt/T 〈k|λj0〉. (3.65)
Donc
|ψ(t)〉 =
∑
j
e−iEj0t/~
N−1∑
m=0
〈〈λj0|i,−m〉〉
N−1−m∑
k=−m
eik2πt/T 〈k|λj0〉. (3.66)
Dans le cadre de la base DVR que nous allons utiliser (cf. appendice B), la dernière somme dans
l’équation ci-dessus ne dépend pas de m. En eﬀet, si l’on ne considère que les instants discrets
correspondant aux points de collocation tl = (l− 1)T/N, l ∈ [1, N ], alors eiN2πtl/T = ei2π(l−1) =
1. 4 Donc si l’on translate l’indice de la somme de +N pour retrouver une somme sur des indices
4. On peut dépasser cette limitation numérique à des points de collocation discrets faisant tendre N vers
l’infini.
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parcourant [0, N − 1], on obtient
N−1−m∑
k=−m
ei2πktl/T 〈k|λj0〉 =
N−1∑
k=0
ei2πktl/T 〈k|λj0〉 = |λj0(tl)〉. (3.67)
La seconde somme de l’éq. (3.66) se simpliﬁe de la façon suivante :
N−1∑
m=0
〈〈λj0|i,−m〉〉 = 〈
(
N−1∑
m=0
〈λj0|−m〉
)
|i〉
= 〈
(
N−1∑
m=0
〈λj0|−m〉〈−m|t = 0〉
)
|i〉
puisque 〈−m|t = 0〉 = 1, et comme
N−1∑
m=0
〈λj0|−m〉〈−m|t = 0〉 = 〈λj0|t = 0〉 (3.68)
on obtient
N−1∑
m=0
〈〈λj0|i,−m〉〉 = 〈λj0(t = 0)|i〉 (3.69)
Le développement (3.63) ne fait donc intervenir plus qu’une seule zone de Brillouin :
|ψ(t)〉 =
∑
j
e
−iEλj,0 t/~|λj,0(t)〉〈λj,0(t = 0)|i〉. (3.70)
Ce développement de la fonction d’onde sur les vecteurs propres de Floquet sert de point de
départ au raisonnement qui fonde la méthode CATM.
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Chapitre 4
Potentiels absorbants complexes (CAP)
indépendants du temps
4.1 Principe général
Dans le cadre de nos travaux, nous sommes amenés à rechercher une solution pour contraindre
les conditions aux frontières de vecteurs propres et de paquets d’ondes. Selon les cas, il pourra
s’agir des vecteurs propres d’un hamiltonien H0 ou de fonctions d’onde de l’espace de Hilbert
H, ou de vecteurs propres d’un hamiltonien de Floquet HF de l’espace de Hilbert étendu K. Le
problème de la maîtrise des conditions aux frontières dans la simulation numérique est en fait
relativement général, puisqu’il faut dans de très nombreux problèmes restreindre la description
numérique d’un domaine inﬁni à un sous-domaine de dimension ﬁnie adapté à la résolution nu-
mérique (boîte de simulation). En eﬀet, dans des cas de ﬁgures très variés de la physique, de la
chimie ou des sciences de l’ingénieur, la frontière du domaine ﬁni considéré pour la simulation
doit être masquée par l’intermédiaire d’un absorbeur, aﬁn d’imiter le plus correctement possible
un domaine inﬁni qui, dans l’idéal, serait nécessaire à une description complète du phénomène.
Car sans absorbeur, et selon le type de conditions au frontières, les ondes parvenant au bord
de la grille de simulation sont soit réﬂéchies (dans le cas de conditions aux bords équivalentes
à un mur de potentiel inﬁni) soit réintroduites sur le bord opposé (dans le cas de conditions
aux frontières périodiques) et reviennent interférer avec la partie de l’onde encore présente sur le
domaine principal, perturbant les résultats de la simulation. Or un agrandissement de la boîte
de simulation, qui permettrait de retarder ces interférences parasites, n’est envisageable qu’au
prix d’une augmentation signiﬁcative des capacités de calcul. Diﬀérents procédés d’absorption
ont donc été appliqués aussi bien pour simuler des ondes sismiques [34], des ondes électroma-
gnétiques [25] que des problèmes de mécanique des ﬂuides [176], etc. Dans le domaine de la
physique atomique et moléculaire, certains travaux de dynamique utilisent un absorbeur sim-
plement constitué d’une fonction décroissante rapidement vers zéro qui multipliera les éléments
de solution sortants qui ne doivent pas se reﬂéter sur la frontière, cf. ﬁg. 4.1 [89, 91, 170, 171].
Mais l’option la plus fréquemment utilisée et déjà très étudiée consiste à positionner sur les
bords de la grille des potentiels complexes artiﬁciels, de partie imaginaire non nulle. Dans le cas
stationnaire, ces potentiels artiﬁciels permettent de maîtriser des conditions aux frontières diﬃ-
ciles, par exemple des conditions d’ondes sortantes dans le cas d’un calcul d’état de résonance,
et dans un problème dynamique il seront chargés d’absorber les composantes sortantes du ﬂux
quantique (cf. exemple de la ﬁg. 4.2 extraite d’un article de Kosloﬀ [90]). Cela rentre dans le
cadre du modèle du potentiel optique initialement développé pour la physique nucléaire [51], le
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nom provenant de l’analogie entre les ondes quantiques absorbées et le comportement des ondes
électromagnétiques dans un milieu d’indice optique de réfraction complexe. Les publications sur
les potentiels absorbants complexes (CAP) sont nombreuses et ont fait l’objet d’un article de
revue en 2004 par Muga et al [131]. Nous nous contenterons ici d’une présentation de quelques
éléments en rapport avec les problématiques abordées dans notre équipe.
Figure 4.1 – Fonction masque multipliant la fonction d’onde utilisée dans [170] pour des calculs
de collisions à 1 ou 2 électrons actifs. f(x) = 1 si |x| < l, f(x) = cos
(
π
2
(x−l)
(L−l)
)
si |x| ≥ l.
Le principe de base peut être décrit comme suit. La dynamique globale est normalement
décrite par un hamiltonien hermitien Hglob qui tiendrait compte de l’ensemble du système, ce
qui dans le cas présent correspond à travailler dans un espace de diﬀusion inﬁni. Se limiter
à un espace de diﬀusion ﬁni revient à travailler dans un sous-espace de projecteur P , ce qui
est possible à condition de tenir compte d’une interaction eﬀective entre ce sous-espace et le
sous-espace complémentaire de projecteur Q = 1− P . L’équation stationnaire
HglobΦ = EΦ (4.1)
devient dans le sous-espace
HPΦ = EPΦ, (4.2)
avec
H = PHglobP + PHglobQ
1
E −QHglobQQHglobP. (4.3)
L’équation régissant la projection φ = PΦ de la fonction d’onde stationnaire ainsi écrite est
exacte, et met en jeu deux termes dans le hamiltonien eﬀectif. Le premier est simplement la
projection PHglobP , le deuxième est un potentiel eﬀectif en général non-hermitien, non-local
et qui dépend de E. Il n’est donc pas facile à déterminer et la plupart du temps, nous nous
contenterons de le remplacer par un opérateur choisi en fonction du problème, indépendant
de E et optimisé en fonction de la gamme d’énergie considérée, éventuellement ajusté pour
correspondre aux résultats expérimentaux.
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Figure 4.2 – Solution en 2 dimensions à l’équation de Schrödinger pour une réaction collinéaire
H +H2 avec frontières absorbantes et schéma de Chebychev (a-f). La boîte de simulation imite
un espace de diﬀusion inﬁni. Comparaison avec un résultat obtenu sans frontières absorbantes
(g), manifestant des réﬂexions et interférences parasites. Figure extraite de [90].
4.2 Exemples analytiques basiques de potentiels complexes
Pour appréhender très simplement cette notion de potentiel complexe, regardons quelques
systèmes quantiques basiques, tels que des puits quantiques auxquels on ajoute un terme potentiel
imaginaire.
4.2.1 Puits quantique simple décalé dans le plan complexe
Recherchons par exemple les états stationnaires du puits de potentiel déﬁni par
V (x) = ∞ pour x ≥ a et x ≤ 0 (4.4)
V (x) = −iV0 (V0 > 0) pour 0 < x < a. (4.5)
Nous avons à résoudre [
− ~
2
2m
∂2
∂x2
− iV0
]
φ(x) = Eφ(x) (4.6)
avec E ∈  . Le potentiel inﬁni hors du puits implique φ(0) = φ(a) = 0. Si l’on pose
q =
√−2m(E + iV0)
~
(4.7)
(en choisissant le feuillet de Riemann tel que
√
z2 = z), la solution générale de l’équation (4.6)
s’écrit
φ(x) = C1e
qx + C2e
−qx, C1, C2 ∈  . (4.8)
Les conditions aux frontières indiquent que C1 = −C2, donc φ(x) = C1(eqx − e−qx), et en
conséquence eqa = e−qa. Autrement dit, en séparant parties réelles et parties imaginaires q =
qR + iqI
e2q
Ra(cos(qIa) + i sin(qIa)) = cos(qIa)− i sin(qIa). (4.9)
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L’égalité entre parties réelles n’est possible que si qRa = 0, donc l’argument de la racine carrée
dans la déﬁnition de q est un réel négatif, soit Im(E) = −iV0 et Re(E) > 0. L’égalité entre
parties imaginaires indique alors que sin(qIa) = 0, donc qI = nπ/a (n ∈  ). En conclusion le
spectre est constitué de la suite de valeurs propres discrètes de partie imaginaire négative
En =
n2π2~2
2ma2
− iV0, (4.10)
tandis que les fonctions propres associées sont les mêmes que dans le cas du puits simple en
l’absence de V0, c’est-à-dire
φn(x) = 2iC1 sin
(nπx
a
)
(4.11)
où C1 est une constante de normalisation, à déterminer. En raison de la non-hermiticité de H,
la normalisation doit être faite au sens des bases biorthogonales, ce qui nécessite d’écrire les
vecteurs propres de H†, [
− ~
2
2m
∂2
∂x2
+ iV0
]
φ∗(x) = E∗φ∗(x) (4.12)
(l’étoile indique que les vecteurs propres sont ceux de H†, la barre indique la conjugaison com-
plexe). Les valeurs propres sont ici simplement les complexes conjugués, E∗ = E, et les fonctions
propres sont φ∗n(x) = 2iC3 sin
(
nπx
a
)
C3 ∈  . La normalisation est donnée par∫ a
0
φ∗n(x)φn′(x)dx = δnn′ . (4.13)
Ainsi, on ne sait pas de quelle façon la norme se “répartit” entre φn et φ∗n. Quelle que soit la
normalisation, nous pouvons remarquer que la fonction d’onde d’un tel système, de la forme
Ψ(x, t) =
∑
n
λnφn(x)e
−iEnt/~ =
(∑
n
λnφn(x)e
−in2π2~
2ma2
t
)
× e−V0t/~, (4.14)
décroît en norme au cours du temps à travers une fonction exponentielle. Dans le cadre d’un
modèle de potentiel optique, le hamiltonien considéré correspond à la restriction à un certain
sous-espace, et la perte de norme relate un déplacement de la fonction d’onde hors du sous-espace
considéré.
4.2.2 Puits partiellement décalé dans le plan complexe
Comme second exemple, considérons maintenant le potentiel déﬁni par
V (x) = +∞ pour x ≥ a et x ≤ −a, (4.15)
V (x) = 0 pour − a < x < 0 (domaine A) , (4.16)
V (x) = −iV0 (V0 > 0) pour 0 < x < a (domaine B) . (4.17)
Nous cherchons les solutions propres d’énergie complexe E de l’équation[
− ~22m ∂
2
∂x2 + V (x)
]
φ(x) = Eφ(x). Posons
qA =
√−2mE
~
, (4.18)
qB =
√−2m(E + iV0)
~
. (4.19)
4.3. CONSTRUCTION ET OPTIMISATION 59
La solution générale est la réunion des solutions dans les deux domaines :
φA = C1e
qAx + C2e
−qAx, C1, C2 ∈  (domaine A) , (4.20)
φB = C3e
qBx + C4e
−qBx, C3, C4 ∈  (domaine B) . (4.21)
Les conditions d’annulation de φ en ±a et les conditions de continuité de la fonction d’onde et
de sa dérivée en 0 donnent le système suivant :
C1 + C2 − C3 − C4 = 0
qAC1 − qAC2 − qBC3 + qBC4 = 0
eqAaC1 + e
qAaC2 = 0
eqBaC3 + e
−qBaC4 = 0.
(4.22)
Ce système possède une solution non nulle seulement si le déterminant suivant est nul :∣∣∣∣∣∣∣∣
1 1 −1 −1
qA −qA −qB qB
e−qAa eqAa 0 0
0 0 eqBa e−qBa
∣∣∣∣∣∣∣∣ = 0, (4.23)
ou encore
qA(e
qAa + e−qAa)(eqBa − e−qBa) + qB(eqBa + e−qBa)(eqAa − e−qAa) = 0. (4.24)
Ceci constitue une condition de quantiﬁcation pour l’énergie complexe E, solution de
√−2mE
~
(e
√−2mEa/~ + e−
√−2mEa/~)(e
√
−2m(E+iV0)a/~ − e−
√
−2m(E+iV0)a/~) (4.25)
+
√−2m(E + iV0)
~
(e
√
−2m(E+iV0)a/~ + e−
√
−2m(E+iV0)a/~)(e
√−2mEa/~ − e−
√−2mEa/~) = 0,
mais celle-ci est relativement compliquée en raison des nombreuses racines carrées complexes. Il
n’est donc pas aisé de poursuivre plus en avant le calcul du spectre. Là encore, les valeurs propres
seront complexes, correspondant à des états croissants ou décroissants selon le signe de la partie
imaginaire.
4.3 Construction et optimisation des CAP
Ecrivons maintenant quelques équations et remarques générales à propos des CAP. Ces re-
marques seront utiles en tant que comparaison avec les potentiels absorbant dépendant du temps
dont nous parlerons plus loin. L’intéressante revue de Muga et al [131] réunit une somme de réfé-
rences associées aux remarques de ce paragraphe. Considérons donc un hamiltonien de la forme
H = H0 + V (4.26)
où V est non nul sur un domaine ﬁni de l’espace, et où H0 est le hamiltonien de la particule libre
dont les états propres sont les ondes planes 〈x|p〉 = 1√
h
eipx/~, d’énergie propre E = p2/(2m). Si H
est indépendant du temps, alors la fonction d’onde évoluera selon l’équation Ψ(t) = e−iHt/~Ψ(0).
Un paquet d’ondes sera formé d’une superposition d’états propres liés déﬁnis par Hφj = Ejφj,
ainsi que d’états propres de diﬀusion φE(x). Les φj sont associés comme dans le paragraphe
précédent à une base biorthogonale. Si le potentiel tend vers zéro lorsque x→ ±∞, les états de
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diﬀusion prennent à l’inﬁni la forme d’ondes planes. À droite de la zone d’action du potentiel,
une onde plane de dépendance spatiale eipx/~ sera une onde sortante si p > 0 , une onde entrante
si p < 0, et inversement à gauche de la zone d’action du potentiel. Deux formes d’états propres
de diﬀusion peuvent être associées aux deux formes de conditions asymptotiques qui suivent :
1√
h
{
eipx/~ +Rl(p)e−ipx/~ lorsque x→ −∞
T l(p)eipx/~ lorsque x→ +∞ (4.27)
1√
h
{
T r(p)e−ipx/~ lorsque x→ −∞
e−ipx/~ +Rr(p)eipx/~ lorsque x→ +∞ (4.28)
Par exemple si p > 0, la première fonction décrit une onde plane entrante arrivant depuis la
gauche, réﬂéchie vers la gauche avec la probabilité |Rl|2 et transmise vers la droite avec la
probabilité |T l|2.
En général la principale motivation pour l’utilisation d’un potentiel complexe est sa propriété
d’absorption de tout ou partie du paquet d’ondes, que l’on considère ici asymptotiquement comme
une superposition des ondes entrantes et sortante ci-dessus. Si la norme du paquet d’ondes est
donnée par
N =
∫ ∞
−∞
|Ψ(x, t)|2dx (4.29)
alors sa variation temporelle vaut
dN
dt
= − i
~
〈Ψ|H −H†|Ψ〉. (4.30)
Si la partie imaginaire du potentiel Im(V ) = −Vopt est négative pour tout x alors N décroit
forcément avec t (mais ce n’est pas une condition nécessaire à la décroissance). Dans le cas
d’une onde incidente depuis la gauche avec un vecteur d’onde positif, la probabilité partielle
d’absorption peut être calculée comme
A(p) = 1− Ps(q) = 1− (|Rl(p)|2 + |T l(p)|2). (4.31)
Ps(q) = 1−A(q) désigne la probabilité de survie. La probabilité totale d’absorption sera
Atot = 1− 〈φsortante|φsortante〉 = 1−
∫ +∞
0
Ps(p) |〈p|φentrante〉|2 dp. (4.32)
où φentrante et φsortante sont les asymptotes entrante ou sortante. La déﬁnition la plus simple
d’un absorbeur parfait consiste donc à optimiser A(p) ∀p de telle façon que Atot = 1, donc à
annuler à la fois Rl(p) et T l(p) pour un intervalle donné sur les vecteurs d’onde [pmin, pmax].
L’absorbeur peut néanmoins dans certains cas laisser persister un ﬂux en retour pendant un
temps, qui sera absorbé ensuite [130]. En général, les CAP sont construits selon ces critères
phénoménologiques et non pas en suivant les équations de base telle l’éq. (4.3). En plus des
qualités que nous venons de citer, le CAP sera caractérisé par sa robustesse, c’est-à-dire sa
capacité à rester eﬃcace lorsqu’une discrétisation spatiale est réalisée via une base grille. Les
CAP peuvent être disposés à proximité d’un mur de potentiel inﬁni ﬁxant une condition au bord
de type Dirichlet, condition stricte qui empêche quoi qu’il arrive toute transmission. Ce mur
de potentiel n’est pas toujours présent, dans le cas des calculs avec conditions aux frontières
périodiques une onde atteignant l’extrémité de la grille réapparaît de l’autre côté par périodicité.
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L’une des formes les plus simples de CAP est la rampe linéaire −ia ×
(
x−xmin
xmax−xmin
)
. Une
forme plus générale peut être écrite :
− if(k0)g(x), (4.33)
pour une absorption maximum autour d’une valeur k0 du vecteur d’onde. L’ajout d’une partie
réelle négative peut améliorer l’absorption en accélérant le paquet d’ondes à l’approche de l’ab-
sorbeur imaginaire [73], il peut aussi être utile de construire une fonction plus générale de la
forme
− fR(k0)gr(x)− if I(k0)gI(x). (4.34)
La fonction gI(x) prend souvent la forme de polynômes xn avec des valeurs de n très variées, de
grands exposants étant préférables pour une meilleure absorption des grands k0 [150]. D’autres
fonctions plus compliquées composées d’exponentielles ou de fonctions hyperboliques ont été uti-
lisées par divers auteurs, parmi lesquelles a/ cosh(b(1−x)), −iae−b/xc , −ia/(1+e−bx), etc. Dans
certains travaux, la fonction d’onde est exprimée comme un développement limité polynomial
de x, des conditions aux frontières lui sont imposées pour ensuite en déduire le CAP approprié
en insérant cette solution approximative dans l’équation de Schrödinger [31]. Ces déﬁnitions va-
riées de potentiels absorbants font régulièrement l’objet de comparaisons [139, 109] et des règles
générales d’utilisation en ressortent, que nous ne détaillerons pas ici.
D’autre part, les CAP et en particulier les formes polynomiales ont été beaucoup étudiés à
travers l’approximation semi classique (WKB) [150, 146, 115]. Ces travaux reposent sur l’écriture
d’une fonction d’onde approchée :
ψ(x) ≃ α exp
(
i
~
∫ x
0
√
2m(E + iVopt(x′))dx′
)
(4.35)
dont le nombre d’onde local possède une composante imaginaire qui provoque une décroissance
exponentielle. Il devient alors possible d’obtenir des expressions explicites pour les coeﬃcients
de réﬂexion et de transmission R(q) et T (q) dépendant des diﬀérents paramètres du CAP et
d’optimiser ces paramètres pour obtenir de bonnes conditions d’absorption, avec des réﬂexions
inférieures à 0.01%. Il faut préciser que les propriétés optimales des CAP mises en évidence
grâce à l’approximation WKB ne sont pas toujours généralisables. Par exemple, il n’est pas
toujours nécessaire qu’un CAP soit continu et lentement variable pour absorber correctement,
et son extension en x n’a pas forcément besoin d’être plus longue qu’une longueur d’onde de
l’onde à absorber. Des CAP courts et comportant des discontinuités peuvent aussi s’avérer per-
formants [31, 131].
La recherche de CAP dits “universels” indépendants de l’énergie reste active. Dans le cadre
de la théorie de la rotation complexe, Moiseyev dérive un CAP universel non-local [123, 167].
Le hamiltonien est modiﬁé en faisant “tourner” la coordonnée x dans le plan complexe lorsque
x > x0, selon la transformation
z = F (x)→ xeiθ lorsque x→∞, (4.36)
avec
∂F
∂x
= f(x) = 1 + (eiθ − 1)g(x). (4.37)
g(x) est une fonction passant de 0 à 1 autour du point x = x0. Le hamiltonien prend alors la
forme
H˜ = − ~
2
2m
∂2
∂x2
+ V [F (x)] + VCAP (4.38)
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avec
VCAP =
1
2
V1(x)
∂
∂x
+ V2(x)
∂2
∂x2
, (4.39)
V1(x) =
~2
mf3(x)
∂f(x)
∂x
, (4.40)
V2(x) =
~2
2m
(1− f−2(x)). (4.41)
Néanmoins un tel “potentiel” non local requiert théoriquement une extension inﬁnie pour fonc-
tionner correctement, son utilisation pratique reste donc délicate et soumise à conditions.
Enﬁn, quel que soit le CAP utilisé, sa présence peut créer des eﬀets “non-physiques” qu’il est
possible de corriger dans une certaine mesure, en tenant compte des contributions additionnelles
dues à la présence du CAP lors des calculs d’observables, par exemple lors du calcul de spectres
de décroissance de molécules excitées [162].
4.4 Applications et succès des CAP
Les CAP sont largement utilisés en physique quantique dans les simulations de propagation
de paquets d’ondes, pour le calcul d’état propres ou de résonances ainsi que pour dans d’autres
domaines. Il n’est pas question ici de rentrer dans le détail de chacune de ces très nombreuses
applications ; nous mentionnons simplement quelques exemples de travaux ayant utilisé les po-
tentiels complexes comme des outils intermédiaires de calcul.
4.4.1 Avec des méthodes dépendantes du temps
La plupart des applications utilisent très simplement le CAP pour sa propriété première dé-
crite ci-dessus, à savoir l’absorption en bord de grille pour éviter les réﬂexions et interférences
parasites. Un bon absorbeur devra alors être adapté aux énergies composant le paquet d’ondes
tout en occupant un nombre de points de grille réduit. Les CAP servent ainsi en tant qu’inter-
médiaires de calculs dans des applications dynamiques très variées de photophysique moléculaire
ou de théorie des collisions.
Citons par exemple la méthode de propagation de paquets d’ondes MCTDH (multi conﬁ-
guration time-dependent Hartree) [22, 83], qui utilise des CAP monomiaux imaginaires purs en
puissance 2 ou 3 pour la maîtrise des réﬂexions parasites en suivant les prescriptions de la ré-
férence [150] mais également pour l’analyse du paquet d’ondes et pour le calcul de probabilités
de réaction. Pour ﬁxer les idées, considérons l’exemple simple d’une collision à 3 corps A, B, C,
les diﬀérents sous-systèmes possibles (canaux) étant AB + C (choisi comme canal d’entrée, le
paquet d’ondes y étant préparé) et A + BC. On se place dans les coordonnées de Jacobi avec
q1 la distance B − C et Q1 la distance entre A et le centre de gravité de BC (un autre jeu est
obtenu avec q2 la distance A − B et Q2 la distance de C au centre de gravité de AB). La zone
asymptotique où Q1 est grand et q1 petit correspond ainsi au canal A + BC appelé γ. Si nous
plaçons dans cette zone un CAP de la forme :
Wγ = η(Q1 −Q1c)2θ(Q1 −Q1c), (4.42)
θ(Q1−Q1c) étant une fonction de Heaviside non nulle seulement pour des valeurs Q1 > Q1c, alors
le ﬂux total absorbé par ce CAP donne accès à la probabilité d’atteindre cet état asymptotique
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ﬁnal (probabilité de réaction). Il est possible d’écrire une formule générale pour la probabilité de
transition d’un état ν du canal α vers un état ν ′ du canal γ pour une énergie E :
|Sγν′αν |2 = 2
π|∆(E)|2Re
∫ ∞
0
gγν′(τ)e
iEτdτ, (4.43)
où ∆(E) décrit la distribution en énergie du paquet d’ondes initial et où gγν′ est déﬁni comme
gγν′(τ) =
∫ ∞
0
dt〈Ψ(t)|Pγν′WγPγν′ |Ψ(t+ τ)〉, (4.44)
avec Pγν′ le projecteur sur l’état ν ′ du canal γ et Ψ(t) le paquet d’ondes à l’instant t. Ici le
potentiel absorbant intervient très explicitement et joue un rôle central dans la détermination de
la probabilité de transition.
Ceci est à rapprocher des travaux de Neuhauser [135] qui utilisent des CAP dans la région
asymptotique proche de la zone d’interaction pour s’aﬀranchir du canal des produits et transfor-
mer la collision réactive en un problème inélastique. Également pour la description des collisions,
la méthode du découplage réactifs-produits, “Reactant-product decoupling” (RPD), fait interve-
nir une combinaison de potentiels complexes absorbants mais aussi émetteurs de ﬂux dans le but
de découpler les canaux attachés aux réactifs des canaux correspondant aux produits [189]. Une
application optimisée et récente de ces idées concerne la collision réactive OH +H2 → H2O+H
[39].
4.4.2 Avec des méthodes indépendantes du temps. Application au calcul
d’états propres de résonance
Le calcul d’états propres de hamiltoniens indépendants du temps dans une boîte de quantiﬁ-
cation implique une discrétisation du continuum. L’ajout d’un CAP en bord de grille a une très
faible inﬂuence sur les états liés qui ne “voient” pas le CAP, au contraire des états de diﬀusion
(discrétisés) qui peuvent être, eux, fortement modiﬁés par cet opérateur supplémentaire. Mais
surtout, l’utilisation d’un CAP est l’une des approches les plus eﬃcaces dans la recherche des po-
sitions et durées de vie des états propres de résonance. Les résonances peuvent être vues comme
des états métastables d’un système ayant suﬃsamment d’énergie pour être cassé en deux ou
plusieurs sous-systèmes. En mécanique quantique hermitienne, celles-ci ne sont pas bien déﬁnies
et sont décrites comme des paquets d’ondes globalement localisés dans la région d’interaction (ou
le potentiel est signiﬁcatif) et qui peuvent être construits à partir d’un rassemblement d’états
propres du continuum. En revanche, en mécanique quantique non hermitienne, lorsqu’on im-
pose des conditions aux limites purement sortantes, des valeurs propres complexes sont obtenues
Eres = Er − iΓ/2, qui sont associées à des états de résonance qui divergent exponentiellement
en fonction des coordonnées radiales [125]. Du point de vue numérique, la théorie de la rotation
complexe consiste à faire tourner la coordonnée radiale dans le plan complexe, ce qui rend nor-
malisables les états de résonance. Alors une résonance donnée est associée à un seul état propre
de carré sommable du hamiltonien “tourné” [124].
Sans utiliser la rotation complexe, l’ajout d’un CAP au hamiltonien initial est une autre
option qui permet d’extraire des états de résonance qui seront caractérisés par une forte locali-
sation dans la région d’interaction, la présence du CAP ne permettant pas de laisser apparaître
la divergence exponentielle dans le cas d’un état propre sortant. L’utilisation de CAP perfor-
mants fournit avec succès les états propres de résonance et les durées de vie correspondantes
[78, 80, 149]. La recherche de résonances sert même dans de nombreux travaux de test pour le
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développement de nouveaux CAP [146]. Les résonances apparaissent comme des énergies com-
plexes qui se stabilisent lorsque l’on fait varier l’intensité du CAP. Il s’agit donc de représenter
graphiquement les valeurs propres dans le plan complexe pour une intensité croissante du CAP et
d’identiﬁer les points stables. Des techniques sophistiquées permettent d’améliorer la précision,
par exemple à travers un calcul d’approximants de Padé qui utilise les énergies complexes obte-
nues en fonction de l’intensité du CAP, pour approcher ensuite la valeur vraie de la résonance
comme une limite de cette fonction [103]. Dans ce contexte, il n’est pas nécessaire d’optimiser
les coeﬃcients d’absorption du CAP qui est alors qualiﬁé de ﬂexible. Il peut arriver que des
points ainsi stabilisés ne correspondent pas à de réelles résonances et il faut alors être capable de
distinguer les énergies complexes de résonance des artéfacts non physiques. L’examen de l’eﬀet
d’un potentiel réel ajouté dans la zone d’absorption peut être suﬃsant, les résonances physique
étant peu aﬀectées par cette modiﬁcation au contraire des points stables non physiques qui eux
sont déplacés dans le plan complexe [155].
Pour illustrer le rôle des CAP dans les calculs d’états propres, considérons comme premier
exemple la première courbe de potentiel de H+2 (niveau
2Σ+g , cf. Fig 1.1) qui possède de nombreux
états propres liés d’énergie inférieure au seuil de dissociation. La ﬁg. 4.3 montre les trois premiers
états propres liés qui semblent peu aﬀectés par la présence d’un CAP. Ce dernier est choisi du
type :
− ia
(
x− xmin
xmax − xmin
)16
, (4.45)
et placé entre 10 u.a. et 12 u.a. La ﬁg. 4.4 montre les premiers états de diﬀusion discrétisés,
d’énergie supérieure au seuil de dissociation. Ceux-ci peuvent manifester des comportements
assez étonnants en présence du CAP. La partie imaginaire aquise par les valeurs propres corres-
pondantes sera synonyme de perte de norme en cas de calcul de dynamique. Enﬁn un certain
nombre d’états propres localisés quasiment exclusivement sur la zone où se trouve le potentiel
imaginaire apparaissent, comme par exemple ceux représentés sur la ﬁg. 4.5.
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Figure 4.3 – Trois premiers états liés de la première courbe de potentiel de H+2 en présence du
CAP déﬁni par l’éq. (4.45).
À propos de la détermination de valeurs propres de résonance, considérons maintenant un
potentiel de Van der Waals avec couplage ro-vibrationnel calculé sur une large base DVR de 500
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Figure 4.4 – Trois premiers pseudo-états de diﬀusion (continuum discrétisé) de la première
courbe de potentiel de H+2 en présence du CAP déﬁni par l’éq. (4.45).
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Figure 4.5 – Etats propres de H+2 exclusivement localisés sur l’intervalle ou est présent le CAP,
en bord de grille.
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points décrivant l’intervalle [4, 300] u.a. Le hamiltonien est de la forme :
H = − ~
2
2µ
∂2
∂x2
+
~2J(J + 1)
2µx2
+De
((
Re
x
)12
− 2
(
Re
x
)6)
(4.46)
Le calcul est réalisé avec des valeurs dont l’ordre de grandeur correspond à un système H2 −Ar
[152] soit µ = 1.92 u.m.a. ≃ 3500 u.a., De = 60cm−1 = 2.7338 × 10−4 u.a., Re = 6.7274 u.a. et
nous choisissons J = 8. Le potentiel est représenté sur la ﬁgure 4.6. Un CAP, toujours du type
de l’éq. (4.45), est placé sur les 45 derniers points de le grille.
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Figure 4.6 – Potentiel de Van der Waals avec énergie de rotation (éq. (4.46)). La ligne pointillé
correspond à la partie réelle (position) de la valeur propre de résonance.
Figure 4.7 – Spectre du hamiltonien de l’éq. (4.46) en présence ou non du CAP de l’éq. (4.45)
avec des amplitudes variables.
Tandis que le continuum discrétisé tourne dans le plan complexe de diﬀérentes façon lorsque
le CAP est ajouté, une valeur propre tend à se stabiliser vers Eres ≃ 4.325×10−5+6.022×10−7i
u.a. Celle-ci est révélée par l’ajout du CAP (elle est invisible en l’absence de CAP, lorsque le
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Figure 4.8 – Module au carré du vecteur propre de résonance associé au hamiltonien de
l’éq. (4.46) dans la zone d’interaction.
hamiltonien est hermitien). Le vecteur propre associé possède une certaine localisation au niveau
du puits mais peut manifester des comportements croissants assez dépendants de la position et
de l’amplitude du CAP pour de plus grandes valeurs de x. La ﬁg. 4.8 montre l’allure du module
carré du vecteur propre de résonance dans la zone d’interaction.
4.5 Changement de point de vue sur le temps
Si le temps est assimilé à une coordonnée supplémentaire de la boîte de simulation dans des
conditions d’intégration globales, le problème de la maîtrise des conditions aux bords se pose
d’une façon comparable mais cette fois-ci dans l’espace de Hilbert étendu au temps. À savoir,
comment maîtriser l’expression initiale de la fonction d’onde obtenue par intégration globale,
autrement dit comment transposer les réponses apportées dans les utilisations habituelles des
CAP à un problème décrit dans l’espace de Hilbert étendu tel qu’il apparaît dans le cadre du
formalisme de Floquet. Nous allons constater que les critères de fonctionnement du CAP utilisé
pour maîtriser la condition initiale dans CATM sont beaucoup plus souples que dans le cas des
CAP radiaux évoqués dans le présent chapitre. Ceci découle du fait que la coordonnée de temps
intervient dans l’équation de Schrödinger à travers une dérivation première (∂/∂t) alors que les
coordonnées d’espace, elles, interviennent à travers des dérivées secondes (∂2/∂x2). Les dérivées
temporelles paraissent alors plus facilement maîtrisable et permettent sous certaines conditions
de prédire eﬃcacement l’eﬀet général d’un potentiel imaginaire dépendant du temps.
Dans le cadre de la théorie (t, t′), l’idée d’un CAP dépendant du “temps” additionnel a été
avancée par Peskin il y a quelques années pour le calcul de fonctions de Green dans l’espace de
Hilbert étendu K [143, 144]. En introduisant un potentiel absorbant dépendant de la coordonnée
additionnelle t′, l’équation de Schrödinger dépendante du temps est transformée en un système
linéaire inhomogène dans K :[
Ei −H(x, t) + i~ ∂
∂t
+ i(ǫi(t) + ǫf (t))
]
eiEit/~Ψ(x, t) = iǫi(t)φ
i
Ei(x) + iǫf (t)φ
f
Ef
(x). (4.47)
Dans cette équation, φEi est l’état propre de H initial (désiré à la borne inférieure de l’intervalle
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temporel), φEf est l’état propre d’arrivée (désiré à la borne supérieure de l’intervalle temporel). ǫi
et ǫf sont deux fonctions absorbantes placées respectivement sur les parties négative et positives
de l’axe du temps. Les probabilités de transition sont ensuite calculées à travers un formalisme de
matrice de diﬀusion dans l’espace étendu. Dans ces travaux, le système linéaire de grande dimen-
sion est résolu grâce à une méthode itérative basée sur l’algorithme des sous-espaces de Krylov,
associée à un préconditionneur. Malgré de nombreux points communs entre cette approche et
celle que nous allons présenter, les équations fondamentales restent diﬀérentes tout comme les
procédures itératives de résolution associées.
Deuxième partie
La méthode de la trajectoire
adiabatique contrainte (CATM)
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Chapitre 5
La méthode de la trajectoire
adiabatique contrainte
Nous supposons que le système est représenté par le hamiltonien H(t) déﬁni sur une base
{|j〉}. Cet hamiltonien se décompose usuellement sous la forme H(t) = H0 + W (t) pour re-
présenter un système libre de hamiltonien H0 sujet à un champ extérieur dépendent du temps
correspondant au potentiel d’interaction W (t). Dans ce cas, {|j〉} correspond aux états station-
naires du système libre. Nous supposons que le potentiel d’interaction W (t) agit sur un intervalle
de temps t ∈ [0, T0] que nous appelerons “durée physique” par la suite. Comme nous l’avons
vu, dans le cadre du formalisme généralisé de Floquet (chapitre 3) il est possible de développer
rigoureusement la solution de l’équation de Schrödinger dépendante du temps sur la base des
vecteurs propres de Floquet avec une limitation à la première zone de Brillouin [éq. (3.70)] :
|Ψ(t)〉 =
∑
j
〈λj,0(t = 0)|i〉 e−iEλj,0 t/~|λj,0(t)〉 (5.1)
où |i〉 est l’état initial pour la fonction d’onde (notée Ψ à partir de maintenant). Ici pour faire
simple nous considérons simplement un spectre discret, qui peut éventuellement contenir des
valeurs propres non-réelles ; la généralisation à un système possédant un spectre d’états liés et
un continuum est en principe directe en supposant une discrétisation du continuum. La période
fondamentale de Floquet correspond à la globalité de l’intervalle de temps considéré. A priori,
un grand nombre de vecteurs |λj,0〉 est nécessaire pour reconstruire |Ψ(t)〉 via le développement
ci-dessus. Moyennant une action spéciﬁque, une application pratique et intéressante de l’éq. (5.1)
consiste à permettre le développement sur un nombre réduit de vecteurs de Floquet, et dans le
meilleur des cas un seul vecteur sera suﬃsant. C’est l’idée clé de CATM.
Nous traitons le cas d’un unique vecteur de Floquet contraint, indicé ℓ dans le développement
(5.1). Dans ce cas, la projection de cet état à l’instant t = 0 doit s’identiﬁer avec la condition
initiale requise pour la fonction d’onde Ψ(t = 0) :
〈λj,0(0)|Ψ(0)〉 = δj,ℓ, (5.2)
c’est-à-dire
|Ψ(t)〉 = e−iEλt/~|λ(t)〉, (5.3)
où nous ommettons l’indice ℓ pour simpliﬁer l’écriture : Eλ ≡ Eλℓ,0 , |λ(t)〉 ≡ |λℓ,0(t)〉. Une autre
simpliﬁcation d’écriture consistera à travailler avec les fréquences angulaires plutôt qu’avec les
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valeurs propres, ωλ = Eλ/~. La relation (5.3) correspond à une normalisation particulière pour
|λ〉. En pratique, nous n’obtiendrons pas l’exacte égalité (5.3) mais une proportionnalité mettant
en jeu une phase complexe bien déﬁnie. Dans le cadre de CATM, l’équation correcte qui relie
vecteur propre de Floquet contraint et fonction d’onde est donc plutôt :
|Ψ(t)〉 = α e−iEλt/~|λ(t)〉 (5.4)
avec
|Ψ(t = 0)〉 = α〈t = 0|λ〉 (5.5)
où le recouvrement α = 〈λ(t = 0)|Ψ(t = 0)〉 est un nombre complexe. Dans ce cas, l’intégration
dynamique peut être remplacée par une diagonalisation partielle qui consiste à ne calculer
qu’un seul vecteur propre d’un hamiltonien de Floquet. Mais la limitation du développement
(5.1) à un seul terme implique que l’on soit capable de contraindre le vecteur propre impliqué à
respecter la condition (5.5). C’est l’introduction d’un potentiel absorbant complexe dépendant
du temps ajouté au hamiltonien réel qui assure la validité approchée de l’éq. (5.5) et qui justiﬁe
la limitation à un seul terme du développement (5.1). Ce concept se rapproche des idées de
Peskin [143, 144] évoquées à la ﬁn du chapitre 4.
Jolicard et al. [81] ont désigné cette approche par le sigle CATM pour “Constrained Adiabatic
Trajectory Method” (méthode de la trajectoire adiabatique contrainte). En eﬀet, d’un point de
vue géométrique, nous pouvons considérer que la fonction d’onde suit une trajectoire dans l’espace
de Hilbert. Puisqu’il s’agit de tirer proﬁt du développement de la fonction d’onde sur un seul
vecteur propre de Floquet, on peut qualiﬁer cette trajectoire d’adiabatique (dans le sens un peu
particulier du formalisme généralisé de Floquet, il est vrai). Enﬁn il est nécessaire d’apporter
une contrainte pour obtenir l’identité des conditions initiales de la fonction d’onde et du vecteur
propre de Floquet, par l’intermédiaire d’un potentiel absorbant complexe. Le hamiltonien de
Floquet est donc déﬁni dans l’espace de Hilbert étendu comme :
HF (t) = H0 +W (t)− i~ ∂
∂t
+ V(t). (5.6)
Les paragraphes qui suivent fournissent une solution pour le potentiel absorbant complexe V
dans les cas les plus simples et explorent le fonctionnement de l’approche CATM.
5.1 Cas d’un état initial défini comme un état propre du système
libre
Nous déﬁnissons un intervalle de temps additionnel [T0, T ] après l’interaction physique sur
lequel nous ajoutons un potentiel absorbant artiﬁciel dépendant du temps (potentiel optique) V(t)
tel que V(0 ≤ t ≤ T0) = V(T ) = 0 Nous associons la durée complète de l’interaction+potentiel
absorbant à la période fondamentale T (ω0 = 2π/T ). Jolicard et al. [81] ont initialement étudié
le cas d’une condition initiale déﬁnie comme un état propre unique |i〉 de la base {|j〉}, c’est-
à-dire |Ψ(q, 0)〉 = |i〉. La connection entre l’état propre de Floquet et la condition initiale est
réalisée grâce à l’adjonction du potentiel absorbant V sur l’intervalle supplémentaire [T0, T ]. Nous
résumons ici cette procédure et la généralisons dans le paragraphe suivant à une condition initiale
quelconque pour le cas particulier d’un système à deux niveaux. Pour satisfaire l’éq. (5.3) (avec
une proportionnalité au lieu de l’égalité), il est suﬃsant de réaliser la connection à t = 0 :
|λ(0)〉 ∝ |i〉. (5.7)
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Il faut remarquer que |λ(t)〉 est un vecteur propre de Floquet dans l’espace de Hilbert étendu,
mais que le fait de ﬁxer t à une valeur donnée revient à extraire une partie de ce vecteur de la
dimension de l’espace de Hilbert original. L’éq. (5.7) suggère l’utilisation de la forme suivante de
potentiel absorbant :
V(t) =
∑
j 6=i
−iVopt(t)|j〉〈j| (5.8)
avec Vopt(t) nul sur [0, T0] et positif sur [T0, T ]. Ce procédé est illustré par la ﬁg. 5.1. Comme
cela est montré dans la réf. [81], à condition que
1
~
∫ T
T0
Vopt(t)dt≫ |Im(ωλ)|(T − T0) (5.9)
nous sommes assurés que les composantes sur tous les canaux excepté |i〉 sont absorbées et que
l’éq. (5.7) est satisfaite à un bon niveau de précision (cela sera inspecté plus en détail dans le
chapitre 6).
Plus précisément, s’il l’on écrit les vecteurs propres de Floquet sous la forme
|λ(t)〉 =
∑
j
|j〉〈j|λ(t)〉, (5.10)
dans l’intervalle [T0, T ], le hamiltonien de Floquet est constitué du hamiltonien libre H0 (diagonal
si l’on travaille dans sa base propre), du potentiel absorbant complexe V et du terme de dérivée
par rapport au temps. Une résolution implicite de l’équation aux valeurs propres de Floquet
HF |λ〉 = Eλ|λ〉 sur cet intervalle mène aux expressions
〈j|λ(t)〉j 6=i = 〈j|λ(T0)〉ei/~
∫ t
T0
(Re(Eλ)−Ej)dt′e−1/~
∫ t
T0
(Im(Eλ)+Vopt(t′))dt′ (5.11a)
〈i|λ(t)〉 = 〈i|λ(T0)〉ei/~
∫ t
T0
(Re(Eλ)−Ei)dt′e−1/~
∫ t
T0
Im(Eλ)dt′ (5.11b)
Dans ces expressions, les {Ek} sont les valeurs propres du hamiltonien libre indépendant du
temps H0. Le comportement asymptotique correspond donc à ce que l’on vient d’aﬃrmer puisque
si la condition (5.9) est respectée, toutes les composantes de λ sont “absorbées” entre T0 et T
par un facteur exponentiellement décroissant sauf la composante correspondant à l’état initial.
L’état obtenu en T est automatiquement “recopié” en t = 0 en raison de la périodicité du vecteur
propre de Floquet. On récupère ainsi un vecteur numériquement proportionnel à l’état initial |i〉
en t = 0.
Cette analyse, menée dans les réf. [81, 178], doit être modérée en insistant sur le fait que
la valeur propre Eλ qui apparaît dans les expressions des composantes des vecteurs propres fait
partie des inconnues, tout comme les valeurs des composantes elles-mêmes en t = T0. Nous
essaierons de clariﬁer quelque peu ce point en étudiant de plus près le lien entre le potentiel
absorbant de l’éq. (5.8) et les valeurs propres de Floquet. Mais avant cela, nous commençons à
réﬂéchir au cas où la fonction d’onde initiale est plus compliquée qu’un état propre du système
libre.
5.2 Extension de CATM à une condition initiale quelconque : le
cas d’un système à deux niveaux
Les résultats de la suite de ce chapitre ont été publiés dans la réf. [95]. Si nous souhaitons
appliquer CATM dans le cas d’une superposition initiale d’états du système libre, c’est-à-dire
|Ψ(0)〉 =
∑
j
cj |j〉, (5.12)
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Figure 5.1 – Figure tirée de la réf. [81] : représentation schématique de la méthode CATM dans
le cas d’un état initial simple.
la forme simple telle que déﬁnie par l’éq. (5.8) ne suﬃt plus.
Nous proposons ici une forme judicieuse de potentiel absorbant qui peut être utilisée pour un
système à deux niveaux décrit par un hamiltonien
H(t) = ~
(
∆1(t) Ω(t)
Ω(t) ∆2(t)
)
. (5.13)
(La barre dénote la conjugaison complexe.) Les termes diagonaux peuvent éventuellement dé-
pendre du temps et être complexes. Nous supposons que le couplage Ω(t) est en général diﬀérent
de zéro seulement sur l’intervalle physique [0, T0]. Pendant le temps additionnel, les termes dia-
gonaux doivent être ramenés continuement à leur valeur initiale pour garantir la périodicité et
la continuité : ∆j(T ) = ∆j(0).
Il est possible de traiter le cas d’une condition initiale quelconque en ajoutant la forme
suivante de potentiel absorbant sur l’intervalle [T0, T ] :
V(t) =
(
0 0
− c2c1 e
i
∫T
t ∆2(t
′)dt′
ei
∫T
t ∆1(t
′)dt′
1
)
× (−iVopt(t)) (5.14)
avec Vopt(t) > 0 ∀t ∈]T0, T [
Vopt(t) = 0 ∀t ∈ [0, T0].
L’opérateur
Π(t) =
 0 0− c2ei ∫ Tt ∆2(t′)dt′
c1e
i
∫ T
t ∆1(t
′)dt′
1
 (5.15)
intervenant dans la déﬁnition (5.14) est un projecteur non-orthogonal (c’est-à-dire non auto-
adjoint), Π2 = Π, dont le noyau est l’état initial à un facteur de phase près :
Π(t)
(
c1e
i
∫ T
t ∆1(t
′)dt′
c2e
i
∫ T
t ∆2(t
′)dt′
)
= 0. (5.16)
Dans ce cas simple, il est possible d’obtenir une forme asymptotique analytique pour le vecteur
propre de Floquet sur l’intervalle additionnel [T0, T ], sur lequel seuls sont présents le hamiltonien
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libre et le potentiel absorbant. Avec la déﬁnition ci-dessus et en écrivant les composantes de
Floquet 〈j|λ(t)〉 = λj(t), nous cherchons à résoudre sur [T0, T ] le système suivant :
∂λ1(t)
∂t
= i(ωλ −∆1(t))λ1(t) (5.17a)
∂λ2(t)
∂t
=
Vopt(t)
~
c2e
i
∫ T
t ∆2(t
′)dt′
c1e
i
∫ T
t
∆1(t′)dt′
λ1(t)−
(
Vopt(t)
~
− i (ωλ −∆2(t))
)
λ2(t) (5.17b)
La première composante suit une simple loi exponentielle : λ1(t) = λ1(T0)e
i(ωλ(t−T0)−
∫ t
T0
∆1(t′)dt′).
Cette fonction est introduite dans la seconde équation, et en utilisant l’identité∫ t
T0
Vopt(t
′)e
1
~
∫ t′
T0
Vopt(t′′)dt′′dt′ = ~
(
e
1
~
∫ t
T0
Vopt(t′)dt′ − 1
)
,
nous parvenons à
λ2(t) = λ2(T0)e
i(ωλ(t−T0)−
∫ t
T0
∆2(t′)dt′)e
− 1
~
∫ t
T0
Vopt(t′)dt′
+
c2
c1
λ1(T0)e
iωλ(t−T0)ei
∫ T0
T ∆1(t
′)dt′ei
∫ T
t
∆2(t′)dt′
× (1− e− 1~
∫ t
T0
Vopt(t′)dt′). (5.18)
Tenant compte de la périodicité de λ, λj(T ) ≡ λj(0), nous obtenons
λ2(0)
λ1(0)
=
λ2(T0)
λ1(T0)
e
− 1
~
∫ T
T0
Vopt(t)dte
i
∫ T
T0
(∆1(t)−∆2(t))dt
+
c2
c1
(1− e− 1~
∫ T
T0
Vopt(t)dt), (5.19)
ce qui, à la limite
1
~
∫ T
T0
Vopt(t)dt≫ 1, (5.20a)
1
~
∫ T
T0
Vopt(t)dt≫
∫ T
T0
[Im(∆2(t))− Im(∆1(t))]dt (5.20b)
et pour λ2(T0) et λ1(T0) du même ordre de grandeur, mène à
λ2(0)
λ1(0)
 
c2
c1
. (5.21)
Il faut remarquer que, si l’on note le vecteur d’état |Ψ(t)〉 ≡
(
a1(t)
a2(t)
)
, la connection à un
vecteur de Floquet unique (5.3) conduit à λ2(T0)/λ1(T0) = a2(T0)/a1(T0), autrement dit le
ratio des amplitudes à la ﬁn du processus. Si ce ratio devient très grand, ce qui correspond au
cas spéciﬁque d’un transfert eﬃcace de population vers l’état 2, la condition (5.20b) n’est plus
suﬃsante. Elle doit alors être remplacée par la condition plus générale :
1
~
∫ T
T0
Vopt(t)dt≫
∫ T
T0
[Im(∆2(t))− Im(∆1(t))]dt
+ log(a2(T0))− log(a1(T0)). (5.22)
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Ce point sera discuté plus en détail par la suite (partie 5.4.2).
Pour le cas d’une condition initiale simple correspondant à un seul état du système libre,
c2 = 0, c1 = 1, nous retrouvons λ2(0)≪ λ1(0) [81]. Dans ce cas, il faut noter que les conditions
(5.20) sont moins restrictives que la condition (5.9). Cela est dû au fait que les conditions (5.20)
sont obtenues en contraignant le ratio des deux composantes, alors que dans la Ref. [81] nous
requérions l’absorption des composantes elles-mêmes avec une erreur inférieure à la précision
machine. Si les conditions (5.20) sont satisfaites, alors nous pouvons forcer n’importe quel état
propre |λ〉 à obéir à la condition ﬁnale
λ1(0) = λ1(T0)e
i(ωλ(T−T0)−
∫ T
T0
∆1(t)dt) (5.23a)
λ2(0)  λ1(T0)e
i(ωλ(T−T0)−
∫ T
T0
∆1(t)dt) c2
c1
(5.23b)
Ainsi, à part une constante globale λ1(T0) qui résulte de la procédure de diagonalisation, un
terme exponentiellement décroissant et une phase globale, nous obtenons
|λ(t = 0)〉 ∝ |Ψ(t = 0)〉. (5.24)
Cette proportionnalité approchée est suﬃsante pour imposer la condition initiale requise au
vecteur propre de Floquet (5.7).
5.3 Isolement d’une valeur propre dans le spectre de Floquet
Le second rôle du potentiel absorbant est de dilater le spectre de Floquet et ainsi d’isoler
la valeur propre “connectée” ~ωλ (celle associée au vecteur propre |λ(t)〉 connecté à la condition
initiale) des autres valeurs propres (notée ~ωλ′ et associées aux vecteurs |λ′(t)〉). Pour ﬁxer les
idées nous considérerons le cas d’un état initial entièrement projeté sur l’état stationnaire |1〉 de
H0. Le potentiel absorbant prend la forme indiquée par l’éq. (5.8).
Nous commençons par connecter la solution |Ψ(t)〉 au vecteur de Floquet. Ceci est réalisé en
résolvant le problème stationnaire (dans la première zone de Brillouin) :
pour t ∈ [0, T0] :[
−i ∂
∂t
+
(
∆1(t) Ω(t)
Ω(t) ∆2(t)
)]
|λ(t)〉 = ωλ|λ(t)〉, (5.25a)
pour t ∈ [T0, T ] :[
−i ∂
∂t
+
(
∆1(t) 0
0 ∆2(t)− i~Vopt(t)
)]
|λ(t)〉 = ωλ|λ(t)〉.
(5.25b)
Dans la région t ∈ [T0, T ], nous obtenons d’après (5.25b) (cf. paragraphe précédent) :
λ1(t) = λ1(T0)e
i(ωλ(t−T0)−
∫ t
T0
∆1(t′)dt′), (5.26a)
λ2(t) = λ2(T0)e
i(ωλ(t−T0)−
∫ t
T0
∆2(t′)dt′)e
− 1
~
∫ t
T0
Vopt(t′)dt′ . (5.26b)
5.3.1 Canaux découplés
La situation est plus facile à suivre dans le cas trivial où le canaux ne sont pas couplés
(Ω(t) = 0) et avec des termes diagonaux constants ∆i. Ainsi nous faisons coïncider les instants
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T0 et t = 0, pour étudier l’inﬂuence du potentiel optique temporel seul, sur l’intervalle [0, T ],
sans le moindre couplage physique. Dans ce cas particulier, avec T0 = 0 et t = T le système
précédent devient :
λ1(T ) = λ1(0)e
i(ωλ−∆1)T , (5.27a)
λ2(T ) = λ2(0)e
i(ωλ−∆2)T e−
1
~
∫ T
0
Vopt(t′)dt′ . (5.27b)
Les mêmes équations peuvent être écrites pour l’autre état propre |λ′〉. Les vecteurs propres de
Floquet sont périodiques, λi(T ) = λi(0). Ainsi chaque valeur propre de Floquet doit satisfaire
simultanément aux deux conditions :
1 = ei(ωλ−∆1)T si λ1(0) 6= 0 (5.28a)
1 = ei((ωλ−∆2)T+
i
~
∫ T
0
Vopt(t)dt) si λ2(0) 6= 0 (5.28b)
La seule solution est de n’avoir qu’une seule composante non nulle pour chaque vecteur propre :
λ1(0) 6= 0 et λ2(0) = 0 c’est-à-dire ωλ = ∆1 (5.29a)
λ′1(0) = 0 et λ
′
2(0) 6= 0
c’est-à-dire ωλ′ = ∆2 − i~T
∫ T
0
Vopt(t)dt (5.29b)
Les termes 2kπT ne sont pas mentionnés car nous travaillons dans une zone de Brillouin donnée.
Dans ce cas simpliste, l’extension à un système de dimension N est automatique : toutes les
valeurs propres connectées à des canaux absorbés possèdent un terme imaginaire proportionnel à
1
T
∫ T
0 Vopt(t)dt. Nous nous attendons ainsi à observer une dispersion des valeurs propres dans le
plan complexe, qui éloignera les valeurs propres non signiﬁcatives de la valeur propre connectée
ωλ. Le cas évoqué ici est évidemment trop simple, cependant cela peut donner quelques indica-
tions sur ce qui se produira pour une situation dans laquelle le potentiel absorbant serait grand
par rapport aux autres termes dans le hamiltonien, de telle façon que l’ensemble des termes de
couplage pourrait être vus comme des perturbations par rapport à l’opérateur absorbant. Ce
résultat resterait donc grossièrement valable.
5.3.2 Canaux couplés
Dans le cas présent d’un système à deux niveaux couplés décrit par l’éq. (5.25), il est possible
d’aller plus loin dans la description analytique. Dans la région t ∈ [0, T0], nous pouvons réécrire
l’éq. (5.25a) comme [
−i ∂
∂t
+
(
∆1(t) Ω(t)
Ω(t) ∆2(t)
)]
|λ(t)〉e−iωλt = 0, (5.30)
c’est-à-dire sous la même forme que l’équation de Schrödinger originale de solution |Ψ(t)〉 ≡(
a1(t)
a2(t)
)
.
Nous connectons les deux solutions en invoquant les conditions initiales a1(0) = 1, a2(0) = 0,
et λ1(0) = λ1(T0)e
i(ωλ(T−T0)−
∫ T
T0
∆1(t)dt), λ2(0) ≃ 0 (d’après le paragraphe précédent). L’intro-
duction de ces valeurs particulières dans l’éq. (5.4) qui relie fonction d’onde et vecteur propre
de Floquet fournit le coeﬃcient de proportionnalité α = (1/λ1(T0))e
−i(ωλ(T−T0)−
∫ T
T0
∆1(t′)dt′),
autrement dit : (
a1(t)
a2(t)
)
λ1(T0)e
i(ωλ(T−T0)−
∫ T
T0
∆1(t′)dt′) =
(
λ1(t)
λ2(t)
)
e−iωλt. (5.31)
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Considérant l’instant physique ﬁnal t = T0, il vient
a1(T0) = e
i
∫ T
T0
∆1(t)dte−iωλT , (5.32)
autrement dit, la partie imaginaire de la valeur propre ωλ est reliée à l’amplitude de probabilité
ﬁnale :
Im(ωλ) =
1
T
∫ T
T0
Im(∆1(t))dt+
1
T
log(|a1(T0)|). (5.33)
Pour obtenir la relation équivalente pour l’autre valeur propre (“non connectée”) ωλ′ , nous refor-
mulons le calcul en utilisant l’adjoint de HF (t) (en utilisant ∂
†
t = −∂t) :
H†F (t) = H
†
0 +W
†(t) + V†(t)− i~ ∂
∂t
. (5.34)
d’états propres {|λ˜j,n(t)〉}
H†F |λ˜j,n(t)〉 = ~ωλj,n |λ˜j,n(t)〉. (5.35)
Pour des énergies réelles de H0 et des éléments W (t) réels, cette dernière équation correspond au
même problème que précédemment mais en utilisant un potentiel exponentiellement divergent
V†(t).
Pour les composantes de |λ˜′(t)〉 (vecteur propre associé à la valeur propre ~ωλ′ , |λ˜′(t)〉 est
diﬀérent de |λ′(t)〉 en général), il vient :
λ˜′1(t) = λ˜
′
1(T0)e
i(ωλ′ (t−T0)−
∫ t
T0
∆1(t′)dt′), (5.36a)
λ˜′2(t) = λ˜
′
2(T0)e
i(ωλ′ (t−T0)−
∫ t
T0
∆2(t′)dt′)e
1
~
∫ t
T0
Vopt(t′)dt′ , (5.36b)
ce qui conduit, à la limite (5.20), à
λ˜′1(0) ≪ λ˜′2(0), (5.37a)
λ˜′2(0) = λ˜
′
2(T0)e
i(ωλ′(T−T0)−
∫ T
T0
∆2(t)dt)e
+ 1
~
∫ T
T0
Vopt(t)dt. (5.37b)
Cela correspond à l’équation de Schrödinger[
−i ∂
∂t
+
(
∆1(t) Ω(t)
Ω(t) ∆2(t)
)](
a′1(t)
a′2(t)
)
= 0 (5.38)
avec la condition initiale a′1(0) = 0, a
′
2(0) = 1. Nous suivons le même procédé de connection entre(
a′1(t)
a′2(t)
)
et
(
λ˜′1(t)
λ˜′2(t)
)
que précédemment pour obtenir cette fois-ci
(
a′1(t)
a′2(t)
)
λ˜′2(T0)e
i(ωλ′(T−T0)−
∫ T
T0
∆2(t)dt)e
+ 1
~
∫ T
T0
Vopt(t)dt =
(
λ˜′1(t)
λ˜′2(t)
)
e−iωλ′ t. (5.39)
Prenant t = T0, nous en déduisons que
a′2(T0) = e
i
∫ T
T0
∆2(t)dte−iωλ′T e−
1
~
∫ T
T0
Vopt(t)dt. (5.40)
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Il est possible de relier cette quantité à a1(T0) d’après la propriété dont on trouvera l’explication
dans l’appendice D :
si UH(t, 0)
(
1
0
)
=
(
a
b
)
e−i
1
2
∫ t
0
dt′(∆1+∆2) (5.41a)
alors UH†(t, 0)
(
0
1
)
=
( −b¯
a¯
)
e−i
1
2
∫ t
0
dt′(∆1+∆2). (5.41b)
En t = T0 nous avons donc
a¯× e−i 12
∫ T0
0 dt
′(∆1+∆2) = a′2(T0) (5.42a)
a× e−i 12
∫ T0
0 dt
′(∆1+∆2) = a1(T0) (5.42b)
Dans l’éq. (5.42a), nous remplaçons a′2(T0) par son expression [éq. (5.40)], puis l’éq. (5.42b) donne
a1(T0) = e
−i ∫ T00 [∆1(t)+∆2(t)]dte−i
∫ T
T0
∆2(t)dte+iωλ′T e
− 1
~
∫ T
T0
Vopt(t)dt. (5.43)
Cela peut aussi s’écrire
Im(ωλ′) =
1
T
(∫ T
0
Im(∆2(t
′))dt′ +
∫ T0
0
Im(∆1(t
′))dt′
)
− 1
T
log(|a1(T0)|)− 1~T
∫ T
T0
Vopt(t
′)dt′.
(5.44)
L’identiﬁcation des éq. (5.32) et (5.43) donne une relation entre les parties imaginaires des deux
valeurs propres :
Im(ωλ′) = − 1~T
∫ T
T0
Vopt(t
′)dt′ − Im(ωλ)
+
1
T
∫ T
0
Im(∆1(t
′) + ∆2(t′))dt′. (5.45)
Cette relation centrale montre que la valeur propre connectée sera en général bien isolée des
autres pour un potentiel absorbant d’intégrale assez grande. Plus précisément,
− Im(ωλ′)≫ −Im(ωλ) (5.46)
lorsque
1
~T
∫ T
T0
Vopt(t
′)dt′ ≫ −2Im(ωλ) + 1
T
∫ T
0
Im(∆1(t
′) + ∆2(t′))dt′. (5.47)
Malheureusement, il semble diﬃcile de généraliser ce résultat aux systèmes de dimension supé-
rieure car la démonstration utilise en quelque sorte une symétrie entre la valeur propre connectée
et la valeur propre non connectée qui disparaît dès lors qu’il y a plus de deux valeurs propres
dans chaque zone de Brillouin.
Cependant, même sans généralisation analytique, cette caractéristique est utile dans les cal-
culs numériques ; en particulier cela améliore la vitesse de convergence de la méthode des opéra-
teurs d’onde [79] lorsqu’on l’applique à rechercher la valeur propre ainsi connectée.
Cela dit, il est possible que dans certains cas de transfert important de population, la sépara-
tion entre les parties imaginaires des valeurs propres ne soit pas si eﬃcace que cela en pratique.
Ce point est examiné dans le paragraphe suivant.
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5.4 Limitations numériques et précision
Dans ce paragraphe, nous étudions les limitations numériques de la méthode, en restreignant
la discussion à la situation dans laquelle c1(0) = 1, c2(0) = 0. Pour simpliﬁer, nous considérons
le cas Im(∆2(t)) = Im(∆1(t)) = 0.
5.4.1 Cas général
La précision de la méthode peut être estimée grossièrement par l’imperfection de la connection
initiale avec le vecteur propre |λ〉, autrement dit par l’amplitude résiduelle λ2(0). En général,
lorsque λ2(T0) et λ1(T0) sont du même ordre de grandeur, nous obtenons pour l’erreur sur
l’amplitude ﬁnale, d’après l’éq. (5.19) :∣∣∣a(exact)1 (T0)− a(CATM)1 (T0)∣∣∣ ∝ e− 1~ ∫ TT0 Vopt(t′)dt′ , (5.48)
où a(CATM)1 (T0) est l’amplitude de probabilité de l’état 1 à la ﬁn du processus physique donnée
par la méthode CATM. Les tests numériques montrent que cette formule constitue une bonne
approximation de la précision de la méthode. Il faut remarquer que cette estimation ne tient bien
sûr pas compte des eﬀets de grille. Les tests numériques sont présentés dans le chapitre 6.
5.4.2 Cas d’un transfert important de population
L’estimation donnée par l’Eq (5.48) n’est pas valide lorsque le transfert de population à la ﬁn
du processus est eﬃcace : |a1(T0)| → 0, car, dans l’éq. (5.19), nous avons alors |λ2(T0)/λ1(T0)| ≫
1. L’intégrale du potentiel optique doit donc être assez grande pour satisfaire la connection avec
un unique vecteur propre de Floquet : λ2(0)/λ1(0) 0, c’est-à-dire, d’après l’éq. (5.22)
1
~
∫ T
T0
Vopt(t)dt≫ − log(a1(T0)). (5.49)
Prenons le cas limite qui correspond à une séparation nulle entre les parties imaginaires des
valeurs propres :
Im(ωλ′) = Im(ωλ), (5.50)
cela conduit à [cf. éq. (5.44) et (5.45)]
1
~
∫ T
T0
Vopt(t
′)dt′ = −2 log(|a(CATM)1 (T0)|)). (5.51)
Cette équation montre que, dans le cas où les parties imaginaires des quasiénergies sont égales,
l’inégalité (5.49) est satisfaite avec seulement un facteur 2. Plus précisément, on a [d’après les
éq. (5.19) et (5.51)]
λ2(0)
λ1(0)
≈ e− 12~
∫ T
T0
Vopt(t)dt. (5.52)
Ainsi il est possible de satisfaire à λ2(0)/λ1(0)  0 pour obtenir la connection à un vecteur
propre de Floquet unique à une bonne précision en imposant
1
2~
∫ T
T0
Vopt(t)dt≫ 1. (5.53)
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Cette condition (5.53), légèrement plus restrictive que (5.20a) est ainsi suﬃsante pour obtenir
une solution relativement bonne dans le cas d’un transfert de population important, même si
dans ce cas les parties imaginaires des valeurs propres de Floquet sont proches l’une de l’autre.
Il est possible d’utiliser ce cas limite (5.50) pour estimer la précision absolue de la méthode.
En supposant que Im(ωλ′) ≤ Im(ωλ), il vient en utilisant (5.44) et (5.45) :
|a(CATM)1 (T0)| ≥ e−
1
2~
∫ T
T0
Vopt(t′)dt′ , (5.54)
nous ne pouvons donc pas obtenir numériquement une population |a(CATM)1 (T0)|2 de l’état 1 à la
ﬁn du processus physique plus petite que e−
1
~
∫ T
T0
Vopt(t′)dt′ , ce qui fournit une limitation numérique
sur la dépopulation de l’état initial.
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Chapitre 6
Investigations numériques sur des
systèmes modèles à 2 et 3 niveaux
Les tests numériques réalisés dans ce chapitre concernent des exemples de système modèles
à deux et trois niveaux couplés par un champ externe dépendant du temps [95]. Il peuvent
par exemple correspondre à des atomes éclairés par des impulsions laser résonantes et traités
dans le cadre de l’approximation des ondes tournantes [rotating wave approximation (RWA)], cf.
paragraphe 2.1 et [169, 187].
6.1 Une sélection de quelques résultats connus
Le premier exemple est un système à deux niveaux {|1〉, |2〉} d’énergie {E1, E2}. Il est sujet à
un couplage de fréquence ω0 quasi-accordée avec la fréquence de transition 1→ 2. Le léger désac-
cord est noté ∆ = (E2 −E1)/~− ω0. La fréquence de Rabi est déﬁnie comme Ω = d12E(t)/(2~)
où d12 désigne le dipôle de transition entre les deux états et E(t) l’enveloppe du champ variant
lentement. Dans le présent exemple, Ω est choisi réel. Dans la représentation des états habillés
de la RWA, le hamiltonien s’écrit sous la forme (dans des unités telles que ~ = 1)
H =
(
0 Ω
Ω ∆
)
=
 0 Ω0 sin2 ( πtT0)
Ω0 sin
2
(
πt
T0
)
∆0 cos
(
πt
T0
+ φ0
)  (6.1)
Nous considérerons une condition initiale (i) |Ψ(t = 0)〉 = |1〉, pour laquelle nous nous attendons
à une quasi-inversion de population à l’instant ﬁnal, pour des Ω0T0 et ∆0T0 assez grand (passage
adiabatique, voir par exemple [169, 187]), et (ii) la situation dans laquelle |Ψ(0)〉 = c1|1〉+ c2|2〉.
Le deuxième exemple sera celui d’un système à trois niveaux {|1〉, |2〉, |3〉} d’énergies {E1, E2,
E3}, soumis à deux champs laser quasi-résonants, de fréquences de Rabi (proportionnelles à
l’enveloppe) Ωp et Ωs. Les lasers sont accordés avec les transitions 1↔ 2 et 2↔ 3 respectivement.
Nous autorisons un désaccord ∆ = |E2 − E1|/~ − ωP entre la fréquence de transition 1 → 2 et
la fréquence du laser ωP L’état initial est |1〉. Dans ces conditions le hamiltonien RWA prend la
forme
H =
 0 Ωp 0Ωp ∆ Ωs
0 Ωs 0
 (6.2)
Un hamiltonien de cette forme peut représenter diﬀérentes situations physiques représentées sur
la ﬁg. 6.1 issue de la réf. [169].
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Figure 6.1 – Figure tirée de la réf. [169] : diﬀérents types de systèmes à trois niveaux couplés
modélisables par le hamiltonien de l’éq. 6.2 : conﬁguration en échelle, en lambda et en v.
Nous étudions deux situations, d’une part le cas intuitif : le couplage entre les états 1 et 2
est allumé d’abord, puis ensuite celui entre les états 2 and 3,
Ωp = Ω0 sin
2
(
πt
T1
)
∀t ∈ [0, T1] (0 ailleurs)
Ωs = Ω0 sin
2
(
πt− T1/2
T1
)
∀t ∈
[
1
2
T1,
3
2
T1
]
∆ = ∆0 (6.3)
Avec Ω0T1 = 20 et ∆0T1 = 0, nous nous attendons à observer des oscillations mais sans aller
jusqu’à un échange de population complet vers l’état |3〉. Avec ∆0T1 = 20, un transfert partiel
vers |3〉 se produit avec moins d’oscillations. D’autre part, la situation contre-intuitive du passage
Raman adiabatique stimulé [Stimulated Raman Adiabatic Passage (STIRAP)] est exactement
l’inverse de la première conﬁguration [182] :
Ωp = Ω0 sin
2
(
πt− T1/2
T1
)
∀t ∈
[
1
2
T1,
3
2
T1
]
Ωs = Ω0 sin
2
(
πt
T1
)
∀t ∈ [0, T1]
∆ = 0 (6.4)
L’allure des enveloppes Ωp et Ωs est représentée sur la ﬁg. 6.2. Avec Ω0T1 = 20 et ∆0T1 = 0. Le
STIRAP autorise un large transfert de population de l’état initial vers l’état |3〉.
L’intervalle physique total T0 est ici 3/2 fois la période T1 de la fonction sinus [0, T0] =
[0, 3/2T1] ; l’intervalle additionnel commencera à 3/2T1 pour une durée de T1. Dans la discussion
qui va suivre, nous utilisons les légendes suivantes :
(i) système à 2 niveaux avec un état initial simple |1〉 ;
(ii) système à 2 niveaux avec une superposition initiale d’états ;
(iii) système à 3 niveaux dans la situation intuitive ;
(iv) système à 3 niveaux dans la situation STIRAP.
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Figure 6.2 – Allure des enveloppes des champs couplant les états 1↔ 2 via Ωp (ligne continue
dans le schéma intuitif (iii), ligne discontinue dans le schéma STIRAP (iv) et couplant 2↔ 3 via
Ωs (ligne discontinue dans le schéma intuitif (iii), ligne continue dans le schéma STIRAP).
6.2 Le calcul avec CATM. Construction du hamiltonien de Flo-
quet
D’un point de vue technique, pour de tels exemple le calcul implique les cinq étapes qui
suivent :
– construction de la représentation matricielle du hamiltonien de Floquet (quelques détails
sont donnés ci-dessous) ;
– diagonalisation de la matrice de Floquet ;
– sélection de N vecteurs propres de Floquet appartenant à la première zone de Brillouin
(pour un problème à N niveaux) ;
– détection de la valeur propre Eλ = ~ωλ connectée, c’est-à-dire possédant la partie imagi-
naire de plus petite valeur absolue, celle-ci correspond au vecteur propre |λ(t)〉 ;
– production de la fonction d’onde via l’équation |Ψ(t)〉 = e−iωλt|λ(t)〉.
En principe, le calcul d’un seul vecteur propre est requis. Pour ces exemples de très petite
dimension, il est possible de diagonaliser entièrement le matrice, ce qui permettra d’illustrer
les arguments analytiques précédemment évoqués. Cependant, pour des systèmes de grande
dimension, il est possible d’utiliser la théorie des opérateurs d’onde pour trouver l’état propre
recherché via une construction itérative. Cette technique sera utilisée plus loin.
Nous fournissons ici une explication un peu plus détaillée de la structure du hamiltonien de
Floquet. Pour la dimension temporelle, nous travaillons sur une représentation à variable discrète
(DVR) {|ti〉}, i = 1 · · ·N , associée à une représentation ﬁnie (FBR) sur une base de Fourier. On
montre que l’opérateur de dérivée par rapport au temps s’exprime très simplement dans la base
DVR (cf. annexe B) : Soit Ij un vecteur colonne de composantes δij , i = 1 · · ·N , alors
〈
ti
∣∣∣− i ∂
∂t
∣∣∣tj〉 = FFT−1i
 ω1FFT1(Ij)...
ωNFFTN (Ij)
 , (6.5)
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où FFTi représente la ieme composante de la transformée de Fourier rapide et ωi est la fréquence
de Fourier déﬁnie par {
ωn =
2π
T ′ (n− 1) 1 ≤ n ≤ N2 ,
ωn =
2π
T ′ (n− 1−N) N2 < n ≤ N.
(6.6)
La représentation matricielle de −i ∂∂t est diagonale dans la base {|1〉, |2〉}, et H(t) et V(t) sont
diagonaux dans la base DVR sur le temps. En conséquence, le hamiltonien de Floquet pour les
modèles à deux niveaux (i) et (ii) avec la condition initiale c1 = 1, c2 = 0 est représenté dans la
base {|1〉, |2〉} ⊗ {|ti〉} par :
∂t11 Ω1 ∂t12 0 . . .
Ω1 (∂t11 +∆1 − iV1) 0 ∂t12
∂t21 0 ∂t22 Ω2
0 ∂t21 Ω2 (∂t22 +∆2 − iV2)
...
. . .
 (6.7)
avec
∂tij ≡
〈
ti
∣∣∣− i~ ∂
∂t
∣∣∣tj〉
Ωi ≡ Ω(ti) ∀ti ∈ [0, T0] (0 ailleurs)
∆i ≡ ∆(ti) ∀ti ∈ [0, T0] (0 ailleurs)
−iVi ≡ −iVopt(ti) = −iV0 sin2
(
ti − T0
T − T0
)
∀ti ∈ [T0, T ] (0 ailleurs)
Cette construction peut être généralisée aux cas du système à trois ou un plus grand nombre de
niveaux.
6.3 Comparaison avec une intégration pas à pas directe
Nous analysons les résultats obtenus grâce au vecteur propre de Floquet connecté qui pos-
sède la plus petite valeur de |Im(ωλ)|, comme le prévoit la théorie. Ensuite nous calculons les
populations
pn(t) = |〈n|Ψ(t)〉|2 (6.8)
et les phases relatives
βn(t) = arg (〈n|Ψ(t)〉) (6.9)
dans toutes les situations présentées ci-avant. Les résultats de CATM concernant les populations
et les phases sont comparés à ceux donnés par une équation de propagation pas à pas du type
|Ψ(t+∆t)〉 = e−i~−1H(t+∆t2 )∆t|Ψ(t)〉 (6.10)
avec un pas de temps ∆t suﬃsamment petit. Pour le calcul utilisant CATM, la taille de la base
de Fourier est ﬁxée à N = 256, ce qui est suﬃsant pour la stabilité des calculs avec les exemples
traités ici.
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Figure 6.3 – Évolution des populations (a) et des phases (b) pour le système à 2 niveaux (i)
avec pour état initial |1〉. Ω0T0 = 10 et ∆0T0 = 10. Résultats “exacts” [numériques avec une
intégration progressive, cf. (6.10)] (p1 et β1 : vert, p2 et β2 : magenta) et résultats donnés par
CATM (p1 et β1 : bleu, p2 et β2 : rouge) pour diﬀérentes amplitudes V0 du potentiel absorbant
temporel : (I) V0T0 = 0 (II) V0T0 = 10 (III) V0T0 = 40. Les phases sont exprimées en radians et
le temps en unité de T0.
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6.3.1 Modèle à deux niveaux
Pour le système à 2 niveaux (i), les résultats sont présentés sur la ﬁg. 6.3. Sur les graphiques
(I-a) et (I-b), il est évident qu’en l’absence de potentiel absorbant l’utilisation d’un seul vecteur
propre de Floquet n’est pas appropriée. Sur les cadres (II-a) et (II-b), on observe les eﬀets du
potentiel absorbant. Les populations initiales s’approchent des valeurs p1(0) = 1 et p2(0) = 0,
manifestant néanmoins une petite diﬀérence de quelques pourcents par rapport au calcul de
référence. Les phases commencent à coïncider avec celles données par le calcul témoin mais la
diﬀérence reste importante, particulièrement sur le début de l’intervalle. Pour le dernier cas (III-a
et III-b), le potentiel absorbant est plus intense et il n’est plus possible de distinguer la moindre
diﬀérence entre les résultats donnés par CATM et les résultats de référence à l’échelle de la ﬁgure.
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Figure 6.4 – Même chose que la ﬁg. 6.3, mais pour le système à 2 niveaux (ii), et avec Ω0T0 = 10,
∆0T0 = 0 avec pour état initial
√
0.75 |1〉+√0.25 |2〉, pour diﬀérentes amplitudes V0 du potentiel
absorbant temporel : (I) V0T0 = 0 (II) V0T0 = 10 (III) V0T0 = 40.
La ﬁg. 6.4 représente les mêmes quantités avec comme condition initiale |Ψ(0)〉 = c1|1〉+c2|2〉,
c1 =
√
0.75 et c2 =
√
0.25. Nous avons utilisé le potentiel absorbant indiqué par l’éq. (5.14).
Les précédents commentaires sur l’eﬃcacité de la méthode restent valables. La ﬁg. 6.4 illustre
clairement l’eﬃcacité de la matrice sélectionnée pour une reproduction correcte des conditions
initiales.
Présentons maintenant une analyse plus précise de la façon dont la solution exacte est appro-
chée. À cette ﬁn, nous déﬁnissons une mesure de la diﬀérence entre les résultats CATM et ceux
de l’intégration directe. Pour une composante individuelle 〈1|Ψ〉 calculée par les deux méthodes,
la diﬀérence intégrée sur la population et sur la phase est calculée :
ǫp =
1
T
∫ T
0
∣∣|〈1|Ψ(t)〉CATM|2 − |〈1|Ψ(t)〉|2∣∣ dt (6.11a)
ǫa =
1
T
∫ T
0
|arg (〈1|Ψ(t)〉CATM)− arg (〈1|Ψ(t)〉)| dt (6.11b)
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Ces quantités sont représentées sur la ﬁg. 6.5 en fonction de l’amplitude du potentiel absorbant V0.
La courbe étant tracée en unités logarithmiques, une loi quasi-linéaire apparaît pour V0 ∈ [10, 35],
en cohérence avec l’éq. (5.48). L’estimateur de l’erreur atteint ensuite un plateau qui peut être
interprété à la fois grâce à des eﬀets de grille dûs à la représentation ﬁnie du temps avec CATM,
ainsi que par le fait que la méthode de référence est elle-même numérique et comporte une erreur
par rapport à la solution vraie. Le paragraphe qui suit explique ce point.
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Figure 6.5 – Estimation de l’erreur logarithmique intégrée, diﬀérence entre une intégration
directe et CATM avec 512 points de grille sur le temps, en fonction de V0, calculée avec la première
composante 〈1|Ψ〉 pour le système à 2 niveaux (i). Erreurs sur la population, cf. éq. (6.11a) (ligne
continue), et sur les angles, cf. éq. (6.11b) (tirets). On peut remarquer que ces erreurs suivent une
loi exponentielle correspondant à l’éq. (5.48) (pointillés) jusqu’à une stabilisation sur un plateau
due en partie à des eﬀets de grille avec CATM.
6.3.2 Analyse de la courbe d’erreur
L’évolution de l’erreur intégrée associée à un calcul utilisant CATM en fonction de l’ampli-
tude de l’opérateur absorbant est suivie par l’estimateur de l’éq. (6.11). Cela donne lieu à des
courbes du type de la ﬁg. 6.6, avec une descente exponentielle en fonction de l’amplitude du
potentiel absorbant suivie d’un plateau d’erreur à partir d’une certaine valeur Vo,seuil1. D’après
les essais réalisés, la hauteur du plateau et le seuil de son apparition sont majoritairement
contrôlés par la qualité du calcul direct utilisé comme comparatif, lui aussi numérique, en
particulier par le nombre de points pour la discrétisation du temps. Si l’on augmente ce nombre
de points sans toucher aux paramètres du calcul CATM, le plateau se trouve abaissé et apparaît
pour une valeur de seuil plus grande. Dans une moindre mesure, le plateau est aussi légèrement
aﬀecté par une modiﬁcation des paramètres de calcul de CATM, par exemple il est légèrement
abaissé si l’on augmente le nombre de fonctions de Fourier dans la base associée au temps. Nous
nous proposons d’expliquer maintenant en quoi l’allure de la courbe d’erreur de CATM n’est
pas incompatible avec le fait que CATM continue d’approcher de plus en plus près la solution
exacte lorsque le potentiel augmente au-delà de la valeur seuil.
Soit x l’une des valeurs numériques issues d’un calcul, par exemple la valeur d’une composante
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Figure 6.6 – Allure de la courbe d’erreur en fonction de l’amplitude du potentiel absorbant,
obtenue lors de la comparaison CATM-calcul direct.
de la fonction d’onde à un instant donné. Pour simpliﬁer, nous désignerons la solution exacte
(inaccessible) par xexact, la solution numérique de référence (calcul direct) par xref et la solution
numérique donnée par CATM par xcatm. L’estimateur de l’erreur déﬁni ci-dessus est fondé, en
gros, sur la diﬀérence
ǫnum = |xcatm − xref |. (6.12)
Les calculs numériques indiquent un comportement décroissant en fonction de Vo, du type
ǫnum = β exp(−αVo) pour Vo ∈ [0, Vo,seuil1], suivi d’une stagnation ǫnum ≃ ǫnum,plateau pour
Vo > Vo,seuil1. Cela n’est pas incompatible avec le fait que CATM continue d’approcher la so-
lution exacte xexact après l’apparition du plateau, c’est-à-dire pour Vo > Vo,seuil1. Comme nous
disposons seulement de deux résultats numériques que l’on compare entre eux, le plateau peut
provenir de l’erreur causée par l’un ou l’autre. ǫcatm désigne l’erreur vraie commise par CATM,
ǫcatm = |xcatm − xexact|, (6.13)
et la théorie CATM indique que ǫcatm = β exp(−αVo). Il est néanmoins possible que CATM
se stabilise à un certain résultat correspondant à une erreur ǫcatm,seuil2 à partir d’une valeur
donnée de Vo = Vo,seuil2, en raison de l’éventuelle incapacité de la base de Fourier à décrire un
pic de potentiel trop important. D’un autre côté, le calcul de référence numérique est lui-même
légèrement erroné, c’est-à-dire que |xref − xexact| = ǫref (indépendant de Vo). Nous avons
ǫnum = |xcatm − xexact + xexact − xref | (6.14)
= |ǫcatm ± ǫref |. (6.15)
Le choix du signe dépend de l’ordre de xcatm, xref , xexact.
Considérons, pour des conditions de calcul données, l’hypothèse |ǫcatm,seuil2| ≫ |ǫref |. Alors
pour Vo ∈ [0, Vo,seuil2], ǫnum = |βe−αVo±ǫref |, et pour Vo > Vo,seuil2, ǫnum = |ǫcatm,seuil2±ǫref | ≃
|ǫcatm,seuil2|. Alors le niveau du plateau devrait dépendre fortement des réglages des paramètres
de calcul de CATM, et très peu des paramètres de calcul de la méthode de comparaison, or c’est
exactement l’inverse que l’on observe.
Cela correspond donc plutôt à l’hypothèse |ǫcatm,seuil2| ≪ |ǫref |, associée à Vo,seuil2 ≫
Vo,seuil1. Plus précisément, tant que βe−αVo ≫ ǫref , c’est-à-dire Vo ∈ [0, Vo,seuil1], on a
ǫnum = |βe−αVo ± ǫref | ≃ |βe−αVo |, (6.16)
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puis lorsque l’on passe la valeur seuil, βe−αVo ≪ ǫref , il vient
ǫnum ≃ |ǫref |. (6.17)
Ces formules sont compatibles avec les courbes d’erreur obtenues. Dans ces conditions, cela est
également compatible avec le fait que le niveau du plateau et son déclenchement soient contrôlés
par les paramètres de calcul de la méthode directe, et non par les paramètres de calcul de CATM.
D’autre part, le fait que l’exponentielle se stabilise à ǫcatm,seuil2 pour la seconde valeur seuil
Vo,seuil2, en raison des eﬀets de grille, passe presqu’inaperçu car ǫcatm,seuil2 est alors négligeable
par rapport à ǫref .
6.3.3 Modèle à trois niveaux.
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Figure 6.7 – Évolution des populations pn(t) pour le système à 3 niveaux (iii) ; résultats “exacts”
(numériques) p1 (cyan), p2 (magenta), p3 (noir) et résultats CATM p1 (bleu), p2 (rouge), p3 (vert)
sans désaccord et pour diverse amplitudes du potentiel absorbant, I : V0T1 = 0, II : 5, III : 10,
IV : 40.
Pour le système à 3 niveaux (iii) (tel que déﬁni dans le paragraphe 6.1), l’évolution des
populations est représentée sur les ﬁg. 6.7 et 6.8, avec ou sans désaccord (∆0T1 = 0 ou ∆0T1 =
20). L’amplitude du champ était ﬁxée à Ω0T1 = 20 et le potentiel absorbant est augmenté
graduellement de V0T1 = 0 à V0T1 = 40. Ici encore, si l’absorption est insuﬃsante, les résultats
ne sont pas signiﬁcatifs. Ils le deviennent par exemple sur la dernière sous-ﬁgure où V0 = 40. Sans
désaccord (Fig 6.7), pendant la première impulsion des inversions de populations rapides sont
observées entre les niveaux 1 et 2, puis lorsque la deuxième impulsion commence, le troisième
niveau commence à se peupler. Ensuite p1 se stabilise à p1 ≃ 0.18 alors que des oscillations
apparaissent entre les niveaux 2 et 3. En ﬁn d’interaction p2 ≃ 0 tandis que p3 ≃ 0.82. Avec
désaccord (Fig 6.8), les inversions sont remplacées par des oscillations légères qui mènent au ﬁnal
à p1 ≃ 0.48, p2 ≃ 0.02 et p3 ≃ 0.5. L’inversion de population est moins marquée.
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Figure 6.8 – Même chose que sur la ﬁg. 6.7, mais avec un désaccord ∆0T1 = 20.
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Figure 6.9 – Évolution des populations pn(t) = |〈n|Ψ(t)〉|2 dans le modèle de STIRAP (iv) ;
résultats exacts (numériques) p1 (cyan), p2 (magenta), p3 (noir) et résultats CATM p1 (bleu), p2
(rouge), p3 (vert) sans désaccord et pour diverses amplitudes du potentiel absorbant, I : V0T1 = 0,
II : 5, III : 10, IV : 40.
6.4. L’ÉCLATEMENT DU SPECTRE 93
Les résultat pour le modèle de STIRAP (iv) (tel que déﬁni dans le paragraphe 6.1) sont
présentés sur la Fig 6.9. Les termes de couplage entre les niveaux 2 et 3 sont allumés avant
les termes de couplage entre 1 et 2 et une inversion de population relativement importante est
néanmoins observée, avec des populations ﬁnales valant p1 ≃ 0.18, p2 ≃ 0 et p3 ≃ 0.82.
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Figure 6.10 – (a) Re(ωλ), (b) Im(ωλ), (c) Re(ωλ′) et (d) Im(ωλ′), en fonction de V0 (tout en
unités de 1/T1) dans le cas du modèle à 2 niveaux (i). Lorsque V0 augmente, ωλ′ s’éloigne de ωλ
en acquérant une partie imaginaire proportionnelle à V0.
6.4 L’éclatement du spectre
Analysons maintenant l’eﬀet de dilatation des valeurs propres par le potentiel absorbant. Cet
eﬀet tend à séparer la valeur propre connectée des autres valeurs propres. La ﬁg. 6.10 montre
les valeurs propres de Floquet {ωλ} et {ωλ′} de la première zone de Brillouin calculées dans le
cas du système à deux niveaux (i) en fonction de V0. À part pour les petites valeurs de potentiel
absorbant où l’on peut noter une ambiguïté d’indexation des valeurs propres [180], Im(ωλ) prend
une valeur constante en accord avec l’éq. (5.33), tandis que Im(ωλ′) manifeste une évolution
linéaire telle qu’indiquée par l’éq. (5.45).
Les ﬁgures 6.11 et 6.12 se rapportent au système à trois niveaux (iii) et confortent ces aﬃrma-
tions. En s’attardant sur la partie imaginaire de la valeur propre de Floquet connectée (ﬁg. 6.11),
nous remarquons qu’après une région de stabilisation Im(ωλ1) n’est plus aﬀectée par la croissance
du potentiel absorbant. Au contraire, Im(ωλ2) et Im(ωλ3) aquièrent toutes les deux de grandes
parties imaginaires croissant linéairement en fonction de V0.
En pratique, cette caractéristique sera utile dans l’étude de systèmes de grande dimension, en
particulier si une méthode de type opérateur d’onde est utilisée pour trouver les valeurs propres
de Floquet [79], spécialement eﬃcace pour trouver des valeurs propres isolées.
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Figure 6.11 – Im(ωλ1) en fonction de V0 dans le cas du modèle à trois niveaux (iii).
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Figure 6.12 – Im(ωλ2) (ligne continue) et Im(ωλ3) (tirets) en fonction de V0 dans le cas du
modèle à trois niveaux (iii).
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6.5 Influence du nombre de fonctions dans la base de Fourier
(nombre de points de grille en temps)
Ce paragraphe succinct est consacré à l’étude de la stabilité des résultats lorsque l’on réduit
le nombre N de fonctions de la base de Fourier dans le calcul CATM, ou de façon équivalente
le nombre de points de grille pour la discrétisation temporelle. Aﬁn de diminuer le temps de
calcul et de limiter les besoins en espace mémoire, il apparaît évidemment nécessaire de choisir
une valeur de N aussi petite que possible. La ﬁg. 6.13 illustre de quelle façon les populations
ﬁnale obtenues avec CATM varient en fonction du nombre N utilisé. Les calculs correspondent
au modèle STIRAP (iv).
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Figure 6.13 – Stabilité des populations ﬁnales p1 (ligne continue), p2 (tirets) et p3 (pointillés)
en fonction du nombre de fonctions de Fourier dans la base N , en échelle logarithmique.
Les valeurs de p3 ≃ 0.82 et p1 ≃ 0.18 sont stables pour N & 30 mais p2 ≃ 10−3 n’est obtenue
précisément que lorsque N atteint 80. La recherche de faibles probabilités demande donc une
description plus précise de l’évolution temporelle ; cependant, dans le cas présent, 80 points de
grille semblent amplement suﬃsants. L’idée générale reste de choisir un N assez grand pour suivre
les variations temporelles du hamiltonien et des solutions (au sens d’une analyse de Fourier, pas
d’un propagateur diﬀérentiel et progressif) et pour obtenir des valeurs stables des plus faibles
probabilités.
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Chapitre 7
Comparaison entre la méthode CATM,
le schéma du second ordre SOD et la
technique des opérateurs fractionnés
Nous fournissons ici quelques éléments de comparaison entre CATM et d’autres schémas
standard d’intégration [97]. Dans ce chapitre et les suivants, nous réalisons de nombreuses simu-
lations de test avec l’exemple de la photodissociation de l’ion moléculaire H+2 dans le cadre de
l’approximation de Born-Oppenheimer. Il s’agit d’un simple système dynamique 1D mais celui-ci
constitue tout de même un test signiﬁcatif. Rappelons que CATM n’est pas focalisé sur l’op-
timisation du traitement de systèmes quantiques multi-dimensionnels avec utilisation de bases
dépendantes du temps performantes, comme l’est par exemple MCTDH. La méthode propose
un schéma original pour intégrer la dynamique de systèmes comportant des évolutions tempo-
relles rapides et compliquées. Ces deux aspects (grandes dimensionnalité et évolution temporelle
compliquée) sont néanmoins quelquefois corrélés. L’utilisation de représentations intermédiaires
peut permettre de réduire les dimensions des bases, mais ce faisant les dépendances temporelles
se compliquent (cf. chapitre 10). Dans le présent chapitre, un champ laser fortement adiabatique
avec plusieurs centaines de cycles optiques est étudié aﬁn de tester la capacité du modèle à
reproduire de telles situations adiabatiques extrêmes.
7.1 Paramètres du modèle pour H+2 en champ laser intense
Comme expliqué précédemment, nous étudions les vibrations nucléaires et nous ne prenons
en compte que les deux premières surfaces de potentiel [33] pour les états électroniques 2Σ+g et
2Σ+u . Le hamiltonien nucléaire est la somme de deux termes
H = H0 +W (t), (7.1)
iciH0 = K+V0(R) est le hamiltonien sans champ de la molécule isolée H
+
2 que l’on prédiagonalise
sur une base grille radiale [116] en présence d’un potentiel absorbant complexe radial [146, 131]
pour obtenir la base propre vibrationnelle avec 200 valeurs propres {Ej} et des états propres
biorthogonaux {|j〉} (100 pour l’état électronique 2Σ+g , 100 pour l’état 2Σ+u ), aussi bien que
la matrice représentant le moment dipolaire électrique µij = 〈i|µ|j〉. Ensuite nous calculons
la dynamique en présence d’un champ électrique intense décrit semi-classiquement. Pour notre
premier exemple, le champ électrique est sinusoïdal sans phase initiale et l’enveloppe suit une
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fonction gaussienne :
E(t) = E0 sin(ωt) exp
(
−
(
t− tm
τ
)2)
(7.2)
avec τ = 1000 ua (cf. ﬁg. 7.1). La durée totale de l’impulsion adiabatique est T0 = 2tm = 10000
au (soit 0.24 ps) et la pulsation de l’onde porteuse est ω = 0.2958678 ua, ce qui correspond à
une longueur d’onde de 154 nm. Dans le cadre de l’approximation dipolaire, le terme de couplage
W (t) s’exprime comme
W (R, t) = −µ(R) · E(t). (7.3)
L’algorithme CATM se base ensuite sur le problème aux valeurs propres[
H0(R) +W (R, t) + V(R, t)− i~ ∂
∂t
]
|λ〉 = Eλ|λ〉, (7.4)
V étant un opérateur absorbant dépendant du temps présent uniquement sur l’intervalle sup-
plémentaire t ∈ [T0, T ] et déﬁni selon l’équation (5.8) sur tous les vecteurs de base sauf l’état
initial qui sera ici l’état lié fondamental |0〉. L’intervalle d’absorption dure ∆T = 3600 au avec
une fonction en cloche centrée pour l’opérateur absorbant (cf. ﬁg. 7.2),
− i V0 sinc2
(
(t− t′m)
∆T
)
, (7.5)
avec t′m = T0 +
∆T
2 .
La période fondamentale de Floquet est la durée totale T . La description temporelle peut
être réalisée grâce à des fonctions périodiques du temps 〈t|n〉 = 1/√T e2πint/T (n ∈  , n =
−N/2 . . . (N/2−1)) en tant que représentation sur base ﬁnie (FBR), et la représentation discrète
variable associée (DVR) est déﬁnie par |ti〉 = 1/N
∑N/2−1
n=−N/2 e
2πin(t−ti)/T . N est le nombre de
fonctions de la base de Fourier, ou de façon équivalente le nombre de points de grille qui décrivent
la dimension temporelle. En pratique, l’espace de Hilbert étendu peut atteindre d’assez larges
dimensions si l’un ou l’autre de ses ingrédients (H ou L2) est lui-même de grande dimension.
La recherche de |λ〉 est entreprise en utilisant la théorie de l’opérateur d’onde (cf. appendice A)
dans le cas d’un espace actif de dimension 1. Nous devons alors résoudre l’équation opératorielle
HFΩ = ΩHFΩ, (7.6)
où HF est l’opérateur du membre de gauche de l’éq. (7.4). En pratique l’éq. (7.6) est résolue
dans la base FBR. Les tableaux 7.1, 7.2 et 7.3 décrivent la structure de la matrice représentative
du hamiltonien de Floquet de l’éq. (7.4). La matrice HF est structurée en un ensemble de blocs.
Un bloc correspond à un couple d’instants de la base DVR (ti, tj) ou de fréquences (ni, nj) de
la base FBR. Chaque bloc est divisé en deux sous-blocs relatifs aux deux états électroniques
s = g, u =2 Σ+g,u et chaque sous-bloc contient ici 100 lignes et 100 colonnes correspondant aux
états propres de H0. Cette matrice n’est bien sûr jamais calculée dans son entier.
Dans le cas à une dimension l’opérateur d’onde Ω est un vecteur proportionnel au vecteur
propre de Floquet avec une normalisation intermédiaire. Nous utilisons ici l’algorithme itératif
“Recursive Distorted Wave Approximation” (RDWA) qui est expliqué dans le chapitre 8 d’après
les références [84, 79] (voir aussi l’appendice A résumant quelques équations à propos des opéra-
teurs d’onde).
Finalement les probabilités de transition
P (|j〉, t) = |〈j|Ψ(t)〉|2 (7.7)
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n = 0, g
n = 0, u
n = 1, g
n = 1, u
n = 2, g
n = 2, u
Table 7.1 – Structure générale de la matrice représentative du hamiltonien de Floquet de H+2
dans la base {|n〉 ⊗ |s〉 ⊗ |j〉}.
H0 − i~∂/∂t + V W V W V W
W H0 − i~∂/∂t + V W V W V
V W H0 − i~∂/∂t + V W V W
W V W H0 − i~∂/∂t + V W V
V W V W H0 − i~∂/∂t + V W
W V W V W H0 − i~∂/∂t + V
Table 7.2 – Localisation des termes du hamiltonien de Floquet dans la matrice le représentant
dans la base {|n〉 ⊗ |s〉 ⊗ |j〉}. Pour le détail de chaque bloc n, voir le Tab.7.3 ci-dessous.
H0 − i~∂/∂t 0 0 W W W
0 H0 − i~∂/∂t+ V 0 W W W
0 0 H0 − i~∂/∂t+ V W W W
W W W H0 − i~∂/∂t+ V 0 0
W W W 0 H0 − i~∂/∂t+ V 0
W W W 0 0 H0 − i~∂/∂t+ V
Table 7.3 – Détail d’un bloc de la diagonale (n = n′) pour le hamitonien de Floquet dans la
base {|n〉⊗|s〉⊗|j〉}. On a supposé ici que l’état initial est l’état fondamental de 2Σ+g . Le schéma
est réduit ici à trois niveaux par état électronique pour plus de lisibilité.
100 CHAPITRE 7. COMPARAISON ENTRE CATM, SOD, SO
ainsi que la probabilité de dissociation
Pdiss = 1−
∑
états liés
|〈j|Ψ(t)〉|2, (7.8)
peuvent être calculées.
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Figure 7.1 – Impulsion laser adiabatique de fréquence angulaire ω = 0.2958678 u.a. et de durée
totale 10000 u.a. (0.24 ps) avec une enveloppe gaussienne.
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Figure 7.2 – Partie imaginaire du potentiel absorbant complexe dépendent du temps déﬁni dans
l’éq. (7.5).
En terme de mémoire, CATM requiert principalement le stockage du vecteur de l’espace de
Hilbert étendu qui sera modiﬁé itérativement. En raison de l’utilisation des FFT, l’eﬀort de calcul
du programme relativement à la dimension temporelle suit une loi en 2NiterN log(N) où N est le
nombre de fonctions de Fourier dans la base et Niter est le nombre d’itérations nécessaires pour
atteindre la convergence dans le calcul de l’opérateur d’onde. Le minimum requis pour N est en
gros proportionnel à la durée totale pour une fréquence maximum donnée du champ. Si N est
suﬃsant pour stabiliser les FFT, alors la précision des résultats ne dépend pas directement de
N mais plutôt des paramètres du potentiel absorbant. Niter (10-40 en général) ne dépend pas de
la dimension de la matrice HF .
7.2 Schémas d’intégration comparatifs
CATM est un propagateur global pour des hamiltoniens explicitement dépendants du temps.
Cependant, le développement de l’opérateur d’évolution exp(HF (t−t0)/(i~)) dans l’espace étendu
sur des polynômes de Chebyshev fournit également une solution globale et précise à ce pro-
blème [88]. Il apparaît donc naturel de comparer avant tout ces deux solutions globales. Dans
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l’approche de Chebyshev, le propagateur global est construit de manière itérative et nécessite un
nombre d’itérations minimum NCheb donné par :
NCheb >
∆E T
2~
, (7.9)
où ∆E est le domaine en énergie (ici le domaine des énergies de Floquet) et T la durée totale.
Dans le cas présent, nous avons
∆E ≃ Max(Ei) +N 2π
T
. (7.10)
Avec Max(Ei) ≃ 2.934 u.a. (la valeur maximum du spectre de H0) et N = 2048, cela donne
un nombre minimum de NCheb = 21084 itérations. De la même manière que pour CATM,
chacune de ces itérations comporte une multiplication de HF par un vecteur de l’espace étendu.
En comparaison, la méthode CATM combinée à la théorie des opérateurs d’onde converge en
général en quelques dizaines d’itérations dans des conditions similaires. L’algorithme CATM
apparaît donc largement compétitif par rapport au schéma global de Chebyshev. Il faut nuancer
en rappelant que la procédure itérative (perturbative en un certain sens) associée aux opérateurs
d’onde ne permet pas d’établir un critère clair pour estimer et prévoir la convergence d’un calcul
donné.
Il est intéressant également de comparer CATM avec des propagateurs non-globaux, tels
que le schéma diﬀérentiel SOD donné dans l’éq. (2.21) ou la méthode des opérateurs fractionnés.
Pour construire une comparaison signiﬁcative, la représentation du hamiltonien H(t) pour CATM
comme pour SOD est réalisée dans la même base moléculaire, la base propre de H0. Ainsi nous
pouvons utiliser la forme la plus simple de potentiel absorbant pour CATM si l’état initial est un
état propre de H0. Bien sûr, nous perdons alors l’avantage d’une représentation du hamiltonien
plus creuse si l’on utilisait une base grille DVR pour R. Avec le schéma SOD, l’erreur accumulée à
chaque pas est proportionnelle à δt3 où δt = T/Nsod est le pas de temps. Ainsi après Nsod pas de
propagation si nous souhaitons que l’erreur ﬁnale soit inférieure à une valeur ﬁxée e, c’est-à-dire
Nsod ×
(
α
T
Nsod
)3
< e, (7.11)
alors il faut choisir Nsod plus grand que
(
α3/2 T
3/2√
e
)
.
Ce problème peut aussi être traité par la méthode des opérateurs fractionnés qui impose que
H(t) soit représenté sur une base grille DVR pour R. Ce schéma est basé sur une séparation des
énergies potentielle et cinétique dans l’opérateur d’évolution à chaque pas [50] :
exp
(
− i
~
Hδt
)
= exp
(
− i
~
(K + V )δt
)
≃ e−iKδt/(2~)e−iV δt/~e−iKδt/(2~), (7.12)
où V = V0(R) +W (R, t). Ici un deuxième fractionnement est nécessaire pour le terme potentiel
parce que W (R, t), qui représente les termes de couplage entre les deux courbes de potentiel
électronique eﬀectives, ne commute pas avec V0 :
exp
(
− i
~
V δt
)
≃ e−iV0δt/(2~)e−iWδt/~e−iV0δt/(2~). (7.13)
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Dans le modèle 1-D de H+2 , l’énergie cinétique est diagonale dans la représentation des moments
(FBR), et l’énergie potentielle est bloc-diagonale dans la représentation des coordonnées (grille
DVR pour R). Plus précisément, en représentation des coordonnées exp(−iV0δt/~) est diagonal
dans les deux blocs centraux (diagonaux) correspondant aux deux surfaces. Si l’on représente les
potentiels comme des bloc indicés par g/u relativement aux deux états électroniques considérés,
schématiquement nous avons :
− iV0δt
~
→ −iδt
~
(
gg 0gu
0ug uu
)
. (7.14)
La diagonale gg et uu représente les potentiels électroniques Vg(R) et Vu(R) additionnés du
potentiel absorbant radial indépendant du temps. L’exponentielle de cette matrice diagonale est
simplement la matrice contenant sur la diagonale l’exponentielle de chacun des termes :
exp
(
−iV0δt
~
)
→
(
exp(−i δt~gg) 0gu
0ug exp(−i δt~uu)
)
. (7.15)
Le potentiel exp(−iWδt/~) lui est seulement diagonal par bloc et couple les deux états électro-
niques entre eux :
− iWδt
~
→ −iδt
~
(
0gg gu
ug 0uu
)
. (7.16)
Chaque bloc diagonal gu et ug = gu représente le couplage radiatif −µ(R) · E(t). L’expo-
nentielle d’une telle matrice possède une représentation diagonale égale à cos(Wδt/~) dans les
blocs diagonaux gg et uu et une représentation diagonale égale à i sin(Wδt/~) dans les deux
blocs hors-diagonale (couplage entre les deux surfaces) :
exp
(
−iWδt
~
)
→
(
cos(guδt) −i sin(guδt)
−i sin(guδt) cos(guδt)
)
. (7.17)
Bien sûr cette propriété réduit l’eﬀort de calcul en comparaison des deux autres techniques qui,
elles, sont implémentées sur la base propre de H0 = T +V0(R) dans laquelle le couplage W (R, t)
n’est pas bloc-diagonal (ce qui en un sens constitue un exercice plus général).
7.3 Résultats
Nous concentrons notre attention sur les probabilités de transition vers les premiers états
liés ainsi que sur la probabilité de dissociation. Le système est quasi-adiabatique et suit princi-
palement l’état initial, ainsi que le montre la ﬁg. 7.3. De faibles transitions non-adiabatiques se
produisent pendant l’impulsion (par exemple P0→1 . 10−3). Les probabilités inélastiques ﬁnales
sont toutes inférieures à 10−15.
Les trois techniques sont successivment appliquées à cet exemple avec un nombre variable de
pas de temps (pour SOD et opérateurs fractionnés) ou un nombre variable de fonctions de Fourier
dans la base (pour CATM). La ﬁg. 7.4 montre les valeurs de la probabilité de dissociation ﬁnale
donnée par CATM et SOD, les deux travaillant dans la base propre de H0, et par opérateurs
fractionnés, travaillant sur base grille DVR sur R. Les temps de calcul CPU (central processing
unit) sur une petite station de travail sont aussi aﬃchés. Pour une précision équivalente sur la
valeur ﬁnale de Pdiss, le nombre de points en temps nécessaire ainsi que les temps CPU sont très
variables. Le schéma CATM est plus eﬃcace que le schéma SOD, et la méthode des opérateurs
fractionnés est la plus rapide à converger vers une valeur correcte de la probabilité de dissociation
ﬁnale.
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Figure 7.3 – Probabilités de dissociation et de transition pour H+2 soumis à l’impulsion de la
ﬁg. 7.1. L’état initial était l’état fondamental v = 0.
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Figure 7.4 – Probabilités de dissociation ﬁnale données par CATM (carrés), SOD (ronds) et
opérateurs fractionnés (triangles) en fonction du nombre de fonctions dans la base de Fourier
(pour CATM) ou du nombre de pas de temps (pour SOD et opérateurs fractionnés). Les temps
CPU associés sont mentionnés près de chaque point. Les méthodes CATM et SOD travaillent
dans la base propre de H0 et la technique des opérateurs fractionnés travaille sur une base grille
DVR pour R.
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Figure 7.5 – Évolution temporelle de la probabilité de transition |〈2|Ψ(t)〉|2 donnée par CATM
avec N = 2048 fonctions de Fourier (temps CPU : 42.5s), par SOD avec N = 106 pas de temps
(temps CPU : 471.1s), par opérateurs fractionnés avec N = 105 pas de temps (temps CPU :
12.9s), avec N = 106 (temps CPU : 126.7s) ou avec N = 107 (temps CPU : 1244.3s).
Seulement dans un tel problème quasi-adiabatique, il est aussi important de suivre les faibles
probabilités de transitions non-adiabatique. La ﬁg. 7.5 montre que les méthodes CATM et SOD
donnent de meilleurs résultats pour les faibles probabilités que la méthode des opérateurs frac-
tionnés (qui échoue à reproduire correctement le démarrage et la ﬁn de la dynamique, même
lorsqu’un grand nombre de pas est utilisé). La décroissance donnée par CATM en ﬁn d’interac-
tion n’est pas signiﬁcative et vient d’une imprécision dans la valeur propre de Floquet Eλ qui
apparaît dans l’exponentielle de l’éq. (5.3).
Chapitre 8
Influence comparée du potentiel
absorbant et d’une procédure de
sous-espaces de Krylov sur la
convergence de CATM
À partir de maintenant nous ne travaillons plus qu’avec CATM. Dans cette partie, nous
choisissons de traiter H+2 avec une impulsion ultra-courte de durée totale T0 = 212.9 a.u. (soit
5.15 fs), avec τ = 40 u.a. avec la même fréquence angulaire ω = 0.2958678 u.a. (cf. ﬁg. 8.1).
Les calculs CATM sont réalisés avec une base de 256 fonctions de Fourier pour décrire l’évolu-
tion temporelle. L’intervalle absorbant dure ∆T = 70 u.a. avec une plus grande amplitude que
précédemment pour la fonction absorbante.
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Figure 8.1 – Impulsion laser de pulsation ω = 0.2958678 u.a. et de durée totale 212 u.a. avec
une forme gaussienne. Cet exemple, avec une intensité variable, correspond à tous les résultats
de ce chapitre.
Pour cette durée d’impulsion, les diﬀérents paramètres calculatoires qui peuvent être modiﬁés
sont étudiés successivement. Ces paramètres sont :
– le choix de la technique d’intégration pour la détermination de l’opérateur d’onde [calcul
perturbatif avec la “recursive distorted wave approwimation” (RDWA) ou RDWA addi-
tionné d’un algorithme de type sous-espaces de Krylov tel qu’expliqué ci-dessous] ;
– l’amplitude du potentiel absorbant dépendant du temps V0 [cf. éq. (7.5)]. Si V0 est trop
faible, le vecteur propre est juste un vecteur propre de Floquet mais n’est en aucune façon
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connecté à la condition initiale correcte. Si V0 = 0, ce n’est donc plus un calcul CATM.
– l’amplitude crête maximum du champ électrique E0.
8.1 Différentes techniques de détermination de l’opérateur
d’onde
L’état de Floquet contraint a été calculé en utilisant la méthode de l’opérateur d’onde (cf.
[79, 178] et l’annexe A).Une procédure RDWA itérative a été appliquée, puis nous avons testé
la combinaison de cette méthode avec une procédure de diagonalisation dans un sous-espace
de Krylov de dimension croissante au cours des itérations [97]. Ces techniques sont en certains
points similaires à la méthode de Davidson [40].
8.1.1 Méthode itérative RDWA
Nous travaillons dans l’espace de Hilbert étendu au temps. l’équation fondamentale pour
l’opérateur d’onde Ω et le Hamiltonien HF est
HFΩ = ΩHFΩ. (8.1)
Dans le cas unidimensionnel, Ω est directement proportionnel à un vecteur propre de HF . Dans le
cas général, Ω s’écrit sous la forme Ω = P0+X avec X = Q0XP0, P0 et Q0 étant respectivement
les projecteurs sur l’espace actif S0 et sur l’espace complémentaire S
†
0. Trouver Ω revient donc
à trouver X. Le Hamiltonien eﬀectif est déﬁni par Heff = P0HFΩ. De l’éq. (8.1), il est possible
d’obtenir une équation auto-cohérente pour X (cf. appendice A) :
〈f |XP0 =
(〈f | [HF −H ′]X + 〈f |HFP0)× (P0HeffP0 − 〈f |H ′|f〉P0)−1 . (8.2)
avec H ′ une matrice diagonale arbitraire de l’espace complémentaire et |f〉 un vecteur de la
représentation ﬁnie tel que Qo|f〉 = |f〉.
Un choix possible pour H ′ (celui de la “recursive distorded wave approximation”, RDWA)
consiste à prendre la matrice diagonale
H ′ = (Q0(1−X)HF (1 +X)Q0)diag (8.3)
= (Q0(1−X)HFQ0)diag .
Ce choix mène à l’équation
〈f |XP0 = (〈f |HFXP0 − 〈f |(1−X)HF |f〉〈f |XP0 + 〈f |HFP0)
× ((Heff − 〈f |(1−X)HF |f〉)P0)−1 , (8.4)
qui peut être résolue en utilisant plusieurs procédures numériques.
8.1.2 Procédure de type Newton-Raphson généralisée
Ainsi nous avons à résoudre une équation algébrique
X = F (X), (8.5)
X étant un opérateur dans le cas général ou un simple vecteur dans le cas unidimensionnel qui
nous concerne. F est l’opérateur du membre de droite de l’éq. (8.4). Nous déﬁnissons un opérateur
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d’onde d’essai X(0) de l’espace étendu. Celui-ci est modiﬁé itérativement par l’addition de petites
quantités,
X(n) = X(n−1) +∆X(n) (8.6)
jusqu’à satisfaire avec suﬃsamment d’exactitude l’éq. (8.1), lorsque calculée avec Ω(n) = P0 +
X(n). Si l’opérateur d’essai et la matrice diagonale H ′ sont bien choisis [46, 47], suivant une
procédure linéaire classique, l’incrément est calculé comme
∆X(n) = F (X(n−1))−X(n−1). (8.7)
Cette procédure converge à peu près linéairement. Dans le cas particulier d’un espace actif à une
dimension S0, P0 = |α〉〈α|, on obtient approximativement une procédure de Newton-Raphson :
〈f |X(n+1)|α〉 = 〈f |X(n)|α〉 + 〈f |H
(n)|α〉
〈α|H(n)|α〉 − 〈f |H(n)|f〉 , (8.8)
avec
H(n) = (1−X(n))HF (1 +X(n)). (8.9)
Ce résultat est directement testé à chaque itération ou avec un certain intervalle de test toutes
les Ntest itérations. Si le critère de convergence est satisfait alors le calcul est arrêté.
Si des problèmes de convergence apparaissent, plusieurs parades ont été testées et sont expli-
quées dans la référence [79]. Il est par exemple possible de créer une seconde boucle interne sur un
nouvel indice pour “adoucir” l’incrément de l’éq. (8.8). Nous ne détaillerons pas ces procédures ici.
8.1.3 Choix du vecteur d’essai
Plusieurs choix sont possibles pour le vecteur d’essai dans le cadre de CATM. Nous choisissons
en général la fonction d’onde initiale délocalisée (recopiée) en temps sur tout l’intervalle.
X(0)(ti) = NΨ(t = 0) ∀ti (8.10)
avec N un facteur de norme tel que la composante de X sur l’état |α〉 de l’espace actif vaille
un (puisqu’il s’agit du projecteur à une dimension). C’est le choix par défaut sauf indication
contraire.
Il est aussi possible de choisir comme vecteur d’essai la fonction d’onde initiale piquée à
l’instant initial et des zéros pour tous les autres instants.
Si une première évaluation de la fonction d’onde Ψ(0)(t) est disponible, obtenue par une
autre méthode et destinée à être utilisée comme fonction d’essai pour CATM, alors il est possible
d’estimer le vecteur d’essai en inversant la relation entre fonction d’onde et vecteur propre de
Floquet [éq. (5.3)] :
X(0)(ti) = Nλ(0)(ti)
= NΨ(0)(ti)× exp
(
+
i
~
E
(0)
λ ti
)
. (8.11)
Connaissant l’approximation Ψ(0) pour la fonction d’onde, la valeur propre d’essai E(0)λ est évaluée
comme suit. H(t) désignant le hamiltonien complet sur l’espace de Hilbert, nous avons
Eλ〈α|λ(t)〉 = 〈α|H(t)|λ(t)〉 − i~〈α| ∂
∂t
|λ(t)〉
Eλ =
〈α|H(t)|λ(t)〉
〈α|λ(t)〉 − i~
〈α| ∂∂t |λ(t)〉
〈α|λ(t)〉 . (8.12)
108 CHAPITRE 8. POTENTIEL ABSORBANT ET ALGORITHME DE KRYLOV
Or, dans le cadre de CATM, 〈α|H(t)|λ(t)〉〈α|λ(t)〉 ≃ 〈α|H(t)|Ψ(t)〉〈α|Ψ(t)〉 . Ainsi, en intégrant l’éq. (8.12) sur [0, T ]
et en divisant par T , nous obtenons
Eλ ≃
∫ T
0
〈α|H(t)|Ψ(t)〉
〈α|Ψ(t)〉 dt− i~ ln
(〈α|λ(T )〉
〈α|λ(0)〉
)
. (8.13)
Le second terme s’annule par périodicité de λ(t) et une valeur propre d’essai est calculée comme
E
(0)
λ =
∫ T
0
〈α|H(t)|Ψ(0)(t)〉
〈α|Ψ(0)(t)〉 dt. (8.14)
8.1.4 Procédure de type sous-espaces de Krylov
Un autre point de vue peut être adopté pour la résolution de l’équation auto-cohérente (8.4)
[42] : la procédure de l’éq. (8.6) deﬁnit un sous-espace de dimension croissante engendré par
la séquence de vecteurs X(n) et qui contient progressivement de plus en plus d’information sur
la solution X. La base de Krylov croissante {|ei〉} est construite par orthonormalisation de la
séquence des termes correctifs ∆X(n) :
|e0〉 = X(0)
|u1〉 = ∆X(1) − |e0〉〈e0|∆X(1) , |e1〉 = |u1〉√〈u1|u1〉
... (8.15)
|uk〉 = ∆X(k) −
k−1∑
i=0
|ei〉〈ei|∆X(k) , |ek〉 = |uk〉√〈uk|uk〉
Après quelques itération, nous supposons que le sous-espace de Krylov contient en gros le vecteur
propre recherché, et nous voudrions recombiner les diﬀérentes approximations générées en quelque
chose de mieux. Après k itérations, le sous-espace de Krylov Kk ⊂  k est de dimension k et est
engendré par la base orthogonale Vk ∈  n×k (contenant les vecteurs |ei〉 en colonnes). Nous
pouvons alors obtenir une bonne approximation de la solution en diagonalisant la restriction de
HF au sous-espace Kk, c’est-à-dire
HF,kY = EY (8.16)
avec HF,k = V
T
kHFVk ∈  k×k
et Y,E (diagonale) ∈  k×k.
L’exposant T et la barre dénotent ici l’opération de transposition et la conjugaison complexe. De
retour dans l’espace de Hilbert original, cela fournit une approximation pour k vecteurs propres
possibles associés aux valeurs propres E (N désigne ici la dimension de l’espace de Hilbert
étendu) :
Zk = VkY ∈  N×k. (8.17)
Parmi ces k vecteurs, il reste à identiﬁer le “bon” X(k), par exemple comme celui qui possède la
valeur maximum de l’intégrale de recouvrement de sa projection à t = 0 avec la fonction d’onde
initiale donnée. Pour un même nombre d’itérations, le résultat ainsi obtenu sera en général plus
près de la solution exacte X que le résultat itératif direct.
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8.2 Étude de la convergence
Plutôt que d’approcher le vecteur propre de Floquet en additionnant successivement des
termes correctifs à un vecteur d’essai, la procédure de sous-espaces de Krylov utilise donc ces
termes correctifs pour construire un sous-espace de dimension croissante dans lequel une petite
diagonalisation donne une estimation du vecteur propre de Floquet. Cette procédure devrait
améliorer les propriétés de convergence de CATM. En particulier, un point d’intérêt consiste
à étudier comment l’amélioration attendue interagit avec la dilatation du spectre de Floquet
(paragraphe 5.3) en présence d’un potentiel absorbant, qui a lui-même une inﬂuence importante
sur les propriétés de convergence.
Le calcul est arrêté quand le critère de convergence suivant est rempli :
norme [(HF −Eλ)|λ〉] < 10−12. (8.18)
Nous comptons le nombre d’itérations requis pour atteindre ce niveau de convergence pour les
deux méthodes, ce qui illustre l’eﬃcacité du calcul et permet d’estimer un “rayon” (domaine) de
convergence dans l’espace des paramètres. Ici nous supposons que l’état initial est l’un des états
propres {|j〉} du système libre, |j = i〉. La composante j 6= i non-nulle ǫ à t = 0 (qui devrait
l’être idéalement) est aussi suivie pour estimer la qualité des résultats.
ǫ = max
[|〈j|Ψ(t = 0)〉|2] avec j 6= i. (8.19)
 0
 2
 4
 6
 8
 10
 12
 14
 16
 18
 0  0.1  0.2  0.3  0.4  0.5
R
e
q
u
ir
e
d
 i
te
ra
ti
o
n
s
Electric field amplitude (1 corresponds to 10
14
 W.cm
-2
)
Figure 8.2 – Nombre d’itérations requis pour atteindre la convergence selon le critère de
l’éq. (8.18) en fonction de l’amplitude du champ électrique E0, avec V0 = 0, en utilisant RDWA
(cercles) ou RDWA+Krylov (triangles). Tout le domaine de convergence est couvert. Dans chaque
cas, le dernier point (colorié en noir) correspond à la limite de convergence dans les conditions
présentes de calcul.
Tout d’abord, nous déterminons un vecteur propre de Floquet, en l’absence de tout poten-
tiel absorbant temporel. Dans un tel cas, le calcul converge vers un vecteur propre de Floquet
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arbitraire mais qui ne donne pas accès à la solution de l’équation de Schrödinger. La ﬁg. 8.2
montre que le nombre d’itérations requis varie approximativement linéairement en fonction de
E0 avec quelques points exceptionnellement défavorables, jusqu’à la divergence, quelle que soit la
méthode choisie. L’algorithme de Krylov permet la convergence jusqu’à E0 = 0.5 contrairement
à la simple procédure RDWA qui diverge dès E0 = 0.25 (facteur 2 sur le rayon de convergence).
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Figure 8.3 – Nombre d’itérations requis pour atteindre la convergence en fonction de l’ampli-
tude du champ électrique E0, avec V0 = 0.4, en utilisant RDWA (cercles) ou RDWA+Krylov
(triangles). Tout le domaine de convergence est couvert. Dans chaque cas le dernier point (colorié
en noir) marque la frontière du domaine de convergence, dans les conditions présentes de calcul.
Nous eﬀectuons ensuite un calcul avec un potentiel absorbant assez grand (V0 = 0.4). La
ﬁg. 8.3 montre un comportement relativement linéaire pour les deux méthodes, avec un avantage
pour la méthode de Krylov en terme de vitesse mais beaucoup moins marqué que précédemment
en terme de rayon de convergence, les rayons étant très comparables (E0 = 0.95 pour la simple
RDWA, E0 = 1.20 pour the RDWA + procédure de Krylov). Néanmoins il faut noter que
la qualité des résultats est légèrement meilleure pour RDWA simple [ǫ = 4.79 × 10−15 pour
E0 = 0.3 contre ǫ = 2.25 × 10−12, cf éq. (8.19)]. Quelques résultats numériques sont indiqués
dans le tableau 8.1 pour plusieurs calculs utilisant RDWA ou RDWA combiné à l’algorithme de
Krylov pour diﬀérentes amplitudes du champ électrique, ce qui permet de vériﬁer la stabilité des
résultats.
La ﬁg. 8.4 montre plus clairement l’inﬂuence de l’opérateur absorbant. Un comportement
divergent est observé en l’absence de potentiel absorbant ou pour une faible amplitude (V0 < 0.05)
lorsque le schéma perturbatif est utilisé, tandis que dans les mêmes conditions le schéma de Krylov
converge (vers un vecteur propre qui n’est pas connecté aux conditions initiales). Ensuite, lorsque
l’opérateur absorbant est établi, l’avantage pour la méthode de Krylov disparaît complètement
et les deux méthodes convergent de façon tout à fait équivalente. Pour de plus fortes amplitude
(V0 > 0.3), le schéma de Krylov manifeste de nouveau un avantage signiﬁcatif en termes de
convergence.
Mais nous ne pouvons étudier les propriétés de convergence des algorithmes sans garder
un œil sur la qualité des résultats. Cette qualité peut être estimée en regardant la qualité de la
connection à la condition initiale en calculant le résidu de la plus grande probabilité non-absorbée
[éq. (8.19)]. La ﬁg. 8.5 indique que ce résidu est presque identique pour les deux méthodes lorsque
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Amplitude Procédure Résidu initial Valeur finale
E0 le plus grand ǫ de P (|j = 0〉) P (|j = 1〉) P (|j = 2〉) P (|j = 5〉)
0.3 (A) 4.79× 10−15 0.9994647 2.30363 × 10−4 3.8560 × 10−5 4.4821 × 10−6
0.3 (B) 2.25× 10−12 0.9994673 2.30355 × 10−4 3.8545 × 10−5 4.4806 × 10−6
0.5 (A) 2.36× 10−15 0.9980043 1.439085 × 10−3 1.86549 × 10−4 1.6079 × 10−5
0.5 (B) 1.66× 10−13 0.9980010 1.439042 × 10−3 1.86571 × 10−4 1.6086 × 10−5
0.7 (A) 5.14× 10−14 0.994850 4.1799 × 10−3 3.7229 × 10−4 1.5406 × 10−5
0.7 (B) 4.21× 10−13 0.994845 4.1802 × 10−3 3.7246 × 10−4 1.5413 × 10−5
Table 8.1 – Comparaison des probabilités de transition ﬁnales données par CATM P (|j〉, T0) en
fonction de l’amplitude du champ électrique (1 correspond à 1014 W.cm−2) avec 2 procédures de
calcul diﬀérentes : simple RDWA (A), RDWA + diagonalisation dans un sous-espace de Krylov
(B). Le résidu initial maximum est déﬁni dans l’éq. (8.19). L’amplitude du potentiel absorbant
était ﬁxée à V0 = 0.4.
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Figure 8.4 – Nombre d’itérations nécessaire pour atteindre la convergence en fonction de l’am-
plitude du potentiel absorbant V0, avec E0 = 0.5, en utilisant RDWA (cercles) ou RDWA +
procédure de Krylov (triangles).
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Figure 8.5 – Résidu déﬁni dans l’éq. (8.19) en fonction de l’amplitude du potentiel absorbant,
pour E0 = 0.5, en utilisant RDWA (cercles) ou RDWA + procédure de Krylov (triangles).
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Figure 8.6 – Norme de [(HF − Eλ)|λ〉] en fonction du numéro de l’itération, pour E0 = 0.5 et
V0 = 0.4, avec RDWA perturbatif (cercles) ou RDWA + procédure de Krylov (triangles).
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V0 < 0.25, mais cette zone n’est pas très signiﬁcative puisque le résidu est trop grand pour obtenir
de façon eﬃcace la solution de l’équation de Schrödinger. Le résidu décroît logiquement comme
une exponentielle de l’amplitude de l’opérateur absorbant, mais ensuite le schéma de Krylov
manifeste quelques diﬃcultés, et l’erreur stagne à ǫ ≃ 10−13 tandis qu’elle continue de diminuer
pour le schéma RDWA simple. Cette caractéristique annihile l’avantage précédemment suggéré
pour la méthode de Krylov en terme de convergence.
Il est aussi possible de comparer la manière dont chacune des techniques approche la
solution pour un calcul donné, avec E0 = 0.25 et V0 = 0.4. La ﬁg. 8.6 indique que le schéma
RDWA+Krylov s’approche plus vite de la solution que le schéma simple RDWA, après un
ralentissement temporaire durant les premières itérations.
Cette analyse montre que le potentiel absorbant facilite la convergence lors de la recherche du
vecteur propre de Floquet lorsqu’une méthode récursive RDWA est utilisée. Cela s’explique de la
façon suivante : alors que le potentiel absorbant est indispensable pour contraindre la condition
initiale et ainsi obtenir la solution de l’équation de Schrödinger, il apparaît également que le
spectre est dilaté sous son inﬂuence. Dans ces conditions, une approche perturbative devient
eﬃcace, sans avoir besoin d’utiliser une procédure de Krylov. Ainsi, l’utilisation d’un algorithme
de diagonalisation dans un sous-espace de Krylov n’est pas toujours justiﬁé dans le cadre de
CATM, alors qu’en l’absence de potentiel absorbant son usage est très avantageux pour le calcul
de vecteurs propres non-connectés (ce cas est moins important car il ne résout pas l’équation de
Schödinger). Quand le potentiel absorbant est fort, la procédure de Krylov converge plus vite
mais donne des résultats de moins bonne qualité. Comme l’opérateur absorbant est essentiel pour
connecter le vecteur propre à la condition initiale dans le cadre de CATM, nous en concluons
que l’utilisation d’une procédure de Krylov n’est pas indispensable.
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Chapitre 9
Développement d’une forme générale de
potentiel absorbant dépendant du
temps pour CATM
Dans les précédents chapitres, deux formes de potentiel absorbant ont déjà été proposées. Avec
ces propositions, CATM a été capable de traiter plusieurs exemples simples. Pour un système à
deux niveaux, une matrice non-diagonale capable de reproduire une condition initiale quelconque
a été proposée. Mais, excepté ce cas particulier, jusqu’à maintenant on ne peut intégrer l’évolution
dynamique que dans le cas où la fonction est initialement projetée sur l’un des états propres
|j〉 = |l〉 du système non-perturbé (|Ψ(0)〉 = |l〉), parce que le potentiel absorbant est construit
de telle manière qu’il absorbe les composantes sur tous les états de la base sauf un. Un tel
absorbeur est représenté par une matrice diagonale complexe, agissant sur l’intervalle de temps
additionnel [T0, T ], et qui prend la forme
V(t) =
∑
j 6=l
V copt(t)|j〉〈j|, (9.1)
avec les trois conditions implicites suivantes : V copt(t) est strictement nul sur [0, T0], Im(V
c
opt(t)),
négatif sur [T0, T ] et |
∫ T
T0
Im(V copt(t))dt| ≫ |Im(Eλ)|(T − T0). Remarquons ici le changement de
notation
V copt = −iVopt
qui rendra la lecture plus aisée. Cette forme de potentiel permet de propager une condition initiale
|Ψ(0)〉 = |l〉 car, étant données les propriétés de périodicité des vecteurs propres de Floquet, la
condition ﬁnale |λ(T0 +∆T )〉 ∝ |l〉, obtenue en introduisant V(t), induit automatiquement la
condition initiale |λ(0)〉 ∝ |l〉.
Le but de ce chapitre est de trouver une formule générale pour un potentiel absorbant capable
de contraindre le vecteur propre de Floquet à une condition aux frontières quelconque [96].
Avec cette amélioration, la méthode CATM devient applicable à la propagation de fonctions
d’onde initiales dispersées, et peut également calculer la solution sur des intervalles de temps
très longs (impulsion laser longue, train d’impulsions...), puisque ces intervalles peuvent alors être
découpés en fragments plus petits [0, T1], [T1, T2], . . . . Nous recherchons donc un nouvel opérateur
absorbant, agissant dans l’espace de Hilbert étendu et capable de transformer n’importe quel état
quantique en un état quantique déterminé, selon une évolution dictée par l’éq. de Schrödinger
(par exemple, capable de transformer |Ψ(t = T2)〉 en |Ψ(T2 +∆T )〉 = |Ψ(T1)〉).
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Le raisonnement est organisé comme suit. Dans le paragraphe 9.1 nous construisons un trai-
tement basé sur une base non-orthogonale, en tant que “mémoire” de l’état initial à reproduire.
Malheureusement, ce résultat intermédiaire n’est pas exact et une amélioration via un terme cor-
rectif est proposée dans le paragraphe 9.2, après quoi la forme asymptotique du vecteur propre
de Floquet devient concluante. Quelques tests sont réalisés dans le paragraphe 9.3 sur H+2 soumis
à une impulsion laser intense. Pour le même système, nous comparons deux schémas de propa-
gation : un schéma en un seul pas global avec la précédente version du potentiel absorbant et un
schéma en plusieurs pas mettant en jeu la nouvelle forme de potentiel absorbant.
9.1 Définition heuristique du potentiel absorbant
9.1.1 Une définition utilisant un projecteur sur l’état initial ?
Il est diﬃcile de trouver directement un opérateur absorbant qui agirait sélectivement sur
chaque canal pour imposer la condition aux frontières souhaitée λ(T0+∆T ) = Ψ(0). Envisageons
un instant la déﬁnition suivante qui utilise le projecteur sur l’état initial :
V(t) = V copt(t) ( − |Ψ(0)〉〈Ψ(0)|) . (9.2)
Malheureusement un tel opérateur sera représenté par une matrice pleine dans la base |j〉. Il
n’est donc pas possible de réaliser une étude analytique asymptotique des vecteurs propres de
Floquet sur l’intervalle additionnel pour démontrer l’eﬃcacité d’une telle matrice, comme cela
a été fait dans le cas d’un état initial simple. Seuls des tests numériques pourraient représenter
une piste. Nous n’explorons donc pas plus loin une telle déﬁnition mais nous nous en inspirons
tout de même dans le raisonnement qui suit.
9.1.2 Base non-orthogonale
Il est possible de tirer proﬁt de la déﬁnition établie précédemment d’un V absorbant tous les
canaux excepté un seul (cas le plus simple), en remplaçant l’état non-absorbé |l〉 par la fonction
d’onde initiale |Ψ(t = 0)〉, moyennant la construction d’une certaine base non-orthogonale. Une
base non-orthogonale pour l’espace de Hilbert H est deﬁnie comme
|j˜〉 =
{
|j〉 ∀j 6= l
|Ψ(0)〉 pour j = l (9.3)
où j est un indice global pour la base de la molécule libre. l est choisi parmi les {j} de telle façon
que |〈l|Ψ(0)〉| soit maximum, aﬁn d’éviter des diﬃcultés numériques (telles que des divisions par
des trop petits nombres, car les formules à venir vont inclure des termes du type 〈l|Ψ(0)〉−1).
Ainsi la base non-orthogonale est identique à la base orthogonale initiale, exceptée pour l’un des
vecteur |l〉 qui est remplacé par la fonction d’onde initiale désirée |Ψ(0)〉. D’une certaine façon,
cette déﬁnition est telle que la fonction d’onde est “gardée en mémoire” comme l’un des vecteurs
de base. La base pour l’espace de Hilbert étendu K = H⊗L2(T ) est maintenant :
|j˜〉 ⊗ |ti〉 (9.4)
où |ti〉 représente la base DVR sur le temps (les ti sont les points de collocation). Une base
équivalente peut être écrite sur la base FBR par transformation de Fourier |j˜〉 ⊗ |n〉.
La matrice de passage B de la base orthogonale {|k〉 ⊗ |ti〉} vers la base non-orthogonale
{|j˜〉 ⊗ |tm〉}, telle que |j˜〉 ⊗ |ti〉 =
∑
kmBkjδmi|k〉 ⊗ |tm〉, est constituée d’une série de matrices
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identiques, réparties le long de la diagonale principale en temps δmi. Au sein d’un bloc ti elle
s’écrit
Bkj =
{
δkj si j 6= l
〈k|Ψ(0)〉 si j = l. (9.5)
La matrice inverse s’écrit :
(B−1)kj =

δkj si j 6= l
− 〈k|Ψ(0)〉〈l|Ψ(0)〉 si j = l et k 6= l
1
〈l|Ψ(0)〉 si j = l et k = l.
(9.6)
Ces matrices de passage seront utile dans les paragraphes suivants.
9.1.3 Première conjecture
Une première approche consiste à utiliser l’expression (9.1) sans modiﬁcation mais sur la
base non-orthogonale, ainsi une fonction absorbante est placée sur chaque canal |j˜〉 6= |l˜〉 mais
le canal |l˜〉 = |Ψ(0)〉 est laissé intact. Nous pouvons nous attendre à des résultats comparables
à ceux précédemment constatés dans le cas de la base orthogonale, c’est-à-dire une absorption
asymptotique de toutes les composantes excepté celle multipliant la fonction d’onde initiale
désirée. Un tel potentiel, exprimé sur la base non-orthogonale déﬁnie par l’éq. (9.3) prend la
forme (voir tableau 9.1) :
V =
∑
i
∑
j 6=l
|j˜〉|ti〉〈ti|〈j˜| V copt(ti) (9.7)
où V copt(t) n’est diﬀérent de zéro que pendant le temps supplémentaire artiﬁciel t ∈ [T0, T ].
1 0 0 0 0 0
0
. . . 0 0 0 0
0 0 1 (colonne l) 0 0
0 (ligne l) 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
Table 9.1 – Structure de la matrice qui représente un bloc ti du potentiel absorbant déﬁni par
l’éq. (9.7) sur la base non-orthogonale. Cette matrice multiplie le facteur V copt(ti) dans l’éq. (9.7).
On s’attend à ce que toutes les composantes soient absorbées à l’exception de celle (l) corres-
pondant au vecteur de base |Ψ(0)〉.
Dans la pratique, l’usage de la base non-orthogonale compliquerait considérablement la repré-
sentation du Hamiltonien de Floquet, en raison de l’expression non-diagonale que prendrait H0
dans cette base. Il est donc préférable de revenir maintenant à la base orthogonale. Le potentiel
doit donc subir la transformation suivante :
(V)b.orth. = B (V)b.non−orth. B−1. (9.8)
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1 0 0 (col. l) 0 0
0
. . . 0
... 0 0
0 0 1 − 〈j|Ψ(0)〉〈l|Ψ(0)〉 0 0
0 0 0 0 (ligne l) 0 0
0 0 0 − 〈j|Ψ(0)〉〈l|Ψ(0)〉 1 0
0 0 0
... 0 1
Table 9.2 – Structure de la matrice qui représente un bloc ti du potentiel absorbant dans la
base orthogonale. Cette matrice multiplie le facteur V copt(ti) dans l’éq. (9.9).
Cela n’est plus une matrice diagonale, mais pour chaque bloc ti on a (voir tableau 9.2) :
〈ti|V|ti〉 = V copt(ti)×
∑
j
∑
k
[
(1− δjl)
(
δjk + δkl × −〈j|Ψ(0)〉〈l|Ψ(0)〉
)]
|j〉〈k|. (9.9)
Si cette déﬁnition est appropriée, le vecteur propre de Floquet du Hamiltonien modiﬁé devrait
satisfaire aux conditions initiales,
〈j|λ(t = 0)〉 = α× 〈j|Ψ(0)〉 ∀ j (9.10)
où α est un facteur de proportionnalité complexe.
9.1.4 Conséquences de la première définition
Analysons maintenant les eﬀets d’un tel opérateur sur les vecteurs propres de Floquet, sur
l’intervalle de temps additionnel. Il est là encore possible de résoudre les équations diﬀérentielles
du premier ordre qui régissent l’évolution des composantes du vecteur propre de Floquet 〈j|λ(t)〉
sur l’intervalle [T0, T ] pendant lequel le potentiel absorbant est diﬀérent de zéro, tandis que
simultanément les couplages sont réduits à zéro. Dans l’espace de Hilbert étendu K, les vecteurs
propres de Floquet vériﬁent l’équation
(HF −Eλ)|λ〉 = 0, (9.11)
en projetant sur le temps et en notant 〈t|λ〉 = |λ(t)〉, nous obtenons
∂
∂t
|λ(t)〉 = 1
i~
[H0 + V(t)− Eλ] |λ(t)〉. (9.12)
Pour l’instant, V estl’opérateur déﬁni dans l’éq. (9.7). L’éq. (9.12) avec V(t) exprimé sur la base
orthogonale (cf éq. (9.9)) possède une solution analytique intégrale mettant en jeu Eλ comme un
paramètre indéterminé (solution implicite).
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Si l’on note 〈j|λ〉 = λj et 〈j|Ψ(0)〉 = ψ0j , cela donne :
∂
∂t

λ1(t)
λ2(t)
...
λj(t)
...
 =
1
i~


E1 0
. . .
Ej
0
. . .
− Eλ + V copt(t)×

1 0 (col.l)
1
−ψ0j
ψ0l
0
. . .
...
0 0 (lin.l)
−ψ0j
ψ0l
1



λ1(t)
λ2(t)
...
λj(t)
...
 .
(9.13)
Ainsi, pour tout t dans [T0, T ] on a
∂
∂t
λj(t) =
1
i~
(Ej − Eλ)λj(t) + 1
i~
V copt(t)
[
λj(t)−
ψ0j
ψ0l
λl(t)
]
. (9.14)
Dans le cas particulier de la ligne j = l, cette équation se réduit simplement à :
∂
∂t
λl(t) =
1
i~
(El − Eλ)λl(t), (9.15)
qui donne directement
λl(t) = λl(t = T0) exp
(
i
~
(Eλ − El)(t− T0)
)
, (9.16)
alors que l’éq. (9.14) pour j 6= l est légèrement plus compliquée. Après quelques simpliﬁca-
tions élémentaires, nous obtenons la formule décrivant le comportement des vecteurs propres de
Floquet lorsque t ∈ [T0, T ] pour j 6= l :
∀j 6= l λj(t) = λj(T0)× e
i
~
∫ t
T0
(Eλ−Ej−V copt(t′))dt′
+
i
~
ψ0j
ψ0l
λl(T0)
[∫ t
T0
V copt(t
′)e
i
~
∫ t′
T0
(Ej−El+V copt(t′′))dt′′dt′
]
× e i~
∫ t
T0
(Eλ−Ej−V copt(t′))dt′ .
(9.17)
[On peut noter que l’éq. (9.16) peut aussi être obtenue comme un cas particulier de l’éq. (9.17)].
À ce stade, il faut se poser la question de savoir si l’éq. (9.17) est cohérente avec l’égalité |λ(t =
T )〉 = α |Ψ(0)〉. Transformons tout d’abord la proportionnalité attendue en une égalité :
|λ˜(t = 0)〉 = |λ˜(t = T )〉 = |Ψ(0)〉 (9.18)
en introduisant le vecteur
|λ˜(t)〉 = |λ(t)〉 × ψ
0
l
λl(t)
(9.19)
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de composantes (cf. éq. (9.17))
λ˜j(t) =
{
A(t) + ψ0j ×B(t) si j 6= l
ψ0l si j = l
(9.20)
avec
A(t) =
λj(T0)ψ
0
l
λl(T0)
e
i
~
∫ t
T0
(El−Ej−V copt(t′))dt′ (9.21)
B(t) =
i
~
∫ t
T0
V copt(t
′)e
i
~
∫ t′
T0
(Ej−El+V copt(t′′))dt′′dt′ × e i~
∫ t
T0
(El−Ej−V copt(t′))dt′ . (9.22)
Ainsi le vecteur propre vériﬁera les conditions aux frontières souhaitées (9.18) seulement si{
A(t = T ) ≃ 0
B(t = T ) ≃ 1. (9.23)
La première condition implique que
∫ T
T0
Im(El − Ej − V copt(t′))dt′ est grand, créant une forte
décroissance exponentielle. Cependant une analyse détaillée de la seconde fonction B reste diﬃcile
à cause de la double intégrale emboîtée. Il est donc impossible d’indiquer ici clairement si la
seconde condition est respectée. Néanmoins, les tests numériques ont révélé que le contrôle des
conditions aux frontières n’est pas parfait dans ces conditions. Il semble donc incontournable
d’introduire des termes correctifs dans la déﬁnition de V(t) dans le but de forcer convenablement
les conditions aux frontières.
9.2 Définition rigoureuse capable de reproduire une condition ini-
tiale quelconque
Pour résoudre le problème rigoureusement, nous suivons une résolution inverse. Si l’on regarde
les résultats du paragraphe 9.1.4, il est possible de modiﬁer légèrement la solution |λ(t)〉 pour
obtenir la proportionnalité aux conditions initiales, et de revenir en arrière pour trouver après
coup ce qui doit être ajouté ou corrigé dans le potentiel absorbant pour que la résolution donne
le résultat modiﬁé. Nous partons donc de la solution et nous eﬀectuons une résolution inverse
pour remonter jusqu’à l’équation appropriée.
9.2.1 Solution idéale
Si nous ajoutons dans l’éq. (9.17) un facteur (V copt(t) + Ej − El) au “pied” de l’intégrale, au
lieu de V copt(t), c’est-à-dire∫ t
T0
V copt(t
′) e
i
~
∫ t′
T0
(Ej−El+V copt(t′′))dt′′dt′ (9.24)
↓∫ t
T0
(Ej − El +V copt(t′))e
i
~
∫ t′
T0
(Ej−El+V copt(t′′))dt′′dt′ (9.25)
alors cette intégrale se simpliﬁe de la façon suivante :∫ t
T0
(V copt(t
′) + Ej − El)e
i
~
∫ t′
T0
(Ej−El+V copt(t′′))dt′′dt′
=
∫ t
T0
~
i
∂
∂t′ e
i
~
∫ t′
T0
(Ej−El+V copt(t′′))dt′′dt′
= ~i
(
e
i
~
∫ t
T0
(Ej−El+V copt(t′))dt′ − 1
)
(9.26)
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et la solution pour λj(t) prend la forme :
λj(t) = λj(T0)e
i
~
∫ t
T0
(Eλ−Ej−V copt(t′))dt′ (9.27)
+ λl(T0)
ψ0j
ψ0l
(
e
i
~
(Eλ−El)(t−T0) − e i~
∫ t
T0
(Eλ−Ej−V copt(t′))dt′
)
Comme précédemment, nous introduisons le vecteur
|λ˜(t)〉 = |λ(t)〉 × ψ
0
l
λl(t)
(9.28)
de composantes
λ˜j(t) =
{
C(t) + ψ0j ×D(t) si j 6= l
ψ0l si j = l
(9.29)
où
C(t) =
λj(T0)ψ
0
l
λl(T0)
e
i
~
∫ t
T0
(El−Ej−V copt(t′))dt′ (9.30)
D(t) = 1− e i~
∫ t
T0
(El−Ej−V copt(t′))dt′ . (9.31)
La condition asymptotique |λ˜(T )〉 = |Ψ(0)〉 devient plus aisée à remplir : il faut vériﬁer{
C(t = T ) ≃ 0
D(t = T ) ≃ 1 (9.32)
ce qui équivaut à
e
i
~
∫ T
T0
(El−Ej−V copt(t′))dt′ → 0 (9.33a)
⇔
∫ T
T0
Im(El − Ej − V copt(t))dt≫ 1. (9.33b)
À ce stade, les corrections (éq. 9.24-9.25) ne sont pas encore cohérentes avec le potentiel absorbant
choisi. Voyons maintenant quel changement apporter dans le potentiel absorbant de façon à
aboutir au résultat souhaité après intégration des équations diﬀérentielles (9.12).
9.2.2 Terme correctif à la première définition
Remontant progressivement les calculs depuis la solution, on s’aperçoit qu’il suﬃt d’introduire
un terme correctif en énergie (Ej −El) dans l’opérateur absorbant. La représentation matricielle
correspondante est présentée dans le tableau 9.3 pour un bloc Floquet ti. La déﬁnition (9.9) est
alors remplacée par
〈ti|V|ti〉 =
∑
j
∑
k
[
(1− δjl)
(
δjkV
c
opt(ti) + δkl ×
−〈j|Ψ(0)〉
〈l|Ψ(0)〉
(
V copt(ti) + Ej −El
))] |j〉〈k|.
(9.34)
L’éq. (9.12) pour les composantes du vecteur propre de Floquet est remplacée par
∂
∂t
λj(t) =
1
i~
(Ej − Eλ + V copt(t))λj(t) +
1
i~
[
−ψ
0
j
ψ0l
(V copt(t) + Ej − El)
]
λl(t). (9.35)
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V copt(ti) 0 0 (colonne l) 0
0 V copt(ti) 0 − 〈j|Ψ(0)〉〈l|Ψ(0)〉 ×
(
V copt(ti) +Ej − El
)
0
0 0
. . .
... 0
0 0 0 0 (ligne l) 0
0 0 0 − 〈j|Ψ(0)〉〈l|Ψ(0)〉 ×
(
V copt(ti) +Ej − El
)
V copt(ti)
Table 9.3 – Représentation matricielle d’un bloc ti du potentiel absorbant (seconde version)
dans la base orthogonale.
Après intégration, cette formule se simpliﬁe comme indiqué dans l’éq. (9.26). Finalement nous
obtenons la solution idéale évoquée dans l’éq. (9.10), en résolvant les équations diﬀérentielle
(9.35) en présence des termes correctifs et en prenant t = T :
λj(T ) = λj(T0)e
i
~
∫ T
T0
(Eλ−Ej−V copt(t′))dt′ (9.36)
+ λl(T0)
ψ0j
ψ0l
(
e
i
~
(Eλ−El)(T−T0) − e i~
∫ T
T0
(Eλ−Ej−V copt(t′))dt′
)
Le comportement asymptotique souhaité
〈j|λ(t = 0)〉 = α× ψ0j
avec α =
λl(T0)
ψ0l
e
i
~
(Eλ−El)(T−T0) (9.37)
est obtenu si le facteur e
i
~
∫ T
T0
(El−Ej−V copt(t′))dt′ tend correctement vers zéro. Cela signiﬁe que
l’intégrale sur le temps du potentiel V copt(t) doit posséder une grande partie imaginaire négative,
créant ainsi une exponentielle réelle fortement décroissante, devenant quasi nulle lorsque t = T :
e
i
~
∫ T
T0
Re(El−Ej−V copt(t′))dt′e−
1
~
∫ T
T0
Im(El−Ej−V copt(t′))dt′ ≃ 0. (9.38)
Sous cette forme l’algorithme CATM fonctionnera aussi pour n’importe quelle superposition
initiale d’états.
9.3 Tests sur H+2 soumis à une impulsion laser intense
9.3.1 Illustration du schéma d’intégration
Avec cette nouvelle forme de potentiel absorbant, nous traitons un système test. De nom-
breuses propagations ont été réalisées sur l’exemple de l’ion moléculaire H+2 modelisé par ses
deux premières surfaces électroniques 2Σ+g et
2Σ+u et illuminé par une impulsion laser intense
de durée totale Tpulse = 750.23 u.a. (18 fs) de fréquence ω = 0.335 u.a. (correspondant à une
longueur d’onde de 136 nm) et une intensité (éclairement énergétique) de 1013 W.cm−2. La por-
teuse est une fonction sinus sans phase à l’origine et l’enveloppe E(t) suit une fonction déﬁnie
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par morceaux :
E(t) = E0 sin(ωt) exp
(
−
(
t− Tpulse/4
τ
)2)
pour t ∈
[
0,
1
4
Tpulse
]
E(t) = E0 sin(ωt) pour t ∈
[
1
4
Tpulse,
3
4
Tpulse
]
(9.39)
E(t) = E0 sin(ωt) exp
(
−
(
t− 3Tpulse/4
τ
)2)
pour t ∈
[
3
4
Tpulse, Tpulse
]
τ est ﬁxé à 50 u.a. L’impulsion est représentée sur la ﬁg. 9.1. L’état vibrationnel initial est
v = 2 (deuxième état excité) car partir de cet état dans cette fenêtre d’intensité doit favoriser
le piégeage électromagnétique [178]. Ce choix rend le test plus signiﬁcatif puisque CATM devra
alors rendre compte de phénomènes fortement non-linéaires.
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Figure 9.1 – Impulsion de durée totale 750 u.a., de pulsation 0.335 u.a. et d’intensité 1013
W.cm−2.
L’évolution du paquet d’ondes est représentée sur la ﬁg. 9.2. Dans ces conditions d’éclai-
rement intense, la ﬁg. 9.3 montre que la dissociation reste faible (Pdiss ≃ 7.14 × 10−2 en ﬁn
d’intervalle). L’état initial reste le plus peuplé, tandis que l’état 1 se peuple au maximum
à 5%. La population de l’état fondamental manifeste des oscillations importantes entre
5 × 10−4 et 10−2. Les autres états liés, d’énergie plus élevée, montrent de nombreuses oscil-
lations dans leur population, avec une fréquence grandissante à mesure que l’on monte en énergie.
Comme le but est de tester la méthode CATM dans se formulation la plus générale, l’intervalle
de temps est maintenant divisé en Ns pas et nous réalisons une propagation CATM pour chaque
pas [0, T1], [T1, T2], [T2, T3] . . . en utilisant la formule générale de l’ éq. (9.34). Chaque intervalle
[Ti, Ti+1] est successivement considéré comme l’intervalle physique à soumettre à la procédure
CATM, ce qui requiert à chaque pas l’addition d’un intervalle artiﬁciel de durée ∆T , sur lequel
l’opérateur absorbant est ajouté. Cela revient à eﬀectuer la correspondance t′ = t− Ti (c’est-à-
dire Ti ↔ 0, Ti+1 ↔ T0 dans toutes les formules du paragraphe 9.2). Cette procédure est illustrée
par le schéma de principe de la ﬁg. 9.4
La première étape revient à une propagation issue de l’état propre |Ψ(0)〉 = |v = 2〉,
et pendant ce premier pas la fonction d’onde se disperse sur toute la base. Pour tous les
autres pas, CATM doit assurer la reconstruction correcte d’un état initial totalement dispersé
(|Ψ(Ti)〉 =
∑
v c
i
v|v〉). Ces problèmes plus généraux sont résolus en utilisant l’expression (9.34)
pour le potentiel absorbant ; cependant les termes correctifs (Ej −El) impliqués dans cette déﬁ-
nition peuvent créer quelques diﬃcultés numériques.
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Figure 9.2 – Instantanés de la valeur absolue des paquets d’ondes nucléaires sur les surfaces
électroniques fondamentale 2Σ+g (ligne continue) et excitée
2Σ+u (ligne pointillée). L’ion est soumis
à l’impulsion de la ﬁg. 9.1.
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Figure 9.3 – Probabilités de dissociation (noir) et de transition (couleurs) P (|v〉) = |〈v|Ψ(t)〉|2
pour H+2 soumis à l’impulsion de la ﬁg. 9.1. L’état initial était le deuxième état excité v = 2.
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Figure 9.4 – Schéma de principe de l’algorithme CATM à pas multiples. Un long intervalle est
découpé en sous-intervalles traités successivement par CATM.
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Pour chaque pas, durant l’intervalle additionnel ∆T , les termes −〈j|Ψ(0)〉〈l|Ψ(0)〉 (Ej − El) sont pré-
sents dans la colonne numéro l du Hamiltonien, où Ψ(0) est la fonction d’onde au début du pas.
Il ne faut pas oublier que la propagation met en jeu de nombreuses FFT, or ces termes doivent
être multipliés par une fonction de Heaviside du temps valant zéro partout sauf sur l’intervalle
additionnel de durée ∆T . Cela crée quelques problèmes numériques du fait de la discontinuité
intrinsèque à la fonction de Heaviside, qui ne peut être décrite par FFT qu’à condition d’utiliser
des bases de Fourier de grande dimension pour éviter au maximum des oscillations parasites
(phénomène de Gibbs). Il arrive donc fréquemment que des problèmes de convergence se pro-
duisent : il faut alors faire face à des oscillations parasites à la fréquence la plus haute disponible
dans la base de Fourier. La ﬁg. 9.5 montre l’apparition d’une telle diﬃculté. Dans certains cas ce
phénomène est limité pour donner lieu à des résultats d’assez bonne qualité que nous présentons
dans ce paragraphe. Une solution générale à cette diﬃculté sera expliquée plus loin (association
de CATM à une représentation intermédiaire, chapitre 10).
Figure 9.5 – Comportement typique des parties réelles des composantes du vecteur propre de
Floquet |Re(〈v|λ(t)〉)| sur l’intervalle additionnel d’absorption, lorsque des discontinuités tempo-
relles importantes sont présentes dans le hamiltonien de Floquet. On observe alors des oscillations
parasites à la plus haute fréquence de la base Fourier utilisée (lignes). Les croix représentent l’évo-
lution plus lisse prédite par la formule analytique (9.36).
De plus le champ électrique doit lui aussi être annulé sur l’intervalle additionnel, de façon
à éviter tout transition parasite pendant la phase d’absorption. Si le champ n’est pas nul à
la séparation des pas, cela introduit également une discontinuité en temps dans le hamiltonien
de Floquet. Pour limiter ces problèmes, nous convenons de choisir les séparations entre pas
prudemment : elles correspondront aux nœuds du champ électrique. C’est une solution de facilité
qui ne restreint en rien la généralité de l’approche. En principe il est aussi possible de choisir
d’autre positions pour découper les pas, correspondant à un champ non nul, mais alors il faudrait
autant que possible assurer la continuité en forçant le retour à zéro sur l’intervalle artiﬁciel par
l’intermédiaire d’une fonction continue.
En pratique, dans les conditions présentes le vecteur propre de Floquet est déterminé grâce à
un algorithme d’opérateurs d’onde, qui démarre avec un vecteur d’essai constant sur tout le pas
de temps et qui le modiﬁe itérativement selon la procédure RDWA (cf. chapitre 8 et annexe A).
Pour illustrer les principes de la méthode, la ﬁg. 9.6 montre quelques résultats pour un calcul
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CATM réalisé en 8 pas. À chaque pas le potentiel absorbant contraint les composantes de la
fonction d’onde à rejoindre les valeurs obtenues à la ﬁn du pas précédent. Les petites parties
de courbes supplémentaires correspondent aux intervalles de temps additionnels sur lesquels le
potentiel absorbant est présent. La ﬁg. 9.7 est un zoom pour un pas donné.
9.3.2 Stabilité des calculs en plusieurs pas
Nous comparons trois calculs diﬀérents réalisés dans les conditions suivantes : calcul A, un
pas avec N = 1024 fonctions de Fourier ; calcul B, deux pas avec N = 512 et calcul C, quatre pas
avec N = 256. Pour chaque calcul, l’amplitude du potentiel absorbant était choisie suﬃsamment
grande pour reproduire correctement les conditions initiales, de façon à ce que les sauts entre les
diﬀérents pas deviennent stables et négligeables. Autrement dit, l’intégrale du potentiel absorbant
était à chaque fois suﬃsante pour stabiliser les valeurs numériques des probabilités calculées dans
les diﬀérentes conﬁgurations.
De précédents calculs sur le même système et utilisant une procédure en un pas (chapitre 7
et [81]) ont montré que les résultats CATM sont très précis lorsqu’on les compare à ceux obtenus
avec les techniques de propagation de paquets d’ondes standards. Le calcul A est donc choisi
comme référence et les diﬀérences relatives entre les calculs A et B puis entre les calculs A et C
sont successivement évaluées. Leur évolution est représentée sur la ﬁg. 9.8. Dès que la probabilité
de dissociation n’est plus négligeable (t ≃ 125 u.a.), les diﬀérences deviennent rapidement petites
et le restent ensuite. Il n’y a pas d’augmentation signiﬁcative aux instants correspondant aux
changements de pas (t = 187.5 u.a., 375 u.a. et 562.5 u.a.), excepté une légère discontinuité à
t = 375 u.a. pour le calcul B.
Une exemple d’écart relatif pour la probabilité de transition vers l’état v = 13 est montré sur
la ﬁg. 9.9. Celui-ci varie comme l’inverse de la probabilité elle-même et reste toujours inférieur à
0.2% (sauf pour des valeurs négligeables de probabilité), bien que la probabilité ﬁnale soit très
faible (4.47 × 10−6).
Enﬁn, la ﬁg. 9.10 montre une comparaison des écarts relatifs ﬁnaux (t = 750 u.a.) sur
les probabilités de dissociation et de transition obtenues avec les calculs A, B et C, et ceci
en fonction des probabilités elles-mêmes. La précision est stable au regard des changements
d’ordres de grandeurs et reste inférieure à 0, 2% du moment que la probabilité en question est
supérieure à 10−7. Les écarts relatifs pour les très petites probabilités sont en gros de même
valeur que ceux sur les grandes probabilités.
Il est ainsi possible d’utiliser CATM pour des propagations en plusieurs pas, ce qui permet de
diminuer la taille de la base de Fourier nécessaire à une description correcte des variations tem-
porelles. La propagation multi-pas avec CATM est rendue possible par le développement d’une
forme générale de potentiel absorbant dépendant du temps, maintenant capable de contraindre
l’état propre de Floquet connecté à une superposition initiale quelconque d’états. Les conditions
de fonctionnement restent à peu près les mêmes que dans le cas d’un état initial simplement
piqué sur l’un des états propres non perturbés, c’est-à-dire que l’intégrale sur le temps de la par-
tie imaginaire du potentiel absorbant doit être négative et assez importante. Les calculs CATM
multi-pas préservent les deux principales caractéristiques de la version en un pas : CATM cal-
cule les probabilités avec une précision relative à peu près constante qu’elles soient grandes ou
petites, et engendre une dilatation du spectre de HF dans le plan complexe, facilitant ainsi le
traitement itératif RDWA de la théorie des opérateurs d’onde. Malgré tout, ces résultats favo-
rables ne doivent pas nous faire croire que le procédé multi-pas se comporte parfaitement. En
eﬀet, il arrive que le phénomène de Gibbs (oscillations parasites) nous empêche d’obtenir une
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Figure 9.6 – Évolution de quelques composantes de la fonction d’onde sur les états liés de H+2 ,
|〈v|Ψ(t)〉|, v = 0, 1, 3. Illustration du schéma CATM avec une décomposition de la propagation
en 8 grands pas, ≃ 94 u.a. étant traités à chaque pas. Chaque point de la ﬁgure correspond à un
point de la grille sur le temps. Les points de grille des intervalles additionnels sont aussi montrés
pour illustrer le principe.
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Figure 9.7 – Zoom sur le quatrième pas. Évolution de quelques composantes de la fonction
d’onde |〈v|Ψ(t)〉|, v = 0 . . . 14 (même exemple que sur la ﬁgure précédente). L’interaction réelle
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Figure 9.8 – Écart relatif sur la probabilité de dissociation pour H+2 en fonction du temps, entre
les calculs A (1 pas), B (2 pas) et C (4 pas), |B−AA | (en bleu) et |C−AA | (en rouge).
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Figure 9.9 – Évolution de l’écart relatif sur la probabilité de transition |〈v = 13|Ψ(t)〉|, entre
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Figure 9.10 – Comparaison des écarts relatifs sur la probabilité de dissociation ﬁnale (les deux
points en bas à droite) |PB,Cdiss − PAdiss|/PAdiss, à t = 750 u.a. et écart relatif sur les probabilités de
transition des 16 premiers états liés (tous les autres points) |PB,C(|v〉)−PA(|v〉)|/PA(|v〉), entre
les calculs A (1 pas), B (2pas) et C (4 pas), |B−AA | (triangles verts) et |C−AA | (points rouges).
très bonne convergence. Il nous faut donc étudier les solutions pour contourner ces diﬃcultés
dues à la présence de fonctions discontinues qui limitent la vitesse et le rayon de convergence.
Chapitre 10
Représentation intermédiaire du
Hamiltonien avant d’appliquer CATM
10.1 Le phénomène de Gibbs et CATM
Indépendemment du choix de l’algorithme d’intégration pour la détermination du vecteur
propre, dans le cas général du potentiel absorbant donné par le tableau 9.3, certaines diﬃcultés
numériques peuvent apparaître, tout particulièrement dans le cas d’une propagation en plusieurs
pas telle que décrite dans le chapitre 9. En eﬀet, les termes (Ej − El) × Ψ0j/Ψ0l présents dans
la colonne n° l de l’opérateur absorbant ne doivent être présents que sur l’intervalle de temps
additionnel [T0, T ] pour produire une absorption correcte mais, au contraire, doivent être éteints
sur l’intervalle physique [0, T0]. Dans ce but, nous avons tenté d’utiliser la fonction de Heaviside,
multipliant le colonne l de l’opérateur absorbant par une fonction discontinue égale à un sur
[T0, T ] et égale à zéro sur [0, T0] :
colonne l du tab. 9.3 → −〈j|Ψ(0)〉〈l|Ψ(0)〉 ×
(
V copt(ti) + (Ej − El)× g(t− T0)
)
(10.1)
avec g(t) =
{
0 si t < 0,
1 si t ≥ 0.
En pratique, cela a eu tendance à compliquer la convergence, car évidemment la représentation
spectrale et les nombreuses FFT que nous utilisons ne sont pas compatibles avec de telles
fonctions discontinues en 0 et en T0. Quelques résultats correctement convergés ont bien
été obtenu dans le chapitre précédent mais ces résultats ne peuvent être considérés comme
entièrement satisfaisants, en particulier par rapport à ce problème.
Pour contourner cette diﬃculté, deux options se présentent. La première consiste à assurer
la continuité de toute fonction du temps variant trop rapidement en utilisant des fonctions de
transition plus douces, pour rendre moins brusques les transitions aux bornes de l’intervalle
artiﬁciel [T0, T ]. Cela est envisageable mais peut s’avérer plutôt diﬃcile à réaliser, et surtout cela
peut devenir incompatible avec le critère de reproduction de la condition initiale en toute ﬁn
d’intervalle, sans autre intervalle intermédiaire avant l’instant ﬁnal T . La deuxième option qui
semble plus simple consiste à se placer en représentation intermédiaire par rapport à la diagonale
du Hamiltonien H0 (i.e. Eiδii) [97].
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10.2 Représentation intermédiaire par rapport à la diagonale ou
sa partie réelle
10.2.1 Algorithme
Soit U(t′, t,X) l’opérateur d’évolution de t à t′ associé au Hamiltonien X, alors l’opérateur
d’évolution associé à H = H0 +W (t) s’écrit [120]
U(t, 0,H) = U(t, 0,H0) U(t, 0, V
int) (10.2)
avec
V int(t) = U−1(t, 0,H0)W (t) U(t, 0,H0). (10.3)
En pratique, nous appliquerons l’algorithme CATM au Hamiltonien transformé
H˜ij(t) = Wij(t)× exp
(
− i
~
(Ej − Ei)t
)
H˜jj(t) = 0, (10.4)
avec
Wij(t) = µijE(t), (10.5)
et après l’intégration temporelle qui donne Ψ˜(t) nous retransformons ce résultat pour obtenir la
fonction d’onde correcte selon la relation
〈j|Ψ(t)〉 = 〈j|Ψ˜(t)〉 × exp
(
− i
~
Ejt
)
. (10.6)
Notre principale motivation est ici d’éviter les problèmes numériques précédemment discutés,
parce que maintenant H˜ii = 0, c’est-à-dire que la colonne problématique dans l’opérateur absor-
bant n’est plus indispensable. Eﬀectuer les calculs dans ces conditions fournit également un test
pour CATM, pour voir si cette approche peut s’appliquer à des systèmes comportant des dépen-
dances en temps variées et compliquées partout dans le Hamiltonien. Enﬁn nous voudrions savoir
si un traitement en représentation intermédiaire a une inﬂuence sur les propriétés de convergence
de la méthode.
Lorsque nous eﬀectuons la transformation complète des éq.(10.4), de grands termes peuvent
faire leur apparition dans le Hamiltonien en raison de la non-hermiticité. Ainsi, comme nous
travaillons ici dans la base propre de H0, certains états de la base associés au continuum
correspondent à des valeurs propres avec des parties imaginaires non négligeables. Cela peut
créer de nouveaux problèmes numériques dûs au facteur exp
(− i~(Ej − Ei)t) : si Im(Ei) ∼ −1,
|e−i(Ej−Ei)t/~| peut facilement atteindre 1080 ! Cependant, ces états particuliers ne sont pas très
importants dans la dynamique. Il sont complètement localisés sur le bord de la grille radiale, là
où le premier potentiel optique est présent. De plus le moment dipolaire qui couple ces états aux
autres états de la base est toujours plus de 1000 fois plus faible que le plus petit des couplages
entre des états associés à des valeurs propres avec des parties imaginaires plus raisonnables.
Pour illustrer cette approximation, les dépendances radiales de quelques états propres sont
représentées sur la ﬁg. 10.1. Nous choisirons donc de négliger ces transitions problématiques
dans ce cas.
Un second type de représentation intermédiaire a également été testé, par rapport aux parties
réelles de la diagonale Re(Ei), avec la séparation suivante pour le Hamiltonien : H = Re(H0) +
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Figure 10.1 – Dépendance spatiale des modules de quelques états propres de l’ion moléculaire
H+2 sans champ : deux premiers états propres de la première surface de potentiel électronique
2Σ+g , qui se trouvent localisés sur la gauche : |〈x|j = 0〉| (ligne continue) et |〈x|1〉| (tirets) ; trois
premiers pseudo-états de la deuxième surface de potentiel électronique 2Σ+g se trouvant plutôt au
centre, |〈x|102〉| (tirets longs) ou sur la droite |〈x|j = 100〉| (pointillés), |〈x|101〉| (tirets-points).
Ces deux dernières fonctions localisées sur le bord de la grille radiale correspondent à des valeurs
propres avec Im(Ej) ∼ −1 et font partie de ceux qui jouent un rôle minime dans la dynamique.
[iIm(H0) +W (t)]. Cela correspond à une autre transformation et dans ce cas nous appliquerons
CATM au Hamiltonien modiﬁé
˜˜Hij(t) = Wij(t)× exp
(
− i
~
(Re(Ej)− Re(Ei))t
)
˜˜Hjj(t) = i Im(Ej), (10.7)
qui donne une solution intermédiaire ˜˜Ψ(t). Pour revenir à la solution correspondant au Hamil-
tonien original, nous devons ensuite calculer
〈j|Ψ(t)〉 = 〈j| ˜˜Ψ(t)〉 × exp
(
− i
~
Re(Ej)t
)
. (10.8)
10.2.2 Résultats
Dans ce paragraphe l’impulsion choisie dure 254 u.a. avec un allumage et une extinction de
forme gaussienne et un plateau intermédiaire de 85 u.a. Elle est représentée sur la ﬁg. 10.2. Tous
les autres paramètres sont les mêmes que dans le chapitre 8. Précisons qu’ici tous les calculs
utilisent la simple procédure RDWA. Comme le montre la ﬁg. 10.3, cet exemple donne lieu a une
dynamique plutôt simple lorsque l’on commence dans l’état vibrationnel fondamental.
Les résultats aﬃchés dans le tableau 10.2 correspondent aux paramètres de calcul présentés
dans le tableau 10.1. Pour chaque calcul, nous pouvons changer le nombre de pas temporels,
nous pouvons choisir d’utiliser ou non une représentation intermédiaire [éq.(10.4)] et nous
pouvons modiﬁer l’amplitude du potentiel absorbant V0. Pour l’impulsion de la ﬁg. 10.2, les
probabilités de transition ﬁnales vers quelques états liés |〈j|Ψ(T0)〉|2 ainsi que la probabilité
de dissociation ﬁnale 1 −∑états liés |〈j|Ψ(T0)〉|2 sont calculées pour chaque jeu de paramètres
de calcul, et les résultats numériques sont comparés. La comparaison entre les calculs (1) et
(2) conﬁrme simplement que la représentation intermédiaire est correcte. Les calculs (3) et (4)
134 CHAPITRE 10. REPRÉSENTATION INTERMÉDIAIRE
-0.3
-0.2
-0.1
 0
 0.1
 0.2
 0.3
 0  50  100  150  200  250
E
le
c
tr
ic
 F
ie
ld
 A
m
p
lit
u
d
e
Time (a.u.)
Figure 10.2 – Impulsion laser de pulsation ω = 0.2958678 au et de durée totale 254 u.a. (6.14 fs)
avec un allumage et une extinction de forme gaussienne et un plat de 85 u.a. Tous les résultats
du paragraphe sont associés à cette impulsion avec une intensité variable.
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Figure 10.3 – Instantanés de la valeur absolue des paquets d’ondes nucléaires sur les surfaces
électroniques fondamentale 2Σ+g (ligne continue) et excitée
2Σ+u (ligne pointillée). L’ion est soumis
à l’impulsion de la ﬁg. 10.2 avec une amplitude de 0.25 u.spéc. (cf. annexe E)
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Calcul Repr. Inter. Nombre de Amplitude du
[éq.(10.4)] pas de temps pot. abs. V0
(1) non 1 0.3
(2) oui 1 0.3
(3) oui 2 0.15
(4) oui 2 0.3
(5) oui 4 0.15
(6) oui 4 0.3
Table 10.1 – Paramètres de calcul correspondant aux résultats du tableau 10.2. Le champ
électrique a pour amplitude 0.25 et l’état initial est l’état fondamental |i = 0〉.
Pdiss finale P (|0〉) P (|1〉) P (|2〉) P (|3〉) P (|9〉) P (|16〉)
(1) 4.6452 × 10−2 0.945041 4.4441 × 10−3 2.0304 × 10−3 9.7800 × 10−4 2.600 × 10−5 2.268 × 10−6
(2) 4.6468 × 10−2 0.945023 4.4461 × 10−3 2.0312 × 10−3 9.7825 × 10−4 2.594 × 10−5 2.250 × 10−6
(3) 4.6718 × 10−2 0.944669 4.5105 × 10−3 2.0503 × 10−3 9.8876 × 10−4 2.633 × 10−5 2.302 × 10−6
(4) 4.6522 × 10−2 0.944973 4.4453 × 10−3 2.0304 × 10−3 9.7748 × 10−4 2.585 × 10−5 2.267 × 10−6
(5) 4.6497 × 10−2 0.944988 4.4492 × 10−3 2.0321 × 10−3 9.7879 × 10−4 2.596 × 10−5 2.257 × 10−6
(6) 4.6482 × 10−2 0.945010 4.4456 × 10−3 2.0310 × 10−3 9.7814 × 10−4 2.593 × 10−5 2.256 × 10−6
Table 10.2 – Comparaison des probabilités de transition et de dissociation ﬁnales dans les
diﬀérentes conditions de calcul décrites dans le tableau 10.1.
utilisent deux pas d’environ 127 u.a. chacun (l’intervalle complet est partagé en deux partie
égales qui sont traitées successivement avec CATM) et les calculs (5) et (6) utilisent chacun
quatre pas temporels d’environ 76 ua. La comparaison entre (2) et (3-6) montre que la division
en plusieurs longs pas temporels et utilisant la représentation intermédiaire est valide même si
des variations mineures apparaissent dans les résultats ﬁnaux. Dans les précédents chapitres,
l’inﬂuence du potentiel absorbant a été discutée en détails, nous remarquerons simplement ici
que l’augmentation de l’amplitude de l’opérateur absorbant entre les calculs (3) et (4) améliore
la qualité des résultats, et il en est de même entre les calculs (5) et (6).
Le tableau 10.3 contient les résultats donnés par trois versions de CATM, en travaillant
toujours avec un seul pas de temps global. Il est associé à la ﬁg. 10.4, qui montre le nombre
d’itérations requises pour atteindre le critère de convergence avec les trois procédures diﬀérentes.
La première courbe correspond à la méthode CATM seule (A), la deuxième utilise la représenta-
tion intermédiaire par rapport à H0 (B) [éq.(10.4)] et la troisième correspond à la représentation
intermédiaire partielle par rapport à la partie réelle de H0 (C) [éq.(10.7)].
La procédure la plus simple (A) possède le plus court rayon de convergence, les premières
diﬃcultés apparaissant dès que l’amplitude atteint E0 = 0.35. L’utilisation de la représentation
intermédiaire étend le rayon de convergence et diminue le nombre d’itérations nécessaire pour
obtenir une bonne approximation du vecteur propre. La version (B) rend plus aisée le calcul
en plusieurs pas qui implique l’utilisation de l’opérateur absorbant dans sa forme générale du
tableau 9.3 mais requiert plus d’itérations que le calcul direct (A). Avec la procédure (B), on
peut noter quelques imprécisions dues à la négligence des grandes parties imaginaires des valeurs
propres associées à des états localisés sur le bord de la grille radiale (permettant d’éviter des
termes exponentiellement croissants). La représentation intermédiaire par rapport aux parties
réelles (C) augmente le rayon de convergence sans demander plus d’itérations pour satisfaire au
critère de convergence. Le gain en terme de rayon et de vitesse de convergence est remarquable
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Amplitude du Procédure Résidu Pdiss ﬁnale
champ électrique E0 initial ǫ
0.1 (A) 6.5850 × 10−14 9.4002 × 10−3
0.1 (B) 1.2110 × 10−14 9.4034 × 10−3
0.1 (C) 6.9398 × 10−13 9.4002 × 10−3
0.2 (A) 1.8990 × 10−13 3.2795 × 10−2
0.2 (B) 1.7201 × 10−13 3.2806 × 10−2
0.2 (C) 1.3614 × 10−12 3.2795 × 10−2
0.3 (A) 8.0980 × 10−13 5.9684 × 10−2
0.3 (B) 8.1510 × 10−13 5.9704 × 10−2
0.3 (C) 8.9458 × 10−13 5.9684 × 10−2
0.4 (B) 2.1914 × 10−12 8.2182 × 10−2
0.4 (C) 2.2416 × 10−12 8.2158 × 10−2
Table 10.3 – Comparaison des résultats CATM en fonction de l’amplitude du champ électrique
(1 correspond à 1014 W.cm−2) pour 3 procédures diﬀérentes : CATM simple (A), CATM +
représentation intermédiaire [éq.(10.4)] (B), CATM + représentation intermédiaire par rapport
à la partie réelle [éq.(10.7)] (C). Le résidu initial ǫ est celui déﬁni dans l’éq. (8.19). L’amplitude
du potentiel absorbant vaut V0 = 0.3.
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Figure 10.4 – Nombre d’itérations nécessaire pour atteindre le critère de convergence en fonction
de l’amplitude du champ électrique E0, avec V0 = 0.3, en utilisant CATM et RDWA, sans
représentation intermédiaire (cercles) ou en utilisant une représentation intermédiaire suivant les
éq.(10.4) (triangles) ou les éq.(10.7) (carrés). Tout le domaine de convergence est couvert. Dans
chaque cas, le dernier point (colorié en noir) marque la frontière du domaine de convergence.
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dans le cas de la procédure (C).
L’accord entre (A) et (C) est aussi remarquable (tableau 10.3). L’accélération de la conver-
gence n’implique pas automatiquement un gain en terme de temps CPU. Cela est simplement
dû au fait que le présent système inclut des couplages du type µ(R)E(t) avec dès le départ une
séparation entre dépendance spatiale et dépendance temporelle, ce qui n’est plus le cas dès lors
qu’une représentation intermédiaire est utilisée. Le nombre de FFT requises augmente donc avec
l’utilisation de la représentation intermédiaire, mais cela est spéciﬁquement dû au caractère élé-
mentaire du système étudié ici. Cela ne se reproduira pas pour des systèmes plus compliqués, où
la représentation intermédiaire pourrait permettre un gain appréciable en termes de temps CPU.
Il est tout de même possible de diminuer de façon très importante le nombre de transformées de
Fourier nécessaires dans le cas présent en eﬀectuant une représentation intermédiaire par rapport
à des multiples de la fréquence fondamentale de la base de Fourier.
10.3 Représentation intermédiaire par rapport à des multiples de
la fréquence fondamentale
10.3.1 Algorithme
Pour un fonctionnement eﬃcace du programme utilisant les représentations intermédiaires,
nous avons besoin de très nombreuses FFT des termes de couplage. Lorsque les couplages pré-
sentent une dépendance temporelle séparée de la dépendance aux autres variables, du type
µ(R)E(t), le calcul fait appel, à travers le changement de base DVR/FBR, au seul calcul des
FFT de E(t) et de |λ(t)〉. L’eﬀort numérique reste abordable lorsque le couplage se présente sous
la forme
∑N0
i=1 gi(R)fi(t), avec N0 faible puisqu’alors les seuls calculs sont ceux des FFT des N0
fonctions fi(t). La représentation intermédiaire par rapport à la diagonale Ei de H0 oﬀre des
avantages en termes d’augmentation du rayon de convergence, de diminution du nombre d’ité-
rations nécessaires pour converger et de capacité au calcul en plusieurs pas. Toutefois, si l’on
veut proﬁter de ces avantages il devient nécessaire de calculer pour chaque élément du hamil-
tonien à la ligne i et colonne j la FFT de E(t) × e− i~ (Ej−Ei)t. Cela est très couteux en temps
de calcul puisque ces transformées sont indispensables pour calculer le produit HF |λ〉 et doivent
alors être calculées à l’intérieur de boucles sur les indices moléculaires. Est-il possible d’éviter ce
travail supplémentaire en évaluant les FFT diﬀérement, autrement dit est-il possible d’obtenir
la FFT (E(t) × eαt) avec α = −i~−1(Ej − Ei) ∈  sans avoir besoin d’une autre FFT que
FFT (E(t)) ? L’appendice C montre que FFT (E(t)) peut servir à approximer FFT (E(t)× eαt)
seulement dans le cas où α ∈ i! (donc Ei ∈ !), et ceci en décalant les indices de la FFT. Si zˆk
est la k-ième composante de FFT (E(t)) et que zˆ′k est la k-ième composante de FFT (E(t)×eαt),
on peut utiliser
zˆ′k ≃ zˆk˜ avec k˜ = k + ⌊
(Ej − Ei)T
2π~
⌉. (10.9)
où ⌊x⌉ désigne l’entier le plus proche de x. Nous n’allons pas utiliser cela mais une propriété plus
intéressante car exacte. Si α a pour partie imaginaire un multiple de la fréquence fondamentale
de la transformation de Fourier ω0 = 2π/T , soit
α = −i (nc − nl)ω0, nc ∈ ", nl ∈ ", (10.10)
alors
zˆ′k = zˆk˜ avec k˜ = k + nc − nl. (10.11)
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Dans le cas où k˜ /∈ [0, NF − 1], NF étant le nombre de fonctions de Fourier, alors en vertu des
propriétés de périodicité des FFT (zˆk+NF = zˆk) il suﬃt d’additionner ou de soustraire à l’indice
k˜ en question un certain nombre de fois NF pour retomber dans l’intervalle.
De façon à se placer dans ces conditions, nous allons donc travailler en représentation in-
termédiaire par rapport à une diagonale réelle la plus proche possible de la partie réelle de la
diagonale Ei du hamiltonien moléculaire H0 mais ne contenant que de parfaits multiples de la
fréquence fondamentale ~ω0 = ~2π/T . Ainsi un simple décalage d’indices lors des appels aux
tableaux contenant les FFT suﬃra, sans besoin de calcul supplémentaire par rapport au cas sans
représentation intermédiaire. Nous déterminons pour chaque valeur diagonale Ei l’entier ni tel
que Re(Ei)− ni~ω0 soit le plus petit possible :
ni = ⌊Re(Ei)~ω0 ⌉ (10.12)
et nous enregistrons un tableau contenant les ni et un autre contenant les restes Re(Ei)−ni~ω0.
Nous appliquons ensuite CATM au hamiltonien transformé
˜˜˜
Hij(t) = Wij(t)× exp (−i(nj − ni)ω0t)
˜˜˜
Hjj(t) = Re(Ej)− nj~ω0 + i Im(Ej), (10.13)
avec toujours
Wij(t) = µijE(t), (10.14)
et après l’intégration temporelle par CATM donnant
˜˜˜
Ψ(t) nous calculons la fonction d’onde
comme
〈j|Ψ(t)〉 = 〈j| ˜˜˜Ψ(t)〉 × exp (−injω0t) . (10.15)
10.3.2 Résultats
Toujours sur le même exemple de H+2 soumis à une impulsion de 254 u.a., nous travaillons avec
une amplitude de E0 = 0.3 et eﬀectuons trois calculs : le premier en 1 pas sans représentation
intermédiaire, le second en 1 pas avec représentation intermédiaire telle qu’expliquée dans le
paragraphe ci-dessus, et le troisième en 2 pas avec toujours la représentation intermédiaire.
L’amplitude du potentiel absorbant est ﬁxée à 0.3 pour les calculs en 1 pas, à 0.2 pour le calcul
en 2 pas.
Les probabilités ﬁnales obtenues sont consignées dans le tableau 10.4. Celui-ci montre des
résultats cohérents et stables, avec toujours cette faible dissociation et de faibles transitions
inélastiques vers les premiers états liés. Les remarques apportées précédemment à propos du
rayon de convergence et du nombre d’itérations requis restent valables avec un avantage marqué
pour la version utilisant la représentation intermédiaire. Les temps de calcul sont du même ordre,
la légère diﬀérence observée vient du fait qu’une opération supplémentaire de décalage d’indices
dans les tableaux contenant les FFT est nécessaire dans le cas de la représentation intermédiaire.
Une attention particulière est apportée à la transition entre les deux pas pour le troisième
calcul. Ainsi le tableau 10.5 montre l’eﬃcacité de la reproduction de la fonction d’onde, obtenue à
la ﬁn du premier pas, au début du second pas, avec bien sûr de légères erreurs dues à l’amplitude
tout juste suﬃsante du potentiel absorbant. Les erreurs sur la phase sont plus grandes que sur
les modules.
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Calcul Pdiss finale P (|0〉) P (|1〉) P (|2〉) P (|3〉) temps CPU
(1) 5.9703315×10−2 0.924439892 8.532248 × 10−3 3.747875 × 10−3 1.743831 × 10−3 9.4s
(2) 5.9703317×10−2 0.924439898 8.532245 × 10−3 3.747873 × 10−3 1.743830 × 10−3 12.3s
(3) 5.9917834×10−2 0.924318269 8.508870 × 10−3 3.728002 × 10−3 1.727718 × 10−3
Table 10.4 – Comparaison des probabilités de transition et de dissociation ﬁnales dans les
diﬀérentes conditions de calcul : (1) Sans représentation intermédiaire en 1 seul pas ; (2) Avec re-
présentation intermédiaire par rapport à des multiples de la fréquence fondamentale [éq. (10.13)]
en 1 seul pas ; (3) avec représentation intermédiaire [éq. (10.13)] et en deux pas.
j= 0 1 2 3
|χj | = |〈j|ψ(T0/2)〉| 0.975723 4.40431× 10−2 3.09674× 10−2 2.34731× 10−2
|χj |début pas 2 − |χj |fin pas 1 1.11× 10−16 −3.68× 10−6 −1.29× 10−6 −4.28× 10−8
arg(χj) = arg(〈j|ψ(T0/2)〉) (rad) −7.55432× 10−2 2.33044 0.201754 1.49495
arg(χj)début pas 2 − arg(χj)fin pas 1 −1.39× 10−17 4.96× 10−3 −1.56× 10−3 2.49× 10−3
Table 10.5 – Modules et phases des composantes de la fonction d’onde à la ﬁn du premier pas
pour un calcul en 2 pas avec représentation intermédiaire [éq. (10.13)] et diﬀérences entre les
valeurs obtenues en ﬁn du premier pas et les valeurs obtenues en début du deuxième pas.
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Chapitre 11
Périodisation d’un hamiltonien non nul
aux frontières du domaine
11.1 Algorithme
La représentation intermédiaire a pour eﬀet d’annuler une bonne partie des termes de la
diagonale du hamiltonien 〈j|H(t)|j〉 sur toute la durée d’interaction. Cela apporte une solution
au problème d’incompatibilité entre la description sur une base ﬁnie de Fourier de la dépendance
temporelle (cf. appendice B) et la nécessité d’utiliser des fonctions discontinues de Heaviside
pour « allumer » brusquement certains termes du potentiel absorbant complexe inhérent à
la méthode CATM. La représentation intermédiaire combinée à CATM assure par ailleurs une
meilleure convergence et permet d’obtenir des résultats numériques précis. Cependant, d’autres
discontinuités temporelles peuvent apparaître hors de la diagonale, en particulier lors de calculs
en plusieurs pas utilisant la procédure expliquée dans le chapitre 9. Considérons donc maintenant
le cas dans lequel nous avons, pour i 6= j, au moins l’une des conditions suivantes de remplies :
〈i|H(t = T0)|j〉 6= 〈i|H(t = 0)|j〉, (11.1a)
〈i|H(t = T0)|j〉 6= 0, (11.1b)
〈i|H(t = 0)|j〉 6= 0. (11.1c)
La périodisation du hamiltonien doit donc être réintroduite pendant l’intervalle additionnel. Le
terme « périodisation » est ici entendu au sens de « rendre périodique et continu ».
L’intervalle artiﬁciel additionnel [T0, T ] est alors subdivisé en trois parties :
– Partie A, intervalle [T0, TA] : la matrice hamiltonienne est ramenée par continuité des
valeurs 〈i|H(t = T0)|j〉 à zéro ;
– Partie B, intervalle [TA, TB ] : l’opérateur absorbant de l’algorithme CATM agit pour
contraindre le vecteur propre de Floquet à rejoindre les conditions initiales souhaitées ;
– Partie C, intervalle [TB , T ] : la matrice hamiltonienne passe de zéro à la valeur initiale
〈i|H(t = 0)|j〉.
Concernant la partie A consacrée à l’extinction, la procédure est simple. Prenons l’exemple
de la dépendance temporelle correspondant au hamiltonien dipolaire électrique du type µ ·E(t),
avec E(t) = E0(t) sin(ωt). Alors sur cet intervalle le hamiltonien est prolongé par une dépendance
temporelle du type
E0(t) sin(ωt)× f(t) (11.2)
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où f est une fonction passant de 1 à zéro de pente nulle en t = T0, par exemple
f(t) = sinc2
(
π(t− T0)
TA − T0
)
. (11.3)
La partie B consacrée à l’absorption du vecteur propre, jusqu’à remplir la condition de
fonctionnement de CATM, peut utiliser la déﬁnition précédemment adoptée pour le poten-
tiel absorbant [éq. (9.34)]. De plus, grâce à la remise à zéro du hamiltonien dans la partie
A, il n’est pas nécessaire d’introduire brusquement les termes correctifs proportionnels à
(Ej −El) dans la colonne n°l. L’opérateur absorbant ne fait intervenir qu’une fonction complexe
du temps commençant à zéro et terminant à zéro à la ﬁn de la partie B de l’intervalle additionnel.
La partie C doit permettre aux éléments du hamiltonien de recouvrer en ﬁn d’intervalle leur
valeur initiale. Cette opération n’est pas aussi évidente que l’opération de remise à zéro, car ici
elle doit s’eﬀectuer sans perturbation sur le vecteur propre de Floquet obtenu en ﬁn de partie B.
Autrement dit, la fonction d’onde obtenue en ﬁn de partie C doit rester proportionnelle à celle
obtenue en ﬁn de partie B, alors même que les éléments du hamiltonien sont en train de varier
artiﬁciellement pour recouvrer leur valeur initiale. Nous utilisons les propriétés qui suivent. Si le
hamiltonien H(t) commute avec lui-même à des instants diﬀérents, alors l’opérateur d’évolution
UH(t, TB) associé à l’équation de Schrödinger se réduit à une simple exponentielle
UH(t, TB) = exp
(
1
i~
∫ t
TB
H(t′)dt′
)
. (11.4)
si de plus l’intégrale de l’argument de l’exponentielle s’annule lorsque t = T , alors la fonction
d’onde obtenue en t = TB (à la ﬁn de la partie B, juste après l’intervention du potentiel absorbant
de CATM) est exactement reproduite en t = T (qui correspond à t = 0 par périodicité). Ces
deux propriétés sont vériﬁées si la matrice hamiltonienne est « allumée » sur l’intervalle [TB , T ]
selon l’équation
H(t) = H(t = 0)× g(t), (11.5)
avec g une fonction telle que ∫ T
TB
g(t)dt = 0. (11.6)
En eﬀet, dans ces conditions le hamiltonien commute comme demandé,
[H(t′),H(t′′)] = g(t′)g(t′′)[H(0),H(0)] = 0, (11.7)
et le propagateur de TB à T se réduit à l’unité.
La fonction g peut par exemple être déﬁnie sur [TB , T ] par deux morceaux de sinus au carré.
En déﬁnissant une borne intermédiaire Tm, et sachant que
∫ π
0 A sin
2(αt)dt = Aπ2α , il est possible
d’utiliser
g(t) = − T − Tm
Tm − TB sin
2
(
π
t− TB
Tm − TB
)
, t ∈ [TB , Tm], (11.8a)
g(t) = sin2
(
π
2
t− T
T − Tm
)
, t ∈ [Tm, T ] (11.8b)
La ﬁg. 11.1 représente l’allure possible de la fonction g multiplicative de la matrice hamiltonienne.
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Figure 11.1 – Fonction g d’intégrale nulle utilisée pour revenir continuement en ﬁn d’intervalle
à la valeur initiale du hamiltonien, cf. éq. (11.8).
11.2 Vérification numérique de principe sur un système à trois
niveaux
En guise de test, nous considérons l’exemple modèle d’une matrice hamiltonienne de dimen-
sion 3 et ceci dans le cas le plus général possible. L’état initial est déﬁni comme une superposition
d’états de la base,
|Ψ(0)〉 =
√
0.82 |1〉+
√
0.16 |2〉+
√
0.02 |3〉, (11.9)
et le hamiltonien est choisi non nul aux bords de l’intervalle d’intégration [0, T0]. L’exemple choisi
ici est le hamiltonien d’un système à trois niveaux dans l’approximation des ondes tournantes
qui prend la forme
H(t) =
 0 Ωp 0Ωp ∆0 Ωs
0 Ωs ∆1
 (11.10)
Cet exemple est semblable à celui déﬁni dans le paragraphe 6.1. Un courte explication sur l’ap-
proximation RWA est donnée dans le paragraphe 2.1. Ωp et Ωs sont respectivement proportionnels
aux enveloppes de deux champs laser quasi-accordés avec la transition 1 → 2 et 2 → 3 (désac-
cords ∆0 et ∆1). Les diﬀérents paramètres de la matrice sont déﬁnis comme suit, sur l’intervalle
[0, 1.5] :
Ωp(t) = 20 sin
(
π
t+ 0.5
1.5
)2
(11.11a)
Ωs(t) = 20 sin
(
π
t− 0.5
1.5
)2
(11.11b)
∆0(t) = 10 cos
(
π
t
1.5
)
(11.11c)
∆1(t) = 5 (11.11d)
L’intervalle additionnel est [1.5, 2.5]. 1/6 de cet intervalle est consacré à l’extinction du hamilto-
nien, 1/2 est consacré à l’absorption par le potentiel complexe, 2/6 sont consacrés au « réallu-
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mage » du hamiltonien. Le potentiel absorbant prend la forme générale donnée par l’éq. (9.34)
avec une fonction sin2 d’amplitude 100. Ces fonctions sont schématisées sur la ﬁg. 11.2.
Figure 11.2 – La ﬁgure représente les paramètres du hamiltonien de l’éq. (11.11) : Ωp(t), Ωs(t),
∆0(t), ∆1(t), qui subissent une extinction progressive dans l’intervalle artiﬁciel [1.5, 2.5] ; la
fonction absorbante Vabs utilisée pour recouvrer le conditions initiales (échelle 1/2) ; et enﬁn la
fonction g(t) d’intégrale nulle permettant de rétablir continuement les valeurs initiales dans la
matrice hamiltonienne.
Les dynamiques correspondant à cet exemple sont représentées sur la ﬁg. 11.3, sur laquelle
sont tracées les quantités pn(t) = |〈n|Ψ(t)〉|2 et les phases βn(t) = arg (〈n|Ψ(t)〉). Les ﬁg. 11.3(a)
et 11.3(c) contiennent les résultats fournis par CATM tandis que les ﬁg. 11.3(b) et 11.3(d)
constituent des témoins obtenus par intégration progressive dans le temps en utilisant l’éq. (6.10).
Pour conﬁrmer le très bon accord entre ces diﬀérents calculs, voici quelques résultats numériques.
Les probabilités initiales obtenues avec CATM sont
p1(0) = 0.819999941
p2(0) = 0.160000156
p3(0) = 0.019999903
soit une diﬀérence relative avec les probabilités initiales souhaitées de l’ordre de ×10−6%, 10−5%
et 10−4%, respectivement. La dynamique est identique pour les deux propagateurs. Des échanges
rapides entre les niveaux 1 et 2 se produisent, puis entre les niveaux 2 et 3 alors que la population
du niveau 1 est stabilisée. Les phases sont assez agitées mais bien identiques dans les deux cas. De
légères diﬀérences graphiques apparaissent au niveau des variations brusques de phase en raison
de la non-coïncidence des points de discrétisation temporelle utilisés dans les deux schémas de
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Figure 11.3 – Dynamique d’un système à trois niveaux soumis au hamiltonien de l’éq. (11.10) :
(a) populations p1(t) (bleu), p2(t) (rouge), p3(t) (vert) obtenues avec CATM ; (b) p1(t) (cyan),
p2(t) (magenta), p3(t) (noir) obtenues par un calcul propagatif exponentiel ; (c) phases β1(t)
(bleu), β2(t) (rouge), β3(t) (vert) obtenues avec CATM ; (d) β1(t) (cyan), β2(t) (magenta), β3(t)
(noir) obtenues avec un calcul propagatif exponentiel.
résolution. Les probabilités ﬁnales obtenues avec CATM valent
p1(1.5) = 0.668571
p2(1.5) = 0.125638
p3(1.5) = 0.205789
à comparer avec celles données par le calcul témoin,
p1(1.5) = 0.668595
p2(1.5) = 0.123851
p3(1.5) = 0.207553
soit une diﬀérence relative de l’ordre de 10−3%, 1% et 0.8%, respectivement.
Dans le présent exemple qui intègre un processus rapide dans le temps, l’intervalle consacré
aux conditions aux frontières est relativement important par rapport à l’intervalle total. Toutefois
si l’on intégrait en un pas un processus beaucoup plus long, l’intervalle consacré aux conditions
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aux frontières resterait le même et la durée relative de ce dernier par rapport à l’intervalle de
temps total deviendrait alors négligeable.
Chapitre 12
Exemple de calculs en série sur H+
2
Pour mieux se représenter le rôle de la fréquence et de l’intensité sur la dissociation de H+2 ,
nous avons réalisé une série de calculs avec CATM dans le cas d’une impulsion courte. Pour
commencer, ceux-ci sont réalisés indépendamment les uns des autres. La solution d’essai fournie
à CATM est à chaque fois l’état vibrationnel initial réparti de façon constante sur tout l’intervalle
de temps à intégrer.
Nous choisissons l’état vibrationnel initial parmi les premiers niveaux v=0,1,... L’impulsion est
dessinée pour durer 12 périodes optiques en tout, dont 6 périodes avec une enveloppe constante,
3 périodes d’allumage gaussien et 3 périodes d’extinction gaussienne. Le choix de phase absolue
est tel que le champ vaut 0 au milieu de l’impulsion. Le type d’impulsion considéré est représenté
sur la ﬁg. 12.1. Nous ﬁxons le nombre de points dans la base de Fourier ainsi que le potentiel
absorbant dépendant du temps de façon à ce que CATM converge bien vers la solution de
l’équation de Schrödinger.
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Figure 12.1 – Impulsion courte utilisée pour des calculs en série sur la photodissociation. La
fréquence et l’amplitude sont variable, la durée est telle que l’impulsion dure 12 périodes optiques,
Ttotal = 12× 2π/ω.
Nous balayons les paramètres E (amplitude du champ) et ω. Lorsque l’on modiﬁe ω, la durée
de l’impulsion est automatiquement modiﬁée de telle façon qu’elle dure toujours au total douze
périodes optiques ainsi que nous venons de l’indiquer. L’unité de E est telle que E = 1 correspond
à une intensité de 1014 W.cm−2. Une fréquence de 0.15 ua correspond à une longueur d’onde
de 303 nm, une fréquence de 0.5 ua correspond à 91 nm, nous nous intéressons donc dans cet
exemple à des rayonnements ultra-violets pour des intensités situées principalement entre 0 et
1014 W.cm−2 (cf. annexe E).
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Nous intégrons l’équation de Schrödinger pour chaque impulsion. La ﬁg. 12.2 montre un
exemple de dynamique issue de l’état v = 3 à travers une série d’instantanés du paquet d’ondes
obtenus avec le choix ω = 0.360 ua et E = 1.1, cette valeur correspond à un maximum local
pour la dissociation en fonction de l’amplitude. Le paquet d’ondes nucléaire correspondant à l’état
électronique fondamental 2Σ+g est en quelque sorte "recopié" sur l’état électronique antiliant
2Σ+u
avec l’apparition progressive d’un paquet d’ondes à quatre ventres sur celle-ci. La dynamique est
ensuite assez agitée durant l’impulsion mais l’on remarque que le paquet d’ondes de la surface
antiliante amorce un mouvement global vers les plus grandes distances internucléaires. Si l’on
continuait l’aﬃchage des instantanés après la ﬁn de l’impulsion, cette partie du paquet d’onde se
verrait entrainée vers la droite avec disparition progressive en raison de l’absorption artiﬁcielle
due au modèle de potentiel optique utilisé dans le hamiltonien de la molécule libre. La ﬁg. 12.3
représente d’autres instantanés d’un paquet d’ondes issue de l’état v=3 pour une impulsion avec
ω = 0.360 ua et E = 1.47, minimum local pour la dissociation en fonction de l’amplitude. Les
couplages plus intenses créent un paquet d’ondes plus important sur l’état excité 2Σ+u mais le
ramènent aussi plus eﬃcacement sur les états liés de la surface électronique liante 2Σ+g avant la
ﬁn de l’impulsion, ce qui conduit en déﬁnitive à une probabilité de dissociation ﬁnale légèrement
plus faible que pour E = 1.1.
L’ensemble de courbes de la ﬁg. 12.4 représente la probabilité de dissociation ﬁnale en
fonction de E et ω pour diﬀérents états vibrationnels initiaux. Les ﬁgures illustrent donc l’eﬀet
d’une impulsion telle que déﬁnie ci-dessus pour des nappes de paramètres de fréquence et
d’intensité. La dissociation manifeste des structures continues avec des extrema locaux qui
apparaissent sur la plupart des courbes : des vallées de faible dissociation alternent avec des pics
qui maximisent la dissociation. Les vallées d’extrema se déplacent vers les basses fréquences et
se resserrent à mesure que l’état vibrationnel initial devient plus énergétique. À une fréquence
donnée, la dissociation augmente plus que linéairement avec l’amplitude du champ pour les
faibles amplitudes. La pente diminue ensuite pour atteindre un maximum local et décroitre
localement pour de fortes amplitudes.
Tous les calculs ne convergent pas. Les principale diﬃcultés rencontrées par CATM se situent
dans le domaine des basses fréquences et fortes intensités. A partir de v = 5 la zone du maximum
principal n’est plus très bien visible en raison de problèmes de convergence dans les conditions
présentes de calcul. Pour étendre légèrement le rayon de convergence et explorer les zones non
convergées directement, il est possible de réutiliser la solution obtenue pour un couple donné
(E,ω), situé dans la zone de convergence, en tant que fonction d’essai pour un calcul avec des
valeurs légèrement diﬀérentes situées hors de la zone de convergence (E + δE, ω + δω). Cela
permet en outre d’accélérer le calcul puisque l’on part alors d’une fonction d’essai plus proche
du résultat.
La ﬁg. 12.5 illustre ce procédé en représentant pour une fréquence ﬁxée à ω = 0.360 ua les
variations de la dissociation ﬁnale en fonction de l’amplitude du champ. Cette courbe est obtenue
par calculs successifs qui réutilisent le résultat du calcul précédent comme vecteur d’essai, avec
un pas δE = 0.005. Le tableau 12.1 indique la façon dont se comporte le processus itératif
de détermination du vecteur propre lorsqu’un résultat pour des paramètres proches est utilisé
comme vecteur d’essai. La première ligne de chaque tableau indique en guise de témoin ce qu’il se
passe lorsque le vecteur d’essai est la fonction d’onde initiale répartie de façon constante sur tout
l’intervalle temporel soit Ψ(0)(t) = Ψ(t = 0), ∀t ∈ [0, T ]. Les ﬁg. 12.6 et 12.7 illustrent ces mêmes
résultats. Les calculs sont réalisés à des fréquences proches de 0.29587 ua et à des amplitudes
proches de E = 0.5 (même unités que précédemment). L’état initial est l’état fondamental.
L’eﬀort de calcul nécessaire pour atteindre une convergence à ||(H − E)λ|| < 10−12 diminue
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Figure 12.2 – Instantanés de la valeur absolue des paquets d’ondes nucléaires sur les surfaces
électroniques fondamentale 2Σ+g (ligne continue) et excitée
2Σ+u (ligne pointillée), pour ω =
0.360ua et E = 1.1. E = 1 correspond à une intensité de 1014 W.cm−2.
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Figure 12.3 – Même chose que sur la ﬁg. 12.2 mais pour E = 1.47.
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Figure 12.4 – Probabilité de dissociation ﬁnale en fonction de la fréquence et de l’amplitude du
champ, partant de l’état initial : (a) v=0 ; (b) v=1 ; (c) v=2 ; (d) v=3 ; (e) v=4 ; (f) v=5.
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Figure 12.5 – Probabilité de dissociation ﬁnale en fonction de E pour ω = 0.360ua. Calcul en
boucle sur l’amplitude.
logiquement à mesure que le pas δE ou δω est plus faible entre deux calculs successifs. Dans le
cadre de calculs sur une nappe de valeurs pour les paramètres du champ, si l’on passe d’un pas
valant δE = 0.1 à un pas valant δE = 0.01, alors le nombre de propagations est multiplié par 10.
Avec une méthode de propagation pas à pas il n’y a pas de possibilité de réutiliser un résultat
donc l’eﬀort de calcul est multiplié par 10. En revanche avec CATM, dans l’exemple présent
l’eﬀort de calcul n’est multiplié « que » par 7.67 (≃ 10 × 2330). Cet avantage reste très mesuré.
Nous remarquons une saturation assez rapide de l’eﬀet lorsque le pas sur E ou ω devient trop
faible : le nombre d’itérations nécessaires ne continue pas de diminuer indéﬁniment. D’un autre
côté, le comportement pour des grands pas est tel que si δE ou δω est trop grand, alors l’eﬀort
de calcul devient plus important en réutilisant un résultat voisin qu’en utilisant le vecteur d’essai
grossier correspondant à l’état initial reproduit de façon constante sur tout l’intervalle temporel.
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Donnée sur le Nombre d’itérations Temps de calcul
vecteur d’essai jusqu’à convergence (s)
Ψ(0)⊗ ti 30 15.3
Solution pour un champ
proche à δE =
0.2 37 18.5
0.1 31 15.8
0.05 28 14.3
0.01 23 11.7
0.005 22 11.2
0.001 21 10.7
Solution pour un champ
proche à δω =
0.01 44 22
0.005 39 19.4
0.001 31 15.8
0.0005 29 14.7
0.0001 24 12.3
0.00005 22 11.4
Table 12.1 – Eﬀort de calcul jusqu’à atteindre une convergence de 10−12 en fonction du vecteur
d’essai utilisé. Le vecteur d’essai est soit la fonction d’onde initiale reproduite sur tout l’intervalle
temporel de façon constante, soit une solution obtenue lors d’un calcul pour un champ dont
l’amplitude est voisine à δE près, ou dont la fréquence est voisine à δω près.
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Figure 12.6 – Nombre d’itérations nécessaires pour atteindre une convergence à 10−12, en fonc-
tion de l’écart sur l’amplitude du champ δE par rapport au calcul dont on utilise la solution
comme vecteur d’essai.
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Figure 12.7 – Nombre d’itérations nécessaires pour atteindre une convergence à 10−12, en fonc-
tion de l’écart sur la fréquence angulaire δω par rapport au calcul dont on utilise la solution
comme vecteur d’essai.
Troisième partie
Étude de dynamiques adiabatiques avec
des hamiltoniens non hermitiens
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Chapitre 13
Sur le suivi des populations
adiabatiques pour les systèmes
quantiques non hermitiens
Les deux chapitres qui suivent contiennent des arguments plus formels relatifs au formalisme
adiabatique non hermitien. De façon indirecte, lors de l’extension des calculs eﬀectués sur le
système à deux dimensions dans l’approximation des ondes tournantes (chapitre 6) à des cas
non-hermitiens, plusieurs questions se sont posées. Une réﬂexion a été amorcée à propos du rôle
des phases géométriques dans la déﬁnition de “populations” pour l’étude du suivi adiabatique.
Nous présentons ce travail dans le présent chapitre [98]. Dans le chapitre 14, nous remarquons
que le facteur de phase géométrique prend deux formes diﬀérentes selon le projecteur (spectral ou
orthogonal) utilisé pour le faire apparaître. Nous analysons cette incohérence qui n’est qu’appa-
rente. Enﬁn le dernier chapitre revient au modèle du hamitonien dipolaire pour H+2 et Na2, avec
l’application de CATM à des dynamiques autour de points exceptionnels pour le hamiltonien
de Floquet adiabatique. Ces dynamiques sont envisagées comme des schémas de contrôle pour
l’inversion de la probabilité d’occupation de deux niveaux vibrationnels.
13.1 Rappel du théorème adiabatique usuel et notations
L’approximation adiabatique (dans le sens usuel) est un outil très commun pour l’étude des
systèmes dynamiques quantiques [120]. Soit s = t/T le temps réduit (T étant la durée totale
qui est supposée très grande). Soit |a, x(s)〉 le vecteur propre instantané d’un hamiltonien auto-
adjoint H(x(s)), associé à une valeur propre non dégénérée Ea, c’est-à-dire
H(x(s))|a, x(s)〉 = Ea|a, x(s)〉. (13.1)
H dépend du temps réduit s à travers certains paramètres classiques x. Partant d’un état initial
ψ(0) = |a, x(0)〉, le vecteur d’état évolue selon l’équation de Schrödinger dépendante du temps
i~
T
∂ψ(sT )
∂s
= H(x(s))ψ(sT ). (13.2)
Le théorème adiabatique standard [120, 132] indique que le système suit continuement le même
état propre |a, x(s)〉 si le hamiltonien est lentement modiﬁé au cours du temps. Autrement dit
on aura :
ψ(sT ) = ca(s)|a, x(s)〉 +
∑
b6=a
cb(s)|b, x(s)〉 (13.3)
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avec
∀b 6= a,
∣∣∣∣ cbca
∣∣∣∣≪ 1, (13.4)
|ca(s)|2 étant nommé “population” de l’état a, si le critère adiabatique qui suit est satisfait :
∀b 6= a, |〈b, x(s)| 1
T
d
ds
|a, x(s)〉| =
∣∣∣∣∣〈b, x(s)| 1T dHds |a, x(s)〉Ea(x(s))− Eb(x(s))
∣∣∣∣∣
≪ min
s∈[0,1]
|Ea(x(s))− Eb(x(s))| (13.5)
ce qui requiert la condition de gap suivante : ∃g > 0,∀s |Ea(x(s)) − Eb(x(s))| > g, ainsi que
des variations lentes du hamiltonien H(x(s)). On aboutit alors à la fonction d’onde
ψ(sT ) ≃ e−i~−1T
∫ s
0 Ea(x(s
′))ds′e−
∫ s
0 A(x(s
′))ds′ |a, x(s)〉, (13.6)
où −i~−1T ∫ s0 Ea(x(s))ds est la phase dynamique et − ∫ s0 A(x(s))ds la phase géométrique. Le
générateur de phase géométrique est déﬁni ainsi 1 :
A(x) = 〈a, x|d|a, x〉 ⇒ A(x(s))ds = 〈a, x(s)| d
ds
|a, x(s)〉ds. (13.7)
Les travaux sur l’adiabaticité et les phases géométriques ont été progressivement étendus aux
systèmes dissipatifs représentés par des hamiltoniens non-auto-adjoints décrivant les phénomènes
de résonance [125, 113, 180, 179, 44]. Ce chapitre concerne donc les matrices non-hermitiennes.
De telles matrices peuvent être vues comme des hamiltoniens eﬀectifs associés à des problèmes
de résonance. De petites matrices non-auto-adjointes ont aussi été utilisées comme hamiltoniens
pour décrire certains phénomènes de photoionisation, modélisés par des états liés couplés à des
continua sans structure (ces états sont alors vus comme des résonances) [93, 112, 62]. Enﬁn il faut
noter que le formalisme de ce chapitre pourrait être utilisé pour traiter les systèmes quantiques
ouverts [160, 188] qui sont communément décrits par une équation de Lindblad
i~
∂ρ
∂t
= L(ρ)
où ρ est une matrice densité (matrice auto-adjointe, positive et sans trace) et où le Lindbladien L
est un “superopérateur” (ici nous écrivons délibérément le facteur i). Pour un espace de Hilbert de
dimension ﬁnie, dimH = n, l’espace des matrices densité s’identiﬁe à un espace de Hilbert à n2
dimensions L (habituellement appelé espace de Liouville). Dans l’espace de Liouville, l’équation
de Lindblad prend la forme d’une équation de Schrödinger usuelle. Si le Lindbladien se réduit
à un commutateur avec un hamiltonien auto-adjoint, c’est-à-dire L(ρ) = [H, ρ] alors L est un
opérateur auto-adjoint de l’espace de Liouville L. Cependant, en général le Lindbladien s’écrit
plutôt L(ρ) = [H, ρ] − i2
∑
k({Γ†kΓk, ρ} + 2ΓkρΓ†k) (pour une dynamique Markovienne), où les
opérateurs Γk modélisent les diﬀérents processus de décohérence ({., .} étant l’anticommutateur).
Dans ces conditions, L est un opérateur non auto-adjoint dans L. Les valeurs propres non-réelles
1. Précisons que les notations dans cette dernière équation sont abusives. Il ne s’agit pas exactement du même
A à gauche de l’implication (notation générique différentielle) et à droite de celle-ci (expression du générateur de
phase le long du chemin paramétré donné s 7→ x(s) en vue de réaliser son intégration sur s). Nous utilisons par
la suite l’une ou l’autre de ces deux notations en fonction du contexte.
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de L sont associées à la décohérence. Le présent travail peut s’appliquer à un tel système, mais
pour ﬁxer les idées nous utiliserons le terme “hamiltonien” même si cela peut représenter un
Lindbladien dans l’espace de Liouville. Les réf. [159, 160] contiennent de plus amples explications
sur la signiﬁcation de l’approximation adiabatique et des phases géométriques dans les systèmes
quantiques ouverts.
Pour des hamitoniens non auto-adjoints, le théorème adiabatique [133, 82] inclut un cri-
tère sur le taux de dissipation du système quantique étudié (c’est-à-dire sur la partie ima-
ginaire de la valeur propre instantanée considérée). Naïvement, nous pourrions imaginer que
l’approximation adiabatique pour les systèmes quantiques dissipatifs devrait prendre la forme
ψ(sT ) =
∑
b cb(s)|b, x(s)〉 avec ∀b 6= a,
∣∣∣ cbca ∣∣∣ ≪ 1. Le paragaphe qui suit montre que cette ap-
proximation pose problème, car les “populations” |cb|2 ne sont pas bien déﬁnies. Une meilleure
déﬁnition des populations instantanées est donc proposée dans la partie 13.2. Cette déﬁnition est
équivalente à la condition de normalisation utilisant le c-produit (ou produit biorthogonal, décrit
dans la réf. [125]) dans le cas d’un hamiltonien non-hermitien symétrique et reste valable même
dans le cas non symétrique. Un exemple de système à deux niveaux dissipatif illustre ensuite le
propos dans le paragraphe 13.3, avec une application à une interversion adiabatique d’état (“ﬂip”)
générée par le suivi d’une boucle autour d’un point exceptionnel dans l’espace des paramètres.
13.2 Rôle des phases géométriques dans la définition des coef-
ficients d’occupation des états propres instantanés (multi-
plieurs adiabatiques)
Pours simpliﬁer, nous considérons un hamiltonien non auto-adjoint H(x) de rang 2 (la dis-
cussion peut être généralisée aux cas de plus grandes dimensions). Nous travaillons avec une
base biorthogonale et nous utilisons le produit scalaire standard. Soient {E1(x), E2(x)} les deux
valeurs propres instantanées de H(x) (supposé diagonalisable) et {|1, x〉, |2, x〉} les deux vecteurs
propres associés, et soient {|1∗, x〉, |2∗, x〉} les deux vecteurs propres de H† constituant avec les
précédents une base biorthogonale, c’est-à-dire :
H(x)|a, x〉 = Ea(x)|a, x〉, (13.8)
H(x)†|a∗, x〉 = Ea(x)|a∗, x〉, (13.9)
〈a∗, x|b, x〉 = δab (13.10)
(la barre dénote l’opération de conjugaison complexe). On peut noter que dans certains cas
symétriques (lorsque Ht = H) le vecteur {|a, x〉} et le vecteur {|a∗, x〉} sont reliés par une
simple règle de conjugaison complexe (certains auteurs qualiﬁent alors le produit biorthogonal
de c-produit [55, 125]).
Soit
A(x) =
( 〈1∗, x|d|1, x〉 〈1∗, x|d|2, x〉
〈2∗, x|d|1, x〉 〈2∗, x|d|2, x〉
)
(13.11)
la matrice du générateur des phases géométriques et des couplages non-adiabatiques. Soit
ψ(t) = U(t, 0)|1, x(s = 0)〉 (13.12)
la fonction d’onde pour une évolution s 7→ x(s) (U(t, 0) étant l’opérateur d’évolution). Comme
dans le cas des systèmes conservatifs, nous pourrions écrire
ψ(sT ) = c1(s)|1, x(s)〉 + c2(s)|2, x(s)〉, (13.13)
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|c1(s)|2 étant appelé la population de l’état 1 et |c2(s)|2 la population de l’état 2 ; l’approximation
adiabatique correspond au cas dans lequel |c2|2 est négligeable. Cependant une telle déﬁnition
présente un inconvénient important. Contrairement au cas conservatif, dans lequel nous choisis-
sons une base orthonormale pour représenter la dynamique, ici la convention de normalisation
de la base biorthogonale est arbitraire. En eﬀet, si ({|1, x〉, |2, x〉}, {|1∗, x〉, |2∗, x〉}) constitue un
système de vecteurs biorthogonaux, il en est de même pour
(
{|˜1, x〉, |˜2, x〉}, {|˜1∗, x〉, |˜2∗, x〉}
)
avec
|˜a, x〉 = λa(x)|a, x〉 (13.14)
|˜a∗, x〉 = (λa(x))−1|a∗, x〉 (13.15)
pour n’importe quelle fonction λa(x) ∈  ∗. Rien ne nous empêche alors d’écrire
ψ(sT ) = c˜1(s)˜|1, x(s)〉 + c˜2(s) ˜|2, x(s)〉 (13.16)
avec
c˜a(s) =
ca(s)
λa(x(s))
. (13.17)
La population |c˜a|2 = |ca|
2
|λa|2 dépend alors de la convention arbitraire de normalisation qui peut
varier en fonction de s. Le calcul des coeﬃcients d’occupation n’a donc plus aucun sens, car c1
peut grandir artiﬁciellement si la norme de |a, s〉 diminue.
Aﬁn de résoudre ce problème, nous introduisons une déﬁnition des populations instantanées
qui utilise les phases géométriques. Soit
ψ(sT ) = d1(s)e
− ∫ s0 A11(x(s′))ds′ |1, x(s)〉 + d2(s)e−
∫ s
0 A22(x(s
′))ds′ |2, x(s)〉 (13.18)
avec le choix de norme initial 〈a, x(s = 0)|a, x(s = 0)〉 = 1 (ce choix initial reste arbitraire). Les
populations instantanées sont maintenant déﬁnies par |da(s)|2. Immédiatement, on note que pour
le cas conservatif cette déﬁnition coïncide avec la déﬁnition standard des populations instantanées
puisque |e−
∫ s
0 Aaa(x(s
′))ds′ |2 = 1 pour un système autoadjoint (Aaa est alors purement imaginaire ;
et la déﬁnition standard des populations instantanées est invariante sous des changements de
convention de phase pour les vecteurs propres). Si l’on eﬀectue un changement arbitraire de la
convention de norme, on a
A˜aa(x) = 〈˜a∗, x|d|˜a, x〉 (13.19)
=
dλa(x)
λa(x)
+ 〈a∗, x|d|a, x〉 (13.20)
= d lnλa(x) +Aaa(x). (13.21)
On a donc
e−
∫ s
0
A˜aa(x(s′))ds′ =
λa(x(0))
λa(x(s))
e−
∫ s
0
Aaa(x(s′))ds′ . (13.22)
Pour préserver la condition initiale, nous posons λa(x(0)) = 1. Cela conduit à
ψ(sT ) = d1(s)e
− ∫ s0 A˜11(x(s′))ds′ ˜|1, x(s)〉 + d2(s)e−
∫ s
0 A˜22(x(s
′))ds′ ˜|2, x(s)〉. (13.23)
La déﬁnition des populations instantanées |da|2 est maintenant invariante même dans le cas
de changements arbitraire dans la convention de normalisation en cours de dynamique. Il faut
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insister ici sur le fait que les coeﬃcients da sont plus intrinsèques que les coeﬃcients ca.
En raison de la dissipation, la population totale devient diﬀérente de 1 (sauf en s = 0). On a
1−(|d1|2+ |d2|2) ≥ 0, mais ceci ne correspond pas exactement au taux de dissipation (c’est-à-dire
que |d1|2 + |d2|2 6= ‖ψ‖2). Le taux de dissipation est donné par (1− ‖ψ(sT )‖2) avec
‖ψ(sT )‖2 =
∑
a,b
db(s)da(s)e
− ∫ s0 (Aaa(x(s′))+Abb(x(s′)))ds′
×〈b, x(s)|a, x(s)〉 (13.24)
=
∑
a,b
db(s)ηba(s)da(s) (13.25)
= D(s)†η(s)D(s) (13.26)
avec
D(s) =
(
d1(s)
d2(s)
)
(13.27)
et
ηba(s) = e
− ∫ s0 (Aaa(x(s′))+Abb(x(s′)))ds′〈b, x(s)|a, x(s)〉. (13.28)
η constitue un produit scalaire s-dépendant pour D(s), la représentation des fonctions d’onde
dans la base propre instantanée (non-orthonormale). On note que η est bien déﬁni puisqu’in-
dépendant de la convention de normalisation, η˜ = η. La matrice du produit scalaire vériﬁe les
équations diﬀérentielles suivantes :
dη
ds
= Aˆ†η + ηAˆ (13.29)
avec
Aˆab(s) = 〈a∗, x(s)|e
∫ s
0
Aaa(x(s′))ds′ d
ds
(
e−
∫ s
0
Abb(x(s
′))ds′ |b, x(s)〉
)
. (13.30)
En eﬀet : (
Aˆ†η + ηAˆ
)
ab
=
=
∑
c
{
〈c∗, x(s)|e
∫ s
0 Acc(x(s
′))ds′ d
ds
(
e−
∫ s
0 Aaa(x(s
′))ds′ |a, x(s)〉
)
×e−
∫ s
0
Abb(x(s
′))+Acc(x(s′))ds′〈c, x(s)|b, x(s)〉
+e−
∫ s
0
Acc(x(s′))+Aaa(x(s′))ds′〈a, x(s)|c, x(s)〉
×〈c∗, x(s)|e
∫ s
0 Acc(x(s
′))ds′ d
ds
(
e−
∫ s
0 Abb(x(s
′))ds′ |b, x(s)〉
)}
=
∑
c
{
〈c∗|e
∫ s
0
Accds′
(
−Aaae−
∫ s
0
Aaads′ |a〉+ e−
∫ s
0
Aaads′ d
ds
|a〉
)
× e−
∫ s
0
Abb+Accds
′〈c|b〉
+ e−
∫ s
0 Acc+Aaads
′〈a|c〉〈c ∗ |e
∫ s
0 Accds
′
(
−Abbe−
∫ s
0 Abbds
′ |b〉+ e−
∫ s
0 Abbds
′ d
ds
|b〉
)}
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= −Aaae
∫ s
0
Aaads′e−
∫ s
0
Aaads′e−
∫ s
0
Abb+Aaads
′〈a|b〉 −Abbe−
∫ s
0
Abb+Aaads
′
e
∫ s
0
Abbds
′
e−
∫ s
0
Abbds
′〈a|b〉
+
∑
c
{
e−
∫ s
0
Aaa+Abbds
′ d〈a|
ds
|c∗〉〈c|b〉 + e−
∫ s
0
Aaa−Abbds′〈a|c〉〈c ∗ | d
ds
|b〉
}
= − (Abb +Aaa) e− ∫ s0 Abb+Aaads′〈a|b〉
+e−
∫ s
0 Abb+Aaads
′
(
d〈a|
ds
|b〉+ 〈a| d
ds
|b〉
)
=
d
ds
(
e−
∫ s
0 (Abb(x(s
′))+Aaa(x(s′)))ds′〈a, x(s)|b, x(s)〉
)
.
=
(
d
ds
η
)
ab
. (13.31)
Nous pouvons alors exprimer la solution comme
η(s) =
(
 e
∫ s
0
Aˆ(s′)ds′
)†
η(0) e
∫ s
0
Aˆ(s′)ds′ (13.32)
où  e est l’exponentielle contre-ordonnée (la série de Dyson), solution de l’équation
d
ds
(
 e
∫ s
0 Aˆ(s
′)ds′
)
=
(
 e
∫ s
0 Aˆ(s
′)ds′
)
A(s). (13.33)
Enﬁn, si l’on souhaite que la population instantanée totale soit cohérente avec le taux de dissi-
pation, la population instantanée doit être déﬁnie comme
α(s)|da(s)|2 (13.34)
avec
α =
D†ηD
D†D
. (13.35)
D’après cette analyse, l’approximation adiabatique cohérente est :∣∣∣∣d2d1
∣∣∣∣≪ 1 (13.36)
et non pas
∣∣∣ c2c1 ∣∣∣≪ 1. De même, le critère adiabatique doit être indépendant de la convention de
normalisation :
e
∫ s
0 Re(Abb(x(s
′))−Aaa(x(s′)))ds′ |〈b∗, x(s)| 1
T
d
ds
|a, x(s)〉|
= e
∫ s
0
Re(Abb(x(s′))−Aaa(x(s′)))ds′
∣∣∣∣∣〈b∗, x(s)| 1T dHds |a, x(s)〉Ea(x(s))− Eb(x(s))
∣∣∣∣∣
≪ min
s∈[0,1]
|Ea(x(s))− Eb(x(s))|. (13.37)
Le ratio |d2/d1| indique la magnitude de la déviation par rapport à un comportement parfaitement
adiabatique qui suivrait l’état |1, x(s)〉. La limite pour T tendant vers l’inﬁni correspond au
théorème adiabatique [133, 82].
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À partir de l’approximation adiabatique, nous pouvons aussi projeter les états adiabatiques
sur la base diabatique initiale |a, x(s = 0)〉. Évidemment, si l’on suppose que l’un des états
propres instantanés |a, x(s)〉 est eﬀectivement suivi par la fonction d’onde, la projection est faite
en tenant compte des facteurs dynamiques et géométriques. Par exemple, si la base diabatique
est orthonormale et si la dynamique est supposée suivre l’état n°1, la population du premier état
diabatique est |〈1, x(0)|1, x(s)〉|2 |d1(s)|2 exp
{−2 ∫ s0 Re [A11(x(s′))] ds′}.
Une remarque importante doit être faite à propos de la condition de transport parallèle. La
déﬁnition des populations avec comme vecteurs propres de base {̂|a, x(s)〉}a et { ̂|a∗, x(s)〉}a tels
que
̂〈a∗, x(s)| d
ds
̂|a, x(s)〉 = 0 (13.38)
tient implicitement compte de la déﬁnition des populations instantanées qui inclut les phases
géométriques. En eﬀet, les vecteurs {̂|a, x(s)〉}a sont reliés à un jeu arbitraire de vecteurs propres
{|a, x〉}a via
̂|a, x(s)〉 = e−
∫ s
0
Aaa(x(s′))ds′ |a, x(s)〉. (13.39)
Dans le cas particulier d’une matrice symétrique, les vecteurs propres gauches sont les complexes
conjugués des vecteurs propres droits, de telle manière que la condition de transport parallèle est
aussi équivalente à la normalisation du c-produit pour les vecteurs |a, x(s)c.p.〉, ﬁxée par [125]
〈a, x(s)c.p.|a, x(s)c.p.〉 = 1. (13.40)
Le contenu de ce chapitre peut tout aussi bien être exprimé sans référence explicite aux phases
géométrique en disant que le suivi adiabatique de populations pour les systèmes non-hermitiens
implique nécessairement d’imposer la condition de transport parallèle (alors que cela n’est pas
nécessaire pour les systèmes hermitiens). Néanmoins, nous préférons faire apparaître explicite-
ment les phases géométriques. En eﬀet les {̂|a, x(s)〉}a sont déﬁnis seulement le long d’un chemin
dans l’espace des paramètres déﬁni comme s 7→ x(s) ; pour un chemin diﬀérent s 7→ x′(s) les
vecteurs propres { ̂|a, x(s)〉′}a sont diﬀérents. Il est donc plus général de considérer les vecteurs
{|a, x〉}a (sans condition de transport parallèle) qui sont déﬁnis globalement sur tout l’espace
des paramètres.
De plus, il est impossible d’utiliser la condition de transport parallèle pour déﬁnir les vecteurs
propres si le chemin est fermé x(s = 0) = x(s = 1), car alors les vecteurs propres sont doublement
déﬁnis en x(0) = x(1) :
̂|a, x(1)〉 = e−
∫ 1
0 Aaa(x(s))ds|a, x(1)〉 6= |a, x(0)〉 = ̂|a, x(0)〉. (13.41)
L’impossibilité d’une déﬁnition simple des vecteurs propres dans la condition de transport
parallèle e−
∫ 1
0 Aaa(x(s))ds 6= 1 est appelée holonomie du transport parallèle.
Le paragraphe qui suit illustre de quelle façon les artéfacts numériques dûs à une mauvaise
déﬁnition des populations peuvent induire de fausses adiabaticités ou de fausses inversions de
population dans les simulations numériques.
13.3 Exemple illustratif : fausse adiabaticité
La déﬁnition de l’éq. (13.18) est applicable aux matrices non-hermitiennes symétriques ou
non. Le formalisme utilisé ici fonctionne pour des hamiltoniens de dimensions arbitrairement
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grandes ou pour des hamiltoniens de Floquet, néamoins nous étudions maintenant un exemple à
deux dimensions pour lequel les données peuvent être aisément représentées. Nous travaillerons
avec le hamiltonien
H(w, z) =
(
0 w
w¯ 2z
)
=
(
0 Ωeiφ
Ωe−iφ 2∆− iΓ2
)
(13.42)
avec (w, z) ∈  2. Cet hamiltonien est associé à un état quantique lié couplé à un état de
résonance (de largeur de résonance Γ) par l’intermédiaire d’un champ laser d’amplitude Ω et
de phase φ. Le champ laser est quasi-résonant pour la transition de l’état lié vers l’état de
résonance, avec un désaccord égal à ∆. Nous supposons qu’il est possible de moduler les nombres
complexes (w, z) aﬁn de générer une dynamique.
Le spectre de H est
E1(w, z) = z −
√
|w|2 + z2 = z − v (13.43a)
E2(w, z) = z +
√
|w|2 + z2 = z + v (13.43b)
où v =
√|w|2 + z2 = z√1 + |w|2
z2
(nous sélectionnons le feuillet de Riemann tel que
√
z2 = z).
Nous focalisons notre attention sur les paramètres (w, z) tels que Im(E2 − E1) = 2 Im(v) < 0
(E1 est la moins dissipative des valeurs propres).
Il est facile de vériﬁer que les vecteurs propres de H(w, z) sont
|1, w, z〉 = γ1
(
z + v
−w¯
)
(13.44a)
|2, w, z〉 = γ2
(
z − v
−w¯
)
(13.44b)
où γa dénote les facteurs appropriés pour ﬁxer la norme initiale des vecteurs de base à 1, c’est-
à-dire
γ1 =
1√
(|z(0) + v(0)|2 + |w(0)|2) (13.45a)
γ2 =
1√
(|z(0) − v(0)|2 + |w(0)|2) . (13.45b)
La base biorthogonale associée est
|1∗, w, z〉 = 1
2v¯(v¯ + z¯)(γ1)2
|1, w, z¯〉 (13.46a)
|2∗, w, z〉 = 1
2v¯(v¯ − z¯)(γ2)2 |2, w, z¯〉. (13.46b)
Les générateurs de phase géométrique associés sont
A11 =
w¯w˙ + w ˙¯w
4v2
+
w ˙¯w
2v(v + z)
+
(z + v)z˙
2v2
(13.47a)
A22 =
w¯w˙ + w ˙¯w
4v2
+
w ˙¯w
2v(v − z) −
(v − z)z˙
2v2
. (13.47b)
Un autre état propre 1 possible s’écrit
˜|1, w, z〉 = γ1
β
(
w
z − v
)
(13.48)
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avec
|1, w, z〉 = β v + z
w
˜|1, w, z〉 (13.49)
et
β =
w(0)
v(0) + z(0)
. (13.50)
Le facteur β assure que |1, w(0), z(0)〉 = ˜|1, w(0), z(0)〉 aﬁn de préserver la condition initiale.
Nous supposons que β 6= 0. Le vecteur propre biorthogonal associé est
˜|1∗, w, z〉 = |β|
2
2v¯(v¯ − z¯)γ21
˜|1, w, z¯〉. (13.51)
Le facteur de normalisation entre les deux conventions tend vers zéro à la limite |w| → 0,
β
w
v + z
−−−−→
|w|→0
0. (13.52)
Avec une telle normalisation, le premier générateur de phase géométrique devient
A˜11 =
w¯w˙ + w ˙¯w
4v2
+
w¯w˙
2v(v − z) −
(v − z)z˙
2v2
. (13.53)
Ces propriétés induisent l’analyse suivante. Soit
ψ(sT ) = d1(s)e
− ∫ s0 A˜11(s′)ds′ ˜|1, w(s), z(s)〉 + d2(s)e−
∫ s
0 A22(s
′)ds′ |2, w(s), z(s)〉 (13.54)
la solution de l’équation de Schrödinger pour une évolution s 7→ (w(s), z(s)) avec pour état
initial ψ(0) = |1, w(0), z(0)〉. Nous supposons que l’approximation adiabatique est valide, c’est-
à-dire
∣∣∣d2d1 ∣∣∣ ≪ 1. Si nous considérons la déﬁnition naïve de la population en posant ψ(sT ) =
c1(s)|1, w(s), z(s)〉 + c2(s)|2, w(s), z(s)〉 alors le quotient
∣∣∣ c1c2 ∣∣∣ devient égal à :∣∣∣∣c1c2
∣∣∣∣ = 1β |w||z + v|
∣∣∣∣ c˜1c2
∣∣∣∣ (13.55)
=
1
β
|w|
|z + v|
∣∣∣∣d1d2
∣∣∣∣ e∫ s0 Re(A22(s′)−A˜11(s′))ds′ (13.56)
avec ψ(sT ) = c˜1(s) ˜|1, w(s), z(s)〉+ c2(s)|2, w(s), z(s)〉. On note que si Im(w) = 0 alors Re(A22−
A˜11) = 0 et
∣∣∣ c1c2 ∣∣∣ = |w||β||z+v| ∣∣∣d1d2 ∣∣∣. La limite de l’éq. (13.52) induit
|w| ≪ 1⇒
∣∣∣∣d2d1
∣∣∣∣≪ 1 et ∣∣∣∣c1c2
∣∣∣∣≪ 1. (13.57)
Nous observerons alors une fausse non-adiabaticité due simplement à une déﬁnition des
coeﬃcients d’occupation non pertinente. Dans le cas présent, cela produit une fausse inversion
de population (dans le sens que la population 1 est négligeable par rapport à la population 2 en
utilisant la mauvaise déﬁnition, alors que la nouvelle déﬁnition des populations donne le résultat
exactement inverse).
Inversement, soit ψ(sT ) [cf. éq. (13.54)] la solution de l’équation de Schrödinger pour une
évolution partant d’un état initial ψ(0) = |2, w(0), z(0)〉 telle que l’approximation adiabatique ne
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soit pas valable, c’est-à-dire que pour s suﬃsamment grand, |d1| est du même ordre de grandeur
que |d2|. Suivant des arguments comparables, si |w| ≪ 1 nous obtiendrons∣∣∣∣d1d2
∣∣∣∣ ∼ 1 et ∣∣∣∣c1c2
∣∣∣∣≪ 1. (13.58)
Dans ce cas, nous observons une fausse adiabaticité due à la mauvaise déﬁnition des populations.
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Figure 13.1 – Variations temporelles de la fréquence de Rabi w (ligne continue) et du désaccord
Re(z) (tirets).
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Figure 13.2 – En haut : |c1(s)| (ligne), |c2(s)| (tirets longs), |d1(s)| (tirets courts), |d2(s)|
(pointillés) ; en bas : ratios |c2(s)/c1(s)| (ligne) et |d2(s)/d1(s)| (tirets). L’état initial était
|1, w(0), z(0)〉. Γ = 0.1.
La ﬁg. 13.1 montre un exemple simple d’une variation gaussienne pour w(s) (couplages) et
d’un cosinus décroissant pour Re(z) (désaccord), de telle manière que |w(t)| ≃ 0 vers la ﬁn de
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Figure 13.3 – En haut : 〈1, w, z|1, w, z〉 (ligne), 〈1, w, z|1, w, z〉 × |e
∫ s
0
A11(s′)ds′ |2 (tirets). En
bas : 〈2, w, z|2, w, z〉 (ligne), 〈2, w, z|2, w, z〉 × |e
∫ s
0
A22(s′)ds′ |2 (tirets). Cela correspond au cas
d’une fausse inversion de population avec Γ = 0.1.
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Figure 13.4 – En haut : |c1(s)| (ligne), |c2(s)| (tirets longs), |d1(s)| (tirets courts), |d2(s)|
(pointillés) ; en bas : ratios |c1(s)/c2(s)| (ligne) et |d1(s)/d2(s)| (tirets). L’état initial était
|2, w(0), z(0)〉. Γ = 0.2.
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l’intervalle de temps considéré [0, 100]. Les fonctions choisies sont
w(s) = w0e
− s2
2σ2 (13.59a)
∆(s) = Re(z(s)) = ∆0 cos(0.4πs) (13.59b)
avec w0 = 1, ∆0 = 0.5, Γ = 0.1 ou 0.2 et σ = 0.16. Cet exemple élémentaire illustre nos
aﬃrmations. La ﬁg. 13.2 correspond au cas d’une fausse inversion de population, en partant de
l’état |1, w(0), z(0)〉. | c2c1 | devient très grand lorsque s > 0.8, alors que |d2d1 | reste très petit pour
toute la durée de l’interaction (en utilisant la déﬁnition qui tient compte des phases géométriques
pour compenser la norme instable des vecteurs de base). Cela est cohérent avec notre analyse
puisque cette fausse inversion apparaît quand w(s) devient très petit en raison de la décroissance
de la fonction gaussienne. On peut aussi noter l’augmentation incontrôlée de c1 et c2, atteignant
l’un comme l’autre des valeurs supérieures à 1.
La ﬁg. 13.3 montre la principale cause de ce problème (les variations incontrôlables des normes
de |1, w, z〉 et de |2, w, z〉) ainsi que l’exacte compensation obtenue grâce aux exponentielles des
phases géométriques, ce qui mène à deux normes unitaires et stables (car nous avons pris la
précaution de ﬁxer la norme initiale à 1).
Au contraire, la ﬁg. 13.4 illustre le phénomène inverse de fausse adiabaticité. L’état initial
est |2, w(0), z(0)〉. Ainsi le ratio | c1c2 | reste inférieur à 0.01 comme si l’on avait aﬀaire à une
évolution adiabatique, alors que |d1d2 | augmente, jusqu’à obtenir deux composantes du même
ordre de grandeur (d1 ≃ d2) en ﬁn d’intervalle.
13.4 Boucle fermée autour d’un point exceptionnel dans l’espace
des paramètres (un tour)
13.4.1 Points exceptionnels et auto-orthogonalité
Avec un hamiltonien hermitien dépendant de paramètres, une dégénérescence de deux va-
leurs propres peut apparaître pour certaines valeurs des paramètres, les deux vecteurs propres
associés restant linéairement indépendants. Cet type de dégénérescence est qualiﬁé de « point
diabolique » dans l’espace des paramètres. Un hamiltonien non-hermitien peut donner lieu à un
type bien diﬀérent de dégénérescence, un « point exceptionnel » dans l’espace des paramètres,
pour lequel non seulement les deux valeurs propres, mais aussi les vecteurs propres associés coa-
lescent. Cela correspond à un point de branchement de type racine carrée dans le plan complexe
des énergies propres. Le spectre devient incomplet en ce point. En se rapportant aux propriétés
des vecteurs propres, ce phénomène est aussi qualiﬁé d’auto-orthogonalité (self orthogonality).
En eﬀet, au point exceptionnel, les deux vecteurs propres (orthogonaux) ne font plus qu’un :
le vecteur obtenu est alors orthogonal à lui même. Cette forme intéressante de dégénérescence
intrinsèque aux problèmes non-hermitiens constitue l’objet d’étude de nombreux travaux récents,
à la fois théoriques [68, 177, 26, 56, 100, 12] et expérimentaux, portant en particulier sur des
résonances de micro-ondes en cavité [43, 41].
De nombreux enseignements au sujet des points exceptionnels peuvent être obtenus en étu-
diant un modèle élémentaire à deux niveaux. En eﬀet, pour des problèmes de dimension ﬁnie ou
inﬁnie, un point exceptionnel isolé où coalescent deux valeurs propres peut être décrit localement
par un problème à deux dimensions [69]. Pour un hamiltonien à N paramètres, un ensemble des
points exceptionnels déﬁnit une surface de codimension 2 dans l’espace des paramètres (dimen-
sion N − 2). Une coalescence de plus de deux valeurs propres est un cas encore plus rare.Une
coalescence de 3 ou 4 valeurs propres induit repectivement une structure en feuillets de Riemann
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semblable à celle associée à un problème à 3 ou 4 dimensions. Cependant la phase géométrique
n’est généralement pas préservée lors d’une telle réduction qui fait intervenir un changement de
base dépendant des paramètres [113].
Une trace, une signature du point exceptionnel peut être observée indirectement si l’on par-
court un chemin l’entourant dans l’espace des paramètres, sans jamais passer précisément sur
le point exceptionnel. Pour cela, revenons à la matrice traitée dans le paragraphe précédent. Si
Γ et φ sont ﬁxés, la matrice de l’éq. (13.42) possède deux points exceptionnels dans le plan des
paramètres (Ω,∆). Ils sont situés à (Ω,∆) = (±Γ/4, 0). En ces points, les deux valeurs propres
et les deux vecteurs propres coalescent. Formellement, avec les notations précédentes, nous avons
lim
w → wEP
z → zEP
[E1(w, z) − E2(w, z)] = 0, (13.60a)
lim
w → wEP
z → zEP
(|1, w, z〉 − |2, w, z〉) =
(
0
0
)
, (13.60b)
où l’indice EP désigne le point exceptionnel considéré. Au point de branchement,
|1, wEP , zEP 〉 = |2, wEP , zEP 〉 = |wEP , zEP 〉, (13.61a)
〈∗wEP , zEP |wEP , zEP 〉 = 0. (13.61b)
Ce vecteur est qualiﬁé d’état auto-orthogonal.
Si l’on parcourt un chemin fermé (un tour) encerclant un seul point exceptionnel dans l’espace
des paramètres, alors la base adiabatique est transportée de telle façon que la propriété suivante
est vériﬁée [113] :
|1(s = 1)〉 = ν1|2(s = 0)〉
|2(s = 1)〉 = ν2|1(s = 0)〉 (13.62)
où ν1 et ν2 sont des nombres complexes. Si la dynamique est adiabatique, partir de l’un des
états propres |1(s = 0)〉 conduit à un état ﬁnal |1(s = 1)〉 qui est proportionnel à |2(s =
0)〉. Cet échange peut être qualiﬁé d’interversion adiabatique d’états (adiabatic state flip). Plus
précisément, voici comment les états propres se transforment par continuité lorsque l’on parcourt
plusieurs fois un cercle entourant un point exceptionnel dans le sens direct, au voisinage du
point exceptionnel. En partant des vecteurs propres |1〉 et |2〉 associés aux valeurs propres E1,2
[125, 113] :
– au bout d’un tour les vecteurs propres sont échangés, l’un des deux avec un signe opposé,
et les valeurs propres sont échangées ;
– au bout de deux tour, les vecteurs propres reviennent à leur valeur initiale au signe près,
les valeurs propres reviennent à leur valeur initiale (car deux tours suﬃsent pour que la
fonction racine revienne à sa valeur initiale) ;
– au bout de quatre tours, les vecteurs propres et les valeurs propres prennent à nouveau
leur valeur initiale.
Ce comportement caractéristique est dû à la topologie des surfaces de valeurs propres au
voisinage du point exceptionnel, associées à deux feuillets de Riemann de la racine carrée
multivaluée dans l’éq. (13.43) [68, 180]. Les ﬁg. 13.5 et 13.6 représentent les parties réelles
et imaginaires des valeurs propres E1 et E2. La structure en feuillets est bien visible. Les
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parties réelles des deux valeurs propres coïncident le long de l’axe ∆ = 0 pour Ω ≤ Γ/4
(croisement) tandis que les parties imaginaire manifestent un croisement évité. Au contraire,
toujours sur l’axe ∆ = 0, lorsque Ω ≥ Γ/4 les parties imaginaires des deux valeurs propres se
croisent tandis que les parties réelles manifestent un croisement évité. La ﬁg. 13.7 montre le
module de la diﬀérence entre les deux valeurs propres. Cette diﬀérence s’annule au point ex-
ceptionnel (« trou » dans la surface). Sur les trois ﬁgures, seul le domaine Ω > 0 a été représenté.
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Figure 13.5 – Re(E1,2) en fonction (Ω,∆) en unités de Γ, à proximité du point exceptionnel
(Ω = Γ/4,∆ = 0).
Les références [177, 56] traitent une matrice symétrique et suivent la fonction d’onde en
prenant en compte les couplages non-adiabatiques et en parcourant un tour dans l’espace des
paramètres autour d’un point exceptionnel. Ils montrent que commencer la boucle sur l’un des
états est favorable à un comportement adiabatique de la fonction d’onde, ce qui implique au ﬁnal
une interversion d’états, tandis que commencer avec l’autre état (le plus dissipatif) induit de forts
échanges non adiabatiques (donc un échange d’état 1↔ 2) pendant le processus, quelle que soit
la durée de parcours. Les coeﬃcients d’occupation des deux états ainsi que les états eux-mêmes
sont échangés pendant le parcours de la boucle, ce qui mène au ﬁnal à une absence d’interversion
(état ﬁnal proche de l’état initial). Cela semble compatible avec les conditions d’application du
théorème adiabatique [133, 82]. Nous pouvons maintenant conﬁrmer ces résultats et les étendre
au cas non-symétrique en utilisant la déﬁnition (13.18).
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Figure 13.6 – Im(E1,2) en fonction de (Ω,∆) en unités de Γ, à proximité du point exceptionnel
(Ω = Γ/4,∆ = 0).
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Figure 13.7 – |E1−E2| en fonction de (Ω,∆) en unités de Γ, à proximité du point exceptionnel
(Ω = Γ/4,∆ = 0).
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13.4.2 Cas 2x2 symétrique
Nous choisissons les paramètres
T = 100,
z(s) = ∆− iΓ/4
avec Γ = 0.5 et ∆(s) = 0.24 Γ sin(2πs),
w(s) = Ω(s) =
Γ
4
+ 0.24 Γ cos(2πs). (13.63)
Ce trajet circulaire est représenté dans le plan (Ω,∆) sur la ﬁg. 13.8. La ﬁg. 13.9 représente
l’évolution des valeurs propres adiabatiques des éq. (13.43) au cours du cycle. La ﬁg. 13.10
montre l’évolution des vecteurs propres déﬁnis dans les éq. (13.44). Ces deux ﬁgures illustrent bien
l’interversion des états propres lorsque l’on parcourt la boucle entourant le point exceptionnel.
Pour leurs composantes nous utilisons ici la notation suivante :
|a,w, z〉 =
(
ζ
(a)
1
ζ
(a)
2
)
, a = 1, 2 (13.64)
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Figure 13.8 – Localisation des points exceptionnels et chemin circulaire suivi dans l’espace des
paramètres (Ω,∆) en unités de Γ.
Nous calculons ensuite les diﬀérents multiplieurs adiabatiques c1(s), c2(s) et d1(s), d2(s) qui
suivent les états propres en utilisant les deux conventions déﬁnies précédemment [éq. (13.13) et
(13.18)]. Nous calculons aussi des coeﬃcients relatifs à une troisième convention qui correspond
à la normalisation du c-produit (13.40) et qui donne
e1 = 〈1, w(s), z(s)c.p.|ψ(sT )〉, (13.65a)
e2 = 〈1, w(s), z(s)c.p.|ψ(sT )〉 (13.65b)
tels que
|ψ(sT )〉 = e1(s)|1, w(s), z(s)c.p.〉+ e2(s)|2, w(s), z(s)c.p.〉. (13.66)
Cette normalisation c-produit est ajustée de façon à commencer avec la même condition initiale
(e1, e2) = (1, 0) (ou (e1, e2) = (0, 1)) que les deux autres. Les ﬁg. 13.11 et 13.12 correspondent aux
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Figure 13.9 – En haut : évolution de Re(E1(s)) (ligne continue) et Re(E2(s)) (tirets) ; en bas :
évolution de Im(E1(s)) (ligne continue) et Im(E2(s)) (tirets).
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Figure 13.10 – En haut : évolution des composantes des vecteurs propres [notation de
l’éq. (13.64)], Re
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dynamiques issues des états initiaux |1, w(0), z(0)〉 et |2, w(0), z(0)〉, respectivement. Les courbes
représentatives de |c1(s)| et |c2(s)| semblent indiquer un comportement non-adiabatique mais ne
sont pas signiﬁcatives. L’évolution de |e1(s)| et |e2(s)| est identique à l’évolution de |d1(s)| et
|d2(s)|. Non constatons une évolution adiabatique sur la ﬁg. 13.11 pour la dynamique issue de
|1, w(0), z(0)〉. L’état ﬁnal |1, w(1), z(1)〉 est majoritairement occupé à la ﬁn du parcours mais en
raison de l’échange des états propres, nous avons bien une interversion adiabatique d’état. Lorsque
l’état initial est |2, w(0), z(0)〉 (ﬁg. 13.12), l’échange de population non-adiabatique pendant la
première partie de la boucle induit un état ﬁnal proche de |1, w(1), z(1)〉 ∝ |2, w(0), z(0)〉 et il
n’y a pas d’interversion.
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Figure 13.11 – En haut : |d1(s)| (ligne continue), |d2(s)| (tirets) ; au milieu : |e1(s)| (ligne
continue), |e2(s)| (tirets) ; en bas : |c1(s)| (ligne continue), |c2(s)| (tirets). L’état initial est
|1, w(0), z(0)〉.
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Figure 13.12 – Même chose que la ﬁg. 13.11 avec pour état initial |2, w(0), z(0)〉.
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13.4.3 Cas 2x2 non-symétrique
La boucle adiabatique est la même sauf que cette fois les éléments situés hors de la diagonale
sont complexes conjugés l’un de l’autre, de telle façon que les vecteurs gauches ne sont plus les
complexes conjugués des vecteurs droits. Nous posons
w(s) = Ω(s) eiφ =
(
Γ
4
+ 0.24 Γ cos(2πs)
)
ei
π
4 (13.67)
L’évolution des valeurs propres reste inchangée par rapport à la ﬁg. 13.9. En revanche l’évolu-
tion des vecteurs propres est modiﬁée comme l’indique la ﬁg. 13.13. On observe toujours une
interversion des états entre le début et la ﬁn du parcours.
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Les ﬁg. 13.14 et 13.15 montrent l’évolution des coeﬃcients d’occupation avec les diﬀérentes
déﬁnitions, partant respectivement de l’état initial |1, w(0), z(0)〉 et |2, w(0), z(0)〉. Nous voyons
clairement qu’il n’est plus possible d’utiliser une normalisation de type c-produit [l’éq. (13.65)
ne peut plus être utilisée dans ce cas]. Les coeﬃcients c1 et c2 restent non signiﬁcatifs. Seuls les
coeﬃcients d1 et d2 peuvent être utilisés dans le cas présent et ils manifestent un comportement
identique à celui observé dans le cas symétrique.
13.5 Remarques de conclusion
Ce chapitre doit être vu comme une simple clariﬁcation à propos de certaines diﬃcultés que
nous avons rencontrées dans l’interprétation de calculs sur les systèmes quantiques dissipatifs,
décrits par des hamiltoniens non-hermitiens, dans les cas où le suivi de l’occupation des états
est une grandeur importante, tout particulièrement dans le cas de phénomènes adiabatiques.
Lorsque l’on travaille sur des systèmes quantiques dissipatifs, l’évolution temporelle erratique de
la norme des vecteurs propres adiabatiques peut compliquer la réponse à la question : quelle est
la déﬁnition correcte de la “population” d’un état ? Et encore, dans l’exemple semi-analytique
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Figure 13.14 – En haut : |d1(s)| (ligne continue), |d2(s)| (tirets) ; au milieu : |e1(s)| (ligne
continue), |e2(s)| (tirets) ; en bas : |c1(s)| (ligne continue), |c2(s)| (tirets). L’état initial est
|1, w(0), z(0)〉.
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Figure 13.15 – Même chose que sur la ﬁg. 13.14 avec pour état initial |2, w(0), z(0)〉.
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traité ici, les vecteurs propres se transforment continuement d’un point à l’autre dans le temps
mais pour une grande matrice le problème peut se compliquer : si les vecteurs propres sont
calculés entièrement numériquement, il n’y a plus aucune raison pour qu’ils se transforment
continuement d’un point à l’autre dans le temps et alors les variations de norme peuvent devenir
assez imprévisibles.
La solution la plus intuitive qui consiste à normaliser artiﬁciellement les vecteurs propres
“droits” comme si nous travaillions sur une base orthogonale n’est bien sûr pas correcte. La
normalisation du c-produit ne fonctionne pas lorsque le hamiltonien n’est pas symétrique. Nous
avons montré qu’il est largement préférable de compenser les variations erratiques des normes de
la base adiabatique en incluant les exponentielles des phases géométriques dans la décomposition
sur les vecteurs de base, ce qui conduit à une déﬁnition des populations invariante sous les
changements arbitraires de choix de normalisation.
Dans tous les calculs réalisés avec CATM, la matrice représentative du hamiltonien dans la
base propre de la molécule isolée est symétrique. Les dynamiques calculées sont en générales
non-adiabatiques. L’expression des taux d’occupation des diﬀérents états est toujours calculée
de façon pertinente en utilisant une normalisation type c-produit pour les vecteurs propres de la
base, en cohérence avec les éléments expliqués dans ce chapitre.
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Chapitre 14
Cohérence des phases géométriques
adiabatique et non adiabatique pour
des hamiltoniens non auto-adjoints
Le chapitre précédent était consacré à la question de la stabilité de la convention de normali-
sation des vecteurs propres adiabatiques d’un hamiltonien non hermitien. Nous abordons ici un
autre point relatif à la généralisation à des hamiltoniens non-hermitiens de propriétés établies
pour des hamiltoniens hermitiens. Il est maintenant question du terme de phase géométrique
qui apparaît lors du suivi d’une dynamique adiabatique ou encore lors d’une évolution cyclique
de la fonction d’onde [181]. Pour une évolution cyclique, pas nécessairement adiabatique, le lien
avec le formalisme de Floquet est rappelé dans le paragraphe 3.1.3 dans le cas d’un hamiltonien
hermitien. Par ailleurs il faut noter que les dynamiques calculées par l’algorithme CATM dans
la première partie de cette thèse sont rendues artiﬁciellement périodiques : cela constitue une
condition plus restrictive que la cyclicité évoquée maintenant, pour laquelle un changement de
phase est « autorisé ».
Avec la même démarche de généralisation, Marzlin et Sanders ont récemment pointé une
possible incohérence dans l’application du théorème adiabatique [117], résolue par la suite. Leurs
travaux ont engendré des débats [185, 161, 141, 7] au sujet de l’application d’approximations
adiabatiques pour des systèmes gouvernés par des hamiltoniens non auto-adjoints. Des générali-
sations du théorème adiabatique pour des hamiltoniens non auto-adjoints ont aussi été proposées
par Nenciu et Rasche [133], Abou Salem et Fröhlich [5, 4], Joye [82] et Avron et al [14, 15]. Nous
nous concentrons ici sur une autre incohérence apparente relative à l’expression de la phase géo-
métrique. En eﬀet l’approximation adiabatique pour des hamiltoniens non auto-adjoints semble
induire deux expressions diﬀérentes de la phase géométrique. La phase géométrique communé-
ment utilisée dans l’approximation adiabatique ne coïncide pas avec la limite adiabatique de la
phase géométrique utilisée dans le cas d’une dynamique quantique cyclique (phase de Aharonov-
Anandan) [6, 138]. Nous présentons dans le paragraphe 14.1 deux expressions possibles de la
phase géométrique, l’une étant issue de l’utilisation d’un projecteur spectral, l’autre étant la
conséquence de l’utilisation d’un projecteur orthogonal. Le paragraphe 14.2 explique l’origine de
l’incohérence apparente et montre comment réconcilier les deux expressions. La diﬀérence entre
les deux phases géométriques est alors exactement compensée par une diﬀérence dans les phases
dynamiques. Enﬁn le paragraphe 14.3 illustre numériquement les arguments théoriques.
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14.1 Deux expressions de la phase géométrique
Soit H(s) un hamiltonien non auto-adjoint dépendant du temps, avec 12i(H(s)−H(s)†) ≤ 0.
Soit λa(s) ∈  une valeur propre isolée non-dégénérée de H, φa(s) le vecteur propre (droit)
associé et φ∗a(s) le vecteur biorthogonal (gauche) associé :
Hφa = λaφa (14.1)
H†φ∗a = λaφ
∗
a (14.2)
avec
〈φ∗a|φb〉 = δab. (14.3)
Avec ces notations, l’approximation adiabatique consiste à dire que la fonction d’onde ψ(s),
solution de l’équation de Schrödinger i~T ψ˙ = Hψ avec ψ(0) = φa(0), reste approximativement
projetée sur Lin(φa) (Lin dénote l’enveloppe linéaire). s = tT est le temps réduit et T est la durée
totale. La dérivation par rapport à s est notée par un point. Il existe deux projecteurs naturels
sur Lin(φa), le projecteur orthogonal déﬁni par :
Po =
|φa〉〈φa|
〈φa|φa〉 (14.4)
et le projecteur spectral (projecteur de Riesz) :
Ps =
1
2πi
∮
Γλa
(H − z)−1dz = |φa〉〈φ∗a| (14.5)
où Γλa est un chemin fermé dans le plan complexe entourant uniquement λa. Les deux projecteurs
vériﬁent P 2o = Po, P
2
s = Ps, PsPo = Po et PoPs = Ps mais P
†
o = Po alors que P
†
s 6= Ps. Les
théorèmes adiabatiques de Nenciu-Rasche [133], Abou Salem-Fröhlich [5] et Joye [82] utilisent le
projecteur spectral :
UT (s, 0)Ps(0) = Ps(s)UT (s, 0) +O( 1
T
) (14.6)
où UT (s, 0) est l’opérateur d’évolution solution de i~T U˙T (s, 0) = H(s)UT (s, 0) avec U(0, 0) = 1.
L’éq. (14.6) constitue l’hypothèse fondamentale de ce chapitre. Par construction,
ψ(s) = UT (s, 0)φa(0) (14.7)
= Ps(s)UT (s, 0)φa(0) +O( 1
T
) (14.8)
= 〈φ∗a(s)|UT (s, 0)|φa(0)︸ ︷︷ ︸
c(s)
〉φa(s) +O( 1
T
) (14.9)
où c(s) ∈  est un coeﬃcient complexe dépendant du temps (contrairement au cas auto-adjoint,
c n’est pas un simple facteur de phase car l’évolution n’est pas unitaire). En insérant l’expression
ψ ≃ cφa dans l’équation de Schrödinger, nous obtenons
c˙φa ≃ −(i~−1Tλaφa + φ˙a)c (14.10)
En projetant l’éq. 14.10 sur 〈φ∗a|,
c˙ = −(i~−1λa + 〈φ∗a|φ˙a〉)c
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il vient
ψ(s) ≃ exp
(
−i~−1T
∫ s
0
λads−
∫ s
0
〈φ∗a|φ˙a〉ds
)
φa(s) (14.11)
≡ ψs(s).
C’est l’expression que l’on trouve dans la littérature pour les phases géométriques de hamilto-
niens non auto-adjoints [127, 129, 113, 119, 179]. Comme les normes ne sont pas ﬁxées à 1, cette
expression implique des changements à la fois de phase et de norme (« facteur géométrique » sem-
blerait d’ailleurs plus approprié que « phase géométrique »). L’expression (14.11) semble plutôt
naturelle puisque le théorème adiabatique utilise la projection spectrale. Néanmoins rien ne nous
empêche de projeter l’éq. 14.10 sur 〈φa|〈φa|φa〉 ,
c˙ = −
(
i~−1λa +
〈φa|φ˙a〉
〈φa|φa〉
)
c
et dans ce cas nous trouvons que
ψ(s) ≃ exp
(
−i~−1T
∫ s
0
λads−
∫ s
0
〈φa|φ˙a〉
〈φa|φa〉ds
)
φa(s) (14.12)
≡ ψo(s).
Cette incohérence apparente provient des phases géométriques diﬀérentes :
〈φ∗a|φ˙a〉 −
〈φa|φ˙a〉
〈φa|φa〉 = 〈φ
∗
a|P˙o|φa〉 (14.13)
= −〈φa|P˙s|φa〉〈φa|φa〉 (14.14)
6= 0. (14.15)
Ce problème n’apparaît pas dans le cas auto-adjoint où φa = φ∗a. La déviation est de plus
croissante avec l’amplitude des couplages non-adiabatiques instantanés, cf. paragraphe 14.3. La
question est donc : quelle phase géométrique adiabatique utiliser avec des hamiltoniens non auto-
adjoints ? Un argument évident en faveur de la « phase géométrique adiabatique spectrale » est
qu’elle est la seule compatible avec une application ultérieure de l’approximation adiabatique.
En eﬀet, posons maintenant
ψ(s) =
∑
b
cb(s)φb(s).
Nous supposons que H(s) est diagonalisable. En insérant cette expression dans l’équation de
Schrödinger et en projetant sur 〈φ∗a| nous trouvons
c˙a = −i~−1λaca −
∑
b
〈φ∗a|φ˙b〉cb (14.16)
et en appliquant ensuite l’approximation adiabatique suivante (pour b 6= a) :
〈φ∗a|φ˙b〉 =
〈φ∗a|H˙|φb〉
λb − λa (14.17)
≃ 0 (14.18)
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nous trouvons de nouveau que ψ(s) ≃ ψs(s). En revanche, en projetant sur 〈φa|〈φa|φa〉 , comme les
vecteurs propres ne sont pas orthogonaux, nous obtenons
c˙a = −i~−1T
∑
b
λbcb
〈φa|φb〉
〈φa|φa〉 −
∑
b
cb
〈φa|φ˙b〉
〈φa|φa〉 −
∑
b6=a
c˙b
〈φa|φb〉
〈φa|φa〉 . (14.19)
Une approximation adiabatique semble n’être pas eﬃcace pour traiter cette expression et ne
peut être utilisée pour aﬃrmer que ψ(s) ≃ ψo(s). Cet argument est-il suﬃsant pour aﬃrmer
que la « phase géométrique adiabatique orthogonale » n’est pas pertinente ? Il semble que
la réponse soit non. D’abord, le théorème adiabatique rigoureux concerne l’approximation de
l’éq. (14.6), pas celle de l’éq. (14.18) (de plus l’utilisation de l’approximation de l’éq. (14.18)
n’est pas eﬃcace même dans certains cas auto-adjoints, cf. [7]). Mais plus encore, la phase
géométrique non-orthogonale est la limite adiabatique de la phase géométrique non-adiabatique.
En eﬀet, considérons une dynamique quantique i~T ψ˙ = H(s)ψ(s) telle que ψ(1) = µψ(0) avec
µ ∈  ∗ (une telle dynamique est qualiﬁée de cyclique). Soit ψ
T
(s) ∈ Lin(ψ(s)) tel que ψ
T
(1) =
ψ
T
(0) = ψ(0) (ψ
T
est un choix arbitraire dans Lin(ψ(s))). Par construction, il existe f(s) ∈  ∗
tel que ψ
T
(s) = f(s)ψ(s). En insérant ψ(s) = (f(s))−1ψ
T
(s) dans l’équation de Schrödinger,
nous obtenons
f−1f˙ψ
T
= i~−1THψ
T
+ ψ˙
T
(14.20)
En projetant sur ψ
T
, cela donne
f−1f˙ = i~−1T
〈ψ
T
|H|ψ
T
〉
〈ψ
T
|ψ
T
〉 +
〈ψ
T
|ψ˙
T
〉
〈ψ
T
|ψ
T
〉 (14.21)
et ﬁnalement
ψ(s) = e
−i~−1T ∫ s
0
〈ψ
T
|H|ψ
T
〉
〈ψ
T
|ψ
T
〉
ds−∫ s
0
〈ψ
T
|ψ˙
T
〉
〈ψ
T
|ψ
T
〉
ds
ψ
T
(s). (14.22)
Aucune approximation n’intervient dans cette expression.
〈ψ
T
|ψ˙
T
〉
〈ψ
T
|ψ
T
〉 est le générateur de phase
géométrique. La phase géométrique non-adiabatique possède une importante propriété liée à la
non-unitarité de l’évolution. Comme
d
ds
ln〈ψ
T
|ψ
T
〉 = 〈ψT |ψ˙T 〉〈ψ
T
|ψ
T
〉 +
〈ψ
T
|ψ˙
T
〉
〈ψ
T
|ψ
T
〉 , (14.23)
il vient ∣∣∣∣∣e−
∫ s
0
〈ψ
T
|ψ˙
T
〉
〈ψ
T
|ψ
T
〉
ds
∣∣∣∣∣
2
= e
− ∫ s0
〈ψ
T
|ψ˙
T
〉
〈ψ
T
|ψ
T
〉
ds
(
e
− ∫ s0
〈ψ
T
|ψ˙
T
〉
〈ψ
T
|ψ
T
〉
ds
)
= e−
∫ s
0
d
ds
ln〈ψ
T
|ψ
T
〉
=
〈ψ(0)|ψ(0)〉
〈ψ
T
(s)|ψ
T
(s)〉 (14.24)
et ainsi, en utilisant l’éq. (14.22),
‖ψ(s)‖2 = ‖ψ(0)‖2e2~
−1T
∫ s
0
Im
〈ψ
T
|H|ψ
T
〉
〈ψ
T
|ψ
T
〉
ds
. (14.25)
L’évolution de la norme (et par conséquent l’évolution de la dissipation) ne dépend ici que de
la phase dynamique. À la ﬁn du parcours, la phase géométrique non-adiabatique ne joue aucun
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rôle dans le processus de dissipation, et en ce sens cela constitue une bonne généralisation de la
« phase » pour une dynamique non auto-adjointe. Il s’agit bien là d’une généralisation puisqu’au
cours du l’évolution e
− ∫ s
0
〈ψ
T
|ψ˙
T
〉
〈ψ
T
|ψ
T
〉
ds ∈  ∗ et n’a pas forcément 1 pour module, cela correspond
à une anholonomie pour la dynamique cyclique indépendamment de la dissipation. À la limite
adiabatique T → +∞, nous pouvons choisir ψ
T
de telle façon que limT→+∞ ψT (s) = φa(s). Alors
lim
T→+∞
〈ψ
T
|ψ˙
T
〉
〈ψ
T
|ψ
T
〉 =
〈φa|φ˙a〉
〈φa|φa〉 . (14.26)
La phase géométrique adiabatique orthogonale possède alors la même propriété que la phase
géométrique non-adiabatique : elle n’intervient pas dans le processus de dissipation et constitue
une bonne généralisation d’une « phase » pour la dynamique non auto-adjointe, contrairement
à la phase géométriquement spectrale pour laquelle nous obtenons
‖ψ(s)‖2 ≃ ‖φa(0)‖2e2~−1T
∫ s
0
Imλads
∣∣∣e− ∫ s0 〈φ∗a|φ˙a〉ds∣∣∣2 (14.27)
avec ∣∣∣e− ∫ s0 〈φ∗a|φ˙a〉ds∣∣∣2 = ∣∣∣e− ∫ s0 〈φ∗a|P˙o|φa〉ds∣∣∣2 6= 1. (14.28)
La phase géométrique adiabatique spectrale inclut une contribution géométrique à la dissipation,
contribution qui correspond précisément à la diﬀérence avec la phase géométrique adiabatique
orthogonale.
14.2 Cohérence entre les deux phases géométriques adiabatiques
Pour résoudre cette incohérence apparente, remarquons que l’éq. (14.20) peut être projetée
sur χ(s) tel que 〈χ|ψ
T
〉 6= 0 :
f−1f˙ = i~−1T
〈χ|H|ψ
T
〉
〈χ|ψ
T
〉 +
〈χ|ψ˙
T
〉
〈χ|ψ
T
〉 (14.29)
Cela ne pose aucun problème puisque, par construction [éq. (14.21)], quel que soit χ non-
orthogonal à la dynamique,
i~−1T
〈χ|H|ψ
T
〉
〈χ|ψ
T
〉 +
〈χ|ψ˙
T
〉
〈χ|ψ
T
〉 = i~
−1T
〈ψ
T
|H|ψ
T
〉
〈ψ
T
|ψ
T
〉 +
〈ψ
T
|ψ˙
T
〉
〈ψ
T
|ψ
T
〉 (14.30)
La modiﬁcation de la phase géométrique est compensée par une modiﬁcation de la phase dy-
namique (c’est leur somme qui reste invariante).
〈χ|ψ˙
T
〉
〈χ|ψ
T
〉 perd la propriété de non-participation
à la dissipation et ne possède pas de signiﬁcation physique claire. Néanmoins si l’on choisit
χ(s) = φ∗a(s) (pour T suﬃsamment grand, en appliquant l’approximation adiabatique, φ∗a n’est
pas orthogonal à la dynamique), le terme géométrique du membre de gauche de l’éq. (14.30)
tend vers la phase géométrique adiabatique spectrale. Une incohérence semble provenir du fait
que dans l’éq. (14.30), le terme géométrique du membre de droite tend vers la phase géométrique
adiabatique orthogonale, alors même que les termes dynamiques de chaque côté tendent tous les
deux vers λa(s).
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Il nous faut donc préciser le comportement de ces termes à l’approximation adiabatique en ins-
pectant les restes. Pour résoudre cette question, remarquons que le théorème adiabatique pour
des hamiltoniens non auto-adjoints (Joye [82] ou Nenciu-Rasche [133]) nécessite une « renor-
malisation superadiabatique ». En d’autre termes, ces théorèmes ne travaillent pas avec φa mais
avec φ(1)aT , le vecteur propre du hamiltonien renormalisé superadiabatique :
H
(1)
T (s) = H(s)−
i~
T
P˙sPs +∑
b6=a
Q˙sbQsb
 (14.31)
où P est le projecteur spectral sur le sous-espace propre d’intérêt et {Qsb} sont les projecteurs
spectraux sur les autres sous-espaces propres. Les démonstrations des théorèmes adiabatiques
pour les hamiltoniens non auto-adjoints requièrent des itérations sur la renormalisation supera-
diabatique (H(n)T = H
(n−1)
T − i~T
(
P˙
(n−1)
sT P
(n−1)
sT +
∑
b6=a Q˙
(n−1)
sbT Q
(n−1)
sbT
)
), mais dans le cas présent
la première étape suﬃt. L’approximation adiabatique est
ψ
T
(s) ∼ φ(1)aT (14.32)
où « ∼ » désigne l’équivalence pour T au voisinage de +∞. Nous appliquons la théorie des
perturbations au premier ordre, pour T au voisinage de +∞, la perturbation étant le deuxième
terme de l’éq. (14.31) :
φ
(1)
aT = φa −
i~
T
∑
b6=a
〈φ∗b |P˙s|φa〉
λa − λb φb +O(
1
T 2
), (14.33)
φ
∗(1)
aT = φ
∗
a −
i~
T
∑
b6=a
〈φb|P˙ †s |φ∗a〉
λa − λb
φ∗b +O(
1
T 2
). (14.34)
Cela donne les relations suivantes :
〈φ∗(1)aT |φ˙(1)aT 〉 = 〈φ∗a|φ˙a〉+O(
1
T
) (14.35)
〈φ(1)aT |φ˙(1)aT 〉
〈φ(1)aT |φ(1)aT 〉
=
〈φa|φ˙a〉
〈φa|φa〉 +O(
1
T
) (14.36)
〈φ∗(1)aT |H|φ(1)aT 〉 = λa +O(
1
T 2
) (14.37)
〈φ(1)aT |H|φ(1)aT 〉
〈φ(1)aT |φ(1)aT 〉
= λa +
i~
T
∑
b6=a
〈φa|φb〉〈φ∗b |P˙s|φa〉
〈φa|φa〉 +O(
1
T 2
) (14.38)
= λa +
i~
T
〈φa|(1− Ps)P˙s|φa〉
〈φa|φa〉 +O(
1
T 2
). (14.39)
Le projecteur vériﬁe P 2s = Ps ⇒ P˙sPs + PsP˙s = P˙s ⇒ PsP˙sPs = 0, d’où
〈φ(1)aT |H|φ(1)aT 〉
〈φ(1)aT |φ(1)aT 〉
= λa +
i~
T
〈φa|P˙s|φa〉
〈φa|φa〉 +O(
1
T 2
). (14.40)
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Pour le générateur de phase dynamique, limT→+∞
〈ψ
T
|H|ψ
T
〉
〈ψ
T
|ψ
T
〉 = λa, mais d’après (14.32) et (14.40)
i~−1T
〈ψ
T
|H|ψ
T
〉
〈ψ
T
|ψ
T
〉 ∼ i~
−1Tλa − 〈φa|P˙s|φa〉〈φa|φa〉 (14.41)
∼ i~−1TλeffaT (14.42)
avec λeffaT = λa +
i~
T
〈φa|P˙s|φa〉
〈φa|φa〉 . La diﬀérence entre la phase dynamique usuelle et la phase dyna-
mique eﬀective est précisément égale à la diﬀérence [éq. (14.14)] entre les phases géométriques
adiabatiques spectrale [éq. (14.11)] et orthogonale [éq. (14.12)]. Ainsi, nous avons
i~−1Tλa + 〈φ∗a|φ˙a〉 = i~−1TλeffaT +
〈φa|φ˙a〉
〈φa|φa〉 . (14.43)
Cela résout l’incohérence apparente évoquée plus haut. Les deux phases géométriques ne sont
pas égales mais leur diﬀérence est compensée par une diﬀérence entre les phases dynamiques
si λeffaT génère la phase dynamique associée à la phase géométrique orthogonale. λ
eff
aT est bien
l’équivalent correct à la phase dynamique à associer à la phase géométrique non-adiabatique. Il
est intéressant de noter que la contribution géométrique à la dissipation
∣∣∣e− ∫ s0 〈φ∗a|P˙o|φa〉ds∣∣∣2 peut
ainsi être interprétée comme une contribution de la phase dynamique.
14.3 Exemple numérique
Pour illustrer ces arguments, nous avons étudié l’exemple simple d’un système à deux niveaux
gouverné par le hamiltonien
H(s) =
(
0 Ω(s)
Ω(s) −iΓ2
)
(14.44)
avec
Ω(s) = Ω0 e
− (t−t0)
2
2σ2 (14.45)
Cet hamiltonien est associé à un état quantique lié couplé avec une résonance quantique (de
largeur de résonance Γ) par l’intermédiaire d’une impulsion laser gaussienne. Nous nous plaçons
dans un régime de forte dissipation avec Ω0 < Γ/4. Nous avons calculé les vecteurs propres
instantanés droits et gauches φ1(s) et φ∗1(s) pour diﬀérentes valeurs de Ω0. L’écart entre les
deux valeurs propres (gap ) mint |λ2(s)−λ1(s)| dépend de Ω0 et il y a un croisement des valeurs
propres pour Ω0 = Γ4 . Comme les couplages non-adiabatiques croissent comme l’inverse du gap,
la dynamique peut être adiabatique pour de faibles valeurs de Ω0 et ne l’est pas pour des valeurs
proches de Γ4 . Les ﬁg. 14.1 et 14.2 montrent les écarts entre les deux générateurs de phase
géométrique pour ce premier exemple. Pour des dynamiques qui n’approchent pas le croisement
(les dynamiques les plus adiabatiques), l’écart instantané reste faible. En revanche pour des
dynamiques qui s’approchent du croisement (les moins adiabatiques) l’écart augmente fortement.
Nous traçons maintenant un parcours adiabatique avec (~ = 1)
Γ = 1
T = 100
Ω0 = 0.05
σ = 0.16 (14.46)
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Figure 14.1 – 〈φ∗1|φ˙1〉 − 〈φ1|φ˙1〉〈φ1|φ1〉 pour le hamiltonien de l’éq. (14.44), avec diﬀérentes valeurs
de w0 =
Ω0
Γ . Les paramètres de la gaussienne sont s0 = 0.5 et
σ
T = 0.16, T étant la durée de
l’interaction, ~ = 1.
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Figure 14.2 – Même chose que sur la ﬁg. 14.1 mais en échelle logarithmique pour la valeur
absolue de l’écart.
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Nous ne disposons pas ici d’une solution strictement cyclique mais nous considérons la dynamique
comme adiabatique. En eﬀet, avec les paramètres ci-dessus, en partant de l’état initial ψ(0) =
φ1(0), le processus se termine avec un état ﬁnal quasiment proportionnel à φ1(1) = φ1(0).
La proportion d’occupation de l’état φ2 est très faible au cours de la dynamique : |d2(s)d1(s) | <
1%, d1 et d2 étant déﬁnis comme dans le précédent chapitre, cf. éq. (13.18). La proportion
ﬁnale d’occupation de φ2 est de moins de 0.001. Évidemment il ne s’agit pas d’une dynamique
rigoureusement cyclique. Pour estimer λeff (s), nous utilisons donc le quotient
〈ψ|H|ψ〉
〈ψ|ψ〉 à chaque
instant.
La ﬁg. 14.3 représente l’évolution des diﬀérents générateurs de phases dynamiques et géomé-
triques pour cet exemple (la quantité la plus discutable est l’estimateur utilisé pour λeff ). La
ﬁg. 14.4 rend les choses plus lisibles puisqu’elle représente les diﬀérences entre les phases dyna-
miques issues de λ1 ou λeff ainsi que la diﬀérence entre les phases géométriques spectrale ou
orthogonale. Ces deux diﬀérences sont quasiment les mêmes. Les signes de chacune sont en réalité
opposés, de telle manière que la diﬀérence entre les deux membres de l’éq. (14.43), également
représentée sur la ﬁg. 14.4, reste faible.
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Figure 14.3 – Évolution de |i~−1Tλ1(s)| (ligne continue), de l’estimation de |i~−1Tλeff (s)|
(tirets longs), de |〈φ∗1|φ˙1〉| (tirets courts) et | 〈φ1|φ˙1〉〈φ1|φ1〉 | (pointillés)
14.4 Remarques de conclusion
Même si la phase géométrique spectrale semble plus naturelle dans le cadre du théorème
adiabatique, elle n’est pas égale à la limite adiabatique de la phase géométrique non adiabatique.
Elle contribue donc au processus de dissipation. Au contraire, la phase géométrique adiabatique
orthogonale ne contribue pas au processus de dissipation et constitue donc un bon équivalent
à une phase pour une dynamique quantique non auto-adjointe. Il n’est pas évident qu’il soit
possible d’accéder à une mesure de la phase géométrique adiabatique spectrale en raison de son
implication dans la perte de ﬂux quantique. La mesure d’une phase géométrique adiabatique
orthogonale pourrait être plus pertinente.
Pour terminer ce chapitre, remarquons qu’il est aussi possible d’introduire des phases géomé-
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Figure 14.4 – Évolution de |〈φ∗1|φ˙1〉− 〈φ1|φ˙1〉〈φ1|φ1〉 | (trait continu), de l’estimateur de |i~−1T (λ1−λeff )|
(tirets longs) et de l’estimateur de |i~−1Tλ1 + 〈φ∗1|φ˙1〉 −
(
i~−1Tλeff +
〈φ1|φ˙1〉
〈φ1|φ1〉
)
| (tirets courts).
triques « non-naturelles ». Soit χ(s) un état tel que 〈χ|φa〉 6= 0. Pχ = |φa〉〈χ|〈χ|φa〉 est un projecteur
sur Lin(φa). Une phase géométrique générée par
〈χ|φ˙a〉
〈χ|φa〉 est associée avec cette projection, et
〈φ∗a|φ˙a〉 − 〈χ|φ˙a〉〈χ|φa〉 = 〈φ∗a|P˙χ|φa〉 = −
〈χ|P˙s|φa〉
〈χ|φa〉 . Les phases géométriques non-naturelles ne peuvent
apparaître dans le cas auto-adjoint en raison de la condition de conservation de la norme. Dans
le cas non auto-adjoint, si la phase géométrique orthogonale possède une interprétation phy-
sique (elle conserve l’évolution de la norme), donner une interprétation des phases géométriques
non-naturelles n’est pas évident.
Chapitre 15
Tests de la validité de l’hypothèse
adiabatique pour des dynamiques
autour de points exceptionnels du
hamiltonien de Floquet instantané
Ce dernier chapitre concerne des dynamiques adiabatiques autour de points exceptionnels
(cf. chapitre 13, paragraphe 13.4). Il est ici question des points exceptionnels du hamiltonien de
Floquet instantané (celui de la théorie adiabatique de Floquet, paragraphe 3.2.3) pour l’ion H+2
ou la molécule Na2 en champ laser intense. Ce formalisme prévoit des inversions dans l’occupation
des états vibrationnels lors du parcours de boucles dans l’espace des paramètres du champ
(fréquence, intensité). Nous résumons ces résultats puis produisons d’autres résultats sur les
mêmes exemples mais sans approximation adiabatique, en eﬀectuant les propagations numériques
de paquets d’ondes avec CATM.
15.1 Coalescence de résonances de Floquet photo-induites
Nous reprenons ici le hamiltonien dipolaire du chapitre 1 et les notations des paragraphes
3.2.3 et 3.1.4 (qui correspondent globalement aux notations des références [100, 12, 102]). Avec
les mêmes hypothèses que précédemment (Born-Oppenheimer, approximation dipolaire, champ
classique, omission de la rotation), la dynamique d’un système moléculaire dont on considère
seulement deux états électroniques g et u est décrite par le vecteur d’état χg(R, t)|g〉+χu(R, t)|u〉.
La fonction d’onde nucléaire suit l’équation de Schrödinger [cf. éq. (1.22)] :
i~
∂
∂t
(
χg(R, t)
χu(R, t)
)
=
[
TN +
(
ǫg(R) 0
0 ǫu(R)
)
− ~µgu(R) · ~E(t)
(
0 1
1 0
)](
χg(R, t)
χu(R, t)
)
.
(15.1)
Ici µgu = µug. L’état u est supposé purement dissociatif (continuum uniquement) et l’état g
supporte un continuum ainsi que des états liés. La modélisation sur intervalle ﬁni suppose donc
l’utilisation de potentiels absorbants complexes ou la rotation complexe de la coordonnée radiale,
ce qui rend le hamiltonien non hermitien.
Si le champ est continu, c’est-à-dire si E(t) = E0 cos(ωt), le hamiltonien de Floquet associé à
la fréquence optique ω est pertinent pour obtenir des solutions de l’équation (15.1) (cf. chapitre
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3) sous la forme : (
χg(R, t)
χu(R, t)
)
= e−iEλt/~
(
λg(R, t)
λu(R, t)
)
, (15.2)
avec des solutions propres (2π/ω)-périodiques déﬁnies par[
H(t)− i~ ∂
∂t
](
λg(R, t)
λu(R, t)
)
= Eλ
(
λg(R, t)
λu(R, t)
)
(15.3)
où H(t) est le hamiltonien intervenant dans le membre de droite l’éq. (15.1). En introduisant
une décomposition de Fourier λg,u(R, t) =
∑∞
n=−∞ e
inωtϕng,u(R) (la périodicité considérée étant
la période optique du champ oscillant), l’éq. (15.3) donne un système d’équations couplées
[TN + ǫg(R) + n~ω − Eλ]ϕng (R) =
1
2
µgu(R)E0
[
ϕn+1u (R) + ϕ
n−1
u (R)
]
(15.4a)
[TN + ǫu(R) + n~ω − Eλ]ϕnu(R) =
1
2
µgu(R)E0
[
ϕn+1g (R) + ϕ
n−1
g (R)
]
(15.4b)
L’étude de ce système permet d’extraire des états de résonance, caractérisés par des conditions
de Siegert aux frontières (ondes sortantes exponentiellement divergentes). De telles solutions
ne sont pas de carré sommable mais l’utilisation d’un potentiel absorbant complexe ou de la
rotation complexe permet de contourner cette diﬃculté en forçant les fonctions propres à tendre
vers zéro lorsque R devient grand. Les résonances de Floquet sont induites par le couplage
champ-matière. La plupart d’entre elles sont directement issues des états liés vibrationnels v de
la molécule en champ nul.
Pour certaines valeurs des paramètres ~R = (E0, ω) [ou (I ∝ E20 , λ = 2πc/ω)], il est possible
que deux des résonances de Floquet coalescent et que les vecteurs propres associés coïncident
également : cette valeur correspond à un point exceptionnel dans l’espace des paramètres. Un tel
point exceptionnel, comme nous l’avons expliqué dans le paragraphe 13.4, peut donner lieu à une
interversion des deux états propres concernés lorsqu’une boucle entourant le point exceptionnel
est parcourue dans l’espace des paramètres. Si les deux résonances impliquées sont chacunes
issues d’un état vibrationnel diﬀérent v et v′ de la molécule libre, alors il est possible d’envisager
un schéma d’inversion de populations pour ces deux états. Le système est supposé initialement
dans l’état v connecté à l’une des résonances associées au point exceptionnel. Les paramètres ~R
sont graduellement modiﬁés de façon à entourer le point exceptionnel. La variation est supposée
assez lente pour que le système suive eﬀectivement l’état de résonance au cours de la dynamique.
En ﬁn de parcours, le système devrait terminer dans l’état v′. Si la dynamique est purement adia-
batique, alors l’inversion entre les deux états vibrationnels est parfaite. Cela permet d’envisager
des schémas de refroidissement vibrationnel très eﬃcaces qui réalisent une descente progressive
de l’échelle des états vibrationnels grâce à diﬀérents trajets successifs adaptés dans l’espace des
paramètres du champ.
Les réf. [100, 12, 102, 101, 10] prévoient de tels résultats pour des systèmes moléculaires
(H+2 , Na2) dans le cadre de l’hypothèse adiabatique. Le formalisme adiabatique de Floquet a été
brièvement introduit dans le chapitre 3, à travers l’éq. (3.58). Une présentation complète se trouve
dans la réf. [64]. Des impulsions sont considérées, E(t) = E0(t) cos(ω(t)t) mais avec une variation
jugée lente des paramètres ~R(t) = (E0(t), ω(t)). Le problème est donc traité en termes d’états
propres de Floquet instantanés, le champ étant considéré comme constant dans une échelle de
temps intermédiaire. Cependant la variation ne peut être réalisée trop lentement puisqu’il ne
faut pas que la dissociation soit complète. La fraction de molécules non dissociées doit donc être
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surveillée et un compromis trouvé qui permette de qualiﬁer la dynamique d’adiabatique sans
pour autant devenir si lente que la dissociation ne devienne totale.
Nous allons chercher à comparer les résultats issus de tels calculs adiabatiques à ceux obtenus
par propagation de paquets d’ondes sans hypothèse adiabatique.
15.2 Utilisation des points exceptionnels pour l’échange de po-
pulations vibrationnelles ? exemple de H+2
15.2.1 Résultats issus de la théorie adiabatique de Floquet
R. Lefebvre, O. Atabek et leurs collaborateurs ont réalisé une étude approfondie des points
exceptionnels dans le spectre de résonance de Floquet de l’ion moléculaire H+2 [100, 10]. Ce
paragraphe résume certains de leurs résultats. Ils ont par exemple déterminé précisément que la
résonance associée à l’état vibrationnel v = 8 coalesce avec la résonance associée à v = 9 lorsque
λ8−9EP = 442.26 nm et I
8−9
EP = 0.3949 × 1013 W.cm−2. Un autre point exceptionnel apparaît
concernant des résonances issues des états vibrationnels v = 9 et v = 10 lorsque λ9−10EP = 401.14
nm et I9−10EP = 0.5130 × 1013 W.cm−2. Ces points sont représentés sur la ﬁg. 15.1.
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Figure 15.1 – Contours suivis dans le plan des paramètres (I, λ), certains encerclant les points
exceptionnels associés à v = 8, 9 et v = 9, 10. Les contours sont parcourus dans le sens indirect.
Les valeurs numériques des paramètres sont données dans le tableau 15.1. (ﬁgure d’après [100])
La propriété d’interversion des états propres instantanés lorsque l’on entoure un point ex-
ceptionnel est alors mise à proﬁt pour déﬁnir un schéma de contrôle laser des populations vi-
brationnelles. Des boucles sont construites dans l’espace des paramètres du champ (I, λ), où I
représente l’intensité et λ la longueur d’onde, selon les formules suivantes :
I = Imax sin(φ/2), λ = λ0 + δλ sin(φ), (15.5)
avec
φ = 2πt/Ttot, (15.6)
ou Ttot désigne la durée totale de l’impulsion laser. Ce choix correspond à un parcours dans le sens
indirect des boucles tracées sur la ﬁg. 15.1. La dynamique débute dans un état vibrationnel donné
de la molécule libre (par exemple v = 8) qui se transforme adiabatiquement en un état propre
de résonance de Floquet lorsque le champ de paramètre (I, λ) est introduit. Si le parcours choisi
n’entoure pas le point exceptionnel alors le suivi adiabatique implique un retour en l’état v = 8
en ﬁn de boucle. En revanche si le parcours choisi entoure le point exceptionnel associant les deux
résonances de Floquet issues des états v = 8, 9, alors celles-ci sont interverties et l’on termine
avec l’état vibrationnel v = 9. La ﬁg. 15.2 montre les trajets suivis dans le plan complexe par
les quasiénergies. L’interversion d’états se manifeste indirectement par l’interversion des valeurs
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propres. Ce phénomène d’interversion est fortement lié à l’hypothèse adiabatique relative au suivi
de ces états propres. S’appuyant des travaux antérieurs [11] qui comparent théorie adiabatique
de Floquet et propagation de paquets d’ondes sur la même molécule mais avec des conditions de
champ un peu diﬀérentes, une durée de Ttot = 56 fs est suggérée dans [100], soit environ 2315
u.a.
Figure 15.2 – Trajets des quasiénergies dans le plan complexe correspondant aux diﬀérents
parcours de la ﬁg. 15.1. Partant de v = 8 avec les parcours (A) : ligne continue noire, parcours
(B) : tirets noirs ; partant de v = 9 avec le parcours (B) : tirets bleus ; partant de v = 8 avec le
parcours (C) : tirets-points rouges. Figure tirée de [100] avec l’autorisation des auteurs. Copyright
(2009) by The American Physical Society.
Une estimation de la probabilité de dissociation est calculée par la formule adiabatique
Pdiss(t) = 1− exp
[
−~−1
∫ t
0
Γ(t′)dt′
]
(15.7)
où Γ/2 désigne la partie imaginaire (largeur) de la quasiénergie calculée avec les paramètres de
champ à l’instant t′.
En résumé, les échanges suivants sont prévus :
– retour à l’état initial v = 8 avec l’impulsion (A), avec une dissociation ﬁnale de 0.75 ;
– échange de population v = 8 → v = 9 en utilisant la boucle (B), dissociation d’environ
0.999 ;
– échange de population v = 9 → v = 8 en utilisant la boucle (B), dissociation d’environ
0.90 ;
– échange de population v = 8→ v = 10 en utilisant la boucle (C).
Une nuance a été apportée par la suite à ces prévisions [177, 56]. En eﬀet, comme nous l’avons
constaté dans le paragraphe 13.4 sur le système non hermitien à deux niveaux, un eﬀet asymé-
trique important se produit lorsque les échanges non-adiabatiques sont pris en compte. Selon le
caractère plus ou moins dissipatif de l’état de départ, l’évolution dynamique est eﬀectivement
adiabatique ou non. I. Gilary et ses collaborateurs reprennent l’exemple d’un trajet entourant
uniquement le point exceptionnel associé au états vibrationnels v = 9 et v = 10 [56]. Les termes
de couplage non-adiabatiques entre les deux résonances de Floquet sont pris en compte à travers
une décomposition du vecteur d’état sur la base des deux résonances concernées par l’inter-
version d’états. Ils montrent que le suivi adiabatique ne reste possible qu’en partant de l’état
v = 10 pour terminer dans l’état v = 9, alors que partir de l’état v = 9 conduit à revenir à une
projection ﬁnale sur v = 9. L’interversion des états est alors compensée par de forts échanges
non-adiabatiques.
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15.2.2 Propagation du paquet d’ondes sans hypothèse adiabatique
Les résultats numériques résumés ci-dessus et l’interprétation qui en découle supposent la
validité du théorème adiabatique relatif à la base propre de Floquet instantanée. Le fait que deux
des états propres instantanés de Floquet se transforment continuement le long d’un trajet dans
l’espace des paramètres, pour intervertir ﬁnalement leur valeur à champ nul, n’implique pas que la
fonction d’onde suit adiabatiquement ce comportement. Ainsi l’inversion de population prévue
pourrait être compensée par des échanges non-adiabatiques qui compliqueront la dynamique
réelle. Une façon d’étudier cette question consiste à suivre le comportement de la fonction d’onde
calculée sans hypothèse adiabatique, par propagation du paquet d’ondes soumis à l’équation de
Schrödinger, avec le même trajet dans l’espace des paramètres du champ.
La propagation du paquet d’ondes est réalisée par la méthode CATM exposée précédemment.
Plus précisément, nous eﬀectuons deux calculs à chaque fois : d’abord un premier calcul avec un
schéma diﬀérentiel du second ordre (SOD). Ce premier résultat est considéré comme un vecteur
d’essai global pour l’algorithme CATM qui, en quelques itérations, réajuste ce vecteur pour
fournir une solution convergée telle que (HF−Eλ)|λ〉 . 10−11. Ici (λ,Eλ) est le couple d’éléments
propres de Floquet global, |λ〉 étant, dans le cadre de CATM, directement proportionnel à
la fonction d’onde tout au long de la trajectoire. Comme nous l’avons déjà noté, les valeurs
instantanées de |λ〉 (global) ne sont pas confondues avec les vecteurs de Floquet instantanés
introduit dans ce chapitre dans la mesure où le vecteur global n’invoque pas l’hypothèse
adiabatique. Le fait d’obtenir à la sortie de SOD un vecteur d’essai qui vériﬁe les critères de
convergence de CATM avec une précision déjà bonne constitue par ailleurs une assurance que
les deux schémas dynamiques très diﬀérents ne sont pas entachés d’erreurs. Le calcul CATM est
réalisé avec un échantillonnage en temps sur 8192 points, ce qui est très largement suﬃsant. Le
tableau 15.1 résume les paramètres numériques que nous avons utilisés pour calculer l’évolution
du paquet d’ondes. La ﬁg. 15.3 représente l’impulsion (A) utilisée dans les cas (a) et (b).
Cas Parcours Imax (1013W.cm−2) λ0 (nm) δλ v initial
(a) (A) 0.3 420 30 8
(b) (A) 0.3 420 30 9
(c) (B) 0.5 420 30 8
(d) (B) 0.5 420 30 9
Table 15.1 – Paramètres de calcul : choix du parcours dans l’espace des paramètres du champ
laser et de l’état initial (cf. éq. (15.5).
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Figure 15.3 – Champ électrique déduit du trajet (A) de la ﬁg. 15.1.
Il faut noter que la réf. [100] utilise la méthode de la rotation complexe pour révéler les
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résonances et assurer la dynamique [124] alors que nous utilisons un modèle de potentiel absorbant
complexe (cf. chapitre 4). Mais ces deux approches sont étroitement liées et leur eﬀet sur le
spectre est comparable [151, 149, 157]. Ce point constitue malgré tout une diﬀérence entre les
deux modèles, même si la convergence par rapport au potentiel absorbant a été vériﬁée.
Probabilités de transition et de dissociation
Le tableau 15.2 résume quelques probabilités de transition et de dissociation en ﬁn d’inter-
action pour les quatres cas évoqués ci-dessus. L’ensemble de ﬁgures 15.4 représente l’évolution
temporelle de ces mêmes probabilités.
Cas (a) (b) (c) (d)
Pdiss 0.7503 0.8352 0.8640 0.9037
P (v = 0) 1.52× 10−17 2.64 × 10−17 8.22× 10−17 9.96 × 10−17
P (v = 1) 2.23× 10−15 4.29 × 10−16 1.01× 10−16 4.87 × 10−15
P (v = 2) 2.68× 10−12 1.92 × 10−13 6.72× 10−12 3.69 × 10−13
P (v = 3) 4.41× 10−10 2.55 × 10−12 4.11× 10−9 6.94 × 10−11
P (v = 4) 1.17× 10−7 5.67 × 10−8 2.80× 10−7 1.45 × 10−7
P (v = 5) 3.66× 10−6 1.93 × 10−6 3.06× 10−6 3.35 × 10−7
P (v = 6) 4.12× 10−3 9.10 × 10−4 1.46× 10−3 8.60 × 10−4
P (v = 7) 8.99× 10−2 2.49× 10−2 4.62× 10−2 2.83× 10−2
P (v = 8) 3.11× 10−2 4.83 × 10−3 2.37× 10−3 4.35 × 10−3
P (v = 9) 8.31× 10−2 0.112 5.11× 10−2 3.20× 10−2
P (v = 10) 1.99× 10−2 7.23× 10−3 2.12× 10−2 4.37 × 10−4
P (v = 11) 3.44× 10−3 5.56× 10−3 1.02× 10−2 1.40× 10−2
P (v = 12) 3.92× 10−3 2.71 × 10−3 1.72× 10−3 1.05× 10−2
Table 15.2 – Valeurs ﬁnales des probabilités de dissociation et des probabilités de transition
|〈v|Ψ(Ttot)〉|2 pour les 13 premiers états liés, pour les quatres cas déﬁnis dans le tableau 15.1. À
chaque fois les quatre probabilités de transition les plus fortes sont indiquées en gras.
– Cas (a) : les états v = 7, 9, 8 sont majoritairement occupés à la ﬁn. Les échanges non
adiabatiques paraissent donc assez forts. La probabilité de dissociation ﬁnale vaut 75%.
– Cas (b) : l’état v = 9 reste majoritairement occupé à la ﬁn. Même remarque que pour le
cas (a) sur les échanges non-adiabatiques. L’état v = 7 est de nouveau assez fortement
occupé en ﬁn de dynamique.
– Cas (c) : nous constatons une légère inversion de population de v = 8 vers v = 9. Cependant
les transitions vers les niveaux v = 7, 10, 11 de même que la probabilité de survie dans l’état
initial v = 8 sont loin d’être négligeables. La dissociation est estimée à 86%.
– Cas (d) : l’état initial v = 9 reste le plus occupé en ﬁn d’interaction. Il n’y a pas d’inversion.
La probabilité de transition ﬁnale vers le niveau v = 8 n’est que la cinquième la plus forte
et reste très inférieure à la probabilité de survie dans l’état initial.
En terme d’occupation d’états de Floquet instantanés, les résultats présentés ci-dessus signi-
ﬁent que des échanges non-adiabatiques ont forcément lieu. Au moins l’une des hypothèses du
théorème adiabatique n’est donc pas respectée.
Dans des systèmes simples où seuls deux états propres instantanés interviennent, un com-
portement asymétrique est prévu en fonction des durées de vie relatives des deux états propres
considérés, cf. paragraphe 13.4 et [177]. Un tel comportement a été également prévu avec le
même modèle moléculaire que celui considéré ici [56] mais ne prenant en compte que les deux
états propres de Floquet susceptibles d’être intervertis au cours du parcours. Cet eﬀet asymé-
trique est probablement pour quelque chose dans les résultats obtenus ici mais n’explique pas les
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Figure 15.4 – Évolution des probabilités de dissociation et de transition, pour les cas (a), (b),
(c) et (d) du tableau 15.1.
196 CHAPITRE 15. TESTS DE L’HYPOTHÈSE ADIABATIQUE
probabilités de transition non négligeables vers les états vibrationnels autres que vers les deux
associés au point exceptionnel.
Dans le cas d’un suivi adiabatique, l’éloignement des autres valeurs propres est l’une des
hypothèses de validité de l’approximation adiabatique et les échanges non-adiabatique sont peut-
être liés à la proximité d’autres valeurs propres de Floquet aux alentours du point exceptionnel
considéré.
Le temps de parcours est peut-être trop court. Nous avons testé un temps de parcours dix
fois plus long mais alors la dissociation devient complète. Les occupations ﬁnales des états sont
noyées dans les erreurs numériques et perdent toute signiﬁcation, comme cela est illustré sur la
ﬁg. 15.5.
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Figure 15.5 – Évolution des probabilités de dissociation et de transition dans le cas (a) mais
avec un temps de parcours dix fois plus long.
Un compromis eﬃcace entre dissociation et caractère adiabatique semble très diﬃcile à trou-
ver dans le cas présent.
Manifestations indirectes de la non-adiabaticité
Une indication du caractère adiabatique par rapport à la base propre de Floquet instantanée
est apportée par la quantité
Eeff(t) =
〈i|H|Ψ(t)〉
〈i|Ψ(t)〉 (15.8)
où i désigne l’état vibrationnel initial. Cette « énergie eﬀective » est issue du formalisme de
l’opérateur d’onde temporel [77].
Dans le cas d’une projection quasiment parfaite de la fonction d’onde sur un seul vecteur
propre de Floquet adiabatique tel que
[
H − i~ ∂∂t
] |λ(t)〉 = Eλ|λ(t)〉, la quantité déﬁnie ci-dessus
prend la forme
Eeff ≃ Eλ + i~
〈i| ∂∂tλ(t)〉
〈i|λ(t)〉 , (15.9)
où Eλ est en quelque sorte la partie constante de Eeff et i~
〈i| ∂
∂t
λ(t)〉
〈i|λ(t)〉 un terme correctif périodique
dans le temps. Eeff suit alors un parcours cyclique dans le plan complexe. Par analyse pertur-
bative, cela donne une ellipse dans le plan complexe [77] qui passe à chaque cycle sur la valeur
propre de Floquet associée à v = i à champ nul, comme le montre la ﬁg. 15.6. Ce tracé d’énergie
eﬀective nous fournit donc un indicateur du caractère adiabatique de la dynamique.
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Figure 15.6 – Trajectoire elliptique et périodique de l’énergie eﬀective Eeff(t) dans le plan
complexe dans le cas d’un champ oscillant avec amplitude et fréquence stabilisée lorsqu’un seul
vecteur propre de Floquet est présent dans la fonction d’onde. Le point situé sur l’ellipse situe
l’énergie propre non perturbée. Figure tirée de [77]. Copyright (2003) American Institute of
Physics.
Nous avons calculé Eeff pour l’impulsion (c) et représenté la trajectoire complexe correspon-
dante sur la ﬁg. 15.7. Celle-ci est très agitée et constituée de courbes quasi-elliptiques qui en
général ne se referment pas sur elles-mêmes pour constituer un tracé complet peu lisible, un
peu à la manière d’hypotrochoïdes (courbes tracées par un spirographe). L’ensemble de ﬁgures
15.8 décompose le trajet en huit tracés partiels, ce qui permet de situer grossièrement dans le
temps les portions de dynamique les moins adiabatiques, celles pendant lesquelles deux boucles
successives sont très diﬀérentes l’une de l’autre. Chaque tracé correspond à environ 5 périodes
optiques. Une augmentation de l’amplitude du champ se traduit par une augmentation de rayon
tandis qu’un changement de fréquence fait tourner les « axes de l’ellipse ». Les changements les
plus brusques se produisent en milieu et en ﬁn d’impulsion.
Nous avons recalculé Eeff mais en stabilisant le champ à partir d’un instant intermédiaire,
c’est-à-dire en arrêtant la variation des paramètres du champ à partir d’un instant intermé-
diaire Tint et en continuant la propagation en présence d’un champ périodique de paramètres
(I(Tint), λ(Tint)). La fonction linéaire φ(t) déﬁnie dans l’éq. (15.6) est donc remplacée par une
fonction du type
φas(t) = 2πt/Ttot t ∈ [0, Tint]
φas(t) = 2πTint/Ttot t ∈ [Tint, Ttot] (15.10)
Pour éviter un arrêt trop brusque pour (I, λ) qui pourrait lui-même induire des eﬀets fortement
non-adiabatiques, en pratique nous avons déﬁni la fonction φ(t) selon la formule hyperbolique
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Figure 15.7 – Trajectoire suivi par Eeff dans le plan complexe [éq. (15.8)], dans le cas de
l’impulsion (c), cf. tableau 15.1.
suivante 1 :
φhyp(t) =
1
2
2π(t+ Tint)
Ttot
−
√(
2π(t+ Tint)
Ttot
)2
− 4
(
4π2Tint
T 2tot
× t− k
) (15.11)
Les asymptotes de cette fonction sont les deux fonctions linéaires de l’éq. (15.10) et la proximité
de la fonction avec celles-ci est réglée par le paramètre k. Nous avons utilisé k = 10−4.
Les ﬁgures 15.9 et 15.10 montrent l’évolution des probabilités et ce qu’il se passe pour Eeff
pour le cas (c), avec un champ rendu périodique à partir de Tint = 14Ttot. Le début de dynamique
est identique à celui donné sur la ﬁg. 15.4(c) jusqu’à Tint. À partir de cet instant, les faibles
probabilités de transition sont en gros stabilisées tandis que les fortes probabilités (vers les états
8 et 9) décroissent à mesure que la dissociation augmente. Certaines probabilités intermédiaires
oscillent de façon plus marquée (vers v = 10, v = 11). Mais pour mieux se rendre compte du
caractère adiabatique en terme de vecteurs propres de Floquet instantanés, il est préférable de
regarder la ﬁgure 15.10, sur laquelle les tracés commencent à l’instant où les paramètres du
champ sont stabilisés.
Eeff suit grossièrement des trajectoires elliptiques qui se décalent progressivement. Plusieurs
vecteurs propres de la base adiabatique de Floquet sont donc occupés mais le temps avançant
l’un d’entre eux devient majoritaire.
Si la stabilisation des paramètres du champ est réalisée à Tint = 12Ttot, nous obtenons la
série de ﬁgures 15.11. Les trajectoires de Eeff dans l’espace des paramètres sont beaucoup moins
stables, ce qui peut être considéré comme la signature d’une occupation importante de multiples
états propres de Floquet instantanés.
1. Cette formule est déduite de l’expression d’une hyperbole rapportée à ses asymptotes (y−ax−b)(y−cx−d) =
k si les asymptotes ont pour équation y = ax+ b et y = cx+ d. Le signe de k détermine les secteurs dans lesquels
se trouvent les hyperboles.
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Figure 15.8 – Même chose que sur la ﬁg. 15.7 mais découpé en 8 intervalles de temps. Les
échelles ne sont pas les même pour toutes les ﬁgures. Première ﬁgure (en haut à gauche) :
intervalle [0, 18Ttot], deuxième ﬁgure (en haut à droite) : intervalle [
1
8Ttot,
1
4Ttot], etc.
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Figure 15.9 – Évolution des probabilités de dissociation et de transition avec le début du
parcours (c) suivi d’un champ périodique stabilisé aux paramètres correspondant à Tint = 14Ttot.
La ligne verticale grise matérialise Tint.
15.3 Cas de Na2
15.3.1 modèle
Comme dans les réf. [12, 102, 101], nous nous penchons maintenant sur l’exemple de la
molécule Na2 préparée dans un état vibrationnel excité de l’état électronique triplet le plus bas.
Cet état électronique est indexé par 3Σ+u (3
2S+32S) et noté simplement u. La courbe de potentiel
supporte 14 niveaux vibrationnels liés. Une étude des états électroniques de Na2 peut être trouvée
dans [110]. L’état de départ choisi est proche de situations expérimentales déjà réalisées : en eﬀet,
des molécules ont été observées dans leur niveau vibrationnel le plus haut de cet état électronique
après photoassociation d’atomes froids, cf réf. [48]. Ensuite l’idée de base est comparable à ce qui
a été fait sur l’exemple de H+2 . Nous considérons un laser dont la longueur d’onde se situe dans
les 560 nm et qui couple l’état u avec un état électronique excité repéré par (1)3Πg(32S + 32P ),
noté simplement g. Nous cherchons à prévoir l’évolution des populations vibrationnelles.
Nous supposons que les molécules sont alignées avec le champ, sans prendre en compte la
rotation. Si seuls les premiers états rotationnels de basse énergie sont occupés, la constante
de rotation étant de quelques centaines de picosecondes pour Na2, cela implique des périodes
rotationnelles supérieures à la dizaine de picosecondes pour les premiers niveaux de rotation.
Il est donc assez raisonnable de ne pas prendre en compte la rotation pendant le temps de
l’impulsion qui sera d’environ 800 femtosecondes.
Nous utilisons les données numériques fournies par [110, 74] pour les potentiels de Born-
Oppenheimer et le moment de transition est issu de [16, 74]. Ceux-ci sont représentés sur la
ﬁg. 15.12 en fonction de la distance internucléaire. La masse réduite de Na2 est déduite de la
masse atomique de l’isotope 23 du sodium qu’il faut diviser par deux. Nous retenons une valeur
numérique de 20948.39 u.a.
Des résultats d’inversions de populations vibrationnelles similaires à ceux obtenus avec H+2
ont été présentés sur un tel modèle de la molécule Na2, grâce à l’utilisation du formalisme
adiabatique de Floquet.
15.3.2 Résultats issus de la théorie adiabatique de Floquet
La position de points exceptionnels relatifs à des états de Floquet issus de diﬀérents niveaux
vibrationnels de la molécule libre a été déterminée dans [12, 102, 101]. Nous résumons ici les cas
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Figure 15.10 – Trajectoire suivi par Eeff dans le plan complexe [éq. (15.8)], avec le début du
parcours (c) suivi d’un champ périodique stabilisé dont les paramètres correspondent à Tint =
1
4Ttot. L’intervalle temporel est divisé en huit parties pour plus de lisibilité et les deux premières
parties ne sont pas aﬃchées (idem que les deux premières ﬁgures de 15.8). La première ﬁgure
débute en t = Tint. Première ﬁgure (en haut à gauche) : intervalle
[
1
4Ttot,
3
8Ttot
]
, deuxième ﬁgure
(en haut à droite) : intervalle
[
3
8Ttot,
4
8Ttot
]
, etc.
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Figure 15.11 – Même chose que ﬁg. 15.10 mais pour une stabilisation du champ à Tint = 12Ttot.
La première ﬁgure débute en t = Tint.
traités dans [12]. Un point exceptionnel concernant deux résonances associées à v = 3 et v = 4
se situe en IEP = 0.332 × 109 W.cm−2 et λEP = 562.3 nm. Un autre point exceptionnel associé
à v = 2 et v = 3 est localisé en IEP = 0.353 × 109 W.cm−2 et λEP = 558.93 nm.
Des impulsions sont dessinées selon les formules de l’éq. (15.5) pour entourer chacun des
points exceptionnels. Une boucle entourant les deux points est aussi tracée. Ces trajets sont
illustrés sur la ﬁg. 15.13. La ﬁg. 15.14 représente l’évolution temporelle du champ électrique
correspondant à l’un des trajets. À chaque fois, l’impulsion dure 800 fs soit environ 33073 u.a.
La ﬁg. 15.15 résume les résultats donnés par la théorie adiabatique de Floquet :
– des inversions de populations vibrationnelles sont attendues, v → v− 1 ou v− 1→ v pour
les trajets entourant l’un des point exceptionnels ;
– la probabilité de dissociation est relativement faible (Pdiss(Ttot) ≃ 0.20) dans le cas d’une
inversion v = 4→ 3 ;
– le transfert 3→ 4 est plus dissociatif, Pdiss(Ttot) ≃ 0.85 ;
– l’application d’une impulsion entourant les deux points exceptionnels permet de passer
directement de v = 4 à v = 2 et induit une dissociation ﬁnale estimée à 0.22, plus faible
qu’avec le cumul de deux impulsions v → v − 1 successives qui induit Pdiss(Ttot) ≃ 0.42.
15.3.3 Propagation du paquet d’ondes sans hypothèse adiabatique
Pour une partie de ces exemples, nous avons propagé dans le temps une fonction d’onde initia-
lement projetée sur un état vibrationnel propice à l’inversion prévue par les calculs adiabatiques.
Nous utilisons la même approche que dans le cas de H+2 , à savoir un double calcul composé d’un
schéma diﬀérentiel du second ordre et d’un calcul avec l’algorithme global CATM en un seul pas.
Nous utilisons 200 points de grille DVR pour décrire l’intervalle R = 5 − 30 u.a. La validité de
ce choix est vériﬁée en inspectant deux séries de résultats avec respectivement 200 ou 250 points
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Figure 15.12 – Courbes de potentiel de Born-Oppenheimer ressenties par les noyaux dans les
états électroniques 3Σ+u (en haut à gauche) et (1)
3Πg (en haut à droite) de Na2. Moment dipolaire
de transition entre ces deux états (en bas). Tout est exprimé en unités atomiques.
dans la base DVR. Les diﬀérences sont assez minimes pour que l’on considère que 200 points
DVR sont suﬃsants (diﬀérences au quatrième ou au cinquième chiﬀre signiﬁcatif), d’autant plus
qu’une augmentation du nombre de points de grille peut provoquer des erreurs numériques lors
de la détermination des états propres vibrationnels du hamiltonien moléculaire non hermitien.
8192 points sont utilisés pour le calcul avec CATM. Le potentiel absorbant radial est similaire à
celui utilisé pour H+2 . La convergence des résultats par rapport à celui-ci a été vériﬁée.
Le tableau 15.3 résume les données numériques pour les diﬀérents cas traités (5 cas directe-
ment liés aux résultats de la théorie adiabatique et 2 cas de vériﬁcation).
Probabilités de transition et de dissociation
Les probabilités ﬁnales de transition et de dissociation pour les diﬀérents cas sont présentées
dans le tableau 15.4. Le détail de l’évolution temporelle de ces mêmes quantités est tracé sur les
ﬁg. 15.16.
Les résultats numériques et les ﬁgures traduisent globalement un comportement quasiment
adiabatique avec une fonction d’onde ﬁnale qui revient sur l’état de départ, si l’on ignore la
partie qui est « montée » sur le continuum et qui sera absorbée ensuite par le potentiel
absorbant complexe radial. Nous n’observons pas d’inversion vibrationnelle. Cette absence
d’inversion n’est pas seulement due à un eﬀet asymétrique de l’adiabaticité tel qu’il est constaté
dans la réf. [56] puisqu’alors une inversion serait observée dans l’un des cas (a) ou (b), ou dans
l’un des cas (c) ou (d). Or ce n’est pas le cas. La dissociation est supérieure à celle prévue par
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Figure 15.13 – Contours suivis dans le plan des paramètres (I, λ) encerclant les points excep-
tionnels associés à v = 3, 4 et v = 2, 3 pour Na2. Les contours sont parcourus dans le sens indirect.
Les valeurs numériques des paramètres sont données dans le tableau 15.3. (ﬁgure d’après [12])
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Figure 15.14 – Champ électrique déduit du trajet (A) de la ﬁg. 15.13.
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Figure 15.15 – À gauche : trajets des quasiénergies dans le plan complexe correspondant aux
diﬀérents parcours de la ﬁg. 15.13. Partant de v = 4 avec le parcours (A) et partant de v = 3
avec le parcours (B) : lignes continues, partant de v = 3 avec le parcours (A) et partant de v = 2
avec le parcours (B) : tirets. À droite : probabilité de non-dissociation estimée par la formule
adiabatique de l’éq. (15.7), pour un transfert v = 4 → 2, soit avec le trajet (A) pendant 800
fs suivi du trajet (B) pendant 800 fs (ligne discontinue), soit avec le trajet (C) pendant 800 fs
(ligne continue rouge), ou pour un transfert v = 3→ 4 avec le parcours (A) pendant 800 fs (ligne
continue noire). Figure tirée de [100] avec l’autorisation des auteurs. Copyright (2011) by The
American Physical Society.
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Figure 15.16 – Évolution des probabilités de dissociation et de transition, pour les diﬀérents
cas du tableau 15.3.
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Cas Parcours Imax (109W.cm−2) λ0 (nm) δλ (nm) v initial
(a) (A) 0.35 562.5 1.3 4
(b) (A) 0.35 562.5 1.3 3
(c) (B) 0.37 559 1.3 3
(d) (B) 0.37 559 1.3 2
(e) (C) 0.38 560.75 3.2 4
(f) 0.60 562.5 2 4
(g) 0.40 562.5 1.3 4
Table 15.3 – Paramètres de calcul : choix du parcours dans l’espace des paramètres du champ
et de l’état initial. Voir la ﬁg. 15.13 et le texte pour des détails sur le choix des parcours.
Cas (a) (b) (c) (d) (e) (f) (g)
Pdiss 0.391 0.438 0.419 0.479 0.478 0.478 0.420
P (v = 0) 2.71× 10−3 6.72× 10−3 1.47× 10−2 3.49× 10−2 3.43× 10−3 5.58× 10−3 2.19× 10−3
P (v = 1) 1.80× 10−2 3.42× 10−2 5.32× 10−2 0.122 1.19× 10−3 2.72× 10−3 1.54× 10−2
P (v = 2) 4.64× 10−2 0.107 5.77× 10−2 0.255 3.77× 10−2 6.69× 10−2 5.39× 10−2
P (v = 3) 4.65× 10−2 0.324 0.370 8.27× 10−2 8.25× 10−2 0.128 5.65× 10−2
P (v = 4) 0.423 6.77× 10−2 5.82× 10−2 8.40× 10−3 0.360 0.208 0.367
P (v = 5) 5.12× 10−2 9.09× 10−3 7.11× 10−3 5.34× 10−3 2.36× 10−2 7.96× 10−2 6.10× 10−2
P (v = 6) 9.59× 10−3 2.58× 10−3 2.92× 10−3 6.00× 10−3 2.36× 10−3 5.38× 10−3 1.03× 10−2
P (v = 7) 1.12× 10−3 3.95× 10−3 5.52× 10−3 3.43× 10−3 7.03× 10−3 4.16× 10−3 1.16× 10−3
Table 15.4 – Valeurs ﬁnales des probabilités de dissociation et des probabilités de transition
|〈v|Ψ(Ttot)〉|2 pour les 8 premiers états liés, dans les quatre cas déﬁnis dans le tableau 15.3. À
chaque fois les trois probabilités de transition les plus fortes sont indiquées en gras.
la théorie adiabatique de Floquet mais reste néanmoins dans les mêmes ordres de grandeur.
Un calcul a aussi été réalisé avec le parcours (a) suivi dans le sens inverse qui n’a conduit à
aucune inversion (pas de ﬁgure).
Des petites variations entre les données numériques que nous utilisons et celles utilisées pour
les calculs adiabatiques pourraient modiﬁer la position prévue du point exceptionnel dans le
plan (I, λ). En guise de vériﬁcation, nous avons eﬀectué une propagation avec un cycle plus
large, atteignant une intensité maximum de 0.6 GW.cm−2 et utilisant δλ = 2 nm [calcul (f)].
Les résultats diﬀèrent peu de ceux obtenus avec la première boucle, le fait le plus notable étant
une dissociation un peu plus importante. La masse réduite de Na2 est une autre des variables
entrées manuellement et il est possible que nous n’ayons pas utilisé exactement la même valeur
que dans les références [12, 102, 101]. Pour vériﬁer ce point, nous avons reproduit le calcul (a)
avec des valeurs de la masse réduite à 20948.39 ± 5%, ce qui modiﬁe la dynamique mais sans
faire apparaître l’inversion de population prévue par l’approximation adiabatique.
Pour les cas (a) et (c), nous avons représenté l’évolution des paquets d’ondes sur une série
d’instantanés entre t = 0 et t = Ttot (ﬁg. 15.17 et ﬁg. 15.18). Sur le paquet d’ondes correspondant
à la première impulsion (ﬁg. 15.17), ce sont les quatrième et cinquième ventres du paquet d’ondes
initial qui contribuent principalement à alimenter l’état électronique excité. La dynamique com-
mence avec l’état vibrationnel initial v = 4 correspondant à l’énergie Ev=4 ≃ −3.351 × 10−4
u.a. par rapport au seuil de dissociation. En additionnant à cette valeur l’énergie d’un photon
à la fréquence initiale, qui vaut ω ≃ 8.100 × 10−2 u.a., nous obtenons une énergie de 8.067
u.a. Sur la courbe de potentiel excitée, cette valeur d’énergie correspond à une abscisse située
à la distance internucléaire R = 11.07 u.a., dite point de rebroussement classique. Les états du
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Figure 15.17 – Instantanés de la valeur absolue des paquets d’ondes nucléaires sur les sur-
faces électroniques fondamentale 3Σ+u (ligne continue) et excitée (1)
3Πg (ligne pointillée), avec
l’impulsion (a) déﬁnie dans le tableau 15.3.
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Figure 15.18 – Même chose que sur la ﬁg. 15.17, avec l’impulsion (c).
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pseudo-continuum qui possèdent cette valeur d’énergie propre manifestent un ventre autour du
point de rebroussement classique. Le recouvrement entre l’état initial et le pseudo-état de dif-
fusion est donc important dans cette zone et c’est là que le paquet d’ondes nucléaire sur l’état
électronique excité apparaît en début de dynamique (principe de Franck-Condon). La ﬁg. 15.19
illustre ces arguments.
Ensuite la dynamique se complique. Le paquet d’ondes nucléaire qui apparaît sur l’état électro-
nique excité s’éloigne de la zone d’interaction. À la ﬁn de l’impulsion, les couplages entre états
sont coupés et les occupations des diﬀérents états vibrationnels de la molécule libre redeviennent
signiﬁcatifs. Sur les ﬁgures 15.17 et 15.18, les instantanés s’arrêtent lorsque l’impulsion est ter-
minée mais la dynamique n’est pas terminée et toutes les composantes du paquet d’ondes sur
les deux continuums vont ensuite progressivement s’éloigner de la zone d’interaction pour ﬁnir
absorbées par la frontière imaginaire placée en bord d’intervalle.
Figure 15.19 – Module de l’état initial (ligne continue noire) ; courbe de potentiel excitée avec
un décalage énergétique de 1 photon (tirets noirs) et avec pour origine des énergies le niveau
v = 4 ; Partie réelle (rouge) et partie imaginaire (bleu) de l’état n°52 du pseudo-continuum qui
possède une énergie proche de Ev=4 + 1 photon (voir le texte). Unités arbitraires sur l’axe des
ordonnées.
Manifestations indirectes de la non-adiabaticité
Comme dans le cas de H+2 , il est possible d’illustrer le caractère adiabatique de telle ou
telle partie de la propagation par l’intermédiaire de Eeff déﬁnie dans l’éq. (15.8). Les ﬁg. 15.20
et 15.21 représentent les trajets suivis dans le plan complexe par Eeff au cours de l’impulsion
(a) en partant de l’état v = 4. Ces tracés montrent une déformation des ellipses beaucoup
plus progressive que dans le cas de H+2 . La variation de fréquence et d’amplitude est en eﬀet
très lente par rapport à la période sur l’exemple présent. Les déformations des ellipses les plus
rapides ont lieu en début et en ﬁn d’interaction (première et dernière ﬁgure de la série) ainsi
qu’en milieu d’intervalle (cinquième et sixième ﬁgure), ce qui traduit la sensibilité aux variations
de la fréquence [c’est à ces instants que la fréquence varie le plus rapidement, cf. éq. (15.5)].
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Figure 15.20 – Trajectoire suivi par Eeff dans le plan complexe [éq. (15.8)], dans le cas de
l’impulsion (a) en partant de l’état v = 4 de Na2, cf. tableau 15.3.
Pour savoir si le paquet d’ondes est porté adiabatiquement par un seul vecteur propre de
Floquet instantané, nous eﬀectuons le calcul en gelant l’évolution de I(t) et λ(t) à partir d’un
instant intermédiaire Tint, cf. ﬁg. 15.22 et 15.23. Là encore il n’apparaît pas clairement que la
fonction d’onde soit adiabatiquement reliée à un seul état propre de résonance de Floquet. En
eﬀet, lorsque les paramètres du champ laser sont stabilisés, la valeur de Eeff décrit des ellipses
qui continuent de se déformer de façon non négligeable, même si cette déformation est moins
importante que lorsque l’impulsion entière non stabilisée était appliquée.
Sur les modèles de H+2 et Na2, les propagations de paquets d’ondes à une dimension ne
permettent donc pas de retrouver les résultats prévus par la théorie adiabatique de Floquet. Ce-
pendant, nous concluons ce chapitre par une nuance : ce n’est pas parce que le phénomène d’in-
terversion relatif aux parcours autour de points exceptionnels est “masqué” dans les résultats nu-
mériques présentés ici qu’il n’existe pas. Dans les exemples choisis, les échanges non-adiabatiques
semblent trop importants. Peut-être qu’un autre dessin de l’impulsion laser pourrait conduire à
un résultat diﬀérent.
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Figure 15.21 – Même chose que sur la ﬁg. 15.20 mais découpé en 10 intervalles de temps.
212 CHAPITRE 15. TESTS DE L’HYPOTHÈSE ADIABATIQUE
-4e-05
-3.5e-05
-3e-05
-2.5e-05
-2e-05
-1.5e-05
-1e-05
-5e-06
 0
 5e-06
-0.00036 -0.00035 -0.00034 -0.00033 -0.00032 -0.00031
Im
(E
e
ff
)
Re(Eeff)
Figure 15.22 – Trajectoire suivi par Eeff dans le plan complexe [éq. (15.8)], avec le début du
parcours (a) suivi d’un champ périodique stabilisé aux paramètres correspondant à Tint = 14Ttot.
Le tracé débute en t = Tint.
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Figure 15.23 – Même chose que sur la ﬁg. 15.22 mais pour une stabilisation des paramètres du
champ en Tint = 12Ttot. Le tracé débute en t = Tint.
Conclusion
Au cours de ce travail de thèse, nous avons examiné plusieurs questions importantes relatives
à la dynamique de systèmes quantiques gouvernés par des hamiltoniens dépendants du temps et
souvent non hermitiens. Une présentation des diﬀérents concepts utiles à l’étude de tels systèmes
a permis tout d’abord de rappeler l’écriture du hamiltonien dipolaire semi-classique pertinent
pour décrire les interactions molécules - champ intense, dans le cadre de l’approximation de
Born-Oppenheimer. La revue des méthodes de propagation de paquets d’ondes a remis en lu-
mière l’avantage que peut apporter l’utilisation de transformées de Fourier rapides dans le calcul
numérique. Le formalisme de Floquet quant à lui permet d’établir un modèle de molécule ha-
billée du champ lorsque la fréquence fondamentale considérée est la fréquence optique du champ.
Cependant c’est la version généralisée de ce formalisme qui est à l’origine des développements
qui suivent. La non-hermiticité des hamiltoniens que nous avons étudiés est due à la présence de
potentiels absorbants complexes nécessaires pour gommer les frontières et maîtriser les conditions
des solutions à ces mêmes frontières.
Ces concepts ont été mis en cohérence dans le même esprit que la théorie (t, t′), pour construire
un algorithme d’intégration global pour l’équation de Schrödinger. Ainsi la partie centrale de ce
travail a été consacrée à l’étude de la méthode d’intégration numérique intitulée CATM (Constrai-
ned Adiabatic Trajectory Method), avec la proposition d’idées d’améliorations et de nombreux
essais pour inspecter l’eﬀet de ces idées. Rappelons le principe de la méthode : l’intégralité de
la durée étudiée est suivie de l’application d’un potentiel absorbant dépendant du temps. Cet
intervalle hybride au complet est considéré comme une période pour un hamiltonien de Floquet
global. La diagonalisation partielle du hamiltonien de Floquet modiﬁé (un seul vecteur propre)
permet de retrouver la fonction d’onde solution à l’équation de Schrödinger. Dans l’exemple
d’une molécule soumise à une impulsion laser, c’est donc toute l’impulsion qui est traitée par la
théorie de Floquet en prenant pour période la durée de l’impulsion additionnée du laps de temps
destiné à l’opérateur absorbant.
Ici se présente l’occasion de faire une digression sur la démarche associée avec un tel dévelop-
pement en physique numérique. Le problème physique doit d’abord être modélisé et formalisé.
En l’occurence nous n’avons pas travaillé sur ce premier point puisque nous avons étudié des
exemples de hamiltoniens connus dans le cadre d’une théorie bien établie. Une idée d’algorithme
doit ensuite être avancée pour résoudre les équations. L’idée est validée par un calcul analytique
qui démontre son fonctionnement potentiel et cherche à en déterminer les limites. Suit l’étape
de programmation, de codage. Dans notre cas, les codes ont été écrits en langage Octave (équi-
valent gratuit de Matlab) pour les cas les plus simples et en langage Fortran pour les cas plus
lourds. Après cela l’étape de test et de débogage peut se révéler assez fastidieuse : des erreurs
évidentes laissent parfois la place à des erreurs plus insidieuses conduisant à des résultats qui
peuvent paraître corrects à première vue. Étant responsables de ces erreurs, il nous revient de
les détecter et de les nettoyer pour parvenir à des résultats signiﬁcatifs. Pour commencer, les
résultats sont d’ordre méthodologique (avec des comparaisons entre méthodes, des observations
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sur la convergence, etc.) puis l’intérêt se porte sur les résultats physiques et les prévisions théo-
riques obtenues. Avec l’établissement initial du modèle, cette dernière partie sera jugée la plus
intéressante par beaucoup ; il n’empêche que les étapes intermédiaires restent indispensables.
Revenons au sujet de la deuxième partie en précisant certains points. L’avantage du sujet
présenté ici est que la recherche méthodologique n’est pas éloignée des signiﬁcations physiques.
Il est par exemple intellectuellement satisfaisant d’adopter comme nous le faisons le même point
de vue pour le temps que pour les autres coordonnées quantiques. Par ailleurs il est intéressant
de constater l’interdépendance entre les méthodes donnant accès à des états stationnaires et
les méthodes de propagation de paquets d’ondes. Alors que certaines méthodes de propagation
permettent d’obtenir des états stationnaires par l’intermédiaire d’une propagation en temps
imaginaire ou par des méthodes de ﬁltres (techniques dont nous n’avons pas parlé), avec CATM
c’est l’inverse que nous réalisons. La méthode CATM permet en eﬀet de déterminer la solution
d’un problème dynamique en le transformant en problème « stationnaire » dans un espace de
Hilbert incluant le temps et en faisant appel à une technique de diagonalisation itérative partielle.
Nous avons tout d’abord présenté le principe de CATM dans le cas simple d’un état initial
propre du système libre. Le potentiel absorbant requis dans ce cas pour maîtriser les conditions
initiales prend une forme simple. Nous avons examiné son eﬀet sur le spectre de Floquet en
constatant l’éclatement de celui-ci en termes de parties imaginaires, ce qui a permis de distin-
guer l’état propre de Floquet porteur de l’information sur la fonction d’onde : c’est celui dont la
partie imaginaire est la plus proche de zéro. Des tests d’erreurs sur des systèmes à deux ou trois
niveaux on conﬁrmé que l’erreur est principalement due à la non-complétude des bases ﬁnies uti-
lisées ainsi qu’à l’imperfection du potentiel absorbant dépendant du temps utilisé pour contrôler
les conditions initiales (l’erreur décroit exponentiellement avec l’amplitude de cet opérateur ab-
sorbant, il n’est toutefois pas possible d’augmenter arbitrairement cette amplitude sans créer de
diﬃcultés numériques). Quelques comparaisons avec un schéma diﬀérentiel ou la technique des
opérateurs fractionnés ont montré que l’avantage d’une telle approche reste parfois mesuré dans
certains cas mais s’avère eﬃcace sur d’autres exemples. Après cela nous avons exploré quelques
pistes pour améliorer la convergence de l’algorithme d’opérateur d’onde de Bloch utilisé pour
déterminer la solution propre. Un algorithme du type « sous-espaces de Krylov » de dimension
croissante a été appliqué en parallèle de l’algorithme RDWA développé précédemment pour ce
type de problème. L’eﬀet du potentiel imaginaire sur la convergence a également été inspecté.
Ces deux points (Krylov et potentiel absorbant) améliorent dans une certaine mesure la conver-
gence mais les deux eﬀets bénéﬁques ne s’additionnent malheureusement pas. Nous avons ensuite
résolu la principale limitation de principe de CATM en écrivant une forme d’opérateur absor-
bant eﬃcace pour imposer une condition initiale quelconque au vecteur propre de Floquet. Cette
écriture est passée par un raisonnement dans une base non-orthogonale dont l’un des vecteur
était remplacé par l’état initial. Par ailleurs ceci nous a permis de calculer des dynamiques en
plusieurs pas de temps. Un tel algorithme à pas multiples pourrait se révéler eﬃcace pour l’étude
de trains d’impulsions en consacrant un pas CATM pour chaque impulsion. Quelques diﬃcultés
sont apparues en raison de termes discontinus en temps dans le potentiel absorbant et aussi du
fait que l’on préfère ramener à zéro la majorité des termes du hamiltonien physique durant la
phase d’absorption. Ces discontinuités sont peu compatibles avec les nombreuses transformées de
Fourier utilisées dans le programme. L’utilisation de représentations intermédiaires a permis de
résoudre en partie ce problème tout en améliorant légèrement la convergence. À titre d’exemple,
l’étude de la photodissociation de H+2 subissant une impulsion laser de fréquence et d’ampli-
tude variables a révélé des structures résonantes fortement dissociatives entrecoupées de vallées
synonymes de faible dissociation.
Diﬀérents points permettent de caractériser et de mesurer la qualité d’un schéma d’intégra-
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tion, en voici quelques-un appliqués à CATM : CATM demande de la ressource mémoire pour
stocker les vecteurs de l’espace étendu (surtout si le pas à traiter est long) ; la méthode est as-
sez complexe à mettre en œuvre ; la convergence est assez rapide mais dans un domaine limité
(cela dépend bien sûr de l’algorithme de diagonalisation partiel choisi et du vecteur d’essai pro-
posé) ; le contrôle de l’erreur est facile ; les normes sont stables (si le hamiltonien est hermitien,
évidemment) ; il n’y a pas a priori de restriction formelle sur le hamiltonien. Résumons égale-
ment quelques autres caractéristiques importantes propres à l’algorithme étudié dans la deuxième
partie :
– la solution est calculée globalement sur tout l’intervalle de temps ;
– la dépendance temporelle est décrite sur une base grille DVR ou la base FBR de Fourier
associée ;
– il n’y a pas d’accumulation d’erreur comme dans une méthode pas à pas ;
– le calcul global se prête à des calculs répétés ;
– la méthode est compatible avec une représentation intermédiaire.
Au vu de la simplicité des modèles eﬀectivement étudiés, on peut se poser la question de la
compatibilité et de l’eﬃcacité de CATM avec des problèmes comportant un plus grand nombre
de degrés de liberté. Comme nous nous sommes concentrés principalement sur le processus de
propagation dans le temps, nous soupçonnons que l’étude d’exemples de plus grande dimension
n’apportera pas d’information méthodologique essentielle sur CATM. Toutefois l’application à
des systèmes plus larges reste à faire et constitue une piste à suivre à moyen terme. Par ailleurs
les caractéristiques énumérées ci-dessus montrent bien que la structure du programme diﬀère des
méthodes standards par de nombreux aspects. Il est donc envisageable d’appliquer CATM à des
problèmes pour lesquels les autres techniques manifestent des diﬃcultés. Par exemple, il serait
possible d’appliquer un schéma global aux équations de la théorie de la fonctionnelle densité
dépendante du temps (TDDFT) [154]. CATM pourrait également s’avérer particulièrement eﬃ-
cace dans l’étude des collisions de molécules froides de part sa capacité à intégrer des processus
quasiment adiabatiques, sur de longs pas de temps.
La troisième et dernière partie a été consacrée à l’étude de dynamiques comportant un carac-
tère adiabatique au sens plus ordinaire. Cette partie peut paraître quelque peu déconnectée de
ce qui précède mais elle ne l’est pas tant. L’interprétation des résultats obtenus avec des hamil-
toniens non hermitiens tels que ceux utilisés dans la deuxième partie n’est pas toujours évidente.
Les bases propres pertinentes sont biorthogonales et les termes de phase deviennent des facteurs
complexes de module variable. Dans la troisième partie nous avons donc consacré du temps à
réﬂéchir plus précisément à deux points. D’abord nous expliquons quel sens nous donnons aux
coeﬃcients de la décomposition du vecteur d’état sur un base adiabatique biorthogonale. Le
terme de phase géométrique est associé au vecteur de base, ce qui permet de s’aﬀranchir de va-
riations erratiques de normes dans la base, pour garder une signiﬁcation en terme d’occupation
d’états propres instantanés. En second lieu nous remarquons que la phase géométrique peut être
déﬁnie de deux manières diﬀérentes selon que l’on utilise un projecteur spectral ou orthogonal.
Les arguments en faveur de l’une ou l’autre ont été présentés. Heureusement l’incohérence n’est
qu’apparente et il est possible de réconcilier les deux expressions à la limite adiabatique.
Ces arguments sont illustrés par des exemples simples avec en particulier l’étude de dy-
namiques adiabatiques autour de points exceptionnels de l’espace des paramètres. Nous avons
conﬁrmé que de telles dynamiques donnent lieu à des interversions d’états mais avec un fort
eﬀet asymétrique relatif à la qualité dissipative de l’état de départ. Dans le cas d’un système à
deux niveaux, les échanges non-adiabatiques rendent impossible l’interversion adiabatique d’états
propres en partant de l’état propre le plus dissipatif.
Les parcours entourant des points exceptionnels sont aussi le support des schémas de contrôle
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étudiés dans le dernier chapitre, qui concerne à nouveau H+2 et Na2 en champ intense. À travers
des propagations de paquets d’ondes utilisant CATM, nous avons constaté que de forts échanges
non-adiabatiques semblent rendre peu eﬃcaces les schémas de contrôle destinés au refroidissement
vibrationnel. Ces schémas sont basés sur des points exceptionnels relatifs aux états de Floquet
instantanés et sur une hypothèse adiabatique relative à ces états propres. Avec H+2 et dans une
moindre mesure avec Na2, de fortes contaminations non-adiabatiques sont présentes.
Nous devons donc maintenant chercher dans quelle mesure il est possible d’améliorer le façon-
nage des impulsions laser, de façon à révéler les transferts de populations prévus par la théorie
adiabatique de Floquet. Il serait donc intéressant de prolonger cette étude en se plaçant dans un
sous-espace constitué des vecteurs propres de Floquet qui participent aux échanges, pour détecter
plus précisément les sources de non-adiabaticité et voir s’il est possible de limiter leur eﬀet. Le
formalisme des opérateurs d’onde dépendants du temps est l’outil adéquat pour cette analyse.
D’autre part, pour réaliser une inversion vibrationnelle contrôlée, la recherche et l’utilisation des
points exceptionnels n’est pas la voie unique. L’adiabaticité n’est en eﬀet pas forcément nécessaire
à un transfert contrôlé de population, une cyclicité est en principe suﬃsante. Nous proposons de
remplacer le schéma adiabatique construit sur la base des vecteurs propres de Floquet instan-
tanés et consistant à entourer les points exceptionnels par la résolution d’un problème inverse
stationnaire. Celui-ci revient à rechercher les variations cycliques des paramètres adiabatiques du
champ laser qui font que deux vecteurs propres de Floquet généralisés se projettent à l’instant
t = 0 exclusivement sur les deux vecteurs propres du hamiltonien moléculaire |j〉 et |j′〉 concer-
nés par l’inversion. Se basant sur une cyclicité relative à ce sous-espace d’intérêt, il est possible
d’imaginer un vecteur d’état décrit uniquement par ces deux vecteurs propres de Floquet globaux
associés au sous-espace. Un tel vecteur d’état évoluerait pour se retrouver en ﬁn d’interaction de
nouveau entièrement projeté dans le sous-espace de départ mais avec une expression diﬀérente
dans la base moléculaire, passant éventuellement de l’état |j〉 à l’état |j′〉.
Annexes
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Annexe A
Opérateur d’onde de Bloch
Un problème de la diagonalisation partielle peut être résolu en utilisant l’opérateur d’onde de
Bloch. Le terme « opérateur d’onde » se rapporte en physique à plusieurs concepts et techniques
assez diﬀérents. Pour un problème de diﬀusion, il est par exemple possible d’utiliser un opérateur
formel qui transforme une fonction d’onde incidente en une fonction d’onde diﬀusée. C’est l’objet
de l’opérateur d’onde de Møller de la théorie de la diﬀusion [126], qui agit sur l’intervalle de
temps [−∞, 0] et transforme un état non perturbé en un état perturbé en t = 0. L’opérateur
d’onde de Bloch, lui, a pour objectif d’aider à la détermination d’états propres dans un problème
stationnaire [29]. Le problème posé est celui de la diagonalisation partielle d’une matrice H de
grande dimension N × N . Dans de nombreuses situations, un relativement petit nombre M de
vecteurs propres est recherché, par exemple un petit nombre d’états liés de basse énergie. Dans
le cadre de nos travaux, il s’agit de rechercher des états propres de Floquet.
Suivant l’explication de la réf. [84], imaginons que nous recherchons les M valeurs propres les
plus basses de H. Supposons que les éléments de H sont rangés de telle manière que les éléments
diagonaux sont placés dans l’ordre croissant. Si seule la partie projetée de H correspondant aux
M premières fonctions de la base est diagonalisée, cela fournit des solutions approchées pour les
M premiers états propres, mais les couplages avec les (N −M) autres fonctions de la base sont
alors négligés et leur prise en compte peut modiﬁer grandement ces résultats. Nous souhaitons
donc modiﬁer les éléments de la petite matrice M ×M en tenant compte des couplages avec
l’espace complémentaire de façon à obtenir les vraies M premières valeurs propres de la matrice
N ×N originale. En physique moléculaire la petite matrice modiﬁée est qualiﬁée de hamiltonien
eﬀectif. Il en existe une inﬁnité reliées entre elles par des transformations de similarité. Le
fait que l’on recherche aussi les M premiers vecteurs propres associés constitue une contrainte
supplémentaire au problème. Nous supposons alors l’existence d’un opérateur d’onde Ω qui,
lorsqu’il agit sur les M composantes de chaque vecteur propre trouvé par diagonalisation de
la matrice eﬀective M ×M , donne l’expression complète des N composantes des M vecteurs
propres de la matrice entière N × N . Comme nous allons le voir, un tel opérateur doit obéir à
une équation non linéaire.
Nous écrivons le problème aux valeurs propres pour une matrice H de dimensions N ×N , H
pouvant représenter un hamiltonien ou un hamiltonien de Floquet dans une base ﬁnie donnée.
Nous considérons un sous-espace associé à un certain nombre M de vecteurs de base appelé
espace actif, associé à la lettre A. Le sous-espace complémentaire est indicé par la lettre B.
Cela permet une notation compacte et claire. Sous forme partitionnée, chaque couple de vecteur
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propre
(
V
W
)
et valeur propre E vériﬁe
(
H(AA) H(AB)
H(BA) H(BB)
)(
V
W
)
= E
(
V
W
)
, (A.1)
où H(..) représente un bloc matriciel. Les diﬀérents éléments ont pour dimensions
H(AA) : M ×M,
H(AB) : M × (N −M),
H(BA) : (N −M)×M,
H(BB) : (N −M)× (N −M),
V : M × 1,
W : (N −M)× 1.
L’éq. (A.1) est équivalente au système d’équations matricielles
H(AA)V +H(AB)W = EV, (A.2a)
H(BA)V +H(BB)W = EW. (A.2b)
Parmi les approches variées décrites dans la référence [84], nous retenons ici la méthode de
transformation matricielle. Commençons par éliminer W en considérant que V et W sont liés
par la relation
W = X(BA)V, (A.3)
X(BA) restant à déterminer. Le système ci-dessus se réécrit
H(AA)V +H(AB)X(BA)V = EV (A.4a)
H(BA)V +H(BB)X(BA)V = EX(BA)V. (A.4b)
Si l’on note la matrice identité par la lettre I (dans la dimension appropriée), cette équation
s’écrit matriciellement sous la forme(
H(AA) H(AB)
H(BA) H(BB)
)(
I 0
X I
)(
V
0
)
= E
(
I 0
X I
)(
V
0
)
. (A.5)
Une matrice de la forme
T (X) =
(
I 0
X I
)
(A.6)
vériﬁe T (X)T (Y ) = T (X+Y ), donc (T (X))−1 = T (−X). La matrice déﬁnie par T (−X)HT (X)
est donc similaire à H et possède les mêmes valeurs propres. Nous multiplions donc l’éq. (A.5) à
gauche par T (−X) pour obtenir
T (−X)HT (X)
(
V
0
)
= E
(
V
0
)
(A.7)
avec pour la matrice transformée les blocs suivants :
T (−X)HT (X) =
(
H(AA) +H(AB)X H(AB)
H(BA) +H(BB)X −X (H(AA) +H(AB)X) H(BB)−XH(AB)
)
.
(A.8)
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Si X est choisi tel que le bloc BA de cette matrice est nul, c’est-à-dire
H(BA) +H(BB)X −XH(AA) −XH(AB)X = 0 (A.9)
alors le bloc AA se trouve découplé du sous-espace complémentaire. Nous qualiﬁons ce bloc de
hamiltonien eﬀectif
Heff = H(AA) +H(AB)X. (A.10)
La structure triangulaire par blocs que prend T (−X)HT (X) si la condition (A.9) est réalisée
implique que les valeurs propres du hamiltonien eﬀectif sont aussi des valeurs propres du problème
original. L’éq. (A.5) indique que les vecteurs propres du problème original sont obtenus comme(
V
W
)
=
(
V
XV
)
. (A.11)
Une façon concise de résumer ces équations est obtenue en déﬁnissant les projecteurs
P0 =
(
I 0
0 0
)
; Q0 =
(
0 0
0 I
)
(A.12)
et l’opérateur d’onde de Bloch
Ω =
(
I 0
X 0
)
. (A.13)
Au passage, notons que ces opérateurs vériﬁent les relations
ΩQ0 = 0 ; P0Ω = P0 ; ΩP0 = Ω ; Ω
2 = Ω. (A.14)
La condition (A.9) est équivalente à l’équation non linéaire dite équation de Bloch
HΩ = ΩHΩ, (A.15)
⇔
(
H(AA) +H(AB)X 0
H(BA) +H(BB)X 0
)
=
(
H(AA) +H(AB)X 0
X (H(AA) +H(AB)X) 0
)
. (A.16)
L’équation de Bloch est aussi souvent écrite sous la forme
HΩ = ΩHeff. (A.17)
La résolution de l’équation de Bloch pour Ω permet d’exprimer explicitement la matrice eﬀective
de petite dimension Heff. Celle-ci est diagonalisée par une méthode directe et l’éq. (A.11), qu’il
est possible d’exprimer sous la forme (
V
W
)
= ΩV, (A.18)
donne accès aux vecteurs propres associés. En pratique la résolution explicite n’est pas simple et
nécessite en général une approche itérative. Diﬀérentes techniques permettent d’obtenir Ω, parmi
lesquelles nous pouvons citer l’algorithme RDWA (Recursive Distorted Wave Approximation) et
la méthode Single Cycle.
Nous présentons ici quelques détails sur la procédure de détermination de l’opérateur d’onde
de Bloch, en utilisant les projecteurs pour faire le lien avec les notations du paragraphe 8.1.1.
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La traduction se fait ainsi entre les diﬀérentes notations : H(AA) = P0HP0, H(AB) = P0HQ0,
etc. Par exemple on a X = Q0XP0, ou encore Heff = P0HeffP0. L’éq. (A.15) peut s’écrire :
H(P0 +X) = (P0 +X)H(P0 +X) (A.19)
soit H(P0 +X) = (P0 +X)Heff. (A.20)
En multipliant par Q0 on obtient
Q0H(P0 +X) = XHeff. (A.21)
Nous ajoutons maintenant à chaque membre un terme (−H ′X), où H ′ est une matrive diagonale
inscrite dans l’espace complémentaire, c’est-à-dire H ′ = Q0H ′Q0 :
XHeff −H ′X = Q0(H −H ′)X +Q0HP0. (A.22)
En projetant à gauche sur un état |f〉 de l’espace complémentaire, il vient, en tenant compte du
caractère diagonal de H ′ :
〈f |XHeff − 〈f |H ′|f〉〈f |X = 〈f |(H −H ′)X + 〈f |HP0, (A.23)
soit
〈f |X (Heff − 〈f |H ′|f〉P0) = 〈f |(H −H ′)X + 〈f |HP0. (A.24)
Nous obtenons donc l’équation
〈f |XP0 =
(〈f | [H −H ′]X + 〈f |HP0)× (P0HeffP0 − 〈f |H ′|f〉P0)−1 . (A.25)
avec H ′ une matrice diagonale arbitraire de l’espace complémentaire et |f〉 un vecteur de la re-
présentation ﬁnie tel que Q0|f〉 = |f〉. Le choix particulier de H ′ conduit à diﬀérents algorithmes
itératifs permettant de résoudre l’éq. (A.25). Un opérateur d’onde d’essai X(0) est modiﬁé gra-
duellement, comme cela est expliqué dans le paragraphe 8.1.1 concernant l’algorithme RDWA.
Annexe B
Représentation sur des bases
DVR-FBR
Nous rappelons ici succinctement quelques formules essentielles sur les représentations en base
ﬁnie (Finite Basis Representation, FBR) et à variable discrète (Discrete Variable Representation,
DVR) des fonctions d’un espace de Hilbert de dimension N . La réf. [63] constitue un résumé dont
s’inspire ce paragraphe. La revue [105] et l’annexe de [22] contiennent de plus amples explications
sur les diﬀérentes bases DVR et leurs applications en dynamique quantique. Dans les exemples
numériques traités dans le présent travail, de telles bases sont utilisées pour décrire la distance
internucléaire lors de l’étude de la photodissociation de H+2 et Na2 et pour décrire la coordonnée
temporelle lors des calculs de dynamique utilisant la méthode CATM.
Représentation sur une Base Finie (FBR)
Nous cherchons à représenter numériquement une fonction complexe Ψ d’une coordonnée
réelle t (d’espace ou de temps). L’intervalle ﬁni considéré est [0, T ]. Si l’intervalle ne débute pas à
zéro mais à tmin, un simple changement de variable t′ = t−tmin est préalablement appliqué. Deux
points de vue peuvent être adoptés pour la représentation. Le premier consiste à développer la
fonction sur une base complète connue {φk}, a priori inﬁnie
Ψexacte(t) =
∑
k
akφk(t). (B.1)
Un choix judicieux consiste à travailler sur une base orthonormale vériﬁant
〈φk|φl〉 =
∫ T
0
φk(t)φl(t)dt = δkl. (B.2)
Une approximation de la fonction exacte est obtenue en la développant sur une telle base tronquée
à l’ordre N . La fonction est donc approchée par
Ψexacte(t) ≃ Ψ(t) =
N∑
k=1
ψkFBRφk(t) (B.3)
avec
ψkFBR = 〈φk|Ψ〉. (B.4)
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Cette représentation est construite pour obtenir une ressemblance globale entre la fonction exacte
et sa représentation ﬁnie. Le choix de la base dépend du problème traité et se fait en général de
telle façon que la base choisie diagonalise l’un des opérateurs linéaires présents dans le hamilto-
nien. Des polynômes orthogonaux peuvent être utilisés comme fonctions de la base ﬁnie, aussi
bien que des fonctions de Fourier. Les polynômes d’Hermite seront utilisés pour des calculs relatifs
à des oscillateurs harmoniques ou utilisant des coordonnées normales ; les polynômes de Legendre
permettent d’exprimer les harmoniques sphériques décrivant un rotateur rigide ; Les polynômes
de Laguerre apparaissent dans les solutions liées de l’oscillateur de Morse. La représentation en
série de Fourier est appropriée pour calculer des opérateurs de dérivation simples.
Règle de quadrature
Les fonctions de l’espace de Hilbert décrites numériquement par une représentation ﬁnie
interviennent dans des produits scalaires et des intégrales. Une règle de quadrature pour un
ensemble de points {tj ∈ [0, T ]} et pour un jeu de poids |cj |2, cj ∈  , est déﬁnie par [63] :∫ T
0
Φ(t)Ψ(t)dt =
N∑
j=1
|cj |2Φ(tj)Ψ(tj). (B.5)
Les valeurs discrètes tj intervenant dans la formule de quadrature sont appelés points de collo-
cation. La combinaison avec la base FBR déﬁnie dans le paragraphe précédent permet en outre
d’écrire deux règles de quadrature équivalentes :∫ T
0
Φ(t)Ψ(t)dt =
N∑
j=1
|cj |2Φ(tj)Ψ(tj), (B.6)
∫ T
0
φk(t)φl(t)dt =
N∑
j=1
|cj |2φk(tj)φl(tj). (B.7)
Les deux relations de fermeture suivantes sont vériﬁées en raison de l’orthonormalité de la base :
N∑
j=1
|cj |2φk(tj)φl(tj) = δkl, (B.8)
cicj
N∑
k=1
φk(ti)φk(tj) = δij . (B.9)
L’éq. (B.8) revient à dire que la matrice carrée R de dimension N déﬁnie par Rjk = cjφk(xj)
vériﬁe R†R =  . Si R est inversible, alors elle est unitaire : R†R = RR† =  . L’éq. (B.9) exprime
la seconde égalité. Pour i 6= j l’éq. (B.9) donne
N∑
k=1
φk(ti)φk(tj) = 0. (B.10)
Ce système non linéaire peut servir à déterminer les points de collocations {ti} pour un jeu de
fonctions donné. Si les points de collocation sont déterminés, pour i = j l’éq. (B.9) permet de
calculer les poids associés :
|cj |2 =
(
N∑
k=1
|φk(tj)|2
)−1
. (B.11)
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La phase des cj reste indéterminée, ils peuvent donc être choisis réels, ce que nous ferons.
Les règles de quadrature associées à des polynômes orthogonaux [105] peuvent être considérées
comme un cas particulier de ce formalisme général. Nous n’en parlerons pas de façon détaillée
ici.
Représentation à Variable Discrète (DVR) et construction à partir
d’une FBR
Les fonctions de base d’une représentation DVR sont localisées sur certaines valeurs discrètes
de la variable dont l’ensemble constitue une « grille ». Une représentation DVR implique égale-
ment que les opérateurs « multiplication par une fonction des coordonnées » sont supposés être
représentés par une matrice diagonale dont les éléments sont les valeurs prises par la fonction
aux points de la discrétisation. Ceci constitue en général une approximation et n’est exact que
dans certaines conditions relatives au nombre de fonctions présentes dans la base. Il est possible
d’associer à une base FBR une base DVR possédant ces qualités.
Nous demandons donc une base de fonctions {uj} qui vériﬁe
uj(ti) = δij (B.12)
Bien que les fonctions de base soient focalisées sur les points de grille, elles ne le sont donc pas
parfaitement. Chaque fonction possède une extension sur tout l’intervalle [0, T ]. Mais chaque
fonction vaut 1 en un des points de grille et vaut zéro aux autres points, avec des valeurs non
nulles entre les points de grille. On peut considérer la fonction de la base DVR associée au point
tj comme une approximation de la distribution de Dirac en ce point δ(tj). Une telle déﬁnition
permet donc de décomposer une fonction selon le développement
Ψ(t) =
N∑
j=1
ψjDVRuj(t) (B.13)
dans lequel chaque composante (contravariante) ψjDVR prend simplement la valeur prise par la
fonction lorsqu’on l’évalue au point de grille correspondant (ou point de collocation) :
Ψ(tj) =
N∑
i=1
ψiDVRδij
= ψjDVR. (B.14)
Partant d’une base FBR orthonormée avec des poids cj réels, une base DVR respectant la
condition (B.12) est construite de la façon suivante :
|uj〉 = c2j
N∑
k=1
φk(tj)|φk〉. (B.15)
226 ANNEXE B. REPRÉSENTATION SUR DES BASES DVR-FBR
En eﬀet, avec cette déﬁnition
uj(ti) = c
2
j
N∑
k=1
φk(tj)φk(ti)
= c2j
δij
cicj
= δij . (B.16)
La base DVR ainsi construite est orthogonale mais pas normée. Elle vériﬁe la relation de fermeture
N∑
j=1
1
c2j
|uj〉〈uj | =  . (B.17)
Dans la base DVR, une fonction peut aussi être représentée par ses composantes covariantes
déﬁnies par
ψDVRj = 〈uj |Ψ〉 (B.18)
Celles-ci sont reliées aux composantes contravariantes en utilisant
|Ψ〉 =
N∑
j=1
ψjDVR|uj〉 =
N∑
j=1
1
c2j
|uj〉〈uj |Ψ〉 =
N∑
j=1
1
c2j
ψDVRj |uj〉. (B.19)
soit
(composante contravariante) ψjDVR =
1
c2j
ψDVRj (composante covariante). (B.20)
Il est possible de passer de la base FBR à la base DVR en utilisant la matrice de passage :
ψkFBR =
N∑
j=1
ψjDVRTjk (B.21a)
ψjDVR =
N∑
k=1
ψkFBRT
−1
kj (B.21b)
avec Tjk = c
2
jφk(tj). (B.21c)
Enﬁn, une base DVR orthonormée est obtenue en remplaçant la déﬁnition (B.15) par
|u˜j〉 = cj
N∑
k=1
φk(tj)|φk〉. (B.22)
Alors la relation (B.12) est remplacée par
u˜j(ti) =
δij
ci
. (B.23)
Cela fait coïncider les composantes covariantes et contravariante ψDVRj = ψ
j
DVR = 〈u˜j |Ψ〉. En
revanche ces composantes ne représentent plus directement les valeurs prises par la fonction
représentée puisqu’alors l’éq. (B.14) est remplacée par
ψiDVR = ciΨ(ti). (B.24)
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Base FBR de Fourier et base DVR correspondante
Nous ne mentionnons ici que l’exemple que nous avons principalement utilisé, à savoir la base
périodique FBR de Fourier [106, 116]. En pratique, la base FBR est déﬁnie sur l’intervalle réel
t ∈ [0, T ] comme
φk(t) =
1√
T
eiωkt, (B.25)
avec k = 1, . . . , N (N est choisi pair) et les fréquences sont déﬁnies comme
ωk =
2π
T
(k − 1) si k ≤ N
2
,
ωk =
2π
T
(k − 1−N) si k > N
2
. (B.26)
Avec cette déﬁnition, les fréquences négatives sont rangées après les fréquences positives. Dans
un vecteur (ψkFBR, k = 1, . . . , N) représentant une fonction, les basses fréquences sont rangées
au début du vecteur, les composantes sont ensuite associées à des fréquences croissantes jusqu’à
la composante n°N/2 liée à la fréquence positive la plus grande. Celle-ci est suivie immédiate-
ment de la composante n°N/2 + 1 associée à la fréquence négative de plus grand module puis
les fréquences associées décroissent jusqu’à la dernière composante. De telles fonctions de base
sont intrinsèquement liées à des conditions aux bords périodiques qu’elles reproduiront obliga-
toirement. Les parties réelles des fonctions de la base FBR sont représentées sur la ﬁg. B.1.
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Figure B.1 – Parties réelles des premières fonctions de la base FBR de Fourier Re(φk(t)) pour
k = 1, . . . , 5 sur l’intervalle [0, 1].
La discrétisation
tj =
T
N
(j − 1), j = 1, . . . , N (B.27)
associée aux poids constants
cj =
√
T
N
(B.28)
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vériﬁe la condition de l’éq. (B.8). En eﬀet
N∑
j=1
|cj |2φk(tj)φl(tj) =
N∑
j=1
T
N
1√
T
eiωktj/T
1√
T
e−iωltj/T
=
1
N
N∑
j=1
e2πi(k−l)(j−1)/N ou
1
N
N∑
j=1
e2πi(k−l±N)(j−1)/N .
Si k = l alors la somme vaut N . Si k 6= l alors il s’agit de la somme des termes d’une suite
géométrique de premier terme 1 et de raison e2πi(k−l)/N qui vaut
1− (e2πi(k−l)/N)N
1− e2πi(k−l)/N = 0.
Nous retrouvons bien
∑N
j=1 |cj |2φk(tj)φl(tj) = δkl.
L’application de l’éq.(B.15) indique que la base DVR correspondant à ces points de grille est
déﬁnie par
uj(t) = 〈t|uj〉 = 1
N
N∑
n=1
ei ωn(t−tj ). (B.29)
La ﬁg. B.2 illustre bien la localisation caractéristique de chacune des fonctions de la base sur un
point de la grille. La relation de fermeture est dans ce cas
N∑
j=1
N
T
|uj〉〈uj | =  . (B.30)
L’utilisation des bases de Fourier nous permet de mentionner le théorème de Shannon-Nyquist
relatif à l’échantillonnage. Celui-ci indique que Ψ(t) est échantillonnée sans perte d’information si
la fréquence d’échantillonnage ωe est au moins le double de la plus haute fréquence ωmax présente
dans la fonction. Cela permet d’estimer le nombre de points ou de fonctions de Fourier nécessaire
à la description d’un problème. La relation de quadrature est exacte lorsque la fonction à intégrer
est périodique sans harmoniques de pulsation supérieure à ωmax = Nπ/T .
Le choix a priori compliqué du rangement des fréquences ωn permet d’obtenir une relation
très simple entre les composantes dans les bases FBR/DVR. Dans le cas présent, l’éq. (B.21)
donne
ψkFBR =
N∑
j=1
ψjDVR
T
N
1√
T
e−iωktj/T
=
√
T
N
N/2∑
j=1
ψjDVRe
−i(k−1)(j−1) T
N
2π
T +
N∑
j=N
2
+1
ψjDVRe
−i(k−1−N)(j−1) T
N
2π
T

=
√
T
N
N/2∑
j=1
ψjDVRe
−i(k−1)(j−1) 2π
N +
N∑
j=N
2
+1
ψjDVRe
−i(k−1)(j−1) 2π
N ei2π(j−1)

=
√
T
N
 1√N
 N∑
j=1
ψjDVRe
−i(k−1)(j−1) 2π
N
 .
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Figure B.2 – Parties réelles des premières fonctions de la base DVR de Fourier Re(uj(t)),
j = 1, . . . , 5 sur l’intervalle [0, 1].
Ainsi il est possible de passer directement des composantes DVR aux composantes FBR par une
transformée de Fourier discrète, déﬁnie dans l’appendice C (en notant que dans l’algorithme de
FFT les indices vont de 0 à (N − 1)) :
ψkFBR =
√
T
N
FFTk(ψ
j
DVR) (B.31a)
ψjDVR =
√
N
T
FFT−1j (ψ
k
FBR). (B.31b)
FFTk(ψ
j
DVR) désigne la k
ième composante du tableau contenant la transformée de Fourier discrète
du tableau contenant ψjDVR, j = 1, . . . , N .
Remarque sur la normalisation
Il est à noter que dans le cas du produit scalaire concernant des vecteurs propres de Floquet
à intégrer sur la dimension temporelle, la normalisation à adopter est un peu diﬀérente de celle
nécessaire dans le cas d’une normalisation sur une coordonnée d’espace. En eﬀet, sur un intervalle
de la coordonnée d’espace [0, xmax], les fonctions d’onde sont normalisées par
〈ψ|ψ〉 =
∫ xmax
0
ψ(x)ψ(x)dx = 1 (B.32)
(au moins à l’instant initial, si de la dissipation se produit par la suite, la norme peut diminuer).
Ainsi les composantes spatiales à l’instant initial sont normalisées de la façon suivante en base
FBR :
N∑
k=1
|ψkFBR|2 = 1 (B.33)
et en base DVR
N∑
j=1
|ψjDVR|2 =
xmax
N
(B.34)
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(composantes contravariantes).
En revanche, le produit scalaire sur la dimension temporelle est déﬁni par
〈λ|λ′〉 = 1
T
∫ T
0
λ(t)λ′(t)dt. (B.35)
Ainsi, lors des calculs numériques, les composantes de |λ〉 en fonction du temps (pour une valeur
donnée des coordonnées moléculaires) pourraient être normalisées en base FBR par
∑N
j=1 |λjFBR|2
= T et en base DVR par 1N
∑N
j=1 |λjDVR|2 = 1 (composantes contravariantes). Cette normali-
sation peut avoir un intérêt numérique lors de calculs intermédiaires mais n’est pas vraiment
justiﬁée. Plus encore, lorsqu’un problème est traité par CATM, on considère alors pour l’espace
de Hilbert étendu au temps une base produit, constituée d’une base moléculaire et de la base
grille telle que déﬁnie ci-dessus pour le temps. La base moléculaire peut même être biorthogonale
s’il s’agit de la base des vecteurs propres d’un hamiltonien moléculaire utilisant un potentiel
absorbant complexe. Il s’agit donc de normaliser un vecteur exprimé sur une base produit d’une
base temporelle orthogonale avec une base moléculaire biorthogonale. La normalisation doit alors
être eﬀectuée de façon classique [éq. (B.32)] sur le vecteur projeté à l’instant initial, celui-ci étant
exprimé en base DVR pour ce qui concerne le temps. Ensuite le même facteur de proportionnalité
est appliqué sur l’ensemble des composantes du vecteur à tous les autres instants.
Action d’un potentiel
En base DVR l’opérateur de multiplication par une fonction V (t) possède une représentation
presque diagonale :
N∑
j=1
1
c2j
V (tj)|uj〉〈uj |. (B.36)
Le sens précis du mot « presque » dépend des fonctions de base utilisées. L’approximation est
valable pour N suﬃsamment grand. Dans le cas des bases de Fourier, le critère de Shannon-
Nyquist évoqué ci-dessus est appliqué. La multiplication par une fonction V (t) est donc très
simple en base DVR, par exemple pour calculer l’action d’un potentiel. Il suﬃt de multiplier
chaque composante par la valeur prise par la fonction au point de collocation correspondant.
Avec les notations qui précèdent pour les composantes,
(V |Ψ〉)jDVR = V (tj)ψjDVR. (B.37)
En base FBR, un tel opérateur n’est pas diagonal mais se calcule par transformation de Fourier.
En eﬀet,
(V |Ψ〉)kFBR =
N∑
j=1
V FBRkl ψ
l
FBR (B.38)
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avec
V FBRkl = 〈φk|V |φl〉
=
N∑
j=1
T
N
1√
T
e−iωktjV (tj)
1√
T
eiωltj
=
1
N
N∑
j=1
V (tj)e
−i 2π
N
(j−1)(k−l±N)
=
1
N
N∑
j=1
V (tj)e
−i 2π
N
(j−1)(k−l)
V FBRkl =
1√
N
FFTk−l (V (tj)) . (B.39)
Action d’une dérivée
Une dérivée première possède une représentation diagonale en base FBR puisque :
d
dt
φk(t) =
d
dt
1√
T
eiωkt = iωkφk(t). (B.40)
Autrement dit (
d
dt
Ψ
)k
FBR
= iωkψ
k
FBR. (B.41)
Ceci est utile pour le calcul de l’action du hamiltonien de Floquet sur un vecteur de l’espace
étendu. La transformation vers la base DVR est la suivante. La distinction entre composantes
contravariantes et covariante doit être observée sur la base DVR car nous l’avons déﬁnie non-
normée. D’abord,
d
dt
|Ψ〉 =
∑
j
N
T
|uj〉〈uj | d
dt
∑
k
N
T
|uk〉〈uk|Ψ〉. (B.42)
Comme ψkDVR = Ψ(tk) =
N
T 〈uk|Ψ〉, la jième composante contravariante de ddt |Ψ〉 est(
d
dt
|Ψ〉
)j
DVR
=
N
T
(∑
l
〈uj | d
dt
|ul〉ψlDVR
)
. (B.43)
Pour rendre cela plus explicite, calculons 〈uj | ddt |ul〉. Déﬁnissons le vecteur de composantes contra-
variantes Il = δlj, j = 1, . . . , N représentant |ul〉 en base DVR. Toutes les composantes sont nulles
sauf la composante n°l. Nous traduisons ce vecteur en base FBR en utilisant l’éq. (B.31)
(|ul〉)kFBR =
√
T
N
FFTk(Il). (B.44)
L’opérateur ddt agissant sur ce vecteur donne le vecteur
iωk
√
T
N
FFTk(Il). (B.45)
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Nous revenons à la base DVR via la transformation inverse [éq. (B.31)] pour obtenir les compo-
santes contravariantes :(
d
dt
|ul〉
)j
DVR
=
√
N
T
FFT−1j
(
iωk
√
T
N
FFTk(Il)
)
= FFT−1j (iωkFFTk(Il)) (B.46)
La composante covariante est
〈uj | d
dt
|ul〉 =
(
d
dt
|ul〉
)j
DVR
× T
N
. (B.47)
La jième composante contravariante de ddtΨ en base DVR est donc donnée par [éq. (B.43)](
d
dt
|Ψ〉
)j
DVR
=
∑
l
FFT−1j (iωkFFTk(Il))× ψlDVR, (B.48)
où ψlDVR = Ψ(tl).
Une dérivée nième possède également une représentation diagonale en base FBR. En particu-
lier, (
d2
dt2
Ψ
)k
FBR
= −ω2kψkFBR. (B.49)
Selon le même raisonnement que ci-dessus,(
d2
dt2
|Ψ〉
)j
DVR
=
∑
l
FFT−1j
(−(ωk)2FFTk(Il)) × ψlDVR. (B.50)
Ceci est utile pour le calcul de l’action du terme cinétique du hamiltonien de H+2 ou Na2 lors de
sa diagonalisation.
Annexe C
Transformées de Fourier rapides
Nous utilisons un programme standard de calcul de transformées de Fourier rapides issu
d’une librairie NAG (Numerical Algorithms Group) [1]. Dans notre cas, les points de collocation
(points de grille) sur le temps sont tj = jT/NF avec j = 0, 1, . . . , NF − 1 et nous exprimons
une fonction du temps f(t) comme un vecteur contenant la valeur de la fonction en ces points,
zj = f(tj). Étant donnée un vecteur de NF composantes complexes zj , pour j = 0, 1, . . . , NF −1,
la transformée de Fourier discrète est déﬁnie par
zˆk =
1√
NF
NF−1∑
j=0
zj × exp
(
−i2πjk
NF
)
, k = 0, 1, . . . , NF − 1. (C.1)
La transformée inverse déﬁnie par
wˆk =
1√
NF
NF−1∑
j=0
zj × exp
(
+i
2πjk
NF
)
, k = 0, 1, . . . , NF − 1, (C.2)
est calculée avec le même programme mais en précédant et en suivant son appel de conjugaisons
complexes sur zj et zˆk. Le programme utilise l’algorithme de FFT de la référence [30]. Le temps
de calcul suit une loi du type NF log(NF ) et le programme est un peu plus rapide que d’ordi-
naire si les facteurs premiers de NF sont 2, 3 ou 5, le cas le plus rapide correspondant à NF = 2n.
La FFT fournit bien sûr une approximation de la transformée de Fourier continue puisque
c’est pour cela qu’elle est construite. Soit f(t) une fonction négligeable en dehors d’un intervalle
[0, T ]. Nous déﬁnissons sa transformée de Fourier par
F (s) =
∫ ∞
−∞
f(t) exp(−i2πst)dt. (C.3)
La transformée continue est estimée approximativement sur l’intervalle [0, NF /T ] grâce à la
transformée discrète selon la relation
F (s) ≃ T
NF
NF−1∑
j=0
fj exp(−i2πsjT/NF ), (C.4)
avec fj = f(jT/NF ), et en particulier Fk = F (k/T ) ≃ TNF
∑NF−1
j=0 fje
−i2πjk/NF pour k =
0, 1, . . . , NF − 1.
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Nous utilisons plusieurs fois un décalage dans les indices de la FFT (f(t)) pour évaluer
FFT (f(t)× eαt). Nous avons besoin d’évaluer
zˆ′k =
1√
NF
NF−1∑
j=0
zje
αtj × e−i
2πjk
NF , k = 0, 1, . . . , NF − 1; tj = jT/NF . (C.5)
autrement dit
zˆ′k =
1√
NF
NF−1∑
j=0
zje
j
NF
[−i2π(k− αTi2π )]. (C.6)
Si α est imaginaire pur (c’est-à-dire (Ej − Ei) ∈  dans le cas du paragraphe 10.2 traitant des
représentations intermédiaires), alors zˆ′k correspond approximativement à zˆk˜ où k˜ = k − αTi2π . Si
α = a+ib ∈ !, alors une telle approximation est impossible puisqu’alors la somme fait intervenir
une exponentielle réelle,
zˆ′k =
1√
NF
NF−1∑
j=0
zje
ja/NF e
j
NF
[−i2π(k− bT2π )]. (C.7)
Nous utiliserons une version exacte du décalage d’indice qui s’applique lorsque α = −in2π/T
avec n ∈ ". Alors on a
zˆ′k =
1√
NF
NF−1∑
j=0
zje
−i2πj(k+n)/NF = zˆk˜ avec k˜ = k + n. (C.8)
Si k˜ < 0 ou k˜ > NF − 1, on retombe dans l’intervalle autorisé [0, N − 1] en utilisant le fait que
zˆk±NF =
1√
NF
NF−1∑
j=0
zje
−i2πj(k±NF )/NF =
1√
NF
NF−1∑
j=0
zje
−i2πjk/NF × 1 = zˆk, (C.9)
c’est-à-dire en translatant l’indice de ±NF .
Annexe D
Propriétés de propagateurs dissipatifs
Considérons un Hamiltonien sans trace dépendant du temps et dissipatif HT , c’est-à-dire
possédant des éléments diagonaux complexes (avec des parties imaginaires non nulles) et devenant
auto-adjoint lorsqu’on le restreint à ses éléments hors diagonale. Le propagateur correspondant
est UHT (t, t0) : i
∂
∂tUHT (t, t0) = HTUHT (t, t0), et son adjoint H
†
T correspond au propagateur
U
H†T
(t, t0). Ils vériﬁent (formule de Liouville) :
det[UHT (t, t0)] = det[UH†T
(t, t0)] = 1. (D.1)
D’après la déﬁnition des propagateurs, on obtient ∂∂t [U
†
H†T
(t, t0)UHT (t, t0)] = 0, c’est-à-dire
U †
H†T
(t, t0)UHT (t, t0) =  . (D.2)
Dans le cas du système à deux niveaux de Hamiltonien
H =
(
∆1 Ω
Ω ∆2
)
(D.3)
avec en général ∆1 et ∆2 complexes et dépendants du temps : ∆j ≡ ∆j(t), Ω ≡ Ω(t), il est
possible de le décomposer en un terme proportionnel à l’identité et un terme sans trace :
H =
∆1 +∆2
2
 +HT . (D.4)
avec
HT =
( −∆2−∆12 Ω
Ω ∆2−∆12
)
. (D.5)
Le propagateur pour H s’écrit
UH(t, t0) = e
−i 1
2
∫ t
t0
dt′(∆1(t′)+∆2(t′))UHT (t, t0). (D.6)
Si ∆1 et ∆2 sont réels (Hamiltonien non-dissipatif, auto-adjoint), alors le propagateur UHT (t, t0)
est unitaire et prend la forme :
UHT (t, t0) =
(
a −b¯
b a¯
)
. (D.7)
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Dans le cas général où ∆1 et ∆2 sont complexes, cela n’est plus vrai. Écrivons le propagateur
comme
UHT (t, t0) =
(
a c
b d
)
, ad− bc = 1. (D.8)
Pour l’adjoint de H :
H† =
∆1 +∆2
2
 +H†T , (D.9)
le propagateur s’écrit
UH†(t, t0) = e
−i 1
2
∫ t
0
dt′(∆1(t′)+∆2(t′))U
H†T
(t, t0), (D.10)
où U
H†T
(t, t0) est relié à UHT (t, t0) suivant
U
H†T
(t, t0) =
(
d¯ −b¯
−c¯ a¯
)
. (D.11)
Ces propriétés sont utilisées pour obtenir une relation entre les deux fonctions d’onde issues
de deux états initiaux orthogonaux
(
1
0
)
et
(
0
1
)
et régies respectivement par H et H†,
c’est-à-dire UHT (t, t0)
(
1
0
)
=
(
a
b
)
et U
H†T
(t, t0)
(
0
1
)
=
( −b¯
a¯
)
. Ainsi
UH(t, 0)
(
1
0
)
=
(
a
b
)
e−i
1
2
∫ t
0 dt
′(∆1+∆2) (D.12a)
UH†(t, 0)
(
0
1
)
=
( −b¯
a¯
)
e−i
1
2
∫ t
0 dt
′(∆1+∆2) (D.12b)
Annexe E
Unités atomiques et conversions
Nous rappelons ici la valeur des unités atomiques dans le système international d’après le
bureau international des poids et mesures [2]. Ces valeurs sont déterminées expérimentalement.
Les chiﬀres entre parenthèses indiquent l’incertitude standard sur les deux derniers chiﬀres si-
gniﬁcatifs.
Quantité Nom de l’unité Symbole Dans le système international
charge charge élémentaire e 1.60217653(14) × 10−19 C
masse masse de l’électron me 9.1093826(16) × 10−31 kg
action constante de Planck réduite ~ 1.05457168(18) × 10−34 J.s
longueur rayon de Bohr a0 0.5291772108(18) × 10−10 m
énergie énergie de Hartree Eh 4.35974417(75) × 10−18 J
temps (unité dérivée) ~/Eh 2.418884326505(16) × 10−17 s
Table E.1 – Conversion entre les unités atomiques et les unités du système international.
Pour les applications aux systèmes photodynamiques, lorsque nous parlons de fréquence ω
il s’agit de la fréquence angulaire (pulsation). La correspondance entre fréquence angulaire ω
exprimée en unités atomiques et la longueur d’onde dans le vide λ exprimée en nanomètres est :
λ(nm) = 45.56335253 ×
1
ω(ua)
(E.1a)
Nous parlons aussi d’amplitude du champ électrique E et d’intensité lumineuse I par abus de
langage pour l’éclairement énergétique. De façon générale ils sont reliés par l’équation
I =
cnǫ0
2
|E|2 (E.2)
avec I en W.m−2 (l’unité W.cm−2 est plus usuelle), E en V.m−1, c = 299792458 m.s−1, n l’indice
optique du milieu valant 1 dans le vide, ǫ0 = 8.85418782 × 10−12 m−3kg−1s4A2 la permittivité
diélectrique du vide.
Une unité atomique de champ électrique peut être dérivée des unités de base du tableau E.1
et vaut
1 ua de champ =
Eh
ea0
= 5.14220643 × 1011 V.m−1
On ne peut déﬁnir d’unité atomique pour l’éclairement énergétique qui soit compatible à la
fois avec les unités d’énergie, de longueur et de temps et avec l’unité de champ que l’on vient
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d’évoquer. En eﬀet, l’intensité correspondant à un champ d’une unité atomique vaut
I1 =
cǫ0
2
(5.14220643 × 1011)2 ≃ 3.50944509 × 1020 W.m−2
alors que l’intensité déduite des unités de base vaut
I2 =
Eh
a20(~/Eh)
= 6.43640911 × 1019 W.m−2
Nous utiliserons donc la correspondance suivante entre champ électrique E exprimé en unités
atomiques et intensité I exprimée en W.cm−2 :
E(ua) = 5.33802710 × 10−9
√
I(W.cm−2) (E.3a)
I(W.cm−2) = 3.50944509 × 1016 E2(ua) (E.3b)
Pour simpliﬁer l’écriture des données numériques, nous utilisons aussi souvent pour le champ élec-
trique une unité spéciﬁque d’amplitude telle qu’une amplitude de 1 corresponde à une intensité
de 1014 W.cm−2.
ω (ua) λ (nm)
0.05 911.3
0.10 455.6
0.15 303.8
0.20 227.8
0.25 182.3
0.30 151.9
0.35 130.2
0.40 113.9
0.45 101.3
0.50 91.1
Table E.2 – Conversion entre fré-
quence angulaire en ua et longueur
d’onde en nm
Champ E E intensité
(unité spéciale) (ua) (W.cm−2)
0.1 5.34× 10−3 1.00 × 1012
0.2 1.07× 10−2 4.00 × 1012
0.3 1.60× 10−2 9.00 × 1012
0.4 2.14× 10−2 1.60 × 1013
0.5 2.67× 10−2 2.50 × 1013
0.6 3.20× 10−2 3.60 × 1013
0.7 3.74× 10−2 4.90 × 1013
0.8 4.27× 10−2 6.40 × 1013
0.9 4.80× 10−2 8.10 × 1013
1.0 5.34× 10−2 1.00 × 1014
1.1 5.87× 10−2 1.21 × 1014
1.2 6.41× 10−2 1.44 × 1014
Table E.3 – Conversion entre amplitude de
champ électrique en ua ou unité spéciale et
intensité en W.cm−2
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