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Estimation of parameters is a pivotal task throughout science and technology. Quantum Crame´r-Rao bound
provides a fundamental limit of precision allowed to achieve under quantum theory. For closed quantum sys-
tems, it has been shown how the estimation precision depends on the underlying dynamics. Here, we propose
a general formulation for metrology scenarios in open quantum systems, aiming to relate the precision more
directly to properties of the underlying dynamics. This feature may be employed to enhance an estimation pre-
cision, e.g., by quantum control techniques. Specifically, we derive a Crame´r-Rao bound for a fairly large class
of open system dynamics, which is governed by a (time-dependent) dynamical semi-group map. We illustrate
the utility of this scenario through three examples.
PACS numbers: 03.65.Ta, 03.67.Lx, 06.20.Dk
Introduction.—Metrology and parameter estimation lie in
the heart of science, and are prevalent in any aspect of tech-
nology. The basic task of identification or estimation of a set
of unknown parameters essentially requires an inference from
a pool of observed data about the parameters or the system
to which they are attributed. As errors and imperfections are
unavoidable in practice, increasing accuracy of the underlying
tasks of data acquisition and inference—hence improving the
quality of estimation—is an important goal of metrology [1].
Improving quality of measurement instruments and removing
potential sources of systematic errors aside, statistics provides
useful suggestions for enhancing metrology, such as increas-
ing data size and repeated measurements on an ensemble of
N ‘probe’ systems. Additionally (and more interestingly),
the underlying physics of the system of interest may also dic-
tate some restrictions or bounds on the ultimate achievable ac-
curacy (usually described through a ‘Crame´r-Rao inequality’
[2]), or even may offer new possibilities to exploit.
In quantum mechanics, measurements act differently than
in classical systems. In addition, interactions with an environ-
ment or other systems as well as (quantum) correlations can
each affect observed data [3], hence introduce new playing
factors in estimation theory. For example, it has been shown
that entanglement in a probe ensemble can be exploited to the
advantage of a quantum metrology task [4], so that it enables
the estimation error of O(1/N) (the “Heisenberg limit”), in
contrast to the classical statistical limit of O(1/
√
N ) (the
“shot-noise limit”). Alternatively, enabling k-body (k > 2)
interactions among quantum probe systems has been shown
to allow an error of O(1/
√
Nk ) [5]; or, it has been argued
that application of a suitable entangling operator may even
offer an error as small as O(2−N ) [6] (beyond the Heisen-
berg limit). Moreover, nonclassicality has been examined as
a potential resource for increasing the metrology resolution
in quantum optics [7] (for a general framework of resource
analysis, see, e.g., Ref. [8]). It thus seems natural to expect
that some properties of quantum systems can be employed as
a useful “resource” for quantum metrology. Numerous exper-
iments have indeed demonstrated achievability of sub-shot-
noise limit error by using aspects of quantum mechanics; see,
e.g., Refs. [9].
In open quantum systems, due to interaction with an en-
vironment, the underlying dynamics becomes ‘noisy.’ As
a result, formulation and analysis of quantum estimation
also becomes more involved [10, 11]. In general, dy-
namics of an open system can be described as %S(t) =
TrE [USE(t, t0)%SE(t0)U
†
SE(t, t0)], where %SE is the state
of the systems and environment (SE), and USE(t, t0) is the
corresponding unitary evolution [12, 13]. Thereby one can
argue that in general there may exist a flow of information
between the system and the environment [14]. Under some
conditions, this dynamics can feature quantum Markovian or
non-Markovian properties [15, 16]. The former case typically
appears when the environment has a small decoherence time
during which correlations disappear, whereas in the latter cor-
relations (both classical and/or quantum [17]) with the en-
vironment would form and persist. Such correlations are in
practice inevitable, which necessitates investigation of noisy
quantum metrology [10, 18–22], and may in turn offer new
resources for enhancing estimation tasks. However, develop-
ing relatively general frameworks for open-system metrology
is still needed and is of fundamental and practical importance.
Here, we first lay out a fairly general formalism for open
quantum system metrology. This (re)formulation of the prob-
lem (e.g., cf. Ref. [10]) has this advantage that here precision
of estimation is more directly related to the underlying dynam-
ics; besides, it is in some sense analogous to the closed system
formulation. This formulation also obviates the need for opti-
mization, whereas it provides efficient and reliable estimation
of the error scaling with system size, which is always achiev-
able (and often close to exact ultimate precision). Specifi-
cally, we derive a quantum Crame´r-Rao bound (QCRB) for
open system dynamics generated through dynamical map with
semigroup property. We next illustrate this setting through
several examples. The first example shows that how induced
correlations of probe quantum systems through a common en-
vironment may offer relatively higher precision for estimation
in a sense akin to what manybody interactions enable. The
other examples provide a comparison of our predicted preci-
sion with exact results in two estimation scenarios, which also
show some improvement relative to some earlier results.
Open system dynamics.—Under some specific conditions,
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2the dynamical equation describing the state of an open system
%S [defined on a Hilbert space HS] reduces to ∂τ%S(τ) =
Lτ [%S(τ)], or equivalently %S(τ) = Te
∫ τ
τ0
Lτ′dτ ′ [%S(τ0)], in
which T denotes time-ordering, and Lτ [◦] = −i[HS(τ), ◦] +∑
k ηk(τ)(Ak(τ)◦A†k(τ)−(1/2){A†k(τ)Ak(τ), ◦}) (for some
set of operators {Ak(τ)}) is the (Lindbladian) generator of the
dynamical map, withHS(τ) being the system Hamiltonian up
to a Lamb shift term (we omit subscript S henceforth). We
have also assumed ~ ≡ 1. In (time-dependent) Markovian
evolutions, we have ηk(τ) > 0 ∀k, τ ; while if some ηk be-
comes negative for some intervals, the associated dynamics
would be non-Markovian [12, 13, 15, 16].
Let us assume that a set of unknown parameters x =
(x1, . . . , x`) are to be estimated in a quantum system sub-
ject to interaction with an environment. For simplicity of our
analysis, here we consider the single-parameter case, while
generalization of our framework to the multi-parameter case
is also straightforward (see example II in the sequel). In
the closed-system scenario, this parameter x is usually as-
sumed to enter into the dynamics as a linear coupling in the
Hamiltonian H(x) = xH acting on some known initial state.
In the open-system scenario, similarly the devised dynamics
would in general depend on x as ∂τ%(x, t) = Lτ (x)[%(x, τ)].
For our later use, we vectorize this equation, which yields
∂τ |%〉〉 = L˜τ (x)|%〉〉, where L˜τ is the matrix representation
of Lτ [23–25]. Next we define the normalized pure state
%˜ ≡ |%〉〉〈〈%|/Tr[%2] (in H⊗2), and assume L˜τ (x, τ) = x(τ)L˜,
where L˜ does not depend on time; hence
%˜(x, τ) =
e
∫ τ
0
x(s)ds L˜ %˜(0) e
∫ τ
0
x(s)ds L˜†
Tr[e
∫ τ
0
x(s)ds L˜ %˜(0) e
∫ τ
0
x(s)ds L˜† ]
. (1)
The initial preparation %˜(0) may itself depend on x, but here
we do not assume such generality.
QCRB for open system metrology.—Given a data set D ≡
{γi} constituted from some measurement outcomes γi over
N (identical) probe systems, an estimator xest(D) is chosen
for the true value x. By repeating this scenario M times and
averaging, the precision of the estimated x, evaluated by δx =√
var(x) , is then fundamentally limited by the QCRB
δx > 1/
√
MF (Q)(x;N) . (2)
Here, var(x) is the variance of any unbiased estimator xest(D)
(for which, by definition, 〈xest〉 = x, with 〈◦〉 denoting the av-
erage with respect to the underlying quantum probability dis-
tribution), and F (Q)(x;N) is the so-called “quantum Fisher
information” (QFI) [18, 26, 27]. By assuming the state of each
N -probe set to be %(N)(x, τ) (hereafter we omit superscriptN
for brevity) and assigning the corresponding symmetric loga-
rithmic derivative L% through ∂x% = (L%%+ %L%)/2, the QFI
is defined as F (Q)(x, τ ;N) ≡ Tr[%(x, τ)L2%(x,τ)].
We remind that in closed systems, with %(x, τ) =
U(x, τ)%(0)U†(x, τ), the spectral decomposition % =∑
ri|ri〉〈ri| and L% = 2
∑
ij〈ri|∂x%|rj〉/(ri + rj)|ri〉〈rj |
(valid for general dynamics) lead to a direct relation between
F (Q) and the interaction H . In particular, when H(x) ≡ xH
and % is pure, we have
F (Q) = 4τ2Cov%(H,H) (3)
(with equality replaced with 6 for mixed %), where
Cov%(X,Y ) ≡ 〈XY 〉% − 〈X〉%〈Y 〉% is the covariance of
a pair of observables X and Y with respect to the state %,
which here is the very quantum standard deviation ∆2H (with
〈◦〉% ≡ Tr[% ◦]). The resulting relation
δx > 1/
(
2τ
√
M
√
Cov%(H,H)
)
= 1/(2τ
√
M ∆H), (4)
where ∆H ≡
√
∆2H , is more in the spirit of an uncertainty-
like relation [26], and shows explicitly how the precision is
dictated by the interaction. In open-system cases, however,
deriving similar, direct relation is hardly possible since, e.g.,
calculating L%(x,τ) is involved as it requires the knowledge of
the spectral decomposition of the density matrix. Thus it is
difficult to capture how interaction with an environment af-
fects the QFI and the precision. To partially alleviate this
issue, here we follow an alternative approach working with
the vectorized state %˜ instead, which enables a bound some-
what akin to Eq. (4)—with H replaced with L. Although
our method gives bounds on the QFI (not its exact value), we
demonstrate that this formalism retains significant utility in
suggesting correct behavior (e.g., scaling) for the estimation
error, and show this explicitly in various examples.
Now from the symmetric logarithmic derivative L%˜ =
2∂x%˜, one can define an associated QFI F˜ (Q) by replacing
(%, L%) → (%˜, L%˜) in F (Q). After some straightforward alge-
bra [25], using the dynamical equation Eq. (1), and assuming
a linear x-dependence as L˜τ (x) ≡ xL˜, it can be seen that
F˜ (Q) = 4[
∂τ ln x(τ)
]2 Cov%˜(L˜†, L˜), (5)
which for the time-independent case reduces to
4τ2Cov%˜(L˜
†, L˜). This relation is analogous to Eq. (3),
where instead of the Hamiltonian we have the generator of
the open dynamics.
The QFI F˜ (Q) has a natural interpretation. Recall thatF (Q)
indeed emerges from the optimization of the Fisher informa-
tion over all possible quantum measurements on the system
[26]. Similarly then, F˜ (Q) is obtained if any quantum mea-
surement on the ‘system’ is allowed. Note, however, that a
natural extension of the measurements in H to H⊗2 does not
necessarily translate into most general measurements there.
For example, a complete set of measurement {Πi} (with the
properties Πi > 0 and
∑
i Πi = 1H), when extended simply
as Π˜i = |Πi〉〉〈〈Πi|, does not constitute a complete set in the
sense that in general
∑
i Π˜i 6= 1H⊗2 .
Let us see how F˜ (Q) compares with F (Q). First we re-
mark that, from vectorizing the very definition of the symmet-
ric logarithmic derivative, we have L%˜ = L%⊗ 1 + 1 ⊗LT% −
3∂x ln Tr[%
2]. This in turn yields the following expression [25]:
F˜ (Q) = 2
Tr[%2]
(
Tr[%L%%L%] + Tr[%
2L2%]− 2
(Tr[%2L%])
2
Tr[%2]
)
.
(6)
This form is not yet directly related to F (Q). However, using
λmin(X)Tr[Y ] 6 Tr[XY ] 6 λmax(X)Tr[Y ] (valid for any
pair of positive matrices X and Y ) [here λmin(max)(X) de-
notes the minimum (maximum) eigenvalues of X], we obtain
Tr[%2]
4λmax(%)
F˜ (Q) 6 F (Q) 6 Tr[%
2]
4λmin(%)
F˜ (Q) + F (%), (7)
where F (%) ≡ (Tr[%2L%])2/
(
λmin(%)Tr[%
2]
)
. Note that the
upper bound would be vacuous when λmin(%) = 0, thus this
case needs special care if one wants to use this bound. Another
special case is when the evolution is unitary with a pure initial
state, i.e., |Ψ(x, τ)〉 = U(x, τ)|Ψ(0)〉. Here, however, a sig-
nificant simplification occurs due to 〈Ψ(x, τ)|LΨ|Ψ(x, τ)〉 =
0, whence Eq. (6) reduces to F˜ (Q) = 2F (Q) (whereas the
lower bound of Eq. (7) gives F˜ (Q) 6 4F (Q)).
Equation (7) provides lower and upper bounds on the ex-
act QFI F (Q). To obtain the scaling of F (Q), it suffices to
find the scaling of the lower bound of Eq. (7), since if this
bound scales as O(Np) (for some p > 0), it is guaranteed that
F (Q) = O(Nq) with some q > p. However, an upper bound
on the QFI might result in an unachievable (hence unreliable)
estimation error, thus care must be taken with such bounds.
This is another distinctive feature of our method in compari-
son to the methods of Refs. [10, 19] that here we use a lower
bound on the QFI to predict the scaling of the estimation error.
Putting everything together, in general we have obtained
1/F (Q) 6 K/F˜ (Q), (8)
where
K(%) ≡
{
4λmax(%)/Tr[%
2], % mixed
2, % pure
(9)
and for the latter case the inequality in Eq. (8) is replaced with
equality. This bound only needs the knowledge of the gener-
ators of the dynamics (Lτ ) and the instantaneous state (%),
without need to calculate L% or to do any optimization.
A desirable property of F (Q) is that for a fully prod-
uct/separable estimation scenario withN product input states,
we have F (Q)(x, τ ;N) = NF (Q)(x, τ ; 1), which naturally
carries over to F˜ (Q)(x, τ ;N) [25]. Thus for this special case,
at the left- and right-hand sides of Eq. (7), we must replace
% [the N -probe state] with %(1) [the single-probe state] and
F˜ (Q)(x, τ ;N) with N F˜ (Q)(x, τ ; 1), which exhibits the ex-
pected shot-noise scaling O(1/
√
N ) for the estimation error.
Example I.—We assume N probe particles each of which
only interacts with a common bath such that the interactions
induce all possible k-body terms (Fig. 1) [28] in the Lindbla-
dian as follow:
Lτ [%] =
∑
i1···ik
σi1 · · ·σik % σi1 · · ·σik − CN,k %, (10)
HB...
HP1
HP2
HPN
HBPN
HBP2
HBP1
Probes Common Bath
FIG. 1. N probes, initially well isolated from each other, all interact
with a common bath through two-body interactionsHBPi . HereHPi
and HB are the free Hamiltonians of probe i and the bath, respec-
tively. These two-body interactions may induce a manybody quan-
tum correlation among the probes [28, 29].
where σij are all the same Pauli matrix (e.g., σ
z), subscript ij
is the particle index, and the factor CN,k =
(
N
k
)
counts the
number of k-body operators. This is a generalization of the
scenario considered in the closed-system context of Ref. [5],
and is beyond the scope of the analysis in Ref. [19] for esti-
mation scenarios with separable channels.
We choose the initial state of the whole N -probe system
to be the maximally entangled pure state %(0) = |Ψ〉〈Ψ|,
where |Ψ〉 = (|EM 〉⊗N−|Em〉⊗N )/
√
2 , andEm (EM ) is the
smallest (largest) eigenvalue of σ. For odd ks, σi1σi2 · · ·σik⊗
σi1σi2 · · ·σik(|Ψ〉 ⊗ |Ψ∗〉) = |Ψ⊥〉|Ψ⊥
∗〉, where |Ψ⊥〉 =
(|EM 〉⊗N + |Em〉⊗N )/
√
2 . It is straightforward to see that
[25] (|Ψ⊥〉|Ψ⊥∗〉−|Ψ〉|Ψ∗〉)/√2 is a normalized eigenvector
of L˜ corresponding to the eigenvalue −2CN,k, whence
K
F˜ (Q) =
(e−2CN,kτx + 1)(e−4CN,kτx + 1)
4τ2C2N,ke
−4CN,kτx . (11)
An immediate implication of this relation and that CN,k =
O(Nk) is that for small values of the x parameter a polyno-
mial precision in the estimation can be achieved.
Example II.—Consider a dephasing channel acting sep-
arately on an N -qubit system, described by Lτ [%] =
ix1[H, %] + (1/2)x2(τ)
(∑N
m=1 σ
z
m%σ
z
m −N%
)
, in which x1
is the gap of the Hamiltonian H =
∑N
m=1 |1〉m〈1|, whose
ground-state energy is zero [30]. We assume two different ini-
tial states; the product state |Ψp〉 = [(|0〉 + |1〉)/
√
2 ]⊗N and
the entangled “GHZ” state |Ψe〉 = (|0〉⊗N + |1〉⊗N )/
√
2 .
Estimation of x1.—Using Eq. (8) and after some algebra
[25], it is obtained that in the case of product (“p”) and entan-
gled (“e”) states we have
F˜ (Q)p (x1)
K =
Nτ2e−3Γ/2
2 ch(Γ/2)
, (12)
F˜ (Q)e (x1)
K =
N2τ2e−3NΓ/2
2 ch(NΓ/2)
, (13)
whereas the exact QFIs are argued to be [22, 32]
F (Q)p (x1) = Nτ2e−2Γ, (14)
F (Q)e (x1) = N2τ2e−2NΓ. (15)
40.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
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Cexact
C2
FIG. 2. (color online.) Factor C(Γ) in the scaling O(C/
√
N ) of
the x1 estimation with product states. The values C1 [down, purple],
Cexact [middle, dot-dashed], and C2 [up, orange] are given through
Refs. [10,19], exact calculation, and our method, respectively.
Here Γ(τ) ≡ ∫ τ
0
x2(s)ds, ch = cosh, and sh = sinh. It is evi-
dent that the ratio of the bound (12) and the exact value (14) is
always equal to (1+e−Γ)−1; and for largeNs, the ratio of the
bound (13) and the exact value (15) goes to 1. Note that when
x2 = 0, the ratios both are 1/2, which is consistent with what
we expect in the unitary case [F˜ (Q) = 2F (Q)]. Therefore,
our framework correctly captures the scaling of the error in
this example. The very problem of estimating x1 (with prod-
uct input states) has already been discussed in Refs. [10, 19]
too, where it has been found that δx1 = O(C/
√
N ), with a
given constant C. However, interestingly, here our formalism
gives a more improved scaling in that it compares with the ex-
act solution more favorably and with a betterC; see Fig. 2 and
the discussion in Ref. [25].
A more exhaustive comparison of the “p” and “e” scenarios
necessitates finding optimized measurement times for either.
We have performed this analysis in Ref. [25] and shown that
in the Markovian case of this estimation task no relative ad-
vantage is offered by the “e” scenario, although with a differ-
ent noise model in the Markovian case the “e” scenario has
been shown to be advantageous [31]. In the non-Markovian
case, however, here the “e” scenario may outperform “p” for
our specific noise model. This sort of comparative analysis,
introduced in Ref. [22], can have intimate implications on ex-
perimental realizations.
Estimation of x2.—Similar calculations [25] yield
F˜ (Q)p (x2)
K =
Ne−Γ/2
4[∂τ ln x2]2 ch(Γ)ch(Γ/2)
, (16)
F˜ (Q)e (x2)
K =
N2e−NΓ/2
4[∂τ ln x2]2 ch(NΓ)ch(NΓ/2)
. (17)
On the other hand, here the exact QFIs are obtained as
F (Q)p (x2) =
1
[∂τ ln x2]2
Ne−Γ
2 sh(Γ)
, (18)
F (Q)e (x2) =
1
[∂τ ln x2]2
N2e−NΓ
2 sh(NΓ)
. (19)
Again it is evident that the ratio of the bound (16) and the
exact value (18) is always (e2Γ− eΓ)/(e2Γ + 1); and the ratio
2468
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FIG. 3. (δϕ)min [or K/F˜ (Q)] vs. ϕ and N in exam-
ple III [Eq. (117)]. Black curves represent values ϕ ∈
{pi/20, 2pi/20, . . . , 9pi/20} all showing the scaling c(ϕ)/√N ,
where c(ϕ) ≈ 1/2 as in Ref. [33].
of the bound (17) to the exact value (19), for large Ns, goes
to 1. These results also exhibit correct scalings and behaviors.
Example III.—Consider a lossy bosonic channel described
by Lτ [%] = x[a%a† − (n̂% + %n̂)/2], where a (a†) is the
bosonic annihilation (creation) operator, n̂ = a†a, and x
is the loss parameter. The QCRB for estimation of ϕ—
defined through tan2[ϕ(x, τ)] = exτ − 1—has been obtained
as δϕ > 1/
√
4nτ , and whereby δx >
√
x/(nτ) , where
n = Tr[n̂%(0)] [33]. Particularly, it has been shown that Fock
states are optimal for this estimation [20]. Here we revisit
this example and demonstrate that the behavior of the error is
captured correctly in our framework.
The evolution of this system, when the initial state is %(0) =
|N〉〈N | (whence n = N ), is given by
|%(x, τ)〉〉 =
N∑
m=0
s2mc2(N−m)CN,m|N −m〉|N −m〉 (20)
in which s = sinϕ and c = cosϕ.
The analytic expression of K/F˜ (Q) can be found as
K
F˜ (Q)(ϕ) = (1/4) cot
2 ϕ max
06m6N
[
CN,ms
2mc2(N−m)
]×
[ N∑
m=0
s4mc4(N−m)C2N,mA
2
N,m
−
(∑N
m=0 s
4mc4(N−m)C2N,mAN,m
)2
∑N
m=0 s
4mc4(N−m)C2N,m
]−1
, (21)
where AN,m = m(1 + cot2 ϕ) − N . Using F (Q)(x) =
(∂xϕ)
2F (Q)(ϕ), one can relate the lower bound for estima-
tion of x to that of ϕ. Figure 3 depicts (δϕ)min, which verifies
that our bound gives the correct behavior of the error.
Summary and outlook.—Here we have outlined a fairly
general formalism for open quantum system metrology. In
this formulation, the precision of estimation is more directly
related to the underlying dynamics, in some sense similar
to the closed-system formulation. This property may enable
to enhance metrology in noisy systems by employing quan-
tum/classical control methods to partially engineer or manip-
ulate the system. We have derived a quantum Crame´r-Rao
5bound for open system dynamics generated through dynami-
cal map with the semigroup property. It has been shown that
this method always gives an achievable precision (which is
mostly close or equal to ultimate bound), while it also offers
other advantages, such as providing an efficient method for
deriving bounds based on dynamics, over existing methods.
This setting was then illustrated through some examples. The
first example implied possibility of exploiting induced corre-
lations of probe quantum systems through a common environ-
ment in order to achieve a relatively higher precision. Other
two examples have illustrated that our bound could indeed
give correct scaling of the estimation error.
Our formalism may introduce novel methods for utilizing
some of the resources offered in open quantum dynamics,
such as induced manybody correlations and memory, to hope-
fully enhance a quantum estimation task in the presence of
noise. This in turn can spur applications in, e.g., quantum
sensing [18, 34] and quantum control of optomechanical de-
vices for advanced means and technologies [35].
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6Supplemental Material:
Vectorization
Let {|i〉} be a given orthonormal basis for the Hilbert spaceH. To an arbitrary linear operator
A =
∑
ij
〈i|A|j〉|i〉〈j| ∈ S(H), (22)
one can assign a vector
|A〉〉 =
∑
ij
〈i|A|j〉|i〉|j〉 ∈ S(H⊗2). (23)
This (row) “vectorization” is basis-dependent. To remove any ambiguity, henceforth we use the “computational basis,” in which
|i〉 .= (0 . . . 0 1 0 . . . 0)T . In the examples described in the next sections, though, we may choose the more natural photon-
number basis for the vectorization.
1. For an arbitrary Hermitian operator A with the spectral decomposition A =
∑
i ai|ai〉〈ai| (where ai ∈ R and 〈ai|aj〉 =
δij), we have
|A〉〉 =
∑
i
ai|ai〉|a∗i 〉, (24)
where |a∗i 〉 is the complex conjugate of |ai〉 in the computational basis.
Proof. Assume |ai〉 =
∑
i′ αii′ |i′〉, where {|i′〉} is the computational basis. Thus in the computational basis one can write
A =
∑
ii′i′′ aiαii′α
∗
ii′′ |i′〉〈i′′|, whence
|A〉〉 =
∑
ii′i′′
aiαii′α
∗
ii′′ |i′〉|i′′〉
=
∑
i
ai
∑
i′
αii′ |i′〉
∑
i′′
α∗ii′′ |i′′〉
=
∑
i
ai|ai〉|a∗i 〉.
In a similar vein, one can show that for an arbitrary operator A =
∑
ij〈ui|A|uj〉|ui〉〈uj |, where {|ui〉} is some orthonor-
mal basis (not necessarily the computational basis), the vectorization yields
|A〉〉 =
∑
ij
〈ui|A|uj〉|ui〉|u∗j 〉, (25)
where |u∗j 〉 is the complex conjugate of |ui〉 in the computational basis.
2. This Hilbert-Schmidt spaceHHS naturally carries an inner product structure through
〈〈A|B〉〉 ≡ Tr[A†B]. (26)
Note that although |A〉〉 depends on basis, 〈〈A|B〉〉 does not.
Proof. 〈〈A|B〉〉 = ∑ij,i′j′ A∗ijBi′j′〈ij|i′j′〉 = ∑ij A∗ijBij = Tr[A†B], where Aij = 〈i|A|j〉.
3. Another vectorization identity that proves useful is as follows:
|ABC〉〉 = (A⊗ CT )|B〉〉, ∀A,B,C. (27)
7Proof. This is straightforward by definition,
|ABC〉〉 =
∑
ijkl
〈i|A|j〉〈j|B|k〉〈k|C|l〉|i〉|l〉
=
∑
ijkl
|il〉〈il|(A⊗ CT )|jk〉〈j|B|k〉
=
∑
ij
(A⊗ CT )|j〉|k〉〈j|B|k〉
= (A⊗ CT )
∑
ij
〈j|B|k〉|j〉|k〉
= (A⊗ CT )|B〉〉.
Note that the transposition CT is defined through 〈l|CT |k〉 = 〈k|C|l〉, and depends on the basis.
4. For any two observables A and B acting onH, we have
|A⊗B〉〉 = |A〉〉 ⊗ |B〉〉. (28)
That is, vectorization of tensor product results in the tensor product of vectorized items.
Proof. Note that A⊗B = ∑ijklAij |i〉〈j| ⊗Bkl|k〉〈l|. Thus
|A⊗B〉〉 =
∑
ij,kl
Aij |ij〉Bkl|kl〉
= |A〉〉 ⊗ |B〉〉. (29)
As a result, we have |A⊗N 〉〉 = |A〉〉⊗N .
Remark 1.—For a review of purification methods and their applications in quantum information see Refs. [23].
Proof of Eqs. (5)–(7)
From ∂τ |%〉〉 = L˜τ (x)|%〉〉 and L˜τ (x) = x(τ)L˜, we have
∂x|%〉〉 = 1
∂τx(τ)
∂τ |%〉〉
=
1
∂τ ln x(τ)
L˜|%〉〉. (30)
Hence for the pure state %˜ = |%〉〉〈〈%|/Tr[%2] we obtain
L%˜ = 2∂x%˜ (31)
= 2
(∂x|%〉〉〈〈%|
Tr[%2]
+
|%〉〉∂x〈〈%|
Tr[%2]
− |%〉〉〈〈%|∂xTr[%
2]
Tr[%2]2
)
(32)
= 2
( 1
∂τ ln x(τ)
L˜%˜+
1
∂τ ln x(τ)
%˜L˜† − %˜ ∂x ln Tr[%2]
)
. (33)
As a result, the associated QFI to %˜ becomes
F˜ (Q) = Tr[%˜L2%˜]
Eq. (33)
=
4[
∂τ ln x(τ)
]2 Cov%˜(L˜†, L˜). (34)
This is Eq. (5) of the main text.
8To relate F˜ (Q)%˜ with F (Q)% , we first need to relate L%˜ with L%. In so doing, we first vectorize the very definition of the SLD L%
(1/2)(L%%+ %L%) = ∂x%
Eq. (27)⇒ (L% ⊗ 1 + 1 ⊗ LT% )|%〉〉 = 2∂x|%〉〉. (35)
Replacing this into Eq. (32) yields
L%˜ = (L% ⊗ 1 + 1 ⊗ LT% − ∂x ln Tr[%2])%˜+ %˜(L% ⊗ 1 + 1 ⊗ LT% − ∂x ln Tr[%2])
Eq. (31)
= 2∂x%˜. (36)
Hence by comparing the above relation with the very definition of L%˜, ∂x%˜ = (1/2)(L%˜%˜+ %˜L%˜), we obtain
L%˜ = L% ⊗ 1 + 1 ⊗ LT% − ∂x ln Tr[%2] (37)
= L% ⊗ 1 + 1 ⊗ LT% − 2
Tr[%2L%]
Tr[%2]
, (38)
where we have used
∂x ln Tr[%
2] =
1
Tr[%2]
Tr[∂x%%+ %∂x%]
Eq. (35)
= 2
Tr[%2L%]
Tr[%2]
. (39)
Recalculating F˜ (Q) from L%˜ of Eq. (38) yields
F˜ (Q) = Tr[%˜L2%˜] (40)
=
1
Tr[%2]
〈〈%|
(
L% ⊗ 1 + 1 ⊗ LT% − 2Tr[%2L%]/Tr[%2]
)2
|%〉〉
Eq. (27)
=
1
Tr[%2]
〈〈L%%+ %LT% − 2% Tr[%2L%]/Tr[%2]|L%%+ %LT% − 2% Tr[%2L%]/Tr[%2]〉〉
Eq. (26)
=
1
Tr[%2]
Tr
[(
L%%+ %L% − 2% Tr[%2L%]/Tr[%2]
)2]
=
2
Tr[%2]
(
Tr[%L%%L%] + Tr[%
2L2%]− 2
(Tr[%2L%])
2
Tr[%2]
)
, (41)
which is Eq. (6) of the main text.
We now employ the fact that for any pair of positive operators A and B, λmin(A)Tr[B] 6 Tr[AB] 6 λmax(A)Tr[B]. Thus
for the first term in Eq. (41) we obtain
λmin(%)F (Q) 6 Tr[%L%%L%] 6 λmax(%)F (Q), (42)
and similarly (by using Tr[%2L2%] = Tr[%
√
% L2%
√
% ]) for the second term of Eq. (41)
λmin(%)F (Q) 6 Tr[%2L2%] 6 λmax(%)F (Q). (43)
Combining Eqs. (41), (42), and (43) gives
4λmin(%)
Tr[%2]
(
F (Q) − Tr[%
2L%]
2
λmin(%)Tr[%2]
)
6 F˜ (Q) 6 4λmax(%)
Tr[%2]
(
F (Q) − Tr[%
2L%]
2
λmax(%)Tr[%2]
)
, (44)
if λmin(%) > 0, which in turn can be equivalently rearranged as
Tr[%2]
4λmax(%)
F˜ (Q) + Tr[%
2L%]
2
λmax(%)Tr[%2]
6 F (Q) 6 Tr[%
2]
4λmin(%)
F˜ (Q) + Tr[%
2L%]
2
λmin(%)Tr[%2]
, (45)
or simply as
Tr[%2]
4λmax(%)
F˜ (Q) 6 F (Q) 6 Tr[%
2]
4λmin(%)
F˜ (Q) + Tr[%
2L%]
2
λmin(%)Tr[%2]
. (46)
This is Eq. (7) of the main text.
9Proof that for a fully product scenario F˜ (Q)(x, τ ;N) = NF˜ (Q)(x, τ ; 1)
For a separable or fully product estimation scenario with product input states (%(1) ⊗N ) and separate channels, we have
L% =
∑N
m=1 L
(m)
%(1)
, where L(m)
%(1)
is the SLD when the single-probe input state for channel m is %(1). This property yields
F (Q)(N) = Tr[%L2%]
= Tr
[ N∑
m,m′=1
L
%
(1)
m
L
%
(1)
m′
%(1) ⊗N
]
=
N∑
m=1
Tr[%(1)m L
2
%
(1)
m
]Tr[%(1) ⊗(N−1)] +
∑
m6=m′
Tr[L
%
(1)
m
%(1)m ]Tr[L%(1)
m′
%
(1)
m′ ]Tr[%
(1) ⊗(N−2)]
= NF (Q)(1), (47)
where in the last line we have used the fact that Tr[Lξξ] = 0 for any density matrix ξ, which is an immediate consequence of
the definition of SLD.
Property (47) naturally carries over to F˜ (Q), i.e.,
F˜ (Q)(x, τ ;N) = N F˜ (Q)(x, τ ; 1), (48)
if we note that from Eq. (28) a fully product scenario with input state %(1) ⊗N is equivalent to a fully product scenario with input
state %˜⊗N(1) . Alternatively, one can also verify validity of Eq. (47) for F˜ (Q) through Eq. (41).
Example I
In this example, we have
L˜ =
∑
i1···ik
σi1σi2 · · ·σik ⊗ σi1σi2 · · ·σik − CN,k1 ⊗ 1 , (49)
where we have used σT = σ in the computational basis. For odd ks we obtain
σi1σi2 · · ·σik ⊗ σi1σi2 · · ·σik(|Ψ〉 ⊗ |Ψ∗〉) = |Ψ⊥〉|Ψ⊥
∗〉, (50)
σi1σi2 · · ·σik ⊗ σi1σi2 · · ·σik(|Ψ⊥〉 ⊗ |Ψ⊥
∗〉) = |Ψ〉|Ψ∗〉, (51)
where |Ψ〉 = (|EM 〉⊗N − |Em〉⊗N )/
√
2 and |Ψ⊥〉 = (|EM 〉⊗N + |Em〉⊗N )/
√
2 , with |Em〉 (|EM 〉) being the state corre-
sponding to the smallest (largest) eigenvalue of σ (i.e., ±1). This implies that
L˜|Ψ〉|Ψ∗〉 = CN,k(|Ψ⊥〉|Ψ⊥∗〉 − |Ψ〉|Ψ∗〉). (52)
Thus
|%(x, τ)〉〉 = exτ L˜|Ψ〉|Ψ∗〉
= (1/2)
(
[1 + e−2xτCN,k ]|Ψ〉|Ψ∗〉+ [−1 + e−2xτCN,k ]|Ψ⊥〉|Ψ⊥∗〉
)
. (53)
Here after we use %(τ) as a shorthand for %(x, τ). Now it is straightforward to see
Tr[%2(τ)] = (1/2)(1 + e−4xτCN,k), (54)
λmax
(
%(τ)
)
= (1/2)(1 + e−2xτCN,k), (55)
K(%(τ)) = 41 + e−2xτCN,k
1 + e−4xτCN,k
, (56)
〈L˜〉%˜(τ) = 〈L˜†〉%˜(τ) = −2CN,k/[1 + e−4xτCN,k ], (57)
〈L˜†L˜〉%˜(τ) = 4C2N,k/[1 + e−4xτCN,k ], (58)
(59)
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whereby
F˜ (Q)(x, τ ;N)
K(%(τ)) = 4τ
2C2N,ke
−4xτCN,k
[1 + e−4xτCN,k ][1 + e−2xτCN,k ]
, (60)
which is Eq. (12) of the main text.
Example II
The master equation
∂τ% = ix1[H, %] + (1/2)x2(τ)
( N∑
m=1
σzm%σ
z
m −N%
)
, (61)
with H =
∑N
m=1 |1〉m〈1| ≡
∑
mHm, is vectorized as
∂τ |%〉〉 Eq. (27)=
(
ix1L˜1 + x2(τ)L˜2
)
|%〉〉, (62)
where
L˜1 = H ⊗ 1 − 1 ⊗HT ≡
∑
m
L˜
(m)
1 , (63)
L˜2 = (1/2)
( 2N−1∑
m∈odd
σzm ⊗ σzm+1 −N1
) ≡∑
m
L˜
(m)
2 . (64)
This equation can be solved as follows:
|%(x1, x2, τ)〉〉 = eix1τ L˜1+Γ(τ)L˜2 |%(0)〉〉, (65)
where Γ(τ) =
∫ τ
0
x2(s)ds. For brevity, hereafter we replace %(x1, x2, τ) with %(τ).
Estimation of x1
Initial product state
In this case we have a scenario with separate channels with an initial product state given by
|%p(0)〉〉 Eq. (28)= |%(1)p (0)〉〉⊗N , (66)
where
|%(1)p (0)〉〉 = (1/2)(|00〉+ |01〉+ |10〉+ |11〉)
.
= (1/2)(1 1 1 1)T , (67)
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FIG. 4. (color online.) Constant factorC(Γ) in the scalingO(C/
√
N ) of the x1 estimation with product states. The valuesC1 [down, purple],
Cexact [middle, dot-dashed], and C2 [up, orange] are given through Refs. [10,19], exact calculation, and our method, respectively.
where the state in the first line is ∈ H⊗21 ⊗H⊗22 ⊗ . . .H⊗2N . The goal is thus to compute F˜ (Q)(x, τ ; 1) according to Eq. (5) of
the main text. It is straightforward to see that
|%(1)p (τ)〉〉
Eq. (65)
= (1/2)
(
1 eix1τ−Γ(τ) e−ix1τ−Γ(τ) 1
)T
, (68)
%(1)p (τ) = (1/2)
(
1 eix1τ−Γ(τ)
e−ix1τ−Γ(τ) 1
)
, (69)
λmax
(
%(1)p (τ)
)
= e−Γ(τ)/2ch
(
Γ(τ)/2
)
, (70)
Tr[%(1)p
2
(τ)] = e−Γ(τ)ch
(
Γ(τ)
)
, (71)
K(%(1)p (τ)) = 4eΓ(τ)/2ch(Γ(τ)/2)/ch(Γ(τ)), (72)
L˜
(1)
1 |%(1)p (τ)〉〉 ·= (1/2)
(
0 − eix1τ−Γ(τ) e−ix1τ−Γ(τ) 0)T , (73)
〈L˜(1)1 〉%˜(1)p (τ) = 〈L˜
(1)†
1 〉%˜(1)p (τ) = 0, (74)
〈L˜(1)†1 L˜(1)1 〉%˜(1)p (τ) = e
−Γ(τ)/[2ch
(
Γ(τ)
)
]. (75)
From Eq. (34) [Eq. (3) of the main text] it can be read
F˜ (Q)p (x1, τ ; 1) = 2τ2e−Γ(τ)/ch
(
Γ(τ)
)
, (76)
and in turn
F˜ (Q)p (x1, τ ;N)
K(%(1)p (τ)) Eq. (48)= Nτ
2e−3Γ(τ)/2
2ch
(
Γ(τ)/2
) , (77)
which is Eq. (13) of the main text.
Remark 2.—The very problem of estimating the parameter x1 has already been discussed in Refs. [10,19], albeit with different
methodologies. Although our method does not compare with the methods in these references, it is interesting to compare the
obtained scalings for δx1 with those of Refs. [10,19]. As argued in Table 1 of Ref. [19], the expected scaling for the error should
be O(C/
√
N )—the very shot-noise scaling—with C1 =
√
(1− η2)/η for both the methods of Ref. [10] and Ref. [19]. Here,
the parameter η can be related to our parameter Γ through η = e−Γ. On the other hand, the exact solution gives Cexact = eΓ
[Eq. (15) of the main text], whereas our method gives C2 =
√
2e3Γ/2ch(Γ/2) [Eq. (77)]. Figure 4 depicts these results vs. Γ.
It is seen that C1 is always below Cexact, while as expected our C2 is above all. Interestingly, C1 does not compare well with
Cexact (whether for small or large values of Γ); however, our C2 behaves not only similarly to Cexact for all values of Γ, it also
is closer to this exact value than C2.
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Initial entangled state
In this case we have %(0) = |Ψe〉〈Ψe|, where |Ψe〉 = (|0〉⊗N + |1〉⊗N )/
√
2 . Hence
|%e(0)〉〉 = (1/2)
(|00〉⊗N + |01〉⊗N + |10〉⊗N + |11〉⊗N ) (78)
·
= (1/2)
(
1 0 1 0 1 0 1
)T
, (79)
where the state in the first line is ∈ H⊗21 ⊗H⊗22 ⊗ . . .H⊗2N . For the ease of notation hereafter we work in the subspace excluding
those marked with 0s above. It is then straightforward to see that
|%e(τ)〉〉 Eq. (65)= (1/2)
(
1 eiNx1τ−NΓ(τ) e−iNx1τ−NΓ(τ) 1
)T
(80)
%e(τ) = (1/2)
(
1 eiNx1τ−NΓ(τ)
e−iNx1τ−NΓ(τ) 1
)
, (81)
λmax
(
%e(τ)
)
= e−NΓ(τ)/2ch
(
NΓ(τ)/2
)
, (82)
Tr[%2e(τ)] = e
−NΓ(τ)ch
(
NΓ(τ)
)
, (83)
K(%e(τ)) = 4eNΓ(τ)/2ch(NΓ(τ)/2)/ch(NΓ(τ)), (84)
L˜1|%e(τ)〉〉 = (1/2)
[ 2N∑
m∈odd
|1〉m〈1| ⊗ 1 −
2N∑
m∈even
1 ⊗ |1〉m〈1|
]×
(|00〉⊗N + eiNx1τ−NΓ(τ)|01〉⊗N + e−iNx1τ−NΓ(τ)|10〉⊗N + |11〉⊗N )
·
= (N/2)
(
0 − eiNx1τ−NΓ(τ) e−iNx1τ−NΓ(τ) 0)T , (85)
〈L˜1〉%˜e(τ) = 〈L˜†1〉%˜e(τ) = 0, (86)
〈L˜†1 L˜1〉%˜e(τ) = N2e−2NΓ(τ)/[2 ch
(
NΓ(τ)
)
]. (87)
Thus
F˜ (Q)e (x1, τ ;N)
K(%e(τ)) = N
2τ2e−3NΓ(τ)/2
2 ch
(
NΓ(τ)/2
) , (88)
which is Eq. (14) of the main text.
Remark 3.—One can provide a further comparison of the performance of the separable scenario (using product states) with
the entangled scenario (using entangled states) by taking into account the best interrogation times for both scenarios (see Refs.
[22,29] of the main text for analogous comparisons). Such comparison may prove useful for practical purposes.
Let us assume that the total experiment (measurement) time for each scenario is T , during which we perform measurements in
each interrogation time τ . ThusM = T/τ shows how many times we have repeated the scenarios. For the separable scenario, we
choose N independent systems as in Eq. (66) as our input; while for the entangled scenario, we choose the N -partite entangled
state (78) as the input. Now we define the relative resolution R as the ratio of the optimized bounds on the accuracies of the
separable and entangled scenarios over the interrogation times (τp and τe),
R2 ≡ minτ (δx1)
2|p
minτ (δx1)
2|e
=
maxτ MeF˜ (Q)e (x1, τ ;N)/K
(
%e(τ)
)
maxτ MpF˜ (Q)p (x1, τ ;N)/K
(
%
(1)
p (τ)
) (89)
=
1
N
maxτ F˜ (Q)e (x1, τ ;N)/
[
τK(%e(τ))]
maxτ F˜ (Q)p (x1, τ ; 1)/
[
τK(%(1)p (τ))] (90)
= N
τe
τp
e−3NΓ(τe)/2+3Γ(τp)/2
ch
(
Γ(τp/2)
)
ch
(
Γ(Nτe/2)
) . (91)
The best/optimized interrogation times τp and τe are obtained by the following equations:
∂τ
(
F˜ (Q)p (x1, τ ; 1)
τK(%(1)p (τ))
) ∣∣∣
τ=τp
= 0, (92)
∂τ
(
F˜ (Q)e (x1, τ ;N)
τK(%e(τ))
) ∣∣∣
τ=τe
= 0, (93)
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or from
τp
(
3 + th[Γ(τp)/2]
)
x2(τp) = 2, (94)
Nτe
(
3 + th[NΓ(τe)/2]
)
x2(τe) = 2, (95)
where th ≡ tanh.
In the absence of dephasing (Γ = 0), we have τp = τe, from whence R2 = N . This is the very Heisenberg limit for closed
systems. In the Markovian case, we have x2(τ) = x2τ (i.e., Γ(τ) = x2τ ). Replacing the solutions of Eqs. (94) and (95)
[τpx2 = Nτex2 ≈ 0.607065] in Eq. (91) yields that here R2 = 1. That is, in the Markovian case the entangled scenario for
the best corresponding interrogation time does not offer an advantage over the separable scenario in its best interrogation time.
This is an important result that perhaps defies the common expectation that the entangled scenario should in general outperform
the separable scenario. Nonetheless, in the non-Markovian case the entangled scenario may be relatively advantageous over the
separable scenario in some dynamical regimes. An exhaustive precursor investigation of this sort can be found in Ref. [22].
Estimation of x2
Here the only thing that is different from the case of the estimation of x1 is the generator L˜2 [Eq. (64)]. The other parameters
are all the same as in the estimation of x1, for both product and entangled initial states.
Initial product state
From Eq. (68) we obtain
L˜
(1)
2 |%(1)p (τ)〉〉 ·= −(1/2)
(
0 eix1τ−Γ(τ) e−ix1τ−Γ(τ) 0
)
, (96)
〈L˜(1)2 〉%˜(1)p (τ) = −e
−Γ(τ)/[2 ch
(
Γ(τ)
)
], (97)
〈L˜(1)†2 L˜(1)2 〉%˜(1)p (τ) = e
−Γ(τ)/[2 ch
(
Γ(τ)
)
], (98)
whence
F˜ (Q)p (x2, τ ;N) = Nτ2/ch2
(
Γ(t)
)
, (99)
and
F˜ (Q)p (x2, τ ;N)
K(%(1)p (τ)) = Ne
−Γ(τ)/2
4[∂τ ln x2(τ)]2 ch
(
Γ(τ)
)
ch
(
Γ(τ)/2
) , (100)
which is Eq. (17) of the main text.
Initial entangled state
Here from Eqs. (80), (83), and (84) we obtain
L˜2|%e(τ)〉〉 = (1/4)
( 2N−1∑
m∈odd
σzm ⊗ σzm+1 −N1
)×
(|00〉〉⊗N + eiNx1τ−NΓ(τ)|01〉〉⊗N + e−iNx1τ−NΓ(τ)|10〉〉⊗N + |11〉〉⊗N)
·
= −(N/2)(0 eiNx1τ−NΓ(τ) e−iNx1τ−NΓ(τ) 0)T , (101)
〈L˜2〉%˜e(τ) = 〈L˜†2〉%˜e(τ) = −Ne−2NΓ(τ)/[2 ch
(
Γ(τ)
)
], (102)
〈L˜†2 L˜2〉%˜e(τ) = N2e−NΓ(τ)/[2 ch
(
Γ(τ)
)
], (103)
whence
F˜ (Q)e (x2, τ ;N)
K(%e(τ)) = N
2e−NΓ(τ)/2
4[∂τ ln x2(τ)]2ch
(
NΓ(τ)
)
ch
(
NΓ(τ)/2
) , (104)
which is Eq. (18) of the main text.
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Example III
Consider a lossy bosonic channel described by
Lτ [%] = x[a%a† − (n̂%+ %n̂)/2], (105)
where a (a†) is the bosonic annihilation (creation) operator, n̂ = a†a, and x is the loss parameter. The Crame´r-Rao bound for
estimation of ϕ, defined through tan2[ϕ(x, τ)] = exτ − 1, has been obtained as δϕ > 1/√4nτ , and whereby δx >√x/(nτ) ,
where n = Tr[n̂%(0)] [31]. Particularly, it has been shown that Fock states are optimal for this estimation [20]. Here we revisit
this example and demonstrate that the scaling of the error is captured correctly in our framework.
The evolution of this system, when the initial state is %(0) = |N〉〈N | (whence n = N ), is given by [20]
%(x, τ) =
∞∑
m=0
1
m!
s2mcn̂ am%(0)(a†)mcn̂, (106)
or alternatively in the photon number basis
%(x, τ) =
∞∑
`,`′=0
〈`|%(x, τ)|`′〉|`〉〈`′|
=
∞∑
`,`′=0
∞∑
m=0
1
m!
s2m〈`|cn̂ am|N〉〈N |(a†)mcn̂|`′〉|`〉〈`′|
=
∞∑
`,`′=0
∞∑
m=0
1
m!
s2mc`+`
′
√
(`+m)!(`′ +m)!
`!`′!
δ`+m,Nδ`′+m,N |`〉〈`′|
=
N∑
m=0
s2mc2(N−m)CN,m|N −m〉〈N −m|, (107)
where s = sinϕ, c = cosϕ, and CN,m =
(
N
m
)
. Note that this density matrix is diagonal, from whence
λmax
(
%(x, τ)
)
= max
m∈{0,1,...,N}
s2mc2(N−m)CN,m. (108)
Vectorizing Eq. (107) in the photon number basis gives [? ]
|%(x, τ)〉〉 =
N∑
m=0
s2mc2(N−m)CN,m|N −m〉|N −m〉, (109)
and
〈〈%(x, τ)|%(x, τ)〉〉 = Tr[%2(x, τ)] =
N∑
m=0
s4mc4(N−m)C2N,m. (110)
We then can construct the (normalized) density matrix %˜(x, τ) ≡ |%(x, τ)〉〉〈〈%(x, τ)|/Tr[%2(x, τ)].
Similarly, vectorizing Lτ in the photon number basis yields
L˜3 = a⊗ a− (1/2)(n̂⊗ 1 + 1 ⊗ n̂), (111)
where we have used Eq. (27) with a∗ = a and n̂T = n̂∗ = n̂ (in the photon number basis). Straightforward calculations yield
〈〈%(x, τ)|L˜†3|%(x, τ)〉〉 = 〈〈%(x, τ)|L˜3|%(x, τ)〉〉 =
N∑
m=0
s4mc4(N−m)C2N,mAN,m, (112)
〈〈%(x, τ)|L˜†3L˜3|%(x, τ)〉〉 =
N∑
m=0
s4mc4(N−m)C2N,mA
2
N,m, (113)
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where AN,m = m(1 + cot2 ϕ)−N . Now putting everything together, we can calculate
Cov%˜(L˜
†
3, L˜3) ≡ Tr[L˜†3L˜3%˜(x, τ)]− Tr[L˜†3%˜(x, τ)]Tr[L˜3%˜(x, τ)]
(112) & (113)
=
1∑N
m=0 s
4mc4(N−m)C2N,m
 N∑
m=0
s4mc4(N−m)C2N,mA
2
N,m −
(∑N
m=0 s
4mc4(N−m)C2N,mAN,m
)2
∑N
m=0 s
4mc4(N−m)C2N,m
 .
(114)
This relation in turn enables us to compute the generalized QFI F˜ (Q)(x, τ ;N) defined as
F˜ (Q)(x, τ ;N) ≡ 4τ2Cov%˜(L˜†2, L˜2), (115)
which is Eq. (5) of the main text of the paper. To estimate ϕ we shall need F˜ (Q)(ϕ, τ ;N) rather than F˜ (Q)(x, τ ;N), which is
given by the conversion rule
F˜ (Q)(ϕ, τ ;N) = (∂ϕ
∂x
)−2F˜ (Q)(x, τ ;N), (116)
where (∂ϕ/∂x)2 = τ2/(4 tan2 ϕ). The analytic expression for the bound on (δϕ)min is thus found according to Eq. (7) of the
main text of the paper, as follows:
(δϕ)2min ≡
1
F (Q)(ϕ, τ ;N)
6
4λmax
(
%(x, τ)
)
Tr[%2(x, τ)]F˜ (Q)(ϕ, τ ;N)
=
1
4
cot2 ϕ max
06m6N
[
CN,ms
2mc2(N−m)
][ N∑
m=0
s4mc4(N−m)C2N,mA
2
N,m −
(∑N
m=0 s
4mc4(N−m)C2N,mAN,m
)2
∑N
m=0 s
4mc4(N−m)C2N,m
]−1
.
(117)
Figure 2 of the main text depicts this relation for different values of ϕ and N , which captures correctly the expected 1/
√
N
result (with the same constant factor 1/2) obtained from the exact calculations for the QFI [20,31].
