Abstract-In this paper, we study generalized Reed-Solomon codes (GRS codes) over commutative and noncommutative rings, we show that the classical Welch-Berlekamp and Guruswami-Sudan decoding algorithms still hold in this context, and we investigate their complexities. Under some hypothesis, the study of noncommutative GRS codes over finite rings leads to the fact that GRS codes over commutative rings have better parameters than their noncommutative counterparts. Also, GRS codes over finite fields have better parameters than their commutative rings counterparts. But we also show that given a unique decoding algorithm for a GRS code over a finite field, there exists a unique decoding algorithm for a GRS code over a truncated power series ring with a better asymptotic complexity. Moreover, we generalize a lifting decoding scheme to obtain new unique and list decoding algorithms designed to work when the base ring is, for example, a Galois ring or a truncated power series ring or the ring of square matrices over the latter ring.
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I. INTRODUCTION
R EED-SOLOMON codes (denoted by RS codes in the rest of this paper) form an important and well-studied family of codes. They were first proposed in 1960 by I. S. Reed and G. Solomon in their original paper [40] . They have the property to be maximum distance separable codes, thus reaching the Singleton bound. Not only do RS codes have the best possible parameters, they also can be efficiently decoded. See, for example, [23] and [29] . They are widely used in practice such as in compact disc players, disk drives, satellite communications, and high-speed modems such as ADSL. See [48] for details about applications of RS codes. A breakthrough has been made by Sudan in 1997 about the list decoding of RS codes in his paper [45] , further improved by Guruswami and Sudan in [27] . They showed that RS codes are list decodable up to the generic Johnson bound in polynomial time. In [36] , Nielsen and Høholdt showed that the probability of having more than one codeword returned by any list decoding algorithm which can decode up to the generic Johnson bound is very small, making the Guruswami-Sudan algorithm usable in practice.
In this paper, we investigate generalized RS codes (denoted by GRS codes in the rest of this paper) over rings with unity. The latter need not be commutative. We show that the main results about GRS codes still hold in this more general situation.
A. Our Contributions
In a previous paper [10] , we considered certain commutative subsrings of the ring of square matrices to build new good codes. The original aim of this paper was to generalize the construction of [10] . We first considered the square matrices ring as the alphabet. But it turned out that the codes constructed from the latter ring had a small minimum distance compared to their length and dimension. Then, we wanted to find new good codes using a subring of the square matrices ring over . We noticed that most results about evaluation codes still hold when we replace the ring of matrices by any noncommutative ring. This generalization is natural to do and permits the study of GRS codes over rings with unity in great generality. Therefore, we postponed the search for good codes and studied evaluation codes over rings with identity.
Moreover, this study allows us to design unique and list decoding algorithms, prove their correctness, and study their asymptotic complexities in a very general framework. They are not constraint to have as input a GRS code over a finite field or a Galois ring. They remain valid when the alphabet is any noncommutative ring such as matrices over a finite field or a Galois ring.
In this paper, we reach the conclusion that GRS codes over finite noncommutative rings are no better than GRS codes over finite commutative rings which are themselves no better than their finite fields counterparts as far as only the parameters are concerned.
We summarize our results in the following theorems and propositions which will be proved later in this paper.
Theorem 1: Given three positive integers , let be a noncommutative ring of cardinality and a GRS code over of parameters . Then, there exists a commutative ring of cardinality and a GRS code over of parameters . The same theorem holds when is a prime power and if we replace "noncommutative rings" by "commutative rings" and "commutative rings" by "finite fields." The "soft-Oh" notation means that (we refer the reader to [24, Ch. 25, Sec. 7] for details).
Proposition 2: Given a Galois ring and an RS code over with parameters , there exists a unique decoding with an asymptotic complexity of bit operations; and a list decoding algorithm with an asymptotic complexity of bit operations which can list decode up to the Johnson bound.
In this paper, we provide detailed asymptotic complexities of our decoding algorithms when the alphabet of the RS code is a Galois ring and the ring . We denote by the unique decoding algorithm that can be found in [12] , [13] , [23] , [29] , [32] , or [46] .
Theorem 3: Given a finite field , a truncated power series ring such that , an RS code over of parameters , and a unique decoding algorithm from the list for . Suppose that there exists an RS code over of parameters . Then, there exists an RS code over of parameters such that and a unique decoding algorithm for with a better asymptotic complexity than as soon as the complexity of is equal or greater than . Note that the asymptotic complexity of the known unique decoding algorithms is at least
. In addition, we show that the gain is more significant when the arithmetic of the underlying rings is not done with asymptotically fast algorithms, which is the case for practical applications. In this case, we have a similar theorem as Theorem 3 for Galois rings.
We finally show that the Guruswami-Sudan list decoding algorithm can be adapted in this context. We obtain a similar decoding radius as for GRS over finite fields. In other words, we can list decode GRS codes up to the Johnson bound. We recall that list decoding is a set of techniques for error correction different from the classical unique decoding techniques. These techniques allows one to correct more errors than unique decoding techniques and algorithms, typically, to correct more than half the minimum distance errors but at the cost of higher computation time. We refer the reader to the thesis of Guruswami for list decoding [26] .
In this paper, we first generalize the theory of GRS codes over arbitrary rings with identity. Then, we show that the unique decoding algorithm of Berlekamp and Welch [12] can be adapted. Finally, we show that the list decoding algorithms of Guruswami-Sudan [27] , allowing one to correct more errors at a higher computational cost, are also valid in this context.
B. Related Work
Our approach for building noncommutative GRS codes is different from the one to build "skew codes" [14] - [17] , [20] . Skew polynomial rings over finite fields or Galois rings are used for the construction of codes whose alphabets are finite fields or Galois rings. Here, we consider alphabets which are noncommutative rings and not necessarily finite fields. GRS codes over a commutative finite ring have been studied by Armand [2] , [4] . To our knowledge, this paper is the first to study GRS codes over noncommutative rings.
Unique decoding algorithms for RS codes over finite fields have been studied, for example, in [11] , [12] , and [47] . List decoding algorithms for RS codes over finite fields have been investigated, for example, in [1] , [8] , [27] , [30] , [31] , [41] , and [45] . A unique decoding algorithm for RS codes over Galois rings has been proposed in [5] , while list decoding algorithms have been investigated in [2] - [4] and [6] .
A lifting decoding scheme has been first proposed in [25] then in [9] and [18] . In this paper, we generalize the lifting decoding scheme to obtain unique and list decoding algorithms for GRS code over noncommutative rings.
II. PREREQUISITES

A. Some Noncommutative Algebra Facts
In this paper, we let be a (not necessarily commutative) ring with unity, denoted by 1 (1) verifies for . The uniqueness is a direct consequence of Corollary 9.
As in the commutative case, we will need to work in a localization of . However, the operation of localization is slightly more complicated than in the commutative case. Let be a multiplicative subset of i.e., satisfies . Following [35 
B. Error Correcting Codes
As in the case of linear error correcting codes over a finite field, we define a linear error correcting code as a submodule of for a positive integer . But, as is not commutative a priori, we have to define left and right linear error correcting codes.
Definition 
C. Galois Rings
We recall briefly basic results about Galois rings that will be useful throughout the article. We fix for this subsection a prime number and two positive integers and . In order to use Galois rings as a suitable alphabet for our decoding algorithms, we need the following proposition. 
D. Complexity Model
In order to analyze the performances of our algorithms, we let be the time needed to multiply two integers of bit-size at most in binary representation. It is classical (see [19] , [22] , and [42] ) that we can take , where represents the iterated logarithm of . If is a commutative ring, we let be the cost of multiplying two polynomials of degree at most with coefficients in in terms of the number of arithmetic operations in . It is well known (see [24, Th 8.23, p . 240]) that we can take . Thus, the bit-cost of multiplying two elements of is , where is a prime number.
Finally, let us recall that the expected cost spent by a randomized algorithm is defined as the average cost for a given input over all the possible executions.
III. GENERALIZED RS CODES
In this section, we extend the main propositions about GRS codes over a ring. We study their parameters, duality, key equation, weight distribution and the MacWilliams identity.
From now on and until the end of this paper, we fix three positive integers and , a commutative subtractive subset of , and . 
Definition 22 (Generalized RS code):
The matrix has its coefficients in the commutative ring ; thus, we can compute the determinant of
And we have
This determinant is a unit of by the hypothesis made on the weight and the support of the code . Thus, has an inverse in , and therefore, is also the left and right inverse of in . As a consequence, given , there exists one and only one -tuple such that (6) is satisfied. Thus, the number of solutions in of (6) is equal to which is also the number of elements of .
Using the fact that is a basis of as a right module and the following system of equations:
(which is the transposed system of system (6) Gathering the above results, we finally get
IV. UNIQUE DECODING OF GRS CODES
A. Unique Decoding Over Certain Rings
In this section, we design a unique decoding algorithm for GRS codes over a discrete valuation ring. We suppose that has the following property:
there exists a regular element which is not a unit such that and such that every element can be uniquely written as where, for all , is in a set of representatives of . It is the case, for example, for the two rings and where denotes an unramified extension of the -adic numbers or for the power series ring and the ring of matrices . The sum in is taken over all nonnegative integers because it is convergent for the -adic topology as in the commutative case. The generalization of the construction of the -adic completion of noncommutative rings is straightforward and can be found in [28] , [33] , and [34] . We will need in this section and the rest of this paper to divide elements of by , which is provided by the following lemma.
Lemma 36: The ring of right fractions with respect to the subset of formed by the powers of exists.
Proof: Clearly, is a multiplicative subset of . The fact that is in the center of and regular implies that satisfies the right Ore condition (see Definition 11) and that . Therefore, we can apply Proposition 12.
Lemma 36 in combination with [35 such that . We now give an algorithm of unique decoding for GRS codes over for a positive integer . We let . The idea of the algorithm is to do a Hensel lifting. We first look at the received word modulo . Then, we call a decoding algorithm for the GRS code modulo . It then returns the component of degree 0 of the wanted codeword and the error. We subtract these to the received word and then can divide the result by to reiterate the process and obtain the component of degree 1, 2 up to
. We first precise what is the black box algorithm.
Algorithm 1 Black box unique decoding algorithm
Input: a received vector of with at most errors.
Output: the message such that the corresponding codeword is within distance of and the error .
In the following algorithm, we denote by a generator matrix of .
Algorithm 2 Unique decoding over a valuation ring
Input: a received vector with at most errors, and a black box unique decoding algorithm for as Algorithm 1.
Output: the unique codeword of within distance of . 
B. Welch-Berlekamp Algorithm
Before giving the Welch-Berlekamp decoding algorithm, we need to define what the evaluation of a bivariate polynomial over is. Let be such a polynomial. We define the evaluation of at to be Be careful of the order of and . This choice will be explained in the proof of Lemma 48. Let ; we define the evaluation of at to be As in the univariate case, the evaluation maps defined above are not ring homomorphisms in general.
Lemma 48: Let , of degree at most 1 in and . Then
Proof: We write
The proof is an easy calculation:
Note that if we have defined the evaluation of at to be we would not have the last equality above as, a priori, .
We now adapt the Welch-Berlekamp algorithm [12] to noncommutative GRS. By Corollary 24, we have . We let .
Algorithm 3 Welch-Berlekamp algorithm
Output: the unique codeword within distance of .
1: .
2: Find
3: the unique root of in such that .
4: return .
In order to prove the correctness of the Welch-Berlekamp algorithm, we start with the following lemmas. Lemma 49,  is found using linear algebra with the affine systems of equations We fix the leading coefficient to be the identity which will enable us to solve the root step 3 with one division of polynomial. Note that they may exist solutions to step 2 whose leading coefficient is not invertible. From this, we find a solution and therefore polynomials and 2) has only one root in by Lemma 7. It is computed with the classical Euclidean division algorithm. Thus, we get the following root of :
And then retrieve the corresponding codeword We can modify Algorithm 3 so that it also returns the error. In this example, the error is We now give an example of an RS code defined over . We use Algorithm 2 together with Algorithm 3 to decode a word.
Example 53: Let . The ideal generated by is two sided and satisfies the condition of Section IV-A. Therefore, we can apply Algorithm 2 to the RS code whose support is and of dimension 2. Let be a received word. Executing Algorithm 2, we get 1) and Algorithm 3 with input returns and the error which can be lifted to the codeword We then compute
2) and
Algorithm 3 with input returns and the error which can be lifted to the codeword 3) We then return the codeword
In this example, the error is
V. LIST DECODING OF GRS CODES
A. List Decoding Over Certain Rings
In this section, as in Section IV-A, we let be a ring satisfying and be a GRS code and a generator matrix of and be the residual ring. We precise our black box list decoding algorithm.
Algorithm 4 Black box list decoding algorithm
Output: a subset of such that .
The list decoding algorithm we propose is recursive and the following algorithm is its recursive step.
Algorithm 5 List decoding from valuation up to valuation .
Input: two nonnegative integers
, a received vector of with at most errors. A black box list decoding algorithm as specified by Algorithm 4 for the code for decoding up to errors.
Output: The set .
1: if then
2: return .
3: end if
4: Call the black box algorithm with input to obtain a subset .
5: for each do 6: .
7: Call recursively Algorithm 5 with arguments , and to get the set of all the codewords in the ball centered in of radius . The complexity of Algorithm 5 will be studied in detail in Section V-C when the ring is finite. We now give an algorithm for list decoding a GRS code over for a positive integer .
Algorithm 6 List decoding over a valuation ring.
Input: a positive integer , a received vector of with at most errors and a black box unique decoding algorithm for .
Output: the list of codewords within distance of .
1: a representative of in .
2: Call Algorithm 5 with parameters 0, , and and obtain the set .
3: return .
Proposition 55: Algorithm 6 works correctly as expected.
Proof: This is a direct consequence of Proposition 54 Example 56: In this example, we work with the code whose support is . The unique decoding radius is 2. The Guruswami-Sudan algorithm of Section V-B has decoding radius 3. Taking it as the Black Box list decoding algorithm as input of Algorithm 6, we obtain a decoding radius of 3 by Proposition 55. Suppose we received the word . We skip steps 1, 2, and 4 of Algorithm 6 and identify the elements of up to precision 2 with the elements of for the clarity of the example. The execution of Algorithm 6 is as follows:
• We enter Algorithm 5 with . • At step 4, the call to the black box algorithm with returns two codewords and their corresponding errors (step 5): 1) The codeword which can be lifted to and the error . 2) The codeword which can be lifted to and the error .
• We have a list of two candidates, for each one we do a recursive call of Algorithm 5.
• For item 1:
-We enter recursively Algorithm 5 with .
-At step 4 the call to the black box algorithm with returns the two codewords and which can be lifted to and (step 5). -At step 9, we return and .
• For item 2:
-We enter recursively Algorithm 5 with . -At step 4 the call to the black box algorithm with returns the codeword which can be lifted to . -At step 9, we return .
• Due to the condition of step 9 of Algorithm 5 we return only the two codewords -and -. The codeword
is not returned at step 9 because .
B. Guruswami-Sudan Algorithm
We now extend the Guruswami-Sudan [27] algorithm to noncommutative GRS codes. We assume in this section that . Almost nothing has to be changed from the original algorithm. In this section, we do the following assumption on : every linear system with coefficients in with more unknowns than equations has a nonzero solution (with coefficients also in ). This is the case for example when is finite. Lemma 57: Let be any finite ring, two positive integers and . Then, there exists a nonzero such that . Proof: The matrix defines a left -linear map and, therefore, a morphism of abelian groups. The kernel of this morphism has cardinality at least .
Algorithm 7 Guruswami-Sudan algorithm
Input: a positive integer and a received vector of with at most errors.
Output: all the such that . 2) has valuation at least .
3) for all . Proof: According to the definition we took for evaluating polynomials in Section IV-B, we have Remark 60: Note that for the Guruswami-Sudan algorithm, we could have defined the evaluation of bivariate polynomials in the "usual way" that is, for , and , and As the evaluation is done at points from the center of , both definitions for evaluation give the exact same result. 
C. Complexities for List Decoding Algorithms
In order to study the complexity of Algorithm 6, we need a result about the number of codewords that can be returned by Algorithm 7. The results of [36, Sec. 5] remain valid in our context. In other words, they do not depend on the algebraic structure of the alphabet. We recall them in the following proposition for the sake of completeness. We assume throughout this section In Tables I and II, we give examples of this upper bound as it is difficult to get a simple asymptotic equivalent. For Table I , the nilpotency index of is the least positive integer such that . The cardinality of the alphabet (or of the base ring) is . Therefore, the probability of having more than one codeword returned by Algorithm 7 decreases as and the cardinality of the alphabet increases. The same remark applies for Table II in which case the cardinality of the alphabet increases with the size of the considered matrices. These calculations have been made for finite fields in [36, Sec. 5] and for Galois rings in [4, Sec. 5] . As shown in the tables, the probability is very small.
Remark 65: As pointed out in the introduction of this section, the upper bound on the probability given in Proposition 64 is independent of the algebraic structure of the alphabet. Therefore, there is no gain in taking the Galois ring or a matrix ring (over a finite field or a Galois ring) instead of the finite field of same cardinality. In fact, the advantage resides in the asymptotic complexity of the decoding algorithms given in Sections IV-A and V-A.
We now let, as in Section V-B, be the generic Johnson bound. We recall the following proposition: [4] , the author suggest to perform the root-finding with an exhaustive search which has complexity exponential in and . The complexity obtained in Corollary 69 is also exponential but only in which an improvement over the latter papers. But as the result from 70 suggests we obtained a polynomial algorithm in all the parameters , and which is also an improvement over the latter papers.
VI. CONCLUSION
In this paper, we showed that, with strong constraints on their supports, GRS codes can be considered over noncommutative rings. But this generalization does not lead to better codes than GRS codes over commutative rings in terms of the parameters.
We also proposed two new decoding algorithms with a low complexity for GRS codes over Galois rings and rings of matrices over a Galois ring. Using these algorithms, we showed that given a prime power and a unique (respectively, list) decoding algorithm for a GRS code over , there exists a unique (respectively, list) decoding algorithm for a GRS code with same parameters (provided that the GRS code exists with our conditions on its support) over with a better asymptotic complexity.
