I. INTRODUCTION
Term rewriting Systems frequently occur in the operational semantics of programming languages. They model ALGOL's copy rule, and in this respect, it is interesting to know whether they satisfy the "Church-Rosser" property. More generally, they model the computation of a program, represented as a term written over a given alphabet; in this case, the computation is hoped to terminate (the rewriting rule is hoped to be noetherian) and this fact is known to be undecidable (cf. [3] ). So let us suppose now the rewriting rule to be noetherian, and ask if it is decidable that any term computes to a finite number of results only (cf. also [5] ). The answer to this question is no, as is shown below (cf. theorem 1 ).
From another point of view, grammars over the free monoid generated by a finite alphabet can be generalized into grammars over the free algebra generated by a finite graded alphabet. Ail questions relevant to the previous case may be asked again, for instance:
-is it decidable, given the rules and an axiom, that the generated language is finite ? The answer is yes (cf. theorem 2); -is it decidable, under the same assumptions that the generated language is rational ? No gênerai answer has been given as yet (to the knowledge of the = ku'(keN)andift=ft l ..
.r"and lg/c^nthen t/u = t k /u f ;otherwisQ, t/u does not exist. DÉFINITION 
: A relation -> over M (F, X ) is called a precongruence when it is reflexive, compatible and invariant under substitution: (i) r -• r for all r in M(F,X); (ii) r t -> t|(l^i^fc) =>fti--.t k -+ ft[.. ,t' k for all k and ƒ in F k \ (iii) t -• t' => (t G) -+ (t' a) for ail a : M{F,X) -
It is easy to check that the intersection of a family of precongruences is again a precongruence, so that. PROPOSITION 
: The set oj ail precongruences over M (F,X) is a complete lattice with respect to set inclusion.
Beware that the 1. u. b. is indeed the intersection, and that the g. 1. b. contains the union, but can be strictly greater.
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Hence, given a relation S, one can deûne the precongruence -• (or ->) s generated by S, and the precongruence induced by S, respectively as the smallest precongruence containing S, and the greatest precongruence contained in S. The congruence generated by S is the (reflexive) symmetrie and transitive closure of -+ and is denoted by «-> (or <-• ). One can prove by induction on the structure s s of the terms (cf. [6] and:
Thus t -• f' means that f rewrites in f' in one step of n simultaneous and s disjoint applications of the rules of S. When n= 1, we say that t -• f' is a single s rewriting. Of course the single rewritings and the whole precongruence have the same reflexive and transitive closure. DÉFINITION 2: Given a relation -» over M (F, X) and a subset £ of M (F, X), a term t of £ is extremal in £ when £ •*• r' Sct'eE imply £' = f. PROPOSITION 
2:
The following assertions are equivalent:
is eventually constant;
(ii) every non-empty set E contains an element extremal in E. A relation satisfying these assertions is called a noetherian relation [1] .
Proof (i) => (ii), suppose that the non-empty set E contains no extremal element, and construct by induction a chain:
Indeed, since t n is not extremal, there exists in E an element t n+l^tn such that t n -• t n+l . The chain got in this way is not eventually constant.
(ii) => (i) is clear. (ii) => (iii): since -* is noetherian, every term admits at least one irreducible s form. Let M dénote the set of those which admit more than one, and t an element of M. Then t admits at least two irreducible forms t 1 and t 2 and we have:
From (ii), we deduce the existence of u and its irreducible form u .Since t is extremal in M, t l is not in M, hence t l =u Similarly, t 2 is not in M, hence t 2 = u .Thus t admits a unique irreducible form: t is not in M .Hence M = 0 (iii) => (i): take ï x for r 4 in définition 3. See [2] for another proof.
III. THE FINITENESS OF THE CLASSES
DÉFINITION 4: A term s overlaps a term t if there exist substitutions a and T, and a subterm u of t (u not a variable) such that:
Given a relation S over M(F,X) one can prove that a sufficient condition for -• to be confluent is that the left-hand sides of S do not overlap one another s (see for instance [4, 2, 6] ) but this condition is by no means necessary as is shown by the simple example: Proof: We begin by coding the machine in much the same way as in [3] . The tape of the 7M is assumed to be filled with blanks except for a finite portion. 
Now we define the rewriting System S, by adding one argument to the function q, which will indicate the rule in S which has just been applied. Let n be the number of rules of R and set: Fi = {<*,«}, FI =,4+4+ {0,1, ...,n}, Fi = 6.
With rule number i of K, of the form uqv -• u' q' v' associate the rule of S, written in a tree-like form:
Notice that the length of the first argument of q is incremented by 1 each time a rule of S is applied; hence -• ~1 is noetherian. The first argument of q behaves With a configuration c is now associated a set of terms of the form:
where seM({0,1,...,«}, 0).
CLAIM: Given a configuration c and a term t in I (c), there is a one-to-one correspondence between the transitions c -• c' of the 1uring machine and the single rewritings t -+ t\ with t'el(c'). s
The proof is an easy but tedious argument by cases on the quintuple. To prove the theorem, consider a Turing machine starting in state q on an initial configuration c = a l ...a n with its head pointing on the square a,. Associate with it the rewriting System S as in lemma 2, and the term:
Then [t] s is finite if and only if there is no infinité chain:

SS SS
Since -+ "* is noetherian and confluent, Fcan be computed in a finite amount s of time, so that deciding whether there exists such an infinité chain is equivalent to deciding whether the Turing machine halts on input c; this is impossible. This proves the first assertion of the theorem. * As for the second, we shall show that all the équivalence classes un der <-• are we prove that if there exists one term the class of which is infinité, then the Turing machine does not halt on some initial configuration. Associate with each term t the set OC(t) of all occurences of binary symbols q.
LEMMA 3: For tiio terms t and t' such that t -» f', the sets OC(t) and OC(f') s are isomorphic.
Proof: Either the occurrence u of q has not been rewritten, and M H M; or the occurrence has been rewritten by a rule simulating a right move of the head, and I^H u 1; or again, the occurrence has been rewritten by a rule simulating a left move, hence u = u' 1, and u i -• u''.
If we identify the corresponding occurrences and since there is only a finite number of them, the term t admits an infinité number of rewritings if and only if one of the occurrences in OC(t) is rewritten an infinité number of times This occurrence can be associated with a subterm of t of the form:
where x and y are subterms of t, and n and m are maximal. Then the term:
represents a configuration of the Turing machine, and is rewritten infinitely often. This concludes the proof of theorem 1.
The situation is different if S contains only ground terms, i. e. terms which contain nó variable, or equivalently if no substitution is allowed. The sufficiency is clear. The converse is proved by induction on the cardinality n of S. It is trivially true for n = 0. If n^O, there exists an infinité séquence of single rewritings: with distinct r/s.
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We shall prove the intermediate result that there exists an occurrence u and a subsequence of single rewritings such that the image of the subsequence under the occurrence u is of the for n:
Indeed, either t k =d t lor some k and /, and the result is true lor u = z and the subsequence starting at f ; or else t=jt { . . . t" and one r, admits an infinité séquence of rewritings. By induction on | f | there exists a subsequence of infinité rewritings, and an occurrence u of t J such that the image of the subsequence under the occurrence u is: The algorithm consists of fin ding the terms t x and t 2 (if they exist) in the following way. Generate the tree of single rewritings of t for Su S" 1 by successive depths When a term is encountered which has already been seen, it is omitted together with the whole subtree of which it is the root. If [t] is finite, the algorithm terminâtes. With each node of the tree is associated the pair (u, i) of the occurrence u and the number i of the rule of S which has just been applied, and it is compared to the pairs which have already been computed on the same branch. If [t] is infinité, there must exist two pairs (w l5 i) and (u 2 ,i) with:
and the algorithm terminâtes also in this case.
To prove the second assertion, notice that if there exists an infinité congruence class [f], there exist two terms t x and f 2 , two occurrences u, ce N*(r#e) and a rule g l -> d.eSu S' 1 such that:
SvS~l
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Applying the same lemma to t\=t l /u = d n t' 2 
IV. A REVIEW ON RATIONAL FORESTS
As is the case with languages in a free monoid, the rational forests can be characterized by accepting devices (finite automata), generating devices (linear grammars), or by purely algebraic means (finite index congruences). In this section, these three possibilities are defmed and proved equivalent. (\ ^i-^n) . A set 7.ol terms is acceptedby the descending automaton startingat a (finite) subset P ol initial states il and only il L is the set ol terms which erase at least one state ol P.
DÉFINITION 6: A rational grammar is a finite subset G^X xM(F,X)
in which X is a finite set of nullary constants called non-ter minais.
If a term r contains a non-terminal x, then this term will be rewritten into a term t' obtained from t by replacing x by one of its corresponding right-hand sides in G. The relation generated in this way is a left-precongruence, according to the following définition. u -> a. PROPOSITION 
4: Let L be a subset oj M (F). Ihe jollowing assertions are equivalent: (i) L -L(G, ï)jor some rational grammar G; (ii) L is acceptée by ajinite descending F-automaton; (iii) L is accepted by ajinite ascending F-automaton; (iv) L is a union oj équivalence classes jor a lejt-congruence oj jinite index. We prove (iv) <^> (iii) => (ii) => (i) => (iü).
(iv) <=> (iii): let ~ dénote the left-congruence, and:
be the projection onto the finite quotient. In order to define a finite automaton accepting L, set Q = M(F)/ ~. The assumption that L is a union of équivalence classes for ~ implies that there exists a (finite) subset PüQ such that L = P ji" 1 , or teL o t [ieP.
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Conversely, any finite ascending F-automaton u :
The accepted set L of terms is P ji" 1 = U q u" 1 , i.e. a finite union of équivalence classes.
qeP
(iii) => (ii): simple duality transforms an ascending automaton into a descending one: the sets of states are isomorphic, the set of initial states of the descending automaton corresponds to the set of fmal states of the ascending automaton. For the transitions of the descending automaton, set:
in the ascending automaton.
Clearly t erases q in the descending automaton if and only if t is accepted (with fmal state q) by the ascending automaton.
(ii) => (i) by a classical argument: let X be a set of non-terminals isomorphic with Q, and x q be the non-terminal associated with q. Define the following grammar:
for all n-ary symbols j\ and all n>0. If aeF {) * then:
(x q -• a)eG o a erases q in the finite automaton. It is easily checked by induction on the structure of t that t erases q if and only if teL(G, x q )\ so that if Y^X is the set of non-terminals associated with the initial states of g, then:
L = L(G,Y).
(i) => (iii): Let the grammar G be of the simple form:
where X is the finite set of non-terminals.
Define a finite F-algebra Q, the éléments of which are all subsets endowed with the following opérations: x e t u o x E/Ç (f j JI, .. ., t n JLL), because \i is a morphism.
- Therefore |i can be extended into a morphism M(F,X) -• Q which is again denoted by u. The relation t [i = t ' |i is a left-congruence over M (F, X) which has a fmite index, and L is invariant under its restriction to M (F):
As is the case with monoids, there is a coarsest such left-congruence: PROPOSITION 
5: Let Lbe a subset of M (F). Then L is rational ij and only ij the following lejt-congruence has a finit e index:
t~t ' ijf V ceM{F,X),
Furthermore the quotient M(F)/~ is the smallest F-automaton accepting L.
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Proof: Let S dénote the set of all left-congruence over M (F, X) such that L is invariant undertheir restriction to M {F). Then ~ e S (take c = x), and any leftcongruence = in S is contained in~:=eS=>=^~. Thus there is a unique surjective morphism M{F)/= -• M(F)I ~~ such that the following triangle commutes:
M (F)
This proves the last assertion of the proposition. The first one follows immediately since M(F)/~ is finite if M(F)/= is finite.
• If one wishes to consider congruences instead of left-congruences, the situation is nearly the same. 
The congruence (ii) corresponds, for trees, to the syntactic congruence in the monoids.
V. THE FINITENESS OF THE NUMBER OF CLASSES
The aim of the present section is to prove the following theorem. Proof: Since -> is noetherian and confluent, each class contains a unique s extremal term t such that:
The problem is now reduced to deciding whether there is a finite number of extremal terms. Turning things around, a term t is not extremal when there exists a term c containing a variable x, a substitution a and a left-hand side g of S such that:
This is the classical problem of recognizing the "pattern" g in the text t, and can be done with the help of a finite automaton (as in [7] ).
For our purpose we shall use the following (F + Xj-automaton. Define:
Ms a subterm of a left-hand side of S}; g = 2 £ , the set of subsets of E.
Since S is fmite, E -hence Q -are also finite. Give Q the structure of a (F + X)-algebra: for ail ƒ e F+ X:
where G is the set of all left-hand sides of S. Conversely suppose an infinité number of terms is accepted, and in particular, since F + X is finite, a term t of depth at least n. Consider a chain:
t=S",5,, . . .,SM, where s t is a subterm of s, _ 1 (1 ^ / ^ n), and of no other subterm of s t _ j : for some f e F, s f _ j =ƒ(.. .s,-. . . ). Since there are only n states, s, |i = 5j ji for some i<j. Associate with t the term t' obtained by replacing in t the subterm s t by Sj, and write t R t'. Since t' contains less symbols from F than f', JR is noetherian. Hence there exists a term t with tR* £, such that tRu is impossible. In t, all chains of subterms have length less than n. Consider the last replacement: sRï. Since there exists only a fmite number of such terms, the automaton stops with the answer
