There is size information in speech sounds because the vocal tract and the vocal cords both grow as a child develops into an adult. Specifically, average glottal pulse rate and mean formant frequency decrease as speaker size increases. Nevertheless, human speech recognition is effectively size invariant across the full range of sizes in the normal population of speakers and well beyond. It is also the case that listeners can discriminate speaker size with great accuracy; indeed, with greater accurately than they can discriminate the loudness of sound or the brightness of light. The paper describes a model of how the central auditory system transforms the auditory spectrum of a vowel sound into our perception of who is speaking and what they are saying. The model suggests that the system combines information about vocal resonator size with a small amount of contextual information to determine what the person is saying (vowel type) and how long their vocal tract is. Then it uses the glottal period information with the vocal tract length information to determine the size of the speaker and whether they are a man, woman or child.
INTRODUCTION
The variation of S s and S f within the population of human speakers presents the recognition system of the listener with a two-dimensional normalization problem. It has to recognize that voiced sounds with substantial acoustic differences may, nevertheless, represent the "same" speech element. Correct recognition involves categorizing voiced sounds on the basis of resonance shape and not being confused by the variability associated with differences in S s and/or S f . Despite the variability, a series of experiments with carefully tailored populations of speakers have recently shown that speech perception is singularly robust to changes in S f and S s . We have no difficulty whatsoever understanding when a child and an adult have spoken the same speech sounds (vowels, syllables or words), despite substantial differences in the S f and S s values of their waves Ives et al., 2005; Irino et al., 2012) . Indeed, the experiments show that we can recognize speech sounds when the S f and S s of the voice have been scaled well beyond the range of normal experience, and when the combination of S f and S s values is not one that occurs in the normal population. The experiments support the hypothesis that the internal versions of S f and S s function as independent variables in auditory perception. In this paper, we present a model of how the auditory spectrum of a vowel sound might be transformed into the perception of a vowel spoken by a person with a specific size and sex, and we distinguish the information provided by the stimulus from the information that the person has to learn and store to recognize speech and to interpret the vocal characteristics.
THE ROLE OF S s AND S f IN SPEECH PERCEPTION
The research on acoustic scale in communication sounds suggests that the internal, auditory representation of sound is size-invariant (Irino and Patterson, 2002) , or to be more precise, that the auditory representation of communication sounds is "scale-shift covariant" (Patterson van Dinther and Irino, 2007) , both with respect to S s and S f . Irino and Patterson (2002) and Patterson et al. (2007) have shown how the output of the gammachirp auditory filterbank can be transformed to produce scale-shift invariant and covariant representations of speech sounds. The transformations and the resultant representations are fascinating; however, for present purposes, we can use the simple spectral representation of the internal, perceptual variables presented in Figure 2 . The sound in this example is a naturally voiced /a/ vowel, similar to that presented in Figure 1 , and it was spoken by an adult woman of average height. The bottom panel presents a schematic representation of the tonotopic distribution of activity at the output of the cochlea in the auditory nerve. There are six prominent peaks in this auditory spectrum but the listener does not hear six competing pure tones when presented with this sound. Rather, they hear an /a/ vowel spoken by an adult woman. The relative spacing of the upper three peaks provides essential information about vowel type; the regular, harmonic spacing of the lower three peaks indicates that the sound is voiced; and the relative position of the lower three peaks with respect to the upper three peaks indicates that speaker is probably an adult woman. The question, then, is how these intertwined aspects of the speech information get decoded and transformed into the perception of a woman speaking the vowel /a/.
The harmonic spacing of the lower three peaks is combined, at a preconscious level, with time-interval information in higher-frequency channels (not shown) to produce an internal representation of the GPR of the sound, shown by the green distribution toward the left end of the middle panel. Since we are concerned with size, we use the wavelength of the period of the sound, λ s , as the internal variable. Numerically, λ s is the reciprocal of the acoustic scale of the source, S s . When a person is speaking normally, λ s contributes to the prosody of the utterance and the perception of speaker size and sex. The presence of this feature also distinguishes normal voiced speech from whispered speech. When a person sings a sequence of vowels, λ s is perceived as the pitch that specifies the melody. But in normal speech, the constant variation of λ s means that it is not perceived as pitch, per se.
Decoding of Vowel Type and Vocal Tract Length
The decoding of vowel type from formant peaks takes place at a similar, preconscious level, and the basics are presented schematically toward the right-hand end of the middle panel. The wavelength of a formant is directly related to the length of the section of the vocal tract that produces it, and for any given vowel, the formant section lengths are a fixed proportion of the speaker's VTL. The formant peaks are described by their wavelengths, λ 1 , λ 2 , λ 3 , in the auditory spectrum (bottom row of figure 2). They are transformed into a measure of VTL, λ f , by three scalar constants, n 1 , n 2 , n 3 . Wavelength (in meters/cycle) is velocity/frequency and the velocity of sound in air is 345 m/s. So, if the speaker is a woman saying the vowel /a/ with an average VTL of 0.134 m (Fitch and Giedd, 1999) , the formant frequencies would be 0.930, 1.470 and 2.910 kHz (Lee et al., 1999, table III) , the wavelengths would be 0.368, 0.233 and 0.118 m, and the scalars, n 1 , n 2 , n 3 , would be 0.036, 0.058, and 0.114, respectively. The scalars are like formant ratios but they specify formant wavelength with regard to one common standard wavelength, λ f , rather than with regard to the other formant wavelengths. There is a different set of scale factors for each vowel type in a given language and these sets of scale factors represent the phonological information that a child acquires about vowels when learning to speak their native language. FIGURE 2. Auditory variables and mechanisms involved in estimating vowel type and speaker size/sex. Bottom row: Auditory spectrum of a vowel showing three resolved harmonics of the pulse rate and three formant peaks. Middle row: (left) extraction of glottal-pulse-rate information; (right) conversion of formant wavelengths into vowel type and VTL. Top panel: conversion of wavelengths λ s and λ f into a common code to establish the height and sex of the speaker.
Within this framework, once a person has learned to speak, vowel recognition and VTL estimation could proceed as follows: The set of scale factors (n 1 v , n 2 v , n 3 v ) for each vowel type, v, are applied to an incoming vector of formant wavelengths (λ 1 , λ 2 , λ 3 ) to provide three estimates of λ f , and the differences between the estimates are summed to provide an error term. The process is performed for each vowel type in the language to see if one vowel type produces three coincident estimates of λ f , as shown in the middle row of Figure 2 . If so, that is the system's candidate vowel type for that segment of speech, and the average of the three λ f values simultaneously provides an estimate of speaker VTL. When a person is speaking, vowel type varies rapidly but VTL is effectively fixed, so the system receives a sequence of VTL estimates which will rapidly converge on speaker VTL as an utterance proceeds. In speech, λ 1 has greater relative variability than λ 2 or λ 3 , so the estimation of λ f is probably performed statistically with reference to knowledge about formant variability as illustrated in Section III of Turner et al. (2009) .
A series of experiments was designed to test the hypothesis that the auditory system automatically normalizes speech sounds as suggested in Figure 2 . The first experiment was performed by using a singleinterval recognition experiment with the vowels (/a/, /e/, /i/, /o/, /u/). The values of glottal pulse rate (GPR) ranged from 10 to 640 Hz in doublings; that is from more than two octaves below the lower limit of voice pitch to about an octave above the pitch of young children. The VTL values ranged from 5 to 32 cm in seven equal steps on a logarithmic scale. If we extrapolate from the known relationship between VTL and body height, these shortest and longest VTLs correspond, respectively, to a small baby 0.3 m in length to a giant adult 3.5 m tall. Performance is largely independent of GPR throughout the range from 10 to 640 Hz; it remains near 100% even when the GPR is so low that the sound does not produce a perception of pitch. Performance is near ceiling for VTLs within the normal range (9-18 cm); it only drops to threshold just before VTL reaches the extremes of 5 cm at the short end and 32 cm at the long end. This and subsequent studies with sequences of syllable and words confirm that performance is excellent for voices with combinations of S s and S f throughout the normal range and for voices with combinations that do not exist naturally, thus supporting the hypothesis that the auditory system automatically normalizes speech sounds for both S s and S f .
Discrimination of S f in terms of speaker size
If the normalization process concentrates VTL information in a perceptual variable, λ f , as suggested in the middle row of Figure 2 , listeners should be able to use λ f to discriminate the relative size of speakers. This led to a series of S f discrimination experiments, with vowels, syllables, and eventually words. The experiments were performed with "phrases" of four vowels or four syllables to engage the brain in speech mode and to ensure that listeners could not perform the task simply by focusing one particular spectral peak (like those in the bottom row of Figure 2) . Ives et al. (2005) used a database of syllables to measure the JND for speaker size; the entire set of syllables was scaled with STRAIGHT to produce a wide range of natural sounding voices or speakers. There were 2 syllable formats, consonant-vowel (cv) and vowel-consonant (vc), for each of 3 consonant types, plosive, sonorant and fricative. Within each syllable type, 6 examples of each consonant type were paired with each of the 5 canonical vowels, giving a total of 2x3x6x5, or 180, syllables. Psychometric functions were produced for five "standard" voices with combinations of GPR and VTL spanning the range from small children to large adult males and somewhat beyond. The just noticeable difference (JND) was measured by contrasting a (randomly chosen) syllable phrase from a standard speaker with a (randomly chosen) syllable phrase from a test speaker having a somewhat smaller or larger λ f , and asking which speaker was smaller. (The GPR of the voice was varied from syllable to syllable to eliminate simple spectral cues.) Over trials, the λ f difference was varied to determine the JND, that is, the change in λ f required to support 76% correct choice of the smaller speaker. The results were surprisingly simple: the JND for λ f was close to 5 % independent of syllable type (cv or vc), consonant type (plosive, sonorant or fricative), or the position of the standard in the GPR-VTL plane. For comparison, the JNDs for noise level (loudness), light level (brightness) and chemical density (odour) are about 10%, 15% and 25% respectively. Subsequently, we replicated the identification and discrimination experiments using Japanese words, and recently Irino et al. (2012) compared identification and discrimination performance for voiced words with that for whispered words. The discrimination experiment is interesting inasmuch as whispered speech is missing one of perceptual cues used to estimate speaker size, namely, λ s . The recognition experiments showed that performance with whispered words is almost as robust to variation in λ f as performance with voiced words, and so long as the whispered words are clearly audible, performance is only constrained by the audibility of features at the extremes of the spectrum in these scaled speech sounds. Whispered word recognition is a little worse than voiced word recognition at all values of λ f when the GPR of the voiced words is in the middle of the normal range. But as pitch decreases below 80 Hz, voiced-word performance decreases and eventually becomes worse than whispered-word performance. The internal representation of voiced speech is not entirely stable at very low GPRs and this may well explain why performance falls off at low GPRs. The discrimination experiments showed that the average JND for the λ f of whispered words was effectively the same as for voiced words (~ 5%), and both were the same as the JND observed with English syllables. In summary, these results show listeners can make fine judgments about λ f from whispered words, just as they can from voiced words, when the whispered words are clearly audible.
THE INTERACTION OF S s AND S f IN THE ESTIMATION OF SPEAKER HEIGHT
The discrimination experiments with vowels, syllables and words were designed to demonstrate the role of VTL, or λ f or S f , in speaker perception; S f was fixed for the set of vowels or syllables within a specific phrase and it was varied between intervals to prompt the perception that the speaker had changed. Recognizing the speech of an isolated speaker does not depend on pitch perception; the λ s distribution in the middle row is not involved in the process of vowel identification illustrated in the middle row. Accordingly, in those experiments, the pulse rate of the voice was manipulated to neutralize its role in the perception of speaker size. In everyday listening, however, λ s does play a role in the perception of speaker size. Before the advent of STRAIGHT, studies of size perception were limited to databases of sounds recorded from homogeneous groups of adult males or adult females -typically undergraduates at a specific university (e.g., González, 2004) . These studies typically concluded that you cannot predict height differences, within sex, from segments of speech. However, the range of GPR and VTL values in those studies was necessarily rather limited because the standard deviation for height in adult populations of men and women is only about 4%. This is a little less than the JND for S f with syllables and less than half the JND for isolated vowels. STRAIGHT made it possible to manipulate the S s and S f of vowels accurately over a huge range and investigate their interaction in speaker size discrimination.
In one study , listeners were presented two intervals with four-vowel phrases on each trial, one spoken by a 'standard' speaker with a fixed combination of S s and S f , the other spoken by a 'test' speaker whose S s and S f values both varied from those of the standard speaker, and by enough to support size discrimination. The JND for S f is roughly four times the JND for S s , so on log S s versus log S f coordinates, the locus of test speakers that are equally discriminable from the standard is an ellipse about the point occupied by the standard speaker. For each standard voice, there were eight test voices spaced around the ellipse and for each we measured the probability that the listener would choose the test speaker as smaller. A plane was fitted to the eight probabilities and the angle of the line of steepest descent on the plane revealed the trade-off between S f and S s in the perception of speaker size. The experiment was replicated for 16 standard speakers with a wide range of combinations of S s and S f , and the gradient vector was effectively the same across the entire plane, with S s having about twice the effect of S f in the discrimination of speaker size.
Perception of Speaker Characteristics
The middle and upper rows of Figure 2 illustrate how the wavelengths, λ f and λ s , might be converted into estimates of speaker height, h f and h s , by two more scale factors, m f and m s , and how the interaction of S f and S s might arise. Consider first the conversion of the VTL information, λ f , into the filter estimate of height, h f , since it is the less complicated of the two. The fMRI data of Fitch and Giedd (1999) show that height is about (14.8VTL -41) cm from age five onwards (Turner et al., 2009, Fig. 4) . So, in Figure 2 , the scalar m f is 14.8 and it converts λ f into a measure of height, h f + 41 cm. For example, in America, adult women have an average VTL of 13.8 cm and an average height of 163 cm. Now consider the conversion of the voicing information, λ s , into a source estimate of height, h s . As children grow up, the locus of the voice in the logGPR-logVTL plane is initially a line that is the same for boys and girls. For girls, pitch decreases along the line without deflection until they reach their full height as women. For boys, pitch decreases along the line until they reach puberty when there is an abrupt decrease in pitch (an increase in λ s ), with the result that there is largely separate region of the logGPR-logVTL plane for men's voices (see Turner et al., 2009, Fig. 13 ). This means that the scalar that converts λ s into h s has one of two values, m s m for men and m s w/c for women/children; the parameter is designated m s {m,w/c} in the figure to indicate that there are two separate categories. For women and children, the wavelength of their average voice pitch is roughly equal to their height. For example, adult American women have an average GPR of about 220 Hz (Lee et al., 1999, , are applied to λ s without attempting to determine speaker type, and the resulting height estimates (h s m and h s w/c ) from the source information, λ s , are compared with the height estimate, h f , from the filter information, λ f , to determine which source-height estimate produces the better match to the filter-height estimate. The value that produces the better match determines our perception of speaker type (man or woman/child) and speaker height. Specifically, h is a weighted average of h f and the version of h s that produced the better match to h f , and the h s value is given greater weight in the averaging because λ s is more precise than λ f .
SUMMARY
This paper has illustrated how the early stages of auditory processing could segregate the size information in speech sounds from the message of the sound. At the first level, the wavelength of the glottal period, λ s , can be extracted from the neural pattern in the auditory nerve without any prior knowledge, as suggested in any of a number of models of pitch perception. The length of the vocal tract can be extracted, in parallel, as the formant wavelengths are used to determine vowel type. This process requires some stored information; for each vowel in the language, the system must know the set of scalars that convert the formant wavelength values into vocal-tract-length estimates. The λ s and λ f values can subsequently be converted into estimates of speaker height with a small amount of stored information about humans as sources of speech sounds, namely, the relationship between λ s and height, on the one hand, and λ f and height, on the other hand. The system also needs to understand that for adults, the ratio of λ s to λ f is smaller for men. Collectively these processes provide the information to support perception of a specific vowel by a man, woman or child with a specific size. In everyday life, as a person speaks, vowel type changes frequently while the vocal characteristics remain fixed, and this tells us that we are hearing a specific person speaking.
