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Introduction
[2] Atmospheric methane (CH 4 ) is the most important anthropogenic greenhouse gas (GHG) after carbon dioxide (CO 2 ), contributing 18% (0.51 W m
À2
) of the direct radiative forcing in 2011 due to the increase of long-lived greenhouse gases since preindustrial times (~1750) (update of Hofmann et al. [2006] ; http://www.esrl.noaa.gov/gmd/aggi/). Taking into account additional indirect effects, CH 4 contributes 30% of the emission-based radiative forcing [Forster et al., 2007; Shindell et al., 2005] . Owing to its relatively short atmo-spheric lifetime of~10 years, atmospheric CH 4 is an attractive target to mitigate climate change over the next few decades [Shindell et al., 2012] . At the same time, however, natural CH 4 sources have the potential to significantly amplify human-induced climate change on long timescales (centuries to millennia) due to significant dependence of CH 4 wetland emissions on climate, melting of permafrost, and potential destabilization of CH 4 hydrates [e.g., Brook et al., 2008; Shakhova et al., 2010; Walter Anthony et al., 2012] .
[3] Measurements of air trapped in polar firn and ice cores show that contemporary atmospheric CH 4 is 2.5 times higher than that in preindustrial times (~1750) [Etheridge et al., 1998 ] and unprecedented during the last 800,000 years [Loulergue et al., 2008; Spahni et al., 2005] . Atmospheric CH 4 has been measured directly since the late 1970s [Blake and Rowland, 1988; Cunnold et al., 2002; Dlugokencky et al., 1994a Dlugokencky et al., , 2011 . The observations show that CH 4 was increasing through the 1980s and 1990s, but the rate of increase was decreasing. During 1999 stabilized [Dlugokencky et al., 2003; Simpson et al., 2006] , but it started to rise again significantly since 2007 [Dlugokencky et al., 2009; Rigby et al., 2008] . The slowdown in growth rate during the 1980s and 1990s and the levelingoff beginning in 1999 was interpreted by Dlugokencky et al. [2003] as approach to steady state with approximately constant CH 4 total emissions and CH 4 lifetime, while Bousquet et al. [2006] derived from an atmospheric inversion decreasing anthropogenic emissions in the 1990s and decreasing wetland emissions in the 2000s, masking a renewed increase of anthropogenic emissions. Aydin et al. [2011] and Simpson et al. [2012] suggested decreasing emissions from fossil sources (based on atmospheric ethane mixing ratios and methane/ethane emission ratios), contrary to bottom-up emission inventories. In contradiction to the studies of Aydin et al. [2011] and Simpson et al. [2012] , Kai et al. [2011] had proposed decreasing emissions from microbial sources, most likely from rice agriculture, and excluded reduced fossil fuel emissions as the primary cause of the slowdown, based on measurements of the interhemispheric difference in d 13 C-CH 4 . However, their conclusion was not confirmed by Levin et al. [2012] , using independent and more comprehensive d 13 C-CH 4 measurements.
[4] Also, the renewed growth of atmospheric CH 4 since 2007 is poorly understood. Dlugokencky et al. [2009 Dlugokencky et al. [ , 2011 [5] In this paper, we present an inverse-modeling-based reanalysis of global CH 4 emissions during the past decade (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) . The main objective is to better quantify the major geographical regions and source categories responsible for the interannual variation (IAV) and trends during this period. In addition to high-accuracy surface observations from the NOAA Earth System Research Laboratory (ESRL) global cooperative air sampling network, we use also CH 4 satellite retrievals from the Scanning Imaging Absorption Spectrometer for Atmospheric Chartography (SCIAMACHY) instrument on board Envisat, available from 2003 to beginning of 2012. The SCIAMACHY CH 4 data are the first spaceborne measurements which are sensitive to the boundary layer (BL), providing significant constraints on surface emissions especially in tropical regions, which are poorly monitored by the surface network [Bergamaschi et al., 2009; Frankenberg et al., 2006 Frankenberg et al., , 2008 . Although a severe degradation of the detector pixels used for the CH 4 retrievals occurred late , Frankenberg et al. [2011 showed that SCIAMACHY CH 4 time series can be obtained that are consistent with the CH 4 trends measured at the NOAA surface sites.
[6] The CH 4 inversions we present include various sensitivity experiments that investigate the impact of (1) the SCIAMACHY observations (compared to inversions using only surface observations), (2) the applied a priori emission inventories, (3) the photochemical sinks, and (4) the bias correction of the SCIAMACHY data on the derived trends and interannual variability of CH 4 emissions. Finally, we present a detailed validation of simulated CH 4 mixing ratios, using NOAA shipboard and aircraft profile samples during the whole 
Observations
2.1. Assimilated Observations 2.1.1. SCIAMACHY Retrievals [7] In this study, we use CH 4 retrievals from SCIAMACHY (Iterative Maximum A Posteriori version 5.5 (IMAPv5.5)) [Frankenberg et al., 2011] , including further updates described below. These retrievals are based on the socalled proxy method, using CO 2 as proxy for the total column of the probed atmosphere, and modeled CO 2 fields from CarbonTracker [Peters et al., 2007] to account for variations in atmospheric CO 2 [Frankenberg et al., 2006 [Frankenberg et al., , 2011 . The previous Iterative Maximum A Posteriori version 5.0 (IMAPv5.0) [Frankenberg et al., 2008] is available only until the end of 2005, when a serious degradation of the detector pixels within the methane 2n3 absorption band occurred. The new IMAPv5.5 retrievals minimize the impact of the pixel degradation by applying a coherent, uniform pixel mask over the entire period [Frankenberg et al., 2011] , providing consistent retrievals from 2003 until SCIAMACHY became dysfunctional in April 2012 (when Envisat stopped operating). Although the pixel degradation remains visible in the IMAPv5.5 retrievals as significantly higher noise of the retrievals from November 2005 onward, the retrievals show relatively good consistency over the entire time period as demonstrated by comparison with the IAV observed at NOAA surface sites [Frankenberg et al., 2011] . A drawback of the IMAPv5.5 retrievals, however, is their somewhat reduced quality and some systematic differences compared to the previous IMAPv5.0 retrieval version [Frankenberg et al., 2011] , resulting in overall larger bias corrections (see sections 3.2 and 4.2) compared to inversions of the IMAPv5.0 retrievals [Bergamaschi et al., 2009] . In this study, we used a reprocessed version of the IMAPv5.5 retrievals, including CarbonTracker CO 2 fields for 2008 and 2009 (from CarbonTracker release 2010; http://carbontracker.noaa.gov) for the CO 2 correction, while for 2010 and 2011, nonoptimized CO 2 fields were used (based on Tracer Model, version 5 (TM5) forward runs using optimized CO 2 emissions from the previous years) (A. Jacobson, personal communication, 2012) .
[8] We apply the same selection criteria as in Frankenberg et al. [2011] for the retrievals but use only pixels over land between 50 S and 50 N. Furthermore, we apply a height filter, using only those pixels for which the difference between the surface elevation of the SCIAMACHY pixel and the TM5 model surface is smaller than 250 m [see also Bergamaschi et al., 2009] .
Surface Observations
[9] Surface observations of CH 4 dry air mole fractions are from the NOAA Earth System Research Laboratory (ESRL) global cooperative air sampling network [Dlugokencky et al., 1994b [Dlugokencky et al., , 2003 [Dlugokencky et al., , 2009 . In this study we use a subset of 30 sites (see Figure 1 and Table S1 in the supporting information), including only marine and continental background sites, omitting sites which are difficult to simulate with the coarse horizontal (6 Â 4 ) resolution of the TM5 version used (e.g., some coastal sites or sites which are significantly influenced by regional sources). Furthermore, only sites that have a good data coverage over the 2000-2010 inversion period are used. Measurements are reported as dry air mole fractions (denoted "mixing ratios" throughout this paper) in nmol mol À1 (abbreviated ppb), calibrated against the NOAA2004 CH 4 standard scale (also the World Meteorological Organization, Global Atmosphere Watch CH 4 mole fraction scale) [Dlugokencky et al., 2005] .
Observations Used for Validation
[10] Various data sets have been used to validate the simulated 3-D CH 4 mixing ratios. Not having been used in the inversions, they serve as an independent check of the quality of the simulations. The focus of this validation is on the period 2003-2010, the time span shared by all inversions. NOAA ESRL measurements of discrete air samples taken during regular ship cruises through the Pacific Ocean (POC) are available for the entire 2003-2010 period and serve to validate simulated CH 4 mixing ratios at the surface over the remote ocean and downwind of continental sources. Furthermore, we use NOAA regular aircraft-based vertical profiles to validate the simulated vertical gradients in the troposphere. The aircraft sites are located mainly over the North American continent but also include some sites over the Pacific Ocean (Figure 1 ). The aircraft profiles also include measurements over the Southern Great Plains (SGP), operated by the U.S. Department of Energy [Biraud et al., 2013] . Most of the aircraft profiles range between the surface and 350 hPa. For shorter periods, flights up to 150 hPa are available for the sites Charleston, South Carolina (SCA), SGP, and Cartersville, Georgia (VAA), also covering the UTLS (upper troposphere/lower stratosphere) region.
[11] In addition, we compare model simulations with CH 4 measurements from the HIAPER Pole-to-Pole Observations (HIPPO) program (http://hippo.ornl.gov/) [Wofsy, 2011] . We use the HIPPO-1 to HIPPO-3 campaigns, which were performed in January 2009 (HIPPO-1), October/November 2009 (HIPPO-2), and March/April 2010 (HIPPO-3). HIPPO measurements were mostly performed over the Pacific (but also partly cover the North American continent) between 82 N and 67 S (Figure 1) , with continuous profiling between approximately 150 m and 8500 m altitudes, but also including many profiles of up to 14 km altitude. The HIPPO CH 4 measurements have been made in situ at high frequency using a quantum cascade laser spectrometer (QCLS) [Kort et al., 2011 [Kort et al., , 2012 . Furthermore, air samples were collected using the NOAA Programmable Flask Package and analyzed at NOAA ESRL. Comparison of the QCLS measurements (10 s average) with NOAA flask samples taken within the same 10 s time interval showed a small bias of 3.5 ppb for HIPPO-1, 3.9 ppb for HIPPO-2, and 6.0 ppb for HIPPO-3 (QCLS-NOAA discrete samples; median of the differences of all simultaneous measurements). In this study, we subtract this bias from the QCLS measurements.
[12] Further aircraft measurements were provided by the CARIBIC (Civil Aircraft for the Regular Investigation of the atmosphere Based on an Instrument Container) program using a Lufthansa A340-600 passenger aircraft [Brenninkmeijer et al., 2007; Schuck et al., 2010 Schuck et al., , 2012 . The CARIBIC flights start from Frankfurt (Germany) to various destinations in North and South America, South Africa, and Asia (Figure 1) , with typically two to four flights per month (starting in May 2005). Twenty-eight samples were collected at cruise altitude for most months. CH 4 mixing ratios were analyzed in the Max Planck Institute (MPI) Mainz laboratory, calibrated against the NOAA2004 scale.
[13] Finally, we use measurements from the BARCA (Balanço Atmosférico Regional de Carbono na Amazônia) aircraft campaigns over the Amazon, performed in November 2008 (BARCA-A) and May 2009 (BARCA-B) [Beck et al., 2012] . During both campaigns, flask samples were collected, which were subsequently analyzed for CH 4 in the MPI Jena laboratory. During BARCA-B, CH 4 mixing ratios were also measured in situ, using cavity ring-down spectroscopy [Chen et al., 2010] . Both flask and in situ measurements are calibrated against the NOAA2004 scale. For model validation in this study, we use a merged data set of the BARCA-B flask and in situ measurements, averaging all available measurements within 30 min in a given vertical layer.
Modeling

TM5-4DVAR Inverse Modeling System
[14] We use the four-dimensional variational (4DVAR) inverse modeling system TM5-4DVAR described in detail by Meirink et al. [2008] including subsequent further developments described by Bergamaschi et al. [2009 Bergamaschi et al. [ , 2010 . The set of model parameters (state vector x) is optimized by iteratively minimizing the cost function:
where x B is the a priori estimate of x, B the parameter error covariance matrix, y the set of observational data, R the observation error covariance matrix, and H(x) the model simulations corresponding to the observations. The state vector includes the emissions per model grid cell, month, and emission group, the initial 3-D CH 4 fields at the beginning of each inversion series, and the parameters for the bias correction of the SCIAMACHY retrievals (see section 3.2). We apply a "semiexponential" description of the probability density function for the a priori emissions to force the a posteriori emissions to remain positive [Bergamaschi et al., 2009 [Bergamaschi et al., , 2010 . The cost function equation (1) is minimized by evaluating its gradient with respect to the state vector using the adjoint of the tangent linear model operator [Bergamaschi et al., 2010; Krol et al., 2008; Meirink et al., 2008] and employing the m1qn3 algorithm for minimization [Gilbert and Lemaréchal, 1989] .
[15] The 4DVAR system is based on the off-line transport model TM5 [Krol et al., 2005] , driven by meteorological fields from the European Centre for Medium-Range Weather Forecasts (ECMWF) ERA-Interim reanalysis [Dee et al., 2011] . We employ the standard TM5 version (TM5 cycle 1), with 25 vertical layers, and apply a horizontal resolution of 6 Â 4 .
Inversion Setup
[16] The emission inventories used as a priori estimates are compiled in Table 1 . In the inversion, four groups of emissions are optimized independently: (1) wetlands, (2) rice, (3) biomass burning, and (4) all remaining source categories [Bergamaschi et al., 2010] . This approach aims to separate these four emission groups based on their different spatial distributions and seasonal variations. We assume an uncertainty of 100% of a priori emissions (per 6 Â 4 TM5 model grid cell and month) for the first three emission groups and 50% for the "remaining sources." The temporal error correlations for the first three emission groups, which all exhibit large seasonal cycles, are set to zero, thus allowing maximum flexibility to optimize the a priori seasonal variation. The temporal correlation for the "remaining sources," which are assumed to be relatively constant throughout the year, is set to 9.5 months to suppress large seasonal variations in the a posteriori emissions of this emission group. Spatial error correlations of 500 km are adopted for all four emission groups. Single SCIAMACHY measurements are averaged over a 1 Â 1 grid and over the length of the individual assimilation time slots (set to 3 h). The assigned uncertainties include the statistical fit error of the individual SCIAMACHY pixels, the standard deviation of the pixels within 1 Â 1 /3 h, and potential additional errors (set to 1%) [Bergamaschi et al., 2009] . For the surface observations, we assume a measurement uncertainty of 3 ppb but take into account also the model representation error, depending on local emissions and 3-D gradients of simulated CH 4 mixing ratios [Bergamaschi et al., 2010] , resulting in an average total uncertainty of~10 ppb for the surface data (ranging between 3 ppb and more than 100 ppb). Chemical destruction of CH 4 by OH radicals in the troposphere is simulated using either (1) OH fields from a TM5 full chemistry run based on Carbon Bond Mechanism 4, optimized based on methyl chloroform (MCF) measurements [Bergamaschi et al., 2009 [Bergamaschi et al., , 2010 , or alternatively (2) OH fields from Spivakovsky et al. [2000] , adopting the recommended MCF-based scaling factor of 0.92 [Huijnen et al., 2010; Patra et al., 2011] . Both (scaled) OH fields result in virtually identical CH 4 lifetimes of 10.1 years (total CH 4 versus tropospheric OH).
[17] Chemical destruction of CH 4 by OH, Cl, and O( 1 D) in the stratosphere is based on the 5th generation European Centre Hamburg general circulation model (ECHAM5) Modular Earth Submodel System version 1 (MESSy1) [Jöckel et al., 2006] , using the average sinks during 1999-2002. All photochemical sinks applied in this study are considered to be climatological; i.e., they do not take into account interannual variability (see also discussion in section 4.3).
[18] The inversions over the whole target period (2000-2010 for the inversions based on NOAA surface observations only and 2003-2010 for the combined SCIAMACHY + NOAA inversions) are split for technical reasons (the number of required iterations grows with length of the inversion window) into blocks of 18 months (first block 19 months), with an overlap of 6 months between consecutive blocks. While in the first 19 month inversion the initial field is (slightly) optimized further, each consecutive inversion is starting with the optimized 3-D fields of the previous inversion at 01 January (and the last 6 months of the previous inversion are discarded and not further used in the analysis). This approach ensures (1) that emissions are generally constrained by all observations at least 6 months after emission and (2) that the total CH 4 budget is closed in the model over the whole time series (i.e., the increase in the global burden is equal to total emissions minus total sinks over the whole target period).
[19] We performed nine different inversions, as compiled in Table 2 : These include five inversions based on the simultaneous use of NOAA surface and SCIAMACHY observations (denoted Sx-SCIA) and four inversions using only NOAA surface observations (Sx-NOAA). Furthermore, the respective inversions use different a priori emission inventories, different tropospheric OH fields, and different bias corrections for the combined SCIAMACHY + NOAA inversions. Compared to the two "reference inversions" S1-SCIA and S1-NOAA, the inversions S2-SCIA and S2-NOAA explore the impact of using the (interannually varying) Lund-Potsdam-Jena dynamic global vegetation model with Wetland Hydrology and Methane (LPJ WHyMe) inventory [Spahni et al., 2011] , instead of the climatological inventory of J. O. Kaplan [Bergamaschi et al., 2007] , as a priori for wetland emissions. In S3-SCIA/NOAA, the same a priori inventories are applied for each year, using the EDGARv4.2 inventory for 2005 for anthropogenic emissions and the Global Fire Emissions Database version 3.1 (GFEDv3.1) average over the period 1997-2010 for biomass burning. The objective of the S3-SCIA/NOAA inversions is to explore IAV derived in the inversion in the absence of a priori IAV. In S4-SCIA/NOAA, the TM5 OH fields are replaced by the OH fields from Spivakovsky et al. [2000] . The SCIAMACHY + NOAA inversions (S1-SCIA) -(S4-SCIA) apply a polynomial bias correction (second-order polynomial as a function of latitude and month [Bergamaschi et al., 2009] ), while in S5-SCIA, a novel, "smooth" bias correction is applied, to allow a more flexible correction of the latitudinal bias component. The "smooth" bias uses one bias parameter per 1 latitude and month, taking into account a latitudinal correlation of the bias correction, which has been set to 10 latitude in S5-SCIA. For both approaches, the bias correction is constrained by the surface observations, especially those in the remote atmosphere, which measure the latitudinal gradient of the background atmosphere with high accuracy and hence serve as anchor points for the bias correction.
[20] Table S2 and Figure S1 summarize the statistics of the different inversions, demonstrating the excellent performance of the assimilation with an average bias (difference between model simulations and observations) close to zero for both the station and satellite data. Furthermore, this compilation shows that the fit of the station data is only marginally degraded when including the satellite data (increase in root-mean-square (RMS) by 0.1-0.4 ppb for Sx-SCIA compared to corresponding Sx-NOAA).
Results and Discussion
Atmospheric CH 4 Mixing Ratios
[21] Modeled global and hemispheric average CH 4 mixing ratios are shown in Figure 2a , averaged over the seven lowest model layers (i.e., between the surface and~2 km altitude, shown for S1-SCIA and S1-NOAA). The growth rate (Figure 2b) is calculated from the slope of the deseasonalized average mixing ratios. The figure illustrates the pronounced increase of the CH 4 growth rate in 2006, almost simultaneously in both hemispheres, peaking at~10 ppb/yr in early 2007, followed by a slow attenuation.
[ [23] The global and hemispheric average CH 4 mixing ratios in the lower atmosphere and the growth rates calculated from 3-D model fields are very robust, showing, in general, only weak dependence on the inversion settings. This also holds for the evolution of CH 4 growth rates at the latitudinal resolution of the transport model (4 latitude), shown in Figure S2 for all sensitivity experiments.
[24] We note, however, some differences in the mean CH 4 mixing ratios evaluated from the 3-D model fields compared to the NOAA CH 4 Marine Boundary Layer (MBL) Reference (http://www.esrl.noaa.gov/gmd/ccgg/mbl/; see Figure S3 ). The latter is, on average,~5 ppb lower and shows a somewhat different seasonal cycle than the mean CH 4 mixing ratios evaluated from the 3-D model fields. While the model simulates the NOAA surface observations, in general, quite well (see Figure S4 ), these differences are mainly due to the fact that the integration of model fields over the whole model domain includes the continental air masses. Integrating the model fields only over the MBL results in mean CH 4 mixing ratios much closer to the NOAA MBL Reference method (see Figure S3 ). The remaining differences, especially in the NH seasonality, probably indicate a somewhat better representation of mean mixing ratios in the 3-D model fields, because they have complete spatial coverage of the MBL that is constrained by the actual, but more limited, observations.
Derived Total Emissions
[25] Figure 3 gives an overview of the interannual variability of total emissions derived from all inversion experiments. latitude bands shows that the latter increase is almost entirely attributed to the NH midlatitudes (between 30 N and 60 N; Figure S5a and Table 3 ), while the Arctic latitudes show only very small differences between these two periods (decrease by 0.3-1.0 Tg CH 4 /yr). Clearly visible is significant IAV of global emissions during 2002-2004, largely attributed to the extratropical NH, consistent with the observation of the interannual variations of the CH 4 growth rate in the NH during that period (see section 4.1).
[26] While the global trends and IAV patterns are broadly consistent among all nine inversion experiments, differences are apparent between inversions using SCIAMACHY + NOAA data and those using only NOAA surface data, mainly for the tropics. The SCIAMACHY + NOAA-based inversions show a small negative anomaly during the first half of 2006 and a less pronounced positive anomaly between the end of 2007 and the beginning of 2009 (compared to the NOAA-only inversions). These differences in the tropical emission anomalies largely determine the differences visible in the emission anomalies of the global totals (Figure 3) . Figure S5a shows that the differences in the tropical anomalies are somewhat larger in the NH tropics compared to the SH tropics. Furthermore, we see some differences between the SCIAMACHY + NOAA and NOAA-only inversions for the midlatitudes of the NH during 2007-2008, while the Arctic shows very high consistency among all scenarios during the entire target period (we note, however, that Arctic latitudes are not directly constrained by SCIAMACHY in our inversions). In Figure S7a , we also present zonal emission anomalies at the latitudinal resolution of the model (4 latitude), revealing significant differences in the "latitudinal fine structure" of the emission anomalies between the SCIAMACHY + NOAA-based inversions and the NOAA-only inversions. In general, however, this fine structure is very similar for the inversions (S1-SCIA) -(S4-SCIA) demonstrating that these inversions are strongly constrained by the SCIAMACHY observations (in addition to NOAA surface data), while inversions (S1-NOAA) -(S4-NOAA) show a somewhat stronger sensitivity to the inversion settings.
[27] Significant differences in the latitudinal fine structure between the SCIAMACHY + NOAA and the NOAA-only inversions were expected since the satellite data provide significant additional constraints especially for tropical regions. Yet the central challenge remains to evaluate the quality of the additional information from the satellite data and to identify potential artifacts. For example, the negative anomaly derived for tropical regions during the first half of 2006 for the SCIAMACHY + NOAA inversions is very likely directly related to the negative tropical anomaly visible in the deseasonalized time series of the SCIAMACHY retrievals [see Frankenberg et al., 2011, Figure 7] . At the same time, however, the SCIAMACHY retrievals over Africa show a larger anomaly than that observed by NOAA at Assekrem, Algeria [see Frankenberg et al., 2011, Figure 10] , during that period. It is currently not clear if the inconsistency of the time series during that period is due to the limited region of influence for air samples collected at Assekrem or due to a potential artifact in the SCIAMACHY retrievals caused by the detector degradation which occurred late 2005.
[28] Also, the bias correction of the SCIAMACHY retrievals plays a significant role. While the previous IMAPv5.0 retrievals [Frankenberg et al., 2008] , available for 2003-2005, showed only a very small latitudinal bias component [Bergamaschi et al., 2009] , the extension of the SCIAMACHY retrievals beyond the end of 2005 required the application of a consistent (but more strict) pixel mask over the entire period 2003-2010 (IMAPv5.5 retrievals used in this study), which reintroduced a strong latitudinal dependence of the bias [Frankenberg et al., 2011] , making the inversions more sensitive to the applied bias correction. While, in inversions (S1-SCIA) -(S4-SCIA) a polynomial bias correction as a function of latitude and month is applied, in S5-SCIA, we use a "smooth" bias correction (see section 3.2), which allows a more flexible compensation of potential biases on shorter latitudinal distances. The derived smooth bias correction shows indeed a significantly different latitudinal structure than the polynomial bias correction ( Figure S10 ), and Figure S7a demonstrates a significant impact on the latitudinal fine structure of the derived emission anomalies in the tropics. Despite these differences, the emission anomalies derived from S5-SCIA are largely consistent with the emission anomalies derived from inversions (S1-SCIA) -(S4-SCIA) when averaged over 60 latitude bands (Figure 3 ) and, to a somewhat lesser extent, when averaged over 30 latitude bands ( Figure S5a) . In section 4.4, we will further evaluate the quality of the different sensitivity inversions using various independent validation data sets.
Attribution of Emission Anomalies to Major Source Categories
[29] Next, we analyze the attribution of interannual variations of total emissions to the major emission source categories. trend. This demonstrates that the inversion system can, to some extent, separate trends from different source categories with different spatial (and temporal) distributions.
[31] For all inversions, the derived overall trend of the anthropogenic emissions is smaller than the trend in the EDGARv4.2 emission inventory (shown as grey circles in Figure 4a ). While the EDGARv4.2 emissions rise by 37. Table 1 under "remaining sources" (i.e., excluding the minor natural sources and sinks) and rice emissions. In addition, the interannual variation of the corresponding anthropogenic emissions from the EDGARv4. [32] Most of the increase in anthropogenic emissions in the inversions is attributed to the tropics and extratropical NH (and within the latter, almost entirely to the midlatitudes between 30 N and 60 N; not shown). About half of the large increase of the global anthropogenic emissions in EDGARv4.2 is attributed to China, with an increase of 18.6 Tg CH 4 /yr between 2003 and 2008, largely due to increased CH 4 emissions from coal mining (10.7 Tg CH 4 /yr) and agriculture (increase by 4.9 Tg CH 4 /yr from rice cultivation and enteric fermentation). The inversion also attributes a significant increase of anthropogenic CH 4 emissions to China (Figure 5 ), however at a much smaller rate: The inversions yield an increase of anthropogenic emissions of 1.1 AE 0.3 (0.4-1.4) Tg CH 4 /yr per year (evaluated by using linear regression lines through the whole inversion period; [33] Substantial increases are also reported for other countries in EDGARv4.2; however, they were generally far smaller than that for China. The second largest increase of CH 4 emissions between 2003 and 2008 is reported for Brazil (+2.5 Tg CH 4 /yr), followed by the Russian Federation (+2.0 Tg CH 4 /yr) and India (+1.5 Tg CH 4 /yr). A more detailed discussion of emission trends per country, however, is beyond the scope of this paper.
[34] SF 6 simulations performed within the framework of the TransCom-CH 4 initiative showed that TM5 may underestimate interhemispheric mixing. This potential systematic transport error in TM5 may result in a low bias of the derived emissions for China. First experiments with an updated TM5 version, using a horizontal diffusion parameterization based on the scheme of Prather et al. [1987] , improve the agreement between SF 6 simulations and observations and, applied in the inversion, lead to some latitudinal redistribution of derived total emissions while having only a negligible impact on the derived IAV of emissions (G. Monteil et al., Comparison of CH 4 inversions based on 15 months of GOSAT and SCIAMACHY observations, submitted to Journal of Geophysical Research, 2013).
[35] Besides the significant increasing trend of anthropogenic emissions, Figure 4a also shows the presence of considerable IAV. Some of this IAV may be an artifact due to imperfect separation of source categories in the inversion. Furthermore, IAV in the OH sink may also play some role (as discussed below).
Wetlands
[36] In Figures 4b and 4c , we show the derived IAV for wetlands and biomass burning, respectively, and in the supporting information, also the zonal emission anomalies at the latitudinal resolution of the model are presented (Figures S7b and S7c) . A significant anomaly of wetland emissions is derived at Arctic latitudes during 2007 in all scenarios (1.2-3.2 Tg CH 4 /yr), while subsequent years show slightly lower emissions (À1.6 to À0.9 Tg CH 4 /yr) compared [Dlugokencky et al., 2009; Rigby et al., 2008] (evaluated also in this study from ECMWF 2 m temperatures at model grid cells with wetland emissions; not shown). Although the absolute magnitude of the derived Arctic anomaly is relatively small, the effect on atmospheric CH 4 observed at the surface in this region is quite pronounced. This is due to the small surface area of the Arctic latitude band (60 N-90 N) representing only 13.4% of the hemispheric area. For comparison, the 30 N-60 N latitude band represents 36.6% and the tropical latitude (EQ-30 N) band 50% of the hemispheric area. Normalized by area, a 1 Tg CH 4 /yr anomaly in the Arctic latitude band is equivalent to a 3.7 Tg CH 4 /yr anomaly in the (EQ-30 N) latitude band or 7.5 Tg CH 4 /yr in the whole tropical latitude band (30 S-30 N) . Furthermore, the higher sensitivity of surface observations in the Arctic is amplified by the much less vigorous vertical mixing in the Arctic compared to the tropics [Bousquet et al., 2011] .
[37] The derived IAV for wetlands in the tropics ( and section 4.2). Also, during 2007-2008, differences are apparent between the SCIAMACHY + NOAA and the NOAAonly inversions, and inversions using different a priori wetland inventories.
[38] Despite these differences, all inversions show a rather consistent increase of wetland emissions in the SH tropics (30 S-EQ) starting in 2006 and extending into 2007 (positive anomaly in 2007: 1-8 Tg CH 4 /yr; see Figure S5b ). This is very likely due to higher than average precipitation in the tropics [Dlugokencky et al., 2009] (evaluated also in this study from Global Precipitation Climatology Project version 2.2 (GPCPv2.2) precipitation at model grid cells with wetland emissions; not shown).
[39] The finding of increased wetland emissions in 2007 is qualitatively consistent with the inverse modeling study of Bousquet et al. [2011 Bousquet et al. [ ] (covering 2006 Bousquet et al. [ -2008 4 /yr in our study) and the fact that they attribute the increase in total emissions largely to wetlands (with an estimated decrease of 5 Tg CH 4 /yr of anthropogenic sources), while in our study, a substantial fraction of the total increase is attributed to anthropogenic emission (5-12 Tg CH 4 /yr).
[ Tg CH 4 /yr higher, mostly attributed to the tropics). While this positive anomaly is found also in S3-NOAA (using constant a priori emissions; 2000-2002 average of 5 Tg CH 4 /yr higher), the significantly higher anomaly found in S1-NOAA, S2-NOAA, and S4-NOAA (8-11 Tg CH 4 /yr) could be due to the overestimated increase of anthropogenic emissions in EDGARv4.2 (see above), which the inversion may compensate by attributing the required correction of total emissions partly also to wetlands.
Biomass Burning
[41] Although CH 4 emissions from biomass burning contribute only~3-9% to total CH 4 emissions, they play a significant role for interannual variations of the global CH 4 budget during intensive fire events [e.g., Bousquet et al., 2006; Langenfelds et al., 2002] . According to the GFEDv3. [42] In general, all inversions that use the GFEDv3.1 inventory as a priori (i.e., all inversions except S3-NOAA and S3-SCIA) follow largely the major patterns of IAV of this inventory (Figures 4c and S5c) . Even at the latitudinal resolution of the model, a posteriori emissions from biomass burning are very consistent ( Figures S6 and S7c) . Remarkably, S3-SCIA (with constant a priori for all years) derives very similar IAV patterns between the equator and 15 S (albeit with somewhat lower amplitude), while this is not the case for S3-NOAA. This illustrates the added value of the SCIAMACHY data and the capability of the inversion to derive realistic IAV patterns in regions with strong observational constraints. Frankenberg et al. [2011] pointed out that the XCH 4 retrievals based on the proxy method may have systematic errors in case of biomass burning plumes, if the coemitted CO 2 is not properly accounted for in the applied CO 2 correction. However, since the GFED inventory is applied as a priori in the ensemble Kalman filter CarbonTracker CO 2 inversion [Peters et al., 2007] , the systematic error in the proxy retrievals should be small as long as the deviations from the GFED CO 2 emissions are small.
[43] According to GFEDv3.1, 8.6 Tg CH 4 was emitted in equatorial Asia during August-October 2006, compared to average emissions of 1.3 Tg CH 4 during the same 3 months in the period [2003] [2004] [2005] . These elevated emissions are due to the large Indonesian forest fires, peaking in October 2006, and are the major reason for the pronounced tropical (and global) anomaly visible in Figure 4c (see also Figures  S5c and S7c) . The Indonesian fires were related to drought during the 2006 El Niño and lead to significantly elevated CO and O 3 mixing ratios over Indonesia and the eastern Indian Ocean [Logan et al., 2008] . Elevated CH 4 mixing ratios over Indonesia in October 2006 have also been reported by Worden et al. [2013] based on measurements from the Aura Tropospheric Emission Sounder satellite instrument and were attributed to biomass burning using correlations between observed CH 4 and CO.
[ Yurganov et al. [2005] , attributed to the strong boreal fires, especially in Russia.
[45] Besides biomass burning, our inversions assign a significant positive anomaly also to anthropogenic CH 4 emissions (excluding biomass burning) in 2003, clearly visible in both the extratropical NH and the tropics (Figure 4a) . However, biomass burning also affects OH, in particular due to the emitted CO (but also due to coemitted CH 4 and VOC). Since the IAV of OH is not taken into account in our inversion, any OH IAV will erroneously be projected to the derived IAV of emissions. Unfortunately, the IAV of OH is rather uncertain, and available studies provide a rather inconsistent picture. Based on methyl chloroform (MCF) measurements from nine remote atmospheric monitoring sites, Montzka et al. [2011] However, significantly lower OH IAV (maximum of AE2%) has been derived in the same study, based on a 3-D atmospheric chemistry transport model (CTM), which takes into account IAV of meteorology, photolysis rates, and biomass burning. Very low OH IAV was also derived by Holmes et al.
[2013] using three independent CTMs. Furthermore, their results correlated poorly with the MCF-based OH IAV of Montzka et al. [2011] . Summarizing, despite the inconsistencies between the existing studies on OH IAV, it is obvious that OH IAV can play a significant role for the IAV of the global CH 4 budget, with an OH IAV of AE1% being equivalent to an IAV of the global sink of AE5-6 Tg CH 4 /yr. Further studies are required to better quantify OH IAV in which the coupling between the changes in CH 4 and CO needs to be considered involving their coupling with OH, as well as the impact of other relevant parameters (such as NO x , water vapor, temperature, and stratospheric ozone).
Validation
[46] The quality of the model simulations is evaluated using various independent data sets of ship-and aircraftbased measurements, covering the boundary layer (BL), the free troposphere (FT), and the upper troposphere and lower stratosphere (UTLS) (see section 2.2 for description of the data sets and Figure 1 ). These additional observational data sets were not used in the inversions and therefore serve as independent validation of simulated 3-D CH 4 mixing ratios. Figure 6 gives an overview of the achieved root-meansquare (RMS) differences between model simulations and observations (using a total of~104,000 measurements during [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] . The figure illustrates the general significant improvement of optimized CH 4 mixing ratios from the inversions compared to the a priori simulations (shown for the a priori of inversion S1, which is, however, already partly optimized, since the a priori starts from optimized 3-D fields at the beginning of each year from the inversion of the previous year (see section 3.2)).
NOAA Ship Cruises
[47] Figure 7 shows the bias of model simulations (S1-SCIA) compared to NOAA samples from regular ship cruises through Model validation: RMS of differences between simulated CH 4 mixing ratios and independent observations in the boundary layer ("BL"), free troposphere ("FT"), and upper troposphere/lower stratosphere ("UTLS"). Observations are from NOAA shipboard samples, NOAA vertical profiles from light aircraft sampling, HIPPO and BARCA campaigns, and the CARIBIC program. "A priori" is from inversion S1 but starting from optimized 3-D fields at the beginning of each year (from inversion of the previous year; see section 3.2).
the Pacific Ocean (NOAA POC) as a function of time and latitude (averaged in monthly 5 latitude bins). The figure demonstrates the generally very good agreement, especially in the SH, where the bias is close to zero (76% of monthly 5 bins within 5 ppb; average bias over the whole 2003-2010 period < 1 ppb). A small negative bias is apparent in the NH (average bias~À3 to À4 ppb) and a small positive bias around the equator (maximum~5 ppb). The figure also demonstrates the absence of any significant trends in the bias during the entire inversion period. The bias shows only minor differences among the different inversions (time series for the other inversions not shown), and the RMS values are very close for all inversions (~9 ppb; Figure 6 ).
NOAA Aircraft Profiles
[48] Compared to NOAA vertical profiles of CH 4 , model simulations agree well in the free troposphere, with an average bias (averaged over 2003-2010) and RMS values of 14-15 ppb for all inversions (Figure 6 ). Integrated over the free troposphere (defined here between 850 and 350 hPa), a small latitudinal dependence of the average bias is apparent (À3 to 4 ppb; Figure 8 , middle panel).
[49] Within the boundary layer (between the surface and 850 hPa), the average bias is still very low (< 3 ppb; Figure 8 , top panel); however, the RMS is significantly higher (~30 ppb) compared to that of the free troposphere and also compared to that of the NOAA ship measurements in the marine boundary layer. This is because many of the NOAA aircraft profiles are over the U.S. (see also Figure 1 ), close to regional CH 4 sources, which are not properly resolved by the coarse-resolution TM5 version used for the inversions.
[50] For shorter time periods (mainly between mid-2005 and beginning of 2007), NOAA profiles are available also for the upper troposphere (above 350 hPa) to the lower stratosphere (up to~150 hPa/~13 km) for some of the aircraft sites. The monthly average bias (aggregated in 50 hPa bins) in this altitude region shows larger scatter compared to the free troposphere (Figure 8, top panel) . This is partly attributed to the lower number of measurements in the UTLS compared to the free troposphere but is probably mainly due to the larger vertical gradients of CH 4 mixing ratios and occasional stratospheric intrusions into the upper troposphere, which are not resolved by the TM5 model.
HIPPO Aircraft Campaigns
[51] A very valuable data set for further validation is from the HIAPER Pole-to-Pole Observations (HIPPO) aircraft campaigns, providing transects from high northern (~80 N) to high southern latitudes (~70 S), between the surface and the UTLS. Figure 9 shows as example the southbound flight of HIPPO-1 (January 2009), demonstrating the overall very good agreement between observations and model simulations. Note that we applied a small correction to the HIPPO data (ranging between 3.5 and 6.0 ppb), determined by comparison with parallel discrete air samples, analyzed by NOAA ESRL (see section 2.2). Figure 10 shows the average bias (between TM5 and corrected HIPPO measurements) as a function of altitude, separated for the extratropical NH, tropics, and extratropical SH, for HIPPO-1 to HIPPO-3. Similar to the NOAA profiles, the bias is generally very low throughout the free troposphere. Furthermore, the bias varies only little between the different inversions (with a slightly smaller bias of S1-SCIA compared to S1-NOAA for HIPPO-1).
[52] There was also no significant bias between TM5 and HIPPO in the boundary layer, and the mean RMS for the boundary layer data from all HIPPO campaigns (~13 ppb) is very close to the HIPPO data in the free troposphere. The significant difference to the RMS from the NOAA aircraft data in the boundary layer (~30 ppb) reflects the fact that in contrast to the NOAA flights, the major part of the HIPPO transects is over the ocean.
[53] A significant deterioration of the bias is apparent above~350 hPa for all three HIPPO campaigns, especially in extratropical regions. These deviations are attributed to the coarse horizontal (6 Â 4 ) and vertical resolution (approximately five layers between 350 and 150 hPa) of the TM5 version used, which does not resolve, as mentioned before, the dynamics of stratospheric-tropospheric exchange on smaller scales.
CARIBIC Aircraft Measurements
[54] During the CARIBIC flights, especially in the extratropical NH, CH 4 mixing ratios up to~100 ppb lower than model values are occasionally observed. The reason is that at middle to high latitudes given the cruise altitudes of 10-12 km, a significant fraction of the time is spent in the lowermost stratosphere. In Figure 11 , we show the bias Figure 9 . Validation using HIPPO aircraft data (HIPPO-1 southbound flight; S1-SCIA).
between TM5 and CARIBIC, after filtering data with clear stratospheric origin (based on potential vorticity), hence representing mainly the upper troposphere. While the monthly average bias still shows larger scatter as seen in the free troposphere (NOAA aircraft and HIPPO), the average bias between TM5 and CARIBIC over the whole period for which CARIBIC data exist (since August 2005) is very low (À6 to 3 ppb). Using the whole CARIBIC data set (i.e., without filtering for stratospheric influence), a RMS of 30-31 ppb is calculated, close to the RMS of the HIPPO data in the UTLS (36-37 ppb) (Figure 6 ).
BARCA Aircraft Campaigns
[55] Finally, we compare the model simulations with the BARCA aircraft campaigns over the Amazon. In contrast to the validation data sets discussed so far, the validation versus the BARCA data sets reveals significant differences among the inversions, with the RMS for (S1-SCIA) -(S4-SCIA) being significantly lower (12-13 ppb) compared to the corresponding inversions based on NOAA data only ((S1-NOAA) -(S4-NOAA) RMS: 19-22 ppb) in the free troposphere ( Figure 6 ). While (S1-NOAA) -(S4-NOAA) result in lower CH 4 mixing ratios over the Amazon than observed during the BARCA flights (average bias in the FT: À19 to À14 ppb; Figures S8 and S9), (S1-SCIA) -(S4-SCIA) yield, on average, a much smaller bias (0 to 2 ppb). The tendency to underestimate CH 4 mixing ratios in the NOAA-only inversions is also clearly visible in the boundary layer, while the SCIAMACHY + NOAAbased inversions are too high in the boundary layer, especially for BARCA-B ( Figure S9 ). The latter suggests that (S1-SCIA) -(S4-SCIA) may overestimate the regional emissions; however, given the coarse model resolution, the comparison with observations is more difficult to interpret (and much more Figure 10 . Validation using HIPPO-1 to HIPPO-3 aircraft data: average bias (TM5-HIPPO) as a function of altitude, separated for the extratropical NH (red), tropics (green), and extratropical SH (blue). (a-c) S1-SCIA; (d-f) S1-NOAA.
sensitive to model representation errors) in the boundary layer than in the free troposphere. S5-SCIA, which is using the smooth bias correction for the SCIAMACHY retrievals, results in mixing ratios that are too low (average bias: À20 ppb) and similar RMS as the NOAA-only inversions in the free troposphere. This finding indicates that the smooth bias correction may "overcorrect" the SCIAMACHY bias, assigning part of the emission signal to the bias correction.
[56] Summarizing, the comparison with the BARCA campaigns demonstrates the improvement of the inversions using both NOAA and SCIAMACHY data (S1-SCIA) -(S4-SCIA), using the polynomial bias correction), compared to the corresponding NOAA-only inversions in the free troposphere over the Amazon, consistent with the analysis of Beck et al. [2012] (which used, however, previous TM5-4DVAR inversions with somewhat different settings). We note, however, that this improvement does not necessarily imply that the derived IAV (which is the major focus of this paper) is more realistic in (S1-SCIA) -(S4-SCIA) compared to the NOAA-only inversions. While providing an important regional validation over the Amazon, these two intensive campaigns are not sufficient to draw clear conclusions about the differences in the IAV from the different inversions. The IAV attributed to biomass burning in the inversions is probably largely driven by the applied a priori inventory (GFEDv3.1). However, inversion S3-SCIA (with constant a priori for all years) also derives very similar IAV patterns between the equator and 15 S (albeit with lower amplitude), demonstrating the capability of the inversion to derive realistic IAV patterns in regions with strong constraints from satellite data. But, in general, the attribution to the different emission groups depends significantly on the applied a priori emission inventories, while the derived IAV and trends for the total emissions are less sensitive to the a priori.
Conclusions
[59] Superimposed on the increasing trend, the inversions also attribute significant IAV to anthropogenic emissions. Although anthropogenic emissions may vary, in reality, more strongly than that suggested by the bottom-up inventory (EDGARv4.2) (e.g., due to potential climate dependence of agricultural emission), the IAV derived for anthropogenic emissions could be not only due to the mentioned limitations of the inversions to separate the different source categories but also due to IAV in OH, which was not considered in our study. Recent studies based on different atmospheric chemistry transport models estimated that the IAV of OH was relatively small during the last decade (maximum of AE2%) [Holmes et al., 2013; Montzka et al., 2011] , while estimates based on MCF observations are somewhat higher (up to~5%) and correlate poorly with the model-derived OH IAV patterns. Clearly, more studies are required to improve our understanding of OH IAV and to better disentangle IAV of CH 4 emissions and IAV of OH.
[60] While the above conclusions on derived emissions are largely consistent among all inversions, significant differences in the exact latitudinal attribution of the IAV of CH 4 emissions were apparent between the inversions using SCIAMACHY + NOAA data and those using only the NOAA surface observations. The differences are largest in the tropics, where the SCIAMACHY data provide strong constraints. The comparison with the BARCA aircraft campaigns (November 2008 and May 2009) clearly shows the significant improvement of the SCIAMACHY + NOAA inversions (S1-SCIA) -(S4-SCIA) compared to the NOAAonly inversions (S1-NOAA) -(S4-NOAA) in the free troposphere over the Amazon (albeit the (S1-SCIA) -(S4-SCIA) inversions overestimate CH 4 mixing ratios in the boundary layer). Despite this encouraging result that demonstrates the usefulness of the satellite data, one has to be cautious regarding conclusions about derived IAV, as potential artifacts in the SCIAMACHY retrievals cannot be ruled out, in particular, given the severe pixel degradation which occurred late 2005. The further shipboard and airborne validation data used in this study showed a generally very similar performance of all inversions (both in terms of RMS and bias). These observations are apparently too far away from the source regions in which the derived spatial emission distributions differ (mostly in the tropics). Comparison of model simulations with the NOAA ship and aircraft data showed very good agreement in the free troposphere and the remote marine boundary layer over the whole target period. Furthermore, validation against the HIPPO-1 to HIPPO-3 aircraft campaigns in 2009 and 2010, providing transects from high northern (~80 N) to high southern latitudes (~70 S), confirms that CH 4 is realistically simulated in the remote troposphere. The deviations seen in the UTLS (NOAA, HIPPO, and CARIBIC aircraft data) are attributed to stratospheric intrusions into the troposphere, which cannot be resolved by the coarse model resolution, but have probably only a relatively small impact on the simulations at the surface (and hence on the inversion results), considering the overall small contribution of the stratospheric sink to the total CH 4 sink.
[61] Comparing the IMAPv5.5 retrievals applied in this study with the previous IMAPv5.0 [Frankenberg et al., 2011] , as well as independent validation against Total Carbon Column Observing Network (TCCON) Fourier transform spectrometer (FTS) measurements [Notholt et al., 2012; Wunch et al., 2011] , suggests that the IMAPv5.5 retrievals may have a complex bias structure, which may not be adequately compensated by our default polynomial bias correction (applied in (S1-SCIA) -(S4-SCIA)). The alternative smooth bias correction (S5-SCIA) indeed showed significant differences in the derived emissions and their IAV. While performing almost equally against most validation data used in this study, however, S5-SCIA performs worse than (S1-SCIA) -(S4-SCIA) (both in terms of bias and RMS) when compared to independent measurements in the free troposphere over the Amazon, suggesting that the smooth bias correction may not properly disentangle the required bias correction from the emission signal. In a parallel study, the bias of the SCIAMACHY retrievals, and potential alternatives to correct for these biases, is investigated in more detail (S. Houweling et al., manuscript in preparation, 2013) . Despite significant dependence on the bias correction of derived emission anomalies on smaller scales, S5-SCIA shows relatively good consistency with (S1-SCIA) -(S4-SCIA), when aggregating the derived IAV of emissions over larger latitude bands.
[62] Significant improvements of future CH 4 inversions are expected from the use of new satellite sensors, such as the Greenhouse Gases Observing Satellite (GOSAT) (in orbit since 2009) which enables XCH 4 retrievals with better accuracy [Butz et al., 2011; Schepers et al., 2012] .
