Abstract-Support Vector Machines (SVMs) have been dominant learning techniques for more than ten years, and mostly applied to supervised learning problems. These years two-class unsupervised and semi-supervised classification algorithms based on Bounded C-SVMs, Bounded ν-SVMs and Lagrangian SVMs (LSVMs) respectively, which are relaxed to Semi-definite Programming (SDP), get good classification results. These support vector methods implicitly assume that training data in the optimization problems to be known exactly. But in practice, the training data are usually subjected to measurement noise. Zhao et al proposed robust version to Bounded C− SVMs, Bounded ν-SVMs and Lagrangian SVMs (LSVMs) respectively with perturbations in convex polyhedrons and ellipsoids. The region of perturbation in the methods mentioned above is not general, and there are many perturbations in non-convex regions in practice. Therefore we proposed unsupervised and semisupervised classification problems based on Lagrangian Support Vector Machines with general polyhedral perturbations. But the problem has difficulty to compute, we will find its semidefinite relaxation that can approximate it well. Numerical results confirm the robustness of the proposed method.
I. INTRODUCTION
As an important branch in unsupervised learning, clustering analysis aims at partitioning a collection of objects into groups or clusters so that members within each cluster are more closely related to one another than objects assigned to different clusters [1] . Clustering algorithms provide automated tools to help identify a structure from an unlabeled set, in a variety of areas including bio-informatics, computer vision, information retrieval and data mining. There is a rich resource of prior work on this subject. The works reviewed below are most related to ours.
Data uncertainty is present in many real-world optimization problems. For example, in supply chain optimization, the actual demand for products, financial returns, actual material requirements and other resources are not precisely known when critical decisions need to be made. In engineering and science, data is subjected to measurement errors, which also constitute sources of data uncertainty in the optimization model [2] .
In mathematical optimization models, we commonly assume that the data inputs are precisely known and ignore the influence of parameter uncertainties on the optimality and feasibility of the models. It is therefore conceivable that as the data differs from the assumed nominal values, the generated optimal solution" may violate critical constraints and perform poorly from an objective function point of view [2] . This observation raises the natural question of designing solution approaches that are immune to data uncertainty; that is, they are 'robust' [3] . Robust optimization addresses the issue of data uncertainties from the perspective of computational tractability.
The first step in this direction was taken by Soyster [4] .A significant step forward for developing robust optimization was taken independently by Ben-Tal and Nemirovski [5] [6] [7] , EIGhaoui and Lebret [8] , and EI-Ghaoui et al [9] . To overcome the issue of over conservatism, these papers proposed less conservative models by considering uncertain linear problems with ellipsoidal uncertainties, which solve the robust counterpart of the nominal problem in the form of conic quadratic problems. Melvyn Sim proposed a new robust counterpart, which inherits the characters of the nominal problems, that is robust SOCPs remain SOCPs and robust SDPs remains SDPs; moreover, under reasonable probabilistic assumptions on data variation he established probabilistic guarantees for feasibility that lead to explicit ways for selecting parameters that control robustness [2] . The region of perturbation in the methods mentioned above is not general, and there are many perturbations in non-convex regions in practice. Therefore we proposed unsupervised and semi-supervised classification problems based on Lagrangian Support Vector Machines with general polyhedral perturbations.
We briefly outline the contents of the paper now. We review the Support Vector Machines in Section 2. Section 3 will formulate unsupervised and semi-supervised classification algorithms based on LSVM with general polyhedral perturbations. In the last Section we will have conclusions.
II. SUPPORT VECTOR MACHINES
Considering the supervised classification problem, we will assume the given labeled training examples (x 1 , y 1 ), . . . , (x l , y l ) where each input x i is assigned to a binary output y i ∈ {−1, +1}. The goal of SVMs is to find the linear classifier f (x) = w T φ(x) − b in Hilbert space that maximizes the minimum misclassification margin
and corresponding dual problem is
where φ(·) is the mapping
The problem (1) and (2) are primal and dual problem of Lagrangian Support Vector Machines respectively (LSVM) [19] .
III. UNSUPERVISED AND SEMI-SUPERVISED CLASSIFICATION ALGORITHMS WITH GENERAL POLYHEDRAL PERTURBATIONS
Efficient convex optimization techniques have had a profound impact on the field of machine learning. Most of them have been used in applying quadratic programming techniques to Support Vector Machines (SVM) and kernel machine training [10] . Semi-definite Programming (SDP) extends the toolbox of optimization methods used in machine learning, beyond the current unconstrained, linear and quadratic programming techniques. Interior point method has good effect for Semi-definite Programming, moreover there exist several softwares such as SeDuMi [21] and SDPT3.
Lanckreit et al show how the kernel matrix can be learned from data via semi-definite programming techniques [11] . They presented mew methods for learning a kernel matrix from labeled data set and transductive data set. Both methods relax the problem to Semi-definite Programming. For a transductive setting, using the labeled data one can learn a good embedding (kernel matrix), which can then be applied to the unlabeled part of the data. De Bie and Cristanini relax two-class transduction problem to semi-definite programming based transductive Support Vector Machines [12] .
Xu et al develop methods to two-class unsupervised and semi-supervised classification problem based Bounded C− Support Vector Machines in virtue of relaxation to Semidefinite Programming [13] in the foundation of [11] [12] .
In the methods mentioned above, the training data in the optimization problems are implicitly assumed to be known exactly. However, in practice, these training data have perturbations since they are usually corrupted by measurement noise. Zhao et al [16] [17] [18] proposed robust version to Bounded C− SVMs,Bounded ν-SVMs and Lagrangian SVMs (LSVMs) respectively with perturbations in convex polyhedrons and ellipsoids. The region of perturbation in the methods mentioned above is not general, and in practice there are many nonconvex region in perturbation. Therefore we proposed unsupervised and semi-supervised classification problems based on Lagrangian Support Vector Machines with general polyhedral perturbations. Every point x i lying in the polyhedral set determined by the linear inequalities B i x i ≤ t i can be perturbed as x i . We hope that all the points in the same polyhedron have the same label, that is
Considering Lagrangian Support Vector Machines, and the training data have perturbations as mentioned above, then we get the optimization problem
Constraint (5) is infinite and problem (4)- (5) is semi-infinite optimization problem, there seems no good method to resolve it directly.In Mangasarian's proposed robust framework [20] ,
equals to
Then we get Lagrangian Support Vector Machines with general polyhedral perturbations
Using the method in [13] , then get the optimization problem based on robust Lagrangian Support Vector Machines to resolve unsupervised classification problem
Problem (13)- (18) has difficulty to compute, then we consider to get its approximate solutions. Due to Semi-definite Programming can provide effective algorithms to cope with the difficult computational problem and obtain high approximate solutions, it seems better to relax problem (13)- (18) to Semi-definite Programming. In order to relax it to SDP, we will change the form of primal Lagrangian Support Vector Machines in use of duality, that means find its dual problem's dual. So get the optimization problem
where
T in virtue of relaxation to SDP, we tends to find matrix M and G such that
Concretely . . . , y l , y 1 , . . . , y 1 , . . . , y l , . . . , y l ) T (25) 
So the problem (19)- (21) has the equivalent form as followed 
s.t.
Because M has complicated structure and there is not an efficient rounding method for it. In order to use of rounding method that eigenvector corresponding to maximal eigenvalue of optimal solution M * ,which M = (y 1 , . . . , y l ) T (y 1 , . . . , y l ), we will find the relationship of M and M . Set 
When get the solution M * , set y * = sgn(t 1 ), where t 1 is eigenvector corresponding to the maximal eigenvalue of M * . It is easy to extend the unsupervised classification algorithm to semi-supervised classification algorithm with the method in [12] .
IV. CONCLUSIONS
In this paper we have established the unsupervised and semisupervised classification algorithms based on Lagrangian Support Vector Machines with general polyhedral perturbations. In the future we will continue to estimate the approximation of SDP relaxation and get an approximation ratio of the worst case.
