We show that a set is a mean value set for an elliptic operator of the form Lu := ∂ i (a ij (x)∂ j u(x)) if and only if it arises as the noncontact set of an obstacle problem.
Introduction
In [6] , Caffarelli states a method for proving a mean value theorem for a general divergence form operator without giving details, and in [5] the second author of this paper and Z. Hao prove this theorem in detail. Since then, both authors of the current paper have been studying the sets generated by that theorem in a series of papers [1, 2, 3, 4] . One pressing question that has remained unanswered until now is "Are there ever any mean value sets which do not arise as in those papers?" In this short note we will show that there are not. This theorem can be viewed as an extension of a theorem due to Kuran [11] . He showed that if D is an open connected mean value set for the Laplacian and for the point x 0 , and if x 0 ∈ D, then D is a ball centered at x 0 . (See also some earlier work by Epstein, by Epstein and Schiffer, and by Goldstein and Ow [7, 8, 10] .) This work can also be compared to work of Shahgholian, where he shows uniqueness of certain quadrature domains under a variety of constraints. Shahgholian needs additional assumptions in order to get uniqueness and he does not consider quadrature domains for L-harmonic functions, but he is dealing with much more general measures than simply multiples of the delta function. It is also worth observing that Shahgholian replaces the assumption of nonnegativity of the modified Schwarz potential with a weaker condition that required a certain sum to be nonnegative [14] . In our paper for the cases that we are considering, we are eventually able to show that the modified Schwarz potential is alway nonnegative.
Our main proof will follow a part of Harold Shapiro's text on the Schwarz function somewhat closely. The relevant material can be found in [15, Chapter 4] . Having made this citation, we note that Shapiro relies on fundamental solutions and convolutions, and we are forced to rely on the Green's function and a slightly different construction in order to get to the modified Schwarz potential. We also will need a variety of facts about mean value sets, so we will collect these in the second section. We will adopt all of the notation and assumptions found within [5] and the most important of these assumptions can be summarized rapidly to say that Lu := ∂ i (a ij (x)∂ j u(x)) with the standard assumption of uniform ellipticity of the a ij (x) almost everywhere. The authors wish to thank Tim Mesikepp for pointing them in the direction of quadrature domains.
Background on Mean Value Sets
In [6] the following theorem is stated, and its proof is carried out in detail in [5] : Theorem 2.1 (Mean Value Theorem for Divergence Form Elliptic PDE). Let Lu := ∂ i (a ij (x)∂ j u(x)) and assume that the a ij has ellipticity constants λ and Λ. For any x 0 ∈ Ω, there exists an increasing family D r (x 0 ) which satisfies the following:
, with c, C depending only on n, λ, and Λ.
(2) For any v satisfying Lv ≥ 0 and r < s, we have
In [5] the mean value sets are constructed as noncontact sets of any one of a family of obstacle problems involving the fundamental solution as obstacle. On the other hand, within [4] it becomes clear that the best way to find and characterize these mean value sets is as follows: If Ω is any set with a Green's function, G, such that D r (x 0 ) ⊂⊂ Ω with D r (x 0 ) as given in the previous theorem, then D r (x 0 ) is the noncontact set for the solution to the obstacle problem, u ≤ G(·, x 0 ) such that
See Lemma 4.2 of [4] . (See also Remark 1.5 in [2] .) The point is that changing the "outer" set, Ω, leads to a new Green's function and a new solution u that have both been altered by the exact same L-harmonic function, thereby preserving the mean value set.
Proposition 2.3 (The Value of the Constant). With the notation and assumptions of the two previous theorems, we have:
Proof. This identity can be recovered immediately by observing that in the original proof of the mean value theorem given in either [6] or [5] , the constant in front of the integral is exactly the value of the operator L applied to the key test function, so on one hand, we must have r −n in front of the integral in Equation (2.1). On the other hand, by using the fact that L1 = 0, we can stick "1" into the same integral and know that the average value and therefore the left hand side is obviously 1 in order to be sure that the constant in front of the integral must also be |D r (x 0 )| −1 .
Corollary 2.4 (A Trivial Measure Stability Lemma)
. Assume that our operator L is fixed and satisifies our usual assumptions on all of IR n . For any volume V and point x 0 , we can find a mean value set of the form given above so that V = |D r (x 0 )|.
Construction of the Modified Schwarz Potential
Again we will take Ω to be an open connected bounded smooth set, and in particular, it has a Green's function. (We will use [12] as our main source on the Green's function of an operator in a domain.) We let F (Ω) denote the class of L 1 (Ω) functions which are solutions of Lu = 0 in Ω. Following Shapiro, we make the following definitions: 
Then there exists a unique function w which satisfies:
Remark 3.3 (Nonnegativity?). Note that we do not yet assert that this function w is nonnegative.
Proof. We define µ to be the restriction of Lebesgue measure to D x 0 , so dµ := χ {Dx 0 } dx, and we let G(x, z) denote the Green's function for L on the set Ω as guaranteed to exist by [12] . (We choose a sign convention where our Green's function is positive, and
and by our definition of µ(x), this definition immediately gives:
It follows from the fact that LG(x 0 , y) ≡ 0 in D x 0 whenever y ∈ D c x 0 along with the assumed mean value property of such functions with respect to D x 0 that W (z) ≡ 0 on all of D c x 0 . Now by invoking [12, Theorem 6.1] we can conclude (with our sign convention) that
Division by |D x 0 | gives us the desired function, and based on the fact that it satisfies Equation Remark 3.5 (Slightly weaker than what Shapiro requires). Shapiro required that the modified Schwarz potential vanish along with its gradient on the boundary of the domain in question. We do not make that requirement, but we will not need it either. In the case where that happens, we will follow Shapiro and refer to it as a "modified Schwarz potential" or a "true modified Schwarz potential" when we want to emphasize that its gradient is also vanishing on the boundary of the relevant set.
The Uniqueness Theorem
We will simplify the situation slightly by taking Ω = IR n . By following the proof of [15, Theorem 4.7] we prove:
Theorem 4.1 (All Mean Value Sets Arise as Noncontact Sets from Obstacle Problems).
If D x 0 ⊂⊂ IR n is an open mean value set for the operator L which is "centered" at the point x 0 , then there is a choice of r > 0 so that up to sets of measure zero D x 0 is equal to D r (x 0 ) as given in [5] .
Proof. We assume that D x 0 ⊂⊂ IR n is an open mean value set for the operator L which is "centered" at the point x 0 . Corollary 2.4 guarantees that there exists an r > 0 such that (4.1)
|D r (x 0 )| = |D x 0 | . 
Similarly, the function W 0 defined to be the height function from the obstacle problem that produces D r (x 0 ), must satisfy:
Now although we do not know whether W is nonnegative everywhere, we absolutely do know that W 0 ≥ 0, that W 0 vanishes together with its gradient on ∂D r (x 0 ), and that
and assume for the sake of contradiction that D x 0 = D r (x 0 ), and that they differ by more than a set of measure zero. It follows from De Giorgi's Theorem that Υ is continuous, and since it vanishes outside of a compact set, it must attain its maximum and minimum values. We claim that the maximum value must be strictly positive. Indeed, since 
Thus, there is a point z so that (4.6) Υ(z) = max IR n Υ(x) ≥ Υ(y 1 ) > 0 . Now since W vanishes on the complement of D x 0 and since W 0 ≥ 0 we can conclude that z ∈ D x 0 . Since D x 0 is open, there is a ball B q (z) ⊂ D x 0 and on this ball we must have:
(4.7)
By the strong maximum principle, we conclude that Υ ≡ Υ(z) within B q (z), and now we can repeat this process ensuring that we can never reach a boundary of the set where Υ = Υ(z) > 0. Since that set is compactly contained within IR n , it must have a boundary and that gives us a contradiction. It is worth observing that although mean value sets can obviously differ on sets of measure zero, the modified Schwarz potential is unique (at least after taking the continuous representative), and so if W is the modified Schwarz potential for a given mean value set, then we suspect that the "best" representative of the mean value set would be the one defined by {W > 0}. Another candidate for the "best" representative was given in Sakai's text ( [13] ) by the "areal maximal domain." After we change from the complex numbers to IR n his definition becomes the following: When given a domain D ⊂ IR n we define the "areal maximal domain" by: (4.8) [D] := { y ∈ IR n : |B r (y) \ D| = 0 for some r > 0 } .
For comparison, and with thoughts of singular points and lower dimensional singular sets on our minds, we observe that a set of the form {W > 0} could have "slits" and points missing, whereas by applying the definition in Equation (4.8) we would "fill in" those points. (Think of a punctured or "slit" disk versus a disk without those subsets missing.)
Taking the areal maximal domain seems to be throwing away those singular points, and there is currently lots of interest in exactly those points. (See [9] for very recent work devoted to an understanding of such points.)
To further understand our preference, it is worth examining some of the special types of points that Sakai singled out as being interesting in the tenth section of his text [13, Section 10] . Within that section, he considered "increasing families of domains" which he denoted by "{Ω(t)}." He set
and he made the following definitions for points within With these definitions we observe that [3] shows that (with Ω(t) := D t (x 0 )) the set disc{Ω(t)} is empty. The paper [2] shows that under the assumption that a ij ∈ C 1,1 and also on Riemannian manifolds for the Laplace-Beltrami operator, the set of stationary points is empty. By combining the results of [2] and [3] if we consider ∂D t (x 0 ), then we can foliate our domain. On the other hand, if we work with the areal maximal versions of our mean value sets, i.e. we let Ω(t) := [D t (x 0 )], then we cannot foliate our domain with the new ∂Ω(t) in general as we will throw away some of our singular points. As an example of a situation where we could simultaneously produce a stagnant point and a point that failed to belong to the union of the boundaries of the areal maximal versions of our mean value sets, we can consider the situation on a Riemannian manifold with a long "tendril." By choosing an x 0 near the base of the tendril and an t > 0 that is not too small, we can produce a mean value set that wraps around the tendril. Then by increasing t until the moment when D t (x 0 ) swallows up the tendril, we can produce the desired point.
