Abstract
Introduction
Innovative is the era feature of the 21st century. In the 21st century, both economic development and social progress are increasingly dependent on knowledge and technological innovation. After all, international competition is the talent competition and a competition of national innovation capabilities. Talent is the most critical in promoting knowledge innovation, technological innovation and improving the national innovation capacity. Those with creative talents have become the focus of attention. Talent especially the innovative talent is the key factor to build an innovative country. Without a grand innovation team to support, it is impossible to achieve the goal of building an innovative country. The worldwide competition of comprehensive national strength is ultimately a competition of talent especially innovative talent. One able to develop, attract and take good advantage of talent especially creative talents can grab the first resource to control strategic initiative and achieve development goals in the fierce international competition.
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Copyright ⓒ 2014 SERSC Research on human capital theory has been and receiving increasing attention from scholars, experts of many countries in the world. Although there is commonly no special research on the competitiveness of the regional technological innovation competition abroad, there are plenty of studies scattered in a number of other related studies such as how to attract and develop talents based on the analysis of economic disparities in the region [1] [2] [3] ; talent identification and classification [4] ; Jeon D et al. pointed out that to some extent the potential of the personnel is influenced by the environment and has a huge effect on environment from the perspectives of environment and the potential of the personnel [5] [6] [7] ; based on the interaction between creativity, cohesion of the talent and regional development, Hung S believed that human creativity and cohesion played an important role in the regional economic development [8] [9] [10] ; Gardner TG pointed out that developing some talents conforming to the regional development can enhance the creativity and the developing power [11] [12] ; some scholars studied in terms of talent mobility characteristics, causes and impact on the region [13] [14] ; Evi Hartmann believed that talent flow between different countries and regions can improve the competitiveness of the region; under the conditions of globalization , Harvey M and some other scholars researched on talent evaluation in terms of their performance, noted for innovative talents has a huge role in the regional economic development [15] [16] .
Based on the construction of the evaluation index system of technological innovation talent competitiveness, we use BP neural network to evaluate. We determine the input layer, hidden layer and output layer of the model as well as the number of neurons in each layer according to the actual situation of the evaluation system. The number of neurons in the input layer is the number of coordinated development evaluation indices. The output layer is the effect of joint development and has one neuron. The selection of the number of neurons in hidden layer is a very complex issue. In this paper, we will figure out the most appropriate number of hidden layers according to the golden theory. Then we illustrate the accuracy and usefulness of this algorithm technological innovation with the case of the six central provinces. Tests showed that the comprehensive capacity of technological innovation of Hubei is the strongest in the six central provinces, followed by Anhui and the remaining four provinces are of similar level. The layout of the article is as follows: in section two, we briefly introduce the basic model of BP neural network; section three describes the key components of our neural network; in section four we establish evaluation model and use the golden section method to improve BP network. At last we give the test results and conclusions through the strength of the six central provinces.
BP Network Optimization Model
BP neural network is a kind of feed forward networks and it consists of one input layer, some hidden layers and one output layer. Three-layer BP neural network is shown as figure1. The number of input layer, hidden layer and output layer is respectively n, q and m. So the three-layer network can be displayed as ( , , ) B P n q m . It can be used to realize nonlinear mapping from n-dimensional input vector 12 ( ,
. The number of input layers and output layers n and m can be ascertained according to specific issues. We have not got a mature method to ensure the value of q. Usually we set different values for q and select from them according to training result.
After ensuring the structure of ( , , )
B P n q m , the network parameters contain the weight of i-th unit of input layer to j-th unit of hidden layer ( 1, 2 
The input information is transmitted to output layers and we can get the result as following:
The above process is the information dissemination process forward of the network learning, the other procedure is the process of error counter propagation. If error exists between the network output and the desired output, then the error propagates backward. Use the formula (4) to adjust the network weights and thresholds:
ΔW(t) above represents corrections of weights and thresholds of t training sessions.
 and  represent proportional coefficient and momentum coefficient. E is error sum of square. Repeat the two processes above until the error between network output and expected output can meet some certain requirements. 
Activation Function of BP Network
According to the formula (2) in the previous section, we can get that neural networks have a lot of activation functions. The excitation function is one of the main factors that determine the performance of neural network. If the excitation function of neuron is different, it will International Journal of Hybrid Information Technology Vol. 7, No. 6 (2014) 
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Copyright ⓒ 2014 SERSC make the neurons with different mathematical models, which have different characteristics of information processing. Therefore, the correct selection of excitation function has important significance. There are many kinds of excitation function for the optimization model. Excitation function including threshold transform function, nonlinear transformation function and linear transformation function.
The concrete expressions are as follows: (1) Threshold transform function
Nonlinear transform functions commonly used for sigmoid function curve of unipolar which is referred to as S type function. The S type function and its derivative are continuous. So the data processing is very convenient. The Unipolar S function is also called log sigmoid function. The function is shown as follows:
(3) Linear transformation function The characteristics of the function are the neuronal input and output satisfies the linear relationship in a certain range.
The linear function is shown as follows
In order to ensure that model of BP network can training and learning the nonlinear relationship between the input and output, the hidden layer is selected the tangent S function.
The Simulation and Conclusion
We borrow and streamline their indexes by learning the paper [17] . We can get some message by selecting: After screening indicator we can get that technological innovation can be explained by three first level indicators--quantity of technological innovation talents inventory, quality of technological innovation talents and the structure of technological innovation talents. Wherein the number of technological innovation talents can be reflected by rate of resources, density of technological innovation talents and growth rate of technological innovation talents.
The quality of technological innovation talents can be reflected by the number of scientists and engineers accounted for the proportion of technical personnel. Structure of technological innovation talents can be illustrated by education index of technological innovation talents, age index of technological innovation talents and title index of technological innovation talents. Efficiency of technological innovation talents can be illustrated by per capita quantity of invention patents, per capita quantity of scientific papers and per capita technology market turnover. Development environment of technological innovation talents mainly focuses on economic environment and it can be explained by per capita GDP, the growth rate of GDP and the growth rate of PMI. Details are shown in Table1 as following: 
X
The growth rate of local GDP 13 
The growth rate of PMI Connotation of the indexes can be explained as following: X 1 : Education index of technological innovation talent: It refers to the product of the proportion of technological innovation at all levels of education and their weight. It reflects the education constitute of technological innovation.
Calculation method: Make the technological innovation talents of undergraduate education 1 and technological innovation talents of graduate education, college, tertiary qualifications are defined as 1.2, 0.8, 0.6. Technological innovation education index is equal to all academic levels of technological innovation and its right proportion number of the product. Education index of technological innovation talent is the product of the proportion of technological innovation at all levels of education and their weight. Calculation method: Rate of technological innovation talent resources= (the total of technological innovation talents / the total of practitioners)*100% X 5 : Density of technological innovation talents: It refers to regional technological innovation talents accounted for of human resources.
Calculation method: Density of technological innovation talents= (the total of technological innovation talents / the total of people) *100% X 6 : Growth rate of technological innovation talents: It refers to the increment of technological innovation talents accounted for of all the technological innovation talents during the base period. It reflects the incremental level of technological innovation talents.
Calculation method: Growth rate of technological innovation talents= (the increment of technological innovation talents / the number of technological innovation talents during the base period) *100% X 7 : The number of scientists and engineers accounted for of technical personnel: It refers to scientists and engineers accounted for of all technological personnel.
Calculation method: The number of scientists and engineers accounted for of technical personnel= (the number of scientists and engineers / the number of technical personnel) *100% X 8 : Per capita quantity of invention patents: It refers to the number of invention patents to the number of technological innovation talents ratio. It reflects the invention and creation ability of technological innovation talents in new technology, new products and new process.
Calculation method: Per capita quantity of invention patents= (the number of invention patents / the number of technological innovation talents)*100% X 9 : Per capita quantity of scientific papers: It is the number of scientific papers that main foreign retrieval tools include to the number of technological innovation talents. It reflects the competence theory research and basic research ability of technological innovation talents.
Calculation method: Per capita quantity of scientific papers= (the number of scientific papers that main foreign retrieval tools include / the number of technological innovation talents) *100% X 10 : Per capita technology market turnover: It refers to technology market turnover to the number of technological innovation talents ratio. It reflects the transformation and diffusion ability of technological innovation talents' innovation benefits.
Calculation method: Per capita technology market turnover= (technology market turnover / the number of technological innovation talents) *100% X 11 : Per capita GDP: It is the ratio of GDP to total population during the report period and it reflects the level of economic development.
Calculation method: Per capita GDP= (GDP / total population)*100% X 12 : The growth rate of local GDP: It is the increment of GDP to GDP of base period ratio. It represents the ability of the sustainable development of the economy. 
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Calculation method: The growth rate of local GDP= (current GDP -GDP of the base period) / GDP of the base period *100% X 13 : The growth rate of PMI: It's the difference between current PMI and base period PMI to the base period PMI ratio. It also mirrors the ability of the sustainable development of the economy.
Calculation method: The growth rate of PMI= (current PMI -PMI of the base period) / PMI of the base period *100%
We give a table of sample data after normalization about the technological innovation talents of the six provinces. In this paper, we use three-layer BP network structure to evaluate the development of technological innovation talents in the six central provinces. The selection of the number of neurons in hidden layer is a very complex issue. In this paper, we will figure out the most appropriate number of hidden layers according to the following golden theory in Table 2 .
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The theoretical study shows that the increase in the numbers of hidden layer, and increase the number of hidden layer nodes can improve the precision of network training. Increasing the node number of neurons in hidden layer is easier to realize than increasing the numbers of hidden layer. Up to now for the determination of node number of neurons in the hidden layer is mainly through the error method and experience method. We use the method of Fibonacci method to determine the node number of BP network hidden layer nodes. According to the Fibonacci method, the number of input layer nodes is k , the number of output layer nodes is l , and the hidden layer node number is m . Where the [ , ] m a b  , and it satisfies the following formula:
We use the Matlab to construct BP neural network in this article. The Tansig function is used as the neuron transfer function of BP network hidden layer, namely the tangent function of S type. Because the target output value of BP network output layer which is 1, 2, 3, 4 and 5, the use of pure linear function as the transfer function of output layer neurons. LM algorithm is used for the training samples that namely trainlm function. The training rate is set to 0.5, the expected error is one in a million, and the largest network of training time is set to 1000.
Step 1:
In this paper, 13 k  is the input layer node of BP neural network, and 1 l  is the output layer node. According to the formula 4, we can get . 1 g is approximated by 16, and 2 g is approximated by 13. We use the BP network to train the data of total sample and use the non training data to forecast. We can get the values of mean square error which is . Also we can get the comparative results of expected value and actual value. As shown in Figure 2 and Figure 3 . We can see from the figure of results of training, the number of hidden nodes for 18 that the mean square error is 0.812, and the number of hidden nodes for 13 that the mean square error is 0.258. That is to say the
.According to the principle of the Fibonacci method, we keep the [7 ,1 8 ] , and give up [1 8 , 2 4 ] .
Step 2: We use the Fibonacci method in [7 ,1 8 ] . According to the Fibonacci method, we can get 3 g is approximated by 13, and 4 g is approximated by 10. We use the BP network to train the data of total sample, and use the non training data to forecast. We can get the values of mean square error which is We can see from the figure of results of training, the number of hidden nodes for 14 that the mean square error is 0.266, and the number of hidden nodes for 11 that the mean square error is 0.192. That is to say the 34 ( ) ( )
E g E g 
.According to the principle of the Fibonacci method, we keep the [7 ,1 4 ] , and give up [1 4 , 1 8 ] .
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Step 3: We use the Fibonacci method in [7 ,1 4 ] . According to the Fibonacci method, we can get 5 1 1 .1 2 4 g  and 6 9 .1 9 g  . 5 g is approximated by 11, and 6 g is approximated by 9. We use the BP network to train the data of total sample, and use the non training data to forecast. We can get the values of mean square error which is Step 4:
We use the Fibonacci method in [7 , 1 1] . According to the Fibonacci method, we can get 7 g and 8 g is approximated by 9. We can get the comparative results of expected value and actual value. As shown in Figure 7 . Above all, when the BP network hidden layer node is 10, the mean square error reaches the minimum. Based on ensured hidden layers, we have trained and learnt neural network for 13651 times. Then the error convergences and the result is shown below:
Figure 8. Schematic Diagram of Error Convergence of BP Neural Network
Now we have finished training the network model and it has got a certain training accuracy (see Table 2 ). The evaluation model of technological innovation talents of the six central provinces has been established based on BP neural network and it can be tested for use.
After the calculation of Table 2 , technological innovation talent evaluation score chart is given as follows: According to the result, we can get that the order of the merits of regional technological innovation talents' competitiveness is: Hubei, Anhui, Jiangxi, Henan, Shanxi, Hunan. Hubei has the strongest technological innovation talents' competitiveness among the six central provinces. Its technological capital investment and technological achievements output are both much more than other provinces. It can even be compared with some developed eastern coastal provinces. Competitiveness of technological innovation talents of Anhui is next to that of Hubei and it is much higher than that of other four provinces. Some indexes of Anhui are even higher than Hubei mainly because the number of scientific research institutions and patent applications of Anhui is high and better than the national average. The competitiveness level of other four provinces is similar. Although their innovation development is better than a few years ago, they still need more time and more input. We can believe than the midlands
