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Abstract
We construct what we call a Kirby category, a monoidal category
whose morphisms are smooth 4-manifolds, projecting down to another
monoidal category whose morphisms are orientable 3-manifolds, the
projection being induced by the boundary map on manifolds. We
construct a higher categorical generalization of such concepts and in-
troduce the notion of ribbon∞-categories, a generalization of braided
monoidal ∞-categories ([Lu1]), which gives rise to the concepts of
∞-links, ∞-4-manifolds as well as the more general notion of walled
∞-4-manifolds if one focuses attention on ∞-4-manifolds built from
gluing thickened sheets on ribbons. These fall into a larger class of
constrained∞-4-manifolds whose classical 4-dimensional counterparts
are constrained 4-manifolds on which we consider physical theories.
We regard pairs of constrained 4-manifolds and Lagrangians densities
depicting physical theories defined on such spaces as morphism ob-
jects in an enhanced Kirby category, whose objects are regarded as
events. We define a universal category Λ of all events that we relate
to the ∞-category of ribbon ∞-categories and conclude in part that
Lagrangian field theories can be superseded by using ∞-categories.
∗rg.mathematics@gmail.com
1
1 Introduction
This paper grew out of a desire to make sense of such a notion as an ∞-
link, a higher categorical generalization of the concept of link. Links can
be obtained by closing geometric braids, themselves obtained from braids,
morphisms in braided monoidal categories ([Y]). Their ∞-categorical coun-
terparts are braided monoidal ∞-categories ([Lu1]). Developing a theory of
∞-links is done having applications to low dimensional topology in mind.
Indeed one can glue 2-handles D2×D2 along framed links L in the boundary
S3 = ∂D4 of the 4-ball to yield smooth 4-manifolds ML ([GS]). The framing
in the∞-setting would correspond to having a notion of ribbon ∞-category,
something we develop in this paper. When we close geometric braids to ob-
tain links we technically identify domain and codomain of their corresponding
braid morphisms but in general one may not be able to do such a thing if
domain and codomain differ. We generalize the process whereby one obtains
4-manifold by gluing handles D2×D2 along framed links to gluing thickened
sheets D2 × D˜2 (D˜2 the blow up of the disk at the origin) along ribbons,
giving rise to something we call constrained manifolds. Those 4-manifolds
we regard as target spaces of physical theories and think of them as mor-
phism objects between events, objects that have a dynamic flavor to them,
and that we define to be objects of a representation theoretic nature. We
are led to defining what we call the Kirby category whose objects are thick-
ened events (to allow for the presence of framed links) and whose morphisms
are smooth 4-manifolds. The boundary map on manifolds is shown to give
rise to a moduli category Φ whose objects are events and morphisms are
oriented 3-manifolds. The Kirby category K gives rise under constraints to
something called a constrained category KC whose objects are constrained
4-manifolds, 4-manifolds obtained from smooth 4-manifolds by adding in con-
straints. Constrained 4-manifolds form a family that contains objects such as
4-manifolds obtained from gluing thickened sheets along ribbons in S3, the
constraints here being the blow-up of the second component of D2 ×D2 to
obtain a sheet D2×D˜2 as well as the introduction of walls. We enhance KC by
considering physical theories on such spaces, hence the introduction of KL,C,
the exact same category with the addition that morphisms are now pairs
(L,M) where M is a constrained 4-manifold and L is a Lagrangian density
corresponding to a physical theory havingM for target space. Regarding the
events themselves we subsume the existence of a putative universal category
Λ of Events whose realization in 3-dimensional space are the events we have
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been discussing. On the ∞-categorical side of the problem, we have the ∞-
category AlgXE2(Cat∞) of maps of ∞-operads from the twisted little cubes
operad XE2, a generalization of the little k-disks operad E2 we define, to
the ∞-category Cat∞ ([Lu2]). Each such map defines a ribbon ∞-category
whose morphisms f : A → B have an associated ∞-groupoid Map(A,B)f
that we regard as an ∞-ribbon. If there is an equivalence that identifies do-
main and codomain of f , under such an identification one obtains a framed
∞-link Map(A,B)f . Coupling this with the 4-manifoldMf one obtains what
we call an ∞-4-manifold (Mf ,Map(A,B)f). Morphisms f for which there
is no identification of their domain and codomain give rise to 4-manifolds
constructed from gluing D2× D˜2 on the ribbon f seen as stretching between
two walls, giving rise to what we call walled 4-manifolds Mf , and the pairs
(Mf ,Map(A,B)f) are referred to as walled ∞-4-manifolds. Mf is manifestly
constrained. For a given morphism f , we ask the question whether there
is a relation between Map(A,B)f and Lagrangian densities L correspond-
ing to physical theories defined on Mf . This leads us to comparing Λ and
AlgXE2(Cat∞). This paper presents the machinery necessary for making such
a comparison.
In section 2 we motivate the necessity of considering events and their
original counterparts, Events, objects in an abstract category Λ all of whose
objects are Events. We indicate that events occur in 3-dimensional space and
that gives rise to the monoidal category Φ with events as objects and whose
morphisms are oriented 3-manifolds. In section 3 we define the Kirby cate-
gory K a monoidal category whose objects are thickened events and whose
morphisms are oriented smoothable 4-manifolds. Thickening events requires
to reconsider the handle slides, something we tackle first. We then show that
Φ appears as a moduli category with respect to K via the use of a categor-
ical generalization of the boundary functor ∂ on manifolds. In section 4 we
present the importance of having an S1-action on some structure intrinsic
to the 4-manifolds that we will regard as target spaces of physical theories,
such an action being seen as illustrative of an inherent dynamical flavor that
allows one to define dynamical objects lying on such spaces. Such an ac-
tion however is not present in general at the moment and that leads us to
lower our goals to defining constrained 4-manifolds, obtained from smooth
4-manifolds by adding in some constraints, spaces that may not display an
intrinsic S1-action but which nevertheless happen to be target spaces of some
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physical theories. In section 5 we define the ribbon∞-category R∞ of thick-
ened events by first going fairly fast over ∞-operads and by defining the
twisted little k-disks operad XE2. The ∞-category AlgXE2(Cat∞) has for
objects ribbon ∞-categories, one of which, R∞, has for objects thickened
events and will give rise to ∞-links and ∞-4-manifolds as well as gener-
alizations of such concepts, something we call walled ∞-braids and walled
∞-4-manifolds. In the last section we put things in perspective and try to
address the connection between Λ and AlgXE2(Cat∞).
Acknowledgments. The author would like to express his gratitude to D.
Gaitsgory for answering a key question about D-modules and derived alge-
braic stacks.
2 3-manifolds as Hom objects
2.1 Need for an ambient space - Motivation
We call data representation theoretic objects such as, but not limited to, fiber
functors from Tannakian ∞-categories to ∞-categories of rigid modules for
instance ([W]). We will limit ourselves to saying that data are objects of a
representation theoretic nature. We call Events a minimal collection of data
representing the same object which is complete in the sense that addition of
any other datum representing that same object to such a collection makes
such an action redundant, and omission of one piece of data makes the collec-
tion possibly non-unique in that one could separately add two different pieces
of data to such a collection resulting in two distinct collections of data, those
additional two data representing the same object as that being represented
by the collection. We call events the realization of Events in 3-dimensional
space. This can be implemented by seeing Events as objects of a category
Λ, on which we put a Grothendieck topology, and by considering a sheaf
of events over this site which we define to be a category Φ whose objects
are events. Φ is defined in 2.3 and Λ will be defined below. We make the
fundamental assumption that there is an essentially surjective functor from
Λ to any category having objects constructed from events.
We are ultimately interested in having distinct events and using functors
lends itself well to this setting. The (possibly) continuous process whereby
one goes from one event to the next is encoded in the Hom objects in Φ,
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those are sequences of orientable 3-manifolds. This makes it somewhat man-
ifest that time for us will be taken as being discrete. The indexing of Events
will be sufficient to determine at which point we are situated in time. For
instance given a sequence {Ei}i≥1, for En a fixed Event, Events Ep for p < n
are past Events, Events Eq for q > n are yet to come.
2.2 Λ, the category of Events
By definition Events are fully known. We claimed earlier that one can as-
semble Λ into a category. Concretely this means taking Events as objects,
morphisms from one event E to another event E ′ are any map E → E ′, the
identity is defined object-wise: id|E = idE, composition is defined by just be-
ing a succession of morphisms and for f : E → E ′ a morphism from one event
E to another event E ′, it is immediate that id ◦ f = id|E′ ◦ f = idE′ ◦ f = f
as well as f ◦ id = f ◦ id|E = f ◦ idE = f . Composition of morphisms being
defined as a succession of maps immediately yields a notion of grading on
morphisms which we define for a given morphism to be the number of maps
involved in defining that particular morphism. In particular if f : E → E ′
does not result from composing other maps then it is defined to have degree
one. The following morphism:
E1
f1
−→ E2 → · · ·En−1
fn−1
−−→ En (1)
being a succession of n − 1 maps, none of which is itself a succession of
other maps, is defined to have degree n − 1. Let Λ≥n(E) := {f : E1 →
· · · → En → E} be the family of morphisms in Λ that result from composing
at least n morphisms. This defines a sieve over E. We take {Λ≥n(E)}n≥0
to be a family of covering sieves. Note that it includes Λ≥0(E) the set of
all morphisms to E in Λ. Let Λ≥n(E) be a covering sieve, ψ : E ′ → E
a morphism, the restriction Λ≥nE′ (E) of Λ
≥n(E) to E ′ is the family of mor-
phism E ′′ → E ′ such that E ′′ → E ′ → E is in Λ≥n(E), but every such
composition is in Λ≥n(E), so Λ≥nE′ (E) = Λ
≥1(E ′) is a covering sieve, and this
for all n ≥ 0. Let now Ξ be a sieve over E, Λ≥n(E) a covering sieve for
n fixed and positive, such that for all morphisms f : E ′ → E in Λ≥n(E),
ΞE′ = {E
′′ → E ′ | θ : E ′′ → E ′ → E is in Ξ} is a covering sieve Λ≥r(E ′) for
some r. Note that if a sieve has a morphism E ′′ → E then it also contains
all morphisms from the overcategory Λ/E′′, hence we must have r = 1, and
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this for all f : E ′ → E in Λ≥n(E), hence Ξ = Λ≥n(E) is a covering sieve.
This being true for all E it follows that we have a Grothendieck topology on
Λ, making it into a site ([GM]).
It is sometimes convenient to adopt an S∞ approach ([RG]). In that pa-
per, an ∞-sphere is simply defined as a collection of infinitely many points
each of which is connected to infinitely many other points. In our situation
points of S∞[Λ] are the objects of Λ, a flow from one point E to another point
E ′ being given by a sequence of morphisms E → E1 → · · · → En → E
′ in Λ.
A flow on S∞ from E to E ′ is given by the collection of all such sequences
and defines MapS∞(E,E
′) that we denote by S∞ −E −E ′, which is slightly
misleading as not all points of S∞ − E − E ′ may find themselves on a flow
from E → E ′, but we find this representation to be a good visual aid. It is
not difficult to go back and forth between Λ and S∞.
2.3 Φ monoidal category of events and 3-manifolds
We consider the collection of orientable 3-manifolds which we denote byM3.
We consider directed families of elements of M3. Let
−−→
M3 be the collection
of such directed families of elements of M3.
Ultimately 3-manifolds will be obtained as the boundary of 4-manifolds
ML obtained by gluing 2-handles along framed links L in S
3. Links are
obtained by closing geometric braids, whose corresponding braids are mor-
phisms in braided monoidal categories. Consider a braid A1 ⊗ · · · ⊗ An
B
−→
A1⊗· · ·⊗An. Preceding that braid by the identity on all objects we obtain:
A1 ⊗ · · · ⊗ An
id
−→ A1 ⊗ · · · ⊗ An
B
−→ A1 ⊗ · · · ⊗ An
If we close each individual braid, one obtains a 0-framed unlink with n com-
ponents followed by L. Gluing 2-handles along the unlink one obtains the
boundary sum ♮nS2 ×D2 ([GS]) whose boundary ∂♮nS2 ×D2 = #n∂(S2 ×
D2) = #nS2 × S1. Thus from that perspective, we regard a sequence of
braids:
⊗n Ai
B1−→ ⊗nAi · · ·
Bp
−→ ⊗nAi
as being equivalent to having the following sequence:
· · ·
id
−→ ⊗nAi
B1−→ ⊗nAi · · ·
Bp
−→ ⊗nAi
id
−→ ⊗nAi
id
−→ · · ·
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where identity braids extend to the left and to the right. Upon closing each
individual corresponding geometric braid, one arrives at a finite sequence
of framed links L1, · · · , Lp in between sequences of unlinks on n compo-
nents. Surgery on those links yields a finite sequence of 4-dimensional 2-
handlebodiesML1 , · · · ,MLp in between infinite sequences of ♮nS
2×D2 which
from our perspective are considered to be trivial, hence we regard a directed
family such as:
· · · → ♮nS2 ×D2 →ML1 → · · · →MLp → ♮nS
2 ×D2 → · · ·
as really being equivalent to:
ML1 → · · · →MLp (2)
Upon taking the individual boundaries of such directed families of 4-manifolds
one respectively arrives at (after letting Mi =MLi):
· · · → #nS2 × S1 →M1 → · · · →Mp → #nS
2 × S1 → · · ·
and:
M1 → · · · → Mp (3)
both of which we regard as being equivalent. n will of course depend on the
original morphisms in the braided monoidal category we started with. All
such sequences however can be completed by such a boundary sum of S2×D2
in the case of 4-manifolds, and connected sums of sphere products S2 × S1
in the case of 3-manifolds. Focusing our attention on 3-manifolds denote by(
S2 × S1
)#
a variable whose domain is the collection of all such connected
sums, which we regard as an identity for the composition of elements of
−−→
M3.
Thus we define a directed family of orientable 3-manifolds M1 → · · · →
Mn to be equivalently given by completing this family by
(
S2×S1
)#
to the
right and to the left as in:
· · · →
(
S2×S1
)#
→
(
S2×S1
)#
→M1 → · · · →Mn →
(
S2×S1
)#
→ · · ·
Definition 2.1. We let Φ be the formal monoidal category whose objects
are events and Hom objects are elements of
−−→
M3.
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In a first time we address the use of the adjective formal. If some events of
Φ can be collected together and assembled into a genuine monoidal category,
this is not necessarily true if we enlarge such a collection to all events. Thus
for events belonging to distinct monoidal sub-categories we nevertheless en-
force a tensor product regarded as a formal such operation. This means also
that we have a formal unit object I on Φ, much in the same spirit as when
defining
(
S2 × S1
)#
. For C and C′ two distinct monoidal categories, eC, eC,1
and eC,2 objects of C, eC′ an object of C
′, 1C the unit object of C, ⊗ the tensor
product on Φ, then:
eC,1 ⊗ eC,2 := eC,1 ⊗C eC,2 (4)
eC ⊗ I = eC ⊗C 1C (5)
I ⊗ eC = 1C ⊗C eC (6)
We regard eC ⊗ eC′ as being formal. We also have:(
eC,1 ⊗ eC′
)
⊗ I = eC,1 ⊗
(
eC′ ⊗ I
)
(7)
= eC,1 ⊗
(
eC′ ⊗C′ 1C′
)
(8)
= eC,1 ⊗ eC′ (9)
It is assumed that the orientable 3-manifolds in this definition are known
at the onset and can be recovered from viewing Φ as a sheaf over Λ. Let
Φ(x, y) be the set of morphisms between objects x and y of Φ. An element
of Φ(x, y) is a directed family, element of
−−→
M3. Composition in Φ is obtained
by concatenating directed families. For any triple (x, y, z) of objects of Φ,
we define the composition:
µx,y,z : Φ(x, y)⊗ Φ(y, z)→ Φ(x, z) (10)
to be induced by the concatenation:
(M1 →· · · → Mn)× (N1 → · · · → Np)
→ (M1 → · · · →Mn → N1 → · · · → Np) (11)
whereM1 → · · · →Mn is an element of Φ(x, y), N1 → · · · → Np is an element
of Φ(y, z) and the directed family above is obtained by concatenating those
two directed families, which we can denote by {Mr} → {Ns}. The identity
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for such a composition is taken to be
(
S2 × S1
)#
as in:(
S2 × S1
)#
× (M1 → · · · →Mn)→ (
(
S2 × S1
)#
→ M1 → · · · → Mn)
→ (#pS2 × S1 →M1 → · · · →Mn)
∼ · · · → #pS2 × S1 →M1 → · · · →Mn → #pS
2 × S1 → · · ·
∼M1 → · · · →Mn (12)
where x = ⊗pei and likewise (M1 → · · · → Mn) ×
(
S2 × S1
)#
→ (M1 →
· · · →Mn).
Associativity of the composition is obvious by concatenation:
{Mn} × {Nm} × {Pq} −−−→
(
{Mn} → {Nm}
)
× {Pq}y y
{Mn} ×
(
{Nm} → {Pq}
)
−−−→
(
{Mn} → {Nm} → {Pq}
) (13)
3 Kirby categories
3.1 Kirby moves
For completeness’ sake, we show what the Kirby moves are at the level of
tangles. Let R be a ribbon category.
The blow up of an unknotted circle of framing ±1 is performed follow-
ing the sequence below (we take an unknot with framing +1 for illustrative
purposes). We start with a braid B:
B
the dotted lines showing where the objects should be situated, B being a
morphism in R from the object on top to the one below. Take the tensor
product of those with the unit object 1:
⊗ 1
B
⊗ 1
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Stretch the braid B down using trivial strands id:
⊗ 1
B
⊗ 1
id
⊗ 1
where in the lower band we can now blow up the framed unknot:
⊗ 1
B
⊗ 1
id
⊗ 1
✄  
❅❅
✂ ✁
For the blow-down of the unknot, if the unknot is right next to the braid,
pull it down in a band so that we end up in a situation like the last one
above. Reverse the blow-up process above from there.
For the band sum move, we have two options: addition or subtraction.
Whether it be an addition or a subtraction, we first have to introduce a copy
of the link component being band summed over following the framing of the
link under consideration. At the level of braids, without loss of generality, this
means considering braids in the blackboard framing. The copy is effectively
produced by something we call a shadow map δ that creates an unlabeled
copy of an object directly to its left. We denote by A∗ this copy, a variable
in Ob(R) = {Ai}i∈I , I an indexing set, hence A∗ = MotFr0(R) and we will
simply refer to A∗ as a shadow object (see Appendix for details). Then:
δ : Ob(R)→ MotFr0 ⊗Ob(R)
A 7→ A∗ ⊗ A (14)
For one strand corresponding to a portion of the link component being
summed over, we have to bring another strand corresponding to a portion of
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the link doing the band sum move close to that first strand. Crossings (or
twists σ) may be necessary to do just this. Then we find ourselves in either of
two situations. An addition corresponds to having the shadow object having
the same sign as the object it’s originating from. Then we consider local
windows on the braids such as in:
A1 A∗A2
❄ ❄❄
where δA2 = A∗ ⊗ A2. An addition can simply be done by replacing the
identities on A1 and A∗ by the twist map σ : A1 ⊗ (A∗ = A1) → (A∗ =
A1)⊗ A1 as in:
A1 A1A2
❙
❙
❙
❙
❙
❙
✇
✓
✓✓
✓
✓✓✴
❄
Once the transition is made from identity strands on A1 and A∗ to a mor-
phism that involves both objects, the shadow object A∗ takes on the identity
of A1 as indicated in parentheses above, or whatever object it becomes re-
lated to, which corresponds to a specialization of the variable A∗.
A subtraction occurs when A∗ and A2 have opposite signs, in which case
we find ourselves in the following situation:
A1 A∗A2
❄ ✻❄
and the subtraction can simply be done by replacing the identity maps on A1
and A∗ by the concatenation of the maps ε : A1⊗A
∗
1 → 1 and η : 1→ A1⊗A
∗
1
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where A∗ has been specialized to A
∗
1, as in:
A1 A
∗
1A2
✫✪❄ ✻✬✩
❄ ✻
❄
3.2 The Kirby category K
We define a formal topological monoidal category that we call the Kirby
category K as follows: its objects are thickened events δei, viewed as
objects in a certain braided monoidal category with a twist map, each object
of which has a right dual, wich is also known as a ribbon category. The
monoidal structure on thickened events is the generalization to the thickened
setting of the monoidal structure we had on Φ, the unit object for such a
structure being given by the thickened unit:
δIΦ =: IK (15)
Regarding the definition of morphisms in K, recall that any morphism be-
tween any two same objects of a ribbon category can be represented by a
geometric braid whose closure gives a framed link. We regard this link that
we denote by L as being in the boundary S3 = ∂D4 of the 4-ball. Upon
gluing 2-handles along such a framed link we obtain a 4-manifoldML ([GS]).
To fix notations, if R is a ribbon category, A1, A2, · · · , An are objects of R,
B is a morphism from A1⊗· · ·⊗An to itself, L the closure of B, then to such
objects and braid B we associate the object A1 ⊗ · · · ⊗An of some category
preK(R), with ML the following morphism:
A1 ⊗ · · · ⊗An
ML−−→ A1 ⊗ · · · ⊗An
As done in the previous section, recall that extending our braid using trivial
strands, or equivalently the identity on objects in R, one arrives at:
· · ·
id
−→ A1 ⊗ · · · ⊗ An
B
−→ A1 ⊗ · · · ⊗ An
id
−→ · · ·
which upon closure of each geometric braid representing the above braids
yields:
· · ·
nS1
−−→ A1 ⊗ · · · ⊗ An
L
−→ A1 ⊗ · · · ⊗An
nS1
−−→ · · ·
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where nS1 is short for 0-framed unlink with n components. Surgery along
those individuals links yields:
· · ·
♮nS2×D2
−−−−−→ A1 ⊗ · · · ⊗ An
ML−−→ A1 ⊗ · · · ⊗An
♮nS2×D2
−−−−−→ · · ·
and in the same manner that we defined
(
S2× S1
)#
in the previous section
we are led to defining
(
S2 × D2
)♮
as a variable that represents boundary
sums ♮pS2 × D2 and which we regard as an identity. This means that we
have:(
S2 ×D2
)♮
× (ML1 → · · · → MLn)→ (
(
S2 ×D2
)♮
→ML1 → · · · → MLn)
→ (♮pS2 ×D2 → ML1 → · · · →MLn)
∼ · · · → ♮pS2 ×D2 → ML1 → · · · →MLn → ♮pS
2 ×D2 → · · ·
∼ML1 → · · · → MLn (16)
and likewise (ML1 → · · · →MLn)×
(
S2 ×D2
)♮
→ (ML1 → · · · → MLn).
This can be formalized as follows. One can view the procedure of con-
structing 4-manifolds from links as a map φ : ΩS3 → M4, L 7→ ML, where
M4 denotes the collection of all 4-manifolds. If we further denote by
−−→
ΩS3
the collection of directed families of links in ΩS3, and by
−−→
M4 the collection
of directed families of elements ofM4, then one can extend the surgery map
φ to:
φ :
−−→
ΩS3 →
−−→
M4
(L1 → · · · → Ln)
7→ (ML1 → · · · →MLn) (17)
This can be further generalized by defining a category R whose objects are
the same as those of R but whose morphisms are directed families of links
L = B, B ∈ Mor(R), and by defining a functor R → preK(R) that is the
identity on objects and is φ on Hom objects.
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Filtered families of morphisms in R:
{A1 ⊗ · · · ⊗AnyB(1)
A1 ⊗ · · · ⊗An
,
A1 ⊗ · · · ⊗AnyB(2)
A1 ⊗ · · · ⊗An
, · · ·
A1 ⊗ · · · ⊗AnyB(p)
A1 ⊗ · · · ⊗An
}
(18)
correspond to directed families:
A1 ⊗ · · · ⊗ AnyB(1)
A1 ⊗ · · · ⊗ An
→
A1 ⊗ · · · ⊗AnyB(2)
A1 ⊗ · · · ⊗An
→ · · · →
A1 ⊗ · · · ⊗ AnyB(p)
A1 ⊗ · · · ⊗ An
(19)
which upon closure correspond to the directed family L(1) → · · · → L(p) of
links, L(i) = B(i), a morphism in R :
A1 ⊗ · · · ⊗An
L(1)→···→L(p)
−−−−−−−−→ A1 ⊗ · · · ⊗An (20)
which under the surgery functor φmaps to the following morphism in preK(R):
A1 ⊗ · · · ⊗ An
M
L(1)
→···→M
L(p)−−−−−−−−−−→ A1 ⊗ · · · ⊗ An (21)
We define K to be the essential image preK(R) of R under φ where R has
for objects thickened events δei’s.
3.3 Moduli categories
It is known ([L]) that two 4-manifolds ML and ML′ have the same boundary
if and only if L and L′ are related by a sequence of Kirby moves, that is
blow-ups and blow-downs of unknots with framing ±1 and band sum moves
(equ. handle slides) ([R]). This motivates the following definition:
Definition 3.3.1. Two 4-manifolds ML and ML′ are said to be Kirby
equivalent if and only if L and L′ are related by a sequence of Kirby moves.
This relation is clearly symmetric and transitive. Reflexivity follows by,
for example, blowing up an unknotted circle with framing ±1 and blowing it
down.
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The boundary map on manifolds induces a functor:
∂ : K → Φ
δe1 ⊗ · · · ⊗ δen 7→ e1 ⊗ · · · ⊗ en
ML 7→ ∂ML = M (22)
where M is an orientable 3-manifold. We can extend this functor to se-
quences:
∂(· · · →ML1 → · · · → MLn → · · · ) := · · · → ∂ML1 → · · · → ∂MLn → · · ·
(23)
From [R], it follows that:
Theorem 3.3.2. Under the boundary functor ∂ : K → Φ, Φ appears as a
moduli category of Kirby equivalence classes [ML], ML a morphism in K
4 Fields and 4-manifolds
4.1 Open questions and constrained manifolds
What we have worked with in the previous section is smooth 4-manifoldsML
built from gluing 2-handles along framed links L ⊂ S3 = ∂D4, which is an
example of a handle decomposition ([GS]). To have a handle decomposition
a 4-manifold must be smoothable. Not all 4-folds are smoothable however,
and correspondingly we have an obstruction theory for that ([H]). We would
like to have something akin to handle decompositions in the non-smooth
case or at the very least some structure intrinsic to non-smooth manifolds on
which we have an S1-action. The reason for even considering non-smoothable
4-manifolds is that we are partly interested in physical fields that have 4-
manifolds for target space, hence we should really consider a generalization
of K whose morphisms are directed families of general 4-manifolds. The rea-
son for wanting such 4-manifolds to have an intrinsic S1-action is that they
are being seen as dynamical objects insofar as they are target spaces of dy-
namical fields. Thus we would like such spaces to be constructed from some
geometric structure on which we have an S1-action. The question we are ask-
ing ourselves is how far into generalizations can we go if such an S1-action is
something we deem to be essential to defining dynamical spaces.
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In a first time we ask whether for 4-manifolds M we have a surjective
map H∗S1(LM) → H
∗
S1(M) so that deformations of M are induced by some
S1-action on the loop space LM , and for what kinds of 4-manifolds do we
have such a map. Jones and Petrak define in [JP] a variant of equivariant
cohomology h∗S1(X) := H
∗(Ω∗S1(X)[[u, u
−1]]), u an indeterminate of degree
2, with differential d+uι, d the differential on Ω∗(X), ι : Ωn(X)→ Ωn−1(X)
the interior product with the vector field generating the S1 action, a coho-
mology theory for which we do have an isomorphism h∗S1(LM) → h
∗
S1(M).
This is the much sought-after S1-action on an underlying structure: the S1
action on LM . This is valid for smooth manifolds however. To have a similar
statement for general 4-manifolds is prohibitely difficult to establish.
Thus it seems generalizing K to some category whose morphisms are
differentiable manifolds or even singular 4-manifolds, not simply smooth
manifolds, should be obtained not by generalizing some intrinsic S1-action
but should be approached differently. Whether it be singularities or Ck-
differentiable structures for example, those we regard as additional con-
straints that are brought in by hand. They constitute a collection C of
constraints. One can regard constraints as graded families of properties
{P(i)}i∈I , I a subset of the integers with 1 as smallest element, for which for
all i ∈ I we have a well-defined map or transition from P(i) to P(i+1), and
constraints are transitions P(i) → P(j) that result from a composition of tran-
sitions within a given family, P(1) being a property of smooth 4-manifolds
within such a family. This leads us to defining collections of 4-manifolds
M4,P(i) that share the same property P(i) which we denote byM4,P(i). Such
4-manifolds with a given property P(i) other than P(1) will be referred to
as constrained 4-manifolds. This means that ultimately if we impose a
constraint P on smooth 4-manifolds then we can find a family of constraints
originating atM4 with a property P(1) for which P = P(i) for some i > 1 and
the map on collections of 4-manifolds induced by the transition P(1) → P(i)
we denote by M4
d[P(i)]
−−−→M4,P
(i)
.
This constraint picture however abandons the concept of having an intrin-
sic S1 action on the constrained manifolds as pointed out above. In most cases
an S1 action on smooth 4-manifolds from which constrained 4-manifolds are
obtained will not survive the transitions of constraints. Thus for constrained
manifolds we have no satisfactory notion of an intrinsic S1 action, a man-
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ifestation of the fact that constrained 4-manifolds are still dynamical objects.
If we denote by an embedding map the concept of having a physical
theory corresponding to a Lagrangian density L living on an object M of
M4,P
(i)
, then for families of constraints an interesting question which we will
not pursue here is whether we have a pullback d[P(i)]∗ such that the following
diagram commutes:
d[P(i)]∗L L
M4,P M4,P
(i)
✲
d[P(i)]
∪
✻
✛
∪
✻
(24)
Thus at this point our generalization of K will be denoted by KC, its ob-
jects are thickened events δei, the same as those of K. However morphisms
will be constrained 4-manifolds. Since ultimately we have physical theories
defined on such spaces we enhance KC to KL,C, keeping the same objects
but with morphisms now being pairs (L,M4), L a Lagrangian density for a
physical theory defined on M4 a constrained 4-manifold. In a sense we have
a forgetful functor KL,C → KC exhibiting KC as a moduli category. If we
regard Lagrangian densities as being deformations, we aim at establishing
the existence of a functor S∞[Λ]← KL,C, which will be done elsewhere.
4.2 Physical theories and Derived Algebraic Geometry
Focusing our attention on the Lagrangian densities, dynamics in physical
theories is derived from equations of motion which themselves are obtained
from a Lagrangian. Recall that for a space X , a smooth manifold of dimen-
sion n, E → X a bundle in which fields take their values with corresponding
jet bundle j∞E → X , Ω
·,·(j∞E) the corresponding variational bicomplex, a
Lagrangian with values in E is an element L ∈ Ωn,0(j∞E). The variational
bicomplex is essentially the deRham complex of j∞E with differential forms
bigraded by horizontal derivations with respect to X and vertical derivations
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along the fibers of j∞E as D = d + δ if d is the deRham differential and δ
is the variational differential ([T], [D]). It is really the Lagrangian density
L ∈ j∞E however that we are looking at, and it would be preferable to recast
this in the formalism of D-modules.
We could have worked with D-modules over schemes but those are not
well-behaved with respect to quotients so it is natural instead to consider
algebraic stacks. Having obstruction problems in mind it is actually better
to work with derived algebraic stacks which are built from simplicial rings.
Also from [To] derived stacks come into play for obstruction problems and
those we encounter under the form of constraints in 4-manifold theory. From
[To] for k a commutative ring, the Segal category of derived stacks is denoted
dSt(k), it’s obtained as the homotopy theory of the model category of de-
rived stacks [HAG II]. The main point is that we have a well-defined theory
of D-modules on derived algebraic stacks ([DG]).
We consider D-modules over derived algebraic stacks given by a map:
D : dSt(k)op → Cat∞ (25)
given on objects by the assignment, for X ∈ dSt(k) of D(X ) constructed
from a functor: (
DGSch/X
)op
→ Cat∞
(Y, f : Y → X ) 7→ D(Y ) (26)
via:
D(X ) = lim
←
(Y,f)∈(DGSch/X )
op
D(Y ) (27)
the precise definition of which can be found in [DG].
For X a derived algebraic stack, D(X ) the category of D-modules over X ,
F , G and H in D(X ), we consider, for illustrative purposes, the Lagrangian
density L defined as follows:
L = Y ∂ψ + ζ (28)
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where Y ∈ Γ(X ,F), ψ ∈ Γ(X ,G), and ζ ∈ Γ(X ,H). Let ϕ be a morphism
from F to G, ρ a morphism from G to H. Then L should really be written:
L = ρ
(
ϕ(Y ) •G ∂ψ
)
+H ζ
=
{
ρ
(
ϕ •G
)
+H
}
(Y, ∂ψ, ζ) (29)
We have a functor:
D(X )⊗D(X )→ D(X ) (30)
a composition:
D(X )⊗D(X )→ D(X ×X )
∆!
−→ D(X )
F ⊗ G − −−−−− 99K F
!
⊗ G (31)
giving D(X ) a structure of a symmetric monoidal structure as observed in
([DG]). We have a preliminary map preL that selects those D-modules F , G
and H such that: L ∈ Γ(X ,F
!
⊗ G
!
⊗H):
preL : D(X ) D(X )⊗D(X )⊗D(X ) F ⊗ G ⊗H
D(X ) ∋ F
!
⊗ G
!
⊗H
✲
⊗∆2
✲
❄❄
(32)
Then L itself can be presented as a tree:
Y
!
⊗ ∂ψ
!
⊗ ζ
❅❅❘ϕ ❄
•G
❅
❅❘
ρ
❄
+H
(33)
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If we denote by Lalg this map, which can be encoded by an operad, then we
have:
Γ(X ,D(X ))
Lalg◦preL=L
−−−−−−−→ Γ(X ,D(X )) (34)
Note that preL is induced by L and Verdier duality. Indeed L is built from
elements of:
MapD(X )(D
Verdier
X (F),G) ≃ Γ(X ,F
!
⊗ G) (35)
for F and G D-modules on X . Let ϕBV := (, )−∆ where (, ) is a bracket on
Γ(X ,D(X )) and ∆ is an appropriately chosen BV operator ([S]). We have
the sequence:
Γ(X ,D(X ))
L
−→ Γ(X ,D(X ))
ϕBV
−−→ Γ(X ,D(X )) (36)
and KerϕBV is given by those maps L that correspond to a physical La-
grangian.
5 R+∞, or the ∞-category of ∞-ribbons
Braids close to links. Thus it is natural to ask what are morphisms in braided
monoidal ∞-categories closing to. Further since we will project the corre-
sponding algebra to the level of the Kirby category, which involves framed
links, one would like to introduce a notion of framing at the level of braided
monoidal ∞-categories, whence the need to develop a notion of ribbon ∞-
categories.
In [Lu1], the observation is being made that for C an ordinary category,
endowing this latter with the structure of a braided monoidal category is
equivalent to endowing its nerve N(C) with the structure of an E2-monoidal
∞-category (equiv. an E2-algebra object of Cat∞). E2 refers to the little 2-
disks operad, and an E2-algebra object of Cat∞ can equivalently be rephrased
as being an ∞-algebra over the ∞-operad E2. We will define all these terms
shortly. It is thus natural to define, as done in [Lu1], a braided monoidal
∞-category to be an E2-algebra in Cat∞.
In a first time we will introduce (to some extent) all the relevant terminol-
ogy. We will follow by giving the definition of a braided monoidal∞-category
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just as it is done in [Lu1]. Finally we will generalize that to the notion of a
twisted braided monoidal ∞-category.
5.1 Background on ∞-operads
As usual we will denote by Γ the Segal category of pointed finite sets.
Definition 5.1.1. ([Lu1]) An ∞-operad O⊗ is defined to be given by a
functor p : O⊗ → N(Γ) of ∞-categories subject to the following conditions:
• For any inert morphism (a morphism whose pre-image is a single el-
ement) f : 〈m〉 → 〈n〉 in N(Γ), for any object x in O⊗〈m〉, there is a
p-cocartesian morphism f : x → x′ in O⊗, lifting f , and inducing a
functor f! : O
⊗
〈m〉 → O
⊗
〈n〉
• For x in O⊗〈m〉, x
′ in O⊗〈n〉, f : 〈m〉 → 〈m〉 a morphism in Γ, Map
f
O⊗(x, x
′)
the union of the connected components of MapO⊗(x, x
′) over f , p-
cocartesian morphisms x′ → x′i lying over the inert morphisms ρi :
〈n〉 → 〈1〉, 1 ≤ i ≤ n, then we have a homotopy equivalence:
MapfO⊗(x, x
′)→
∏
1≤i≤n
Mapρi◦fO⊗ (x, x
′
i)
• For any finite collection of objects x1, · · · , xn of O
⊗
〈1〉 there is some
object x of O⊗〈n〉 and a collection of p-cocartesian morphisms x → xi
covering the morphisms ρi : 〈n〉 → 〈1〉.
Example 5.1.2. N(Γ) is an ∞-operad.
Example 5.1.3. As in [W] let K denote the model category of simplicial
sets with the Kan model structure, PC(K) the category of K-enriched pre-
categories, a model category of ∞-categories. Cat∞ is the localization of
PC(K). Since this latter turns out to be a symmetric simplicial model cate-
gory for the cartesian product, it follows that Cat∞ is a symmetric monoidal
∞-category ([W]), hence it can be viewed as an ∞-operad ([Lu1]).
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Definition 5.1.4. ([Lu1]) O⊗ and O′⊗ being two ∞-operads, a map of ∞-
operads from O⊗ to O′⊗ is a map of simplicial sets f : O⊗ → O′⊗ such that
the following diagram commutes:
O⊗ ✲
f
O′⊗
❅
❅❅❘
N(Γ)
✁
✁✁☛
and f carries inert morphisms in O⊗, that is p-cocartesian morphisms pro-
jecting down to inert morphisms in N(Γ), to inert morphisms in O′⊗.
Fibrations of ∞-operads are maps between ∞-operads that in addition
are categorical fibrations, which we now define:
Definition 5.1.5. ([Lu2]) There is a left proper combinatorial model struc-
ture on the category of simplicial sets for which cofibrations are monomor-
phisms and categorical equivalences are maps of simplicial sets S → S ′ in-
ducing simplicial functors C[S] → C[S ′] that are equivalences of simplicial
categories, under which a map of simplicial sets is called a categorical fi-
bration if it has the right lifting property with respect to cofibrations and
categorical equivalences.
Definition 5.1.6. ([Lu1]) A map of ∞-operads is called a fibration of
∞-operads if it is a categorical fibration.
If C⊗ → O⊗ is a fibration of ∞-operads, D⊗ → O⊗ is a map of ∞-
operads, a D⊗-algebra in C⊗ is a map of ∞-operads from D⊗ to C⊗ over O⊗
([Lu1]). For us O⊗ will be N(Γ), in which case D⊗-algebra objects of C⊗ are
given by the∞-category AlgD⊗(C
⊗) of∞-operad maps of 5.1.4. In particular
a braided monoidal ∞-category is an E2-algebra object in Cat∞ ([Lu1]).
In a subsequent subsection we will make use of a result of [Lu1] that
states that the operadic nerve of a fibrant simplicial colored operad is an
∞-operad. We define these terms presently.
Definition 5.1.7. ([Lu1]) For a precise definition the reader is refered to
the reference. For our purposes it suffices to note that a colored operad
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O consists of a collection {X, Y, Z, · · · } that is considered to be a collection
of objects (or colors) of O. For any indexing set I, for any collection of
objects {Xi}i∈I of O, Y an object of O, then we denote by MulO({Xi}i∈I , Y )
the set of morphisms from the collection {Xi}i∈I to Y . We have a well-
defined notion of composition, for which we have a collection of morphisms
{idX ∈ MulO({X}, X)}X∈O that is both a left and a right unit. We have
associativity of the composition.
A colored operad becomes a simplicial colored operad upon replacing
the morphism sets MulO({Xi}i∈I , Y ) by simplicial sets. If we still denote
by O the resulting simplicial colored operad, we can define an intermediate
simplicial category O⊗ by taking as objects pairs X = (〈n〉, (X1, · · · , Xn)),
X1, · · · , Xn being colors ofO, and for another object Y = (〈m〉, (Y1, · · · , Ym))
of O⊗ to define a simplicial set MapO⊗(X, Y ) to be:∐
f :〈n〉→〈m〉
∏
1≤i≤m
MulO({Xj}f(j)=i, Yi)
Composition is obvious. Once O⊗ is defined, we call the simplicial nerve
N⊗(O) of O⊗ the operadic nerve of O. Once we have a simplicial colored
operad O, it is further said to be a fibrant simplicial colored operad if
the morphism sets MulO({Xi}i∈I , Y ) are fibrant, that is Kan complexes.
5.2 The twisted little k-disks operad XEk
This subsection has for aim to define a slight generalization of the little k-
disks operad as defined in [Lu1]. The reader is referred to that reference for
the original definition. Our definition is exactly the same as that of Lurie
with the addition that integers i are doubled via the shadow map. Thus we
regard the elements δi as ribbons. We can twist those ribbons, whence the
notion of a framing, which gives the operad the name “twisted”. We have
stayed away from the notion of “framed little k-disks operad” as we find it
too rigid for our purposes.
We generalize the rectilinear embeddings of [Lu1] to twisted rectilinear
embeddings by considering graded topological spaces Rect(k × S,k). Let
S be a finite set. An open embedding k × S →֒ k whose restriction to
each connected component of k × S is rectilinear in the sense of [Lu1] and
twists the elements of S by some vector π−→n for some −→n ∈ Zk−1 is said to be
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a twisted rectilinear embedding. One can easily see that our definition
is a simple generalization of the rectilinear embedding as found in [Lu1]:
f : k × δi→ k
((x1, · · · , xk), δi) 7→ ((a1x1 + b1, · · · , akxk + bk), Rπ−→n δi) (37)
We denote by Rect×(k × S,k) the collection of all twisted rectilinear em-
beddings from k × S to k that we regard as a topological space by giving
Z the discrete topology and by giving R2k × Zk−1 the product topology. We
identify Rect×(k × S,k) with an open subset of (R2k × Zk−1)S. Having
topologized this set of twisted embeddings we can now define a topological op-
erad whose n-ary operations are parametrized by Rect×(k ×{δ1, · · · , δn}).
Definition 5.2.1. We define a topological category tXEk as follows: ob-
jects are δ〈n〉’s where the 〈n〉’s are objects of Γ. For 〈m〉, 〈n〉 objects of
Γ, a morphism from δ〈m〉 to δ〈n〉 in tXEk consists of a morphism α :
〈m〉 → 〈n〉 in Γ, and for any j ∈ 〈n〉◦, a twisted rectilinear embedding

k × δα−1{j} → k. Further, for every δ〈m〉, δ〈n〉 in tXEk, we have a
topology on Hom tXEk(δ〈m〉, δ〈n〉) induced from the presentation ([Lu1]):∐
f :〈m〉→〈n〉
∏
1≤j≤n
Rect×(k × δf−1{j},k)
Composition of morphisms on strictly rectilinear embeddings is the same as
the one on tEk (see [Lu1]), and it is additive on rotations, componentwise.
If we write:
XEk = N(
tXEk)
then XEk becomes an ∞-category. Further:
Proposition 5.2.2. XEk is an ∞-operad
Proof. The proof follows the same lines as those for proving that the little
k-disks operad is an ∞-operad as done in [Lu1]. In our case it suffices to
adapt to the twisted case: if we let O be the simplicial colored operad with
a single object k and MulO({
k}i∈I ,
k) to be given by Sing Rect×(k ×
I,k), a singular complex of a topological space, then naturally O is a fibrant
simplicial colored operad, hence XEk is an∞-operad by Proposition 2.1.1.27
of [Lu1] which states that the operadic nerve of a fibrant simplicial colored
operad is an ∞-operad.
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5.3 Ribbon ∞-categories
We are especially interested in XE2, as XE2-algebras in Cat∞ would corre-
spond to a notion of braided monoidal ∞-categories with a framing, hence
ribbon ∞-categories. We fix a map ψ from XE2 to Cat∞ over N(Γ) ( the
collection of all such maps is AlgXE2(Cat∞), an ∞-category ([Lu1])). We
denote by R∞ the resulting ribbon ∞-category. For A and B two objects of
R∞, f : A→ B a morphism in R∞, we denote by MapR∞(A,B)f the small-
est ∞-groupoid that contains all morphisms that have f as either domain or
codomain. We refer to MapR∞(A,B)f as a framed ∞-braid f . If we were
to work with AlgE2(Cat∞), ψ an object of this ∞-category corresponding to
a braided monoidal ∞-category C, f : A → B a morphism in C, we would
simply call MapC(A,B)f an ∞-braid f . Now if A ∼ B, one can identify
those objects. This would mean closing the geometric braid f . Closing f
into f induces a quotienting map:
MapR∞(A,B)f → MapR∞(A,B)f (38)
that is defined inductively and yields a framed∞-link MapR∞(A,B)f . There
are objects a and b of XE2 such that ψ(a) = A and ψ(b) = B. Further we
can find a morphism f˜ in MapXE2(a, b) such that ψ(f˜) = f . Closing means
we collapse domain and codomain of a given morphism. Let π be such a map
on objects. Identifying a and b is done by:
πa,b : a, b→ a ∼ b (39)
which induces a map Πa,b on morphisms. We are led to defining Πa,bXE2 to
beXE2 where a and b have collapsed as well as all relevant higher morphisms.
We define:
MapR∞(A,B)f =
(
ψMapΠψ−1A,ψ−1BXE2(ψ
−1A,ψ−1B)
)
f
(40)
where:
f = ψΠψ−1A,ψ−1Bψ
−1f (41)
We are considering the particular map ψ that corresponds to the ribbon
∞-category R∞ whose objects are thickened events δei, δ the shadow map,
ei an event, some of whose morphisms are braids:
δe1 ⊗ · · · ⊗ δen
f
−→ δe1 ⊗ · · · ⊗ δen (42)
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with closures f with a corresponding framed ∞-link:
MapR∞(⊗
nδei,⊗
nδei)f (43)
The same objects, braids and links are also those of K, with the link f giving
rise to a handlebody Mf . At the level of R∞ this corresponds to introducing
∞-4-manifolds which we now define. We can define an∞-4-manifold to be
a pair:
(Mf ,MapR∞(⊗
nδei,⊗
nδei)f ) (44)
element of:
∞M4 :=M4 ×Mor(K) MapR∞(Ob(R∞),Ob(R∞))Mor(R∞) (45)
where the projection on the second factor yields f , projecting down to
Mf in Mor(K). This gives rise to the enhanced category R
+
∞ whose ob-
jects are directed families of elements of ∞M4 with composition induced
by concatenation of directed families with identity for the composition being(
♮nS2×D2,MapR∞(⊗
nδei,⊗
nδei)id
)
. In this case we have a projection from
R+∞ down to K:
R+∞ → K
→j∈J (Mfj ,MapR∞(⊗
nδei,⊗
nδei)fj ) 7→
(
→j∈J Mf j
)
(46)
obtained by restriction to those morphisms of R+∞ that only involve ∞-4-
folds.
5.4 Walled braids
It is natural to close braids f : A → B to links if A = B. This is not
difficult if A = B = ⊗nδei. For braided monoidal ∞-categories on which we
have a model structure, we can extend the closing of braids to those weak
equivalences f : ⊗i∈I, |I|=nδei → ⊗j∈J, |J |=nδej where I 6= J . In particular if
we can put a model structure on R∞ then one could do just that. In general
closing braids is not natural. Thus a morphism in a braided monoidal ∞-
category:
f : A1 ⊗ · · · ⊗ An → B1 ⊗ · · · ⊗ Bn (47)
may not necessarily close. Such a morphism we picture as a geometric braid
stretching between two walls, one having objects A1, · · · , An at a given
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height, separated by a same distance, the other wall having the objects
B1, · · · , Bn at the same height, separated by a same distance. We regard
such a geometric braid along with its two accompanying walls as being em-
bedded in S3 and refer to those objects as walled braids. If those braids
are actually ribbons we glue copies of D2× D˜2 along those strands in accor-
dance with the framing on those braids, where D˜2 is the blow up of D2 at
the origin. In the event that the domain and codomain of such a morphism
are identified, we blow down D˜2 and identify the two walls which amounts to
closing the ribbon into a framed link and the gluing just described amounts
to gluing a 2-handle along framed links in S3. Walled ribbons on which we
have glued copies of D2 × D˜2 we call walled handlebodies. In particular
objects of R∞ that are not equivalent give rise to such walled 4-manifolds if a
morphism between them exist in R∞. Thus in this formalism AlgXE2(Cat∞)
yields a trove of ribbon ∞-categories which lead to walled generalizations of
the notions introduced in previous sections: walled ∞-braids, walled ∞-4-
manifolds, ...
Specifically for ψ ∈ AlgXE2(Cat∞), leading to a ribbon ∞-category R∞,
A1⊗· · ·⊗An, B1⊗· · ·⊗Bn two objects ofR∞, f : ⊗
nAi → ⊗
nBi a morphism
regarded as a geometric braid in between two walls, MapR∞(⊗
nAi,⊗
nBi)f
we refer to as a walled ∞-braid, f is represented by a walled geomet-
ric ribbon on which we can glue copies of D2 × D˜2 to give rise to walled
4-manifolds Mf with a corresponding notion of walled ∞-4-manifolds
(Mf ,MapR∞(⊗
nAi,⊗
nBi)f). Denote by wM
4 the collection of walled 4-
manifolds. The collection of walled ∞-4-manifolds we define to be:
∞wM4 := wM4 ×Mor(K) MapR∞(Ob(R∞),Ob(R∞))Mor(R∞) (48)
giving rise to the enhanced category wR+∞ whose morphisms are no longer
simple ribbons but are elements of
−−−−→
∞wM4, the collection of directed fami-
lies of elements of ∞wM4 with composition being induced by the concate-
nation of families and the identity for composition being denoted
(
(S2 ×
D˜2)♮,MapR∞(⊗
nAi,⊗
nBi)id
)
where as usual (S2 × D˜2)♮ is a variable iden-
tity that stands for ♮nS2 × D˜2 with n depending on the context.
Observe that if f : A1 ⊗ · · · ⊗ An
∼
−→ B1 ⊗ · · · ⊗ Bn is an equivalence or
a weak equivalence in the context of model categories, walls of the walled
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4-manifold Mf are identified, this is equivalent to blowing down the copies
of D2× D˜2 giving rise to Mf . At the level of∞-4-manifolds this corresponds
to projecting down:
(Mf ,MapR∞(⊗
nAi,⊗
nBi)f )→ (Mf ,MapR∞(⊗
nAi,⊗
nBi)f) (49)
In particular if we are focusing our attention on the particular morphism
ψ corresponding to the ribbon ∞-category of events R∞, it appears more
natural to focus instead on wR+∞ rather than on R
+
∞, the objects being the
same, with projection:
(Mf ,MapR∞(⊗
nδei,⊗
nδei)f) (Mf ,MapR∞(⊗
nδei,⊗
nδei)f )
Mf ∈ K
✲
❄
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵
❵❥
(50)
that generalizes immediately to directed families.
Note that walled 4-manifolds are morphisms in KC as walls correspond to
constraints. We have a projection:
wR+∞ → K
C
→j∈J (Mfj ,MapR∞(⊗
nδei,⊗
nδei)fj ) 7→
(
→j∈J Mfj
)
(51)
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6 Relations between Λ, Φ, K, KC, KL,C, R∞,
R+∞ and wR
+
∞
What we have so far is the following:
Φ ✛
∂
❄
Λ
K
❄
KC
✛ R+∞
wR+∞
❄
✛✲
❄
KL,C
 
 
  ✒ R∞
✄
✄
✄
✄
✄
✄
✄
✄✄✎
 
 ✠
✘✘✘
✘✘✘
✘✘✘✿
✘✘✘✘
(52)
In the above diagram, the functors R∞ → wR
+
∞ and R∞ → R
+
∞ produce
walled ∞-4-manifolds and ∞-4-manifolds respectively from morphisms in
R∞, extended to directed families. The functors K
C → K and wR+∞ → R
+
∞
are both induced by closing braids into links if possible. Functors wR+∞ → K
C
and R+∞ → K are induced by projection on the first component. Functors
Λ→ KL,C, Λ→ KC and Λ→ R∞ exist by assumption. They are essentially
surjective functors.
Now a few remarks are in order. It is more reasonable to assume that Λ
can be recovered from R∞ rather than assuming it can be recovered from the
knowledge of Lagrangian densities of physical theories defined on 4-manifolds.
Since R∞ contains all morphisms between events, it would seem R∞ is closer
than KL,C in giving information about Λ. Noting the importance of R∞ in
determining Λ, one natural question is what are maps in AlgXE2(Cat∞) other
than ψ giving rise to R∞ corresponding to relative to Λ. This question is
even more important if one can fully recover Λ from the knowledge of R∞.
One would need to understand what are those maps in AlgXE2(Cat∞) that
are different from ψ, if any.
The above paragraph points at some interesting detour. It would be
natural to choose R∞ over K
L,C to investigate natural phenomena. Note
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that giving R∞ is equivalent to giving wR
+
∞, or equivalently walled ∞-4-
manifolds, most of their information being encoded in ∞-braids which are
none other than ∞-groupoids. Hence it would seem ∞-categories supersede
Lagrangian field theories in investigating natural phenomena, something that
one could see happening as far back as the work of Kontsevich on the Homo-
logical Mirror Symmetry, a mathematical treatise of the well-known Mirror
Symmetry problem in Physics ([K]). This importance of higher category
theory over Lagrangian field theories in investigating deep questions regard-
ing natural phenomena we regard as the most important point made by the
present work.
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Appendix
This appendix has for sole purpose to introduce an abstract notion of a vari-
able in a domain to make a distinction between a variable in a domain and
elements thereof.
We define motivic frames, an abstraction of some constructs in Math-
ematics which is motivic in spirit. A motivic frame is a collection of graded
objects {x(n)}n≥0, with one object per degree, each object x
(i) being built
from x(i−1), with maps x(i)
z(i)
−−→ x(i+1) indicating in what manner such a con-
struction is done. For X a mathematical construct we denote by MotFr[X ]
a corresponding motivic frame, and we denote x(n)[X ] by MotFrn[X ].
Example 6.1. For a CW complex, x(n) is a n-skeleton, z(n) : x(n) 7→ x(n+1)
is the process of gluing a disk Dn+1 along an attaching map j(n) : Sn → x(n).
Example 6.2. integration has a motivic frame with two objects x(0) being an
integrable function, x(1) the integral itself, z(0) : x(0) 7→ x(1) is the integration.
Example 6.3. A space X has a motivic frame with 3 objects, x(0) is a
point, x(1) is a set of points, x(2) is a topological space, z(0) : x(0) 7→ x(1) is
the collection of points into a set, z(1) : x(1) 7→ x(2) puts a topology on x(1).
Example 6.4. A variable x in some set S represents an element of that set,
hence x = MotFr0[S].
Note that it is fairly clear from that formalism that for a given mathemat-
ical construct there may be different ways to implement such a construction,
hence different motivic frames. When we write MotFr[X ] we will always
specify what motivic frame we are using. Motivic frames for us have the
advantage to make a distinction between points and variables representing
such points. For instance writing 2 ∈ [0, 3] or x ∈ [0, 3], which puts points
and variables on a same footing, can be made more precise by saying x =
MotFr0([0, 3]) with [0, 3] = MotFr1([0, 3]) and z
(0) : x 7→ [0, 3] amounts to
collecting points into a closed interval [0, 3]. x has the nature of a point in
[0, 3], whereas a given point in that interval is a specialization of x to the
location in [0, 3] corresponding to that point.
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