Abstract. In this paper, we propose a path-following method for computing a curve of equilibria of a dynamical system, based upon the smooth Singular Value Decomposition (SVD) of the Jacobian matrix. Our method is capable of detecting fold points, and continuing past folds. It is also able to detect branch points and to switch branches at such points. Algorithmic details and examples are given.
Introduction
One of the most important and recurring problems in applications is that of finding solutions of overdetermined nonlinear systems, f (u) = 0, where f is a C k map, k ≥ 1, from (part of) R n+1 → R n . Standard occurrences of this situation are homotopy techniques for solving nonlinear systems, see [15] , and also techniques to find equilibria or periodic solutions of parameter dependent dynamical systems, see [11] . In such case, the system is usually written as f (x, α) = 0, f : R n × R → R n .
As it is well understood, assuming that 0 is a regular value for f , the solution set of f (u) = 0, is a C k curve (e.g., see [10] ); we stress that, for (1), this does not mean that the curve can be globally parametrized in α. Computation of this regular curve of equilibria is the task of path-following algorithms, or continuation methods. The successful continuation methods are of predictor-corrector type: From knowledge of a point on the curve, they seek a new point on the curve at a certain (arc-length) distance from the present one, by iteratively correcting an initial prediction of this new point. The standard prediction stage is carried out by a tangent (or Euler) approximation, and the standard correction is performed by Newton's method or one of its variants. We refer to [1] for an excellent overview of continuation techniques. Now, while continuing the curve of equilibria, a robust algorithm must also be able to adaptively choose the steps to be taken, and to detect bifurcation values (e.g., points where two solution curves intersect, or points where -for (1)-the curve fails to be parametrizable in α). Predictor-corrector algorithms are well understood and reliable implementations exist; see [9, 15] . In practical terms, the largest cost of prediction-correction methods is given by the need for frequent factorizations of the Jacobian matrices involved.
One aspect which has not been satisfactorily resolved in previous works on predictor-corrector algorithms is that the dynamical point of view, inherent in the continuation context, gets lost at the linear algebra level: the linear algebra is done in a static way, namely canned linear algebra software is used to factor the Jacobians. Our approach, which we present in this paper, is to view the Jacobians as smooth functions and to use the underlying smoothness of the factors in their decompositions to device better continuation strategies; at the same time, we will monitor variation of the factors to determine how to choose the continuation steps. Motivated by their relevance in detecting bifurcation phenomena, and by the provable smoothness in situations of practical interest (see [6] for the C k case, and [4] for the analytic case), our particular emphasis here is on SVD decompositions. We must point out right away that a smooth SVD will ordinarily require a singular value to cross zero when the Jacobian becomes singular (one obtains a signed SVD), and two singular values will exchange ordering when they coalesce (one obtains an unordered SVD).
Path following methods via SVD
In this work, we focus on computing curves of equilibria of (1): f (x, α) = 0. By using arc-length parametrization, the problem is rewritten as
where (ẋ(s),α(s)) T is the tangent vector and satisfies
A point (x, α) on the curve is a regular point if
Tα has rank equal to n. At a regular point there is a unique tangent; this also occurs at a fold point withα = 0; at a branch point instead, there are two tangents and two branches of equilibria crossing at the point. A branch point may occur with f α ∈ range(f x ) and rank(f x ) = n − 1, and also with rank(f x ) = n − 2. The pseudo arc-length path following approach (see e.g. [10] , [13] ) can be sketched as follows. Given a point (x 0 , α 0 ) = (x(s 0 ), α(s 0 )) on the path (i.e.
f (x 0 , α 0 ) = 0), a tangent (ẋ 0 ,α 0 ) and s 1 = s 0 + h for some steplength h, we seek (x 1 , α 1 ) = (x(s 1 ), α(s 1 )) by solving
To solve (3), we can use an iterative method starting from the tangent predictor
Typically, the stationary Newton method is used as corrector: for k = 0, 1, . . .
The idea to use SVD for computing bifurcations of vector fields appeared in [5] several years ago. Afterwards, as far as we could determine, it has not been considered any more. Why? Surely, one reason is that existing techniques typically work just fine. But, we believe that a more cogent reason is that by using the standard linear algebra SVD, whereby singular values are kept always positive and ordered, it is nearly impossible to locate exactly a fold or a branch point: One would need to step exactly at such points! Simply monitoring small singular values, as done in [5] , is at best inefficient and potentially misleading. The answer to this impasse is beautifully provided by smoothness: If the Jacobian f x becomes singular, a singular value will go through 0, and monitoring the signs of the singular values will suffice. As we will make clear below, our smooth SVD method provides not only a theoretically sound, but also a computationally interesting, way to compute curves of equilibria. As a matter of fact, we know of no other technique which allows at once to compute the points on the curve, provide tangents to form the predictor, detects folds and branch points, and also allows easily to switch branches at branch points.
Motivated by the work [7] , where we studied several methods to compute smooth curves of SVD, we have written a Matlab code implementing a SVDbased path following method for tracking smooth path of equilibria. Our code computes a smooth SVD of f x at points on the curve and uses this SVD to locate folds and generic branch points (switching branches and continuing new branches). Moreover the code avoids to compute f x and f α at the predictor and solves (3) by a Newton-type method, where f x (x 0 , α 0 ) and (4)). From now on, the symbols f x and f α will be used to denote f x (x 0 , α 0 ) and f α (x 0 , α 0 ) respectively.
Notice that if f x = U ΣV T , then the Newton-type system
which has a very simple structure and can be solved with a computational cost of O(n) flops, by ad hoc substitution techniques tailored for the two cases Σ invertible and Σ singular. So, taking into account the matrix-vector products, each iteration costs O(n 2 ) flops. Analogously, the SVD of f x is easily exploited in the computation of the tangents. Indeed, problem (2) becomes
If Σ is invertible, we setα = ±1 (the sign is chosen so that we do not trace back the same piece of the curve),ẋ = −αV Σ −1 U T f α and then we normalize. If we are at a fold point (Σ singular and f α ∈ range(f x )), the solution is (ẋ,α) = (V e n , 0). Finally, at a branch point (rank[f x , f α ] = n − 1, but rank(M ) = n) we have two tangents in the kernel of [f x , f α ], and we proceed as follows: (1) We approximate the tangent, call it u, to the branch that we are following, by normalizing the secant approximation obtained using the last two points on the curve; (2) we seek a point on the other branch by looking for solutions lying on a hyperplane parallel to the tangent line we have, and at a distance h from it (this we can do using a vector v in the null space of [f x , f α ] orthogonal to u).
Continuation of the SVD
In [7] , we proposed several techniques to compute a smooth block-SVD for a smooth matrix-valued function A(s) : [a, b] → R n×n . In the context of path following for equilibria, we have A(s) = f x (x(s), α(s)) ∈ R n×n and want to smoothly compute its complete signed SVD. The theory developed in [7] guarantees that one of the algorithms there studied, namely Algorithm BSVD, can be successfully used to this scope as long as the singular values remain distinct. We refer to [7] for details. Here we only recall that this method is essentially based on the solution of suitable algebraic Riccati equations at each continuation step. These equations are solved by Newton's method, for which we can construct a second order approximation as initial guess. Convergence is ensured as long as the continuation steplength h is sufficiently small.
If two singular values coalesce within a continuation step, the Newton iteration for the Riccati equations may either converge to a wrong solution or fail to converge. Now, having two singular values coalescing is a non-generic occurrence for one-parameter problems (see [6] ), and thus one should not witness it in practice; naturally, even less likely (and thus not very interesting) is the case of three or more singular values coalescing at once, a case which we can thus safely disregard. However, special symmetries in the problem make the occurrence of two singular values coalescing (and crossing) possible, and we want methods robust enough to handle this case. Futhermore, singular values nearing each other can cause numerical difficulties. To overcome this critical situation, in the present paper, we implemented a novel technique, which we call the accordion strategy. The idea is to adaptively switch from a complete SVD to a block SVD in order to bypass coalescing (or just close) singular values. In practice, at each step we monitor the singular values to detect if we are nearing a possible crossing. If this is the case, we group into a 2 × 2 block the two singular values which seem to coalesce and apply Algorithm BSVD to smoothly continue a block-SVD with one block of dimension 2 and the others of dimension 1. This structure is possibly maintained over several continuation steps, until the crossing has been safely passed, and we can split the 2 × 2 block and proceed with a complete SVD. Of course, as the continuation proceeds, the 2 × 2 block must be further decomposed to get always a smooth complete SVD. To do this, we solve a simple Procrustes problems (see [12] for analogous refining methods in the context of computing analytic path of SVD). In the context of continuation methods for large bifurcation problems, strategies where one dynamically chooses the block sizes have also been considered in [2, 3] .
The accordion strategy works very well in practice so long as coupled with a reliable criterion to select the steplength at each continuation step. In the continuation context, the stepsize control is generally convergence-dependent through the number of performed iterations ( [8] , [9] , [10] ). In our code, instead, we implemented a technique based on the distance between the predictors and the converged values. This is similar in spirit to the stepsize control in codes for solving initial value problems of differential equations.
Finally, the code allows to locate fold and branch points accurately. Given an interval [s 0 , s 1 ] such that σ n (s 0 ) · σ n (s 1 ) < 0, we use the secant method to find s * s.t. σ n (s * ) = 0 and compute the point (x(s * ), α(s * )) on the equilibria curve. Obviously, each secant iteration involves a continuation step from s 0 to the current iterate.
Algorithmic details
We now discuss in more details the three key algorithmic choices we have adopted in our code. 1. When and how to group/split singular values. Given s 0 , assume we have the decomposition
We predict the singular values at s 1 = s 0 + h by [6] 
and declare a possible crossing if
for some small η > 0 (η = 10 −4 is the default value). In this case, we group σ i , σ i+1 into a 2 × 2 block.
Once the singular values σ i+1 (s 1 ) and σ i (s 1 ) have been computed, the 2 × 2 block is unrolled if
2. Refinement of a 2 × 2 block to get a complete SVD. Given a block C, we get a standard decomposition U T C CV C = diag(σ 1 , σ 2 ) with sign(σ i ) = sign(σ (pred) i ) and then possibly modify it to recover smoothness in the complete SVD. To do this, we solve a Procrustes problem to minimize the distance (in Frobenius norm) between U C , V C and suitable reference orthogonal factors. If σ 1 = σ 2 , U C and V C are correct up to permutation and/or changes of signs of their columns. If σ 1 = σ 2 , then U C and V C may have to be changed into U C Q and V C Q for a suitable orthogonal matrix Q. 3. Stepsize control. Denote by x (pred) , α (pred) , Σ (pred) the predictors used for x(s 1 ), α(s 1 ) and Σ(s 1 ), respectively. Our steplength choice tries to perform a mixed absolute/relative error control, monitoring the errors
, in such a way that the iterative procedure involved in a continuation step will converge in a few iterations. Moreover, starting from the second continuation step, we try to control also U (pred) − U (s 1 ) and
, and the derivatives are approximated by differences using the orthogonal factors obtained at the last two steps. At the end of a continuation step of size h, we compute the weighted norm 2 , where r and a are relative and absolute error tolerances, and analogously we compute ρ x , ρ α , ρ U , ρ V . Then, we set ρ = max(ρ σ , ρ x , ρ α , ρ U , ρ V ) and h new = h √ ρ . If ρ ≤ 1.5, h new is used to proceed the continuation; otherwise the step just completed is rejected and retried with the new steplength.
A continuation step may also fail because of lack of convergence either when solving a Riccati equation or when computing a new point on the curve. In both cases, the steplength is halved and the step retried.
Some numerical results
We refer on some experiments on two standard test problems. The results have been obtained with the following data: -Initial steplength: 10 −3 ; minimum steplength: 10 −8 ; -Tolerances for solving algebraic Riccati equations: 10 −8 ; -Tolerances for computing fold and branch points: 10 −12 ; -Tolerances for computing points on the curve: 10 −14 .
In the tables we give:
Nsteps: required number of continuation steps to complete the path; hmax: maximum used steplength; Nits 1 : average number of iterations required to solve a Riccati equation (this is needed to update the SVDs);
Nits 2 : average number of iterations per continuation step required to compute the point on the curve. The numbers Nits 1 and Nits 2 take into account all performed iterations, on both successful and unsuccessful steps. Example 1. This is known as the aircraft problem [14] . The dimension is n = 5. The curve has to be followed from ( Table 1 shows the results obtained with several choices of the parameters r and a for the steplength control. Starting withα 0 = −1, the code detects two folds at α = −0.18690833269959 and α = 0.51015853464868; the performance is identical to that in Table  1 . Table 2 we give a summary of performance of the code relatively to completion of the three paths in the figure. In both examples, 3 ÷ 5 secant iterations were needed to locate either a fold or a branch point.
