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Introduction
An approach based on the construction and the analysis of simple mathematical
models is used in this thesis to investigate two kinds of problems in classical
theoretical physics: the appearing of classical behavior in quantum systems and
the dynamics of fields together with their own sources in acoustics.
The former is a typical problem associated to the investigation of the frontier
between theories describing phenomena on different scales.
Actually there is no example of a completely successful reduction from a theory
on a higher hierarchic level to one on a lower level. The Boltzmann attempt
of explanation of thermodynamics laws in mechanical terms is a paradigmatic
example of the enormous difficulties of such reduction programs.
The theory of decoherence gives an explanation of the disappearing of quantum
features in terms of interaction of subsystems with the environment.
The loss of quantum coherence in a subsystem is a trivial consequence of the
interaction and of the process of reduction of the density matrix. Our efforts
are addressed to analyze the manner and the characteristic times with which
this happens.
The search for a complete theory of the field with its point sources is a well
known topic in electromagnetism. We analyze the analogous subject in acous-
tics.
Our investigations are in the same line with what was done in the framework of
the decoherence program. One expects that in a system consisting of a subsys-
tem with discrete spectrum (the mechanical oscillators) and another subsystem
with continuous spectrum (the acoustic field) the energy diffuses all on the con-
tinuous spectrum. Our aim is to give an explicit example of system for which
the expected result can be proved and to obtain some estimates for the charac-
teristic times of the diffusion of energy.
The approach followed and the type of problems analyzed makes clear our need
to have suitable mathematical tools. Since they generate non-trivial but explic-
itly computable dynamics point interactions have revealed very useful both in
the analysis of quantum mechanical and acoustical systems.
The structure of the thesis is the following.
In the first part we analyze two applications of point interactions in the frame-
work of the decoherence program.
In a brief introduction we discuss the reasons that have led to the formulation of
the program, basic ideas laying underneath, its relevance in theoretical physics
and some practical applications of the results related to the decoherence theory.
Chapter 1 is devoted to a brief historical and mathematical introduction to point
perturbations of the Laplacian. A detailed description of the way the theory of
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self-adjoint extensions of symmetric operators is used to obtain all the singular
perturbations of the Laplacian in one and three dimensions is given.
In chapter 2 point perturbations of the Laplacian in three dimensions are used
to study the evolution of a system consisting of two particles interacting via a
repulsive point potential and undergoing a single scattering event. The estimates
obtained for the asymptotic dynamics in the limit of small mass ratio are used
to evaluate the effects of decoherence induced by the interaction.
In the last chapter of part I we analyze the dynamics of a system made up of
a quantum particle and one localized spin interacting via a point potential that
depends on the state of the spin. We discuss the applications of our model to
estimate the loss of quantum coherence due to the interaction.
The second part of the thesis begins with a short introduction to the motiva-
tions that have led us to use point perturbations to study a problem of sources
interacting with their own field in acoustics.
In the following chapter we introduce our model and express the results obtained
in a one dimensional setting for a finite and infinite number of sources and in
the continuum limit.
Few pages in which we summarize our results and discuss the future develop-
ments of our research conclude the thesis.
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Part I
Point Interactions in
Quantum Mechanics
3

Point interactions were introduced in quantum mechanics as point limits of
short range potentials in the Schro¨dinger equation. In order to understand the
structure of nuclei it appeared conceivable to analyze general features about
interactions with a range much smaller then the atomic size. The zero range
limit was justified by the lack of a physically relevant minimal length and as a
tool to investigate the low-interaction-energy regime. Only recently a complete
characterization of the family of Hamiltonians with point interactions was made
available. The quantum dynamics they generate is at the same time non trivial
and explicitly computable.
In the following we will discuss two applications of such Hamiltonians in the
framework of the decoherence program.
Physical models are always realized to work on a suitable scale (of time, length,
energy or number of elements). An important and non trivial task is to define
the range of applicability of physical models and to investigate the hierarchic
structure of different theories. A fundamental example is the study of the bor-
derline between quantum and classical mechanics.
Some of the most peculiar and counterintuitive features of quantum theory are
consequences of the superposition principle. While results of experiments on
“microscopic” systems support the validity of the superposition principle every
day experience leads to the conclusion that it does not hold for “macroscopic”
objects. A popular wisdom suggests that what discriminate a classical system
from a quantum one is the large number of components.
It is a puzzling problem to understand how large a “large number” should be. In
fact experiments on Bose-Einstein condensates show that systems consisting of
several thousands of atoms behave in a quantum fashion for times of the order
of milliseconds. On the other side the binding in a molecule, composed of few
atoms, is fairly well described by using rods and strings. It is evident that the
number of components cannot be the only parameter to define which systems
are classical. A clearer understanding of the physical mechanism that leads a
quantum object to behave as a classical one is needed.
Schro¨dinger equation has revealed an extraordinary tool to describe the behavior
of a great number of systems on the atomic scale. On the other hand the
“classical behavior” of a “macroscopic” object was never derived starting with
a quantum mechanical description of its “microscopic” components.
The decoherence program attempts, and partially succeeds, in shading some
light on the problem of the quantum origins of classical behavior. The program
is based on the idea that even a weak interaction of the subsystem with its en-
vironment causes a diffusion of quantum correlations towards the whole system
leading to a suppression of interference effects in the subsystem.
This idea dates back to the origins of Quantum Mechanics (see e.g. [33]), but
the modern formulation of the decoherence program appeared in the early 1970s
in the papers of H.D. Zeh ([56], [57]). The work on the program continued in
the following years in particular with W.H. Zurek ([58], [59], [60]). For a recent
review on the decoherence program see [61] and [44]. In recent years inter-
est in decoherence has gone beyond the subject of the foundations of quantum
mechanics. Experiments in mesoscopic physics [34] and developments on quan-
tum computing [54] are only two examples of fields of application of the results
connected with the theory of decoherence.
In the original scheme of the decoherence program physical systems are ar-
ranged in three subsystems conventionally referred to as observable, apparatus
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and environment. This is basically related to technical reasons connected with
Schmidt’s theorem (see e.g. [44]). Since we are not going to investigate the
problem of the preferred basis we will not make use of such decomposition.
We will consider systems made up of only two quantum subsystems A and B.
The state of the system is a vector in the product Hilbert space
H = Ha ⊗Hb (1)
and its dynamics is generated by the Hamiltonian
H = Ha +Hb +Hint (2)
where Ha and Hb describe the “free” evolution of subsystem A and B respec-
tively while Hint determines interaction.
At an intuitive level the mechanism of decoherence is very simple: interaction
induces entanglement between subsystems; ignorance about the subsystem B
corresponds to take the trace over Hb and this procedure partially cancels cor-
relations making the reduced density matrix in Ha a statistical mixture, even
when the initial state of the system is a pure state.
Although there are opinions not supporting the relevance of the decoherence
theory as a solution of the measurement problem it is generally accepted that
this mechanism plays an important role in explaining the transition from quan-
tum to classical.
We will avoid general questions inside the debate on the foundations of quantum
mechanics. Our aim, in line with many other works in literature, is to provide
concrete examples of systems for which one can show that decoherence leads an
initially quantum subsystem to appear more classical.
In the following the subsystem A will be a quantum particle. The subsystem
B, on which we take the trace, represents the environment (or the measurement
apparatus). In principle subsystem B should be “larger” (made up of a greater
number of elements) of A, so that the trace over B will correspond to a high loss
of information. On the other hand the energy exchange should be weak enough
to left almost unchanged the dynamics of subsystem A.
We study the evolution of the whole system generated by the Schro¨dinger equa-
tion to detect the entanglement dynamically induced. This allows us to investi-
gate the effects of tracing out the environment. To reach our goal we make use
of the highly computable dynamics generated by point Hamiltonians.
The entanglement induced by an event of scattering between two particles is
analyzed in the limit of small mass ratio. In the system the “light” particle
is intended to represent the environment. While the “heavy” particle proceeds
substantially free the “light” particle is “instantly” sent in its scattering state.
The attenuation of interference fringes observed in the evolution of an initial
state of the heavy particle made up of a superposition of head-on colliding wave
packets is a clear sign of decoherence. A better model of environment should be
realized with N “light” particles. For a generic smooth potential the expected
result that the decoherence effects exponentially grow with N has been proved
in a recent work by R. Adami, R. Figari, D. Finco and S. Teta (preprint in
preparation).
In the other system analyzed the environment is made up of a lattice of spins.
The idea is to realize a model for a measurement apparatus recalling a Wilson
chamber in which the atoms ionized by the passage of the particle are replaced
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by spins. We were able to define spin dependent point interactions and to
analyze the entanglement between a particle and a single spin.
The following step consists in generalizing the Hamiltonian to the case of N
spins. A realistic model of Wilson chamber should be realized by interacting
spins initially in a metastable state. It is commonly believed that this will
produce an enhancement of the decoherence effects.
7
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Chapter 1
Singular Perturbations of
the Laplacian
In 1930s there was great interest in modelling the interaction between nucleons.
The structure of the nucleus and the early experiments of scattering of neutrons
by heavy nuclei suggested that interaction between nucleons should have been
with very short range. In those years the idea of a potential with zero range
was proposed.
If exists such potential should represent the simplest model of potential with
very short range. A particle moving in a potential supported by a point should
propagate as a free particle everywhere except in the point in which the potential
is placed.
This kind of potential exists in one, two and three dimensions and represents
a non trivial but completely solvable limit model of potential with very short
range.
Formally the Hamiltonian describing a free particle everywhere except that in
the point y should be (in natural units, ~2/2m = 1)
“Hα = −∆+ αδy” (1.1)
where ∆ is the Laplacian, α is a real constant and δy is the Dirac delta centered
in the point y. If the point y is not in the support of the wave function, the
particle has only kinetic energy else there is also a term of potential energy.
Inverted commas indicate that formula (1.1) is only a formal writing and thirty
years was needed from its introduction in one dimension to a satisfying mathe-
matical formulation as self-adjoint operator in three dimensions.
This chapter is devoted to clarify the meaning of the Hamiltonian (1.1).
1.1 A brief history of Hα
Historically the first relevant model in quantum mechanics based on point in-
teractions dates back to 1931 when the article of Kronig and Penney [31] was
published. Kronig and Penney studied the motion of electrons in solids. They
considered a one dimensional setting in which ions are fixed and placed on the
sites of a regular lattice. Every ion is supposed to produce a zero range potential
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for the electrons in the conduction band that are considered non interacting,
thus the Hamiltonian for one electron in the conduction band is
HKP = − d
2
dx2
+
∑
j
αjδyj (1.2)
where j runs over the points of the lattice, αj are real constants and δyj is
the Dirac delta centered in yj . In (1.2) we omitted inverted commas because
in dimension one, and only in dimension one, formula (1.1) represents a well
defined operator. It is possible to obtain the domain of HKP in few simple
steps, consider the equation
i
d
dt
ψ = HKPψ = − d
2
dx2
ψ +
∑
j
αj δyjψ (1.3)
by integrating in x from yj−ε and yj+ε and taking the limit ε→ 0, one obtains
ψ′(y+j )− ψ′(y−j ) = αjψ(yj) . (1.4)
Thus in one dimension−∆+∑j αjδyj corresponds to the Laplacian with domain
whose elements are continuous functions with first derivative discontinuous in
yj and satisfying boundary condition (1.4). In the following we will give a more
precise mathematical definition of the Hamiltonian HKP . However the essence
of the operator HKP is completely kept in the boundary condition (1.4), which
is all that one needs to study in detail the spectrum of HKP . This is what
Kronig and Penney did, in the special case of a periodic lattice with αj = α,
obtaining the band structure of metals.
In two and three dimensions it is not possible to derive the structure of the
domain of Hα by simple integration as was done in one dimension. Because of
the singularities that characterize the Green’s functions of the free Schro¨dinger
operator in two and three dimensions also perturbation theory fails when applied
to the operator Hα, it is easy to verify that the series expansion of resolvent
(Hα − z)−1 with z ∈ C\R, diverges already at the second order in dimension
greater than one.
In spite of these difficulties since 1930s physicists worked to understand if Hamil-
tonian (1.1) could have made sense in dimension three. This topic was particu-
larly interesting in nuclear physics, where was clear that a zero range potential
should have represented a perfect model of potential between nucleons and in
problems of scattering with slow neutrons. Bethe-Peierls [12] and Thomas [53]
started to study Hamiltonian (1.1) in dimension three. They obtained an ap-
proximation ofHα by means of local, scaled short-range potentials realizing that
a renormalization of the coupling constant was necessary. Similar results were
obtained, almost at the same time, by Fermi [24] in his work about the motion
of neutrons in hydrogeneous substances where he introduced for the first time
the Fermi pseudo-potentials that can be identified with point interactions, for
this reason sometimes, usually in nuclear physics, point interactions are referred
to as Fermi pseudo-potentials.
For the first precise mathematical definition of Hamiltonian (1.1) in dimension
three we have to wait until the publishing of the work by Berezin and Faddeev
[11] in 1961. For the first time Hα was written as a self-adjoint operator derived
by using Krein’s theory of self-adjoint extensions.
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A simple definition of Hα in three dimensions is
D(H3dα ) =
{
ψ ∈ L2(R3) : ψ(x) = ψ0(x) + q
4pi|x− y| ; ψ
0 ∈ H2loc(R3),
∇ψ0 ∈ L2(R3), ∆ψ0 ∈ L2(R3), q = ψ
0(y)
α
} (1.5)
H3dα ψ = −∆ψ0 (1.6)
where H2loc(R3) indicates the homogeneous Sobolev space of locally square-
integrable functions with their first and second (distributional) derivative. No-
tice that functions in D(H3dα ) may have a singularity in y of order |x − y|−1,
hence does not make sense to apply the distribution δy on D(H3dα ).
The operator defined by (1.5) and (1.6) matches up with the point Hamiltonian
formally written in (1.1) in the sense that if y /∈ supp[ψ0] functions ψ and ψ0
coincide and H3dα acts on ψ as −∆.
At the present time operators of the class of Hα are well known and completely
classified, the reader interested can refer to the “Bible” [9] and references therein.
Examples of recent applications of point Hamiltonians in modern mathematical
physics concern time dependent and non-linear problems (see e.g. [18], [19], [4],
[1], [2]).
In the following two sections we discuss the structure and the characterization
of all the point perturbations of the Laplacian in one and three dimensions by
using the theory of self-adjoint extensions briefly discussed in appendix A.
1.2 Singular perturbations of −∆ in one dimen-
sion
We call singular perturbations of operator −∆ in the point y all the self-adjoint
operators which coincide with the Laplacian everywhere except that in the point
y. All the singular perturbations of the Laplacian can be derived by using the
theory of self-adjoint extensions described in appendix A.
Hamiltonian Hα is a singular perturbation of −∆ and can be derived by ex-
tending several symmetric operators. Since in dimension one Hα is not the only
singular perturbation of −∆ we will follow a very general construction to obtain
all the singular perturbations of the Laplacian, afterwards we will analyze with
more detail the one corresponding to the operator (1.1).
Consider the symmetric (closable) operator
D(H0) = C∞0 (R\{y}) y ∈ R (1.7)
H0ψ = − d
2
dx2
ψ ψ ∈ D(H0). (1.8)
Functions φz satisfying the equation
(φz,H0ψ) = (zφz, ψ) φz ∈ L2(R), ψ ∈ D(H0), z ∈ C\R , (1.9)
if exist, are eigenfunctions of H∗0 relative to the eigenvalue z, where
∗ indicates
the adjoint. In fact (1.9) is equivalent to
H∗0φ
z = zφz φz ∈ D(H∗0 ), z ∈ C\R . (1.10)
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A solution of equation (1.9) is
Gz(x− y) = −e
i
√
z|x−y|
2i
√
z
z ∈ C\R+, Im (√z) > 0 (1.11)
In fact Gz ∈ L2(R) and satisfies, in the sense of distributions,(
− d
2
dx2
− z
)
Gz = δy z ∈ C\R+ , (1.12)
where δy is the Dirac delta centered in y. It is easily seen that
(Gz)′(x− y) = − sgn(x− y)
2
ei
√
z|x−y| z ∈ C\R+, Im (√z) > 0 (1.13)
where the apex indicates the derivative with respect to x, is another independent
solution of equation (1.9) and there are not other solutions of (1.9) independent
from Gz and (Gz)′. Then {Gi, (Gi)′} and {G−i, (G−i)′} span respectively the
deficiency spaces Ki and K−i and the deficiency indices of H0 are (2, 2). Two
orthonormal basis of Kz and Kz¯ are {gz, gz1} and {gz¯, gz¯1} respectively where
gz(x− y) = G
z(x− y)
‖Gz‖ = i
√
|z|Im (√z)√
z
ei
√
z|x−y| (1.14)
gz1(x− y) =
(Gz)′(x− y)
‖(Gz)′‖ = −
√
Im (
√
z)sgn(x− y)ei
√
z|x−y| (1.15)
z ∈ C\R+, Im√z > 0 .
Following the von Neumann construction (see appendix A) we have that if U is
a unitary application from Ki to K−i, operator HU defined by
D(HU ) =
{
ψ : ψ = ψ0 + c1gi + c2gi1 + c
′
1g
−i + c′2g
−i
1 ; ψ0 ∈ D(H0),
c1, c2 ∈ C, c′m =
∑
n=1,2
Umncn, m = 1, 2
} (1.16)
HUψ = H0ψ0 + i(c1gi + c2gi1 − c′1g−i − c′2g−i1 ) (1.17)
where Umn is the 2 × 2 unitary matrix representing the unitary application U
in the basis {gi, gi1} and {g−i, g−i1 }, is self-adjoint and is an extension of H0.
Moreover all the self-adjoint extensions of H0 can be written in the form (1.16)-
(1.17).
The more general 2× 2 unitary matrix can be written as
U =
( −eiθ cosω ei(θ+ρ) sinω
−ei(ϕ−ρ) sinω −eiϕ cosω
)
(1.18)
ω, θ, ϕ, ρ ∈ [0, 2pi) .
By straightforward calculations one can check that, with this choice of U , func-
tions in D(HU ) satisfy boundary conditions
ψ(y+)− ψ(y−) = C1
(
ψ(y+) + ψ(y−)
2
)
+ C2
(
ψ′(y+) + ψ′(y−)
2
)
ψ′(y+)− ψ′(y−) = C3
(
ψ(y+) + ψ(y−)
2
)
+ C4
(
ψ′(y+) + ψ′(y−)
2
) (1.19)
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where C1, C2, C3 and C4 are complex constants defined by
C1 = − 2
√
2e−i(ρ−ϕ) sinω
i(1 + ei(θ+ϕ)) + (eiϕ − eiθ) cosω (1.20)
C2 = −
(1 + i)
√
2
(
i+ ei(θ+ϕ) − (eiθ + ieiϕ) cosω)
i(1 + ei(θ+ϕ)) + (eiϕ − eiθ) cosω (1.21)
C3 = −
(1− i)√2 (i− ei(θ+ϕ) − (ieiθ − eiϕ) cosω)
i(1 + ei(θ+ϕ)) + (eiϕ − eiθ) cosω (1.22)
C4 = − 2
√
2ei(ρ+θ) sinω
i(1 + ei(θ+ϕ)) + (eiϕ − eiθ) cosω (1.23)
Constants C1, C2, C3 and C4 characterize all the singular perturbations of
the Laplacian in dimension one via boundary conditions. A different, and well
known in literature (see e.g. [17], [7] and [14]), characterization of all the self-
adjoint extensions of H0 reads
ψ(y+) = ηaψ(y−) + ηbψ′(y−)
ψ′(y+) = ηcψ(y−) + ηdψ′(y−)
(1.24)
with a, b, c, d ∈ R, η ∈ C, ad − bc = 1 and |η| = 1. It is possible to show that
boundary conditions (1.19) and (1.24) are equivalent, the following relations
hold
C1 = −2(1− η
2 − η(a− d))
1 + η2 + η(a+ d)
(1.25)
C2 =
4η2b
1 + η2 + η(a+ d)
(1.26)
C3 =
4η2c
1 + η2 + η(a+ d)
(1.27)
C4 = −2(1− η
2 + η(a− d))
1 + η2 + η(a+ d)
(1.28)
Diagonal unitary matrices (ω = 0 in the formula (1.18)) correspond to a sub-
family of extensions of H0 in which the discontinuity of the function depends
only on the value of the left and right limit of the derivative in y (C1 = 0) and
the discontinuity of the derivative depends only on the value of the left and right
limit of the function in y (C4 = 0). Straightforward calculations show that if
ω = 0
C1 = C4 = 0 (1.29)
C2 =
√
2(cosϕ− sinϕ− 1)
1 + sinϕ
(1.30)
C3 =
√
2(cos θ + sin θ − 1)
1− sin θ (1.31)
Notice that both C2 and C3 are real constants and that C2 depends only on ϕ
while C3 depends only on θ.
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The extension given by ω = θ = ϕ = 0 corresponds to the operator
D(H) =
{
ψ : ψ = ψ0 + c1(gi − g−i) + c2(gi1 − g−i1 ) ;
ψ0 ∈ D(H0), c1, c2 ∈ C
} (1.32)
Hψ = H0ψ0 + i(c1(gi + g−i) + c2(gi1 + g
−i
1 )) . (1.33)
Functions in the domain of H are continuous and have continuous derivative in
y, from its definition the operator H coincides with the “free” Hamiltonian i.e.
D(H) = H2(R) Hψ = − d
2
dx2
ψ ψ ∈ D(H) . (1.34)
Operator H1dα = −∆ + αδy is given by ω = ϕ = 0, from boundary conditions
(1.19) it is easily seen that
D(H1dα ) =
{
ψ ∈ H1(R) ∩H2(R\{y}) :
ψ′(y+)− ψ′(y−) = αψ(y), −∞ < α ≤ ∞
} (1.35)
H1dα = −
d2
dx2
. (1.36)
Constant α is related to θ by formula (1.31)
α =
√
2(cos θ + sin θ − 1)
1− sin θ (1.37)
Interaction given by Hamiltonian H1dα is often referred to as δ-interaction.
We indicate with H ′1dβ the other well known extension of H0 given by ω = θ = 0,
again boundary conditions (1.19) give
D(H ′1dβ ) =
{
ψ ∈ H2(R\{y}) : ψ′(y+) = ψ′(y−),
ψ(y+)− ψ(y−) = βψ′(y), −∞ < β ≤ ∞
} (1.38)
H ′1dβ = −
d2
dx2
. (1.39)
Constant β is related to ϕ by formula (1.30)
β =
√
2(cosϕ− sinϕ− 1)
1 + sinϕ
(1.40)
Interaction given by Hamiltonian H ′1dβ is often referred to as δ
′-interaction.
From (1.30), (1.31), (1.37) and (1.40) it is easy to convince ourselves that
the subfamily given by ω = 0 corresponds to a point potential given by a
δ-interaction plus a δ′-interaction.
Operators H1dα or H
′1d
β coincides with H if α = 0 or β = 0 respectively.
Equivalently all the self-adjoint extensions of H0 can be obtained by using the
Krein’s formula for the resolvent, such formula allows to evaluate the difference
of two resolvents of two different self-adjoint extensions of H0 (see appendix A).
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We indicate with HΘ the generic self-adjoint extension of H0, usually it is useful
to express the resolvent of HΘ with respect to the “free” resolvent (H − z)−1,
formula (A.10) reads
(HΘ − z)−1 = (H − z)−1 +
∑
m,n=1,2
(Γ(z))−1mn(φ
z¯
n, · )φzm z ∈ ρ(HΘ) (1.41)
where functions φzm are defined by
φz1(x) = G
z(x− y) ; φz2(x) = (Gz)′(x− y) z ∈ C\R+ (1.42)
By direct calculation one can check that φzm satisfy relation
φzm = φ
z0
m + (z − z0)(H − z)−1φz0m m = 1, 2; z, z0 ∈ ρ(H) (1.43)
Matrix Γ(z) is defined by
Γ(z)mn − Γ(z′)mn = (z′ − z)(φz¯n, φz
′
m) m, n = 1, 2; z, z
′ ∈ ρ(HΘ) (1.44)
and
Γ(z)∗ = Γ(z¯) z ∈ ρ(HΘ) (1.45)
Functions Γ(z)mn and φzm, are analytic in z ∈ ρ(HΘ), notice that ρ(HΘ) ⊆
ρ(H).
Relation (1.44) does not define univocally the matrix Γ(z), by direct calculation
one can verify that
Γ(z) =
(
1
2i
√
z
0
0
√
z
2i
)
+Θ , (1.46)
where Θ is a 2 × 2 arbitrary, constant, Hermitian matrix, satisfies conditions
(1.44) and (1.45). Then the resolvent is found by inverting the matrix Γ(z) and
by formula (1.41). Matrix Θ plays the role of the unitary application U in the
von Neumann construction, in fact a 2 × 2 Hermitian matrix is determined by
four real independent parameters. The domain of HΘ is then given by the range
of the resolvent (HΘ − z)−1.
It is a simple exercise to write down the resolvent of H1dα . The maximal common
part (see appendix A) of H and H1dα is not H0 but
H¨0 = − d
2
dx2
, D(H¨0) =
{
ψ ∈ H2(R) : ψ(y) = 0} , (1.47)
its adjoint is
H¨∗0 = −
d2
dx2
, D(H¨∗0 ) = H
2(R\{y}) ∩H1(R) . (1.48)
Then the only independent solution of equation
(H∗0 − z)φz = 0 φz ∈ L2(R), z ∈ C\R (1.49)
is Gz(x− y). Function
Γ(z) =
1
2i
√
z
− 1
α
(1.50)
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with α ∈ R satisfies
Γ(z)− Γ(z′) = (z′ − z)(Gz¯, Gz′) z, z′ ∈ ρ(H1dα ) (1.51)
and
Γ(z) = Γ(z¯) z ∈ ρ(H1dα ) (1.52)
Then resolvent of H1dα ca be written as
(H1dα − z)−1 = (H − z)−1 −
2α
√
z
iα+ 2
√
z
(Gz¯(· − y), · )Gz(· − y)
z ∈ ρ(H1dα )
(1.53)
and operator H1dα can be defined as
D(H1dα ) =
{
ψ ∈ L2(R) :ψ = ψz − 2α
√
z
iα+ 2
√
z
ψz(y)Gz(· − y);
ψz ∈ D(H), z ∈ ρ(H1dα ), Im
√
z > 0
} (1.54)
(H1dα − z)ψ = (H − z)ψz (1.55)
Function ψz is called regular part of ψ, if ψz(y) = 0 then ψ = ψz and H1dα ψ =
Hψ. Starting from formula (1.54) it is easy to verify that functions in D(H1dα )
satisfy boundary condition
ψ′(y+)− ψ′(y−) = αψ(y) (1.56)
As we will see in the following the characterization of the domain D(H1dα ) given
in formula (1.54), with a regular part plus a term proportional to the value of the
regular part in the point y and to the Green’s function of the “free” Hamiltonian,
is recurrent in the structure of the point perturbations of self-adjoint operators.
An exhaustive analysis of all the singular perturbations of −∆ in one dimension
is in [7]. The reader interested will find there the spectrum of HU for δ and δ′-
interactions and the analytic expression of the integral kernel of the propagator
in the general case expressed by boundary conditions (1.24).
The generalization to a finite or infinite number of points and the analysis of
the band structure obtained with the Kronig and Penney Hamiltonian (1.2) is
in [9].
1.3 Singular perturbations of −∆ in three di-
mensions
As we stated in section (1.1) in three dimensions it is not easy to obtain an
intuitive definition of Hα as it was done in dimension one. In spite of this the
procedure to define Hα in three dimensions by using the theory of self-adjoint
extensions is substantially identical to the one dimensional case and in some
sense more simple.
Consider the operator
D(H0) = C∞0 (R3\{y}) y ∈ R3 (1.57)
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H0ψ = −∆ψ ψ ∈ D(H0) (1.58)
where ∆ = ∂
2
∂x21
+ ∂
2
∂x22
+ ∂
2
∂x23
. In three dimensions the only independent solution
of equation
H∗0φ
z = zφz φz ∈ D(H∗0 ), z ∈ C\R (1.59)
is
Gz(x− y) = e
i
√
z|x−y|
4pi|x− y| z ∈ C\R, Im
√
z > 0, (1.60)
like in dimension one, Gz satisfies, in the sense of distributions, the equation
(−∆− z)Gz = δy, where δy is the three dimensional Dirac delta centered in y,
in three dimensions the derivative of Gz is not in L2(R3).
Functions Gi and G−i span the deficiency spaces Ki and K−i respectively and
the deficiency indices are (1, 1). A unitary application between one dimensional
spaces is defined by only one real parameter then all the self-adjoint extensions
of H0 are elements of a one real parameter family of self-adjoint operators.
The more general function in Ki can be written as
φi(x) = cGi(x) c ∈ C (1.61)
Being ‖Gi‖ = ‖G−i‖ = (
√
4pi
√
2)−1 a function φ−i obtained by φi via a unitary
application U is
φ−i = Uφi = −eiθcG−i θ ∈ [0, 2pi) (1.62)
Indicating withHU the self-adjoint extension ofH0 corresponding to the unitary
application U , von Neumann formula gives (see appendix A)
D(HU ) =
{
ψ ∈ L2(R3) : ψ = ψ0 + c(Gi − eiθG−i);
ψ0 ∈ D(H0), c ∈ C, θ ∈ [0, 2pi)
} (1.63)
HUψ = H0ψ0 + ic(Gi + eiθG−i) (1.64)
Owing to the presence of the term c(Gi−eiθG−i) in general functions in D(HU )
are not in H2(R3).
Noticing that
lim
|x−y|→0
(Gi −G−i) = i
√
i−√−i
4pi
(1.65)
one obtains (Gi − G−i) ∈ H2(R3), then for θ = 0 operator HU coincides with
the “free” Hamiltonian
D(H) = H2(R3), Hψ = −∆ψ, ψ ∈ D(H) . (1.66)
Function
Γ(z) = −i
√
z
4pi
+ α (1.67)
where α is a real constant, satisfies
Γ(z)− Γ(z′) = (z′ − z)(Gz¯, Gz′) z, z′ ∈ ρ(H1dα ) (1.68)
and
Γ(z) = Γ(z¯) (1.69)
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then indicating with H3dα the self-adjoint extension of H0 corresponding to α,
from Krein’s formula one obtains
(H3dα − z)−1 = (H − z)−1 +
4pi
4piα− i√z (G
z¯(· − y), · )Gz(· − y) (1.70)
Being D(H3dα ) = Ran[(H
3d
α − z)−1] it is easily seen that
D(H3dα ) =
{
ψ ∈ L2(R3) : ψ = ψz + qGz(· − y); ψz ∈ H2(R3),
q =
4piψz(y)
4piα− i√z , z ∈ ρ(H
3d
α ), Im
√
z > 0, −∞ < α ≤ ∞
} (1.71)
(H3dα − z)ψ = (H − z)ψz (1.72)
Function ψz(x) is called regular part and often constant q is referred to as
charge.
Of course formulas (1.71) and (1.72) represent a good prototyped of point in-
teraction in dimension three, in fact if y /∈ ψz then ψ = ψz and H3dα ψ = Hψ.
It is worth to note that constant q does not depend on z, in fact it can be defined
as
q = lim
|x−y|→0
4pi|x− y|ψ(x) (1.73)
The operator defined in (1.71)-(1.72) coincides with the one given in (1.5) and
(1.6). In fact function
ψ0 = ψ(x)− q
4pi|x− y| = ψ
z(x) + qGz(x− y)− q
4pi|x− y| (1.74)
satisfies ψ0 ∈ H2loc(R3), ∇ψ0 ∈ L2(R3), ∆ψ0 ∈ L2(R3), ψ0(y) = αq and
H3dα ψ = Hψ
z − z(ψz − ψ) = (1.75)
= −∆
(
ψ0 +
q
4pi|x− y| − qG
z
)
+ zqGz = −∆ψ0 (1.76)
The real constant α is related to the behaviour of functions in D(Hα) near the
point y, in fact
lim
r→0
∂rψ
∂r
− 4piαrψ = 0 ψ ∈ D(H3dα ) (1.77)
where r = |x− y|.
The relation between α and θ can be deduced by imposing condition (1.77) on
ψ = ψ0 + c(Gi − eiθG−i) ψ0 ∈ D(H0), c ∈ C (1.78)
one obtains
4piα = −
√
2
2
(
1− sin θ
1− cos θ
)
(1.79)
notice that α → ∞ when θ → 0, then contrarily to the one dimensional case
the “free” operator corresponds to α =∞, according to the fact that −(4piα)−1
represents the scattering length of H3dα .
Since we will use the operator H3dα in chapter 2 we state the main results about
its spectrum and the integral kernel of propagator e−iH
3d
α t
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Theorem 1.1. The essential spectrum of H3dα is purely absolutely continuous
and
σess(H3dα ) = σac(H
3d
α ) = [0,∞), σsc(H3dα ) = ∅ (1.80)
If α < 0, H3dα has one eigenvalue
σpp(H3dα ) = {−(4piα)2} −∞ < α < 0 (1.81)
the corresponding normalized eigenfunction is
φ0 =
√
2|α|e
4piα|x−y|
|x− y| (1.82)
If α ≥ 0, then σpp = ∅.
The proof is based on the analysis of resolvent (H3dα −z)−1, the reader interested
can refer to [9].
The integral kernel U tα(x, x
′) of the propagator e−iH
3d
α t is obtained by a formal
inverse Laplace of the resolvent (see [43], [6], [7])
U tα(x, x
′) = U t(x− x′) + 2it|x− y||x′ − y|U
t(|x− y|+ |x′ − y|)+
+

− 8piαit|x− y||x′ − y|
∫ ∞
0
e−4piαuU t(u+ |x− y|+ |x′ − y|)du α > 0
0 α = 0
2|α|e4pii|α|2t e
−4pi|α| |x−y|
|x− y|
e−4pi|α| |x
′−y|
|x′ − y| +
+
8piαit
|x− y||x′ − y|
∫ ∞
0
e4piαuU t(u− |x− y| − |x′ − y|)du
α < 0
(1.83)
where U t(x−x′) is the integral kernel of the “free” propagator e−iHt in dimen-
sion three
(
e−iHtf
)
(x) =
∫
R3
U t(x− x′)f(x′)dx′ =
∫
R3
ei
|x−x′|2
4t
(4piit)
3
2
f(x′)dx′ (1.84)
The generalization of the construction to N and infinite points, the approxi-
mation by means of local and non local scaled-short range potential and much
more is in [9].
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Chapter 2
Decoherence Induced by
Scattering
We give a rigorous treatment of the asymptotic dynamics of a quantum particle
undergoing a single scattering event with a much lighter particle.
A detailed knowledge of such a process is the necessary preliminary step for
the formulation of more realistic models for the dynamics of a quantum particle
evolving in an environment made up of many light particles. In this perspective
this problem was investigated by Joos and Zeh [29] first and by many others
([25], [51], [27], [26], [13] and references therein) successively.
Starting from a dynamical hypothesis about a single scattering event, since then
referred to as Joos and Zeh formula, those authors deduced a master equation
for the reduced density matrix of the heavy particle, from where they computed
the characteristic times of the processes of decoherence and dissipation induced
by the interaction.
Joos and Zeh noticed that as a consequence of a small mass ratio two time scales
characterize the evolution of the two particles: a slow one relative to the heavy
particle and a much faster one relative to the light particle.
In order to specify the details of their idea let us suppose that the state of the
two particle system is initially given in a product form of the type ϕ(R)χ(r)
where R and r describe respectively the spatial coordinates of the heavy particle
and of the light one. The authors proposed that, in the roughest approximation,
the scattering process would be described by the instantaneous transition
ϕ(R)χ(r)→ ϕ(R) (SRχ) (r) (2.1)
where SR is the scattering operator for the light particle corresponding to the
heavy one fixed at the position R. The R dependence of the scattering operator
indicates that entanglement has taken place in the sense that the state of the
scattered light particle keeps track of the position of the heavy one.
Details of the process of entanglement dynamically induced by a single scattering
event, outlined above, was analyzed in a series of recent papers ([20], [23] and
[3]) for different models of two body interaction. In [23] and [3] the authors
gave rigorous estimates of the asymptotic dynamics, in the limit of a small mass
ratio, for particles interacting respectively via a point interaction in dimension
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one and for a class of smooth potentials in three dimensions. Their results can
be considered as a rigorous formulation of the Joos and Zeh formula (2.1).
We give a detailed analysis of the dynamics of a three dimensional system made
up of two quantum particles interacting via a repulsive δ-like potential.
All the results presented in this chapter are published in [15].
2.1 The model
In order to define the model we need to introduce some notation and to recall
few results concerning scattering theory and wave operators.
We indicate with Hα,y the family of self-adjoint perturbations of the free Lapla-
cian in dimension three. The operatorsHα,y coincide withH3dα defined in section
1.3.
In order to simplify notation we will use Hα instead of Hα,0. For α > 0 the
explicit form of the propagator e−itHα of Hα (see [43], [6] and [7]) is
e−itHα(x, x′) =e−itH(x− x′) + 2it|x||x′|e
−itH(|x|+ |x′|)+
− 8piαit|x||x′|
∫ ∞
0
e−4piαue−itH(|x|+ |x′|+ u) du
(2.2)
where H is the “free” Hamiltonian (1.66) and e−itH is the “free” propagator
with integral kernel
e−itH(x− x′) = e
i
|x−x′|2
4t
(4piit)
3
2
. (2.3)
For every k ∈ R3 the generalized eigenfunction of Hα,y corresponding to the
energy E = |k|2 in the continuous spectrum is given in closed form by
Φy±(x, k) = e
ikx +
eiky
4piα± i|k|
e∓i|k||x−y|
|x− y| (2.4)
Using the generalized eigenfunctions Φy± it is possible to define the unitary maps
(see e.g. [21]) Fy± : L2(R3)→ L2(R3)
[Fy±f ](k) = s− lim
R→∞
1
(2pi)3/2
∫
BR
Φy±(x, k)f(x)dx (2.5)
where BR indicates the sphere of radius R in R3. The wave operators (see e.g.
[42] and [46]) for the Hamiltonian Hα,y
Ωy± = s− lim
τ→±∞ e
iτHα,ye−iτH0 (2.6)
are unitary for α > 0 and are related to Fy± by
Ωy± = (Fy±)−1F ; (Ωy±)−1 = F−1Fy± (2.7)
where F indicates the usual Fourier transform.
Now we have all the ingredients to define our two particle model. The “free”
Hamiltonian describing two non interacting particles of mass M and m is the
operator
D(H) = H2(R3, dR)⊗H2(R3, dr) H = − ~
2
2M
∆R − ~
2
2m
∆r . (2.8)
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where R and r are the coordinates relative to the particle of mass M and
m respectively while ∆R and ∆r indicate the Laplacian with respect to the
coordinates R and r. To simplify notation we fix M = 1 and ~2/2 = 1 and we
define ε ≡ mM .
In the system of coordinates of the center of mass x ≡ R+εr1+ε and of the relative
coordinate y ≡ r −R, the Hamiltonian H reads
D(H) = H2(R3, dx)⊗H2(R3, dy) H = −1
ν
∆x − 1
µ
∆y . (2.9)
where ν = (1+ ε) is the total mass of the system, µ = ε1+ε is the reduced mass.
At formal level the operator (2.9) can be written as
H = Hν ⊗ I+ I⊗Hµ (2.10)
where Hν = ν−1H and Hµ = µ−1H, while I indicates the identity operator on
L2(R3).
The operator
Hα = Hν ⊗ I+ I⊗Hµα (2.11)
with Hµα = (µ)
−1Hα is self-adjoint and coincides with H on functions satisfying
the condition Ψ(R, r)|R=r = 0. Notice that in (2.11) Hµα = µ−1Hα suggest that
a rescaling of the coupling constant α has been made (compare with the cases
of two body potentials [23] and [3]).
We consider the problem
i
∂Ψ(t)
∂t
= HαΨ(t) (2.12)
Ψ(0;R, r) = ϕ(R)χ(r) (2.13)
in the limit of small ε.
Because of the particular initial conditions (2.13) the positions of the two parti-
cles are uncorrelated at time zero. Nevertheless the dynamics is not factorized
with respect to the coordinates R and r. The mutual interaction of the two
particles, described by the static δ-like potential in the relative coordinate, will
eventually produce correlations between the positions of the two particles.
Expressed in the language of weighted Sobolev spaces Hm,s (see e.g. [55])
Hm,s(Rd) ≡
{
u ∈ L2(Rd) :
∥∥∥(1 + | · |2) s2 (1−∆)m2 u∥∥∥
L2(Rd)
< +∞
}
with L2s(Rd) = H0,s(Rd) and Hm(Rd) = Hm,0(Rd), we will assume that initial
state satisfies
Condition 1. ϕ(R) ∈ H1,1(R3) and χ(r) ∈ H1,1(R3) ∩H2(R3).
Our main result is expressed in the following theorem where we indicate with
‖ · ‖ the L2(R3)⊗ L2(R3)-norm.
Theorem 2.1. There exist two constants A > 0 and B > 0 such that for any
initial state (2.13) satisfying condition 1 and any fixed α > 0 and t > 0, one
has
‖Ψ(t)−Ψa(t)‖ ≤ A
(ε
t
) 3
4
+Bε (2.14)
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where
Ψa(t) = e−itH
a
Ψa0 (2.15)
Ha = H ⊗ I+ I⊗Hε (2.16)
Ψa0(R, r) = ϕ(R)
[(
ΩR+
)−1
χ
]
(r) (2.17)
and the constants A and B depend only on the initial state and on the constant
α.
The result of theorem 2.1 expressed by (2.15), (2.16), (2.17) can be thought
as an exact formulation of the Joos and Zeh conjecture (2.1) for the special
case of point interactions in three dimensions. As stressed by many authors
(see e.g. [51], [27], [23], [3], ) formula (2.1) can not be correct, as it stands,
inasmuch as one is looking for a relation between initial and scattering states
and not between in and out states. Roughly speaking (2.17) shows that the
approximation formula holds true if in (2.1) the scattering matrix SR is replaced
with the wave operator (ΩR+)
−1
The proof of theorem 2.1 is in appendix B.
2.2 Decoherence induced by scattering
We want to apply the results obtained in theorem 2.1 to the analysis of the deco-
herence effects induced by a single scattering event at the level of approximation
of the dynamics given by the Joos and Zeh formula. As it was done in the one
dimensional case [23], the estimate allows to compute how much quantum inter-
ference observed in the evolution of the state of the heavy particle, initially in
a superposition state, is decreased by the presence of the light particle. We will
interpret the decreasing of interference as a sign of a more classical behavior of
the heavy particle.
The reduced density matrix for the heavy particle in the spatial coordinates rep-
resentation is the positive, trace class operator ρα(t) in L2(R3) with Tr ρα(t) = 1
with integral kernel
ρα(t;R,R′) =
∫
R3
drΨ(t;R, r)Ψ(t;R′, r) (2.18)
where Ψ(t;R, r) is the solution of problem (2.12), (2.13).
In the small mass ratio limit, using the results contained in theorem 2.1, one
easily obtains the following approximation for the density matrix (2.18)
ρa(t) = e−itHρa0e
itH (2.19)
where
ρa0(R,R
′) = ϕ(R)ϕ(R′)I(R,R′) (2.20)
I(R,R′) = ((ΩR+)−1χ, (ΩR
′
+ )
−1χ) (2.21)
It is easily seen that the following proposition holds
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Proposition 2.1.1. Under the same assumptions of the theorem 2.1 one has
Tr |ρα(t)− ρa(t)|
1
2 ≤ A
(ε
t
) 3
4
+Bε (2.22)
Without interaction the dynamics of the heavy particle is described by the
reduced density matrix ρ(t) obtained from the free evolution of the density
matrix ρ0(R,R′) = ϕ(R)ϕ(R′). Being ρ0(R,R′) a projector operator one has
Tr(ρ(t))2 = Tr(ρ0)2 = 1 (2.23)
The amount of entanglement due to the interaction at the order of approxima-
tion of the Joos and Zeh formula is expressed by the term I(R,R′) in the initial
density matrix. Given the unitarity of the operators (ΩR+)
−1 it is obvious that
for R 6= R′ one has |I(R,R′)| < 1. This implies that
Tr(ρa(t))2 = Tr(ρa0)
2 < 1 (2.24)
which in turns means that the reduced density matrix (2.19) describes a mixed
state.
In addition to these immediate consequences of the unitarity of (ΩR+)
−1 it is in
principle possible in our specific model to compute explicitly I(R,R′).
Given the unitarity of the Fourier transform and the definition of (ΩR+)
−1 we
can write
I(R,R′) = (FR+χ,FR
′
+ χ) (2.25)
We introduce the notation
FR+ = F +KR (2.26)
where F is the usual Fourier transform and KR is the operator
[KRχ] (k) =
∫
R3
dr
(2pi)
3
2
e−ikR
4piα− i|k|
ei|k||r−R|
|r −R| χ(r) (2.27)
with this notation
I(R,R′) = (χ, χ) + (KRχ,Fχ) + (Fχ,KR′χ) + (KRχ,KR′χ) (2.28)
Notice that because the unitarity of (ΩR+)
−1, I(R,R) = (χ, χ) and the (2.28)
implies
(KRχ,Fχ) = −(Fχ,KRχ)− (KRχ,KRχ) (2.29)
To get an estimate for the amount of decoherence we consider a normalized
state (χ, χ) = 1 and compute the quantity 1−I(R,R′). From (2.28) and (2.29)
we obtain
1− I(R,R′) = (Fχ, (KR −KR′)χ) + (KRχ, (KR −KR′)χ) (2.30)
We will analyze (2.30) in the particular relevant case in which the initial state
of the light particle is given by a symmetric wave packet centered at the origin,
in particular let us choose
χ(r) =
e−
|r|2
2σ2
(piσ2)
3
4
(2.31)
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We will address our efforts on the special case in which R′ = −R and we will
evaluate I(R,−R). It is easy to see that for every state such that χ(r) = χ(−r)
(Fχ, (KR −K−R)χ) = 0 (2.32)
Under the same assumption on χ(r) the second term in the r.h.s. of (2.30) can
be written as
(KRχ, (KR −K−R)χ) =
∫
R3
dk
(2pi)3
1− e2ikR
(4piα)2 + |k|2×
×
∫
R3
dr
e−i|k||r|
|r| χ(r +R)
∫
R3
dr′
ei|k||r
′|
|r′| χ(r
′ +R)
(2.33)
The two integrals in r and r′ in the r.h.s. of the last expression are one the
complex conjugate of the other. Using the specific form (2.31) of χ(r) we obtain∣∣∣∣∫ dr e−i|k||r||r| χ(r +R)
∣∣∣∣2 = 2pi 32 σ3|R|2 e−|k|2σ2×
×
∣∣∣ei|k||R|erf(z) + e−i|k||R|erf(z)− 2i sin |k||R|∣∣∣2
(2.34)
where z = |R|+i|k|σ
2
√
2σ
. Inserting this in (2.33) and integrating on the angular
part of k we have
1− I(R,−R) = σ
3
|R|2√pi
∫ ∞
0
d|k| |k|
2
(4piα)2 + |k|2
(
1− sin(2|k||R|)
2|k||R|
)
e−|k|
2σ2×
×
∣∣∣ei|k||R|erf(z) + e−i|k||R|erf(z)− 2i sin |k||R|∣∣∣2
(2.35)
Expression (2.35) clearly shows that for every R one has 1 − I(R,−R) ≥ 0,
moreover it is easy to see that, for fixed R, 1−I(R,−R) is a decreasing function
of α. For this reason we focus our attention on the evaluation of (2.35) when
α = 0.
We define the dimensionless variables ξ ≡ |k||R| and R ≡ |R|/σ and we pose
I(R,−R) = I(R). With this notation one has
1− I(R) = 1|R|3√pi
∫ ∞
0
dξ
(
1− sin(2ξ)
2ξ
)
e−
ξ2
R2×
×
∣∣∣∣eiξerf ( R√2 + i√2 ξR
)
+ e−iξerf
( R√
2
− i√
2
ξ
R
)
− 2i sin ξ
∣∣∣∣2
(2.36)
Analyzing the asymptotics of the positive integral in (2.36) it is easy to check
that 1− I(R) tends to zero as 1/R2 when R grows to infinity and as R when
R tends to zero.
It is more interesting to investigate the range of values of R for which quantum
interference is expected. The integral in (2.36) is not computable in closed form;
its numerically computed behavior as a function of the parameter R is given in
the figure.
Together with the initial state (2.31) for the light particle, let us consider an
initial state of the heavy particle which is a coherent superposition of two wave
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packets concentrated in regions symmetrically placed around the origin, at a
distance |R| each one with average momentum ±p0 heading toward the origin.
At a time approximately given by the classical flight time |R|/|p0| one expects
quantum interference to take place for distances of the order of the dispersion
of the two wave packets.
Formula (2.20) for the approximate initial density matrix suggests that if σ is
of the same order of the distance of the wave packets a maximum decoherence
effect will take place.
Joos and Zeh, in their seminal paper on the subject [29], proceeded from the
single scattering event toward the analysis of the decoherence effects induced on
the heavy particle by the interaction with a gas of light particles.
In the case of a large number of non interacting light particles one expects to be
able to prove a generalization of theorem (2.1) in the direction suggested by Joos
and Zeh. In turn this would imply a decoherence effect which is exponentially
increasing with the number of the particles of the environment.
Although conceivably true on a heuristic basis, the above mentioned result is
not easy to prove, taking into account the complete Schro¨dinger dynamics. In
fact the light particles are coupled through the heavy one, in the sense that the
dynamics is not factorized in any coordinate system.
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Chapter 3
Spin Dependent Point
Interactions
All the quantum particles when revealed by detectors exhibit classical trajecto-
ries. This phenomenon was first investigated by N.F. Mott in his work on the
tracks left by α-particles in a Wilson chamber, his words well summarize the
problem: “It is a little difficult to picture how it is that an outgoing spherical
wave can produce a straight track; we think intuitively that it should ionise
atoms at random throughout space”, from the article The Wave Mechanics of
α-Ray Tracks, 1929 [33].
In his analysis Mott deduced that to explain the appearing of straight tracks
one has to take into account the environment represented by the atoms in the
gas inside the Wilson chamber. By using the stationary Schro¨dinger equation,
he showed that two atoms in the gas cannot both be ionized unless they lie in
a straight line with the radioactive nucleus. The use of the stationary theory
is questionable but Mott’s idea was undoubtedly ingenious and in the spirit of
the decoherence program.
Our investigations are addressed to the realization of a model of Wilson cham-
ber. We propose a system in which the environment consists of an array of
spins. A quantum particle, interacting with the spins via a spin dependent
point potential, plays the role of the quantum subsystem under observation.
The high degree of computability of the dynamics generated by point Hamilto-
nians should allow to show that, because of the interaction with the spins, the
reduced density matrix relative to the particle initially in a pure state dynami-
cally evolves towards a statistical mixture.
A realistic measurement apparatus should consist of a large number of spins.
The effect of the interaction should be a “small” perturbation of the “free”
evolution. The particle should proceed almost freely while the state of the spins
will change substantially.
Following the same strategy as in the analysis of decoherence induced by scat-
tering we start from the study of the dynamics in the two body problem.
As a preliminary step we concentrate our attention on the characterization of
all the possible spin dependent point interactions between one particle and one
spin that can be obtained from an assigned “free” dynamics. Details on such
characterization in one and three dimensions are given in appendix C.
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In this chapter we analyze the dynamics generated by a class of Hamiltonians
among the ones obtained in appendix C. Our results indicate that entanglement
occurs and that decoherence effects can be explicitly computed.
The generalization to a system of N spins, which do not interact between them,
seems to be feasible although not trivial. The work on this system is in progress.
Formally the structure of the Hilbert space of our system is identical to the one
proposed in [10] in the analysis of the interaction between a particle with spin
1/2 and a quantum dot. It is easy to establish a close analogy between the
Hamiltonian analyzed in [10] and the one (in dimension one) proposed in our
model.
3.1 Free dynamics
We consider a system consisting of a quantum particle and one spin localized
in the point y. From the mathematical point of view the spin is treated as a
vector in C2. This approach is usual in solid state physics to study impurities
in superconductors.
The natural Hilbert space for our system is
H = L2(Rd)⊗ C2 , (3.1)
where d is the dimension of the space.
In the following we will indicate a vector in H with a capital Greek letter. In
our analysis we will use the decomposition formula
Ψ =
∑
σ=±
ψσ(x)⊗ χσ Ψ ∈ H (3.2)
where ψσ(x) ∈ L2(Rd) while χ± are the normalized vectors in C2 satisfying
σxχ± = ±χ± and σx is the Pauli matrix that on the standard basis of the spin
operator ~σ is expressed by
σx =
(
0 1
1 0
)
. (3.3)
The scalar product in H is naturally defined by
〈Ψ1,Ψ2〉 =
∑
σ=±
(ψ1σ, ψ2σ) Ψ1, Ψ2 ∈ H (3.4)
where (· , ·) indicates the standard scalar product in L2(Rd).
The choice of the “free” Hamiltonian for the spin part is arbitrary, we consider
the case in which the “free” dynamics of the spin is generated by a term in the
Hamiltonian of the whole system proportional to σx. The operator
D(H) = H2(Rd)⊗ C2 H = −∆⊗ I+ I⊗ ασx α ∈ R . (3.5)
is self-adjoint. The action of H on a generic vector Ψ ∈ H can be written as
HΨ =
∑
σ=±
[(−∆+ σα)ψσ](x)⊗ χσ (3.6)
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The resolvent of H is
(H − z)−1Ψ =
∑
σ=±
[(−∆+ σα− z)−1ψσ](x)⊗ χσ z ∈ ρ(H) (3.7)
where ρ(H) is the resolvent set of H and
[(−∆− λ)−1ψσ](x) =
∫
Rd
Gλ(x− x′)ψσ(x′)dx′ λ ∈ C\R+ (3.8)
with Gλ(x) integral kernel of (−∆− λ)−1
Gλ(x) =

i
ei
√
λ|x|
2
√
z
d = 1
ei
√
λ|x|
4pi|x| d = 3
λ ∈ C\R+ , Im (
√
λ) > 0 (3.9)
The spectrum o f H is easily obtained from (3.7) and from the spectral structure
of the “free” Schro¨dinger operator. The point spectrum ofH is empty, σpp(H) =
∅ and the essential spectrum is only absolutely continuous
σ(H) = σess(H) = σac(H) = [−|α|,+∞) . (3.10)
Notice that the part of the (continuous) spectrum [|α|,+∞) is four fold degen-
erate. While the part of the (continuous) spectrum [−|α|, |α|) is only two fold
degenerate.
By using the property of the Laplace transform L−1
(
L(f)(·+α)
)
(τ) = e−ατf(τ)
and from the expression of the resolvent of H one obtains the explicit form for
the propagator e−iHt. The solution of the Cauchy problem i
dΨt
dt
= HΨt
Ψt=0 = Ψ0
(3.11)
is given by
Ψt = e−iHtΨ0 =
∑
σ=±
(
U tψ0σ
)
(x)⊗ e−iσαtχσ , (3.12)
where (
U tf
)
(x) =
∫
Rd
ei
|x−x′|2
4t
(4piit)
d
2
f(x′)dx′ (3.13)
The spin can be in a superposition of states χ+ and χ−.
3.2 Interacting dynamics
We call point perturbation of Hamiltonian (3.5) every self-adjoint operator
which coincides with H on vectors in H for which the wave function part has
no support in the point y.
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In appendix C we discuss in detail the characterization of the family of self-
adjoint perturbations of the operator H obtained with the theory of self-adjoint
extensions. In dimension one elements in such family are identified by sixteen
real parameters while in dimension three only four real parameters are required.
In this section we state the main results about the spectral structure and the
propagator of the subfamily of self-adjoint perturbations of H corresponding to
a generalization of the δ-like interactions discussed in chapter 1. In our model
the “intensity” of the point potential depends on the value of the x-component
of the spin. As we will see in the following section this occurrence generate
entanglement between the particle and spin.
We indicate with Hˆ the operators in this subfamily. The following theorem is
obtained by direct construction in appendix C.
Theorem 3.1. The operator Hˆ
D(Hˆ) =
{
Ψ ∈ H : Ψ = Ψz +
∑
σ=±
(Γσ(z))−1ψzσ(y)Φ
z
σ; Ψ
z ∈ D(H)
Ψz =
∑
σ
ψzσ(x)⊗ χσ ; −∞ < γ± ≤ ∞ , z ∈ ρ(Hˆ)
} (3.14)
(Hˆ − z)Ψ = (H − z)Ψz z ∈ ρ(Hˆ) (3.15)
with
(Γ±(z))−1 =

− 2γ±
√
z ∓ α
iγ± + 2
√
z ∓ α d = 1
4pi
4piγ± − i
√
z ∓ α d = 3
z ∈ ρ(Hˆ) , Im (√z ∓ α) > 0
(3.16)
and
Φz± = G
z∓α(x− y)⊗ χ± z ∈ ρ(Hˆ) (3.17)
where Gz(x) is the integral kernel of the Laplacian which expression in dimen-
sions one and three is given in (3.9), is self-adjoint and its resolvent is
(Hˆ − z)−1 = (H − z)−1 +
∑
σ=±
(Γσ(z))−1〈Φz¯σ, ·〉Φzσ z ∈ ρ(Hˆ). (3.18)
It is a simple exercise, and it is done in appendix C to verify that in dimension
one vectors in D(Hˆ) satisfy
ψ′±(y
+)− ψ′±(y−) = γ±ψ±(y) (3.19)
where ψ±(x) individuates the wave function part relative to χ± of the generic
vector Ψ ∈ D(Hˆ). While in dimension three the wave function part of a vector
in D(Hˆ) has a singularity of order |x− y|−1 and
ψ±(x) = ψz±(x) +
q±
4pi|x− y|e
i
√
z∓α|x−y| ψz±(x) ∈ H2(R3)
z ∈ ρ(Hˆ) , Im (√z ∓ α) > 0
(3.20)
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with
q± =
4piψz±(y)
4piγ± − i
√
z ∓ α (3.21)
notice that q± do not depend on z.
The structure of Hˆ in one and three dimensions is very similar to the well known
operators H1dα and H
3d
α introduced in chapter 1, this makes very easy to know
the spectral structure of Hˆ and to find an explicit expression for the propagator
e−iHˆt.
Theorem 3.2. Both in one and three dimensions the essential spectrum is only
absolutely continuous and
σess(Hˆ) = σac(Hˆ) = [−|α|,+∞) . (3.22)
If γ+ < 0 and/or γ− < 0 then
E+ =
α−
γ2+
4
α− (4piγ+)2
and/or E− =
 − α−
γ2−
4
d = 1
− α− (4piγ−)2 d = 3
(3.23)
are eigenvalues.
If d = 1 for α > 0 and −2√2α < γ+ < 0 the eigenvalue E+ is embedded in the
continuous spectrum, for α < 0 and −2√2|α| < γ− < 0 the eigenvalue E− is
embedded in the continuous spectrum.
If d = 3 for α > 0 and −√2α < 4piγ+ < 0 the eigenvalue E+ is embedded in the
continuous spectrum, for α < 0 and −√2|α| < 4piγ− < 0 the eigenvalue E− is
embedded in the continuous spectrum.
The normalized eigenvectors relative to the eigenvalues E+ and E− are for d = 1
ΦE+ =
√
|γ+|
2
e−
|γ+|
2 |x−y| ⊗ χ+ ; ΦE− =
√
|γ−|
2
e−
|γ−|
2 |x−y| ⊗ χ− (3.24)
while for d = 3
ΦE+ =
√
2|γ+|e
−4pi|γ+| |x−y|
|x− y| ⊗χ+ ; ΦE− =
√
2|γ−|e
−4pi|γ−| |x−y|
|x− y| ⊗χ− (3.25)
The proof of theorem 3.2 is a simple generalization of the analogous proofs about
the spectrum of the singular perturbations of the Laplacian in one and three
dimensions that one can find in [9].
The solution of the Cauchy problem i
dΨˆt
dt
= HˆΨˆt
Ψˆt=0 = Ψ0
(3.26)
is given by
Ψˆt = e−iHˆtΨ0 =
∑
σ=±
(
U tγσψ
0
σ
)
(x)⊗ e−iσαtχσ (3.27)
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where for d = 1
U tγ±(x, x
′) =U t(x− x′)+
+

− γ±
2
∫ ∞
0
e−
γ±
2 uU t(u+ |x− y|+ |x′ − y|)du γ± > 0
0 γ± = 0
|γ±|
2
ei
|γ±|2
4 te−
|γ±|
2 |x−y|e−
|γ±|
2 |x′−y|+
+
γ±
2
∫ ∞
0
e
γ±
2 uU t(u− |x− y| − |x′ − y|)du
γ± < 0
(3.28)
while for d = 3
U tγ±(x, x
′) = U t(x− x′) + 2it|x− y||x′ − y|U
t(|x− y|+ |x′ − y|)+
+

− 8piγ±it|x− y||x′ − y|
∫ ∞
0
e−4piγ±uU t(u+ |x− y|+ |x′ − y|)du γ± > 0
0 γ± = 0
2|γ±|e4pii|γ±|2t e
−4pi|γ±| |x−y|
|x− y|
e−4pi|γ±| |x
′−y|
|x′ − y| +
+
8piγ±it
|x− y||x′ − y|
∫ ∞
0
e4piγ±uU t(u− |x− y| − |x′ − y|)du
γ± < 0
(3.29)
where U t(x) is defined in (3.13). The derivations of propagators U tγ±(x, x
′) is
in [43], [6] and [7].
3.3 Application to decoherence
We are interested in showing that because of interaction some entanglement
occurs also when the initial state is factorized. In the spirit of the decoher-
ence program we analyze the time evolution of entanglement and the effects of
decoherence obtained by tracing out the environment.
Consider the initial state
Ψ0 = ψ0(x)⊗
[
χ+ + χ−√
2
]
(3.30)
where ψ0(x) ∈ L2(x) and ‖ψ0‖ = 1.
The “free” evolution of Ψ0 given by the Hamiltonian H is easily obtained by
applying formula (3.12)
Ψt =
(
U tψ0
)
(x)⊗
[
e−iαtχ+ + eiαtχ−√
2
]
(3.31)
We will use the formalism of the density matrices. In the “free” case the density
matrix associated with Ψt is
ρ(t) = Ψt〈Ψt, · 〉 (3.32)
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In the standard representation of the algebra of Pauli matrices in which χ+ =
(1/
√
2, 1/
√
2) and χ− = (1/
√
2,−1/√2), the reduced density matrix obtained
from ρ(t) by tracing out the wave function part is
ρred,χ(t) = TrL2(ρ(t)) =
1
2
 1 e−2iαt
e2iαt 1
 (3.33)
Since there is no interaction between the spin and the particle ρred,χ is still a
projector and still represents a pure state. In particular TrC2(ρ2red,χ(t)) = 1. As
expected no effect of decoherence is produced if there is no interaction.
The same result is obtained by tracing out the subsystem consisting of the spin,
in fact
ρred,ψ(t;x, x′) = TrC2(ρ(t)) =
(
U tψ0
)
(x)(U tψ0)(x′) (3.34)
and TrL2(ρ2red,ψ(t)) = 1.
If the generator of the dynamics is Hˆ things are quite different. Suppose that
γ+ 6= γ−, then from formula (3.27) it is clear that interaction generate entan-
glement between the particle and the spin in fact the state
Ψˆt =
(
U tγ+ψ
0
)
(x)⊗ e
−iαtχ+√
2
+
(
U tγ−ψ
0
)
(x)⊗ e
iαtχ−√
2
(3.35)
is no more factorized. We expect that by tracing out the spins (or the particle)
we will obtain a reduced density matrix that does not describe a pure state but
a statistical mixture. This is true, in fact, proceeding as in (3.32) and (3.33)
one has
ρˆ(t) = Ψˆt〈Ψˆt, · 〉 (3.36)
and
ρˆred,χ(t) = TrL2(ρˆ(t)) =
1
2
 1 u(t) e−2iαt
u(t) e2iαt 1
 (3.37)
with
u(t) =
∫
dx
(
U tγ+ψ0
)
(x)
(
U tγ−ψ0
)
(x) (3.38)
If γ+ 6= γ− because the unitarity in L2(Rd) of U tγ+ and U tγ− one has
TrC2(ρ2red(t)) =
1
2
+
|u(t)|2
2
< 1 (3.39)
In principle, given ψ0, function u(t) is computable at any time.
Notice that the same result holds if we consider the reduced density matrix
obtained by tracing out the spin part,
ρˆred,ψ(t;x, x′) = TrC2(ρˆ(t)) =
1
2
(
U tγ+ψ
0
)
(x)
(
U tγ+ψ
0
)
(x′)+
+
1
2
(
U tγ−ψ
0
)
(x)
(
U tγ−ψ
0
)
(x′)
(3.40)
and
TrL2(ρ2red,ψ(t)) = TrC2(ρ
2
red(t)) =
1
2
+
|u(t)|2
2
< 1 (3.41)
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Notice that interaction it is not the only requirement to have entanglement.
If γ+ = γ− no decoherence can be observed because the particle is unable to
distinguish the state of the spin.
Moreover if the initial state is
Ψ0 = ψ0(x)⊗ χ+ (3.42)
the state persists to be factorized and no entanglement is produced. Decoherence
does not take place because there is no transfer of information between the
subsystems.
The results obtained suggest to increase efforts in the analysis of the systems
proposed. Analytic estimates of u(t) are of interest both in one and three
dimensions. The next step should be the generalization to a system of N spins.
The analysis of self-adjoint perturbations of H different from Hˆ is of some
interest. In our opinion more attention should be payed to Hamiltonians that
do not commute with σx.
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Part II
Point Interactions in
Acoustics
37

Singular extensions of symmetric operators turned out to be a powerful tool in
modelling classical systems made up of a compressible fluid and several mechan-
ical oscillators, coupled to the acoustic field they produce in the fluid.
The physical system under study was suggested by the appearance in 1999 of a
paper by J. D. Templin [52]. In that paper the author analyzed the dynamics
of a simple model of a spherical oscillator interacting with the acoustic field it
generates. The pressure field at the surface of the sphere completely character-
izes the contact forces responsible of the interaction between source and field.
The existence of a spherically symmetric radiation field, the acoustic monopole,
makes possible detailed analysis of the field emitted by the acoustic monopole.
Explicitly computing both its radiation and near-field components Templin no-
ticed that a deduction of the reaction field obtained from the emitted radiation
power, therefore neglecting the near field component, brings to an equation for
the radius of the oscillating sphere showing runaway solutions, i.e. solutions
for which the acceleration increases beyond any bound even in the absence of
external fields.
Runaway solutions are well known in classical electromagnetism where all at-
tempts to construct a complete, covariant, causal, divergence free theory for the
evolution of the fields together with their sources were unsuccessful up to now.
Actually it is hard to say that there is a single case in classical or in quantum
physics in which this problem was completely solved.
Whereas theories with extended rigid charges are quite well understood both
at the classical and the quantum level (see e.g. the recent book [50] for a
systematic introduction to the subject and for a long list of references), there
is no mathematically consistent theory of point charges interacting with their
own electromagnetic field. Indeed Newton equations with Lorentz force require
the fields to be evaluated at the particle positions, and this produces infinities
due to the presence of the point-like sources. These difficulties directly lead
to the need of mass renormalization. In his seminal paper Dirac [22] (also see
[28], [30], [32]), without using Lorentz force but exploiting the conservation of
energy and momentum and considering their flow through a thin tube of radius
r, derived an equation for the motion of a charged point particle (the Lorentz-
Dirac equation). As Dirac himself pointed out the equation obtained in the
limit r ↓ 0, together with the mass renormalization, leads to the presence of
runaway solutions.
An approach based on the theory of singular perturbations of the free dynam-
ics was initiated in [35] and [36] for the case of classical electrodynamics of a
point particle in the dipole (or linearized) case. Here the generator of the limit
dynamics of both the field and the particle appears to be a singular perturba-
tion of the generator of the free dynamics. The phenomenological mass plays
the role of the parameter describing a suitable family of self-adjoint extensions
and the boundary condition naturally appearing in the domain of the genera-
tor results to be nothing else that a regularized (and linearized) version of the
usual velocity-momentum relation in the presence of an electromagnetic field. In
this framework runaway solutions are unavoidable because a negative eigenvalue
appears in the spectrum of the generator after mass renormalization.
In analogy with what was done for the electromagnetic case in [35] we provide
a formalization of the problem of oscillators coupled with their acoustic field
in terms of singular perturbations of the generator of the free dynamics. As
an immediate consequence of the third Newton’s law and of the assumption of
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persistent contact between the fluid and the surface of the oscillators, the total
energy, sum of the (positive) energy of the acoustic field Eac and the (posi-
tive) energy of the oscillators Eosc, is a constant of motion. As an immediate
consequence one can exclude the existence of runaway solutions in this case.
Moreover, lacking a mechanism of reflection of the acoustic waves at some exte-
rior boundary, the motion of the oscillators should be damped and the energy
should finally diffuse over the field degrees of freedom, for almost every initial
condition. The situation is reminiscent of the one investigated in [47], [48] and
[49] about the diffusion of energy from bound states to continuous states trig-
gered by time dependent perturbations in quantum and classical systems even
though in our system there is no external potential the interaction being given
by internal forces.
In chapter 4 we state our results in one dimension. In this case it is possible to
study a system made up of several mechanical oscillators coupled to the acoustic
field in the fluid surrounding them for different settings of the oscillators array.
The generalization to three dimensions is not straightforward. From one side
a model of a physically relevant, symmetric, mechanical oscillator with finite
degrees of freedom is lacking. On the other side point perturbations of the free
dynamics are much more singular in higher dimensions.
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Chapter 4
Point Interactions in
Acoustics: One
Dimensional Models
We analyze the dynamics of a one dimensional system made up of mechanical os-
cillators interacting with the acoustic field they produce in the fluid surrounding
them.
We suggest a formalization of the problem in terms of singular perturbations of
a free skew-adjoint operator. In our setting the dynamics of the whole system
(mechanical oscillators and acoustic field) is generated by a strongly continuous
unitary group of evolution.
Although in dimension one the model is more simple of the three dimensional
one introduced by Templin in 1999 [52] the formalization proposed is completely
new. With our approach the description of a system with finite oscillators
becomes trivial and the generalization of the results about the damping of the
oscillations, obtained by direct evaluation in the simple case of a single oscillator,
is an immediate consequence of the unitarity of the evolution group generating
the dynamics.
The generalization of the construction to the case of infinitely many sources is
given. In the case of sources periodically placed on the real line it is possible to
obtain detailed results on the characteristic band structure of the spectrum of
the generator of the dynamics.
The results obtained are used to analyze a one-dimensional problem of homog-
enization.
4.1 The acoustic monopole in one dimension
We give a detailed description of our model in the simplest case of one oscillator
coupled with the acoustic field.
Consider an infinite pipe filled with a non viscous, compressible fluid. We sup-
pose that there is no friction between the fluid and the pipe and we choose a
coordinate system with the x-axis parallel to the axis of the pipe. The mechan-
ical oscillator is made up of a very thin wall of mass M positioned in the pipe
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perpendicularly to the axis in x = 0. The thin wall is connected to a spring of
elastic constant K. We analyze only one dimensional cases, hence the acoustic
field is described by the pressure field p(x, t) and the velocity field v(x, t). The
motion of the mechanical oscillator is described through the position and the
velocity of the thin wall.
The field p(x, t) represents deviations of the pressure in the point x at time t
with respect to an equilibrium pressure P0. In the linearized acoustics regime
the continuity equation, the Newton’s second law and the adiabatic equation of
state read
∂ρ
∂t
+ ρ0
∂v
∂x
= 0 , ρ0
∂v
∂t
= −∂p
∂x
, p = a2ρ , (4.1)
where ρ(x, t) is the deviation of the density in the point x at time t with respect
to the equilibrium density ρ0 and a is the velocity of sound in the fluid.
Then we have for p(x, t) and v(x, t) the following coupled differential equations
∂p
∂t
= −a2ρ0 ∂v
∂x
,
∂v
∂t
= − 1
ρ0
∂p
∂x
. (4.2)
We consider only small oscillations of the thin wall around its equilibrium posi-
tion x = 0, we indicate with y(t) the displacement of the wall from its equilib-
rium position at time t and we suppose that the wall remains always in contact
with the fluid
v(y(t), t) =
dy(t)
dt
∀t ≥ 0 . (4.3)
Notice that we consider a wall of zero thickness. We make the approximation
v(y(t), t) ' v(0, t) and condition (4.3) becomes
v(0, t) =
dy(t)
dt
∀t ≥ 0 . (4.4)
The equation of motion for the position of the thin wall y(t) is
My¨(t) = −Ky(t)− S (p(0+, t)− p(0−, t)) (4.5)
where S is the area of the transversal section of the pipe and we made the
approximation p(y±(t), t) ' p(0±, t).
The total energy of the system is given by
Etot = Eac + Eosc (4.6)
with
Eac =
S
2a2ρ0
∫ ∞
−∞
p(x)2dx+
Sρ0
2
∫ ∞
−∞
v(x)2dx (4.7)
Eosc =
K
2
y2 +
M
2
y˙2 , (4.8)
Eac is the energy stored in the acoustic field while Eosc is the energy of the
mechanical oscillator.
As the system is isolated the energy is constant. The motion of the wall produces
acoustic waves thus transferring continuously energy from the oscillator to the
acoustic field. One then expects that y(t) decreases to zero when t→∞.
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To evaluate the decay rate one have to solve the following Cauchy problem of
coupled partial and ordinary differential equations with time dependent bound-
ary conditions
∂p
∂t
= −a2ρ0 ∂v
∂x
∀t ≥ 0 ∀x ∈ R\{0}
∂v
∂t
= − 1
ρ0
∂p
∂x
∀t ≥ 0 ∀x ∈ R\{0}
y¨(t) = −ω20y(t)−
S
M
(
p(0+, t)− p(0−, t)) ∀t ≥ 0
p(x, 0) = f(x) ∀x ∈ R\{0}
v(x, 0) = g(x) ∀x ∈ R\{0}
y(0) = y0
y˙(0) = y˙0
v(0, t) = y˙(t) ∀t ≥ 0
(4.9)
where f(x) and g(x) are two real functions and ω20 = K/M .
It is not hard to find the exact solution to problem (4.9) and to verify that if
f(x) ∈ C20 (R) ; g(x) ∈ C20 (R) and y0 =
1
ω20ρ0
f ′(0) ; y˙0 = g(0) , (4.10)
than y(t) and y˙(t) are both continuous and decrease exponentially to zero with
decay constant τ = aρ0S/M . In spite of being a simple exercise, the exact
computation of the solution of problem (4.2), (4.4), (4.5) and, in turn, of the
damping rate of the oscillations rarely appears in textbooks, the details of the
solution of Cauchy problem (4.9) are in [16].
4.2 Singular perturbations of the free dynamics
In this section we present a generalization of problem (4.9) formulated in terms
of a unitary flow on a space of finite energy.
In analogy with what was done for the electromagnetic case in [35] we define
the generator Aˆ of the interacting dynamics, as a singular perturbation of the
generator of the free dynamics.
We consider a system of n thin walls positioned in the pipe perpendicularly to
its axis. Let S = {s1, . . . , sn} ⊂ R be the set of equilibrium positions of the
thin walls. The i-th thin wall, placed in si, has mass Mi and is connected to a
spring of elastic constant Ki.
We will use a capital Greek letter to indicate a generic vector (p, v, y, z) ∈
L2(R)⊕L2(R)⊕Cn⊕Cn , where L2(R) is the space of square-integrable functions
on the real line,
y = y1e1 + · · ·+ ynen , z = z1e1 + · · ·+ znen (4.11)
and e1, . . . , en is the canonical orthonormal base in Cn.
Consider the Hilbert space
H := L2(R)⊕ L2(R)⊕ Cn ⊕ Cn (4.12)
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with the scalar product
〈〈Ψ1,Ψ2〉〉 = 1
a2ρ0
(p1, p) + ρ0(v1, v2) +
1
S
n∑
j=1
Kj y¯1jy2j +Mj z¯1jz2j , (4.13)
where a, ρ0, Kj , Mj , 1 ≤ j ≤ n, are positive real constants representing the
physical parameters previously defined, S is the area of the transversal section
of the pipe, (· , ·) indicates the standard scalar product in L2(R) and − denotes
complex conjugation.
The square norm of a vector Ψ, ‖Ψ‖2 = 〈〈Ψ,Ψ〉〉, defines the total energy of the
system in the state Ψ
Etot =
S
2
‖Ψ‖2 = Eac + Eosc (4.14)
where Eac is the energy stored in the acoustic field while Eosc is the energy of
the oscillators
Eac =
S
2a2ρ0
(p, p) +
ρ0S
2
(v, v) ; Eosc =
1
2
n∑
j=1
(
Kj |yj |2 +Mj |zj |2
)
. (4.15)
Define
L (p, v, y, z) :=
−a2ρ0 dv
dx
, − 1
ρ0
dp
dx
, z, −
n∑
j=1
Kj
Mj
yjej

(p, v, y, z) ∈ H .
(4.16)
Indicating with H¯1(R) the homogeneous Sobolev space of locally square-integra-
ble functions with square-integrable (distributional) derivative and with H1(R)
the usual Sobolev space H1(R) := H¯1(R) ∩ L2(R), the operator A
D(A) := H1(R)⊕H1(R)⊕Cn⊕Cn → H AΨ := LΨ Ψ ∈ D(A) (4.17)
A is skew-symmetric and real, i.e. it preserves the (physical) linear subspace of
real elements{
(p, v, y, z) ∈ H : p(x) ∈ R, v(x) ∈ R, y ∈ Rn, z ∈ Rn} . (4.18)
The resolvent of A is
(−A+ ζ)−1(p, v, y, z) =
(
ρ0
(
− d
2
dx2
+
ζ2
a2
)−1(
−dv
dx
+
ζ
a2ρ0
p
)
,
1
a2ρ0
(
− d
2
dx2
+
ζ2
a2
)−1(
−dp
dx
+ ζρ0v
)
,
n∑
j=1
Mjzj + ζMjyj
Kj + ζ2Mj
ej ,
n∑
j=1
−Kjyj + ζMjzj
Kj + ζ2Mj
ej
 (p, v, y, z) ∈ H, ζ ∈ C\iR .
(4.19)
Since Ran(−A± 1) = H, A is skew-adjoint.
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Moreover the essential spectrum of A is purely absolutely continuous and
σess(A) = σac(A) = iR , σpp(A) =
{
±i
√
Kj
Mj
, 1 ≤ j ≤ n
}
. (4.20)
Consider the linear, closed, densely defined, skew-symmetric operator A0
D(A0) =
{
(p, v, y, z) ∈ H1(R)⊕H1(R)⊕ Cn ⊕ Cn :
v(sj) = zj , j = 1, . . . , n
}
(4.21)
A0Ψ = LΨ Ψ ∈ D(A0)
A is a skew-adjoint extension of A0. We want to find all the skew-adjoint
extensions of A0 different from A which coincide with A on D(A0).
Since A0 is a skew-symmetric operator formulas given in appendix A are slightly
different. Equation (A.9) is substituted by
A∗0Φ
ζ = ζΦζ Φζ ∈ D(A∗0), ζ ∈ C\iR (4.22)
It is easy to verify that for ζ fixed there are n independent solutions of equation
(4.22), they read
Gjζ(x) =
(
−G′ζ(x− sj) ,
ζ
a2ρ0
Gζ(x− sj) , −S
Kj + ζ2Mj
ej ,
−ζS
Kj + ζ2Mj
ej
)
,
(4.23)
where
Gζ(x) =

a
2ζ
e−ζ|x|/a Re ζ > 0
− a
2ζ
eζ|x|/a Re ζ < 0
(4.24)
G′ζ(x) =
d
dx
Gζ(x) =

− 1
2
sgn(x) e−ζ|x|/a Re ζ > 0
− 1
2
sgn(x) eζ|x|/a Re ζ < 0
(4.25)
and j = 1, . . . , n. The deficiency indices of A0 are (n, n).
Notice that functions Gjζ satisfy in the sense of distributions
(−L+ ζ)Gjζ(x) =
(
0,
1
ρ0
δsj , 0, −
S
Mj
)
ζ ∈ C\iR , (4.26)
where δsj is the Dirac delta centered in sj .
We indicate with R(ζ) the resolvent of A
R(ζ) = (−A+ ζ)−1 ζ ∈ ρ(A) (4.27)
where ρ(A) is the resolvent set of the operator A. Being A a skew-adjoint the
adjoint of its resolvent is given by the relation R(ζ)∗ = −R(−ζ¯).
We indicate with AU a generic skew-adjoint extension of A0 different from A and
with RU (ζ) its resolvent, clearly RU (ζ)∗ = −RU (−ζ¯). From Krein’s formula we
obtain
RU (ζ) = R(ζ)−
n∑
i,j=1
Γ˜(ζ)−1ij 〈〈Gj−ζ¯ , · 〉〉Giζ (4.28)
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where Γ˜(ζ) is a matrix defined by
Γ˜(ζ)ij − Γ˜(ξ)ij = −(ζ − ξ)〈〈Gj−ζ¯ , Giξ〉〉 (4.29)
and satisfying
Γ˜(ζ)∗ = −Γ˜(−ζ¯) , (4.30)
where ∗ indicates the Hermitian conjugate.
By direct evaluation one obtains that the more general matrix Γ˜(ζ) satisfying
formula (4.29) is
Γ˜(ζ) = Γ(ζ) + Θ (4.31)
where
Γ(ζ)ij := −ζ
(
1
a2ρ0
Gζ(si − sj) + Sδij
Kj + ζ2Mj
)
ζ ∈ C\iR (4.32)
and Θ is a constant skew-adjoint matrix.
Since we are interested only in real skew-adjoint extensions of A0 we have to
restrict the choice of Θ to skew-symmetric matrices. Off diagonal elements of the
matrix Θ determine the coupling between the j-th oscillator with the pressure
field evaluated in si 6= sj , since we are looking for “local” couplings between the
acoustic field and the oscillators the only possible choice is Θ = On, where On
is the n× n matrix with all zero entries. We obtain the following theorem
Theorem 4.1. The linear operator
Aˆ : D(Aˆ) ⊂ H → H (4.33)
D(Aˆ) = {(p, v, y, z) : p ∈ L2(R) ∩H1(R\S), v ∈ H1(R), y ∈ Cn, z ∈ Cn,
p(s+i )− p(s−i ) = σi, v(sj) = zj , σ ∈ Cn} ,
(4.34)
Aˆ(p, v, y, z) :=
:=
−a2ρ0 dv
dx
, − 1
ρ0
dp0
dx
, z, −
n∑
j=1
(
Kj
Mj
yj +
S
Mj
σj
)
ej
 (4.35)
is real and skew-adjoint. Here p0 ∈ H¯1(R),
p0(x) := p(x)− 12
n∑
j=1
σj sgn(x− sj) , (4.36)
denotes the regular part of p. The resolvent of Aˆ, Rˆ(ζ) = (−Aˆ+ ζ)−1, is given
by
Rˆ(ζ) = R(ζ)−
n∑
i,j=1
Γ(ζ)−1ij 〈〈Gj−ζ¯ , · 〉〉Giζ ζ ∈ C\iR . (4.37)
Proof. By general theorems on self-adjoint extensions of symmetric operators,
see e.g. [5] and by Γ(ζ)∗ = −Γ(−ζ¯), it follows that det Γ(ζ) 6= 0 for any ζ ∈ C\iR
and that Rˆ(ζ) satisfies the first resolvent identity
(ζ − ξ) Rˆ(ξ)Rˆ(ζ) = Rˆ(ξ)− Rˆ(ζ) (4.38)
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and
Rˆ(ζ)∗ = −Rˆ(−ζ) (4.39)
Moreover from (A.12) and (A.13) components of vectors Gjζ and functions
Γ(ζ)ij , i, j = 1, . . . , n, are analytic in ζ ∈ C\iR. Therefore
Aˆ := −Rˆ(ζ)−1 + ζ (4.40)
is well defined on
D(Aˆ) := Ran(Rˆ(ζ)) . (4.41)
By (4.38) such a definition of Aˆ is ζ-independent. Aˆ is skew-symmetric by (4.39)
and is skew-adjoint since Ran(−Aˆ± 1) = H by construction.
Thus (p, v, y, z) ∈ D(Aˆ) if and only if
p(x) = pζ(x)−
n∑
i,j=1
(Γ(ζ)−1)ij (vζ(sj)− zζ j)G′ζ(x− si) , (4.42)
v(x) = vζ(x) +
ζ
a2ρ0
n∑
i,j=1
(Γ(ζ)−1)ij (vζ(sj)− zζ j)Gζ(x− si) , (4.43)
y = y
ζ
− S
n∑
i,j=1
(Γ(ζ)−1)ij
vζ(sj)− zζ j
Ki + ζ2Mi
ei , (4.44)
z = zζ − ζS
n∑
i,j=1
(Γ(ζ)−1)ij
vζ(sj)− zζ j
Ki + ζ2Mi
ei , (4.45)
with (pζ(x) , vζ(x) , yζ , zζ) ∈ D(A). Posing
Aˆ(p, v, y, z) ≡ (Aˆ1(p, v, y, z), Aˆ2(p, v, y, z), Aˆ3(p, v, y, z), Aˆ4(p, v, y, z)) , (4.46)
The action of Aˆ on (p, v, y, z) is given by
[Aˆ1(p, v, y, z)](x) =− a2ρ0 dvζ
dx
(x)− ζ
n∑
i,j=1
(Γ(ζ)−1)ij (vζ(sj)− zζ j)G′ζ(x− si)
(4.47)
[Aˆ2(p, v, y, z)](x) =− 1
ρ0
dpζ
dx
(x) +
ζ2
a2ρ0
n∑
i,j=1
(Γ(ζ)−1)ij (vζ(sj)− zζ j)Gζ(x− si)
(4.48)
Aˆ3(p, v, y, z) =zζ − ζS
n∑
i,j=1
(Γ(ζ)−1)ij
vζ(sj)− zζ j
Ki + ζ2Mi
ei (4.49)
Aˆ4(p, v, y, z) =−
∑
1≤j≤n
Kj
Mj
yζ j ej − ζ2S
n∑
i,j=1
(Γ(ζ)−1)ij
vζ(sj)− zζ j
Ki + ζ2Mi
ei .
(4.50)
By the definitions of D(Aˆ) and Γ(ζ) one has
Aˆ1(p, v, y, z) = −a2ρ0 dv
dx
(4.51)
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Aˆ3(p, v, y, z) = z (4.52)
and, defining
σi := p(s+i )− p(s−i ) =
n∑
j=1
(Γ(ζ)−1)ij (vζ(sj)− zζ j) , (4.53)
formula (4.50) becomes
Aˆ4(p, v, y, z) =−
n∑
j=1
Kj
Mj
yζ j ej − ζ2S
n∑
i=1
σi
Ki + ζ2Mi
ei = (4.54)
=−
n∑
j=1
(
Kj
Mj
yj +
S
Mj
σj
)
ej . (4.55)
Then, posing
p(x) = pζ(x)−
n∑
j=1
σj G′ζ(x− sj) = p0(x) +
1
2
n∑
j=1
σj sgn(x− sj) , (4.56)
one obtains
[Aˆ2(p, v, y, z)](x) =
=− 1
ρ0
dp0
dx
(x)−
n∑
j=1
σj
ρ0
(
d
dx
|x− sj |
2(x− sj) −
(
− d
2
dx2
+
ζ2
a2
)
Gζ(x− yj)
)
=
(4.57)
=− 1
ρ0
dp0
dx
. (4.58)
Finally
v(sk) =vζ(sk)−
n∑
i,j=1
(Γ(ζ)−1)ij (vζ(sj)− zζ j)
(
(Γ(ζ))ki +
ζSδki
Ki + ζ2Mi
)
=
(4.59)
=zζ k − ζS
n∑
j=1
(Γ(ζ)−1)kj
vζ(sk)− zζ k
Kk + ζ2Mk
= zk . (4.60)
By the previous theorem the differential equation
d
dt
(p, v, y, z) = Aˆ(p, v, y, z) (4.61)
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is equivalent to the system of equations
∂p
∂t
= −a2ρ0 ∂v
∂x
(4.62)
∂v
∂t
= − 1
ρ0
∂p0
∂x
≡ − 1
ρ0
∂p
∂x
−
n∑
j=1
σj δsj
 (4.63)
dy
dt
= z (4.64)
dz
dt
= −
n∑
j=1
(
Kj
Mj
yj +
S
Mj
σj
)
ej , (4.65)
and the corresponding Cauchy problem generates the strongly continuous uni-
tary group of evolution exp tAˆ on H which preserves D(Aˆ).
It is worth noting that the only local, real, skew-adjoint extension of A0 different
from the free operator A corresponds to the relevant physical coupling between
the pressure field and the oscillators.
The next result will be useful in the spectral analysis of Aˆ.
Lemma 4.1. The matrix
Γ±(λ)−1 := lim
ε↓0
Γ(λ± ε)−1 (4.66)
is well defined for any λ ∈ iR\{0}.
Proof. We give the proof only for the matrix Γ+(λ), the case Γ−(λ) is analogous.
Let the matrix Γ+(ζ) the analytic continuation of Γ(ζ) defined for Re ζ > 0 in
(4.32) to C\ ∪nj=1 {±i
√
Kj/Mj}. Suppose that si > sj if i > j, then
Γ+(ζ) = −Πij(ζ)− Tij(ζ) (4.67)
where Πij is the operator
Πij =
(
φ−(ζ)⊗ φ+(ζ¯)) (4.68)
with φ±(ζ) =
∑
i
e±ζsi/a√
2aρ0
ei. While T (ζ) is the upper triangular matrix
T (ζ)ij =
{
ζSδij
Ki+ζ2Mi
+ sinh ζ(si−sj)aρ0 i ≤ j
0 i > j
(4.69)
We use the formula
Γ+(ζ)−1 = − 1Π(ζ) + T (ζ) = −
1
T (ζ)
+
1
T (ζ)
Π(ζ)
1
Π(ζ) + T (ζ)
= (4.70)
= −
∞∑
n=0
(−1)n
T (ζ)
(
Π(ζ)
1
T (ζ)
)n
(4.71)
for all ζ for which this series converges.
Matrix T (ζ) is invertible and its inverse T (ζ)−1 is a lower triangular matrix
with
(
T (ζ)−1
)
ii
= 1/ (T (ζ))ii. The eigenvalues of T (ζ)
−1 are 1/ (T (ζ))ii and
we can write
T (ζ)−1 = D(ζ)T˜ (ζ)−1D(ζ)−1 (4.72)
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where D(ζ) is a unitary matrix, analytic for ζ ∈ C\{0} and(
T˜ (ζ)−1
)
ij
=
1
(T (ζ))ii
δij =
Ki + ζ2Mi
ζS
δij (4.73)
We obtain for Γ+(ζ)−1 the expression
Γ+(ζ)−1 = −D(ζ)
∞∑
n=0
(−1)n (ψ(ζ)⊗ χ(ζ))n T˜ (ζ)−1D(ζ)−1 (4.74)
with (
ψ(ζ)
)
i
=
Ki + ζ2Mi
ζS
(
D(ζ)−1φ−(ζ)
)
i
(4.75)(
χ(ζ)
)
i
=
(
D(ζ)−1φ+(ζ¯)
)
i
(4.76)
Then
Γ+(ζ)−1 = − 1
T (ζ)
+
∞∑
n=0
(−1)n (〈χ(ζ), ψ(ζ)〉Cn)nD(ζ)ψ(ζ)⊗χ(ζ)T˜ (ζ)−1D(ζ)−1 ,
(4.77)
if the series converges one obtains
Γ+(ζ)−1 = − 1
T (ζ)
+
D(ζ)ψ(ζ)⊗ χ(ζ)T˜ (ζ)−1D(ζ)−1
1 + 〈χ(ζ), ψ(ζ)〉Cn . (4.78)
Consider the scalar product in Cn
〈
χ(ζ), ψ(ζ)
〉
Cn =
n∑
i=1
(
D(ζ)−1φ+(ζ¯)
)
i
Ki + ζ2Mi
ζS
(
D(ζ)−1φ−(ζ)
)
i
. (4.79)
Notice that, for λ ∈ iR\{0}, 〈χ(λ), ψ(λ)〉Cn ∈ iR and
−i 〈χ(λ), ψ(λ)〉Cn → +∞ for λ→ +i∞ (4.80)
−i 〈χ(λ), ψ(λ)〉Cn → −∞ for λ→ i0+ . (4.81)
Then there exists at least one point λ ∈ iR in which 〈χ(λ), ψ(λ)〉Cn = 0. In a
neighborhood of this point the series converges and defines an analytic function.
By (4.78) and (4.79) it is clear that Γ+(ζ)−1 exists for any ζ ∈ C\{0}. The same
relations show that one can put Γ+(ζ)−1 := 0 if ζ = i
√
Kj/Mj , j = 1, . . . , n.
The following theorem completely characterizes the spectrum of Aˆ.
Theorem 4.2. The essential spectrum of Aˆ is purely absolutely continuous and
σess(Aˆ) = σac(Aˆ) = iR , σpp(Aˆ) = {0} . (4.82)
Any vector of the kind1
2
n∑
j=1
σj sgn(x− sj), 0, −
n∑
j=1
S
Kj
σj ej , 0
 , (4.83)
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with
n∑
j=1
σj = 0 , (4.84)
is an eigenvector corresponding to the (n− 1)-fold degenerate eigenvalue λ = 0.
The generalized eigenfunctions Φˆ±(λ) corresponding to the point of the abso-
lutely continuous spectrum relative to right (+) and left (−) incidence are given
by
Φˆ±(λ, x) =
(
φˆ±p (λ, x), φˆ
±
v (λ, x), φˆ
±
y (λ), φˆ
±
z (λ)
)
λ ∈ iR (4.85)
φˆ±p (λ, x) = Ce
±λx/a ∓ C
2aρ0
n∑
i,j=1
(Γ+(λ)−1)ije±λsj/asgn(x− si)e−λ|x−si|/a
(4.86)
φˆ±v (λ, x) = ∓C
e±λx/a
aρ0
∓ C
2a2ρ20
n∑
i,j=1
(Γ+(λ)−1)ije±λsj/ae−λ|x−si|/a (4.87)
φˆ±y (λ) = ±
SC
aρ0
n∑
i,j=1
(Γ+(λ)−1)ij
e±λsj/a
Ki + λ2Mi
ei (4.88)
φˆ±z (λ) = ±
λSC
aρ0
∑
1≤i,j≤n
(Γ+(λ)−1)ij
e±λsj/a
Ki + λ2Mi
ei (4.89)
with C =
√
aρ0/(4pi).
Proof. For ζ ∈ ρ(A)∩ρ(Aˆ), (−Aˆ+ζ)−1−(−A+ζ)−1 is of finite rank, then from
Weyl’s criterion (see e.g. [41] Theorem XIII.14) one has σess(Aˆ) = σess(A) = iR.
Moreover, by Birman-Kato invariance principle, the wave operators Ω±(Aˆ, A)
exist and are complete (see e.g. [42], Corollary 2 to Theorem XI.11). Thus
σac(Aˆ) = σac(A).
Let µˆscΨ be the singular continuous part of the spectral measure on iR corre-
sponding to Aˆ and Ψ. Since ‖G˘(ζ)Ψ‖ < ∞ for all ζ ∈ C\σpp(A) and for all
Ψ ∈ D,
D :=
{
Ψ ≡ (p, v, y, z) : p ∈ L1(R) ∩ L2(R) , v ∈ L1(R) ∩ L2(R)} , (4.90)
by Lemma 4.1 and [41], Theorem XIII.19, one has supp µˆscΨ ⊆ {0} ∪ σpp(A) i.e.
supp µˆscΨ = ∅ since µˆscΨ has no atoms by its definition. Since D is dense this gives
σsc(Aˆ) = ∅.
One can check that any vector Ψ of the kind (4.83) is in the domain of Aˆ and
solves the equation AˆΨ = 0. The degeneration of eigenvalue {0} follows from
condition (4.84).
Suppose now λ ∈ iR\{0} and consider the equation AˆΨ = λΨ. This produces,
if Ψ ≡ (p, v, y, z), the equation
v′′ − λ
2
a2
v = − λ
a2ρ0
n∑
j=1
σjδsj , (4.91)
with σi ∈ C, i = 1, . . . , n, which has no square integrable solution.
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The expression for the generalized eigenfunctions is a consequence of the Stone’s
formula (see e.g. [39], Theorem VII.13) which gives the generalized expansion
formula
Ψ = s - lim
a↓−∞, b↑∞
s - lim
ε↓0
1
2pi
∫ b
a
[Rˆ(λ+ ε)− Rˆ(λ− ε)]Ψ dλ . (4.92)
In the following lemma the asymptotic behavior of the oscillations of the thin
walls is characterized.
Lemma 4.2. Given Ψ0 orthogonal to the eigenspace relative to eigenvalue zero,
let us denote by
(
y(t), z(t)
)
the projection onto Cn ⊕ Cn of etAˆΨ0. Then
lim
|t|→∞
‖y(t)‖Cn = 0 and lim|t|→∞ ‖z(t)‖Cn = 0 .
Proof. Let Pˆ (dk) be the projection-valued measure corresponding to the self-
adjoint operator −iAˆ. Since Ψ0 is in the absolutely continuous subspace, for
any Ψ the bounded complex measure 〈〈Ψ, Pˆ (dk)Ψ0〉〉 is absolutely continuous
with respect to Lebesgue measure and hence its density belongs to L1(R). Thus,
by the spectral theorem and Riemann-Lebesgue lemma,
lim
|t|→∞
〈〈Ψ, etAˆΨ0〉〉 = lim|t|→∞
∫
R
e−itk 〈〈Ψ, Pˆ (dk)Ψ0〉〉 = 0 . (4.93)
By taking Ψ = (0, 0, ei, 0) and Ψ = (0, 0, 0, ei), i = 1, . . . , n, one then obtains
lim
|t|→∞
yi(t) = 0 and lim|t|→∞
zi(t) = 0 . (4.94)
In order to obtain more precise estimate on the asymptotic behavior of solutions
of equation (4.61), for particular initial conditions, a detailed analysis of Γ(λ)−1
is required. For example in specific cases one can prove existence of frequencies
which are totally transmitted by the array of oscillators.
In [16] one can find a different derivation of operator Aˆ obtained by using the
technique developed by A. Posilicano in [37] (also see the appendix in [38] for a
compact review).
4.3 Kronig-Penney model in acoustics
It is possible to extend the previous construction to the case of an array of
infinitely many oscillators. We prove that in the case of a periodical array of
identical oscillators the energy spectrum shows a band structure.
The construction of Aˆ when S = {s1, s2, . . . } is a denumerable set such that
d := inf
i 6=j
|si − sj | > 0 i, j ∈ N. (4.95)
follows closely what was done in [9]. We state the final result, for more details
the reader can refer to [16]
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Theorem 4.3. Let {Kj}∞1 {Mj}∞1 , Kj > 0, Mj > 0 be in `∞ and suppose that
{Kj/Mj}∞1 and {1/Mj}∞1 are in `∞ too. The linear operator
Aˆ : D(Aˆ) ⊂ L2(R)⊕ L2(R)⊕ `2 ⊕ `2 → L2(R)⊕ L2(R)⊕ `2 ⊕ `2 , (4.96)
D(Aˆ) = {(p, v, y, z) : p ∈ L2(R) ∩H1(R\S), v ∈ H1(R), y ∈ `2, z ∈ `2,
p(s+i )− p(s−i ) = σi, v(sj) = zj , σ ∈ `2} ,
(4.97)
Aˆ(p, v, y, z) :=
:=
−a2ρ0 dv
dx
, − 1
ρ0
dp0
dx
, z, −
∞∑
j=1
(
Kj
Mj
yj +
S
Mj
σj
)
ej
 (4.98)
is real and skew-adjoint. Here p0 ∈ H¯1(R),
p0(x) := p(x)− 12
∞∑
j=1
σj sgn(x− sj) , (4.99)
denotes the regular part of p. The resolvent of Aˆ is given by
Rˆ(ζ) = R(ζ)−
∞∑
i,j=1
Γ(ζ)−1ij 〈〈Gj−ζ¯ , · 〉〉Giζ ζ ∈ C\iR . (4.100)
Now we can proceed to the study of a periodic system. We use the same notation
of [8].
In this case S will be the “Bravais” lattice,
S = {nL : n ∈ Z} , L > 0 , (4.101)
and Sˆ the “Brillouin” zone,
Sˆ =
[
− b
2
,
b
2
)
, b =
2pi
L
. (4.102)
We consider a Hilbert space H on L2⊕L2⊕ `2⊕ `2 in which the scalar product
is defined by
1
a2ρ0
(p1, p2) + ρ0(v1, v2) +
K
S
(y
1
, y
2
) +
M
S
)(z1, z2) (4.103)
where (·, ·) represents either the usual scalar product in L2, when concerning
pressure and velocity fields, or the usual scalar product in `2, for y and z.
M , K and S are positive constants representing the mass of oscillating walls,
the elastic constant of the springs and the area of the transversal section of the
pipe.
The Hilbert space H can be decomposed as
H = W˜ −1H˜(Sˆ, b−1dθ;L2([−L/2, L/2))⊕ L2([−L/2, L/2))⊕ C⊕ C) (4.104)
= W˜ −1
∫ ⊕
[−b/2,b/2)
dθ
b
(
L2([−L/2, L/2))⊕ L2([−L/2, L/2))⊕ C⊕ C
)
(4.105)
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where
W˜ : H → H˜(Sˆ, b−1dθ;L2([−L/2, L/2))⊕ L2([−L/2, L/2))⊕ C⊕ C) (4.106)
W˜ (p, v, y, z) ≡
(
(W˜p)(θ, ν), (W˜v)(θ, ν), (W˜y)(θ), (W˜z)(θ)
)
(4.107)
(W˜p)(θ, ν) ≡ p˜(θ, ν) =
∑
n∈Z
einθLp(ν + nL) (4.108)
(W˜v)(θ, ν) ≡ v˜(θ, ν) =
∑
n∈Z
einθLv(ν + nL) (4.109)
(W˜y)(θ) ≡ y˜(θ) =
∑
n∈Z
einθLyn (4.110)
(W˜z)(θ) ≡ z˜(θ) =
∑
n∈Z
einθLzn ν ∈ [−L/2, L/2) , θ ∈ [−b/2, b/2) (4.111)
and
W˜ −1 : H˜(Sˆ, b−1dθ;L2([−L/2, L/2))⊕L2([−L/2, L/2))⊕C⊕C)→ H (4.112)
W˜ −1(p˜, v˜, y˜, z˜) ≡
≡
(
(W˜−1p˜)(ν + nL), (W˜−1v˜)(ν + nL), {(W˜−1y˜)n}, {(W˜−1z˜)n}
)
(4.113)
(W˜−1p˜)(ν + nL) = b−1
∫ b/2
−b/2
dθe−inθLp˜(θ, ν) (4.114)
(W˜−1v˜)(ν + nL) = b−1
∫ b/2
−b/2
dθe−inθLv˜(θ, ν) (4.115)
(W˜−1y˜)n = b−1
∫ b/2
−b/2
dθe−inθLy˜(θ) (4.116)
(W˜−1z˜)n = b−1
∫ b/2
−b/2
dθe−inθLz˜(θ) ν ∈ [−L/2, L/2) , n ∈ Z . (4.117)
The scalar product in L2([−L/2, L/2))⊕L2([−L/2, L/2))⊕C⊕C is defined by
1
a2ρ0
(p˜1, p˜2)L/2 + ρ0(v˜1, v˜2)L/2 +
K
S
¯˜y1y˜2 +
M
S
¯˜z1z˜2 (4.118)
where (·, ·)L/2 indicates the usual scalar product in L2([−L/2, L/2)).
From Theorem 4.3 we obtain the following
Corollary 4.3.1. The linear operator
Aˆ : D(Aˆ) ⊂ H → H (4.119)
D(Aˆ) =
{
(p, v, y, z) : p ∈ L2(R) ∩H1(R\S) , v ∈ H1(R) , y ∈ `2 , z ∈ `2 ,
p(nL+)− p(nL−) = σn , v(nL) = zn ∀n ∈ Z , σ ∈ `2
}
(4.120)
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Aˆ(p, v, y, z) :=
(
−a2ρ0 dv
dx
,− 1
ρ0
dp0
dx
, z,−K
M
y − S
M
σ
)
, (4.121)
where the regular part of p(x), denoted with p0 ∈ H¯1(R), is
p0(x) = p(x)− 12
∑
n∈Z
σn sgn(x− nL) , (4.122)
is real and skew-adjoint.
We want to study the spectral structure of Aˆ. To this aim we introduce the
family of operators Aˆ(θ)
Aˆ(θ) : D(Aˆ(θ)) ⊂ L2((−L/2, L/2))⊕ L2((−L/2, L/2))⊕ C⊕ C
→ L2((−L/2, L/2))⊕ L2((−L/2, L/2))⊕ C⊕ C (4.123)
D(Aˆ(θ)) =
{
(p˜(θ), v˜(θ), y˜(θ), z˜(θ)) :
p˜(θ) ∈ H1((−L/2, L/2)\{0}) , v˜(θ) ∈ H1((−L/2, L/2)) ,
y˜(θ) ∈ C , z˜(θ) ∈ C
p˜(θ, 0+)− p˜(θ, 0−) = σ˜(θ) ,
v˜(θ, 0) = z˜(θ) , σ˜(θ) ∈ C ,
p˜
(
θ,−L
2
+)
= eiθLp˜
(
θ,
L
2
−)
,
v˜
(
θ,−L
2
+)
= eiθLv˜
(
θ,
L
2
−)}
; ∀θ ∈
[
− b
2
,
b
2
)
(4.124)
Aˆ(θ)(p˜(θ), v˜(θ), y˜(θ), z˜(θ)) :=
:=
(
−a2ρ0 dv˜(θ)
dν
,− 1
ρ0
dp˜0(θ)
dν
, z˜(θ),−K
M
y˜(θ)− S
M
σ˜(θ)
) (4.125)
where p˜0(θ) ∈ H1(R) is the regular part of p˜(θ)
p˜0(θ, ν) = p˜(θ, ν)− 12 σ˜(θ) sgn(ν) . (4.126)
Boundary conditions for p˜(θ, ν) and v˜(θ, ν) in ν = 0 and ν = ±L/2 are such that
all operators in this family are skew-adjoint with respect to the scalar product
(4.118).
The operator Aˆ is related to Aˆ(θ) by the relation (see [8])
W˜ AˆW˜ −1 =
∫ ⊕
[−b/2,b/2)
dθ
b
Aˆ(θ) . (4.127)
The spectrum of Aˆ(θ) is described by the following
Theorem 4.4. Let θ ∈ [−b/2, b/2) then the spectrum of Aˆ(θ) is purely discrete,
in particular its eigenvalues En(θ) are given by
En(θ) = λn(θ) = 2iξn(θ)
a
L
; n ∈ Z , ξn(θ) ∈ R (4.128)
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where ξn(θ) are the real solutions of
sin ξ [sin ξ − F (ξ) cos ξ] cos2 θL
2
= cos ξ [cos ξ + F (ξ) sin ξ] sin2
θL
2
(4.129)
F (ξ) =
M
Mg
(
pi2
ω2o
ω2g
1
ξ
− ξ
)
; Mg = ρ0SL, ω2o =
K
M
, ωg = 2pi
a
L
. (4.130)
The corresponding eigenfunctions are
Φn(θ, x) = (p˜n(θ, ν), v˜n(θ, ν), y˜n(θ), z˜n(θ)) ; n ∈ Z, θ ∈ [−b/2, b/2) (4.131)
p˜n(θ, ν) =Cn
[(
sin
(
ξn − θL2
)
− F (ξn) cos
(
ξn − θL2
))
cos
2ξn
L
ν+
− i sin
(
ξn − θL2
)(
sin
2ξn
L
ν − F (ξn) |ν|
ν
cos
2ξn
L
ν
)]
(4.132)
v˜n(θ, ν) =− iCn
aρ0
[(
sin
(
ξn − θL2
)
− F (ξn) cos
(
ξn − θL2
))
sin
2ξn
L
ν+
+ i sin
(
ξn − θL2
)(
cos
2ξn
L
ν + F (ξn) sin
2ξn
L
|ν|
)]
(4.133)
y˜n(θ) =− i CnL
a2ρ0ξn
sin
(
ξn − θL2
)
(4.134)
z˜n(θ) =
Cn
aρ0
sin
(
ξn − θL2
)
(4.135)
For θ ∈ [−b/2, b/2) zero is an eigenvalue with eigenfunction
Ψ0 =
(
C0
(
cos
θL
2
− i sin θL
2
sgn(ν)
)
, 0, 2iC0
S
K
sin
θL
2
, 0
)
(4.136)
Moreover the following chain of inequalities holds
0 < E1(0) < E1(−b/2) ≤ E2(−b/2) < E2(0) ≤ E3(0) < E3(−b/2) ≤
≤ E4(−b/2) < E4(0) ≤ E5(0) < E4(−b/2) ≤ E5(−b/2) < . . .
(4.137)
In general eigenvalues En(θ) are all distinct and non degenerate. If ωo/ωg = n/2
with n ∈ N there is just one two fold degenerate eigenvalue equal to npi/2, such
eigenvalue corresponds to θ = 0 for n even and to |θ| = b/2 for n odd.
If E(θ) is an eigenvalue then −E(θ) is an eigenvalue.
Given θ ∈ [−b/2, b/2) the following relation holds
En(−θ) = En(θ) . (4.138)
Proof. Eigenvalues and eigenfunctions (4.128)-(4.136) are given by direct calcu-
lation. We solve the system of equations
Aˆ(θ)(p˜(θ), v˜(θ), y˜(θ), z˜(θ)) = λ(p˜(θ), v˜(θ), y˜(θ), z˜(θ)) λ ∈ iR (4.139)
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with the condition v˜(θ, 0) = z˜(θ), the solution reads
p˜(θ, ν) =C(ξ) cos
2ξν
L
+D(ξ)
[
sin
2ξν
L
− F (ξ)sgn(ν) cos 2ξν
L
]
(4.140)
v˜(θ, ν) =
C(ξ)
iaρ0
sin
2ξν
L
− D(ξ)
iaρ0
[
cos
2ξν
L
+ F (ξ) sin
2ξ|ν|
L
]
(4.141)
where ξ = −iLλ/(2a) ∈ R, C(ξ) and D(ξ) are two unknown functions of ξ. To
determine C(ξ) and D(ξ) we have to take into account the boundary conditions
p˜
(
θ,−L
2
+)
=eiθLp˜
(
θ,
L
2
−)
v˜
(
θ,−L
2
+)
=eiθLv˜
(
θ,
L
2
−) (4.142)
This system has only the trivial solution C(ξ) = 0 and D(ξ) = 0 unless we con-
sider the values of ξ for which the determinant of the matrix of the coefficients
of the system is zero, this condition implies equation (4.129) for the eigenval-
ues. For ξ satisfying condition (4.129) the solutions of the system of dependent
equations (4.142) give the eigenfunctions.
For θ = 0 and θ = −b/2 relation (4.129) becomes
tan ξ = 0 or tan ξ = F (ξ) =
M
Mg
(
pi2
ω2o
ω2g
1
ξ
− ξ
)
; θ = 0 (4.143)
cot ξ = 0 or − cot ξ = F (ξ) = M
Mg
(
pi2
ω2o
ω2g
1
ξ
− ξ
)
; θ = −b/2 (4.144)
Graphic solutions of the transcendental equations (4.143) and (4.144) are given
in the upper part of figures 4.1(a) and 4.1(b). The chain of inequalities (4.137)
follows by the monotone behavior of F (ξ).
Degeneration of eigenvalues for ωo/ωg = n/2, the fact that −E(θ) is an eigen-
value if E(θ) is an eigenvalue and relation (4.138) follow directly by equation
(4.129) and by F (ξ) = −F (−ξ).
One can show that there is a band structure writing equation (4.129) as
tan2
θL
2
= tan ξ
[
tan ξ − F (ξ)
1 + F (ξ) tan ξ
]
(4.145)
It is possible to find solutions of equation (4.145) only for values of ξ such that
the r.h.s. is positive. In the lower part of figures 4.1(b) and 4.1(a) the resulting
band structure is shown. The figures clearly show that the width of the gaps
is connected to the structure of the spectrum. In particular figure 4.1(b) shows
that when there is a degenerate eigenvalue, ωo/ωg = npi/2 with n ∈ N, a gap
disappears because of the overlapping of two bands.
The bandwidth increases, when the ratio M/Mg decreases.
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(a) With non degenerate eigenvalues.
M/Mg = 0.5, ωo/ωg = 1.2
(b) With one degenerate eigenvalue.
M/Mg = 0.5, ωo/ωg = 1
Figure 4.1: The upper part of figures shows the graphical solution of equations
(4.143) and (4.144). The lower part shows the band structure due to equation
(4.145)
4.4 Homogenization
We derive a limit equation for the velocity field when infinite oscillators are
distribuited with uniform density on a segment of lenght L of the x-axis.
As first step we find a closed equation for the velocity field when the number of
oscillators is N . Consider the system of equations
∂p
∂t
= −a2ρ0 ∂v
∂x
(4.146)
∂v
∂t
= − 1
ρ0
∂p0
∂x
= − 1
ρ0
∂p
∂x
−
N∑
j=1
σj δsj
 (4.147)
dyj
dt
= zj (4.148)
dzj
dt
= −
(
Kj
Mj
yj +
S
Mj
σj
)
(4.149)
with
p(x) = p0(x) +
1
2
N∑
j=1
σj sgn(x− sj) . (4.150)
From equation (4.146) we obtain
∂p0
∂t
+
1
2
N∑
j=1
σ˙j sgn(x− sj) = −a2ρ0 ∂v
∂x
(4.151)
taking the derivative of (4.151) with respect to x and the derivative of (4.147)
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with respect to t
∂2p0
∂x∂t
+
N∑
j=1
σ˙j δsj = −a2ρ0
∂2v
∂x2
(4.152)
∂2v
∂t2
= − 1
ρ0
∂2p0
∂t∂x
(4.153)
The function p0 is the regular part of p, then we can assume that
∂2p0
∂x∂t
=
∂2p0
∂t∂x
(4.154)
we obtain the following equation for v
1
a2
∂2v
∂t2
− ∂
2v
∂x2
=
1
a2ρ0
N∑
j=1
σ˙j δsj (4.155)
Taking the derivative of (4.148) and (4.149) with respect to t
d2zj
dt2
= −
(
Kj
Mj
zj +
S
Mj
σ˙j
)
(4.156)
and noticing that
zj = v(sj) and
d2zj
dt2
=
∂2v
∂t2
∣∣∣
x=sj
(4.157)
from (4.156)
σ˙j = −Mj
S
∂2v
∂t2
∣∣∣
x=sj
− Kj
S
v(sj) , (4.158)
we obtain the closed equation for v
1
a2
∂2v
∂t2
− ∂
2v
∂x2
= − 1
a2ρ0
N∑
j=1
(
Mj
S
∂2v
∂t2
∣∣∣
x=sj
+
Kj
S
v(sj)
)
δsj (4.159)
Define two positive functions ρM (x) and ρK(x) such that ρM , ρK ∈ L1(R) and
Mj =
L
N
ρM (sj) and Kj =
L
N
ρK(sj) (4.160)
where L = maxi,j(|si − sj |). We suppose to increase L by taking L fixed, the
following limits hold
N∑
j=1
Mj
∂2v
∂t2
∣∣∣
x=sj
δsj =
L
N
N∑
j=1
ρM (sj)
∂2v
∂t2
∣∣∣
x=sj
δsj →
→
∫
ρM (x′)
∂2v(x′)
∂t2
δ(x− x′)dx′ = ρM (x)∂
2v(x)
∂t2
N →∞
(4.161)
N∑
j=1
Kjv(sj)δsj =
L
N
N∑
j=1
ρK(sj)v(sj)δsj →
→
∫
ρK(x′)v(x′)δ(x− x′)dx′ = ρK(x)v(x) N →∞
(4.162)
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Then equation (4.159) for N →∞ should be
1
a2
∂2v
∂t2
− ∂
2v
∂x2
= − 1
a2ρ0
ρM
S
∂2v
∂t2
− ρK
a2ρ0S
v (4.163)
Posing
ω(x) =
√
ρK(x)
ρ0S
and n(x) =
√
1 +
ρM (x)
ρ0S
(4.164)
equation (4.163) become
n2(x)
∂2v
∂t2
− a2 ∂
2v
∂x2
+ ω2(x)v = 0 (4.165)
Consider the Cauchy problem
1
a2
∂2v
∂t2
− ∂
2v
∂x2
=
1
a2ρ0
N∑
j=1
σ˙j δsj
v(x, 0) = f(x)
∂v
∂t
∣∣∣
t=0
= g(x)
(4.166)
The solution of (4.166) is
v(x, t) =
1
2
(f(x− at) + f(x+ at)) + 1
2a
∫ x+at
x−at
g(x′)dx′+
+
∫ ∞
−∞
∫ ∞
−∞
G(x, t;x′, t′)
1
a2ρ0
N∑
j=1
σ˙j(t′) δ(x′ − sj)dt′dx′
(4.167)
where
G(x, t;x′, t′) =
a
2
Θ
(
t− t′ − |x− x
′|
a
)
, (4.168)
and Θ(x) is the Heaviside function,
Θ(x) =
{
1 x > 0
0 x < 0
(4.169)
It is easy to check that∫ ∞
−∞
∫ ∞
−∞
G(x, t;x′, t′)σ˙j(t′) δ(x′ − sj)dt′dx′ = a2 σj
(
t− |x− sj |
a
)
(4.170)
Then the solution of the Cauchy problem (4.166) is
v(x, t) =
1
2
(f(x− at) + f(x+ at)) + 1
2a
∫ x+at
x−at
g(x′)dx′+
+
1
2aρ0
N∑
j=1
σj
(
t− |x− sj |
a
) (4.171)
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From equation (4.149)
σj(t) = −Kj
S
yj(t)− Mj
S
z˙j(t) (4.172)
= −Kj
S
u(sj , t)− Mj
S
v˙(sj , t) (4.173)
where u(x, t) satisfies v =
∂u
∂t
. Taking the limit N →∞
N∑
j=1
σj
(
t− |x− sj |
a
)
→
→− ρ0
∫ ∞
−∞
ω2(x′)u
(
x′, t− |x− x
′|
a
)
dx′+
− ρ0
∫ ∞
−∞
γ(x′)v˙
(
x′, t− |x− x
′|
a
)
dx′ N →∞
(4.174)
with γ(x) = ρM (x)/(ρ0S). It is possible to verify that
v(x, t) =
1
2
(f(x− at) + f(x+ at)) + 1
2a
∫ x+at
x−at
g(x′)dx′+
− 1
2a
∫ ∞
−∞
[
ω2(x′)u
(
x′, t− |x− x
′|
a
)
+ γ(x′)v˙
(
x′, t− |x− x
′|
a
)]
dx′
(4.175)
is the solution of the limit Cauchy problem
n2(x)
∂2v
∂t2
− a2 ∂
2v
∂x2
+ ω2(x)v = 0
v(x, 0) = f(x)
∂v
∂t
∣∣∣
t=0
= g(x)
(4.176)
notice that n2(x) = 1 + γ(x).
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Conclusions
Some applications of point interactions to quantum and classical systems have
been discussed in this thesis work. Although in very different frameworks the
subjects under investigation were addressed to give quantitative estimates on
the behavior of subsystems coupled with an environment by direct analysis of
the dynamics of the whole system.
Because of the fact that they generate explicitly computable dynamics point
interactions have revealed a powerful tool to reach our goal.
In the analysis of quantum systems the aim was to analyze the specific process
with which interaction with the environment leads a subsystem initially in a
pure state to evolve in a statistical mixture. This kind of problems is the core
of the decoherence program.
In three dimensions, an approximate formula describing an event of scatter-
ing between two quantum particles in the limit of small mass ratio, the Joos
and Zeh formula, has been proved. The control of the approximation is sig-
nificantly stronger with point interactions than with generic smooth potential.
In the model the light particle played the role of the environment. By using
the approximated dynamics and tracing out the light particle’s degrees of free-
dom an estimate of the suppression of the off-diagonal terms in the reduced
density matrix has been obtained. Given a factorized initial state, with the
light particle described by exp(|x|2/(2σ2))/(piσ2)3/4 and the heavy particle in
a coherent superposition of two wave packets centered in x0 and −x0 with mo-
mentum respectively p0 and −p0 heading toward the origin, it has been shown
that the maximum effect of decoherence takes place on distances of the order of
σ. The above mentioned results have been published in Journal of physics A:
mathematical and general, [15].
A better model of environment should consist of N light particles. It is expected
that the decoherence effects increase exponentially with N . For generic smooth
potential this type of result was proved by R. Adami, R. Figari, D. Finco and
A. Teta (preprint in preparation).
Moreover one and three dimensional models of interaction between a quantum
particle and a localized spin have been proposed. The entire class of point in-
teractions that can be obtained as singular perturbations of an assigned “free”
dynamics has been characterized. The decoherence effects obtained by tracing
out both the spin and the particle’s degrees of freedom have been estimated.
This has been done by choosing a particular subfamily of interacting Hamil-
tonians for which the generator of the dynamics was shown to be explicitly
computable. The model proposed has revealed an interesting tool to investigate
decoherence dynamically induced by the interaction. A paper containing these
results is in preparation.
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In principle it is possible to evaluate explicitly the suppression of off-diagonal
terns in the reduced density matrix. As in the analysis of decoherence induced
by scattering it is expected that an environment made up of N (even non inter-
acting) spins will produce an exponential growth of the effects of decoherence.
This result seems in reach without particular technical difficulties and it will be
the subject of future work.
G. Sewell [45] suggested recently that an environment of N interacting spins
would be more effective in inducing decoherence. It is conceivable that, as it
happens to the supersaturated alcohol vapour of a cloud chamber, a system
of spins in a metastable state would “decay” in a different way depending on
the state of the particle. In this way an enhancement of the effects of decoher-
ence would result. The idea of Sewell is very interesting even if the technical
difficulties in controlling a system of N interacting spins seems overwhelming
difficult.
In chapter 4 the results on a system of a finite and infinite number of mechanical
oscillators in one dimension coupled with their own acoustic field have been
presented. As it was mentioned in the introduction to the second part of this
thesis, this is an acoustical version of the long standing open problem of the
search of a complete theory of the electromagnetic field together with its point
sources.
A completely new formulation of the problem in terms of point perturbations of
a “free” operator on the Hilbert space of finite energy states has been proposed.
In particular the problem of the transmission of acoustical waves across a pe-
riodical array of identical oscillators has been solved and the band structure
completely characterized.
These results have been collected in the paper [16] submitted some months ago
to the Journal of Mathematical Physics. The article is still under review.
The effective equation for the continuum limit of infinitely many mechanical
oscillators has also been found.
In dimension three a model for a thin elastic shell with the fluid filling its inside
and outside is available but no non-trivial limit of zero radius seems to exist. On
the other hand the continuum limit should be non-trivial and will be analyzed
in future work.
It is worth mentioning that there is a growing interest in the search of physical
models of musical instruments.The most challenging goal of this program is the
quantitative analysis of the mechanism of diffusion of energy on the infinitely
many degrees of freedom of the oscillators and the acoustic field. Within this
program what we have done may be considered a toy model.
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Appendix A
Self-Adjoint Extensions of
Symmetric Operators
In literature exist beautiful and comprehensive monographs on von Neumann’s
theory of deficiency indices and Krein’s theory of self-adjoint extensions (see
e.g. [5] and [40]), in this appendix we just state the main results.
A.1 Von Neumann formula
Let A0 be a closed symmetric operator on a Hilbert space H and A∗0 its adjoint.
Given z ∈ C\R we indicate with Kz(A0) the eigenspace of A∗0 relative to the
eigenvalue z
Kz(A0) = Ker(A∗0 − zI) . (A.1)
It is possible to show (see e.g. Theorem X.1 [40]) that the dimension of Kz is
constant as z varies throughout the open upper half-plane or throughout the
open lower half plane.
Conventionally Ki and K−i play a special role and are referred to as deficiency
subspaces. Numbers n+(A0) and n−(A0), defined as n+ = dim[Ki] and n− =
dim[K−i] are called deficiency indices, they are two non negative integers and it
is possible to have n+ and/or n− equal infinity. To know the deficiency indices
is equivalent to know the dimension of Kz for every z ∈ C\R.
The knowledge of the deficiency indices gives precise indications about the self-
adjointness of the operator and the realizability of self-adjoint extensions. This
is due to the existence of a general decomposition formula for the domain of A∗0
often quoted as von Neumann formula, stating that if A0 is a densely defined
symmetric operator on a separable Hilbert space then for all z ∈ C\R
D(A∗0) = D(A0)⊕Kz(A0)⊕Kz¯(A0) . (A.2)
Then it is not hard to convince ourselves that A0 is self-adjoint if and only if
n+(A0) = n−(A0) = 0, in fact, A0 is symmetric and D(A0) = D(A∗0).
If n+ = n− > 0 formula (A.2) suggests the strategy to find the self-adjoint
extensions of A0. In fact from (A.2) if ψ ∈ D(A∗0)
ψ = ψ0 + φz + φz¯ ψ0 ∈ D(A0), φz ∈ Kz, φz¯ ∈ Kz¯ (A.3)
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and
A∗0ψ = A0ψ0 + zφ
z + z¯φz¯ . (A.4)
If A is an extension of A0 the following chain of inclusions holds
A0 ⊆ A ⊆ A∗ ⊆ A∗0 (A.5)
and D(A∗) must be obtained by D(A∗0) restricting the subspace Kz ⊕Kz¯.
Suppose that (φz +φz¯) ∈ D(A∗), by straightforward calculations one can check
that(
φz + φz¯, A∗(φz + φz¯)
)− (A∗(φz + φz¯), φz + φz¯) = (z − z¯) (‖φz‖2 − ‖φz¯‖2)
(A.6)
then A∗ is symmetric if and only if φz¯ = Uφz with U isometric application
from Kz to Kz¯, being Dim(Kz) = Dim(Kz¯) application U will be unitary. By
evaluating the deficiency indices it is easy to verify that operator AU
D(AU ) = {ψ = ψ0 + φz + Uφz : ψ0 ∈ D(A0) , φz ∈ Kz(A0)} (A.7)
AU (ψ0 + φz + Uφz) = A0ψ0 + zφz + z¯Uφz (A.8)
is self-adjoint.
Such construction does not work if n+ 6= n−, then self-adjoint extensions of a
symmetric operator A0 exist if and only if n+(A0) = n−(A0) > 0 and every
self-adjoint extension of A0 is an element of a family of self-adjoint operators
parameterized by unitary applications U between Kz(A0) and Kz¯(A0). Given
U , the corresponding self-adjoint operator AU is defined by (A.7) and (A.8).
A.2 Krein’s formula for the resolvent
With von Neumann theory every self-adjoint extension is defined by formulas
(A.7) and (A.8). Often such definition is rather cryptic and not too useful in
applications. For this reason we conclude this appendix with the Krein’s formula
for the resolvent that allows a different and more readable characterization of
self-adjoint extensions.
Assume that A0 is a densely defined, closed symmetric operator in H with
deficiency indices (N,N). If AU and AV are two self-adjoint extensions of A0
then exists an operator A¨0 such that A¨0 ⊆ AU , A¨0 ⊆ AV and A¨0 extends any
operator B that fulfills B ⊆ AU , B ⊆ AV , A¨0 is called the maximal common
part of AU and AV . The deficiency indices of A¨0 are (M,M) with 0 < M ≤ N .
A set {φz1, . . . , φzM} of independent solutions of
A¨∗0φ
z = zφz φz ∈ D(A¨∗0), z ∈ C\R (A.9)
is a basis for Kz(A¨0). The Krein’s formula for the resolvent relates the resolvents
of AU and AV by
(AU − z)−1 − (AV − z)−1 =
M∑
m,n=1
Γ(z)−1mn(φ
z¯
n, · )φzm z ∈ ρ(AU ) ∩ ρ(AV )
(A.10)
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where ρ(AU ) and ρ(AV ) indicate the resolvent set of AU and AV respectively,
Γ(z)−1 is a non singular matrix for z ∈ ρ(AU ) ∩ ρ(AV ) satisfying
Γ(z)∗ = Γ(z¯) z ∈ ρ(AU ) ∩ ρ(AV ) (A.11)
where ∗ indicates the Hermitian conjugate. Functions Γ(z)mn and φzm, m, n =
1, . . . ,M , may be chosen to be analytic for z ∈ ρ(AU )∩ ρ(AV ). In fact φzm may
be defined as
φzm = φ
z0
m + (z − z0)(AV − z)−1φz0m m = 1, . . . ,M , z ∈ ρ(AV ) (A.12)
where φz0m , m = 1, . . . ,M , z0 ∈ C\R, are linearly independent solutions of
equation (A.9) with z = z0 and matrix Γ(z) as
Γ(z)mn = Γ(z′)mn − (z − z′)(φz¯n, φz
′
m) m, n = 1, . . . ,M
z, z′ ∈ ρ(AU ) ∩ ρ(AV )
(A.13)
where φzm, m = 1, . . . ,M are defined according to (A.12).
It is important to underline that the von Neumann and Krein’s theory represent
two independent approaches to the same problem, the first focuses its attention
on the definition of the domain of self-adjoint extensions the second gives the
resolvent of self-adjoint extensions of a given symmetric operator.
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Appendix B
Proof of Theorem 2.1
Following the same line as in [23] and [3] we prove theorem 2.1 in three steps
each one consisting in the proof of a lemma.
Lemma B.1. If condition 1 is satisfied then there exists a constant C1 > 0
such that, for any t > 0 one has
‖Ψ(t)−Ψ1(t)‖ ≤ C1ε (B.1)
where we defined
Ψ1(t;R, r) ≡
∫
R6
dx′ dy′ e−i
t
1+εH
(
R+ εr
1 + ε
− x′
)
ϕ(x′)×
× e−i t(1+ε)ε Hα(r −R, y′)χ(y′ + x′)
(B.2)
Proof. Notice that Ψ(t) is the result of the evolution generated by the Hamilto-
nian Hα of the initial state Ψ(0;x, y) = ϕ
(
x− εy1+ε
)
χ
(
x+ y1+ε
)
. Making use
of the unitarity of the evolution we obtain
‖Ψ(t)−Ψ1(t)‖2 = ‖Ψ(0)−Ψ1(0)‖2 = (B.3)
=
∫
R6
dx dy
∣∣∣∣ϕ(x− εy1 + ε
)
χ
(
x+
y
1 + ε
)
− ϕ(x)χ(x+ y)
∣∣∣∣2 (B.4)
We get then the following estimate
‖Ψ(0)−Ψ1(0)‖2 ≤ ε2
∫
R6
dx dy |y|2 |∇x (ϕ(x)χ(x+ y))|2 (B.5)
The r.h.s. of the last inequality is finite for ϕ ∈ H1,1(R3) and χ ∈ H1,1(R3) and
the proof is completed with
C21 ≡
∫
R6
dx dy |y|2 |∇x (ϕ(x)χ(x+ y))|2 (B.6)
As we mentioned before the evolution of the system in the limit of small ε
has two different time scales. In the second lemma we quantify this statement
giving a rigorous estimate of how much the free evolution of the scattering state
[Ω−1+ χ](y) approximates the exact evolution.
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Lemma B.2. If condition 1 is satisfied then there exists a constant C2 > 0
such that for any t > 0 one has
‖Ψ2(t)−Ψ1(t)‖ ≤ C2
(ε
t
) 3
4
(B.7)
where
Ψ2(t;R, r) ≡
∫
R3
dx′ e−i
t
1+εH
(
R+ εr
1 + ε
− x′
)
ϕ(x′)×
×
∫
R3
dy′ e−i
1+ε
ε tH(r −R− y′) [Ω−1+ χ(·+ x′)] (y′) (B.8)
Proof. Following the notation of [3] we define χx(y) ≡ χ(x + y). By direct
computation we have
‖Ψ2(t)−Ψ1(t)‖2 =
∫
R6
dx dy
∣∣∣∣∣
∫
R6
dx′ dy′e−i
t
1+εH (x− x′)ϕ(x′)×
×
[
e−i
1+ε
ε tH(y − y′) [Ω−1+ χx′] (y′)− e−i 1+εε tHα(y, y′)χx′(y′)
]∣∣∣∣∣
2 (B.9)
Define the unitary operator
Ω+τ = e
iτHαe−iτH (B.10)
and its inverse
(Ω+τ )
−1 = eiτHe−iτHα . (B.11)
Using the unitarity of the free propagator e−itH we obtain
‖Ψ2(t)−Ψ1(t)‖2 =
∫
R3
dx|ϕ(x)|2×
×
∫
R3
dy
∣∣∣∣∣ [Ω−1+ χx] (y)−
[(
Ω+1+ε
ε t
)−1
χx
]
(y)
∣∣∣∣∣
2 (B.12)
Due to the unitarity of the operators Ω+τ and Ω+ we have∥∥(Ω−1+ − (Ω+τ )−1)χ∥∥L2(R3) = ∥∥(Ω+ − Ω+τ )Ω−1+ χ∥∥L2(R3) (B.13)
In the following we will prove that for any η ∈ L22(R3)∥∥(Ω+ − Ω+τ ) η∥∥L2(R3) ≤ C ′τ 34 for τ →∞ (B.14)
In fact from (2.7) we have
[Ω+η] (x) = [F−1+ Fη](x) =
1
(2pi)3
∫
R6
dk dyΦ+(x, k)e−ikyη(y) (B.15)
whereas from its definition[
Ω+τ η
]
(y) =
∫
R6
dz dy′eiτHα(y, z)e−iτH(z − y′)η(y′) (B.16)
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By explicit computation we have(
Ω+ − Ω+τ
)
η =W0η +Wαη (B.17)
with
[W0η] (|x|) = 2i(2pi)2
1
|x|
∫ ∞
0
1− e−i |x|
2−|y|2
4τ
|x|2 − |y|2 g(|y|)d|y| (B.18)
and
[Wαη] (|x|) = 8piiα(2pi)2
1
|x|
∫ ∞
0
d|y|g(|y|)|y|
∫ ∞
0
ds e−is|x| sin s|y|×
×
(
1
4piα+ is
− e−i |x|
2−|y|2
4τ
√−ipiτez2erfc(z)
) (B.19)
with z =
√−iτ
(
4piα+ is+ i |x|2τ
)
and g(|x|) = |x|2 ∫ η(|x|, xθ, xϕ)dΩx.
We start with an estimate for W0. From (B.18) we have
‖W0η‖2L2(R3) ≤
16
(2pi)3
∫ ∞
0
|g(|y|)|2Kτ (|y|)d|y| (B.20)
where
Kτ (|y|) = 1
16τ
3
2
∫ ∞
0
1− cos
(
ξ − |y|24τ
)
(
ξ − |y|24τ
)2 1√ξ dξ ≤ (B.21)
≤ 1
16τ
3
2
[
2 +
√
|y|2
4τ
+ 1
]
(B.22)
We obtain then
‖W0η‖2L2(R3) ≤ D0
[
1
τ
3
2
∫ ∞
0
|g(|y|)|2d|y|+ 1
τ2
∫ ∞
0
|g(|y|)|2|y|d|y|
]
(B.23)
The estimate for the term Wαη in (B.19) will be given in few steps. We write
Wαη as the sum of four terms
[Wαη] (|x|) = 8piiα(2pi)2
1
|x|
∫ ∞
0
d|y|g(|y|)|y|
∫ ∞
0
ds e−is|x| sin s|y|ei |y|
2
4τ ×
×
[
e−i
|y|2
4τ − 1
4piα+ is
+
1− e−i |x|
2
4τ
4piα+ is
+
+ e−i
|x|2
4τ
(
1
4piα+ is
− 1
4piα+ is+ i |x|2τ
)
+
− e−i |x|
2
4τ
(
√−ipiτez2erfc(z)− 1
4piα+ is+ i |x|2τ
)]
(B.24)
We have then
‖Wαη‖2L2(R3) ≤W1 +W2 +W3 +W4 (B.25)
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with
W1 =D
∫ ∞
0
d|x|
∣∣∣∣∣
∫ ∞
0
ds
e−is|x|
4piα+ is
S
(
g(|y|)
|y|
(
1− ei |y|
2
4τ
)
, |y|
)
(s)
∣∣∣∣∣
2
(B.26)
W2 =2D
∫ ∞
0
d|x|
(
1− cos |x|
2
4τ
)
×
×
∣∣∣∣∣
∫ ∞
0
ds
e−is|x|
4piα+ is
S
(
g(|y|)
|y| e
i
|y|2
4τ , |y|
)
(s)
∣∣∣∣∣
2
(B.27)
W3 =
D
4τ2
∫ ∞
0
d|x| |x|2×
×
∣∣∣∣∣
∫ ∞
0
ds
e−is|x|
(4piα+ is)(4piα+ is+ i |x|2τ )
S
(
g(|y|)
|y| e
i
|y|2
4τ , |y|
)
(s)
∣∣∣∣∣
2
(B.28)
W4 =D
∫ ∞
0
d|x|
∣∣∣∣∣
∫ ∞
0
ds e−is|x|
(
√−ipiτez2erfc(z)− 1
4piα+ is+ i |x|2τ
)
×
× S
(
g(|y|)
|y| e
i
|y|2
4τ , |y|
)
(s)
∣∣∣∣∣
2
(B.29)
where D = 16α
2
pi and S
(
f(|y|), |y|)(s) = ∫ ∞
0
sin s|y|f(|y|)d|y| is the Fourier-sin-
transform of f(|y|). Let us define
h(s) =
{
1
4piα+isS
(
g(|y|)
|y|
(
1− ei |y|
2
4τ
)
, |y|
)
(s) s ≥ 0
0 s < 0
(B.30)
so that W1 = 2piD‖hˆ‖2L2((0,∞)) ≤ 2piD‖hˆ‖2L2(R) = 2piD ‖h‖2L2(R), where hˆ is the
usual one dimensional Fourier transform of h(s). A straightforward computation
gives
W1 ≤ D1
τ2
∫ ∞
0
|g(|y|)|2 |y|2d|y| (B.31)
It is easily seen from the definition of W2 that
W2 =2D
∫ ∞
0
d|x|1− cos
|x|2
4τ
(1 + |x|2)2 ×
×
∣∣∣∣∣
∫ ∞
0
ds
(1− d2ds2 )e−is|x|
4piα+ is
S
(
g(|y|)
|y| e
i
|y|2
4τ , |y|
)
(s)
∣∣∣∣∣
2 (B.32)
An integration by parts in the variable s and an estimate of the integral in the
variable |x| for large τ give
W2 ≤ D
τ
3
2
{
1
(4piα)2
∫ ∞
0
d|y||g(|y|)|2+
+
∫ ∞
0
ds
∣∣∣∣∣
(
1− d
2
ds2
) S ( g(|y|)|y| ei |y|24τ , |y|) (s)
(4piα+ is)
∣∣∣∣∣
2} (B.33)
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We rewrite W3 in the following way
W3 =
D
4τ2
∫ ∞
0
d|x|
∣∣∣∣ |x|1 + |x|2
∣∣∣∣2×
×
∣∣∣∣∣
∫ ∞
0
ds
(1− d2ds2 )e−is|x|
(4piα+ is)(4piα+ is+ i |x|2τ )
S
(
g(|y|)
|y| e
i
|y|2
4τ , |y|
)
(s)
∣∣∣∣∣
2 (B.34)
and we use the inequality
∣∣∣∣ dmdsm 14piα+is+i |x|2τ
∣∣∣∣2 ≤ ∣∣∣ dmdsm 14piα+is ∣∣∣2 ∀τ ≥ 0, ∀m ∈ N0
and ∀x ∈ R3, to obtain
W3 ≤ D
τ2
{
1
(4piα)4
∫ ∞
0
d|y||g(|y|)|2+
+
∫ ∞
0
ds
∣∣∣∣∣
(
1− d
2
ds2
) S ( g(|y|)|y| ei |y|24τ , |y|) (s)
(4piα+ is)2
∣∣∣∣∣
2} (B.35)
In the W4 term for τ → ∞ we have |z| → ∞ and we can use the asymptotic
expansion ez
2
erfc(z)− 1√
piz
= − 1
2
√
piz3
+ o
(
1
z5
)
. From the inequality∣∣∣∣ dmdzm
(
ez
2
erfc(z)− 1√
piz
)∣∣∣∣ ≤ ∣∣∣∣ 1√piz3+m
∣∣∣∣ for |z| → ∞ (B.36)
∀m ∈ N0, we obtain
W4 ≤ D
τ2
∫ ∞
0
d|x| 1
1 + |x|2×
×
∫ ∞
0
ds
∣∣∣∣∣
(
1− d
ds
)
1(
4piα+ is+ i |x|2τ
)3S (g(|y|)|y| ei |y|24τ , |y|
)
(s)
∣∣∣∣∣
2
(B.37)
With the same estimate used in (B.34) it is easily seen that
W4 ≤ piD2τ2
∫ ∞
0
ds
∣∣∣∣∣
(
1− d
ds
)
1
(4piα+ is)3
S
(
g(|y|)
|y| e
i
|y|2
4τ , |y|
)
(s)
∣∣∣∣∣
2
(B.38)
Notice that if η ∈ L22(R3) all the integrals in the (B.23), (B.31), (B.33), (B.35),
(B.38) are finite and we get estimate (B.14).
From (B.12) and (B.13) in order to conclude the proof of lemma 2.2 we need to
show that if the initial state satisfies condition A then η = Ω−1+ χx ∈ L22(R3) for
every x ∈ R3 and ∥∥Ω−1+ χx∥∥L22(R3) ≤ C ′(1 + |x|2) 12 (B.39)
We omit the details of this last result that follows easily from an integration by
parts in the explicit definition of the L22 norm of Ω
−1
+ χx.
To conclude the proof of theorem 2.1 we will show that the evolution of the initial
state ϕ(x)[Ω−1+ χx](y) according to the dynamics generated by the Hamiltonian
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H approximate at the order ε the dynamics of the initial state ϕ(R)[(ΩR+)
−1χ](r)
generated by the Hamiltonian Ha.
Using the identity
e−i
t
1+εH
(
ε(r − r′) + (R−R′)
1 + ε
)
e−i
1+ε
ε tH(r − r′ − (R−R′)) =
= e−itH(R−R′)e−i tεH(r − r′)
(B.40)
we obtain
Ψ2(t; r,R) =
∫
R6
dr′ dR′ e−itH(R−R′)e−i tεH(r − r′)×
× ϕ
(
εr′ +R′
1 + ε
)[
Ω−1+ χ
(
εr′ +R′
1 + ε
+ ·
)]
(r′ −R′)
(B.41)
We prove the last lemma
Lemma B.3. There exists a constant C3 > 0 such that for any t > 0 one has
‖Ψ2(t)−Ψa(t)‖ ≤ C3ε (B.42)
Proof. Given the unitarity of the free propagator
‖Ψ2(t)−Ψa(t)‖2 =
∫
R6
dR dr
∣∣∣∣∣ϕ
(
εr +R
1 + ε
)[
Ω−1+ χ
(
εr +R
1 + ε
+ ·
)]
(r −R)+
− ϕ (R) [Ω−1+ χ (R+ ·)] (r −R)
∣∣∣∣∣
2
(B.43)
where we used the relation
[
(ΩR+)
−1χ
]
(r) =
[
Ω−1+ χR
]
(r−R). In the system of
coordinates of the center of mass this reads
‖Ψ2(t)−Ψa(t)‖2 =
∫
R6
dx dy
∣∣∣∣∣ϕ (x) [Ω−1+ χ (x+ ·)] (y)+
− ϕ
(
x− ε
1 + ε
y
)[
Ω−1+ χ
(
x− ε
1 + ε
y + ·
)]
(y)
∣∣∣∣∣
2 (B.44)
In the limit of small ε we can write
‖Ψ2(t)−Ψa(t)‖2 ≤ ε2
∫
R6
dx dy |y|2 ∣∣∇x [ϕ(x)Ω−1+ χx(y)]∣∣2
≤ ε2 ((¦1) + (¦2)) (B.45)
Let us prove that the terms (¦1), (¦2) in (B.45) are finite. Using the definition
(2.7) of Ω−1+ and the explicit form of the generalized functions Φ+(x, k) we
obtain
(¦1) =
∫
R6
dx dy |∇xϕ(x)|2 |y|2
∣∣Ω−1+ χx(y)∣∣2 =
=
(
1
2pi
)3 ∫
R6
dx dk |∇xϕ(x)|2× (B.46)
×
∣∣∣∣∇k ∫
R3
dz
(
e−ikz +
1
4piα− i|k|
ei|k||z|
|z|
)
χx(z)
∣∣∣∣2 ≤ (¦3) + (¦4)
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The estimate of the term (¦3) follows easily
(¦3) =
(
1
2pi
)3 ∫
R3
dx |∇xϕ(x)|2
∫
R3
dz | |z|χx(z)|2 ≤
≤
(
1
2pi
)3 ∫
R3
dx |∇xϕ(x)|2
∫
R3
dz | |z|χx(z)|+
+
(
1
2pi
)3 ∫
R3
dx |∇xϕ(x)|2 |x|2 ‖χ(z)‖2L2(R3)
(B.47)
For the term (¦4) we have
(¦4) =
(
1
2pi
)3 ∫
R6
dx dk |∇xϕ(x)|2
∣∣∣∣ dd|k|
∫
R3
dz
1
4piα− i|k|
ei|k||z|
|z| χx(z)
∣∣∣∣2 ≤
≤(¦5) + (¦6)
(B.48)
with
(¦5) =
∫
R6
dx dk
|∇xϕ(x)|2
((4piα)2 + |k|2)2
∣∣∣∣∫
R3
dz
ei|k||z|
|z| χx(z)
∣∣∣∣2 (B.49)
In (B.49) the only problem is represented by the integral in the variable z.
Making explicit the x dependence of χx(z) we have∣∣∣∣∫
R3
dz
ei|k||z|
|z| χ(z + x)
∣∣∣∣2 = ∣∣∣∣∫
R3
dξ
ei|k||ξ−x|
|ξ − x|(1 + |ξ|2) 12 χ(ξ)(1 + |ξ|
2)
1
2
∣∣∣∣2 ≤
≤
(∫
R3
dξ |χ(ξ)|2(1 + |ξ|2)
)(∫
R3
dξ
1
|ξ − x|2(1 + |ξ|2)
)
=
= ‖(1 + | · |2) 12χ‖2L2(R3)
∥∥∥∥ 1| · |(1 + | ·+x|2) 12
∥∥∥∥2
L2(R3)
(B.50)
where we used Holder’s inequality. An explicit computation shows that∥∥∥∥ 1| · |(1 + | ·+x|2) 12
∥∥∥∥2
L2(R3)
≤ pi
2
|x| (B.51)
We finally estimate the term
(¦6) =
∫
R6
dx dk
|∇xϕ(x)|2
(4piα)2 + |k|2
∣∣∣∣∫
R3
dz χx(z)e−i|k||z|
∣∣∣∣2 (B.52)
To ensure convergence we need that the integral in the variable z goes to zero
at infinity faster than 1/|k|1/2. In fact integrating by parts∣∣∣∣∫
R3
dz χ(z + x)ei|k||z|
∣∣∣∣2 = ∣∣∣∣∫
R3
dξ χ(ξ)
−i
|k|
ξ − x
|ξ − x|∇ξe
i|k||ξ−x|
∣∣∣∣2 ≤
≤ 1|k|2
∫
R3
dξ |∇ξχ(ξ)|2 + 4|k|2
∣∣∣∣∫
R3
dξ
ei|k||ξ−x|
|ξ − x| χ(ξ)
∣∣∣∣2
(B.53)
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We are left to show that also the term (¦2)
(¦2) =
∫
R6
dx dy |ϕ(x)|2 |y|2 ∣∣∇xΩ−1+ χx(y)∣∣2 (B.54)
is finite. Notice that
∣∣∇xΩ−1+ χx(y)∣∣2 = 3∑
i=1
∣∣∂xi(Ω−1+ χx)(y)∣∣2 = 3∑
i=1
∣∣Ω−1+ fi,x(y)∣∣2 (B.55)
with fi,x(z) = ∂xiχx(z) = ∂xiχ(z+x) = fi(z+x). It follows that the estimate for
(¦2) can be obtained with the same procedure used for (¦1), the only difference
being that we must replace χ(x+ z) with ∇χ(x+ z). We conclude that all the
integrals are finite if condition 1 is satisfied.
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Appendix C
Characterization of
Self-Adjoint Extensions of
H0
In this appendix we characterize all the self-adjoint perturbations of the operator
(3.5) in one and three dimensions. The structure of the family of Hamiltonians
obtained as point perturbations of the “free” Hamiltonian introduced in (3.5) is
derived by using the theory of self-adjoint extensions described in appendix A.
C.1 The deficiency subspaces
Consider the Hilbert space
H = L2(Rd)⊗ C2 (C.1)
an element of H can be always written as
Ψ =
∑
σ=±
ψσ(x)⊗ χσ (C.2)
where ψσ(x) ∈ L2(Rd) while χ± are the normalized vectors in C2 satisfying
σxχ± = ±χ±. Where σx is the Pauli matrix that in the standard basis of the
spin operator ~σ is expressed by
σx =
(
0 1
1 0
)
(C.3)
The scalar product in H is
〈Ψ1,Ψ2〉 =
∑
σ=±
(ψ1σ, ψ2σ) , (C.4)
where ( · , · ) indicates the standard product in L2(Rd).
On H consider the symmetric operator
D(H0) = C∞0 (Rd)⊗ C2 H0 = −∆⊗ I+ I⊗ ασx α ∈ R . (C.5)
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A set of independent solutions of equation
(H∗0 − z)Φz = 0 z ∈ C\R, Φz ∈ H (C.6)
is {
Φz± = G
z∓α(x− y)⊗ χ±
Φz1± = (G
z∓α)′(x− y)⊗ χ±
z ∈ C\R d = 1 (C.7)
Φz± = G
z∓α(x− y)⊗ χ± z ∈ C\R d = 3 (C.8)
Function Gz(x) is the integral kernel of the resolvent of the free Laplacian in d
dimensions, i.e. the inverse Fourier transform of
1
k2 − z z ∈ C\R (C.9)
in dimension d, its explicit expression is
Gz(x) =

i
ei
√
z|x|
2
√
z
d = 1
ei
√
z|x|
4pi|x| d = 3
z ∈ C\R+ Im (√z) > 0 (C.10)
(Gz)′ indicates the first derivative of Gz with respect to x
(Gz)′(x) = −sgn(x)e
i
√
z|x|
2
z ∈ C\R+ Im (√z) > 0 d = 1 (C.11)
From (C.7) and (C.8) one easily obtains the deficiency indices n+ and n−. For
d = 1, n+ = n− = 4 while for d = 3, n+ = n− = 2.
Then from the general theory of self-adjoint extensions one obtains that both
in one and three dimensions exist non trivial self-adjoint extensions of H0. For
d = 1 the situation is very rich and the family of self-adjoint extensions is
parameterized by 16 real parameters, while for d = 3 one obtains a 4-real
parameters family of self-adjoint extensions of H0.
For d = 1 we indicate with {e+, e−, e1+, e1−} the orthonormal basis of the
deficiency space Ki
e± =
Gi∓α(x− y)
‖Gi∓α‖ ⊗ χ± (C.12)
e1± =
(Gi∓α)′(x− y)
‖(Gi∓α)′‖ ⊗ χ± (C.13)
and with {e˜+, e˜−, e˜1+, e˜1−} the orthonormal basis of the deficiency space K−i
e˜± = −G
−i∓α(x− y)
‖G−i∓α‖ ⊗ χ± (C.14)
e˜1± = − (G
−i∓α)′(x− y)
‖(G−i∓α)′‖ ⊗ χ± (C.15)
For d = 1
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Gz(x)
‖Gz‖ = i
√
|z|Im (√z)√
z
ei
√
z|x| Im (
√
z) > 0 (C.16)
(Gz)′(x)
‖(Gz)′‖ = −
√
Im (
√
z)sgn(x)
ei
√
z|x|
2
Im (
√
z) > 0 (C.17)
Notice that
‖Gz‖ = ‖Gz¯‖ ‖(Gz)′‖ = ‖(Gz¯)′‖ (C.18)
For d = 3 we indicate with {f+, f−} the orthonormal basis of the deficiency
space Ki
f± =
Gi∓α(x− y)
‖Gi∓α‖ ⊗ χ± (C.19)
and with
{
f˜+, f˜−
}
the orthonormal basis of the deficiency space K−i
f˜± = −G
−i∓α(x− y)
‖G−i∓α‖ ⊗ χ± (C.20)
for d = 3
Gz(x)
‖Gz‖ =
√
Im (
√
z)
2pi
ei
√
z|x−y|
|x− y| Im (
√
z) > 0 (C.21)
and ‖Gz‖ = ‖Gz¯‖
Following formulas (A.7) and (A.8) one obtains that the family of self-adjoint
extensions of H0 is parameterized by the unitary applications U from Ki to K−i.
We indicate the generic element of this family with HU and
D(HU ) =
{
Ψ ∈ H : Ψ = Ψ0 +Φi + UΦi; Ψ0 ∈ D(H0), Φi ∈ Ki
}
HUΨ = H0Ψ0 + iΦi − iUΦi
(C.22)
C.2 One dimension
For d = 1 a generic vector in Ki can be written as
Φi = a1e+ + a2e− + a3e1+ + a4e1− (C.23)
where aj ∈ C and the corresponding vector in K−i by U is
UΦi = a˜1e˜+ + a˜2e˜− + a˜3e˜1+ + a˜4e˜1− (C.24)
with a˜j =
∑
k Ujkak, where Ujk is the four dimensional unitary matrix repre-
senting the application U in the basis {e+, e−, e1+, e1−} and {e˜+, e˜−, e˜1+, e˜1−}.
We want to characterize different self-adjoint extensions in terms of the bound-
ary conditions satisfied by the particle wave function in the corresponding do-
mains. The more general 4× 4 unitary matrix has 16 real independent parame-
ters, we choose a particular form of the unitary matrix with only 8 independents
real parameters. Consider the matrix U
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U =
(
U2 O2
O2 V2
)
U2 =
(
eiθ cosω ei(θ+ρ) sinω
−ei(ϕ−ρ) sinω eiϕ cosω
)
V2 =
(
eiθ1 cosω1 ei(θ1+ρ1) sinω1
−ei(ϕ1−ρ1) sinω1 eiϕ1 cosω1
) (C.25)
where θ, ρ, ϕ, ω, θ1, ρ1, ϕ1, ω1 are real parameters. While O2 is the 2×2 matrix
with all zero entries.
We write the generic element in the domain of HU as
Ψ = ψ+(x)⊗ χ+ + ψ−(x)⊗ χ− (C.26)
In general functions ψ+(x) and ψ−(x) are not continuous and they do not have
continuous derivative in x = y. With straightforward calculations one can check
that the boundary conditions satisfied by the right and left limits of the functions
ψ+, ψ− and of their derivatives are
dψ+
dx
(y+)− dψ+
dx
(y−) = c1
(
ψ+(y+) + ψ+(y−)
)
+ c2
(
ψ−(y+) + ψ−(y−)
)
dψ−
dx
(y+)− dψ−
dx
(y−) = c3
(
ψ+(y+) + ψ+(y−)
)
+ c4
(
ψ−(y+) + ψ−(y−)
)
ψ+(y+)− ψ+(y−) = d1
(
dψ+
dx
(y+) +
dψ+
dx
(y−)
)
+ d2
(
dψ−
dx
(y+) +
dψ−
dx
(y−)
)
ψ−(y+)− ψ−(y−) = d3
(
dψ+
dx
(y+) +
dψ+
dx
(y−)
)
+ d4
(
dψ−
dx
(y+) +
dψ−
dx
(y−)
)
(C.27)
with
c1 =
(1− eiθ cosω)(eiϕ cosω√α+ i−√α− i)− ei(θ+ϕ) sin2 ω√α+ i
C
c2 =
√
Im (
√
i− α)
Im (
√
i+ α)
−iei(θ+ρ) sinω(√α+ i+ (√α− i)
C
c3 =
√
Im (
√
i+ α)
Im (
√
i− α)
ei(ϕ−ρ) sinω(
√
α− i−√α+ i)
C
c4 = i
(1− eiϕ cosω)(eiθ cosω√α− i+√α+ i)− ei(θ+ϕ) sin2 ω√α− i
C
d1 =
(1− eiθ1 cosω1)(eiϕ1 cosω1
√
α− i−√α+ i)− ei(θ1+ϕ1) sin2 ω1
√
α− i
D
d2 =
√
Im (
√
i− α)
Im (
√
i+ α)
−iei(θ1+ρ1) sinω1(
√
α+ i+ (
√
α− i)
D
d3 =
√
Im (
√
i+ α)
Im (
√
i− α)
ei(ϕ1−ρ1) sinω1(
√
α− i−√α+ i)
D
d4 = i
(1− eiϕ1 cosω1)(eiθ1 cosω1
√
α+ i+
√
α− i)− ei(θ1+ϕ1) sin2 ω1
√
α+ i
C
(C.28)
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and
C =
(
eiθ cosω
√
α− i√
1 + α2
+
√
α+ i√
1 + α2
)(
eiϕ cosω
√
α+ i√
1 + α2
−
√
α− i√
1 + α2
)
+
− ei(θ+ϕ) sin2 ω
D =(eiθ1 cosω1
√
α+ i+
√
α− i)(eiϕ1 cosω1
√
α− i−√α+ i)+
− ei(θ1+ϕ1) sin2 ω1
√
1 + α2
(C.29)
For both ψ+(x) and ψ−(x) the difference of the right and left limits in y of the
derivatives depends only on the sum of the value of the right and left limits in
y of the functions. In the same way the difference of the right and left limits of
the functions ψ±(x) in y depends only on the sum of the right and left limits
of the derivative in the same point. This happens because we chose the unitary
matrix as a diagonal block matrix in which the diagonal elements are 2 × 2
unitary matrices.
The discontinuities of the functions ψ±(x) in y depend only on the parameters
characterizing the 2 × 2 matrix V2 while the discontinuities of the derivatives
depend only on the parameters appearing in the 2 × 2 matrix U2. This means
that matrix U2 is connected with δ-like perturbations (continuous functions with
discontinuous derivative) while matrix V2 is connected with δ′-like perturbations
(discontinuous functions but with the same right and left limits of the derivatives
in y). Constants c1, c4 do not depend on ρ as constants d1, d4 do not depend
on ρ1 then the parameters ρ and ρ1 influence only the dependence of ψ+(x)
on ψ−(x) and vice versa, because ρ and ρ1 appear only in off-diagonal terms.
Notice that there is a dependence of ψ+(x) on ψ−(x) and vice versa only if there
are off diagonal terms.
In the following we discuss in detail some very special extensions.
C.2.1 Free dynamics
From (C.28) it is easy to check that if Ujk = δjk (ω = θ = ϕ = ρ = ω1 = θ1 =
ϕ1 = ρ1 = 0), functions ψ±(x) are continuous in y with their first derivative.
Indicating with H the corresponding self-adjoint operator one has
D(H) = H2(R)⊗ C2 H = −∆⊗ I+ I⊗ ασx α ∈ R . (C.30)
H is the generator of the “free” dynamics.
C.2.2 δ-like interactions
A different way to characterize the singular perturbations of a given self-adjoint
operator is to use the Krein’s formula for the resolvent. In this section we show
how to obtain the resolvent of a special class of self-adjoint singular perturba-
tions of H, the one corresponding to vectors with wave function continuous but
with discontinuous first derivative in y.
We indicate with HΘ a generic self-adjoint perturbation of H in this class. From
formula (A.10) we obtain that the resolvent of HΘ can be written as
(HΘ − z)−1 = (H − z)−1 +
∑
σ1,σ2=±
(ΓΘ(z))−1σ1σ2〈Φz¯σ2 , · 〉Φzσ1
z ∈ ρ(H) ∩ ρ(HΘ)
(C.31)
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Where Φz± are defined in (C.7) and Γ
Θ(z) is a matrix defined by
ΓΘ(z)σ1σ2 − ΓΘ(w)σ1σ2 = (w − z)〈Φz¯σ2 ,Φwσ1〉 σ1, σ2 = ±
z, w ∈ ρ(H) ∩ ρ(HΘ) (C.32)
and satisfying
ΓΘ(z)∗ = ΓΘ(z¯) (C.33)
Where ∗ indicates the Hermitian conjugate.
Relation (C.32) does not define univocally matrix ΓΘ. By direct calculation one
can check that the matrix
ΓΘ(z) = Γ0(z) + Θ (C.34)
where Θ is a constant, Hermitian (Θ∗ = Θ), 2× 2 matrix and
Γ0(z) =
(
1
2i
√
z−α 0
0 1
2i
√
z+α
)
(C.35)
satisfies relation (C.32) and (C.33). Different self-adjoint point perturbations of
H are parameterized by different choices of the matrix Θ. Being Θ Hermitian
HΘ is a 4-real parameters family of self-adjoint operators.
From the resolvent formula (C.31) it is easily obtained the structure of the
domain of HΘ
D(HΘ) =
{
Ψ ∈ H : Ψ = Ψz +
∑
σ1,σ2=±
(ΓΘ(z))−1σ1σ2ψ
z
σ2(y)Φ
z
σ1 ;
Ψz ∈ D(H), Ψz =
∑
σ
ψzσ(x)⊗ χσ; z ∈ ρ(H) ∩ ρ(HΘ)
} (C.36)
It is easily seen that if Ψ ∈ D(HΘ) then functions ψ±(x) are continuous but
with discontinuous first derivative. Then operators HΘ belong to the subfamily
of δ-like perturbations of H.
If the unitary matrix Ujk is parameterized as in (C.25) with (V2)jk = δjk, fixed
ω, θ, ϕ and ρ then exists a matrix Θ such that HΘ = HU . In general it is not
easy to find the correspondence between HU and HΘ.
C.2.3 Diagonal δ-like perturbations
A special case in which it is possible to explicitly find the correspondence be-
tween HU and HΘ is the following.
Consider the unitary matrix
U =
(
U2 O2
O2 V2
)
U2 =
(
eiθ 0
0 eiϕ
)
V2 =
(
1 0
0 1
)
(C.37)
where O2 is the 2×2 matrix with all zero entries, θ ∈ [0, 2pi] and ϕ ∈ [0, 2pi]. We
indicate with Hˆ a self-adjoint operator corresponding to this choice of the uni-
tary matrix and we call “diagonal” the 2-real parameters subfamily Hˆ because
the boundary conditions in y do not mix functions ψ+(x) and ψ−(x).
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From boundary conditions (C.27) and (C.28) it is easily seen that functions in
D(Hˆ) are continuous but have first derivative discontinuous, in formulae
D(Hˆ) =
{
Ψ ∈ H : Ψ =
∑
σ=±
ψσ(x)⊗ χσ; ψ± ∈ H1(R) ∩H2(R\{y}),
ψ′±(y
+)− ψ′±(y−) = γ±ψ±(y), −∞ < γ± ≤ +∞
} (C.38)
with γ± satisfying the relation
γ+ = −2
√
1 + α2
Re (e−iθ
√
α+ i) + Re (
√
α+ i)√
1 + α2 − α cos θ − sin θ (C.39)
γ− = 2
√
1 + α2
Im (eiϕ
√
α+ i)− Im (√α+ i)√
1 + α2 + α cosϕ− sinϕ (C.40)
By direct calculation one obtains that the matrix Θ corresponding to (C.37) is
Θσ1σ2 = δσ1σ2(γσ1)
−1. In fact the expression of the resolvent corresponding to
this choice of the matrix Θ is
(Hˆ − z)−1 = (H − z)−1 −
∑
σ=±
2γσ
√
z − σα
iγσ + 2
√
z − σα 〈Φ
z¯
σ, · 〉Φzσ z ∈ ρ(Hˆ)
Im (
√
z ∓ α) > 0
(C.41)
and the domain of Hˆ can be also expressed as
D(Hˆ) =
{
Ψ ∈ H : Ψ = Ψz −
∑
σ=±
2γσ
√
z − σα
iγσ + 2
√
z − σαψ
z
σ(y)Φ
z
σ; Ψ
z ∈ D(H),
Ψz =
∑
σ=±
ψzσ(x)⊗ χσ; −∞ < γ± ≤ ∞; z ∈ ρ(H) ∩ ρ(Hˆ)
}
(C.42)
The action of Hˆ on its domain is
(Hˆ − z)Ψ = (H − z)Ψz z ∈ ρ(H) ∩ ρ(Hˆ) (C.43)
C.3 Three dimensions
In dimension three a generic vector in Ki can be written as
Φi = a1f+ + a2f− Φ ∈ Ki (C.44)
where aj ∈ C and the corresponding vector in K−i by U is
UΦi = a˜1f˜+ + a˜2f˜− (C.45)
with a˜j =
∑
k Ujkak, where Ujk is the four dimensional unitary matrix repre-
senting the unitary application U in the basis {f+, f−} and {f˜+, f˜−}.
The more general 2× 2 unitary matrix has 4 real independent parameters and
can be written as
U =
(
eiθ cosω ei(θ+ρ) sinω
−ei(ϕ−ρ) sinω eiϕ cosω
)
(C.46)
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where θ, ρ, ϕ, ω are real parameters. Notice that being, in dimension three, the
family of self-adjoint extensions of H0 parameterized by only four real param-
eters the unitary matrix (C.46) includes all the possible Hamiltonians that are
an extension of H0.
The generic element in the Hilbert space H can be written as
Ψ = ψ+(x)⊗ χ+ + ψ−(x)⊗ χ− (C.47)
In general if Ψ ∈ D(HU ) functions ψ±(x) have a singularity of order |x− y|−1
near y
ψ±(x) = φreg,±(x) +
q±
4pi|x− y| φreg,±(x) ∈ H
2
loc(R3) (C.48)
where H2loc(R3) indicates the homogeneous Sobolev space of locally square-
integrable functions with their first and second (distributional) derivative.
Functions φreg,±(x) are called the regular parts of ψ±(x) and in the following
we will refer to q± as charges. Different operators in the family HU are char-
acterized by a different relation between the values of the regular parts in the
point y, φreg,±(y), and the value of q±. By straightforward calculations one
obtains that the relation between the charges and φreg,±(y) is
q+ = c1φreg,+(y) + c2φreg,−(y)
q− = c3φreg,+(y) + c4φreg,−(y)
(C.49)
with
c1 = −4pii (1− e
iθ cosω)(eiϕ cosω
√
α− i−√α+ i)− ei(θ+ϕ) sin2 ω√α− i
M
c2 = 4pi
∥∥Gi+α∥∥
‖Gi−α‖
ei(θ+ρ) sinω(
√
α− i−√α+ i)
M
c3 = 4pii
∥∥Gi−α∥∥
‖Gi+α‖
ei(ϕ−ρ) sinω(
√
α+ i−√α− i)
M
c4 = 4pi
(1− eiϕ cosω)(eiθ cosω√α+ i+√α− i)− ei(θ+ϕ) sin2 ω√α+ i
M
(C.50)
and
M = −i
[
(eiθ cosω
√
α+ i+
√
α− i)(eiϕ cosω√α− i−√α+ i)+
− ei(θ+ϕ) sin2 ω
√
1 + α2
] (C.51)
Off-diagonal terms in the matrix Ujk are responsible for the coupling between
the charge q+ and the function φreg,− and of the coupling between the charge
q− and the function φreg,+.
Like in dimension one it is possible to use the Krein’s formula for the resolvent.
It is worth to note that due to dimensionality of the deficiency spaces the 2× 2
matrix ΓΘ(z) completely characterizes all the possible self-adjoint perturbations
of H.
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Indicating with HΘ the generic self-adjoint perturbation of the free operator H
from formula (A.10) one has
(HΘ − z)−1 = (H − z)−1 +
∑
σ1,σ2=±
(ΓΘ(z))−1σ1σ2〈Φz¯σ2 , · 〉Φzσ1
z ∈ ρ(H) ∩ ρ(HΘ)
(C.52)
Where Φzσ are defined in (C.8) and Γ
Θ(z) is a 2 × 2 matrix defined in analogy
with (C.32) and (C.33).
Like in dimension one by direct evaluation one can check that the matrix ΓΘ(z)
written as
ΓΘ(z) = Γ0(z) + Θ (C.53)
where Θ is a constant, Hermitian (Θ∗ = Θ), 2× 2 matrix, and
Γ0(z) =
(√
z−α
4pii 0
0
√
z+α
4pii
)
(C.54)
satisfies the analogue of conditions (C.32) and (C.33).
From the resolvent (C.52) it is easy to obtain the domain and the action of HΘ
D(HΘ) =
{
Ψ ∈ H : Ψ = Ψz +
∑
σ=±
qσΦzσ; Ψ
z ∈ D(H),
Ψz =
∑
σ
ψzσ(x)⊗ χσ; qσ =
∑
σ1=±
(ΓΘ(z))−1σσ1ψ
z
σ1(y);
z ∈ ρ(H) ∩ ρ(HΘ)
} (C.55)
(HΘ − z)Ψ = (H − z)Ψz z ∈ ρ(H) ∩ ρ(HΘ) (C.56)
Notice that the charges q± do not depend on z.
Different self-adjoint perturbations of H are characterized by different choices
of the matrix Θ and there is a one to one correspondence between the family
HΘ and HU .
If HU = HΘ functions ψz± are related to ψreg,± by
ψz±(x) = ψreg,±(x) +
q±
4pi|x− y|
(
1− ei
√
z∓α|x−y|
)
(C.57)
but in general it is not easy to establish the correspondence between matrices
Ujk and Θjk.
C.3.1 Free dynamics, d = 3
The simplest self-adjoint extension of H0 corresponds to choose ω = θ = ϕ =
ρ = 0 in (C.46).
From conditions (C.50) and (C.51) it is easily seen that this choice of the pa-
rameters gives c1 = c2 = c3 = c4 = 0. We indicate with H the self-adjoint
extension corresponding to this choice of the unitary application U . Functions
ψ±(x) in the domain of H have no singularity in x = y, then
D(H) = H2(R3)⊗ C2 H = −∆⊗ I+ I⊗ ασx α ∈ R . (C.58)
H is the generator of the free dynamics in dimension three.
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C.3.2 Diagonal perturbations, d = 3
The choice ω = 0 in (C.46) corresponds to a very simple case for which it is
possible to establish the correspondence betweenHU andHΘ. Like in dimension
one we call “diagonal” the subfamily of self-adjoint extensions corresponding to
ω = 0. Since for this class it is possible to evaluate explicitly the propagator we
discuss it with more detail.
It is a straightforward calculation to check that if ω = 0 conditions (C.50) and
(C.51) give
(C.59)
c1 = 4pi
Re (eiθ
√
α+ i)− Re (√α+ i)√
1 + α2 − α cos θ + sin θ
c2 = 0
c3 = 0
c4 = 4pi
Im (eiϕ
√
α− i)− Im (√α− i)√
1 + α2 + α cosϕ+ sinϕ
(C.60)
Consider the matrix Θσjσk = δσjσkγσj . We indicate with Hˆ the Hamiltonian
corresponding to this choice of the matrix Θ, Hˆ is defined by
D(Hˆ) =
{
Ψ ∈ H : Ψ = Ψz +
∑
σ=±
4piψzσ(y)
4piγσ − i
√
z − σαΦ
z
σ;
Ψz ∈ D(H); Ψz =
∑
σ
ψzσ(x)⊗ χσ;
−∞ < γ± ≤ ∞ , z ∈ ρ(Hˆ)
} (C.61)
(Hˆ − z)Ψ = (H − z)Ψz z ∈ ρ(H) ∩ ρ(Hˆ) (C.62)
To verify that the choice ω = 0 in (C.46) coincides with the operator obtained
by Θσjσk = δσjσkγσj suppose that Ψ ∈ D(Hˆ) and that
Ψ =
(
ψreg,+(x) +
c1ψreg,+(y)
4pi|x− y|
)
⊗ χ+
(
ψreg,−(x) +
c2ψreg,−(y)
4pi|x− y|
)
⊗ χ−
(C.63)
The equality
ψreg,+(x) +
c1ψreg,+(y)
4pi|x− y| = ψ
z
+(x) +
4piψz+(y)
4piγ+ − i
√
z − α
ei
√
z−α|x−y|
4pi|x− y| (C.64)
holds if γ+ = (c1)−1. The analogous equality for the χ−-part of Ψ holds if
γ− = (c2)−1. The operator Hˆ has the same domain of the operator correspond-
ing to the choice ω = 0 then the two operators coincide.
86
Bibliography
[1] R. Adami, G. Dell’Antonio, R. Figari, and A. Teta. The cauchy problem
for the Schro¨dinger equation in dimension three with concentrated nonlin-
earity. Ann. Inst. H. Poincare´ (C) Non Lin. An., 20(3):477–500, 2003.
[2] R. Adami, G. Dell’Antonio, R. Figari, and A. Teta. Blow-up solutions for
the Schro¨dinger equation in dimension three with a concentrated nonlin-
earity. Ann. Inst. H. Poincare´ (C) Non Lin. An., 21(1):121–137, 2004.
[3] R. Adami, R. Figari, D. Finco, and A. Teta. On the asymptotic behaviour
of a quantum two-body system in the small mass ratio limit. J. Phys. A:
Math. Gen., 37:7567–7580, 2004.
[4] R. Adami and A. Teta. A class of nonlinear Schro¨dinger equations with
concentrated nonlinearity. J. Funct. Anal., 180(1):148–175, 2001.
[5] N. Akhiezer and I. M. Glazman. Theory of Linear Operators in Hilbert
Space, volume II. Pitman Advanced Publ., Boston, 1981.
[6] S. Albeverio, Z. Brzez´niak, and L. Da¸browski. Time dependent propagator
with point interactions. J. Phys. A: Math. Gen., 27:4933–4943, 1994.
[7] S. Albeverio, Z. Brzez´niak, and L. Da¸browski. Fundamental solutions of the
heat and Schro¨dinger equations with point interactions. J. Funct. Anal.,
130:220–254, 1995.
[8] S. Albeverio, F. Gesztesy, R. Høegh-Krohn, and H. Holden. Solvable Mod-
els in Quantum Mechanics. Springer Verlag, New York-Berlin-Heidelberg-
London-Paris-Tokyo, 1988.
[9] S. Albeverio, F. Gesztesy, R. Høegh-Krohn, and H. Holden. Solvable Models
in Quantum Mechanics: second edition. AMS Chelsea Publ., 2005.
[10] S. A. Avdonin, L. A. Dmitrieva, Y. A. Kuperin, and V. V. Sartan. Solvable
model of spin-dependent transport through a finite array of quantum dots.
J. Phys. A: Math. Gen., 38:4825–4833, 2005.
[11] F. A. Berezin and L. D. Faddeev. A remark on Schro¨dinger’s equation with
a singular potential. Soviet Math. Dokl., 2:372–375, 1961.
[12] H. Bethe and R. Peierls. Quantum theory of the diplon. Proc. Roy. Soc.
(London), 148A:146–156, 1935.
87
[13] P. Blanchard, D. Giulini, E. Joos, C. Kiefer, and I.-O. Stamatescu. Deco-
herence: Theoretical, Experimental and Conceptual Problems. Number 538
in Lect. Notes in Phys. Springer, 2000.
[14] Z. Brzez´niak and B. Jefferies. Characterization of one-dimensional point
interactions for the Schro¨dinger operator by means of boundary conditions.
J. Phys. A: Math. Gen., 34:2977–2983, 2001.
[15] C. Cacciapuoti, R. Carlone, and R. Figari. Decoherence induced by scat-
tering: a three-dimensional model. J. Phys. A: Math. Gen., 38:4933–4946,
2005.
[16] C. Cacciapuoti, R. Figari, and A. Posilicano. Point interactions in acoustics:
One dimensional models. arXiv:math-ph/0504083, 2005.
[17] P. R. Chernoff and R. J. Hughes. A new class of point interactions in one
dimension. J. Funct. Anal., 111:97–117, 1993.
[18] M. Correggi and G. Dell’Antonio. Decay of a bound state under a time-
periodic perturbation: a toy case. J. Phys. A: Math. Gen., 38:4769–4781,
2005.
[19] M. Correggi, G. Dell’Antonio, R. Figari, and A. Mantile. Ionization for
three dimensional time-dependent point interactions. Commun. Math.
Phys., 257:169–192, 2005.
[20] G. Dell’Antonio. On decoherence. J. Math. Phys., 44:4939–4956, 2003.
[21] G. Dell’Antonio and G. Panati. The flux-across-surfaces theorem and zero-
energy resonances. J. Stat. Phys., 116:1161–1180, 2004.
[22] P. A. M. Dirac. Classical theory of radiating electrons. Proc. R. Soc.
London, Ser. A, 167:148–169, 1938.
[23] D. Du¨rr, R. Figari, and A. Teta. Decoherence in a two-particle model. J.
Math. Phys., 45:1291–1309, 2004.
[24] E. Fermi. Sul moto dei neutroni nelle sostanze idrogenate. Ricerca Scien-
tifica, 7:13–52, 1936. English translation in E. Fermi Collected Papers, vol.
I, Italy, 1921-1938. University of Chicago Press, Chicago-London, 1962,
pp. 980-1016.
[25] M. R. Gallis and G. N. Fleming. Environmental and spontaneous localiza-
tion. Phys. Rev. A, 42:38–48, 1990.
[26] D. Giulini, E. Joos, C. Kiefer, J. Kupsch, I.-O. Stamatescu, and H. D. Zeh.
Decoherence and the Appearance of a Classical World in Quantum Theory.
Springer, 1993.
[27] K. Hornberger and J. E. Sipe. Collisional decoherence reexamined. Phys.
Rev. A, 68:012105, 2003.
[28] L. Infeld and P. Wallace. The equation of motion in electrodynamics. Phys.
Rev., 57:797–806, 1940.
88
[29] E. Joos and H. D. Zeh. The emergence of classical properties through
interaction with the environment. Z. Phys., B59:223–243, 1985.
[30] J. Kijowski. Electrodynamics of moving particles. Gen. Rel. Grav., 26:167–
201, 1994.
[31] R. d. L. Kronig and W. G. Penney. Quantum mechanics of electrons in
crystal lattices. Proc. Roy. Soc. (London), 130A:499–513, 1931.
[32] M. Marino. Classical electrodynamics of point charges. Ann. Phys., 301:85–
127, 2002.
[33] N. F. Mott. The wave mechanics of α-ray tracks. Proc. Roy. Soc. A,
126:79–84, 1929.
[34] O. Nairz, M. Arndt, and A. Zeilinger. Quantum interference experiments
with large molecules. Am. J. Phys., 71(4):319–325, 2003.
[35] D. Noja and A. Posilicano. The wave equation with one point interaction
and the (linearized) classical electrodynamics of a point particle. Ann. Inst.
Henri Poincare´, 68:351–377, 1998.
[36] D. Noja and A. Posilicano. On the point limit of the Pauli-Fierz model.
Ann. Inst. Henri Poincare´, 71:425–457, 1999.
[37] A. Posilicano. A Kre˘ın-like formula for singular perturbations of self-adjoint
operators and applications. J. Funct. Anal., 183:109–147, 2001.
[38] A. Posilicano. Singular perturbations of abstract wave equations. J. Funct.
Anal., 223:259–310, 2005.
[39] M. Reed and B. Simon. Methods of Modern Mathematical Physics, volume
I: Functional Analysis. Academic Press, New York-San Francisco-London,
1972.
[40] M. Reed and B. Simon. Methods of Modern Mathematical Physics, vol-
ume II: Fourier Analysis, Self-Adjointness. Academic Press, New York-San
Francisco-London, 1975.
[41] M. Reed and B. Simon. Methods of Modern Mathematical Physics, vol-
ume IV: Analysis of Operators. Academic Press, New York-San Francisco-
London, 1978.
[42] M. Reed and B. Simon. Methods of Modern Mathematical Physics, volume
III: Scattering Theory. Academic Press, New York-San Francisco-London,
1979.
[43] S. Scarlatti and A. Teta. Derivation of the time-dependent propagator for
the three-dimensional Schro¨dinger equation with one point interaction. J.
Phys. A: Math. Gen., 23:L1033–L1035, 1990.
[44] M. Schlosshauer. Decoherence, the measurement problem, and interpreta-
tions of quantum mechanics. Rev. Mod. Phys., 76(4):1267–1305, 2004.
[45] G. Sewell. On the mathematical structure of quantum mechanics.
arXiv:math-ph/0505032, 2005.
89
[46] B. Simon. Quantum Mechanics for Hamiltonians Defined as Quadratic
Forms. Princeton University Press, Princeton, 1971.
[47] A. Soffer and M. Weinstein. Nonautonomous Hamiltonians. J. Stat. Phys.,
93(1-2):359–391, 1998.
[48] A. Soffer and M. Weinstein. Time dependent resonances theory. Geom.
Funct. Anal., 8:1–43, 1998.
[49] A. Soffer and M. Weinstein. Resonances, radiation damping and instability
in Hamiltonian nonlinear wave equations. Invent. Math., 136:9–74, 1999.
[50] H. Spohn. Dynamics of Charged Particles and their Radiation Field. Cam-
bridge Univ. Press, 2004.
[51] M. Tegmark. Apparent wave function collapse caused by scattering. Found.
Phys. Lett., 6:571–579, 1993.
[52] J. D. Templin. Radiation reaction and runaway solutions in acoustics. Am.
J. Phys., 67(5):407–413, 1999.
[53] L. H. Thomas. The interaction between a neutron and a proton and the
structure of H3. Phys. Rev., 47:903–909, 1935.
[54] U. G. Unruh. Maintaining coherence in quantum computers. Phys. Rev.
A, 51(2):992–997, 1995.
[55] K. Yajima. The wk,p-continuity of wave operators for Schro¨dinger opera-
tors. J. Math. Soc. Japan, 47(3):551–581, 1995.
[56] H. D. Zeh. On the interpretation of measurement in quantum theory.
Found. of Phys., 1:69–76, 1970. Also reprinted inWheeler and Zurek (1983).
[57] H. D. Zeh. Toward a quantum theory of observation. Found. of Phys.,
3:109–116, 1973.
[58] W. H. Zurek. Pointer basis of quantum apparatus: Into what mixture does
the wave packet collapse? Phys. Rev. D, 24:1516–1525, 1981.
[59] W. H. Zurek. Environment-induced superselection rules. Phys. Rev. D,
26:1862–1880, 1982.
[60] W. H. Zurek. Decoherence and the transition from quantum to classical.
Phys. Today, 44:36–44, 1991.
[61] W. H. Zurek. Decoherence, einselection, and the quantum origins of clas-
sical. Rev. Mod. Phys., 75:715–775, 2003.
90
