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In a recent paper, Hajnal, Maass, and Turan analyzed the communication complexity of 
graph connectivity. Building on this work, we develop a general framework for the study of 
a broad class of communication problems which has several interesting special cases including 
the graph connectivity problem. The approach is based on the combinatorial theory of 
alignments and lattices. 0 1993 Academic Press. Inc. 
1. INTR~DDCTI~N 
Communication complexity is concerned with the question: how much informa- 
tion do two processors need to exchange to compute a specified function S that 
depends on both of their inputs? The minimum number of bits that must be com- 
municated is the deterministic communication complexity of jI This complexity 
measure was introduced by Yao [Yl] (as a variant of a model introduced by 
Abelson [A]) to focus attention on the inherent cost of information transfer 
associated with a given distributed computation. The model has been used to prove 
time-area trade-offs for VLSI circuits [AUY; HR; HS; J; LS; MS; T; Y2 3 and has 
been studied for its own sake as an interesting abstract model of computation, with 
natural analogs to nondeterminism, probabilism, and alternation [AFR; BFS; 
DGS; JPS; PSn; PSr]. These papers introduce general techniques for proving upper 
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and lower bounds on communication complexity and apply them to determine the 
complexity of specific classes of functions. More recently, surprising connections 
have been established between this model and the Boolean decision tree model 
[HMT], depth of Boolean circuits [KW], and combinatorial optimization [Y]. 
A problem that plays a key role in this area (see, e.g., [BFS] ) is : 
Set disjointness (SD). Each processor is given a set (from a finite universe X 
of size n) and the two processors must determine whether their two sets are disjoint. 
Trivially n bits of communication suffice: one processor tells the other the 
incidence vector of its subset. There is also a simple information-theoretic lower 
bound of log n. It has in fact been shown (see, e.g., [BFS], or apply Theorem 6.6 
below) that the upper bound is tight. 
Natural variants of this problem arise in a number of settings: 
Convex set disjointness (CSD). The universe X is a finite subset of Euclidean 
d-space. Each processor is given a finite subset of X and the two processors must 
determine whether the intersection of convex hulls of their two sets contains a point 
from X. 
Vector disjointness (VD). The universe X is a finite set of vectors from some 
vector space. Each processor is given a subset of X and the two processors must 
determine whether the intersection of the subspaces spanned by each set contains 
a common vector from X. 
Tree disjointness (TD). Each processor is given a subtree of a fixed tree on 
vertex set X and the two processors must determine whether the trees have a vertex 
in common. 
Other problems with a similar flavor include: 
Graph connectivity (GC). Each processor is given a graph on vertex set V and 
the two processors must determine if the union of the graphs is connected. 
Graph (s, t)-connectivity (STC). Each processor is given a graph on vertex set 
I/ and the two processors must determine if the union has a path from s to t. 
Vector space spun (VSS). Each processor is given a set of vectors (from a 
finite set of vectors X) and it must determine whether the union of their sets spans 
the whole space. 
For each of these problems one can establish trivial upper and lower bounds on 
their communication complexity. Recently, Hajnal et al. [HMT] showed that the 
trivial upper bound on the graph connectivity problem is tight. As we will see, the 
trivial upper bound is also tight for problems VD, STC, and VSS while for TD and 
CD there are protocols that come very close to the lower bound. 
In this paper, we define and investigate a broad class of communication problems 
that include all of the above as special cases. We provide a general combinatorial 
framework for studying this class of problems and prove upper and lower bounds 
for their deterministic and nondeterministic communication complexities. 
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The natural setting for studying these problems is the combinatorial theory of 
alignments. A family L of subsets of X is an alignment if XE L and L is closed under 
intersection. For an alignment L, we consider: 
Disjointness problem for L. Each processor is given a set from L and the two 
processors must determine whether the two sets are disjoint. 
It is not hard to see that the three variants of set disjointness above can be 
formulated in this way. For instance, for the convex set disjointness problem the 
alignment L consists of all subsets of X that are obtained by intersecting X with a 
convex subset of Rd. 
Associated to any alignment L on a set X is the map 2, from the power set of 
X to itself, where n,(Y) is the intersection of all sets in L that contain Y. The set 
l,(Y) is called the AL-span (or simply the span) of I’. Two further communication 
problems for L are: 
Span problem for L. Each processor is given a member of L and the two 
processors must determine whether the span of the union of their two sets is X. 
Element-span problem for L and x E X. Each processor is given a member of 
L and the two processors must determine whether the span of the union of their 
two sets contains x. 
Both graph connectivity and vector space span are instances of the span problem 
while graph (s, t)-connectivity is an instance of the element span problem. 
We introduce one additional class of communication problems, which is defined 
with respect to a monotone collection C of subsets of X (C E C and D 2 C implies 
DEC), rather than an alignment on X: 
Union problem for C. Each processor is given a subset of X and the two 
processors must determine whether the union of their two sets is in C. 
This problem is also easily seen to encompass the graph connectivity, (s, t)- 
connectivity, and vector space span problems. 
The main results of this paper are: 
( 1) General characterizations of the deterministic and nondeterministic com- 
plexities of the above four general problems are provided. Also, these problems are 
shown to be equivalent to each other in a very strong sense; e.g., for any monotone 
set family C, there is an alignment L (on a different underlying set) that is easily 
definable from C such that any communication protocol solving the disjointness 
problem for L can be regarded as a protocol for the union problem for C and vice 
versa. Thus, their communication complexities are the same. Similar reductions 
hold between any pair of these problems. These equivalences are easy but useful: 
any result about the communication complexities of problems from any one of 
these classes implies a corresponding result about the other three. 
(2) A deterministic communication protocol is a one-way protocol if only one 
processor transmits bits. A communication problem is one-way optimal if it has a 
one-way protocol that has optimal bit complexity. An alternate formulation of the 
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previously mentioned [HMT] result is: the graph connectivity problem is one-way 
optimal. Here, by extending the methods of [HMT], one-way optimality is estab- 
lished for the disjointness, span, and element span problems for any matroid L. In 
particular, this settles a question posed by [HMT] concerning the communication 
complexity of graph (s, t)-connectivity. (Our result was used in [HMT] to prove 
a lower bound in a more general model). Also the disjointness and span problem 
for the alignment consisting of faces of a convex polytope is one-way optimal. 
(3) One of the main results in the theory of communication complexity is a 
lower bound of Mehlhorn and Schmidt [MS] that says that the deterministic com- 
plexity of a boolean function is at least the base-two logarithm of the rank (over 
any field) of the matrix representing it. It is not known how good this bound is, in 
general; in particular it is not known whether the deterministic complexity can be 
bounded above by a polylogarithmic function of the rank. For the class of problems 
described in this paper, we show that this is indeed the case: the deterministic com- 
plexity is at most the square of the logarithm of the rank. This result follows from 
a new general upper bound on communication complexity (Theorem 2.8) which is 
related to a previous upper bound of Aho et al. [AUY]. This enables us to identify 
a broad class of disjointness problems that are not one-way optimal, which include 
the convex set disjointness problem and the tree disjointness problem. We give an 
explicit efficient protocol for the planar convex set disjointness problem. We present 
a protocol for the tree disjointness problem that achieves a deterministic complexity 
of loglX( + log loglX1 + O(l), which nearly matches the best lower bound of log(XI. 
Both of these examples belong to an important general class of alignments called 
convex geometries which provides a combinatorial abstraction of convexity in the 
same way that the class of matroids provides an abstraction of linear independence. 
We present some general results about the disjointness problem for these 
alignments. 
In Section II, general definitions and results about communication complexity 
are presented. In Section III, the necessary combinatorial machinery about 
alignments is introduced. Section IV establishes the equivalences among the four 
general problems stated above. Section V presents some general results about the 
nondeterministic communication complexity of the disjointness problem for 
alignments. The deterministic complexity of this problem is considered in 
Section VI and the one-way optimality for the disjointness, span, and element 
span problems for matroids is proved. In Section VII, the disjointness problem for 
convex geometries is investigated and efficient protocols for various cases (including 
the convex set disjointness problem and tree disjointness problem) are presented. 
Section VIII is a discussion of open problems. 
II. COMMUNICATION COMPLEXITY 
In this section, basic definitions and results about communication complexity are 
reviewed. 
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Let M, and M, be finite sets. Formally, a deterministic communication protocol 
on M, x M2 is a decision procedure which takes as input (m, , mz) in M, x M2 and 
outputs either “accept” or “reject.” It is represented by a decision tree algorithm on 
a rooted tree T whose nodes are of two types. An internal node of type i (for 
iE { 1,2}) is labelled by a function from Mi to the set of children of that node. 
A leaf of type i is labelled by a function from Mi to {“accept,” “reject”}. For any 
(ml, m,) in M, x M,, evaluating each type 1 node at m, and each type 2 node at 
m, specifies a path from the root to a unique leaf of the tree, whose function value 
is either “accept” or “reject.” The relation Q computed by the protocol is the set of 
pairs (m,, m2) that lead to an accepting leaf. 
In this definition, a node of type i corresponds to a transmission by processor i 
and the branches emanating from the node correspond to the set of possible 
messages that might be transmitted. Arrival at a leaf of type i corresponds to 
processor i deciding whether to accept or reject the input. Intuitively, upon termina- 
tion, the other processor “knows” that the protocol is over, but may not know 
whether the input was accepted or rejected. 
If every internal node has exactly two children then the protocol is binary. The 
usual definition of deterministic communication complexity of a relation is the 
minimum depth of a binary protocol that computes the relation. For our purposes, 
it is convenient to extend this definition to general (nonbinary) protocols by 
assigning a cost to each branch from a node equal to the (base 2) logarithm of the 
number of branches from that node (This corresponds to the number of bits needed 
to encode the choice, except that we do not round to the next higher integer). The 
complexity of the protocol is then the maximum sum of edge costs along any path 
from the root to a leaf. A simple induction yields: 
PROPOSITION 2.1. The complexity of a communication protocol is at least the 
logarithm of the number of leaves. 
The deterministic communication complexity of the relation, A(Q), is the 
minimum complexity of any deterministic protocol that computes Q. 
An alternation in a protocol is a node of one type whose parent is of the other 
type. The protocol has k alternations if the maximum number of alternations along 
any path from the root to a leaf is k. Ak(Q) denotes the minimum complexity of 
any deterministic protocol with at most k alternations that computes Q. Thus A(Q) 
is equal to the minimum over k of Ak(Q). 
A deterministic protocol is a one-way protocol if all communication originates 
from one of the processors, i.e., the protocol has at most one alternation. Thus, the 
one-way deterministic complexity of Q, the minimum complexity of any one-way 
protocol, is equal to A, (Q). A relation is one-way optimal if A(Q) = A, (Q). 
Nondeterministic communication complexity was introduced by Lipton and 
Sedgewick [LS] and studied in [PSr; JPS; BFS]. An alternative but equivalent 
definition is used here. A proof scheme for a relation Q in M, x M, consists of an 
auxiliary set P of proofs together with two relations V,, V, contained respectively 
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in M, x P and M2 x P, such that a pair (ml, ml) is in Q if and only if there exists 
a proof p E P such that both (m, , p) E V, and (m,, p) E V,. Intuitively, each pro- 
cessor verities the proof independently and the input is accepted only if both accept 
it. For example, a trivial proof scheme for Q has P = M, and V, = Q and V, equal 
to the identity relation. The complexity of the proof scheme is defined to be log(P(. 
The nondeterministic complexity of Q, denoted v(Q), is equal to the minimum com- 
plexity of a proof scheme for Q. Note that, while the definition of deterministic 
complexity implies that it is the same for Q and for its complementary relation 
N Q, this is not in general true for the nondeterministic complexity. 
The characteristic matrix of the relation Q is the M, x M, matrix with 
AQ(m,, m2) = 1 if (m,, m*)E: Q and 0 otherwise. Two relations that have the same 
characteristic matrix are, from the standpoint of communication complexity, identi- 
cal. More generally, given two relations Q on M, x M, and P on N, x N,, there are 
certain natural conditions under which every protocol (deterministic or nondeter- 
ministic) for P gives rise to a protocol of identical complexity for Q. The relation 
Q is communication-reducible to P if there are functions f, from M, to N, and f2 
from M, to Nz such that (m,, m2) E Q-C+ (fi (m,), fz(ms)) E P. If such a reduction 
holds, any communication protocol for P can be viewed as one for Q ; on input 
(ml, m,), simply apply the protocol for P to (f(ml),f(m,)). (This notion is 
essentially the same as the rectangular reductions described in [BFS].) If Q is 
reducible to P and vice versa, then they are communication-equivalent. 
For a relation Q on M, x M,, two elements of M, (resp., M2) are said to be 
Q-equivalent if they are related to exactly the same set of elements; i.e., their 
corresponding rows (resp., columns) in A, are identical. The Q-equivalence class of 
mi is denoted [mi] and the set of classes is denoted M”. The compression QC of 
Q is the relation on M? x 447 with (Cm,], Cm*]) E Qc if and only if (m,, mz) E Q. 
It is easily seen that Q is communication-equivalent to QC. Indeed it is easy to show 
that two relations Q and P are communication-equivalent if and only if Qc and P’ 
are isomorphic as relations. 
We now review some of the characterizations of and bounds on deterministic and 
nondeterministic complexity. First of all the one-way complexity of a relation can 
be exactly characterized. 
PROPOSITION 2.2. ForanyrelationQonM,xM,,d,(Q)=log(min(~Mt)~, IMfI}). 
Proof The upper bound is obtained by using a protocol where one processor 
tells the other the Q-equivalence class of its input. The lower bound comes from 
Proposition 2.1 and the observation that for any one-way protocol in which pro- 
cessor i transmits, all of the possible inputs that arrive at a particular leaf must be 
Q-equivalent; thus the number of leaves is at least the number of Q-equivalence 
classes. 1 
d(Q) is easily bounded below by both v(Q) and v( -Q). Aho et al. [AUY] 
proved a remarkable O(v(Q) v( -Q)) upper bound on deterministic complexity, 
which was relined by Halstenberg and Reischuk [HR]: 
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THEOREM 2.3. d(Q)=v(Q)v(-Q)(l+o(l)). 
A relation of the form R = N, x N,, where N, and Nz are subsets, respectively, 
of M, and M, is called a rectangle of M, x Mz. A rectangle cover (resp., rectangle 
partition) of Q is a set of rectangles (resp., pairwise disjoint rectangles) whose union 
is Q. Let rc(Q) (resp. k-‘(Q)) denote the minimum size of a rectangle cover (resp. 
rectangle partition) of Q. For any proof scheme the set of inputs (m,, m2) accepted 
by a given proof p is a rectangle, and the set of all such rectangles is a rectangle 
cover. Conversely, any rectangle cover of Q can be used as the set P for a proof 
scheme for Q. Thus 
THEOREM 2.4 [JPS]. v(Q) = log IC( Q). 
Let n(Q) be the minimum number of leaves of any deterministic protocol for Q. 
Let p(Q) denote the rank of the matrix A, over the reals. The following sequence 
of bounds on deterministic complexity summarizes results of Yao [Yl ] and 
Mehlhorn and Schmidt [MS]: 
THEOREM 2.5. For any relation Q, 
lwmin(lMfI, IM~I}~d,(Q>~d(Q)~logn(Q> 
2 log K’(Q) 2 log p(Q). 
This theorem provides a criterion for one-way optimality : 
COROLLARY 2.6. Zf the rank of A, is equal to the number of distinct rows or to 
the number of distinct columns then Q is one-way optimal. 
The inequality d(Q)alog p(Q), which was introduced in [MS], is called the 
rank lower bound. How good is this bound? The following appears to be open: 
Problem 2.7. Is there an integer k such that for any relation Q, 
d(Q) G (log P(Q))“? 
The following result, which is closely related to Theorem 2.3, will allow us to 
prove an affirmative answer (Theorem 6.4) to this question for the class of 
communication problems considered in this paper. 
THEOREM 2.8. d(Q)<(v( -Q)+2)(logp(Q)+ 1). 
Proof. Let B, , Bz, . . . . B, be a minimum cover of N Q by rectangles. Then in A, 
each Bi corresponds to an all 0 submatrix. Let Ri and Ci be the submatrices of A, 
consisting of the rows, resp. columns, that meet B,. Then the intersection of R, and 
Ci is Bi and it is easy to see that p(R,) +p(Ci) <p(A,) and hence at least one of 
Ri and Cj has rank at most p(Aa)/2. Call Bi type I if p(R,) G&Ae)/2 and type II 
otherwise. 
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Consider the following protocol. Processor 1 (which has a specified row of A,) 
sends “0” if no type I rectangle contains that row. Otherwise, it sends a “1” followed 
by the index of such a rectangle. If the second processor receives a “0,” then it sends 
a “0” if no type II rectangle contains its column and otherwise sends a “1” followed 
by the index of such a rectangle. Note that the total number of bits transmitted is 
at most 2 + log s = 2 + v( N Q). 
If both messages were “0” then the entry of the matrix corresponding to the row 
and column must be “1,” and the input is accepted. Otherwise, the problem is 
restricted to a submatrix whose rank is at most half the original rank, at the cost 
of at most 2 +v( N Q) bits, and the theorem follows by induction. 1 
Finally, we note that if there is an optimal protocol with a small number of 
alternations then the inequality d(Q) > log /I(Q) is nearly tight : 
LEMMA 2.9. Suppose there exists a deterministic protocol T for Q with A leaves 
and t alternations. Then there exists a binary deterministic protocol for Q whose depth 
is at most log A + t. 
Proof. By induction on t. Suppose the root is type 1. We may assume that all 
non-leaf children of the root are type 2 (if there is any branch of T joining two 
internal nodes of the same type, that branch can be contracted without changing 
the number of leaves or alternations). Let vi, . . . . v, be the children of the root, Tj 
be the subprotocol starting from vi and /ii be the number of leaves of Ti. Each of 
these subprotocols has at most t - 1 alternations so, by induction, Ti can be 
replaced by a binary protocol of depth at most log ni + t - 1. Thus, it is enough to 
construct a binary tree with leaves vl, . . . . v, (whose internal nodes are type 1) such 
that the path from the root to vi has length at most di = Llog /i - log .4J + 1. This 
corresponds to finding a variable length binary encoding of the alternatives from 
that node in order to balance the protocol tree. The Kraft inequality (see, e.g., 
[Gal) asserts that this is possible if and only if C 2-4 < 1, which holds since 
n=Cni. 1 
III. COMBINATORIAL PRELIMINARIES 
A. Alignments, Closure Operators, and Lattices 
For a finite set X, P(X) denotes the set of subsets of X. A collection L of subsets 
of X is an alignment if for any subfamily G of L, the intersection of all of the sets 
in G (denoted n G) is a member of L. (Here the intersection of the empty family 
is defined to be X). The members of L are called the flats of the alignment. We will 
usually assume that the empty set belongs to L. 
Associated to every alignment L is a map AL from P(X) to L, defined by 
n,(Y) = n (A E L 1 A 2 Y}. It is easy to check that this map satisfies the axioms of 
a closure operator on X, i.e., (i) A,( Y)z Y, (ii) 22 Y implies &(2)=,&J Y), and 
(iii) A,(&( Y))= n,(Y), and that L consists of all sets fixed by &,. Conversely, 
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given any closure operator II on X, the collection of sets fixed by 2 (called the 
A-closed sets) is an alignment L and A = I,. The image of a set Y under 1. is called 
the &span of Y. 
A flat Y in L is prime if Y = fl G only for subfamilies G of L that contain Y. 
Observe that X is not prime since it is the intersection of the empty family. The set 
of primes of L is denoted D(L), and its cardinality by z(L). For each flat Y of L, 
let Y* denote the set of primes that contain Y. The collection L* of sets Y* is an 
alignment on 17(L) called the dual alignment of L. 
PROPOSITION 3.1. Every set Y in L is the intersection qf the sets in Y*. 
An alignment L can also be viewed as a partially ordered set under the inclusion 
ordering. L is a latrice, i.e., every subset of flats has a greatest lower bound in L 
(their intersection) and a least upper bound (the &-span of their union). The least 
upper bound (or join) of A and B is denoted A v B. Conversely, every finite lattice 
can be represented (non-uniquely) by an alignment L: if L is a lattice then the 
family of sets A,= {J~EL( ~6x1, where x ranges over elements of L is an 
alignment on the set L whose lattice structure is equivalent to L. Borrowing from 
lattice terminology, a minimal nonempty set in L is an atom and L is atomic if every 
nonempty member of L is a join of atoms. The set of atoms is denoted A(L). In 
lattice theory, prime elements are meet irreducible. 
As usual, two lattices are isomorphic if there is an order preserving bijection 
between their elements. Note that the dual alignment L* is isomorphic to the dual 
lattice, obtained by reversing the order relation in L. 
A splitting set for L is a flat whose complement is a flat; the number of splitting 
sets is denoted J/(L). A flat Y is L-free (or simply, free) if all of its subsets are flats. 
The number of free sets of L is denoted b(L). If all members of L are free, then 
L = P(X), and we say that L is the free alignment on X. 
An element y of a set Y is an extreme point of Y if y 4 A( Y - JJ); otherwise y is 
an interior point. Note that a free set is a member of L with no interior points. 
ExJ 2’) denotes the set of extreme points of Y. 
A Helly family is a minimal collection of sets having empty intersection. The 
Helly number h(L) of an alignment L is the size of the largest subfamily K of L that 
is a Helly family. Note the maximal proper subsets of an L-free set comprise a Helly 
family in L, hence: 
F'ROPOSITION 3.2. For an-v alignment L, h(L) is at least the size of the largest 
L-free set. 
The truncation of an alignment L by an element x E X is the alignment L # x on 
X consisting of X and all flats of L that do not contain x. If A is a subset of X, the 
restriction of L to A is the alignment L, = { Y n A : YE L > on A. The contraction of 
L by A is the alignment L/A= {Y-AI YEL, YzA} on X-A. A separation of L 
is a proper nonempty subset A of X such that L, = L/(X-A) and LX-, =L/A, 
equivalently, n,(Y) = (A n A,( Yn A)) u ((X-A) n A,( Yn (X-A)) for all Y. An 
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alignment with no separation is connected. A maximal set A such that L, is con- 
nected is a connected component of L. It is easy to check that if L is disconnected 
then the connected components of L are the minimal separations of L and they 
partition X. The following technical lemma will be useful: 
LEMMA 3.3. Let XE X and Y be a flat not containing x. Let Y” denote the 
complement (in X) of the connected component of L/Y that contains x. Then 
(i) L/Y” is connected 
(ii) for any set 2, x E I,( Y u Z) if and only if x E A,( Y” u Z). 
Proof. Let X’ = X- Y and M = L/Y, and let A = X- Y” be the connected 
component of M that contains x. Then since A is a connected component of M, 
L/Y*=M/(X’- A)=MA is connected. Now for any Z, XEJ~(YUZ) trivially 
implies x61ZL(YXuZ). Conversely, XE&(Y~UZ) implies xE&,,(ZnA). 
Now since L/Y” = M, this implies that x E ,$,,(Z n A) which implies that 
XE&(YUZ). 1 
B. Some Matrices Associated with an Alignment 
A finite partially ordered set P is representable by its P x P incidence matrix c,,, 
defined by cp(x, y) = 1 if x <p y and 0 otherwise. This matrix is nonsingular; its 
inverse is the Mobius matrix pp. (Properties of this matrix have been studied 
extensively; the classical reference is [Ro]; see also [Gr; St].) Using the definition 
of matrix inversion, it is easy to derive: 
/4X? y)=O for all x, y E P for which 
x is not less than or equal to y 
/4x, x) = 1 for all x E P, 
(3.1) 
C p(x, z) = C ~(z, y) =O, for all x < y. 
;:IZ<:<?, ::.XgZ<y 
The disjointness indicator D, of an alignment L is the Lx L matrix with 
DL( Y, Z) = 1 if Y and Z are disjoint and 0 otherwise. The rank of this matrix (over 
the reals) is denoted r(L). Similarly, the matrix S,, the span indicator, is the Lx L 
matrix with S,( Y, Z) = 1 if Y v Z = X and 0 otherwise; its rank is denoted by 
r*(L). It follows from the dual isomorphism of L and L* that S, = D,, and hence 
r*(L) = r(L*). The following key result was proved by Lindstrom and rediscovered 
by Dowling and Wilson: 
THEOREM 3.4 [Li; DW]. &D,u, is a diagonal matrix whose diagonal entries 
are {k,@L Y) I YE L} and thus r(L) is equal to the number of flats Y such that 
~~(a, Y) #O. Similarly uLLS,uE is a diagonal matrix whose diagonal entries are 
{PdK WI YEL) and thus r*(L) is equal to the number of flats Y such that 
PL( y, Ja # 0. 
571/47/2-7 
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This result can be used to obtain several lower bounds on r(L): 
COROLLARY 3.5. For any alignment L, 
0) r(L) 2 IA(L)1 + 1, 
(ii) r(L) 2 4(L), 
(iii) r(L) 2 2h’L’, 
(iv) r(L) 3 ICI(L). 
Proof: (i) From (3.1), ~(fa, 0) = 1 and ~(0, Y)= - 1 if Y is an atom. 
(ii) A well-known and easily derivable consequence of 3.1 (see, e.g., [EJ 1) is 
that for a free set Y, ~(0, Y) = (- 1)“‘. 
(iii) Let Y,, Y,, . . . . Y,, be a maximal Helly family of L, and let L’ be the sub- 
alignment of L generated by the Yi (where X is considered to be in L’). Then D,, 
is a submatrix of D,, so r(L) 2 r(L’). Since Y, , Y,, . . . . Y, is a Helly family, all of 
the 2h intersections are distinct, and L’ is isomorphic (as a partially ordered set) to 
the free alignment on an h element set. Hence by the remark in (ii) above, ,~(a, Y) 
is 1 or - 1 for YE L, so r(L) > r(L’) 2 2h. 
(iv) Consider the submatrix of D, whose rows and columns are indexed by 
the splitting sets of L. Order the row indices of the submatrix as Y, , Y,, . . . . Y, such 
that no set precedes a subset of itself and order the columns according to X- Y, , 
x- Y,, . ..) X- Y,. Then this matrix is upper triangular and has ones on the 
diagonal and is thus nonsingular. u 
C. Matroids 
A matroid is an alignment L satisfying the exchange axiom: if YE L and 
x, y E X- Y then y E Y v x if and only if x E Y v y. Matroids play an important 
role in combinatorial theory and in combinatorial optimization; a standard 
reference is Welsh [W]. The motivating example of a matroid has as its underlying 
set a finite subset X of some vector space I’, and L consists of all subsets which are 
obtained as the intersection of X with a subspace of V. 
Theorem 3.4, together with a result of Dowling and Wilson, can be used to 
compute r(L) and r*(L) for matroids. 
THEOREM 3.6 [DW]. Let L be a matroid. Then p(X, Y) # 0 whenever Y contains 
X, and hence r(L) = r*(L) = JLI. 
If L is the truncation of a matroid M by a single element then L is typically not 
a matroid. We were able to prove r*(L) = IL1 if M is the graphic matroid 
associated to the complete graph, and Richard Stanley suggested that some results 
of Crapo [Cr] could be used to extend the result to arbitrary matroids. 
THEOREM 3.7. Let M be a matroid on X, XE X, and L = M # x. Then r*(L) is 
equal to the number offlats Y of L such that L/Y is connected. 
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To prove this result we need two definitions. For Z E M, rank(Z) denotes the 
maximum length of a nested sequence of nonempty sets in M ending with Z and 
rank(M) is the rank of the underlying set of M. The /&invariant of the matroid M 
is defined by 
P(M) = ( - 1 )rank(M’ =FM 1463~ Z) rank(Z). 
Crapo [Cr] proved that p(M) is nonzero if and only if the matroid M is connected. 
Proof of Theorem 3.7. By Theorem 3.4, it is enough to show that pc( Y, X) is 
nonzero if and only if L/Y is connected. By (3.1) for any Y # X in L, 
1 PL(Y, Z)=O. 
ZZY 
ZEL 
Also, by (3.1) and induction, pL( Y, Z) = pM (Y, Z) for any Y and Z that do not 
contain x. Hence 
hjY,X)= - c PM(Y,Z). 
ZeM 
Z2Y 
I * z 
A standard property of matroids is that for ZE M and any element x, 
rank(Z v x)-rank(Z) is equal to 0 if x E Z and 1 otherwise. Hence, the previous 
equation can be rewritten as 
pr(Y,X)= c pM(Y,Z)rank(Z)- 1 ~~(Y,Z)rank(Zvx). 
ZsM ZEM 
Regrouping terms in the second sum, the coefficient of rank(W) is the sum of 
pM( Y, Z) over all ZE M such that Zu x spans W. Using Wiesner’s theorem [St, 
Corollary 3.9.31, this is equal to zero. The first term, is (except for the sign) equal 
to the p-invariant of the matroid M/Y, which, by Crapo’s result mentioned above, 
is nonzero if and only if the matroid is connected. 1 
D. Convex Geometries 
L is a convex geometry (also called an anti-matroid) if it satisfies the anti- 
exchange axiom: for YE L and x, y E X- Y, y E Y v x implies x $ Y v y. Convex 
geometries have been studied by many researchers under various names (anti- 
matroids, shelling structures, APS greedoids) as a combinatorial abstraction of 
convexity. The flats of a convex geometry are often referred to as the conuex sets. 
The motivating example is the class of Euclidean convex geometries. Here X is a 
finite set of points in Rd and L consists of all subsets of X that are obtained by 
intersecting X with a convex subset of Rd. Equivalently, Y belongs to L if and only 
if the intersection of its convex hull with X is equal to Y. Another important class 
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of examples are tree geometries. For a tree T on vertex set X, the alignment L, 
consists of all vertex subsets corresponding to subtrees of T. As with matroids, a 
large variety of combinatorial structures can be described as convex geometries. 
Some references are [EJ; KL, BZ]; [EJ] has a substantial bibliography. 
Several equivalent characterizations of convex geometries are known (see [EJ, 
Theorem 2.1 I), some of which are presented in the next theorem. 
THEOREM 3.8. The following conditions on an alignment L are equivalent: 
(i) L is a convex geometry, 
(ii) every flat Y of L is equal to the span of its extreme points, i.e., 
Y= l,(Ex,( Y)). 
(iii) every flat Y in L has a one-point extension, i.e., a superset in L with 
exactly one additional element. 
in Z.(iv) F 
or any two flats Y, Z with Z 2 Y, Y has a one-point extension contained 
For convex geometries, the inequality of Proposition 3.2 holds as equality, i.e., 
PROPOSITION 3.9 [J;H]. For a convex geometry L, h(L) is equal to the size of the 
largest L-free set, and hence #(L) > 2h(L). 
The 2-skeleton of an alignment L, G(L), is the graph whose edges are the two 
element sets of L. 
LEMMA 3.10. If L is an atomic convex geometry, then every convex set of L 
induces a connected graph in G(L). In particular G(L) is connected. 
Proof We note first that every singleton set of the underlying set X is a flat of 
L. For suppose that ZCX and let Z=1,( {z}). Since L is atomic, Z is the union of 
the atoms it contains, but since Z is the minimal flat containing z, Z must be an 
atom. Then Theorem 3.8(iv) applied to Z and Y= 0 implies that Z is a singleton 
set, that is, Z = {z}. 
Now suppose the lemma is false and let Y be a minimal set in L that is discon- 
nected in G(L).. Let Z be a maximal subset of Y that is in L; by Theorem 3.8(iv) 
Z= Y-x for some x. Then Z is connected in G(L). As noted above, {x} is a flat, 
and by Theorem 3.8(iv) has a one-point extension in Y which is an edge in G(L), 
contradicting that Y is disconnected. 1 
THEOREM 3.11. Zf L is an atomic convex geometry with Helly number 2 then 
G(L) is a tree and every set in L is a subtree of G(L); i.e., L is a subalignment of 
the tree geometry on G(L). 
Proof Let Y be a maximal set in L that induces an acyclic graph in G(L) and 
suppose Y is not the entire set. Then there is an element z such that Y u z is in L, 
COMMuNICATIONCOMPLEXITY 335 
and by the choice of Y, Y u z induces a cycle in G(L). This cycle contains z. Let 
y and x be the two neighbors of z in the cycle. Then the sets Y, (z, x} and (z, r} 
are pairwise intersecting but the intersection of all three is empty, contradicting 
h(L) = 2. Hence G(L) is acyclic. By Lemma 3.10, all sets in L are connected 
in G(L). 1 
For convex geometries, the disjointness and span indicators are typically not full 
rank. The following theorem characterizes the rank of the disjointness indicator. 
THEOREM 3.12 [EJ, Corollary 4.41. Let L be a conuex geometry. Then 
~((a, Y) #O if and only if Y is a free set. Hence r(L) = b(L). 
We mention a corollary of Theorem 3.12 and Corollary 3.5(iv) which may be of 
independent combinatorial interest : 
COROLLARY 3.13. The number of splitting sets of a convex’geometry is at most 
the number of free sets. 
E. Faces of a Convex Polytope 
A final application of Theorem 3.4 is to the alignment of faces of a convex 
polytope. Let A be a convex polytope, let X be the set of vertices and L(A) be the 
alignment on X consisting of the faces of all dimensions. 
THEOREM 3.14. Let L = L(A) for a convex pofytope A. Then p(X, Y) # 0 
whenever Y contains X, and hence r(L) = r*(L) = 1LI. 
IV. EQUIVALENCES BETWEEN COMMUNICATION PROBLEMS 
In the Introduction, four general communication problems were introduced: the 
disjointness, span, and element span problems for an alignment L, and the union 
problem for a monotone set family C. The main observation of the present section 
is that an instance of any one of these problems is communication-equivalent to an 
instance of any other. 
First, the span problem for L is communication-equivalent to the disjointness 
problem for L* via the obvious bijection: for Y, Z E L, A,( Y n Z) = X if and only 
if Y* n Z* = a. Second, note that the element-span problem for L and x is trivial 
if either of the input sets contains x and if neither contains x then the problem 
is communication-equivalent to the span problem for the truncation L # x; 
I r, # ,( Y n Z) = X if and only if x E A,( Y u Z). Conversely, every alignment can be 
obtained as the truncation of some other alignment, so any span problem is 
equivalent to some element span problem. 
Finally, we note that the union problem for a monotone family C can be reduced 
to a span problem as follows. Let M be the maximal subsets of X that are not 
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members of C and let L = L(C) be the collection of all sets that can be written as 
the intersection of sets in M. Then L is an alignment and we have: 
PROPOSITION 4.1. Let Y and Z be subsets of X and let Y’ and Z’ denote their 
image under II,. For any sets Y and Z, Y u Z E C if and on/v if 2, ( Y’ v Z’ ) = X. 
Proof: Note first that for any set Y, Y and A,(Y) belong to exactly the same 
sets in M. Then 
Y v Z 4 C o 3M E M that contains both Y and Z 
o 3M E M that contains both Y’ and Z’ 
o 3M E M containing Y’ v Z’ 
ol,(Y’vZ’)#X. 1 
Hence, anyvinstance of the union problem for C maps into an instance of the 
span problem for L and this correspondence is invertible. In applying these 
equivalences, the union problem for C maps to the disjointness problem on L(C)*, 
which is an atomic family (the set of atoms is M*). 
For Z E L, let Z’ E L denote the join of all of the atoms contained in Z. It is easy 
to see that Z’ is a subset of Z and that for any YE L, Z and Y are disjoint if and 
only if Z’ and Y are disjoint. Defining L’ to be the maximal atomic subalignment 
of L, consisting of all sets that are joins of atoms of L, we conclude that the 
disjointness relation on L x L is communication-reducible (as defined in Section 2) 
to the disjointness relation on the subalignment L’ of L. Hence, the disjointness 
problem for any alignment can always be reduced to the disjointness problem for 
an atomic alignment. 
To illustrate these reductions, let us show how the graph connectivity example of 
[HMT] can be formulated as a set disjointness problem of some alignment. Let X 
be the set of edges of the complete graph on vertex set V and let C be the family 
of subsets E of X such that the graph (V, E) is connected. Then the graph connec- 
tivity problem is just the union problem for C and is equivalent to the set disjoint- 
ness problem for the alignment L(C)*. The underlying set X* of L(C)* can be 
viewed as the set of all partitions W’, W* of V into two nonempty sets. For each 
subset Y of X, the subset Y* of X* is the set of partitions W’, W2 such that no 
edge of Y has one vertex in each set. Then it is easily checked that the union of two 
edge sets Y and Z is connected if and only if Y* and Z* are disjoint. 
In this example, the reduction creates a family whose underlying set has size 
exponential in the size of the underlying set of the original family. From the com- 
munication complexity point of view this is irrelevant; the equivalence depends only 
on the abstract structure on the relations. 
In subsequent sections we will analyze the deterministic and nondeterministic 
complexities for the four general problems. By the above equivalences, it suffices to 
COMMUNICATIONCOMPLEXITY 337 
consider the disjointness problem, and most of our results are stated for this 
problem. However, for convenience, some are stated for the span and element-span 
problems. 
V. PROOFS OF DISJOINTNESS AND NONDISJOINTNESS 
In this section, we investigate the nondeterministic communication complexity of 
the disjointness and nondisjointness relations for an alignment L. Let NCCd(L) be 
the nondeterministic complexity of the disjointness relation, and NCC,(L) be the 
nondeterministic complexity of the complementary non-disjointness relation. We 
begin with the nondisjointness problem : 
PROPOSITION 5.1. For an alignment L, NC?,,(L) = log, IA(L)J. 
Prooj Any two non-disjoint sets contain an atom in common, and such an 
atom A provides a proof of nondisjointness (both processors simply verify that their 
set contains the atom); hence log, 1 A(L)( is an upper bound on the nondeterministic 
complexity. To prove the lower bound it is enough, by Theorem 2.4, to show that 
any rectangle cover of the non-disjoint pairs uses at least IA(L)1 rectangles. Since 
L is an alignment any two distinct atoms are disjoint. Hence in a rectangle cover 
of the nondisjoint pairs each of the pairs (A, A), for A E A, is in a different 
rectangle. [ 
Next, we obtain a characterization of the nondeterministic complexity of disjoint- 
ness. A separator for the disjoint sets B, and B, is a set S that contains B, and is 
disjoint from B,. A separating family for L is a collection S of subsets with the 
property that every ordered pair B,, B, of disjoint members of L has a separator 
in S. S can be used as the set of proofs for the following proof scheme: given SE S 
the first processor accepts if its set B, is contained in S and the second processor 
accepts if its set B, is disjoint from S. Since S is a separating family this is a proof 
scheme for the disjointness problem on L. Hence, if Sep(L) denotes the minimum 
size of a separating family for L, then NCC,(L) <log, Sep(L). We claim that this 
is also a lower bound. Note that a rectangle for the disjointness problem is a pair 
(B,, B2) of subfamilies of L such that any two sets B, EB, and B, EBB are disjoint 
and that the union of all of the sets in B, is a separator for all such pairs B,, B,. 
Thus a rectangle cover of all disjoint pairs of sets from L gives rise to a separating 
family of L, and Sep(L) is at most the minimum size of such a rectangle cover. 
Applying Theorem 2.4 finishes the proof of: 
PROPOSITION 5.2. NCC,(L) = log, Sep(L). 
Although this result provides a combinatorial characterization of the nondeter- 
ministic complexity of the disjointness problem for L, it is unsatisfactory because 
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the quantity Sep(L) is not very easy to work with. It would be desirable to have 
bounds on NCC,(L) in terms of more natural parameters associated with L. We 
begin with a simple observation: 
PROPOSITION 5.3. Every separating family of L contains all splitting sets of L, 
and hence, NCC,(L) 2 log $(L). 
If the set of splitting sets forms a separating family, we say that L is strongly 
separable. In Section 7, we will see that the alignment of subtrees of a fixed tree is 
strongly separable. 
COROLLARY 5.4. For a strongly separable alignment L, NCC,(L) = log $(L). 
The next theorem provides upper and lower bounds in terms of the Helly number 
and the number of primes of L. 
THEOREM 5.5. For an alignment L, h(L) 6 NCC,(L) ,< (h(L) - 1) log n(L). 
ProojY For the lower bound, let K,, . . . . K,, be a Helly family contained in L. For 
a subset J of [h] = { 1, 2, . . . . h} let KJ = n { Kj lj~ J}, with K@ = X Then for any 
rectangle cover of disjoint pairs from L, each pair of the form (K,, KC*, _ J) is in a 
different rectangle and hence any rectangle cover uses at least 2h rectangles, and the 
lower bound follows from Theorem 2.4. 
The upper bound follows from: 
LEMMA 5.6. The family S*(L) := {A EL 1 A can be written as the meet of at most 
(h(L) - 1) primes} is a separating family for L. 
Since there are at most r~n(L)~(~)~’ such sets, this, together with Proposition 5.2, 
yields the upper bound. 
Proof: Let A and B be disjoint members of L. Then A is the intersection of all 
of the sets in A*. Hence the intersection of the sets in the family A* u {B} is empty, 
and by the definition of Helly number, the family contains a subfamily F of size at 
most h(L), such that fi F is empty. Clearly, B belongs to F (otherwise every set in 
F contains A). The intersection of all of the members of F besides B is then a 
member of S*(L) that separates the pair A, B. 1 
An alignment is weakly separable if for any A EL and v E X- A there exists a 
splitting set that separates A from {v}. In Section 7, we will see that Euclidean 
convex geometries are weakly separable. 
LEMMA 5.7. L is weakly separable if and only if every prime of L is a splitting.set. 
Proof: Suppose every prime of L is a splitting set. Since A is an intersection of 
primes, there is a prime Y containing A but not u. Conversely suppose that L is 
weakly separable and let Y be a prime. For each VEX-- Y there exists a splitting 
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set Y, that contains Y but not u. The intersection of the Y, is equal to Y and Y is 
prime, which implies that one of the Y, is equal to Y. 1 
Combining Proposition 5.3, Theorem 5.5, and Lemma 5.7 yields fairly tight 
bounds on the nondeterministic complexity of disjointness for weakly separable 
alignments : 
COROLLARY 5.8. If L is a weakly separable alignment, then 
max(h(L), log J/(L)} 6 NCC&) 6 (h(L) - 1) log II/(L). 
VI. DETERMINISTIC COMPLEXITY, THE RANK LOWER BOUM), 
AND ONE-WAY OPTIMALITY 
The deterministic communication complexity of the disjointness problem and the 
span problem for L are denoted, respectively, by DCC(L) and DCC*(L). By the 
equivalence described in Section 4, DCC*(L) = DCC(L*). Using the trivial one-way 
deterministic protocol, we have 
PROPOSITION 6.1. DCC(L)<logJL]. 
Next we have 
THEOREM 6.2. There exists a constant c such that for any alignment L, 
log{max{lA(L)L NW)1 > 
< DCC(L) f 4kglA(L)I IClog Sep@)l 
< c[log(A(L)J](h(L) - 1) log n(L). 
ProoJ: The first inequality follows from the characterization of NCCJL) and 
NT,(L) of Propositions 5.1 and 5.2. The second inequality follows from these 
propositions, together with Theorem 2.3, while the last inequality follows from 
Lemma 5.6. 
The rank lower bound of Theorem 2.5 implies 
THEOREM 6.3. For an alignment L, EC(L) 2 log r(L) and DCC*(L) > log r*(L). 
On the other hand, Theorem 2.8, Proposition 5.1, and Corollary 3.5(i) imply 
THEKXEM 6.4. 
(log r(L) + 1)‘. 
For any alignment L, DCC(L) < (loglA(L)( + 2)(log r(L) + 1) < 
This theorem provides an affirmative answer to Problem 2.7, for the class of 
problems considered in this paper. Corollary 2.6 provides a criterion for one-way 
optimality : 
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COROLLARY 6.5. If the rank of D, (resp. S,) is equal to the number of distinct 
rows then the disjointness problem (resp. the span problem) for L is one-way optimal. 
In general D, may have many more than r(L) distinct rows; examples will be 
discussed in the next section. For the remainder of this section, we present some 
cases where Corollary 6.5 can be used to prove one-way optimality. The first such 
example, for matroids, was obtained by Hajnal et al. using Theorem 3.6: 
THEOREM 6.6 [HMT]. VL is the family of closed sets of a matroid then both the 
disjointness problem and the span problem for L are one-way optimal, i.e., 
DCC(L) = DCC*(L) = log(L(. 
The following question was also raised in [HMT] : for specified elements u, w of 
a set P’, what is the communication complexity. of determining whether the union 
of two graphs on I’ contains a path from u to w? Note that a graph connects u to 
w if and only if the edge (u, w) is in the matroid span of the edge set of the graph. 
Thus, this is an instance of the element-span problem for this matroid and the edge 
(0, w). We can answer their question in general for any matroid. 
THEOREM 6.7. Let L be a matroid on X and x E X. The element-span problem for 
L and x is one-way optimal and has deterministic communication complexity equal to 
logl(YEL # x:L/Y is connected}). 
Proof By the reduction of Section 4, the element-span relation for L and x is 
communication-equivalent to the span relation for L # x. The characteristic matrix 
for this relation is S, # ‘. For any flat Y, Lemma 3.3 implies that the row of this 
matrix corresponding to Y is identical to the row corresponding to Y”, where L/Y-’ 
is connected. Thus the number of distinct rows is at most ) ( YE L # x : L/Y is con- 
nected}l, which, by Theorem 3.7, is equal to the rank of S, # 5. Thus Corollary 6.5 
implies that the relation is one-way optimal. 1 
As a final example, consider the alignment L(d) of faces of a convex polytope d. 
Then Theorem 3.14 and Corollary 6.5 imply : 
THEOREM 6.8. The disjointness and span problems for L(A) are one-way optimal. 
VII. THE DISJOINTNESS PROBLEM FOR CONVEX GEOMETRIES 
In the previous section, the rank lower bound was used to show that the disjoint- 
ness, span, and element-span problems are one-way optimal for matroids. In the 
case of convex geometries, the span problem is one-way optimal for an easy reason. 
By Theorem 3.8, a subset Y spans X in the convex geometry L if and only if 
it contains all of the extreme points of X Hence, the span problem for L is 
communication-equivalent to the span problem for the restriction of L to ExL(X) 
and is one-way optimal since every subset of ExL(X) spans a unique subset of L. 
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None of the previous arguments can be applied to prove the one-way optimality 
of the disjointness problem for convex geometries. In fact, Theorem 3.12 says that 
the rank of D, is equal to the number of free sets of L which is typically much 
smaller than (L(, so Theorem 6.4 implies that the disjointness problem for a convex 
geometry is usually not one-way optimal. However, the upper bound provided by 
this theorem does not give explicit protocols for the disjointness problem. In this 
section, we present explicit protocols for disjointness problems for two classes of 
convex geometries : planar Euclidean convex geometries and tree geometries. 
A. Planar Euclidean Convex Geometries 
Let X be a set of n points in the plane and L be the convex geometry defined 
by X. We describe a deterministic protocol for the disjointness problem for L that 
achieves the bound of Theorem 6.4. Suppose processor P, has a flat A and P2 has 
a flat B. The protocol is divided into two subprotocols, Part 1 and Part 2. 
Protocol Part 1. This subprotocol either finds a common point of A and B or 
finds a point a* E A such that A(B u a*) n A = (B n A) u a*, where I = A,. 
The extreme points of B define the boundary of a convex polygon Hull(B). Label 
them b,, b,, . . . . b,-, in clockwise order. For any point a, we say that a sees b, 
(relative to B) if the line segment abj intersects Hull(B) only at bj. Let S(a) denote 
the set of extreme points of B seen by u. Note that for any p this set is always a 
consecutive set b,, bi+, , . . . . bi+k, where the indices are considered mod t. Further 
note that the convex hull of B u a is equal to the union of the convex hull of B and 
the convex hull of {bi, bi+k, a}. 
First P, transmits an arbitrary point a E A. If a E B, P2 informs P, and the 
protocol terminates. Otherwise, let S(a) = {bi, bi+ , , . . . . bi+ k} and j = Lk/2]. P, 
transmits bi, bi+j, bi+j+,, bi+k (these are not necessarily distinct). Let L denote 
the line through bi+j and bi+j+, , c be the point of intersection of ubi with L 
and d be the point of intersection of ubi+k with L (see Fig. 1). Let Q denote 
the (possibly degenerate) quadrilateral with corners {bi, b,+j, bj+j+ ), bitk}, 
T the triangle with corners {bi, bi+kr a}, and U the quadrilateral with corners 
a 
FIG. 1. The configuration of points during Protocol Part 1. 
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bi+ 
a 
FIG. 2. If A is disjoint from T- 17 then a* is a point in T of minimum distance to L. 
{bi, bi+k, c, d}. Then at least one of three conditions holds: (i) A n Q is nonempty; 
(ii) A n U is empty; (iii) there exists a point a’ in A n (U- Q). 
In case (i), a point in A n B has been found and the protocol terminates. In case 
(ii), any point in A n T of minimum distance from L can be taken to be a*, and 
P, transmits that point (see Fig. 2). In case (iii), the above steps are repeated with 
a’ in place of a. Note that either a’ is in B or S(a’) has at most Lk/2_1+ 1 points 
(see Fig. 3). Also if s(a) has two elements, then either condition (i) or (ii) holds. 
Thus after at most logn such iterations, the protocol terminates. Each iteration 
requires the transmission of a constant number of points of X and each can be 
represented by log n bits, and thus: 
LEMMA 7.1. The protocol to identifv a* requires at most O(log2 n) bits. 
Protocol Part 2. Having identified the point a*, P, sets C = A(B u a*). By the 
property of a*, A and B are disjoint if and only if A and C intersect exactly at a*, 
and it will be convenient to describe the protocol as testing whether A and C have 
another point in common. For convenience, assume that a* is the origin. For a 
point p, let 8(p) be the angle (0” G 0 < 360”) made by the ray joining p to the origin 
bi+ 
a 
FIG. 3. A point a’ in (I- Q is either in B or sees at most j+ 1 points of B. 
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and the positive part of the x-axis. Since a * is not in B, we may rotate coordinates 
so that 0” < B(p) < 180” for each p belonging to C - u*. 
The protocol consists of a sequence of rounds such that in the ith round P, sends 
a point ci E C and then P, sends a point a, E A, where these points are chosen as 
follows : 
(i) ci is a point in C such that Qc,) is minimum (by having both processors 
rotate the coordinate system we will assume 0(c,) = 0). 
(ii) for i& 1, aim A minimizes f3(ai) subject to e(ai) > e(c,), 
(iii) for i > 2, tie C minimizes f3(ci) subject to O(ci) b @a,- i). 
The protocol terminates under the following conditions. For i>, 1, let 
Ci = A( {a*, ci, c2, . . . . ci>) and Ai = A( {a*, a,, a*, . . . . ai}). If, after PI transmits ai- i, 
Ai-, and Ci-, contain a point in common from X other than a* then P, ter- 
minates with “reject.” Similarly, if after Pz transmits ci, Ai-, and Ci contain a point 
in common other than a* then P, terminates with “reject.” Otherwise, if either 
processor is unable to transmit a point because no point in its set satisfies the con- 
straint (on 8(p)) then it terminates with “accept.” The correctness and complexity 
bounds on the protocol follow from two lemmas. 
LEMMA 1.2. Subprotocol Part 2 terminates with “accept” or “reject,” and 
“accepts” if and only if A and B are disjoint. 
LEMMA 1.3. The number of communication rounds required by Protocol Part 2 is 
at most h(L), and hence its complexity is at most O(h(L) log n). 
By Lemmas 7.1 and 7.3, the total number of bits communicated is at most 
O(log n(log n + h(L)) = O(log* r(L)), by Corollary 3.5. 
Proof of Lemma 7.2. By definition, the sequence of points transmitted satisfy 
e(c,) G e(a,) G e(c,) d . . . G e(ci) G etai) G . . . . If equality holds for some pair of 
consecutive points, then one of them is on the segment joining the other to the 
origin, and the protocol will terminate with “reject” at the next step. If each 
inequality is strict then the protocol must terminate by the finiteness of A and C. 
By definition, the protocol terminates with “reject” only if A and C have a point 
in common other than a*; i.e., A and B are not disjoint. Now suppose the protocol 
terminates with “accept.” By the definition of ai the cone of points 
(P: &ci) G e(P) < @(a,)) contains no points from A and, similarly, the cones 
{~:e(a,)Qe(p)<e(ci+,)} contain no points from C (see Fig. 4). Thus, when the 
protocol terminates with “accept” the entire plane has been partitioned into two 
sets (each set being the union of cones) such that one set contains A -a* and the 
other contains C - a*, proving disjointness. 1 
Proof of Lemma 7.3. Suppose that P, transmits h = h(L) points without the 
protocol having been terminated by either processor. We claim that Ah- i and C, 
contain a point in common other than a* and hence the protocol will be terminated 
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FIG. 4. The partition of the plane into cones determined by the sequence of transmitted points in 
Protocol Part 2. 
by P,. Note that for each i < h, aj is not in the triangle determined by {a*, c,, ci+ I > 
and ci is not in the triangle determined by {a*, a,_ i, a,}, for otherwise the protocol 
would have terminated previously with “reject.” Thus the set S= {a*, c,, a,, . . . . c,,} 
determines a convex polygon K (see Fig. 5). For 1 < i < h, let Ki = A(S- ci). It is 
easy to check that any h of the sets in the family K,, . . . . Kh, Ch - a* have nonempty 
intersection, so by the definition of h(L), they all have nonempty intersection. Note 
that fi {K,IlQi<h}=A,~,, and thus A,-, and C,-a* have a point in 
common. fl 
B. The Disjointness Problem for Subtrees of a Tree 
Let T be a tree on vertex set X of cardinality n and let L, denote the tree 
geometry L, of subtrees of T. 
LEMMA 1.4. L, is strongly separable and has exactly 2n splitting sets. 
Proof: X and 0 are splitting sets, and the deletion of any edge e of T splits X 
into complementary flats A, and B,. These are the only splitting sets and there are 
a’ 
FIG. 5. The convex polygons K and Ahe1 = n K,. 
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2n of them. Now suppose that A and B are nonempty disjoint flats. Then there is 
a unique path in T joining A to B and for any edge e along that path one of the 
sets A, or B, separates A, B. 1 
From this lemma, Proposition 5.1, and Corollary 5.4, we obtain 
THEOREM 7.5. For any tree T on n vertices, NCC, ( LT) = log n and NCC,(L,) = 
1 + log n. 
Using Theorem 6.2 with the above result bounds the deterministic complexity 
between 1 + log n and O(log2 n). The upper bound can be improved to : 
THEOREM 7.6. DCC(L.) < log n + log log n + O( 1). 
By Theorem 3.11, this theorem extends to convex geometries with Helly 
number 2: 
COROLLARY 7.7. Let L be an atomic convex geometry with Heily number 2. Then 
DCC(L) < log n + log log n f O( 1). 
Theorem 7.6 is established by analyzing a specific deterministic protocol. We 
begin with 
Protocol T. P, sends the name of some vertex v E X1 (or a null symbol if X, is 
empty). If P2 receives the null symbol it accepts; otherwise P2 sends w, a vertex in 
X2 such that the distance (in T) to v is minimum (or a null symbol if X2 is empty). 
P, then accepts if w $ X1 and rejects if w E X,. 
PROPOSITION 7.8. Protocol T accepts if and onZy if X, and X2 are disjoint. 
ProoJ The if part is trivial. To prove the only if part, note that if w $ X, then 
the first edge e on the path from w to u is a cut edge that separates X, and X, and 
hence they are disjoint. 1 
Protocol T has complexity at most 2 log n, since each processor sends the name 
of a vertex. By modifying the protocol slightly and doing a more careful analysis, 
this complexity can be reduced to that asserted by Theorem 7.6. 
The modification of the protocol is obtained by fixing an ordering vI, v2, . . . . v, of 
the vertices. For each k, let X, be the set of vertices that appear after the kth vertex 
(X0 = X). Let Y, be the component of X,- , that contains ok. 
Protocol T’. P, sends the index k of the vertex vk E A, that appears first in the 
ordering. Then P, sends w, a vertex in A, n Y, whose distance to v in T is 
minimum (or a null symbol if this set is empty), P, rejects if w E X, and accepts 
otherwise. 
Note that if PI sends vj, then A, is contained in Yj and thus the correctness of 
the modified protocol follows from the same considerations as for the original. Now 
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P2 has only 1 Yj] + 1 possible responses and thus the number of leaves of the 
protocol is cj( 1 Yjl + 1). Since the protocol has two alternations, by Lemma 2.9 
there is a binary protocol of complexity at most 2 + log cj( 1 Y,( + 1). Thus, the 
bound of the theorem follows from 
THEOREM 7.9. There exists an ordering of the vertices of T such that for each k, 
I Y,l 6 Wk. 
ProojI The ordering is constructed inductively. Having selected v, , . . . . vk _, , let 
Y, be the largest component of X, ~ 1. Define uk to be a vertex in Y, for which the 
size of the largest component of Y, - vk is minimum. 
To show that this ordering satisfies the condition of the lemma, note first that 
)Xl=(Y,)B .*. 3 1 Y,- 1 1 = 1 and that for any indices i < j, either Yi contains Yi or 
the two sets are disjoint. Furthermore, the deletion of vi from Yi partitions Yi into 
components each of size at most 1 YJ2 (since if some component has more than 
1 YJ2 vertices and vi is the neighbor of vi in that component then Yi - v,! has a 
largest component strictly smaller than the largest component of Yi - vi). Hence if 
i<j and ) Yil < 21 Y,l, then Yj and Y, are disjoint. Furthermore, for any k> 1, 
I Yll 2 4 Ykl. 
Proceeding by induction, I Y,( < 2n/k is trivial for k = 1. Let k > 1 and assume 
that for i< k, ) YJ <21X1/i. Let j be the greatest index such that I Yjl 221 Y,(. By 
the induction hypothesis ) Y,l < ( Yil/2 < 1X(/$ Also, by the observation above, 
Y, are pairwise disjoint and Y, is the smallest of these so 
i’;,;‘; f;xi;ci;~~). These two inequalities imply ( Y,l <2)X1/k. 1 
VIII. OPEN PROBLEMS 
The problems and results in this paper suggest some interesting directions for 
future research. Probably the main open question is the one posed in problem 2.7: 
is the deterministic complexity of any relation bounded by a polylogarithmic func- 
tion of the rank of its characteristic matrix over the reals? In [AUY], an example 
is given to show that the corresponding question for rank over GF(2) has a 
negative answer; but their construction uses precisely the fact that the rank of a 
binary matrix over GF(2) may be much smaller than its rank over the reals. 
The results summarized in Section 2 can be used to show that the following is 
equivalent : 
Question 8.1. Is there a constant j such that every binary matrix of rank r is 
equal to the sum of at most ri binary matrices of rank 1 ? 
There is an intriguing reformulation of this problem in terms of graph theory. 
A graph G on vertex set V can, of course, be viewed as a relation on Vx V; for 
convenience we assume that all pairs (u, v) are in G, and, as before, we use p(G) 
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to denote the rank of the associated matrix. Let 8(G) denote the minimum number 
of cliques that cover the vertices of G. Then problem 2.7 is equivalent to: 
Question 8.2. Is there a Constant j such that for every graph G, log 8(G) 6 
(log p(G))‘? 
Question 8.2 is a weakening of a conjecture of van Nuffelen [Nu] and Fajtlowicz 
[Fa], recently disproved by Alon and Seymour [AS] that asserted Q(G) < p(G) 
(actually, the original conjecture is formulated in terms of the chromatic number of 
a graph). We briefly sketch the equivalence of Problem 2.7 and Question 8.2. First, 
assume that Problem 2.7 has an affirmative answer and apply this to the case that 
the relation is a graph (with self-loops on all edges). Then log O(G) <log K(G) = 
v(G) < d(G) 6 (log p(G))“, where the first inequality is obvious from the definitions 
and the other steps are from Section 2. Suppose now that the answer to Ques- 
tion 8.2 is yes. Then we claim that for any relation Q, v(Q) d (2 log p(Q))‘, which, 
by Theorem 2.3 and the fact that p(Q) and p( - Q) differ by at most one, implies 
that d(Q) = O(log p(Q))? To see the claim for a relation Q on M, x M,, construct 
the graph G on vertex set M, x M,, with two pairs (m,, m2) and (n,, n2) joined by 
an edge if and only if (m,, n2) and (n,, mz) both belong to Q. Then the matrix of 
G is easily seen to be a submatrix of the tensor product of the matrix of Q with 
itself and thus p(G) < p(Q)‘. Furthermore, it is easy to see that the maximal 
rectangles of Q are precisely the maximal cliques of G and thus v(Q) = log K(G) 6 
logO(G)dlogp(G)‘<(2logp(Q))‘. 
Another direction for research is to establish additional classes of relations that 
are one-way optimal. It follows from known results that, in a probabilistic sense, 
almost all relations are one-way optimal. However, this does not say anything 
about specific relations. For instance, one can ask: does the graph connectivity 
result of [HMT] hold for arbitrary monotone graph properties; that is, is there a 
one-way protocol that is optimal or at least within a constant factor of optimal? 
This would be analogous to the theorem of Rivest and Villemin [RV] which solved 
the Aanderaa-Rosenburg conjecture that a constant fraction of the entries of the 
adjacency matrix must be examined to recognize any monotone graph property. 
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