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In this paper we obtain a bilinear analogue of Fefferman–Stein’s vector valued inequality
for classical Hardy–Littlewood maximal function. Also, we prove the boundedness of
bilinear Hardy–Littlewood maximal operator from Lp1 (Rn) × Lp2 (Rn) → L1(Rn), where
1
p1
+ 1p2 = 1, by applying the method of rotations.
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1. Introduction
The classical Hardy–Littlewood maximal function for locally integrable function f on Rn is deﬁned as
M∗ f (x) = sup
r>0
1
|Br(0)|
∫
Br(0)
∣∣ f (x− y)∣∣dy,
where Br(0) is the n-dimensional ball of radius r centered at the origin. It is well known that the operator M∗ maps Lp(Rn)
into Lp(Rn) for 1 < p ∞ and L1(Rn) into L1,∞(Rn). Fefferman and Stein [4] extended the classical maximal inequality to
the case of lp-valued functions. They proved that∥∥∥∥
(∑
j
∣∣M∗ f j∣∣q
) 1
q
∥∥∥∥
Lp(Rn)
 C
∥∥∥∥
(∑
j
| f j|q
) 1
q
∥∥∥∥
Lp(Rn)
, (1)
where 1 < p < ∞ and 1 < q∞, and an appropriate weak type estimate at the end point p = 1.
The bilinear Hardy–Littlewood maximal function was introduced by Alberto Calderón in 1964. He deﬁned it for locally
integrable functions f , g on Rn as follows
M( f , g)(x) = sup
r>0
1
|Br(0)|
∫
Br(0)
∣∣ f (x− y)g(x+ y)∣∣dy. (2)
One can easily see that the operator M maps Lp1(Rn) × Lp2(Rn) into Lp3 (Rn) whenever p3 > 1 and 1p1 + 1p2 = 1p3 .
Calderón conjectured that M maps L2(R) × L2(R) into L1(R). In the year 2000, Lacey [5], in a brilliant paper, settled this
conjecture and proved much more. He proved the following bilinear maximal inequality∥∥M( f , g)∥∥Lp3 (R)  C‖ f ‖Lp1 (R)‖g‖Lp2 (R), (3)
where 1p3 = 1p1 + 1p2 and 2/3 < p3 ∞, 1 < p1, p2 ∞. The proof for p3  1 is highly intricate.
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like to remark that the proof of inequality (1) is highly non-trivial. For the case of p > q, they proved that there is a con-
stant Cp such that
∫
Rn
|M∗ f |pω Cp
∫
Rn
| f |pM∗ω for all locally integrable functions f and ω, with ω 0. A corresponding
weighted estimate is not available in the bilinear setup. But it was surprising to us that we could prove bilinear analogue of
Fefferman–Stein’s vector valued inequality (1) for R by using Lacey’s result (3) mentioned above, along with inequality (1),
and repeated applications of interpolation. We gather that this result is not widely known in the community so we decided
to put it in a paper. In Section 2 we will prove the following result.
Theorem 1.1. Let 1 < p1, p2 < ∞, 1 < r1, r2 ∞, 2/3 < p3 < ∞, and 2/3 < r3 ∞ satisfy 1p3 = 1p1 + 1p2 and 1r3 = 1r1 + 1r2 . Then
there exists a constant C > 0 such that∥∥∥∥
(∑
j
∣∣M( f j, g j)∣∣r3
) 1
r3
∥∥∥∥
Lp3 (R)
 C
∥∥∥∥
(∑
j
| f j|r1
) 1
r1
∥∥∥∥
Lp1 (R)
∥∥∥∥
(∑
j
|g j|r2
) 1
r2
∥∥∥∥
Lp2 (R)
.
In Section 3 we have derived the boundedness of higher-dimensional bilinear maximal function for p3 = 1 from Lacey’s
one-dimensional result (3) by using the method of rotations suitably.
Theorem 1.2. Let 1 < p1, p2 ∞ satisfy 1p1 + 1p2 = 1. There exists a constant C such that∥∥M( f , g)∥∥L1(Rn)  2nC‖ f ‖Lp1 (Rn)‖g‖Lp2 (Rn),
where C is the constant appearing in inequality (3).
2. Vector valued bilinear maximal operators
Proof of Theorem 1.1. Let us denote
M({ f j}, {g j})= {M( f j, g j)},
where M is the bilinear Hardy–Littlewood maximal function deﬁned in (2). First we will prove the following four estimates
for the operator M. Then the theorem will be obtained by applying interpolation repeatedly.
M : Lp1lp1 (R) × L
p2
lp2
(R) → Lp3lp3 (R), (4)
where 1 < p1, p2 ∞ and 2/3 < p3 ∞.
M : Lp1l∞(R) × L
p2
l∞(R) → L
p3
l∞(R), (5)
where 1 < p1, p2 ∞ and 2/3 < p3 ∞.
M : Lpls (R) × L∞l∞(R) → L
p
ls
(R), (6)
where 1 < p < ∞ and 1 < s∞.
M : L∞l∞(R) × L
q
lt
(R) → Lqlt (R), (7)
where 1 < q < ∞ and 1 < t ∞.
Proof of (4):∥∥∥∥
(∑
j
∣∣M( f j, g j)∣∣p3
) 1
p3
∥∥∥∥
Lp3 (R)
=
(∑
j
∫
R
∣∣M( f j, g j)(x)∣∣p3 dx
) 1
p3
 C
(∑
j
‖ f j‖p3Lp1 (R)‖g j‖p3Lp2 (R)
) 1
p3
 C
(∑
j
‖ f j‖p1Lp1 (R)
) 1
p1
(∑
j
‖g j‖p2Lp2 (R)
) 1
p2
= C
∥∥∥∥
(∑
j
| f j|p1
) 1
p1
∥∥∥∥
Lp1 (R)
∥∥∥∥
(∑
j
|g j|p2
) 1
p2
∥∥∥∥
Lp2 (R)
.
Here we have used the boundedness of bilinear Hardy–Littlewood maximal operator M and Hölder’s inequality.
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j
M( f j, g j)
∥∥∥
Lp3 (R)

∥∥∥M(sup
j
| f j|, sup
j
|g j|
)∥∥∥
Lp3 (R)
 C
∥∥∥sup
j
| f j|
∥∥∥
Lp1 (R)
∥∥∥sup
j
|g j|
∥∥∥
Lp2 (R)
.
Again, we have used inequality (3).
Proof of (6):∥∥∥∥
(∑
j
∣∣M( f j, g j)∣∣s
) 1
s
∥∥∥∥
Lp(R)

∥∥∥∥
(∑
j
∣∣M∗( f j)∣∣s
) 1
s
∥∥∥∥
Lp(R)
∥∥∥sup
j
|g j|
∥∥∥
L∞(R)
 C
∥∥∥∥
(∑
j
| f j|s
) 1
s
∥∥∥∥
Lp(R)
∥∥∥sup
j
|g j|
∥∥∥
L∞(R)
.
Here we have used inequality (1). Similar arguments can be given to obtain inequality (7).
We know that for 0 < p0, p1, r0, r1 ∞, the complex interpolation space (Lp0lr0 , L
p1
lr1
)θ is L
p
lr
, where 1p = 1−θp0 + θp1 and
1
r = 1−θr0 + θr1 , 0 θ  1 (for statement see Theorem A in [2]). We would like to get required estimates by applying bilinear
interpolation repeatedly. But here we are dealing with a bi-sublinear operator and we do not know appropriate interpolation
results for this setup. So we ﬁrst bilinearize the operator M in the following known way and hence we will be able to apply
bilinear interpolation [1]. Let M ′ be the bilinearization of M with respect to a measurable function N , i.e.
M ′( f , g)(x) = 1
N(x)
N(x)∫
−N(x)
f (x+ y)g(x− y)dy.
Let M′ be the vector valued operator corresponding to M ′ , i.e.
M′({ f j}, {g j})(x) =
{
1
N j(x)
N j(x)∫
−N j(x)
f j(x+ y)g j(x− y)dy
}
.
Note that M′ is bilinear and satisﬁes estimates (4) to (7), and importantly the constants do not depend on choice of N j ’s.
So, for ﬁxed measurable functions N j ’s we can interpolate, since M′ is a bilinear operator. Now for f j, g j ∈ S(R), we can
choose a measurable function N j such that M( f j, g j)(x) is dominated by
2
N j(x)
∫ N j(x)
−N j(x) | f j(x− y)g j(x+ y)|dy. Therefore, the
required estimates for M can be deduced from M′ . For convenience we will write estimates in terms of M directly.
Now we obtain the desired result using bilinear interpolation as follows. We ﬁrst interpolate between (6) and (7) to
obtain
M : Lp1lr1 (R) × L
p2
lr2
(R) → Lp3lr3 (R), (8)
where 1 < pi < ∞ and 1 < ri ∞, i = 1,2,3.
Considering (5) and (8) we obtain
M : Lp1lr1 (R) × L
p2
lr2
(R) → Lp3lr3 (R), (9)
where 1 < p1, p2 < ∞,2/3 < p3 < ∞ and 1 < ri ∞, i = 1,2,3.
It remains to prove the inequality when 2/3 < r3  1. We will obtain this by considering two different cases, namely
p3  r3 and p3 > r3. In the ﬁrst case, interpolating between (4) and (9) we get
M : Lp1lr1 (R) × L
p2
lr2
(R) → Lp3lr3 (R), (10)
where p3  r3 and 2/3 < p3, r3.
Note that here pi and ri are independent of each other. Now for the second case r3 < p3, we will again interpolate
between (4) and (9) in a different way. Consider (4) with index p3 < 1 and (9) with p3 > 1 as well as r3 < p3. This
completes the proof. 
In [3] Grafakos and Martell proved that every bounded bilinear operator from Lp1 (R) × Lp2 (R) into Lp3 (R) has an
l2-valued extension which is a bilinear analogue of a well known theorem of Marcinkiewicz and Zygmund. Similar results
for a bi-sublinear operator such as the bilinear Hardy–Littlewood maximal operator can be obtained.
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∥∥∥∥
(∑
j
∣∣M( f j, g j)∣∣r
) 1
r
∥∥∥∥
Lp3 (R)
 C
∥∥∥∥
(∑
j
| f j|r
) 1
r
∥∥∥∥
Lp1 (R)
∥∥∥∥
(∑
j
|g j|r
) 1
r
∥∥∥∥
Lp2 (R)
.
Proof. By applying inequality (9) of the previous theorem with r1 = ∞ and r2 = r3 = r, for p3 > 2/3 we have
∥∥∥∥
(∑
j
∣∣M( f j, g j)∣∣r
) 1
r
∥∥∥∥
Lp3 (R)
 C
∥∥‖ f j‖l∞∥∥Lp1 (R)
∥∥∥∥
(∑
j
|g j|r
) 1
r
∥∥∥∥
Lp2 (R)
 C
∥∥∥∥
(∑
j
| f j|r
) 1
r
∥∥∥∥
Lp1 (R)
∥∥∥∥
(∑
j
|g j|r
) 1
r
∥∥∥∥
Lp2 (R)
. 
3. Method of rotations
In this section we shall prove the boundedness of the n-dimensional Hardy–Littlewood maximal operator from
Lp1(Rn) × Lp2(Rn) into Lp3(Rn) for p3  1. As mentioned earlier the case p3 > 1 can be easily proved by using bound-
edness of the classical Hardy–Littlewood maximal operator and interpolation. For p3 = 1, we use the method of rotations in
our setting to get the desired result.
Proof of Theorem 1.2. In this proof we will be dealing with both the one-dimensional and higher-dimensional bilinear
Hardy–Littlewood maximal operator. The same symbol will be used for both the purposes. It will be clear from the context.
Consider the n-dimensional bilinear Hardy–Littlewood maximal operator.
M( f , g)(x) = sup
r>0
1
|Br(0)|
∫
Br(0)
∣∣ f (x− y)g(x+ y)∣∣dy
= sup
r>0
cn
rn
∫
Sn−1
( r∫
0
∣∣ f (x− sy′)g(x+ sy′)∣∣sn−1 ds
)
dy′,
where cn = nΓ (n/2)2πn/2 . For ﬁxed y′ ∈ Sn−1, deﬁne
My
′
( f , g)(x) = sup
r>0
1
rn
r∫
0
∣∣ f (x− sy′)g(x+ sy′)∣∣sn−1 ds.
Write x = z + ty′ for z ∈Rn and t ∈R then we have,
My
′
( f , g)(x) = sup
r>0
1
r
r∫
0
∣∣ f (z + (t − s)y′)g(z + (t + s)y′)∣∣( s
r
)n−1
ds
 2M( f y′,z, gy′,z)(t).
Here M is the one-dimensional bilinear Hardy–Littlewood maximal operator and f y′,z(t) = f (z + ty′).
Therefore,∫
Rn
My
′
( f , g)(x)dx 2
∫
Rn−1
∫
R
M( f y′,z, gy′,z)(t)dt dz
 2C
∫
Rn−1
‖ f y′,z‖Lp1 (R)‖gy′,z‖Lp2 (R) dz
 2C
( ∫
n−1
∫ ∣∣ f (ty′ + z)∣∣p1 dt dz)
1
p1 ×
( ∫
n−1
∫ ∣∣g(ty′ + z)∣∣p2 dt dz)
1
p2
.R R R R
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Rn
My
′
( f , g)(x)dx 2C‖ f ‖Lp1 (Rn)‖g‖Lp2 (Rn).
Now, ∥∥M( f , g)∥∥L1(Rn)  cn
∫
Rn
∫
Sn−1
My
′
( f , g)(x)dy′ dx
= cn
∫
Sn−1
∫
Rn
My
′
( f , g)(x)dxdy′
 cn
∫
Sn−1
2C‖ f ‖Lp1 (Rn)‖g‖Lp2 (Rn) dy′
 2nC‖ f ‖Lp1 (Rn)‖g‖Lp2 (Rn).
This completes the proof. 
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