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Résumé – Les régularisations parcimonieuses pour résoudre des problèmes inverses mal-posés ont été massivement étudiées ces dix dernières
années. Jusqu’à présent, lorsque le bruit est pris en compte dans le modèle, il est presque systématiquement considéré comme blanc Gaussien.
Bien que cette hypothèse peut être vérifiée en pratique, elle ne l’est que rarement lorsque les observations sont des séries temporelles dégradées
par des bruits autocorrélés. Dans cet article, on étudie la régression parcimonieuse sous une hypothèse de bruit Gaussien non blanc, et comment
inférer les paramètres du modèle avec les méthodes proximales. On étudie une application d’imagerie cérébrale: le problème de localisation
de sources basée sur la magnéto- et l’électroencephalographie (M/EEG) ce qui permet l’imagerie fonctionnelle du cerveau avec une résolution
temporelle élevée. On utilise pour cela une représentation temps-fréquence des sources et une régularisation parcimonieuse qui favorise les
sources focales avec des activations régulières et transitoires. Notre approche est évaluée sur des simulations en comparant plusieurs stratégies
qui suppose que le bruit est blanc, ou qui utilise un simple pré-blanchiment.
Abstract – Sparse regressions to solve ill-posed inverse problems have been massively investigated over the last decade. Yet, when noise
is present in the model, it is almost exclusively considered as Gaussian and white. While this assumption can hold in practice it rarely holds
when observations are time series as they are corrupted by auto-correlated and colored noise. In this work we study sparse regression under the
assumption of non white Gaussian noise and explain how to run the inference using proximal gradient methods. We investigate an application in
brain imaging: the problem of source localization using magneto- and electroencephalography (M/EEG) which allow functional brain imaging
with high temporal resolution. We use a time-frequency representation of the source waveforms and a sparse regularization which promotes
focal sources with smooth and transient activations. Our approach is evaluated using simulations comparing it to strategies that assume the noise
is white or to simple prewhitening.
1 Introduction
La régression linéaire parcimonieuse consiste en l’estima-
tion de coefficients inconnus sous l’hypothèse que seuls quelques
régresseurs sont prédictifs. En un mot, la plupart des régres-
seurs, ou variables, sont peu informatifs et devraient avoir des
coefficients nuls. Le problème direct considéré est celui pro-
posé par [1] dans un contexte M/EEG. MEG et EEG sont des
méthodes d’imagerie cérébrale qui enregistrent les signaux élec-
tromagnétiques produit par l’activité neuronale. Le but est d’uti-
liser la M/EEG pour localiser les régions actives du cerveau de
façon non invasive. On peut obtenir ainsi des images de l’acti-
vité cérébrale à l’échelle de la miliseconde.
Les données M/EEG sont des séries temporelles multiva-
riées, dont le modèle direct s’écrit :
M = GX + n (1)
où
— M ∈ RNT est la matrice de mesures (N signaux de lon-
gueur T )
— G ∈ RNP est la matrice de gain connue, obtenue par
résolution numérique des équations de Maxwell.
— X ∈ RPT est la matrice inconnue contenant les sources
neuronales (P signaux de longueur T )
— n ∈ RNT est la matrice de bruit, de distribution suppo-
sée indépendante en espace, i.e. à travers les lignes, avec
chaque ligne identiquement distribuée selon une loi nor-
male pouvant être corrélée.
Le reste de l’article est organisé comme suit. La section 2
suivante donne un bref état de l’art pour prendre en compte
les bruits non blanc. La section 3 propose une stratégie de
blanchiment temps-fréquence efficace pour prendre en compte
le bruit non blanc directement dans le modèle. On donne dans
la section 4 une comparaison numérique de cinq stratégies pour
résoudre le problème inverse en présence d’un bruit Gaussien
non blanc. Finalement, la section 5 conclut l’article.
2 État de l’art
Une approche standard pour le problème inverse M/EEG
avec un bruit blanc Gaussien utilise une approche de type Basis





‖M −GZΦ∗‖2fro + λ||Z||1
où ||Z||1 est la norme `1 de la matrice dépliée Z, Φ ∈ CTQ
est une matrice de Q atomes temps-fréquence et Z ∈ CPQ
sont les coefficients de synthèse correspondants. La dimension
Q est le produit du nombre d’indices temporels Qt et d’indices
fréquentiels Qf . L’estimation des sources est alors donnée par
resynthèse X = ZΦ∗. ‖Z‖1 peut aussi être remplacé par une
norme mixte ou une combinaison d’une norme mixte et d’une
norme `1 [1]. Dans un soucis de simplicité et clarté, on se limite
ici à la norme `1.
Une approche classique pour prendre en compte les bruits
Gaussiens non blanc, est d’utiliser la matrice de covariance







(M −GZΦ∗)Σ−1(M −GZΦ∗)∗)+ λ||Z||1 .
Cependant, cette approche suppose d’avoir une bonne estima-
tion de Σ−1 et dépend directement de la longueur T .
Une autre approche classique est de pré-blanchir les données
M [3, 4]. Si l’on note M˜ = M ? w−1 une telle matrice de pré-





‖M˜ −GZΦ∗‖2fro + λ||Z||1 . (2)
Ainsi, les sources estimées sont données par X = ZΦ∗ ? w.
Bien que cette approche soit inutile avec une régularisation `2
(le minimum étant alors le même que sur le problème origi-
nal), elle se justifie avec une régularisation `1 grâce à l’étape de
seuillage : pré-blanchir les données M réhausse les fréquences
qui sont les moins bruitées.
Ici, on utilise le fait que tout bruit Gaussien de matrice de
covariance temporelle Σ, n ∼ N (0,Σ) (dont l’auto-corélation
est dans `1(Z)) peut être obtenue par filtrage d’un bruit blanc
Gaussien : n = n˜ ? w, où n˜ ∼ N (0, I). Ainsi, w est un filtre de
blanchiment tel que n ? w−1 ∼ N (0, I). Le processus de blan-
chiment peut être fait directement dans le domaine de Fourier
par “étalement” du spectre de puissance.
3 Modèle et algorithmes
Deux approches pour considérer le bruit non blanc sont pro-
posées. La première utilise le vrai modèle direct, et suppose
que le spectre du bruit est connu. La seconde est plus réaliste
pour une situation pratique, où le spectre de puissance est es-
timé directement sur les données.
3.1 blanchiment dans le domaine fréquentiel
On suppose que le filtre de blanchiment w−1 est connu, tel
que le bruit vérifie n = n˜ ? w−1, n ∼ N (0, 1). On re-écrit le
modèle direct (1)
M = GX + n = GX + n˜ ? w
M ? w−1 = GX ? w−1 + n˜ (3)
où les opérations de filtrage • ? w−1 sont appliquées à chaque
ligne des matrices. Ainsi, si l’on connait le filtre de blanchiment
w−1, le modèle direct "non blanc" peut se re-écrire comme un
modèle classique corrompu par un bruit blanc. Avec (3), l’ap-





‖M ? w−1 −GZΦ∗ ? w−1‖2fro + λ||Z||1





‖(M ? w−1 −GZΦ∗ ? w−1)F‖2fro + λ||Z||1 (4)
où F est la matrice orthogonale complexe associée à la trans-
formée de Fourier.
Minimiser (4) avec un schéma du premier ordre tel que (F)ISTA [5,








où Mˆ est la transformée de Fourier de chaque ligne de M et
Mˆ ⊗ wˆ−1 désigne la multiplication élément par élément de
chaque ligne de Mˆ par wˆ−1. L’étape de gradient est alors suivie
par le seuillage doux correspondant à l’opérateur proximal de
la norme `1. L’étape de descente de gradient s’écrit :










On peut remarquer que seul le spectre de puissance de w−1 ap-
paraît. Le scalaireL > 0 dépend de la constante de Lipschitz de
l’attache aux données et peut être majoré par ‖Φ‖2‖G‖2‖‖wˆ−1‖2∞.
En utilisant FISTA [6], cette approche de blanchiment dans le
domaine de Fourier est donné dans l’algorithme 1, avec la re-
laxation donnée dans [7], qui assure la convergence des itérés.
Algorithm 1: FISTA avec blanchiment dans le domaine de
Fourier

















Y (k+1) = Z(k+1) + k+4k+5 (Z
(k+1) − Z(k));
until convergence;
3.2 blanchiment dans le domaine temps-fréquence
Reste le problème d’obtenir une estimation du spectre du
bruit. En pratique, on peut utiliser un estimateur de Welch [8]
afin d’obtenir une estimation du spectre de puissance qui dé-
pend de la taille de la fenêtre d’analyse temps-fréquence. En
utilisant la même fenêtre que pour Φ, on note |w˜|2 l’estima-
teur de Welch du spectre de puissance du bruit. On utilise ici
une approximation classique largement utilisée en séparation
de sources audio [9,10]. Pour un signal x ∈ RT et un noyau de
convolution w ∈ RT , on note ϕkf les atomes temps-fréquence
constituant Φ, la convolution peut alors être approchée dans le
domaine temps-fréquence par le produit à valeur complexe
〈w ? x, ϕkf 〉 ' wˆ[f ]〈x, ϕkf 〉 . (5)
Cette approximation est étudiée dans [11, Lemme 1]. On pour-
rait vouloir utiliser cette approximation pour simplifier l’éva-
luation du gradient (3.1). Cependant, une telle approximation
dans ISTA peut donner un algorithme divergent, l’erreur com-
mise pouvant ne pas être sommable [5].
On propose alors de considérer la fonctionnelle suivante,






‖ ((MΦ)⊗ w˜−1)Φ∗ −G(Z ⊗ w˜−1)Φ∗‖2fro + λ‖Z‖1 .
(6)
Où l’on rappel que la notation •⊗w−1 désigne la multiplication
élément par élément de chaque ligne de • par w−1. Ainsi, avec
le changement de variables M˜ =
(
(MΦ)⊗ w˜−1)Φ∗ et Z˜ =





‖M˜ −GZ˜Φ∗‖2fro + λ‖Z˜‖w˜;1 , (7)
avec ‖Z˜‖w˜;1 =
∑
kf wf |Z˜kf |. Minimiser (6) revient alors à un
simple problème de Basis Pursuit Denoising avec une norme
`1 pondérée. L’étape de gradient est alors une descente de gra-
dient classique, comme pour une problème corrompu par un
bruit blanc (1), avec une matrice pré-blanchie dans le domaine
temps-fréquence M˜ . L’étape proximale est un seuillage doux
qui dépend de la quantité de bruit dans chaque bande de fré-
quence. Le choix de FISTA pour minimiser (7) donne l’algo-
rithme 2. En pratique w˜−1 = (1/
√
(|w|2)1 , . . . , 1/
√
(|w|2)Qf ),
|w|2 est l’estimation du spectre de puissance donnée par l’es-
timateur de Welch [8]. Les sources sont ensuite synthétisées
dans le domaine temporel Xest = (Z ⊗ w˜)Φ∗.
Algorithm 2: FISTA avec blanchiment temps-fréquence
Input : Z(0), Y (0) ∈ RN , w˜−1, L = ‖Φ‖2‖G‖2‖
repeat










Y (k+1) = Z(k+1) + k+4k+5 (Z
(k+1) − Z(k))+;
until convergence;
Initialisé par 0, la première étape de cet algorithme peut être vu
comme une soustraction spectrale [12].
4 Expériences numériques
Contexte applicatif On explore ici les effets du bruit Gaus-
sien non blanc dans le contexte de l’imagerie fonctionnelle
cérébrale en utilisant les signaux M/EEG. L’imagerie M/EEG
donne des indications sur l’activité cérébrale à l’échelle de la
miliseconde de façon non invasive. On doit pour cela résoudre
le problème inverse bio-électromagnétique, qui est un problème
inverse mal posé de grande dimension. Il requiert donc une ré-
gularisation adéquate. Comme il est naturel de supposer que
seul un ensemble limité du cerveau est actif pour une tâche cog-
nitive donnée, les configurations de sources focales parcimo-
nieuses sont usuellement favorisées à l’aide d’a priori convexes
parcimonieux [13].
Pour ce problème, le bruit est connu pour être non blanc
avec une rapport signal à bruit (SNR) qui dépend de la fré-
quence [14]. L’amplitude du spectre de puissance est usuelle-
ment modélisé comme une fonction en “1/f” : l’énergie du bruit
décroit comme l’inverse de la fréquence.
Protocole de comparaison On propose de comparer cinq stra-
tégies afin de résoudre le problème inverse M/EEG en présence
de bruit rose :
1. Un “vrai blanchiment” dans le domaine de Fourier, en
utilisant le vraie spectre du bruit en 1/f . Cela correspond
à l’algorithme 1. Cette méthode est appelée TrueWhite
dans les figures et donne un résultat oracle pour comparer
les autres approches.
2. Un blanchiment temps-fréquence avec un estimateur de
Welch, correspondant à l’algorithme 2. Cette méthode
est appelée TFWhiteEst dans les figures.
3. Un “vraie pre-blanchiment” dans le domaine de Fourier
puis minimisation de l’équation (2). La matrice M est
blanchie dans le domaine de Fourier et un terme d’at-
tache aux données `2 classique est utilisé dans la fonc-
tion coût. Cette méthode est appelée PreWhiteTrue dans
les figures et donne un résultat oracle pour les approches
par pré-blanchiment.
4. Un pré-blanchiment dans le domaine temps-fréquence
avec un estimateur de Welch puis minimisation de l’équa-
tion (2). Cete méthode est appelée PreWhiteEst dans les
figures.
5. Une approche de référence sans aucun (pré-)blanchiment.
Cette méthode est appelée L1 dans les figures.
L’estimation du spectre du bruit par la méthode de Welsh se fait
sur une portion de l’observation M où seul le bruit intervient.
Protocle de simulation On génère des signaux tels que T =
1024 échantillons, Φ est une matrice de Gabor avec une fenêtre
de Hann de longueur 64 échantillons et un chevauchement de
75%. La matrice G ∈ R30×200 est générée de manière aléa-
toire avec des colonnes très corrélées de sorte que la corréla-
tion entre les colonnes i et j est 0.95|i−j|. Z a 10 lignes non
nulles, et chaque ligne non nulle est un vecteur parcimonieux
de coefficients (de 70% à 90% de coefficients nuls). n est un
bruit rose (spectre de puissance en 1/f ).
Les résultats sont résumés dans la figure 1. Pour chaque mé-
thode, la qualité de l’estimation est évaluée en regardant le rap-
port signal à bruit. Le signal original est ici connu, et l’on utilise
le paramètre de régularisation donnant le meilleur SNR pour
chaque méthode.
Comme attendu, toutes les stratégies qui prennent en compte
la couleur du bruit obtiennent de bien meilleurs résultats que la
méthode L1 qui traite le bruit comme blanc. De même, l’ap-
proche utilisant le vrai blanchiment dans le domaine de Fourier
donne les meilleurs résultats, mais est inutilisable en pratique
(le véritable spectre du bruit étant inconnu). La stratégie pro-
posée TFWhiteEst donne alors les meilleurs résultats pratiques.
Cette approche fonctionne d’autant mieux que le SNR est bas et
queZ est le moins parcimonieux. Ceci correspond aux cas réels
rencontrés dans les applications, où le SNR est bas et le nombre
de sources augmente avec la complexité des expériences cog-
nitives. De plus, cette méthode fait mieux que le véritable pré-
blanchiment, et justifie donc de prendre en compte le profil du
bruit dans le problème direct.
Input SNR


























































FIGURE 1 – De bas en haut : du signal le moins parcimonieux
au plus parcimonieux (resp. 70%, 80% et 90% de coefficients
nuls sur chaque ligne non nulle).
5 Conclusion
La contribution principale est de proposer une approche simple
et justifiée pour prendre en compte les bruits Gaussiens non
blanc dans les approches de régressions parcimonieuses. Tes-
tée sur une application de neuroscience, les résultats montrent
clairement les bénéfices d’une telle approche.
Par la suite, les travaux se concentreront sur l’extension aux
régularisations structurés ainsi qu’aux régularisations non convexes
tels que SCAD [15] pour lesquels l’opérateur proximal existe.
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