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EXTREMAL FUNCTIONS IN DE BRANGES
AND EUCLIDEAN SPACES
EMANUEL CARNEIRO AND FRIEDRICH LITTMANN
Abstract. In this work we obtain optimal majorants and minorants of exponential type for a wide class
of radial functions on RN . These extremal functions minimize the L1(RN , |x|2ν+2−Ndx)-distance to the
original function, where ν > −1 is a free parameter. To achieve this result we develop new interpolation
tools to solve an associated extremal problem for the exponential function Fλ(x) = e
−λ|x|, where λ > 0,
in the general framework of de Branges spaces of entire functions. We then specialize the construction to
a particular family of homogeneous de Branges spaces to approach the multidimensional Euclidean case.
Finally, we extend the result from the exponential function to a class of subordinated radial functions
via integration on the parameter λ > 0 against suitable measures. Applications of the results presented
here include multidimensional versions of Hilbert-type inequalities, extremal one-sided approximations by
trigonometric polynomials for a class of even periodic functions and extremal one-sided approximations by
polynomials for a class of functions on the sphere SN−1 with an axis of symmetry.
1. Introduction
In the remarkable work [25], Holt and Vaaler constructed majorants and minorants of prescribed exponen-
tial type for characteristic functions of Euclidean balls in RN , in a way to minimize the L1(RN )-error. This
was the first time that the methods of Beurling and Selberg were extended to a multidimensional setting
(see §1.2.1 below for a brief historical account on this problem and its applications). Their main insight
was to reformulate and solve the extremal problem for the signum function within the framework of Hilbert
spaces of entire functions as developed by L. de Branges [1]. The purpose of the present work is to extend
this theory to a wide class of radial functions on RN , by further exploiting the connection with de Branges
spaces, and provide some applications. The central role that was played by the signum function in [25] is
now played by the exponential function Fλ(x) = e−λ|x|, where λ > 0.
1.1. An extremal problem in de Branges spaces. We briefly review the basics of de Branges’ theory
of Hilbert spaces of entire functions [1]. A function F analytic in the open upper half plane
U = {z ∈ C; Im (z) > 0}
has bounded type if it can be written as the quotient of two functions that are analytic and bounded in U . If
F has bounded type in U then, according to [1, Theorems 9 and 10], we have
lim sup
y→∞
y−1 log |F (iy)| = v(F ) <∞.
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The number v(F ) is called the mean type of F . We say that an entire function F : C → C, not identically
zero, has exponential type if
lim sup
|z|→∞
|z|−1 log |F (z)| = τ(F ) <∞. (1.1)
In this case, the nonnegative number τ(F ) is called the exponential type of F . If F : C → C is entire we
define F ∗ : C→ C by F ∗(z) = F (z). We say that F is real entire if F restricted to R is real valued.
A Hermite-Biehler function E : C→ C is an entire function that satisfies the inequality
|E∗(z)| < |E(z)| (1.2)
for all z ∈ U . We define the de Branges space H(E) to be the space of entire functions F : C→ C such that
‖F‖2E :=
∫ ∞
−∞
|F (x)|2 |E(x)|−2 dx <∞ ,
and such that F/E and F ∗/E have bounded type and nonpositive mean type in U . This is a Hilbert space
with respect to the inner product
〈F,G〉E :=
∫ ∞
−∞
F (x)G(x) |E(x)|−2 dx.
The Hilbert space H(E) has the special property that, for each w ∈ C, the map F 7→ F (w) is a continuous
linear functional on H(E). Therefore, there exists a function z 7→ K(w, z) in H(E) such that
F (w) = 〈F,K(w, ·)〉E . (1.3)
The function K(w, z) is called the reproducing kernel of H(E). If we write
A(z) :=
1
2
{
E(z) + E∗(z)
}
and B(z) :=
i
2
{
E(z)− E∗(z)}, (1.4)
then A and B are real entire functions and E(z) = A(z) − iB(z). The reproducing kernel is then given by
[1, Theorem 19]
π(z − w)K(w, z) = B(z)A(w)−A(z)B(w),
or alternatively by
2πi(w − z)K(w, z) = E(z)E∗(w)− E∗(z)E(w). (1.5)
When z = w we have
πK(z, z) = B′(z)A(z)−A′(z)B(z). (1.6)
Observe from (1.3) that
0 ≤ ‖K(w, ·)‖2E = 〈K(w, ·),K(w, ·)〉E = K(w,w),
and it is not hard to show (see [25, Lemma 11]) that K(w,w) = 0 if and only if w ∈ R and E(w) = 0.
We now consider Hermite-Biehler functions E satisfying the following properties:
(P1) E has bounded type in U ;
(P2) E has no real zeros;
(P3) z 7→ E(iz) is a real entire function;
(P4) A,B /∈ H(E).
By Krein’s theorem (reviewed in Lemma 11 below) we see that if E satisfies (P1), then E has exponential
type and τ(E) = v(E). The main result of this paper is the solution of the following extremal problem.
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Theorem 1. Let λ > 0. Let E be a Hermite-Biehler function satisfying properties (P1)-(P4) above. Assume
also that ∫ ∞
−∞
e−λ|x| |E(x)|−2 dx <∞.
The following properties hold:
(i) If L : C→ C is an entire function of exponential type at most 2τ(E) such that L(x) ≤ e−λ|x| for all
x ∈ R then ∫ ∞
−∞
L(x) |E(x)|−2 dx ≤
∑
A(ξ)=0
e−λ|ξ|
K(ξ, ξ)
, (1.7)
where the sum on the right-hand side of (1.7) is finite. Moreover, there exists an entire function
z 7→ L(A2, λ, z) of exponential type at most 2τ(E) such that L(A2, λ, x) ≤ e−λ|x| for all x ∈ R and
equality in (1.7) holds.
(ii) If M : C → C is an entire function of exponential type at most 2τ(E) such that M(x) ≥ e−λ|x| for
all x ∈ R then ∫ ∞
−∞
M(x) |E(x)|−2 dx ≥
∑
B(ξ)=0
e−λ|ξ|
K(ξ, ξ)
, (1.8)
where the sum on the right-hand side of (1.8) is finite. Moreover, there exists an entire function
z 7→M(B2, λ, z) of exponential type at most 2τ(E) such that M(B2, λ, x) ≥ e−λ|x| for all x ∈ R and
equality in (1.8) holds.
The proof of this result will be carried out in Sections 2 and 3. We will make use of a precise qualita-
tive description of the representations of reciprocals of Laguerre-Po´lya functions as Laplace transforms [24,
Chapters II to V]. This will ultimately provide the interpolation tools to generate the extremal minorants
and majorants we seek.
The extremal functions z 7→ L(A2, λ, z) and z 7→ M(B2, λ, z) in Theorem 1 depend implicitly on E, for
they actually depend only on the functions A2 and B2, respectively. Our particular choice of notation will
be clarified in Section 2. Under hypotheses (P1) - (P3) we shall see that A2 and B2 are even functions in
the Laguerre-Po´lya class.
1.2. Multidimensional extremal problems.
1.2.1. Preliminaries. Our notation and terminology for Fourier analysis is standard and follows [49]. From
now on we shall denote vectors in RN or CN with bold font (e.g. x, y, z) and numbers in R or C with
regular font (e.g. x, y, z). For z = (z1, z2, . . . , zN ) ∈ CN we let | · | denote the usual Hermitian norm
|z| = (|z1|2 + . . .+ |zN |2)1/2 and define a second norm ‖ · ‖ by
‖z‖ = sup
{∣∣∣∣∣
N∑
n=1
zn tn
∣∣∣∣∣ ; t ∈ RN and |t| ≤ 1
}
.
Let F : CN → C be an entire function of N complex variables which is not identically zero. We say that F
has exponential type if
lim sup
‖z‖→∞
‖z‖−1 log |F (z)| =: τ(F ) <∞.
When N = 1 this is the classical definition of exponential type given in (1.1) and, when N ≥ 2, our definition
is a particular case of a more general definition of exponential type with respect to a compact, convex and
symmetric set K ⊂ RN (cf. [49, pp. 111-112]). In our case this convex set K is the unit Euclidean ball.
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Let ν > −1 and δ > 0 be given parameters. Given a function F : RN → R we address here the problem
of finding entire functions L : CN → C and M : CN → C such that
(i) L and M have exponential type at most δ.
(ii) L and M are real valued on RN and
L(x) ≤ F(x) ≤M(x)
for all x ∈ RN .
(iii) Subject to (i) and (ii), the values of the integrals∫
RN
{M(x)−F(x)} |x|2ν+2−N dx
and ∫
RN
{F(x) − L(x)} |x|2ν+2−N dx
are minimized.
In the setting N = 1 and ν = −1/2 this is a very classical problem in harmonic analysis. It was introduced
by A. Beurling (unpublished work) in the late 1930’s for f(x) = sgn(x) in connection with bounds for almost
periodic functions. Later, with the observation that χ[a,b](x) =
1
2{sgn(x − a) + sgn(b − x)}, A. Selberg
constructed majorants and minorants of exponential type for characteristic functions of intervals, a simple
yet very useful tool for number theoretical applications, cf. [3, 17, 20, 45, 46]. The survey [51] by J. D. Vaaler
is an excellent source for a historical perspective on these extremal functions and their early applications.
Other interesting classical works related to this theory include [22, 31, 39, 40, 42]. Among the more recent
works we highlight [6, 14, 18, 19, 27, 35, 36, 38].
The unweighted one-dimensional extremal problem is relatively well understood. Besides the many ap-
plications listed in the references above, there are general frameworks to construct optimal majorants and
minorants of exponential type for certain classes of even, odd and truncated functions [10, 11, 12, 13].
These frameworks include, for instance, the functions fa,b(x) = log
(
(x2 + b2)/(x2 + a2)
)
, where 0 ≤ a < b ;
g(x) = arctan(1/x)− x/(1 + x2) and h(x) = 1− x arctan(1/x). The extremal functions associated to fa,b, g
and h have been recently used in connection to the theory of the Riemann zeta-function to obtain improved
bounds for ζ(s) in the critical strip [7, 15], and improved bounds for the argument function S(t) and its
antiderivative S1(t) on the critical line [8], all under the Riemann hypothesis. The machinery of de Branges
spaces, that shall be explored in this paper, has also proven useful in the recent works [9, 37] in connection to
extremals for characteristic functions of intervals and bounds for the pair correlation of zeros of the Riemann
zeta-function.
As pointed out in the beginning of this introduction, in the multidimensional setting the picture changes
considerably, as there is in the literature only the previous work of Holt and Vaaler [25] for characteristic
functions of Euclidean balls addressing this problem. A periodic analogue of this work with applications to
Erdo¨s-Tura´n inequalities was considered by Li and Vaaler in [34].
1.2.2. Base case: the exponential function. We shall use our Theorem 1 to obtain the solution of the multidi-
mensional Beurling-Selberg extremal problem posed above for a wide class of radial functions. The first step
in this direction will be to specialize the general form of Theorem 1 to a particular family of homogeneous de
Branges spaces, suitable to treat the power weights |x|2ν+2−N . We now present the basic elements associated
to these spaces. Further details will be presented in Section 4.
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For ν > −1 let Aν : C→ C and Bν : C→ C be real entire functions defined by
Aν(z) =
∞∑
n=0
(−1)n( 12z)2n
n!(ν + 1)(ν + 2) . . . (ν + n)
(1.9)
and
Bν(z) =
∞∑
n=0
(−1)n( 12z)2n+1
n!(ν + 1)(ν + 2) . . . (ν + n+ 1)
. (1.10)
These functions are related to the classical Bessel functions by
Aν(z) = Γ(ν + 1)
(
1
2z
)−ν
Jν(z), (1.11)
Bν(z) = Γ(ν + 1)
(
1
2z
)−ν
Jν+1(z). (1.12)
The functions Aν and Bν are the suitable generalizations of cos z and sin z for our purposes (note that
A−1/2(z) = cos z and B−1/2(z) = sin z). Note also that both Aν and Bν have only real, simple zeros and
have no common zeros. Furthermore, they satisfy the following system of differential equations
A′ν(z) = −Bν(z) and B′ν(z) = Aν(z)− (2ν + 1)z−1Bν(z), (1.13)
which can be seen directly from (1.9) and (1.10). We shall see that the entire function
Eν(z) := Aν(z)− iBν(z)
is a Hermite-Biehler function that satisfies properties (P1) - (P4) listed above, and therefore the general
machinery of Theorem 1 will be available. We denote by Kν the reproducing kernel of the space H(Eν).
For δ > 0 and N ∈ N we denote by ENδ the set of all entire functions F : CN → C of exponential type at
most δ. Given a real valued function F : RN → R we write
E
N−
δ (F) :=
{L ∈ ENδ ; L(x) ≤ F(x), ∀x ∈ RN},
E
N+
δ (F) :=
{M∈ ENδ ; M(x) ≥ F(x), ∀x ∈ RN}.
We are now able to state our second result.
Theorem 2. Let λ > 0 and Fλ(x) = e−λ|x|. Let
UN−ν (δ, λ) = inf
{∫
RN
{
e−λ|x| − L(x)
}
|x|2ν+2−N dx; L ∈ EN−δ (Fλ)
}
,
UN+ν (δ, λ) = inf
{∫
RN
{
M(x)− e−λ|x|
}
|x|2ν+2−N dx; M ∈ EN+δ (Fλ)
}
.
The following properties hold:
(i) If κ > 0 then UN±ν (δ, λ) = κ
2ν+2 UN±ν (κδ, κλ).
(ii) For any δ > 0 we have
UN±ν (δ, λ) =
1
2 ωN−1 U
1±
ν (δ, λ),
where ωN−1 = 2π
N/2 Γ(N/2)−1 is the surface area of the unit sphere in RN .
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(iii) When N = 1 and δ = 2 we compute explicitly:
U1−ν (2, λ) =
2Γ(2ν + 2)
λ2ν+2
−
∑
Aν(ξ)=0
e−λ|ξ|
cν Kν(ξ, ξ)
, (1.14)
U1+ν (2, λ) =
∑
Bν(ξ)=0
e−λ|ξ|
cν Kν(ξ, ξ)
− 2 Γ(2ν + 2)
λ2ν+2
, (1.15)
where cν = π 2
−2ν−1 Γ(ν + 1)−2.
(iv) There exists a pair of real entire functions of N complex variables (which are radial when restricted
to RN ) z 7→ Lν(δ, λ, z) ∈ EN−δ (Fλ) and z 7→ Mν(δ, λ, z) ∈ EN+δ (Fλ) such that
UN−ν (δ, λ) =
∫
RN
{
e−λ|x| − Lν(δ, λ,x)
}
|x|2ν+2−N dx
and
UN+ν (δ, λ) =
∫
RN
{
Mν(δ, λ,x)− e−λ|x|
}
|x|2ν+2−N dx.
It is clear from parts (i) and (ii) of Theorem 2 that we can calculate UN±ν (δ, λ) for any N ≥ 1 and δ > 0
from the explicit formulas for the case N = 1 and δ = 2 presented in part (iii). Theorem 2 provides thus a
complete description of the situation. Its proof will be presented in Section 4.
For general ν the qualitative behavior of the zeros of Aν and Bν is not so different from that of the zeros
of cos z and sin z, and we have good asymptotics for the sums over the zeros in (1.14) and (1.15). In fact,
note that Aν is an even function with Aν(0) 6= 0, while Bν is an odd function with a simple zero at the
origin and, from (1.11) and (1.12), the positive zeros of Aν and Bν are the positive zeros of Jν and Jν+1,
respectively. From [52, Section 15.4] we note that, for large m, the Bessel function Jν(x) has exactly m zeros
in
(
0,mπ + piν2 +
pi
4
]
. Also, from (1.6), (1.11), (1.12) and (1.13) we find, for ξ > 0, that
Kν(ξ, ξ) = 2
−1 c−1ν ξ
−2ν−1
{
ξJν(ξ)
2 + ξJν+1(ξ)
2 −(2ν + 1)Jν(ξ)Jν+1(ξ)
}
. (1.16)
From the well known asymptotics for Bessel functions
Jν(ξ) =
√
2
πξ
cos
(
ξ − piν2 − pi4
)
+Oν
(
ξ−3/2
)
(1.17)
as ξ →∞, we have
lim
ξ→∞
{
ξJν(ξ)
2 + ξJν+1(ξ)
2 −(2ν + 1)Jν(ξ)Jν+1(ξ)
}
= 2π−1, (1.18)
and then it follows from (1.14) - (1.18) that∣∣U1−ν (2, λ)∣∣≪ν 1λ2ν+2 +
∞∑
n=1
n2ν+1 e−λjν,n
≪ν 1
λ2ν+2
as λ→∞, where {jν,n}∞n=1 is the sequence of positive zeros of Jν (in this work we use Vinogradov’s notation
f ≪ g (or f = O(g)) to mean that |f | is less than or equal to a constant times |g|, and indicate the parameters
of dependence of the constant in the subscript). Analogously, from (1.15) we find∣∣U1+ν (2, λ)∣∣≪ν 1cνKν(0, 0) +
∞∑
n=1
n2ν+1 e−λjν+1,n +
1
λ2ν+2
≪ν 1
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as λ→∞. To complete the asymptotic description we verify in the beginning of Section 6 that∣∣U1±ν (2, λ)∣∣≪ν λ (1.19)
as λ→ 0.
1.2.3. Extension to a class of radial functions. Motivated by the asymptotic description of (1.14) and (1.15)
presented above, we consider two classes of nonnegative Borel measures µ on (0,∞) for a given parameter
ν > −1. For the minorant problem we consider the class of measures µ satisfying the condition∫ ∞
0
λ
1 + λ2ν+3
dµ(λ) <∞, (1.20)
whereas for the majorant problem we consider the class of measures µ satisfying the more restrictive condition∫ ∞
0
λ
1 + λ
dµ(λ) <∞. (1.21)
For µ satisfying (1.20) or (1.21) we define the radial function Gµ : RN → R ∪ {∞} by
Gµ(x) =
∫ ∞
0
{
e−λ|x| − e−λ
}
dµ(λ). (1.22)
Observe that we might have Gµ(0) = +∞ in case µ satisfies (1.20) but not (1.21), and in this situation only
the minorant problem will be well-posed. Notice also the introduction of the term −e−λ to generate a decay
of order λ at the origin and make use of the full class of measures satisfying (1.20) or (1.21). This idea is
reminiscent of [13, 14]. For κ > 0 we define a new measure µκ on the Borel subsets E ⊆ (0,∞) by putting
µκ(E) := µ(κE), (1.23)
where
κE = {κx; x ∈ E}.
Note that µκ satisfies (1.20) or (1.21) whenever µ does. We are now able to state our third result.
Theorem 3. Let µ be a nonnegative Borel measure on (0,∞) satisfying (1.20) for the minorant problem or
(1.21) for the majorant problem. Let Gµ be defined by (1.22) and write
UN−ν (δ, µ) = inf
{∫
RN
{Gµ(x) − L(x)} |x|2ν+2−N dx; L ∈ EN−δ (Gµ)} ,
UN+ν (δ, µ) = inf
{∫
RN
{M(x)− Gµ(x)} |x|2ν+2−N dx; M ∈ EN+δ (Gµ)} .
The following properties hold:
(i) If 0 < κ then UN±ν (δ, µ) = κ
2ν+2 UN±ν (κδ, µκ−1).
(ii) For any δ > 0 we have
UN±ν (δ, µ) =
∫ ∞
0
UN±ν (δ, λ) dµ(λ) =
1
2 ωN−1
∫ ∞
0
U1±ν (δ, λ) dµ(λ).
where ωN−1 = 2π
N/2 Γ(N/2)−1.
(iii) There exists a pair of real entire functions of N complex variables (which are radial when restricted
to RN ) z 7→ Lν(δ, µ, z) ∈ EN−δ (Gµ) and z 7→ Mν(δ, µ, z) ∈ EN+δ (Gµ) such that
UN−ν (δ, µ) =
∫
RN
{Gµ(x) − Lν(δ, µ,x)} |x|2ν+2−N dx
7
and
UN+ν (δ, µ) =
∫
RN
{Mν(δ, µ,x)− Gµ(x)} |x|2ν+2−N dx.
The subtle change of notation from UN±ν (δ, λ) in Theorem 2 to U
N±
ν (δ, µ) in Theorem 3 should cause
no confusion since λ > 0 will always represent a real valued parameter while µ will always represent a
nonnegative Borel measure on (0,∞). From parts (i) and (ii) of Theorem 3 it is clear that we can calculate
UN±ν (δ, µ) for any N ≥ 1 and δ > 0 from the explicit formulas in part (iii) of Theorem 2 for the case N = 1
and δ = 2.
Interesting examples of measures that we can consider are the power measures dµ(α)(λ) = λ
α dλ. For
−2 < α < 2ν+1 these measures satisfy (1.20) and Theorem 3 provides an extremal minorant of exponential
type for the family of radial functions
Gµ(α)(x) =
∫ ∞
0
{
e−λ|x| − e−λ}λα dλ = Γ(1 + α){|x|−α−1 − 1} , (1.24)
when α 6= −1, and
Gµ(−1)(x) =
∫ ∞
0
{
e−λ|x| − e−λ}λ−1 dλ = − log |x| ,
when α = −1. If −2 < α < −1 then these measures satisfy the more restrictive condition (1.21) and Theorem
3 also provides an extremal majorant of exponential type for the corresponding functions in (1.24).
The proof of Theorem 3 will be carried out in Section 6. For optimality considerations we shall require
a general decomposition of a function in L1
(
R, |Eν(x)|−2 dx
)
as a difference of two squares in H(Eν). We
accomplish this in Section 5, where we prove two results of independent interest: (i) a general version of
a theorem of Plancherel and Po´lya [43, §32] for the homogeneous spaces H(Eν) (Theorem 20); and (ii) a
general method for obtaining majorants and minorants of exponential type
(
non-optimal with respect to the
metric L1
(
R, |Eν(x)|−2 dx
))
for functions that are locally of bounded variation (Theorem 22).
1.3. Some applications.
1.3.1. Multidimensional Hilbert-type inequalities. The solution of the extremal problem (in the classical case
N = 1 and ν = −1/2) for a function f : R→ R leads to upper and lower bounds for certain Hermitian forms
involving the kernel f̂ . When f(x) = sgn(x) this gives us the classical Hilbert’s inequality (see [51])∣∣∣∣∣∣∣
M∑
j,l=1
j 6=l
aj al
j − l
∣∣∣∣∣∣∣ ≤ π
M∑
j=1
|aj |2 ,
where {aj}Mj=1 is a sequence of complex numbers. This inequality was first proved by Hilbert (with the
constant replaced by 2π) and Schur (with the sharp constant π), and then generalized by Montgomery and
Vaughan [41] to replace the sequence of integers appearing in the denominator by a general sequence of
well-spaced real numbers. For different kernels f̂ , the corresponding Hilbert-type inequalities have appeared
for instance in [6, 12, 13, 22, 25, 36].
In our case, the extremal functions given by Theorems 2 and 3 provide generalizations of the Hilbert-type
inequalities to a multidimensional context. We keep denoting
Fλ(x) = e−λ|x|,
and recall that its Fourier transform on RN is the Poisson kernel [49, pp. 6] given by
F̂λ(y) = CN λ
(λ2 + 4π2|y|2)(N+1)/2 , (1.25)
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with CN = 2
N π(N−1)/2 Γ(N+12 ). For the next result we restrict ourselves to the case when 2ν + 2−N is a
nonnegative even integer, which we call 2r. If a nonnegative Borel measure µ on (0,∞) satisfies (1.20) or
(1.21), by directly differentiating (1.25), we observe that the function
Qµ,r(y) :=
(
4π2
)−r ∫ ∞
0
(−∆)rF̂λ(y) dµ(λ) (1.26)
is well-defined for y 6= 0, where ∆ denotes the usual N -dimensional Laplacian.
Theorem 4. Let δ > 0 and 2ν + 2 −N = 2r be a nonnegative even integer. Let {aj}Mj=1 be a sequence of
complex numbers and {yj}Mj=1 be a sequence of well-spaced vectors in RN , in the sense that |yj −yl| ≥ δ for
any j 6= l. The following propositions hold:
(i) If µ is a nonnegative Borel measure on (0,∞) satisfying (1.20) and Qµ,r is defined as in (1.26) then
−UN−ν (2πδ, µ)
M∑
j=1
|aj |2 ≤
M∑
j,l=1
j 6=l
aj alQµ,r(yj − yl).
(ii) If µ is a nonnegative Borel measure on (0,∞) satisfying (1.21) and Qµ,r is defined as in (1.26) then
M∑
j,l=1
j 6=l
aj alQµ,r(yj − yl) ≤ UN+ν (2πδ, µ)
M∑
j=1
|aj |2.
In particular we observe that when r = 0 and dµ(α)(λ) = λ
α dλ, with −2 < α < 2ν +1 = N − 1, we have
Qµ(α),0(y) = Cα |y|−N+α+1,
where Cα = π
α+1−N2 Γ(α + 1)Γ
(
N−α−1
2
)
Γ
(
α+1
2
)−1
(see [48, Chapter V, Lemma 1]). In these cases, the
inequalities of Theorem 4 are related to the discrete Hardy-Littlewood-Sobolev inequalities (see [23, pp.
288]). Their one-dimensional versions have appeared in [12, 13].
1.3.2. Periodic analogues. In the last section of the paper we provide further applications of the interpolation
theory developed in Section 2 to solve some extremal problems in a periodic setting. We address the following
problems:
(i) Given a periodic function f : R/Z→ R and an even probability measure ϑ on R/Z, find a trigonometric
polynomial of degree at most n that majorizes/minorizes f in a way to minimize the L1(R/Z, dϑ)-error;
(ii) Given a function F : SN−1 → R and a probability measure σ on the sphere SN−1, find a polynomial (in
N variables) of degree at most n that majorizes/minorizes F in a way to minimize the L1(SN−1, dσ)-error.
In [34], Li and Vaaler solved (i) for the sawtooth function
ψ(x) =
{
x− ⌊x⌋ − 12 , if x /∈ Z;
0 , if x ∈ Z;
and for characteristic functions of intervals and (ii) for characteristic functions of spherical caps, all with
respect to Jacobi measures. Here we extend this construction to a wide class of even functions in (i) (that
includes for instance the function ϕ(x) = − log |2 sinπx|, the harmonic conjugate of the sawtooth function)
and a wide class of functions with an axis of symmetry in (ii), all with respect to more general measures.
To accomplish this, besides the general interpolation machinery of Section 2, we shall use the theory of
reproducing kernel Hilbert spaces of polynomials and the theory of orthogonal polynomials on the unit
circle.
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1.3.3. Polynomial approximation. The general interpolation formulas allow the solution of the analogous
problem for one-sided approximation of x 7→ e−λ|x| (and a class of even functions by integrating the parameter
λ) by polynomials on a finite symmetric interval. We do not include this here since this problem was solved
already by R. Bojanic and R. DeVore [5] with different methods.
2. Interpolation at zeros of Laguerre-Po´lya functions
2.1. Laguerre-Po´lya class and Laplace transforms. An entire function F : C → C is said to be of
Po´lya class if:
(i) F has no zeros in open upper half plane U ;
(ii) |F ∗(z)| ≤ |F (z)| for all z ∈ U ;
(iii) y 7→ |F (x+ iy)| is a nondecreasing function of y > 0 for each fixed x ∈ R.
Such entire functions can be characterized by their Hadamard factorization as in [1, Theorem 7]. Here we
will be mainly interested in the subclass of real entire functions of Po´lya class, called the Laguerre-Po´lya
class. The functions in the Laguerre-Po´lya class have only real zeros and their Hadamard factorization takes
the form
F (z) =
F (r)(0)
r!
zr e−az
2+bz
∞∏
j=1
(
1− z
xj
)
ez/xj , (2.1)
where r ∈ Z+, a, b, xj ∈ R, with a ≥ 0, xj 6= 0 and
∑∞
j=1 x
−2
j < ∞. An obvious adjustment of notation
includes the case when there is only a finite number of roots. These functions were first considered by E.
Laguerre [32] and later by G. Po´lya [44].
We say that a Laguerre-Po´lya function F has degree N , with 0 ≤ N < ∞, if a = 0 in (2.1) and F has
exactly N zeros counted with multiplicity. Otherwise we set the degree of F to be N =∞. Throughout this
paper we shall denote the degree of F by N (F ) or simply by N when there is no ambiguity.
Let F be a Laguerre-Po´lya function of degree N ≥ 2 (here and later on such a condition will include the
case N =∞). For c ∈ R with F (c) 6= 0 we define
gc(t) =
1
2πi
∫ c+i∞
c−i∞
est
F (s)
ds, (2.2)
where integration is understood to be a complex line integral along the vertical line c + iy with y ∈ R.
Observe that the condition N (F ) ≥ 2 implies that 1/|F (c + iy)| = O(|y|−2) as |y| → ∞, and the integral
above is in fact absolutely convergent. Moreover, if c ∈ (τ1, τ2), where (τ1, τ2) ⊂ R is the largest open interval
containing no zeros of F (we allow τ1, τ2 ∈ {±∞}), using this basic growth estimate for F and the residue
theorem we see that gc = gd for all d ∈ (τ1, τ2). A Fourier inversion shows that
1
F (z)
=
∫ ∞
−∞
gc(t) e
−zt dt (2.3)
in the strip τ1 < Re (z) < τ2 (see Lemma 6 below or [24, Chapter V, Theorem 2.1] to justify the absolute
convergence). It is precisely this expression for the reciprocal of F as a Laplace transform that will play an
important role in this work.
If N (F ) = 1 we also have functions gc that satisfy (2.3) in the appropriate half planes, which can be
verified directly. Let τ be the zero of F , written in the form (2.1). If τ = 0 then (2.3) holds with
gc(t) =
 F
′(0)−1 χ(b,∞)(t), for c > 0;
−F ′(0)−1 χ(−∞,b)(t), for c < 0.
(2.4)
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If τ 6= 0 then (2.3) holds with
gc(t) =
 −τ F (0)
−1 eτ(t−b)−1χ(b+τ−1,∞)(t), for c > τ ;
τ F (0)−1 eτ(t−b)−1χ(−∞,b+τ−1)(t), for c < τ.
(2.5)
If N (F ) = 0 then (2.3) holds with
gc(t) = F (0)
−1 δ(t− b), (2.6)
for any c ∈ R, where δ is the Dirac delta distribution.
In the next two lemmas we state the relevant properties of the frequency functions gc needed for this
work. The first one describes the sign changes of gc and its derivatives, while the second one describes the
asymptotic behavior of gc and its derivatives. These and many other interesting properties of the functions
gc are well detailed in [24, Chapters II to V].
Lemma 5. Let F be a Laguerre-Po´lya function of degree N ≥ 2 and let gc be defined by (2.2), where c ∈ R
and F (c) 6= 0. The following propositions hold:
(i) The function gc ∈ CN−2(R) and is real valued.
(ii) The function gc is of one sign, and its sign equals the sign of F (c).
(iii) If c = 0, the function g
(n)
0 has exactly n sign changes for n = 0, 1, . . . ,N − 2. Moreover, the zeros
associated with the sign changes of g
(n)
0 (n = 1, 2, . . . ,N − 3) are all simple zeros.
Proof. If N is finite we observe that 1/|F (c+ iy)| = O(|y|−N ) as |y| → ∞. If N =∞, then 1/|F (c+ iy)| =
O(|y|−k) as |y| → ∞, for all k ∈ N (for details see [24, Chapter II, Theorem 6.3 and Chapter III, Theorem
5.3]). This allows us to differentiate N − 2 times inside the integral (2.2). Moreover, the fact that F is real
entire implies that gc is real valued. This establishes (i).
The statement (iii) is [24, Chapter IV, Theorem 5.1 and Theorem 5.3].
To show (ii) we let c ∈ (τ1, τ2), where (τ1, τ2) ⊂ R is the largest open interval containing no zeros of F .
If 0 ∈ (τ1, τ2) then g0 = gc and (ii) follows from (iii) and (2.3). If 0 /∈ (τ1, τ2) we consider the translation
Fc(z) := F (z + c), which is still a Laguerre-Po´lya function. With this change we have
gc(t) =
ect
2πi
∫ +i∞
−i∞
est
Fc(s)
ds , (2.7)
and again (ii) follows from (iii) since ect is always positive. 
Lemma 6. Let F be a Laguerre-Po´lya function of degree N ≥ 2 and let gc be defined by (2.2), where c ∈ R
and F (c) 6= 0. If (τ1, τ2) ⊂ R is the largest open interval containing no zeros of F such that c ∈ (τ1, τ2), and
0 ≤ n ≤ N − 2, then there exist polynomials pn and qn such that
∣∣g(n)c (t)∣∣ ≤
pn(t) eτ1t as t→ +∞,qn(t) eτ2t as t→ −∞. (2.8)
Note: When τ2 = +∞ the meaning of (2.8) is that, for each c < k < ∞, there is actually a constant Cn,k
such that ∣∣g(n)c (t)∣∣ ≤ Cn,k ekt
as t→ −∞. An analogous statement holds if τ1 = −∞.
Proof. If we can show the result for c = 0, the general case follows by considering the shift given by (2.7).
Let us then focus on the case c = 0.
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If N is finite, then from Lemma 5 we know that g(n)0 exists for n ≤ N − 2. The growth estimate follows
from the explicit representations given by [24, Chapter II, Theorem 8.2], which come from the Laplace
expansions of the partial fraction decomposition of F .
If N =∞, (2.8) follows from the statement of [24, Chapter V, Theorem 2.1]. 
2.2. Interpolation formulas. In the next series of propositions we present suitable entire functions that
interpolate Fλ(x) = e−λ|x| at the zeros of a given Laguerre-Po´lya function. We shall exploit the represen-
tation of the inverse of a Laguerre-Po´lya function as a Laplace transform given by (2.3), where we have a
good knowledge of the qualitative properties of the frequency functions gc provided by Lemmas 5 and 6.
The material in this subsection generalizes [22, Section 3].
Given a Laguerre-Po´lya function F , we henceforth denote by αF the smallest positive zero of F (if no
such zero exists we set αF = +∞). Similarly, we denote by βF the largest nonpositive zero of F (if no such
zero exists we set βF = −∞).
Proposition 7. Let F be a Laguerre-Po´lya function. Let g = gαF /2 and assume that F (αF /2) > 0 (in case
αF = +∞, let g = g1 and assume F (1) > 0). Define, for λ > 0,
A1(F, λ, z) = F (z)
∫ 0
−∞
g(w − λ) e−zw dw for Re (z) < αF , (2.9)
A2(F, λ, z) = e−λz − F (z)
∫ ∞
0
g(w − λ) e−zw dw for Re (z) > βF . (2.10)
Then z 7→ A1(F, λ, z) is analytic in Re (z) < αF , z 7→ A2(F, λ, z) is analytic in Re (z) > βF , and these
functions are restrictions of an entire function, which we will denote by A(F, λ, z). Moreover, there exists
c > 0 so that
|A(F, λ, z)| ≤ c (1 + |F (z)|) (2.11)
for all z ∈ C.
Proof. If N (F ) ≥ 2 we obtain from Lemma 6 that the two integrals converge absolutely and define analytic
functions in the stated half planes. If N (F ) = 1 or 0 the same holds from (2.4), (2.5) and (2.6). Consider
now z ∈ C with βF < Re (z) < αF . From (2.3) we have
e−λz = F (z)
∫ ∞
−∞
g(w − λ) e−zw dw ,
which implies that A2(F, λ, z) = A1(F, λ, z) in the strip βF < Re (z) < αF . Hence z 7→ A1(F, λ, z) and
z 7→ A2(F, λ, z) are analytic continuations of each other and this defines the entire function z 7→ A(F, λ, z).
The integral representations for A imply, for Re (z) ≤ αF /2, that
|A(F, λ, z)| ≤ |F (z)|
∫ 0
−∞
g(w − λ) e−wRe (z) dw
≤ |F (z)|
∫ 0
−∞
g(w − λ) e−wαF /2 dw ,
(2.12)
while for Re (z) ≥ αF /2 we have
|A(F, λ, z)| ≤ e−λαF /2 + |F (z)|
∫ ∞
0
g(w − λ) e−wαF /2 dw. (2.13)
Estimates (2.12) and (2.13) plainly verify (2.11). 
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Proposition 8. Let λ > 0. Let F be an even Laguerre-Po´lya function such that F (0) > 0. Then the entire
function z 7→ L(F, λ, z) defined by
L(F, λ, z) = A(F, λ, z) +A(F, λ,−z)
satisfies
F (x)
{
e−λ|x| − L(F, λ, x)
}
≥ 0 (2.14)
for all x ∈ R and
L(F, λ, ξ) = e−λ|ξ| (2.15)
for all ξ ∈ R with F (ξ) = 0.
Proof. From the assumptions we have gαF /2 = g0 and we call this function g. We first treat the case
N (F ) ≥ 4. Since F is even, we obtain F (iy) = F (−iy), and this implies that g = g0 is even from (2.2). For
x < αF , we use (2.9) for A(F, λ, z) and (2.10) for A(F, λ,−z) to obtain the integral representation
L(F, λ, x) − eλx = F (x)
∫ 0
−∞
g(w − λ) e−xw dw − F (x)
∫ ∞
0
g(w − λ) exw dw
= F (x)
∫ 0
−∞
{
g(w − λ)− g(w + λ)} e−xw dw . (2.16)
Since N (F ) ≥ 4, g′(t) exists for all real t. Since F (0) > 0, the function g = g0 decays exponentially as
t → ±∞ by Lemma 6. If g had more than one local maximum, then g′ would have more than one sign
change, which is not possible by Lemma 5. Since g is even, it follows that g is nondecreasing on (−∞, 0)
and nonincreasing on (0,∞). Hence, for w < 0,
g(w − λ) = g(−|w| − λ) ≤ g(−|w|+ λ) = g(w + λ). (2.17)
By inserting (2.17) into (2.16) we obtain (2.14) for x ≤ 0. By symmetry, (2.14) also follows for x ≥ 0.
Identity (2.15) follows from (2.16) for ξ < 0 and, by symmetry, for ξ > 0.
If N (F ) = 2 we must have
F (z) = C
(
1− z
2
α2
)
. (2.18)
We proceed as above by observing that
g(t) =
α
2C
e−α|t|. (2.19)
If N (F ) = 0 then F is a constant and L is identically zero. 
Proposition 9. Let λ > 0. Let F be an even Laguerre-Po´lya function that has a double zero at the origin.
Let g = gαF /2 and assume that F (αF /2) > 0 (in case αF = +∞, let g = g1 and assume F (1) > 0). Then
the entire function z 7→M(F, λ, z) defined by
M(F, λ, z) = A(F, λ, z) +A(F, λ,−z) + 2g′(0)F (z)
z2
satisfies
F (x)
{
M(F, λ, x) − e−λ|x|
}
≥ 0 (2.20)
for all x ∈ R and
M(F, λ, ξ) = e−λ|ξ| (2.21)
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for all ξ ∈ R with F (ξ) = 0.
Note: When N (F ) = 2, the function g is not differentiable at the origin and we set g′(0) := 12
{
g′(0−) +
g′(0+)
}
.
Proof. Let us first deal with the case N (F ) ≥ 4. For x < 0, equations (2.9) and (2.10) imply
M(F, λ, x) − e−λ|x| = F (x)
∫ 0
−∞
g(w − λ) e−xw dw
− F (x)
∫ ∞
0
g(w − λ) exw dw + 2g′(0)F (x)
x2
= F (x)
∫ ∞
0
{
g(−w − λ)− g(w − λ) + 2g′(0)w} exw dw.
(2.22)
The assumptions on F imply that z 7→ z−2F (z) is an even Laguerre-Po´lya function that is positive in an
interval containing the origin. By multiplying both sides of (2.3) by z2 and integrating by parts twice using
Lemma 6, it follows that g′′ is the corresponding function whose Laplace transform represents z2/F (z) in a
strip containing the origin. Hence g′′ is even, nonnegative and has exponential decay as t→ ±∞. Moreover,
g′′ is nondecreasing on (−∞, 0) and nonincreasing on (0,∞) (if N (F (z)/z2) ≥ 4 we can invoke Lemma 5 to
see this and if N (F (z)/z2) = 2 we can verify directly by (2.19)). Therefore u 7→ {g′(0)− g′(u)} is odd and
nonincreasing, and hence, for w > 0, we have
2g′(0)w − {g(w − λ)− g(−w − λ)} = ∫ −λ+w
−λ−w
{
g′(0)− g′(u)}du
≥
∫ w
−w
{
g′(0)− g′(u)}du
= 0.
By inserting this into (2.22) we obtain (2.20) for x < 0. Therefore (2.20) also holds for x > 0 by symmetry
and for x = 0 by continuity. Identity (2.21) follows from (2.22) for ξ < 0 and, by symmetry, for ξ > 0.
To check it for ξ = 0 define
h(λ,w) = g(−w − λ)− g(w − λ) + 2g′(0)w.
We will denote differentiation of h with respect to w by h′(λ,w). For x < 0, we use integration by parts
twice on the right-hand side of (2.22), noting that h(λ, 0) = 0 and h′(λ, 0) = 2g′(0)− 2g′(−λ), to obtain
M(F, λ, x) − e−λ|x| = F (x)
∫ ∞
0
h(λ,w) exw dw
= F (x)
{
2g′(0)− 2g′(−λ)
x2
+
1
x2
∫ ∞
0
{
g′′(−w − λ)− g′′(w − λ)} exw dw} .
(2.23)
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We have already remarked that g′′(w) decays exponentially as w → ±∞. From Lemma 6 we also know that
g′(w) decays exponentially as w → −∞. We then obtain∫ ∞
0
{
g′′(−w − λ) − g′′(w − λ)} dw
=
∫ 0
−∞
g′′(w − λ) dw −
∫ ∞
0
g′′(w − λ) dw
= 2
∫ 0
−∞
g′′(w − λ) dw −
∫ ∞
−∞
g′′(w − λ) dw
= 2g′(−λ)−
∫ ∞
−∞
g′′(w − λ) dw.
Since g′′ is nonnegative and even, the final integral equals 2g′(0). Hence, letting x→ 0− in (2.23), we obtain
M(F, λ, 0)− 1 = 0, which finishes the proof of (2.21).
In the case N (F ) = 2 we must have F (z) = Cz2, where C > 0. Then g(t) = C−1 t χ(0,∞)(t) and
g′(0) :=
1
2
{
g′(0−) + g′(0+)
}
=
1
2C
.
The computations now can be done directly and we obtain
M(F, λ, x) = 1 (2.24)
for all x ∈ R. The result easily follows. 
The purpose of the next proposition is two-fold. Firstly, we want to establish that the functions x 7→
L(F, λ, x) − e−λ|x| and x 7→ M(F, λ, x) − e−λ|x| belong to L1(R, |F (x)|−1 dx) (this will be used in Lemma
15 below). Secondly, we want to display the dependence of such integrals on the parameter λ, specially as
λ→ 0 (this will be used to show (1.19)).
Proposition 10. Let λ > 0. Let F be an even Laguerre-Po´lya function of degree N (F ) ≥ 4.
(i) If F (0) 6= 0, then there exists a constant c = c(F ) > 0 such that∣∣∣L(F, λ, x) − e−λ|x|∣∣∣ ≤ c λ(1 + λ) |F (x)|
1 + x2
(2.25)
for all x ∈ R.
(ii) If F has a double zero at the origin, then there exists a constant c = c(F ) > 0 such that∣∣∣M(F, λ, x) − e−λ|x|∣∣∣ ≤ c λ(1 + λ) |F (x)|
x2
(2.26)
for all x ∈ R.
Remark. Both (2.25) and (2.26) fail when N (F ) = 0 or 2. Computations can be done directly.
Proof. Part (i). For x < 0 and g = g0 (which is an even function), we use (2.16) and integration by parts
(using Lemma 6 to cancel the boundary terms) to get
L(F, λ, x) − e−λ|x|
F (x)
=
∫ 0
−∞
{
g(w − λ) − g(w + λ)} e−xw dw (2.27)
=
1
x
∫ 0
−∞
{
g′(w − λ)− g′(w + λ)} e−xw dw. (2.28)
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If we write c1 = sup
{|g′′(u)|;u ∈ R} (which is finite from Lemma 6), the mean value theorem gives us∣∣g′(w − λ) − g′(w + λ)∣∣ ≤ 2λ c1 ,
and from (2.28) we find ∣∣∣∣L(F, λ, x) − e−λ|x|F (x)
∣∣∣∣ ≤ 2λ c1x2 . (2.29)
Observe also that ∣∣g(w − λ)− g(w + λ)∣∣ ≤ 2λ sup{|g′(u)| ; u ∈ [w − λ,w + λ]}. (2.30)
Now fix 0 < ρ < αF . From Lemma 6 we can find a constant c2 such that
|g′(t)| ≤ c2 e−ρ|t|
for all t ∈ R. In particular, if w < 0 and u ∈ [w − λ,w + λ], we have
|g′(u)| ≤
 c2 if − λ < w < 0;c2 e−ρ|w+λ| if w ≤ −λ. (2.31)
By inserting (2.31) and (2.30) into (2.27) we obtain∣∣∣∣L(F, λ, x) − e−λ|x|F (x)
∣∣∣∣ ≤ 2λc2
[∫ −λ
−∞
e−ρ|w+λ| e−xw dw +
∫ 0
−λ
e−xw dw
]
≤ 2λc2
[∫ −λ
−∞
e−ρ|w+λ| dw + λ
]
= 2λc2
(
ρ−1 + λ
)
.
(2.32)
Now clearly (2.29) and (2.32) imply (2.25) for all x < 0. The result follows for x > 0 by symmetry since all
the functions are even, and also for x = 0 by continuity.
Part (ii). We now let g = gαF /2. From (2.23) we obtain, for x < 0,∣∣∣M(F, λ, x) − e−λ|x|∣∣∣
≤ 2 |F (x)|
x2
∣∣g′(0)− g′(−λ)∣∣
+
|F (x)|
x2
∫ ∞
0
∣∣g′′(−w − λ)− g′′(w − λ)∣∣ exw dw.
(2.33)
Recall that g′′ satisfies (2.3) with F replaced by the function z 7→ z−2F (z), which is even and nonzero at
the origin (this is accomplished by integrating by parts twice). It follows that g′′ is even and has exponential
decay as t→ ±∞ (given by Lemma 6). Writing again c1 = sup
{|g′′(u)|;u ∈ R} we control the first term on
the right-hand side of (2.33),
2 |F (x)|
x2
∣∣g′(0)− g′(−λ)∣∣ ≤ 2λ c1 |F (x)|
x2
.
To deal with the second term, if N (F ) ≥ 6, we may use∣∣g′′(−w − λ)− g′′(w − λ)∣∣ = ∣∣g′′(w + λ)− g′′(w − λ)∣∣
≤ 2λ sup{|g′′′(u)| ; u ∈ [w − λ,w + λ]}
and follow the method employed in (2.31) and (2.32) in the proof of part (i).
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If N (F ) = 4, then the function F (z)z−2 is given by (2.18) and g′′ is given by (2.19). We then compute
directly, for x < 0,∫ ∞
0
{
e−α|w−λ| − e−α|−w−λ|
}
exw dw =
2α
(
eλx − e−λα)
(α2 − x2) ≤
2αλ
(α− x) ≤ 2λ ,
by the mean value theorem. This completes the proof.

3. De Branges spaces
The main objective of this section is to prove Theorem 1.
3.1. Preliminaries. We start with a series of lemmas that will help us establish the connection between
the hypotheses (P1) - (P4) of Theorem 1 and the interpolation theory developed in Section 2. We keep our
notation close to [1, 25] to facilitate the references.
First we review the connection between functions of exponential type and functions that have bounded
type in the upper and lower half planes. Throughout this section we write log+ |x| = max{0, log |x|}.
Lemma 11. Let F : C→ C be an entire function. The following conditions are equivalent:
(i) F and F ∗ have bounded type in the open upper half plane U .
(ii) F has exponential type and ∫ ∞
−∞
log+ |F (x)|
1 + x2
dx <∞.
If either and therefore both of these conditions hold then τ(F ) = max{v(F ), v(F ∗)}.
Proof. This is a theorem of M. G. Krein [30]. 
In what follows we let B denote the set of entire functions F that satisfy one and therefore both of the
conditions (i) or (ii) in Lemma 11.
For a Hermite-Biehler function E(z) we recall the decomposition E(z) = A(z)− iB(z), with A and B real
entire functions given by
A(z) :=
1
2
{
E(z) + E∗(z)
}
and B(z) :=
i
2
{
E(z)− E∗(z)}.
Lemma 12. Let E be a Hermite-Biehler function with no real zeros. The following conditions are equivalent:
(i) z 7→ E(iz) is real entire.
(ii) The functions z 7→ A2(iz) and z 7→ B2(iz) are even functions and B has a simple zero at the origin.
Proof. To prove that (i) implies (ii), note that (i) implies E∗(−iz) = E(iz), hence z 7→ A(iz) is even and
z 7→ B(iz) is odd, and B(0) = 0. If the zero were not simple, from (1.6) we would have K(0, 0) = 0, and
from [25, Lemma 11] this would imply E(0) = 0, a contradiction.
For the other direction, B(0) = 0 implies A(0) 6= 0 since E has no real zeros. This implies that z 7→ A(iz)
is even. If z 7→ B(iz) were even, then z 7→ E(iz) would be even, which violates (1.2). Thus z 7→ B(iz) is
odd and (i) follows. 
Lemma 13. Assume that E is a Hermite-Biehler function of bounded type in U . Then the functions A and
B are in the Laguerre-Po´lya class.
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Proof. Since E∗/E is bounded in U , it is of bounded type. Hence E∗ is also of bounded type in U , which
shows that E ∈ B. From (1.2) and (1.4) we see that A and B have only real zeros. Since A = A∗ and A
has bounded type in the upper half plane, A is in the Po´lya class by [1, Problem 34] (alternatively, see [29]).
The same argument shows that B is in the Po´lya class. Since A and B are real entire functions, they are in
the Laguerre-Po´lya class. 
3.2. The UU∗ decomposition. The next three lemmas are key steps connecting the L1 and L2 theories.
They will allow us to use the Hilbert space structure to prove the optimality part of Theorem 1.
If E is a Hermite-Biehler function of bounded type in U , we have seen in the proof of Lemma 13 that
E ∈ B. From (1.2) we know that v(E∗) ≤ v(E) and thus, from Krein’s theorem (Lemma 11), we obtain that
E has exponential type τ(E) = v(E).
Lemma 14. Let E be a Hermite-Biehler function of bounded type in U with exponential type τ(E). Let
F : C→ C be a real entire function of exponential type at most 2τ(E) that satisfies
F (x) ≥ 0
for all x ∈ R and ∫ ∞
−∞
F (x) |E(x)|−2 dx <∞. (3.1)
Then there exists U ∈ H(E) such that
F (z) = U(z)U∗(z)
for all z ∈ C.
Proof. This argument is essentially used in the proof of [25, Theorem 15] and we include it here for com-
pleteness.
Using Jensen’s inequality and (3.1) we obtain∫ ∞
−∞
log+ |F (x)/E(x)2|
1 + x2
dx
≤
∫ ∞
−∞
log
(
1 + |F (x)/E(x)2|)
1 + x2
dx
≤ π log
{
1 + π−1
∫ ∞
−∞
|F (x)/E(x)2|
1 + x2
dx
}
<∞.
Applying the elementary inequality
log+ |ab| ≤ log+ |a|+ log+ |b|
with a = |F (x)/E(x)2| and b = |E(x)|2, and using that E ∈ B, we conclude that∫ ∞
−∞
log+ |F (x)|
1 + x2
dx <∞.
By Lemma 11 it follows that F ∈ B.
Since F is real entire and has bounded type in U , if z1, z2, . . . ., zn, . . . are the zeros of F in U listed with
appropriate multiplicity, then by [1, Theorem 8] we have
∞∑
n=1
yn
x2n + y
2
n
<∞ ,
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where zn = xn + iyn and yn > 0. The Blaschke product
D(z) = lim
N→∞
N∏
n=1
(
1− z
zn
)(
1− z
zn
)−1
defines a meromorphic function on C, which is analytic in U and continuous on the closure of U . Moreover,
D−1F is entire, all of its zeros have even multiplicity and none lies in U (note that the zeros of F on R have
even multiplicity since F is nonnegative on R). Hence there exists an entire function U , with no zeros in U ,
such that
F = DU2. (3.2)
Since DD∗ = 1 and F = F ∗, we have FD = (U∗)2. It follows that F 2 = (UU∗)2. Since F is nonnegative on
R, we obtain the representation
F (z) = U(z)U∗(z)
for all z ∈ C.
From (3.2) and [1, Theorem 9] we find that U has bounded type in U . Since UU∗ = F = D∗(U∗)2 it
follows that U∗ = DU . Since the Blaschke product D has bounded type in U , the function U∗ has bounded
type in U and therefore U ∈ B. Moreover, since 1/E has bounded type in U , we conclude that U/E and
U∗/E have bounded type in U . Since v(D) = 0 and U∗ = DU we have v(U) = v(U∗). Also, since F = DU2,
we have
2v(E) = 2τ(E) ≥ τ(F ) = v(F ) = 2v(U),
and from this it follows that U/E and U∗/E have nonpositive mean type in U . Finally, since F = UU∗, it
follows from (3.1) that ∫ ∞
−∞
|U(x)|2 |E(x)|−2 dx <∞,
hence U ∈ H(E). 
Lemma 15. Let E be a Hermite-Biehler function of bounded type in U , with no real zeros and such that
z 7→ E(iz) is real entire. Then
x 7→ L(A2, λ, x) − e−λ|x|
and
x 7→M(B2, λ, x) − e−λ|x|
belong to L1
(
R, |E(x)|−2 dx).
Proof. Observe first, from Lemmas 12 and 13, that the functions z 7→ A2(z) and z 7→ B2(z) are even
Laguerre-Po´lya functions with A2(0) 6= 0 and B2 having a double zero at the origin. We are then able to
apply the results of Section 2.
Step 1 - Proof for L. The case N (A2) ≥ 4 follows from (2.25) combined with the fact that E has no real
zeros and A2/E2 is bounded on R (by (1.4)).
In the case N (A2) = 2, we must have A2 given by (2.18) and g = g0 given by (2.19). For x < 0 we can
compute directly from (2.16) that∣∣∣L(A2, λ, x)− e−λ|x|∣∣∣ = ∣∣∣∣∣A(x)2 α2A(0)2
(
e−λα − eλx)
α2 − x2
∣∣∣∣∣≪ A2(x)x2 (3.3)
as x→ −∞. The same bound holds when x→∞ by symmetry and the result follows.
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In the case N (A2) = 0, the function A2 is constant and L(A2, λ, z) is identically zero. The inequality
(3.3) follows trivially.
Step 2 - Proof for M . The case N (B2) ≥ 4 follows from (2.26) combined with the fact that E has no real
zeros and B2/E2 is bounded on R.
If N (B2) = 2, we must have B(z)2 = Cz2 for some C > 0. The result follows from (2.24). 
Lemma 16. Let λ > 0. Let E be a Hermite-Biehler function of bounded type in U with exponential type
τ(E). Assume that E has no real zeros and z 7→ E(iz) is real entire. If∫ ∞
−∞
e−λ|x| |E(x)|−2 dx <∞, (3.4)
then there exist U, V ∈ H(E) so that
M(B2, λ, z) = U(z)U∗(z) (3.5)
L(A2, λ, z) = U(z)U∗(z)− V (z)V ∗(z) (3.6)
for all z ∈ C.
Proof. We note first that A and B have exponential type τ(E). In fact, in the proof of Lemma 13 we have
already seen that A,B ∈ B. Since
A(z)
E(z)
=
1
2
(
1− E
∗(z)
E(z)
)
,
the real part of A/E on U is positive. From [1, Problem 30] we have v(A/E) = 0 and therefore τ(A) =
v(A) = v(E) = τ(E). The same applies to B.
From (2.11) we obtain that z 7→ L(A2, λ, z) and z 7→ M(B2, λ, z) have exponential type at most 2τ(E).
Lemma 15 and (3.4) imply that x 7→ M(B2, λ, x) ∈ L1(R, |E(x)|−2 dx). From Lemma 14 there exists
U ∈ H(E) such that
M(B2, λ, z) = U(z)U∗(z).
Note that
M(B2, λ, x) − L(A2, λ, x) ≥ 0
for all x ∈ R, and Lemma 15 implies that this difference also belongs to L1(R, |E(x)|−2 dx). It follows from
another application of Lemma 14 that
M(B2, λ, z)− L(A2, λ, z) = V (z)V ∗(z),
for some V ∈ H(E), and hence
L(A2, λ, z) = U(z)U∗(z)− V (z)V ∗(z).

3.3. Proof of Theorem 1. We have now gathered all the necessary elements to prove our first theorem.
3.3.1. Existence. From the proof of Lemma 16 we have seen that z 7→ L(A2, λ, z) and z 7→M(B2, λ, z) have
exponential type at most 2τ(E). Moreover, from (2.14) and (2.20) we find that
L(A2, λ, x) ≤ e−λ|x| ≤M(B2, λ, x)
for all x ∈ R. Let U, V ∈ H(E) be given by (3.5) and (3.6). We now use the fact that B /∈ H(E), given by
hypothesis (P4), to invoke [1, Theorem 22, case α = 0]. This guarantees that {z 7→ K(ξ, z); B(ξ) = 0} is a
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complete orthogonal set in H(E). We then have∫ ∞
−∞
M(B2, λ, x) |E(x)|−2 dx =
∫ ∞
−∞
|U(x)|2 |E(x)|−2dx
=
∑
B(ξ)=0
|U(ξ)|2
K(ξ, ξ)
=
∑
B(ξ)=0
e−λ|ξ|
K(ξ, ξ)
,
where the last equality comes from the fact that |U(ξ)|2 = e−λ|ξ| for all ξ ∈ R with B(ξ) = 0 by (3.5) and
(2.21).
From the fact that A /∈ H(E), an application of [1, Theorem 22, case α = π/2] gives us that {z 7→
K(ξ, z); A(ξ) = 0} is also a complete orthogonal set in H(E). Therefore∫ ∞
−∞
L(A2, λ, x) |E(x)|−2 dx =
∫ ∞
−∞
{|U(x)|2 − |V (x)|2} |E(x)|−2dx
=
∑
A(ξ)=0
|U(ξ)|2 − |V (ξ)|2
K(ξ, ξ)
=
∑
A(ξ)=0
e−λ|ξ|
K(ξ, ξ)
,
where the last equality comes from the fact that |U(ξ)|2 − |V (ξ)|2 = e−λ|ξ| for all ξ ∈ R with A(ξ) = 0 by
(3.6) and (2.15).
3.3.2. Optimality. Now let M : C → C be an entire function of exponential type at most 2τ(E) such that
M(x) ≥ e−λ|x| for all x ∈ R. If ∫ ∞
−∞
M(x) |E(x)|−2 dx =∞
there is nothing to prove, hence we assume that this integral is finite. Lemma 14 implies that M(z) =
W (z)W ∗(z) for some W ∈ H(E) and then∫ ∞
−∞
M(x) |E(x)|−2 dx =
∫ ∞
−∞
|W (x)|2 |E(x)|−2 dx
=
∑
B(ξ)=0
|W (ξ)|2
K(ξ, ξ)
≥
∑
B(ξ)=0
e−λ|ξ|
K(ξ, ξ)
,
as claimed.
Let L : C → C be an entire function of exponential type at most 2τ(E) such that L(x) ≤ e−λ|x| for all
x ∈ R. If ∫ ∞
−∞
L(x) |E(x)|−2 dx = −∞
there is nothing to prove, hence we assume that this integral is finite. We have already noticed the ex-
istence of a majorant z 7→ M(B2, λ, z) of exponential type at most 2τ(E) for e−λ|x|. In particular, the
function z 7→ M(B2, λ, z) − L(z) has exponential type at most 2τ(E), is nonnegative on R and belongs to
L1(R, |E(x)|−2 dx). A new application of Lemma 14 gives us that M(B2, λ, z)−L(z) = T (z)T ∗(z) for some
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T ∈ H(E). From (3.5) we then have L(z) = U(z)U∗(z)− T (z)T ∗(z), and finally∫ ∞
−∞
L(x) |E(x)|−2 dx =
∫ ∞
−∞
{|U(x)|2 − |T (x)|2} |E(x)|−2 dx
=
∑
A(ξ)=0
|U(ξ)|2 − |T (ξ)|2
K(ξ, ξ)
≤
∑
A(ξ)=0
e−λ|ξ|
K(ξ, ξ)
.
This completes the proof of Theorem 1.
4. Homogeneous spaces and radial symmetrization
In this section we shall prove Theorem 2. An important ingredient of the proof is the specialization of
Theorem 1 to a suitable class of homogeneous de Branges spaces. We start by briefly reviewing these spaces
and their relevant properties.
4.1. The homogeneous spaces H(Eν). Let ν > −1. A space H(E) is said to be homogeneous of order ν
if, for all 0 < a < 1 and all F ∈ H(E), the function z 7→ aν+1F (az) belongs to H(E) and has the same norm
as F . Such spaces were characterized by L. de Branges in [2] (see also [1, Section 50]).
We consider here the special family of homogeneous spaces H(Eν) where
Eν(z) = Aν(z)− iBν(z),
and the real entire functions Aν and Bν are given by (1.9) and (1.10). From [1, Section 50, Problems 227
and 228] we see that in fact Eν is a Hermite-Biehler function with no real zeros and H(Eν) is homogeneous
of order ν. Moreover, Eν has bounded type in U with mean type 1 and, by Krein’s theorem (Lemma 11), it
has exponential type 1 as well. Since Aν is even and Bν is odd, the function z 7→ Eν(iz) is real entire. This
accounts for hypotheses (P1) - (P3) of Theorem 1.
From the proof of Lemma 16 we see that τ(Aν ) = τ(Bν) = τ(Eν) = 1. We gather other relevant facts
about the spacesH(Eν) in the next lemma. In particular, the item (ii) below is the key identity that connects
the theory of de Branges spaces to the multidimensional Euclidean problems.
Lemma 17. Let ν > −1. The following properties hold:
(i) There exist positive constants aν , bν such that
aν |x|2ν+1 ≤ |Eν(x)|−2 ≤ bν |x|2ν+1 (4.1)
for all x ∈ R with |x| ≥ 1.
(ii) For F ∈ H(Eν) we have the identity∫ ∞
−∞
|F (x)|2 |Eν(x)|−2 dx = cν
∫ ∞
−∞
|F (x)|2 |x|2ν+1 dx , (4.2)
with cν = π 2
−2ν−1 Γ(ν + 1)−2.
(iii) An entire function F belongs to H(Eν) if and only if F has exponential type at most 1 and∫ ∞
−∞
|F (x)|2 |x|2ν+1 dx <∞. (4.3)
Proof. These facts are all contained in [25, Equations (5.1), (5.2) and Lemma 16]. 
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From the asymptotics (1.17), together with (1.11) and (1.12), we find that Aν and Bν do not satisfy
the integrability condition (4.3). Therefore Aν , Bν /∈ H(Eν) and the final hypothesis (P4) is verified. The
general framework of Theorem 1 is then available for the spaces H(Eν).
4.2. Radial symmetrization. We now briefly recall a couple of results from [25, Section 6] that will be
useful to establish a connection between the one-dimensional theory and the multidimensional theory.
Lemma 18. Let F : C→ C be an even entire function with power series representation
F (z) =
∞∑
k=0
ckz
2k
and let ψN (F ) : C
N → C be the entire function
ψN (F )(z) =
∞∑
k=0
ck(z
2
1 + . . .+ z
2
n)
k.
The following properties hold:
(i) F has exponential type if and only if ψN (F ) has exponential type, and τ(F ) = τ(ψN (F )).
(ii) We have
1
2 ωN−1
∫ ∞
−∞
F (x) |x|2ν+1 dx =
∫
RN
ψN (F )(x) |x|2ν+2−N dx,
where ν > 1 and ωN−1 = 2π
N/2 Γ(N/2)−1 is the surface area of the unit sphere in RN , provided that
both integrals are absolutely convergent.
Proof. This is [25, Lemma 18]. 
For N ≥ 2 let SO(N) denote the compact topological group of real orthogonal N ×N matrices M with
detM = 1. Let σ be its left-invariant (and also right-invariant since SO(N) is compact) Haar measure,
normalized so that σ(SO(N)) = 1. For an entire function F : CN → C we define its radial symmetrization
F˜ : CN → C by
F˜(z) =
∫
SO(N)
F(Mz) dσ(M).
If N = 1 we define F˜(z) := 12{F(z) + F(−z)}. The following lemma lists the relevant properties of F˜ .
Lemma 19. Let F : CN → C be an entire function. Then F˜ : CN → C is an entire function that satisfies
the following properties:
(i) F˜ has a power series expansion of the form
F˜(z) =
∞∑
k=0
ck(z
2
1 + . . .+ z
2
n)
k.
(ii) If F has exponential type then F˜ has exponential type and τ(F˜) ≤ τ(F).
Proof. This is [25, Lemma 19]. 
4.3. Proof of Theorem 2. We are now in position to prove our second theorem. Recall that we write
Fλ(x) = e−λ|x|.
4.3.1. Proof of part (i). For κ > 0 observe that L ∈ EN−δ (Fλ) if and only if x 7→ L(κx) ∈ EN−κδ (Fκλ). An
analogous property holds for the majorants. This is enough to conclude part (i).
4.3.2. Proof of part (ii). Let L ∈ E1−δ (Fλ) be such that∫ ∞
−∞
{
e−λ|x| − L(x)
}
|x|2ν+1 dx <∞. (4.4)
By considering z 7→ 12{L(z)+L(−z)} we may assume that L is even (note that this does not change the value
of the integral in (4.4)). By Lemma 18 we have that ψN (L) ∈ EN−δ (Fλ), and a change to radial variables
gives us ∫
RN
{
e−λ|x| − ψN (L)(x)
}
|x|2ν+2−N dx
= 12 ωN−1
∫ ∞
−∞
{
e−λ|x| − L(x)
}
|x|2ν+1 dx.
Hence
UN−ν (δ, λ) ≤ 12 ωN−1 U1−ν (δ, λ).
On the other hand, let L ∈ EN−δ (Fλ) be such that∫
RN
{
e−λ|x| − L(x)
}
|x|2ν+2−N dx <∞.
By Lemma 19 we have that L˜ ∈ EN−δ (Fλ) and it has a power series expansion
L˜(z) =
∞∑
k=0
ck(z
2
1 + . . .+ z
2
n)
k.
Define the entire function L : C→ C by
L(z) = L˜(z, 0, 0, . . . , 0) =
∞∑
k=0
ckz
2k.
By Lemma 18 we know that L ∈ E1−δ (Fλ). An application of Fubini’s theorem now gives us
1
2 ωN−1
∫ ∞
−∞
{
e−λ|x| − L(x)
}
|x|2ν+1 dx
=
∫
RN
{
e−λ|x| − L˜(x)
}
|x|2ν+2−N dx
=
∫
RN
∫
SO(N)
{
e−λ|Mx| − L(Mx)
}
|Mx|2ν+2−N dσ(M) dx
=
∫
SO(N)
∫
RN
{
e−λ|Mx| − L(Mx)
}
|Mx|2ν+2−N dxdσ(M)
=
∫
RN
{
e−λ|x| − L(x)
}
|x|2ν+2−N dx.
Hence
1
2 ωN−1U
1−
ν (δ, λ) ≤ UN−ν (δ, λ),
and this concludes the proof for the minorant case. The majorant case is treated analogously.
4.3.3. Proof of part (iii). We are now interested in computing U1±ν (2, λ). Let us start with the majorant
case. First observe that ∫ ∞
−∞
e−λ|x| |x|2ν+1 dx = 2Γ(2ν + 2)
λ2ν+2
.
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Let M : C → C be an entire function of exponential type at most 2 such that M(x) ≥ e−λ|x| for all x ∈ R
and ∫ ∞
−∞
M(x) |x|2ν+1 dx <∞.
From (4.1) this implies that ∫ ∞
−∞
M(x) |Eν(x)|−2 dx <∞
and thus, by Lemma 14, we know that M(z) = W (z)W ∗(z) for some W ∈ H(Eν). From Theorem 1 and the
key identity (4.2) we have ∑
Bν(ξ)=0
e−λ|ξ|
Kν(ξ, ξ)
≤
∫ ∞
−∞
M(x) |Eν(x)|−2 dx
=
∫ ∞
−∞
|W (x)|2 |Eν(x)|−2 dx
= cν
∫ ∞
−∞
|W (x)|2 |x|2ν+1 dx
= cν
∫ ∞
−∞
M(x) |x|2ν+1 dx.
(4.5)
Moreover, we have seen that the entire function z 7→ M(B2ν , λ, z) of exponential type at most 2 verifies the
equality in (4.5). Therefore
U1+ν (2, λ) =
∑
Bν(ξ)=0
e−λ|ξ|
cνKν(ξ, ξ)
− 2 Γ(2ν + 2)
λ2ν+2
.
The minorant part follows in a similar way. Indeed, if L : C→ C is an entire function of exponential type
at most 2 such that L(x) ≤ e−λ|x| for all x ∈ R and∫ ∞
−∞
L(x) |x|2ν+1 dx > −∞,
we use the existence of a majorant z 7→ M(B2ν , λ, z) to apply Lemma 14 to the nonnegative function
x 7→ M(B2ν , λ, x) − L(x) and obtain the representation L(z) = U(z)U∗(z) − T (z)T ∗(z) with U, T ∈ H(Eν).
The rest follows as in (4.5) using the minorant part of Theorem 1 and the key identity (4.2). The entire
function z 7→ L(A2ν , λ, z) of exponential type at most 2 verifies the equality.
4.3.4. Proof of part (iv). For N ≥ 1 and δ = 2 we define
Lν(2, λ, z) := ψN
(
L(A2ν , λ, ·)
)
(z) (4.6)
and
Mν(2, λ, z) := ψN
(
M(B2ν , λ, ·)
)
(z). (4.7)
These functions have exponential type at most 2 (by Lemma 18) and satisfy
Lν(2, λ,x) ≤ e−λ|x| ≤Mν(2, λ,x)
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for all x ∈ RN . Moreover,∫
RN
{
Mν(2, λ,x)− e−λ|x|
}
|x|2ν+2−N dx
= 12 ωN−1
∫ ∞
−∞
{
M(B2ν , λ, x)− e−λ|x|
}
|x|2ν+1 dx
= 12 ωN−1 U
1+
ν (2, λ)
= UN+ν (2, λ).
The computation for the minorant is analogous. The existence of extremal functions for general δ > 0 follows
by the change of variables given by part (i). This completes the proof.
5. Difference of squares in H(Eν)
When dealing with the sort of extremal problems presented here, associated to a de Branges space H(E)
with E of bounded type in U , an important feature for optimality considerations is the ability to write a
real entire function of exponential type at most 2τ(E) whose restriction to R belongs to L1
(
R, |E(x)|−2 dx)
as a difference of squares
F (z) = U(z)U∗(z)− V (z)V ∗(z)
where U, V ∈ H(E). This was accomplished in Lemma 14 for a nonnegative F and, more generally, in Lemma
16 and in the proofs of Theorems 1 and 2, for an F that admits a nonnegative majorant of exponential type
at most 2τ(E) in L1
(
R, |E(x)|−2 dx).
In this section we work with the homogeneous spacesH(Eν) and extend this construction to any real entire
function F : C→ C of exponential type at most 2 (recall that τ(Eν) = 1) such that F ∈ L1
(
R, |Eν(x)|−2 dx
)
.
5.1. Revisiting a result of Plancherel and Po´lya. In [43, §32] Plancherel and Po´lya observed that if an
entire function F : C→ C has exponential type at most δ and belongs to Lp(R), for some 1 ≤ p ≤ ∞, then
F ′ has the same properties. The case p =∞ is originally due to Bernstein [4]. We now extend this result to
the homogeneous spaces H(Eν).
Theorem 20. Let ν > −1 and δ > 0. Let F : C → C be an entire function of exponential type at most
δ such that F ∈ Lp(R, |Eν(x)|−2 dx), for some 1 ≤ p ≤ ∞. Then F ′ has exponential type at most δ and
belongs to Lp
(
R, |Eν(x)|−2 dx
)
.
Proof. The case p = ∞ is just a restatement of the original result, so let us focus on the case 1 ≤ p < ∞.
Let us first prove that F ′ has exponential type at most δ.
If 2ν + 1 ≥ 0, by (4.1) we find that F ∈ Lp(R), and then it follows that F ′ has exponential type at most
δ. We now consider the case −1 < 2ν + 1 < 0. If F has no zeros, then F (z) = eaz+b with |a| ≤ δ, and F ′
clearly has exponential type at most δ as well. If F has zeros, let β be a zero of F and consider the function
Q(z) = F (z)/(z − β). From (4.1) we have that Q ∈ Lp(R). Since Q has exponential type at most δ, we find
that
Q′(z) =
F ′(z)(z − β)− F (z)
(z − β)2
also has exponential type at most δ, and therefore so does F ′.
Now choose θ > −1 such that (2ν+1)/p = 2θ+1. Let α = ⌊θ⌋− θ+1 and k = ⌊θ⌋+2. Define the entire
function G : C→ C by
G(z) = z2kEα(z)E
∗
α(z).
26
From (4.1) we have that
cα|x|2ν+1 ≤ G(x)p ≤ dα|x|2ν+1 (5.1)
for x ∈ R with |x| ≥ 1 and constants cα, dα > 0. From the differential equations (1.13) we get
E′α(z) = −iEα(z) + i(2α+ 1)z−1Bα(z),
(E∗α)
′(z) = iE∗α(z)− i(2α+ 1)z−1Bα(z).
It follows that
Eα(z)(E
∗
α)
′(z) + E′α(z)E
∗
α(z) = Eα(z)
{
iE∗α(z)− i(2α+ 1)z−1Bα(z)
}
+ E∗α(z)
{− iEα(z) + i(2α+ 1)z−1Bα(z)}
= −i(2α+ 1)z−1Bα(z)
{
Eα(z)− E∗α(z)
}
= −(4α+ 2)z−1B2α(z),
and hence
G′(z) = 2k z2k−1Eα(z)E
∗
α(z)− (4α+ 2)z2k−1B2α(z).
Since |Bα(x)|2 ≤ |Eα(x)|2 we obtain
|G′(x)| ≤ c(1 + |x|)2θ (5.2)
for some c > 0 and all x ∈ R.
By hypothesis and (5.1) we have that FG ∈ Lp(R). Since FG is an entire function of exponential type,
the theorem of Plancherel and Po´lya implies that (FG)′ ∈ Lp(R). Using that∣∣F ′(x)G(x)∣∣p = ∣∣(FG)′(x)− F (x)G′(x)∣∣p
≤ 2p {∣∣(FG)′(x)|p + ∣∣F (x)G′(x)∣∣p} ,
together with (5.2) we find that F ′G ∈ Lp(R). By (4.1) and (5.1) this is equivalent to
F ′ ∈ Lp(R, |Eν(x)|−2 dx),
and the proof is complete. 
5.2. Majorizing functions of bounded variation. Given an arbitrary real number ξ, we define the real
entire function kξ : C→ C by
kξ(z) =
Kν(ξ, z)
Kν(ξ, ξ)
. (5.3)
From [25, Lemma 12] we see that kξ has exponential type and τ(kξ) = τ(Eν) = 1. In [25, Theorem 15] Holt
and Vaaler constructed a real entire function ℓξ : C→ C of exponential type at most 2 such that
| sgn(x− ξ)− ℓξ(x)| ≤ k2ξ (x) (5.4)
for all x ∈ R. The following lemma briefly describes the asymptotic behavior of kξ(x) in both real variables
ξ and x.
Lemma 21. Let ν > −1. For ξ, x ∈ R, let kξ(x) be defined as in (5.3). The following properties hold:
(i) For a fixed ξ ∈ R we have ∣∣k2ξ (x)∣∣≪ξ,ν |x|−2ν−3 (5.5)
as |x| → ∞.
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(ii) For a fixed x ∈ R we have ∣∣k2ξ (x)∣∣≪x,ν |ξ|2ν−1 (5.6)
as |ξ| → ∞.
Proof. Both asymptotics follow from (1.5), (1.16), (1.18) and (4.1). 
Let f : R → R be a right continuous function of locally bounded variation (i.e. f has bounded variation
on any compact interval [a, b] ⊂ R). We denote by V (f)|(a,b] the total variation of f on the interval (a, b]
and define the total variation function Vf : R→ R by
Vf (x) =

V (f)|(0,x] if x > 0,
0 if x = 0,
−V (f)|(x,0] if x < 0.
(5.7)
Observe that Vf is a nondecreasing and right continuous function that is locally of bounded variation, and
f(x) = Vf (x)− (Vf (x)− f(x)) is a decomposition of f as a difference of two nondecreasing right continuous
functions. Associated to Vf we have a unique Borel measure σVf on R such that σVf ((a, b]) = Vf (b)− Vf (a)
for all a, b ∈ R, and associated to f we have a signed Borel measure σf = σVf − σ(Vf−f) on the compact
subsets of R such that σf ((a, b]) = f(b)− f(a) (note that, in principle, σf is not a signed Borel measure on
the whole R, for we may not be able to properly define σf ((−∞,+∞)), for instance). The corresponding
Lebesgue-Stieltjes integrals against these measures will be denoted by dVf and df below, and we slightly
abuse the notation to write ∫ ∞
−∞
g(x) df(x) := lim
M→∞
∫ M
−M
g(x) df(x),
provided this limit actually exists. Our next result is inspired by [51, Theorem 11 and Corollary 12].
Theorem 22. Let ν > −1. Let f : R → R be locally of bounded variation and right continuous. Assume
that its total variation function Vf : R→ R satisfies∫ ∞
−∞
|Eν(ξ)|−2 dVf (ξ) <∞. (5.8)
Define, for x ∈ R,
L1(x) := f(x)− 1
2
∫ ∞
−∞
{
sgn(x− ξ)− ℓξ(x)
}
df(ξ)− 1
2
∫ ∞
−∞
k2ξ (x) dVf (ξ) (5.9)
and
M1(x) := f(x)− 1
2
∫ ∞
−∞
{
sgn(x − ξ)− ℓξ(x)
}
df(ξ) +
1
2
∫ ∞
−∞
k2ξ (x) dVf (ξ). (5.10)
The following properties hold:
(i) The integrals (5.9) and (5.10) are absolutely convergent for all x ∈ R.
(ii) There exists a pair of entire functions L : C→ C and M : C→ C of exponential type at most 2 such
that L(x) = L1(x) and M(x) = M1(x) for almost all x ∈ R.
(iii) The restrictions of L and M to R satisfy
L(x) ≤ f(x) ≤M(x)
for all x ∈ R and∫ ∞
−∞
{
M(x)− L(x)} |Eν(x)|−2 dx ≤ ∫ ∞
−∞
1
Kν(ξ, ξ)
dVf (ξ) <∞.
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Proof. From (4.1), (5.6) and (5.8) we see that the second integral on the right-hand side of (5.9) (and (5.10))
is well-defined for all x ∈ R. The absolute convergence of the first integral on the right-hand side of (5.9)
(and (5.10)) is then guaranteed by (5.4). This proves (i).
By construction and (5.4) we have that
L1(x) ≤ f(x) ≤M1(x)
for all x ∈ R. If we show that L1 and M1 are almost everywhere equal to restrictions of entire functions L
and M to R, we will have
L(x) ≤ f(x) ≤M(x)
for all x ∈ R, since f is right continuous. Moreover, an application of Fubini’s theorem gives us∫ ∞
−∞
{
M(x)− L(x)} |Eν(x)|−2 dx = ∫ ∞
−∞
{
M1(x) − L1(x)
} |Eν(x)|−2 dx
=
∫ ∞
−∞
∫ ∞
−∞
k2ξ (x)|Eν (x)|−2dxdVf (ξ)
=
∫ ∞
−∞
1
Kν(ξ, ξ)
dVf (ξ) <∞,
(5.11)
where the last inequality follows from (1.16), (1.18) and (4.1). This proves (iii).
We show next that M1 is almost everywhere equal to the restriction of an entire function of exponential
type 2 to R. The proof for L1 will be analogous. From (5.4) and (5.5) we find that ℓξ(x) defines a tempered
distribution via
φ 7→
∫
R
φ(x) ℓξ(x) dx
for all Schwartz functions φ. Let
gξ(z) =
ℓξ(z)− ℓξ(0)
z
.
From (5.4) and (5.5) we see that x 7→ gξ(x) ∈ L2(R). Since gξ has exponential type at most 2, the Paley-
Winer theorem implies that the Fourier transform ĝξ is supported on
[− 1pi , 1pi ] and
gξ(z) =
∫ 1
pi
−
1
pi
ĝξ(t) e
2piizt dt,
from which we get the bound
|gξ(z)| ≤ Cξ e2|Im (z)|,
and consequently
|ℓξ(z)| ≤ C′ξ (1 + |z|) e2|Im (z)|, (5.12)
for all z ∈ C, where Cξ and C′ξ are positive constants that may depend on ξ. With the bound (5.12) we
can use the Paley-Wiener theorem for distributions [26, Theorem 1.7.7] to conclude that ℓ̂ξ is a tempered
distribution supported on
[ − 1pi , 1pi ]. Therefore, if ε > 0 and θ is a Schwartz function which is equal to zero
on
[− 1pi − ε, 1pi + ε], we have ∫ ∞
−∞
ℓξ(x) θ̂(x) dx = 0 (5.13)
for all ξ ∈ R. Let ϕ(t) := −(2πit)−1θ(t). Then ϕ is also a Schwartz function and it satisfies (ϕ̂)′ = θ̂. Define
Dξ : R→ R by
Dξ(x) =
1
2
{
sgn(x− ξ)− ℓξ(x)
}
.
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Since x 7→ 12 sgn(x) has distributional Fourier transform t 7→ (2πit)−1 for nonzero t, from (5.13) we obtain
−ϕ̂(ξ) =
∫ ∞
−∞
e−2piitξ
2πit
θ(t) dt =
1
2
∫ ∞
−∞
sgn(x− ξ) θ̂(x) dx =
∫ ∞
−∞
Dξ(x) θ̂(x) dx.
We now claim that f has at most linear growth and thus defines a tempered distribution. In fact, this plainly
follows from (4.1) and (5.8) since
|f(x)− f(1)| ≤
∫ x+
1−
dVf (ξ) =
∫ x+
1−
|ξ|−2ν−1 |ξ|2ν+1dVf (ξ) ≤
∫ x+
1−
|ξ| |ξ|2ν+1dVf (ξ)≪ |x|,
for x > 1. The same bound holds for x < −1. An integration by parts then gives∫ ∞
−∞
θ̂(x)f(x) dx = −
∫ ∞
−∞
ϕ̂(ξ) df(ξ)
=
∫ ∞
−∞
∫ ∞
−∞
Dξ(x) θ̂(x) dxdf(ξ)
=
∫ ∞
−∞
θ̂(x)
∫ ∞
−∞
Dξ(x) df(ξ) dx,
(5.14)
where the interchange of the integrals is justified by the absolute convergence given by (5.4) and (5.11).
Note that x 7→ ∫∞
−∞
Dξ(x) df(ξ) belongs to L
1(R, |Eν(x)|−2 dx) by (5.4) and (5.11), and thus it defines a
tempered distribution. From (5.14) it follows that the distributional Fourier transform of
x 7→ f(x)−
∫ ∞
−∞
Dξ(x) df(ξ)
is supported on
[ − 1pi , 1pi ]. The converse of the Paley-Wiener theorem for distributions [26, Theorem 1.7.7]
implies that this difference is almost everywhere equal to the restriction of an entire function of exponential
type 2 to the real line.
The same argument can be used to show that the second integral in (5.10), when viewed as a function of
x, has Fourier transform supported on
[− 1pi , 1pi ]. In fact, from (5.5) we already have that k2ξ ∈ L2(R). The
remaining steps are analogous. 
We now come to the result that originally motivated this section.
Theorem 23. Let ν > −1 and G : C→ C be a real entire function of exponential type at most 2 such that
G ∈ L1(R, |Eν(x)|−2 dx). Then there exist U, V ∈ H(Eν) such that
G(z) = U(z)U∗(z)− V (z)V ∗(z)
for all z ∈ C.
Proof. We define a continuous function f : R→ R by
f(x) = max{G(x), 0}.
Theorem 20 implies that G′ ∈ L1(R, |Eν(x)|−2 dx), hence f is locally of bounded variation and the total
variation function Vf defined in (5.7) satisfies |Eν |−2 ∈ L1(R, dVf (x)). Since f ∈ L1(R, |Eν(x)|−2 dx), by
Theorem 22 there exists an entire function M of exponential type at most 2 such that M(x) ≥ f(x) for all
real x and M ∈ L1(R, |Eν(x)|−2 dx). Since f is nonnegative, so is M , and it follows from Lemma 14 that
there exists U ∈ H(Eν) such that M = UU∗. By construction,M −G ≥M−f ≥ 0, and another application
of Lemma 14 gives M −G = V V ∗ with V ∈ H(Eν). It follows that G = UU∗ − V V ∗ as claimed. 
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6. The extremal problem for a class of radial functions
In this section we shall prove Theorem 3.
6.1. Preliminaries. We start by showing that the asymptotic estimate (1.19) holds, a point left open in
the introduction. In fact, this plainly follows from Proposition 10 specialized to the spaces H(Eν), together
with (4.1), (4.6) and (4.7).
If the nonnegative Borel measure µ on (0,∞) satisfies (1.20) we define
D−ν (µ,x) =
∫ ∞
0
{
e−λ|x| − Lν(2, λ,x)
}
dµ(λ), (6.1)
and if µ satisfies the more restrictive condition (1.21) we define
D+ν (µ,x) =
∫ ∞
0
{
Mν(2, λ,x)− e−λ|x|
}
dµ(λ), (6.2)
where z 7→ Lν(2, λ, z) and z 7→ Mν(2, λ, z) are the extremal functions of exponential type at most 2 defined
in Theorem 2 (iv). We know a priori that the nonnegative functions x 7→ D±ν (µ,x) are radial and belong to
L1(RN , |x|2ν+2−N dx), hence the integrals (6.1) and (6.2) converge almost everywhere.
Lemma 24. The following properties hold:
(i) If µ satisfies (1.20) then the nonnegative function x 7→ D−ν (µ,x) is continuous for x 6= 0. Moreover,
D−ν (µ,x) = 0 for |x| = ξ with Aν(ξ) = 0.
(ii) If µ satisfies (1.21) then the nonnegative function x 7→ D+ν (µ,x) is continuous. Moreover, D+ν (µ,x) =
0 for |x| = ξ with Bν(ξ) = 0.
Proof. Part (i). Recall that Aν(0) 6= 0. Let g = g0 in (2.2) with F = A2ν . Since A2ν is even we have that g is
even. From (2.16) we have
e−λ|x| − L(A2ν , λ, x) = A2ν(x)
∫ 0
−∞
{
g(w + λ)− g(w − λ)} e−xw dw,
for x ≤ 0. Recall that for w < 0,
g(w + λ)− g(w − λ) ≥ 0.
It follows that H−λ defined by
H−λ (x) =
∫ 0
−∞
{
g(w + λ)− g(w − λ)} e−xw dw
is nondecreasing on (−∞, 0] for every λ > 0. For x ≤ 0 we define
d−ν (µ, x) := A
2
ν(x)
∫ ∞
0
H−λ (x) dµ(λ),
and note that this function is continuous on (−∞, 0) by dominated convergence (at x = 0 it may blow up).
It follows that d−ν (µ, ξ) = 0 for every ξ < 0 with Aν(ξ) = 0. Since D
−
ν (µ,x) = d
−
ν (µ,−|x|), our claim follows.
Part (ii). Recall that B2ν has a double zero at the origin. From (2.23) we have the representation
M(B2ν , λ, x) − e−λ|x|
=
B2ν(x)
x2
{
2
(
g′(0)− g′(−λ))+ ∫ ∞
0
{
g′′(−w − λ)− g′′(w − λ)} exw dw} ,
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valid for x ≤ 0, where g = gαF /2 in (2.2) with F = B2ν . Since B2ν is even it follows that g′′ is even. Hence,
for w > 0,
g′′(−w − λ) = g′′(w + λ) ≤ g′′(w − λ) ,
as we have seen in the proof of Proposition 9. This implies that H+λ defined by
H+λ (x) = 2
(
g′(0)− g′(−λ))+ ∫ ∞
0
{
g′′(−w − λ) − g′′(w − λ)} exw dw
is nonincreasing on (−∞, 0] and satisfies
0 ≤ H+λ (x) ≤ 2
(
g′(0)− g′(−λ)).
For x ≤ 0 we define
d+ν (µ, x) :=
B2ν(x)
x2
∫ ∞
0
H+λ (x) dµ(λ),
and note that this function is continuous on (−∞, 0] by dominated convergence. It follows that d+ν (µ, ξ) = 0
for every ξ < 0 with Bν(ξ) = 0. Since H
+
λ (0) = 0 by the proof of (2.21), we also find that d
+
ν (µ, 0) = 0.
Since D+ν (µ,x) = d
+
ν (µ,−|x|), our claim follows. 
6.2. Proof of Theorem 3.
6.2.1. Proof of part (i). For κ > 0, recall the definition of the measure µκ given in (1.23). We observe that
Gµ(κx) =
∫ ∞
0
{
e−λκ|x| − e−λ
}
dµ(λ)
=
∫ ∞
0
{
e−λ|x| − e−λκ−1
}
dµκ−1(λ)
=
∫ ∞
0
{
e−λ|x| − e−λ
}
dµκ−1(λ) −
∫ ∞
0
{
e−λκ
−1 − e−λ
}
dµκ−1(λ)
= Gµ
κ−1
(x) − Gµ
κ−1
(
κ−1 e1
)
,
where e1 = (1, 0, 0, . . . , 0) ∈ RN . We conclude that z 7→ L(z) ∈ EN−δ (Gµ) if and only if z 7→
{L(κz) +
Gµ
κ−1
(
κ−1 e1
)} ∈ EN−κδ (Gµκ−1 ). An analogous property holds for the majorants. A simple change of
variables then establishes (i).
6.2.2. Proof of parts (ii) and (iii). We shall prove these two parts together. By part (i) it suffices to consider
the case δ = 2.
Existence. Given ν > −1 we shall prove the existence of suitable minorants that interpolate Gµ at the
“correct” radii. The construction for the majorants will be analogous.
The strategy to prove this part is as follows. We would like to argue that x 7→ Gµ(x) and x 7→ D−ν (µ,x)
are tempered distributions whose Fourier transforms satisfy
Ĝµ(t) = D̂−ν (µ, t)
for |t| ≥ π−1. We would then invoke the Paley-Wiener theorem for distributions to see that x 7→ (Gµ(x) −
D−ν (µ,x)
)
is equal almost everywhere to the restriction of an entire function of exponential type at most 2
to RN . This would be our desired minorant.
However, given the parameter ν > −1, it is not clear a priori that x 7→ Gµ(x) and x 7→ D−ν (µ,x) define
tempered distributions on RN for any N ≥ 1. We will overcome this technical difficulty by treating first the
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convenient case N = ⌊2ν +4⌋ to then extend the construction to general N . We recall that the nonnegative
Borel measure µ on (0,∞) satisfies (1.20) for the minorant problem and (1.21) for the majorant problem.
Step 1. The case N = ⌊2ν + 4⌋.
We claim that our function Gµ defines a tempered distribution on the class of Schwartz functions on RN .
In fact, for |x| ≥ 1, we can use the mean value theorem to get∣∣∣e−λ|x| − e−λ∣∣∣ ≤ λe−λ(|x| − 1),
and then
Gµ(x) =
∫ ∞
0
{
e−λ|x| − e−λ
}
dµ(λ)
≤ (|x| − 1)
∫ ∞
0
λe−λdµ(λ)
≪µ (|x| − 1).
(6.3)
Let B(r) ⊂ RN denote the open ball of radius r centered at the origin. We show that Gµ is integrable in
B(1). For r > 0 we use the two elementary inequalities∣∣e−λr − e−λ∣∣ ≤ λ|1 − r|
and
e−λr rN−1 ≪N 1
λN−1
in the following computation∫
B(1)
Gµ(x) dx =
∫
B(1)
∫ ∞
0
{
e−λ|x| − e−λ
}
dµ(λ) dx
= ωN−1
∫ ∞
0
∫ 1
0
{
e−λr − e−λ
}
rN−1 dr dµ(λ)
≪N ωN−1
[∫ 1
0
λ
∫ 1
0
(1− r) rN−1 dr dµ(λ)
+
∫ ∞
1
∫ 1
0
(
1
λN−1
+ e−λrN−1
)
dr dµ(λ)
]
≪N,µ 1.
(6.4)
To estimate the last integral we used the fact that N ≥ 2ν+3. The bounds (6.3) and (6.4) imply our claim.
Next we recall that the function x 7→ D−ν (µ,x) defined in (6.1) belongs to L1(RN , |x|2ν+2−N dx). In
particular this function is integrable in B(1) and also defines a tempered distribution.
From (4.6) we know that
Lν(2, λ, z) := ψN
(
L(A2ν , λ, ·)
)
(z)
and the even function z 7→ L(A2ν , λ, z) has exponential type at most 2 and its restriction to R belongs to
L1(R, |x|2ν+1 dx). We claim that z 7→ L(A2ν , λ, z) must have a zero. Otherwise, it would have to be of the
form eaz+b with |a| ≤ 2, and since it is an even function, we would have a = 0 and the function would be
constant. However, this contradicts the fact that its restriction to R belongs to L1(R, |x|2ν+1 dx). If a is a
zero of z 7→ L(A2ν , λ, z), so is −a and the function
J(z) =
L(A2ν , λ, z)
(z2 − a2)
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is even and real entire (if a = 0 it must be a zero of even multiplicity). Therefore the function of N complex
variables
J (z) := ψN (J)(z) = Lν(2, λ, z)
(z21 + . . .+ z
2
N − a2)
is entire. Since x 7→ Lν(2, λ,x) ∈ L1(RN , |x|2ν+2−N dx) andN = ⌊2ν+4⌋, we find that x 7→ J (x) ∈ L1(RN ).
Moreover J still has exponential type at most 2. By a theorem of Plancherel and Po´lya [43, §47, Theorem
III] we know that J is bounded, and therefore it belongs to L2(RN ). From the Paley-Wiener theorem in
several variables [49, Chapter III, Theorem 4.9] we find that Ĵ is a continuous function supported on B(π−1),
and thus
J (z) =
∫
B(pi−1)
Ĵ (t) e2piit·z dt. (6.5)
If we write z = x+ iy, from (6.5) we find that
|J (z)| ≤ C e2|y|,
which implies that
|Lν(2, λ, z)| ≤ C
∣∣(z21 + . . .+ z2N − a2)∣∣ e2|y|. (6.6)
The bound (6.6) allows us to invoke the Paley-Wiener theorem for distributions [26, Theorem 1.7.7] to
conclude that x 7→ Lν(2, λ,x) defines a tempered distribution with compact support contained in the closed
ball B(π−1).
We now have all the ingredients to compute the Fourier transforms of x 7→ Gµ(x) and x 7→ D−ν (µ,x)
outside B(π−1). Writing Fλ(x) = e−λ|x|, its Fourier transform F̂λ is given by (1.25). Let ε > 0 and ϕ be a
Schwartz function on RN that vanishes in the closed ball B(π−1 + ε). We then have∫
RN
Gµ(x) ϕ̂(x) dx =
∫
RN
∫ ∞
0
{
e−λ|x| − e−λ
}
ϕ̂(x) dµ(λ) dx
=
∫ ∞
0
∫
RN
{
e−λ|x| − e−λ
}
ϕ̂(x) dxdµ(λ)
=
∫ ∞
0
∫
RN
F̂λ(y)ϕ(y) dy dµ(λ)
=
∫
RN
(∫ ∞
0
F̂λ(y) dµ(λ)
)
ϕ(y) dy.
(6.7)
We also have ∫
RN
D−ν (µ,x) ϕ̂(x) dx =
∫
RN
∫ ∞
0
{
e−λ|x| − Lν(2, λ,x)
}
ϕ̂(x) dµ(λ) dx
=
∫ ∞
0
∫
RN
{
e−λ|x| − Lν(2, λ,x)
}
ϕ̂(x) dxdµ(λ)
=
∫ ∞
0
∫
RN
F̂λ(y)ϕ(y) dy dµ(λ)
=
∫
RN
(∫ ∞
0
F̂λ(y) dµ(λ)
)
ϕ(y) dy.
(6.8)
From (6.7) and (6.8) we conclude that the tempered distribution defined by the function
x 7→ (Gµ(x)−D−ν (µ,x))
has Fourier transform with compact support contained in the closed ball B(π−1). By the converse of the
Paley-Wiener theorem for distributions, this function is equal almost everywhere to the restriction to RN of
an entire function of exponential type at most 2 that we shall call z 7→ Lν(2, µ, z). By Lemma 24 we find
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that
Lν(2, µ,x) = Gµ(x)−D−ν (µ,x) (6.9)
for all x 6= 0, and that
Lν(2, µ,x) = Gµ(x) (6.10)
for |x| = ξ with Aν(ξ) = 0. Since D−ν (µ,x) is nonnegative we also find that
Lν(2, µ,x) ≤ Gµ(x) (6.11)
for all x ∈ RN . From (6.9) we obtain∫
RN
{Gµ(x)− Lν(2, µ,x)} |x|2ν+2−N dx = ∫
RN
D−ν (µ,x) |x|2ν+2−N dx
=
∫
RN
∫ ∞
0
{
e−λ|x| − Lν(2, λ,x)
}
|x|2ν+2−N dµ(λ) dx
=
∫ ∞
0
UN−ν (2, λ) dµ(λ).
(6.12)
Step 2. The case N = 1.
The entire minorant z 7→ Lν(2, µ, z), constructed above for the case N = ⌊2ν + 4⌋, is a radial function
when restricted to RN by (6.9). Therefore, for any M ∈ SO(N) we find that Lν(2, µ,Mx) = Lν(2, µ,x) and
thus
L˜ν(2, µ,x) = Lν(2, µ,x)
for all x ∈ RN . This implies that
L˜ν(2, µ, z) = Lν(2, µ, z)
for all z ∈ CN , and by Lemma 19 we have the power series expansion
Lν(2, µ, z) =
∞∑
k=0
ck(z
2
1 + . . .+ z
2
N )
k.
Define the function Lν(2, µ, ·) : C→ C by
Lν(2, µ, z) =
∞∑
k=0
ckz
k. (6.13)
By Lemma 18 we know that z 7→ Lν(2, µ, z) is an entire function of exponential type at most 2. It is easy
to see that properties (6.9), (6.10), (6.11) and (6.12) continue to hold in the case N = 1 with the minorant
z 7→ Lν(2, µ, z).
Step 3. The case N ≥ 1.
For general N ≥ 1 we now define
Lν(2, µ, z) = ψN
(
Lν(2, µ, ·)
)
(z).
This function has exponential type at most 2 by Lemma 18 and verifies properties (6.9), (6.10), (6.11) and
(6.12).
For the majorants, the construction follows along the same lines, using D+ν (µ,x) defined in (6.2).
Optimality. We now prove that the minorants and majorants constructed above are in fact the best possible.
We start by observing that the exact same argument as in the proof of Theorem 2 (ii) gives
UN±ν (δ, µ) =
1
2 ωN−1 U
1±
ν (δ, µ).
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Therefore it suffices to prove optimality in the case N = 1 and δ = 2. Let us do the minorant case, and the
majorant case will be analogous.
Let L : C→ C be a real entire function of exponential type at most 2 such that
L(x) ≤ Gµ(x) (6.14)
for all x ∈ R and ∫ ∞
−∞
{Gµ(x)− L(x)} |x|2ν+1 dx <∞.
Let Lν(2, µ, ·) : C→ C be the minorant of Gµ constructed in (6.13). Then the function
F (z) = Lν(2, µ, z)− L(z)
is real entire of exponential type at most 2 and belongs to L1
(
R, |x|2ν+1 dx). By (4.1) we then have F ∈
L1
(
R, |Eν(x)|−2 dx
)
. By Theorem 23 there exist U, V ∈ H(Eν) such that
F (z) = U(z)U∗(z)− V (z)V ∗(z).
Using now the key identity (4.2) we find∫ ∞
−∞
F (x) |x|2ν+1 dx =
∫ ∞
−∞
{|U(x)|2 − |V (x)|2} |x|2ν+1 dx
= c−1ν
∫ ∞
−∞
{|U(x)|2 − |V (x)|2} |Eν(x)|−2 dx
= c−1ν
∑
Aν(ξ)=0
{|U(ξ)|2 − |V (ξ)|2}
Kν(ξ, ξ)
= c−1ν
∑
Aν(ξ)=0
F (ξ)
Kν(ξ, ξ)
≥ 0,
(6.15)
since, by (6.10) and (6.14),
F (ξ) = Lν(2, µ, ξ)− L(ξ) = Gµ(ξ)− L(ξ) ≥ 0
for all ξ ∈ R with Aν(ξ) = 0. Inequality (6.15) is plainly equivalent to∫ ∞
−∞
{Gµ(x) − L(x)} |x|2ν+1 dx ≥ ∫ ∞
−∞
{Gµ(x)− Lν(2, µ, x)} |x|2ν+1 dx,
which concludes the proof.
7. Hilbert-type inequalities
7.1. Proof of Theorem 4. Recall that we write Fλ(x) = e−λ|x|. Let 2ν + 2 − N = 2r, where r is a
nonnegative integer. In Theorem 2 (iv) we have produced a minorant z 7→ Lν(2πδ, λ, z) ∈ EN−2piδ (Fλ) such
that
x 7→ Lν(2πδ, λ,x) ∈ L1(RN , |x|2r dx). (7.1)
In particular x 7→ Lν(2πδ, λ,x) ∈ L1(RN ). By a theorem of Plancherel and Po´lya [43, §47, Theorem III] we
know that x 7→ Lν(2πδ, λ,x) is bounded, and therefore it belongs to L2(RN ). By the Paley-Wiener theorem
[49, Chapter III, Theorem 4.9], the Fourier transform
L̂ν(2πδ, λ, t) =
∫
RN
Lν(2πδ, λ,x) e−2piix·t dx
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is a continuous function supported on the closed ball B(δ) = {t ∈ RN ; |t| ≤ δ}. From (7.1) we know that
t 7→ L̂ν(2πδ, λ, t) has continuous partial derivatives of all orders less than or equal to 2r. In particular,
(4π2)−r (−∆)r L̂ν(2πδ, λ, t) =
∫
RN
Lν(2πδ, λ,x) |x|2r e−2piix·t dx
is also supported on the closed ball B(δ). We then have
0 ≤
∫
RN
{Fλ(x)− Lν(2πδ, λ,x)} |x|2r
∣∣∣∣∣∣
M∑
j=1
aj e
−2piix·yj
∣∣∣∣∣∣
2
dx
=
M∑
j,l=1
aj al
∫
RN
{Fλ(x)− Lν(2πδ, λ,x)} |x|2r e−2piix·(yj−yl) dx
= UN−ν (2πδ, λ)
M∑
j=1
|aj |2 +
M∑
j,l=1
j 6=l
aj al (4π
2)−r (−∆)r F̂λ(yj − yl).
Therefore we arrive at
− UN−ν (2πδ, λ)
M∑
j=1
|aj |2 ≤
M∑
j,l=1
j 6=l
aj al (4π
2)−r (−∆)r F̂λ(yj − yl). (7.2)
If we integrate both sides of (7.2) with respect to dµ(λ) we arrive at
−UN−ν (2πδ, µ)
M∑
j=1
|aj |2 ≤
M∑
j,l=1
j 6=l
aj al Qµ,r(yj − yl),
and this proves (i). The proof of (ii) follows along the same lines using the extremal majorants z 7→
Mν(2πδ, λ, z).
8. Periodic analogues
The general interpolation theory developed in Section 2 can also be used to treat the problem of optimal
one-sided approximation of even periodic functions by trigonometric polynomials. In this section we provide
a brief account of these methods.
8.1. Reproducing kernel Hilbert spaces of polynomials. We start by recalling some facts about re-
producing kernel Hilbert spaces of polynomials as in [33, 34] (see also [21] for an approach based on the
argument principle). In what follows we denote by D ⊂ C the open unit disc and by ∂D the unit circle. Let
n ∈ Z+ and define Pn to be the set of polynomials of degree at most n with complex coefficients. If P ∈ Pn
we define the polynomial P ∗,n by
P ∗,n(z) = zn P
(
z¯ −1
)
. (8.1)
When P is a polynomial of exact degree n, we shall usually omit the superscript n and write only P ∗ for
simplicity. Part of the notation below is inspired in the notation already used for the de Branges spaces
presented in the introduction (specially the conjugation ∗ and the basic functions K, A and B) but the
difference of context between reproducing kernel Hilbert spaces of entire functions and reproducing kernel
Hilbert spaces of polynomials should be clear.
Let P be a polynomial of exact degree n+ 1 such that
|P ∗(z)| < |P (z)| (8.2)
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for all z ∈ D. For our purposes we assume furthermore that P has no zeros on the unit circle. We consider
the Hilbert space Hn(P ) consisting of the elements in Pn with scalar product
〈Q,R〉Hn(P ) =
∫ 1
2
−
1
2
Q(z)R(z) |P (z)|−2 dθ,
where z = e2piiθ. The function
K(w, z) =
P (z)P (w)− P ∗(z)P ∗(w)
1− w¯z
is the reproducing kernel of the space Hn(P ) as it verifies the identity
〈Q,K(w, ·)〉Hn(P ) = Q(w)
for all w ∈ C. If we define A and B by
A(z) =
1
2
{
P (z) + P ∗(z)
}
,
B(z) =
i
2
{
P (z)− P ∗(z)},
then A(z) = A∗(z), B(z) = B∗(z) and P (z) = A(z)− iB(z). The inequality (8.2) implies that A and B have
zeros only on the unit circle. The reproducing kernel has the alternative representation
K(w, z) =
2
i
B(z)A(w) −A(z)B(w)
1− w¯z . (8.3)
We note that the coefficient of z0 and the coefficient of zn+1 of P cannot have equal absolute values, for this
would contradict (8.2) at z = 0. Hence τP − τ¯P ∗ has degree n+ 1 for every τ ∈ ∂D. In particular, A and
B have degree n+ 1. Since
K(w,w) = 〈K(w, ·),K(w, ·)〉Hn(P ),
K(w,w) = 0 would imply that K(w, z) = 0 for all z, hence Q(w) = 0 for every Q ∈ Pn by the reproducing
kernel identity, which is not possible. Therefore K(w,w) > 0 for all w ∈ C. From the representation (8.3) it
follows that A and B have only simple zeros and their zeros never agree.
From (8.3) we see that the n + 1 polynomials {z 7→ K(ζ, z); B(ζ) = 0} form an orthogonal basis for
Hn(P ) and, in particular, we arrive at Parseval’s formula (see [33, Theorem 2])
||Q||2Hn(P ) =
∑
B(ζ)=0
|Q(ζ)|2
K(ζ, ζ)
. (8.4)
An analogous expression holds if we consider the zeros of A.
8.2. Orthogonal polynomials on the unit circle. We now recall a few facts about the classical theory
of orthogonal polynomials on the unit circle. In doing so, we follow the notation of [47] to facilitate some
of the references. Related material on the topics presented here can be found in [34, 50]. The quadrature
formula of this section can also be found in [21, 28].
Let ϑ be a nontrivial probability measure on ∂D (we say that ϑ is trivial if it has finite support). We
define the monic orthogonal polynomials Φn(z) = Φn(z; dϑ) by the conditions
Φn(z) = z
n + lower order terms ;
∫
∂D
Φn(z) z¯
j dϑ(z) = 0 (0 ≤ j < n);
and we define the orthonormal polynomials ϕn := Φn/||Φn||2. The scalar product on L2(∂D, dϑ) is given by
〈f, g〉L2(∂D,dϑ) =
∫
∂D
f(z) g(z) dϑ(z),
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and we drop the subscript if the L2-space is clear. Observe that
〈Q∗,n, R∗,n〉 = 〈R,Q〉 (8.5)
for all polynomials Q,R ∈ Pn, where the map ∗ was defined in (8.1). The next lemma collects the relevant
facts for our purposes.
Lemma 25. Let ϑ be a nontrivial probability measure on ∂D.
(i) If ϑ(A) = ϑ(A) for every Borel set A ⊂ ∂D, then Φn has real coefficients.
(ii) ϕn has all its zeros in D and ϕ
∗
n has all its zeros in C\D.
(iii) Define a new measure ϑn on ∂D by
dϑn(z) =
dθ∣∣ϕn(e2piiθ; dϑ)∣∣2 ,
where z = e2piiθ, − 12 ≤ θ < 12 . Then ϑn is a probability measure on ∂D, ϕj(z; dϑ) = ϕj(z; dϑn) for
j = 0, 1, . . . , n and for all Q,R ∈ Pn we have
〈Q,R〉L2(∂D,dϑ) = 〈Q,R〉L2(∂D,dϑn). (8.6)
Proof. (i) Let Q ∈ Pn−1. We have
0 = 〈Q(z),Φn(z)〉 = 〈Q(1/z),Φn(1/z)〉 = 〈znQ(1/z), znΦn(1/z)〉.
Since znQ(1/z) can be any polynomial of the form
∑n−1
j=0 bjz
j+1, we obtain that znΦn(1/z) is orthogonal to
zj for j = 1, . . . , n. From (8.5) there exists c ∈ C so that
Φ∗n(z) = cz
nΦn(1/z). (8.7)
Since Φn is monic, when we compare the coefficient of z
0 on both sides of (8.7) we find that c = 1. This
implies the result.
(ii) This is [47, Theorem 4.1].
(iii) This follows from [47, Theorem 2.4, Proposition 4.2 and Theorem 4.3]. 
By Lemma 25 (ii) and the maximum principle we have
|ϕn+1(z)| < |ϕ∗n+1(z)|
for all z ∈ D. By Lemma 25 (iii) we note (Christoffel-Darboux formula) that Pn with the scalar product
〈·, ·〉L2(∂D,dϑ) is a reproducing kernel Hilbert space with reproducing kernel
Kn(w, z) =
ϕ∗n+1(z)ϕ
∗
n+1(w) − ϕn+1(z)ϕn+1(w)
1− w¯z . (8.8)
Observe that ϕ∗n+1 plays the role of P in the previous subsection. As before we define the two polynomials
An+1(z) =
1
2
{
ϕ∗n+1(z) + ϕn+1(z)
}
, (8.9)
Bn+1(z) =
i
2
{
ϕ∗n+1(z)− ϕn+1(z)
}
, (8.10)
and we note that (8.4) holds.
Define by Γn the space of rational functions W of the form
W (z) =
n∑
k=−n
akz
k ,
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where ak ∈ C.
Corollary 26. Let ϑ be a nontrivial probability measure on ∂D and W ∈ Γn. Then with z = e2piiθ we have∫
∂D
W (z) dϑ(z) =
∫ 1
2
−
1
2
W (z)
|ϕn+1(z; dϑ)|2 dθ =
∑
Bn+1(ζ)=0
W (ζ)
Kn(ζ, ζ)
.
A similar formula holds if we consider the zeros of An+1.
Proof. Assume first that W is real valued on ∂D, i.e. ak = a−k. Let
τ = min
z∈∂D
W (z).
Then W (z)− τ ≥ 0 and z 7→W (z)− τ ∈ Γn. The Riesz-Fe´jer theorem implies that there exists a polynomial
Q ∈ Pn such that
W (z) = |Q(z)|2 + τ
on the unit circle. Writing τ = |τ1|2 − |τ2|2, z = e2piiθ, and using (8.4) and (8.6), we obtain∫
∂D
W (z) dϑ(z) =
∫ 1
2
−
1
2
W (z)
|ϕn+1(z; dϑ)|2 dθ
=
∑
Bn+1(ζ)=0
|Q(ζ)|2 + |τ1|2 − |τ2|2
Kn(ζ, ζ)
=
∑
Bn+1(ζ)=0
W (ζ)
Kn(ζ, ζ)
.
The general statement follows by writing W (z) = W1(z)− iW2(z), with W1(z) =
∑n
k=−n bkz
k and W2(z) =∑n
k=−n ckz
k, where bk =
1
2 (ak + a−k) and ck =
i
2 (ak − a−k). 
8.3. Extremal trigonometric polynomials I.
8.3.1. Main statement. The map θ 7→ e2piiθ allows us to identify measures on R/Z with measures on the unit
circle ∂D. Throughout the rest of this section we let ϑ be a nontrivial even probability measure on R/Z, and
thus the corresponding nontrivial probability measure on the unit circle ∂D (that we keep calling ϑ) is even
with respect to angle zero, i.e. for a Borel set A ⊂ ∂D we have
ϑ(A) = ϑ(A),
where A = {z : z ∈ A}.
For λ > 0, consider the 1-periodic function fλ : R→ R defined by
fλ(θ) =
cosh(λ(θ − ⌊θ⌋ − 12 ))
sinh(λ2 )
=
∑
j∈Z
e−λ|θ+j|.
This is the periodization of the exponential function Fλ(x) = e−λ|x|. We now address the problem of
majorizing and minorizing fλ by trigonometric polynomials of a given degree n, in a way to minimize the
L1(R/Z, dϑ)-error. This problem with respect to the Lebesgue measure was treated in [13, Section 6]. Here,
of course, a trigonometric polynomial m(θ) of degree at most n is a 1-periodic function of the form
m(θ) =
n∑
k=−n
ake
2piikθ,
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where ak ∈ C. We say the m(θ) is a real trigonometric polynomial if it is real for real θ. Let us denote the
space of trigonometric polynomials of degree at most n by Λn.
Theorem 27. Let n ∈ Z+ and ϑ be a nontrivial even probability measure on R/Z. Let ϕn+1(z) = ϕn+1(z; dϑ)
be the (n + 1)-th orthonormal polynomial on the unit circle with respect to this measure and consider
Kn, An+1, Bn+1 as defined in (8.8), (8.9) and (8.10). Let An+1 =
{
ξ ∈ R/Z : An+1(e2piiξ) = 0
}
and
Bn+1 =
{
ξ ∈ R/Z : Bn+1(e2piiξ) = 0
}
.
(i) If ℓ ∈ Λn satisfies
ℓ(θ) ≤ fλ(θ) (8.11)
for all θ ∈ R then ∫
R/Z
ℓ(θ) dϑ(θ) ≤
∑
ξ∈An+1
fλ(ξ)
Kn(e2piiξ, e2piiξ)
. (8.12)
Moreover, there exists a unique trigonometric polynomial θ 7→ ℓϑ(n, λ, θ) ∈ Λn satisfying (8.11) for
which the equality in (8.12) holds.
(ii) If m ∈ Λn satisfies
m(θ) ≥ fλ(θ) (8.13)
for all θ ∈ R then ∫
R/Z
m(θ) dϑ(θ) ≥
∑
ξ∈Bn+1
fλ(ξ)
Kn(e2piiξ, e2piiξ)
. (8.14)
Moreover, there exists a unique trigonometric polynomial θ 7→ mϑ(n, λ, θ) ∈ Λn satisfying (8.13) for
which the equality in (8.14) holds.
8.3.2. Interpolation lemma. Before we move on to the proof of Theorem 27 we present a lemma that connects
the interpolation theory developed in Section 2 to the optimal approximations by trigonometric polynomials.
In the lemma below and its proof we keep the notation already used in Section 2.
Lemma 28. Let F be an even and 1-periodic Laguerre-Po´lya function of exponential type τ(F ). Assume
that F is non-constant.
(i) If F (0) > 0, define for θ ∈ R
ℓ(F, λ, θ) =
∑
j∈Z
L(F, λ, θ + j).
Then θ 7→ ℓ(F, λ, θ) is a trigonometric polynomial of degree less than τ(F )/2π satisfying
F (θ)
{
fλ(θ) − ℓ(F, λ, θ)
} ≥ 0 (8.15)
for all θ ∈ R and
ℓ(F, λ, ξ) = fλ(ξ) (8.16)
for all ξ ∈ R with F (ξ) = 0.
(ii) If F has a double zero at the origin and F (αF /2) > 0, define for θ ∈ R
m(F, λ, θ) =
∑
j∈Z
M(F, λ, θ + j).
Then θ 7→ m(F, λ, θ) is a trigonometric polynomial of degree less than τ(F )/2π satisfying
F (θ)
{
m(F, λ, θ) − fλ(θ)
} ≥ 0 (8.17)
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for all θ ∈ R and
m(F, λ, ξ) = fλ(ξ) (8.18)
for all ξ ∈ R with F (ξ) = 0.
Proof. As is well known, the assumptions on F imply that F is a trigonometric polynomial of degree at most
⌊τ(F )/(2π)⌋.
Part (i). From (2.11) and (2.25) (note that N (F ) = ∞) we observe that z 7→ L(F, λ, z) has exponential
type at most τ(F ) and belongs to L1(R). The classical result of Plancherel and Po´lya [43] gives us
∞∑
j=−∞
|L(F, λ, αj)| ≤ C1(ε, τ(F ))
∫ ∞
−∞
|L(F, λ, x)| dx (8.19)
for any increasing sequence {αj} of real numbers such that αj+1 − αj ≥ ε > 0, and∫ ∞
−∞
|L′(F, λ, x)| dx ≤ C2(τ(F ))
∫ ∞
−∞
|L(F, λ, x)| dx. (8.20)
Estimate (8.19) shows that L(F, λ, ·) is bounded on R and thus belongs to L2(R). The Paley-Wiener theorem
then implies that L̂(F, λ, ·) is a continuous function supported on the interval [− τ(F )2pi , τ(F )2pi ]. The bound (8.20)
implies that L(F, λ, ·) has bounded variation on R and thus the Poisson summation formula (see [53, Volume
1, Chapter II, Section 13]) holds as a pointwise identity∑
j∈Z
L(F, λ, θ + j) =
∑
k∈Z
L̂(F, λ, k) e2piikθ . (8.21)
From (8.19), it follows that the sum on the left of (8.21) is absolutely convergent, and this shows that
ℓ(F, λ, θ) is a trigonometric polynomial of degree less than τ(F )/2π. From (2.14) and (2.15) we obtain (8.15)
and (8.16).
Part (ii). The majorant part is analogous.

8.3.3. Proof of Theorem 27.
Existence. Define
An+1(θ) = An+1(e
2piiθ)An+1(e
−2piiθ),
Bn+1(θ) = −Bn+1(e2piiθ)Bn+1(e−2piiθ).
Observe that An+1 and Bn+1 are even trigonometric polynomials of degree n + 1. Since ϕn+1 has real
coefficients, An+1 has real coefficients and Bn+1 has purely imaginary coefficients. Thus
An+1(e
−2piiθ) = An+1(e2piiθ),
Bn+1(e
−2piiθ) = −Bn+1(e2piiθ),
for θ ∈ R, and we see that An+1 and Bn+1 are nonnegative on the real axis. Moreover, since An+1 and Bn+1
have only simple zeros on the unit circle, An+1 and Bn+1 have only double zeros on the real line (and thus
they are entire functions in the Laguerre-Po´lya class). From the fact that An+1(1) 6= 0 and Bn+1(1) = 0 we
see that An+1(0) 6= 0 and Bn+1 has a double zero at the origin.
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Using the construction of Lemma 28 we define
ℓϑ(n, λ, θ) := ℓ(An+1, λ, θ),
mϑ(n, λ, θ) := m(Bn+1, λ, θ).
It follows from (8.15) and (8.17) that
ℓϑ(n, λ, θ) ≤ fλ(θ) ≤ mϑ(n, λ, θ)
for all θ ∈ R. The equalities in (8.12) and (8.14) follow from (8.16), (8.18) and Corollary 26.
Optimality and uniqueness. If ℓ ∈ Λn satisfies ℓ(θ) ≤ fλ(θ) for all θ ∈ R, then by Corollary 26 we have∫
R/Z
ℓ(θ) dϑ(θ) =
∑
ξ∈An+1
ℓ(ξ)
Kn(e2piiξ, e2piiξ)
≤
∑
ξ∈An+1
fλ(ξ)
Kn(e2piiξ, e2piiξ)
.
If equality happens we must have ℓ(ξ) = fλ(ξ) and ℓ
′(ξ) = f ′λ(ξ) for all ξ ∈ An+1. This gives us 2n + 2
conditions that completely determine a trigonometric polynomial of degree at most n. The majorant case
is analogous, with the detail that 0 ∈ Bn+1 and fλ is not differentiable at ξ = 0. In this case, these 2n+ 1
conditions are still sufficient to determine a trigonometric polynomial of degree at most n. This concludes
the proof.
8.4. Extremal trigonometric polynomials II - Integrating the parameter. We consider here two
classes of nonnegative Borel measures ς on (0,∞). For the minorant problem we require that∫ ∞
0
λ e−aλ dς(λ) <∞ (8.22)
for any a > 0, whereas for the majorant problem we require the more restrictive condition∫ ∞
0
λ
1 + λ
dς(λ) <∞. (8.23)
In this subsection we address the problem of majorizing and minorizing the periodic function
hς(θ) :=
∫ ∞
0
{
fλ(θ)− fλ(12 )
}
dς(λ) (8.24)
by trigonometric polynomials of a given degree n, minimizing the L1(R/Z, dϑ)-error. Note the convenient
subtraction of the term fλ(
1
2 ) to generate a better decay rate in λ as λ → 0. If ς satisfies (8.22), hς is
well-defined for all θ /∈ Z (it might blow up at θ ∈ Z), and if ς satisfies (8.23), hς is well-defined for all θ ∈ R.
We shall prove the following result.
Theorem 29. Let n ∈ Z+ and ϑ be a nontrivial even probability measure on R/Z. Let ϕn+1(z) = ϕn+1(z; dϑ)
be the (n + 1)-th orthonormal polynomial on the unit circle with respect to this measure and consider
Kn, An+1, Bn+1 as defined in (8.8), (8.9) and (8.10). Let An+1 =
{
ξ ∈ R/Z : An+1(e2piiξ) = 0
}
and
Bn+1 =
{
ξ ∈ R/Z : Bn+1(e2piiξ) = 0
}
.
(i) Let ς satisfy (8.22). If ℓ ∈ Λn satisfies
ℓ(θ) ≤ hς(θ) (8.25)
for all θ ∈ R then ∫
R/Z
ℓ(θ) dϑ(θ) ≤
∑
ξ∈An+1
hς(ξ)
Kn(e2piiξ, e2piiξ)
. (8.26)
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Moreover, there exists a unique trigonometric polynomial θ 7→ ℓϑ(n, ς, θ) ∈ Λn satisfying (8.25) for
which the equality in (8.26) holds.
(ii) Let ς satisfy (8.23). If m ∈ Λn satisfies
m(θ) ≥ hς(θ) (8.27)
for all θ ∈ R then ∫
R/Z
m(θ) dϑ(θ) ≥
∑
ξ∈Bn+1
hς(ξ)
Kn(e2piiξ, e2piiξ)
. (8.28)
Moreover, there exists a unique trigonometric polynomial θ 7→ mϑ(n, ς, θ) ∈ Λn satisfying (8.27) for
which the equality in (8.28) holds.
Proof. Part (i). Write
hλ(θ) = fλ(θ)− fλ(12 ).
From Theorem 27, the optimal trigonometric polynomial of degree at most n that minorizes hλ is
ℓ˜ϑ(n, λ, θ) := ℓϑ(n, λ, θ)− fλ(12 ).
Let us write
ℓ˜ϑ(n, λ, θ) =
n∑
k=−n
ak(n, λ) e
2piikθ ,
where ak = ak,ϑ. From the interpolation properties we have, for all λ > 0,
ℓ˜ϑ(n, λ, ξ) =
n∑
k=−n
ak(n, λ) e
2piikξ = hλ(ξ)
ℓ˜ϑ
′(n, λ, ξ) =
n∑
k=−n
2πik ak(n, λ) e
2piikξ = h′λ(ξ)
for all ξ ∈ An+1. Since we have 2n + 1 coefficients ak’s and 2n + 2 equations, this is an overdetermined
system. We also know that this interpolation problem has a unique solution, so we can drop the last equation
and invert the coefficient matrix to obtain the ak’s as a function of the hλ(ξ) and h
′
λ(ξ). Since
hλ(ξ), h
′
λ(ξ)≪ξ min
{
λ, e−λ|ξ|
}
for any 12 ≤ ξ < 12 , the ak’s will satisfy the same growth conditions. Since 0 /∈ An+1 we conclude that each
coefficient ak(n, λ) is absolutely integrable with respect to dς(λ) and we define
ℓϑ(n, ς, θ) :=
∫ ∞
0
ℓ˜ϑ(n, λ, θ) dς(λ).
It is clear that
ℓϑ(n, ς, θ) ≤ hς(θ)
for all θ ∈ R and that
ℓϑ(n, ς, ξ) = hς(ξ)
for all ξ ∈ An+1. The optimality (and uniqueness) of this minorant follows from Corollary 26 as in the proof
of Theorem 27.
Part (ii). The majorant part is essentially analogous, just observing that 0 ∈ Bn+1, which justifies the more
restrictive condition (8.23) on the measure ς . 
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We remark that the particular choice dς(λ) = λ−1 dλ yields
hς(θ) =
∫ ∞
0
{
fλ(θ)− fλ(12 )
}
λ−1 dλ
=
∫ ∞
0
{
fλ(θ)− 2λ
}
λ−1 dλ−
∫ ∞
0
{
fλ(
1
2 )− 2λ
}
λ−1 dλ
= − log |2 sinπθ|+ log 2.
The function θ 7→ − log |2 sinπθ| is the harmonic conjugate of the sawtooth function treated in [34]. Theorem
29 provides an extremal minorant for this function with respect to any even nontrivial probability measure
ϑ on R/Z, generalizing the work done in [13, Section 6].
8.5. Polynomial majorants on the sphere.
8.5.1. Main statement. Let N ≥ 2. Let v ∈ SN−1 ⊂ RN be a unit vector and hς be defined by (8.24). For
x ∈ SN−1 we consider here the problem of majorizing and minorizing the function (symmetric with respect
to the v-axis)
x 7→ hς
(
1
2pi arccos(x · v)
)
by polynomials of degree at most n with real coefficients (in N variables) in a way to minimize the
L1(SN−1, w(x · v) dσN (x))-error. Here dσN denotes the surface measure on the sphere SN−1, normalized so
that SN−1 has measure one, and x 7→ w(x · v) is an arbitrary nonnegative weight in L1(SN−1, dσN ) with
norm one (i.e. w(x · v) dσN (x) is still a probability measure on SN−1). The corresponding problem for
characteristic functions of spherical caps with respect to Jacobi measures was treated in [34].
For a function x 7→ F ( 12pi arccos(x · v)), where F : R/Z → C is a even function, a change of variables
gives us ∫
SN−1
F
(
1
2pi arccos(x · v)
)
w(x · v) dσN (x)
= CN
∫ 1
2
−
1
2
F (θ)w(cos 2πθ) | sin 2πθ|N−2 dθ,
(8.29)
where CN =
√
π Γ
(
N
2
)
Γ
(
N−1
2
)−1
, and we notice the connection with the one-dimensional problem. To
state the next result consider the even nontrivial probability measure ϑN,w on R/Z given by
dϑN,w(θ) = CN w(cos 2πθ) | sin 2πθ|N−2 dθ
and denote by u−ϑN,w(n, ς) the expression on the right-hand side of (8.26) and by u
+
ϑN,w
(n, ς) the expression
on the right-hand side of (8.28) associated to this measure.
Theorem 30. Let N ≥ 2, n ∈ Z+ and hς be defined by (8.24).
(i) Let ς satisfy (8.22). If L(x) is a polynomial of degree at most n with real coefficients such that
L(x) ≤ hς
(
1
2pi arccos(x · v)
)
(8.30)
for all x ∈ SN−1 then ∫
SN−1
L(x)w(x · v) dσN (x) ≤ u−ϑN,w(n, ς). (8.31)
The equality is attained for L(x) = ℓϑN,w
(
n, ς, 12pi arccos(x · v)
)
.
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(ii) Let ς satisfy (8.23). If M(x) is a polynomial of degree at most n with real coefficients such that
M(x) ≥ hς
(
1
2pi arccos(x · v)
)
(8.32)
for all x ∈ SN−1 then ∫
SN−1
M(x)w(x · v) dσN (x) ≥ u+ϑN,w(n, ς). (8.33)
The equality is attained for M(x) = mϑN,w
(
n, ς, 12pi arccos(x · v)
)
.
8.5.2. Symmetrization lemma. Before we proceed to the proof of Theorem 30 we present a symmetrization
lemma from [34] in the same spirit of Lemma 19 above. Let SOv(N) be the topological subgroup of
all rotations of SN−1 (real orthogonal N × N matrices M with detM = 1) leaving v fixed. Let ̺ be
its left-invariant (and also right-invariant since SOv(N) is compact) Haar measure, normalized so that
̺(SOv(N)) = 1. For every polynomial F(x) define
F˘(x) =
∫
SOv(N)
F(Mx) d̺(M). (8.34)
Lemma 31. The following propositions hold.
(i) Let F (θ) be a real trigonometric polynomial of degree n. If F (θ) is an even function of θ, then
F
(
1
2pi arccos(x · v)
)
is a polynomial of x · v of degree n with real coefficients.
(ii) If F(x) is a polynomial of x1, x2, . . . , xN of degree n with real coefficients, then F˘(x) is a polynomial
of x · v of degree n with real coefficients when x is restricted to the sphere SN−1. Moreover, the
identity ∫
SN−1
F˘(x)w(x · v) dσN (x) =
∫
SN−1
F(x)w(x · v) dσN (x) (8.35)
holds.
Proof. This is [34, Lemma 13 and Lemma 14]. 
8.5.3. Proof of Theorem 30. Let L(x) be a polynomial of degree at most n satisfying (8.30). Using (8.34)
we find that
L˘(x) ≤ hς
(
1
2pi arccos(x · v)
)
(8.36)
for all x ∈ SN−1. From Lemma 31 (ii) there exists an even real trigonometric polynomial ℓ of degree at most
n such that
L˘(x) = ℓ ( 12pi arccos(x · v)) (8.37)
for all x ∈ SN−1. From (8.36) and (8.37) we find that ℓ(θ) ≤ hς(θ) for every θ ∈ R. Inequality (8.31) now
follows from (8.35), (8.29) and Theorem 29.
From Lemma 31 (i), the function L(x) := ℓϑN,w
(
n, ς, 12pi arccos(x · v)
)
is a polynomial of x ·v of degree at
most n that verifies (8.30). The fact that the equality in (8.31) is attained follows from (8.29) and Theorem
29.
The proof for the majorant part is analogous.
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