Network Quality of Service (QoS) and the associated user Quality of Experience (QoE) have always been the networking "holy grail" and have been sought after through various different approaches and networking technologies over the last decades. Despite substantial amounts of effort invested in the area, there has been very little actual deployment of mechanisms to guarantee QoS in the Internet. As a result, the Internet is largely operating on a "best effort" basis in terms of QoS. Here, we attempt a historical overview in order to better understand how we got to the point where we are today and consider the evolution of QoS/QoE in the future.
1980s: the first steps
Back in the 1980s, when the Internet was still essentially a research network, there was a view that the future global networking technology would emerge from the telecommunications world through the evolution of the telephone network towards the multi-service network of the future. Digital transmission infrastructure in the form of SDH/SONET allowed the introduction of the Integrated Services Digital Network (ISDN) in the late 1980s as the first form of integrated infrastructure for voice, narrowband video and data, with the aim to evolve towards Broadband ISDN in the 1990s. This evolution, or more accurately revolution, would come through the universal introduction of Asynchronous Transfer Mode (ATM) [1] as the underlying packet-based network technology.
The key design principle behind ATM was the reservation of network resources per micro-flow, i.e., application-to-application flow, through end-to-end network signalling. This approach has its roots to the Public Switched Telephone Network (PSTN), where system 7 signalling (SS7) reserves two 64 Kbps channels, one in each direction, in order to carry the encoded voice of a telephone call. The micro-flow resource reservation approach works well in the PSTN where every switch deals with exactly the same type of resource, i.e., exactly 64 Kbps for every channel. However, in the context of ATM-based multi-service networks, applications could reserve any amount of bandwidth according to their needs and switches would have to deal with a very large number of highly different resource allocations. Despite extensive research and development efforts in this area at the time, it has not been definitively shown that core network switches could cope successfully with a potentially very high number of concurrent number of resource reservations by applications with widely different characteristics.
Protocol (IP) and the first take resulted in the Integrated Services (IntServ) framework [2] , which was conceived as a relatively lightweight ATM-like IP technology. The approach chosen was to still reserve resources per micro flow through signalling in a similar fashion to ATM, and suffered from the same scalability problems for core network routers, so it saw no deployment. IntServ was followed in the late 1990s/early 2000s by the much more scalable Differentiated Services (DiffServ) framework [3] , in which off-line reservations were done through provisioning for a limited number of classes of service, i.e. essentially for aggregate macro-flows. In DiffServ, customers establish Service Level Agreements (SLAs) with a provider beforehand and the provider provisions the network for the next period based on the technical characteristics of the SLAs i.e. the Service Level Specifications (SLSs) [4] . This framework found some use and is still in use today, mainly for corporate customers, but it was another QoS/QoE technology that was not as widely used as it was originally anticipated.
A marked difference in the direction and search for QoS/QoE took place in the late 1990s through the extensive use of network traffic engineering [5] . Instead of reserving resources to provide the desired quality of service to users/applications that are prepared to pay a premium, the target became to utilise the overall network resources more efficiently though traffic engineering, resulting in better end-toend delay, eliminating packet loss and resulting effectively in better QoE for all applications, i.e. a "better than best effort" service. This was possible through the advent and wide deployment of Multi-Protocol Label Switching (MPLS) [6] , which provided support for explicit routing with potentially multiple paths from ingress to egress nodes, allowing to spread traffic evenly through suitable routing plans and result in relatively uniform maximum link utilisation (MLU). The traffic-engineered routing plans were produced based on the anticipated traffic, i.e. the traffic matrix, over the next provisioning period which was produced based on measurements and gave rise to the advent of technologies such as NetFlow [7] which monitor and report/ store all flows in a provider network.
From the mid-2000s onwards, video streaming started dominating the Internet and soon became the largest component of the overall traffic and kept growing continuously, with this tendency continuing today and predicted to continue increasing exponentially. The need to deliver video content with reduced latency and reduced network cost in terms of traffic carried by network links gave rise to Content Distribution Networks (CDNs), which placed content objects in various locations at the edge of networks and applications provided redirection so that the closest copy to a requesting user is accessed. This technology provides some form of QoS/QoE to the consuming user, and most importantly, it keeps the global network load manageable given the amount of video content that is continuously downloaded/streamed. In parallel, there has been research on in-network adaptation according to the state of the network based on video stream meta-data and on mediaaware routing.
3. Current practices: network difficult to tame -bring content closer to reduce latency Given the fact that the Internet was increasingly being used for multimedia object access, researchers in the mid-to-late 2000s came up independently with similar ideas of taking the content-aware routing and future CDNs to a radical conclusion: they suggested making the network a global CDN which would route packets based on content IDs, instead of network addresses [8] [9] [10] . Given that content is addressed explicitly (as opposed to addressing the end-hosts of the communication channel through IP addresses), content could be cached anywhere and popular content would be eventually accessed from close locations by subsequent users, providing increased QoS/QoE [11] [12] [13] . This became the research area of Information Centric Networking (ICN) [14, 15] which is still going strong, although at this point, it is still difficult to think of global network-layer deployment given the massive investment in IPv4 (with some IPv6) in the current global Internet. Extensive research efforts in the area of ICN in-network caching [16] [17] [18] [19] and the native multicast supported by the ICN paradigm [9, 10] have shown significant QoS/QoE improvement, especially in the case of video delivery. This fact, together with the pressure that content publishers face with the increasing costs of timely video delivery and mobility support [20, 21] is foreseen to bring ICN closer to deployment [22] . Research on ICN in-network caching has also found applicability in other areas such as Telco CDNs [23] and some aspects of it may find deployment in 5G and the Internet of Things (IoT).
Another technology that emerged around 2010 and relates to some extent to QoS/QoE is Software Defined Networking (SDN) [24] . The key target of SDN is to decouple the control from the data plane and move it outside network devices to a logically centralised controller, providing programmability and cost reduction and allowing easy evolution of networking technologies and enabling innovation [25] . It is, to an extent, a similar idea to the PSTN Intelligent Network (IN), which also places control functionality in a centralised computing node outside the network and redirects intelligent call signalling there. SDN applies a similar principle to packet networks, i.e., the fixed Internet and future 5G cellular networks. Forwarding rules installed by the controller in routers/switches guide data plane packet forwarding, but radical approaches might also be possible, where the forwarding rules are installed dynamically on a per flow basis based on the controller's view of the state of the network. In general, SDN promises to provide the ability to manage a network in near real-time and subsequently enable better, more fine-grained resource management, which should result in better QoS/QoE.
New expectations and requirements: mobile edge and fog computing
In parallel to the quest for QoS/QoE in communication networks in the last 3-4 decades, there has been a parallel shift in the computation model that supports the Internet. This move was mainly motivated by technology advances in the area of computing, computer architectures, but most importantly network virtualisation. The most recent evolution in the quest for QoS/QoE that emerged recently, i.e., circa 2015 with the first studies appearing as early as 2009 [26] , is Mobile Edge Computing (MEC) [27] [28] [29] . Despite not having agreed on a widely acceptable and usable QoS/QoE solution for the core Internet infrastructure, advances in the area of IoT are pushing the bar higher. Applications covering a wide spectrum from Virtual and Augmented Reality, to autonomous vehicles, swarms of Unmanned Aerial Vehicles (UAVs) for goods' delivery and flying taxis will require communication with the infrastructure in some form or another. The response times required in those cases is in the order of a few msecs in terms of round trip times (RTTs). Given that from the computation, hardware and software perspectives such applications are ready to be implemented, there is growing pressure towards the networking community to deliver in terms of standards and protocols for the communications part.
During the past twenty years (or so) we have been witnessing a continuous trend towards centralising Internet content delivery and application-oriented computation. Centralisation led to the development of massive scale data-centres (commonly referred to as "the cloud"), which is the place where 90% of user requests end up being executed. Although this trend served well the purpose of the Internet as we know it today, and was also inline with the demand of economies of scale, it is certainly not fit for purpose for future applications. The 5G architecture, currently under design, standardization and development, will demand for applications that respond in sub-msec latencies. Such applications cannot tolerate centralized computation siloed behind closed walls, typically in far-away data-centers.
Edge-/Fog-computing has been proposed as a complementary paradigm to the cloud [27, 29] . Its main idea is the de-centralisation of the cloud into multiple smaller scale computing devices, or cloudlets (ranging from mini-data centres to WiFi APs, to Raspberry Pis), which we refer to as "computation spots".
The expectation from the mobile edge-/fog-computing paradigm presents, to a certain extent, similarities to the caching era of the 90s. That is, similarly to the move from servers acting as the sole providers of static content to proxy caches, and more recently ubiquitous innetwork caches (in the ICN area), the edge-/fog-computing paradigm is attempting a shift of computation closer to the users. By and large, the rationale behind deploying proxy caches was to reduce: i) response delay to end-users, ii) core-network traffic, and, iii) server load. Moving to the edge-/fog-computing paradigm, we could realistically argue that the motivation and expectation is roughly similar: move network functions and user-facing applications closer to the users to reduce response delay, network traffic, e.g., in case of heavy data that needs to be uploaded to the cloud [30, 31] , and the ever-increasing stress placed on data centres [32] .
Interestingly, there is one more dimension that can severely affect QoS and that needs to be addressed in case of edge-computing -as opposed to proxy-caching functionality. That is, resolving functions, i.e., computation functionality, on the fly is impossible to handle by the current DNS infrastructure. Functions can get instantiated and dissolved in the order of seconds and need to be resolved and executed in msecs, while normal DNS entries are updated a few orders of magnitude slower, i.e., in the order of minutes, if not much longer. A computationcentric paradigm, where functions are packaged in lightweight virtualisation environments, e.g., Unikernels [33, 34] , and are explicitly named with individual IDs -similar to the content objects discussed earlier -again presents several advantages. Requests carry input parameters for the function, while functions are stateless, meaning that they can be executed at any network node (see Serverless architecture [35] ).
New computation-centric architectures are needed to address the need for fast resolution of network functions that are executed at the edges of the network [36, 37] . The ultimate purpose of such architectures is to alleviate the need for costly, in terms of RTTs, communication to DNS-like resolution services and therefore, improve enduser and application QoS.
The new challenge: removing trust
There is one extra element worth raising in case of distributed edge and fog computing, which is likely to influence significantly the system performance in terms of QoS/QoE: Internet infrastructure governance, or in order words, who is owning and managing the edge-computing infrastructure and who to trust when using Internet services [38] . In the current Internet landscape, infrastructure is owned and operated (in obscure ways) by an oligopoly of "tech giants" -the likes of Google, Microsoft, Amazon, Facebook, Akamai etc. Although this model has worked relatively well in terms of performance 1 so far, it is questionable whether a similar model would work well in case of a distributed MEC network.
Firstly, it is easy to technically manage (and provide relatively acceptable QoS for) a few centralised computation factories, but almost impossible to manage and administer billions of computation spots. Secondly, innovation reaches a threshold difficult to pass when infrastructure stays behind closed doors. Thirdly, it is embarrassing to witness that after 40 years of intense research, engineering and development, if a link to the centralised infrastructure fails the most basic Internet functionalities break. 2 Instead, it is reasonable to assume that a Mobile Edge Computing infrastructure, which will be responsible for vital applications, such as e.g. driving our cars, will be run by a multitude of players operating closer to the end-user. Clearly, QoS needs to come to the forefront of attention, as it will soon be responsible for extremely latency-sensitive applications that will manage central and in many cases life-threatening aspects of our lives, e.g., autonomous driving.
To remove centralisation is to remove the trust from the infrastructure provider. Whether one trusts the tech giants or not, by using their infrastructure one silently accepts that they will do their best to provide high performance, guarantee security and preserve privacy. Moving to a decentralised and distributed governance model and in order to achieve acceptable QoS, users will have to trust unknown operators/companies, effectively removing trust from the Internet ecosystem [40] of the last 20 years, when the current tech giants scaled up.
Recent advances in cryptography and Distributed Ledger Technology (aka blockchain) can be of significant contribution at this point. Distributed ledgers can track and record any transaction between any two entities in a trustless manner in an immutable history record. Security can be improved and privacy can be guaranteed. Despite performance issues of current blockchain systems [41, 42] (which are receiving significant attention at the moment and are expected to be solved in the near future), the important point is this: computing infrastructure can be distributed to billions of computation spots, operated by anyone who can innovate on it, while governance can become decentralised and guarantee higher levels of security and privacy than the current infrastructure. [43] The impact of such developments on QoS is enormous. Distributed computing between trustless nodes is an enabler for ubiquitous computing where any spare computation cycle can be exploited to execute latency-sensitive applications in geographically-close locations. In turn, latency to reach the computation spot is reduced, execution time within the computation spot is kept to a minimum and applications are guaranteed to receive timely responses.
A timely use-case: autonomous vehicles
One of the big game changers in the automotive industry is the introduction of automated driving which will heavily rely on timely information and computation of results (e.g., traffic flow coordination to avoid accidents). It is expected that each car will generate approximately 4000GB of data per day, 3 a figure that will undoubtfully challenge future networks.
Automated driving relies on information such as very detailed maps about the vicinity combined with Machine Learning in order to avoid collisions. Vehicular systems will be equipped with sensors (e.g., front/ rear/blind spot cameras, radar systems or brightness sensors) to monitor the environment. Autonomous cars will communicate with each other as well as with infrastructure components to share sensed information.
Processing such big amounts of data by the vehicles themselves may be impossible, while pushing everything up to the cloud requires excessive amounts of bandwidth [30] , but most importantly induces prohibitive round-trip latencies [44, 45] .
In contrast, a network that supports execution of in-network functions can aggregate vehicular sensor data at nodes with sufficient computational power placed at the edge of the network. Processing data closer to the required geolocation reduces latency and the load in the core network. Edge-network functions are used to process the incoming information and compute a detailed map of the vicinity. The returned result can be reused by all involved vehicles.
When a vehicle sends a request for a computation result, the network orchestrates the computation. This procedure includes splitting the task into sub-computations, scheduling and assigning these sub-tasks to suitable execution locations and integrating intermediate results into a final reply.
However, for such a system to be deployed, an efficient and secure payment system is essential and can determine its future success. In an open, non-walled garden cloud computing environment, execution nodes are owned by multiple stakeholders, while requestors do not know which nodes will execute their tasks and thus whom to pay in advance. What is more, even with this knowledge they do not want to pay for yet unfinished or unverified tasks. On the other hand, an execution node receiving a request does not want to use its resources without making sure that it will eventually receive the corresponding payment.
To make a payment system truly distributed, one needs to include result verification techniques to ensure its correctness. Thus, a distributed and secure payment system is needed in order to allow for the transfer of funds between mutually distrusting requesting and executing nodes. Requestors submit tasks to a blockchain and allow any node to claim the tasks for execution. The blockchain does not belong to any central entity and its integrity is assured by thousands of miners charging only a minimal fee [46] . When the computations are finished, the result is returned to the requestor and the executing node is paid for its work. Such solutions can leverage deposits, payment channels [47] , smart contracts and trusted execution environments (TEEs) [48] to ensure proper behaviour of all parties involved without establishing any trust relation between them.
Concluding remarks
Despite the extensive research and development efforts to build a Quality of Service framework for static communications in the core Internet, there has largely been very little consensus on the appropriate solution. As such, there is no widespread solution deployed to date.
At the same time, as the Internet grew in the last few decades, the infrastructure is required to adapt to a ubiquitous connectivity, communication and computation paradigm. New applications require stringent latencies at the edge of the network (where applications are mostly needed, i.e., in users' devices) and computation cannot be contained in remote data-centres anymore.
New developments in the areas of Information-Centric Networks, Mobile Edge Computing, but also in the general area of Information Security have the potential to complement the needs and requirements of such applications. The current challenge is therefore, to bridge the gap between the established Internet infrastructure and related protocols and the new development activities in the areas of security, privacy and distributed ledger technology. The amalgamation of these areas at large can together provide the QoS expected by end-users and the industry investing in future technologies and applications.
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