Introduction
When using a Groebner basis to solve the highly symmetric system of algebraic equations defining the cyclic p-roots, one has the feeling that much of the advantage of computerized symbolic algebra over hand calculation is lost through the fact that the symmetry is immediately "thrown out" by the calculations. In this paper, the problem of finding (for all relevant primes p) all cyclic p-roots of index 3 (as defined in Section 1) is treated with the symmetry preserved through the calculations. Once we had found the relevant formulas, using MAPLE and MATHEMATICA, the calculations could even be made by hand. On the other hand, with respect to a straightforward attack with Groebner basis, it is not even clear how this could be organized for a general p.
In other terminologies, our results involve listings of all bi-unimodular sequences constant on the cosets of the group G 0 of cubic residues, or equivalently all circulant complex Hadamard matrices related to G 0 (cf. [3] ).
The corresponding problem for bi-unimodular sequences of index 2 was solved by the first named author in [2] and shortly after solved independently by de la Harpe and Jones [8] in the case p ≡ 1 (mod 4) and by Munemasa and Watatani [11] in the case p ≡ 3 (mod 4) , see also [7] , sect. 3.
The organization of the paper should be clear from the section headings with the understanding that "the main problem" refers to simple sequences of index 3 (cf. Definitions 1.2, 1.3, and 1.4).
Notation, definitions, and problem formulation
We begin by quoting from [2] and [3] definitions of and relations between bi-unimodular p-sequences and cyclic p-roots for any positive integer p. For any p-sequence x, that is any sequence x = (x 0 , . . . , x p−1 ) of p complex numbers, define its normalized Fourier transform byx ν = Taking all indices modulo p, we define the periodic autocorrelation coefficients γ k by
Then, by the Parseval relation and an easy calculation,
x is unimodular ⇔ (γ 0 = p and γ k = 0 when k ≡ 0 (mod p)).
(1.2) Definition 1. 2 We will say that x ∈ C p is simple of index 3, if there are complex numbers, c 0 , c 1 , and c 2 , such that x j = c k when 0 = j ∈ G k (k = 0, 1, 2).
(1.5)
Note that we have slightly changed the notation from [2] where index 3 was called "pre-index 3" and where "index 3" excluded the case of index 1. i.e. c 0 = c 1 = c 2 .
Allowing shifts and multiplication by exponentials in a way familiar in Fourier transform theory, we make the following definition: Definition 1. 3 We will say that x ∈C p has index 3, if for some fixed elements r = 0 and l of Z p and some simple y of index 3 we have 6) which amounts to x j = ω rj c k when 0 = j − l ∈ G k (k = 0, 1, 2).
(1.7)
We will now define simple and general cyclic p-roots of index 3:
By a cyclic p-root of index 3 we will mean a cyclic p-root z such that the corresponding x, as defined by (1.4) has index 3. We will also call a cyclic p-root z simple of index 3, if the corresponding x is simple of index 3.
Note that we do not require x (and thus z) to be unimodular. The purpose of the present paper is to find explicitly all cyclic p-roots of index 3 (for every relevant prime p) using a method which utilizes the symmetries of the system.
We will now show (following [2] ), that if z is a simple cyclic p-root of index 3 and its corresponding x is normalized by x 0 = 1, then the system (1.3) reduces to a system of three equations for c 0 , c 1 and c 2 . (To help the reader, an example is given at the end of the section.) Let g be a generator for Z * p , and let G 0 , G 1 , G 2 be the cosets of G 0 , numbered in such a way that G k = {g k+3m ; m = 0, 1, . . . , s − 1}. For every i and k = 0, 1, 2, and every d = 1, . . . , p − 1, we define the transition number n ik (d) as the number of elements b in {1, 2, . . . , (p − 1)} for which b ∈ G i and b + d ∈ G k . (Subscripts are taken modulo 3. We do not count b = p − d). Suppose now that d ∈ G a , i.e. that d ≡ g a+3m for some m (congruences are modulo p). For each b which contributes to n ik (1), we have b ≡ g i+3u and b + 1 ≡ g k+3v for some u and v. Thus, from d(b + 1) = db + d we get
Writing n ik instead of n ik (1), we thus get n i+a,k+a (d) = n ik .
(1.9)
Let us now consider a simple cyclic p-root of index 3, and let the corresponding x be normalized by x 0 = 1 and have values given by (1.5) . Fix d such that d ∈ G a , and consider the individual products in the degree d equation of (1.3) . These products will take the values (c k + a)/(c i + a) with the frequency n i+a,k+a (d), the value c a /1 once (since (p − 1) ∈ G 0 ), and the value 1/c a once (since p − d ∈ G a ). Thus (1.9) implies that all equations whose degrees d belong to the same coset G a , are identical, and the system (1.3) consists of the following 3 equations (where n ik = n ik (1) are the transition numbers, and the c subscripts are counted modulo 3):
n ik c k+a c i+a = 0, (a = 0, 1, 2).
(1.10)
We will now return to the choice of the subscripts in G 1 and G 2 . Without loss of generality, we can (and do in fact from now on) suppose that n 02 > n 01 .
(1.11)
In fact, we must have n 02 = n 01 (see Corollary 2.3), and if n 02 < n 01 , we replace the generator g by g ′ := g 2+3j , for some j such that 2 + 3j is relatively prime to p − 1. Since g ∈ G 1 and g ′ ∈ G 2 , this will interchange G 1 and G 2 , and we have arrived at (1.11). Finally, we will give the promised example: Let p = 13, and take g = 2 or 11. Then G 0 = {1, 5, 8, 12}, G 1 = {2, 3, 10, 11}, G 2 = {4, 6, 7, 9}, and we will have n 00 = 0, n 01 = n 10 = n 12 = n 21 = n 22 = 1, and n 02 = n 20 = n 11 = 2.
Number theoretic results used
In this section we give some relations between the transition numbers n ik defined in (1.9) and appearing in (1.10). These relations will lead to explicit formulas for the n ik .
The mapping b → p − b from Z p to Z p will leave each one of the sets G i invariant and thus we have n ij = n ji , i, j = 0, 1, 2. (2.1)
, and thus (recall that we have defined
We will get one more linear relation between the n ik in the following way: By (1.9), all n 01 (d) with d belonging to the same G a are equal. Thus, since ♯(
s · n −a,1−a , which becomes
With the help of (2.1), (2.2) and (2.3) we can express all our nine transition numbers n ik in terms of n 01 and n 02 :        n 00 = s − 1 − n 01 − n 02 , n 11 = n 20 = n 02 , n 22 = n 10 = n 01 , n 12 = n 21 = s − n 01 − n 02 .
(2.4)
These relations are given in [2] and also in [5] , Exercise 4.29 (d). There is, however, one further equation satisfied by the transition numbers. We first state this equation in terms of n 12 , n 01 and n 02 : Proposition 2.1 Let p be a prime ≡ 1 (mod 6), and let n 12 , n 01 and n 02 be the transition numbers defined in Section 1. Then n 01 n 02 + n 01 n 12 + n 02 n 12 = n We have proved this result by establishing the following explicit formulas for the convolutions F * G (defined by (F * G)(a) = b∈Zp F (a − b)G(b)) of certain complex-valued functions F and G on Z p . Let Γ j be the characteristic functions χ G j of G j (j = 0, 1, 2), and let I = χ {0} . Then, (with indices taken modulo 3):
Our original proof of Proposition 2.1 used these formulas and the commutativity and associativity of the convolution. Also, the reader of [5] is encouraged in Exercise 4.29 (e) to prove this proposition. But it turns out that Proposition 2.1 is just a reformulation of a theorem of Gauss (in Disquisitiones, Article 358), which we give in a form a little more precise than in [10] or [13] or [5] : Proposition 2.2 Let p be a prime ≡ 1 (mod 6), and let n 12 , n 01 and n 02 be the transition numbers defined in Section 1. Then there are integers A and B such that
If we require that A ≡ 1 (mod 3) and B > 0 (which is always possible and which we always do), then A and B are unique, and we have A = 9n 12 − p − 1 and B = |n 02 − n 01 |.
Since 4p is not a square, we must have B = 0, and hence we get the following corollary, which we needed at the end of Section 1:
3 Let p be a prime ≡ 1 (mod 6), and let n 01 and n 02 be the transition numbers defined in Section 1. Then n 01 = n 02 .
Recall that we have in fact chosen G 1 and G 2 in such a way that n 02 > n 01 . Since B > 0, we thus have A = 9n 12 − p − 1 and B = n 02 − n 01 . (p + A + 1),
Proof of Proposition 2.1: Starting from Proposition 2.2 and replacing A and B by the expressions given there and then replacing p by the expression p = 3(n 01 +n 12 +n 20 )+1 from (2.3) we get 0 = A 2 + 27B 2 − 4p = −36(n 01 n 02 + n 01 n 12 + n 02 n 12 − n which completes the proof. Proof of Proposition 2.2: The calculations needed are given very explicitly in [13] . In fact the theorem of Gauss stated there in Section IV.2 is our Proposition 2.2 except that the statement of the theorem does not contain the value of B and for A gives the value M p − p − 1, where M p is the number of solutions (x, y, z) in Z 3 p of x 3 + y 3 + z 3 = 0 in the projective sense. In the proof of the theorem, the formula mB
given where m is our s, where R is our G 0 , S and T are our G 1 and G 2 (in some order), and where finally the symbol [XY Z] is defined for subsets X, Y, Z of Z p as the number of triples (x, y, z) such that x ∈ X, y ∈ Y , and z ∈ Z and x + y + z = 0. In the course of the proof it is also shown that mM p = 9[RT S]. Thus all that remains for us to have a proof of Proposition 2.2 is to check that [
We write x + y + z = 0 as x + y = −z, and since G 2 = −G 2 , we have that
where we have used (1.9) with a = 2 and d = y. 12 , and the result follows from (2.4), which completes the proof.
Reduction of the main problem
Let p be a prime of the form p = 3s + 1, s ∈ N and let 4p = A 2 + 27B 2 be the Gauss decomposition of 4p, i.e. A, B ∈ Z, A ≡ 1 (mod 3) and B > 0 (cf. Proposition 2.2). Our main problem is to find all simple cyclic p-roots of index 3, i.e. to solve the set of equations (cf. 1.10 and Corollary 2.4)
Remark 3.2 a) Let us first check that all the above formulas give well-defined real numbers: Since p > 4 and |A| < 2 √ p we have
and since A ≡ 1 (mod 3), we have |A + 3| ≥ 1. Hence
b)We do not prove in this section that all four cases (3.5)-(3.8) actually occur. However this will follow from the proof of Theorem 4.1 in the next section.
Proof of Proposition 3.1: To make our method of proof more transparent, we first consider the case p = 7. In this case A = B = 1, n 12 = n 02 = 1, and n 01 = 0. Put
Consider now the matrix
we get (considering K as an operator on column vectors)
Hence rank(K) ≤ 2, and thus all 3 × 3 submatrices of
be the co-factor matrix of K, i.e.
where K ij is the 3 × 3 minor of K obtained by erasing the i'th row and the j'th column.
(3.10)
Since ℓ ij = 0 for all i and j, we have in particular
This gives four equations of degree three in (f 0 , f 1 , f 2 , h 0 , h 1 , h 2 ), but taking (3.9) into account, we can consider p 1 , p 2 , p 3 , p 4 as polynomials in (h 0 , h 1 , h 2 ) only, namely
and let a denote the antisymmetric polynomial:
Then, 
A necessary condition for the existence of solutions to this system of equations is that the determinant of the coefficient matrix M is 0. One finds
Thus s 1 must be one of the 4 numbers
Let M (i) be the matrix obtained by substituting s 1 = s
. It is easy to compute the kernel for M (i) , i = 0, 1, 2, 3. One finds dim(ker(M (i) ) = 1 in all cases, and (for convenience writing vectors in row form)
Hence there are exactly 4 solutions (s 1 , s 2 , s 3 , a) to (3.13):
(s
(3.14) It is elementary to check that this equality holds for each of the four sets (s
We must now in each case find h 0 , h 1 , h 2 by solving the 4 equations:
The solutions (h 0 , h 1 , h 2 ) to the first 3 equations in (3.16) are exactly the three roots (in arbitrary order) to the polynomial
Since (3.15) holds in each of the four cases i = 0, 1, 2, 3, we have
Hence the 4'th coordinate in the solution to the equations (3.13) only determines the cyclic order of the three numbers (h 0 , h 1 , h 2 ). For i = 0, (3.17) becomes
Hence h 0 = h 1 = h 2 = 2 which corresponds to case (3.5) in Proposition 3.1.
In the cases i = 1, 2, 3 we solve (3.17) by the classical trigonometric formula in the form of Lemma 3.5 below, where we use (3.30) when a < 0 and (3.32) when a > 0. This will give the correct cyclic order of (h 0 , h 1 , h 2 ). Note that Lemma 3.5 can be applied because in all 3 cases (i = 1, 2, 3) s 1 , s 2 , s 3 and a are all real (being solutions to the real linear system (3.13)) and thus a 2 > 0, which by (3.15) means that s
Hence, up to cyclic permutation of (h 0 , h 1 , h 2 ) we have
. It turns out that θ
1 , η
This gives case (3.6), (3.7), and (3.8) respectively in Proposition 3.1 in the case p = 7.
Consider now a general prime p, p ≡ 1 (mod 3). This case is mathematically no more difficult than the case p = 7 but a computer algebra language as MAPLE or MATHE-MATICA is helpful for bookkeeping purpose. Using (3.2) and (3.1) instead of (3.9), the polynomials (3.11) again becomes polynomials in 
where the m ij :s are the following 16 polynomials in s 1 :
(pA + 12p + 17)s
(p 2 − 8p + 16)
Since
It is interesting that if det M is considered as a polynomial in the independent variables s 1 , p, A, B, forgetting the relation 4p = A 2 + 27B 2 , we will get an irreducible cubic polynomial instead of q(s 1 )r(s 1 ). By Remark 3.2, p 2 − 3p − A = 0 and pA + 3p − 1 = 0, so the equation det(M) = 0 has exactly 4 solutions (counted with multiplicity), namely
. In particular
11 ) = 0 in all 4 cases. Together with det(M (i) ) = 0, this shows that for all i, s, M (i) has rank 3 and thus
Hence in each case (i = 0, 1, 2, 3), s
3 and a (i) are uniquely determined by (3.18). Applying Cramer's rule to the last three equations in (3.18) we get
, s
.
3 , a (0) ) = (6, 12, 8, 0) as in the case p = 7 and for i = 1 we have
(3.21)
For i = 2, 3, it is more convenient to express the solutions in terms of u = √ p and
Note that all the numbers are well-defined because by Remark 3.2, p 2 − 3p − A > 0, p + 4A + 16 > 0 and
For i = 0, we get as for p = 7 that h 0 = h 1 = h 2 = 2 which corresponds to (3.5) in Proposition 3.1. It is easy to check that the identity (3.15) is satisfied for the above sets (s
, so as in the case p = 7 we can determine h 0 , h 1 , h 2 by Lemma 3.5 where we use (3.30) when a (i) < 0 and (3.32), when a (i) > 0 to obtain the correct cyclic ordering.
where
, we get (3.6), (3.7) and (3.8) in Proposition 3.1. This completes the proof of Proposition 3.1, Remark 3.3 It easily follows from the proof that if c = (c 0 , c 1 , c 2 ) is a solution to the system (3.1) and two c i are equal, then they are all equal. In fact, if e.g. c 1 = c 2 , then with h as in (3.3) we get h 1 = h 2 , which leads to a = 0. But since B = 0, it follows from (3.21), (3.22) , and (3.23) that a = 0 in all cases except the case where all h i = 2.
Remark 3.4 (a) At a first glance it is surprising that the angle θ in the solution formula above is the same for i = 1, 2, 3. However, this fact has a fairly simple explanation: Computing the linear combination
27
(2s
, we have the following identity B(2s
j , j = 0, 1, 2, and s 1 , s 2 , s 3 , a are defined as in (3.11) and (3.12) one finds This has a unique solution θ ∈ 0,
(b) It is interesting to compare the solutions in Proposition 3.1 with the Gaussian cubic sum
It is known that (cf. [9] or Section IV.2 of [13] ) that for p prime, p ≡ 1 (mod 3), G is a solution to the cubic equation
This equation has the 3 solutions
It is a famous problem (the Problem of Kummer) to decide for each p which of the 3 solutions is equal to G (cf. [9] and Section 9.12 of [10] or Section IV.2 of [13] and listed in increasing order h
Arccos − 2s 
We now start from the trigonometric identity cos 3θ = 4 cos 3 θ − 3 cos θ. Writing z = cos θ we give it the form ), we have
Hence h 0 > h 1 > h 2 . Finally, note that with the notation from (3.33) we have
4 Solution of the main problem 
The remaining 18 solutions can be obtained from the three solutions listed below by the six transformations
2 ), i = 1, 2, 3, where which means that the numbers u, v, 4 can be the lengths of the three sides in a nondegenerate triangle. Hence the 4 square roots
are well defined and strictly positive. Note also that
and
The proof of Theorem 4.1 relies on Proposition 3.1 and the following 3 lemmas:
Lemma 4.3 Let a 0 , a 1 , a 2 ∈ C and let θ ∈ R. Then there are unique numbers ρ, σ, τ ∈ C such that
Proof: By an elementary computation one finds
In particular the determinant is non-zero, which proves Lemma 4.3.
Lemma 4.4 Let θ ∈ R and let α 1 , β 1 , γ 1 , α 2 , β 2 , γ 2 ∈ C, and put
for j = 0, 1, 2. Then the following two conditions are equivalent
By expressing cos 2 ϕ, sin 2 ϕ, cos ϕ sin ϕ in terms of cos 2ϕ, sin 2ϕ (ϕ = θ − 2π 3 j) one finds Hence f
cos 3θ + β 1 γ 1 sin 3θ
2 ) σ 2 = 2α 2 β 2 + 2α 2 β 2 cos 3θ) + β 2 γ 2 sin 3θ τ 2 = 2α 2 γ 2 + 2α 2 β 2 sin 3θ − β 2 γ 2 cos 3θ.
Since the coefficients in the decomposition 
where j = 0, 1, 2 (counted modulo 3). Let moreover α ν , β ν , γ ν , ξ ν , η ν , ζ ν (ν = 1, 2) be the coefficients in the decompositions
(4.12)
and (f j + g j ),
Hence
By expressing cos(θ − ) as linear combinations of cos θ and sin θ one gets Repeating the same argument with θ − 2π 3 j instead of θ, we have
and in the same way we have
By the definition of f j and g j we have
Hence, by (4.17), (4.18), and (4.19)
By uniqueness of this decomposition (Lemma 4.3) we can read off the coefficients ξ 1 , η 1 , ζ 1 in (4.13) namely Hence the above formula for ξ 1 can be changed to
This proves (4.14). A similar but much simpler computation gives
which proves (4.15).
Proof of Theorem 4.1: Assume that (c 0 , c 1 , c 2 ) is a solution to the set of equations (3.1). By Proposition 3.1, the numbers
must be of the form
where (ξ 1 , η 1 ) is one of the four pairs (ξ
1 ), i = 0, 1, 2, 3, listed in (3.5)-(3.8). For i = 0, we have ξ 1 = 2 and η 1 = 0. Hence h 0 = h 1 = h 2 = 2 which implies that c 0 = c 1 = c 2 , and in this case the only solutions to (3.1) are the 2 "ǫ-solutions" from [2] , namely
For i = 1, 2, 3 we can compute the numbers c j from (ξ 1 , η 1 ) by Lemma 4.5. Define
as in Lemma 4.5, and let α ν , β ν , γ ν , ξ ν , η ν , ζ ν , ν = 1, 2 be the coefficients in the decompositions (4.12) and (4. 
we have
Repeating the same computation with θ replaced by η − 2π 3 j, we get that the coefficients α 1 , β 1 , γ 1 in the decomposition (ξ 1 + 1) = 0 we then get from (4.14)
Inserting the values (ξ (ξ 1 +1) = 0 in all the cases i = 1, 2, 3. Hence the numbers α 1 , β 1 , γ 1 , α 2 , β 2 , γ 2 given by (4.21) and (4.22) are unique up to simultaneous sign change of (α 2 , β 2 , γ 2 ). For i = 1, 2,
is purely imaginary, and we choose the solution with ℑ(α
2 ) > 0 (i = 1, 2). For i = 3, α 2 is real and we choose the solution with sign(α (3) 2 ) = −sign(u 2 − uv + 2). It is now easy to compute α 1 , β 1 , γ 1 , α 2 , β 2 , γ 2 explicitly from (3.24) in the 3 cases i = 1, 2, 3. One finds
we obtain (4.2) with α (i) , β (i) , γ (i) given by (4.3), (4.4) and (4.5).
We still have to check that the (c
2 ) given by (4.2)-(4.5) actually are solutions to (3.1). From Lemma 4.4 and Lemma 4.5 it follows that the only thing left to check is that c j = 0, j = 0, 1, 2 and that
which is equivalent to checking that the numbers t 1 , t 2 , t 3 listed in (4.8)-(4.10) are zero. Using
it is elementary to check by MAPLE or MATHEMATICA that t 1 = t 2 = t 3 = 0 in each of the 3 cases (4.23), (4.24) and (4.25) above. It is also possible to avoid a case by case check by relating t 1 , t 2 and t 3 to the polynomials p 1 , p 2 , p 3 , p 4 used in the proof of Proposition 3.1 (see Remark 4.6 below).
Finally we have to show that we have found 20 distinct solutions: Since η
= 0, i = 1, 2, 3, the 3 solutions given by (4.2)-(4.5) are distinct from the two ǫ-solutions. This also implies that in each of the 3 cases, the 6 solutions given by
are all distinct. To check that there is no overlap between these 3 groups of 6 solutions it is sufficient to check that the 3 numbers s
1 are distinct because
is invariant under the 6 transformations listed in (4.28). From (3.20)
Clearly s We get r(s
1 and s
1 . Therefore we have found altogether 2 + 3 · 6 = 20 solutions. By (4.27), passing from c .22), α 1 , β 1 , γ 1 , α 2 , β 2 , γ 2 can be expressed in terms of (ξ 1 , η 1 ) and hence t 1 , t 2 , t 3 given by (4.8)-(4.9) can be expressed in terms of ξ 1 , η 1 , and θ. Next we observe that if
Inserting this into the 4 polynomials p i = p i (s 1 , s 2 , s 3 , a) from the proof of Proposition 3.1 and comparing these new formulas for p 1 , p 2 , p 3 and p 4 with the formulas found above for t 1 , t 2 , t 3 one discovers after some work that
and since (ξ
1 ), i = 1, 2, 3 were found by solving the equations p 1 = p 2 = p 3 = p 4 = 0, it follows that t 1 = t 2 = t 3 = 0 in all three cases.
Corollaries of the main result (Leaving the simple case)
In this section we will formulate and prove various consequences of the main result; in particular we will identify all bi-unimodular p-sequences and cyclic p-roots of index 3. We will give the c (i) names:
We denote as the first, second and third canonical solution the solutions c (1) , c (2) , and c (3) defined in Theorem 4.1.
We will start by presenting all bi-unimodular p-sequence of index 3 (cf. Definition 1.3). Recall that ω = exp( 2πi p where c = (c 0 , c 1 , c 2 ) is one of the 12 solutions to (3.1) coming from the the first or second canonical solution c (1) , c (2) , as described in Theorem 4.1. If p = 7, there are 12p 2 different normalized bi-unimodular p-sequences of index 3 (i.e. with x 0 = 1). There are 336 different normalized bi-unimodular 7-sequences. Of these, 6 · 7 2 come from the second canonical solution, whereas only 6 · 7 come from the first canonical solution. The last-mentioned sequences can be uniquely written in the form x j = ω m·j 2 +nj , where m and n ∈ Z 7 and m = 0.
Next we formulate our result as a theorem bearing on cyclic p-roots rather than on bi-unimodular p-sequences: There are only 434 different cyclic 7-roots of index 3. Of these, 42 come from the first canonical solution. These "Gaussian" cyclic 7-roots can be uniquely written in the form z j = ω mj+n where m and n ∈ Z 7 and m = 0.
Proof of Proposition 5.2 and Proposition 5.3
The first statements in these theorems are obvious reformulations of Theorem 4.1 in terms of the concepts introduced in Section 1, and we leave it to the reader to check this. We will only prove the statements about the number of different normalized bi-unimodular sequences of index 3 (NBUS3), the number of different cyclic p-roots of index 3, and the explicit forms given in the first canonical case for p = 7.
We start with the last topic. Since the 42 possible ω-exponents in the z j -formula in Proposition 5.3 form the set of all differences (as functions of j) of those in the x j -formula in Proposition 5.2, it suffices to consider the latter (cf. (1.4) and Proposition 1.1). We start by taking m = 1 and n = 0, which gives x = (1, ω, ω 4 , ω 2 , ω 2 , ω 4 , ω). Since for p = 7 we have G 0 = {1, 6}, G 1 = {3, 4}, and G 2 = {2, 5}, this means that this particular x is in fact simple of index 3 with c 0 = ω, c 1 = ω 2 , and c 2 = ω 4 (cf. Definition 1.2). We claim that this c = (c 0 , c 1 , c 2 ) is one of the six solutions coming from c (1) in Theorem 4.1. To prove this, we calculate h 0 =
, and h 2 = c 0 /c 1 + c 1 /c 0 = ω + ω −1 . Thus, using the relation 1
Since these values agree with those of s
3 , and a (1) in (3.14), our last claim is proved. Next we keep n = 0 but consider a general m. But all we have used about ω in our calculations is that ω is a primitive seventh root of unity. So is ω m . Thus, x j = ω m·j 2 = (ω m ) j 2 will also give a simple bi-unimodular 7-sequence of index 3. Of course the six possibilities for m correspond to the six transformations mentioned in Theorem 4.1. Finally, taking a general n, we see by Definition 1.3 (with l = 0 and h = n ) that all our x are bi-unimodular 7-sequences of index 3. Clearly they are normalized.
It is clear that the 42 normalized bi-unimodular 7-sequences of index 3 we have found are different. Next we show that no other normalized bi-unimodular 7-sequence comes from the first canonical case. All we have to prove is that taking l = 0 in Definition 1.3 does not give anything new when y is a simple bi-uninormal sequence of index 3 given by y k = ω mj 2 . But this is trivial, since Definition 1.3 gives the unnormalized bi-uninormal sequence x of index 3 defined by x j = ω
hj+m(j−l) 2 = ω ml 2 +mj 2 −2mlj which is normalized through division by x 0 = ω ml 2 and becomes ω mj 2 −2mlj = ω (−2ml)j y j , which is of the desired form.
It remains to prove that the numbers of different NBUS3:s and different cyclic p-roots of index 3 given in our two propositions are correct, that is that no such "collapse" occurs except in the first canonical case for for p = 7. Recall that in the end of the proof of Theorem 4.1 we showed that all the 20 solutions to the main problem are different. We now have to extend this from the simple to the general case and we start by considering the ǫ-solutions. Every corresponding NBUS3 x has the form x j = d j ω rj with r ∈ Z and d = (1, ǫ, ǫ, . . . , ǫ, ǫ) or d = (. . . , 1, 1, ǫ, 1, 1 , . . .) with ǫ = (2 − p ± p(p − 4) )/2. These p 2 NBUS3:s are clearly distinct.
Let us when r = 0 and l are in Z p and c = (c 0 , c 1 , c 2 ) ∈ C 3 is one of the 20 solutions mentioned in 4.1, define x(r, l, c) as the NBUS3 x = (x 0 , x ′ , . . . , x p−1 ) given by the formulas:
where b is determined by the normalization
Let us consider two coinciding NBUS3:s,
We denote the two b:s defined by (5.3) by b ′ and b ′′ , respectively. We start by considering the possibility that l ′′ = l ′ . Denote the common value by l and fix a k. From (5.1) follows that
and thus for at least two different non-zero j, which leads to r ′ = r ′′ . Then (5.2) gives b ′ = b ′′ . Now (5.1) implies that we have also c ′ = c ′′ , which is against our hypothesis that at least one of r, l and c differs between the two NBUS3:s.
Thus we have l ′ = l ′′ . Let us now suppose that r ′ = r ′′ (and l ′ = l ′′ ). Denote the common r-value by r. Choose j 1 such that j 1 = l ′ and j 1 = l ′′ and define k 1 and k 2 by
, we see that if d ∈ G a , then the cardinality of F is a transition number: ♯(F ) = n k 1 −a,k 2 −a . By (2.4), all transition numbers are ≤ s − 1, and since ♯(G k 1 ) = s, there is at least one j 2 and one
Now from (5.4) and (5.5) follows that (5.1) with j = j 1 and with j = j 2 gives
This leads to c
Then it follows from from Remark 3.3 that c ′′ is an ǫ-solution. Since c ′ and c ′′ play the same part in our situation, the same must be true for c ′ . But we know already that there is no internal collapse among the NBUS3:s coming from ǫ-solutions, so the case r ′ = r ′′ also leads to a contradiction. Now we know that r ′ = r ′′ and l ′ = l ′′ . From (5.2) and (5.1) with j = l ′ we get
where k is determined by (l ′′ − l ′ ) ∈ G k . Since G k has at least two elements we can choose j = l ′′ with (j − l ′ ) ∈ G k . For this j we get from (5.1)
From (5.6) and (5.7) we get by division
Since the exponent of ω is not zero (modulo p) , we have found a c ′ i which is a primitive p'th root of unity. But we have also proved that we must have p = 7. For if p ≥ 13, there are more than two elements in G k , and we can make two different choices of j, giving conflicting values to c ′ k . To sum up, we know that to have collapse we must have p = 7, and some c ′ k must be a seventh root of unity. Again our symmetry argument says that also some c ′′ k must be a seventh root of unity. The third canonical case is not of interest, since the absolute values are not one. We can also easily exclude the second canonic case e.g. with the following numerical argument: The imaginary part of the seventh power of the six values of the components of c (2) are approximately ±0.92, ±0.94, and ±0.41 rather than 0. So the collapse is an internal affair within the first canonical case, which we have already studied. This completes the proof of the two propositions.
Numerical and asymptotic results
In this section we will study the behavior for large p of the solutions c (i) , i = 1, 2, 3 defined in Theorem 4.1. We will give numerical data leading to educated guesses about this behavior (see Remark 6.3 and we will prove quantitative forms of these guesses.
In Table 6 .1 below we list the first few primes ≡ 1 (mod 6) and corresponding numerical values of A, B, θ, c (1) 0 , c (1) 1 , and c (1) 2 . In Table 6 .2, we give the corresponding information for c (2) . We will also include an indication of the shape of the triangle formed by the three complex numbers c
2 , (i = 1, 2), reasoning as follows: In the corresponding situation for simple bi-unimodular sequences of index two (cf. [2] ) we have two complex numbers c 0 and c 1 on the unit circle, and with increasing p their sum tends to zero. A natural guess in our situation might therefore be that he sum of the three numbers tends to zero or, equivalently, that the triangle becomes more and more equilateral when p grows. We prefer the latter description. To be able to give quantitative results we will revive the old noun scalenity, (cf. [1] ) and give it a precise meaning: We present the corresponding values for c (3) in Table 6 .3. Since these values are real, we will save some space and we use this for giving the information also in another form,
, which should shed some light on the surprising behaviour of the components. 1 | is very large. To make it easier to guess quantitative results (making "approximately" more precise in Remark 6.3) we present a few more numerical results in Table 6 .4. ) might seem plausible. In our quantitative results we will use the maximum norm to measure distances in C 3 . We will also need a name for the equilateral "limit" triangle hinted atin Remark 6.3 (4), hopefully visible in Tables 6.2 and 6 .3, and present in columns 5 and 8 of Table 6 .4. Thus we make the following two definitions: Definition 6.4 Let a = (a 0 , a 1 , a 2 ) ∈ C 3 , then we define a = max(|a 0 |, |a 1 |, |a 2 |).
Definition 6.5 Let p be a prime ≡ 1 (mod 6) and let θ = We will now state four quantitative results for the first and second canonical cases, where Proposition 6.j for j = 6, . . . , 9 is of the kind (j − 5) listed in Remark 6.3. (The discusion of kind (5) starts after Corollary 6.11 below.) Proposition 6.6 Let p be a prime ≡ 1 (mod 6), and let c (1) to give the counterpart of (6.2) the form
2 | + |η We can again take A = −2 √ p. The resulting expression is easily seen to be < 4 for p > 100
and for the remaining p we enter the true value of A (given in Table 6 .1) to get a maximum ≈ 4.1966 for p = 37. This completes the proof.
Remark 6.13 From (6.3) we easily get the following result: For each ǫ with 0 < ǫ < 1 we have scal(c (1) ) ≤ 3 + ǫ √ p if p > 2 + 3 2ǫ
2 , which could be contrasted with the fact that for p = 10 002 900 217 we have √ p scal(c (1) ) ≈ 3.000015.
In the proof of Proposition 6.9 we will work with α, β and γ as given in Theorem 4.1 and ρ, σ, and τ as given in Lemma 4.3. We will use the following lemma: if p > 10000, e.g. by proving that the first term of (6.10) is < 1.07 and the second term is < 9.1.. This can be done as in the proof of the first part, using (4.4). Just as we have studied functions of A restricted to the interval |A| < 2 √ p, we will now with the help of (4.6) and (4.7) write the left member of (6.10) as a function of u and v, where |u − 4| < v < u + 4. Again a certain square root can be estimated with a Taylor formula. We leave the details to the reader.
Proof of Proposition 6.12 Inspired by the first two rows of Table 6 .5 we expect infinities near θ = π/6, and thus, to avoid zeros in the denominator, we "turn everything upside down". Thus we want to prove that lim sup
Suppose this is not true. Then (by taking subsewuences if needed) we can find a sequence {p n } ∞ 1 of primes ≡ 1 (mod 6) going to infinity, such that
where these limits exist (finite or +∞) and |l j | > 2 for at least one j (0,1, or 2). Since the interval [0, π/3] is compact, we can by again taking a subsequence (keeping the notation {p n } ∞ 1 ) arrange that θ 0 = lim n→∞ θ(p n ) exists. Starting from (4.5) we replace A by 2 √ p cos 3θ and B by 2 √ p sin 3θ/ √ 27. Introducing the resulting expressions for α (3) , β (3) , and γ (3) in (4.2), we get √ p/c (3) as a function of p and θ, which we denote by q(p, θ). We now fix θ = θ 0 and study q(p, θ 0 ) as a function of p when p → ∞. Estimating various square roots with a Taylor formula, we get after a considerable amount of calculation: lim p→∞ q(p, θ 0 ) = − 2 cos θ 0 , −2 sin(θ 0 − π/6) , 2 sin(θ 0 + π/6) .
A simple continuity argument (w.r.t. θ(p n and θ 0 ) shows that with l j from (6.11) we have l 0 = − cos θ 0 , l 1 = −2 sin(θ 0 − π/6) , l 2 = 2 sin(θ 0 + π/6). (6.12) This is a contradiction, since we have supposed that |l j | > 2 for at least one j. We have thus completed the proof and also substantiated the "very large" part of item (5) of Remark 6.3 (take l 1 from (6.12) and consider |1/l 1 | for θ 0 close to π/6).
