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  With	   the	   advent	   of	   streaming	   music	   and	   video	   services	   and	   the	   increasing	  miniaturization	  of	  electronics	  over	  the	  past	  decade,	  a	  shift	  has	  occurred	  in	  the	  way	  most	  people	  discover	  and	  consume	  media.	   	  More	  content	  is	  viewed	  and	  listened	  to	  over	  headphones	  and	  in	  on-­‐the-­‐go	  situations	  than	  ever	  before,	  which	  has	  led	  to	  both	  a	   massive	   increase	   in	   headphone	   sales	   and	   new	   categories	   of	   increasingly	   small	  portable	   speakers.	   	   The	  NPD	  Group,	   a	  U.S.	  marketing	  data	   analytics	   firm,	   says	   the	  following	  of	  the	  2013	  audio	  landscape	  [1]:	  	   Most	   audio	   products	   continued	   their	   positive	   sales	   momentum	   in	  addition	   to	   the	   stellar	   headphone	   results.	   Sound	  bar	   sales	   increased	  nearly	   two	   times	   in	   both	   unit	   and	   dollar	   volumes,	   and	   topped	   $200	  million	  in	  revenue	  for	  the	  first	  time.	   	  Streaming	  audio	  speakers	  were	  the	  star	  of	  the	  market	  this	  year,	  as	  revenue	  increased	  to	  $310	  million,	  up	  2.5	  times	  from	  last	  year.	  	  The	  headphone	  sales	  in	  2013	  were	  considered	  one	  of	  the	  top	  5	  revenue	  categories	  in	  consumer	  electronics	  with	  estimated	  U.S.	  revenue	  above	  $500	  million	  (the	  other	  4	  were:	  TVs,	  tablets,	  notebooks,	  and	  desktops)	  [2].	   	  This	  transition	  speaks	  not	  only	  to	   the	   incredible	   success	   of	   perceptual	   coding	   leading	   to	   the	   miniaturization	   of	  media	   file	   sizes,	  but	  also	   to	  advancements	   in	  audio	  processing	   for	  headphone	  and	  loudspeaker	  protection	  and	  correction	  that	  now	  run	  in	  very	  low-­‐power	  devices.	  	  The	  signal	  processing	  for	  loudspeaker	  correction	  and	  protection	  traditionally	  relies	  on	  a	  linear	  equalization	  followed	  by	  a	  non-­‐linear	  compression.	  	  This	  system	  can	  be	  used	   to	  constrain	   the	  voltage	  applied	   to	  a	   speaker	   in	  order	   to	  prevent	  mechanical	  excursion	   beyond	   a	   safe	   handling	   region	   [3,	   4].	   	   The	   challenge	   comes	  when	   very	  small	   speakers,	   such	   as	   those	   in	   cell	   phones,	   tablets,	   and	   laptops,	   are	   used	   to	  reproduce	  full	  range	  audio	  at	  higher	  sound	  pressure	  levels,	  as	  the	  acoustic	  output	  at	  low	   frequencies	   is	   inefficient.	   	   Algorithms	   for	   nonlinear	   system	   identification	   and	  correction	  have	  been	  developed	  to	  push	  these	  small	  speakers	  to	  the	   limits	  of	  their	  physical	   ability	   [3,	   5].	   	   However,	   they	   require	   specialized	   hardware	   to	   provide	  feedback	  from	  the	  loudspeaker	  through	  voltage	  and	  current	  measurements	  leading	  sometimes	   to	   sophisticated	  models,	   which	   are	   too	   complex	   to	   implement	   in	   real-­‐time	  systems.	  	  A	  third	  avenue	  which	  has	  been	  investigated	  attempts	  to	  recreate	  the	  perception	  of	  low	  frequency	  sounds	  by	  analyzing	  a	  signal	  and	  generating	  harmonics	  
of	   low	   frequency	   content	   that	   the	   loudspeaker	   cannot	   reproduce;	   the	   harmonics,	  even	  without	  the	  fundamental,	  will	  still	  lead	  to	  the	  original	  low	  tone	  being	  perceived	  [6].	   	   The	   challenge	   with	   many	   of	   these	   techniques	   lies	   in	   the	   tradeoff	   between	  various	   audible	   artifacts	   and	   performance,	   as	   many	   require	   hand	   tuning	   by	   an	  experienced	   audio	   engineer	   due	   to	   the	   lack	   of	   robust	   objective	   models	   for	  perception	  of	  audio	  quality.	  	  The	  transition	  to	  portable	   listening	  has	  led	  to	  a	  boom	  in	  headphone	  sales	  with	  the	  NPD	  Group	  estimating	  over	  95%	  of	  the	  growth	  happening	  in	  the	  premium	  ($100+)	  category	   [2].	   When	   surveyed,	   customers	   typically	   rank	   the	   inclusion	   of	   noise	  cancellation	   via	   signal	   processing	   (either	   analog	   or	   digital)	   as	   a	   major	   important	  factor	  in	  their	  choice	  of	  headphone,	  second	  only	  to	  sound	  quality	  [2].	  	  Opportunities	  for	  signal	  processing	  research	  lie	  in	  the	  improvement	  of	  methods	  for	  active	  control	  and	   adaptive	   filtering	   applied	   to	   noise	   cancellation	   and	   the	  presentation	   of	   three-­‐dimensional	  spatial	  audio.	  	  Headphones	   and	   earphones	   deliver	   sound	   to	   the	   listener	   in	   a	   way	   unlike	  loudspeakers	   as	   they	   lack	   the	   natural	   crosstalk	   between	   channels	   and	   do	   not	  present	   a	   shift	   in	   spatial	   cues	   during	   head	   movement.	   	   However,	   through	   signal	  processing,	   the	   acoustic	   signals	   that	   the	   ear	   drum	   would	   have	   received	   in	   the	  loudspeaker	   listening	   scenario	   can	   be	   recreated	   by	   measuring	   the	   appropriate	  impulse	   responses	   and	   running	   the	   convolution	   in	   real	   time.	   	  With	   head-­‐tracking	  and	  individual	  measurements,	  the	  effect	  can	  be	  very	  convincing,	  but	  challenges	  arise	  in	  generalization	  and	  in	  systems	  with	  multiple	  sources	  and	  reverberation	  where	  the	  impulse	   responses	  are	   thousands	  of	   taps	  at	  normal	   audio	   rates	   [7].	   	  These	  virtual	  playback	   techniques	   have	   the	   possibility	   of	   presenting	   users	   with	   more	   natural	  spatial	  content	  than	  could	  be	  possible	  in	  the	  traditional	  home	  theater,	  as	  the	  cost	  of	  adding	  a	  "virtual	  speaker"	   is	  only	   in	  DSP	  horsepower	  and	  not	   in	  the	  purchase	  of	  a	  physical	   loudspeaker	   and	   amplifier.	   	   As	   headphones	   enter	   into	   pervasive	   use	   in	  society,	   applications	   for	   augmented	   reality	   using	   the	   aforementioned	  methods	   for	  virtual	   sound	   source	   playback	   along	   with	   sophisticated	   auditory	   scene	   analysis	  mechanisms	   offer	   interesting	   avenues	   for	   future	   multimodal	   interaction	   and	  auditory	  displays.	  	  	  	  	  
Home	  Audio:	  Redefining	  the	  High-­‐End	  Experience	  	  The	  home	  market,	  while	  currently	  not	  as	  large	  as	  that	  of	  headphones,	  is	  increasing	  rapidly	  with	  the	  NPD	  Group	  showing	  2x	  and	  2.5x	  sales	   increases	  in	  sound	  bar	  and	  streaming	   audio	   speakers	   between	   2012	   and	   2013,	   respectively	   [1].	   	  With	   sound	  bars	  becoming	  the	  dominant	  form	  of	  home	  surround	  presentation,	  the	  challenge	  of	  reproducing	   the	   perception	   of	   audio	   sources	   where	   speakers	   do	   not	   exist	   (e.g.	  behind,	   above,	   and	   to	   the	   sides	   of	   listeners)	   becomes	   the	  major	   signal	   processing	  task.	   	  While	  methods	  such	  as	  wave-­‐field	  synthesis	  and	  cross-­‐talk	  cancellation	  have	  made	  their	  way	  into	  some	  products,	  the	  signal	  processing	  for	  many	  such	  methods	  is	  
analytic	   or	   purely	  numerical	   in	  motivation,	   and	   very	   little	  work	  has	  been	  done	   to	  analyze	  and	  compare	  the	  perceptual	  implications	  of	  various	  methods	  [8,	  9,	  10].	  	  As	   the	   film	   industry	   moves	   towards	   surround	   formats	   with	   object-­‐based	   coding,	  where	   sounds	   are	   not	   mixed	   down	   to	   the	   conventional	   5.1	   or	   7.1	   speaker	  configuration,	  the	  challenges	  will	  become	  even	  more	  complex	  [11].	  	  Many	  films	  have	  already	  been	  mixed	  and	  shown	  in	  theaters	  with	  large	  loudspeaker	  arrays	  using	  the	  Dolby	  Atmos	   system.	   	   Some	  have	  won	  major	   accolades	   for	   their	   sound	  alone,	   e.g.,	  Gravity,	  but	  the	  technology	  has	  not	  transitioned	  into	  the	  home	  environment	  due	  to	  the	  bandwidth	  and	  number	  of	  speakers	  necessary	  [12].	  	  Two	   further	   challenges	   in	   the	   home	   environment	   include	   methods	   for	   automatic	  room	  correction,	  where	  a	   signal	  processing	   system	  attempts	   to	   identify	   the	   sound	  field	  in	  the	  room	  and	  automatically	  adjust	  equalization	  to	  improve	  the	  fidelity	  at	  the	  listening	   position,	   and	   systems	   for	   streaming	   audio	   that	   maintain	   fidelity	   and	  synchronization	   comparable	   to	   wired	   counterparts	   [13,	   14].	   In	   particular,	   the	  resurgence	   of	   casual	   home	   listening	   provides	   new	   challenges	   for	   dealing	   with	  distributed	   network	   of	   small	   loudspeakers	   spread	   throughout	   a	   room	   [15].	   The	  difficulty	   in	   this	   case	   is	   not	   only	   on	   the	   acoustic	   side	   (e.g.,	   distributed	   signal	  processing),	   but	   in	   development	   of	   new	   protocols	   that	   can	   advance	   beyond	  streaming	   audio	   over	   Bluetooth	   and	   AirPlay	   with	   better	   synchronized	   broadcast	  capability	  and	  quality	  of	  service	  [16].	  	  On	   the	  opposite	  end,	  work	  on	   the	  recording	  and	   transmission	  of	   spatial	  audio	  has	  seen	   great	   advances	   recently	  with	   the	   advent	   of	   spherical	  microphone	   arrays	   and	  advances	   in	   perceptual	   audio	   coding	   [17,	   18,	   19].	   	   The	   promise	   of	   capturing	   the	  three-­‐dimensional	   sound	   field	   at	   a	   sporting	   event,	   concert,	   or	   other	   live	  performance	   and	   transmitting	   it	   to	   the	   home	   for	   virtual	   reproduction	   could	  transform	   the	   entertainment	   industry.	   	   Already,	   the	   prospect	   of	   similar	   ideas	   for	  video	  with	   devices	   such	   as	   the	   Oculus	   Rift,	   a	   consumer	   head-­‐worn	   virtual	   reality	  display,	   are	   encouraging	   film-­‐makers	   to	   shoot	   in	   3D	   and	   game	   developers	   to	  imagine	  incredibly	  immersive	  new	  forms	  of	  gameplay	  [20].	  	  As	  such	  devices	  blur	  the	  lines	  between	  virtual	  and	  real,	  the	  field	  of	  augmented	  reality	  for	  audio	  and	  video	  is	  poised	  to	  see	  many	  new	  applications	  not	  only	   in	  the	  consumer	  world,	  but	   in	  areas	  such	  as	  medicine,	  sports	  training,	  and	  business	  collaboration.	  	  	  
Smart	  Devices:	  Interaction	  and	  Awareness	  	  The	   human	   interaction	   paradigm	   with	   audio	   rendering	   devices	   has	   also	   seen	   a	  dramatic	  shift,	  as	  devices	  get	  smaller	  and	  more	  portable.	  	  In	  the	  home	  environment,	  well-­‐established	   interaction	   media	   such	   as	   remote	   controls	   are	   often	   no	   longer	  adequate	   given	   the	   deluge	   of	   content	   that	   a	   user	   can	   access	   [21,	   22].	   Smart	  interfaces	   based	   on	   automatic	   speech	   recognition	   offer	   a	   natural	   solution	   to	   this	  problem	   given	   the	   hands-­‐busy,	  mobility-­‐required	   scenarios,	   where	   some	   of	   these	  devices	  might	  also	  be	  used	  [23,	  24].	  
	  A	  key	  aspect	  to	  obtain	  a	  seamless	  integration	  of	  these	  devices	  is	  for	  them	  to	  become	  increasingly	  aware	  of	  their	  surrounding	  environment,	  i.e.,	  being	  able	  to	  understand	  the	  mood	   of	   their	   environment	   and	   react	   accordingly	   [25].	   Devices	   that	   infer	   the	  type	   of	   conversation	   a	   group	   of	   people	   are	   having	   by	   speaker	   recognition,	   turn-­‐taking	   behavior	   analysis,	   emotion	   recognition,	   and	   keyword	   spotting	   can	   enhance	  the	  quality	  of	  experience	  of	  the	  user	  by,	   for	  instance,	  automatically	  choosing	  audio	  content	  or	  simply	  increasing	  or	  lowering	  volumes	  to	  appropriate	  levels	  [26,	  27].	  	  	  Furthermore,	  the	  music	  content	  itself	  is	  no	  longer	  restricted	  to	  what	  users	  actually	  own	  on	  their	  playback	  device.	  	  Through	  connection	  to	  music	  streaming	  services	  like	  Spotify,	   Pandora,	   and	   Beats	   Music,	   which	   track	   information	   regarding	   the	   music	  preferences	   of	   the	   user,	   these	   devices	   can	   use	  music	   information	   retrieval	   to	   find	  new	  content	  the	  user	  might	   like,	  as	  well	  as	  match	  the	  environment	  and	  mood	  to	  a	  given	  track	  or	  playlist	  [28,	  29].	  	  The	  integration	  of	  these	  devices	  into	  everyday	  life	  provides	  interesting	  new	  topics	  of	  research,	   linking	   problems	   in	   audio	   and	   acoustics	   with	   problems	   in	   speech	   and	  language	   processing,	   as	   well	   as	   general	   machine	   learning	   and	   music	   information	  retrieval.	  Moreover,	  the	  prospect	  of	  allowing	  high	  quality	  video	  calls	  through	  these	  devices	   embedded	   with	   several	   microphones	   offers	   enormous	   opportunities	   of	  research	  for	  audio	  and	  acoustic	  signal	  processing	  engineers.	  	  The	  first	  and	  foremost	  problem	  is	  audio	  acquisition	  and	  enhancement:	  microphones	  in	   consumer	   devices	   are	   often	   embedded	  within	   the	   device	   and	   very	   close	   to	   the	  speakers,	   with	   a	   signal	   to	   echo	   ratio	   that	   can	   be	   extremely	   low	   [30].	   	   A	   solution	  seems	  to	  come	  from	  wireless	  microphone	  networks	  which	  would	  be	  able	  to	  exploit	  multiple	  microphones	   located	   in	   different	   devices,	   for	   example,	   streaming	  devices	  not	   in	   use	   or	   microphones	   embedded	   in	   various	   electronics	   in	   order	   to	   cover	   a	  larger	   area	   of	   interest	   [31].	   The	   inherent	   latency	   embedded	   within	   each	   node,	  however,	   does	   not	   seem	   to	   allow	   a	   real-­‐time	   solution	   in	   the	   near	   future	  with	   the	  current	  streaming	  codecs	  and	  protocols.	  In	  the	  short-­‐	  to	  medium-­‐term,	  microphone	  arrays	   seem	   to	   be	   the	   only	   commercially	   viable	   solution	   [32,	   33].	   	   However,	   new	  solutions	  based	  on	  data	  driven	  approaches	  [34,	  35],	  like	  source	  separation	  [36]	  and	  auditory	   scene	   analysis	   [37],	   and	   other	   methods	   that	   can	   incorporate	   more	   than	  loose	  statistical	  assumptions	  [38,	  39,	  40],	  as	  well	  as	  robust	  estimation	  methods	  [41,	  42],	  can	  pave	  the	  way	  to	  more	  robust	  solutions	  [43].	  	  Furthermore,	  new	  advances	  in	  embedded	  convex	  optimization	  will	  finally	  unleash	  a	  brand	  new	  set	  of	  algorithms	  and	  software,	  unfeasible	  for	  real-­‐time	  applications	  only	  a	  couple	  of	  years	  ago	   [44,	  45].	  Benefits	  of	   the	   increasing	  awareness	  of	   the	  devices	  can	   extend	   beyond	   the	   entertainment	   context	   into	   health	   applications	   such	   as	  assistive	   living	   technologies,	   creating	   smart	   environment	   and	   intelligent	  companions	   that	   can	   preserve	   independence	   and	   security	   of	   people	   with	   special	  needs	  [46,	  47].	  	  
	  
Conferences	  and	  Special	  Sessions	  on	  Audio	  and	  Acoustic	  Signal	  Processing	  
	  For	   those	   interested	   in	   more	   in-­‐depth	   technical	   details,	   we	   would	   like	   to	   bring	  attention	   to	   these	   upcoming	   events	   addressing	   some	   of	   the	   challenges	   presented	  above	  which	  might	  be	  of	  interest	  to	  the	  community:	  	  
• International	   Conference	   on	   Auditory	   Displays,	   New	   York,	   NY,	   June	   22-­‐25,	  2014	  
• 17th	   International	   Conference	   on	   Digital	   Audio	   Effects,	   Erlangen,	   Germany,	  September	  1-­‐5,	  2014	  
• 137th	  International	  Convention	  of	  the	  Audio	  Engineering	  Society,	  Los	  Angeles,	  California,	  October	  9-­‐12,	  2014	  
• 55th	   Audio	   Engineering	   Society	   International	   Conference	   on	   Spatial	   Audio,	  Helsinki,	  Finland,	  August	  27-­‐29,	  2014	  
• Special	  Session	  on	  Digital	  Audio	  Processing	  for	  Loudspeakers	  and	  Headphones,	  
EUSIPCO,	  Lisbon,	  Portugal,	  September	  1-­‐5,	  2014	  (organized	  by	  the	  authors)	  
• IEEE	  Journal	  of	  Selected	  Topics	   in	  Signal	  Processing	  -­‐	  Special	   Issue	  on	  Spatial	  
Audio,	  Manuscript	  submission:	  July	  1,	  2014	  
• IEEE	   Journal	   on	   Selected	   Topics	   in	   Signal	   Processing	   -­‐	   Special	   Issue	   on	  
Interactive	   Media	   Processing	   for	   Immersive	   Communication,	   Manuscript	  submission:	  April	  16,	  2014	  
• Machine	   Learning	   Applications	   in	   Speech	   Processing,	   GlobalSIP,	   Atlanta,	  Georgia,	  December	  3-­‐5,	  2014	  
• Special	  Sessions	  at	  INTERSPEECH,	  Singapore,	  14-­‐18	  September	  2014	  
o A	  Re-­‐evaluation	  of	  Robustness	  
o Multichannel	  Processing	  for	  Distant	  Speech	  Recognition	  
o Speech	  technologies	  for	  Ambient	  Assisted	  Living	  
References:	  	  [1]	  The	  NPD	  Group,	  “Key	  CE	  Categories	  Deliver	  Positive	  2013	  Holiday	  Results,	  According	  to	  NPD.”	  https://www.npd.com/wps/portal/npd/us/news/press-­‐releases/	  [2]	  The	  NPD	  Group,	  “Premium	  Headphone	  Sales	  Account	  for	  Over	  90	  Percent	  of	  Headphone	  Revenue	  Growth	  in	  Q1	  2013,	  According	  to	  The	  NPD	  Group.”	  https://www.npd.com/wps/portal/npd/us/news/press-­‐releases/	  .	  [3]	  	  F.	  Rumsey,	  “DSP	  in	  Loudspeakers,”	  J.	  Audio	  Engineering	  Society,	  vol.	  56,	  no.	  	  1,	  pp.	  65-­‐72,	  2008.	  [4]	  D.	  R.	  von	  Recklinghausen,	  “Dynamic	  Equalization	  of	  Loudspeakers,”	  J.	  Audio	  Engineering	  Society,	  vol.	  28,	  no.	  11.	  pp.	  770-­‐775,	  1980.	  [5]	  W.	  Klippel,	  “The	  Mirror	  Filter	  –	  A	  New	  Basis	  for	  Reducing	  Nonlinear	  Distortion	  and	  Equalizing	  Response	  in	  Woofer	  Systems,”	  J.	  Audio	  Engineering	  Society,	  vol.	  40,	  no.	  9,	  pp.	  675-­‐691,	  1992.	  [6]	  N.	  Oo	  et.	  al.,	  “Perceptually-­‐Motivated	  Objective	  Grading	  of	  Nonlinear	  Processing	  in	  Virtual-­‐Bass	  Sytems,”	  J.	  Audio	  Engineering	  Society,	  vol.	  59,	  no.	  11,	  pp.	  804-­‐824,	  2011.	  [7]	  J.	  Atkins,	  “Spatial	  Acoustic	  Signal	  Processing	  for	  Immersive	  Communication,”	  Ph.D.	  Thesis,	  Johns	  Hopkins	  University,	  2011.	  [8]	  B.	  S.	  Atal	  and	  M.	  R.	  Schroeder,	  “Apparent	  Sound	  Source	  Translator,”	  U.S.	  Patent	  3,236,949.	  1962.	  [9]	  A.	  J.	  Berkhout,	  “A	  Holographic	  Approach	  to	  Acoustic	  Control,”	  J.	  Audio	  Engineering	  Society,	  vol.	  36,	  no.	  12,	  pp.	  977-­‐995,	  1988.	  [10]	  J.	  Atkins,	  I.	  Nawfal,	  and	  D.	  Giacobello,	  “A	  Unified	  Approach	  to	  Numerical	  Auditory	  Scene	  Synthesis	  Using	  Loudspeaker	  Arrays,”	  submitted	  to	  European	  Signal	  Processing	  Conference	  (EUSIPCO),	  2014.	  [11]	  F.	  Rumsey,	  “Cinema	  Sound	  for	  the	  3D	  Era,”	  J.	  Audio	  Engineering	  Society,	  vol.	  61	  no.	  5,	  pp.	  340-­‐344,	  2013.	  [J12]	  C.	  Giardina.	  “Gravity’	  Is	  First	  Atmos-­‐Mixed	  Oscar	  Winner	  for	  Sound	  Editing,	  Mixing,”	  The	  Hollywood	  Reporter,	  2014.	  http://j.mp/1cxovsv	  	  [13]	  S.	  T.	  Neely	  and	  J.	  B.	  Allen,	  “Invertibility	  of	  a	  Room	  Impulse	  Response,”	  J.	  Acoustical	  Society	  of	  America,	  vol.	  	  66,	  no.	  1,	  pp.	  165-­‐169,	  1979.	  [14]	  M.	  Miyoshi	  and	  Y.	  Kaneda.	  “Inverse	  Filtering	  of	  Room	  Acoustics,”	  IEEE	  Trans.	  On	  Acoustics,	  Speech	  and	  Signal	  
Processing,	  vol.	  36,	  no.	  2,	  pp.	  142-­‐152,	  1988.	  [15]	  E.	  Kee,	  “Future	  Sonos	  Software	  Update	  Could	  See	  Full	  Wireless	  Speaker	  System	  Capability,”	  Ubergizmo,	  2014.	  http://www.ubergizmo.com/?p=192859	  	  [16]	  P.	  Moorhead,	  SKAA:	  Displacing	  Apple	  AirPlay	  As	  The	  New	  Premium	  Wireless	  Music	  Standard?”	  Forbes,	  2014.	  http://www.forbes.com/sites/patrickmoorhead/2013/05/21/skaa-­‐displacing-­‐apple-­‐airplay-­‐as-­‐the-­‐new-­‐premium-­‐wireless-­‐music-­‐standard/	  	  [17]	  J.	  Meyer	  and	  G.	  Elko,	  “A	  Highly	  Scalable	  Spherical	  Microphone	  Array	  Based	  on	  an	  Orthonormal	  Decomposition	  of	  the	  Soundfield,”	  in	  Proc.	  IEEE	  International	  Conference	  on	  Acoustics,	  Speech,	  and	  Signal	  
Processing	  (ICASSP),	  vol.	  2,	  pp.	  1781-­‐1784,	  2002.	  [18]	  J.	  Atkins,	  “Robust	  Beamforming	  and	  Steering	  of	  Arbitrary	  Beam	  Patterns	  Using	  Spherical	  Arrays,”	  in	  Proc.	  
IEEE	  Workshop	  on	  Applications	  of	  Signal	  Processing	  to	  Audio	  and	  Acoustics	  (WASPAA),	  pp.	  43-­‐47,	  2011.	  [19]	  J.	  Herre	  et.	  al.,	  “MPEG	  Spatial	  Audio	  Object	  Coding	  –	  The	  ISO/MPEG	  Standard	  for	  Efficient	  Coding	  of	  Interactive	  Audio	  Scenes,”	  J.	  Audio	  Engineering	  Society,	  vol.	  60,	  no.	  9,	  pp.	  655-­‐673.	  2012.	  [20]	  B.	  Drawbaugh,	  “Next3D’s	  plan	  to	  bring	  recorded	  video	  to	  the	  Oculus	  Rift,”	  	  Engadget,	  2013.	  http://engt.co/13QGQyd	  	  [21]	  J.	  Bennett	  and	  Stan	  Lanning,	  “The	  Netflix	  Prize,”	  in	  Proc.	  of	  KDD	  Cup	  and	  Workshop,	  2007.	  	  [22]	  H.	  Garcia-­‐Molina,	  G.	  Koutrika,	  and	  A.	  Parameswaran,	  “Information	  Seeking:	  Convergence	  of	  Search,	  Recommendations,	  and	  Advertising,"	  Communications	  of	  the	  ACM,	  vol.	  54	  no.	  11,	  pp.	  121-­‐130,	  2011.	  [23]	  E.	  Samuel,	  “Amazon's	  Fire	  TV	  is	  Sleek,	  Slim,	  and	  Offers	  Some	  Snappy	  Features	  Like	  Voice	  Search,”	  New	  York	  Daily	  News,	  2014.	  http://nydn.us/1ttcDm0	  	  [24]	  C.	  Welch,	  “Amazon's	  Fire	  TV	  Voice	  Search	  Will	  Support	  Netflix	  Later	  This	  Year,”	  The	  Verge,	  2014.	  http://www.theverge.com/2014/4/21/5637348/amazon-­‐fire-­‐tv-­‐voice-­‐search-­‐will-­‐support-­‐netflix-­‐later-­‐this-­‐year	  	  [25]	  I.	  A.	  Essa,	  “Ubiquitous	  Sensing	  for	  Smart	  and	  Aware	  Environments,”	  IEEE	  Personal	  Communications,	  vol.	  7,	  no.	  5,	  pp.	  47-­‐49,	  2000.	  [26]	  N.	  Malandrakis,	  A.	  Kazemzadeh,	  A.	  Potamianos	  and	  S.	  S.	  Narayanan,	  “SAIL:	  A	  Hybrid	  Approach	  to	  Sentiment	  Analysis,”	  2nd	  Joint	  Conference	  on	  Lexical	  and	  Computational	  Semantics,	  Volume	  2:	  Proceedings	  of	  the	  7th	  
International	  Workshop	  on	  Semantic	  Evaluation,	  pp.	  438-­‐442,	  2013.	  [27]	  A.	  Metallinou,	  A.	  Katsamanis	  and	  S.	  S.	  Narayanan,	  “Tracking	  Continuous	  Emotional	  Trends	  of	  Participants	  During	  Affective	  Dyadic	  Interactions	  Using	  Body	  Language	  and	  Speech	  Information,”	  Image	  and	  Vision	  
Computing,	  vol.	  31,	  no.	  2,	  pp.	  137-­‐152,	  2013.	  	  
[28]	  M.	  A.	  Casey,	  R.	  Veltkamp,	  M.	  Goto,	  M.	  Leman,	  C.	  Rhodes,	  M.	  Slaney,	  “Content-­‐Based	  Music	  Information	  Retrieval:	  Current	  Directions	  and	  Future	  Challenges,"	  Proceedings	  of	  the	  IEEE,	  vol.	  96,	  no.	  4,	  pp.	  668-­‐696,	  2008.	  [29]	  L.	  Lu,	  D.	  Liu	  and	  H.-­‐J.	  Zhang,	  "	  Automatic	  Mood	  Detection	  and	  Tracking	  of	  Music	  Audio	  Signals,"	  IEEE	  Trans.	  
on	  Audio,	  Speech,	  and	  Language	  Processing,	  vol.14,	  no.1,	  pp.5-­‐18,	  2006.	  [30]	  A.	  Brutti,	  M.	  Omologo,	  P.	  Svaizer	  and	  C.	  Zieger,	  “DICIT	  Final	  Report,”	  2013.	  http://dicit.fbk.eu/	  [31]	  A.	  Bertrand,	  "Applications	  and	  Trends	  in	  Wireless	  Acoustic	  Sensor	  Networks:	  A	  Signal	  Processing	  Perspective,"	  in	  Proc.	  18th	  IEEE	  Symposium	  on	  Communications	  and	  Vehicular	  Technology	  in	  the	  Benelux,	  pp.1-­‐6,	  2011.	  [32]	  K.	  Kumatani,	  J.	  McDonough,	  and	  B.	  Raj,	  "Microphone	  Array	  Processing	  for	  Distant	  Speech	  Recognition:	  From	  Close-­‐Talking	  Microphones	  to	  Far-­‐Field	  Sensors,"	  IEEE	  Signal	  Processing	  Magazine,	  vol.	  29,	  no.	  6,	  pp.	  127-­‐140,	  2012.	  [33]	  R.	  Pichevar,	  J.	  Wung,	  D.	  Giacobello,	  and	  J.	  Atkins	  "Design	  and	  Optimization	  of	  a	  Speech	  Recognition	  Front-­‐End	  for	  Distant-­‐Talking	  Control	  of	  a	  Music	  Playback	  Device,"	  submitted	  to	  15th	  Annual	  Conference	  of	  the	  
International	  Speech	  Communication	  Association	  (INTERSPEECH),	  2014.	  [34]	  I.	  Tashev	  and	  M.	  Slaney,	  "Data	  Driven	  Suppression	  Rule	  for	  Speech	  Enhancement,"	  in	  Proc.	  Information	  
Theory	  and	  Applications	  Workshop	  (ITA),	  2013.	  [35]	  D.	  Giacobello,	  J.	  Wung,	  R.	  Pichevar,	  and	  J.	  Atkins,	  "Tuning	  Methodology	  for	  Speech	  Enhancement	  Algorithms	  using	  a	  Simulated	  Conversational	  Database	  and	  Perceptual	  Objective	  Measures",	  in	  Proc.	  4th	  Joint	  Workshop	  
on	  Hands-­‐free	  Speech	  Communication	  and	  Microphone	  Arrays	  (HSCMA),	  2014.	  [36]	  P.	  Smaragdis,	  C.	  Fevotte,	  G.	  Mysore,	  N.	  Mohammadiha,	  M.	  Hoffman,	  "Static	  and	  Dynamic	  Source	  Separation	  Using	  Nonnegative	  Factorizations:	  A	  Unified	  View,"	  IEEE	  Signal	  Processing	  Magazine,	  vol.31,	  no.3,	  pp.66-­‐75,	  2014.	  [37]	  D.	  Wang	  and	  G.	  J.	  Brown,	  Computational	  auditory	  scene	  analysis:	  Principles,	  algorithms,	  and	  applications,	  Wiley-­‐IEEE	  Press,	  2006.	  [38]	  J.	  Erkelens,	  J.	  Jensen,	  and	  R.	  Heusdens.	  "A	  Data-­‐Driven	  Approach	  to	  Optimizing	  Spectral	  Speech	  Enhancement	  Methods	  for	  Various	  Error	  Criteria,"	  Speech	  communication,	  vol.	  49,	  no.	  7,	  pp.	  530-­‐541,	  2007.	  [39]	  D.	  Giacobello,	  J.	  Atkins,	  J.	  Wung,	  and	  R.	  Prabhu,	  "Results	  on	  Automated	  Tuning	  of	  a	  Voice	  Quality	  Enhancement	  System	  Using	  Objective	  Quality	  Measures",	  in	  Proc.	  135th	  Audio	  Engineering	  Society	  
Convention,	  2013.	  	  [40]	  J.	  Li,	  L.	  Deng,	  Y.	  Gong,	  and	  R.	  Haeb-­‐Umbach,	  "An	  Overview	  of	  Noise-­‐Robust	  Automatic	  Speech	  Recognition,"	  
IEEE/ACM	  Transactions	  on	  Audio,	  Speech,	  and	  Language	  Processing,	  vol.	  22,	  no.	  4,	  pp.745-­‐777,	  2014.	  [41]	  J.	  Wung,	  T.	  S.	  Wada,	  B.-­‐H.	  Juang,	  B.	  Lee,	  M.	  Trott,	  and	  R.	  W.	  Schafer,	  “A	  System	  Approach	  to	  Acoustic	  Echo	  Cancellation	  in	  Robust	  Hands-­‐Free	  Teleconferencing,”	  in	  Proc.	  IEEE	  Workshop	  on	  Applications	  of	  Signal	  
Processing	  to	  Audio	  and	  Acoustics	  (WASPAA),	  pp.	  101–104,	  2011.	  [42]	  J.	  Wung,	  D.	  Giacobello,	  J.	  Atkins,	  "Robust	  Acoustic	  Echo	  Cancellation	  in	  the	  Short-­‐Time	  Fourier	  Transform	  Domain	  Using	  Adaptive	  Crossband	  filters,"	  to	  appear,	  in	  Proc.	  39th	  IEEE	  International	  Conference	  on	  
Acoustics,	  Speech,	  and	  Signal	  Processing	  (ICASSP),	  2014.	  [43]	  J.	  Le	  Roux,	  S.	  Watanabe,	  and	  J.	  R.	  Hershey,	  "Ensemble	  learning	  for	  speech	  enhancement,"	  in	  Proc.	  IEEE	  
Workshop	  on	  Applications	  of	  Signal	  Processing	  to	  Audio	  and	  Acoustics	  (WASPAA),	  pp.	  1-­‐4,	  2013.	  [44]	  J.	  Mattingley	  and	  S.	  Boyd,	  “Real-­‐Time	  Convex	  Optimization	  in	  Signal	  Processing,”	  IEEE	  Signal	  Processing	  
Magazine,	  vol.	  27.	  No.	  3,	  pp.	  50–61,	  2010.	  [45]	  T.	  L.	  Jensen,	  "Computational	  Oriented	  Real-­‐time	  Convex	  Optimization	  in	  Signal	  Processing,"	  Research	  Grant	  Danish	  Council	  for	  independent	  Research,	  Uddannelses-­‐	  og	  Forskningsministeriet,	  3.6M	  DKK.	  http://ufm.dk/resolveuid/5c47817f5a644e19bb64d8ccfc55957f	  [46]	  M.	  Vacher,	  J.	  F.	  Serignat,	  S.	  Chaillol,	  D.	  Istrate,	  and	  V.	  Popescu,	  “Speech	  and	  Sound	  Use	  in	  a	  Remote	  Monitoring	  System	  for	  Health	  Care”	  Text,	  Speech	  and	  Dialogue,	  Springer	  Lecture	  Notes	  in	  Computer	  Science,	  vol.	  4188,	  pp.	  711-­‐718,	  2006.	  [47]	  M.	  Matassoni,	  "Voice	  control	  in	  the	  home:	  the	  DIRHA	  project,"	  in	  Proc.	  Multimodality	  and	  Multilinguism:	  new	  
Challenges	  for	  the	  study	  of	  Oral	  Communication,	  2013.	  http://dirha.fbk.eu/	  	  
