This study proposes an approach toward the first principles electronic structure calculation with the aid of symbolic-numeric solving. The symbolic computation enables us to express the Hartree-Fock-Roothaan equation in an analytic form and approximate it as a set of polynomial equations. By use of the Gröbner bases technique, the polynomial equations are transformed into other ones which have identical roots.
+ 1243*b^2*c*d -1580*d^2 + 620*a^2*d^2 + 1243*a*b*d^2 + 625*b^2*d^2 + 1000*ev -1000*a^2*ev -1986*a*b*ev -1000*b^2*ev + 1000*ew -1000*c^2*ew -1986*c*d*ew -1000*d^2*ew -5102*r + 332*a^2*r + 284*a*b*r + 332*b^2*r + 332*c^2*r + 43*a*b*c^2*r + 20*b^2*c^2*r + 284*c*d*r + 43*a^2*c*d*r + 80*a*b*c*d*r + 43*b^2*c*d*r + 332*d^2*r + 20*a^2*d^2*r + 43*a*b*d^2*r -63*a*b*ev*r -63*c*d*ew*r + 3644*r^2 + 75*a^2*r^2 + 724*a*b*r^2 + 75*b^2*r^2 + 75*c^2*r^2 -401*a*b*c^2*r^2 -124*b^2*c^2*r^2 + 724*c*d*r^2 -401*a^2*c*d*r^2 -1372*a*b*c*d*r^2 -401*b^2*c*d*r^2 + (10) 75*d^2*r^2 -124*a^2*d^2*r^2 -401*a*b*d^2*r^2 + 458*a*b*ev*r^2 + 458*c*d*ew*r^2 -1301*r^3 -69*a^2*r^3 -303*a*b*r^3 -69*b^2*r^3 -69*c^2*r^3 + 146*a*b*c^2*r^3 + 42*b^2*c^2*r^3 -303*c*d*r^3 + 146*a^2*c*d*r^3 + 618*a*b*c*d*r^3 + 146*b^2*c*d*r^3 -69*d^2*r^3 + 42*a^2*d^2*r^3 + 146*a*b*d^2*r^3 -139*a*b*ev*r^3 -139*c*d*ew*r^3 + 185*r^4 + 12*a^2*r^4 + 39*a*b*r^4 + 12*b^2*r^4 + 12*c^2*r^4 -17*a*b*c^2*r^4 -4*b^2*c^2*r^4 + 39*c*d*r^4 -17*a^2*c*d*r^4 -86*a*b*c*d*r^4 -17*b^2*c*d*r^4 + 12*d^2*r^4 -4*a^2*d^2*r^4 -17*a*b*d^2*r^4 + 13*a*b*ev*r^4 + 13*c*d*ew*r^4)/1000 
32*s*u*v*r^4-336*s*u*v*r^3+992*s*u*v*r^2-160*s*u*v*r+40*s*u*v-324* t*u^2*r^4+2572*t*u^2*r^3-6448*t*u^2*r^2+584*t*u^2*r+19936*t*u^2+ 156*t*v^2*r^4-1068*t*v^2*r^3+2248*t*v^2*r^2-80*t*v^2*r-32*t*v^2+26 *t*ev*r^4-278*t*ev*r^3+916*t*ev*r^2-126*t*ev*r-7972*t*ev+126*t*r^4-8 82*t*r^3+1748*t*r^2+1896*t*r-12470*t=0
→156*s*u^2*r^4-1068*s*u^2*r^3+2248*s*u^2*r^2-80*s*u^2*r-32*s*u^2-52*s*v^2*r^4+236*s*v^2*r^3-32*s*v^2*r^2-104*s*v^2*r+48*s*v^2-26*s* ev*r^4+278*s*ev*r^3-916*s*ev*r^2+126*s*ev*r-28*s*ev-30*s*r^4+330*s* r^3-1148*s*r^2+760*s*r-170*s+32*t*u*v*r^4-336*t*u*v*r^3+992*t*u*v*r 2-160*t*u*v*r+40*t*u*v=0
→156*s^2*u*r^4-1068*s^2*u*r^3+2248*s^2*u*r^2-80*s^2*u*r-32*s^2*u +32**t*v*r^4-336*s*t*v*r^3+992*s*t*v*r^2-160*s*t*v*r+40*s*t*v-324*t2 *u*r^4+2572*t^2*u*r^3-6448*t^2*u*r^2+584*t^2*u*r+19936*t^2*u+26 *u*ew*r^4-278*u*ew*r^3+916*u*ew*r^2-126*u*ew*r-7972*u*ew+126*u* r^4-882*u*r^3+1748*u*r^2+1896*u*r-12470*u=0
→-52*s^2*v*r^4+236*s^2*v*r^3-32*s^2*v*r^2-104*s^2*v*r+48*s^2*v+32 *s*t*u*r^4-336*s*t*u*r^3+992*s*t*u*r^2-160*s*t*u*r+40*s*t*u+156*t^2 *v*r^4-1068*t^2*v*r^3+2248*t^2*v*r^2-80*t^2*v*r-32*t^2*v-26*v*ew*r4 +278*v*ew*r^3-916*v*ew*r^2+126*v*ew*r-28*v*ew-30*v*r^4+330*v*r3 -1148*v*r^2+760*v*r-170*v=0
→-13*s^2*r^4+139*s^2*r^3-458*s^2*r^2+63*s^2*r-14*s^2+13*t^2*r^4-1 39*t^2*r^3+458*t^2*r^2-63*t^2*r-3986*t^2+1000=0
→13*u^2*r^4-139*u^2*r^3+458*u^2*r^2-63*u^2*r-3986*u^2-13*v^2*r4 +139*v^2*r^3-458*v^2*r^2+63*v^2*r-14*v^2+1000=0
→312*s^2*u^2*r^3-1602*s^2*u^2*r^2+2248*s^2*u^2*r-40*s^2*u^2-104 *s^2*v^2*r^3+354*s^2*v^2*r^2-32*s^2*v^2*r-52*s^2*v^2-52*s^2*ev*r3 +417*s^2*ev*r^2-916*s^2*ev*r+63*s^2*ev-60*s^2*r^3+495*s^2*r^2-11 48*s^2*r+380*s^2+128*s*t*u*v*r^3-1008*s*t*u*v*r^2+1984*s*t*u*v*r-1 60*s*t*u*v-648*t^2*u^2*r^3+3858*t^2*u^2*r^2-6448*t^2*u^2*r+292*t2 *u^2+312*t^2*v^2*r^3-1602*t^2*v^2*r^2+2248*t^2*v^2*r-40*t^2*v^2+ 52*t^2*ev*r^3-417*t^2*ev*r^2+916*t^2*ev*r-63*t^2*ev+252*t^2*r^3-13 23*t^2*r^2+1748*t^2*r+948*t^2+52*u^2*ew*r^3-417*u^2*ew*r^2+916* u^2*ew*r-63*u^2*ew+252*u^2*r^3-1323*u^2*r^2+1748*u^2*r+948*u^2-52*v^2*ew*r^3+417*v^2*ew*r^2-916*v^2*ew*r+63*v^2*ew-60*v^2*r^3+ 495*v^2*r^2-1148*v^2*r+380*v^2+740*r^3-3903*r^2+7288*r-5102=0 固体-構造と物性」 岩波書店 1994。
Introduction
The basic equation of the first principle electronic structure calculations is the Hartree-Fock or the Kohn-Sham equation, derived from the minimum condition of the energy functional in the electron-nuclei system. They are expressed as Schrodinger-type equations as follows [1] [2] [3] .
The second term in the parse of the left side is the potential from nuclei with charge Za.
The third term is the Coulomb potential generated by the charge distribution ρ. The forth term V is the quantum dynamical interaction operating in the many-electron system, called the "exchange and correlation". To obtain the numerical solution, we expand the wavefunction by a certain bases set. The numerical procedure is converted 
})
In the above, Ĥ is the Hamiltonian matrix, Ŝ is the overlap one, C is the wavefunction (the coefficients of the linear combination), and e is the eigenvalue. The conventional method of the electronic structure calculations is a "forward problem". We suppose the structural data of the material, execute the electronic structure calculations, optimize the structure so that the energy functional will be minimized, and evaluate electronic properties in the stable structure. The conventional method has some inefficiency. For example, in the first principles molecular dynamics, the nuclei are determined by the classical Newtonian equation, while the wavefunctions are ruled by quantum dynamics. The foundation for this treatment is so-called "the adiabatic approximation", which enables us to separate the dynamics of the nuclei and wavefunctions into two independent models. This conventional method iterates two alternative computational phases, one of which are the optimization for the wavefunctions and the other for the positions of the nuclei. It is believed that this way is numerically stable. But, in view of effectiveness of the optimization, this may be a lengthy and roundabout one. Owing to the separation of the degrees of freedom of wavefunctions and nuclei, it is difficult for the conventional method to coop with cases where the dynamics of nuclei and wavefunctions are strongly coupled with each other.
Meanwhile, the "inverse problem" will be to search the material structure which shows the desirable electronic properties. In the treatment of the inverse problems by means of the conventional method, we must go with trial and error. At first we suppose the material structure to evaluate the electronic properties, and, by adjusting the structure, we search the direction in which the desired properties will be obtained. We have to solve forward problems repeatedly to obtain the solution of the inverse problems. The reason to this is as follows. In the conventional methods, the computation has the fixed order of numerical procedures, consisted from the eigenvalue solution, the self-consistent-field calculation and the relaxation of atomic structure, which is implemented as nested loops of independent phases of the optimizations. The unknown parameters are computed from inner loops to outer ones in order. The conventional method is obliged to determine unknown variables in a fixed order in any cases.
Symbolic-numeric ab-initio molecular dynamics and molecular orbital method
With the view of these circumstances, we propose the following method.
It is summarized as follows. "At first, HFR equation is approximated as a set of multi-variable polynomial equations, and through the symbolic computation, it is transformed into a certain form more convenient for the numerical treatment. The eigenstates are evaluated by the root finding by means of symbolic-numeric procedure. "
The question in the present work is how we can obtain the numerical solutions of the equations after the polynomial approximation and derive the significant information. In general, when we try to solve a set of polynomial equations with finite numbers of solutions, we numerically compute them using the floating-point approximation.
However, under the influence of numerical errors, the genuine numerical methods often become unstable and it is difficult to predict the tendency of the drifting. Thus, to avoid numerical instabilities, the several types of techniques, so-called "symbolic-numeric solving", are proposed. In them, the symbolic manipulation is applied as a preconditioning to the set of equations to be solved. The equations are transformed into the forms which have the same roots, to which the numerical computation will be easy and stable. From the form of the transformed equation, the character of the solution, such as, the existence and the geometrical structure, can be determined. Then the solving process is passed over to the numerical one. For the mathematical background, see ref. [12] [13] [14] [15] . A review of application of symbolic computations in the field of the computational chemistry is given in ref . 16 .
In order to solve the HFR equation, the present method makes use of the several ways of the symbolic-numeric solving, by which, the HFR equation, approximated as a set of polynomial equations, is transformed into one which has the same roots. As a strategy, the algorithm of the "decomposition of polynomial equations into triangular sets" is applied [12, 13] . In this algorithm, the following transformations are applied.
The starting equations , … ,
→ Gröbner bases with lexicographic order of , … , lexicographic monomial ordering from the starting set of equations , … , . The generated Gröbner bases have roots identical to those of , … , , and take forms which guarantee an easier numerical solving. The Gröbner bases are a set of polynomials in which the number of unknowns of each entry increases in order, from polynomials with fewer valuables to ones with more. However, the total number of polynomials in the Gröbner bases may grow more than that of the starting polynomials. Though we can search the root at this stage, we furthermore apply the decomposition to the Gröbner bases. By means of it, we obtain several "triangular" systems of equations { , … , }, the first entry of which has one unknown x , the second has two unknowns x , x , the third three unknowns, etc, until, the last n-th has n-unknowns x , x , … , x by turns. In order to obtain all roots of the starting equations , … , , we may need to construct several sets of triangular set of equations, all of which can be generated by the algorithm in ref .12 or 13. Single triangular system has fewer numbers of entries than that in the Gröbner bases before the transformation. This makes the numerical procedure easier. Once we can obtain the triangular systems of the equations, we can evaluate each unknown one by one. In the numerical solution, only a Quasi-Newton-like method, or its kindred for one variable, is necessary.
We can execute another type of the symbolic numerical solving. The foundation to this is the theorem of Stickelberger. As above, we regard the HFR equations as the set of polynomial equations expressed by unknowns X1, Xm. The set of polynomial equations constructs a zero-dimensional ideal I in the polynomial ring R=k[X1,…,Xm], whose zeros corresponds to a residue ring A=R/I. Here k is the coefficient field, which, in our cases, is the rational number field or the real number field. The ring A is a finite dimensional vector space over k, whose bases are expressed by monomials of X , X , … , X . The one of the merits in this treatment is as follows. In the conventional method, the input data is the atomic structure and the output if the electronic structure. By contrast, in the present method, the input data are not confined to the atomic structures. We can select arbitrary parameters in the HFR equation and its constraints and set them as the input. If the problem to be solved is properly established, we can compute other unknown variables properly. As to the properness of the problem, i.e., the existence of the roots of the set of polynomial equations, it can be judged from the ideal theory in mathematics on the condition whether its Gröbner bases have zero points set or not.
The task flow is listed as follows.
1. Compute the analytic formula of the energy functional, whose variables are eigenvalues, LCAO coefficients in wavefunctions, atomic coordinates, and orbital exponents in molecular integrals and so on. 6. By numerically solving the equations, the roots are computed and afford us the electronic structure and the useful information.
The demonstrations of the calculations
Several examples are demonstrated in this section. The units are given in atomic units.
At first, we will show the possibility of the SCF (Self-Consistent Field) calculations.
As an object, we choose the hydrogen molecule. Though we only show the examples of H2 here, which is the simplest molecule, the applications of the present method are not limited to two-electron or two-atomic systems. The reason why we choose H2 is as follows. Though this system is simple, it includes all kinds of quantum interactions operating in realistic materials and can be assumed as a miniature of general many-electron and polyatomic systems. The molecular integrals needed here are generated by STO (Slater Type Orbital) base. The energy functional is the analytic equation of the one centered molecular integrals at hydrogens A and B, the two-centered molecular integrals, and the coefficients of the wavefunctions (a, b, c, d). As the expression of the interatomic distance R, the molecular integrals contain transcendental functions. One of the two-centered molecular integrals is shown in (7). This is the two electron repulsion between 1s orbitals and classified as "Coulombic type". [
This is denoted as [1s(A)1s(A)||1s(B)1s(B)] = drdr
′ R A R A ′ R B ′ R B |
1s(A)1s(A)|1s(B)1s(B)]= (7)
As an example of a forward problem in the first principles molecular dynamics, the optimization of the structure (the distance between two hydrogens) and the UHF electronic structure calculation are simultaneously executed.
Here, the position of hydrogens A and B is denoted as R A andR B . The interatomic distance is r R A R B . We use the notation, such as x A |x R A | andx B |x R B |.
We execute the UHF (Unrestricted Hartree-Fock) calculations in which the trial wavefunctions for up-and down-spins are defined as in (8) and (9) . The corresponding eigenvalues are denoted as ev and ew. It is noted here: these trial functions with the bases of the orbital exponent 1 are too primitive to assure good agreements with experiments: for accuracy, we must optimize the orbital exponent to a suitable value. It is only to reduce the computational cost in the symbolic computation why we adopt such primitive trial functions.
The energy functional is transformed into the polynomial form by way of the fourth order Taylor expansion of the interatomic distance r, centered at the position of R0=7/5 atomic unit. The functional is generated in a standard way of molecular orbital theory, which is the total energy of the electron-nuclei system (given in the atomic units) with Here, we make use of the symmetry in H2, and we express the wavefunctions as the linear combination of the symmetric and asymmetric ones, as in (11) and (12) . 
This is the transformation by (13) . (13) Then the HFR equation is given by the set of equations in (14) , where (t,s) is the LCAO coefficient for up-spin, (u,v) is that for down spin, ev is the eigenvalue for up spin, ew is that for down spin, and r is the interatomic distance.
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At first, we assume r=7/5 to see the possibility of actual first principles calculations.
The entry as is shown by (15) in (14) 
is replaced by (16) . There are numerical coefficients that are very lengthy ones. This is due to a problem in the algorithm in the Gröbner bases generation. The computational procedure applies the Buchberger's algorithm, in which the addition, subtraction, multiplication and division are iterated to the polynomial system. In the intermediate expression through the computation, some polynomials with huge degrees may arise, whose coefficients have extreme difference in the numerical scale. This difference in the scale of coefficients will remain in the final result [19] . To assure the numerical accuracy, we must resort to the computations with the arbitrary precision.
Though the solutions include complex ones, the physically meaningful real solutions are shown in Table. 1. We obtain four combinations, where the two electrons of up or down spins are located the symmetric or asymmetric wavefunctions. This means we obtain both of the ground and the excited states. (18) . The electron 1 and 2 lie in the upand down-spin respectively.
In order to obtain the ground state alone, we add (19) into the equations in (14) .
(This is the trick applicable to this example only. In general, the ground state is given as a solution where the sum of the total occupied eigenvalue becomes minimum one. To specify the ground state, it is enough to compute eigenvalues alone. For this purpose, in making the triangular decomposition of the equations, we can prepare the equations including only eigenvalues as unknowns. We have only to solve them.) With this treatment, we can replace the equation to be solved with a simpler one. The interatomic distance r and the wavefunctions are optimized at the same time, as is done in Car-Parrinello method. The part of the equations including r is shown in (20), whose real solutions are shown in Table 2 . 
The required equations are presented in (23), whose details are omitted here. The set of the equations for the occupied state can be obtained by the same way as was done as the example of UHF calculation. The orthogonality condition to the occupied and the unoccupied states is added to it. 
The computed Gröbner base for it is {1} (as a set of polynomials). It includes only a constant polynomial "1". The zeros of the Gröbner bases provide us the solution of the equations. However, the term {1}, as a polynomial, does not become zero. Thus we can conclude that the supposed problem does not have the solution with the stable structure.
Next, we will show another numerical method by means of Stickelberger's theorem.
The example is the optimization of interatomic distance in H2, where the RHF calculation is executed. The trial wavefunction is given as (25). 
The transformation matrix corresponding to the multiplication by the variable t is shown in (27).
The other transformation matrices are calculated in similar ways. We can evaluate the eigenvector v of the matrix mt and can obtain eigenvalues corresponding to variables t and ev by means of the relations in (28) and (29). The real valued solutions are identical to those in Fig.9 , given as the previous example. (II) The merit in expressing the basic HFR equation and the constraints by means of the set of polynomial equations is as follows. The polynomial sets inform us the relationship among unknown variables. Thus, in order to evaluate those unknowns, we can divide suitable parts of them into the prepared inputs and the expected outputs, respectively. The calculation is not confined to the conventional framework, such as, whose the input is the structure and the output is the electronic the states. The distinction between the forward and the inverse problems are cleared away, and we can treat all of them as the forward problems in a unified way. In order to cope with the inverse problem, we should check whether it is well-posed or not. The present method affords us a key to this. After the transformation from the fundamental equation to the Gröbner bases, the present method can inspect the properness of the problem, i.e. the existence of the solutions. Based on the mathematical ideal theory, it can judge the existence of solution which provides us the zeros of the Gröbner bases. If the solutions exist, it can also determine whether these are isolated points or the sets with the more than one dimension. If the solutions are isolated, the numbers of the solutions, in the range of the real or complex numbers, can be known. The present work shows that the concept of the "molecular orbital algebraic equation" by means of the "polynomial approximation to molecular integrals" is applicable to the realistic first principles electronic structure calculation, as well as its potentiality to several fundamental problems which are difficult to be handled by the conventional method. In a pity, at present, this study does not necessarily afford us sufficiently precise calculation. One reason to this is the constraint by the ability of the hardware.
The cost in the symbolic computation is so massive that we are obliged to reduce the degrees of the approximating polynomial and rationalize numerical coefficients in lower accuracies. There is also a fundamental problem in the theoretical side. As can be seen in the starting polynomial equation of (14), the scales of the numerical coefficients are almost similar. While, after the symbolic computations, in the generated Gröbner bases, the scales of the coefficients show great discrepancies. Although the extreme growth of coefficients as this results in the larger computational costs and the lowering of the accuracies in the numerical procedure, highly effective remedies are few at now.
However, the improvement in the computer architecture is so rapid that we can expect the achievement of the sufficient accuracy by the present method and its application to complex and large material in future, aided by the refinement of the symbolic computation theory.
Appendix. On the concept of algebraic molecular orbital equations
The concept of algebraic molecular orbital equations [6] [7] [8] [9] is outlined in this appendix.
We express molecular orbitals by the linear combination of atomic orbitals (LCAO).
C χ R , n , l , m , ζ , r, θ, (A.1)
The key components to the molecular orbital calculations are molecular integrals, which are the matrix elements of the each part of the Hamiltonian operator, such as, kinetic, nuclear and electronic potential, and overlapping elements, obtained by the use of LCAO. The molecular integrals can be expressed as multi-variable analytic functions.
Since there is some difficulty in mathematical operations on multi-variable analytic functions, we will approximate them as multi-variable polynomials. The approximation to molecular integrals is obtained by Taylor 
