Abstract-Transmission Control Protocol(TCP) is implemented in the transport
I. INTRODUCTION
For several decades, TCP has been widely used in wired networks to establish a reliable connection between the participating machines over the unreliable Internetworking Protocol (IP) protocol. In today's scenario, majority of the traffic generated like File Transfer Protocol (FTP), Hyper Text Transfer Protocol (HTTP), etc. make use of TCP in the transport layer. As a natural consequence, TCP is also the preferred transport layer protocol in case of a MANET also. However, [1] suggests that the performance of TCP in MANET's is not satisfactory as compared to wired networks. This can be attributed to various factors like dynamic topology, shared medium, high Bit Error Rate (BER), fading, shadowing, hand-off and other radio effects that are inherent to any wireless networks, and hence MANET's also. Due to dynamic topology, packet loss occurs due to broken (non-existent) routes between the nodes, but TCP assumes that the losses are due to network congestion, which basically is a false positive. Hence, the network undergoes the counterproductive invocation of congestion control mechanisms employed by TCP [2] . Additionally, the problems of hidden and exposed terminals are there which are unique to a shared medium and this further deteriorates the performance of TCP when used in a MANET. Several other constraints are also there which have a cumulative effect of modifying the existing TCP protocol and tune it to suite the requirements of an ad-hoc network like MANET. This ultimately gave rise to a number of alternative TCP variants, the most popular of which are considered and discussed below. I. TCP Tahoe: Suggested by Van Jacobson [3] , this TCP variant works on the principle of "conservation of data packets" i.e. if the connection is already running at the available bandwidth capacity then a packet is not injected into the network unless a packet is taken out as well, thus ensuring an equilibrium steady-state condition. This principle is implemented by using the acknowledgements to clock outgoing packets. Thus, for each connection TCP maintains a congestion window, thereby limiting the total number of unacknowledged packets that may be in end to end transit. TCP implements a mechanism called "slow-start" [3] to increase the congestion window after a connection is initialized and after a timeout. The main problem associated with this scheme is that it takes a complete timeout interval to detect a packet loss which makes it unsuitable for use in high bandwidth delay product channels. II. TCP Reno:This version of TCP tries to overcome the drawbacks of TCP Tahoe. While it retains the old concept of "slow start" and "coarse grain retransmission timer", it adds some intelligence over it so that lost packets are detected at an earlier stage and the pipeline is not emptied every time a packet is lost. By introducing more duplicate Performance Analysis of Different MANET Specific TCP variants ISSN 2277-1956/V1N4-2296-2300 acknowledgements, Reno halves the congestion window, performs a fast retransmit and ultimately enters a phase called "fast recovery". The "fast recovery" state ensures that retransmission of the segment is done with the pipe almost full. Performance of Reno drops under conditions of high packet loss. III. TCP New Reno: A slight modification over Reno, TCP New Reno [4] is able to detect multiple packet losses and is thus more efficient. New Reno also entersinto "fast retransmit" state when it receives multiple duplicate packets, however it differs from Reno in that it does not exit fast recovery until all the data which was outstanding at the time it entered fast recovery is acknowledged. The main drawback is that it takes one round trip time (RTT) to detect each packet loss. IV. TCP Vegas: Suggested by [5] [6] TCP Vegas finds a new approach to congestion control. It follows a congestion avoidance strategy that emphasizes on packet delay, rather than packet loss, as a means to determine the rate at which the packets will be sent. This protocol senses congestion at a very early stage based upon the increased value of rout Trip Time (RTT) which is obtained from the packets under transition. The accuracy and efficiency of the algorithm primarily depends on the accurate calculation of the Base RTT value. Rest of the paper is arranged as follows. Section II lays down the simulation environment. Section III gives a detailed analysis of the simulation results obtained. Finally Section IV concludes the paper.
II.SIMULATION ENVIRONMENT
Simulation has been carried out in ns-2 simulator. To carry out simulation in ns-2, a (.tcl) script file is required. Upon simulation it creates two types of files, a trace file(.tr) and a network animator (.nam) file. The trace file is used for calculation and other statistical analysis purpose, while the .nam file is used to demonstrate the simulation process. While carrying out the simulation, we have taken AODV protocol [7] as the standard. We have taken 5 different scenarios comprising of 10, 30, 50, 70 and 100 nodes. For all the cases we have used a fixed bed size of 500 * 500 square meters. Keeping the area of deployment as a constant and varying the number of nodes gradually, we have tried to create a gradual increasing network load condition, wherein we measure and analyze the performance of the various TCP variants under different node densities. We have assumed the node movability to be under 50% and at a constant speed, which in our case we have limited to 100m/s. The general parameters that we have used in our simulation are tabularized below in Table 1 A 10 node initial test bed has been shown in figure 1 
III. ANALYSIS OF SIMULATION RESULTS
We have analyzed the entire simulation environment based upon certain parameters viz. the percentage of packets generated to packets lost, average network latency and the processing time taken by the intermediate nodes. Table 2 The graphical representation of the same has been shown in figure 2 below: Figure 2 From the above it is clear that for small network size the performance of TCP Reno and TCP New Reno is the worst, whereas those for TCP Tahoe and TCP Vegas are comparable. On the contrary, as the network size increases the performance of TCP Tahoe deteriorates the most. Thus, MANET's for which the node density will be high and consequently the total load on the network would also be on the higher side, TCP Tahoe should be avoided. Table 3 The graphical representation for the same has been shown in figure 3 below. Figure 3 For any value of network size, the performance of TCP Tahoe is the worst.The average delay that is undergone by a packet while traversing from the source to destination is maximum in case of TCP Tahoe. Thus, the performance of TCP Tahoe is sluggish in nature for any value of the network. In this regard, TCP Vegas exhibits the best performance. Performance provided by TCP Reno or TCP New Reno are more or less same. Thus, if we require a MANET with low delay time i.e. latency time, obviously the choice has to be TCP Tahoe as it has better congestion control mechanisms which is evident from the simulation results. Table 4 The graphical representation for the same has been shown in figure 4 next page: Figure 4 From the graph it is clear that overall in case of TCP Reno, TCP New Reno and TCP Vegas the processing time taken by the intermediate nodes is more. This is obvious due to the more sophisticated nature of the above mentioned protocols. Introduction of the "coarse grain retransmission timer", the concept of fast retransmit and newer congestion control techniques increase the processing time of the nodes and hence the result.
IV.CONCLUSION
In this paper we have tried to compare the performance of the commonly used TCP variants in a MANET. For all network loading conditions and a constant node mobility rate, the overall packet drop is highest in case of TCP Tahoe. Similarly, the average network delay is also most pronounced in case of TCP Tahoe. Thus, TCP Tahoe shows the worst characteristics across all the parameters that we have taken. This can be attributed to the fact that TCP Tahoe takes at least a complete timeout interval to detect congestion. Performance of the rest three of the protocols is more or less the same.
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