Solutions to the interval observation problem for delayed impulsive and switched systems with L1-performance are provided. The approach is based on first obtaining stability and L1/ 1-to-L1/ 1 performance analysis conditions for uncertain linear positive impulsive systems in linear fractional form with norm-bounded uncertainties using a scaled small-gain argument involving time-varying D-scalings. Both range and minimum dwell-time conditions are formulated -the case of constant and maximum dwell-times can be directly obtained as corollaries. The conditions are stated as timer/clock-dependent conditions taking the form of infinite-dimensional linear programs that can be relaxed into finite-dimensional ones using polynomial optimization techniques. It is notably shown that under certain conditions, the scalings can be eliminated from the stability conditions to yield equivalent stability conditions on the so-called worst-case system, which is obtained by replacing the uncertainties by the identity matrix. These conditions are then applied to the special case of linear positive systems with delays, where the delays are considered as uncertainties, similarly to as in [1] . As before, under certain conditions, the scalings can be eliminated from the conditions to obtain conditions on the worst-case system, coinciding here with the zero-delay system -a result that is consistent with all the existing ones in the literature on linear positive systems with delays. Finally, the case of switched systems with delays is considered. The approach also encompasses standard continuous-time and discrete-time systems, possibly with delays and the results are flexible enough to be extended to cope with multiple delays, time-varying delays, distributed/neutral delays and any other types of uncertain systems that can be represented as a feedback interconnection of a known system with an uncertainty.
Introduction
The interval observation problem amounts to finding a pair of observers to estimate an upper bound and a lower bound on the state of a given system. Interval observers have been first proposed in the context of state estimation in biological processes in [2] . Over the past recent years, this problem witnessed an increase in its popularity and various methodologies for their design in different setups have been proposed. To cite a few, those observers have been obtained for systems with inputs [3, 4] , linear systems [5] [6] [7] , timevarying systems [8] , delay systems [4, 9] , impulsive systems [10] , uncertain/LPV systems [11] [12] [13] , discrete-time systems [4, 14] , systems with samplings [15, 16] , impulsive systems [10, 17, 18] , switched systems [18] [19] [20] and Markovian jump systems [21] .
An interesting feature of the underlying theory behind the design of interval observers lies in the fact that the overall aim is to design the observers in such a way that the errors dynamics are governed by positive systems. In this regard, the tools from the, now very rich, positive systems theory [22] can be applied to delays. It is important to stress that stability analysis conditions for this class of systems have been obtained in the literature using Lyapunov-Krasovskii functionals or Lyapunov-Razumikhin functions; see e.g. [70] [71] [72] [73] . However, this is the first time that delays are both considered in the continuous-time and the discrete-time dynamics of the system and that the stability of such systems is established using an input/output approach. The first issue that needs to be addressed is to establish under what condition the timer-dependent scalings commute with the constant delay operator. We prove that this is the case if and only if the dwell-time sequence exhibits a periodic behavior with a period related to the continuous-time delay value. Unfortunately, this condition is very restrictive and, as a consequence, the use of timer-dependent scalings is, in general, not possible when dealing with delays as uncertainties. In this regard, constant D-scalings are most likely to be considered in practice. Two results are given in the context of a range dwell-time condition. The first one considers a constant (i.e. timer-independent) scaling whereas the second considers a timer-dependent one, which can be fully eliminated from the conditions. The same set of results is obtained in the minimum dwell-time case. Interestingly, we exhibit in both cases an interesting fact that is recurrent in the analysis of linear positive systems. We show that, in the timer-dependent scaling case, the stability conditions are satisfied if and only if the same conditions are satisfied for the "zero-delay system" (the system obtained by setting the delays to 0). In other words, the stability of the zero-delay system implies that of the system with delay, and this is true for any value of the delay. In the context of constant scalings, the stability of the zero-delay system is only necessary.
The third and fourth parts of the paper are devoted to the application of those results to the design of interval observers for linear impulsive systems with delays and linear switched systems with delays, respectively. This is, to the author's best knowledge, the first time that such conditions are obtained. In the case of impulsive systems, the cases of constrained and unconstrained scalings are considered in both the range and minimum dwell-time setting. In the case of switched systems, only the minimum dwell-time case is treated. The obtained design conditions are stated as infinite-dimensional linear programs that can be easily solved using polynomial programming techniques such as sum of squares programming. Explicit values for the gains of the observer can be extracted from the solution to the optimization problems.
Notations. The set of integers greater (or equal) to n ∈ Z is denoted by Z >n (Z ≥n ). The cones of positive and nonnegative vectors of dimension n are denoted by R n >0 and R n ≥0 , respectively. The set of diagonal matrices of dimension n is denoted by D n and the subset of those being positive definite is denoted by D n 0 . The n-dimensional vector of ones is denoted by 1 n . The dimension will be often omitted as it is obvious from the context. For some scalars x 1 , . . . , x n or some vector x = (x 1 , . . . , x n ), diag n i=1 (x i ) and diag(x) both denote the matrix with the diagonal entries x 1 , . . . , x n whereas col n i=1 (x i ) and col(x) both create a vector by vertically stacking them with x 1 on the top.
Outline. The paper is structured as follows. Section 2 states some preliminary definitions and results. In Section 3, stability and performance analysis conditions for uncertain linear impulsive positive systems are obtained. These conditions are then specialized to the subcase of linear impulsive positive systems with delays in Section 4. Finally, conditions for the design of interval observers for linear impulsive time-delay systems and linear switched time-delay systems are formulated in Section 5 and Section 6, respectively. Numerical examples are provided in the related sections.
Preliminaries
We consider in this section the following class of uncertain timer-dependent impulsive system
where
are the state of the system, the initial condition, the continuous-time exogenous input, the discrete-time exogenous input, the continuous-time performance output and the discrete-time performance output, respectively. The pair of signals z c,∆ , w c,∆ ∈ R nc,∆ and z d,∆ , w d,∆ ∈ R n d,∆ are the uncertainty channels and the operators ∆ c and ∆ d are bounded operators (more details will be given later). Above, x(t + k ) := lim s↓t k x(s) and the matrix-valued functions A(τ ) ∈ R
n×n and E(τ ) ∈ R p are continuous. The sequence of impulse times {t k } k≥1 is assumed to verify the properties: (a) T k := t k+1 − t k > 0 for all k ∈ Z ≥0 (no jump at t 0 = 0) and (b) t k → ∞ as k → ∞. When all the above properties hold, the solution of the system (1) exists for all times.
We have the following result regarding the state positivity of the impulsive system (1).
Proposition 1
The following statements are equivalent:
(a) The system (1) is internally positive, i.e. for any
(b) The matrix-valued function A(τ ) is Metzler for all τ ≥ 0, the matrix-valued functions E c (τ ) and G c (τ ) are nonnegative for all τ ≥ 0 and the matrices J,
Proof : The proof is based on the combination of the positivity conditions for both continuous-time and discrete-time systems; see e.g. [22] .
We recall now the concept of hybrid L 1 / 1 -gain introduced in [18] :
Definition 2 We say that the system (1) has a hybrid L 1 / 1 -gain of at most γ if for all w c ∈ L 1 and w d ∈ 1 , we have that
for some increasing function v verifying v(0) = 0 and v(s) → ∞ as s → ∞.
We now define the sets for our uncertainties:
The uncertain operators ∆ c and ∆ d are assumed to belong to the sets
where ||∆|| L1−L1 denotes the L 1 -gain of the operator ∆, and
where ||∆|| 1− 1 denotes the 1 -gain of the operator ∆.
Note that we do not restrict the operators to map positive inputs to positive outputs since what matters here is that the operators see a positive system, that is, that the maps w c,∆ → z c,∆ and w d,∆ → z d,∆ be positive. In such a case, and as pointed out in [35] , the worst case operator in the above set is necessarily going to be a positive one. As customary in the input/output setting (see e.g. [58] ), we recall now the concept of D-scalings:
We define the set of timer-dependent continuous-time D-scalings as
for some time T > 0 and where • is the composition operator. The set of discrete-time D-scalings is defined as
Example 5 If, for instance, the operator ∆ c = M is the multiplication operator taking the form M = diag(θ 1 I n1 , . . . , θ K I n K ) where K is the number of distinct parameters and n i is the occurrence of the parameter i in the diagonal matrix M . In this case, the set of scalings is simply defined as all the mappings
3 Stability and performance analysis of linear uncertain positive systems
The objective of this section is to provide stability and performance criteria for systems of the form (1). Those criteria are novel and extend previously obtained ones on the stability analysis [39] and the L 1 / 1 -performance [18] to the case of uncertain systems in LFT-form. First, conditions for the stability and the hybrid L 1 / 1 performance analysis for the system (1) are obtained under a range dwell-time constraint. Then, an analogous result is obtained with the difference that a minimum dwell-time constraint is considered. The constant and maximum dwell-time cases can be easily obtained as corollaries or simple adaptations of those results. Finally, results in the case of unconstrained scalings are provided. In such a case, the scalings can be fully eliminated to obtain a reduced set of conditions that are, as it turns out, identical to conditions that would have been obtained by replacing the uncertainties by identity matrices, illustrating then the fact that the worst-case operators coincide with the identity matrix.
Range dwell-time stability and performance condition
We first address the range dwell-time case, that is, the case where the dwell-time values T k , k ∈ Z ≥0 , belong to the interval [T min , T max ] where 0 ≤ T min ≤T max < ∞. Stability and performance conditions are stated in the following result:
Theorem 6 (Range dwell-time) Assume that the system (1) is internally positive and that there exist a differentiable vector-valued function ζ : [0,
and
hold for all τ ∈ [0, T max ] and all θ ∈ [T min , T max ]. Then, the system (1) is asymptotically stable for all
Then, multiply from the right the conditions (7) and (8) 
Grouping the terms together yieldṡ
Letting V k (τ, x) = λ(τ ) T x(t k + τ ) and integrating the above inequality from 0 to T k yields
where R c,∆
Summing over k from 0 to ∞ and using the fact since the system is stable and the inputs are in L 1 / 1 , then x goes to 0 as t → ∞. Hence, we have that
where˜ :
Using the fact that, by definition
Assuming now zero initial conditions and considering the fact that > 0 can be chosen arbitrarily small, then we get that
and, hence, that
This proves the result.
Minimum dwell-time stability and performance condition
We address now the minimum dwell-time case, that is, the case where the dwell-time values T k , k ∈ Z ≥0 , belong to the interval [T , ∞) where 0 <T . Stability and performance conditions are stated in the following result:
Theorem 7 (Minimum dwell-time) Let us assume here that the system (1) is internally positive and that the matrices of the system are such that they remain constant for all values τ ≥T . Assume further that there exist a differentiable vector-valued function ζ :
hold for all τ ∈ [0,T ]. Then, the system (1) is asymptotically stable for all ∆ c ∈ ∆ c and ∆ d ∈ ∆ d under the minimum dwell-time conditionT . Moreover, the mapping (w c , w
Proof : The proof is based on Theorem 6 where we have considered ζ and µ c such that they remain constant for all values of τ ≥T .
The unconstrained scalings case
It seems interesting here to discuss the case where the scalings are unconstrained. By "unconstrained", it is meant here that the set of continuous-time D-scalings coincides with the set of all maps from
and the set of discrete-time D-scalings is simply the set D nc,∆ 0 . A necessary condition for this fact to hold is that ∆ c and ∆ d be diagonal. This is notably the case when parametric uncertainties or delay operators are considered. In this very interesting case, the scalings can be eliminated from the conditions to get equivalent ones characterizing stability of the uncertain system. To this aim, let us assume that the operators are any diagonal bounded operator with unit L 1 -and 1 -gains admitting unconstrained scalings. It is interesting to note that the operators need not be restricted to be positive only as pointed out in [35] since all what matters is that the operators see a positive system; i.e. the maps w c,∆ → z c,∆ and w d,∆ → z d,∆ be positive. Moreover, in the same paper it is shown that the worst case operator in the unit-ball is the positive operator with unit gain. For example, the worst-case value for a scalar parameter in the closed unit-ball is one.
On the strength of the discussion above, we can state the following stability and performance result under a range dwell-time constraint:
Proof : In the unconstrained scaling case, we can solve for the scalings µ c (τ ) and µ d in the conditions (7) and (8) . To achieve this, it is enough to observe that since those scalings are positive, we need to take their smallest possible values that satisfy the conditions (7) and (8) . Hence, we can select these scalings such that
Since the system is well-posed, then the Metzler matrices H c,∆ − I and H d,∆ − I are invertible. Moreover, for the above equality to hold, it is necessary that µ c (τ )
be componentwise negative, which is equivalent to saying that the matrices H c,∆ − I and H d,∆ − I are Hurwitz stable. Hence, their inverse is nonnegative [74] . Solving for the scalings values in the above expressions then yields
and µ
Substituting these values in (7) and (8) yields the conditions of Theorem 8. This proves the result. Interestingly, we can see that the stability conditions of Theorem 6 reduce to a stability condition where the uncertain operators are replaced by the identity matrix. This is consistent with the results in [24, 26] where this fact was pointed out for the first time and later analyzed in [35, 57, 75] .
The following theorem states an analogous result in the minimum dwell-time case:
Theorem 9 (Minimum dwell-time) Assume that there exist a differentiable vector-valued function ζ :
ζ (τ ) 0
Computational considerations
Several methods can be used to check the conditions stated in Theorem 6, Theorem 7, Theorem 8 and Theorem 9. The piecewise linear discretization approach [39, 67, 69] assumes that the decision variables are piecewise linear functions of their arguments and leads to a finite-dimensional linear program that can be checked using standard linear programming algorithms. Another possible approach is based on Handelman's Theorem [65] and also leads to a finite-dimensional program [24, 39] . We opt here for an approach based on Putinar's Positivstellensatz [76] and semidefinite programming [62] 1 . Before stating the main result of the section, we need to define first some terminology. A multivariate polynomial p(x) is said to be a sum-of-squares (SOS) polynomial if it can be written as p(x) = i q i (x) 2 for some polynomials q i (x). A polynomial matrix p(x) ∈ R n×m is said to componentwise sum-of-squares (CSOS) if each of its entries is an SOS polynomial. Checking whether a polynomial is SOS can be exactly cast as a semidefinite program [62, 77] that can be easily solved using semidefinite programming solvers such as SeDuMi [78] . The package SOSTOOLS [64] can be used to formulate and solve SOS programs in a convenient way.
Below is the SOS implementation of the conditions of Theorem 7:
Proposition 10 Let d ∈ N, ε > 0 and > 0 be given and assume that there exist polynomials
. Then, the conditions of statement (b) of Theorem 21 hold with the same X(τ ), U c (τ ), U d , α, ε and γ.
Proof : The proof follows from the same arguments as the proof of Proposition 3.15 in [39] .
Remark 11 (Asymptotic exactness) The above relaxation is asymptotically exact under very mild conditions [76] in the sense that if the original conditions of Theorem 21 hold then we can find a degree d for the polynomial variables for which the conditions in Proposition 10 are feasible. This follows from the fact that a univariate polynomial is SOS if and only if it is positive semidefinite and that polynomials are dense in the set of continuous functions defined on a compact set. See [39] for more details.
Example
Let us consider here the systeṁ
We can rewrite this system in the form (1) together with the matrices:
and all the other matrices in the discrete-time part of the system are equal to 0. The parameter θ is assumed to take values in [−1, 1]. The matrix A + G c (I − H c,∆ ) −1 C c,∆ is Hurwitz stable, so this system is a candidate for a system that is stable under a minimum dwell-time constraint. Solving then the conditions of Theorem 9, we get the results depicted in Fig. 1 where the hybrid L 1 / 1 -gain of the system (29) is plotted as a function of the minimum dwell-time, for various polynomial degrees. For information, the number of primal/dual variables is 87/27 and 137/33 when the polynomials are of degree 4 and 6, respectively. As suspected, the conservatism is reduced by increasing the degree of the polynomials and the gain decreases as the minimum dwell-time increases.
Impulsive linear positive systems with delays
We now address the case of impulsive systems with delays. The idea is to first rewrite the time-delay system into an uncertain delay-free system, a method that has proven to be very convenient to work with as all the difficulties are circumvented by "hiding" the infinite-dimensional dynamics inside operators that are treated as norm-bounded uncertainties; see e.g. [48, 51, 54, 79] . Once rewritten into this form, the results obtained in the previous section become applicable to yield stability and performance conditions for linear positive impulsive systems with delays. There is, however, an additional difficulty here stemming from the fact that the delay operators are not memoryless, which will impose some structural constraints on the set of continuous-time scalings that can be considered. It will be notably shown that the unconstrained scalings case can only arise when a periodicity condition is met by the dwell-time sequence. More specifically, the sequence of dwell-times has to be h c /α-periodic where α is a positive integer.
Preliminaries
Let us consider the following linear system with delay
are the state of the system, the functional initial condition, the continuous-time exogenous input, the discrete-time exogenous input, the continuous-time performance output and the discrete-time performance output, respectively. The delays h c and h d are assumed to be constant. It is well-known that the above system can be rewritten in the form (1) with the same matrices and the additional uncertainty channels
together with the identities z c,∆ (t) = x(t) and
. Constant delay operators are known to have unit L 1 -gain; see e.g. [1, 24] . We have the following result regarding the state positivity of the impulsive system (1).
Proposition 12
(a) The system (1) is internally positive, i.e. for any (b) The matrix-valued function A(τ ) is Metzler for all τ ≥ 0, the matrix-valued functions E c (τ ) and G c (τ ) are nonnegative for all τ ≥ 0 and the matrices J,
Proof : The proof relies on the combination of positivity conditions for both continuous-time and discretetime systems; see e.g. [22] .
Scalings
While the choice for the diagonal discrete-time scaling matrix S d is obvious in this case, the fact that S c depends on the value of the clock/timer variable τ makes it more complicated. It is proven below that the only moment where we can use a timer-dependent scaling is when the scaling exhibits some periodic behavior:
Proposition 13 Let us define the functionS c (t) = S c (t k + τ ) when t ∈ (t k , t k+1 ]. Then, the two statements are equivalent:
(a) the functionS c is h c -periodic;
(b) the equalityS c ∆ cS
Proof : Clearly, we have thatS c (t)(∆ cS
The above result gives a general result based on a periodicity property of the functionS c . The problem is that we ignore the fact that this function consists of the concatenation of the elementary function S c taken on intervals of different lengths. This function depends on the considered dwell-time sequence T := {T k } k≥0 .
In the constant dwell-time case, we have that T ∈ TT := {{T 0 , T 1 , . . .} : T k = kT , k ∈ Z ≥0 } which includes only one sequence. However, in most of the realistic scenarios, we work with families of dwell-sequences. In particular, the set of sequence satisfying a minimum dwell-time condition is given by
and the set of sequences satisfying a range dwell-time condition by
Proposition 14
The functionS c is h c -periodic if and only if T is a sequence consisting of any repeating sequence of q ∈ Z >0 dwell-times such that T 0 + . . .
Proof : The proof is immediate. Interestingly, the above result clearly states that the dwell-times need to be, at most, equal to the delay value with the equality holding in the limiting constant dwell-time case; i.e. q = 1 and α = 1. This is an immediate consequence of the fact that the functionS c is constructed by gluing different functions S c for different dwell-times values. In this regard, it is not possible to have dwell-time values that are strictly larger than the delay. If this is the case, which is likely in practice, then constant scalings will need to considered.
Remark 15 (The case of time-varying delays) The above discussion illustrates why it is difficult in general to consider time-varying delays. First of all, note that the L 1 -gain of the time-varying delay operator is equal to (1−µ) −1 where µ < 1 is the maximum rate of change of the delay; i.e.ḣ(t) ≤ µ almost everywhere. Secondly, when the delay is time-varying the commutation property of the time-dependent scaling is unlikely to hold, unless in some very specific scenarios. Note that the case of piecewise constant delays, which would be the simplest to consider, is automatically excluded because it would violate the fact that the derivative of the delay is bounded by µ. In this regard, constant scalings will need to be considered in this case.
Range dwell-time
We first address the range dwell-time case, that is, the case where the dwell-time values T k , k ∈ Z ≥0 , belong to the interval [T min , T max ] where 0 ≤ T min T max < ∞. Stability and performance conditions are stated in the following result:
Theorem 16 (Range dwell-time) Assume that the system (31) is internally positive and that there exist a differentiable vector-valued function ζ : [0,
hold for all τ ∈ [0, T max ] and all θ ∈ [T min , T max ]. Then, the system (31) is asymptotically stable under the range dwell-time condition [T min , T max ] for all delays h c ∈ R >0 and h d ∈ Z ≥0 . Moreover, the mapping
Proof : The proof follows from substituting the matrices of the system (31) into the conditions of Theorem 6 to get  ζ
In particular, we get that
and the result follows.
The following result is the unconstrained scalings counterpart of Theorem 16:
Corollary 17 (Range dwell-time -Unconstrained scaling case) Assume that the system (31) is internally positive, that the sequence of dwell-times is restricted to belong to
and that there exist a differentiable vector-valued function ζ : [0, T max ] → R n , ζ(0) > 0, and scalars , γ > 0 such that the conditions
hold for all τ ∈ [0, T max ] and all θ ∈ [T min , T max ]. Then, the system (31) is asymptotically stable for all delays h c ∈ R >0 and h d ∈ Z ≥0 , and for all sequences of dwell-times in T RDT,p . Moreover, the map
Proof : This follows from simple substitutions as in the proof of Theorem 8.
Minimum dwell-time
We now address the minimum dwell-time case, that is, the case where the dwell-time values T k , k ∈ Z ≥0 , belong to the interval [T , ∞) where 0 <T . Stability and performance conditions are stated in the following result:
Theorem 18 (Minimum dwell-time) Assume that the system (31) is internally positive and that the matrices of the system (1) are such that they remain constant for all values τ ≥T . Assume further that there exist a differentiable vector-valued function ζ :
for all τ ≥ 0 and diag(µ c ) ∈ S c , and scalars , γ > 0 such that the conditions
and −ζ(T ) 0
hold for all τ ∈ [0,T ]. Then, the system (31) is asymptotically stable under the minimum dwell-time condition T for all delays h c ∈ R >0 and h d ∈ Z ≥0 . Moreover, the mapping (w c , w
The following result is the unconstrained scalings counterpart of Theorem 18:
Corollary 19 (Minimum dwell-time -Unconstrained scalings case) Assume that the system (31) is internally positive, that the sequence of dwell-times is restricted to 
hold for all τ ∈ [0,T ]. Then, the system (31) is asymptotically stable for all delays h c ∈ R >0 and h d ∈ Z ≥0 , and for all sequences of dwell-times in T M DT,p . Moreover, the mapping (w c , w d ) → (z c , z d ) has a hybrid L 1 / 1 -gain of at most γ.
Interval observation of linear impulsive systems with delays
Let us consider here the following class of linear impulsive systems with delayṡ
are the state of the system, the functional initial condition, the continuous-time exogenous input, the discrete-time exogenous input, the continuous-time measured output and the discrete-time measured output, respectively. The input signals are all assumed to be bounded functions and that some bounds are known; i.e. we have w 
Proposed interval observer
We are interested in finding an interval-observer of the forṁ
where • ∈ {−, +}. Above, the observer with the superscript "+" is meant to estimate an upper-bound on the state value whereas the observer with the superscript "-" is meant to estimate a lower-bound, i.e.
The errors dynamics e + (t) := x + (t) − x(t) and e − (t) := x(t) − x − (t) are then described bẏ
where 
Range dwell-time result
In the range-dwell -time case, the time-varying gain L c (t) in (50) is defined as follows
whereL c : [0, T max ] → R n×qc is a matrix-valued function to be determined. The rationale for considering such structure is to allow for the derivation of convex design conditions. The observation problem is defined, in this case, as follows: 
has a hybrid L 1 / 1 -gain of at most γ.
The following result provides a sufficient condition for the solvability of Problem 20:
0 and scalars ε, α, γ > 0 such that the conditions
hold for all τ ∈ [0, T max ] and all θ ∈ [T min , T max ]. Then, there exists an interval observer of the form (50)-(52) that solves Problem 20 and suitable observer gains are given bỹ
Proof : First note that with the changes of variables ζ(τ ) T =: 1 T X(τ ), the conditions (54) are exactly the positivity conditions for the error dynamics (51) . Secondly, the conditions (55) 
Then, there exists an interval observer of the form (50)- (77) that solves Problem 23 with the additional restriction that sequence of dwell-times belongs to T RDT,p defined in (39) . Moreover, suitable observer gains are given bỹ
Proof : The proof follows from the same lines at the proof of Theorem 21 with the difference that Theorem 8 is considered as the stability result.
Minimum dwell-time result
In the minimum dwell-time case, the time-varying gain L c is defined as follows
whereL c : R ≥0 → R n×qc is a function to be determined. As in the range dwell-time case, the structure is chosen to facilitate the derivation of convex design conditions. The observation problem is defined, in this case, as follows:
Problem 23 Find an interval observer of the form (50) (i.e. a matrix-valued function L c (·) of the form (77) and a matrix L d ∈ R n×q d ) such that the error dynamics (51) is (a) state-positive, that is
(b) asymptotically stable under minimum dwell-timeT when w c ≡ 0 and w d ≡ 0, and
The following result provides a sufficient condition for the solvability of Problem 23:
Theorem 24 Assume that there exist a differentiable matrix-valued function X :
hold for all τ ∈ [0,T ]. Then, there exists an interval observer of the form (50)-(77) that solves Problem 23 and suitable observer gains are given bỹ
Proof : The proof follows from the same lines at the proof of Theorem 21 with the difference that Theorem 7 is considered as the stability result. The following result is the unconstrained scalings counterpart of Theorem 24:
Corollary 25 (Minimum dwell-time -Unconstrained scalings case) Assume that there exist a differentiable matrix-valued function
hold for all τ ∈ [0,T ]. Then, there exists an interval observer of the form (50)- (77) that solves Problem 23 with the additional restriction that sequence of dwell-times belongs to T M DT,p defined in (45) . Moreover, suitable observer gains are given bỹ
Proof : The proof follows from the same lines at the proof of Theorem 21 with the difference that Theorem 9 is considered as the stability result.
Examples
All the computations are performed on a computer equipped with a processor i7-5600U@2.60GHz with 16GB of RAM. The conditions are implemented using SOSTOOLS [64] and solved with SeDuMi [78] .
Range dwell-time
Let us consider now the system (49) with the matrices
Define also w c (t) = 4 sin(t), w − (t) = −4, w + (t) = 4, w d (k) is a stationary random process that follows the uniform distribution U(−1, 1), w 
Note that the gain L c is constant and has been obtained from an approximation of the τ -dependent gain which deviates from a very small amount from the above value. To illustrate this result, we generate random impulse times satisfying the range dwell-time condition and we obtain the trajectories depicted in Fig. 2 . The disturbance inputs are depicted in Fig. 3 . For simulation purposes, we set h c = 2 and h d = 4. We now consider the Corollary 22 and we get the minimum value γ = 1.7191. The problem has 486 primal variables, 136 dual variables and it takes 2.90 seconds to solve. The following observer gains are 
Simulation results are depicted in Fig. 4 and Fig. 5 . Notice the periodicity of the sequence of dwell-times.
Minimum dwell-time
Let us consider here the example from [37] to which we add disturbances as also done in [10, 18] . We consider the system (49) with the matrices:
The disturbances and the delays are defined in the same way as in the previous example. Using a constant scaling µ c in Theorem 24 with polynomials of degree 4, we get a minimum γ of 0.19959. The computation time is 3.032 seconds and the number of primal and dual variables ia 424 and 120, respectively. The delays are h c = 5 and h d = 4, and the minimum dwell-time is set toT = 1. The simulation results are depicted in Fig. 6 and Fig. 7 .
In the unconstrained scalings case, i.e. Corollary 25, in the same conditions as in the constant scaling case, we obtain 0.19957 for the minimum value for γ. It is interesting to note that this value is very close to the one obtained in the constant scaling case. The obtained gains are given by (49)- (71) and the interval observer (50)- (77)- (72) for some randomly chosen impulse times satisfying the minimum dwell-timeT = 1. For information, the semidefinite program has 432 primal variables, 120 dual variables and it takes 2.87 seconds to solve. Simulation results are depicted in Fig. 8 and Fig. 9 . Note the periodicity of the sequence of dwell-times.
Interval observation of linear switched systems with delays
Let us consider here the switched system with delaẏ
where σ : R ≥0 → {1, . . . , N } is the switching signal,x ∈ R n is the state of the system,w ∈ R p is the exogenous input andỹ ∈ R p is the measured output. The switching signal σ is assumed to take values in the set {1, . . . , N } and to change values at the times in the sequence {t k } k≥1 . This system can be rewritten into the following impulsive system with multiple jump maps as in [38, 39] 
where J ij := (b i b T j ) ⊗ I n and {b 1 , . . . , b N } is the standard basis for R N . It is important to stress that in the above formulation only the part of the state x(t) that evolves according to the subsystem σ(t) is meaningful. In this regard, the others can be discarded when plotting the trajectories of the switched system. 
Proposed interval observer
Because of the particular structure of the system (74), we can define w.l.o.g. an interval observer of the forṁ
where the L i c (t)'s are the time-varying gains to design. The error dynamics is then given in this case bẏ
where M ∈ R n×n ≥0 is a weighting matrix.
Minimum dwell-time result
As in the case of impulsive systems, we choose observer gains of the form
where the functionsL i : R ≥0 → R n×qc are to be determined. The observation problem is defined, in this case, as follows: The following result provides a sufficient condition for the solvability of Problem 26:
Theorem 27 Assume that there exist differentiable matrix-valued functions
and Moreover, suitable observer gains are given bỹ
for all i = 1, . . . , N .
Remark 30
It is interesting to note that in the case of switched systems, then both the sequence of dwelltimes and the sequence of switching signal values need to satisfy the periodicity property. This adds some restrictions on the possibility of using timer-dependent continuous-time scalings.
Examples

Example 1. Toy model
Let us consider the system (73) with the matrices.
Solving for the conditions in Theorem 27 with a constant scaling µ c , polynomials of degree 4 and a minimum dwell-time equal toT = 1, we get the minimum value 1.3338 for γ. The problem solves in 7.44 seconds and the number of primal/dual variables is 789/210. The following gains are obtained. 
For simulation purposes, we select h c = 5 and h d = 4 and we get the results depicted in Fig. 10 and Fig. 11 . We now consider the Corollary 29 and we get the minimum γ = 0.8002. The number of primal/dual variables is 807/210 and the problem is solved in 5.727 seconds. The observer gains are given bỹ 
The trajectories of the system and the interval observer are depicted in Fig. 12 . The disturbance input and the switching signal are depicted in Fig. 13 .
Example 2. Foschini-Miljanic algorithm
The Foschini-Miljanic algorithm [80] is a well-known algorithm which provides distributed on-line power control of wireless networks with user-specific Signal-to-Interference-and-Noise-Ratio (SINR) requirements. This algorithm notably yields the minimum transmitter powers that satisfy these requirements. It is described by the following dynamical systeṁ 
where the τ i 's are the time-varying delays and σ is a switching signal that changes the communication topology; see e.g. [82, 83] . The above system can be compactly rewritten aṡ
For simplicity, let us consider K = I, one single constant delay τ and 3 nodes (i.e. n = 3). This yieldṡ p(t) = −p(t) + B σ(t) p(t − τ ) + η σ(t) .
For numerical purposes, we consider the following matrices A 1 = A 2 = −I, 
together with E 1 = E 2 = I, C 1 = C 2 = 1 0 0 , H 1 = H 2 = 0,
In other words, we would like to estimate upper and lower bonds on the state of the system by just measuring the state of the first note. Solving for the conditions of Theorem 27 with a constant scaling µ c , polynomials of degree 2 and a minimum dwell-time equal toT = 0.2, we get the minimum value 3.074 for γ. The problem solves in 13.2 seconds and the number of primal/dual variables is 956/394. The following gains are obtained 
7 Conclusion and future works
Several stability and performance analysis conditions for the stability analysis of a class of uncertain linear positive systems with impulses have been obtained for the first time using an input/output approach. Interestingly, the scalings can be made timer-dependent but the fact that impulses arrive aperiodically makes their use difficult. In most of the interesting cases, the continuous-time scalings need to be timer-independent. It is shown that in the case of timer-dependent scalings, the obtained conditions are exactly the stability conditions for the system with delays equal to 0, which is reminiscent of many existing results in the literature. The conditions for the design of interval observers can be easily extended to cope with multiple constant delays and other types of delays such as time-varying delays, distributed delays, neutral systems, etc. along the lines of the work in [1] . The consideration of other performance measures such as the L ∞ -gain is also of crucial interest here as this would allow for the derivation of results for systems with time-varying delays which would not depend on the delay-derivative; see e.g. [1, 24, 29, 48, 84] .
