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Abstract 
We investigate a method for applying CBR to a source of 
data where there are no negative exemplars. Our problem 
domain is one of recommending characteristics of 
multidisciplinary collaborators based on a collection of 
funded grants. Thus, there are no negative exemplars. 
Lacking sufficient domain knowledge, we seek to apply a 
feedback algorithm to learn weights even in the absence of 
negative exemplars. Our approach is based on the 
assumption that well aligned cases, cases where similar 
problems have similar solutions, are better suited for 
learning feature weights. Our approach clusters the problem 
and solution spaces separately to identify well aligned cases. 
We also identify poorly aligned cases that may hinder 
effective learning of weights, and exclude them. The 
clusters of well aligned cases provide a means to utilize 
feedback algorithms. We use two methods, case alignment 
and case cohesion, to show that our approach succeeds in 
identifying well aligned cases. We also compare our 
approach to a method based on single class learning, a 
machine learning approach for reasoning without negatives. 
Our results show that our approach is viable to learning 
weight in the absence of negative exemplars.  
 Introduction   
Case-Based Reasoning (CBR) is used in a wide variety of 
reasoning tasks such as diagnosis, classification, and 
recommendations.  In many problem domains, cases 
provide both positive and negative exemplars, allowing for 
the use of feedback algorithms to learn feature weights. In 
this paper we consider applying CBR to problem contexts 
where there are no negative exemplars. 
 Our context is one where we seek to recommend, for an 
academic seeking a multidisciplinary collaboration 
opportunity, the characteristics of potential collaborators. 
Our dataset is a collection of funded multidisciplinary 
grants; this data lacks negative exemplars as we do not 
have information about collaborations that were not 
funded. We lack domain knowledge ,so  we seek a method 
that allows us to learn feature weights using a feedback 
algorithm even in the absence of negative exemplars. 
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 In considering this problem, we utilize the basic CBR 
tenet that states that similar problems have similar 
solutions (Leake 1996).  Cases that meet this criteria we 
term well aligned, those that do not we term poorly 
aligned.  To identify these two types of cases we apply a 
clustering algorithm that identifies clusters of dense 
regions, and also identifies as outliers data points in less 
dense regions. We choose density clustering as appropriate 
for this purpose (Richter and Weber 2013). We then utilize 
the poorly aligned cases in the role of negative exemplars 
in a feedback algorithm to learn feature weights (Aha 
1998). As we have to cluster separately in both the 
problem and solution spaces, we learn weights using 
results from both spaces and adopt feature weights that 
lead to best average accuracy. We also inform our research 
through a machine learning approach in the absence of 
negatives: Single Class Learning (SCL). 
 In the next section we detail our clustering-based 
approach to learning feature weights in the absence of 
negative exemplars. Then we compare our approach with 
comparable methods that compute the alignment and 
cohesion of cases.  We show that our clustering-based 
approach allows us to learn weights that provide an 
accuracy superior to not using weights. We compare our 
method to SCL. Finally, we present and discuss our results 
and end with our conclusions and thoughts for future work.    
The Clustering-based Approach 
In this section, we present our clustering-based approach to 
learning weights in the absence of negative exemplars. 
 A density clustering algorithm, (e.g., DBSCAN (Ester 
1996)), is applied first by using the problem and then the 
solution space of the cases. Each result is used to learn 
weights using a feedback algorithm. The outliers identified 
by the algorithm are ignored when learning feature 
weights. Then all cases, including the outliers, are used to 
evaluate the different sets of weights learned. 
 We evaluate this approach on a case base of 
collaborations, which is composed of 198 cases. It is used 
to recommend, for a new collaboration seeker, the 
characteristics of two collaborators to form a three person 
  
collaboration. Each collaborator is described by three 
features: title, research interest, and institution type, e.g. a 
full professor of biology at a doctoral degree granting 
institution. The features are the same in both the problem 
and solution spaces. 
 In this implementation, we use DBSCAN to cluster the 
cases based on the distances between the problems and 
then based on the distances between the solutions. 
DBSCAN requires the specification of two parameters. 
The maximum distance between any two points (ε); and 
the minimum number of points required to form a cluster. 
 The distance measure between both problems and 
solutions is a variant of edit distance (Levenshtein 1966), 
where the distance between two collaborations is the 
number of features that need to be changed to make them 
identical. If the feature values to be changed are similar, 
e.g., Assistant Professor to Associate Professor, then the 
cost is only one half edit. The problems have three 
features, so the maximum edit distance between problems 
is three. The solutions have six features so the maximum 
edit distance between solutions is six. 
 The specific configurations of the density clustering 
algorithm are specific in the next section where we verify 
that our approach identifies well aligned cases.  
Verifying the Clustering-based Approach 
Here we evaluate the use of clustering for identifying cases 
that are well aligned. We cluster using different parameters 
and find the best results using the parameters ε = 0.5, and 
seven as the minimum number of points to from a cluster. 
We compare the results against two methods that attempt 
the same, cohesion (Lamontagne 2006) and alignment 
(Massie et al. 2007). 
Cohesion (Lamontagne 2006) 
 For a given case t(pt, st), its cohesion score is a measure 
of whether t behaves similarly to its neighboring cases in 
both the problem and solution spaces. This requires 
specifying problem threshold (δP) and solution threshold 
(δS). For a case base C (c1,..., cn) cases can be divided, in 
relation to case t, into four types (Table 1).  
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 Problem 
 Sim(pt, pci) >= δP Sim(pt, pci)< δP 
Sim(st, sci) >= δS A C 
Sim(st, sci) < δS B D 
Table 1: Similarity Between Problem And Solution Parts 
Case Cohesion (t) = A / (A+B+C) 
Comparison to Cohesion 
We calculate, for the entire case base, the average cohesion 
scores using problem and solution thresholds of 0.5. We 
then calculate the average cohesion for the clustered cases 
(i.e, well aligned) and for the outliers (i.e., poorly aligned) 
resulting from the density clustering algorithm. Table 2 
and Table 3 Error! Reference source not found.show 
these results along with the percentage of poorly aligned 
cases. We see that clustering on the solution space results 
in the highest Cohesion scores. 
Thresholds Well 
Aligned 
Mean (s.d) 
Poorly 
Aligned 
Mean (s.d) 
% Poorly 
Aligned 
δP = 0.5, δS = 0.5 0.53 (0.15) 0.39 (0.10) 1% 
Table 2: Cohesion Scores: Well and Poorly Aligned 
based on problem space 
Thresholds Well 
Aligned 
Mean (s.d) 
Poorly 
Aligned 
Mean (s.d) 
% Poorly 
Aligned 
δP = 0.5, δS = 0.5 0.57 (0.14) 0.46  (0.13) 18% 
Table 3: Cohesion Scores: Well and Poorly Aligned based 
on solution space 
Alignment (Massie et al. 2007) 
Alignment (Massie et al. 2007) introduces a component of  
how well a case aligns with the problem and solution space 
overall. For a case t(pt, st) problem pt and solution st, its 
alignment with a case c1 (p1, s1) with is: 
Align (t, c1)  = 1 –  (D(st, s1) – DSmin) 
 (DSmax – DSmin) 
 Where DSmax and DSmin are the distances to furthest and 
nearest solutions of t. The overall alignment of t is 
calculated for a given number of nearest neighbors (n): 
Case 
Alignment = 
(t, c1) 
∑i=1to n (1– D(pt, p1)) x Alignment(t, c1) 
∑i=1to n (1– D(pt, p1)) 
Comparison to Alignment 
We repeat the comparison with Massie alignment scores 
for the well and poorly aligned cases using three nearest 
neighbors (NNs).  
 Table 4 and Table 5 show these results along with the 
percentage of poorly aligned cases. We see that clustering 
on the solution space results in the highest alignment 
scores.   
NNs used to 
calculate 
Alignment 
Well 
Aligned 
Mean (s.d) 
Poorly 
Aligned 
Mean (s.d) 
% Poorly 
Aligned 
3 0.61 (0.13) 0.60 (0.03) 1% 
Table 4: Alignment Scores: Well and Poorly Aligned 
based on problem space 
NNs used to Well Poorly % Poorly 
  
calculate 
Alignment 
Aligned 
Mean (s.d) 
Aligned 
Mean (s.d) 
Aligned 
3 0.64(13) 0.57 (14) 18% 
Table 5: Alignment Scores: Well and Poorly Aligned 
Solutions 
These results verify that the clustering-based approach 
results in a set of cases that have higher Cohesion and 
Alignment scores than the original case base. The best 
results occur when using the clusters on the solutions 
space. We can now use any feedback algorithm to learn 
features weights from clusters used as classes (Aha 1998). 
We next compare this approach to a machine learning 
approach for reasoning without negative exemplars: single 
class learning. 
Comparison to Single Class Learning 
We describe the Single Class Learning (SCL) approach 
and how we adapt this approach to recommend 
collaborations using our dataset. We will then compare 
their resulting  accuracyfor recommending characteristics 
of collaborators.  
Single Class Learning 
 SCL is a machine learning technique recommended for 
use when the data consists of only positive and unlabeled 
instances.  The characteristics of the positive instances are 
used to build rules to identify likely negative instances in 
the set of unlabeled instances (Liu et al. 2003). SCL 
methods typically use a two-step process where the first 
step learns rules to identify negative instances, which are 
then used in a second classification step via methods such 
as SVM (Yu et al. 2004), Naïve-Bayes (Denis 2002), or 
Expectation Maximization (Liu 2002).  
 We greatly simplify this method to apply it in our 
problem context where there are only positive instances. 
We consider all the possible problem and solution 
combinations in the respective spaces of problem and 
solution features. We then consider the problems and 
solutions not represented in the set of cases as unlabeled 
data. We then consider the cases with combinations of 
features that do not occur, or occur seldom, to be examples 
of instances that are likely negative. These can then be 
translated into rules to identify negative instances based on 
their feature values. This approach is feasible where the 
feature space is relatively small. 
 This approach will determine whether a case is or not a 
negative instance by looking at the overall combination of 
feature values in both problems and solutions. For the 
collaboration cases from the data we described, an example 
of a negative instance would be a case that the problem 
(i.e., seeker) is an assistant professor and the solution is of 
two assistant professors. Each negative becomes a rule, 
that is, one rule is that a collaboration cannot have three 
assistant professors. 
 The way we use the SCL for recommendation of 
collaborations is in two steps. First, the case-based 
reasoner with no feature weights recommends a solution. 
Second, an additional step verifies whether the 
recommended characteristics in the solution results a 
collaboration that violates any of the rules learned with 
SCL.  
 Consequently, to compare with our density-based CBR 
approach, we generate recommendations using no weights, 
and use the SCL method to determine which 
recommendations should be made or not. For the 
collaboration cases, we test combinations of features that 
occur less than 1%, 5% and 10% of the time as likely to be 
negative instances of collaborations.  
Combining the Approaches 
We also test a configuration that combines both methods.  
We use the feature weights learned from the clustering-
based approach and the SCL rules to make 
recommendations.   If the resulting collaboration is one 
that violates a rule, then it is discarded and the second best 
option chosen and so on, until there are no 
recommendations left or one does not violate the rules. 
Evaluation  
We evaluate the accuracy of each configuration using a 
Leave-One-Out Cross-Validation (LOOCV). Accuracy is 
measured by the number of edits required to transform the 
recommended solution into the solution of the left out case.  
The smaller this edit distance, the more accurate the 
recommendation. We normalize the edit distance and 
convert it to a percentage that represents, for each iteration 
of the LOOCV, how well the recommended solution 
matches the solution of the left out case. 
 For the purposes of evaluation all the cases are used, 
including the poorly aligned cases. This presents a 
consistent basis for evaluation across all the configurations 
Results and Discussion 
Table 6??? lists the results of the accuracy from using no 
weights, the feature weights learned from the problem 
cluster, the feature weights learned from the solution 
clusters, the SCL rules, and the combined approach that 
uses the best set of feature weights learned and the SCL 
rules.  
 We present the best result for each of the configurations. 
For the SCL approach, this was when the rules were based 
on collaboration that occurred less than 5%. For the density 
clustering-based approach, this is for the clusters generated 
  
using an epsilon of 0.5 and at least 7 points to form a 
cluster. Table 6 presents the average accuracy of different 
configurations. 
 
No  
weights 
Problem 
Cluster 
Weights 
Solution 
Cluster 
Weights 
SCL 
Rules 
Combined: 
Rules+Solution 
Weights 
63.5 63.9 67.2 66.7 70.4 
Table 6: Average Accuracy (%) 
 The results demonstrate that the clustering-based 
approach is viable when applying CBR to a context 
without negative instances by showing an improvement 
over the unweighted method. We see that the combination 
of feature weights learned from the solution clusters and 
the rules learned from SCL provides a higher level 
accuracy. The percentage of outliers and the values 
computed by cohesion and alignment measures could have 
been interpreted as pointing to this. 
 Scl provides with another methd to learn knowledge 
explore ata further-see what I cocsisntent in a way not 
contemplated by the bcr soln – we will further validate 
those domsin thack domain  
 It should be noted that although the methods performed 
better than the baseline, the levels of accuracy are not 
overly impressive.  This is related to fact that all cases are 
used during evaluation including the ones that are less 
likely to behave in a similar manner to their neighbors.  We 
believe that this is a necessary component of a 
recommendation method due to diversity. 
Related Work 
Not all cases may equally contribute to the overall function 
of the case base (Smyth and McKenna, 1999). Delany 
(2009) demonstrates that removing cases from a case base 
can improve accuracy by reducing noise.  Identifying such 
cases for CBR can be done via comparing a case’s 
behavior to its similar neighbors (Lamontagne 2006, 
Massie et al., 2007).  Cases that behave in a manner similar 
to their neighbors are more suitable to learn feature 
weights that represent their relative relevance because they 
are better aligned, i.e., they meet the basic assumption  that 
similar problems have similar solutions (Leake 1996).   
Conclusions and Future Work 
In this paper we investigate a method to apply CBR in a 
problem context that lacks negative instances by 
leveraging the CBR tenet that similar problems have 
similar solutions. We developed a clustering-based 
approach to identify cases that are well versus poorly 
aligned. We verified this approach through measures for 
alignment (Massie et al., 2007) and cohesion (Lamontagne 
2006) from the literature.  
We leveraged the clusters created by our proposed 
method to apply supervised learning algorithms to learn 
feature weights.  We compared this approach to one based 
on the principles of SCL, a machine learning approach 
used to reason without negatives.  We found that while 
both approaches performed better than using no feature 
weights, a combination of the methods led to the best 
accuracy. 
In the future we intend to expand on this simple 
application of SCL to utilize methods such as expectation 
maximization to determine the characteristics of potential 
negative instances.  We also seek to test this approach on 
higher dimensional datasets. 
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