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INTRODUCTION
C HARACTERIZING how real world objects and their surfaces are imaged by a camera is the basis of many image processing and computer vision methods. Range cameras, which are cameras that measure the depth between each pixel of the sensor plane and the corresponding element in the scene, bring pertinent information that can be used by algorithms that interpret images. However, many methods dedicated to range images tend to consider these images in the same way as grayscale or color images [15] , and this ignores the physics of the process for acquiring range images.
Because 3D information is crucial for many computer vision tasks, several methods for capturing 3D information have been developed, such as methods of stereo-matching [18] and methods that physically measure the range through the use of active sensors. The use of active sensors allows to achieve a high level of precision [4] . Recent technological advances have permitted the production of commodity range cameras capable of producing range images, at high spatial resolution and real-time frame rate, that contain, at each of their pixels, the range of the corresponding element in the scene. These devices include time-of-flight (ToF) cameras [23] and structured-light (SL) cameras such as the Microsoft Kinect 1 [10] for the SL case.
In this paper, we present a probabilistic framework for surfaces and edges in range images. While machine learning algorithms have recently been shown to deal efficiently with range images [13] , [33] , a probabilistic framework is complementary and could even be combined with machine learning methods. Also, our framework leads to a better understanding of range images. One of our findings is illustrated in Fig. 1 . Also, we show how our framework can be used for the detection of edges, one of the fundamental image descriptors. In this framework, we view the range values of the pixels as realizations of random variables (RVs), and exploit the fact that the geometrical nature of the data produced by range cameras constrains the joint probability density function (pdf) of the range values of two pixels when they correspond to two real world points from the same continuous real world surface, or, inversely, when they straddle a jump edge. We obtain analytic expressions for this joint pdf, which can then be used in applications.
In Section 2, we discuss the prior art for the modeling of range images, with a focus on how edges and surfaces are represented. In Section 3, we determine, using a Bayesian approach, the two joint pdfs of the range values of two pixels under the following two complementary conditions: (1) both pixels correspond to two real world points on the same surface; (2) both pixels straddle a jump edge. These expressions constitute the core of our framework, and are the main contribution of this paper. In Section 4, we extend our framework to express the joint pdf corresponding to the range values of more than two pixels when we consider that they all correspond to the same real world planar surface. In Section 5, we apply our framework to edge detection; Fig. 2 illustrates the edges obtained from a range image. In Section 6, we evaluate the performance of the edge detector based on our new framework and compare it with other edge detectors. Section 7 concludes this paper.
In this paper, we consider the value (called the range or the depth) of each pixel of a range image as being a realization of a random variable (RV), and we determine the probability density function (pdf) of this RV and the joint pdf of the RVs corresponding to the ranges of two neighboring pixels according to a model of the acquisition process and of the real world surfaces. In this section, we review the current state of the art for similar characterizations of the pdf of range values, then the current state of the art for modeling the noise for range cameras, and finally the current state of the art for modeling surfaces and the edges between them.
Statistics of Range Images
There have been only a few attempts to characterize the pdf of a RV representing a pixel value in a range image. Huang et al. [15] studied the statistics of a database of static forest scenes captured by a laser range finder and showed that the output of a derivative filter applied to the logarithm of range values is characterized by a pdf similar to that of grayscale images, i.e., with a high kurtosis (high peak, large tail).
The authors of [24] considered the range of a pixel as a RV and modeled the joint pdf of the ranges of two pixels by marginalizing out the RV denoting whether the two pixels belong to the same object or not. When these pixels belong to the same object, the authors model the joint pdf by a large tailed pdf and, otherwise, they assume the statistical independence of the two corresponding range RVs. In our framework, we make the same marginalization, but we derive analytic expressions for the pdfs instead of assuming some parametric large tailed pdfs and learning the parameters of these pdfs on a database of images.
Noise Model for Range Cameras
The image acquisition process usually results in the corruption of the range value of each pixel of an image with noise. A good characterization of the pdf of the noise at a pixel p is thus helpful to characterize the acquisition process. In range images, the noise can be very different from the noise encountered in luminance images. In images captured by time-offlight and structured-light cameras, one can observe that the standard deviation of the noise varies across the image. For ToF cameras, experimental and theoretical analyses of the noise have established that it can be modeled by an additive Gaussian noise, whose standard deviation s ToF p ð Þ at pixel p is proportional to the inverse of the strength of the signal used to measure the range, commonly called the amplitude, denoted by A p ð Þ, and provided by most ToF cameras [19] , [27] , [30] . In mathematical terms, we have
where s base is the part of the noise that is independent of the scene, and k is the factor related to the inverse of the amplitude. The values of s base and k may change with the settings of the camera (such as the integration time). We note that this model is valid only for some domain of amplitudes [27] . Outside of this domain, the model in Eq. (1) underestimates the standard deviation of the noise. This occurs when the sensor saturates or when the power level of the return signal is low. The amplitude reflects various noise effects, such as those associated with the reflective properties of the materials and the attenuation of the signal due to the distance between the camera and the scene. We also note that ToF data can produce a bias in the range measurements. However, this bias can be corrected for by the use of appropriate calibration techniques [26] . The Kinect 1 and other SL cameras do not measure the range of the scene directly but, instead, reconstruct range values during a process similar to that of stereoscopic cameras. Khoshelham [20] showed that the noise s SL p ð Þ at a pixel p has a Gaussian pdf and that its standard deviation is proportional to the square of the range z p . So, we have
where k is a constant factor. By contrast with ToF cameras, the noise for SL cameras is not dependent on scene properties such as the reflectance of materials or the orientation of surfaces. However, the Kinect 1 produces no range data for parts of the scene where the reconstruction method fails.
Surfaces and Edges in Range Images
By contrast with grayscale and color cameras, range cameras capture geometrical information that is directly linked to the local characteristics of the real world surfaces and their borders. Therefore, it is useful to understand the characteristics of these surfaces and of their edges, and how they are related to the range values in the image. In the literature dedicated to edge detection, ones finds (a) Schematic view of a surface seen by a range camera. P and Q are two points that belong to this surface; they show up at pixels p and q in a corresponding range image. (b) Plot of the probability density function (pdf) of the random variable Z q that represents the range of q, given the range z p of p and the assumption that P and Q belong to the same surface. This paper establishes that this pdf is a Voigt pdf and shows how to use this finding for edge detection. models for how real world surfaces and their borders are transformed when imaged by a range camera. For range images, edge detection methods often detect both jump edges and roof edges. Jump edges correspond to the borders between locally continuous surfaces and occur when one object of the scene occludes another one (occlusion border), while roof edges correspond to the set of real world points where a surface is locally continuous but not differentiable and occur when the orientation of the surface of an object changes abruptly. In the image, the jump and roof edges correspond to discontinuities in the image and its gradient, respectively. In the following, we first deal with how jump and roof edges are perceived by a range camera, and we then focus on methods for edge detection in range images.
SL and ToF cameras do not perceive a jump edge in the same way. First, for a SL camera, the reconstruction performed by the camera guarantees that range values always correspond to real continuous surfaces of the scene. Thus, in the image, a jump edge corresponding to the occlusion border between two real world surfaces can be thought of as being in between the pixels in one or more pairs of neighboring pixels, where one pixel in a pair corresponds to one of the two surfaces and the other pixel in this pair corresponds to the other surface. This jump edge can also be represented by these pairs of neighboring pixels. In other words, the real world border between two surfaces is mapped into the image as a two pixels wide curve.
Second, for a ToF camera, there is no reconstruction step and the range images are measured by the camera. Thus, a jump edge corresponding to an occlusion border between two real world surfaces of the scene can be mapped in the image into one or more transition pixels, called veiled pixels [35] , located between the pixels that correspond to each of the two surfaces. The range measured at veiled pixel is a mixture of the ranges corresponding to the two surfaces at their intersection. The ranges of veiled pixels has no real physical meaning. Note that some authors have developed techniques to detect these pixels [2] , [35] .
A roof edge will always correspond to a point on a continuous surface and its range does not depend on the camera. However, roof edges are more complicated to detect because the standard deviation of the noise of the gradient of the image is higher than the standard deviation of the image itself, and because typical noise removal filters create false roof edges around jump edges. Table 1 lists and briefly describes state-of-the-art edge detectors specifically designed for range images. They are grouped according to the underlying method used. The table shows that almost all edge detectors for range images can detect jump edges, but that only some can detect roof edges. In this paper, we only consider locally continuous surfaces and jump edges. Furthermore, we see that most edge detectors were desgined and evaluated only for a specific kind of range camera. Note that some edge detectors were designed for high precision range scanners, such as LIDARs, that have a very long acquisition time and cannot be used for real time applications.
The next five paragraphs successively describe the five types of edge detectors. In the sixth column, "ToF" refers to time-of-flight cameras based on frequency modulation, "SL" refers to real time structured light cameras such as the Kinect 1, "range scanners" refers to range cameras with a high precision and a long acquisition time such as LIDARs, and "Synthetic" refers to the process of generating images from a 3D model with a computer.
The edge detectors based on derivative operators detect the peaks in the output of the derivative operator applied to the images. Some edge detectors adapt common edge detectors such as the Canny edge detector [7] or the Sobel edge detector to the range image [25] , [39] . Some others detect the edges in a range image by detecting the edges of a corresponding luminance image and then using the range image to categorize the edges into jump, roof, or luminance edges [6] , [32] . Indeed, in luminance images, edges usually appear at range or orientation discontinuities. As the sampling grid from typical laser range scanners can deviate from the rectangular grid used in images, Coleman et al. [8] designed a method that, based on a finite element framework, adapts differential operators to the irregular sampling of the data.
The edge detectors based on residual analysis estimate the image derivatives by using the difference between the original image and a filtered version thereof [5] , [22] .
The edge detectors based on model fitting detect edges by estimating how well a given local model, such as a quadratic polynomial [17] or a third-order surface [29] , fits the data.
The edge detectors based on machine learning can be categorized according to the machine learning algorithm and the features they use. State of the art detectors have used algorithms such as decision trees [34] , support vector machine (SVM) [12] , [31] , structured forests [9] , [13] , and convolutional neural networks (deep learning) [38] . Common features are the gradients of the depth computed at different scales and orientations [9] , the angle between normals [13] , the height of the pixel above the ground, and the angle between the normal at the pixel and the direction of gravity in the image [13] , [34] , [38] .
The edge detectors based on statistical models use statistical tools to determine the edge probability. For example, multiscale Markov random fields have been used to extract jump and roof edges in both range and luminance images [11] . Simple statistics have also been used to estimate the likelihood that a pixel belongs to a jump edge [35] .
PROBABILISTIC FRAMEWORK
Our framework assumes that the range images are captured by cameras that can be modeled by the projective camera model [14] ; this is the case for ToF and SL cameras.
Because surfaces and edges involve, at the very least, two points, the basis of our framework is built around the probabilistic characterization of pairs of pixels in the range image of interest. The pixels in a pair are generically denoted by p and q. First, we treat the measured ranges z p and z q as the realizations of corresponding RVs, Z p and Z q . Second, we treat the "belonging or not" of the corresponding real world points to the same surface as the realization of a binary RV G pq . More precisely, the sample space of G pq consists of the two elementary outcomes S pq , "the two points belong to the same local and continuous real world surface in the scene", and J pq , "the two points straddle a jump edge". With our definition, we intentionally exclude roof edges since they are ill defined for just two pixels. Note that, by definition, the elementary outcomes S pq and J pq are complementary, i.e., P S pq
Using this characterization, we decompose the joint pdf f Z p ;Z q ðz p ; z q Þ by considering independently the cases where the two corresponding real world points are on the same surface (S pq ) and where they are not (J pq ) by using the law of total probability
where p S ¼ P S ð Þ and p J ¼ P J ð Þ are two probabilities, commonly named priors, and where we dropped the subscript of S pq and J pq ; see Section 5 for a discussion on the priors.
It is reasonable to assume that (1) the RV Z p is independent of S or J , i.e., f Z p ðZ q Þ ¼ f Z p ðZ q jSÞ ¼ f Z p ðZ q jJ Þ, and that, (2) the ranges of two pixels straddling an edge are independent, i.e., f Zp;Zq ðz p ; z q jJ Þ ¼ f Zp ðz p jJ Þ f Zq ðz q jJ Þ. Therefore, we have
In order to derive analytic expressions for these two pdfs, we decompose the measured range RV Z p into the RV Z p representing the noiseless part of the measured range and the RV N p representing its additive noise part:
Note that it is possible to learn the pdfs f Z q ð z q j z p ; SÞ and f Z p ð z p Þ, instead of deriving analytic expressions. This permits to tailor the distributions to cameras, scenes, or applications, but requires a representative dataset and a time consuming annotation process. A model based approach, like ours, is more generic as long as the underlying assumptions are verified. In Section 3.1, we formulate our main hypothesis and challenge it against public databases of range images. In Section 3.2, we derive analytic expressions for f Z q ð z q j z p ; SÞ and f Zp ð z p Þ for the noiseless part of the measured range. In Section 3.3, we rework these expressions to include the noise and to determine f Z q ðz q jz p ; SÞ and f Z p ðz p Þ. In Section 3.4, we derive the probability P Sjz p ; z q À Á that, given their ranges, the two real world points corresponding to the pixels p and q are on the same real world surface. This is the key for applying the framework to the special case of edge detection.
Main Hypothesis
Our main hypothesis about surfaces in range images is that all surface orientations are equally probable in the physical world. This may not be true for a single scene and camera location and orientation because most surfaces in the real world are aligned with the floor and the walls in a scene. However, if we take into consideration all the possible locations and orientations of the camera for a scene, our hypothesis is acceptable.
To integrate our main hypothesis in the framework, we first formalize the notion of surface orientation. Fig. 3 shows the geometrical configuration of interest. The pixels p and q in the image plane corresponds to pointsP andQ in the real world, respectively. The ranges ofP andQ with respect to the optical centerÕ are z p and z q , respectively. Assuming that all surface orientations are equally probable is equivalent to considering that the angle u between the direction fromQ toP and the reference direction (l l om in Fig. 3 ) corresponding to the two pixels p and q in the image plane is the realization of a RV Q that is uniformly distributed over ½0; p, i.e., f Q ðuÞ ¼ 1=p.
In Fig. 4a , we plotted the histogram of the orientations u computed for every pair of horizontally and vertically aligned pixels in range images contained in the RGB-D SLAM Dataset [36] (3D Object Reconstruction category, 18,913 images captured by a Kinect 1). We choose this particular dataset because images are captured with a moving camera, so that the chance to cover a large spectrum of orientation angles is higher. This histogram has a broad plateau around p=2 spanning more than half of the possible orientations. Therefore, we believe that our hypothesis of a uniform pdf for the surface orientations is reasonable for arbitrary scenes, and close to the pdfs observed for a benchmarking dataset.
Determination of
Appendix A shows that, under the conditions of a projective camera model and equiprobable orientations, the conditional pdf f Z q ð z q j z p ; SÞ is the Cauchy pdf
where l pq and s pq are respectively the location and scale parameters, as given in Appendix A.4. There, we also make the important observation that l pq and s pq are linearly proportional to z p , and that they depend on the calibration matrix K of the camera and the coordinates of the pixels p and q. The Cauchy pdf being fat-tailed, Eq. (6) shows that large range differences on a surface are possible and that they do not necessarily imply a jump edge. Moreover, because the mean and variance of a Cauchy RV are undefined [28] , any surface model based on them is flawed. In particular, trying to estimate them from a database of images is questionable, to say the least. This emphasizes the importance of having an analytic expression for the pdf of range values on surfaces. To the best of our knowledge, this is the first time that an analytic expression is given for f Zq ð z q j z p ; SÞ. In [15] , f Zq ð z q j z p ; SÞ is estimated experimentally by fitting range values to a pdf that is "highly concentrated around 0".
Let us now discuss f Zp ð z p Þ. Without any knowledge about the content of the scene, a reasonable form for f Z p ð z p Þ is that of a uniform pdf. In our case, because of the assumptions made to derive f Z q ð z q j z p ; SÞ, we have a different pdf. Indeed, Bayes' theorem leads to
From Eq. (6), we can see that f Zq ð z q j z p ; SÞ differs from f Z p ð z p j z q ; SÞ. Algebraic developments, confirmed with the help of the Mathematica software package, lead to
Thus, f Z p ð z p Þ must take the form of a Reciprocal pdf, i.e.,
p , where K is a normalizing constant to be determined. For positive ranges comprised between z min and z max , we have
where ln x denotes the natural logarithm of x. The ranges z min and z max can be set according to the camera specifications or computed for each range image. While the pdf for f Z p ð z p Þ is identical for every pixel in the image, the shape of the Reciprocal pdf means that smaller ranges are more likely than large range values. This is a consequence of the assumption that the orientations of real world surfaces in the scene with respect to the line of sight are equally probable. We show in Fig. 4b content of the scene (forest scenes) to determine an analytic expression for the pdf.
Interestingly, the inverse of a RV with a Cauchy pdf also has a Cauchy pdf, and similarly for a RV with a Reciprocal pdf. We explain in Section 4.1 that this is particularly useful when dealing with planar surfaces, where using the inverse range is more appropriate, as shown in [37] . q , the conditional pdf f Zq ðz q jz p ; SÞ for noisy range values is the convolution of a Cauchy pdf and a Gaussian pdf, which results in a Voigt pdf. If the standard deviation of the noise is much larger than the scale parameter of the Cauchy pdf, we can approximate f Z q ðz q jz p ; SÞ by a Gaussian pdf. Conversely, if it is much smaller, we can approximate f Z q ðz q jz p ; SÞ by a Cauchy pdf. It is important to understand that the shape of f Z q ðz q jz p ; SÞ is non-uniform over a range image, as illustrated in Fig. 5 for two range images.
Determination of f Z
Likewise, f Zp ðz p Þ is the convolution of f Zp ð z p Þ and a Gaussian pdf. It is approximately equal to f Zp ð z p Þ since the domain of possible range values is usually several orders of magnitude larger than the standard deviation of the noise.
Determination of P Sjz
We now determine the conditional probability P Sjz p ; z q À Á that, given the ranges of the two pixels p and q, their corresponding real world points are on the same real world surface. A variant of Bayes theorem [28] gives
One sees that f Z q ðz q jz p ; SÞ and f Z q ðz q Þ both contribute to P Sjz p ; z q À Á . The probability of the outcome J is
PROBABILISTIC MODEL FOR SURFACES IN THE LOCAL NEIGHBORHOOD OF A PIXEL
So far, we have considered the geometrical relationship between two real world points to determine an expression for the joint pdf f Z p ;Z q ðz p ; z q Þ and to derive the probability that the real world points corresponding to the two pixels p and q are on the same surface (S pq ) or straddle an edge (J pq ). However, we can enhance our probabilistic model by using more than two pixels. Because we intend to use the framework for edge detection, we consider pixels that are collinear in the range image. The purpose is to better identify the geometrical configuration (surface or edge) of the real world points corresponding to p and q by considering additional pixels along the line going through them. Below, we simplify the notation by dropping the pdf subscripts, so that we write, e.g. , fðz p ; z q Þ. Let us consider the N aligned and ordered pixels
The pdf fðz 1 ; . . . ; z N Þ of the range value of these N pixels can be expressed using the law of total probability over the set of disjoint events representing the geometrical configurations c i ¼ fS p i p iþ1 ; J p i p iþ1 g, i ¼ 1; . . . ; N À 1, between each pair of real world points corresponding to successive pixels,
There are in fact 2 NÀ1 possible geometrical configurations for all the real world points corresponding to the N pixels. Consequently, there also are 2 NÀ1 terms in the expression for fðz 1 ; . . . ; z N Þ.
We can use the independence of the ranges corresponding to different real world surfaces to decompose the joint pdf fðz 1 ; . . . ; z N jc 1 ; . . . ; c NÀ1 Þ. Specifically, when the geometrical configuration c i is J p i p iþ1 , we have fðz 1 ; . . . ; z N jc 1 ; . . . ; c NÀ1 Þ ¼ fðz 1 ; . . . ; z i jc 1 ; . . . ; c i Þfðz iþ1 ; . . . ; z N jc iþ1 ; . . . ; c NÀ1 Þ. By applying this rule to all jump edge configurations, the pdf fðz 1 ; . . . ; z N jc 1 ; . . . ; c NÀ1 Þ is split into pdfs involving ranges corresponding to the same real world surface. For example, for N ¼ 3, the marginalization of fðz 1 ; z 2 ; z 3 Þ has four terms,
In Section 3.1, we obtained an expression for fðz i ; z iþ1 jS p i p iþ1 Þ for subsets of two pixels. When the subset contains more than two pixels, we have to make one additional assumption about the underlying surface. In Section 4.1, we provide an analytic expression for fðz 1 ; z 2 ; z 3 jS p 1 p 3 Þ for the case where all surfaces in the scene are planar surfaces, which is a reasonable assumption locally. In Section 4.2, we derive the probability P S pq jz p ; z q ; z r À Á that the real world points corresponding to the pixels p and q are on the same surface given their range and the range of another pixel r located on the line joining p and q.
4.1 Determination of fðz 1 ; . . . ; z N jS p 1 p N Þ While the real world coordinates of the points in a plane are related by a linear equation, there is no linear relationship between the coordinates of the corresponding pixels and their ranges. However, the inverse of the ranges are linearly dependent on the pixel coordinates, as shown in [37] . Thus, given two pixels p i and p j and their noiseless ranges z i and z j , the range z k of any pixel p k (including p i and p j ), such that p k ¼ p i þ a ijk ðp j À p i Þ, where a ijk defines the position of the pixel p k with respect to p i and p j , is related to the other two ranges by z 
where
It can be shown that the joint pdf of the noise on the N inverse ranges z z À1 is a multivariate Gaussian pdf with zero mean vector and an N Â N diagonal variance matrix
By combining the pdf of the noise with Eq. (13), it can be shown that the pdf of the inverse noisy ranges of N aligned and ordered pixels corresponding to the same planar surface can be approximated by
where S S ¼ ðA T S S À1 AÞ À1 is the covariance matrix of the estimator, S S ½ ij is the element at row i and column j of S S , G x; m; s ð Þis the Gaussian pdf at x with mean m and standard deviation s,
is the maximum likelihood estimator of the ranges at pixel p 1 and p N given all N ranges, and V ðb z À1 1 ; Á Á ÁÞ is the Voigt pdf as defined in Appendix A.5. We note that Gðz z À1 ; A; S SÞ is the maximum likelihood of the planar model given the N ranges. Eq. (15) is an important result because using more than two points allows one to increase the precision and robustness.
By performing a standard change of RV, we obtain the pdf for
4.2 Determination of P S pq jz p ; z q ; z r À Á
In the previous section, we have obtained an expression for the joint pdf for the ranges of more than two collinear pixels.
In the case of a planar surface model, this allows one to calculate the probability of S pq by considering more than two ranges, which should prove more robust. For example, if we consider a third pixel r, we have
where fðz p ; z q ; z r jS pq Þ is obtained using the law of total probability over the outcomes S qr and J qr , and fðz p ; z q ; z r Þ over the four configurations ðS pq ; S qr Þ, ðJ pq ; S qr Þ, ðS pq ; J qr Þ, and ðJ pq ; J qr Þ, as explained in Section 4. In other words, we utilize the information provided by z r for some pixel r in addition to that provided by p and q to improve the P ðS pq j:Þ. Fig. 6 illustrates the decomposition of fðz p ; z q ; z r Þ using Eq. (12) and how its terms can be combined to produce the probability maps P ðS pq jz p ; z q ; z r Þ and P ðS pq jz p ; z q Þ. Observe that the addition of a third range provides additional edges.
In the following section, we present an algorithm that is based on our probabilistic framework and that detects edges in range images. This algorithm illustrates the underlying mechanisms and proves the usefulness of our model for a practical task.
APPLICATION TO EDGE DETECTION
We can perform edge detection by thresholding the surface probability P S pq j Á Á Á À Á for each pair of neighboring pixels p and q using Fig. 6 . Illustration of the procedure for combining the pdfs fðz p ; z q ; z r j Á Á ÁÞ of horizontally aligned pixels to produce the probability map P S pq jz p ; z q À Á based on two ranges z p and z q , and the probability map P S pq jz p ; z q ; z r À Á based on three ranges z p , z q , and z r . The figure shows that adding a third range leads to more edges being detected. This is the basis for our edge detector.
where t is a detection threshold. In practice, at each pixel p in the image, we say that there is an edge at p if P S pq j Á Á Á À Á t for its horizontal neighbor q ¼ p þ 1; 0 ð Þor its vertical neighbor q ¼ p þ 0; 1 ð Þ. The resulting edge detector is referred to, below, as the Probabilistic Edge Detector (PED).
We define three variants of the PED depending on the number of pixels considered for estimating the surface probability P S pq j Á Á Á À Á :
PED 0, which uses the two pixels p and q, and their ranges z p and z q to determine P S pq jz p ; z q À Á defined in Eq. (10), PED 1, which uses one additional pixel and its range, and PED 2, which uses two additional pixels and their ranges. For PED 2, the two additional pixels are symmetrically taken at the same distance from the center of mass of the two pixels p and q, on each side of the line joining p and q. We denote by o the pixel that is on the side of p, and by r the pixel that is on the side of q. In mathematical terms, they are defined
where k is a distance parameter. This allows the edge detector to leverage the information provided by the planar surface model even when there is an edge on only one side of the line passing through p and q. For example, if there is a jump edge between o and p, the range z r still contributes to represent the local surface containing the real world points corresponding to the pixels p, q, and r. The distance k defines the size of the spatial support for the surface model. This size is critical because, on the one hand, it has to be small to accurately represent the local surface while, on the other hand, it must be large enough to reduce the effect of the noise and to increase the confidence in the planar surface model.
For PED 1, we choose as the additional pixel either o or r, favoring the point that is most likely on the same surface as p and q. In practice, in order to avoid computing both the probabilities P S pr jz p ; z q ; z r À Á and P S oq jz o ; z p ; z q À Á , a good rule of thumb is to choose the pixel the range of which is the closest to z p and z q . Similarly to PED 2, this choice allows the detector to leverage the information provided by the planar surface model even when there is an edge on only one side of p and q.
By construction, our technique detects edges that are at least two pixels thick, with one pixel on each side of the discontinuity. The detected edges are even thicker if there is a veiled pixel at the discontinuity. However, in some applications and when needed, it is possible to interpret the role of a pair of edge pixels in different terms. Indeed, in a pair of edge pixels, the pixel with the smallest range distance most likely belongs to the inner border of a foreground object, and the other to the background of the scene. Since such interpretations are scene dependent, we ignore them here.
PED 0 is directly based on two parameters, i.e., the prior p J ¼ P J pq À Á and the detection threshold t. In addition, PED 1 and PED 2 also involve the priors P J op À Á and P J qr À Á , which can be estimated as follows. By definition,
, we should remember that the pixels o and p are separated by a distance k, so that there should be no edge between the k À 1 pairs of adjacent pixels in between o and p. Therefore,
, and
The value of the edge prior p J depends on the camera type, the resolution of the range image, and the kind of scene captured by the camera. It should thus be chosen or estimated accordingly. The threshold t indicates how well the range values must fit the surface model in order to tell whether the real world points corresponding to the pixels p and q are on the same surface. Using a larger t value increases the number of true edges, but also the number of edges falsely declared to be true edges (false positives). A proper strategy to determine t consists in maximizing the accuracy while keeping the number of false positives small.
EXPERIMENTAL RESULTS AND COMPARISON
In this section, we present two series of experiments. First, we analyze the performance of our three PED edge detectors defined in Section 5. Second, we compare them to a selected set of state of the art edge detectors.
To evaluate the performance of all the edge detectors considered, we follow the methodology of Arbelaez et al. [3] , which uses the precision-recall framework and defines three indicators: (1) the ODS, which is the best F score (harmonic mean of the precision and the recall) on the dataset using the same set of parameters, (2) the OIS, which is the aggregate F score obtained for the best set of parameters in each image, and (3) the average precision AP, also called the area under the precision-recall curve. The evaluation indicators are made invariant to the width of the detected edges by applying a standard edge thinning algorithm. When computing the performance values, a small localization error of the detected edge with respect to the ground truth is tolerated to make the results more robust to an inexact localization in the ground truth.
The series of experiments related to our PEDs use a custom made dataset, hereafter referred to as the JUMP dataset, containing manually annotated ground truth jump edges for range images captured by three different range cameras having different properties: Kinect 1 (structured light, resolution of 640 Â 480 pixels), PMD CamCube 2.0 (single modulation frequency time-of-flight, 204 Â 204 pixels), Microsoft Kinect 2 (multiple modulation frequency time-of-flight, 512 Â 424 pixels). We captured six images for each of these cameras. The scenes captured in this dataset were designed to have a large variety of jump edges. We preprocessed the images from ToF cameras using a 3 Â 3 median filter to remove a significant "salt and pepper" noise and setting to zero the pixels with amplitudes outside the validity zone (see Section 2.1.1), creating holes similar to those of the Kinect 1.
For the comparative study of our PEDs with the set of state of the art detectors, we use the well established NYU Depth Dataset (NYUD) [34] . We note that, while it is often used, this dataset is not ideal for the evaluation of jump edge detectors on range images. First, the edges delineate semantic objects in the image and they may correspond to a jump edge, a roof edge, or an edge in the RGB image. Second, the dataset was captured using a single type of range camera.
Analysis of the Parameters of PEDs
The PEDs have five parameters: PED# (PED 1, 2 or 3), noise factor k, distance k, edge prior p J , and threshold t. The aim of this section is to analyze how these parameters influence the performance of the detector and to provide a good set of default parameters. Table 2 reports the best performances obtained by extensively searching the parameter space with the three versions of the PED on our JUMP dataset. Fig. 7 shows a few edge detection results on this dataset. Fig. 8 shows a sensitivity analysis of each parameter of the PED on the images of the Kinect 1 and Kinect 2. When one parameter is tested, the value of each of the other parameters is set to the value that gives the best ODS score as shown in Table 2 . We now analyze the results of Fig. 8 for each parameter. PED 1 and PED 2 (i.e., our edge detectors that considers a planar surface model for a set of respectively three and four pixels) outperforms PED 0 (i.e., our edge detector that only considers two pixels) for the Kinect 2 and PMD CamCube 2.0. This shows the importance of considering the ranges of enough pixels to build a more precise surface model. For the Kinect 1, the use of a surface model has a smaller impact on the performance on our custom dataset but gives a noticeable boost on the NYUD (see Table 3 ). We observe that the difference in performance between PED 1 and PED 2 is small on our JUMP dataset. This may be because of how we choose the third pixel in PED 1. However, we still expect PED 2 to be more efficient on scenes where there are surfaces that are very steep with respect to the camera.
For the noise factor k, the best performances are reached for values that are very close to the values we estimated, experimentally, with the cameras (k Kinect 1 % 0:0015 and k Kinect 2 % 12).
The best distance k at which to retrieve the additional pixels is around 8 for the two cameras. A smaller value increases the influence of the noise in Eq. (15) and a larger value will increase the probability that the additional pixels are not on the same surface. The edge prior p J has little influence on the performance as long it is between 0.01 and 0.3. Its value on our JUMP dataset is 0.028 for the Kinect 1 and 0.037 for the Kinect 2.
The threshold t gives the best performance for values around 0.5. It allows one to specify the trade off between the precision and the recall: small values of t give a high precision and a low recall, while, for large values of t, the effect is opposite.
Our conclusion is that a good default choice would be to take the PED 1 with a noise factor measured experimentally for the camera, and the following parameter set: k ¼ 8, p J ¼ 0:1, and t ¼ 0:5.
The processing times of the PED 0, 1, and 2 on a Microsoft Kinect 1 image (VGA resolution) are respectively 30 ms, 115 ms, and 230 ms on a Intel(R) Core(TM) i7-4500U for the C++ implementation provided at http://www.telecom.ulg. ac.be/range-modelwww.telecom.ulg.ac.be/range-model. Table 3 gives the performance of the three versions of PED and the edge detectors of Jiang [17] (jump edge only), Lejeune [25] , Sobel, Dollar [9] , Gupta [13] , and Xie [38] on NYUD. We use the same matching tolerance of 1.1 percent of the size of the image diagonal as done in [9] , [13] , [38] . Fig. 9 shows edge detection results for a representative selection of images and detectors.
Comparative Study
The results of Table 3 were obtained for the three PEDs, Jiang, Lejeune, and Sobel by extensively searching each of their parameter space to reach the maximum scores. The Jiang and Sobel edge detector were modified to take into account the per-pixel noise as discussed in Section 2.1.1. The results for the machine learning based edge detectors (Dollar, Gupta, and Xie) are given for a full model (jump/ roof edges) learned on NYUD (depth only, train/test separation identical to that of [13] ) and for a jump edge model learned on the Kinect 1 images of our JUMP dataset.
We can see that the machine learning based edge detectors with a full model learned on NYUD outperform all other detectors. Indeed, they detect a large number of roof edges present in the ground truth that the other detectors do not detect. However, when machine learning based detectors are trained on a jump edge model only, their performance is below that of PED 1. It also appears that the Xie edge detector is subject to underfitting or overfitting since it achieves poor results with the jump edge model. The Jiang and Sobel edge detectors are the worst performing detectors in this evaluation.
With respect to the PEDs, we see that PED 1 and PED 2 always perform better than PED 0. This shows the importance of considering some surface model on a neighborhood to achieve good detection. We think that additional improvements could be made by considering more pixels and/or using a double thresholding scheme such as in [7] , [25] .
In summary, we see that jump edge detectors using a model based approach built on our framework are efficient, especially when we consider more than two pixels and a surface model. Moreover, our framework can be used with other range cameras with little effort, whereas machine learning based approaches require the time consuming task of building a representative dataset for each type of camera.
CONCLUSION
Range images directly reflects the geometrical structure of the corresponding real world scene. This makes the interpretation and the analysis of this scene from range image more straightforward than from classic intensity images. In this work, we studied the link between the range data and the image acquisition process to obtain a powerful probabilistic framework for processing range images.
First, we derived an analytic expression for the pdf of range values when the corresponding points of the scene belong to the same surface. Using the assumption that all surface orientations are equally probable, we established that range values follow a Voigt pdf. This conclusion is consistent with previous empirical observations for the pdf of range values, i.e., a high peak and a large tail. We extended our probabilistic model to characterize the probability that sets of collinear pixels are sampled from the same planar surface in the scene. We proved that the expression for the pdf of the ranges of a set of collinear pixels is the maximum likelihood of the planar model weighted by a Voigt pdf.
Second, we designed a jump edge detector to illustrate an application of our framework and to analyze the influence of its parameters in a real use case. Our Probabilistic Edge Detector (PED) has good performances compared to state of the art detectors, including machine learning based detectors. These results are a consequence of the intrinsic capability of our probabilistic framework to adapt the detector to the local noise and to consider a more complex surface model while rejecting regions that provide a poor description of the local surface.
More generally, we developed our framework for range images to express the notion of edges and surfaces in a probabilistic manner. We think that our model based framework could be used for various image processing tasks on range images such as noise filtering and segmentation, and For the detectors based on machine learning (Dollar, Gupta, and Xie), we duplicated the analysis by considering a complete model learned on the NYU Depth Dataset ("NYUD model") or a jump edge model learned on the Kinect 1 images of our custom JUMP dataset ("JUMP model").
in association with machine learning based methods by building probabilistic features. Our custom, annotated JUMP dataset, source code, and illustrative results are publicly available at http://www. telecom.ulg.ac.be/range-modelwww.telecom.ulg.ac.be/ range-model. plane are related byP ¼
