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1. INTRODUCTION
People in the “Surveillance Society” are surrounded by
“Big Data”. Privacy becomes harder and harder to protect
as more and more data than ever before are collected about
people’s communications, mobility, social interactions and
more. And yet, for many research questions, we still lack
high-quality data. How, for instance, can we collect high-
quality longitudinal data about users’ privacy conceptions
without affecting their behaviour, or without violating data
protection laws? If we are to build and test usable systems,
then the users of these systems must be able to trust that
we, as researchers, have built systems that meet their eth-
ical, legal and cultural expectations. Are there differences
in behaviour, laws and culture that may require a European
perspective that might be better met by a EuroSOUPS event?
2. BIG DATA: THE APPROPRIATE DATA?
There now exist several large datasets about behaviour
and so forth, with websites such as infochimps.org and my
own CRAWDAD network data archive1 specialising in mak-
ing such data available. Unfortunately, many of these datasets
may not be the right data for some privacy research. As
danah boyd puts it, “bigger data are not always better data” [6].
For instance, the ability to scrape large numbers of social
network site profiles [14] might be useful for answering ques-
tions about privacy preferences, but it cannot tell us anything
about the privacy behaviours that lead to data being withheld
from an online social network, since by definition we can
only gather those data that are shared. Thus work is needed
in collecting high-quality, and perhaps longitudinal, data for
understanding privacy, and thus enabling the design of us-
able privacy technologies.
3. BIGDATA: THEAPPROPRIATELYCOL-
LECTED DATA?
The ethical and legal implications of much research in-
volving large datasets are still unclear. Some researchers
have studied the EU Data Protection Directive in relation
to social networks [7, 18] but the implications for research
still remain unclear. Various high-profile studies [9] use data
1http://crawdad.org/
that have been collected in controversial ways, with some
even being used as ethics case studies [8], or receiving the
inevitable bad press [5, 15]. Thus work is needed to bet-
ter understand how to design and conduct ethical and legal
privacy studies.
4. PROPOSAL: BEST PRACTICES FORDATA-
DRIVEN PRIVACY RESEARCH
I therefore propose, and volunteer to contribute to, two
goals for the development of the EuroSOUPS workshop:
1. The development of rigorous privacy experimental method-
ologies. I have argued above that we need to collect
high-quality data. This is just one part of conduct-
ing rigorous, controlled and repeatable experiments. It
would be good if EuroSOUPS could encourage stud-
ies which were rigorous in this regard. By helping to
encourage and design suitable methodologies for con-
trolled experiments, we may be able to build communi-
ties and infrastructures for repeating experiments and
studies across multiple European sites.
2. The study of privacy within a European Data Protec-
tion environment. This is two-sided: it would be good
to encourage awareness of the legal and ethical impli-
cations of the DPA, and also to study privacy concerns
and behaviours from a European perspective, which
may well differ from those in the US. This might even
take the form of public policy involvement, as per SIGCHI.2
5. RESEARCH RECORD
My collaborators and I have extensive experience in mea-
suring both networks [12] and users [10] and have been us-
ing this expertise to conduct user studies and collect high-
quality data about privacy behaviours and concerns [2, 1, 3],
as well as for developing new privacy-enhancing technolo-
gies such as user interfaces [13] and mobile routing schemes [17].
We have started exploring some of the different cultural and
ethical issues of research such as data protection and at-
titudes to privacy but this is still preliminary [11], and as
2http://www.sigchi.org/about/sigchi-public-policy
1
discussed above is something that I would like to explore
further with a wider community.
Prior to my current position I was a Research Assistant
Professor at Dartmouth College in the US and thus have ex-
perience of conducting studies and collecting data in both the
US and European contexts. Relevant funded projects include
Privacy Value Networks (EPSRC/TSB), Digital Living: Sen-
sors, Privacy and Trust (US Department of Justice), MAP
(Measure, Analyze and Protect): Security through Measure-
ment for Wireless LANs (US Homeland Security Advanced
Research Projects Agency).
In conjunction with Mike Just of Glasgow Caledonian Uni-
versity, I recently chaired a privacy and usability workshop,
PUMP3, at the BCS HCI conference. The attendees at this
event expressed interest in EuroSOUPS and might be an-
other useful starting point for building a EuroSOUPS com-
munity.
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