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Abstract: We prove the large-dimensional Gaussian approximation of a sum of n inde-
pendent random vectors in Rd together with fourth-moment error bounds on convex sets
and Euclidean balls. We show that compared with classical third-moment bounds, our
bounds can achieve improved and, in the case of balls, optimal dependence d = o(n) on
dimension. We discuss an application to the bootstrap. The proof is by recent advances
in Stein’s method.
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1 INTRODUCTION
Let {ξi}ni=1 be a sequence of independent mean-zero random vectors in Rd. Let W =∑n
i=1 ξi and Σ = Var(W ). It is well known that under finite third-moment conditions
and for fixed dimension d, the distribution of W can be approximated by a Gaussian
distribution with error rate O(1/
√
n).
Motivated by modern statistical applications, we are interested in the large-dimensional
setting where d grows with n. Numerous studies have provided explicit error bounds
on various distributional distances in the Gaussian approximation. See, for example,
Bentkus (2003, 2005) and Raicˇ (2019a) for results for the probabilities of convex sets in
R
d; Chernozhukov, Chetverikov and Kato (2013, 2017), Chernozhukov et al. (2019) and
Fang and Koike (2020a) for results for hyperrectangles; and Zhai (2018), Eldan, Mikulincer
and Zhai (2018), Raicˇ (2019b) and Bonis (2020) for results for the Wasserstein distance
in the approximation. However, the optimal rates, especially in terms of how rapidly d
can grow with n while maintaining the validity of the Gaussian approximation, have not
been fully addressed and remain a challenging open problem.
In this paper, we consider the approximation of probabilities of convex sets and Eu-
clidean balls. For convex sets, Bentkus (2005) proved for the aboveW that if Σ is invertible
and Z ∼ N(0,Σ), then
sup
A∈A
|P(W ∈ A)−P(Z ∈ A)| 6 Cd1/4
n∑
i=1
E|Σ−1/2ξi|3, (1.1)
1
where A is the collection of all measurable convex sets in Rd, C is an absolute constant
and | · | denotes the Euclidean norm when applied to a vector. Raicˇ (2019a) obtained an
explicit constant in the error bound (1.1). The error bound (1.1) is optimal up to the
factor d1/4 because, as shown by Nagaev (1976), the bound no longer holds if we replace
d1/4 by any vanishing quantity. For Euclidean balls, it is known that the factor d1/4 can
be removed if Σ = Id, the d×d identity matrix. This was proved in Bentkus (2003) for the
independent and identically distributed (i.i.d.) case. The general case follows from Raicˇ
(2019a, Theorem 1.3 and Example 1.2) and Sazonov (1972, Remark 2.1), for example.
Our first main result (cf. Theorem 2.1) is that up to a logarithmic factor,
sup
A∈A
|P(W ∈ A)−P(Z ∈ A)| 6log Cd1/4
(
n∑
i=1
E|Σ−1/2ξi|4
)1/2
. (1.2)
The bound (1.2) is optimal up to the d1/4 and the logarithmic factors (cf. Proposition 2.1).
We will argue that (cf. Remark 2.1) under finite fourth-moment conditions, the bound
(1.2) has near-optimal dependence on n. Moreover, perhaps surprisingly, it can achieve
better dependence on dimension compared with (1.1). We note that applying the Cauchy-
Schwarz inequality to (1.1) results in a bound as in (1.2), but with an additional factor of
d1/2. It is the removal of this factor that enables the improvement of the dependence on
dimension.
We then consider the Gaussian approximation on the class B of all Euclidean balls,
which is arguably most relevant for statistical applications, e.g., chi-square tests. We show
that (cf. Theorem 3.1) the factor d1/4 in (1.2) can be removed if we replace A with B.
Furthermore, we obtain an error bound (cf. Theorem 3.2) that typically vanishes as long
as d = o(n). Incidentally, the requirement d = o(n) is necessary for the validity of the
Gaussian approximation on balls (cf. Proposition 3.1).
We prove our main results using Stein’s method (Stein (1972)) and its recent advances.
To prove (1.2), we use a Gaussian anti-concentration inequality for convex sets by Ball
(1993), the recursive argument of Raicˇ (2019a), a multivariate exchangeable pair coupling
(Chatterjee and Meckes (2008) and Reinert and Ro¨llin (2009)) and a symmetry argument
in Fang and Koike (2020a,b). To prove the results for balls, we further use a Gaussian
anti-concentration inequality for ellipsoids by Giessing and Fan (2020).
The bound (1.1) and its variants have been widely used in the statistics literature,
especially in inference for models with large parameter dimensions. See, for example,
Spokoiny and Zhilova (2015), Pouzo (2015), Peng and Schick (2018), Shi et al. (2019) and
Chen and Zhou (2020). Our new bounds’ improved dependence on dimension may prove
useful if we are interested in allowing d to grow as rapidly as possible depending on n,
which is one of the most important subjects in such literature. We will also discuss an
application to the bootstrap that is ubiquitous in this field (see Section 4).
The paper is organized as follows. In Section 2 and 3, we state our main results for
the large-dimensional Gaussian approximation of sums of independent random vectors
on convex sets and balls, respectively. In Section 4, we discuss an application to the
bootstrap. Section 5 contains all of the proofs.
For a matrix M , we use ‖M‖H.S. to denote its Hilbert-Schmidt norm. We use C to
denote positive absolute constants which may differ in different expressions. For a vector
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x ∈ Rd, we use xj , 1 6 j 6 d to denote its components. For a sequence of vectors
xi ∈ Rd, 1 6 i 6 n, we use xij to denote the jth component of xi for 1 6 j 6 d. Similarly,
we write Xj and Xij for the components of random vectors X and Xi, respectively.
2 APPROXIMATION ON CONVEX SETS
In this section, we consider the Gaussian approximation of sums of independent random
vectors on convex sets. Our main result is the following fourth-moment error bound in
the approximation.
Theorem 2.1. Let ξ = {ξi}ni=1 be a sequence of centered independent random vectors in
R
d with finite fourth moments and set W =
∑n
i=1 ξi. Assume Var(W ) = Σ and Σ is
invertible. Let Z ∼ N(0,Σ) be a centered Gaussian vector in Rd with covariance matrix
Σ. Then,
sup
A∈A
|P(W ∈ A)−P(Z ∈ A)| 6 Cd1/4
(
n∑
i=1
E|Σ−1/2ξi|4
)1/2(∣∣∣∣∣log
(
n∑
i=1
E|Σ−1/2ξi|4
)∣∣∣∣∣ ∨ 1
)
,
(2.1)
where A is the collection of all measurable convex sets in Rd.
The next result shows that the bound (2.1) is optimal up to the d1/4 and the logarithmic
factors.
Proposition 2.1. There is an absolute constant C0 > 0 such that, for sufficiently large n,
we can construct centered i.i.d. random vectors ξ1, . . . , ξn in R
d with finite fourth moments
(which may depend on n) satisfying Var(W ) = Id and
sup
A∈A
|P(W ∈ A)−P(Z ∈ A)| > C0
(
n∑
i=1
E|ξi|4
)1/2
as long as d 6
√
n/ log n.
We use the next remark to discuss the crucial fact that our bound (2.1) may be
preferable to the third-moment bound (1.1) in the large-dimensional setting.
Remark 2.1. To understand the typical order of the right-hand side of (2.1), we consider
the situation where ξi = Xi/
√
n and {X1,X2, . . . } is a sequence of i.i.d. mean-zero random
vectors in Rd with Var(Xi) = Id; hence Σ = Id. For the d-vector Xi, E|Xi|3 and E|Xi|4
are typically proportional to d3/2 and d2, respectively. In this case, the right-hand side of
(2.1) is of the order O(d
5/2
n )
1/2 up to a logarithmic factor. In contrast, the right-hand side
of (1.1) is of the order O(d
7/2
n )
1/2. Therefore, subject to the requirement of the existence
of the fourth moment, (2.1) is preferable to (1.1) in the large-dimensional setting where
d → ∞. We mention in this context that Zhai (2018, Corollary 1.5) obtained a bound
typically of the order O(d
5/2
n )
1/3 up to a logarithmic factor under a boundedness condi-
tion. He obtained the bound as a by-product of a Wasserstein-2 bound in the Gaussian
approximation.
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3 APPROXIMATION ON BALLS
In this section, we consider the Gaussian approximation of sums of independent random
vectors on Euclidean balls. Our first result shows that the factor d1/4 appearing on the
right-hand side of (2.1) can be removed if we restrict the approximation to the class of
balls. To facilitate the application to the bootstrap in Section 4, here we do not assume
W and Z have the same covariance matrix.
Theorem 3.1. Let ξ = {ξi}ni=1 be a sequence of centered independent random vectors
in Rd with finite fourth moments and set W =
∑n
i=1 ξi. Let Z ∼ N(0,Σ) be a centered
Gaussian vector in Rd with covariance matrix Σ. Assume Σ is invertible. Then
sup
A∈B
|P(W ∈ A)−P(Z ∈ A)| 6 CΨ(δ(W,Σ)) , (3.1)
where Ψ(x) = x(| log x| ∨ 1), B is the set of all Euclidean balls in Rd and
δ(W,Σ) := ‖Id −Var(Σ−1/2W )‖H.S. +
(
n∑
i=1
E|Σ−1/2ξi|4
)1/2
.
Following Remark 2.1, we can see that if Var(W ) = Σ, then the typical order of
the right-hand side of (3.1) is O(d
2
n )
1/2 up to a logarithmic factor. It has near-optimal
dependence on n and converges to 0 if d = o(
√
n). In the next result, we sacrifice the
rate of n to obtain the optimal growth rate of d = o(n) in terms of the dimension (cf.
Proposition 3.1 below).
Theorem 3.2. Let ξ, W and Z be as in Theorem 3.1. Assume tr(Σ2) > 0. Then
sup
A∈B
|P(W ∈ A)−P(Z ∈ A)| 6 C
tr(Σ2)1/4
√
δ˜(W,Σ), (3.2)
where
δ˜(W,Σ) := ‖Σ−Var(W )‖H.S. +
d∑
j=1
|Σjj −Var(Wj)|+
√√√√ n∑
i=1
E|ξi|4 +
d∑
j=1
√√√√ n∑
i=1
E
[
ξ4ij
]
.
Remark 3.1. Since E|ξi|4 6 d
∑d
j=1Eξ
4
ij , if Var(W ) = Σ = Id, the right-hand side of
(3.2) is bounded by
C max
16j6d
(
d
n∑
i=1
Eξ4ij
)1/4
.
If max16i6nmax16j6d(Eξ
4
ij)
1/4 = O(1/
√
n) as n→∞ as in the typical case in applications
(where ξij =
Xij√
n
for some Xij not depending on n), this converges to 0 as long as d/n→ 0.
It is not difficult to prove this condition is generally necessary for convergence of the
quantity on the left-hand side of (3.2):
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Proposition 3.1. Let X1, . . . ,Xn be i.i.d. standard Gaussian vectors in R
d. Let {ei}ni=1 be
i.i.d. variables independent of {Xi}ni=1 with Ee1 = 0, Ee21 = 1, Ee41 <∞ and Var(e21) > 0.
Assume the law of e1 does not depend on n. Set W := n
−1/2∑n
i=1 eiXi and let Z ∼
N(0, Id). If
sup
x>0
|P(|W | 6 x)−P(|Z| 6 x)| → 0
as d, n→∞, we must have d/n→ 0.
Remark 3.2. W in Proposition 3.1 can be regarded as a bootstrap approximation of Z
(cf. Section 4). Remark 3.1 and Proposition 3.1 suggest that, in general, bootstrapping
may not provide a more accurate approximation than the Gaussian approximation in
terms of the dependence on dimension.
Remark 3.3. Theorem 3.2 can be used to deduce Central Limit Theorems (CLTs) for
|W −a|2 under suitable conditions. For example, if a = 0,Σ = Id, ξi = Xi/
√
n for an i.i.d.
sequence of random vectors {X1, . . . ,Xn} with max16j6dE(X4ij) 6 C, then by Theorem
3.2, Remark 3.1 and the CLT for chi-square random variables, we have, for d → ∞ and
d = o(n),
|W |2 − d√
2d
→ N(0, 1) in distribution.
This recovers Corollary 3 of Peng and Schick (2018), who proved the result by regarding
|W |2 as a quadratic function of {ξij}16i6n,16j6d and using the martingale CLT.
4 APPLICATION TO BOOTSTRAP APPROXIMATION ON BALLS
Let X = {Xi}ni=1 be a sequence of centered independent random vectors in Rd with
finite fourth moments and consider the normalized sum W := n−1/2
∑n
i=1Xi. Theoretical
results developed in the previous section allows us to approximate the probability P(W ∈
A) for A ∈ B by its Gaussian analog P(Z ∈ A), where Z ∼ N(0,Σ) and Σ := Var(W ) even
when the dimension d grows with the sample size n. Nevertheless, analytical evaluation
of P(Z ∈ A) could be complicated for a general form of Σ and thus we may still need
an additional effort to resolve this issue for statistical application. This section develops
bootstrap approximation for P(W ∈ A), one of the most popular methods to settle this
sort of problem. Concrete applications are found Spokoiny and Zhilova (2015), Pouzo
(2015) and Chen and Zhou (2020), for example.
4.1 Empirical bootstrap
First we consider Efron’s empirical bootstrap introduced by Efron (1979). Let X∗1 , . . . ,X
∗
n
be i.i.d. draws from the empirical distribution of X. That is, conditional on X, X∗1 , . . . ,X
∗
n
are independent and each X∗i is uniformly distributed on {X1, . . . ,Xn}. The bootstrap
approximation of W is then given by
W ∗ :=
1√
n
n∑
i=1
(X∗i − X¯), where X¯ :=
1
n
n∑
i=1
Xi.
The following theorem provides a bootstrap analog of Theorem 3.2:
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Theorem 4.1. If tr(Σ2) > 0, we have for any K > 0,
P
(
sup
A∈B
|P(W ∗ ∈ A|X) −P(Z ∈ A)| > K
√
∆n
)
6
C
K2
, (4.1)
where
∆n :=
1
n tr(Σ2)1/2
√√√√ n∑
i=1
E|Xi|4 +
d∑
j=1
√√√√ n∑
i=1
EX4ij
 .
Corollary 4.1. If tr(Σ2) > 0, we have
sup
A∈B
|P(W ∈ A)−P(W ∗ ∈ A|X)| = Op(
√
∆n) (4.2)
as n→∞. Moreover, let α ∈ (0, 1) and define
q∗n(α) := inf{x ∈ R : P(|W ∗| > x|X) 6 α}.
Then we have P(|W | > q∗n(α))→ α as n→∞, provided that ∆n → 0.
Remark 4.1. If Σ is invertible, it is possible to derive a bootstrap version of Theorem
3.1, yielding a near optimal convergence rate with respect to the sample size n.
Remark 4.2 (Relation to Zhilova (2020)). Theorem 4.1 of Zhilova (2020) gives a non-
asymptotic bound for the quantity on the left-hand side of (4.2) under additional distribu-
tional assumptions on Xi. While it exhibits better dependence on n than our result, ours
generally provides better dependence on the dimension d (d = o(n) vs. d = o(n1/2)), at
least when Σ = Id; see Remark 3.1 above and Remark 4.1 of Zhilova (2020). Besides, our
result allows Σ to be singular. Also, it is presumably possible to give a non-asymptotic
version of our result similarly to (4.1) but an exponential concentration if we additionally
assume Xi are sub-Gaussian as in Zhilova (2020) (see also Remark 4.5 of Zhilova (2020)).
4.2 Wild bootstrap
Next we consider the wild (or multiplier) bootstrap, which was originally suggested in
Section 7 of Wu (1986) (see also Liu (1988)). Let e1, . . . , en be i.i.d. variables independent
of X with Ee1 = 0, Ee
2
1 = 1 and Ee
4
1 <∞. The wild bootstrap approximation of W with
multiplier variables e1, . . . , en is given by
W ◦ :=
1√
n
n∑
i=1
eiXi.
In this setting, we can establish the following wild bootstrap version of Theorem 4.1:
Theorem 4.2. If tr(Σ2) > 0, we have for any K > 0,
P
(
sup
A∈B
|P(W ◦ ∈ A|X)−P(Z ∈ A)| > K(Ee41)1/4
√
∆n
)
6
C
K2
,
where ∆n is defined as in Theorem 4.1.
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Corollary 4.2. If tr(Σ2) > 0 and the law of e1 does not depend on n, we have
sup
A∈B
|P(W ∈ A)−P(W ◦ ∈ A|X)| = Op(
√
∆n) (4.3)
as n→∞. Moreover, let α ∈ (0, 1) and define
q◦n(α) := inf{x ∈ R : P(|W ◦| > x|X) 6 α}.
Then we have P(|W | > q◦n(α))→ α as n→∞, provided that ∆n → 0.
Remark 4.3. Again, it is possible to derive a wild bootstrap version of Theorem 3.1 when
Σ is invertible.
Remark 4.4 (Relation to Zhilova (2020)). Theorem 4.3 of Zhilova (2020) establishes a
non-asymptotic bound for the quantity on the left-hand side of (4.3) under additional
distributional assumptions on Xi. Compared to this bound, our result shows better de-
pendence both on n and d (O(d/n)1/4 vs. O(d2/n)1/5). In particular, contrary to Remark
4.4 of Zhilova (2020), our result suggests that, in general, there would be no significant
difference between the empirical and wild bootstrap approximations in terms of accuracy.
It is also worth mentioning that our result does not require the unit skewness assumption
Ee31 = 1 on the multiplier variables. In addition, similarly to the empirical bootstrap case,
one can presumably derive a non-asymptotic version of (4.3) as in Zhilova (2020).
5 PROOFS
We first introduce some notation used throughout the proofs. For two vectors x, y ∈ Rd,
x · y denotes their inner product. For two d× d matrices M and N , we write 〈M,N〉H.S.
for their Hilbert-Schmidt inner product.
For real-valued functions on Rd we will write ∂if(x) for ∂f(x)/∂xi, ∂ijf(x) for ∂
2f(x)/(∂xi∂xj)
and so forth. We write ∇f and Hess f for the gradient and Hessian matrix of f , respec-
tively. In addition, following Raicˇ (2019a,b), we denote by ∇rf(x) the r-th derivative of
f at x regarded as an r-linear form: The value of ∇rf(x) evaluated at u1, . . . , ur ∈ Rd is
given by
〈∇rf(x), u1 ⊗ · · · ⊗ ur〉 =
d∑
j1,...,jr=1
∂j1,...,jrf(x)u1,j1 · · · ur,jr .
When u1 = · · · = ur =: u, we write u1 ⊗ · · · ⊗ ur = u⊗r for short.
For any r-linear form T , its injective norm is defined by
|T |∨ := sup
|u1|∨···∨|ur|61
|〈T, u1 ⊗ · · · ⊗ ur〉|.
For an (r − 1)-times differentiable function h : Rd → R, we write
Mr(h) := sup
x 6=y
|∇r−1h(x)−∇r−1h(y)|∨
|x− y| .
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Note that Mr(h) = supx∈Rd |∇rh(x)|∨ if h is r-times differentiable. We refer to the
beginning of Raicˇ (2019a, Section 2) and Raicˇ (2019b, Section 5) for more details about
these notation.
Finally, we refer to the following bound for derivatives of the d-dimensional standard
normal density φ, which will be used several times in the following (cf. the inequality after
Eq.(4.9) of Raicˇ (2019b)):∫
Rd
|〈∇sφ(z), u⊗s〉|dz 6 Cs|u|s for any fixed integer s, (5.1)
where Cs is a constant depending only on s.
5.1 Basic decomposition
The proofs for Theorems 2.1 and 3.1–3.2 start with approximating the indicator function
1A for A ∈ A or A ∈ B by an appropriate smooth function h. Then, the problem
amounts to establishing an appropriate bound for Eh(W ) − Eh(Z). To accomplish this,
we will make use of a decomposition of Eh(W ) − Eh(Z) derived from the exchangeable
pair approach in Stein’s method for multivariate normal approximation by Chatterjee and
Meckes (2008) and Reinert and Ro¨llin (2009) along with a symmetry argument by Fang
and Koike (2020a,b) (cf. (5.11)–(5.12) below).
Given a twice differentiable function h : Rd → R with bounded partial derivatives, we
consider the Stein equation
〈Hess f(w),Σ〉H.S. − w · ∇f(w) = h(w) −Eh(Z), w ∈ Rd. (5.2)
It can be verified directly that
f(w) =
∫ 1
0
− 1
2(1− s)
∫
Rd
[
h(
√
1− sw +√sΣ1/2z)−Eh(Z)]φ(z)dzds (5.3)
is a solution to (5.2) (cf. Go¨tze (1991) and Meckes (2009)). In the following we assume that
f is thrice differentiable with bounded partial derivatives. This is true if Σ is invertible
or h is thrice differentiable with bounded partial derivatives.
Let {ξ′1, . . . , ξ′n} be an independent copy of {ξ1, . . . , ξn}, and let I be a random index
uniformly chosen from {1, . . . , n} and independent of {ξ1, . . . , ξn, ξ′1, . . . , ξ′n}. Define W ′ =
W − ξI + ξ′I . It is easy to verify that (W,W ′) has the same distribution as (W ′,W )
(exchangeability) and
E(W ′ −W |W ) = −W
n
. (5.4)
From exchangeability and (5.4), we have, with D =W ′ −W ,
0 =
n
2
E[D · (∇f(W ′) +∇f(W ))]
= E
[n
2
D · (∇f(W ′)−∇f(W )) + nD · ∇f(W )
]
= E
n
2
d∑
j,k=1
DjDk∂jkf(W ) +R2 + nD · ∇f(W )
 (5.5)
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= E [〈Hessf(W ),Σ〉H.S. −R1 +R2 −W · ∇f(W )] ,
where
R1 =
d∑
j,k=1
E
{
(Σjk − n
2
DjDk)∂jkf(W )
}
, (5.6)
R2 =
n
2
d∑
j,k,l=1
EDjDkDlU∂jklf(W + (1− U)D) (5.7)
and U is a uniform random variable on [0, 1] independent of everything else. From (5.2)
and (5.5), we have
Eh(W )−Eh(Z) = R1 −R2. (5.8)
We further rewrite R1 and R2 respectively as follows. First, set
V = (Vjk)16j,k6d :=
(
E
[
Σjk − n
2
DjDk|ξ
])
16j,k6d
.
Then we evidently have
R1 =
d∑
j,k=1
EVjk∂jkf(W ) = E〈V,Hess f(W )〉H.S.. (5.9)
Also, one can easily verify that (cf. Eq.(22) of Chernozhukov, Chetverikov and Kato
(2014))
V = Σ− 1
2
n∑
i=1
E[ξiξ
⊤
i ]−
1
2
n∑
i=1
ξiξ
⊤
i = (Σ −Var(W ))−
1
2
n∑
i=1
(ξiξ
⊤
i −E[ξiξ⊤i ]). (5.10)
Next, by exchangeability we have
E[DjDkDlU∂jklf(W + (1− U)D)]
= −E[DjDkDlU∂jklf(W ′ − (1− U)D)]
= −E[DjDkDlU∂jklf(W + UD)].
(5.11)
Hence we obtain
R2 =
n
4
d∑
j,k,l=1
E[DjDkDlU{∂jklf(W + (1− U)D)− ∂jklf(W + UD)}]. (5.12)
5.2 Proof of Theorem 2.1
Since Σ−1/2W =
∑n
i=1Σ
−1/2ξi and {Σ−1/2x : x ∈ A} ∈ A for all A ∈ A, it suffices to
consider the case Σ = Id. The proof is a combination of Bentkus (2003)’s smoothing, the
decomposition (5.8), and a recursive argument by Raicˇ (2019a).
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Fix β0 > 0. Define
K(β0) = sup
W
supA∈A |P(W ∈ A)−P(Z ∈ A)|
max
{
β0,
(∑
i∈I E|ξi|4
)1/2 (∣∣log(∑i∈I E|ξi|4)∣∣ ∨ 1)} , (5.13)
where the first supremum is taken over the family of all sumsW =
∑
i∈I ξi of finite number
of independent mean-zero random vectors with E|ξi|4 < ∞ and Var(W ) = Id. We will
obtain a recursive inequality for K(β0) and prove that
K(β0) 6 Cd
1/4 (5.14)
for an absolute constant C that does not depend on β0. Eq.(2.1) then follows by sending
β0 → 0.
Now we fix a W =
∑n
i=1 ξi, n > 1, in the aforementioned family (will take sup in
(5.36)). Let
β¯ = max
β0,
(
n∑
i=1
E|ξi|4
)1/2(∣∣∣∣∣log(
n∑
i=1
E|ξi|4)
∣∣∣∣∣ ∨ 1
) . (5.15)
Next, recall that A is the collection of all convex sets in Rd. For A ∈ A, ε > 0, define
Aε = {x ∈ Rd : dist(x,A) 6 ε},
where dist(x,A) = infy∈A |x− y|.
Lemma 5.1 (Lemma 2.3 of Bentkus (2003)). For any A ∈ A and ε > 0, there exists a
function hA,ε (which depends only on A and ε) such that
hA,ε(x) = 1 for x ∈ A, hA,ε(x) = 0 for x ∈ Rd\Aε, 0 6 hA,ε(x) 6 1,
and
M1(hA,ε) 6
C
ε
, M2(hA,ε) 6
C
ε2
, (5.16)
where C is an absolute constant that does not depend on A and ε.
Lemma 5.2 (Theorem 4 of Ball (1993)). Let φ be the standard Gaussian density on
R
d, d > 2, and let A be a convex set in Rd. Then∫
∂A
φ 6 4d1/4. (5.17)
From the Gaussian anti-concentration inequality (5.17), it is not difficult to obtain the
following smoothing lemma.
Lemma 5.3 (Lemma 4.2 of Fang and Ro¨llin (2015)). For any d-dimensional random
vector W and any ε > 0,
sup
A∈A
|P (W ∈ A)− P (Z ∈ A)| 6 4d1/4ε+ sup
A∈A
∣∣
EhA,ε(W )−EhA,ε(Z)
∣∣, (5.18)
where hA,ε is as in Lemma 5.1.
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We now fix A ∈ A (will take sup in (5.32)), 0 < ε 6 1, write h := hA,ε and proceed to
bound |Eh(W )−Eh(Z)| by the decomposition (5.8). Consider the solution f to the Stein
equation (5.2) with Σ = Id, which is given by (5.3). Since h has bounded partial derivatives
up to the second order and Σ = Id is invertible, f is thrice differentiable with bounded
partial derivatives. Using the integration by parts formula, we have for 1 6 j, k, l 6 d and
any constant 0 6 c0 6 1 that
∂jkf(w) =
∫ c0
0
1
2
√
s
∫
Rd
∂jh(
√
1− sw +√sz)∂kφ(z)dzds
+
∫ 1
c0
− 1
2s
∫
Rd
h(
√
1− sw +√sz)∂jkφ(z)dzds
(5.19)
and
∂jklf(w) =
∫ c0
0
√
1− s
2
√
s
∫
Rd
∂jkh(
√
1− sw +√sz)∂lφ(z)dzds
+
∫ 1
c0
−
√
1− s
2s
∫
Rd
∂jh(
√
1− sw +√sz)∂klφ(z)dzds.
(5.20)
We first bound R1 in (5.9). We will utilize the following lemma.
Lemma 5.4 (Lemma 4.3 of Fang and Ro¨llin (2015)). For k > 1 and each map a :
{1, . . . , d}k → R, we have
∫
Rd
 d∑
i1,...,ik=1
a(i1, . . . , ik)
∂i1...ikφ(z)
φ(z)
2 φ(z)dz 6 k! d∑
i1,...,ik=1
(a(i1, . . . , ik))
2 . (5.21)
Now, using the expression of ∂jkf in (5.19) with c0 = ε
2, we have
R1 = R11 +R12,
where
R11 =
d∑
j,k=1
E
[
Vjk
∫ ε2
0
1
2
√
s
∫
Rd
∂jh(
√
1− sW +√sz)∂kφ(z)dzds
]
and
R12 =
d∑
j,k=1
E
[
Vjk
∫ 1
ε2
− 1
2s
∫
Rd
h(
√
1− sW +√sz)∂jkφ(z)dzds
]
.
For R11, we use the Cauchy-Schwarz inequality and the bounds (5.16) and (5.21), and
11
obtain
|R11| =
∣∣∣∣∣∣
∫ ε2
0
1
2
√
s
∫
Rd
E
d∑
j=1
∂jh(
√
1− sW +√sz)
d∑
k=1
Vjk
∂kφ(z)
φ(z)
φ(z)dzds
∣∣∣∣∣∣
6
C
ε
∫ ε2
0
1
2
√
s
∫
Rd
E

d∑
j=1
(
d∑
k=1
Vjk
∂kφ(z)
φ(z)
)2
1/2
φ(z)dzds
6
C
ε
∫ ε2
0
1
2
√
s

∫
Rd
E
d∑
j=1
(
d∑
k=1
Vjk
∂kφ(z)
φ(z)
)2
φ(z)dz

1/2
ds
6
C
ε
∫ ε2
0
1
2
√
s
E
d∑
j=1
d∑
k=1
V 2jk

1/2
ds 6 C

d∑
j,k=1
EV 2jk

1/2
.
(5.22)
Since for V in (5.10) with Var(W ) = Σ,
EV 2jk =
1
4
Var
[
n∑
i=1
ξijξik
]
=
1
4
n∑
i=1
Var [ξijξik] 6
1
4
n∑
i=1
E
[
ξ2ijξ
2
ik
]
,
we obtain
|R11| 6 C

d∑
j,k=1
n∑
i=1
E
[
ξ2ijξ
2
ik
]
1/2
= C

n∑
i=1
E[
d∑
j=1
ξ2ij]
2

1/2
= C
(
n∑
i=1
E|ξi|4
)1/2
.
Applying similar arguments, we have, for R12,
|R12| =
∣∣∣∣∣∣
∫ 1
ε2
(− 1
2s
)
∫
Rd
Eh(
√
1− sW +√sz)
d∑
j,k=1
Vjk
∂jkφ(z)
φ(z)
φ(z)dzds
∣∣∣∣∣∣
6
∫ 1
ε2
1
2s
∫
Rd
E
∣∣∣∣∣∣
d∑
j,k=1
Vjk
∂jkφ(z)
φ(z)
∣∣∣∣∣∣φ(z)dzds
6
∫ 1
ε2
1
2s

∫
Rd
E
 d∑
j,k=1
Vjk
∂jkφ(z)
φ(z)
2 φ(z)dz

1/2
ds
6 C
∫ 1
ε2
1
2s
E
d∑
j,k=1
V 2jk

1/2
ds 6 C| log ε|
(
n∑
i=1
E|ξi|4
)1/2
.
(5.23)
Therefore,
|R1| 6 C(| log ε| ∨ 1)
(
n∑
i=1
E|ξi|4
)1/2
. (5.24)
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Next, we bound R2. Take 0 < η 6 1 arbitrarily. Using the expression of ∂jklf in (5.20)
with c0 = η
2 and the two equivalent expressions (5.7) and (5.12) for R2, we have
R2 = R21 +R22,
where
R21 =
1
2
n∑
i=1
d∑
j,k,l=1
EU(ξ′ij − ξij)(ξ′ik − ξik)(ξ′il − ξil)
∫ η2
0
√
1− s
2
√
s
×
∫
Rd
∂jkh(
√
1− s(W + (1− U)(ξ′i − ξi)) +
√
sz)∂lφ(z)dzds
and
R22 =
1
4
n∑
i=1
d∑
j,k,l=1
EU(ξ′ij − ξij)(ξ′ik − ξik)(ξ′il − ξil)
∫ 1
η2
−
√
1− s
2s
×
∫
Rd
[∂jh(
√
1− s(W + (1− U)(ξ′i − ξi)) +
√
sz)− ∂jh(
√
1− s(W + U(ξ′i − ξi)) +
√
sz)]∂klφ(z)dzds
=
1
4
n∑
i=1
d∑
j,k,l,m=1
EU(1− 2U)(ξ′ij − ξij)(ξ′ik − ξik)(ξ′il − ξil)(ξ′im − ξim)
∫ 1
η2
−1− s
2s
×
∫
Rd
∂jmh(
√
1− s(W + (U + (1− 2U)U ′)(ξ′i − ξi)) +
√
sz)∂klφ(z)dzds,
(5.25)
where U ′ is a uniform random variable on [0, 1] independent of everything else and we
used the mean value theorem in the last equality. Let W (i) = W − ξi for i ∈ {1, . . . , n}.
We will use the fact that ∇h is non-zero only in Aε\A and bound
P(
√
1− sW (i) ∈ Aεi\Ai|U,U ′, ξi, ξ′i),
where 0 < s < 1 and Ai is a convex set which may depend on U , U
′, ξi, ξ′i, s and z. Let
Σi be the covariance matrix of W
(i) and let σi be its smallest eigenvalue, which will be
assumed to be positive in Case 1 below. We have
P(
√
1− sW (i) ∈ Aεi\Ai|U,U ′, ξi, ξ′i)
=P(Σ
−1/2
i W
(i) ∈ 1√
1− sΣ
−1/2
i (A
ε
i\Ai)|U,U ′, ξi, ξ′i)
64d1/4
ε
σi
√
1− s + 2 supA∈A
∣∣∣P(Σ−1/2i W (i) ∈ A)− P (Z ∈ A)∣∣∣ ,
(5.26)
where we used the 4d1/4 upper bound for the Gaussian surface area of any convex set in
Lemma 5.2. From (5.13), we have
sup
A∈A
∣∣∣P(Σ−1/2W (i) ∈ A)− P (Z ∈ A)∣∣∣
6K(β0)max
β0,
 n∑
j=1
j 6=i
E|Σ−1/2i ξj |4

1/2
∣∣∣∣∣∣∣log(
n∑
j=1
j 6=i
E|Σ−1/2i ξj|4)
∣∣∣∣∣∣∣ ∨ 1

 .
(5.27)
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Let
β∗ = 0.19, σ∗ = (1− β∗)1/2 = 0.9.
We first consider Case 1: β¯ 6 β∗/d1/4 (cf. (5.15)). In this case, because E|ξi|2 6√
E|ξi|4 6 β¯ 6 β∗ and for each unit vector u ∈ Rd,
〈Σiu, u〉 = u⊤Σiu = u⊤(Id −Eξiξ⊤i )u = 1−E(ξi · u)2 > 1−E|ξi|2 > 1− β∗,
we have σi > σ∗. Note that x(| log x|∨1) is an increasing function. Therefore, from (5.27),
we have, by increasing
∑n
j=1
j 6=i
E|Σ−1/2i ξj|4 to 1σ4∗
∑n
j=1E|ξj |4,
sup
A∈A
∣∣∣P(Σ−1/2W (i) ∈ A)− P (Z ∈ A)∣∣∣ 6 K(β0)max{β0, 2β¯
σ2∗
}
6 CK(β0)β¯. (5.28)
Applying (5.16), (5.26), (5.28), and (5.1), we have
|R21| 6 C
ε2
n∑
i=1
E|ξi|3
(
d1/4ε+K(β0)β¯
)
η (5.29)
and
|R22| 6 C
ε2
n∑
i=1
E|ξi|4
(
d1/4ε+K(β0)β¯
)
| log η|. (5.30)
Now, if
∑n
i=1E|ξi|4 <
∑n
i=1E|ξi|3, choose η =
∑n
i=1E|ξi|4/
∑n
i=1E|ξi|3 < 1. Note that
we have by the Cauchy-Schwarz inequality
n∑
i=1
E|ξi|3 6
√√√√ n∑
i=1
E|ξi|2
n∑
i=1
E|ξi|4 =
√√√√d n∑
i=1
E|ξi|4.
Thus we obtain
| log η| 6 1
2
log d− 1
2
log
(
n∑
i=1
E|ξi|4
)
.
Since (
∑n
i=1E|ξi|4)1/2 6 β¯ and in the case under consideration, β¯ 6 β∗/d1/4, we have
| log η| 6 C| log(
n∑
i=1
E|ξi|4)|.
Therefore, (5.29)–(5.30) yield
|R21|+ |R22| 6 C
ε2
n∑
i=1
E|ξi|4
(
d1/4ε+K(β0)β¯
)(∣∣∣∣∣log
(
n∑
i=1
E|ξi|4
)∣∣∣∣∣ ∨ 1
)
. (5.31)
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This inequality also holds true if
∑n
i=1E|ξi|4 >
∑n
i=1E|ξi|3 by taking η = 1 in (5.29)–
(5.30). From (5.18), (5.8), (5.24), (5.31), we have
sup
A∈A
|P (W ∈ A)− P (Z ∈ A)|
64d1/4ε+C(| log ε| ∨ 1)
(
n∑
i=1
E|ξi|4
)1/2
+
C
ε2
n∑
i=1
E|ξi|4
(
d1/4ε+K(β0)β¯
)(∣∣∣∣∣log
(
n∑
i=1
E|ξi|4
)∣∣∣∣∣ ∨ 1
)
.
(5.32)
Choose ε = min{[2C∑ni=1E|ξi|4 (∣∣log (∑ni=1E|ξi|4)∣∣ ∨ 1)]1/2 , 1} with the same absolute
constant C as in the third term on the right-hand side of (5.32). If ε < 1, then from
(5.32),
sup
A∈A
|P (W ∈ A)− P (Z ∈ A)| 6
(
Cd1/4 +
K(β0)
2
)
β¯;
hence
supA∈A |P (W ∈ A)− P (Z ∈ A)|
β¯
6 Cd1/4 +
K(β0)
2
. (5.33)
If ε = 1, then
∑n
i=1E|ξi|4 and β¯ are bounded away from 0 by an absolute constant; hence
supA∈A |P (W ∈ A)− P (Z ∈ A)|
β¯
6
1
β¯
6 C. (5.34)
We now consider Case 2: β¯ > β∗/d1/4. We trivially estimate
supA∈A |P (W ∈ A)− P (Z ∈ A)|
β¯
6
1
β¯
6
d1/4
β∗
6 Cd1/4. (5.35)
Combining (5.33), (5.34) and (5.35), we obtain
supA∈A |P (W ∈ A)− P (Z ∈ A)|
β¯
6 Cd1/4 +
K(β0)
2
.
Note that the right-hand side of the above bound does not depend on W . Taking supre-
mum over W , we obtain
K(β0) 6 Cd
1/4 +
K(β0)
2
. (5.36)
This implies (5.14), hence (2.1).
5.3 Proof of Proposition 2.1
It is not difficult to see that Nagaev (1976)’s example indeed satisfies the conditions stated
in the proposition. We briefly summarize the construction for the sake of completeness.
First, given an integer n > 3, let {ηi}ni=1 be i.i.d. variables such that
P(η1 < y) = Φ
(
y + an
σn
)
(1− pn) + pn1(xn,∞)(y), y ∈ R,
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where Φ is the standard normal distribution function and xn, pn, an, σn are positive con-
stants satisfying the following conditions:
xn =
√
n
log n
, pnxn = an(1− pn), pnx2n =
1
2
,
1
2
+ (σ2n + a
2
n)(1 − pn) = 1.
By construction, we have
Eη1 = 0, Eη
2
1 = 1, Eη
3
1 = xn − (3anσ2n + a3n)(1− pn)
and
x2n
2
6 Eη41 6
x2n
2
+ 3(an + σn)
4.
Moreover, Nagaev (1976) has shown that, for sufficiently large n,
P
(
1√
n
n∑
i=1
ηi < 0
)
− 1
2
>
Eη31
7
√
2πn
.
Since we have
xn√
2
6
√
Eη41 6
xn√
2
+
√
3(an + σn)
2
6
Eη31√
2
+
3anσ
2
n + a
3
n√
2
+
√
3(an + σn)
2,
and σ2n + a
2
n =
1
2(1−pn) 6 1 for sufficiently large n, we conclude
P
(
1√
n
n∑
i=1
ηi < 0
)
− 1
2
>
√
Eη41
8
√
πn
for sufficiently large n.
Now let ζi,j (i, j = 1, 2, . . . ) be independent standard normal variables independent of
{ξi}ni=1. Then we define the independent random vectors {ξi}ni=1 in Rd by
ξi :=
1√
n
(ηi, ζi,1, . . . , ζi,d−1)⊤, i = 1, . . . , n.
We have
n∑
i=1
E|ξi|4 = nE|ξ1|4 6 1
n
2Eη41 + 2E
d−1∑
j=1
ζ2i,j
2 6 2Eη41 + 6d2n .
Therefore, if d 6
√
n/ log n = xn, we obtain
n∑
i=1
E|ξi|4 6 14Eη
4
1
n
.
Thus, we conclude
P
(
1√
n
n∑
i=1
ηi < 0
)
− 1
2
> C0
√√√√ n∑
i=1
E|ξi|4,
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where C0 := (8
√
14π)−1. Hence, for A = {x ∈ Rd : x1 = 0}, we have
|P(W ∈ A)−P(Z ∈ A)| > C0
√√√√ n∑
i=1
E|ξi|4.
This completes the proof.
5.4 Proof of Theorem 3.1
We first note that, for any d × d orthogonal matrix U , we have UW = ∑ni=1 Uξi, UZ ∼
N(0, UΣU⊤), δ(UW,UΣU⊤) = δ(W,Σ) and UB ∈ B for all B ∈ B. Therefore, it is
enough to prove (3.1) when Σ is diagonal with positive entries. The proof is a combination
of Zhilova (2020)’s smoothing, a Gaussian anti-concentration inequality for ellipsoids by
Giessing and Fan (2020), the decomposition (5.8), and a recursive argument by Raicˇ
(2019a).
Fix β0 > 0. Define
K ′(β0) = sup
W,Σ
supA∈B |P(W ∈ A)−P(Σ1/2Z0 ∈ A)|
max {β0,Ψ(δ(W,Σ))} , (5.37)
where Z0 ∼ N(0, Id) and the first supremum is taken over the family of all sums W =∑
i∈I ξi of finite number of independent centered random vectors with E|ξi|4 < ∞, and
diagonal matrices Σ with positive entries. We will obtain a recursive inequality for K ′(β0)
and prove that
K ′(β0) 6 C (5.38)
for an absolute constant C that does not depend on β0. Eq.(3.1) then follows by sending
β0 → 0.
Now we fix a W =
∑n
i=1 ξi, n > 1, and Σ in the aforementioned family (will take sup
in (5.53)). Let
β¯ = max {β0,Ψ(δ(W,Σ))} . (5.39)
We write σj for the j-th diagonal entry of Σ
1/2.
Lemma 5.5. For any A ∈ B and ε > 0, there exists a C∞ function h˜A,ε (which depends
only on A and ε) such that
h˜A,ε(x) = 1 for x ∈ A, h˜A,ε(x) = 0 for x ∈ Rd\Aε, 0 6 h˜A,ε(x) 6 1, (5.40)
and
Mr(h˜A,ε) 6
C
εr
for r = 1, 2, 3, 4, (5.41)
and
sup
x∈Rd
|〈M,Hess h˜A,ε(x)〉H.S.| 6 C
ε2
‖M‖H.S. + d∑
j=1
|Mjj|
 (5.42)
for any d × d matrix M = (Mjk)16j,k6d, where C is an absolute constant that does not
depend on A, ε or M .
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Proof. We follow the construction of Zhilova (2020, Lemma A.3). Take a C∞ function
g : R → [0, 1] satisfying g(x) = 1 for x 6 0 and g(x) = 0 for x > 1. Let the ball A have
center a and radius r, i.e. A = {x ∈ Rd : |x− a| 6 r}. Define the function ρ˜ : Rd → R by
ρ˜(x) =
{
|x− a|2 − r2 if x /∈ A,
0 if x ∈ A.
Also, set ε˜ := ε2 + 2rε. Then, we define the function h˜A,ε : R
d → [0, 1] by h˜A,ε(x) =
g(ρ˜(x)/ε˜). From the proof of Zhilova (2020, Lemma A.3), this h˜A,ε satisfies (5.40)–(5.41),
so it remains to check (5.42). We have
∂jkh˜A,ε(x) =
4
ε˜2
g′′(ρ˜(x)/ε˜)(xj − aj)(xk − ak) + 2
ε˜
g′(ρ˜(x)/ε˜)δjk.
Therefore, noting that g′′(x) = 0 if x /∈ (0, 1), we obtain
|〈M,Hess h˜A,ε(x)〉H.S.| 6 4
ε˜2
|g′′(ρ˜(x)/ε˜)|‖M‖H.S.|x− a|2 + 2
ε˜
|g′(ρ˜(x)/ε˜)|
∣∣∣∣∣∣
d∑
j=1
Mjj
∣∣∣∣∣∣
6
C
ε2
‖M‖H.S. + d∑
j=1
|Mjj|
 .
This completes the proof.
Lemma 5.6 (Lemma A.4 of Zhilova (2020)). For any d-dimensional random vector W
and any ε > 0,
sup
A∈B
|P (W ∈ A)−P (Z ∈ A)| 6 sup
A∈B
P(Z ∈ Aε \A) + sup
A∈B
∣∣
Eh˜A,ε(W )−Eh˜A,ε(Z)
∣∣, (5.43)
where h˜A,ε is as in Lemma 5.5.
Set σ˜ := tr(Σ2)1/4. The following anti-concentration inequality is an immediate con-
sequence of Giessing and Fan (2020, Corollary 5):
Lemma 5.7. Assume σ˜ > 0. For any ε > 0,
sup
A∈B
P(Z ∈ Aε \A) 6 Cσ˜−1ε.
Proof. Take A = {x ∈ Rd : |x − a| 6 r} ∈ B arbitrarily. We have by Corollary 5 of
Giessing and Fan (2020)
P(Z ∈ Aε \ A) = P(r < |Z − a| 6 r + ε) 6 Cε{tr(Σ2) + a⊤Σa}1/4 .
Since a⊤Σa > 0, we obtain the desired result.
The following lemma can be shown by elementary calculation, so we omit its proof.
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Lemma 5.8. Ψ is an increasing function on (0,∞). Moreover, Ψ(cx) 6 (c + Ψ(c))Ψ(x)
for all x > 0 and c > 1.
We now fix A ∈ B (will take sup in (5.51)), 0 < ε 6 σ˜, write h := h˜A,ε and proceed
to bound |Eh(W ) − Eh(Z)| by the decomposition (5.8). Consider the solution f to the
Stein equation (5.2), which is given by (5.3). Since h has bounded partial derivatives up
to the third order, f is thrice differentiable with bounded partial derivatives. Using the
integration by parts formula, we have for 1 6 j, k, l 6 d and any 0 6 c0 6 1 that
∂jkf(w) =
∫ c0
0
1
2
√
s
∫
Rd
∂jh(
√
1− sw +√sΣ1/2z)σ−1k ∂kφ(z)dzds
+
∫ 1
c0
− 1
2s
∫
Rd
h(
√
1− sw +√sΣ1/2z)σ−1j σ−1k ∂jkφ(z)dzds
(5.44)
and
∂jklf(w) =
∫ c0
0
√
1− s
2
√
s
∫
Rd
∂jkh(
√
1− sw +√sΣ1/2z)σ−1l ∂lφ(z)dzds
+
∫ 1
c0
√
1− s
2s3/2
∫
Rd
h(
√
1− sw +√sΣ1/2z)σ−1j σ−1k σ−1l ∂jklφ(z)dzds.
(5.45)
We first bound R1 in (5.9). Using the expression of ∂jkf in (5.44) with c0 = (ε/σ˜)
2,
we have
R1 = R11 +R12,
where
R11 =
d∑
j,k=1
E
[
Vjk
∫ (ε/σ˜)2
0
1
2
√
s
∫
Rd
∂jh(
√
1− sW +√sΣ1/2z)σ−1k ∂kφ(z)dzds
]
and
R12 =
d∑
j,k=1
E
[
Vjk
∫ 1
(ε/σ˜)2
− 1
2s
∫
Rd
h(
√
1− sW +√sΣ1/2z)σ−1j σ−1k ∂jkφ(z)dzds
]
.
For R11, applying analogous arguments to (5.22), we obtain
|R11| 6 Cσ˜−1

d∑
j,k=1
σ−2k EV
2
jk

1/2
6 C

d∑
j,k=1
(σjσk)
−2
EV 2jk

1/2
,
where we used the inequality σ˜ > σj to derive the last inequality. The triangle inequality
yields, for V in (5.10),
d∑
j,k=1
(σjσk)
−2
EV 2jk

1/2
6 ‖Id −Var(Σ−1/2W )‖H.S.
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+
1
2

d∑
j,k=1
(σjσk)
−2Var
[
n∑
i=1
ξijξik
]
1/2
.
Besides, we have
d∑
j,k=1
(σjσk)
−2Var
[
n∑
i=1
ξijξik
]
1/2
=

n∑
i=1
d∑
j,k=1
(σjσk)
−2Var[ξijξik]

1/2
6

n∑
i=1
d∑
j,k=1
(σjσk)
−2
Eξ2ijξ
2
ik

1/2
=

n∑
i=1
E
 d∑
j=1
σ−2j ξ
2
ij
2
1/2
=
(
n∑
i=1
E|Σ−1/2ξi|4
)1/2
.
Consequently, we obtain
|R11| 6 Cδ(W,Σ).
For R12, we apply analogous arguments to (5.23) and obtain
|R12| 6 C| log(ε/σ˜)|

d∑
j,k=1
(σjσk)
−2
EV 2jk

1/2
6 C| log(ε/σ˜)|δ(W,Σ).
Therefore,
|R1| 6 C(| log(ε/σ˜)| ∨ 1)δ(W,Σ). (5.46)
Next, we bound R2 in (5.12). Using the expression of ∂jklf in (5.45) with c0 = (ε/σ˜)
2, we
have
R2 = R21 +R22,
where
R21 =
1
4
n∑
i=1
d∑
j,k,l=1
EU(ξ′ij − ξij)(ξ′ik − ξik)(ξ′il − ξil)
∫ (ε/σ˜)2
0
√
1− s
2
√
s
×
∫
Rd
[∂jkh(
√
1− s(W+(1−U)(ξ′i−ξi))+
√
sΣ1/2z)−∂jkh(
√
1− s(W+U(ξ′i−ξi))+
√
sΣ1/2z)]
× σ−1l ∂lφ(z)dzds
and
R22 =
1
4
n∑
i=1
d∑
j,k,l=1
EU(ξ′ij − ξij)(ξ′ik − ξik)(ξ′il − ξil)
∫ 1
(ε/σ˜)2
√
1− s
2s3/2
×
∫
Rd
[h(
√
1− s(W +(1−U)(ξ′i− ξi))+
√
sΣ1/2z)−h(√1− s(W +U(ξ′i− ξi))+
√
sΣ1/2z)]
× σ−1j σ−1k σ−1l ∂jklφ(z)dzds.
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LetW (i) =W−ξi for i ∈ {1, . . . , n}. We will use the mean value theorem for the differences
involving h in the above two expressions as in (5.25), the fact that ∇h is non-zero only in
Aε\A and bound
P(
√
1− sW (i) ∈ Aεi\Ai|U,U ′, ξi, ξ′i),
where 0 < s < 1, U ′ is a uniform random variable on [0, 1] independent of everything else,
and Ai is a Euclidean ball which may depend on U , U
′, ξi, ξ′i, s and Σ
1/2z. We have by
Lemma 5.7
P(
√
1− sW (i) ∈ Aεi\Ai|U,U ′, ξi, ξ′i) 6 C
ε
σ˜
√
1− s + 2 supA∈B
∣∣∣P(W (i) ∈ A)− P (Z ∈ A)∣∣∣ .
(5.47)
From (5.37), we have
sup
A∈B
∣∣∣P(W (i) ∈ A)− P (Z ∈ A)∣∣∣ 6 K ′(β0)max{β0,Ψ(δ(W (i),Σ))} . (5.48)
Since
‖Var(Σ−1/2W )−Var(Σ−1/2W (i))‖H.S. =
√√√√ d∑
j,k=1
(E(Σ−1/2ξi)j(Σ−1/2ξi)k)2
6 E|Σ−1/2ξi|2 6
√
E|Σ−1/2ξi|4
and
√
x+
√
y 6
√
2(x+ y) for any x, y > 0, we have
δ(W (i),Σ) 6 ‖Id −Var(Σ−1/2W )‖H.S. +
√
E|Σ−1/2ξi|4 +
√√√√√ n∑
j=1
j 6=i
E|Σ−1/2ξj|4
6 ‖Id −Var(Σ−1/2W )‖H.S. +
√√√√2 n∑
j=1
E|Σ−1/2ξj|4 6
√
2δ(W,Σ).
Hence, we obtain by Lemma 5.8
Ψ(δ(W (i),Σ)) 6 2
√
2Ψ(δ(W,Σ)) 6 2
√
2β¯.
Thus we conclude
sup
A∈B
∣∣∣P(W (i) ∈ A)− P (Z ∈ A)∣∣∣ 6 K ′(β0)max{β0, 2√2β¯} = 2√2K ′(β0)β¯. (5.49)
Using the mean value theorem for R21, R22 and applying (5.41), (5.47), (5.49) and (5.1),
we have
|R21|+ |R22| 6 Cσ˜
2
ε2
n∑
i=1
E|Σ−1/2ξi|4
( ε
σ˜
+ 2
√
2K ′(β0)β¯
)
, (5.50)
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where we also used the inequality max16j6d σj 6 σ˜. From Lemmas 5.6–5.7, (5.8), (5.46),
(5.50), we have
sup
A∈B
|P (W ∈ A)− P (Z ∈ A)|
6Cσ˜−1ε+ C(| log(ε/σ˜)| ∨ 1)δ(W,Σ) + Cσ˜
2
ε2
n∑
i=1
E|Σ−1/2ξi|4
( ε
σ˜
+K ′(β0)β¯
)
.
(5.51)
Choose ε = min{σ˜ [2C∑ni=1E|Σ−1/2ξi|4]1/2 , σ˜} for the same absolute constant C as in
the third term on the right-hand side of (5.51). If ε < σ˜, then from (5.51),
sup
A∈B
|P (W ∈ A)− P (Z ∈ A)| 6
(
C +
K ′(β0)
2
)
β¯;
hence
supA∈B |P (W ∈ A)− P (Z ∈ A)|
β¯
6 C +
K ′(β0)
2
. (5.52)
If ε = σ˜, then
∑n
i=1E|Σ−1/2ξi|4 and β¯ are bounded away from 0 by an absolute constant;
hence
supA∈A |P (W ∈ A)− P (Z ∈ A)|
β¯
6
1
β¯
6 C.
Note that the right-hand sides of the above two bounds do not depend on W or Σ. Taking
supremum over W and Σ, we obtain
K ′(β0) 6 C +
K ′(β0)
2
. (5.53)
This implies (5.38), hence (3.1).
5.5 Proof of Theorem 3.2
Without loss of generality, we may assume Z ∼ N(0,Σ) to be independent of every-
thing else. The proof is a combination of Zhilova (2020)’s smoothing, a Gaussian anti-
concentration inequality for ellipsoids by Giessing and Fan (2020), the decomposition (5.8),
and a concentration inequality type argument by Chernozhukov et al. (2019).
Fix A ∈ B (will take sup in (5.58)) , ε > 0 (to be chosen above (5.59)), write h := h˜A,ε
as in Lemma 5.5 and proceed to bound |Eh(W ) − Eh(Z)| by the decomposition (5.8).
Consider the solution f to the Stein equation (5.2), which is given by (5.3). Note that we
can rewrite f as
f(w) =
∫ 1
0
− 1
2(1− s)E[h(
√
1− sw + Z)−Eh(Z)]ds.
Since h has bounded partial derivatives up to the fourth order, f is four times differentiable
and
∇rf(w) =
∫ 1
0
−(1− s)
r/2−1
2
E[∇rh(√1− sw +√sZ)]ds for any r = 1, 2, 3, 4. (5.54)
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We first bound R1 in (5.9). Using (5.54), we obtain
R1 = −1
2
∫ 1
0
E[〈V,Hess h(W s)〉H.S.]ds,
where W s :=
√
1− sW +√sZ. Since ∇h is non-zero only in Aε\A, we have
R1 = −1
2
∫ 1
0
E
[〈V,Hess h(W s)〉H.S.1{W s∈Aε\A}] ds.
Therefore, using (5.42), we obtain
|R1| 6 1
2
∫ 1
0
E|〈V,Hess h(W s)〉H.S.|1{W s∈Aε\A}ds
6
C
ε2
∫ 1
0
E
‖V ‖H.S. + d∑
j=1
|Vjj|
 1{W s∈Aε\A}ds
=
C
ε2
∫ 1
0
E
‖V ‖H.S. + d∑
j=1
|Vjj|

P(W s ∈ Aε\A|ξ)ds.
Since Z is independent of ξ, Lemma 5.7 yields
P(W s ∈ Aε\A|ξ) 6 Cε
σ˜
√
s
.
Thus we deduce
|R1| 6 C
σ˜ε
E
‖V ‖H.S. + d∑
j=1
|Vjj|
∫ 1
0
1√
s
ds 6
C
σ˜ε
E
‖V ‖H.S. + d∑
j=1
|Vjj|
 .
Using (5.10) and the triangle inequality, we obtain
E
‖V ‖H.S. + d∑
j=1
|Vjj|

6 ‖Σ −Var(W )‖H.S. +
d∑
j=1
|Σjj −Var(Wj)|+ 1
2
√√√√ d∑
j,k=1
n∑
i=1
Var(ξijξik) +
1
2
d∑
j=1
√√√√ n∑
i=1
Var(ξ2ij)
6 ‖Σ −Var(W )‖H.S. +
d∑
j=1
|Σjj −Var(Wj)|+ 1
2
√√√√ d∑
j,k=1
n∑
i=1
E
[
ξ2ijξ
2
ik
]
+
1
2
d∑
j=1
√√√√ n∑
i=1
E
[
ξ4ij
]
6 δ˜(W,Σ).
Therefore, we conclude
|R1| 6 C
σ˜ε
δ˜(W,Σ). (5.55)
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Next we bound R2 in (5.12). We rewrite it as
R2 =
n
4
d∑
j,k,l,m=1
E[DjDkDlDmU(1− 2U)∂jklmf(W + D˜)], (5.56)
where D˜ := UD+U ′(1−2U)D and U ′ is a uniform random variable on [0, 1] independent
of everything else. Now we set W˜ s :=
√
1− s(W + D˜)+√sZ. Then, using (5.54), we can
rewrite R2 as
R2 = n
∫ 1
0
−1− s
8
EU(1 − 2U)〈∇4h(W˜ s),D⊗4〉ds.
Since ∇h is non-zero only in Aε\A, we can further rewrite it as
R2 = n
∫ 1
0
−1− s
8
EU(1− 2U)〈∇4h(W˜ s),D⊗4〉1{W˜ s∈Aε\A}ds.
Therefore, using (5.41), we obtain
|R2| 6 n
8
∫ 1
0
E|〈∇4h(W˜ s),D⊗4〉|1{W˜ s∈Aε\A}ds 6
Cn
ε4
∫ 1
0
E|D|41{W˜ s∈Aε\A}ds
=
Cn
ε4
∫ 1
0
E|D|4P(W˜ s ∈ Aε\A|D,U,U ′)ds.
Since Z is independent of D, U and U ′, Lemma 5.7 yields
P(W˜ s ∈ Aε\A|D,U,U ′) 6 Cε
σ˜
√
s
.
Thus we conclude
|R2| 6 Cn
σ˜ε3
E|D|4
∫ 1
0
1√
s
ds 6
C
σ˜ε3
n∑
i=1
E|ξi|4. (5.57)
From Lemmas 5.6–5.7, (5.8), (5.55), (5.57), we have
sup
A∈B
|P (W ∈ A)− P (Z ∈ A)| 6 Cσ˜−1ε+ C
σ˜ε
δ˜(W,Σ) +
C
σ˜ε3
n∑
i=1
E|ξi|4, (5.58)
and by choosing ε =
√
δ˜(W,Σ), we obtain
sup
A∈B
|P (W ∈ A)− P (Z ∈ A)| 6 C
σ˜
√
δ˜(W,Σ). (5.59)
This completes the proof.
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5.6 Proof of Proposition 3.1
Since (|Z|2−d)/√2d converges in law to N(0, 1) as d→∞, (|W |2−d)/√2d also converges
in law to N(0, 1). Since W has the same law as
√
V Z ′ by assumption, where V :=
n−1
∑n
i=1 e
2
i and Z
′ ∼ N(0, Id) is independent of {ei}∞i=1, (V |Z ′|2 − d)/
√
2d should also
converges in law to N(0, 1). Since
V |Z ′|2 − d√
2d
= V
|Z ′|2 − d√
2d
+
√
d
2
(V − 1) = (V − 1) |Z
′|2 − d√
2d
+
|Z ′|2 − d√
2d
+
√
d
2
(V − 1)
and the first term converges to 0 in probability,
|Z ′|2 − d√
2d
+
√
d
2
(V − 1)
must converge in law to N(0, 1). In the above expression, the first term converges in law to
N(0, 1) and the first and second terms are independent, so this implies
√
d(V −1) = op(1)
as n→∞. Since √n(V − 1) converges in law to N(0,Var(e21)), we must have d/n→ 0.
5.7 Proof of Theorem 4.1 and Corollary 4.1
First we prove Theorem 4.1. Conditional on X, X∗1 − X¯, . . . ,X∗n − X¯ are i.i.d. with mean
0 and covariance matrix Σ̂ := n−1
∑n
i=1(Xi− X¯)(Xi− X¯)⊤. Therefore, applying Theorem
3.2 conditional on X, we obtain
sup
A∈B
|P(W ∗ ∈ A|ξ)−P(Z ∈ A)| 6 C
tr(Σ2)1/4
√
δ∗, (5.60)
where
δ∗ := ‖Σ− Σ̂‖H.S. +
d∑
j=1
|Σjj − Σ̂jj|+ 1
n
√√√√ n∑
i=1
E[|X∗i − X¯ |4|X] +
1
n
d∑
j=1
√√√√ n∑
i=1
E[|X∗ij − X¯j |4|X]
= ‖Σ − Σ̂‖H.S. +
d∑
j=1
|Σjj − Σ̂jj|+ 1
n
√√√√ n∑
i=1
|Xi − X¯ |4 + 1
n
d∑
j=1
√√√√ n∑
i=1
|Xij − X¯j |4.
Noting Σ̂ = n−1
∑n
i=1XiX
⊤
i − X¯X¯⊤, we obtain
E|Σjk − Σ̂jk|2 6 2Var
[
1
n
n∑
i=1
XijXik
]
+ 2E[X¯2j X¯
2
k ] 6
2
n2
n∑
i=1
E[X2ijX
2
ik] + 2
√
EX¯4jEX¯
4
k .
Hence we have
E‖Σ − Σ̂‖H.S. 6
√√√√√ 2
n2
n∑
i=1
E|Xi|4 + 2
 d∑
j=1
√
EX¯4j
2
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and
E
 d∑
j=1
|Σjj − Σ̂jj|
 6 d∑
j=1
√√√√ 2
n2
n∑
i=1
E[X4ij ] + 2EX¯
4
j .
The Marcinkiewicz–Zygmund inequality and the Jensen inequality yield
EX¯4j 6 CE
(
1
n2
n∑
i=1
X2ij
)2
6
C
n3
n∑
i=1
EX4ij , (5.61)
so we obtain
E‖Σ − Σ̂‖H.S. +E
 d∑
j=1
|Σjj − Σ̂jj|
 6 C
n
√√√√ n∑
i=1
E|Xi|4 +
d∑
j=1
√√√√ n∑
i=1
EX4ij
 . (5.62)
We also have
E
 1
n
√√√√ n∑
i=1
|Xi − X¯ |4
 6 1
n
√√√√ n∑
i=1
E|Xi − X¯ |4 6 2
√
2
n
√√√√ n∑
i=1
E|Xi|4 + nE|X¯ |4.
Since the Jensen inequality yields
|X¯ |4 =

d∑
j=1
(
1
n
n∑
i=1
Xij
)2
2
6

d∑
j=1
1
n
n∑
i=1
X2ij

2
6
1
n
n∑
i=1
|Xi|4,
we obtain
E
 1
n
√√√√ n∑
i=1
|Xi − X¯|4
 6 4
n
√√√√ n∑
i=1
E|Xi|4. (5.63)
Besides, we have
E
 1
n
d∑
j=1
√√√√ n∑
i=1
|Xij − X¯j |4
 6 1
n
d∑
j=1
√√√√ n∑
i=1
E|Xij − X¯j |4
6
2
√
2
n
d∑
j=1
√√√√ n∑
i=1
EX4ij + nEX¯
4
j .
So (5.61) yields
E
 1
n
d∑
j=1
√√√√ n∑
i=1
|Xij − X¯j |4
 6 C
n
d∑
j=1
√√√√ n∑
i=1
EX4ij . (5.64)
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(5.60) and (5.62)–(5.64) imply that
E sup
A∈B
|P(W ∗ ∈ A|X) −P(Z ∈ A)|2 6 C∆n.
Hence Theorem 4.1 follows from Markov’s inequality.
Next we prove Corollary 4.1. The first claim immediately follows from Theorems 3.2
and 4.1. Besides, Since P(|W ∗| > x|X) = 1 − P(|W ∗| 6 x|X) and P(|W | > q∗n(α)) =
1 − P(|W | 6 q∗n(α)), the second claim follows from Theorems 3.2 and 4.1 along with
Proposition 3.2 of Koike (2019).
5.8 Proof of Theorem 4.2 and Corollary 4.2
Conditional on X, we apply Theorem 3.2 to W ◦ and obtain
sup
A∈B
|P(W ◦ ∈ A|X)−P(Z ∈ A)| 6 C
tr(Σ2)1/4
√
δ◦1 + δ
◦
2 , (5.65)
where
δ◦1 := ‖Σ−Var(W ◦|X)‖H.S. +
d∑
j=1
|Σjj −Var(W ◦j |X)|
and
δ◦2 :=
1
n
√√√√ n∑
i=1
E[|eiXi|4|X] + 1
n
d∑
j=1
√√√√ n∑
i=1
E[|eiXij |4|X]
=
√
Ee41
n
√√√√ n∑
i=1
|Xi|4 +
√
Ee41
n
d∑
j=1
√√√√ n∑
i=1
X4ij .
Since we have
Var(W ◦|X) = 1
n
n∑
i=1
E[eiXi(eiXi)
⊤|X] = 1
n
n∑
i=1
XiX
⊤
i ,
we obtain
E|Σjk − Cov(W ◦j ,W ◦k |X)|2 = Var
[
1
n
n∑
i=1
XijXik
]
6
1
n2
n∑
i=1
E[X2ijX
2
ik].
Hence we deduce
Eδ◦1 6
√√√√ 1
n2
n∑
i=1
E|Xi|4 +
d∑
j=1
√√√√ 1
n2
n∑
i=1
E[X4ij ]. (5.66)
From (5.65)–(5.66) and
√
Ee41 > Ee
2
1 = 1, we obtain
E sup
A∈B
|P(W ◦ ∈ A|X) −P(Z ∈ A)|2 6 C
√
Ee41∆n.
Hence Theorem 4.2 follows from Markov’s inequality. We can prove Corollary 4.2 analo-
gously to Corollary 4.1.
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