In privacy preserving data mining, utility mining plays an important role. In privacy preserving utility mining, some sensitive itemsets are hidden from the database according to certain privacy policies. Hiding sensitive itemsets from the adversaries is becoming an important issue nowadays. Also, only very few methods are available in the literature to hide the sensitive itemsets in the database. The existing paper utilized two algorithms; such as HHUIF and MSICF are conceal the sensitive itemsets, so that the adversaries cannot mine them from the modified database. To accomplish the hiding process, this method finds the sensitive itemsets and modifies the frequency of the high valued utility items. But, the performance of this method lacks if the utility value of the items are same. To solve this problem, in this paper a modified MSICF algorithm with Item Selector (MMIS) is proposed. The MMIS algorithm computes the sensitive itemsets by utilizing the user defined utility threshold value. The proposed MMIS reduces the computation complexity as well as improves the hiding performance of the itemsets. The algorithm is implemented and the resultant itemsets are compared against the itemsets that are obtained from the conventional privacy preserving utility mining algorithms.
INTRODUCTION
The collection of digital information by governments, corporations, and individuals has created tremendous opportunities for knowledge-based decision making. Driven by mutual benefits, or by regulations that require certain data to be published, there is a demand for the exchange and publication of data among various parties [1] .Some of the organization needs privacy for the original data. So recently all the organizations are utilizing the Privacy Preserving Utility Mining (PPUM) for the security purpose. Many data mining applications deal with privacy-sensitive data. It is randomly perturbing the data while preserving the underlying probabilistic properties [2] . Privacy is usually measured using some form of disclosure risk, while the data utility is traditionally measured as information loss between the original data and the transformed sanitized data [3] .
The problem of privacy preserving data mining has become more important in recent years because of the increasing ability to store personal data about users and the increasing sophistication of data mining algorithm to leverage this information. A number of techniques have been suggested in recent years in order to perform privacy preserving data mining [4] .PPUM research usually takes one of the three philosophical approaches: (i) Data hiding (ii) Rule hiding (iii) Secure Multiparty Computation. Its main goal is to develop efficient algorithm that allow one to extract relevant knowledge from a large amount of data, while prevent sensitive data and information from disclosure or inference [5] . Moreover, some of those algorithms can be computationally very expensive and thus cannot be used when very large sets of data need to be frequently released. Therefore, in addition to data quality, performance also needs to be carefully assessed [6] . The first type of privacy, termed as output privacy, is that the data is altered so that the mining result will conserve certain privacy. Many modification techniques such as perturbation, blocking, aggregation, swapping and sampling are used for this type of privacy [7] [8] . The second type of privacy, labeled as input privacy, is that the data is manipulated so that the mining result is not affected or less affected. The cryptography based and reconstruction based techniques are used for this type of privacy [9] [10].
RELATED WORKS
In 2009, Mohammad Naderi Dehkordi et al. [11] have presented the Extracting of knowledge form large amount of data was an important issue in data mining systems. One of most important activities in data mining was association rule mining and the new head for data mining research area was privacy of mining. A lot of researches have done in the area but most of them focused on perturbation of original database heuristically. Therefore the final accuracy of released database falls down intensely. In addition to accuracy of database the main aspect of security in this area was privacy of database that is not warranted in most heuristic approaches, perfectly. They introduced new multi-objective method for hiding sensitive association rules based on the concept of genetic algorithms. The main purpose of the method was fully supporting security of database and keeping this utility and certainty of mined rules at highest level.
In 2011, Vijayarani et al. [12] have discussed about the association rule hiding problem. Association rule mining, one of the very important data mining techniques. The process of discovering itemsets that frequently co-occur in a transactional database so as to produce significant association rules that hold for the data was known as Association rule mining. This process was modifying the original database by hiding the sensitive data to protect the sensitive association rules. In the paper, they have proposed Artificial Bee Colony optimization algorithm for hiding the sensitive association rules. They analyzed the efficiency of the Artificial Bee Colony optimization technique by using various performance factors.
In 2010, Nissim Matatov et al. [13] have proposed a different approach for achieving k-anonymity by partitioning the original dataset into several projections such that each one of them adheres to k-anonymity. Moreover, any attempt to rejoin the projections, results in a table that still complies with kanonymity. A classifier was trained on each projection and subsequently, an unlabelled instance was classified by combining the classifications of all classifiers. Guided by classification accuracy and k-anonymity constraints, the proposed data mining privacy by decomposition (DMPD) algorithm uses a genetic algorithm to search for optimal feature set partitioning. Ten separate datasets were evaluated with DMPD in order to compare to that classification performance with other k-anonymity-based methods. The results show that DMPD performs better than existing kanonymity-based algorithms and there was no necessity for applying domain dependent knowledge. In 2012, Ziauddin et al. [14] have presented the scope of Association Rule Mining and KDD was very broad. Over the last fifteen years it has been developed at a dynamic rate. Although it has been emerged as a new technology but Association Rule Mining was still in a stage of exploration and development. In the paper they presented a survey of research work carried by different researchers since has beginning. Of course, a single article cannot be a complete review of all the research work, yet we hope that it would provide a guideline for the researcher in interesting research directions that have yet to be explored. In 2012, Guillermo Navarro-Arribas et al. [15] have proposed the anonymization of query logs was an important process that needs to be performed prior to the publication of such sensitive data. It ensures the anonymity of the users in the logs, a problem that has been already found in released logs from well known companies. In the paper presented the anonymization of query logs using micro aggregation. This technique ensures the k-anonymity of the users in the query log, while preserving its utility. They provide the evaluation of this proposal in real query logs, showing the privacy and utility achieved, as well as providing estimations for the use of such data in data mining processes based on clustering. In 2009, Keke Chen et al. [16] have proposed an approach based on geometric data perturbation and data-mining-service oriented framework. The key problem of applying geometric data perturbation in multiparty collaborative mining was securely unifying multiple geometric perturbations that were preferred by different parties, respectively. They have developed three protocols for perturbation unification. Thisapproach has three unique features compared to the existing approaches. (1) With geometric data perturbation, these protocols could work for many existing popular data mining algorithms, while most of other approaches were only designed for a particular mining algorithm. (2) Both the two major factors: data utility and privacy guarantee were well preserved, compared to other perturbation-based approaches. (3) Two of the three proposed protocols also have great scalability in terms of the number of participants, while many obtainable cryptographic approaches consider only two or a few more participants. In 2010, Jieh-Shan Yeh et al. [17] have proposed the privacy preserving utility mining (PPUM) with two novel algorithms, HHUIF and MSICF, to achieve the goal of hiding sensitive itemsets so that the adversaries could not mine them from the modified database. The work also minimizes the impact on the sanitized database of hiding sensitive itemsets. The experimental results show that HHUIF achieves lower miss costs than MSICF on two synthetic datasets. On the other hand, MSICF generally has a lower difference ratio than HHUIF between original and sanitized databases. 
The Proposed Modified Privacy Preserving Utility Mining Algorithm
, where x is the total number of items in the database. Each transaction y T is a set of items and a set of items is termed as an itemset. Moreover, the external utility value of each item in the database is stored in the external utility 
Utility Mining Algorithm
The utility value of an itemset P in transaction Y T is denoted as,
Then, find the itemsets whose utility value is higher than the user specified threshold value  , where, the minimum utility threshold is  . The itemset P is a high utility itemset, The sensitive itemsets should be concealed according to some security strategies. To perform the sanitizing process, the existing method [14] has utilized two algorithms: HHUIF and MSICF. Amongst these two algorithms, MSICF produces lower DS than the HHUIF and the MSICF algorithm is described below.
Obtainable MSICF Algorithm
The main objective of the MSICF algorithm is to diminish the utility value of each sensitive itemset by modifying the quantity values of items which has the maximum conflict count among items in the sensitive itemsets. The pseudo code of the MSICF algorithm is given below: 
. return the sanitized database ' 
C
This MSICF process continues until the utility value of each sensitive itemset becomes lower than  . This existing MSICF privacy preserving utility mining algorithm has some drawbacks in the hiding process, and such drawback is formulated in the following section.
Problem Formulation
The MSICF algorithm hides the sensitive itemsets having high utility value. But, the drawback of this algorithm is that, if the items in the sensitive itemsets having same utility value, then it will decrease the hiding performance. , here the frequency value of item in the itemset having high utility value is changed. In case, if both B A, have the same utility value as 100 then, any one of the item's value is modified randomly. Hence, this process creates an impact between these items. To solve this drawback, in this paper a Modified MSICF algorithm with Item Selector (IS) (MMIS) is proposed. The Item Selector is used to select the high utility value itemset by using the following algorithm, and subsequently the frequency value of the selected items is modified. The developed IS will reduce the computation complexity as well as improves the hiding performance of the itemsets.
Modified MSICF Algorithm with Item Selector (MMIS)
The main objective of the MMIS algorithm is to select the best items from the sensitive itemsets having same high utility value. The high utility value itemsets are hidden by modifying the frequency values of items contained in the sensitive itemsets based on the minimum utility threshold value  . This hiding process is repeated until all the sensitive itemsets utility value become lower than the threshold value  .The proposed MMIS algorithm is described below. 
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In this threshold value formula, where
The proposed algorithm shows that the item-set m s Contains two items and their utility values are found and check for higher utility value. If suppose both items utility values are same, then find frequency value for each item-sets otherwise it will move to the final condition modified step. The same utility items frequency values are sorted in descending order and top most value is selected. The top most items frequency values are determined and two parametric values are found by multiplying the top most items frequency with top most items value. After that, compare both parametric values based on the item chosen and change that item frequency value.
The proposed MMIS algorithm hides the sensitive item-sets having high utility values, so the adversaries cannot mine such sensitive item-sets from the database.
EXPERIMENTAL RESULTS
The proposed MMIS algorithm is implemented in the working platform of MATLAB version 7.12. The performance of the proposed MMIS algorithm is measured by conducting experiments on one dataset. In the dataset, the proposed MMIS algorithm finds the sensitive item-sets that have high utility than the specified minimum utility threshold value. The sensitive item-sets are mined from the dataset and the corresponding item-sets items utility value is changed by utilizing IS.
Dataset Description
In this paper, only one dataset is utilized for the performance analysis of proposed MMIS algorithm. The Dataset I contains 200 transactions with 10 different items. Dataset is described in Table I . 
Performance Analysis
The effectiveness of proposed technique is analyzed by invoking some performance measures given in [18] . Moreover, the proposed MMIS algorithm performance is compared with the conventional MSICF algorithm. The performance analysis is carried out by changing the minimum utility threshold as 1000, 1500, 2000, 2500 and 3000. The performance measures of the proposed and conventional algorithms are shown in the following Table II . The performance measures are described below, As can be seen from Table II , the performance measure shows that the proposed algorithm has offered higher performance compared to the conventional algorithm. The hiding failure value of MMIS algorithm is lower than the conventional MSICF algorithm. The low value of HF shows that the proposed technique hides the sensitive items more efficiently than the conventional MSICF algorithm [17] . Similarly, the dissimilarity values of the proposed MMIS algorithm are also lower than the conventional MSICF algorithm. But Miss Costs of the proposed system are higher when compared to conventional MSICF algorithm. Also, the DS measure shows that the MMIS algorithm removes the sensitive items and its corresponding sensitive transactions. As it is known from these graphs, the proposed technique has offered high performance in different minimum utility threshold values with different performance measures. Thus, the proposed MMIS algorithm efficiently hides the sensitive itemsets from the original database and provides a database with the non sensitive itemsets.
CONCLUSION
In this proposed technique, MMIS privacy preserving utility mining algorithm for hiding the high utility sensitive item sets by utilizing exploiting the Item Selector (IS). The enhanced MMIS algorithm successfully hides the sensitive item sets from the adversaries even though the items utility value is similar or non similar. Initially the proposed technique presents a privacy preserving utility mining (PPUM) model and builds up an MMIS algorithm to reduce the impact on the source database of privacy preserving utility mining. This algorithm modifies the database transactions containing sensitive item sets to minimize the utility value below the given threshold while preventing reconstruction of the original database from the sanitized one. The experimental results proved that the performance of the proposed MMIS algorithm was better than the conventional MSICF algorithm. In future, by making small modifications in computing threshold process or by changing the optimization algorithm these results can be improved. This in case reduces the computation time taken for the whole process and retrieve better results.
ACKNOWLEDGMENTS
The author would like to express her heart full thanks to the Prof. N.V.E.S.Murthy, Department of Computer Science and Systems Engineering, AUCE, Andhra University, for his constant encouragement and help throughout the preparation of this paper.
.REFERENCES

