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ABSTRACT 
Distributed Hydrological Modeling Using Soil Depth Estimated  
Based on Landscape Variables from  
Enhanced Terrain Analysis 
by 
Teklu Kidane Tesfa, Doctor of Philosophy 
Utah State University, 2010 
Major Professor: David G. Tarboton 
Department: Civil and Environmental Engineering 
The spatial patterns of land surface and subsurface characteristics determine the 
spatial heterogeneity of hydrological processes.  Soil depth is one of these characteristics 
and an important input parameter required by distributed hydrological models that 
explicitly represent spatial heterogeneity.  Soil is related to topography and land cover 
due to the role played by topography and vegetation in affecting soil-forming processes.  
The research described in this dissertation addressed the development of statistical 
models that predict the soil depth pattern over the landscape; derivation of new 
topographic variables evaluated using both serial and parallel algorithms; and evaluation 
of the impacts of detailed soil depth representation on simulations of stream flow and soil 
moisture.  The dissertation is comprised of three papers.   
In paper 1, statistical models were developed to predict soil depth pattern over the 
watershed based on topographic and land cover variables.  Soil depth was surveyed at 
locations selected to represent the topographic and land cover variation at the Dry Creek 
iv 
 
Experimental Watershed, near Boise, Idaho.  Explanatory variables were derived from a 
digital elevation model and remote sensing imagery for regression to the field data.  
Generalized Additive and Random Forests models were developed to predict soil depth 
over the watershed.  The models were able to explain about 50% of the soil depth spatial 
variation, which is an important improvement over the soil depth extracted from the 
SSURGO national soil database. 
In paper 2, definitions of the new topographic variables derived in the effort to 
model soil depth, and serial and Message Passing Interface parallel implementations of 
the algorithms for their evaluation are presented.  The parallel algorithms enhanced the 
processing speed of large digital elevation models as compared to the serial recursive 
algorithms initially developed.   
In paper 3, the impact of spatially explicit soil depth information on simulations 
of stream flow and soil moisture as compared to soil depth derived from the SSURGO 
soil database has been evaluated.  The Distributed Hydrology Vegetation Soil Model was 
applied using automated parameter optimization technique with all input parameters the 
same except soil depth.  Stream flow was less impacted by the detailed soil depth 
information, while simulation of soil moisture was slightly improved due to the detailed 
representation of soil depth. 
(222 pages) 
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 CHAPTER 1 
INTRODUCTION 
Several decades have passed since hydrological research started to pay an 
increasing attention to spatially variable hydrological processes and the importance of 
distributed hydrological modeling to understand the impacts of human activities on the 
hydrological cycle [Freeze and Harlan, 1969; Abbott et al., 1986a; Grayson et al., 1992; 
Rosso, 1994].  The rapid increase in computer power and improved insight into 
hydrological processes has lead to the development of models that allow representation of 
the spatial variability of hydrological characteristics [Jensen and Mantoglou, 1992; Feyen 
et al., 2000].  However, their application has been limited due to lack of spatially 
distributed data and difficulty in calibration and validation [Jensen and Mantoglou, 1992; 
Bathurst and O'Connell, 1992; Refsgaard, 2000; Reed et al., 2004].   
The difficulty in collecting and processing sufficiently detailed data, which has 
been the main practical limitation of distributed hydrological modeling, seems to be 
partly alleviated by recent data collection advances such as the availability of digital 
topographic data, the use of weather radar platforms and airborne and satellite based 
sensors, and the ongoing technological advances in computation [Smith et al., 2004].  
However, while encouraging advances have been achieved in representing 
meteorological and land cover data as input for distributed hydrological modeling, 
improvements in land subsurface representation seem to be limited.  Although there may 
be a wealth of GIS data to help establish model parameters, there is also a great lack of 
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data about the detailed physical characterization of the subsurface where most 
hydrological processes occur [Duan et al., 2003; Lin et al., 2006].   
In distributed hydrological modeling, more spatially detailed input data are 
needed to capture the spatial variability of hydrological processes [Park and van de 
Giesen, 2004; Bathurst and O'Connell, 1992; Jensen and Mantoglou, 1992].  As models 
improve in their ability to capture small scale details, the structure of spatial patterns in 
the data becomes increasingly important [Grayson and Blöschl, 2000].  Spatial patterns 
of land surface and subsurface characteristics play crucial role in determining the spatial 
heterogeneity of hydrological processes.  Schulz et al. [2006] has emphasized that 
thoughtful representation of key land surface and subsurface characteristics in 
hydrological models is an important future challenge.  In hydrological modeling, 
subsurface characteristics are represented through the properties of the soil column 
mantling the watershed.  
Soil depth is an important soil property used to represent the subsurface 
characteristics of the watershed in distributed hydrological models.  It influences 
subsurface moisture storage, vertical and lateral moisture movement, saturation thickness 
and plant root depth in the soil.  In a watershed mantled with deep soil, more water 
storage, longer residence time and less surface runoff are expected than in a watershed 
mantled with shallow soil.  Hoover and Hursh [1943] examined whether soil depth 
variation over subwatersheds affects the runoff contribution of tributaries to larger 
streams.  They found in their study area (Coweeta Experimental Forest in western North 
Carolina, USA) that watersheds with elevation lower than 915 m were mantled with 
deeper soils than watersheds with elevation higher than 915 m which are typically steeper 
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and have soils less than 0.61 m deep.  They suggested that higher rates of storm discharge 
recorded at gauging-stations on the major streams were from the tributaries located at 
higher elevations not only because they receive more rainfall but also have less capacity 
to store rainfall in the shallower soil [Hoover and Hursh, 1943].   
Saulnier et al. [1997] extended the TOPMODEL [Beven, 1995] theory to handle 
spatial variability in the rate of decrease of hydraulic conductivity with soil depth.  The 
parameter m that quantifies the rate of decrease of conductivity with soil depth is used as 
an effective measure of soil depth.  In this approach, hydrological similarity is two 
dimensional in that it requires the same value of effective soil depth, m, and topographic 
index.  The sensitivity of predicted discharge and calibrated parameter values to the 
relative variation of effective soil depth was tested.  The findings in Saulnier et al. [1997] 
show that predicted discharges and calibrated parameter values were not sensitive to the 
patterns of the relative soil depth. 
Recent research in hydrology, ecology, pedology and geomorphology shows that 
there is a growing interest in integrated multidisciplinary modeling approaches which 
have brought forth new research areas such as eco-hydrology [Bond, 2003], hydro-
geomorphology [Sidle and Onda, 2004] and hydro-pedology [Lin et al., 2006] which 
seems to open opportunities for hydrological modelers to get more detailed distributed 
input data.  Hydro-pedologists see great potential for improvement in hydrological 
predictions through more innovative use of soil survey data, and through modifications of 
the data collected using soil surveys [Lin et al., 2006].  In the light of this growing 
interest, distributed hydrological modeling could benefit from soil depth prediction model 
that could provide more accurate soil depth input data. 
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In spite of the importance of spatially detailed soil information in distributed 
hydrological modeling, current hydrological models often use the national soil databases 
such as the Soil Survey Geographic Database (SSURGO) and State Soil Geographic  
Database (STATSGO) as their main source of soil information to represent the 
subsurface characteristics [Lytle, 1993; Anderson et al., 2006].  In these databases, soils 
are spatially represented as discrete map units with sharp boundaries.  A map unit may 
comprise multiple soil components but these components are not represented spatially 
within the map unit.  As a result, soil attributes are spatially represented at map unit level 
as a mean or some other representative value of the components.  Such a representation 
of soils is discrete, highly generalized and is incompatible with other landscape data 
derived from digital elevation models [Moore et al., 1993; Zhu, 1997; Zhu and Mackay, 
2001; Schmidt et al., 2005].  This limits applicability for spatially distributed 
hydrological modeling.   
Various approaches have been explored to improve the characterization of soil 
properties over landscapes to overcome the limitations of existing soil databases: fuzzy 
logic [Zhu and Band, 1994a; Zhu et al., 1996, 1997; McBratney and Odeh, 1997], 
statistical [Moore et al., 1993; Gessler et al., 1995], geostatistical [Bierkens and 
Burrough, 1993; Odeh et al., 1994; Zhang et al., 1995], and physical [Dietrich et al., 
1995; Heimsath et al., 1997, 1999, 2000, 2001, 2005; Saco et al., 2006].  These 
approaches showed only partial success in predicting soil depth over landscapes.  While 
the physical approach has shown reasonable prediction capability in un-channeled valleys 
[Dietrich et al., 1995], the cause of the exponential soil production function used in these 
specific models has not been explained and the potential dependence on other factors, 
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such as soil moisture, has only had limited evaluation.  The roles of chemical and 
physical breakdown of the underlying rock and its influence on soil production, and the 
effects of various topographic factors (aspect, slope, elevation etc.) are not explicitly 
considered in this approach.  The challenge is to develop an explicit, quantitative, and 
spatially realistic model of soil depth useful for spatially distributed hydrological, 
ecological, and environmental modeling.   
Soil is related to topography and land cover due to the role played by topography 
and vegetation in affecting soil forming processes [Jenny, 1941; Moore et al., 1993; Odeh 
et al., 1994; Dietrich et al., 1995; Summerfield, 1997].  The potential for correlating 
individual soil properties with topographic and land cover variables that are easily 
obtainable using the existing technological developments, and have physical meaning, 
seems to be promising [Gessler et al., 1995; Moore et al., 1993].  Topographic variables 
can be derived from Digital Elevation Models (DEM) which are a widely used digital 
representation of topography.  Encouraged by the availability of DEM, its wide 
application, and advancement in computer technology, there have been many efforts to 
improve DEM analysis methods [O'Callaghan and Mark, 1984; Marks et al., 1984; 
Band, 1986; Jenson and Domingue, 1988; Mark, 1988; Quinn et al., 1991; Freeman, 
1991; Garbrecht and Martz, 1995, 1997; Tarboton, 1997; Planchon and Darboux, 2001; 
Soille et al., 2003; Seibert and McGlynn, 2007; Tarboton and Baker, 2008].  
Furthermore, there have been efforts to derive useful topographic information from DEM 
for various applications in hydrology, geomorphology and ecology [Moore et al., 1991; 
Wilson and Gallant, 2000; Hengl and Reuter, 2009; Tarboton and Baker, 2008].   
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Various land cover variables can be derived from analysis of remote sensing 
images [Jensen, 1996].  A map of land cover types can be derived from Landsat TM 
images in conjunction with ground based training sites using supervised classification 
[ERDAS Inc., 1997].  Principal components analysis identifies orthogonal components 
from the six Landsat input bands and captures 99% of the variance in the first three 
components that represent important land cover variables [Jensen, 1996].  The Tasseled 
Cap transformation [Kauth and Thomas, 1976; Crist and Cicone, 1984] converts the six 
Landsat TM bands (1, 2, 3, 4, 5, & 7) into three components designated as brightness, 
greenness and wetness that can be used as land cover variables.  Furthermore, indices 
such as the Normalized Difference Vegetation Index (ndvi) [Jensen, 1996], vegetation 
index (vi) [Jensen, 1996] and canopy cover (cc) [Zhu and Band, 1994b] can be derived 
from remote sensing images to represent land cover variables.  
The research described in this dissertation focused on spatially distributed soil 
depth and the role it plays in hydrologic response.  It was hypothesized that detailed soil 
depth input would improve simulation of watershed hydrological responses.  A model 
that predicts the spatial pattern of soil depth over the landscape was needed to create 
spatially detailed soil depth inputs.  Variables that have explanatory capability for soil 
depth were required to develop an explicit, quantitative, and spatially distributed soil 
depth prediction model.  A distributed hydrological modeling experiment was needed to 
evaluate the impact of the detailed representation of soil depth on simulation of 
hydrological responses to test the above hypothesis.  The research in this dissertation was 
done on the Dry Creek Experimental Watershed (DCEW), a semiarid mountainous 
watershed, near Boise, Idaho, USA.  This research has three distinct objectives. 
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Objective 1 was to develop a statistical model that predicts the spatial pattern of 
soil depth over the watershed from topographic and land cover variables.  This requires 
deriving topographic and land cover variables that have explanatory capability for soil 
depth.  The following steps were taken to achieve this objective:  
1. Survey the soil depth at subwatersheds selected to represent the topographic and 
land cover variation over the watershed for model calibration and at broadly 
distributed locations for model validation. 
2.  Derive topographic and land cover variables that have explanatory capability for 
the spatial pattern of soil depth over the watershed from DEM and Remote 
Sensing Images respectively. 
3. Select the most important topographic and land cover explanatory variables and 
model complexity (number of variables selected) using a cross validation 
approach [Hastie et al., 2001, chapter 7]. 
4. Apply the Generalized Additive Models (GAM) and Random Forests (RF) 
statistical techniques to predict soil depth based on the relationships between the 
measured soil depth and the selected topographic and land cover variables. 
5. Compare the modeled soil depth maps to the soil depth maps derived from 
existing soil databases (SSURGO) to evaluate the improvements in soil depth 
representation from the statistical models based on topographic and land cover 
variables. 
Objective 2 was to enhance terrain analysis to enrich the information derived 
from DEMs.  New topographic variables were developed to use in the prediction of soil 
depth.  However these variables may have generality beyond soil depth prediction so 
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have been presented from a general perspective.  Algorithms have been developed for the 
evaluation of the new topographic variables.  The algorithms were further improved to 
take advantage of parallel processing capability using Message Passing Interface (MPI) 
technology.  The parallel algorithms enable rapid evaluation of topographic variables 
over large areas by decomposing the domain into partitions which are assigned to 
separate processes for evaluation. 
Objective 3 was to evaluate the impact of detailed representation of soil depth on 
simulations of stream flow and soil moisture as compared to soil depth derived from 
existing soil databases (SSURGO) using the Distributed Hydrology Soil Vegetation 
Model (DHSVM) [Wigmosta et al., 1994].  The strategy was to apply the DHSVM model 
using the same automatic calibration technique with all input parameters the same except 
soil depth, and examine the differences.  The following steps were taken to achieve this 
objective: 
1. Examine the sensitivity of the model to the length of initialization (warm up) 
period so as to select warm up, calibration and validation periods from the time 
series data available. 
2. Examine the model sensitivity to uncertain soil and vegetation parameters to 
identify parameters that require automatic optimization. 
3. Select objective functions for the calibration and out of sample evaluation 
(validation) of the model. 
4. Calibrate the model using an automatic calibration technique to optimize the 
selected parameters with two datasets that have all input data the same except the 
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soil depth.  The two soil depth inputs come from the statistical model developed 
in objective 1 and from the SSURGO soil database. 
5. Evaluate the model with the validation datasets not used in calibration.  This 
evaluation included quantitative comparison of the performance of the model 
simulations with both soil depth inputs to observed stream flow and soil moisture 
using the selected objective functions and qualitative examination of soil moisture 
maps generated from the model with both soil depth inputs. 
The three objectives are interrelated.  Objectives 2 aims to implement enhanced 
algorithms for the evaluation of topographic variables derived to achieve objective 1.  
Objective 3 aims to evaluate the impact of detailed soil depth modeled in objective 1 on 
simulation of hydrological responses.  This dissertation is a collection of three papers 
each addressing a single objective. 
Chapter 2 (paper 1) addresses objective 1 through the development of statistical 
models that predict soil depth from topographic and land cover variables.  To develop the 
statistical models, soil depth was surveyed by driving a rod into the ground until refusal 
at locations selected to represent the topographic and land cover variation in DCEW.  The 
soil depth survey consisted of a model calibration set and a model testing set.  The 
calibration data set was randomly divided into a training subset consisting of 75% of the 
data and a validation subset consisting of the remaining 25% that was used to estimate 
the prediction error for variable and model complexity selection [Hastie et al., 2001, 
chapter 7].  The testing data set was used as an out of sample data set to test the model 
results.  Topographic variables were derived from a DEM obtained from the USGS 
website (http://seamless.usgs.gov/).  Land cover variables were derived from Landsat 
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remote sensing images and high resolution aerial photographs obtained from the US 
Department of Agriculture Natural Resources Conservation Service (NRCS) Idaho State 
Office.  Generalized Additive Models (GAM) [Hastie and Tibshirani, 1990] and Random 
Forests (RF) [Breiman, 2001] statistical modeling techniques were applied to predict soil 
depth based on these topographic and land cover variables using soil depth data.  
Predicted and measured soil depth was also aggregated at the scale of the SSURGO map 
units and compared to soil depth from the SSURGO soil database for survey area ID903 
(Boise Front) obtained from NRCS Idaho State Office.   
The models were able to explain about 50% of the soil depth spatial variation 
which is an important improvement over the soil depth derived from the SSURGO soil 
database which was found to be poorly correlated to the measured soil depths.  The soil 
depth maps from GAM and RF predict that the ridges (convex areas) and south facing 
slopes have shallower soils as compared to the valleys (concave areas) and the north 
facing slopes respectively.  This generally agrees with observations in this area and 
existing literature [Heimsath et al., 2002; Hoover and Hursh, 1943]. 
Paper 2 (chapter 3) presents definitions, algorithms and potential applications of 
new topographic variables derived as explanatory variables for soil depth to achieve 
objective 1.  The variables defined in this paper include distances up (distances to ridge) 
and distances down (distances to stream) measured vertically, horizontally, and following 
the surface.  These were also used to derive other variables such as slope position, slope 
position ratio, slope roughness index and a direct transect distance that combines 
horizontal and vertical distances using Pythagoras’ theorem.  These variables were 
computed by extending the D-infinity (D∞) flow model [Tarboton, 1997] contributing 
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area algorithm that apportions flow between adjacent neighbors based on the direction of 
steepest downward slope on the eight triangular facets constructed in a 3 x 3 grid cell 
window using the center cell and each pair of adjacent neighboring grid cells in turn.  
This model results in multiple flow paths between points on the topography, with the 
result that distances may be computed as minimum, maximum or average.  In this paper, 
both the serial and Message Passing Interface (MPI) parallel implementations of the 
algorithms for evaluation of these new topographic measures are presented.  To evaluate 
the effectiveness of the parallel algorithms of both distance up and distance down 
functions, the run times from the parallel algorithms are compared with the run times 
from the serial recursive algorithms.   
The parallel implementations enable rapid evaluation over large areas by 
decomposing the domain into partitions which are assigned to separate processes for 
evaluation.  The parallel algorithms make use of a queue data structure to order the 
consideration of cells such that each cell is visited only once and cross-partition 
communications are handled in an efficient manner.  These algorithms enhance the 
processing speed of large DEMs as compared to the serial recursive algorithms used 
previously.  The topographic variables defined in the paper have been used to predict soil 
depth in paper 1 but we also envisage that they may have other more general modeling 
applicability in hydrology, geomorphology and ecology. 
Paper 3 (chapter 4) presents the distributed hydrological modeling experiment to 
evaluate the impact of the detailed representation of soil depth modeled using the GAM 
statistical model developed in paper 1.  In this experiment, first DHSVM was examined 
for its sensitivity to the length of warm up period using the stream flow at the outlet of 
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the watershed and soil moisture averaged over the watershed at three soil layers.  This 
showed that both stream flow and soil moisture converge in less than a one year period.  
The available time series dataset was divided into three intervals: 2000 – 2001 water 
years for model warm up, 2002 – 2005 water years for model calibration, and 2006 – 
2008 water years for model validation.  The sensitivity of DHSVM to the soil, vegetation 
and constant parameters was examined using the warm up data suggesting lateral 
hydraulic conductivity, the exponential hydrological conductivity decrease coefficient, 
porosity, field capacity and stomatal resistance as the most sensitive parameters.  Due to 
their relation to soil depth, the lateral hydraulic conductivity and the exponential decrease 
coefficient were selected for automatic optimization.   
To test the hypothesis that detailed soil depth input would improve simulation of 
watershed hydrological response, two sets of DHSVM model input parameters consisting 
of the required spatial and time series data were generated.  Except for the lateral 
hydraulic conductivity and exponential decrease coefficient, all other parameters (soil, 
vegetation and constant) were specified based on previous studies and field observations 
[Maidment, 1993; Wigmosta et al., 1994; Bowling and Lettenmaier, 1997; LaMarche and 
Lettenmaier, 1998; Storck, 2000; VanShaar, 2002; Breuer et al., 2003; Salminen and 
Heider, 2007] in the same manner for both datasets.  The lateral hydraulic conductivity 
and exponential decrease coefficient were allowed to vary freely within specified bounds 
in both datasets.  The only difference between the two sets of model input parameters is 
in how the soil depth input was generated.  For one set, the soil depth information was 
derived from the SSURGO soil database where soil depth is represented as average depth 
over a discrete map unit with sharp boundaries.  For the second dataset, the soil depth 
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information was derived based on topographic and land cover variables using the GAM 
statistical soil depth prediction model in paper 1 where soil depth varies with topography. 
DHSVM was calibrated using the same automated genetic parameter optimization 
technique (RGENOUD) in the R statistical software [R Development Core Team, 2007] 
using the 2002 - 2005 water years’ data with each set of input parameters.  RGENOUD 
combines evolutionary algorithm methods with derivative based methods to solve 
difficult optimization problems [Mebane and Sekhon, 2007; Sekhon and Mebane, 1998].  
Lateral hydraulic conductivity and exponential decrease coefficient were optimized to 
maximize the Nash Sutcliffe Efficiency Coefficient (NSE).  Though DHSVM is sensitive 
to other soil and vegetation parameters, we decided to minimize the number of freely 
varying parameters to only two parameters that are related to soil depth to avoid model 
over-parameterization [Beven, 1996].  
DHSVM was validated using the 2006 - 2008 water years’ data.  The NSE and the 
mean absolute error (MAE) between observed and simulated stream flow were used to 
evaluate the effect of soil depth representation on stream flow simulation.  Similarly, the 
NSE and MAE between the observed and simulated soil moisture for different depths at 
two sites within the watershed were used to evaluate the impact of soil depth 
representation on soil moisture simulation.  Furthermore, the spatial patterns of soil 
moisture simulated using each set of input parameters were qualitatively assessed in 
comparison to topography.  
The research described in this dissertation provides contributions to the 
hydrological, pedological, ecological and geomorphological sciences.  Statistical models 
of soil depth prediction have been developed in paper 1 (chapter 2).  These models are 
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expected to be applicable on areas with similar climate, topography and geology to the 
DCEW.  Forty two new topographic variables have been defined in paper 2 (chapter 3).  
Both serial and parallel algorithms to evaluate these variables have been implemented 
and have been included in the TauDEM, terrain analysis software available from 
http://hydrology.usu.edu/taudem/.  While these variables were initially used as 
explanatory variables for a soil depth model, they may also have other more general 
modeling applicability in hydrology, pedology, geomorphology and ecology.  The results 
in paper 3 (chapter 4) provide further understanding on the impact of detailed soil 
information on stream flow and soil moisture simulations.  Stream flow simulation was 
minimally impacted by the detailed representation of soil depth; while soil moisture 
simulation showed slight improvement as the result of the detailed soil depth 
representation.  These results suggest that the impact of detailed representation of soil 
depth is better revealed on simulation of distributed hydrological processes rather than on 
the watershed aggregated responses such as stream flow.   
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CHAPTER 2 
MODELING SOIL DEPTH BASED UPON TOPOGRAPHIC AND LAND COVER 
VARIABLES1 
Abstract 
Soil depth is an important input parameter in hydrological and ecological 
modeling. Presently, the soil depth data available in national soil databases (STATSGO, 
SSURGO) from the Natural Resources Conservation Service is provided as averages 
within generalized land units (map units).  Spatial uncertainty within these units limits 
their applicability for distributed modeling in complex terrain.  This work reports 
statistical models for prediction of soil depth in a semiarid mountainous watershed that 
are based upon the relationship between soil depth and topographic and land cover 
attributes.  Soil depth was surveyed by driving a rod into the ground until refusal at 
locations selected to represent the topographic and land cover variation in Dry Creek 
Experimental Watershed, Boise, Idaho.  The soil depth survey consisted of a model 
calibration set, measured at 819 locations over 8 sub-watersheds representing topographic 
and land cover variability, and a model testing set, measured at 130 more broadly 
distributed locations in the watershed.  Many model input variables were developed for 
regression to the field data.  Topographic attributes were derived from a Digital Elevation 
Model. Land cover attributes were derived from Landsat remote sensing images and high 
                                                            
1 Tesfa, T. K., D. G. Tarboton, D. G. Chandler, and J. P. McNamara (2009), Modeling 
soil depth from topographic and land cover attributes, Water Resour. Res., 45, W10438, 
doi:10.1029/2008WR007474. 
Reproduced by permission of American Geophysical Union 
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resolution aerial photographs.  Generalized Additive and Random Forests models were 
developed to predict soil depth over the watershed.  They were able to explain about 50% 
of the soil depth spatial variation which is an important improvement over the soil depth 
extracted from the SSURGO national soil database. 
2.1 Introduction 
Soil depth is one of the most important input parameters for hydro-ecological 
models.  Spatial patterns in soil depth arise from complex interactions of many factors 
(topography, parent material, climate, biological, chemical and physical processes) 
[Jenny, 1941; Hoover and Hursh, 1943; Summerfield, 1997].  As a result, prediction of 
soil depth at a point is difficult.  Spatial patterns in soil depth significantly affect soil 
moisture, runoff generation, and subsurface and groundwater flow [Freer et al., 2002; 
Stieglitz et al., 2003; McNamara et al., 2005; Seyfried et al., 2009; Gribb et al., 2009].  
Soil depth also provides an indication of the available water capacity, and exerts a major 
control on biological productivity [Gessler et al., 1995], which in turn affects 
evapotranspiration.  Consequently, accurate representation of soil depth at scales relevant 
to these processes is increasingly important for use in distributed simulation models of 
hydrology and ecology.  Soil depth is highly variable spatially, and laborious, time-
consuming and difficult to practically measure even for a modestly sized watershed 
[Dietrich et al., 1995].  There is thus a need for models that can predict the spatial pattern 
of soil depth. 
In the United States, the Natural Resources Conservation Service (NRCS) 
national soil databases (SSURGO & STATSGO) have been the main sources of soil 
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depth information used as input for hydro-ecological modeling [Anderson et al., 2006].  
In these databases, soils are spatially represented as discrete map units with sharp 
boundaries.  A map unit may be comprised of multiple soil components but these 
components are not represented spatially within the map unit.  As a result, soil attributes 
are spatially represented at map unit level as a mean or some other representative value of 
the components.  Such a representation of soils is discrete, highly generalized and is 
incompatible with other landscape data derived from digital elevation models [Moore et 
al., 1993; Zhu, 1997; Zhu and Mackay, 2001; Schmidt et al., 2005].  This limits 
applicability for spatially distributed hydro-ecological modeling.   
Various approaches have been explored to improve the characterization of soil 
properties over landscapes to overcome the limitations of existing soil databases created 
using conventional soil survey methods [Mark and Csillag, 1989; Goodchild, 1992; 
Moore et al., 1993; Bierkens and Burrough, 1993; Zhu and Band, 1994; Dietrich et al., 
1995; Zhu et al., 1996, 1997; McBratney and Odeh, 1997].  These are part of a general 
effort to develop and refine the spatial data for use in hydro-ecological modeling at scales 
consistent with other spatially distributed model inputs.  Schulz et al. [2006] reviewed the 
importance of spatial data representation to advance understanding of hydrological 
processes in general.  As models improve in their ability to capture small scale details, 
the structure of spatial patterns in the data becomes increasingly important [Grayson and 
Blöschl, 2000].  In the context of soils, the spatial pattern with respect to topography has 
long been used by soil mappers [Mark and Csillag, 1989; Goodchild, 1992; McBratney et 
al., 2003; Scull et al., 2003] and recently is the focus of efforts in hydropedology that 
examine synergies between soil and hydrological processes [Lin et al., 2006]. 
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Fuzzy logic has been suggested as an approach to refine the scale of soil 
information [McBratney and Odeh, 1997].  In particular Zhu and Band [1994], and Zhu et 
al. [1996, 1997] have developed a model SoLIM that combines fuzzy logic with GIS and 
expert system development techniques that capture the opinions of experts in the fuzzy 
logic functions used to map soil attributes from spatial soil forming factors.  Zhu and 
Mackay [2001] took this approach one step further and evaluated the effects of spatial 
detail of soil information, generated with this model on watershed hydrological response.  
They showed that detailed spatial soil information influenced simulated hydrographs and 
net photosynthesis, underscoring the importance of detailed spatial soil information for 
hydro-ecological modeling.  A limitation of this work was that no observed hydrographs 
were available for the watershed simulated, so it was not possible to quantify the 
improvement in hydrological simulations due to the more detailed soil information.  
There are also concerns regarding the subjectivity of expert opinions captured in a model 
such as SoLIM.  
Moore et al. [1993] and Gessler et al. [1995] applied statistical approaches to 
model the pattern of soil properties over landscape.  Relationships between soil properties 
and landscape factors (e.g. slope, wetness index, and plan curvature) were first extracted 
from point measurements and then used to predict soil properties over the remaining area.  
Geostatistical approaches have also been used to interpolate soil properties [Bierkens and 
Burrough, 1993; Odeh et al., 1994; Zhang et al., 1995; Zhu, 1997], but their application 
is often limited by the large amount of data required to define the spatial autocorrelation. 
In contrast to the statistical approaches mentioned above, Dietrich et al. [1995] 
suggested a process based approach for predicting the spatial variation of colluvial soil 
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depth.  By assuming (1) that soil production is a function of soil depth, (2) and that soil 
transport is proportional to slope and (3) that soil production is in local dynamic 
equilibrium with the divergence of soil transport, topographic curvature becomes a 
surrogate for soil production.  Observations of cosmogenic 10Be and 26Al concentrations 
from bedrock, reported by Heimsath et al. [1997, 1999], validated the relationship 
between curvature and soil production with an exponentially decreasing dependence of 
soil production on depth for their Tennessee Valley site in California.  These ideas have 
been further pursued in other areas [Heimsath et al., 2000, 2001].  Heimsath et al. [2005] 
showed that on steep slopes a depth dependent transport model is more broadly 
applicable.  Saco et al. [2006] incorporated these ideas into a landscape evolution model 
that was used to evaluate the dependence of soil production on simulated soil moisture.  
This provided a mechanism whereby soil depths could vary spatially even under 
conditions of dynamic equilibrium, where a soil production function dependent only on 
soil depth would predict constant soil depth.  
The various modeling approaches for predicting soil depth over landscapes, 
described above, showed only partial success.  While the physically based model has 
shown reasonable prediction capability in un-channeled valleys [Dietrich et al., 1995], 
the cause of the exponential soil production function has not been explained and the 
potential dependence on other factors, such as soil moisture has only had limited 
evaluation.  The roles of chemical and physical breakdown of the underlying rock and its 
influence on soil production, and the effects of various topographic factors (aspect, slope, 
elevation, etc.) are not explicitly considered in these models.   
26 
In this paper, we develop statistical models for prediction of the spatial pattern of 
soil depth over complex terrain from topographic and land cover attributes.  We introduce 
new topographic attributes, derived from a Digital Elevation Model (DEM), intended to 
have explanatory capability for soil depth.  Various land cover attributes were derived 
from Landsat remote sensing images.  Generalized Additive Models (GAM) and Random 
Forests (RF) statistical modeling techniques were applied to predict soil depth based on 
these topographic and land cover attributes using soil depth data measured at 819 points 
in 8 sub-watersheds within Dry Creek Experimental Watershed (DCEW).  This 
calibration data set was randomly divided into a training subset consisting of 75% of the 
data and a validation subset consisting of the remaining 25% that was used to estimate 
the prediction error for variable and model complexity selection [see e.g. Hastie et al., 
2001, chapter 7].  Soil depth data measured at an additional 130 more broadly distributed 
locations within DCEW was used as an out of sample data set to test the model results.  
Predicted and measured soil depth was also aggregated at the scale of SSURGO map 
units and compared to soil depth from the SSURGO soil database.   
2.2 Study Area 
This study was carried out in the Dry Creek Experimental Watershed (DCEW), 
about 28 km2 in area, located in the semi-arid southwestern region of Idaho 
approximately 13 km northeast of the city of Boise, USA (Figure 2.1). The general area, 
known as the Boise Front, is comprised of mountainous and foothills topography. 
Elevations in the DCEW range from 1000 m at the outlet where Dry Creek crosses Bogus 
Basin Road to 2100 m at the highest headwaters [Williams, 2005; McNamara et al., 
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2005; Williams et al., 2008]. The average slope is about 25%, with steeper north facing 
slopes than south facing slopes.  
The climate of DCEW has been classified by McNamara et al. [2005] using the 
Koeppen climate classification system [Henderson-Sellers and Robinson, 1986] as a 
steppe summer dry climate (BSk) for the lower part and moist continental climate with 
dry summers (Dsa) for the upper part.  Precipitation is highest in winter, as snow in the 
highlands and rain in the lowlands, and in spring in the form of rain. There are occasional 
summer thunderstorms.  Autumns are generally dry [Williams, 2005; Williams et al., 
2008].  The average annual precipitation ranges from 37 cm at lower elevations to 57 cm 
at higher elevations [Williams, 2005].  Streamflow typically remains low in the early and 
mid winter and peaks in the early to mid Spring due to the annual snowmelt freshet 
[McNamara et al., 2005].  
Vegetation in Dry Creek is dominated by grasses, forbs and sagebrush at lower 
elevations, transitioning into chaparral and then fir, spruce, and pines at higher elevations 
[McNamara et al., 2005].  Soils are formed from weathering of the underlying Idaho 
Batholith, which is a granite intrusion ranging in age from 75 to 85 million years 
[McNamara et al., 2005].  The soils range from loam to sandy loam in texture [Williams, 
2005; Gribb et al., 2009] and according to the SSURGO soil database the percentages of 
total sand, silt and clay range from 42% to 76%, 12% to 39%, and 8% to 18%, 
respectively. However, Gribb et al. [2009] reported that the gravel content can be up to 
38%.  The soils are generally well drained and have high surface erosion potential.  Soils 
on the south facing slopes generally have coarser texture than soils covering the north 
facing slopes. South facing slopes have more rock outcrops than the north facing slopes.  
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2.3 Methodology 
2.3.1 Field Data Collection 
Eight sub-watersheds were selected to represent the elevation, slope, aspect and 
land cover variability present within DCEW.  Soil depth, topographic curvature (field 
observed curvature), and vegetation were surveyed at a total of 819 points within the 
eight sub-watersheds.  Survey locations were chosen to represent the range of 
topographic and land cover variation in the sub-watersheds.  At each survey point the 
GPS location (with 3 to 6 meter accuracy) was recorded. An aerial photograph (with 1 
meter resolution) and field notes were used to refine the GPS positioning of the survey 
locations.  At each location two or three soil depth replicates 2 to 3 meters apart were 
collected by driving a 220 cm long 1.27 cm diameter sharpened copper coated steel rod 
graduated at 5 cm interval into the ground using a fence post pounder until refusal.  The 
rod was oriented perpendicular to the ground surface so as to measure depth along the 
straightest path to the underlying bedrock (Figure 2.2).  For the first set of surveys two 
replicate depth measurements were made and a third measurement was made if the 
difference between the first two was more than 20 cm.  For the later surveys three depth 
measurement replicates were recorded at all points.   
The advantage of the depth to refusal method is that it is a direct and simple 
measurement of soil depth.  It is inexpensive, albeit laborious and time consuming and 
limited to depths to which a rod can be pounded.  A disadvantage is that the measurement 
is biased to underestimating actual depth to bedrock, since there is uncertainty as to what 
actually causes refusal.  Rocks and gravel that occur as residual relicts from weathering 
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or colluvium may limit the rod penetration resulting in underestimation of soil depth.  
Figure 2.3 illustrates the soil profile in Dry Creek at locations where pits have been dug.  
These illustrate some of the irregularity of soil depth and occurrence of rocks that may 
result in underestimation of soil depth from this depth to refusal approach.  Soil depth 
recorded by pounding the rod to refusal at two road cuts, where bedrock was exposed, 
gave soil depth consistent with the visible depth to bedrock.  While there is uncertainty in 
any one soil depth measurement due to these effects, taken in aggregate they seem to 
provide reliable information on soil depth. 
To quantify the uncertainty in our data we examined the variability of the range 
from replicate depth to refusal measurements at 641 of the sample points in six 
subwatersheds.  (This information was not available for two subwatersheds where only 
the depth replicate average was recorded at the field).  The mean depth replicate range 
was 9.2 cm with 95th percentile of 25 cm and maximum range of 75 cm.  This indicates 
that although in the most extreme case the depth range was 75 cm, that for the vast 
majority of points the uncertainty was less that 25 cm with an average uncertainty around 
10 cm.  
The soil depth survey was carried out in 2005 and 2006, during early spring when 
the soil was moist and more easily penetrated by the rod.  Topographic curvature was 
recorded by visual assessment as concave (-1), convex (1) or intermediate (0) and the 
dominant land cover type was recorded as one of bare, grass, mixed grass and shrubs, 
shrubs, coniferous forest or deciduous forest.  The first author carried out this survey for 
761 of the points in seven sub-watersheds, while soil depth data for 58 points in the 
eighth sub-watershed, had been previously collected using the same methods [Williams et 
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al., 2008].  The data from these 819 points are designated as the calibration dataset.  A 
further 130 soil depth observations were collected using the same method at more 
broadly distributed locations, at least 50 meters away from the selected sub-watersheds, 
within the boundary of the watershed, and generally on the south-west side logistically 
accessible from the road.  These are designated as the testing dataset. 
2.3.2 Geospatial Data 
Primary geospatial data used included a digital elevation model (DEM) (obtained 
from the USGS website http://seamless.usgs.gov/), Landsat TM imagery (June 21, 2001 
path 41 row 30 obtained from the USGS), an aerial photograph (September 20, 2004 
obtained from NRCS Idaho State Office), and the SSURGO soil database for survey area 
symbol ID903 (Boise Front) (obtained from NRCS Idaho State Office).  A wide range of 
geospatial explanatory attributes were derived from the DEM and Landsat TM images.  
2.3.2.1 Data Derived From the DEM 
The 1/3 arc second DEM from the USGS seamless data server was projected to a 
5 meter grid for the derivation of the topographic attributes (Table 2.1) considered as 
potential explanatory variables for predicting soil depth over the landscape.  Although the 
spatial footprint of the USGS DEM is likely 10 to 30 meters, a 5 meter grid resolution 
was chosen to limit degradation due to interpretation and projection from the geographic 
coordinate data provided by the USGS.  Exploiting the general terrain-based flow 
analysis concepts for enriching the information content from digital elevation models 
[Tarboton, 1997; Tarboton and Ames, 2001; Tarboton and Baker, 2008], a number of 
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new topographic attributes were derived from the DEM.  First a flow field is derived by 
filling spurious sinks from the DEM then calculating flow directions, using either the D8 
or D∞ flow model.  The D8 model [O'Callaghan and Mark, 1984] assigns flow from 
each DEM grid cell to one downslope neighbor in the direction of steepest descent.  The 
D∞ flow model [Tarboton, 1997] apportions flow between adjacent neighbors based on 
the direction of steepest downward slope on the eight triangular facets constructed in a 3 
x 3 grid cell window using the center cell and each two neighboring grid cells in turn.  
For the purposes of obtaining additional flow related derivative quantities from the DEM 
the important outcome from deriving the flow field is the set of proportions, Pij, defining 
the proportion of grid cell i that drain to grid cell j.  For the D8 method these are either 0, 
or 1, while for the D∞ model these are between 0 and 1, subject to the condition that 
1=∑ j ijP .  With the flow field defined using proportions, recursion, extending the 
recursive algorithms used for contributing area [Mark, 1988; Tarboton, 1997; Tarboton 
and Baker, 2008], can be used to define and compute an extensive set of derivative 
attributes that have potential explanatory capability for soil depth.  A complete list of 
topographically derived explanatory variables is given in Table 2.1  with new attributes 
indicated by *.  Figure 2.4 gives definitions for variations of the newly derived distance 
to ridge and distance to stream attributes. Algorithms for new topographic attributes are 
given in sections 2.3.2.1.1–2.3.2.1.11. 
2.3.2.1.1 Horizontal Distance to Ridge (*hr) 
The horizontal distance to ridge is defined as the horizontal flow distance tracing 
upslope from a grid cell to a grid cell that does not receive flow from an upslope neighbor 
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computed based on the D∞ flow model.  Because multiple flow paths may converge at 
any grid cell, there may be multiple upslope ridge grid cells.  We therefore define three 
variants of the horizontal distance to ridge function.  The longest horizontal distance to 
ridge (lhr) is the flow distance to the furthest upslope ridge grid cell.  The shortest 
horizontal distance to ridge (shr) is the flow distance to the nearest upslope ridge grid 
cell. The average horizontal distance to the ridge (avr) is the mean horizontal flow 
distance calculated by weighting the distance based on the proportions of incoming flow 
from upslope grid cells. Numerically, these are evaluated recursively as follows: 
{ } Otherwise   0   ,0 if  ))(),(()( 0: >+= ∑> kikkiPki PxlhrxxhdistMaxxlhr ki  (2.1) 
{ } Otherwise   0   ,0 if  ))(),(()( 0: >+= ∑> kikkiPki PxshrxxhdistMinxshr ki  (2.2) 
Otherwise    0    ,0 if   
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hdist(xi, xk) gives the horizontal distance from grid cell xi to upslope neighbor xk, 
accounting for whether the cells are adjacent or diagonal neighbors.  The notation 
{k:Pki>0} indicates the set of neighbors, k, that have a proportion of their flow 
contributing to grid cell i.  The minimization or maximization is over this set.  These 
functions are recursive because they depend on the value at an upslope neighbor, xk.  The 
terminal condition for these recursions is that ridge grid cells that have no contribution 
from upslope (i.e. 0Pki =∑ ) are assigned a distance value of 0. 
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2.3.2.1.2 Horizontal Distance to Stream (*hs) 
The horizontal distance to stream is calculated tracing downslope from a grid cell 
to a stream based on the D∞ flow model.  There are again three variants for this: the 
longest (lhs), shortest (shs) and average (ahs) horizontal flow distance to the stream.  
Numerically, these are evaluated recursively as follows: 
{ } ))x(lhs)x,x(hdist(Max)x(lhs kkiP:ki ik += >0  (2.4) 
{ } ))x(shs)x,x(hdist(Min)x(shs kkiP:ki ik += >0  (2.5) 
{ }∑∑ ≥+= 0)(:/))(),(()( kxahsk ikkkiiki PxahsxxhdistPxahs  (2.6) 
In this case the recursions are downslope, because they traverse grid cells 
downslope terminating at grid cells on a stream raster grid for which lhs(xk), shs(xk) and 
ahs(xk) are initialized to 0.  In evaluating these distance to stream functions the stream 
raster grid was determined using TauDEM 
(http://www.engineering.usu.edu/dtarb/taudem) with drainage area threshold of 100 5 x 5 
m grid cells. 
2.3.2.1.3 Vertical Rise to Ridge (*vr) 
The longest (lvr), shortest (svr) and average (avr) vertical rise to ridge from any 
grid cell xi is defined by tracing upslope from a grid cell completely analogously to 
horizontal distance to ridge calculations based on the D∞ flow model, but instead using 
34 
elevation differences zk-zi in place of the hdist(xi, xk) function in (2.1 to 2.3).  Specifically, 
hdist(xi, xk) is replaced by 
ikki zzxxvdist −=),(  (2.7) 
2.3.2.1.4 Vertical Drop to Stream (*vs) 
Similarly, the longest (lvs), shortest (svs) and average (avs) vertical drop to stream 
from any grid cell xi is calculated tracing downslope from a grid cell completely 
analogously to horizontal distance to stream calculations based on the D∞ flow model, 
but instead using elevation differences zi-zk in place of the hdist(xi, xk) function in (2.4 to 
2.6).  Specifically, hdist(xi, xk) is replaced by 
kiki zzxxvdist −=),(  (2.8) 
2.3.2.1.5 Surface Distance to Ridge (*sr) 
The surface distance is defined as the flow distance along the slope (Figure 2.4).  
The surface distance between grid cells is given by 
))t_slp(cos(
)x,x(hdist)x,x(sdist kiki atan
=  (2.9) 
where slp_t is the slope (recorded as drop/distance or tan) computed based on the D∞ 
flow model.  Longest (lsr), shortest (ssr) and average (asr) surface flow distances to ridge 
from any grid cell xi are calculated by using sdist(xi, xk) rather than hdist(xi, xk) in 
Equations 2.1 to 2.3.   
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2.3.2.1.6 Surface Distance to Stream (*ss) 
Similarly surface distance to stream from any grid cell xi is calculated based on 
the D∞ flow model by using sdist(xi,xk) rather than hdist(xi,xk) in Equations 2.4 to 2.6.  
lss, sss and ass are used to denote the longest, shortest and average surface distances to 
the stream.  
2.3.2.1.7 Pythagoras Distances to Stream (*ps) 
The Pythagoras distance is defined by considering both vertical and horizontal 
flow distances along the full length of a hillslope (Figure 2.4), and combining them using 
Pythagoras' theorem.  We define the following Pythagoras distances based on the 
different variants of vertical and horizontal flow distances defined above.  
Longest Pythagoras distance to stream  22 lvslhslps +=  (2.10) 
Shortest Pythagoras distance to stream  22 svsshssps +=  (2.11) 
Average Pythagoras distance to stream  22 avsahsaps +=  (2.12) 
2.3.2.1.8 Pythagoras Distance to Ridge (*pr) 
Similarly three variants of Pythagoras distances to the ridge are defined as 
follows:  
Longest Pythagoras distance to ridge  22 lvrlhrlpr +=  (2.13) 
Shortest Pythagoras distance to ridge  22 svrshrspr +=  (2.14) 
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Average Pythagoras distance to ridge  22 avrahrapr +=  (2.15) 
2.3.2.1.9 Slope Position (*sp) 
The relative position of a point on a hillslope can be defined based on the distance 
to the stream compared to the total length of the hillslope from the distance to the ridge 
plus the distance to the stream.  Given the several variants on distances to the stream and 
ridge, both horizontal and vertical, we define a number of slope position variants as 
follows: 
D8 horizontal slope position 
plenstdist
stdistsph +=8  (2.16) 
where plen is the D8 longest upslope length (Table 2.1). 
D∞ longest horizontal slope position lhslhr
lhslsph +=  (2.17) 
D∞ shortest horizontal slope position 
shsshr
shsssph +=  (2.18) 
D∞ average horizontal slope position 
ahsahr
ahsasph +=  (2.19) 
D∞ longest vertical slope position 
lvslvr
lvslspv +=  (2.20) 
D∞ shortest vertical slope position 
svssvr
svssspv +=  (2.21) 
D∞ average vertical slope position 
avsavr
avsaspv +=  (2.22) 
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Longest Pythagoras slope position 
lpslpr
lpslspp +=  (2.23) 
Shortest Pythagoras slope position 
spsspr
spssspp +=  (2.24) 
Average Pythagoras slope position 
apsapr
apsaspp +=  (2.25) 
Slope position varies from 0 at the stream to 1 at the ridge, providing a measure of 
how far up the slope a point is. 
2.3.2.1.10 Slope Position Ratio (*spra) 
Slope position ratio is the ratio of vertical slope position to horizontal slope 
position. It can be defined as longest, shortest and average depending on the type of the 
slope position used in its calculation. 
Longest slope position ratio 
lspvlsph
lspvlspr +=  (2.26) 
Shortest slope position ratio 
sspvssph
sspvsspr +=  (2.27) 
Average slope position ratio 
aspvasph
aspvaspr +=  (2.28) 
Slope position ratio is bound between 0 and 1 and provides an indication of the 
curvature of the slope.  Slope position ratio greater than 0.5 occurs when the vertical 
slope position is greater than the horizontal slope position, meaning that a point is further 
up the slope in a vertical sense than horizontal sense as occurs when the slope is convex.  
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Points on a concave slope that fall below the straight line from ridge to stream will have 
slope position ratio less than 0.5. 
2.3.2.1.11 Modeled Field Curvature (mod_curv) 
In our preliminary work, the field observed curvature, encoded as -1, 0, 1 for 
concave, intermediate, and convex, respectively, had some explanatory capability for soil 
depth.  This is of limited practical use because field observed curvature is not available at 
unsampled locations where we want to predict soil depth.  To obtain a quantity that 
captures similar information, but is based only on explanatory variables available for use 
in prediction we used stepwise regression to model field observed curvature as a function 
of other explanatory variables.  The result from this process, designated as Modeled Field 
Curvature (modcurv) is a continuous (as opposed to discrete -1, 0, 1) variable given by: 
modcurv= 0.055+0.115*plncurv-0.320*sph8+8.150*sar-0.030*gncurv (2.29) 
where plncurv, sph8, sar and gncurv denote plan curvature, D8 horizontal slope position, 
wetness index inverse, and general curvature, respectively (Table 2.1).  This continuous 
quantity is used as a surrogate for discrete field observed curvature and was taken as an 
explanatory variable alongside the other DEM derived variables in the statistical model 
development. 
2.3.2.2 Data Derived from Remote Sensing Images 
After georeferencing and rectification, the Landsat TM image of June 21, 2001 
path 41 row 30 was used to derive various land cover attributes (Table 2.2) that are 
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potentially important for modeling soil depth.  Six Landsat TM bands (1, 2, 3, 4, 5, & 7) 
were used as input information. 
A thematic map of land cover (lc) was created through supervised classification of 
the Landsat image. The aerial photograph was used to select training sites where the field 
observed land cover types (road, rock outcrop and bare area; grasses; mixed grasses and 
shrubs; shrubs riparian and deciduous forests; and coniferous forests) were identified and 
used in the ERDAS IMAGINE supervised classification algorithm [ERDAS Inc., 1997] to 
produce land cover classes.   
Principal component analysis [Jensen, 1996] was used to identify orthogonal 
components from the six Landsat input bands that explain significant variance.  The first 
three components that explained 99% of the variance were retained as land cover 
attributes (pc1, pc2, pc3).   
The Tasseled Cap transformation [Kauth and Thomas, 1976; Crist and Cicone, 
1984] was used to convert the six Landsat TM bands (1, 2, 3, 4, 5, & 7) into three 
components (tc1, tc2, tc3) designated as brightness, greenness and wetness.  These are 
weighted linear combinations of the TM bands (tm): 
tci = a1*tm1 + a2*tm2 + a3*tm3 + a4*tm4 + a5*tm5 + a7*tm7 (2.30) 
where each Tasseled Cap component (tci, i=1, 2, or 3) is evaluated using coefficients aj 
for each Landsat TM band, j, that were derived by Crist and Cicone [1984] from 
empirical observation.   
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The Normalized Difference Vegetation Index (ndvi) [Jensen, 1996], vegetation 
index (vi) [Jensen, 1996] and canopy cover (cc) [Zhu and Band, 1994] were derived 
using the following Equations:   
3tm4tm
3tm4tmndvi +
−=  (2.31) 
3tm4tmvi −=  (2.32) 
)(
minmax
min
5tm5tm
5tm5tm1100cc −
−−=  (2.33) 
In the last Equation Landsat Thematic Mapper (TM) band tm5 is the middle infrared 
radiance TM band and subscripts min and max designate the lowest and highest values of 
this in the image.  
2.3.3 Statistical Analysis 
2.3.3.1 Normalization 
Box Cox transformations [Sakia, 1992] were used to transform the measured soil 
depth (sd) and each explanatory variable so that their distribution was near normal. 
( ) ( )λ
λ 1−= xxt   (2.34) 
Here, )(xt  denotes the transform of variable x  with transformation parameter λ . λ  was 
selected to maximize the Shapiro-Wilks Normality Test W-statistic as implemented in R 
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[Shapiro and Wilk, 1965; R Development Core Team, 2007].  Normalized variables were 
used in all the statistical modeling works in this paper. 
2.3.3.2 Models 
We applied two types of prediction methods: Generalized Additive Models 
(GAM) [Hastie and Tibshirani, 1990] and Random Forests (RF) [Breiman, 2001] to 
predict soil depth using the explanatory variables (Table 2.1 and Table 2.2). 
GAM [Hastie and Tibshirani, 1990] is a statistical approach that generalizes 
multiple regression by replacing linear combinations of the explanatory variables with 
combinations of nonparametric smoothing or fitting functions, estimated through a 
backfitting algorithm.  The GAM model is: 
)(...)()(),...,,|( 221121 ppp xfxfxfxxxsdE ++++= α  (2.35) 
where, pxxx ,...,, 21  are explanatory variables (predictors), sd  is soil depth (response 
variable) and f i are non-parametric smoothing splines that relate sd  to the pxxx ,...,, 21 .  
The model assumes that the mean of sd  is an additive combination of nonlinear 
functions of the explanatory variables pxxx ,...,, 21 .  We used the GAM package [Hastie, 
2008] as implemented in R [R Development Core Team, 2007]. 
Random Forests (RF) is a statistical classification and regression model that 
combines many classification and regression trees [Breiman, 2001].  Each tree is built 
from a bootstrap sample drawn from the training data set with replacement.  We used the 
Random Forests package [Liaw and Wiener, 2002] in the R software [R Development 
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Core Team, 2007] to develop RF prediction models.  The three main aspects of RF are, a) 
from the training set containing s points, s points are sampled with replacement to build a 
regression tree, b) among k explanatory variables, m<<k is specified so that at each node 
m variables are randomly sampled and the best split among them is identified, and c) 
each tree is grown until the specified minimum terminal node size is reached.  Steps a), b) 
and c) are followed to construct n trees.  Each tree provides a prediction for any new data 
point and the random forest predictor is formed by taking the average over the n trees. 
In applying this model we used m=k/3 and n=500.  The R default value of 5 was 
used for the minimum terminal node size. 
2.3.3.3 Variable Selection and Model Complexity  
Questions in developing a predictive regression model include which potential 
explanatory variables to use and what to do about interdependent explanatory variables.  
Many of our explanatory variables are variants on similar quantities, so we are 
specifically concerned about the effect of this explanatory variable correlation on model 
prediction error.  Breiman [2001] indicates that in the RF model correlated explanatory 
variables can contribute to high prediction error.  A matrix giving the cross correlation 
between all 65 explanatory variables was computed using all 819 data points in the 
calibration dataset to assess the interdependence between explanatory variables.  The RF 
algorithm provides a measure of variable importance, that we used in conjunction with 
the correlation between explanatory variables to identify models with varying 
complexity.   
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The RF measure of importance is determined as follows [Liaw and Wiener, 2002; 
R Development Core Team, 2007].  For each tree, the mean squared error (MSE) on the 
out-of-bag portion of the data is recorded. Then the same is done after permuting each 
explanatory variable. The difference between the two accuracies are then averaged over 
all trees, and normalized by the standard error.  The RF model was run using all 819 data 
points in the calibration dataset with all 65 potential explanatory variables, and soil depth 
as the response variable.  Due to randomness in the RF method the importance varies 
slightly each time it is run.  We therefore ran the RF model 50 times and averaged 
variable importance across these runs. Explanatory variables were then ordered based 
upon their importance measures. 
The number of explanatory variables in a model is a measure of model 
complexity.  We used the correlation matrix, together with the RF importance values to 
develop sets of explanatory variables representing models of differing complexity by 
eliminating the variable of lesser importance from pairs of variables with correlation 
above a designated threshold.  Variables were filtered out working sequentially from high 
to low correlation until no pairs with correlation greater than the threshold remained.  So 
if, for example, the correlation between four explanatory variables is as shown in Table 
2.3 and the threshold in effect is 0.4, first the variable pair (X1, X2) with cross correlation 
of 0.7 would be identified and the variable with lesser importance from this pair 
eliminated.  Let’s say this is variable X2, so that X1, X3 and X4 remain.  The next 
highest correlation pair is (X1, X3) with correlation of 0.5.  Note that the higher 
correlation of 0.6 between variables X2 and X3 is not next because variable X2 was 
already eliminated.  Suppose that of the pair (X1, X3) that X1 has lesser importance.  It is 
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eliminated leaving behind variables X3 and X4.  The correlation between these is less 
than the threshold, so both variables are retained and the model for this correlation 
threshold is comprised of two explanatory variables, X3 and X4.  Lower thresholds result 
in fewer variables, so a range of models with differing complexity were developed using 
thresholds ranging from 0.15 to 0.9 in increments of 0.05. This approach reduced the 
correlation between variables selected for inclusion in a model.  Models of differing 
complexity were also constructed using explanatory variables directly from the variable 
list ordered by importance.   
To evaluate appropriate model complexity, we randomly split our calibration 
sample of 819 data points into two parts, designated as the training and validation sets as 
illustrated in Figure 2.5.  The separate testing dataset of 130 points more broadly 
distributed in the watershed was withheld from this process, so that it could be used for 
evaluation of the final models.   
Both GAM and RF models were applied, using the training data set of 614 data 
points to fit the models.  Prediction error was computed for both the training and 
validation data set.  The validation data set prediction error provided an out of sample 
estimate appropriate for trading off variance due to complexity with bias due to too few 
explanatory variables [see e.g. Hastie et al., 2001].  The results from this analysis 
allowed us to select the explanatory variables and degree of model complexity.  This was 
done without and with the new topographic variables derived in this research to evaluate 
the contribution of the new variables in predicting soil depth.  The new variables are 
indicated with * in Table 2.1. 
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2.3.3.4 Testing 
Once the explanatory variables and models with appropriate complexity had been 
selected, they were applied using the full calibration data set as input.  Both RF and GAM 
models were used to predict soil depth for the entire watershed with and without the new 
topographic variables.  We then compared the testing dataset with the model soil depth 
values at testing locations using the Nash-Sutcliffe efficiency coefficient ( NSE ) [Nash 
and Sutcliffe, 1970]:  
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where; oSD , pSD , and mSD  are observed (measured), predicted, and mean of observed 
(measured) soil depths respectively. NSE  is a normalized model performance measure 
that compares the mean squared error generated by a particular model to the variance of 
the observations [Schaefli and Gupta, 2007]. 
2.3.3.5 Comparison of Predicted and SSURGO Soil Depths 
A shape file of soil depth was developed from the SSURGO soil database as an 
average of the soil depth reported for the typical pedon of each of the soil components 
within a soil mapping unit (the spatial resolution of SSURGO soil data base).  The 
generalization present in SSURGO soil maps limits their applicability at a point scale.  
Therefore we also aggregated the observed and predicted soil depth values within each 
SSURGO soil mapping unit and compared average observed, model predicted, and 
SSURGO soil depth values at this spatial scale using NSE .  
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2.4 Results  
2.4.1 Variable Selection and Model Complexity 
Figure 2.6 shows explanatory variables with importance values greater than or 
equal to 0.009, ordered based on their average importance values from 50 RF runs with 
all 819 calibration data points and all 65 explanatory variables. This figure suggests that 
the variables sca, modcurv, lvr and ang are the four most important explanatory variables 
in predicting soil depth.  
Figure 2.7 shows the variation of mean squared prediction error for training and 
validation datasets versus model complexity in terms of the number of input variables 
including the new topographic variables.  The continuous lines in this figure are from 
models developed using explanatory variables selected based on RF importance only.  
There is a new model for each additional input variable.  Both GAM and RF models were 
evaluated and the figure reports training and validation errors separately.  The symbols in 
this figure are from models developed using cross correlation as a filter to reduce inter-
dependence among explanatory variables.  Table 2.4 gives the number of variables in 
each group selected in this way. 
In Figure 2.7 for both the importance selected and correlation filtered models the 
training error of GAM decreases progressively for each additional input variable, while 
the validation error decreases initially and as the model complexity continues to increase 
further it starts to increase.  For RF, both the training and validation errors decrease 
initially and as model complexity continues to increase they become essentially constant.  
This is consistent with RF being robust against overfitting.  For both GAM and RF 
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models the use of correlation filtered explanatory variables resulted in lower error.  While 
training errors are smaller for GAM, the out of sample validation error from the RF 
model is less than from the GAM model.  The least validation error for the RF model 
occurred with 11 correlation filtered input variables.  Similarly, the validation error for 
GAM increases for complexity greater than 11 correlation filtered variables, although 
validation mean squared error (MSE) at 18 and 21 input variables fluctuates slightly 
below the 11 input variable MSE.  Nevertheless, in our judgment the point of diminishing 
returns has been reached at 11 input variables for both the RF and GAM models.  
Consequently we selected 11 correlation filtered explanatory variables as representing the 
optimum complexity for this dataset: sca, modcurv, ang, avr, lspv, slpg, elv, sd8a, lvs, 
and plncurv from Table 2.1 and pc1 from Table 2.2.  Except for pc1 which is a land cover 
attribute these are all topographic attributes.  The similar analysis without the new 
topographic variables resulted in lowest validation error with 7 correlation filtered input 
variables: sca, aspg, slpg, sd8a, elv, p from Table 2.1 and pc2 Table 2.2. 
2.4.2 Model Evaluation 
Based on the selection of 11 correlation filtered explanatory variables above, 
including new topographic variables, RF and GAM models were developed using these 
variables with the full calibration set of 819 data points.  Figure 2.8 shows the scatter 
plots of GAM (a) and RF (b) predicted versus the measured soil depth respectively, for 
the calibration data.  Here the results have been transformed back into regular soil depth 
quantities.  In this figure the diagonal (central) lines represent the 1:1 line (predicted = 
observed). The two diverging dash lines, above and below the 1:1 line, show the 
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predicted soil depth plus and minus two standard errors representing 95 percent 
confidence intervals.  These lines diverge as a result of the Box-Cox back transformation.  
Figure 2.9 shows similar scatter plots for the testing data that was not used in model 
development.   
RF and GAM models were also developed with the full calibration set of 819 data 
points using the 7 correlation filtered explanatory variables identified above that did not 
include new topographic variables.  Table 2.5 shows testing data NSE  values for GAM 
and RF models with (11 explanatory variables) and without (7 explanatory variables) the 
new topographic variables.   
Examining the differences between models with and without new topographic 
variables, the NSE  values in Table 2.5 indicate that soil depth prediction using both 
models showed significant improvement due to the new topographic variables.  The 
fraction of variability explained increases from 26% to 47% for GAM and 31% to 52 % 
for RF when the new topographic variables are included.  This represents close to a 
doubling in explained variability.  
2.4.3 SSURGO map unit scale comparisons  
We aggregated the GAM and RF predicted and observed soil depths to a scale of 
SSURGO map units to compare the GAM and RF model predicted soil depths with 
SSURGO and observed soil depth at a consistent scale.  Figure 2.10 shows the scatter 
plots of the SSURGO (a), GAM (b) and RF (c) predicted soil depths versus measured soil 
depths aggregated over the SSURGO soil map units.  This figure also indicates NSE  
values.  The SSURGO soil depth (Figure 2.10a) appears unrelated to soil depth 
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measurements, with NSE  = -3.98, even when data is aggregated at the SSURGO map 
unit scale.  By contrast the GAM (Figure 2.10b) and RF (Figure 2.10c) models predict the 
aggregated observed soil depths with NSE  = 0.58 and NSE  = 0.61, respectively.   
Figure 2.11 compares the soil depth maps from SSURGO, GAM and RF.  The 
SSURGO soil depth map divides the watershed into map units with abrupt boundaries.  
The spatial variation of soil depth with the topography is not expressed.  The GAM and 
RF models provide soil depth maps at 5 meter grid scale, which predict the variation of 
the soil depth with the landscape.  The soil depth maps from GAM and RF predict that 
the ridges (convex areas) and south facing slopes have shallower soils as compared to the 
valleys (concave areas) and the north facing slopes respectively.  This generally agrees 
with observations in this area and existing literature [Heimsath et al., 2002; Hoover and 
Hursh, 1943].   
2.5 Discussion and Conclusions  
Statistical models have been developed that predict soil depth over a landscape 
using topographic and land cover attributes.  The variables identified as predictors 
included ten topographic variables: specific catchment area (sca), modeled curvature 
(modcurv), D∞ flow direction (ang), average rise to ridge (avr), longest vertical slope 
position (lspv), longest vertical drop to stream (lvs), slope (slpg), D8 slope averaged over 
100m downslope distance (sd8a), elevation (elv), and plan curvature (plncurv), and one 
land cover variable, the first component of principal component transformation of 
Landsat TM imagery.  Thus, topographic variables were found to be generally more 
important than the land cover variables in predicting soil depth for this dataset.   
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The topographic variables used included new digital elevation model derived 
variables such as rise to ridge, drop to stream, distances to ridge and stream, vertical and 
horizontal slope positions, and slope position ratios.  The fraction of variability explained 
by both GAM and RF predictions was increased by about 20% due to the combined 
effect of the following new topographic variables that were selected as explanatory 
variables: modeled curvature (modcurv), D∞ flow direction (ang), average rise to ridge 
(avr), longest vertical slope position (lspv), and longest vertical drop to stream (lvs).   
These new topographic variables represent an important contribution to the 
science of modeling soil depth based on topographic information.  In considering the 
physical basis of these variables as predictors of soil depth, the selection of specific 
catchment area (sca), modeled (modcurv) and plan curvature (plncurv) are consistent 
with literature that suggests that deeper soils occur in areas that are concave [Heimsath et 
al., 2002; Hoover and Hursh, 1943].  Vertical slope position (lspv), vertical drop to 
stream (lvs) and average rise to ridge (avr), quantify position on a hillslope as predictive 
of soil depth.  Slope variables (slpg and sd8a) quantify relationships between soil depth 
and slope.  The appearance of absolute quantities, elevation (elv) and downslope angle 
(ang) as predictors, is a bit difficult to justify physically, where we would prefer more 
transferable relative variables such as the slope position quantities.  We suspect that 
elevation is representing some slope position effects perhaps combined with climate, 
while downslope angle, which is measured counter clockwise from east discriminates 
between north and south facing slopes, related to local microclimate and consistent with 
observations of deeper soils on north facing slopes.  The land cover principal component 
variable (pc1) quantifies the role played by land cover. 
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Both GAM and RF modeled soil depths were able to explain about 50% of the 
measured soil depth variability in an out of sample test.  Considering the uncontrolled 
uncertainties due to the complex local variation of soil depth, DEM errors and GPS 
reading errors, this is considered an important improvement towards solving the need for 
distributed soil depth information in distributed hydro-ecological modeling.  A strength 
of this work is that the models were developed and validated against a comprehensive 
dataset of measured soil depths.  These models, drawing upon new topographic 
information and based on comprehensive data, contribute to the scientific quantification 
of soil depth at a refined spatial scale.  This is important for spatially distributed hydro-
ecological models.  While the soil depth models developed have specific application to 
the Dry Creek Experimental Watershed, the physical processes of soil development in 
Dry Creek are representative of a broad region with similar climate and parent material.  
Such data based approaches, while relying on statistical relationships contribute to 
hydrological science involving soil depth by bringing a measure of objectivity to the 
approach not present, for example, in cited prior work that relied on expert opinions. 
The root mean squared errors (RMSE) reported in Figure 2.9 and the NSE in 
Table 2.5 indicate that the RF model is slightly better than the GAM model for predicting 
soil depth at point scale in terms of these out of sample statistical measures.  However, 
there is some indication in Figure 2.9 that the RF model underestimates the soil depth for 
deep soils.  For the testing data the RF model never predicts soil deeper than about 120 
cm, while soil depths up to 200 cm were observed and are predicted by the GAM model.  
This discrepancy may be due to the discrete nature of regression tree predictors that 
underlie the RF approach.  In choosing between whether to use a GAM or RF model, the 
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inability of the RF model to predict deep soils in the out of sample test leads us to favor 
the GAM model for spatial predictions of soil depth in Dry Creek Experimental 
Watershed.  Both models, in our judgment provide a significant improvement over using 
SSURGO data, because we found that the soil depth extracted from the SSURGO soil 
database was not correlated at all with the observed soil depth when aggregated to the 
scale of SSURGO mapping units. 
The generality and transferability of this work to other areas still remains to be 
tested.  The fact that calibrations using data from within 8 sub-watersheds yielded 
reasonably good predictions for the 130 testing points more broadly distributed in the 
watershed gives some confidence that this model should hold for the Boise Front.  
Additional work is needed to test the approach and new explanatory variables in other 
areas.  Additional work is also needed to assess the contribution from using this modeled 
soil depth information in hydro-ecological models. 
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Table 2.1.  DEM Based Explanatory Variables  
Symbol Description 
elv Elevation above sea level  
sca Specific catchment area from the D∞ method [Tarboton, 1997].  This is 
contributing area divided by the grid cell size (from TauDEM2 specific catchment 
area function). 
plncurv Plan curvature is the curvature of the surface perpendicular to the direction of the 
maximum slope (from ArcGIS spatial analysis tools curvature function) [Moore et 
al., 1991, 1993]. A positive value indicates convex up; a negative value indicates 
concave up; and zero indicates flat surface. 
prfcurv Profile curvature is the curvature of the surface in the direction of maximum slope 
(from ArcGIS spatial analyst tools curvature function) [Moore et al., 1991, 1993]. 
A negative value indicates convex up surface; a positive value indicates concave 
up; and zero indicates flat surface.  
gncurv The second derivative of the surface computed by fitting a fourth order 
polynomial Equation to a 3x3 grid cell window (from ArcGIS spatial analyst tools 
curvature function) [Moore et al., 1991, 1993].  
aspg The direction that a topographic slope faces expressed in terms of degrees from 
the north (from ArcGIS spatial analyst tools aspect function).   
slpg Magnitude of topographic slope computed using finite differences on a 3x3 grid 
cell window (from ArcGIS spatial analyst tools slope function)  
ang* D∞ flow direction [Tarboton, 1997]:  This is the direction of the steepest 
outwards slope from the triangular facets centered on each grid cell and is 
reported as the angle in radians counter-clockwise from east (TauDEM Dinf Flow 
Directions function).  
 
                                                            
2 TauDEM is the Terrain Analysis Using Digital Elevation Models software 
(http://www.engineering.usu.edu/dtarb/taudem) 
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Table 2.1.  Continued  
ad8 D8 Contributing Area: The number of grid cells draining through each grid cell 
using the single flow direction model (TauDEM D8 Contributing Area function).   
sd8 D8 slope:  The steepest outwards slope from a grid cell to one of its eight 
neighbors reported as drop/distance, i.e. tan of the angle (TauDEM D8 Flow 
Directions function). 
stdist D8 Distance to Stream: Horizontal distance from each grid cell to a stream grid 
cell traced along D8 flow directions by moving until a stream grid cell as defined 
by the Stream Raster grid is encountered (TauDEM Flow Distance to Streams 
function). 
slpt D∞ slope [Tarboton, 1997]:  The steepest outwards slope from the triangular 
facets centered on each grid cell reported as drop/distance, i.e. tan of the slope 
angle (TauDEM Dinf Flow Directions function). 
plen* D8 Longest Upslope Length: The length of the flow path from the furthest cell 
that drains to each cell along D8 flow directions. (TauDEM Grid Network Order 
and Flow Path Lengths function).  
tlen* D8 Total Upslope Length: The total length of flow paths draining to each grid cell 
along D8 flow directions (TauDEM Grid Network Order and Flow Path Lengths 
function). 
sd8a Slope averaged over a 100 m path traced downslope along D8 flow directions 
(from GRAIP3, D8 slope with downslope averaging function). 
p  The D8 flow direction grid representing the flow direction from each grid cell to 
one of its adjacent or diagonal neighbors, encoded as 1 to 8 counter-clockwise 
starting at east (TauDEM D8 Flow Directions function).  
sar  Wetness index inverse: an index calculated as slope/specific catchment area 
(TauDEM wetness index inverse function). 
 
                                                            
3 GRAIP is the Geomorphologic Road Analysis Inventory Package software 
(http://www.engineering.usu.edu/dtarb/graip) 
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Table 2.1.  Continued 
sph8* D8 horizontal slope position from Equation 16. 
modcurv* Curvature modeled based on field observed curvature.  
lhr* Longest D∞ horizontal distance to ridge from Equation 1  
shr* Shortest D∞ horizontal distance to ridge from Equation 2 
ahr* Average D∞ horizontal distance to ridge from Equation 3 
lhs* Longest D∞ horizontal distance to stream from Equation 4  
shs* Shortest D∞ horizontal distance to stream from Equation 5 
ahs* Average D∞ horizontal distance to stream from Equation 6 
lvr* Longest D∞ vertical rise to ridge from Equation 1 with vdist, Equation 7 
svr* Shortest D∞ vertical rise to ridge from Equation 2 with vdist,Equation 7 
avr* Average D∞ vertical rise to ridge from Equation 3 with vdist, Equation 7 
lvs* Longest D∞ vertical drop to stream from Equation 4 with vdist, Equation 8 
svs* Shortest D∞ vertical drop to stream from Equation 5 with vdist, Equation 8 
avs* Average D∞ vertical drop to stream from Equation 6 with vdist, Equation 8 
lsr* Longest surface distance to ridge from Equation 1 with sdist, Equation 9 
ssr* Shortest surface distance to ridge from Equation 2 with sdist, Equation 9 
asr* Average surface distance to ridge from Equation 3 with sdist, Equation 9 
lss* Longest surface distance to stream from Equation 4 with sdist, Equation 9 
sss* Shortest surface distance to stream from Equation 5 with sdist, Equation 9 
ass* Average surface distance to stream from Equation 6 with sdist, Equation 9 
lps* Longest Pythagoras distance to stream from Equation 10  
 
61 
Table 2.1.  Continued 
sps* Shortest Pythagoras distance to stream from Equation 11 
aps* Average Pythagoras distance to stream from Equation 12 
lpr* Longest Pythagoras distance to ridge from Equation 13 
spr* Shortest Pythagoras distance to ridge from Equation 14 
apr* Average Pythagoras distance to ridge from Equation 15 
lsph* D∞  Longest horizontal slope position from Equation 17 
ssph* D∞  Shortest horizontal slope position from Equation 18 
asph* D∞  Average horizontal slope position from Equation 19 
lspv* Longest vertical slope position from Equation 20 
sspv* Shortest vertical slope position from Equation 21 
aspv* Average vertical slope position from Equation 22 
lspp* Longest Pythagoras slope position from Equation 23 
sspp* Shortest Pythagoras slope position from Equation 24 
aspp* Average Pythagoras slope position from Equation 25 
lspr* Longest slope position ratio from Equation 26 
sspr* Shortest slope position ratio from Equation 27 
aspr* Average slope position ratio from Equation 28 
* New topographic variable 
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Table 2.2.  Explanatory Variables Derived from Landsat TM Image 
Symbol Description 
lc Land cover map derived using supervised classification in ERDAS IMAGINE.  Land 
cover is represented as a numerical value encoded as follows: 1 Road, rock outcrop 
and bare, 2 Grass, 3 Mixed grass and shrub, 4 Shrub, riparian and deciduous forest, 5 
Coniferous forest 
pc1 First principal component from ERDAS IMAGINE principal component analysis 
function 
pc2 Second principal component from ERDAS IMAGINE principal component analysis 
function. 
pc3 Third principal component from ERDAS IMAGINE principal component analysis 
function 
tc1 First tasseled cap component from ERDAS IMAGINE tasseled cap transformation 
function (represents brightness)  
tc2 Second tasseled cap component from ERDAS IMAGINE tasseled cap transformation 
function (represents greenness) 
tc3 Third tasseled cap component from ERDAS IMAGINE tasseled cap transformation 
function (represents wetness) 
ndvi Normalized Difference Vegetation Index from ERDAS IMAGINE NDVI function 
vi Vegetation index from ERDAS IMAGINE vegetation index function 
cc Canopy cover index calculated following Zhu and Band [1994] 
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Table 2.3.   Illustrative Correlation Values 
 X1 X2 X3 
X2 0.7   
X3 0.5 0.6  
X4 0.3 0.2 0.1 
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Table 2.4.  Groups of Explanatory Variables Created Based on the Variable 
Importance and the Correlation Between Explanatory Variables 
Group 
Number of 
Variables 
Correlation Coefficient 
Threshold 
1 3 0.15 
2 5 0.2 
3 8 0.25 
4 8 0.3 
5 9 0.35 
6 9 0.4 
7 10 0.45 
8 10 0.5 
9 12 0.55 
10 13 0.6 
11 14 0.65 
12 17 0.7 
13 18 0.75 
14 21 0.8 
15 29 0.85 
16 44 0.9 
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Table 2.5.  Comparison of NSE Values of RF, GAM Predicted Soil Depths for out of 
Sample Testing Dataset 
Model Testing NSE 
GAM results without the new topographic variables  0.26 
GAM results with the new topographic variables  0.47 
RF results without the new topographic variables  0.31 
RF results with the new topographic variables  0.52 
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Figure 2.1.  Dry Creek Experimental Watershed (DCEW) near Boise, ID, in the 
western USA. Points show locations where soil depth was sampled.  The extent of 
DCEW is longitude 116.179 to 116.099oW and latitude 43.688 to 43.741oN. 
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Figure 2.2.  Illustration of the field measured soil depth. 
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Figure 2.3.  Illustrations of soil profiles in DCEW from soil pits. 
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Figure 2.4.  Definitions of some derived topographic attributes. 
 
Figure 2.5.  Division of data into training, validation and testing sets.  
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Figure 2.6.  Variable importance measure of the Box Cox transformed explanatory 
variables averaged from 50 RF model runs. 
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Figure 2.7.  Number of input variables (Model complexity) vs. mean squared error.  
Explanatory variables selected directly using importance (continuous) and filtered by 
correlation (symbols) from all candidate explanatory variables in Table 2.1 and Table 2.2 
(new variables included). 
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Figure 2.8.  Predicted soil depth vs. measured soil depth with plus and minus two 
standard error for GAM (top) and RF (bottom) calibration.  
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Figure 2.9.  Predicted soil depth vs. measured soil depth with two standard error for 
GAM (top) and RF (bottom) testing. 
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Figure 2.10.  Plots showing a) SSURGO map unit soil depths versus measured soil 
depth averaged in each map unit; b) GAM predicted soil depth versus measured soil 
depth averaged in each map unit; and c) RF predicted soil depth versus measured soil 
depth averaged in each map unit. 
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Figure 2.11.  Comparison of maps soil depths from SSURGO soil database (top left), 
GAM predicted (top right) and RF predicted (bottom). 
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CHAPTER 3 
PARALLEL EVALUATION OF A CLASS OF NEW TOPOGRAPHIC VARIABLES 
FOR DISTRIBUTED HYDROLOGICAL MODELING1 
Abstract 
Topography is one of the most important land surface variables which impacts 
hydrological, geomorphological, and ecological processes active on a landscape.  Its 
application ranges from definition of the watershed, which is a basic modeling element in 
hydrology, to predicting soil moisture patterns.  In our efforts to develop a soil depth 
model based upon topographic and land cover variables, we derived new topographic 
variables from a Digital Elevation Model as potential explanatory variables for soil depth.  
The variables include distances up (distances to ridge) and distances down (distance to 
stream) measured vertically, horizontally, and following the surface.  These were also 
used to derive other variables such as slope position, slope position ratio, slope roughness 
index and a direct transect distance that combines horizontal and vertical distances using 
Pythagoras’ theorem.  These variables were computed by extending the D-infinity flow 
model contributing area algorithm that apportions flow between adjacent neighbors based 
on the direction of steepest downward slope on the eight triangular facets constructed in a 
3 x 3 grid cell window using the center cell and each pair of adjacent neighboring grid 
cells in turn.  This model results in multiple flow paths between points on the topography, 
with the result that distances may be computed as minimum, maximum or average.  
While these variables were initially used as explanatory variables for a soil depth model, 
                                                            
1 Coauthored by Teklu K. Tesfa, David G. Tarboton, Dan W. Watson, Kim A. T. 
Schreuders, Matthew E. Baker, and Robert M. Wallace 
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they may also have other more general modeling applicability in hydrology, 
geomorphology and ecology so are described here from a general perspective.  Initially, 
these variables were evaluated using recursive serial algorithms which were inefficient in 
terms of memory use and suffered from stack overflow problem when used to process 
large datasets.  To overcome these limitations, we developed parallel algorithms.  The 
parallel implementations enable rapid evaluation over large areas by decomposing the 
domain into partitions which are assigned to separate processes for evaluation.  They 
make use of a queue data structure to order the consideration of cells such that each cell 
is visited only once and cross-partition communications are handled in an efficient 
manner.  These algorithms enhance the processing speed of large DEMs as compared to 
the serial recursive algorithms.  In this paper, we present the definitions of the new 
topographic variables, the serial and parallel algorithms used in their evaluation and their 
potential applications in hydrology, geomorphology, and ecology.  
3.1 Introduction 
Topography has a major impact on the hydrological, geomorphological, and 
ecological processes active on the landscape [Moore et al., 1991].  The most widely used 
digital representation of topography is through Digital Elevation Models (DEMs) which 
represent topography as rectangular grids of terrain data composed of cells arranged as 
raster.  Each grid cell holds a value for the elevation of the geographic area it represents.  
DEMs have wide application in hydrology, geomorphology, ecology and biology 
[Wilson and Gallant, 2000].  In hydrology, their application ranges from definition of a 
watershed [Tarboton and Baker, 2008], which is the basic modeling element, to 
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predicting soil moisture patterns on a landscape using various indices [Beven and Kirkby, 
1979; Burt and Butcher, 1985; Moore et al., 1993; Wilson and Gallant, 2000].  In 
geomorphology, topographic variables are used to automate classification of landform 
elements, and to predict areas of specific landforms [Moore et al., 1993; Wilson and 
Gallant, 2000].  Through its complex interactions with other soil forming factors (parent 
material, climate, biological, chemical and physical processes) topography plays 
important role in characterizing soil properties [Jenny, 1941; Moore et al., 1993; Odeh et 
al., 1994; Dietrich et al., 1995; Summerfield, 1997; Wilson and Gallant, 2000; Saco et 
al., 2006; Hengl and Reuter, 2009].  In ecology and biology  topographic indices are used 
to predict the spatial distribution of different plant species and to assess and manage 
biological productivity and diversity [Moore et al., 1991; Wilson and Gallant, 2000; 
Hengl and Reuter, 2009]. 
Encouraged by the uses of DEMs in various fields of earth science, there have 
been many efforts to improve DEM analysis methods and extract useful topographic 
information from the DEM.  Several DEM pit removal methods have been developed to 
create a hydrologically correct DEM which is an important first step in the development 
of a terrain based flow model [Garbrecht and Martz, 1995, 1997; Planchon and 
Darboux, 2001; Arge et al., 2003; Soille et al., 2003; Soille, 2004; Grimaldi et al., 2007].  
Terrain based flow models enrich the information available from DEMs by deriving a 
structured representation of the flow field that serves as a basis for calculation of flow 
related quantities [Tarboton and Baker, 2008].  There are two types of terrain based flow 
field representations: single and multiple flow direction models.  The D8 single flow 
direction model proposed by O'Callaghan and Mark [1984], uses the direction of steepest 
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descent towards one of the eight (cardinal and diagonal) neighboring grid cells to 
represent the flow field [O'Callaghan and Mark, 1984; Marks et al., 1984; Band, 1986; 
Jenson and Domingue, 1988; Mark, 1988; Morris and Heerdegen, 1988; Jenson, 1991; 
Martz and Garbrecht, 1992].  This is limited because it can assign flow in only one of the 
eight directions [Fairfield and Leymarie, 1991; Costa-Cabral and Burges, 1994; 
Tarboton, 1997] (Figure 3.1).  As an attempt to overcome this limitation, multiple flow 
direction methods, which proportion the outflow from each grid cell between one or more 
downslope grid cells, were proposed in several papers [Quinn et al., 1991; Freeman, 
1991; Tarboton, 1997; Seibert and McGlynn, 2007].  The D-infinity (D∞) flow model 
[Tarboton, 1997] is one of the widely used multiple flow direction methods.  It represents 
flow direction as a vector along the direction of steepest downward slope on the eight 
triangular facets centered at each grid cell.  Flow from a grid cell is shared between the 
two downslope grid cells closest to the vector flow angle based on angle proportioning 
(see Figure 3.1).  Taking the advantage of the D-infinity flow model, Tarboton and Baker 
[2008] proposed a new flow formalism that generalizes the D∞ algorithm for calculating 
contributing area to derive a wide range of flow related quantities useful for hydrological 
and environmental modeling.  
DEM production techniques have evolved from difficult time consuming ground 
based surveys which may miss significant elements of the landscape to the remote 
sensing based SRTM (Shuttle Radar Topography Mission) and airborne laser scanning or 
LiDAR (Light Detection and Ranging) altimetry [Liu et al., 2005; Hengl and Reuter, 
2009; Rayburg et al., 2009].  LiDAR is an accurate and robust technique resulting in high 
quality DEMs [Liu et al., 2005].  As a result, availability of large high resolution DEMs 
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is increasing rapidly and taxing the ability of current DEM analysis software.  At the 
same time, developments in computer technology have increased the availability of 
multi-node PCs and multi processor clusters.  Exploiting these two developments in 
DEM analysis requires development of new algorithms that decompose the domain into 
adjacent parts and allocate the parts into separate processes for parallel evaluation. 
In our work (see chapter 2) to develop a soil depth model based upon topographic 
and land cover variables, we derived a class of new topographic variables from a Digital 
Elevation Model (DEM) based on the D∞ flow model [Tarboton, 1997] as potential 
explanatory variables for soil depth.  These include distances up (distances to ridge), 
distances down (distances to stream), slope positions, slope position ratios, and slope 
roughness index.  Initially, these variables were evaluated using memory based recursive 
serial algorithms which were computationally demanding in terms of memory 
requirements that limited their application to large datasets.  To overcome these 
limitations, we then developed Message Passing Interface (MPI) parallel algorithms to 
evaluate these variables.  The parallel implementations enable rapid evaluation over large 
areas by decomposing the domain into partitions which are assigned to separate processes 
for evaluation.  They make use of a queue data structure to order the consideration of 
cells such that each cell is visited only once and cross-partition communications are 
handled in an efficient manner.  These algorithms enhance the processing speed of large 
DEMs as compared to the serial recursive algorithms.  In this paper, we present the 
definitions of the new topographic variables, the serial and parallel algorithms used in 
their evaluation and their potential applications in hydrology, geomorphology and 
ecology.   
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The paper is organized as follows: Section 2 presents the definition of the 
topographic attributes.  Section 3 reports the serial and parallel evaluation of the 
topographic variables.  Section 4 presents the results of the evaluation and timing tests 
using large datasets.  Section 5 discusses some potential additional applications of the 
variables.  Finally, we give our concluding remarks in section 6.  
3.2 Definitions 
To derive the new topographic attributes, first a hydrologically correct DEM is 
created by filling spurious sinks that are common errors in a DEM.  Then flow direction 
is calculated using the D∞ flow model [Tarboton, 1997].  The D∞ flow model (Figure 
3.1) represents flow direction as a vector along the direction of the steepest downward 
slope on eight triangular facets centered at each grid cell [Tarboton, 1997; Tarboton and 
Baker, 2008].  It apportions flow between adjacent neighbors based on the direction of 
steepest downward slope on the eight triangular facets constructed in a 3 x 3 grid cell 
window using the center cell and each two neighboring grid cells in turn.  The important 
outcome from deriving the flow field based on the D∞ model is a set of proportions, Pij, 
defining the proportion of grid cell i that drains to grid cell j.  The values of Pij range 
between 0 and 1, subject to the condition that 1=∑ j ijP .  With the flow field defined 
using proportions, recursion, extending the recursive algorithms used for contributing 
area [Tarboton, 1997; Tarboton and Baker, 2008], is used to define and compute an 
extensive set of topographic attributes grouped as Distances Up, Distances Down, Slope 
Positions, Slope Position Ratios and Slope Roughness Index.   
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3.2.1 Distances Up 
The distances up represent flow distances from the grid cell of interest to upslope 
ridge grid cells.  A ridge grid cell is defined as a grid cell that does not receive any flow 
from its upslope neighbors.  There are a number of different ways that distance up to a 
ridge cell may be evaluated and we define four distance up measures that comprise 
horizontal, vertical, surface and direct transect distances (Figure 3.2).  
3.2.1.1 Horizontal Distance to Ridge (hr) 
The horizontal distance to ridge is defined as the horizontal flow distance tracing 
upslope from a grid cell to a ridge grid cell computed based on the D∞ flow model.  
Because multiple flow paths may converge at any grid cell, there may be multiple 
upslope ridge grid cells.  We therefore define three variants of the horizontal distance to 
ridge.  The longest horizontal distance to ridge (lhr) is the flow distance to the furthest 
upslope ridge grid cell.  The shortest horizontal distance to ridge (shr) is the flow distance 
to the nearest upslope ridge grid cell. The average horizontal distance to the ridge (ahr) is 
the mean horizontal flow distance calculated by weighting the distance based on the 
proportions of incoming flow from upslope grid cells. Numerically, these are evaluated as 
follows: 
{ } Otherwise   0   ,0 if  ))(),(()( 0: >+= ∑> kiPk PklrkidistMaxilr ki  (3.1) 
{ } Otherwise   0   ,0 if  ))(),(()( 0: >+= ∑> kiPk PksrkidistMinisr ki  (3.2) 
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Here dist(i, k) gives the horizontal distance from grid cell i to its upslope neighbor 
k, using the x (dx) and y (dy) dimensions of the grid cell accounting for whether the cells 
are adjacent or diagonal neighbors.   
22 ),( dydxkidist +=  (3.4) 
For adjacent cells in the x direction, dy is 0; while for adjacent cells in the y 
direction, dx is 0.  For diagonal neighbors neither dx or dy is 0.  The notation {k:Pki>0} 
indicates the set of neighbors, k, that have a proportion of their flow contributing to grid 
cell i.  The minimization or maximization of the distance is over this set.  Equation (3.3) 
evaluates a weighted average based on the proportion of neighbor cell k that drains to cell 
i.  In equations (3.1) to (3.3) lr, sr, and ar are used with equation (3.4) to evaluate lhr, shr 
and ahr, respectively.  The h is omitted from the notation in equations (3.1) to (3.3) 
because these equations are used with different distance definitions to evaluate other 
distance measures.   
3.2.1.2 Vertical Rise to Ridge (vr) 
The vertical rise to ridge is a vertical flow distance from any grid cell i defined by 
tracing upslope from the grid cell based on the D∞ flow model.  Analogous to the 
horizontal distance to ridge, it has longest (lvr), shortest (svr) and average (avr) variants.  
Numerically, these are evaluated using equations (3.1) to (3.3) but calculating distance 
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vertically, that is as the elevation difference between grid cell i (zi) and its upslope 
neighbor k (zk). 
ik zzkidist −=),(  (3.5) 
The vertical rise to the ridge has its highest value at stream grid cells at the foot of 
high hillslopes and a value of 0 at ridge grid cells (Figure 3.3). 
3.2.1.3 Surface Distance to Ridge (sr) 
The surface distance to ridge is defined as flow distance from the ridge to any grid 
cell i along the surface (Figure 3.2). This is evaluated using an along the surface distance 
metric: 
222 )( ),( ik zzdydxkidist −++=  (3.6) 
Longest (lsr), shortest (ssr) and average (asr) variants of surface flow distance to 
ridge from any grid cell i are calculated using equations (3.1) to (3.3).  
3.2.1.4 Direct Transect Distance to Ridge (pr) 
The direct transect distance to ridge is defined by combining vertical and 
horizontal flow distances along the full length of a hillslope (Figure 3.2) using 
Pythagoras' theorem.  Three variants of direct transect distances to ridge (longest, shortest 
and average) are defined from the corresponding horizontal distance and vertical rise to 
the ridge as follows:  
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Longest direct transect distance to ridge  22 lvrlhrlpr +=  (3.7) 
Shortest direct transect distance to ridge  22 svrshrspr +=  (3.8) 
Average direct transect distance to ridge  22 avrahrapr +=  (3.9) 
Note that these measures are based on following the flow directions and averaging 
over flow proportions when there are multiple flow directions.  The horizontal distance 
does not represent a straight line horizontally.  Rather it represents an average of 
horizontal (plan) distances along the flow paths ending at a point.  The use of Pythagoras’ 
theorem thus provides an average direct distance smoothing over elevation variability in 
the vertical direction, but along the average of flow path following transects in the 
horizontal.  That is why we used the word “transect” in the name.   
3.2.2 Distances Down 
The distances down represent flow distances from the grid cell of interest to 
downslope grid cells that represent a designated flow path end point.  Here we designate 
these as stream grid cells, although any set of grid cells could be used.  In hydrologically 
correct fluvial terrain (where sinks have been removed) all flow paths eventually leave 
the DEM, but the point where a flow path leaves the domain is arbitrary, lacking in 
physical meaning.  To have downslope distances that are interpretable as distances to 
streams the designated flow path end points should be streams.  In this work the stream 
network was mapped using TauDEM software with a drainage area threshold specified in 
terms of the number of contributing grid cells.  We define four measures of distance to 
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stream: the horizontal distance to stream, vertical drop to stream, surface distance to 
stream and direct transect distance to stream (Figure 3.2).  
3.2.2.1 Horizontal Distance to Stream (hs) 
The horizontal distance to stream is defined as a horizontal flow distance from a 
grid cell i to a stream grid cell calculated by tracing downslope based on the D∞ flow 
model.  There are three variants for this: the longest (lhs), shortest (shs) and average (ahs) 
horizontal flow distance to stream.  Numerically, these are represented as follows: 
{ } ))(),(()( 0: klskidistMaxils ikPk += >  (3.10) 
{ } ))(),(()( 0: ksskidistMiniss ikPk += >  (3.11) 
{ }∑∑ ≥+= 0)(:/))(),(()( kask ikik PkaskidistPias  (3.12) 
Equations (3.10) to (3.12) are similar to (3.1) to (3.3) except that subscripts i and 
k are interchanged so that the neighbor grid cell k is downslope from grid cell i.  In 
equations (3.10) to (3.12) ls, ss, and as are evaluated using the horizontal distance 
between the center of the target grid cell i and its downslope neighbor k given by 
equation (3.4).  The notation {k:Pik>0} indicates the set of neighbors, k, that receive a 
proportion of flow contributed from grid cell i.  The minimization or maximization is 
over this set.  The h is omitted from the notation in equations (3.10) to (3.12) because 
these equations are also used with different distance definitions to evaluate other distance 
measures.  Evaluation of these measures requires that their distance values be initialized 
to 0 on the designated end point (stream) grid cells.  The denominator in equation (3.12) 
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is to normalize for flow paths that leave the domain without reaching a designated end 
point grid cell.  There is the option that we have implemented in the code to report no 
data, rather than use this normalization.  This effectively limits evaluation to grid cells 
where all downslope flow paths end at a designated end point.   The horizontal distance 
to stream is highest at the ridge grid cells and 0 at the stream grid cells (Figure 3.3).   
3.2.2.2 Vertical Drop to Stream (vs) 
The longest (lvs), shortest (svs) and average (avs) vertical drop to stream from any 
grid cell i is calculated by tracing downslope from a grid cell completely analogously to 
the horizontal distance to stream calculations based on the D∞ flow model.  But, in this 
case, elevation differences (equation 3.5) are used for the distance function.  
3.2.2.3 Surface Distance to Stream (ss) 
Similar to the surface distance to ridge, surface distance to stream from any grid 
cell i is calculated based on the D∞ flow model using the dist(i,k) function in equation 
3.6.  There are longest (lss), shortest (sss) and average (ass) variants of surface distance 
to the stream. 
3.2.2.4 Direct Transect Distances to Stream (ps) 
Similar to the direct transect distance to the ridge, direct transect distance to 
stream is computed from both vertical and horizontal flow distances to stream along the 
full length of a hillslope (Figure 3.2) by combining them using the Pythagoras' theorem.  
Three variants of direct transect distances to stream (longest, shortest and average) are 
88 
defined from the corresponding horizontal distances and vertical drops to the stream as 
follows:  
Longest direct transect distance to stream  22 lvslhslps +=  (3.13) 
Shortest direct transect distance to stream  22 svsshssps +=  (3.14) 
Average direct transect distance to stream  22 avsahsaps +=  (3.15) 
3.2.3 Slope Position 
The relative horizontal position of a point on a hillslope (sp) can be defined based 
on the horizontal distance to the stream compared to the total horizontal length of the 
hillslope obtained from the sum of the horizontal distance to the ridge and the horizontal 
distance to the stream.  Its relative vertical position can also be defined based on the drop 
to stream compared to the total vertical height of the hillslope obtained from the sum of 
the rise to the ridge and the drop to the stream.  Its relative hillslope surface position can 
be defined based on its surface distance to the stream compared to its total slope surface 
length from the sum of the surface distance to the ridge and surface distance to the 
stream.  Similarly direct transect slope position can be defined.  Numerically slope 
position is given by  
dsdr
dssp +=  (3.16) 
where ds may be any one of horizontal distance to stream (hs), vertical drop to stream 
(vs) direct transect distance to stream (ps) or surface distance to stream (ss); dr may be 
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any one of the horizontal distance to ridge (hr), vertical rise to ridge (vr), direct transect 
distance to ridge (pr), or surface distance to ridge (sr).  sp is evaluated for each distance 
measure and denoted as horizontal slope position (sph), vertical slope position (spv), 
direct transect slope position (spp), or surface slope position (sps).  There are 12 types of 
slope position from the combinations of the horizontal, vertical, surface and direct 
transect distance measures with the longest, shortest and average distance variants.  Slope 
position varies from 0 at the stream to 1 at the ridge, providing a measure of how far up 
the slope a point is (Figure 3.3). 
3.2.4 Slope Position Ratio 
Slope position ratio (spr) is defined as the ratio of vertical slope position to the 
sum of horizontal and vertical slope positions.  It can be defined as longest, shortest and 
average depending on the variants of the slope position used in its calculation. 
spvsph
spvspr +=  (3.17) 
Slope position ratio provides an indication of the curvature of the slope (Figure 
3.4).  Slope position ratio greater than 0.5 (C in Figure 3.4) occurs when the vertical slope 
position is greater than the horizontal slope position, meaning that a point is further up 
the slope in a vertical sense than horizontal sense as occurs when the slope is convex.  
Points that have equal horizontal and vertical slope positions have slope position ratio of 
0.5 (A in Figure 3.4). Points on a concave slope that fall below the straight line from 
ridge to stream will have slope position ratio less than 0.5 (B in Figure 3.4). 
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3.2.5 Slope Roughness Index 
Slope roughness indices up (sriu) and down (srid) are defined as the ratio of 
surface distance to ridge (sr) to direct transect distance to ridge (pr), and the ratio of 
surface (ss) distance to stream to direct transect distance to steam (ps), respectively, as:  
pr
srsriu =   and  
ps
sssrid =  (3.18) 
Given the variants (longest, shortest and average) of the surface and direct transect 
distances, there are three variants of each slope roughness index.  The value of slope 
roughness index is greater than or equal to 1.  A value of 1 represents a smooth hillslope 
where the surface distance is equal to the corresponding direct transect distance.   
3.3 Evaluation Algorithms 
Initially we developed serial algorithms to evaluate the distances up and down.  
The serial algorithms use recursion implemented directly following the definitions of the 
variables.  However, the recursive algorithms can be inefficient in terms of memory 
requirements for evaluation of a large dataset because the entire grid is held in RAM and 
function state is saved on a stack at each recursion step and may cause stack overflow 
problem when used to process large datasets.  To overcome this limitation, we developed 
parallel algorithms.   The parallel algorithms divide the domain into separate partitions to 
be evaluated in separate processes running on potentially separate processors.  A queue is 
used in each process to manage the evaluation of grid cells after their dependencies have 
been evaluated.  Both the serial and parallel algorithms are described in the following 
subsections. 
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3.3.1 Distances Up - Serial 
The serial algorithms that compute the distances up are recursive because the 
distance value at the target grid cell i depends on the value at its upslope neighbor, grid 
cell k.  The function calls itself if it finds a neighbor that contributes flow to the target 
grid cell.  The terminal condition for the recursion is that the ridge grid cells that have no 
contribution from upslope neighbors (i.e. 0=∑ kiP ) are assigned a distance value of 0.  
The functions have an option to check edge contamination; that is, tracking if the target 
grid cell receives flow from a neighbor grid cell which has a no data value (edge grid 
cells or grid cells that receive flow from edge grid cells).  In such case, if the edge 
contamination option is selected the distance up of the target grid cell is set to no data 
value.  The functions can also be used to compute weighted distances up of each 
measure/variant combination based on an input weight grid.   
The inputs include the D-infinity flow direction grid, pit filled elevation grid, and 
optionally a weight grid.  The D-infinity flow direction grid, measured in radians, counter 
clockwise from east (computed using TauDEM), is used to calculate the proportion of 
flow from each upslope neighbor to the target grid cell.  The pit filled elevation grid is 
used to compute elevation differences between the target grid cell and its neighbors in 
calculating the vertical rise to ridge and surface distances.  The weight grid is used to 
calculate weighted distances to the ridge.  Algorithm 1 (Table 3.1) shows the serial 
implementation of the distance up functions.  
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3.3.2 Distances Down - Serial 
The serial distances down functions use a recursive algorithm similar to 
Algorithm 1, but the direction of recursion is downslope because the distance at the grid 
cell i depends on the value of its downslope neighbor, grid cell k.  The function calls 
itself whenever it finds a neighbor that receives flow from the target grid cell.  The 
recursion terminates at grid cells on a designated flow path end point (stream) where the 
distances are initialized to 0.   
Similar to the distance up functions, these functions have an option to check edge 
contamination where if the option is selected the distance down of the target grid cell is 
set to the no data value unless all flow paths from that cell end at a designated flow path 
end point.  Unlike distance up, because distance down is measured to a designated flow 
path end point (stream) a no data result can occur if there are no designated flow path end 
points on any downslope flow paths, regardless of how the edge contamination option is 
set.  The distance down functions can also be used to compute weighted distances down 
for each distance to stream variant based on an input weight grid.  They use the D-infinity 
flow direction grid, pit filled elevation grid, stream raster grid and optional weight grid as 
inputs.  The stream raster is a grid indicating designated flow path end points by the grid 
cell value 1 on streams and 0 off streams used to initialize the distances to stream to 0.  
Algorithm 2 (Table 3.2) shows the serial implementation of the distance down functions. 
3.3.3 Slope Position, Slope Position Ratio and Slope 
Roughness Index 
The slope position variables are mathematical combinations of the distance up 
and distance down variables and may be evaluated directly using cell by cell calculations.  
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In this study we used the Raster Calculation Function of the Spatial Analysis Tool in 
ArcGIS to compute these variables. 
3.3.4 Parallel Evaluation 
The first requirement to compute the distances up and distances down in parallel 
is to be able to partition the data across parallel processes.  We use a striped partitioning 
approach where an input grid is divided horizontally into equal parts based on the number 
of processes, with any extra portion remaining being attached to the last partition [Wallis 
et al., 2009].  Each process reads in its assigned portion of the grid from a file.  Space is 
allocated for each process to hold a copy of a row of border grid cells from the adjoining 
partitions directly below and above its assigned portion.  A share function was 
implemented to pass information from the adjoining partition into these rows when 
necessary.  This approach allows each process to have access to all neighboring cells 
without any extra communication between them.   
The strategy for parallel evaluation of both distance up and distance down 
variants is for different grid cells to be evaluated simultaneously in different processes.  
To compute the distance up at a grid cell i all of the grid cells that drain to cell i must be 
first calculated.  Similarly, to compute distance down at a grid cell i all of the grid cells 
that receive flow from grid cell i must be first calculated.  To facilitate this, computation 
is done in two steps:  dependency and distance evaluation steps.  In the dependency 
evaluation step, a dependency grid is created to facilitate the identification of grid cells 
for which dependent grid cells have been evaluated and that are ready for evaluation.  
Distance is computed in the distance evaluation step. 
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In the distance up function, the dependency grid contains at each grid i the 
number of immediate neighbors that drain into grid cell i whose value has not yet been 
evaluated.  If there are no neighboring grid cells that drain into grid cell i, that grid cell is 
considered to be a peak (ridge) grid cell of the DEM and receives a dependency value of 
0.  It is placed on the queue for evaluation and when evaluated will be assigned a distance 
value of 0.  If there are grid cells that drain into grid cell i, the number of neighbors that 
drain into grid cell i is initially stored in the dependency grid.  This number is used in the 
computation of distances up to determine when grid cell i will be ready to be placed on 
the queue for evaluation.  Each time a grid cell is evaluated the dependency value of 
downslope neighbors is decreased by one and when a dependency value becomes 0 it 
indicates that all upslope neighbors have been evaluated, so it is put on the queue for 
evaluation.   
In the distance down function, the dependency grid contains at each grid cell i the 
number of immediate neighbors that receive flow from grid cell i whose value has not yet 
been evaluated.  If grid cell i is on the stream (designated flow path end point), it is 
assigned a dependency value of 0, placed on the queue for evaluation, and when 
evaluated will be assigned a distance value of 0.  The dependency grid for other grid 
cells, i, is initialized with the number of neighbors that receive flow from grid cell i.  In 
the D∞ model this is always either 1 or 2 as flow is never shared with more than two 
neighbors.  The dependency value is used in the computation of distances down to 
determine when grid cell i will be ready to be placed on the queue for evaluation.  Each 
time a grid cell is evaluated the dependency value of upslope neighbors is decreased by 
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one and when a dependency value becomes 0 it indicates that all downslope neighbors 
have been evaluated, so it is put on the queue for evaluation. 
In both distance up and distance down functions, the dependency evaluation step 
is done independently by each process without communication.  Two dependency 
buffers, one for the process containing the partition above and one for the partition below, 
are also created to keep track of dependency information between processes and 
initialized to 0.  Once the dependency evaluation step has completed, each process 
contains a queue of cells that are ready for computing the distances and a dependency 
grid filled with number of dependent cells.  The formal algorithms for building the 
dependency grid are presented in Table 3.3.   
In the distance evaluation step (Table 3.4) there is an option to check for edge 
contamination that determines whether evaluation of the target grid cell depends on a 
neighbor grid cell which has a no data value, and if so reports the result as no data.   
In the distance up function, if the edge contamination check is selected, for each 
neighboring cell k that contributes flow to cell i if cell k is no data then cell i is set to the 
no data value.  Once a cell’s distance is computed, for each downslope neighboring cell n 
that receives flow from cell i the dependency grid is decremented by 1 at cell n.  If the 
dependency grid becomes 0 at cell n, the distance up of all cells that contribute flow to 
cell n have been calculated and cell n is put on the queue.   
In the distance down function, if the edge contamination check is selected, for 
each neighboring cell k that receives flow from cell i if cell k is no data then cell i is set to 
the no data value.  Once a cell’s distance is computed, for each neighboring cell n that 
contributes flow to cell i the dependency grid is decremented by 1 at cell n. If the 
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dependency grid becomes 0 at cell n, the distance down of all cells that receive flow from 
cell n have been calculated and cell n is put on the queue. 
It is possible however, in both functions, that grid cell n whose dependency needs 
to be decremented, may not be part of the partition of that process, but rather part of the 
partition in a neighboring process.  In that case, instead of decrementing the dependency 
grid by 1 at n and putting n on the queue if necessary, the dependency buffer at n is 
decremented and n is not put on the queue.  Once all processes queues are empty, 
communication between processes is performed to obtain the dependency information 
each process has been storing in its buffers.  Each process swaps their buffers with the 
neighboring processes and then decrements its dependency grid according to the buffer 
received from its neighboring process.  If this results in a cell i with dependency value of 
0, indicating that all of i’s dependencies have finished calculating their distances cell i is 
put on the queue.  Result information comprising distances that have been evaluated 
along the edges of each partition is also communicated to update the shared border grid 
cells of adjacent partitions so that it is available for proper evaluation of grid cells that 
depend upon values in the adjoining partition.  Once this is done, all the processes resume 
popping cells of their queue, calculating the distances, and decrementing dependency 
values.  This is repeated until every queue on every process is empty.  Table 3.4 presents 
the algorithms used in this step for both distance up and distance down functions.   
3.4 Evaluation and Timing Tests Using Large Datasets 
To evaluate the effectiveness of the parallel algorithms of both distance up and 
distance down functions, we compared run times from the parallel algorithms with the 
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run times from the serial recursive algorithms.  Testing of both the parallel and serial 
algorithms was performed on a 64 bit Dual Quad Core Xeon Processor E5405, 2.00GHz 
with 16 GB of RAM, 3 x 1 TB disks configured using Raid 5 and Windows Server 2008 
operating system.  Two datasets: the first entitled “Dry Creek Experimental Watershed” 
with size of 901 cell by 1022 cell grid representing a small area, and the second entitled 
“Boise Front” with size of 4751 cell by 6989 cell grid representing a much larger area 
were used.  The time taken to complete the calculation of both distance up and distance 
down was measured using the serial algorithms for each dataset.  For the parallel 
algorithms, the time taken to compute distance up and distance down was measured using 
a varying number of processes from one to eight for each dataset (Figures 4.5, 4.6, 4.7, 
and 4.8).   
In computing both distance up and distance down grids using both datasets, the 
times taken by the parallel algorithm with a single processor are longer than the serial 
algorithm.  The reason for this difference may be the additional preprocessing scan made 
on the data.  However, the advantage of the parallelization is apparent in both functions 
using both datasets with the crossover point achieved at two processors.  Using the Dry 
Creek Experimental Watershed dataset the total improvement in time in both functions 
with eight processors was about 50% of the time taken by the serial algorithm.  This 
increased to about 75% for the Boise Front dataset.  The alleviation of the effects of the 
additional processing, communication and synchronization with the increase in the 
number of processors is more apparent with the larger dataset.   
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3.5 Potential Additional Applications 
Topography is one of the key factors in controlling many natural processes.  As a 
result, enormous efforts have been exerted to derive useful topographic attributes from 
Digital Elevation Models (DEM) to represent the role of topography in hydrological, 
geomorphological and ecological models [Moore et al., 1991; Wilson and Gallant, 2000; 
Hengl and Reuter, 2009].  Moore et al. [1991] reviewed many topographic attributes and 
their potential applications.  Wilson and Gallant [2000] documented examples of 
applications of topographic attributes in hydrology, geomorphology and biology.  
Comprehensive examples of applications of DEM and DEM derived attributes in 
hydrology, geomorphology, geology, soil science, vegetation science, climatology and 
meteorlogy have been documented in Hengl and Reuter [2009].  Flow lengths have been 
used to characterize geomorphological instantaneous unit hydrographs [Rodriguez-Iturbe 
and Valdes, 1979] and to estimate water residence times [McGuire et al., 2005].  White et 
al. [2004] used flow lengths to contrast geomorphologic and hydrodynamic dispersion.  
Flow lengths have also been used to characterize water quality [Soranno et al., 1996; 
Alexander et al., 2000] and to understand the influence of the spatial arrangement of 
watershed attributes on water quality and biotic responses in a variety of ecological 
analyses [King et al., 2004, 2005; Frimpong et al., 2005; Van Sickle and Johnson, 2008].   
The topographic variables described in this paper were derived as explanatory 
variables for soil depth and were used to develop statistical soil depth prediction models 
in chapter 2, but, we envisage that they can also have other more general applications in 
hydrology, geomorphology and ecology.  They quantify similar topographic 
characteristics; consequently, there may be some overlap in their applications.   
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In hydrology, the distance down variables may be used to map areas subjected to 
potential flooding hazards and to delineate areas that are safe for urban and other 
development purposes using threshold values. They may be applied in mapping areas 
with water logging and shallow groundwater table.  Slope position and slope position 
ratio variables may be used in hydrological studies such as soil moisture patterns and 
snow melt processes where identification of topographic variables that quantify exposure 
(to wind and radiation) have been researched [Marks et al., 2001, 2002].  They may also 
be used for selecting suitable locations for meteorological stations to measure 
hydrological variables such as precipitation and wind to minimize measurement errors 
[Moore et al., 1991].  Similar to the topographic curvature in Moore et al. [1991], slope 
position ratio may be applied in mapping potentially wet and water perched areas.  
The topographic variables may also be used in studies of erosion, sediment 
transport and geomorphology.  The distance up variables such as the longest horizontal 
distance to the ridge and the longest vertical rise to the ridge are related to specific 
catchment area and stream erosive power index [Moore et al., 1991], thus, they may be 
applied to study formation of gullies in conjunction with soil properties.  They may also 
be applied in the Universal Soil Loss Equation [Moore et al., 1991] as the slope-length 
component.  In erosion prone areas, these may be used to identify places where soil 
conservation measures should be installed.  The distance down variables may be applied 
to map areas of sediment source (erosion) and sediment deposition.  Slope position and 
slope position ratio can be used to describe landforms [Moore et al., 1991].  Slope 
position may be applied to study soil properties such as organic matter content, soil 
carbon, pH, A horizon thickness, B horizon thickness and depth to carbonates.  Slope 
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position ratio may be used in modeling erosion and deposition processes at a hillslope 
scale [Moore et al., 1991] and in process based soil production functions [Dietrich et al., 
1995; Heimsath et al., 1997; Saco et al., 2006] as surrogate of topographic curvature.  
The roughness indices may be used to study erosion and deposition processes at hillslope 
scale. 
The new topographic variables may also have application in ecological and 
biological modeling related to vegetation patterns on a landscape.  Different vegetation 
types grow on different parts of a landscape depending on their water demand and 
resistance to moisture stress.  Vegetation species that have high water demand or low 
resistance to moisture stress usually grow close to the streams; while drought resistant 
species grow further from the streams or closer to the ridges.  Therefore, values of the 
distance up or distance down variants may be used to study the distribution of vegetation 
species on a landscape.  The distance down variables may be useful to map riparian 
vegetation and their effect on contaminant and/or nutrient interception.  For example, 
Baker et al. [2006] used distances measured from row crop agriculture to streams 
weighted by the presence of forest or wetlands along each flow pathway to characterize 
the extent of riparian filtering of nutrients across catchments.  The distance up variables 
may be applied to map vegetation types that have high resistance to drought or low water 
demand.  The continuous values of slope position can be binned into classes and together 
with the slope position ratio may be used to identify types of hillslope positions such as 
summit, shoulder, backslope, footslope, and toeslope which may be useful in study of the 
distribution of vegetation species, forest structure and soil carbon content on a hillslope. 
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3.6 Concluding Remarks 
This paper has presented a class of topographic variables derived in our effort to 
develop statistical soil depth prediction models.  These variables were initially evaluated 
using using recursive algorithms implemented in C++ for use with DEM data and 
included in the TauDEM, software distributed by the second author 
(http://hydrology.usu.edu/taudem/).  However, these recursive algorithms can be 
inefficient in terms of memory requirements because the entire grid is held in RAM and 
function state is saved on a stack at each recursion step and may cause stack overflow 
problem when used to process large datasets.  To overcome this limitation, we present 
parallel implementations of the functions used to compute the distances up and distances 
down topographic variables from digital elevation model.  These parallel algorithms 
improve upon the respective serial recursive algorithms by using a queue based approach 
that works concurrently within multiple data partitions assigned to separate processes.  
Run times have been significantly improved using the parallel methods tested on a Dual 
Quad Core PC.  The parallel methods have also enabled the capability for evaluation of 
these methods using larger datasets.  These parallel versions of distance up and distance 
down functions have been included in the TauDEM hydrology analysis software 
available from http://hydrology.usu.edu/taudem.  While these variables were initially 
used as explanatory variables for a soil depth model, they may also have other more 
general modeling applicability in hydrology, geomorphology and ecology. 
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Table 3.1.  Algorithm for Serial Implementation of Distance Up Function 
Algorithm 1 Distance Up.  Variable θi denotes the computed distance up at grid cell i.  Variable Pki denotes 
the flow proportion contributed from neighbor grid cell k to grid cell i.  Variable Wi is a weight value at 
grid cell i.  sumn denotes a distance variable.  Variable sump denotes sum of flow proportion contributed 
from all neighbor grid cells k.  Variable idv is used as an initial value for θ.  Variable CON is used to 
control edge contamination.  Variable VARIANT is used to switch between shortest, longest and average 
distance variants.  Function dist() denotes a function used to compute distances between adjacent grid cells, 
depending on the measure being evaluated. 
Initialize grid θ to idv // idv is used to indicate that θi is not yet computed 
Function DinfDistUp(i) 
If θi is idv 
     if grid cell i is in the domain // Out of domain grid cells are indicated by no data in the Pi* grid 
          Initialize θi to 0, sumn to 0, sump to 0 
          for each neighbor grid cell k 
               compute Pki  
               if (Pki > 0)  
                    call DinfDistUp(k)   //This is the recursive call to traverse to an upslope neighbor 
                    if θk is no data value 
                         CON is on 
                    Else  
                         if VARIANT is average 
sumn = sumn + Pki * (dist(k,i) * Wi  + θk) // the sum of the distances  
sump = sump+Pki  // the sum of the flow proportions 
                         if VARIANT is maximum 
                              sumn = maximum(sumn, dist(k,i) * Wi + θk) // from the neighbors k 
                         if VARIANT is minimum 
                              if first upslope neighbor to this grid cell 
                                   sumn = dist(k,i) * Wi + θk 
                              else 
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Table 3.1.  Continued 
                                   sumn = minimum(sumn, dist(k,i) * Wi + θk) // from the neighbors k 
          Next k 
// At this point all the necessary inputs are available, the θi can be computed 
If VARIANT is average 
If sump > 0 
θi = sumn/sump // Average distance 
If VARIANT is maximum 
θi = sumn // Longest distance 
If VARIANT is minimum 
θi =sumn // Shortest distance 
If check edge contamination option is selected and CON is on 
θi is set to no data value 
     Else 
          θi = no data value 
RETURN 
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Table 3.2.  Algorithm for Serial Implementation of Distance Down Function 
Algorithm 2 Distance Down. Variable θi denotes the computed distance down at grid cell i.  Variable Pik 
denotes the flow proportion contributed from grid cell i to the neighbor grid cell k.  Variable Wi is a weight 
value at grid cell i.  sumn denotes a distance variable.  Variable sump denotes sum of flow proportion 
contributed from grid cell i to all neighbor grid cells k.  Variable SRCi denotes the stream raster value at 
grid cell i.  Variable idv is used as an initial value for θ. Variable CON is used to control edge 
contamination.  Variable VARIANT is used to switch between the shortest, longest and average distance 
variants.  Function dist() denotes a function used to compute distances between adjacent grid cells, 
depending on the measure being evaluated. 
Initialize grid θ to idv // idv is used to indicate that θi is not yet computed 
If SRCij is 1 
     Initialize θi to 0 
Function DinfDistDown(i) 
If θi is idv 
     Initialize sumn to 0, sump to 0 
     if grid cell i is in the domain // Out of domain grid cells are indicated by no data in the Pi* grid 
          for each neighbor grid cell k 
               compute Pik  
               if (Pik > 0)  
                    call DinfDistDown(k)   // This is the recursive call to traverse to downslope neighbor 
                    if θk is no data value 
                         CON is on 
                    Else 
                         sump = sump+Pik // the sum of the flow proportions 
                         if VARIANT is average 
                              sumn = sumn + Pik * (dist(i,k) * Wi + θk) // sum of distances  
                         if VARIANT is maximum 
                              sumn = maximum(sumn, dist(i,k) * Wi + θk) //from the neighbors k 
                         if VARIANT is minimum 
                              sumn = minimum(sumn, dist(i,k) * Wi + θk) // from the neighbors k 
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Table 3.2.  Continued 
          Next k 
// At this point all the necessary inputs are available, the θi can be computed 
          if sump > 0 
If VARIANT is average 
θi = sumn/sump // Average distance 
If VARIANT is maximum 
θi = sumn // Longest distance 
If VARIANT is minimum 
θi =sumn // Shortest distance 
Else 
θi = no data 
If check edge contamination option is selected and CON is on 
θi is set to no data value 
     Else 
          θi is set to no data value 
RETURN 
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Table 3.3.  Algorithm to Initialize the Dependency Grids in Parallel Distance Up and 
Distance Down Functions 
Algorithm 3: Dependency:  Alternative logic specific to the [up] {down} function indicated in [square 
brackets] {braces}.  Executed by every process with grid flow proportions P, grid dependencies DP 
initialized to 0, grid distance DS, queue Q, {stream raster grid SR}. 
Dependency(P, DP, DS, Q)  
for all i  
DSi Å no data 
for all n adjacent to i  
get [Pni] {Pin} //flow proportion contributed from [n to i] {i to n} 
if [Pni] {Pin} > 0  
DPi Å DPi + 1  
[if DPi = 0  
add i to Q] 
{if SRi is stream cell  
DPi = 0 
add i to Q} 
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Table 3.4.  Algorithm to Compute the Distance Up and Distance Down Grids in 
Parallel Implementation 
Algorithm 4: Distances: Alternative logic specific to the [up] {down} function indicated in [square 
brackets] {braces}.  executed by every processor with flow proportions P, {stream raster grid SR}, queue 
Q, dependency grid D, two local dependency buffers Dabove and Dbelow, distance [up] {down} DS that 
was initialized to no data value (Algorithm 3), contamination check indicator CON, weight grid W.  
SWAPBUFFERS() swaps Dabove and Dbelow with the two adjacent processors.  SHARE() swaps the 
border buffers of the results in DS. Function dist() denotes a function used to compute distances between 
adjacent grid cells. Variable VARIANT is used to switch between the shortest, longest and average 
distance variants. Variable SUMP denotes sum of flow proportions contributed from grid cell i to all 
neighbor grid cells n.  
Function Distance(i)  
while not terminated  
SHARE() 
while Q isn’t empty  
i Å front of Q 
DSi Å 0 
{if SRi is not stream cell  //  If it was a stream cell we leave at 0} 
if CON is on  
for all k adjacent to i  
if [Pki] {Pik} > 0  
if DSk is no data  
set DSi to no data 
if DSi is not no data  // only evaluate if edge contamination checking has not set result to no data 
SUMP Å 0 
for all k adjacent to i  
if [Pki] {Pik} > 0  
if DSk is not no data  
SUMP Å SUMP + [Pki] {Pik} 
if VARIANT is average  
DSi Å DSi + [Pki] {Pik}* (dist(i,k)*Wi + DSk) 
if VARIANT is maximum  
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Table 3.4.  Continued 
DSi Å maximum(DSi, (dist(i,k)*Wi+DSk)) 
if VARIANT is minimum  
If first contributing neighbor to this grid cell 
DSi Å dist(i,k)*Wi+DSk 
else 
DSi Å minimum (DSi, (dist(i,k)*Wi+DSk)) 
{if SUMP > 0 // for down case must have some proportion contributing} 
if VARIANT is average and SUMP > 0 
DSi Å DSi/SUMP  
{else 
DSi Å no data} 
for all n adjacent to i 
if [Pin ] {Pni} > 0 
Dn Å Dn – 1 
if Dn = 0 and n is in partition  
add n to Q 
SWAPBUFFERS() 
for all i in Dabove  
Di Å Di – Dabovei 
if Di = 0  
add i to Q 
for all i in Dbelow  
Di Å Di - Dbelowi 
if Di = 0  
add i to Q 
if Q is empty  
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Table 3.4.  Continued 
BROADCAST(termination signal) 
if all processes sent termination signal  
TERMINATE() 
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Figure 3.1.  The D8 and D∞ flow models. 
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Figure 3.2.  Definition of distances up and distances down: hr = horizontal distance to 
ridge; vr =vertical rise to ridge; sr = surface distance to ridge; pr = direct transect 
distance to ridge; hs = horizontal distance to stream; vs = Vertical drop to stream; ss = 
surface distance to stream; and ps = direct transect distance to stream. 
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Figure 3.3.  Visualization of horizontal distance to stream, horizontal slope position 
and vertical rise to ridge. 
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Figure 3.4.  Variation of slope position ratio on a hillslope. 
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Figure 3.5.  Time taken to complete average vertical rise to ridge calculation (with 
edge contamination check on) as a function of the number of processes on a grid size 901 
x 1022. 
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Figure 3.6.  Time taken to complete average vertical rise to ridge calculation (with 
edge contamination check on) as a function of the number of processes on a grid of size 
4751 x 6989. 
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Figure 3.7.  Time taken to complete average horizontal distance to stream calculation 
(with edge contamination check on) as a function of the number of processes on a grid of 
size 901 x 1022. 
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Figure 3.8.  Time taken to complete average horizontal distance to stream calculation 
(with edge contamination check on) as a function of the number of processes on a grid of 
size 4751 x 6989. 
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CHAPTER 4 
IMPACTS OF DETAILED SOIL DEPTH INFORMATION ON DISTRIBUTED 
HYDROLOGICAL MODELING1  
Abstract 
Spatial patterns of land surface and subsurface characteristics determine the 
spatial heterogeneity of hydrological processes.  Soil depth is one of the most important 
of these characteristics required as input by distributed hydrological models that attempt 
to represent this spatial heterogeneity.  Presently, the soil depth data available in national 
soil databases (STATSGO, SSURGO) is provided as averages within generalized map 
units.  Spatial uncertainty within these units limits their applicability for distributed 
hydrological modeling in complex terrain.  Soil is related to topography and land cover 
due to the role played by topography and vegetation in soil forming processes.  In our 
recent research, we developed a statistical model to predict soil depth from topographic 
and land cover variables that can explain about 50% of the soil depth spatial variation 
over the complex terrain of our study area: Dry Creek Experimental Watershed near 
Boise, Idaho.  This paper evaluates whether distributed soil depth derived from field 
measurements and topographic analysis can improve hydrological model performance 
relative to soil depth available in the existing SSURGO soils database.  We test the 
hypothesis that detailed soil depth representation impacts simulation of soil moisture and 
stream flow and the total soil water storage differs between the two realizations of soil 
depth.  The soil depths obtained from the statistical model, as well as the soil depth from 
                                                 
1 Coauthored by Teklu K. Tesfa, David G. Tarboton, David G. Chandler, and James P. 
McNamara 
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SSURGO were used as input to the Distributed Hydrology Soil Vegetation Model 
(DHSVM) to evaluate the sensitivity of hydrological response and potential for 
improvement in hydrological model estimates due to better estimation of soil depth.  We 
used the same automated parameterization method (RGENOUD) in the R statistical 
software to calibrate the hydrological model with both topography modeled and 
SSURGO soil depths.  We used mean absolute error (MAE) and Nash Sutcliffe Efficiency 
Coefficient (NSE) statistics to compare simulated stream flow and soil moisture with 
observed stream flow and soil moisture, respectively.  We also qualitatively assessed the 
spatial patterns of soil moisture from each model in comparison to topography.  
Simulation of stream flow was minimally impacted by the detailed soil depth 
representation.  The detailed soil depth information slightly improved the simulation of 
the soil moisture observed at different depths.   
4.1 Introduction 
As spatially distributed approaches to hydrological modeling increase 
appropriately detailed spatial input data are becoming important to capture the spatial 
variability of hydrological processes [Park and van de Giesen, 2004; Bathurst and 
O'Connell, 1992; Jensen and Mantoglou, 1992].  As models improve in their ability to 
capture small scale details, the structure of spatial patterns in the data becomes 
increasingly important [Grayson and Blöschl, 2000].  Spatial patterns of land surface and 
subsurface characteristics play a crucial role in determining the spatial heterogeneity of 
hydrological processes.  Schulz et al. [2006] has emphasized that thoughtful 
representation of key land surface and subsurface characteristics in hydrological models 
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is an important future challenge.  Soil depth is an important subsurface characteristic 
required as input to distributed hydrological models to represent this heterogeneity.  
In the United States, the Natural Resources Conservation Service (NRCS) 
national soil databases (SSURGO and STATSGO) have been the main sources of soil 
depth information used as input for hydrological modeling [Lytle, 1993; Anderson et al., 
2006].  In these databases, soils are spatially represented as discrete map units with 
abrupt boundaries.  A map unit may comprise multiple soil components but these 
components are not represented spatially within the map unit.  As a result, soil attributes 
are spatially represented at map unit level as a mean or some other representative value of 
the components.  Such a representation of soils is discrete, highly generalized and is 
incompatible with other landscape data derived from digital elevation models [Moore et 
al., 1993; Zhu, 1997; Zhu and Mackay, 2001; Schmidt et al., 2005].  This limits their 
applicability for spatially distributed hydrological modeling.   
Soil is related to topography and land cover due to the role played by topography 
and vegetation in influencing soil forming processes.  In our recent research (chapter 2), 
we developed statistical models for prediction of soil depth in a semiarid mountainous 
watershed based upon the relationship between soil depth and topographic and land cover 
variables.  Soil depth was surveyed by driving a rod into the ground until refusal at 
locations selected to represent the topographic and land cover variation in Dry Creek 
Experimental Watershed (DCEW), Boise, Idaho.  The soil depth survey consisted of a 
model calibration set, measured at 819 locations over 8 sub-watersheds, and a model 
testing set, measured at 130 more broadly distributed locations in the watershed.  The 
calibration data set was randomly divided into a training subset consisting of 75% of the 
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data and a validation subset consisting of the remaining 25% that was used to estimate 
the prediction error for variable and model complexity selection [see e.g. Hastie et al., 
2001, chapter 7].  The testing data set was used as an out of sample data set to test the 
model results.  Topographic variables were derived from a Digital Elevation Model 
(DEM) obtained from the USGS website (http://seamless.usgs.gov/).  Land cover 
variables were derived from Landsat remote sensing images and high resolution aerial 
photographs obtained from the Natural Resources Conservation Service (NRCS) Idaho 
State Office.  Generalized Additive Models (GAM) [Hastie and Tibshirani, 1990] and 
Random Forests (RF) [Breiman, 2001] statistical modeling techniques were applied to 
predict soil depth based on these topographic and land cover variables using soil depth 
data.  Predicted and measured soil depth was also aggregated at the scale of SSURGO 
map units and compared to soil depth from the SSURGO soil database for survey area 
symbol ID903 (Boise Front) obtained from NRCS Idaho State Office.  The models were 
able to explain about 50% of the soil depth spatial variation which is an important 
improvement over the soil depth extracted from the SSURGO soil database which was 
found to be poorly correlated to the measured soil depths.  The soil depth maps from 
GAM and RF predict that the ridges (convex areas) and south facing slopes have 
shallower soils as compared to the valleys (concave areas) and the north facing slopes, 
respectively.  This generally agrees with observations in this area and existing literature 
[Heimsath et al., 2002; Hoover and Hursh, 1943]. 
Zhu and Mackay [2001] evaluated the effects of spatial detail of soil information 
on watershed hydro-ecological response.  They used soil information from the SoLIM 
model developed in Zhu and Band [1994] and Zhu et al. [1996, 1997].  SoLIM is a model 
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that combines fuzzy logic with GIS and expert system development techniques that 
capture the opinions of experts in the fuzzy logic functions used to map soil attributes 
from spatial soil forming factors.  They showed that detailed spatial soil information 
influenced simulated hydrographs and net photosynthesis, underscoring the importance of 
detailed spatial soil information for hydro-ecological modeling. A limitation of this work 
was that no observed hydrographs were available for the watershed simulated, so it was 
not possible to quantify the improvement in hydrological simulations because of the more 
detailed soil information. There are also concerns regarding the subjectivity of expert 
opinions captured in a model such as SoLIM. 
While distributed hydrological models are intended to represent processes in 
terms of physically measureable spatial information, there are frequently parameters in 
the model whose values are uncertain or unknowable and calibration and validation are 
generally used to estimate these quantities so as to fit model outputs to observed data 
[Refsgaard, 2000].  There has been considerable work in developing automatic 
calibration techniques for hydrological models [Yapo et al., 1998; van Griensven and 
Meixner, 2007; Goswami and O'Connor, 2007; Vrugt et al., 2003], however most of this 
has been with lumped models.  The use of automated calibration with distributed 
hydrological models has been limited due to the computational effort (run time) required.  
The Multi-Objective Shuffled Complex Evolution Metropolis (MOSCEM) is a recently 
developed optimization algorithm commonly used for calibration of hydrological models 
[Vrugt et al., 2003].  MOSCEM uses the concept of Pareto dominance to evolve an initial 
set of parameter values toward a stable set of solutions that are pareto optimal in that 
further improvement in any one objective function is balanced by degradation in a 
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different objective function.  A detailed assessment of evolutionary algorithms for 
automatic calibration of hydrological models is found in Tang et al. [2006] and Vrugt 
[2007].  The R statistical software [R Development Core Team, 2007] also offers a 
genetic optimization package called RGENOUD, that combines evolutionary algorithm 
methods with derivative based methods to solve difficult optimization problems [Mebane 
and Sekhon, 2007; Sekhon and Mebane, 1998].   
In this paper we evaluate the effects of detailed soil depth representation obtained 
from the statistical model in chapter 2 on hydrological model performance relative to soil 
depth available in the existing SSURGO soil database.  We hypothesize that detailed 
information of soil depth will impact simulation of both soil moisture and stream flow 
and the total soil water storage differs between the two realizations of soil depth.  The 
strategy in testing this hypothesis is to run the Distributed Hydrology Soil Vegetation 
Model (DHSVM) [Wigmosta et al., 1994] with all input data the same except soil depth 
and uncertain parameters requiring calibration.  For those we used the same automated 
method (RGENOUD) in the R statistical software [R Development Core Team, 2007].  
Lateral hydraulic conductivity and its exponential decrease parameter were calibrated in 
this way.   
Doing the calibration in R allowed us to take advantage of the statistical utilities 
available in R for pre and post processing of model inputs and outputs, respectively.  For 
example, the regression utility was used to estimate missing meteorological data at one 
station from one or more other stations.  The visualization utilities were used to monitor 
the calibration processes in real time.  We used mean absolute error (MAE) and Nash 
Sutcliffe Efficiency Coefficient (NSE) statistics to compare simulated stream flow and 
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soil moisture with stream flow observed at the outlet and soil moisture observed in two 
sites at different depths.  We also compared the total volume of the soil column and the 
total watershed aggregated soil water storage between the two soil depth models; and 
qualitatively assessed the spatial patterns of soil moisture from each model in comparison 
to topography.   
This chapter is organized as follows: Section 2 describes the study area.  In 
section 3, we describe the methodology including the input data, key features of the 
DHSVM model, how soil depth was represented in the model, and model calibration and 
evaluation.  Section 4 presents the comparisons of modeled and observed stream flow and 
soil moisture.  Finally, the implications of these results are discussed in section 5. 
4.2 Study Area 
This work was carried out in the 28 km2 Dry Creek Experimental Watershed 
(DCEW), in the semi-arid southwestern region of Idaho (approximately 13 km northeast 
of the city of Boise), USA (Figure 4.1).  The surrounding area, known as the Boise Front, 
is composed of mountainous and foothills topography.  The elevation in DCEW ranges 
from about 1000 m at the outlet where Dry Creek crosses Bogus Basin Road to 2100 m at 
the headwaters [Williams, 2005; McNamara et al., 2005].  The average slope in DCEW is 
about 25%, with steeper north facing than south facing slopes.  
The climate of DCEW has been classified by McNamara et al. (2005) using the 
Koeppen climate classification system [Henderson-Sellers and Robinson, 1986] as a 
steppe summer dry climate (BSk) in the lower part and moist, continental climate with 
dry summers (Dsa) in the upper part.  Precipitation is most abundant in winter, as snow in 
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the highlands and rain in the lowlands and in spring in the form of rain.  There are 
occasional summer thunderstorms.  Autumns are generally dry [Williams, 2005].  The 
average annual precipitation ranges from about 37 cm at lower elevations to about 57 cm 
at higher elevations [Williams, 2005].  Stream flow is typically low in the early and mid 
winter; and peaks in the early to mid spring due to snowmelt events especially from the 
south-facing slopes in the high elevation portions of the watershed.  Winter snowmelt on 
the north facing slopes is not common [McNamara et al., 2005].  
Vegetation is generally grass and sagebrush at lower elevations, transitioning into 
chaparral and then fir, spruce, and pines at higher elevations [McNamara et al., 2005].  
Soils are formed from weathering of the underlying Idaho Batholith, which is a granite 
intrusion ranging in age from 75 to 85 million years [McNamara et al., 2005] associated 
with the Mesozoic subduction zone along the western margin of North America.  The 
soils range from loam to sandy loam texture and have high surface erosion potential 
[Williams, 2005].  Soils on the south facing slopes generally have coarser texture than the 
soils on the north facing slopes.  South facing slopes have more rock outcrops than the 
north facing slopes.  
There are 3 meteorological stations important for DCEW hydrological modeling 
(Figure 4.1):  the Lower Weather (elevation 1100 m) and the Treeline Weather (elevation 
1650 m) are located within the boundary of DCEW and the Bogus Basin Snotel Site is 
located just north of the DCEW boundary (elevation 1930 m).  All are managed by the 
USDA Agricultural Research Service (ARS).  In addition there is one stream flow 
gauging site at the outlet of DCEW (Figure 4.1).   
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4.3 Methodology 
4.3.1 Input Data 
Temporal inputs consisted of precipitation, air temperature, relative humidity, 
incoming shortwave radiation, longwave radiation, wind speed, stream flow and soil 
moisture.  Precipitation, air temperature, relative humidity, incoming shortwave radiation 
and wind speed for 2000 to 2008 water years were measured at the three meteorological 
stations described in section 2.  The data for the Lower Weather and Treeline stations 
were obtained from the Boise State University (BSU) Department of Geosciences while 
the data for the Bogus Basin Snotel Site were obtained from the Natural Resources 
Conservation Service (NRCS) Snow Survey in Boise, Idaho.  The time series data 
contain many gaps and errors.  The precipitation data were filled using the automatic 
precipitation correction program (APCP) in Nayak et al. [2007].  Missing air temperature, 
humidity, and wind speed were filled in using regression models built among the three 
meteorological stations.  Missing incoming shortwave radiation data were filled in using 
diurnal temperature range [Bristow and Campbell, 1984].  The incoming longwave 
radiation was computed based on air temperature in Kelvin using the Stefan-Boltzmann 
equation: 
4
aali TQ σε=  (4.1) 
with aε  air emissivity, σ  Stefan-Boltzmann constant  and aT  air temperature in Kelvin.  
aε  was determined using the Satterlund [1979] emissivity parameterization method 
which requires vapor pressure as input. 
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Stream flow data measured at the outlet of DCEW (Lower Gage) were obtained 
from the BSU Department of Geosciences.  Soil moisture data, measured at the Lower 
Weather and Treeline stations, in two soil pits at each station at different depths, were 
obtained from the BSU Department of Geosciences.  These were measured at pit1 at 5 
cm, 15 cm, 30 cm, 50 cm, and 100 cm depths; pit 2 at 5 cm, 15 cm, 30 cm, 60 cm and 
100 cm depths; pit 3 at 5 cm, 15 cm, 30 cm, 60 cm and 100 cm depths; and pit 4 at 5 cm, 
15 cm, 30 cm, 45 cm and 65 cm depths.  Continuously recording Campbell Scientific 
Water Content Reflectrometer (CS-615) devices were used to measure soil moisture at 
these pits.  Outputs from these devices were calibrated to collocated time domain 
reflectrometry (TDR) [Chandler et al., 2004].  These devices were inserted at the levels 
indicated in the pit walls and then the pits were backfilled.  Pits 1 and 2 are located at the 
Lower Weather station while pits 3 and 4 are located at the Treeline station.  Table 4.1 
presents the land cover, soil type and soil depth attributes of the pits where the soil 
moisture data were measured.  
The spatial data consist of the Digital Elevation Model (DEM), watershed 
boundary, land cover, soil type (texture), soil depth, and stream network.  The 1/3 arc 
second DEM, obtained from the USGS seamless data server http://seamless.usgs.gov/ 
was projected to 5 meter resolution and aggregated to 50 meter for this study.  A 
watershed mask was created in ArcGIS as the set of DEM grid cells within the watershed 
boundary.  A land cover map was created through supervised classification [ERDAS, 
1997] of Landsat TM imagery (obtained from the NRCS Idaho State Office) where an 
aerial photograph (obtained from NRCS Idaho State Office) and field observations were 
used to select training sites.  Five land cover classes: 1) Coniferous forest, 2) Mixed 
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deciduous, shrubs and riparian vegetation, 3) Grasses, 4) Mixed grasses and shrubs, 5) 
Road, rock outcrop and bare area were mapped (Figure 4.2).  The stream coverage was 
generated from the DEM in ArcInfo by varying the contributing area threshold until the 
DEM derived streams reasonably represented the streams observed in the field and aerial 
photographs. 
Maps of soil types (texture) and soil depth were extracted from the SSURGO soil 
database for survey area symbol ID903 (Boise Front) obtained from the NRCS Idaho 
State Office.  A map of four soil types (texture) was created by combining soil 
components and map units with the same soil texture to represent the textural classes of 
the soils mantling DCEW (Figure 4.2): loamy sand, coarse sandy loam, sandy loam and 
loam.  Sandy loam is dominant soil type over DCEW.  A map of the area weighted mean 
depth to bedrock for each SSURGO soil map unit was computed by first calculating the 
mean depth to bedrock for each component from the mean depth of each soil horizon in 
each component and then calculating the area weighted average depth to bedrock of the 
components in each map unit (Figure 4.3).  This SSURGO soil depth map (SUSD) served 
as the reference soil depth input against which the more detailed soil depth representation 
was compared.  Another map of soil depth (Figure 4.3) was created using the statistical 
soil depth distribution model developed in chapter 2 based on topographic and land cover 
variables.  This modeled soil depth (MODSD) quantified the pattern of the soil depth that 
is perpendicular to the ground surface while the SSURGO soil depth quantifies the 
vertical depth measured in the direction of the gravitational field.  To compare the two 
soil depth realizations we calculated vertical soil depth (vd) from the modeled 
perpendicular soil depth (pd) (Figure 4.3) as follows: 
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)cos(α
pdvd =  (4.2) 
where α is slope angle. This modeled soil depth (MODSD) represents the variation of soil 
depth with the topography at higher spatial resolution and was used in the examination of 
how more detailed soil depth information affects the modeling of hydrological processes. 
There are notable differences between the two maps of soil depth.  The SUSD has abrupt 
boundaries at the edges of the SSURGO polygons, while MODSD shows a more gradual 
variation of soil depth.  MODSD gives a more realistic representation of the soil depth 
variation between the ridges and valleys and south and north facing slopes in the DCEW 
than SUSD (chapter 2).   
4.3.2 The DHSVM Model 
DHSVM is a physically based distributed hydrology-soil-vegetation model 
developed to explicitly represent the spatial distribution of land surface processes within 
the vegetation hydrology system [Wigmosta et al., 1994] and to solve the water and 
energy balance equations simultaneously for each model grid cell.  It consists of a two 
layer canopy representation for evapotranspiration, a two layer energy balance model for 
snow accumulation and melt, a one dimensional unsaturated soil model, and a two 
dimensional saturated subsurface flow model (Figure 4.5).  A one dimensional (vertical) 
water balance is calculated for each grid cell.  Canopy evapotranspiration is based on the 
Penman-Monteith formulation that incorporates local net solar radiation, surface 
meteorology, soil characteristics, moisture status, leaf area index, and stomatal resistance.  
The model provides a dynamic representation of the spatial distribution of soil moisture, 
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snow cover, evapotranspiration and runoff production [Wigmosta et al., 1994; Storck et 
al., 1998].   
Each DEM grid cell is assigned soil and vegetation characteristics, and values of 
the near surface meteorology (precipitation, air temperature, wind speed, humidity, and 
short and long wave radiation).  The meteorological forcings are specified for each time 
step (3 hours).  The inverse distance option in DHSVM was used to interpolate the 
climate variables from stations to grid cells.  Temperature lapse rate (-0.00074 C/m) and 
precipitation lapse rate (0.0004 m/m) were used to incorporate the effect of elevation in 
distributing temperature and precipitation, respectively.  Both the temperature and 
precipitation lapse rates were calculated from the data recorded at the low and high 
elevation stations.   
The governing equations of the model in its original form are described in 
Wigmosta et al. [1994].  The following subsection gives details on the representation of 
soil processes within DHSVM and the modifications we made to evaluate the effect of 
different soil depth representations. 
4.3.3 Soil Depth in DHSVM 
In this work four DHSVM soil layers were used to represent the root zone of the 
understory and overstory (d1, d2, d3) and the remaining deep soil layer (ds), all forming 
the total soil depth (D) (Figure 4.5).  The input default thicknesses of the three root zone 
layers (d1, d2, d3) were 0.15 m, 0.30 m and 0.30 m, respectively.  These depths were 
chosen based on the land cover types identified in the watershed.  Both the overstory and 
understory vegetations can extract water from the d1 and d2 depth ranges while only the 
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overstory vegetation can extract water from the d3 depth range.  The total soil depth was 
obtained from the input soil depth grid (either SUSD or MODSD).  The depth of the deep 
layer (ds) is the remainder of the soil below the three root zone layers.  We modified 
DHSVM to avoid inconsistencies that could arise if D was less than the sum d1+d2+d3 
from the land cover by adjusting soil layer thicknesses from the input defaults as follows.   
( )Ddd ,min 11 =  (4.3) 
( )122 ,min dDdd −=  (4.4) 
( )( )2133 ,min ddDdd +−=  (4.5) 
( )321 dddDds ++−=  (4.6) 
Because DHSVM does not handle layers with 0 thickness we assigned a 0.01 m thickness 
for those layers that resulted in 0 thickness in the above equations.  For example, at the 
Lower Weather soil moisture measurement site, the total soil depth from MODSD is 
0.401 m (Table 4.1) which makes d1, d2, d3, and ds, 0.15 m, 0.251 m, 0.01 m, and 0.01 m 
thick, respectively.  The total soil depth from SUSD is 1.070 m which results in 0.15 m, 
0.30 m, 0.30 m, and 0.32 m thicknesses for d1, d2, d3, and ds, respectively.  At the 
Treeline station, the total soil depths are 1.146 and 0.675 meters, respectively, for the 
MODSD and SUSD which result in the same thickness of d1 and d2 but different d3 (0.30 
m for MODSD and 0.225 m for SUSD) and ds (0.396 m for MODSD and 0.01 m for 
SUSD).   
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The land surface is represented as bare area only, understory only or combination 
of understory and overstory.  The understory, if present, is taken as 100 percent coverage, 
while the overstory covers a fraction of the land surface (fractional coverage).  From the 
five land cover types (Figure 4.2), the coniferous forest is taken as having 100% 
understory and 95% overstory.  The mixed deciduous, shrubs and riparian vegetation type 
is represented as 100% understory and 85% overstory.  The grasses and the mixed 
grasses and shrubs types are represented as understory only (100% understory).  The 
road, rock outcrop and bare area land cover type is represented as bare area only.  We 
specified the root fraction of both the overstory and understory land cover types in each 
root zone layer.  The root fractions for coniferous and mixed deciduous, shrubs and 
riparian vegetation type were assigned as 0.30, 0.60, and 0.10 for the overstory and 0.60, 
0.40 and 0.0 for the understory.  The root fractions for grasses and the mixed grasses and 
shrubs land cover types were assigned as 0.60, 0.40 and 0.0, and 0.70, 0.30 and 0.0, 
respectively.  The root fractions for bare area land cover were assigned as 0.0 for all soil 
layers.  The land cover type is changed to grass whenever d3 and ds or d2, d3, and ds are 
assigned with 0.01 m thickness to avoid unrealistic representation of root fraction when a 
root zone layer 0.01 m.  The root fractions and fractional coverage are used to weight 
evapotranspiration from each soil layer.   
The dynamics of unsaturated moisture movement were simulated using a three 
layer model based on the depths of the root zone layers.  DHSVM assumes that all 
throughfall and snowmelt enter the soil column.  If a soil layer reaches saturation, excess 
water is assumed to be transmitted to the layer below.  Soil moisture is removed from the 
unsaturated zone via evaporation and transpiration.  The downward flux of moisture 
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which is not removed through evapotranspiration recharges the water table of the grid 
cell.  The depth to the water table is determined at each time step from the balance of 
lateral inflows and outflows and recharge from above, with lateral flows driven by a 
topographic gradient.  Surface runoff by saturation excess occurs when the water table 
reaches the surface and the water table rising into the soil layers increases their soil 
moisture.  Following Wigmosta et al. [1994] the overall water balance equation in 
DHSVM that accounts for the amount of water stored in all root zone and canopy layers 
combined is.  
3321 PEEEEEPWSSSSS tutosiuioiuiosss −−−−−−=Δ+Δ+Δ+Δ+Δ+Δ  (4.7) 
where 1sSΔ , 2sSΔ  and 3sSΔ are the changes in top, middle and bottom root zone soil 
layers soil water storages, respectively; ioSΔ  and iuSΔ  are the changes in overstory and 
understory vegetation interception storages, respectively; WΔ  is the change in snowpack 
water content; P  is the volume of precipitation (rain and/or snow); 3P  is the discharge 
volume leaving the bottom root zone layer; sE  is the volume of surface soil evaporation; 
and ioE , iuE   are the volumes of overstory and understory vegetation interception storage 
evaporation weighted by the fractional coverage, respectively.  toE  and tuE  are the total 
volumes of water transpired from the root zone layers by the overstory and understory 
vegetation, respectively, weighted by the fraction of roots in each root zone layer and 
fractional coverage.  The changes in the top, middle and bottom root zone layer soil water 
storage are calculated as: 
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111 dSs θΔ=Δ  (4.8) 
222 dSs θΔ=Δ  (4.9) 
333 dSs θΔ=Δ  (4.10) 
where 1θ , 2θ , and 3θ  are volumetric moisture content of the top, middle and bottom root 
zone soil layers, respectively, and iθΔ , denotes the changes in these moisture contents.   
The mass balance equations for each root zone layer are given as: 
rsatstuto
ttt VVEEEPPd −+−−−−=−Δ+ 111110111 )()( θθθ  (4.11) 
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33332333 )()( satto
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where 0P  is the volume of infiltrated rainfall or snowmelt; sE  is the volume of 
evaporated soil moisture; 1satV , 2satV  and 3satV  are the volumes of water supplied by a 
rising water table to the top, middle and bottom root zone layers; rV  is the volume of 
return flow (generated when a rising water table reaches the ground surface), and 1P , 2P  
and 3P  are downward volumes of water discharged from the top, middle and bottom root 
zone layers over the time step, respectively.  1tuE  and 2tuE  are volumes of water 
transpired by the understory vegetation from the top and middle root zone layers; while 
the 1toE , 2toE  and 3toE  are volumes of transpired water from the top, middle and bottom 
root zone layers by the overstory vegetation, all weighted by their respective root fraction 
in each root zone layer.   
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The model maintains state variables quantifying soil moisture in each soil layer 
( 1θ , 2θ , 3θ , and dsθ ) for each grid cell.  Equations (4.11) through (4.13) are implemented 
sequentially to update the soil moisture and calculate runoff at each time step.  
Evapotranspiration calculations are done first.  The model first calculates potential 
evapotranspiration using the Penman equation based on weather conditions, Ep.  This is 
used to place an upper limit on the contribution of all upward fluxes comprised of 
evaporation of intercepted water and evapotranspiration from the overstory, understory 
and soil.  Then overstory evapotranspiration, Eto, is calculated using vegetation properties 
(canopy resistance) and available soil moisture accessible to the overstory (top 3 root 
zone layers).  This evapotranspiration is taken from the upper layers first until either the 
Eto demand is satisfied or soil moisture is reduced to wilting point, resulting in amounts 
Eto1/d1, Eto2/d2, and Eto3/d3, being subtracted from moisture states 1θ , 2θ , and 3θ , 
respectively.  Then understory evapotranspiration Etu, is calculated using understory 
vegetation properties (canopy resistance) and remaining soil moisture accessible to the 
understory (top 2 root zone layers).  This evapotranspiration (limited by the remaining 
capacity from Ep) is taken from the upper layers first until either the Etu demand is 
satisfied or soil moisture is reduced to wilting point, resulting in amounts Etu1/d1, and 
Etu2/d2, being subtracted from states 1θ , and 2θ , respectively.  Similarly Es is used to 
reduce the soil moisture, 1θ , in the top layer.  For further details on this, see Wigmosta et 
al. [1994] and DHSVM documentation and code 
(http://www.hydro.washington.edu/Lettenmaier/Models/DHSVM/index.shtml).   
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Once evapotranspiration amounts have been removed from the soil layers the 
downward discharge (gravity drainage) volumes 1P , 2P  and 3P  leaving each layer are 
calculated based on the average soil moisture conditions during the time step tΔ  and 
surface water input from above, P0, comprised of rainfall (less interception) and 
snowmelt.  Downward moisture flux (discharge) is calculated via Darcy’s law assuming a 
unit hydraulic gradient as: )( jvj KP θ=  where )( jvK θ  is the soil vertical unsaturated 
hydraulic conductivity and j is 1 for the top root zone layer, 2 for the middle root zone 
layer and 3 for the bottom root zone layer. The Brooks-Corey equation is used to 
calculate unsaturated vertical hydraulic conductivity as: 
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where )( svK θ  is the vertical saturated hydraulic conductivity determined based on 
previous applications of DHSVM; m is the pore size distribution index estimated from 
Maidment [1993]; φ  is the soil porosity estimated from Maidment [1993] and field 
observations; rθ  is the residual soil moisture content.  In DHSVM, the saturated moisture 
content sθ  is taken as equal to φ  and residual moisture content rθ  is taken as 0.  In cases 
where θ  is greater than φ  due to input from above it is taken equal to φ  for the purposes 
of evaluating hydraulic conductivity.   
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The water input from above (precipitation and snowmelt or drainage from layer 
above) is first added to the layer moisture content to give an intermediate updated 
moisture content *jθ  calculated as:   
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*
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This is then used in equation (4.14) to calculate the discharge to the layer below as the 
following average: 
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In these calculations there are checks to ensure that drainage does not reduce moisture 
content below the field capacity, fcθ , of any layer, nor exceed porosity.  If porosity is 
exceeded the extra water is added to the drainage to the layer below.  
DHSVM uses a transient quasi three-dimensional saturated subsurface flow 
model to calculate the saturated subsurface flow.  Each grid cell exchanges saturated zone 
water with its eight adjacent grid cells as a function of water table depth, soil properties, 
and topography.  Lateral hydraulic gradients are approximated by local ground surface 
slopes obtained from the DEM (kinematic approximation).  A given grid cell receives 
water from its upslope neighbors and discharges to its down slope neighbors.  The rate of 
saturated subsurface flow at time t from cell ji,  to its down gradient neighbors is given 
by: 
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kkjijikji WtTtq ,,,,, )()( β=  for 0,, <kjiβ  (4.17) 
0)( ,, =kjitq  for 0,, ≥kjiβ  (4.18) 
where kjitq ,,)(  is the flow rate from cell ji,  in the k  flow direction; jitT ,)(  is the 
transmissivity at cell ji, ; kji ,,β  is the ground surface slope in the k  direction following 
the convention that upward slopes are positive and downward slopes are negative; and 
kW  is the width of flow in the k  direction.  Flows leaving a cell are negative ( 0,, <kjiβ ).  
Lateral saturated hydraulic conductivity of the soil is assumed to be decreasing 
with depth below the soil surface in a manner that can be approximated by an exponential 
function [Beven, 1982], which allows soil transmissivity to be calculated as the integral 
of hydraulic conductivity over the saturated zone from the base of the soil to the water 
table: 
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where jiKs .  is the lateral component of soil saturated hydraulic conductivity for cell ji, ; 
jiz ,  is the distance from the ground surface to the water table (positive downward); jif ,  is 
the parameter giving the exponential decrease of saturated conductivity with depth; and 
jiD ,  is the soil depth.  Substituting equation (4.19) into equation (4.17) yields: 
)()( ,,,,, thtq jikjikji γ=  (4.20) 
where 
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The total saturated subsurface outflow from cell ji,  (
jiout
Q
,
) is then calculated as: 
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The minus sign is used to make outflow positive when slope is negative (downwards).  
The total inflow to cell ji,  from upslope cells (
jiin
Q
,
) is given as: 
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where k  represents the upslope grid cell contributing inflow.  
The depth to the water table (z) required for use in the above equations is calculated from 
the total soil depth and moisture content in each layer accounting for drainage into the 
deep layer from the layers above and lateral inflow.  Following evaluation of changes in 
moisture content in each soil layer according to equations (4.11) to (4.13), but without 
Vsat and Vr terms the drainage to the deep soil layer and lateral inflow from upslope are 
combined to calculate the increase in storage in the deep soil layer for cell ji,  as:  
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over the time period tΔ  where jiP,  is the input of discharge from the unsaturated zone 
(obtained as outflow from the lower root zone layer, P3), jiA ,  is the cell area (horizontal 
projection), 
jiin
Q
,
 is the lateral inflow from upslope, and 
jiout
Q
,
 is the lateral outflow.  
Since at this point in the calculation 
jiout
Q
,
 and 
jiin
Q
,
 have not been evaluated for this time 
step, the model approximates them using the values from the previous time step.  
jisat
S
,
Δ  
is added to the deep soil layer storage sds dθ .  The volume by which this is in excess of 
porosity is added as rising water to the layer above:  
( ) sdsdssat dV *φθ −=  (4.27) 
where; dsφ  and dsθ  are porosity and soil moisture of the deep soil layer, respectively.  
satV  from the deep soil layer increases the soil moisture of the bottom rootzone layer by 
3/ dVsat .  This process is then propagated upwards through all the soil layers.  If as a 
result of adding this moisture to the bottom layer, porosity is exceeded, the extra water is 
added to the layer above, and so on up to the top layer, to obtain satiV  that completes the 
water balance according to equations (4.11) to (4.13) for each layer.  If, for the top layer 
this rising water results in moisture content in excess of porosity, the excess water 
becomes a return flow ( rV ). 
The equations presented above were based on the description of DHSVM in 
Wigmosta et al. [1994] and the DHSVM code adapted to specifically indicate the effect 
of three root zone soil layers that we chose for the application in Dry Creek.  These 
equations show the role played by soil depth in quantifying the soil storage capacity and 
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lateral transmissivity involved in the water balance for the various soil layers, and 
saturated subsurface flow responsible for runoff generation and increases in soil moisture 
in the upper layers due to a rising water table.  
4.3.4 Calibration and Evaluation 
In this work, the overall strategy is to examine the impact of detailed 
representation of soil depth on stream flow and soil moisture simulations by applying the 
DHSVM model with all input data the same except for soil depth and parameters 
requiring calibration for which we used the same automatic calibration technique.  This 
required generation of two sets of DHSVM model input parameters consisting of the 
required spatial (DEM, watershed mask, soil type, soil depth, land cover type, and stream 
network with 50 meter grid size) and time series (precipitation, air temperature, relative 
humidity, shortwave radiation, long wave radiation, and wind speed at 3 hour time step) 
data.  These data were prepared as described in subsection 3.1.  In addition, the model 
requires specification of a set of constant, vegetation and soil parameters.  Preliminary 
examination of the model for its sensitivity to these parameters showed that it is 
especially sensitive to the lateral hydraulic conductivity, the hydraulic conductivity 
exponential decrease coefficient, porosity, field capacity and minimum stomatal 
resistance.  In this work, except for the lateral hydraulic conductivity and exponential 
decrease coefficient, all other parameters (constant, soil and vegetation) were specified 
based on previous studies and field observations [Maidment, 1993; Wigmosta et al., 
1994; Bowling and Lettenmaier, 1997; LaMarche and Lettenmaier, 1998; Storck, 2000; 
VanShaar, 2002; Breuer et al., 2003; Salminen and Heider, 2007] in the same manner for 
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both datasets.  The lateral hydraulic conductivity and the exponential decrease coefficient 
were calibrated within specified upper and lower bounds (Table 4.2).  However to 
minimize the number of freely varying parameters and avoid over parameterization 
[Beven, 1996] as well as retain the spatial pattern of hydraulic conductivity from 
SSURGO soil texture, only the hydraulic conductivity for the dominant soil type (sandy 
loam) was treated as a calibration parameter.  The hydraulic conductivity for other soil 
types was scaled with the dominant soil type hydraulic conductivity using multiplication 
factors calculated from initial values based on soil texture [Maidment, 1993].  The same 
value of the exponential decrease coefficient was used for each soil type.   
The model has a set of state variables that define its state and these need to be 
appropriately initialized.  One approach is to run the model for an initialization (warm 
up) period.  This raises the question as to how long this needs to be.  We did some 
preliminary model runs to examine how quickly the model simulated soil moisture 
converged following initialization from different model states.  DHSVM has a default 
initial state which we used as first initialization.  We obtained a second initial state by 
running the model for a year using the default initialization.  Then the model was run 
with each of these initial states.  We examined watershed average soil moisture in each 
root zone layer (Figure 4.6) and found convergence after about 6 months.  Based on this 
result we divided the time series data into warm up (2000 – 2001 water years), calibration 
(2002 – 2005 water years) and validation (2006 – 2008 water years) periods.  
The model was calibrated using RGENOUD with stream flow data for 2002 to 
2005 water years observed at the outlet of the watershed using each set of model input 
soil depths (SUSD and MODSD).  The lateral hydraulic conductivity and the hydraulic 
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conductivity exponential decrease coefficient parameters were optimized to maximize the 
Nash Sutcliffe Efficiency Coefficient (NSE) between observed and simulated stream 
flow.  The NSE and mean absolute error (MAE) computed between the observed and 
simulated stream flow with the MODSD and SUSD soil depth were compared to evaluate 
the impact of soil depth representation on the calibration of the model. 
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where oS , simS , and meanS  are observed, simulated, and mean of observed stream flow or 
soil moisture, respectively. NSE  is a normalized model performance measure that 
compares the mean squared error generated by a particular model to the variance of the 
observations [Schaefli and Gupta, 2007]. 
N
SS
MAE simo∑ −=  (4.29) 
where oS  and simS , are observed and simulated stream flow or moisture; while N is the 
number of observations.  
The model was validated using stream flow observed at the outlet from the 2006 
to 2008 water years and soil moisture observed at the Lower Weather and Treeline 
stations at different depths.  The NSE and MAE values between observed stream flow and 
stream flow simulated with each set of input parameters were used to evaluate the effect 
of soil depth representation on stream flow simulation.  The NSE and MAE values 
between the soil moisture observed at different depths of the two sites and soil moisture 
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simulated at the top and middle root zones with each set of parameters were used to 
evaluate the impact of detailed representation of soil depth on soil moisture simulation.  
Furthermore, the spatial patterns of soil moisture simulated using each set of input 
parameters were qualitatively assessed in comparison to topography.  
DHSVM simulates soil moisture at three root zone layers: top simulated root layer 
(SL1), middle simulated root zone layer (SL2) and bottom simulated root zone layer 
(SL3).  To compare the soil moisture simulated at these layers with the observed soil 
moisture we aggregated observed soil moisture data over the depth ranges corresponding 
to the simulated root zone layers.  Specifically, we averaged the soil moisture measured 
at depths 5 to 15 cm to represent the top observed layer (OL1); at depths 30 to 45 cm to 
represent the middle observed layer (OL2).  Simulated bottom layer soil moisture was not 
used in comparisons because at the comparison locations the soil depth was less than the 
depth represented by this layer for some pit and soil depth model combinations.  
Furthermore at these locations the land cover type was not forest, resulting in the model 
not extending roots into this layer and thus having no mechanism to reduce soil moisture 
below field capacity.   
4.4 Results  
Calibration of DHSVM using RGENOUD with the MODSD resulted in smaller 
values of lateral hydraulic conductivity than with the SUSD (Table 4.3).  Figure 4.7 
compares the simulated stream flow using the two sets of input parameters against the 
recorded stream flow for the calibration period.  The same comparison for the validation 
period is shown in Figure 4.8.  The model was calibrated with slightly higher NSE value 
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(0.592) with MODSD and than with SUSD soil depths (0.585) (Figure 4.7).  Similarly, 
the model with the MODSD resulted in slightly higher NSE (0.666) than with the SUSD 
(NSE = 0.652) for the validation period (Figure 4.8).   
To evaluate the impact of the detailed representation of soil depth on soil moisture 
simulation at different depths, we compared the simulated soil moisture for the top and 
middle root zone layers with the soil moisture observed at corresponding depths at the 
Lower Weather and Treeline stations using the NSE and MAE metrics (Table 4.4 and 
Table 4.6 calibration, Table 4.5 and Table 4.7 validation).  These results suggest that the 
model is simulating the observed soil moisture slightly better with the MODSD than with 
the SUSD at the middle root zone layer, although these NSE values are lower than is 
generally desired for a good model.  Figure 4.9 compares the time series of the soil 
moisture simulated at the middle root zone layer using both soil depth inputs with the soil 
moisture observed at P1_30, P2_30 and the average observed soil moisture at this root 
zone layer (OL2) for the calibration period.  Similarly Figure 4.10 compares the soil 
moisture simulated at the middle root zone layer with the soil moisture measured at 
P1_30, P2_30 and the average observed soil moisture at this root zone layer (OL2) for the 
validation period.  The soil moisture simulated at the middle root zone layer follows the 
same general pattern as the soil moisture observed at 15 and 30 cm depths (P1_15, 
P2_15, P1_30, P2_30 and OL2).  Note that the soil moisture measured at 15 cm depth 
(P1_15 and P2_15) was compared to the middle soil moisture layer simulations because 
15 cm is at the boundary between the two simulated root zone layers.  Table 4.4 and 
Table 4.5 indicate that both model simulations are essentially identical for the top root 
zone layer. 
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Similar comparisons at the Treeline station (Table 4.6, Table 4.7, Figure 4.11 and 
Figure 4.12) indicate that both model simulations are essentially identical for the top root 
zone layer while the MODSD simulations are slightly better for the middle root zone 
layer.   
Comparison of the total soil volume mantling the watershed from the two 
realizations of soil depth and the aggregated stored soil moisture at the end of the 
calibration and validation periods shows some difference due to soil depth representation 
(Table 4.8).  The total volume from the modeled soil depth is slightly less than the soil 
volume from the SSURGO soil depth while the aggregated soil moisture was slightly 
higher using the MODSD than with the SUSD. 
To qualitatively evaluate the impact of detailed soil depth information on the 
simulation of the spatial distribution of soil moisture over the watershed, we generated 
maps of middle layer soil moisture for two different dates of each year (April 10th and 
May 10th) of the validation (2006, 2007, and 2008) period using both soil depth inputs 
(Figure 4.13).  This figure shows slight differences between soil moisture simulated with 
the different soil depth models.   
4.5 Discussion and Conclusions 
This study reveals that stream flow simulation using distributed hydrological 
modeling is minimally impacted at the grid scale used in this experiment by the detailed 
soil depth information (MODSD) derived from topography.  The slightly higher NSE 
values with MODSD do not represent sufficient improvement to conclude that stream 
flow simulation was improved by the detailed soil depth information.   
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On the other hand soil moisture simulations do appear to be slightly improved 
when using the detailed soil depth information at both locations (Lower Weather and 
Treeline).  The model using the MODSD improved soil moisture simulation at the middle 
simulated root zone layer (SL2) at the Lower Weather station by about 16% (mean NSE 
difference) for the calibration period and about 7% (mean NSE difference) for the 
validation period (Table 4.4 and Table 4.5 and Figure 4.9 and Figure 4.10) as compared 
to the model with the SUSD.  Soil moisture simulation at the middle simulated root zone 
layer (SL2) at the Treeline station was slightly better (3% mean NSE difference) with the 
MODSD for both the calibration and validation periods as compared to the model with 
the SUSD soil depth input (Table 4.6 and Table 4.7 and Figure 4.11 and Figure 4.12).  
Considering the difference between the scales at which the soil moisture data were 
measured (point scale) and the scale of the model simulation (50 m) and other error 
sources, these results suggest the importance of detailed representation of soil depth for 
soil moisture simulation using distributed hydrological modeling.   
The difference in simulated soil moisture at the Lower Weather station middle 
root zone layer between using MODSD and SUSD (Figure 4.9 and Figure 4.10) can be 
explained by the difference in thickness of the middle root zone layer between the two 
soil depth representations, see equation (4.15).  The depths of the middle root zone layer 
in the MODSD and SUSD datasets are 0.25 m and 0.30 m, respectively.  The change in 
soil moisture is divided by the depth of the layer to calculate soil moisture which results 
in less soil moisture when using the SUSD than with the MODSD.  The difference in 
simulated soil moisture at the Treeline station middle root zone layer between using 
SUSD and MODSD (Figure 4.11 and Figure 4.12) can be explained by difference in the 
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volume of water added to the middle root zone layer due to the rising water table ( satV ), 
see equations (4.27) and (4.13).  The soil depth from the SUSD and MODSD at this site 
are 0.675 and 1.146 m, respectively.  As a result, the thicknesses of the root zone layers 
are 0.15 m, 0.30 m and 0.30 m for the MODSD and 0.15 m, 0.30 m and 0.225 m for the 
SUSD.  The volume of water supplied by the rising water table increases the soil 
moisture at the middle root zone layer in the model when using the SUSD than with the 
MODSD (thicker bottom root zone and saturation layers) because of less capacity for 
moisture storage in the SUSD (thinner bottom root zone and saturation layers).  
The volume of soil column mantling the watershed is slightly higher in the SUSD 
soil depth representation than in the MODSD; while the watershed aggregated stored soil 
moisture at the end of calibration and validation was slightly higher in the MODSD soil 
depth representation (Table 4.8).  This may have resulted due to the lower calibrated 
lateral hydraulic conductivity value with the MODSD than using the SUSD.  
In Zhu and Mackay [2001], the impacts of detailed and spatially continuous soil 
information on runoff simulation was investigated by comparing the stream flow 
simulated using the detailed soil information with the stream flow simulated using soil 
information from a conventional soil map with both lumped and distributed parameter 
approaches.  This study was done in part of the Lubrecht Experimental Forest, located in 
western Montana, USA, which has similar climatic and topographic characteristics as 
DCEW.  They found that stream flow simulation was impacted by the detailed soil 
information in the lumped parameter approach.  In the distributed parameter approach, 
however, there was no significant difference between the stream flow simulations using 
the two representations of soil information they used.  The experiment in Zhu and 
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Mackay [2001] was different from the experiment in this work in that the simulated 
stream flow was not calibrated or compared against observed stream flow.  Model 
calibration may have the effect of compensating for errors in quantification of soil depth.  
However without calibration differences in direct comparisons with observations due to 
uncertainties in model input parameters would be hard to objectively distinguish from 
differences due to the soil depth inputs.  The use of the identical calibration approach in 
this work for each soil depth input was designed to isolate the differences due to soil 
depth alone. 
The MODSD soil depth was derived from a statistical model based on 
topographic and land cover variables.  It varies continuously with the landscape, 
representing the shallow soils on the ridges and deeper soils on the valleys as well as the 
deeper soils on the north facing slopes and shallower soils on the south facing slopes over 
the watershed.  On the other hand, the SUSD soil depth was generated using conventional 
soil mapping [Mark and Csillag, 1989; Goodchild, 1992] where the watershed is divided 
into polygons (map units) and each polygon is assigned with one soil depth value 
representing the landscape covered by the polygon.  When the polygons are converted 
into a raster, all grid cells that fall in the same polygon take the same soil depth value.  As 
a result, the spatial variation of soil depth with topography is not as well represented in 
the SUSD soil depth input.  These generalizations can under- or over-estimate the total 
soil depth of the area represented by the polygon.  This is particularly apparent in 
mountainous semi-arid climatic regions where there is high variation in microclimate and 
plant water availability.  In DCEW, for example, the landscape is highly dissected 
dominated by steep slopes where the north facing slopes are wetter than the south facing 
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slopes.  The higher plant water availability in the north facing slopes favors soil profile 
development which in turn leads to deeper soil depth.  Soil formation conditions at 
convex slopes are different from the conditions at concave slopes due to differences in 
microclimate which results in different soil profile developments.  Consequently, the soil 
depths of the convex and concave slopes are expected to be different.  These differences 
are not represented spatially in the SUSD soil depth but they are incorporated in the 
MODSD soil depth input suggesting that the MODSD gives a more realistic 
representation of soil depth variation over the landscape in this area than the soil depth 
from the SSURGO soil database. 
In DHSVM soil moisture at a given grid cell and soil layer depends upon the 
water input, evapotranspiration, and soil properties at the grid cell and neighboring grid 
cells that contribute moisture to the target cell.  In this experiment, except for soil depth 
all these factors were kept the same in the two sets of input parameters.  In the SUSD soil 
depth dataset, the grid cells contributing moisture to the grid cells at both stations where 
soil moisture was measured and simulated have the same soil depth value.  But, in the 
MODSD soil depth dataset, the soil depth at the grid cells contributing moisture to the 
grid cells at both stations where soil moisture was measured and simulated varies based 
on the topography of the landscape.  Therefore, the improvement in soil moisture 
simulation may represent the cumulative effect of the soil depth representation at the 
target grid cells and grid cells that contribute moisture to them.   
In this study, all the soil parameters such as soil texture, porosity, pore size 
distribution etc. in the model are represented at the soil map unit scale because the soil 
type input grid was derived from the SSURGO soil database.  This representation 
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conforms to the SUSD soil depth dataset representation.  We anticipate that representing 
these soil properties in the same detail as the MODSD soil depth would have improved 
results of the model using the MODSD soil depth.  Understanding the impact of detailed 
representation of soil properties on distributed hydrological modeling requires the 
availability of detailed representation of these properties which is an important challenge 
in distributed hydrological modeling.  
In this study we used a 50 meter grid cell size.  This was chosen to reduce run 
time and enable timely automatic calibration using RGENOUD, because running 
DHSVM using a 10 meter grid cell size for six years with a 3 hour time step takes about 
12 hours which would require months for its automatic calibration.  Consequently, the 
MODSD soil depth, which was modeled at 5 meter grid size, was aggregated to 50 meter 
reducing its detailed representation of soil depth.  As a result, the maps of soil moisture in 
Figure 4.13 are at 50 meter grid size, showing limited difference between the two soil 
depth datasets.  We anticipate that the simulation of soil moisture with detailed soil depth 
representation would improve, and the contrast between the two sets of soil moisture 
maps would increase if the model was applied at the original grid size of the MODSD 
soil depth dataset (5 meter).  However, applying DHSVM at such fine grid scale using 
automatic optimization would require modifications that enhance computational and/or 
calibration efficiency.  There may be an opportunity for this by modifying the model 
code to take the advantage of parallel processing.  This is a future challenge for the 
DHSVM model development and user community.  
Furthermore, in this work, the measures of the goodness of fit have been 
computed for the entire calibration and validation periods.  However, Figure 4.9 and 
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Figure 4.10 seem to suggest that the effect of soil depth representation may occur only 
during specific periods of the annual hydrograph rather than the entire period in 
simulations of both stream flow and soil moisture.  For example, soil depth is expected to 
influence the lag time during the fall wet up period and the dry down during the spring.  
It will not significantly affect runoff volumes or soil moisture during the wet periods.  As 
a result, the goodness of fit tests for the entire calibration or validation period will mask 
where the improvements might actually occur.  We anticipate that the effect of detailed 
soil depth may be revealed better if the goodness of fit is applied selectively for the 
periods when soil depth is important.  This is another future research opportunity. 
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Table 4.1.  Land Cover and Soil Depth Attributes of the Soil Moisture Measurement 
Pits  
Pits Land cover Soil type SSURGO soil Modeled soil 
Lower weather Grass  Coarse sandy loam 1.070 0.401 
Treeline Grass and shrubs Coarse sandy loam 0.675 1.146 
Table 4.2.  Parameters Selected for Calibration and Their Upper and Lower Bounds 
parameters names Lower Upper Physical meaning 
Lateral 
conductivity 
10-7 10-3 Soil water lateral hydraulic conductivity in m/s 
Exponential 
decrease 
0 5 The exponent of decrease in conductivity with depth (m-1) 
Table 4.3.  Optimized Values of the Calibration Parameters for Each Soil Type for the 
Two Sets of DHSVM Parameter Sets  
Soil type Multiplication 
factor 
Hydraulic conductivity (m/s) Exponential decrease 
MODSD SUSD MODSD SUSD 
Sandy loam 1 1.91 x 10-4 1.98 x 10-4 1.9 1.9 
Coarse sandy loam 1.026 1.16 x 10-4 1.20 x 10-4 1.9 1.9 
Loamy sand 2.74 5.23 x 10-4 5.43 x 10-4 1.9 1.9 
Loam 0.606 1.96 x 10-4 2.03 x 10-4 1.9 1.9 
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Table 4.4.  Comparison of NSE and MAE (m3/m3) Values Calculated Between the 
Soil Moisture Observed at Different Depths and Soil Moisture Simulated at the Top 
(SL1) and Middle (SL2) Root Zone Layers at the Lower Weather Station Using MODSD 
Versus SUSD for the Calibration Period 
Compared Pairs NSE MAE 
MODSD SUSD MODSD SUSD 
P1_15 vs SL1 0.524 0.524 0.043 0.043 
P2_05 vs SL1 0.648 0.648 0.032 0.032 
P2_15 vs SL1 0.586 0.586 0.038 0.038 
OL1 vs SL1 0.680 0.680 0.029 0.029 
P1_15 vs SL2 0.660 0.498 0.039 0.047 
P1_30 vs SL2 0.726 0.574 0.028 0.034 
P2_15 vs SL2 0.707 0.548 0.033 0.041 
P2_30 vs SL2 0.735 0.565 0.025 0.032 
OL2 vs SL2 0.708 0.553 0.026 0.031 
Table 4.5.  Comparison of NSE and MAE (m3/m3) Values Calculated Between the 
Soil moisture Observed at Different Depths and Soil moisture Simulated at the Top (SL1) 
and Middle (SL2) Soil Layers at the Lower Weather Station Using MODSD Versus 
SUSD for the Validation Period 
Compared Pairs NSE MAE 
MODSD SUSD MODSD SUSD 
P1_15 vs SL1 0.410 0.410 0.051 0.051 
P2_05 vs SL1 0.435 0.435 0.045 0.045 
P2_15 vs SL1 0.478 0.478 0.045 0.045 
OL1 vs SL1 0.500 0.500 0.037 0.037 
P1_15 vs SL2 0.405 0.323 0.051 0.055 
P1_30 vs SL2 0.645 0.567 0.030 0.032 
P2_15 vs SL2 0.545 0.474 0.041 0.044 
P2_30 vs SL2 0.622 0.561 0.032 0.033 
OL2 vs SL2 0.654 0.607 0.028 0.030 
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Table 4.6.  Comparison of NSE and MAE (m3/m3) Values Calculated Between the 
Soil moisture Observed at Different Depths and Soil Moisture Simulated at the Top 
(SL1) and Middle (SL2) Root Zone Layers at the Treeline Weather Station Using 
MODSD Versus SUSD for the Calibration Period 
Compared Pairs NSE MAE 
MODSD SUSD MODSD SUSD 
P3_15 vs SL1 0.758 0.758 0.026 0.026 
P4_15 vs SL1 0.767 0.767 0.027 0.027 
OL1 vs SL1 0.707 0.707 0.025 0.025 
P3_15 vs SL2 0.568 0.556 0.028 0.028 
P4_15 vs SL2 0.628 0.606 0.024 0.024 
P4_30 vs SL2 0.453 0.432 0.035 0.035 
P4_45 vs SL2 0.423 0.381 0.028 0.029 
OL2 vs SL2 0.557 0.523 0.029 0.029 
Table 4.7.  Comparison of NSE and MAE (m3/m3) Values Calculated Between the 
Soil Moisture Observed at Different Depths and Soil Moisture Simulated at the Top 
(SL1) and Middle (SL2) Soil Layers at the Treeline Weather Station Using MODSD 
Versus SUSD for the Validation Period 
Compared Pairs NSE MAE 
MODSD SUSD MODSD SUSD 
P3_15 vs SL1 0.619 0.619 0.032 0.032 
P4_15 vs SL1 0.679 0.679 0.033 0.033 
OL1 vs SL1 0.660 0.660 0.025 0.025 
P3_15 vs SL2 0.643 0.624 0.028 0.029 
P4_15 vs SL2 0.870 0.851 0.019 0.019 
P4_30 vs SL2 0.840 0.817 0.020 0.020 
P4_45 vs SL2 0.400 0.371 0.032 0.032 
OL2 vs SL2 0.717 0.689 0.024 0.024 
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Table 4.8.  Comparison of Total Soil Volume and Water Storage Between MODSD 
and SUSD 
Quantity MODSD SUSD 
Total soil volume upstream of watershed outlet (m3) 23767822 24459615 
Average soil depth upstream of the watershed outlet (mm) (Volume/Area) 875 898 
Aggregated soil moisture storage at the end of calibration period (mm) 117 113 
Aggregated soil moisture storage at the end of validation period (mm) 126 122 
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Figure 4.1.  Dry Creek Experimental Watershed (DCEW) near Boise, Idaho, in the 
western United States. Extent of DCEW is longitude 116.179 to 116.099oW and latitude 
43.688 to 43.741oN.  
166 
 
Figure 4.2.  Maps of land cover and soil texture for the DCEW.  
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Figure 4.3.  Soil depth DHSVM inputs from SSURGO soil database and from GAM 
model.  
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Figure 4.4.  Illustration of the vertical and perpendicular soil depths.  
 
 
Figure 4.5.  Representations of vegetation and soil in DHSVM 
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Figure 4.6.  Comparison of watershed aggregated soil moisture simulated at the three 
root zone layers using different model initial states: SMLiInitj = Soil moisture simulated 
at root zone layer i using the default initial state j (j=1 for the default initial state, j=2 for 
the second initial state). 
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Figure 4.7.  Observed versus simulated stream flow (using MODSD and SUSD) for 
the calibration period (2002 – 2005 water years) (MAE is in m3/s). 
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Figure 4.8.  Observed versus simulated stream flow (using MODSD and SUSD) for 
the validation period (2006 – 2008 water years) (MAE is in m3/s). 
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Figure 4.9.  Comparison of soil moisture observed at (a) pit 1 depth 30 cm (P1_30), (b) 
pit 2 depth 30 cm (P2_30) and (c) middle soil layer (OL2) with the soil moisture 
simulated at the middle soil layer (SL2) using MODSD and SUSD at the Lower Weather 
Station for the calibration period.  
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Figure 4.10.  Comparison of soil moisture observed at (a) pit 1 depth 30 cm (P1_30), (b) 
pit 2 depth 30 cm (P2_30) and (c) middle soil layer (OL2) with the soil moisture 
simulated at the middle soil layer (SL2) using MODSD and SUSD at the Lower Weather 
Station for the validation period. 
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Figure 4.11.  Comparison of soil moisture observed at (a) pit 4 depth 15 cm (P4_15), (b) 
pit 4 depth 30 cm (P4_30) and (c) middle soil layer (OL2) with the soil moisture 
simulated at the middle soil layer (SL2) using MODSD and SUSD at the Treeline 
Weather Station for the calibration period.  
175 
 
 
Figure 4.12.  Comparison of soil moisture observed at (a) pit 4 depth 15 cm (P4_15), (b) 
pit 4 depth 30 cm (P4_30) and (c) middle soil layer (OL2) with the soil moisture 
simulated at the middle soil layer (SL2) using MODSD and SUSD at the Treeline 
Weather Station for the validation period. 
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Figure 4.13.  DHSVM simulated soil moisture for the 0.30 m middle soil layer using the 
modeled soil depth (left) and SSURGO soil depth (right) for June 1st 2006- 2008 water 
years. 
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CHAPTER 5 
SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 
The research described in this dissertation has addressed the distribution and 
spatial pattern of soil depth across a watershed, and its prediction and use in distributed 
hydrological modeling at a 5 to 50 m grid scale corresponding to the scale of digital 
elevation models (DEM) often used to define distributed hydrological model elements.  
To evaluate the use of detailed soil depth information in distributed hydrological 
modeling, it is essential to be able to predict the spatial pattern of soil depth over the 
watershed at the DEM scale appropriate for distributed hydrological modeling.  To 
develop models that predict the spatial pattern of soil depth it is essential to identify 
variables that have explanatory capability for soil depth.  Topographic and land cover 
variables can be derived from terrain and remote sensing analyses and have potential 
explanatory capability for soil depth due to the role played by topography and vegetation 
in soil formation.  Derivation of this information requires enhanced DEM analysis 
methods that take advantage of technological developments and enrich the information 
content in topographic data.  Chapters 2 through 4 report the main results of this research.  
In this chapter I summarize the main conclusions of this research and suggest future 
research opportunities and directions learned from this research.   
5.1 Summary and Conclusions 
The main objectives of the research described in this dissertation were to 1) 
develop statistical soil depth models to predict the spatial pattern of soil depth over the 
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watershed based on topographic and land cover variables that have explanatory capability 
for soil depth, 2) to enhance terrain analysis to enrich information derived from the DEM 
taking advantage of developments in computer technology, and 3) to evaluate the impact 
of the detailed representation of soil depth on the simulation of distributed hydrological 
responses.   
In paper 1 (chapter 2) we developed Generalized Additive and Random Forests 
statistical models that predicted the spatial pattern of soil depth over the watershed from 
topographic and land cover variables that were derived from DEM and Remote Sensing 
Images respectively.  For this purpose, we first measured soil depth at 819 points within 
eight subwatersheds that were selected to represent the elevation, slope, aspect and land 
cover variability over Dry Creek Experimental Watershed (DCEW) near Boise, Idaho.  
Soil depth was measured by driving a 220 cm long 1.27 cm diameter sharpened copper 
coated steel rod graduated at 5 cm interval vertically into the ground using a fence post 
pounder until refusal.  The data from the 819 points were used as the calibration dataset 
for soil depth models.  A further 130 soil depth observations were collected using the 
same method at more broadly distributed locations, at least 50 meters away from the 
selected sub-watersheds, but within the boundary of DCEW, and generally on the south-
west side logistically accessible from the road.  These were used as the testing dataset.  
We derived 55 topographic variables from the DEM using new and existing terrain 
analysis algorithms.  Out of these topographic variables 39 were new, introduced in this 
research.  These include variants of flow distances to ridge, flow distances to stream, 
slope position and slope position ratio.  We also derived 10 land cover variables from 
remote sensing images and aerial photography data.  These included a land cover map, 
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Landsat principal components, Landsat Tasseled Cap components, Landsat Normalized 
Difference Vegetation Indices and Canopy Cover variables.  The topographic and land 
cover variables were evaluated for their explanatory capability for soil depth.   
We applied two types of prediction methods: Generalized Additive Models 
(GAM) [Hastie and Tibshirani, 1990] and Random Forests (RF) [Breiman, 2001] to 
predict soil depth from the topographic and land cover variables.  Many of the 
explanatory variables were variants on similar quantities, so we were specifically 
concerned about the effect of correlation between explanatory variables on model 
prediction error, which potential explanatory variables to use and what to do about 
interdependent explanatory variables.  A matrix giving the cross correlation between all 
65 explanatory variables was computed using all 819 data points in the calibration dataset 
to assess the interdependence between explanatory variables.  We computed average 
variable importance using RF and then ordered the variables based upon their 
importance.  We then used the correlation matrix, together with the RF importance values 
to develop sets of explanatory variables representing models of differing complexity 
(number of explanatory variables) by eliminating the variable of lesser importance from 
pairs of variables with correlation above a designated threshold.  Variables were filtered 
out working sequentially from high to low correlation until no pairs with correlation 
greater than the threshold remained. 
To evaluate appropriate model complexity, we randomly split our calibration 
sample of 819 data points into two parts, designated as the training (614) and validation 
(205) sets.  Both GAM and RF models were applied, using the training data set to fit the 
models.  Prediction error was computed for both the training and validation data set.  The 
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validation data set prediction error provided an out of sample estimate appropriate for 
trading off variance due to complexity with bias due to too few explanatory variables 
[Hastie et al., 2001].  The results from this analysis allowed us to select the explanatory 
variables and degree of model complexity.  Eleven variables were selected: specific 
catchment area (sca), modeled curvature (modcurv), aspect angle (ang), average rise to 
ridge (avr), longest vertical slope position (lspv), slope (slpg), elevation (elv), slope 
averaged over down slope distance (sd8a), longest drop to stream (lvs), plan curvature 
(plncurv) and first principal component (pc1).   
Once the explanatory variables and models with appropriate complexity had been 
selected, they were applied using the full calibration data set (819 points) as input.  Both 
RF and GAM models were used to predict soil depth for the entire watershed using new 
topographic variables.  We then compared the testing dataset with the modeled soil depth 
values at testing locations using the Nash-Sutcliffe efficiency coefficient ( NSE ).  This 
comparison was done with and without the new topographic variables.   
Both GAM and RF modeled soil depths were able to explain about 50% of the 
measured soil depth variability in an out of sample test.  Considering the uncontrolled 
uncertainties due to the complex local variation of soil depth, DEM errors and GPS 
reading errors, this is considered an important improvement towards solving the need for 
distributed soil depth information in distributed hydro-ecological modeling.  Out of the 
eleven variables used in these models, only one was a land cover variable; thus, 
topographic variables were found to be generally more important than the land cover 
variables in predicting soil depth for this dataset.  Furthermore, examining the differences 
between models with and without new topographic variables, the NSE  values indicate 
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that soil depth prediction using both models showed significant improvement due to the 
new topographic variables.  The fraction of variability explained increased from 26% to 
47% for GAM and 31% to 52 % for RF when the explanatory variables: modeled 
curvature (modcurv), D∞ flow direction (ang), average rise to ridge (avr), longest vertical 
slope position (lspv), and longest vertical drop to stream (lvs) were included.   
The GAM and RF predicted and observed soil depths were aggregated to a scale 
of SSURGO map units to compare the GAM and RF model predicted soil depths with 
SSURGO and observed soil depth at a consistent scale.  Comparison at this scale showed 
that the SSURGO soil depth was unrelated to soil depth measurements, with NSE  = -
3.98.  By contrast the GAM and RF models predict the aggregated observed soil depths 
with NSE  = 0.58 and NSE  = 0.61 respectively.  Further comparison of soil depth maps 
from SSURGO, GAM and RF showed that the SSURGO soil depth map divides the 
watershed into map units with abrupt boundaries and does not represent the spatial 
variation of soil depth with the topography.  By contrast, the GAM and RF models 
provided soil depth maps at 5 meter grid size which predicted the variation of the soil 
depth over the landscape.  They predicted the soil depth at the ridges and the south facing 
slopes to be shallower as compared to the valleys and the north facing slopes, 
respectively, which generally agrees with observations in this area and existing literature 
[Hoover and Hursh, 1943; Heimsath et al., 2002]. 
The new topographic variables developed for the prediction of soil depth 
represent a contribution to the science of modeling soil depth based on topographic 
information; but they may also have more general modeling applicability in hydrology, 
geomorphology, and ecology.  In paper 2 (chapter 3), we present the definitions, serial 
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and parallel evaluation algorithms, and additional applications of the new topographic 
variables introduced in this research.   
After removal of pits to create a hydrologically correct DEM, terrain based flow 
models enrich the information from a DEM by deriving a structured representation of the 
flow field that serves as a basis for the computation of flow related quantities [Tarboton 
and Baker, 2008].  The D-infinity (D∞) flow model [Tarboton, 1997] is a widely used 
multiple flow direction method developed to overcome the limitation of the D8 flow 
model [O'Callaghan and Mark, 1984].  It represents flow direction as a vector along the 
direction of steepest downward slope on the eight triangular facets centered at each grid 
cell and apportions flow between adjacent neighbors based on this flow direction.  The 
set of proportions, Pij, giving the proportion of grid cell i that drains to grid cell j define a 
flow field over the topography.  The values of Pij range between 0 and 1, subject to the 
condition that 1=∑ j ijP .  The flow field defined using proportions provides the basis for 
extending the recursive algorithms used for contributing area [Tarboton, 1997; Tarboton 
and Baker, 2008], to define and compute a set of new topographic variables.  These are 
grouped as Distances Up (distances to ridge), Distances Down (distances to stream), 
Slope Positions, Slope Position Ratios and Slope Roughness Index.   
The distances up represent flow distances from upslope ridge grid cells to the grid 
cell of interest.  A ridge grid cell is defined as a grid cell that does not receive any flow 
from its upslope neighbors.  There are a number of different ways that distance up to a 
ridge cell may be evaluated and we define four distance up measures that comprise 
horizontal, vertical, surface and direct transect distances.  Because multiple flow paths 
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may converge at any grid cell, there may be multiple upslope ridge grid cells.  As a result, 
we define three distance variants: shortest, longest and average for each distance measure 
resulting in 12 distances to ridge variables.  The distances down represent flow distances 
from the grid cell of interest to downslope grid cells that represent a designated flow path 
end point.  Here we designate these as stream grid cells.  We define four measures of 
distance to stream: the horizontal distance to stream, vertical drop to stream, surface 
distance to stream and direct transect distance to stream.  There are again three variants: 
shortest, longest and average for each distance measure, due to the multiple flow 
directions, resulting in 12 distance down (to stream) variables.  Slope position may be 
quantified by comparing the distance to the stream to the total distance of the hillslope 
obtained from the sum of up (to ridge) and down (to stream) distances.  Distance may be 
quantified using the horizontal, vertical, surface or direct transect distance measures and 
minimum, maximum and average variants resulting in 12 slope position variables.  Three 
slope position ratio variables are defined as the ratio of vertical slope position to the sum 
of horizontal and vertical slope positions using the minimum, maximum and average 
variants.  Slope roughness index variables are defined as the ratio of the surface distance 
to ridge to the direct transect distance to ridge or the ratio of surface distance to stream to 
the direct transect distance to stream.  
We developed serial and parallel algorithms to evaluate the distances up and 
down.  The serial algorithms are implemented following the recursive definitions of each 
quantity, while the parallel algorithms divide the domain into separate partitions to be 
evaluated in separate processes running on potentially separate processors.  In the parallel 
184 
algorithms a dependency grid is used to manage the evaluation of grid cells after their 
dependencies have been evaluated.   
To evaluate the effectiveness of the parallel algorithms of both distance up and 
distance down functions, we compared run times from the parallel algorithms with the 
run times from the serial recursive algorithms using small and large datasets on a Dual 
Quad Core PC.  Using the small dataset the total improvement in time in both functions 
with eight processors was about 50% of the time taken by the serial algorithm.  This 
increased to about 75% for the large dataset.  The parallel implementations have been 
included in the TauDEM hydrology analysis software available from 
http://hydrology.usu.edu/taudem.  
In paper 3 (chapter 4) we evaluated the impact of the detailed representation of 
soil depth on the simulations of stream flow and soil moisture using the Distributed 
Hydrology Soil Vegetation Model (DHSVM).  DHSVM was used to model DCEW with 
all input parameters the same except soil depth and parameters requiring calibration for 
which we used the same automatic calibration technique.  For this purpose, two sets of 
DHSVM model input parameters consisting of the required spatial (50 meter scale) and 
time series (3 hour time step) data were generated.  For the first dataset, the soil depth 
information was derived from the SSURGO soil database where soil depth is represented 
as average depth over a discrete map unit with sharp boundaries.  For the second dataset 
(MODSD), the soil depth information was derived by calculating a vertical soil depth 
from the perpendicular soil depth computed based on topographic and land cover 
variables using the statistical soil depth prediction model found in chapter 2, where soil 
depth is represented at finer scale and with more gradual variation over the landscape.   
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Based on results from preliminary examinations of the model for its sensitivity to 
various parameters, we selected the lateral hydraulic conductivity and exponential 
decrease coefficient to be optimized within the specified upper and lower bounds to 
calibrate the model.  All other model parameters were specified based on previous studies 
and field observation [Maidment, 1993; Wigmosta et al., 1994; Bowling and Lettenmaier, 
1997; LaMarche and Lettenmaier, 1998; Storck, 2000; VanShaar, 2002; Breuer et al., 
2003; Salminen and Heider, 2007] in the same way for both datasets.  To minimize the 
number of freely varying parameters and avoid over parameterization [Beven, 1996] as 
well as retain the spatial pattern of hydraulic conductivity from SSURGO soil texture 
only the hydraulic conductivity for the dominant soil type (sandy loam) was treated as a 
calibration parameter.  The hydraulic conductivity for other soil types was scaled with the 
dominant soil type hydraulic conductivity using multiplication factors calculated from 
initial values based on soil texture [Maidment, 1993].  The same value of the exponential 
decrease coefficient was used for each soil type. 
The  time series data were divided into model warm up (2000 to 2001 water 
years), calibration (2002 to 2005 water years) and evaluation (2006 to 2008 water years) 
periods based on results from preliminary examinations of the model for its sensitivity to 
the length of warm up period.  Then the model was calibrated using the RGENOUD 
algorithm [R Development Core Team, 2007] with stream flow data for 2002 to 2005 
water years observed at the outlet of the watershed using each set of soil depth inputs 
(SUSD and MODSD).  The lateral hydraulic conductivity and the hydraulic conductivity 
exponential decrease coefficient parameters were optimized to maximize the Nash 
Sutcliffe Efficiency Coefficient (NSE) between observed and simulated stream flow.  We 
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used the NSE and mean absolute error (MAE) to compare modeled and observed 
streamflow and soil moisture so as to evaluate the impact of the soil depth representation 
on the model performance.  Additionally, the spatial patterns of soil moisture simulated 
using each set of inputs were qualitatively assessed in comparison to the topography. 
The results suggest that improvements in the simulation of stream flow from 
using the detailed soil depth information (MODSD) derived from topography are 
minimal.  Soil moisture simulations were slightly improved when using the detailed soil 
depth information at both locations (Lower Weather and Treeline).  For both the 
calibration and validation periods, DHSVM simulated the soil moisture observed at 
various depths slightly better with the MODSD than with the SUSD soil depth 
information.  These results suggest the importance of detailed representation of soil depth 
for soil moisture simulation using distributed hydrological modeling.  In DHSVM, soil 
moisture at a given grid cell and soil layer depends upon the precipitation input, 
evapotranspiration, and soil properties at the grid cell and neighboring grid cells that 
contribute moisture to the cell.  In this experiment, except for soil depth all these factors 
were kept the same in the two sets of input parameters.  In the SUSD soil depth dataset, 
the grid cells contributing moisture to the grid cells at both stations where soil moisture 
was measured and simulated have the same soil depth value.  But, in the MODSD soil 
depth dataset, the soil depth at the grid cells contributing moisture to the grid cells at both 
stations where soil moisture was measured and simulated varies based on the topography 
of the landscape.  Therefore, the improvement in soil moisture simulation may represent 
the cumulative effect of the soil depth representation at the target grid cells and grid cells 
that contribute moisture to them.   
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Comparison of the total soil volume mantling the watershed from the two 
realizations of soil depth and the aggregated stored soil moisture at the end of the 
calibration and validation periods showed some difference due to soil depth 
representation.  The qualitative evaluation of the impact of detailed soil depth 
information on the simulation of the spatial distribution of soil moisture by comparing 
maps of soil moisture for the middle layer showed some small differences between soil 
moisture simulated with the different soil depth models.  This may be due to the 
aggregation of the original MODSD soil depth from 5 to 50 meter grid size to reduce run 
time and enable timely automatic calibration.   
5.2 Recommendations 
The research described in this dissertation has developed statistical models that 
predict the spatial pattern of soil depth based on topographic and land cover variables 
derived from DEM and Remote Sensing Images.  The fact that calibrations using data 
from within 8 sub-watersheds yielded reasonably good predictions for the 130 testing 
points more broadly distributed in the watershed gives some confidence that this model 
should hold for the Boise Front Area.  However, the generality and transferability of 
these models to other areas remains to be tested.  As a result, the foremost task to 
advance the modeling of soil depth spatial pattern over a watershed is to test the approach 
and new explanatory variables in other areas.  This should be first done on experimental 
watersheds that have similar climate and geology to the DCEW.   
Various efforts have explored to improve the characterization of soil properties in 
general [Mark and Csillag, 1989; Goodchild, 1992; Moore et al., 1993; Bierkens and 
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Burrough, 1993; Zhu and Band, 1994; Dietrich et al., 1995; Zhu et al., 1996; 1997; 
McBratney and Odeh, 1997].  From these, the physical process based approach has 
shown some prediction capability of soil depth at a hillslope scale [Dietrich et al., 1995; 
Saco et al., 2006].  The next opportunity to advance this research would be to compare 
the soil depth spatial pattern predicted using the statistical models developed in this 
research with the soil depth predicted using physically based approaches.   
The new topographic variables described in this research have been implemented 
using both serial and parallel algorithms.  These were derived as explanatory variables for 
soil depth and were used to develop statistical soil depth prediction models, but we 
envisage that they may also have other more general applications in hydrology, 
geomorphology and ecology.  Testing these variables for their applications in various 
fields of earth science is another opportunity for advancing this research.   
Topography plays a crucial role in soil forming processes [Jenny, 1941; Moore et 
al., 1993; Odeh et al., 1994; Dietrich et al., 1995; Summerfield, 1997].  The new 
topographic variables that were selected in the statistical soil depth modeling were able to 
improve prediction of soil depth over the watershed.  These include vertical rise to ridge, 
vertical drop to stream and vertical slope position.  Investigation of the role of these 
variables in physical process based soil depth modeling presents a further future research 
opportunity.   
In paper 3 (chapter 4), in our attempt to evaluate the impact of detailed soil depth 
on simulation of stream flow and soil moisture, the result showed that soil moisture 
simulation at both sites was slightly improved as the result of the detailed soil depth 
representation.  But, the comparison of observed versus simulated soil moisture was done 
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only at two sites.  Attempting to evaluate the impact of detailed soil depth on soil 
moisture simulation only based on this comparison is insufficient to reveal the overall 
effects of soil depth representation on simulation of soil moisture over the watershed.  
Therefore, we recommend applying this approach with more soil moisture measurement 
sites over the watershed to advance this research.   
In this work, a 50 meter grid size was used to reduce computer run time and 
enable timely automatic calibration.  Consequently, the MODSD soil depth was 
aggregated from 5 to 50 meters reducing its detailed representation of soil depth.  We 
anticipate that the results in the simulations of stream flow and soil moisture would 
improve if the model was applied at the original grid size of the MODSD soil depth 
dataset (5 meter).  However, applying DHSVM at such fine grid scale using automatic 
optimization would require modifications that enhance computational and/or calibration 
efficiency.  There may be an opportunity for this by modifying the model code to take the 
advantage of parallel processing.  This is a future challenge for the DHSVM model 
development and user community.   
In addition, soil parameters such as soil texture, porosity, pore size distribution 
etc. were represented at the SSURGO map unit scale.  We anticipate that representing 
these soil properties in the same detail as the MODSD soil depth would have improved 
both calibration and validation results of the model using the MODSD soil depth.  
Understanding the impact of detailed representation of these soil properties on distributed 
hydrological modeling requires their availability at a more detailed scale.  Developing 
methods to quantify these additional soil properties at fine scale is an important future 
challenge for distributed hydrological modeling.  
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Furthermore, the effect of soil depth may be revealed better during specific 
periods of the annual hydrograph rather than the entire period in simulations of both 
stream flow and soil moisture.  For example, soil depth is expected to influence the lag 
time during the fall wet up period and the dry down during the spring.  It will not 
significantly affect runoff volumes or soil moisture during the wet periods.  As a result, 
the goodness of fit tests for the entire calibration or validation period will mask where the 
improvements might actually occur.  We anticipate that the effect of detailed soil depth 
may be revealed better if the goodness of fit is applied selectively for the periods when 
soil depth is actually important.  This is another important research opportunity in the 
future. 
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• Enhanced Digital Elevation Model Analysis,  
• Parametric and nonparametric statistical methods: Generalized Additive Model 
and Random Forests 
• Time series analysis 
Software Tools and programming: 
• Operating Systems: Windows, UNIX, and Linux. 
• Programming Languages: C, C++, Java, IDL, Visual Basic, SQL, AML, MPI, 
Java Script, and HTML. 
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• Statistical and Mathematical Tools: R, MATLAB, and SAS. 
• Spatial Data Analysis: ArcGIS and ArcInfo. 
• Database Management: Access and Microsoft SQL Server. 
• Remote Sensing Image Analysis: ERDAS IMAGINE, PCIWorks, and 
GEOMATICA. 
• Software Engineering: Rational Rose, Together, and ArgoUML. 
• Graphic and 3D Modeling tools: AutoCAD, 3D Studio, Free Hand, Flash, Dream 
Weaver, and Photoshop. 
Language: 
• English (Fluent) 
• Tigrigna (Native) 
• Amharic (Fluent) 
• German (Very good) 
• Tigre (good) 
Publications 
Journal Articles: 
Tesfa, T. K., D. G. Tarboton, D. G. Chandler, and J. P. McNamara (2009), Modeling soil 
depth from topographic and land cover attributes, Water Resour. Res., 45, W10438, 
doi:10.1029/2008WR007474. 
Tesfa, T. K., Tarboton, D. G., Chandler, D. G., McNamara, J. P., Improving Distributed 
Hydrological Modeling through Better Estimation of Soil Depth. This manuscript is 
in preparation. Target Journal is Water Resources Research. 
Tesfa, T. K., Tarboton, D. G., Baker, M. E., Schreuders, K. A., A Class of New 
Topographic Attributes for Distributed Hydrological Modeling Derived from Digital 
Elevation Models, submitted to the Environmental Modeling and Software. 
Tesfa, T. K., Tarboton, D. G., Watson, D. W., Schreuders, K. A., Wallace, R., Enhanced 
Terrain Analysis using Parallel Processing. This manuscript is in preparation. Target 
Journal is Water Resources Research. 
Book Chapters: 
Tesfa, T. K., Tarboton, D. G., Chandler D. G., McNamara, J. P.(2008), A Generalized 
Additive Soil Depth Model Based Upon Topographic and Land Cover Attributes, in 
press as a chapter in a book with title “Digital Soil Mapping: Bridging Research, 
Production, and Environmental Application”. 
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Conference Proceedings: 
Wallis, C., R. Wallace, D. G. Tarboton, D. W. Watson, K. A. T. Schreuders and T. K. 
Tesfa, (2009), "Hydrological Terrain Processing Using Parallel Computing," Published at 
the 18th World IMACS Congress and MODSIM09 International Congress on Modelling 
and Simulation, Cairns, Australia, 13July. 
Conference Presentations 
Tesfa, T. K., D. G. Tarboton, D. G. Chandler and J. P. McNamara, 2006, "Modeling Soil 
Depth Based Upon Topographic and Land Cover Attributes," INRA Environmental 
and Subsurface Science Symposium, September 25, Moscow, Idaho. 
Tesfa, T. K., D. G. Tarboton, G. G. Chandler and J. P. McNamara, (2006), "Modeling 
Soil Depth Based Upon Topographic and Lanscape Attributes," Eos Trans. AGU, 
87(52): Fall Meet. Suppl., Abstract H13A-1362. 
Tesfa, T. K., D. G. Tarboton, D. G. Chandler and J. P. McNamara, (2007), "Modeling 
Soil depth based upon Topographic and Landscape Attributes," Spring Runoff 
Conference, Utah State University, Logan, UT, April 5-6. 
Tesfa, T. K. and D. G. Tarboton, (2008), "Integration of Observation Data Model and 
Distributed Hydrology Soil Vegetation Model for Dry Creek Experimental 
Watershed, ID USA," Spring Runoff Conference, Utah State University, Logan, UT, 
March 31-April 1. 
Tesfa, T. K., D. G. Tarboton, D. G. Chandler and J. P. McNamara, (2008), "Modeling 
Soil Depth Based Upon Topographic and Land Cover Attributes to Improve Models 
of Hydrological Response", Eos Trans. AGU, 89(53): Fall Meet. Suppl., Abstract 
H32D-05. 
Tesfa, T. K., Tarboton, D. G., Chandler D. G., McNamara, J. P.(2008), "A Generalized 
Additive Soil Depth Model Based Upon Topographic and Land Cover Attributes", 
3rd Global Workshop on Digital Soil Mapping, Logan, Utah, USA. 
Tesfa, T. K., D. G. Tarboton, D. G. Chandler and J. P. McNamara, (2009), "Improving 
Models of Hydrological Response Using Improved Representation of Soil Depth", Spring 
Runoff Conference, Utah State University, Logan, UT, April 2-April 3 
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Work Experience 
Research Assistant, Utah State University, Utah Water Research Laboratory, Logan, UT 
(August 2004-present) 
• Distributed Hydrological Model (DHSVM) of Dry Creek Experimental 
Watershed 
• Soil Depth Statistical Models of Dry Creek Experimental Watershed 
• Development of various algorithms for meteorological input data preparation in 
Hydrological modeling 
• Observation Data Model (ODM) Implementation for Dry Creek Experimental 
Watershed 
• Command Line Interface Development for Terrain Analysis Software (TauDEM) 
• Parallel programming, Testing parallel programs on PC to upgrade Terrain 
Analysis Software (TauDEM) 
• Remote Sensing Image Analysis for Supervised Land Cover Classification, 
principal component and Tasseled Cap transformations 
• Soil depth data collection 
Irrigation Engineer, Ministry of Agriculture Northern Red Sea Region, Eritrea, 
(February 1997-July 2000) 
• Surveying, studying and mapping potential irrigation areas 
• Planning and implementing irrigation projects 
• Designing and construction of flood diversion structures 
Irrigation Expert, Aligidir Agricultural Development Project, Aligidir, Eritrea, 
(September 1993-September 1994) 
• Alignment of water pumps 
• Reinforcing and maintaining reservoir banks 
• Construction of new irrigation gates and bridges 
• Guiding heavy machine operators to clean irrigation and drainage canals 
Academic Awards 
• Inland Northwest Research Alliance (INRA) Subsurface Science Graduate 
Fellowship (July 2005-July 2008) 
• German Academic Exchange Service (DAAD) Fellowship Award (August 2000-
August 2002)  
• School of Graduate Studies Honor Roll 
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Memberships  
• American Geophysical Union (AGU) - member 
• American Association for the Advancement of Science (AAAS) - member 
• Golden Key International Honour Society – member 
• National Society of Black Engineers (NSBE) - member 
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