In this paper, we present a numerical method to solve the nonlinear Volterra-Fredholm integral equations by new basis functions (NFs). This is demonstrated by using a complementary pair of new orthogonal basis functions set (NFs) derived from the well-known block pulse functions set. Finally, we give some numerical examples, and the efficiency of this method will be shown by comparison with some numerical results.
Introduction
The integral equations method is widely used for solving many problems in mathematics, physics and engineering. To obtain the solution of integral equations, many different basis functions are introduced. The commonly used methods are based on piecewise constant basis functions (PCBF) [1] , Chebyshev polynomial [2] and wavelets [3] . PCBFs have attracted much attention for nine decades. Then wavelets theory is started with the introduction of Haar function in [3, 4] . Several numerical methods based on different wavelets such as Legendre and Walsh were designed for analysis of control systems and various related applications [3] , and approximation of the solution of integral equations [5] . The techniques based on PCBF and wavelets are effective to obtain the solution of integral equations. First, we review block-pulse functions and their properties. In Section 3, we define new basis functions (NFs) and their properties. In Section 4, we apply these sets of orthogonal functions (NFs) for approximating the solution of nonlinear Volterra-Fredholm integral equations
via direct method, sach that we reduce integral equations to a system of nonlinear equations. In Section 5, the application of the method on some numerical examples show its accuracy and efficiency. 
The orthogonality of BPFs is derived immediately from
where δ i, j is Kronecker delta. The third property is completeness. For every f (t) ∈ L 2 ([0, 1)), Parseval's identity holds:
where
In vector form, an arbitrary function can be expanded in the form
T with f i s as defined in (2.2) and
From distinct property of BPFs, the multiplication of two BPF vectors is as follows:
and
where V is an m−vector andṼ = diag(V ). Moreover, it can be clearly concluded that for an m × m matrix B:
where, B is an m−vector with elements equal to diagonal entries of matrix B. Other important properties of BPFs are given in [9] .
New basis functions (NFs) and their properties
In this section, we define a new basis functions (NFs) . Then, some characteristics of new basis functions (NFs) are presented. 
3) 6) and
According to the definition of (NFs) in Eqs. (3.3) and (3.4):
where ϕ i (x) is the ith BPFs and it is defined in Eq. (2.1), so we have:
It is obvious that
The orthogonality of (NFs) is derived immediately from
where i, j = 0, 1, 2, · · · , m − 1 and δ i, j denotes the Kronecker delta function. Also
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Vector forms
Consider the first m terms of (NFs) in Eqs. (3.3) and (3.4), we write them concisely as m-vectors:
The above representation and disjointedness property follows:
where 0 is the zero m × m matrix. These relations are also satisfied for N2(x), similarly. Hence
where V is a 2m-vector andṼ =diag(V ). Moreover, it can be clearly concluded that for an m × m matrix B:
where, B is an m−vector with elements equal to diagonal entries of matrix B.
Function expansion
An arbitrary function f ∈ C 2 ([0, 1)) can be expanded as:
where C is a 2m-vector given by C = [C1 T C2 T ] T , and N1(x) and N2(x) is defined in Eqs (3.5) and (3.6), respectively. The coefficients in C1 and C2 can be computed by sampling the function f (x) at grid points ih and (i + 1)h for various h and j. Therefore,
Also, the positive integer powers of a function f (x) may be approximated using new basis as
where C P is a column vector whose elements are pth powers of the elements of the vector C.
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Eqs. (3.9) and (3.11), it follows that
Now, using Eq. (3.12) we obtain
therefore Eq. (3.12) holds for p + 1, and the lemma is established. 
where N(x) and N ′ (t) are NFs vector with h = 1 m and h ′ = 1 m ′ , respectively. In this paper, for convenience, we put m = m ′ , so h = h ′ . Also k is the 2m × 2m coefficients matrix as follows:
) ,
Operational matrix
By the orthogonality of N1(x) and N2(x) in Eqs. (3.7) and (3.8), respectively, and
we have
Now, for approximate of
0 N(r)dr as follows, we have 
and similarly
where N(x) is defined in Eq. (15). Therefore
where P 2m×2m is called operational matrix of integration and represented by: 
(3.14)
Nonlinear Volterra-Fredholm integral equations
Consider the nonlinear Volterra-Fredholm integral equations:
is the unknown function and p 1 and p 2 are positive integers. By approximating functions f (x),
and [u(x)] p 2 , as before, in the matrix form we have: 
by using Eqs. (3.9) and (3.13) we have:
and by using Eq. (3.14) we have:
Assuming B = K 1Ũp 1 P, and using Eq. (3.10), we have:
The Eq. (4.22) is a nonlinear system of algebraic equations, that we solve by Newton's iteration method.
Illustrative numerical examples
The direct method presented in this paper is applied to some examples. Some examples are selected from different references, so the numerical results obtained here can be compared with both the exact solution and other numerical results. The computations associated with the examples were performed using Matlab 7.6. Example 5.1. Consider the following nonlinear Volterra-Fredholm integral equation [8] :
with the exact solution u(x) = x 2 − 2, 0 ≤ x < 1. The numerical results are shown in Table 1 and Figure 1 . Table 3 and Figure 3 . 
Conclusion
The approach presented transforms a nonlinear Volterra-Fredholm integral equation into a system of nonlinear algebraic equations. Its accuracy and applicability were checked on some examples. The numerical results show that the accuracy of the solutions obtained is good. The approximate solutions obtained by MATLAB software show the validity and efficiency of the proposed method. This method can be easily extended and applied to system of nonlinear Volterra-Fredholm integral equation.
