Let SM n (R) g denote g-tuples of n × n real symmetric matrices. Given tuples X = (X 1 , . . . , X g ) ∈ SM n1 (R) g and Y = (Y 1 , . . . , Y g ) ∈ SM n2 (R) g , a matrix convex combination of X and Y is a sum of the form
Introduction
This paper concerns extreme points of noncommutative (free) convex sets. In the free setting there are three major notions of an extreme point. We shall study the most restricted class of extreme points, the absolute extreme points, a notion introduced by Kleski [KLS14] . This class of extreme points is closely related to Arveson's notion [A69] of an irreducible boundary representation of an operator system [KLS14, EHKM18] . Hence the subject at hand goes back about 50 years.
Noncommutative convex sets can be described as solution sets to types of linear matrix inequalities (LMIs), the workhorse of semidefinite programming. Next we introduce this special type of LMI. Let A = (A 1 , A 2 , . . . , A g ) be a g-tuple of bounded self-adjoint operators on a real or complex Hilbert space H. We define an affine linear function L A on tuples X = (X 1 , X 2 , . . . , X g ) of bounded self-adjoint operators on a real or complex Hilbert spacẽ H by L A (X) = I H ⊗ IH + Λ A (X) = I H ⊗ IH + A 1 ⊗ X 1 + · · · + A g ⊗ X g , and we define D A (H) to be the set of solutions to the LMI (1.1) D A (H) := {X ∈ S(H) g | L A (X) pos semidef }.
Here S(H) g denote g-tuples of self-adjoint operators onH.
This is a convex set and a central question is whether operator convex combinations of the absolute extreme points of D A (H) span D A (H). We will define absolute extreme points (in a limited context) in Section 1.1.1. We remark that every closed matrix convex set can be expressed in the form of equation (1.1) [EW97] . Furthermore, matrix convex sets defined by noncommutative polynomial inequalities in matrix variables ("noncommutative semialgebraic sets") can be defined in this form where H is finite dimensional [HM12] .
Arveson conjectured that the irreducible boundary representations (in our language the absolute extreme points) span when H andH are Hilbert spaces, see [A69] and [A72] . More on this viewpoint to extreme points is found in Section 4.3. Many years later Dritschel and McCullough [DM05] showed if H is separable andH has cardinality of the second uncountable ordinal, then uncountable combinations of absolute extreme points span. In that paper they say their dilation ideas were seriously influenced by a construction used in Agler's approach to model theory, see [A88] . A decade later Davidson and Kennedy [DK15] gave a complete and positive answer to Arveson's original question. As a consequence, [DK15] shows that when H andH are both separable the absolute extreme points span. The finite dimensional version of the problem has been pursued for some time but until now has remained unsettled.
In this paper we prove the finite dimensional version of Arveson's conjecture in the real and complex setting, see Theorem 1.3: If H = R d and X is a g-tuple of self-adjoint n × n matrices over K = R or C with X in D A := ∪ n D A (K n ), then X is a finite matrix convex combination of absolute extreme points of D A whose sum of sizes is bounded by n(g + 1) when K = R and by 2n(g + 1) when K = C. The proof is constructive and yields an algorithm for construction, see Section 2.4.
In the remainder of this section we introduce our basic definitions and notation and give a precise statement of our main results, Theorem 1.1 and Theorem 1.3. Some definitions just given will be repeated to provide a complete list.
1.1. Notation and definitions. Let K denote either R or C. We will say a matrix is selfadjoint over K to mean the matrix is self-adjoint if K = C or symmetric if K = R. For any positive integers g and n, let SM n (K) g denote the set of g-tuples X = (X 1 , . . . , X g ) of n × n self-adjoint matrices over K and let SM(K) g denote the set SM(K) g = ∪ n SM n (K) g . Similarly, for positive integers n, ℓ and g let M n×ℓ (R) g denote the set of g-tuples β = (β 1 , . . . , β g ) of n × ℓ matrices over K.
A tuple X ∈ SM n (K) g is irreducible over K if the matrices X 1 , . . . , X g have no common reducing subspaces in K n ; a tuple is reducible over K if it is not irreducible over K. Given a g-tuple X ∈ SM n (K) g and a matrix W ∈ M n (K) we define the conjugation of X by W by
If W is a unitary (resp. isometry) then we say W * XW is a unitary (resp. isometric) conjugation. Given tuples X, Y ∈ SM n (K) g say X and Y are unitarily equivalent, denoted by X ∼ u Y , if there exists a unitary matrix U ∈ M n (K) such that
A subset Γ ⊆ SM(K) g is closed under unitary conjugation if X ∈ Γ and Y ∼ u X implies Y ∈ Γ. We define the set Γ at level n, denoted Γ(n), by
That is, Γ(n) is the set of g-tuples of n × n self-adjoint matrices in Γ.
1.1.1. Matrix convex sets and extreme points. Let K ⊆ SM(K) g . A matrix convex combination of elements of K is a finite sum of the form
where Y i ∈ K(n i ) for i = 1, . . . , k and V i is an n i × n matrix with entries in K for each i. If additionally V i = 0 for each i, then the matrix convex combination is said to be weakly proper. If K is closed under matrix convex combinations then K is matrix convex.
Matrix convex combinations can equivalently be expressed via isometric conjugation. As before, let {Y i } k i=1 ⊆ K be a finite collection of elements of K and let {V i } k i=1 be a collection of mappings from K n to K n i such that k i=1 V * i V i = I n . Define the g-tuple Y and the isometry V by
In words, V * Y V is an isometric conjugation which is equal to the matrix convex combination
to be the smallest matrix convex set in SM(K) g that contains K. Equivalently, co mat K is the set of all matrix convex combinations of elements of K.
Given a matrix convex set K, say X ∈ K(n) is an absolute extreme point of K if whenever X is written as a weakly proper matrix convex combination
then for all i either n i = n and X ∼ u Y i or n i > n and there exists a tuple Z i ∈ K such that X ⊕ Z i ∼ u Y i . We let ∂ abs K denote the set of absolute extreme points of K and we call ∂ abs K the absolute boundary of K. We remark that an absolute extreme point X = (X 1 , . . . , X g ) has the property that X 1 , . . . , X g is an irreducible collection of operators.
A matrix convex set K is bounded if there is a real number C > 0 such that
i 0 for every tuple X ∈ K. We say K is closed if K(n) is closed for all n ∈ N and we say K is compact if K is closed and bounded. We emphasize that co mat K is not assumed to be closed.
1.1.2. Free spectrahedra. Free spectrahedra are a class of matrix convex sets; they are the solution set of a linear matrix inequality.
Given a g-tuple A of d × d self-adjoint matrices with entries in K, let Λ A denote the homogeneous linear pencil Λ A (x) = A 1 x 1 + · · · + A g x g and let L A denote the monic linear pencil
Given a positive integer n ∈ N and an X ∈ SM n (K) g , the evaluation of the monic linear pencil L A on X is defined by
where ⊗ denotes the Kronecker product.
The free spectrahedron at level n, denoted D A (K n ), will typically be abbreviated
The corresponding free spectrahedron is the set ∪ n D K A (n) ⊆ SM(K) g . In other words,
. For emphasis, the elements of the real free spectrahedron D R A are g-tuples of real symmetric matrices, while the elements of the complex free spectrahedron D C A are g-tuples of complex self-adjoint matrices.
We say a free spectrahedron
A is trivially closed under complex conjugation. See [HKM13] , [Z17] and [K+] for further discussion of linear pencils and free spectrahedra.
1.2. Absolute extreme points span. The following theorem, our first main result, shows that every compact free spectrahedron which is closed under complex conjugation is the matrix convex hull of its absolute extreme points. Furthermore, it shows that the absolute boundary is the smallest set of irreducible tuples which is closed under unitary conjugation and spans the free spectrahedron.
Theorem 1.1. Assume K = R or C and let D K A be a compact free spectrahedron which is closed under complex conjugation. Then D K A is the matrix convex hull of its absolute extreme points. In notation,
Furthermore, if E ⊆ D K
A is a set of irreducible tuples which is closed under unitary conjugation and whose matrix convex hull is equal to D K A , then E contains the absolute boundary of D K A . In other words,
In this sense the absolute extreme points are the minimal spanning set of D K A .
Proof. The fact that D K A is the matrix convex hull of its absolute extreme points follows immediately from the forthcoming Theorem 1.3.
We now prove the second part of the result. Let E ⊆ D K A be a set of irreducible tuples which is closed under unitary conjugation and satisfies co mat E = D K A , and let X ∈ ∂ abs D K A (n). By assumption X ∈ co mat E, so there must exist a finite collection of tuples {Y i } ⊆ E and contractions V i : K n → K n i such that
Since X is an absolute extreme point of D K A and each Y i is irreducible we conclude that for each i we have n i = n and there is a unitary U i :
By assumption E is closed under unitary conjugation, so it follows that X ∈ E.
Dilations to Arveson extreme points.
Our second main result is a more quantitative version of Theorem 1.1.
1.3.1. Dilations. Let K ⊆ SM(K) g be a matrix convex set and let X ∈ K(n). If there exists a positive integer ℓ ∈ N and g-tuples β ∈ M n×ℓ (K) g and γ ∈ SM ℓ (K) g such that
Given tuples A ∈ SM d (K) g and X ∈ SM n (K) g , we define the dilation subspace of
In this definition ker L A (X) and ker Λ A (X) are subspaces of K dn . The dilation subspace is examined in greater detail in Section 2.1.
1.3.2.
Arveson extreme points span. The Arveson boundary of a matrix convex set K is a classical dilation theoretic object which is closely related to the absolute boundary of K. We say a tuple X ∈ K is an Arveson extreme point of K if K does not contain a nontrivial dilation of X. In other words, X ∈ K is an Arveson extreme point of K if and only if, if
for some tuples β ∈ M n×ℓ (K) g and γ ∈ SM ℓ (K) g , then β = 0. The set of Arveson extreme points of K, denoted by ∂ Arv K, is called the Arveson boundary of K. If Y is an Arveson extreme point of K and Y is an (ℓ-)dilation of X ∈ K, then we will say Y is an Arveson (ℓ-)dilation of X.
The Arveson and absolute extreme points of a matrix convex set are closely related. Indeed the following theorem shows that a tuple is an absolute extreme point if and only if it is an irreducible Arveson extreme point.
A be a free spectrahedron which is closed under complex conjugation.
Proof. The original statement and proof of this result is given as [EHKM18, Theorem 1.1 (3)] over the field of complex numbers. A proof for the case where K = R is given in Section 5.2. We comment that the original statement handles more general complex dimension free sets; however, this version is well suited to our needs.
Our next theorem shows that every element of a compact free spectrahedron D K A which is closed under complex conjugation dilates to the Arveson boundary of D K A .
Theorem 1.3. Let A be a g-tuple of self-adjoint matrices with entries in K and let D K A be a compact free spectrahedron which is closed under complex conjugation. Let
Thus, X is a matrix convex combination of absolute extreme points of D C A whose sum of sizes is equal to n + k.
(2) Suppose X is a tuple of real symmetric matrices, then there exists an integer k ≤ ℓ ≤ ng and k-dilation Y of X such that Y is an Arveson extreme point of D K A . Thus, X is a matrix convex combination of absolute extreme points of D K A whose sum of sizes is equal to n + k.
As an immediate consequence, D K
A is the matrix convex hull of its absolute extreme points.
Proof. The proof that X ∈ D R A dilates to an Arveson extreme point of D R A is given in Section 2.3.1. We prove that X ∈ D C A dilates to an Arveson extreme point of D C A in Section 3. We now prove that D K A is the matrix convex hull of its absolute extreme points. Let X ∈ D K A . The first part of Theorem 1.3 shows that, in the complex setting, there is an
for some integer m. These too are Arveson, hence absolute, extreme points, see Theorem
That is, X is a matrix convex combination of the absolute extreme points Y 1 , . . . , Y m .
The proof when X is a g-tuple of n × n real symmetric matrices is identical with n + k replaced by n +k wherek ≤ dim K K A,X .
We comment that there are examples of a free spectrahedron D K A and an irreducible tuple X ∈ D K A and an Arveson dilation Y of X that has minimal size such that Y is reducible.
1.4. Reader's guide. Section 2 introduces the notion of a maximal 1-dilation of an element of a free spectrahedron. The main result of this section is Theorem 2.3 which implies that, in the real setting, Arveson dilations of a tuple X ∈ D R A can be constructed by taking a sequence of maximal 1-dilations of X. This result is then used to prove Theorem 1.3 (2) when K = R. The section ends with Proposition 2.4 which gives a numerical algorithm that can be used to construct Arveson dilations of elements of a real free spectrahedron.
Section 3 considers the case where K = C and completes the proof of Theorem 1.3. This is accomplished by showing that, when D C A is closed under complex conjugation, the absolute extreme points of D R A are absolute extreme points of D C A . We then show that every element of a complex free spectrahedron which is closed under complex conjugation is a compression of an element of the associated real free spectrahedron. An appeal to Theorem 2.3 completes the proof. In addition this section gives a classification of free spectrahedra which are closed under complex conjugation.
Section 4 expands on the historical context of our main results. Section 4.1 describes a count on the number of parameters needed to express a tuple as a matrix convex combination of absolute extreme points which is given by Theorem 1.3. Section 4.2 compares our results to results for general matrix convex sets, and Section 4.3 discusses the original terminology and viewpoint of [A69] , [DM05] , and [DK15] .
An appendix, Section 5.1, contains a discussion of the NC LDL * calculation which appears in the proof of Theorem 2.3. In addition, the appendix contains a proof of the real analogue of [EHKM18, Theorem 1.1 (3)].
The authors thank Igor Klep and Scott McCullough for comments on the original version of this manuscript.
Real free spectrahedra
We first consider the case of Theorem 1.3 where X is an element of D R A . We begin with a collection of lemmas and definitions which will play an important role in the proof of this case.
2.1. The dilation subspace. The subspace K K A,X is called the dilation subspace since, by considering the Schur complement, a tuple β ∈ M n×1 (K) g is an element of K K A,X if and only if there is a real number c > 0 and a tuple γ ∈ R g such that
The following lemma explains the relationship between the dilation subspace K K A,X and dilations of the tuple X ∈ D K A in greater detail.
Lemma 2.1. Let D K A be a free spectrahedron and let X ∈ D K A (n).
A,X if and only if there is a real number c > 0 such that X cβ cβ * 0 ∈ D K A (n + 1).
(3) X is an Arveson extreme point of D K A if and only if dim K K A,X = 0.
Proof. Items (1) and (2) follow from considering the Schur compliment of L A (Y ) for a dilation
of X. Indeed, multiplying L A (X) by permutation matrices, sometimes called canonical shuffles, see [P02, Chapter 8], shows
Taking the appropriate Schur compliment then implies that
where † denotes the Moore-Penrose pseudoinverse. Item (1) and item (2) (1) and (2).
2.2.
Maximal 1-dilations. An important aspect of the proof of our main result is constructing dilations which satisfy a notion of maximality. Given a matrix convex set K and a tuple X ∈ K(n), say the dilation where · denotes the usual norm on R g . We note that maximal 1-dilations can be computed numerically, see Proposition 2.4. We emphasize thatγ produced by the second optimization need only be any local maximizer, and global maximality is not required.
Remark 2.2. If K is a compact matrix convex set and X ∈ K is not an Arveson extreme point of K, then a routine compactness argument shows the existence of nontrivial maximal 1-dilations of X.
Other notions of maximal dilations (in the infinite dimensional setting) are discussed in [DM05] , [A08, Section 2] and [DK15, Section 1].
Maximal dilations reduce the dimension of the dilation subspace. Let
A be a compact real free spectrahedron, and let X ∈ D R A . The following theorem shows that maximal 1-dilations of X reduce the dimension of the dilation subspace.
A is a compact real free spectrahedron and let X ∈ D R A (n). Assume X is not an Arveson extreme point of D R A . Then there exists a nontrivial maximal 1-dilationŶ ∈ D R A (n + 1) of X. Furthermore, any suchŶ satisfies
Proof. LetŶ be a maximal 1-dilation of X. Equivalently, choose the dilationŶ (chooseβ andγ) such thatŶ
for a tuple γ ∈ R g and a real number c ∈ R, then c ≤ 1. 1 Furthermore, if c = 1 and Y ∈ D R A (n + 1), then there exists an ǫ > 0 such that γ − γ < ǫ implies γ ≤ γ . As mentioned in Remark 2.2, the existence of such aŶ follows from the assumptions that X is not an Arveson extreme point of D R A and that D R A is level-wise compact. We will show that dim K R A,Ŷ < dim K R A,X . First consider the subspace E A,Ŷ := {η ∈ M n×1 (R) g | there exists a σ ∈ R g so that ker L A (Ŷ ) ⊆ ker Λ A η * σ }.
In other words E A,Ŷ is the projection ι of K R A,Ŷ defined by 1 IfỸ c is an element of D R A (n + 1) then so isỸ −c . For this reason, it is equivalent to require |c| ≤ 1.
Since D R A is matrix convex it follows that
Now, assume towards a contradiction that dim E A,Ŷ = dim K R A,X . Using equation (2.4) this implies that
A,X . In particular we haveβ ∈ E A,Ŷ . It follows that there is a real number c = 0 and a tuple σ ∈ R g so that
Using the NC LDL * -decomposition (up to canonical shuffles) shows that inequality (2.5) holds if and only if L A (X) 0 and the Schur complements
It follows that
Inequalities (2.9) and (2.10) imply that there exists a real numberα > 0 such that 0 < α ≤α implies
It follows from this that
Since L A (X) 0, equation (2.11) implies
Therefore, from our choice ofŶ , hence ofβ, we must have √ 1 ± cα ≤ 1.
It follows that cα = 0. However, we have assumed α > 0 and c = 0, so this is a contradiction. We conclude dim E A,Ŷ < dim K R A,X .
Now seeking a contradiction assume dim K R
It follows that (2.13) 0 σ 1 − σ 2 ∈ K R A,Ŷ . Setσ = σ 1 − σ 2 = 0 ∈ R g . As before, equation (2.13) with Lemma 2.1 (2) implies that there is a real number c = 0 ∈ R so that
Considering the NC LDL * decomposition shows that equation (2.14) holds if and only if
as before. It follows from this that
This implies that there is a real numberα > 0 so that, for all α ∈ R satisfying 0 < α ≤α, we have
Since this is the appropriate Schur compliment and since L A (X) 0 it follows that (2.17) L A Xβ β * γ ± ασ 0 whenever 0 < α ≤α. Therefore, the local maximality ofγ implies γ + ασ ≤ γ and γ − ασ ≤ γ for sufficiently small α ∈ (0,α], a contradiction to the assumptions that α = 0 andσ = 0. We conclude that dim K R A,Ŷ < dim K R A,X as asserted by Theorem 2.3.
2.3.1. Proof of Theorem 1.3 for real free spectrahedra. We are now in position to prove Theorem 1.3 in the case where D R A is a compact real free spectrahedron.
Proof of Theorem 1.3 when
A for some k ≤ ℓ is an immediate consequence of Theorem 2.3 and Lemma 2.1 (3).
The fact that D R
A is the matrix convex hull of its Arveson extreme points, hence of its absolute extreme points, is proved immediately after the statement of Theorem 1.3.
Numerical computation. Given a compact real free spectrahedron D R
A , the following algorithm dilates a tuple X ∈ D R A to an Arveson extreme point Y ∈ D R A in dim K R A,X steps or less.
Proposition 2.4. Let A ∈ SM d (R) g be a g-tuple of self-adjoint matrices over R such that D R A is a compact real free spectrahedron. Given a tuple X ∈ D R A (n), set Y 0 = X. For integers k = 0, 1, 2 . . . and while dim
Proof. This follows from the proof of Theorem 2.3.
The optimization over c in Proposition 2.4 is a semidefinite program, while the optimization over γ is a local maximization of a convex quadratic over a spectrahedron.
Complex free spectrahedra
This section will prove that every element of a compact complex free spectrahedron which is closed under complex conjugation is the matrix convex hull of its absolute extreme points. We begin with a lemma which shows that the set of real elements in the absolute boundary of a complex free spectrahedron D C A which is closed under complex conjugation is exactly equal to the absolute boundary of D R A .
Lemma 3.1. Let A be a g-tuple of d × d real symmetric matrices and let X ∈ D C A be a g-tuple of n × n real symmetric matrices. Proof. We first prove item (1). It is straightforward to show that X is an Arveson extreme point of D R A if X is an Arveson extreme point of D C A . To prove the converse, assume X is an Arveson extreme point of D R A and let β ∈ M n×1 (C) g be a tuple such that
By assumption A is a tuple of real symmetric matrices so D C A is closed under complex conjugation. It follows that
Since D C A is convex we conclude that
This matrix has real entries so it is an element of D R A . However, X was assumed to be an absolute extreme point of D R A so we must have Re(β) = 0. Now, D C A is matrix convex so we know
However, this matrix is in D R A since Re(β) = 0 from which it follows that Im(iβ) = 0. We have assumed that X is an Arveson extreme point of D R A , so iβ = 0, hence β = 0. We conclude that X is an Arveson extreme point of D C A , as claimed. Item (2) immediately follows from item (1) and Theorem 1.2 together with Lemma 5.1 which shows that a real symmetric tuple is irreducible over R if and only if it is irreducible over C. Note that the issue of irreducibility is independent of the other aspects of the proof, hence its delay until Section 5.2.
Our next lemma gives a list of equalities for the dilation subspace which will be used in proving the bound on the dimension of the absolute extreme points appearing in Theorem 1.3.
Lemma 3.2. Let D K
A be a real or complex free spectrahedron. The following equalities hold for the dilation subspace:
(1) Let X ∈ D K A (n 1 ) and Z ∈ D K A (n 2 ). Then K K A,X⊕Z = β * σ * * ∈ M (n 1 +n 2 )×1 (K) g β ∈ K K A,X and σ ∈ K K A,Z .
Additionally,
(2) Let X ∈ D K A (n) and let U ∈ M n (K) be a unitary. Then
Proof. The proof of item (1) is immediate from the fact that ker L A (X⊕Z) ⊆ ker Λ A β * σ * if and only if ker L A (X) ⊆ ker Λ A (β * ) and ker L A (Z) ⊆ ker Λ A (σ * ).
To prove item (2) let U ∈ M n (K) be a unitary and observe that
To prove item (3): assume D K A is closed under complex conjugation. Then
We now give a classification of free spectrahedra which are closed under complex conjugation.
Lemma 3.3. Let A be a g-tuple of d × d complex self-adjoint matrices. Then the complex free spectrahedron D C A is closed under complex conjugation if and only if there is a g-tuple B of real symmetric matrices of size less than or equal to 2d × 2d such that
Proof. We first prove the forwards direction. Let X be a g-tuple of complex self-adjoint matrices. Since D C A is closed under complex conjugation we know that X ∈ D C A if and only if (3.1) L A (X) 0 and L A (X) 0.
Thus X ∈ D C A if and only if L A⊕A (X) 0. Write A = S + iT where S is a tuple of n × n real symmetric matrices and T is a tuple of n × n real skew symmetric matrices. Then A ⊕ A is unitarily equivalent to the g-tuple of real symmetric matrices B defined by
I n iI n iI n I n .
We conclude that X ∈ D C A if and only if L B (X) 0.
It follows that D C A = D C B . The converse is straightforward.
We are now in position to complete the proof of the Theorem 1.3.
Proof of Theorem 1.3. Let D C
A be a compact complex free spectrahedron which is closed under complex conjugation and let X ∈ D C A (n). In light of Lemma 3.3, we may without loss of generality assume that A is a g-tuple of real symmetric matrices. Set ℓ = dim K C A,X . If X is an element of D R A , that is, if X is a tuple of real symmetric matrices, then the proof that X dilates to an Arveson extreme point Y ∈ D C A (n + k) for some integer k ≤ ℓ is immediate from Theorem 2.3 with Lemma 3.1.
To handle the general case where Im(X) = 0, write X = S + iT where S is a g-tuple of n × n real symmetric matrices and T is a g-tuple of n × n real skew symmetric matrices. By assumption D C A is closed under complex conjugation so we know S − iT ∈ D C A . As shown in equation (3.2), the tuple (S + iT ) ⊕ (S − iT ) is unitarily equivalent to the tuple Z ∈ D C A (2n) defined by
It follows that X is a compression of Z.
Observe that Z is a tuple of 2n×2n real symmetric matrices so Z ∈ D C A implies Z ∈ D R A . Furthermore, an application of Lemma 3.2 shows that dim K C A,Z = 2ℓ, hence dim K R A,Z ≤ 2ℓ. Theorem 2.3 shows that Z dilates to an Arveson extreme pointZ ∈ D R A (2n + k) for some integer k ≤ 2ℓ ≤ 2ng and Lemma 3.1 implies thatZ is an Arveson extreme point of D C A . It follows that X is a compression of the Arveson extreme pointZ.
As in the real case, the proof that D C A is the matrix convex hull of its absolute extreme points is given immediately after the statement of Theorem 1.3.
Remarks
This section contains remarks which expand on the historical context of our results. Section 4.1 discusses the number of parameters needed to express a tuple as a matrix convex combination of absolute extreme points, while Section 4.2 explores the relationship between the absolute extreme points of free spectrahedra and of general matrix convex sets. Section 4.3 discusses infinite dimensional operator convex sets in Arveson's original context. 4.1. Parameter counts for (matrix) convex combinations of extreme points. The classical Caratheodory Theorem gives an upper bound on how many terms are required to represent an element of a convex set as a convex combination of its extreme points. Theorem 1.3 is the analog of this for a free convex set. In addition to giving a bound on the number of absolute extreme points needed to express an arbitrary tuple X ∈ D K A (n), Theorem 1.3 gives a bound on the number of parameters needed to express the absolute extreme points appearing in the matrix convex combination for X.
Given a compact free spectrahedron D K A , the classical Caratheodory Theorem states that a tuple X ∈ D K A (n) ⊆ SM n (K) g can be written as a convex combination of dim SM n (K) g + 1 classical extreme points of D K A (n), each an element of SM n (K) g . The maximum number of parameters in the extreme points required by this classical representation is (dim SM n (K) g + 1)(dim SM n (K) g ) = (n(n + 1)g/2 + 1)(n(n + 1)g/2) = O(n 4 g 2 ).
In contrast, Theorem 1.3 shows that X ∈ D K A (n) can be written as a matrix convex combination of a single Arveson extreme point Y ∈ D K A (n + k) for some integer k ≤ 2ng + n. The maximum parameter count on the Arveson extreme point required in this dimension free representation is dim SM 2n(g+1) (K) g = 2(n + ng)(n + ng + 1)g = O(n 2 g 3 ).
This suggests that matrix convex combinations are advantageous over classical convex combinations in terms of the number of parameters needed to store the representation of a tuple as a (matrix) convex combination of extreme points when n is large but that they are disadvantageous if g is large.
4.2. Absolute extreme points of general matrix convex sets. Let K ⊆ SM(K) g be a compact matrix convex set. It is well known that there is a Hilbert space H and a self-adjoint
where L A (X) is defined as in the introduction [EW97] .
While Theorem 1.3 shows every compact real free spectrahedron D R A is spanned by its absolute extreme points, [E18, Theorem 1.2] shows the existence of a compact real matrix convex set D R A which has no finite dimensional absolute extreme points. The critical failure of our proof for a general matrix convex set D R A occurs at equation (2.10) in Theorem 2.3. In Theorem 2.3 the tuple A is finite dimensional, while A being discussed here in Section 4.2 is a tuple of operators acting on H which may be infinite dimensional. Thus, the kernel containment
does not imply the existence of a real number α > 0 such that
Here Q = Λ A (β * )L A (X) † Λ A (β) similar to before.
A concrete example of this failure follows. Let H = ℓ 2 (N), let M = diag(1/n 2 ) ∈ B(H), and let N = diag(1/n) ∈ B(H). Then M 0 and {0} = ker M ⊆ ker N, however M − αN 0 for any real number α > 0. 4.3. Alternative contexts. Much of the literature such as [A69] , [DM05] , and [DK15] referred to in the introduction takes a different viewpoint than the one here. We now briefly describe the correspondence.
Operator convex sets are in one to one correspondence with the set of completely positive maps on an operator system [WW99] , an area which has received great interest over the last several decades. Under this correspondence, an absolute extreme point of an operator convex set becomes a boundary representation of an operator system [KLS14] .
Arveson's original question was phrased in the setting of completely positive maps on an operator system. In this language, Arveson conjectured that every operator system has sufficiently many boundary representations to "completely norm it". Additionally, Arveson conjectured that these boundary representations generate the C * -envelope. Roughly speaking, the C * -envelope of an operator system is the "smallest" C * -algebra containing that operator system [P02] . In this language, Theorem 1.1 shows that every operator system with a finite-dimensional realization (see [FNT17] ) is completely normed by its finite dimensional boundary representations. For further material related to operator systems, completely positive maps, boundary representations, and the C * -envelope we direct the reader to [Ham79] , [D96] , [MS98] , [F00] , [F04] , [FHL18] , and [PSS18] .
Appendix
The appendix contains an NC LDL * formula and the proof of Theorem 1.2 over the reals.
5.1. The NC LDL * of block 3 × 3 matrices. This subsection contains a brief discussion of the NC LDL * decomposition of the evaluation of a linear pencil L A on a block 3 × 3 matrix. Consider a general block 3 × 3 tuple
where X ∈ SM n 1 (K) g and γ ∈ SM n 2 (K) g and ψ ∈ SM n 3 (K) g and β, η, and σ are each g-tuples of matrices of appropriate size. We know that
where ∼ c.s. denotes equivalence up to permutations (canonical shuffles). It follows that L A (Z) 0 if and only if Z 0.
The NC LDL * of Z has as its block diagonal factor D the matrix
It follows that L A (Z) 0 if and only if L A (X) 0 and S 0 and
Considering the case where K = R and γ ∈ R g and ψ = 0 ∈ R g , hence σ = σ * ∈ R g , and substituting η = cβ or η = 0 gives equations (2.7) and (2.15), respectively. 5.2. Proof of Theorem 1.2 over the real numbers. We now give a proof of Theorem 1.2 over the real numbers. Recall that a tuple X ∈ SM n (K) g is irreducible over K if the matrices X 1 , . . . , X g have no common reducing subspaces in K n ; a tuple is reducible over K if it is not irreducible over K. We begin with a lemma which shows that a tuple of real symmetric matrices is reducible over R if and only if it is reducible over C.
Lemma 5.1. Let X be a g-tuple of real symmetric n × n matrices. Then X is reducible over R if and only if X is reducible over C.
Proof. The forward direction of the proof is straightforward. Now assume X is reducible over C. Then the assumption that X is real symmetric implies that there exists a nonzero self-adjoint matrix W ∈ M n (R) ⊆ M n (C) such that W = αI n for any α ∈ C and W X − XW = 0. Let E 1 , . . . , E k ⊆ C n denote the real eigenspaces of W corresponding to the eigenvalues λ 1 , . . . , λ k of W , respectively. Since X is real and W X − XW = 0, each E j is a reducing subspace for X. Additionally, we must have k ≥ 2 since W is not a constant multiple of the identity. Therefore, each E j is a nontrivial real reducing subspace for X. We conclude that X is reducible over R.
We now prove our real analogue of [EHKM18, Theorem 1.1 (3)], Theorem 1.2.
Proof of Theorem 1.2 when K = R. First assume that X ∈ SM n (R) g is an irreducible Arveson extreme point of D R A . Lemma 3.1 (1) shows that X is an Arveson extreme point of D C A . Furthermore, Lemma 5.1 shows that X is irreducible over C. Therefore, [EHKM18, Theorem 1.1 (3)] shows that X is an absolute extreme point of D C A . It immediately follows that X is an absolute extreme point of D R A . We now prove the converse. The proof that X is irreducible over R when X is an absolute extreme point of D R A is straightforward. The fact that X must be an Arveson extreme point of D R A when X is an absolute extreme point of D R A is immediate from [EHKM18, Lemma 3.13], the proof of which is identical over the reals or complexes.
