In this paper, we present advances on our development of an optoelectronic holographic computing platform with the ability to quantitatively measure full-field-of-view nanometer-scale movements of the tympanic membrane (TM). These measurements can facilitate otologists' ability to study and diagnose hearing disorders in humans. The holographic platform consists of a laser delivery system and an otoscope.
INTRODUCTION
The tympanic membrane (TM), also known as the eardrum, is part of the middle-ear which executes the function of transmitting sound to the cochlea in the inner ear 1 .
Most existing studies of the TM are limited to measurements on a single point or a series of points 2 . While this is a useful approach for research and diagnoses, having a large field of view can provide a much higher level of detail about the complex modes of vibration of the TM and may be more useful for diagnosis of the TM and middle-ear disorders, and also for determining the effectiveness of surgical procedures. Generating quantitative full-field-of-view displacement maps, holography can provide doctors with important information about the TM, both experimental and clinical, not obtainable through other methods 3 .
This paper describes advances of our development of an optoelectronic holographic otoscope (OEHO) for use in the clinic.
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OPTOELECTRONIC HOLOGRAPHIC PLATFORM
Our optoelectronic holographic platform consists of three major components: (1) a laser delivery system, (2) an interferometric otoscope for sample observation (optical head), and (3) computer with software controls 9 . The entire layout of the platform is shown in Fig. 3 . 
Laser delivery system
The laser delivery system consists of a solid state laser (LD) and a fiber-optic subsystem (FS) for splitting of the laser beam into an object and reference beam and for phase modulation of the beams. The laser beam initially passes through an Accousto-optic modulator (AOM), which has the capability of spatially shifting the path of the laser beam. The laser beam is split by a beam splitter cube (BS) into two beams: an object beam (OB) and a reference beam (RB). Each beam is reflected at a 90° angle by use of mirrors mounted on piezoelectric nano-positioners (M, MP). The two beams are directed into laser-fiber assemblies (FA) for coupling the beams into polarization maintaining single-mode fibers.
Optical head
The two fibers from the delivery system (OB, RB) are coupled into the optical head setup (OH), as shown in Fig. 4 . Using a standard otoscope head, the object beam illuminates the TM. The backscattered laser light travels from the TM, through the otoscope. The two beams are combined using a beam splitter cube and both arrive onto the sensor of the camera. A specially designed sound presentation system (SPS) is mounted on the otoscope and provides acoustic excitation 10 .
Through several iterations, the system used standard lenses to focus the image of the TM into the camera's sensor. In more recent developments, however, the system uses a lensless configuration. This version of the system is described as an optoelectronic digital holographic otoscope (OEDHO).
Because of the lensless nature of the system, images are recorded as complex light distributions. Using a series of algorithms based on the Fresnel-Kirchhoff integral, the raw phase-shifted images are reconstructed into a valid digital hologram, ultimately similar to those which are generated by the lens-based system. This process is described in detail in Section 4.5. 
Image processing computer
There are external devices which control the camera via a Firewire or CameraLink synchronizes the piezoelectric positioner reference beam. The same computer als sound presentation system (SPS) and the
Mechatronic positioning system
To stabilize the otoscope and provide sa development to hold the otoscope at the d
Holographic optical modes of oper
The OEHO operates in two distinct optica (a) Optoelectronic Holography (OEH). T (b) Lensless digital holography (LDH).
the hologram based on four phase-sh
Holographic interferometry modes
Each of the optical modes described in Se and static loading conditions, namely, 
OPERATION ation al configurations:
This mode uses imaging lenses and phase shifting.
This mode operates without a lens, and performs nume hifted images and the Fresnel-Kirchhoff integral. ding states. This mode enerate a phase map of (c) Stroboscopic mode, for viewing the position of the object at a precise segment of the stimulus. This mode which utilizes the aforementioned double-exposure technique and the AOM synchronized to a stimulus to provide a phase map indicating the relative change in the object's shape and position from a reference state. Using a reference where the object is at rest can produce the position of the entire TM, relative to its loaded state.
(d) ESPI (under development), allowing for the above calculations, but without the use of phase-shifted images.
Time-averaged mode
In time-averaged mode, the time varying intensity, I(x,y,t), is integrated over the camera's exposure time
resulting in intensities distributions of the form
where ‫ܫ‬ and ‫ܫ‬ are intensities of each beam, οߔ is the change in phase between the two beams, οߠ is phase shift introduced by the piezo, and ‫ܯ‬ሾπ ୲ ሺ‫ݔ‬ǡ ‫ݕ‬ሻሿ is the characteristic function that modulates the interference of the two fields due to the motion of the object. For sinusoidal excitations, this is a zero-order Bessel function of the first kind 12,13 .
Stroboscopic (double-exposure)
Double-exposure uses two sets of four images each: a reference state and a deformed state. The result gives the difference between the two states in the form of a wrapped phase map. To utilize double-exposure to view the entire motion of the TM's vibration, laser light illuminates the object only during a specified small percentage of the period. This produces the effect to the camera that the object is frozen at a specific place in its motion. To calculate the change from the reference to deformed state, the intensity of the reference state is described by
and the intensity of the deformed state is described by
where ȍ is the change in phase due to the change in shape or deformation of the object. Solution for ȍ leads to two equations: D, a cosinusoidal image, and N, a sinusoidal image, of the form,
which are combined to produce and display double-exposure wrapped optical phase
To obtain the complete motion of the TM over an excitation wave, stroboscopic mode uses an AOM to transmit light from the laser only during a portion (usually 5% -15% duty cycle) of the excitation signal, giving the appearance to the camera that the object is continuously in the state of interest. The phase of the strobe pulse wave is adjusted relative to the tonal excitation to view every part of the excitation, as shown in Fig. 5 .
Stroboscopic opertaion is implemented in software through a set of controls to allow the operator to select the frequency, amplitude, phase, duty cycle, and other relevant parameters. When signaled to start, the computer sends a series of commands to the function generator, connected through USB. This starts the excitation and control of the AOM. Either manually or automatically, the phase can be swept, showing the movement of the object at all points of the stimulus.
Results of this process may be saved to individual image files or a single video file automatically, and can later be processed and analyzed. 
Digital Holography
Reconstructing an image with the OEDHO is based on the phase stepping digital holography method 14, 15 . Just as classical holography, digital holography uses superposition of object and reference beams to create a hologram that contains optical information related to the object's shape and deformations. However, in digital holography the hologram is projected on an imaging sensor which allows for the digital editing and analysis of the image information. An advantage of the digital holography is that under perfect conditions the full optical information for the object and the object's region is immediately available for editing and further reconstruction. Because of the specific characteristic of this technique, based on the recorded full fields of intensity and phase of the light scattered by the object, the intensity and phase information on any plane along the light propagation direction can be numerically reconstructed. This property allows for the recording of holograms without any optical elements, thus reconstructing purely numerically the object image with the help of a computer.
For every reconstructed image the OEDHO records four images containing holographic patterns that result from the phase shifting of the reference beam (RB) in steps of multiples of
. The recorded images are processed in a digital reconstruction process using four-step algorithm. The obtained reconstructed image consists of a complex light distribution data array containing amplitude and phase information that can be expressed as
where ‫ܫ‬ represents the stored images in the camera plane, ሺߦǡ ߟሻ, at each step of the phase shifting.
Intensity and phase distributions at various planes are reconstructed using the result of the Rayleigh-Sommerfeld diffraction integral 14 for various distances away from the imaging sensor,
where ܽ ƍ ሺ‫ݔ‬ǡ ‫ݕ‬ሻ is the propagated and reconstructed wave field on the observation plane, which is the hologram formed by the interference of reference and object beams, ‫ݎ‬ is the magnitude of the vector from the object to the observation plane, ߆ is the angle between the normal of the observation plane and the vector ‫,ݎ‬ ߣ is the wavelength of the laser light, ݇ is the wave number and is equal to ଶగ ఒ . The value of ‫ݎ‬ is determined with
where the key parameter is ݀, which is the distance between the image sensor and the reconstruction plane. This is analogous to finding the focal plane of an image using a lens system. This behavior is exemplified in Fig. 6 , where the best reconstructed image corresponds to the focal plane.
In order to measure deformations on the order of ఒ ଶ , a double-exposure stroboscopic mode is implemented. In order to measure the phase changes, the information of the reference and deformed state of the object are read individually. Because of the fact that the reconstructed hologram image is a complex data array, the imaginary and real part can be used to extract the phase information. This is done by using the fact that the real part of the reference and the real part of the deformed state are contained in the denominator (real part) of the ‫݊ܽݐܿݎܽ‬ function before and after the phase change. Similarly the imaginary part of the reference and the imaginary part of the deformed state are contained in the numerator (imaginary part) of the ‫݊ܽݐܿݎܽ‬ phase function. Using these properties, the acquired images can be processed to obtain the optical phase as,
where ܽ ଵ ƍሺ‫ݔ‬ǡ ‫ݕ‬ሻǡ ܽ ଶ ƍሺ‫ݔ‬ǡ ‫ݕ‬ሻ represents the real and the imaginary part of the reference state, meanwhile ܽ ଷ ƍሺ‫ݔ‬ǡ ‫ݕ‬ሻǡ ܽ ସ ƍሺ‫ݔ‬ǡ ‫ݕ‬ሻ are the real and imaginary part of the deformed state. Each pair of these reconstructed holograms is calculated in turn by four phase stepped images used in the reconstruction algorithm. 
SOFTWARE IMPLEMENTATION

LaserView
To allow for the calculation and live display of the holograms as described in Section 4, as well as control of hardware necessary to facilitate these measurements, software is developed. The application is called LaserView and is being developed in Visual C++.
Software Organization
The LaserView program is divided into a series of classes. The core of the application is in the ControlWindow class, which houses the main user interface and allows for configuration of hardware. ImageWindow is also a major part of the software's architecture, handling storage of images from the camera, processing, and display of the live image. The interaction between classes is shown in Fig. 7.   a' 3 (x,y,z 3 )  a' 2 (x,y,z 2 )  a' 1 (x,y,z 1 
Graphical User Interface
LaserView provides a user-friendly inte display live intensity or wrapped phase m analysis of imagery, including lookup tab interface of LaserView. erface for opening the connection to a camera, configu maps for setups using phase shifting techniques. It provid bles, a histogram, and a cross-section viewer. 
IMPL
Image acquisition
LaserView supports connection to a selec SDKs 20, 21, 22, 23 , using both Camera Link a with the abstract CameraControl class processing, and display of images are do speed that holograms can be processed. F 
Camera-piezo synchronization
In order to acquire usable imagery, the c exposure where the piezo changes from o holographic image. To manage this sync handle is then signaled each time an imag such as changing the shifter output voltag
Time-averaged
As described in section 4.3, time-avera accomplished in LaserView using the foll 
LEMENTATION OF ALGORITHMS
ction of cameras from a variety of manufacturers 16, 17, 18, 19 t and Firewire (IEEE1394a and IEEE1394b) connectivity.
used by LaserView to access all camera-related fu one in separate threads, allowing for acquisition at speeds Figure 9 shows the procedure for data flow and image pro ponents of the software used from image acquisition to display. amera must be synchronized with the piezo. If there is a one state to the next, that frame is invalid and cannot be chronization, the CameraControl object can register an ev ge is captured, which signals another process to perform ge. of two sets of four images. This algorithm generates a on the screen as black to white. The wrapped phase een the reference and deformed state with,
position n (0-3) and imRef[n] is the previously record through several camera These APIs are united unctionality. Capture, s much higher than the ocessing.
any part of the camera used to create a useful vent handle. The event a synchronized action, on. This procedure is g); a wrapped phase map, can be unwrapped to
ded reference image at Proc. of SPIE Vol. 7791 77910J-9
Digital holography
Digital holography in double-exposure mode can be performed when receiving the live images, allowing for instantaneous viewing of the generated holograms. Before processing the live imagery, the dhBeta array is populated with values based on the position in the image and parameters of the setup (laser wavelength, camera pixel size, reconstruction distance), 24 . The real and imaginary components of the FFT for both the reference (dhReferenceReal, dhReferenceImag) and deformed (real, imag) states are combined using the same algorithm as normal double-exposure mode. This once again produces a wrapped phase displaying the change between the reference and deformed images:
Using these optimizations allows for viewing the live digital reconstruction at approximately 15 frames per second on a reasonable fast desktop computer (Intel XEON dual-core 3.3 GHz).
OTHER FUNCTIONALITY
LaserView implements features to meet the needs of holography, and also based on the specific needs of the otolaryngologists who use it for their research.
1. Stimulus output. A control in LaserView's control window gives the operator basic control of a function generator to vary the frequency output. This is automatically synchronized with the signal to the AOM in stroboscopic mode.
2. Saving images. Because four successive images are required to generate a digital hologram, LaserView saves the component images to disk when requested. Multiple formats are supported. LaserView allows acquiring imagery with various triggers: a) user-generated button push, b) trigger from an external program through Windows' messaging API, c) trigger from external device (such as EKG reading) using customizable triggering parameters, d) time-lapse capture using a custom interval, e) capture at a series of events generated by LaserView, such as each phase while sweeping the phase in stroboscopic mode.
3. Saving video. Video is especially critical when exposing an ear to a short burst of varying frequencies or pulses when prolonged exposure to sound could damage the ear and unwanted motion of the patient or otoscope could produce low-quality holograms. LaserView supports saving to a video stream using a specially designed video format, LVVid, containing video and application-specific metadata.
4. Visualization tools. LaserView includes a histogram viewer to show the distribution of gray levels, and crosssection viewer to show the change in phase/gray level over a user-defined line.
5. Beam Ratio Calculation. LaserView automatically calculates the ratio of the reference beam to the object beam using hardware shutters to show one beam at a time. This is dependent on the object being observed, since its appearance may affect the amount of light from the object beam.
6. Image Registration. A semi-transparant image can be superimposed over the live display to facilitate repositioning a sample.
7. Phase Calculation. The optimal shifter step size can be determined experimentally automatically using the Hariharan algorithm. This procedure iterates recursively over possible values narrowing the range, and eventually determining the optimal value by finding the smallest error from the expected value over multiple passes.
8. Post-Processing. Programs have been developed to facilitate tasks such as appling filters, unwraping the phase maps, and scaling the data based on the laser's wavelength to give the proper measurement. A viewer application "HoloStudio" is used to playback video and image sets recorded with LaserView, giving the ability to reconstruct and analyze the recordings and export results to other programs for further processing.
REPRESENTITIVE RESULTS
A lens-based OEHO system has been deployed at Massachusetts Eye and Ear Infirmary (MEEI), and has been utilized for extensive testing on the TMs of live and post-mortem animals, as well as a post-mortem human specimen. Figure 10 shows stroboscopic measurements of motions of the human TM undergoing a maximum peak-to-peak deformation of 360 nm. Figure 11 shows time-averaged measurements on TMs of different species for several conditions. Fig. 10 . Full-field-of-view unwrapped phase (2D plot) from stroboscopic holography measurements in human temporal bone at 800 Hz, showing a peak-to-peak surface out of plane displacement on the order of 120nm.
CONCLUSIONS AND FUTURE WORK
As development continues on this project, we expect to bring advancements into the medical research environment at MEEI for continued experimentation. The LDH system will soon be ready for use, along with ESPI capabilities in the coming months. The mechatronic positioning system will be developed and tested further.
Relating to software development, HoloStudio is to be enhanced further to give a full-featured toolkit to manipulate holographic images and video, process using the aforementioned techniques (time-averaged, double-exposure), filter, unwrap, and perform further analysis depending on the specific application. This will give researchers the ability to view results of their experiments more quickly, and better visualize results. LaserView will continue to be modified to meet the needs of the state of the OEHO development and the needs of WPI and MEEI researchers.
