Abstract Financial data are often assumed to be generated by diffusions. Using recent results of Fan et al and a multiple comparisons procedure created by Benjamini and Hochberg, we develop a test for non-stationarity of a one-dimensional diffusion based on the time inhomogeneity of the diffusion function. The procedure uses a single sample path of the diffusion and involves two estimators, one temporal and one spatial. We first apply the test to simulated data generated from a variety of one-dimensional diffusions. We then apply our test to interest rate data and real exchange rate data. The application to real exchange rate data is of particular interest, since a consequence of the law of one price (or the theory of purchasing power parity) is that real exchange rates should be stationary. With the exception of the GBP/USD real exchange rate, we find evidence that interest rates and real exchange rates are generally non-stationary. The software used to implement the estimation and testing procedure is available on demand and we describe its use in the paper.
Introduction
We are interested in the problem of non-stationarity detection for a one-dimensional diffusion. In particular, we are motivated by recent work of Fan et al (2007a,b) to use information (and therefore estimators) associated with both the temporal domain and spatial domain. We will say that that the process is not stationary if, based on evidence from a sample path, there is at least one moment in time in which temporal and spatial estimates of the diffusion function significantly differ. For this approach, we assume that we are working with a diffusion, but we otherwise make no parametric assumptions about the drift and diffusion functions. Our goal, in fact, will be the nonparametric estimation of the diffusion function and the determination of whether or not the diffusion function is causing the process to be non-stationary. 2 The issue of stationarity is important in econometrics because it justifies the use of historical data to forecast future data. In particular, if data are generated by stationary processes, then in principle any parameters that govern the generating process can be estimated using historical data. For example, researchers have noted that beta coefficients of stocks are not constant over time. This situation is problematic because practitioners would like to estimate future beta coefficients using historical beta coefficients in order to use the Capital Asset Pricing Model and mean-variance portfolio optimization. Since beta coefficients are not constant over time, one might postulate that they are generated by a stationary process of some sort (for example, a stationary diffusion or stationary autoregressive model). Stationarity then provides the essential justification for parameter fitting and, ultimately, forecasting.
In this paper, we will apply our methodology to two examples.
-First, we will study United States Treasury bond yields, which will be modeled as diffusions. Forecasting Treasury bond yields is important for pricing mortgage-backed securities and other structured financial products. -Second, we study real exchange rates. Econometricians are interested in whether or not real exchange rates are plausibly generated by stationary stochastic processes. Though econometricians seem to favor ARIMA processes for modeling real exchange rates (see Section 2), diffusions are also used as models. We take up the task of testing whether real exchange rates are non-stationary under the assumption that they are generated by diffusions.
The paper is organized as follows:
-In Section 2, we discuss the theory of purchasing power parity. If this theory holds, then real exchange rate processes should be stationary. The procedure that we develop can, therefore, be used to check the validity of this theory. -In Section 3, we discuss our modeling assumptions and state assumptions about the available data. -In Section 4, we construct a two-sided temporal estimator for the diffusion function at some moment in time, conditioned on the state of the process. We discuss asymptotic properties of this estimator and how one might build, in practice, confidence intervals around the point estimate. -In Section 5, we introduce a spatial estimator of the diffusion function at some moment in time, conditioned on the state of the process. We discuss the asymptotic properties of this estimator and practical implementation of confidence interval construction. -In Section 6, we identify a multiple comparisons procedure and adapt it to test the null of stationarity for a one-dimensional diffusion. -In Section 7, we apply our procedure to simulated data from both stationary and nonstationary diffusions. -Since financial data are often assumed to be generated by diffusions, we test U.S. Treasury bond yield and exchange rate data for non-stationarity and present the results in Section 8. We focus particularly on inflation-adjusted exchange rate data, which is sometimes called real exchange rate data. According to the theory of purchasing power parity, real exchange rates should be stationary. Assuming that real exchange rates are diffusions, we find evidence that many real exchange rates are non-stationary, even when ignoring currency "crashes." This non-stationarity implies that purchasing power parity does not hold. -In Section 9, we provide a guide to the software that can be used to implement the estimation and testing procedures developed in this paper. This software is available on demand.
3 -In Section 10, we review our conclusions and offer some suggestions for future research.
-In Appendix A, we present technical conditions necessary for the main theorems that are used in this paper. -Then, in Appendix B, we show how a well-known example, the Ornstein-Uhlenbeck process with standard normal steady-state density, satisfies the technical conditions in the paper.
The Theory of Purchasing Power Parity
The Purchasing Power Parity (PPP) hypothesis, first articulated by Cassel (1922) , is a central idea in international economics and has been heavily researched by econometricians. Consider the nominal exchange rate; that is, the one that would be quoted to a currency trader or posted in the newspaper. The hypothesis postulates an underlying tendency for changes in the nominal exchange rate to be fully offset (perhaps after some amount of time) by changes in the ratio of foreign to domestic price levels. The theory of PPP can alternatively be viewed as an application of the law of one price to a theoretical basket of equivalent goods that is traded internationally. Even if PPP does not hold at all times, any deviations from it should be eliminated eventually. For example, suppose that at time t i you can purchase u t i units of country A's currency with one unit of country B's currency. Then the real exchange rate r t i is given by
where p B ti and p A ti are the nominal price levels in countries B and A, respectively, at time t i . The nominal price level is often measured by the Consumer Price Index, or whatever analogue of that index is relevant in a particular foreign country.
The strictest forms of PPP maintain that r t i should be constant. Since constant exchange rates have never been observed in practice, economists have chosen instead to focus on other properties that r ti should have under PPP, like mean reversion, constant variance, and stationarity. Economists have generally agreed that PPP implies that real exchange rate processes should be stationary (Abuaf and Jorion 1990) , though even this idea is questioned. For example, some economists argue that real exchange rates should be stationary after some adjustment for structural breaks is made (Basher and i Silvestre 2007) . Others argue that PPP appears to take so long to take effect that new macroeconomic shocks will always cause significant deviation from the constant real exchange rate (Dutt and Ghosh 1995) . Since short-run day-to-day trading is dominated by capital flows, the real exchange rate may deviate from the PPP hypothesis as long as a country's trade deficit is being funded by some other country, as is currently the case with the United States and China (Beirne et al 2007) .
The notion that real exchange rates must remain roughly constant is an important idea in international monetary policy. If exchange rates deviate from PPP in the long-run, then the continuing debate about whether or not countries should adopt fixed or floating exchange rate regimes is tilted in favor of fixed exchange rates. For example, hedging costs are quite high for exchange rates that are likely to be under-or over-valued for very long periods of time. Governments might eliminate these high hedging costs by simply adopting a fixed exchange rate regime (Beirne et al 2007) .
Most researchers use autoregressive integrated moving-average (ARIMA) models (or some variation thereof) to model real exchange rates. The results of performing stationarity tests on real exchange rates have been mixed. For example, Liew et al (2004) found that eleven Asian real exchange rates (relative to the U.S. dollar and the Japanese yen) are non-stationary when using the unit root test, but that the null hypothesis of stationarity cannot be rejected when the augmented Dickey-Fuller test is used. Using nonlinear unit root tests, Chortareas and Kapetanios (2006) argue that the real JPY/USD exchange rate is stationary. On the other hand, using two structural breaks and Lagrange multiplier unit root tests, Narayan (2006) finds that India's real exchange rates with respect to most of its major trading partners are stationary. Using panel unit root tests, Wu and Chen (1999) find that a variety of real exchange rates between Pacific Basin countries are stationary. Unit root tests and the augmented Dickey-Fuller test, which removes the structural effects (autocorrelation) in the time series, are tests designed for ARIMA processes. If the underlying model is changed, however, then it is not necessarily clear what the corresponding test for stationarity should be.
We propose to model real exchange rates as diffusions, and to adapt recent work of Fan et al (2007b) and Benjamini and Yekutieli (2001) to develop a test for non-stationarity of univariate diffusion processes. The econometrics literature is full of examples in which stationary diffusions are used to model exchange rates, including recent work by Trede and Wilfling (2004) , Nicolau (1999 ), Jong et al (2001 ), and Larsen and Sorensen (2007 . A contribution of this paper, therefore, is to test for non-stationarity (and therefore, for absence of PPP) under the assumption that real exchange rates are generated by univariate diffusions.
The Stationary Diffusion Model
Let X t be a one-dimensional diffusion governed by the stochastic differential equation
where W = {W t , F t ; 0 ≤ t < ∞} is a one-dimensional Brownian motion and µ and σ are Borel-measurable functions depending only on X t . This model is widely used for asset prices and other financial data like exchange rates (Black and Scholes 1973; Karatzas and Shreve 1991; Merton 1992; Wilmott 2000) . We denote the diffusion function by σ 2 (x).
Definition 1 A one-dimensional diffusion has a steady-state density p(x) if a unique solution p (t, x) of the forward Kolmogorov equation
exists and has a pointwise limit lim t→∞ p(t, x) = p(x) with the property that R p(x) dx =
1.
Here, the function p (t, x) is the probability density function of X t at time t. Under Assumption 1 in Section 4, the solution of equation (2) has almost surely continuous sample paths, satisfies the strong Markov property, and has a unique marginal density p (t, x) that satisfies the forward Kolmogorov equation (Ethier and Kurtz 1986, Corr. 3.4, pg. 295) .
Even if the partial differential equation (3) possesses a unique solution, this solution does not necessarily converge as t → ∞ to some steady-state density p(x). For example, 5 standard Brownian motion (with µ(x) ≡ 0 and σ(x) ≡ 1) satisfies Assumption 1 in Section 4 but does not have a steady-state density since its marginal density
If we take a diffusion with the property mentioned in Definition 1 and distribute its initial condition X 0 according to the law of p(x), then p(t, x) ≡ p(x) for every t ≥ 0. Moreover, p(x) satisfies the ordinary differential equation
which makes sense since setting p(t, x) ≡ p(x) in equation (3) and noting that
one obtains equation (4). To define a stationary diffusion, it is sufficient to choose a triplet (µ, σ, p) that satisfies equation (4) and some other technical conditions, and to take p(x) as the starting distribution. If the stochastic differential equation (2) has a strong unique solution and σ(x) ≥ σ 0 > 0 for all real values of x, then the conditional cumulative density function of X t , denoted by P (t, x|s, a), is the unique solution of the backward Kolmogorov equation
with terminal condition
and is absolutely continuous with respect to Lebesgue measure when s < t. If, in addition, µ (x), σ (x), and σ (x) also satisfy Assumption 1 in Section 4, then the forward Kolmogorov equation (3) has a unique solution that is infinitely differentiable with respect to each of its arguments (Stroock 2003) . Checking for stationarity directly is somewhat difficult. If the solution of the forward Kolmogorov equation (3) is known, then lim t→∞ p(t, x) = p(x) can be computed and if p(x) integrates to a finite positive real number, then the solution to the stochastic differential equation (2) can be made into a stationary process.
Instead, one might consider the approach taken by Skorokhod (1989, Chap. 1, Sec. 3) . Let I = [l, r] be the state space of the diffusion and call
the scale density function and
the speed density function. Here, z 0 is an arbitrary point inside of I. Let
where l < x 1 < x < x 2 < r. Then the solution of the real-valued stochastic differential equation (2) is ergodic if
for every x ∈ I and
These conditions not only imply that the process is ergodic, but they also imply that the process is stationary when the initial distribution of X 0 is chosen to be
There are other conditions that imply the existence of a stationary solution to a stochastic differential equation (Hansen and Sheinkman 1995) . Furthermore, there is another way to construct Markov processes and explore their properties: through the so-called "martingale problem" approach of Stroock and Varadhan (Stroock 2003; Ethier and Kurtz 1986) .
We shall test for non-stationarity based on evidence from the diffusion function. We will use discretely observed data, assuming that our data are generated by a diffusion X t satisfying Assumption 1 of Section 4. The data are observed at times t i = t 0 + i∆, i = 0, 1, ..., N , with sampling interval ∆ and t 0 = 0. We then obtain a vector {X t0 , X t2 , ..., X t N }. Define
where i = 0, 1, ..., N − 1. Our analysis will be based on {(
By the Euler scheme, we have
where t i is an sequence of independent standard normal random variables. The conditional variance of X ti+1 given X ti , sometimes called the one-step conditional diffusion function, can be approximated by ∆σ 2 (X t i ). The relationship between continuous-time diffusions and their discretized versions has been extensively studied (Wang 2002; Fan and Zhang 2003; Nelson 1990 ). In particular, it has been observed that higher-order approximations reduce approximation error but generally increase the variance of the data substantially. Hence, we shall use the first-order Euler scheme.
If ∆ is very small, this approximation behaves like
and we shall use (11) as the basic relationship between X t i and Y i . We shall now define the temporal and spatial estimators for σ 2 (x) and exploit existing results of Fan et al (2007b) regarding the asymptotic joint normality and independence of these estimators. By doing so, we will establish some of the properties of our hypothesis test. 
Temporal Estimator
One common way to estimate the diffusion function is to use smoothing in the time domain. The most typical trailing moving-average estimator is given by
where n is the size of the backward-looking window. Notice that this estimator ignores the drift and is therefore implicitly relying upon a reasonably high sampling frequency (or, equivalently, a small value of ∆). Another estimator is the exponential smoothing estimator, which is defined by
where λ is a parameter controlling the relative emphasis placed on recent data. The exponential smoothing estimator (13) is a weighted sum of squared returns prior to time t (if we think of X t as being an asset price). But since the weights decay exponentially, this estimator essentially uses only recent data. A slightly modified version that explicitly uses only the n prior data points before (and including) time t is
The multiplicative constant Fan et al (2007b) , who are primarily interested in prediction, restrict the range of summation to 1 ≤ i ≤ n. If we are interested in the best possible estimation of the diffusion function, then a two-sided estimator is preferable. An estimator that uses the n data points prior to and proceeding time t is
where the T in the subscript indicates that the estimator is temporal. We will use this temporal estimator. To ensure that Σ T,t is asymptotically normal, we need some technical conditions: Assumption 1. (Global Lipschitz and linear growth conditions) There exists a constant k 0 ≥ 0 such that
and
for every x, y ∈ R.
Assumption 2. Given any point in time t > 0, there exists a constant L > 0 such that
for any s ∈ [t−η, t+η], where η > 0, q 0 is an integer greater than or equal to one, and δ > 0.
Assumption 1 guarantees that there exists a strong solution to the stochastic differential equation (2) that is adapted to the augmentation of F t , provided that the random initial value X 0 satisfies the property that E|X 0 | 2 < ∞ (Karatzas and Shreve 1991, Thm. 2.9, pg. 289) . Recall that the augmentation of F t is the completion of F t by all of its P-null sets, where a null set is any subset of a set of P-measure zero. Assumption 2 indicates that at any point in time t > 0, there is a time interval [t − η, t + η] on which the drift and diffusion functions have uniformly bounded 4(q 0 + δ) th moments. To construct the confidence intervals around a point estimate of Σ T,t , we use the following theorem:
Theorem 1 Suppose that Assumptions 1 and 2 hold and that n → ∞ and ∆ → 0 in such a way that
where
and q 0 is defined in Assumption 2. Assume, moreover, that in equation (15) ,
in such a way that
Then, given X t = x, Σ T,t is asymptotically normal, with
Proof In the proof given in Fan et al (2007b) , replace the expression
T is a constant vector, with just an arbitrary constant multiplied by the estimator given in equation (15) . The aim is to show that the resulting expression is asymptotically normal. Furthermore, replace Assumption 2 in Fan et al (2007b) by Assumption 2 in Section 4 of this paper. The proof follows by an argument analogous to the argument given in Fan et al (2007b) .
In this theorem, we have λ → 1, ∆ → 0, n → ∞, and hence, given a time horizon T , the number of data points N = T /∆ → ∞. Even though the result is asymptotic, we will apply this theorem with finite n and thus approximate normality (normality does not hold for finite n, and normality does not hold when x lies far out in the tails of the steady-state density). In Section 7, we use a simulation procedure to check for approximate normality. Second, we will replace σ 4 (x) by Σ 2 (x), which is Σ 2 T,t , where X t = x. Finally, we must make some decision about the value of τ . The parameter τ captures the speed with which the smoothing parameter λ and n compete with one another as λ → 1 and n → ∞. Since we use 2n + 1 data points in estimator (15), we follow Fan et al (2007b) by taking
As discussed in Section 7, we will generally choose λ = 0.95 and 2n + 1 = 141, which imply that τ = (1 − 0.95)(141) = 7.05. We therefore believe that it is reasonable to use τ ≈ 7 when we apply Theorem 1.
Spatial Estimator
The diffusion function σ 2 (x) can be estimated through a nonparametric regression given X t = x. To see this fact, consider again the first-order approximation (10). As noted in Section 3, if ∆ is very small, then this approximation is like
so that the Y i defined in equation (9) can now be modeled by a standard nonparametric regression. We then estimate σ 2 (x) by using both historical and future information that falls outside of the window of time claimed by the temporal estimator (15). We illustrate the concept in Figure 1 . We employ, as in recent work by Fan et al (2007b) , the local linear smoother studied by Stanton (1997) and Fan and Yao (2005) . This technique has several desirable properties, such as asymptotic minimax efficiency and design adaptation. The methodology automatically corrects edge effects and facilitates bandwidth adaptation (Fan et al 2007b) .
INSERT FIGURE 1 APPROXIMATELY HERE.
The spatial estimator is defined using nonparametric regression. To define the estimator of σ 2 (x) at a point x 0 , we fit a polynomial at that point using a kernel K h with bandwidth h. For example, we use the Epanechnikov kernel in equation (21). For each time t j , all the data are used except the data used by the temporal estimator at that moment in time t j . Thus, N − (2n + 1) data are available to the spatial estimator, namely those data
Denote the times associated to those data by
We now construct the spatial estimator based on local polynomial regression. Under suitable conditions, it can be shown (Fan and Yao 2005) 
where v(x) is a smooth function that can be locally approximated by
The local linear estimator
10 over values of β 0 and β 1 , where
and K and h are the kernel function and the bandwidth, respectively. We use the Epanechnikov kernel
which satisfies Assumption 5 of Appendix A. Let l be an integer, and denote
Then set
It can be shown (Fan and Yao 2005) that the local linear estimator in equation (20) can be expressed as
where the subscript S indicates that the estimator is spatial in nature. The crucial characteristic of this estimator is that it relies on historical data and future data, and not data that are close to the current moment in time. The asymptotic normality of the estimator Σ S,t (x) was determined in Fan et al (2007b) , subject to a bias correction.
Theorem 2 Suppose that
∆ → 0, N ∆ → ∞, h = O(N −1/5 ), and 1 h ∆ log ∆ −1 = o(1).
Under Assumption 1 above and Assumptions 3-5 in Appendix A, the state domain estimator has the following asymptotic normality:
where σ (x) is the second derivative of σ(x),
and p(x) is the steady-state density of the stationary diffusion process X t .
11
We will adopt several conventions in order to apply Theorem 2. Once again, we will replace σ 4 (x) by σ 4 (x). Furthermore, since we do not generally know the steady-state density p(x), we will need to estimate p(x) with p(x), which we might define by
where κ h2 is a symmetric kernel function, possibly different from K h . Observe that we use two bandwidths h and h 2 . The bandwidth h is associated with the kernel K h , which appears in equation (20). The second bandwidth is associated with the kernel κ h2 in equation (25). It is unclear, however, how we should choose the bandwidth h for the kernel function K. The issue of optimal bandwidth selection has been explored in the literature for density estimation and other nonparametric estimation problems (Fan and Yao 2005; Fan and Gijbels 1996) . In Section 7, we will describe our methodology for choosing both h and h 2 . We should mention that since, in practice, the expression
is quite small, we will ignore the bias term
in Theorem 2 as we implement the multiple comparisons procedure described in the next section.
A Framework for Hypothesis Testing
The temporal estimator (15) and spatial estimator (24) are evaluated at various points in time t (see Figure 1 ). If X t is a stationary diffusion, then they should be asymptotically equivalent. If the temporal and spatial estimators are significantly different at some point in time, then we have evidence that the diffusion X t is not stationary. In practice, we can only examine the temporal and spatial estimators at a discrete set of points in time. We therefore face the challenge of running multiple hypothesis tests simultaneously. We are ultimately interested in the family-wise hypothesis test
When we reject the null hypothesis H 0 , we will conclude that X t possesses a time-inhomogeneous diffusion function and is therefore non-stationary. As usual, a failure to reject the null hypothesis does not mean that X t is stationary. On the contrary, X t may have a timeinhomogeneous drift function µ, or X t may have time-homogeneous drift and diffusion functions but still fail to be stationary. Since the temporal estimator (15) cannot be constructed at points in time close to the beginning and end of the time interval [0, T ], we can only conduct the hypothesis tests
We use the following theorem of Fan et al (2007b) to compute the asymptotic variance of the difference of the two estimators:
Theorem 3 Under the assumptions of Theorems 1 and 2, conditioning on
.
In particular, Σ S,t and Σ T,t are asymptotically independent.
As a consequence of this theorem, we know that under the same assumptions as Theorems 1 and 2, and given X t = x, the test statistic
converges to a standard normal random variable. Since Z t i is computed by using virtually all of the same data as, for example, Z ti+1 , these test statistics are positively dependent. Therefore, we are not really justified in using the Bonferroni correction, Dunn-Sidak bound, or other standard procedures for handling multiple independent comparisons. We instead adopt the approach suggested by Benjamini and Hochberg (1995) and Benjamini and Yekutieli (2001) .
A Multiple Comparisons Procedure
The multiple comparisons problem is important in statistics, but even more so in the fields of medicine, pharmacology, and genetics. In these fields, it is often necessary to run dozens or even hundreds or thousands of hypothesis tests simultaneously. If the Type I error rate for all of the individual tests is set to 0.05 or 0.01, then it is very likely that one (or many) null hypotheses will be falsely rejected. If there are n independent hypothesis tests and the individual Type I error rate is set to α, then the probability of globally committing a Type I error is 1 − (1 − α) n . Notice that this probability is very close to 1 if n is very large or α is large.
The Bonferroni procedure requires that the Type I error rate for individual hypothesis tests, denoted α i , be uniformly set in such a way that the global Type I error rate is equal to some α g . In other words, we solve the algebraic equation
The Bonferroni procedure has been criticized on several grounds. First, it is a very conservative test that rarely leads to rejection of the global null hypothesis (sometimes called the intersection null hypothesis), even when that global null hypothesis is false. Second, it is only applicable when the hypothesis tests are independent. In practice, hypothesis tests are often dependent.
More sophisticated multiple comparisons procedures require the p-values from the family of N hypothesis tests to be ordered, say
and then compared to an increasing threshold function c i , i = 1, ..., N , as follows: if p (i) ≤ c i , reject the null hypothesis associated with p (i) ; otherwise, do not reject it. Reject the global null hypothesis if H ti 0 is rejected for any i; namely, if any individual null hypothesis is rejected. Recall that when a p-value is smaller than a preassigned value (typically 0.05 or 0.01), one rejects the null hypothesis. In our situation, all p-values smaller than the largest p-value that violates its threshold are rejected. Since the cutoff c i typically tends to zero as i tends to zero, the smallest p-values must be very small indeed to trigger a rejection of the corresponding null hypothesis. For example, the original Benjamini-Hochberg procedure (Benjamini and Hochberg 1995) requires the construction of the test statistic
where p (i) is the i th ordered p-value and q is the so-called false discovery rate (FDR). The Benjamini-Hochberg procedure then rejects the null hypotheses associated to the p-values p (1) , ..., p (k) . When N = 1, then i N q = q and we reject the null hypothesis if
In this context, the false discovery rate q is analogous to the Type I error rate for the usual hypothesis test involving a single comparison. Let Q be the number of erroneously rejected null hypotheses. Then a multiple comparisons procedure is said to control the false discovery rate at level q if
We call q the false discovery rate since it is the expected proportion of erroneous rejections of individual null hypotheses. Notice that Q is a random variable that depends on q. In Benjamini and Yekutieli (2001) , the authors improved their procedure by showing that
controls the FDR at level
while not losing much power. Suppose, now, that m 0 of the null hypotheses are actually true. In practice, m 0 is unknown. The other N −m 0 null hypotheses are false. Benjamini and Hochberg (1995) showed that the procedure (29) controls the FDR at level less than or equal to q m 0 N ≤ q. However, if all of the null hypotheses are true (that is, if m 0 = N ), then the probability of a global Type I error is equal to q.
We shall use definition (29). In our context, we are testing N − 2n null hypotheses
where H t i 0 is specified in the hypothesis test (26). These null hypotheses have a corresponding random vector of test statistics
14 where Z ti is defined in (31) and has associated p-values equal to
In view of the test statistics (31), we know that
Let
be the ordered observed p-values. Define
and reject those null hypotheses corresponding to the ordered p-values p (1) , ..., p (k) . If no such i exists in the definition of k, reject no null hypothesis.
In practice, dependent test statistics are found more often than independent ones. A simulation study by Benjamini et al (1997) showed that the same procedure (29) still controls the FDR for positively correlated normally distributed (possibly Studentized) test statistics. This fact was later established in Benjamini and Yekutieli (2001) .
Since our test statistics (31) are jointly asymptotically normal and are highly positively correlated-especially when t i and t j are close-we elect to use the procedure (29). In the next section, we study simulated data from some univariate diffusions that are known to be stationary. Since we know that all of the null hypotheses (30) are true, we know that m 0 /(N −2n) = 1 and, therefore, that the procedure controls the FDR at level q/ N j=1 1 j . In general we will set q = 0.05, in accordance with the suggestion from Benjamini and Hochberg (1995) that we choose q in the same way that we might choose the Type I error for a traditional hypothesis test involving a single comparison. However, researchers continue to study strategies for choosing q so that a desired trade-off between false discovery rate and non-discovery rate is achieved (Craiu and Sun 2005) .
Simulated Data

The Models
In this section, we implement the hypothesis test proposed in Section 6 on the sample paths of five different processes. The first process is the Ornstein-Uhlenbeck process, a wellknown example of a stationary diffusion. The second example is another stationary diffusion with non-constant diffusion function. The third example is a diffusion with drift and diffusion functions that are not time-homogeneous and that is clearly non-stationary. The fourth example is standard Brownian motion, and the fifth example is the Cox-Ingersoll-Ross (CIR) process. 15 To simulate the sample paths of these processes, we generate T = 10 years of daily calendar data and obtain N = 3650 data with ∆ = T /N = 10/3650 = 1/365 year, which is one day. After choosing µ and σ, all processes are simulated using the Euler scheme
where t i is an sequence of independent standard normal random variables.
1) The Ornstein-Uhlenbeck process, our first example, is a well-known stationary process with a steady-state density that is Gaussian. In particular, when µ(x) = −x and σ(x) = √ 2, the solution of the partial differential equation (3) with initial condition
Notice that
INSERT FIGURE 2 APPROXIMATELY HERE.
2) The second process is constructed by choosing
Both µ(x) and σ(x) satisfy the Lipschitz and linear growth conditions in Assumption 1 of Section 4, as well as conditions for the existence of a unique solution to the forward Kolmogorov equation. In this case, the forward Kolmogorov equation is not easy to solve, but we can still show that the time-invariant density of this process is standard normal. Substituting into equation (4), we see that for our choice of µ and σ,
where C is a normalizing constant chosen to make p(x) a density (and in this case, of course,
3) The third process does not have time-homogeneous coefficient functions. We set 
This process is non-stationary and has no steady-state density since even for large values of t > 0, σ is not time-homogeneous. Additionally, this process suffers from GARCH-like effects.
4) The fourth process is standard Brownian motion, which has time-homogeneous drift and diffusion functions but which is nonetheless non-stationary. 5) Finally, the fifth example is the Cox-Ingersoll-Ross process. The CIR process can be defined as a sum of squared Ornstein-Uhlenbeck processes and satisfies the stochastic differential equation
where θ > 0, µ, and σ > 0 are are real-valued parameters. The CIR process X t has a marginal density that follows the non-central chi-square distribution. Its probability transition density is
where c = 2µ
and Iq(·) is the modified Bessel function of the first kind of order q. If the parameters of the CIR model are chosen appropriately (in particular, if θ, µ > 0), then the probability transition density has a limiting density that is gamma and takes the form
where ω = 2θ/σ 2 and ν = 2θµ/σ 2 (Cox et al 2005; Glasserman 2004 ). For our simulation study, we choose θ = 2, σ = 1/2, and µ = 1, since the CIR process cannot attain the origin if 2µθ > σ 2 .
Choosing Parameters
Before we can construct the temporal and spatial estimators and implement the BenjaminiHochberg procedure, we must choose the values of -the size n of the temporal estimator (15); -the smoothing parameter λ of the temporal estimator (15); -the bandwidth h associated with the spatial estimator (24); and -the bandwidth h 2 of the estimator of the steady-state density (25). From the set of N data, 2n + 1 data will be allocated to the temporal estimator (15) with smoothing parameter λ. A priori, it is unclear what n and λ should be. In the J.P. Morgan RiskMetrics study (RiskMetrics 1996) , it is recommended that λ = 0.94 and λ = 0.97 be chosen, respectively, when using estimator (14) for forecasting the daily and monthly volatility. To explore the optimal choices of λ and n for the second example, we compute estimator (15) under different choices of λ and n. We simulate a sample path for a period of 10 years, i.e., with ∆ = 1/365 we generate N = 3650 time steps. The sample path is shown in Figure 5c . We compute the mean-squared error of our estimates of σ along the sample path ω as defined by
where we explicitly mention the dependence on ω to highlight the path-by-path nature of the mean-square error. Again, notice that we do not estimate the diffusion function for the first n and last n data points because the temporal estimator is not defined unless there are n data points available both in the past and in the future. The numerical evidence in Table 1 suggests that choosing n = 70 and λ = 0.95 is reasonable since they minimize the mean-square error (46). A very large value of n is not appropriate because σ(X t ) changes with X t . Averaging around a local value of t works because σ(X t ) is continuous in both the spatial variable x and the temporal variable t. Our numerical analysis suggests that neighborhoods of radius roughly n∆ = 70/365 ≈ 0.1917 secure most of the local information about σ 2 (X t i ), at least for the second example in this section. While our analysis is dependent upon a particular sample path, further simulation studies with different sample paths yield virtually identical conclusions. Of course, our conclusions depend on the nature of σ. If σ has a large modulus of continuity about some point x 0 , then different choices of λ and n might be better. Moreover, the modulus of continuity of the sample path (which may be different than the modulus of continuity of σ) will influence the optimal choices of λ and n. Because we are trying to estimate σ and because we do not observe the entire sample path, we must use rules of thumb to choose λ and n. Unless we specify otherwise, we will use λ = 0.95 and n = 70. Moreover, it is clear that using the two-sided temporal estimator (15) is superior to using the one-sided temporal estimator (14). Indeed, consider the diffusion defined in equation (2). Applying Itô calculus to X t , one obtains dX 2 s = σ 2 (X s )ds; that is, the quadratic variation of the diffusion X t is
This quadratic variation Q(t) can be perfectly estimated in the presence of an entire sample path of X t , at least over the interval [inf t∈[0,T ] 
For a fixed sample path,
, and we therefore obtain completely accurate information about σ
Even though we do not have access to a complete sample path, the two-sided estimator takes advantage of information to the immediate left and right of X t for every time t, and so estimator (15) is "closer" to Q (t) than estimator (14). To numerically verify this fact, we simulate 5,000 sample paths of the stationary diffusion process with µ(x) and σ(x) from equations (39) and (40). We then compute the pathwise mean-square error of both the one-and two-sided estimators of σ 2 (x) and show the results in Table ? ?. Even when the one-sided estimator uses 2(70) + 1 = 141 data points, it still has a pathwise mean-square error nearly twice as high as the two-sided estimator. Notice, however, that the asymptotic result in Theorem 1 does not change as a result of using the two-sided estimator instead of the one-sided estimator.
To choose h, we adopt the residual least squares procedure developed by Fan and Gijbels (1995) . All automatic bandwidths for the spatial estimator in this paper are chosen by a modification of the C-code lls.c, originally written by J. Fan.
Recall that κ h 2 is the kernel used to estimate the steady-state density of the diffusions studied in this paper. The bandwidths h 2 for the kernel κ h2 are chosen by using the rule of thumb suggested by Silverman (1986) and Härdle (1991) . For independent, identically distributed samples from a twice-differentiable density p that is estimated using equation (25), the asymptotically optimal bandwidth (that is, the bandwidth the minimizes the asymptotic mean integrated squared error) is
Since p(x) is not known,
where in this particular context σ is the standard deviation of p. In the special case where we choose κ to be the Gaussian kernel, the asymptotically optimal bandwidth is h ∞ = to minimize the influence of outliers. Notice that we adopt this rule of thumb in spite of the fact that the X t i are not independent. The assumptions of Theorems 1, 2, and 3 will never hold in practice, since, for example, we will have finite n and finite N . We should therefore check that normality of the temporal and spatial estimators approximately holds. We present the results of our examination of this issue only for the second example in this section, the diffusion with non-constant diffusion function, though we performed similar checks for all of the diffusions in this paper that are known to be stationary a priori. We chose to study the temporal and spatial estimates of the diffusion function at x = 0.5 and x = 2.5. We did so by independently generating 2,000 sample paths with the property that, at some moment in time, the sample process was at a level of approximately 0.5. We used ∆t = 1/250 with N = 3000 for the simulation. We independently generated another 2,000 sample paths with the property that, for some moment in time, the process was at a level of approximately 2.5. In both cases, we computed Σ T and Σ S for a moment in time at which the sample path was at the correct level, normalized these estimates according to Theorems 1 and 2, and then generated the PP and QQ plots. PP plots are useful for studying the adherence of the center of an empirical distribution to a theoretical distribution, whereas QQ plots are useful for studying the adherence of the tails of an empirical distribution to a theoreical distribution. In general, we found that the PP and QQ plots are roughly linear. The various PP and QQ plots that were generated as a result of our analysis are in Figure 3 . Though we do not provide PP and QQ plots for the other examples in this section-like Brownian motion and the CIR process-these plots were all roughly linear too.
INSERT FIGURE 3 APPROXIMATELY HERE.
We now briefly address the verification of one of the underlying hypotheses of the Benjamini-Hochberg procedure. Recall that this procedure requires either independent test statistics or positively correlated test statistics. In general, analytically computing the correlation between Z t i and Z t i+j for i, j > 0 is quite difficult. Nevertheless, for the principal sample paths analyzed in this paper, we compute the sample correlation between Z t i and Z ti+j along the sample path. That is, we compute
where µ i is the sample mean of the Z t i and µ i+j is the sample mean of the Z t i+j . In other words, ρ is the sample correlation between Z ti and Z ti+j . For all sample paths considered in this paper, ρ is positive for small lags and decays to approximately zero as the lag size increases. We interpret this numerical evidence as verification of the claim that we are working with positively correlated test statistics. The function ρ for the first two models in this section is shown in Figure 4 .
INSERT FIGURE 4 APPROXIMATELY HERE. 
Results
After choosing parameters as described in Section 7.2, we implement the Benjamini-Hochberg procedure. The first and second diffusion models are stationary and our test is consistent with that fact: we do not reject the null hypothesis of stationarity for these diffusions. The smallest values of
1 j with q = 0.05 were 4.76037×10 −5 and 4.77751×10 −6 , respectively. Though these numbers seem quite small, they remain non-negative even when the value of q is increased to 0.10. Furthermore, we independently generated 100 sample paths of the Ornstein-Uhlenbeck process and implemented the Benjamini-Hochberg procedure. Out of the 100 implementations and with q = 0.05, we did not reject the global null hypothesis 92 times. We rejected the global null hypothesis for the remaining eight implementations. In these cases, we rejected respectively 4, 8, 3, 6, 7, 4, 2, and 11 individual null hypotheses out of 3,510. We also independently generated 100 sample paths of the stationary diffusion with non-constant diffusion function (the second example in this section). With q = 0.05, we did not reject the global null hypothesis 96 times out of 100. We rejected the global null hypothesis for the remaining 4 implementations and, in these cases, we rejected 5, 6, 15, and 61 individual null hypotheses, respectively, out of 3,510.
INSERT FIGURE 5 APPROXIMATELY HERE.
We reject the null hypothesis of stationarity for the third process based on the sample path that can be seen in Figure 5e . We have 3,510 individual null hypotheses and we reject 1,959 of them. We repeated this experiment by independently generating the sample paths of this third process approximately half a dozen times, and each time we ended up rejecting numerous individual hypotheses for each sample path.
Finally, we note that repeated testing of sample paths of the CIR process, as well as the sample paths of standard Brownian motion, yielded non-rejections of all individual null hypotheses (and therefore, a non-rejection of the global null hypothesis of stationarity). Standard Brownian motion possesses time-homogeneous drift and diffusion functions, but the marginal density of standard Brownian motion has mass that escapes to infinity as t becomes very large. Hence standard Brownian motion is non-stationary. However, our test merely suggests that the diffusion function alone provides no evidence of non-stationarity. So, in general, a failure to reject the global null hypothesis only suggests that more work should be done to determine whether or not the diffusion is stationary.
To visualize the results, see Figure 5 . In the left-hand column are plots of the sample paths of the simulated processes. The light-colored marks are associated with non-rejections of individual null hypotheses (30), whereas the dark-colored marks are associated with rejections of individual null hypotheses. The right-hand column contains two plots. The first plot, which is linear, is the threshold function described by equation 36). This line has the same slope in each picture because the same number of data points were generated for each example (and, therefore, the same number of hypothesis tests were conducted). However, the slopes look different due to different scales. In Figure 5h , the p-values are so large relative to the threshold function that the threshold function is easy to confuse with the x-axis.
The second plot in each picture is the plot of ordered p-values. Those p-values that are underneath the threshold function are associated with rejections of individual null hy- potheses, and those p-values that are above the threshold function are associated with nonrejections of individual null hypotheses. The intersection point indicates the total number of individual null hypotheses that were rejected. Because the p-values are ordered in the righthand column, there is no obvious way to associate the small p-values with the dark-colored marks in the corresponding plot to the left.
Financial Data
Analysis of U.S. Treasury bond yields
Financial data are often assumed to be diffusion processes. For example, interest rates are often modeled by diffusion processes, like the Cox-Ingersoll-Ross (CIR) process studied in Section 7.1, that are stationary (Cox et al 2005) . This stationarity facilitates estimation, forecasting, and hedging. We implement the multiple comparisons procedure proposed in Section 6 on 3-month, 6-month, 1-year, 2-year, 3-year, 5-year, 7-year, and 10-year United States Treasury bond yields and find evidence that all of these yield processes are non-stationary. These data were taken from Datastream 1 and cover the period of time from January 1, 1990 to January 1, 2007.
Because yield processes are highly correlated, the non-stationarity of one of the processes basically implies the non-stationarity of all the other processes. Selected graphical results generated by our study are in Figure 6 . In Table ? ?, we present information related to the execution of the Bejamini-Hochberg procedure. We include, in particular, the bandwidth of the spatial estimator, the bandwidth of the estimator of the steady-state diffusion, the number of null hypotheses that were rejected, and the smallest choice of q, denoted by q * , that allows us to reject at least one of the individual null hypotheses. In other words, define q * by
Note that q * can loosely be interpreted as the p-value of the global null hypothesis.
Notice that while there is some variation in the specific results, e.g., we reject many more individual null hypotheses for the 3-month Treasury bond yield process than we do for the 10-year Treasury bond yield process, the overall message is clear: it is unlikely that U.S. Treasury bond yields (or, equivalently, U.S. Treasury bond prices) come from a stationary diffusion. This conclusion has significant consequences for researchers and financial analysts who use historical Treasury bond yield data to forecast, for example, future Treasury bond yield volatility.
Moreover, it is interesting to note that the number of rejections of individual null hypotheses tends to decrease as the maturity of the U.S. Treasury bond increases. Heuristically, then, there is some evidence that U.S. Treasury bonds with long maturities have less time inhomogenaiety than U.S. Treasury bonds with short maturities.
INSERT FIGURE 6 APPROXIMATELY HERE.
Analysis of Real Exchange Rates
We selected a variety of real exchange rates and obtained nominal exchange rate data from Datastream. The exchange rates chosen were GBP/AUD, JPY/AUD, JPY/USD, KRW/USD, MXN/USD, ZAR/USD, CHF/USD, and GBP/USD, and we obtained these data for the period beginning January 1, 1993 and ending January 1, 2007. The key for these exchange rate symbols can be found in Figure 7 , along with the real exchange rate time series. We then constructed the real exchange rates (1) by obtaining quarterly consumer price index data from Datastream and declaring the first quarter of 1990 to be the base quarter. That is, we re-normalized price levels and set the first quarter of 1990 to 100 for country we studied. Obviously, this arbitrary choice of starting point for the consideration of price levels in each country will affect our results, though this practice (or some variation thereof) is common in the literature.
We then implemented the multiple comparisons procedure developed in this paper and rejected the global null hypothesis of stationarity for every exchange rate except the GBP/USD exchange rate. In some sense, certain exchange rates have "less time-inhomogeneous" volatility (and are possibly "more stationary") than other exchange rates. For example, we rejected only 18 individual null hypotheses for the GBP/AUD real exchange rate. In a sense, then, the GBP/AUD has more time-homogeneous volatility than the KRW/USD exchange rate, for which we rejected 2,844 out of 3,511 null hypotheses.
INSERT FIGURE 7 APPROXIMATELY HERE.
To create a context for comparison, recall that the global null hypothesis was not rejected in 92 out of 100 trials with the Ornstein-Uhlenbeck process. When we committed global Type I errors by rejecting the global null hypothesis (in 8 cases out of 100), we rejected no more than a dozen individual null hypotheses. In some sense, then, the rejection of the global null hypothesis for the KRW/USD exchange rate data is much more compelling since we rejected 2, 844/3, 511 ≈ 81% of the individual null hypotheses.
It is not immediately clear why the GBP/USD real exchange rate should appear to be stationary, or why the GBP/AUD real exchange rate should almost avoid identification as a non-stationary process. All three countries (Great Britain, Australia, and the United States) are generally not subject to extreme macroeconomic events like the 1994 collapse of the Mexican peso or the 1997 collapse of the Thai baht. Furthermore, because trade linkages between these countries are so strong, the real exchange rate is subject to market forces that will cause changes in the nominal exchange rate to be strongly offset by relative price levels in these countries. We further analyzed the KRW/USD real exchange rate by splitting the original time series into two time series. Our aim was to separately analyze data that are somewhat far away in time from the turmoil that beset Asian currency markets in 1997. The first time series consists of the first 1100 days of data after January 1, 1993 and the second time series consists of the last 2,100 data (the 2,100 days of data prior to January 1, 2007). We analyzed each time series independently, and in both cases we still rejected the global null hypothesis for both time series. For the first time series, we rejected 454 out of 959 individual null hypotheses and for the second time series, we rejected 882 out of 2059 individual null hypotheses. We conclude that it is not possible to merely excise currency crashes from the data and then recover time series that are closer to stationary.
To further support this idea, we analyzed the MXN/USD real exchange rate after removing all but the last 2,500 days of data (that is, the new data run for almost 10 years and begin in 1996, nearly two years after the 1994 collapse of the Mexican peso). Notice (see Figure 7e ) that after the 1994 crash of the Mexican peso, the MXN/USD real exchange rate slowly returns to its pre-crash value of approximately 2.0-2.4 Mexican pesos to the U.S. dollar. Despite the fact that the MXN/USD real exchange rate appears to be reverting to some fundamental mean, our multiple comparisons procedure suggests that the MXN/USD real exchange rate has other properties that indicate its non-stationarity. Table ? ? features results related to the supplemental analysis of the KRW/USD and MXN/USD real exchange rates.
We should examine the test statistics generated by the implementation of each multiple comparisons procedure. These test statistics shed light on the reasons behind the rejection of the global null hypothesis of stationarity. When a test statistic Z t i , defined in equation (31), has a large negative value, we know that the temporal estimator at time t i is significantly larger than the spatial estimator at time t i . We therefore have evidence that there is more volatility at time t i than there has historically been at that level (and, in the future, will be at that level).
On the other hand, when a test statistic Z t i has a large positive value, we know that the temporal estimator at time t i is significantly smaller than the spatial estimator at time t i . In other words, we have evidence that there was much more volatility during historical 24 scenarios at that level (and that there will be much more volatility during comparable future scenarios at that level) than there is at time t i .
Consider the Z statistics generated by analyzing the 10-year U.S. Treasury bond yields in Figure 8b . Notice, for example, that we reject clusters of individual null hypotheses at roughly times t 800 , t 1400 , t 2000 , and t 2600 , which correspond to May 3, 1996 , August 21, 1998 , December 8, 2000 , and March 27, 2003 . We find that the corresponding test statistics are large and positive, indicating more volatility during historical/future scenarios at that Treasury bond yield level than at those moments in time.
By looking at the U.S. Treasury Bond yields in Figure 6c , notice that during the period from 1998-2006 (corresponding to times t 1934 and t 3934 ), the 10-year U.S. Treasury bond yield was generally between four and five percent. As indicated in Figure 8b, Now, consider the Z-statistics generated by analyzing the MXN/USD real exchange rate in Figure 9b . The 1994 collapse of the Mexican peso is at approximately time t 500 . Consider those t i such that 400 ≤ i ≤ 550. For many of these times, the test statistics are large and negative. Therefore, there is excess volatility around the 1994 crash that does not occur during comparable historical (and future) scenarios. For those t i around i = 800, many of the test statistics are large and positive, indicating volatility lower than the volatility observed during the 1994 currency crash. We could understand this phenomenon as follows. During the currency crash, there was real exchange rate volatility that did not persist beyond the crash. That is, the excess volatility cannot simply be explained by the level (approximately 3.3-3.4 Mexican pesos to the U.S. dollar) of the MXN/USD real exchange rate. The only other period of time in which the MXN/USD real exchange rate was this high was during the currency crash, so we know that the two periods of time (the crash and the period of time around t 800 ) are being compared to one another. This comparison provides evidence of non-stationarity.
Using the Software
The software used to perform the stationarity analysis in this paper was written in Mathematica 5.2 for Windows and may be obtained from the authors. In this section, we discuss the software and we illustrate its use by applying our estimation and testing procedures to the CHF/USD real exchange rate. 25 The Mathematica functions necessary to use the software are contained in the notebook stationarity.nb. The user should put her data in a CVS file (a comma-delimited file) or Excel spreadsheet named, for example, data.cvs. We assume that the data file contains an array of data with number of rows equal to number of observations, and number of columns equal to number of sample paths. Each row of this array corresponds to a joint observation of the sample paths (exchange rates, interest rates, etc.) at the same moment in time. Each sample path is analyzed one at a time. A session using this software might proceed as follows.
Start Mathematica. Open the notebook stationarity.nb. The notebook has comments that supplement this software guide. Each input cell is numbered. Execute the first input cell by pressing the Shift key and then the Enter key. This execution will activate the Statistics and Graphics packages, both of which will be needed. The first cell in the notebook will also turn off some error messages that might appear during the procedure described in this paper (for example, when function interpolation does not converge rapidly).
The second input cell in the notebook will load the data. If the data array has only one column, the call
will suffice. If the data array has multiple columns and the user wants to select, for example, the ninth column for analysis, the call
should be used instead. Executing the third input cell
will generate a plot of the sample path. The fourth input cell requires the final inputs from the user. The user must designate the time step ∆ = ∆t between the observations. The default selection is ∆t = 1/260, since there are approximately 260 business days in a year. This default frequency was used for the CHF/USD real exchange rate example. From a practical point of view, ∆ affects the estimated value of σ 2 (x). However, since the choice of ∆ scales the temporal and spatial estimators in the same way, changing ∆ will not affect the nonstationarity identification. For the estimation of σ 2 (x) to be useful, the user should associate some unit of time with the diffusion. The data that are observed, then, should be observed at discrete time steps of length ∆, and ∆ should be properly identified.
The user must also determine the bandwidth h associated with the spatial estimator (24), and the number n of (X ti , Y i ) consumed by the temporal estimator. For the analysis in this paper, we used the C code lls.c by J. Fan 2 to estimate the asymptotically optimal bandwidth h for the spatial estimator. The C code contains comments regarding its use. The fourth cell also generates the Y i that were defined in equation (10), which we call myList. For example, if we assume that our observations are spaced apart by one business day (or approximately 1/260 of a year), and we want to use a bandwidth h = 0.14482 with temporal window of 2n + 1 = 141, we enter ∆t = 1/260; myList = The fifth input cell contains code that estimates the steady-state density of the stochastic process using the kernel κ in equation (25) 
The seventh input cell computes the vector Σ using a kernel K, the Epanechnikov kernel (21), to compute equations (22) and (23). Notice that the user can specify a kernel function K different than the default Epanechnikov kernel. Each member of Σ contains three items: the spatial estimate of σ 2 (X t i ), the above bandwidth h associated with the spatial estimator, and X t i itself. Each component is necessary for subsequent computations.
The eighth input cell implements the Benjamini-Hochberg procedure. The user can choose to control the false discovery rate q at a rate different than the default level 0.05, if desired. The vector Z is an output containing the test statistics associated with times t i , where n+1 ≤ i ≤ Length[myList]−n. The vector pvalues outputs the associated p-values. The vector pvalTable contains the threshold functions. Finally, the array Test contains all of the information needed to determine whether or not an individual null hypothesis is rejected or not rejected. In particular, each member of Test has five elements: the index i, the p-value associated with Z t i , the rank of that p-value (the higher the rank, the smaller the p-value), the difference between the p i and the threshold function c i defined in equation (36), and Z t i .
In the ninth input cell, workingSignificant collects all those members of Test associated with rejections of individual null hypotheses. Similarly, workingNonsignificant collects those members of Test associated with non-rejections of individual null hypotheses. The outputs generated by executing this cell are the total number of individual null hypotheses rejected, the total number of individual null hypotheses, the value of q * , and a plot showing the sample path. As usual, the sample path is colored in a special way. The dark spots are those coordinates (t i , X t i ) associated with rejections of individual null hypotheses. The light spots are those coordinates associated with non-rejections of individual null hypotheses.
Finally, the tenth input cell generates a color-coded plot of the test statistics Z ti . Again, the dark spots are associated with rejections of the individual null hypotheses and the light spots are associated with non-rejections of the individual null hypotheses. As we mentioned in Section 8.2, these plots can be useful for determining why certain clusters of individual null hypotheses were rejected.
We note that a complete sample path analysis is somewhat computationally intensive, primarily because the temporal and spatial estimates must be computed over different sets of data at each point in time. In general, a sample path containing 3,500-5,000 observations can be processed in about 6-15 minutes on an IBM-Lenovo Thinkpad T60 with a 2.00 GHz processor and 2.00 GB of RAM.
The file provided by the authors contains the Mathematica notebook stationarity.nb and a data file USSWI.cvs that contains the CHF/USD real exchange rates for the period 27 from January 1, 1993 to January 1, 2007. To see a particular example of the action of the notebook, the user should place USSWI.cvs in the Mathematica directory, or change the file address in the second input cell in the notebook. Then, the user can simply press Control-A (to select all of the cells in the notebook) followed by Shift-Enter (to execute all of the cells in the notebook). The notebook will use ∆ = 1/260, h = 0.14482, and n = 70.
Conclusions & Directions for Future Research
Diffusions are used frequently by researchers and practitioners to model financial data like asset prices, exchange rates, and interest rates. To forecast, price derivatives, and hedge, it is necessary to estimate the drift and diffusion functions. In the absence of parametric assumptions about the drift and diffusion functions, a nonparametric approach must be used. These nonparametric approaches, like the approach taken in this paper, rely on the stationarity of the diffusion. Therefore, when we assume that financial data are generated by a diffusion, we are often interested in determining whether or not it is plausible that the diffusion is stationary.
In this paper, we focus on the diffusion function. As a consequence, the drift function µ and the information that it might provide about the non-stationarity of the diffusion are ignored. We use results about the asymptotics of a temporal and spatial estimator for the diffusion function to construct a multiple comparisons procedure for testing the null hypothesis of stationarity. We first apply our procedure to the sample paths of stationary diffusions like the Ornstein-Uhlenbeck process, and the procedure rarely indicates that this process is non-stationary. We then apply our procedure to United States Treasury yields and to real exchange rates. We find little evidence for stationarity of U.S. Treasury yields, and we find that non-stationarity among real exchange rates is prevalent. Interestingly, we find that the GBP/USD and GBP/AUD real exchange rates are possibly stationary, perhaps due to the stability of the British economy and strong trade linkages between the United Kingdom, United States, and Australia. We also find that removing currency crashes from the analysis does not change our conclusions. We conclude that when real exchange rates are modeled as diffusions, purchasing power parity does not hold. However, it is possible that we misspecified the underlying model that generates real exchange rates or that we are not considering a sufficiently long period of time.
The advantage of the method we propose in this paper is that it systemically compares volatility in small time intervals to all historical and future scenarios at the same level of the diffusion. The procedure then determines for itself when the volatility levels are especially different. Sample paths with temporal scenarios that are not comparable to spatial scenarios provide evidence of non-stationarity. When our method rejects the global null hypothesis of stationarity, it does so due to some number of individual null hypothesis rejections. If the number of rejections of individual null hypotheses is small, doubt is cast on the rejection of the global null hypothesis and further study is warranted. In this sense, the strength of the rejection of the global null hypothesis is encoded in the results generated by our methodology.
In principle, one could develop a comparable estimation and testing procedure that focuses on the drift function. However, because the behavior of a diffusion in any small time interval is dominated by the diffusion function, it seems difficult to define a non-parametric moving-average estimator for the drift function that is analogous to the temporal estimator (15). Without such an estimator, one cannot create a multiple comparisons procedure analogous to the one developed in this paper. 28 To see how difficult it is to estimate the drift function and why large amounts of data are necessary to estimate the drift, assume for a moment that we are considering a diffusion with µ(x) = µx and σ(x) = σx, with σ known. Then
Furthermore, assume that we observe the entire sample path over the interval [0, T ] T ≈ 96 years. The situation is only worse when µ is not constant. This research suggests future directions for both empirical and theoretical work. Some papers in the econometrics literature document many of the real exchange rates between a single home country and most of its major trading partners. For example, Narayan (2006) examines bilateral exchange rates between India and its major trading partners. We have not analyzed all real exchange rates in a region during a particular time period, and this type of analysis might be of interest to an economist focusing on exchange rate policies in a particular region.
Assumption 5. The kernel function K is a smooth symmetric probability density function satisfying
Assumption 3 guarantees that Xt is stationary, ergodic, and satisfies some mixing condition, which ensures that X t is Harris recurrent. Recall that a stochastic process X t with steady-state density p(x) is said to be Harris recurrent if, for every set A such that A p(x)dx > 0, A is revisited infinitely often by Xt. For some conditions under which Xt is stationary, see Ethier and Kurtz (1986, Chap. 4, Sec. 8) or Hansen and Sheinkman (1995) . Assumption 4 imposes some constraints on the transition density of Xt, while Assumption 5 is a regularity condition on the kernel function.
B An Example Satisfying the Technical Conditions
The first two examples given in Section 7, as well as the Cox-Ingersoll-Ross process, also presented in that section, satisfy Assumptions 1 and 2 in Section 4 and also Assumptions 3 and 4 in Section A, and we can easily choose a kernel function K that satisfies the regularity conditions given in Assumption 5. For example, the Gaussian kernel satisfies Assumption 5.
Recall, for example, the Ornstein-Uhlenbeck process with µ(x) = −x and σ(x) = √ 2. Note that by choosing k 0 = √ 2, we satisfy Assumption 1 and therefore produce a stochastic differential equation with a unique strong solution that is a strong Markov process (Karatzas and Shreve 1991, Thm. 2.9, pg. 289 ).
To confirm Assumption 2, we choose q 0 = 1 and δ = 1 and note that since the stationary density of this Ornstein-Uhlenbeck process is standard normal, it possesses finite moments of all orders; that is,
and E|σ(Xs)| 4(q 0 +δ) = E[ √ 2 4(1+1) ] = 16 < ∞.
Moreover, these bounds do not depend on t or η and therefore by choosing L = 105, we have shown that Assumption 2 is satisfied for every t ≥ 0 with η > 0 arbitrary. Because the triplet (µ(x), σ(x), p(x)) = (−x, √ 2, 1 2π exp{−x 2 /2}) satisfies equation (4), the Ornstein-Uhlenbeck process is a stationary process when X 0 is distributed according to p(x).
To verify that the Ornstein-Uhlenbeck process is real ergodic, we need to check conditions (7) and (8) from Skorokhod (1989, Chap. 1, Sec. 3) . In our case,
and we note that we know that X t is ergodic. Hence, all of Assumption 3 is satisfied.
Checking whether or not a particular stochastic process satisfies the G 2 condition of Rosenblatt (1970) is not easy. There are sufficient conditions for condition G 2 in Banon (1978) . In particular, we must check the following additional conditions: (1) that σ(x) ≥ σ 0 > 0 for all real values of x; (2) that µ (x), σ (x), and σ (x) are uniformly Lipschitz continuous functions possessing sub-linear growth; (3) that the steady-state density p(x) from equation (4) is bounded and integrable; and (4) that with (15), will use the data between the two lines with short dashes. The estimator Σ S,t , given by equation (24), will use data between the two lines with long dashes. We then created 2000 other sample paths with the property that X t = 2.5 for some t. We then compute Σ T and Σ S for each group of 2000 sample paths, normalize those results, and show the PP and QQ plots in Figure 3 . -values (34) , and the threshold function (36) generated by the multiple comparisons procedure described in Section 6.1.
