Abstract
Introduction
It is generally believed that good modularization of software leads to systems that are easier to design, develop, test, maintain and evolve [1] . Modularisation of software (and the re-drawing of module boundaries) is also of crucial importance in software maintenance and evolution because it is well known that modular structure tends to decay as systems age, inhibiting efficient further maintenance and evolution.
The software module clustering problem consists of automatically finding a good quality clustering of software modules based on the relationships among the modules. These relationships typically take the form of dependencies between modules. The approach adapted in this paper for module clustering is to maximizes cohesion within each cluster and to minimize coupling between clusters. A clustering partitions the set of all modules in the system. The set of modules in each partition of the clustering is a cluster.
The problem of finding the best clustering for a given set of modules is an NP hard search problem [8] , making it ideally suited to search-based software engineering techniques.
Previous work, most notably by the Drexel group [2, 6, 7, 8] , has involved a hill climbing approach, which has been shown to produce reasonable quality clusterings. This work led to the development of the BUNCH tool for software module clustering.
Several studies have shown that for module clustering the results produced by hill climbing outperform standard global search techniques such as simulated annealing and genetic algorithms [2, 4, 9] . However, as is well known, hill climbing suffers from the problem of premature convergence to local optima and so it would be expected that some improvement could be made by considering more sophisticated search-based techniques.
In this paper we describe a multiple hill climbing approach. In this approach an initial set of hill climbs is performed and from these, a set of best hill climbs is identified according to some 'cut off' threshold. Using these selected best hill climbs the common features of each solution are identified. These common features form building blocks for a subsequent hill climb.
A building block contains one or more modules fixed to be in a particular cluster, if and only if all the selected initial hill climbs agree that these modules were to be located within the same cluster. Since all the selected hill climbs agree on these choices, it is likely (though not certain) that good solutions will also contain these choices, hence the motivation for fixing them. In the nomenclature of search-based techniques these fixed module choices are 'building blocks' [10] .
The implementation uses parallel computing techniques to simultaneously execute an initial set of 23 hill climbs. From these we experimented with various cut off points ranging from selecting the best 10% of hill climbs to the best 100% (effectively no cut off), in steps of 10%. This allowed us to evaluate the effect on the results when increasing and decreasing the selectivity.
The building blocks were fixed and a new set of 23 hill climbs were performed using the reduced search space. The principal research question is whether or not the identification of building blocks improved the subsequent search. We experimented with 19 programs, ranging from small systems with about 20 modules to large ones with over four hundred modules.
The results indicate that the subsequent search is narrowed to focus on better solutions, that novel and better clusterings are obtained and that the results tend to improve when the selection cut off is higher. These initial results are encouraging because they suggest that the multiple hill climbing technique is potentially a good way of identifying building blocks. This result may open the way for the successful application of more sophisticated global search techniques, such as genetic algorithms, to be applied in a hybrid approach which combines initial hill climbing and subsequent genetic search, seeded with the building blocks from the initial hill climbs. However the extension of this work to consider hybrid genetic and local search remains a problem for further study. The principal contributions of this paper are in the provision of empirical evidence that
• multiple hill climbs can be used to identify good building blocks;
• subsequent hill climbs find new peaks using the building blocks;
• selectivity appears to have a strong influence on the quality of results.
The study also raised the question as to whether the multiple hill climb technique would work better with larger systems than with smaller ones. This seemed intuitive, since larger systems are likely to be more complex and have more clustering choices, they would be likely to have more peaks. More peaks, would entail more chances to identify common features.
However, while we found that there was some correlation between system size and various measures of the improvement achieved with multiple hill climbing, none of these correlations was statistically significant.
The remainder of this paper is as follows. The multiple hill climb algorithm is explained in Section 2 followed by a description of how it was implemented in Section 3. The experiment is explained in Section 4 with the result and observations in Section 5. Sections 6 and 7 contain some conclusions drawn from the experimental results and possible future work respectively.
Multiple hill climb algorithm
The overall algorithm consists of an initial set of hill climbs, followed by the creation of building blocks which are used in the final set of hill climbs. The following explains these phases in more detail along with the fitness metrics used for the hill climb section of the algorithm.
Multiple hill climb algorithm's input
The algorithm uses Module Dependency Graphs (MDG) to as input for the hill climbers. Each MDG contains a list of from-to-weight information for the modules within the system to be clustered. This information is converted to a Vector of weighted connections between nodes. The weight is set to one if the weight value of a connection in the MDG is not specified.
Fitness metrics
The goal of module clustering is to arrive at a graph partition in which each cluster maximizes the number of internal edges and minimizes the number of external edges. In software engineering terms, this corresponds to maximal cohesion and minimal coupling [1] .
In our approach, we use the 'Basic MQ' fitness function to capture this property as used by the Bunch team [8] . Basic MQ essentially captures this 'minimal coupling/maximal cohesion' metric. MQ is the sum of all Modularization Factors (MF). Each MF is based on the ratio of inner to outer edges within each module or group. An inner edge is a weighted connection from one node to another within the module. An outer edge is a weighted connection between a node within the module and a node outside of the module. This is demonstrated in the following.
Where i is the sum of inner edge weights and j is the sum of outer edge weights.
The overall fitness MQ is calculated by:
Where i is a cluster and n is the total number of clusters.
Initial set of hill climbs
Initially each module is assigned to a single building block. Since the MDG has N modules, there are can be up to N possible initial clusters. The initial hill climbs start by placing each building block at random in one of the N clusters. They then evaluate the fitness of the clustering resulting from this grouping by using MQ. Each hill climber attempts a move to a nearest neighbor clustering with a higher MQ at each stage of the algorithm. The nearest neighbours from each clustering are formed by moving a single building block from one module to another module. As soon as a fitter neighbour (neighbour with higher MQ) is found, the hill climber starts another search for a fitter neighbour from the newly found Clustering. The search ends when none of the nearest neighbours from a clustering can yield a better MQ value. This approach follows Mancoridis et al [6, 7] .
Creating building blocks
Building blocks are the smallest units of change at each stage of the hill climb. The introduction of larger building blocks helps to reduce the search space for the hill climb algorithm with the aim of improving the search.
The clusterings from the first stage of the process are ranked by MQ and compared for similarity. The comparison identifies groups of nodes that are placed in the same cluster across a selected section of the initial clusterings. These selections are made from a proportion of the best hills climbed. The result is a set of building blocks, constructed from the initial set of hills found in the first phase.
Final set of hill climbs
Building blocks created from the initial set of hill climb results are used as nodes for the final set of hill climbs. The hill climb is identical to that used for the initial hill climb in Section 2.3.
Multiple hill climb implementation
This section briefly describes the parallel processing environment used and how the algorithm was implemented across this architecture.
Multi processor environment
The algorithm was implemented in Java on a Scalable Linux Systems (SCALI) at Brunel University called GRIDS. GRIDS contains 23 processing units (processing nodes) with a high speed processing node interconnection, and is accessed through a Linux Operating System interface.
Multi processor implementation
Each of the 23 processing nodes is set up as a server which carries out hill climb requests. A selected processing Node issues each server with a hill climb as necessary. This processing node also collects the clusterings resulted from the hill climbs carried out by the servers and identifies building blocks for further climbs. For simplicity we chose to keep together any modules which are in the same cluster across all the clusterings selected for similarity measurement. So, for example, if the 'cut off' point is 10%, then the modules are 'glued' together in the same building block if they are in the same cluster for all of the top 10% of hills found in the initial phase of hill climbs.
Experiment
The subject systems, information collected and the experimental procedure is described in this section.
Subjects
A variety of experimental subjects were used. Systems studied ranged in size from 20 modules to 413 modules. The MDGs representing the subjects were obtained by software analysis courtesy of the Bunch group at Drexel University. There are two types of MDG in this experiment. The first MDG type contains non-weighted edges while the second type contains weighted edges. Table 1 contains the names and short descriptions of the software used to create the MDGs and the number of nodes and edges within each MDG.
In graphs without weighted edges, each connection represents the existence of an unidirectional method or a variable reference between two modules. The MDGs containing specific values for weighted edges have the weights calculated according to the number of these unidirectional method and variable references between mod-ules. Larger edge weights indicate more dependency between modules and an increase in the likely hood that they should be placed in the same cluster.
Procedure
Five experimental runs were carried out on each MDG. Each experiment, as described in section 2, consist of two stages. In the initial stage 23 initial hill climbs were carried out, one on each of the 23 processing units. The resultant clusterings were used to create the building blocks for the final stage of the Process. Building blocks were created based on the best 10% to 100% MQ values for the initial clusterings (in steps of 10%). Second stage is a final ten sets of hill climbs (for each top percentage clusterings used for building blocks) on the 23 processing units.
The first and second stage resultant clusterings along with the MQ achieved from each processing unit were collected. The MQ values achieved by the first and second stage were then compared and analyzed for their level of significant difference as well as other trends and correlations.
Results and observations
This section contains a summery of the results from the experiments and points to some of the trends and characteristics observed within these results. 
Results
In addition Wilcoxen signed ranked tests were used to check for significant differences between initial hill climbs and following hill climbs results (see Tables 2 and  3) . It was also possible to use T-test to measure significant difference. In this case however due to the presence of outliers and the lack of evidence for normal distribution in some of the results the Wilcoxen test was used, since this test assumes neither normality or homogeneity of variance. Table 4 contains the MQ increase from the best fitness achieved in the initial stage compared to the best fitness achieved at each final stage for weighted and nonweighted MDGs. Table 5 contains the same information as Table 4 , represented as increased percentages to help achieve a fairer comparison of results. The range of values in Table 4 Table 5 .
Observations
The Wilcoxen signed ranked test provides some evidence towards the premise that the improvement in MQ values is less likely to be a random occurrence due to the nature of the hill climb algorithm. In general lower values demonstrate a higher level of certainty of a significant difference. For example 0.01% is statistically highly significant. Significant improvement in all hill climbs using building blocks at 10% and 20% is apparent (Tables 2, 3 , 4 and 5). This improvement is observed for MDGs with and without weighted edges and for all size MDGs.
Larger size MDGs show more substantial improvement when the best initial fitness is compared with the best final fitness values. This improvement is even more apparent in very large MDGs such as the one for swing (best and worst performance for swing in Figures 1 and  2 ) and nmh (best and worst performance for nmh in Figures 3 and 4) . On the other hand, for small MDG's of 20 to 30 nodes we observed less improvement in the final runs. One possible explanation is the less complex solution landscape of smaller systems. The initial hill climbs are more likely to find good peaks or sometimes the best peaks in the landscape resulting in less likelihood of improvement in following runs of the hill climb. However the reduction in variance helps the search to achieve consistently better results (for example best and worst performance for ispell shown in Figures 3 and 4) . In ad- An operating system for educational purposes written in the Turing language. Software for spelling and typographical error correction in files. Revision Control System used to manages multiple revisions of files. General-purpose parser generator for converting grammar descriptions into C programs. dition, weak results from the initial hill climb can also achieve consistently better values (for example best and worst performance for mtunis shown in Figures 1 and  2) .
One reason for observing more substantial improvement in larger MDGs may be attributed to the nature of the MQ fitness measure. Unfortunately the MQ fitness measure is not normalized, for example a double increase of MQ does not signify a doubling of modularization quality. At best, we can only claim that MQ is an ordinal metric [11] . To overcome this, the percentage MQ improvement of the final runs over the initial runs is also measured (see Table 5 ). Using these values, tests were carried out to determine any improvement correlating with the MDG complexity. The number of nodes and the number of connections in each MDG were tested for correlation against largest percentage improvement of each of the final runs against the initial run. These statistical tests show no significant correlation between size and improvement in fitness irrelevant of weighted or nonweighted MDGs.
Improvements are always achieved for selection cut off values of 10% and 20%, in most cases there are improvements across all final hill climbs. However there are exceptions. A dramatic example of this is in bunch (Figures 1 and 2) , where results only show an increase for the cases where 10% and 20% of the initial climbs are used for building blocks.
Experimental concerns
Due to inherent randomness in any hill climbing search technique, it is hard to identify any trends by looking at individual hill climbs. For this reason multiple runs of the algorithm were used. Furthermore this technique was used on MDGs with weighted and without weighted edges of different sizes to improve the strength of the results for more general cases.
Employing the Wilcoxen signed ranked test helped to show that the improvements are significant enough to be an unlikely chance occurrence. The reduction in variance caused by the selection mechanism may mislead the Wilcoxen ranked test to find significant difference between the initial and final runs. Therefore actual improvement in the fitness over the initial runs were measured to determine whether the search is capable of discovering better peaks in the landscape.
Conclusions
The multiple hill climb technique proposed here has produced improved results across all MDGs, weighted and non-weighted. There is some evidence that the technique works better for larger MDGs but this could be due to the ordinal nature of the MQ metric used to assess modularisation quality.
This difficulty aside, larger MDGs tend to achieve relatively earlier benefits across the final hill climb runs from this technique. For example MDGs with small number of nodes and edges tend to show little or no improvement until building blocks used for the final hill climb are selected at 10% and 20%. On the other hand MDGs with a large number of nodes and edges tend to show significant improvement on the initial search across most or all of the final runs (Tables 2 and 3 ).
The increase in fitness, regardless of number of nodes or edges, tends to be more apparent as the building blocks are created from a smaller selection of individuals. This may signify some degree of importance for the selection process. Perhaps the less fit solutions in the initial population are more likely to represent the same peak in the solution space and removing them by a more elite selection process may reduce the noise or bias this may introduce and increase the likelihood of a more concentrated search.
Future work
The selection techniques used in building block creation may be extended. This may well be achieved by ensuring that all hill climbs in the initial stage are unique. For very small MDGs this may cover all peaks in the landscape, also some sections of the landscape may be harder to search in the initial stage. Another possible method to ensure improved selection would be to include an attribute which determines the importance of each initial result in construction of the building blocks. This attribute could be related to frequency or distribution of the initial solutions.
In addition, other techniques to measure complexity of the MDGs and use of a normalised fitness measure could help in the recognition of any relationship between MDG complexity and the improvement achieved by using this technique.
Finally, once an improved selection technique is identified, multiple iterations of building block creation/ hill climbs can be used to focus the search further. Alternatively this technique could be used to improve genetic algorithms (GAs). GAs have already been used for clustering but with generally worse results than pure hill climbing [2, 4, 8] . The less than ideal results might be a consequence of the crossover operator in GAs, which is deemed to be more effective when the structure of the chromosomes aids the transmission of useful information between generations [5] . The use of the building blocks created using this technique to seed a GA could help to preserve this information and improve the GA's performance without resorting to complicated evolutionary repair operators [3] .
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