Simple and intuitively obvious lower and upper bounds are suggested for a specific grading and an overflow model. The bounds are based on product.type modifications and are insensitive. Numerical support indicates a potential usefulness for quick engineering purposes. queues • overflow • loss probability • bounds • job-local-balance • insensitivity
Introduction
This paper presents computationally attractive and insensitive bounds for a special simple grading and an overflow model of practical interest. Beyond the results themselves the motivation for this paper is twofold:
(i) It further explores and supports a bounding methodology introduced in [3] . In this reference quick bounds were provided for finite single-server tandem queues. Numerical results indicated a potential practical usefulness of the bounds as fast reasonable indicators of the performance of the system. ~th similar success the methodology was extended in [4] and [5] to finite multi-server tandem queues and first-in first-out delay systems. This paper shows that the same methodology also works quite well in some overflow situations.
(ii) It also addresses to a question raised in [1] and [9] for the grading studied, This grading ~s 1lot of product form nor insensitive. That is, its stationary distribution depends upon the service distributions by their distribfitional forms and not only their means. Yet, numerical results showed that it was 'nearly insensitive' for two-phase service distributions. The question thus arose up to what extent the system is sensitive and whether some measure of sensitivity can be secured. Such a question is of rather general interest and is responded by ~ insensitive lower and upper bound.
The bounding methodology summarizes as: 'Modi)~ the original system in such a way that (i) the notion of job.local-balance is guaranteed, and (iO bounds for a performance measure of interest are expected." Herein, the notion of job.local-balance (JLB) is introduced in [6] and shown to be responsible for insensitive and product-type stationary distributions [6, 7] . Roughly, it reads as: 'The rate out of a state due to any particular job equals the rate into that state due to that particular job." JLB-modifications can be found by first identifying the cause(s) for the JLB-failure and next to modify the queuein8 protocol in view of this (these) cause(s) as to repair JLB (physical approach). R esults from [6, Sections 4, 5 and 6] can hereby be helpful. Another approach, which is currently investigated an~ appfied to the same grading in [8] and [10] , is to modify the transition diagram by deleting and adding arcs (graphical approach). Various modifications may hereby be found easier. Since, however, the physical approach is much more intuitively supported, it seems more appealing for quick engineering purposes and complex systems. This paper therefore follows the physical approach. The recognition of JLB-modifications which lead to bounds is mainly based on physical insight of the system. First, in Section 2, insensitive bounds will be established for the simple grading studied in [9] . The bounds are intuitively obvious. A formal proof will not be given but can be concluded from [8] or [2] for special situations. The lower bounds are chosen rather naively and in fact can be slightly improved as in [8] . The upper bounds had to be defined more artificially based on JLB. Numerical comparison illustrates that the bounds are quite reasonable indicators.
Next, in Section 3, insensitive and computationally attractive bounds are also obtained for a more complex overflow model which is of practical importance. A formal and general proof of these bounds is provided in [2] . In this case, also the lower bounds had to be defined more artificially based on JLB. Numerical results at least appear to be rather accurate for small systems and promising for further application.
A simple grading and bounds
This section concerns the asymmetric grading studied in [9] . This grading consists of 2 servers with a Poisson arri-ral stream I at server 1 and 2 at server 2, both with parameter ?~. A service request of stream 2 is lost if server 2 is busy. A service request of stream 1, however, is first placed at server 1 but rerouted (overflowed) to server 2 if server 1 is busy. Only if both servers I and 2 are busy, a type 1 service request is lost. ]'he service distribution function G is assumed to be the same for both strean~ 1 and stream 2 at server 1 and 2 and to have a mean/t-1. We write P = ?~//t and are interested in the loss p~:obability (call congestion) B~(G) for a service request of type i-1 and i-2.
The present system has no product form and fails insensitivity. A simple .way of arguing the latter via JLB is as follows. Let (i, j) denote the state in which a job of type i and j is' present at server 1 and 2, respectively, where i = 0 and j-: 0 denote that there is actually no job at that server. Thus, state (0, 1) denotes that there is no job at server 1 but a type-1 job at server 2. Now reecall the job-local-balance interpretation under the assumption of exponential services. Then the 'rate out of state (0, 1) due to that type-1 job equals p(0, 1)/t with p(0, I) the stationary probability of state (0, 1). The 'rate into' that state (0, 1) due to that type-1 job, however, is equal to 0, since a type-1 arrival in state (0, 0) would lead to state (1, 0). Consequently, in this state job-local-balance fails. From [7] we may then conclude that insensitivity does not hold.
We wish to establish a lower and upper bound B~ and B~ of Bi(G) independently of G and for i = 1, 2. Lower bounds are naively found by simply disregarding the interconnection of the servers and assuming full availability of both servers to stream 1. With Erlang's loss formula this leads to
B fp/[p+ 1]
Upper bounds, however, have to be found more artificially. In view of the failure of JLB in state (0, 1), we suggest the following modification. A job of type 1 at server 2 has to restart a complete new service at server 2, if upon its service completion server 1 is free. Note that for exponential services this change of protocol can also be interpreted as if server 2 stops servicing a type-1 job as long as server 1 is fre~. Intuitively, server 2 is hereby kept busy longer, so that the loss probabilities are larger.
The modification guarantees JLB. This can be checked by substituting the probabilities given below in the job-local-balance equations (cf. [6] or [7] ) and assuming exponential services. Roughly, it follows that also the 'rate out of state (0, 1) due to the type-1 job at server 2 is made equal to 0. By virtue of [6] and [7] , the following stationary probabilities p(.) can now be concluded independently of the form of G: It has been shown in [10] that our modification corresponds to various possibilities of changing the exponential transition diagram, from which other interpretations can be extracted. Table 1 presents some numerical comparison with the exact values in the exponential case, as calculated by [9] . Throughout, the bounds reasonably estimate the order of magnitude of the exact values.
• 3. A more complex overflow model and bounds This section extends the type-1 bounds of Section 2 by allowing more servers and different service speeds of regular and overflow servers. For simplicity of exposition, type 2 jobs are hereby omitted. More precisely, we consider a single Poisson arrival stream to a multi-server station with c (regular) servers. The service speed of each of these servers is the same, without restriction of generality, say, equal to 1. When all c servers are busy, an arriving service req'aest is rcrouted (overflowed) to a second station with m (overflow) servers. The device speed of each of these is also assumed to be the same but possibly larger than 1. Let f denote this speed. Hence, f> 1. When both stations are saturated, an arriving service request is' lost. Let ~ be the arrival rate and G the distribution function of the service requirement (at both stations) with mean It -1. We write pl = (~/p) and Pi : (~//zf) and are interested in the loss probability B(G) of a service request.
Clearly, the present system is of practical importance. For f ffi 1 it performes as the standard Erlang loss system with c + m servers, so that Erlang's loss formula can be applied. For f > 1, however, a number of servers is kept available which serve faster but which are put on (realistically at additional costs) only if the regular servers are congested. Since we need to differentiate between the number of jobs at stations 1 and 2, we can argue as in Section 2 that JLB fails. Correspondingly, a simple explicit formula is not available and insensitivity fails (cf. [6] and [7] ).
To establish a lower bound B L of B(G) independently of G, the following modification is suggested. Group the c and m servers together, where ~heir service speeds are kept unchanged, and number them 1,..., c, c + 1,..., c + m. Further, let an arriving service request be randomly assigned to one of the free servers. That is, when x servers are busy.a service request is assigned to any particular free server with probability 1/(c + m -x). When all servers are busy it is lost. Intuitively, faster servers are hereby used more frequently than in the original system, so that the mean sojourn time of a job and consequently the loss probability will be reduced. Note that for f-1 our modification corresponds to the Erlang-bound for the type-1 jobs in the simple grading.
As in Section 2 for the upper bound, the modification guarantees JLB, which can be checked by substituting the probabilities given below in the job-local-balance equations (cf. [6] and [7] ) and assuming exponential ~ervices. It can also be concluded from [6, Theorem 6.1]. The recognition of this modification, in fact, was based on the insight developed in the latter reference. In order to present the product-type stationary probabilities we need a detailed state description of the form (1,2,...,c; c+l,c+2,...,c+m) .
An upper bound can be found by the same type of modification as for the simple grading in Section 2. That is, let any job at one of the faster servers (at station 2) restart a complete new service at that server if upon its service completion all Table 2 provides some numerical support by illustrating the width between the lower and upper bound in various situations. In the examples chosen the bounds are rather accurate. Clearly, however, their performance will become worse the larger the number of overflow servers. In any case, our results seem to indicate a usefulness to quick engineering.
Evaluation
An intuitively appealing bounding methodology is investigated for some simple overflow situations. The methodology is based on product-type modifications and secures insensitive quick bounds. Numerical support indicates a potential usefulness for quick engineering and seems promising for further investigation of the methodology.
