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STRONG LAWS OF LARGE NUMBER FOR INTERMEDIATELY TRIMMED
BIRKHOFF SUMS OF OBSERVABLES WITH INFINITE MEAN
MARC KESSEBÖHMER AND TANJA SCHINDLER
Abstract. We consider dynamical systems on a finite measure space fulfilling a spectral gap
property and Birkhoff sums of a non-negative, non-integrable observable. For such systems we
generalize strong laws of large numbers for intermediately trimmed sums only known for inde-
pendent random variables. The results split up in trimming statements for general distribution
functions and for regularly varying tail distributions. In both cases the trimming rate can be
chosen in the same or almost the same way as in the i.i.d. case. As an example we show that
piecewise expanding interval maps fulfill the necessary conditions for our limit laws. As a side
result we obtain strong laws of large numbers for truncated Birkhoff sums.
1. Introduction and statement of main results
We consider an ergodic dynamical system (Ω,A, T, µ) with µ a probability measure and a stochastic
processes given by the Birkhoff sums Snχ :=
∑n
k=1 χ ◦ T
k−1 with S0χ = 0 for some measurable
function χ : Ω→ R≥0. Regarding strong laws of large numbers there is a crucial difference between∫
χdµ being finite or not. In the finite case we obtain by Birkhoff’s ergodic theorem that µ-almost
surely (a.s.)
lim
n→∞
Snχ
n
=
∫
χdµ,
i.e. the strong law of large numbers is fulfilled, whereas in the case of an observable with infinite
expectation, Aaronson showed in [Aar77] that for all positive sequences (dn)n∈N we have µ-a.s.
lim sup
n→∞
Snχ
dn
= +∞ or lim inf
n→∞
Snχ
dn
= 0.
However, there might be a strong law of large numbers after deleting a number of the largest
summands from the partial n-sums. More precisely, for each n ∈ N we chose a permutation
σ ∈ Sn of {0, . . . , n− 1} such that χ ◦ T
σ(0) ≥ χ ◦ T σ(1) ≥ . . . ≥ χ ◦ T σ(n−1) and for given
(bn) ∈ N
N
0 we define
S
bn
n χ :=
n−1∑
k=bn
χ ◦ T σ(k). (1)
If bn = r ∈ N is fixed for all n ∈ N then (S
r
nχ) is called a lightly trimmed sum process. If we allow
the sequence (bn) ∈ N
N
0 to diverge to infinity such that bn = o (n), i.e. limn→∞ bn/n = 0, then
(Srnχ) is called an intermediately (also moderately) trimmed sum process. If there exist r ∈ N and
a sequence of constants (dn) such that limn→∞ S
r
nχ/dn = 1 a.s. we refer to it as a lightly trimmed
strong law and similarly if for an intermediately trimmed sum Sbnn χ there exists (dn) such that
limn→∞ S
bn
n χ/dn = 1 a.s. we refer to it as an intermediately trimmed strong law.
Trimming results for independent, identically distributed (i.i.d.) random variables are well studied.
Mori developed in [Mor76] and [Mor77] general conditions for a lightly trimmed strong law to hold.
These results have been generalized by Kesten and Maller, see [Mal84], [KM92], and [KM95].
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It becomes clear from a result by Kesten, see [Kes93], that light trimming is not always sufficient.
His result implies in particular that a weak law of large numbers for a lightly trimmed sum of
i.i.d. random variables holds if and only if it also holds for the untrimmed sum. This rules out the
possibility for a lightly trimmed strong law if a weak law of large numbers does not hold.
A special case in this context is the case of regularly varying tail variables with index between
−1 and 0. To state more precisely the situation we require that the distribution function F (i.e.
in the dynamical systems setting we have F (x) = µ (χ ≤ x)) fulfills 1 − F (x) ∼ x−αL (x) with
0 < α < 1 and L a slowly varying function. Inhere, u (x) ∼ w (x) means that u is asymptotic to w
at infinity, that is limx→∞ u (x) /w (x) = 1 and L being slowly varying means that for every c > 0
we have L (cx) ∼ L (x).
It can be easily deducted from [Fel71, VII.7 Theorem 2 and VIII.9 Theorem 1] that in the just
mentioned case for i.i.d. random variables no weak law of large numbers and thus no lightly
trimmed strong law holds. Furthermore, the case of i.i.d. random variables with regularly varying
tails is treated by Haeusler and Mason in [HM87] and Haeusler in [Hae93], in which a law of
an iterated logarithm is established. As we are here considering sums of non-negative random
variables instead of Birkhoff sums, we will denote in these cases the sum trimmed by the r maximal
terms by Srn. With this notation and setting F
← : [0, 1] → R≥0 denoting the generalized inverse
function of F , i.e. F← (y) := inf {x ∈ R : F (x) ≥ y}, the results by Haeusler and Mason can be
read as
lim sup
n→∞
±
Sbnn − n ·
∫ 1−bn/n
0
F← (s) ds
γ (n, bn)
almost surely equals 1 if limn→∞ bn/ log logn = ∞, see [HM87], and, almost surely equals a
constant M if bn ∼ c · log logn, see [Hae93]. By comparing the asymptotic behavior of the
norming and centering sequences γ (n, bn) and n ·
∫ 1−bn/n
0 F
← (s) ds referring to [Hae93, Section
4] one can conclude that limn→∞ S
bn
n /(n ·
∫ 1−bn/n
0 F
← (s) ds) = 1 almost surely if and only if
limn→∞ bn/ log logn =∞, i.e. an intermediately trimmed strong law follows as a special case.
The results for the lightly trimmed case have been generalized to dependent random variables from
different contexts. One of the first investigated examples of this situation is the unique continued
fraction expansion of an irrational x ∈ [0, 1] given by
x :=
1
a1 (x) +
1
a2 (x) +
. . .
.
In this case we consider the space Ω := [0, 1]\Q, the Gauss measure µ given by dµ(x) :=
1/ (log 2 (1 + x)) dλ (x) with λ denoting the Lebesgue measure restricted to [0, 1], and the Gauss
map T defined as Tx := {1/x} := 1/x− ⌊1/x⌋. The observable χ : Ω→ N with χ(x) := ⌊1/x⌋ and
⌊x⌋ := max {n ∈ N : n ≤ x} gives then rise to the stationary (dependent, but ψ-mixing) process
χ ◦ T n−1 = an, n ∈ N, of the n-th continued fraction digit. Even though a strong law of large
numbers can not hold for Snχ, Diamond and Vaaler showed in [DV86] that under light trimming
with r = 1 we have a.s.
lim
n→∞
S1nχ
n logn
=
1
log 2
.
These results were generalized in [NN02] and [NN03] to other continued fraction expansions.
In [Hay14] Haynes gave a quantitative strong law of large numbers under trimming for a certain
class of observables χ. He considered the sum S˜nχ := Snχ − δ (n, x)max0≤i≤n−1 χ ◦ T
i with
δ (n, x) ∈ {0, 1}, i.e. the sum is trimmed by the maximal element, but only depending on x. Then
he gave an error term for S˜nχ− dn with (dn) the norming sequence as above.
As random variables arising from a dynamical system are often ψ- or at least φ- or φrev-mixing, it
is a more general approach to prove results for different kinds of mixing random variables instead
of considering a particular dynamical system. For a precise definitions of different kinds of mixing
see [Bra05]. One approach in this directions is a result by Aaronson and Nakada extending the
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results by Mori to ψ-mixing random variables, see in [AN03], i.e. they gave sufficient conditions
for a lightly trimmed strong law to hold.
In this paper we will study intermediately trimmed strong laws for dynamical systems fulfilling a
spectral gap property with the exact assumptions on the system given as Property D in Definition
1.2. The random variables of our main example given in Section 1.4 are at least exponentially
φrev-mixing, which was proven in [AN05]. The most direct approach to prove an intermediately
trimmed strong law would thus be to prove a limit theorem for φrev-mixing systems. However,
it is difficult to prove these trimming results by only assuming a certain speed of mixing. These
problems are elucidated in Section 2.4.
Our method is based on proving an exponential inequality for the dynamical systems using a
spectral method similar to the Nagaev-Guivarc spectral method for the central limit theorem,
giving better results than exponential inequalities for mixing random variables. A sketch of the
proof will be given in Section 2.1 and some of the difficulties will be discussed in Section 2.4.
Assuming dynamical systems to fulfill a spectral gap property, usually fulfilling the assumptions
of our later stated Property C, see Definition 1.1, is a classical assumption under which limit
theorems for dynamical systems are proven. The first statements proven in this setting were
central limit theorems for Markov chains, see [Nag57], and generalizations for other dynamical
systems, see [RE82] and [GH88]. Also other limit theorems have been proven in this setting as
for example local central limit theorems, see [HH01], [GH88], and [HP10] for higher dimensions,
Berry-Esseen theorems, see [Gou05], [HP10], and almost sure invariance principles, see [MN09]
and [Gou10]. For further references we refer the reader to the review papers [Gou15] and [FJ03].
In the following section we will give the precise setting and even though not every φrev-mixing
system can be described by a dynamical system with spectral gap, our setting for dynamical
systems is rather general, as many dynamical systems fulfill the later stated Property C, for
example subshifts of finite type, see for example [PP90] or [Bal00], piecewise expanding interval
maps, see [HK82] and a generalization for infinitely many partitions, see [Ryc83], and Anosov or
Axiom A systems, see [BT07] and [GL08].
To prove an intermediately trimmed strong law we need additional assumptions on the observable
χ given in Property D. As a concrete example we state later in Section 1.4 that under rather mild
assumptions a system of piecewise expanding interval maps fulfills the additional assumptions of
Property D.
We even more show that our setting is rather general in the sense that there are dynamical
systems, for which a lightly trimmed strong law does not hold although it would hold for i.i.d.
random variables with the same distribution function. Keeping the system but using another
observable with a different distribution function allows intermediately trimmed strong laws for the
same trimming sequence as in the i.i.d. case, see Remark 1.13.
In Sections 1.2 and 1.3 we will present intermediately trimmed strong laws for the above mentioned
dynamical systems, for general distribution functions in Section 1.2 and for regularly varying
tail distributions in Section 1.3. The results for general distribution functions are almost as
strong as the i.i.d. trimming results in [KS17] and for the regular variation case we show that an
intermediately trimmed strong law holds for the same trimming sequence (bn) which in the i.i.d.
case can be derived from [HM87].
As a side results we obtain limit results for sums of truncated random variables, see Section
2.2. Namely, for χ : Ω → R≥0 and a real valued sequence (fn)n∈N we consider T
fn
n χ :=∑n
k=1
(
χ · 1{χ≤fn}
)
◦T k−1. Limit results for these truncated sums have been of recent interest for
i.i.d. random variables, see [Nak15] and [GK11].
In Section 2 we will give the main ideas of the proof, explain the differences to the i.i.d. case, and
give the structure of the rest of the paper.
1.1. Basic setting. In the following we will define our two main properties. The first, Property
C, considers dynamical systems with a spectral gap property. Afterwards we define our main
property, Property D, the property under which we prove intermediately trimmed strong laws.
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Definition 1.1 (Property C). Let (Ω,A, T, µ) be a dynamical system with T a non-singular
transformation and T̂ : L1 → L1 be the transfer operator of T , i.e. the uniquely defined operator
such that for all f ∈ L1 and g ∈ L∞ we have∫
T̂ f · gdµ =
∫
f · g ◦ Tdµ, (2)
see e.g. [KMS16, Section 2.3] for further details. Furthermore, let F be a Banach algebra of the
measurable functions with respect to the norm ‖·‖. We say that (Ω,A, T, µ,F , ‖·‖) has Property
C if the following conditions hold:
• µ is a T -invariant, mixing probability measure.
• F contains the constant functions and for all f ∈ F we have
‖f‖ ≥ |f |∞ . (3)
• T̂ is a bounded linear operator with respect to ‖·‖, i.e. there exists a constant K0 > 0 such
that for all f ∈ F we have ∥∥∥T̂ f∥∥∥ ≤ K0 · ‖f‖ . (4)
• T̂ has a spectral gap on F with respect to ‖·‖, see Definition 3.1.
The above mentioned property is a widely used setting for dynamical systems. In particular it
implies that the transfer operator has 1 as a unique and simple eigenvalue on the unit circle which
implies an exponential decay of correlation. We will give proofs of these properties in Section 3.1.
However, in order to state our main theorems we need additional assumptions on the observable
χ acting on a system fulfilling Property C.
Definition 1.2 (Property D). For a Banach algebra F let the subset F+ denote the cone of
non-negative functions and for a fixed measurable function χ : Ω→ R≥0 we set, for all ℓ ∈ R≥0,
ℓχ := χ · 1{χ≤ℓ}.
We say that (Ω,A, T, µ,F , ‖·‖ , χ) has Property D if the following conditions hold:
• (Ω,A, T, µ,F , ‖·‖) fulfills Property C.
• χ ∈ F+.
• There exists K1 > 0 such that for all ℓ > 0,∥∥ℓχ∥∥ ≤ K1 · ℓ. (5)
• There exists K2 > 0 such that for all ℓ > 0,∥∥
1{χ>ℓ}
∥∥ ≤ K2. (6)
Even though a lot of dynamical systems fulfill Property C as mentioned in the introduction, it is
not immediately clear for which observables χ they additionally fulfill Property D. However, it
turns out that for piecewise expanding interval maps the assumptions on χ are rather weak, see
Section 1.4.
1.2. Results for general distribution functions. The following theorem provides us with a
method to find a trimming sequence (bn) if the distribution function F is given. Before stating
this theorem we define ⌈x⌉ := min {n ∈ N : n ≥ x}.
Theorem 1.3. Let (Ω,A, T, µ,F , ‖·‖ , χ) fulfill Property D and let (fn)n∈N be a sequence of positive
real numbers tending to infinity. Fix 0 < ǫ < 1/4 such that for
an := n · (1− F (fn)) , dn := n
∫ fn
0
xdF (x) , n ∈ N,
we have
lim
n→∞
fn/dn ·max
{
a1/2+ǫn (log logn)
1/2−ǫ
, logn
}
= 0. (7)
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Then there exists W > 0 independent of ǫ and (fn) such that for
bn :=
⌈
an +W ·max
{
a1/2+ǫn · (log logn)
1/2−ǫ
, log logn
}⌉
,
n ∈ N, we have
lim
n→∞
Sbnn
dn
= 1 a.s.
Remark 1.4. This theorem is the equivalent to [KS17, Theorem B] for the setting of dynamical
systems. In [KS17] we also give an example how to find a proper trimming function for a given
distribution function F .
As a corollary we obtain that an intermediately trimmed strong law under these conditions always
holds.
Corollary 1.5. Let (Ω,A, T, µ,F , ‖·‖ , χ) fulfill Property D. Then there exist a sequence of natural
numbers (bn)n∈N with bn = o (n) and a sequence of positive reals (dn)n∈N such that
lim
n→∞
Sbnn χ
dn
= 1 a.s.
Remark 1.6. We would like to point out that the sequence (dn)n∈N is not necessarily asymptotic
to the sequence of expectations
(∫
Sbnn χdµ
)
n∈N
. This has been shown in [KS17, Remark 2] for a
sequence of i.i.d. summands.
1.3. Results for regularly varying tails. For stating our main theorem we set
Ψ :=
{
u : N→ R+ :
∞∑
n=1
1
u (n)
<∞
}
.
Then our main result reads as follows:
Theorem 1.7. Let (Ω,A, T, µ,F , ‖·‖ , χ) fulfill Property D and let χ : Ω → R≥0 be such that
µ (χ > x) = L (x) /xα with L a slowly varying function and 0 < α < 1. Further, let (bn)n∈N be a
sequence of natural numbers tending to infinity with bn = o (n). If there exists ψ ∈ Ψ such that
lim
n→∞
bn
logψ (⌊logn⌋)
=∞ (8)
then there exists a positive valued sequence (dn)n∈N such that
lim
n→∞
Sbnn χ
dn
= 1 a.s. (9)
and (dn) fulfills
dn ∼
α
1− α
· n1/α · b1−1/αn ·
(
L1/α
)#(( n
bn
)1/α)
. (10)
Remark 1.8. If L (n) = 1, then the norming sequence simplifies to
dn ∼
α
1− α
· n1/α · b1−1/αn . (11)
Remark 1.9. The condition on the trimming sequence (8) seems very technical at the beginning.
If we choose ψ(n) = n2, then ψ ∈ Ψ and logψ (⌊log n⌋) = 2 log ⌊logn⌋ and thus (8) can also be
written as limn→∞ bn/ log logn =∞.
However, this more general condition allows us to also consider (bn) which are more complicated
and particularly not monotonic. For example one can set
ψ(n) =
{
(log2 n)
2 if n = 2k, k ∈ N
n2 else,
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which yields that condition (8) can be written as limk→∞ b2k/ log log k = ∞ for k ∈ N and
limn→∞ bn/ log logn =∞, where the last limit reaches over all n ∈ N not taking the values n = 2
k
with k ∈ N.
For the case of i.i.d. summands it follows from [Hae93] that the convergence in (9) also implies
limn→∞ bn/ log logn =∞. This implies that our bound is nearly optimal.
1.4. Example: Piecewise expanding interval maps. For our main example, we first define
the space of functions of bounded variation. For simplicity, we restrict ourself to the interval [0, 1]
and let B denote the Borel sets of [0, 1].
Definition 1.10. Let ϕ : [0, 1]→ R. The variation var (ϕ) of ϕ is given by
var (ϕ) := sup
{
n∑
i=1
|ϕ (xi)− ϕ (xi−1)| : n ≥ 1, xi ∈ [0, 1] , x0 < x1 < . . . < xn
}
and we define
V (ϕ) := inf {var (ϕ′) : ϕ′ is a version of ϕ} .
By BV we denote the Banach space of functions of bounded variation, i.e. of functions ϕ fulfilling
V (ϕ) <∞. It is equipped with the norm ‖ϕ‖BV := |ϕ|∞ + V (ϕ).
For further properties of functions of bounded variation see e.g. [BG97, Chapter 2].
Proposition 1.11. Let Ω′ ⊂ [0, 1] be a dense and open set such that µ (Ω′) = 1 and let I :=
(In)n∈N be finite or countable family of closed intervals with disjoint interiors and for any Ij such
that the set Ij ∩ ([0, 1] \Ω
′) consists exactly of the endpoints of Ij .
Then there exists a probability measure µ absolutely continues with respect to the Lebesgue measure
on [0, 1] such that ([0, 1] ,B, µ, T,BV, ‖·‖) fulfills Property C if T fulfills the following properties
• (Uniform expansion) Tn := T |I˚n∈ C
1, and |T ′n| ≥ m > 1 for any n ∈ N.
• T is topologically mixing.
• If we set g (x) := 1/ |T ′ (x)|, then g|I˚i is a function of bounded variation for all n ∈ N.
We note here that this example mainly relies on results in [Ryc83] on piecewise expanding interval
maps on countable partitions generalizing [LY73] where finite partitions are considered.
Due to [Zwe98] the above properties are fulfilled for an infinite partition (In)n∈N and the absolutely
continuous measure µ is finite if
• (Adler’s condition) Ti := T |I˚i∈ C
2 and T ′′/ (T ′)
2
is bounded on Ω′.
• (Finite image condition) # {TIn : In ∈ I} <∞.
• (Uniform expansion) Tn := T |I˚n∈ C
1, and |T ′n| ≥ m > 1 for any n ∈ N.
• T is topologically mixing.
Proposition 1.12. The system ([0, 1] ,B, µ, T,BV, ‖·‖ , χ) with µ and T from Proposition 1.11
fulfills Property D with χ : [0, 1]→ R≥0 if there exist K˜1, K˜2 > 0 such that for all ℓ ∈ R≥0
V
(
ℓχ
)
≤ K˜1 · ℓ (12)
and
V
(
1{χ>ℓ}
)
≤ K˜2. (13)
Setting for example χmonotonically increasing or decreasing implies that (12) and (13) are fulfilled.
Giving then a system ([0, 1] ,B, µ, T,BV, ‖·‖) which fulfills Property C enables us to apply the
theorems from the previous two sections.
Remark 1.13. We note here that Property D includes examples with a mixing structure as in
[Hay14] not fulfilling a lightly trimmed strong law. Haynes investigated the system ([0, 1) ,B, λ, T )
with Tx = 2x mod 1 and the observable χ(x) = ⌊1/x⌋ which does not fulfill a lightly trimmed
strong law.
We might compare this system to i.i.d. random variables with the same distribution function as the
above system and the ψ-mixing continued fraction system mentioned in the introduction which
STRONG LAWS OF LARGE NUMBERS FOR INTERMEDIATELY TRIMMED BIRKHOFF SUMS 7
also has the same distribution function with respect to the Lebesgue measure. Then we obtain
that both systems fulfill a lightly trimmed strong law after only removing the maximal term. The
i.i.d. case follows after an easy calculation using the results in [Mor77].
However, if we take the same system ([0, 1) ,B, λ, T ) but alter χ now being defined as χ(x) = 1/xα
with 0 < α < 1, then the system
(
[0, 1] ,B, λ|[0,1], T, BV, ‖·‖BV , χ
)
fulfills Property D, see the
above propositions. Applying Theorem 2.5 gives that for this system an intermediately trimmed
strong law holds. By the subsequent Remark 1.9 the optimal trimming sequence (bn) also does
not change by the fact that the random variables are not independent.
So it seems that intermediately trimmed strong laws are less susceptible of dependence structures
than lightly trimmed strong laws.
2. Main ideas of proofs
All our trimming theorems, i.e. Theorem 1.3 with its Corollary 1.5 and Theorem 1.7 for regularly
varying tails follow the same idea of proof which will be given in the following. The remaining
parts of the proof will then be given in Section 4.
2.1. Sketch of proof for almost sure limit theorems. In order to prove an intermediately
trimmed strong law we use two main properties discussed in the following and denoted as Properties
A and B. We will first state the properties and then in Lemma 2.3 state how together with an
additional condition they imply an intermediately trimmed strong law.
In the subsequent sections, i.e. Section 2.2 and Section 2.3 we will give an idea how to prove
Properties A and B, what distinguishes them from the case of i.i.d. random variables and why
it is difficult to directly use results about mixing random variables instead of random variables
obeying a spectral gap property.
The first property considers the sum of truncated random variables. Namely, for χ : Ω→ R≥0 we
define
ℓχ := 1{χ≤ℓ} · χ,
for all ℓ ∈ R≥0 and for a real valued sequence (fn)n∈N we let
T
fn
n χ :=
fnχ+ fnχ ◦ T + . . .+ fnχ ◦ T n−1
denote the corresponding truncated sum process.
Definition 2.1. Let (Ω,A, T, µ,F , ‖·‖ , χ) fulfill Property D. We say that (fn) fulfills Property
A for the system (Ω,A, T, µ,F , ‖·‖ , χ) if
lim
n→∞
T
fn
n χ∫
T
fn
n χdµ
= 1 a.s. (14)
The second property deals with the average number of large entries and is defined as follows.
Definition 2.2. Let (Ω,A, T, µ,F , ‖·‖ , χ) fulfill Property D. We say that a tuple ((fn), (γn))
fulfills Property B for the system (Ω,A, T, µ,F , ‖·‖ , χ) if
µ
(∣∣∣∣∣
n∑
i=1
(
1{χ>fn} ◦ T
i−1 − µ (χ > fn)
)∣∣∣∣∣ ≥ γn i.o.
)
= 0 (15)
In the following lemma we show how these two properties together with condition (16) give an
intermediately trimmed strong law.
Lemma 2.3. Let (Ω,A, T, µ,F , ‖·‖ , χ) which fulfill Property D. Further, let (fn) fulfill Property
A and let ((fn), (γn)) fulfill Property B for the system (Ω,A, T, µ,F , ‖·‖ , χ). If additionally
lim
n→∞
γn · fn∫
T
fn
n χdµ
= 0 (16)
holds, then we have for bn := ⌈n · µ (χ > fn) + γn⌉ that
lim
n→∞
Sbnn χ∫
T
fn
n χdµ
= 1 a.s.
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Proof. We can conclude from Property B that a.s.
S
bn
n χ ≤ T
fn
n χ eventually. (17)
On the other hand since fnχ ≤ fn it follows by Property B that a.s.
T
fn
n χ− 2γnfn ≤ S
bn
n χ eventually. (18)
Combining (17) and (18) yields that a.s.
lim
n→∞
Tfnn χ− 2γnfn∫
T
fn
n χdµ
≤ lim
n→∞
Sbnn χ∫
T
fn
n χdµ
≤ lim
n→∞
Tfnn χ∫
T
fn
n χdµ
eventually.
Combining this with Property A and (16) gives the statement of the lemma. 
2.2. Statements about truncated random variables (Property A). We will first state two
results giving an answer for which sequences (fn) Property A holds.
Theorem 2.4. Let (Ω,A, T, µ,F , ‖·‖ , χ) fulfill Property D. For a positive valued sequence (fn)n∈N
assume F (fn) > 0 for all n ∈ N and there exists ψ ∈ Ψ such that
fn∫
T
fn
n χdµ
= o
(
n
logψ (n)
)
(19)
holds. Then
lim
n→∞
Tfnn χ∫
T
fn
n χdµ
= 1 a.s.
Theorem 2.5. Let (Ω,A, T, µ,F , ‖·‖ , χ) fulfill Property D. Assume that F (x) = L (x) /xα where
0 < α < 1 and L is slowly varying. Let (fn)n∈N be a positive valued sequence and assume that
F (fn) > 0, for all n ∈ N. If there exists ψ ∈ Ψ such that
fαn
L (fn)
= o
(
n
logψ (⌊logn⌋)
)
, (20)
then we have
lim
n→∞
Tfnn χ∫
T
fn
n χdµ
= 1 a.s. (21)
Remark 2.6. If additionally fn tends to infinity, we have the more explicit statement that
lim
n→∞
T
fn
n χ
α
1−α · n · f
1−α
n · L (fn)
= 1 a.s.
This can be easily obtained from Lemma 3.18.
Remark 2.7. The above result also improves a result by Nakata for i.i.d. random variables, see
[Nak15]. The results in [Nak15, Theorem 1.2 (ii)] are slightly more general in the sense that he
considers two sequences (ln) and (cn) both depending on n, where (cn) denotes the truncation, in
our case denoted by (fn) and (ln) denotes the summation index which we alway set equal to n.
However, his results are restricted to the case that 1 − F (x) ≍ x−α, where 0 < α < 1 and
f(x) ≍ g(x) denotes the existence of C > 0 such that 1/Cg(x) ≤ f(x) ≤ Cg(x), for all x.
One example for this setting is F (x) = 1 − 1/xα with 0 < α < 1. For this example his condition
for (21) to hold can in our notation be written as
fαn = o
(
n
log n
)
.
Comparing this with the condition that there exists ψ ∈ Ψ such that (20) holds with L constant,
shows that (20) is indeed a weaker condition.
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2.3. A statement about a large deviation result (Property B). The following lemma gives
us a statement to determine under which conditions Property B holds. The formulation is very
general so that it enables us to later prove trimming statements for different settings.
Lemma 2.8. Let
c (k, n) := cǫ,ψ (k, n) := (max {k, logψ (⌊logn⌋)})
1/2+ǫ
· (logψ (⌊logn⌋))
1/2−ǫ
, (22)
for k ∈ R≥1, n ∈ N≥3, 0 < ǫ < 1/4, and ψ ∈ Ψ and let (un)n∈N be a positive valued sequence and
define pn := µ (χ > un).
Then there exist constants N, V > 0 such that for all 0 < ǫ < 1/4, ψ ∈ Ψ, n ∈ N>N , and (un)
positive valued we have
µ
({∣∣Sn1{χ>un} − pn · n∣∣ ≥ V · cǫ,ψ (pn · n, n) i.o.}) = 0. (23)
We note here that Sn1{χ>un} =
∑n
k=1 1{χ◦Tk−1>un}. The lemma is an analogous statement
to [KS17, Theorem 8] for the setting of dynamical systems instead of independent random variables.
2.4. Comments about the method of proof. The method to first prove a statement as in
Property A in order to prove an intermediately trimmed strong law coincides with the method
used for many trimming statements in the i.i.d. setting, for instance in [HM87, Last part of the
proof of Lemma 2] and [Mor77, Lemma 6].
The method to prove trimming results with a large deviation statement as in Property B is
the same as in [Mor77] and [KS17], but differs for example from [HM87] who used a quantile
transformation. However, the quantile transformation heavily relies on the independence of the
random variables, so it does not seem reasonable to transfer this method to our case.
The main idea for proving that (fn) fulfills Property A is to use one version of an exponential
inequality, in the i.i.d. case usually the Bernstein inequality, to estimate
µ
(∣∣∣∣Tfnn χ− ∫ Tfnn χdµ∣∣∣∣ > ǫ ∫ Tfnn χdµ) . (24)
Using in the following a Borel-Cantelli argument for the right choice of (fn) gives a statement as
in (14). Similarly, to prove that a tuple ((fn), (γn)) fulfills Property B one can use an exponential
inequality estimating
µ
(∣∣Sn1{χ>fn} − µ (χ > fn) · n∣∣ ≥ γn)
in order to apply a Borel-Cantelli statement afterwards.
In particular for proving a Property A statement it is difficult to use an exponential inequality for
mixing random variables. To explain this we will in the following distinguish the notation between
random variables from a dynamical system, writing Sχ, Trχ, µ, (χ◦T n−1) and
∫
χdµ and generic
random variables, for example i.i.d. writing Sn, T
r
n , P, (Xn), and E (X1).
The first difficulty is that exponential inequalities usually depend on the maximal bound of the
considered random variables. In our case we have that
∣∣fnχ∣∣
∞
= fn and fn is depending on n.
Using a direct application of the Bernstein inequality as in [KS17, Lemma 10] we obtain for the
i.i.d. case that
P
(∣∣T fnn − E (T fnn )∣∣ > ǫE (T fnn )) ≤ exp
(
−
3ǫ2
6 + 2ǫ
·
E
(
T fnn
)
fn
)
. (25)
The easiest way to prove a statement as in (14) is then to determine (fn) such that
∞∑
n=1
exp
(
−
3ǫ2
6 + 2ǫ
·
E
(
T fnn
)
fn
)
<∞. (26)
In order to be precise we have to remark here that in our proof we actually use a different sum
given in (68). However, the problem explained in the following does not change by considering
the sum in (26) instead.
In case that we have mixing random variables the situation becomes more difficult than for inde-
pendent random variables. Even though there is a vast literature about exponential inequalities
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for mixing random variables, it is difficult to obtain results as strong as in the i.i.d. case using
them. We will explain the difficulties mentioning exemplarily some of the more recent results.
Many exponential inequalities are given with a constant depending on the distribution function
of the considered random variable and, consequently, are depending the bound (fn) and the de-
pendence can not be easily determined by the proof of these inequalities, see for example [Ada08]
and [MPR11] and some statements in [Dou94].
In other publications as in [MPR09] the bound depending on (fn) is given, but the obtained
results are weaker as in the i.i.d. case. Theorem 2 of this publication states that for exponentially
α-mixing identically distributed random variables (Xn) there exists a constant C > 0 such that
for all n ∈ N and x ≥ 0
P (|Sn − E (Sn)| > x) ≤ exp
(
−
C · x2
n · v2 +M2 + xM (logn)
2
)
,
where |Xi| ≤ M and v
2 = supi>0
(
V (Xi) + 2
∑
j>i |Cov (Xi, Xj)|
)
> 0 and V(Y ) denotes the
variance of Y . Applying this to our case this result yields
µ
(∣∣∣∣Tfnn χ− ∫ Tfnn χdµ∣∣∣∣ > ǫ · ∫ Tfnn χdµ) ≤ exp
(
−
C ·
(
ǫ ·
∫
Tfnn χdµ
)2
n · v2 + f2n + ǫ ·
∫
T
fn
n χdµ · fn (logn)
2
)
.
For the example F (x) = 1− 1/xα with 0 < α < 1 we have by (46) that
exp
(
−
C ·
(
ǫ ·
∫
Tfnn χdµ
)2
n · v2 + f2n + ǫ ·
∫
T
fn
n χdµ · fn (logn)
2
)
≥ exp
(
−
C ·
(
ǫ ·
∫
Tfnn χdµ
)2
f2n
)
≥ exp
(
−
C · ǫ2 · α2
(1− α)
2 ·
n
f2αn
)
.
As a comparison, in the i.i.d. case we obtain by the Bernstein inequality (25) for the same distri-
bution function
P
(∣∣T fnn − E (T fnn )∣∣ > ǫ · E (T fnn )) ≤ exp(− 3ǫ26 + 2ǫ · α1− α · nfαn
)
.
This difference in the denominator changes the set of sequences (fn) which fulfill (26) a lot and
thus also statements about the set of sequences (fn) fulfilling Property A. Similar problems occur
by applying other theorems in this publication.
Other statements, see for example [Dou94, Theorem 4, Chapter 1.4.2], give an exponential in-
equality with an additional summand depending on the speed of mixing. For (Xn)n∈N being a
sequence of non-negative, β-mixing (a slightly weaker form of mixing than φrev-mixing), identi-
cally distributed random variables with limn→∞ β (n) · n = 0 Doukhan states for any 0 < δ < 1
and 0 ≤ η ≤ n/
(
1 + δ2/4
)
that
P (|Sn − E (Sn)| ≥ x) ≤ 4 exp
(
−
(1− δ) · x2
2
(
n · σ2 + 13 · η ·M · x
))+ 2 · n · β (⌊η · δ2/4⌋− 1)
η
, (27)
where |X1| ≤M and σ
2 ≥ V
(∑i+j−1
k=i Yk
)
/j for all i, j ∈ N.
In order to obtain a summable expression for an estimate of (24) one would have to guarantee
that both summands in (27) are summable. For the second summand this can only be ensured if
ηn := η is tending to infinity for n tending to infinity. However, this increases the first summand,
leading to worse results than in the i.i.d. case.
Further, we want to point out that Adamczak gives an example in [Ada08] that for observables on
an infinite state aperiodic and irreducible Markov chain the estimation can not be as good as in
the independent case in that sense that the expression in the exponent differs by more than only a
constant. Even though it is not clear if this example fulfills a φrev-mixing property and it does not
fulfill a φ-mixing property, by [Bra05, Theorem 3.2] this Markov chain is at least exponentially
β-mixing. From this consideration it might be reasonable to assume that the lack of independence
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is a reason that exponential inequalities for φrev-mixing random variables can not be formulated
with the same sharpness as in the i.i.d. case.
Instead of using results for mixing random variables we prove an exponential inequality for dy-
namical systems fulfilling Property C, stated as follows:
Lemma 2.9. Let (Ω,A, T, µ,F , ‖·‖) fulfill Property C. Then there exist positive constants K, N ,
U such that for all ϕ ∈ F fulfilling
∫
ϕdµ = 0, all u ∈ R>0, and all n ∈ N>N we have
µ
(
max
i≤n
|Siϕ| ≥ u
)
≤ K · exp
(
−U ·
u
‖ϕ‖
·min
{
u
n · |ϕ|1
, 1
})
.
Additionally to their mixing properties the random variables
(
ϕ ◦ T n−1
)
obtain additional struc-
tures which facilitate to obtain an exponential inequality. More precisely, we first use Markov’s
inequality to obtain the statement in Lemma 4.2. The subsequent estimation of
∫
exp (t · Snϕ) dµ
seems to give better results using analytic perturbation theory than using blocking techniques for
mixing random variables.
The main idea here is to use perturbation theory for the perturbed transfer operator T̂zh :=
ϕT̂zh := T̂ (e
z·ϕ · h). This gives us
∫
et·Snϕdµ =
∫
T̂ nt 1dµ, see the proof of Lemma 4.3. We assume
that T̂ has a spectral gap and prove in Lemma 3.5 that this is also true for ϕT̂t if ‖ϕ‖ · t is small
enough. This will eventually lead us to the result that
∫
T̂ nt 1dµ ≤ K
′ · |ϕλt|
n
with λt :=
ϕλt being
the largest eigenvalue of the operator ϕT̂ t and K
′ a constant, see Lemma 4.3. Finally, we estimate
λt using the Taylor expansion
∑∞
k=0 t
k · λ
(k)
0 /k!, see Lemma 4.4.
The proof of Lemma 2.9 seems rather lengthy compared to the proof of limit theorems using
analytic perturbation theory, for example the central limit theorem. One reason for that is that
in Lemma 3.5 we need a uniform bound of ‖ϕ‖ · t for ϕT̂t to fulfill a spectral gap property. Such
results are usually only developed for ϕT̂t for a fixed ϕ. A similar problem occurs in Lemma 3.7.
Furthermore, in order to obtain optimal results we indeed have to estimate λ
(k)
0 , for all k ∈ N, see
Lemma 4.4, not stopping after a certain term of the Taylor expansion.
Additionally, we prove this exponential inequality as a maximal inequality. Even though there is
literature generalizing exponential inequalities to maximal exponential inequalities, see [KM13],
we obtain better results using a direct approach, i.e. we transform the sum Snϕ into a martingale
and apply a generalization of Doob’s inequality, see Lemma 4.1.
For proving Lemma 2.8 we use the same inequality given in Lemma 2.9. The obtained results only
differ from the results for i.i.d. random variables in that respect that we can give the constant V
in Lemma 2.8 explicitly. Inhere, the constant depends on some inherit properties of the dynamical
system.
However, since in this case the considered random variables are all bounded by 1, it might be
possible to directly use exponential inequalities stated for mixing random variables.
The second difficulty is that in order to prove optimal results we use some inclusions in both the
proof of Theorem 2.5 and Lemma 2.8. The method is mentioned as (A) and (B) on p. 25 for the
proof of Theorem 2.5 and as (A) and (B) on page 29 for the proof of Lemma 2.8.
This enables us to use the Borel-Cantelli statement with fewer summands leading to stronger
results.
The method used in [HM87] is slightly shorter, however it requires (fn) to be monotonic. With this
results it is only possible to prove trimming statements with (bn) being asymptotic to an increasing
sequence. Sequences (bn) as in Remark 1.9 are not covered in their results, since following the
proof of Theorem 1.7 gives bn ∼ n · µ (χ > fn).
2.5. Structure of the paper. We will give some preliminary statements in Section 3, i.e. we
will give the definition of a spectral gap and show the resulting decay of correlation in Section
3.1. In Section 3.2 we give an introduction into analytic perturbation theory for the operator T̂z
defined as T̂zh :=
ϕT̂zh := T̂ (e
z·ϕ · h). We will improve two classical results by showing that they
also hold uniformly. In Section 3.3 we will recall some classical results in the theory of regular
variation which enables us later to prove Theorem 1.7.
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With this background we are able to prove the main steps explicated in the previous section. In
Section 4.1 we prove the exponential inequality Lemma 2.9. Using this inequality we can prove
the statements concerning Properties A and B, i.e. in Section 4.2 we prove Theorems 2.4 and 2.5
and in Section 4.3 we prove Lemma 2.8. Finally, in Section 4 we prove our main theorems, i.e. we
prove the necessary properties to apply Lemma 2.3 and show then how the trimming statements
in Sections 1.2 and 1.3 follow from this lemma. In the last Section 4.5 we prove that our example
from Section 1.4 actually fulfills all required properties.
3. Preliminary statements
3.1. Spectral gap and decay of correlation. In this section we will first give the precise defi-
nition of a spectral gap. Then we state some properties for dynamical systems fulfilling Property
C, for instance a decay of correlations.
The results of this section are known, but scattered around the literature and often only proven
for one particular system why we decided to reformulate them in the general setting.
In the following we denote the spectral radius of an operator U by ρ (U).
Definition 3.1 (Spectral gap). Suppose F is a Banach space and U : F → F a bounded linear
operator. We say that U has a spectral gap if there exists a decomposition U = λP + N with
λ ∈ C and P,N bounded linear operators such that
• P is a projection, i.e. P 2 = P and dim (Im (P )) = 1,
• N is such that ρ (N) < |λ|,
• P and N are orthogonal, i.e. PN = NP = 0.
Dealing with operators U : F → F we use the operator norm ‖U‖ := sup‖ϕ‖≤1 ‖Uϕ‖.
Lemma 3.2. Let (Ω,A, T, µ,F , ‖·‖) fulfill Property C. Then T̂ has a simple eigenvalue λ =
ρ
(
T̂
)
= 1. This eigenvalue is unique on the unit circle and has maximal modulus.
Proof. Using the defining relation of T̂ in (2) gives that its operator norm with respect to the L1µ-
norm is equal to 1. This immediately implies that the modulus of any eigenvalue cannot exceed
1. Now, if λ is an eigenvalue of the eigenfunction f , then we have for every A ∈ B and n ∈ N that∫
T−n(A)
fdµ =
∫
f · 1T−n(A)dµ =
∫
f · 1A ◦ T
ndµ =
∫
T̂ nf · 1Adµ = λ
n
∫
A
fdµ. (28)
If we assume that λ = 1, then for all a ∈ R and n ∈ N, we have∫
T−n({f>a})
fdµ =
∫
{f>a}
fdµ.
Since T is ergodic and preserves the probability measure µ it follows that µ({f > a}) ∈ {0, 1}, for
all a ∈ R, and consequently f has to be constant almost everywhere. Since 1 is the eigenvalue
only for the constant functions, this eigenvalue has to be simple. Furthermore, since µ is mixing
we have for all f ∈ L2 and thus f ∈ F and all A ∈ B that
lim
n→∞
∫
f · 1A ◦ T
ndµ =
∫
fdµ · µ (A) .
If we assume that f is an eigenfunction to the eigenvalue λ, (28) implies
lim
n→∞
λn
∫
A
fdµ =
∫
fdµ · µ (A) .
In case that λ lies on the unit circle the only possibility that this equality holds is that λ = 1. 
Lemma 3.3. Let (Ω,A, T, µ,F , ‖·‖) fulfill Property C and write T̂ = λP +N with λ, P,N as in
Definition 3.1. Then Pf =
∫
fdµ holds for all f ∈ F .
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Proof. From the proof of Lemma 3.2 we know that the constant functions are eigenfunctions of
T̂ to the maximal eigenvalue λ = 1. Thus, Pf is almost everywhere constant for all f ∈ F . By
Riesz’ representation theorem we know that there exists g ∈ L∞ such that for all f ∈ F we have
that Pf =
∫
f · gdµ. Furthermore,∫
f · gdµ = Pf = P
(
T̂ f
)
=
∫
T̂ f · gdµ =
∫
f · g ◦ Tdµ.
Since µ is ergodic, g = g ◦ T and thus, g is constant. 
With the above lemmas we can prove that a decay of correlation holds under Property C.
Lemma 3.4 (Decay of correlations). Let (Ω,A, T, µ,F , ‖·‖) fulfill Property C. Further, let ϕ1 ∈ L
1
and ϕ2 ∈ F and define
τ := sup
{
|z| : |z| < 1, z ∈ spec
(
T̂
)}
.
Then there exists for every τ > τ a constant R > 0 such that
Corϕ1,ϕ2 (n) :=
∣∣∣∣∫ (ϕ1 ◦ T n) · ϕ2dµ− ∫ ϕ1dµ · ∫ ϕ2dµ∣∣∣∣ ≤ R · |ϕ1|1 · ‖ϕ2‖ · τn,
for all n ∈ N.
The proof of this lemma follows the proof of [Bal00, Theorem 1.6] which is given for piecewise
expanding interval maps.
Proof. By the properties of the transfer operator we have that
Corϕ1,ϕ2 (n) :=
∣∣∣∣∫ (ϕ1 ◦ T n) · ϕ2dµ− ∫ ϕ1dµ · ∫ ϕ2dµ∣∣∣∣
=
∣∣∣∣∫ ϕ1 · T̂ nϕ2dµ− ∫ ϕ1dµ · ∫ ϕ2dµ∣∣∣∣
=
∣∣∣∣∫ ϕ1 ·(T̂ nϕ2 − ∫ ϕ2dµ) dµ∣∣∣∣
≤
∫
|ϕ1|dµ ·
∣∣∣∣T̂ n(ϕ2 − ∫ ϕ2dµ)∣∣∣∣
∞
.
It follows from Lemmas 3.2 and 3.3 that spec
(
T̂
)
consists of the simple eigenvalue 1 with the
corresponding spectral projection Pf =
∫
fdµ and a subset of a disc with radius τ < 1. Hence,
ρ
(
T̂ (id−P )
)
= τ
and it follows from Gelfand’s formula, see for example [Lax02, p. 195], and |·|∞ ≤ ‖·‖ that for all
τ > τ there exists R > 0 such that for all n ∈ N∣∣∣∣T̂ nϕ2 − ∫ ϕ2dµ∣∣∣∣
∞
≤
∥∥∥∥T̂ nϕ2 − ∫ ϕ2dµ∥∥∥∥ ≤ R · τn · ‖ϕ2‖
and thus, the statement of the lemma follows. 
3.2. Analytic perturbation of the transfer operator. We consider in the following the per-
turbed transfer operator given by
T̂zh :=
ϕT̂zh := T̂ (e
z·ϕ · h) . (29)
Obviously, T̂ = T̂0. We remember from the previous section that under the restriction that
condition C holds we have that T̂ = P +N := P0 +N0 with ρ(N0) < 1.
Our main goal in this section is to prove the following two main lemmas, where the first reads as
follows.
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Lemma 3.5. Let (Ω,A, T, µ,F , ‖·‖) fulfill Property C. For all θ ∈ (0, (1− ρ(N0))/2) there exists
κ > 0 such that for all ϕ ∈ F with
∫
ϕdµ = 0 and |z| · ‖ϕ‖ < κ we have
ϕT̂z =
ϕλz
ϕPz +
ϕNz =: λzPz +Nz, (30)
where
P 2z = Pz, dim Im (Pz) = 1, NzPz = PzNz = 0, |λz | ≥ 1− θ, and ρ(Nz) ≤ ρ(N0) + θ, (31)
and Tz, λz, Pz, and Nz are analytic with the definition of analyticity for operators given in
Definition 3.6.
The fact that for a given function ϕ the operator ϕT̂z is analytic and has a decomposition
ϕλz ·
ϕPz+
ϕNz, where
ϕT̂z,
ϕλz ,
ϕPz, and
ϕNz are analytic in a neighborhood of zero is widely known,
see for example [Gou15, Proposition 2.3], [FJ03, Theorem 8.2], [Sar12, Chapter 3].
However, those results say nothing about a uniform bound of the analytic convergence radius if
one considers the perturbed operator ϕT̂z for different functions ϕ. Furthermore, to prove Lemma
3.7 we will see that the additional uniform bounds |λz| ≥ 1− θ and ρ(Nz) ≤ ρ(N0) + θ instead of
just assuming ρ(Nz) < λz are necessary.
When we speak here about analyticity of operators we usually refer to strong analyticity given in
the following definition.
Definition 3.6 (Weak and strong analyticity). Let G be a Banach space and B := B (G) be the
space of all bounded linear operators. Let U ⊂ C be open and (Lz)z∈U a one parameter family of
operators in B.
We call (Lz) weakly analytic if ϕ (Lz) is homomorphic on U for every bounded linear ϕ : B → C.
We call (Lz) strongly analytic if for every z ∈ U there exists L
′
z ∈ U such that
lim
h→0
∥∥∥∥Lz+h − Lzh − L′z
∥∥∥∥ = 0.
However, from [Kat95, Theorem III-3.12] we know that in fact weak analyticity and strong ana-
lyticity are equivalent.
Our second main lemma in this section will give a bound on n such that |ϕλz|
−n
· ‖ϕNnz ‖ ≤ 1.
Lemma 3.7. Let (Ω,A, T, µ,F , ‖·‖) fulfill Property C and let ϕλz,
ϕNz, and κ be given as in
Lemma 3.5. Then there exists N ∈ N and κ′ ∈ (0,κ) such that for all ϕ ∈ F fulfilling
∫
ϕdµ = 0,
all z ∈ C with |z| · ‖ϕ‖ < κ′, and all n ∈ N>N
|ϕλz |
−n
· ‖ϕNnz ‖ ≤ 1. (32)
From Gelfand’s formula, see for example [Lax02, p. 195], and Lemma 3.5 it follows easily that
sup
|z|<κ/‖ϕ‖
ρ (ϕNz) = sup
|z|<κ/‖ϕ‖
lim
n→∞
n
√
‖ϕNnz ‖ < inf
|z|<κ/‖ϕ‖
|ϕλz |
and for fixed ϕ an N fulfilling (32) for all n ≥ N is easily determined. However, as we will see
in the proof of this lemma at the end of the section, some more attention is needed to obtain a
uniform bound.
In what follows we will resume some of the known results and prove with general operator theory
the above lemmas. In the following let ϕ
(k)
z with z ∈ U and U an open domain in C, denote the
k-th derivative of operators or C valued functions (z 7→ ϕz)z∈U .
Lemma 3.8. Let (Ω,A, T, µ,F , ‖·‖) fulfill Property C and let ϕ ∈ F . Then the operator T̂z given
by (29) is analytic on C and we have
T̂ (k)z = T̂zM
k
ϕ (33)
where Mϕ : F → F and Mϕh := ϕh.
Proof. To show the analyticity of T̂z, observe that
T̂z =
∞∑
n=0
zn
n!
· T̂Mnϕ (34)
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in a neighborhood of 0. Mϕ is bounded, because ‖Mϕh‖ ≤ ‖ϕ‖ ‖h‖. Therefore,∥∥∥T̂z∥∥∥ ≤ ‖id‖+ ∥∥∥T̂∥∥∥ · ∞∑
n=1
|z|
n
· ‖ϕ‖
n
n!
converges, i.e. T̂z converges absolutely with respect to ‖·‖ and the representation in (34) holds
for all z ∈ C. Hence, for each ϕ element of the dual of the space of bounded linear operators,
ϕ
(
T̂z
)
can be expanded into a power series. Since strong and weak analyticity are equivalent it
follows that T̂ ′z and by the analyticity also the derivatives T̂
(n)
z exist. (33) follows from the series
expansion (34) by induction. 
In the following we are considering for which ϕ and z ∈ C the operator ϕT̂ z is close to T̂ . In order
to specify closeness we start with some definitions concerning the norms.
Definition 3.9. For M ⊂ F set SM := {u ∈M : ‖u‖ = 1}. We define for two sets M,N ⊂ F
and u ∈ F the distance measures
dist (u,M) := inf
v∈M
‖u− v‖ ,
d (M,N) := sup
u∈SM
dist (u,N) ,
d̂ (M,N) := max {d (M,N) , d (N,M)} .
Furthermore, we define for two operators U, V : F → F
d̂ (U, V ) := d̂ (G (U) , G (V )) ,
where G (U) denotes the graph of U . As the graph norm for a graph of an operator U : F → F
we use for (x, y) ∈ F × F the norm
‖(x, y)‖ :=
√
‖x‖
2
+ ‖y‖
2
.
Remark 3.10. We remark here that the notation using d and d̂ differs here from that used in
[Kat95]. Our d and d̂ coincides with his definition of δ and δ̂, where he defines additional distance
measures by d and d̂.
Indeed, the convergence with respect to d̂ is a generalization to convergence in norm as the following
calculations for U, V : F → F shows: By Definition 3.9 it follows that
d (G(U), G (V )) = sup
u∈SG(U)
inf
v∈G(V )
‖u− v‖
≤ sup
‖(f,V f)‖≤1
√
‖f − f‖2 + ‖Uf − V f‖2
≤ sup
‖f‖≤1
‖Uf − V f‖ . (35)
Similarly, we obtain
d (G (V ) , G (U)) ≤ sup
‖f‖≤1
‖V f − Uf‖ . (36)
Combining (35) and (36) yields
d̂ (U, V ) ≤ sup
‖f‖≤1
‖V f − Uf‖ . (37)
Lemma 3.11. Let (Ω,A, T, µ,F , ‖·‖) fulfill Property C. Let ϕT̂z be defined as in (29). Then for
all ǫ > 0 there exists δ > 0 such that |z| · ‖ϕ‖ < δ implies d̂ (ϕT̂z, T ) < ǫ.
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Proof. Let ǫ > 0 be given such that d̂
(
T̂ , ϕT̂z
)
< ǫ. By the definition of ϕT̂z and inequalities (4)
and (37) we obtain
d̂
(
T̂ , ϕT̂z
)
≤ sup
‖f‖≤1
∥∥∥T̂ (exp (ϕ · z) · f)− T̂ f∥∥∥ = sup
‖f‖≤1
∥∥∥T̂ ((exp (ϕ · z)− 1) · f)∥∥∥
≤ sup
‖f‖≤1
K0 · ‖(exp (ϕ · z)− 1) · f‖ ≤ K0 · ‖(exp (ϕ · z)− 1)‖ , (38)
where the last inequality follows from the fact that F is a Banach algebra. Furthermore, we have
that
‖exp (z · ϕ)− 1‖ =
∥∥∥∥∥
∞∑
n=1
(z · ϕ)n
n!
∥∥∥∥∥ ≤
∞∑
n=1
|z|n · ‖ϕ‖n
n!
≤ exp (‖ϕ‖ · |z|)− 1 (39)
and we can thus conclude from (38) that
d̂
(
T̂ , ϕT̂z
)
≤ K0 · (exp (‖ϕ‖ · |z|)− 1) .
Furthermore, there exists δ > 0 such that ‖ϕ‖ · |z| < δ implies K0 · (exp (‖ϕ‖ · |z|)− 1) < ǫ, which
gives the statement of the lemma. 
In the next steps we prove that the operator ϕT̂z, if close enough to T̂ , can indeed be spectrally de-
composed similarly as T̂ without saying anything about the analyticity of the spectral components.
More precisely we formulate this in the following lemma.
Lemma 3.12. Let (Ω,A, T, µ,F , ‖·‖) fulfill Property C. Let ϕT̂z be defined as in (29). Then there
exists κ > 0 such that for all ϕ ∈ F with
∫
ϕdµ = 0 and |z| · ‖ϕ‖ < κ a spectral decomposition as
in (30) exists fulfilling (31).
For the proof of Lemma 3.12 we will basically use parts of [Kat95, Theorem IV-3.16] which state
the following:
Lemma 3.13. Let G be a Banach space, let U : G → G be a bounded linear operator, and let
Σ (U) := spec (U) be separated into two parts Σ′ (U) and Σ′′ (U) by a simple closed curve Γ. Let
G = M ′ (U)⊕M ′′ (U) be the associated decomposition of G. Then there exists ǫ > 0 depending on
U and Γ such that for all V : G → G with d̂ (U, V ) < ǫ the spectrum Σ(V ) := spec(V ) is separated
by Γ into Σ′(V ) and Σ′′(V ) and the associated decomposition
G = M ′ (V )⊕M ′′ (V )
fulfills
dimM ′ (V ) = dimM ′ (U) and dimM ′′ (V ) = dimM ′′ (U) .
The decomposition G = M ′(V ) ⊕M ′′(V ) is continuous in V in the sense that for all ǫ > 0 there
exists δ > 0 such that d̂ (U, V ) < δ implies ‖P [U ]− P [V ]‖ < ǫ, where P [U ] denotes the projection
of G onto M ′(V ) along M ′′(V ) and P [V ] analogously.
The lemma holds analogously for separating the spectrum in more than one component.
Proof of Lemma 3.12. Since T̂ has a spectral gap, we can write
T̂ = T̂0 = λ0P0 +N0
with λ0, P0, and N0 fulfilling (31). For proving that T̂z can be represented in the same manner we
aim to apply Lemma 3.13 splitting the spectrum formally in three components. First we choose
for Γ = Γ1 a circle around 0 with radius r = ρ(N0) + θ and as a second step we choose for Γ = Γ2
a circle around 0 with radius r = 1− θ. By the fact that T̂ has a spectral gap and Lemma 3.2 this
separates the spectrum of T̂ into the single eigenvalue 1 (outside the circle Γ1), an empty part of
the spectrum (between the circles Γ1 and Γ2) and the remainder of the spectrum spec
(
T̂
)
\ {1}
(inside the circle Γ2).
These circles determine ǫ such that the spectrum of all U : F → F with d̂
(
T̂ , U
)
< ǫ is separated
in the above described way. Hence, d̂
(
T̂ , ϕT̂z
)
< ǫ implies that a spectral decomposition as in (30)
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exists fulfilling (31). Using Lemma 3.11 and choosing κ appropriately gives the statement of the
lemma. 
Finally, to prove Lemma 3.5 we will use [Kat95, Theorems VII-1.7 and VII-1.8] and their proofs.
Together they state the following.
Lemma 3.14. If a family of operators (Uz)z∈C with Uz : F → F depends on z holomorphically and
has a spectrum consisting of two separated parts and each Uz can be represented as Uz = λzPz+Nz
fulfilling the requirements as in (31), then there exists ǫ > 0 such that λz, Pz, and Nz consist of
branches of one or several analytic functions with at most algebraic singularities in B (ǫ, 0), i.e.
the ball with radius ǫ around zero. Let
‖(Uz − U0) f‖ ≤ a · ‖f‖+ b · ‖Uzf‖ (40)
and
a ·
∥∥U−10 ∥∥+ b < 1, (41)
then ǫ can be determined as the supremum of r ∈ R>0 such that (40) and (41) hold for all |z| ≤ r
and all f ∈ F .
Proof of Lemma 3.5. By Lemma 3.12 there exists κ > 0 such that the representation T̂z = λzPz+
Nz fulfilling (31) exists if |z| · ‖ϕ‖ < κ. We aim to apply Lemma 3.14 on T̂z. The analyticity of
T̂z is given by Lemma 3.8. By (4) we have that∥∥∥(T̂z − T̂0) f∥∥∥ = ∥∥∥T̂0 ((exp (z · ϕ)− 1) f)∥∥∥ ≤ K0 · ‖exp (z · ϕ)− 1‖ · ‖f‖
and by (39) it follows that∥∥∥(T̂z − T̂0) f∥∥∥ ≤ K0 · (exp (|z| · ‖ϕ‖)− 1) · ‖f‖ .
Hence, Uz := T̂z fulfills (40) if we set a := K0 ·(exp (|z| · ‖ϕ‖)− 1) and b := 0. Since exp (|z| · ‖ϕ‖)−
1 can be chosen arbitrarily close to zero for sufficiently small |z|, there exists κ ∈ (0, κ] such that
a ≤ 1/‖T̂−10 ‖ and thus (41) holds for all |z| · ‖ϕ‖ < κ.
Since (30) holds and there is in particular only one branch in z = 0, it follows that there are no
algebraic singularities in B (ǫ, 0) and λz is analytic on B (ǫ, 0). 
Finally, we want to prove Lemma 3.7. First we define for a bounded operator U the resolvent
R (ξ, U) := (ξid− U)−1 and the resolvent set of U as the set of all scalars ξ such that R (ξ, U) <
∞. Before we start with the proof of this lemma, we first state the following lemma about the
perturbation of the resolvent which is a simplified version of [Kat95, Theorem IV-3.15].
Lemma 3.15. Let G be a Banach space and U : G → G be a bounded linear operator. For all ǫ > 0
there exists δ > 0 such that for all bounded operators V : G → G we have that d̂(U, V ) < δ implies
‖R(ξ, V )−R(ξ, U)‖ < ǫ.
Proof of Lemma 3.7. Following the proof of Gelfand’s formula, see for example [Lax02, p. 196],
yields for all δ > 0 and n ∈ N that
‖ϕNnz ‖ ≤ c · (ρ (
ϕNz) + δ)
n+1
(42)
with
c := ϕcz := max
|ξ|=ρ(ϕNz)+δ
‖R (ξ, ϕNz)‖ .
In the next steps we will show that there exists κ′ ∈ (0,κ) such that ϕcz is uniformly bounded for
|z|·‖ϕ‖ < κ′. Applying Lemma 3.5 with θ := (1− ρ (N0)) /4 yields sup|z|<κ/‖ϕ‖ ρ (Nz) ≤ ρ (N0)+θ
if |z| · ‖ϕ‖ < κ. Thus, the maximum principle and choosing δ := θ yield for |z| · ‖ϕ‖ < κ that
ϕcz ≤ max
|ξ|=ρ(ϕN0)+2θ
‖R (ξ, ϕNz)‖
≤ max
|ξ|=ρ(ϕN0)+2θ
‖R (ξ,N0)‖+ max
|ξ|=ρ(ϕN0)+2θ
‖R (ξ, ϕNz)−R (ξ,N0)‖ .
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Our choice of θ ensures that ζ belongs to the resolvent set of ϕNz if |ξ| = ρ (N0) + 2θ.
We note here that (37) implies ‖Nz −N0‖ ≥ d̂ (
ϕNz, N0). In the following we combine Lemma
3.11, the continuity statement of Lemma 3.13 applied for the projection to N , and Lemma 3.15.
This implies that for all ξ with |ξ| = ρ (N0) + 2θ there exists κ
′
ξ > 0 such that |z| · ‖ϕ‖ < κ
′
ξ
implies ‖R (ξ, ϕNz)−R (ξ,N0)‖ ≤ 1.
Since the set {ξ : |ξ| = ρ (N0) + 2θ} is compact, we can set κ
′ := min|ξ|=ρ(N0)+2θ κ
′
ξ > 0. Hence,
sup
|z|·‖ϕ‖<κ′
ϕcz ≤ max
|ξ|=ρ(ϕN0)+2θ
‖R (ξ,N0)‖+ 1 =: c˜.
Before we estimate |ϕλz |
−n · ‖ϕNnz ‖ we remember that Lemma 3.5 gives inf |z|<κ/‖ϕ‖ |
ϕλz| ≥ 1− θ
and sup|z|<κ/‖ϕ‖ ρ (
ϕNnz ) ≤ ρ (N0) + θ. Applying this and the choice of δ = θ on (42) yields for
all |z| · ‖ϕ‖ < κ′ that
|ϕλz|
−n
· ‖ϕNnz ‖ ≤ |λz |
−n
· c˜ · (ρ (Nz) + δ)
n+1
≤ (1− θ)
−n
· c˜ · (ρ (N0) + 2θ)
n+1
=
(
ρ (N0) + 2θ
1− θ
)n
· c˜ · (ρ (N0) + 2θ) .
Since by construction ρ (N0) + 2θ < 1− θ, there exists N ∈ N such that for all n > N(
ρ (N0) + 2θ
1− θ
)n
<
1
c˜ · (ρ (N0) + 2θ)
and thus |λz |
−n
· ‖Nnz ‖ < 1, i.e. the statement of the lemma. 
3.3. Regular variation. In this section we give the definition of the de Bruijn conjugate, needed
in Theorem 1.7 and some technical lemmas used for the regular variation setting. We start with
the de Bruijn conjugate.
Definition 3.16. Let L be a slowly varying function at infinity. If the function L# is slowly
varying at infinity and fulfills the following convergences
lim
x→∞
L (x) · L# (xL (x)) = 1 = lim
x→∞
L# (x) · L
(
xL# (x)
)
,
it is called the de Bruijn conjugate of L.
The de Bruijn conjugate always exists and is unique up to asymptotic equivalence. For further
information see [BGT87, Section 1.5.7 and Appendix 5]. With the notion of the de Bruijn conjugate
we are able to give asymptotic inverses for regularly varying functions given in the next two lemmas.
Lemma 3.17. Let γ, δ > 0. If f : R+ → R+ is such that f (x) = xγ·δLγ
(
xδ
)
, where L denotes a
slowly varying function in infinity, then any function g : R+ → R+ with
g (x) ∼ x1/(γ·δ)L#1/δ
(
x1/γ
)
(43)
is the asymptotic inverse of f , i.e. f (g (x)) ∼ g (f (x)) ∼ x for x tending to infinity. One version
of g is f←.
Proof. [BGT87, Proposition 1.5.15] states that (43) is the asymptotic inverse of f . Proposition
1.5.12 of the same book states that h with h (y) := inf {x ∈ [0,∞) : f (x) > y} is one version of the
asymptotic inverse and the asymptotic inverse is unique up to asymptotic equivalence. So we are
left to show that h (y) ∼ f← (y). We assume the contrary of the statement. Obviously, f← ≤ h.
Then there exists ǫ > 0 such that f← (y) (1 + ǫ) ≤ inf {x ∈ [0,∞) : f (x) > y} for arbitrarily large
y. This implies
inf {x ∈ [0,∞) : f (x) = y} (1 + ǫ) ≤ inf {x ∈ [0,∞) : f (x) > y}
for arbitrarily large y. That means there exist arbitrarily large y ∈ [0,∞) and x ∈ [0,∞) fulfilling
f (x) ≥ y ≥ f ((1 + ǫ)x) . (44)
On the other hand we have that f (x) = xγδLγ
(
xδ
)
and
f ((1 + ǫ)x) = (1 + ǫ)
γδ
xγδLγ
(
(1 + ǫ)
δ
xδ
)
∼ (1 + ǫ)
γδ
xγδLγ
(
xδ
)
= (1 + ǫ)
γδ
f (x) .
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This implies f ((1 + ǫ)x) ≥ (1 + ǫ/2)
γδ
f (x), for x sufficiently large. Since f tends to infinity, this
contradicts (44) and hence the assumption. 
We conclude this section with calculating the expectation of the truncated observable unχ.
Lemma 3.18. Let χ be such that µ(χ > x) = L(x)/xα with L a slowly varying function and
0 < α < 1. Further, let (un) be a non-negative sequence with limn→∞ un =∞. Then∫
unχdµ ∼
α
1− α
· u1−αn · L (un) , (45)∫
T
un
n χdµ ∼ n ·
α
1− α
· u1−αn · L (un) , (46)
Proof. First note that (46) follows immediately from (45). To see (45) note∫
unχdµ =
∫ un
0
xdF (x) = [xF (x)]
un
0 −
∫ un
0
F (x) dx
=
[
x
(
1−
L (x)
xα
)]un
0
−
∫ un
0
(
1−
L (x)
xα
)
dx
= un −
[
x1−αL (x)
]un
0
− un +
∫ un
0
L (x)
xα
dx
=
∫ un
0
L (x)
xα
dx−
[
x1−αL (x)
]un
0
. (47)
Also,
[
x1−αL (x)
]un
0
= u1−αn L (un). To estimate the first summand of (47) we apply Karamata’s
theorem, see for example [BGT87, Theorem 1.5.11], and obtain∫ un
0
L (x)
xα
dx ∼
1
1− α
u1−αn L (un) .
Hence, ∫
unχdµ ∼
(
1
1− α
− 1
)
· u1−αn · L (un) =
α
1− α
· u1−αn · L (un) .
(46) follows immediately from (45) by noting that
∫
Tunn χdµ = n ·
∫
unχdµ. 
4. Proofs of main theorems
4.1. Proof of the exponential inequality. We will give here the proof of Lemma 2.9 in a series
of lemmas. An important part of its proof plays the analytic perturbation theory discussed in
Section 3.2, particularly Lemma 3.5 and Lemma 3.7. We start with a generalization of Doob’s
inequality in order to estimate µ (maxi≤n |Siϕn| ≥ un) in Lemma 4.2.
Lemma 4.1 (Generalized inequality of Doob). Let (Mn)n∈N be a martingale, then we have for
every convex function g : R→ R and every x > 0 that
P
(
max
1≤i≤n
Mi ≥ x
)
≤
E (g (|Mn|))
g (x)
. (48)
Proof. The proof of this theorem is the same as of the usual inequality of Doob (see [Kle07,
Theorem 11.2] for example) using a general convex function instead of g (x) = xp, i.e. by [Kle07,
Theorem 9.35] we have that (g (Mn))n∈N is a submartingale if (Mn)n∈N is a martingale, g : R →
R is convex, and E
(
g (Mn)
+ )
< ∞, for all n ∈ N. We can assume the last inequality here.
Otherwise the inequality in (48) holds trivially. Furthermore, [Kle07, Lemma 11.1] states that for
a submartingale (Xn) and y > 0 we have by setting X
∗
n := supk≤n |Xk| that y · P (|X
∗
n| ≥ y) ≤
E
(
|Xn| · 1{X∗n≥y}
)
. Setting y := g (x) and Xn := g (|Mn|) yields the statement of the lemma. 
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Lemma 4.2. Let (Ω,A, T, µ,F , ‖·‖) fulfill Property C. Then there exists C > 0 such that for all
ϕ ∈ F fulfilling
∫
ϕdµ = 0, all n ∈ N, and all t > 0
µ
(∣∣∣∣ max1≤j≤n Sjϕ
∣∣∣∣ > u) ≤ 2 exp (t · (−u+ C · ‖ϕ‖)) · ∫ exp (t · Snϕ) dµ. (49)
Proof. First define R :=
∑∞
n=1 T̂
n. We will now estimate Rϕ for
∫
ϕdµ = 0. We notice that for
all A ∈ A we have∫
T̂ nϕ · 1Adµ =
∫
ϕ · (1A ◦ T
n) dµ =
∫
ϕ · (1A ◦ T
n) dµ−
∫
ϕdµ ·
∫
1Adµ
and from Lemma 3.4 it follows that there exist R > 0 and 0 < τ < 1 such that
∫
T̂ nϕ · 1Adµ ≤
R · τn · ‖ϕ‖ · |1A|1. We set C := 4R ·
∑∞
n=1 τ
n and have
∫
Rϕ1Adµ ≤ C/4 · ‖ϕ‖ · |1A|1 < ∞, for
all A ∈ A. Thus,
|Rϕ|∞ ≤ C/2 · ‖ϕ‖ <∞. (50)
Let h := ϕ + Rϕ − (Rϕ) ◦ T . From (50) and |·|2 ≤ ‖·‖ we have that h ∈ L
2. By construction we
have that Snh =
∑n−1
j=0 h ◦ T
j is a martingale. Further, ϕ = h+ (Rϕ) ◦ T − Rϕ and thus,
Snϕ = Snh+
n−1∑
j=0
(
(Rϕ) ◦ T j+1 − (Rϕ) ◦ T j
)
= Snh+ (Rϕ) ◦ T
n − (Rϕ) .
We have that
µ
(
max
1≤j≤n
Sjϕ ≥ u
)
= µ
(
max
1≤j≤n
(
Sjh+ (Rϕ) ◦ T
j − Rϕ
)
≥ u
)
≤ µ
(
max
1≤j≤n
Sjh > u− 2 |Rϕ|∞
)
.
Applying the generalized inequality of Doob, see Lemma 4.1, the fact that Snh is a martingale,
and (50) yields for all t > 0
µ
(
max
1≤j≤n
Sjϕ ≥ u
)
≤ exp (t · (−u+ C/2 · ‖ϕ‖)) ·
∫
exp (t · |Snh|) dµ. (51)
Furthermore, we obtain by the definition of h and (50) for the second factor that∫
exp (t · |Snh|) dµ =
∫
exp (t · (Snϕ− (Rϕ) ◦ T
n + Rϕ)) dµ
≤
∫
exp (t · (Snϕ+ 2 |Rϕ|∞)) dµ
≤
∫
exp (t · Snϕ) dµ · exp (t · C/2 ‖ϕ‖) .
Combining this with (51) yields for all t > 0
µ
(
max
1≤j≤n
Sjϕ ≥ u
)
≤ exp (t · (−u+ C · ‖ϕ‖)) ·
∫
exp (t · |Snh|) dµ.
Analogously, we obtain
µ
(
max
1≤j≤n
−Sjϕ ≥ u
)
≤ exp (t · (−u+ C · ‖ϕ‖)) ·
∫
exp (t · |Snh|) dµ.
Thus, the statement of the lemma follows. 
Our next lemma estimates the second factor of (49).
Lemma 4.3. Let (Ω,A, T, µ,F , ‖·‖) fulfill Property C. Let λz and κ
′ be given as in Lemma 3.7.
Then there exist K ′, N > 0 such that for all ϕ ∈ F fulfilling
∫
ϕdµ = 0, all n ∈ N>N , and all
t ∈ (0,κ′/ ‖ϕ‖) ∫
exp (t · Snϕ) dµ ≤ K
′ · |ϕλt|
n
. (52)
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Proof. We will first show
T̂ nt h = T̂
n
(
et·Snϕ · h
)
(53)
by induction. The base clause is obvious. Hence, assume that (53) holds for n − 1. This in
combination with (2) yields for all g ∈ L1 that∫
T̂ nt h · gdµ =
∫
T̂t
(
T̂ n−1
(
et·Sn−1ϕ · h
))
· gdµ
=
∫
T̂
(
et·ϕ · T̂ n−1
(
et·Sn−1ϕ · h
))
· gdµ
=
∫
et·ϕ · T̂ n−1
(
et·Sn−1ϕ · h
)
· (g ◦ T ) dµ
=
∫
et·Sn−1ϕ · h ·
((
et·ϕ · (g ◦ T )
)
◦ T n−1
)
dµ
=
∫
et·Sn−1ϕ · h · et·(ϕ◦T
n−1) · (g ◦ T n) dµ
=
∫
et·Snϕ · h · (g ◦ T n) dµ =
∫
T̂ n
(
et·Snϕ · h
)
· gdµ.
Since we have by Lemma 3.5 that T̂ nt = λ
n
t Pt +N
n
t , it follows that∫
et·Snϕdµ =
∫
T̂ nt 1dµ =
∫
(λnt Pt1 +N
n
t 1) dµ
and thus using (3) yields ∫
et·Snϕdµ ≤ |λt|
n
· |Pt1|∞ + ‖Nt‖
n
. (54)
We observe by the separation of the spectrum given in Lemma 3.5 that |λt| > 1 − θ ≥ 1 −
(1− ρ(N0)) /2 ≥ 1/2. Combining this with (3) and (4) and the assumption |t| · ‖ϕ‖ < κ
′ yields
|Pt1|∞ ≤
∣∣∣T̂t1∣∣∣
∞
|λt|
≤ 2 ·
∥∥∥T̂ exp (‖ϕ‖ · |t|)∥∥∥ ≤ 2 ·K0 · exp (‖ϕ‖ · |t|) ≤ 2 ·K0 · exp (κ′) . (55)
Combining this calculation with (54) yields∫
exp (t · Snϕ) dµ ≤ |λt|
n
·
(
2 ·K0 · exp (κ
′) + |λt|
−n
· ‖Nnt ‖
)
.
Applying Lemma 3.7 gives the statement of the lemma with K ′ = 2 ·K0 · exp (κ
′) + 1. 
The next lemma gives an estimate of the nth derivative of λt at t = 0 which will help us later to
estimate λt.
Lemma 4.4. Let (Ω,A, T, µ,F , ‖·‖) fulfill Property C. Let λz be the eigenvalue of the perturbed
transfer operator T̂z given in Lemma 3.5. Then we have λ
(0)
0 = 1, λ
(1)
0 = 0, and for n ≥ 2 there
exists η <∞ such that for all ϕ ∈ F with
∫
ϕdµ = 0 we have that
ϕλ
(n)
0 ≤ n! · η
n · |ϕ|1 · ‖ϕ‖
n−1
. (56)
Proof. We assume in the sequel that |z| · ‖ϕ‖ < κ with κ as in Lemma 3.5. By Lemma 3.5 we
have that T̂zPz = (λzPz +Nz)Pz = λzPz with all parts being analytic. Differentiating both sides
n times and using (33) we get by induction that
n∑
i=0
(
n
i
)
T̂zM
i
ϕP
(n−i)
z =
n∑
j=0
(
n
j
)
λ(j)z P
(n−j)
z . (57)
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Applying (57) to the constant one function, multiplying by a test function h, and integrating yields
n∑
i=0
(
n
i
)∫ (
T̂M iϕP
(n−i)
z 1
)
· hdµ =
n∑
j=0
(
n
j
)
λ(j)z
∫
P (n−j)z 1 · hdµ.
Recalling the connection between T̂ and T from (2) yields
n∑
i=0
(
n
i
)∫
ϕi · P (n−i)z 1 · (h ◦ T ) dµ =
n∑
j=0
(
n
j
)
λ(j)z
∫
P (n−j)z 1 · hdµ.
Setting h ≡ 1 we have that
n∑
i=0
(
n
i
)∫
ϕi · P (n−i)z 1dµ =
n∑
j=0
(
n
j
)
λ(j)z
∫
P (n−j)z 1dµ. (58)
If we set n = 1, then∫
ϕ · Pz1dµ+
∫
P (1)z 1dµ = λ
(1)
z
∫
Pz1dµ+ λz
∫
P (1)z 1dµ
and thus, with P0h =
∫
hdµ, see Lemma 3.3, i.e. P01 = 1,
∫
ϕdµ = 0, and λ0 = 1 it follows that
λ
(1)
0 = 0.
From (58) it follows then for n ≥ 2
λ
(n)
0 = λ
(n)
0
∫
P01dµ
=
n∑
i=0
(
n
i
)∫
ϕi · P
(n−i)
0 1dµ−
n−1∑
j=0
(
n
j
)
λ
(j)
0
∫
P
(n−j)
0 1dµ
=
n∑
i=1
(
n
i
)∫
ϕi · P
(n−i)
0 1dµ−
n−1∑
j=0
(
n
j
)
λ
(j)
0
∫
P
(n−j)
0 1dµ. (59)
In the next steps we will estimate P
(k)
0 1 (ω). Remember that by (55) we have |Pz1|∞ ≤ K
′ if
|z| · ‖ϕ‖ < κ. Since Pz is analytic on a circle around zero with radius r ≤ κ/ ‖ϕ‖ it follows by
Cauchy’s integral formula and the maximum principle that∣∣∣ϕP0(n)1∣∣∣
∞
≤ n! · 2 ·K0 · exp (κ) ·
(
‖ϕ‖
κ
)n
.
We notice that
n! · 2 ·K0 · exp (κ) · κ
−n ≤ n! ·
(
2 ·K0 · exp (κ) ·max
{
1,κ−1
})n
=: n! · an.
Hence, we can estimate the first sum of (59) by
n∑
i=1
(
n
i
)∫
ϕi · P
(n−i)
0 1dµ ≤
n∑
i=1
(
n
i
) ∣∣ϕi∣∣
1
·
∣∣∣P (n−i)0 1∣∣∣
∞
≤
n∑
i=1
(
n
i
)
|ϕ|
i
1 · (n− i)! · a
n−i · ‖ϕ‖
n−i
≤
n∑
i=1
(
n
i
)
(n− i)! · an−i · |ϕ|1 · ‖ϕ‖
n−1
. (60)
A further estimate yields
n∑
i=1
(
n
i
)
(n− i)! · an−i ≤
n∑
i=1
n! · an−i ≤ n! · an−1
∞∑
i=0
a−i =
n! · an−1
1− a−1
≤ n! · an, (61)
since a ≥ 2.
In the sequel we will prove that (56) holds for η = 3a using an induction argument. The base
clause for n = 2 is obvious since the minuend in (59) equals zero in that case and thus λ(2) ≤
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2! · a2 · |ϕ|1 · ‖ϕ‖ ≤ 2! · b
2 · |ϕ|1 · ‖ϕ‖. By assuming that (56) holds for all k ≤ n − 1 we have for
the second sum in (59) that
n−1∑
j=2
(
n
j
)
λ
(j)
0
∫
P
(n−j)
0 1dµ ≤
n−1∑
j=2
(
n
j
)
j! · ηj · |ϕ|1 · ‖ϕ‖
j−1
·
∣∣∣P (n−j)0 1∣∣∣
∞
≤
n−1∑
j=2
(
n
j
)
j! · ηj · |ϕ|1 · ‖ϕ‖
j−1 · (n− j)! · an−j · ‖ϕ‖n−j
= n! · |ϕ|1 · ‖ϕ‖
n−1
·
n−1∑
j=2
ηj · an−j (62)
Furthermore,
n−1∑
j=0
ηj · an−j ≤ ηn ·
n−1∑
j=0
(
a
η
)n−j
≤ ηn ·
∞∑
j=1
(
1
3
)j
=
1
2
· ηn.
Combining this with (59), (60), (61), and (62) yields
λ
(n)
0 ≤ n! · a
n · |ϕ|1 · ‖ϕ‖ + n! ·
1
2
· bn · |ϕ|1 · ‖ϕ‖ ≤ n! · b
n · |ϕ|1 · ‖ϕ‖ ,
which gives the statement of the lemma. 
Proof of Lemma 2.9. We assume that t ∈ (0,κ′/ ‖ϕ‖). Using a combination of Lemma 4.2 and
Lemma 4.3 implies that there exists N > 0 as in Lemma 4.3 such that for all n ∈ N>N
µ (|Snϕ| > u) ≤ 2K
′ · exp (t · (−u+ C · ‖ϕ‖)) · |λt|
n ,
with C as in Lemma 4.2 and K ′ as in Lemma 4.3. Furthermore, by our choice of t we have that
C · ‖ϕ‖ · t is bounded by C · κ′. This implies
µ (|Snϕ| > u) ≤ K · exp (−t · u) · |λt|
n
, (63)
with K := 2K ′ · exp (C · κ′).
From Lemma 3.5 and Lemma 4.4 it follows for t ∈ (0,κ′/ ‖ϕ‖) that
|λt| ≤
∣∣∣∣∣
∞∑
k=0
tk · λ
(k)
0
k!
∣∣∣∣∣ = 1 +
∞∑
k=2
tk ·
∣∣∣λ(k)0 ∣∣∣
k!
≤ 1 +
∞∑
k=2
tk · ηk · |ϕ|1 · ‖ϕ‖
k−1
= 1 + t2 · η2 · |ϕ|1 · ‖ϕ‖ ·
∞∑
k=2
tk−2 · ηk−2 · ‖ϕ‖
k−2
.
For the following we assume that t · ‖ϕ‖ ≤ min
{
κ′, (2η)
−1
}
. This implies η · ‖ϕ‖ · t < 1/2 and we
can apply the geometric series formula obtaining
|λt| ≤ 1 +
t2 · η2 · |ϕ|1 · ‖ϕ‖
1− t · η · ‖ϕ‖
≤ 1 + t2 · 2η2 · |ϕ|1 · ‖ϕ‖ .
Thus,
|λt|
n < exp
(
t2 · n · 2η2 · |ϕ|1 · ‖ϕ‖
)
. (64)
Combining (63) and (64) yields
µ
(
max
i≤n
|Siϕ| ≥ u
)
≤ K · exp
(
−t · u+ t2 · n · 2η2 · |ϕ|1 · ‖ϕ‖
)
.
We set for the following
U :=
1
2
·min
{(
4 · η2
)−1
,κ′, (2η)
−1
}
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and
t = 2 · U ·min
{
u
n · |ϕ|1
, 1
}
· ‖ϕ‖
−1
. (65)
This definition of t ensures that η · ‖ϕ‖ · t < 1/2 and t · ‖ϕ‖ ≤ κ′. Assume the minimum will be
attained at the first entry in (65). Then
µ
(
max
i≤n
|Siϕ| ≥ u
)
≤ K · exp
(
−U ·
u2
n · |ϕ|1 · ‖ϕ‖
)
.
If the minimum in (65) is attained at the second or third entry, then t ·u > 1/2 · t2 ·n ·2η2 · |ϕ|1 ·‖ϕ‖
and thus
µ
(
max
i≤n
|Siϕ| ≥ u
)
≤ K · exp
(
−U ·
u
‖ϕ‖
)
.
These two considerations give the statement of the lemma. 
4.2. Proof of theorems concerning the truncated sum Tfnn χ. In this section we will prove
the theorems given in Section 2.2. We will start with a lemma to be used in their proofs.
Lemma 4.5. Let (Ω,A, T, µ,F , ‖·‖ , χ) fulfill Property D. Then there exist constants N ′ ∈ N and
E > 0 such that for all ǫ ∈ (0, E), r > 0 with F (r) > 0, and n ∈ N>N ′ there exists Kǫ > 0 such
that
µ
(
max
i≤n
∣∣∣∣Triχ− ∫ Triχdµ∣∣∣∣ ≥ ǫ · ∫ Trnχdµ) ≤ Kǫ · exp(−ǫ ·
∫
Trnχdµ
r
)
.
Proof. We denote for the following rχ := rχ−
∫
rχdµ. Applying Lemma 2.9 yields(
max
i≤n
∣∣∣∣Triχ− ∫ Triχdµ∣∣∣∣ ≥ ǫ · ∫ Trnχdµ)
≤ K exp
(
−U ·
ǫ ·
∫
Trnχdµ
‖rχ‖
·min
{
ǫ ·
∫
Trnχdµ
n · |rχ|1
, 1
})
,
for n ≥ N given in Lemma 2.9. We have that n · |rχ|1 ≥ 1/2 ·
∫
Trnχdµ ≥ ǫ
∫
Trnχdµ if ǫ ≤ 1/2.
Furthermore, from (5) we obtain
‖rχ‖ =
∥∥∥∥rχ− ∫ rχdµ∥∥∥∥ ≤ ‖rχ‖+ ∥∥∥∥∫ rχdµ∥∥∥∥ ≤ K1 · r + ‖r‖ = (K1 + ‖1‖) · r.
Thus,
µ
(
max
i≤n
∣∣∣∣Triχ− ∫ Triχdµ∣∣∣∣ ≥ ǫ · ∫ Trnχdµ) ≤ K exp(− U · ǫ2K1 + ‖1‖ ·
∫
Trnχdµ
r
)
,
for n ≥ N given in Lemma 2.9.
If ǫ is sufficiently small, then ǫ2 · U1 · (2 · (K1 + ‖1‖) · r)
−1
and we obtain the statement of the
lemma. 
Proof of Theorem 2.4. We assume that (19) is fulfilled for a sequence (fn) with F (fn) > 0, for all
n ∈ N. Further, we note that this condition implies that for all ǫ > 0 there exists N ∈ N such that
ǫ ·
∫
Tfnn χdµ
fn
≥ logψ (n) , (66)
for some ψ ∈ Ψ and all n ≥ N . Fix ǫ > 0 and apply Lemma 4.5 to obtain
µ
(∣∣∣∣Tfnn χ− ∫ Tfnn χdµ∣∣∣∣ ≥ ǫ ∫ Tfnn χdµ) ≤ Kǫ · exp(−ǫ ·
∫
Tfnn χdµ
fn
)
,
for n sufficiently large. From (66) we can conclude that the right hand side is summable and obtain
by the Borel-Cantelli lemma that µ
(∣∣Tfnn χ− ∫ Tfnn χdµ∣∣ ≥ ǫ ∫ Tfnn χdµ i.o.) = 0. Since ǫ > 0 is
arbitrary, it follows that
∣∣Tfnn χ− ∫ Tfnn χdµ∣∣ = o (∫ Tfnn χdµ) almost surely and hence the assertion
of the theorem. 
STRONG LAWS OF LARGE NUMBERS FOR INTERMEDIATELY TRIMMED BIRKHOFF SUMS 25
Proof of Theorem 2.5. We define the sequences (gn)n∈N and (gn)n∈N with gn := max {fn, n} and
gn := min {fn, n}. Further, set Ij :=
[
2j, 2j+1 − 1
]
for j ∈ N and for given ǫ > 0 we set ρk :=
ρk (ǫ) := (1 + ǫ)
k and the sequences (qj)j∈N and (rj)j∈N as
qj :=
⌊
j · log 2
log (1 + ǫ)
⌋
and rj :=
⌈
log
(
maxn∈Ij gn
)
log (1 + ǫ)
⌉
.
These numbers are chosen such that
[ρqj , ρrj ] ⊃
[
min
n∈Ij
gn,max
n∈Ij
gn
]
. (67)
We will split the proof of this theorem as follows:
(A) There exist E′, N > 0 such that for all j ≥ N and ǫ < E′⋃
n∈Ij
{∣∣∣∣Tgnn χ− ∫ Tgnn χdµ∣∣∣∣ > 4ǫ · ∫ Tgnn χdµ}
⊂
rj⋃
k=qj
{
max
n∈Ij
∣∣∣∣Tρkn χ− ∫ Tρkn χdµ∣∣∣∣ > ǫ · ∫ Tρk2j+1−1χdµ} .
(B) We have that
∞∑
j=1
rj∑
k=qj
µ
(
max
n∈Ij
∣∣∣∣Tρkn χ− ∫ Tρkn χdµ∣∣∣∣ > ǫ · ∫ Tρk2j+1−1χdµ) <∞. (68)
(C) For all ǫ > 0 we have
µ
(∣∣∣∣Tgnn χ− ∫ Tgnn χdµ∣∣∣∣ ≥ ǫ ∫ Tgnn χdµ i.o.) = 0. (69)
Applying the Borel-Cantelli lemma on (B) and combining this with (A) using (67) yields
µ
(∣∣∣∣Tgnn χ− ∫ Tgnn χdµ∣∣∣∣ ≥ ǫ ∫ Tgnn χdµ i.o.) = 0.
Combining this with (C) gives the statement of the theorem.
ad (A): We have that (45) implies∫
T
ρk+1
n χdµ ∼ n ·
α
1− α
· ρ1−αk+1L (ρk+1) ∼ n ·
α
1− α
· (1 + ǫ)
1−α
ρ1−αk L (ρk)
∼ (1 + ǫ)
1−α
∫
T
ρk
n χdµ,
for k tending to infinity. Choosing k such that ρk ≤ gn ≤ ρk+1 implies
(1 + ǫ)
∫
T
ρk
n χdµ ≥
∫
T
gn
n χdµ ≥
∫
T
ρk+1
n χdµ/ (1 + ǫ) ,
for n sufficiently large since gn tends to infinity. We assume for the following that ǫ < 1/4. Then
we obtain the following implications∫
T
gn
n χdµ− T
gn
n χ > 4ǫ ·
∫
T
gn
n χdµ
=⇒
∫
T
gn
n χdµ− T
ρk
n χ > 4ǫ ·
∫
T
ρk
n χdµ
=⇒
∫
T
ρk
n χdµ− T
ρk
n χ > 4ǫ ·
∫
T
ρk
n χdµ−
(∫
T
gn
n χdµ−
∫
T
ρk
n χdµ
)
≥ 4ǫ ·
∫
T
ρk
n χdµ− ǫ ·
∫
T
ρk
n χdµ = 3ǫ ·
∫
T
ρk
n χdµ
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and thus{∫
T
gn
n χdµ− T
gn
n χ > 4ǫ ·
∫
T
gn
n χdµ
}
⊂
{∫
T
ρk
n χdµ− T
ρk
n χ ≤ 2ǫ ·
∫
T
ρk
n χdµ
}
. (70)
Analogously to the situation above we obtain
T
gn
n χ−
∫
T
gn
n χdµ > 4ǫ ·
∫
T
gn
n χdµ
=⇒ Tρk+1n χ−
∫
T
gn
n χdµ > 4ǫ ·
∫
T
ρk+1
n χdµ− 4ǫ ·
(∫
T
ρk+1
n χdµ−
∫
T
gn
n χdµ
)
=⇒ Tρk+1n χ−
∫
T
ρk+1
n χdµ > 4ǫ ·
∫
T
ρk+1
n χdµ− (1 + 4ǫ) ·
(∫
T
ρk+1
n χdµ−
∫
T
gn
n χdµ
)
=⇒ Tρk+1n χ−
∫
T
ρk+1
n χdµ > (4ǫ− ǫ · (1 + 4ǫ)) ·
∫
T
ρk+1
n χdµ ≥ 2ǫ ·
∫
T
ρk+1
n χdµ
and thus{
T
gn
n χ−
∫
T
gn
n χdµ > 4ǫ ·
∫
T
gn
n χdµ
}
⊂
{
T
ρk+1
n χ−
∫
T
ρk+1
n χdµ > 2ǫ ·
∫
T
ρk+1
n χdµ
}
. (71)
Furthermore, we have for every m ∈ Ij and k ∈ N that{∣∣∣∣Tρkmχ− ∫ Tρkm χdµ∣∣∣∣ ≥ 2ǫ ∫ Tρkm χdµ} ⊂ {∣∣∣∣Tρkmχ− ∫ Tρkm χdµ∣∣∣∣ ≥ 2ǫ ∫ Tρk2j χdµ}
⊂
{
max
n∈Ij
∣∣∣∣Tρkn χ− ∫ Tρkn χdµ∣∣∣∣ ≥ 2ǫ ∫ Tρk2j χdµ}
⊂
{
max
n∈Ij
∣∣∣∣Tρkn χ− ∫ Tρkn χdµ∣∣∣∣ ≥ ǫ ∫ Tρk2j+1−1χdµ} . (72)
Combining (70), (71), and (72) yields (A).
ad (B): We have that ρkχ ≤ ρk. Hence, we can apply Lemma 4.5 assuming that ǫ < E to the sum
Tρkn χ and obtain for j sufficiently large
µ
(
max
n∈Ij
∣∣∣∣Tρkn χ− ∫ Tρkn χdµ∣∣∣∣ ≥ ǫ ∫ Tρk2j+1−1χdµ) ≤ Kǫ · exp
(
−ǫ ·
∫
T
ρk
2j+1−1χdµ
ρk
)
. (73)
Using (46) we have for k tending to infinity that∫
T
ρk
2j+1−1χdµ ∼
(
2j+1 − 1
)
·
α
1− α
· ρ1−αk · L (ρk) .
Hence, we obtain by (73) that
µ
(
max
n∈Ij
∣∣∣∣Tρkn χ− ∫ Tρkn χdµ∣∣∣∣ ≥ ǫ ∫ Tρk2j+1−1χdµ) ≤ Kǫ · exp(−ǫ · α1− α · 2j · L (ρk)ραk
)
.
We estimate
rj∑
k=qj
µ
(
max
n∈Ij
∣∣∣∣Tρkn χ− ∫ Tρkn χdµ∣∣∣∣ ≥ ǫ ∫ Tρk2j+1−1χdµ)
≤ Kǫ ·
rj∑
k=qj
exp
−ǫ · α
1− α
·
2j · L
(
(1 + ǫ)
k
)
(1 + ǫ)
α·k

= Kǫ · exp
(
−ǫ ·
α
1− α
·
2j · L ((1 + ǫ)
rj )
(1 + ǫ)α·rj
)
·
rj∑
k=qj
exp
−ǫ · α
1− α
· 2j
L
(
(1 + ǫ)
k
)
(1 + ǫ)
α·k
−
L ((1 + ǫ)
rj )
(1 + ǫ)
α·rj
 , (74)
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for j sufficiently large. We obtain by factoring out that
L
(
(1 + ǫ)k
)
(1 + ǫ)
α·k
−
L ((1 + ǫ)
rj )
(1 + ǫ)α·rj
=
L ((1 + ǫ)
rj )
(1 + ǫ)α·rj
·
(1 + ǫ)α·(rj−k) L
(
(1 + ǫ)k
)
L ((1 + ǫ)rj )
− 1
 . (75)
For k sufficiently large we have L((1 + ǫ)k)/L((1 + ǫ)k+1) > (1 + ǫ)−α/2 and hence we have for
k > qj and j sufficiently large L((1 + ǫ)
k)/L((1 + ǫ)rj ) > (1 + ǫ)−α·(rj−k)/2. Applying this to (75)
and defining ǫ1 := (1 + ǫ)
α/2 − 1 yields
L((1 + ǫ)k)
(1 + ǫ)α·k
−
L ((1 + ǫ)rj )
(1 + ǫ)
α·rj >
L ((1 + ǫ)rj )
(1 + ǫ)
α·rj
(
(1 + ǫ1)
rj−k − 1
)
<
L ((1 + ǫ)rj )
(1 + ǫ)
α·rj · ǫ1 · (rj − k) ,
for k > qj and j sufficiently large. Hence, we can understand the second factor of (74) as a
geometric series and obtain
rj∑
k=qj
exp
−ǫ · α
1− α
· 2j
L
(
(1 + ǫ)
k
)
(1 + ǫ)α·k
−
L ((1 + ǫ)
rj )
(1 + ǫ)
α·rj

<
rj∑
k=qj
exp
(
−ǫ ·
α
1− α
· 2j ·
L ((1 + ǫ)
rj )
(1 + ǫ)
α·rj · ǫ1 · (rj − k)
)
<
1
1− exp
(
−ǫ · α1−α · 2
j · L((1+ǫ)
rj )
(1+ǫ)α·rj
· ǫ1
) . (76)
Furthermore, we have that (1 + ǫ)rj−1 < maxn∈Ij gn ≤ (1 + ǫ)
rj . Since F with F (x) = 1 −
L (x) /xα is a distribution function, L (x) /xα is decreasing. Thus, the slow variation of L implies
(1 + ǫ)α·rj
L ((1 + ǫ)
rj )
≤ 2 · (1 + ǫ)
α
·
(1 + ǫ)α·(rj−1)
L
(
(1 + ǫ)
rj−1
) ≤ 2 · (1 + ǫ)α · (maxn∈Ij gn)α
L
(
maxn∈Ij gn
) , (77)
for j sufficiently large. To continue we state the following lemma, which is [KS17, Lemma 5].
Lemma 4.6. Let a, b > 1 and ψ ∈ Ψ. Then there exists ω ∈ Ψ such that
ω (⌊logb n⌋) ≤ ψ (⌊loga n⌋) . (78)
From the above observations and Lemma 4.6 it follows that there exists κ˜ > 0 and ψ˜ ∈ Ψ such
that
m
logψ (⌊logm⌋)
≤ κ˜ ·
2j
log ψ˜ (j)
,
for all m ∈ Ij . Thus, the existence of ψ ∈ Ψ such that (20) holds implies together with (77)
(1 + ǫ)
α·rj
L ((1 + ǫ)rj )
= o
(
2j
log ψ˜ (j)
)
.
In particular we have
lim
j→∞
ǫ ·
α
1− α
· 2j ·
L ((1 + ǫ)
rj )
(1 + ǫ)
α·rj · ǫ1 =∞
and thus we have from (76) that
rj∑
k=qj
exp
−ǫ · α
1− α
· 2j
L
(
(1 + ǫ)k
)
(1 + ǫ)
α·k
−
L ((1 + ǫ)rj )
(1 + ǫ)α·rj

<
1
1− exp
(
−ǫ · α1−α · 2
j · L((1+ǫ)
rj )
(1+ǫ)α·rj
· ǫ1
) < 2, (79)
for j sufficiently large.
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On the other hand we have that
L ((1 + ǫ)
rj )
(1 + ǫ)
α·rj >
L
(
(1 + ǫ)maxn∈Ij gn
)(
(1 + ǫ)maxn∈Ij gn
)α > 12 · L
(
maxn∈Ij gn
)(
maxn∈Ij gn
)α ,
for j sufficiently large. Hence, we have for the first factor of (74) that
exp
(
−ǫ ·
α
1− α
·
2jL ((1 + ǫ)
rj )
(1 + ǫ)
α·rj
)
< exp
(
−
ǫ · α
2 (1− α)
·
2j · L
(
maxn∈Ij gn
)
maxn∈Ij g
α
n
)
, (80)
for rj sufficiently large. Inserting (79) and (80) in (74) yields
rj∑
k=qj
µ
(
max
n∈Ij
∣∣∣∣Tρkn χ− ∫ Tρkn χdµ∣∣∣∣ ≥ ǫ ∫ Tρk2j+1−1χdµ)
< 2K exp
(
−
ǫ · α
2 (1− α)
·
2j · L
(
maxn∈Ij gn
)
maxn∈Ij g
α
n
)
,
for j and thus qj sufficiently large. We will show in the next steps that the above expression is
summable in j. (20) implies that there exists ψ ∈ Ψ such that
ǫ · α
2 (1− α)
· n ·
L (gn)
gαn
≥ logψ (⌊logn⌋) , (81)
for all n ∈ N. Applying Lemma 4.6 with a = e and b = 2 yields that this implies the existence of
ω ∈ Ψ such that
ǫ · α
2 (1− α)
· n ·
L (gn)
gαn
≥ logω (⌊log2 n⌋) .
This implies
exp
(
−
ǫ · α
2 (1− α)
· n ·
L (gn)
gαn
)
≤
1
ω (⌊log2 n⌋)
and thus,
exp
(
−
ǫ · α
2 (1− α)
·
2j · L
(
maxn∈Ij gn
)
maxn∈Ij g
α
n
)
≤
1
ω (j)
.
Since ω ∈ Ψ, this is equivalent to
∞∑
j=1
exp
(
−
ǫ · α
2 (1− α)
·
2j · L
(
maxn∈Ij gn
)
maxn∈Ij g
α
n
)
<∞.
Thus,
∞∑
j=1
rj∑
k=qj
µ
(
max
n∈Ij
∣∣∣∣Tρkn χ− ∫ Tρkn χdµ∣∣∣∣ ≥ ǫ2
∫
T
ρk
2j+1−1χdµ
)
<∞, (82)
i.e. the statement of (B).
ad (C): We note that (45) implies that there exists R ∈ R>0 such that
r∫
rχdµ
≤ 2 ·
1− α
α
·
rα
L (r)
,
for all r ≥ R. With
D :=
{
supr∈[infn∈N gn,R]
r∫
rχdµ
if infn∈N gn < R
0 else
we have that
gn∫
gnχdµ
≤ max
{
D, 2 ·
1− α
α
·
gαn
L (gn)
}
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and since we have for ψ (n) = n2 that
gαn
L (gn)
= o
(
n
logψ (n)
)
,
by Theorem 2.4 we find that the statement of (C) holds. 
4.3. Proof of the large deviation result. In this section we will prove Lemma 2.8. The
proof is similar to the proof of [KS17, Lemma 11]. However, due to dependence some additional
argumentations are required. In order to increase the readability, we will formulate this proof to
be self contained.
Proof of Lemma 2.8. Let In :=
[
2n, 2n+1 − 1
]
and
κn :=
⌊
min
k∈In
logψ (⌊log k⌋)
⌋
, (83)
for ψ ∈ Ψ and let ν : N→ N be defined as ν (n) := ⌊log2 n⌋. Further let
Bℓi :=
{
1{χ>ℓ} if µ (χ > ℓ) ≥ κν(i)/2
ν(i)
0 otherwise
and Cℓi :=
{
1{χ>ℓ} if µ (χ > ℓ) ≤ κν(i)/2
ν(i)
0 otherwise
and
∆n,l :=
{
x : µ (χ ≥ x) ∈
[
l
2n+1
,
l + 1
2n+1
]}
.
Furthermore, define for l, n ∈ N fulfilling ∆n,l 6= ∅ the truncated observables
fn,l := 1{χ≥F←(1−l/2n+1)} and gn,l := 1{χ>F←(1−(l+1)/2n+1)}.
The definition of those observables ensures
l
2n+1
≤
∫
fn,ldµ ≤
∫
gn,ldµ ≤
l + 1
2n+1
.
We will show (23) by separately showing the following:
(A) For all i ∈ In and V > 0 we have that{
pi · i− Si1{χ>ui} > V · c (pi · i, i)
}
⊂
{
max
j∈In
∣∣∣∣Sjfn,l − ∫ fn,ldµ · j∣∣∣∣ > V4 · minr∈In c (l, r)
}
and{
Si1{χ>ui} − pi · i > V · c (pi · i, i)
}
⊂
{
max
j∈In
∣∣∣∣Sjgn,l − ∫ gn,ldµ · j∣∣∣∣ > V4 · minr∈In c (l, r)
}
.
(B) There exists V > 0 such that
∞∑
n=k
2n+1∑
l=κn
µ
(∣∣∣∣maxj∈In Sjfn,l −
∫
fn,ldµ · j
∣∣∣∣ > V4 · minr∈In c (l, r)
)
<∞
and
∞∑
n=k
2n+1∑
l=κn
µ
(∣∣∣∣maxj∈In Sjgn,l −
∫
gn,ldµ · j
∣∣∣∣ > V4 · minr∈In c (l, r)
)
<∞. (84)
(C)
µ (|µ (χ > ui) · i− SiC
ui
i | ≥ V · c (pi · i, i) i.o.) = 0. (85)
Applying the Borel-Cantelli lemma on (B) and combining this with (A) yield
µ (|µ (χ > ui) · i− SiB
ui
i | ≥ V · c (pi · i, i) i.o.) = 0.
This together with (C) yields the statement of the lemma.
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ad (A): Let us assume i ∈ In and
l
2n+1
≤ pi ≤
l + 1
2n+1
. (86)
This implies by the construction of fn,l and gn,l that
l
2n+1
≤
∫
fn,ldµ ≤ pi ≤
∫
gn,ldµ ≤
l + 1
2n+1
. (87)
We can conclude from (87) that
(
pi −
∫
fn,ldµ
)
· i ≤ i/2n+1 ≤ 1 and furthermore l ≤ pi · 2
n+1 ≤
2 · pi · i. Thus,{
pi · i− Si1{χ>ui} > V · c (pi · i, i)
}
⊂ {pi · i− Sifn,l > V · c (pi · i, i)}
⊂
{∫
fn,ldµ · i− Sifn,l >
V
2
· c (l, i)− 1
}
⊂
{
max
j∈In
∣∣∣∣∫ fn,ldµ · i− Sifn,l∣∣∣∣ > V4 · minr∈In c (l, r)
}
, (88)
if V ≥ 2. On the other hand by (87) we can conclude that
(∫
gn,ldµ− pi
)
· i ≤ i/2n+1 ≤ 1 and
l ≤ pi · 2
n+1 ≤ 2 · pi · i. Hence,{
Si1{χ>ui} − pi · i > V · c (pi · i, i)
}
⊂ {Sign,l − pi · i > V · c (pi · i, i)}
⊂
{
Sign,l −
∫
gn,ldµ · i >
V
2
· c (l, i)− 1
}
⊂
{
max
j∈In
∣∣∣∣Sign,l − ∫ gn,ldµ · j∣∣∣∣ > V4 · minr∈In c (l, r)
}
, (89)
if V ≥ 2. Combining (88) and (89) gives the statement of (A).
ad (B): To ease notation we define
fn,l := fn,l −
∫
fn,ldµ and gn,l := gn,l −
∫
gn,ldµ.
We aim to apply Lemma 2.9 and note that by (87)
V
4
·
minr∈In c (l, r)
(2n+1 − 1) ·
∣∣fn,l∣∣1 ≥
V
4
·
(l + 1)
1/2+ǫ
· κ
1/2−ǫ
n
l
≥ min
{
V
8
, 1
}
·
(κn
l
)1/2−ǫ
≤ 1, (90)
if V > 1. Using Lemma 2.9 this implies
µ
(∣∣∣∣maxj∈In Sjfn,l
∣∣∣∣ > V4 · minr∈In c (l, r)
)
≤ K exp
(
−U ·
V minr∈In c (l, r)
2 · l ·
∥∥fn,l∥∥ ·min
{
V
8
, 1
}
·
(κn
l
)1/2+ǫ)
≤ K exp
(
−
U · V
2
·min
{
V
8
, 1
}
·
l2ǫ · κ1−2ǫn∥∥fn,l∥∥
)
, (91)
for n sufficiently large. Furthermore, we have by (6)∥∥fn,l∥∥ ≤ ‖fn,l‖+ ∥∥∥∥∫ fn,ldµ∥∥∥∥ = ‖fn,l‖+ ∫ fn,ldµ ‖1‖ ≤ K2 + ‖1‖ . (92)
Hence,
µ
(∣∣∣∣maxj∈In Sjfn,l
∣∣∣∣ > V4 · minr∈In c (l, r)
)
≤ K exp
(
−
U · V
2 · (K2 + ‖1‖)
·min
{
V
8
, 1
}
· l2ǫ · κ1−2ǫn
)
. (93)
If we set
V = max
{
2 · (K2 + ‖1‖)
U
, 8
}
,
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then
U · V
2 · (K2 + ‖1‖)
·min
{
V
8
, 1
}
≥ 1.
We estimate
∞∑
n=k
2n+1∑
l=κn
µ
(∣∣∣∣maxj∈In Sjfn,l
∣∣∣∣ > V4 · minr∈In c (l, r)
)
≤
∞∑
n=k
2n+1∑
l=κn
2 exp
(
−max {l, κn}
2ǫ · κ1−2ǫn
)
. (94)
This estimation holds for k sufficiently large. Furthermore,
2n+1∑
l=κn
exp
(
−κ1−2ǫn · l
2ǫ
)
= exp (−κn)
2n+1∑
l=κn
exp
(
−κ1−2ǫn
(
l2ǫ − κ2ǫn
))
< exp (−κn)
∞∑
l=0
exp
(
−κ1−2ǫn l
2ǫ
)
≤ exp (−κn)
∞∑
l=0
exp
(
−l2ǫ
)
=: exp (−κn) ·W, (95)
for n and thus κn sufficiently large. Further, by construction
exp (−κn) = exp
(
−
⌊
min
j∈In
logψ (⌊log j⌋)
⌋)
≤ exp
(
−min
j∈In
logψ (⌊log j⌋) + 1
)
=
e
minj∈In ψ (⌊log j⌋)
. (96)
Furthermore, we can conclude from Lemma 4.6 that there exists ω ∈ Ψ such that
min
j∈In
ψ (⌊log j⌋) ≥ min
j∈In
ω (⌊log2 j⌋) = ω (n) . (97)
Hence, combining this with (94), (95), and (96) yields
∞∑
n=k
2n+1∑
l=κn
µ
(∣∣∣∣maxj∈In Sjfn,l
∣∣∣∣ > V4 · minr∈In c (l, r)
)
<∞.
(84) follows from analogous calculations.
ad (C): For n ∈ N define the random variables
hn := 1{χ>F←(1−κn/2n)}
which imply
∫
hndµ ≤ κn/2
n. To ease notation set hn := hn −
∫
hndµ. We have for i ∈ In and
pi ≤ κn/2
n that
∫
hndµ ≥ pi and thus
Si1{χ>ui} − pi · i > V · c (pi · i, i)
implies
Sihn − pi · i > V · c (κn, i)
which yields
Sihn −
∫
hndµ · i > V · c (κn, i)−
(∫
hndµ− pi
)
· i > V · c (κn, i)− κn · 2
≥
V
2
· c (κn, i) ≥
V
2
· min
r∈In
c (κn, r) ,
if V ≥ 4. On the other hand we have for i ∈ In and pi ≤ κn/2
n that{
pi · i− Si1{χ>ui} > V · c (pi · i, i)
}
⊂ {pi · i > V · pi · i} = ∅,
if V ≥ 1. Combining this with the above considerations yields{∣∣Si1{χ>ui} − pi · i∣∣ > V · c (pi · i, i)} ⊂ {max
j∈In
∣∣∣∣Sjhn − ∫ hndµ · j∣∣∣∣ > V2 · minr∈In c (κn, r)
}
.
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Likewise as in the calculations leading to (93) replacing l by κn in (90) and (91), it follows for
sufficiently large n that
µ
(
max
j∈In
∣∣Sjhn∣∣ > V
2
· min
r∈In
c (κn, r)
)
< K · exp (−κn) .
Applying (96) and (97) yields
∞∑
n=1
µ
(
max
i∈In
∣∣Sjhn∣∣ > V
2
· min
r∈In
c (κn, r)
)
<∞. (98)
The Borel-Cantelli lemma implies the statement or (C). 
4.4. Proofs of theorems concerning the trimmed sum Sbnn χ. In this section we will give the
proof of Theorem 1.3, its Corollary 1.5 and Theorem 1.7. The main idea of all proofs is to use
statements which state that under the given assumptions Properties A and B are fulfilled and
consequently Lemma 2.3 can be applied.
Proof of Theorem 1.3. Our strategy is to show that all properties are fulfilled such that we can
apply Lemma 2.3.
If (7) holds, then also (19) for the choice ψ(n) = n2 which fulfills ψ ∈ Ψ. Thus, Theorem 2.4
implies that Condition A holds.
Furthermore, the definition of bn, the above choice of ψ combined with Lemma 2.8, and setting
W = 2V yield that Condition B holds.
Finally, by the definition of bn we have that γn < W ·max{a
1/2+ǫ
n · (log logn)
1/2−ǫ
, log logn}+ 1.
Hence, (7) implies that (16) holds. 
Proof of Corollary 1.5. The proof of Theorem 1.5 is basically the same as the proof of [KS17,
Theorem A] applying Theorem 1.3 instead of [KS17, Theorem B]. 
Proof of Theorem 1.7. In the first part of the proof we will show (9). We define
fn := F
←
(
1−
bn −W · c (bn, n)
n
)
− 1 (99)
with c as in (22). We have that F (F←(x)− 1) ≤ x. Since c is monotonically increasing in its first
variable, it follows that
γn := bn − n · µ (χ > fn) = bn − n · (1− F (fn))
= bn − n ·
(
1− F
(
F←
(
1−
bn −W · c (bn, n)
n
)
− 1
))
≥ bn − n ·
bn −W · c (bn, n)
n
= W · c (bn, n) ≥W · c (n · µ (χ > fn) , n) .
Hence, Lemma 2.8 implies that the pair ((fn), (γn)) fulfills Property B.
In the following we will show that this choice of (fn) fulfills Property A. Assume that (bn)
fulfills (8) for some ψ ∈ Ψ. If we consider cǫ,ψ (k, n) in (22) with the same ψ, then c (bn, n) =
b
1/2+ǫ
n logψ (⌊logn⌋)
1/2−ǫ
and thus W · c (bn, n) = o (bn).
In the next steps we aim to prove that (1 − F (fn)) · n ∼ bn. We have on the one hand that
F (F←(x)) ≥ x and on the other hand F (F←(x) − 1) ≤ x. This yields
bn ∼ bn −W · c (bn, n) ≥ n ·
(
1− F
(
F←
(
1−
bn −W · c (bn, n)
n
)))
= n · (1− F (fn + 1))
= n ·
L (fn + 1)
(fn + 1)
α ∼ n ·
L (fn)
fαn
= n · (1− F (fn))
= n ·
(
1− F
(
F←
(
1−
bn −W · c (bn, n)
n
− 1
)))
≥ bn. (100)
The second asymptotic holds because by assumption bn = o(n) which implies that (fn) tends to
infinity.
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The above observation combined with (8) implies
lim
n→∞
n · L (fn)
fαn · logψ (⌊logn⌋)
=∞
which is equivalent to (20) and Theorem 2.5 states that under this condition Property A holds.
In the last steps we will prove (16). By (46) we have that
γn · fn∫
T
fn
n χdµ
∼
γn · fn
n · α1−α · f
1−α
n · L (fn)
=
γn · f
α
n
n · α1−α · L (fn)
=
γn
n · (1− F (fn))
.
Since bn ∼ n · (1 − F (fn)), it follows that γn = o (n · (1− F (fn))). This implies (16). Hence, we
can apply Lemma 2.3 and obtain the first part of the theorem.
In the next steps we will show the asymptotic given in (10) by finding an asymptotic equivalent
sequence in terms of (bn) for
∫
Tfnn χdµ. We have by (46) and the definition of F and (fn) that∫
T
fn
n χdµ ∼
α
1− α
· n · f1−αn · L (fn) =
α
1− α
· n · (1− F (fn)) · fn
=
α
1− α
· n ·
(
1− F
(
F←
(
1−
bn −W · c (bn, n)
n
)))
· F←
(
1−
bn −W · c (bn, n)
n
)
. (101)
Set for the following un := n/ (bn −W · c (bn, n)) and the function G : R
+ → R+ with G (x) :=
1/ (1− F (x)) = xα/L (x). Then
F← (1− 1/un) = inf
{
y ∈ [0,∞) : F (y) > 1−
1
un
}
= inf
{
y ∈ [0,∞) : 1−
1
G (y)
> 1−
1
un
}
= inf {y ∈ [0,∞) : G (y) > un} = G
← (un) .
Since un tends to infinity, we can apply Lemma 3.17 on G and obtain
F← (1− 1/un) ∼ u
1/α
n ·
(
L1/α
)# (
u1/αn
)
(102)
This and the fact that bn ∼ bn −W · c (bn, n) yield
L←
(
1−
bn −W · c (bn, n)
n
)
∼
(
n
bn −W · c (bn, n)
)1/α
·
(
L1/α
)#(( n
bn −W · c (bn, n)
)1/α)
∼
(
n
bn
)1/α
·
(
L1/α
)#(( n
bn
)1/α)
. (103)
Hence, applying (100) and (103) to (101) yields (10). 
4.5. Proof of main example.
Proof of Propositions 1.11 and 1.12. We have for all f, g ∈ BV that
‖f · g‖BV = |f · g|∞ + V (f · g) ≤ |f |∞ · |g|∞ + |f |∞ · V (g) + |g|∞ · V (f) ≤ ‖f‖BV · ‖g‖BV
and thus, it can be deduced that BV is a Banach algebra which contains the constant functions.
Further define h : Ω → R≥0 as a function fulfilling |h|∞ ≤ 1, V (h) < ∞, and h|Ω\Ω′= 0. With
this function we define an operator P : L1 → L1 by
Pf (x) :=
∑
y∈T−1(x)
h (y) f (y) .
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Furthermore, let h be such that the adjoint operator P∗ preserves the Lebesgue measure λ, i.e.
P∗ (λ) (f) = λ (Pf) = λ (f) for all f ∈ L1.
Now, given all the properties of T , [Ryc83, Theorem 1] states that the operator P fulfills all the
properties for a spectral gap given in Definition 3.1 except that there might be finitely many
mutually orthogonal one dimensional projections. Combining this with [Ryc83, Remark 4b] gives
that in case the system is topologically mixing there is only one projection corresponding to
the eigenvalue 1. Furthermore, [Ryc83, Theorem 3] implies in the topologically mixing case the
existence of a function f such that Pf = f and thus the existence of a measure µ absolutely
continuous with respect to λ.
Finally, (12) and (13) ensure that (5) and (6) are fulfilled with K1 := 1+K˜1 and K2 := 1+K˜2. 
Acknowledgements. We thank Gerhard Keller for referring us to the paper of Rychlik.
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