Summary. We obtain a large deviation principle (LDP) for the relative size of the largest connected component in a random graph with small edge probability. The rate function, which is not convex in general, is determined explicitly using a new technique. The proof yields an asymptotic formula for the probability that the random graph is connected.
Introduction
The central object of study in this paper is the random graph GnY p, with p y1an. The random graph GnY p is constructed on n vertices by including each of the nn À 1a2 potential edges independently with probability p. Much is known about the ®rst order properties of such graphs. For example, if p an and b 1, the size (in vertices) n of the largest connected component is asymptotically n, where b 0 satis®es 1 À e À . (The precise statement is that the sequence n an converges in probability to .) The other components are all of order log n in size. This is the so-called giant component', and it only appears when b 1. As with many other ®rst order results for random graphs, little is known about the nature of¯uctu-ations from the mean, other than some crude probability estimates. The main result of this paper is a large deviation principle for the sequence n an. We also obtain an explicit expression for the rate function using a new technique. Some informal discussion and illustration of this technique is presented in [4] .
We also present an LDP for the number of isolated vertices in the random graph GnY an. Here we use a seemingly unknown characterisation of the distribution of the number of isolated vertices. As a kind of corollary (formally it is, technically it isn't) we demonstrate that the properties`connected' and`contains no isolated vertices' are not asymptotically equivalent at this scaling. At the threshold probability ± that is, for the random graph GnY p with p log n n n ± the two properties are asymptotically equivalent, with probability approaching e Àe À X This is a famous result due to Erdos and ReÂ nyi (see, for example, [5] ).
The standard reference on random graphs is the book of BollobaÂ s [1] ; the lecture notes of Spencer [5] provide a useful introduction. For an overview of the main results on sparse random graphs, see [2] . The giant component is the subject of recent paper by Janson et al. [3] , where some very sharp results are presented.
Preliminaries
For completeness we will record here some de®nitions and basic facts. Let n be a sequence of random variables taking values in f0Y 1Y F F F Y ng. A rate function on 0Y 1 is a lower semicontinuous mapping sX 0Y 1 3 0Y I such that for all y P 0Y I the level set fxX sx yg is closed in 0Y 1. We say the sequence n an satis®es the LDP in 0Y 1 with rate function s if, for all Borel sets f in 0Y 1,
An easy fact that we will make use of is the following: if s is continuous, and
uniformly for x P 0Y 1, then n an satis®es the LDP in 0Y 1 with rate function s.
The largest connected component
Write nY p for the size (in vertices) of the largest connected component in the random graph GnY p. It is well-known (see, for example, [5] ) that, for b 1, the sequence nY anan converges in probability, as n 3 I, to the unique positive solution to the equation 1 À e À , which we will denote by . If 1, then nY anan converges in probability to zero. For convenience we will set 0 for 0` 1.
The main result of this section is the following. Set my log1 À e Ày .
Theorem 3.1 For b 0, the sequence nY anan satis®es the LDP in 0Y 1 with rate function given by
for x k x x kÀ1 , where x 0 1 and
on 0Y 1, and this is a convex rate function. If b 1, the rate function s is not convex. A plot of s 3 is shown in Fig. 1 . The interpretation here is that the most likely way for GnY an to have a largest connected component of size %xn, when x k x x kÀ1 , is for it to have exactly k connected components of that size.
Proof of Theorem 3.1. Let qnY p denote the probability that GnY p is connected. For 1 k n we have
The upper bound is just Boole's inequality; the lower bound is the probability of having exactly one component of size k, and none exceeding that size. We will assume b 1 until it is stated otherwise. Set
Since nY anan 3 in probability we have that for any neighbourhood e of , lim Now let l xn, k yn and p an, and consider the normalised logarithmic limit to get that (for suciently small) lim sup n sup xÀ`y`x 1 n log qxnY an qynY an xh 1 À axfor 0`y`x`1. For a lower bound we observe that, again for l b k,
Here we are using, for the ®rst inequality, the natural embedding of In particular, the convergence (5) can be extended to the case x 1 and it follows from Lemma 3.1 (the sequence has a kind of`approximate equicontinuity') that the limit holds uniformly for 0`x 1. The crux of the above argument, and hence the entire proof, is that it reveals an explicit scaling property of the function q, namely that qxnY an % q y kY yak Y for appropriately chosen y and k.
It follows from (3) Proof. By considering the respective component sizes we enumerate the possibilities and apply the principle of the largest term to get that lim sup n 1 n log nY an`x 1 n sup Ày 1 log y 1 À y 2 log y 2 Á Á Á À y k1 log y k1 f
It is easy to check, using convexity arguments, that this supremum is acheived on the set y 1 y 2 Á Á Á y k x 1 ak. (The function y U 3 ymy À y log y is concave and the third line is amenable to an elementary inductive argument.) Hence, lim sup
It is now tedious but straightforward to check that this supremum is attained at k 1, where it takes the value ex 1 Y . Applying the principle of the largest term once again (using the uniform convergence in (7)), we have lim n 1 n log nY an`xn exY for x 1`x ; the uniformity of this convergence follows from the fact that the argument is monotone (in x) and e is continuous. ( Using this lemma, we can now recursively apply (7) and (2) 
. It is easily veri®ed that this agrees with the formula for s in the statement of the theorem. If 1 we can use (2), (3) and (6) We have also proved (6):
BollobaÂ s [2] discusses some related results on connectedness. The closest in spirit to this result is the work of Wright [6] on the enumeration of connected graphs. For example, it is shown that gnY n k, the number of connected graphs on n vertices with n k edges, is asymptotically Àk n n3kÀ1a2 Y for some constant g 0 , but for GnY an this leads to a trivial upper bound on the probability of connectedness. We can also deduce the following result on the law of the number of edges in the random graph, given that it is connected. 
Proof. Using the fact that GnY an can be represented as the intersection of independent realisations of GnY dan and GnY ad on the same set of n vertices, we see that
Here,`denotes`is a subgraph of'. The statement now follows from Theorem 3.2. (
The number of isolated vertices
Denote by DnY q the random directed graph constructed on n vertices, with each of the nn À 1 potential directed edges included independently with probability q. It is clear that the number of isolated vertices in GnY p, which we will denote by nY p, has the same law as the number of isolated vertices in
. Now the number of vertices in DnY q with no`incoming' edges has a binomial distribution with parameters n and 1 À q nÀ1 ; conditional on , the number of isolated vertices in DnY q has a binomial distribution with parameters and 1 À q nÀ . Thus, for s ! 0,
where r 1 À p nÀ1a2 . Setting p an and applying the principle of the largest term we get,
The GaÈ rtner-Ellis theorem does not apply here, because the scaled cumulant generating function Kh X f e h is not steep. We can, however, deduce (setting s 0) that
Observe that
and so
Uniform convergence follows from the next lemma, the proof of which is identical to that of Lemma 3.1 (exactly the same bounds are used) and the fact that the mapping x U 3 1 À xg1 À x is continuous on 0Y 1. Set rnY p nY p 0. Note that we could have used (9) and the easy fact that nY anan converges in probability to e À to determine the limit function g, using the technique described in the introduction: t e À 0 implies that
where b 0 satis®es 1 À e À da. (Note that this also provides an easy alternative to solving the optimisation in (8)!)
Finally, one can verify that gd is strictly bigger than md, for each d b 0. As we remarked in the introduction, the properties`connected' and contains no isolated vertices' are not asymptotically equivalent at this scaling.
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