In this paper we develop an algorithmic framework allowing for fast and elegant path correction exploiting Lie group symmetries and operating without the need for explicit control strategies such as cross-track regulation. These systems occur across the gamut of robotics, notably in locomotion, be it ground, underwater, airborne, or surgical domains. Instead of reintegrating an entire trajectory, the method selectively alters small key segments of an initial trajectory in a consistent way so as to transform it via symmetry operations. The algorithm is formulated for arbitrary Lie groups and applied in the context of the special Euclidean group and subgroups thereof. A sampling-based motion planner is developed that uses this method to create paths for underactuated systems with differential constraints. It is also shown how the path correction method acts as a controller within a feedback control loop for real-time path correction. These approaches are demonstrated for ground vehicles in the plane and for flexible bevel tip needle steering in space. The results show that using symmetry-based path correction for motion planning provides a prudent and simple, yet computationally tractable, integrated planning and control strategy.
Introduction
Corrective motion planning seeks to efficiently adapt a given trajectory to suit a new, slightly modified situation. Of particular interest is the agile control of underactuated non-holonomic systems, as the nature of these systems is that certain degrees of freedom can only be controlled in a coupled manner (if at all). This makes it computationally hard to determine simple and valid trajectories from scratch (Canny 1988; LaValle 2006) , thus it is preferable to efficiently adapt a given trajectory in an elegant way without having to start anew. This can be exploited for motion planning by deriving new paths by refining previous ones, or within a feedback control loop to quickly compensate for drift.
In cases where a suitable control strategy is known, path correction is often performed by tracking in a pure pursuit manner. However this can produce unwanted artefacts due to its myopic nature (Kanayama et al. 1990; Ollero and Heredia 1995) . Taking a larger horizon into account for regenerating a path increases computational complexity, but enables alterations to the path to be made in an elegant way. An example of such corrections is illustrated in Figure 1 . This paper develops algorithms capable of quickly finding such path corrections without the need for explicitly given control strategies such as cross-track steering methods.
Mechanical systems frequently exhibit symmetries that can be represented as groups of translation or rotation (Koon and Marsden 1995; Ostrowski 1999; Webster III et al. 2004 ) and allow for elegant trajectory corrections in a computationally tractable way. This is valuable as the degrees of freedom represented within these symmetry groups are often those that are only indirectly modifiable, making the control problem more complex. For example, for most vehicles (be it submersible, ground or airborne) properties such as thrust, speed and turn rate can be influenced directly, whereas controlling position and heading is harder since they can only be influenced indirectly. As the latter often exhibits aforementioned symmetries, efficient planning algorithms for symmetry groups can be a valuable tool for dealing with problems that are difficult to handle otherwise. Fig. 1 . A car (small rectangle) is following a previously planned path (solid line) to the goal (dot), but got off-track due to disturbances. The left image shows a pure pursuit controller trying to get back on track as quickly as possible, resulting in unnecessary turns (dashed line). A more natural solution is shown in the second picture where the available space is used to elegantly correct the path during the upcoming turn.
The contribution of this paper is the introduction of the Symmetry Path Correction (SPC) algorithm that allows for planning and control of systems that exhibit symmetries and might be bound to non-holonomic constraints. It is a refinement of an idea presented by Cheng et al. (2008) . The method works without prior knowledge of control strategies specific to the system at hand, by transforming an already known path such that it reaches a new goal. The method is designed such that it avoids excessive reintegration of the entire trajectory. In this paper, the discussion of Seiler et al. (2011) is extended in two ways: (1) for initial path planning, the RRT Correct algorithm is developed as a novel variation of the well known Rapidly Exploring Random Tree (RRT) algorithm that is able to incorporate SPC; (2) it is shown how SPC can be integrated as a controller into a feedback control loop. Methods are developed independent of specific applications and demonstrated in simulation and experimentally using a ground vehicle and for surgical needle steering.
The remainder of this paper is structured as follows. Section 2 highlights previous work in the domain. Section 3 develops the mathematical model and introduces the basic concepts for trajectory alteration. Section 4 presents the SPC algorithm for situations without obstacles and shows results of its application to (kinematic) car and flexible needle steering problems. This is extended to cases with obstacles in Section 5. Section 6 introduces the RRT Correct framework to exploit path correction for motion planning and its application for a car is demonstrated. In Section 7, SPC is integrated as feedback controller into the control loop, an application which is demonstrated on a Segway RMP-based vehicle. Section 8 discusses implementation issues resulting from discretization. We conclude in Section 9. An introduction into Lie groups is given in Appendix A. LaValle and Kuffner (2001) introduced the Extend function into the RRT framework to deal with planning problems under non-holonomic constraints. This method is the basis of many state-of-the-art applications and variations. The RRT Correct presented here extends this and allows one to utilize the power of a path correction algorithm by taking into account the whole path from the tree's root to a node when extending it. Lamiraux et al. (2004) proposed a path deformation method for obstacle avoidance based on potential fields in the space of paths that repels the path from obstacles. This approach works by linearly combining perturbations of the control input and simultaneously solving the boundary value problem defined by the final state. Cheng et al. (2008) used Lie group actions for gap reduction as a post-processing step for RRT planning. They introduced a method to insert coasting trajectories into an existing trajectory in order to reduce gaps that arise during a planning phase. This approach is likely to perform well for twisted paths that feature segments going in any direction, but for less-twisted paths there is no possibility to shorten any part of an initial trajectory and recover from overshooting. The SPC algorithm presented in this work overcomes this problem by actually altering existing segments of the initial trajectory in a consistent manner. SPC also introduces a new mechanism to select a valuable set of transformations.
Previous work
Pham (2011) used affine transformation for trajectory correction. While this approach has the ability to come up with the transformed trajectory in one step, it does not take care of generating the necessary controls in general. It relies on the ability to easily calculate valid controls for any path that is twice differentiable.
Mathematical model
The following discussion is framed on the assumption that an initial path has been obtained, but needs to be corrected towards the desired goal. Such corrections might be necessary due to gaps arising from sampling-based planners, dynamic changes in the environment or due to disturbances. Furthermore, the algorithm is designed under the assumption that the initial path is up to some degree surrounded by free space, but may still contain narrow situations. For ease of presentation, this presentation at first concentrates on altering degrees of freedom represented by aforementioned symmetry groups. It is understood that the remaining degrees of freedom are dealt with via a classical planning or control methods. This is discussed in detail in Sections 6 and 7.
It is assumed, that the reader is familiar with the notion of Lie groups. An introduction to the topic can be found in Appendix A; however, for more thorough treatment of the topic, the reader is referred to the texts of Bloch (2003) and Murray et al. (1994) for example.
A system's symmetries
When considering symmetry within this work, discrete symmetries such as the common mirror symmetry are not considered. This work is targeted at symmetry that is formed by continuous symmetry groups. As an example consider the system of a car on a plane as depicted in Figure 2. Unless there are additional distinct features present such as obstacles or boundaries, all possible positions of the car (x, y and heading) are equal. As a result, previous calculations that are valid for one initial position can easily be transformed to any other desired initial position. The system's behaviour relative to the initial position will be identical. As a result, the car's symmetry group is the special Euclidean group, SE( 2), consisting of all translations and rotations on the plane. This kind of symmetry has been used in the past, often implicitly without stating it directly. For example, implementations for planners working with discrete path sets often rely on this property when assuming that path sets are equally valid at every point (Choset et al. 2005) .
Symmetry formed by a Lie group can be observed not only for car-like ground vehicles, but for a variety of different systems. For example, steering a surgical bevel tip needle through tissue (Webster III et al. 2004; Park et al. 2010) is invariant under translations and rotations in R 3 and thus the symmetry group equals SE( 3). In the case of an aircraft in mid-air, the system is invariant under threedimensional translations as well as yaw. Thus, the resulting symmetry group equals R 3 × SO( 2).
Similar symmetry phenomena arise for example when not only taking into account static situations, but time and velocities as well. For example, executing a plan at higher velocities results in either larger distances travelled or finishing the route in less time. When describing this effect in a space representing position, velocity and time, the arising transformations are known as Galilean transformations. They form a Lie group known as the special Galilean group, SGal( n) (Nadjafikhah and Forough 2007) . For example, the planning problem of a robot having to intercept another object at a certain place and time could exhibit a symmetry group based on SGal( n). While the applications within this work only consider static symmetries based on SE( n), the underlying concepts are derived and presented in the context of Lie groups to allow a more general employment.
It is typical for systems with symmetries that the degrees of freedom formed by the symmetry group can only be controlled indirectly. That is due to the underactuated nature of the system and differential constraints, the dimensions of the state space formed by the symmetry group can only be influenced via a set of differential equation by altering the state space's remaining dimensions. For example, when driving a car, speed and turn rate can be controlled directly, whereas position and heading have to be controlled indirectly by (often tedious) manoeuvring as can be seen at the parallel parking problem for example. The same is true for the other systems mentioned above. This justifies the need to consider special planning and control strategies for handling the symmetry group.
Basic definitions
This work assumes the notions and terminology associated with kinodynamic motion planning (Donald et al. 1993; LaValle and Kuffner 2001; LaValle 2006) . The state space X is the space containing all possible states of the system. Each point in X corresponds to a set of values that completely describe the relevant parameters of the system. Often this is a robot's position in the environment, the positions of the robot's internal joints as well as derivatives thereof. While there are no requirements to the structure of X per se, it will be assumed here that it can be represented as a differential manifold with a distance metric. This assumption is reasonable as it is true for a large class of motion planning problems (LaValle 2006) . In the case where X contains the robot's position as well as the first derivative thereof, the velocity, X is also referred to as phase space (Donald et al. 1993) .
The subset X obs ⊆ X denotes the states that are not viable due to obstacle constraints, and its complement X free := X \ X obs represents the viable free space. For clarity of presentation, at first an obstacle-free setting (X obs = ∅) is assumed (cases with obstacles will be tackled from Section 5 onwards). The space U ⊆ R n represents the system's allowable control inputs. Thus, system progress is modelled via a set of ordinary differential equations (ODEs)
for x ∈ X and u ∈ U (LaValle and Kuffner 2001).
Fig. 2.
A car is sitting on a plane (left). The middle picture shows the car after it has moved. However, the resulting situation is still equivalent to the first as can be seen easily by simply moving the camera (right). This is an easy example of the type of symmetry considered here.
The continuous symmetries as described informally in the previous section are formalized by a Lie group G acting freely 1 from X from the left such that F( ·, u) are invariant vector fields under the action of G. That is, there exists a multiplication law for elements g ∈ G and x ∈ X , such that gx ∈ X , and for every trajectory x( t) : I ⊆ R → X , and control input u( t) : I → U fulfilling Equation (1), the product gx( t) also fulfils (1) for the same u( t). In addition, it is assumed that the metric on X is invariant under the action of G. That is,
for all x 1 , x 2 ∈ X and g ∈ G. Throughout this paper, symmetries that do not arise from the invariance of the differential equations as described here will not be considered.
This setting allows us to define the quotient space
and thus a decomposition of the state space X in the form
where the manifold Z is the base space and the Lie group G is denoted the fibre component. The projections from X onto its components Z and G are denoted π Z and π G respectively. Common examples of such invariantly acting Lie groups arising from the system's symmetry group, are translations (R n ), rotations (SO( 2), SO( 3)) or combinations thereof resulting in subgroups of SE( 3) (e.g. SE( 2), R 3 × SO( 2), …). However, as seen in the previous section, other symmetry groups are possible, e.g. SGal( 3). While the construction via a quotient space does not automatically give a reasonable presentation of Z in a constructive way, for conventional robots the decomposition of (2) tends to come naturally when choosing a minimal parameterization of the system. Applying this framework to the example of a simple car (LaValle 2006) yields a state space X containing five dimensions, denoted speed v, turn rate ω, position x and y and heading θ . The control inputs U contain two dimensions, acceleration a and change in turn rate ρ. The equations of motion arev
Limitations such as the maximum speed and turning rate can be implemented as boundaries of X or obstacles, whereas a and ρ can be limited by the choice of U. Further constraints such as those onȧ andρ as well as slip are neglected. As discussed above, the car's behaviour is independent of position and heading and the system's symmetry group G equals the special Euclidean group, SE( 2), representing x, y and θ . The remaining base space Z is spanned by v and ω. Thus X = R 2 × SE( 2) .
Introducing some notation simplifies matters. Let I ⊆ R be a closed finite interval. Then I − and I + denote the lower and upper boundary values, respectively, such that
A time-dependent control input is considered to be a function u : I u → U that maps from a closed finite interval I u ⊆ R into the control space U. Integrating such a control input over time via the ODE (1) gives rise to a path in state space X that is dependent on an initial state x 0 and time t. Such integrated paths can be written as functions
and
Given two time-dependent control inputs u :
] → X is defined as the concatenation of the two functions u and v such that
otherwise.
This notation may also be used in cases where I + u = I − v . In these cases a suitable re-parameterization of I v is performed implicitly. Note that when using this notation for two integrated paths in state space X , the concatenation results in a single continuous path if and only if the final state of the first path coincides with the initial state of the second path. When this is the case, the resulting path is equivalent to integrating the concatenated control inputs directly, thus
Trajectory transformations
In general, finding a solution for the planning problem of connecting two predefined points x start and x goal in X leads to running a search over all time-varying control inputs (Canny 1988; Latombe 1991) . As the space of all possible control inputs can be too big to search exhaustively, many algorithms focus on relatively small subsets and either run a search over a discrete set of paths (Choset et al. 2005) or run a non-linear optimization algorithm or search over a continuous path set (Lamiraux et al. 2004; Kobilarov et al. 2007 ). The former, by its very nature, can only reach a discrete subset of X , where as the latter typically involves reintegrating the whole trajectory u ( x start , t) in each step of the optimization process. Using operations given by a Lie group to transform a valid trajectory allows for the reuse of large parts of a previously calculated u ( x start , t) as long as changes to the trajectory happen in a compatible way. Thus, searching a continuum can be done without complete reintegration.
Let u and v be two time-dependent control inputs that differ in some region, but coincide otherwise. They can be split up as
where u 1 and u 3 represent the parts that are common to both. Note that the lengths of the middle segments I u 2 and I v 2 do not necessarily have to be equal. Starting both trajectories at a common initial state x 0 ∈ X yields
In general, equality of the third part of the control inputs, u 3 , cannot be used, as the final states of the middle segments, u ( x 0 , I + u 2 ) and u ( x 0 , I + v 2 ), need not coincide. Using different states as initial states for the third part of the path can result in a variety of different trajectories as illustrated in Figure 3 . Fig. 3 . Three trajectories for a car (rectangle), all resulting from the same control input. The behaviour is sensitive to initial conditions (speed and turn rate), causing different trajectories.
Fig. 4.
A car (rectangle) follows two different paths resulting from control inputs that only differ on a region in the middle but are identical otherwise. The paths coincide up to the first marker (dot). After that, the paths differ. However at the respective second markers, speed and turn rate are identical for both paths and thus the remaining parts of the paths are the same, just transformed.
If, however, it is assumed that the final states of the middle segments u 2 and v 2 only differ on the fibre component G but coincide on the base space Z, the similarity of the third parts of the trajectory can be exploited. Having equality on the base space as in
In the case of the simple car, Equation (4) can be interpreted as having identical speed v and turn rate ω. Then Equation (5) yields the translation and rotation necessary to transform one state into the other. Because the equations of motion are invariant under translation and rotation, the resulting third parts of the paths will be translated and rotated versions of each other as illustrated in Figure 4 . In the general case, the same line of reasoning on invariance yields
Looking at this result from a viewpoint of computational complexity, Equation (6) saves calculation time. Given u , the computational cost of v is mainly the cost of integrating the second segment given by v 2 . The third segment defined by u 3 can be calculated directly by the use of group operations. In particular, during non-linear optimization, the final state v ( x 0 , I + v ) is typically the only one of interest. Thus, there is no need to actually transform the whole third segment of the path. Instead one can determine the trajectory's final state directly. As a result, the cost for
Optimizing a trajectory
While the overall framework is agnostic to the specific nature of a trajectory transformation (as long as it can parameterized in a sufficiently smooth way and Equation (4) is met), this work focuses on operations that can best be described as stretching. Given a time-dependent control input u and a corresponding trajectory u ( x 0 , t), one might be able to find an alteration u c that stretches (or compresses) the trajectory's behaviour on the base space Z over time.
for a stretch factor 0 < c ∈ R. In particular, this yields identical final states on Z,
In the case of the car, for instance, this could map to reduced accelerator commands resulting in a longer distance travelled by the time the target speed is reached. While the stretching operation does not change the end result on the base space Z, it does alter the position on the fibre G, thus emphasizing or weakening features of the trajectory. For the car, the stretching operation can be calculated by dividing the control inputs a and ρ by c while multiplying the time they are applied by c.
This kind of stretching operation is always possible for systems where the base space Z is fully actuated. In case of an underactuated base space however, it might not be possible to generate the necessary controls. While these cases might still be feasible by introducing other kinds of transformations that fulfil Equation (4), such cases are beyond the scope of this work.
Combining the results obtained so far, an efficient tool for altering a trajectory during a non-linear optimization process can be built. Let u ( x 0 , t) be a trajectory given by a split control input u = u 1 * . . . * u n and starting point x 0 ∈ X . Changing a single u i to u c i i =: v i results in a Lie group operation g i ∈ G as of Equation (5). Repeating this, one is able to alter several or even all segments of the path at once in order to get a new control
In cases where c i = 1, and thus the segment is unaltered, the corresponding g i is set to the identity element 1 ∈ G without further calculation. Assuming u ( x 0 , t) is given and the changed segments
, t) and transformations g i have been calculated, the new trajectory v ( x 0 , t) is computed efficiently using group operations only. Iteratively applying (6) yields
In particular, one can write the final state of the trajectory as
Clearly, not much is saved in cases where all segments of the trajectory have been changed (i.e. all c i = 1). However, if only a small fraction of the control input has been altered, then it is only necessary to reintegrate the fibre component of those altered segments. Thus, the computational cost for calculating the new trajectory, or directly its end point, is linear in the length of the changed segments plus the cost of a few additional group operations.
Note that it is possible to perform the calculations of g i and v i ( u ( x 0 , I + u i−1 ) , t) separately for each segment, independent of what is done to other segments. Thus, for another transformation using some c i , all results where c i = c i can be reused. This speeds up things significantly for gradient calculations as will be detailed later and also allows for parallel computation.
Symmetry Path Correction algorithm without obstacles
For path correction, it will be assumed that an initial path u ( x 0 , t) as well as its control input u and initial state x 0 have been given. Furthermore, the path's final state u ( x 0 , I + u ) does not coincide with the goal x goal , but is in the vicinity of it. The objective is to alter the trajectory u in such a way that its final state matches x goal . It will be assumed that the correction needs to be done in the fibre component only and that there are no obstacles present. This will be achieved in two steps: first, a small and suitable set of path segments will be selected for stretching operations; and, second, matching stretching factors c i will be determined for said segments.
When selecting path segments, it is advantageous to select exactly as many segments as there are dimensions in the Lie group G. Using less segments results in too few degrees of freedom when altering the trajectory and thus failure to span a whole neighbourhood of the final state u ( x 0 , I + ). Using more segments than dim G leads to undesired behaviour as the solution is no longer unique. Furthermore, segments are chosen in such a way that the directions they move the trajectory's final state into have the potential to span the space well as illustrated in Figure 6 . This can be formalized by considering the derivatives
evaluated at c i = 1. As above, v represents the control input u with some segments u i replaced by their scaled versions u c i i and, again, g i ∈ G denotes the resulting Lie group transformation.
The quality of a selection of dim G segments can then be measured by analysing the condition number of the resulting Jacobian
evaluated at c i = 1 for all i. The derivatives in the matrix on the right-hand side are written as column vectors. If the matrix's condition number is small, it has the potential to span the space well.
Since each column of J in Equation (9) is independent of the remaining segments, the derivative has to be calculated only once. Thus, in practice, a method is to select a larger set of non-overlapping segments and out of that randomly draw selections of dim G elements for further testing. The selection with the smallest condition number of the resulting Jacobian is then chosen. An exhaustive search for the optimal selection is not necessary since it is sufficient to remove poor candidates. Taking a few random samples is often enough.
As optimization algorithms typically work by minimizing a target function (Byrd et al. 2006) , here the distance of the path's final state to the goal, it might seem tempting to estimate the convergence rate of that target function directly via its second-order approximation and the eigenvalues of the Hessian (Shewchuk 1994; Cheng et al. 2008 ) instead of using the condition number of the final state's Jacobian as presented here. In tests, however, this proved to perform poorly.
Once a set of segments is chosen, the values for the c i need to be determined in order to actually improve the trajectory. Therefore, a target function f ( c 1 , . . . , c dim G ) is defined as the distance between v ( x 0 , I + v ) and x goal . It is then minimized using a conjugate gradient method (Shewchuk 1994; Byrd et al. 2006) . Estimating the gradient of f at ( c 1 , . . . , c dim G ) is done by taking into account the function value f ( c 1 , . . . , c dim G ), as well as those resulting from going a small step into each direction, f ( c 1 , . . . , c i + , . . . , c dim G ), naively resulting in dim G + 1 integrations for each segment. However, since only two distinct values, c i and c i + , are used for each dimension of G, the calculated g i can be recombined to obtain all function evaluations necessary. Thus, the cost to estimate a gradient is two integrations per segment plus some group operations. Pseudocode for the resulting Symmetry Path Correction Algorithm (SPC) is presented in Algorithm 1. It was used for the path depicted on the right-hand side of Figure 1 as well as the example presented in Figure 7 .
Implementing this algorithm for more complex threedimensional cases, such as bevel tip needle steering, the Fig. 7 . A car (rectangle) is trying to reach the goal (dot). The dashed line shows the initial path that fails to reach the goal. By altering the segments depicted in bold, the solid path is created.
state space X consists of eight dimensions: insertion speed v, turn rate ω as well as six degrees of freedom representing position and orientation in three space. Thus, the base space Z represents v and ω whereas G equals the special Euclidean group SE( 3). Following previous notation in this domain (Webster III et al. 2004; Park et al. 2010) , SE( 3) is represented using homogeneous 4 × 4 matrices g = R t 0 1
where R ∈ SO( 3) is a rotation matrix and t ∈ R 3 represents translation. The control space U has two dimensions, acceleration a =v and change in turn rate ρ =ω. The remaining equations of motion are given by
where the constant κ is the curvature of the needle's trajectory and se ( 3) is the Lie algebra of SE( 3). An example of SPC operating on this system is presented in Figure 8 . Since the algorithm works by enlarging or shrinking certain sections of the trajectory, it cannot perform well in cases where the trajectory has too few features. In particular, in cases where the path consists only of a straight line or a section of a circle, it is impossible to find segments that span the space well in a way discussed previously.
Symmetry Path Correction algorithm with obstacles
When dealing with obstacles, an inversion of perspective is helpful. Up to now the initial path was considered to start at the robot's current state and the final state was then optimized. However, it is equally valid to anchor the initial path at the goal state x goal and consider the robot to be at a state x curr that does not coincide with the path's initial state x start = u ( x start , I − u ). It will be assumed that the initial path is a collision-free trajectory u ( x start , t) with u ( x start , I + u ) = x goal . Here X obs does not have to be empty, but it is assumed that there is a certain amount of free space surrounding the trajectory most of the time that can be used for corrective actions. The robot is currently at x curr and is following a path defined by v that is derived from, but that might not coincide with u. So v ( x curr , t) does not necessarily reach the goal x goal . Allowing a discrepancy between u and v is advantageous when making multiple corrections; for example, when repeated online calculations are performed while executing a path under disturbances. In this setting, the initial path u will be kept constant during the whole process, while alterations are made to v only.
If no collisions occur in v ( x curr , t), alterations to v can be made directly using SPC without obstacles (Algorithm 1). Otherwise, in case of collisions, the first point of collision is found as t col := min{t ∈ I v | v ( x curr , t) ∈ X obs } and the path can be split such that v = v 1 * v 2 and t col = I + v 1 . To get around the obstacle, it is necessary to correct the path in two steps, first v 1 ( x curr , t) using a new intermediate goal x new ∈ X free and then v 2 .
To define x new , the colliding point v 1 ( x curr , I + v 1 ) is pulled towards the corresponding point x orig of u ( x start , t) where, due to scaling operations performed on v, the time t is not necessarily identical for u and v any more. This is done by parameterizing a straight line connecting x orig with v 1 ( x curr , I + v 1 ) by s : [0, 1] → X such that s( 0) = x orig and s( 1) = v 1 ( x curr , I + v 1 ). 2 Using s, the intermediate goal is defined as
x new := s( α n ) , where n is the smallest n ∈ N such that s( α n ) ∈ X free and α ∈ [0, 1). The convergence rate α determines how fast the trajectory should be pulled back towards the original path and away from the obstacle. A large α results in staying closer to the obstacle and thus in a higher probability that further corrections are necessary; a smaller α on the other hand pulls the trajectory more aggressively towards the original trajectory, preventing effective use of the available free space. The presented implementation uses α = 1 / 2 . Using x new , SPC without obstacles is run over v 1 to get a new plan w 1 and thus w = w 1 * v 2 . Note that it is acceptable if the new trajectory does not actually reach x new itself as the main purpose of the operation is to pull the path away from the obstacle. What has to be considered though are collisions of w 1 ( x curr , t). If w 1 ( x curr , t) is collision free, the process continues by recursively applying SPC with obstacles on v 2 . If w 1 ( x curr , t) is in collision, two cases have to be considered. If the final state w 1 ( x curr , I + w 1 ) is in collision, the optimization run did not get close enough to x new because the path given by v 1 was too short or had too few features for the algorithm to perform well. In cases where v 1 is not the first part of the path due to a recursive call, w (and thus v 1 ) can be extended and a new attempt can be made. Otherwise the system is too close to an obstacle for suitable correction, and the algorithm is considered failed. If the final state w 1 ( x curr , I + w 1 ) is in X free , the optimization run was successful but the alteration introduced a new collision. Then a recursive call on the altered plan w and the starting point x curr is necessary to get rid of the newly introduced collision. Pseudocode for the complete SPC with obstacles is given in Algorithm 2. An example of the algorithm's performance for a needle steering problem is shown in Figure 9 .
Note that the sole purpose of the original path u is to provide a reference path when selecting intermediate way points x new . Keeping an initial path anchored at x goal for this purpose has shown to provide good results, but in cases Algorithm 2 Symmetry Path Correction Algorithm (SPC) with obstacles u ← original plan v ← current plan
where this approach is not available, other choices for u can be made. Such a case will arise in the context of the following section.
Integrating path correction into motion planning
There are multiple ways by which an off-line planner can benefit from a path correction. For example, it can be used as a post-processing step for gap reduction to deal with discontinuities after the planner has completed. Samplingbased planners such as RRT, or those based on discrete path primitives such as Grid-Based Search (Choset et al. 2005) , tend to leave small discontinuities in a path due to their discrete sampling nature. A path correction algorithm can be used to reduce these gaps resulting in a higher quality path and in faster planning due to the possibility of allowing bigger gaps during the initial planning phase. This has been considered by Cheng et al. (2008) . In this work however another approach is taken to integrate the path correction algorithm directly into an RRT style planner. To do so, a variation of the RRT algorithm Fig. 9 . A needle has to reach a goal (dot) and has an initial path depicted by the dashed line. Owing to an offset in the initial position, the planned trajectory would result in the dotted line, colliding with an obstacle and missing the goal. The path is corrected and a valid path depicted by the solid line is created.
was derived. The most basic form of an RRT planner as described in literature, e.g. in LaValle (2006) , works as follows: in each iteration, at first, a new point of the state space, x sample ∈ X , is sampled and the node closest to it in the search tree, x closest ∈ T, is determined. Then the Connect function, a local planner, is employed to create a path v from x closest to x sample . Finally, the result of the local planner is added to the tree, extending T at x closest by an edge that ends at x sample . Typically, this is relaxed slightly by not requiring the new edge to actually reach x sample , but some other point x new instead, making only some progress towards x sample . Throughout this process, the local planner is considered as a black box that takes two points as an input and creates an edge leading from the first point towards the second. This is repeated until a point is added to the graph that has a distance to the goal that is smaller than some goal acceptance threshold . Pseudocode for this basic RRT is given in Algorithm 3.
While for the holonomic case, the local planner is fairly easy to implement, finding a suitable local planner for a non-holonomic system with differential constraints is a Algorithm 3 A basic RRT algorithm.
x start ← the start position x goal ← the desired end position T ← tree initialized with node x start repeat
Algorithm 4 The RRT Correct algorithm.
hard problem which lead to the development of the RRT Extend algorithm (LaValle and Kuffner 2001). In RRT Extend, the Connect function is replaced by an Extend function that only attempts to do some progress towards x sample , instead of an actual connection. As a result it is by design very unlikely to exactly reach the given point x sample , and almost certainly settles with incremental progress towards it.
When incorporating path correction into this process, it is advantageous to slightly change the role of the local planner. To do so, the Connect function is replaced by the ExtendCorrect function which takes as input not only the closest point x closest , but also the whole path v closest that connects x start to x closest . The local planner will then extend and/or otherwise alter v closest such that it reaches x sample or at least does some progress towards it. The result is a path v starting at x start leading towards x sample that does not necessarily pass through x closest any more. Extending the tree by v, results in an edge starting directly at x start . Note that this behaviour of always extending the tree at its root effectively degenerates the tree structure resulting in something looking more like a bouquet of flowers than an actual tree. It can be conveniently stored in a list or array, saving the complexity of dealing with a tree structure. However, this comes at the additional cost of having to store the whole path with every node. Pseudocode for this RRT Correct algorithm is given in Algorithm 4.
Algorithm 5 The ExtendCorrect function
x closest ← The given point the extension should start at v closest ← The path from x start to x closest x sample ← The sampled point that should be reached
repeat v ←run SPC with obstacles using v as current plan, x sample as goal, and u as original plan until no sufficient progress was made
Note that the Correcting RRT algorithm is a generalization of usual RRT, as the latter is equivalent to the case where the ExtendCorrect function only extends the previous path v closest without altering it. Also note that while this work describes a basic single RRT implementation, common extensions such as growing multiple trees or advanced sampling strategies can be applied to the Correcting RRT framework in the usual fashion.
The idea behind the ExtendCorrect function is to have the local planner perform two steps: first, it extends the given path v closest to a point that is close to x sample ; second, it applies the path correction algorithm to the extended path to alter it in such a way that it actually reaches x sample .
The first step, the extension stage, can be performed in the same fashion as for a normal RRT Extend implementation. The implementation presented here uses a finite library of precomputed paths to select from. The second step, the correction stage, consists of a (possibly repeated) application of SPC with obstacles. At first, the original plan u of Algorithm 2 is initialized with the whole, extended, path as generated in the extension stage. This will stay unchanged even if the correction algorithm is run several times in a row. The current path is used as original plan u, because other choices anchored in x new are likely to cause collisions. It has proven beneficial to perform several iterations of the SPC as long as significant progress towards x new is made. The implementation presented here uses the simple heuristic that another run is employed if the distance to x new is still greater than the goal acceptance tolerance and the previous run was able to reduce the distance to x new by at least 30%. Pseudocode illustrating the whole ExtendCorrect algorithm is given in Algorithm 5.
The performance and completeness of the Correcting RRT algorithm is no worse than the underlying RRT. Without the path correction stage, the algorithm is equivalent to the RRT Extend algorithm, which is probabilistically complete when some assumptions are made (LaValle and Kuffner 2001) . Also in cases of very cluttered environments without room for path corrections, the correction phase only adds overhead to an RRT Extend by adding futile optimization attempts. However, in environments containing open spaces, the power of the path correction algorithm allows for a much more efficient and precise connection showing a behaviour often similar to RRT in the holonomic case. As a result, the Correcting RRT performs like an ordinary RRT Extend in the worst case but has the ability to do significantly better in good-natured environments with sufficient room for path correction.
The Correcting RRT algorithm has been implemented for path planning for a car on a plane with obstacles. It was implemented such that it does not use any explicit trajectory solving algorithms that are known for cars, such as Reed Shepp curves. For planning on the fibre, only the differential equations given in (3) are used, for planning on the base space, a pure pursuit planner/controller is utilized to assist the planning process.
The Extend function is realized using a discrete library of pre-computed path samples. The paths in the library all start with the same fibre component g 0 ∈ G, but use varying initial values on the base space. Due to the symmetry, each path can be easily transformed to start at any other point g ∈ G. In order to connect x closest to x sample , a path v with initial state x v and final state v ( x v , I + v ) is chosen from the library, such that its initial state closely matches the base space of x closest and its transformed final state is close to x sample . That is,
are both simultaneously small. Once the path is selected, the gap in the base space has to be closed. This is done by simulating a pure pursuit controller tracking the base space and integrating the result on the fibre component. While this, in theory, has unpredictable results on the final state of the path, v ( x v , I + v ), in practice if the gap was small enough, the changes to the final state are rather small too. While this choice of Extend function seemed reasonable for this implementation, the algorithm does not depend on any specific properties of the Extend function presented here and as such it can be replaced by anything that seems to fit the problem at hand.
For experiments, the goal acceptance tolerance was set to 0.01 (distances are measured in meters, angles in radians). It is observed, that once the search reaches the vicinity of x goal , the SPC algorithm is often able to perform the connection to x goal directly. Further, the finally accepted state typically is by several orders of magnitude closer to x goal than due to the ability of the Extend-Correct algorithm to analytically reach a given point. Examples of the algorithm's performance are given in Figure 10 . The left-hand picture depicts the bouquet of all paths that were generated during the process. The right-hand picture illustrates the underlying tree structure by connecting each node with the one it was derived from. Note that the accepted path no longer passes through its parent nodes.
Using path correction for tracking
As discussed earlier, it is typically harder to control the fibre component G than the base space Z. Controllers for Z are often readily available or easy to implement and in many cases, a standard PID controller is sufficient. In contrast, controlling G often requires nuanced and tuned control strategies or, in their absence, a complete replanning step which can be resource intensive (Kelly and Nagy 2003; Wong 2008) . To avoid replanning from scratch, path correction can be used to account for deviations made while following the fibre component of a path in an open-loop fashion. This closes the loop and effectively creates a feedback controller for G.
Initially, an off-line planner derives a valid path v from the robot's current position x curr to the goal x goal . It is assumed that there is no necessity to actually follow v closely as long as the system stays clear of obstacles. Throughout the whole process, the initial path is kept as a reference path denoted u . Thus, at the beginning u = v , but v shall change later on.
Here v is the loaded into the base space controller that starts tracking the base space component of v in a closedloop fashion, resulting in purely open-loop tracking of the fibre component. As soon as deviations in the fibre component are detected, a correction cycle is triggered using SPC with obstacles (Algorithm 2). The algorithm is employed using the inputs v as current plan and u as original plan. After the path correction succeeds, v is updated with the result and the base space controller continues tracking the new v until the cycle repeats. Schematics for a system using this setup are shown in Figure 11 .
Keeping the initial path u during the whole process greatly benefits the algorithm's ability to avoid obstacles. Updating it by v in each cycle and thus using the current path as reference path for the next correction step is likely to result in failure due to the fact that v often gets very close to obstacles and thus all intermediate way points will be chosen close to obstacles too. Also note, that the algorithm has no robustness guarantees. So the system has to be prepared to stop and replan from scratch in cases where the path correction algorithm fails.
An experimental system using this setup for path tracking has been implemented using the Segway RMP-based ground vehicle shown in Figure 12 . A laser range finder was used for self-localization and all calculations where performed using an on-board personal computer. The system operated in a flat environment containing various obstacles. The programming used the equations of motion only: no use was made of known explicit control strategies for ground vehicles such as pure pursuit or explicit trajectory schemes such as Reed Shepp. In addition, with the exception of the very start of a trajectory, use of the Segway's spot turn ability was prevented.
The equations of motion for this system differ slightly from those of a car and are as follows. Again a and ρ are the control inputs.v In order to reach a given goal, the system first employed a grid-based search (Choset et al. 2005) to create an initial valid path. While tracking the path, the base space variables, speed and turn rate, are tracked using the Segway's built in controller whereas the fibre component is treated in an open-loop fashion at first. After a short interval of following an open loop (here 0.5 seconds), SPC with obstacles is executed in order to correct the plan taking into account the vehicle's current position as determined by the laser range finder. After completion, the path is updated and tracking continues. Only in case of failure, that is an unresolvable collision, the system is stopped and a new initial plan is derived from scratch. Examples of the system's performance are shown in Figure 13 . Video footage showing the example of Figure 13 in full length is provided in Extension 1. The vehicle is tracking the dark red path. The fibre component is tracked in an open-loop fashion, whereas the base space is tracked closed loop. The projected path, depicted in green, indicates the tracking error made so far by illustrating what would happen if (idealized and error free) tracking of the dark red path continued. It can be seen how the SPC algorithm repeatedly alters the trajectory in order to compensate for tracking errors and thus closes the loop for the fibre component. Furthermore, it can be seen how the algorithm makes use of free space where available to perform the necessary corrections. This can result in large deviations from the original trajectory. This effect could be limited, e.g. by introducing artificial obstacles, however this approach was not implemented here. The original path, depicted in blue, stays unaltered throughout the whole process and is used as reference path to select intermediate way points.
Discretization issues
Most of the above has been formulated using continuous functions without taking into account discretization issues. This section aims to address problems that might arise for actual numeric implementations. Typical implementations for integrating a trajectory operate using fixed time steps. As such, the control inputs are discretized using intervals of fixed duration and each integration step integrates over one such interval. This approach however does not meld with the scaling operations central to the methods of this work. This is because after scaling, the points in time where the control inputs need to change do not coincide with the interval boundaries any more and the length of a trajectory segment might not even be a multiple of the interval size.
As a result, the integration routine needs to be implemented using variable step sizes. This allows the scaling operation to be implemented in such a way that it directly affects the step size. As a result, control inputs that belonged to one interval before scaling, again form an interval after Fig. 13. The robot (red dot, right) is tracking a path towards a goal (red dot, left). The original initial path as planned by the offline planner is depicted in blue and kept constant throughout the process. Owing to open-loop tracking errors, the robot gets off track. The resulting projected path that does not reach the goal is shown in green. After application of the path correction algorithm, the green path was transformed into the dark red path that reaches the goal and was used to proceed further. The process is repeated continuously. Video footage showing the experiment in full length is provided in Extension 1. the alteration. Also the duration of the segments is not limited to multiples of the interval size. Doing so of course requires a more careful design of the integration routine. In particular, when the algorithm is applied several times to one trajectory, sampling intervals that were reasonable small originally can grow quite large over time. This needs to be accounted for within the integration routine, for example by computing more sub-steps internally. However, herein lies another danger.
In order for the non-linear optimization to work well, the objective function needs to be smooth. While today's solvers can cope with small discontinuities, they can still impact the performance significantly, especially when they are close to the optimum. Thus, one should design the integration routine in such a way that u c as a function depending on c is smooth. Discontinuities can, for example, be introduced by the integration routine changing the number of internal sub-steps during the process. As a compromise between the desire to change the number of internal steps in order to keep the results accurate and the desire to prevent discontinuities near the optimum, the implementation presented here uses hysteresis to prevent frequent switching near the optimum. This has in fact proven to affect runtime significantly in some cases. Values around factor two have been observed, but are obviously very dependent on the specific implementation and problem.
Conclusion
The SPC algorithm is presented and allows for elegant and fast path correction while preserving the character of the initial trajectory, thus eliminating the need for expensive replanning from scratch. SPC has a wide range of possible applications in motion planning and control, two of which were presented here. The Correcting RRT algorithm was developed to utilize SPC for initial motion planning. It was demonstrated by growing a single forward tree to explore the space. It was seen that the Correcting RRT has the ability to exactly reach a sampled point, a property that is usually not present for an RRT in a non-holonomic setting. Future applications will incorporate common extensions such as growing multiple trees (e.g. Bi-RRT) and advanced sampling strategies.
SPC was integrated into a control loop allowing it to act as a tracker. The method has been implemented in simulation for a simple car and surgical needle steering, as well as on a physical ground vehicle. The method was able to correct paths without explicit knowledge of control strategies suitable for the fibre component.
The results show that integrating symmetry-based path correction into a planning algorithm allows us to reduce computational complexity and thus is a promising approach for problems that otherwise cannot be solved due to resource limitations. Future work will include implementing these methods for a wider range of platforms. In particular, this will involve considering symmetries that are not based upon SE( n) as well as incorporating a wider range of transformations to tackle systems with an underactuated base space. Notes 1. The action of G on X is free if and only if for all x ∈ X and g, h ∈ G it is true that gx = hx implies g = h. Although counter-examples exist, if G is a symmetry group of a robotics system, this is usually the case. 2. Note that, as states already coincide on the base, the line s only has to be defined in G and is constant in Z. In most cases, it is intuitive what a suitable choice for a straight line within G should be and how it can be implemented easily. In less obvious cases, the exponential map exp : g → G can be used, where g is the Lie algebra of G. Let d = π G ( x orig ) −1 π G ( v 1 ( x curr , I + v 1 ) ) be the difference between the two states to connect. The points have to be close enough such that d lies within the identity component of G (i.e. the image of exp), as otherwise an easy connection is not possible. Then the line can be defined as s( t) := π Z ( x orig ) exp( t exp −1 ( d) ) for a suitable pre-image exp −1 ( d).
degrees of freedom one has for choosing valid matrix coefficients while maintaining the matrices special properties. For example SO( 2) is one-dimensional (planar rotation), whereas SE( 3) has six dimensions (six-degree-of-freedom body).
It is important to understand that an element of a Lie group g ∈ G can be seen as both coordinates and transformations. In order to view g as coordinates, one can interpret g as representing the point that a designated origin gets transformed onto by g. As a transformation, g acts by multiplication. In the case of left-multiplication as used throughout this work, the result of g acting on h ∈ G is the element gh ∈ G. This dual nature of Lie groups helps easing notation significantly.
Often there are additional (left-)multiplication laws for a Lie group G to act on another manifold X . In this paper a typical situation is that X is a system's state space and G is the symmetry group of X . Then gx ∈ X represents the result of transforming x by the symmetry operation represented by g. In such a setting, X can often be decomposed in the form
where Z is the base space and the symmetry Lie group G is denoted the fibre component. For this decomposition to exist, the action of G on X has to be free. That is, for all x ∈ X and g, h ∈ G it has to be true that gx = hx implies g = h. While this is usually the case when G is a symmetry group for a state space X , counterexamples can be constructed easily.
Another important feature is that Lie groups come with a mechanism to elegantly formulate differential equations without having to worry about the choice of coordinates. Associated with a Lie group G is a Lie algebra denoted g. Loosely speaking, g is a vector space containing the time derivatives of paths within G. That is, if a path g( t) is given, its derivative is at any given time t is represented as g −1 ( t)ġ( t). The result is similar to representingġ( t) in a local frame. Using this concept, an ordinary differential equation can be given in the form
where F is some function and u represents additional control inputs. Applying this to a simple car for example is straightforward. Typically, the equations of motion for a car contain lines similar toẋ = cos( θ ) v y = sin( θ) v θ = ωv.
When representing x, y and θ by the Lie group SE ( 2) ) and (11) can be rephrased as
When integrating (10) numerically and using G in its matrix representation, such as in (12) and (13), care needs to be taken that the result still is in G. For example when working with SO( 2) or SO( 3) in matrix form, the result of a step of numerical integration is not necessarily an orthonormal matrix any more due to numeric inaccuracies and round-off errors. Hence, regular re-orthogonalization and re-normalization steps might be necessary. This problem can be avoided or limited by using known closed form solutions, e.g. for exp, or carefully choosing an alternative representation, e.g. a single angle θ for SO( 2) or quaternions for SO( 3). For further information on this topic the reader is referred to Hairer et al. (2006) for example.
Appendix B: Index to Multimedia Extensions
The multimedia extension page is found at http://www. ijrr.org
Table of Multimedia Extensions

Extension
Type Description 1 Video Footage of the experiment shown in Figure 13 
