An efficient resource management strategy can save network resources and improve network quality of service (QoS). In order to solve the problem of resource management difficulties of multiple SPs sharing the same backhaul network and QoS mismatch in heterogeneous networks, a downstream resource management in 5G virtualized backhaul network is proposed in this paper. Firstly, the wavelength assignment problem is described as a mathematics model with the consideration of minimizing turning overhead and load balancing. The quantum-behaved particle swarm optimization algorithm is used to solve the mathematics model. Secondly, the 5G traffic is mapping to different priority queues in TWDM-PON by the proposed QoS mapping algorithm. Finally, the downstream traffic is scheduled by the proposed resource scheduling algorithm. Numerical results show that the proposed mechanism can maintain high resource utilization, reduce wavelength tuning overhead and improve the delay of traffic.
I. INTRODUCTION
With the emergence of various mobile multimedia services such as augmented reality (AR), and virtual reality (VR), ultrahigh-definition video, the service demand is growing rapidly in mobile wireless networks [1] - [3] . Furthermore, the requirements for network capacity and service quality are getting higher [4] . These strict requirements bring severe challenges to wireless access network technology such as High speed, low latency, massive connection, energy efficiency, etc.
By using cloud computing technology, cloud-radio access networks (C-RANs) decomposes the traditional base station into centralized baseband unit (BBU) pool and several low power remote radio heads (RRHs), which can provide high data rate with energy efficiency [5] - [7] . The RRH forwards user data to BBU pool via fronthaul links. However, the network capacity and delay are limited with the non-ideal
The associate editor coordinating the review of this manuscript and approving it for publication was Qing Yang . fronthaul links. Meanwhile, real-time voice service and control signaling are not efficiently supported in C-RANs [8] . Thus, A new wireless access architecture called heterogeneous cloud-radio access networks (H-CRANs) was proposed to realize a large scale cooperative signal processing by integrating the C-RANs and heterogeneous networks, which is one of the promising technologies in the fifth-generation (5G) mobile communication [9] . The H-CRANs not only decouples control and user planes, but also transfers control and broadcast signaling from RRHs to macro base stations (MBSs), which reducing the capacity and time delay constraints on the fronthaul links. Then the low power RRHs are used to provide high speed data transmission for user equipments (UEs) in the hot spot area, while high power nodes (HPNs), such as MBSs, are used to provide coverage blanket and execute the functions of control plane. Therefore, the H-CRANs can provide high-speed, low-latency, seamless coverage service for mobile users [10] .
On the other hand, ultra-dense cells in H-CRANs with huge traffic are connected to the core network through the backhaul VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ network, and the backhaul has extremely high requirements in terms of capacity, delay, availability, energy, and cost efficiency. So that the backhaul network becomes the new bottleneck of H-CRAN [11] . Therefore, some researchers introduce time and wavelength-division-multiplexed passive optical network (TWDM-PON) as the backhaul network of H-CRANs. Utilizing the advantages of high bandwidth, high reliability, and low cost of TWDM-PON to provide backhaul support for H-CRANs, thereby meeting various service demands of mobile users [12] - [14] . However, network operators typically provide fixed network resources for each service provider (SP) to provide services to users in TWDM-PON based H-CRAN backhaul network. This will result in the waste of resources for SP with less traffic, while resources of SP with large traffic services are scarce. Then the network resource utilization could be low [15] . Network virtualization (NV) technology can realize resource sharing between different SPs by abstracting network resources, infrastructure, etc., which not only saves cost, improves resource utilization, and reduces energy consumption, but also enhance network scalability and flexibility [16] . Therefore, how to properly manage virtual resources and optimize network performance in TWDM-PON based H-CRAN backhaul network has become the focus of the researchers. Some researchers have studied TWDM-PON-based wavelength resource allocation scheme [17] , network virtualization-based C-RAN backhaul resource management mechanism [18] and H-CRAN backhaul resource management mechanism [19] . However, few of them combine the network virtualization, TWDM-PON network and H-CRAN to study the resource management mechanism in TWDM-PON based H-CRAN backhaul network. Furthermore, the previous literatures have the following problems. 1) There is interference problem in H-CRAN. Although the impact of interference can be mitigated by Coordinated Multi-Point (CoMP), the same collaborative data may be transmitted repeatedly in the backhaul network, thereby reducing the backhaul resources utilization rate. 2) When multiple SPs share the same backhaul network infrastructure, backhaul network resource management is more complicated, and data security between SPs cannot be guaranteed.
3) The quality of service (QoS) between the TWDM-PON and the H-CRAN is different, so that the service QoS between the H-CRAN and the PON priority queue cannot be consistent.
To address the above problems, combining with NV, TWDM-PON based H-CRAN virtualized backhaul network is introduced in this paper. Meanwhile, the resource management mechanism is also proposed in this paper, which can not only improve resource utilization rate, but also reduce energy consumption. The contributions of this paper are list as follows.
• A new architecture called TWDM-PON based H-CRAN virtualized backhaul network is proposed in this paper. The physical network resources are virtualized by NV technology to be shared securely and efficiently for different SPs.
• A wavelength allocation algorithm based on load balancing is proposed to effectively assign the wavelengths for different SPs.
• A QoS mapping algorithm is proposed to solve the QoS mismatch problem in heterogeneous networks.
The rest of this paper is organized as follows: Section II discuss some related works. The virtualized backhaul network is proposed in section III. The QoS-aware virtualization resource management mechanism is present in section IV. In section V, the numerical results are introduced. Finally, we conclude the paper in Section VI.
II. RELATED WORKS
In recent years, the issue of backhaul network resource management in 5G was studied by lots of researchers. In [20] , an optimization rate balancing algorithm is proposed to solve the problem of joint resource allocation between backhaul and access links by decompose the problem into per-link subchannel and power allocation. In [21] , a load balancing algorithm is proposed for H-CRAN backhaul networks by balancing the traffic load of different RRHs and combining existing compression techniques to lighten the transmission burden of the backhaul network. However, the above literature only studies the problem of wireless backhaul resource scheduling, and does not comprehensively consider the characteristics of the heterogeneous network. A downstream wavelength selection and scheduling optimization algorithm is proposed in [22] to improve the delay of packets delivery. However, reference [20] - [22] does not consider the characteristics of wireless network structure, load requirements, etc., and does not involve the actual situation that multiple service providers (SPs) share the same backhaul network. To solve the resource-sharing problem in multi-operator scenario, a slice scheduling schemes is proposed in [23] to assign bandwidth slices to different operators by adjusting the sharing weights of operators to maximize the bandwidth utility. Combining with network virtualization and C-RAN, network resource was shared among different SPs in [24] , which can effectively improve throughput, reduce end-to-end delay and total energy consumption. However, the proposed mechanisms do not consider the shared resources in optical backhaul network. An optical network unit (ONU) aggregation schemes for TWDM-PONs with multiple tuning ranges is proposed in [25] . The traffic in different SPs are aggregated to minimal wavelengths under different network conditions. However, the above researches only manage part of network resources in the backhaul network, and do not fully combine the advantages of NV and PON network to effectively improve network performance. The researchers in [26] propose dynamic customer virtual network reconfiguration to support C-RAN backhaul. And The mathematical model is constructed with the constraint of QoS and bitrate guarantees to solve the connection reconfiguration problem of X2 and S1 interfaces. In [27] , TWDM-PON is employed as the backhaul network, and the virtual base station optimization problem is solved by minimizing the total energy consumption in C-RAN. And then static and dynamic algorithms are proposed to complete the construction of user virtual base station. However, this reference ignores the difference in QoS services between optical networks and wireless networks. In [28] , a dynamic bandwidth allocation mechanism based on the M/G/1 queuing model is proposed to improve the sleep interval of the ONUs. However, this reference does not consider the relationship between QoS mapping and resource scheduling. In summary, these researches have not solved the problem of redundant transmission of user collaborative data and QoS level mismatch of heterogeneous network.
III. TWDM-PON BASED H-CRAN VIRTUALIZED BACKHAUL NETWORK
The TWDM-PON based H-CRAN virtualized backhaul network is shown in Fig. 1 . TWDM-PON can provide H-CRAN with high-capacity, high-reliability backhaul support to meet the transmission needs of each service. In Fig. 1 , HPN is connected to both the ONU and the BBU pool, which not only relieves the pressure of C-RAN fronthaul network, but also solves the problem of seamless network coverage. In the downstream transmission, the downstream data of the user first arrives at the optical line terminal (OLT), and the OLT send the data to the destination ONU through different wavelengths, and then the data were delivered to the user through the fronthaul network of CRAN or HPN which are directly connected to the ONU. There are two types of ONUs, that is, an ONU directly connected to the BBU pool and an ONU connected to the HPN, which are represented as BBU-ONU and HPN-ONU, respectively. Benefit By the multi-wavelength advantage of TWDM-PON, different SPs can transmit data using different wavelengths. Thus, the data of different SPs are naturally isolated, which greatly ensures the security of the data. In addition, Virtualization technology not only enables multiple SPs to share physical resources to improve resource utilization, but also enhances network scalability and flexibility. Thus, Virtualizing H-CRAN can improve network resource utilization and ensure data security.
As shown in Fig. 2 , multiple SPs share the same backhaul network infrastructure. The centralized controller composes the Virtualization H-CRAN (V-HCRAN) by scheduling resource allocations to configure different wavelengths for different SPs. Each V-HCRAN represents an SP. In multiple V-HCRANs, efficient wavelength resource allocation and downlink packet scheduling are implemented by considering factors such as load balancing, delay, and energy consumption, thereby achieving efficient management of virtualized resources.
IV. DOWNSTREAM RESOURCE MANAGEMENT IN H-CRAN VIRTUALIZED BACKHAUL NETWORK
In TWDM-PON based H-CRAN backhaul network, multiple V-HCRANs are formed by assigning different wavelengths to multiple SPs. Obviously, there are a large number of small cells in a V-HCRAN. They will have serious interference with each other which will seriously affect the network QoS performance. Although the impact of interference can be mitigated by coordinated multipoint (CoMP) technology, collaborative data may be redundantly transmitted in backhaul network, thereby wasting network resources and reducing the efficiency of backhaul resource utilization. However, when the HPN and the RRH cooperatively transmit the user data, the cooperative data may be redundantly transmitted in the backhaul network, so the scheduling of the data should be comprehensively considered in network resource management. According to the characteristics of the downstream broadcast transmission in the PON, if the cooperative data can be transmitted in the same wavelength, the redundant transmission of the cooperative data can be reduced. On the other hand, larger wavelength tuning overhead or poorer wavelength load balancing will increase network power consumption and latency, thereby affecting user QoS performance.
With the consideration of the above problems, a novel mechanism called QoS-aware virtualization resource management mechanism (Q-AVRM) is proposed in this paper.
Firstly, with the consideration of filtering out repetitively transmitted collaborative data, a mathematical model for two optimization goals with wavelength tuning overhead and load balancing is constructed. A heuristic algorithm called wavelength allocation algorithm based on load balancing is proposed to solve the mathematical model. Secondly, a QoS mapping algorithm is proposed to support downstream virtual resource scheduling. Finally, a downstream virtualized resource scheduling algorithm based on QoS mapping is proposed.
A. WAVELENGTH ALLOCATION ALGORITHM BASED ON LOAD BALANCING
When multiple SPs share the same backhaul network infrastructure, virtualization technology is used to construct different V-HCRANs for different SPs, thereby data security and resource efficiency are ensured. When allocate wavelengths to the V-HCRANs, the SP with smaller traffic load occupies less wavelength and the SP with larger traffic load occupies more wavelength.
Meanwhile, the ONUs which are belong to different SPs may have different wavelength tuning ranges. Then the ONUs can be divided to three categories: fixed wavelength ONU, limit wavelengths ONU and full wavelengths ONU. Fixed Wavelength ONU Can Only Work At a fixed wavelength. limit wavelengths ONU can work at the wavelengths within the tuning range of this ONU. Full wavelengths ONU can work at any wavelength. Therefore, when allocating wavelength for V-HCRAN, it is necessary to consider the tuning range of the ONU in each SP.
1) MATHEMATICAL MODEL
During the V-HCRAN construction process, each V-HCRAN is assigned a wavelength group which contains numbers of wavelengths. Suppose that R = {r 1 , r 2 , · · · , r |R| } represents the set of V-HCRANs and the number of V-HCRANs is |R|. |W| is the total number of wavelengths, W =
R,W } represents the relationship between the wavelengths and the V-HCRAN r i . If T i,j R,W = 1 represent that the wavelength w j is belong to the V-HCRAN r i . That means the i-th V-HCRAN can use the j-th wavelength. Otherwise, T i,j R,W = 0. For each wavelength group of V-HCRANs, it contains at least one wavelength and cannot be higher than the total number of wavelengths as in (1).
Meanwhile, the wavelengths used by different V-HCRANs cannot overlap as in (2) .
In the resource management process, the wavelength of the ONU will change dynamically according to the traffic load.
However, excessive wavelength tuning could result in large tuning overhead, which has a large impact on network performance such as power consumption and delay [29] . Therefore, the impact of the ONU wavelength tuning overhead should be considered in the V-HCRAN wavelength assignment process. The wavelength tuning overhead is mainly determined by the tuning time and the tuning wavelength range.
Assume
Then the wavelength used by ONU o i must turning tune w i to w k before the next cycle. In addition, suppose that
Then the wavelength tuning overhead T c is shown in (3).
Assume that HPN can provide collaborative transmission to users. If the HPN and the RRH that perform cooperative transmission use different wavelengths to transmit data, the user cooperation data will span two wavelengths which could result in the difficulty in resource management and a decrease in resource utilization. Therefore, when performing wavelength assignment, BBU-ONU and HPN-ONU need to be assigned the same wavelength to transmit collaborative data. Then the wavelengths of the collaborative BBU-ONU and HPN-ONU should be met (4) .
BO and HO is the set of BBU-ONU and HPN-ONU respectively. α In addition, since the traffic load is constantly changing, it is necessary to properly maintain load balance in each wavelength, especially in the same V-HCRAN. Higher wavelength load balancing can improve network performance and reduces transmission delay.
Obviously, when the load of the V-HCRAN is fixed, the number of activation wavelengths varies according to the wavelength allocation scheme. Assume that the traffic demand of ONU o i is D i O . φ j W = 1 represents that wavelength w j is activated and assigned to ONUs, otherwise, φ j W = 0. The average traffic demand of V-HCRAN r k is shown in (5) .
Then the load balancing ratio (LBR) of V-HCRAN r k is shown in (6) .
According B k R , the LBR of the whole V-HCRANs can be calculated in (7) .
Considering the wavelength tuning overhead and load balancing, the mathematics model is shown below.
Objective:
The objective is minimal tuning overhead and LBR. β 1 is weight parameters and is range from 0 to 1. The importance of tuning overhead and load balancing can be adjusted by β 1 .
Constraints:
w,o are limited to binary variables in (9) and (10) respectively. C w is the maximum capacity of a wavelength. Constraint (11) ensures that the traffic load of a wavelength cannot exceed the maximum capacity. Constraint (12) ensures that each V-HCRAN is assigned at least one wavelength and cannot exceed the maximum number of wavelengths. Constraint (13) ensures that the ONUs in each V-HCRAN should be unchanged. Constraint (14) ensures that each activated wavelength must be assigned to at least one ONU. Constraint (15) ensures that The number of wavelengths activated cannot exceed the total number of wavelengths. In order to ensure that the cooperative BBU-ONU and HPN-ONU are allocated in the same wavelength, the mathematical model must follow the constraint as in (4).
2) HEURISTIC ALGORITHM FOR WAVELENGTH ASSIGNMENT
Obviously, it is difficult to calculate the mathematical model within a limited time. A heuristic algorithm is proposed to solve the problem. The Quantum-behaved Particle Swarm Optimization (QPSO) algorithm [30] is a swarm intelligence algorithm, which is improved by the traditional Particle Swarm Optimization (PSO) algorithm and is suitable for solving complex global optimization problems. Therefore, QPSO algorithm is used to solve the mathematical model in this paper. In order to make the QPSO algorithm solve this problem effectively, it is necessary to use the penalty function to transform the constrained optimization problem into an unconstrained optimization problem. The fitness function consists of an objective function and a penalty function as in (16) .
is the objective function as in (8) . γ is penalty factor. P f (T R,W , φ w,o ) is penalty function which contains ten parts.
The ten parts correspond to constraints (9-15), constraints (1-2) and constraint (4) which can be expressed as follows.
In this paper, each ONU is a particle, and the particle position is composed of the wavelength assignment of V-HCRAN and ONU. For the m-th particle, its position vector can be expressed as (28) .
X i m represents the wavelength assignment of ONU o i as in (29) .
Obviously, X i m is a multidimensional variable. The fist |W| term indicate the wavelength assignment result for V-HCRAN and the last |W| term indicate the wavelength assignment result for ONU.
From the perspective of quantum theory, according to the principle of uncertainty [31] , the exact value of its position and velocity cannot be determined at the same time. For the m-th particle, the velocity of the particle can be update as (30) .
µ, ϕ and r are random number between 0 and 1. Meanwhile, r ≥ 0.5. β is the contraction-expansion coefficient and can be calculated by (31) .
P m (s) is the local optimal position of the m-th particle in the s-th iteration. According to the fitness function, P m (s) can be calculated by (32) .
C(s) is the average optimal position of all particles in the s-th iteration which can be calculated by (33). The pseudo code of the proposed heuristic algorithm for wavelength assignment is shown in TABLE 1. 
B. QOS MAPPING SCHEME
5G adopts data flow in-band QoS marking mechanism. According to the QoS requirement of traffic, the gateway marks the corresponding QoS label for the data flow. The network node forwards the packet according to the QoS label. However, different with 5G, this kind of data flowbased QoS management is not supported in the TWDM-PON, but supports queue-oriented QoS management. Therefore, in order to guarantee the QoS of the traffic, an effective QoS mapping method is needed between the 5G QoS flow and the TWDM-PON priority queue, thereby implementing an efficient virtualized resource scheduling strategy in the TWDM-PON.
The 5G QoS flow types are mainly divided into 22 types. The traffic types include: IMS signaling, voice traffic, video traffic, data traffic, etc., as shown in TABLE 2. Obviously, 5G QoS Identifier (5QI) divided traffic to three types: GBR (Guaranteed Bit Rate), Non-GBR and delay-Critical GBR. Meanwhile, each 5QI has different priority levels, packet delays, and packet loss rates. When the 5G QoS flow is mapped to different priority queues in the TWDM-PON, the mapping mode adopted is particularly important for virtualized resource management. Since the priority queues in PON can usually be divided into three types, the limited priority queues are needed to process 22 types of 5QI traffic.
Because traffic demand is time-varying, network load can also affect mapping relationships. For example, when the traffic load is large, the backhaul network resources are relatively tight. At this time, there is no corresponding backhaul network resource to consider more traffic priorities. When the traffic load is small, the backhaul network has enough network resources to handle more different traffic priorities. So, the traffic load is also an important factor for determining the mapping relationship. In addition, considering the PON has reliable transmission characteristics, the packet delay and the 5QI priority are considered to determine the mapping relationship when mapping the traffic QoS between 5G and PON.
Therefore, according to the network load status, the network load is divided into high load, middle load and low load. In this paper, 5QI is mapped to different priority queues of PON under different load conditions. When the network is under low load, the user's bandwidth requirement is small. In order to save energy, a smaller number of wavelengths are activated for data transmission. Therefore, network resources are also relatively small in low load conditions. The priority queues in the PON are classified into two types: high-priority and low-priority. The high-priority GBR traffic in 5G are mapped to the highpriority queues, and other types of traffic in 5G are mapped to the lower-priority queues.
When the network is in the middle load, since there are more resources in the network, the backhaul resources can be used for the network performance improvement. Therefore, in the middle load, the PON can be divided into three priority queues: high, middle and low. The 5G service is mapped according to their priority.
When the traffic load in the network is large, the network resources in the backhaul network are relatively scarce. In order to meet the delay requirements of the traffic, the corresponding traffic priority mapping should consider based the delay requirements of the 5G traffic. The mapping relationship is mainly based on the delay of the QoS flow in the 5G. The service with lower delay tolerance is mapped to the high queue priority. At the same time, considering the large network load, more queue priority is not conducive to network virtualization resource management. Therefore, when the network load is high, there are only two priority queues in the PON: high and low.
The QoS mapping scheme is shown in Fig. 3 . Q = {1, 2, 3, 4, 5, 6, 7, 8, 9, 65, 66, 67, 69, 70, 75, 79, 80, 81, 82, 83, 84, 85} represents the traffic set of 5QI in 5G. Q x the set of 5QI service types in the x-th priority queue in PON. LT and HT indicate low and high load thresholds respectively. The QoS mapping scheme can be described as follows.
When the network load is below LT, then Q 1 = {1 When the network load is greater than HT, Q 1 = {y|d y ≤ d G } and Q 2 = {y|d y > d G }. d y is the delay tolerance of the y-th 5QI traffic. d G is the threshold of delay tolerance.
Therefore, the 5G traffic are dynamically mapped to the priority queues in PON based on the dynamic change of the network load, so that the QoS of traffic can be guaranteed.
C. DOWNSTREAM V-HCRAN VIRTUALIZED RESOURCE SCHEDULING ALGORITHM
After the different priorities of the traffic are obtained according to the QoS mapping scheme, downstream scheduling of different priority data is also required to meet the delay requirements of the traffic. A downstream virtualized resource scheduling algorithm based on QoS priority is proposed in this paper to meet the QoS requirement of the traffic.
Assume that X is the number of priority queues in PON. The actual delay of the q-th traffic for the x-th priority queue of the o-th ONU in the r-th V-HCRAN is D x r,o . The delay budget of this traffic is d x r,o . In order to effectively measure the gap between the actual delay and the delay budget of each ONU, a parameter called delay tolerance intensity is defined in this paper as shown in (35).
The actual delay is mainly composed of four parts, namely transmission delay, propagation delay, processing delay and queuing delay. In addition, the transmission delay, propagation delay, and processing delay are usually fixed. So, the queuing delay is only considered in this paper. Assume that the amount of cached data before the q-th traffic is R q and the average transmission rate of the o-th ONU in the r-th V-HCRAN is p o r . Then the propagation delay can be calculated by (36) .
Then the delay tolerance intensity of the q-th traffic can be updated as (37).
According to the delay tolerance intensity of each traffic in the x-th priority queue. The traffic data was reordered by . The traffic with smaller are reordered to the front of the queue. Then the downstream data are transmitted to the ONU by scheduling the different priority queues.
V. NUMERICAL RESULTS
The WSaS mechanism [22] and OAS mechanism [25] are chosen to be compared with the optimal results and heuristic results in this paper. The objective of WSaS mechanism is to improve packet delay. The objective of OAS mechanism is to minimize the number of aggregate wavelengths.
The wavelength capacity in TWDM-PON is set to 10 Gbit/s. there are 8 wavelengths and 16 ONUs in TWDM-PON. Assume that there are 3 SPs of different sizes in the network. The low load threshold LT is 10%, 20%, 30%, 40%, and the high load threshold HT is 60%, 70%, 80%, and 90%, respectively. Fig. 4 shows the trend of network resource utilization rate (RUA) increasing with network load when LT is 10% and HT is 60%. Obviously, the RUA increases with network load. Since as the network load increases, more network resources are used, then the RUA is increasing. Meanwhile, when the network load is less than 60%, the RUA of the proposed algorithm is lower than OAS and higher than WSaS. This is because that the objective of OAS is to minimize the activated wavelength, the network load is aggregated into small amount of wavelength. So the RUA of OAS is higher. In WSaS, each ONU is equipped with a dedicated wavelength, all the wavelengths are activated. So the RUA of OAS is lower. However, the proposed mechanism in this paper consider load balancing with limited activated wavelengths. So the RUA of proposed mechanism is between OAS and WSaS. When the network load is greater than 60%, the resource utilization of the three algorithms gradually increases and remains consistent. This is because that as the network load increases, more network resources are occupied for data transmission.
A. PERFORMANCE ANALYSIS UNDER DIFFERENT NETWORK LOAD
When the LT is 10% and the HT is 60%, the average delay is shown in Fig. 5 . Obviously, the average delay increases with the increasing of network load. Since the queuing delay of each packets could increase as the network load increasing. In addition, average packet delay of the proposed mechanism is lower than the other two mechanisms. This is because that the proposed algorithm considers load balancing between wavelengths to avoid network congestion. Meanwhile, the queues are reordered according to the QoS of the traffic. On the other hand, the packets are transmitted using the minimum number of wavelengths, so that the queuing delay should increase by the least wavelengths. Meanwhile, the WSaS does not consider the QoS difference of the traffic for downstream scheduling. Therefore, the proposed mechanism has the lowest delay.
The tuning overhead is shown in Fig. 6 . Since each ONU in WSaS is equipped a dedicated wavelength, there is no tuning overhead in WSaS. As the network load increases, the tuning overhead of the proposed algorithm rises first and then decreases and has lower tuning overhead compared to the OAS. This is because that tuning overhead is mainly determined by the tuning time and the tuning wavelength range. When the network load is low, only a small number of wavelengths are activated in the network. ONU can not switch wavelengths frequently. So the tuning overhead is low. As the network load increases, the number of wavelengths activated in the network also increases. In order to minimize the activated number of wavelengths in OAS and achieve load balancing in proposed mechanism, the ONU needs to switch wavelengths frequently. So the tuning overhead is increasing. When the network load is high, the wavelengths available for activation or selection are gradually decreasing. Each wavelength has a large load, so the ONU does not need to switch wavelengths frequently. Then the tuning overhead is reduced.
B. PERFORMANCE ANALYSIS UNDER DIFFERENT LOAD THRESHOLDS
The RUA under different load threshold is shown in Fig. 7 . Obviously, when the network load increases, the RUA is rising. This is because the increasing load will occupy more network resources, which will increase the RUA. When the network load is less than 40%, the RUA increases as LT increases. Since the higher the LT, the fewer the number of priority queues. Then less high-priority traffic can unlawfully occupy the network resources. The packets losing of low-priority traffic is reduced which is caused by the lifetime expired of low-priority traffic. When the network load is more than 60%, the RUA will decrease as the HT increases. This is because that the mode of the QoS mapping algorithm will remain in the middle load as HT increases. There are three priority queues in the network. When the network load is high, the high-priority traffic will occupy the transmission opportunity of the low-priority traffic, which could result in a large number of packets losing that caused by the lifetime expired of the packets in low-priority queues. Then the retransmission of losing packets should occupy a large number of network resources. Therefore, the RUA is decrease. Fig. 8 shows the average delay of high-priority traffic in different load thresholds. Obviously, When the network load is less than 40%, the average packet delay of the high-priority traffic increases with the increasing of LT. This is because that it is easier for the QoS mapping algorithm to determine the network load as the middle load, and the 5G traffic is divided into more priority queues when LT is low. Then the high-priority traffic can occupy more network resource. So the average delay of high-priority traffic should increase as LT is rising. When the network load is high, the average delay of high-priority traffic decreases as HT increases. This is because that it is easier for the QoS mapping algorithm to determine the network load as high load., and there are only two priority queues in the network. At this time, more traffic are mapped to the high-priority queue. Then occupied network resources by each high-priority traffic are reduced. So the average delay of high-priority traffic should decrease. Therefore, the lower the LT, the lower the average delay of high-priority traffic, but the resource utilization rate will be reduced. Meanwhile, the higher the HT, the higher the resource utilization rate, but the average delay will also increase. At low load, resource utilization rate can be sacrificed to improve network QoS performance. At high load, QoS performance can be sacrificed to improve resource utilization rate.
VI. CONCLUSION
In order to solve the problem of resource management difficulties of multiple SPs sharing the same backhaul network and QoS mismatch in heterogeneous networks, a downstream resource management in H-CRAN virtualized backhaul network is proposed in this paper. First, a virtualized converged network architecture based on TWDM-PON and H-CRAN is presented. Second, a mathematics model is constructed by considering the tuning overhead and load balancing. And then a heuristic algorithm is proposed to solve the wavelength allocation. Third, A QoS mapping algorithm is proposed to solve the QoS mismatch problem in heterogeneous networks. Finally, A downstream virtualized resource scheduling algorithm based on QoS priority is proposed to meet the QoS requirement of the traffic. Numerical results show that the proposed mechanism can maintain high resource utilization, reduce wavelength tuning overhead and improve the delay of traffic.
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