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Abstract The collapse of turbulence in a plane channel flow is studied, as a simple analogy
of stably stratified atmospheric flow. Turbulence is parameterized by first-order closure and
the surface heat flux is prescribed, together with the wind speed and temperature at the
model top. To study the collapse phenomenon both numerical simulations and linear
stability analysis are used. The stability analysis is nonclassical in a sense that the stability
of a parameterized set of equations of a turbulent flow is analyzed instead of a particular
laminar flow solution. The analytical theory predicts a collapse of turbulence when a
certain critical value of the stability parameter δ/L (typically O(0.5–1)) is exceeded, with δ
the depth of the channel and L the Obukhov length. The exact critical value depends on
channel roughness to depth ratio z0/δ. The analytical predictions are validated by the
numerical simulations, and good agreement is found. As such, for the flow configuration
considered, the present framework provides both a tool and a physical explanation for the
collapse phenomenon.
Keywords Relaminarization . Stable boundary layer . Hydrodynamic stability
1 Introduction
It is now over 20 years ago that Frans Nieuwstadt formulated his elegant framework on
the turbulent structure of the stably stratified, nocturnal boundary layer [28]. The
original study departs from a second order closure model with parameterized equations
for variances and covariances. The turbulence model is further simplified by assuming
that both the tendency and the transport terms can be neglected in stably stratified
conditions, thus assuming local equilibrium of TKE. Under these assumptions, it was
shown that all dimensionless turbulent quantities can be expressed as a function of a
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single dimensionless parameter z/Λ. Λ is the so-called local Obukhov length scale, which
is based on the local fluxes of momentum and heat. As such this local similarity theory
can be seen as a generalization of the traditional [27] Monin-Obukhov similarity that is
based on surface fluxes. Since its introduction by Nieuwstadt, the local similarity theory
has found a lot of observational support, so that nowadays the framework seems to be
well-established in boundary-layer theory [5, 7, 11].
In the same paper Nieuwstadt (from now on N84) develops a simple equilibrium
model for the stable boundary layer (SBL) as a whole, in order to construct profiles for
the mean wind and temperature and for the turbulent fluxes. To this end, the Reynolds-
averaged equations for the mean variables are solved by the closure assumption that Rf
and Ri are equal to their critical value in the whole SBL. The latter result is in agreement
with local scaling in the limit z/Λ → ∞, that is in the so-called z-less limit (see also:
Wyngaard, [42] and Holtslag and Nieuwstadt, [15]). Although, according to the authors,
this closure assumption is rather restricted (and will be relaxed in the present study), the
equilibrium profiles that are calculated are generally reasonably realistic in the bulk of the
boundary layer as compared to observational data (e.g. N84). At this point it is important
to note that the aforementioned agreement is only observed for cases with moderate to
large mechanical forcing (geostrophic wind speed >5 m s−1), were the boundary layer is
said to be weakly stable (WSBL). Also, as a direct consequence of the closure
assumption, the profiles are rather unrealistic near the surface. This latter shortcoming
however, can be corrected (e.g. [5, 29]) or may be circumvented by adopting less
stringent closure assumption (present study). Thus, in summary, the N84 theory provides
us a solid physical picture of the weakly stratified SBL.
In contrast, observed stable boundary layers with low mechanical forcing (say
geostrophic wind speed <5 m s−1), do not seem to indicate quasi-steady behaviour as in
N84 [41]. Typically under these circumstances turbulence is not able to maintain its
continuous character. This means that the turbulence collapses to extremely low
intensities and as a consequence the large scale atmospheric flow becomes more or less
‘decoupled’ from the surface [8, 24]. Then, after some time, turbulent activity may
suddenly increase again, followed by another collapse. Such a sequence of events is
sometimes referred to as ‘global intermittency’, in a sense that in the periods of weak
turbulence eddies on all scales are missing or suppressed [22]. Apparently, at this stage
the SBL has entered different regime, often referred to as the very stable boundary layer
regime (VSBL). Intuitively, the transition between both regimes can be anticipated based
on simple gradient-transfer thinking: in case of weak stratification a sudden increase in
the vertical temperature gradient generally causes a larger downward heat flux, which
opposes the gradient disturbance (negative feedback). In case of strong stratification
however, a sudden increase in the vertical temperature gradient causes a significant
decrease of the turbulent diffusion coefficient, which may lead to a smaller flux so that
the disturbance is enhanced (positive feedback).
In the present work we investigate whether it is possible to predict the limit where the
SBL gives up its steady behaviour. In other words: the aim is to find the point where
turbulence collapses and were the WSBL changes regime towards the VSBL.
The rationale behind our method is best explained by a quote originating from Landau
and Lifschitz as cited from Drazin and Reid [9]:
Yet not every solution of the equations of motion, even if it is exact, can actually occur
in nature. The flows that occur in nature must not only obey the equations of fluid
dynamics, but must also be stable.
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In the present work this is interpreted as follows: we hypothesize that:
(1) The continuous turbulent solutions of the SBL are (hydrodynamically) stable for high
mechanical forcing, and are therefore observed in nature.
(2) The continuous turbulent solutions of the SBL are (hydrodynamically) unstable for
low mechanical forcing, and are therefore not observed in nature. In this second case a
collapsed SBL will be observed.
The statement above summarizes the core of hydrodynamic stability theory, which has a
long proven history in fluid dynamics (e.g. [3, 9]). However its potential related to the
problem above, i.e. the prediction of the turbulent collapse in the SBL, seems not to be fully
recognized so far. In a classical sense, analytical stability analysis in stably stratified flows
has often been applied by studying the behaviour of perturbations of fully known solutions
of the equations of motion [30]. In the case of the frictionless Boussinesq equations, the
perturbations are governed by the well-known Taylor-Goldstein equation. From this
equation, Miles [26] and Howard [16] showed that a necessary condition for
hydrodynamic instability of a linearly stratified flow is Ri<1/4 (Note that, as in the
present study, the theoretical studies above assume exponential growth/decay of
disturbances, excluding possible algebraic growth/decay as e.g. in Hanazaki and Hunt
[12]). As such, this Ri-criterion may serve as a tool to predict the transition from a stably
stratified laminar flow to a turbulent flow. It is tempting to apply the same theory of
hydrodynamic stability to the reverse problem, i.e. by predicting the collapse of a
turbulent stratified flow towards a laminar state. However, it is clear that this is not
straightforward, because closed-form analytical solutions of the turbulent reference state
are generally unavailable. Again, an analytical formulation of the reference state is
necessary in order to impose the perturbation analysis on it.
In order to tackle this problem, an innovative approach was given by Derbyshire [6–8].
In absence of time-dependent exact solutions of the equations of motion in a turbulent
reference state, Derbyshire studied the hydrodynamic stability of a parameterized form of
the Reynolds-Averaged Navier-Stokes equations (RANS) for a stably stratified flow. First,
Derbyshire (from now on D99) uses numerical simulations with RANS (first-order closure)
to show that, in essence, the collapse of turbulence is a real physical phenomenon that
arises from a positive feedback between the turbulent transport in the SBL and the surface.
Second, D99 attempted to generalize these numerical results by performing an analytical
linear stability analysis on linear wind and temperature profiles. The results of this analysis
are promising in a qualitative sense, namely that some profiles become unstable to
perturbations for increasing stratification, which agrees with the numerical findings in the
same study. However, the theoretical assumption of linearity of the profiles prohibits a
direct quantitative comparison with the numerical model, which does not need this
restriction. Moreover, this assumption, albeit mathematically attractive, is physically
unrealistic close to the surface. This is because profiles tend to be logarithmic rather than
linear close to the surface. This, in turn, is a direct consequence of the fact that in this
region the size of the dominant turbulent eddies scales with height.
Therefore, the aim of the present work is to extend the stability analysis of D99 to the
more general case with realistic profiles. Such analysis enables future comparison of
analytical results with observations, so that predictions of turbulence collapse in the SBL
can be made.
Finally, we mention an interesting perspective to the instability problem by McNider et
al. [25] and later by Van de Wiel et al. [39, 40]. These studies simplify the SBL equations to
a truncated system of a few coupled nonlinear differential equations. By using a system
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dynamics approach they obtained intriguing results, showing: instability, oscillations,
bifurcations and potential loss of predictability. Although the models used are too simplified
to be more than a suggestive of SBL behaviour, they may support an alternative picture to
the N84 work. In the present work our results will also be interpreted from a system
dynamics point of view.
The paper is organized as follows: in Section 2 a simple model is formulated and main
results of the numerical simulations are given. Next, the set of model equations is analyzed
analytically leading to the equilibrium solutions in Section 3. Also the stability of the
equilibrium is analyzed (Section 3), which leads to an expression for the marginal state that
marks the transition from stability to instability of the flow. The analytical predictions are
verified by comparison with the numerical outcome in Section 4. Finally, a discussion of
the results is given in Section 5, followed by the conclusions.
2 A Simple Model of Stratified Flow
2.1 Model set up
As an analogy to atmospheric flow, a 1-dimensional model of stratified flow is set up. The
model set up is such that in its stationary state the temperature and wind profiles follow
classical Monin-Obukhov similarity theory [27] which means that they are very similar to
reported observational profiles in the atmospheric surface layer.
Some characteristics of the model are (Fig. 1, common notation):
& The height of the model δ is fixed.
& Both the wind speed and the temperature at the top of the model are prescribed:
UTOP, TTOP.
& At the surface the heat flux H0 is prescribed and a no slip condition for wind is
applied by assuming a roughness length for momentum z0=0.1 [m].
& Coriolis effects are ignored.
& Long wave radiative divergence is not taken into account.
& Turbulent transport is modeled by using first order (local) closure (gradient-
transfer) based on the gradient Richardson number Ri. This closure assumes that
turbulent transport terms are small under stably stratified conditions and that the
shear production, the buoyancy destruction and the dissipation of TKE are in local
equilibrium. A large number of studies provide observational support to the local
Fig. 1 Schematic picture of
the channel flow system
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equilibrium assumption in stably stratified boundary layers (e.g. [10, 19, 28, Basu
et al. 2006, 37]). The robustness of the local equilibrium assumption may not be
surprising in view of the fact that vertical mixing is limited by stratification, so that
large transport of TKE as in the convective BL is not likely.
Our governing equations for wind speed U and temperature T read :
@U
@t
¼ 1
r
@t
@z
ð1Þ
@T
@t
¼  1
rcp
@H
@z
ð2Þ
The turbulent stress τ and the turbulent heat flux H are parametized via (local closure):
t
r
¼ Km @U
@z
and
H
rcp
¼ KH @T
@z
Here, the turbulent diffusivity is given by:
KH ;m ¼ l2n @U=@zð Þf Rið Þ ð3Þ
with the neutral mixing length ln=κz and
f Rið Þ ¼ 1 Ri
Rc
 2
; Ri  Rc
f Rið Þ ¼ 0; Ri > Rc ð4Þ
The gradient Richardson number is defined here as:
Ri  g
Tref
@T=@z
@U=@zð Þ2
The Von Kármán constant κ is taken to be 0.4 [14] and both the density ρ of the air (1.2
[kg m−3]) and the specific heat capacity at constant pressure cp (1005 [J kg
−1 K−1] are
assumed to be constant. Furthermore, the reference temperature Tref of the system is fixed at
285 [K] and g=9.81 [m s−2].
The ‘critical’ Richardson number Rc is set to 0.2. It is important to notice that the impact
of this formulation is not trivial in a sense that the collapse of turbulence occurs whenever
Rc is exceeded. On the contrary, it will be shown (Section 5) that the collapse of turbulence
always sets in before this critical value is reached anywhere in the channel. Thus the effect
of the critical Richardson-formulation is only indirect, in a way that it influences the
dependence of the turbulent eddy-diffusivity KH,m on Ri. Our Rc of 0.2 and the shape of the
stability function f (Ri), are chosen such that they are in accordance with the observed log-
linear type of local-scaling, which is nowadays widely accepted up to a stability range of
z/L=O(1) (e.g. Businger et al. [2], Högström, [14] and references therein). Thus, from a
physical point of view, the formulations above include the limiting effects on dominant
eddy size of both stability and the presence of a solid boundary.
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The log linear character of the wind and temperature profiles requires a very fine
numerical discretization near the surface in order to obtain accurate results. The results need
to be accurate in order to be comparable with the analytical analysis. Therefore, we use a
grid spacing Δz of 0.2 [m] near the surface with a stretch factor of 5% upwards. With 40
layers the resulting model domain δ becomes 23.6 [m]. The equations are integrated in time
using a fourth order Runge Kutta scheme with a time step of 0.1 [s] to ensure numerical
stability.
2.2 Numerical simulation: results
In order to investigate the collapse phenomenon, the response of the system to increased
cooling is examined. To this end, the wind speed at the top is fixed at 4 [ms−1] and four
different simulations are done for different fixed surface heat flux values H0. Alternatively
we could have varied UTOP between the cases and keep a single value for H0, which would
lead to similar results. The four simulations start from a neutral state, so that the simulations
have the same initial friction velocity u*. Figure 2 shows the modeled time evolution of the
friction velocity for the cases as an indicator of the evolution of turbulence intensity in
response to different cooling rates.
We observe that a stationary situation is reached for H0=−10 and −15.25 [W m−2], the
latter being the limiting case of the stationary solutions for the fixed UTOP value indicated
above. The limiting case corresponds to δ/L=0.52. The models response to a slightly larger
cooling rate of −15.40 [W m−2] is not smooth as might have been expected. Instead, a
dramatic change of the results is observed, with the friction velocity rapidly going to zero,
indicating a total collapse of turbulent intensity. Apparently, the flow is unable to maintain a
stationary turbulent state with this prescribed cooling rate at the surface. For completeness
in Fig. 3 the equilibrium values of u* for a whole family of runs with different H0 is shown.
The numerical integration period was set to 5 h, which turned out to be sufficient to reach
reasonable stationarity. In accordance with the results above, the line of equilibrium states
behaves smoothly until a certain maximum value of H0 is exceeded.
In the next section we look into more detail at the limiting continuous turbulent case
H0=−15.25 [W m−2] and at the collapsed case H0=−15.40 [W m−2], in order to gain more
insight in the model results.
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H=-10.00 [W/m2]; d/L=0.15
H=-15.25 [W/m2]; d/L=0.52
H=-15.40 [W/m2]; d/L>0.52*
H=-18.00 [W/m2]; d/L>0.52*
Fig. 2 Modeled time evolution
of the friction velocity for four
different cooling rates. *The
equilibrium values for δ/L are
given except for the collapsed
cases where no turbulent equilib-
rium is reached
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2.2.1 The continuous turbulent case
Figure 4a and b depict the evolution of the wind and temperature profiles for the continuous
turbulent case. Both wind and temperature profiles evolve from a neutral initial state
towards a stably stratified steady state. Although the theoretical analysis is discussed in
Section 3, we anticipate the results of this section, by comparing the numerical equilibrium
profiles with the profiles obtained by the analytical equilibrium solutions. Profiles after 10 h
of integration are shown to ensure stationarity. Indeed, a good correspondence between the
numerical and the analytical results is found.
2.2.2 The collapse case
In Fig. 5a and b the evolution of the wind and temperature profiles for the collapse case is
given. Figure 5a shows that the wind profile changes from a logarithmic shape to a more
log-linear shape at large stability. Consequently, during the process of collapse, the wind
close to the surface becomes weaker than initially, during the neutral conditions. The effect
of the collapse of turbulence is also evident in Fig. 5b. After a gradual initial cooling of 2 K
in about 4.5 h, the boundary layer starts to cool very rapidly (over 1 K in 20 min). During
the collapse process we observed a rapid decrease of the turbulent stress over the whole
layer and a strong divergence of the turbulent heat flux across the layer (not shown).
The process in Fig. 4b is sometimes referred to as ‘runaway-cooling’ [20]. In numerical
weather prediction this process may lead to continuation problems, and often, for practical
reasons, this process is suppressed by an artificial modification of the eddy diffusion
coefficients [20]. However, this ‘runaway-cooling’ is a realistic physical feature of the SBL
[41]. At the same time, atmospheric observations show that the runaway behaviour of the
surface cooling ‘stops’ after a few hours, with typical temperature differences between
surface and SBL-top temperatures of O(5–10) [K]. This natural limitation to cooling is the
result of strong negative feedbacks in the net longwave radiation and in the soil heat flux.
This means that eventually a temperature equilibrium in absence of a turbulent heat flux is
reached [39–41]. The present model configuration does not take into account these
feedbacks, which explains the rather extreme response of the temperature stratification to
the collapse of turbulence in our model.
Fig. 3 Equilibrium values of u*
(after 5 h of integration) as a
function of imposed surface heat
flux
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3 Analytical Approach
3.1 The equilibrium solution
In our system the governing equations for the conservation of momentum and heat are:
@U
@t
¼ 1
r
@t
@z
ð5Þ
@T
@t
¼  1
rcp
@H
@z
ð6Þ
a
b
Fig. 4 a Modeled evolution of
the wind profile for the ‘continu-
ous turbulent’ case. Also the
analytical solution for the steady
state is plot according to Eq. 12.
b As in (a) but for temperature
and Eq. 13
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Under the given closure assumptions (Eq. 3), this becomes:
@U
@t
¼ @
@z
κzð Þ2 @U=@zð Þ2f Rið Þ
 
ð7Þ
@T
@t
¼ @
@z
κzð Þ2 @T=@zð Þ @U=@zð Þf Rið Þ
 
ð8Þ
a
b
Fig. 5 a Evolution of the wind
profile for the ‘decoupled’ case. b
As in (a) but for temperature
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The equilibrium profiles of wind U(z)eq and temperature T(z)eq are found by putting the l.h.s.
of the Eqs. 5 and 6 to zero. Then, the equilibrium fluxes are constant with height:
τ=ρ ¼ τ0=ρ ¼ C21  u2 and H

ρcp
  ¼ H0 ρcp  ¼ C1C2  uθ
(Note that, for convenience, the constants are defined such that: C1=u*, and C2=θ*). After
some algebraic manipulation (Appendix A), log-linear shapes for U(z)eq and T(z)eq are found:
U zð Þeq ¼
u
k
ln zð Þ þ a z
L
 
þ C3 ð9Þ
T zð Þeq ¼
q
k
ln zð Þ þ a z
L
 
þ C4 ð10Þ
with: L  u2q
Tref
kg , the classical Obukhov length and α≡1/Rc=5.
The solution has four unknowns (u*, θ*, C3, C4) and requires four boundary conditions:
U z ¼ z0ð Þ ¼ 0 ðIÞ
H z ¼ z0ð Þ ¼ H0 ðIIÞ
U z ¼ dð Þ ¼ UTOP ðIIIÞ
T z ¼ dð Þ ¼ TTOP ðIVÞ
Condition (I) and (II) are inserted in Eq. 9 to eliminate C3 and θ* (in L). Then we impose
(III) to leave a single equation for u*. Some rearrangement gives:
bu3  bu2  bH ¼ 0 ð11Þ
with: bu ¼ u=uN and
uN ¼ κUTOPln δ=z0ð Þ ;
bH ¼ H0
u3N
 ακg
ρcpθref
δ  z0ð Þ
ln δ=z0ð Þ
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From Eq. 11 u* is found and θ* is found directly by the definition θ*=−H0/(ρcpu*).
Inserting BC (IV) finally leads to the equilibrium profiles of our system:
U zð Þeq
ueq
¼ 1
k
ln
z
z0
 
þ a z z0ð Þ
Leq
 
ð12Þ
TTOP  T zð Þeq
qeq
¼ 1
k
ln
d
z
 
þ a d  zð Þ
Leq
 
ð13Þ
Note that Eqs. 12 and 13 are the well-known log-linear profiles that follow Monin-
Obukhov theory (Section 2). In fact, this particular result could be anticipated, in a sense
that a constant flux layer inevitably leads to this classical form. Nevertheless, the formal
derivation is given, to facilitate future application to other flow configurations (such as
pressure driven flow), that may have different boundary conditions. In Section 2 is was
shown that the solutions given by Eqs. 12 and 13 agree with the numerical equilibrium
profiles (Fig. 4a,b).
3.2 An equilibrium diagram
The results of the previous section are now summarized by means of an equilibrium
diagram that plots the whole collection of equilibrium points according to (11) (Fig. 6). In
this diagram a scaled model result is plot against a forcing parameter. For our system bH is
the forcing parameter and bu the result. Interestingly, Fig. 6 reveals that two real solutions
for bueq are obtained for a given bH (the third (unphysical) root being negative and real). The
duality of solutions is a direct consequence of the nonlinear dependence of turbulent
diffusion on the vertical temperature gradient (Section 1) and has been recognized in
meteorology for some time (Taylor [38]; De Bruin [4]; Malhi [21]). For the specific
configuration discussed in the present work, Taylor [38] conjectured that one of the two
solutions above is expected to be unstable, although a formal prove for this statement is not
given. In fact our numerical results of Section 2 also indicate only one solution branch at a
0
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-Hscaled [-]
u
*
/u
*
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Fig. 6 Equilibrium values of bu*
as a function of the imposed
surface heat flux bH . Dimen-
sionless parameters are plot
according to Eq. 11 (note the
minus sign in bH to plot positive
values)
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given bH in accordance with Taylor’s statement. The stability analysis in the present work
will provide a formal proof to Taylor’s conjecture.
Besides the ‘duality-issue’, from Fig. 6 another interesting feature comes out. It occurs
that beyond a certain maximum cooling bHT no equilibrium solution exists. Of course, in
unscaled terms this implies either a maximum H at given UTOP or a minimum UTOP at a
given H. The point (bHT , buT ) is called a ‘limiting’ or ‘turning’ point of the solution. For our
system the turning point has the numerical value bHT ; buT  ¼ 427; 23 . From this the
expression for the dimensional maximum heat flux reads:
Hj jmax¼ 
4
27
u3N
1
α
ρcpθref
κg
ln δ=z0ð Þ
δ  z0ð Þ
				 				 Wm2
 
The physical background of this maximum is readily understood from the fact that it is
proportional to the cube of a friction velocity scale (power) multiplied by the critical
Richardson number (i.e. 1/α) and some numerical constants (compare also: Derbyshire [5]).
Finally, we evaluate the stability parameter δ/L at the turning point. The condition
bHT ; buT  ¼ 427; 23  leads to: uT ¼ 23uN and
θT ¼ 427
u3N
uT
1
α
ρcpθref
κg
ln δ=z0ð Þ
δ  z0ð Þ ð14Þ
Inserting the result above into the definition of the Obukhov length finally leads to an
expression for the stability parameter at the turning point:
d
LT
¼
ln dz0
 
2a 1 z0d
  ð15Þ
This result will be considered in the next section.
3.3 Linear stability analysis
As stated in the introduction, the behaviour of the system is not only characterized by the
equilibrium itself but also by the stability of this equilibrium. Therefore we investigate the
stability of the equilibrium solution of the previous section by means of linear stability
analysis. As such, the governing equations (Eqs. 1 and 2) are linearized around their
equilibrium. To obtain information on the stability of equilibria, usually exponentially
growing/decaying perturbations are studied (e.g. [34]), because it is assumed that this type
of perturbations is likely to become dominant as time proceeds. However, perturbations that
do not grow exponentially may still grow algebraically (see e.g. discussion in Hanazaki and
Hunt [12]). Thus, in principle, this particular choice of the perturbation restricts the
generality of the results, so that comparison with the numerical simulations remains
necessary in order to draw conclusions. In our case, such a verification is presented in
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Section 4. Also, note that we restrict ourselves to 1-dimensional perturbations that depend
only on z. Thus the scaled form of our perturbations read:
bUP z; tð Þ ¼ bup zð Þ exp bσbt 
bTP z; tð Þ ¼ bθp zð Þ exp bσbt  ð16Þ
with: bz ¼ z=δ, bUP ¼ UPueq, bTP ¼ TPθeq, bt ¼ tueqδ and bσ ¼ σδueq.
The governing equations for these perturbations are derived in Appendix B. This finally
gives:
@ bUP
@bt ¼ k @@bz bz 2þ 4bbz1þ bbz @ bUP@bz
 !
 2k @
@bz bz bbz1þ bbz @bTP@bz
 !
@bTP
@bt ¼ k @@bz bz 1þ 4bbz1þ bbz @ bUP@bz
 !
þ k @
@bz bz 1 2bbz1þ bbz @bTP@bz
 !
ð17Þ
with: b ¼ αδLeq.
Inserting the exponential type of perturbations and dividing the results by exp bσbt 
leads to two coupled ordinary differential equations for bup zð Þ and bqp zð Þ:
bsbuP ¼ k @
@bz bz 2þ 4bbz1þ bbz @buP@bz
 
 2k @
@bz bz bbz1þ bbz @bqP@bz
 !
ð18Þ
bsbqP ¼ k @
@bz bz 1þ 4bbz1þ bbz @buP@bz
 
þ k @
@bz bz 1 2bbz1þ bbz @bqP@bz
 !
ð19Þ
The perturbations can only exist if they fulfill both the perturbation equations and the
boundary conditions. This puts a restriction on bs: for each set of external parameters (i.e.
for each set of UTOP, H0, δ and z0) there is a corresponding bs in order that the solution may
exist. Let us assume that a perturbation of the exponential type (no matter how small) is
actually present, then obviously the sign of (the real part) of bs will determine what will
happen to this disturbance. If bs < 0, a small disturbance disappears in time, and the
equilibrium state is said to be stable. Likewise, bs > 0 indicates instability of the
equilibrium solution.
In principle, the general method above enables us to calculate bs so that local stability
information is gained for all equilibrium situations, fixed by the imposed external
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parameters. In the present case, this is not a trivial task, due to the structure of the
equations, showing explicit bz-dependence in the coefficients. Therefore, we choose to
determine the so-called marginal curve (i.e. the bs ¼ 0 curve) between the parameters (e.g.
[18]). It is then assumed that there is an exchange of stability and that the marginal curve
separates stability from instability. The validity of the assumption is verified by comparison
with the numerical results.
3.3.1 Solution of the perturbation equations
The l.h.s. of the Eqs. 18 and 19 is set to zero to find the governing equation for the marginal
state. In order to find a solution, the equations are transformed to a standard problem by
linearly combining the equations, 18–19 and 18– 1219, using the substitution variables:bup  bqP ¼ bkP and bup  12bqP ¼ bnP. Finally, the solution reads:
bup bzð Þ ¼ C1 lnbzþ C2 bz2  lnbz2b
 
þ C3 bqp bzð Þ ¼ C1 lnbzþ C2bzþ C4 ð20Þ
The four constants C1 to C4 have to be fixed by four constraints from our boundary
conditions (Section 3.1). Before we apply the boundary conditions (BCs) it is noted that the
perturbation fluxes are found from back substitution of the solutions:
τp ¼ 2C1  C2=b Hp ¼ 2C1  C2= 2bð Þ ð21Þ
The four boundary conditions of the perturbations in the marginal state:
bup bz ¼ bz0ð Þ ¼ 0 bup bz ¼ 1ð Þ ¼ 0
Hp bz ¼ bz0ð Þ ¼ 0 bqp bz ¼ 1ð Þ ¼ 0 ð22Þ
Thus we have four equations with four unknowns. This has only a nontrivial solution when
the determinant of the system is equal to zero (eigenvalue problem). Or, alternatively, by
subsequent substitution of the BCs this leads to the condition:C2  lnbz04b þ 2b bz01ð Þ4b  ¼ 0; which
has only a nontrivial solution when the parameters are related according to (back-
substitution of b=αδ/Leq and bz0 ¼ z0=δ):
d
Leq
				
MARGINAL
¼
ln dz0
 
2a 1 z0d
  ð23Þ
This relation characterizes the so-called marginal state of the system. It is an important
result, because this state separates unstable from stable solutions and, as such, the
criterion serves as a predictor of the system stability for numerical simulations.
Comparison of Eq. 15 with Eq. 23 learns that the transition from stable to unstable
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occurs exactly at the turning point of the equilibrium solution (Fig. 6). In the next section
this theoretical result is compared with numerical simulations.
4 Comparison Analytical and Numerical Results
To verify the theoretical prediction that the system changes stability at the turning point, we
run the numerical simulation from three different initial conditions, for the same external
forcings, with H0=−10 [W m−2] and UTOP=4 [ms−1] (Fig. 7). Cases A, B and C are chosen
such that they depart from different sides of the equilibrium line. The initial values read:
Case A bu ¼ 1:0, Case B bu ¼ 0:5 and Case C bu ¼ 0:4 (the initial u* values are found by
multiplication with u*N=0.29) and bH ¼ 0:1.
Figure 8 shows that both case A and B are attracted to the same equilibrium solution,
which corresponds to the upper (stable) branch of Fig. 7. However, case C, starting just
below the lower branch, shows a definite collapse. This interesting fact implies that, in
principle, the predictability of our simple system is limited depending on initial conditions
(in fact similar to McNider et al. [25]). In practice however, the atmospheric SBL usually
grows from a neutral initial state as a consequence of the day–night transition, so that a
SBL evolution according to Figs. 2 and 3 is most likely to occur. A multitude of numerical
runs were made, all showing behaviour similar to cases A, B and C. From this it is
concluded that the upper branch of the equilibrium diagram is stable and that the lower
branch is unstable, with the marginal state at the turning point, as predicted by the
theoretical analysis. The results are summarized in Fig. 9, which is a bifurcation diagram
rather than an equilibrium diagram in a sense that also the stability of the equilibrium line is
indicated as: stable (solid) and unstable (dashed), following the conventions in nonlinear
system analysis (e.g. [35]).
Finally, we compare the predictions by the analytical expression for the marginal state in
Eqs. 23 and 15, with the numerical simulation of the collapse phenomenon in Fig. 2. In
Fig. 10 the value of δ/Leq in the marginal state/turning point is plotted against z0/δ
according to Eqs. 23 and 15. A general situation is analyzed as follows. For given (UTOP,
H0, δ and z0) two values of u*eq are found according to (11). This leads to two values of δ/
Leq: one with a δ/Leq larger than the critical value (the unstable branch), and one with a
Fig. 7 Initial conditions
(crosses) of the selected
cases A, B and C (see: text)
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lower value (the stable branch). Of course, the stable solution is the one that will be
observed, i.e. when the simulation is started from neutral initial conditions. As the cooling
is increased the two solutions will approach each other until both values of δ/L are equal to
the critical value δ/LT in the marginal/turning point. A further increase in the cooling (i.e.
larger δ/L) then results in a collapse of the system, because no equilibrium exists at this
cooling rate (arrow at right end in Fig. 9).
Next, the theoretical predictions by Fig. 10 are verified from the example introduced in
Section 2. In the example δ=23.6 [m] and z0=0.1 [m] leading to δ/LT=0.55 [−] as the
predicted critical value for continuous turbulence. Comparison with actual numerical
simulations in Fig. 2 learns that the predicted δ/LT=0.55 indeed closely corresponds to the
δ/L value in the limiting case, where turbulence just survives (0.52). The predictions were
verified for a large number of cases with variable values of (UTOP, H0, δ and z0) and
variable time steps and showed all to be in agreement.
In summary: the validity of the analytical framework based on linear stability analysis, is
verified by transient numerical simulations with the full time-dependent nonlinear model.
As such quantitative predictions on the collapse of turbulence can be made directly from
evaluation of the forcing parameters (UTOP and H0).
Fig. 9 Bifurcation diagram. The
solid line represents the upper
(stable) branch of the equilibrium
solution (Eq. 11), and the dashed
line the lower (unstable) branch.
The black dot represents the
marginal/turning point (saddle
node). The time dependent be-
haviour is indicated by the
arrows
Fig. 8 Transient simulation of
cases A, B and C corresponding
to the initial conditions indicated
in Fig. 7
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5 Discussion
5.1 Extension to the atmospheric case: the impact of boundary conditions
For current configuration, the theoretical framework enables prediction of the collapse
phenomenon. As a next step, the theoretical predictions could be compared directly with
more advanced turbulence models such as direct numerical simulation models (DNS) or
with laboratory data, using the same boundary and forcing conditions. Such a comparison
may indicate merits and limitations of the theory and the methods used.
However, in line of the meteorological background of the collapse phenomenon
indicated in the introduction, it is tempting to have some thoughts on the possibility of
extending the theory to configurations encountered in the atmosphere. Therefore, in Fig. 11
our bifurcation diagram is shown (as Fig. 10) together with observations from the
atmospheric CASES99 field experiment. The experiment took place during the whole
month of October 1999, near Wichita, Kansas, USA. The experimental area, covered with
prairie-grass, is relatively flat. A vast array of instruments was deployed (Poulos et al. [33].
Fig. 11 As in Fig. 10, with
observational data from the
CASES99 field experiment
Fig. 10 Stability diagram. Rela-
tion between δ/L and z0/δ at
marginal state/turning point
according to Eqs. (23)/(15). The
areas with continuous turbulence
and with collapsed turbulence are
indicated. Also the predicted
critical value of δ/L for the
example in Section 2 is given.
Note the limit to the z0- concept
for large value of z0/δ (dashed
line)
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Wageningen University carried out observations at one point in a nested network of flux
stations around the central 55-m flux tower of NCAR. An eddy covariance system was set-
up at heights of 2.65 and 10.1 m and operated at 20 Hz. It consisted of a CSAT3 sonic
anemometer and a KH2O Krypton hygrometer. Raw data were processed as described in
Hartogensis et al. [13].
From the wind speed and the turbulent flux observation (5 min avg.), scaled variables
are calculated according to Eq. 11. Night data from the whole month are used. To ensure
reasonable stationarity, the data were filtered in a sense that only observations are shown
where difference between the 2.65 m and the 10.1 m level fluxes was less than 15%.
However, we note that the filtering did not change the results dramatically. The height of
our system δ extends to the highest observational level, δ=10.1 [m], and based on earlier
findings z0 is set equal to 0.03 [m] [41].
Although the scattering of the data in Fig. 11 is considerable, the data seem to follow the
equilibrium line reasonable. To some extent this could be expected, because it is a direct
theoretical consequence of the validity of a log-linear behaviour of Monin-Obukhov
similarity, which is well established at least for weak to moderate stratification (Section 2).
An interesting result is the fact that data points close to the unstable branch are found. A
closer look at individual nights reveals that these ‘unstable’ cases move in time along the
dashed line, in stead of vertical as in Fig. 10. This is related to the fact, that in our theoretical
model configuration, the turbulent heat flux at the surface is fixed, whereas in the atmosphere,
a collapse of turbulence (as indicated by a collapse of friction velocity) directly implies a
collapse of the turbulent heat flux. Finally, we mention the observed points along the stable
branch (solid line) that tend to appear in clusters for individual nights (not shown), which
reflects the fact that those situations are more or less ‘stable’ in time.
It is concluded that the present theoretical framework can only be applied to atmospheric
studies, when the surface boundary condition is changed accordingly. In fact, such an
extension could readily be achieved by including a simple surface energy balance (SEB)
equation, so that the surface heat flux is calculated as an internal variable rather than a
forcing parameter. Note that, in case of a SEB, (negative) feedbacks are expected from the
soil heat flux and the long wave radiation processes, as mentioned by Derbyshire [7, 8] and
Van de Wiel et al. [40].
For application purposes also the upper boundary condition needs attention: unlike in
our model configuration, the wind speed and the temperature are generally not fixed at a
certain height in the atmosphere. With the perturbations vanishing at this height δ, the
formal stability criterion (Eq. 23) directly depends on this particular choice for δ (of
course in a laboratory or DNS this δ could be prefixed). However, for the atmosphere,
predicted instability then depends on this particular choice of δ. It is clear that such a
criterion would be rather subjective, unless δ is taken ‘far enough’ from the near surface
perturbations, so that the criterion is not very sensitive to the exact value of δ. In fact, this
is often the case, as long as δ≥O(10) [m] and z0<<1 [m], as shown with the following
numerical example: with z0=0.03 [m], and values for δ of 10, 20 and 40 [m] the resulting
δ/Lcritical will be 0.58, 0.65 and 0.72 respectively. Thus, taking into account the formal
limitations, it may be useful to compare the predictions of turbulence collapse to
observations that could be related to this phenomenon. In the literature transitions in SBL
flow behaviour are reported to occur at z/L of O( 0.5–0.7) (Smedman [36], Högström [14]
and Mahrt et al. [23]). Inspired by the work of Smedman, Mahrt et al. [23] show that the
normalized standard deviation of horizontal motions suddenly increases for values of z/L
larger than 0.6. This seems to indicate a strong change in the character of the flow, which
could be related to the collapse phenomenon in the present study at similar δ/L values.
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Apart from comparison with near-surface observations such as indicated above, it is
challenging to predict the collapse of the atmospheric boundary as a whole, that is over the
total depth of the turbulent boundary layer h. In that context, interesting observations at
Cabauw are reported by Holtslag and Nieuwstadt [15] who state: “For stable conditions,
however, no fully turbulent ABL’s are observed in Cabauw data beyond h/L≅6”. Of course,
in a full atmospheric SBL the flow forcing is different (pressure driven) and Coriolis effects
are present, which is significantly different from our flow configuration (see below).
Furthermore, many complicating factors, especially longwave radiative transfer and gravity
wave activity, may modulate local Ri and thus affect local turbulent activity (e.g. [17]).
In summary: our couette flow δ/L criterion cannot be compared directly to the
atmospheric critical h/L-value. Nevertheless, the fact that the SBL seems to collapse at
particular threshold-value of h/L encourages future application of the present framework to
atmospheric flow conditions.
5.2 Collapse of turbulence in direct numerical simulation
In the context of the present work and of this special issue in particular, we would like to
mention the recent results of Nieuwstadt ([32]; from now on N05), in studying the collapse
of turbulence in the SBL by means of direct numerical simulation (DNS). In line with our
results, Nieuwstadt’s results show a definite collapse of turbulence when a certain critical
value of δ/L is exceeded. In his case this particular δ/Lcritical=1.25. Again, this critical value
itself may not be compared quantitatively to predictions by Eqs. 23, because of the different
model configuration in N05. In N05 the mechanical forcing is supplied by a pressure
gradient with a free-slip condition at the model top, whereas in our case the wind speed at
the top is fixed. Also, in the DNS an aerodynamically smooth flow is simulated instead of
rough flow (present study). The practical assumption that z0≈0.135ν/u* (e.g. [31]), with
very small z0, may lead to the misleading conclusion that z0/δ is small and thus δ/Lcritical≈O
(1) (Fig. 6), in accordance with the DNS simulations. In fact δ is usually small too in DNS,
suggesting δ/Lcritical<1, different from N05 results due to a different model configuration
(see below). It is important to note that, for smooth flow z0/δ ∝ 1/Re*, so that our scaling
diagram contains the shear Reynolds number in stead of roughness on the vertical axis!
In any case, the philosophy of the present work and the method of Section 3 could be
adapted to the DNS model configuration of Nieuwstadt [32] to enable a quantitative
comparison in the future. The success of the method depends quite heavily on the closure
assumption in the governing Eqs. 1–4. In this perspective a very interesting and innovative
result was presented by N05. In his Fig. 15b the eddy diffusivity as inferred from the
stationary DNS results, is compared to the eddy diffusivity from the local closure
assumption (our Eq. 3). The correspondence is surprisingly good, and suggests some
generality of Eq. 3 over a large range of Re (Re similarity): the original relationship was
derived from atmospheric flows with much larger Re than in the DNS study of N05.
N05 uses the closure indicated above to construct an analytical equilibrium model, as in
Section 3. A ‘surprising’ result is found, namely that Ri<Rc in large part of the channel, for
all values of δ/L (Note: N05 defines a parameter B proportional to L/δ). Then Nieuwstadt
concludes that this implies a continuous turbulent solution for all δ/L, in contradiction with
his numerical findings: “The fact that for the range 0<B<∞ there is always one solution
for a continuously turbulent stationary flow, seems to be also in contradiction with the
results of Section 3 where we found an indication that for δ/L≥1.25 no stationary
turbulence exists. Our closure model with f(Ri) cannot explain this critical behaviour near
δ/L=1.25”.
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In line of the results of the present paper, we unfortunately cannot agree with the
statement above. Clearly, it is not the equilibrium itself but also the stability of this
equilibrium boundary layer as a whole that determines the eventual state of the system.
Again, also in the limiting case of Fig. 2, with δ/Leq≈0.52 the Richardson number is lower
than its critical value prior to the collapse, because in any case:
Rieq zð Þ ¼ Rc
z

Leq
z

Leq þ Rc
< Rc
Thus the present analysis provides a logical explanation for the paradoxical result obtained
in N05. The authors agree with N05 that after this collapse of turbulence a laminar flow
may develop which could, in turn, be subjected to stability analysis. In our case the stability
of the laminar flow (a plane Couette flow), is in that case indeed determined by the classical
Ri-criterion for stability of laminar flow (Ri < 14), as noted by Miles [26]. When this
laminar solution is also hydrodynamically unstable, a kind of ‘switching’ between turbulent
and laminar states may result leading to an intermittent turbulent flow.
6 Conclusions
We studied the collapse of turbulence in a plane channel flow model as a simple flow
analogy of stably stratified atmospheric flow. Turbulence is parameterized by first order
closure and the surface heat flux is prescribed as are temperature and wind speed at model
top. The model is studied both by using numerical simulations and by using linear stability
analysis. The results lead to the following conclusions:
& –For a given roughness to channel depth ratio z0/δ, the numerical simulations (with
neutral initial conditions) show a definite collapse of turbulence when a certain
value of the critical parameter δ/L is exceeded.
& –The method introduced by Derbyshire [7, 8] to predict the stability of a turbulent
linearly stratified shear flow is generalized to the more realistic case of log-linear
stratification. The method is nonclassical in a sense that the stability of a
parameterized set of equations of a turbulent flow is analyzed instead of a
particular laminar flow solution.
& –Our theory predicts a collapse of turbulence at δ/L between 0.5 and 1, depending
on the particular ratio z0/δ. The predictions are in good agreement with the results
of the numerical simulations.
& –It is shown that a general overview of the model behaviour is readily obtained by
a system dynamics approach to the problem using a bifurcation diagram. In the
diagram both the equilibrium behaviour, the stability of the equilibria and
sensitivity of the results to initial conditions are depicted.
& –The present study shows a qualitative agreement with results from direct
numerical simulation by Nieuwstadt [32] in a sense that a collapse of turbulence
occurs at a particular value of δ/L (i.e. for given z0/δ (rough) or Re* (smooth flow)).
A direct quantitative comparison is not possible, because of the different model
configurations (and boundary conditions) used in both studies.
& –Interestingly, the present study seems to solve the paradox in Nieuwstadt [32]: We
show that in our case Rieq(z)<Rc for all z, at the collapse of turbulence. Thus, the
fact that Rieq(z)<Rc in our system does not imply that the boundary layer is able to
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maintain its continuous turbulent character. On the contrary, the collapse of
turbulence that occurs for Rieq(z)<Rc can be explained naturally as a linear
instability of the system.
& –The present framework enables a direct comparison with DNS/laboratory studies
of the collapse phenomenon for the flow configuration presented.
& –Although promising results are obtained in comparison with atmospheric data, a
good quantitative comparison can only be made, when the present theoretical
framework is extended to the particular forcing/boundary conditions that are valid
in atmospheric stratified flows.
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Appendix A
Derivation of Equilibrium Profiles
In a stationary situation 7 and 8 become
u2 ¼ κzð Þ2 @U=@zð Þ2 1 Ri=Rcð Þ2
θu ¼ κzð Þ2 @T=@zð Þ @U=@zð Þ 1 Ri=Rcð Þ2
Combining and introducing α=1/Rc gives:
u2

θ ¼ κzð Þ @U=@zð Þ
2
@T=@z
1 αRið Þ
multiplication by Tref /g and rearranging gives:
z
L
¼ Ri
1 αRi or 1 αRið Þ ¼
1
1þ αz=L with : L 
u2
θ
Tref
κg
The latter result, which expresses (1−αRi) in terms of z/L is substituted in the definitions of
u* and θ* above which gives:
@U
@z
¼ u
kz
1þ a z
L
 
and
@T
@z
¼ q
kz
1þ a z
L
 
Finally, integration with respect to z leads to expressions 9 and 10.
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Appendix B
Derivation of the Perturbation Equations
In abstract form our governing equations read:
@U
@t
¼ f1 @U=@z; @T=@zð Þ
@T
@t
¼ f2 @U=@z; @T=@zð Þ
The system’s behaviour near the equilibrium is studied by linearization of the equations:
@U
@t
¼ f1  f1eq þ @f1
@ @U=@zð Þ
				
eq
@U=@zð Þ  @U=@zð Þeq
 
þ @f1
@ @T=@zð Þ
				
eq
@T=@zð Þ  @T=@zð Þeq
 
@T
@t
¼ f2  f2eq þ @f2
@ @U=@zð Þ
				
eq
@U=@zð Þ  @U=@zð Þeq
 
þ @f2
@ @T=@zð Þ
				
eq
@T=@zð Þ  @T=@zð Þeq
 
We realize that f1eq=0= f2eq and that we may subtract ∂Ueq/∂t=0=∂Teq/∂t on the l.h.s. As
such the governing equations for small perturbation are found. Application to our system,
Eqs. 7 and 8, gives:
@UP
@t
¼ @
@z
.zð Þ2xeq 2f  2Rif 0½ eqxp þ
@
@z
.zð Þ2xeq xeqyeq Rif
0½ eqyp
@TP
@t
¼ @
@z
.zð Þ2xeq yeqxeq f  2Rif
0½ eqxp þ
@
@z
.zð Þ2xeq f þ Rif 0½ eqyp
with: x=∂U/∂z and y=∂T/∂z and the subscript ‘P’ indicates the perturbed variable, e.g.
xp ¼ x xeq. Also the stability function f= f (Ri) and f ′=df (Ri)/dRi.
It is realized that equilibrium gradients in the equations above are directly related to the
equilibrium fluxes via differentiation of Eqs. 9 and 10. This, finally, leads to the scaled
version of our perturbation equations:
@ bUP
@bt ¼ k @@bzbz 2þ 4bbz1þ bbz @ bUP@bz  2k @@bzbz bbz1þ bbz @bTP@bz
@bTP
@bt ¼ k @@bzbz 1þ 4bbz1þ bbz @ bUP@bz þ k @@bzbz 1 2bbz1þ bbz @bTP@bz
With b=αδ/Leq, bz ¼ z=δ, bUP ¼ UPueq, bTP ¼ TPθeq and bt ¼ tueqδ.This result will be
used further on.
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