new causal relations are learned by explicitly considering counterfactual alternatives (Lewis, 1973 (Lewis, , 1986 Mackie, 1974) . Indeed, even Hume, who argued that causal relations must be observed through regularity and associations, connected counterfactual reasoning with recognizing causal relations in his later writing: '. . . we may define a cause to be an object followed by another, and where all the objects similar to the first, are followed by objects similar to the second. Or, in other words, where if the first object had not been, the second never had existed' (Hume, 1748 (Hume, /1959 .
Importantly, engaging in counterfactual thinking does not necessarily imply the presence of a causal relation. Kahneman and Tversky (1982) describe a classic example of counterfactual reasoning: While driving home from work, Mr Jones decides to take a route different from his normally travelled one. While driving on this route, another driver runs a red light and hits Mr Jones's car. In this example, determining the truth value of the counterfactual 'If only Mr Jones had taken a different route, he would not have gotten into an accident', does not imply that taking the chosen route directly caused the car accident. However, the truth value of the counterfactual, 'If only the other driver had stopped at the red light instead of running through it, the Mr Jones would not have gotten into an accident' does help confirm the presence of a direct causal relation between those two events. The philosophical argument, made by Lewis (1973 Lewis ( , 1986 ) and others, is that causal relations are best understood as counterfactual statements: An interpretation of the statement A causes B is that B would not have occurred if it were not for A. Lewis's argument is that causal relations can be analysed in terms of counterfactuals, but not necessarily the other way around.
Do young children use counterfactuals when determining the presence of a causal relation? Empirical investigation suggests that young children can correctly reason about counterfactual events when they observe a causal relation. Harris, German, and Mills (1996) presented 3-and 4-year-olds with a sequence of events that resulted in a change in the state of the world. For example, children were shown a clean floor and a teddy bear that came in and walked across the floor in muddy boots, making the floor dirty. Children as young as 3 years old correctly stated that the floor would have been clean if Teddy had taken his boots off before he walked across the floor.
In a subsequent experiment, children were presented with stories in which a character made a decision that resulted in a mishap. In half the stories, the character decided between two options, either of which would have resulted in the same outcome (e.g. the outcome is having fingers covered in ink, and the options are using a black pen or using a blue pen). In the other half, the alternative would have prevented the mishap-the character simply chose the wrong option (e.g. using a black pen instead of a pencil). Children were asked why the mishap occurred, but also what could have prevented the mishap. Harris et al. (1996) found that children referred to the other choice the character could have made when it would have influenced the outcome (i.e. choosing the pencil over the pen), but ignored the offered alternative and referred to another action when the choice would have had no influence on the outcome.
While Harris et al. (1996) present convincing evidence that young children can engage in counterfactual reasoning after they directly observe a causal relationship, it is not clear whether this reasoning is related to a broader understanding of causal structure. For example, were children's answers to the causal 'why' question consistent with their answers to the counterfactual 'prevention' question? Harris et al. (1996) reported that children, especially 4-year-olds, answered the 'why' question in terms of a deviation from an implied norm-for example, choosing the effective option when it was presented, or choosing a correct alternative option when neither of the offered options would prevent a mishap. It is not clear, however, whether children's performance on the 'prevention' questions predicted their performance on the 'why' questions. If there is a direct link between young children's counterfactual reasoning and their understanding of causal relations, one would expect that performance on these questions would be correlated-if children understand what caused a mishap, they should also understand that changing that antecedent could (but would not necessarily) prevent the mishap.
The present investigation compared children's ability to generate explanations of events with their ability to reason about similar counterfactuals. As in Schult and Wellman (1997) , children were asked to provide explanations of why characters could or could not engage in possible and impossible events across a variety of domains. In addition, the same children were asked to generate counterfactual alternatives for possible and impossible events in the same domains. The primary goal of this investigation is to examine whether children's explanatory systems are coherent: Are children equally capable of reasoning about counterfactual events as they are at generating explanations of similar events?
In addition, this investigation examines whether counterfactual reasoning is a general reasoning ability related to children's understanding of mental representation (Guajardo & Turley-Ames, 2001; Riggs, Peterson, Robinson, & Mitchell, 1998) . For instance, Riggs et al. (1998) proposed that 3-year-olds' difficulty with the false-belief task is due to a more general deficit with counterfactual reasoning. To succeed on both false belief tasks and measures of counterfactual reasoning, children must make an inference based on a false representation of the world. Riggs et al. (1998) demonstrated that children were equally poor at responding to an 'unexpected transfer' task when the test questions were about mental states as when the questions were about the physical location of the objects.
This correlation, however, could be interpreted in one of two ways. It could be that children's ability to engage in counterfactual reasoning is independent of the content of that counterfactual. Under these circumstances, the process of counterfactual reasoning can be thought of as domain general. Alternatively, the ability to engage in counterfactual reasoning may differ among domains but is a function of how causal knowledge is represented. Thus, children should be able to engage in counterfactual reasoning in different domains at different points in development, dependent on their causal knowledge of that domain. Schult and Wellman (1997) specifically argue for the development of three separate explanatory systems, for folk physics, folk biology, and folk psychology. Their investigation revealed that children do indeed apply proper physical, biological, and psychological knowledge when asked to explain events in each domain. Yet, it remains unclear whether the way in which children represent that knowledge is coherent and counterfactual-supporting. Previous investigations have not addressed this issue: Both Harris et al. (1996) and Riggs et al. (1998) only investigated counterfactual reasoning about physical events. Sobel and Gopnik (2003) demonstrated that for two domains of knowledge (physical events and psychological events), only children who made accurate predictions about future hypothetical events were able to reason accurately about counterfactuals. These data provide some evidence for a coherent representation of causal knowledge-once children understand the causal structure of a domain, they can engage in both prediction and counterfactual reasoning. The present experiment examines whether the same relationship holds between counterfactual reasoning and explanation.
Experiment
The goal of the current investigation was to elicit explanations from children, following the procedure used by Schult and Wellman (1997) , as well as to examine how the same children reasoned about counterfactual events in similar domains. Children were told stories about characters who wanted to perform particular actions, but failed. In some cases, the children were asked to explain why the character failed to perform the action. In others, children were told that the character was going to try again and were asked what the character could do differently to succeed. Some of the events involved simple mishaps; explanations and alternatives were easily accessible (although not specifically articulated, as in Harris et al., 1996) . Other stories involved a violation of biological, physical, or psychological principles (e.g. a child protagonist who never wanted to grow again, a character who wanted to jump up and float in the air, or a character who wanted to have no thoughts for a long time). Would children respond that nothing could be done differently to bring about the event? Further, would these same children correctly explain why these events were impossible?
Method

Participants
Eighteen 3-year-olds and sixteen 4-year-olds were recruited from a university preschool and a list of hospital births in an urban area. Three children in the 3-year-old sample were excluded for failing to meet minimum performance levels on control tasks (see below), leaving a sample of fifteen 3-year-olds ranging in age from 40 to 44 months (M = 42 months) and sixteen 4-year-olds, ranging in age from 48 to 59 months (M = 53 months). Approximately equal numbers of boys and girls participated. While most children were White and from middle-class backgrounds, a range of ethnicities resembling the diversity of the population was represented.
Materials
Two sets of 12 stories (see Appendix) were written out on 5 inch 8 inch (12.70 cm 20. 32 cm) blank white index cards. On the other side was a hand-drawn picture of a boy or girl-the character in the story. These pictures were of children not engaging in any action.
Procedure
All children were tested twice by the same experimenter. Children were brought into a quiet game room in either the school or the laboratory. They were told that they were going to play a game in which the experimenter would read some stories and ask them some questions. The experimenter then read 12 stories to the children (24 in total over the two sessions). On average, the sessions were approximately 3 days apart from one another, although some children were tested on the same day. The stories were presented in one of four quasi-random orders, counterbalanced across participants.
Following Schult and Wellman (1997) , six of the stories in each session, the explanation stories, asked children to generate explanations of possible and impossible events. The possible stories were all about voluntary actions on the characters' part (e.g. a character who had been standing up wanting to lie down on his bed). The impossible stories required a violation of a natural physical law (e.g. a character wanting to jump up and float in the air), a psychological principle (e.g. a character wanting to sit and not have any thoughts for a long time), or a biological law (e.g. a child character who wanted never to grow taller). After the story was read to the participants, they were asked whether the character could perform the action; children were then asked to justify their response.
The other six stories in each session were alternative stories. Three of them were about characters who wanted to perform an action that was possible but failed to do so because of a mishap (e.g. wanted to play outside in the rain without getting his socks wet, but wore sneakers instead of boots). The other three were about characters who wanted to bring about an event that was impossible and failed to do so (e.g. wanting to jump up and float in the air). Children were asked what the character could do differently to bring about the event. If the child stated that the character could not do anything differently, the experimenter asked for a justification. If the child generated an alternative that was not part of the story, the experimenter reminded them of the story. For example, if the child said that the character who wanted to jump up and float in the air could do so if she had wings, the experimenter repeated the story and test question, reminding the child that the character did not have wings.
The possible explanation stories were all about voluntary actions on the character's part. They required physical (e.g. she can just jump up) or psychological (e.g. she chooses to have one juice over another) explanations. The other three story types-the impossible explanation stories, and both the possible and impossible alternative stories-were further divided into events that required knowledge of physical, psychological, or biological principles.
Coding
For the explanation stories, responses were coded for whether children provided a correct explanation of why the events in the story were possible or impossible. A 'correct' score meant that children correctly answered the yes/no 'Can you do that?' question and generated a plausible and relevant justification of this answer. For the alternative stories, responses were coded for whether children generated an alternative or observed that no alternative action was possible. If the child did propose an alternative, the response was coded as to whether performing the alternative action would result in the goal (note that this was not an option in the impossible alternative stories unless magic or pretense was invoked, see below). If the child said that no alternative was possible, then children were asked to justify their response. Then, following Schult and Wellman (1997) , responses to each story were coded according to whether the explanation, alternative, or justification appealed to certain domainspecific principles, such as physical, psychological, and biological principles. This coding scheme is described in Table 1 .
An important distinction to make is that not all physical, psychological, and biological explanations were coded as correct. Consider the following in response to the character who wants to stay awake forever:
C: If he gets sleepy and he lay down a little and then his mom won't find him. E: If he gets sleepy and lays down a little then his mom won't find him. Good job. C: Yeah, he'd stay awake forever. (Child's age: 48 months)
This explanation was coded as a biological explanation. However, it clearly does not properly explain why a character could or could not stay awake forever. Similarly, children who rejected the fact that an alternative was possible did not always correctly justify their answers. In the following example, the character wanted to walk right through a fence:
C: He can't do anything, only rabbits can do it. E: Why can rabbits do it? Cause the ball is heavy and it will fall.
She has to stop jumping. She has to go down cause you don't get to float in the air.
Explanation suggested the presence or absence of a physical mechanism.
She needs some wings to do it.
Explanation appealed to a physical act on the part of the character.
Not colour with the pencils, paint.
Biological
Explanations that appealed to a biological principle such as growth, sickness, inheritance, or pain.
Cause um if it got apple it get sick.
Cause you have to grow and get bigger to be a big girl.
Explanations that referred to the body or a biological processes within the body, such as eating or sleeping.
Because her legs can jump.
You still get hurt-it goes through your skin.
Psychological Explanation appealed to the character's mental states.
Cause he doesn't know where the bubble wand is.
She could go to the zoo and find out what elephants are like.
Explanations that appealed to the possession of mental faculties.
Because she has a brain and brains think.
Explanations that appealed to a request on the part of the character.
Ask her mother to give her a piece of candy.
Explanation that referred to a social standard or practice or rules that the character had to follow.
Because his mom and dad will get angry at him.
Because he would get in trouble.
Magical
Explanations that postulate magic, a fictional character, or pretense.
Pretend he is a ghost and then he'll go in. Cause you need magic to turn a cat into a dog. Note. All of the examples were generated by children in the present investigation.
C: Because they're, they're fat, but they, because, they're, they're scwunched, like, like a, like a, like a ball, they're like, like, they're like a ball, they can, they can, they can stick because they can go under, because rabbits are really tight. E: The rabbits go under the fence? But Josh can't. So, why can't he do anything different? C: Because rabbits only do it. (Child's age 49 months)
The stories were coded by an undergraduate research assistant, blind to the hypotheses of the experiment. A subset of the stories (192 out of the total 744, 26%) was coded by a second research assistant, also blind to the experimental hypotheses. Overall, agreement was 89%. Disagreements were discussed between the author and two research assistants, and final decisions were made by the author.
It is important to note that the coders were given only minimal instruction regarding what counted as a correct or incorrect explanation or alternative. On the explanation stories, they were instructed that correct responses should be both plausible and consistent with the story. On the alternative stories, they were instructed that correct responses should either generate plausible actions that would accomplish the character's goal in the possible stories, or generate adult-like justifications of why the character could not perform the action in the impossible stories. The fact that agreement levels were relatively high with only this minimal training suggests that this 'correct' coding reflected adult responses. For example, both the examples shown above were coded as incorrect: The first was off-target for the question; the second did not provide any reference to why the character could not walk through an object, or even that rabbits could 'pass through a fence' because they could dig under it (a very loose interpretation). One final note is worth making regarding this analysis: On some occasions, as noted by the coding scheme, responses appealed to pretence or magic. These responses were always coded as incorrect; children did not explicitly answer why a possible or impossible action was such, but rather appealed to a fantasy context. As can be seen in Table 3 , however, these types of responses were relatively rare.
Probe questions
On many occasions, like the example above, children received probe questions to elicit more information or to clarify their answers. Across all children, of the 744 total stories, probe questions were given on 416 of them (56%). There were 613 probe questions in total. These probe questions fell into one of five categories: probes for more information (35%), repetition of story elements (49%), repetition of the child's utterance (3%), responses to an 'I don't know' response: 'Can you take a guess for me?' (8%), and probes about the plausibility of the child's utterance (5%). In many cases where probe questions were given, children often generated more than one utterance. For instance, this example is about a character who never wants to grow again: In this case, the child was asked what a character could do differently to never grow again. Although the response involves a request, 'She'll ask her mom if she can't eat it', which were usually coded as psychological, this response was coded as providing a biological explanation. The most relevant feature of the explanation is that the child links not eating, a biological process, with not growing. The probe question, which asked for more information, allowed us to disambiguate whether each child recognized the domain-specific principle involved in each story.
Further, in some cases, probe questions were required to allow the experimenter to discern whether children were recognizing that no alternative could be generated, but were generating an alternative because of the demand characteristics of the question. This example, about a character who wanted to walk through a fence, was coded as correctly rejecting that an alternative could be generated, and correctly justifying that rejection, even though the child initially generated an alternative. One might argue that the predominance of probe questions, as in the example above, forced children to respond correctly. This predominance, however, was often due to children responding to the impossible alternative stories with a plausible counterfactual that did not address the issue present in the story. In the example above, the child generated a plausible alternative-that Josh would have to break the fence-as a way of stating that there was nothing the character could do to walk right through the fence. The experimenter took care not to probe until a correct answer was generated, and often stopped probing once an explanation or alternative for the particular question was generated. Overall, there was no difference between the number of probes given between the two age groups, between the explanation and alternative stories, or between any of the three story domains. If the experimenter was biased towards allowing the child to respond until they answered the question correctly, one might expect more probes on the impossible alternative stories. This was not the case. In stories where a probe was given, the average number of probe questions was 1.47.
Results
Overall, children were coded as correctly explaining why a character could engage in a voluntary action 91% of the time. Given this relatively high level of accuracy, performance on these stories was used as a measure of the child being on task. Since two of these stories were asked in each session, to be included in the further analysis, children must have explained at least one of these stories correctly in each session. Three of the 3-year-olds and none of the 4-year-olds were excluded for this reason.
The first analysis examined correct responses on each story type. A preliminary analysis was first done on the distribution of correct responses within each story type.
On one type of story, the impossible biological explanation stories, correct responses differed among the three stories, 2 (2) = 13.56, p < .01. This was potentially due to an outlier in the stories. Children had little difficulty in correctly explaining why a character could not get poked with a needle without pain or why a mommy cat could not have puppies (65% and 80%, respectively), but only 34% of children correctly explained why a character could not stop sneezing when she had a cold (see Appendix). It is possible that this story tested a different, and more sophisticated, aspect of biological knowledge than the other explanation (and alternative) stories. In this story, children must recognize that sneezing is an involuntary act. In the other stories (both the explanation and alternative stories), children must recognize that a particular biological process (i.e. growth, pain, sleeping, and inheritance) cannot be violated. There is some evidence that children do implicitly understand the nature of involuntary actions: Johnson and Wellman (1982) suggest that children understand that involuntary actions do not involve the mind. However, Smith (1978) demonstrated that 5-year-olds, but not 4-year-olds, recognized that sneezes were not intentional. Because of this, we felt that the most conservative course of action was to exclude responses to the Betty story from this analysis. Table 2 shows the percentage of children who generated explanations coded as correct for each type of explanation story, who generated alternatives coded as correct in the possible alternative stories, and who were coded as claiming that no alternative was possible and correctly justified their response in the impossible alternative stories. Responses on the impossible stories were analysed by a 2 (Age: 3-year-olds vs. 4-yearolds) 3 (Story domain: Physical, Psychological, vs. Biological) 2 (Story type: Explanation vs. Alternative) mixed analysis of variance. Age was a between-subject factor; story domain and story type were within-subject factors. A main effect of story domain was found: Children responded differently to the three types of stories, F(2, 58) = 9.54, p < .001. A main effect of story type was also found: Children were better at explaining the impossible explanation stories than stating and justifying that no alternative was possible in the impossible alternative stories, F(1, 29) = 27.58, p < .001. There was no main effect of age. Further, a significant story type by story domain interaction was found, F(2, 58) = 3.62, p < .05. Performance on the three story domains was then examined. On the explanation stories, children explained more impossible physical and biological stories than impossible psychological stories, t(1, 30) = 2.78 and 5.61, respectively, both pvalues < .01. There was no difference, however, between performance on the impossible physical and impossible biological stories. On the alternative stories, children showed no difference between their ability to explain any of the three story domains. Children were more inclined to correctly explain the explanation stories than to correctly reject and justify the alternative stories for the impossible physical stories, t(1, 30) = 5.01, p < .001, and the impossible biological stories, t(1, 30) = 3.48, p < .005, but only showed a trend to do so for the impossible psychological stories, t(1, 30) = 1.72, p < .10.
A second analysis was done to examine the responses to the possible and impossible alternative stories. A 2 (Age: 3-year-olds vs. 4-year-olds) 3 (Story domain: Physical, Psychological, vs. Biological) 2 (Possibility: Possible vs. Impossible) mixed analysis of variance was performed with age as a between-subject factor, and domain and possibility as within-subject factors. Only a main effect of possibility was significant; children were more likely to provide correct alternative events in the possible stories than to correctly observe that no alternative was possible in the impossible stories, F(1, 29) = 35.78, p < .001. No other significant main effects or interactions were found. Table 3 shows the distribution of physical, psychological, biological, and other explanations that children generated for each story type. A preliminary analysis revealed that the distribution of codes (shown in Table 1 ) for responses within a story type did not differ for any of the physical or biological stories, or for the impossible psychological explanation stories. However, within both the possible and impossible psychological alternative stories, the distribution of codes did differ between the two stories, 2 (4) = 24.78, p < .001, and 2 (3) = 10.57, p < .05, respectively. In both cases, this result was due to responses to one story being predominantly coded as psychological and responses from the other story being split between psychological and physical: On the possible story in which Alison wants the candy from the locked box, a group of children responded that she could break open the box-a physical response. Likewise, on the impossible story in which Danny wants his ignorant dad to tell him where his bubble wand is, a group of children responded that Danny could look for the wand himself-also coded as a physical response. Again, we felt that the most conservative reaction to this analysis would be to exclude these two stories from further analyses.
On the explanation stories, children explained stories about impossible actions in each domain in terms of that domain; children used physical principles to explain the impossible physical stories more often than in any other category: Binomial test, p < .05; this held true for the psychological and biological stories as well: Binomial tests, both p-values < .05). Further, there was no effect of age: 3-and 4-year-olds showed the same pattern of responses on each story type. Responses to the alternative stories showed a similar pattern of performance, with one exception: An age difference was found on the impossible psychological stories. The distribution of responses differed between the 3-and 4-year-olds: 2 (3) = 7.94, p < .05; more 4-year-olds generated psychological responses than 3-year-olds.
Next, an analysis was done to examine whether children generated domain-appropriate responses when their response was coded as incorrect. Table 4 shows the distribution of codes that children appealed to when they generated incorrect explanations and alternatives. When children responded incorrectly on the explanation stories, they did so by appealing to various other domains. This suggests that when children incorrectly explained these stories, it was not because they applied information about that domain incorrectly, but rather that they chose to explain the story by appealing to principles in another domain or by choosing to appeal to principles not identifiable as physical, psychological, or biological. In contrast, on the alternative stories, children showed a different pattern of responses. On the physical stories, children of both age groups overwhelmingly generated alternatives that appealed to physical processes when they incorrectly responded to both the possible and impossible physical stories: Binomial tests, both pvalues < .05. On the biological and psychological stories, responses differed by age. Three-year-olds showed no signs of systematic responding. Four-year-olds, in contrast, were likely to explain the story by appealing to processes relevant to the domain, even when their responses were incorrect. Finally, an analysis was done to examine whether responses on the alternative stories were predicted by responses to the explanation stories. To ensure that any relationship observed here was not simply due to other developmental factors, such as language ability, age was factored out of these analyses. Overall, the total number of impossible explanation stories children correctly explained predicted the number of impossible alternative stories they correctly rejected: r(28) = 0.31, p < .05 (one-tailed). These relationships were then considered on each individual story type. On the physical stories, the number of impossible explanation stories children correctly explained correlated with the number of impossible alternative stories children correctly rejected and justified, when age was first factored out of the model: r(28) = 0.31, p < .05 (onetailed). In the individual biological stories, this relationship demonstrated a trend towards significance: r(28) = 0.30, p < .06 (one-tailed). The psychological stories, however, did not demonstrate this relationship.
Discussion
Children were presented with stories and questions that probed the coherence of their explanatory abilities. In some stories, 3-and 4-year-olds were asked to provide explanations of possible or impossible events. The impossible events violated an underlying principle of physical, psychological, or biological causality. Other stories in the same three domains asked children to provide an alternative action that a character could take that would result in accomplishing a possible or impossible task. In these cases, to be counted as correct, children had to either generate a plausible counterfactual event, or respond that no alternative was possible and had to justify that response.
Children were able to provide explanations for impossible physical, biological, and psychological events. They were also able to generate proper counterfactual alternatives for possible events in each domain. In contrast, they had difficulty correctly stating that no counterfactual alternative was possible for the impossible events in each domain. Performance, however, was not at floor: Even some 3-year-olds were able to correctly respond that characters could do nothing differently when they wanted an impossible physical, psychological, or biological event to occur.
In the stories about impossible physical events, how children performed on the explanation stories predicted whether they would correctly observe that no alternative was possible. Performance on the biological stories showed a trend in this direction. This suggests that the systems children possess to represent causal knowledge in these domains are coherent. The psychological stories, in contrast, did not show this relationship-there was no relationship between how children answered the impossible psychological explanation questions and how they responded to the impossible psychological alternative stories. Critically, in both the physical and, to an extent, the biological stories, children demonstrated coherent, domain-specific knowledge that enabled them to engage in both explanation and counterfactual reasoning.
However, this does not imply that children's knowledge of folk psychology is not coherently organized. The physical and biological explanation and alternative stories specifically asked about similar principles (e.g. gravity and growth). In contrast, there was an important difference between the impossible psychological explanation and alternative stories. The impossible psychological explanation stories were all about whether children understood the automaticity of mental activity (e.g. that a character could not stop thinking even if she wanted to). Several investigations, notably Flavell, Green, and Flavell (1995) , have shown that the majority of young children do not recognize that mental states like thinking are not completely under one's own control. These investigations suggest that it is only at age 8 that children begin to have an adultlike understanding of mental activity. Therefore, it is possible that many children did not have the necessary understanding to answer these questions correctly. The impossible psychological alternative stories, in contrast, were about whether children understood mental representation (e.g. that a character who had no knowledge of an event could tell another character the details of that event). For example, investigations by Lillard (see, e.g., Lillard, 1996) suggest that these abilities have a developmental path similar to understanding mental activity. These two principles might not have been similar enough to tap the same developing knowledge structure.
When children incorrectly responded to the explanation stories, they appealed primarily to principles in another domain of knowledge, or to principles not identifiable as physical, psychological, or biological. Children did not apply knowledge about particular domains broadly-they did not simply identify that the story was about physical knowledge and then generate a folk-physical explanation. Instead, their errors seemed to be on a more global level-they generated explanations across domains. There are two ways to interpret this finding. The first is similar to the manner in which Piaget (1929 Piaget ( , 1930 ) interpreted children's performance on his interviews-he suggested that young children simply confused physical, psychological, and biological phenomena. Alternatively, it could be the case that children's errors indicate that their knowledge structure of each domain is not fully developed. The latter interpretation is consistent with another finding in these data: Success in generating domain-specific explanations correlates with correctly recognizing that no alternatives could be generated for the impossible alternative stories.
A proposal made in the adult counterfactual reasoning literature is relevant here. Seelau, Seelau, Wells, and Windschitl (1995) propose that counterfactuals generated by adults come from a set of propositions about the world that specifically do not break physical laws of the universe (see also Cheng & Novick, 1990 Harris, 2000) . For example, consider the counterfactuals generated after an airplane crash. While it is possible to generate 'if only there was no gravity, the plane wouldn't have crashed' as a potential counterfactual, doing so is invalid in adult reasoning, as it is not possible to modify this particular antecedent in the physical world. Therefore, adults will automatically reject the possibility of generating such a counterfactual. This proposal implies that the child's understanding of causal structure (not necessarily just in the physical domain) influences the types of counterfactuals they produce. Only children who can properly explain that gravity is always present in the airplane crash example should correctly reject such a counterfactual.
If children's understanding of causal structure is coherent, why is there a difference between performance on the impossible explanation and impossible alternative stories? There is an important difference in the cognitive abilities required to respond correctly to the two stories. The first requires simply providing an explanation, the second requires inhibiting the desire to answer the question-the initial question children were asked was, 'What can he do different?' and not, 'Can he do anything different?' Three-year-olds and many 4-year-olds have difficulty with measures of executive function and inhibitory control (see, e.g., Carlson, Moses, & Hix, 1998) . It is quite possible that many of the younger children simply generated implausible alternatives because they interpreted the question as asking for an alternative.
One piece of anecdotal evidence confirms this hypothesis. Consider two cases in which children both correctly responded that there is nothing the character can do to get her grandpa, who does not know about elephants to tell her about them: The first response was typical of 3-year-olds who correctly recognized that nothing could be done. They often generated an alternative that introduced a novel event to the story, requiring the experimenter to generate one or more probe questions that eventually led the child to suggest that the character could do nothing different. However, the younger children rarely responded like the 4-year-old in the second example, who explicitly suggested that the character could do nothing different. Importantly, this was not simply because the younger children required more probe questions-there was no difference between the number of probes questions given to the 3-and 4-year-olds on the impossible alternative stories (mean: 1.31 per story).
Given this possible difference between the 3-and 4-year-olds, it would be interesting to examine results from older children, who may not have such difficulties with inhibition, to see if differences between the explanation and alternative stories exist. One might expect that by age five or six, children would not show such a difference on the explanation and alternative stories but would still show similar correlations between the two. For the most part, the material in the physical and biological stories posed few problems for preschoolers. In contrast, most 3-and 4-year-olds might not completely understand the causal structure of the psychological domain. Three-and 4-year-olds do not perform at ceiling on the false-belief task (Wellman, Cross, & Watson, 2001; Wimmer & Perner, 1983) , nor do they perform at ceiling on other tasks that involve understanding mental representation and mental activity (Carpendale & Chandler, 1996; Flavell, Green, & Flavell, 1995; Johnson & Wellman, 1982; Lillard, 1996) . Examining the performance of older children, who have a better understanding of the causal structure of this domain, might reveal a greater correlation between performance on the explanation and alternative stories.
However, even the youngest children in the current investigation were relatively accurate at generating counterfactual events when appropriate. These findings are at odds with the view that counterfactual reasoning is a domain-general ability responsible, for example, for young children's failure on false-belief tasks (e.g. Riggs et al., 1998) . Three-year-olds accurately generated possible counterfactual events when they were called upon to do so and, in some cases, appropriately responded that no counterfactual was possible. Instead, this finding lends support to the hypothesis that counterfactual reasoning is a domain-specific ability, and a functional feature of how children represent their causal knowledge. The explanatory structures posited by Schult and Wellman (1997) could be construed as such a representation (see also Gopnik & Meltzoff, 1997; Sobel & Gopnik, 2003) .
In conclusion, the analysis presented here further demonstrates that children's understanding of causal structure is coherent. Children showed an overall relationship between the ability to provide explanations of impossible events and the ability to correctly perceive that no counterfactual could be generated for impossible events. This suggests that children organize their knowledge about these particular domains using a theory-like structure, which allows for prediction, explanation, and counterfactual reasoning. The present findings do not suggest that young children have the same level of explanatory ability that adults do. However, the findings do suggest that as young children develop a more adult-like understanding of causal structure, that understanding will be organized in a coherent manner.
