S.1. Proof of Proposition 4. In the proof, we repeatedly use arguments based on exponential inequalities, truncation, and division of regions into small rectangles to prove uniform convergence results as in [3] . We don't give the details of these arguments since they are standard ones in nonparametric kernel methods like local linear regression and kernel density estimation. Recall that we have assumed three times continuous differentiability of the relevant functions.
S.1. Proof of Proposition 4.
In the proof, we repeatedly use arguments based on exponential inequalities, truncation, and division of regions into small rectangles to prove uniform convergence results as in [3] . We don't give the details of these arguments since they are standard ones in nonparametric kernel methods like local linear regression and kernel density estimation. Recall that we have assumed three times continuous differentiability of the relevant functions.
The proof consists of four parts: (i) representation of g(t), (ii) representation of ǫ ij , (iii) representation of σ 2 (t), and (iv) representation of σ(s, t).
(i) Representation of g(t). Applying the third order Taylor series expansion to g 0 (t), we have (S.1)
where g ′ 0 (t) = (g ′ 01 (t), . . . , g ′ 0q (t)) T and g ′′ 0 (t) = (g ′′ 01 (t), . . . , g ′′ 0q (t)) T . By plugging (S.1) into (3.2), we have uniformly in t,
where L 1 (t) = A 1n (t) defined after (3.2),
By following standard arguments as in [3] , we obtain for j = 1, 2, 3,
where L j = E{ L j (t)} and E 0 (t) = O p log n nh 1 uniformly in t. (S. 4) Assumption A1 implies that (S.5)
for some positive constants C 1 and C 2 . From (S.2)-(S.5), we have uniformly in t,
log n nh 1 = g 0 (t) + L 4 (t)(β 0 − β I ) + h log n nh 1 (say).
Note that all the elements of L j (t), j = 4, 5, 6, are bounded functions of t.
(ii) Representation of ǫ ij . We have (S.7)
By plugging (S.6) into (S.7), we obtain uniformly in i and j,
log n nh 1
log n nh 1 (say).
Note that all the elements of M
(1)
ij , and M
ij are uniformly bounded functions of X ij , Z ij , and T ij .
(iii) Representation of σ 2 (t). We have uniformly in i and j,
ij E 0 (T ij ) (S.9) + 2ǫ ij M log n nh 1 .
Recall that M (l) ij , l = 1, 2, 3, are defined in (S.8). It is easy to see that the contributions of 2ǫ ij M (1) ij (β 0 − β I ) and 2ǫ ij h 2 1 M (2) ij g ′′ (T ij ) to σ 2 (t) are O p 1 √ n log n nh 2 and O p h 2 1 log n nh 2 uniformly in t, respectively. Thus we have only to consider ǫ 2 ij − σ 2 (T ij ), σ 2 (T ij ), and 2ǫ ij M (3) ij E 0 (T ij ) in (S.9). Setting L 7 (t) = A 2n (t) defined after (3.3), we have for some positive constants C 1 and C 2 , (S.10) L 7 (t) = L 7 (t) + O p log n nh 2 and C 1 I 2 ≤ L 7 (t) ≤ C 2 I 2 uniformly in t, where L 7 (t) = E{ L 7 (t)}. Now we have uniformly in t, σ 2 (t) = (1 0)( L 7 (t)) −1 (E 1 (t) + Bias 1 (t) + R 1 (t)) (S.11) + O p (h log n nh 1 , where E 1 (t) is defined in Proposition 4, Bias 1 (t) is the term of σ 2 (T ij ), and R 1 (t) is the term of 2ǫ ij M
ij E 0 (T ij ). It is easy to see that uniformly in t, (S.12) E 1 (t) = O p log n nh 2 .
By applying the Taylor series expansion, we have
Therefore Bias 1 (t) can be represented as
uniformly in t. Setting
we have uniformly in t,
where L 8 (t) = E{ L 8 (t)} and L 8 (t) is a bounded vector function of t. Hence we have uniformly in t, (S.13)
log n nh 2 .
Next we deal with R 1 (t), which is written as (S.14)
1
where K l (t) = t l K(t), a = 0, 1, and b = 0, 1. Note that A ab,ij and B ab,ij are uniformly bounded functions of X ij , Z ij , and T ij . By using an exponential inequality (3.5) in [1] and standard arguments in nonparametric regression as in [3] , we evaluate
1ab (t) + R
1ab (t) (say).
Note that we cannot apply classical exponential inequalities for U-statistics since kernel functions depend on i and i ′ and observations are not identical.
It is easy to see that uniformly in t,
We evaluate R
1ab (t) by using an exponential inequality as (3.5) in [1] with
2 ), and
2 ) in the inequality and standard arguments in nonparametric regression as in [3] . Note that we used a kind of truncation technique to handle ǫ ij and that we have to take sufficiently large k and M here. Hence we have
The above equation and (S.14)-(S.16) imply that (S.17)
It follows from (S.10)-(S.13) and (S.17) that
The expression of σ 2 (t) in Proposition 4 also follows from the above expression.
(iv) Representation of σ(s, t). We can proceed almost in the same way as when we deal with σ 2 (t). First we examine ǫ ij ǫ ij ′ closely. Then we have uniformly in i, j, and j ′ ,
log n nh 1 .
It is easy to see that the contributions of (S.18) and (S.19) to σ(s, t) are
and O p h 2 1 log n nh 2 3 uniformly in s and t, respectively. Therefore we have only to consider
, we have for some positive constants C 1 and
uniformly in s and t, where L 9 (s, t) = E{ L 9 (s, t)}. Now we have uniformly in s and t,
where
It is easy to see that uniformly in s and t,
we have uniformly in s and t,
where L 10 (s, t) = E{ L 10 (s, t)} and L 10 (s, t) is a bounded matrix function of (s, t). Then we have, as in the proof of the representation of σ 2 (t), uniformly in s and t
Finally we deal with R 2 (s, t) in the same way as in the proof of the representation of σ 2 (t). We use the same exponential inequality for U-statistics. We should consider
where K l (t) = t l K(t), a = 0, 1, b = 0, 1, and c = 0, 1. Note that A abc,ij and B abc,ij are uniformly bounded functions of X ij , Z ij , and T ij . This is a generalized U-statistics when we remove the summands of i 1 = i 2 and we recall (1.1) when we evaluate (S.24). It is easy to see that uniformly in s and t,
In the same way as when dealing with R
1ab (t), we obtain
, and x = M log n/(nh 1/2 1 h 3 ) in the exponential inequality. Note that we should choose sufficiently large k and M . It follows from (S.25) and (S.26) that uniformly in s and t,
Hence (S.20)-(S.23) and (S.27) imply that uniformly in s and t, σ(s, t) − σ(s, t)
The expression in Proposition 4 follows from the above expression. The proof of Proposition 4 is complete.
S.2. Proofs of Lemmas 1-8.
Proof of Lemma 1. The proof consists of six parts.
We have from Assumptions A4 and A5 that
for some positive constants C 1 and C 2 . Assumptions A1 and A2 imply that for some positive constants C 3 and C 4 , (S.29)
The results on · ∆ follows from (S.28) and (S.29). We can verify those on · in the same way. (ii) This is a well-known result in the literature of spline regression. See for example A.2 of [2] . (iii) Here, a n ∼ b n means that C 1 a n < b n < C 2 a n for some positive constants C 1 and C 2 . The reslut in (ii) implies
for some positive constant C. Recall that p and q are fixed in this paper. On the other hand, we have
Hence the desired result is established.
(iv) For g 1 ∈ G B and g 2 ∈ G B , we have (S.30)
where ∆ V n is a qK n × qK n matrix and γ 1 and γ 2 correspond to g 1 and g 2 , respectively. Elements of
By evaluating the variance of (S.31) and using the Bernstein inequality for independent bounded random variables, we have uniformly in k 1 , k 2 , l 1 , and l 2 ,
By exploiting (S.32), (S.33), and the local property of the B-spline basis, we obtain (S.34)
We also have
for some positive constants C 3 and C 4 . See the proof of Lemma A.3 of [2] . Hence the desired result follows from (S.34) and (S.35).
(v) This follows from (iv) and (vi).
(vi) Note that
Since we have
for some positive constant C, the desired result follows from (S.35).
Proof of Lemma 2. We can verify the result on n −1 h 12,kl by using the local property of the B-spline basis and the Bernstein inequality for independent bounded random variables. Since
the desired result on n −1 ( h 12,kl − h 12,kl ) follows from Proposition 4 and the local property of the B-spline basis. The results on the Euclidean norm follow from those on the elements. Hence the proof is complete.
Proof of Lemma 3. We have from Assumption A3 that
for some positive constants C 1 and C 2 and
Thus the first result follows from Assumptions A1 and A2 and the standard arguments on B-spline bases as in the proofs of Lemmas A.1 and A.2 of [2] . Since we have
the second result follows from Proposition 4 and the inequalities similar to (S.36). The third result follows from the first and second results here. Finally we deal with the fourth result. Note that
By using the first, second, and third results here and (S.37), we obtain the fourth one. Hence the proof is complete.
Proof of Lemma 4. The first result follows from Proposition 4. The second one follows from Lemmas 2 and 3. The last one follows from the first and second ones here.
Proof of Lemma 5. The first result follows from the fact
for some positive constants C 1 and C 2 . Next note that
Since the elements of Σ
2 + h 4 3 + log n/(nh 2 ) + log n/(nh 2 3 )) uniformly in i, the stochastic order of the elements of the second term of the right-hand side is uniformly
Here we used the local property of the B-spline basis and applied the Bernstein inequality and a truncation argument to
. . , qK n . Thus the norm of this qK n -dimensional vector has the stochastic order of
We deal with the first term of the right-hand side of (S.38) by using Proposition 4. According to the results of Proposition 4, it can be decomposed into
where the (k, l) element of Q 1i has the form of B
and the elements of Q 3i have the stochastic order of
j,kl , and B (4) jj ′ ,kl are uniformly bounded functions.
It is easy to see that
for some positive constants C 1 and C 2 . Hence we have
Similarly to the second term of the right-hand side of (S.38), we can demonstrate that
Finally we evaluate the second term of (S.40). Since it has a structure of V-statistics, we can easily evaluate the expectations and the variances of the elements. Thus we have
Hence the second result follows from (S.39), (S.41), (S.42), and (S.43).
Proof of Lemma 6. This lemma can be proved in the same way as Lemma 5 and the details are omitted.
Proof of Lemma 7. From the definition of γ * , we have
uniformly in i. We obtain the first result since the elements of
) and the local property of the B-spine basis. The second one follows from the fact that
uniformly in i. Hence the proof is complete.
Proof of Lemma 8. This lemma can be proved in the same way as Lemma 7 and the details are omitted.
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In semivarying coefficient models for longitudinal/clustered data, usually of primary interest is usually the parametric component which involves unknown constant coefficients. First, we study semiparametric efficiency bound for estimation of the constant coefficients in a general setup. It can be achieved by spline regression provided that the within-cluster covariance matrices are all known, which is an unrealistic assumption in reality. Thus, we propose an adaptive estimator of the constant coefficients when the covariance matrices are unknown and depend only on the index random variable, such as time, and when the link function is the identity function. After preliminary estimation, based on working independence and both spline and local linear regression, we estimate the covariance matrices by applying local linear regression to the resulting residuals. Then we employ the covariance matrix estimates and spline regression to obtain our final estimators of the constant coefficients. The proposed estimator achieves the semiparametric efficiency bound under normality assumption, and it has the smallest covariance matrix among a class of estimators even when normality is violated. We also present results of numerical studies. The simulation results demonstrate that our estimator is superior to the one based on working independence. When applied to the CD4 count data, our method identifies an interesting structure that was not found by previous analyses. MSC 2010 subject classifications: Primary 62G08 Keywords and phrases: Semiparametric efficiency bound, spline functions, local linear regression, covariance matrix estimation (X ij1 , . . . , X ijp ) T and Z ij = (Z ij1 , . . . , Z ijq ) T are respectively the scalar response, the p-dimensional and q-dimensional covariate vectors of the ith subject at the jth observation time T ij ∈ [0, 1]. Such kind of data are commonly acquired for various purposes, such as evidence based knowledge discovery and empirical study, in a wide range of subject areas. When the T ij 's are observations on some index variables other than time, they are sometimes called clustered data.
A popular class of models for longitudinal data analysis are the semivarying coefficient models, which are specified by
where A T stands for the transpose of a matrix A. In model (1.1), µ(x) is a known strictly increasing smooth link function, β is an unknown regression coefficient vector, and
T is a vector of unknown twice continuously differentiable coefficient functions. We assume that all the covariates are uniformly bounded for technical reasons. Besides, we let Z ij1 ≡ 1 and suppose X ij has no constant element for all i and j. We introduce some notation here. Denote
and define
and Σ i is an m i × m i positive definite matrix depending on X i , Z i , and T i , i = 1, . . . , n. This is a standard marginal model in the literature of longitudinal data analysis [17] . Model (1.1) consists of a parametric component, which provides information on the constant impacts β of some important covariates, and a nonparametric component which captures the dynamic impacts g(t) of the other covariates. In this way the model is able to reflect unknown nonlinear structures in the data while retaining similar interpretability as the classical linear models at the same time. As much as is needed in practical applications, there is an extensive literature on the variable selection, structure identification, estimation, and inference issues; see for example [3, 5, 9, 15, 18] . In particular, often of primary interest is to have access to the parametric component while the nonparametric component is viewed as the nuisance part. However, it is well known that assuming independence or some mis-specified working covariance structure yields less efficient estimation of the constant coefficients. Therefore, a substantial portion of the existing literature are aimed at improving the efficiency via modeling and estimating the withincluster covariance structure [3, 4, 6, 19, 20, 21] , which is itself a challenging task.
The current work contributes to the efficient estimation problem for model (1.1) in two directions. First, we study explicit expression of the semiparametric efficiency bound and asymptotic normality of the Generalized Estimating Equations (GEE) spline estimators under general link functions, covariance structures and error distributions. These results, stated in Section 2, are parallel to that for partially linear additive models given by [1] . Partially linear additive models are a popular class of alternative semiparametric models for longitudinal data analysis, and they differ from semivarying coefficient models in that the nonparametric component admits an additive form. A special case is partially linear models [10, 16] . Spline estimation was used in [1] and [11] .
Our second and the main contribution is about adaptive efficient estimation when the within-cluster covariances are unknown and estimated based on the data. Notice that this practical issue was ignored by [1] and they did not consider estimation of the covariances. We propose a simple and reliable procedure for estimating nonparametrically the error covariances, assuming they depend only on the observation times. This kind of assumptions are reasonable because we do not assume the observation times are regular across different clusters or they are dense. With irregular and/or sparse observation times, estimating the covariances in a completely nonparametric way is particularly problematic, and even almost intractable, when they depend on the covariates in addition to the observation times. Our main result states that our covariance estimates lead to efficient estimation of the parametric component under the identity link function and when the errors are normally distributed. Even when the normality assumption is violated, our results indicate that the efficiency cannot be improved under general error distributions. This result is partly motivated by [10] , which dealt with efficient estimation in partially linear models and considered the same covariance structure. However, our approach is different from that of [10] , and the proof of our main result is more elaborated since we deal with a linear regression model with a diverging dimension.
The approach of [10] involves local linear kernel estimation both when estimating the nonparametric component and when estimating the covariances. Thus, to achieve semiparametric efficiency, it requires some complicated iterative backfitting calculation even for the identity link function. We deal with the identity link function in Section 3 and we are able to avoid such kind of complicated iterative procedures by using kernel estimation and spline function approximation at different steps. To be specific, we first employ spline function approximation when estimating the parametric component in (1.1) based on GEE and working independence. Next we apply local linear regression in our estimation of the nonparametric component in order to produce some residuals, which are then smoothed by local linear regression again to obtain estimates of the covariances. The final estimates of the constant coefficients are obtained by plugging-in the covariance estimates to the GEE spline estimation. This is a Feasible Generalized Least Squares (FGLS) procedure under the considered identity link function. Besides being simple and fast to compute, the FGLS approach allows us to obtain easily an estimate of the covariance matrix of the estimators of regression coefficients in (1.1). This is another significant advantage of our new procedure.
As in [10] , we assume some specific structure of the covariance matrices Σ i 's in (1.2) and estimate them under the assumed structure. Then we carry out the FGLS procedure. As noted before, without the assumed covariance structure, it is almost impossible to consider and estimate the covariance matrices in a fully nonparametric way. In addition, even if the assumption on the Σ i 's fails to hold, our FGLS estimator still has the asymptotic normality under mild conditions and it still makes use of some information of the covariance matrices. For example, if the covariances depend on some timedependent covariates, then such effects are still captured by our method to some extent. Compared with the methods of [4] and [14] , which use respectively parametrically estimated and some ad-hoc covariance matrices, our approach is more adaptive to the unknown covariance matrices. In the independent case, i.e. there is one observation for each cluster, our assumption on the covariance matrices reduces to that of [13] , which also suggested to improve the efficiency in a similar manner.
In summary, we provide a new method for adaptive efficient estimation of the parametric component in semivarying coefficient models (1.1). The ideas are clear and it is simple and fast to compute. We give rigorous theoretical arguments for its semiparametric efficiency under some general assumptions. Besides, our approach would work reasonably well even when the assumptions fail to hold. In addition, a simulation study shows that numerically the proposed method outperforms the working independence approach significantly and it behaves close to the oracle estimator which uses the true covariance matrices. We also applied our method to the CD4 count dataset and identified some interesting new effects not detected before.
The organization of this paper is as follows. In Section 2 we derive the semiparametric efficiency bound in estimating the constant coefficient vector β and asymptotic normality of the GEE spline estimators. In Section 3 we propose an adaptive estimator of β under the identity link function µ(x) ≡ x and when the errors have some general covariance structure. In this section our main theoretical result regarding its asymptotic equivalence to the oracle estimator is stated in Theorem 1. Section 4 summarizes and discusses results of our simulation and empirical studies used to assess numerical performance of the proposed efficient estimator. Section 5 contains technical assumptions and proofs of semiparametric efficiency and asymptotic normality of the proposed estimator. Technical proofs of the other theoretical results and some lemmas are placed in the supplementary material [8] .
2. Estimation of β and efficiency bound. In this section, V i is a given inverse weight matrix depending only on X i , Z i , and T i , for i = 1, . . . , n. We use spline functions to approximate the function g(t), specifically a K n -dimensional equispaced B-spline basis B(t) on [0, 1]. See [12] for the definition and properties of B-spline bases. Since functions are assumed to be twice continuously differentiable in this paper, we recommend linear or quadratic spline approximation with the optimal order of K n which is K n = c K n 1/5 for some constant c K . We set
where ⊗ is the Kronecker product. Then we estimate the true values of β and g by minimizing with respect to β and γ simultaneously the following objective function:
where γ ∈ R qKn and the j th element of µ(
. Thus the generalized estimating equations are
where ∆ i is an m i × m i diagonal matrix defined by i , i = 1, . . . , n, for β is β V , and that for g(t) is γ T 1V B(t), . . . , γ T qV B(t) T .
We present the asymptotic normality of β V in Proposition 1 and deal with the semiparametric efficiency bound in estimation of the true value of β in Proposition 2. In addition, Proposition 3 shows that if we know Σ i , the estimator β Σ with V i = Σ i achieves the semiparametric efficiency bound. We introduce function spaces, inner products, and projections before we state Propositions 1-3. Hereafter we denote the true values of β and g(t) by β 0 and g 0 (t) = (g 01 (t), . . . , g 0q (t)) T , respectively.
First we define two function spaces G and G B :
where L 2 is the space of square integrable functions on [0, 1] and
Recall that B(t) is the equispaced B-spline basis on [0, 1] and note that G B ⊂ G.
Next we introduce inner products and the associated norms. Let v 1 and v 2 be two processes each taking a scalar stochastic value at T ij , i = 1, . . . , n, j = 1, . . . , m i . Then we define two inner products of v 1 and v 2 by
where v 1i and v 2i are defined in the same way as X i and
The associated norms are then defined by
Finally we define the projections, with respect to · ∆ , of the kth element of X ij onto Z T G and Z T G B by
,
Hereafter we write
When V i = Σ i , we denote ϕ * Σk (t) by ϕ * ef f,k (t) since it gives the seimparametric efficient score function. See Proposition 2. We assume that ϕ * V k (t), k = 1, . . . , p, are twice continuously differentiable on [0, 1] and that they and their second order derivatives are uniformly bounded in n. We consider the existence and smoothness properties of ϕ * V k (t) in Section 5. Some matrices are necessary to present Proposition 1 and we define them here. Let Note that the (k, l) element of n −1 H 11·2 is an estimate of
Let Ω V n be a p × p matrix whose (k, l)th element is (2.9). We assume that there exists a p × p positive definite matrix Ω V such that
The asymptotic normality of β V is given in Proposition 1. We can establish the proposition in almost the same way as in the proof of Theorem 2 of [1] , thus in Section 5 we describe only the necessary changes in the proof and omit the details. We denote the normal distribution with mean η and covariance Ω by N(η, Ω), and by d → we mean convergence in distribution. Let I l be the l-dimensional identity matrix. Proposition 1. (asymptotic normality of β V ) Under the assumptions in this section and Assumptions A1-6 in Section 5, we have
where Ω β V is (2.11)
We can estimate Ω β V by replacing ∆ 0i and Σ i in (2.11) with some estimates based on β V and γ V . For example, we can replace Σ i with ǫ i ǫ T i , where
. Alternatively, we can estimate g(t) by applying local linear regression to Y i − X T i β V , and then estimate Σ i based on the resulting residuals and some assumption on the structure of Σ i as described in Section 3.
We give in Proposition 2 the semiparametric efficiency bound for estimation of β. It can be proved in the same way as Lemma 1 of [1] and the proof is omitted. We denote the semiparametric efficient score function of β by
Its expression is given in Proposition 2.
Proposition 2. (semiparametric efficiency bound) Under the assumptions in this section and Assumptions A1-6 in Section 5, we have
and the semiparametric efficient information matrix for β is given by
Proposition 3 is about the asymptotic normality of β Σ , the so called oracle estimator using the true covariance structure in the GEE spline regression, and it asserts that β Σ achieves the semiparametric efficiency bound derived from Proposition 2. It can be proved in the same way as Corollary 1 of [1] , and thus the proof is omitted. 
In practice, usually the Σ i 's are unknown and we have no direct access to the semiparametric efficient score function or the oracle estimator. In Section 3 we assume some structure on the Σ i 's. Specifically we assume that Σ i = Σ(T i ) as in (3.1), and carry out nonparametric estimation of Σ i . Then we use the covariance estimates and construct a FGLS procedure to improve the efficiency in estimation of β. We prove the asymptotic equivalence between β Σ and the FGLS estimator in Theorem 1. Some remarks on efficiency are in order before we introduce the FGLS estimator. Remark 1. In Proposition 2, no assumption on the structure of Σ i or the distribution of ǫ i is imposed. However, it is then almost impossible to estimate Σ i in a fully nonparametric way. When Σ i = Σ(T i ) as specified in (3.1) in Section 3, we should use this information in calculating the semiparametric efficient score function. Unfortunately, under general errors, this task seems still intractable and we have no results in this regard. Nevertheless, when assumption (3.1) and some regularity conditions hold, we come up with some remedies to improve the efficiency in estimation of β, as compared to using some (arbitrary) working covariance structure. Indeed our estimator given in Section 3 has the smallest asymptotic variance among all β V in this case. This property follows from Propositions 1-3, Theorem 1, and the semiparametric efficiency bound under normality assumption given in A.1 of [16] . Furthermore, our estimator is semiparametric efficient when ǫ i is normally distributed, conditional on X i , Z i , and T i .
Efficient estimation of β.
In this section, we propose a procedure to improve the efficiency in estimation of β when the Σ i 's are unknown and assumed to have some specific structure. Hereafter, for simplicity, we consider only the identity link function µ(x) ≡ x. In this case, we have only to carry out least squares estimation of β and the least squares estimate has an explicit expression once V i in (2.10) is given.
We have considered the semiparametric efficiency bound of β in Proposition 2. It shows that knowledge of, or at least estimation, of Σ i is necessary in order to construct a semiparametric efficient estimator. But, it is almost impossible to estimate Σ i in a fully nonparametric way when no structure of Σ i is assumed, noticing that each Σ i has m i (m i − 1)/2 parameters and the T ij 's may differ from one cluster to another. Fortunately, for some data sets, it is reasonable to assume some structure on the covariance matrices such as
where the (j, j)th element of Σ i is σ 2 (T ij ) and the (j, j ′ )th element is σ(T ij , T ij ′ ), j = j ′ , for some smooth functions σ 2 (t) and σ(s, t), respectively. For each i = 1, . . . , n, we estimate Σ i by applying local linear regression under the assumption of (3.1) and denote the estimate by Σ i . Our final estimator of β, denoted by β Σ , is then obtained by taking V i = Σ i , i = 1, . . . , n, in Section 2. We establish the asymptotic equivalence between β Σ and β Σ in Theorem 1 by exploiting some desirable properties of Σ i given in Proposition 4. Note that when m i is fixed for all i and the T ij 's are equispaced, we can estimate Σ i without using the smoothing technique of this paper.
An estimator for β of a similar spirit was proposed by [10] for partially linear models for longitudinal data. However, it uses local linear regression in estimating the unknown function g 0 (t), and thus some kind of iterative backfitting procedure is inevitable even for the identity link function. By contrast, since our procedure employes spline regression instead of local linear regression when estimating g 0 (t), it requires no iterative calculation. In addition, it is easy to give an estimate of the covariance matrix of our estimator for β by just replacing Σ i with Σ i , for i = 1, . . . , n.
Here we describe our assumptions on the smoothness of g 0 (t), σ 2 (t) and σ(s, t). Now we describe our estimation procedure. Let K be some continuously differentiable symmetric density function with compact support.
Assumption B.
Step 1. Estimate β 0 as in Section 2 with V i = I m i , i = 1, . . . , n, and denote the resulting working independent estimate by β I .
Step 2. Estimate g 0 (t) by applying local linear regression to Y ij −X T ij β I , i = 1, . . . , n, j = 1, . . . , m i , using bandwidth h 1 = c 1 n −a h where 1/6 < a h ≤ 1/4. We denote the resulting estimate by g(t), which is written as (3.2)
Step 3. Calculate the residuals, denoted as ǫ ij , i = 1, . . . , n and j = 1, . . . , m i , by
Step 4. Estimate σ 2 (t) by applying to the squared residuals local linear regression with bandwidth h 2 = c 2 n −b h , where 1/6 < b h ≤ 1/4. We denote the resulting estimate by σ 2 (t), which is expressed as
Step 5. Estimate σ(s, t) by applying to ǫ ij ǫ ij ′ , j = j ′ , i = 1, . . . , n local linear regression with bandwidth h 3 = c 3 n −c h (1/6 < c h < 1/4). We denote the resulting estimate by σ(s, t), which has the following expression:
In general the covariance function σ(s, t) is not positive semidefinite, and we can modify it by truncating the eigenfunctions in its spectral decomposition that have eigenvalues not exceeding some nonnegative constant λ L .
Step 6. Calculate Σ i from steps 4 and 5 by letting
and then estimate β 0 with V i = Σ i in the GEE (2.2). Denote the resulting estimate of β 0 by β Σ .
We state some remarks on the above procedure; the first one is about the bandwidths; the second one is about estimation of σ(s, t); the third one is about an alternative method of constructing residuals used in the estimation of Σ i .
Remark 2. When Assumption B holds, the conditions on the bandwidths h 1 , h 2 and h 3 are not restrictive. For example, the optimal order of h 1 and h 2 is n −1/5 which falls in the specified range. A larger bandwidth is recommended only for h 3 due to the two-dimensional smoothing. However, since the actual number of observations in local linear regression in steps 4 and 5 of the above procedure are N 1 and N 2 , respectively, we anticipate that bandwidth choices will not seriously affect our final estimator. Remark 3. When there is some kind of singularity of σ(s, t) near the diagonal line, we may have to use only pairs of residuals ǫ ij and ǫ ij ′ with T ij < T ij ′ when s < t. Then there may be some concern about the number of pairs for the two-dimensional smoothing, however.
Remark 4. When we calculate β I by ordinary least squares as in (2.2), we get another set of residuals Y ij − X T ij β I − W T ij γ I . We are then able to omit steps 2 and 3 of the above procedure by exploiting this set of residuals. Our simulation results summarized in Section 4 indicate that this approach is inferior to the proposed one, however.
The asymptotic expression of Σ i is given in Proposition 4. We verify this proposition in the supplementary material [8] . Note that we need more elaborate representations than those in [10] since we deal with a linear regression model with a diverging dimension. σ(s, t) . Uniformly in t,
where B 1 (t) and B 2 (t) are bounded functions, and
Uniformly in s and t (s = t),
where B 3 (s, t) and B 4 (s, t) are bounded functions, and
unif ormly in s and t.
We can replace the three times continuously differentiability with the twice continuously differentiability and the Hölder continuity of the second derivatives of order α 1 , α 2 , and α 3 in assumptions B(ii), B(iii), and B(iv), respectively. In this case, the bandwidths in steps 2, 4, and 5 of our method have to satisfy the condition √ n(h
Note that α 3 must be positive because step 5 of our procedure requires twodimensional smoothing. Then we can prove similar results when 0 ≤ α 1 < 1, 0 ≤ α 2 < 1, and 0 < α 3 < 1. Specifically, the O p (h 3 j ) terms in Proposition 4 will be replaced by O p (h
We state the desirable equivalence property of β Σ in Theorem 1. In the proof, we evaluate the difference between β Σ and β Σ by applying Proposition 4 and explicit expressions of the estimators. The evaluation is technical and thus is postponed to Section 5. 4 
Even if (3.1) fails to hold, we still have the asymptotic equivalence in Theorem 1 and the asymptotic normality of Proposition 1 with
is represented by σ 2 (t) and σ(s, t). We are still exploiting some information on Σ i .
Remark 5. Note that β Σ may not be semiparametric efficient under Assumption B and general error distributions, as mentioned in Remark 1. When the error vector ǫ i follows the N(0, Σ i ) distribution conditional on X i , Z i , and T i , β Σ is semiparametric efficient.
4. Numerical studies.
4.1.
Simulations. In our simulation study summarized in this section, the data were generated from the following model:
with the first component of Z ij being taken as 1. The number of observation time points in the ith subject was set as m i = m 0 + binomial(m r , 0.65). The observation time points T ij were uniformly distributed over the interval [(j − 1)/(m 0 +m r ), j/(m 0 +m r )], j = 1, · · · , m i . We note that when m i = m 0 +m r , the subject is observed at all follow-up time points; when m i < m 0 + m r , the subject may be lost to follow up. We set m 0 = 6 and m r = 6.
We generated the (p + q − 1)−dimensional covariates from a multivariate Gaussian distribution, and we considered the following coefficients settings: p = 4, q = 4, β 0 = (5, 5, −5, −5) T and g 0 (t) = 3.5 sin(2πt), 5(1−t) 2 , 3.5(exp(−(3t−1) 2 )+exp(−(4t−3) 2 ))− 1.5, 3.5t 1/2 T . The random error process ǫ i (t) was simulated from an ARMA(1, 1) Gaussian process with mean zero and covariance function cov(ǫ i (s), ǫ i (t)) = ωρ |s−t| . We set ω = 4.95 and considered ρ = 0.4 or 0.8.
The estimation results for various model components are summarized in Table 1 . We considered two types of covariance structure: working independence covariance (under the column "Independent") and efficiently estimated covariance (under the column "Efficient"). For the sake of comparison, we also considered the oracle estimator (under the column "Oracle") where the true covariance is used. In addition, we considered using the covariance estimator with the crude raw residuals obtained from Step 1 and omitting Steps 2 and 3 (under the column "Crude"). Finally, we notice that we adjusted the covariance function σ(s, t) by setting all negative eigenvalues to be zero. In contrast, we also considered a strictly positive threshold λ L = 0.05 and set all eigenvalues lower than λ L to be zero. This estimator is denoted by "Positive."
We report the estimation mean bias and mean standard error (SE) obtained from 100 repetitions in the table. In general, the efficient estimator could yield smaller estimation bias and variance, compared to the naive estimator assuming working independence. In particular, the standard error for the efficient estimator is only 20 ∼ 50% of that of the working independent estimator, indicating a remarkable reduction. In addition, we note that the efficient estimator has very similar performance to that of the oracle estimator.
For comparison, we also examined two estimators with different covariance estimation. The crude estimator is based on a simplified residual construction and therefore produces relatively less accurate covariance estimation. The estimation bias and standard error for the crude estimator are respectively larger than that for the efficient estimator. The positive estimator includes an adjustment in the estimation of the covariance function by setting eigenvalues lower than a positive cut-off to be zero while the efficient estimator only adjusts the negative eigenvalues. The resulting positive estimator is thus slightly more biased than the efficient estimator. In all cases, the crude and the positive estimators are still more efficient than the naive working independent estimators. 4.2. Real Data Analysis. We now present an application of our method to the CD4 count data from the AIDS Clinical Trial Group 193A Study [7] . The data came from a randomized, double-blind study of AIDS patients with CD4 counts of ≤ 50 cells/mm3. The patients were randomized to one of four treatments with roughly equal group sizes; each consisted of a daily Table 1 . Estimation results of 100 simulations. "Independent" corresponds to Vi = I; "Efficient" refers to using estimatedΣi; "Oracle" refers to using the true Σi as Vi; "Crude" refers to using residuals directly from Step 1 to estimate the covariances; "Positive" means that we set a positive threshold for the covariance eigenvalues. regimen of 600 mg of zidovudine. Treatment 1 is zidovudine alternating monthly with 400 mg didanosine; Treatment 2 is zidovudine plus 225 mg of zalcitabine; Treatment 3 is zidovudine plus 400 mg of didanosine; Treatment 4 is a triple therapy consisting of zidovudine plus 400 mg of didanosine plus 400 mg of nevirapine. Measurements of CD4 counts were scheduled to be collected at baseline and at eight week intervals during the 40 weeks of followup. However, the real observation times were unbalanced due to mistimed measurements, skipped visits and dropouts. The number of measurements of CD4 counts during the 40 weeks of follow-up varied from 1 to 9, with a median of 4. The response variable was the log-transformed CD4 counts, Y =log(CD4 counts + 1). There was also gender and baseline age information about each patient. A total of 1309 patients were enrolled in the study. We eliminated the 122 patients who dropped out immediately after the baseline measurement.
Independent
We considered the following available covariates: treatment (coded by three indicator variables for treatment groups 2, 3 and 4, respectively), age (years), sex (coded as 1 for male and 0 for female), and interaction effects between these covariates. Using the group SCAD structural identification procedure of Cheng et al. (2014), we found that the coefficients for treatment 3, treatment 4 and the interaction between treatment 2 and sex are varying, and the coefficients given in Table 2 are constants. The group SCAD procedure also suggested that we remove all the other interaction effects. The estimated varying intercept (i.e. effect of treatment 1) and the varying coefficients are displayed in Figure 1 along with 95% confidence intervals. The constant coefficient estimates and their standard errors are provided in Table 2 . To facilitate a comparison, we reported the results using the estimators assuming working independence and the efficient estimator proposed in this paper. Let θ = (β T , γ T ) T and U i = (X i , W i ). In practice, the variances for the efficient parameter estimates were obtained from the first p diagonal elements of the following matrix:
, and for the working independent parameter estimates, the variances were obtained from the first p diagonal elements of the following matrix:
Eyeballing the estimation results in Table 2 , we note that the estimated constant coefficients for treatment 2, age, and the interaction between treat- Other than these, because the sample size in this study was rather large, the two types of estimates for all the constant and varying coefficients appear to be very similar. In general, the CD4 count tends to increase with age in the fitted model. Our estimation results suggest that there exist interaction effects between treatment and sex. Specifically, for the females (sex=0), subjects receiving treatments 2, 3 and 4 tend to have increasingly higher CD4 counts than those under treatment 1. The effect for treatment 2 (as compared with treatment 1) is estimated as a constant and is significant, while those for the other two treatment groups are varying (the upper right and the lower left panels in Figure 1 ) with even greater positive differences from treatment 1. For the males (sex=1), subjects receiving treatments 2, 3 and 4 also tend to have higher mean CD4 counts than those receiving treatment 1. The interaction between treatment 2 and sex is varying over time (the lower right panel in Figure 1 ) while those for treatments 3 and 4 are constant. The treatment effects from groups 3 and 4 are significantly different from treatment 1, judging from the values in Table 2 . Also, we notice that the treatment differences seem to be greater among the females than among the males.
The estimated effects of four treatment groups are plotted in Figure 2 for the two estimators, respectively. Previous authors identified a similar pattern on the order of magnitude of the time-varying treatment effects [10] . However, they ignored the interaction between treatment and sex. Our findings suggest the treatment effect curves might be quite different for the males and the females.
Proofs of main results.
5.1. Assumptions and additional definitions. We state some technical assumptions. In this paper, we denote the Euclidean norm of a vector a by |a|. Let λ min (A) and λ max (A) stand for the minimum and maximum eigenvalues of a symmetric matrix A, respectively. Besides, C, C 1 , C 2 , . . . are generic positive constants and the values may vary from line to line. Assumption A1. We denote the density function of T ij , i = 1, . . . , n and j = 1, · · · , m i , by f ij (t) and the joint density function of T ij and T ij ′ (j = j ′ ) by f ijj ′ (s, t). They are uniformly bounded and we have for some positive constants C A1 and C A2 , 
Assumption A2. For some positive constants C A3 and C A4 , we have uniformly in i and j,
Assumption A3. For some positive constants C A5 and C A6 , we have in uniformly i,
Assumption A4. For some positive constants C A7 and C A8 , we have in uniformly i,
is twice continuously differentiable and inf x∈R µ ′ (x) > 0.
(ii) For some positive constant C A9 , we have lim sup |x|→∞ |µ(x)|/|x| C A9 < ∞. Assumption A6. For some positive constants C A10 and C A11 , we have uniformly in i,
We can prove Proposition 1 by just following closely the proof of Theorem 2 of [1] , given in [2] . In this section, we describe only necessary definitions, assumptions, remarks on properties of projections, and changes necessary to prove Proposition 1.
We define the sup and L 2 norm on G. For g = (g 1 , . . . , g q ) T ∈ G, we define the norms by
In Section 2, we defined ·, · ∆ n and ·, · ∆ . Here we define ·, · n , ·, · , and the associated norms · n and · by replacing ∆ 0i with I m i in (2.3). Assumptions A1 and A2 imply there are positive constants C 1 and C 2 such that (5.2)
for any g ∈ G. The details are given in Lemma 1. In (2.5), we defined two kinds of projections of X k . We also define another one here by
Now we have three kinds of projections :
Note that ϕ V k (t) is denoted by ϕ * k,n (t) in [1] .
5.2. Spline approximation and projections. Now we consider the approximation error by spline functions. We have assumed all the relevant functions are twice continuously differentiable and that they and their second order derivatives are uniformly bounded. Hence the sup norm of approximation errors by spline functions is bounded from above by C approx K −2 n , where C approx depends on the relevant functions. See Corollary 6.26 of [12] .
In this section, we also establish existence and properties of the projections ϕ * V k , k = 1, . . . , p. Note that ·, · ∆ and · ∆ are defined on {v | i,j E(v 2 ij ) < ∞} and that {Z T g} is a closed linear subspace due to (5.2). Therefore the projections ϕ * V k = (ϕ * V k1 , . . . , ϕ * V kq ) T , k = 1, . . . , p, uniquely exist. Next we drive integral equations for ϕ * V k (t). We set (5.4) V
By representing (2.6) explicitly, we can derive the following integral equations for ϕ * V k (t). For
Let A(t) be a q × q matrix whose (
. Assumptions A1 and A2 imply that |A(t)| = 0 on [0, 1] and we set
Then (5.5) reduces to (S.2) of [2] and the same argument there applies. Therefore ϕ * V k (t) will have the required smoothness properties with similar regularity conditions. i , i = 1, . . . , n, and γ * = (γ * T 1 , . . . , γ * T q ) T satisfies |B T (t)γ * j − g 0j (t)| ≤ C g K −2 n , j = 1, . . . , q, for some C g . Note that this C g depends on g 0 (t). Proposition 4 and Assumption A3 imply that with probability tending to 1, we have Under the assumptions for Theorem 1 and from the local property of the B-spline basis, (5.8), and (5.9) we have the following lemmas. These lemmas are needed in order to evaluate I 1 − I 1 and their proofs are given in the supplementary material [8] .
Recall that 1 n
Lemma 2 is about this p × qK n matrix. Recall that 1 n
Lemma 3 is about the eigenvalues of the qK n × qK n matrices Lemma 3. With probability tending to 1, we have Lemma 5 is about the qK n -dimensional vectors
Lemma 5. We have for some positive constants C 1 and C 2 ,
In addition we have Lemma 6 is about the p-dimensional vectors
Lemma 6. We have for some positive constants C 1 and C 2 ,
In addition we have . Now we prove that I 1 − I 1 = o p (n −1/2 ). Write 
