During recent years there has been strong interest in a certain source coding problem, which some authors call the \problem of multiple descriptions". Old and new wringing techniques enable us to establish a single{letter characterization of the rate{distrotion region in the case of no excess rate for the joint description.
The Result
Since the origin of the problem of multiple descriptiona and motivations for its study have already been described in an extensive literature 1]{ 9], we present our result immediately. It goes considerably beyond those of 17] , where the reader also will nd a detailed discussion of previously known results. We are given the following. 1) A sequence (X t ) 1 t=1 of independent and identically distributed random variables with values in a nite set X, that is, a discrete memoryless source (DMS).
2) Three nite reconstruction spacesX 0 ,X 1 , andX 2 and reconstruction functions g i : F i !X i (i = 1; 2), g 0 : F 1 F 2 !X 0 such that forX n i = (X i1 ; : : : ;X in ) = ? f i (X n ) , i = 1; 2, and forX n 0 = (X 01 ; : : : ;X on ) = ? f 1 (X n ); f 2 (X n ) The set Q of achievable quintuples is a compact subset of the ve{dimensional Euclidean space.
The problem of multiple descriptions consists in nding a single{letter characterization for Q. This is a di cult task and the literature shows that even very special cases are hard to handle. Even the uniform binary source is far from being completely understood.
Therefore one studies rst projections and cross sections of Q.
Here we concentrate on a case of no excess rate at D 0 ,
where R denotes Shannon's rate{distortion function. If C denotes the set of these achievable quintuples, then time sharing yields that conv(C)
is also an achievable region. In a related paper, \New results in binary multiple descriptions", Z. Zhang and T. Berger have shown that in the case of an excess rate even for the very special binary symmetric source with the Hamming distortion measure, conv(C) 6 = Q. For this source they have also established a bound on Q(D 0 ), which is not tight. It does, however, imply tightness of Witsenhausen's hyperbola bound. The proof for this result is entirely di erent and seemingly more complicated than the one we gave in 17]. In that paper we also proved tightness of the hyperbola bound for 0{distortion and arbitrarily small excess rate. In Section 2 we state elementary continuity properties of C , and in Section 3 we discuss the ideas and present the techniques on which the proof in Section 4 is based.
Preliminaries
The elementary continuity properties to be stated in Propositions 1 and 2 are used in the proof of the theorem.
A. De nition of F Let F be the set of vectors I = (I 1 ; I 2 ; : : : ; I 6 ) for which there exist independent random variablesX 1 ;X 2 and a random variableX 0 such that I i = I(X^X i ) (i = 1; 2), I 3 = I(X^X 0X1X2 ), I i+4 = d i (X;X i ) (i = 0; 1; 2). Clearly, F is compact in the topology T 0 , which is induced in the six{dimensional Euclidean space by its metric \dist".
For a nite set Z let P(Z) be the set of probability distributions on Z.
Since F depends on P X 2 P(X), we can interpret it as a map F : P(X) ! comp(B ); The metric m induces a topology T 2 and ? comp(B ); T 2 is a complete metric space. Proposition 1.
We now keep q xed (and therefore alsoX 1 ;X 2 independent) and change P X slightly, that is, we replace p(x) by p 0 (x) such that
where " 2 ?1 p and p = min p(x) : p(x) > 0 .
We show that there is a stochastic matrix w 0 with the following properties:
1) P z q(z)w 0 (xjz) = p 0 (x); 2) P x2X jw 0 (xjz) ? w(xjz) "(1 + 2p ?1 )jX j, for all z 2 Z.
Since information and average distortion quantities are k k 1 {continuous in the distributions, this implies the continuity of F . Uniform continuity follows since P(X) is compact. 2) also holds. It remains to be seen that w 0 is stochastic. Since 
Finally,
This is smaller than 1 if p"(x) + 2"p 0 (x) 2". Since "(x) " and p2 The same bound holds for all P X 2 P(X) and the proof is complete. Ed i (X t ;X it ); for i = 0; 1; 2:
Since ; can be made arbitrarily small and conv(C )(D 0 ) is compact, these relations would imply Q(D 0 ) conv(C )(D 0 ), if the random variables X 1t ; X 2t were independent for every t = 1; 2; : : : ; n. This is obviously not the case. However, we show next that if there is no excess rate at D 0 , thenX n 1 andX n 2 can be made to be close to independence. More precisely, for an arbitrary small positive number " we can achieve I(X n 1^X n 2 ) "n (3.4) for n large enough. For this rst notice that by the continuity of the rate{distortion function R we can choose and so small that R(D 0 ) ? R(D 0 + ) + 2 ": The inequalities (3.6), (3.7), and (3. 
Proof. Choose N(n; ) = t : H(X t jY ) H(X) ? (1 + ) Application of Chebyshev's inequality gives (3.8c).
Proof of Theorem
We can assume that (3.1){(3.4) hold. With the choices U n =X n 1 , V n =X n 2 , = "n, and = "l, 1 l n, Wringing Lemma 1 guarantees the existence of t 1 ; t 2 ; : : : ; t k 2 f1; 2; : : : ; ng such that for t = 1; 2; : : : ; n I(X 1t^X2t jX 1t 1X 2t 2 : : :X 1t kX 2t k ) "l; k < nl ?1 : With the abbreviation a = log jX 1 n; (") we have kP Xt(y) ? P X k 1 and by Proposition 1 F (P Xt(y) ) ! F (P X ), ! 0 uniformly in y; t; ". Furthermore, by Proposition 2 and (3.13a) uniformly in y; t; F " 1=5 (P Xt(y) ) ! F (P Xt(y) ); " ! 0:
Thus for any ! 0 we can choose and "( ) so small that m ? F " 1=5 (P Xt(y) ); F (P X ) for y 2 Y("; ; t), t 2 N ? n; (") , n n ? ("); (") .
By de nition of the Hausdor metric, therefore, for Since the vector having components as speci ed by the right sides of (4.13a){(4.13c) is in conv(F), letting and "( ), ( ) tend to zero (4.14) implies the existence of a cluster 5 References
