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Abstract
In this paper, the problem of Stokes ﬂow in curved channels is solved by applying the matched eigenfunction
expansion method. The ﬂow region is partitioned into a union of sectorial subregions. Then, within each subre-
gion, the stream function is represented by an expansion of Papkovich–Fadle eigenfunctions. The coefﬁcients in
these expansions are obtained by requiring weak C3 continuity of the stream function across common interfaces.
Biorthogonality conditions in cylindrical coordinates are utilized.
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1. Introduction
Flow through narrow, curved channels is of importance in engineering and biological transport phe-
nomena. For example, the seepage ﬂow through cracks and pulmonary alveolar blood ﬂow involve low
Reynolds number and consequently can be approximated by Stokes ﬂow. Fluid ﬂow, pressure drop and
heat transfer in a wavy channel is extensively utilized in the design of compact heat exchangers.
Numerical work of ﬂuid ﬂow and heat transfer in wavy channels have been investigated in several
papers. Xin and Tao [11] analyzed numerically the laminar ﬂow and heat transfer in wavy channels of
uniform cross-sectional area. Computations were performed for different Reynolds numbers and geo-
metric parameters. Asako et al. [1] determined numerically the heat transfer and pressure drop responses
of a corrugated duct with rounded corners. They obtained periodic, fully developed heat transfer and
ﬂuid ﬂow characteristics of the duct using a cosine function by a ﬁnite difference technique and uti-
lization of a coordinate transformation methodology. Wang [10], using intrinsic coordinates, studied the
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ﬂow through narrow arbitrary curved channels. A perturbation scheme was used for the case of a small,
periodic curvature.
In this paper, the matched eigenfunction expansion method is used to solve Stokes ﬂow in curved
channels. The technique involves partitioning the channel into sectorial subregions.Within each subregion
the stream function is represented by means of an expansion of Papkovich–Fadle eigenfunctions. The
coefﬁcients in these expansions are determined by matching the solutions in these sectorial subregions
across their common interface. The biorthogonality conditions in cylindrical coordinates which were
developed by Khuri [5] are utilized.
The matching eigenfunction expansion method was ﬁrst used by Trogdon and Joseph [9] in their study
of plane ﬂow of a liquid over a rectangular slot. They split the region into four subregions. Requiring
continuity of velocities and stresses across the common boundaries gave conditions which were inverted
using biorthogonality conditions.
A similar method was used by Phillips [7] for solving Stokes ﬂow around a two-dimensional constric-
tion. The ﬂow region was partitioned into a union of rectangles, some of which are semi-inﬁnite. The
coefﬁcients in these expansions are determined by matching the solutions across common interfaces in a
weak sense and then taking advantage of the biorthogonality conditions. Phillips and Davies [8] used the
method of matched eigenfunction expansions to solve Poisson’s equation in a contraction region. Khuri
andWang [6] implemented the matched eigenfunction expansion method for solving Stokes ﬂow around
a channel bend.
The method of matching eigenfunction expansions by partitioning the region has been done in var-
ious ways other than using the biorthogonality conditions. For instance, using inversion or collocation
techniques (see [2–4]).
None of the above papers can treat the ﬂow through a curved channel. The biorthogonality conditions
for a cylindrical sector are needed. These conditions which have been developed in [5] will be used in
this paper.
2. Formulation
A two-dimensional periodically curved channel is ﬁlled with a viscous incompressible ﬂuid (see
Fig. 1). The ﬂuid is set into motion by a pressure difference. We assume Stokes ﬂow is valid, thus
the governing equation is the biharmonic:
∇4= 0 in  (1)
with boundary conditions
= 0 on 1 = 1 on 2, (2)

n
= 0 on 1 ∪ 2, (3)
where  is the stream function and n is the direction normal to the boundaries. In (2)–(3) the no-slip
conditions are imposedon the rigid boundaries of the region.We are only concernedherewith subregions
I and II in Fig. 1, which form one period of the periodically curved channel .
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Fig. 1. One period of the periodically curved channel.
The derivatives of  give the velocity components
v = 
r
, vr = −1
r


,
where vr and v are the radial and azimuthal velocity components respectively. The solutions I and
II of Eqs. (1)–(3) in the subregions I and II, respectively, satisfy the following equations and boundary
conditions:
∇4I(r, )=
(
2
r2
+ 1
r

r
+ 1
r2
2
2
)2
I(r, )= 0, (4)
I(r1, )=I(r2, )− 1= I
r
(r1, )= I
r
(r2, )= 0 (5)
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and
∇4II(r ′, ′)=
(
2
r ′2
+ 1
r ′

r ′
+ 1
r ′2
2
′2
)2
II(r
′, ′)= 0, (6)
II(r1, 
′)− 1=II(r2, ′)= II
r ′
(r1, 
′)= II
r ′
(r2, 
′)= 0. (7)
The series
I(r, )=0(r)+
∞∑
−∞
En cos(n)
(n)
1 (r) (8)
satisﬁes Eqs. (4) and (5), while
II(r
′, ′)= ̂0(r ′)+
∞∑
−∞
Fn cos(n
′)(n)1 (r
′) (9)
satisﬁes (6) and (7).
Note that the solutionI(r, ) given in (8) should be expressed as a linear combination of sin(n) and
cos(n) terms, but due to the symmetry with respect to  in subregion I, see Fig. 1, so the sin(n) term
is absent. Similar argument applies for the solution II(r ′, ′) given in (9).
In (8) 0(r) is a steady concentric ﬂow satisfying (4) and the boundary conditions given in (5).
0(r)= 1[(r22 − r21 )2 − 4r21 r22 log2(r2/r1)]
{
(2r22 log r2 − 2r21 log r1 + r22 − r21 )(r2 − r21 )
− 4r21 r22 log
r2
r1
log
r
r1
− 2(r22 − r21 )(r2 log r − r21 log r1)
}
(10)
and ̂0(r ′) satisﬁes (6) and the boundary conditions (7), so we have
̂0(r
′)= 1−0(r ′). (11)
Also
(n)1 (r)= anrn + bnr−n + cnr2−n + dnr2+n .
The coefﬁcients an, bn, cn, dn and the corresponding eigenvalues n are given in [14], where the eigen-
values satisfy
sin ̂n =±b̂n,
̂n =
(
i log
r1
r2
)
n; b = 12 log(r1/r2)
(
r1
r2
− r1
r2
)
. (12)
These eigenvalues are symmetrically located in the complex  plane;we choose n,n> 0, the ﬁrst quadrant
roots and are arranged in a sequence corresponding to increasing size of their real part and deﬁne
−n = n (n= 1, 2, 3, . . .),
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where the overbar designates complex conjugate. Then
(−n)1 (r)= (n)1 (r) (n= 1, 2, 3, . . .)
is the eigenfunction corresponding to the eigenvalue −n. Since the edge data given in (2) and (3) are
real then
E−n = En; F−n = Fn.
3. Matching eigenfunction expansions
Now match the two solutions given in (8)–(9). We shall require that the stream function and its ﬁrst
three partial derivatives with respect to  are continuous across the interface at  = 1 and ′ = −1
between region I and region II. Impose C3 continuity of the stream function across subregion interfaces,
which determines the unknown coefﬁcients in the eigenfunction expansions. Require
I(r, 1)=II(r ′,−1), (13)
I

(r, 1)= II

(r ′,−1), (14)
2I
2
(r, 1)= 
2II
2
(r ′,−1), (15)
3I
3
(r, 1)= 
3II
3
(r ′,−1), (16)
where
r1r, r ′r2.
To prepare for the computation of Eqs. (13)–(16), we ﬁrst derive some partial derivatives across the
interface. From Fig. 1 we have
y = Y + (r1 + r2) sin 1, x =−X + (r1 + r2) cos 1 (17)
or in polar coordinates
r sin = r ′ sin ′ + (r1 + r2) sin 1, r cos =−r ′ cos ′ + (r1 + r2) cos 1. (18)
Differentiating both equations in (18) with respect to  we obtain
r cos = sin ′ r
′

+ r ′ cos ′ 
′

, −r sin =− cos ′ r
′

+ r ′ sin ′ 
′

. (19)
Across the interface of regions I and II (i.e., = 1; ′ = −1), Eqs. (19) reduce to
r cos 1 =− sin 1 r
′

+ r ′ cos 1 
′

, −r sin 1 =− cos 1 r
′

− r ′ sin 1 
′

. (20)
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Solving the two equations in (20) for ′ and
r ′
 yields
′

= r
r ′
; r
′

= 0. (21)
Differentiating both sides of Eqs. (19) with respect to  and taking into consideration Eqs. (21), the
equations across the interface of regions I and II reduce to
− r sin 1 =− sin 1 
2r ′
2
+ r ′ cos 1 
2′
2
+ r ′ sin 1
(
′

)2
,
− r cos 1 =− cos 1 
2r ′
2
− r ′ sin 1 
2′
2
+ r ′ cos 1
(
′

)2
. (22)
Solving the two equations in (22) for 2r ′
2
and 
2′
2
, and using (21) one obtains
2r ′
2
= r
(
1+ r
r ′
)
; 
2′
2
= 0. (23)
Differentiating both sides of Eqs. (19) with respect to  twice and taking into account Eqs. (21) and (23),
the equations across the interface of regions I and II reduce to
− r cos 1 =− sin 1 
3r ′
3
+ 3 cos 1 
′

2r ′
2
+ r ′ cos 1 
3′
3
− r ′ cos 1
(
′

)3
,
r sin 1 =− cos 1 
3r ′
3
− 3 sin 1 
′

2r ′
2
− r ′ sin 1 
3′
3
+ r ′ sin 1
(
′

)3
. (24)
Solving the two equations in (24) for 3′
3
and 
3r ′
3
, and making use of Eqs. (21) and (23) yields
3′
3
=−
( r
r ′
)
− 3
( r
r ′
)2 − 2( r
r ′
)3; 3r ′
3
= 0. (25)
From Eqs. (21), (23) and (25) we have the following values of partial derivatives across the interface,
where = 1 and ′ = −1:
r ′

= 
2′
2
= 
3r ′
3
= 0,
′

= r
r ′
,
2r ′
2
= r
(
1+ r
r ′
)
,
3′
3
=−
( r
r ′
)
− 3
( r
r ′
)2 − 2( r
r ′
)3
. (26)
Consider the function
F = cos(n′)(r ′). (27)
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We compute the ﬁrst three partial derivatives of F by using the chain rule. Using (26), these partial
derivatives of F across the interface reduce to
F

= n sin(n1)
′

(r ′),
2F
2
=−2n cos(n1)
(
′

)2
(r ′)+ cos(n1)
2r ′
2
′(r ′),
3F
3
=−n sin(n1)(r ′)
[
2n
(
′

)3
− 
3′
3
]
+ 3n sin(n1)
′

2r ′
2
′(r ′). (28)
Similarly, if we have the function
G= (r ′) (29)
then by setting n = 0 in F and using (28) results in the following partial derivatives on the interface
between regions I and II.
G

= 0,
2G
2
= 
2r ′
2
′(r ′),
3G
3
= 0. (30)
Using (17) we get
r ′2 =X2 + Y 2
= [x − (r1 + r2) cos 1]2 + [y − (r1 + r2) sin 1]2
= r2 − 2r(r1 + r2) cos(− 1)+ (r1 + r2)2. (31)
In particular, on the interface
r ′ = (r1 + r2)− r . (32)
Substituting the eigenfunction expansions given in (8)–(9) into the matching conditions (13)–(16) and
making use of Eqs. (28), (30) and (32) we get the following matching equations:
0= (0(r)− ̂0(r ′))|=1 +
∞∑
−∞
En cos(n1)
(n)
1 (r)−
∞∑
−∞
Fn cos(n1)
(n)
1 (r
′), (33)
0=−
∞∑
∞
Enn sin(n1)(n)1 (r)−
∞∑
−∞
Fnn sin(n1)
′

(n)1 (r
′), (34)
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0= −
(
2r ′
2
̂
′
0(r
′)
)∣∣∣∣
=1
−
∞∑
−∞
En
2
n cos(n1)
(n)
1 (r)
−
∞∑
−∞
Fn cos(n1)
[
2r ′
2
′(n)1 (r
′)− 2n
(
′

)2
(n)1 (r
′)
]
, (35)
0=
∞∑
−∞
En
3
n sin(n1)
(n)
1 (r)
+
∞∑
−∞
Fnn sin(n1)
[
(n)1 (r
′)
{
2n
(
′

)3
− 
3′
3
}
− 3
′

2r ′
2
′1
(n)
(r ′)
]
. (36)
In the next section, we describe how the coefﬁcients En and Fn are determined using biorthogonality
conditions satisﬁed by the Papkovich–Fadle eigenfunctions.
4. Biorthogonality series solution
We can ﬁnd the coefﬁcients En and Fn by application of the biorthogonality condition for a secto-
rial cavity, derived in detail by Khuri [5], to the matching conditions given in (33)–(36). Brieﬂy the
biorthogonality condition is given by∫ r2
r1
[(m)1 (r),(m)2 (r)]B(r)
[
(n)1 (r)
(n)2 (r)
]
dr = P ∗n mn, (37)
where
(n)2 (r)= r′′1(n)(r)−
	n
2r
(n)1 (r),
(m)1 (r)= (m)2 (r), (m)2 (r)= (m)1 (r). (38)
Here
	n = 1+ 22n
and
B(r)=
 12r2 03
2r3
1
2r2

.
To prepare for the application of the biorthogonality condition, we ﬁrst express the matching conditions
given in (33)–(36) in vector form. From (38) we have
−1
r
2n
(n)
1 (r)= (n)2 (r)− r′′1(n)(r)+
1
2r
(n)1 (r).
S.A. Khuri / Journal of Computational and Applied Mathematics 187 (2006) 171–191 179
Substituting it into (35), then Eqs. (33) and (35) can be coupled as
(
0
0
)
=
 [0(r)− ̂0(r ′)]=1−1
r
2r ′
2
̂
′
0(r
′)
+ ∞∑
−∞
En cos(n1)
(
0,
1
2r
(n)1 (r)− r′′(n)1 (r)
)
+
∞∑
−∞
Fn cos(n1)
 −(n)1 (r ′)1
r
2n
(
′

)2
(n)1 (r
′)− 1
r
2r
′
2
′1
(n)
(r ′)

+
∞∑
−∞
En cos(n1)
(
(n)1 (r)
(n)2 (r)
)
. (39)
Now applying the operator∫ r2
r1
[(m)1 (r),(m)2 (r)]B(r)
[ ·
·
]
dr
to both sides of Eq. (39) and letting
Vmn =
∫ r2
r1
[(m)1 (r),(m)2 (r)]B(r)
( 0
1
2r
(n)1 (r)− r′′1(n)(r)
)
dr , (40)
Wmn =
∫ r2
r1
[(m)1 (r),(m)2 (r)]B(r)
 −(n)1 (r ′)1
r
2n
(
′

)2
(n)1 (r
′)− 1
r
2r ′
2
′1
(n)
(r ′)
 dr , (41)
Qmn =
∫ r2
r1
[(m)1 (r),(m)2 (r)]B(r)
 [0(r)− ̂0(r ′)]=1−1
r
2r ′
2
̂
′
0(r
′)
 dr , (42)
then, by making use of the biorthogonality condition, we obtain
0=Qm + Em cos(m1)P ∗m +
∞∑
−∞
EnVmn cos(n1)+
∞∑
−∞
FnWmn cos(n1). (43)
Next, we couple Eqs. (34) and (36). By (26) and (32) we have
′

= r
r ′
= r1 + r2
r ′
− 1,
2n
(
′

)3
− 
3′
3
= (2n + 2)
(
′

)3
+ 3
(
′

)2
+
(
′

)
.
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Therefore, we can rewrite Eq. (36) as follows:
0=
∞∑
−∞
3nEn sin(n1)
(n)
1 (r)− 3
∞∑
−∞
nFn sin(n1)
′

2r ′
2
′1
(n)
(r ′)
+
∞∑
−∞
nFn sin(n1)(n)1 (r
′)
{[
(2n + 2)
(
′

)3
+ 3
(
′

)2
+ (r1 + r2)
r ′
]
− 1
}
. (44)
If we divide Eq. (34) by (′/)2, then we can couple (34) and (36), or equivalently (44), as(
0
0
)
=
∞∑
−∞
Enn sin(n1)
 2n(n)1 (r)
−
(
′

)−2
(n)1 (r)
− ∞∑
−∞
nFn sin(n1)
(
(n)1 (r
′)
(n)2 (r
′)
)
+
∞∑
−∞
Fnn sin(n1)


(n)1 (r
′)
[
(2n + 2)
(
′

)3
+ 3
(
′

)2
+ (r1 + r2)
r ′
]
(n)2 (r
′)−
(
′

)−1
(n)1 (r
′)

+
(
−3 
′

2r ′
2
′1
(n)
(r ′)
0
) . (45)
Now applying the operator∫ r2
r1
[(m)1 (r ′),(m)2 (r ′)]B(r ′)
[ ·
·
]
dr ′
to both sides of Eq. (45) and letting
Rmn =
∫ r2
r1
[(m)1 (r ′),(m)2 (r ′)]B(r ′)(n)1 (r)
 2n
−
(
′

)−2 dr ′, (46)
Smn =
∫ r2
r1
[(m)1 (r ′),(m)2 (r ′)]B(r ′)

 −3
′

2r ′
2
′1
(n)
(r ′)
(n)2 (r
′)−
(
′

)−1
(n)1 (r
′)

+

(n)1 (r
′)
[
(2n + 2)
(
′

)3
+ 3
(
′

)2
+ r1 + r2
r ′
]
(n)2 (r
′)−
(
′

)−1
(n)1 (r
′)

 dr
′ (47)
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results upon using the biorthogonality condition
0=−mFm sin(m1)P ∗m +
∞∑
−∞
nEnRmn sin(n1)+
∞∑
−∞
nFnSmn sin(n1). (48)
FromEqs. (43) and (48), we have the following inﬁnite systemof equations to be solved for the coefﬁcients
En and Fn.
0=Qm + Em cos(m1)P ∗m +
∞∑
−∞
EnVmn cos(n1)
+
∞∑
−∞
FnWmn cos(n1)
0= − mFm sin(m1)P ∗m +
∞∑
−∞
nEnRmn sin(n1)
+
∞∑
−∞
nFnSmn sin(n1). (49)
To rewrite the inﬁnite system of equations (49) in matrix form, we let
D = diagm(P ∗m); L= diagm(m),
H = diagm(sin m1); K = diagm(cos m1).
Then, the ﬁrst equation in (49) becomes
(DK + LHV )E+ (KW)F=−Q (50)
while the second equation in (49) gives
(LHR)E+ LH(S −D)F=O. (51)
We can eliminate E from (50) and (51) to obtain
[(DK + LHV )G−1R +KW ]F=−Q (52)
provided that the inverse of G exists. Here
G= LHR,
R = LH(D −H).
Eq. (52) represents an inﬁnite system of equations for the components of the vector F.
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5. Numerical results and discussion
As a ﬁrst example, we consider the ﬂow in the curved channel where r1 = 1, r2 = 2 and 1 = 
2 (see
Fig. 1). Thus, the two subregions I and II, shown in the ﬁgure, are given by
VI =
{
r,  : 1r2,−

2



2
}
, (53)
VII =
{
r ′, ′ : 1r ′2,−

2
′ 

2
}
. (54)
The complex eigenvalues given in (12) were found numerically, accurate to eight decimal places, using a
subroutine from the IMSL Library based on Muller’s method with deﬂation (see Table 1). Eqs. (49) form
an inﬁnite system of equations to be solved for the coefﬁcientsEn and Fn , n=±1,±2, . . .. To solve this
Table 1
Twenty six ﬁrst quadrant eigenvalues of (12) for r1 = 1, r2 = 2
n Complex roots n
1 3.370703254+ 6.054102744 i
2 4.112343180+ 10.802931474 i
3 4.593078513+ 15.444885446 i
4 4.951563568+ 20.045543966 i
5 5.238022153+ 24.625199349 i
6 5.476764440+ 29.192525396 i
7 5.681498446+ 33.751926784 i
8 5.860740743+ 38.305901960 i
9 6.020153718+ 42.855983209 i
10 6.163696600+ 47.403166826 i
11 6.294247926+ 51.948130806 i
12 6.413966841+ 56.491353726 i
13 6.524514778+ 61.033183727 i
14 6.627197730+ 65.573880523 i
15 6.723061006+ 70.113642063 i
16 6.812954353+ 74.652622031 i
17 6.897577913+ 79.190941676 i
18 6.977515421+ 83.728698023 i
19 7.053258673+ 88.265969687 i
20 7.125225878+ 92.802821085 i
21 7.193775648+ 97.339305529 i
22 7.259217815+ 101.875467545 i
23 7.321821895+ 106.411344626 i
24 7.381823795+ 110.946968584 i
25 7.439431179+ 115.482366591 i
26 7.494827805+ 120.017562008 i
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Table 2
Convergence of the Papkovitch–Fadle series for N = 26, r1 = 1, r2 = 2 and 1 = 
2
r I(r,


2 ; 26) II(r ′,− 
2 ; 26) I (r, 
2 ; 26) II (r ′,− 
2 ; 26)
1.00 −1.02× 10−15 4.25× 10−15 −1.05× 10−16 −3.83× 10−14
1.05 4.6729× 10−3 4.6709× 10−3 −8.9683× 10−2 5.3292× 10−2
1.10 2.5230× 10−2 2.2229× 10−2 −0.145851 0.036050
1.15 6.2300× 10−2 6.2300× 10−2 −0.120010 −0.079385
1.20 0.108765 0.108765 −0.140809 −0.154503
1.25 0.162127 0.162127 −0.195566 −0.195451
1.30 0.222234 0.222234 −0.241518 −0.240113
1.35 0.287813 0.287815 −0.281368 −0.281603
1.40 0.357404 0.357404 −0.315298 −0.315829
1.45 0.429648 0.429646 −0.341935 −0.341364
1.50 0.503211 0.503214 −0.358559 −0.358712
1.55 0.576708 0.576707 −0.364515 −0.365027
1.60 0.648766 0.648763 −0.360302 −0.359003
1.65 0.718035 0.718044 −0.341848 −0.343913
1.70 0.783053 0.783041 −0.314057 −0.311460
1.75 0.842449 0.842459 −0.270792 −0.273487
1.80 0.894645 0.894641 −0.220592 −0.218062
1.85 0.938187 0.938185 −0.156742 −0.160129
1.90 0.971200 0.971202 −0.098868 −0.088786
1.95 0.992247 0.992251 −0.050556 −0.017843
2.00 0.999999 1.000000 −2.05× 10−13 4.79× 10−17
system of equations we must truncate the inﬁnite sums appearing in (49) to ﬁnite terms. This is done by
replacing the lower and upper limits of summations by −N and N, respectively. The truncated systems
are then solved using a subroutine from the LINPACKLibrary based on Gaussian elimination with partial
pivoting to compute the LU factorization of the complex matrix. The coefﬁcients of the truncated system,
that are given as integrals, are integrated numerically using a subroutine from the IMSL Library based
on the Gaussian method.
The convergence of the solution of the truncated equations was then checked numerically at 20 mesh
points on the interface between subregions I and II. Convergence is reached when N is 20, where the
two solutions I, II together with their ﬁrst three partial derivatives with respect to  given in Eqs.
(13)–(16) match very well along the interface. The matching is slightly improved if N is increased to 26
(see Tables 2 and 3). The solution remains unchanged if N is larger than 26.
Fig. 2 shows the peripheral velocity proﬁle for annular ﬂow (concentric ﬂow between two circles)
which is represented by the 0(r) term of the solution I(r, ) in subregion I, or the ̂0(r ′) term of the
solution II(r ′, ′) (Eq. (8) or (9)). Fig. 3 shows the peripheral (azimuthal) velocity proﬁles v, v′ at
different angles in subregion I that are due to the inﬁnite sum term in Eqs. (8)–(9); these inﬁnite sum terms
add a small perturbation to the velocity proﬁle of the circular ﬂow. The ﬁgure shows that close to = 0
there is negligible contribution from the inﬁnite sum term so the ﬂow is almost concentric; as the angle
increases we have a slight increase in the tilt of the proﬁle towards the inner circular boundary (r = 1).
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Table 3
Convergence of the Papkovitch–Fadle series for N = 26, r1 = 1, r2 = 2 and 1 = 
2
r
2I
2
(r, 
2 ; 26) 
2II
2
(r ′,− 
2 ; 26) 
3I
3
(r, 
2 ; 26) 
3II
3
(r ′,− 
2 ; 26)
1.00 −3.5× 10−15 3.7× 10−13 −1.8× 10−13 −4.0× 10−12
1.05 −1.377885 −1.386545 −2.515556 −2.068390
1.10 −1.695860 −1.703743 −1.622384 −1.768306
1.15 −0.622091 −0.630688 −0.116687 −2.054909
1.20 −0.703067 −0.711739 −0.431854 −1.986255
1.25 −1.221263 −1.226234 −2.417017 −2.288905
1.30 −1.432121 −1.428847 −3.727090 −3.301293
1.35 −1.654442 −1.648300 −3.807945 −3.729874
1.40 −1.860136 −1.863625 −4.799951 −4.801738
1.45 −2.099256 −2.102848 −6.856380 −6.922190
1.50 −2.294335 −2.286830 −7.099842 −7.149344
1.55 −2.448117 −2.455342 −10.192682 −10.148095
1.60 −2.649893 −2.649045 −13.068916 −13.030107
1.65 −2.651345 −2.638694 −12.106212 −12.130149
1.70 −2.805537 −2.830969 −21.236649 −21.275853
1.75 −2.615561 −2.594777 −16.680361 −16.694264
1.80 −2.605717 −2.596951 −27.287956 −27.278368
1.85 −2.123435 −2.155192 −26.3081157 −26.292548
1.90 −1.764723 −1.777291 −26.402980 −26.405178
1.95 −1.714488 −1.563494 −43.511228 −43.547924
2.00 −5.7× 10−12 −6.4× 10−15 −1.4× 10−10 8.2× 10−13
At the interface the effect of the inﬁnite sum is greatest and the velocity proﬁle becomes symmetric with
respect to the center line. In region II the effect is opposite.
The velocity components for subregion I are given by
v = I
r
, vr = −1
r
I

(55)
and for subregion II the velocity components are given by
v′ = −
II
r ′
, vr ′ = 1
r ′
II
′
. (56)
The pressure P and the velocity components are related by the following equations
P
r
= ∇2vr − 1
r2
vr − 2
r2
v

, (57)
P

= r
(
∇2v + 2
r2
vr

− v
r2
)
. (58)
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Fig. 2. Azimuthal velocity proﬁle for a circular ﬂow contributed by 0(r) or ̂0(r ′) term given in (10)–(11).
Substituting Eq. (8) into (55) we can compute the velocity components v and vr . Then, upon using
(57)–(58) we obtain for subregion I:
PI
r
=
∞∑
−∞
n En sin(n)[4(1− n)cnr−n−1 + 4(1+ n)rn−1],
PI

= 24
16 log2 2− 9 +
∞∑
−∞
En cos(n)[4n(n − 1)cnr−n + 4n(n + 1)rn]. (59)
Similarly, we substitute Eq. (9) into (56) to compute the velocity components v and vr . Then, using
(57)–(58) we obtain for subregion II:
PII
r ′
= −
∞∑
−∞
nFn sin(n′)[4(1− n)cn(r ′)−n−1 + 4(1+ n)(r ′)n−1]
PII
′
= 24
16 log2 2− 9 −
∞∑
−∞
Fn cos(n
′)[4n(n − 1)cn(r ′)−n + 4n(n + 1)(r ′)n]. (60)
Integrating Eqs. (59) and (60) and taking into consideration that the pressure is continuous along the
interface between regions I and II (i.e., PI = PII along  = −′ = 
2 ), then up to a constant the pressure
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Fig. 3. Contribution of the inﬁnite series term in (8) on the azimuthal velocity proﬁle of the ﬂow at different values of the angle
 in subregion I given in (53).
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Fig. 4. Pressure contributed by the circular ﬂows 0(r) and ̂0(r ′) terms given in (8) and (9), respectively.
is given by
PI = 2416 log2 2− 9
(
− 

2
)
+
∞∑
−∞
En sin(n )[4(n − 1)cnr−n + 4(1+ n)rn] (61)
PII = 2416log22− 9
(
′ + 

2
)
−
∞∑
−∞
Fn sin(n′)[4 (n − 1) cn(r ′)−n + 4(1+ n)(r ′)n]. (62)
Fig. 4 shows a graph of the pressure contributed by the linear terms in  and ′ given in Eqs. (61)–(62),
which would arise if we only have annular ﬂow. The contributions to the pressure at the center-line of
the channel (i.e., where r = 1.5 or r ′ = 1.5) by the inﬁnite sum terms appearing in (61)–(62) is shown in
Fig. 5. We note that the graphs of PI and PII are the same, thus the pressure perturbation oscillates along
the center line of the channel. The total pressure would be an oscillation superposed on the linear decrease.
As a second example, we consider the ﬂow in the curved channel where r1= 1, r2= 2 and 1= 
4 (see
Fig. 1). The two subregions I and II, shown in Fig. 1 are thus given by
VI =
{
r,  : 1r2,−

4



4
}
, (63)
VII =
{
r ′, ′ : 1r ′2,−

4
′ 

4
}
. (64)
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Fig. 5. Pressure at the center-line of the channel (i.e. where r, r ′ =1.5) contributed by the inﬁnite series term in (8) of subregions
I and II given in (53)–(54).
The turning angle for each region is now decreased by half. The graph of the pressure along the center-line
of the channel is almost the same as of the previous example. Fig. 6 shows the contributions of the inﬁnite
sum terms appearing in Eqs. (8)–(9) on the azimuthal velocity proﬁle at different angles in subregion I.
Close to = 0 we have negligible contribution so the ﬂow is almost concentric; as the angle increases the
inﬁnite sum causes the total velocity proﬁle to be symmetric at the interface and the effect is opposite in
region II.
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Fig. 6. Contribution of the inﬁnite series term in (8) on the azimuthal velocity proﬁle of the ﬂow at different angles  in subregion
I given in (63).
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In conclusion, for Stokes ﬂow in the periodically curved channel shown in Fig. 1 the pressure gradient
oscillates along the center-line. Away from the interface, the azimuthal velocity proﬁle is almost that of
a circular ﬂow (i.e., ﬂow between two circles). As the ﬂow gets close to the interface—where there is a
change in the sign of the curvature of the edges of the channel—an abrupt and signiﬁcant change in the
direction of the tilt of the proﬁle occurs.
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