Since 1978 the International Ultraviolet Explorer (IUE) satellite has been acquiring the largest collection of astronomical ultraviolet spectra that will likely be obtained in the foreseeable future. The more than 100 000 spectral images, from which low and high dispersion spectra are extracted, include a very broad range of sources from solar system objects, stars of all types, interstellar and Galactic halo gas, normal galaxies, and active galactic nuclei. The Final Archive of IUE data will contain all of these spectral images and extracted spectra, reprocessed with uniform software and calibrations that enhance the quality of the data products. This paper summarizes the rationale for and content of the new processing algorithms, together with the calibration chronology of the IUE scientific instrument. Examples of spectra processed for the Final Archive demonstrate an increased signal-to-noise ratio of 10%-50% for low dispersion data and -100% or more for high dispersion data compared to the old processing scheme, the extension of the usable spectral range down to 1150 and up to 3400 Â, and the emergence of new spectral features from the fixed pattern noise that is now largely eliminated.
INTRODUCTION
Since its launch in 1978, the International Ultraviolet Explorer (IUE) satellite has obtained more than 100 000 ultraviolet spectra of astronomical sources in the 1150-3400 Â spectral region, and the satellite continues to operate with no major loss of capability. IUE obtains both low dispersion (6 Â resolution) and high dispersion (X/AX^IOOOO) spectra with the short-wavelength prime (SWP: 1150-2000 Â), long-wavelength prime (LWP: 1850-3400 Á), and longwavelength redundant (LWR: 1850-3400 Á) cameras. The scientific accomplishments of IUE are summarized by Kondo et al (1989a) and by Kondo et al (1989b) . Although more recent missions have surpassed TI/E's resolving power and sensitivity, none has provided either the simultaneous wavelength coverage of 800-1000 Â or the unprecedented 17 year timeline of spectra obtained with a photometrically stable instrument. These characteristics make the IUE data set unique for surveying ultraviolet spectra and for studying variability in the lines of several atomic species simultaneously over a very long period. High Earth orbit maximizes the monitoring capabilities and science efficiency, and the exclusively real-time observing mode allows full flexibility to realize scientific goals. This orbit also facilitates the rapid onset of target of opportunity observations of supemovae, novae, cataclysmic variables, and other rapidly varying sources.
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The original image processing system for IUE data, IUESIPS, which removes the instrumental signature and provides wavelength and absolute flux calibrations, has evolved over the past 17 years as new calibrations became available and major and minor changes in the processing algorithms were implemented. One unfortunate consequence of this software evolution is an inhomogeneous archive, in which images of the same target taken at different times may not be directly comparable. A number of other shortcomings in the IUESIPS system were recognized over the years by members of the scientific community, some of whom had developed unique methods of correcting for these problems. Perhaps the most obvious problem was the presence of fixed pattern noise in the extracted spectral data, a high-frequency pattern that served to increase the errors of continuum and equivalent width measurements. Other important problems were the systematic wavelength-dependent discrepancies of up to ±20% of the absolute flux calibration and the lack of correction for the slow sensitivity degradation of the detectors with time. The many new image processing techniques developed since the 1977 design of IUESIPS and the availability of powerful and reasonably priced computers made the redesign of the IUE data reduction system feasible. Thus, with the goal of creating the highest-quality archive of IUE data that meets the needs of the scientific community, new processing and calibration techniques were devised and implemented for the production of the IUE Final Archive. For a complete technical description of the processing algorithms and calibrations, the reader is referred to Nichols et al (1994) . This paper summarizes the history of the Final Archive development effort and the rationale for the new calibrations and algorithms. In addition, the paper provides useful comparisons of the same raw data processed with IUESIPS and the new image processing system developed for the Final Archive (NEWSIPS). The initial efforts that led to the development of the Final Archive are reviewed in Sec. 2. The activities and functions of the Final Archive Definition Committee are discussed in Sec. 3. Section 4 describes the new calibration techniques, and Sec. 5 describes the new processing techniques implemented for the Final Archive. Section 6 discusses additional improvements available with the IUE Final Archive. In Sec. 7 we comment on some enhancements that were not implemented in the Final Archive system for various reasons. Section 8 presents some results from the Final Archive processing system. Appendix A defines some commonly used terms in this paper.
BACKGROUND
The redesign of the IUE data processing system and the concept of the Final Archive can be traced to the 1987 June recommendation of the IUE Long Range Planning Committee, chaired by Linsky (1987) , to investigate methods for improving the signal-to-noise ratio of IUE data to be placed in the Final Archive. This recommendation was based on the knowledge of several such methods developed by members of the international astronomical community and on evidence reported by the IUE Project that the current methods of image processing could be vastly improved.
Early in the IUE mission, some observers recognized that IUE images contain a nonrandom (systematic) noise pattern that is at least as important as the random noise. Several groups of independent investigators had reported an improvement in the signal-to-noise ratio (S/N) of IUE data due to innovative observing and image processing techniques. For example, Welty and York developed a method of dividing the extracted spectral data by a one-dimensional template of the fixed pattern created from stellar spectra (Welty et al 1986; Welty 1988) . They reported improvements in S/N of 10%-40% after using these templates to remove the fixed pattern noise. Adelman & Leckrone (1985) pioneered an observing technique in which they acquired several images of each target at different positions in the large aperture, causing the spectral data to fall on different pixels in the resulting IUE images. The coaddition of such spectra reduced the fixed pattern noise by a factor of 2. Analysis by Leckrone & Adelman (1988) indicated that the fixed pattern has both an additive and a multiplicative component, and they estimated that the fixed pattern is approximately equal in magnitude to the random noise in the data. Joseph (1989) pointed out that the noise in a single IUE image leads to an overestimate of the equivalent width of an absorption feature, and he made specific suggestions for the proper statistical treatment of the measurements. He also recommended multiple observations of a target at various positions in the large aperture as a means of reducing the fixed pattern noise. Dufour (1988) used T-flood images (tungsten filament lamp flat-field exposures) to "flat-field" high-background spectral data, which improved signal-to-noise ratios up to a factor of 2.
An image processing method developed by Linde & Dravins (1988 , 1990 of Lund Observatory seemed particularly promising for use in the IUE Final Archive. The Lund team had used the fixed pattern in the two-dimensional science image as a fiducial for registering the image with the two-dimensional array of Intensity Transfer Functions (hereafter referred to as the ITF; see Sec. 4.1 for a description of the ITFs). Although this technique was implemented for only a small portion of the LWR image and only for images of a particular object {ß Hydri), the improved S/N was dramatic and shown to be scientifically profitable (Dravins et al 1993) . A video that they produced to describe this technique played an important role in stimulating the Final Archive project. Subsequently, a much simpler form of crosscorrelation of the two-dimensional raw images with the ITF image over much of the target region showed the fixed pattern in IUE raw data to be easily recognizable as a twodimensional pattern and relatively constant in time (NicholsBohlin 1988a) .
Nichols identified the sources of fixed pattern noise (FPN) in the original image processing system (IUESIPS) and quantified the improvement in S/N that could be achieved by developing new processing algorithms. The results of these investigations supported the feasibility of developing a new processing system by showing the two-dimensional fixed pattern to be generally constant in raw space with time, providing a possible fiducial pattern for fine-scale image registration (Nichols-Bohlin 1988a) . The predicted improvements in S/N of extracted spectral data were of sufficient magnitude to justify a major effort by the IUE Project to implement such a system.
One important source of fixed pattern noise in IUE images was traced to misalignment of the ITF images with respect to the science images during the photometric linearization step of the image processing (Nichols-Bohlin 1988b , 1989a . Reseau marks etched on the camera faceplates are intended to be used as the geometric image fiducials and are apparent on flat-field flood lamp exposures as a 13X13 grid of zero-flux points. However, the reseau marks are generally not detectable in an automated way in science images because of the low overall background level. Therefore, predicted reseau positions based on time and temperature correlations were used in IUESIPS to determine the scienceimage distortion and align the ITF images on a pixel-bypixel basis with each science image. Nichols showed that when one uses the IUESIPS processing method, which relies on this predicted geometric image-distortion information, there is virtually no difference in the S/N of a twodimensional image processed with either of the two available ITFs for each camera. This result was very surprising because of (1) the marked difference in acquisition procedures between the ITFs acquired early in the mission and those acquired in 1983-1985 and (2) the known changes in the detectors with time (see sec. 4.1). Conversely, an image processed by using reseau positions actually found in the image (with sufficiently high background) to align it with the ITF showed significant differences in S/N when processed with 1996AJ 111. . 517N 519 J. S. NICHOLS AND J. L. LINSKY: FINAL ARCHIVE OF IUE 519 the two different ITFs, as would be expected with a reasonably accurate alignment of the ITF and science image. Figure  1 (a) shows the mean S/N of the two-dimensional data in four large, square, contiguous areas of flat-field SWP 60% (of saturation) images after photometric linearization with an ITF. The flat-field images, acquired over a nine-year period, were aligned with both the 1978 and the 1985 SWP ITFs on a pixel-by-pixel basis with predicted distortion information and again with found reseau marks. Figures 1(b) and 1(c) show similar information for the LWP and LWR cameras, respectively. The improvement in S/N using found reseau marks for alignment is clearly seen in all four areas of the image and was found to be a factor of 1.5-2.0 compared to the original IUESIPS processing (Nichols-Bohlin 1988b) . The variation in S/N with time seen in these plots was the first information concerning the critical time dependency of the ITF data, which was not discernible with the IUESIPS data. Note that the S/N of the IUESIPS data is virtually identical for the two different ITFs. In essence, these studies demonstrated the fundamental flaw with the IUESIPS processing method: it failed the self-consistency test of reliable photometric correction of a constituent ITF image with its own ITF. Additional tests were performed on one-dimensional extracted spectral data to quantify the improvement in S/N obtainable with improved alignment of the ITF with the science image. Figure 2 shows the extracted spectral data for an image of NGC 2346, processed by using both predicted distortion information (bottom plot) and found reseau positions (top plot) for alignment with the ITF (Nichols-Bohlin 1989b) . The extraction procedure for both spectra was the standard boxcar used by IUESIPS. The improvement in S/N in the gross flux low dispersion spectral data, which is obvious particularly in the 1200-1600 Á region, was measured to be 20%-70%. The improvement in the low dispersion background was even greater, 40%-90%, which indicated that beam-pulling effects are important (See Sec. 7.7). These tests demonstrated that significant improvements are indeed possible with new processing algorithms.
Another important source of the fixed pattern noise in lUESIPS-processed data is spatial smoothing of the IUESIPS ITF images. The then-current ITFs were created by first geometrically rectifying each component image through the use of found reseau marks, spaced approximately every 55 pixels, and a bilinear interpolation. This geometric correction resulted in significant spatial smoothing of the images used to create the ITFs. Each science image was then photometrically linearized in its own raw space (image as originally reconstructed from raw telemetry) by resampling the geometrically correct ITF back to the science-image raw space. This second resampling of the ITF resulted in additional spatial smoothing of the ITF data. Misalignment and smoothing are the two most important contributors to the twodimensional fixed pattern noise because of the large pixel-topixel variations in the null level and photometric sensitivity.
The presence of periodic noise in the raw IUE images was recognized by Fourier transform analysis in 1988 (NicholsBohlin 1988a) , but was suggested earlier by the existence of similar periodic noise in the Faint Object Camera Comparison of extracted spectra of NGC 2346 from an image processing technique using found reseau positions to align the image with the ITF (top) and from the IUESIPS processing system using the IUESIPS predicted distortion information for alignment (bottom). Extraction was performed for an extended source. The absolute flux is in units of ergs cm -2 s -1 Â" 1 .
(FOC) of the Hubble Space Telescope (Nichols-Bohlin & Blades 1985) . The periodic noise appears as enhanced flux in multiples of four pixels in the read scan of the image (see Fig. 3 ). Ayres has undertaken an independent examination of photometric correction techniques for IUE data, the noise characteristics of the vidicon images, and the wavelength calibration of the echelle mode. He devised a new processing system for low dispersion IUE data (e.g., Ayres et al 1995) , but with three important differences from the NEWSIPS system: (1) The science data are linearized with the ITF after rotation of both the science image and the ITF (Le., a firstorder geometrical correction for the spectrum tilt); (2) there is no explicit registration of the fixed patterns in the science image and ITF (see Sec. 5); and (3) the ITF DN to FN conversion is represented by a fourth-order polynomial (rather than the linear interpolation used in NEWSIPS). As Ayres (1993) has discussed, the lack of an explicit registration of the science image and ITF fixed patterns should have Fig. 3 . Plot of the FFT of an averaged column from the central 256X256 subimage of SWP 28018. Four-, eight-, and sixteen-channel noise is indicated by the frequency data. relatively minor influences on the S/N of spectra recorded near the nominal camera temperatures at which the ITF campaigns were conducted. However, the NEWSIPS approach should be more effective for those (significant numbers of ) images taken at camera temperatures more than a few degrees from the nominal. Ayres also has derived an empirical noise model for IUE data based on an analysis of the ITF image sets (SWP and LWP only), including two-dimensional Fourier power-spectrum tests to evaluate the effective smoothing imposed on the vidicon images at different positions (Ayres 1993) . When the latter was taken into account, Ayres concluded the rms noise characteristics are roughly independent of position on the camera. The processing system devised by Ayres has been extended to the high dispersion format (Wood & Ayres 1995) .
Two techniques for extracting the spectral data with a weighted-slit extraction were considered for inclusion in the Final Archive processing. One approach used a Gaussian weighting function (Urry & Reichert 1988) . The other approach, known as the "optimal extraction method," was developed in general by Home (1986) and adapted to IUE data by Kinney et al. (1991) . The "optimal" method determines the spatial profile empirically as a function of wavelength, whereas the Gaussian extraction method assumes a Gaussian spatial profile. Improvements in S/N achieved by these two extraction methods were comparable, in general approximately 20%-40% for the spectra analyzed by these authors.
The Final Archive effort has been organized by the IUE three agencies (NASA, ESA, and the PPARC of the UK) that sponsor the IUE satellite under the direction of the Development Coordination Group (DCG), composed of representatives of all three agencies. The DCG was responsible for the implementation of technical details concerning the Final Archive. Although some of the ideas for the new calibration and processing were suggested in the early years of the mission, it was not until 1987-when the IUE Project acquired a computer that could retain more than seven lines of an image in memory at one time-that work could begin on these ideas.
FINAL ARCHIVE DEFINITION COMMITTEE
Motivated by the possibility of substantial improvements in the data, and cognizant that the IUE Final Archive will in fact ultimately belong to the astronomical community, the NASA IUE Project formed a standing committee to provide direction for the creation of the Final Archive. The Final Archive Definition Committee (FADC) was formed in 1987 November to provide recommendations and advice to the NASA IUE Project on the content of the Final Archive and on the algorithms and methods used to process the data. The FADC also provided estimates on resources needed to accomplish the recommended goals. The committee, chaired by Jeffrey Linsky, is composed of 24 people, selected for having demonstrated, either through publication or private communication to the IUE Project, interest in improving the S/N of IUE data. The committee met every three to six months, producing at each meeting a written report of recommendations and near-term goals (Linsky 1988a 1989, 1992) . A summary of the requirements for the Final Archive, as well as a discussion of the rationale for pursuing these improvements, was presented by Linsky & NicholsBohlin (1988) . It is important to note that the FADC represents a unique grassroots effort by the astronomical community to define the content of the IUE Final Archive, optimizing its utility for future investigators and setting a precedent for future space mission archives. The FADC developed a set of requirements for the IUE Final Archive, which have guided the development work.
Complete Data Set. All data acquired by the IUE satellite should be included in the archive, including data from all four cameras (SWP, SWR, LWP, LWR), Fine Error Sensor (FES) images occasionally taken of the telescope field of view, flood-lamp flat-field images, and other calibration data.
Full Documentation. The documentation should be complete, with an easily understood Users' Guide for investigators unfamiliar with IUE data. All documentation relevant to the operation of the satellite during its full lifetime (i.e., camera manuals, observation script, and log information) should be preserved.
Accurate Documentation. The pertinent information in the Final Catalog and in each image header should be verified and corrected where necessary. This effort is described in Sec. 6.
Optimized Signal-to-Noise Ratio. Techniques for optimizing the S/N for the entire IUE archive should be developed and tested, as described in Sec. 5.
Uniform Reprocessing. The entire archive should be reprocessed with uniform software to allow full intercomparability of the data. To satisfy this requirement the software must be fully automated and frozen in configuration.
Use of Modem Media. Optical disks and other current technology should be fully utilized for creation, storage, and distribution of the archive.
Photometrically Precise. Accurate photometric correction of each pixel should be assured by proper alignment of the ITF data with the science-image data. Absolute flux calibrations should be applied in a consistent manner. This work is described in Secs. 5 and 6.
Definition of Data Files. The archived data for each image should include (a) raw image; (b) photometrically corrected image; (c) resampled, rotated image; (d) vector displacement file: for each pixel, the sum vector of the displacements determined from the cross-correlation, geometric correction, rotation, and, for high dispersion, the echelle order-splaying correction (see Sec. 5); (e) low dispersion extracted spectral data (net weighted-extraction flux, background, errorestimate vector, error flags, and absolutely calibrated weighted-extraction flux); (f) high dispersion extracted spectral data (net boxcar flux, background, error flags, ripplecorrected and absolutely calibrated boxcar flux); and (g) concatenated high dispersion spectral data (high dispersion orders spliced together to produce a single, continuous spectrum) (this latter output product has been deleted, unfortunately, because of lack of resources for implementation).
Use of FITS Format. The output data from the Final IUE Archive should be distributed in flexible image transport system (FITS) format (Nichols et al. 1994 ).
IUE Analysis and Retrieval
Center. An analysis facility should be available to the astronomical community for an indefinite period after the end of the IUE mission, to maintain the expertise and facilitate the distribution and use of the data.
NEW CALIBRATION TECHNIQUES 4.1 Intensity Transfer Functions
The ITF, constructed from 12 graded exposure levels of UV flood-lamp exposures, is applied to IUE science data to remove both the photometric nonlinearities of the data and the pixel-to-pixel sensitivity variations of the detector. Photometric linearization is necessary because the data stored on the SEC target are not linearly proportional to the emitted electrons on the SEC photocathode. Experience has shown that neighboring pixels can have quite different linearization curves, so that it is necessary to make the correction on a pixel-to-pixel basis. A number of attempts at creating a spatially smoothed ITF have caused degradation of the signalto-noise ratio of the resulting data. The pixels in IUE images are not physical pixels as in a CCD detector. Instead, they represent a value read at a point by the read beam and contain no spatial information. The read beam can be positioned at slightly different places in different images, because of both variable spacing between the positions of the read beam, which is aligned with magnetic focusing, and the distortion of the image in the electrostatically focused imaging portion of the detector, so that in theory, neighboring pixels should be related by a smooth function. All analyses with IUE data have shown a contrary result-every pixel acts as its own photometer. This situation can be explained by smallscale granularity of the target and requires a pixel-by-pixel ITF correction. Thus, the bilinear smoothing resulting from the geometric correction in the creation of the original IUE-SIPS ITFs led to inaccurate data values.
The ITF converts the 8-bit camera response in data numbers (DNs) to linearized 16-bit flux numbers (FNs). Whereas these FN values were encoded with error information and an arbitrary offset in IUESIPS, the FN values in the Final Archive processing system, known as NEWSIPS, are true linearized flux values. The error conditions are coded in a separate error mask. Each ITF level is the sum of at least four images. The ITFs for the Final Archive are constructed in raw space, as opposed to those used in IUESIPS, which were resampled to geometrically correct space using found reseau positions. Particular attention was paid to the null level in the construction of the Final Archive ITFs, as most science images have a background level similar in DN to the null level which is used for alignment purposes. The null levels were constructed of images that are geometrically similar and show no significant distortion between images. The acquisition date and IUESIPS and NEWSIPS implementation dates, if applicable, of all available ITFs are shown in Table 1 . The early-epoch ITFs (1978 ITFs ( -1980 were acquired under varying spacecraft temperatures and operating parameters, as the significance of spacecraft stability on image distortion was not fully understood at that time. The more current ITFs were acquired under controlled spacecraft conditions. The camera head amplifier temperature (THDA) for each camera was constrained to a small range in the later ITF sequences, minimizing image distortion. Due to the varying output of the onboard UV flood lamps, "exposure meter" images were taken frequently during the acquisition of the later ITF images and monitored constantly; the subsequent exposure times were modified to obtain consistent intensity levels of illumination for images in each level of the ITF.
SWP ITF
Three series of ITF images are available for the SWP camera. The ITF acquired in 1978 was taken under nonstable spacecraft conditions. The THDA was not controlled during the acquisition of this ITF as its critical relevance to image distortion was not known at that time. Therefore, these images cannot be used to construct a raw space ITF because of their geometrical distortion mismatch based on registration using the fixed pattern noise. The 1985 January ITF images were acquired under stable spacecraft conditions and form a geometrically homogeneous set. This 1985 ITF was used to construct the raw space SWP ITF for the Final Archive. Another ITF sequence was acquired in 1992 May because of evidence that the geometric properties of the SWP camera were changing slowly with time. Although analysis indicates that the SWP 1992 ITF is better aligned with science data from this camera for all but the first few years of the mission (see Sec. 7.3), this ITF has not been implemented because the SWP 1985 ITF was already calibrated and implemented in the Final Archive processing in 1992. Complete details of the 1992 ITF acquisition are given in Pérez et al (1992) . It should be noted that in the original implementation of the 1978 SWP ITF, one blank image was inadvertently included in the 20% level summed image. This error was corrected in IUESIPS in 1979 August.
LWP ITF
The ITF originally acquired for the LWP camera was a "mini ITF," acquired over the period 1978-1980, because the camera was not commissioned at that time. Most levels of this ITF contain only one image. These images were taken under varying spacecraft conditions, with some images taken during optimization testing when camera parameters were being deliberately modified. After the LWP camera was commissioned, a full ITF was acquired in 1984 September under controlled spacecraft conditions. However, during testing of this ITF for the Final Archive it was discovered that the LWP data set of science images geometrically falls into two groups. Images taken before 1984 tend to have a similar geometric distortion; images taken after 1984, however, tend to have a different geometric distortion as indicated by the strength of their cross-correlation coefficients (see Sec. 5). The dividing point in time is not absolutely definitive; a random -10% of the images in each group show geometric properties consistent with the other group. Telemetry did not disclose this change in the distortion properties of the LWP camera, and its detection was only possible with the newly developed cross-correlation algorithm. Clearly, there was a discrete change in the camera operating parameters around 1984, most probably in the voltages set in the camera. The voltages have a tolerance within which they can vary without notification via telemetry of the variations. A variation in specific camera voltages can cause the geometric distortion differences seen in the LWP data set, although there could be another cause. The cause of the sudden change in image distortion is not known, although the IUE satellite apparently was "side swiped" by a meteor in 1984 July (on the basis of an unexplained change in the angular momentum), and this time is consistent with the change in image characteristics for both the LWP and LWR (see Sec. 4.1.3) cameras. This time was also when the LWP camera became the default camera and was powered on all of the time. The LWP ITF acquired in 1992 is nearly always better aligned in raw space with science images acquired since 1984 than is the 1984 ITF. However, the bimodal nature of the geometric properties of LWP images manifested itself to a degree in the series of null images acquired for the 1992 ITF. The null images formed two geometric groups, with approximately equal numbers in each group, although the groups are not as dramatically different as the change from pre-1984 to post-1984. The two groups of null images are sufficiently different that they cannot be successfully coadded to form the raw space null level of the ITF. Therefore, two separate nulls were created for the 1992 LWP ITF. Although somewhat over half the science images taken since 1984 are better matched with the first null level, that null has a higher mean intensity level than the second null. Thus the science data are not fully bracketed in intensity with the first null, resulting in an unacceptable number of pixels requiring negative extrapolation of the ITF to determine a linearized flux value. Therefore, the Final Archive processing uses the second null level with the lower mean intensity level.
Additional information about the LWP detector was revealed during ITF testing. It was discovered that there is a high noise spot on the detector in the upper right-hand quadrant of the camera. The noise in this area is probably due to enhanced granularity of the target in this region and affects the shortest wavelengths of both low and high dispersion data. The noise in this region is not fully characterized by the ITF, and the result is enhanced noise in these regions of the extracted spectra. It was also found that the read-erase cam-1996AJ 111. . 517N 523 J. S. NICHOLS AND J. L. LINSKY: FINAL ARCHIVE OF WE era sequence does not remove all of the charge in this region, leaving an elevated background for all exposures.
LWR ITF
The original ITF for the LWR camera was acquired in 1978 under noncontrolled spacecraft conditions. Similar to the LWP data, LWR science images fall into two geometrically distinct groups: images taken before 1984 generally have a similar distortion pattern, while images taken after 1984 generally show a different distortion pattern. Unfortunately, although the ITF obtained in 1983 was taken under controlled conditions and can be used to construct a raw space ITF, the ITF is geometrically compatible only with images taken after 1983, with the exception of a few random images in the earlier period.
The development of a flare condition in early 1983-probably due to a leakage in the potting of the detector which affects progressively larger areas of the image (approaching the Mg II doublet at X2800 in high dispersion)-resulted in a decision to decommission the LWR camera in favor of the LWP. An ITF was acquired in 1983 November for the LWR camera as the final calibration for that detector. The LWR camera was decommissioned in 1983 October, so few science images exist that can be successfully calibrated with the 1983 ITF. In the case of the LWR camera, we do not have the luxury of obtaining a new ITF because the images in need of the calibration are from the period 1978-1983. Therefore, a "hybrid" ITF was constructed using all levels of the 1983 ITF except the null level. The null level is the most critical because it is most often used by the cross-correlation algorithm to determine the shift between the science image and the ITF. The "hybrid" LWR ITF uses a null level constructed of six null images taken over the period 1978-1983 that were carefully selected to be geometrically aligned with one another and have an appropriate mean DN level to bracket fully the intensity of the science data. The Final Archive processing uses either the pure 1983 ITF or the "hybrid" ITF; the decision is made image-by-image based on the cross-correlation results of the science image when compared to both ITFs during image processing.
After the 1983 LWR ITF images were obtained, the LWR camera, when used, was operated with a UVC voltage of 4.5 kV instead of 5.0 kV in an effort to reduce the long-term effects of the flare. A full calibration was never performed for the LWR camera at the reduced voltage, although some analysis was done that suggests the flux was reduced by a wavelength-independent factor of 0.73.
Periodic noise
All raw WE images suffer from periodic noise (NicholsBohlin 1988a ) that is coherent in raw space. The noise is multiplicative, with amplitude ranging from 1% to 8%, depending on the camera. Due to geometric distortions, the periodic noise in the ITF will not normally align with the periodic noise in the science image after the ITF has been remapped to align with the science image via crosscorrelation of the fixed pattern or with found reseau positions. Therefore, the periodic noise has been removed with a Fourier filter from the Final Archive ITF images prior to the 523 construction of the raw space ITFs. However, the periodic noise has not been removed from the science images because it would violate the Final Archive philosophy of minimal manipulation of the science data. Although initial tests indicated no improvement in the S/N of the extracted data when the periodic noise is removed from a raw science image, users of the Final Archive may wish to remove this noise with Fourier filtering techniques by using periodicities determined empirically for that image or the periodicities derived for the ITF of the relevant camera. A two-dimensional periodic noise mask may also be useful.
Wavelength Calibration
Onboard hollow cathode platinum-neon (Pt-Ne) calibration lamps are used to determine dispersion relations that correlate wavelength to position in WE images. These wavelength calibration images are taken approximately once a month. Until mid-1992, the wavelength calibration images were superimposed on tungsten flood (T-flood) lamp exposures to permit easy detection of reseau positions for geometric correction. Since mid-1992, the wavelength calibration images have been taken separately from the T-flood lamp images, allowing the detection of fainter lines for the wavelength calibration in the Final Archive. The line libraries for both low and high dispersion wavelength calibration were revised and expanded for the Final Archive and are based on the Pt-Ne line positions measured by Reader et al (1990) at the National Institute of Standards and Technology. The new line libraries contain more lines and thus give a greater sampling frequency for determining the dispersion relations. In contrast to the IUESIPS calibration, dispersion relations for high dispersion Final Archive data were determined separately for each echelle order wherever possible, with a 2-D spatial fit at the shortest wavelengths where an insufficient number of calibration emission lines preclude a single-order solution.
A number of errors in the wavelength calibration have been noted over the years. The correction to heliocentric velocity was implemented into the processing in 1981 November at NASA and in 1982 March at VILSPA, so many early images do not have this correction. More important, the mapping of the wavelength calibration to raw space from geometrically correct space (where the wavelength calibration was determined) was based on predicted reseau positions. Thus science images with relatively large distortion compared to the mean reseau positions (due to temperature, time, or other factors) have errors in their wavelength assignments in the regions of distortion that cannot be modeled or corrected with IUESIPS processing. The image distortion is primarily a radial rotation about a point near the center of the image, with the rotation vectors varying in magnitude. The wavelength errors can be as large as 10-15 km s -1 in some parts of the camera. In addition, there has always been an ~ + 17 kms -1 offset in the long-wavelength cameras compared to the short-wavelength camera (based on radial velocities of Fe II lines) for many sets of images of the same target (Nichols-Bohlin & Fesen 1986) . NEWSIPS processing will correct for these distortions and remove these errors. Wavelengths within each order in the geometrically rectified Nichols et al. (1994) NEWSIPS image are linearized, greatly simplifying the task of custom extraction of specific orders. Also, large excursions of the LWR low dispersion spectral format across the image in 1978-1979, completely undetected in IUESIPS calibration data, are now properly parameterized in the NEWSIPS calibrations.
Previous Radiometric Calibrations of the IUE Spectrographs
The relative instrumental sensitivity with wavelength for low dispersion large-aperture untrailed spectra was determined in IUESIPS by reference to broadband observations of a small number of standard stars that were calibrated by instruments on the OAO-2, TD-1, and ANS satellites and several rocket experiments. The absolute flux scale was set by reference to the star 77 UMa, which was observed by the same space experiments.
The various absolute flux calibrations mentioned here differ in the epochs for which data were obtained to construct the ITFs and the time intervals during which the standard stars were observed. Table 2 summarizes the history of the absolute flux calibration of IUE. Close attention was paid to the variation in sensitivity of the cameras with time and spectrograph temperature. The resulting absolute flux calibration is generally given as tables of the inverse sensitivity 5 _1 , in units of 10~1 4 ergs cm" 2 Â _1 FW -1 , versus wavelength. A photometric calibration for high dispersion spectra was based on the low dispersion calibration ) and implemented in IUESIPS in 1987. No sensitivity degradation correction was included in the IUESIPS processing for low or high dispersion data. IUE's photometric calibration developed in the following stages:
(1) The first photometric calibration of the SWP and LWR cameras, described by , was based on observations of four photometric standard stars observed between 1978 March and 1979 February. These stars are HD 60753 (B3IV), HD 93521 (09 Vp), BD +28 0 4211 (Op), and BD +33°2642 (B2IV). Bohlin et al. stated that for 300-600 Â spectral bands, the reproducibility for repeated observations of the same star is 2cr=6%. They believed that their absolute flux scale was probably accurate to ±10% for wavelength bands longward of 1200 Â, but they were concerned about nonlinearities in the derived fluxes at low exposure levels.
(2) The 1980 May calibration tional TD-1 and OAO-2 photometric standards and correction of an error in the reduction of trailed spectra. This recalibration and the correction algorithms to be applied to the previously calibrated data were also described by Holm et al. (1982) , who pointed out that the nonlinearity in the SWP fluxes described by was due to an error in the ITF discovered in 1979 July. Bohlin & Holm (1984) described how rj UMa was used to place the OAO-2 and TD-1 photometric standard stars on a common absolute flux scale. High dispersion data taken prior to 1979 July were corrected for the ITF error in the archive, but low dispersion data were not corrected unless a specific request was received for reprocessing.
(3) After the LWP camera was brought into use in 1982, it was calibrated with four photometric standard stars and four absolute flux standard stars (see Cassatella & Harris 1983) .
(4) In their program to use IUE spectra of 37 stars as calibration standards for HST, Bohlin et al. (1990) derived new calibrations for the SWP, LWR, and LWP cameras using the 1984 ITF for the LWP camera and the original 1978 ITFs for the SWP and LWR cameras, reflecting the IUESIPS calibration implemented at that time. They also used 77 UMa as the absolute flux standard and five other stars as relative photometric standards. This calibration was never implemented in IUESIPS. Bohlin et al. (1990) called attention to a possible systematic error in the absolute flux scale defined by rj UMa, because the ratio of the observed flux of the hot white dwarf G191-B2B to that predicted by modelatmosphere calculations is systematically 10%-15% low between 1300 and 1900 Â. Figure 4 shows the ratio of G191 -B2B processed with IUESIPS compared to the 58 000 K model of Finley & Koester (1995) (see Sec. 4.4).
The Recalibration for the Final Archive
The absolute flux calibration for the Final Archive is intended to place all of the IUE spectra on a common, reliable photometric scale. The new calibration, prepared by ESA personnel at VILSPA, is calculated in units of ergs cm" 2 Â" 1 s" 1 , thus including consideration of the exposure time of the image for the first time. The flux calibration is no longer based on the observed spectra of O-type and B-type stars, which contain many absorption lines, are difficult to model, and are sometimes variable, but rather on the Wavelength (A) Fig. 5 . Model atmosphere flux for the white dwarf star G191-B2B computed by Finley & Koester (1995) model atmosphere.
observed spectra of the white dwarf star G191-B2B (González-Riestra et al 1992 , 1993 . The model atmosphere for the hot DA-type white dwarf G191-B2B with parameters r eff =58 000 K and log g =7.5 (see Finley & Koester 1995) shows a very smooth, nearly power-law spectrum with only a weak Lyman-a absorption feature (see Fig. 5 ). A good test of the new relative flux calibration is the shape of the observed flux of the nucleus of the hot planetary nebula NGC 246. Theoretical models predict a simple power-law spectrum, which is confirmed in Fig. 6. (N. B. The temperature estimate for G191-B2B was later revised to 60 000 K by Finley and a model atmosphere with this effective temperature serves as the basis for the HST calibration. The HST calibration also sets the zero point with visual photometry rather than with previous UV experiments in the 2100-2300 Â range. Thus the HST fluxes are expected to be 6% larger than NEWSIPS fluxes, but the difference is wavelength independent.)
Faced with the choice of fixing the zero point of the absolute flux calibration on either visual photometry or UV standard-star fluxes from previous UV experiments, the IUE Project chose to use the UV standard stars in the 2100-2300 Â band. Concerns about both the accuracy of the visual pho- tometry and continuity with other experiments influenced this decision. The new absolute flux calibration is tied to previous rocket and satellite measurements of several standard stars, in particular rjUMa, in the 2100-2300 Â band where the previous absolute flux calibrations by OAO-2 and TD-1 are in excellent agreement. This absolute flux calibration point agrees to within 4% with that obtained from models of G191-B2B using the radius inferred from its visual magnitude and effective temperature. Figure 7 shows the new inverse sensitivity curves for the SWP and LWP cameras. The ratio of the new to the old absolute sensitivity curves is about +4% in the 2000-2400 Á range and +10% in the 1200-1900 Â range, although the ratio does exhibit some significant spectral variations (see Fig. 4 ). The Final Archive incorporates a number of changes in the photometric calibration chain learned from 17 years of experience in analyzing IUE spectra. In addition to the new ITF data and new methods of ITF construction, new values have been derived for the effective exposure times of the various exposure levels due to the inclusion of additional data. Also, the positions of the reseau marks on the faceplates have been remeasured to greater accuracy from a deposition plate on which the reseau marks were etched at the same time and in the same manner as the flight hardware. Ratios of fluxes when stars are observed either through the small aperture or as trailed spectra compared to untrailed observations through the large aperture have been rederived. Corrections to the fluxes for the temporal and temperature changes in the sensitivities of each camera are applied for the first time in IUE data processing (Garhart 1( l92a, 1993c) . In addition, more accurate aperture dimensions have been determined, which are important for the exposure time of trailed data (Garhart 1992b (Garhart , 1993a (Garhart , 1993b . A ripple correction is available for NEWSIPS high dispersion spectra, as well as an absolute flux calibration based on the low dispersion calibration (Cassatella 1994 ).
NEW IMAGE PROCESSING TECHNIQUES
Because initial tests demonstrated the dramatic improvement in S/N realized with accurate alignment of the ITF and the science images (see Sec. 2), the first goal of redefining the algorithms used to process IUE data was to achieve this accurate alignment. Quantitative tests performed before launch and more recently indicate that a significant reduction in S/N of the science data occurs when this misalignment exceeds 0.2 pixels (Oliver 1979; De La Peña et al 1990) . This required precision drove the development of the new ITF alignment method, as the initial test method using found reseau positions (Sec. 2) is not feasible for the majority of the images of the archive because of the low intensity of the background.
The Linde and Dravins technique of cross-correlating the fixed pattern in the science image with that in the ITF was selected for implementation after it was demonstrated that (1) the fixed pattern is constant in raw space, (2) the fixed pattern is reasonably constant with time, and (3) the shift between the raw science image and the raw space ITF is on the order of a few pixels or less. In the NEWSIPS implementation (De La Peña et al 1990; De La Peña 1995), 23X23 pixel patches of the science image are cross-correlated with 29X29 pixel patches of the appropriate ITF level image. The patches are spaced with centers 28 pixels apart, providing a finer grid of fiducials than the reseau marks that are spaced on an -55 pixel grid. The displacement between the science image and the ITF image is usually determined to an accuracy of 0.125 pixels. The maximum cross-correlation coefficient for each patch of the image must pass several statistical tests to be considered valid. Invalid points are later filled in by interpolation. One of the most significant breakthroughs in the Final Archive development came when it was demonstrated that the fixed pattern could be successfully matched with this algorithm even on the lowest-background science images. This result opened the door for a fully automated alignment of every image in the archive.
To use the fixed pattern in raw IUE data to align a science image with the ITF data, the component images of each of the 12 ITF levels were summed in raw space, retaining the noise pattern and eliminating any smoothing of the ITF data by interpolation (Shaw 1990) . Each pixel in the science image is photometrically corrected by identifying the relevant ITF pixels, both in intensity and in image position, and spatially resampling the ITF level with a bicubic spline where required. The interpolation in intensity between ITF levels is done with a linear fit, as in the IUESIPS system, although this approach introduces a small error that would perhaps be avoidable with a smooth function (see Sec. 7.2). Photometric correction using the cross-correlation technique of alignment has been demonstrated to remove the fixed pattern, to the limit of detectability by the cross-correlation software (De La Peña et al 1990) . The resulting photometrically corrected image is referred to in NEWSIPS as the linearized image (LI). Error flags, stored in a separate mask file, have been expanded to indicate many more error conditions and have been implemented such that all error conditions are known to the user.
After photometric linearization, the image is geometrically rectified on the basis of cross-correlation displacements to ITF space and measured reseau locations to geometrically correct space; the image is then rotated such that the spectral data are horizontal. In addition, for low dispersion data, the wavelength scale is linearized, the large and small aperture spectra (which both now appear in the geometrically corrected and rotated image) are aligned in wavelength, spatial discontinuities in the spectrum are corrected, and a tilt correction is applied to large aperture extended-source data to account for the slight tilt of the large aperture with respect to the dispersion direction. The spectral format is forced to a standard position in the image and the wavelength coverage is identical for images for the same camera. In the high dispersion, geometrically corrected and rotated images, the wavelength scale is linearized within each order. The spatial deviations within each order are removed based on a template of "wiggles," the spectral format is forced to a standard position in the image, and a de-splaying correction is applied to ensure that the orders are parallel. The presence of a cross disperser in addition to the echelle grating causes the angle between the dispersion direction and the line representing the locus of constant wavelength across the echellogram to vary smoothly from order to order, resulting in a slight "fanning" (here called "splaying") of the orders (Smith 1990a) . These corrections to the high dispersion images are made by treating each order as a rigid swath several pixels wide with the background interpolated between the swaths. It has been shown that this "rigid order swath" method of applying small-scale geometric corrections results in slightly better resolution of faint spectral features.
The geometric correction and rotation resulting from the pixel-by-pixel vector sum of the individual correction vectors produce noninteger pixel locations (an irregular grid). A resampling algorithm is then used to place the irregularly spaced image data back to a regular grid. This is the only resampling of the science image in the NEWSIPS processing system. The resampling algorithm used to create the geometrically rectified and wavelength linearized images for low and high dispersion is a modified Shepard method (NAG software library, Numerical Algorithms Group, Inc.), utilizing a weighted local mean and an interpolative surface that is continuous and has a continuous first derivative. The modified Shepard method has been demonstrated to preserve flux and line shapes to a high degree. The resampling is performed after calculating the vector sum of all corrections for each pixel. The resulting geometrically rectified image for low dispersion is known as the SILO image [see Fig. 8 (Plate  14) ]. The high dispersion geometrically rectified file represents a new data product requested by the FADC, which allows users to perform simple custom extraction of individual orders of the echelle spectral data. This image is known as the SIHI image [see Fig. 9 (Plate 15) ]. The summed correction vector for each pixel is available to the user in the Vector Displacement file, allowing a direct identification of the raw space pixel(s) that generated the processed pixel.
The low dispersion spectral data are extracted using a signal-weighted extraction technique (SWET in the NEWS-IES system) based on the "optimal extraction technique" by Kinney et al. (1991) . This technique determines empirically the shape of the cross-dispersion profile and weights the pixels accordingly, incorporating a noise model that successfully excludes cosmic-ray hits and provides an error estimate for each extraction point. Spline-fitting routines in the dispersion direction are used to characterize the profile. As many as 15 nodes, placed in regions of the spectrum with highest S/N, are employed to determine the spline function. The code to perform the weighted-slit extraction was kindly provided to the IUE Project by A. Kinney, along with support for implementation.
High dispersion data have an additional step in the processing compared to low dispersion data. Elevated global background in high dispersion images is caused by halation, which is a measure of the strength of the tail of the point spread function (PSF) of a detector. This global background represents the wings of the PSF that overlap one another, with the effect being largest in regions of closely spaced spectral orders and decreasing in regions of widely spaced orders. For images with significant halation, the distribution of energy from a source is spread over a large area of the image, with part of the flux in the faint wings of the PSF lost in the detector noise. Halation in IUE detectors is caused by two sources, (1) backscattering of UV photons from the antihalation layer, with some contribution from soft x rays in the UV to optical light converter, and (2) SEC gain. Contributions from these two sources are about equal. Not only does halation create an artificially high background, but equivalent widths of spectral features are decreased by at least 10% because the tail of the PSF is lost in the noise. An empirical approach was taken to removing the effects of halation from high dispersion images for the Final Archive by modeling the global background for each image, with narrow swaths both parallel to (but placed between orders) and perpendicular to the dispersion, creating a background "surface" (Smith 1990b) . The background is then characterized with Chebyshev polynomials for each order and removed in the extraction process.
Prior to this background modeling, the image is automatically scanned for faint grazing-incidence cosmic-ray hits (broad, diffuse, low-intensity, often comet-shaped intensity enhancements, covering several orders), and the relevant pixels are flagged. Such broad but faint features impede the global background modeling that follows. A full image produced by this algorithm flags background pixels that deviate significantly from the mean background of the image. This image shows the user at a glance which regions (and orders) are contaminated by such cosmic-ray hits.
The high dispersion spectral data are extracted from the SIHI image in two steps. First, a broad Gaussian profile is used in combination with the high dispersion noise model to flag direct cosmic-ray hits in each order that should not be included in the extraction. Second, the spectral flux for each order is extracted using a boxcar extraction method, with the slit height varying as a function of order. An important bonus of the Final Archive processing is the extraction of six additional orders that were not extracted with IUESIPS for LWP and seven additional orders for LWR. Some of the new orders are at the longest wavelengths and extend to 3400 Â, although these orders do not overlap in wavelength and can be contaminated with second-order light for very hot objects. Two of the new orders in the long wavelength cameras are at the shortest wavelengths and, although somewhat noisy, extend coverage to 1840 Â. Perhaps most important, the improved S/N coupled with the removal of the global background makes the SWP high dispersion data between 1150 and 1200 À quantitatively useful for the first time (see Fig.  21 for an example). The MgF 2 coating on the faceplates effectively cuts off transmission below 1150 Á.
ADDITIONAL IMPROVEMENTS FOR THE IUE FINAL ARCHIVE
To create a homogeneous archive with the limited available resources, it was important to design the system to be completely automated without human interaction. Automated quality control procedures were designed so that NEWSIPS is a "smart" software system. Many thresholds and consistency tests are checked during the processing of each image, and the image is flagged for inspection if it differs from any predicted values. For example, the detection of sufficient spectral flux for the extraction of a low dispersion spectrum with an empirical profile is evaluated in the raw image at the beginning of the processing by one algorithm and also in the resampled image by another, just prior to the extraction, to ensure that the image alignment has not been corrupted in the processing. After the processing of 12 000 images, the only images that have failed to process are those with irrecoverable raw image corruption (~0.2%-0.3%). Of the images flagged for inspection, essentially all have been passed as correct. The production processing system is driven by a database that handles image queuing and tracking. However, the interface between the database and the processing system is an ASCII file, and the code is standard FORTRAN 77 interfaced to Portable MIDAS, allowing full portability.
The critical tool for future investigators of IUE data will be the Final Catalog of observations. Both IUE observatories have verified the accuracy of the Final Catalog and the information in the image headers. A set of "core data items" (CDIs) has been identified that is verified from observatory records available at each station. These CDIs fall into two categories: (1) information necessary to process correctly each image and (2) information necessary or useful for scientific analysis. The CDIs are presented as FITS keywords in the output FITS files from NEWSIPS and are available in the IUE database. The CDIs are fully described in Nichols et ai (1994) .
Whereas IUESIPS only extracted low dispersion data from the aperture or apertures indicated on the observing script by the observer, NEWSIPS automatically searches for and extracts data in both apertures for all images. Thus the
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Final Archive will contain all spectral data acquired with IUE, including undocumented serendipitous exposures. Also, the software automatically determines the width of the spectral data to indicate point-source or extended-source extraction. The large and small aperture high dispersion data are nearly coincident on the image and cannot be separately extracted.
A tremendous benefit to users of the IUE Final Archive is the availability of data-quality measures in the database for each image. The NEWSIPS processing techniques provide some new useful information on the quality of each image and the extracted spectral data that was not available with IUESIPS. The output parameters of greatest value to investigators for screening of data are the median cross-correlation coefficient and the mean shift from the pattern-matching algorithm. These parameters are proven to be reliable indications of the S/N of the extracted spectral data. For low dispersion extraction, the number of spline nodes and the wavelength bin size are also closely related to the S/N of the extracted data. The exposure level estimates for the continuum and background are determined in a consistent way for all images, with the continuum measurements based on several regions of the spectrum known to be devoid of emission lines. All of this information, in addition to other imagequality parameters, is available as FITS keywords in the output FITS files. This new system of output quality indicators allows investigators to screen images for analysis without having to examine each spectrum individually and represents one of the most important advances in the Final Archive. Quantitative information on the relationship of these parameters to the S/N of the extracted spectral data is found in Nichols et al (1994) .
ENHANCEMENTS NOT IMPLEMENTED FOR THE FINAL ARCHIVE
There are several potential enhancements to the IUE image processing and calibration techniques which were not implemented in the Final Archive reprocessing primarily for lack of budget to study fully and test the techniques. It was necessary to select the most productive improvements and curtail development of enhancements that would require either too many resources or provide too small an improvement in the output data quality.
Correction for Beam-Pulling Effect
Oliver et al (1979) demonstrated that flat-field exposures of increasing intensity suffer from beam-pulling effects as the read beam is pulled out of alignment in the direction of the unread charge (downward in the image). The displacement of reseau marks to lower line numbers in flat-field ITF images clearly demonstrates this effect. Significant effort was expended in the Final Archive development to find a method of correcting for this beam-pulling effect, because without correction, pixels with DN values at the highest ITF levels in the spectral data are systematically misaligned with respect to their true ITF pixel positions. Since none of the Sensitivity Monitoring Images  Year  78  80  82  84  86  88  90  92 analyses produced a technique that improved the S/N in the extracted spectral data, no correction has been implemented in NEWSIPS.
Pixel-Specific ITF Curves
For a given pixel, the interpolation between the two intensity-bracketing levels of the ITF should be accomplished best with a smooth function of the entire ITF curve. The implementation of such smooth functions proved rather challenging, however, as spline fits and polynomial fits resulted in unsatisfactory results for some ITF curves at the higher levels. A linear fit, therefore, was used for the Final Archive processing. The largest errors in the ITF correction resulting from a linear fit will be between the lowest levels, where the exposure times are small compared to the uncertainties in the effective exposure times, generally a few percent. Linde & Dravins (1988) and Ayres (1993) have implemented a smooth function interpolation for evaluation of the ITF data.
Most Applicable ITF
It has been shown that the mean cross-correlation coefficient for an image is closely correlated to the S/N of the extracted spectral data. Therefore, the best S/N of the spectral data will be achieved with the use of the ITF for that camera that yields the highest mean cross-correlation coefficient. There are two usable raw space ITFs available for each of the three cameras, and the ideal image processing scheme would select the better ITF for each image after cross correlating with both available ITFs. Figures 10-12 show the median cross-correlation coefficients for standard star images taken over the lifetime of IUE. It is known that the larger the median cross-correlation coefficient, the greater the S/N of the extracted spectrum. Figure 10 (1995) . These figures show that the trends with time are apparent, as is the fact that a few random images contradict the trends with time. Each ITF, however, requires a separate calibration for wavelength, noise characteristics, absolute flux, and sensitivity degradation. Resources were not available for this scenario. Therefore, only the LWR images have two ITFs available for processing and are linearized with the ITF that yields the better cross-correlation results, because of the fairly even distribution of images in the archive appropriate for each ITF. The 1984 LWP ITF is not used in the Final Archive production, although several thousand images, primarily taken early in the mission, would be better corrected with the 1984 ITF. The 1985 SWP ITF is used in the Final Archive, although there is evidence that the 1992 SWP ITF is preferable even for images taken as early as 1986, and more so with each succeeding year. However, the 1985 SWP ITF was already calibrated and implemented when the 1992 ITF was acquired. Because the improvement in S/N can be very significant with the use of the appropriate ITF, calibration and implementation of these "alternate" ITFs in the future would be very useful.
periodic noise in raw-space science images, because the ITF is rarely aligned with a raw-space science image and must be resampled for alignment. The periodic noise has not been removed from the raw-space science data to guard against overprocessing and manipulation of the data. Users of the Final Archive, however, may find it advantageous to remove the periodic noise from the raw science data and reprocess.
Implicit Versus Explicit Alignment With ITF
The original tests that justified the Final Archive effort used alignment of the science image with the ITF via reseau marks and "explicit" geometric correction (i.e., the science image was resampled to the ITF space for fine alignment and subsequent photometric linearization). These tests indicated that an explicit geometric correction provided better S/N in the extracted spectral data than an "implicit" geometric correction in which the ITF is resampled to the raw-space science image for photometric linearization. The implication is that the ITF data should never be resampled. The science image, which suffers from various degrees of distortion with respect to the ITF, suffers less degradation in S/N by resampling in the photometric correction step. Each pixel in the WE science image contains no spatial data. The pixel value is the DN value read by the read beam at the central location of the pixel. Tests of explicit vs implicit geometric correction for the application of the ITF in the Final Archive were never performed, and the implicit geometric correction is now implemented. It remains to be determined whether the S/N would be higher for implicit or explicit geometrical correction.
Periodic Noise in Science Images
Periodic noise is coherent in raw space IUE images (see Sec. 4.1.4) . The periodic noise is removed from the flat-field images used to construct the ITF via a Fourier transform (FFT) filter. If, instead, the periodic noise in the ITF were left in the data, one could not expect that it will cancel the 7.6 Weighted-Slit Extraction for High Dispersion
The improvements in S/N realized with the weighted-slit extraction in low dispersion clearly justify the use of a weighted-slit extraction in high dispersion. However, the very large processing time required to perform such an extraction for every order of every high dispersion image, and The use of a weighted-slit extraction would have increased the total processing time for a high dispersion image by 25%. Users of IUE Final Archive data who choose to perform a weighted-slit extraction for specific orders of interest will find that this procedure can be done easily by using the geometrically corrected and rotated SIHI file.
Extraction from the Linearized Image File
The spectral data are extracted directly from the geometrically corrected and rotated image. For high dispersion, this process represents a departure from the IUESIPS technique, where the extraction was performed from the photometrically corrected image retained in raw space. Although both techniques resample the data, the IUESIPS technique oversampled by V2/2 pixels, whereas the NEWSIPS technique resamples each pixel into geometrically correct and rotated space and then samples at a one-pixel spacing. One result of the NEWSIPS extraction technique is that data are smoothed by the two-dimensional interpolation. Although the smoothing is minimal, it can reduce the detectability of severely blended features. The NEWSIPS technique is superior in the continuum definition and detectability of single weak features. For specific projects requiring the study of severely blended features, extraction from the LI file may be warranted.
RESULTS OF THE FINAL ARCHIVE PROCESSING TECHNIQUES
We now compare representative examples of NEWSIPSprocessed data with the archived lUESIPS-processed version. In each case the IUESIPS processing was the version implemented at the time of observation. All IUESIPS processing was performed after the implementation of the "new software" (Tumrose & Thompson 1984) and there is no significant difference between the processing of any of the IUESIPS images discussed here. Neither the IUESIPS-nor the NEWSIPS-processed data have been smoothed in all but one of these examples. The low dispersion data presented are available on-line from National Space Sciences Data Center (NSSDC). The high dispersion data were processed with the prototype version of NEWSIPS, which is not yet implemented for production processing.
The improvements of NEWSIPS processing of the hybrid-chromosphere star 8 And (K3 III) are shown in Fig.  13 . This class of stars is characterized by strong cool winds (detected by blueshifted absorption features in the Mg II lines) and transition region emission lines like CIV 1550 Â, indicating 10 5 K material. In the lUESIPS-processed image, the only clearly evident spectral features are OI 1304 À, CI 1657 Â, and Sin 1808, 1817 Â, all produced by relatively cool gas. The CIV 1550 Â feature may also be present. By decreasing the fixed pattern noise, the NEWSIPS processed spectrum reveals the CIV 1550 Â, Si IV 1400 Â, and probably also the CII 1335 Â features, which indicate the presence of 10 5 K transition region gas. Thus NEWSIPS reveals the hybrid nature of the star, whereas the lUESIPS-processed image does not permit one to make this conclusion.
The spectrum of the quasar Q1150+497 with z=0.334 is a particularly illustrious example of the improvements in NEWSIPS-processed images (see Fig. 14) . The broad emission feature at 1500 Â, which is seen in a number of highbackground images, is an artifact of IUESIPS processing. Note that this spurious feature has a larger equivalent width than the redshifted Lyman-a feature seen at 1620 Â. IUE-SIPS processing corrupted the redshifted Lyman-a profile to the degree that no useful measurement of the profile or equivalent width is possible. In fact, the NEWSIPS data reveal an extended red wing to the Lyman-a line and possibly N v. Also note that the O VI feature redshifted to -1380 Â (Michalitsianos 1995) is more clearly present in the NEWSIPS-processed data. The NEWSIPS spectrum also includes an easily defined continuum.
An example of NEWSIPS and IUESIPS processing of a spectrum with a high-radiation background, the white dwarf Wolf 485 (WD 1327-083) , is shown in Fig. 15 . The broad absorption feature at 1400 Â, which is well traced in the NEWSIPS data, is believed to be due to quasimolecular H 2 and (Koester et al 1985; Nelan & Wegner 1985) and is commonly seen in white dwarfs with T e^\ 9 000 K. Note the significant enhancement in the S/N of the NEWSIPSprocessed spectrum.
A direct result of the removal of the fixed pattern noise from IUE spectra is that more NEWSIPS spectra can be coadded with accompanying gain in S/N than was possible with IUESIPS spectra. The fixed pattern noise remaining in IUESIPS spectra effectively limited the S/N that could be achieved by coadding spectra, whereas NEWSIPS processing permits higher S/N from the coaddition of many spectra.
As an example, spectra of the central star of the planetary nebula Kl-16 were chosen for coaddition. The ten spectra chosen have similar exposure times (10-17 min) and similar THDA values (8.5-11.2 °C). An example of an individual spectrum of Kl -16 (SWP 18639) processed with both NEWSIPS and IUESIPS is shown in Fig. 16 . The coaddition of 10 spectra processed with NEWSIPS and IUESIPS is shown in Fig. 17 . We are aware that Kl -16 is a pulsating object with UV variability (Feibelman et al 1995) . This characteristic undoubtedly limits the S/N achievable with image summation to some degree. While the improvement in S/N of both the individual and summed NEWSIPS data is discernible by eye from these figures, a quantitative assessment of the S/N of increasing numbers of images is more instructive. The IUESIPS and NEWSIPS spectra were successively summed, increasing the number of spectra by one for each coaddition, selected in random chronological order to avoid grouping images taken during the same campaign with similar observing conditions. Values of S/N were calculated for 6 Â bins (one resolution element) between 1250-1380 and 1600-1900 À to avoid the Lyman-o? emission and minimize spurious results due to spectral morphology. The Wavelength Fig. 16 . Comparison of the IUESIPS and NEWSIPS processing for a single low dispersion image of the planetary nebula Kl-16. The NEWSIPS spectrum is offset vertically for clarity. standard deviations in all 6 À bins for each spectrum were then averaged for the quantitative assessment, giving an average S/N for each successive sum for both NEWSIPS-and lUESIPS-processed data. Figure 18 shows the mean S/N versus the number of spectra included in each coaddition for both the IUESIPS-and NEWSIPS-processed data. The theoretical photon limit of S/N is shown for comparison. Coadded NEWSIPS data show not only larger S/N values than coadded IUESIPS data, but the derivative of the S/N as a function of number of images is generally greater, especially for the first four summations. The results demonstrate that (1) the fixed pattern noise is considerably reduced in NEW-SIPS data and (2) NEWSIPS coadditions give greater S/N than IUESIPS coadditions of the same spectra. The results in Fig. 18 are directly applicable to the particular images studied here. Results for coaddition of images of other objects will certainly vary, depending on the S/N improvement in a single image and the success of the cross-correlation algorithm in aligning science data with the ITF. High-background and/or underexposed images will show greater improvement, whereas low-background and optimally exposed images will show less improvement. Coaddition of images obtained with large variations in THDA will yield less consistent results. We have encountered no case where the S/N of summed NEWSIPS data is less than that of IUESIPS data. The high dispersion version of NEWSIPS is not complete Fig. 18 . Plot of S/N for summations of increasing numbers of images using IUESIPS-and NEWSIPS-processed data for the planetary nebula Kl -16. An example of the theoretical photon limit of S/N is also shown in the plot. The photon limit curve should be displaced upward to the true photon limit. as of this writing. Therefore, the spectra presented as examples have not been "ripple" corrected to accommodate for the blaze function of the echelle grating, and they do not have an absolute flux calibration or a wavelength calibration. The relative fluxes are in units of FN that have been linearized with the ITF, but do not have an absolute flux scale. The x axis is in units of pixels rather than wavelength, and the global background correction has been applied. The first example (Fig. 19) is the Si IV line region in a spectrum of the Wolf-Rayet star HD 50896. The Si iv lines are interesting because the low-ionization interstellar lines in this line of sight show high-velocity features at -80 and -125 km s _1 , but no high-ionization, high-velocity components have been definitely detected. The low-ionization, high-velocity features (i.e., Si II, C II, Fe il, N l) have been attributed to an extended shell of gas some 6° in diameter centered on the Wolf-Rayet star, which is probably an evolved supernova remnant (Nichols-Bohlin & Fesen 1986; Howarth & Phillips 1986 ). In the NEWSIPS-processed Si IV spectrum, a shortward-shifted component at -70 km s -1 is clearly credible, and there is a possible second component at ~ -160 km s" 1 . It is likely that the highly ionized, high-velocity gas arises from the supernova remnant in the line of sight toward HD 50896 and thus has interesting implications concerning the structure of very old supernova remnants. The presence of highly ionized gas in the shell of an extremely evolved supernova remnant would support the theory that supernova remnants harbor high stage ions in their shells for much longer than previously thought and that they evolve in relative isolation from other supernova remnants and superbubbles (Slavin & Cox 1992) . High dispersion data processed with NEWSIPS provides important enhancements of the IUE archival data. First, the improved global-background removal and the accurate centering of the extraction slit in these closely spaced orders allows one to usefully analyze data between 1150 and 1200 Â. Also, the global-background removal now results in a positive flux for both the absorption lines and the continuum. HD 93222 is an 07 ni((f)) star in the Carina region. Figure  20 shows the spectral region of this star around the Si m line at 1206 À and Lyman-a. In the HJESIPS-processed spectrum, the Si in line is barely detectable above the noise level, and negative flux is recorded not only in the core of the Si in line but also in the continuum between 1209 and 1215 Â. In the NEWSIPS version, the continuum remains positive, and the Si ill line is now easily detected and measurable, along with a high-velocity component at -350 km s" Nebula are unusually complex, with an overall velocity range of 550 kms -1 (Walbom & Hesser 1982; Walbom et al 1984) . HD 93222 is particularly interesting, with components at -350 and +80 km s _1 detected in C II and Mg II, and at least five components in the high-ionization and excited-state lines. In the NEWSIPS-procès sed spectrum of this star (Fig. 21) , the previously unstudied Si II lines at 1190 and 1193 Â show evidence of a component at -350 and -90 km s _1 . In addition, the stronger line at 1190 Â has a +80 km s -1 component, substantiating the earlier result based on only two other lines. The availability of useful data shortward of Lyman-a opens a new wavelength window for WE data analysis not previously fully accessible. This region includes some species not available in the rest of the WE spectral range, such as S ill, C m, and V m. It also includes two additional Si II lines, one of which is the strongest of its species in WE data; access to this new wavelength window provides six / values instead of the four that occur at longer wavelengths and allows one to probe a much larger range of the curve of growth.
One of /i/E's most important contributions to astrophysics in the last several years has been the multi-day observing campaigns to study the variability in the winds of hot stars with simultaneous ground-based and UV coverage. The vari- (SWP 37328) in the region of the blue edge of the saturated C iv P-Cygni profile. The top plot is NEWSIPS-processed data, and the bottom plot is lUESIPS-processed data. Flux is in linearized flux numbers. The x axis is in pixels in the top plot and in angstroms in the bottom plot. Variability measurements are based on the cut-off region marked on each plot. ability, seen in the forms of migrating discrete absorption components in unsaturated wind lines and blue-edge profile variability in saturated wind lines, is now known to be ubiquitous among O stars and is probably tied to the rotation period of the star, although the formation mechanism is still to be resolved. Figure 22 shows the blue edge of the C iv P-Cygni profile in a spectrum of f Per. The blue edge of the absorption, which must be measured accurately in a large number of spectra for correlation with ground-based data such as Ha profile variability, is clearly more precisely determined in the NEWSIPS processed data, reducing the errors associated with these studies. Variability studies of this nature are among the problems that can only be addressed currently or in the foreseeable future with WE observations, which provide the high time resolution, uninterrupted time sequences, and large wavelength coverage required.
It is a common practice to smooth IUESIPS data before analysis to increase the detectability of the features such as those discussed here, but as the reader can see from the figures in this section, data processed with NEWSIPS can be analyzed productively without smoothing, retaining the full resolution of the extracted data. Typical low dispersion spectra show an increase in S/N of 10%-50% with NEWSIPS processing. The largest gains in S/N occur for images with high background and underexposed data. In such cases the gain can be 100%-300%. High dispersion data show even larger gains in S/N when processed with NEWSIPS as compared to IUESIPS. Some of this gain is due to the oversampling of IUESIPS data along a diagonal with respect to the raw-image coordinates. High dispersion images show a gain in S/N of a factor of ~2 and coadded data can approach S/N=50. In addition, the noise in the spectrum is whiter than in IUESIPS, according to Fourier analysis (Smith 1994) .
Images acquired at THDA readings more than a few degrees different from the mean THDA value of the relevant ITF always suffer from unusually large distortions compared with images within the acceptable temperature range. The cross-correlation algorithm has a significantly higher confidence level in the pattern recognition, and the mean shifts are smaller, when the THDA of the image is close to that of the applicable ITF (Table 3) . Therefore, images with THDAs more than a few degrees from the mean ITF THDA for that camera will have lower S/N, lower mean cross-correlation coefficients, and larger mean shift magnitudes. Images taken far in time from the ITF epochs will be degraded in a similar way.
CONCLUSIONS
The primary goal of the IUE Final Archive effort is to produce a high-quality, uniformly processed and calibrated data set as the final product of the IUE mission. The FADC provided invaluable input to the Final Archive project with ideas and software from the community and by setting priorities for the work. The photometric calibration has been improved with carefully constructed ITFs, and the absolute flux calibration is now based on white dwarf models, reducing the internal errors of the calibration. Entirely new image processing techniques have been developed for the Final Archive, including use of the fixed pattern in the science image as a fiducial for alignment with the two-dimensional photometric calibration (ITF) and the removal of global background in high dispersion images.
Results of the new processing method show an increase in S/N of 10%-50% for most low dispersion images and -100% for high dispersion images. The resulting gain in S/N for typical NEWSIPS-processed data is consistent with the predictions based on preliminary tests in [1988] [1989] . The greatest gain in S/N is achieved for underexposed and high-background images, where the gain can be significantly greater than that quoted above. The increased S/N leads to greater confidence in the continuum placement and reduced errors in the equivalent widths. Thus, the limit of detectability for a weak feature in high dispersion data has been reduced from 25 to 12 mÂ. In low dispersion data, the new absolute flux calibration has removed the relatively large discrepancies between 1300 and 1600 Â, improving the accuracy of model fitting, especially for very hot objects.
The improved S/N coupled with the effective removal of halation now permit the productive analysis of data in the 1150-1200 À region of SWP high dispersion images. This capability is important because the Goddard High-Resolution Spectrograph (GHRS) with the Corrective Optics Space Telescope Axial Replacement (COSTAR) has poor sensitivity in this region, making IUE the only useful high resolution instrument in this region. For the long-wavelength cameras at high dispersion, several new orders are extracted at both the long and the short-wavelength regions. The comparisons shown here clearly indicate that there is new science to be accomplished with Final Archive IUE data. For example, SAnd can now be recognized as a hybrid object by using NEWSIPS-processed data. Several previously undetected features in the QSO Q1150+497 are seen in the NEWSIPS processing. High-velocity absorption line components shortward of 1250 Â in HD 93222 in the Carina Nebula are apparent with NEWSIPS processing. Also, the blue-edge cutoff, which is a key to studies of hot star wind variability, is more clearly defined in the NEWSIPS processing of the saturated wind line of CIV in f Per.
Note added in proof: The spectra presented in the comparison between IUESIPS and NEWSIPS are exactly as they are available in the archive and thus the IUESIPS spectra are oversampled compared to NEWSIPS by a factor of 2/V2. This representation gives a visual effect of more noise in the IUESIPS spectra. We did not resample the IUESIPS spectra to the sampling frequency of the NEWSIPS data because this would not yield fully comparable results. The NEWSIPS data have been smoothed in the two-dimensional image, not in the spectral extraction step, so resampling the extracted IUESIPS spectra would involve interpolation of different portions of the image than the NEWSIPS resampling. Also, the noise in IUESIPS is partially correlated (nonwhite) noise which can contaminate the signal when the data are resampled. Care must be taken in comparisons of NEWSIPS and IUESIPS data in consideration of these points. 
