Abstract-An approach based on limited-angle transmission tomography for reconstruction of the sound velocity distribution in the breast is proposed. The imaging setup is similar to that of x-ray mammography. With this setup, the time-of-flight data are acquired by a linear array positioned at the top of the compressed breast that both transmits and receives, and a metal plate is placed at the bottom as a reflector. The setup allows acoustic data acquisition for simultaneous B-mode image formation and the tomographic sound velocity reconstruction. In order to improve the sound velocity estimation accuracy, a new reconstruction algorithm based on a convex programming formulation has been developed. Extensive simulations for both imaging and time-of-flight data based on a 5-MHz linear array were performed on tissues with different geometries and acoustic parameters. Results show that the sound velocity error was generally 1-3 m/s, with a maximum of 5.8 m/s. The radii of the objects under investigation varied from 2 to 6 mm, and all of them were detected successfully. Thus, the proposed approach has been shown to be both feasible and accurate. The approach can be used to complement conventional Bmode imaging to further enhance the detection of breast cancer.
I. Introduction
T he detection of breast cancer is an important task of medical ultrasound. Although B-mode imaging is commonly used, several issues need to be addressed in order to improve its effectiveness in breast cancer detection. First, severe distortions caused by sound velocity inhomogeneities (including phase aberrations and wavefront amplitude distortions [1] - [5] ) may be present. Such distortions degrade the contrast resolution and, therefore, reduce cancer detectability. Furthermore, even if a region is detectable above the background, it still may be difficult to distinguish a tumor from a region of fat. This leads to a second issue, related to the fundamental contrast mechanism. In B-mode ultrasound, the image contrast is primarily determined by tissue scattering properties and acoustic impedance. In other words, if two regions in the image have similar scattering properties and acoustic impedance, they may not be distinguishable. In breast B-mode ultrasound, a fat region and a tumor may have similar characteristics on the resulting image. For example, the B-mode image of a solid homogeneous hypoechoic tumor with irregular borders may look like a fat region [6] . Alternative imaging methods can be used to form a breast image based on different acoustic parameters. One example is the elasticity imaging based on elastic modulus [7] , [8] ; because elastic modulus varies over a wide range in different tissues, it is possible to provide a much higher contrast among different tissues of interest.
In this paper, the physical parameter of interest is the sound velocity. One of the reasons is that the velocity of sound in cancerous tissue is higher than that in fat [9] . Although the sound velocity distribution alone may not be adequate for obtaining full diagnostic information, tumors can be detected more accurately and effectively by combining the sound velocity distribution information with the corresponding B-mode image. In other words, the Bmode image and the sound velocity distribution complement each other. The second reason for using sound velocity is that, if the sound velocity distribution can be found, it may be possible to devise an adaptive imaging scheme and to correct for the image distortion in conventional B-mode imaging due to sound velocity inhomogeneities [10] - [15] .
The sound velocity distribution can be measured using ultrasonic computed tomography [16] . However, the apparatus used for computed tomography is very different from that used for B-mode imaging. It is the main purpose of this paper to develop an imaging strategy for reconstructing the sound velocity distribution using pulse-echo data from a linear array, such as that used in B-mode imaging. Note that the setup is similar to the limited-angle transmission tomography setup proposed by Krueger et al. [17] , [18] . Nonetheless, a new reconstruction algorithm is proposed in this paper that provides a significant improvement in estimation accuracy. This improvement is mainly attributable to the proposed technique successfully incorporating information from the B-mode image of the same object. As described in Sections III and IV,B, the B-mode image is used for segmentation such that constraints can be properly defined and imposed during reconstruction. Extensive simulations were performed to test the efficacy of the proposed technique. The B-mode images were simulated using a k-space method [19] , and the time-of-flight data were generated using the series solution to the scattering of a plane wave incident on a fluid cylinder [20] . Applying the proposed technique produced accurate sound velocity distributions. Note that the use of B-mode images for segmentation also has been proposed in near-infrared breast imaging [21] , [22] . The paper is organized as follows. Section II describes the methods used to generate all the required data, including the B-mode image and the time-of-flight data. Section III introduces the proposed method for reconstructing sound velocity distributions. Section IV demonstrates the efficacy of the proposed method. Section V discusses properties of the proposed method and its potential applications. The paper concludes in Section VI.
II. Data Simulations

A. Imaging Setup
The imaging setup is shown in Fig. 1 . All the image objects used in this paper contain cylindrical targets along the z-axis, and t denotes the time throughout this paper. Note that the setup is similar to that of x-ray mammography [23] and the one proposed by Krueger et al. [17] , [18] for ultrasound. Fig. 1 shows that the linear array has several (N A ) channels and that a metal plate is used for reflecting the acoustic wave. The array axis and the beam axis are defined as the x-axis and the y-axis, respectively. In addition to performing B-mode imaging, the imaging setup shown in Fig. 1 also is capable of transmitting a wideband pulse from a single channel in order to acquire a complete channel data set {e ij (t)}, 1 ≤ i, j ≤ N A , where e ij (t) is the echo signal received by channel j when only channel i transmits. With e ij (t), the time-of-flight t ij corresponding to the same transmit/receive combination for the echo reflected from the bottom metal plate can be obtained.
Let c(x, y) denote the sound velocity at the center frequency of the transmitted pulse. When only soft tissues are considered and only time of flight is of interest, effects of refraction associated with sound velocity inhomogeneities can be ignored [16] . In this case:
where L ij is the path of the line integral as shown in Fig. 1 , and s(x, y) = c −1 (x, y) is defined as the slowness. Assume the average slowness in the image object is s 0 , and define:
as the geometrical delay, then the time of flight with geometrical delay compensated becomes:
where ∆s(x, y) can be discretized with spatial sampling intervals ∆x s and ∆y s in the x and y directions, respectively. In this case, (3) becomes:
where l ij and ∆s are MN × 1 column vectors,
e., the length of the line segment that is the intersection of the path L ij and the rectangle centered at the grid point (m, n) with a size of ∆x s × ∆y s ], and (∆s) (m−1)N +n ≡ ∆s(m, n).
There are a total of N 2 A equations in (4) . Due to the assumption of the straight-line propagation path, l ij = l ji , and ∆t ij can be set to (∆t ij + ∆t ji ) 2 for 1 ≤ i ≤ N A , 1 ≤ j ≤ i. Thus, the number of equations reduces to N A (N A + 1) 2, and they can be put into the following matrix form:
where ∆t is an
, ∆t is obtained from the channel data, and L is calculated based on the geometry. The focus of this paper is to develop a scheme for accurately solving slowness distribution ∆s.
B. B-mode Image Generation
All B-mode images in this paper were generated with a k-space method proposed by Tabei et al. [19] . This method solves the coupled first-order linear acoustic propagation equations for a fluid medium and allows inclusion of relaxation absorption and perfectly matched layers. It enables accurate calculation of scattering in soft tissues and, therefore, simulated speckle images can be formed. Furthermore, diffraction, refraction, and scattering in an inhomogeneous medium are all accounted for.
All data in this paper were generated under MATLAB (Mathworks, Natick, MA). The fast Fourier transform in the west (FFTW) routine also was adopted [24] for the fast Fourier transform in order to make the k-space method more computationally efficient. All codes were developed by the authors except for the FFTW. The hardware platform was a personal computer with a 2.4 GHz Pentium 4 CPU (Intel, Santa Clara, CA) and a total RAM of 1.5 gigabytes. It took about one day to generate the required data for each case. Obtaining a complete channel data set {e ij (t)}, 1 ≤ i, j ≤ N A , requires N A firings, which in general is very time consuming. In order to reduce the computation time, only eight firings were used per image, with all channels receiving to generate a B-mode image using a synthetic aperture approach.
C. Generation of the Time-of-Flight Data
The simulation time can be reduced by generating the time-of-flight data without simulating the channel data. In this case, the time-consuming k-space method is replaced by the series solution to the scattering of a plane wave incident on a fluid cylinder [20] . The details of this method are provided in Appendix A. Note that there are limitations associated with this approach: relaxation absorption cannot be fully taken into consideration, and the medium can contain only cylindrical targets with a circular cross section. Nonetheless, a case (which is the same as the 1× case in Section IV-A, except for the absence of relaxation absorption) was used for verification. The results show that the differences in time of flight between this method and the k-space method can be ignored.
III. Reconstruction of the Sound Velocity Distribution
Several approaches can be used to solve (5), of which a convex programming formulation for inconsistent problems [25] was chosen because it can incorporate the Bmode image information. Appendix B provides details of the convex programming formulation. Note that, in this paper, C = {x ∈ X : property P (x)} means that C is a subset of X containing all x in X which have the property P [26] .
To achieve good reconstruction accuracy, prior knowledge of ∆s in (5) must be used. For example, the sound velocity in soft tissue and ∆s are both bounded. Thus, the sound velocity is assumed to be in [c lower , c upper ] (where c lower = 1450 m/s and c upper = 1580 m/s throughout the paper), and this is a hard constraint (i.e., a constraint that cannot be violated). Define:
where s 0 is the assumed background slowness; then C velocity is referred to as a property set as it is relevant to the prior knowledge. Note that C velocity , which contains the slowness distribution that satisfies the velocity constraints, is nonempty, bounded, closed, and convex.
and ∆t as ∆t = ∆t 1 ∆t 2 · · · ∆t NA(NA+1)/2 T , in order to satisfy (5), the slowness distribution ∆s must belong to:
where each C ∆ti is a closed and convex set in R MN (i.e., ∆s must belong to C ∆ti , the intersection of the C ∆ti sets). Each C ∆ti set in (7) is referred to as a data set as it is directly related to the known ∆t i . The C ∆ti may be empty, and even if it is nonempty, the points in the set may not lead to reasonable sound velocities. Therefore, the C ∆ti that contains all the slowness distributions that satisfy ∆t i is a soft-constraint set. The slowness distribution ∆s does not have to match all time-of-flight data. In other words, violation is allowed. Nonetheless, the distribution must minimize the total errors.
A slowness distribution x ∈ C velocity minimizing the cost function (i.e., the total amount of violation of the time-of-flight data):
where
w i = 1, and d (x, C ∆ti ) is the distance between x and C ∆ti , can be found by taking x as the limit of the sequence {x n } (i.e., lim n→∞ x n ). The x 0 ∈ C velocity is an initial slowness distribution and: (9) where
, and P C velocity is the projector onto C velocity . This algorithm is called Algorithm I. The parameters λ n and γ determine the rate of convergence, and the weights w i reflect the relative importance of the time-of-flight data. In each case in this paper, all weights w i were set to be the same (i.e., each time of flight is equally important), λ n = 0.5 for all n ≥ 0 (satisfying n≥0 λ n (1 − λ n ) = ∞), and γ = 1.
As is shown in Section IV-A, using only C velocity as the hard-constraint set is not sufficient to obtain an accurate sound velocity distribution; thus, other constraints are needed. A second method using the B-mode image information is proposed. Consider a B-mode image in which an object contains a region of interest surrounded by the background. Suppose that this region can be identified and segmented, then different constraints can be
imposed in the region of interest and the background. In other words, the property set in (10) (see above) can be generated and used as another hard-constraint set:
Nr } is the region-of-interest index set, and I br ≡ {br 1 , br 2 , · · · , br N br } is the boundary index set.
All the slowness values in the background must be the same, and all the slowness values in the region of interest also must be the same. In addition, each slowness value at the boundary must be between that of the background and that of the region of interest. Note that no specific slowness value has been set in any region at this point. Also note that C image , which contains all the slowness distributions that satisfy the constraint derived from the B-mode image, also is closed and convex. The C image can be generated similarly when the object contains more regions of interest. A slowness distribution x ∈ C velocity ∩C image minimizing Φ s (x) can be found by taking x as the limit of the sequence {x n } (i.e., lim n→∞ x n ). The x 0 ∈ C velocity ∩ C image is an initial slowness distribution and:
This algorithm is called Algorithm II, which differs from Algorithm I only in the projector outside the brackets (i.e., the slowness distribution must be in the hard-constraint set C image in addition to being in C velocity in Algorithm II). The critical issue of the proposed method is the incorporation of C image , which is shown in Section IV to be crucial to the quality of the reconstructed sound velocity distribution.
A sound velocity distribution c = [
T are related as follows:
IV. Numerical Results
All the raw data generated in this paper were noise free.
A. Algorithm I: Reconstruction Without the B-mode Image
Conventional ultrasonic transmission tomography acquires complete projection data over an angular range of 
180
• [16] , so that the reconstruction quality will be degraded if the data set does not span the full 180
• . The more data are missing, the poorer the resulting reconstruction quality becomes [27] - [29] .
Limited-angle transmission tomography using linear arrays does not provide a complete data set. As shown in Fig. 2(a) , the incidence and reflection angles are both equal to θ. Collecting all the time-of-flight data with an angle of incidence of θ in Fig. 2(a) is effectively equal to inspecting the object at angle θ and angle −θ simultaneously in conventional transmission tomography, as shown in Fig. 2(b) . To have a complete data set, the maximal available θ, denoted by θ max , has to be 90
• . This is impossible with a linear array. If the array has N A transducers, a pitch of p, and a distance between the array and the metal plate of D, then it easily can be shown that:
A typical θ max is 26.6
• with D = 35 mm and (N A − 1) p = 35 mm. Note that the data at θ max are not complete because only one time of flight can be collected at this angle. Also note that (N A − 1) p is close to the array width N A p. Thus, in limited-angle transmission tomography, obtaining a large θ max is only possible with a large linear array; hence, the effect of the array size on reconstruction accuracy needs to be evaluated.
Consider the configuration shown in Fig. 2(a) . The image object consists of a background of glandular material with a cylinder of fat with a radius of 4 mm at its center. The corresponding parameters of the different materials are listed in Table I [9], [30] . Each array channel has a Gaussian frequency response with a center frequency of 5 MHz and a two-way −12 dB fractional bandwidth of 0.6. All array elements are assumed to be a line source. The pitch is p = 0.45 mm and the distance is D = 35 mm. Sound velocity distributions were reconstructed in three cases corresponding to N A values of 312(4×), 156(2×), and 78(1×).
The time-of-flight data were first generated using the method described in Section II-C and Appendix A. The attenuation resulting from relaxation absorption was neglected; but the dependency of sound velocity c on frequency f , also resulting from relaxation absorption, was taken into account by (14) (see next page) [31] : where ρ is the density of the medium, κ ∞ = 1/ρc 2 ∞ , c ∞ is the sound velocity of the medium when the temporal frequency f approaches infinity, τ q is the relaxation time for the qth order relaxation process, and κ q is the relaxation modulus for the qth order relaxation process. Fig. 3(a) shows all the receive envelope data when the 39th channel was used on transmit in the 1× case with geometrical delays compensated. The corresponding time of flight was extracted from the envelope based on the center of gravity of the square of the envelope (i.e., the center of gravity with the square of the envelope as its density distribution function) around the peak. Note that the cylinder of fat introduced both time-of-flight errors and waveform distortion. The presence of severe waveform distortion will make it difficult to determine a reliable time of flight; thus, this signal should be dropped. In this paper, all cases followed the rule below, except for the 4× case. Let E ij denote the energy of the signal around the time-of-flight t ij received by channel j when channel i is transmitted. Then t ij (and ∆t ij ) is dropped if:
In the 4× case, the t ij data were inspected manually when 1 ≤ i ≤ 70, 243 ≤ j ≤ 312, or 243 ≤ i ≤ 312, 1 ≤ j ≤ 70, because their corresponding envelopes were not severely distorted despite the energy being low. The geometrically compensated time-of-flight data in the 1× case are shown in Fig. 3(b) . Note that all the dropped ∆t ij data values were replaced by 0. The dropped transmit/receive combinations are shown in Fig. 3(c) in white. Fig. 2(a) .
Sound velocity
Density ρ [9] , [30] .
After the time-of-flight data were obtained, sound velocity distributions in the central 35-mm width were reconstructed using Algorithm I (Fig. 4) . Here, the sampling intervals ∆x s and ∆y s of the sound velocity distribution in the x and y directions were both 1 mm. The other parameters were c lower = 1450 m/s and c upper = 1580 m/s. Figs. 4(a) and (b), 4(c) and (d), and 4(e) and (f) display the results for 4×, 2×, and 1×, respectively. The reconstructed sound velocity distribution is shown in the left panels over a range from 1450 m/s to 1580 m/s, and the sound velocity error is shown in the right panels over a range from 0 m/s to 65 m/s. The sound velocity error is defined as the absolute value of the difference between the reconstructed sound velocity and the true sound velocity at 5 MHz (i.e., the transmit center frequency). It is obvious that, with a larger array, the sound velocity distribution can be reconstructed more accurately. To quantify the accuracy, define:
where c(m, n) is the reconstructed sound velocity, c f,true = 1468.3 m/s is the true sound velocity at 5 MHz in the fat region, I f is the index set containing all coordinates (m, n) of a rectangle locating entirely in the fat region, and N fat is the number of elements in I f . A smaller |∆c| indicates higher accuracy. The |∆c| values in the 4×, 2×, and 1× cases were 11.8, 19.9, and 28.5 m/s, respectively. The 4× case outperformed the 2× and 1× cases, but the array used in that case is too large (N A p = 140.4mm) and may not be clinically useful. However, the value of θ max in the 4× case is only 63.4
• . In other words, the time-of-flight data for the 4× case is far from a complete data set. Therefore, increasing the array size to enhance the quality of sound velocity distribution is impractical in limited-angle transmission tomography.
B. Algorithm II: Reconstruction with the B-mode Image Information
With only the time-of-flight data and the general constraints on the sound velocity, Section IV-A shows that the accuracy of the sound velocity estimation is insufficient. This subsection uses Algorithm II, introduced in Section III, in order to improve this. In this case, constraints are derived from the B-mode image, and these are incorporated in the algorithm. The time-of-flight data were generated in the same way as described in Section IV-A.
Consider again the configuration shown in Fig. 2(a) . The k-space method introduced in Section II-B was used to generate all the B-mode images in this paper. The pixel sizes used in the k-space method and the Bmode images are both 0.04 mm by 0.04 mm throughout the paper. Random perturbations to densities in different regions were introduced to produce speckle images because they can introduce acoustic impedance mismatches and, therefore, cause scattering. Spatial compounding [32] then was applied to reduce the speckle intensity variations before segmentation was subsequently applied. To reduce the computation time, only eight channels (channels 27, 53, 79, 105, 130, 156, 182, and 208) were used on transmit, and only receive channels with j values obeying |j−i| ≤ 26 were used on receive when channel i was fired. One subimage per transmit was reconstructed, and all eight subimages were compounded into a single image. To further reduce the speckle noise, the compound B-mode image was lowpass filtered using a two-dimensional Gaussian filter with , and 1× cases, respectively. Algorithm I was used; therefore, no Bmode image information was used. Note that absolute values of the errors are displayed. Also note that these results using Algorithm I are inferior to those of Algorithm II, as shown in the following figures. a 1/e cutoff at 0.152 mm to generate the final B-mode image. Once the filtered B-mode image was obtained, a single threshold was applied for segmentation.
An object shown in Fig. 5(a) was considered first. It comprised a background of glandular material with a cylinder of fat with a radius of 4 mm at its center. The random perturbations added to the densities were 0.5% and 2.5% (root-mean-squared amplitude) for the cylinder and the background, respectively. The corresponding B-mode image is shown in Fig. 5(b) . After applying a threshold to the processed B-mode image, the fat region was extracted as shown in Fig. 5(c) . The boundary between the fat region and the background was directly derived from the segmented fat region by morphological dilation [33] (according to the disparity between the segmented fat region and its dilated version) as shown in Fig. 5(d) .
The reconstructed sound velocity distribution and the image of sound velocity error are shown in Figs. 6(a) and (b), respectively. This example is referred to as Case I in Table II . The reconstructed sound velocity in the segmented fat region (c c,recon ) is 1465.7 m/s, which is only 2.6 m/s slower than the true sound velocity of fat at 5 MHz (c c,true = 1468.3 m/s). Moreover, the reconstructed sound velocity in the background region, c b,recon , is the same as the true sound velocity of glandular material at 5 MHz (c b,true = 1515.0 m/s). Note that the subscripts c and b here stand for cylinder and background, respectively. Objects with different geometries and acoustic parameters also were evaluated. The parameters are summarized in Table II , and the reconstructed results are shown in Figs. 6-8 using Case I as the reference. In Fig. 6 , effects of the size of the cylinder on the reconstruction accuracy are shown. In Fig. 7 , the results correspond to different sound velocity in the cylinder. In Fig. 8 , effects of the position of the cylinder in the axial dimension are demonstrated. Define errors as:
where (·) denotes b or c. In all cases, the errors in the background region were almost zero. However, the errors in the fat region were more significant. Also note that, in all cases, larger errors occurred at boundaries. All the above cases considered only a single target in the object. A more complicated object comprising a background of glandular material with three cylinders, all with a radius of 4 mm, also was used to test Algorithm II. The geometry of the object is shown in Fig. 9(a) . The first cylinder, located in the upper-left corner, was assigned the physical parameters of fat except for the sound velocity, which was set to c c,1,∞ = 1496 m/s; the subscripts c and 1 denote the first cylinder, and the subscript ∞ indicates an infinitely high frequency. The second cylinder, located in the upper-right corner, was assigned the parameters of a tumor, and the third cylinder, located in the lower region, was assigned those of fat. All parameters are listed in Table I . The random perturbations added to the densities of the first, second, and third cylinder, and the backgrounds were 0.5%, 0.5%, 0.89%, and 2.5% (rootmean-squared amplitude), respectively. The B-mode image is shown in Fig. 9(b) . Fig. 9(c) shows the segmentation result after a −14 dB (with respect to the maximal intensity) threshold is applied. In this case, several smaller regions randomly distributed in the background also were present. For each pixel of a size of ∆x s · ∆y s , if the above-threshold area is lower than 0.96 · ∆x s · ∆y s , then this pixel will Table II. be regarded as being outside the region of interest. That is, an area ratio threshold of 0.96 was applied to the segmentation results shown in Fig. 9 (c) before morphological dilation was applied. Therefore, these small regions were automatically removed during boundary extraction due to their smaller size; the boundaries are shown in Fig. 9(d) . Note that removal of the smaller regions depends on the sampling intervals (∆x s and ∆y s ), and additional image processing techniques may be applied to improve boundary detection. The reconstructed sound velocity distribution is shown in Fig. 9(e) , and the reconstruction error is shown in Fig. 9(f 
V. Discussion
A. Accuracy of Sound Velocity Reconstruction
The derivation of (5) assumed straight-line propagation, whereas the time-of-flight data were generated with the effects of refraction. Nonetheless, sound velocity reconstruction generally still was accurate due to the use of hard constraints derived from the B-mode image. Besides, the time of flight was used only to derive soft constraints that were allowed to be violated, which reduced the impact of refraction.
Note that the segmentation method used in this paper produced a detected area smaller than the original area. The accuracy of boundary extraction also affects the reconstruction results. All of the eight cases described in Section IV-B were repeated using the true boundaries instead of boundaries derived from the segmented B-mode images. The results are denoted as ∆c * c and ∆c * b , and are listed in Table II . In general, the reduction in the detected area has a bigger impact on smaller targets because the relative error of detected area (error of area over true area) is larger for smaller targets, and a larger relative error of detected area will result in a larger sound velocity estimation error. Further investigation is required to better understand the distribution of the estimation errors and its relation to the accuracy of boundary detection.
Large reconstruction errors occurred at the boundary, which is primarily due to refraction effects being much more significant there. Thus, either a significant portion of the time-of-flight data is discarded [as shown in Fig. 3(c) ], or the remaining time-of-flight data have larger errors. Nonetheless, note that the "true" sound velocity at the boundary is not very meaningful because a sharp discontinuity in sound velocity is not expected in soft tissue.
B. Effect of Pitch on Sound Velocity Reconstruction
In the above simulations, only every third channel was used to obtain the time-of-flight data in order to save com- The n value in the first column means that only every nth channel in the array was used; the effective pitch was n × 0.15 mm. Case I in Table II was evaluated. The spatial sampling intervals of sound velocity distribution in the x and y directions were both 0.5 mm.
putation time. The effect of the number of channels on the accuracy of the reconstructed sound velocity was assessed, and the results are summarized in Table III . The spatial sampling interval of the sound velocity distribution in the x and y directions were both 0.5 mm in all cases. The results show that the reconstruction accuracy does not necessarily improve when more channels are used. In fact, good accuracy was achieved even when using only 12 channels with an effective pitch of 3 mm, which is much larger than the spatial sampling interval of the sound velocity distribution.
The reason for the relative insensitivity of the accuracy to the pitch is that the time-of-flight constraints were only soft constraints and that there may be inconsistencies among them. Although more soft constraints may make the solution more reliable, the degree of inconsistency will not necessarily decrease as the number of soft constraints increases. Therefore, more time-of-flight data do not necessarily lead to a more accurate solution. However, these observations may be attributable to the objects under consideration having a simple geometry; hence, more studies are needed to better understand the performance of the algorithm with complex structures and the application of time-of-flight constraints.
In Section IV-A, a pitch of p = 0.45 mm (instead of 0.15 mm used in Section IV-B) was used in the simulations for testing Algorithm I in order to reduce the computation time for the 4× case. Despite the difference, the reconstruction results shown in Table III support the conclusion that Algorithm II outperforms Algorithm I.
C. Signal-to-Noise Ratio
To acquire the time-of-flight data, only one channel transmits at each firing. In this paper, in the simulations no noise is added. In practice, however, the signal-to-noise ratio may be insufficient due to attenuation, thus affecting the accuracy of time-of-flight estimation. To address this problem, coded excitation techniques [34] can be used to increase the transmitted power while maintaining good temporal resolution. Note that a signal-to-noise ratio increase of more than 20 dB is achievable in this case because the code length is limited only by the depth of region of interest when only one channel is fired. Furthermore, because only the time of flight is of interest, the range sidelobe after pulse compression may not be as critical as in B-mode imaging.
D. Miscellaneous Issues
Accurate reconstruction of the sound velocity distribution would allow it to be used to correct for waveform distortion resulting from sound velocity inhomogeneities and, therefore, enhancement of the B-mode image quality. The results shown in this paper serve as a promising first step toward achieving this long-term research objective. However, it might not be possible to accurately reconstruct the sound velocity distribution without a good B-mode image. A possible approach to this circular problem is to iteratively solve the sound velocity distribution and use this to correct for the distortion in B-mode imaging. Note that, in addition to the sound velocity distribution being used to correct for the waveform distortion, it also can be used as an independent image to complement the B-mode image.
Although image segmentation was not a main subject of this study, it certainly is crucial to the accuracy of the reconstructed sound velocity. Both the proposed reconstruction technique and the segmentation method will be tested in the future using experimental data.
Although circular objects were used throughout this paper, there is no fundamental restriction on the shape of region of interest detectable by the proposed technique. The circular shape was chosen only for computation simplicity.
VI. Conclusions
Here we have proposed a method for incorporating the segmentation information of a B-mode image into the process of sound velocity reconstruction with limited-angle transmission tomography. A k-space method was used to simulate the B-mode images, and the series solution to the scattering of a plane wave incident on a fluid cylinder was used to generate the required time-of-flight data. Effects of wave propagation, such as refraction and diffraction, were included in the generated data. In the cases considered in this paper, the reconstructed sound velocities are accurate except at the boundaries. Simulation results based on a 5-MHz linear array show that the sound velocity error was generally 1-3 m/s, with a maximum of 5.8 m/s. The radius of the object under investigation was 2-6 mm, and all the objects were detected successfully. With this method, ob- taining the sound velocity distribution is feasible with the current B-mode imaging setup using linear arrays. Moreover, it is expected that an accurate sound velocity distribution can be used to correct phase aberrations and wavefront amplitude distortion and, hence, improve the B-mode image quality. More studies are needed, particularly with objects having more complex geometries; and experiments will be conducted in order to further evaluate the proposed method.
Appendix A Generation of Channel Data with the Series
Solution in [20] With reference to Fig. 10(a) , consider the following problem: An acoustic wave w(x, y; t) propagates along the +y direction in a linear fluid medium that has background physical parameters (ρ 0 , c 0 (f ))-where ρ is the density, c is the sound velocity, and f is the temporal frequency-and contains a cylinder with physical parameters (ρ 1 , c 1 (f )), radius a, and centered at (x 1 , y 1 ). Assuming that attenuation can be ignored and that w(x, 0; t) is known, find w(x, y 2 ; t).
Because the medium is linear, the above problem is equivalent to the following: find W (x, y 2 ; f ) assuming that W (x, 0; f ) is known, where W (x, 0; f ) and W (x, y 2 ; f ) are the temporal Fourier transforms of w(x, 0; t) and w(x, y 2 ; t), respectively. It has been shown that, if W (x, y; f ) represents an incident plane wave, then there exists an exact series solution for W (x, y 2 ; f ) [20] .
Let the angular spectrum of W (x, 0; f ) be A(k x ; 0, f) [35] , i.e.:
Except for those complex-exponential functions exp(jk x x) with |k x | > 2πf /c 0 (f ), which represent evanescent waves, each exp(jk x x) represents a plane wave propagating with the wave vector
where A (k x ; x, y 2 , f) is the series solution corresponding to the term A(k x ; 0, f) exp(jk x x). For the configuration in Fig. 10(b) , the method for calculating the signal, e ij (t), received by transducer j in the lower array when transducer i in the upper array transmits a short pulse g(t) can be obtained based on the above discussion. To treat the case shown in Fig. 10(c) , let the metal plate have physical parameters (ρ m , c m (f )) and assume that ρ m ρ 0 and c m (f ) c 0 (f ) so that the method of images can be adopted. If the plate is sufficiently thick such that the echoes from its upper and lower surfaces are well separated, the plate then can be treated as infinitely thick and e ij (t) in Fig. 10(c) is equal to e ij (t) + e iimagej (t) in Fig. 10(d) . Furthermore, e ij (t) in Fig. 10(d) is negligible around t = t ij in Fig. 10(c) [t ij is the time of flight and is the time needed for g(t) to travel from transducer i to the metal plate, then to transducer j in Fig. 10(c) ]. That is, when only t ij is of interest, there is no need to calculate e ij (t) as e ij (t) can at most contain scattered waves relevant to transducer i around t ij , thus neglecting transducer i does not alter the estimate of t ij . Therefore, to obtain t ij one only needs to consider the configuration in Fig. 10(e) . Note that e ijimage (t) = e iimagej (t). Obtaining e ijimage (t) around t ij is a two-step process: the wave first propagates from plane y = 0 to plane y = y 2 , then propagates from plane y = y 2 to plane y = 2y 2 . This method still can be applied when the object contains more cylinders with a circular cross section.
Appendix B
A Brief Introduction to the Convex Programming Formulation [25] , [26] , [36] A complete inner product space is called a Hilbert space. On the finite-dimensional Euclidean space R MN , if for all x = (x 1 , x 2 , · · · , x MN ) T in R MN and all y = (y 1 , y 2 , · · · , y MN ) T in R MN , their inner product is defined as the Euclidean inner product:
and R MN is a Hilbert space [36] . Each slowness distribution ∆s is an element in R MN . Let C be a closed convex set in a Hilbert space H. Then for each u in H, there exists a unique u * in C that is closest to u. That is:
where · is the norm induced by the inner product. This unique nearest neighbor u * in C of u is called the projection of u onto C, and the operator assigning u * = P c u to each u is called the projector onto C and is denoted by P C . For example, if the closed convex set C represents a set of distributions satisfying a given condition and u is any initial guess, then a distribution in C that is closest to distribution u can be found. Assume that, for a real problem, one tries to find a solution u in H satisfying a given constraint, and the associated constraint set: C = {u ∈ H | u satisfies the given constraint} (B3)
is nonempty, closed, and convex, then a solution u ∈ C is u * = P C u 0 , where u 0 is any given initial condition. If there are k constraints in a problem and each: C i = {u ∈ H | u satisfies the ith constraint} , i = 1, 2, · · · , k, (B4) is closed and convex, then all the solutions form a set C 0 = k i=1 C i which is also closed and convex. Thus, P C0 u 0 is a solution provided that C 0 is nonempty.
In the presence of inconsistent constraints, which may arise from inaccurate measurements such as estimation errors in the pulse arrival time, C 0 is empty and there is no solution. One way to solve this problem is to divide all of the constraints into two classes: one class contains the hard constraints the solution must satisfy, and the other class contains the soft constraints for which the total amount of violation must be minimized. Let I c = I h I s be the finite constraint index set, where I h denotes the possibly empty hard-constraint index set, I
s denotes the nonempty soft-constraint index set, and I h I s is empty. Define:
where w i ∈ (0, 1] for all i ∈ I s , i∈I s w i = 1, and d(u, C i ) = inf { u − v | v ∈ C i } is the distance between u and C i , where inf stands for the greatest lower bound. Suppose that H is finite dimensional, C i is bounded for some i ∈ I, C h = H i∈I h C i is nonempty, and take u 0 ∈ C h , λ n ∈ [0, 1] for all n ≥ 0 such that n≥0 λ n (1 − λ n ) = ∞, and γ ∈ (0, 2]. Let:
The sequence {u n } then converges to a point u with Φ s (u) = min v∈C h Φ s (v). That is, (B6) can be used to find a solution that satisfies all the hard constraints and minimizes the objective function Φ s , which is the total amount of violation of the soft constraints. Note that such a problem is in a convex programming formulation because Φ s is a convex function on a convex set C h .
