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Abstract
Fire [P. Fire, A class of multiple-error-correcting binary codes for non-independent errors, Sylvania
Reports RSL-E-2, Sylvania Reconnaissance Systems, Mountain View, California, 1959] introduced the
concept of bursts for classical codes where codes are subsets/subspaces of the space Fnq , the space of all
n-tuples with entries from a finite field Fq . In this paper, we introduce the notion of bursts for m-metric
array codes where m-metric array codes are subsets/subspaces of the space Matm×s (Fq), the linear space
of all m × s matrices with entries from a finite field Fq , endowed with a non-Hamming metric. We also
obtain some bounds (analogous to Fire’s bound [P. Fire, A class of multiple-error-correcting binary codes
for non-independent errors, Sylvania Reports RSL-E-2, Sylvania Reconnaissance Systems, Mountain View,
California, 1959], Rieger’s bound [S.H. Reiger, Codes for the correction of clustered errors, IRE-Trans.,
IT-6 (1960), 16–21] etc. in classical codes) on the parameters of m-metric array codes for the detection and
correction of burst errors.
© 2006 Elsevier Inc. All rights reserved.
AMS classification: 94B05
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1. Introduction
In a classical coding setting, codes are subsets/subspaces of ambient space Fnq and are investi-
gated with respect to the Hamming metric [2,7]. Also, array codes having 2-dimensional arrays as
code vectors have been studied by many authors [1,6,12]. Recently in [9], m-metric array codes
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which are subsets/subspaces of linear space of all m by s matrices Matm×s(Fq) with entries from
a finite field Fq endowed with a non-Hamming metric were introduced and some bounds on code
parameters were obtained. This newly defined non-Hamming metric gained attention of several
mathematician as a result of which there has been a recent growth of interest and research in
m-metric array codes. Studies in m-metric array codes related to MacWilliams identities, weight
enumerators and maximum distance separable codes w.r.t. non-Hamming metric are available in
[3,4,10,11].
Here is a model of an information transmission for which m-metric array coding is useful and
the non-Hamming metric defined in [9] is the natural quality characteristic of a code. Suppose
that a sender transmits messages, each being an s-tuple of m-tuples of q-ary symbols, transmitted
over m parallel channels. There is an interfering noise in the channels which creates errors in
the transmitted message. The errors considered in the study of m-metric array codes made so far
are random errors which can occur anywhere within the code matrix. However, an important and
practical situation is when errors are not scattered randomly in the code matrix but are in cluster
form and are confined to a submatrix part of the code matrix. These errors arise, for example, due
to lightning and thunder in deep space and satellite communications. With this motivation, we
introduce the notion of bursts in the space Matm×s(Fq) equipped with a non-Hamming metric.
2. Definitions and notations
Let Fq be a finite field of q elements. Let Matm×s(Fq) denote the linear space of all m × s
matrices with entries from Fq . An m-metric array code is a subset of Matm×s(Fq) and a linear
m-metric array code is an Fq−linear subspace of Matm×s(Fq). Note that the space Matm×s(Fq)
is identifiable with the space Fmsq . Every matrix in Matm×s(Fq) can be represented as a 1 × ms
vector by writing the first row of matrix followed by second row and so on. Similarly, every vector
in Fmsq can be represented as an m × s matrix in Matm×s(Fq) by separating the co-ordinates of
the vector into m groups of s-coordinates.
The weight and metric defined by Rosenbloom and Tsfasman [9] on the space Matm×s(Fq)
are as follows:
Let X ∈ Matm×1(Fq) with
X =


x1
x2
· · ·
xm

 ,
then column weight (or weight) of X is given by
wtc(X) =
{
m − max{i|xk = 0 for any k  i} if X /= 0
0 if X = 0.
This definition of wtc can be extended to m × s matrices in the space Matm×s(Fq) as
wtc(A) =
s∑
j=1
wtc(Aj ),
where A = [A1, A2, . . . , As] ∈ Matm×s(Fq) and Aj denotes the j th column of A. Then wtc
satisfies 0  wtc(A)  n(= ms) and determines a metric on Matm×s(Fq) if we set d(A,A′) =
wtc(A − A′)∀A, A′ ∈ Matm×s(Fq). We call this metric as column-metric. Note that for m = 1,
it is just the usual Hamming metric.
132 S. Jain / Linear Algebra and its Applications 418 (2006) 130–141
There is an alternative equivalent way of defining the weight of an m × s matrix using the
weight of its rows [4]:
Let Y ∈ Mat1×s(Fq) with Y = (y1, y2, . . . , ys). Define row weight (or weight) of Y as
wtρ(Y ) =
{
max{i|yi /= 0} if Y /= 0,
0 if Y = 0.
Extending the definitions of wtρ to the class of m × s matrices as
wtρ(A) =
m∑
i=1
wtρ(Ri),
whereA=
[
R1
R2
· · ·
Rm
]
∈ Matm×s(Fq) andRi denotes the ith row of A. Thenwtρ satisfies 0wtρ(A) 
n(= ms)∀A ∈ Matm×s(Fq) and determines a metric on Matm×s(Fq) known as row-metric (or
ρ-metric).
It turns out that row weight of a vector is equal to the column weight of transpose of the vector
with its component reversed and hence the two metrics viz. row-metric and column-metric give
rise to equivalent codes and both the metrices have been known as m-metric or RT-metric.
In this paper, we take distance and weight in the sense of row-metric.
3. Bursts in m-metric array codes
We now define bursts in m-metric array codes:
Definition 3.1. A burst of order pr (or p × r)(1  p  m, 1  r  s) in the space Matm×s(Fq)
is an m × s matrix in which all the nonzero entries are confined to some p × r submatrix which
has non-zero first and last rows as well as non-zero first and last columns.
Note. For p = 1, Definition 3.1 reduces to the definition of burst for classical codes [5].
Definition 3.2. A burst of order pr or less (1  p  m, 1  r  s) in the space Matm×s(Fq) is
a burst of order cd(or c × d) where 1  c  p  m and 1  d  r  s.
Example 3.1. Consider the linear space Mat3×3(F2). Then all bursts of order 2 × 2 are given by
1 1 01 1 0
0 0 0

 ,

1 0 01 1 0
0 0 0

 ,

1 0 00 1 0
0 0 0

 ,

1 1 00 1 0
0 0 0

 ,

1 1 01 0 0
0 0 0

 ,

0 1 01 1 0
0 0 0

 ,

0 1 01 0 0
0 0 0

 ,

0 1 10 1 1
0 0 0

 ,

0 1 00 1 1
0 0 0

 ,

0 1 00 0 1
0 0 0

 ,

0 1 10 0 1
0 0 0

 ,

0 1 10 1 0
0 0 0

 ,

0 0 10 1 1
0 0 0

 ,

0 0 10 1 0
0 0 0

 ,

0 0 01 1 0
1 1 0

 ,

0 0 01 0 0
1 1 0

 ,

0 0 01 0 0
0 1 0

 ,

0 0 01 1 0
0 1 0

 ,

0 0 01 1 0
1 0 0

 ,

0 0 00 1 0
1 1 0

 ,
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
0 0 00 1 0
1 0 0

 ,

0 0 00 1 1
0 1 1

 ,

0 0 00 1 0
0 1 1

 ,

0 0 00 1 0
0 0 1

 ,

0 0 00 1 1
0 0 1

 ,

0 0 00 1 1
0 1 0

 ,

0 0 00 0 1
0 1 1

 ,

0 0 00 0 1
0 1 0

 .
We now obtain the bound for the correction of burst errors in linear m-metric array codes.
Theorem 3.1. An (n, k) linear m-metric array code V ⊆ Matm×s(Fq) where n = ms that cor-
rects all bursts of order pr(1  p  m, 1  r  s) must satisfy
qn−k  1 + Bp×rm×s(Fq), (1)
where Bp×rm×s(Fq) is the number of bursts of order pr(1  p  m, 1  r  s) in Matm×s(Fq) and
is given by
B
p×r
m×s(Fq) =


ms(q − 1) if p = 1, r = 1,
m(s − r + 1)(q − 1)2qr−2 if p = 1, r  2,
(m − p + 1)s(q − 1)2qp−2 if p  2, r = 1
(m − p + 1)(s − r + 1)qr(p−2)
×[(qr − 1)2 − 2(qr−1 − 1)2q2−p
+ (qr−2 − 1)2q4−2p] if p  2, r  2.
(2)
Proof. Consider a burstA ∈ Matm×s(Fq) of orderpr(1  p  m, 1  r  s). Let B be thep × r
nonzero submatrix of A such that all the nonzero entries of A are confined to B with first and last
rows as well as first and last columns nonzero. There are four cases depending upon the values
of p and r.
Case 1. When p = 1, r = 1.
In this case, number of starting positions for the 1 × 1 nonzero submatrix B in m × s matrix
A is ms and these ms positions can be filled by (q − 1) nonzero elements from Fq . Therefore,
number of bursts of order 1 × 1 in Matm×s(Fq) is given by
B1×1m×s(Fq) = ms(q − 1).
Case 2. When p = 1, r  2.
In this case, number of starting positions for the 1 × r nonzero submatrix B in m × s matrix
A is m(s − r + 1) and entries in the 1 × r submatrix B can be selected in (q − 1)2qr−2 ways.
Therefore, number of bursts of order 1 × r in Matm×s(Fq) is given by
B1×rm×s(Fq) = m(s − r + 1)(q − 1)2qr−2.
Case 3. When p  2, r = 1.
In this case, number of starting positions for the p × 1 nonzero column submatrix B in m × s
matrix A is (m − p + 1)s and entries in the p × 1 submtarix B can be selected in (q − 1)2qp−2
ways. Therefore, number of bursts of order p × 1 in Matm×s(Fq) is given by
B
p×1
m×s (Fq) = (m − p + 1)s(q − 1)2qp−2.
Case 4. When p  2, r  2.
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In this case, we first compute the number of ways in which rows of B can be selected with the
partial constraint of burst that is first and last rows of B to be nonzero. This can be done in
(qr − 1)2qr(p−2) (3)
ways as each of first and last rows of B can be selected in (qr − 1)ways and each of the intermediate
(p − 2) rows can be selected in qr ways. To take care of the fact that the first and last columns
of B are also nonzero, we compute the number of ways enumerated in (3) which give rise either
first or last (or both) columns as zero and this number is given by
2(qr − 1)2q(r−1)(p−2) − (qr−2 − 1)2q(r−2)(p−2). (4)
Now subtracting (4) from (3) gives the number of ways in which rows of B can be selected with
the full constraint of burst and is given by
(3) − (4)
= qr(p−2)[(qr − 1)2 − 2(qr−1 − 1)2q2−p + (qr−2 − 1)2q4−2p]. (5)
Since number of starting positions for the submatrix B of order pr(2  p  m, 2  r  s) in the
matrix A(A ∈ Matm×s(Fq)) are (m − p + 1)(s − r + 1), therefore, number of bursts of order
pr(2  p  m, 2  r  s) in Matm×s(Fq) is obtained by multiplying (5) with (m − p + 1)(s −
r + 1) and is given by
B
p×r
m×s(Fq) = (m − p + 1)(s − r + 1)qr(p−2)
×[(qr − 1)2 − 2(qr−1 − 1)2q2−p + (qr−2 − 1)2q4−2p].
Combining the four cases, we get (2).
Now, since the linear m-metric array code V ⊆ Matm×s(Fq) corrects all bursts of order pr(1 
p  m, 1  r  s), therefore, all the bursts of order pr(1  p  m, 1  r  s) including the
null m × s matrix must belong to different cosets of the standard array. Since number of available
cosets = qn−k . Therefore, we must have
qn−k  1 + Bp×rm×s(Fq)
where Bp×rm×s(Fq) is given by (2) and we get (1).
Hence the theorem. 
Remark 3.1
(i) Take m = s = 3, p = r = 2 and q = 2 in Bp×rm×s(Fq) computed in (2). We get B2×23×3 (F2) =
4 × 7 = 28 and these 28 bursts of order 2 × 2 in Mat3×3(F2) are listed in Example 3.1.
(ii) Takem = s = 3, p = 1, r = 2 andq = 2 inBp×rm×s(Fq) computed in (2). We getB1×23×3 (F2) =
3 × 2 = 6 and these 6 bursts of order 1 × 2 in Mat3×3(F2) are listed below:
1 1 00 0 0
0 0 0

 ,

0 1 10 0 0
0 0 0

 ,

0 0 01 1 0
0 0 0

 ,

0 0 00 1 1
0 0 0

 ,

0 0 00 0 0
1 1 0

 ,

0 0 00 0 0
0 1 1

 .
Now, we prove Fire’s bound in linear m-metric array codes for burst error correction.
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Theorem 3.2 (Fire’s bound). The number of parity check digits required for an (n, k) linear m-
metric array code V ⊆ Matm×s(Fq) where n = ms, that corrects all bursts of order pr or less
(1  p  m, 1  r  s) is at least
logq
[
1 +
p∑
c=1
r∑
d=1
Bc×dm×s(Fq)
]
, (6)
where Bc×dm×s(Fq) is given by (2).
Proof. Follows directly from Theorem 3.1 and Definition 3.2. 
4. Bursts with weight constraint in m-metric array codes
In this section, we obtain a lower bound on the number of parity check digits required to correct
all bursts of order pr or less (1  p  m, 1  r  s) in Matm×s(Fq) having weight (or ρ-weight)
w or less (1  w  ms).
The bound obtained is analogous to the Hamming bound for random error correction [9]. We
first prove a lemma that enumerates the number of bursts of order pr(1  p  m, 1  r  s)
having ρ-weight w or less.
Lemma 4.1. The number of bursts of order pr(1  p  m, 1  r  s) in Matm×s(Fq) having
ρ-weight w or less (1  w  ms) is given by
B
p×r
m×s(Fq,w) =


m × min(w, s) × (q − 1) if p = r = 1,
m × min(w − r + 1, s − r + 1)
×(q − 1)2qr−2 if p = 1, r  2,
(m − p + 1)∑min([w2 ],s)j=1
×∑p−2η=0:
ηjw−2j
(q − 1)2
(
p − 2
η
)
(q − 1)η if p  2, r = 1,
(m − p + 1)∑min(w−r+1,s−r+1)j=1
×(Lpj − 2Lp−1j + Lp−2j ) if p  2, r  2,
(7)
where
L
p
j =
∑
kj ,kj+1,...,kj+r−1
p!∏r−1
l=0 kj+l !
(
p −∑r−1l=0 kj+l)!
×
(
q − 1
q
)∑r−1
l=0 kj+l
q
∑r−1
l=0 (l+1)kj+l , (8)
and kj , kj+1, . . . , kj+r−1 being nonnegative integers such that
kj > 0, kj+1, kj+2, . . . , kj+r−2  0, kj+r−1 > 0,
kj + kj+1 + kj+2 + · · · + kj+r−1  p, (9)
r−1∑
l=0
(j + l)kj+l  w.
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(Note that 1  w  ms is feasible only for the case p = r = 1, otherwise we must have 2  w 
ms.)
Proof. Consider a burst A =
[
A1
A2
· · ·
Am
]
where Ai = (ai1 , ai2 , . . . , ais ), of order pr(1  p  m, 1 
r  s) having ρ-weight w or less (1  w  ms). Let B be the p × r nonzero submatrix of A such
that all the nonzero entries of A are confined to B with first and last rows as well as first and last
columns nonzero. There are four cases depending upon the values of p and r.
Case 1. When p = 1, r = 1.
In this case, number of starting positions for the 1 × 1 nonzero submatrix B in m × s matrix A
is m × min(w, s) and these m × min(w, s) positions can be filled by (q − 1) nonzero elements
from Fq . Therefore, number of bursts of order 1 × 1 having ρ-weight w or less in Matm×s(Fq) is
given by
B1×1m×s(Fq,w) = m × min(w, s) × (q − 1).
Case 2. When p = 1, r  2.
In this case, number of starting positions for the 1 × r nonzero submatrix B in m × s matrix
A is m × min(w − r + 1, s − r + 1) and entries in the 1 × r submatrix B can be selected in
(q − 1)2qr−2 ways as the first and last components of the single rowed submatrix B can be
chosen in (q − 1)2 ways and intermediate (r − 2) components can be chosen in qr−2 ways.
Therefore, number of bursts of order 1 × r having ρ-weight w or less in Matm×s(Fq) is given by
B1×rm×s(Fq,w) = m × min(w − r + 1, s − r + 1) × (q − 1)2qr−2.
Case 3. When p  2, r = 1.
In this case, the p × 1 nonzero column vector B can have (i, j) as its starting positions in
m × s matrix A where i can vary from 1 to (m − p + 1) and j can vary from 1 to min([w/2], s).
With (i, j) as the starting position of p × 1 nonzero column matrix B, entries in B can be filled in
p−2∑
η=0:
ηjw−2j
(q − 1)2
(
p − 2
η
)
(q − 1)η
ways as first and last components of the column matrix B can be chosen in (q − 1)2 ways and
intermediate (p − 2) components can be chosen in ∑p−2η=0
(
p − 2
η
)
(q − 1)η ways subject to
constraint ηj  w − 2j as 2j ρ-weight has already been taken from the first and last components.
Therefore, number of bursts of order p × 1 having ρ-weight w or less in Matm×s(Fq) is given by
B
p×1
m×s (Fq,w) = (m − p + 1)
min(
[
w
2
]
,s)∑
j=1
p−2∑
η=0:
ηjw−2j
(q − 1)2
(
p − 2
η
)
(q − 1)η.
Case 4. When p  2, r  2.
In this case, let the p × r nonzero submatrix B starts at the (i, j)-th position in A. Out of p
rows of B, let kj , kj+1, kj+2, . . . , kj+r−1 be the number of rows of B having ρ-weight j, j +
1, . . . , j + r − 1, respectively. The number of ways in which p rows of B can be selected is given
by
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L
p
j − 2Lp−1j + Lp−2j , (10)
where Lpj is given by (8) and kj , kj+1, kj+2, . . . , kj+r−1 being nonnegative integers satisfying
(9). Since in the starting position (i, j) of the submatrix B, i can vary from 1 to (m − p + 1)
and j can vary from 1 to min(w − r + 1, s − r + 1), therefore, summing (10) over i and j, we
get number of bursts of order pr (or p × r)(2  p  m, 2  r  s) having ρ-weight w or less
(2  w  ms) and is given by
B
p×r
m×s(Fq,w) =
(m−p+1)∑
i=1
min(w−r+1,s−r+1)∑
j=1
(
L
p
j − 2Lp−1j + Lp−2j
)
= (m − p + 1)
min(w−r+1,s−r+1)∑
j=1
(
L
p
j − 2Lp−1j + Lp−2j
)
,
where Lpj is given by (8) satisfying the constraints (9).
Hence the lemma. 
Example 4.1. Take m = s = 3, p = r = 2, q = 2 and w = 3. Then number of bursts of order
2 × 2 having ρ-weight 3 or less in Mat3×3(F2) is given by (using Lemma 4.1):
B2×23×3 (F2, 3) = (4 − p)
min(w−r+1,4−r)∑
j=1
(L
p
j − 2Lp−1j + Lp−2j )
∣∣∣∣∣∣
p=2,r=2,w=3
= (4 − p)
2∑
j=1
(L
p
j − 2Lp−1j + Lp−2j )
∣∣∣∣∣∣
p=2,r=2,w=3
= 2[(Lp1 − 2Lp−11 + Lp−21 ) + (Lp2 − 2Lp−12 + Lp−22 )]p=2,r=2,w=3
= 2[(L21 − 2L11 + L01) + (L22 − 2L12 + L02)]r=2,w=3
= 2[(4 − 0 + 0) + (0 − 0 + 0)]
= 8.
These 8 bursts of order 2 × 2 having ρ-weight 3 or less in Mat3×3(F2) are given by
1 0 01 1 0
0 0 0

 ,

1 0 00 1 0
0 0 0

 ,

1 1 01 0 0
0 0 0

 ,

0 1 01 0 0
0 0 0

 ,

0 0 01 0 0
1 1 0

 ,

0 0 01 0 0
0 1 0

 ,

0 0 01 1 0
1 0 0

 ,

0 0 00 1 0
1 0 0

 .
Example 4.2. Take m = 4, s = 2, p = 4, r = 2, q = 2 and w = 3 in Lemma 4.1. Then
B4×24×2 (F2, 3) is given by
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B4×24×2 (F2, 3) =
1∑
j=1
(L
p
j − 2Lp−1j + Lp−2j )
= L41 − 2L31 + L21
= 24 − 2(12) + 4
= 4.
These 4 bursts of order 4 × 2 having ρ-weight 3 or less in Mat4×2(F2) is given by

1 0
0 0
0 0
0 1

 ,


1 0
0 0
0 0
1 1

 ,


1 1
0 0
0 0
1 0

 ,


0 1
0 0
0 0
1 0

 .
Now, we obtain the lower bound on the number of parity check digits for the correction of
bursts of order pr(1  p  m, 1  r  s) having ρ-weight w or less (1  w  ms).
Theorem 4.1. An (n, k) linear m-metric array code V ⊆ Matm×s(Fq) where n = ms that cor-
rects all bursts of order pr (1  p  m, 1  r  s) having ρ-weight w or less (1  w  ms)
must satisfy
qn−k  1 + Bp×rm×s(Fq,w), (11)
where Bp×rm×s(Fq,w) is given by (7) in Lemma 4.1.
Proof. The proof follows from the fact that the number of available cosets must be greater than
or equal to the number of correctable error matrices including the null matrix. 
Remark 4.1. Taking p = m  2, r = s  2 in Lemma 4.1, we get
Bm×sm×s (Fq,w) = Lm1 − 2Lm−11 + Lm−21 , (12)
where
Lm1 =
∑
k1,k2,...,ks
m!∏s
i=1 ki !
(
m −∑si=1 ki)!
×
(
q − 1
q
)∑s
i=1 ki
q
∑s
i=1 iki (13)
and k1, k2, . . . , ks being nonnegative integers such that
k1 > 0, k2, k3, . . . , ks−1  0, ks > 0,
s∑
i=1
ki  m, (14)
s∑
i=1
iki  w.
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Further, if we exempt the condition that first and last rows as well as first and last columns in the
burst to be non-zero, then Bm×sm×s (Fq,w) given in (12) reduces to vol(Sw) [9], where vol(Sw) is
the volume of sphere of radius w in Matm×s(Fq)∼=Fmsq equipped with ρ-metric and the bound
obtained in Theorem 4.1 reduces to the Hamming bound for random error correction [9] in linear
m-metric array codes.
Now, we obtain the bound for the correction of all bursts of order pr or less (1  p  m, 1 
r  s) having ρ-weight w or less.
Theorem 4.2. An (n, k) linear m-metric array code V ⊆ Matm×s(Fq) where n = ms that cor-
rects all bursts of order pr or less (1  p  m, 1  r  s) having ρ-weight w or less (1  w 
ms) must satisfy
qn−k  1 +
p∑
c=1
r∑
d=1
Bc×dm×s(Fq,w), (15)
where Bc×dm×s(Fq,w) is given by Lemma 4.1.
Proof. Follows directly from Theorem 4.1 and Definition 3.2. 
5. Rieger’s bound in m-metric array codes
To prove Rieger’s bound [8] in m-metric array codes, we first prove a lemma:
Lemma 5.1. An (n, k) linear m-metric array code V ⊆ Matm×s(Fq) where n = ms that has no
burst of order pr or less (1  p  m, 1  r  s) as a code matrix must have at least pr parity
check digits.
Proof. Let V ⊆ Matm×s(Fq) be any (n, k) linear m-metric array code (n = ms) over Fq . Con-
sider ζ to be the collection of all those elements of Matm×s(Fq) which have all their non-zero
components (if at all they have) confined to first p rows and first r columns. Then ζ /= ∅ as null
matrix belongs to it. We claim that no two matrices in ζ can belong to the same coset of the
standard array. Let, if possible, A,B ∈ ζ such that A,B ∈ same coset of the standard array.
⇒ A − B ∈ V. (16)
But by the nature of the elements of ζ , A,B ∈ ζ ⇒ A − B ∈ ζ and, therefore, A − B is a burst
of order pr or less. Since no burst of order pr or less is a code matrix, therefore,
⇒ A − B /∈ V. (17)
(16) and (17) lead to a contradiction. Therefore, no two members in ζ can be in the same coset
of the standard array. Since the number of available cosets = qn−k and number of elements in
ζ = qpr . Therefore, we must have
qn−k  qpr
⇒n − k  pr.
Hence the lemma. 
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Now, we prove Rieger’s bound for m-metric array codes.
Theorem 5.1 (Rieger’s bound). In order to correct all bursts of order pr or less (1  p  m, 1 
r  s), an (n, k) linear m-metric array code V ⊆ Matm×s(Fq) where n = ms must have at least
2pr parity check digits.Further, in order to correct all bursts of order pr or less and simultaneously
detect all bursts of order pl or less (l  r, s  l + r), the code must have at least p(l + r) parity
check digits.
Proof. Consider a matrix in Matm×s(Fq) which is a burst of order 2pr or less (here 2pr means
either p × 2r or 2p × r). Such a matrix can be expressed as a sum or difference of two matrices
in Matm×s(Fq) each of which is a burst of order pr or less. Since the linear m-metric array code
corrects all bursts of order pr or less, therefore, all bursts of order pr or less must belong to
different cosets of the standard array i.e. the difference or sum of two bursts of order pr or less
cannot be a code matrix. This implies that the matrix under discussion which is a burst of order
2pr or less is expressible as a sum or difference of two bursts of order pr or less and cannot be
a code matrix. Therefore, a burst of order 2pr or less cannot be a code matrix. Thus, by Lemma
5.1, the linear m-metric array code must have at least 2pr parity check digits.
Again, consider a burst of order p × (l + r) or less. Since the linear m-metric array code
corrects all bursts of order pr or less and simultaneously detects all bursts of order pl or less
(l  r, l + r  s), therefore, all correctable or detectable error matrices must belong to different
cosets of the standard array unless the error matrix is the same. Since a burst of order p × (l + r)
or less can be expressed as a sum or difference of two matrices, one of which is a burst of order
pr or less and other one is a burst of order pl or less, therefore, the matrix which is a burst of order
p × (l + r) or less cannot be a code matrix. Accordingly the code must have at least p(l + r)
parity check digits.
Hence the theorem. 
Acknowledgments
I am indebted to Professor R.A. Brualdi for his comments and suggestions. I would also like to
thank my husband Arihant Jain for his constant support and encouragement for pursuing research.
References
[1] M. Balum, P.G. Farrell, H.C.A. van Tilborg, Array codes, in: V. Pless, W. Cary Huffman (Eds.). Handbook of Coding
Theory, vol. II, Elsevier, North-Holland, 1998, pp. 1855–1909.
[2] C.N. Campopiano, Bounds on burst error correcting codes, IRE. Trans. IT-8 (1962) 257–259.
[3] S.T. Dougherty, M.M. Skriganov, MacWilliams duality and the Rosenbloom–Tsfasman metric, Moscow Math. J. 2
(2002) 83–99.
[4] S.T. Dougherty, M.M. Skriganov, Maximum distance separable codes in the p-metric over arbitrary alphabets,
J. Algebr. Combin. 16 (2002) 71–81.
[5] P. Fire, A class of multiple-error-correcting binary codes for non-independent errors, Sylvania Reports RSL-E-2,
Sylvania Reconnaissance Systems, Mountain View, California, 1959.
[6] E.M. Gabidulin, V.V. Zanin, Matrix codes correcting array errors of size 2×2, in: International Symposium on
Communication Theory and Applications, Ambleside, UK, 11–16 June, 1993.
[7] W.W. Peterson, E.J. Weldon Jr., Error Correcting Codes, second ed., MIT Press, Cambridge, Massachusetts, 1972.
[8] S.H. Reiger, Codes for the correction of clustered errors, IRE-Trans. IT-6 (1960) 16–21.
S. Jain / Linear Algebra and its Applications 418 (2006) 130–141 141
[9] M.Yu. Rosenbloom, M.A. Tsfasman, Codes for m-metric, Problems Inform. Transmission 33 (1997) 45–52.
[10] I. Siap, The complete weight enumerator for codes over Mm×s(Fq), Lect. Notes Comput. Sci. 2260 (2001) 20–26.
[11] I. Siap, A MacWilliams type identity, Turk. J. Math. 26 (2002) 465–473.
[12] D.C. Voukalis, A new series of concatenated codes subject to matrix type-B codes, IEEE. Trans. Inform. Theory
IT-28 (1982) 522.
