Abstract. We consider data from graphical models based on a recursive system of linear structural equations. This implies that there is an ordering, σ, of the variables such that each observed variable Yv is a linear function of a variable specific error term and the other observed variables Yu with σ(u) < σ(v). The causal relationships, i.e., which other variables the linear functions depend on, can be described using a directed graph. It has been previously shown that when the variable specific error terms are non-Gaussian, the exact causal graph, as opposed to a Markov equivalence class, can be consistently estimated from observational data. We propose an algorithm that yields consistent estimates of the graph also in highdimensional settings in which the number of variables may grow at a faster rate than the number of observations but in which the underlying causal structure features suitable sparsity, specifically, the maximum in-degree of the graph is controlled. Our theoretical analysis is couched in the setting of log-concave error distributions.
Introduction
Randomized experiments are the gold standard for inferring causal relationships. However, experiments can be expensive, unethical, or simply impossible given available technology. Observational studies thus remain an important source of information for many problems, and methodology that proposes causal relationships based on analysis of observational data is valuable for hypothesis generation and accelerating scientific discovery.
In this paper, we consider multivariate data Y 1 , . . . , Y n ∈ R p from an observational study, specifically, the observations form an independent, identically distributed sample. We encode the causal structure generating dependences in the underlying p-variate joint distribution by a graph G = (V, E) with vertex set V = {1, . . . , p}. Each node, v ∈ V , corresponds to an observed variable in Y i = (Y vi ) v∈V , and each directed edge, (u, v) ∈ E, indicates that Y ui has a direct causal effect on Y vi . Thus, positing causal structure is equivalent to selecting a graph. We will only consider directed acyclic graphs (DAGs), so directed graphs which do not contain directed cycles. Given the correspondence between a node v ∈ V and the random variable Y vi , we will at times let v stand in for Y vi ; for instance, when stating stochastic independence relations.
In general, discovery of causal structure from observational data is difficult because of the super-exponential set of possible models, some of which may be indistinguishable from others. This can be especially complicated in settings where the number of variables, p, is comparable or even exceeds the number of samples, n. Despite the inherent difficulty of the problem, many methods for causal discovery have been developed and have seen fruitful applications; see the recent review of Drton and Maathuis (2017) . In particular, the celebrated PC algorithm (Spirtes et al., 2000) is a constraint-based method which first infers a set of conditional independence relationships and then identifies the associated Markov equivalence Results on the size and number of Markov equivalence classes, which may be exponentially large, can be found e.g. in Steinsky (2013) . Kalisch and Bühlmann (2007) show if the maximum total degree of the graph is controlled and the data is Gaussian, then the PC algorithm can consistently recover the true Markov equivalence class also in high-dimensional settings. Harris and Drton (2013) extend the result to Gaussian copula models using rank correlations. However, although Maathuis et al. (2009) provide a procedure for bounding the size of a causal effect over graphs within an equivalence class, scientific interpretation of the set of possibly conflicting graphs can remain difficult. In contrast, it has been shown that under various additional assumptions, the exact graph can be recovered from observational data (Loh and Bühlmann, 2014; Peters and Bühlmann, 2014; Ernest et al., 2016) . In particular, Shimizu et al. (2006) show that this is the case when the data follow a linear non-Gaussian acyclic model (LiNGAM). The four models from Figure 1 are then mutually distinguishable. Shimizu et al. (2006) use independent component analysis to estimate graph structure, and the subsequent DirectLINGAM (Shimizu et al., 2011) and Pairwise LiNGAM (Hyvärinen and Smith, 2013 ) methods iteratively select a causal ordering by computing pairwise statistics. However, the methods proposed for LiNGAMs are inconsistent in high-dimensional settings that allow the number of variables to scale as fast or faster than the sample size.
In this work, we consider recursive linear structural equation models with non-Gaussian errors, as in Shimizu et al. (2006) . We propose a new test statistic which encodes causal direction and is suitable for the high-dimensional case. We also propose a modified DirectLiNGAM algorithm and show, under certain conditions and choice of tuning parameter, that it consistently recovers the causal graph even in high-dimensional settings and under slight model misspecification. Most notably, our theoretical analysis considers restricted maximum indegree of the graph and assumes log-concave distributions. Our guarantees also apply to hub graphs where the maximum out-degree may grow with the size of the graph. This corresponds to many observed biological networks (Hao et al., 2012) which do not satisfy the conditions needed for high-dimensional consistency of the PC algorithm (Kalisch and Bühlmann, 2007) .
2. Causal discovery algorithm 2.1. Generative model and notation. Consider real-valued p-variate observations Y 1 , . . . , Y n which are independent, identically distributed replications. We assume that the observations are generated from a linear structural equation model so that the elements of each random vector
where the β vu are unknown real parameters that quantify the direct linear effect of variable u on variable v, and ε vi is an error term of unknown distribution P v . We assume ε vi has mean 0 and is independent of all other error terms. Our interest is in models that postulate that a particular set of coefficients β vu is zero. In particular, the absence of an edge, (u, v) / ∈ E, indicates that the model constrains the parameter β vu to zero. Assuming that the graph representation, G, is a DAG implies that the structural equation model is recursive, that is, there exists a permutation of the variables, σ, such that β vu is constrained to be zero unless σ(u) < σ (v) .
We denote the model given by graph G by P(G). Each distribution P ∈ P(G) is induced through a choice of linear coefficients (β vu ) (u,v)∈E and error distributions (P v ) v∈V . Let B = (β vu ) be the p×p matrix determined by the model constraints and the chosen free coefficients. Then the equations in (1) admit a unique solution with Y i = (I − B) −1 ǫ i . The error vectors ǫ i = (ǫ vi ) v∈V are independent and identically distributed and follow the product distribution ⊗ v∈V P v . The distribution P is then the joint distribution for Y i that is induced by the transformation of ǫ i .
Standard notation has the set pa(v) = {u : (u, v) ∈ E} comprise the parents of a given node v. The set of ancestors an(v) contains any node u = v with a directed path from u to v; we let An(v) = an(v) ∪ {v}. The set of descendants de(v) contains the nodes u with v ∈ an(u).
2.2. Parental faithfulness. An important approach to causal discovery begins by inferring relations such as conditional independence and then determines graphs compatible with empirically found relations. For this approach to succeed, the considered relations must correspond to structure in the graph G as opposed to a special choice of parameters. In the context of conditional independence, the assumption that any relation present in an underlying joint distribution P ∈ P(G) corresponds to the absence of certain paths in G is known as the faithfulness assumption; see Uhler et al. (2013) for a detailed discussion. For our work, we define a weaker condition, parental faithfulness. In particular, if u ∈ pa(v), we require that the total effect of u on v does not vanish when we modify the considered distribution by regressing v onto any set of its non-descendants.
Let l = (v 1 , . . . , v z ) be a directed path in G, so (v j , v j+1 ) ∈ E for all j. Given coefficients (β vu ) (u,v)∈E , the path weight of l is w(l) = z−1 j=1 β v j+1 ,v j . Let L vu be the set of all directed paths from u to v. Then the total effect of u on v is π vu = l∈Lvu w(l). If u ∈ an(v), the effect characterizes the conditional mean with π vu = E(Y vi |Y ui = y + 1) − E(Y vi |Y ui = y). By convention, π vv = 1. If u ∈ An(v), then π vu = 0. The total effects may be calculated by
) be the covariance matrix of the, for convenience, centered random vector Y i ∼ P . Let Σ CC be the principal sub-matrix for a choice of indices C ⊆ V . For v ∈ V \ C, let Σ Cv be the sub-vector comprised of the entries in places (c, v) for c ∈ C. Let
be the population regression coefficients when v is regressed onto C. The quantity β vc.C is defined even if (c, v) ∈ E, and in general β vc.C = β vc even if (c, v) ∈ E. A pair (u, v) ∈ E is parentally faithful if for any set C ⊆ V \ (de(v) ∪ {v, u}), the residual total effect is
Figure 2. In (a), the choice β 31 = β 21 = 1 and β 32 = −1 results in parental unfaithfulness because π 31.∅ = 0. In (b), the choice β 31 = β 32 = β 42 = 1, β 41 = 2, and E(ε 2 1 ) = E(ε 2 2 ) = E(ε 2 3 ) = 1 results in parental unfaithfulness because π 42.3 = 0.
If this holds for every pair (u, v) ∈ E, we say that the joint distribution P is parentally faithful with respect to G. Parental faithfulness only pertains to the linear coefficients and error variances, and the choices for which parental faithfulness fails form a set of (Lebesgue) measure zero. The concept is exemplified in Figure 2. 2.3. Test statistic. In general, reliable determination of the causal direction between u and v requires all confounding to be removed. Thus, Shimizu et al. (2011) and Hyvärinen and Smith (2013) adjust v and u for all x such that σ(x) < σ(v) and σ(x) < σ(u). However, adjusting by an increasingly larger set of variables propagates error proportional to the number of variables, rendering high-dimensional estimation inconsistent, or impossible when the size of the adjustment set exceeds the sample size. On the other hand, restricting the size of the adjustment sets, may not remove confounding completely. The method we present provides a solution to this problem via the use of a test statistic that can simultaneously certify causal direction and a lack of confounding. Shimizu et al. (2011) calculate the kernel based mutual information between v and the residuals of u when it is regressed onto v. In general, the corresponding population information is positive if and only if v ∈ de(u) or there is uncontrolled confounding between v and u, that is, u and v have a common ancestor even when certain edges are removed from the graph. Hence, the mutual information can be used to test the hypothesis that v ∈ de(u) versus the hypothesis that v ∈ de(u) or there is confounding between u and v. Unfortunately, calculating the mutual information can be computationally burdensome, so Hyvärinen and Smith (2013) propose a different parameter R vu . Without confounding, R vu > 0 if v ∈ an(u) and R vu < 0 if u ∈ an(v). With confounding, however, the parameter can take either sign, so it cannot be reliably used if we remain uncertain about whether or not confounding occurs.
We introduce a parameter which shares the favorable properties of the mutual information used by Shimizu et al. (2011) but admits computationally inexpensive estimators. These estimators are rational functions of the sample moments of Y which facilitates analysis of error propagation. Define for any i the residual Y vi.C = Y vi − c∈C β vc.C Y ci , where β vc.C are the population regression coefficients from (2). Theorem 1. Let P ∈ P(G) be a distribution in the model given by a DAG G, and let Y i ∼ P . For K > 2, two distinct nodes u and v, and any set C ⊆ V \ {u, v}, define
v.C→u = 0. (ii) Suppose P is parentally faithful with respect to G. If u ∈ pa(v) and C ⊆ V \ (de(v) ∪ {v, u}), then for generic error moments up to order K > 2, we have τ
v.C→u of the parameter from (4) are naturally obtained from empirical regression coefficients and empirical moments.
In Theorem 1(ii), the term generic indicates that the set of error moments for which this statement does not hold has measure zero. Given that there is a finite number of sets C ⊂ V , the union of all exceptional sets is also a null set. A detailed proof of Theorem 1 is included in the Supplement. Claim (i) can be shown via direct calculation, and we give a brief sketch of (ii) here. For fixed coefficients (β vu ) (u,v)∈E and set C ⊂ V , τ
v.C→u is a rational function of the error moments. Thus existence of a single choice of error moments for which τ (K) v.C→u = 0 is sufficient to show that the statement holds for generic error moments. As the argument boils down to showing that a certain polynomial is not the zero polynomial (Okamoto, 1973) , the choice considered need not necessarily be realizable by a particular distribution. In particular, we choose all moments of order less than K equal to those of the centered Gaussian distribution with variance σ 2 v = E(ε 2 v ), but for the Kth moment we add an offset η v > 0, so
If there is no confounding between Y v.C and Y u , that is, no ancestor of u is the source of a directed path to v that avoids C ∪ {u}, then
with π vu.C = 0, by the assumed parental faithfulness. Thus, a choice of offsets with π
v.C→u = 0. A more involved but similar argument can be made in the case of confounding.
Corollary 1. Let P v and P u be two distributions that each have all moments up to order K equal to those of some Gaussian distribution. Then there exists a graph G, for which u ∈ pa(v), and distributions P which are parentally faithful with respect to G, but τ
Proof. The moments of P v and P u satisfy (5) with η v = η u = 0. Consequently, if there exists a set C such that there is no confounding between Y v.C and Y u , then τ v.C→u satisfies (6), the right-hand side of which is zero when η v = η u = 0.
Corollary 1 confirms that the null set to be avoided in Theorem 1(ii) contains any point for which all error moments are consistent with some Gaussian distribution. Thus, our identification of causal direction requires that the error moments of order at most K be inconsistent with all Gaussian distributions. In practice, we consider K = 3, 4. Hoyer et al. (2008) give a full characterization of when graphs with both Gaussian and non-Gaussian errors are identifiable.
We now specify a parameter that reveals whether a node v has a parent in some set V 2 ⊂ V .
Corollary 2. Let P ∈ P(G), let v ∈ V , and consider two disjoint sets V 1 , V 2 ⊆ V \ {v}. For a chosen non-negative integer J, define
where
(ii) Suppose β vu = 0 for all u ∈ pa(v). If de(V 2 ) ⊆ V 2 and pa(v) ∩ V 2 = ∅, then for generic error moments of order up to K, we have T
Proof. (i) The statement follows immediately from Theorem 1.
For that u and any C ⊆ V 1 , the residual total effect is π vu.C = β vu − c∈C β vc.C π cu = β vu because the assumed facts de(V 2 ) ∩ V 1 = ∅ and de(v) ∩ pa(v) = ∅ imply that π cu = 0 for all c ∈ C and π vu = β vu . We have assumed β vu = 0, so, by Theorem 1, generic error moments will ensure that |τ
Theorem 1(ii) requires parental faithfulness since we consider arbitrary u ∈ pa(v), whereas Corollary 2(ii) only requires that β uv = 0 since we maximize over V 2 . Use of sample moments yields estimatesτ v.C→u , which in turn yields estimatesT
In the remainder of the paper, we drop the subscript j in statements that apply to both parameters/estimators. Moreover, as we always fix K, we lighten notation by omitting the superscript, writing
3. Graph estimation procedure 3.1. Algorithm. We now present a modified DirectLiNGAM algorithm which estimates the underlying causal structure. At each step, we identify a root (i.e., a node without a parent), then recur on the sub-graph induced by removing the identified root. After step z, we will then have a z-tuple, Θ (z) , which gives an ordering of the roots identified so far, and Ψ (z) = V \ Θ (z) are the remaining unordered nodes. We say that Θ (z) is consistent with a valid ordering of G if for every s, t ≤ z, s < t only if Θ
For each step, we identify a root by selecting the node with the smallest statisticT (v,
Select the set of possible parents C
end for
Form Ω (z) by appending r to Ω (z−1) 8:
v } v∈V as the set of parents for each node and Ω (p) as the topological ordering In contrast to the DirectLiNGAM method, the proposed algorithm does not adjust for all non-descendants, but only for subsets of limited size. This is required for meaningful regression residuals when the number of variables exceeds the sample size and also limits error propagation from the estimated linear coefficients. However, if we naively allow C (z) v = Θ (z−1) , the number of subsets C ⊂ C (z) such that |C| = J grow at O(z J ). Thus, we reduce computational effort by pruning nodes which are not parents of v by letting
for some cut-off g (z) . In practice, specifying g (z) a priori can be difficult, so we use a datadriven rising cut-off
r , Ψ (z−1) )), where r is the root selected at step z and α is a non-negative tuning parameter. A larger value of α prunes more aggressively, decreasing the computational effort. However, setting α too large could result in incorrect estimates if some parent of v is incorrectly pruned from C (z) v . Section 3.2 discusses selecting an appropriate α.
For fixed C
v , Ψ (z−1) , and v, the signs of T 1 (min-max) and T 2 (max-in) will always agree, so both could be used to certify whether pa(v) ∩ Ψ (z−1) = ∅. When the parameters are positive, T 1 ≥ T 2 , so the min-max statistic may be more robust to sampling error when testing if the parameter is non-zero. However, it comes at a greater computational cost. At each step, Ψ (z) decreases by a single node and C 
v which include the variable selected at the previous step. Updating the min-max statistic without redundant computation would require storing the O |Ψ| 2 z J values of τ v.C→u . In practice, we completely recomputeT 1 at each step. Section 4 demonstrates this trade-off between computational burden and robustness on simulated data.
3.2. Deterministic statement. Theorem 2 below makes a deterministic statement about sufficient conditions under which Algorithm 1 will output a specific graph G when given data Y = (Y 1 , . . . , Y n ). We assume each Y i ∼ P Y but allow model misspecification so that P Y may not be in P(G) for any DAG G. However, we require that the sample moments of Y are close enough to the population moments for some distribution P ∈ P(G). For notational convenience, for H ⊆ V and α ∈ R |H| , letm H,α = 1 n n i v∈H Y αv vi denote a sample moment estimated from data Y , and let m H,α = E P v∈H Z αv v denote a population moment for Z ∼ P .
Condition (C1). For some p-variate distribution P , there exists a DAG G with |pa(v)| ≤ J for all v ∈ V such that:
(a) For all v, u ∈ V and C ⊆ V \ {u, v} with |C| ≤ J and C ∩ de(v) = ∅; if u ∈ pa(v) then the population quantities for P satisfy τ
, then the population quantities for P satisfy τ
v.C→u = 0. Condition (C2). The population covariance of P has minimum eigenvalue λ min > 0.
Condition (C3). All population moments of P up to degree K, m V,α for |α| ≤ K, are bounded by a constant ∞ > M > max(1, λ min /J) for positive integer J.
Condition (C4). All sample moments of Y up to degree K,m V,α for |α| ≤ K, are within δ 1 of the corresponding population values of P with δ 1 < λ min /(2J).
The constraint in Condition (C3) that M > max(1, λ min /J) is only used to facilitate simplification of the error bounds, and not otherwise necessary. Condition (C1) is a faithfulness type assumption on P , and in Theorem 2 we make a further assumption on γ which ensures strong faithfulness. However, it is not strictly stronger or weaker than the Gaussian strong faithfulness type assumption. In particular the condition requires the linear coefficients and error moments to be jointly "sufficiently parentally faithful and non-Gaussian," so even if the linear coefficients would not have otherwise satisfied strong faithfulness, sufficiently non-Gaussian moments could still ensure the strong faithfulness condition holds.
Finally, let P F K (G) be the subset of distributions P ∈ P(G) with τ
v.C→u = 0 whenever u ∈ pa(v) and C ⊆ V \ ({u, v} ∪ de(v)). Then the set of linear coefficients and error moments that induce an element of P(G) \ P F K (G) has measure zero. This set difference includes distributions which are not parentally faithful with respect to G and distributions for which there exist a parent/child pair for which both error distributions have Gaussian moments up to order K.
Theorem 2. For some p-variate distribution P and data Y = (Y 1 , . . . , Y n ):
(i) Suppose Condition (C1) holds. Then there exists a DAG G such that P ∈ P F K (G) and G is unique such that P / ∈ P F K (G) for any other DAGG with maximum in-degree ≤ J.
(ii) Furthermore, suppose Conditions (C1)-(C4) hold for constants which satisfy
Then with pruning parameter g = γ/2, Algorithm 1 will outputĜ = G.
The main result of Theorem 2 is part (ii). The identifiability of a DAG was previously shown by Shimizu et al. (2006) by appealing to results for independent component analysis; however, our direct analysis of rational functions of Y allows for an explicit tolerance for how sample moments of Y may deviate from corresponding population moments of P . This implicitly allows for model misspecification; see Corollary 3. The proof of Theorem 2 requires Lemmas 1-3, which we develop first. The lemmas are proven in the Supplement. Recall that β vC are the population regression coefficients from (2), and letβ vC denote the coefficients estimated from Y . Lemma 1. Suppose Conditions (C2), (C3), and (C4) hold. Then for any v ∈ V , C ⊆ V , and |C| ≤ J,
C denote the analogous quantity for Z ∼ P , and letŶ vi.C = Y vi − c∈Cβ vc.C Y ci .
Lemma 2. Suppose that Conditions (C2), (C3), and (C4) hold. Let s, r be non-negative integers such that s + r ≤ K, and let Z ∼ P . For any v, u ∈ V and C ⊆ V \ {u, v} such that |C| ≤ J,
The proof of Lemma 2 relies on the fact that the map from moments of Z to the quantities of interest are Lipschitz continuous within a bounded domain.
Lemma 3. Suppose that Conditions (C2), (C3), and (C4) hold. Then
for the function Φ(J, K, M, λ min ) given in Lemma 2.
The proof of Lemma 3 is an application of the triangle inequality.
of Theorem 2.
(ii) We proceed by induction. By Lemma 3 and assuming (7), each statistiĉ τ v.C→u is within δ 3 < γ/2 of the corresponding population quantity. Thus, any statistic corresponding to a parameter with value 0 is less than γ/2 and, by Condition (C1) and the condition on γ in (7), all statistics corresponding to a non-zero parameter are greater than γ/2. Recall that Θ (z) is a topological ordering of nodes. Assume for some step z, that Θ (z−1) is consistent with a valid ordering of G. Let R (z) = {v ∈ Ψ (z−1) : an(r) ⊆ Θ (z−1) } so that any r ∈ R (z) is a root in the subgraph induced by Ψ (z−1) and Θ (z) = (Θ (z−1) , {r}) is consistent with G. The base case for z = 1 is trivially satisfied since Θ (0) = ∅.
Setting g = γ/2 does not incorrectly prune any parents, so pa(r) = C
v , Ψ (z−1) for every r ∈ R (z) and v ∈ Ψ (z−1) \ R (z) . This implies the next root selected, arg min
v , Ψ (z−1) must be in R (z) , and thus Θ (z) remains consistent with G.
(i) The fact that P ∈ P F K (G) follows directly from the definition. To show uniqueness, we use population quantities so that δ 1 = 0 which in turn implies δ 3 = 0. Then for any γ > 0, Algorithm 1 will return G. Thus, by 2(ii), G must be unique.
Remark. Under the conditions of Theorem 2 if the pruning parameter α ≤ 1, Algorithm 1 will return a topological ordering consistent with G, butÊ may be a superset of E. However, there exists some α ≥ 1 which will recover the exact graph.
The statement in Theorem 2 concerned an explicit cut-off g. In practice, we specify a tuning parameter α which is easier to interpret and tune. Letting α = 1 ensures that under the specified conditions, g (z) < γ/2, so no parents will be incorrectly pruned and the estimated topological ordering will still be correct. This, however, may not remove all ancestors which are not parents so the estimated edge set may still a superset of the true edge set. Specifically, letting
which under the assumptions is strictly greater than 1, will correctly prune ancestors and not parents. Setting α too large may result in an incorrect estimate of the ordering since a true parent may be errantly pruned. Thus, we advocate a more conservative approach of setting α ≤ 1 which anecdotally is more robust to sampling error and violations of strong faithfulness.
Remark. Suppose P Y ∈ P(G) but is not necessarily parentally faithful with respect to G. If α = 0 and β vu = 0 for any (u, v) ∈ E, then for generic error moments a correct ordering will still be recovered consistently as δ 1 → 0.
Corollary 2(ii) holds even without parental faithfulness. So for generic error moments, γ > 0 such that T (v, C (z−1) v , Φ (z−1) ) > γ for all v ∈ Φ (z−1) \ R (z) for all steps z. However, without parental faithfulness, a parent node may be errantly pruned if α > 0. To ensure Corollary 2(i) holds, we need pa(r) ⊆ C (z−1) v for all r ∈ R (z) , which is satisfied by letting C (z−1) r = Θ (z−1) . For fixed γ, since δ 3 → 0 as δ 1 → 0, then there exists some δ 1 sufficiently small so that γ > 2δ 3 .
3.3. High-dimensional consistency. We now consider a sequence of graphs, observations, and distributions indexed by the number of variables, p:
Y , and P (p) . For notational brevity, we do not explicitly include the index p in the notation. The following corollary states conditions sufficient for the conditions of Theorem 2 to hold with probability tending to 1. We now make explicit assumptions on P Y and let m ⋆ V,a denote the population moments of P Y . Again, we allow for misspecification, but require control of the L ∞ distance between population moments of P Y and some P ∈ P F K (G).
Condition (C5). P Y is a log-concave distribution.
Condition (C6). All population moments of P Y up to degree 2K, m ⋆ V,α for |α| ≤ 2K, are bounded by M − ξ > max(1, λ min /J).
Condition (C7).
Each population moment of Y up to degree 2K, m ⋆ V,α for |α| ≤ 2K, is within ξ of the corresponding population moment of P .
When Y is actually generated from a recursive linear structural equation model, Condition (C7) trivially holds with ξ = 0 and log-concave errors imply that Y is log-concave.
Corollary 3. For a sequence of distributions P and data Y assume Conditions (C1), (C2), (C5), (C6), and (C7) hold. For pruning parameter g = γ/2, Algorithm 1 will return the grapĥ G = G with probability tending to 1 if
when p → ∞ and γ, λ min < 1 < M .
Proof. Conditions (C6) and (C7) imply Condition (C3). It remains to be shown that Condition (C4) and (7) hold for the γ specified in Condition (C1). Solving the inequality in Lemma 3 for δ 1 shows (7) will be satisfied if the sample moments of Y are within δ of the population moments such that δ + ξ ≤ δ 1 with δ 1 less than
for Φ defined in (8). Since J, K, M > 1, γ, λ min < 1 ensure that first term is the relevant term. We further simplify the expression since
Thus, the conditions of Theorem 2 will be satisfied if
Specifically, we analyze the case when ξ < δ 4 /2 and |m V,a − m V,a | < δ < δ 4 /2 for all |a| ≤ K. If Y v follows a log-concave distribution, we can directly apply Lemma B.3 of Lin et al. (2016) which states for f , some K degree polynomial of log-concave random variables Y = (Y 1 , . . . , Y n ), and some absolute constant, L, if
Letting f (Y ) be the sample moments of Y up to degree K, Condition (C6) implies the variance is bounded by M/n. Since there are p+K p moments with degree at most K (which is less than p K when p > 2), then by a union bound, when 0 < ξ < δ 4 /2,
In the asymptotic regime, where p is increasing,
implies that the inequality in (11) will be satisfied and
Plugging in the expression for δ 4 , we find Figure 3. Each bar represents the results from 500 randomly drawn graphs and data. In each group, from left to right, the bars represent (1) min-max T 1 , (2) max-minT 2 , (3) Shimizu et al. (2011) , and (4) Hyvärinen and Smith (2013) . In the left panel n = 50p and the right panel n = 10p.
This quantity is of order
when assuming that γ < M . In addition, ξ < δ 4 /2 will be satisfied if
Numerical results
4.1. Simulations: low dimensional performance. We first compare the proposed method using: (1) min-maxT 1 and (2) max-minT 2 against (3) DirectLiNGAM (Shimizu et al., 2011) and (4) Pairwise LiNGAM (Hyvärinen and Smith, 2013) . We randomly generate graphs and corresponding data with the following procedure. For each node v, select the number of parents d v uniformly from 1, . . . , min(v, J). We include edge (v − 1, v) to ensure that the ordering is unique and draw β v,v−1 uniformly from (−1, −.5) ∪ (.5, 1). The remaining parents are selected uniformly from [v − 2] and the corresponding edges are set to ±1/5. The n error terms for variable v are generated by selecting σ v ∼ unif(.8, 1) and then drawing ε vi ∼ σ v unif(− √ 3, √ 3). We use K = 4, fix the max in-degree J = 3, let p = 5, 10, 15, 20, and let n = 50p and n = 10p. Since γ/2 is not known, we set α = .8 to ensure that at least the topological ordering can be recovered consistently. We compare the accuracy of the graph estimation algorithms by measuring Kendall's τ between the returned ordering and the true ordering. The procedure is repeated 500 times for each setting of p and n. Figure 3 shows in the low-dimensional case with n = 50p, the Pairwise LiNGAM and DirectLiNGAM methods outperform the proposed method (with either statistic). However, in the medium dimensional case with n = 10p, the proposed method begins to out perform the low dimensional methods. Comparing the T 1 , the min-max, against T 2 , the max-min, it appears that using T 1 is better than using T 2 . However, Figure 4 shows a large difference in computational effort; we also include p = 40, 80 for further contrast. In the remaining simulations, we use the max-min statistic, T 2 . Figure 4 . Timing results from 500 randomly drawn graphs and data with n = 50p. In each pair, the left represents min-max,T 1 and the right max-min, T 2 . The y-axis is on a log scale.
The proposed method compares favorably to the DirectLiNGAM method in computational effort because of the expensive kernel mutual information calculation, and is comparable to the Pairwise LiNGAM. However, we do not otherwise present a direct timing comparison because DirectLiNGAM and Pairwise LiNGAM are both implemented in Matlab while our proposed method is implemented in R and C++ (R Core Team, 2017; Eddelbuettel and François, 2011) .
Simulations: high-dimensional consistency.
To show high-dimensional consistency, we generate the graph and coefficients as described in Section 4.1, but we let n = 3/4p and set p = 100, 200, 500, 1000, 1500. We first consider random DAGs and data generate as before, but with J = 2. We also consider graphs with hubs, nodes with large out-degree. Under our setting, we only make assumptions about the in-degree, while the PC algorithm requires the maximum total degree (both in and out) to grow sub-linearly (Kalisch and Bühlmann, 2007) . We generate random graphs with hubs by first including a directed edge from v − 1 to v for all nodes v = 2 . . . p and draw the edge weight uniformly from (−1, −.65) ∪ (.65, 1). We then set nodes {1, 2, 3} as hubs and include an edge with weight ±1/5 to each non-hub node from a random hub. Thus, the out-degree for each of the hub nodes grows linearly with p, but the maximum in-degree remains bounded by 2. For both cases, the results for 20 runs at each value of p = 100, 200, 500, 1000 and 10 runs for p = 1500 are shown in Figure 5. 4.3. Data example: high-dimensional performance. We use the proposed method to estimate causal structure among the stocks in the Standard and Poor's 500. Specifically, we consider the percentage increase/decrease for each share price for each trading day between Jan 2007 to Sep 2017. After removing companies for which data is not available for the entire period p = 442. We scale and center the data so that each variable has mean 0 and variance 1. Because the causal structure may vary over time and the observations may only be approximately identically distributed for short periods, the only data available is observational and high-dimensional. We estimate causal structure for each of the following periods separately with J = 3 and K = 4: 2007 -2009 , 2010 , 2012 -2015 -2017 . Across these periods, the sample size, n, ranges from 425 to 755.
The underlying structure is unlikely to be causally sufficient or acyclic. Nonetheless, the method still recovers reasonable structure. We first consider the most recent Jan 2016 -Sep 2017 period. In the estimated ordering, 160 of the companies directly follow another company in the same sector. When arranging the companies randomly, the probability of 160 or more matches is essentially 0. Figure 6 shows a boxplot for the estimated ordering of the companies within each sector. The sectors are sorted top to bottom by median ordering. Near the top, we see utilities, energy, real estate, and finance. Since energy is an input for almost every other sector, intuitively price movements in energy should be causally upstream of other sectors. The estimated ordering of utilities might seem surprising; however, utility stocks are typically thought of as a proxy for bond prices. Thus, the estimated ordering may reflect the fact that changes in utility stocks capture much of the causal effect of interest rates, which had stayed constant for much of 2011-2015 but began moving again in 2016. Real estate and finance, two other sectors which are highly impacted by interest rates, are also estimated to be early in the causal ordering. In Figure 7 , we have ranked each sector by the median topological ordering for each period. We can see that the orderings are relatively stable over time, but there are a few notable changes. We see that in 2007, real estate was estimated to be the "root sector" while finance is in the middle. This aligns with the idea that the root of the 2008 financial crisis was actually failing mortgage backed securities in real estate, which had a causal effect on finance. However, over time, real estate has moved more downstream. Figure 7 . Sectors ranked across period by median estimated topological ordering.
Discussion
The proofs for consistency involve our specific test statistic and log concave errors; however, a similar analysis could be used for other test statistics which are Lipschitz continuous in the sample moments over a bounded domain, can distinguish causal direction, and indicate the presence of confounding. This would include a normalized version of the proposed test statistics which accounts for the scaling of the data. In addition, the result would apply directly to other classes of distributions for which the sample moments concentrate at an exponential rate.
The proposed algorithm requires two inputs: a bound on the in-degree and a pruning parameter α. Typically a bound on the in-degree is unknown, but a reasonable upper bound may be used instead. The pruning parameter α plays a similar role to the nominal level for each conditional independence test in the PC algorithm. Both have a direct effect on the sparsity of the estimated graph and also regulate the maximum size of conditioning sets.
In (7), we have made a key restriction that the error moments must be adequately different from the moments of any Gaussian and the edge weights must be strongly parentally faithful. In practice, this is a difficult condition to satisfy, and Uhler et al. (2013) show strong faithfulness type restrictions can be problematic in practice. However, even if the distribution is not strongly parentally faithful, we can still consistently recover the correct ordering as long as each individual linear coefficient is non-zero and the errors are sufficiently non-Gaussian. Sokol et al. (2014) consider identifiability of independent component analysis for fixed p when the error terms are Gaussians contaminated with non-Gaussian noise. In particular, when the effect of the non-Gaussian contamination decreases at an adequately slow rate, the entire mixing matrix is identifiable asymptotically. In our analysis, the measure of non-Gaussianity is treated by our assumptions on γ. Our results suggest that the results of Sokol et al. (2014) can also be extended to the asymptotic regime where the number of variables is increasing.
The modified procedure we propose retains the existing benefits of the procedure. The output of algorithm is independent of the ordering of the variables in the input data. In the low-dimensional setting, the order of the variables is not typically a large issue, but in the high-dimensional case, the output of causal discovery methods may be highly dependent on ordering (Colombo and Maathuis, 2014) . In addition, any edges (or non-edges) known in advance can be easily incorporated into the search procedure. Loh and Bühlmann (2014) show that the precision matrix recovers the moralized graph even with non-Gaussian errors. This could potentially be used as a pre-processing step to greatly decrease computational effort.
Spirtes, P., Glymour, C., and Scheines, R. (2000) . Causation, prediction, and search. Proof. Statement (i): Consider any set C such that pa(v) ⊆ C and C ∩de(v) = ∅. Since we condition on all parents, β vc.C = 0 for any c ∈ C which is not a parent of v. Then,
We then directly calculate the parameter for the set C.
The penultimate equality follows from the assumption of independent errors. If there is no directed path from v to u, then π uv = 0 and the statement trivially holds.
Statement (ii):
For fixed C, u, v ∈ V , and parentally faithful linear coefficients and variances, τ
v.C→u is a polynomial of the error moments of degree k = 3, . . . , K. Thus, selecting a single point (of error moments) where the quantity τ v.C→u is non-zero is sufficient for showing that the quantity is non-zero for generic error moments of degree k = 3, . . . , K (Okamoto, 1973) . Specifically, we select that point by letting all error moments for k < K be consistent with the Gaussian moments implied by σ 2 v , the variance of ε v , but select the Kth degree moment to be inconsistent with the corresponding Gaussian moment. Since there are a finite number of sets C ⊆ V such that C ∩ de(v) = ∅, then the set of error moments of degree k = 3, . . . , K which yield τ v.C→u = 0 for any C ⊆ V also has Lebesgue measure zero.
Recall that the total residual effect of u on v given C is
where π vu is the total effect of u on v and π uu = 1. For any set C, where
By the parental faithfulness assumption, since u ∈ pa(v), π vu.C = 0. We partition An(v) ∪ An(C) into three disjoint sets
Note that u ∈ Z 2 and graphically, Z 2 \ {u} corresponds to ancestors of u which only have directed paths to v through C ∪ {u}, while Z 3 corresponds to ancestors of u which have directed paths to v that do not pass through C ∪ {u}. If there is no confounding between Y v.C and Y u , then Z 3 is empty. For notational convenience, we define
For w = (w 1 , w 2 , w 3 ) with |w| = w 0 , let
. We first consider the case where Z 3 is empty so that the expansion above reduces to
Let the moments of degree k for 2 < k < K of all the error terms be consistent with some Gaussian distribution. This implies that the error moments for z = Z 1 , Z 2 are also consistent with some Gaussian distribution since the sum of Gaussians is also Gaussian. So for E(ε
where k!! denotes the double factorial of k. However, let the Kth degree error moments be inconsistent with the specified Gaussian distribution so that for z = Z 1 , Z 2 and η z > 0,
By direct calculation we see
) = 0 when a is odd, so we are left with
Evaluating the moments yields Since Z 1 and Z 2 are disjoint, we can always select the Kth moments of the individual error moments so that this holds. Now consider the case when Z 3 is not empty. From Equations (18) 
