Abstract A generalized class of infeasible-interior-point methods for solving horizontal linear complementarity problem is analyzed and su cient conditions are given for the convergence of the sequence of iterates produced by methods in this class. In particular it is shown that the largest step path following algorithms generates convergent iterates even when starting from infeasible points. The computational complexity of the latter method is discussed in detail and its local convergent rate is analyzed. The primal-dual gap of the iterates produced by this method is superlinearly convergent to zero. A variant of the method has quadratic convergence.
Introduction
In this paper we study the convergence of a class of infeasible interior point methods for solving the horizontal linear complementarity problem (HLCP): where b 2 IR n , and Q; R 2 IR n n are such that for any u; v 2 IR n , Qu + Rv = 0 implies u T v 0:
(1:2) If Q; R is a pair of n n-matrices satisfying (1.2) we say that Q; R is a positive semide nite pair. It is known (see e.g. Bonnans{Gonzaga (1993) ) that this problem trivially includes the linear programming problem (LP) and the convex quadratic programming problem (QP) in their usual formulations, and thus provides a quite general framework for the study of algorithms. Of course any LP and QP can also be written as a standard linear complementarity problem (SLCP) which is a HLCP where R is the identity matrix and ?Q is positive semide nite. As mentioned by little loss of e ciency is involved in solving LPs and QPs by embedding them in an algorithm for SLCP, provided the linear algebra takes into account the speci c structure of the individual problem. However, as will be seen below, in the analysis of the algorithms it is very convenient to permute the components of x and s such that x denotes \the large variables" and s denotes \the small variables". Then the SLCP becomes an HLCP which gives one more reason (besides the symmetry of the formulation) to consider HLCP. For recent theoretical work on the relationship between di erent formulations of linear complementarity problems we refer to G uler (1993), T ut unc u{Todd (1992) , Anitescu{Lesaja{Potra (1994) . The present paper is organized as follows. In Section 2 we present a generic infeasible path following algorithm and study its basic properties. In Section 3 we propose an extension of the largest step path following algorithm for arbitrary positive infeasible starting points and prove its global convergence. The computational complexity of this infeasible path following algorithm depends on the quality of the starting point. If the starting points are large enough then the algorithm has O(nL) iteration complexity. If a certain measure of feasibility at the starting point is small enough then the algorithm has O( p nL) iteration complexity. In particular, for feasible starting points we recover the result of McShane (1994) . In Section 4 we give su cient conditions for convergence of the sequences generated by the generic infeasible path following algorithm. Our results generalize the corresponding results obtained by Bonnans{Gonzaga (1993) in the feasible case. In the last section we use these general results to prove that for problems having a strictly complementary solution the sequence (x k ; s k ) of iterates generated by the largest step infeasible path following algorithm is convergent and that the sequences (x k ) T s k and r k := b ? Qx k ? Rs k measuring \optimal-ity" and \feasibility" are superlinearly convergent to zero. Moreover we show that the largest step infeasible path following algorithm can be modi ed a la Gonzaga (1994) so that the latter sequences are quadratically convergent while preserving the same global convergence and polynomial complexity as the original algorithm (actually, our analysis allows to extend to infeasible algorithms the asymptotic results of Gonzaga (1994) and Gonzaga{Bonnans (1994) ). For proving this, we generalize the analysis of the largest step path following algorithm done by Gonzaga (1994) in the feasible case. To our knowledge this algorithm is the rst infeasible interior point algorithm for LCP with quadratic convergence and O(nL) iteration complexity that uses only one matrix factorization and two backsolves per iteration. We mention that the infeasible interior point algorithms for LCP of Potra (1994) and Potra and Sheng (1994) have also quadratic convergence and O(nL) iteration complexity but the former requires two matrix factorizations and three backsolves while the latter requires two matrix factorizations and two backsolves. Also, we note that the algorithms from Wright (1994), and Zhang (1994) have only O(n 2 L)-iteration complexity. Kojima, Mizuno and Todd (1995) , mention that the O(nL) infeasible{interior{point algorithms for linear programming considered in that paper can be generalized for linear complementarity problems , but the superlinear convergence of the resulting algorithms has not been yet established. Very recently, Ye (1994) has proposed a homogeneous self-dual reformulation of a standard form linear complementarity problem, for which a feasible starting point is always available, and has proposed an O( p nL) iteration algorithm for this problem, but has not proved any superlinear convergence results.
Conventions. By IR, IR + , IR ++ we denote the set of real, nonnegative real, and positive real numbers. Given a vector x, the corresponding upper case symbol denotes as usual the diagonal matrix X de ned by the vector. The symbol e represents the vector of all ones, with dimension given by the context.
We denote component-wise operations on vectors by the usual notations for real numbers. We use the same notations for a point x in a set parameterized by , say E . We say that x = O( ) (resp. x = ( ), x ) whenever there is a constant K such that kxk K (resp. x ?1 = O(1= ); x ) for all x 2 E , and all small enough . In particular, x 1 in E means that there are constants K 2 > K 1 > 0, such thatany x 2 E satis es K 1 x i K 2 , i = 1; : : : ; n. Given two vector functions x and y, x y means that x i y i for i = 1; : : :; n.
A Generic Infeasible Path-Following Algorithm
We de ne the measure of optimality of (x; s) 2 IR 2n + as = 1 n x T s ; (2:3) and its measure of feasibility as krk where r is the residual in the linear part of (1.1), r = b ? Qx ? Rs :
It is easily seen that the measure of optimality of (x; s) is in fact the normalized 1-norm of the residual of the nonlinear part of (1.1), n = kxsk 1 , so that nding a solution of HLCP (1.1) means nding a pair (x; s) 2 IR 2n + with = 0 and r = 0.
We consider algorithms for solving the HLCP (1.1) that follow approximately the infeasible central path pinned on a, de ned as the set of triplets (x; s; ) that satisfy xs = e; Qx + Rs = b ? a; It is easily seen that if a is de ned as above then the second equation of (2.5) is satis ed at the starting point. If we choose arbitrary s 0 > 0; 0 > 0 and take x 0 = 0 =s 0 then the rst equation of (2.5) is also satis ed i.e., the starting point chosen in this way belongs to the infeasible central path pinned on a. It is easily seen that for any triplet (x; s; ) belonging to the infeasible central path we have = . Even if the starting point is on infeasible central path, the subsequent points (x; s; ) produced by the algorithm will not be on this path and therefore and will be di erent in general. Nevertheless, because the second equation in (2.5) is linear, and we consider algorithms based on Newton's method, it follows that if the second equation in (2.5) is satis ed by the starting point, then it will be satis ed by all subsequent points. We will assume that the algorithms under consideration produce points (x; s; ) with decreased values of (i.e., 0 ) and which belong to a certain neighborhood of the infeasible central path. More precisely we assume that the points belong to a \large" neighborhood of the form V := fw = (x; s; ) (2:11) so that in V the parameter and the optimality measure have the same size, while, as remarked before, on the infeasible central path these two quantities coincide. Moreover Qx + Rs = b ? a implies r = a = ( = 0 )r 0 ; (2:12) so that on V the feasibility measure krk has also the same size as .
At a typical point of an algorithm belonging to the class to be studied in this paper we have already computed a point (x; s; ) This general algorithm includes many infeasible interior point algorithms, such as the predictor-corrector algorithm of Potra and Sheng (1994) , where centering steps alternate with a ne-scaling steps and the largest step infeasible path following method that was brie y described above and will be studied in detail in the next section. We will assume that GIPFA produces a sequence f k g that converges R-linearly to zero, in the sense that In what follows we assume that is computed exactly. However, the whole theory can be rewritten in terms in appropriately chosen upper bounds of that are computable in O (1) arithmetic operations (see also Gonzaga (1994) ).
By a continuity argument (3.9) ensures that (x( ); s( )) 2 R 2n ++ , 8 2 ] ; 1]; so that (x( ); s( ); ) 2 N , 8 In what follows we will prove that the above algorithm is globally convergent in the sense that the sequence f k g converges to zero at a global Q-linear rate. This implies that the sequence f k g converges to zero at a global R-linear rate. Under some assumptions on the starting points we will derive polynomial complexity bounds. In our proofs we will often use the following two lemmas. The rst one contains a simple but fundamental result that can easily be proved, while the second one is more technical and has been proved in Monteiro{Tsuchiya (1992) (see also Bonnans{Gonzaga (1993) and (G uler (1993) In the next proposition we show how to reduce a HLCP to a SLCP. A more general result is given by G uler (1993). Our reduction scheme is inspired from (Bonnans{Gonzaga (1993)).
Proposition 3.4 Let Q; R be a positive semide nite pair and denotê n 1 = rank(Q) ; n 1 = rank(R) ;n 2 = n ?n 1 ; n 2 = n ? n 1 : We can prove now the following general result about the largest step infeasible path following algorithm. Proof. The fact that the algorithm is well de ned follows from Lemma 3.6. The relation (x k ; s k ; k ) 2 N follows from the choice of k . We have by de nition k+1 = k k , and it is easily veri ed that r k+1 = k r k . This shows that (3.28) is satis ed. >From the de nition of the algorithm (see (3.12)) we have j 0 = 0 ? 1j ? 1 so that (3.27) is satis ed for k = 0.
Using the notation of In order to obtain a bound for # we rst note that with the notation introduced in Propo- 
General Su cient Conditions for Convergence of the Iterates
This section is rather technical and the reader who is interested only in the main result should go directly to the the statement of Theorem 4.13. The proof of the main result is based on a series of technical lemmas, some of which may be of independent interest to specialists.
Large variables and small variables. We note that after reordering Q; R remains a positive semide nite pair. In addition, the Newton directions as well as the neighbourhoods V and N of the the infeasible central path as de ned in Section 2 are invariant with respect to this transformation. This means that all algorithms based on the Newton step and those neighbourhoods of the infeasible central path (in particular GIPFA) are invariant with respect to permutation of variables. Of course, the algorithms never use the knowledge of the optimal partition, which is unknown: the algorithms are always de ned in terms of the original problem and we assume that the optimal face is characterized by (4.1) only when analyzing the algorithms. Therefore in the analysis we will always refer to x as the vector of large variables and to s as the vector of small variables. At a solution of our problem the small variables vanish. In the proof we need a pair (x;s) such that Qx + Rs = a: (4:3) We mention that such a pair always exists since we can take for examplex = (Q ? R) ? We want to study the limit-points of sequences f(x k ; s k ; k )g of elements of V when k ! 0. They are related to the shifted analytic barrier function of the optimal face which is de ned as follows. Given A 2 IR m n ; q 2 IR m , we de ne the projection operators P A;q and P A by x 7 ! P A;q x = argminfkw ? xk j Aw = qg; and P A = P A;0 . Since P A is the orthogonal projection on N(A), and therefore a linear operator in IR n , the same notation will be used for its matrix representation. Similarly, we denote byP A = I ? P A the orthogonal projection on R(A T ) and the matrix representing it. Lemma 4.4 For any x 2 IR n and q 2 IR m , P A;q x = P A x + P A;q 0. Let us prove now a very useful result about the new point produced by a step of GIPFA. Using (4.17), we get (iii). Relation (iv) is an easy consequence of (i).
The shifted analytic barrier function associated with large variables. The direction of displacement for large variables is, up to O( ), equal to l, with l := dP Q ( ?1 + ds): We now interpret l as a perturbed Newton step for minimizing the shifted barrier function over some a ne space. Consider the nonlinear problem parameterized by x: min y2IR n s (y); Qy = Qx: (4:19) As the Hessian of s at x is X ?2 , the Newton step associated with this minimization problem is de ned by min The unique primal solution of the latter system is given by (4.18) . In short, l is the displacement obtained by applying a Newton-like step for minimizing s (x) with the Hessian being approximated by D ?2 .
The distance between the Newton-like step l and the exact Newton stepl may be estimated using Lemma 4.6. Let us de ne the proximity of the large variables x > 0 as the norm of x ?1l , (the scaled Newton centering step for solving (4.19)): (x) := kP QX (e + xs)k :
The next lemma shows that the proximity is never larger than the usual measure of centering. Using again ĥ 0:25 and khk 1:4 ĥ 0:35, we obtain the conclusion. 
As l k is bounded in V , and k converges linearly to 0, we deduce that x k converges whenever Let us note that condition (ii) of the above theorem could be replaced with the formally more general condition k k for all su ciently large k;
where is the quantity considered in Lemma 4.12. However, the latter condition would be very di cult to verify since there is no simple way to nd bounds for . The largest step infeasible path following algorithm studied in the previous section clearly satis es condition (i), and in the next section we will show that it also satis es (ii) since k = 1 and lim k!1 k = 0. We note that if the largest step infeasible path following algorithm is considered in connection to larger neighborhoods of the infeasible central path then (ii) may still be satis ed while (i) is not. We also note that the algorithms of Wright ( ,1994 as well as the algorithms of Potra and Sheng (1995) satisfy (ii) since k = 0 for k su ciently large, but they do not satisfy (i).
Asymptotic convergence analysis for the largest step infeasible path following algorithm
In what follows we rst use Theorem 4.13 to deduce that the sequence fw k g produced by the largest step infeasible path following algorithm converges. Then it is easy to to prove that the sequences f r k g and f(x k ) T s k g measuring feasibility and optimality are superlinearly convergent to zero. We shall end the paper by showing that the largest step infeasible path following algorithm can be modi ed in such a way that the latter sequences are quadratically convergent.
Theorem 5.1 Assume that the set of strictly complementary solutions S 0 is nonempty and that 0:25. Then the sequence f(x k ; s k ; k )g produced by Algorithm 3.1 converges. Moreover the sequence f k g converges to zero Q-superlinearly, and consequently the sequences f r k g and f(x k ) T s k g also converge Q-superlinearly to zero.
Proof. We assume that the variables have been permuted such that x contains the large variables and s contains the small variables. From Lemma 4.1 we have s k k and therefore according to (3.39) it follows that the small variables converge to zero, s k ! 0. We know by Theorem 4.13 that fx k g also converges, x k ! x . Hence u k ! 0. It follows that = k x k+1 s k+1
As v k k , we deduce that = o( 1 k ), which implies k ! 0. Since k = k+1 = k , this means that k ! 0 Q-superlinearly. From (3.28) it follows that r k converges Q-superlinearly to zero as well (even component-wise!). Finally, from (3.27) we deduce that
which shows that f(x k ) T s k g also converges to zero Q-superlinearly.
We now consider a variant of this algorithm in which a safeguard is added so as to obtain quadratic convergence. Our basic tool is Lemma 5.4, due (in the framework of feasible algorithms) to Gonzaga (1994) . This Lemma gives a precise estimate of k xs (1) ? ek, which is itself strongly related to the centering of the large variable. Here is a general idea of the proof. We have to prove that = O( ). We rst prove the following Lemma, that establishes a strong connection between the proximity at a new point and the amount k xs (1) ? ek. In the proof of the Theorem, we show that if the large variables are su ciently well centered, then k xs(1) ? ek is small enough to obtain = O( ) using (5.28). Now if the safeguard was activated an in nite number of times, the sequences of points would converge to the analytical center by Theorem 4.13, and we would get a contradiction using (5.28). Knowing that the safeguard is not active after a nite number of steps, we deduce with (5.29) an estimate of k xs (1) ? ek that allows to check with (5.28) that = O( ), as desired.
The Lemma below was proved by Gonzaga (1994) in the framework of feasible algorithms. Although the proof needs no modi cation, we give it for the self-containedness of the paper. The result follows by subtracting e = e + (1 ? )e and taking norms.
Proof of the Theorem We rst prove that the safeguard cannot be activated an in nite number of times. Indeed, if the safeguard was activated an in nite number of times, then Consequently the safeguard will not be activated after a certain iteration, which gives the desired contradiction.
Having established that the safeguard cannot be activated an in nite number of times, we deduce with (5.29) that after a certain iteration 
