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Abstract
Finding the right cloud configuration for workloads is
an essential step to ensure good performance and con-
tain running costs. A poor choice of cloud configuration
decreases application performance and increases running
cost significantly. While Bayesian Optimization is effec-
tive and applicable to any workloads, it is fragile because
performance and workload are hard to model (to predict).
In this paper, we propose a novel method, SCOUT.
The central insight of SCOUT is that using prior mea-
surements, even those for different workloads, improves
search performance and reduces search cost. At its core,
SCOUT extracts search hints (inference of resource re-
quirements) from low-level performance metrics. Such
hints enable SCOUT to navigate through the search space
more efficiently—only spotlight region will be searched.
We evaluate SCOUT with 107 workloads on Apache
Hadoop and Spark. The experimental results demon-
strate that our approach finds better cloud configurations
with a lower search cost than state of the art methods.
Based on this work, we conclude that (i) low-level per-
formance information is necessary for finding the right
cloud configuration in an effective, efficient and reliable
way, and (ii) a search method can be guided by historical
data, thereby reducing cost and improving performance.
1 Introduction
Cloud computing provides a large variety of architectural
configurations, such as the number of cores, amount of
memory, and the number of nodes. The performance of
a workload—an application and its input—can execute
up to 20 times longer—or cost 10 times more—than opti-
mal. The ready flexibility in cloud offerings has created a
paradigm shift. Whereas before an application was tuned
for a given cluster, in the cloud the architectural config-
uration is tuned for the workload. Furthermore, because
the cloud has a pay-as-you-go model, each configuration
(cluster size × VM type) has running cost and execution
time. Therefore, a workload can be optimized for least
cost or shortest time—which are different configurations.
Choosing the right cloud configuration is a non-trivial
problem for the following reasons.
Brute Force. There are more than 100 cloud configura-
tions. Consequently, evaluating all the possible configu-
rations to find the best configuration is too expensive.
Canonical Cloud Configuration. Each workload—
application and input—has its own preferred choice of
cloud configuration. Therefore, there is no one-size-fits-
all configuration [8, 16, 28].
Opaque Resource Requirements. Resource require-
ments to achieve a certain objective (execution time or
running cost) for a specific workload are opaque [30].
Level playing field. While the execution time tends to
decrease with a more powerful instance type, the cost per
unit time goes up, which compresses the running costs.
This creates a level playing field—several inferior con-
figurations in execution time are now competitive in run-
ning cost [16]. Consequently, it is harder to find the op-
timal cloud configuration.
Several methods have been proposed to find the best
cloud configuration [8, 28, 30, 16]. These methods can
be broadly classified into (1) prediction—which uses
elaborate offline evaluation to generate a machine learn-
ing model that predicts the performance of workloads
and (2) search-based techniques—which successively
evaluate configurations looking for one that is near opti-
mal [8, 16]. Prediction, as proposed in PARIS [30], is not
reliable because of high variance in prediction results. A
search-based method does not require an accurate model
but can have a high evaluation cost (measured in terms
of configurations evaluated).
We choose the search-based method because it better
tolerates prediction error and delivers effective solutions.
Any search-based method has two aspects.
• Exploration: Gather more information about the
search space by executing a new cloud configuration.
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• Exploitation: Choose the most promising configura-
tion based on information collected.
Additional exploration incurs higher search cost, and
insufficient exploration may lead to sub-optimal solu-
tions. This is the exploration-exploitation dilemma ap-
peared in many machine learning problems [18]. For ex-
ample, CherryPick requires a good exploration strategy
to characterize the search space [8].
In this paper, we argue that it is possible to trade ex-
ploration with exploitation without settling for a sub-
optimal configuration. The central insight of this pa-
per is that the cost of the search for the right cloud
configuration can be significantly reduced if we could
learn from the historical data—experiences of finding
the right cloud configuration for other workloads.
In this paper, we present a SCOUT, which uses histor-
ical data to find the best cloud configuration for a work-
load. In doing so, we (1) enable practitioners to find a
near-optimal cloud configuration (2) with a lower search
cost than state of the art. Additionally, we answer the
following questions about improving the performance of
the search-based method and reducing the search-cost.
How to make the search process more efficient. Cher-
ryPick uses Bayesian Optimization to find the right cloud
configuration [8]. It requires exploring the search space
to characterize the performance of a workload on dif-
ferent cloud configurations. Performance and workload
characterization can be derived from data. We show
that using historical data (of other workloads), SCOUT
can largely reduce the cost of exploration. Furthermore,
SCOUT can find near-optimal configuration faster due to
the experience learned from other workloads.
How to make the search process more effective. When
a search process moves closer to the optimal solution at
each step, it eventually finds the optimal configuration.
At its core, SCOUT predicts better choices (than the cur-
rent best) at each step. SCOUT uses comprehensive per-
formance data for the prediction. SCOUT also leverages
low-level performance information to better identify re-
source requirements. In this way, SCOUT can spotlight
the region (such as cluster sizes and VM types) in the
search space where near-optimal configurations reside.
Therefore, it is more likely to find effective solutions.
How to make the search process more reliable. In
our previous work, we showed that CherryPick is frag-
ile because its search performance heavily depends on
the selection of initial points (cloud configurations) and
the choice of the kernel function [16]. More importantly,
these choices are workload dependent. This makes the
search process unreliable or unpredictable. We show that
in SCOUT the search performance is more reliable re-
gardless of initial points.
Our key contributions are:
1. we propose a novel method, SCOUT, that finds (near)
optimal solutions and solves the shortcomings of the
prior work. (Section 3);
2. we present a novel way to represent the search space,
which can be used to transfer knowledge from histor-
ical measurements(Section 3);
3. we evaluate SCOUT and other state-of-the-art meth-
ods using more than 100 workloads on three different
data processing systems. (Section 4); and
4. we make our performance data available for encour-
aging research of system performance.1
2 Background and Related Work
The prior work in this area can be broadly divided into
two: prediction and sequential model-based optimiza-
tion.
Prediction. This technique builds a model to predict the
best architecture for a given workload. Machine learning
techniques have been widely used to build these predic-
tion models. Inside-out applies regression models to pre-
dict distributed storage performance (storage through-
put) [17]. PARIS builds a complex performance model
for batch-processing and OLAP jobs [30]. Prediction ac-
curacy heavily relies on feature selection, model selec-
tion, and parameter tuning and the quality of data.
Sequential Model-Based Optimization. A sequential
model-based optimization (SMBO) method successively
finds towards the best cloud configuration. During the
search process, SMBO updates its “belief” (using new
observations, running the workload on a cloud configura-
tion) and builds a prediction model for selecting the next
choice. The prediction model built by SMBO is used to
differentiate between suitable and unsuitable cloud con-
figurations. The search process terminates when the per-
formance objective does not improve. Bayesian Opti-
mization falls into the SMBO class of algorithms.
2.1 Shortcomings of prior work
The state of the art techniques CherryPick [8] and
PARIS [30] suffer from three major issues.
Model accuracy Prediction based approaches like
PARIS build a model using measurements. The objec-
tive of such an approach is to use an accurate model to
predict, for example, execution time or running cost of
workloads. This method has two major weaknesses (i)
building an accurate model requires more data—which
in our setting is hard to come by, and (ii) the perfor-
mance of the cloud environment is susceptible to perfor-
mance variability—the data collected after running the
workload might not reflect the true performance [27]. As
shown in PARIS, the performance of batch-processing
jobs is less predictable. The inaccurate estimation of the
1 Large-scale performance data is available at https://github.
com/oxhead/scout.
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execution time can be attributed to the non-linear rela-
tionship between resource and performance [8].
Cold-start Any SMBO method requires initial measure-
ments to seed the search process. The initial measure-
ments are very crucial since it determines the effective-
ness of the search. A poor seeding strategy can lead
to wasted effort and leads to selecting a sub-optimal
cloud configuration. The effect of cold-start is more pro-
nounced when the initial measurement cost cannot be
amortized, e.g., the search space is not large enough.
Fragility An SMBO method is fragile as it is overly sen-
sitive to input parameters. The success of CherryPick
on a given workload depends on the initial points used to
seed the search and the choice of the kernel function used
in the performance model (Gaussian Process Model). In
our previous work, we have observed that CherryPick
sometimes fails to find near-optimal configurations and
incurs longer (than expected) search path [16].
2.2 Elements of an efficient approach
By analyzing the differences between the state of the art
methods, we identified the following key components in
solving the problem: (1) a search-based method (simi-
lar to Cherrypick [8]) is essential since it accommodates
mispredictions and performance variances in the cloud,
and (2) historical data (as used in PARIS [30]) is use-
ful to understand the inherent preferences of a workload.
These two components can be used together to solve the
problem more effectively and overcome the shortcom-
ings of the current state of the art approaches.
Because it is tough to build an accurate model to di-
rectly predict performance and cost of workloads on dis-
tinct cloud configurations, we can instead build an in-
direct model (for improving prediction accuracy). A
search-based method does not require a direct answer
(which choice is the best), but an easier answer to “are
there better choices?” That is, we can build a simplified
and relaxed model that can assist a search-based method
in finding the solutions more efficiently. A relaxed model
does not predict the absolute performance of a configu-
ration but rather predicts the relative performance of two
configurations. Furthermore, “a bad learner” sometimes
can still find a good solution [20]. Because SMBO re-
quires an initial prediction model, it is necessary to pre-
train However, the data for the initial model need not
come from the workload being evaluated. Rather, data
from any workload can be used to build a useful model
of the configuration space. For example, SCOUT creates
an initial model using data from more than 100 work-
loads across 69 configurations. For this model to be most
useful, the information must be generic—independent of
workload. This technique is inspired by [30].
There are too few features (dimensions and options)
in the configuration space to build a robust model that
works across many workloads. Consequently, a model
based only on architectural features (e.g., cluster sizes
and memory per core is fragile.
Low-level performance metrics (which are generic)
provide better insight into resource bottleneck and re-
source efficiency [16, 17, 30]. Fortunately, this informa-
tion is relatively easy and cheap to collect.
To summarize, the following elements are necessary to
create an effective approach.
1. Prefer the search-based technique, which converges
to the best solution iteratively and avoids the large
penalty caused by dramatic prediction error.
2. Use a relaxed model that boosts prediction accuracy,
thereby better guides a search process to find the near-
optimal configurations more quickly,
3. Use low-level metrics to generate a generic represen-
tation of the search space such that it can be used by
other combinations of workload and application.
4. Create a performance database so that the knowledge
of optimization can be used by other optimizers to
find the right cloud configuration and hence reduce
the search cost.
3 From Observation to Action
In this section, we describe our method of finding the
right cloud configuration for a given workload. We
first formalize our problem setting. Next, we describe
how to derive search hints from performance data to
guide a search process. Last, we highlight the major de-
sign choices that enable an effective and efficient search
method for finding the best cloud configuration.
3.1 Problem Formulation
The search-based method attempts to find the best cloud
configuration for a workload (w ∈ W )—an application
and its input. The cloud configuration space for work-
load w is referred to as (s ∈ Sw), where Sw is the set of
cloud configuration options for a workload w. The size
of the search space is Nw cloud configurations. In our set-
ting, the cloud configuration space is same for all work-
loads and hence referred to as S. For a given workload
w, each configuration s has a corresponding performance
measure y = φ(s). Each configuration in the cloud con-
figuration space s is represented as the features of the
cloud configuration. In CherryPick, the configuration is
represented using architectural information such as the
number of cores, size of memory, etc.
At the start of the search process for a workload (w),
none of the cloud configurations are evaluated. The eval-
uated configurations are removed from a set of unevalu-
ated configurations (u ∈U) and added to a set of evalu-
ation configurations (E). The search-based method eval-
uates different cloud configurations (follows a different
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path) to find the best configuration. Hence, the evalu-
ated and unevaluated configuration for different work-
loads is varied. For every workload w, there exist a
corresponding sets Uw and Ew. The sum of the cardi-
nalities of Uw and Ew is equal to the cardinality of S
(|Uw|+ |Ew| = |S|). The performance data from other
workloads (H) for a workload w refers to the set of all
evaluated cloud configuration of previous optimization
process (Hk = Ex : ∀x =W \ k, where k is a workload).
A search method, while optimizing for a workload
w, walks through the space of unevaluated configuration
space Uw, and selects the next most promising configu-
ration (s∗ ∈Uw). The promising configuration refers to
the configuration, which has the highest probability of
being better (lower execution time or deployment cost)
than the configurations explored till until now (P(s∗ =
φ(s∗) < φ(e)∀e ∈ Ew)). To determine different choices
for the next step, a search process only requires knowing
“how likely is one choice better than the others“. Cher-
ryPick chooses the regression model for accurately pre-
dicting the actual performance of a workload. Similarly,
PARIS builds a regression model to estimate execution
time and running cost on different VM types.
3.2 Searching for the Next Step
A search-based method navigates in the search space to
find the best cloud configuration. It is mostly concerned
with two questions: “what are better choices” and “what
are more promising regions”. The former ensures that a
search will eventually, find a near-optimal configuration
while the latter determines how quickly it finds the solu-
tion (also known as convergence speed) An effective and
efficient search method must answer these two questions.
To answer the two questions, we mainly need only to
know “what are better choices”. At each step, a search-
based method aims to find a cloud configuration that
is better than the current best. A higher probability of
guessing the next step right ensures that a search process
sequentially finds a better choice. A right next step also
guides a search process to move towards the right direc-
tion. As long as the optimizer can move closer to the
desired solution at each step, it is more likely to guaran-
tee it will find near-optimal solutions.
To better determine the next step, a search process can
learn from the observations along the search path. How-
ever, this method faces two challenges. First, it requires
collecting sufficient data to build strong beliefs. Cherry-
Pick is confronted by the cold-start issue since it must
first “explore” the search space—to identify the promis-
ing regions—by building an accurate model. Second, an
insufficient number of observations leads to “high bias”
in prediction—the method can wrongly believe that a
particular region (such as VM types or cluster sizes) is
more promising than the other leading to a sub-optimal
solution.
Instead of learning only from observations collected
while executing the workload, a search process also can
learn from performance data of other workloads—which
have been optimized in the past. This addresses the is-
sue of “high bias” because a larger number of measure-
ments performance data is available to create a predic-
tion model that generalizes a performance model bet-
ter. This also sidesteps the “exploration” problem be-
cause the search process does not need to collect obser-
vations by running workloads for the current search task.
The idea of reusing the data is often tricky since the dif-
ferent combination of application and workload exhibit
very different behavior. For example, the same applica-
tion with different inputs can create very different work-
load behavior (such as the execution time and running
cost) [16]. A performance model, which captures this
complex behavior would require more information about
the search space than just the architecture level informa-
tion such as VM types and cluster sizes.
3.3 Hints for Search
To navigate the search space efficiently, SCOUT is built
on the following three ideas.
Relative ordering. To effectively solve an optimization
problem, we do not require accurate performance values
rather; we care about relative ordering. This means that
we do not need an accurate model as prescribed in prior
work [30]. The idea of using an inaccurate model is use-
ful because the effort required to build an accurate model
is much higher than an inaccurate model. Hence, we do
not need to predict performance measures directly rather
the relative ordering or ranks.
Pairwise comparison. Since the modeling scheme is
only required to rank the set of unevaluated cloud con-
figurations, we do not need to use regression-based mod-
eling schemes as used in the prior work. Instead, we
can use Pairwise Comparison modeling scheme [29].
Based on this insight, we choose not to infer (inaccurate)
performance measure but rather to infer (accurate) rela-
tive ordering—one configuration is better than another.
Ranking from binary comparisons is a ubiquitous prob-
lem in many machine learning applications such as rec-
ommendation system and player ranking.
Transfer learning. The accuracy of a performance
model depends on the number of data points used to train
the model. In our setting, the data points are expensive
to compute. When building the performance models, it
might be best to reference observations from other opti-
mization processes. Researchers in transfer learning re-
port that data from other optimization processes can yield
better models than just using current data [25].
Using these insights, SCOUT can built pairwise mod-
elling technique to derive the probability P(φ(S j) ≤
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φ(Si)) where S j ∈ Uw. Given any configuration pair
〈Si,S j〉, we derive the probability distribution over Uw.
A higher value indicates S j is more likely to have better
performance measure than Si. For example, consider a
configuration space (S = S1,S2,S3,S4) and φ(S1) = 10
(the current best), and the predicted probability distri-
bution over Uw = S2,S3,S4 (all pair-wise comparisons)
is [0.8,0.2,0.2]. For a cloud configuration Si, the vec-
tor of probability distribution over Uw is referred to as Pi.
This vector represents “how likely S j (S j ∈Uw) is a better
choice than Si”, where Si is the measured cloud configu-
ration and S j is possible choices for the next step. In this
example, S2 is a better choice than the others. When the
actual performance measure (φ(S j) ≤ φ(Si)), a search
process will find a better solution than the current best
in the subsequent steps until termination.
As mentioned above, we observe that a regression
model performs worse than a pairwise model in terms of
prediction accuracy. That is, the prediction of φ(S j) ≤
φ(Si) is less accurate when using a regression model.
In our setting, accuracy quantifies how well a model
can learn the probability of one configuration being bet-
ter than the other configuration—which is similar to a
classification task. Figure 1 illustrates the difference in
accuracy for all pairwise comparisons of configurations
across all workloads using ExtraTrees [13].
Pairwise modeling is similar to a binary classification
scheme. A classification problem is a problem of group-
ing data into classes. Traditional pairwise modeling is
used as binary classification scheme. But, in our set-
ting, we use multi-classes instead of two. The intuition
for using multiple classes is that some configurations are
very similar to each other. In such a case, SCOUT should
not select a configuration that produces a similar perfor-
mance measure. For example, we can define the classes
to be “better,” “fair,” and “worse”. SCOUT favors the
configurations in the “better” class. SCOUT uses a prede-
fined discretization policy (based on user-defined thresh-
olds) to convert probability to discrete classes. For ex-
ample, φ(S j)φ(Si) ≤ 0.8 is considered as “better.”
Prior work used data from the current optimization
process to explore the configuration space, which can be
expensive. To reduce or eliminate the need for exploring,
SCOUT uses historical data (Hw) gathered from previous
runs. This is inspired by the field of Transfer learning,
which focuses on learning a new task through the transfer
of knowledge from a related task that has already been
explored. To transfer knowledge, SCOUT needs to en-
code the knowledge learned from the previous optimiza-
tion in the historical data. Our previous work showed that
architectural features are not a reliable encoding scheme
for defining the configuration space [16]. Hence, we use
low-level metrics along with the architectural features.
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Figure 1: On the model selection of predicting the
next step. We evaluate the ability to distinguish a good
and a bad configuration. In regression, we test rank pre-
serving as prediction accuracy [20].
3.4 Low-Level Insight
The search performance of SCOUT is highly dependent
on the classification accuracy. Low-level performance
metrics helps identify performance problems [10, 7]
and predict application and system performance [17,
30]. Leveraging low-level information also alleviates the
fragility problem of CherryPick. In this section, we de-
scribe how to build an accurate classification model with
low-level performance metrics.
Understanding resource bottlenecks help choose the
right cloud configuration and help SCOUT ignore not so
promising cloud configurations. For example, in opti-
mizing execution time, a memory bottleneck indicates an
instance with larger memory may improves resource ef-
ficiency, thereby reducing execution time. However, re-
source requirement is opaque, and might not be linearly
related to a performance objective [8, 30]. In such cases,
manual analysis is challenging and requires significant
efforts. Instead, we apply machine learning techniques
to draw rules from the historical data.
Let Li be the low-level metrics collected during the
execution of a workload on a cloud configuration Si.
Our performance model learns the mapping function
f (F(Si),F(S j),Li) = Ci j, where the function F repre-
sents the features of a cloud configuration, and Ci j is
the prediction class that S j belongs to. This prediction
model answers the question “provided low-level perfor-
mance information to an observation of a workload run-
ning on Si, will this workload perform better on another
cloud configuration S j?” This is similar to the process of
manual troubleshooting performance problems and iden-
tifying resource bottleneck. Instead of constructing rules
manually, our modeling technique can extract those rules
implicitly. When a workload runs inefficiently on one
cloud configuration, SCOUT observes abnormal or insuf-
ficient resource usage. This observation is translated to
prediction probability implicitly. SCOUT ignore those
configurations with low prediction probability.
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3.5 Search Strategy
During a search process, a new observation (running a
workload on a selected cloud configuration) provides the
necessary information to determine whether there exist
other better choices. That is, given
〈
F(Si),Li
〉
, we can
generate predict classes (Ci j).
The probability vector Pi is derived for each new ob-
servation φ(Si). A search strategy determines the choice
based on the probability predictions. At each step, the
search process selects the configuration S j with the max-
imum probability Pi j.
This search strategy is similar to depth-first search.
While CherryPick requires balancing exploration and ex-
ploitation, SCOUT tends to exploit—since it uses histor-
ical data. When the prediction model can generate qual-
ity predictions, this search strategy leads to quick con-
vergence speed (the selected configuration improves over
the current best). Therefore, the search process requires
low search cost of finding near-optimal configurations.
A search process should stop when it no longer can
find a better configuration. This is controlled by a pre-
defined parameter called probability threshold (α) and
acts as a stopping criterion. When the predicted proba-
bility Pi j is lower than α for all S j, the search process is
not confident that it would find better configurations in
the next step. A search should also stop if it fails to find
better solutions due to an inaccurate performance model.
This is controlled by another parameter called mispre-
diction tolerance (β ) to avoid excessive search cost.
3.6 Put Them All Together
We have shown that the core element of a search based
method is to determine the next best step. For ob-
taining hints to guide a search process, we propose
using the classification technique (pair-wise prediction
model) to predict the Probability of Improvement (PI).
That is similar to Expected Improvement (EI) in Cherry-
Pick. We choose pair-wise modeling because it deliv-
ers high prediction accuracy and fits naturally into the
search process. The modeling method of SCOUT lever-
ages low-level performance information, which extracts
rules (based on resource utilization) implicitly. This im-
proves a search process because certain types of cloud
configurations can be avoided (as we will show in Sec-
tion 4). Last, we choose a search strategy that merely
picks the configuration with the highest prediction proba-
bility (most likely to be better than the current best). This
strategy increases convergence speed (low search cost).
Figure 2 compares and contrasts the design choices of
SCOUT against prior work.
4 Evaluation
We evaluate SCOUT with three sets of big data analytics
applications on 18 cloud configurations on a single-node.
Methods Search-based
Low-level
Metrics
Historical
Data
Relaxed
Modeling
CherryPick [8] 3 7 7 7
PARIS [30] 7 3 3 7
Arrow [16] 3 3 7 7
Scout 3 3 3 3
Figure 2: An overall comparison with other methods in
finding the best cloud configurations. A search-based method
better tolerates prediction bias. Leveraging low-level metrics
improve search performance. Historical data helps eliminate
unnecessary exploration overhead in a search. Pair-wise mod-
eling naturally fits into a search-based method while improving
prediction accuracy.
{c4, m4, r4} {c4, m4, r4} {c4, m4, r4}
large xlarge 2xlarge
4 × 2 4 × 4 4 × 8
6 × 2 6 × 4 6 × 8 Scale
8 × 2 8 × 4 8 × 8 Up
10 × 2 10 × 4 10 × 8
Scale 12 × 2 12 × 4 12 × 8
Out 16 × 2 16 × 4
20 × 2 20 × 4
24 × 2 24 × 4
32 × 2
40 × 2
48 × 2
Figure 3: Search space that supports strong scaling. We
designed our search space such that we can evaluate the best
cloud configuration to trade-off between the scale-out and the
scale-up strategies. We are also interested in the best number
of machines for a workload ( represent configurations with
equal number of cores). We test 9 common instance types.
We further evaluate 69 cloud configuration on multiple
nodes. Our evaluations show that SCOUT finds the opti-
mal or near-optimal configuration more often than other
methods and does so while reducing search costs.
4.1 Experiment Setup
Workloads. We choose diverse workloads (CPU-
intensive, memory-heavy, IO-intensive and network-
intensive) such as PageRank, sorting, recommendation,
classification and online analytical processing (OLAP).
We also change the input parameters and data sizes to
create a wide spectrum of workloads. These workloads
run on Apache Hadoop [2] and two separate versions of
Apache Spark [3] (1.5 and 2.1). Please refer to [16] for
detailed workload list.
Deployment Choices. Our evaluation examines both
single- and multiple-node settings. When evaluating dif-
ferent cluster sizes, we use strong scaling—fixed prob-
lem size—because we are interested in how to speed up
a workload rather than the efficiency of the cluster. The
single-node setting serves a comparison baseline and al-
lows us to test more workloads (due to smaller search
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(b) Search Cost
Figure 4: Minimizing Execution Time. The x-axis repre-
sents the normalized performance (to the optimal configura-
tion), and the optimal performance is 1. SCOUT finds the near-
optimal solutions (< 1.1) in 87% workloads while using much
fewer steps.
space). In the single node setting, we choose 18 distinct
instance types or cloud configurations and 107 work-
loads. For the multiple-node setting, we run 18 work-
loads on 69 cloud configurations (6 instances with vari-
ous cluster sizes). The search space is shown in Figure 3.
Parameters. SCOUT has three important parameters: 1)
labeled classes, 2) probability thresholds and 3) mispre-
diction tolerance. For the labeled classes in classifica-
tion modeling, we define five classes, “better+”, “bet-
ter”, “fair”, “worse” and “worse+”, using thresholds [0.8,
0.95, 1.05, 1.2] as the cut points. Regarding the two stop-
ping criteria, we choose 0.5 for the probability threshold
and 3 and 4 for the misprediction tolerance in the single-
node and multiple-node setting respectively. We examine
the trade-off of these parameters in Section 6.
Data Processing: The low-level performance data is col-
lected using the Linux performance monitoring tool, sys-
stat [5]. We use a similar data processing method in our
previous work [17, 16].
4.2 Comparison Method
To evaluate SCOUT, we examine the search performance
in terms of effectiveness, efficiency and reliability. We
compare SCOUT with random search, coordinate de-
scent, and CherryPick.
Random search. This search method uniformly sam-
ples the configuration space. The stopping criterion is
the number of configurations to evaluate. A higher num-
ber yields better solution but also incurs higher search
cost. For a fair comparison, the search is repeated 100
times. Random-4, -6, -8 represent random samples of 4,
6, and 8 cloud configurations respectively. It serves as a
naı¨ve baseline method.
Coordinate descent. This method searches one dimen-
sion (e.g., CPU type and memory size) at a time. It de-
termines the best choice of the dimension and continues
to choose the best from other dimensions. This approach
may suffer from local minimum due to diminishing re-
0.9 1.0 1.1 1.2 1.3 1.4 1.5
Running Cost (normalized)
Random-4
Random-6
Random-8
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(EI=10%)
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(EI=1%)
Scout
(a) Search Performance
0 1 2 3 4 5 6 7 8 9
# of Steps
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Random-6
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CherryPick
(EI=10%)
CherryPick
(EI=5%)
CherryPick
(EI=1%)
Scout
(b) Search Cost
Figure 5: Minimizing Running Cost. Searching for the op-
timal cost is more difficult because the search cost is higher
than the scenario of minimizing execution time. SCOUT still
finds near-optimal solutions with a small increase in search cost
while CherryPick only finds near-optimal solutions in about
50% workloads.
turn and irregular performance outcome [8]. This situ-
ation worsens when the number of dimension increases.
In the evaluation, there are three dimensions: (1) the in-
stance family (such as c4 or r4), (2) the instance size
(such as, large or 2xlarge), and (3) the cluster size (#
of VMs). The results are from 100 distinct searches, in
which the starting point was randomly selected.
CherryPick. We implement the approach proposed
in CherryPick [8]. We use the same kernel function
(Mate´rn 5/2) and the same stopping criteria (EI=10%).
We uniformly sample three configurations as starting
points. Since the search performance of CherryPick is
highly dependent on the selection of the starting points,
this experiment repeats 100 times to reduce artifacts and
give a better picture of CherryPick’s capability.
We compare these approaches using three metrics.
First, we evaluate the effectiveness of the methods us-
ing the normalized performance (to the optimal choice).
It can be the execution time or the deployment cost. Sec-
ond, we use the search cost— the number of cloud con-
figurations measured to find the right cloud configura-
tion. Last, we examine how reliable our method is across
the workloads. We compare the aggregate of the normal-
ized performance and the search cost along with their the
10th and 90th percentiles to observe whether our method
performs well with consistency. These numbers better
illustrate reliability of the methods.
4.3 Is Scout effective and efficient?
We examine search performance and search cost across
107 workloads in the single-node setting. This evaluation
largely answers whether a search method is reliable.
Scout finds the near-optimal configurations (within
10% difference) for 87% workloads. Figure 4(a) and
Figure 5(a) presents the best cloud configuration (nor-
malized to the optimal performance—1.0 represent the
best, higher the worse) found by SCOUT and other meth-
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Figure 6: Quality of found solutions.
Although both CherryPick and SCOUT
find the near optimal-solutions in most of
the time, SCOUT is less fragile.
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Figure 7: Stopping awareness. Search
optimization avoids unnecessary search
cost if it knows when the optimal solution
is found.
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Figure 8: Convergence speed. SCOUT
finds a better solution with 25% improve-
ment (on average) at each iteration, which
suggests SCOUT is more likely to con-
verge.
ods while minimizing execution time and deployment
cost, respectively. Figure 4(b) and Figure 5(b) presents
the search cost required the find the best cloud configu-
ration which minimizes execution time and deployment
cost, respectively. The figures display a box plot. The
box shows the inter-quartile range (from 25th to 75th per-
centile). The vertical red line is the median, and the dot
is the mean. The whiskers to left and right show the
10th and 90th percentiles, respectively. The horizontal
axis shows execution time, and the vertical axis shows
different techniques. An ideal search-based technique
would find the best cloud configuration (in terms of per-
formance) using the lower search cost. These figures
show the following.
• SCOUT finds the best relative performance in terms of
both execution time and deployment cost. The median
performance of SCOUT, while searching for the cloud
configuration which minimizes the deployment cost is
1.0, which means SCOUT was able to find the right
cloud configuration.
• SCOUT is better than CherryPick across all measures
(execution time, deployment cost, and search cost).
• SCOUT finds the best relative performance using the
least search cost (fewer number of steps). Random-4
also requires low search cost, but its performance is
much worse than SCOUT.
• The variance in the performance (in terms of execu-
tion time and deployment cost) of SCOUT is much
lower than the other methods. The large variance of
the Random methods can be attributed to their inher-
ent randomness.
Overall, we see that SCOUT is that best performing
method and CherryPick, the state of the art method, only
delivers similar performance in 64% workloads while re-
quiring 47% greater search cost (4.7 compared to 3.2
steps). We also observe that the variance in the best cloud
configuration found by SCOUT over 100 runs across 107
workloads is much lower than the other method. Hence,
we can conclude that SCOUT is a reliable method to find
the best cloud configuration.
Cost creates a level playing field. Optimizing execu-
tion time is relatively easy because a larger, more pow-
erful instance type is more likely to have a shorter exe-
cution time. However, the more powerful types are more
expensive to execute. Consequently, a smaller instance
type may run longer but cost less. Because the cost to
execute an instance grow as the raw hardware perfor-
mance increase, the differences in deployment cost be-
tween configurations tend to be much less than the dif-
ferences between execution time. This levels the play-
ing field for cost—many more configurations are good
candidates. This leveling leads to, in general, longer
searches, as shown in Figure 5(b). CherryPick requires
one extra step in optimizing deployment cost with a 15%
decrease of workloads in which it fails to find a solution
within 10% of the optimal configuration. To summarize,
the performance of a search-based method is dependent
on the objective of the search. From the data, we observe
that searching for the best cloud configuration in terms
of cost is more challenging than finding the best cloud
configurations in terms of execution time.
4.4 Is SCOUT reliable?
Users are willing to use a tool only when it is reliable.
We evaluate the performance of CherryPick and SCOUT
with different initial points for understanding their con-
sistency. In BO in CherryPick, uses a random initial
points to seed the search process and the effectiveness
of CherryPick depend on these initial points. Selecting
these initial points is non-trivial because (1) a good set of
starting points for one workload does not work for other
workloads, and (2) cloud providers frequently upgrade
their instance portfolio with new instance types which
make the process of selecting initial points more chal-
lenging. SCOUT is robust such that the effectiveness of
SCOUT does not rely on initial points.
To demonstrate the robustness of SCOUT, for each
workload, we varied the initial points used in Cher-
ryPick. These points were randomly (without replace-
ment) selected from the search space. On the other
hand, SCOUT only needs one starting point, which is also
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(b) Scout
Figure 9: Finding the fastest configuration for PageRank
on Hadoop. Left & right sub-figure show the search path of
CherryPick and SCOUT respectively. SCOUT identifies PageR-
ank as a compute-intensive workload. It chooses the configura-
tions with higher core counts and CPU speed.
selected randomly. This experiment was repeated 100
times to understand the implication of randomness. Fig-
ure 6 shows the variance in the normalized performance
of the found solutions by both the methods. We see that
• SCOUT can find the optimal cloud configuration for
most of the case since median performance is 1.0.
However, there are some outliers which pushes the
mean to 1.05. This is not a major concern since the
75th percentile is less than 1.05. This goes to show
that the variance in the performance of 107 workloads
aggregated over 100 runs is low.
• CherryPick is also effective in finding the cloud con-
figuration since its median performance over 107
workloads is 1.05. We notice that the variance of the
performance (both in terms of search performance and
time) is larger than SCOUT.
The variance in the results of CherryPick can be a ma-
jor concern for the practitioners since a bad choice of ini-
tial points can lead to selecting either a slow or expensive
configurations. SCOUT, on the other hand, has more sta-
ble search performance regardless of the starting point.
4.5 Example Search Process
This section compares and contrasts the properties of
CherryPick and SCOUT. We provides four examples of
optimizing execution time (in Figure 9 and 10) and run-
ning cost (in Figure 11 and 9). Different colored mark-
ers in the graphs represent different families of instances:
green represent the m4 family—general purpose, blue
represent the r4 family—memory optimized, and red rep-
resent the c4 family—compute optimized. We evalu-
ate CherryPick and SCOUT on four representative work-
loads, selected based on diverse resource requirements
(CPU intensive, Memory intensive). For CherryPick,
we choose 20×m4.xlarge, 48×r4.large and 16×c4.large
as the starting points because they are wide spread in
the search space. Since SCOUT only needs one starting
point, we choose 24×m4.large because it is the mid point
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(b) Scout
Figure 10: Minimizing execution time of Regression on
Spark. Since the Regression workload requires both computa-
tion and large memory, SCOUT directly chooses configurations
with the r4 family and larger cores.
of the search space. We observe that CherryPick can find
near-optimal solutions for few workloads if not all.
Reliable exploration is difficult and generates high
search cost. In Figure 10, 11, 9, 12, we observe that
the search path generated by CherryPick involves more
distinct VM types due to the need to explore the per-
formance model. For example, in Figure 11, CherryP-
ick visits each instance family at once in all examples
while SCOUT skips some specific families. This is be-
cause SCOUT builds the performance model from histori-
cal data. Hence, it requires only little (or no) exploration.
This phenomenon, exploration-exploitation dilemma, is
studied extensively in Machine learning [18]. The cold-
start issue (as described in Section 2 arises partly because
of the requirement to explore the configuration space
since SCOUT learns the performance behavior from his-
torical data from workloads (previously explored) can
sidestep the need to explore the search space.
Fragility of CherryPick. As explained in Section 2,
CherryPick is fragile because it is sensitive to its param-
eters and the starting points. In the four examples, Cher-
ryPick starts from the same three configurations; how-
ever, the results are very different. In Figure 11, Cher-
ryPick fails to characterize the search space, which re-
sults in long search path (and high search cost). While
in Figure 12, CherryPick stops too early and only finds a
local minima (the c4 family). These two examples show
that CherryPick is fragile and therefore, its search per-
formance is not stable.
Scout identifies resource requirements: When re-
source requirements can be articulated, a search process
is more likely to find cloud configurations effectively and
efficiently. In Figure 9, the PageRank workload runs
faster on a larger cluster (higher core counts) and higher-
frequency CPUs. The r4 family, with larger memory but
slower CPU speed, does not seem to be the best choice,
hence avoided by SCOUT and instead prefers c4 and m4
family. This tendency is more clear in the other cases as
well (Figure 10, 11, and 12).
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(b) Scout
Figure 11: Finding the cheapest configuration for Terasort
on Hadoop. The Terasort workload requires enough memory
to avoid spilling data to disks. Besides, a large cluster can be
insufficient due to the shuffle phase in MapReduce. SCOUT
chooses a smaller cluster with the general-purpose VM type.
Scout captures the complex cost model. In a real-world
setting, practitioners can choose either a smaller cluster
built using more powerful instances or choose large clus-
ter built using smaller or less powerful instances (a scale-
out and a scale-out configuration). The performance
model used by SCOUT can infer the size of the cluster
of the best cloud configuration. In Figure 11, SCOUT
chooses to run TeraSort on a smaller cluster to save cost.
On the contrary, in Figure 12, SCOUT selects a larger
cluster for efficiently running the Naive-Bayes workload
while achieving lower cost. These two examples show
that SCOUT captures the complex relationship between
the resource metrics and the running cost.
Summary: The main difference between CherryPick
and SCOUT lies how the method explores the space of
possible cloud configuration options. We can see that
CherryPick has to explore more cloud configuration op-
tions and hence have higher search cost (longer search
path) while SCOUT searches within a relatively restricted
region. This feature of SCOUT can be attributed to
its performance model, which learns from the histori-
cal data. This also goes to show that encoding scheme,
which uses low-level performance metrics, is successful
in transferring knowledge from one workload to another.
5 Why SCOUT works better?
SCOUT relies on quality routing policy to deliver good
solutions. We find SCOUT effective because it knows
when to stop searching and converges to better solutions.
Scout knows when to stop. When an optimizer can stop
as soon as it finds the optimal solution (or near-optimal
solutions), it can avoid unnecessary search efforts. Fig-
ure 7 shows that SCOUT requires a fewer number of steps
if the starting point is already the optimal configuration.
Convergence speed. The speed of convergence of a
search-based method is dependent how it selects the next
cloud configuration to measure. An ideal search-based
method will always find the next cloud configuration,
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Figure 12: Minimizing the running cost for Naive-Bayes
on Spark. This is a memory-intensive workload. SCOUT does
not even try the c4 family due to its small memory per core.
which is better than the cloud configurations sampled
previously. Converge speed can be defined as the av-
erage difference between the performance score (exe-
cution time or deployment cost) of the previous mea-
surement (ith step) and the current measurement (i+1th
step). A positive number would indicate that the cur-
rent cloud configuration is better than the previous mea-
surement (for both deployment cost and execution time,
lower is better). Figure 8 compares the convergence
speed of CherryPick and SCOUT. Figure 8 indicates that
SCOUT overall finds cloud configurations 50% (median)
better execution time than the current cloud configura-
tion, whereas CherryPick overall moves to cloud config-
uration which is 25% worse than the current best con-
figuration. Similar behavior is seen for deployment cost.
This is evidence to show that SCOUT uses the historical
data to find the promising region in the search space and
exploits that space effectively.
6 Discussion
Tuning Searching Performance. SCOUT uses “prob-
ability threshold” and “misprediction tolerance” as stop-
ping criteria. We examine how they affect the search per-
formance of SCOUT.
Probability Threshold: SCOUT chooses the next cloud
configuration to evaluate based on the probability of im-
provement and stops when the probability is lower than
the probability threshold α . Figure 4 shows that a higher
probability threshold has pessimistic and terminates the
search process prematurely, hence, shorter search path
(as shown in Figure 13(b)) and unstable search results
(as shown in Figure 13(a)). The probability threshold
presents a trade-off between the search performance and
search cost. Please note, the right threshold must con-
sider the reliability curve of classification methods [22].
Misprediction Tolerance. SCOUT terminates the search
process if the selected configurations do not improve
the current best choice (considered as a misprediction).
SCOUT uses an up limit and maintains a counter of mis-
predictions. A larger limit tolerates more mispredic-
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Figure 13: Tuning the probability threshold. A smaller
threshold generates longer search path but ensures better search
performance.
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Figure 14: Tuning the misprediction tolerance. A higher
tolerance to mispredictions generates higher search cost.
tions but yields better search performance due to more
chances. A proper limit should consider both the size
of search space and the accuracy of prediction. In Fig-
ure 14, we show that a higher tolerance level leads to
better search performance but higher search cost. This
trade-off is similar to the probability threshold.
Alternative search strategies. During search, SCOUT
generates Pi j for each new observation. Our current
search strategy only uses information from the latest
observation. SCOUT stores historical observations and
therefore, the next search step can be determined using
several past observations. In Figure 15, we illustrate a
way to incorporate other observations. Given two obser-
vations on S1 and S2 and two unevaluated configuration
S3 and S4, SCOUT generates prediction probability, for
example, we can generate prediction probability P13, P14
and P23 and P24. Instead of choose P23 after the second
step, SCOUT should choose P14 when S2 is much worse
than S1 (due to mispredictions). This strategy is more
likely to avoid bad choices. On the other hand, SCOUT
purely relies on offline performance modeling. Another
alternative is to update the prediction model upon new
observations. For unseen workloads, this update enables
SCOUT to improve prediction accuracy. However, the
downside is the cost of retraining the model. An online
learning method might help reduce the retraining cost.
The two possible alternatives remain as future work.
S1
S4S3S2
S4S3
0.6 0.1
0.8
0.6 0.7
Figure 15: An alternative search strategy. For each obser-
vation (S1 and S2), SCOUT creates prediction probability for all
configurations that are not evaluated yet. These predictions can
be aggregated for selecting the next step.
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Figure 16: Universal performance models. Prediction
models built from multiple systems are more effective for
SCOUT.
Universal Prediction Models. In prior work, the perfor-
mance model needs to be retrained for every optimiza-
tion process, which leads to wasted effort. There is a
need for a modeling strategy, which becomes more ac-
curate with experience. Transfer learning can be bene-
ficial in our setting, where the performance model can
predict from a new workload from data learned from
performance data gathered while optimizing other work-
loads [24]. SCOUT tries to learn from other performance
data so that all the experience from the past optimiza-
tion process is not lost. Figure 16 shows how the per-
formance model learned from more data (from different
workloads) can generalize better than the performance
model training from a single application. In the fig-
ure, the horizontal axis represents the execution time of
the workload, and the vertical axis shows the two ver-
sion of SCOUT. Separate refers to the SCOUT which is
trained with performance data from just Hadoop work-
loads, whereas Aggregate refers to SCOUT trained on
Hadoop as well as Spark workloads. We can see that
Aggregate can find cloud configurations with better per-
formance (lower execution time). This goes to show that
in fact, more data is useful while training SCOUT. Over-
all, the prediction model used in SCOUT is a universal
and can learn from any workload.
Time-cost trade-off. Users are willing to wait for a
longer execution if a cloud configuration saves more (less
cost). For example, users are willing to trade a 20%
slow down in execution time for a 50% decrease in run-
ning cost. This is similar to the energy-time trade-off
in high-performance computing [6]. SCOUT can sup-
port this scenario. In our design, we define prediction
11
classes based on the normalized performance of a single
performance measure, i.e., time or cost. We instead de-
fine the classes based on the normalized performance of
the product of time and cost In our previous work, we
show that how to support time-cost trade-off in a search-
based method [16]. We plan to support this feature in
SCOUT.
7 Related Work
We already presented the most relevant work, CherryP-
ick [8] and PARIS [30], in Section 2. This section de-
scribes other optimization methods related to our work.
Cloud Deployment: Cloud providers recommend the
choice of VM types [1, 4]. However, it is too coarse grain
and does not apply to many workloads because resource
requirement is often opaque [30]. Ernest exploits the in-
ternal structure of the workload to predict execution time
of a workload [28]. Ernest only needs smaller input for
prediction. This significantly reduces measurement cost.
However, Ernest is not scalable because the prediction
model is specific to a VM type.
Parameter Tuning: System and software performance
is highly affected by configurations. StarFish is an auto-
tuning system for Hadoop applications [15]. BestCon-
fig proposes the Divide and Diverge Sampling strategy
along with the Recursive Bound and Search method for
turning software parameters [31]. Similar framework is
also proposed to automate tuning system performance
of stream-processing systems [9]. BOAT is a structured
Bayesian Optimization-based framework for automati-
cally tuning system performance [11] which leverages
contextual information. Sampling techniques focus on
reducing sampling cost while building accurate models
to optimize software systems [21, 23, 20]. Parameter tun-
ing is also an critical in machine learning [12, 26, 19, 14].
Sampling Methods: Sampling techniques focus on re-
ducing sampling cost while building accurate models
to optimize software systems [21, 23, 20]. The above
methods reduce the search cost by a significant degree.
However, they focus on performance tuning for the same
workload (or application) on the same type of machine.
It is not clear how to leverage their approaches to sup-
port different machine configurations in cloud comput-
ing. We, instead, find the best machine configuration for
a given workload.
8 Threats to Validity
As with any empirical study, biases can affect the final
results. Therefore, any conclusions made from this work
must be considered with the following issues in mind:
1. Sampling bias threatens any classification experi-
ment; i.e., what matters there may not be true here.
For example, our dataset is collected from our exten-
sive experimentation based on our knowledge of the
application and workloads. Also even though we use
107 different workload and 30 different applications
they are all from three big data analytics systems. Be-
sides, they are JVM based systems. It is not clear
whether our method applies to non-JVM workloads,
which requires further investigation.
2. Learner bias: For building the performance mod-
els, we elected to use ExtraTrees because it is the
state-of-the-art machine learning method for high-
dimensional problems (as in our modeling require-
ment of handling low-level performance data).
3. Evaluation bias: This paper uses three measure
of performance, execution time, running cost, and
search cost (in terms of search steps). There could
be other ways to measure the performance such as re-
source requirements, the actual cost of evaluation, etc.
9 Conclusion
Today most applications are hosted in the cloud. It is
essential to maximize the performance of an applica-
tion while keeping the deployment cost down. Machine
learning and sampling techniques have been previously
proposed to build models to predict the performance
of cloud configurations. However, the techniques pro-
posed in prior work are either expensive to train or are
unreliable—if trained on sparse samples.
Our method, SCOUT, is different to the previously pro-
posed directions and promotes learning from previous
experience—optimization process. We advocate using
historical data to identify regions on the configuration
space, which might contain the best cloud configuration.
To use the historical data, we propose a new modeling
scheme which use low-level metrics along with pair-wise
modeling technique to transfer knowledge from one op-
timization process to the other.
In our experience, performance data is hard to find.
A lack of performance data discourages the advances in
system performance research. We believe that we will
see advances in performance optimization by sharing
performance data. Our large-scale performance dataset
is available at https://github.com/oxhead/scout.
References
[1] Amazon Web Services. "https://aws.amazon.com/.
[2] Apache Hadoop. "https://hadoop.apache.org.
[3] Apache Spark. "https://spark.apache.org.
[4] Google VM rightsizing service. "https://
cloud.google.com/compute/docs/instances/
apply-sizing-recommendations-for-instances.
[5] sysstat. "http://sebastien.godard.
pagesperso-orange.fr.
12
[6] Analyzing the energy-time trade-off in high-performance com-
puting applications. IEEE Transactions on Parallel and Dis-
tributed Systems 18, 6 (2007), 835–848.
[7] DeepDive: Transparently Identifying and Managing Perfor-
mance Interference in Virtualized Environments. In The
2013 USENIX Annual Technical Conference (USENIX ATC’13)
(2013), pp. 219–230.
[8] ALIPOURFARD, O., LIU, H. H., CHEN, J., VENKATARAMAN,
S., YU, M., AND ZHANG, M. CherryPick : Adaptively Un-
earthing the Best Cloud Configurations for Big Data Analytics.
In 14th USENIX Symposium on Networked Systems Design and
Implementation (NSDI 17) (2017), pp. 469–482.
[9] BILAL, M., AND CANINI, M. Towards automatic parameter tun-
ing of stream processing systems. In Proceedings of the 2017
Symposium on Cloud Computing (2017), ACM, pp. 189–200.
[10] BODIK, P., GOLDSZMIDT, M., FOX, A., WOODARD, D. B.,
AND ANDERSEN, H. Fingerprinting the datacenter: automated
classification of performance crises. In The 5th European Con-
ference on Computer Systems (EuroSys’10) (2010), p. 111.
[11] DALIBARD, V., SCHAARSCHMIDT, M., AND YONEKI, E.
BOAT: Building Auto-Tuners with Structured Bayesian Opti-
mization. In The 26th International Conference on World Wide
Web (WWW ’17) (2017), pp. 479–488.
[12] DEWANCKER, I., MCCOURT, M., AND CLARK, S. Bayesian
Optimization Primer.
[13] GEURTS, P., ERNST, D., AND WEHENKEL, L. Extremely ran-
domized trees. Machine learning 63, 1 (2006), 3–42.
[14] GOLOVIN, D., SOLNIK, B., MOITRA, S., KOCHANSKI, G.,
KARRO, J., AND SCULLEY, D. Google vizier: A service
for black-box optimization. In Proceedings of the 23rd ACM
SIGKDD International Conference on Knowledge Discovery and
Data Mining (2017), ACM, pp. 1487–1495.
[15] HERODOTOU, H., LIM, H., LUO, G., BORISOV, N., DONG, L.,
CETIN, F. B., AND BABU, S. Starfish: A self-tuning system for
big data analytics. In Cidr (2011), vol. 11, pp. 261–272.
[16] HSU, C.-J., NAIR, V., FREEH, V., AND MENZIES, T. Low-
Level Augmented Bayesian Optimization for Finding the Best
Cloud VM. ArXiv e-prints (Dec 2017).
[17] HSU, C.-J., PANTA, R. K., RA, M.-R., AND FREEH, V. W.
Inside-Out : Reliable Performance Prediction for Distributed
Storage Systems in the Cloud. In The 2016 IEEE 35th Symposium
on Reliable Distributed Systems (SRDS 2016) (2016), pp. 127–
136.
[18] KAELBLING, L. P., LITTMAN, M. L., AND MOORE, A. W. Re-
inforcement learning: A survey. Journal of artificial intelligence
research 4 (1996), 237–285.
[19] KLEIN, A., FALKNER, S., BARTELS, S., HENNIG, P., AND
HUTTER, F. Fast Bayesian Optimization of Machine Learning
Hyperparameters on Large Datasets. Proceedings of the 20th
International Conference on Artificial Intelligence and Statistics
(AISTATS 2017) 54 (2017), 528—-536.
[20] NAIR, V., MENZIES, T., SIEGMUND, N., AND APEL, S. Using
bad learners to find good configurations. In Proceedings of the
2017 11th Joint Meeting on Foundations of Software Engineering
(New York, NY, USA, 2017), ESEC/FSE 2017, ACM, pp. 257–
267.
[21] NAIR, V., YU, Z., MENZIES, T., SIEGMUND, N., AND APEL,
S. Finding faster configurations using flash. arXiv preprint
arXiv:1801.02175 (2018).
[22] NICULESCU-MIZIL, A., AND CARUANA, R. Predicting good
probabilities with supervised learning. In Proceedings of the 22nd
international conference on Machine learning (2005), ACM,
pp. 625–632.
[23] OH, J., BATORY, D., MYERS, M., AND SIEGMUND, N. Finding
near-optimal configurations in product lines by random sampling.
In Proceedings of the 2017 11th Joint Meeting on Foundations of
Software Engineering (2017), ACM, pp. 61–71.
[24] PAN, S. J., AND YANG, Q. A survey on transfer learning. IEEE
Transactions on knowledge and data engineering 22, 10 (2010),
1345–1359.
[25] PETERS, F., MENZIES, T., AND LAYMAN, L. Lace2: Better
privacy-preserving data sharing for cross project defect predic-
tion. In Proceedings of the 37th International Conference on Soft-
ware Engineering-Volume 1 (2015), IEEE Press, pp. 801–811.
[26] SHAHRIARI, B., SWERSKY, K., WANG, Z., ADAMS, R. P.,
AND DE FREITAS, N. Taking the human out of the loop: A
review of bayesian optimization. Proceedings of the IEEE 104, 1
(2016), 148–175.
[27] TANG, L., MARS, J., VACHHARAJANI, N., HUNDT, R., AND
SOFFA, M. L. The impact of memory subsystem resource shar-
ing on datacenter applications. In ACM SIGARCH Computer Ar-
chitecture News (2011), vol. 39, ACM, pp. 283–294.
[28] VENKATARAMAN, S., YANG, Z., FRANKLIN, M., RECHT, B.,
AND NSDI, I. Ernest : Efficient Performance Prediction for
Large-Scale Advanced Analytics This paper is included in the
Proceedings of the. In 13th USENIX Conf. Networked Syst. Des.
Implement. (2016), pp. 363–378.
[29] WAUTHIER, F., JORDAN, M., AND JOJIC, N. Efficient rank-
ing from pairwise comparisons. In International Conference on
Machine Learning (2013), pp. 109–117.
[30] YADWADKAR, N. J., HARIHARAN, B., GONZALEZ, J. E.,
SMITH, B., AND KATZ, R. Selecting the Best VM across
Multiple Public Clouds : A Data-Driven Performance Model-
ing Approach. In ACM Symposium on Cloud Computing 2017
(SoCC’17) (2017).
[31] ZHU, Y., LIU, J., GUO, M., BAO, Y., MA, W., LIU, Z., SONG,
K., AND YANG, Y. Bestconfig: tapping the performance poten-
tial of systems via automatic configuration tuning. In Proceedings
of the 2017 Symposium on Cloud Computing (SoCC’17) (2017),
ACM, pp. 338–350.
13
