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species	 conservation	 schemes.	 To	 address	 this	 knowledge	 gap,	 a	 lightweight	mul‐











differences	 in	 RMSE	 (excluding	 one	 outlier)	 between	 the	 outputs	 from	 different	
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1  | INTRODUC TION
There	is	a	pressing	need	within	ecology	for	spatial	data	that	can	deliver	
















Gustafsson,	 2017;	 Phinn,	 Menges,	 Hill,	 &	 Stanford,	 2000),	 but	 in	
grassland	 systems	 there	 are	 methodological	 challenges.	 Airborne	
LiDAR‐derived	 data	 products	 potentially	 provide	 the	 best	 oppor‐











Structure	 from	 Motion	 (SfM)	 and	 Multi‐View	 Stereo	 (MVS)	
is	 a	 rapidly	 evolving	 technique	 for	measuring	 surface	 structure	 in	
ecology	 (Dandois	 and	 Ellis,	 2010;	 Forsmoo	 et	 al.,	 2018;	 Lucieer,	
Robinson,	Turner,	Harwin,	&	Kelcey,	2012;	Remondino,	Barazzetti,	






environmental	 monitoring	 (Anderson	 &	 Gaston,	 2013).	 The	 two	













number	 of	 commercial	 or	 free	 and/or	 open‐source	 SfM	 +	 MVS	
software	options	that	are	available	for	researchers	and	stakehold‐
ers	to	use.	Table	1	summarizes	those	softwares	that	are	available,	
but	 restricts	 the	 list	 to	 include	only	 those	with	GPS‐based	capa‐










yet	 to	our	knowledge,	 there	have	been	no	statistically	 robust	 in‐
vestigations	of	this	type.	This	makes	it	challenging	to	attribute	dif‐
ferences	in	results	to	variations	in	the	SfM	+	MVS‐based	method	
(e.g.,	 software	used).	 This	 problem	 limits	 the	quantitative	under‐
standing	of	change	in	ecosystems	surveyed	using	an	SfM	+	MVS‐
based	workflow,	which	is	what	this	paper	sets	out	to	test.
The	 experiment	 described	 in	 this	manuscript	 sought	 to	 deter‐
mine	the	 influence	of	SfM	+	MVS‐based	software	used	to	process	
aerial	 photographs	 captured	 from	 a	 low‐flying	 multirotor	 drone,	
over	 a	 low	 sward,	 intensively	managed	 grassland	 system.	 The	 ex‐
periment	quantifies	the	extent	to	which	derived	sward	height	mea‐






although	 the	differences	between	products	processed	using	 “High”	 and	 “Medium”	
quality	settings	are	of	small	overall	magnitude.
K E Y W O R D S
drone,	elevation	model,	photogrammetry,	reproducibility,	structure	from	motion	and	multi‐
view	stereo,	sward	height
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1.	 Three	 independently	 captured,	 replicate	 image	 datasets	 taken	
over	 the	 same	 field,	 but	 from	 different	 drone	 flights	 (where	
the	 drone	 followed	 the	 same	 preprogrammed	 flightplan),	 and	
processed	 using	 the	 same	 SfM	 +	 MVS	 workflow	 can	 produce	




3.	 The	vertical	 error	 in	SfM	+	MVS‐derived	DSMs	decreases	with	
increasing	computational	cost.
4.	 The	costs	of	different	SfM	+	MVS	software	approaches	are	not	
significantly	different	 in	 terms	of	 learning,	processing,	 and	ana‐
lytical	time	as	well	as	financial	cost	to	the	user.
2  | MATERIAL S AND METHODS
2.1 | Study area
The	 study	 area	 was	 a	 single	 agricultural	 field	 (8,059	 m2)	 located	






















points,	 sward	 height	 measurements	 were	 collected	 using	 a	 drop	
disk	(Stewart,	Bourn,	&	Thomas,	2001;	Waring,	1992)	method	at	the	
DGPS	data	point	locations	as	outlined	in	Forsmoo	et	al.	(2018).




was	2	ms−1.	The	3DR	Iris	was	chosen	due	to	 its	 low	cost	 (US$400),	








Mission	 Planner	 (ver.	 1.3.38)	 software	 was	 used	 to	 prepare	




in	 the	center	of	 the	scene	and	 four	 in	 two	of	 the	opposite	edges	
of	the	scene,	following	recommendations	by	Cunliffe,	Brazier,	and	
Anderson	 (2016).	 The	 georeferenced	markers	were	 used	 to	 con‐
vert	 the	 SfM	+	MVS	 generated	DSMs	 from	 a	 relative	 coordinate	
system	 to	 British	 National	 Grid	 (BNG36)—these	 markers	 were	
surveyed	in	terms	of	their	x,y,z	position	using	the	DGPS.	Flying	at	




Agisoft Photoscan Pro http://www.agiso	ft.com/
Pix4D https	://www.pix4d.com/









TA B L E  1  Examples	of	SfM	+	MVS‐
based	software	options	available	for	
researchers	(accessed	December	2018)






being	measured	 (land	 surface	 height	 and	 sward	 height)	 between	
the	three	flights.
2.4 | SfM + MVS workflow





algorithms	 are	 implemented	 in	 numerous	 ways	 depending	 upon	
software	 choice,	 where	 the	 SfM	 +	 MVS	 workflows	 range	 from	
semi‐automatic,	 where	 each	 step	 such	 as	 identification	 of	 key	
points	and	camera	calibration	is	called	separately,	to	a	fully	auto‐
mated	workflow.	Four	 state‐of‐the‐art1 	 examples	of	SfM	+	MVS	
software	 currently	 available	 were	 tested	 here,	 chosen	 because	






indicate	 other	 literature	 examples	 that	 have	 utilized	 these	 soft‐
ware	in	ecology	research:
1.	 3DFlow	Zephyr	Aerial	 (little	evidence	of	use	 in	ecology,	 though	
widely	used	in	urban	environments,	e.g.,	Vassena	&	Clerici,	2018;	
Peel,	 Luo,	 Cohn,	 &	 Fuentes,	 2018;	 Azzola,	 Cardaci,	 Mirabella	
Roberti,	 &	 Nannei,	 2019).
2.	 Agisoft	 Photoscan	 (Cunliffe	 et	 al.,	 2016;	 Dandois	 et	 al.,	 2015;	
Hoffmann	 et	 al.,	 2015;	 Javernick,	 Brasington,	 &	 Caruso,	 2014;	
Lucieer,	Turner,	King,	&	Robinson,	2014;	Obanawa	&	Hayakawa,	
2015).
3.	 Pix4D	 (Magtalas,	 Aves,	 &	 Blanco,	 2016;	 Ouédraogo,	 Degré,	
Debouche,	&	Lisein,	2014;	Raeva,	Filipova,	&	Filipov,	2016).
4.	 MICMAC	 (Forsmoo	 et	 al.,	 2018;	 Lisein,	 Pierrot‐Deseilligny,	
Bonnet,	 &	 Lejeune,	 2013;	 Ouédraogo	 et	 al.,	 2014;	 Tournadre,	
Pierrot‐Deseilligny,	&	Faure,	2014;	Tournadre,	Pierrot‐Deseilligny,	
&	Faure,	2015).
The	 SfM	 +	 MVS	 software	 compared	 is	 presented	 in	 Table	 2.	
Several	criteria	describing	ease	of	use	and	cost	are	presented.





sets.	 The	 subset	 of	 images	 (n	 =	 50)	 was	 used	 for	 all	 software	
(n	=	4).	The	selection	of	a	subset	of	images	was	undertaken	using	
the	MICMAC	 tool	 OriConvert,	 which	 used	 a	 specified	 image	 as	
the	master	image,	and	selects	the	specified	number	of	neighboring	
images	 based	 on	 the	 coordinates	 of	 the	 geotagged	 images.	 The	
master	 image	was	 selected	 by	 choosing	 the	 image	 covering	 the	
same	scene	from	the	same	angle	in	the	three	replicate	image	data‐
sets,	respectively.
Each	 of	 the	 proprietary	 software	 (Pix4D,	 3DFlow,	 and	
Photoscan)	 methodologies	 was	 learnt	 in	 <3	 days	 (Table	 1).	
MICMAC	was	 significantly	more	 difficult	 to	 learn—and	 took	 the	
lead	author	of	this	paper	approximately	30	days,	though	the	exact	
F I G U R E  1   (a)	Waypointed	route	as	planned	in	Mission	Planner	(ver.	1.3.38),	(b)	orthomosaic	depicting	the	field	site,	(c)	amount	of	overlap	
between	the	images	used	in	this	study,	seen	over	the	extent	of	the	field	site,	where	black	dots	indicate	camera	trigger	locations,	and	red	and	
white	dots	indicate	the	location	of	the	GNSS	data	points
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time	required	does	depend	on	user	experience	and	expertise.	The	
three	 main	 factors	 contributing	 to	 MICMAC's	 relatively	 steep	
learning	curve	were	as	follows:







flow	 is	 predetermined,	 and	most	 of	 the	 steps	 used	 commonly	 are	
automatically	carried	out	via	drop‐down	menus.	The	greatest	user‐
based	 learning	 involved	 with	 the	 three	 proprietary	 software	 was	
how	 to	 convert	 the	 SfM	+	MVS	model	 from	 a	 relative	 coordinate	
system	to	an	absolute	coordinate	system,	a	step	in	the	process	which	
differs	between	software.	The	MICMAC	application	 took	 the	 lead	
author	of	this	paper	approximately	30	days	to	learn.
TA B L E  2  Overview	of	the	software	used	in	the	study
Software Documentation Support/community Under development
CPU time 
“High”/“Medium”/“Low” (min)a






























6  |     FORSMOO et al.
In	 terms	 of	 computational	 cost,	 three	 different	 processing	
workflows	 (“High,”	 “Medium,”	and	“Low”)	were	 identified	for	each	
software	(n	=	4).	These	settings	were	used	for	each	replicate	image	














2.6 | Comparison of SfM photogrammetric outputs 
with ground validation data
To	quantify	the	quality	of	the	DSM	generated	using	an	SfM	+	MVS	
workflow,	 the	 SfM	 +	MVS	model	 was	 compared	 to	 sward	 height	




The	 measures	 of	 quality	 included	 in	 this	 study	 were	 (a)	 Root	





paired	 t	 test	was	 used	with	 an	 alpha	 value	 of	 0.05.	 This	was	 car‐
ried	out	using	MATLAB	2016b.	More	specifically,	the	following	were	
tested	for	significance:
1.	 Is	 there	 a	 significant	 difference	 between	 results	 from	different	
software	 (n	 =	 4)	 when	 using	 the	 same	 image	 dataset	 and	 the	
same	 ground	 control	 points?
2.	 Is	there	a	significant	difference	between	replicate	image	datasets	
(n	=	3)	processed	using	the	same	software	and	workflow?
3.	 Is	 there	 a	 significant	 difference	 between	 the	 combined	 results	
(software	n	=	4)	for	replicate	image	datasets	(n	=	3)?
2.7 | Change detection with M3C2
The	Multiscale	Model	to	Model	Cloud	Comparison	(M3C2)	algorithm	
detailed	in	Lague,	Brodu,	and	Leroux	(2013)	allows	for	robust	com‐
parison	 of	 fine‐grain	 points	 clouds	 from	 complex	 natural	 environ‐
ments	 (James,	 Robson,	 &	 Smith,	 2017).	 Specifically,	 M3C2	 works	
TA B L E  3  The	settings	and	version	used	for	each	of	the	software,	respectively
Software
3DFlow Zephyr 

































































Version 3.700 1.4.1 4.1.25 Ver.	1.0.beta11−459
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directly	 with	 the	 point	 cloud—whereas	 previous	 methods	 such	
as	DEM	of	 difference	 (DoD)	 require	 rasterized	 data	which	 do	 not	













tween	 two	 clouds	 by	 projecting	 point	 i	 onto	 each	 of	 the	 clouds	
at	 the	 projection	 scale	d.	 This	makes	 it	 possible	 to	 estimate	 the	
average	position	of	each	cloud	 (i1 and i2)	around	point	 i.	A	mea‐





of	points	(one	for	each	point	cloud),	n1 and n2.	Projecting	n1 and 
n2	 onto	 the	 axis	 of	 the	 cylinder	 generates	 two	 sets	 of	 distance	
distributions.	The	mean	of	these	distributions	is	used	to	approxi‐
mate	the	local	surface	roughness.	The	local	surface	roughness	and	
subset	of	points,	n1 and n2,	 in	turn	allow	for	the	calculation	of	a	
local	confidence	 interval	 (Barnhart	&	Crosby,	2013;	Lague	et	al.,	
2013).	 For	 a	more	 detailed	 explanation,	 see	 Lague	 et	 al.	 (2013).	
The	 M3C2	 parameters	 used	 herein	 are	 based	 on	 recommenda‐
tions	by	Lague	et	al.	(2013),	specifically,	normal	scale	D	~	20	times	
the	 (95th	percentile)	 surface	 roughness	 (96	cm),	projection	scale	
d	=	10	times	the	number	of	points	per	unit	area	in	the	point	cloud,	













3.2 | Reproducibility with computational cost
To	understand	the	robustness	of	the	software	better,	the	significant	
differences	 between	 the	 resulting	 dense	 point	 clouds	 for	 each	 of	
the	three	replicate	image	datasets	were	computed	using	the	M3C2	
method	(Lague	et	al.,	2013).	This	was	carried	out	for	each	software	










height	 measurements	 between	 replicate	 image	 datasets,	 a	 paired	
t	 test	was	used.	 It	was	 found	 that	 there	was	a	 statistically	 signifi‐
cant	difference	between	 the	SfM	+	MVS‐derived	DSMs	produced	
between	each	of	 the	 three	 replicate	 image	datasets	 (first–second,	
first–third,	and	second–third),	for	each	of	the	three	quality	settings	
(“High,”	“Medium,”	and	“Low”;	see	Table	4).
F I G U R E  3  Sward	height	distribution	of	
in	situ	validation	measurements	of	sward	
height











of	 processing	 settings	 used—and	 conversely	what	 one	 can	 expect	
following	 the	 workflow	 outlined	 herein.	 Image	 residual	 (pixels)	 is	












3.4 | Replicated independent image 
datasets and different SfM software produce 
significantly different DSMs
Sward	height	measurements	derived	from	an	SfM	+	MVS	workflow	
were	compared	 to	 in	 situ	validation	sward	height	measurements	
(see	Figure	6).	 The	 SfM	+	MVS‐derived	measurements	 are	 com‐
pared	 in	 terms	of	RMSE	 and	R2.	 The	RMSE	 ranged	 from	3.4	 cm	
to	5.7	 cm	 for	MICMAC	and	3DFlow,	 respectively,	 seen	over	 the	
three	replicate	image	datasets.	The	correlation	coefficient	(R2)	was	
F I G U R E  4  Spatial	distribution	of	significant	changes	between	replicate	image	datasets	(n	=	3)	for	four	software	(Photoscan,	3DFlow,	
Pix4D,	and	MICMAC)	at	“High”	quality	settings,	respectively.	*(ns	=	not	significant,	s	=	significant)





and	 the	model	with	 the	highest	RMSE	 for	 the	 first,	 second,	 and	
third	 replicate	 image	 datasets,	 respectively,	 using	 “High”	 quality	
settings.	While	 improvements	are	 significant	 in	 statistical	 terms,	
the	differences,	given	the	magnitude,	are	minimally	 important	 in	
practice.	The	 replicate	 image	datasets	 are	 in	order—1	 to	3,	 from	
left	to	right	(see	Figure	7).













rameters	 at	 each	 step	 in	 the	 processing	 pipeline.	 MICMAC	 gets	
the	higher	 rank,	 though,	 for	 its	 flexible	processing	pipeline,	where	
different	modules	 can	 be	 combined	 in	 several	 different	 ways	 de‐
pending	on	the	user's	needs.	Also,	worth	pointing	out	that	MICMAC	
gets	a	rank	of	2	 in	ease	of	use/support	 for	the	fact	that	since	this	







ized	value	 is	multiplied	with	 the	user‐defined	 rank	which	can	be	





4.1 | H1. (1) Replicated independent image datasets 
can produce significantly different DSMs
We	tested	whether	replicated,	proximal	image	datasets	processed	
using	 the	 same	 workflow	 produced	 statistically	 different	 topo‐
graphic	models.	In	order	to	test	this,	we	collected	three	replicate	
image	 datasets	 and	 analyzed	 them	 using	 three	 different	 quality	
settings	(“High,”	“Medium,”	and	“Low”).	As	can	be	seen	in	Tables	4	
and	5	and	Figures	6	and	7	(see	also	Tables	S1	and	S2	and	Figures	












Paired t test: df: 911; 
alpha: 0.05 First–second First–third Second–third
“High”	settings p: 3.4e−33 1.3e−69 5.4e−08
“Medium”	settings 4.8–33 1.3e−71 3.3e−18
“Low”	settings 1.9e−19 2.6e−17 1.9e−18
Note: DSM	height	measurements	from	each	software	(n	=	4)	were	combined,	which	was	then	com‐
pared	between	the	three	replicate	image	datasets	(first–second,	first–third,	and	second–third).
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S5–S7,	 Appendix	 S1),	 we	 demonstrated	 that	 the	 above	 hypoth‐
esis	 has	 been	 statistically	 proven.	 That	 is,	 there	 is	 a	 statistically	
significant	 (p	 <	0.05)	 difference	between	each	of	 the	 three	 rep‐
licate	 image	 datasets	 processed	 using	 the	 same	 workflow,	 in‐
cluding	SfM	+	MVS	 software,	with	 “High,”	 “Medium,”	 and	 “Low”	
settings,	 respectively	 (see	Table	4).	This	 result	 is	 something	 that	
all	researchers	should	consider	for	their	particular	application,	as	





duced	by	 the	methodological	 approach.	To	 address	 the	variance	
between	replicate	image	datasets	processed	using	an	SfM	+	MVS	
workflow,	we	suggest	 to	 incorporate	 replicate	 image	datasets	 in	
an	SfM	+	MVS	workflow.	This	is	something	that	has	already	been	
outlined	 as	 an	 important	 consideration	 by	Dandois	 et	 al.	 (2015)	
who	collected	five	replicate	image	datasets	and	used	the	average	
of	the	replicate	image	datasets	for	further	analysis.	However,	most	
studies	 to	 date	 ignore	 and	 do	 not	 acknowledge	 reproducibility	
limitations	of	an	SfM	+	MVS	workflow.	As	such,	the	 implications	
of	 findings	of	many	 studies	 (Hugenholtz	et	 al.,	 2013;	Mancini	 et	














F I G U R E  6  Spatial	distribution	of	significant	changes	between	
software	(n	=	4)	for	one	replicate	image	dataset	(#2)	and	“High”	
quality	settings,	respectively
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Additionally,	 this	 is	 a	 cloud‐to‐cloud	 comparison	 in	 an	environment	


































Why are replicates not (statistically valid) replicates?	Differences	
in	 quality	 between	 replicate	 image	 datasets	 could	 be	 due	 to	 a	
range	of	 factors	 including	wind	 speed,	 light	 conditions	 (Dandois	





















3DFlow 3 2 1 4 4
MICMAC 4 4 3 2 2
Photoscan 1 3 2 4 4
Pix4D 1 1 4 4 4
9 10 10 14 14
Note: The	value	given	is,	where	possible,	based	on	actual	data	such	as	CPU	time	in	minutes	and	
acquisition	cost	of	software	(as	of	08/2018).








cost Ease of use/support
Range of data 
products
3DFlow 3/9	=	0.3333 2/10 = 0.2 1/10 = 0.1 4/14	=	0.2857 4/14	=	0.2857
MICMAC 4/9 = 0.4444 4/10 = 0.4 3/10	=	0.3 2/14 = 0.1429 2/14 = 0.1429
Photoscan 1/9 = 0.1111 3/10	=	0.3 2/10 = 0.2 4/14	=	0.2857 4/14	=	0.2857
Pix4D 1/9 = 0.1111 1/10 = 0.1 4/10 = 0.4 4/14	=	0.2857 4/14	=	0.2857
Note: This	yields	a	normalized	score	for	each	category	and	software.
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et	al.,	2015),	variations	in	the	location	(pixel	coordinates)	of	geo‐
referenced	high	contrast	markers	 in	the	aerial	2D	images—which	
influence	 the	 x,y	 bias	 of	 the	 SfM	 +	MVS‐derived	 DSM,	 and	 ro‐
bustness	of	the	SfM	+	MVS	software	(Dandois	et	al.,	2015;	James,	
Robson,	 d'Oleire‐Oltmanns,	 et	 al.,	 2017).	 The	 influence	 of	 wind	
speed	 and	 light	 conditions	was	 studied	 in	Dandois	 et	 al.	 (2015),	
and	both	were	found	not	to	exert	an	 important	 influence	on	the	
quality	 of	 the	 SfM	 +	MVS‐derived	 DSM.	 Having	 said	 that,	 light	
conditions	 influence	 the	 image	contrast	 (increased	contrast	with	
direct	 lighting)	 and	 shadows—which	 influence	 the	 identification	




















software	 depends	 on	 a	 combination	 of	 methodological	 workflow	
(Dandois	et	al.,	2015;	Verhoeven,	2017)	and	the	attributes	(e.g.,	veg‐
etation,	 buildings,	 homogeneity	 of	 textures)	 in	 and	 of	 the	 surveyed	
scene	(Furukawa	&	Hernández,	2015;	Mancini	et	al.,	2013;	Remondino,	
Pizzo,	Kersten,	&	Troisi,	2012;	Ryan	et	al.,	2015;	Turner	et	al.,	2012).
4.2 | H2. (2) Vertical and horizontal error varies 
significantly between different SfM + MVS software





dation	data,	 respectively,	 for	 each	of	 the	 replicate	 image	datasets	
(n	=	3)	and	choice	of	quality	settings	(n	=	3).
However,	 the	differences	might	not	be	of	 practical	 significance.	
While	centimeter	differences	are	often	 important	 for	 change	moni‐
toring	 (Forsmoo	et	al.,	2018;	Lucieer	et	al.,	2012)	and	when	model‐
ing	processes	such	as	surface	runoff	based	on	topographic	variability	
(Mügler	 et	 al.,	 2011;	 Thompson,	 Katul,	 &	 Porporato,	 2010),	 where	
small	differences	can	lead	to	 important	cumulative	biases	(Liu	et	al.,	
2019;	 Lucieer	 et	 al.,	 2014),	 it	 is	 important	 to	 acknowledge	 that	 for	
some,	if	not	many,	purposes	measurement	uncertainties	at	the	centi‐
meter	magnitude	are	neglectable.	In	fact,	we	would	argue	that	these	









4.3 | H3. (3) The vertical error in SfM + MVS‐
derived DSMs decrease with computational cost
We	 demonstrate	 (Figures	 7,	 S6	 and	 S7,	 Appendix	 S1)	 that	 the	
vertical	 error,	 on	 average,	 decreases	 with	 computational	 cost.	
The	 RMSE	 of	 the	 SfM	 +	MVS‐derived	DSM	 for	 the	 three	 repli‐
cate	 image	datasets	 processed	using	 “High”	 settings	 is,	 on	 aver‐
age—seen	 across	 the	 software,	 lower	 when	 compared	 to	 when	
processed	 with	 “Medium”	 and	 “Low”	 settings,	 respectively	 (see	
Figures	7,	S6	and	S7,	Appendix	S1).	Therefore,	we	can	confirm	that	
this	 (3)	hypothesis	 is	 true.	Figure	4	and	Table	5	 (and	Figures	S1,	














tional cost Ease of use/support
Range of data 
products
3DFlow 0.3333	×	5	=	1.6667 0.2	×	4	=	0.8 0.1	×	3	=	0.3 0.2857	×	2	=	0.5714 0.2857	×	1	=	0.2857 3.6
MICMAC 0.4444	×	5	=	2.222 0.4	×	4	=	1.6 0.3	×	3	=	0.9 0.1429	×	2	=	0.2857 0.1429	×	1	=	0.1429 5.2
Photoscan 0.1111	×	5	=	0.5556 0.3	×	4	=	1.2 0.2	×	3	=	0.6 0.2857	×	2	=	0.5714 0.2857	×	1	=	0.2857 3.2
Pix4D 0.1111	×	5	=	0.5556 0.1	×	4	=	0.4 0.4	×	3	=	1.2 0.2857	×	2	=	0.5714 0.2857	×	1	=	0.2857 3.0
Note: The	score	for	each	software	and	category	can	then	be	added	together.




did	 increase	 with	 computational	 cost.	 There	 are	 two	 hypotheses	
why	this	could	be	the	case	(3DFlow,	2018):
1.	 Higher	number	of	keypoints	 results	 in	a	higher	chance	for	 false	
matches	 in	 homogeneous	 areas	 or	 in	 scenes	 with	 repeated	
patterns.




tion	 in	 low‐height	ecosystems	where	centimeter	differences	are	 im‐
portant	from	a	relative	perspective.	Centimeter	changes	can	be	on	the	
same	order	of	magnitude	as	that	of	low‐height	vegetation.
4.4 | H4. (4) The costs of different SfM+MVS 
software approaches are not significantly different in 
terms of learning, processing, and analytical time as 
well as financial cost to the user
When	discussing	the	cost	of	a	method	or	software	of	choice,	it	is	im‐
portant	to	consider	costs	versus	benefits,	including	acquisition	cost,	
the	processing	 time,	and	hours	 invested	 in	 learning	 the	software.	
While	 there	 were	 important	 differences	 between	 the	 software,	
both	 in	 terms	of	processing	 time	and	ease	of	 learning	 (see	Tables	
2,	6‒8)—each	software	has	its	own	advantages	and	disadvantages.	






Pro.	MICMAC	on	 the	other	hand	 lacks	 the	 support	 framework	of	
proprietary	 solutions,	 but	 is	 open	 source	 and	handles	 large	data‐
sets	well.	This	allows	data	the	size	of	which	users	would	normally	
encounter	 (500–2,000	 images)	 to	be	processed	using	 the	highest	
settings	 on	 an	 average‐specification	 (“consumer‐grade”)	 desktop/











and	 diversity	 in	workflows.	 Indeed,	 this	 study	 builds	 on	 the	work	
of	Fraser	and	Congalton	(2018)	and	highlights	the	need	to	develop	
standardized	 workflows	 within	 drone	 and	 SfM	 +	 MVS‐based	 re‐
search	and	development.	The	 results	detailed	herein	 represent	an	
important	 step	 toward	 enabling	 the	 establishment	 of	 widespread	
confidence	 in	the	 longevity	of	drone	and	SfM	+	MVS‐based	work‐




ber	 of	 replicate	 image	 datasets,	 weather	 conditions,	 camera	 type	
and	 settings,	 flying	 altitude,	 and	 software	 and	 settings	 used.	 This	




under	very	 similar	 conditions,	processed	using	 the	 same	workflow	




The	findings	presented	 in	this	study	have	 important	 implications	
for	 the	 application	of	 SfM	+	MVS	 in	 ecology	 as	well	 as	 in	 other	
fields	of	Earth	and	environmental	 science.	We	demonstrate	 that	
there	 is	 a	 need	 to	 rethink	 the	 importance	of	 the	 choice	of	 soft‐
ware,	 and	 how	 SfM	 +	 MVS	 studies	 are	 carried	 out	 as,	 up	 until	
now,	 most	 studies	 employing	 an	 SfM	 +	 MVS	 workflow	 are	 not	
necessarily	statistically	reproducible.	When	designing	a	drone	and	
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In	this	manuscript,	we	show	that	while	centimetric	resolution	aerial	photographic	data	captured	from	a	low‐flying	multirotor	drone	can	deliver	
new	insights	into	the	spatial	heterogeneity	of	an	intensively	managed	grassland	sward,	there	are	important,	previously	neglected,	methodolog‐
ical	uncertainties.	We	show	that	there	are	significant	differences	in	the	quality	of	the	information	derived	from	replicate	image	datasets	and	
different	image‐based	modeling	software.	This	understanding	is	crucial	for	the	development	of	drone	and	image‐based	modeling	workflows	if	
it	is	to	fulfill	a	role	as	a	new	quantitative	remote	sensing	tool	to	inform	management	frameworks	and	species	conservation	schemes.
