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ABSTRACT

Learners bring their unique perceptions, preferences, and abilities to a learning
situation. The effect of individual differences on learning depends in part, on how the
instructional system accommodates these differences. The current study examined the
role of working memory capacity (WMC) and structured navigation in hypertext
learning. One-hundred and seventy-four participants participated in one of six groups of
a 3 x 2 between-subject design, which focused on the interaction between the levels of
the navigation structure (unconstrained index, expert index, or expert network) and the
levels of the participants' WMC (high or low). The study aimed to (a) investigate the
effect of three different types of navigational guides on learning outcomes and (b)
examine how the navigational guides interacted with an individual's working memory
capacity. It was expected that an expert constrained navigation guide would improve
learning, particularly for those with low-WMC. This study found support for such a
relationship between working memory capacity and navigational structure. The
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unconstrained index guide produced the largest differences in performance; high-WMC
learners performed significantly better in this environment than low-WMC learners.
However, the low-WMC learners' performance improved in the expert index and expert
network guides. The high-WMC learners did not perform as well in expert index
navigation, but performance marginally improved in the expert network. The results
show that working memory capacity does indeed moderate learning outcomes in a
hypertext environment.
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Chapter 1
INTRODUCTION
Statement of Problem
Hypertext learning environments are increasingly being used in education. In
hypertext, pieces of information are represented non-sequentially and are not bound by
structure or organization (Nelson, 1987). The information can be navigated through in a
variety of ways. The intent is that hypertext learning environments provide considerable
opportunities to enrich student learning. These environments can assist students in
learning challenging subjects by allowing the storage, interconnectivity, and access to a
wide range of information. Plus, this information can be easily represented in varied
modalities (e.g., text, graphics, audio, and/or video) which can accommodate different
learning preferences (Graff, 2003; 2006). However, is it realistic to allow learners to
access, manipulate or restructure multiple pieces of information without receiving some
type of directive of what should be the optimal representation? The relevant question is
whether a hypertext structure truly offers anything of value to the learning situation, and
if so can it enrich learning for all levels of ability?
Early empirical research in the area of hypertext learning has dealt with
describing the features of hypertext systems or the usage patterns by learners (see e.g.,
Dillon, 1994; Gould, Alfaro, Finn et al., 1987; Shneiderman, 1989). At this time, there
was a lack of research that investigated the effects of navigation on comprehension and
learning. Many of the early hypertext environments focused on the technology and were
predominantly atheoretical in their design (Dillon & Gabbard, 1998; Jacobson, 1994;
Tergan, 1997).

As a result, the early experimental findings showed little support for

2

improving learning outcomes by using hypertext environments over traditional linear
text. In fact, what was found were large individual differences moderating the effects of
the learning outcomes (Dillon & Gabbard, 1998). At the time, hypertext learning
environments often seemed to hinder rather than help those learners whom they were
intended to benefit.
As a result of these early findings, the more recent focus has shifted to ways to
improve the hypertext environment in order to aid learners (see e.g., Austin, 2009;
Madrid, Van Oostendorp & Melguizo, 2009; McNamara & Shapiro, 2005; Salmerón,
Kintsch & Cañas, 2006). In order to improve learning, researchers began to incorporate
the cognitive and learning theories that were being used in traditional education, into the
design of hypertext environments. The obvious rationale was that in any setting a
document should support and promote comprehension as much as possible. What has
been discovered is that there can be great benefits to learning that can be provided
through non-linear environments by optimizing the environment to support learner's
needs (Madrid, Van Oostendorp & Melguizo, 2009). By discovering that the layout of the
material may affect the understanding of the material for some learners, research has
begun to study the different types of text structures that may enhance comprehension for
all learners. However, there still remains little empirical agreement on what is the
optimal representation (e.g., hierarchical, relational, concept mapping, graphical
overviews, or expanding text) as well as what is the key contributing individual
difference of the learner (e.g., expertise level, verbal ability, spatial ability, metacognitive
ability, working memory capacity, etc.).
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The current study is an attempt to contribute to this line of research on improving
hypertext environments in order to provide aid to learners by (a) revealing the benefits of
presenting learning material in a structure based on expert semantic knowledge, and (b)
examining the effects of individual differences in working memory capacity on
hypertext-related learning. In particular, I predict expert navigational constraints will
facilitate acquisition of knowledge for learners who have low-working memory capacity.
Research Justification
Hypertext researchers have begun to consider how the design can influence
comprehension. As a result of its non-linear format, hypertext does involve certain unique
reading strategies. Therefore, hypertext comprehension can be challenging, especially
within the added context of navigation. As research in the area increases, researchers are
becoming aware of the individual differences in how learners manage their cognitive
resources in hypertext environments. Several studies (Britton, Stimson, Stennett &
Gulgoz; 1998; Daneman & Carpenter, 1980; Engle et al., 1992; Haarmann, Davelaar, &
Usher, 2003; Tardieu & Gyselinck, 2003) have suggested that it is individual differences
in working memory capacity that affect text comprehension. Lee and Tedder (2003;
2004) found that when asked to recall information from different learning environments,
those learners who were low in working memory capacity performed best when learning
from traditional linear text, whereas those learners who were high in working memory
capacity performed equally well in both traditional and hypertext formats. Likewise,
Naumann et al. (2008) found similar deficits in learning outcomes of those who were low
in working memory capacity. Interestingly, they also found the improvement in learning
outcomes was mediated by the quality of navigational behavior. Therefore, in hypertext
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environments, the manner of navigation can affect the readability of the material, and in
turn can affect learning outcomes.
Previous research suggests that the use of structural learning aids in a hypertext
environment provide a structure in which new information can be meaningfully
integrated with pre-existing information and improve learning (Jacobson, Maouri,
Mishra, & Kolar, 1996; McDonald & Stevenson, 1998; Salmerón, Baccino, Cañas,
Madrid, & Fajardo, 2009; Shapiro, 1999; Waniek, Brunstein, Naumann, & Krems, 2003).
However, what is the optimal structure? A hypertext designer's structure of a domain
may not be equivalent to a domain expert's structure of that particular domain.
Incorporating the expert's semantic knowledge structure into the hypertext system may
aid novices in integrating the new information (Patel, Drury, & Shalin, 1998). Research
has found that over the course of learning, students’ knowledge structures become more
like an expert’s structure. Further, the better knowledge structures students can obtain
while learning, the more likely they will perform well on assessments (Jonassen,
Beissner, & Yacci, 1993; Trumpower & Goldsmith, 2004). Patel et al. (1998) found that
when they used expert semantic knowledge networks as a navigational guide, novice
learners performed better than when they used alphabetically indexed structure.
Similarly, Trumpower and Goldsmith (2004) found that an expert knowledge structure
offered a valid hypertext guide to aid students’ learning. They found that expert
knowledge structures allow learners to generalize their knowledge to problem solving
tasks that required the integration of the learned material.
This current study suggests that the implementation of navigational constraints
based on an expert’s semantic knowledge structure is one way of facilitating a learner's
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comprehension, especially those learners with low working memory capacity. According
to Gernsbacher et al., (1990) less skilled comprehenders need assistance in forming
concept associations and building the inferences needed in order to form a mental
representation of information. Additionally, they found that less skilled comprehenders
have difficulty suppressing unrelated information. An expert navigation structure can
assist these learners by conveying the interrelationships of the concepts through the
structure of the interface. For instance, it can support learners in forming semantic
associations between related concepts while at the same time suppressing unrelated
associations. It can provide the learner with an implicit channel to form an expert-like
mental representation.
In contrast, high working memory learners would presumably benefit less from
the expert-constrained navigation. According to constructivism theory, a learner should
be an active participant in building their knowledge by reflecting on experiences in order
to construct a greater understanding of their world (Bruner, 1990). Bruner suggested that
learners should pursue concepts on their own in order to gain a deeper understanding. By
doing so, new information can then be understood based on the knowledge already
gained. Individuals who have high working memory capacity are superior in learning
tasks such as comprehension, because they find it easier to integrate new information
with pre-existing knowledge than those individuals who have low working memory
capacity. Because they have superior skills, high-working memory capacity individuals
may learn more from less coherent text, since it forces them to actively process the
information by making additional inferences (McNamara et al., 1996). Since they have
superior skills in selecting or focusing their attention to the important information, as well
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as organizing and integrating it, they would not be as disadvantaged in the unconstrained
navigation environment.
In my previous research investigating the use of expert-constrained navigation as
a guide for low ability learners, the results indicated a significant interaction between
navigation structure and learner's ability. Learners with low comprehension skill did
benefit from the constrained environment (Martinez-Papponi, 2005). However, in this
study, the expert knowledge structure was only implicitly provided through the
navigational path, rather than showing it explicitly in a network map. Trumpower and
Goldsmith (2004) reasoned that a visual presentation of the expert knowledge structure
provided a better method to convey structural information than did the navigational
constraints alone. Further, de Jong and van der Hulst (2002) found that it was the visual
representation, rather than the navigational hints that resulted in a better acquisition of the
knowledge structure. Finally, Trumpower and Sarwar (2010) found that by providing
graphical feedback through the explicit presentation of the network, it benefited learners
by making concept relations more salient. Therefore, in the current study, the expertconstrained navigation was applied in two formats: (a) implicitly, in which the navigation
constraints are guided by the experts structure, but the learner only sees the alphabetical
list of concepts and (b) explicitly, in which the same navigational constraints are
provided, but are presented in conjunction with the explicit visual depiction of the
network of concepts. This will allow the investigation of the individual differences under
three conditions: unconstrained navigation (unconstrained index), implicit expert
constrained navigation (expert index), and explicit expert constrained navigation (expert
network).
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In sum, utilizing an optimal hypertext structure, such as one based on an expert
semantic knowledge, should have the advantage of facilitating learning by logically
representing the interrelationships between the different parts of information within the
hypertext. Furthermore, there is a reasonable theoretical justification for suggesting that
the extent to which hypertext systems influence learning will be dependent on an
individual's level of working memory capacity.

Research Objectives and Hypotheses
The major goal of this study is to investigate the relation between students’
working memory capacity and type of navigation used during learning a set of concepts
in a hypertext environment. In order to learn and instruct effectively using this
technology, both learners and designers must gain new levels of knowledge that will
enable them to take advantage of the benefits of learning with hypertext systems. The
learning outcome will depend on how well the hypertext structure and the learners’
individual attributes operate together. According to Dillon (1994), reading hypertext can
be seen as an interaction between the learner and the machine. Thus, the characteristics
of each can influence this interaction. The learner’s abilities as well as the structure of
the system can influence the learning outcome. This current research examined this
interaction. How do learners’ attributes, such as working memory capacity, influence
how they interact and learn from a hypertext environment? In turn, how do the system’s
features, such as constraints on navigation, influence individual’s learning outcome? The
implications of this research will offer deeper insights, based on empirical findings, on

8

the effects of navigational constraints and working memory on learning in non-linear
learning environments.
In this study, I tested the general hypothesis that an expert-constrained navigation
will facilitate learning for those learners with low-working memory capacity. I
hypothesized that an interaction will occur between a hypertext navigational structure and
a learner’s working memory capacity (see Figure 1). Learners with high-working
memory capacity are expected to perform better than low-working memory learners with
unconstrained hypertext (unconstrained index), but this difference will decrease with the
implicit expert constrained navigational structure (expert index). In the explicit expert
constrained navigation structure (expert network), performance between both levels of
working memory capacity is expected to be better than either the unconstrained index or
expert index guides. However, the difference in performance between expert index and
expert network should be larger for low-working memory capacity learners than it is for
high-working memory capacity learners.

Higher

Performance
on Learning
Measurements

Unconstrained Index
Expert Index
Expert Network

Lower

Low-WMC

High-WMC
Working Memory Capacity

Figure 1. Predictive graph based on hypothesis of performance on learning
measurements with respect to Type of Navigation Guide: Unconstrained Index, Expert
Index or Expert Network and Type of Learner: High Working Memory Capacity
(High-WMC) and Low Working Memory Capacity (Low-WMC).

9

Summary
The moderating effect of individual differences on learner performance depends
on whether the instructional system accommodates for the differences. Hypertext
systems can be an instructional tool for addressing these differences in learners. It can
facilitate learning in a manner that is not achievable with traditional methods. However,
hypertext based instruction can only meet these true potentials of addressing individual
differences, if they are considered during the development and design of the system; it is
not accomplished without intention (Kozma, 1991). In order to effectively use hypertext
technology in education, it is important to learn in what conditions and for whom is this
environment beneficial. By incorporating what we know about the cognitive learning
theories relevant to traditional learning environments, we can learn more about what
works best in non-linear environments.
How the individual attributes of a learner interact with the design of a hypertext
system will be explored in this study. In the following chapter, I will describe and review
the available research in the areas of knowledge representation, learning with hypertext,
as well as text comprehension and coherence. In addition, I will explore the notions of
working memory and navigational issues and how they relate to comprehension and
learning with hypertext.
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Chapter 2
REVIEW OF THE LITERATURE
Nearly seven decades ago, Vannevar Bush published an essay titled "As We May
Think" in which he described a concept that would eventually be the developed into what
is now the basis for how we store and access our information. Bush believed that
information should be organized in a manner that better reflected the natural workings of
the human mind. According to Bush (1945), the mind operates by associations. He
described: "With one item in its grasp, it snaps instantly to the next that is suggested by
the association of thoughts, in accordance with some intricate web of trails..." (p. 6).
Based on this, he proposed a hypothetical machine called memex (memory index). A
memex device would allow information to be connected to all other information through
associative links and thus making knowledge more accessible. Bush believed that this
type of organization would be the key to making sense of an overabundance of
information. Twenty years later, Ted Nelson (1965) built upon this idea and coined the
term "hypertext".
In recent years, researchers have become interested in how hypertext can be used
to facilitate learning. However, an important aspect of the cognitive approach to learning
is the recognition of the learner as an active participant in the learning process. The
learner's unique characteristics will influence how they process the information.
Specifically, the manner in which information is structured will interact with the
cognitive processes and influence the learning outcome (Clark & Salomon, 1986).
In this chapter I will explore research on this interaction between hypertext
structure and the learner. In the following sections, I will examine the available research
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in the areas of (a) knowledge representation and expert knowledge structures, (b) text
comprehension, (c) hypertext technology, (d) text comprehension in non-linear formats,
(e) text coherence, and (f) working memory capacity.

Knowledge Representation and Expert Knowledge Structures
The idea of knowledge organization in semantic memory has played an important
role in learning and instruction. Semantic networks constitute a theory about the
organization, representation, and processing of semantic knowledge. In this theory,
concepts are represented as nodes in a network, and the semantic relations between these
concepts are represented by interconnected links among the nodes. Semantically related
concepts have shorter paths and it is supposed to take less time to traverse these paths
than it does to traverse those between more remotely related concepts. One important
quality of semantic networks is that the network is constantly being modified as new
information is encoded in memory. In other words, the network and its links change to
accommodate the learning. Therefore, as one learns, their knowledge representation of
the domain converges toward a true representation of that domain (Acton, Johnson, &
Goldsmith, 1994).
Knowledge representation is concerned with how knowledge is organized or
structured in order to facilitate information processing (Markman, 2002). According to
Johnson, Goldsmith and Teague (1995), how information is structured underlies the
knowledge itself. In other words, one must have an understanding of the interrelatedness
of concepts in a domain in order to have knowledge of that domain. Further, knowledge
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itself affects learning by providing an integrated conceptual network that can link
declarative, procedural and self-regulated information in memory.
How people organize their knowledge has been shown to affect the learning
outcome. For instance, researchers have found that the ordering of instructional
information influences learning (Dansereau, Long, & Evans, 1980). Further, students
who have obtained better knowledge structures have a tendency to perform better on
assessments (Cooke, Durso and Schvaneveldt, 1986; Jonassen, Beissner, & Yacci, 1993;
Trumpower & Goldsmith, 2004). Organizing knowledge allows us to manipulate and
store information in memory in a way that allows us to predict, make decisions and solve
problems. Therefore, if organization of knowledge aids in recall and processing, then it
suggests that there may be an optimal representation of knowledge.
If we assume that knowledge is organized, it would follow that in order to become
knowledgeable, it is necessary to have an understanding of how knowledge is organized.
Specifically, one must understand the interrelationships of the concepts in a domain in
order to have knowledge of that domain. A corollary of this implication is that the
amount of knowledge stored in memory affects performance, possibly because more
knowledge leads to greater differentiation of semantic relatedness. Therefore, the more
knowledge one has on a topic the more highly integrated and related that knowledge is in
memory (i.e., the greater semantic relatedness). A simple study conducted by MuirBroaddus (1998) asked participants, who were experts and novices in music, to quickly
name seven words that are related to the concept music. The results indicated that
experts completed the task more quickly (8.5 seconds verses 14 seconds). MuirBroaddus concluded that expert’s knowledge in their domain is more easily accessible.

13

Further, the superior quality and quantity of the knowledge facilitates spreading
activation through the semantic network.
The theoretical assumption is that the representation of an expert’s knowledge
facilitates an expert’s ability to learn, reason, recall, and solve problems (Chi, 2006; Chi,
Hutchinson & Robin, 1989; Ericsson & Kintsch, 1995). The empirical evidence indicates
that novices and experts differ, not only in the amount of knowledge, but also in terms of
how that knowledge is organized (Chi, Glaser & Farr, 1988). Chi et al. (1988) found
that with increased experience in a domain, the expert representation of knowledge
becomes enriched and capable of abstract embellishments, as compared to the novice
representation that is based on surface-oriented relations. Since experts have a greater
understanding of the interconnectedness of concepts in a domain, they are able to
represent problems at a deeper level than do novices. Novices have not yet developed an
understanding of how the concepts are related and therefore tend to represent information
at a superficial level (Chi et al., 1988). In an interesting study, Van Overschelde and
Healy (2001) found that experts more easily incorporated new non-domain relevant facts
into their existing knowledge representations by finding the links between the new
information and the existing knowledge in the domains of expertise. This ability to
create the necessary links or connections suggests that as expertise develops, experts are
able to more easily incorporate new information into their existing knowledge base.
In another study, Schvaneveldt, Durso, Goldsmith et al. (1985) used scaling
algorithms to generate knowledge representations of expert and novice fighter pilots. In
this experiment, novice and expert fighter pilots rated all possible pairs of 30 domain
related concepts on a scale of 0 to 9, where 0 specified that the concept pairs were highly
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unrelated and 9 specified that the concept pairs were highly related. These rating were
then subjected to the Pathfinder scaling algorithm. The results indicated that fighter
pilots with similar levels of experience had similar networks. Interestingly, they found
that a pilot could be classified as either a novice or an expert based on his network.
Furthermore, analysis of the networks generated by the scaling algorithms revealed the
concepts and relations that were common among experts and novices, as well as those
that were different. Therefore, semantic networks can be used in studying the specific
differences between novices and experts. Notably, by looking at the differences between
the groups’ networks, researchers are able to identify the significant changes that take
place as one moves from novice to expert in a domain (Cooke & McDonald, 1986).
Expert knowledge consists of concepts, relations, features, schemas, heuristics
and plans regarding that particular domain. According to Glaser (1986), experts’
knowledge is structured for efficient and superior processing of information as compared
to novices. One reason for this difference may be that experts are better at consolidating
the information. The information is integrated in a meaningful way that provides the
representation with a type of coherence (Schvaneveldt et al., 1985). More importantly,
according to Acton, Johnson and Goldsmith (1994), as learners acquire expertise, their
knowledge structures converge toward a true representation of that domain. Therefore,
once we know how experts’ organize their knowledge, it is possible to use this optimal
organization to improve the effectiveness of learning a domain.
Evidence for this explanation can be seen in the use of an expert navigational
structure to guide naive learners. These studies showed that experts offer the best
referent structure against which to assess the knowledge structures of naive students
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(Goldsmith, Johnson, & Acton, 1991; Patel, Drury, & Shalin, 1998; Trumpower &
Goldsmith, 2004; Trumpower & Sarwar, 2010). The similarity between a student’s
network and an expert’s network has been demonstrated to be a valid and reliable
measure of conceptual learning (Goldsmith & Johnson, 1990). Assuming an expert’s
knowledge and organization is a close approximation to the true representation of that
domain, comparing a novice’s structure to an expert’s structure can indicate the novice’s
skill development. Consequently, expert semantic knowledge structures play a
significant role in the development of learning (Day, Arthur & Gettman, 2001; Patel,
Drury, & Shalin, 1998).
Most learning depends on the ability to understand written or spoken material.
Researchers in the field of text comprehension have long had an interest in how
individuals read and understand meaningful statements, and comprehension of text has
been of prime importance to cognitive scientists.

Text Comprehension
Gutherie and Mosenthal (1987) define comprehension as understanding the
meanings of words as they are used in sentence contexts, and understanding these
sentences in order to acquire new information from the passage. According to Britton
and Graesser (1996), comprehension is “the dynamic process of constructing coherent
representations and inferences at multiple levels of text and context, within the bottleneck
of a limited-capacity working memory” (p. 341). In other words, text comprehension
requires constructing or grasping meaning from words and propositions in text (Plass,
Chun, Mayer, & Leutner, 1998).
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How do we know when comprehension has occurred? Kintsch (1998) stated
“comprehension occurs when and if the elements that enter into the process achieve a
stable state in which the majority of elements are meaningfully related to one another and
other elements that do not fit the pattern of the majority are suppressed” (p. 4). In other
words, comprehension is generated in a two-stage process (Kintsch, 1988, 1998; van Dijk
& Kintsch, 1983). First, at a bottom-up level, approximate mental representations are
created from individual word recognition, which are then integrated through top-down
process that derive the gist of the information in the text. If all goes well, an orderly
mental representation of the text forms and comprehension occurs.
Most researchers propose that text comprehension has occurred when learners are
able to construct mental representations from the information they read (Gernsbacher,
1990; Kintsch, 1998, Mayer, 1984; Mayer, 1993; Perfetti, 1985; Thüring et al., 1995; van
Dijk & Kintsch, 1983). Accordingly, interconnecting these mental representations forms
a mental model. A mental model is a personal mental representation of a phenomenon or
process (Mayer, 1993). For example, a learner can form a mental model of astronomical
concepts, such as the solar system, and then make predictions based on this model.
Researchers have also been interested in the cognitive processes involved in the
act of comprehension. According to Mayer’s three-process theory of meaningful learning
(1984), in order for comprehension to occur, a learner must select, organize, and integrate
the incoming information (see Figure 2). First, during selection learners focus attention
on relevant or important information in the text. Next, they organize selected pieces of
information in working memory into coherent knowledge structures. According to
Mayer, these knowledge structures are built from making the “internal connections”
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among the ideas in the text. Third, learners integrate the information with existing
knowledge structures of long-term memory. If all three processes are successfully
completed, a mental model is created and comprehension is achieved.

Stimuli

Sensory
Memory

Selecting Process (a)

Short-Term Memory
Response

Working Memory
Organizing Process (b)
Integrating Process
(c)

Long-Term Memory

Figure 2. Process of comprehension within the Information Processing System: (a)
selecting information; (b) organizing the selected information; and (c) integrating the
organized information with existing knowledge. Adapted from Mayer (1984).

According to Gernsbacher’s structure-building framework (1990), the goal of
comprehension is to build a coherent knowledge representations or structures. First,
comprehenders build each structure by laying a foundation, which is initially formed by
the activation of pre-existing memory. Next, they develop these structures by mapping
new information onto existing information where the new information coheres to the
earlier information. Finally, when incoming information is less related to the current
structure, comprehenders shift and attach a new substructure. The result is a meaningful
knowledge representation of a domain.
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Comprehension in a non-linear environment does add some challenges for the
learner. Before I examine the distinctive issues that are faced in a non-linear setting, it is
important to first consider hypertext in more detail.

Hypertext Technology
Hypertext technology is the realization of Vannevar Bush's initial idea of being
able to organize an enormous amount of information from different sources through the
use of links and associations. Hypertext allows learners to mimic the organization of text
information in accordance with their own knowledge structure (Ginige, Lowe, &
Robertson, 1995; Jonassen, 1988). In hypertext formats, pieces of information or units of
text are not ordered in a fixed sequence but allow for multiple orderings. That is, text
units can be navigated through in a variety of ways. The units are the nodes, and these
nodes are connected by links. According to Ginige et al. (1995), each node represents a
single idea or concept that if divided further would lose its meaningfulness. Similar to
semantic knowledge structures, these nodes are associated or interconnected by links to
other related nodes. Hypertext can then be defined as a web of interrelated chunks of
electronic text (nodes); users then control the sequence in which they view the nodes
(Bass, 1996). The hypertext links do assign constraints on a user’s interactions, but the
user controls the specific path of inquiry. The basic idea behind hypertext is that it allows
users to individually tailor their access to text in a way that is meaningfully associated.
Lee and Tedder (2004) state that because of this flexibility offered by hypertext, the
learner is able to filter, search and reorganize the information "in manners that were
previously only possible within the mind itself" (p. 172).
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This hypertext flexibility and active participation are benefits of this learning
environment. There are typically many different ways of progressing through hypertext.
Some of these paths may increase coherence and comprehension whereas others may
actually inhibit it. Disorientation is the tendency to lose one’s sense of location and
direction in a non-linear document (Conklin, 1987). Learners typically want to know
where they are in a hyperdocument and how to get to some other place. The questions
that are being asked are “Where am I?” and “How do I get to some other place I
know/think exists?” In traditional linear text, there may be a similar feeling of
disorientation, but the degrees of freedom are constrained to searching forwards or
backwards through the pages. In a hypertext environment, the choices are often
overwhelming.
A study conducted by Foss (1989), found that learners in a hypertext environment
tended to “loop” in the document, and scan through the hypertext links instead of reading
them over carefully. In self-reports, learners indicated that this method was not a
purposeful strategy but rather resulted from navigational problems, like disorientation.
Furthermore, they reported that they had difficulty identifying the best reading order and
identifying their location in the document.
Another study conducted by Dillon, Richardson and McKnight (1990) had
learners answer a series of questions by searching through a document. The document
was presented in either a hypertext format or a linear format. They found that although
the time it took learners to search through the documents was the same for both formats,
the learners in the linear format produced better answers. In the hypertext format, the
learners spent more of their time searching through the menus and seldom used the direct
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links. They concluded that novice users of hypertext face a task management problem.
These problems with disorientation suggest that some learners fail to gain an overview of
the knowledge domain. They remain naïve about important elements of the domain, or
fail to understand how the concepts relate to each other (Allinson, 1993).
Therefore, the flexibility offered in hypertext can affect the readability of the text
because the strategies of processing the information under these conditions demand more
resources (Foltz, 1996). Much of the research on disorientation in hypertext environments
recommend that in order to reduce these orientation problems, the amount of access has
to be restricted (DeStefano & LeFevre, 2007; McNamara & Shapiro, 2005; MüllerKalthoff & Möller, 2006; Waniek, et al., 2003). The critical conclusion is that novices
need explicit direction to links between concepts and they benefit the most from having
less control over navigation (MaNamara & Shapiro, 2005).
How does disorientation relate to reading in a non-linear format? The following
section examines strategies of text comprehension for non-linear text.

Text Comprehension in Non-Linear Formats
The same basic processes of traditional comprehension occur for comprehension
of non-linear text; however, in addition the reader must choose which unit to study next.
For hypertext, comprehension occurs not only at the local level (node level), but also at a
global level (referred to as the net-level in a hypertext system) (Thüring et al., 1995). In
traditional linear text, the author provides this global-level organization by arranging the
text in a meaningful sequence. However, with hypertext, the learner has the additional
required task of processing this information in an order that they must choose.
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Therefore, at the net-level learners must select relevant units of text from a set of possible
units, organize these units as they relate to the other units, and integrate these clusters of
units into existing long-term knowledge structures. After this process is established, the
chosen unit is comprehended using the same process as the node-level.
In addition, since these processes take place under the limits of working memory,
the question of cognitive overload arises in hypertext (Destefano & LeFevre, 2007;
Thüring et al., 1995). As a consequence of processing information under the limits of a
working memory system, the learner has to direct his or her cognitive resources
effectively in order to process the text continuously and achieve the best learning
outcome possible (Rouet, Levonen, Dillon, & Spiro, 1996). According to Destefano and
LeFevre (2007), cognitive overhead is the additional effort required to perform multiple
tasks simultaneously. The additional effort required to perform net-level comprehension
tasks, such as navigation, can reduce the cognitive resources available for comprehending
text at the node-level.
During comprehension, a learner's goal is to build a coherent mental model of the
text. However, in a hypertext environment before this mental model can be created, the
learner must create a mental representation of the text structure in order to navigate
through the content. Waniek et al. (2003) found that the accuracy of this mental
representation of the text structure is negatively correlated with disorientation.
Specifically, they found when participants experienced more disorientation during the
learning phase; they tended to have difficulties constructing an adequate representation of
the structure and more importantly, a coherent mental model of the text.
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These studies demonstrated that navigating through hypertext can be a complex
cognitive activity. When compared to traditional learning documents, hyperdocuments
require an elevated cognitive load on the learner (DeStefano & LeFevre, 2007; Rouet &
Levonen, 1996). The learner must keep track of his location in the document, make
choices about which link to follow next, and remember where he has been.
Since comprehension is influenced not only by the particular sentence being read,
but also by the preceding sentence, the idea of text coherence will be examined further in
the following section.

Text Coherence
Coherence refers to the ease with which ideas in one sentence relate to the ideas
in a preceding sentence. A sentence that is difficult to comprehend alone may be
perfectly clear in its context (Haviland & Clark, 1974). According to Foltz (1996), “the
amount of coherence in the text can be used to make predictions of comprehension” (p.
116). The research on coherence and comprehension has dealt with three main issues:
limitations of working memory; amount of inferential ideas that must be made; and the
integration of new ideas versus the integration of familiar ideas (Beck, McKeown,
Sinatra, & Loxterman, 1991; Britton & Gulgoz, 1991).
First, as mentioned, text comprehension occurs through working memory, which
is a limited in both capacity and duration (Baddeley, 1986; Miller, 1956). Research
shows that text comprehension is easier when relevant information is active in working
memory as opposed to being retrieved from long-term memory (Lesgold, Roth, & Curtis,
1979). Therefore, a sentence is easier to integrate when information from a preceding
sentence is still available in working memory.
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For example, Lesgold et al. (1979) found that participants comprehended Passage
A sentences better than Passage B sentences (see Table 1). They found that inserting two
irrelevant sentences changed the topic, and made it less likely that information about
smoke was still in working memory when encountering the sentence about fire. They
found that the difficulty in comprehension was not simply due to the length of the
passage. When compared to the comprehension level of Passage C, which is about as
long as Passage B, they found Passage C was easier to understand since the two inserted
sentences continue the initial idea. Haviland and Clark concluded that this continuation of
ideas made it easier to keep the information in working memory and the text more
cohesive.

Table 1.
Passages examined by subjects in research conducted by Haviland & Clark (1974).
Passage A:
“A thick cloud of smoke hung over the forest. The forest was on fire.”
Passage B:
“A thick cloud of smoke hung over the forest. Glancing to one side, Carol
could see a bee flying around the back seat. Both of the kids were jumping
around but made no attempt to free the insect. The forest was on fire.”
Passage C:
“A thick cloud of smoke hung over the forest. The smoke was thick and
black and began to fill the clear sky. Up ahead Carol could see a ranger
directing traffic to slow down. The forest was on fire.”

A second issue concerning coherence is whether there is a direct relation between
two ideas or whether a relation must be inferred. Haviland and Clark (1974) found that
participants took significantly longer to comprehend sentences in which they had to infer
its relation to other sentences. Therefore, when inference is required sentences are less
likely to cohere and comprehension is slower.
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Finally, familiar ideas are easier to integrate than novel ideas. Ideas that have not
been previously mentioned in text are more difficult to comprehend than ideas that have
occurred previously. More comprehension is required because of the uncertainty in how
the ideas are to be connected (Kieras, 1978). This idea is related to the role of schemata
(i.e., representations of concepts, objects, and scenarios) in learning (Driscoll, 1994).
Kintsch (1998) has developed a model of text comprehension based on the ideas
of coherence and integration. The central idea of his model is that coherence increases
when incoming information is easily integrated with previously encountered information.
Comprehension is easiest when new information can be related to information that is still
active in working memory. If this fails, the learner attempts to relate the new information
to information stored in long-term memory. If the learner is still unable to integrate it
with information from long-term memory, an inference is required for comprehension to
occur. According to Kintsch, each additional step reduces coherence and thus makes
comprehension more difficult.
The coherence or readability of text is important to a learner, since a learner’s
ability to comprehend and recall a text depends on its degree of coherence (Thüring et al.,
1995). A factor that can reduce coherence, and in effect reduce comprehension, is the
feeling of disorientation in a hypertext environment. In linear text, an author sequences
topics in a way that he or she assumes will result in the desired understanding by the
reader. According to Foltz (1996), authors maintain coherence at the node-level by
cross-referencing with words and sentences. At the net level, the author can make
overlapping referents through paragraphs and chapters. In this way, an author can create
a text that proceeds from topic to topic in a coherent manner. However, in a hypertext
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environment since the learner chooses which information is viewed first, second, and so
on, it would be difficult for the author of a hypertext system to code all the navigational
possibilities, and assure coherence at the net-level (Foltz, 1996).
Salmerón, Kintsch and Cañas (2006) recognized that this lack of coherence in
hypertext environments cannot support comprehension. As a result, they suggest two
possibilities that may increase coherence. First, since novice learners cannot be expected
to decide if two nodes are semantically related, hypertexts should be only used by those
learners who have some prior knowledge in the domain. The second possibility, and
perhaps more reasonable, would be to develop a strategy which offered an optimal
reading order of the material. Therefore, following a coherent reading order in hypertext
can facilitate comprehension for novice learners. Madrid, Oostendorp, and Melguizo
(2009) reported similar results; when learners selected a low coherent presentation order,
they experienced more cognitive overload during learning than those who selected a
reading order that was more coherent. More significantly, those who selected a more
coherent reading order also obtained better learning results. They concluded that the
most relevant factor for cognitive overload was the coherence level of the text.
Kozma (1991) suggested that requiring learners to choose a sequence of
information to read might challenge some learners, and thus hinder comprehension.
Similarly, Kozma (1991) indicated that learners who lack enough attentional capacity to
maintain where they are and where they have been become disoriented in a non-linear
environment. The next section explores the role of individual differences and the role of
working memory capacity in non-linear or hypertext learning environments.
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Working Memory Capacity
In the early 1980s, the flow of studies in individual differences in working
memory began to rise, causing a new development in the field of working memory. At
this time, the finding seemed to demonstrate that unlike the traditional short-term
memory measures, the performance on working memory span tasks correlate with
performance on complex cognitive tasks, such as comprehension, reasoning and even
fluid intelligence (Engle & Kane, 2004). Daneman and Carpenter (1980) first developed
a procedure that would measure the individual variations in the system – the reading span
task. The reading span task is a dual task procedure that consists of a processing element
(e.g., reading sentences) coupled with a storage element (e.g., recalling the final word in
the sentence). The measurement taken from the reading span task is the number of
sentences a subject could read while attempting to maintain perfect recall of the final
words. Daneman and Carpenter found that the reading span score correlated with
comprehension (i.e., the verbal scholastic aptitude (VSAT) scores).
Intrigued by the work of Daneman and Carpenter, Engle and his colleagues
offered an individual differences approach to working memory (Engle, Cantor, &
Carullo, 1992; Engle, Tuholski, Laughlin, and Conway, 1999). Turner and Engle (1989)
found that individuals could differ on capacity-demanding tasks regardless of the
processing domain. Turner and Engle used a different measurement of working memory,
an operation span task (OSPAN). In an OSPAN task, participants view an arithmetic
problem and asked to verify its accuracy. Following the problem is a word; they must
recall the words after the presentation of a series of math problems. Turner and Engle
argued that the correlation between the operation span task, and VSAT score was not due
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to a task-specific skill of the individual; it was not measuring the differences in the skill
of the specific task (in this case comprehension). Rather, the complex span task measures
the general, domain-free attentional storage capacity that is vital to any cognitive task that
requires controlled processing (Turner & Engle, 1989).
According to Engle, working memory is considered a system that consists of the
temporarily activated subset of long-term memory, and a limited-capacity controlled
attention.

Controlled attention is important in order to maintain activation. They

proposed that individuals differ in the amount of activation available for processing.
Thus, according to Kane, Conway, Hambrick, and Engle, “working memory capacity
refers to the attentional processes that allow for goal-directed behavior by maintaining
relevant information in an active easily accessible state outside of conscious focus, or to
retrieve that information form inactive memory, under conditions of interference,
distraction or conflict” (2007, p. 23.)
Several studies demonstrated that individual differences in working memory
capacity was related to the ability of those with high-capacity to more efficiently keep
relevant information active and inhibit irrelevant information, particularly during
interference and distraction (Colflesh & Conway, 2007; Conway, Cowan, & Bunting,
2001; Engle, 2002; Kane, Bleckley, Conway, & Engle, 2001; Kane & Engle, 2000). One
possible explanation for the variation in performance is that high working memory span
individuals have more limited-capacity attentional resources available to them than those
low working memory span individuals do. Therefore, during low interference tasks, the
difference is not as significant since the low-span individuals have enough resources to
complete the task. However, when the task becomes attention demanding, the
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differences become more apparent (Conway & Engle, 1996). Further, Colflesh and
Conway (2007) found that as working memory capacity increases so does the ability to
control the focus of attention.
Therefore, working memory capacity is the ability to use executive attention to
actively maintain pertinent information in the focus of attention while inhibiting the
irrelevant information (Unsworth & Engle, 2005). As a consequence of processing
information under the limits of a working memory system, the learner has to direct his or
her cognitive resources effectively in order to process the text continuously (Rouet,
Levonen, Dillon, & Spiro, 1996).
Working memory capacity plays a vital role in hypertext learning. In hypertext,
users are no longer constrained by an author’s structure of the subject matter. Instead,
hypertext allows readers to move around in a manner that is meaningful to them
(Jonassen, 1988). However, the additional effort required to navigate through the text
can reduce the cognitive resources available for comprehending text at the node-level.
Since learners that are high in working memory capacity (High-WMC) comprehend text
more efficiently at the node-level, they may have more cognitive resources to devote to
comprehending the organization of the document at the net-level. Specifically, they will
have more resources to devote to navigating and so are less likely to become disoriented
in a hypertext environment. In contrast, because learners that are low in working
memory capacity (Low-WMC) are less efficient at selecting, organizing, inhibiting and
integrating information, their cognitive resources will be more easily depleted, and
navigating choices will likely overwhelm them. High-WMC learners can also hold more
verbal information in working memory and integrate that information into long-term
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memory more efficiently than those with Low-WMC (Carpenter, Miyake, & Just, 1995;
Just & Carpenter, 1992).
Lee and Tedder (2004) examined the effects of working memory capacity on
three different hypertext structures: scrolling text, expanding hypertext, and paged
hypertext. A scrolling text structure was similar to linear text, the participants simply
scrolled down as if reading from traditional text; whereas paged hypertext was similar to
a true 'web-like' hypertext in which the links are not restricted and the participants can
choose the sequencing. Expanding hypertext was a compromise of the two extremes; it
offered the scrolling linear format with the option of following particular links when
desired. What Lee and Tedder found was that those who were low in working memory
capacity had higher recall scores in the scrolling text then in the expanding hypertext or
paged hypertext; whereas the differences between the structures disappeared among those
who were high in working memory capacity. Consequently, those with high working
memory capacity are not affected by text fragmentation as much those who have lower
working memory spans. Since high-WMC learners are more likely to connect hypertext
units together (i.e., organize and build internal connections) at the net-level, they are less
likely to lose the coherence of the document (Lee & Tedder, 2004).
Individual differences in working memory become pronounced when a task
demands controlled attention. Unsworth and Engle (2005) found that working memory
capacity differences were found in intentional learning, but not in incidental learning.
This suggests that those learning situations that do not require conscious processing will
not be affected by working memory capacity. Therefore, it is believed that working
memory capacity will not pose a problem in non-demanding or incidental learning tasks,
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such as definitional learning. Since several studies have suggested that individual
differences in working memory capacity affect comprehension, it would be valuable to
assume that these differences will pose additional problems in a non-linear environment.
(Britton, Stimson, Stennett & Gulgoz, 1998; Daneman & Carpenter, 1980; Engle et al.,
1992; Haarmann, Davelaar, & Usher, 2003; Tardieu & Gyselinck, 2003).
Therefore, high-WMC learners should have several advantages over low-WMC
learners in a hypertext environment. However, more research is needed to determine
which processes of hypertext learning are affected, and to what degree, by working
memory capacity. Cokely, Kelley and Gilchrist (2006) found that learners could be
trained on strategic behavior that will improve attentional control. A hypertext
environment that can accommodate for the variations in working memory capacity may
alleviate some of the decrements on the learning outcome.

Conclusion
Therefore, when hypertext systems are used for instruction, it seems important to
provide a meaningful organization of the learning material. More specifically, a
hypertext environment that mimicked the semantic network representations of a domain
expert would be optimal. Since research has found that over the course of learning,
students’ knowledge structures become more like an expert’s structure, it would seem
reasonable to suggest that rather than having a novice control the organization of the
presentation of information, an expert knowledge structure should be the guide to the
relationship of concepts.
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Interactive overviews are one method for providing structure to hypertext
systems, particularly in terms of navigation. Interactive overviews are similar to
advanced organizers and knowledge maps in that they aid learning by indicating, at some
level, the organization of the material (Naumann et al., 2007; Trumpower & Goldsmith,
2004; Trumpower & Sarwar, 2010). Advanced organizers typically represent the
information hierarchically; whereas knowledge maps are always non-linear and represent
the material as a conceptual network. Interactive overviews, however, embed the
organization of the material in the hypertext itself.
One method for developing a structured interactive overview is by using experts’
knowledge representations of the concepts (Patel, Drury, & Shalin, 1998). According to
Trumpower and Goldsmith, “semantically structured interactive overviews provide a
means for learners to integrate content by visually observing important conceptual
relationships depicted as hyperlinks” (2004, p. 429-430). Further, another possible benefit
is that an interactive overview would constrain the presentation order of the material to
interrelated concepts. By doing so, coherence can be maintained and comprehension
aided. This is especially true for those learners who have difficulty maintaining
coherence on their own (i.e., those learners that are low in working memory capacity).
Researchers have found that when interactive overview structures are used to
specify the organization of the learning material, learning improves. (Dee-Lucas &
Larkin, 1995). Dee-Lucas and Larkin (1995) found that learners exposed to structured
and unstructured interactive overviews had better learning performances (better memory
for concepts and better recall) than those who were exposed to traditional text. However,
those who were presented with a structured interactive overview (semantically organized
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map of content) outperformed those who were presented an unstructured interactive
overview (indexed or menu-like content listing) when the learning goal was specifically
defined. The lack of an explicit structure was less coherent and resulted in poorer text
representation. Furthermore, Shapiro (1998) found that participants who learned in a
hypertext format produced concept maps that reflected the links in the hypertext
structure. The participants learned information about the interrelatedness of the concepts
they were studying simply by mere exposure to the links.
In sum, the issue of how we learn from hypertext can be more complicated than
that of how we learn from traditional linear text. There are a number of unique features of
hypertext, such as net-level comprehension and navigation, which can generate additional
complexity. One possible way to alleviate some of this complexity is to provide a
navigational structure to the hypertext so that only meaningfully related concepts are
linked together. By integrating expert semantic knowledge as a navigational aid, learners
are released of some their cognitive load and less likely to feel disoriented. Furthermore,
because they are limited in their choices, their navigation is constrained to most coherent
paths through the material. In other words, their degrees of freedom have been restricted.
This may be helpful for some learners, but perhaps not all learners would find this
inflexibility beneficial. Many findings indicate that high ability subjects do well
regardless of the method, while less-able subjects benefit from tailoring an instructional
approach (Cronbach & Snow, 1977). Therefore, an expert-constrained navigation
structure may be particularly beneficial for those learners that are low in working
memory capacity.
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Therefore, based on the existing literature I hypothesize that an interaction will
occur between a hypertext navigational structure and a learner’s level of working
memory capacity. Learners with high-working memory capacity are expected to perform
better than low-working memory learners with unconstrained index guide, but this
difference will decrease with the expert index guide. In the expert network guide,
performance between both levels of working memory capacity is expected to be better
than either the unconstrained or expert index structures. However, the difference in
performance between expert index and expert network should be larger for low-working
memory capacity learners than it is for high-working memory capacity learners.
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Chapter 3
METHODS
The primary purpose of this study was to investigate the effect of three different
types of navigational guides (unconstrained index, expert index, and expert network) on
learning outcomes. The second objective was to examine how the navigational guides
interact with working memory capacity (high and low). The use of an expert constrained
navigation was expected to control for these individual differences and improve learning
for learners with both high and low working memory capacities.
Participants
Undergraduate students from an introductory psychology course at the University
of New Mexico served as participants and their participation partially fulfilled a class
requirement. One hundred and seventy-eight male (n=69) and female (n=109) students
were randomly assigned1 to one of three groups: unconstrained index, expert index, or
expert network. Participants’ level of working memory capacity (WMC) was determined
from their performance on the Automated OSPAN (Aospan), which is a computerized
version of the Operation Word Span Task (OSPAN) for working memory capacity
(Turner & Engle, 1989; Unsworth, Heitz, Schrock, & Engle, 2005).
Design
A 3 x 2 between-subjects factorial design was used to test the effects of type of
navigational guide and the level of the participants' working memory capacity on

1

In an attempt to equalize the sample sizes, there was a period when collection was done specifically for
each treatment condition. This caused a break in the computer generated random assignment for 21.3% of
participants (n=38). See Appendix B for more information.
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learning. A median split on the absolute scores participants received on the Aospan was
used to categorize participants into high working memory capacity or low working
memory capacity; thus creating the six groups (see Figure 3).

Working Memory Capacity
High

Low

Unconstrained Index
1
Navigation Structure

3

Expert Index

Expert Network

2

5

4

6

Figure 3. Depiction of the 3x2 factorial design. The six groups were Group 1: Unconstrained
Index navigation & High-WMC; Group 2: Unconstrained Index navigation & Low-WMC; Group
3: Expert Index navigation & High-WMC; Group 4: Expert Index navigation & Low-WMC;
Group 5: Expert Network navigation & High-WMC; and Group 6: Expert Network navigation &
Low-WMC.

Materials and Apparatus

The materials consisted of a participation questionnaire, familiarity ratings for
each of the 15 domain concepts, two types of hyperdocuments of the learning material, a
visual depiction of the expert constrained learning environment, concept relatedness
ratings, a definitional knowledge test, a procedural knowledge test, and the Aospan. The
learning domain consisted of study material taken from an undergraduate course in
statistics. All materials were viewed on a desktop computer.

36
DEMOGRAPHIC & FAMILIARITY QUESTIONNAIRES:

The participation questionnaire contained demographic questions and also asked
about knowledge of and prior courses in statistics (See Appendix C). Participants rated
the familiarity of each of statistics concepts using a five-point Likert scale ranging from
“less familiar” (1) to “more familiar” (5). These ratings were used to evaluate the level of
prior knowledge. It was necessary for participants to have little or no prior knowledge on
the learning domain to ensure that the learning they demonstrated in the performance
assessments could be associated with actual learning in the study.
LEARNING MATERIAL

The learning material came from a statistics textbook (Pagano, 2007). The
material was segmented according to central concepts. (Appendix D contains the list of
concepts). Before the start of the experiment, seven psychology professors and graduate
students (who showed expert proficiency in the area) rated the relatedness of 120 concept
pairs based on a five-point Likert scale ranging from “less related” (1) to “more related”
(5). Based on these relatedness ratings, the navigational structure for the expertconstrained navigation, as well as the visual depiction of this navigation, was determined
through a Pathfinder analysis (Schvaneveldt, 1990). Appendix E includes the network
derived from the average of the experts' relatedness ratings.
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A

B

C

Figure 4. An example of the unconstrained index guide (A), expert index guide (B) and
expert network guide (C) used in experiment.

The learning material was presented in one of three types of hyperdocuments (see
Figure 4). In the expert index guide, each node was represented by one of the 15
concepts arranged in an alphabetical list. Each concept served as a hyperlink in the
hyperdocument. A student chose a concept by clicking on it, which caused the concept’s
information to appear in a text box below the list of concepts. The concept’s information
included: its definition, formula, and example. After studying this information, the
student moved forward by clicking on another concept from the list. However, at this
point the participant’s choices of subsequent concepts to study were constrained to only
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those other concepts that were linked in the expert structure (see Figure 4B). The
navigational choices changed based on which concept was previously studied. All of the
concepts were linked either directly or indirectly allowing students to learn the complete
set of concepts. The participants were able to navigate through the information in a large
number of different paths.
The second type of hyperdocument, expert network guide, restricted navigation
among the concepts in the same way as the expert index guide, but now the network
structure was visually displayed instead of an alphabetical list (see Figure 4C). Students
clicked on a concept’s node in the network to display its corresponding learning material.
The concepts that could be studied next were limited to those that were directly linked to
the previously studied concept. The participants were able to see each link connecting
related concepts.
The third type of hyperdocument, the unconstrained index guide, allowed the
student to choose any concept to study at any time (see Figure 4A). The concepts were
displayed in the same alphabetical list as the expert index. Similar to the other
hyperdocuments, when a concept was chosen the participant could see the related
content: definition, formula, and example of the concept.

However, regardless of what

concept was selected, the same navigational choices were available at every situation. In
other words, the learner received the same menu of choices regardless of the previous
choice.
AOSPAN: WORKING MEMORY CAPACITY TASK

Several tasks have been developed to test working memory capacity. This study
used the automated version of the OSPAN task, the Aospan (Unsworth et al., 2005). In
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the original OSPAN task, participants were asked to solve a simple math operation after
which they were presented with a word to be recalled. After a series of operation-word
strings, the participant recalled the words from the set in order of presentation. The set
size randomly varied from 2 to 7 operation-word strings, so the participant could not
anticipate when the cue for recall would occur. The OSPAN's internal validity and testretest reliability are high (r = .83). Turner and Engle (1989) have shown that the
operation span task was as strongly correlated with reading comprehension measures as
the reading span task (Daneman & Carpenter, 1980). Miyake et al. (2000) have shown it
to be strongly correlated with processes of updating. The efficiency in updating the
information held in working memory may explain why performance on these measures is
also predictive of reading ability (Daneman & Merikle, 1996).
As with the OSPAN task, internal validity for the Aospan task is high, as is testretest reliability (r = .831). Scores on the Aospan have been found to correlate with the
OSPAN (r = .448) and was found to tap the same underlying construct as the OSPAN
(Unsworth et al., 2005). Moreover, Aospan also provides support for the view that span
tasks measure a domain-general component in working memory, which may also be
predictive of general fluid intelligence (Unsworth et al., 2005). Finally, an advantage of
Aospan is that the task requires users to recall letters rather than words, making it less
likely to interfere with the vocabulary assessment.
Procedure
The study was conducted through a computer program, which was accessed in the
psychology department labs. During the first part of the study, students completed a
demographic survey, familiarity ratings, pre-relatedness ratings, and working memory
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capacity test. After completing these baseline measurements, they completed the
learning component of the study and took the learning assessments. Before beginning the
experiment, participants signed a consent form agreeing to participate in the study. This
consent form also requested the release of the student's ACT and/or SAT scores for use in
the study. The ACT and SAT scores were used to acquire a general assessment of
students’ existing knowledge.
After participants completed the demographic survey and rated their familiarity of
each of the 15 concepts, they rated the relatedness of each of the 15 concepts paired with
each other, for a total of 105 pairings. They rated the concepts on a five-point Likert
scale, ranging from "less related" (1) to "more related" (5). A small subset of 15 pairs
was selected randomly from the 105 pairs and repeated at the end to assess reliability.
This ensured that the task was being given appropriate attention by the participant.
Participants used a mouse to click on a scale value for each pair. The 120 pairs took
approximately 10-15 minutes to complete. The order of the concept pairs was
randomized individually for each participant.
After the concept relatedness ratings, participants completed the Aospan test of
working memory. In the Aospan, participants were presented with a mathematical
operation followed by a letter. After a series of operation-letter strings, the letters must
be recalled in order by clicking on each letter from a matrix. At the end of each set,
participants were given feedback; they were required to be at least 85% accurate on the
mathematical operations. This was meant to ensure that each part of the task was being
given appropriate attention. While the task was self-paced, there were time limits for the
mathematical operations. These limits were based on the individual's own response time,
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and were meant to restrict rehearsal of the to-be-remembered letters. The Aospan task
records response times and is self-scoring. The Aospan took approximately 15-20
minutes to complete.
After completing the Aospan, participants were randomly assigned to the expert
index, expert network, or unconstrained index hyperdocuments. All participants were
instructed to read and study the learning material on statistics with the expectation that
they would be tested over the material later. They were not informed about the specific
nature of the assessment. They were instructed to read at their own pace, and that they
must study all of the terms before moving on to the next part of the study. The concept
nodes were recolored to remind students which concepts had been viewed. Participants
were instructed to study the terms for at least 15 minutes. A clock appeared on the right
side of the screen showing how long they had been studying the terms. Only after they
viewed all of the terms at least once and 15 minutes had passed, did a “Finished” button
below the clock become active allowing them to proceed to the next part of the study.
After studying the hyperdocument, participants’ knowledge of the terms was
assessed in three ways: definitional, procedural, and conceptual tests. In the first
assessment, students’ definitional knowledge of the 15 statistics concepts was tested by
showing a definition of one of the terms and then asking them to select the matching term
from a list of all 15 concepts. The order of the questions was randomized individually
for each subject. Participants were instructed to answer the questions at their own pace.
Participants had to score at least 80% correct to move on to the next phase. Participants
who scored less than 80% repeated the learning phase. After returning to the learning
phase for at least 2 minutes, they had a second attempt at the definitional test. Regardless
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of the percent correct during their second attempt at the definitional test, they moved on
to the procedural test. The definitional test took approximately 5-10 minutes to complete
(See Appendix F for list of definitions.)
Next, students’ procedural knowledge of the concepts was tested using 30
multiple-choice questions that required participants to use the studied concepts to solve a
problem or make a prediction. The order of the items was randomized separately for
each subject. The procedural test took approximately 20-25 minutes. (See Appendix G
for the procedural test.)
Finally, the conceptual assessment consisted of post-relatedness ratings. Students
once again rated the relatedness of the 15 concept pairs in the same way as they did in the
beginning of the experiment before the study phase. The similarity between a student’s
network and an expert’s network has been demonstrated to be a valid and reliable
measure of conceptual learning (Goldsmith & Johnson, 1990). These post relatedness
ratings took approximately 10-15 minutes to complete.
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Chapter 4
RESULTS
Preliminary analyses included a correlation on the small subset of repeated
pairwise ratings to ensure reliability of responses. The mean reliability for these ratings
was r=.407. Of the 178 participants in the study, four participants were excluded from
the data analysis due to low reliability (r < -.30). Demographic information for the final
sample is provided in Table 2. In addition, pre-similarity and post-similarity scores were
computed by taking the correlations between the pairwise relatedness ratings and the
averaged experts' ratings.
Table 2
Participant characteristics of study sample (N=174)
Gender (% female)
61.5%
Age (M)
21.43 (5.07)
Race (%)
9.2
Asian
5.2
African American
28.2
Caucasian
45.4
Hispanic
8.6
Native American
3.4
Other
Academic Year (%)
42.5
Freshman
21.8
Sophomore
17.2
Junior
16.1
Senior
2.3
Other
Familiarity Ratings (M)
3.09 (.816)
Statistics Background (%)
33.3
0=None
22.4
1=High School course
14.4
2=High School and 'other' course
3=Math 145: "Introduction to Statistics" 12.6
10.3
4=Psych 200: "Statistical Principles"
6.9
5=Both college courses
ACT Math Score (M based on n=142)
21.06 (4.18)
Aospan Absolute Score (M)
41.61 (16.17)
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The mean age of the 174 participants was 21.4 years (SD=5.07). A Pearson
product-moment correlation matrix of all study variables is shown in Appendix H.
Participants were assigned to one of three navigational structures: unconstrained index
guide, expert index guide, or expert network guide. Additionally, the absolute score each
student received on the Aospan determined his/her working memory capacity level. A
median split using an absolute score of 43 was used to categorize participants: highworking memory capacity or low-working memory capacity. Consequently, the number of
participants that were in each of the six groups are given in Table 3. A one-way ANOVA
confirmed that the Aospan scores did not differ by navigation structure (F(2, 171) = .171,
p=.843).

Table 3
Six groups produced through 3x2 Factorial Design
Working Memory Capacity
Total n
High
Low
Group 1
Group 2
Unconstrained Index
56
n = 26
n = 30
Group 3
Group 4
Navigation Structure
Expert Index
57
n = 30
n = 27
Group 5
Group 6
Expert Network
61
n = 31
n = 30
Total n
87
87
174

In order to obtain additional information on quantitative reasoning and skill, ACT
and SAT mathematical scores were collected on each participant. Thirty-two participants
were missing both ACT and SAT scores, 15 students had SAT scores only, 110 students
had ACT scores only, and 17 students had both scores. Although the ACT and SAT are
different tests, they do measure similar constructs, such as quantitative reasoning.
Nevertheless, they generate different scores. The producers of the ACT and SAT have
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examined the relationship between these scores and have designed concordance tables,
which allow scores to be, compared (ACT, 2013).

Since there were more students who

had ACT scores than SAT scores, ACT scores were used. Using the concordance table
for mathematics, the 15 students with SAT scores were converted into comparable ACT
scores. Only the ACT score was used for those students who had both an ACT score and
SAT score. Therefore, 142 ACT Math scores were available for the analyses. A Pearson
product-moment correlation coefficient was computed to assess the relationship between
ACT Math scores and the Aospan. There was a positive correlation between the two
variables, r(142) = .179, p=.033). The correlations between ACT composite and ACT
verbal scores and the other critical variables are shown in Appendix H.
Concept Familiarity and Prior Knowledge
Before conducting the principal analyses, it will be beneficial to determine the
characteristics of the sample. These results ensured that the participants within the two
levels of working memory capacity did not differ from each other in terms of prior
knowledge or any other characteristics.
In the participation questionnaire, students were asked to identify their statistics
background, as well as rate their familiarity with the 15 statistics terms. Given the results
from this questionnaire, participants were initially divided into 5 categories based on
statistics background (see Table 2). As seen in Figure 5, there seems to be a clear
difference in the performance of the primary assessments (e.g., procedural and
conceptual) between statistics background categories 0, 1, 2 and categories 3, 4, 5. Oneway factorial ANOVA confirmed a main effect of statistics background on performance
on procedural assessment (F(5, 168) = 3.81, p=.003) and also on post-similarity ratings

46

(F(5, 168) = 3.35, p=.007). Post-hoc analyses indicated that performance on both
assessments was lower for participants in categories 0, 1, and 2 than for participants in
categories 3, 4, and 5. Based on these tests, two groups were formed: Low (consisting of
categories 0, 1, 2) and High (consisting of categories 3, 4, 5) Prior Knowledge Groups.

Figure 5. Bar graph of the five categories of statistics background and the mean
performance on the Procedural Assessment (left) and mean Post-Similarity Ratings
(right).

Most of the participants were considered low-PK (n=122). Of the 30% who were
considered high-PK, the majority (23%) had only participated in a single introductory
college course in statistics. Performance on the assessments based on the student's
background in statistics is shown in Table 4. As expected, prior knowledge in statistics
significantly influenced the performance on the knowledge assessments. Those with
high-PK in statistics had higher scores on the follow-up assessments. Similarly, those
with high-PK in statistics also had a higher average familiarity rating of 3.57, compared
to the average familiarity rating of 2.89 of those with low-PK.

47

Table 4
Mean Scores on Assessments based on Prior Knowledge of Statistics.
Assessment

Statistics Background

Mean

Low
70.77 (19.53)
Definition Test Score
t(172) = 2.15, p = .033
High
77.19 (13.72)
Low
61.10 (16.70)
Procedural Test Score
t(172) = 4.33, p < .001
High
72.96 (16.19)
.2284 (.185)
Post-Similarity Ratings Scores Low
t(172) = 3.6, p < .001
High
.3425 (.199)
Note. Values enclosed in parentheses represent standard deviations.
Students were moderately familiar with the 15 statistics concepts. The mean
ratings of concept familiarity was 3.09. An independent-samples t-test showed a
marginally significant difference between the familiarity ratings of high-WMC (M=3.20,
SD = .83) and low-WMC participants (M =2.98, SD = .79), t(172 ) =2.24, p = .08. As
anticipated, concept familiarity was positively correlated with statistical background
(Pearson's r = .469, p <.001).
A knowledge network was derived for each student’s pre-learning set of
relatedness ratings using the Pathfinder scaling algorithm (Goldsmith, Johnson & Acton,
1991; Schvaneveldt, 1990). The pre-similarity scores were correlations between the
students' ratings and the averaged experts' ratings. The mean pre-similarity score was
.1314 (SD=.149). An independent-samples t-test indicated that pre-similarity ratings did
not significantly differ between high-WMC (M=.1408, SD = .148) and low-WMC
students (M =.1220, SD = .151), t(172 ) = .831, p=.407. The learners did not differ in
their pre-similarity ratings. Pre-similarity was positively correlated with ACT Math
scores (Pearson's r=.211, p<.05), and concept familiarity (r=.348, p<.01).
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Number of Nodes Visited
A record of the sequence of path nodes each participant followed as he or she
navigated through the hypertext was recorded. Since participants were required to view
each concept at least once, the minimum number of nodes visited was 15. As discussed
in the previous section, the students navigated through the concept nodes during the
initial learning phase and then some students navigated through the terms a second time if
they failed to meet the definition test criteria during the first attempt. The total number of
nodes visited was calculated by adding the number of nodes visited during the first
attempt to the number of nodes visited during the second attempt. The overall mean
number of nodes visited was 52 nodes (SD = 19.17). See Table 5.
Table 5
Mean Number of Nodes Visited.
Working Memory Capacity
High
Low
Total
Unconstrained Index
46.12 (17.09) 55.50 (22.89) 51.14 (20.77)
Navigation
Expert Index
49.60 (18.40) 54.70 (20.87) 52.02 (19.60)
Structure
Expert Network
52.23 (18.83) 53.77 (16.17) 52.98 (17.44)
Total 49.49 (18.14) 54.66 (19.93) 52.07 (19.17)
Note. Values enclosed in parentheses represent standard deviations.

A 3 x 2 ANOVA with navigation condition (unconstrained index, expert index,
expert network) and working memory capacity (high, low) as between-subjects factors
revealed a marginally significant main effect of working memory capacity on number of
path nodes, F(1, 168) = 3.36, p=.069. Specifically, low-WMC learners visited more
nodes than did high-WMC learners. The main effect of navigation condition and the
interaction were non-significant. Although, as seen in Figure 6, there did appear to be a
trend showing that the difference between high-WMC and low-WMC students was
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greatest in the unconstrained index condition and smallest in the expert network
condition.

Figure 6. Bar graph of the mean nodes visited based on working memory capacity level
and navigational condition.

There were significant negative correlations between number of path nodes
visited and the performance on several measures (see Appendix H). This result indicated
a relationship in which the fewer nodes that were visited, the higher the performance on
measures such as ACT scores, pre- and post-similarity scores, procedural scores and the
Aospan. For example, the performance on the procedural assessment and number of
nodes visited was r = -.256 (p < .001).
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Knowledge Assessments
The principal analyses were meant to test the main hypotheses of whether there
was increased learning as a result of the different types of navigational guides. A 3 x 2
Analysis of Variance (ANOVA) was used to look at the main effects of each factor (type
of navigational guide and level of working memory capacity), and most importantly the
interaction between the two factors. There were three dependent variables on which
these ANOVAs were carried out: definitional assessment, procedural assessment, and
conceptual assessment.
Alternative analysis would be an Analysis of Covariance (ANCOVA), in which
scores on the ACT math subtest were treated as a covariate. Mathematical ability will be
used as a covariate for two reasons: (a) to reduce the error variance, and (b) to establish
whether any effects found in the original analyses would be influenced after making the
adjustment of removing the variance of mathematical skill.
Definitional Assessment
An item analysis was conducted on the 15 definitional test items by correlating
the scores for each item (correct/incorrect) with the total score for all items and
participants as the unit of analysis. Each item’s correlation coefficient reflected the
tendency of students selecting the correct answer to have overall higher scores (Kehoe,
1995). All 15 items significantly correlated with the total scores (see Appendix I). The
mean correlation for the 15 questions was r = 0.460. The items that participants most
frequently answered incorrectly were items #1 (central tendency), #11 (standard
deviation) and #14 (variability); where the percent of correct responses were 43.3%,
42.7% and 32%, respectively.
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The definitional assessment was designed to enhance declarative knowledge by
having students continue learning the instructional material until a learning criterion of
80% correct was achieved on the assessment. The majority of learners did not meet this
criterion during the first attempt of the definition test. Only 20% were able to move on to
the next task and not return to the learning phase. Of those 139 students who did repeat
the test, 7% scored lower during their second attempt. The highest score of each student's
attempts was used in the analysis. The scores ranged from 7%-100%, although the mode
was 80% and the mean was 72.7% (SD = 18.19). The majority of learners did "pass" the
definition test, with 102 receiving at least an 80%.
Table 6 displays the mean scores and standard deviations for the definitional
assessment. A 3 x2 between subjects ANOVA performed on the definitional assessment
with navigation condition (unconstrained index, expert index, expert network) and
working memory capacity (high, low) as between-subjects factors yielded a main effect
2

for working memory capacity, F(1, 168) = 13.61, p =.0003, ηp =.075, such that students
who were categorized as high-WMC scored significantly higher than the low-WMC
students. However, the main effect for navigational guides was not significant (p= .271).
Further, the interaction effect between the two factors was not significant (p =.202). See
Figure 7.
Table 6
Mean Percent Correct on Definitional Knowledge Assessment
Working Memory Capacity
High
Low
Total
Unconstrained Index 83.88 (8.40) 68.00 (15.51) 75.38 (14.93)
Navigation
Expert Index
73.43 (21.13) 69.41 (20.58) 71.53 (20.78)
Structure
Expert Network
76.00 (12.71) 66.47 (21.96) 71.31 (18.35)
Total 77.47 (15.69) 67.91 (19.32) 72.69 (18.20)
Note. Values enclosed in parentheses represent standard deviations.
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Figure 7. Bar graph of mean scores on the Definitional Assessment based on working
memory capacity level and navigational condition.

Similar results were found in the ANCOVA using ACT Math scores as the
covariate. There was a significant main effect for working memory capacity after
controlling for math skill, F(1, 135) =7.890, p=.006, ηp2=.055. Further, the ANCOVA
did not reveal any significant findings for the main effect of navigation condition or the
interaction effect on the definitional assessment.
Procedural Assessment
An item analysis was conducted on the 30 procedural test items by correlating
each item’s score (correct/incorrect) and total score across all participants. The mean
correlation for the 30 questions was r = 0.369. Question #21 dealt with the concept of
“standard deviation” and had a nonsignificant correlation of r=.125; only 27.5% of the
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participants answered it correctly. This item was eliminated from the analysis and the
scores were recomputed. (See Appendix I for the correlations on all items).
Table 7 presents the mean scores and standard deviations for the procedural
knowledge assessment. The overall mean was 64.4% (SD=17.38). A 3 x 2 ANOVA with
navigational guides and working memory capacity levels factors revealed a significant
2

main effect of navigational condition, (F(2, 168) = 3.08, p =.049, ηp = .035, and a
significant main effect of working memory capacity level, F(1, 168) = 25.91, p < .0001,

ηp2 = .134. These main effects were qualified by a predicted interaction between the two
2

factors, F(2, 168) = 10.58, p < .0002, ηp = .112 .

Table 7
Mean Percent Correct on Procedural Knowledge Assessment
Working Memory Capacity
High
Low
Total
Unconstrained Index 80.85 (11.64) 53.53 (13.86) 66.21 (18.75)
Navigation
Expert Index
62.37 (14.57) 59.15 (17.59) 60.84 (16.01)
Structure
Expert Network
69.35 (15.28) 64.07 (18.45) 66.75 (16.98)
Total 70.38 (15.76) 58.91 (17.10) 64.64 (17.38)
Note. Values enclosed in parentheses represent standard deviations.
A test of the simple effect at unconstrained index condition showed a significant
difference between high and low WMC learners (F(1, 168) = 43.60, p <.0001, η2 =
.206). However, no significant difference was found between high and low-WMC
learners in the expert index condition (p=.433) or in the expert network condition
(p=.183). See Figure 8.
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Figure 8. Bar graph of mean scores on the Procedural Assessment based on working
memory capacity level and navigational condition.

A follow-up one-way ANOVA found that the high-WMC learners performance in
each of the three navigational guides differed (F(2,84)=12.02, p<.0001). Post-hoc tests
using Fisher's Least Significant Difference (LSD) revealed that the high-WMC students'
mean performance in the unconstrained index condition (M =80.85) was significantly
higher than their mean performance in the expert index condition (M=62.37, p<.0001)
and the expert network condition (M=69.35, p=.003). Additionally, there was a
marginally significant difference between the high-WMC students' mean performance in
the expert index condition and the expert network condition (p=.055). The expert
network navigational guide mean performance was higher than it was in the expert index
navigational guide.

55

The same follow-up one-way ANOVA showed that the low-WMC learners
performance in each of the three navigational guides differed only marginally
significantly (F(2,84)=2.98, p=.056). Post-hoc tests using LSD revealed that the lowWMC students' mean performance in the unconstrained index condition (M =53.53) was
significantly lower than their mean in the expert network condition (M=64.07, p=.017).
Together these results suggested that the interaction seen in the original 3 x 2 ANOVA
was due to the improved performance of the low-WMC students in the expert constrained
conditions, as well as the declined performance of high-WMC students' in those same
conditions.
Finally, the results found using an ANCOVA with ACT Math scores as the
covariate were comparable to the ANOVA, although after controlling for math skill the
main effect for navigational condition was no longer significant, F(2, 135) =.908, p=.406,

ηp2=.013. There was a significant main effect for working memory capacity, F(1, 135)
2

=12.45, p=.001, ηp =.084 and the interaction remained significant, F(2, 135) =10.08,
2

p<.0001, ηp =.130. The simple main effects revealed that high-WMC and low-WMC
learners differed in the unconstrained index condition only (F(1, 135) =31.23, p<.0001,

ηp2=.188).
Conceptual Assessment
A knowledge network was derived for each student’s post-learning set of
relatedness ratings. Just like the pre-similarity scores, the post-similarity scores were
correlations between the students' ratings and the averaged experts' ratings. The postsimilarity scores were also positively correlated with ACT Math scores (Pearson's r
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=.279, p<.01) and concept familiarity (r =.338, p<.01). Post-similarity scores were also
positively correlated with Aospan (r =.181, p<.05). The means and standard deviations
of the post-similarity scores for each of the groups are listed in Table 8. The overall
mean was .2625 (SD=.196).

Table 8
Mean Scores of the Post-Similarity Scores
Working Memory Capacity
High
Low
Total
Unconstrained Index .3431 (.152) .1917 (.168) .2620 (.177)
Navigation
Expert Index
.2423 (.176) .2719 (.260) .2563 (.219)
Structure
Expert Network
.2826 (.157) .2547 (.227) .2689 (.193)
Total .2868(.166) .2383 (.221) .2625 (.196)
Note. Values enclosed in parentheses represent standard deviations

A 3 x 2 ANOVA performed on the post-similarity scores derived from postrelatedness ratings indicated that the predicted main effect of navigation structure was not
significant (F (2, 168) =.062, p = .940). Although there was no significant main effect in
working memory capacity for the pre-similarity scores, the predicted main effect for
working memory capacity was marginally significant for the post-similarity scores, F(1,
2

168) = 2.88, p =.091, ηp = .017). The predicted interaction between navigation
condition and working memory capacity was also significant, F(2, 168) = 3.209, p =.043,

ηp2 = .037). See Figure 9.
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Figure 9. Bar graph of mean scores on the Conceptual Assessment based on working
memory capacity level and navigational condition.

A test of the simple effect at unconstrained index condition showed a significant
2

difference between high and low WMC learners (F(1, 168) = 8.52, p =.004, ηp = .048).
However, no significant difference was found between high and low-WMC learners in
the expert index condition (p=.566) or the expert network condition (p=.574).
Finally, the results found using an ANCOVA with ACT Math scores as the
covariate were comparable to the ANOVA results, however the main effect for working
2

memory capacity was no longer significant, F(1, 135) = .864, p=.354, ηp =.006.

There

was a marginally significant interaction after controlling for math skill, F(2, 135) = 2.73,
2

p=.069, ηp =.039. Examining the simple effects revealed that this interaction is due to the
difference between high and low-WMC learners scores in the unconstrained index
condition (p=.071).
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Another way to view the conceptual assessment would be by looking at the
differences between the pre-similarity ratings and the post-similarity ratings. A paired
sample t-test was used to look at the differences between the individuals similarity scores
taken from the relatedness ratings completed prior to the learning phase (pre-similarity
scores) and those taken from the relatedness ratings completed after learning (postsimilarity scores). The paired sample t-test indicated that scores were significantly higher
for post-similarity score (M=.2625, SD =.196) than for pre-similarity scores (M = .1314,
SD =.149), t(173) =9.41, p<.0001. Hence, learning improved the students' similarity
scores; students became more similar to experts in their conceptual knowledge from
learning.
Lastly, the post-similarity scores were positively correlated with the other
assessments. The correlation between post-similarity scores and pre-similarity scores
was Pearson's r = .460 (p<.0001), and definition scores was r= .378 (p<.0001), and lastly
procedural scores was r = .513 (p<.0001).

Further Analyses
The hypotheses were reliant on two assumptions: (a) low prior knowledge
learners and (b) a strong declarative knowledge of the terms before attempting the
procedural and conceptual assessments. First, the rationale for focusing on low prior
knowledge learners was so that the knowledge of the terms came from learning during
the study phase. Given this, it was not surprising that there was a clear difference in
performance on the assessments between high-PK and low-PK students, where those with
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higher prior knowledge did have higher scores. It would be worthwhile to pursue this
group difference with further analysis, in order to get a clearer picture of how both high
and low working memory capacity students with different levels of prior knowledge
performed in the navigational conditions.
Second, the definitional assessment had a learning criterion in order to encourage
as much learning of the terms' definitions as possible. Even with this in place, many
students still performed below 80% correct. It would be useful to examine only those
students who successfully demonstrated a basic understanding of the terms.

The 3 x 2

ANOVA using only those students who passed the definition assessments would give us
a better look at the performance in the other assessments, which required higher cognitive
demands.

Prior Knowledge
The low-PK sample contained 122 students who had either no statistics courses
(n=58), or a high school course in statistics (n=64). The low-PK sample did contain more
low-WMC (n=65) than high-WMC students (n=57). On the other hand, the high-PK
sample was comprised of 52 students who had either one college statistics course (n=40)
or two college courses (n=12). For the sake of simplicity and ease of comparison, Table
9 contains the sample sizes, means, and standard deviations of the three assessments.
Additionally, only significant findings will be highlighted.
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Table 9
Mean Percent Correct on Knowledge Assessments based on Prior Knowledge, Working
Memory Capacity, and Navigational Guide
Prior
Knowledge

WMC

low

Navigational
Guide

Procedural
Mean (SD)

Conceptual
Mean(SD)

Expert Network

23 61.48(21.82) 60.00(16.71)

.1883(.180)

Expert Index

19 67.00(22.76) 57.26(18.09)

.2326(.257)

Unconstrained
Index

23 69.00(16.17) 53.04(14.09)

.1865(.171)

Expert Network

20 75.45(13.66) 63.65(15.64)

.2615(.153)

Expert Index

24 74.54(22.44) 61.88(15.28)

.2471(.184)

Unconstrained
Index

13

81.69(8.23)

77.54(12.43)

.2823(.138)

Expert Network

7

82.86(13.28) 77.43(18.72)

.4729(.239)

Expert Index

8

75.13(13.70) 63.63(16.59)

.3650(.260)

Unconstrained
Index

7

64.71(13.72) 55.14(14.01)

.2086(.172)

Expert Network

11 77.00(11.33)

n

Definitional
Mean (SD)

LOW

high

low

HIGH

high

79.73(7.21)

.3209(.164)

Expert Index

6

69.00(15.57) 64.33(12.32)

.2233(.154)

Unconstrained
Index

13

86.08(8.30)

.4038(.144)

84.15(10.20)

First, taking a closer look at the low-PK sample (see top portion of Table 9). The
3 x 2 ANOVA using definitional test as the dependent variable and navigation structure
and working memory capacity as the factors, only revealed a main effect for working
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memory capacity, F(1, 116)=10.61, p=.001, ηp =.084. Specifically, the scores were
significantly higher for high-WMC capacity learners than for low-WMC. A 3 x 2
ANOVA using procedural test as the dependent variable also revealed a main effect for
2

working memory capacity, F(1, 116)=14.28, p=.0003, ηp =.110. It also showed a
2

significant interaction between the factors, F(2, 116)=5.09, p=.008, ηp =.081. A test of
the simple effect showed a significant difference between high and low WMC learners at
unconstrained index condition only (F(1, 116) = 20.45, p <.0001, η2 = .150). A 3 x 2
ANOVA using the post-similarity scores as the dependent variable revealed a marginally
2

significant main effect for working memory capacity, F(1, 116)=3.17, p=.078, ηp =.027.
Similarly, high-WMC students' scores were more similar to experts than low-WMC
students. Overall, the low-PK students had similar results to the original ANOVAs, not
surprisingly considering that the low-PK made up most of the original sample. See Figure
10.
Next, examining the high-PK sample (see bottom portion of Table 9). The 3 x 2
ANOVA using definitional test as the dependent variable showed a significant interaction
between navigational conditions and working memory capacity, F(2, 46)=7.20, p=.002,

ηp2=.239. A test of the simple effects revealed a significant difference between high and
low WMC learners at unconstrained index condition only (F(1, 46) = 14.0, p=.001, η2 =
.233).
An ANOVA using procedural test as the dependent variable revealed a main
2

effects for navigational condition, F(2, 46)=5.03, p=.011, ηp =.179, and working memory
2

capacity, F(1, 46)=8.18, p=.006, ηp =.151. These main effects were qualified by an
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interaction between the factors, F(2, 46)=6.41, p=.003, ηp =.218. A test of the simple
effect at unconstrained index condition showed a significant difference between high and
2

low WMC learners (F(1, 46) = 22.78, p <.0001, ηp = .331) However, no significant
difference was found between high and low-WMC learners in the expert index condition
(p=.920) or in the expert network condition (p=.716). See Figure 10.

Figure 10. Bar graphs of Prior Knowledge samples performance on the Procedural and
Conceptual Assessments based on working memory capacity level and navigational
condition. Top-Left: Low-PK sample/Procedural Assessment; Bottom-Left: Low-PK
sample/Conceptual Assessment; Top-Right: High-PK/Procedural Assessment; BottomRight: High-PK/Conceptual Assessment.
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A follow-up one-way ANOVA found that the high-PK/high-WMC learners
performance in each of the three navigational guides differed (F(2, 27)=8.73, p<.001).
Post-hoc tests using LSD revealed that the high-WMC students' mean performance in the
unconstrained index condition (M =84.2) was significantly higher than their mean
performance in the expert index condition (M=64.3, p=.0003), however there was no
significant difference in the expert network condition (M=79.7, p=.274). This result
showed that although the high-PK /high-WMC students' scores in the unconstrained
index condition were higher than they were in the expert index condition, there was no
difference between the scores in the unconstrained index and the expert network
condition. Additionally, there was a significant difference between the high-WMC
students' mean performance in the expert index condition and the expert network
condition (p=.004). This difference showed that in the expert network navigational guide
the mean performance was higher than it was in the expert index navigational guide, but
there was no difference between unconstrained index and expert network.
The same follow-up one-way ANOVA showed that performance differences
across the three navigational guides was marginally significant (F(2,84)=2.98, p=.062)
for high-PK/low-WMC learners. Post-hoc tests using LSD revealed that the low-WMC
students' mean performance in the unconstrained index condition (M =55.14) was
significantly lower than their mean in the expert network condition (M=77.43, p=.021).
These results showed that low-WMC/high-PK students' scores improve in the expert
network condition compared to the unconstrained condition. Although the results were
not found to be significant, the means do show that there was also an improvement in
performance in the expert index condition over the unconstrained index condition.
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Finally, a 3 x 2 ANOVA using the high-PK sample's post-similarity scores as the
dependent variable once again revealed a significant interaction between navigational
2

guide and working memory capacity, F(2, 46)=4.74, p=.013, ηp =.171. A test of the
simple effect at unconstrained index condition yet again showed a significant difference
between high and low WMC learners (F(1, 46) = 4.89, p <.032, η2 = .096). Although,
no significant difference was found between high and low-WMC learners in the expert
index condition (p=.170) or in the expert network condition (p=.102), it does appear that
the different levels of working memory capacity do show different patterns in the three
conditions. Moreover, as can be seen from the means that high-PK/low-WMC learners
do have similarity scores that are closer to the experts in the constrained conditions (i.e.,
expert index and expert network). See Figure 10.

Definitional Criterion
Beginning with an examination of the differences between the two definition
groups, the results showed that the group that passed the learning criterion (n =102,
M=85.46, SD=7.07) was composed of more high-WMC students (n=62) and the group
that did not pass the criterion (n=72, M=54.60, SD=12.99) contained more low-WMC
students (n=47). An independent-samples t-test of the concept familiarity ratings
indicated that the ratings were not significantly different between the two definition
groups, t(172) = 1.64, p=.102. This established that the two groups didn't begin the
learning phase with different levels of familiarity of the terms. However, all of the other
assessments of knowledge were significantly different (see Table 10). This result
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suggested that those students who did not successfully learn the meanings of the terms
had significantly lower scores on the other follow-up assessments.

Table 10
Means and standard deviations of the other assessments of knowledge as a function of
performance on the Definitional Assessment
Definition Not Pass Definition Pass
(n=72)
(n=102)
t-test statistic
Mean Std. Dev. Mean Std. Dev.
Familiarity Ratings
2.96
0.719
3.18
0.870
1.64, p =.102
Procedural Scores
55.83
15.24
70.86
16.11
6.20, p < .0001
Post-Similarity scores .1825
0.174
.3190
0.192
4.81, p < .0001
Gain Scores
.0976
0.187
.1548
0.179
2.04, p =.043

This finding raises the question as to whether the subset of students who did
acquire definitional knowledge (n=102) would show a difference across the treatment
groups in the procedural and conceptual assessments. First, in the procedural assessment
a 3 x 2 ANOVA with navigational guide (unconstrained index, expert index, and expert
network) and working memory capacity (low, high) as between-subjects factors revealed
2

a main effect of working memory capacity, F(1, 96) = 7.901, p = .006, ηp = .076,
however the main effect for navigational guide was not significant, F(2, 96) = 1.75, p=
2

.179, ηp = .035. The interaction between navigational guide and working memory
2

capacity was also significant, F(2, 96) = 5.167, p = .007, ηp = .097. The simple effects
reveal that the high-WMC learners (M=74.27, SD =14.91) performed significantly better
than low-WMC learners (M=65.58, SD =16.65) in the unconstrained index condition
(F=17.13, p< .0001), but there was no difference between the two levels of working
memory capacity in the expert index (p=.374) or the expert network conditions (p =.841).
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The expert index and expert network guides showed a similar pattern of results in the 3 x
2 ANOVA tested with the full dataset (i.e., not separated by the definition criterion). The
working memory capacity levels were no longer significantly different in expert
constrained guides, not only because of the increase in performance of the low-WMC
learners, but also due to the decrease in performance of the high-WMC learners. Even
though it does appear that the high-WMC learners' performance was slightly improved in
the expert network condition. See Figure 11.

Figure 11. Definition Pass Sample: Bar graph of mean procedural assessment scores
based on working memory capacity level and navigational condition. Mean of each
group is indicated in the middle of each bar.

Next, in the conceptual assessment using post-similarity scores, a 3 x 2 ANOVA
showed the predicted main effect of navigational guide was not significant, F(2, 96) =
2

.200, p = .819, ηp = .004, nor was the predicted main effect of working memory
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capacity, F(1, 96) = .023, p = .880, ηp = .00. The interaction between navigational guide
2

and working memory capacity was also not significant, F(2, 96) = .59, p = .558, ηp =
.012. Although there was no support for a significant difference in performance between
the conditions, there does seem to be a trend towards this idea (see Figure 12). Likewise,
the means do look similar to the results found with the procedural assessment. In which,
the largest working memory capacity difference was seen in the unconstrained index
condition, and the difference reduces in the expert index and expert network conditions.

Figure 12. Definition Pass Sample: Bar graph of mean post-similarity scores based on
working memory capacity level and navigational condition. Mean of each group is
indicated on middle of each bar.

Low-Working Memory Capacity Learners
The general hypothesis of the study was that an expert-constrained navigation
guide would promote better learning for those learners with low-working memory
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capacity than an unconstrained navigation guide. Table 11 shows the means and
standard deviations for each assessment, as well as the gain scores for the pre/post
relatedness ratings similarity scores, separated out by the navigational conditions. A oneway ANOVA examined only low-WMC learners (n=87) in each of the three conditions.
Table 11
Means and standard deviations of low-working memory capacity learners in each of the
three navigational guides: Expert Network, Expert Index, and Unconstrained Index
Navigation Structure
Assessment
Mean Std. Dev.
Definitional 66.47
21.96
Procedural
64.07
18.45
Expert Network (n=30)
Post-similarity .2547
0.227
Gain Scores .1140
0.183
Definitional
Procedural
Post-similarity
Gain Scores

69.41
59.15
.2719
.1289

20.58
17.59
0.261
0.216

Definitional
Procedural
Unconstrained Index (n=30)
Post-similarity
Gain Scores

68.00
53.53
.1917
.1073

15.51
13.86
0.168
0.217

Expert Index (n=27)

The test indicated that there was a marginally significant difference in the
procedural assessment performance for low-WMC learners in the three conditions, F(2,
84) =2.98, p=.056 (see Figure 13). However, there was no significant support found in
either the definitional (F=.162, p=.851) or conceptual (F=1.07, p=.349) assessments. The
means did show a trend in the post-similarity scores indicating that expert constrained
conditions (both the expert index and expert network guides) were higher than in the
unconstrained index guide (see Figure 14). These results provided additional evidence to
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support the idea that expert constrained guides promoted better performance than the
unconstrained guide for low-WMC learners.

Figure 13. Low-working memory capacity learners' performance on procedural
assessment with respect to type of navigation guide.
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Figure 14. Low-working memory capacity learners' performance on conceptual
assessment with respect to type of navigation guide.
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Chapter 5
DISCUSSION

The issue of how we learn from hypertext is more complicated than that of how
we learn from traditional linear text. Although all the fundamentals (e.g., character
decoding, word recognition, coherence, and comprehension) remain the same, a number
of unique features of hypertext, such as net-level comprehension and navigation, generate
additional complexity. In general, low-working memory capacity students tend to
perform inferior to high-working memory capacity students; therefore low capacity
students need additional support in hypertext environments. Trumpower and Goldsmith
(2004) found that expert-structured hypertext environments support learning. In the
current study, the attempt was to alleviate some of the complexity for low-working
memory capacity students by constraining the navigation and easing the efforts of netlevel comprehension.
The primary aim of the current study was to investigate the effect of three
different types of navigational guides on learning outcomes. The second aim was to
examine how the navigational guides interacted with an individual's working memory
capacity. Previous research looking at individual differences in hypertext learning found
that low-ability students developed knowledge structures more similar to experts when
learning took place under expert constrained navigation (Martinez-Papponi, 2005).
Based on this research it was expected that the use of an expert constrained navigational
guide would control for the individual differences and improve learning, particularly for
those with low-working memory capacity. This study found support for such a
relationship between working memory capacity and navigational structure.
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The current study had three predictions: (a) expert-constrained navigational
guides were expected to promote better learning for those learners with low-working
memory capacity than an unconstrained navigational guide; (b) learners with highworking memory capacity were expected to perform better than low-working memory
learners when in the unconstrained index condition, but no difference was expected
between working memory capacity levels in either the expert index or expert network
conditions; and (c) both high and low working memory capacity learners in the expert
network condition were expected to perform better than those learners in either the
unconstrained or expert index structures. The predictions were tested with learning
outcomes of the procedural and conceptual knowledge assessments. The definitional
assessment was primarily used to ensure learning had taken place.

Working Memory Capacity
The current study found that individual differences in working memory capacity
influenced learning. Working memory differences were supported through correlations
with other subject variables. For example, the absolute scores on the Aospan showed a
significant relationship with the scores on the ACT, particularly the ACT composite
scores. This demonstrated that the relationship seen between the highs and lows in
working memory do transfer out of the lab and into real-world scores where students are
highly motivated to perform well.
The Aospan scores were also related to the current study's knowledge
assessments, providing an alternative view of working memory capacity differences.
Students who scored higher on the Aospan tended to have better performance in the other
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measures as well. Finally, the findings from previous research using the Gernsbacher
Comprehension Battery were replicated in the current study using the Aospan (MartinezPapponi, 2005). The pattern of results between high and low working memory capacity
students were nearly identical to those seen in previous work using the Gernsbacher
battery to measure verbal ability. Although there is no direct correlation between the
Aospan and Gernsbacher available, the correlation between verbal SAT scores and
performance on the Comprehension Battery was .64 (Gernsbacher, 1990). In the current
study, there was also significant positive relationship between participants' ACT verbal
scores and the Aospan. It appears that the Gernsbacher and the Aospan tap the same
underlying construct.

Path Nodes Traveled
This study found that high-WMC learners viewed slightly fewer nodes than lowWMC learners did. This indicates that high-WMC learners needed to view the concepts
less frequently than the low-WMC learners did. Low-WMC students tend to have longer
reading times than high-WMC students (Walczyk & Taylor, 1996). It is assumed that
these longer reading times are due to the inefficiency in their comprehension skills. In
the current study, low-WMC students tended to compensate for this limitation by
revisiting the same concept several times in order to aid comprehension.
This study also found that the more nodes navigated by the learner, the lower
their scores on the knowledge assessments. Waniek et al. (2003) reported a similar
negative correlation between disorientation and the accuracy of the learner's mental
model. They found that when learners experienced more disorientation during learning,
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they tended to have difficulties forming an adequate mental representation of the text. In
the current study, there was a trend showing that the difference in the number of nodes
traveled between low-WMC learners and high-WMC learners was greater in the
unconstrained index condition than it was in either the expert index or expert network
conditions. In the expert-constrained navigation structures, learners were aided by the
expert’s knowledge structure that guided their navigation and prevented disorientation.
The expert structure aided in building coherent concept relationships. Thus, they did not
need to revisit the concepts as frequently as the low-WMC learners in the unconstrained
structure did. This suggests that by constraining the navigation to an expert-structure, it
limits the navigational possibilities and allows the learner to maintain a higher level of
coherence between the nodes.

Performance on Knowledge Assessments
The purpose of the definitional assessment was to demonstrate how well the
learner recalled the meanings of the studied concepts. This assessment was different
from the procedural or conceptual assessments in that it was a test of exactly what they
had studied. The definitional assessment was a measure of declarative knowledge. This
assessment involved simply recognizing the definitions of a small number of concepts;
accordingly, participants were expected to perform well on this assessment. This study
found that high-WMC students performed better on the definitional assessment than
those who were categorized as low. Further, more high-WMC learners had scores above
passing (i.e., 80%) than did low-WMC learners. On the other hand, the results indicated
that there was no significant difference in performance based on the three different

75

navigational guides. These results were anticipated because similar research (Trumpower
& Goldsmith, 2004) did not find differences in performance for navigational structure in
the definitional assessment. This gives additional support that students were not
necessarily required to understand the relationship between concepts in order to perform
well. They only needed to be able to remember the definition. Jonassen et al. (1993)
have suggested that structural knowledge can mediate the shift from declarative
knowledge into procedural knowledge. Structural knowledge can further facilitate
declarative knowledge into the application of procedural tasks. The results did reveal that
when declarative knowledge was properly attained, students did have higher scores on
the other knowledge assessments.
The procedural assessment evaluated how well the learner understood and
comprehended the information on each concept to the point that he or she integrated the
information into a mental model in order to use it to problem solve. The predicted
interaction between navigational structure and working memory capacity was found with
the procedural knowledge assessment. The findings on this assessment indicated that in
the unconstrained index condition, high-WMC learners did score significantly better than
low-WMC learners. Further, the difference between the performance of high-WMC and
low-WMC learners in the expert index and expert network conditions was smaller than
that in the unconstrained index condition. Therefore, expert constrained conditions
promoted better performance for those students who were categorized as low-WMC than
the unconstrained navigational guide did.
The conceptual knowledge assessment was meant to determine the students'
understanding of the interrelatedness of the concepts that were studied. Their
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performance was based on how similar their pairwise relatedness ratings were to an
expert referent. The higher their post-similarity score, the more similar their ratings to
experts and therefore the better they understood the relationship between the concepts.
Given that each participant was given the conceptual measure before and after the
learning phase, it provided a nice opportunity to analyze the difference as a result of
learning. The findings indicated that the students' similarity scores were higher in their
post-ratings then their pre-ratings. Further, the results show that those students who
successfully learned the definitions of the terms had higher gain scores than those who
did not learn the definitions properly. Therefore, the learning phase did improve students'
conceptual understanding of the terms, as their scores were found to be more similar to
experts in the post-ratings. Finally, the predicted interaction between navigational
structure and working memory capacity was supported in the conceptual knowledge
assessment. The findings on the post-similarity ratings indicated that high-WMC
learners did form a knowledge structure more similar to the experts than the low-WMC
learners did, particularly in the unconstrained index condition. Furthermore, low-WMC
participants in the expert index navigation and the expert network navigation performed
better than low-WMC participants in the unconstrained index navigation, although the
difference was not significant. This beneficial effect for low-WMC learners replicates
previous findings (Martinez-Papponi, 2005).
It was the case that in all the assessments, students with high-WMC performed
significantly better than those with low-WMC. Similar to traditional text, this suggests
that there are individual differences in working memory capacity in hypertext. Some
researchers have found that low-WMC learners’ disadvantage is that they have difficulty
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integrating newly encountered information with information previously encountered
(Daneman, 1984). Since they tend to have more difficulty making these inferences, they
make fewer successful inferences during comprehension. As a result, they tend to have
inadequate mental representations of the learned material. Daneman (1984) suggested
that working memory capacity and prior knowledge are two main areas that can account
for this integration difficulty.
Finally, it is critical to note that strongest and most consistent finding came from the
procedural assessment. It is theoretically reasonable to expect the predictions to be
supported through findings based on the conceptual assessment, because it is the experts'
conceptual ratings that created the expert index and network guides. Shapiro (1998)
found that students learned information about the interrelatedness of the concepts they
were studying by the mere exposure to the links. Therefore, students can incidentally
learn the relatedness of the concepts through simply navigating within the expert
constrained guides. However, the fact that the predictions were so strongly supported
through the procedural assessment is important. Procedural knowledge refers to how we
do things (Schraw, 2006). According to Johnson, Goldsmith and Teague (1995),
procedural knowledge is structured syntactically, rather than semantically. Therefore, the
expert constrained environments provided the means to form an expert-like mental
representation of their procedural knowledge. This coherent representation was then
better able to provide the structural information required to perform the procedural tasks.
This supports the idea that navigational constraints based on expert semantic knowledge
are important and facilitate acquisition of procedural knowledge for learners, particularly
those with low-working memory capacity (Jonassen et al., 1993). Additionally, it is
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interesting to note the strong relationship between procedural scores and post-similarity
scores. The procedural and conceptual assessments were two distinct measures
attempting to evaluate the two different types of knowledge, yet were highly correlated
with each other. Furthermore, these two very different measures of knowledge and skill
produced similar patterns of means within the six groups.

Prior Knowledge
Several interesting findings emerge when taking a closer look at the high prior
knowledge sample. First, the expert network condition showed the greatest improvement
for low-WMC. In fact, in the procedural assessment, low-WMC capacity learners
perform at the level of high-WMC students. Even more interesting is that in the
conceptual assessment, low-WMC students outperformed the high-WMC in both the
expert index and expert network conditions. In fact, the low-WMC students in the expert
network condition had higher post-similarity scores than high-WMC students in the
unconstrained index condition. Previous studies found that high prior knowledge does
aid in the integration and better formation of mental representations (Calisir & Gurel,
2003; McNamara & McDaniel, 2004; Potelle & Rouet, 2003). Specifically, high prior
knowledge learners tend to make more successful inferences, which facilitate better
comprehension, than low prior knowledge learners. The current study revealed similar
results. Those students with high prior knowledge outperformed students with low prior
knowledge under both levels of working memory capacity and in all three assessments.
Salmerón, Kintsch and Cañas (2006) recognized that novice learners cannot be expected
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to decide if two nodes are semantically related, therefore hypertexts will be most
benefited from by those learners who have some prior knowledge in the domain.
Similarly, Amadieu, Tricot and Marine (2009; 2010) found that learners with low
prior knowledge have better learning outcomes in hierarchical structures because they
provide organizational links, rather that relational links. They found that network
structures increased feelings of disorientation for low prior knowledge learners.
Conversely, high prior knowledge learners performed better in a network structure.
These learners were able to follow the relational links more effectively and navigate in
sequences that are more coherent. For those with high prior knowledge, network
structures supported better comprehension and limited the feeling of disorientation. In
the current study, low-working memory students with high prior knowledge perform
exceptionally better in the expert constrained conditions than those low-WMC students
with low prior knowledge. This supports the idea that learners with high prior
knowledge are able to benefit from the additional information that is embedded in the
structure of the expert networks, whether it be implicitly or explicitly provided. As a
result, this relational information was conveyed by better performance in the outcome
measures. However, low-WMC students with low prior knowledge may have a difficult
time with incorporating this relational information in addition to the learning itself. In the
conceptual assessment, the implicit navigational constraints do provide assistance to the
low-WMC, but the explicit depiction of these constraints to low prior knowledge learners
seem to be less valuable. In future studies, it would be beneficial to study these effects
of prior knowledge in a hypertext environment more closely to determine their effect on
navigation and working memory capacity levels.
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Highs and Lows of the Navigational Guides
As predicted, the overall findings indicate that high-WMC and low-WMC
students differ in their performance on all the assessments, however this difference was
minimized in the expert constrained navigation guides (expert index and expert network).
It is important to mention that this difference was minimized not only due to the lowWMC students performing better in the expert constrained structures, but also from the
tendency of the high-WMC students to perform poorer in this environment. This finding
is found in all the assessments: high-WMC students' best performance is in the
unconstrained index navigation; while the unconstrained index guide showed the lowest
scores for the low-WMC students; whereas high-WMC students' lowest scores were seen
in the expert index condition.

These patterns were also true regardless of the levels of

prior knowledge. It does suggest that high-WMC learners tend to prefer an environment
in which they were allowed to choose their own sequencing of concept; whereas, for lowWMC students the expert-constrained navigation facilitated better learning.
This is consistent with previous research that found a similar effect for highverbal ability learners in expert constrained hypertext environments (Martinez-Papponi,
2005). For this reason, the addition of an explicit navigational guide was added (expert
network condition). Trumpower and Goldsmith (2004) argued for the importance of
providing a visual presentation of the expert knowledge structure. They found that an
explicit visible depiction of the how the concepts are interrelated provided a better
method to convey the structural information than did the navigational constraints alone.
It was predicted that the expert constrained navigation applied in conjunction with its
explicit visual depiction, the expert network guide, would improve the outcome of high
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working memory learners as well as maintain the low working memory learners'
improved performance. The results did indicate that the high-WMC learners
performance was improved in the expert network condition compared to the expert index
condition, although not quite to the levels of performance seen in the unconstrained index
condition. Perhaps seeing the expert constraints provided the high-WMC learner with a
means to incorporate the conceptual relationships into their mental model, while still
maintaining some learning flexibility.
High-WMC students performed at their best in the environment that allowed them
the most freedom to learn the interconnected structure of the information without
restriction. Consequently, the results may reflect the advantage, not so much of an
unconstrained environment, but rather of giving the high-WMC learner some degree of
control over the learning environment.

Theoretical Implications
The current study showed that working memory interacted with the effectiveness
of hypertext guides. Low-WMC learners performed better in the expert constrained
navigation structures than in the unconstrained navigation structure as measured by the
procedural and conceptual assessments. According to Gernsbacher et al., (1990) less
skilled comprehenders need assistance in forming concept associations and building the
inferences needed in order to form a mental representation of information. Additionally,
they found that less-skilled comprehenders are less efficient at suppressing unrelated
information.
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The expert navigation structures likely supported the low-WMC learners in
forming semantic associations between related concepts and also by suppressing
unrelated associations. As shown by the post-similarity scores, low-WMC learners were
better at identifying the interrelationships of the concepts when learning took place under
the expert navigations, rather than the unconstrained navigation. The expert navigation
structures provided the learner with an embedded channel to form an expert-like mental
representation. This expert mental representation in turn conveyed the structural
information necessary to perform the procedural and conceptual tasks (Jonassen et al.,
1993; Trumpower & Goldsmith, 2004). Hence, the expert navigational constraints
facilitate acquisition of knowledge for low-WMC learners.
In contrast, high-WMC learners benefited less from the expert constrained
navigations. These learners have superior skills in selecting or focusing their attention to
the important information, as well as organizing and integrating it, and so they do not
need the support required by low-WMC learners. This study found that while using the
unconstrained navigation structure, high-WMC learners were able to maintain a coherent
mental representation of learning content and apply this knowledge in the assessments.
Previous research has shown that high-WMC learners tend to do well regardless of the
coherence level of the text (Cronbach & Snow, 1977). Additionally, the current study
found less of a disadvantage for high-WMC learners to be the unconstrained navigation
structure since they are more likely to organize and build internal connections at the netlevel and less likely to lose the coherence of the document (Lee & Tedder, 2004).
According to constructivism theory, students actively build knowledge by
reflecting on experiences to construct an understanding of the world (Bruner, 1990).
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Bruner suggested that learners be allowed to pursue concepts on their own in order to
gain a better understanding. New information is then understood based on the knowledge
already gained. The results of the current study support this view through the fact that,
unlike low-WMC learners, high-WMC learners using the unconstrained navigation
obtained better learning results than those using the expert constrained structures.
Individuals with high-WMC are superior in learning tasks such as comprehension,
because they find it easier to integrate new information with existing knowledge than
those with low-WMC. Because of their superior skills, high-WMC students learn from
less coherent text by actively processing the information and forming additional
inferences (McNamara et al, 1996).
Additionally, learning involves not only this integration among concepts but also
differentiation among concepts (Bruner, 1990). Learning how concepts are not related
can be as valuable as learning how they are related. In the expert constrained
navigational structures, learners were provided with direct links to concepts that were
highly related to one another. Here navigation could only occur between concepts that
were related. Because high-WMC learners are better at suppressing unrelated
associations than low-WMC learners, high-WMC learners were able to learn well from
an unconstrained guide by imposing their own integration and differentiation across the
concepts. Consequently, expert constrained hypertext was less advantageous for highWMC students, than it was for low-WMC students. In contrast, the unconstrained
navigation structure allowed high-WMC learners to actively study concepts in their own
way.

Hence, high-WMC learners were able to profit from the true non-linearity of

hypertext.
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Practical Implications
Research has found that over the course of learning, students’ knowledge
structures become more like an expert’s structure. Further, students who have obtained
better knowledge structures perform better on assessments (Jonassen et al., 1993;
Trumpower & Goldsmith, 2004). Trumpower and Goldsmith (2004) found that an
expert knowledge structure offers a valid hypertext guide to aid students’ learning.
Further, they found that expert knowledge structures allow learners to generalize their
knowledge to procedural tasks that required integration of the learned material in a
manner that went beyond what was provided in the studied material. The current study
found that the expert navigational constraints were important for learning and facilitated
acquisition of structural knowledge, specifically in those with low-WMC. Together,
these findings suggest that structural learning aids embedded in a hypertext environment
help learners integrate new information with pre-existing information and improve
learning.
Text should be structured to support comprehension. Therefore, the authors of
hypertext should develop hyperdocuments to maximize reader comprehension.
Implementation of navigational constraints based on an expert’s knowledge structure is
one way of accomplishing this, especially for those learners with low-WMC. The design
of these systems should convey the interrelationships of the concepts through the
structure of the interface itself. In this way, learners at different levels of working
memory capacity can be accommodated.
In order to learn and instruct effectively using hypertext technology, both learners
and designers should gain new levels of knowledge that will enable them to take
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advantage of the benefits of learning with hypertext systems. The learning outcomes will
depend on how well the hypertext design and the learners’ individual attributes operate
together.

Limitations and Future Directions
An important limitation of the current study was the low reliability scores on the
small subset of repeated pairwise ratings. Students rated 120 pairs of terms before and
after learning. Although it was beneficial for students to rate all the possible pairs,
Trumpower, Sharara and Goldsmith (2010) suggested that as the number of terms
increased the validity of the task decreased due to student fatigue. The post-relatedness
rating task was the final measure of the study. At this point, students may have become
too cognitively drained to engage in the task effectively. In future studies, one solution
would be to use a random subset of the concept pairs to rate, rather than all pairs
(Johnson, Goldsmith & Teague, 1995). Johnson, Goldsmith, and Teague (1995)
suggested that using the subset method is a useful tool to assess conceptual knowledge
while considerably reducing the number of pairwise ratings. Perhaps with less pairwise
terms to judge, participants would remain engaged in the task and in this way be more
reliable in their responses.
One other limitation of the current study was the high variability of the scores in
the outcome measures, particularly within the low-WMC groups. This variability was
reflected in the low effect sizes (ranging from .035 to .331). One explanation for the high
variability of the scores in the knowledge assessment was perhaps the lack of motivation
by the participants. Motivation is important for learning and low participant motivation
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likely occurs in laboratory studies. Future studies in this area should include instruction
in real-world environment, which would increase intrinsic motivation for the learner and
thus better learning of the concepts.
Finally, the overall low scores on the knowledge assessments possibly limited the
study. It is important to highlight that participants were required to view the learning
material for a minimum of 15 minutes. Although they were allowed to stay in the
learning phase as long as they wished, most participants only remained in the learning
section for the minimum time. Given that the learning was only a brief exposure to the
material, the low scores seem warranted. Further, the differences found in learning as a
function of the hypertext guides can be seen as particularly meaningful give this brief
exposure. As previously mentioned, a possible solution and necessary next step is the
application of these ideas to a real online environment.

Conclusions
From an instructional perspective, it is conceivable that utilizing an appropriate
hypertext structure should have the advantage of facilitating learning by logically
representing the interrelationships between the different parts of information within the
hypertext. Furthermore, there would appear to be a reasonable theoretical justification for
suggesting that the extent to which hypertext systems influence learning will be
dependent on an individual's level of ability. I have presented a conceptual framework
for systematically developing hypertext navigational guides that can help students as they
construct knowledge structures. Students, particularly low achieving students, need
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conceptual frameworks to help organize their mental models about a domain. This study
described some initial empirical steps toward these goals.
This study's findings confirm that individual differences in working memory
capacity do indeed moderate learning outcomes in hypertext learning. The unconstrained
index guide showed the largest individual differences in performance. High-WMC
learners performed significantly better in this navigation structure than low-WMC
learners. However, the low-WMC learners' performance improved in the expert index
and expert network guides. Although, the high-WMC learners did not perform as well in
expert index navigation, performance marginally improved in the expert network
structure. Future research should extend these findings to determine how the
methodology described herein generalizes to other domains, and perhaps consider other
individual differences that might affect learning in hypertext environments.
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Appendix A.
Power Analysis Results

Participants will be randomized to one of three groups and will then be divided
into high-low working memory capacity groups producing a 3 x 2 design (approximately
27 participants per cell). Assuming a two-tailed test with desired statistical power of .80,
the omnibus tests of the interaction will have sufficient statistical power to detect an
effect of d = .29. According to Cohen (1988), this is a moderate sized effect. However,
this may be an overly optimistic estimate, since it does not consider attrition between the
first and second session as well as loss of some data because of non-codable participant
responses. Thus, conservatively estimating a uniform 20% attrition rate across the six
cells, the proposed omnibus test will have statistical power of .817 with 21 participants
(20% reduction from 27) per cell to detect an effect of d = .33.
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Appendix B.
Comparison of Random vs. Non-Random Assignment Samples
Variable
Random (n=140) Non-Random (n=38)
Gender (% female)
58.6
71.1
Age (mean)
21.68 (5.14)
20.17 (4.39)
Race(%)
7.9
13.2
Asian
5.7
2.6
African American
27.9
31.6
Caucasian
47.9
36.8
Hispanic
7.1
13.2
Native American
3.6
2.6
Other
Year (%)
40.0
55.3
Freshman
22.1
21.1
Sophomore
18.6
10.5
Junior
16.4
13.2
Senior
2.9
0
Other
Familiarity Ratings (mean)
3.09 (.824)
3.06 (.778)
Statistics Background* (%)
28.6
47.4
None
22.9
26.3
High School course
17.1
2.6
High School +
12.9
13.2
"Introduction to Statistics"
10.7
7.9
"Statistical Principles"
7.9
2.6
Both college courses
Working Memory Capacity (%)
48.6
57.9
High
51.4
42.1
Low
Navigation Condition (%)
35.0
18.4
Unconstrained Index
34.3
31.6
Expert Index
30.7
50
Expert Network
ACT Math Score (mean)
20.77 (4.12)
22.45 (4.23)
OSPAN Absolute Score† (mean)
40.39 (16.36)
46.16 (14.65)
Definition Assessment (mean)
72.10 (18.22)
73.16 (18.38)
Procedural Assessment (mean)
62.84 (16.52)
65.76 (17.33)
Conceptual Assessment (mean)
.2595 (.193)
.2516 (.213)
*The break from random assignment occurred during the early Fall semester. Therefore the
participant pool consisted of more first semester freshman; statistic background would be
expected to be lower than in the late Spring or Summer semesters, which was the case for most of
the random assignment group.
†

The difference between random and non-random was statistically significant at p=.040.
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Appendix C.
Participation Questionnaire
We begin the study by asking you to answer five short questions about yourself. We will
use this information later to see if some types of learning methods work better for some
people than others. After entering your information, please click on the Submit button at
the bottom. Thank you.
1. Please enter your age as two digits (e.g., 19):
2. Please select your gender:
Male
Female
3. Please select your race:
African American
Asian/Pacific Islander
Caucasian
Hispanic
Native American
Other
4. Please select your academic year in college:
Freshman
Sophmore
Junior
Senior
Other
5. Please select ALL courses in probability or statistics you have ever completed:
High School course
Psych 200
Stats 145
Other introductory course
Other advanced course
Never taken a course
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Appendix D.
List of Concepts

central tendency
correlation
deviation
distribution
mean
normal curve
probability
random sampling
regression
score
standard deviation
sum of squares
summation
variability
z-score

93

Appendix E.
Expert Network
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Appendix F.
Definitions
1. central tendency Describes the most representative value for a distribution of
scores.
2. correlation an index used to represent the strength of a relationship between two
factors.
3. deviation The difference between a score value and the mean of the score’s
distribution.
4. distribution A collection of related scores.
5. mean The average value of a distribution of scores average score in a set of scores
in a distribution
6. normal curve a bell shaped distribution that is completely described by its mean
and standard deviation.
7. probability the measure of the likelihood of an event occurring.
8. random sampling selecting a sample by chance procedures and with known
probabilities of selection.
9. regression a topic that considers using the relationship between two or more
variables for prediction.
10. score The actual number associated with a specific case in a distribution of scores.
11. standard deviation A number that measures the variability for a distribution of
scores. a value that represents the average distance of a set of scores from the mean
12. sum of squares The sum of squared deviations of scores from their mean.
13. summation The operation of adding a series of scores.
14. variability Describes how different the scores are from one another in a
distribution of scores. describes the spread of a group of scores in a distribution
15. z-score A transformed score where its distribution has a mean of 0 and a standard
deviation of 1
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Appendix G.
Procedural Assessment

Central Tendency 1:
Suppose a biology professor lists all of the students’ scores for an exam. He now wants to
describe this distribution of scores. If he calculates the mean of the distribution, what property of
the distribution would he be describing?

1.
2.
3.
4.

variability
z-score
central tendency★
deviation

Central Tendency 2:
Measures of central tendency are:

1. statistics that identify the best single value for representing a set
of scores. ★
2. statistics that identify the spread of the scores in a distribution.
3. statistics that identify the number of scores in a distribution.
4. statistics that identify the transformed z-score that represents a
set of scores.
Correlation 1:
Myles finds that the correlation coefficients between his predictor variable and three different
outcome variables are +.51, +.64, and –.70. Which correlation coefficient indicates the strongest
relationship that Myles found between his predictor and outcome variables?

1.
2.
3.
4.

+.64
-.70★
+.51
not enough information to determine
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Correlation 2:
A national consumer magazine reported that the correlation between car weight and car reliability
was r=-0.30 and the correlation between car weight and annual maintenance cost was r=0.20.
Which of the following is true?

1. heavier cars tend to be less reliable
2. heavier cars tend to cost more to maintain
3. car weight is related more strongly to reliability than to
maintenance cost
4. all of the above are true★

Deviation 1:
What is the deviation score of a student’s test score of 78 if the class mean was 85?

5.
6.
7.
8.

–7.00★
49.00
7.00
81.50

Deviation 2:
In a third grade elementary class, the mean height of the students is 51 inches. What is the
deviation score of a student's height of 55 inches?

1.
2.
3.
4.

4★
.04
-.04
-4
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Distribution 1:
What is the total number of cases in the distribution shown in the table below?

Case Score
X1

45

X2

66

X3

23

X4

63

X5

28

X6

42

X7

71

X8

86

1.
2.
3.
4.

4
361
45
8★

Distribution 2:
A graduate student has collected data involving 10 scores on study participants' height and
weight. She has constructed the following distribution. What is wrong with this distribution?
Case Score
X1

60

X2

125

X3

112

X4

72

X5

65

X6

176

X7

63

X8

210

98
X9

156

X10

68

1. the scores are not listed in order from least to greatest
2. the scores need to be separated into two distributions based on scores
related to height and scores related to weight. ★
3. the distribution doesn't label which scores are weight and which
scores are height
4. nothing is wrong with the distribution
Mean 1:
What is the mean for the following distribution of scores?

Case Score
X1

2

X2

4

X3

7

X4

6

X5

6

1.
2.
3.
4.

7
5★
25
6

Mean 2:
Imagine a dataset with a mean of 10. What will happen to the mean if 5 is added to each score in
the set?
1.
2.
3.
4.

the mean remains the same
the mean increases by 5★
the mean decreases by 5
not enough information to determine
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Normal Curve 1:
A normal curve distribution has a mean of _____ and a standard deviation of _____.

1.
2.
3.
4.

1; 0
0; 1★
0; .5
1; 1.5

Normal Curve 2:
One characteristic of a normal curve is that it is _____________.
1.
2.
3.
4.

linear
asymmetrical
symmetrical★
bi-modal

Probability 1:
A dodecahedral die has 12 faces, numbered 1-12. What is the probability of rolling a 5?

1.
2.
3.
4.

0.20
0.083★
0.12
0.417

Probability 2:
Louis has 10 white, 12 black, and 3 blue pairs of socks in one drawer. What is the probability
that, without looking, Louis will pick a blue pair of socks from the drawer?

1.
2.
3.
4.

.04
.12 ★
.33
.14

Random Sampling 1:
A truly random sample of the general population would be obtained by:
1. selecting every individual with a surname beginning with the
letter G.
2. closing your eyes and sticking a pin into a telephone directory.
3. allocating each individual a unique number and using a computer
to generate numbers for selection. ★
4. selecting an individual from every fourth house on a street.
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Random Sampling 2:
Alexander wants to take a survey to determine which flavor of ice cream is the most popular at
his school. Which of the following methods is the best way for him to choose a random sample of
the students at his school?
1. selecting students from the after school study hall
2. selecting 10 students from each classroom who would like to
volunteer for the survey
3. selecting all students in the school
4. generating a list of numbers by picking numbers out of a hat and
matching these numbers to names on a list of students in the
school ★

Regression 1:
A researcher wishes to predict the musical ability for a person who scores 8 on a test for
mathematical ability. We know the relationship is positive. We know that the slope is 1.63 and
the intercept is 8.41. What is their predicted score on musical ability?
1. 68.91
2. -4.63
3. 80.32
4. 21.45★

Regression 2:
Regression can achieve which of the following?
1. If the weather gets 30% colder, then the sales of scarves
will increase by 50%
2. Predict someone's statistical grade from their
mathematical ability
3. Identify how much variable y will change if variable x
changes
4. all of the above★
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Score 1:
Given the following distribution of exam grades for a group of students, what is the actual score
value of X4?

Case Score

1.
2.
3.
4.

X1

85

X2

66

X3

100

X4

74

X5

98

66
423
74★
84

Score 2:
Consider the following three distributions of scores A, B, & C:

Distribution A

Distribution B

Distribution C

Case

Score

Case

Score

Case

Score

X1

20

X1

11

X1

22

X2

21

X2

15

X2

22

X3

26

X3

21

X3

22

X4

24

X4

32

X4

22

X5

28

X5

36

X5

22

What is the actual value of the third score in Distribution B?

1.
2.
3.
4.

22
26
21★
23
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Standard Deviation 1:
Find the standard deviation of the heights of the 5 male students at a university.
Case Height deviation from the mean Squared deviation
X1

61

-6

36

X2

63

-4

16

X3

68

+1

1

X4

69

+2

4

X5

74

+7

49
X=67

1.
2.
3.
4.

4.60 ★
3.62
21.2
0.00

Standard Deviation 2:
A standard deviation of 0 means that ____________.

1.
2.
3.
4.

all values are the same. ★
there is an extreme amount of variability.
you did the calculations wrong.
the variance is -1.
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Sum of Squares 1:
What is the sum of squares (SS) for the following scores?

Case Score
X1

9

X2

10

X3

7

X4

6

X5

10

X6

12

1.
2.
3.
4.

24★
0
2
510

Sum of Squares 2:
Consider the following three distributions of scores A, B, & C:
Distribution A

Distribution B

Distribution C

Case

Score

Case

Score

Case

Score

X1

20

X1

11

X1

22

X2

21

X2

15

X2

22

X3

26

X3

21

X3

22

X4

24

X4

32

X4

22

X5

28

X5

38

X5

22

In which distribution will the Sum of Squares (SS) be the largest?

1.
2.
3.
4.

Distribution A
Distribution B ★
Distribution C
All Distributions have the same SS
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Summation 1:
What is

for the following distribution of scores?

Case Score
X1

2

X2

4

X3

5

X4

7

1.
2.
3.
4.

280
94
18★
4

Summation 2:
is

for the following set of scores?

Case Score
X1

10

X2

12

X3

13

X4

15

X5

18

1.
2.
3.
4.

68
12
58★
22
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Variability 1:
Consider the following three distributions of scores A, B, & C:

Distribution A

Distribution B

Distribution C

Case

Score

Case

Score

Case

Score

X1

20

X1

11

X1

22

X2

21

X2

15

X2

22

X3

23

X3

21

X3

22

X4

24

X4

32

X4

22

X4

28

X4

38

X4

22

Without calculating the standard deviation, which distribution would have the highest
variability and which distribution would have the lowest variability?

1.
2.
3.
4.

Highest: C; Lowest A
Highest A: Lowest B
Highest B: Lowest C★
not enough information to determine

Variability 2:
Why do you need a measure of variability?
1.
2.
3.
4.

to describe how far the data are spread around the mean. ★
to calculate the mean.
to understand the lowest and highest points in the data.
to calculate the central tendency.

Zscore1:
The run times of a marathon runner are recorded. The z-score for his run time this week is -2.
Which one of the following statements is a correct interpretation of his z-score?
1. This week his time was 2 minutes lower than his time last week.
2. This week his time was 2 minutes lower than his average time.
3. This week his time was 2 standard deviations lower than his average
time. ★
4. This week his time was 2 standard deviations lower than his time last
week.
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Zscore2:
A professor administers an exam to a psychology class. The mean exam grade was 90, with a
standard deviation of 20. Supposing you receive a score of 40, what is your z- score?

1.
2.
3.
4.

-1
-2.5★
+2.5
+1

Appendix H.
Pearson product-moment correlation matrix of study variables.
ACT
math

ACT
verbal

ACT
composite

Aospan

Statistics
Background

Familiarity

Nodes
Visited

PreSimilarity

Definitional
Assessment

Procedural
Assessment

PostSimilarity

ACT math



.644**

.840**

.179*

-.006

.169*

-.224**

.211*

.268**

.483**

.279**

ACT verbal

.644**



.899**

.274**

.017

.116

-.323**

.258**

.372**

.573**

.236**

ACT
composite

.840**

.899**



.321**

.022

.177*

-.285**

.294**

.408**

.636**

.297**

Aospan

.179*

.274**

.321**



.010

.139

-.189*

.145

.342**

.388**

.181*

Statistics
Background

-.006

.017

.022

.010



.469**

.022

.405**

.148

.282**

.270**

Familiarity

.169*

.116

.177*

.139

.469**



-.138

.348**

.165*

.383**

.338**

-.323**

-.285**

-.189*

.022

-.138



-.198**

-.118

-.256**

-.174*

.258**

.294**

.145

.405**

.348**

-.198**



.274**

.512**

.460**

.372**

.408**

.342**

.148

.165*

-.118

.274**



.475**

.378**

.573**

.636**

.388**

.282**

.383**

-.256**

.512**

.475**



.513**

.236**

.297**

.181*

.270**

.338**

-.174*

.460**

.378**

.513**



Nodes
-.224**
Visited
Pre.211*
Similarity
Definitional
.268**
Assessment
Procedural
.483**
Assessment
Post.279**
Similarity
Note. *p < 0.05, **p < 0.01
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Appendix I.
Item Analysis
Item analysis correlations on definitional test
% Answered
Test Item
Pearson's r
Correctly
43.3
.471
central tendency
80.3
.424
correlation
60.7
.543
deviation
46.6
.525
distribution
93.8
.312
mean
97.2
.402
normal curve
94.4
.354
probability
92.7
.437
random sampling
69.1
.574
regression
78.1
.577
score
42.7
.568
standard deviation
82.6
.371
sum of squares
85.4
.471
summation
32.0
.469
variability
84.3
.406
z-score
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Item analysis correlations on procedural test
% Answered
Test Item
Pearson's r
Correctly
.393
central Tendency 1
66.9%
.307
central Tendency 2
49.4%
.446
correlation 1
42.7%
.266
correlation 2
51.1%
.440
deviation 1
65.2%
.440
deviation 2
64.0%
.368
distribution 1
92.1%
.476
distribution 2
61.8%
.236
mean 1
89.9%
.227
mean 2
64.0%
.416
normal curve 1
52.2%
.296
normal curve 2
85.4%
.380
probability 1
56.2%
.316
probability 2
77.0%
.481
random sampling 1
69.7%
.472
random sampling 2
61.2%
.300
regression 1
56.2%
.283
regression 2
65.7%
.326
score 1
82.6%
.356
score 2
79.2%
.125*
standard deviation 1
27.5%
.474
standard deviation 2
76.4%
.374
sum of squares 1
86.0%
.458
sum of squares 2
39.9%
.383
summation 1
68.5%
.323
summation 2
24.2%
.487
variability 1
75.8%
.338
variability 2
50.0%
.400
z-score 1
56.2%
.471
z-score 2
64.6%
Note. *not significant, p>.05
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