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Abstract
A system of equations consisting of an infinite string coupled to a nonlinear oscil-
lator is considered. The Cauchy problem for the system with the periodic initial data
is studied. The main goal is to prove the convergence of the solutions as t →∞ to a
time periodic solution.
Key words and phrases: an infinite string coupled to a nonlinear oscillator, the Cauchy
problem, periodic initial data, the limit amplitude principle
1 Introduction
Consider the following problem for a function u(x, t) ∈ C(R2) :
(µ+mδ(x))u¨(x, t) = κu′′(x, t) + δ(x)F (u(x, t)), t ∈ R, x ∈ R. (1.1)
Here m ≥ 0 , µ, κ > 0 ; u˙ ≡ ∂u/∂t , u′ ≡ ∂u/∂x . The initial data (when t = 0 ) for
Eq. (1.1) are assumed to be periodic, see Definition 1.5 below.
By definition, Eq. (1.1) is equivalent to the following system:
µu¨(x, t) = κu′′(x, t), t ∈ R, x ∈ R \ {0}, (1.2)
my¨(t) = F (y(t)) + κ [u′(0+, t)− u′(0−, t)], t ∈ R, (1.3)
where
y(t) = u(0−, t) = u(0+, t), t ∈ R. (1.4)
Physically, the system describes small crosswise oscillations of an infinite string stretched
parallel to the Ox -axis. µ is the line density of the string, κ is its tension, F (y) is an
external (nonlinear, in general) force field perpendicular to Ox . In the case m = 0 , the
string is coupled to a spring of a rigidity F (y) . In the case m > 0 , a ball of mass m is
attached to the string at the point x = 0 , and the field F (y) subjects the ball.
The system (1.2)–(1.4) was considered first by Lamb [3] for the linear case, i.e., when
F (y) = −ry with a positive constant r . For general nonlinear functions F (y) , this model
was studied by Komech in the paper [9], where the transitions to stationary states were
established for finite energy solutions. In the present paper, the solutions of infinite energy
with space-periodic initial data are considered. Main goal is to prove that each solution
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u(x, t) to the system for large times is close to a time-periodic solution (see Theorem 1.6
below).
Let us describe our assumptions on the external force F (y) .
Denote by V (y) = −
∫
F (y) dy the potential energy of the external field, F (y) =
−V ′(y) , y ∈ R . We assume that
F (y) ∈ C1(R), F (y)→ ∓∞ as y → ±∞. (1.5)
Obviously, condition (1.5) implies that
V ∈ C2(R), V (y)→∞ as |y| → ∞. (1.6)
Let us introduce a class E of solutions u(x, t) to Eq. (1.1) with locally finite energy.
Definition 1.1 A function u(x, t) belongs to E if u ∈ C(R2) and u˙, u′ ∈ L2loc(R2) , where
the derivatives are understood in the sense of distributions.
For u(x, t) ∈ E , the system (1.2)–(1.3) is understood as follows (see [9]).
For u ∈ C(R2) , Eq. (1.2) is understood in the sense of distributions in the region
(x, t) ∈ R2 , x 6= 0 . Moreover, Eq. (1.2) is equivalent to the d’Alembert decomposition
( a =
√
κ/µ )
u(x, t) = f±(x− at) + g±(x+ at), ±x > 0, t ∈ R, (1.7)
where f±, g± ∈ C(R) , since u(x, t) ∈ C(R2) .
We now explain Eq. (1.3). Equality (1.7) implies
u′(x, t) = f ′±(x− at) + g′±(x+ at), ±x > 0, t ∈ R,
where all derivatives are understood in the sense of distributions. For u(x, t) ∈ C(R2)
satisfying (1.2), write
u′(0±, t) := f ′±(−at) + g′±(at). (1.8)
Note that condition u(x, t) ∈ E implies that f ′±, g′± ∈ L2loc(R) . The derivative y¨(t) of
y(t) ∈ C(R) is understood in the sense of distributions. Moreover, for m 6= 0 , Eq. (1.3) and
condition (1.5) imply that y¨(t) = u¨(0±, t) ∈ L2loc(R) . Hence, if m 6= 0 , y(t) ∈ C1(R) for
any solution u ∈ E .
We study the Cauchy problem for the system (1.2)–(1.3) with the initial conditions
u|t=0 = u0(x), u˙|t=0 = u1(x), x ∈ R, (1.9)
y˙|t=0 = y1 (if m 6= 0). (1.10)
We assume that y1 ∈ R and the initial data u0(x), u1(x) belong to the space H .
Definition 1.2 The pair of functions (u0, u1) belongs to the space H if u0 ∈ C(R) ,
u′0, u1 ∈ L2loc(R) .
Proposition 1.3 Let condition (1.6) hold and (u0, u1) ∈ H , y1 ∈ R . Then the Cauchy
problem (1.2)–(1.4), (1.9), (1.10) has a unique solution u(x, t) ∈ E .
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This proposition is proved in Section 2.
To prove the main result we impose additional conditions on the initial data (u0, u1) .
At first, for an ω > 0 , we introduce a class P ω of the space periodic functions.
Definition 1.4 For ω > 0 , we say that u ∈ P ω if u(x± ω) = u(x) for ±x > 0 .
Definition 1.5 For ω > 0 , (u0, u1) ∈ Hω if u0 ∈ C1(R) , u1 ∈ C(R) and u0, u′0, u1 ∈ P ω .
In the case m = 0 , the main result is the following convergence theorem.
Theorem 1.6 Let m = 0 , condition (1.5) hold and (u0, u1) ∈ Hω for some ω > 0 . Then
for every solution u(x, t) ∈ E of the Cauchy problem (1.2)–(1.4), (1.9) there exists a solution
up(x, t) ∈ E to Eq. (1.1) such that
up(x, t+ ω/a) = up(x, t) for (x, t) ∈ R2 : |t| > |x|/a, (1.11)
and for every R > 0 ,
∫
|x|<R
(|u˙(x, t)− u˙p(x, t)|2 + |u′(x, t)− u′p(x, t)|2) dx+ max
|x|<R
|u(x, t)− up(x, t)| → 0 (1.12)
as t→∞ .
This theorem is proved in Section 3. The similar result holds for m 6= 0 under additional
restrictions on the function F (y) (see Section 3).
In Appendix B we consider Eq. (1.1) for t > 0 under the initial condition
u(x, t)|t≤0 = p(x+ at), x ∈ R, (1.13)
where the function p(z) ∈ P ω , p ∈ C1(R) , p(x) = p0 for x ≤ 0 , and F (p0) = 0 . In this
case, the convergence (1.12) holds, i.e., the solution u(x, t) of the problem (1.2)–(1.4), (1.13)
either is a time-periodic for |x| ≤ at with period ω/a or converges to a function up(x, t) ∈ E
satisfying (1.11). Moreover, the function up(x, t) is a solution of Eq. (1.1) for t > 0 under
the condition up(x, t)|t≤0 = q(x+ at) . Here q(x) = q0 for x ≤ 0 and q(x) = q0 + p(x)− p0
for x > 0 , with some point q0 ∈ R depending on p0 .
We outline the strategy of the proof of (1.12). At first, using the d’Alembert method, we
reduce the problem (1.2)–(1.4), (1.9), (1.10) to the study of the following Cauchy problem
for the function y(t) ,
my¨ + (2κ/a)y˙ − F (y(t)) = 2κp′(at), t ∈ R, (1.14)
with some ω -periodic function p (see formula (2.5) below) and with the initial conditions
y|t=0 = y0 = u0(0),
y˙|t=0 = y1 (if m 6= 0). (1.15)
Further, for m = 0 , we show (see Theorem 3.1) that any solution of Eq. (1.14) either ω/a -
periodic or tends to an ω/a -periodic solution yp(t) , i.e., |y(t) − yp(t)| → 0 as t → ∞ .
Finally, using the explicit formula (2.4) for u(x, t) we derive the results of Theorem 1.6.
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If m 6= 0 , the behavior of solutions to Eq. (1.14) is more complex. If F (y) = −ax− by3 ,
the equation of the form (1.14) is called the Duffing equation with damping, see for example,
[7, 15]. Eq. (1.14) is a particular case of the generalized Lie´nard equations with a forcing
term e(t) = 2κp′(at) ,
y¨ + f(y)y˙ + g(y) = e(t). (1.16)
Eq. (1.16) with g(y) = y and e(t) ≡ 0 was studied first by Lie´nard [6]. A class of equations of
the form (1.16) has been widely investigated in the literature, see, for example, Cartwright [1],
Littlewood [2], Levinson [5], Loud [7, 8], Reuter [13]. We refer the reader to the survey
works [4, 10, 11, 12, 14] for a detailed discussion of the results and methods concerning
these equations. Some results concerning Eq. (1.14) are given in Section 3. In particular,
condition (1.6) implies that for large times the pairs Y (t) = (y(t), y˙(t)) (where y(t) is a
solution of (1.14)) belong to a fixed bounded region of R2 . Denote by U(t, 0) the solving
operator to the Cauchy problem (1.14), (1.15). By the Pliss results [10, 11], there exists a
set I ⊂ R2 which is invariant w.r.t. U(ω/a, 0) . Moreover, the set I is not empty and has
zero Lebesgue measure. Introduce an integral set S ⊂ {(Y (t), t) ∈ R3} consisting of the
solutions of Eq. (1.14) with the initial values (y0, y1) ∈ I . Let Sτ denote the intersection of
S and the hyperplane t = τ , and ρ(Y,Sτ ) stand for the distance between a point Y ∈ R2
and the set Sτ . In Section 3 we check that every solution of Eq. (1.14) tends to the set S as
t→∞ , i.e., ρ(Y (τ),Sτ )→ 0 as τ →∞ . Hence the explicit formula (2.4) for the solutions
u(x, t) implies that for any R > 0 ,
inf
{ ∫
|x|<R
(|u˙(x, t)− u˙p(x, t)|2 + |u′(x, t)− u′p(x, t)|2) dx+ max
|x|<R
|u(x, t)− up(x, t)|
}
(1.17)
vanishes as t → ∞ , where the infinitum is taken over all solutions up(x, t) ∈ E of the
problem (1.2)–(1.3) such that up(0±, t) = yp(t) and (yp(t), y˙p(t)) ∈ St .
We give additional restrictions on the function F (y) (see Examples 3.5–3.7) when the
set I has a unique point and then Eq. (1.14) has a unique stable periodic solution. In this
case, every solution of Eq. (1.14) tends to a ω/a - periodic solution yp(t) as t → ∞ , and
convergence (1.12) holds.
2 Existence of solutions
In this section we prove Proposition 1.3. The method of construction of finite energy solutions
to the Cauchy problem (1.2)–(1.4), (1.9), (1.10) was given by Komech in [9]. We apply this
method to the infinite energy solutions. For simplicity, we consider only the case t > 0 .
Substituting (1.7) into initial conditions (1.9), we have
f±(z) = u0(z)/2 − 1/(2a)
∫ z
0
u1(y) dy + C±, for ± z > 0,
g±(z) = u0(z)/2 + 1/(2a)
∫ z
0
u1(y) dy − C±, for ± z > 0,
(2.1)
where we can put constants C± = 0 . On the other hand, substituting (1.7) into the condi-
tion (1.4), we have
y(t) = f−(−at) + g−(at) = f+(−at) + g+(at) for t ∈ R. (2.2)
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By (2.2), we can determinate g−(z) with z > 0 and f+(z) with z < 0 as follows:
g−(z) = y(z/a)− f−(−z), f+(−z) = y(z/a)− g+(z) for z > 0. (2.3)
Therefore, for t > 0 we obtain
u(x, t) =


f+(x− at) + g+(x+ at) for x ≥ at
y(t− x/a) + g+(x+ at)− g+(at− x) for 0 ≤ x < at
y(t+ x/a) + f−(x− at)− f−(−at− x) for − at ≤ x < 0
f−(x− at) + g−(x+ at) for x < −at
(2.4)
where f± ∈ C(R±) , f ′± ∈ L2loc(R±) with R± = {x ∈ R : ±x > 0} . Moreover, by
definition (1.8), we have
u′(0+, t) := f ′+(−at) + g′+(at) = 2g′+(at)− y˙(t)/a,
u′(0−, t) := f ′−(−at) + g′−(at) = 2f ′−(−at) + y˙(t)/a.
Hence, Eq. (1.3) writes
my¨(t) = F (y(t)) + 2κ [g′+(at)− f ′−(−at)− y˙(t)/a], t > 0.
Denote
p(z) :=
u0(z) + u0(−z)
2
+
1
2a
∫ z
−z
u1(y) dy, z ∈ R. (2.5)
Therefore, p(0) = u0(0) , p
′(at) = g′+(at)−f ′−(−at) ∈ L2loc(R+) , and we obtain the following
evolution equation for y(t) , t > 0 :
y˙(t) = (a/2κ)F (y(t)) + ap′(at), t > 0, if m = 0, (2.6)
my¨(t) = F (y(t))− (2κ/a)y˙(t) + 2κp′(at), t > 0, if m > 0. (2.7)
Eq. (2.1) implies the following initial condition for the function y(t) :
y(0) = f±(0) + g±(0) = u0(0). (2.8)
Eqs (2.6) and (2.7) are rewritten in the equivalent integral form,
y(t) =
a
2κ
t∫
0
F (y(s)) ds+ p(at)− p(0) + y(0), t ≥ 0, if m = 0, (2.9)
my(t) =
t∫
0
ds
s∫
0
F (y(τ)) dτ +
2κ
a
t∫
0
(p(as)− y(s)) ds
+my(0) +my˙(0)t+
2κ
a
(y(0)− p(0)) t, t ≥ 0, if m > 0. (2.10)
Lemma 2.1 below implies Proposition 1.3 immediately.
Lemma 2.1 (i) Let m = 0 and all assumptions of Proposition 1.3 hold. Then for any
y0 ∈ R , Eq. (2.6) has a unique solution y(t) = U(t, 0)y0 ∈ C(R+) .
(ii) Let m > 0 . Then for any (y0, y1) ∈ R2 , Eq. (2.7) has a unique solution (y(t), y˙(t)) =
U(t, 0)(y0, y1) , and y(t) ∈ C1(R+) .
(iii) For m ≥ 0 , the following bound holds,
sup
[0,τ ]
[m|y˙(t)|+ |y(t)|] ≤ C1τ + C2, for any τ > 0. (2.11)
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Proof. We prove Lemma 2.1 only in the case when m > 0 . For m = 0 the proof is similarly.
It follows from (2.10), condition (1.5) and the contraction mapping principle that for any
fixed initial data y(0+) and y˙(0+) , the solution y(t) to Eq. (2.10) has a unique solution
on a certain interval t ∈ [0, ε) with an ε , ε > 0 . Let us derive an a priori estimate for y(t) .
This estimate will imply the existence and uniqueness of the global solution of (2.7) for any
y(0+) and y˙(0+) . We multiply Eq. (2.7) by y˙(t) . Using
d
dt
V (y(t)) = −F (y(t))y˙(t) , we
obtain
d
dt
(
my˙2(t)
2
+ V (y(t))
)
= 2κp′(at)y˙(t)− 2κ
a
y˙2(t) ≤ aκ
2
(p′(at))2.
Let us integrate this inequality and obtain
my˙2(t)
2
+ V (y(t)) ≤ my˙
2(0)
2
+ V (y(0)) +
aκ
2
∫ t
0
|p′(as)|2 ds, t > 0.
Hence, for any τ > 0 , there exist constants C1, C2 > 0 such that
sup
t∈[0,τ ]
[
my˙2(t)
2
+ V (y(t))
]
≤ C1τ + C2. (2.12)
Condition (1.6) implies the estimate (2.11). Lemma 2.1 is proved.
The following result follows from the Gronwall inequality and from a priori estimate
(2.11) (see [9]).
Lemma 2.2 Let m = 0 and y1(t) and y2(t) be two solutions of Eq. (2.6) with the initial
values y1(0) and y2(0) , respectively. Then for every τ > 0 ,
‖y˙1(t)− y˙2(t)‖L2(0,τ) +max
[0,τ ]
|y1(t)− y2(t)| ≤ C(τ)|y1(0)− y2(0)|, (2.13)
where a constant C(τ) is bounded for bounded y1(0), y2(0) . The similar result holds for
Eq. (2.7) in the case m 6= 0 .
3 The proof of the main result
Since (u0, u1) ∈ Hω , the function p defined in (2.5) has the following properties: p ∈ C1(R) ,
p(z ± ω) = p(z) , ±z > 0 . Then the function p′(at) in Eqs (2.6) and (2.7) is periodic with
ω/a –period, and p′(at) ∈ C(R+) .
3.1 The string–spring system (m = 0 )
At first, we study the behavior of solutions to Eq. (2.6).
Theorem 3.1 Let condition (1.5) hold. Then the following assertions are true.
(i) All solutions of Eq. (2.6) are bounded.
(ii) Eq. (2.6) has at least one ω/a -periodic solution.
(iii) Any solution y(t) of Eq. (2.6) either is ω/a -periodic or tends to an ω/a -periodic
solution yp(t) as t→∞ such that for every R > 0 ,∫ t+R
t
|y˙(s)− y˙p(s)|2 ds+ sup
s∈[t,t+R]
|y(s)− yp(s)| → 0 as t→∞. (3.1)
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The items (i) and (ii) follows from the results of [10, §9]. These assertions imply (iii) by
Theorem 9.1 from [10]. For completeness of exposition we give the proof of Theorem 3.1 in
Appendix A.
Proof of Theorem 1.6. Let u(x, t) be a solution of the problem (1.2)–(1.4), (1.9).
Then u(0, t) = y(t) is the solution of Eq. (2.6) with the initial condition y(0) = u0(0) . In
Appendix A we will show that for any y0 ∈ R there exists the limit of U(nω/a, 0)y0 as
n → ∞ . Write y¯0 := lim
n→∞
U(nω/a, 0)u0(0) . Then yp(t) = U(t, 0)y¯0 is the ω/a -periodic
solution of Eq. (2.6) and convergence (3.1) holds (see Appendix A).
Put u¯0(x) = u0(x)− u0(0) + y¯0 and define functions f¯±(x) and g¯±(x) so as f±(x) and
g±(x) in (2.1) but with u¯0(x) instead of u0(x) . Introduce a function up(x, t) as follows
up(x, t) =


f¯+(x− at) + g¯+(x+ at) for x ≥ at
yp(t− x/a) + g¯+(x+ at)− g¯+(at− x) for 0 ≤ x < at
yp(t+ x/a) + f¯−(x− at)− f¯−(−at− x) for − at ≤ x < 0
f¯−(x− at) + g¯−(x+ at) for x < −at
(3.2)
Then up(x, t) is the solution of (1.2)–(1.4) with the initial data (u¯0, u1) and up(0, t) = yp(t) .
Since (u¯0, u1) ∈ Hω , the functions f¯−(±x−at) and g¯+(±x+at) in (3.2) are ω/a –periodic
in t . Then the equality (1.11) holds, and the convergence (1.12) follows from (2.4) and (3.1).
Remark 3.2 Let us consider the problem (1.1) for t > 0 with initial data (1.9), satisfying
the following conditions: (u0, u1) ∈ H and u1 has a form
u1(x) =
{
a(2p′+(x)− u′0(x)), x ≥ 0,
a(u′0(x)− 2p′−(x)), x < 0, (3.3)
where p± ∈ C1(R±) and p±(x) is ω -periodic for ±x > 0 . Then f−(z) = p−(z) for z < 0
and g+(z) = p+(z) for z > 0 . Hence, by formula (2.4), the solution u(x, t) for t > 0 has
the form
u(x, t) =


u0(x− at)− p+(x− at) + p+(x+ at) for x > at
y(t− x/a) + p+(x+ at)− p+(at− x) for 0 < x < at
y(t+ x/a) + p−(x− at)− p−(−at− x) for − at < x < 0
p−(x− at) + u0(x+ at)− p−(x+ at) for x < −at
where y(t) is a solution of Eq. (2.6) with the ω -periodic function p(x) := p+(x) + p−(−x) ,
x > 0 , and satisfies the initial condition (2.8). Then the results of Theorems 3.1 and 1.6
hold as t→ +∞ .
3.2 The string–oscillator system (m > 0 )
Put c = 1/m , k = 2κ/(am) = 2
√
κµ/m . Then Eq. (2.7) is equivalent to the following
system {
y˙ = v,
v˙ = cF (y)− k v + ka p′(at). (3.4)
Denote by Y (t, Y0, t0) = (y(t, Y0, t0), y˙(t, Y0, t0)) = U(t, t0)Y0 the solution of the Cauchy
problem for the system (3.4) with the initial data
Y0 = (y, y˙)|t=t0 = (y0, y1). (3.5)
7
Definition 3.3 The system is called dissipative (or D-system) if for any (Y0, t0) ∈ R3 there
exists a R , R > 0 , such that lim
t→∞
‖Y (t, Y0, t0)‖ < R .
Lemma 3.4 Let condition (1.5) hold. Then the following assertions hold.
(i) The system (3.4) is dissipative, and there exist constants M,N > 0 such that for large
time the solutions of the system (3.4) belong to a bounded set
{(y0, y1) ∈ R2 : |y0| ≤M, |y1| ≤ N}, (3.6)
and M and N are independent on the parameters k and c of the system (3.4).
(ii) The system (3.4) has at least one ω/a –periodic solution.
The item (i) of Lemma 3.4 follows from the results of Cartwright and Littlewood, Reuter
and others (see [1, 2, 13] and the review works [14, Chapter VII], [4, Chapter XI, §4], and
[12, Theorem 5.5.4]). According to the Opial theorem (see, e.g., [12, Theorem 5.3.6]) instead
of condition (1.5) it suffices to assume that
lim
y→+∞
F (y) < −r, lim
y→−∞
F (y) > r, where r = max
t∈R
|p′(at)|.
Item (i) implies item (ii) by the Brouwer Fixed Point Theorem (see [10, Chapter 1, §2]).
Introduce a mapping T : R2 → R2 as T = U(ω0, 0) , ω0 := ω/a . The map T is called
the Poincare´ transformation associated with the periodic system (3.4). Lemma 3.4 and the
Pliss results (see [11, Chapter 2, §2]) imply that there exists an invariant set I w.r.t. T ,
i.e., TI = I . This set is called characteristical set of the dissipative system (3.4) or a global
attractor of the diffeomorphism T . The set I has the following properties (see [10]–[12]):
• I is closed and bounded.
• I is stable w.r.t. T , i.e., for any ε > 0 there exists δ > 0 such that if ρ(Y0, I) < δ
then ρ(TmY0, I) < ε for every m ∈ N .
• For all Y0 ∈ R2 , ρ(T nY0, I)→ 0 , n→∞ .
• There exists a fixed point of the mapping T belonging to I , i.e., there exists an
ω0 = ω/a -periodic solution (or harmonics) of the system (3.4).
• The set I has zero Lebesgue measure by Theorem 1.9 from [11].
Define a set S as
S := {(Y, t) ∈ R3 : Y = Y (t, Y0, t0), Y0 ∈ I, t ∈ R}.
The set S has the following properties:
• S is bounded and closed.
• S is ω0 –periodic, i.e., for (Y, t) ∈ S , (Y, t+ nω0) ∈ S , ∀n ∈ N .
• S is invariant, i.e., if (Y0, t0) ∈ S , then (Y (t, Y0, t0), t) ∈ S for all t ≥ t0 .
• S is stable, i.e., ∀ε > 0 ∃δ > 0 such that if ρ(Y0,St0) < δ , then ρ(Y (t, Y0, t0),St) <
ε , ∀t ≥ t0 , where Sτ = S ∩ {t = τ} .
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• S is stable in whole, i.e., for all Y (t, Y0, t0) ∈ R2 we have lim
t→∞
ρ(Y (t, Y0, t0),St) = 0 .
However, these properties of S do not imply, in general, the convergence (3.1). Now we
consider the particular case of the system (3.4) when I has a unique point. Then (3.4) is
called the system with convergence (see [10, §7, Definition 7.1]). In this case, the system (3.4)
has a unique stable ω0 -periodic solution Yp(t) , and any another solution Y (t, Y0, t0) tends
to this periodic solution, i.e., lim
t→∞
‖Y (t, Y0, t0)− Yp(t)‖ = 0 , and the result (3.1) follows.
Below we give examples of the restrictions on the function F (y) when the system (3.4)
has convergence property.
Example 3.5 Assume that
(F1) F (y) = −ry with a constant r > 0 .
Then by the Levinson theorem (see [5], [10, Theorem 8.1], [12, Theorem 5.2.1]), Eq. (2.7)
has a unique ω0 –periodic solution and all other solutions tend to this periodic solution as
t→ +∞ .
Example 3.6 Assume that for y1 6= y2 , we have
(F2) k2/2− 1 ≤ −cF (y2)− F (y1)
y2 − y1 ≤ 1, 1 < k
2/2 ≤ 2 ,
where k =
√
κµ/m is the constant in (3.4).
Then according to the Zlama´l theorem (see, e.g., [12, Theorem 5.3.2]) all solutions tend
exponentially to a unique periodic solution as t→ +∞ .
Example 3.7 (see [10, Theorem 8.4], [4, Ch.XI, §5] or [15]) Assume that
(F3) F ∈ C2(R) ,F ′(y) < 0 for |y| ≤M ; ∃β > 0 such that F (y) sgn y ≤ −β for |y| ≥M ,
with the constant M from the bound (3.6). Moreover, the constant k from (3.4) is
enough large,
k > (1/2)N max
|y|≤M
(|F ′′(y)|/|F ′(y)|) ,
where the constant N is defined in the bound (3.6).
Then the system (3.4) has convergence property. For instance, the function F (y) = −ay3−by
with constants a, b > 0 satisfies these conditions.
Note that condition (F1) is a particular case of (F3).
Corollary 3.8 Let condition (F2) or (F3) be true. Then the following assertions hold.
(i) There exists a unique ω0 -periodic solution yp(t) of Eq. (2.7), and for any another
solution y(t) the convergence (3.1) holds.
(ii) The convergence (1.12) holds with the function up(x, t) satisfying (1.11).
The assertion (i) follows from the results mentioned above. Now we check item (ii).
Indeed, let u(x, t) be a solution of the problem (1.2)–(1.4), (1.9), (1.10). Then there
exists lim
n→∞
T n(u0(0), y1) =: (y¯0, y¯1) and (y¯0, y¯1) is a unique point of the set I . Hence
(yp(t), y˙p(t)) = U(t, 0)(y¯0, y¯1) is the unique ω/a -periodic solution of the system (3.4) and
convergence (3.1) holds. Put u¯0(x) = u0(x) − u0(0) + y¯0 and define functions f¯±(x) and
g¯±(x) by formulas (2.1) but with u¯0(x) instead of u0(x) . Define up(x, t) by (3.2). Then
up(x, t) is the solution of the problem (1.2)–(1.4) with the initial data (u¯0, u1, y¯1) . Since
(u¯0, u1) ∈ Hω , the functions f¯−(±x− at) and g¯+(±x+ at) in (3.2) are ω/a –periodic in t .
Hence the equality (1.11) holds, and the convergence (1.12) follows from (2.4) and (3.1).
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4 Appendix A: Proof of Theorem 3.1
For simplicity, instead of Eq. (2.6) we consider the following equation:
y˙(t) = F (y(t)) + P (t), t > 0, (4.1)
where P (t) ∈ C(0,+∞) is a periodic function with period ω0 = ω/a , the function F (y)
satisfies the condition (1.5). Write
q = max
t∈R
|P (t)| <∞. (4.2)
Denote by U(t, s) , t ≥ s , a solving operator of the following Cauchy problem for the
function y(t) :
y˙(t) = F (y(t)) + P (t), t > s, (4.3)
y|t=s = y0. (4.4)
Then U(t, s) : R1 → R1 transforms the initial condition y0 ∈ R1 for t = s to the solution
y(t) of the problem (4.3)–(4.4) in time t : U(t, s) : y0 → y(t) ≡ y(t, y0, s) .
Remark 4.1 (i) U(t, s)U(s, r) = U(t, r) for t > s > r , (ii) U(s, s) = Id , where Id is
identity operator on R , (iii) U(t + ω0, s+ ω0) = U(t, s) , t, s ∈ R .
At first, we prove the following lemma.
Lemma 4.2 There exists a bounded interval B = [y−, y+] ⊂ R1 such that U(t, s) : B ⊂ B ,
t ≥ s . Moreover, all solutions y(t) , t ≥ s , to problem (4.3)–(4.4) for finite time come in
the region B .
Proof. It follows from (1.5) and (4.2) that there exist points y− < 0 and y+ > 0 such that
F (y)− q > 0 for y ≤ y−;
F (y) + q < 0 for y ≥ y+.
Then by Eq. (4.3) we have F (y(t))− q ≤ y˙(t) ≤ F (y(t)) + q . Therefore, if y(t) ≥ y+ , then
y˙(t) < 0 , if y(t) ≤ y− , then y˙(t) > 0 . Lemma 4.2 is proved.
Denote by T := U(ω0, 0) the Poincare´ transformation associated with Eq. (4.3). Since
F ∈ C1(R) , the right hand side of Eq. (4.3) is continuously differentiable on y . Hence
T is continuously differentiable mapping R on R . It is easy to verify that there exists a
continuously differentiable mapping T−1 = U(0, ω0) , i.e., T is a diffeomorphism R on R .
It follows from Lemma 4.2 and the Brouwer Fixed Point Theorem that the mapping T has a
fixed point belonging to the interval B (see [12, Theorem 2.9.1] or Massera’s theorem [16]).
Denote by Z a set of fixed points of the mapping T ,
Z = {y ∈ R : Ty = y}.
Lemma 4.3 For every y0 ∈ R , there exists a y¯0 ∈ Z such that T ny0 → y¯0 as n→∞ .
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Proof. Since T is a diffeomorphism, then T is a monotone function. If y > y+ , then
Ty < y , and if y < y− then Ty > y . Let y0 be an arbitrary point. It follows from
Lemma 4.2 that ∃N(y0) ∈ N such that ∀n > N(y0) we have T ny0 ∈ B . Further, we
assume that y0 ∈ B . It is possible 3 cases:
(i) y0 ∈ (y−, z−), where z− = inf
z∈Z
z,
(ii) y0 ∈ (z+, y+), where z+ = sup
z∈Z
z,
(iii) y0 ∈ (zi, zi+1), where zi, zi+1 ∈ Z are two neighboring fixed points of T.
✻
✲
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✛
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✲
In case (i), since z− is extreme left fixed point of T , Ty > y for all y ∈ (y−, z−) . Write
yn = T
ny0 . Obviously, yn > yn−1 > ... > y0 , i.e., yn is an increasing sequence bounded
above by z− . Hence, the limit holds,
lim
n→∞
yn = sup
n∈N
yn = ys, ys ∈ (y−, z−],
i.e., T ny0 ↑ ys , n → ∞ . Hence, T n+1y0 → Tys = ys , n → ∞ . Therefore, ys is a fixed
point of T . Since z− is extreme left fixed point of T , then ys = z− .
In case (ii), Ty < y , ∀y ∈ (z+, y+) . Hence yn = T ny0 is a decreasing sequence bounded
below by z+ . Moreover, yn ↓ z+ as n→∞ .
In the case (iii), we have either (a) Ty > y , y ∈ (zi, zi+1) or (b) Ty < y , y ∈ (zi, zi+1) .
In the case (a) (see the case (i)) T ny0 ↑ zi+1 as n→∞ . In the case (b) (see the case (ii))
T ny0 ↓ zi as n→∞ . Theorem 4.2 is proved.
Proof of Theorem 3.1. It follows from Remark 4.1 that U(nω0, 0) = (U(ω0, 0))
n = T n .
Theorem 4.2 implies that ∀y0 ∈ R , U(nω0, 0)y0 → y¯0 as n→∞ , where y¯0 is a fixed point
of T .
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For t > 0 we choose n ∈ N such that t = nω0 + τ , where τ ∈ [0, ω0) . Since y¯0 is a
fixed point of T , we have
|U(t, 0)y0 − U(t, 0)y¯0| = |U(τ, 0)T ny0 − U(τ, 0)T ny¯0| = |U(τ, 0)T ny0 − U(τ, 0)y¯0|.
Hence, it follows from Lemma 2.2 and Lemma 4.3 that there exists a constant C <∞ such
that for enough large value n ∈ N , we have
sup
τ∈[0,ω0]
|U(τ, 0)T ny0 − U(τ, 0)y¯0| ≤ C|T ny0 − y¯0| < ε.
Denote by y(t) = U(t, 0)y0 and yp(t) = U(t, 0)y¯0 the solutions of the problem (4.3)–(4.4)
with the initial data y0 and y¯0 , respectively. Note that yp(t) is a periodic solution of
Eq. (4.3), because y¯0 is a fixed point of T . Therefore, for any solution y(t) of Eq. (4.3) we
have |y(t) − yp(t)| < ε for enough large value t > 0 . The convergence (3.1) follows from
condition (1.5) and Eq. (4.3).
5 Appendix B: Limit amplitude principle
Here we apply the results to the following problem for a function u(x, t) ∈ C(R2) :
(µ+mδ(x))u¨(x, t) = κu′′(x, t) + δ(x)F (u(x, t)), t > 0, x ∈ R, (5.1)
u(x, t) |t≤0 = p(x+ at), x ∈ R. (5.2)
Here m ≥ 0 , a =√κ/µ . In the case m > 0 we assume that condition (F2) or (F3) holds.
The function p from Eq. (5.2) satisfies the following conditions:
P1 p ∈ C1(R) .
P2 There exist numbers ω > 0 and p0 ∈ R such that F (p0) = 0 and
p(z + ω) = p(z) for z > 0, p(z) = p0 for z ≤ 0.
Note that the function p(x+ at) is a solution of Eq. (5.1) for t < 0 . Therefore, we can
consider Eq. (5.1) for t ∈ R . In particular, we have
u0(x) = u|t=0 = p(x), u1(x) = u˙|t=0 = ap′(x), x ∈ R, y(0) = u0(0) = p0, y˙(0) = 0.
Then f±(z) = 0 and g±(z) = p(z) for ±z > 0 . Therefore, by (2.4),
u(x, t) =


p(x+ at) for x > at,
y(t− x/a)− p(at− x) + p(x+ at) for 0 < x < at,
y(t+ x/a) for −at < x < 0,
p0 for x < −at.
(5.3)
where y(t) is a solution to Eq. (2.7) (or Eq. (2.6)) for t > 0 , and y(t) = p0 for t ≤ 0 . By
Proposition 1.3, the Cauchy problem (5.1)–(5.2) has a unique solution u(x, t) ∈ E for every
function p ∈ C1(R) .
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Let m ≥ 0 and yp(t) be the ω/a -periodic solution of Eq. (2.6) or (2.7) with the initial
date p¯0 = limn→∞ T
np0 (if m = 0 ) or with the initial data (p¯0, y¯1) = limn→∞ T
n(p0, 0) (if
m > 0 ). We extend yp(t) ≡ p¯0 for t < 0 and define
up(x, t) =
{
yp(t− x/a)− p(at− x) + p(x+ at) for x > 0, t > 0,
yp(t + x/a) for x < 0, t > 0.
(5.4)
Then up(x, t) ∈ E , up(x, t) is the solution of Eq. (5.1) under the condition up(x, t)|t≤0 =
p¯(x + at) , where p¯(x) = p¯0 + p(x) − p0 for x ∈ R . Moreover, the identity (1.11) holds.
Then convergence (1.12) follows from equality (5.3) and bound (3.1).
Acknowledgments This work was supported partly by the research grant of RFBR
(Grant No. 15-01-03587). Author would thank Prof. A.I. Komech for helpful discussions.
References
[1] M.L. Cartwright, Forced oscillations in nonlinear systems, Contributions to the Theory
of Non-Linear Oscillations, ed. S. Lefshetz, Annals of Mathematics Studies 20 (Prince-
ton University Press), 149–241 (1950).
[2] M.L. Cartwright, J.E. Littlewood, On non-linear differential equations of the second
order: II. The equation y¨+ kf(y)y˙+ g(y, k) = p(t) = p1(t) + kp2(t) ; k > 0 , f(y) ≥ 1 ,
Ann. Math., Second Series, 48 (2), 472–494 (1947).
[3] H. Lamb, On a peculiarity of the wave-system due to the free vibrations of a nucleus in
an extended medium, Proc. London Math. Soc. 32, 208–211 (1900).
[4] S. Lefschetz, Differential Equations: Geometric Theory, Interscience Publishers, Inc.,
New York, 1957.
[5] N. Levinson, On the existence of periodic solutions for second order differential equation
with a forcing term, J. Math. Phys. 22, 41–48 (1943).
[6] A. Lie´nard, E´tude des oscillations entretenues, Revue ge´ne´rale de l’Electricite´ 23, 901–
912, 946–954 (1928).
[7] W.S. Loud, On periodic solutions of Duffing’s equation with damping, J. Math. Phys.
34, 173–178 (1955).
[8] W.S. Loud, Boundedness and convergence of solutions of x′′ + cx′ + g(x) = e(t) , Duke
Math. J. 24 (1), 63–72 (1957).
[9] A.I. Komech, On stabilization of string-nonlinear oscillator interaction, J. Math. Anal.
Appl. 196, 384–409 (1995).
[10] V.A. Pliss. Nonlocal Problems of Theory Oscillations, Science, 1964 [in Russian].
[11] V.A. Pliss. Integral Sets of Periodic Systems of Differential Equations. Moscow: Nauka,
1977 [in Russian].
13
[12] R. Reissing, G. Sansone, R. Conti, Qualitative Theory of Non-Linear Differential Equa-
tions, M.: Nauka, 1974 [translation on Russian of the book Qualitative Theorie Nicht-
linearer Differentialgleichungen, Edizioni Cremonese, Roma, 1963].
[13] G.E.H. Reuter, Boundedness theorems for nonlinear differential equations of the second
order, Jour. London Math. Soc. 27, 48–58 (1952).
[14] G. Sansone, R. Conti, Non-Linear Differential Equations, Macmillan, New York, 1964.
[15] K. Shiraiwa, Boundedness and convergence of solutions of Duffing’s equation, Nagoya
Math. J. 66, 151–166 (1977).
[16] J.L. Massera, The existence of periodic solutions of systems of differential equations,
Duke Math. J. 17, 457–475 (1950).
14
