In this article, a fractional-norm constrained blind adaptive algorithm is presented for sparse channel equalization. In essence, the algorithm improves on the minimisation of the constant modulus (CM) criteria by adding a sparsity inducing ℓ p -norm penalty. Simulation results demonstrate that the proposed regularised equalizer exploits the inherent channel sparsity effectively and exhibits faster convergence compared to its counterparts.
Introduction
The constant modulus algorithm (CMA) is a widely studied and, under certain conditions, an admissible solution for adaptive blind channel equalization problem [1] . The performance of the traditional CMA, however, is not satisfactory if the underlying channel is sparse. By sparse channel, it is meant that the number of significant channel coefficients is much less than its total dimensionality. To make CMA suitable for such channels, Matrin et al. [2] devised a number of sparse versions of CMA where they incorporated sparsity under the approximate natural gradient (ANG) framework and developed proportionatetype updates (i.e. the changes in the equalizer parameters were proportional to their magnitudes). These variants happened to perform better than CMA on sparse channels but exhibited significant jitter when forced to converge faster. More recently, regularised sparse solutions have attracted serious attention in adaptive signal processing community. Most of these efforts have been centered around the sparsity promoting minimisation of ℓ 0 and ℓ 1 norms of the filter parameters [3, 4, 5, 6] . The use of fractional-norm regularisation has also evolved as an admissible candidate and has been found sparser than ℓ 1 and more tractable computationally than ℓ 0 [7, 8] .
In this work, motivated by the idea of norm-constrained optimisation [9] , we design a sparse CMA by projecting the gradient vector of the cost onto an ℓ p -ball and exploiting the smallest geometrical angle between the gradient vectors associated with the cost and the constraint. We discuss the stability of the proposed update, and provide simulation results to demonstrate its superiority over the CMA and sparse variants of CMA.
Proposed Algorithm
Consider the following instantaneous constant modulus (CM) cost function subjected to a constraint for sparsity:
where
T is an N × 1 channel observation vector, R > 0 is a statistical constant [1] , and w k p is a pseudo ℓ 0 -norm defined as
The objective is to mitigate the sparse channel interference and recover the transmitted sinal using solely the equalizer output w H k x k . The a priori information about the sparsity of channel is assumed to be available, and as a result, the equalizer coefficients are also assumed to be parameterised with sparse representation. By sparse,we mean that the number of significant parameters in w k , M, is much less than its total dimensionality (that is M ≪ N).
Note that for the feasible set Q ∶= w k p p ≤ c, the minimum value in CM cost is assumed to be attainable as the objective is continuous (and admissible for equalizable channels), and the set Q is compact. Also the set Q is nonconvex, so there might be multiple projection points in general on the geodesic of w k p p = c. For the purpose of equalization, however, any such minimiser is acceptable. The Lagrangian for (1) reads
where λ k is a real-valued Lagrangian multiplier. The gradientbased update for the minimisation is obtained as
where the superscript * denotes complex conjugate. Denoting
We have to select λ k such that w k+1 p = c, ∀k, i.e., the ℓ p -norm of vector w k is conserved for all values of k. This property yields a flow equation in continuous time-domain:
where the superscript H denotes the complex conjugate transpose operation. The two vectors b(t) and dw(t) dt are orthogonal to each other, and they are normal and tangential to the surface w(t) p p = c at w(t), respectively. Moreover, for a sufficiently small δ, we can approximate the time derivative as follows:
Combining (4) and (5), we obtain an optimal value of λ k , as given by
The vector
So that the required update is not only against the gradient g k but also follows the geodesic of w k p p . Refer to Fig. 1 for the geometrical illustration for a real-valued two-tap equalizer. Moreover, the term λ k b k serves as zero-point attraction [10] , because it reduces the distance between w k and the origin when w k is small. 
w k Figure 1 : Geometrical interpretation of constrained optimization.
Note that λ k is (a sort of) complex-valued cosine [11] of the angle between b k and g k . From the problem definition, however, the value of λ k is required to be real-valued. To obtain a real-valued λ k , we have a lemma from the theory of holomorphic geometry of complex vectors [12 
The algebraic expression for the smallest angle, independent of spanning, in terms of the Hermitian structure is obtained from 
The maximum value of this expression over all
Owing to Lemma 1, the optimal value of λ k is obtained as
Since λ k,optimal > 0, therefore the resulting algorithm maximises the ℓ p -ball of the equalizer coefficients until it coincides with the extremum of minimising CM cost.
The orthogonal projection theorem suggests that the minimum an-
The complex-valued cosine of the angle between two complex vectors v 1 and v 2 is given generally as cos(
iθK , where θ C ∈ C is called the complex angle, and ρ ∶= cos(θ C ) =∶ cos(θ H ) ≤ 1. The angles 0 ≤ θ H ≤ π 2 and −π < θ K ≤ π are known as the Hermitian angle, and the Kasner's pseudo-angle, respectively, between the vectors v 1 and v 2 . So the proposed equalizer ℓ p -SCMA exploits the Hermitian angle in the update process which is not only the smallest angle but is insensitive to the multiplication of the vectors by any complex scalars, and it is desirable in the context of CM equalization where the equalizer update is required to be insensitive to multiplication by complex exponentials which represents phase/frequency offset errors.
So we find an adaptive solution to the sparse equalization problem (1) which minimises the CM criterion, moves along the geodesic of the constraint surface, and exploits the smallest angle between the gradient vectors (possibly spanning complex lines), as given by:
where g k and b k are specified as:
Steady-state Stability
The update (9) is stable.
, we obtain energy of the update (9) as given by
Owing to Bussgang theorem [13] , we have Ew
. Further exploiting the independency between x k and w k (independence theorem [14] ), we obtain E g k 2 − γ 2 b k 2 = 0, yielding E w k+1 2 = E w k 2 which implies that there is no growth in the energy of w k and thus proves the stability.
Explicit Regularization
We may add a second stage to perform explicit regularization. The aim of this stage is to (further) prune the equalizer coefficients as obtained in the first stage by introducing explicit ℓ 1 2 or ℓ 2 3 regularization as a brute-force method to prevent the coefficients taking large values, and to drive the unnecessary coefficients (which fall below certain threshold) to zero. Elegant closed-form solutions for ℓ 1 2 or ℓ 2 3 regularization have been developed by Zhang and Ye [15] .
Consider the following lemma:
Lemma 2 [16]: Let f denote the objective function min
It has a unique minimum h * for w ≥ τ(p, λ), where
Next we discuss closed form solutions for p = 1 2 and p = 2 3.
Closed-form solution for ℓ 1 2 regularization
Once we have w k = w 
where h ∈ M N is an auxiliary variable. The closed form solution to the above optimization problems are given as (below L denotes either R or I):
The regularized equalizer second-stage output is thus obtained as
Consider a scalar ℓ 1 2 optimization problem as follows:
Taking derivative with respect to h, and substituting to zero, we get
Substituting h = z 2 , we obtain
Note that we require h < 0 (> 0) for w < 0 (> 0). Let h < 0, it gives sign(h) = −1, and w = − w , and we obtain
Same is the result when w > 0; so we proceed with (18) . In order to have three real-valued roots, we need to ensure that the Cardan's discriminant 1 is positive, this gives
Due to Lemma 2, however, we can find solution only if w > 
where q ∶= −(λ 8) (3 w ) 3 2 . Eq. (19) may be solved by considering the triangle in Fig. 3 , where y 1 represents one of the three roots of y. We outline the proof as conceived by Mitchell [17] in the interest of readers. Using the cosine law, we obtain
which justifies the claim that y 1 is one of the roots of (19) . Similarly we obtain cos(B) = y 
From (21), we obtain B = 2A.
C. Now employing the sine law, we obtain
which implies y 1 = sin(B) sin(A), and gives
The other two (z 2 and z 3 ) roots may be found by adding ± 2π 3 in the argument of cos(⋅); however, by inspecting these roots, we find that the root specified in (23) is the desired root. From
The last task is to find out the value of t from the cubic expression (29); we specify it again
Evaluating the Cardan's discriminant, we obtain 
which implies that there is only one real-valued root of (34). Since Mitchell's triangle method requires δ > 0, therefore it cannot help us find that root. Using Holmes formula [19] , however, we immediately obtain the required real-valued root of (34) in a closed-form as follows:
Owing to the relation h = z 3 , we obtain h as follows:
for w > 
where t is as specified in (36).
Simulation Results
We compare the proposed two-stage regularized sparse CMA (RSCMA) equalizer with the traditional CMA [1] and two sparse variants of CMA like ANG-CMA [2] and SCMA(p) [20] . The baseband model of the sparse channels have 100 taps with five non-zero taps obtained using the following program: standard deviation 1.8. The histogram of the eigen-value spread is shown in Fig. 4 .
We consider a two-modulus 8-ary amplitude phase shift keying (APSK) signaling at 30 dB signal-to-noise-ratio (SNR), and use inter-symbol interference (ISI) metric for performance comparison averaged over 1000 channels randomly obtained using sparse channel.m. Equalizers are initialised such that the central tap is set to 1 + i, and the rest of the taps are set to (1 + i) N where N = 120 taps, and i ∶= √ −1. Results for ISI traces are summarised in Fig. 5 , where the step-sizes appear in the legend. Note that the proposed equalizer RSCMA (with explicit ℓ 1 2 closed form regularization) outperforms CMA and its sparse variants ANG-CMA and SCMA(1 2) in terms of steady-state performance.
Conclusions
An ℓ p -regularised sparse CMA equalizer, RSCMA, is obtained and demonstrated for blind channel equalization of complex valued signals by incorporating the so-called zeroth-norm constraint in the traditional CM cost function. Simulation results have shown that RSCMA exhibited faster convergence rate on sparse channels as compared to the traditional CMA equalizer and its sparse variants. Finally, our equalizer proved to be a substitute for the traditionally used ones. 
