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Abstract Stereoscopic devices are becoming more popular every day. The 3D 
visualization that these displays offer is being used by videogame designers in order 
to enhance the user’s game experience. Autostereoscopic monitors offer the 
possibility of obtaining this 3D visualization without the need for extra device. This 
fact makes them more attractive to videogame developers. However, the 
configuration of the cameras that make it possible to obtain an immersive 3D 
visualization inside the game is still an open problem. In this paper, some system 
configurations that create autostereoscopic visualization in a 3D game engine were 
evaluated in order to obtain a good accommodation of the user experience with the 
game. To achieve this, user tests that take into account the movement of the player 
were carried out to evaluate different camera configurations, namely, dynamic and 
static converging optical axis and parallel optical axis. The purpose of these tests is to 
evaluate the user experience regarding visual discomfort resulting from the 
movement of the objects, with the purpose of assessing the preference for one 
configuration or the other. The results show that the users tend to have a preference 
trend for the parallel optical axis configuration set. This configuration seems to be 
optimal because the area where the moving objects are focused is deeper than in the 
other configurations. 
 






Autostereoscopic monitors are one of the most popular emerging technologies for 
use in visualization devices. This is due to the fact that these displays provide a 3D 
image without the viewer needing to wear any special viewing device. The consoles 
produced by Nintendo (3DS, new 3DS, etc.) have managed to bring 
autostereoscopic models to the market, which is an indication that these 
technologies are being considered as a novel means to create and visualize contents 
especially in the field of videogames.  
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Multi-view autostereoscopic televisions (MVATV) allow different people to 
simultaneously see the same content in 3D from different views of the scene in real 
time without any additional device, unlike other stereoscopic technologies that 
require multi-player connection and 3D glasses. However, several problems appear 
in the generation of content to be displayed on these MVATV, especially when a 
game is played using these displays. Several studies have been conducted that 
address the visual discomfort produced by displaying the movement of objects [1–
3].  
The comfortable viewing zone, which determines the threshold of the distance 
between the virtual object and the screen that would not induce visual discomfort, 
has thus been investigated and defined in different papers [1, 2, 5], most of which 
have focused on stereoscopic still images. However, other studies demonstrate that 
fast motion can also induce visual discomfort even if the object is within this 
comfortable viewing zone [2–4]. 
Besides this visual inconvenience, some issues that affect the user experience 
have to be taken into account when performing an autostereoscopic display, such as 
eye strain [6], crosstalk or ghosting [7], simulator sickness [8], etc. These symptoms 
make the game uncomfortable for users, and so they have to be analyzed and their 
possible effects avoided. This study focuses on finding an optimal configuration of 
the cameras that makes autostereoscopic visualization possible, taking into account 
the usual movement that occurs in most videogames. 
This study considers several methods of configuring the cameras in a game 
engine to improve the user experience. In order to analyze the quality of the display 
with respect to the player’s movement, a third-person action-based videogame was 
designed. The type of videogame chosen was an Autostereoscopic Shooter (AS) 
game. The aim is to analyze the camera setup that best reduces the problems of 
accommodation-convergence that are generated in the users when there are changes 
in the movement of the player. Furthermore, an evaluation questionnaire is 
designed in order to collect the user’s opinions when evaluating the quality of the 
visualization of the game. Results are evaluated and an optimal camera 
configuration is proposed. 
The rest of the paper is organized as follows. Section 2 provides a concise 
overview of the state of the art related to auto-stereoscopy, videogames and user 
experiences with this type of displays. This section briefly analyzes the guidelines 
for improving the quality of the user experience in viewing via stereoscopic media, 
and establishes a hypothesis to be tested in this article. Section 3 describes the 
design of the different configurations that are going to be tested. This section also 
describes the game and the building of the interlaced image to be displayed on a 3D 
multi-view Autostereoscopic Television. Section 4 explains the tests performed and 
analyzes the results by means of a statistical analysis for the three camera 
configuration methods. Finally, the conclusions and some future work are discussed 
in section 5. 
 
2 State of the art 
 
The research on the relationship between the user and auto-stereoscopy involves 
several areas that have to be taken into account. They cover the study of problems 
regarding the physiological and physical effects on human beings that involve the 
quality of the user experience. In addition, another field of research that needs to be 
addressed is how stereoscopy influences human capabilities and performance. 
 
 




2.1 Convergence-accommodation conflict 
 
The convergence-accommodation conflict is a widely documented problem caused 
by the eyes misleading the brain by forcing a change in the usual way of focusing 
the eye’s lens, which gives rise to adverse effects. On the one hand, eye 
accommodation is the process by which the lenses are adapted to focus on an object 
which is carried out by means of the ciliary muscle. The eyes change the optical 
power by modifying the curvature of the lens and making the object look focused 
[6] [11]. On the other hand, convergence is the process by which both eyes move in 
opposite directions, so that the object to be focused on is adjusted on the retina [10]. 
The object is said to be in focus when the visual axes are aligned at that point. 
When a person looks at a point, the accommodation and convergence distances 
are the same. This also happens with the stimulus that goes to the accommodation 
and convergence systems [12]: the eyes focus on and converge to the plane where 
this stimulus is. When a human is looking at an autostereoscopic monitor, the eyes 
are focused on the monitor and the distance to it is constant [4]. 
The brain then receives planarity information and absence of 3D. Nevertheless, 
each eye receives a different image that produces the 3D effect. In this case, the 
convergence distance is different from the focus distance, as shown in Figure 1. 
Some research demonstrates that constantly favoring the convergence-
accommodation conflict does not cause visual fatigue if the difference between the 
distances is maintained within a certain range [14] [9]. 
 
2.2 Effects of virtual movement on the display of stereoscopic contents 
 
There are two main types of movement in stereoscopic displays: movement on the 
plane and movement in depth. Planar motion means that the object moves only on a 
plane parallel to the screen. In-depth motion is defined as that which occurs when 
the object moves toward or away from the observer. Some research has determined 
that planar movement combined with in-depth movement of objects causes visual 
fatigue [13, 15]. 
When displaying 3D images on flat stereoscopic screens, the binocular angular 
disparity φ can be expressed by the degree of visual angle [13], as illustrated in 
Figure 2. Let F be the situation of the object on the screen and let α be the angle 
formed by the focus direction of each of the eyes when they focus on the screen. In 
this situation, when the objects are on the screen plane, the binocular angular 
disparity is 0 degrees which means there is no disparity between the two retinal 
images. 
The movement in depth, as well as the planar movement, of static images also 
causes visual fatigue. Particularly, quick movements cause an increase in discomfort 
in dynamic images [4]. When dealing with the speed of objects in the scene, it is 
important to take into account changes in the binocular disparity. The binocular 
disparities φA and φB produced when the fixation point F moves to points A and B 
can be calculated by Eq. 1. Furthermore, if a frenzied scene is going to be viewed, it is 
recommended to have a small disparity or, what is the same, to maintain a small 
angle of difference between the images. 
φA = β – α (1) 
  φB = γ − α 





Fig. 1 Convergence-accommodation conflict in three-dimensional visualization. 
 
Another concept that has to be taken into account is the distance between the 
cameras that are generating the images. In order to feel a realistic three-dimensional 
sensation, the viewer should receive different, slightly separated images for each 
eye obtained from a camera array. For that, it is necessary to consider the pupillary 
distance (PD) (Figure 2). The average adult pupillary distance is between 54 and 74 
millimeters, while the PD of children is between 43 and 54 millimeters. However, if 
a videogame is going to be visualized, the best experience is sought, so this distance 
may vary for the sake of clarity and reduction of asthenopia. In this work a value of 
65 millimeters was used to obtain the binocular disparities φA and φB. 
2.3 Study of user experience viewing a 3D television 
 
User eXperience (UX) is a difficult term to define in the sphere of human- 
computer interaction. The consensus states that UX is defined by three elements: 
the user, the system, and the context [17]. The user manipulates the system, which 
is the software required for the product to work, while the context represents the 
circumstances in which the activity takes place. 
In our work, the target users are young people, who lose interest as the 
discomfort or physiological effects produced by 3D televisions (3DTV) increase. 
The contents that they demand are those typically required of a normal television, 
but they look for more than just objects contained in a box: they are interested in 
interactive contents and sharing their experience with other people. According to 
[18, 19], stereo monitors are causing a greater sensation of presence, immersion and 
depth in the visual contents. 
Some studies [6,10,17] have investigated into the human capacity to deal with 
different tasks and the difference between solving them using a stereo system or from 
a single camera, concluding that sixty percent of the subjects solve the tasks better in 
the stereo field. However, in [20] it is stated that just a right amount of stereo is an 
important factor for a good quality experience, as it increases the sense of presence 
among users. 
The literature allows the user to follow a series of guidelines for improving the 
quality of user experience in viewing stereoscopic media. The following are some 
of those listed: 
 






Fig. 2 Binocular angular disparity, where F is a point on the screen plane that moves to A and B. 
 
 
1. The in-depth movements must be smooth and slow. The main action should be 
carried out in the comfortable viewing zone. If the camera array is focusing inside 
this zone, the in-depth movement that happens at a distance from this area is not 
important and can be frenetic. By following these guidelines, the convergence-
accommodation conflict is potentially reduced [4, 19, 21, 15]. 
 
2. It is important to maintain a correct separation between cameras and to obtain a 
render of the best possible quality, since the occurrence of visual artifacts in 
them leads to an increase in visual fatigue [21, 22]. 
 
3. Depth in the videogame is given by elements in the medium and distant plane 
that have both depth and height [21, 23]. If the objects are situated too close to 
the camera, the movement can be frenetic, and if they are far away from it, the 
objects can appear blurred. 
 
4. The viewing periods should be short because the human brain is not used to 
changing the focus on objects that move outside the comfort zone, so this can 
produce visual fatigue [16]. 
 
5. To create a dynamic and realistic effect of movement inside the comfortable zone, 
the game needs to know what the player is looking at [29]. 
Focusing the work on point 1, our hypothesis states that: if there is a scene where 
the main action is kept within the comfort zone, leaving the plane of convergence 
static will favor the three-dimensional sensation and will provide the best user 
experience. 
 
3 Dynamic multi-view content generation 
 
In this section, a study of the conditions of visualization and integration of synthetic 
scenarios in an autostereoscopic device is analyzed. In order to perform a depth 
analysis, these scenarios were rendered from a set of cameras with different static 
and dynamic configurations. 
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Firstly, a videogame was developed using two different scenarios. In both of 
them, all the action is performed in the center of the projected scene in the search 
for a greater sense of depth. The avatar that represents the player is a spacecraft. In 
the first scenario, the player moves inside a tube-shaped enclosure. At the same 
time, a set of asteroids appear in the videogame, emerging from the background and 
moving inside the tube-shaped enclosure so that the sensation of perspective is 
increased. Figure 3 shows a screen-shot of this scenario on the left. The other 
scenario designed for the second version of the game was a procedurally generated 
terrain. The spacecraft flies over the terrain trying to avoid hitting the asteroids that 
also emerge from the background. This scenario is shown on the right of Figure 3.  
Initially, the activity of the player in the game is passive, that is, he/she only 
observes the game without interacting with it. The spacecraft moves with a non-
constant acceleration approaching or moving away from the viewer. The player 
does not control the path his or her avatar takes from the start to the end (although 
he/she may be able to pause that movement). In this part, the player has to 
concentrate on the problems linked to the convergence-accommodation conflict of 
the 3DTV viewer regardless of the actions that the he/she can perform in the game. 
After this visualization period, the player interacts with the game, moving the 
spacecraft to avoid the asteroids that are going to crash into it. This part attempts to 
test the players’ response in autostereoscopic visualization. 
Several camera configurations that cause different multi-view results of the 
scene were tested. The values of the different parameters were obtained by analyzing 
the technical description of the 3D MVATV that is going to be used in the 
experiment (8-view 46-in xyZ 3D LCD-display with lenticular lenses). The final 
configuration is detailed in Section 3.1. Next, for each frame, the RGB information 
pattern was interlaced to be sent to the auto-stereoscopic display (Section 3.2). The 
generation of interlaced images was performed maintaining an interactive frame 
rate using GPU shaders. These last two steps were integrated inside a powerful 
game engine (Unity 3D) in order to allow interactive real-time visualization. Finally, 
the integration of information in Unity and the characteristics of the autostereoscopic 
display are detailed in Section 3.3. 
 
3.1 Virtual world configuration and visualization 
 
Camera setup is a crucial point for multi-view content generation. Therefore, 
depending on the configuration of the parameters in the camera model, different 
effects can be produced in the visualization of scenes. This fact makes it necessary 
to test different static and dynamic configurations that can be analyzed to improve 
the user experience in the game. 
 
3.1.1 Configuration of the videogame 
 
The game designed for this study was developed using a game engine in which 
coordinates system are measured in Graphics Units (GU). Moreover, the time unit 
is the time elapsed between two consecutive frames, deltaTime (dT), so, the velocity 
is given in GU/dT. The videogame runs at 30 frames per second and thus it can be 
established that dT = 0.033 seconds. 




Fig. 3 Screenshots of the Autostereoscopic Shooter (AS) game developed with two different scenarios.  
 
In order to experiment with the different camera configurations, some distances 
were set, as shown in Figure 4. First of all, the array of cameras was placed at 2.5 
GU with respect to a plane where the objects are focused, situated on the television 
screen. The player was represented by a spacecraft that can approach or move away 
from the set of cameras within a range of depths. In the game, this movement was 
established from 1.3 to 8.5 GU taking the situation of the cameras as the initial 
point.  
Another interval that has to be set is the user comfortable viewing zone, that is, 
the range of depths outside and inside the display where the objects can be seen with 
sufficient comfort by the viewer. This zone was established experimentally by 
visualizing a 0.5 GU cube with a checkered texture. Next, we gathered the opinion 
of some users located approximately 4 meters from the screen. This distance is in 
the range between 3 to 7 meters recommended by the manufacturer of the 3D 
MVATV. During the experiment, the cube was moved in-depth by locating it at 
different levels of depth, and the users determined when visual defocus is produced. 
The experiment established a comfortable viewing zone of between 1.04 and 3.45 
GU. 
The speed of the spacecraft can vary in this comfort zone, with 0.11 GU/dT for 
slow velocity and 0.23 GU/dT for normal velocity. At the same time, a set of 
asteroids appear in the videogame moving inside a tube-shaped enclosure or flying 
over a terrain, so that the sensation of perspective is increased. Their emission point 
was located at 100 GU, this distance being considered as the background. However, 
the viewers can recognize them when they reach a distance of approximately 20 GU 
from to the cameras. 
To complete the configuration and make it easier to measure the visual 
discomfort, graphic units were converted into real measures. The scale factor to 
convert GU into meters was calculated experimentally using the checkered texture 
cube again. The fact that the size of the cube viewed by the user diminishes with the 
distance because of the perspective projection, thus maintaining a constant angle as 
taken into account. Accordingly, the size of the cube was measured when it 
represented on the screen, and when it moved off-screen at different depths. 
Considering the triangles formed by the vanishing point of the perspective 
projection and the measured height of the cube in these distances, by similarity of 
triangles, the Thales theorem was applied to establish a scale factor that relates in-
depth measurements of the real world to the graphic world. This scale is about 0.31 
meters for each GU. 





Fig. 4 Scheme of the videogame designed for performing the testing in graphic units and the binocular 
disparities in degrees. 
 
In addition, it is possible to convert the intervals from GU to meters. The interval 
where the spacecraft moves in-depth was therefore updated to real measures, 
resulting in the range of [3.62, 5.88] meters. The binocular disparities φA and φB 
between these distances were calculated according to Equation 1, the results being 
+0.098 degrees in the position closest to the viewer and 0.298 degrees in the 
furthest one (see Figure 4). The comfortable viewing zone was established in the 
range of [3.54, 4.30] meters, the binocular disparities varying in the range of 
[+0.120, -0.065] degrees. Finally, the background where the asteroids emerge from, 
is located 34.60 meters away from the viewer. 
 
3.1.2 Configuration of the set of cameras 
 
In [24] the authors performed user tests in a First-Person game applying different 
camera setups, and showed that the configuration that produces more natural and 
realistic sensations was the planar configuration. Following the results of [24], a 
planar camera setup is presented in this work. A rack of cameras was disposed, 
where n linearly arranged cameras are pointing toward the scene. Several 
parameters were set to configure these cameras. In the case of the distance between 
them, the bigger the distance between the cameras is, the more parallax is obtained. 
Thus, the proposed configuration was to position eight cameras (number of views 
of the used 3D MVATV), the distance between the optical centers of two 
consecutive cameras in the camera array being set to 0.01 GU.  
The distance to the convergence plane will vary statically or dynamically, and the 
orientation of the optical axes will be modifiable by varying the optical axes of the 
cameras from parallel to convergent. The spacecraft performs in-depth movements 
in the third-person game that was designed, so its distance to the camera position 
can vary within a range of distances. Moreover, in this kind of games, the 
movement of the focus point of the set of cameras must vary more smoothly than the 
movement of the player, since sudden changes in the images displayed by the set of 
cameras generate visual fatigue. This allows us to test three configuration methods: 
 
  






Fig. 5 (a) Parallel optical axes (POA). (b) Static converging optical axes (SCOA). 
 
1. Parallel optical axes (POA). In this configuration, the quality of the visualization 
will be determined by a horizontally distributed camera configuration, where 
the optical axes of the cameras are always parallel (Figure 5 (a)). This 
arrangement is the same planar setup as the one used in [24]. The Field of 
Vision (FOV) of the cameras was set to 60 degrees. In this configuration, as can 
be observed in the image, a common area appears in the scene at a certain 
distance from the cameras whose projected information can be seen in all of 
them. This area allows the convergence plane to be placed perpendicular to the 
optical axes of the cameras. 
 
2. Static converging optical axes (SCOA). This configuration was designed to 
evaluate the quality of the display that occurs when the optical axis is pointing to 
a static convergence point, situated on the display screen (Figure 5 (b)). This 
means that the distance from the set of cameras to the convergence plane 
remains at a constant value. In this case, the FOV was set to 41 degrees. This 
configuration is recommended by the manufacturer of the 3DTV. 
 
3. Dynamic converging optical axes (DCOA). In this configuration, the quality of 
the three-dimensional display will be evaluated with a planar camera 
arrangement where the optical axes are focusing on a point located in the plane of 
convergence. This point is indicated by the depth of the spacecraft relative to 
the cameras, so the convergence distance varies during viewing. In this 
experiment, the changes due to the velocity of objects were evaluated, taking 
into account the fact that the convergence plane varies its depth with the 
spacecraft’s movement (see Figure 6). The FOV is also set to 41 degrees in this 
last configuration. 
 
3.2 Generation of interlaced images 
 
The 3D MVATV display is fitted with high precision lenticular lenses to generate 
the 3D sensation produced by different images being viewed by each eye. The 3D 
viewing is performed by combining the information obtained from the images taken 
by n-cameras. These images are initially stored in a single texture by applying a 
render-to-texture off-screen operation. They are then distributed in a new squared 
image composed of tiles.  





Fig. 6 Dynamic converging optical axes (DCOA). The convergence point varies depending on the situation 
of the player. 
 
 
Fig. 7 Process of generating the final rendering in the 3D MVATV, using the POA configuration of the 
cameras as an example. 
 
 
Lastly, this image has to be interlaced by distributing the tile information in each of 
the sub-pixel distributions in the 3D MVATV. 
The composed image will also be stored in a texture and visualized in the 3DATV 
taking advantage of the graphics hardware. It will be applied to a quad through a 
shader, performing a technique called Full Screen Quad (FSQ) carried out in the 
vertex shader. This quad occupies the entire region of the viewport observed by a 
new camera. This whole process is described graphically in Figure 7. 
The autostereoscopic device that was used in this work has eight views and its 
manufacturers recommend two possible configurations to compose the final texture 
with eight views: a mosaic of 3 3 tiles, where the information about one of the 
images has to be used twice, and another configuration of 4×2 images. Both 
configurations allow the information captured by the cameras to be interlaced. In 
our work, the arrangement of 4×2 images is the one on which the interlacing 
algorithm was developed, based on the properties of the display used in the 
visualization (Figure 8). The images obtained from each of the cameras have a 
resolution of 720×360, which, after performing the composition, resulted in a 
1440×1440 square image. 
  






Fig. 8 Image of the square tiled texture (1440×1440) composed from the camera images, each with a 
resolution of 720×360. 
 
 
Fig. 9 Pattern to access the cameras and obtain the R, G or B values of the interlaced image. 
 
The 3D MVATV used in our experiment has a sub-pixel distribution that 
combines the RGB values of different cameras. Figure 9 shows this sub-pixel 
distribution with the number of the camera that is employed in each of the three 
color channels, RGB. If we observe this pattern, it can be seen how a repetition of 
two rows is produced (rows 3 and 4, and rows 6 and 7 in our example). As an 
example of how the distribution is combined, Figure 10 (a) shows the tiled image 
resulting from composing the possible images obtained from each of the eight 
cameras. To simplify the explanation, different colors were applied to the image 
obtained from each camera, thereby ensuring that each color channel can take 
values from 0 to 255. Moreover, each camera is identified by a number in the tile. 
The result of interlacing these images is shown in Figure 10 (b).  
As can be seen in this figure, the values of some rows are repeated. The method 
used by the 3D MVATV to compensate for this repetition is to interpolate all the 
repeated rows with neighboring row that is situated just above or below it. The 
resulting image is shown in Figure 11. It can now be seen that the transition of 
colors is smoother. Moreover, on observing the pattern of access to the image 
cameras (Figure 9), a displacement can be seen. Apart from the repeated rows, each 
row in the pattern access is displaced one position to the right in order to compose 
the next one.  





Fig. 10 (a) Tiled texture where each tile is represented by a color. (b) Interlaced image obtained following 
this pattern. 
 
Fig. 11 Final image obtained after performing the interpolation of the required rows. 
 
This arrangement is required due to the fact that the semi-cylindrical lenses are 
arranged in an inclined manner to reduce the Moiré effect following a slanted 
parallax barrier distribution [28]. The slanted parallax barrier covers the display and 
defines a particular light direction for each sub-pixel. Depending on the viewing 
angle and the distance of the observer from the display, most of the sub-pixels are 
masked. The structure of the optical filter defines a certain correspondence map 
between sub-pixels and views. 
3.2.1 Implementation to obtain the interlaced image 
 
The information included in Table 1 describes the variables that had to be defined to 
perform the interlacing. The square tiled texture is stored in the Main_Tex variable. 
In addition, as input parameters some more data are required: the dimensions of the 
square texture, Tiled_dim; the width and height of each image of the camera, img_w 
and img_h; the width and height of the FSQ rendered in the 3DATV, w and h, the 
interlaced image will be sent; and the number of patterns or cameras, 
PatternLength, engaged in the tiled texture. With this information, a set of functions 
are defined that will be used during the Fragment Shader process to interlace the 
content following the sub-pixel distribution. 
The GetPatternRGB function (Algorithm 1) calculates the RGB values of the 
texture for a position determined by the row and the column input variables. Next, 
the displacement of the pattern is calculated so that the RGB values stop being 
sequential and they are adapted to those shown previously. Finally, to obtain the 
correct pattern, an adjustment between the pattern and the displacement is 
performed, which involves capturing the new RGB values and performing the 
interpolation of the rows that are required. 




Table 1: Variables required by the code that was implemented. 
Variables  Description 
Main_Tex  tiled texture 
Tiled_dim  texture dimensions of the tiled image 
img_w, img_h width and height of the camera images 
w, h   width and height of the FSQ 
PatternLength  number of patterns or cameras 
The GetCamera function receives the tile number, a number in the interval [1,8], 
because the system requires eight cameras to perform the autostereoscopy. This 
function returns the position (row, column) of the image rendered from that camera 
in the non-interlaced texture. And finally, the GetRGBValue function (Algorithm 2) 
reads the color values of each image obtained from a camera in the tiled texture. 
All these functions are used in the main algorithm implemented to compose the 
interlaced image. This is shown in Algorithm 3. 
 
Algorithm 1: Function GetPatternRGB. By giving a row and column of the tiled 
   texture the new RGB values are estimated.  
1 Function GetPatternRGB (int row, int column) 
2 int normalPattern = (3 * ((w - row- 1) * h + column)) mod PatternLength; 
3 int displacement = (2 * (row) / 3) mod PatternLength; 
4 int adjustment = (normalPattern - displacement); 
5 int newR = adjustment < 0 ? PatternLength + adjustment:  adjustment; 
6 int newG = newR + 1 > (PatternLength-1) ? 0 : newR + 1; 
7 int newB = newG + 1 > (PatternLength-1) ? 0 : newG + 1; 




Algorithm 2: Function GetRGBValue. This locates the required value on the tile  
and assigns it to the indicated value channel, 3: Red, 2: Green, 1: Blue. 
1 Function GetRGBValue (int tile, int row cam, int col cam, int RGB) 
2 col cam = ceil((col cam - RGB) / PatternLength); 
3 pixelcam = float2(GetCamera(tile).y + col cam, 
4 GetCamera(tile).x - row cam - 1); 
5 texelValue = tex2D(Main Tex, float2(pixelcam.x, pixelcam.y)/Tiled dim); 
6 return (RGB==3 ? texelValue.r : RGB==2 ? texelValue.g : texelValue.b); 
 
Algorithm 3 presents the pseudocode of the shader that generates the interlaced 
image from the tiled texture. The implementation was performed in the Unity 3D 
engine using the HLSL shading language. 






Algorithm 3: Algorithm for obtaining the interlaced image. 
 
1 Function f rag(v2 f IN) : Color 
2 // Obtain the number of the row and column of the texture analyzed 
3      row = (1.0 IN.uv.y) h 
4     column = round(IN.uv.x   w) 
5 // Obtain the RGB value in the indicated row and column 
6    Pattern RGB = GetPatternRGB(row, column); 
7 // Calculate the appropriate row and column to perform the interpolation 
8    row Cam = (row)/3; 
9    col Cam=(column) 3.0; 
10 // Calculate the RGB value in the final image 
11    R = GetRGBValue(Pattern RGB.r, row Cam, col Cam, 3.0); 
12    G = GetRGBValue(Pattern RGB.g, row Cam, col Cam, 2.0); 
13    B = GetRGBValue(Pattern RGB.b, row Cam, col Cam, 1.0), 
14 Color = f loat4(R, G, B, 1); 
15 return Color; 
Figure 12 illustrates the interlaced image obtained by the shader. The input texture 
is the one shown in Figure 8. 
 
3.3 Integration in Unity:  
 
The videogame used in the test was developed with a powerful game engine: Unity 
3D [26]. This allows us to use the capabilities of this multiplatform tool to integrate 
interactive content and apply GPU shaders. To conduct the experiments in the 
different POA, SCOA and DCOA configurations, the following tasks were 
performed: 
 
1. Development of a script that, starting from a camera with pre-set values for the 
FOV and for the near and far clipping planes, can make copies in order to create 
a set of linearly disposed cameras. Depending on the selected camera 
configuration (POA, SCOA and DCOA), another script was developed that 
establishes the convergence plane. In this script, the parameters such as FOV, 
distance between cameras, and distance to the convergence plane can be 
modified by means of a keyboard. 
2. Unity generates a quad that has an associated shader to perform the interlacing. 
It is linked to the viewport of the camera that visualizes the scene using the FSQ 
technique with that interlaced image. The distance of this camera with respect to 
the set of cameras always remains fixed. 
3. The game control script changes after a certain period of time between the 
visualization of the game demo, where the player only observes the scene, and the 
interactive videogame, where he/she can operate the spacecraft and avoid the 
asteroids. 
 
3.4 Characteristics of the display 
 
The different setups were displayed in the 8-view 46-in xyZ 3D LCD display with 
lenticular lenses. The lenticular barrier is a transparent sheet composed of evenly 
spaced cylindrical lenses. The sub-pixel distribution of the 3DTV or diffusion 
screen, together with the lenticular barrier, allows certain lighting information to be 
visualized or hidden, thereby causing the 3D effect [25]. The diffusion screen 
follows a specific order to access the RGB information of the cameras, which is 
detailed in Figure 9. The result is an RGB sub-pixel pattern where the information 
can be found in a region of 3×8 colors of the final image. 




Fig. 12 Interlaced image generated for display in the auto-stereoscopic device. 
 
This type of monitor has an optimal viewing distance that ranges between 3 and 
7 meters with respect to the television. In addition, the viewing angle is 100 degrees, 
which implies that if a user is at an angle of inclination above 50 degrees. 
Furthermore, this device has horizontal parallax and its resolution is 1920×1080 
Full HD. With this horizontal parallax, when viewers move from side to side, 
objects farther distances appear to move more slowly than objects close to the 
viewers. 
The information from the eight cameras was stored in a mosaic configuration of 
four rows and two columns, where the resolution of the image of each camera was 
720×360 pixels, generating a square image of 1440×1440 pixels. The low resolution 
of the images used for interlacing can induce aliasing, which has a detrimental 
effect on the quality of the display. However, by applying an antialiasing processing 
to the 1440×1440-pixel image that contains the eight images of 720×360-pixel 
images, this is no longer appreciable. 
 
4 Experiments and Results 
 
Several tests were designed to confirm the initial hypothesis that assumes that if the 
plane of convergence does not vary, the 3D sensation is better. They were designed 
to measure the playability [30,31] and the correct visualization of the videogame 
[32]. These tests evaluate each of the experiences offered by the three configuration 
models in relation to these characteristics: playability of the game, annoyance 
conditioned by the visualization and finally, preference of the configuration (POA, 
SCOA and DCOA). To make it possible to reproduce the experiments and continue 
with this research, all the algorithms and the data involved in these tests can be 
download from [33]. Some instructions about managing the interactive 
environments have also been included there in order to know how to play the 
developed videogames. 
A total of 45 students who considered themselves regular players, served as 
subjects for this experiment. Their ages ranged between 18 and 35 years. 
Concerning to the gender, 26 of them were men and 19 women. All of them had 
normal or corrected-to-normal visual acuity. Previously, they were informed about 
the aim and the method of the experiment, and they gave their informed consent to 
take part in this study. Regarding the level of previous experience of playing digital 
games, all of them stated that they had used videogames since a very young age. 
Finally, concerning the visualization of 3D videos, they all informed that they had 
poor experience in this field. 




4.1 Experiment and questionnaire 
 
In this experiment, each user had to guide a spacecraft to prevent it from 
crashing into the asteroids. They play the game, moving the avatar in all directions, 
in the two different scenarios that were designed. This process was repeated for 
each of the three camera configurations. At the end of the experiment, all of them 
were asked to fill out an evaluation questionnaire in order to express their 
sensations when faced with each configuration.  
The questionnaire was designed by combining the questions presented by 
Shibata et al. [32] to measure visual discomfort with stereo devices and those put 
forward by Brockmyer et al. [30] and Nacke et al. [31] for evaluating playability. 
The final questionnaire is shown in Table 2. It contains questions about Playability 
of the game (P1…P6), Annoyance (A1…A5) and the preference of the 
Configuration (C1, C2). The response to each question was evaluated on a 5-point 
Likert scale. Regarding the three camera configurations, 5 is the score that indicates 
the best experience, and 1 indicates the worst. 
 
Table 2 Questions presented to the test participants to evaluate the QoE. 
 
   POA   SCOA  DCOA 
 
Playability 
P1. Things seem to be unpredictable __ __ __ 
P2. Playing seems automatic __ __ __ 
P3. I lose track of where I am __ __ __ 
P4. I play without thinking about how to play __ __ __ 
P5. I really get into the game __ __ __ 
P6. I feel like I just can’t stop playing __ __ __ 
 
Annoyance 
A1. How much seasickness do you feel?  __ __ __ 
A2. How tired and sore are your neck and back?  __ __ __ 
A3. How do your eyes feel after playing?  __ __ __  
A4. Which session was most fatiguing? __ __ __ 
A5. Which session gave you more headache? __ __ __ 
 
Preference of configuration 
C1. Which session did you prefer? __ __ __ 
C2. How clear is your 3D sensation?  __ __ __ 
 
 
4.2 Results and Analysis 
In order to analyze the statistical significance of the results for the methods used in 
the comparison, the non-parametric Friedman test [27] was applied. This allows us 
to measure the statistical significance of the results obtained from the experiments. 
Tables 3, 4 and 5 show the obtained results. Table 3 analyzes the users’ data related to 
the playability, Table 4 the data concerning the annoyance and Table 5 synthesizes the 
data regarding the degree of preference. In order to perform a better analysis, they 
were grouped in rankings, then the number of methods or freedom degrees took a 
value equal to 3. The configuration valued with lower score by the user had a rank 
of 1, while the highest score had a rank of 3. In the case where two or more 
configurations had the same value, an average of the ranks was assigned to them.  
The Friedman test considers all user scores to be equal in terms of importance. 
We used the chi-square distribution to discern the statistical significance of the 
results. The value of the chi-square distribution in this case was 7.82, with a level of 
confidence p = 0.05, indicating that values lower than this number would imply 
that there is no statistical significance. Tables 3, 4 and 5 show the statistical 
significance being positive (+) when the value is higher than 7.82, and negative (-) 
otherwise. 
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The first three columns of all the tables show the means obtained from each of 
the methods for every question that appears in the questionnaire. The standard deviation 
of the data is shown in parentheses. The results from the statistical Friedman test are 
shown in the last column. Finally, for a better analysis of the data, the means of the 
obtained results for every configuration are shown in the last row of the tables. 
Analyzing the obtained data, it can be stated that the players prefer the POA 
configuration in all the analyzed fields. The DCOA is the configuration that 
occupies the second position in the ranking and finally, the SCOA has been the 
camera configuration that users have marked as the worst one. 
Table 3 shows the data concerning to the playability. The POA is the 
configuration chosen by the users, with a mean of 3.73. In this case, only the 
question labeled P6 has conclusive results. It confirms that players enjoy playing 
more when this configuration is visualized. Results regarding question P5 are the 
next closest to the value of the chi-square distribution. Then, it can be said that 
players have felt immerse in this video game. However, the rest of Friedman test 
values indicates that the results obtained for the other questions are not significant. 
This is due to the fact that questions are aimed at evaluating the playability of the 
video game, more than their feelings about the stereo vision. For instance, to 
evaluate if the video game seems more unpredictable in one configuration than in 
other (P1) is difficult for the users. They do not find significant differences between 
the different camera settings when the playability is being compared. 
 
Table 3 Table analyzing users’ playability. 
 
Playability POA SCOA DCOA Friedman 
P1 3.20 (±1.24) 3.40 (±1.21) 3.40 (±1.21)  1.8 (­) 
P2 3.98 (±1.03) 3.84 (±1.09) 3.84 (±1.00)  0.6 (­) 
P3 4.07 (±0.94) 3.64 (±1.28) 3.87 (±1.14)  2.7 (­) 
P4 4.31 (±0.85) 4.11 (±1.09) 4.20 (±1.01)  0.6 (­) 
P5 3.58 (±0.99) 3.07 (±0.91) 3.24 (±1.11)  5.3 (­) 
P6 3.27 (±1.01) 3.00 (±0.93) 3.16 (±1.09) 10.7 (+) 
Means 3.73 3.48 3.57  
 
Regarding the annoyance felt during the visualization (Table 4), the POA 
configuration also is the one selected in every question. The mean, 4.26, indicates 
that this configuration is the one that less discomfort produces to the players. 
Results obtained for questions A3, A4 and A5 have statistical significance and 
endorse this analysis. In all of them, POA configuration has been the indicated as 
the one that less headache, eyestrain or fatigue produces. Results obtained for A1 
and A2 questions are not significant. Although POA is the option chosen by the 
players also in these cases, results are not conclusive.  
Finally, an analysis of the QoE according to the preferences of configuration 
(Table 5) reconfirms that users tend to choose the POA method, being the results 
significantly correlated. The mean for this option (3.85) remains high with respect 
to the other two, so this fact clearly differentiates it. These results are quite 
significant because, the means obtained for the POA in both questions, C1 and C2, 
are really higher than the obtained for the other configurations. Users have 
indicated that the 3D sensation is better when this configuration is set up (C2), and 
this is the one selected as favorite for playing in the MVATV (C1). 
 
  




Table 4 Table analyzing the users’ annoyance. 
 
Annoyance POA SCOA DCOA Friedman 
A1 4.22 (±1.06) 3.98 (±1.14) 4.13 (±1.24)  0.5 (­) 
A2 4.89 (±0.32) 4.80 (±0.59) 4.84 (±0.56)  0.2 (­) 
A3 4.49 (±0.92) 4.09 (±1.14) 4.33 (±1.02) 10.5 (+) 
A4 3.60 (±1.12) 2.91 (±1.29) 3.40 (±1.19)  8.7 (+) 
A5 4.11 (±1.17) 3.69 (±1.18) 4.02 (±1.27)  9.6 (+) 
Means 4.26 3.89 4.14  
 












C1 3.87 (±0.89) 2.89 (±0,96) 3.38 (±1.03) 13.1 (+) 
C2 3.84 (±0.93) 2.96 (±1.17) 3.40 (±1.21) 16.5 (+) 
Means 3.85 2.92 3.39  
 
Regarding the initial hypothesis that appears in Section 2.3, it seemed coherent 
to think that maintaining the static plane (SCOA) reduces the adverse effects of 
stereoscopy. However, given the results, the trend indicates that what matters to 
users is that the most of the objects in the video game appear sharp. So, analyzing 
the results, it can be concluded that the more objects are focused, the less 
annoyance is produced. This makes the option POA the most pleasant and the one 
that offers best quality when a video game is played in a 3D MVATV. 
 
5 Conclusions and Future Work 
 
In this work, different areas of research related to autostereoscopic monitors have 
been analyzed by focusing the study on the visualization of scenes with movement, 
such as videogames. Concepts such as the convergence-accommodation conflict 
and the effect of movement on human visualization have been considered in the 
analysis. For this purpose, an autostereoscopic rail shooter videogame was designed 
using a 3D engine and it was visualized on a 3D MVATV that has eight views. Three 
camera configurations were also proposed in an attempt to prevent users’ 
discomfort: parallel optical axes (POA), static converging optical axes (SCOA) or 
dynamic converging optical axes (DCOA).  
Results reveal that the POA configuration cause less discomfort than the SCOA 
DCOA. Users that usually play video games are used to controlling all the possible 
dangers that threaten their avatar. For this reason, they observe carefully all the 
elements present in the scene. Due to the fact that the comfortable viewing zone in 
the POA set up is deeper than in the SCOA and DCOA configurations, moving 
objects are more time sharpen and this makes users mark it as their favorite. 
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The DCOA configuration is the next best rated. This camera set up has been 
mainly selected by users that do not usually play. They are concentrated the most of the 
time in the spacecraft. So, they have marked this option because the focus is all the time 
on it during the game, so it is always sharp. However, there is a risk of clarity being 
lost in the visualization of the other objects in the scene. The SCOA configuration 
has a more reduced comfortable viewing zone that does not move with the 
spacecraft. The objects can be out of this area more frequently, so they will be 
blurry more often. This option has been the worst valued by the users. 
Concerning the playability, it has been demonstrated that users consider it 
difficult to choose one configuration over others when evaluating this concept. Only 
when they are asked about their feelings and impressions, their responses about the 
chosen configuration is statistically significant.  
This work opens up new areas of research on autostereoscopic devices: the user 
influence of the interface, the period of visualization, the complexity of the game at 
the design level, the users’ experience with different environments and game types, 
and so on. In addition, it is important to establish a consensus regarding design 
guides that exploit the capacity of autostereoscopic videogames. Lot of topics 
related to a field that is having a higher role every day in the video game industry. 
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