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"Never take the comment that you are different as a condemnation,
it might be a compliment. It might mean that you possess unique
qualities that, like the most rarest of diamonds is . . . one of a kind."
[Eugene Nathaniel Butler]
Sommario
Cosa hanno in comune un attacco terroristico, un dipinto contraffatto e
una mela marcia? La risposta è : sono tutte e tre anomalie. Rappresentano
delle osservazioni del mondo reale che deviano da ciò che è considerato essere
normale.
Individuare anomalie è di estrema importanza perché un’anomalia non indi-
viduata può rivelarsi molto pericolosa e dispendiosa.
L’essere umano soffre di tre limitazioni cognitive: la stanchezza, il sovrac-
carico di informazioni, il disturbo emozionale. Queste limitazioni cognitive
possono ostacolare il rilevamento delle anomalie, per questo esistono degli
algoritmi capaci di individuare automaticamente i valori anomali in una col-
lezione dati di grandi dimensioni.
Individuare valori anomali è un problema conosciuto sotto il nome di Outlier
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Introduzione
Il lavoro presentato in questa tesi ha avuto come obiettivo quello di indi-
viduare e confrontare alcune tra le maggiori e più efficaci tecniche di Outlier
Detection presenti in letteratura, in modo da individuare la metodologia che
meglio si adatta ad un determinato dominio applicativo e alla struttura dei
dati oggetto della sperimentazione condotta.
Il dominio applicativo in esame è rappresentato dalla Grande Distribuzione
Organizzata (GDO), il moderno sistema di vendita al dettaglio attraverso
una rete di supermercati e di altre catene di intermediarie di varia natura.
L’intero lavoro è stato svolto tramite uno stage della durata di 6 mesi pres-
so l’azienda Target Reply, che ha messo a disposizione le tecnologie adatte
al raggiungimento degli obiettivi di tesi e ha fornito i dati di un’azienda
appartenente all’ambito GDO per effettuare la sperimentazione su dati ap-
partenenti al mondo reale.
Sistemi di Business Intelligence (BI) e tecniche di Data Mining saranno di
fondamentale importanza per il raggiungimento di questo obiettivo:
• nel mondo BI lo strumento centrale è rappresentato dal Data Warehou-
se, di fondamentale importanza per la fase di selezione e preparazione
dei dati;
• il Data Mining è la disciplina che permette di individuare relazioni
prima sconosciute attraverso l’esplorazione e analisi di grandi quantità
di dati; nell’ambito di questo lavoro di tesi, tale disciplina ha fornito
strumenti e metodologie adeguati sia per la fase di analisi e sviluppo
che per la fase di valutazione e validazione dei risultati.
L’ Outlier Detection è infatti un problema chiave nel campo Data Mi-
ning, che trova applicazione in numerosi ambiti, soprattutto dove si desidera
individuare quegli eventi inusuali che portano a scoperte interessanti nell’at-
tività di generazione dei dati. La prassi adottata nella maggior parte delle
metodologie è la creazione di un modello probabilistico, statistico o algorit-
mico che caratterizzi il comportamento normale dei dati. Le deviazioni da
questo comportamento permettono di discernere i valori anomali da quelli
normali.
Perchè è cosi importante individuare questi valori anomali? Uno dei motivi
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riguarda la necessità di un’azienda di avere dati affidabili, in modo da poter
prendere decisioni consapevoli e coerenti con il sistema.
Inoltre la presenza di tali valori riduce la potenza dei test statistici o influen-
za le stime, cambiando drasticamente i risultati di eventuali altre analisi o
predizioni che l’azienda desidera condurre.
Il presente documento si compone di sei capitoli ed è così suddiviso:
1. il primo capitolo si pone l’obiettivo di definire il problema in maniera
generale, introducendo il concetto di Data Mining e presentando il
problema di Outlier Detection, offrendo una panoramica del dominio
applicativo di riferimento;
2. il secondo capitolo descrive la fase di preparazione del modello dati,
attraverso l’esplorazione e la pulizia dei dati, che hanno portato alla
costruzione della Tabella di Mining, passata in seguito agli algoritmi
di mining;
3. il terzo capitolo analizza le diverse tecniche di Outlier Detection pre-
senti in letteratura, analisi utile ad effettuare una scelta consapevole
delle tre tecniche che sono state sviluppate e testate nel lavoro di tesi;
4. il quarto capitolo ha l’obiettivo di definire i dettagli funzionali ed
implementativi degli algoritmi sviluppati;
5. il quinto capitolo descrive i test effettuati e la relativa fase di valuta-
zione, attraverso alcune delle metriche più conosciute in Data Mining;
6. il sesto capitolo conclude il lavoro di tesi offrendo degli spunti su





1.1 Il dominio Applicativo
La Grande Distribuzione Organizzata [3] è un meccanismo gestionale di
attività commerciali legate al commercio al dettaglio di prodotti di largo
consumo, organizzate in punti vendita. Esse operano con insegne differenti
a seconda del target di mercato, della collocazione regionale o del canale di
vendita scelto. La caratteristica peculiare è l’aggregazione dei propri punti
vendita, utilizzando delle gallerie commerciali in cui sono presenti negozi e
marchi di una o più proprietà, per le quali vengono studiate e proposte stra-
tegie promozionali.
Le aziende della GDO sono caratterizzate da una politica commerciale molto
aggressiva con prezzi di vendita nettamente inferiori alla distribuzione tra-
dizionale e con frequenti sconti e promozioni. Questo è possibile grazie alle
notevoli dimensioni dei quantitativi di merce ordinati, che permettono di
ottenere un’elevata riduzione dei costi d’acquisto dei prodotti. La tendenza
attualmente in atto consiste nel continuo miglioramento dell’immagine dei
punti vendita e nell’adeguamento dell’assortimento alle esigenze dei consu-
matori.
Naturalmente un sistema aziendale di queste dimensioni è in grado di
generare quotidianamente una grossa quantità di dati, che se raccolti ed ela-
borati possono diventare un supporto concreto per coloro che si occupano
del controllo e della gestione di tutte le attività aziendali, fungendo anche
da supporto per coloro che devono prendere decisioni tattiche/strategiche.
In Figura 1.1 è mostrato il flusso informativo derivante dall’intera gestione
aziendale. Viene illustrata separatamente la parte commerciale di vendita al
dettaglio nei diversi punti vendita, dalla rete logistica riguardante la gestione
del rapporto con i diversi fornitori e magazzini appartenenti alla struttura
aziendale.
5
CAPITOLO 1. DEFINIZIONE DEL PROBLEMA 6
Figura 1.1: Flussi informativi presenti in un Sistema GDO
Per prendere decisioni consapevoli, le aziende hanno bisogno di affidarsi a
dati validi, coerenti, consistenti, di qualità. Quando l’integrità dei dati è
compromessa, la veridicità del processo decisionale è minacciata.
I dati sono detti essere di qualità se "sono idonei agli usi previsti nelle opera-
zioni, nel processo decisionale e di pianificazione" (Juran 1951 [1]). Questa
definizione implica che la qualità dei dati è sia una percezione soggettiva e
sia un valore associabile a delle misure oggettive. Per questo non è solo un
problema di business, ma riguarda anche il settore IT: i due gruppi devono
lavorare insieme per bilanciare il livello appropriato di qualità dei dati con
il tempo che sarà necessario per raggiungere un tale livello di precisione.
Rilevare anomalie e difetti nei dati è un passo importante nel miglioramento
della qualità dei dati, per questo è diventato un obiettivo importante nel
processo decisionale aziendale, da raggiungere anche mediante sperimenta-
zione, come evidenziato in questo lavoro di tesi.
1.2 Cos’è il Data Mining
Al fine di controllare una globale e crescente complessità aziendale e di
realizzare una efficiente gestione dei progetti e delle risorse umane, unita-
mente al bisogno di un approccio che garantisca di affrontare la dinamicità
del mercato, le aziende operanti nell’ambito della Grande Distribuzione Or-
ganizzata cercano sempre più soluzioni nell’ambito IT. Nel tempo, infatti,
è stato dedicato sempre più spazio alle innovazioni che per diffusione e pre-
stanza qualitativa si stanno imponendo come standard o che sono considerate
dagli esperti del settore dei punti fermi nel compimento dell’inarrestabile ri-
voluzione digitale.
Il Data Mining [4] è un settore dell’informatica il cui obiettivo è scoprire
informazioni utili all’interno di grandi collezioni di dati, informazioni che al-
trimenti rimarrebbero sconosciute. In questi ultimi anni il settore è in forte
ampliamento soprattutto grazie all’aumento delle banche dati disponibili e
all’interesse delle aziende, che hanno scoperto le potenzialità e i risultati de-
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rivanti dal suo utilizzo.
Gli impieghi di questa disciplina sono generalmente suddivisi in due grandi
categorie:
• Uso predittivo - l’obiettivo di questa analisi è di predire un parti-
colare attributo (funzione obiettivo) a partire da attributi conosciuti
(predittori);
• Uso descrittivo - l’obiettivo è di individuare schemi ricorrenti (pat-
tern frequenti), gruppi di dati simili (cluster), anomalie o pattern
sequenziali che caratterizzino i dati analizzati.
Le due categorie si suddividono ulteriormente, offrendo le seguenti differenti
tipologie di analisi:
1. Analisi predittiva - Questa analisi si pone come obiettivo quello di
costruire un modello predittivo partendo da un insieme di attributi
conosciuti.
Esistono due differenti tecniche:
(a) Classificazione, usata al fine di prevedere il valore di variabili
discrete;
(b) Regressione, usata per variabili di tipo continuo.
I modelli predittivi possono ad esempio essere usati per identificare
utenti che stanno per abbandonare una compagnia telefonica o predire
disordini nell’ecosistema terrestre.
2. Analisi associativa - Questa analisi viene utilizzata per identificare
pattern frequenti che descrivono particolari caratteristiche dei dati. I
pattern individuati sono generalmente espressi sotto forma di regole
associative. Esempi sono l’analisi delle transazioni in un supermercato
(market basket analysis) o l’identificazione delle pagine internet che
vengono accedute con alta probabilità nella stessa sessione di collega-
mento.
Quando nei record è presente una collocazione temporale si parla di
ricerca di pattern sequenziali. Questi sono generalmente utilizzati per
prevedere il verificarsi di eventi futuri, conoscendo l’ordine temporale di
eventi già avvenuti. Esempi di applicazione possono essere lo studio dei
comportamenti d’acquisto della clientela di una attività commerciale.
3. Analisi basata su cluster - Questa analisi vuole identificare nei dati
un certo numero di gruppi, chiamati cluster, in cui i dati siano mol-
to simili all’interno dello stesso gruppo e significativamente differenti
tra cluster diversi. Una possibile applicazione è rappresentata dalla
segmentazione dei clienti con l’obiettivo di ottenere profilazione dei
clienti.
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4. Analisi delle anomalie - Questa analisi si occupa di individuare pic-
coli gruppi di dati le cui caratteristiche sono significativamente differen-
ti dagli altri. Usi tipici dell’analisi delle anomalie sono il riconoscimento
di frodi e di intrusioni in reti di calcolatori.
In questo documento la focalizzazione ricade sul tipo 4 e nel paragrafo
successivo si approfondirà il problema legato a tale analisi.
1.3 Outlier Detection
L’analisi di valori anomali, detti outlier, è una tipologia di analisi esplo-
rata da una comunità molto ampia, che comprende diverse discipline: Basi
di Dati, Data Mining, Statistica e Machine Learning. La maggior parte dei
metodi, in principio, è stata sviluppata nel campo della Statistica e al giorno
d’oggi ancora non esiste un unico approccio universalmente applicabile o ge-
nerico, poiché vanno presi in considerazione il dominio applicativo specifico
e il tipo di set di dati.
Nelle sezioni successive verrà chiarito il concetto di Outlier, definendo più
formalmente il problema di Outlier Detection.
1.3.1 Definizione e natura degli outlier
Dalle varie definizioni di outlier presenti in letteratura, sembra che non
esista nessuna definizione universalmente accettata, perciò di seguito ripor-
tiamo le definizioni più citate:
• Secondo la definizione di Hawkins (1980) [5], un outlier è "un’osserva-
zione così diversa dalle altre da poter causare il sospetto che sia stata
generata tramite qualche altro meccanismo". Questa definizione è ba-
sata su considerazioni statistiche e assume che gli oggetti normali se-
guano un comune "meccanismo di generazione", come un determinato
processo statistico. Gli oggetti che si discostano vengono considerati
outlier.
• Barnet e Lewis (1994) [6] indicano un’osservazione periferica, o outlier,
come "un valore che sembra discostarsi nettamente da altri membri del
campione in cui si verifica".
• Chandola e colleghi (2007) [10], si riferiscono ai dati anomali come
a "pattern nei dati che non rispecchiano la nozione ben definita di
normale comportamento", definizione molto simile a quella di Hawkins.
Generalizzandole, possiamo definire gli outlier come dei pattern che non
rispecchiano il normale comportamento atteso, e quando il processo di ge-
nerazione dei dati si comporta in modo anomalo, il risultato è appunto la
generazione di outlier.
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Figura 1.2: Esempio di outlier in un dataset bidimensionale
In Figura 1.2 è illustrato un semplice esempio di presenza di outliers in un
dataset di due dimensioni: N1 e N2 rappresentano le regioni normali, O1 e
O2 sono due istanze di outlier, mentre O3 rappresenta una regione di outlier.
Gli outlier possono essere distinti in:
• Univariate: se consideriamo una sola variabile dell’intero dataset al-
l’interno del processo di identificazione di anomalie;
• Multivariate: se consideriamo più di una variabile (variabili dello stesso
tipo o di tipo misto) presenti nel dataset analizzato.
Un outlier spesso contiene informazioni utili sulle caratteristiche anomale dei
sistemi e sulle entità che hanno un impatto sul processo di generazione dei
dati. Il riconoscimento di tali caratteristiche insolite potrebbe fornire utili
spunti per specifiche applicazioni. Quest’ultima caratteristica intrinseca è
un fattore che li distingue dai semplici valori "noise" (rumore).
Nella maggior parte dei casi, il modo migliore per distinguerle dal rumore
è quello di utilizzare il feedback da esempi di valori anomali di interesse
già noti. Chiaramente, il processo di rilevamento deve essere sensibile alla
natura degli attributi e alle relazioni nei dati sottostanti.
1.3.2 Applicazioni dell’Outlier Detection
L’outlier detection può essere applicato a un grande numero di domini,
per questo esistono diverse tecniche, che possono essere specifiche per un
determinato dominio o generiche.
Riportiamo nel seguito i domini applicativi più noti.
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• Intrusion Detection Systems: In molti sistemi Host-based o Sistemi
di Reti, vengono raccolti diversi tipi di dati riguardanti le chiamate del
sistema operativo, il traffico di rete o altre attività nel sistema. Questi
dati possono mostrare un comportamento insolito a causa di attività
"maligne". La rilevazione di tali attività è nota come il rilevamento di
intrusione nel sistema.
• Credit Card Fraud: La frode della carta di credito è un evento abba-
stanza diffuso, grazie alla facilità con cui le informazioni sensibili (come
il numero di carta di credito) possono essere compromesse. Questo por-
ta in genere ad un uso non autorizzato della carta di credito. In molti
casi, l’uso non autorizzato può mostrarsi sotto diverse forme, come ad
esempio un insieme di acquisti effettuati da posizioni geografiche inu-
suali. Tali forme possono essere sfruttate per rilevare valori anomali
nei dati delle transazioni con carta di credito.
• Interesting Sensor Events: I sensori sono spesso utilizzati per te-
nere traccia di diversi parametri ambientali e di localizzazione in mol-
te applicazioni reali. I repentini cambiamenti nei modelli sottostanti
possono rappresentare eventi di interesse.
• Diagnosi mediche: In molte applicazioni mediche i dati vengono rac-
colti da una varietà di dispositivi come la risonanza magnetica, scan-
sioni PET o serie temporali ECG. Pattern insoliti in tali dati in genere
riflettono condizioni di malattia.
• Scienze della Terra: Una quantità significativa di dati spazio-temporali
su modelli climatici, cambiamenti climatici, o modelli di copertura del
suolo vengono raccolti attraverso una varietà di meccanismi come i
satelliti o telerilevamento. Anomalie in tali dati forniscono segnali si-
gnificativi su tendenze umane o ambientali, che possono aver causato
tali anomalie.
• Logistica e Trasporti: la Logistica riguarda processi decisionali lega-
ti al flusso di materiali e informazioni, inviate dai fornitori attraverso
l’organizzazione. Quindi è essenziale gestire i problemi di sicurezza
e affidabilità del prodotto durante questo processo. Tenere traccia
di queste informazioni potrebbe portare alla scoperta di eccezioni co-
me quantità e/o qualità del prodotto inadeguato, informando tutti i
partner commerciali in tempo.
Le cause di comparsa di valori anomali nei dataset dipendono molto dal
dominio applicativo. Di seguito citiamo le cause più comuni.
Errori di inserimento : si tratta di errori umani, come errori durante la
raccolta dei dati, la registrazione, o l’inserimento manuale. Ad esempio,
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consideriamo il caso del reddito annuo di un cliente pari a 100.000 $. Se,
casualmente, l’operatore che inserisce i dati, mette uno zero aggiuntivo
alla fine del numero portando il valore a 1.000.000 $, che è 10 volte
superiore, ovviamente questo sarà un valore outlier rispetto al resto
della popolazione.
Errore di misura : E’ la fonte più comune di valori anomali. Avviene
quando lo strumento di misurazione utilizzato risulta essere difetto-
so. Ad esempio: ci sono 10 macchine di pesatura, di cui 9 sono cor-
rette, 1 è difettosa. Il peso misurato sulla macchina difettosa sarà
superiore/inferiore rispetto al resto delle persone nel gruppo.
Errore sperimentale : Un’altra causa di valori anomali è l’errore speri-
mentale. Ad esempio: in una gara di 100 metri di 7 corridori, un
corridore si è perso concentrandosi sulla chiamata ’Go’ che lo ha por-
tato a partire in ritardo. Questo ha portato il tempo di esecuzione del
corridore ad essere maggiore rispetto a quello degli altri corridori. Il
suo tempo totale di esecuzione può essere un outlier.
Outlier intenzionale : Si verifica comunemente nelle misure di autorego-
lamentazione che coinvolge i dati sensibili. Per esempio: in un que-
stionario per teenager sul consumo di alcool, la quantità di alcol che
tipicamente consumano dovrebbe essere un valore molto basso. Solo
una parte di essi riferirà quindi il valore reale. In questo caso i valori
effettivi potrebbero apparire come valori anomali a causa del gruppo
dei ragazzi che segnalano un basso consumo.
Errore di elaborazione dati : Ogni volta che impieghiamo tecniche di
data mining, si estraggono dati provenienti da più fonti. Può capita-
re che alcuni errori di manipolazione o di estrazione portino a valori
anomali nel dataset.
Errore di campionamento : Ad esempio, dobbiamo misurare l’altezza
degli atleti. Per errore, includiamo un paio di giocatori di pallacane-
stro nel campione. Questa inclusione può causare valori anomali nel
dataset.
Outlier naturale : Quando un outlier non è artificiale (a causa di errore),
si tratta di un valore erratico naturale. Per esempio: in una socie-
tà di assicurazione, si hanno delle prestazioni dei primi 50 promotori
finanziari di gran lunga superiori rispetto al resto della popolazione.
Sorprendentemente, potrebbe non essere stato a causa di un errore,
ma la scoperta di un nuovo segmento da analizzare separatamente in
seguito.
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1.3.3 Formulazione del problema
Teoricamente, si vorrebbe definire un approccio generale che porti alla
definizione della regione dati che rappresenta il comportamento normale,
dichiarando qualsiasi osservazione che non appartiene a tale regione come
un valore outlier. Nella pratica esistono diverse problematiche da affrontare
durante il processo di costruzione di un modello che porti all’identificazione
di comportamenti anomali, quali:
• definire una regione che rappresenti il comportamento normale è molto
difficile;
• spesso il normale comportamento non è rappresentativo nel futuro;
• l’esatta nozione di outlier è differente per ogni differente dominio ap-
plicativo;
• la disponibilità di etichette per training/validation non sempre è di-
sponibile (l’etichetta è un’informazione aggiuntiva sui dati; nei capitoli
successivi ne capiremo l’utilità).
Il tutto è governato dal dominio applicativo, perciò per ottenere una corret-
ta formulazione del problema risulta di fondamentale importanza la fase di
comprensione e preparazione dei dati, come descritto nel Capitolo 2.
Come mostra la Figura 1.3, qualsiasi tecnica ha bisogno dei seguenti ingre-
dienti:
1. la natura dei dati di input;
2. la natura degli outliers;
3. il dominio applicativo nel quale è applicata la tecnica;
4. i concetti e le conoscenze tratte da una o più discipline (Data Mining,
Statistica, Machine Learning, ecc . . . ).
I dati di input generalmente sono rappresentati da una collezione di dati o
istanze di dati. Ogni istanza può essere descritta da un insieme di attributi
che possono essere di diverso tipo (binari, categorici o continui).
La natura dei dati di input può essere una tra quelle descritte di seguito:
• Point Data: sono dati che non hanno una struttura;
• Sequential/Spatial Data: sono dati strutturati che presentano un certo
ordinamento, sequenziale nel tempo o spaziale (es. Time series );
• Spazio-temporal Data: istanze di dati simile alla tipologia precedente,
ma senza alcun tipo di ordinamento.
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Figura 1.3: Formulazione generale di una tecnica di Outlier Detection
Le caratteristiche osservabili nel dataset in input in molte tecniche vengono
pre-processate in modo da estrarre e costruire caratteristiche più complesse
che portano ad una migliore discriminazione tra comportamento normale e
outlier. Anche nel nostro caso la prima sfida riguarda l’identificazione e se-
lezione del miglior set di attributi che porterà al miglior risultato in termini
di accuratezza ed efficienza computazionale.
Un altro importante input per le tecniche di outlier detection è rappre-
sentato dalla tipologia di outlier da individuare. Chandola [5] ha individuato
le tre seguenti macrocategorie:
• Outlier di tipo 1: rappresenta i dati con valori inconsistenti rispetto
alle istanze normali. Le tecniche che rilevano questa tipologia di outlier
vanno ad analizzare la relazione di un’istanza con il resto dei dati. Per
esempio nel nostro caso, dove ogni istanza è rappresentata da uno
scontrino, possiamo decidere di selezionare due dimensioni (prezzo e
quantità), e proiettarle su un grafico cartesiano in cui abbiamo i prezzi
sull’asse delle ascisse e le quantità sull’asse delle ordinate. In questo
modo otteniamo la rappresentazione dei punti nello spazio dove avremo
una zona densa di punti, che rappresenta la regione normale; i punti
al di fuori di tale regione rappresenteranno quindi i valori outlier.
• Outlier di tipo 2: per questa tipologia di outlier diventa importante il
contesto; la nozione di contesto è indotta dalla struttura del dataset e
va specificata come parte della formulazione del problema.
Parliamo di dati con natura sequenziale/spaziale, dove ogni istanza è
definita usando due insiemi di attributi, contestuali e comportamentali:
1. Il contesto definisce il vicinato di una particolare istanza, ad
esempio nelle time-series il tempo è l’attributo contestuale che
determina la posizione dell’istanza nel tempo.
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2. Gli attributi comportamentali definiscono le caratteristiche non
contestuali, ad esempio in un dataset spaziale abbiamo la media
della pioggia in qualsiasi location, rappresentante un attributo
comportamentale.
Il comportamento anomalo è determinato dal fatto che ci si trova in
uno specifico contesto, un’istanza identica in un contesto diverso ri-
sulterebbe un dato normale. Un esempio pratico nel nostro dominio
potrebbe essere rappresentato da un’alta vendita di panettoni in un
periodo dell’anno che non comprende le vacanze natalizie, oppure una
vendita altissima di gelati nel periodo invernale.
• Outlier di tipo 3: Questi ultimi hanno senso solo con dati che hanno
natura sequenziale o spaziale e rappresentano sottosequenze anomale
di dati. Infatti le tecniche usate in questo caso vanno alla ricerca
di una sequenza di eventi o azioni o transazioni che se sono diverse
rispetto alla normalità indicano un outlier. Un esempio per il nostro
dominio di riferimento potrebbe essere rappresentato da un cliente che
ha l’abitudine di acquistare sempre lo stesso insieme di prodotti, due
volte alla settimana; se per una o più settimane non fa nessun acquisto
o magari aumenta la frequenza di acquisti o cambia completamente
articoli, sarà considerato un outlier.
Per concludere questo capitolo, dopo aver analizzato gli input necessari per lo
sviluppo e implementazione di una tecnica di Outlier Detection, è importante
conoscere la tipologia di output che tali tecniche possono restituire:
• Tecniche etichettate: le tecniche in questa categoria assegnano un eti-
chetta ad ogni istanza di test. Il problema è che non differenziano
tra i diversi casi di outliers individuati poichè non esiste alcun tipo di
ranking.
• Tecniche con punteggio: assegnano, ad ogni record, un punteggio chia-
mato Outlier Score in base al grado con cui quel record è considerato
outlier. In questo caso l’output è una lista di outliers con fattore di
ranking, perciò un’analista può scegliere se analizzare solo pochi top
outlier o usare un threshold cut-off per selezionarli.
In questo capitolo abbiamo presentato il problema, inquadrandolo sia dal
punto di vista del dominio applicativo, rappresentato dalla Grande Distribu-
zione Organizzata, sia dal punto di vista del Data Mining, che utilizzeremo
per individuare tecniche risolutive e condurre la sperimentazione. Nel Capi-
tolo 3 analizzeremo gli approcci esistenti in letteratura, al fine di selezionare




Il Data Mining è solo una delle componenti (se pur importante) dell’inte-
ro processo di estrazione della conoscenza dai dati conosciuto come processo
di Knowledge Discovery in Databases (Figura 2.1).
La prima fase del processo di estrazione della conoscenza prevede il con-
solidamento dei dati provenienti dalle diverse fonti esterne, come database
relazionali, sistemi legacy o file piatti, in un’unica collezione.
In questa fase si effettua la pulizia dei dati da eventuali rumori e da informa-
zioni non corrette o non rilevanti, in modo da poter garantire un’adeguata
qualità e affidabilità della collezione prodotta. Questo è un aspetto fonda-
mentale in quanto non è possibile sperare di ottenere buoni risultati a partire
da dati di scarsa qualità.
La seconda fase ha come obiettivo la produzione di una o più tabelle da usare
come input per gli algoritmi di mining. In questa fase i dati possono essere
campionati per ridurre il numero di righe e sono eliminati gli attributi ridon-
danti o non ritenuti significativi. In alcuni casi si applicano trasformazioni
per ridurre il range di attributi o per normalizzarli.
Infine, dopo l’utilizzo degli algoritmi di mining, l’ultima fase si occupa del-
l’interpretazione e valutazione dei risultati prodotti. Tali ultime fasi saranno
trattate negli ultimi capitoli del lavoro di tesi.
In questo capitolo tratteremo in particolare le fasi preliminari, che por-
tano alla creazione della tabella da dare in input agli algoritmi di mining,
che comunemente è chiamata Tabella di mining.
2.1 Esplorazione e selezione dei dati
Negli ultimi decenni il ciclo di vita dei processi decisionali nelle aziende
è andato accorciandosi sempre più a causa dell’aumento della complessità
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Figura 2.1: Knowledge Discovery in Databases Process
aziendale che ha accresciuto il fabbisogno di informazioni puntuali e tem-
pestive per la gestione dell’impresa, in special modo con riferimento alle
scelte strategiche. Soprattutto nell’ambito GDO, la tempestività nell’indivi-
duare nuovi segmenti di mercato, nello scoprire preferenze e comportamenti
da parte dei clienti, nel ridurre eventuali sprechi nella produzione o nel ra-
zionalizzare altri processi aziendali, è diventata vitale per la sopravvivenza
aziendale. Tale tempestività, tuttavia, a volte contrasta con la mole dei dati
da elaborare per estrarre le informazioni necessarie a supportare il processo
decisionale.
Per questo si necessita di un supporto concreto, capace di fornire in tempi
rapidi una fotografia della situazione aziendale attuale e una previsione dei
trend successivi, supporto tipicamente fornito dai sistemi di Business Intel-
ligence.
Con il termine Business Intelligence (BI) si indica l’insieme dei processi, del-
le tecniche e degli strumenti basati sulla tecnologia dell’informazione, che
supportano i processi decisionali di carattere economico.
Nel BI è possibile individuare tre attività importanti:
• raccolta dei dati;
• analisi dei dati;
• proposta dei consigli.
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Figura 2.2: Flusso Informativo Commerciale
2.1.1 Data Warehouse
Per quanto riguarda l’attività di raccolta dati, si parla di Data Warehou-
se (DWH), un ambiente specializzato a sé stante, in cui far periodicamente
convergere tutti i dati utili ai processi decisionali, prelevandoli dai dati di
produzione, eventualmente arricchendoli con dati provenienti da fonti esterne
(internet, banche dati, etc.), e infine organizzandoli in una forma compren-
sibile per chi in azienda deve prendere decisioni tattiche e/o strategiche.
I DWH sono spesso considerati una buona tecnologia per supportare solu-
zioni di Knowledge Discovery in Databases (KDD).
I flussi informativi descritti nel Capitolo 1, attraverso la Figura 1.1, conflui-
scono all’interno di un Data Warehouse, tramite flussi di estrazione, trasfor-
mazione e caricamento (Flussi ETL - Extract, Transform, Load), tenendo
traccia di ogni transazione all’interno del sistema.
Quando i dati riguardano un solo soggetto di interesse, si parla di Data Mart.
In particolare è di nostro interesse il flusso informativo relativo alla gestione
commerciale, che può essere descritto attraverso la Figura 2.2. Le sorgenti
informative sono rappresentate dalle casse presenti nei diversi punti vendita.
Il caricamento degli scontrini è il punto di partenza del Data Mart del mondo
commerciale e ogni notte il dato viene estratto dai diversi sistemi sorgente,
replicato e trasformato all’interno dell’architettura DWH.
In particolare, i dati estratti riguardano:
• testata scontrino: informazioni riguardanti ogni singolo scontrino emes-
so;
• dettaglio scontrino: informazioni riguardanti ogni singola riga per ogni
testata scontrino;
• movimento promozionale: informazioni riguardanti ogni singolo movi-
mento promozionale;
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• pagamento: informazioni sulla modalità di pagamento da parte di un
cliente.
Il DWH [2] è progettato per rappresentare alcuni aspetti chiave del processo
di business (KPY) in termini di collezioni di fatti e di un set di dimensioni.
Una tabella del fatto contiene al suo interno misure, e si localizza al centro di
uno star o snowflake schema con intorno le tabelle dimensionali. Gli attributi
al suo interno possono essere divise in due tipologie: quelle che contengono il
fatto vero e proprio e quelle che servono come collegamenti (chiavi esterne)
alle chiavi primarie delle tabelle dimensionali. Per quanto riguarda invece
le tabelle dimensionali, esse forniscono il contesto ai fatti e sono utilizzate
per analizzare le performance dei processi sotto diversi aspetti; contengono
solitamente attributi descrittivi.
Il Fatto che si è deciso di analizzare per effettuare la sperimentazione oggetto
di questa tesi, è quello relativo al Dettaglio Scontrino perchè rappresenta il
grado di granularità maggiore e riporta in maniera più veritiera la situazione
transazionale di tutte le casse presenti nei vari punti vendita.
Il DWH in produzione reale presentava un’architettura molto complessa, con
una serie di tabelle e dimensioni che non erano utili al nostro scopo. Per-
ciò come prima attività, abbiamo ricreato in piccolo un Data Mart meno
complesso, che abbiamo chiamato Vendite, in modo da rendere più chiara e
comprensibile la situazione della struttura e dell’architettura del DWH.
Per la creazione di questo Data Mart un primo tentativo è stato realizzato
con Oracle Warehouse Builder [7], ma se da una parte la metafora visuale
di tale programma aiutava nella costruzione dell’algoritmo di popolamento,
dall’altra le scarse prestazioni nell’esecuzione ci hanno costretto all’utilizzo
di uno strumento alternativo. Per questo motivo è stato utilizzato il software
Oracle Sql Developer [8] e tutte le procedure per la creazione, popolamento
ed elaborazione dei dati sono state scritte direttamente in PL/SQL.
Lo schema logico relazionale del Data Mart Vendite è composto da una Ta-
bella del Fatto Vendite e da quattro dimensioni, illustrato in Figura 2.4,
progettata secondo lo schema concettuale Star Schema.
Ogni record presente nella tabella Vendite rappresenta una singola riga di
scontrino, cioè un singolo acquisto effettuato da un determinato cliente, in
un determinato momento e in un singolo punto vendita.
Essa è collegata attraverso chiavi esterne a tutte le dimensioni presenti nel
Data Mart. Il record si struttura come illustrato nella Tabella 2.1, dove è
raffigurato un esempio di acquisto in data 02/01/2014 alle ore 8:59 di una
quantità di un certo prodotto con importo pari a 1,29 Euro.
I dettagli strutturali e di composizione sono raffigurati in Figura 2.3.












Tabella 2.1: Record di esempio all’interno della tabella Vendita.
Figura 2.3: Tabella del Fatto Vendite
Di seguito analizziamo i dettagli relativi alla struttura delle tabelle dimen-
sionali:
1. Dimensione Consumatore
Il numero totale di clienti è 1.010.947. Grazie alle informazioni rila-
sciate al momento della compilazione del modulo per la carta fedeltà,
si dispone dei dati personali di ognuno di essi (Figura 2.5).
2. Dimensione Punto Vendita
Il numero totale di punti vendita è 340, essi si differenziano per dimen-
sioni e per locazione geografica (Figura 2.6).
Gli esercizi commerciali sono suddivisi e raggruppati in tre tipologie,
che si caratterizzano per dimensione, ampiezza (numero di prodotti) e
profondità degli assortimenti (numero di preferenze per ogni prodotto),
caratteristiche espositive, numerosità delle casse, presenza di banchi
per i prodotti freschi, disponibilità di parcheggi e ulteriori servizi resi
al consumatore:
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La caratteristica principale è rappresentata dal nome dell’insegna che
rappresenta il singolo punto vendita, solitamente legato alla tipologia
di negozio o al nome del socio proprietario (campo Descrizione).
3. Dimensione Data
L’intervallo temporale considerato comprende i 12 mesi dell’anno 2014.
Attraverso questa dimensione si hanno le informazioni puntuali legate
ai giorni di vendita ed è possibile effettuare analisi sulla distribuzio-
ne delle vendite secondo diversi livelli di astrazione temporale (Set-
timana/Mese/Anno). Nella Figura 2.7 sono riportati i dettagli degli
attributi che la compongono.
4. Dimensione Articolo
Quest’ultima tabella contiene le informazioni dettagliate di ogni pro-
dotto in vendita nei diversi esercizi commerciali. In particolare rappre-
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Figura 2.5: Tabella Dimensione Consumatore
Figura 2.6: Tabella Dimensione Punto di Vendita
Figura 2.7: Tabella Dimensione Data
Figura 2.8: Tabella Dimensione Articolo
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senta la gerarchia delle diverse categorie di prodotti presenti, suddivise
per Reparto, Settore e Segmento. Il numero totale di articoli è 10000,
il dettaglio relativo alla struttura di ogni record è mostrato in Figura
2.8.
2.2 Costruzione della Tabella di mining
La tabella Vendite, come abbiamo appena visto, contiene solo le misure
legate alla singola vendita. L’obiettivo è quello di ottenere un dataset che
abbia alcune delle informazioni contestuali.
La soluzione adottata è rappresentata dalla creazione della seguente vista:
Figura 2.9: Creazione Vista PreMining
Non è stato effettuato alcun tipo di raggruppamento poichè il livello di det-
taglio rappresentato dalla tabella del Fatto è esattamente quello che si vuole
analizzare. Anche perchè attraverso un qualche tipo di raggruppamento, si
potrebbero perdere quei casi particolari e rari che possono proprio rappre-
sentare i valori outlier che stiamo cercando all’interno della collezione dati.
Nel prossimo paragrafo vengono descritte le attività che hanno portato alla
costruzione della Tabella di mining finale.
2.3 Pre-elaborazione e pulizia dei dati
La fase di pre-processing è fondamentale per la struttura di Data Mining.
I dati, in qualunque forma siano, vengono preparati per l’utilizzo successivo
a seconda del tipo di trattamento a cui sono rivolti, del modello scelto e del
software a disposizione.
L’attività più importante di questa fase è rappresentata dal processo di pu-
lizia dei dati. Ci sono diversi tipi di processi di pulizia (cleaning), alcuni
dei quali possono essere eseguiti in principio mentre altri sono utilizzati solo
dopo che si è rilevato un disturbo nelle altre fasi del processo di Data Mining.
Nei paragrafi seguenti tratteremo separatamente le diverse tipologie appli-
cate al nostro caso.
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2.3.1 Trattamento dei valori mancanti
Non è insolito per un oggetto essere mancante o nullo in uno o più valori
di qualche attributo. In alcuni casi, le informazioni non sono raccolte, ad
esempio, alcuni consumatori decidono di non fornire informazioni riguardo
età o peso. In altri casi, semplicemente dipende da errori di raccolta o
misurazione dei dati stessi. Indipendentemente da ciò, i valori mancanti
dovrebbero essere presi in considerazione in fase di analisi dei dati. Ci sono
diverse strategie per trattare tali valori, ognuna di esse può essere più o meno
adeguata alle circostanze.
Una strategia semplice ed effettiva è quella di eliminare gli oggetti con valori
mancanti. Questa strategia va applicata con cautela, poiché i record eliminati
possono risultare poi fondamentali per l’analisi. Nel nostro caso si è deciso
di adottare questa strategia soprattutto per gli attributi legati alle misure
della tabella del Fatto, come il campo Quantità e Importo.
Si è utilizzata una semplice query per effettuare l’operazione ottimizzando i
tempi:
Figura 2.10: Query per eliminazione valori nulli
2.3.2 Trattamento duplicati
Un dataset può contenere record che sono duplicati o quasi duplicati. In
alcuni casi, due o più oggetti sono identici rispetto agli attributi di misura-
zione del dataset, ma rappresentano comunque record differenti. In questo
caso, i duplicati sono legittimi, ma possono in ogni caso causare problemi
per alcuni algoritmi.
Questo è il caso in cui ricadiamo, e infatti si è deciso di considerare i valori
duplicati solo in base agli attributi che consideriamo più utili al raggiungi-
mento dell’obiettivo di tesi.
Attraverso la procedura PL/SQL mostrata in Figura 2.11, è stato possibile
eliminare tutti quei record che, se presentano gli stessi valori per il sottoin-
sieme di attributi considerato, sono considerati duplicati e inutili per l’analisi
che stiamo conducendo.
2.3.3 Riduzione del volume dei dati
Ci sono diverse motivazioni che portano alla riduzione del numero di re-
cord del dataset. La ragione più importante è data dal fatto che il dataset
risultante richiede meno memoria e meno tempo di elaborazione. In questo
modo si possono utilizzare algoritmi migliori che però sono più costosi dal
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Figura 2.11: Procedura PL/SQL per eliminazione dei duplicati
punto di vista computazionale.
Come è evidenziato in Figura 2.2, ogni notte attraverso un flusso ETL ven-
gono estratti tutti gli scontrini dalle casse dei vari punti vendita e caricati nel
DWH. Nella media si arriva a circa 300.000 scontrini al giorno, il che rende
l’idea del grande volume di dati che stiamo analizzando e spiega il motivo
per cui si è resa necessaria un’ operazione di riduzione.
In realtà, questa è un’attività che è stata già implicitamente effettuata duran-
te la fase di creazione del Data Mart, attraverso le seguenti scelte progettuali:
• il DWH reale comprende un intervallo di tempo che va dal 2010 ad
oggi, e si è deciso di estrarre solo gli scontrini relativi all’anno 2014;
• allo stesso modo, si è deciso di estrarre gli scontrini relativi a soli a tre
diversi punti vendita (appartenenti ognuno ad una delle tre tipologie
esistenti) sui 340 punti vendita totali presenti nella realtà;
• attraverso le due operazioni descritte in precedenza di trattamento di
duplicati e di valori nulli si è notevolmente ridotto il volume dei dati;
• ultima scelta, ma non meno importante, è stata quella di prendere in
considerazione solo le vendite relative a consumatori che possiedono
una carta fedeltà, quindi con FID_ID 6= null.
Attraverso queste importanti scelte progettuali, il volume dei dati si è ridotto
ad un numero di record pari a 1.291.990.
2.3.4 Riduzione della dimensionalità
Ci sono una serie di benefici derivanti dalla riduzione del numero di
attributi del dataset:
• alcuni algoritmi lavorano meglio se la dimensionalità è bassa, questo
perchè si eliminano attributi irrilevanti ai fini dell’analisi;
• si porta alla costruzione di un modello più comprensibile, coinvolgendo
pochi attributi;
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• è possibile una migliore e più facile visualizzazione dei dati;
• l’ammontare di tempo e memoria richiesti dagli algoritmi di data mi-
ning è decisamente inferiore;
• si evita la Curse of Dimensionality, il fenomeno che spiega come con
l’aumentare delle dimensioni, aumenta la sparsità dei dati nello spazio
che essi occupano. Questo fenomeno porta a diverse problematiche, ad
esempio per le tecniche di classificazione non si avrebbero abbastanza
dati per permettere la creazione di un modello che assegni una classe
ad ogni istanza, oppure per le tecniche di clusterizzazione la definizione
di distanza, o densità tra i punti, diventerebbe meno significativa.
Nel nostro caso, abbiamo già in parte effettuato questa operazione con la
creazione della vista PreMining, dove abbiamo selezionato solo un sottoin-
sieme degli attributi che il DWH contiene.
Un’ulteriore riduzione della dimensionalità sarà effettuata sulla base del-
le tecniche e degli algoritmi scelti e selezionati per la fase di sviluppo e




Come già sottolineato nei capitoli precedenti, ci sono diversi fattori che
influenzano la scelta di un modello di outlier detection: si deve tener conto
della tipologia dei dati di input, della dimensione del dataset, della disponi-
bilità di esempi rilevanti di outlier, e si deve conoscere il motivo per il quale
un particolare punto del dataset è da considerarsi un outlier, in termini del
suo comportamento rispetto al resto dei dati.
In questo capitolo analizzeremo questi fattori e descriveremo le diverse tec-
niche presenti in letteratura, una per ogni diversa combinazione dei fattori
sopracitati.
Partiamo dal dire che un algoritmo di outlier detection potrebbe avere
bisogno di qualche informazione addizionale sui dati, ad esempio un training
set etichettato è una delle informazioni maggiormente utilizzate.
Un training set è un insieme di dati che vengono utilizzati per addestrare un
sistema supervisionato, richiesto da tecniche che prevedono la costruzione di
un modello predittivo esplicito. L’etichetta associata ad ogni istanza della
collezione di dati, denota se essa è normale o outlier.
Basandoci sulla modalità di utilizzo dell’etichetta, se presente, le tecniche di
outlier detection possono essere suddivise in tre categorie:
1. Supervisionate. In questo caso il training set deve disporre di eti-
chette sia per le istanze normali che per gli outlier; solitamente si co-
struiscono due modelli, uno per la classe normale e uno per la classe
outlier, e qualsiasi nuova istanza è confrontata con entrambi per deter-
minare la classe di appartenenza. E’ richiesta una esplicita nozione di
comportamento normale e comportamento outlier. Infatti, uno svan-
taggio delle tecniche supervisionate sta proprio nel fatto che è difficile
ottenere un training set accuratamente etichettato.
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2. Semi-supervisionate. Assumono disponibilità di etichetta solo per
una classe, perciò qualsiasi nuova istanza che non appartiene al modello
costruito, viene etichettata con l’altra classe. Ovviamente sono più
popolari le tecniche che modellano solo le istanze normali durante la
fase di training poiché sono le istanze più facili da caratterizzare.
3. Non Supervisionate. Non richiedono dati etichettati, e quindi sono
tecniche ampiamente applicabili. Per l’applicazione si fanno altre as-
sunzioni, ad esempio tecniche statistiche parametriche assumono una
distribuzione parametrica per una o per entrambe le classi, oppure al-
tre tecniche assumono che le istanze normali siano più frequenti delle
istanze outlier (Frequent Pattern).
3.1 Approcci in letteratura
3.1.1 Approcci basati sulla classificazione
La classificazione è un importante concetto di Machine Learning e Data
Mining [16], il cui primo obiettivo è imparare da un set di istanze etichettate
(fase di training) e poi classificare le istanze nuove in una delle classi presenti
nel training set (fase di testing). Anche l’approccio di outlier detection ba-
sato su classificazione opera in accordo a queste due fasi, usando ’normale’
e ’outlier’ come etichette per le classi.
In dettaglio, la fase di training porta alla costruzione di un modello e la fase
di test serve a testare il modello costruito su nuove istanze. Le tecniche che
seguono questo approccio ricadono solitamente nel caso di tecniche supervi-
sionate. In realtà si può anche decidere di avere una sola classe e ricadere
quindi nei casi semi-supervisionati, valutando se considerare la classe solo
per i valori normali o solo per i valori outlier.
In alternativa, si assume che tutti i record del dataset rappresentano istan-
ze normali, assegnando ad ognuna di esse l’apposita etichetta; in seguito
si aggiungono delle istanze outlier, generate appositamente, ottenendo un
training set composto da entrambe le due classi. Sono presenti anche tecni-
che non supervisionate, che operano senza richiedere alcuna conoscenza delle
classi; ne vedremo qualche esempio in seguito.
In ogni caso come output della fase di test possiamo ottenere o la classe del-
l’istanza di test (Normale/Outlier), o semplicemente si determina che una
certa istanza non appartiene a nessuna classe, perciò è un outlier.
Di seguito una rassegna dei modelli di classificazione più conosciuti :
Neural Networks Based: la rete neurale è un modello matematico che
calcola un output attraverso la funzione f(input, pesi) = output, senza
specificare la forma della funzione f. E’ un sistema dinamico avente la
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topologia di grafo orientato, ampiamente usato per costruire classifica-
tori che imparino dai differenti pesi associati agli archi del grafo.
Figura 3.1: Esempio di funzionamento di una rete neurale
Un’istanza di test quando entra nella rete neurale produce un nodo
output (determinando la classe dell’istanza di test) o nessun output
(determinando che l’istanza non appartiene a nessuna classe). L’idea
base è effettuare l’addestramento della rete neurale su training set con-
tenente istanze normali e in seguito individuare outlier analizzando la
risposta della rete neurale su un’istanza di test. Se la rete accetta l’i-
stanza di test in input, allora è un’istanza normale, altrimenti è un
istanza outlier, ovvero la rete la rifiuta.
Tecniche di outlier detection basate su reti neurali [8] possono essere
a loro volta classificate nelle seguenti categorie in base al tipo di rete
impiegata:
1. Multi Layered Perceptrons: il perceptron è un modello semplice,
in cui l’apprendimento consiste nel variare i pesi e nel muovere
una retta di separazione del piano fino a dividere correttamente i
valori di input in due gruppi. Nella variante multipla, il modello è
formato dalla sovrapposizione di vari perceptron. Questa tipolo-
gia di modelli richiede una notevole riduzione della dimensione del
dataset e in particolare, per individuare i valori outlier, si richiede
la scelta di 3 diversi tipi di threshold (valori soglia).
2. Self Organizing Maps: rete neurale non supervisionata che clu-
sterizza i dati di input in un numero prefissato di nodi. Ogni
input è connesso a tutti i nodi di output. A ogni nodo è associato
un vettore dei pesi della stessa dimensione dei vettori d’ingresso,
chiamati Reference Vector. Nella tecnica ottimizzata per l’indi-
viduazione di outlier, durante la fase di training, il modello si
allena sui reference vector del dataset contenente istanze normali,
dove ogni reference vector rappresenta un cluster. Per la fase di
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testing, l’istanza di input è confrontata con tutti i reference vec-
tor per determinare il cluster di appartenenza della stessa; se il
vettore di input non corrisponde a nessuno dei reference vector è
chiaramente un outlier.
Bayesian Network: le reti bayesiane sono modelli grafici della conoscenza
in un dominio dominato da incertezza. Basandosi sulla regola di Bayes,
esprimono relazioni di dipendenza condizionale (archi) tra le variabili
in gioco (nodi).
Figura 3.2: Esempio di un albero di classificazione bayesiano
Tipicamente una rete bayesiana usata per l’individuazione di outlier,
aggrega le informazioni da diverse variabili e fornisce una stima di
aspettativa che si ha sull’appartenenza di un evento a una classe nor-
male. In particolare, crea un albero dove tutti i figli sono variabili
che alimentano il nodo radice per aggregare e classificare l’evento come
istanza normale o outlier.
Naive Bayesian [17] è una tecnica simile, usata per incorporare anche
la probabilità a priori in modelli ragionevoli che in seguito classificano
un evento come normale o outlier basandosi sulle proprietà dell’evento
e sulle probabilità a priori. Solitamente lavora in modalità supervi-
sionata, ma si parla anche di modalità non supervisionate quando si
addestra il modello sulla base della differenza tra le zone di alta densità
e di bassa densità, assumendo che i valori outlier si presentano in zone
di bassa densità.
Support Vector Machine: è un paradigma Machine Learning che è prin-
cipalmente usato come tool di classificazione binaria [9]. Separa i dati
appartenenti a due differenti classi, individuando un iperpiano che mas-
simizzi i margini che separano i punti appartenenti ad una classe dai
punti appartenenti all’altra, come è mostrato nell’esempio in Figura
3.3. La performance dipende molto da quanto sono ben separati i dati.
Rule-Based Models: queste tecniche generano in maniera automatica re-
gole della forma " if . . . then . . . ", che catturano il normale compor-
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Figura 3.3: Esempio grafico di funzionamento di una Support Vector Machine
tamento del sistema. Qualsiasi istanza che non soddisfi nessuna delle
regole generate, è considerata outlier.
Si possono inserire alcune regole manualmente, che portano ad indi-
viduare outlier già noti, dei quali si conoscono già le caratteristiche.
In seguito si può costruire un modello che impari da tali regole. Ad
esempio se sappiamo che un outlier ha un certo valore e assume un
determinato comportamento per determinati attributi, possiamo uti-
lizzare tali caratteristiche per costruire una regola ad hoc. Altrimenti
si definiscono istanze artificiali di outlier, in modo da ottenere delle
regole sulla base delle tipologie di outlier che si vogliono individuare e
di cui si conosce l’esistenza. Algoritmi di classificazione come IREP e
RIPPER sono quelli più idonei al raggiungimento di questo scopo [18].
Un altro approccio per generare regole, solitamente usato per l’indi-
viduazione di regolarità all’interno di transazioni di vendita di un su-
permercato, è l’Association Rule Mining. Questa tecnica genera regole
di associazione del tipo {farina, latte} =⇒ {lievito}, per indicare che
chi compra insieme latte e farina, è molto probabile che acquisti anche
del lievito. Dopo aver ottenuto l’insieme di tutte le regole possibili, si
effettua una fase di potatura di tali regole per eliminare quelle inutili o
ridondanti. La potatura è effettuata sfruttando un valore di supporto,
cioè il numero di transazioni del dataset che contengono l’insieme di
prodotti presenti nella regola. Infine fissando un valore di soglia, si
eliminano tutte le regole con supporto al di sotto della soglia fissata;
in questo modo si ha un approccio non supervisionato, ma resta il pro-
blema di dover scegliere un adeguato valore della soglia.
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3.1.2 Approcci basati sulla clusterizzazione
Il clustering, o clusterizzazione, è una popolare tecnica di Machine Lear-
ning che raggruppa istanze simili in un cluster [15]. È una tecnica solitamente
non supervisionata che ha come obiettivo quello di trovare gruppi di istanze
che presentano caratteristiche e comportamenti simili, sfruttando misure di
distanza o similarità. L’outlier detection basato su clustering è stato svilup-
pato basandosi sull’assunzione che i valori outlier non appartengono a nessun
cluster poiché sono molto rari e diversi da quelli normali. Il comportamento
assunto dagli outlier è che o non appartengono a nessun cluster o apparten-
gono a cluster molto piccoli, o sono forzati ad appartenere a cluster dove
rappresentano istanze molto diverse dagli altri componenti. Al contrario,
le istanze normali si assume che appartengano a cluster densi e di grandi
dimensioni. Attraverso questo approccio è possibile sia individuare outlier
globali, considerando l’intero set di dati, e sia outlier locali rispetto ad un
cluster.
Tra le tecniche semi-supervisionate, la più nota utilizza il calcolo di una
misura chiamata Semantic Outlier Factor; tale misura ha un valore alto se
l’etichetta di classe di un oggetto in un cluster è diversa dalla maggioranza
delle etichette di classe in quel cluster.
Figura 3.4: Outlier individuato tramite clusterizzazione
Tra le tecniche non supervisionate troviamo una tecnica boot-strapping che
separa i dati normali dagli outlier sfruttando il concetto di frequenza, da
cui prende il nome la tecnica Frequent Itemset Mining. I dati sono divisi
in segmenti basati sul tempo, e per ogni segmento è generato un Frequent
Itemset, cioè un insieme contenente le istanze più frequenti in quel segmento
temporale. Tutti i record corrispondenti ad un Frequent Itemset sono consi-
derati normali.
L’obiettivo degli algoritmi di clusterizzazione è quello di trovare cluster, di
conseguenza la maggior parte di tali metodi non è ottimizzato per individua-
re outlier. Tra quelli che si focalizzano maggiormente sull’individuazione di
outlier troviamo CLAD: effettua un campionamento random dei dati e cal-
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cola, per ogni punto del campione, la distanza media dai punti ad esso più
vicini; tutti quei record appartenenti a cluster la cui densità è sotto un cer-
to valore soglia sono dichiarati come outlier locali, mentre tutti quei record
appartenenti a cluster che sono lontani dagli altri cluster, sono dichiarati
outlier globali.
Un approccio simile è il Cluster-Based Local Outlier Factor (CBLOF) [11];
tale approccio calcola un fattore chiamato Local Outlier Factor (LOF) [14]
per ogni record del dataset, da utilizzare come score per effettuare il ranking
del dataset e selezionare il numero di outlier da considerare top, cioè quelli
che si ritiene essere più rilevanti, in base ad un certo valore soglia o threshold
prefissato.
3.1.3 Approcci basati sulla distanza e vicinato
Il concetto di distanza è un concetto usato in Machine Learning e Data
Mining per effettuare analisi sul comportamento degli oggetti rispetto al pro-
prio vicinato (neighborhood), da cui il nome dell’algoritmo Nearest Neighbor
(NN). Le caratteristiche di tale algoritmo sfruttano una nozione esplicita di
prossimità attraverso una misura di distanza o similarità, che va scelta in
base al tipo di attributi ai quali si sta applicando l’algoritmo. Per attributi
continui univariati o multivariati, la distanza Euclidea è la scelta più adatta
e più utilizzata. Metriche di distanza più complesse sono definite quando si
ha a che fare con attributi categorici.
Mentre il clustering solitamente prende in considerazione una visione dei dati
globale, NN analizza ogni dato rispetto al suo vicinato locale: l’idea base è
che l’outlier avrà un vicinato in cui si distinguerà, mentre un dato normale
ha un vicinato dove i suoi vicini sono esattamente come lui.
Nell’approccio K-Nearest Neighbor (KNN), un outlier è definito come segue:
"Dati i parametri k e R, un punto p nel dataset è un outlier se non più di
k punti sono a distanza minore o uguale a R da p" (Knorr and Ng 1997
[13]), dove k rappresenta il numero di vicini da considerare, e R rappresenta
il raggio di distanza prefissato. Il problema di questo approccio è appunto
scegliere i parametri k e R in maniera opportuna. Questo modello definisce
come outlier score di un punto la distanza dal suo k-esimo vicino.
Un altro approccio si basa su partizione: prima clusterizza i punti e succes-
sivamente calcola lower and upper bound relativi al valore delle distanze di
un punto dai suoi k-esimi vicini, per tutti i punti di ogni partizione. In se-
guito usa questa informazione per identificare le partizioni che non possono
contenere i top k outlier e le elimina. Gli outlier sono poi calcolati a partire
dai punti rimasti nella fase finale.
Esistono una serie di varianti a questo approccio. Una variante per noi inte-
ressante è rappresentata dall’algoritmo Local Density Cluster Outlier Factor
(LDCOF [20]), che calcola la densità di regioni nei dati e dichiara l’istanza
in regioni con bassa densità come outlier. Si assegna un Density Region Fac-
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tor come punteggio ad ogni punto del dataset, in base alla distanza dal suo
vicinato locale (approccio simile al CBLOF nominato in precedenza).
3.1.4 Approcci statistici
Una tecnica di outlier detection statistica determina un modello genera-
tivo probabilistico e poi testa se l’istanza è generata dal modello o meno. Il
modello statistico stimato deve catturare la distribuzione dei dati e l’istanza
di test sarà valutata rispetto a quanto bene si accosta al modello. Se la pro-
babilità dell’istanza di essere generata dal modello è molto bassa, l’istanza
rappresenterà un outlier [6].
Queste tecniche sono state sviluppate per ignorare i valori outlier mentre si
stanno svolgendo analisi statistiche. Anche queste tecniche operano nelle due
fasi di training e test; una tecnica non supervisionata determina il modello
statistico che racchiude la maggior parte delle osservazioni, dichiarando un
outlier come una qualsiasi osservazione che ricade in una regione dello spazio
dati con bassa probabilità.
Approcci parametrici Si assume che i dati siano generati da una distribu-
zione nota, perciò il training consiste nella stima dei parametri di tale
distribuzione. Possono essere applicati a dati continui di tipo sia uni-
variato che multivariato. Solitamente la maggior parte delle tecniche
assumono una distribuzione Normale per i valori continui, mentre per
i dati sequenziali si assume una distribuzione di Markovian. In scenari
reali una singola distribuzione non cattura l’effettiva distribuzione di
probabilità dei dati, quindi si assume che i dati provengano da un mix
di distribuzioni e si stimano tutti i parametri per ogni distribuzione
[5].
Modelli Gaussiani Si assume una distribuzione Normale. La fase di trai-
ning coinvolge solitamente la stima della media e della varianza, uti-
lizzando Maximum Likelihood Estimates.
Il test più comune è il Box Plot, un metodo di sommarizzazione dei
dati misurati su una determinata scala d’intervallo, usato spesso per
analisi di esplorazione dati. Si tratta di un grafico usato per mostrare
la forma della distribuzione, dove sono evidenziati il suo valore cen-
trale, il valore massimo e il valore minimo. Qualsiasi istanza che si
collochi oltre il box rappresentante la distribuzione dei dati, come è
evidenziato nell’esempio in Figura 3.5, è considerata outlier. Per casi
multivariati si usa la distanza di Mahalanobis per ridurre osservazioni
multivariate in scala univariate.
Modello di regressione E’ utilizzato per le Time-series, un particolare ti-
po di dati sequenziali, dove ogni record è una serie di osservazioni legate
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Figura 3.5: Esempio di Box Plot
ad una variabile temporanea. Il modello di regressione è usato per in-
dividuare outlier che si verificano quando una singola osservazione è
estrema o in presenza di un’innovazione. La fase di training compren-
de la costruzione di un modello di regressione sui dati. La fase di test
è essenzialmente una fase di diagnostica del modello che comprende la
valutazione di ogni istanza rispetto al modello. La stima della Maxi-
mum Likelihood dei parametri di regressione è usata come criterio per
individuare outlier.
Approcci non parametrici Sono basati sulla frequenza delle occorrenze
[7]. La tecnica più diffusa è chiamata Histogram Analysis; essa fun-
ziona meglio su dati di tipo univariato, infatti porta alla creazione di
un istogramma per ogni attributo in maniera separata e si individuano
outlier in ogni dimensione in maniera separata.
• Histogram Analysis: utilizza istogrammi per mantenere un pro-
filo dei dati normale, basati sulla frequenza o sul conteggio. Gli
algoritmi solitamente definiscono una misura di distanza tra una
nuova istanza e l’istogramma basata sul profilo per determinare
se l’istanza è un outlier o no.
La forma più semplice di istogramma si ha quando abbiamo un
solo attributo. La sfida maggiore in questi approcci sta nel selezio-
nare gli attributi che permettono di distinguere maggiormente le
istanze normali dagli outlier e definire una distanza dell’istanza di
test dal profilo. Approcci basati su istogramma solitamente sono
CAPITOLO 3. TECNICHE DI OUTLIER DETECTION 35
semi-supervisionati e sono utilizzati quando i dati sono governati
da un certo profilo, per questo ci sono molti domini applicativi
che la impiegano.
• Finite State Machines: è utilizzato per modelli di dati che hanno
una natura sequenziale o temporale, ma è complicato se si ha un
grande numero di stati possibili, cosa che accade per il nostro
dominio applicativo. Una volta che il modello probabilistico è
individuato, il passo successivo è determinare se un’istanza è un
outlier rispetto al modello o no. Questo richiede la scelta di un
valore di soglia per determinare il numero di outlier che vogliamo
analizzare tra quelli individuati dal modello.
3.2 Selezione di tecniche di outlier detection in am-
bito GDO
Nel Capitolo 2 abbiamo caratterizzato la struttura e la tipologia dei dati
sui quali si effettuerà la sperimentazione. Questa approfondita conoscenza
del modello dei dati è un elemento fondamentale per la scelta delle tecniche
da implementare.
Innanzitutto si è deciso di procedere per esclusione. In particolare, non è
stata considerata nessuna delle tecniche di tipo statistico, perchè quest’ulti-
me partono dall’assunzione che, o i dati siano generati da una distribuzione
nota (approcci parametrici), o si sappia caratterizzare la differenza tra la
distribuzione di probabilità dei valori normali e quella dei valori outlier (ap-
procci non parametrici).
Per ognuna delle tre restanti famiglie di approcci descritti nel capitolo pre-
cedente, è stato quindi individuato un algoritmo, ritenuto più idoneo sulla
base delle seguenti motivazioni e considerazioni:
• Classificazione: I modelli Neural Network non sono sembrati una buona
scelta perchè tramite il Multi Layered Perceptron tendono a genera-
lizzare e assegnare nuove istanze a una delle classi sulla quale è stata
effettuata la fase di training, e così facendo spesso portano alla perdita
di outlier; mentre il Self Organization Maps è solitamente utilizzato
per individuare frodi o intrusioni nelle reti.
Il Support Vector Machine è stato scartato poiché funziona bene quan-
do si ha una netta separazione tra dati normali e dati outlier, proprietà
non valida nel nostro caso.
La scelta più idonea è sembrata quindi quella degli algoritmi di clas-
sificazione basati su regole. Un classificatore basato su regole è una
tecnica volta a classificare i record utilizzando un insieme di regole del
tipo " if . . . then . . . ". La Figura 3.6 mostra un esempio di modello ge-
nerato da un classificatore basato su regole per il problema del rischio
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Figura 3.6: Esempio di rule set
di incidenti stradali.
Le regole del modello sono rappresentate in forma normale disgiuntiva,
R = ( r1 ∨ r2 ∨ . . .∨ rn), dove R è conosciuto come il rule set e ri
sono le regole di classificazione o i disgiunti, i = 1, . . . , n.
Per costruire un classificatore basato su regole , abbiamo bisogno di
definire un insieme di regole che identifica le relazioni fondamentali tra
gli attributi di un insieme di dati e l’etichetta di classe.
Esistono due grandi famiglie di metodi per l’estrazione di regole di
classificazione:
1. Metodi diretti, dove le regole di classificazione sono derivate di-
rettamente dai dati; in questo caso si partiziona lo spazio rap-
presentato dall’attributo in sottospazi più piccoli, in modo che
tutti i record che appartengono a un sottospazio possono essere
classificati utilizzando una singola regola di classificazione.
2. Metodi indiretti, in cui le regole di classificazione sono derivate
da altri modelli di classificazione, come gli alberi di decisione o le
reti neurali.
Dal momento che abbiamo scartato gli altri modelli di classificazione,
non possiamo utilizzare un metodo indiretto, pertanto è stato selezio-
nato un algoritmo appartenente alla classe di metodi diretti.
In particolare si è deciso di utilizzare l’algoritmo denominato RIPPER,
che sta per Repetead Incremental Pruning to Produce Error Reduction,
algoritmo proposto da William W. Cohen come una versione ottimiz-
zata di IREP [18].
Questa scelta si basa su delle valide motivazioni:l’ algoritmo scala quasi
linearmente con il numero di esempi di addestramento ed è particolar-
mente adatto per la creazione di modelli di set di dati con distribuzione
di classe sbilanciata, come nel nostro caso.
I dettagli algoritmici e implementativi saranno presentanti nel capitolo
successivo.
• Clusterizzazione: Tutti gli algoritmi presenti in letteratura definisco-
no gli outlier usando le distanze dimensionali tra i punti, il che può
tradursi in costi eccessivi e performance qualitative pessime causate
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dalla "maledizione della dimensionalità". Algoritmi di clustering come
ROCK, CP, DBSCAN ecc. . . possono individuare degli outliers, ma il
loro principale obiettivo è trovare cluster, e gli outlier sono spesso visti
come rumore.
Per questi motivi la scelta è ricaduta su uno degli algoritmi di cluste-
ring ottimizzato per l’individuazione di outlier; si tratta dell’algoritmo
CBLOF, un algoritmo che combina algoritmi di clusterizzazione non
supervisionati basati sulla distanza a tecniche di individuazione di ou-
tlier locali che assegnano un outlier score (Local Outlier Factor) ad
ogni record del dataset [11]. Il clustering è visto solo come una fase di
pre-elaborazione dei dati, con conseguente identificazione di outlier.
CBLOF prende come input il set di dati e il modello di cluster che
è stato generato da un algoritmo di clustering , e suddivide i cluster
in piccoli cluster e grandi cluster utilizzando dei parametri. L’outlier
score è quindi calcolato in base alla dimensione del cluster al quale il
punto appartiene e alla distanza dal centroide del cluster più vicino. I
dettagli di questa metodologia saranno esposti nel capitolo successivo.
• Distanza e Vicinato: per quest’ultima famiglia di approcci è stato dif-
ficile individuare un algoritmo che ottimizzasse le prestazioni, in modo
tale da non richiedere un costo computazionale eccessivo.
La maggior parte di queste tecniche è computazionalmente costosa a
causa del calcolo delle distanze punto-punto. Fortunatamente sono
state condotte delle ricerche e sperimentazioni per ottimizzare questi
algoritmi da parte di diversi ricercatori dell’ambito. In particolare in
questo lavoro di tesi ci focalizziamo sull’algoritmo DOLPHIN (Fabrizio
Angiulli [21]) basato sulla distanza, ottimizzato per l’individuazione di
outlier in dataset molto grandi.
L’algoritmo è semplice da implementare e può essere utilizzato con
qualsiasi tipo di dati. Inoltre, una modifica del metodo di base consente
a DOLPHIN di considerare lo scenario in cui il buffer disponibile della
memoria centrale è più piccolo rispetto ai suoi requisiti standard. DOL-
PHIN è stato confrontato con algoritmi di rilevamento dei valori ano-
mali dello stato dell’arte basati sulla distanza, dimostrando che è mol-
to più efficiente. I dettagli sul funzionamento e sull’implementazione
dell’algoritmo saranno trattati nel capitolo successivo.
3.3 Strumenti utilizzati
In questo lavoro di tesi è stato usato come software di riferimento R,
che costituisce un linguaggio e un ambiente per il calcolo statistico e la
rappresentazione grafica dei dati, disponibile gratuitamente nella forma open
source [22]. I motivi di questa scelta sono molteplici:
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Figura 3.7: R Studio
• In termini di qualità, R costituisce uno dei migliori prodotti disponibili,
ottenuto a partire dall’ambiente e linguaggio S, sviluppato presso i
laboratori AT&T.
• Il fatto che sia gratuito è un ovvio vantaggio, che diventa ancora più
significativo in un contesto didattico in quanto, essendo facilmente ac-
cessibile a tutti, gode di un requisito ideale per costituire una base
comune di lavoro.
• Il fatto che sia gratuito non significa peraltro che valga poco: R è
curato e continuamente aggiornato da R Development Core Team, che
è costituito da un gruppo di esperti di massimo livello scientifico.
• Essendo R un linguaggio, si presta facilmente alla programmazione di
varianti di metodi esistenti, o alla formulazione di nuovi.
• In aggiunta alla ampia gamma di metodi presenti nell’installazione base
di R, sono disponibili moduli aggiuntivi. L’insieme delle tecniche così
utilizzabili copre l’intero panorama delle più aggiornate metodologie.
• Permette di interagire in stretta sinergia con altri programmi, in par-
ticolare è prevista la cooperazione tra R e DBMS vari.
• La modalità di utilizzo di R è tale per cui l’utente è indotto a prendere
consapevolezza del funzionamento dei metodi usati.
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Le metodologie di Data Mining fruibili attraverso R sono le stesse che stan-
no alla base dei prodotti commerciali, e che ne costituiscono il ’motore’. La
scelta di R come ambiente di lavoro significa che si rinuncia alla gradevo-
lezza e semplicità dell’interfaccia grafica, ma si guadagna in comprensione e
controllo di ciò che si sta eseguendo.
Un altro software di riferimento utilizzato, in particolare per uno dei
tre algoritmi selezionati, è Rapid Miner [23]. Si tratta di una piattaforma
software sviluppata dalla società con lo stesso nome, che offre un ambiente
integrato per l’apprendimento automatico, data mining, text mining, analisi
predittiva e analisi di business. Viene utilizzato per le applicazioni aziendali
e commerciali, nonché per la ricerca, l’istruzione, la formazione, la proto-
tipazione rapida, e lo sviluppo di applicazioni e supporta tutte le fasi del
processo di data mining compresa la preparazione dei dati, visualizzazione
dei risultati, la validazione e l’ottimizzazione. RapidMiner Basic Edition è
disponibile per il download sotto la licenza AGPL. La Professional Edition
parte da 1999 $, ma è disponibile per gli studenti una licenza accademica
gratuita.
Figura 3.8: Rapid Miner
Perchè Rapid Miner?
• Secondo Bloor Research, RapidMiner fornisce il 99% di una soluzione
analitica avanzata attraverso framework basati su modelli che velociz-
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zano la consegna e riducono gli errori, eliminando quasi la necessità di
scrivere codice.
• RapidMiner fornisce, come abbiamo già detto, la maggior parte delle
tecniche di data mining e delle procedure di apprendimento automati-
co.
• RapidMiner fornisce una GUI per la progettazione e l’esecuzione dei
flussi di lavoro di analisi.
• Quei flussi di lavoro sono chiamati "processo" in RapidMiner e sono
costituiti da molteplici "Operatori". Ogni operatore esegue una singola
attività all’interno del processo e la porta di uscita di ciascun operatore
costituisce la porta di ingresso del successivo.
• In alternativa, il motore può essere chiamato da altri programmi o
utilizzato come una API, dal momento che è scritto con il linguaggio
di programmazione Java.
• Le singole funzioni possono essere chiamate da linea di comando.
• RapidMiner consente di imparare schemi, modelli e algoritmi e può
essere estesa utilizzando R e script Python.
• Le funzionalità RapidMiner possono essere estese con plug-in aggiuntivi
messi a disposizione tramite RapidMiner Marketplace. Il RapidMiner
Marketplace fornisce una piattaforma per sviluppatori, dove è possibile
creare algoritmi di analisi dati e condividerli con la comunità attraverso




4.1 Tabella di Mining
Prima di passare ai dettagli di implementazione degli algoritmi relativi
ad ognuna delle tecniche risolutive selezionate nel capitolo precedente, è im-
portante definire le caratteristiche finali del dataset che sarà utilizzato nella
fase di sperimentazione e test degli algoritmi.
Nel Capitolo 2 è stata descritta la fase di esplorazione e pulizia dei dati, che
ha portato alla creazione di una vista (PreMining) con un determinato set
di attributi. L’operazione di riduzione della dimensionalità è stata effettuata
in parte e lasciata in sospeso dal momento che la selezione degli attributi che
saranno poi processati dagli algoritmi risolutivi selezionati va definita nella
fase di implementazione, fase descritta in questo capitolo.
Per costruire la tabella di mining finale, si sono considerati i requisiti delle
tecniche selezionate. In realtà nessuno dei tre algoritmi richiede una tipolo-
gia particolare di attributi; perciò si è deciso di selezionare solo gli attributi
numerici, sia per semplicità e sia perchè, per il dominio di riferimento che si
sta analizzando, ha più senso valutare i valori anomali in base ad attributi
come Quantità o Importo degli articoli venduti. Per completezza abbiamo
selezionato anche gli attributi Data e Orario, trasformati in formato nume-
rico.
Inoltre, si deve tener in considerazione che in un dataset del mondo reale,
come quello che stiamo utilizzando, è difficile effettuare una valutazione di
un algoritmo di outlier detection, perchè non si sa esattamente quale ogget-
to sia in realtà un outlier. Per questo motivo sono stati inseriti in maniera
manuale degli outlier all’interno della tabella di mining finale.
A questo scopo, in letteratura ci sono due approcci comunemente utilizzati:
1. aggiungere valori anomali ai dati reali con metodi di randomizzazione:
di questo approccio esistono diverse varianti, ma in generale si vanno
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a modificare i singoli attributi o si modificano tutti gli attributi, ma
per diverse istanze.
2. per ottenere una classe rara (come appunto quella degli outlier), è ne-
cessario effettuare un campionamento delle istanze in base al livello di
rarità che si desidera raggiungere (di solito, questo livello dovrebbe es-
sere < 1%), e successivamente assegnare a questo campione l’etichetta
di classe ’outlier’.
Per il secondo approccio si da per scontato il fatto che, se una classe è rara
rispetto all’altra (nel senso che le istanze che vi appartengono rappresentano
una percentuale bassissima), allora si tratta della classe dei valori anomali.
Inoltre, è un approccio ingenuo perchè presuppone che la classe di maggio-
ranza non contenga valori anomali, ma nella realtà ogni set di dati reali
contiene valori anomali all’interno della classe ’normale’.
I valori anomali di solito sono pensati in relazione al modello dei dati, come
già discusso, ma questo non dice nulla su come essi vengono generati: posso-
no essere eventi rari rispetto al processo di generazione del modello dei dati
descritto (circa 1 su 10) oppure possono essere generati da un processo che
non è incluso nel modello.
Sulla base di quest’ultime considerazioni si è deciso di adottare il primo
approccio, e sono stati generati in maniera casuale circa il 2,5% di record
anomali rispetto alle dimensioni del dataset (per esattezza 3002 istanze). Lo
script di generazione automatica è stato scritto con il linguaggio R, e in parti-
colare si è utilizzata la funzione rnorm(n, mean = 0, sd =1) per ottenere una
generazione casuale utilizzando la distribuzione normale, fissando la media
al valore 10 e la deviazione standard a 2. Ognuno di questi record presenta
Figura 4.1: Esempio di tabella di mining finale
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un solo attributo o al massimo due attributi con valori generati casualmen-
te all’interno di intervalli definiti sulla base di determinate assunzioni, ad
esempio per l’attributo Importo l’intervallo fissato è [100e ;300e], con uno
step incrementale di 15,7 (si assume che un articolo con importo superiore a
100e non sia da ritenersi nella norma).
In Figura 4.1 è mostrato un esempio di com’è strutturata la tabella di mi-
ning finale. Com’è possibile notare l’attributo ID è stato conservato, non
con lo scopo di essere processato, ma con il solo obiettivo di utilizzarlo nella
fase di "reengineering". Attraverso quest’ultima fase, dopo aver individuato
i record ritenuti anomali, sarà possibile risalire alle altre informazioni pre-
senti nel Data Mart iniziale, per una migliore comprensione del motivo che
ha portato tali record ad essere individuati come outlier.
4.2 Algoritmo CBLOF
Recentemente nella comunità di Data Mining è stato proposto un nuovo
approccio di outlier detection che presenta, oltre ad una nuova definizione
di outlier chiamata cluster-based local outlier, anche una nuova misura per
l’identificazione del significato fisico di un outlier, chiamata Cluster Based
Local Outlier Factor (CBLOF [11]). L’ algoritmo si divide in due parti:
prima effettua una partizione del dataset attraverso un qualche algoritmo
di clustering e, successivamente, calcola per ogni record il fattore CBLOF
rappresentante l’outlier score.
Prima di presentare le suddette definizioni, partiamo dunque dal concetto di
clustering. Utilizziamo |S| per indicare la dimensione di un generico insieme
S.
Definizione 4.1
Sia A1, A2, . . . , Am un insieme di attributi con dominio D1, D2, . . . , Dm
rispettivamente. Sia il dataset D un insieme di record dove ogni record è tale
che t: t ∈ D1 × . . .× Dm. Il risultato di un algoritmo di clustering eseguito
su D è denotato come: C = { C1, C2, . . . , Ck } dove Ci ∩ Cj = ∅ e C1 ∪ C2
∪ . . . , ∪ Ck = D. Il numero di cluster è k.
L’algoritmo di clustering usato per partizionare il dataset in insiemi disgiunti
di record può essere scelto liberamente; l’unico requisito è che sia un algorit-
mo che produca buoni risultati.
Il problema critico si ha quando bisogna definire se un cluster è small o large,
in questo ci sarà di aiuto la seguente definizione.
Definizione 4.2
Sia C = { C1, C2, . . . , Ck } un insieme di cluster ordinati in modo che vale la
seguente relazione |C1| ≥ |C2| ≥ . . .≥ |Ck|. Dati due parametri numerici α
e β, definiamo b come la boundary (linea di confine) di small e large cluster
se vale una delle seguenti relazioni:
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(|C1|+ |C2|+ . . .+ |Cb|) ≥ |D| ∗ α (4.1)
(|Cb|/|Cb+1| ≥ β (4.2)
Allora, l’insieme di large cluster è definito come LC = { Ci | i ≤ b } e
l’insieme di small cluster è definito come SC = { Cj | j > b }.
La Definizione 4.2 fornisce una misura quantitativa per poter distinguere tra
cluster grandi e piccoli. La relazione 4.1 considera il fatto che la maggior
parte dei punti del dataset non sono outlier, e quindi i cluster composti
da una grande porzione di dati dovrebbero essere considerati large. Per
esempio, se α è settato al 90%, significa che bisogna considerare i cluster che
contengono il 90% dei punti del dataset come large cluster. La relazione 4.2,
invece, considera il fatto che tra le due tipologie di cluster ci deve essere una
significativa differenza di dimensione.




|Ci| ∗min (distanza (t, Cj)), se Ci ∈ SC e Cj ∈ LC
|Ci| ∗ (distanza (t, Ci)) se Ci ∈ LC
Dalla Definizione 4.3 sappiamo che il CBLOF di un record è determinato
dalla dimensione del suo cluster e dalla distanza tra il record e il cluster più
vicino (se esso appartiene ad un cluster piccolo), o dalla distanza tra il record
e il cluster al quale appartiene (se il record appartiene ad un cluster gran-
de), dando importanza al comportamento locale dei dati. Per il calcolo della
distanza tra il record e un cluster, è sufficiente utilizzare la stessa misura di
similarità adottata nell’algoritmo di clustering considerato.
Dopo aver calcolato per ogni record il corrispettivo CBLOF, esso rappresen-
ta il punteggio "outlier score" e viene utilizzato per ordinare il dataset in
maniera decrescente poiché i record con punteggio più alto sono da consi-
derarsi outlier. A tale scopo, si fissa un valore soglia per l’outlier score, in
base al quale si determina la natura di ogni record: se il punteggio di un
record supera tale soglia, allora il record è considerato outlier, altrimenti è
considerato normale.
4.2.1 Algoritmo di clustering K-Means
Per il nostro lavoro di tesi, l’algoritmo di clustering che si è deciso di
adottare è rappresentato dall’algoritmo K-Means perchè ha una complessità
computazionale in tempo ragionevole [ O(n*log(n)) ], il che lo rende appro-
priato per dataset di grandi dimensioni, dove n è appunto la dimensione del
dataset.
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K-Means è un algoritmo di partizione in cui ogni cluster è assegnato a un
"centroide", solitamente rappresentato dal punto centrale/mediano di un
gruppo di punti, e dove ogni punto è assegnato al cluster con il centroide più
vicino (Capitolo 8 - [4]).
Come descritto nello pseudocodice in Algoritmo 1, K centroidi sono scelti
inizialmente in maniera random, e di seguito aggiornati sulla base dei punti
assegnati ad ogni cluster ottenuto. L’operazione si ripete finchè i centroidi
non subiscono più aggiornamenti.
Algorithm 1 Algoritmo K-Means
Input: E = { e1, e2, . . . , en } (insieme di istanze da clusterizzare),
K (numero di cluster)
Output: C = { c1, c2, . . . , ck } (insieme di centroidi per ogni cluster),
L = { l(e) | e = 1,2, . . . , n } (l’insieme di etichette di cluster di E)
1:
2: for each: ci ∈ C do
3: ci := ej (assegnazione random iniziale dei centroidi)
4: end for
5:
6: for each: ej ∈ E do
7: l(ei) := argminDistance(ei,cj) (dove j ∈ { 1, 2, . . . , k })
8: end for
9: changed := false;
10:
11: repeat
12: for each: ci ∈ C do
13: AggiornaCluster(ci)
14: end for
15: for each: ej ∈ E do
16: minDist := argminDistance(ei,cj) (dove j ∈ { 1, 2, . . . , k })
17: if minDist 6= l(ei) then
18: l(ei) := minDist
19: changed := true;
20: end if
21: end for
22: until (changed = true) ;
L’inizializzazione di tale algoritmo richiede due parametri: il numero di clu-
ster K desiderato e una metrica di distanza.
La metrica di distanza selezionata è la distanza Euclidea. Dati due punti, x
e y, in uno spazio n-dimensionale, la distanza d tra i due punti è data dalla






xk e yk sono, rispettivamente, i k-esimi attributi di x e y. Questo tipo di
distanza è spesso usata per dati di tipo denso e continuo, proprio perchè la
prossimità tra attributi continui è spesso espressa in termini di differenza, e
la distanza Euclidea fornisce una modalità ben definita per combinare queste
differenze in una misura di similarità completa. Inoltre, risolve problematiche
riguardanti attributi con differenti scale o di importanza diversa. Queste sono
le ragioni che hanno motivato la nostra scelta.
Il parametro K si seleziona attraverso lo studio dell’andamento della somma
degli errori quadratici (SSE), cioè l’errore ottenuto dal calcolo della distanza
per ogni punto dal centroide del cluster più vicino.








dove d rappresenta la distanza Euclidea definita poc’anzi, C è l’insieme dei
cluster ottenuti dall’esecuzione dell’algoritmo, ci rappresenta il centroide del
cluster i.
Il valore SSE si riduce incrementando il numero dei cluster K. Un buon clu-
stering con K ridotto può avere un valore di SSE più basso rispetto ad un
cattivo clustering con K più elevato. Inoltre bisogna considerare che SSE
risulta sensibile alla presenza di outlier, che forniscono un considerevole con-
tributo al calcolo della distanza tra le osservazioni anomale e il centro di un
cluster.
La determinazione del numero di cluster, dunque, può essere risolta metten-
do in relazione il valore SSE ottenuto ad ogni esecuzione dell’algoritmo con
il valore K corrente, incrementandolo ad ogni iterazione, su un grafico carte-
siano; la relazione tra i due valori genererà una curva dove, in corrispondenza
del cosiddetto "ginocchio" è possibile identificare il valore K da selezionare.
Inoltre si deve tenere in considerazione che la probabilità di scegliere inade-
guatamente K centroidi iniziali è abbastanza alta, e ciò dipende dal "seed",
cioè il numero usato per la generazione random dei numeri per l’assegna-
mento iniziale del centroide. Con un miglior seed, K-Means converge più
velocemente e la qualità dei cluster è migliore.
Attraverso le API di RapidMiner disponibili in Java è stato implementato
uno script in cui si esegue l’algoritmo K-Means diverse volte, facendo variare
per ogni K (da 2 a 10) il valore del seed da 1 a 1000 (come riportato in
Figura 4.2), in modo da selezionare il seed migliore in accordo con il minor
valore SSE ottenuto ad ogni esecuzione dell’algoritmo.
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Figura 4.2: Risultato dello script per la selezione del K ottimale
La Figura 4.3 mostra l’andamento della curva ottenuta plottando i risultati
ottenuti dall’esecuzione dello script su un grafico cartesiano dove abbiamo,
sull’asse delle ascisse, il valore K e sull’asse delle ordinate il corrispondente
valore SSE individuato in accordo alla procedura poc’anzi descritta. Notia-
mo che i punti di minimo o flessi sono presenti in corrispondenza di diversi
valori di K; sulla base di tale analisi, sono stati scelti ed utilizzati per K i
valori 3, 4 e 6.
4.2.2 Sviluppo e implementazione
Per lo sviluppo ed esecuzione dell’algoritmo CBLOF è stato utilizzato
il tool RapidMiner, in particolare l’estensione chiamata Anomaly Detection
Extension, che comprende i più conosciuti algoritmi di outlier detection non
supervisionati, come il CBLOF, che è di nostro interesse. L’ algoritmo è già
implementato nell’estensione in maniera efficiente, per eseguire esperimenti
liberamente su grandi dataset.
RapidMiner utilizza il concetto di operatori modulari (Figura 4.4) per la
progettazione di una catena innestata di operatori racchiusa in un unico pro-
cesso, permettendo la risoluzione di più problemi di mining. Quindi il pro-
cesso di scoperta di conoscenza (KDD) è visto come una catena sequenziale
di operatori, in cui ogni operatore definisce gli input e gli output dell’opera-
zione, così come l’insieme dei parametri obbligatori o opzionali, per i quali
il tool controlla automaticamente la correttezza prima dell’esecuzione [23].
Il processo creato per lo sviluppo dell’approccio trattato in questa sezione,
ha inizio con l’importazione del dataset attraverso il pulsante ’Add Data’
mostrato in Figura 4.4; i dati sono stati prima esportati tramite Sql Develo-
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Figura 4.3: Andamento di SSE al variare di K
per in un file csv attraverso una semplice query di selezione di tutti i record
della tabella finale di mining descritta all’inizio di questo capitolo.
Il risultato del processo di importazione del dataset mostra anche alcune delle
più importanti statistiche e caratteristiche degli attributi che lo compongo-
no, come indicato in Figura 4.5. Successivamente è stato creato il processo
di mining mostrato in Figura 4.6, che comprende la fase di clustering, attra-
verso l’algoritmo K-Means, e la fase di esecuzione dell’algoritmo CBLOF.
Nell’immagine vediamo sul lato sinistro il Repository dove sono presenti i
processi creati e tutti i dataset importati, nel quale è possibile salvare gli
eventuali output di ogni operatore eseguito; e gli operatori che possono es-
sere inseriti nel processo. Sul lato destro sono mostrati rispettivamente, in
alto, gli operatori richiesti per l’esecuzione dell’operatore CBLOF, e in basso,
la descrizione del funzionamento dell’algoritmo con eventuali suggerimenti e
aiuti per l’uso del rispettivo operatore.
L’operatore Clustering prende in input la selezione degli attributi che ab-
biamo descritto all’inizio di questo capitolo ( Figura 4.1 ) e restituisce in
output un modello di clusterizzazione e il dataset clusterizzato (contenente
la colonna aggiuntiva con l’informazione relativa al cluster di appartenenza
per ogni record). Questi ultimi diventano gli input dell’operatore in evidenza
Cluster-Based Local Outlier Factor. I parametri richiesti sono esattamente
gli stessi che abbiamo già descritto nel paragrafo 4.2. Più in dettaglio va de-
finita la misura di distanza che si vuole utilizzare per il calcolo della distanza
tra ogni record e il suo cluster di appartenenza, la percentuale di dataset che
assumiamo essere normale specificata attraverso il valore di α, e il valore di β
che rappresenta il minimo rapporto tra la dimensione di un grande cluster e
la dimensione di un piccolo cluster. La scelta di tali parametri verrà esplici-
tata nel capitolo successivo, dove è descritta la fase di raccolta dei risultati.
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Figura 4.4: Operatori del tool RapidMiner
L’output di CBLOF è rappresentato dal dataset iniziale con, in aggiunta,
oltre alla colonna sulle informazioni relative ai cluster ottenuti nel passo
precedente, una colonna contenente il punteggio cluster-based outlier factor
assegnato ad ogni record, calcolato in base alla definizione 4.3.
Per concludere, mostriamo lo pseudocodice dell’algoritmo CBLOF imple-
mentato in RapidMiner , e un esempio del risultato restituito dall’esecuzione
dell’intero processo, in Figura 4.7.
4.3 Algoritmo RIPPER
Comunemente le tecniche di Data Mining basate su regole generano delle
regole che catturano il normale comportamento di un sistema.
Una regola di classificazione può essere espressa nel seguente modo:
r: (Condizione) −→ y, dove la parte sinistra della regola è chiamata regola
antecedente e la parte destra è chiamata regola conseguente.
Si dice che una regola r copre un record x se le condizioni della regola ante-
cedente di r sono soddisfatte da x. La copertura di una regola è una misura
utilizzata per indicare la qualità della regola stessa, definita formalmente di
seguito (Capitolo 5 - [4]).
Definizione 4.4 Sia D un dataset e r: (A) −→ y una regola di classifica-




Qualsiasi istanza che non è coperta da alcuna di tali regole è considerata
come un outlier. Tecniche di classificazione come IREP e RIPPER possono
CAPITOLO 4. SVILUPPO E IMPLEMENTAZIONE 50
Figura 4.5: Risultato dell’importazione del dataset
apprendere le regole da dati detti rumorosi per individuare i valori anomali
presenti nel dataset di addestramento (training set).
Per problemi con due classi, come il nostro, l’algoritmo RIPPER utilizza la
classe di maggioranza come classe di default e si addestra per generare le
regole che individuano la classe di minoranza. Come è stato già specificato
in precedenza, l’algoritmo RIPPER appartiene alla classe di metodi diretti,
cioè quei metodi che estraggono le regole direttamente dai dati. In parti-
colare per effettuare questa operazione si utilizza un algoritmo denominato
Sequential Covering. Come strategia per incrementare l’insieme delle rego-
le, esso impiega una strategia general-to-specific e per la scelta del miglior
congiunto da aggiungere alla regola antecedente, la valutazione è effettuata
usando una misura chiamata FOIL, che calcola il guadagno a livello di in-
formazione.
I dettagli di queste strategie e misure valutative sono specificati di seguito.
4.3.1 Costruzione del Rule Set
L’algoritmo Sequential Covering permette l’incremento dell’insieme delle
regole in modalità greedy basandosi su una certa misura di valutazione.
Inizia con una lista di regole vuota R e attraverso la funzione chiamata
Learn-One-Rule, estrae la migliore regola per una determinata classe y,
che copre il training set corrente. Durante l’estrazione delle regole, tutti
i record per la classe y sono considerati esempi positivi, mentre quelli che
appartengono all’altra classe sono considerati esempi negativi. Una regola
desiderabile è quella che copre la maggior parte degli esempi positivi e nes-
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Figura 4.6: Processo creato per l’ esecuzione dell’algoritmo CBLOF
suno degli esempi negativi. Una volta che la regola è stata individuata, i
record coperti da quest’ultima vengono eliminati, e la nuova regola è aggiun-
ta alla fine della lista delle regole R. Questa procedura si ripete finchè non
si raggiunge un prefissato criterio di stop.
L’obiettivo della funzione Learn-One-Rule è proprio quello di estrarre quel-
le regole di classificazione che coprono la maggior parte di esempi positivi
del dataset e nessuno degli esempi negativi. Il problema è che trovare la
regola ottimale è computazionalmente costoso, considerando la dimensione
esponenziale dello spazio di ricerca. Per questo motivo la funzione lavora
in modalità greedy: essa genera una regola iniziale r e continua a raffinare
tale regola finchè non si raggiunge un certo criterio di stop. La regola vie-
ne poi eliminata/potata per migliorare il suo errore di generalizzazione, che
rappresenta una misura di quanto accuratamente un algoritmo è in grado
di prevedere la classe corretta per i dati inediti. Minimizzando l’errore di
generalizzazione si ottiene un modello di classificazione in grado di genera-
lizzare, e si evita il problema del cosiddetto overfitting, che si verifica quando
il modello si adatta troppo alle caratteristiche specifiche del training set.
Un riassunto del funzionamento dell’algoritmo Sequential Covering è dato
dall’Algoritmo 3 nel seguito riportato.
Ci sono due comuni strategie per raffinare e migliorare una regola: general-
to-specific e specific-to-general. RIPPER, come già indicato, adotta la stra-
tegia che va dal generale allo specifico. In dettaglio, essa parte dalla creazione
di una regola iniziale vuota r: { } −→ y, dove la regola antecedente è un
insieme vuoto e la regola conseguente specifica una classe di destinazione.
Successivamente vengono aggiunti in maniera sequenziale dei nuovi congiun-
ti, in modo da migliorare la qualità della regola. Per chiarire, la Figura 4.8
mostra un esempio per il problema di classificazione degli animali vertebrati.
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Algorithm 2 Algoritmo CBLOF
Input: D( A1, A2, . . . , Am ) (il dataset), α, β
Output: Il valore CBLOF per ogni record
1: Begin
2: Clusterizza il dataset D utilizzando l’Algoritmo 1 K-Means
3: *I cluster prodotti: C = { C1, C2, . . . , Ck } e |C1| ≥ |C2| ≥ . . .≥ |Ck|*
4: Produci i due insiemi LC e SC tramite i parametri α e β
5: for each: record t nel dataset D do
6:
7: if (t ∈ Ci) ∧ (Ci ∈ SC) then
8: CBLOF := |Ci|* min (distance (t,Cj)) dove Cj ∈ LC
9: else






Algorithm 3 Algoritmo Sequential Covering
Input: Training set E; l’insieme A delle coppie {(attributo Aj, valore vj)};
l’insieme ordinato Yo delle classi { y1,y2,...,yk }
1: Begin
2: R = { } inizializzo la lista delle regole
3: for each: classe y ∈ Yo-{yk} do
4: while il criterio di stop non è raggiunto do
5: r := Learn-One-Rule(E, A, y)
6: Elimina i record ∈ E coperti da r
7: Aggiungi r alla fine della lista R
8: end while
9: end for
10: Inserisci la regola di default, { } −→ {yk} alla fine della lista R
11: End
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Figura 4.7: Risultato del processo di sviluppo dell’approccio CBLOF
Il congiunto (Temperatura corporea=A sangue caldo) è inizialmente
scelto per formare la regola antecedente. In seguito l’algoritmo esplora tutte
le possibili candidate e sceglie, in maniera greedy, il congiunto successivo,
(Si riproduce = Si), da aggiungere nella regola antecedente. Il processo
continua finchè non si raggiunge un certo criterio di stop. In particolare per
l’algoritmo RIPPER, il criterio di stop è raggiunto quando la regola inizia a
coprire esempi negativi.
Figura 4.8: Esempio strategia generic-to-specific
La misura di valutazione utilizzata per determinare quale congiunto deve
essere aggiunto durante il suddetto processo di raffinamento delle regole, va
selezionata in maniera ragionevole. L’accuratezza potrebbe essere una scelta
ovvia dal momento che misura esplicitamente la frazione di record classificati
correttamente dalla regola; tuttavia essa ha un grande limite, cioè quello di
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non considerare la copertura della regola (Definizione 4.3).
L’algoritmo RIPPER, per superare questa limitazione, sfrutta una misura
denominata FOIL’s information gain, calcolata ad ogni passo dell’algo-
ritmo, dopo l’aggiunta del congiunto candidato alla regola antecedente, per
decidere se aggiungerlo definitivamente oppure no.
Formalmente, supponiamo che la regola r : A −→ y copra p0 esempi positivi
e n0 esempi negativi. E che dopo l’aggiunta del congiunto B, la regola estesa
r’ : A ∧ B −→ y copra p1 esempi positivi e n1 esempi negativi.
Date queste informazioni, il FOIL della regola estesa è definito come:








Poichè la metrica è proporzionale a p1 e a p1p1+n1 , si preferiscono le regole che
hanno un supporto ed un grado di accuratezza elevati.
La nuova regola ottenuta può poi essere potata basandosi sulle performance
ottenute sul dataset di valutazione. Per determinare se la potatura è ne-
cessaria, ci sono diverse modalità. L’algoritmo RIPPER calcola la seguente
metrica: (p -n) (p+n), dove p(n) è il numero di esempi positivi(negativi) del
dataset di validazione, che sono coperti dalla regola in esame. Questa me-
trica è monotonicamente legata all’accuratezza della regola calcolata sul set
di validazione. Se la metrica migliora dopo la potatura, allora il congiunto
viene rimosso.
La fase di potatura ha inizio dall’ultimo congiunto aggiunto alla regola. Per
esempio: data la regola ABCD −→ y, RIPPER controlla prima se può essere
eliminata D, poi CD, BCD, e così via.
Dopo la generazione di una regola, tutti gli esempi negativi e positivi da essa
coperti vengono eliminati dal dataset. La regola è poi aggiunta al rule set,
purchè non vada a violare il criterio di stop basato sul principio della minima
lunghezza di descrizione (Minimum Description Lenght Principle 19). Ov-
vero, se aumenta la lunghezza totale della descrizione del rule set di almeno
d bit, allora l’algoritmo smette di aggiungere regole nel rule set ( di default
d è 64 bit). Un’altra condizione di stop usata da RIPPER riguarda l’indi-
catore di errore della regola sul set di validazione, che non deve superare il
50%. Inoltre, rispetto agli altri algoritmi di classificazione basati su regole,
RIPPER esegue un passo di ottimizzazione aggiuntivo per determinare se
alcune delle regole esistenti possono essere rimpiazzate da regole alternative
migliori.
4.3.2 Sviluppo e implementazione
Il linguaggio R offre molti pacchetti che, insieme, offrono un ampio kit
di strumenti per il Data Mining. R è un sofisticato pacchetto di software
statistico, di facile installazione, didattico, ed è libero e open source. Esso
fornisce tutti i più noti, e tutti i nuovi approcci di Data Mining.
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RStudio è un ambiente di sviluppo integrato (IDE) per R, che comprende
una console, un editor di evidenziazione della sintassi che supporta l’esecu-
zione di codice diretta, nonché strumenti per la stampa, la storia, il debug e
la gestione del workspace.
Tra i diversi pacchetti disponibili, in particolare è stato utilizzato il package
denominato caret (Classification and Regression Training [24]), poichè risul-
ta il più adatto al raggiungimento del nostro scopo.
Il pacchetto contiene funzioni che semplificano il processo di formazione e
costruzione di un modello per problemi di regressione e di classificazione
complessi. Esso sfrutta una serie di pacchetti R, che non carica tutti in-
sieme, ma attraverso l’aggiunta di dipendenze formali tra i pacchetti, crea
un unico pacchetto di start-up, grazie al quale il tempo di avvio può essere
notevolmente diminuito. Il pacchetto caret include 27 pacchetti, che carica
solo nel momento in cui sono necessari.
Una delle funzioni principali del pacchetto è la funzione train, che può essere
usata per:
• valutare l’effetto del modello sulle performance, regolando man mano
i parametri;
• scegliere il miglior modello attraverso questi parametri;
• stimare le performance del modello dal training set.
Ovviamente per prima cosa va scelto il modello tra i 216 disponibili. Il
modello che vogliamo costruire e valutare è chiamato Jrip, e rappresenta
la classe che implementa esattamente l’algoritmo RIPPER che abbiamo de-
scritto nel paragrafo precedente, implementato nel pacchetto RWeka.
In Figura 4.9, illustriamo l’uso di base della funzione train per costruire un
modello Jrip, su un dataset di esempio iris. Tramite l’esempio possiamo
innanzitutto avere una visione dell’ambiente di sviluppo RStudio. Nel qua-
drante in alto a sinistra abbiamo l’editor per lo sviluppo e la scrittura di R
script e codice; nel quadrante in basso a sinistra c’è la console di R, che mo-
stra i risultati di ogni script o riga di codice eseguita; nel quadrante in alto a
destra abbiamo l’insieme degli oggetti e dati creati o importati nell’ambiente
di sviluppo; in basso a destra abbiamo l’elenco dei pacchetti che si possono
installare, caricare o disinstallare in base alle necessità.
Anche in questo caso, il primo passo è rappresentato dall’importazione del
file .csv con i record della tabella di mining finale, così com’è stata definita
all’inizio di questo capitolo. L’ambiente RStudio trasforma automaticamen-
te il dataset in un Data Frame, l’oggetto che R utilizza per rappresentare le
tabelle, che non è altro che un insieme di vettori di uguale lunghezza. At-
traverso questa struttura è possibile effettuare qualsiasi tipo di operazione
statistica o matematica.
Il passo successivo è stato quello di aggiungere al dataset l’attributo rap-
presentante l’etichetta del record, denominato ’Classe’. Dal momento che
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Figura 4.9: Esempio di costruzione di un modello di classificazione tramite
JRip
sappiamo quali sono i record da etichettare come ’Outlier’ perchè sono stati
generati automaticamente attraverso la modalità descritta all’inizio di que-
sto capitolo, non è stato difficile effettuare questa operazione. La tabella di
mining finale è stata denominato TableMiningClass e nella figura sottostan-
te mostriamo il risultato della funzione str() di R, che mostra le statistiche
principali relative ad ogni attributo che compone la tabella.
Figura 4.10: Statistiche del data frame TableMiningClass
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Lo script di esempio in Figura 4.9 mostra nella prima riga la modalità stan-
dard per caricare una libreria in ambiente R; successivamente notiamo un
insieme di parametri passati alla funzione train che sono stati esaminati
in dettaglio, per raggiungere la configurazione ottimale per il nostro lavoro
di tesi. Ci sono alcuni modi per personalizzare il processo di selezione dei
parametri e costruire il modello finale:
• opzioni di pre-elaborazione: la funzione train può pre-elaborare i da-
ti in vari modi prima della costruzione del modello. La funzione di
pre-elaborazione viene utilizzata automaticamente. Essa può essere
utilizzata per la normalizzazione e il ridimensionamento, applicando
il segno trasformazione ed estrazione di caratteristiche spaziali attra-
verso l’analisi delle componenti principali o analisi delle componenti
indipendenti. Per specificare quale metodologia si vuole utilizzare, esi-
ste un argomento della funzione chiamato preProcess, che prende una
stringa come argomento per specificare il nome della metodologia da
passare. Nel nostro caso, è stato utilizzato il metodo (’center’,’scale’)
per normalizzare i dati, in pratica per ogni variabile e per ogni punto
della variabile, si elimina la media (calcolata su tutti i punti) e la si
rapporta alla deviazione standard ( Z-score = (x−µ)(σ) ). Questo tipo di
pre-elaborazione dei dati è utile a normalizzare le variabili che compon-
gono il dataset, in modo da rappresentare i dati in una scala ritenuta
più adatta.
• griglia dei parametri di rifinitura: la griglia di parametri di sintonizza-
zione può essere specificata dall’utente attraverso l’argomento tune-
Grid, che prende in input un frame di dati con le colonne dei valori per
ogni parametro di rifinitura del modello. I nomi delle colonne devono
essere gli stessi argomenti che il modello che si sta costruendo richiede.
Per il modello Jrip, oggetto del nostro lavoro, c’è un solo parametro
chiamato NumOpt, che indica il numero di esecuzioni da effettuare per
individuare quella ottimale in base alle performance valutate sul trai-
ning set (da 1 a 10, di default è 2). Durante l’esecuzione della funzione
train, il modello è regolato e testato su ogni combinazione di valori
nelle righe.
• la funzione trainControl: questa funzione genera parametri che con-
trollano ulteriormente come il modello è creato. Di seguito citiamo
solo i parametri utilizzati per la costruzione del nostro modello:
1. method: indica la modalità con la quale si vuole partizionare il
dataset tra training e test. Esistono diverse tecniche, la scelta
è ricaduta sulla convalida incrociata (’cv’ che sta per Cross va-
lidation) perchè rappresenta una tecnica statistica utilizzabile in
presenza di una buona numerosità del campione osservato (trai-
ning set). In particolare la k-fold cross-validation consiste nella
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suddivisione del dataset totale in k parti di uguale numerosità
e, ad ogni passo, una parte del dataset viene utilizzata come va-
lidation dataset, mentre la restante parte costituisce il training
dataset. Così, per ognuna delle k parti (di solito k = 10) si alle-
na il modello, evitando quindi problemi di overfitting, ma anche
di campionamento asimmetrico del training dataset, tipico della
suddivisione del dataset in due sole parti (ovvero training e vali-
dation dataset). In altre parole, si suddivide il campione osservato
in gruppi di egual numerosità, si esclude iterativamente un grup-
po alla volta e lo si cerca di predire con i gruppi non esclusi. Ciò
al fine di verificare la bontà del modello di predizione utilizzato.
2. number: indica il numero k di partizioni per la cross validation.
La modalità di selezione dei parametri e funzioni appena descritte sarà og-
getto del capitolo successivo, dove si presenterà la fase di sperimentazione
vera e propria. Per concludere mostriamo in Figura 4.11 un esempio di ri-
sultato fornito dall’esecuzione dello script che permette la costruzione del
modello di classificazione RIPPER.
Figura 4.11: Esempio di risultato dell’esecuzione dello script Jrip
4.4 Algoritmo DOLPHIN
Gli esperti della materia, per superare i limiti delle definizioni statistiche
di outlier, hanno introdotto una nozione di outlier basata sulla distanza:
Definizione 4.5 Sia DS un insieme di oggetti, anche detto dataset, sia k
un intero positivo, e R un reale positivo. Un oggetto obj di DS è DB(k,R)-
Outlier (o semplicemente Outlier) se meno di k oggetti in DS si trovano
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all’interno del cerchio avente obj come centro e raggio R. Gli oggetti che si
trovano a distanza minore di R da obj sono chiamati vicini (neighbors) di
obj.
Questa definizione assume l’esistenza di una funzione che calcoli la distanza
per ogni coppia del dataset. Inoltre, è disponibile anche per dati di na-
tura multivariata e può essere applicata anche se la distribuzione dei dati
è sconosciuta. Di conseguenza, in base alla Definzione 4.4, il problema di
identificazione di un outlier è definito come segue:
Definizione 4.6 Dato un dataset DS, un intero positivo k e un numero reale
R positivo, un outlier è un DB(k,R)-Outlier in DS.
Dal punto di vista teorico il problema è facile, poiché può essere risolto in
tempo quadratico rispetto alla dimensione del dataset calcolando la distanza
per ogni coppia di oggetti del dataset DS. Ma, poiché gli outlier nelle ap-
plicazioni reali sono ricercati in grandi collezioni di dati, dal punto di vista
pratico, l’algoritmo quadratico potrebbe essere impraticabile. Per ridurre
la complessità computazionale del problema, si è pensato di sfruttare una
caratteristica importante del punteggio (scores outlier) che un normale al-
goritmo basato sulla distanza associa ad ogni record, ovvero che gli outlier
score individuati in fase di computazione formano una sequenza monotona
non crescente. Basandosi su questa proprietà, negli ultimi anni sono stati
proposti molti algoritmi efficienti, che hanno portato a velocizzare l’approc-
cio di outlier detection basato sulla distanza. Tra questi troviamo l’algoritmo
DOLPHIN [21], che prende in input esattamente i parametri DS, k e R, e
restituisce in output tutti e i soli DB(k,R)-outlier. DOLPHIN utilizza una
struttura chiamata DBO-Index, dove DBO è l’acronimo di Distance-Based
Outliers.
Definizione 4.7 Un DBO-node y è una struttura dati contenente le seguen-
ti informazioni :
• obj - un oggetto del dataset;
• id - identificatore del record obj;
• nn - un vettore di h interi, dove l’i-esimo elemento rappresenta il nu-
mero di oggetti la cui distanza da obj si trova nell’intervallo
[Rh ∗ (i− 1); Rh ∗ i].
In pratica nn è una struttura dati a istogramma contenente per ogni no-
do il numero di oggetti che si trovano a una certa distanza dall’oggetto di
riferimento.
Definizione 4.8 Un DBO-Index è una struttura dati che memorizza i DBO-
nodi e fornisce un metodo di ricerca, detto ’range query’, che riceve in input
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un oggetto obj (centro della ricerca) e un numero reale R ≥ 0 (raggio), e
restituisce un insieme di nodi contenente tutti gli oggetti la cui distanza da
obj non è maggiore di R.
Algorithm 4 Algoritmo DOLPHIN
1: Inizializza un DBO-Index vuoto
2: ** La prima scansione del dataset DS ha inizio **
3: for each: oggetto obj ∈ DS do
4: if ¬ IsInlier(ncurr) then
5: inserisci ncurr in DBO-Index
6: end if
7: end for
8: elimina dal DBO-Index tutti i DBO-node n tali che n.rad ≤ R
9: setta a 0 tutti gli elementi dell’istogramma n.nn di ogni nodo n ∈ DBO-
Index
10: ** La seconda scansione del dataset DS ha inizio **
11: for each: oggetto obj ∈ DS do
12: richiama la funzione runeInliers(obj)
13: end for
14: Gli oggetti rimanenti in DBO-Index sono outlier di DS
L’algoritmo DOLPHIN, come evidenziato nello pseudocodice in Algoritmo
4, esegue due scansioni sequenziali del dataset:
1. Durante la prima scansione, il DBO-Index è impiegato per memorizzare
un sommario della porzione del dataset già esaminata. In particolare,
per ogni oggetto, i nodi già memorizzati nella struttura sono sfruttati
per determinare se l’oggetto obj è considerato un’istanza dati "nor-
male", che prende il nome di inlier. L’oggetto sarà successivamente
inserito nel DBO-Index se, in accordo con la politica che andremo a
descrivere in seguito, non è riconosciuto come inlier.
Adottando questa strategia si garantisce che il DBO-Index contiene
tutti gli outlier che occorrono nella porzione di dataset già scansio-
nato. Ovviamente non tutti gli oggetti inseriti nella struttura sono
realmente outlier, infatti si fa uso di una funzione, chiamata IsInlier,
per controllare se l’oggetto esaminato può essere riconosciuto come ta-
le. Può capitare che durante la prima scansione, alcuni degli oggetti
inseriti nella struttura, possano essere in seguito riconosciuti come in-
lier in base agli oggetti scansionati nella fase successiva; tutti questi
oggetti sono chiamati provedInlier.
Al termine della prima scansione, il DBO-Index contiene l’insieme di
outlier; tutti gli oggetti che non sono stati riconosciuti come provedIn-
lier sono chiamati outlier candidati, al contrario tutti i provedInlier
vengono eliminati.
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2. per individuare i veri outlier tra tutti i candidati, è necessaria una se-
conda scansione, durante la quale per ogni oggetto è richiamata una
funzione di potatura, pruneInliers, per rimuovere gli eventuali oggetti
inlier rimasti. Prima di effettuare la seconda scansione, è necessa-
rio settare a 0 tutti gli elementi dell’istogramma nn associato ad ogni
DBO-nodo inserito nel DBO-Index. Alla fine della seconda scansione
il DBO-Index contiene tutti e solo gli outlier del dataset DS.
La Funzione IsInlier prende in input un DBO-nodo ncurr associato all’og-
getto obj del dataset. Esegue innanzitutto una ricerca ’range query’ con
centro ncurr.obj e raggio R. Per ogni nodo nindex restituito dalla ricerca, si
calcola la distanza dst tra ncurr e emphnindex.
Per un generico nodo n contenente l’ oggetto obj, che indicheremo con n.obj,
i raggi dell’ipersfera centrati in esso e contenenti almeno k-1 oggetti oltre se
stesso, possono essere ottenuti dall’istogramma nn associato al nodo n come
segue:
• il valore del raggio associato ad obj, denotato come n.rad, è calcolato
come Rh ∗ i, dove i è il più piccolo intero tale che
∑
j≤1
n.nn[j] ≥ (k-1), 1
≤ i ≤ h.
• se ∑
j≤1
n.nn[j] < (k-1)⇒ n.rad =∞.
Quindi n.rad rappresenta il limite superiore per l’attuale raggio della iper-
sfera centrata in n.obj e contenente almeno k oggetti. Più alto è il valore di
h e più accurato è il valore del limite superiore.
Successivamente i casi da considerare sono i seguenti, e sono riassunti attra-
verso lo pseudocodice in Algoritmo 5:
1. Se dst ≤ R - nindex.rad allora, dal principio di disuguaglianza triango-
lare, all’interno della distanza R da ncurr.obj, ci sono almeno k oggetti
e sicuramente ncurr.obj non è un outlier. In questo caso la ricerca si
ferma e si passa all’oggetto successivo.
In pratica, più l’oggetto si trova in una regione densamente popolata,
più alta è la probabilità per l’oggetto di essere riconosciuto come in-
lier. Questo si spiega dal fatto che il raggio dell’ipersfera associato agli
oggetti che ricadono in prossimità dell’oggetto in esame è inversamen-
te proporzionali alla densità della regione. Grazie a questa proprietà,
si definisce questa prima regola di potatura usata dall’algoritmo per
riconoscere gli oggetti inlier, chiamata Pruning Rules 1 [PR1].
2. Altrimenti, se dst ≤ R, allora si aggiorna la struttura nindex.nn con
la distanza dst, così come la struttura ncurr.nn. Successivamente, se
il raggio nindex.rad diventa minore di R, allora l’oggetto nindex.obj è
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riconosciuto come inlier e denominato provedInlier. In questo caso si
attua la strategia intermedia che porta a mantenere una porzione di
provedInlier all’interno del DBO-Index e a rimuoverne il resto; in que-
sto modo evitiamo di rendere inefficace ed inutile la prima regola di
potatura, ed evitiamo anche ridondanze, dal momento che molti og-
getti condividono gli stessi vicini. In accordo con questa strategia, se
nindex.rad > R prima dell’aggiornamento di nindex.nn, ma diventa <
R dopo l’aggiornamento, allora nindex viene eliminato dal DBO-Index
con probabilità (1 - pinlier), alternativamente non viene eliminato con
probabilità pinlier. Il parametro pinlier ∈ [0,1] rappresenta quindi la fra-
zione di provedInlier che non saranno eliminati dal DBO-Index. Questa
modalità d’azione rappresenta la seconda regola di potatura [PR2].
3. Come per l’oggetto corrente ncurr.obj, se ncurr.rad ≤ R, allora è ricono-
sciuto come inlier. In questo caso la ricerca si ferma e l’oggetto è resti-
tuito come inlier. Questa logica porta alla determinazione dell’ultima
regola di potatura [PR3].
4. Infine, se l’oggetto ncurr.obj non è riconosciuto come inlier dopo es-
ser stato confrontato con tutti gli oggetti restituiti dalla ricerca ’ran-
ge query’, allora è considerato essere non inlier, quindi un candidato
outlier.
La Procedura pruneInliers (6) prende in input un oggetto obj, ed esegue
una ricerca ’range query’ con centro obj e raggio R, che restituisce l’insieme di
oggetti del DBO-Index che ricadono nel vicinato di raggio R dall’nindex.obj.
Quindi, se la distanza tra nindex.obj e obj è ≤ di R, allora la struttura
nindex.nn è aggiornata con la nuova distanza. Se nindex.rad diventa ≤ R
dopo tale aggiornamento, allora nindex.obj diventa un provedInlier e viene
rimosso dal DBO-Index. Per concludere la descrizione algoritmica di questo
approccio, manca la descrizione della ricerca ’range query’. E’ un algorit-
mo di ricerca della similarità tra un insieme di oggetti in una collezione dati
e l’oggetto rappresentante il centro della ricerca, chiamato ’query object’.
L’algoritmo prende in input un ’query object’ q e il raggio R, e restituisce
tutti gli oggetti della collezione che ricadono nella distanza R da q. Anche
questo algoritmo sfrutta una struttura dati a indice con delle tecniche di
pivoting, per velocizzare le operazioni del calcolo delle distanze e diminuire
il costo computazionale dell’intera ricerca.
4.4.1 Stima dei parametri
DOLPHIN è un algoritmo che ottiene efficienza fondendo le seguenti tre
strategie in un unico schema:
• politica di selezione degli oggetti da tenere in memoria centrale;
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Algorithm 5 Funzione isInlier(ncurr)
1: esegui ricerca ’range query’ nell’Index con centro ncurr.obj e raggio R
2: for each: node nindex restituito dalla ricerca do
3: dst = dist ( ncurr.obj , nindex.obj )
4: if dst ≤ R - nindex.rad then
5: ferma la ricerca e restituisci ncurr.obj come inlier [PR1]
6: return True
7: end if
8: if dst ≤ R then
9: oldrad = nindex.rad
10: aggiorna nindex.nn con la distanza dst
11: if oldrad > R and nindex.rad ≤ then
12: elimina, con probabilità 1 - pinlier, nindex da DBO-Index [PR2]
13: end if
14: aggiorna nindex.nn con la distanza dst
15: if ncurr.rad ≤ R then





21: restituisci ncurr.obj come non inlier
22: return False
Algorithm 6 Procedura pruneInliers(obj )
1: esegui ricerca ’range query’ nell’Index con centro ncurr.obj e raggio R
2: for each: node nindex restituito dalla ricerca do
3: if dist ( obj , nindex.obj ) ≤ R then
4: aggiorna nindex.nn con obj
5: if nindex.rad ≤ R then
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• uso di regole di potatura;
• tecniche di ricerca della similarità.
E’ dimostrato che con la giusta combinazione dei parametri k e R, il massimo
numero di oggetti mantenuti in memoria dall’algoritmo, avendo disattivato
le regole di potatura, corrisponde ad una piccola frazione del dataset. Inol-
tre, grazie alle tre regole di potatura, e selezionando appropriatamente il
parametro pinlier, l’ammontare di memoria centrale si riduce, così come il
numero di calcoli di distanza da effettuare. Per finire, poichè gli oggetti che
risiedono in memoria centrale sono memorizzati in una struttura dati a in-
dice e i vicini sono ricercati nel modo più efficiente possibile, il numero di
calcoli di distanza si riduce ulteriormente. L’algoritmo DOLPHIN ottiene
simultaneamente tempo di performance di CPU lineari e costi I/O lineari
su un grande dataset multidimensionale, residente sul disco, con piccolo uso
di memoria centrale. Il tutto dipende dal giusto settaggio dei parametri;
vediamo come questi ultimi possono essere scelti nella maniera ottimale:
• Selezione del parametro pinlier: è stato condotto un esperimento
che considerava tre dataset diversi, composti da 100.000 oggetti, distri-
buiti in accordo alla distribuzione normale, esponenziale e di Laplace,
rispettivamente. L’obiettivo è stato quello di fissare i parametri k e R,
per valutare l’andamento della dimensione dell’indice ottenuta plot-
tando su un grafico il valore pinlier ∈ [0,1] sull’asse delle ascisse, e la
dimensione del DBO-Index sull’asse delle ordinate. In particolare si è
considerato l’ andamento della dimensione massima raggiunta dall’in-
dice durante la prima scansione, la dimensione media ottenuta durante
la prima scansione, e la dimensione finale ottenuta alla fine della prima
scansione.
Da questo esperimento, che si è deciso di non riportare per intero, è
risultato che per la dimensione massima e media, il miglior valore di
pinlier si raggiunge nell’intervallo [0.01 ; 0.1]; il valore minimo, invece,
si ottiene con pinlier = 0.05; i due punti massimi delle tre curve si otten-
gono quando pinlier è 0 o 1. Infatti quando pinlier = 0, il PR1 diventa
inapplicabile ed inutile, viceversa se lo settiamo a 1, la dimensione del
DBO-Index aumenta notevolmente.
Per concludere, bisogna notare che il parametro in questione potreb-
be sensibilmente influenzare il tempo di esecuzione dell’algoritmo. In
generale, più piccola è la media della dimensione del DBO-Index, più
piccolo sarà il numero di oggetti con il quale ogni oggetto sarà confron-
tato; per questo motivo il pinlier empiricamente ottimale si ha quando le
dimensioni del DBO-Index raggiungono il punto minimo, cioè quando
pinlier = 0.05.
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• Selezione del parametro k: in accordo con la metodologia suggerita
da Tao, per il parametro k si impiega un valore nel range [0,02 % - 0,1
%] delle dimensioni del dataset.
• Selezione del parametro h: questo parametro rappresenta la di-
mensione dell’istogramma n.nn associata ad ogni DBO-nodo n. Nello
stesso esperimento esposto poc’anzi, h assume i valori presenti nel se-
guente insieme {1, 2, 4, 8, 16, 32 }. Anche da altri esperimenti condotti
emerge che, per h = 1 l’algoritmo lavora in modo svantaggiato, poichè
in questo caso la regola PR1 non è più applicabile. Per valori piccoli, il
tempo di esecuzione è inversamente proporzionale ad h, ma per valori
di h > 16, il tempo di esecuzione peggiora. Questo accade perchè il
costo addizionale, sia in tempo che in spazio, per gestire un più gran-
de n.nn, non è recuperato da un corrispondente diminuire del tempo
di esecuzione, dal momento che la regola PR1 non ottiene abbastanza
vantaggi dall’avere una più fine granularità dell’istogramma. In tutti
gli esperimenti che sono stati condotti il valore h è settato dunque a
16 per ottimizzare il tempo di esecuzione.
• Selezione del parametro R: si utilizza una metodologia basata sulla
teoria del campionamento. L’idea è legare la significatività del para-
metro al numero di outlier individuati attraverso il parametro stesso,
e stimare il numero di outlier sfruttando un campione del dataset di
dimensioni statisticamente significative. Formalmente, sia N il numero
di oggetti del dataset e sia α la percentuale di outlier da individuare
(comunemente intorno allo 0,1% del dataset). Fissato un parametro %,
stimiamo R in modo tale che il numero α di oggetti abbiano meno di
%N vicini a distanza R, attraverso la procedura riportata in Algoritmo
7.
Per rendere efficiente questa procedura, il parametro n, rappresen-
Algorithm 7 Procedura paramEstim
Input: Dataset DS; dimensione di campionamento n; i valori di % e α
1: sample = estrai un campione casuale di n oggetti dal dataset DS
2: for each: obj ∈ sample do
3: calcola dobj = dist( obj, %N-esimo vicino)
4: end for
5: return R tale che αn oggetti ∈ sample abbiano dobj > R
tante la dimensione del campione di dati, va scelto in modo tale da
ottenere una garanzia statistica che la percentuale α¯ di outlier nel-
l’intero dataset, individuata impiegando il valore R che restituisce la
procedura, sia vicina alla percentuale α di outlier nel campione. Con
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questo obiettivo, la seguente relazione deve essere soddisfatta
Pr[|α¯− α| ≤ ] > 1− δ
ovvero a probabilità che l’errore stimato (|α¯−α|) è minore di un certo
threshold , deve essere maggiore di 1 - δ. Ovviamente, più piccoli
saranno  e δ, più vicino sarà α¯ ad α.
Dal Teorema del limite centrale sappiamo che, se il campione di di-
mensione n è abbastanza grande, allora vale la seguente relazione:








dove Φ è la notazione usata per indicare l’area sotto la curva della
funzione di Gauss standardizzata (o funzione normale standard), detta
anche curva degli errori accidentali poichè serve a rappresentare la
probabilità con cui si distribuiscono gli errori di natura accidentale. Si
utilizza la tavola di probabilità per ottenere il valore di riferimento.








Da notare che più piccoli sono  e δ, più grande è n, e maggiore è il
costo computazionale della procedura 7 di stima del parametro R.
In tutti gli esperimenti condotti su dataset reali, la frazione α di outlier
è stata settata al 3o/oo delle dimensioni del dataset, mentre la frazione %
di vicini da considerare è l’1%. In questo modo l’estimation error è più
piccolo dell’ 1o/oo con probabilità maggiore di 0.9 o, equivalentemente,
il numero di outlier da individuare usando il parametro R stimato, è
tra il 2o/oo e 4o/oo con probabilità maggiore di 0.9. Quindi settando
i parametri come abbiamo appena definito, e utilizzando la relazione
4.4, la dimensione del campione è n = 8093.
4.4.2 Sviluppo e implementazione
Anche per lo sviluppo dell’approccio che utilizza l’algoritmo DOLPHIN
è stato utilizzato il linguaggio R, per gli stessi motivi esposti in precedenza.
La fase di importazione del dataset è la stessa esposta nel paragrafo relativo
all’implementazione dell’algoritmo RIPPER.
Per quanto riguarda la stima del parametro R, è stato implementato uno
script che segue la procedura 7 appena descritta. Il dettaglio dello script
è stato inserito in Appendice. Per l’implementazione vera e propria dell’al-
goritmo, il prof. Fabrizio Angiulli, autore dell’algoritmo DOLPHIN, ci ha
fornito un pacchetto chiamato DBOD, che è stato importato in RStudio,
come indicato in Figura 4.12.
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Figura 4.12: Pacchetto DBOD per implementazione algoritmo DOLPHIN
Il pacchetto implementa la struttura dati DBO-Index, così come è stata de-
scritta, e permette di utilizzare la funzione findOutliersByDolphin che, come
si può notare dalla Figura 4.12, prende in input gli stessi parametri che sono
stati già analizzati e descritti in dettaglio. La selezione dei valori per alcuni
di essi è già stata definita, mentre per la configurazione degli altri parame-
tri si rimanda la loro configurazione alla fase di valutazione e raccolta dei
risultati. In appendice verrà anche mostrato lo script finale utilizzato per
interfacciarsi con il pacchetto DBOD, ottimizzato e adattato per essere ap-
plicato al dataset oggetto del lavoro di tesi.
La funzione findOutliersByDolphin restituisce la lista contenente l’attributo
ID dei record che individua come outlier, attraverso il quale, con un piccolo
script, riusciamo a esportare in un file .csv la tabella contenente i record
outlier con tutti gli attributi valorizzati. In questo modo è possibile effet-
tuare ulteriori analisi sui record outlier restituiti, attraverso Excel, come è
mostrato nell’esempio in Figura 4.13, oppure attraverso altri strumenti.
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Nella fase di sperimentazione, l’ingrediente principale è rappresentato dal
dataset in analisi, già descritto nel Capitolo 2. Tale dataset è composto da
1.294.990 record, dei quali 3002 sono stati generati in maniera random per
rappresentare la classe dei valori outlier. Ogni record del dataset contiene sei
attributi, tutti di tipo numerico; la distribuzione dei dati per ogni attributo
non segue nessuna delle distribuzioni note in letteratura. Ogni record rap-
presenta una riga di dettaglio di uno scontrino emesso da una determinata
cassa di un supermercato. Gli scontrini provengono da 3 diversi punti vendi-
ta, che si differenziano per ampiezza, posizione geografica, assortimento dei
prodotti, e altri servizi.
Un altro ingrediente fondamentale è rappresentato dagli algoritmi, per i qua-
li è stata descritta la logica e l’implementazione nel Capitolo 4.
In questo capitolo descriveremo dapprima i test effettuati, indicando come
i parametri degli algoritmi oggetto di analisi sono stati configurati. Presen-
teremo quindi i risultati della sperimentazione effettuata, fornendone una
valutazione mediante alcune delle principali metriche utilizzate nell’ambito
della letteratura del settore.
Prima di procedere in questa direzione, è stata aggiunta al dataset una colon-
na che assegna ad ogni record l’etichetta di classe di appartenenza (Normal,
Outlier), in modo da facilitare la successiva fase di valutazione dei risultati
dei test. Questa operazione è stata effettuata attraverso il tool RapidMiner,
che permette di aggiungere o eliminare le colonne di una tabella e di definire
le regole di assegnazione dei valori per eventuali nuovi attributi. In Figura
5.1 è possibile visualizzare un piccolo campione dei record del dataset per
mostrare il risultato dell’operazione appena descritta. In Figura 5.2, invece,
mostriamo la distribuzione del nuovo attributo denominato Class, attraverso
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Figura 5.1: Dataset con l’aggiunta dell’attributo di classe
Figura 5.2: Distribuzione dell’attributo di classe
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un grafico a bolle.
Descriviamo nel seguito la configurazione dei parametri di ogni algoritmo
oggetto di analisi sperimentale:
CBLOF Ci sono molti parametri che caratterizzano questo algoritmo ba-
sato sul clustering. Come è stato già esposto nel paragrafo 4.2.1, l’al-
goritmo K-Means, utilizzato nella fase di clustering, richiede il numero
K di cluster. Grazie all’analisi effettuata sull’andamento dell’SSE, mo-
strato in Figura 4.3, sono stati scelti ed utilizzati per il parametro K i
valori 3, 4 e 6.
CBLOF a sua volta necessita dei seguenti parametri:
• α, che specifica la percentuale di dataset che si assume essere
normale, e varia nell’intervallo [0 - 100];
• β, che specifica il minimo rapporto tra la dimensione dei large e
small cluster, e varia nell’intervallo [1 - +∞].
Nel caso del parametro α, poiché in principio è stata fatta l’assunzione
tale per cui tutti i record del dataset sono considerati normali e, in
seguito, sono stati aggiunti i record anomali generati casualmente, è
nota la percentuale di valori normali presenti nel dataset, ovvero 0,98
%.
Il parametro β, invece, è stato impostato al valore ∞ in modo tale che
la suddivisione tra cluster grandi e cluster piccoli sia influenzata solo
dalla scelta di α. A livello di macchina, in realtà, è stato impostato al
massimo valore numerico rappresentabile, ovvero 2.147483647E9.
In conclusione, nella seguente tabella mostriamo le configurazioni dei
parametri per i tre test di sperimentazione effettuati.
Figura 5.3: Casi di sperimentazione dell’algoritmo CBLOF
RIPPER Nel paragrafo 4.3.2 è stato descritto il funzionamento della fun-
zione train di R, usata per la costruzione dei modelli di classificazione,
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e nel nostro caso per la definizione di un modello basato sull’algorit-
mo RIPPER. Tale funzione utilizza automaticamente una modalità di
pre-elaborazione dei dati; si è deciso di selezionare la modalità di nor-
malizzazione, chiamata (center, scale), che normalizza i dati secondo
la funzione normale standard.
Successivamente, come metodo di partizionamento del dataset tra trai-
ning e test, è stato selezionato il cosiddetto K-fold Cross Validation,
per il quale è necessario configurare il parametro K rappresentante il
numero di partizioni da effettuare.
L’ulteriore parametro che influenza l’output dell’algoritmo è chiamato
NumOpt ed indica il numero di esecuzioni da effettuare per individuare
quella ottimale in base alle prestazioni ottenute sulle diverse partizioni
calcolate.
Nella tabella sottostante è schematizzata la configurazione dei parame-
tri nei due test effettuati che, se consideriamo il numero NumOpt di
esecuzioni da effettuare, corrispondono in realtà 15 diversi casi di test.
Figura 5.4: Casi di sperimentazione dell’algoritmo RIPPER
DOLPHIN Il pacchetto DBOD utilizzato per l’implementazione dell’algo-
ritmo DOLPHIN, descritto nel paragrafo 4.4, richiede la configurazione
dei seguenti parametri:
• x - il dataset sotto forma di matrice numerica (trasformazione
effettuata tramite la funzione di R, as.matrix(dataset));
• K - il minimo numero di vicini in base al quale un nodo deve
essere considerato inlier, che va selezionato nell’intervallo [0,02%
- 0,1%] delle dimensioni del dataset;
• R - il raggio, che va stimato tramite lo script paramEstim(n)
descritto nel paragrafo 4.4, nella sezione Selezione del parametro
R, che ha come argomento la dimensione n del campione su cui
stimare il raggio;
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• p - la probabilità di mantenere un oggetto inlier all’interno della
struttura DBO-Index, che è lasciato al valore di default pari a
0,05;
• h - la dimensione della struttura a istogramma nn, per la quale
è dimostrato empiricamente che la miglior scelta varia tra 8 e 16,
perciò si è deciso di selezionare il valore 16.
Nella tabella 5.5 presentiamo le diverse configurazioni dei suddetti pa-
rametri utilizzate nei diversi casi di sperimentazione e test effettuati.
Figura 5.5: Casi di sperimentazione dell’algoritmo DOLPHIN
In realtà, durante lo svolgimento dell’intero lavoro di sperimentazione, so-
no stati effettuati diversi test preliminari con configurazioni dei parametri
alternative, ma si è deciso di riportare in questo documento di tesi solo i
test relativi alle configurazioni che sono risultate essere più significative. I
test sono stati eseguiti su un MacBook Pro avente le seguenti caratteristi-
che: Processore 2,4 Ghz Intel Core i5 e Memoria 4 GB 1333 Mhz DDR3.
Nel paragrafo successivo saranno mostrati i risultati ottenuti nei diversi ca-
si e la loro valutazione sulla base di alcune delle metriche più utilizzate in
letteratura.
5.2 Valutazione dei risultati
Gli algoritmi di outlier detection sono tipicamente valutati usando due
metriche chiamate detection rate e false alarm [25]. Per definire queste me-
triche, bisogna prima osservare la cosiddetta matrice di confusione mostrata
in Figura 5.6. Assumendo che la classe ’Outlier’ rappresenti la classe dei
valori outlier, e la classe ’Normal’ rappresenti la classe dei valori normali,
possiamo avere quattro possibili risultati:
• Veri Positivi (TP) - il numero di record appartenenti alla classe ’Ou-
tlier’, che sono stati predetti come ’Outlier’;
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• Veri Negativi (TN) - il numero di record appartenenti alla classe ’Nor-
mal’, che sono stati predetti come ’Normal’;
• Falsi Positivi (FP) - il numero di record appartenenti alla classe ’Nor-
mal’, che sono stati predetti come ’Outlier’;
• Falsi Negativi (FN) - il numero di record appartenenti alla classe ’Ou-
tlier’, che sono stati predetti come ’Normal’.
Figura 5.6: Matrice di confusione




La prima metrica fornisce informazioni sul numero percentuale di outlier
individuati correttamente, mentre la seconda metrica riporta il numero per-
centuale di outlier classificati erroneamente come record normali. Le due
metriche assumono valori nell’ intervallo [0 - 1]; un algoritmo di outlier de-
tection ha un comportamento tanto più accurato quanto l’indicatore Detec-
tionRate si avvicina a 1, e FalseAlarmRate si avvicina a 0.
Di seguito sono elencati i risultati ottenuti dai tre diversi algoritmi, utiliz-
zando le configurazioni mostrate nel paragrafo precedente:
CBLOF L’algoritmo CBLOF, come già indicato, assegna un "outlier score"
ad ogni record del dataset. La determinazione dei record da considerare
outlier è effettuata successivamente attraverso un ordinamento decre-
scente dei record basato su tale punteggio, e definendo un valore soglia,
grazie al quale è possibile assegnare a tutti quei record con "outlier sco-
re" maggiore di tale soglia l’etichetta di classe Outlier. I test che sono
stati condotti, hanno riportato un ’outlier score’ che partiva da 0 e
arrivava all’incirca al valore 5. I valori della soglia scelti e utilizzati per
effettuare la valutazione dell’algoritmo sono riportati nella tabella in
Figura 5.7, così come le metriche di valutazione calcolate per ognuno
dei tre casi di test effettuati.
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Figura 5.7: Valutazione dei risultati dell’algoritmo CBLOF
RIPPER Nel capitolo precedente abbiamo mostrato come, attraverso la
funzione train() di R, è possibile costruire un modello di classificazione
basato su regole. Dopo la costruzione del modello Jrip (sulla base del-
l’algoritmo RIPPER), è possibile utilizzare un pacchetto chiamatoRo-
cR per effettuare la valutazione del modello costruito e, in particolare,
utilizzare una funzione denominata performance(model ,"tpr","fpr")
che ha come argomenti, oltre al nome del modello, i nomi delle metri-
che che si desidera visualizzare in output.
In Figura 5.8 è mostrato un esempio di output di questa funzione,
dal quale si può notare che l’output mostra innanzitutto la matrice di
confusione e, successivamente, una serie di metriche di valutazione che
però non sono di nostro interesse.
Per il nostro obiettivo è sufficiente utilizzare la matrice di confusione,
attraverso la quale è possibile calcolare il Detection Rate e FalseAlarm-
Rate utilizzando le formule presentate in precedenza.
Nella tabella in Figura 5.9 sono elencati i risultati dei due test effet-
tuati attraverso le configurazioni descritte nel paragrafo precedente con
le rispettive metriche di valutazione. In questo caso la valutazione è
effettuata sul dataset utilizzato per la costruzione del modello (trai-
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Figura 5.8: Esempio di risultato dell’algoritmo RIPPER
Figura 5.9: Valutazione dei risultati dell’algoritmo RIPPER validato sul
training set
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ning set), utilizzando il metodo della Cross Validation per evitare che
il modello si adatti troppo ai dati di training, evitando il cosiddetto fe-
nomeno di overfitting, ma il modello andrebbe valutato anche su nuove
istanze. In Data Mining, infatti, dopo la costruzione di un modello di
classificazione, esso è impiegato per predire la classe di appartenenza di
istanze per le quali essa non è nota (istanze di test), e successivamen-
te si valuta il modello, attraverso le metriche presentate, sulle istanze
di test. A questo scopo, sono stati creati due diversi dataset di test
(Test Set). Per ognuno di essi, sono state generate in maniera casuale
1.000.000 nuove istanze, delle quali 555.821 sono istanze "outlier" e
444.179 sono istanze "normali".
In Figura 5.10 sono mostrati i risultati ottenuti utilizzando i due nuovi
test set, attraverso i quali è possibile notare come le performance so-
no notevolmente cambiate, infatti le metriche di valutazione assumono
valori intermedi rispetto ai precedenti, e quindi meno buoni. Questo
è indice del fatto che il modello generato si è adattato troppo ai dati
presenti nel training set. Nel tentativo di raccogliere ulteriori informa-
zioni circa la performance dell’algoritmo, sono stati eseguiti altri test,
modificando ulteriormente i parametri, senza ottenere alcun migliora-
mento.
Figura 5.10: Valutazione dei risultati dell’algoritmo RIPPER validato sui
test set
DOLPHIN quest’ultimo algoritmo, come abbiamo già descritto nel Capi-
tolo 4, restituisce in output una lista di record che considera outlier.
Sulla base di questa lista, è stata aggiunta al dataset la colonna di pre-
dizione con l’etichetta "Outlier" per i record restituiti dall’algoritmo,
mentre per i restanti record è stata assegnata l’etichetta "Normal".
Queste operazioni sono state rese possibili grazie al tool RapidMiner.
Successivamente, attraverso l’operatore Performance di RapidMiner, è
stato possibile ottenere la matrice di confusione per ogni test effettua-
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to, come è mostrato in Figura 5.11.
Infine, nella tabella in Figura 5.12 sono elencati i risultati dei test
Figura 5.11: Esempio del calcolo della matrice di confusione attraverso
RapidMiner
Figura 5.12: Valutazione dei risultati dell’algoritmo DOLPHIN
effettuati con la corrispondente matrice di confusione e metriche di va-
lutazione.
Per concludere e avere un quadro generale dell’andamento delle metriche di
valutazione dei tre diversi approcci analizzati, in Figura 5.13 si evidenzia-
no attraverso un istogramma le differenze di performance dei tre algoritmi;
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per ogni algoritmo è riportata la media delle metriche di valutazione ottenu-
te nei diversi test precedentemente descritti. Il grafico evidenzia che, nella
sperimentazione effettuata, l’algoritmo RIPPER si comporta nella maniera
peggiore, mentre DOLPHIN pare essere il migliore poiché detiene il Dete-
cion Rate quasi a 1 e il False Alarm Rate quasi a 0, una situazione ideale.
L’algoritmo CBLOF, invece, ha il Detecion Rate maggiore rispetto agli al-
tri approcci, ma il False Alarm Rate anziché diminuire con l’aumentare del
Detection Rate, aumenta. Questo è indice del fatto che l’algoritmo CBLOF
tende a classificare come outlier quasi tutti i record, anche quelli normali,
motivo per cui il False Alarm Rate tende a crescere.
Figura 5.13: Andamento medio delle performance dei tre approcci
5.3 Confronto dei risultati
Il modo standard per confrontare le prestazioni delle tecniche di rileva-
zione delle anomalie è utilizzare la curva ROC (Receiver Operating Charac-
teristic) e l’area sotto la curva (AUC - Area Under Curve) [Paragrafo 5.7.2
The Receiver Operating Characteristic Curve - [4]].
La curva ROC, in generale, è un grafico che mette in rapporto sull’asse delle
ordinate il tasso dei veri positivi e sull’asse delle ascisse il tasso dei falsi po-
sitivi. In questo modo si mette in evidenza il trade off tra l’avere un maggior
numero di record correttamente classificati e il problema di avere più record
falsamente predetti. È applicabile quando i dati possono essere classificati
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in due classi, una classe positiva e una classe negativa, come per il presente
caso sperimentale.
Ci sono diverse caratteristiche della curva ROC. Un esempio di curva ROC
è mostrato in Figura 5.14. Un algoritmo ideale dovrebbe produrre una linea
che passa attraverso il punto di classificazione perfetta (Perfect Classifica-
tion Point). Quest’ultimo indica che esistono valori per il punteggio outlier
che separano distintamente i valori della classe outlier dai valori della classe
normale. Un algoritmo completamente random, invece, produrrebbe una li-
nea random (Random Guessing Line). Se la curva ROC si avvicina molto a
quest’ultima linea, allora si ha a che fare con un algoritmo che si comporta
in maniera opposta rispetto a quanto ci si aspetta, e quindi non risulta ade-
guato.
Figura 5.14: Curva ROC di esempio
In particolare, per gli approcci di outlier detection, la curva ROC rappre-
senta il trade off tra il DetectionRate e il FalseAlarmRate ed è tipicamente
mostrato in un grafico 2D come quello in Figura 5.14, dove lungo l’asse delle
ascisse è riportato l’indicatore FalseAlarmRate, e lungo l’asse delle ordinate
l’indicatore DetectionRate. La curva ideale ROC ha un FalseAlarmRate pari
allo 0%, garantendo il 100% del tasso di rilevamento. Tuttavia, una tale
curva è difficilmente raggiunta nella pratica [26].
Per questo, la qualità di uno specifico algoritmo di rilevamento di valori
anomali può essere misurata calcolando anche l’area sotto la curva (AUC),
definita come la superficie sotto la curva ROC. L’AUC per la curva ideale
ROC è 1, mentre una AUC "non perfetta" è minore di 1.
Grazie al pacchetto in R, già indicato in precedenza, chiamato RocR, è
possibile ottenere anche il grafico della curva ROC e la metrica valutativa
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AUC. In Figura 5.15 sono raffigurate in un grafico 2D le curve ROC dei tre
approcci analizzati in questo lavoro tesi. Mentre nella tabella in Figura 5.16
sono riportate le corrispondenti AUC.
Dai risultati di quest’ultima analisi, possiamo concludere che l’algoritmo
Figura 5.15: Curva ROC dei tre approcci implementati
Figura 5.16: Area Under Curve
RIPPER rappresenta il caso peggiore, infatti la sua curva ROC è quasi ugua-
le alla Random Guessing Line, ovvero la linea ottenuta dall’esecuzione di un
algoritmo random. Per gli altri due algoritmi, invece, si ha la conferma di
quanto aveva mostrato già l’analisi dell’istogramma in Figura 5.13 esposto
in precedenza. In particolare, DOLPHIN presenta una curva che si avvicina
quasi al punto di classificazione perfetta e di conseguenza ha il valore di AUC
maggiore rispetto a quello di CBLOF.
Conclusioni
In questo lavoro di tesi si è affrontato il problema di rilevare outlier in
un dataset di grandi dimensioni nell’ambito della grande distribuzione orga-
nizzata.
Il termine "outlier" può essere generalmente definito come un’osservazione
che è significativamente differente dagli altri valori in un insieme di dati.
Già nel 1620, Sir Francis Bacon ha scritto : "Chi conosce le vie della natura
noterà più facilmente le sue deviazioni; e, inoltre, chi conosce le deviazio-
ni descriverà più accuratamente i suoi normali comportamenti". Questa
citazione attesta che la consapevolezza dei valori anomali, in una forma o
nell’altra, esiste da almeno diverse centinaia di anni; così come la consape-
volezza dell’importanza di studiare e comprendere le anomalie. Il problema
di rilevamento di valori anomali, come ramo di Data Mining, ha molte ap-
plicazioni importanti e merita maggiore attenzione da parte della comunità
scientifica.
A questo scopo, l’obiettivo del lavoro di tesi descritto in questo documen-
to, è stato proprio quello di selezionare tra le diverse tecniche presenti in
letteratura quelle che più erano adatte al dominio applicativo esaminato e,
successivamente, implementarle ed effettuare una sperimentazione con i dati
a disposizione per determinare l’approccio/tecnica di outlier detection più
efficiente per il nostro caso.
Nel capitolo 1 è stato descritto formalmente il problema sotto i diversi punti
di vista e, tra le caratteristiche più importanti, ricordiamo che l’efficacia di
una tecnica di outlier detection dipende molto dalla conoscenza che si ha del
modello dati sulla quale andrà applicata. Per questo motivo il capitolo 2 si
focalizza solo sulla descrizione delle caratteristiche del modello dati, conclu-
dendosi con la costruzione della cosiddetta tabella di mining, che rappresenta
il dataset che gli algoritmi selezionati utilizzeranno per l’esecuzione e per i
test.
Successivamente, attraverso un’accurata analisi delle tecniche di outlier de-
tection presenti in letteratura, sono state selezionate tre determinate tecniche
con delle valide motivazioni legate a diversi fattori, tra i quali ritroviamo le
caratteristiche dei dati e il costo computazionale in termini di tempo e spazio
richiesto dalle diverse tecniche considerate.
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La scelta è ricaduta sui seguenti approcci:
• Approccio basato su clusterizzazione: algoritmo Cluster Based Local
Outlier Factor (CBLOF), descritto nel paragrafo 4.2;
• Approccio basato sulla distanza e vicinato: algoritmo Dolphin, descrit-
to nel paragrafo 4.4;
• Approccio basato sulla classificazione: algoritmo RIPPER, descritto
nel paragrafo 4.3.2;
Sia per la fase di sviluppo e implementazione, che per la fase di valutazione
dei risultati, sono stati utilizzati due strumenti software in particolare, il lin-
guaggio di programmazione R con il rispettivo ambiente di sviluppo RStudio
e, il tool RapidMiner, in particolare l’estensione AnomalyDetection.
Le metriche utilizzate per valutare le prestazioni degli approcci implementati
sono il DetectionRate, rappresentante il tasso di rilevamento di valori outlier,
e il FalseAlarmRate che indica il livello di valori classificati erroneamente.
Successivamente per confrontare le prestazioni ottenute si è utilizzata la cur-
va ROC e l’area sotto la curva (AUC).
Nell’ultimo capitolo sono presentati i vari casi di test effettuati con i rispettivi
risultati e metriche valutative. Dal confronto dei risultati ottenuti è emerso
che l’algoritmo RIPPER rappresenta un approccio da scartare per il dominio
in analisi poichè le sue prestazioni sono le peggiori e i valori delle metriche
calcolate tendono al peggior valore assumibile. Questo è dovuto al verificarsi
del fenomeno dell’overfitting, secondo il quale il modello di classificazione
non riesce bene a generalizzare, e si adatta troppo ai dati di cui dispone per
la costruzione del modello stesso.
Diversamente, gli altri due approcci hanno dimostrato di essere una buona
scelta per il dominio applicativo in oggetto, in quanto entrambi presenta-
no un buon tasso di rilevamento dei valori anomali ed entrambi lavorano in
maniera molto efficiente in termini di tempo e di spazio, anche se utilizzano
tecniche diverse per l’ottimizzazione dei tempi di esecuzione e dello spazio
di memoria richiesto.
Tra le due tecniche, parrebbe preferibile l’approccio basato su clusterizza-
zione perché permette di raggiungere l’obiettivo prefissato e come valore
aggiunto restituisce il dataset clusterizzato, un obiettivo di analisi che molte
aziende intendono perseguire per riconoscere e individuare gruppi con com-
portamenti simili, in modo tale da analizzare tali comportamenti e creare
eventualmente delle promozioni ad hoc per determinati gruppi di clienti o
relativi a un determinato settore alimentare o merceologico.
Tuttavia, dall’analisi delle performance dell’algoritmo CBLOF è emerso che
da un lato riesce ad individuare quasi tutti i valori outlier in maniera cor-
retta, ma dall’altro lato associa anche ai valori normali un punteggio ’outlier
score’, alto a tal punto da considerare erroneamente anch’essi dei valori ano-
mali.
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L’algoritmo DOLPHIN è quello che ha raggiunto situazioni di performance
ideali sotto tutti gli aspetti, ed è quindi risultato il preferibile per il contesto
applicativo oggetto di studio.
In genere, una volta che un modello è stato sviluppato e valutato, e si de-
cide di adottarlo, non resta che la fase di distribuzione, che in Data Mining
prende il nome di Deployment. Questa è una fase spesso trascurata in molti
progetti di Data Mining. Sembra anche ricevere scarsa attenzione quando si
imposta un team di Data Mining all’interno di un’organizzazione. Eppure
si tratta di una fase importante, per essere sicuri di ottenere un beneficio
dall’approccio implementato.
Un’altra fase importante che non va trascurata è la fase in cui si analizza-
no i casi di outlier individuati per capire se si tratta di semplici errori o di
eventi reali che sono capitati di rado e che possono portare alla scoperta di
comportamenti da sfruttare nell’ambito decisionale/strategico dell’organiz-
zazione. In particolare questa fase va svolta a stretto contatto con l’organo
decisionale, ma soprattutto con il gruppo marketing aziendale, dal momento
che si parla di acquisti e vendite relative a prodotti di un supermercato.
Per concludere la nostra trattazione, consideriamo brevemente una serie di
opzioni di distribuzione. Iniziamo con il considerare una distribuzione in R,
che può essere integrata a sistemi di supporto alle decisioni odierni, inseren-
do un livello di Data Quality nella fase di Trasformazione del processo ETL,
in modo da riconoscere eventuali dati errati o casi anomali ancor prima di
caricare i dati nel Data Warehouse. Consideriamo anche la conversione dei
nostri modelli in Predictive Modelling Markup Language (PMML), che per-
mette di esportare il nostro modello ad altri sistemi, in grado di convertire il
modello in codice C in modo da poterlo eseguire come modulo stand-alone.
Queste sono tutte eventuali modalità di distribuzione che in futuro potreb-
bero essere adottate sia nell’ambito considerato che in ambiti simili.
Inoltre, è opportuno osservare che l’analisi e sperimentazione effettuata, seb-
bene sufficientemente esaustiva, non si esime dalla definizione di ulteriori
passi di sviluppo che possano migliorarne i risultati. Gli sviluppi futuri al
momento individuati possono essere raggruppati in due macro-aree. Il pri-
mo campo di azione è rappresentato dalla ricerca di nuove tecniche di outlier
detection in grado di lavorare bene anche su dati di tipo non numerico, ad
esempio si potrebbero inserire nella tabella di mining tutti i dati anagrafici
dei clienti, oltre alle abitudini di acquisto, in modo da effettuare una sorta
di profilazione del cliente e in seguito individuare quelli con comportamen-
ti anomali. Il secondo aspetto sul quale basare un’evoluzione del sistema
è rappresentato dalla trasformazione del modello dati in un insieme di se-
quenze di transazioni fatte da un cliente in un certo periodo, definendo una
relazione d’ordine basata sul tempo degli eventi che occorrono nei dati; que-
sta tipologia di dati è chiamata serie temporale (Time Series) o Sequential
Pattern, e l’obiettivo potrebbe essere quello di utilizzare metodologie che
hanno l’obiettivo di individuare Pattern frequenti o nascosti all’interno dei
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dati, attraverso tecniche di Data Mining, come ad esempio la tecnica Motif
Discovery.
APPENDICE
In questa appendice si suggerisce come potrebbe venire organizzata una
presentazione, o lezione, relativa al problema dell’individuazione di anomalie
in una grande collezione di dati, a partire dal presente lavoro di tesi. Gli
argomenti correlati sono il processo di scoperta della conoscenza nei dati
(Knowledge Discovery in Databases - KDD) e di conseguenza Data Mining
e Business Intelligence.
Il problema presentato è anche chiamato Outlier Detection ed ha numero-
se applicazioni in diversi contesti, come nell’individuazione delle frodi, nella
rivelazione di intrusioni in sistemi informatici, nei sistemi di supporto alle
diagnosi mediche, nel marketing e in molti altri ancora. La comunità di
ricerca ha proposto molte soluzioni, alcune più specifiche per determinati
campi applicativi, altre più generiche. Questo lavoro di tesi si è focalizzato
nel risolvere il problema in un determinato contesto, ovvero la Grande Di-
stribuzione Organizzata (GDO).
Il lavoro è stato organizzato prendendo come esempio la metodologia CRISP,
che sta per "Cross Industry Standard Process for Data Mining" e che rap-
presenta un metodo di comprovata efficacia per la costruzione di un modello
di Data Mining. Il presupposto della metodologia risiede nella volontà di
rendere il processo di Data Mining affidabile e utilizzabile da persone con
poche abilità e competenze in materia, ma con elevata conoscenza del busi-
ness. La metodologia fornisce una struttura che prevede sei fasi, che possono
essere ripetute ciclicamente con l’obiettivo di revisionare e rifinire il modello
previsionale. Le fasi sono descritte ed esposte in Figura 5.17.
In particolare nel nostro caso l’obiettivo è stato quello di confrontare tre
diverse metodologie di outlier detection per determinare la più efficace e
adatta al contesto di riferimento. Di seguito i dettagli di come sono state
organizzate le attività svolte per il raggiungimento di tale obiettivo:
• Studio e analisi del problema oggetto del lavoro di tesi. In dettaglio:
1. definizione e comprensione del termine outlier, della sua natura e
delle varie tipologie presenti in letteratura;
2. studio e ricerca dei diversi domini nei quali c’è applicazione;
3. tecniche e approcci risolutivi presenti in letteratura;
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Figura 5.17: Fasi della metodologia CRISP
4. definizione formale del problema, centrato nell’ambito Data Mi-
ning, e organizzazione del processo KDD (Knowledge Discovery
in Databases).
• il suddetto studio preliminare ci ha portato ad apprendere l’importan-
za della comprensione del dominio di riferimento, in particolare del
modello dati sul quale si intende lavorare e, a tal proposito, sono state
fondamentali le seguenti attività:
1. analisi e comprensione del contesto legato alla grande distribuzio-
ne organizzata;
2. raccolta dei dati necessari a rappresentare il dominio in analisi
(la sorgente dati è rappresentata da un database già presente in
un’azienda del settore GDO, cliente di Target Reply, presso la
quale è stato svolto il tirocinio di tesi);
3. creazione di un modello dati attraverso lo strumento più utilizzato
nell’ambito della Business Intelligence, ovvero il Data Warehouse;
4. descrizione dettagliata del Data Mart creato, con le corrispettive
Tabella del Fatto e tabelle dimensionali (Figura 2.4);
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5. pulizia dei dati e selezione degli attributi necessari per la costru-
zione della Tabella di Mining (Figura 4.1), tabella che in seguito
è processata dagli algoritmi di Data Mining selezionati.
• segue un’analisi critica delle tecniche risolutive studiate conclusasi con
la scelta di tre approcci e dei corrispettivi algoritmi risolutivi. Le
motivazioni legate alla scelta effettuata comprendono diversi fattori,
soprattutto la natura dei dati e la tipologia di outlier che si vogliono
individuare;
• prima di passare allo sviluppo e sperimentazione delle tecniche se-
lezionate, è stato fatto uno studio approfondito circa la logica e il
funzionamento di tali tecniche, in particolare dei tre seguenti algoritmi:
1. Per l’approccio basato su clusterizzazione, l’algoritmo selezionato
è Cluster Based Local Outlier Factor. Tale algoritmo si basa su
una fase preliminare di clusterizzazione attraverso uno degli algo-
ritmi di clustering presenti in letteratura. Per motivi legati al co-
sto computazionale e all’efficienza dei risultati, è stato selezionato
l’algoritmo K-Means descritto dall’algoritmo 1. CBLOF prende
come input il set di dati e il modello di cluster che è stato gene-
rato da un algoritmo di clustering. Successivamente suddivide i
cluster in piccoli e grandi cluster utilizzando due parametri (alfa e
beta). Il punteggio "outlier score" è quindi calcolato in base alle
Definizione 4.3. Infine, si fissa una determinata soglia sul pun-
teggio calcolato per ogni record, e tutti quei record con "outlier
score" superiore a tale soglia sono classificati come outlier.
2. Per l’approccio basato su classificazione, l’algoritmo selezionato è
chiamato RIPPER. Esso porta alla costruzione di un modello di
classificazione basato su regole attraverso un metodo diretto che
definisce le regole estraendole direttamente dai dati secondo la lo-
gica descritta nell’algoritmo 3. Inoltre utilizza delle metriche per
la definizione di un insieme di regole minimale ed efficace, come
ad esempio la cosiddetta metrica FOIL, che calcola il guadagno
a livello di informazione. La differenza dall’approccio precedente
sta nell’output restituito, ovvero con un modello di classificazione
si assegna ad ogni record un’etichetta, anziché un punteggio, che
rappresenta la classe di appartenenza. Nel nostro caso le classi
sono due e sono "Normale" e "Outlier". Tale approccio si ba-
sa sull’assunzione che le regole rappresentano il comportamento
normale dei dati, perciò gli outlier sono individuati grazie a quei
record che non sono coperti da nessuna delle regole che costitui-
scono il modello di classificazione e, di conseguenza, tali record
avranno l’etichetta di classe "Outlier".
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3. L’ultima famiglia di metodologie selezionata è rappresentata dal-
l’approccio basato sulla distanza e vicinato, in particolare si è
utilizzato l’algoritmo DOLPHIN. La logica e i passi sono descrit-
ti nell’algoritmo 4. DOLPHIN raggiunge l’efficienza fondendo in
unico schema tre diverse strategie: politiche di selezione degli
oggetti da mantenere in memoria centrale; utilizzo di regole di
potatura; tecniche di ricerca della similarità tra gli oggetti. In
particolare, la ricerca della similarità è effettuata attraverso un
algoritmo che non necessita l’indicizzazione dell’intero dataset.
Grazie a queste tecniche e con la giusta selezione dei parame-
tri R e k, rappresentanti rispettivamente il raggio utilizzato nel
calcolo della distanza e il numero di vicini da considerare, è em-
piricamente dimostrato che l’algoritmo ha tempi di performance
lineari rispetto alle dimensioni del dataset. L’output dell’algorit-
mo DOLPHIN è rappresentato da una lista di identificatori dei
record outlier individuati.
• dopo aver definito i dettagli riguardanti gli approcci scelti e selezionati,
si passa alla fase che la metodologia CRISP chiama Modellazione, ovve-
ro lo sviluppo e l’implementazione degli algoritmi selezionati attraverso
due principali strumenti:
1. il linguaggio R e l’ambiente di sviluppo RStudio per l’algoritmo
RIPPER e DOLPHIN; in particolare per il primo si è sfruttata la
libreria chiamata caret, per il secondo si è utilizzato un pacchetto
chiamato DBOD creato dall’autore dell’algoritmo, ovvero il Prof.
Fabrizio Angiulli che ha gentilmente contribuito al lavoro di tesi
attraverso consigli e direttive preziose;
2. il tool RapidMiner per l’algoritmo CBLOF. RapidMiner offre l’in-
terfaccia grafica più potente e facile da usare per la progettazione
di processi analitici, che si può facilmente integrare con codice R
e Python. In particolare è stata utilizzata l’estensione chiamata
Anomaly Detection Extension, che comprende la maggior parte
degli algoritmi di outlier detection presenti in letteratura.
• segue la sperimentazione vera e propria, nella quale si presentano prima
le diverse configurazioni dei parametri di ogni algoritmo e, successiva-
mente, i risultati ottenuti da ogni test effettuato;
• per la fase di valutazione e di confronto dei risultati sono state definite
e utilizzate le seguenti metriche valutative:
1. la matrice di confusione, la cui composizione è presentata in Fi-
gura 5.6;
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2. le metriche DetectionRate e FalseAlarmRate che forniscono in-
formazioni sul numero percentuale di outlier individuati corretta-
mente e il numero percentuale di outlier classificati erroneamente
come record normali.
3. la curva ROC che mette in evidenza il trade off tra l’avere un
maggior numero di record correttamente classificati e il problema
di avere più record falsamente predetti, e la rispettiva area sotto
la curva (AUC).
• per finire, sono state analizzate le metriche calcolate nella fase valu-
tativa e si è determinato l’algoritmo che è risultato più efficiente ed
efficace per il dominio di riferimento, ovvero l’algoritmo DOLPHIN.
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