This, the second of two papers, seeks to redress the omission in recent literature on the influence of project strategic, site related and design related variables on the cost of construction. It presents, in part, the results of an investigation into the influence of 41 independent variables on both construction cost and client cost, concentrating on design related variables. Data were collected from 286 construction projects in the United Kingdom and correlation and test for differences were used to determine the relationships that exist between the dependent and independent variables. The analysis ascertains the cost ranking of many design related variables and establishes other relationships which exist within the data, confirming many of the relationships that had been anticipated from the literature. It also established the ordinal sequence of several nominal variables. These data, therefore, can be confidently used to develop models of the total cost of construction as verified by the development of both regression analysis and neural network cost models.
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INTRODUCTION
Standard texts on building economics and cost planning (for example, Ashworth, 2004; Ferry et al., 1999; Jagger et al., 2002; Morton and Jagger, 1995; and Seeley, 1995) implications of various design cost parameters on construction costs. However, these texts do not provide a measure of the relationship between the various design variables and construction cost or their relative importance, except in a superficial way. For example, Morton and Jagger (1995) state that function and size (floor area) are the 'two most obvious' determinants of construction costs.
Equally, empirical studies into the relationship between building characteristics and construction cost generally tend to be dated. Although more recently, Picken and Ilozor (2003) investigated the relationship between height and construction costs of buildings in Hong Kong; Swaffield and Pasquire (1999) analysed the relationship between building form and function, and the cost of mechanical and electrical services; Wing (1999) considered the issue of plan shape complexity and Tan (1999) assessed the influence of height on construction costs.
A previous paper (Lowe et al., 2006) examines the relationships associated with the two dependent output variables (construction cost and client cost) and the project strategic, site related and building definition independent input variables. It gave the background to the research, described previous research in this field and discussed data representation. This current paper builds on this work; it examines the relationships between the independent input design related variables (excluding building definition) and, where appropriate, the cost related dependent output variables. It also, summarizes the application of both regression analysis and neural network modelling to these data to produce cost models. The design related variables (see Table 1 ) are classified into four groups: building definition; structure; finishes and openings; and services installations. 
METHODOLOGY
Ultimately, 286 sets of data were collected, (for a detailed account of the data collection issues see Harding et al. 2000) , which were divided into dependent input variables and independent output variables (Emsley et al., 2002) . Two dependent variables were identified -construction cost (final account) (COST) and client cost (CCOST) (incorporating professional fees and the internal costs incurred by the client) -which may be combined to give the total cost to the client. An extensive literature review identified many output variables and these were finally reduced to 41 variables which it was believed would be known at the early estimating stage (for which the models to be developed were intended).
The variables were categorised as shown in Table 1 . The variables of time and geographical location were accommodated through the use of the BCIS indices to bring all project to a common location and base date and the cost of activities such as external works and demolition were removed from the final account figure as it was thought that these activities would be extremely difficult to model.
<<<< Insert Table 1 about here >>>>
Data representation
It is necessary to consider the best way of representing each variable in any subsequent modelling, such as regression analyses. Some variables are real numbers, such as number of lifts, and many of these are on a continuous scale, such as cost and GIFA. However, the remaining variables are categorical variables that may be represented in one of three ways.
Firstly, there are those variables which are categorised so that there is an obvious relationship between the category and the influence of that variable on the output of the model. For example, site access is categorised as 'unrestricted', 'restricted' and 'highly restricted' and it is reasonable to assume that an increase in restriction will cause an increase in cost. Secondly, there are those variables where no such order is immediately apparent but where the variable may be expressed in terms of cost. For example, for internal wall finishes, the value of input was set to be the standard cost per m 2 of each finish and this provides an order proportional to how much each finish is expected to influence cost. Finally, there are those variables where it is not possible to ascertain a standard cost and where there is a lack of consensus on comparative costs, so a consistent ordering which would apply in all circumstances cannot be obviously obtained. An example is frame type, which is categorised as 'in situ', 'masonry', 'precast', 'steel' or 'timber'. This requires the use of binary input coding (yes/no) which is applied to each possible choice, thus treating each categorical variable as a series of binary variables, with the disadvantage of increasing the number of variables in the model and subsequently increasing the requirements for data. However, by analysing the data obtained for these variables (as described in this paper), it is possible that a consistent order may be obtained which will considerably facilitate any subsequent data modelling. Again, a more exhaustive description of the data representation issues can be found in Harding et al. (2000) .
Analysis
Data analyses were undertaken using the Statistical Package for the Social Sciences (SPSS for Windows, release 12.0.0). Log transformations were performed for all continuous scale variables to create or approximate a normal distribution in order to satisfy parametric test assumptions. Descriptive statistics and tests for normality were calculated for each independent variable. The continuous scale independent variables were correlated, using
Pearson's product moment and Spearman's rank correlation, with the dependent variables.
The categorical variables were analysed for differences between subgroups by means of one- Relationships between the independent variables were investigated using Spearman's rank correlation. This analysis was exploratory in nature and is, therefore, interpreted by reference to significance levels (two-tailed).
DATA EXPORATION
Independent structure variables
Descriptive statistics for structure related categorical variables are shown in Table 2 and Table   3 gives details of the statistical tests which have been carried out between sub-groups of structure variables
External walls
The variable external walls has a mean cost of £51.86 and median of £39. The distribution is very highly skewed (8.427) with a kurtosis value of 84.775. This is partly because of two outliers. However, it is entirely possible that these projects are representative of the fact that there are a very small proportion of building projects which have very expensive external wall solutions. External walls has no strong correlation with any other variable (see Table 5 ),
suggesting that external walls are comparatively unrelated to other finish type variables, but still influence cost, correlating strongly with construction cost (0.531) and log of client cost (0.517).
<<<< Insert Tables 2 & 3 about here >>>>
Frame
An analysis of variances showed that there are significant differences with cost, GIFA, cost/m 2 , client cost, (cost/m 2 )/function and function between the frame sub-groups. The significant differences in client cost can be explained by the significant differences in GIFA, as the differences in client cost/m 2 are not significant. Furthermore, the apparent significant differences in the construction costs are significant when the influence of building function is considered ((cost/m 2 )/function variable). If the difference in means is used to obtain an ordinal variable for the prediction of the cost/m 2 , then the order should be as shown in Table   2 .
Piling
The significance of cost differences is assessed by a T test. It might be possible to explain the apparent difference in cost with and without piling by considering the influence of GIFA and function. The (cost/m 2 )/function variable takes both of these variables into account, and the results suggests that the cost difference between piled and non-piled buildings is significant.
Roof construction
An analysis of variances was performed to determine whether there might be any significant cost differences between the sub-groups and there are significant differences with cost, GIFA, client cost, function and cost/m 2 . Therefore, the significant differences in client cost can be explained by the significant differences in GIFA, as the differences in client cost/m 2 is not significant. Furthermore, the apparent significant differences in the construction cost are not significant when the influence of function is considered. If the difference in means is used to obtain an ordinal variable for the prediction of the cost/m 2 , then the order is as shown in Table   2 .
Roof profile
An analysis of variances showed that there are significant differences with client cost, cost, GIFA and cost/m 2 between the roof profile sub-groups. The significant differences in client cost can be explained by the significant differences in GIFA, as the differences in client cost/m 2 is not significant. Furthermore, the apparent significant differences in the construction costs are not significant when the influence of function is considered ((cost/m 2 )/function variable). However, closer analysis of these results reveals that the average cost/m 2 of a flat roof building is over £100 dearer than a pitched roof building and £34.36 more expensive than a curved roof building. The significance of the difference between these groups was compared using Bonferroni Multiple Comparisons test.
For construction cost/m 2 , pitched is significantly lower than flat, however, there are no other significant differences. Likewise for the cost function ((cost/m 2 )/function) variable there are no significant differences between the subgroups. However, the average cost values obtained for each of these groups, expressed either as cost/m 2 or as (cost/m 2 )/function suggest that the correct order for roof profile is pitched, curved then flat, with pitched being cheapest and flat the most expensive. Traditionally, flat roofs have been considered as the cheapest, followed by pitched and then curved. However, this does not appear to be the case; supporting the assertion of Ferry et al. (1999) that "… for medium to large spans a satisfactory pitched roof is likely to be cheaper than a flat roof of comparable quality, partly because of simplicity of spanning large areas with roof trusses than deep beams". This suggests that other cost significant variables which vary across the groups may also be at play. Perhaps the best suggestion is that the three possible orders for the variable tested for inclusion within a stepwise regression. The order that gives the highest value of T for inclusion would then be the most appropriate order.
Stair types
The existence of significant cost differences between these types is addressed using analysis of variances which shows that there are significant differences with cost, GIFA, function, cost/m 2 and client cost between the stair types sub-groups. The significant differences in client cost can be explained by the significant differences in GIFA, as the differences in client cost/m 2 is not significant. Furthermore, the apparent significant differences in the construction cost are not significant when the influence of function is considered.
The fact that there are no significant differences when function is taken into account could arise from there being no significant differences between the cost of different stair types.
Ashworth (2004) considers stairs to "… represent a minor cost element in a building…
Because they are largely of a functional nature their structure cost are comparable with each other and the differences in the elemental analysis are therefore determined by the finishes which might be applied". However, it could also arise from the fact that different stair types are associated with different building types. If the significant differences between the groups are assumed and compared using the cost/m 2 , then the order is shown in Table 2 . These results suggest that to have no stairs is more expensive than to have timber stairs, which seems unlikely. However, the values are close together, so the validity of this particular ordering was assessed using Bonferroni Multiple Comparisons test.
For construction cost/m 2 , insitu concrete is significantly higher than none and timber, while precast is significantly higher than timber; however, there are no other significant differences.
Likewise for the cost function ((cost/m 2 )/function) variable there are no significant differences between the subgroups. Therefore it is not possible to be confident about the ordering implied by this analysis, and the original order for the variable is retained.
Substructure
Differences in cost among the different groups is assessed using analysis of variances which showed that there are significant differences with cost/m 2 , (cost/m 2 )/function, GIFA and cost between the substructure sub-groups. Likewise, the differences in the construction costs are significant when the influence of building function is considered and an attempt is made to find an order among the groups. For this, the cost/m 2 and (cost/m 2 )/function were ordered by value and the significance of the difference between these groups was compared by using Bonferroni Multiple Comparisons test. For both construction cost/m 2 and cost/m 2 /function, raft is significantly higher than strip, pad/strip and pad; however, there are no other significant differences between the subgroups. As pad → pad/strip → strip is a logical progression, this order will be used. It is also possible that the increased costs of ground beams are partly due to the fact that these solutions also include piling. Piling has been shown to yield an increase in cost of £106.02/m 2 , and as 80% more ground beam solutions are piled than any other solution this suggests that the true cost of ground beams may be significantly less. This would reduce the true cost of ground beams to be more in line with pad and pad/strip foundation types. Therefore the order should be: pad, pad/strip, ground beams, strip, raft.
Upper floors
Differences in cost between these groups are analysed using an analysis of variance which
shows that there are significant differences with cost, GIFA, function, cost/m 2 and client cost between the upper floor sub-groups. The significant differences in client cost can be explained by the significant differences in GIFA, as the differences in client cost/m 2 is not significant.
Furthermore, the apparent significant differences in the construction costs are significant when the influence of function is considered ([(cost/m 2 )/function] variable) if only at the 5% level. Thus there is a significant difference in construction cost for upper floor solutions, although there appears not to be such a significant difference for client cost. The relative costs of the different floor types are ranked by cost as before.
There is no consistency between these groups whatsoever. What is perhaps most interesting is the fact that no upper floors does not tend to be the cheapest option. This is probably because it represents a building with only one storey, which is not necessarily the cheapest option. The significance of the difference between these groups was compared by using Bonferroni Multiple Comparisons test. For construction cost/m 2 , 'none' is significantly lower than composite steel/concrete and insitu concrete; timber is significantly lower than composite steel/concrete and insitu concrete; precast is significantly lower than composite steel/concrete and insitu concrete; composite steel/concrete is significantly higher than timber, 'none' and precast; insitu concrete is significantly higher than timber, 'none', and precast; while there are no significant differences between steel and the other subgroups. For the (cost/m 2 )/function variable, insitu concrete is significantly higher than precast; however, there are no other significant differences between the subgroups.
Independent finishes and openings variables
Descriptive statistics for the construction cost of finishes and openings variables are given in Tables 5 and 6 respectively and Spearman correlation coefficients (>0.4) between finishes and openings variables and other variables are given in 
External doors
The external doors variable is well distributed but does not correlate strongly with any variables.
Floor finishes
The distribution of floor finishes is highly skewed because many projects have only a very small value of floor finishes. This is likely because industrial buildings tend not to have floor finishes, and many commercial buildings tend to be fitted out separately from the building contract. It correlates strongly with mechanical installations, cost/m 2 , internal wall finishes and function, which can be explained in part by its correlation with function.
Internal doors
Although there is wide range in the value of the internal doors, the vast majority of projects are grouped around the mean, suggesting that the specification system is not robust, or that there is typically very little difference between door specifications. Consequently, there are only two variables which correlate strongly with internal doors: client cost and mechanical installations.
Internal walls
Internal walls is also not very well distributed. Over 86% of the projects are between the values of £13 and £15/m 2 . As with internal doors, there are no strong correlations associated with this variable, the highest correlation being with windows (0.193).
Internal wall finishes
The skewness and kurtosis of internal wall finishes indicates that a large number of results are grouped round a single value. Nevertheless, some strong correlations are observed with cost/m 2 , ceiling finishes, floor finishes and mechanical installations. This suggests that higher specification finishes do tend to go together.
Roof finishes
Although roof finishes is well distributed, strong correlations are not found with any other variables, although it correlates with the roof construction variable.
Windows
The windows variable is negatively skewed as 28 projects have no window solution. The windows variable does not correlate strongly with any other variable. The highest correlation coefficients are obtained with upper floors, building function, stairs and floor finishes.
Independent services installations variables
Descriptive statistics and tests for normality for the services installations variables are presented in Table 8 . Spearman and Pearson correlation coefficients between construction and client costs and services installations variables are given in Tables 9 and 10 respectively.
Partial correlation coefficients between construction and client costs and services installations controlling for GIFA are provided in Table 11 and Spearman correlation coefficients between services installations variables and other variables are shown in Table 12 . Tables 8, 9 , 10, 11 & 12 about here >>>>
<<<< Insert
Air conditioning
High skewness and kurtosis is most likely due to the fact that most buildings do not have air conditioning (median = 0). Air conditioning correlates strongly with lifts, and mechanical installation, the two other 'mechanical' variables (see Table 12 ). This can be explained by considering the fact that air conditioning tends to be associated with buildings of high specification, which would also tend to have more lifts and more expensive mechanical installations solutions. Air conditioning also correlates reasonably well with protective installations and floor finishes, but does not correlate so well with electrical installations (less than 0.3). It also correlates strongly with log of client cost (0.500), however, the strength of this relationship reduces when partial correlation is applied controlling for GIFA.
Electrical installations
The main group of electrical installations appears to have a slightly positively skewed distribution with mean of approximately 40. However, there is also a much smaller peak at around 8. This shows that there are a small number of buildings with only very basic electrical installations, while the spread of the rest of the installations is quite narrow in comparison with the two groups. This could mean that electrical installations are not very useful as a cost significant variable. This can also be inferred from the fact that there are no strong correlations with other cost significant variables (see Table 12 ).
Number of lifts
The number of lifts varied between 0 and 8, with 65% of all the projects having no lifts. This skewed the distribution significantly. The number of lifts correlates significantly with a number of variables (see Table 12 ) predominantly related to mechanical services and the height of the building. The number of lifts also correlates strongly with both construction cost and client costs (see Table 10 ). However, this correlation may arise from its correlation with GIFA. Therefore partial correlation coefficients, controlling for GIFA, are shown in Table   11 , confirming strong correlations with construction cost and client cost.
There appear to be outliers in the data, but this arises from the fact that so few buildings have more than one or two lifts. Therefore the outliers are ignored.
Mechanical installations
Mechanical installations varies between 0 and 84. The mean is 40.66 and the median 40.55.
Skewness is -0.584 and kurtosis 0.547. The variable is well spread with a large peak of over 100 projects between 37.5 and 42.5. There is also a small peak at 0 of around 20 projects which have a value of less than 5.
Mechanical installations correlates strongly with the following variables: floor finishes, lifts, protective installations, air conditioning, internal wall finishes, function and internal doors.
The variable correlates highly with all the well distributed finishes, as well as air conditioning and protective installations, suggesting that there exists a single "level of specification" factor which tends to correlate with both finishes and those installations commonly referred to as M&E. Mechanical installations also correlates strongly with both construction cost/m 2 and client costs (see Table 10 ); while partial correlation coefficients, controlling for GIFA, (see Table 11 ), confirm these relationships.
Protective installations
Protective installations is highly skewed (value: 1.73). The median value is 3.22, whereas the range is from 0 to 19, and the mean 3.66. Nevertheless, despite this high skew, the values are reasonably well distributed. Protective installations correlates strongly with mechanical installations, lifts, construction cost and client costs (see Table 10 ); while partial correlation coefficients, controlling for GIFA, (see Table 11 ), confirm the relationship with client costs.
Special installations
Special installations include such items as fume cupboards and medical gases installations.
However, only 28 projects had such installations, while 258 had none. Therefore the value was 0 for over 90% of the projects. This lack of spread means that this variable does not correlate strongly with any variables. The highest correlations were with protective installations and client costs. Overall the lack of spread suggests that this will not be a very useful cost predictor variable.
APPLICATION OF DATA
Data described in this two-paper series were used to develop both regression and neural network cost models. These models have been reported in detail elsewhere (Lowe et al., 2006a and Emsley et al. 2002 respectively) , however, the following brief summary is provided to illustrate the relative importance of the foregoing predictor variables.
Regression analysis
A total of 6 regression models were developed. The number of variables in the model varied considerably. The smallest number of variables used was 8, in the forward stepwise log of cost model. The largest was 14, in both the log of cost and log of cost/m 2 backward models.
Throughout the models a total of 19 different variables were used. However, there were two variables for which the both the logarithmic form and the unfactored form were used in different models: function and duration.
The variables are shown in Table 13 . They are ranked by the number of times they appear in the models, and then by the mean value of T for inclusion in those models. The descriptor variables which occur consistently are: GIFA, function, duration, mechanical installations, piling, internal wall finishes, frame, site access, protective installations and internal walls. 
<<<< Insert
Neural network models
The results of the regression analysis were used to inform the development of neural network models. Models were developed using the five variables which appeared in all six regression models, the nine variables which appeared in five of the models and all the variables. In order to improve performance and eliminate bias, the 'voting system' technique was also adopted, which involves the creation of a number of models each using different training, verification and test sets with the output being taken as the average of these models; in this case 100 networks were used.
The best neural network model is one which uses all 41 variables and a voting system using 100 networks; this gives an R 2 value of 0.789 and a MAPE of 16.6%. Although this is better than the regression model, other neural network models showed a comparable or poorer performance when compared to the regression model. For example, the nine variable model (without using the voting system) had an R 2 value of 0.688 and a MAPE of 20.1%, which is very similar to the best regression model.
The models developed using both techniques compare favourably with past research which has shown that traditional methods of cost estimation are less accurate as evidenced by reported values of MAPE between 20.8% (Skitmore et al., 1990 ) and 27.9% (Lowe, 1996) . an investigation into the influence of 41 independent variables on both construction cost and client on cost. Data were collected from 286 construction projects in the United Kingdom and analysed to determine the relationships that exist between the dependent and independent variables.
In respect of the structure variables, a significant difference between the five frame types identified was confirmed, and the order, commencing with the cheapest, is: steel, masonry, timber, insitu concrete and precast concrete. Similarly, a cost order was also established for roof construction as: steel, timber, mixed timber/steel, insitu concrete, precast concrete and composite steel/insitu. However, the apparent differences are not significant when the influence of building function is considered. A cost order was also ascertained for substructure as: pad, pad/strip, ground beams, strip, raft. The results in respect of roof profile were interesting, as the data suggested that correct order for roof profile is pitched, curved then flat, with pitched being cheapest and flat the most expensive. Traditionally, flat roofs have been considered as the cheapest, followed by pitched and then curved, so more investigation of the influence of other cost significant variables is necessary. However, the finding supports the claim of Ferry et al. (1999) that a pitched roof is likely to be cheaper than a flat roof of comparable quality. Analysis of the data associated with upper floors and stair types gave inconsistent results. The cost difference between piled and non-piled buildings was also confirmed as being significant.
In respect of finishes and openings variables, some variables demonstrate high correlations with other variables while others do not correlate strongly with any other variable. However, factor analysis could be used to investigate if a variable can be found to indicate the level of finishes generally.
Most services installations variables have high skewness and kurtosis values, showing that the level of services provision is extremely variable. Some high correlations do occur, but they are mostly those which could be expected, such as number of lifts and height. Mechanical installations correlates highly with all the well distributed finishes, as well as air conditioning and protective installations, suggesting that there exists a single "level of specification" factor which tends to correlate with both finishes and M&E installations.
Overall the analyses described in this two paper series have established the core relationships which exist within the data and confirmed many of the relationships which would be expected to occur. These data, therefore, can be confidently used to develop models of the total cost of construction as verified by the development of both regression analysis and neural network cost models. Note: N = nominal, (e.g., piling: 0 = no piling, 1 = piling); O = ordinal (e.g., shape complexity: 0 = low, 1 = medium, 2 = high); and S = scale (e.g., external doors: a proportional scale based on relative costs).
• Note that in previous publications Quality has been classified as a project strategic variable. Here it has been re-classified as a design related variable. 
