We consider the problem of estimating the joint distribution function of the event time and a continuous mark variable based on censored data. More specifically, the event time is subject to current status censoring and the continuous mark is only observed in case inspection takes place after the event time. The nonparametric maximum likelihood estimator (MLE) in this model is known to be inconsistent. We propose and study an alternative likelihood based estimator, maximizing a smoothed log-likelihood, hence called a maximum smoothed likelihood estimator (MSLE). This estimator is shown to be well defined and consistent, and a simple algorithm is described that can be used to compute it. The MSLE is compared with other estimators in a small simulation study.
Introduction
In survival analysis one is interested in the distribution of the time X it takes before a certain event (failure, onset of a disease) takes place. Typically, the variable X is not observed completely, due to some sort of censoring. Depending on the censoring mechanism and the precise assumptions imposed on the distribution function F 0 of X, many estimators have been defined and studied in the literature.
In the context of case I interval censoring, Groeneboom and Wellner (1992) study the (nonparametric) maximum likelihood estimator (MLE). It maximizes the likelihood of the observed data over all distribution functions, without any additional constraints. In case X is subject to rightcensoring, the MLE is the Kaplan-Meier estimator (Kaplan and Meier (1958) ). In these models, the resulting estimators are piecewise constant between jumps, and therefore fail to have a density w.r.t. Lebesgue measure.
If the quantity of interest is bivariate, (X, Y ), with joint distribution function F 0 , the situation is more complicated. If both components X and Y of the pair (X, Y ) are subject to right censoring, the MLE is inconsistent, see Tsai et al. (1986) , and modifications of the MLE to ensure consistency have been discussed by several authors, see, e.g., Dabrowska (1988) and van der Laan (1996) . In case both X and Y are subject to interval censoring, the MLE is consistent, see, e.g., Song (2001) . In computing the MLE, one first has to determine the set of points where the MLE can have mass (which is different from the set of observations). Maathuis (2005) provides two reduction algorithms that can be used to determine this set. The reason that the MLE is consistent for the bivariate current status model, and inconsistent for the bivariate right censoring model (where one has in fact more information), is that in the latter case the MLE only uses the information on "lines", if the observation is uncensored in one coordinate, and does not use the surrounding information for the uncensored coordinate. One would need information on the conditional distribution on these lines to distribute mass in such a way that a consistent estimate would result, but this conditional distribution is not available, since it is part of the estimation problem. In the current status model or the interval censoring model with more observation times for the "hidden variable", one only has information on the interval to which the hidden variable belongs, and the MLE therefore automatically uses the surrounding information. For this reason a reduction of the bivariate rightcensoring model to the interval censoring model has been proposed to obtain consistent estimators of the bivariate distribution function: in this way the information of a whole set of lines is combined.
An interesting situation arises when X is a survival time and Y a (continuous) mark variable. In case X is subject to right-censoring and Y is only observed if X is observed, Huang and Louis (1998) study a nonparametric estimator of the bivariate distribution function F 0 . This estimator is uniformly strongly consistent and asymptotically normally distributed. Hudgens et al. (2007) study several estimators for the joint distribution of a survival time and a continuous mark variable, when the survival time is interval censored and the mark variable is possibly missing. In this paper a computational algorithm for the MLE is proposed, but since the MLE is inconsistent (Maathuis and Wellner (2008) ), one would be inclined to recommend not to use this estimator.
The model we focus on in this paper, the current status continuous mark (CSCM) model, is a special case of the model studied in the latter paper, since the X is subject to current status censoring, the simplest case of interval censoring, and Y is only observed if the event time was before the censoring time. More precisely, instead of observing (X, Y ), we observe a variable T , independent of (X, Y ), as well as the variable ∆ = 1 {X≤T } . In case the variable X is smaller than or equal to T , i.e. ∆ = 1, we also observe the variable Y , in case ∆ = 0 we do not. We denote the (bivariate) distribution function of (X, Y ) by F 0 and assume it to have a density f 0 w.r.t. Lebesgue measure. Because P (Y = 0) = 0 under F 0 , we can represent the observable information on (X, Y ) in the vector W = (T, ∆ · Y ).
An application where observations can be modeled by this model is the HIV vaccine trial studied by Hudgens et al. (2007) . In these HIV vaccine trials, participants are injected with a vaccine and tested for infection with HIV during several follow-ups. Efficacy of the vaccine might depend on the genetic sequence of the exposing virus, and the so-called viral distance Y between the DNA of the infecting virus and the virus in the vaccine could be considered as a continuous mark variable. In general, the time X to HIV infection is subject to interval censoring case k, with current status censoring (or interval censoring case 1) as a special instance.
The MLE in the CSCM model is inconsistent and Maathuis and Wellner (2008) obtain a con-sistent estimator by discretizing the mark variable to K levels. The resulting observations can then be viewed as observations from the current status K-competing risk model. Apart from consistency, global and local asymptotic distribution properties for the MLE in the latter model are proved in Groeneboom et al. (2008a Groeneboom et al. ( , 2008b . Asymptotic results for K → ∞ as n → ∞ are not yet known. Another approach to obtain a consistent estimator is adopted in Groeneboom et al. (2011) . There a plug-in inverse estimator for the bivariate distribution function F 0 , using kernel estimators, is studied and its asymptotic distribution is derived. In contrast to the proposed approach of Maathuis and Wellner (2008) , this estimator does have a Lebesgue density on [0, ∞) 2 . Unfortunately, for finite sample size n, this estimator does not necessarily satisfy the conditions of a bivariate distribution function (i.e. each rectangle has nonnegative mass). If estimators are to be used in bootstrap experiments, this is a serious drawback, since it is not clear how to interpret sampling from such a "distribution".
In this paper we consider an alternative method, the method of maximum smoothed likelihood. This is a natural approach since also in other models where MLE's are inconsistent (Jongbloed (2009) ) or nonsmooth (Groeneboom et al. (2010) ), maximum smoothed likelihood estimators (MSLEs) provide consistent and smooth estimators. The basic idea is to replace the empirical distribution function in the log-likelihood by a smooth estimator. We prove that for a histogramtype smoothing of the observation distribution the resulting MSLE is consistent under certain conditions. Contrary to the plug-in inverse estimator studied by Groeneboom et al. (2011) , the MSLE is a real distribution function.
The outline of this paper is as follows. In section 2 we introduce the CSCM model in more detail and define the MSLEsF M S n andf M S n for the distribution function F 0 and its density. In section 3, consistency of the bivariate estimatorF M S n and the marginal estimatorF M S n,X for the distribution function of X are proved. A comparative simulation study is presented in section 4. Technical proofs and lemmas are given in appendix A, and in Appendix B we also give a desription of an easy to implement EM algorithm for computing the MSLE.
Model description and definition of the estimator
In this section we describe the current status continuous mark model in more detail and define the maximum smoothed likelihood estimator (MSLE)f M S n for the bivariate density f 0 . The smoothed log-likelihood is obtained by replacing the empirical distribution function in the definition of the log-likelihood by a smooth estimatorĤ n for the distribution function. We prove that for piecewise constant density estimatesĥ n the estimatorf M S n exists and is unique under certain conditions. Based onf M S n we also define the MSLE for the bivariate distribution function F 0 and for the marginal distribution function F 0,X of X. 
, where we assume that P (Y i = 0) = 0. In words: if the event already occurred before time T i , the mark variable Y i is observed; if not, Y i is not observed. Note that
with respect to the measure λ on [0, ∞) 2 defined below. Let λ i be Lebesgue-measure on R i , B the Borel σ-algebra on [0, ∞) 2 , then the measure λ is defined by
(2.1) Let H n be the empirical distribution function of W 1 , . . . , W n . Hudgens et al. (2007) define and characterize the nonparametric maximum likelihood estimator (MLE), which maximizes
over the class of distribution functions with density f w.r.t. λ 1 × counting measure on the observed marks, with appropriate interpretation of the partial derivative. However, Maathuis and Wellner (2008) prove that this MLE is inconsistent. The heart of the consistency difficulties with the MLE resides in the first part of the log-likelihood 1 {z>0} (z) log ∂ 2 F (t, z) dH n (t, z), where one really has to deal with a density type expression in
We now propose an alternative likelihood-based method, the method of maximum smoothed log-likelihood introduced in Eggermont and LaRiccia (2001) , where the resulting estimator for F 0 will turn out to be consistent. LetĤ n be a smoothed version of the empirical distribution function H n , then the smoothed log-likelihood l S is defined by replacing H n in (2.2) by its smoothed version
Note that the factorization property of the MLE in the current status model, by which the part involving g drops out, also holds in the present case: we do not have to maximize over the unknown g, because it does not play a role in the maximization problem. The maximum smoothed likelihood estimator (MSLE)f M S n for the density f 0 is then defined aŝ
where F is the class of all distribution functions with density f w.r.t. Lebesgue measure on [0, ∞) 2 . The MSLE for the bivariate distribution function F 0 is naturally defined aŝ
and the estimators for F 0,X and ∂ 2 F 0 are defined similarly,
Note that the MSLEf M S n can also be seen as a Kullback-Leibler projection, minimizing
over densities f ∈ F. This follows from the fact that the first term on the right-hand side does not depend on f and the second term on the right-hand side equals −l S (f ).
In this paper, for the ease of computations and proving consistency, we take a histogram-type estimator for the densityĥ n ofĤ n , resulting in a piecewise linear estimatorĤ n . There are other possibilities as well to chooseĤ n , see section 4. To define our estimatorĥ n we take two binwidths δ n and ε n and define A n,i = ((i − 1)δ n , iδ n ] = (a n,i−1 , a n,i ] and B n,j = ((j − 1)ε n , jε n ] = (b n,j−1 , b n,j ] for i = 1, . . . , k n , j = 1, . . . , l n . Then slightly abusing notation, the estimatorĥ n is defined and denoted bŷ
We consider the estimatorf M S n that is obtained by maximizing l S (f ) over the class F n of piecewise constant densities with cells A n,i × B n,j . For the resulting histogram-type estimatorf M S n we can prove that it is well defined and unique if all cells contain at least one observation. This holds with high probability under certain conditions on the observation density h f 0 and the total number k n · l n of cells A n,i × B n,j .
Before proving the existence and uniqueness off M S n , stated in Theorem 2.2 below, we introduce some notation to relate the class of densities we consider to appropriate subsets of Euclidean space.
with 0 log 0 := 0, α kn+1 (f ) = 0 and β 0,j (f ) = 0 for all j.
Lemma 2.1 Define
The proof is given in the Appendix.
Using this lemma, we can prove the existence and uniqueness off M S n theorem below. Theorem 2.2 Ifĥ i > 0 andĥ i,j > 0 for all i, j, then the maximizerf M S n of l S over F n exists and is unique.
Proof: The function ϕ is continuous on (0, 1] 2 so ψ −1 is continuous on the compact set B n . Hence ψ −1 attains its maximum over B n andf M S n exists. Uniqueness off M S n follows from the strict concavity of l S (f ) on its domain. Remark 2.3 Ifĥ i = 0 for some i orĥ i,j = 0 for some i and j, we can construct examples wherê f M S n is not unique. However, we can prove under various conditions on h f 0 , k n and l n that
so that with probability converging to onef M S n is well defined for n sufficiently large. For example, if k n = l n and for some c > 0
for all i and j, then
for some constants 0 < M 1 , M 2 < ∞ and stays away from zero on its support, and that g ≥ κ 1 > 0 on [0, M 1 ]. Then (2.8) is satisfied. This condition is far from necessary, but only meant as an illustration for a condition under which (2.8) is satisfied.
By Theorem 2.2 we know conditions under which the estimatorf M S n defined in (2.3) exists and is unique. A simple EM algorithm for computing the MSLE is given in the appendix.
Consistency ofF

M S n
In this section, we prove thatĥ M S n = hf M S n andF M S n are consistent estimators for the density h f 0 of the observable vector W and the bivariate distribution function of interest F 0 , respectively. To prove this we assume the densities f 0 and g to satisfy conditions (F.1) and (G.1) below. We also assume f 0 and g are such that h f 0 satisfies the conditions needed for (2.7) so that existence and uniqueness off M S n are guaranteed with probability converging to one. Furthermore, we assume the binwidths δ n and ε n to satisfy condition (C.1) below.
(G.1) The censoring density g is uniformly continuous and bounded away from zero and infinity on (0, M 1 ), i.e. 0 < c g ≤ g(t) ≤ C g < ∞ for all t ∈ (0, M 1 ).
(C.1) The binwidths δ n and ε n converge to zero such that nδ n ε n → ∞ as n → ∞.
Note that if δ n n −1/5 and ε n n −1/5 , condition (C.1) is satisfied. The choice of δ n of order n −1/5 is probably optimal. One can also choose ε n of this order, but it is probably better to choose ε n δ n , see for a discussion on this matter Groeneboom et al. (2011) . Further remarks on the problem of binwidth choice can be found in section 4. (lower panels) for two simulations: f 0 (x, y) = 1 [0,1] 2 (x, y), g(t) = 1 [0,1] (t) (left panels) and f 0 (x, y) = x + y, g(t) = 2t (right panels), n = 5 000 and δ n = ε n = 0.2 chosen as illustration. The dash-dotted lines are the true distribution functions F 0 for these two examples. The levels of the contour plot are 0.01, 0.05, 0.1, 0.2, . . . , 1.0 Lemma 3.1 Let f 0 and g satisfy conditions (F.1) and (G.1) and δ n , ε n condition (C.1). Furthermore, assume that
Proof: We establish (3.1) using relation (A.1) and the property thatf M S n minimizes K ĥ n , h f 0 . Since f 0 ∈ F n in general, the inequality
need not hold. In order to exploit the defining minimizing property off M S n , we define a piecewise constant representativef n,0 of f 0 which belongs to F n and approximates f 0
For this representative it holds that
2) also using relation (A.1). The Hellinger distance is a metric, hence applying the triangle inequality twice gives
3)
The first term on the right hand side of (3.3) converges in probability to zero by combining (3.2) and Lemma A.3. The second term converges in probability to zero by combining Lemma A.3 and relation (A.1). The third term converges to zero by combining relation (A.3) and the second result in Lemma A.1, hence (3.1) follows.
From Lemma 3.1, it follows thatF M S n converges pointwise and in L 1 -norm to F 0 .
Theorem 3.2 Under the conditions of Lemma 3.1,
Proof of Theorem 3.2: By combining Lemma 3.1 and relation (A.2), we have that
This implies that
and F 0 can be bounded by
To prove (3.5), assume it does not hold for a certain (t, z) ∈ W M , i.e. there exists ε > 0, δ > 0 and a subsequence n k of n such that for all
by continuity of F 0 and monotonicity ofF M S n . This implies that for all k
we have by a similar argument that
giving that for all k
This contradicts (3.4). Strengthening pointwise consistency to uniform consistency over W M follows from monotonicity ofF M S n k and F 0 and the assumed smoothness of F 0 .
Discussion
In this paper we have considered consistency of the MSLE, where the observation distribution was smoothed by using histogram type estimators. Rigorous derivation of the asymptotic distribution is at this moment still not available. Heuristic considerations indicate that, if (t 0 , z 0 ) is an interior point of the support of f 0 , and the binwidth for the first coordinate satisfies δ n ∼ c 1 n −1/5 , whereas the binwidth for the second coordinate satisfies n −2/5 ε n n −1/5 , we get
where N (β, σ 2 ) is a normal distribution with expectation
and variance
This implies that the asymptotically optimal number of cells for the first coordinate would satisfy
implying that the optimal number of cells on the first coordinate is rather small for the model on which the simulations, reported below, are based. Estimates of the function t → F 0 (t, z), where z = 0.6. The MSLE is shown in the left panel and the plug-in estimate F n , defined by (4.1), in the right panel. The MSLE and F n are the piecewise linear solid curves in the pictures and the dashed curves represent the real F 0 , where F n is linearly extended to the last interval (where it can not be defined by interpolation between values at successive points of the grid). Moreover, F 0 (t, z) = 1 2 tz(t + z), g(t) = 2t, and the sample size for which the estimators were computed was n = 5000. The binwidth for the first coordinate was 0.2 for the MSLE and 0.1 for the plug-in estimator. For the second coordinate we took binwidth 0.2 for both estimators.
The behavior of the MSLEF M S n is somewhat similar to that of the plug-in estimator F n , defined by
at the points (a n,i , b n,j ) of the grid, and by linear interpolation elsewhere (except on the last interval A n,kn , where it was just linearly extended), where G n is the empirical distribution function of the observations T 1 , . . . , T n . However F n andF M S n are not asymptotically equivalent, as first was noticed in the simulations. We have, as (a n,i , b n,j ) → (t 0 , z 0 ), under the same conditions on the binwidth δ n and ε n as used above,
where
This implies that the asymptotic variance is smaller by a factor √ 3 than the conjectured asymptotic variance of the MSLE. On the other hand, the asymptotic bias is larger than the conjectured bias of the MSLEF M S n in the model, used in the simulations which produced Table 1. It seems unavoidable that the relation between plug-in estimators of this type and our MSLEF M S n involves the partial derivative ∂ 2F M S n , which makes the analysis rather complicated. Other smoothing methods are also possible, for example using kernel estimators instead of histogram estimators for the smoothing of the observation distribution. However, we do not know how to compute the MSLE for this type of smoothing. Using a smoothed MLE (SMLE) is not sensible because it inherits the inconsistency of the unsmoothed MLE.
In Table 1 we compare the local mean squared error (MSE) of the MSLE with the MSE's of other comparable estimators. On the second coordinate we took 5 cells for the MSLE, which means that the bias on the second coordinate does not play a role, since 0.6 is then a point of the grid for the second coordinate, and on the first coordinate we took the number of cells between 4 (for n = 500) and 7 (for n = 10 000). The results were obtained by generating 10 000 samples for each value of (t, z), considered in the table, and each sample size n. We compared the results with the MSE's of the plug-in estimatorF
(1) n , studied in Groeneboom et al. (2011) , and defined bŷ
where k is a smooth symmetric kernel with support [−1, 1], for example the Epanechnikov kernel, and δ n the bandwidth. Note the similarity between (4.2) and (4.1). We also included the binned MLE of Maathuis and Wellner (2008) in our comparison. The values forF
(1) n and the binned MLE were taken from Table 5 .1, p. 115, Witte (2011) , where the bandwidths, resp. binwidth, were chosen in such a way that the MSE was minimized. As can be seen from the table, none of the four estimators comes out as uniformly best in this situation.
A Technical lemmas and proofs
In this section, we prove most of the results stated in the previous sections as well as some technical lemmas needed in these proofs. We start with some known results on several distances.
Let f and g be two probability densities with respect to a dominating measure µ. Let H and K denote the Hellinger distance and the Kullback-Leibler divergence between f and g respectively, i.e.
dµ(x). Between H, K and the L 1 -norm · 1 we use the following relations 
Now, we can turn to the proofs and technical lemmas.
Proof of Lemma 2.1: Let f ∈ F n , then for t ∈ A n,i = (a n,i−1 , a n,i ], z ∈ B n,j = (b n,j−1 , b n,j ] we can write
Since we have for 0 ≤ a < b < ∞, σ = 0 and τ ≥ −σa
The last two terms can be left out in the maximization, since they do not depend on f . Now, taking α i (f ) and β i,j (f ) as in (2.5) we have that
with ϕ as defined in (2.6), hence the maximizer of l S (f ) is the maximizer of ψ(f ).
The estimatorf M S n has to satisfy the following conditions
To get condition (S.1) in the objective function ψ(f ), we include a Langrange multiplier λ ∈ R and maximize This means that if we take λ = −1, the global maximizer of ψ λ (f ) over P n is contained in F n , so that arg max f ∈Pn ψ −1 (f ) = arg max f ∈Fn ψ(f ).
Since we also have that F n ⊂ B n , it follows that arg max f ∈Pn ψ −1 (f ) ∈ B n , hence arg max f ∈Fn l S (f ) = arg max f ∈Bn ψ −1 (f ).
The piecewise constant representativef n,0 and the corresponding hf n,0 converge to the true f 0 and h f 0 under condition (C.1). This is stated in Lemma A.1 below.
Lemma A.1 Let f 0 and g satisfy conditions (F.1) and (G.1) and δ n , ε n condition (C.1), then f n,0 − f 0 ∞ −→ 0, hf n,0 − h f 0 ∞ −→ 0.
Proof: For the proof of the first result, note that for (t, z) ∈ A n,i × B n,j For the proof of the second result, note that for (t, z) ∈ W M |hf n,0 (t, z) − h f 0 (t, z)| = g(t) 1 {z>0} t u=0 f n,0 (u, z) − f 0 (u, z) du
f n,0 (u, z) − f 0 (u, z) dz du
Since this upper bound does not depend on t and z, the second result now follows from the first. Proof: First, note that hf n,0 −h n ∞ ≤ hf n,0 − h f 0 ∞ + h f 0 −h n ∞ .
The first term converges to zero by Lemma A.1. We now prove that the second term also converges to zero. To see this, note that
Similarly as the first result in Lemma A.1, we have for (t, z) ∈ A n,i × B n,j h 1 (t, z) −h 1,n (t, z) = δ Both g and ∂ 2 F 0 are uniformly continuous, hence h 1 is as well and with condition (C.1) we get for (t, z) ∈ W M h 1 (t, z) −h 1,n (t, z) ≤ max 
