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Abstract
A livello industriale un sistema di controllo di un processo puo` includere un elevato
numero di anelli di controllo. E’ realistico prendere in considerazione reparti con
qualche centinaio (o addirittura migliaio) di anelli di controllo relativi ad azionamenti
e movimentazioni automatiche di varia natura.
Il monitoraggio delle prestazioni in tempo reale per identificare anelli scarsamente
performanti o mal sintonizzati e` divenuta una parte integrante della ”manutenzione
preventiva” dei processi industriali.
Lo scopo di questa tesi e` quello di ricavare regole di corrispondenza tra le grandez-
ze caratteristiche di un processo e le variabili che lo rappresentano per rilevare even-
tuali variazioni del punto di lavoro dovute a cambiamenti parametrici dell’impianto
stesso che rendono necessaria una nuova predisposizione, automatica, dell’apparato
di controllo. Il processo preso in esame, visto il suo crescente interesse nel campo
dell’elettronica di potenza per l’elevato rendimento intrinseco, e` quello del controllo
automatico di convertitori di potenza a commutazione di tipo Buck.
Interessante e` il fatto di ricavare regole di corrispondenza tra la tensione di uscita
del convertitore e la resistenza di carico alimentata, sfruttando Tecniche Automatiche
di Predisposizione di Controllori a Rele` per la determinazione dei parametri critici del
sistema, in particolare la sua pulsazione critica. E’ stato implementato uno schema
basato sulla Tecnica a Rele` Robusto di K. K. Tan, T. H. Lee e X. Jiang, con l’inser-
zione di una non linearita` (rele`) su un anello esterno di retroazione senza interferire
con quello interno, per l’innesco di una oscillazione autosostenuta mediante la quale
rilevare la pulsazione critica associata al processo. Questa soluzione offre vantaggi in
tutte quelle aree chiave del controllo dei processi dove e` pericoloso o addirittura non
possibile, se realizzate allo stato solido, l’accesso a sezioni interne del sistema.
Dai risultati ottenuti mediante le simulazioni effettuate, si deduce che esiste una
certa relazione tra pulsazione critica e carico alimentato dal dispositivo.
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Introduzione
A livello industriale un sistema di controllo di un processo puo` includere reparti
con qualche centinaio (o addirittura migliaio) di anelli di controllo (control loops)
relativi ad azionamenti e movimentazioni automatiche di varia natura. Questi anelli
generalmente sono supervisionati da personale umano specializzato e, per facilitarne
il compito, opportuni segnali di allarme vengono forniti quando i valori caratteristici
del processo in esame oltrepassano i limiti previsti di funzionamento.
Procedure per la rilevazione di ”errori” (fault-detection procedure) sono cos`ı utiliz-
zate per rilevare e prevedere possibili condizioni di malfunzionamento dell’impianto
stesso.
Alcuni rapporti indicano che oltre il 30% di anelli di controllo attualmente presenti
in realta` industriali incrementano la variabilita` sui parametri del processo controllato
a causa di una sintonizzazione (tuning) scadente degli stessi, con una influenza diretta
sulla qualita` finale dei prodotti (Ender, 1993, [1]).
La desintonizzazione (detuning) dei controllori puo` essere dovuta alla variabilita`
delle condizioni di funzionamento dei vari processi, in particolare alla presenza di non
linearita` di varia natura (ad esempio valvole, attriti, etc. . . ) che causano oscillazioni
all’interno degli anelli di controllo presenti nell’impianto (Haggman, Bialkowski, 1992,
[2]).
Quindi, a partire da una sintonizzazione iniziale accurata o ottimale del sistema
di controllo, accade che nel tempo le prestazioni (performance) si deteriorino e, per-
tanto, sarebbe necessaria una opportuna risintonizzazione (retuning) dei vari anelli
di controllo.
Per grossi processi produttivi, una risintonizzazione accurata dei dispositivi di con-
trollo presenti richiederebbe l’impegno di un elevato numero di personale altamente
specializzato, fonte di costi intollerabili per l’azienda.
E’ quindi indubbio come sia piu` conveniente sostituire le attivita` di monitoraggio
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(process monitoring) ed intervento sugli impianti, per quanto possibile, utilizzando
risorse tecnologiche informatiche-telematiche.
Il monitoraggio delle prestazioni in tempo reale (real time performance monito-
ring) per identificare anelli scarsamente performanti o mal sintonizzati e` divenuta
una parte integrante della ”manutenzione preventiva” dei processi industriali.
Soluzioni per il controllo automatico dei processi che comprendono il monitoraggio
e l’analisi in tempo reale delle prestazioni sono sempre piu` richieste dal mercato, come
importante ausilio per gli addetti al controllo per valutare l’andamento dell’impianto
in esame. Lo scopo infatti e` quello di rilevare se una deviazione dalla prestazione
nominale sia dovuta ad un disturbo temporaneo o ad una variazione dei parametri
del sistema.
Il processo preso in esame, visto il suo sempre piu` grande interesse sia nel campo
dell’elettronica di potenza che in quello dei controlli automatici per elevati rendimenti
e tassi di utilizzo, e` quello del controllo di convertitori di potenza a commutazione
(switching converter), riduttore di tensione di tipo Buck.
La tensione di uscita di un convertitore a commutazione dipende dalla sua ten-
sione di ingresso e dalla relazione che intercorre fra tempo di conduzione e tempo di
interdizione dell’interruttore interno.
Normalmente la regolazione della tensione di uscita viene effettuata utilizzando
un sistema di controllo a ciclo chiuso dove la tensione sul carico viene comparata ad
una tensione di riferimento, ed in base alla differenza tra le due, viene prodotta una
opportuna tensione di controllo che porta la tensione di uscita al valore desiderato.
Il sistema di controllo viene progettato basandosi su di un modello matematico
del convertitore, in funzione di determinate specifiche circuitali.
E’ quindi importante, dal punto di vista progettuale, riuscire ad avere modelli ma-
tematici che riproducano piu` fedelmente possibile il comportamento del convertitore
reale, almeno in un determinato intervallo di frequenze e in un’intorno del punto di
lavoro in cui si desidera operare.
Solitamente, per poter utilizzare tecniche di controllo classiche, si cerca di model-
lare il sistema con un modello lineare valido per piccoli segnali.
Data la natura intrinsecamente non lineare dei convertitori a commutazione, un
modello puramente lineare (fortemente dipendente dal punto di lavoro considera-
to) puo` risultare poco accurato per poter dimensionare correttamente il sistema di
controllo; inoltre puo` essere opportuno disporre di un modello valido anche per varia-
zioni piu` ampie intorno al punto di lavoro, in quanto possono subentrare variazioni
parametriche impreviste.
Quindi, poiche´ i convertitori a commutazione sono dispositivi non lineari, la rea-
lizzazione del controllo risulta difficoltosa; i modi di procedere possono essere svariati:
applicare gli algoritmi di controllo non lineare, oppure usare le tecniche classiche se si
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linearizza il sistema intorno ad un punto di lavoro desiderato, oppure disporre di un
sistema capace di monitorare l’uscita del sistema e fornire indicazioni sul suo stato di
funzionamento.
Lo scopo di questa tesi e` quello di ricavare regole di corrispondenza tra le gran-
dezze caratteristiche di un processo e le variabili che lo rappresentano al fine di mo-
nitorare la sua dinamica, per rilevare eventuali variazioni nel punto di lavoro dovute
a cambiamenti parametrici dell’impianto stesso che rendono necessaria una nuova
predisposizione, automatica, dell’apparato di controllo.
Dall’analisi del modello medio lineare del convertitore Buck si nota che una va-
riazione dei parametri circuitali comporta una variazione dei poli del processo a ciclo
aperto, mentre una variazione della tensione di alimentazione comporta una variazione
del guadagno del processo sempre a ciclo aperto.
In base a questa considerazione, l’idea e` quella di utilizzare questa ”sorta” di
separazione tra gli effetti della tensione di alimentazione e dei parametri circuitali sul
sistema per avere informazioni sullo stato di funzionamento.
Siccome si puo` ritenere noto, o comunque di facile determinazione, l’andamen-
to della tensione di alimentazione, e` opportuno rivolgere l’attenzione al monitorag-
gio delle possibili variazioni della resistenza di carico, in quanto comportano una
desintonizzazione del controllore e quindi prestazioni scadenti dell’anello di controllo.
Cio` si rivela interessante perche`, nella maggior parte dei sistemi commerciali di
convertitori a commutazione implementati allo stato solido, la determinazione di una
variazione di carico ottenuta per misura diretta della resistenza stessa non e` possibile,
in quanto il componente non e` fisicamente accessibile.
Inoltre, qualora lo fosse, per avere un metodo di inspezione il meno invasivo pos-
sibile, e` fondamentale riuscire a determinare le sue variazioni solamente analizzando
grandezze di misura facilmente disponibili, come la tensione di uscita del dispositivo
stesso.
La tesi e` cos`ı strutturata.
Nel Capitolo 1 sono presentate alcune tecniche comunemente utilizzate per la valuta-
zione delle prestazioni dei sistemi di controllo al fine di evidenziare quelle piu` adatte
alle applicazioni di monitoraggio: una misura della ”prestazione” costituisce, infatti,
una parte fondamentale per l’ottimizzazione e la manutenzione dei processi produt-
tivi. Sono inoltre presentate tecniche per il monitoraggio in tempo reale di processi,
utilizzate allo scopo di ottenere informazioni sulla dinamica del processo e segnalare
quando un impianto inizia a deviare dal suo punto nominale di lavoro.
Il Capitolo 2 e` dedicato alla presentazione di un metodo molto importante per lo
studio dei sistemi in retroazione in presenza di una non linearita` situata in un punto
dell’anello: il Metodo della Funzione Descrittiva. Con questa tecnica si analizza la
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possibilita` di innesco di oscillazioni permanenti in un sistema di controllo, determi-
nandone, in caso affermativo, le caratteristiche principali di ampiezza e pulsazione
angolare. Tale metodo e` usato nelle principali tecniche automatiche di sintonizza-
zione per controllori di tipo PI/PID, che si basano sull’instaurarsi di un ciclo limite
controreazionando il processo da controllare con una non linearita` di tipo rele`.
Le Tecniche Automatiche di Predisposizione di Controllori a Rele` sono descritte
nel Capitolo 3, con particolare riferimento a quella dovuta a K. K. Tan, T. H. Lee e X.
Jiang (Tan, Lee, Jiang 2000, [19]), detta anche a Rele` Robusto per la sinonizzazione
automatica in linea di controllori di tipo PI/PID. La Tecnica a Rele` Robusto espande
il dominio di applicazione di quella di autosintonia classica, e sara` utilizzata per
determinare i parametri critici del sistema convertitore esaminato.
Nel capitolo successivo, Capitolo 4, sono presentati i Convertitori DC-DC a Com-
mutazione, che costituiscono al giorno d’oggi la quasi totalita` dei mezzi di alimenta-
zione dei circuiti elettronici, introducendo le configurazioni circuitali di base usate per
la loro implementazione, con riferimento agli schemi tipici di controllo ed alla Tecnica
di Modulazione Pulse Width Modulation (PWM).
Poiche` il progetto del sistema di controllo e monitoraggio per un convertitore a
commutazione di tipo Buck necessita di un suo modello matematico, nel Capitolo 5 e`
descritta la tecnica di media nel tempo delle equazioni che descrivono il circuito nello
spazio di stato State-Space Averaging SSA, mediante la quale si ottiene la funzione
di trasferimento del modello medio lineare del sistema in esame.
Nel Capitolo 6 e` proposta una analisi qualitativa del modello medio lineare del
convertitore di tipo Buck. Sono inoltre presentate la sua implementazione Simulink
(modello switching), rappresentativa del sistema fisico reale, ed una valutazione della
configurazione circuitale di riferimento considerata.
Argomento del Capitolo 7 e` la stima della pulsazione critica del processo d’anello
convertitore Buck-controllore, secondo lo Schema a Rele` Robusto analizzato nel Ca-
pitolo 3, al fine di determinare una relazione tra questo parametro caratteristico e la
resistenza di carico del convertitore. Dai risultati ottenuti mediante le simulazioni ef-
fettuate si deduce che, esiste certa relazione tra pulsazione critica e carico alimentato
dal dispositivo, ma che il modello medio analitico utilizzato non e` del tutto rappre-
sentativo del sistema reale in esame in quanto i valori forniti dall’implementazione
reale sono diversi da quelli attesi. Occorre pertanto ripetere le prove con un modello
dinamico piu` preciso del sistema, ottenuto mediante l’applicazione del Metodo delle
Funzioni Modulanti, esposto nel Capitolo 8. Tale metodo e` sostanzialmente una tec-
nica fuori linea che permette di identificare un processo a partire solamente da una
misura sufficientemente lunga degli ingressi e delle uscite e non delle loro derivate.
Il Capitolo 9 e` dedicato alla identificazione del nuovo modello lineare del con-
vertitore Buck, utilizzato nel Capitolo 10, per analizzare di nuovo la relazione tra
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pulsazione critica del processo e resistenza di carico del convertitore. Viene inoltre
riportato un confronto tra i risultati ottenuti con il modello analitico (modello me-
dio) e quello identificato rispetto a quello reale (modello switching) implementato in
Simulink.
Il Capitolo 11, infine, chiude il lavoro di tesi, riportando le considerazioni finali e
proponendo sviluppi per il futuro.
XV
Capitolo 1
Monitoraggio e Valutazione
delle Prestazioni
1.1 Introduzione
Il monitoraggio delle prestazioni in tempo reale (real time performance monitoring)
per identificare anelli scarsamente performanti o mal sintonizzati e` divenuta una parte
integrante della ”manutenzione preventiva” dei processi industriali.
Soluzioni per il controllo automatico dei processi che comprendono il monitoraggio
e l’analisi in tempo reale delle prestazioni sono sempre piu` richieste dal mercato come
importante ausilio per gli addetti al controllo per valutare l’andamento dell’impianto
in esame.
Particolare attenzione e` rivolta nel rilevare se una deviazione dalla prestazione
nominale e` dovuta ad un disturbo temporaneo o ad una variazione parametrica del
sistema.
Le tecniche di analisi delle prestazioni possono essere raggruppate in tre categorie.
Nella prima categoria rientrano i metodi per l’identificazione delle caratteristiche del
processo in esame mediante l’elaborazione sequenziale di una serie di dati esistenti; la
seconda categoria raggruppa metodi per l’analisi in tempo reale o l’analisi dinamica
dei flussi di dati del processo. Queste sono tecniche fondamentali per l’identificazione
tempestiva e l’interpretazione dei cambiamenti del comportamento del processo e del
deterioramento delle prestazioni dell’anello di controllo. La terza sezione raggruppa le
tecniche che forniscono un aiuto nella identificazione di anelli di controllo interagenti
tra loro.
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1.2 Monitoraggio e Valutazione
Il monitoraggio (process monitoring) e la valutazione delle prestazioni (performan-
ce assessment) di un controllore costituisce un’area di ricerca molto attiva (Harris,
Seppala, Desborought, 1999, [3]; Qin, 1998, [4]).
Le soluzioni presenti in letteratura possono essere classificate secondo le seguenti
categorie:
• Monitoraggio Stocastisco delle Prestazioni
(Stochastic Performance Monitoring)
• Monitoraggio Deterministico delle Prestazioni
(Deterministic Performance Monitoring)
– Monitoraggio nel Dominio del Tempo
(Time Domain Monitoring)
– Monitoraggio nel Dominio della Frequenza
(Frequency Domain Monitoring)
Nel monitoraggio stocastico delle prestazioni e` di interesse la varianza (errore qua-
dratico medio) dell’uscita del processo dovuta a disturbi casuali non misurabili o, piu`
in generale, assunti essere generati dalla dinamica del sistema in presenza di rumore
bianco.
In letteratura spesso viene considerata la varianza minima dell’uscita del processo
come controllo oggettivo, e le prestazioni del sistema sono valutate mediante l’Indice di
riferimento di Prestazione per Anelli di Controllo, o Control Loop Performance Index
(CLPI), che e` dato dal rapporto tra la varianza minima (minimo errore quadratico
medio) e il valore attuale della varianza dell’uscita (errore quadratico medio attuale
dell’uscita).
I valori assunti da questo indice di prestazione (performance index ) sono compresi
tra zero ed uno. Un valore pari ad uno indica che il controllore e` nella condizione di
varianza minima: in questo caso, una ulteriore riduzione della varianza in uscita non e`
possibile attraverso la risintonizzazione (retuning) del controllore corrente. Tuttavia,
la varianza in uscita puo` essere ridotta mediante una reingegnerizzazione dell’intero
processo (ad esempio riducendo il tempo di ritardo, implementando nuovi anelli di
retroazione, etc. . . ). Un indice di prestazione vicino a zero indica che e` presente un
alto potenziale per ridurre la varianza in uscita mediante una nuova predisposizione
del controllore esistente.
Per quegli anelli che sono stati identificati come avere ”scarse” prestazioni detta-
gliate analisi, nel dominio del tempo o nel dominio della frequenza, sono sviluppate
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al fine di fornire delle ”linee guida” per la risintonizzazione del controllore in modo
da avere un incremento della prestazione stessa.
La progettazione di sistemi di Controllo a Varianza Minima (Minimum Variance
Control MVC ), A˚stro¨m, 1967, [5], richiede la conoscenza accurata dei modelli del
processo, dei modelli che caratterizzano gli ingressi al processo e dei modelli dei
disturbi. Raramente queste informazioni sono disponibili con precisione nella realta`,
pertanto sistemi di controllo progettati secondo gli obiettivi MVC possono essere
estremamente sensibili alle approssimazioni utilizzate per i modelli richiesti (model
mismatch).
I metodi di monitoraggio stocastico delle prestazioni forniscono importanti aspet-
ti delle prestazioni dei controllori, tuttavia poca attenzione viene data agli aspetti
tradizionali legati alla ”performace” stessa, come la risposta alle variazioni del riferi-
mento o quella relativa alla presenza di disturbi sulle variabili, al tempo di salita e di
assestamento o ai margini di stabilita` del sistema di controllo stesso.
Questa classe di tecniche di monitoraggio viene comunemente riferita come moni-
toraggio deterministico delle prestazioni.
Appare quindi opportuno concentrare l’attenzione sul monitoraggio delle presta-
zioni a partire da caratteristiche nel dominio del tempo, legate ad esempio alla risposta
a gradino in ingresso o quale disturbo, e/o a partire da caratteristiche frequenziali
piu` usuali e di diretta interpretazione per l’ingegnere industriale.
La valutazione deterministica delle prestazioni nel dominio del tempo fa riferimen-
to ad alcuni parametri tipici della risposta del sistema ad un ingresso di tipo gradino,
tra i quali il Tempo di Salita (rise time, tr), il Tempo di Assestamento (settling time,
ts), la Sovraelongazione (overshoot, Os), l’Integrale del Valore Assoluto dell’Errore
(integral of absolute value of the error, IAE).
1.3 Indicatori di Prestazione Stocastici
Per sintonizzare al meglio un anello di controllo occorre prima valutare le prestazioni
attuali del sistema nei confronti del disturbo presente.
In particolare, per effettuare una valutazione oggettiva, si fa ricorso ad un indica-
tore numerico, il Control Loop Performence Index o CLPI.
La determinazione di tale parametro si basa sulla prestazione del controllore li-
neare a varianza minima (MVC) come riferimento rispetto al quale viene valutata la
performance del controllore corrente. L’MVC fornisce il limite minimo relativamente
alla varianza ottenibile dal processo mediante la sola azione di controllo lineare in
retroazione.
Per determinare tale limite minimo sono necessari solo campioni di ingresso e
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di uscita a ciclo chiuso e la conoscenza del ritardo introdotto dal processo. Non e`
necessario produrre nessun cambio di riferimento per eccitare il sistema.
Se la varianza attuale del processo e` vicina a questo limite teorico allora puo`
essere concluso che la varianza in uscita al processo non puo` essere ridotta mediante
una risintonizzazione dell’anello di controllo esistente. Se invece la varianza attuale
e` significativamente distante dalla miglior prestazione teorica ottenibile allora cio`
puo` essere attribuito ad una sintonizzazione scadente del controllore, ed una sua
risintonizzazione si rende necessaria.
Il modello di sistema di controllo in retroazione ad un solo ingresso ed una sola
uscita (SISO) tempo discreto di riferimento e` riportato in Figura 1.1,
Figura 1.1: Sistema in Anello Chiuso (Closed Loop System).
dove:
• Q(z−1) e` la funzione di trasferimento del controllore;
• T (z−1) e` la funzione di trasferimento del processo che puo` essere suddivisa in
una parte di ritardo puro, z−d, e una parte T˜ (z−1) priva di ritardo tale che:
T (z−1) = T˜ (z−1)z−d (1.1)
• N(z−1) e` la funzione di trasferimento che rappresenta la dinamica del disturbo;
• at e` un segnale Gaussiano di Rumore Bianco, con varianza σ2a, assunto come
ingresso del sistema.
L’uscita del processo yt puo` essere espressa in termini delle varie funzioni di
trasferimento del sistema:
yt = N(z
−1)at + T (z−1)ut = N(z−1)at + T˜ (z−1)z−dut (1.2)
Le funzioni di trasferimento del processo e del rumore possono essere assunte avere
la seguente forma di tipo polinomiale in z−1:
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T (z−1) = T˜ (z−1)z−d =
BT (z
−1)
AT (z−1)
z−d (1.3)
N(z−1) =
BN(z
−1)
AN(z−1)(1− z−1)q (1.4)
dove d e` il tempo di ritardo del processo stesso.
Effettuando la divisione intera tra il polinomio AN(z
−1)(1− z−1)q ed il polinomio
BN(z
−1) la funzione di trasferimento che rappresenta la dinamica del rumore N(z−1)
puo` essere riscritta, tralasciando la dipendenza funzionale da z−1, nel seguente modo:
N =
BN
AN(1− z−1)q = F +
G
AN(1− z−1)q z
−d (1.5)
ovvero:
AN(1− z−1)qF +Gz−d = BN (1.6)
conosciuta in letteratura col nome di Equazione Diofantina1 di polinomi F (z−1) e
G(z−1).
Dal modello del sistema di riferimento, Figura 1.1, il segnale di ingresso al processo
ut ha espressione data da:
ut = −Qyt = −Q(Nat + Tut) = −QNat −QTut (1.7)
ovvero:
ut = − QN
1 +QT
at (1.8)
L’uscita del processo yt, relativamente al segnale di rumore bianco at assunto come
ingresso e con riferimento in ingresso ysp,t nullo, utilizzando l’Equazione Diofantina
1.6, ha la seguente espressione:
1Le Equazioni Diofantine sono equazioni per le quali si cercano come soluzioni soltanto valori
interi.
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yt = Nat + Tut
= Nat − TQN
1 +QT
at
=
(
F +
Gz−d
AN(1− z−1)q
)
at − TQN
1 +QT
z−dat
= Fat +
(
Gz−d
AN(1− z−1)q −
TQN
1 +QT
)
at
= Fat +
(
N − F − TQN
1 +QT
)
at
= Fat +
(
N − F − FQT
1 +QT
)
at
= Fat +
(
G
AN (1−z−1)q − FQT˜
1 +QT
)
z−dat
= Fat +
(
R− FQT˜
1 +QT
)
at−d
= Fat + Lat−d
(1.9)
dove e` stato posto:
R =
G
AN(1− z−1)q (1.10)
L =
R− FQT˜
1 +QT
(1.11)
con F , L e R polinomi in funzione di z−1.
La Relazione 1.9 ha delle implicazioni piuttosto importanti. Poiche` il controllore
Q e` causale, il termine sul lato sinistro della Relazione 1.9 dipende da dati fino al
tempo t − d, mentre il secondo termine dipende solo da dati successivi all’istante
t−d. Dunque, non importa quale controllore sia usato, i due termini sono totalmente
indipendenti tra di loro.
Percio` il polinomio F e` indipendente dal controllore Q, ed e` la parte invariante
dal controllore di yt; mentre L, tra le altre cose, dipende anche dal controllore Q.
In particolare i polinomi F ed L hanno le seguenti espressioni:
F = (F0 + F1z
−1 + . . .+ Fd−1z−(d−1)) (1.12)
L = (L0 + L1z
−1 + F2z−2 + . . .) (1.13)
Se Q = R/FT˜ allora risulta L = 0, quindi yt = Fat. Questa scelta di Q fornisce
l’espressione del controllore MVC, la cui varianza in uscita ha espressione data da:
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σ2mv = var(yt,MV C) = (F
2
0 + F
2
1 + . . .+ F
2
d−1)σ
2
a (1.14)
Per qualsiasi altra scelta del controllore Q risulta L 6= 0, e la varianza in uscita
ha la forma seguente:
σ2y = var(yt) = (F
2
0 + F
2
1 + . . .+ F
2
d−1 + L
2
0 + L
2
1 + . . .)σ
2
a (1.15)
Se il sistema in anello chiuso e` stabile le Serie 1.14 e 1.15 convergono ad un
valore finito. Tuttavia questo valore finito sara` maggiore o uguale di σ2mv (vedi Qin
J., Control Performance Monitoring - a Review and Assesment, Comp. and Chem.
Eng., vol. 23, pp. 173-186, 1998, [4]).
Il Closed Loop Performance Index CLPI η, usando un controllore MVC come
riferimento, e` definito come (Huang, Shah, [6]):
η(d) = σ2mv/σ
2
y (1.16)
dove d e` il ritardo introdotto dal processo, σ2mv e` la varianza in uscita relativa
all’MVC e σ2y e` la varianza in uscita relativa al processo corrente.
Il CLPI η e` dunque dato dal rapporto tra la somma dei quadrati dei primi d
coefficienti della risposta impulsiva a ciclo chiuso e la somma dei quadrati di tutti i
coefficienti della risposta impulsiva al disturbo sempre a ciclo chiuso del processo.
Per il calcolo del CLPI e` quindi sufficiente la sola conoscenza della risposta im-
pulsiva al disturbo a ciclo chiuso e quella del tempo di ritardo d del processo.
In particolare, infatti, se il sistema e` stabile, tale risposta tende a zero dopo un
tempo finito e la serie σ2y converge ad un valore finito.
Come precedentemente riportato, con questa definizione del Closed Loop Per-
formance Index CLPI, un valore di η(d) prossimo ad 1 indica che le prestazioni del
controllore corrente sono buone come quelle del controllore MVC, e risulta impossibile
ottenere prestazioni migliori (in termini di riduzione della varianza in uscita al pro-
cesso) mediante una risintonizzazione dell’anello. Un valore di η(d) vicino a 0 indica
la possibilita` di un incremento di prestazione mediante una nuova predisposizione del
controllore esistente.
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1.4 Indicatori di Prestazione Deterministici
Un sistema in retroazione, per un compito oggettivo di controllo, puo` essere com-
posto da un controllore con struttura generica o da controllori con struttura di tipo
Proporzionale Integrale (PI ) o Proporzionale Integrale Derivativa (PID), largamente
utilizzati a livello industriale.
Lo schema classico di riferimento di un sistema di controllo ad un solo ingresso ed
una sola uscita (SISO) in retroazione e` riportato nella Figura 1.2, dove con R e` inteso
l’ingresso del riferimento del sistema; con y l’uscita; L e con ue si indicano eventuali
disturbi in ingresso; mentre con Gp e Gc sono denotate le funzioni di trasferimento
del processo e del controllore, in funzione della variabile s.
Figura 1.2: Sistema di Controllo (Control Loop System).
Le prestazioni di questi sistemi sono valutate mediante il valore di alcune proprieta`
dinamiche nel dominio del tempo o della frequenza, o mediante alcuni indici integrali,
osservati dalla risposta del sistema ad un cambio di tipo gradino del riferimento in
ingresso. In generale, tale risposta risulta di tipo oscillatorio, almeno durante la fase
transitoria iniziale.
Con riferimento alla risposta ad un gradino in ingresso in un sistema ad anello
chiuso gli indicatori di prestazione piu` comunemente usati (per una definizione piu`
accurata si rimanda ai paragrafi successivi) sono:
• il Valore di Regime o Output Steady Value y∞: valore dell’uscita a transitorio
esaurito;
• il Tempo di Salita o Rise Time tr: tempo necessario all’uscita per raggiungere
la prima volta il valore di regime. Generalmente si indica con questo termine il
tempo necessario all’uscita per passare dal 10% al 90% del suo valore di regime
(A˚stro¨m, Hang, Persson, Ho, 1992, [7]);
• il Tempo di Assestamento o Settling Time ts: tempo necessario perche´ la dif-
ferenza tra l’uscita e il valore di regime y∞ rimanga definitivamente al di sotto
di ε% (tipicamente ε = 5), cioe` l’uscita sia nell’intervallo [(1− 0.01ε)y∞], [(1 +
0.01ε)y∞] (Swanda, Seborg, 1999, [8]);
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• la Sovraelongazione o Overshoot Os: ampiezza della sovraelongazione massima
dell’uscita rispetto al valore di regime y∞. Solitamente si usa esprimere tale
valore in percentuale rispetto al valore di regime (Seborg, Edgar, Mellichamp,
1989, [9]);
• l’Integrale del Valore Assoluto dell’Errore o Integral of Absolute Value of the
Error IAE : l’errore e` dato dal valore di riferimento meno quello dell’uscita
secondo la formula:
IAE =
∫ ∞
0
| e(t) | dt (1.17)
L’indice IAE e` legato alla qualita` del prodotto finale (Shinskey, 1990, [10]).
Oltre alle specifiche nel dominio del tempo riportate in precedenza, sono definiti
anche degli indici di prestazione in frequenza sul sistema in anello chiuso. Alcuni di
tali indici sono:
• il Picco di Risonanza o Resonance Peak Mr: valore massimo del modulo della
funzione ad anello chiuso meno il valore di regime espresso in decibel dB;
• la Banda Passante o Bandwidth Bw: frequenza alla quale il modulo della fun-
zione ad anello chiuso del sistema e` pari al valore di regime meno 3dB. Essendo
la banda passante una pulsazione, viene espressa in rad/s;
• il Margine di Fase o Phase Margin φm: e` definito dalla seguente espressione
φm = ∠G(jωc) + pi
dove G(jω) e` la funzione di trasferimento ad anello aperto e wc e` la frequenza
per cui il modulo di G(jω) ha valore unitario;
• la Pulsazione di Risonanza o Resonance Frequency wr: nel caso in cui il sistema
ad anello chiuso presenti una risonanza, wr e` la pulsazione di tale risonanza;
• la Pulsazione di Attraversamento o Critica o Ultimate Frequency wc: pulsazione
alla quale il modulo della funzione ad anello aperto e` unitario;
• Coefficiente di Smorzamento o Damping Factor ξ: assumendo che il sistema
ad anello chiuso sia approssimabile ad un sistema del secondo ordine con poli
complessi e coniugati, ξ denota il coefficiente di smorzamento di tali poli (ωn
denotera` altres`ı la loro pulsazione naturale).
Di seguito vengono riportate alcune formule di conversione tra varie specifiche (sia
temporali che frequenziali). E’ opportuno notare che molte formule sono approssimate
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(le formule esatte si riferiscono a sistemi del secondo ordine), e che i valori di picco
di risonanza Mr e di sovraelongazione Os sono espressi in scala assoluta.
E’ assunto, inoltre, che la dinamica a ciclo aperto del processo possa essere rap-
presentata con Modelli del Primo o del Secondo Ordine con Ritardo (First Order
Plus Dead Time Model, Second Order Plus Dead Time Model), e sulla base di questi
modelli vengono valutati valori degli indici di prestazione corrispondenti.
Figura 1.3: Formule di conversione tra specifiche temporali e frequenziali.
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1.5 Identificazione delle Caratteristiche
del Processo
1.5.1 Analisi del Riferimento
Ci sono numerose tecniche per l’analisi della risposta in anello chiuso di un processo
mediante dati raccolti da esperimenti effettuati con variazione del riferimento (set
point analysis).
Queste tecniche permettono un confronto sistematico con la risposta di un processo
preso come ”modello” ed una valutazione delle sue caratteristiche.
Quando vengono analizzati i dati in risposta ad una variazione di riferimento, i
criteri utilizzati per descrivere quanto ”bene” il processo in questione risponde ai cam-
biamenti imposti possono includere il Rapporto di Massima Sovraelongazione (Peak
Overshoot Ratio), il Tasso di Decadimento (Decay Rate), il Tempo di Attraversa-
mento del Riferimento (Set Point Cossing Time), il Tempo di Assestamento (Settling
Time), il Tempo di Salita (Rise Time).
Questi indici possono essere usati sia come specifiche di progetto per la realizza-
zione di anelli di controllo dedicati sia come criteri per attestare cambiamenti di pre-
stazioni dovuti ad aggiustamenti del sistema di controllo o a variazioni parametriche
del processo stesso.
Figura 1.4: Indici caratteristici della risposta di un processo ad una variazione di
riferimento.
Nelle Figure 1.4 e 1.5 sono riportati la risposta in anello chiuso per una variazione
di riferimento (set point change) ed i principali parametri di riferimento sopra elencati.
Per calcolare questi criteri occorre dare le seguenti definizioni:
• A = Ampiezza del gradino del cambio di riferimento;
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Figura 1.5: Indici caratteristici della risposta di un processo ad una variazione di
riferimento.
• B = Ampiezza del primo picco della risposta sopra il nuovo riferimento o nuovo
punto di lavoro del processo;
• C = Ampiezza del secondo picco della risposta sopra il nuovo punto di lavoro.
Come mostrato nelle Figure 1.4 e 1.5, l’istante in cui la variabile di misura del
processo attraversa per la prima volta il nuovo riferimento e l’istante nel quale rag-
giunge il suo primo picco di ampiezza sono utilizzati per descrivere le prestazioni del
controllore.
Questo indice e` detto Tempo di Attraversamento del Riferimento (Set Point Cros-
sing Time) e fornisce una indicazione sulla velocita` con la quale il processo risponde
ai cambiamenti di riferimento.
Un’altro popolare indice di prestazione e` il Tempo di Assestamento (Settling Ti-
me), che fornisce il tempo necessario affinche` la variabile di misura del processo
rimanga entro un intervallo di ±5% del valore finale.
Altri criteri, per la valutazione della risposta in anello chiuso di un processo
mediante dati raccolti da esperimenti effettuati con variazione del riferimento, sono
riportati nella Tabella 1.1 seguente.
Generalmente vengono presi in considerazione i valori entro il 10% del Rapporto
di Massima sovraelongazione e del 25% del Tasso di Decadimento.
E’ importante notare che questi criteri non sono indipendenti tra loro. Un processo
con un grande valore di Tasso di Decadimento verosimilmente presentera` un grande
valore del Tempo di Assestamento, mentre un processo con un lungo Tempo di Salita
verosimilmente presentera` un lungo Tempo di Picco (Peak Time).
L’accettabilita` o meno di questi valori e` soggettiva del processo in questione e
strettamente correlata al controllo oggettivo globale del sistema.
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Criterio Interpretazione Indice
Peak Overshoot
Ratio (POR)
Il POR rappresenta quanto la va-
riabile di misura del processo su-
pera il riferimento. Un controllo
aggressivo puo` incrementare que-
sto valore di sovraelongazione as-
sociato al cambio di riferimento
relativo.
POR = B/A
Decay Rate Un valore di Decay Rate alto e` as-
sociato ad un controllore aggressi-
vo, e oscillazioni sono presenti nel-
la risposta a seguito di variazioni
di riferimento. Per valori di Dacay
Rate piccoli le oscillazioni risultano
velocemente smorzate.
Decay Rate = C/B
Peak Time
Rise Time
Queste misure forniscono il tempo
di risposta a variazioni nel cambio
di riferimento. Un valore grande di
Peak Time e di Rise Time indicano
un controllo estremamente lento.
Rise T ime = trise
Peak T ime = tpeak
Settling Time Il Settling Time e` il tempo che im-
piega la variabile di processo per
entrare e rimanere confinata entro
uno specifico intervallo. Il tem-
po speso fuori dall’intervallo desi-
derato e` generalmente associato ad
un prodotto finale non desidera-
to. E’ desiderabile quindi avere un
Settling Time il piu` breve possibile.
Settling T ime = tsettle
Tabella 1.1: Interpretazione dei criteri per l’analisi delle prestazioni di un processo
alle variazioni di riferimento.
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Altri importanti indici di prestazione per sistemi in anello chiuso includono cri-
teri di tipo integrale, come l’integrale del segnale di errore, che concentrano la loro
attenzione sulle deviazioni dal segnale di riferimento imposto.
L’Integrale del Quadrato del segnale di Errore ISE (Integral of Squared Value
of Error) e` molto ”aggressivo” perche` elevando i termini al quadrato, grossi errori
vengono penalizzati fortemente, in quanto tutti i termini vengono pesati allo stesso
modo, indipendentemente dall’istante di tempo a cui sono riferiti (brevi sovrelonga-
zioni iniziali dovute alla variazione del riferimento possono pregiudicare tale misura
in maniera molto rilevante rispetto alla qualita` del prodotto finale).
L’Integrale del Tempo per il Valore Assoluto dell’Errore ITAE (Integral of Time
and Absolute Value of Error) e` l’indicatore piu` conservativo: la moltiplicazione per il
tempo attribuisce un peso maggiore agli errori che avvengono dopo un lungo periodo
temporale.
L’Integrale del Valore Assoluto dell’Errore IAE (Integral of Absolute Value of
Error) e` l’indicatore piu` moderato tra i due sopra esposti.
Criteri addizionali possono essere derivati in dipendenza dai requisiti di sistema.
Ad esempio, benche` l’indice di ottimalita` ISE fornisca un metodo semplice per il
calcolo dei parametri del regolatore, presenta lo svantaggio, non trascurabile, che la
sua minimizzazione puo` tradursi in una risposta al gradino con una sovraelongazione
iniziale relativamente piccola ma con un lungo tempo di assestamento, dovuto al
fatto che questo criterio pesa tutti gli errori allo stesso modo, indipendentemente
dall’istante temporale a cui sono riferiti.
Un miglioramento nella risposta al gradino puo` essere ottenuta utilizzando un
criterio di ottimalita` pesato con il tempo, come l’indice ITSE (Integral of Time and
Squared Value of Error) o l’IT 2SE (Integral of Time x Time and Absolute Value of
Error), poiche` cio` consente di attribuire un peso minore all’inevitabile errore iniziale.
Sperimentalmente, e` stato osservato, che il criterio ITSE consente di ottenere
prestazioni abbastanza simili a quelle ottenute utilizzando il criterio ITAE per la
valutazione delle prestazione in anello chiuso.
Le formule per calcolare gli indici Integrali dell’Errore sono riportate di seguito.
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IAE =
∫ T
0
|e(t)|dt
ISE =
∫ T
0
e(t)2dt
ITAE =
∫ T
0
t|e(t)|dt
ITSE =
∫ T
0
te(t)2dt
IT 2SE =
∫ T
0
t2e(t)2dt
(1.18)
Come detto in precedenza, queste misure di prestazione sono utilizzate come cri-
terio di minimizzazione per la predisposizione dei controllori: tipicamente viene scelto
un indice di misura tra quelli sopra riportati e viene definito il controllore ”ottimale”
tale da rendere minimo il valore numerico corrispondente.
Come esempio nelle figure successive, Figura 1.6, Figura 1.7 e Figura 1.8, sono
riportate le risposte in anello chiuso ad un cambio di riferimento di tipo gradino per
varie predisposizioni del controllore, da quella piu` scadente a quella piu` conservativa.
Figura 1.6: Risposta al gradino di un processo con un controllore scarsamente
predisposto.
Figura 1.7: Risposta al gradino di un processo con un controllore molto aggressivo.
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Figura 1.8: Risposta al gradino di un processo con un controllore conservativo.
1.5.2 Analisi dei Disturbi
Un disturbo e` definito come qualunque ”cosa”, oltre al segnale di uscita del controllore,
che influisce sulla variabile di misura del processo.
In un impianto industriale ciascun anello di controllo puo` essere soggetto a molti
e differenti tipi di disturbo, che si traducono inevitabilmente in un deterioramento
delle prestazioni del sistema complessivo.
E’ evidente, quindi, come la conoscenza dei tipi di disturbo ed il loro impat-
to sull’anello di controllo siano informazioni necessarie per poter studiare strategie
opportune per ridurne gli effetti negativi.
L’Auto-Correlazione (Auto-Correlation) e` un metodo utilizzato per determinare
come una serie di dati temporali sono relazionti.
Comparando serie di campioni auttuali del processo con quelli raccolti in passato
la natura di eventuali disturbi e la loro influenza sul sistema puo` essere analizzata.
L’equazione per calcolare la funzione di Auto-Correlazione e`:
r(k) =
∑
i [(y(i)− y) (y(i− k)− y)]∑
i (y(i)− y)2
(1.19)
dove y e` la variabile di misura del processo; y e` il riferimento (o il valore medio
del processo se e` presente un offset); k e` il tempo di ritardo in campioni; i e` il numero
di campioni (o il tempo di campionamento).
La funzione di Auto-Correlazione fornisce solo valori compresi nell’intervallo tra
meno uno ed uno.
Se i dati sono casuali il valore assunto sara` approssimativamente zero per tutto il
tempo. Ogni valore di rilievo ”non nullo” sara` considerato come non casuale.
Una forte Auto-Correlazione avra` un valore iniziale vicino ad uno o a meno uno
e presentera` un andamento lineare, a dimostrazione di una successione di dati dove
ciascuna misura detta la successiva.
Una Auto-Correlazione moderata e` una che presenta un grafico con un punto
iniziale sotto l’unita` positiva (o sopra quella negativa) e presenta un andamento
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con ampiezza via via decrescente verso lo zero, con presenza di oscillazioni dovute
a rumore.
Una Auto-Correlazione di dati in anello chiuso fornisce anche una stima della
risposta temporale del sistema per un disturbo isolato.
Un’altra statistica di prestazione, utile nella identificazione di andamenti partico-
lari nelle serie di dati, e` data dalla Potenza Spettrale (Power Spectrum).
La Potenza Spettrale e` calcolata a partire dalla trasformata di Fourier discreta
dei dati del processo2.
Tale misura mostra la frequenza con la quale e` avvenuto un cambiamento e
l’ampiezza di tale cambiamento.
La forma e l’altezza di ciascun picco del grafico della Potenza Spettrale fornisce
rilevanti informazioni riguardo il sistema in esame e le sue prestazioni: in particolare
la forma delle curva di Potenza Spettrale da` indicazioni sulla natura dei disturbi
mediante la loro frequenza; un incremento nell’altezza dei picchi, comparati con i
valori precedenti, e` indice di una grossa deviazione del processo dal riferimento o dal
valore medio precedentemente assunto.
Basse potenze spettrali, e frequenze, sono pertanto desiderate in quanto possono
essere associate a piccole deviazioni dal riferimento ed a basse deviazioni dai valori
medi di regime.
La Figura 1.9 e la Figura 1.10, riportate nelle pagine successive, mostrano differenti
scenari nei quali la funzione di Auto-Correlazione e la Potenza Spettrale possono
essere utili per comprendere la natura dei disturbi che occorrono al sistema.
Solo il singolo disturbo di tipo impulsivo, mostrato in Figura 1.9, e` ben visibile
da una valutazione casuale della variabile di misura del processo.
Mediante le funzioni di Auto-Correlazione e di Potenza Spettrale, tuttavia, pos-
sono essere identificate caratteristiche proprie per tutti e quattro i tipi di disturbo
mostrati.
In Figura 1.9, il processo e` soggetto ad un singolo impulso di disturbo. Il gra-
fico della funzione di Auto-Correlazione, riportato in Figura 1.9c, mostra un picco
iniziale quando il processo risponde al fronte in salita del disturbo, poi i picchi ne-
gativi si ripetono per circa 10 minuti dopo che il disturbo e` terminato. Questa e`
una caratteristica tipica di disturbi isolati. Se sopraggiunge un secondo impulso di
disturbo un comportamento simile al precedente comparira` nel grafico della funzione
di Auto-Correlazione. Il grafico della Potenza Spettrale della variabile di processo e`
mostrato in Figura 1.9d. Poiche` cambiamenti nel valore della frequenza corrispon-
dono a cambiamenti nella frequenza dei disturbi, un disturbo isolato e` localizzato
2La trasformata di Fourier e` una espressione matematica dei dati rappresentati mediante serie bi-
dimensionali di funzioni sinusoidali, e la Potenza Spettrale e` calcolata come il quadrato dei coefficienti
complessi di queste sinusoidi.
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Figura 1.9: Processo soggetto ad un disturbo di tipo impulsivo: a) risposta della
variabile di misura del processo; b) andamento del disturbo; c) Auto-Correlazione; d)
Potenza Spettrale.
approssimativamente alla frequenza zero del grafico di Potenza Spettrale. Non essen-
doci poi altri disturbi, a qualsiasi altra frequenza, la potenza scendera` velocemente a
zero ed oscillera` attorno a tale valore con ampiezze prossime allo zero.
Il caso in cui il sistema non e` soggetto a nessun tipo di disturbo e` riportato nel
grafico di Figura 1.10. Ne` il grafico della funzione di Auto-Correlazione, ne` quello
della Potenza Spettrale, contengono picchi. Infatti, entrambi, mostrano valori casuali
vicini allo zero, indice che l’anello di controllo non ha subito disturbi e sta operando
secondo le specifiche.
Per quanto riguarda il disturbo di tipo oscillante, riportato in Figura 1.11, e` evi-
dente una oscillazione della funzione di Auto-Correlazione. Dall’analisi della Potenza
Spettrale e` evidente come il disturbo oscillante sia una singola sinusoide, poiche` e`
presente un forte picco dominante alla frequenza della forma d’onda del disturbo. In
presenza di un eventuale secondo disturbo, oscillante, apparirebbe un secondo picco
dominante alla frequenza relativa.
Il disturbo continuo, casualmente pulsante di Figura 1.12, e` difficoltoso da identifi-
care a causa della sua ampiezza che e` all’interno dell’ampiezza del rumore. Il disturbo
non incide sul sistema ad una frequenza regolare poiche` la lunghezza di tempo as-
sociata con il disturbo impulsivo non e` costante e, quindi, la funzione di Potenza
Spettrale non mostra alcun picco dominante al di fuori dell’intervallo dovuto al ru-
more. La funzione di Auto-Correlazione pero` fornisce un’indicazione del disturbo che
non e` associata ad alcun fenomeno di rumore del processo perche` e` presente un forte
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Figura 1.10: Processo non soggetto a disturbo: a) risposta della variabile di misura
del processo; b) andamento del disturbo; c) Auto-Correlazione; d) Potenza Spettrale.
Figura 1.11: Processo soggetto ad un disturbo di tipo oscillante: a) risposta della
variabile di misura del processo; b) andamento del disturbo; c) Auto-Correlazione; d)
Potenza Spettrale.
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Figura 1.12: Processo soggetto ad un disturbo continuo con pulsazione casuale: a)
risposta della variabile di misura del processo; b) andamento del disturbo; c) Auto-
Correlazione; d) Potenza Spettrale.
picco all’incirca attorno ai 25 minuti. Sono presenti inoltre piccoli raggruppamenti
sopra e sotto l’asse delle ascisse con valore di ampiezza prossima allo zero. Questi
raggruppamenti non sono regolari come nel caso di disturbi di tipo oscillante. In
questo caso un confronto accurato con i dati passati e la conoscenza dell’andamento
nominale del processo e` necessaria per una loro identificazione.
1.6 Monitoraggio delle Prestazioni
in Tempo Reale
Con la crescita dei dati di processo rilevati da impianti sempre piu` estesi, un monito-
raggio in tempo reale degli anelli di controllo e` divenuta una condizione sempre piu`
indispensabile.
Molte, tra le strategie utilizzate, fanno uso del cosiddetto Indice di Harris (Harris
Index ) basato sul principio del controllo a varianza minima MVC (Minimum Variance
Control) precedentemente esposto.
Il requisito principale di qualsiasi sistema per il monitoraggio delle prestazioni e`
quello di essere abile nell’identificare problemi all’interno dell’anello di controllo il
prima possibile.
Di seguito e` riportato un paragone tra l’Indice di Harris (inverso del Control Loop
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Performance Index CLPI η), ed una serie di strategie piu` semplici per il monitoraggio
delle prestazioni di controllori.
Le statistiche descrittive sono suddivise in tre categorie: misure di tendenza
centrale; misure di distribuzione; misure di forma.
Il Valor Medio e` la piu` comune misura di tendenza centrale che fornisce indicazioni
circa lo stato medio di operativita` del processo.
Le misure di distribuzione, invece, forniscono indicazioni sul grado con cui i singoli
valori sono raggruppati o su come tali valori deviano dal valore medio della distribu-
zione. Il Valore Minimo e il Valore Massimo, ad esempio, sono le piu` semplici misure
di distribuzione. Essi pero` restituiscono solo un intervallo di valori. La Varianza e la
Deviazione Standard sono altre due popolari misure di distribuzione che forniscono
valori numerici piu` utili basati sulla deviazione dal Valore Medio.
Infine, le misure di forma, sono usate per descrivere le distribuzioni di valori di
dati. La asimmetria di questi valori fa riferimento al grado di asimmetria presente
nell’insieme di dati.
Ciascuna di queste statistiche descrittive puo` fornire una utile indicazione su come
sta funzionando l’anello di controllo. Esse inoltre, sono comunemente calcolate per
la variabile di misura del processo, per la variabile di uscita del controllore e per la
variabile di errore in ingresso al controllore stesso.
E’ opportuno ricordare che l’Indice di Harris e` un valore numerico basato sul
confronto delle prestazioni del controllore corrente con quello a varianza minima MVC,
pertanto definito come:
IH =
σ2y
σ2mvc
(1.20)
dove IH e` l’Harris Index; σ
2
y e` la varianza attuale dei dati del processo; σ
2
mvc e` la
varianza minima.
Si fa notare che tale indice non e` altro che l’inverso del Control Loop Performance
Index o CLPI η definito nelle sezioni precedenti.
Per il calcolo della varianza minima un modello ARMAX (Auto-Regressive Mo-
ving Average Model) del sistema e` costruito a partire dai dati di processo disponibili.
Questo modello predittivo rappresenta l’azione che un controllore a varianza minima
dovrebbe assumere. Se i disturbi che aﬄiggono il processo possono essere predetti
dall’MVC, allora il controllore attuale sta operando in maniera inadeguata in con-
fronto. Se i disturbi sono assunti casuali, allora il controllore sta operando in maniera
ottimale come quello MVC.
L’Indice di Harris e` un dato difficile da calcolare. E’ opportuno notare che, sotto
le ipotesi di Controllo a Varianza Minima MVC, la Auto-Correlazione dei dati e` zero
dopo un ritardo iniziale del processo.
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Tuttavia la Auto-Correlazione puo` essere usata per valutare se il sistema opera in
regime di varianza minima o meno. Infatti, quando il sistema e` in regime di minima
varianza, l’indice di Harris vale uno.
Per stabilire un riferimento iniziale tale indice dovrebbe essere calcolato quando
il sistema presenta prestazioni massime, ed usato per confrontare i valori futuri di
prestazione.
L’Indice di Harris, per definizione, e` utile per valutare la varianza del segnale
di uscita causata da disturbi di tipo stocastico. Esso non puo` fornire informazioni
riguardo variazioni del riferimento, variabili di disturbo note, tempo di assestamento,
rapporto di decadimento o margini di stabilita`.
L’affidabilita` di questo indice di prestazione dipende dalla robustezza del modello
assunto come riferimento, e dall’accuratezza nella stima del tempo di ritardo del
processo.
I parametri per il modello necessario al calcolo dell’Indice di Harris possono essere
determinati utilizzando i vari metodi presenti in letteratura: peggiore e` la stima del
modello utilizzato o del tempo di ritardo stimato maggiori sono gli errori nei valori
ritornati dall’indice di prestazione in questione.
Una misura di prestazione alternativa e` quella relativa alla Variazione Standard
(Standard Variation). La Variazione Standard e` il valore normalizzato della devia-
zione della variabile di misura del processo dal riferimento imposto:
Standard V ariation =
(P|PV−SP |
n−1
)
Average(PV )
· 100% (1.21)
dove e` indicato con PV la variabile di misura del processo; con SP il riferimento
e con n il numero di campioni.
Con questo criterio un piccolo valore di Variazione Standard e` associato ad una
minima deviazione dal riferimento per la variabile di misura del processo.
Occorre tenere presente che alcuni fattori, tra i quali il numero di cambi di rife-
rimento e il numero di disturbi presenti, possono alterare il valore delle Variazione
Standard.
La Variazione Standard puo` essere utilizzata per determinare l’incremento o meno
delle prestazioni di un anello di controllo dopo una sua risintonizzazione: infatti, se il
valore di Variazione Standard relativo e` diminuito, e` certo che sono state incrementate
le prestazioni del sistema.
Per fare in modo che, durante un confronto del valore dell’indice di prestazione
”prima” e ”dopo” una risintonizzazione del controllore, sia influenzato allo stesso
modo dai disturbi che possono impattare sul sistema, e` opportuno collezionare i dati
necessari per il suo calcolo per un periodo di tempo sufficientemente lungo, tale da
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rendere approssimativamente uguale il numero di distrubi eventualmente presenti nel
sistema.
Due approcci alternativi per la misura delle prestazioni includono, entrambi, cal-
coli di tipo statico che mobile. Calcoli di tipo mobile sono valutati su un sottoinsieme
di valori dell’insieme completo dei dati del processo. Misure statiche invece, sono
ricavate basandosi sui valori dell’intero insieme di dati.
I risultati dei calcoli forniti da un sottoinsieme mobile di dati sono rappresentati
in un diagramma che riporta la misura di prestazione sull’asse verticale, ed il tempo
su quello orizzontale. Utilizzando una finestra mobile di dati al posto di un insieme di
valori completo, e` possibile identificare temporalmente l’istante in cui le prestazioni
dell’anello di controllo iniziano a cambiare. Questo segnale puo` essere utilizzato come
allarme per far scattare le procedure investigative per determinare le possibili cause
di mal funzionamento.
A causa dell’abilta` di identificare cambiamenti di prestazioni in tempo reale, i me-
todi che utilizzano una finestra mobile di valori sono raccomandati per il monitoraggio
degli anelli di controllo.
In Figura 1.13 e` mostrato la variabile di misura e il segnale di uscita del controllore
per un processo tempo variante.
Figura 1.13: Variabile di misura e segnale di uscita del controllore per un processo
tempo variante.
Un processo tempo variante e` un sistema il cui comportamento puo` variare nel
tempo. Il cambiamento di comportamento nel tempo puo` essere dovuto a fenomeni
di attrito, disturbi non ben modellati o degrado naturale di componenti del sistema
stesso.
Nell’esempio riportato in Figura 1.13, il sistema, sotto l’azione di un controllore di
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tipo Proporzionale-Intergrale PI, mantiene la stessa predisposizione durante il periodo
transitorio.
Usando metodi a finestra mobile e` possibile identificare temporalmente l’istante
in cui il processo inizia a cambiare.
Da una analisi dell’andamento del processo di Figura 1.13 non e` possibili indivi-
duare visualmente cambiamenti significativi nelle prestazioni del controllore, tuttavia,
i grafici successivi, basati sui metodi sopra discussi, rivelano che qualcosa nel processo
in esame e` cambiato.
Determinare questi cambiamenti prima che abbiano un impatto significativo sulle
prestazioni del controllore sono la base per soluzioni di aggiornamento automatico
delle predisposizioni dei sistemi di controllo stessi e per segnalazioni opportune di
allarme.
Figura 1.14: a) Indice di Harris; b) Deviazione Standard; c) Varianza; d) Variazione
Standard calcolati mediante metodi di sottoinsiemi mobili di dati. L’istante in cui il
modello del processo varia e` evidente in tutti i grafici.
In Figura 1.14 sono confrontati l’Indice di Harris, la Deviazione Standard, la
Varianza e la Variazione Standard per un processo tempo variante calcolati su un
sottoinsieme mobile di dati.
La line tratteggiata, presente in ciascun grafico, rappresenta il valore nominale
predefinito o la prestazione limite accettabile. Siccome questo valore e` proprio di
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ciascun processo esso deve essere determinato mediante misure effettuate durante il
funzionamento in condizioni ”normali”, ovvero quando il sistema e` assunto operare
in condizioni di controllo ottimale.
Se il valore di un qualsiasi criterio di prestazione supera i limiti previsti per un certo
lasso di tempo allora il sistema sta operando in maniera potenzialmente pericolosa,
in quanto al di fuori delle condizioni assunte come nominali.
Per tutti e quattro i criteri riportati in Figura 1.14 e` possibile notare che il sistema
inizia a deviare dal punto di lavoro predeterminato dopo circa 550 minuti.
1.7 Identificazione di Processi Interagenti
Anelli di controllo interagenti possono essere fonte di notevoli problemi in tutti i
processi produttivi industriali reali. Identificando i sistemi che interagiscono tra loro
e` possibile ridurre i disturbi che ne derivano piuttosto che perpetuarli attraverso
l’intero impianto, con una conseguente riduzione delle prestazioni complessive.
Anche se la causa del disturbo non puo` essere eliminata, mediante l’identificazione
della sorgente, un sistema di controllo ad anello aperto o ad azione diretta, puo` essere
utilizzato per contrastarne gli effetti negativi in modo da incrementare le prestazioni
del processo globale.
La funzione di Cross-Correlazione (Cross-Correlation) analizza la relazione tra
due serie di dati. Calcolando i valori di correlazione ad istanti di tempo successivi
puo` essere determinato come due serie di dati sono legate tra loro nel tempo.
La funzione di Cross-Correlazione e` definita come:
r(k) =
∑
i [(ya(i)− ya) (yb(i− k)− yb)]√∑
i (ya(i) + ya)
2
√∑
i (yb(i− k) + yb)2
(1.22)
dove ya e yb sono le variabili di misura del processo; ya e yb sono i valori dei
riferimenti o i valori medi delle serie di dati; k e` il tempo di ritardo in campioni e i e`
il tempo di campionamento.
I valori che puo` assumere la funzione di Cross-Correlazione sono sempre compresi
tra meno uno ed uno. Valori positivi indicano che il processo A influenza direttamente
il processo B, cosicche` un incremento della deviazione dal valor medio del processo
A causa un incremento della deviazione in B. Valori negativi indicano una relazione
inversa, cioe` che un incremento della deviazione del processo A causa un decremento
della deviazione nel processo B.
Se non esiste relazione tra le due serie di dati allora il valore della funzione di
Cross-Correlazione sara` all’incirca zero.
Oltre che per rivelare il livello di interazione tra gli anelli di controllo di un pro-
cesso, la funzione di Cross-Correlazione, puo` essere utilizzata per determinare esat-
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tamente quanto tempo passa prima che il processo a valle sia raggiunto dal disturbo.
Nell’istante in cui questo accade, ovvero che il disturbo impatta sul sistema a valle,
la funzione di Cross-Correlazione subira` un picco rispetto al suo andamento.
Per identificare ed analizzare gli anelli interagenti e` utilizzata anche la Poten-
za Spettrale: infatti gli anelli interagenti sono affetti dagli stessi eventi e quindi
presentano picchi nella funzione di Potenza Spettrale alle stesse frequenze.
Dall’analisi della Potenza Spettrale non puo` essere determinato quanto tempo tra-
scorre da quando un sistema subisce una perturbazione a quando questa ne raggiunga
un altro, come invece puo` essere fatto mediante la funzione di Cross-Correlazione.
La Potenza Spettrale tuttavia puo` essere di notevole ausilio in presenza di molti
processi separati con il sospetto di anelli interagenti tra di loro.
La funzione di Cross-Correlazione puo` fornire indicazioni confuse nel caso di molti
processi interagenti in vario modo, mentre la funzione di Potenza Spettrale e` molto
piu` sensibile: se i processi sono affetti da eventi che accadono alle stesse frequenze
quest’ultima ne identifichera` le interazioni.
1.8 Conclusioni
La misura delle prestazioni sono una parte integrante per l’ottimizzazione e la manu-
tenzione dei processi produttivi.
Nuovi metodi per la valutazione delle prestazioni sono costantemente sviluppa-
ti ma per essere usati correttamente e` importante comprendere la teoria, il fine e
le limitazioni delle misure prima di basare qualsiasi strategia di controllo su tali
informazioni.
In molti casi, i metodi di valutazione delle prestazioni, identificano solo l’istante in
cui sopraggiunge un problema e non le cause di origine. Solo mediante la conoscenza
dettagliata di come i disturbi influiscono sul particolare sistema, gli addetti al control-
lo, potranno sapere cosa aspettarsi durante il normale funzionamento dell’impianto e
saranno in grado di identificare velocemente le condizioni di funzionamento anomale.
Le tecniche descritte per le applicazioni di monitoraggio dei processi in tempo
reale hanno un duplice aspetto. Il primo per stabilire quando un processo inizia a
deviare dal suo punto di lavoro nominale di riferimento al fine di far scattare un
segnale di allarme. Una volta che il problema e` stato identificato, la funzione di
Auto-Correlazione, Cross-Correlazione e quella di Potenza Spettrale, possono essere
utilizzate per scoprirne le principali cause.
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Capitolo 2
Metodo della Funzione Descrittiva
2.1 Introduzione
Il presente capitolo e` dedicato alla presentazione di un metodo molto importante per
lo studio dei sistemi in retroazione in presenza di una non linearita` situata in un
punto dell’anello: il Metodo della Funzione Descrittiva (Gelb, Vander Velde, 1968,
[11]), con il quale si analizza la possibilita` di innesco di oscillazioni permanenti in un
sistema di controllo, determinandone, in caso affermativo, le caratteristiche principali
di ampiezza e pulsazione angolare.
Nonostante il Metodo della Funzione Descrittiva costituisca un utile strumento
nel contesto dell’analisi dei sistemi di controllo non lineari esso risulta non rigoroso
ma semplice, intuitivo, e soddisfacente nella maggior parte dei casi pratici.
Le non linearita` non devono essere sempre considerate come un fenomeno danno-
so, necessariamente da evitare: spesso si costruiscono sistemi intenzionalmente non
lineari, come nel caso di tecniche autosintonia dei controllori di tipo PI/PID, in cui i
metodi basati sulla ricerca e stima del punto critico di un processo prevedono appunto
l’utilizzo di una non linearita` opportuna inserita nell’anello di controllo.
Il Metodo della Funzione Descrittiva e` qui trattato poiche´ utile per comprendere
a fondo le tecniche di sintonizzazione automatiche dei controllori di tipo PI/PID che
saranno utilizzate nel corso di questa tesi.
Verranno, inoltre, descritti anche alcuni esempi di applicazione del Metodo del-
la Funzione Descrittiva, in cui saranno esaminate le seguenti non linearita`: Non
Linearita` a Saturazione, Non Linearita` a Rele` Ideale, Non Linearita` a Rele` con
Isteresi1.
1Vedi: G. Marro, Controlli Automatici, IV Edizione, Zanichelli Editore, Bologna, 1997, [12];
P. Bolzern, R. Scattolini, N. Schiavoni, Fondamenti di controllo automatici, McGrow Hill, Milano,
1998, [13].
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2.2 Tecnica della Funzione Descrittiva
Nella sua forma piu` semplice il metodo si applica a sistemi composti di elemen-
ti dinamici lineari, il cui comportamento e` descritto da funzioni di trasferimento,
e un elemento non lineare, puramente algebrico, caratterizzato da una relazione
ingresso-uscita indipendente dalla frequenza2 e completamente individuato da una
caratteristica statica.
Il Metodo della Funzione Descrittiva e` un utile strumento per verificare se l’innesco
di oscillazioni autosostenute in un anello di controllo con un blocco dinamico lineare
retroazionato con un elemento non lineare e` possibile o meno.
Il metodo si applica quindi a sistemi del tipo di Figura 2.1.
Figura 2.1: Schema a blocchi di un processo retroazionato con una non linearita`.
La possibilita` di innesco di oscillazioni nel sistema di Figura 2.1 verra` studiata
sotto le seguenti ipotesi, che piu` avanti verranno rimosse a scapito della semplicita`
del processo:
• l’ingresso r e` identicamente nullo;
• la caratteristica dell’elemento non lineare e` simmetrica rispetto all’origine.
Avendo supposto l’ingresso r(t) = 0, il sistema di Figura 2.1 puo` essere rappresen-
tato con il semplice anello di Figura 2.2, in cui e` stato posto G(s) = G1(s)G2(s)H(s):
i due blocchi del nuovo schema si riferiscono rispettivamente alla parte non lineare
puramente algebrica, che verra` caratterizzata dalla funzione descrittiva, e alla parte
lineare dinamica, caratterizzata dalla funzione di risposta armonica.
Si supponga che il sistema di Figura 2.2 presenti un’oscillazione persistente e che
in ingresso al blocco non lineare tale oscillazione sia sinusoidale: quest’ultima ipotesi,
giustificata piu` avanti, rappresenta l’approssimazione che si introduce applicando il
Metodo della Funzione Descrittiva.
2Il Metodo della Funzione Descrittiva e` stato esteso anche nel caso in cui la risposta della parte
non lineare del sistema dipenda dalla frequenza, ma in questo caso esso perde la semplicita` che ne
distingue e ne giustifica l’applicazione.
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Figura 2.2: Schema per l’applicazione del Metodo della Funzione Descrittiva.
All’uscita del blocco non lineare si ha un segnale, ovviamente periodico, avente
lo stesso periodo della sinusoide in ingresso, sviluppabile in serie di Fourier. Nello
sviluppo manca il termine costante per l’ipotesi di simmetria della caratteristica della
non linearita`.
Considerando un segnale di ingresso x(t) della forma:
x(t) = X · sinωt (2.1)
il segnale di uscita, y(t), periodico con lo stesso periodo del segnale x(t), puo` essere
espanso in serie di Fourier, e quindi rappresentato dalla relazione:
y(t) =
∞∑
n=1
(an · cosnωt+ bn · sinnωt) (2.2)
ove an e bn sono i coefficienti dello sviluppo in serie, cioe` con espressione data da:
an =
1
pi
∫ pi
−pi
y(t) · cosnωt dωt (2.3)
bn =
1
pi
∫ pi
−pi
y(t) · sinnωt dωt (2.4)
E’ opportuno ricordare che nello sviluppo serie del segnale y(t) di Equazione
2.2 manca l’armonica di ordine zero per l’ipotesi di simmetria della caratteristica
dell’elemento non lineare presente nell’anello.
La Relazione 2.2 puo` essere scritta anche come:
y(t) =
∞∑
n=1
Yn · sin(nωt+ ϕn) (2.5)
avendo posto:
Yn =
√
a2n + b
2
n ϕn = arctan
an
bn
(2.6)
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Nell’ipotesi di non linearita` indipendente dalla frequenza, i valori di an e bn, e
quindi quelli di Yn e ϕn, sono in genere funzione dell’ampiezza X del segnale di
ingresso.
Si definisce funzione descrittiva dell’elemento non lineare il numero complesso,
funzione dell’ampiezza X del segnale sinusoidale in ingresso alla non linearita`, il cui
modulo e` uguale al rapporto fra l’ampiezza della fondamentale del segnale di uscita
e quella del segnale d’ingresso e, il cui argomento, e` uguale allo sfasamento della
fondamentale del segnale di uscita rispetto a quello di ingresso.
Indicando la funzione descrittiva con F (X), si puo` scrivere:
F (X) =
1
X
(b1(X) + ja1(X)) =
1
X
Y1(X)e
jϕ1(X) (2.7)
Supponendo che la parte lineare del sistema di Figura 2.2 filtri tutte le armoni-
che superiori alla prima (comportamento passa-basso del blocco lineare), e` possibile,
trascurando le armoniche di ordine superiore al primo nell’Espressione 2.5, ottenere
la seguente relazione approssimata:
y(t) ∼= Y1(X) · sin(ωt+ ϕ1(X)) (2.8)
Entro i limiti corrispondenti a tale approssimazione, la funzione descrittiva e` ana-
loga alla funzione di risposta armonica, salvo che essa dipende dall’ampiezza anziche´
dalla pulsazione del segnale d’ingresso.
Una giustificazione della ipotesi di poter trascurare le armoniche di ordine supe-
riore al primo e` data dalle seguenti considerazioni:
• l’elemento non lineare e` puramente algebrico ed e` descritto da una caratteristica
statica indipendente dalla frequenza del segnale di ingresso;
• la caratteristica dell’elemento non lineare e` simmetrica rispetto all’origine;
• la loro ampiezza di solito e` minore dell’ampiezza della fondamentale;
• la parte lineare del sistema, comportandosi in genere come un filtro di tipo passa-
basso, tende a ridurre l’ampiezza delle armoniche successive alla fondamentale
del segnale y(t) (ipotesi dell’azione filtrante del blocco lineare).
In pratica quest’ultima ipotesi, dell’azione filtrante del blocco lineare, puo` essere
accettata quando l’ampiezza di ogni armonica trascurata e` inferiore al 10% di quella
della prima armonica. Caso per caso si potra`, peraltro, verificare se tale ipotesi e`
effettivamente giustificata.
Supponendo quindi che, le armoniche di ordine superiore al primo vengano perfet-
tamente filtrate, affinche´ l’anello di Figura 2.2 sia sede di un’oscillazione persistente
deve manifestarsi la seguente condizione:
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F (X)G(jω) = −1 ⇒ G(jω) = − 1
F (X)
(2.9)
equivalente alla due relazioni seguenti:
|F (X)| |G(jω)| = 1
ϕ1(X) + argG(jω) = (1 + 2ν)pi ν intero
(2.10)
La Relazione 2.9 e` una equazione in X e ω che coinvolge funzioni a valori com-
plessi, cioe` la funzione descrittiva e la funzione di risposta armonica: le sue soluzioni
corrispondono alle ampiezze e alle pulsazioni di possibili oscillazioni autosostenute.
L’Equazione 2.9 puo` quindi essere risolta graficamente, come indicato in Figura
2.3. Si tracciano, riferendoli allo stesso sistema di assi, i diagrammi polari delle
funzioni G(jω) e −1/F (X), il primo graduato in valori di ω e il secondo in valori di
X.
Gli eventuali punti di intersezione (A e B in Figura 2.3) corrispondono a valori
(ω1 e ω2, X1 e X2 in Figura 2.3) per i quali e` evidentemente soddisfatta la Condizione
2.9 e quindi caratterizzanti possibili oscillazioni autosostenute.
Figura 2.3: Determinazione delle ampiezze e delle pulsazioni di possibili oscillazioni
autosostenute con il Metodo della Funzione Descrittiva.
L’applicazione del Metodo della Funzione Descrittiva equivale pertanto a conside-
rare il sistema in retroazione ancora lineare, ma con una costante di guadagno variabile
in funzione dell’ampiezza delle eventuali oscillazioni sinusoidali presenti all’uscita del
blocco con funzione di trasferimento −G(jω).
Verranno di seguito passate in rassegna le funzioni descrittive di alcune non linea-
rita` particolarmente significative e frequenti, tra cui Non Linearita` a Saturazione, Non
Linearita` a Rele` Ideale, Non Linearita` a Rele` con Isteresi, illustrando nel contempo
alcuni esempi di applicazione del Metodo della Funzione Descrittiva facendo ad esse
riferimento.
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2.3 Non Linearita` di Tipo Saturazione
La saturazione, per la sua inevitabile presenza in tutti i sistemi fisici, costituisce
una non linearita` tipica che ricorre molto spesso nelle applicazioni del Metodo della
Funzione Descrittiva.
La sua importanza deriva anche dal fatto che la determinazione delle funzioni
descrittive di moltre altre non linearita` (approssimabili con caratteristica a forma di
spezzata), simmetriche rispetto all’origine e ad un solo valore, puo` essere rapidamente
eseguita conoscendo la funzione descrittiva della saturazione.
La caratteristica ingresso-uscita della saturazione con il tratto inclinato a pendenza
unitaria e` riportata in Figura 2.4.
Figura 2.4: Saturazione con guadagno unitario.
La funzione descrittiva della non linearita` saturazione si ricava applicando alla
funzione y(t) di Figura 2.4 le Relazioni 2.3 e 2.4, scritte per n = 1, e sostituendo
il tutto nella Relazione 2.7 (ovvero applicando la definizione di funzione descrittiva,
calcolando i coefficienti dello sviluppo in serie di Fourier an e bn per n = 1).
Ovviamente il coefficiente a1 e` nullo, poiche´ y(t) e` un segnale pari, per cui e` da
calcolare solo il coefficiente b1.
La funzione descrittiva della saturazione nel caso di guadagno unitario si puo`
scrivere come:
F (x) =
1
X
(b1 + ja1) =
{
1 per X ≤ X1
Φ( X
X1
) per X ≥ X1
(2.11)
dove:
Φ
(
X
X1
)
=
2
pi
(
arcsin
X1
X
+
X1
X
√
1− (X1
X
)2
)
(2.12)
La funzione descrittiva in questo caso specifico e` reale. Il suo andamento e`
rappresentato in Figura 2.5 in diagramma lineare.
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Figura 2.5: Diagramma lineare della funzione descrittiva della saturazione e anda-
mento del rapporto fra le ampiezze della terza armonica e della fondamentale del
segnale di uscita dalla non linearita`.
Nel diagramma e` anche riportato l’andamento del rapporto fra le ampiezze della
terza armonica e della fondamentale, al fine di rendere agevole la verifica della validita`
dell’ipotesi di poter trascurare le armoniche di ordine superiore al primo.
Generalizzando, nel caso in cui la caratteristica della saturazione sia del tipo
riportato in Figura 2.6, cioe` con guadagno centrale generico m = Y 1/X1, la funzione
descrittiva ha espressione data da:
F (x) =
{
m per X ≤ X1
mΦ( X
X1
) per X ≥ X1
(2.13)
i cui grafici si ottengono moltiplicando per m quelli di Figura 2.5 relativi alla
saturazione con guadagno unitario.
Figura 2.6: Saturazione con generico guadagno m.
Un esempio di applicazione della funzione descrittiva della saturazione e` dato dal
diagramma polare riportato in Figura 2.7.
Si consideri il sistema lineare in retroazione il cui diagramma di Nyquist e` quello
riportato, e che si suppone stabile ad anello aperto: il sistema in retroazione risulta
stabile, non essendo il punto critico −1 + j0 circondato dal diagramma.
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Figura 2.7: Studio di oscillazioni permanenti in presenza di una non linearita` a
saturazione.
Poiche´ la funzione descrittiva della saturazione e` a valori reali il diagramma della
funzione -1/F(X) (cioe` l’inverso della funzione descrittiva cambiato di segno) si svolge
su una porzione dell’asse reale negativo. Nel caso in esame l’intersezione e` unica
(punto P di Figura Figura 2.7) e denuncia la presenza di un’oscillazione autosostenuta,
ovvero di un ciclo limite stabile.
Il ciclo limite e` stabile in quanto un aumento dell’ampiezza delle oscillazioni rispet-
to al valore X0 tende a spostare il ”punto critico” −1/F (X) all’esterno del dominio
circondato dal diagramma di Nyquist e produce un effetto stabilizzante, che fa di-
minuire l’ampiezza delle oscillazioni e la riporta al valore X0; analogamente, una
diminuzione dell’ampiezza delle oscillazioni rispetto al valore X0, producendo uno
spostamento del punto −1/F (x) verso l’interno del dominio circondato dal diagram-
ma di Nyquist, provoca una reazione tendente a ripristinare per l’ampiezza il valore
X0.
Ad un punto di intersezione dei diagrammi polari delle funzioni G(jω) e −1/F (X)
corrisponde un ciclo limite stabile quando, all’aumentare di X, il punto −1/F (X)
tende a uscire dal dominio la cui frontiera e` costituita dal diagramma polare completo
di G(jω); un ciclo limite instabile nel caso opposto.
La pendenza della saturazione m gioca un ruolo importante per l’innesco delle
oscillazioni autosostenute, perche´ come si puo` vedere in Figura 2.7, variando il valore
di m, cambia il diagramma della funzione -1/F(X) e quindi il punto di intersezione
per cui la relazione 2.9, di seguito riportata nuovamente,
F (X)G(jω) = −1 ⇒ G(jω) = − 1
F (X)
(2.14)
puo` essere o meno verificata.
34
2.4 Non Linearita` di Tipo Rele` Ideale
La caratteristica del rele` ideale, rappresentata in Figura 2.8, consiste in una funzione
discontinua.
Essa rappresenta il tipico legame ingresso-uscita degli amplificatori a rele`, larga-
mente impiegati nei sistemi di controllo piu` semplici e diffusi che, in effetti, forniscono
in uscita un segnale discontinuo che puo` assumere solo due valori distinti.
Figura 2.8: Caratteristica ingresso-uscita della non linearita` rele` ideale.
In Figura 2.9 sono riportate le forme d’onda dei segnali di ingresso e di uscita del
blocco non lineare in esame, ed e` mostrato anche come l’uscita sia un’onda quadra di
ampiezza Y1.
Figura 2.9: Uscita del rele` ideale quando in ingresso vi e` una sinusoide di ampiezza
X.
Per trovare la funzione descrittiva, si applica la definizione calcolando i coefficienti
a1 e b1 dello sviluppo serie di Fourier; e` chiaro che a1 e` nullo (il segnale y(t) e` un
segnale pari), mentre per b1 si ha:
b1 =
1
pi
∫ 2pi
0
y(t) · sinnωt dωt = 2
pi
∫ pi
0
Y1 · sinnωt dωt = 4Y1
pi
(2.15)
Pertanto la funzione descrittiva e`:
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F (X) =
1
X
(b1 + ja1) =
4Y1
piX
(2.16)
che assume valori reali ed il cui andamento e`, ovviamente, un ramo d’iperbole.
Tracciando il diagramma polare di −1/F (X), riportato in Figura 2.10, si nota
che occupa l’intero semiasse reale negativo, a dimostrazione del fatto che i sistemi
in retroazione a due posizioni sono intrinsecamente auto-oscillanti: infatti, a seconda
del segno dell’errore la variabile manipolabile viene portata all’uno o all’altro degli
estremi del suo campo di variazione senza la possibilita` di raggiungere una condizione
di equilibrio.
Figura 2.10: Studio di oscillazioni permanenti in presenza di una non linearita` a rele`
ideale.
Come si nota dalla Figura 2.10, il punto di intersezione P denuncia la presenza di
un’oscillazione autosostenuta.
Perche` il comportamento del sistema sia accettabile, occorre che l’ampiezza delle
oscillazioni all’uscita del sistema controllato sia contenuta entro limiti relativamente
modesti; cio` normalmente avviene, date le caratteristiche filtranti tipo passa-basso
del sistema controllato stesso.
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2.5 Non Linearita` di Tipo Rele` con Isteresi
La caratteristica della non linearita` rele` con isteresi e le forme d’onda dei segnali di
ingresso-uscita sono riportate nelle Figure 2.11 e 2.12.
Figura 2.11: Carattersitica ingresso-uscita della non linearita` rele` con isteresi.
Figura 2.12: Uscita del rele` con isteresi quando in ingresso vi e` una sinusoide di
ampiezza X.
Si noti che la caratteristica non e` espressa da una funzione a un sol valore.
Il rele` con isteresi e` un tipico elemento non lineare, la cui funzione descrittiva e`
complessa in quanto la fondamentale del segnale d’uscita e` sfasata in ritardo rispetto
al segnale d’ingresso, come mostrato in Figura 2.12.
Per valori X < X1 l’uscita e` una costante non definita, quindi la funzione descrit-
tiva non e` definita3, mentre per valori X ≥ X1 applicando le consuete relazioni si
deduce che:
3Tale ipotesi e` necessaria perche` il valor medio dell’uscita deve essere nullo. Per X < X1 l’uscita
e` una costante non definita, quindi la funzione descrittiva non e` definita.
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a1 = −4Y1X1
piX
b1 =
4Y1
pi
√
1−
(
X1
X
)2 (2.17)
La funzione descrittiva pertanto vale:
F (X) =
1
X
(b1 + ja1) =
4Y1
piX
√1− (X1
X
)2
− jX1
X
 = 4Y1
piX
e−j arcsin
X1
X (2.18)
Il diagramma polare di −1/F (X) consiste in una semiretta parallela all’asse reale
(in funzione dell’ampiezza dell’isteresi X1), come indicato in Figura 2.13.
Figura 2.13: Studio di oscillazioni permanenti in presenza di una non linearita` a rele`
con isteresi.
Infatti, essendo:
− 1
F (X)
= −piX
4Y1
e−j arcsin
X1
X =
piX
4Y1
√1− (X1
X
)2
− jX1
X
 (2.19)
la parte immaginaria di −1/F (X) e` costante.
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2.6 Esistenza dei Cicli Limite
I sistemi di controllo debbono avere proprieta` di stabilita` adeguate che, nella sintesi
classica, vengono garantite imponendo dei margini di stabilita`, cioe` una sufficiente
”distanza” dal limite di stabilita`.
Se per variazioni parametriche o altre cause un sistema lineare raggiunge il limite di
stabilita` si presentano modi naturali costanti (autovalori nulli) o periodici (autovalori
immaginari). Quest’ultimo caso e` il piu` frequente e, quindi, si suole dire che ”un
sistema al limite di stabilita` oscilla”.
In tali condizioni l’oscillazione di un sistema lineare e` sinusoidale, con ampiezza
che dipende dalle condizioni iniziali e puo` assumere qualsiasi valore. Se, per un’ulte-
riore variazione parametrica, gli autovalori immaginari assumono una pur piccolissima
parte reale positiva, l’oscillazione diverge e tende all’infinito.
I sistemi non lineari che stiamo esaminando presentano caratteristiche diverse.
Le oscillazioni non hanno in genere forma sinusoidale e contengono armoniche su-
periori; la presenza di saturazioni ne limita l’ampiezza, per cui un sistema non lineare
instabile puo` assestarsi su oscillazioni periodiche ma non sinusoidali, di ampiezza co-
stante e talora indipendente dalle condizioni iniziali, corrispondenti a curve chiuse
nello spazio di stato (vedi Figura 2.14).
Tale fenomeno prende il nome di ciclo limite.
Figura 2.14: Traiettorie nello spazio di stato di cicli limite di sistemi lineari e non
lineari.
Per scoprire se un sistema non lineare ammette cicli limite in evoluzione libera, si
consideri il sistema in Figura 2.15, al quale si puo` sempre ricondurre un sistema con
una non linearita` in catena diretta.
Se esiste un ciclo limite, l’uscita y(t) del blocco non lineare e` periodica; sotto
l’ipotesi dell’azione filtrante, il segnale x(t) che esce dal blocco lineare puo` essere
cosiderato sinusoidale e quindi l’ingresso della non linearita` e`:
39
Figura 2.15: Sistema canonico con blocco non lineare.
x(t) = X · sinωt (2.20)
In forma simbolica questo segnale, moltiplicato per F (X) e per G(jω) e cambiato
di segno dal sommatore, deve ripresentarsi identico all’ingresso della non linearita`; si
deve dunque avere:
−F (X) ·G(jω) = 1 (2.21)
Questa equazione esprime dunque, nei limiti dell’approssimazione propria della
funzione descrittiva, la condizione di esistenza di un ciclo limite.
Essa viene riscritta nella forma precedentemente esposta,
G(jω) = − 1
F (X)
(2.22)
a cui e` possibile dare una immediata interpretazione grafica: l’esistenza di un ciclo
limite corrisponde sul piano di Nyquist all’intersezione P tra le curve che rappresen-
tano la G(jω) e l’inverso della funzione caratteritica F (X) cambiato di segno.
L’ampiezza della prima armonica del ciclo limite, detta per brevita` ampiezza del
ciclo limite, e` il valore di X per cui si ha l’intersezione e si legge su quest’ultima curva;
la pulsazione del ciclo limite e` il valore di ωc per cui si ha l’intersezione e si legge sul
grafico di G(jω), come riportato in Figura 2.16.
Figura 2.16: Diagramma polare di G(jω) e F (X): loro punto di intersezione.
Le due curve sono chiamate, per evidenti motivi, luogo delle ampiezze e luogo delle
frequenze; un ciclo limite e` presente se il luogo delle ampiezze interseca il luogo delle
frequenze.
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2.7 Stabilita` dei Cicli Limite
Per appurare se un ciclo limite e` stabile si puo` cercare di capire che cosa accade in
presenza di una piccola perturbazione. Se l’ampiezza del ciclo limite tende lentamente
a variare al blocco lineare viene applicato un segnale periodico di ampiezza lentamente
variabile che, nello spirito delle approssimazioni fatte sinora, puo` essere considerato
quasi sinusoidale e scritto, almeno qualitativamente, nella forma:
y(t) ∼= eαt sinωt (2.23)
dove α e` una costante molto piccola, positiva se il segnale tende a crescere e
negativa in caso opposto.
A tale segnale, il blocco lineare, da` una risposta a regime permanente individuata
dal modulo e dalla fase della funzione G(α+ jω).
Come e` noto, laG(s) e` una trasformazione conforme dal piano s al piano di Nyquist
e pertanto mantiene le orientazioni. Se allora si suppone α < 0, la retta Re(s) =
α percorsa quando ω varia da −∞ a ∞ lascia alla sua destra l’asse immaginario;
corrispondentemente, la funzione G(α + jω) deve lasciare alla sua destra la G(jω).
Analogo ragionamento vale ovviamente per α > 0 (vedi Figura 2.17).
Figura 2.17: Trasformazione conforme su un diagramma polare.
Osservando ora il punto d’intersezione P che individua il ciclo limite, si possono
presentare i due casi seguenti:
• Per α < 0, il punto P si sposta su un valore X maggiore. In questo caso ci si
trova di fronte ad una contraddizione: partendo dall’ipotesi che l’ampiezza del
ciclo limite sia diminuita, si conclude che invece e` aumentata. Dunque l’ipo-
tesi e` falsa e l’ampiezza non puo` essere diminuita; poiche´ ragionando in modo
simmetrico si dimostra che tale ampiezza non puo` neppure essere aumentata, si
conclude che il ciclo limite e` stabile.
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Figura 2.18: Ciclo limite stabile.
• Per α < 0, il punto P si sposta su un valore X minore. In questo caso ci si trova
di fronte ad una conferma: partendo dall’ipotesi che l’ampiezza del ciclo limite
sia diminuita, si conclude che effettivamente e` diminuita. Poiche´ ragionando in
modo simmetrico si dimostra che tale ampiezza puo` anche essere aumentata, si
conclude che il ciclo limite e` instabile, nel senso che una perturbazione porta il
sistema ad allontanarsene.
Figura 2.19: Ciclo limite instabile.
Da questo esame si trae allora il seguente criterio: un ciclo limite e` stabile se,
percorrendo laG(jω) nel verso delle ω crescenti, all’intersezione il luogo delle ampiezze
appare orientato in senso antiorario quando e` percorso nel verso delle X crescenti.
A titolo di esempio, la Figura 2.20, mostra il caso di un rele` ideale con un luogo
delle frequenze che determina tre intersezioni P , Q, R e quindi tre cicli limite aventi
ampiezze e frequenze diverse; quelli corrispondenti ai punti P ed R sono stabili,
mentre quello corrispondente a Q e` instabile. Se dunque il sistema dovesse trovarsi
sul ciclo Q, una minima perturbazione potrebbe portarlo in P o in R.
Occorre tuttavia ricordare che il ragionamento fatto e` puramente euristico e quin-
di, in caso di dubbio, il risultato deve essere verificato con una simulazione.
42
Figura 2.20: Cicli limite in sistema con non linearita` a stabilita` condizionata.
2.8 Conclusioni
In questo capitolo e` stata presentata una tecnica molto importante per lo studio dei
sistemi retroazionati non lineari: il Metodo della Funzione Descrittiva, mediante il
quale si analizza la possibilita` di avere oscillazioni autosostenute in uscita dal sistema.
Il Metodo della Funzione Descrittiva e` un metodo approssimato, per cui non offre
conclusioni precise e in qualche caso puo` anche fornire indicazioni molto lontane dalla
realta`. Le cause di tali incertezze sono essenzialmente due: una e` da attribuire al
grado di soddisfacimento delle ipotesi di applicabilita` del metodo, in particolar modo
l’ipotesi dell’azione filtrante, l’altra e` di natura prettamente grafica:
• Violazione dell’Ipotesi dell’Azione Filtrante
L’approssimazione che sta alla base del Metodo della Funzione Descrittiva con-
siste nell’ipotizzare che l’effetto di tipo passa-basso dell’elemento lineare G(jω)
sia tale da rendere di ampiezza trascurabile tutte le armoniche di ordine su-
periore al primo. Se questo in realta` non e` sufficientemente verificato, e` ovvio
che ci saranno conseguenze negative sulla attendibilita` della previsione dei cicli
limite.
• Problemi di Natura Grafica
I metodi grafici per determinare il punto di intersezione tra il diagramma polare
di G(jω) e quello di −1/F (X) sono caratterizzati da grande praticita` e sem-
plicita`; a questi vantaggi purtroppo si contrappone l’imprecisione dei risultati,
che in certe situazioni puo` essere critica (alle volte non e` possibile stabilire con
certezza se esistano due, uno o nessun punto di incrocio tra i due tracciati).
Soluzioni molto piu` precise possono essere ottenute per via numerica grazie alla
simulazione al calcolatore del sistema non lineare.
In generale e` buona norma ”validare” sperimentalmente tutti i risultati dell’analisi
grafica onde prevenire grossolani errori (cicli limite previsti ma in realta` inesistenti,
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oppure cicli limite imprevisti ma realmente esistenti).
Nel prossimo capitolo verranno presentate le tecniche di predisposizione dei controllori
di tipo PI/PID basati sulla ricerca e stima del punto critico di un processo (punto di
intersezione della G(jω) con il semiasse reale negativo): fra le varie implementazioni,
vi e` la possibilita` di retroazionare il processo con elementi non lineari, in modo da
innescare in uscita dal processo oscillazioni autosostenute, con cui e` possibile stimare
il punto critico. Per l’analisi di queste tecniche di autosintonia basate sull’utilizzo di
non linearita`, verra` utilizzato il Metodo della Funzione Descrittiva.
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Capitolo 3
Tecniche Automatiche
di Predisposizione
per Controllori PI/PID
3.1 Introduzione
In ambito industriale i regolatori lineari piu` usati sono i controllori di tipo PI/PID,
cioe` ad azione Proporzionale Integrale, o Proporzionale, Integrale e Derivativa.
Le ragioni del loro successo sono varie: prima di tutto il loro impiego consente
di controllare in modo soddisfacente un’ampia gamma di processi; in secondo luogo
negli anni sono state sviluppate e largamente utilizzate semplici regole per la taratura
automatica dei parametri necessari, applicabili con buoni risultati anche nel caso in
cui non sia disponibile un modello matematico preciso del sistema da controllare.
Inoltre, data la loro semplicita`, i controllori PI/PID possono essere realizzati con
le tecnologie piu` varie: meccaniche, pneumatiche, idrauliche, elettroniche analogiche
e digitali. Questo implica una grande disponibilita` commerciale, che permette la
realizzazione in tempi brevi e con costi contenuti di schemi di controllo complessi.
La struttura dei controllori di tipo PI/PID viene realizzata come combinazione di
azioni elementari di controllo: Azione Proporzionale, Integrale e Derivativa. Un’a-
zione Proporzionale della variabile di controllo riduce l’errore a regime tra il segnale
di riferimento e il segnale di uscita del processo, ma rende il sistema piu` sensibile al
rumore. Un’azione Integrale della variabile di controllo assicura un errore nullo a re-
gime per variazioni a scalino (o valori costanti) del riferimento. Un’azione Derivativa
della variabile di controllo fornisce un anticipo di fase di pi/2 radianti: ha, pertanto, lo
scopo di ”anticipare” l’andamento dell’errore negli istanti futuri, inducendo una azio-
ne stabilizzante. Pero`, derivando anche le componenti dei segnali a frequenze elevate
e affette da rumore, si verifica un fenomeno di amplificazione del rumore stesso, con
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effetti incontrollabili. Si introduce dunque un filtro del primo ordine per limitarne
l’amplificazione e contrastarne gli effetti negativi.
La sintesi dei controllori PI/PID consiste nella regolazione dei parametri del
controllore (coefficiente dell’azione proporzionale, coefficiente dell’azione integrale e
coefficiente dell’azione derivativa) in base alle caratteristiche del processo da regolare.
Nel caso di processi di ordine basso (primo, secondo, terzo ordine piu` ritardo) la
tecnica classica per la sintonizzazione dei parametri del regolatore si basa sulle regole
di Ziegler-Nichols (Ziegler, Nichols, 1942, [14]) nella loro forma originale o secondo le
numerosissime varianti proposte.
Il merito principale degli studi di Ziegler-Nichols non consiste tanto nella deter-
minazione di regole specifiche di sintonia, quanto nell’individuazione di procedure
standard per correlare alcuni parametri critici del processo in esame ai parametri del
controllore.
Il punto di partenza di tali procedure e` rappresentato dalla stima, nel piano di Ny-
quist (o piano-s), del punto critico della funzione di trasferimento G(s) dell’impianto,
cioe` il punto d’intersezione della G(s) con il semiasse reale negativo.
E’ una stima che puo` essere ottenuta forzando l’impianto, chiuso in retroazione
con un controllore proporzionale, ai limiti di stabilita`.
Le informazioni critiche identificate sono allora il periodo critico Tc, determinato
dalla misura del periodo di oscillazione ωc = 2pi/Tc (pulsazione critica) e il guadagno
critico Kc, misurato a partire dal valore del guadagno del controllore.
Il guadagno critico Kc e` direttamente legato al margine di ampiezza del sistema
controllato G(s), mentre la pulsazione critica ωc e` la pulsazione per cui il diagramma
polare G(jω) attraversa il semiasse reale negativo, ovvero quando la fase vale −pi
radianti.
Nello schema originale di Ziegler-Nichols Kc e Tc (o ωc) sono, come e` noto, de-
terminati a catena chiusa incrementando il guadagno di un regolatore proporzionale
finche` in uscita al sistema non appaiono delle oscillazioni. Il guadagno per cui questo
si verifica e` il guadagno critico Kc, e il periodo critico delle oscillazioni e` il periodo cri-
tico Tc per cui la funzione di trasferimento del processo complessiva ad anello aperto
vale −1 + j0.
Non e` facile automatizzare una tale procedura ed in particolare e` difficoltoso fare
in modo che l’ampiezza delle oscillazioni venga tenuta sotto controllo.
Per tale motivo sono stati sviluppati metodi alternativi che consentono di operare
evitando l’instabilita` del sistema e velocizzando la procedura di predisposizione stessa.
Nel presente capitolo sono esposti i principali Metodi Automatici di Taratura per
Controllori di Tipo PI/PID in riferimento alle tecniche che si basano sull’instaurarsi
di un ciclo limite controreazionando il processo da controllare con una non linearita`
di tipo rele`, dette per l’appunto tecniche di predisposizione automatiche a rele`.
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Viene inoltre presentata la variante proposta da K. K. Tan, T. H. Lee e X. Jiang
(Tan, Lee, Jiang, 2000, [19]) che espande il dominio di applicazione della tecnica di
autosintonia classica esposta, e che sara` utilizzata in questo lavoro. Questa tecnica
e` significativamente rilevante in tutte quelle aree chiave del controllo dei processi
dove e` pericoloso o addirittura non possibile (si pensi a realizzazioni allo stato solido
di dispositivi elettronici) aprire l’anello di controllo presente per le operazioni di
predisposizione e/o monitoraggio del sistema.
3.2 Tecniche Automatiche
di Predisposizione a Rele`
Un metodo pratico per rilevare i due parametri critici evitando di operare rischian-
do l’instabilita` e velocizzando la procedura e` stato proposto da A˚stro¨m e Ha¨gglund
(A˚stro¨m, Ha¨gglund, 1984, [15]) con l’introduzione di una tecnica di indagine semplice
ed elegante. Tale tecnica permette di ottenere una stima automatica di Tc (periodo
critico) eKc (guadagno critico) usando un rele`, ovvero una non linearita`, nell’anello di
controllo, in modo da portare il processo in una condizione di oscillazione permanente.
Luyben (Lubyen, 1987, [16]), partendo da applicazioni su colonne di distillazione,
ha utilizzato e perfezionato il Metodo di A˚stro¨m, chiamandolo ATV (Automatic Tune
Variation).
Tale procedura si basa sulla considerazione che, se la G(s) e` chiusa in retroazione
attraverso una non linearita` (tipicamente appunto un rele`), si puo` manifestare un
ciclo limite stabile con una pulsazione ω∗ prossima a quella relativa al punto critico
ωc (vedi Figura 3.1).
Figura 3.1: Schema di applicazione del Metodo ATV.
In questo modo il segnale di uscita y e` un segnale periodico, in ritardo di −pi
radianti rispetto all’ingresso u ed oscillante come un ciclo limite con una pulsazione
ωc, usualmente detta pulsazione critica.
La Teoria della Funzione Descrittiva (Capitolo 2, ”Metodo della Funzione Descrit-
tiva”) fornisce un utile strumento per un equilibrio delle armoniche di primo ordine
nell’analisi del ciclo limite: dalla teoria standard, infatti, la funzione descrittiva e`
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definita come rapporto tra l’ampiezza della componente armonica fondamentale del
segnale di uscita del blocco non lineare u con quella del segnale e in ingresso allo
stesso (vedi Figura 3.1).
La Tecnica ATV annovera molti pregi, tra cui, va sottolineato ancora, la capacita`
intrinseca di portare il sistema in anello chiuso ad oscillare con la pulsazione critica e
la velocizzazione dei tempi di prova rispetto al caso di risposte a gradino o all’impulso
(una stima pratica e` che il tempo di prova in genere varia da 2 a 4 volte il periodo
critico).
Qualora si utilizzi la procedura mediante rele´ e` possibile eseguire una predisposi-
zione adeguata del controllore PI/PID, variando le stesse regole di predisposizione, ad
esempio si considerino le regole di Zhuang-Atherton (Zhuang, Atherton, 1993, [17]).
Facendo ricorso alla Teoria della Funzione Descrittiva (Gelb, Vander Velde, 1968,
[11]) e` possibile ricavare una stima del guadagno critico della G(s), funzione di
trasferimento del processo.
Nel caso di un rele´ con ampiezza A, la funzione descrittiva e` pari ad:
F (E) =
4A
piE
(3.1)
dove E e` l’ampiezza del segnale sinusoidale in ingresso al blocco non lineare.
Come precedentemente esposto, e di seguito brevemente riportato, si manifesta
un ciclo limite (a causa di una chiusura in retroazione con il rele`) quando si verifica
la seguente relazione sul piano di Nyquist:
1 +G(jω)F (E) = 0 (3.2)
dove G(jω) e` la funzione di trasferimento lineare del processo.
Poiche´ la funzione descrittiva del rele´ e` una quantita` reale, dipendente solo dalla
ampiezza E della sinusoide in ingresso, la condizione espressa dalla Relazione 3.2 si
puo` manifestare solo per ω = ωc. In tali condizioni il valore del guadagno critico Kc
ha espressione data da:
Kc =
4A
piEc
(3.3)
dove A e` l’ampiezza delk rele`, ed Ec e` l’ampiezza del segnale di ingresso al rele´ in
corrispondenza della pulsazione critica ωc.
I vantaggi principali di questo approccio sono che l’ampiezza picco-picco e la fre-
quenza del ciclo limite sono misurabili facilmente; l’ampiezza delle oscillazioni posso-
no essere controllate mediante l’uscita del rele`, ovvero mediante la sua ampiezza; il
modello matematico del processo non e` richiesto.
La predisposizione del controllore puo` essere semplicemente effettuata mediante
la conoscenza del guadagno e della pulsazione critica usando ad esempio le regole
48
di taratura di Ziegler-Nichols (Ziegler, Nichols, 1942, [14]), ed il controllore PI/PID
presente puo` essere automaticamente o manualmente commutato sui nuovi parametri
di predisposizione.
Tale tecnica, trattandosi di una linearizzazione armonica della non linearita`, forni-
sce valori accettabili della pulsazione critica ωc e del guadagno critico Kc solo nel caso
che il processo in questione si comporti come un filtro di tipo passa-basso, in modo
che l’uscita y (e quindi l’ingresso alla non linearita`) sia prossima ad una sinusoide.
Da un punto di vista matematico tale ipotesi si traduce nella seguente condizione
sul processo G(jω):
|G(jkωc)| << |G(jωc)| k = 3, 5, 7, . . . (3.4)
Tale situazione e` particolarmente critica nel caso di sistemi di tipo passa-alto, con
ritardo oppure a fase non minima.
Inoltre, in presenza di rumore sul segnale di uscita y, affinche´ continui a mani-
festarsi un’oscillazione stabile, occorre introdurre un’isteresi sul rele´ e la stima del
punto critico peggiora ulteriormente.
In altre parole la stima sarebbe esatta nell’ipotesi ideale in cui il sistema si com-
portasse in modo ”lineare” e proprio per questo molti ricercatori si sono dedicati a
proporre soluzioni atte a ridurre l’effetto distorcente della non linearita` nella stima
del punto critico.
Ad esempio Chen-Ching Yu ha sostituito il rele´ con una non linearita` a saturazione
(la cui pendenza e` variabile per mezzo di un guadagno K), in modo da ridurre il
contenuto armonico del segnale di ingresso u al processo.
Figura 3.2: Schema di applicazione del Metodo Cheng-Ching Yu.
Lee e Wang hanno proposto una soluzione in cui viene forzato l’ingresso al processo
u ad essere una sinusoide coincidente con la fondamentale del segnale d’uscita della
non linearita` (SATV, Sinusoidal Auto Tune Variation). L’idea di base e` quella di
forzare l’ingresso del processo ad essere una sinusoide, con una frequenza tale per cui
lo sfasamento tra il segnale di ingresso e quello di uscita sia esattamente −pi radianti.
Il principio di funzionamento del Metodo SATV e` riportato in Figura 3.3. Questa
tecnica risulta tuttavia molto piu` complessa dal punto di vista dell’implementazione.
Entrambe le soluzioni migliorano la stima del punto critico, ma continuano a non
essere particolarmente robuste in presenza di rumore sul segnale di uscita.
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Figura 3.3: Schema di applicazione del Metodo SATV.
Le tecniche avanzate di stima dei punti critici tendono tutte a ottenere una piu`
efficiente predisposizione dei controllori standard allo scopo di migliorare le prestazioni
dei processi controllati in anello chiuso.
Va chiarito che, mentre per processi passa-basso e con non elevati tempi di ritardo
le tecniche standard ATV, nonostante la loro sensibilita` al rumore, si comportano in
modo piu` che soddisfacente, nel caso di processi meno ”regolari”, invece, la ricerca di
nuove soluzioni per il miglioramento della stima dei punti critici risulta di notevole
interesse.
Purtroppo, pero`, tutte le tecniche avanzate rispetto all’ATV presentano una ele-
vata sensibilita` al rumore, e tale problema puo` essere superato solo a spese di una
certa complessita` dell’algoritmo di stima, il che le rende poco attrattive dal punto di
vista dell’implementazione pratica a livello industriale.
Una possibile variante alla Tecnica ATV e` la cosiddetta DATV, Dithered Auto
Tune Variation, la quale in alcuni casi applicativi si presenta come una possibile
alternativa alle tecniche avanzate di tipo SATV, rispetto alle quali ha il vantaggio di
una piu` semplice implementazione.
Lo schema di principio della Tecnica DATV e` riportato in Figura 3.4. L’idea di
base e` quella di iniettare una vibrazione additiva, cioe` un segnale in alta frequenza
(dither) e di ampiezza opportuna all’interno di un anello di controllo. L’effetto di tale
operazione e` quello di imporre una restrizione del settore non lineare, sostanzialmente
con una azione vibrazionalmente stabilizzante.
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Figura 3.4: Schema di applicazione del Metodo DATV.
Lo schema descritto in Figura 3.4 e` ben noto, in quanto corrisponde alla imple-
mentazione dei comuni amplificatori PWM. Questa configurazione e` tipica di molte
applicazioni dell’elettronica di potenza e degli azionamenti ad alte prestazioni.
Se la frequenza e l’ampiezza della vibrazione imposta (usualmente un dente di sega
triangolare) sono opportunamente scelte, in particolare se la frequenza del dither ωd
e` consistentemente piu` alta della ωc dell’impianto (ωd >> 10ωc), allora il modello
medio (averaged model) puo` essere adeguatamente descritto sostituendo il rele´ piu`
la vibrazione imposta con una saturazione equivalente. Questo comporta di fatto il
recupero dello schema ideale proposto da Chen-Ching Yu, con il vantaggio di ottenere
una implementazione intrinsecamente piu` robusta al rumore e soprattutto di avere a
che fare con un sistema di tipo switching gia` fisicamente presente nel processo.
Il sistema a ciclo chiuso oscillera` soltanto se il guadagno di anello e` abbastanza
alto (ovvero se il sistema linearizzato equivalente risulta instabile). Se il guadagno
e` inferiore a quello critico allora si ha il fenomeno del quenching, ovvero il sistema e`
trascinato ad oscillare alla frequenza della vibrazione imposta: la natura passa-basso
dell’impianto comportera` un segnale di uscita praticamente trascurabile.
Risulta anche evidente che qualora il guadagno di anello sia molto alto rispetto
a Kc allora il segnale di errore sara` molto superiore alla soglia della saturazione
equivalente e pertanto sara` riconducibile ad un rele` ideale.
Nel caso di un impianto stabile a ciclo aperto con un guadagno proporzionale K
e un dither ad ampiezza costante, facendo variare il guadagno K a partire da zero,
avremo tre modalita` distinte di funzionamento:
• per K < Kc il sistema e` stabile e non sono rilevabili oscillazioni all’interno del
sistema con ω < ωd;
• per Kc < K < (1 + δ)Kc il sistema presenta una oscillazione quasi sinusoidale
con pulsazione ω0 = (1 + cδ)ωc;
• per K >> Kc il sistema presentera` una oscillazione con forte distorsione e con
ω0 = ωT , dove ωT e` la pulsazione ricavabile con la procedura esatta di Tsypkin
(Tsypkin, 1984, [18]).
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Nelle ipotesi fatte si noti che risulta essere c < 0.
Va aggiunto che e` stata valutata la possibilita` equivalente di tenere costante
il guadagno K e di variare l’ampiezza della vibrazione imposta. Per semplicita`
implementativa e` preferibile la prima possibilita`.
3.3 Metodo di Predisposizione
Automatica a Rele`
Una delle principali caratteristiche del Metodo di Predisposizione Automatica con
Tecnica a Rele` (Relay Autotuning Method) e` quella di essere un metodo ad anello
chiuso, e quindi una regolazione on-off del processo puo` essere mantenuta anche
quando i test con il rele` sono effettuati.
Tuttavia questo approccio pone molti vincoli di natura pratica irrisolti.
Primo ci sono dei problemi di sensibilita` in presenza di segnali di disturbo, che
possono essere segnali di perturbazione del processo o, equivalentemente, possono
derivare da variazioni dinamiche dello stesso, non linearita` ed incertezze non ben
modellate presenti nell’impianto.
Per disturbi piccoli e costanti, dato che le condizioni stazionarie sono note, una
soluzione iterativa, basata sulla taratura della soglia del rele` affinche` si instaurano
oscillazioni limite simmetriche, e` stata proposta e fornisce buoni risultati. Per segnali
di disturbo generici tuttavia non e` stata ancora trovata una soluzione.
La procedura di sintonizzazione con la tecnica del rele` puo` partire solo dopo che sia
l’ingresso che l’uscita del sistema hanno raggiunto uno stato di equilibrio, cosicche` la
commutazione dei livelli del rele` possa essere determinta rispetto a queste condizioni e
al guadagno statico del processo in esame. In pratica, in condizioni di anello aperto, e`
difficile determinare quando queste condizioni sono soddisfatte, risultando cos`ı difficile
stabilire quando iniziare i test con il rele`.
La predisposizione mediante rele` non e` applicabile a tutta una classe di processi
che non sono rele` stabilizzabili (not relay-stabilizable process), come processi instabili
e processi con piu` di un integratore. Per questa classe di impianti una retroazione
mediante rele` non e` capace di indurre il sistema ad oscillare su un ciclo limite stabile.
Infine la tecnica a rele` classica, e` un metodo di sintonizzazione fuori linea (off-
line), in quanto alcune informazioni sullo stato del processo sono prima acquisite con
l’impianto funzionante chiuso in retroazione sulla non linearita` e con il controllore
scollegato. Queste informazioni sono in seguito utilizzate per la taratura ottimale del
controllore.
La sintonizzazione fuori linea per certe applicazioni critiche non puo` essere accetta-
bile, in quanto il processo di acquisizione delle informazioni puo` essere potenzialmente
pericoloso o estremamente costoso in quanto l’anello di controllo deve essere aperto
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per le operazioni di taratura. In questi casi una sintonizzazione continua in anello
chiuso, non del tipo on-off, si rende necessaria.
Sono stati quindi sviluppati metodi automatici di taratura a rele` robusti, non
iterativi e funzionanti in linea (in-line) che risolvono, in parte, i problemi esposti
precedentemente del metodo classico di sintonizzazione a rele`.
3.4 Realizzazione del Metodo
Nelle applicazioni pratiche bisogna risolvere un certo numero di problemi, quali pos-
sono essere:
• Necessita` di tener conto del rumore che si sovrappone alla variabile misurata;
• Saturazione nell’attuatore;
• Necessita` di portare l’uscita del sistema al livello di normale funzionamento;
• Aggiustamento automatico dell’ampiezza delle oscillazioni.
Il rumore sovrapposto alla misura puo` dare luogo ad errori nella determinazione del
valore di picco dell’oscillazione, o nell’istante di attraversamento dello zero. Tuttavia,
un semplice rilevamento del valore di picco e dei passaggi per lo zero dell’oscillazio-
ne, in combinazione con un certo grado di isteresi nel rele`, hanno prodotto risultati
molto buoni nelle applicazioni pratiche, sia nei confronti del rumore di misura, sia nei
confronti dei disturbi di carico.
Il processo potrebbe essere lontano dalle condizioni di equilibrio desiderate quan-
do il regolatore viene inserito. In questo caso si puo` portare a regime il processo
con controllo manuale oppure con un regolatore molto grossolano. Quando il livello
desiderato viene raggiunto inizia la seconda fase, con la procedura di stima vera e
propria.
Un rele` con una piccola isteresi viene introdotto nell’anello, secondo lo schema illu-
strato in precedenza. L’ampiezza del livello del rele` viene aggiustata automaticamente
in modo da ottenere oscillazioni dell’ampiezza voluta, che e` ragionevole fissare ad un
qualche percento dell’uscita a regime (non troppo piccola per poter essere misurata).
L’ampiezza e la frequenza di tali oscillazioni vengono stimate rilevando il valore
di picco e determinando i passaggi per lo zero del segnale di errore.
Sulla base della conoscenza dell’ampiezza e del periodo di oscillazione puo` iniziare
la fase di sintesi automatica dei parametri del regolatore.
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3.5 Il Metodo di K. K. Tan, T. H. Lee
e X. Jiang
K. K. Tan, T. H. Lee e X. Jiang nella pubblicazione ”Robust on-line relay automatic
tuning of PID control systems”, ISA Transaction, vol. 39, pp. 219-232, 2000, [19],
sviluppano un metodo, con Tecnica a Rele` Robusto, per la sintonizzazione automatica
in linea per sistemi di controllo di tipo PID, che espande il dominio di applicazione
della tecnica di autosintonia a rele` classica (A˚stro¨m, Ha¨gglund, 1984, [15]).
Nella configurazione proposta un rele` viene applicato a un anello interno (inner
loop) costituito da controllore-processo stabilizzato nell’usuale maniera.
La scelta iniziale dei parametri del controllore e` conservativa ed e` volta al solo sco-
po di stabilizzare il processo. Tale predisposizione puo` essere basata su informazioni
note a priori oppure possono essere usate impostazioni implicite di default.
Questo e` significativamente rilevante in tutte quelle aree chiave del controllo dei
processi dove e` pericoloso o addirittura non possibile (si pensi a realizzazioni allo stato
solido di dispositivi elettronici) aprire l’anello di controllo presente per le operazioni
di predisposizione e o monitoraggio.
Mediante una analisi delle oscillazioni del ciclo limite indotto dal sistema in anello
chiuso, la predisposizione del controllore puo` essere risintonizzata in modo non ite-
rativo per raggiungere prestazioni migliori senza interrompere il controllo in anello
chiuso del sistema stesso.
Infatti, non utilizzando un metodo parametrico, i guadagni del controllore sono
predisposti direttamente basandosi su informazioni di risposta in frequenza ottenute
da prove sperimentali, facendo si che l’attuale comportamento in anello chiuso si
avvicini a quello desiderato secondo un prototipo di risposta in frequenza.
3.5.1 Configurazione
La configurazione di riferimento per il metodo di predisposizione automatica in linea
con Tecnica a Rele` Robusto e` quella riportata in Figura 3.5.
Come nel metodo base della tecnica a rele`, la non linearita` commuta quando la
variabile di processo attraversa il riferimento. Non e` necessario tuttavia conoscere il
guadagno statico del processo; la soglia del rele` e` semplicemente scelta equivalente al
riferimento.
Viene inoltro preso in esame una struttura a singolo anello con controllore di tipo
PID, anche se il metodo e` applicabile con altre tipologie di controllori, in quanto esiste
una chiara relazione tra i parametri di controllo e le caratteristiche in anello chiuso
desiderate.
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Figura 3.5: Tecnica a Rele` Robusto con schema a ciclo chiuso.
In questa configurazione il rele` e` applicato all’anello di controllo interno compren-
dente il controllore ed il processo chiusi in retroazione.
La funzione di trasferimento dell’anello interno e` data da:
Gyr(s) =
Gp(s)Gc,0(s)
1 +Gp(s)Gc,0(s)
(3.5)
dove Gp(s) e` la funzione di trasferimento dell’impianto e Gc,0(s) e` quella del
controllore con struttura PID.
Il controllore inserito inizialmente ha una funzione di trasferimento pari a:
Gc,0(s) = Kc,0
(
1 +
1
τi,0s
+ τd,0s
)
(3.6)
con Kc,0, τi,0 e τd,0 parametri iniziali supposti noti.
Il controllore sequenzialmente sintonizzato ha espressione data da:
Gc(s) = Kc
(
1 +
1
τis
+ τds
)
(3.7)
dove Kc, τi e τd sono i guadagni determinati dagli esperimenti di autotaratura.
3.5.2 Sintonizzazione Diretta del Controllore
Basata sul Prototipo di Risposta in Frequenza
Nel Metodo di Sintonizzazione Diretta del Controllore basato sul Prototipo di Rispo-
sta in Frequenza, Direct Controller Tuning Based on Frequency Response Prototype,
il controllore e` sintonizzato direttamente sulla base della risposta in frequenza otte-
nuta da esperimenti effettuati con il rele`. Infatti, viene costituito un ulteriore anello
esterno mediante richiusura su un blocco a rele`. Nessuna assunzione sulla struttura
del processo viene effettuata.
Se questo sistema si porta su un ciclo limite stabile, oscillando con una pulsazione
ωc, allora la funzione di trasferimento Gyr(jωc) puo` essere ottenuta basandosi sulla
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Linearizzazione Armonica, mediante la Tecnica della Funzione Descrittiva (vedi Ca-
pitolo 2, ”Metodo della Funzione Descrittiva”).
Facendo ricorso alla Tecnica della Funzione Descrittiva e` possibile ricavare una stima
del guadagno alla pulsazione critica ωc di Gyr(s).
Infatti, un rele` con ampiezza A, ha funzione descrittiva data da: F (E) = 4A/piE,
dove E rappresenta l’ampiezza della sinusoide in ingresso al blocco non lieneare stesso.
Si manifesta un ciclo limite quando si verifica la seguente relazione sul piano di
Nyquist: 1 +Gyr(jω)F (E) = 0, ovvero quando: Gyr(jω) = −1/F (E).
Poiche`, come noto, la funzione descrittiva del rele` e` una funzione reale, la condi-
zione di ciclo limite precedente puo` manifestarsi solo per una data pulsazione critica
reale, ovvero solo per una determinata ω = ωc.
Ricordando ancora che per tale valore di pulsazione il guadagno critico Kc ha
espressione data da: Kc = 1/ |Gyr(jωc)| = 4A/piEc, dove Ec e` l’ampiezza del segnale
in ingresso al rele` in corrispondenza della pulsazione critica ωc ed A e` l’ampiezza del
rele` stesso.
Ne segue che Gp(jωc), risposta in frequenza di Gp(jω) ottenuta per ω = ωc, vale:
Gp(jωc) =
Gyr(jωc)
Gc,0(jωc) (1−Gyr(jωc)) (3.8)
Sia la risposta in frequenza ideale nota (Frequency Response Prototype) e pari per
ω = ωc a ˆGyr(jωc). Allora per ottenere tale risposta occorre avere un controllore la
cui risposta in frequenza dovra` essere data da:
ˆGc(jωc) =
ˆGyr(jωc)
Gp(jωc)
(
1− ˆGyr(jωc)
) (3.9)
I parametri Kc, τi e τd del controllore di tipo PID Gc(s) possono essere scelti in
modo che Gc(jω) = ˆGc(jωc) per ω = ωc.
Osserviamo che le incognite sono 3 (Kc, τi e τd), mentre l’equazione precedente,
Equazione 3.9, ne fornisce soltanto 2. Possiamo quindi aggiungere la condizione usuale
nella pratica: τd = τi/4, come suggerito da Ziegler-Nichols (Ziegler, Nichols, 1942,
[14]) e da A˚stro¨m e Ha¨gglund (A˚stro¨m, Ha¨gglund, 1988, [20]).
La risposta in frequenza del controllore desiderato ˆGc(jωc) puo` essere ricavata a
partire da Gyr(jωc) e ˆGyr(jωc) come:
ˆGc(jωc) =
ˆGyr(jωc) (1−Gyr(jωc))Gc,0(jωc)(
1− ˆGyr(jωc)
)
Gyr(jωc)
(3.10)
Usando un controllore con struttura di tipo PID, con τd = τi/4, possiamo riscrivere
Gc(jωc) come segue:
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Gc(jωc) =
Kc (1 + 0.5τijωc)
2
τijωc
(3.11)
Facendo corrispondere Gc(jωc) a ˆGc(jωc), dopo alcuni passaggi algebrici, ottenia-
mo le espressioni analitiche esatte per i parametri del controllore di tipo PID:
τi =
2
ωc
tan
pi/2 + arg
(
ˆGc(jωc)
)
2
(3.12)
τd =
τi
4
(3.13)
Kc = ωcτi
∣∣∣ ˆGc(jωc)∣∣∣
1 + 0.25τ 2i ω
2
c
(3.14)
3.5.3 Considerazioni sul Metodo
Questa tecnica offre la possibilita` di perturbatre il sistema a ciclo chiuso portandolo
ad oscillare sulla pulsazione caratteristica ωc, con il pieno controllo dell’ampiezza delle
oscillazioni mediante il controllo dell’ampiezza del rele` inserito sull’anello esterno.
L’anello esterno (ovvero il rele`) puo` essere inserito in modo intermittente, e dal
rilievo della pulsazione critica ωc e del margine di guadagno e` possibile eseguire il
monitoraggio delle prestazioni.
Se le prestazioni si degradano, ad esempio per variazioni parametriche dell’impian-
to, e` possibile intervenire per una nuova predisposizione dei parametri del controllore.
Tutto questo senza interferire con l’anello di controllo esistente (molte volte fisi-
camente non accessibile in quanto realizzato allo stato solido), che non e` ”interrotto”
durante le operazioni di predisposizione e monitoraggio, in quanto, in questa confi-
gurazione, la non linearita` a rele` viene applicata ad un anello esterno costituito dal
controllore-processo chiusi in retroazione e stabilizzati nell’usuale maniera.
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Capitolo 4
Convertitori DC-DC
e Controllo PWM
4.1 Introduzione
La maggior parte dei dispositivi e dei circuiti elettronici richiede una alimentazione
in tensione continua, singola o duale.
Per questo scopo vengono comunemente impiegati alimentatori e batterie. Gli
alimentatori sono dispositivi in grado di convertire la tensione alternata di rete in
tensione continua, mentre le batterie sono utilizzate principalmente nelle apparecchia-
ture portatili ed hanno una durata limitata. In entrambi i casi la tensione continua in
uscita puo` non essere adeguata alle esigenze, quindi si rende necessario un ulteriore
stadio di conversione per portarla al valore desiderato.
In questo contesto si pongono i ”Convertitori DC-DC” (DC-DC Converter), che
costituiscono al giorno d’oggi la quasi totalita` dei mezzi di alimentazione dei circuiti
elettronici. Questi dispositivi sono in grado di convertire una tensione continua Vin di
ingresso in una tensione continua Vo di uscita di valore minore, maggiore o invertito
rispetto a Vin.
In particolare, la classe dei cosiddetti Convertitori a Commutazione o Switching
Converter e` caratterizzata da elevati rendimenti e tassi di utilizzo.
E’ di interesse effettuare una panoramica sulle possibili tecniche di conversione
DC-DC, da quella lineare a quella a commutazione, motivando le scelte che portano
ad utilizzare quest’ultima nella maggior parte delle applicazioni.
Saranno introdotte le configurazioni circuitali di base usate per implementare con-
vertitori a commutazione. Per una trattazione completa sull’argomento si rimanda
N. Mohan, T. M. Undeland, W. P. Robbins, Power Electronics: Converters, Ap-
plications and Design, John Wiley & Sons, 1995, [21]; A. Landi, Lezioni di Motion
Control, Edizioni ETS, 1996, [22].
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4.2 Principi Generali di Funzionamento
Per trasferire potenza elettrica da una sorgente continua DC ad un carico in modo
controllato, esistono sostanzialmente due modi: la conversione lineare e quella a
commutazione, detta ”switching mode”.
Nelle Figure 4.1-4.2 sono riportati gli schemi circuitali nelle loro forme piu` semplici.
Figura 4.1: Conversione di potenza lineare.
Figura 4.2: Conversione di potenza ”switching mode”.
Nel metodo di conversione lineare, Figura 4.1, viene utilizzata una resistenza varia-
bile Rvar (utilizzo di uno schema a partitore di tensione) o un transistore, controllato
in base, funzionante in zona lineare, come elemento di controllo.
In entrambi i casi e` possibile solo ottenere una tensione di uscita minore o al piu`
uguale di quella di ingresso: maggiore e` la differenza fra i valori delle due tensioni,
maggiore e` la potenza dissipata sull’elemento di controllo, ossia l’energia dispersa.
Questo comporta una conversione di potenza estremamente inefficiente e dissipativa,
con rendimento degli alimentatori a conversione lineare tipici dell’ordine del 30% −
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60%. Inoltre, vista la dissipazione di energia in gioco, per gli alimentatori di questo
tipo e` obbligatorio ricorrere a dissipatori voluminosi.
Negli alimentatori con metodo switching, Figura 4.2, il dispositivo di controllo del
flusso di potenza tra l’ingresso e l’uscita e` costituito da un ”interruttore”, general-
mente considerato come ideale (con Ron = 0 e Roff =∞), alternativamente chiuso e
aperto.
In questa configurazione, controllando l’intervallo di tempo in cui il commutatore
e` chiuso e quello in cui e` aperto, e` possibile regolare in maniera efficiente il flusso di
potenza erogato al carico.
Il rendimento della trasformazione energetica e` idealmente del 100%: in pratica
sara` un po’ inferiore per la presenza di elementi parassiti nei componenti reali.
L’esigenza di ottenere tensioni di uscita continue e non pulsanti, con rendimen-
ti elevati, comporta la presenza di elementi di immagazzinamento dell’energia (che
hanno il compito di eliminare le componenti di frequenza diversa da zero originate
inevitabilmente dal processo di commutazione) privi di perdite: induttanze e capacita`
ideali. L’uso di componenti reali causera` quindi perdite aggiuntive e il rendimento
diminuira`, come anticipato, rispetto al limite teorico del 100%.
Il principio di funzionamento di questi convertitori di potenza si basa sull’utilizzo
di una sorgente continua di tensione, sottoposta a interruzioni controllate, in modo da
essere trasformata in una forma d’onda impulsiva che si alterna tra il valore massimo
e lo zero alla frequenza di commutazione dell’interruttore. La tensione impulsiva
viene poi filtrata da induttanze e capacita` che sono progettate in modo da estrarre in
uscita il suo valore medio. Controllando le interruzioni del tasto, cioe` la frazione di
tempo in cui il tasto e` chiuso per ogni periodo, e` possibile controllare il valore medio
della forma d’onda di tensione in uscita dal filtro, e quindi la tensione di uscita del
dispsitivo stesso sul carico da alimentare.
Sfruttando apposite topologie circuitali e` possibile, nei convertitori a commuta-
zione, generare sovratensioni e sovracorrenti che consentono di innalzare la tensione
di uscita rispetto a quella di ingresso, funzionamento mai possibile con alimentatori
lineari.
E’ quindi evidente come, per convertitori di potenza elevata, le tecniche lineari
appena illustrate non sono attuabili, ma anche per basse potenze (da poche decine di
Watt in su) gli alimentatori a commutazione, per il loro rendimento superiore, per il
peso e l’ingombro inferiori e per il basso costo, stanno progressivamente soppiantando
gli alimentatori lineari.
Le topologie di alimentatori switching, sono innumerevoli, ognuna soddisfacente
una particolare esigenza progettuale. I piu` semplici convertitori a topologia minima
sono costituiti da un solo dispositivo che implementa il tasto (elemento appunto di
switch), una induttanza, un condensatore ed il carico su cui viene trasferita la potenza.
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Variando la disposizione di tali elementi circuitali si ottengono le varie topologie
dei convertitori: nei prossimi paragrafi saranno brevemente esposte le configurazioni
di base da cui derivano.
4.3 Tipologie di base
Come precedentemente detto le topologie di alimentatori a commutazione sono sva-
riate, ognuna soddisfacente una particolare esigenza. La classificazione generalmente
adottata assume che tutte le topologie derivino da una o da entrambe le topologie
base che sono:
• Buck Converter o Convertitore Riduttore (Step-Down)
• Boost Converter o Convertitore Elevatore (Step-Up)
Si deve notare come le topologie piu` semplici (Buck, Boost e Buck-Boost) pos-
sono essere ottenute da differenti disposizioni circuitali dei tre componenti di base:
l’elemento di switching, l’induttore ed il condensatore.
Qualunque topologia di alimentatore a commutazione potra` essere classificata
quindi come derivata dal convertitore Buck (Buck derived), come derivata dal con-
vertitore Boost (Boost derived) oppure come derivata da entrambe (combination-
derived).
Ogni alimentatore derivato eredita in massima parte le proprieta` dal circuito base
da cui discende. Risulta quindi evidente la necessita` di riassumere alcune proprieta`
delle due topologie di base evidenziando cos`ı le particolarita` di ciascuna.
Buck Converter. E’ anche chiamato Convertitore Riduttore o step-down, in quan-
to, la tensione in uscita e` sempre minore della tensione in ingresso. Il convertitore
Buck permette un controllo semplice delle condizioni di corto circuito e di circuito
aperto in uscita in quanto, e` sufficiente, in questi casi, mantenere aperto il disposi-
tivo di commutazione per vedere la tensione in uscita scendere a zero e la corrente
nell’induttore mantenersi limitata.
Boost Converter. E’ anche chiamato Convertitore Elevatore o step-up, in quanto,
la tensione in uscita e` sempre maggiore della tensione in ingresso. Diversamente dal
convertitore Buck, il convertitore Boost presenta l’impossibilita` di limitare (con il
solo controllo del dispositivo di commutazione presente nel circuito) la corrente nel-
l’induttore e la tensione in uscita nei casi di corto circuito e di circuito aperto in uscita.
Nei prossimi paragrafi saranno brevemente esposte le configurazioni di base dei con-
vertitori a commutazione.
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4.3.1 Convertitore Riduttore: Buck Converter
Il convertitore di tipo Buck puo` essere considerato il piu` semplice convertitore DC-DC
ed il suo schema circuitale (ideale) e` rappresentato in Figura 4.3.
Figura 4.3: Convertitore di tipo Buck ideale: schema circuitale.
In figura sono evidenaziati i vari componenti che costituiscono l’alimentatore. In
particolare e` indicato con:
• Vin: la tensione in ingresso. Questa tensione deve essere una tensione continua,
di norma rettificata da un ponte (se alternata) oppure una tensione continua
stabilizzata da un precedente alimentatore;
• Vo: la tensione in uscita presente sul carico del convertitore;
• L e C: induttore e condensatore, che determinano la risposta dinamica del
convertitore;
• R: carico del convertitore modellato come una resistore;
• TASTO: elemento di commutazione comandato o interruttore comandato.
Il principio di funzionamento e` il seguente: la tensione d’ingresso e` ”affettata” (da
qui il nome di chopper o hacheur tipico in letteratura internazionale) dall’interruttore
comandato dando luogo ad una forma d’onda di tipo pulsante. Il tasto commuta con
frequenza fs (frequenza di commutazione) ed e` in posizione 1 per una frazione D del
periodo:
Ts = 1/fs (4.1)
con il risultato di generare una forma d’onda intermedia Vi di tipo pulsante.
Il filtro di tipo passa-basso posto in cascata (la frequenza di commutazione del
tasto deve essere molto piu` elevata della frequenza di taglio del filtro LC) consente il
passaggio al carico della sola componente continua di tale tensione.
Il funzionamento e` ciclico e il guadagno di tensione medio e` uguale a:
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Vo/Vin = D (4.2)
dove D, detto duty-ratio, e` definito come il rapporto tra il periodo in cui il tasto e`
in conduzione (ton) ed il periodo della forma d’onda che comanda il tasto stesso (Ts).
In questo modo e` possible regolare la tensione d’uscita semplicemente variando il
duty-ratio D del commutatore.
La verifica di tutto questo e` semplice se si considerano le equazioni costitutive del
circuito:
L · diL
dt
= −Vo + u · Vin
C · dVo
dt
= −Vo
R
+ iL
(4.3)
con u = 1 se il tasto di Figura 4.3 e` chiuso (posizione 1) e u = 0 se il tasto e`
aperto (posizione 0).
Nell’ipotesi che la conduzione sia continua (modo di funzionamento continuo o
CCM), cioe` che l’induttanza L sia sempre attraversata da corrente, quando u = 1,
per un tempo ton = D · Ts, ci sara` una tensione positiva Vin − Vo sull’induttanza L,
che causera` una crescita lineare nella corrente induttiva iL. Quando u = 0, per un
tempo toff = (1 − D) · Ts, la tensione sull’induttanza L diventa −Vo e iL decresce
linearmente (vedi Figura 4.4).
Figura 4.4: Convertitore di tipo Buck nei due semiperiodi in cui l’interruttore e` on e
off .
In condizioni di regime le forme d’onda della tensione e della corrente sull’indut-
tanza si ripetono periodicamente: cio` significa che l’integrale della tensione sull’in-
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duttanza in un periodo deve annullarsi. Tali forme d’onda per un convertitore di tipo
Buck sono riportate in Figura 4.5.
Figura 4.5: Convertitore di tipo Buck: forme d’onda della tensione e della corrente
sull’induttanza L.
Dalla Figura 4.5 si vede che l’integrale della tensione si annulla se e` verificata
l’equazione seguente:
(Vin − Vo) · ton − Vo · (Ts − ton) = 0 (4.4)
Dividendo l’Equazione 4.4 per il periodo di commutazione Ts e` possibile riscrivere
l’equazione in funzione del duty-ratio D:
(Vin − Vo) ·D − Vo · (1−D) = 0 (4.5)
da cui e` immediato verificare la Equazione 4.2.
In realta` la tensione d’uscita non e` perfettamente costante ed alla componente
continua si sovrappone una ondulazione (ripple) a frequenza pari a quella di commu-
tazione fs = 1/Ts. Cio` e` dovuto al fatto che il filtro LC, per quanto la sua frequenza di
taglio fc sia inferiore a quella di commutazione fs (fc << fs), non riesce ad eliminare
del tutto gli effetti della prima armonica dell’onda quadra generata dalla modulazione
del tasto, come evidenziato in Figura 4.6.
L’ondulazione sul valor medio di uscita e` legato alla tensione di ingresso mediante
la relazione seguente:
∆Vo = Vin · T
2
s
32LC
(4.6)
Il legame tra le tensioni in gioco ed il duty-ratio e` analogo a quello che mette in
relazione fra loro le correnti presenti nel circuito.
E’ possibile dimostrare che per un convertitore di tipo Buck, nel caso di compo-
nenti ideali privi di perdite, valgono le seguenti relazioni:
64
Figura 4.6: Convertitore di tipo Buck: tensioni in ingresso ed uscita al filtro LC.
D =
ton
Ts
(4.7)
Vo
Vin
= D (4.8)
Io
Iin
=
1
D
(4.9)
Per queste caratteristiche il convertitore Buck puo` essere rappresentato come un
trasformatore in continua con rapporto di trasformazione pari al duty-ratio D, sempre
che si riferiscano le correnti con i loro valori medi e non istantanei.
Il tasto ideale puo` essere implementato mediante un dispositivo a semiconduttore
(BJT, MOSFET, etc. . . ). In Figura 4.7 e` mostrata una possibile implementazione
circuitale, in cui sono usati un diodo e un BJT. Il diodo, idealmente, lavora in sincro-
nismo con il BJT, sulla cui base e` inviato il segnale che ne permette la commutazione.
Quando il BJT e` in conduzione il diodo e` interdetto a causa della tensione negativa
impressa ai suoi capi e, viceversa, quando il BJT e` interdetto il diodo e` polarizzato
direttamente e quindi e` in conduzione.
L’implementazione mostrata in Figura 4.7 simula solo in parte il tasto ideale;
infatti, mentre nel caso ideale la conduzione della corrente e` permessa in entrambe
le direzioni ed e` possibile bloccare tensioni di diversa polarita` (percio` e` a quattro
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Figura 4.7: Convertitore di tipo Buck: realizzazione circuitale.
quadranti), nella versione a semiconduttore il flusso di corrente e` limitato ad una sola
direzione e le tensioni bloccate sono di una sola polarita` (e` a un quadrante).
4.3.2 Convertitore Elevatore: Boost Converter
In linea di principio e` estremamente semplice ottenere il convertitore elevatore di ten-
sione partendo dallo schema del convertitore riduttore di tensione Buck: basta scam-
biare la sorgente con il carico (a patto di inserire una capacita` che renda simmetrico
il nucleo centrale del circuito), come mostrato in Figura 4.8.
Figura 4.8: Passaggio dal convertitore di tipo Buck a quello di tipo Boost.
L’implementazione pratica del convertitore elevatore porta alla configurazione
detta Boost, che elimina la capacita` di ingresso, inessenziale al funzionamento del
circuito. La configurazione che si ottiene e` quella riportata in Figura 4.9.
L’induttore e` connesso direttamente alla sorgente in continua e diventa un accu-
mulatore di energia se il tasto e` chiuso sulla massa, un erogatore di energia al carico
quando il tasto e` connesso all’alimentazione.
Si nota che qui il filtro passa-basso LC e` diviso in due parti dall’interruttore,
66
Figura 4.9: Convertitore di tipo Boost ideale: schema circuitale.
miscelando cos`ı le funzioni di commutazione e filtraggio che invece si presentavano
completamente distinte nel convertitore di tipo Buck.
Le equazioni costitutive del circuito del convertitore Boost sono:
L · diL
dt
= −u · Vo + Vin
C · dVo
dt
= −Vo
R
+ iL · u
(4.10)
con u = 1, se il tasto e` in posizione 1; u = 0 se il tasto e` in posizione 0 del circuito
di Figura 4.9.
Figura 4.10: Convertitore di tipo Boost: forme d’onda della tensione e della corrente
sull’induttanza L.
Le forme d’onda di tensione e corrente sull’induttanza L del convertitore Boost
sono riportate in Figura 4.10.
Come per il convertitore di tipo Buck, le forme d’onda della tensione e della
corrente sull’induttore si ripetono periodicamente percio` in un periodo l’integrale
della tensione sull’induttanza deve annullarsi. Quindi, con considerazioni analoghe
a quelle effettuate per il convertitore Buck, e` possibile dimostrare che, nel caso di
componenti ideali privi di perdite, valgono le relazioni seguenti:
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Vo
Vin
=
1
1−D (4.11)
Io
IL
= 1−D (4.12)
con D valore di duty-ratio del convertitore.
L’ondulazione residua sulla tensione di uscita ha espressione data da:
∆Vo ∼= Vin · DTs
(1−D)RC (4.13)
mentre l’espressione dell’ondulazione di corrente sull’induttanza L e`:
∆IL =
Vin
L
DTs (4.14)
dove per ∆IL si intende la variazione di corrente sull’induttanza durante la fase
u = 0, uguale e contraria alla variazione durante la fase u = 1.
Anche in questo caso, come per il convertitore di tipo Buck, il rapporto delle
correnti, e` riferito ai valori medi e non a quelli istantanei.
La realizzazione circuitale del convertitore di tipo Boost con il dispositivo di
commutazione implementato con la coppia BJT-diodo e` riportata nella Figura 4.11.
Figura 4.11: Convertitore di tipo Boost: realizzazione circuitale.
Con questa configurazione circuitale e` possibile solo elevare la tensione di usci-
ta; per essere in grado sia di abbassare che di elevare e` necessario ricorrere alla
configurazione topologica riduttore-elevatore Buck-Boost.
4.3.3 Convertitore Riduttore-Elevatore:
Buck-Boost Converter
Nelle due tipologie di convertitori analizzati in precedenza la tensione di uscita puo`
essere ridotta (convertitore Buck) o elevata (convertitore Boost).
Un convertitore capace di alzare ed abbassare la tensione simultaneamente si puo`
ottenere pensando di connettere in cascata un convertitore di tipo Buck ed uno di tipo
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Boost, la cui configurazione topologica si differenzia dalle precedenti per la diversa
disposizione del componente induttivo.
Figura 4.12: Convertitore di tipo Buck-Boost ideale: schema circuitale.
Lo schema circuitale del Buck-Boost Converter ideale e` riportato in Figura 4.12.
Nel caso di componenti elettrici ideali, privi di resistenze parassite, e` possibile
dimostrare le seguenti relazioni:
Vo
Vin
=
D
1−D
∆Vo = Vin
DTs
RC
∆IL =
Vin
L
DTs
(4.15)
Implementando il tasto con la coppia BJT-diodo si ottiene una delle possibili
realizzazioni circuitali del convertitore Buck-Boost, come quella riportata in Figura
4.13.
Figura 4.13: Convertitore di tipo Buck-Boost: realizzazione circuitale.
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4.4 Considerazioni Generali
Le tre tipologie di convertitori analizzate sino ad ora sono generalmente considerate
”di base”, ossia sono costituite da una differente disposizione dello stesso numero e
dello stesso tipo di componenti. In particolare derivano tutti da una rotazione ciclica
della connessione serie dell’induttanza L e dell’interrutore tra la porta di ingresso e
la porta di uscita.
Si puo` verificare che il guadagno del convertitore di tipo Buck-Boost e` ottenibile
come prodotto tra i guadagni del convertitore Buck e del convertitore Boost: questo
significa che una connessione in cascata tra i due convertitori di base porta ad un
convertitore equivalente al Buck-Boost, ma con l’uso di un numero non minimo di
componenti.
I tre convertitori si comportano in maniera diversa per quanto riguarda la cor-
rente assorbita dall’alimentazione (corrente di ingresso) e la corrente erogata dal
condensatore di uscita.
Solo per il dispositivo Boost la corrente di ingresso ha un andamento conti-
nuativo; per gli altri la corrente e` impulsiva e cio` comporta l’emissione di disturbi
elettromagnetici (EMI: Electro-Magnetic Interference) nello spazio e nella rete di
alimentazione.
D’altra parte solo il convertitore Buck provvede a caricare il condensatore in ma-
niera quasi uniforme. Gli altri forniscono picchi di corrente caratterizzati da un elevato
valore efficace. Cio` comporta una maggiore caduta sulla resistenza equivalente del
condensatore e quindi una maggiore dissipazione di potenza.
Il funzionamento dei convertitori puo` essere di tipo continuo o discontinuo (Conti-
nuous Conduction Mode CCM o Discontinuous Conduction Mode DCM ), a seconda
dell’andamento della corrente nell’induttore. Nel modo di funzionamento continuo
CCM l’interruttore si apre prima che la corrente nell’induttore vada a zero (al tempo
Ts permane dell’energia in L). Nel funzionamento discontinuo DCM la corrente arriva
ad annullarsi completamente durante la fase di scarica della bobina, sicche` questa, nel
periodo successivo, si ricarica partendo ogni volta da zero: questo fatto comporta una
risposta piu` rapida del convertitore alle brusche variazioni della tensione di ingresso
e del carico (transitori), rispetto a quanto avviene nel funzionamento continuo, in
cui e` necessario un certo tempo per adattare alle mutate esigenze esterne la notevole
quantita` di energia immagazzinata nell’induttore.
Inoltre, a causa del piu` elevato ∆IL, nel funzionamento discontinuo il convertitore
necessita di valori di induttanza piu` bassi e quindi di bobine piu` piccole. Per contro
maggiori sono i picchi di corrente nel transistore, nel diodo e nel condensatore.
Le Relazioni 4.2, 4.11 e 4.15, ricavate nei paragrafi precedenti, che legano la ten-
sione d’uscita Vo alla tensione d’ingresso Vin, valide rispettivamente per i converti-
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tori Buck, Boost e Buck-Boost, sono applicabili solo se i convertitori funzionano in
conduzione continua CCM, ossia se la corrente iL e` sempre maggiore di zero.
Nel caso di funzionamento del convertitore in modalita` di conduzione discontinua
DCM, le relazioni di cui sopra non sono piu` valide e la regolazione della tensione di
uscita Vo diviene molto piu` difficile.
4.5 Tipologie degli Schemi di Controllo
Nei vari convertitori lo scopo del controllo e` quello di mantenere la tensione d’uscita Vo
entro una banda di tolleranza accettabile, tipicamente il±1% del valore di riferimento,
a partire da una tensione di ingresso Vin non regolabile ed eventualmente variabile, o
nel caso in cui il carico in uscita subisca variazioni.
In generale i convertitori a commutazione vengono controllati secondo tre tipologie
di schemi:
• controllo ad anello singolo (voltage mode);
• controllo a doppio anello (current mode);
• controllo feed-forward.
La prima tecnica di controllo si basa su uno schema di controllo classico, con un
solo anello di retroazione negativo sulla tensione di uscita Vo, come illustrato in Figura
4.14.
Figura 4.14: Schema di controllo ad anello singolo (o voltage mode).
Il controllo ad anello singolo osserva la tensione di uscita Vo e mediante una rete di
compensazione genera un comando di duty-ratio per mantenere la tensione in uscita
costante, o meglio, mantiene nulla la differenza tra uscita e riferimento.
Si puo` vedere che questo schema di controllo e` molto semplice in quanto per
l’implementazione sono necessari un amplificatore operazionale, per realizzare il com-
pensatore, ed un oscillatore PWM per generare il duty-ratio.
Le prestazioni di questo controllo sono pero` non molto efficienti per la regolazione
delle variazioni di tensione di ingresso. Infatti il controllo e` effettuato retroazionando
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solo su uno stato (la tensione di uscita) mentre gli stati sono due (la tensione in uscita
e la corrente nell’induttanza). La soluzione a questo problema giunge con i controlli
di tipologia a doppio anello current mode.
Il controllo in voltage mode e` in ogni caso meno costoso e puo` risultare suffi-
ciente quando sia garantita una certa stabilita` della tensione di ingresso a monte
dell’alimentatore (ad esempio una tensione proveniente da un altro alimentatore).
Il controllo a doppio anello o in current mode osserva entrambi gli stati dell’a-
limentatore (tensione di uscita e corrente nell’induttore). La misura della tensione
di uscita non presenta particolari problemi. La corrente nell’induttanza viene inve-
ce misurata mediante una piccola resistenza di sense in serie e quindi convertita in
tensione. In base a come viene utilizzata questa misura si hanno due tipi diversi di
controllo in current mode: Peak Current Mode o Averaged Current Mode.
La struttura del controllo e` di tipo gerarchico: e` presente un anello interno mol-
to veloce il cui compito e` di osservare e controllare il livello della corrente, di picco
(peak current mode control) oppure media (average current mode control), attraverso
l’interruttore di potenza o l’induttore di filtro; ed un anello esterno, piu` lento dell’a-
nello interno, che retroazionando la tensione di uscita, imposta, in base all’errore di
tensione, il riferimento per l’anello interno di corrente.
Circuitalmente la compensazione risulta piuttosto semplice (anche se molto piu`
complessa dello schema voltage mode) e consente di raggiungere prestazioni dinamiche
notevoli, inoltre garantisce la protezione in corrente del sistema.
Il problema del peak current mode consiste nell’impossibilita` di ottenere valori di
duty-ratio superiori a 0.5 senza innescare fastidiose oscillazioni subarmoniche. Per
risolvere questi problemi, peggiorando pero` la rapidita` di risposta del dispositivo,
viene utilizzata la tipologia averaged current mode, con un integratore che media il
valore della corrente nell’induttore anziche` utilizzare il suo valore istantaneo.
Esiste un’ultima tecnica di controllo per alimentatori a commutazione, il controllo
di tipo feed-forward, molto usato in passato. Oltre ad osservare la tensione di uscita
si ha anche il monitoraggio della tensione di ingresso. Con questo metodo la suscet-
tibilita` e` molto contenuta e le prestazioni del controllo risultano comparabili a quelle
offerte dal controllo current mode.
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4.6 Tecniche di Modulazione
Come e` noto, il valore medio della tensione in uscita di un convertitore a commuta-
zione e` impostato controllando il tempo di chiusura dell’interruttore, ton, o durata
della conduzione, ed il tempo di apertura toff , o durata dell’interdizione (vedi figura
4.15).
Figura 4.15: Segnale modulato generico.
E´ possibile quindi variare la tensione di uscita mediante varie tecniche di modu-
lazione, fra le quali:
• Modulazione dell’ampiezza degli impulsi (PWM): tale tecnica si realiz-
za mantenendo costante la frequenza di commutazione fs e variando la durata
del periodo di accensione ton (Pulse Width Modulation). Vedi Figura 4.16.
Figura 4.16: Modulazione PWM.
• Modulazione della frequenza degli impulsi (PFM): tale tecnica si rea-
lizza mantenendo costante la durata di accensione ton e variando il periodo Ts
di commutazione (Pulse Frequency Modulation). Vedi Figura 4.17.
• Modulazione del rapporto (PRM): tale tecnica si realizza variando sia
la durata di accensione ton, sia il periodo di commutazione Ts (Pulse Ratio
Modulation). Vedi Figura 4.18.
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Figura 4.17: Modulazione PFM.
Figura 4.18: Modulazione PRM.
La tecnica PFM e` scarsamente impiegata in quanto comporta all’aumentare della
frequenza di pilotaggio degli interruttori perdite di commutazione notevolmente su-
periori rispetto a quelle tipiche per la tecnica PWM. L’ulteriore aspetto sfavorevole
della tecnica PFM sta nella limitata profondita` di regolazione dovuta alla necessaria
restrizione della frequenza fs imposta dalla sensibilita` ai disturbi del dispositivo.
La tecnica piu` nota, invece, e` la modulazione PWM. Nei casi in cui e` necessa-
rio avere la massima escursione possibile per il valore di duty-ratio, tenendo presen-
te le limitazioni di banda dei dispositivi di commutazione, l’uso della modulazione
PWM costringe a lavorare alla minima frequenza di commutazione possibile per il
convertitore.
A parita` di limitazioni sul duty-ratio, la Pulse Ratio Modulation (PRM), rispetto
alla modulazione PWM, consente di lavorare frequenze di commutazione piu` alte.
Questo comporta una notevole riduzione della ondulazione residua sulla tensione di
uscita e migliori prestazioni dinamiche del dispositivo.
Nel prossimo paragrafo verra` presentata la modulazioni ad ampiezza di impulsi PWM
essendo una delle tecniche piu` diffuse per il pilotaggio dei dispositivi di commutazio-
ne nei convertitori DC/DC. Probabilmente tale successo e` dovuto alla sua sempli-
cita` implementativa ed alla facilita` di analisi e modellazione dei dispositivi in cui e`
utilizzata.
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4.6.1 Il Modulatore PWM
Come analizzato precedentemente, il duty-ratio D dell’onda quadra di tensione in-
fluenza direttamente diversi aspetti del funzionamento dei convertitore a commuta-
zione, non ultimo il valore della tensione in uscita.
La tecnica di modulazione che associa un’informazione (in questo caso la tensione
che si vuole ottenere in uscita dal convertitore) alla durata degli impulsi di una onda
quadra a frequenza costante fs e` detto Modulazione ad Ampiezza di Impulsi (Pulse
Width Modulation, PWM ).
La funzione del circuito Modulatore PWM consiste nel generare un valore di duty-
ratio (parametro di controllo del convertitore) proporzionale ad un dato segnale di
riferimento. Il duty-ratio puo` essere generato secondo diverse modalita`, ed in partico-
lare con frequenza fissa oppure variabile. La tendenza e` quella di lavorare il piu` possi-
bile a frequenza fissa in quanto, in questo modo, si riesce ad avere un migliore controllo
dell’inquinamento elettromagnetico prodotto dal dispositivo a commutazione.
L’implementazione circuitale piu` comune di un Modulatore PWM consiste di un
comparatore che esegue un confronto fra un’onda, detta portante, di periodo Ts pari
a quello di commutazione del tasto del convertitore (generalmente un dente di sega
o un onda triangolare), e la tensione di riferimento, detta modulante. L’uscita del
comparatore commuta a livello alto quando l’ampiezza dell’onda triangolare e` minore
della tensione di riferimento assegnata (vedi Figura 4.19).
Figura 4.19: Schema di base di un Modulatore PWM.
Variando l’ampiezza della modulante Vc fra zero ed il valore di picco della portante
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Vs, il duty-ratio dell’onda quadra varia fra 0 ed 1 linearmente con Vc. E’ possibile
quindi scrivere che:
D =
Vc
Vs
(4.16)
Il Modulatore PWM, ai fini della determinazione di una funzione di guadagno di
anello per il calcolo di una legge di controllo del sistema, puo` essere visto come un
blocco che, accettando in ingresso un valore di tensione, variabile, ad esempio, tra 0
e una tensione di fondo scala pari alla VPWM , e confrontandolo con una rampa tra
i medesimi valori, fornisce in uscita un valore (duty-ratio) compreso tra 0 e 1. Tale
apparato si comporta quindi come un amplificatore lineare con guadagno costante, la
cui funzione di trasferimento puo` essere scritta come:
GPWM(s) =
1
VPWM
(4.17)
Il Modulatore PWM presenta, altres`ı, un ritardo intrinseco nell’attuazione di un
comando, derivante dal fatto che una variazione del segnale modulante si ripercuote
sull’uscita solo quando questo interseca la portante; volendo porsi in una condizione
di caso peggiore, questo ritardo deve essere preso in considerazione con un valore pari
al periodo di commutazione Ts. Per questo motivo si deve modificare la equazione
caratteristica del dispositivo (Equazione 4.17) nella forma seguente:
GPWM(s) =
1
VPWM
· eTs·s (4.18)
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Capitolo 5
Modellazione
di Convertitori Buck
5.1 Introduzione
Il progetto del sistema di controllo e monitoraggio per un convertitore a commuta-
zione necessita di un modello matematico che riproduca il piu` fedelmente possibile il
comportamento del dispositivo reale, almeno in un intervallo di frequenze fissato e in
un intorno del punto di lavoro in cui si desidera operare.
A causa della presenza del tasto di commutazione (realizzato mediante un diodo
piu` transistore), i convertitori a commutazione sono dispositivi intrinsecamente non
lineari.
Solitamente, per potere applicare le tecniche classiche dei controlli automatici, si
preferisce ricondursi ad un modello lineare operando una linearizzazione per piccoli
valori intorno ad un punto di lavoro desiderato (small-signals model). In tal senso,
le tecniche piu` usate per la modellazione dei convertitori DC-DC sono la tecnica di
media nello spazio di stato, State-Space Averaging, (Middelbrook, Cuk 1976, [23]), e
quella di media sugli interruttori, Averaged Switch Model, (Vorperian, 1989, [24]).
Sia la tecnica di media nel tempo nello spazio di stato SSA che quella di media
sugli interruttori ASM individuano per via analitica un modello medio lineare di un
generico convertitore.
Di seguito e` illustrato brevemente l’approccio di media nello spazio di stato, i cui
risultati sono presi come base per gli scopi di monitoraggio e valutazione proprosti.
Naturalmente l’identificazione accurata di un convertitore, ma piu` in generale di
un qualsiasi sistema reale, non puo` limitarsi al modello ottenuto per via analitica. La
Modellazione e`, infatti, solo il primo passo del processo di identificazione di un siste-
ma. L’Identificazione propriamente detta, ovvero l’identificazione dei parametri del
modello ottenuto con la modellazione, deve avvenire sulla base di misure sperimentali
degli ingressi e delle uscite del sistema. Tra le tecniche di identificazione sperimentale
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c’e` quella delle Funzioni Modulanti che verra` descritta in seguito e che sara` utilizzata
per identificare un singolo convertitore a commutazione di tipo Buck.
In realta`, come sara` chiarito nel proseguo, applicheremo tale tecnica utilizzando,
in sostituzione delle misure sperimentali, i dati ottenuti da circuiti simulati al cal-
colatore. Viene per questo, riportata in questa sezione, anche una breve descrizione
dell’implementazione Simulink del modello switching del convertitore in studio, con
una descrizione dei blocchi fondamentali che lo costituiscono.
Il presente capitolo termina poi con l’analisi dei modelli ricavati per il sistema
convertitore a commutazione di tipo Buck, con particolare riferimento all’ambito di
interesse specifico nel monitoraggio del punto di lavoro del sistema.
5.2 State-Space Averaging (SSA)
La tensione di uscita dei convertitori di potenza viene di solito regolata affinche` si
assesti ad un valore nominale, con una piccola variazione percentuale (±1%). Questo
si realizza con un controllo ad anello chiuso sulla tensione d’uscita Vo, dove quest’ul-
tima e` confrontata con il valore di riferimento VRIF e l’errore e` usato per generare
il corretto valore dela tensione di controllo Vc e quindi di duty-ratio d in ingresso al
Modulatore PWM, come riportato in Figura 5.1.
Figura 5.1: Schema circuitale di un convertitore a commutazione controllato.
Se si considera il convertitore come un dispositivo lineare, il controllore viene
determinato applicando la teoria classica del controllo, con i diagrammi di Nyquist
e di Bode. Diviene quindi molto utile disporre di una metodologia che permetta in
qualche maniera di avere i modelli lineari dei dispositivi di potenza.
Poiche´ i convertitori sono dispositivi fortemente non lineari, i modelli dipendono
dal punto di lavoro scelto e sono validi solo per piccole variazioni dei segnali rispetto
al valore di regime determinato dal punto di lavoro (small-signals model).
I metodi che sono usati per la determinazione dei modelli sono:
• la tecnica di media nel tempo delle equazioni che descrivono i circuiti nello spazio
di stato, proposta da R.D. Middlebrook, S. Cuk (Middelbrook, Cuk 1976, [23])
alla fine degli anni ’70, detta State-Space Averaging, SSA.
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• la tecnica proposta da V. Vorperian (Vorperian, 1989, [24]) che propone un
modello lineare che comprende il modulatore PWM, il transistore e il dio-
do, riuscendo nel linearizzare l’interruttore del circuito; tecnica di media sugli
interruttori o Averaged Switch Model, SSM.
R.D. Middlebrook e S. Cuk, alla fine degli anni ’70, hanno sviluppato una tec-
nica che permette di ottenere il modello medio per piccoli segnali di un qualunque
convertitore DC-DC.
Si consideri un convertitore in conduzione continua (modo di funzionamento con-
tinuo CCM) che abbia un unico tasto, chiuso nell’intervallo temporale dTS, e aperto
nell’intervallo d′TS, con d′ = 1−d; quando l’interruttore commuta, il convertitore pas-
sa da una configurazione circuitale descritta dal sistema (Landi, 1996, [22], Mohan,
1995, [21]): {
x′ = A1x+B1u
y1 = C1x
(5.1)
con u = Vin durante dTs, ad un’altra descritta da:{
x′ = A2x+B2u
y2 = C2x
(5.2)
nell’intervallo d′Ts.
Le equazioni possono essere mediate nel tempo per ottenere un unico sistema
lineare, ovvero: {
x′ = Ax+Bu
y = Cx
(5.3)
con 
A = A1d+ A2d
′
B = B1d+B2d
′
C = C1d+ C2d
′
(5.4)
Per ottenere un sistema lineare equivalente, valido solo se d = D = costante,
che modelli la dinamica del sistema vero per piccole variazioni di d, si scrivano le
equazioni considerando che:
d = D + dˆ
x = X + xˆ
y = Y + yˆ
u = U = Vin
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dove le lettere maiuscole indicano valori di regime e quelle con ˆ indicano piccole
variazioni attorno a tali valori. Il sistema che si ottiene e`:{
xˆ′ = AX +BU + Axˆ+ [(A1 − A2) · (X + xˆ) + (B1 −B2)U ] dˆ
Y + yˆ = C(X + xˆ) + (C1 − C2) · (X + xˆ)dˆ
(5.5)
Trascurando i termini del secondo ordine e le perturbazioni rispetto ai valori di
regime, si ottiene un modello valido solo a regime di tipo:{
X = −A−1BVin
Y = CX
(5.6)
Da qui si ricava il guadagno statico, ovvero il rapporto fra la tensione d’ingresso
e quella di uscita:
Vo
Vin
= −CA−1B (5.7)
Se invece si trascurano i valori di regime e i termini del secondo ordine si ottiene
il modello del sistema per piccoli segnali:{
xˆ′ = Axˆ+ [(A1 − A2)X + (B1 −B2)U ] dˆ
yˆ = Cxˆ+ (C1 − C2)Xdˆ
(5.8)
Da quest’ultimo modello si ottiene facilmente la funzione di trasferimento del
circuito equivalente per piccole variazioni di d:
Tp(s) =
yˆ(s)
dˆ(s)
= C(sI − A)−1 [(A1 − A2)X + (B1 −B2)Vin] + (C1 − C2)X (5.9)
5.2.1 Applicazione del Metodo SSA
al Convertitore Buck Ideale
Di seguito sono riportati il guadagno statico e il modello medio del convertitore a
commutazione di tipo Buck ottenuto con la tecnica di media nel tempo delle equazioni
che descrivono il circuito nello spazio di stato State-Space Averaging SSA, nell’ipotesi
di trascurare le componenti resistive parassite sui vari elementi circuitali.
Gp(s) = Vin · 1
LCs2 + L
R
s+ 1
Vo
Vin
= D
(5.10)
Si osserva che i parametri del modello dipendono, oltre che dai componenti reattivi
del dispositivo, dal punto di lavoro, individuato dal valore del duty-ratio D.
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5.3 Modello Medio Lineare
con Resistenze Parassite
Gli elementi resistivi parassiti sono determinanti per la dinamica della risposta del
convertitore di potenza. Di conseguenza i parametri del modello medio possono
variare sensibilmente rispetto a quelli riportati nella Equazione 5.10.
Volendo mettere in evidenza la relazione che sussiste tra il modello medio reale
e quello, in seguito, identificato con la tecnica delle funzioni modulanti, si rende
necessario applicare nuovamente il Metodo State-Space Averaging SSA considerando
i circuiti con le resistenze parassite, in modo da trovare delle espressioni per le funzioni
di trasferimento che siano o corrette in ogni caso, oppure semplificate sotto condizioni
chiaramente note.
E’ opportuno notare che le resistenze parassite hanno valori in genere piccoli e
difficilmente individuabili in maniera precisa.
Le loro variazioni dipendono da molteplici fattori fra cui il punto di lavoro, la
temperatura, la frequenza. Per questo motivo e` utile avere un modello che condensi
in pochi parametri la dipendenza dagli elementi parassiti.
5.3.1 Applicazione del Metodo SSA
al Convertitore Buck con Resistenze Parassite
Considerando il convertitore Buck con resistenze parassite nella configurazione con il
transitore in conduzione, come mostrato in Figura 5.2, le equazioni che descrivono il
circuito sono date da:
Figura 5.2: Convertitore Buck con resistenze parassite e switch on.

Vin = Lx
′
1 + (rt+ rl)x1 +R(x1 − Cx′2)
x2 + rcCx
′
2 = R(x1 − Cx′2)
y = x2 + rcCx
′
2
(5.11)
Il sistema, nello spazio di stato, diventa:
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[
x′1
x′2
]
=
[
−R·rc+R·rl+R·rt+rc·rl
L(R+rc)
− R
L(R+rc)
R
C(R+rc)
− 1
C(R+rc)
][
x1
x2
]
+
[
1
L
0
]
Vin (5.12)
y =
[
R·rc
R+rc
R
R+rc
] [ x1
x2
]
(5.13)
Considerando che solitamente vale la condizione rc << R, le matrici risultanti
sono date dalle seguenti espressioni:
A1 =
[
− rc+rl+rt
L
− 1
L
1
C
− 1
RC
]
B1 =
[
1
L
0
]
C1 = [rc 1] (5.14)
Se consideriamo il transistore in interdizione, il convertitore assume la configura-
zione circuitale di Figura 5.3.
Figura 5.3: Convertitore Buck con resistenze parassite e switch off .
In questo caso le equazioni che descrivono il circuito sono:
Lx′1 + (rl + rd)x1 +R(x1 − Cx′2) = 0
x2 + rcCx
′
2 = R(x1 − Cx′2)
y = x2 + rcCx
′
2
(5.15)
Il sistema nello spazio di stato e` quindi dato da:[
x′1
x′2
]
=
[
−R·rc+R·rl+R·rd+rc·rl
L(R+rc)
− R
L(R+rc)
R
C(R+rc)
− 1
C(R+rc)
][
x1
x2
]
(5.16)
y =
[
R·rc
R+rc
R
R+rc
] [ x1
x2
]
(5.17)
Considerando che, come fatto in precedenza, in stato di conduzione del transistore
solitamente e` rc << R, le matrici risultanti per questa configurazione circuitale hanno
espressione data da:
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A2 =
[
− rc+rl+rd
L
− 1
L
1
C
− 1
RC
]
B2 = [0] C2 = [rc 1] (5.18)
Applicando la procedura di media nel tempo delle equazioni che descrivono il
circuito nello spazio di stato SSA, descritta precedentemente, si ottengono le seguenti
espressioni medie:
A =
[
− rc+rl+rt·D+rd·D′
L
− 1
L
1
C
− 1
RC
]
(5.19)
B =
[
D
L
0
]
(5.20)
C = C1 = C2 (5.21)
A1 − A2 =
[
− rt−rd
L
0
0 0
]
(5.22)
Definendo il parametro ξ, che tiene conto delle componenti parassite equivalenti,
come:
ξ =
rc+ rl + rt ·D + rd ·D′
R
(5.23)
la matrice A diventa:
A =
[
− ξR
L
− 1
L
1
C
− 1
RC
]
(5.24)
La condizione di regime, data dalla Equazione 5.6, e` quindi espressa dalla relazio-
ne:
X = −
[
− 1
RC
1
L
− 1
C
− ξR
L
][
D
L
0
]
· Vin
1+ξ
LC
=
Vin
1 + ξ
[
D
R
D
]
(5.25)
Dato che:
(sI − A)−1 =
[
s+ ξR
L
1
L
− 1
C
s+ 1
RC
]−1
=
1
s2 +
(
ξR
L
+ 1
RC
)
s+ 1+ξ
LC
·
[
s+ 1
RC
− 1
L
1
C
s+ ξR
L
] (5.26)
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la funzione di trasferimento complessiva risulta:
G(s) = C(sI − A)−1 [(A1 − A2)X + (B1 −B2)Vin]
= Vin ·
(1 + Crc · s)
(
1 + ξ − D(rt−rd)
R
)
LC
1+ξ
s2 + 1
1+ξ
(
L
R
+RCξ
)
s+ 1
(5.27)
Definendo il parametro δ come:
δ = ξ − D(rt− rd)
R
(5.28)
il modello medio del convertitore a commutazione di tipo Buck, non trascurando
le componenti parassite, ha la seguente espressione:
G(s) = Vin · (1 + Crc · s)(1 + δ)LC
1+ξ
s2 + 1
1+ξ
(
L
R
+RCξ
)
s+ 1
(5.29)
Poiche` i parametri introdotti ξ e δ sono rapporti fra resistenze parassite e il carico,
se il carico di alimentazione R e` ragionevolmente elevato (almeno dieci volte piu` grande
degli elementi parassiti), tali parametri possono essere trascurati rispetto all’unita`.
In queste condizioni la Equazione 5.29 viene a coincidere con la Equazione 5.10 che
rappresenta il modello medio del convertitore Buck nel caso ideale.
Un inconveniente fondamentale dei parametri ξ e δ introdotti e` la loro dipendenza
dal punto di lavoro, cioe` dal duty-ratio D, e questo li rende difficilmente identificabili.
5.4 Modello Switching del Convertitore Buck:
Implementazione Simulink
Il modello switching del convertitore di tipo Buck utilizzato per effettuare le varie
simulazioni e` riportato in Figura 5.4.
Per implementare il convertitore e` stato utilizzato il software Matlab Ver. 7.0 della
The Mathworks, Inc., con il toolbox Simulink Ver. 6.0 e la libreria SimPowerSystems.
Dalla figura e` possibile vedere il modello del convertitore Buck alimentato con
una tensione continua Vin e attivato da un segnale di commutazione s derivante dal
Modulatore PWM, la la cui implementazione Simulink e` riportata in Figura 5.11.
La frequenza di commutazione del Modulatore PWM e` assunta essere pari a
20kHz.
E’ possibile notare le resistenze serie equivalenti parassite dell’induttanza rl e della
capacita` rc e dei dispositivi di commutazione.
Per quanto riguarda l’elemento di commutazione tasto, denominato in Figura 5.5
con Ideal Switch, e` stato considerato il blocco Ideal Switch della libreria SimPower-
Systems, che non corrisponde ad un dispositivo fisico in particolare. Esso e` usato
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Figura 5.4: Implementazione Simulink del convertitore Buck.
con una logica di commutazione appropriata, e puo` essere quindi considerato come
rappresentativo di un dispositivo a semiconduttore appropriato, come un transistore
BJT o MOSFET. Il tasto e` simulato come un resistore Ron in serie allo switch con-
trollato da un segnale logico di gate g (vedi schema logico dispositivo riportato in
Figura 5.6).
Figura 5.5: Blocco Simulink dell’elemento di commutazione tasto.
Figura 5.6: Schema logico del dispositivo di commutazione tasto.
Il blocco Ideal Switch di Simulink commuta in posizione on quando e` presente
sull’ingresso del gate g un segnale positivo, commuta in posizione off quando il segnale
di gate e` nullo.
Il blocco considerato contiene anche, un circuito RsCs serie di snubber, che e`
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connesso in parallelo con il tasto ideale tra i nodi 1 e 2 (vedi Figura 5.6), per limitare
le sovratensioni e correnti a cui e` sottoposto il dispositivo stesso.
Nelle simulazioni usate in questo lavoro i parametri per il dispositivo in questione
assumo i valori riportati nella Figura 5.7.
Figura 5.7: Parametri implementazione Simulink dell’elemento di commutazione
Ideal Switch.
Il diodo utilizzato per completare l’implementazione dell’elemento di commuta-
zione del convertitore, riportato in Figura 5.8, e` la realizzazione di un dispositivo a
semiconduttore controllato dalla sua tensione Vak e corrente Iak. Quando il diodo e`
polarizzato direttamente (Vak > 0), inizia a condurre quando la sua tensione di soglia
Vf e` superata. Esso si interdice quando la corrente che fluisce nel dispositivo diviene
nulla. Quando il diodo e` polarizzato inversamente (Vak < 0) esso rimane nello stato
di interdizione. A questo proposito si veda la Figura 5.9.
Figura 5.8: Blocco Simulink dell’elemento di commutazione diodo.
Anche per questo componente e` implementato un circuito serie RsCs di snubber,
connesso in parallelo al dispositivo stesso, per limitare le sovracorrenti e sovratensioni
che possono danneggiarlo.
I parametri utilizzati per il dispositivo in questione nelle simulazioni effettuate al
calcolatore hanno i valori riportati nella Figura 5.10.
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Figura 5.9: Schema logico del dispositivo diodo.
Figura 5.10: Parametri implementazione Simulink dell’elemento Diode.
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E’ opportuno sottolineare che, per la presenza di tutti questi elementi parassiti, al
diminuire del carico, aumenta la corrente erogata e, di conseguenza, le perdite sugli
elementi parassiti stesse causano una diminuzione della tensione di uscita.
Nel dimensionamento dei componenti circuitali caratteristici del dispositivo di
commutazione e` stato tenuto conto delle possibili variazioni del carico e della tensione
di uscita all’interno di un determinato intervallo di valori nominali.
La resistena di carico R del convertitore, supposta variabile, assumera` i valori di
4Ω, 6Ω e 8Ω.
In tutti i casi esaminati in seguito il convertitore funziona in modo continuo CCM1,
nonostante le variazioni di carico imposte.
Per completezza viene riportato di seguito lo schema circuitale, implementato sem-
pre in Simulink, del blocco Modulatore PWM (Figura 5.11 e Figura 5.12), realizzato
secondo quanto riportato nel Capitolo 4, Paragrafo 6, ”Tecniche di Modulazione”,
e il blocco Modulatore PWM+blocco Buck Converter (Figura 5.13) interconnessi
utilizzati come elemento ”unico” nelle simulazioni di questo lavoro.
Figura 5.11: Blocco Simulink Modulatore PWM.
Figura 5.12: Implementazione blocco Simulink Modulatore PWM.
1La corrente nell’induttore L del convertitore di potenza non si annulla mai durante il periodo
del ciclo di commutazione del tasto.
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Figura 5.13: Blocchi Simulink Modulatore PWM e convertitore Buck interconnessi.
5.5 Analisi del Modello Medio Lineare
del Convertitore Buck
La funzione di trasferimento del modello medio lineare di un convertitore di tipo Buck,
ricavata con la Tecnica State-Space Averaging SSA nel caso ideale, in base a quan-
to esposto nei paragrafi precedenti, ha espressione data dall’Equazione 5.10, mentre
considerando le componenti parassite e` data dalla Equazione 5.29. Tali espressioni
sono di seguito riportate per comodita`.
Modello Ideale:
Gp(s) = Vin · 1
LCs2 + L
R
s+ 1
(5.30)
Modello con Resistenze Parassite:
G(s) = Vin · (1 + Crc · s)(1 + δ)LC
1+ξ
s2 + 1
1+ξ
(
L
R
+RCξ
)
s+ 1
(5.31)
con δ pari ad:
δ = ξ − D(rt− rd)
R
e ξ dato da:
ξ =
rc+ rl + rt ·D + rd ·D′
R
Dall’analisi di entrambe le funzioni di trasferimento (rappresentanti il caso ideale
e quello in cui sono tenute di conto le componenti parassite) si osserva come il con-
vertitore funzionante in modo continuo CCM (modo di funzionamento in cui il valore
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della corrente nell’induttore L non si annulla mai) sia caratterizzato da una dinamica
del secondo ordine, decisa dal filtro di uscita costituito dal gruppo LRC.
I poli dominanti risultano a smorzamento variabile a seconda del valore assunto
dalla resistenza di carico R e, nel caso ideale, la loro frequenza e` fissa ed indipendente
dal valore resistivo assunto dal carico stesso.
Sempre dall’analisi delle funzioni di trasferimento dei modelli medi del dispositivo
Buck, si nota che una variazione dei parametri circuitali comporta una variazione dei
poli del processo a ciclo aperto, mentre, una variazione della tensione di alimentazione
comporta una variazione del guadagno del processo sempre a ciclo aperto.
L’analisi dinamica del convertitore di tipo Buck funzionante in modalita` discon-
tinua DCM (la corrente nell’induttore assume il valore nullo per un certo periodo di
tempo nel ciclo di commutazione dell’interruttore) rivela sempre una dinamica domi-
nante del secondo ordine, ma in questo caso la frequenza dei poli dipende dal valore
resistivo R assunto dal carico. Questo caso, non e` preso in considerazione in questo
lavoro.
5.6 Analisi del Modello Switching
del Convertitore Buck Implementato
in Simulink
E’ opportuno ricordare che in questo modello, riportato in Figura 5.4, a causa delle
commutazioni dell’elemento di switch, presenta sulla tensione di uscita una certa
ondulazione residua (ripple), cosa non presente nel modello medio lineare dello stesso.
L’ondulazione residua presente in uscita puo` quindi essere considerato a tutti gli effetti
”rumore”, di cui e` necessario tenere in considerazione.
Per il buon funzionamento del sistema occorre ridurre l’effetto di questa ondula-
zione sulle stime dei parametri caratteristici effettuate, riducendone l’effetto mediante
l’utilizzo di filtri di tipo passa-basso, con frequenza di taglio inferiore alla frequenza
di commutazione sui segnali di misura, oppure, mediante l’utilizzo di dispositivi non
lineari di tipo rele`, con isteresi di ampiezza opportuna.
Conseguenza evidente pero` di entrambe le soluzioni e` una loro influenza negativa
sulla precisione della stima.
Nonostante questo, nel presente lavoro sara` utilizzata la seconda soluzione, quella
relativa all’uso di una non linearita` di tipo rele` dotata di isteresi.
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5.7 Ambito di Interesse
nel Monitoraggio del Sistema
In base alle considerazioni fatte nei paragrafi precedenti l’idea base e` quella di utiliz-
zare questa ”sorta” di separazione tra gli effetti della tensione di alimentazione Vin e
dei parametri circuitali sul sistema, in modo da capire, analizzando alcune proprita`
caratteristiche dello stesso, il suo stato di funzionamento mediante monitoraggio.
Per il modello switching del dispositivo di potenza, a causa delle commutazioni del
tasto, e` necessario tenere in considerazione gli effetti dell’ondulazione residua presenti
sulla tensione di uscita dello stesso, cercando di ridurne gli effetti mediante l’utilizzo
di una non linearita` con isteresi.
Come riportato nelle sezioni precedenti, e` stato dimostrato che una variazione
della tensione di alimentazione del convertitore comporta una variazione del guada-
gno della funzione di trasferimento del convertitore. La tensione di alimentazione
di un convertitore puo` essere ritenuta nota, o comunque di facile determinazione,
quindi intervenire in base a sue possibili variazioni non presenta particolari problemi,
utilizzando ad esempio schemi di controllo del tipo Feed-Forward.
La Tecnica Feed-Forward e` una particolare tecnica di controllo che permette di
perseguire due importanti obbiettivi:
• migliorare l’inseguimento del riferimento;
• aumentare la reiezione ai disturbi agenti sul sistema.
In effetti sarebbe piu` corretto dire che esistono due differenti tecniche per ognuno
degli obbiettivi appena esposti, ma i nomi di queste tecniche coincidono. Caratteri-
stica comune di entrambe le tecniche e` pero` quella di riuscire ad anticipare l’azione di
controllo, in modo da dare una risposta repentina all’applicazione di una variazione
del riferimento o all’insorgere di un suo disturbo.
Il presupposto fondamentale per potere utilizzare la Tecnica Feed-Forward per
la reiezione dei disturbi o per inseguire variazione del riferimento e` che questi siano
misurabili (come nel caso in esame della variazione della tensione di alimentazione nei
dispositivi di potenza) e che si conosca la dinamica dei loro effetti sull’uscita mediante
un modello del sistema.
Al di la` dei problemi realizzativi, la Tecnica Feed-Forward non e` un tipo di con-
trollo troppo oneroso poiche´ spesse volte il disturbo e` in realta` una variabile ausi-
liaria molto importante per un’altra catena dell’impianto e quindi viene comunque
monitorata a parte con sistemi dedicati.
Per quanto riguarda variazioni della resistenza di carico e` stato visto che queste
modificano la funzione di trasferimento del modello medio del convertitore di tipo
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Buck, rendendo quindi possibile effettuare una sorta di rilevazione dei guasti (Fault
Detection And Isolation) del sistema o quanto meno valutare mediante un monito-
raggio di alcune grandezze caratteristiche di misura del sistema stesso se il carico
alimentato subisce variazioni parametriche.
Questo e` molto importante, in quanto una variazione di carico comporta una
desintonizzazione del controllore esistente e quindi prestazioni scadenti dell’anello
di controllo. Inoltre, nella maggior parte dei sistemi commerciali di convertitori a
commutazione, implementati allo stato solido, la determinazione di una variazione di
carico ottenuta per misura diretta della resistenza stessa non e` possibile, in quanto,
generalmente, il componente non e` fisicamente accessibile. Inoltre, qualora anche
lo fosse, in una ottica di avere un metodo di inspezione il meno invasivo possibile,
e` di particolare interesse riuscire a determinare le sue possibili variazioni solamente
monitorando grandezze di misura facilmente disponibili, come ad esempio la tensione
di uscita del dispositivo di potenza stesso.
Risulta pertanto chiaro come, in questo ambito, sia necessario uno studio che
lega le grandezze caratteristiche di un sistema, come la pulsazione critica ed il suo
guadagno critico, determinate dall’analisi delle variabili di misura del processo, ad
una variazione di un suo parametro circuitale. In questo lavoro di tesi e` stato preso
in esame lo studio della relazione tra la pulsazione caratteristica e la resistenza di
carico in un convertitore di tipo Buck, mediante l’analisi della grandezza di misura
del processo tensione di uscita dell’alimentatore stesso.
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Capitolo 6
Analisi del Convertitore
6.1 Introduzione
Per la taratura dei parametri dei regolatori di tipo PI/PID e` necessario conoscere un
modello del processo, al fine di applicare uno dei metodi di sintesi conosciuta.
Spesso la funzione di trasferimento del processo da controllare non e` disponibile,
oppure puo` cambiare in modo non predicibile: e` dunque necessario ricavare un model-
lo ”istantaneo” del processo, in modo da poter ricavare i parametri di predisposizione
opportuni del controllore di tipo PI/PID.
In questo capitolo viene presentato il convertitore a commutazione di tipo Buck uti-
lizzato come caso di studio per l’applicazione delle tecniche di identificazione dei
parametri caratteristici del sistema. Tali tecniche si basano sulla retroazione del pro-
cesso con una non linearita`, generalmente di tipo rele`, al fine di monitorare il suo
stato di funzionamento.
Verranno di seguito presentate la configurazione del sistema utilizzato, la sua risposta
in anello aperto e chiuso mediante retroazione con un controllore, volutamente non
robusto alle variazioni di carico, ma necessario per annullare l’errore di regime del
sistema.
6.2 Configurazione del Sistema in Esame
La Relazione 5.29, di seguito riportata per comodita`, rappresenta la funzione di tra-
sferimento complessiva del modello medio (lineare) del convertitore Buck in presenza
di componenti parassiti (resistenza serie equivalente dell’induttore e del condensatore,
e resistenze parassite dell’elemento di commutazione).
G(s) = Vin · (1 + Crc · s)(1 + δ)LC
1+ξ
s2 + 1
1+ξ
(
L
R
+RCξ
)
s+ 1
(6.1)
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ξ =
rc+ rl + rt ·D + rd ·D′
R
(6.2)
δ = ξ − D(rt− rd)
R
(6.3)
I parametri ξ e δ sono rapporti fra resistenze parassite ed il carico R, e dipendono
dal punto di lavoro del convertitore, cioe` dal duty-ratio D.
La configurazione del convertitore in analisi prevede che la tensione di alimenta-
zione sia una tensione di linea continua Vin = 24V e che sia attivato con una frequenza
di commutazione fs = 20kHz. La tensione di uscita Vo richiesta e` di 12V .
Nel dimensionamento dei componenti circuitali e` tenuto conto anche della possibile
variazione della resistenza di carico R e, conseguentemente, della tensione di uscita,
all’interno di un determinato intervallo di valori.
Il circuito e` stato dimensionato per lavorare sempre in modo di funzionamento
continuo CCM, ovvero con corrente nell’induttore sempre diversa da zero.
Per le successive analisi i valori della resistenza di carico considerati di riferimento
sono assunti pari a R = 4Ω, R = 6Ω e R = 8Ω.
Il punto di lavoro, fissato sulla base del funzionamento attuale del convertitore,
risulta pertanto il seguente (Tabella 6.1):
Vin Vo duty-ratio
24V 12V D = 0.5
Tabella 6.1: Punto di lavoro convertitore Buck.
Per gli altri parametri circuitali costituenti il dispositivo i valori nominali sono
riportati in Tabella 6.2 seguente.
C 470µF
rc 0.1Ω
L 0.94mH
rl 0.258Ω
rt 0.01Ω
rd 0.01Ω
Tabella 6.2: Parametri nominali componenti convertitore Buck.
Poiche` la resistenza di carico R assume valori differenti, varia anche la funzione
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di trasferimento che descrive il modello medio del sistema, secondo quanto espresso
dalla Equazione 6.1.
I sistemi con resistenza di carico R = 4Ω, R = 6Ω e R = 8Ω di riferimento sono
descritti dalle seguenti funzione di trasferimento, ricavate in ambiente Matlab:
G4(s) =
0.001232s+ 26.21
4.046e− 007s2 + 0.0003736s+ 1 (6.4)
G6(s) =
0.001197s+ 25.47
4.163e− 007s2 + 0.0003106s+ 1 (6.5)
G8(s) =
0.001180s+ 25.10
4.224e− 007s2 + 0.0002777s+ 1 (6.6)
E’ opportuno, prima di proseguire, studiare le caratteristiche dei rapporti ingresso-
uscita delle funzioni di trasferimento ricavate mediante la risposta al gradino in anello
aperto.
6.3 Risposta al Gradino in Anello Aperto
del Modello Medio Lineare e Switching
La risposta al gradino in anello aperto del modello medio del convertitore Buck per
le resistenze di carico di interesse e` riportata in Figura 6.1.
Figura 6.1: Risposta al gradino del modello medio del convertitore Buck per valori di
resistenza di carico di 4Ω, 6Ω e 8Ω.
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Come e` evidente anche dal particolare di Figura 6.2, il sistema in anello aperto, per
tutte le configurazioni di resistenza di carico analizzate, presenta delle sovrelongazioni
(overshoot) non accettabili.
Figura 6.2: Sovraelongazioni presenti alla risposta al gradino del modello medio del
convertitore di tipo Buck per valori di resistenza di carico di 4Ω, 6Ω e 8Ω.
In Figura 6.3 e` riportata la risposta ad un gradino di ampiezza ∆d = +0.05 del
modello switching del convertitore, per i valori di riferimento della resistenza di carico.
Il punto di lavoro considerato e` d = 0.5, la frequenza di commutazione e` fs = 20 kHz
ed in tutti i casi il convertitore funziona in modalita` continua CCM.
Per questo modello e` evidente la presenza di una ondulazione sulla tensione di
uscita del convertitore dovuta alle commutazioni dell’elemento di switch. In Figura
6.4 e` riportato un particolare di tale ondulazione residua presente sulla tensione V o
di uscita del convertitore di potenza con carico R = 8Ω. Si noti come l’ampiezza di
tale ondulazione sia circa l’1% del valore di riferimento (pari a 12V ) imposto.
Il modello switching del convertitore utilizzato comprende anche le resistenze pa-
rassite dell’induttanza e della capacita` e dei dispositivi di commutazione. Per questo
motivo, al diminuire del carico, aumenta la corrente erogata e, di conseguenza, au-
mentano le perdite sugli elementi parassiti che causano una diminuzione della tensione
di uscita.
Anche per questo modello, in configurazione ad anello aperto, sono presenti so-
vraelongazioni non accettabili. E’ necessario introdurre un opportuno controllore che
minimizzi tali sovraelongazioni e che fornisca un errore a regime nullo per il sistema
chiuso in retroazione sullo stesso (closed loop).
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Figura 6.3: Risposta al gradino, a ciclo aperto, del modello switching del convertitore
Buck per resistenze di carico di 4Ω, 6Ω e 8Ω.
Figura 6.4: Ondulazione residua sulla tensione di uscita del convertitore Buck con
carico R = 8Ω e riferimento imposto di 12V .
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6.4 Scelta del Controllore
Il sistema convertitore Buck, per limitare l’ampiezza delle sue sovraelongazioni, deve
essere chiuso in retroazione con un controllore. Il controllore e` stato scelto di tipo
PI (ad azione Proporzionale-Integrale), ovvero di tipo 1, per garantire a regime un
errore di offset nullo.
E’ stato dimensionato in modo da rendere il sistema globale in anello chiuso sta-
bile per qualsiasi valore della resistenza di carico utilizzato per le nostre analisi,
ma dimensionato in modo da rendere non molto robusto il sistema stesso alle sue
variazioni.
La funzione di trasferimento del controllore di tipo PI scelto e` data dalla Equazione
6.7 seguente.
C(s) =
0.02025s+ 20.25
s
(6.7)
Nel paragrafo successivo sono analizzate le risposte dei due modelli del convertitore
Buck analizzati chiusi in retroazione con il controllore scelto.
6.5 Risposta al Gradino in Anello Chiuso
del Modello Medio Lineare e Switching
Analiticamente la relazione della funzione di trasferimento in anello chiuso del pro-
cesso convertitore Buck-controllore e` data dalla seguente espressione:
P (s) =
G(s) · C(s)
(1 +G(s) · C(s)) (6.8)
dove e` indicato con G(s) la funzione di trasferimento del convertitore, e con C(s)
quella del controllore.
Utilizzando le funzioni di trasferimento note per i convertitori in esame (Equazioni
6.4, 6.5 e 6.6) e quella del controllore (Equazione 6.7), otteniamo, per i vari carichi
in esame, le relazioni seguenti:
P4(s) =
1.009e− 011s5 + 2.341e− 007s4 + 0.0004472s3 + 0.7539s2 + 530.7s
1.637e− 013s6 + 3.124e− 010s5 + 1.183e− 006s4 + 0.001194s3 + 1.754s2 + 530.7s
P6(s) =
1.009e− 011s5 + 2.323e− 007s4 + 0.0004067s3 + 0.7002s2 + 515.8s
1.733e− 013s6 + 2.687e− 010s5 + 1.161e− 006s4 + 0.001028s3 + 1.7s2 + 515.8s
P8(s) =
1.009e− 011s5 + 2.314e− 007s4 + 0.0003864s3 + 0.6734s2 + 508.4s
1.784e− 013s6 + 2.447e− 010s5 + 1.153e− 006s4 + 0.0009418s3 + 1.673s2 + 508.4s
(6.9)
98
dove e` stato indicato con Pi(s) il processo relativo al convertitore con carico i-
esimo.
La risposta al gradino in anello chiuso del processo convertitore Buck piu` control-
lore, per le resistenze di carico analizzate, e` riportata in Figura 6.5.
Figura 6.5: Risposta al gradino del processo in anello chiuso convertitore di tipo
Buck-controllore C(s) per diversi valori di resistenza di carico (modello medio lineare
SSA).
I grafici relativi alla risposta ad una variazione di riferimento dell’implementazione
switching del convertitore sono riportati in Figura 6.6, in Figura 6.7 e in Figura 6.8
seguenti.
Analizzando le risposte al gradino ed alle variazioni di riferimento ottenute, si puo`
notare come siano scomparse le sovraelongazioni che si verificavano nella configurazio-
ne ad anello aperto senza l’inserimento del controllore C(s). Si constata pero`, ancora
una volta, una risposta allo scalino lenta e sempre non molto robusta alle variazioni
di carico. Questo, comunque, e` ininfluente per gli scopi di questo lavoro.
E’ opportuno inoltre notare come l’inserimento di un sistema di controllo di tipo
PI ha annullato l’errore a regime grazie all’azione integratrice introdotta dal tipo
di controllore usato, a scapito di una certa velocita` nella risposta del sistema alle
variazioni parametriche.
Per verificare il grado di stabilita` robusta del sistema in retroazione con il con-
trollore C(s) di Equazione 6.7, e` conveniente utilizzare gli indicatori di margine di
guadagno e margine di fase. Questi indicatori sono, a differenza di altri, molto spe-
cifici, nel senso che si limitano a caratterizzare il grado di robustezza di un sistema
retroazionato nei confronti di variazioni rispettivamente del modulo e della fase della
funzione d’anello.
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Figura 6.6: Risposta ad una variazione di riferimento del processo in anello chiuso
convertitore Buck-controllore C(s) per valori di resistenze di carico diversi (modello
switching).
Figura 6.7: Particolare della risposta ad una variazione di riferimento del processo
in anello chiuso convertitore Buck-controllore C(s) per valori di resistenze di carico
diversi (modello switching).
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Figura 6.8: Particolare della risposta ad una variazione di riferimento del processo
in anello chiuso convertitore Buck-controllore C(s) per valori di resistenza di carico
diversi (modello switching).
Il margine di fase e` indice di robustezza rispetto ad incertezze sul diagramma delle
fasi, il margine di ampiezza rispetto ad incertezze sul diagramma delle ampiezze. Piu`
elevati sono i margini piu` la stabilita` del sistema in retroazione e` garantita anche in
presenza di grosse incertezze, sia di fase che di ampiezza. Normalmente il margine di
ampiezza viene espresso in dB e valori negativi del margine di ampiezza espresso in
dB o del margine di fase, espresso in rad/s, corrispondono all’istabilita`.
I due margini valutati separatamente potrebbero non essere indicatori affidabili di
robustezza in quanto, ad esempio, nonostane un elevato margine di fase, la stabilita`
del sistema retroazionato potrebbe non essere robusta a causa di un basso margine
di ampiezza.
I diagrammi di Bode per i vari casi analizzati sono riportati nelle Figure 6.9, 6.10
e 6.11 seguenti.
Dall’analisi dei diagrammi di Bode riportati il processo, composto dal modello
lineare del convertitore Buck chiuso in anello con il controllore scelto, presentando
valori elevati sia di margine di fase che di ampiezza (quest’ultimo presenta un valore
infinito) per i vari valori assunti dal carico R, risulta ampiamente stabile, anche con
un certo grado di stabilita` robusta.
E’ opportuno notare come i diagrammi polari del processo complessivo in esame
presentano un margine di guadagno infinito per i valori di carico scelti, ovvero il
sistema retroazionato rimane asintoticamente stabile anche in presenza di variazioni
arbitrariamente elevate del guadagno d’anello, che, nel caso in questione, e` possibile
associare a variazioni della tensione di alimentazione Vin.
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Figura 6.9: Margini di fase e di ampiezza del processo retroazionato convertitore
Buck-controllore per R = 4Ω.
Figura 6.10: Margini di fase e di ampiezza del processo retroazionato convertitore
Buck-controllore per R = 6Ω.
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Figura 6.11: Margini di fase e di ampiezza del processo retroazionato convertitore
Buck-controllore per R = 8Ω.
6.6 Risposta alle Variazioni di Carico
del Modello Switching
Per completezza di trattazione, prima di proseguire nella stima dei parametri carat-
teristici del processo, argomento discusso nel capitolo successivo, vengono riportati
alcuni grafici che evidenziano la variazione della tensione di uscita dell’impianto a
fronte di variazioni del valore del carico resistivo da alimentare.
In Figura 6.12 e` riportata la tensione di uscita del convertitore Vo quando all’i-
stante t = 0.05 s la resistenza di carico R varia instantaneamente da 6Ω a 8Ω; in
Figura 6.13 il carico varia da 4Ω a 6Ω ed infine, in Figura 6.14, il carico da alimentare
varia da 8Ω a 4Ω sempre instantaneamente e per t = 0.05 s.
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Figura 6.12: Risposta ad una varizione di carico da 6Ω a 8Ω del convertitore Buck
all’istante t = 0.05 (modello switching).
Figura 6.13: Risposta ad una varizione di carico da 4Ω a 6Ω del convertitore Buck
all’istante t = 0.05 (modello switching).
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Figura 6.14: Risposta ad una varizione di carico da 8Ω a 4Ω del convertitore Buck
all’istante t = 0.05 (modello switching).
105
Capitolo 7
Monitoraggio del Convertitore
con Tecnica a Rele` - 1
7.1 Introduzione
E’ opportuno ricordare che il guadagno critico Kc e` direttamente legato al margine di
ampiezza del sistema controllato G(jω), mentre la pulsazione critica ωc e` la pulsazione
per cui il diagramma polare G(jω) attraversa il semiasse reale negativo, ovvero la
pulsazione angolare per la quale la fase vale −pi radianti; e che la predisposizione del
controllore con tecniche automatiche puo` essere semplicemente effettuata mediante
la conoscenza di questi due parametri, usando ad esempio le regole di taratura di
Ziegler-Nichols (Ziegler, Nichols, 1942, [14]).
La rappresentazione del processo di cui verra` effettuata la ricerca della pulsazione
critica ωc e` mostrato in Figura 7.1 seguente.
Figura 7.1: Rappresentazione del processo di cui verra` stimata la pulsazione critica.
Esso e` composto da un blocco che rappresenta il convertitore di potenza di tipo
Buck chiuso in retroazione con il blocco controllore di tipo PI esaminato nelle sezioni
precedenti.
E’ implementata una tecnica automatica di stima del punto critico del processo
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utilizzando uno schema a retroazione mediante una non linearita`, come mostrato in
Figura 7.2.
Figura 7.2: Schema utilizzato per la stima del punto critico del processo in retroazione
convertitore Buck-controllore.
Facendo riferimento alla Figura 7.2 la ricerca del punto critico, con tecniche auto-
matiche, viene effettuata agendo dall’anello esterno di controllo secondo lo schema di
Taratura Automatica con Rele` Robusto proposto da K. K. Tan, T. H. Lee e X. Jiang
(Tan, Lee, Jiang, 2000, [19]) e descritto nel Capitolo 3, Paragrafo 5, ”Il Metodo di K.
K. Tan, T. H. Lee e X. Jiang”.
La non linearita`, in questa configurazione circuitale, viene chiusa in retroazione
con il processo completo da esaminare che comprende l’anello formato dal convertitore
di tipo Buck ed il controllore PI.
La scelta dei parametri del controllore e` conservativa, e volta al solo scopo di sta-
bilizzare il processo. Tale predisposizione e` stata effettuata nel Capitolo 6, Paragrafo
4, ”Scelta del Controllore”.
La stima del punto critico viene quindi effettuata senza interferire con l’anello
interno di controllo, che non e` aperto durante le operazioni di stima e monitoraggio.
Questa soluzione offre tutta una serie di vantaggi in tutte quelle aree chiave del
controllo dei processi dove e` pericoloso o addirittura non e` possibile, in quanto realiz-
zazioni allo stato solido, l’accesso a sezioni interne del sistema, e si orienta nell’ottica
di soluzioni per il monitoraggio e la predisposizione automatica dei parametri a minore
invasivita` possibile.
Le prove di stima della pulsazione critica in funzione del carico (resistivo) del con-
vertitore Buck sono eseguite utilizzando il modello medio lineare SSA con resistenze
parassite dello stesso e il sistema ”vero”, simulato con il modello switching implemen-
tato in ambiente Simulink. Per la descrizione dettagliata dei due modelli si rimanda
al Capitolo 5, ”Modellazione di Convertitori Buck”.
In questo modo e` possibile valutare la bonta` della stima ottenuta e verificare una
qualche analogia tra le variazioni parametriche del carico resistivo del convertitore e
la pulsazione caratteristica associata al processo.
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7.2 Schema a Rele` Implementato
per la Rilevazione della Pulsazione Critica
Per una dettagliata analisi dell’impianto per la stima della pulsazione critica ωc del
processo in esame, la sua rappresentazione in Simulink e` di nuovo riportata in Figura
7.3 seguente.
Figura 7.3: Rappresentazione del processo di cui verra` stimata la pulsazione critica.
L’anello esterno, contenente la non linearita` (di tipo rele`), agisce sul sistema come
se quest’ultimo avesse come riferimento il valore 0: infatti il valore di riferimento Vref
viene sottratto dall’uscita del sistema prima di entrare in ingresso alla non linearita`.
Il blocco Convertitore Buck rappresenta sia il modello medio lineare SSA del
convertitore che il modello switching implementato in Simulink con cui verranno
effettuate le varie prove di stima e comparati i risultati ottenuti.
Bisogna notare che la ricerca del punto critico del processo in questione, utilizzan-
do il modello switching del convertitore, e` effettuata in condizioni di non idealita`: vi e`
infatti una ondulazione residua sulla tensione di uscita del sistema, cioe` del ”rumore”,
dovuto alle commutazioni del dispositivo stesso. E’ necessario quindi utilizzare una
non linearita` rele` dotata di isteresi, per ridurre l’effetto di tale ondulazione sull’anello
esterno di rilevazione.
Analogamente, per avere stime confrontabili, anche nel caso di rilevazione dei dati
critici con il modello SSA con resistenze parassite, e` stato utilizzato lo stesso tipo di
non linearita`.
In questo caso poi, presentando il sistema margine di guadagno infinito (vedi Ca-
pitolo 5, Paragrafo 6), il suo diagramma di Nyquist non ha intersezioni con l’asse
reale negativo, in quanto la funzione descrittiva del rele` ideale giace prprio sull’asse
reale negativo del piano complesso. Con l’utilizzo una non linearita` rele` ideale non si
sarebbe avuto intersezione tra le due curve nel piano polare e quindi non si sarebbe-
ro ottenute oscillazioni autosostenute in quanto non sarebbe stato possibile un loro
innesco. Utilizzando invece una non linearita` a rele` dotata di isteresi l’intersezione
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tra le due curve e` sempre possibile, in quanto, la sua funzione descrittiva e` parallela
all’asse reale negativo, in funzione del valore dell’ampiezza della isteresi considerata.
Lo schema completo per la rilevazione della pulsazione critica, con una non linea-
rita` Rele` con Isteresi, e` mostrato in Figura 7.4.
Figura 7.4: Schema complessivo con cui verra` stimata la pulsazione critica del
processo convertitore Buck-controllore.
7.3 Rilevazione della Pulsazione Critica
Supponendo di aver posto in oscillazione il sistema, e` immediato rendersi conto del
fatto che il periodo dell’oscillazione generata dal rele` e` proprio quello dell’oscillazione
richiesta dai metodi automatici di predisposizione per controllori a rele` esaminati. E’
opportuno ricordare che tale oscillazione si puo` avere solo per il punto di intersezione
nel piano complesso tra il diagramma di Nyquist del processo in esame e la curva
−1/F (X), con F (X) funzione descrittiva della non linearita`.
Per la rilevazione della pulsazione critica del sistema e` utilizzato il blocco misu-
ratore pulsazione implementato in Simulink, e riportato in Figura 7.5, che sperimen-
talmente rileva la pulsazione del segnale di uscita di misura, mediante una misura del
suo periodo.
Il periodo dell’oscillazione puo` essere determinato misurando l’intervallo di tem-
po tra due successivi passaggi per lo zero. Per completezza di informazione, anche
l’ampiezza dell’oscillazione autosostenuta puo` essere ricavata applicando lo stesso
principio, ed ottenuta numericamente misurando il valore da picco a picco del segnale
in questione.
L’ingresso e l’uscita del blocco misuratore pulsazione sono rispettivamente il se-
gnale segnale di cui deve essere misurata la pulsazione angolare e il segnale pulsazio-
ne segnale che rappresenta la pulsazione dello stesso, espressa in rad/s.
Internamente il sottosistema misuratore pulsazione e` composto da un integratore
resettabile, Integrator conta tempo, che integra la costante 1, Constant 1, e viene
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Figura 7.5: Blocco Simulink misuratore pulsazione.
resettato ogni volta che il segnale segnale in ingresso al blocco supera in valore lo zero
con derivata positiva.
Il segnale segnale prima di entrare nell’ingresso di reset dell’integratore presente
passa attraverso un blocco Memory che campiona e mantiene il valore in uscita del
suo ingresso fino all’istante successivo. Questo ritardo con passo unitario e` necessario
per fare in modo che l’integratore sia resettato dopo che ne e` stato campionato il
valore.
In Figura 7.6 e` riportato l’implementazione di tale sottosistema.
Figura 7.6: Interno del sottosistema misuratore pulsazione.
A valle dell’integratore Integrator conta tempo vi e` un ulteriore sottosistema Trig-
gered Subsystem calcola pulsazione che campiona il valore in uscita dall’integratore
ogni volta che il segnale segnale supera lo zero con derivata positiva e resituisce in
uscita il reciproco del valore finale del periodo di integrazione T in qualita` della sua
frequenza f , espressa in Hz. Per ottenere il valore della sua pulsazione angolare p,
espressa in rad/s, il valore f della frequenza del segnale segnale e` moltiplicato per la
costante 2pi mediante il blocco Product.
Tutto questo e` riportato in Figura 7.7 seguente.
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Figura 7.7: Interno del sottosistema Triggered Subsystem calcola pulsazione.
7.4 Configurazione dei Parametri
delle Simulazioni
In Figura 7.8 e` riportato lo schema finale implementato in Simulink per la rilevazione
della pulsazione critica ωc del sistema considerato.
Con questa implementazione e` possibile determinare la pulsazione critica ωc del
processo, rappresentato secondo i due modelli lineare e switching, effettuando una
simulazione unica, con un conseguente risparmio di tempo di simulazione. Infatti,
come evidente dalla figura, il sistema posto in alto corrisponde alla implementazione
switching del convertitore, compreso il Modulatore PWM. Nel sistema posto in basso
il blocco denominato Buck corrisponde alla funzione di trasferimento rappresentante
il modello medio SSA in esame, passata a Simulink mediante il Workspace di Matlab.
La misura della pulsazione critica avviene mediante la stima della pulsazione del
segnale di uscita della non linearita` Rele` con Isteresi, ottenuta utilizzando il blocco
misuratore pulsazione descritto nella sezione precedente. E’ possibile cos`ı ottenere il
valore numerico e l’andamento temporale di tale quantita` mediante il display numerico
e l’oscilloscopio presente nella implementazione Simulink realizzata, come riportato
in Figura 7.8.
Le varie prove, ciascuna per un determinato valore della resistenza di carico, sono
state effettuate utilizzando i parametri di simulazione di seguito riportati.
Per quanto riguarda la non linearita` a rele`, Rele` con Isteresi, per limitare l’effetto
dell’ondulazione residua presente sulla tensione di uscita del modello switching, e
per indurre il sistema con modello medio lineare SSA ad oscillare, e` stata posta una
isteresi pari ad ±0.1V , e una ampiezza pari ad ±1V . Con questi valori l’oscillazione
indotta non puo` essere confusa con l’ondulazione residua presente sulla tensione in
uscita del convertitore, in quanto quest’ultima e` di valore nettamente inferiore.
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Figura 7.8: Implementazione Simulink del sistema per la rilevazione della pulsazione
critica del processo rappresentato con modello medio lineare SSA e switching del
convertitore Buck.
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In Figura 7.9 e` possibile vedere la predisposizione Simulink del blocco Rele` con
Isteresi utilizzato per la rilevazione delle pulsazione critica del processo.
Figura 7.9: Parametri del blocco Simulink Rele` con Isteresi utilizzato.
Per evitare problemi di convergenza numerica ed una maggiore precisione sui
risultati delle simulazioni, essendo presenti non linearita` nei circuiti da simulare, e`
stata utilizzata la routine di integrazione di Simulink ode23tb (stiff/TR-BDF2), ed e`
stato selezionato manualmente il valore massimo dell’ampiezza del passo di risoluzione
Max Step Size e posto fisso e pari ad 1e−6s.
Il tempo di simulazione e` stato scelto, dopo aver constatato che i valori si assestano
abbastanza velocemente, pari a t = 0.2 s, per essere sicuri di essere in una situazione
di regime.
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7.5 Simulazione del Convertitore
con Carico Resistivo
Utilizzando la funzione di trasferimento del modello medio lineare SSA del conver-
titore Buck con il parametro R = 4Ω, e il modello switching sempre con tale valore
di resistenza di carico (ottenuto variando il valore dell’implementazione Simulink del
resistore R del modello switching del convertitore), si ottengono dalle simulazioni
effettuate gli andamenti, per le grandezze di interesse, riportati nei grafici seguenti.
In Figura 7.10 e` riportato l’andamento della tensione di uscita Vo dei due conver-
titori, rappresentati con i due modelli considerati, con la non linearita` rele` con isteresi
inserita. Come e` possibile notare, e` presente una oscillazione periodica autosostenuta,
che dopo un brevissimo transitorio iniziale si assesta.
Figura 7.10: Tensione di uscita Vo del modello medio SSA e switching del processo
con carico R = 4Ω e non linearita` rele` (con isteresi) inserita.
L’ampiezza di tale oscillazione e`, per entrambi i modelli, inferiore allo ±0.5% del
valore del riferimento imposto di 12V .
Questo valore dipende direttamente dall’ampiezza del rele` presente nello schema,
e in combinazione con il valore di 0.1V dell’isteresi associata permette di discriminare
molto bene tra l’ondulazione residua del modello switching e l’ampiezza dell’oscilla-
zione autosostenuta. Tale fatto e` messo bene in evidenza in Figura 7.11, che riporta le
forme d’onda del segnale in ingresso alla non linearita` (segnale di uscita del converti-
tore meno il riferimento imposto) e il segnale presente in uscita alla stessa. Possiamo
altres`ı notare come le commutazioni in uscita dalla non linearita` siano nette e non
influenzate dall’ondulazione residua presente sul suo segnale di ingresso.
L’onda quadra in uscita dal blocco Rele` con Isteresi, dopo un brevissimo transito-
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Figura 7.11: Segnali di ingresso e di uscita` alla non linearita` Rele` con Isteresi.
rio iniziale, si assesta su una pulsazione pari a 2930 rad/s per il modello medio SSA,
e di 2793 rad/s1 per il modello switching, con piccolissime oscillazioni attorno a tali
valori, peraltro non significative. Il grafico del valore di tale quantita` e` riportato in
Figura 7.12, mentre la Figura 7.13 evidenza che tale quantita` e` praticamente costante
ai fini pratici.
Figura 7.12: Pulsazione del segnale in uscita dalla non linearita` Rele` con Isteresi del
modello medio SSA e switching del processo con carico R = 4Ω.
1Tali valori di pulsazione critica, ricordiamo, che sono forniti dal blocco Simulink misurato-
re pulsazione (Figura 7.5) e visualizzati sul display Display, Display1 e l’oscilloscopio puls critica
dell’implementazione Simulink del sistema per la loro rilevazione, come riportato in Figura 7.8.
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Figura 7.13: Particolare dell’andamento della pulsazione del segnale in uscita dalla
non linearita` Rele` con Istersi.
Per verificare che il convertitore funzioni in modalita` continua CCM, e` inoltre ri-
portato il diagramma della corrente che scorre attraverso l’induttore L del dispositivo,
da cui e` possibile verificare che non si annulla mai. Vedi Figura 7.14.
Figura 7.14: Corrente nell’induttore L del modello switching del convertitore Buck
per resistenza di carico R = 4Ω.
Per tutta l’analisi effettuata nelle sezioni precedenti, possiamo sostenere che per
resistenza di carico R = 4Ω il processo rappresentato mediante il modello medio
lineare SSA del convertitore di potenza di tipo Buck ha una pulsazione critica pari a
2930 rad/s, mentre per quello rappresentato mediante il modello switching si ha un
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valore stimato di 2793 rad/s.
Utilizzando lo stesso impianto di simulazione, ma con il modello medio lineare
SSA del convertitore Buck valido per carico pari a 6Ω, ricavato precedentemente, e
impostando lo stesso valore per la resistenza R del sistema switching, e` stata effettuata
la stima della pulsazione critica per questa nuova configurazione.
I risultati ottenuti dalle simulazioni dimostrano che anche per questa configura-
zione i due processi si portano in uno stato di oscillazione stabile e permanente, ca-
ratterizzati da una pulsazione critica di 2692 rad/s per il convertitore rappresentato
mediante il modello medio SSA, di 2619 rad/s per quello switching.
Analoghe considerazioni al caso precedente possono essere fatte sull’ampiezza della
oscillazione residua presente sulla tensione di uscita Vo dei due modelli, cos`ı come per
la corrente che scorre nell’induttore. A causa della maggiore resistenza di carico pero`
tale corrente e` diminuita rispetto al caso precedente, come confermato dalle analisi
in precedenza effettuate (Capitolo 6, ”analisi del Convertitore”), ma non tale da far
cambiare modo di funzionamento del dispositivo, che rimane sempre quello continuo
CCM. Anche in questo caso il valore della pulsazione critica associato ai due processi
in esame e` praticamente costante.
Per quanti riguarda le pulsazioni critiche con resistenza di carico di 8Ω le simu-
lazioni forniscono valori di 2565 rad/s per il modello SSA e di 2558 rad/s per quello
switching. E’ possibile notare ancora una volta, che tale grandezza critica e` variata
in funzione della resistenza di carico R alimentata dal dispositivo.
Per stabilire una relazione tra pulsazione critica e valore del carico alimentato
dal convertitore, sono state effettuate simulazioni anche per altri valori di carico R.
I risultati delle stime delle pulsazioni critiche ωc ottenuti mediante le simulazioni,
utilizzando la rappresentazione del processo con i due modelli medio lineare SSA e
switching, sono riportati nella Tabella 7.1 successiva.
I modelli medi lineari per tali valori di carico sono stati determinati come descritto
nel Capitolo 5, ”Modellazione di Convertitori Buck”, utilizzando l’equazione rappre-
sentativa del sistema ottenuta con il metodo di media nel tempo delle equazioni che
descrivono i circuiti nello spazio di stato State-Space Averaging SSA e variando di
volta in volta il valore del parametro R associato al carico resistivo alimentato.
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7.6 Riepilogo dei Risultati delle Simulazioni
I risultati complessivi delle simulazioni per l’anello convertitore Buck-controllore, rap-
presentato mediante il modello medio lineare SSA e quello switching, sono riportati
nella Tabella 7.1, dove per ogni prova, al variare del valore della resistenza di carico
R, viene riportato il corrispettivo valore della pulsazione critica ωc stimata.
Come gia` spiegato nella sezione precedente, la pulsazione critica ωc e` ricavata dalla
misura della pulsazione del segnale periodico presente in uscita alla non linearita` Rele`
con Isteresi inserita in un anello esterno al processo di cui vogliamo effettuarne la
stima (vedi Figura 7.8).
Carico Pulsazione Critica Pulsazione Critica
R Modello Medio Lineare SSA Modello Switching
2Ω 3506 rad/s 3066 rad/s
3Ω 3140 rad/s 2923 rad/s
4Ω 2930 rad/s 2793 rad/s
5Ω 2791 rad/s 2675 rad/s
6Ω 2692 rad/s 2619 rad/s
7Ω 2617 rad/s 2565 rad/s
8Ω 2558 rad/s 2564 rad/s
9Ω 2511 rad/s 2530 rad/s
10Ω 2472 rad/s 2514 rad/s
Tabella 7.1: Pulsazione critica del processo in funzione della resistenza di carico
(modello medio lineare SSA e modello switching).
Riportando su un grafico i valori delle pulsazioni critiche rilevati, in funzione
del carico alimentato dal convertitore, per i modelli dello stesso analizzati, possia-
mo notare un andamento esponenziale inverso, in quanto all’aumentare del carico la
pulsazione critica diminuisce. In Figura 7.15 e` riportato tale grafico.
Valutando i dati riportati e` possibile quindi concludere che la pulsazione critica
per l’anello convertitore Buck-controllore varia in funzione del carico alimentato, e
questo trova conferma nel fatto che sia il modello lineare che quello ”reale” hanno
lo stesso andamento in funzione del valore di carico resistivo assunto. Tuttavia, e`
opportuno mettere in evidenza come la pulsazione critica per i due modelli analizzati
sia sensibilmente diversa. Il modello medio SSA cioe` restituisce valori sensibilmente
diversi da quelli restituiti dal modello switching, piu` rappresentativo del dispositivo
fisico reale.
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Figura 7.15: Pulsazione critica del processo in funzione della resistenza di carico.
7.7 Conclusioni
Analizzando i risultati delle simulazioni effettuate con il modello medio lineare SSA del
convertitore Buck e con il modello switching implementato con la libreria SimPower-
Systems di Simulink e` rilevabile che per entrambi i modelli il valore della pulsazione
critica e` funzione della resistenza di carico alimentata dal convertitore, confermando
l’ipotesi iniziale che tale indicatore e` caratteristico dello stato di funzionamento del
sistema. La pulsazione critica ωc, che varia al variare della resistenza di carico R,
per i modelli analizzati aumenta al diminuire della resistenza di carico stessa, pur-
che` il funzionamento del convertitore sia in modalita` continua CCM. Pur tuttavia,
i valori ricavati dai due modelli sono, andamento a parte in funzione del carico R,
notevolmente diversi.
Questo porta a supporre che il modello medio lineare utilizzato, ricavato con la tec-
nica di media nel tempo delle equazioni che descrivono il circuito nello spazio di stato
State-Space Averaging SSA di Middelbrook e Cuk, non sia del tutto rappresentativo
del sistema reale, ovvero non sia un ”buon” modello dinamico.
E’ opportuno tenere anche conto del fatto che nel modello medio lineare SSA ri-
cavato non sono prese in considerazione le resistenze serie di snubbers del tasto e del
diodo presenti invece nel modello reale del sistema. Tali componenti, che possono es-
sere trascurate durante il funzionamento a regime, potrebbero avere un peso rilevante
nel funzionamento transitorio indotto dal rele`.
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Infatti, la non linearita` rele` con isteresi porta a continue variazioni del punto di
lavoro attorno ad il valore medio di riferimento, e quindi il convertitore e` sempre in
uno stato ”transitorio”. Questo rende anche difficile l’individuazione accurata degli
elementi parassiti dei componenti circuitali che costituiscono il convertitore, in quanto
fortemente dipendenti dal punto di lavoro considerato.
I modelli analitici utilizzati (in funzione del carico resistivo alimentato), pertan-
to, risultano inadeguati a rappresentare il sistema reale in esame per lo scopo di
monitorare la pulsazione critica ωc mediante uno Schema a Rele` Robusto. In tale
configurazione la non linearita` presente porta a condizioni operative che sono al limi-
te delle ipotesi utilizzate per ricavere i modelli medi lineari con la tecnica di media
nel tempo delle equazioni che descrivono il circuito nello spazio di stato SSA, valide
attorno a piccole variazioni del punto di lavoro.
Occorre pertanto identificare il sistema convertitore Buck adeguatamente per ogni
valore della resistenza di carico R mediante il Metodo delle Funzioni Modulanti, e
ripetere le prove di stima della pulsazione critica ωc con tali modelli per verificare se
i nuovi valori ottenuti sono in accordo con quelli del sistema reale (implementato in
Simulink mediante il modello switching).
120
Capitolo 8
Tecnica delle Funzioni Modulanti
8.1 Introduzione
La Tecnica delle Funzioni Modulanti (Shinbrot, 1954, [25], 1957, [26]) e` una tecnica di
identificazione fuori linea che permette di identificare un processo a partire solamente
da una misura sufficientemente lunga degli ingressi e delle uscite (e non delle loro
derivate).
Questa tecnica permette di identificare un modello sia lineare che non linea-
re. Risultati molto apprezzabili si hanno nel caso di processi non lineari di tipo
Hammerstein, caratterizzati da una non linearita` statica seguita da una parte lineare.
In questo lavoro pero` la Tecnica delle Funzioni Modulanti viene applicata esclusi-
vamente per trovare un modello lineare del convertitore a commutazione di tipo Buck
in esame.
L’identificazione lineare ci consentira` di sfruttare a pieno la fase di modellazio-
ne, permettendoci di usare i modelli ottenuti con le tecniche viste nel Capitolo 5,
”Modellazione di Convertitori Buck”, come punti di riferimento e di confronto.
Verra` qui illustrata brevemente la teoria delle funzioni modulanti, come e` possibile
applicare tale tecnica a sistemi non lineari e verranno date indicazioni sulla scelta dei
parametri da utilizzare per l’identificazione1.
1Per un approfondimento si veda L. Sani, Identificazione nel campo continuo, la Tecnica delle
Funzioni Modulanti, Universita` di Pisa, Tesi di dottorato, Ottobre 2000, [27].
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8.2 Le Funzioni Modulanti
L’idea dell’algoritmo di identificazione basato sulla Tecnica delle Funzioni Modu-
lanti risale all’inizio degli anni ’50, quando Shinbrot (Shinbrot, 1954, [25], 1957,
[26]) sugger`ı di applicare una tecnica basata su una azione integrale per semplificare
l’identificazione dei parametri nei sistemi non lineari di ordine elevato.
Si consideri un sistema lineare e tempo invariante descritto dalla funzione di
trasferimento:
G(s) =
Y (s)
U(s)
=
bms
m + bm−1sm−1 + . . .+ b0
ansn + an−1sn−1 + . . .+ a0
(8.1)
con n ≥ m.
Passando dal dominio della variabile complessa s al dominio del tempo t, possiamo
descrivere il sistema con l’equazione:
n∑
i=0
aiy
(i)(t) =
m∑
i=0
biu
(i)(t) n ≥ m (8.2)
dove ai,bi rappresentano i parametri costanti del sistema da identificare; y(t) rap-
presenta il segnale di uscita misurato; u(t) rappresenta il segnale di ingresso misurato;
y(i)(t) e u(i)(t) sono rispettivamente le derivate i-esime dei segnali di ingresso e uscita.
Senza perdere di generalita` si puo` supporre che a0 = 1 e, quindi, i parametri da
identificare siano m+ n+ 1.
Una funzione continua Φ(t) e` una funzione modulante se verifica le seguenti
proprieta`:
• e` nulla fuori dall’intervallo [0, T ], detto finestra di identificazione o intervallo di
modulazione con parametro T .
Φ(t) =
{
Φ(t) t ∈ [0, T ]
0 t /∈ [0, T ] (8.3)
• esistono tutte le sue derivate, almeno fino all’ordine n.
dΦ(i)
dti
esiste ∀i ≥ n (8.4)
• tutte le derivate, almeno fino all’ordine n, sono nulle in corrispondenza degli
estremi della finestra di integrazione.
Φ(i)(0) = 0 e Φ(i)(T ) = 0 ∀i ≤ n (8.5)
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Moltiplicando entrambi i membri della Equazione 8.2 per una data funzione mo-
dulante Φ(t), integrando sulla finestra di identificazione [0, T ], e portando il segno di
integrazione all’interno della sommatoria si ottiene:
n∑
i=0
ai
∫ T
0
Φ(t)y(i)(t) =
m∑
i=0
bi
∫ T
0
Φ(t)u(i)(t) m ≤ n (8.6)
Applicando ripetutamente la regola di integrazione per parti e sfruttando la Pro-
prieta` 8.5 si ottiene:
n∑
i=0
(−1)iai
∫ T
0
Φ(t)y(i)(t) =
m∑
i=0
(−1)ibi
∫ T
0
Φ(t)u(i)(t) m ≤ n (8.7)
Si definiscono i ”segnali modulanti” y˜(i)(T ) e u˜(i)(T ) come:
y˜(i)(T ) = (−1)i
∫ T
0
Φ(i)(t)y(t)dt (8.8)
u˜(i)(T ) = (−1)i
∫ T
0
Φ(i)(t)u(t)dt (8.9)
Inserendo le Relazioni 8.8 e 8.9 nella Equazione 8.7 si ottiene un’equazione al-
gebrica lineare nei parametri incogniti ai, bi formalmente equivalente alla Equazione
8.2:
n∑
i=0
aiy˜
(i)(T ) =
m∑
i=0
biu˜
(i)(T ) m ≤ n (8.10)
Si noti che nell’equazione precedente compaiono le derivate della funzione mo-
dulante Φ(t) ma non compaiono le derivate dell’ingresso u(t) e dell’uscita y(t) del
sistema.
Per determinare tutti i parametri incogniti sono necessarie almeno m + n + 1
equazioni indipendenti come la Equazione 8.10; queste si possono ottenere usando un
insieme di almeno m + n + 1 funzioni modulanti diverse, oppure usando sempre la
stessa Φ(t) ma variando l’intervallo di integrazione (ad esempio come (0, T ), (T, 2T ),
(2T, 3T ), . . .) o anche sovrapponendo parzialmente i vari intervalli.
L’importante e` che le equazioni ottenute siano linearmente indipendenti, e quindi,
che il segnale d’ingresso sia sufficientemente eccitante.
In presenza di segnali rumorosi, e comunque per avere una soluzione piu` affidabile,
e` preferibile avere un sistema sovradeterminato con molte equazioni che puo` essere
risolto con il metodo dei minimi quadrati mediante la pseudoinversa della matrice A:
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
α1,1 . α1,n −β1,1 . −β1,m
. . . . . .
. . . . . .
. . . . . .
. . . . . .
αk,1 . αk,n −βk,1 . −βk,m


a1
.
an
b0
.
bm

=

−α1,0
.
.
.
.
−αk,0

(8.11)
Ax = b ⇒ x = (ATA)−1AT b = A†b (8.12)
Le equanzioni indipendenti della forma 8.10 mostrano chiaramente come il prin-
cipale vantaggio sia la necessita` di conoscere le derivate delle funzioni modulanti ma
non quelle dei segnali u(t) e y(t), ovvero non compaiono mai le derivate dei segnali
misurati.
In passato sono stati proposti metodi d’identificazione basati sulla conoscenza
delle derivate dei segnali misurati. Di fatto pero` la derivazione amplifica l’effetto del
rumore sul segnale e quindi le soluzioni che si determinerebbero sarebbero errate a
causa della corruzione introdotta dal rumore.
Con l’introduzione delle funzioni modulanti e` sufficiente conoscere solo le derivate
delle funzioni Φ(t) che possono essere calcolate in modo analitico.
L’operazione di integrazione nel tempo che viene compiuta con le funzioni modu-
lanti equivale a fare la convoluzione fra l’ingresso o l’uscita e la funzione modulante.
In frequenza corrisponde a filtrare i segnali u(t), y(t) e le loro derivate, con filtri di
tipo passa-basso o passa-banda secondo la funzione modulante scelta.
Il numero minimo di equazioni algebriche linearmente indipendenti che devono es-
sere generate e` imposto dal numero di parametri da identificare, secondo la Relazione
8.2.
Ci sono due alternative per la generazione di questo sistema di equazioni linear-
mente indipendenti:
• La stessa funzione modulante viene traslata in modo discreto lungo il vettore
dei segnali di ingresso e di uscita misurati; la finestra di modulazione e` costante
e le varie finestre possono essere parzialmente sovrapposte oppure no. In tal
caso, e` necessario, avere misure molto lunghe dei segnali, ma tutte le equazioni
contengono le stesse informazioni frequenziali del processo.
• Sono usati insiemi diversi di funzioni modulanti, applicate sullo stesso intervallo
dei segnali di ingresso e di uscita misurati. Possono essere effettuate misure piu`
brevi ma, ai vari segnali, vengono applicati filtri diversi che possono influenzare
i parametri stimati.
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8.3 Le Funzioni Spline
Il metodo proposto originariamente da Shinbrot non ha mai avuto sostanziali mo-
difiche nel corso degli anni; gli studi si sono concentrati soprattutto sulla scelta di
particolari funzioni modulanti che dessero risultati migliori.
Tra le possibili funzioni modulanti, le funzioni spline, introdotte da Maletinsky2
nella seconda meta` degli anni ’70, risultano molto utilizzate grazie al fatto che sono
note in forma chiusa tutte le derivate, senza dover ricorrere a derivazioni o integrazioni
simboliche. Questo rende l’implementazione dell’algoritmo di identificazione molto
semplice e poco onerosa.
Sia preso in considerazione un gruppo costituito da n+ 1 funzioni modulanti:
Φn = {Φn,j} j = 0, 1, . . . , n (8.13)
dove il primo indice si riferisce all’ordine della funzione modulante e il secondo
alle volte che essa e` stata derivata, ovvero nota Φn,0 l’espressione di Φn,j e` data da:
Φn,j =
∂jΦn,0
∂tj
(8.14)
Se il gruppo e` composto dalle Spline allora:
Φn,n(t) =
n∑
i=0
(−1)i
(
n
i
)
δ(iT¯ − t) (8.15)
dove T¯ e` il tempo caratteristico, n l’ordine dell’insieme delle funzioni modulanti,
δ(·) e` la funzione delta di Dirac e T = nT¯ e` la finestra di modulazione.
Per successive integrazioni si ottengono le altre funzioni del gruppo:
Φn,j(t) =
∫ nT¯
0
· · ·
k=n−j︷ ︸︸ ︷· · · · · · · · ·∫ nT¯
0
Φn,n(t)dt
k k = 0, 1, . . . , n t ∈ [0, nT¯ ] (8.16)
Uno dei principali vantaggi di questa classe di funzioni modulanti, che ne permette
una semplice implementazione, e` che il j-esimo membro del gruppo, Φn,j, puo` essere
espresso con una relazione analitica del tutto generale che dipende esclusivamente da
j, T¯ ed n.
L’espressione analitica completa che descrive le funzioni modulanti spline e`:
Φn,i(T − t) =

∑n
j=0(−1)j
(
n
j
)
g(jT − t) i = 0, 1, . . . , n− 1
∑n
j=0(−1)j
(
n
j
)
δ(jT − t) i = n
(8.17)
2Maletinsky, 1978, [28], 1979, [29]
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gj,i(jT − t) =
{
(jT−t)n−i−1
(n−i−1)! t ∈ [jT, nT ]
0 altrove
(8.18)
Si noti che, una volta noto l’ordine n ed il tempo caratteristico T¯ , si identifica
completamente un gruppo di funzioni.
Figura 8.1: Gruppo di funzioni spline di ordine 6.
Il gruppo di funzioni spline di ordine 6 e` riportato come esempio in Figura 8.1.
Le proprieta` filtranti delle funzioni modulanti spline sono fondamentali in quanto tali
funzioni lavorano su segnali derivanti da misure:
• in ogni sottointervallo [iT, (i − 1)T ] per i = 0, 1, 2, . . . , n − 1 le funzioni sono
polinomi di ordine n− 1;
• le spline si comportano come dei filtri di tipo passa-basso.
La prima proprieta` vale in quanto per la Proprieta` 8.5 si ha che:∫ nT
0
Φn,jf(t)dt = (−1)j
∫ nT
0
Φn,0f
(i)dt (8.19)
mentre la seconda e` messa bene in evidenza dai diagrammi di Bode. Quello relativo
all’ampiezza delle funzione modulante e` riportato in Figura 8.2.
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Figura 8.2: Diagramma di Bode dell’ampiezza delle funzioni spline.
8.4 Scelta dei Parametri
delle Funzioni Modulanti
Per effettuare una accurata identificazione e` importante scegliere opportunamente
l’ordine della funzione spline, l’ingresso con cui testare il sistema, l’ampiezza della
finestra di integrazione e il tempo caratteristico.
8.4.1 L’Ordine n della Funzione Spline
Se il sistema da identificare e` di ordine q occorre prendere una funzione spline di ordine
n almeno pari a q + 2 (n ≥ q + 2). Infatti Φq,0 risulta derivabile q volte, ed e` cos`ı
possibile scrivere il sistema di equazioni in conformita` con il Sistema 8.11; inoltre in
questo modo non vengono prese in considerazione le ultime due derivate della funzione
spline, che sono discontinue e possono dare dei problemi quando vengono integrate
numericamente al calcolatore in una implementazione del metodo. Gli algoritmi di
integrazione numerica hanno infatti dei problemi quando devono integrare funzioni
discontinue.
Inoltre, sono escluse, dalla scelta delle funzioni modulanti, le ultime due deri-
vate della funzione spline Φn,n−1 e Φn,n che sono discontinue poiche` rappresentano
rispettivamente una sequenza di delta di Dirac e un’onda simile a quella rettangolare.
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8.4.2 Il Segnale di Ingresso
Per la identificazione il segnale di ingresso deve essere scelto in modo da avere una
estensione spettrale tale da sollecitare il sistema su tutta la sua banda caratteristi-
ca, in modo da ottenere informazioni su tutte le componenti spettrali della risposta
armonica del sistema stesso.
Una buona scelta, gia` sufficientemente sperimentata, per quanto riguarda il segnale
di ingresso, e` rappresentata da un segnale di rumore bianco, almeno nella banda di
interesse.
8.4.3 Il Tempo Caratteristico T¯
Le funzioni spline, come si puo` vedere dalla Figura 8.2 dove e` riportato il diagramma
di Bode dell’ampiezza delle prime derivate di una funzione spline di ordine n = 7, si
comportano come filtri di tipo passa-basso con frequenza di taglio pari a 1/T¯ .
La scelta del tempo caratteristico T¯ si ripercuote quindi sulle proprieta` filtranti
delle funzioni spline.
Occorre scegliere T¯ in modo da assicurare un compromesso tra l’eliminazione
delle componenti stocastiche di rumore e il passaggio delle componenti frequenziali
di interesse per l’identificazione del processo.
Di solito il tempo caratteristico T¯ si sceglie uguale alla costante di tempo domi-
nante del sistema.
Una volta stabilito l’ordine n della funzione spline e il tempo caratteristico T¯ , la
finestra di integrazione (o di identificazione) risulta quindi definita da T = nT¯ .
8.5 Il Software di Identificazione Usato
La identificazione del sistema in esame, con la Tecnica delle Funzioni Modulanti, in
questo lavoro e` stata effettuata utilizzando una libreria di funzioni implementate in
Matlab realizzata e messa a disposizione dall’Ing. L. Sani e utilizzata in ”Identifica-
zione nel campo continuo, la Tecnica delle Funzioni Modulanti”, Universita` di Pisa,
Tesi di dottorato, Ottobre 2000, [27].
La funzione Matlab principale e` la funzione:
[num,den]=fun mod(periodo,np,nz,flag)
che esegue l’identificazione del sistema mediante il Metodo delle Funzioni Modu-
lanti nei paragrafi precedenti descritto.
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I parametri di ingresso sono i seguenti:
periodo: ampiezza della finestra di identificazione;
np: numero dei poli della funzione di trasferimento del sistema da identificare;
nz : numero degli zeri della funzione di trasferimento del sistema da identificare;
flag : valore che abilita o meno il confronto con il sistema reale.
Il vettore degli istanti di campionamento, quello della misura dell’uscita e quello
della misura degli ingressi devono essere memorizzati nel file SISTEMA.MAT sotto
forma di vettori t, y e u rispettivamente o sotto forma di una unica struttura con
campi t, y e u. Inoltre, tali vettori di dati, devono essere collezionati con un intervallo
di campionamento costante.
I parametri di uscita sono:
num : vettore contenente i coefficienti cnz, cnz−1, · · · , c0 del numeratore della fun-
zione di trasferimento del sistema identificato;
den : vettore contenente i coefficienti anp, anp−1, · · · , a0 del denominatore della
funzione di trasferimento del sistema identificato.
Tale funzione compone il sistema algebrico descritto dalla Equazione 8.11, quindi
ne calcola la soluzione mediante pseudoinversa, come mostrato nella Equazione 8.12,
e restituisce i valori dei coefficienti trovati ordinati secondo potenze discendenti di s.
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Capitolo 9
Identificazione
del Convertitore Buck
9.1 Introduzione
Oggetto di questo capitolo e` l’identificazione del modello medio lineare del convertitore
di potenza di tipo Buck al fine di ottenere un modello piu` preciso di quello ottenuto con
la tecnica di media nel tempo delle equazioni che descrivono il circuito nello spazio
di stato State-Space Averaging SSA, secondo le modalita` descritte nel Capitolo 5,
”Modellazione di Convertitori Buck”.
Le misure necessarie per identificare un modello lineare del convertitore, non sono
state eseguite sperimentalmente su un dispositivo reale, ma sono state ottenute me-
diante simulazioni al calcolatore usando la sua implementazione Simulink (modello
switching).
Il procedimento di identificazione puo` sintetizzarsi in tre passi fondamentali:
• acquisizione dei dati necessari mediante simulazioni in ambiente Simulink;
• identificazione vera e propria del modello mediante routine software in ambiente
Matlab che implementano l’algoritmo delle funzioni modulanti;
• validazione dei modelli trovati mediante un confronto tra la risposta del si-
stema ”vero” (o sua implementazione Simulink) e quella ottenuta dal modello
identificato.
In particolare saranno identificate le funzioni di trasferimento che descrivono il
comportamento del convertitore per piccole variazioni attorno al punto di lavoro
prescelto per differenti valori di resistenza di carico.
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9.2 La Procedura di Identificazione Adottata
Viene descritta di seguito, in modo dettagliato, la procedura d’identificazione del
modello medio lineare dei convertitori esaminati in precedenza.
Si compone sostanzialmente di due fasi:
• Acquisizione dei segnali di ingresso e di uscita del convertitore.
In una prima fase viene simulato il comportamento del circuito mediante il
software Simulink.
• Identificazione del modello medio.
Per il convertitore in esame si assume che il modello medio abbia struttura del
tipo:
G(s) =
1− czs
a2s2 + a1s+ 1
(9.1)
formalmente analoga a quella che deriva applicando la tecnica di media nel
tempo delle equazioni che descrivono i circuiti nello spazio di stato, State-Space
Averaging SSA, considerando le componenti parassite.
I parametri di tale modello sono stati stimati con l’algoritmo delle funzioni
modulanti, descritto nel Capitolo 8, ”Tecnica delle Funzioni Modulanti”. Per
utilizzarlo in modo corretto e` stato necessario prendere alcuni accorgimenti sulla
scelta del segnale di ingresso, della finestra di identificazione, e sulla lunghezza
dei segnali da acquisire, come vedremo nel prossimo paragrafo.
9.3 L’Algoritmo di Identificazione in Matlab
In questa tesi la identificazione con la Tecnica delle Funzioni Modulanti del conver-
titore Buck e` stata effettuata usando una libreria di funzioni Matlab realizzata e
messa a disposizione dall’Ing. L. Sani1, che permettono di eseguire l’identificazione
dei parametri del modello utilizzando i segnali prodotti dalla simulazione del circuito
implementato in ambiente Simulink.
La procedura di identificazione si compone quindi delle fasi di:
• simulazione del circuito, con un segnale di ingresso opportunamente eccitante
e con la condizione di garantire che il convertitore operi nell’intorno di uno
specifico punto di lavoro;
1Si veda ”Identificazione nel campo continuo, la Tecnica delle Funzioni modulanti”, Universita`
di Pisa, Tesi di dottorato, Ottobre 2000, [27].
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• salvataggio e predisposizione dei dati necessari in un opportuno file SISTE-
MA.MAT sotto forma di vettori y (relativo alla misura dell’uscita del sistema),
u (relativo alla misura dell’ingresso del sistema) e t (relativo agli istanti tem-
porali) rispettivamente o sotto forma di una unica struttura con campi y, u e t
collezionati con un intervallo di campionamento costante;
• identificazione vera e propria dei parametri del modello utilizzando i segnali
prodotti dalla simulazione precedente mediante routine software in ambiente
Matlab;
• validazione del modello identificato mediante una comparazione visiva del se-
gnale di risposta (all’ingresso utilizzato per la identificazione) del sistema reale
e stimato, e mediante la misura dell’errore medio E e dell’errore quadratico
medio EQM .
Lo schema Simulink utilizzato per l’identificazione del convertitore Buck e` ripor-
tato in figura 9.1.
Figura 9.1: Schema Simulink per la identificazione del convertitore a commutazione
di tipo Buck.
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9.3.1 Scelta del Segnale di Ingresso del Convertitore
La scelta del segnale di ingresso da dare al convertitore per ottenere una buona
identificazione e` di fondamentale importanza (vedi Capitolo 8, Paragrafo 4, ”Scelta
dei Parametri delle Funzioni Modulanti”).
Per l’identificazione dei convertitori, poiche´ la funzione di trasferimento e` valida
solo per un punto di lavoro e per piccole variazioni intorno ad esso (small-signal
model), e` necessario pilotare il sistema con un particolare ingresso di seguito descritto.
La tensione di ingresso vc(t) viene scelta come la somma di due componenti:
una tensione costante Vc che determina il punto di lavoro D = Vc/Vo
2; un rumo-
re bianco che si sovrappone al segnale costante, simulato con il blocco Simulink
Band−Limited WhiteNoise (vedi Figura 9.1). L’ampiezza di tale rumore, rispetto
all’ampiezza del segnale Vc, deve essere tale da garantire che l’alimentatore continui a
lavorare in un intorno ristretto del punto di lavoro prescelto. Con tale scelta l’uscita
del sistema diventa un segnale rumoroso a valore medio determinato dal punto di
lavoro considerato.
Particolare attenzione va posta poi sul fatto che per identificare il modello medio
del convertitore, valido per piccoli segnali, devono essere considerati come ingresso e
come uscita non i segnali veri ma le variazioni di essi rispetto al valore medio (come
mostrato dalla Figura 9.1). Per questo motivo la scelta del rumore da sovrapporre alla
tensione costante diviene ancora piu` critica: se e` troppo alto, il sistema si comporta
in maniera non lineare poiche´ per tale ingresso non e` vero il modello medio; se e`
troppo basso aumenta la probabilita` di commettere errori nel sottrarre la componente
media del segnale e quindi si otterrebbero dei segnali non veritieri per effettuare
l’identificazione.
Per gli scopi proposti il modello medio del convertitore nell’intorno del punto di
lavoro e` caratterizzato da un duty − ratio D = 0.5, in quanto e` stato assunto una
tensione di alimentazione Vin = 24V ed una tensione di uscita Vo = 12V . L’ingresso
da dare in tale caso e` un valore costante pari a 0.5 (vedi Figura 9.1) cui e` sovrapposto
del rumore bianco di ampiezza variabile dal 5% al 25%.
I parametri Simulink utilizzati nelle identificazioni successive per il segnale di
rumore (blocco Band−Limited WhiteNoise dello schema implementativo di Figura
9.1) sono i seguenti:
• Noise Power: potenza del segnale rumore, con valore compreso tra 0.1e−5 e
0.5e−5 a seconda del sistema da identificare;
• Sample Time: tempo di campionamento, in modo da consentire al sistema di
2La tensione di uscita Vo di un convertitore a commutazione dipende dalla sua tensione di ingresso
(Vc) e dalla relazione che intercorre fra il tempo di conduzione e tempo di interdizione dell’interruttore
interno (duty − ratio,D).
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assestarsi attorno ad un valore di regime, con valore costante per tutte le prove
di 1e−4s;
• Seed: determina la forma del segnale in modo ripetibile, con valore 23341 per
tutte le prove.
Un esempio di segnale di ingresso ”rumoroso” utilizzato per l’identificazione e`
mostrato in Figura 9.2, dove per chiarezza e` riportata una piccola fascia temporale.
Figura 9.2: Ingresso per identificare il convertitore Buck con duty − ratio D = 0.5.
La risposta del convertitore Buck all’ingresso specificato e` riportata in Figura 9.3.
Figura 9.3: Risposta del convertitore Buck al segnale di ingresso ”rumoroso”.
Sottraendo i valori medi dei due segnali (vedi Figura 9.1), rispettivamente il se-
gnale costante 0.5 per quello di ingresso, e la tensione di uscita del convertitore con
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ingresso un duty−ratio fisso pari a 0.5, si ottengono i segnali di misura di ingresso e di
uscita che possono essere utilizzati per compiere l’identificazione del sistema tramite
le routine software.
In Figura 9.4 e` riportata la variazione della tensione di uscita del convertitore
rispetto al suo valore medio causata dal segnale ”rumoroso” applicato in ingresso.
Figura 9.4: Variazione della tensione di uscita del convertitore Buck rispetto al suo
valore medio.
9.3.2 Acquisizione e Predisposizione dei Dati
La durata della simulazione e` fissata pari a t = 0.5 s, per tutte le prove di iden-
tificazione effettuate, in modo da avere un sufficiente numero di campioni per la
identificazione stessa, ovvero per disporre di un numero di finestre di integrazione
sufficientemente alto. Il numero di campioni in questione, e` legato al tempo di cam-
pionamento per la raccolta dei dati di misura necessari all’applicazione dell’algoritmo.
Ricordando che questi dati devoso essere raccolti con un intervallo di campionamento
costante (per l’applicazione delle routine di identificazione), utilizzando un tempo di
campionamento costante pari a 1e−6 s, il numero di campioni collezionati e` pari ad
500001.
Sempre riferendosi allo schema di Figura 9.1, il segnale di ingresso con rumore
viene memorizzato in un vettore u del Workspace di Matlab per essere poi utilizzato
dalla funzione di identificazione vera e propria.
Come detto, il valore del segnale di uscita per l’algoritmo di identificazione e`
ottenuto sottraendo il valore dell’uscita del convertitore con ingresso ”rumoroso” il
segnale di uscita del convertitore con ingresso il riferimento costante, segnale ottenuto
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impostando un duty − ratio fisso pari a 0.5 per il convertirore Buck. Anche questo
segnale viene memorizzato in un opportuono vettore y del Workspace di Matlab.
Per quanto riguarda il segnale sugli istanti temporali, questo viene generato e
memorizzato nel vettore t del Workspace, mediante il blocco Simulink Clock che
restituisce l’istante corrente di simulazione.
Come detto sopra, tali segnali sono riportati dall’ambiente Simulink al Workspace
di Matlab campionandoli con un intervallo fisso pari a 1e−6 s, mediante il blocco
Simulink ToWorkspace, preposto allo scopo.
Terminata la simulazione, i tre vettori necessari per la identificazione del sistema,
presenti come variabili vettore y, u e t nel Workspace, vengono memorizzati nel
file SISTEMA.MAT come da specifiche per la funzione fun mod, che provvede alla
identificazione vera e propria del sistema (per una sua descrizione completa si veda
Capitolo 8, Paragrafo 5, ”Il Software di Identificazione Usato”).
E’ opportuno ricordare che la identificazione del convertitore per differenti valori di
carico resistivo e` effettuata semplicemente variando il valore della resistenza di carico
R nei due blocchetti della implementazione Simulink del dispositivo di potenza, come
mostrato nella Figura 9.1.
9.3.3 Uso della Funzione Principale Matlab
Conclusa la fase di simulazione, e quella di predisposizione dei dati, viene lanciata la
funzione [num,den]=fun mod(periodo,np,nz,flag) (vedi Capitolo 8, Paragrafo
5, ”Il Software di Identificazione Usato”) dopo aver predisposto opportunamente i
parametri richiesti.
E’ necessario impostare il valore della ampiezza della finestra di identificazione
periodo, e quello del numero di zeri nz e dei poli np del modello con il quale si
vuole identificare il sistema, e selezionare mediante il parametro flag se effettuare
un confronto con il sistema reale (opzione mai utilizzata in questo lavoro). Per le
considerazioni fatte in precedenza, il numero dei poli e` stato scelto pari a 2, quello
degli zeri pari ad 1 (vedi Capitolo 9, Paragrafo 2, ”La Procedura di Identificazione
Adottata”).
Per quanto riguarda la scelta del parametro relativo alla finestra di identificazione,
sulla base delle indicazioni fornite dall’Ing. L. Sani (Sani, 2000, [27]), sono stati
utilizzati valori compresi tra 2e−3 s a 5e−3 s per effettuare le varie prove.
Ricordiamo che la funzione in questione esegue l’identificazione del convertito-
re creando il sistema di equazioni algebriche necessario per la determinazione dei
parametri della funzione di trasferimento con la Tecnica delle Funzioni Modulanti,
e restituisce i valori dei coefficienti trovati nei vettori num e den secondo potenze
discendenti di s.
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9.3.4 La Fase di Validazione
Per avere una idea della bonta` del modello identificato, rispetto a quello vero, si con-
frontano le risposte del modello ottenuto e del sistema reale (y) all’ingresso rumoroso
(u) utilizzato per la identificazione. Oltre ad una validazione ”grafica” di sovrapponi-
bilita` delle due curve, sono utilizzati, come indici obiettivo, l’errore medio E definito
come:
E =
∑N
i=1 ei
N
ei = |y(i)reale − yidentificato(i)| (9.2)
e l’errore quadratico medio EQM :
EQM =
√∑N
i=1 e
2
i
N
(9.3)
dove ei rappresenta la differenza tra l’uscita all’istante i del sistema reale simulato
e l’uscita corrispondente del modello identificato, ed N il numero di campioni raccolti.
Lo schema Simulink usato per la fase di validazione e` riportato in Figura 9.5.
Figura 9.5: Schema Simulink per la validazione della identificazione.
E’ opportuno notare che, non essendo di interesse primario quello di identificare
il modello ottimo del sistema, ma solo un modello abbastanza accurato dello stesso,
sono state considerate ”buone” quelle identificazioni che mediante la procedura di
validazione hanno riportato valori di errore E inferiori a 0.15 ed EQM inferiori a
0.25. Per minimizzare tali errori sono state ripetute piu` prove variando il parametro
periodo della funzione Matlab fun mod, relativo alla finestra di integrazione utilizzata
dall’algoritmo di identificazione.
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9.4 Risultati della Identificazione
Le identificazioni effettuate riguardano il modello del convertitore Buck per i valori
di resistenza di carico R compresi tra 2Ω e 10Ω.
Le funzioni di trasferimento del convertitore di potenza Buck, per valori di re-
sistenza di carico da 2Ω a 10Ω, sono riportate di seguito. Esse sono state otte-
nute utilizzando i coefficienti risultato della pocedura di identificazione utilizzata,
componendo numeratore e denominatore restituiti secondo potenze decrescenti di s.
• Carico 2Ω
Buck2(s) =
0.00140864247163767s+21.3714896494196
4.19377925548949e−007s2+0.000574145946821217s+1
• Carico 3Ω
Buck3(s) =
0.00126903871853306s+22.2009552409114
4.16992202356812e−007s2+0.000456431751554895s+1
• Carico 4Ω
Buck4(s) =
0.000949178307075028s+22.075158141048
4.09379265877365e−007s2+0.000415495779247654s+1
• Carico 5Ω
Buck5(s) =
0.001116026930455419s+23.4158472479312
4.27742229492075e−007s2+0.00035712912618129s+1
• Carico 6Ω
Buck6(s) =
0.00114043575088063s+23.4810790354602
4.320220159795577e−007s2+0.000340173179773422s+1
• Carico 7Ω
Buck7(s) =
0.000786931899851057s+23.5859330092501
4.24307032021147e−007s2+0.000333538024253238s+1
• Carico 8Ω
Buck8(s) =
0.00104149372214142s+23.1544137293515
4.42893028418496e−007s2+0.000342044960856128s+1
• Carico 9Ω
Buck9(s) =
0.001051774536615255s+22.7901482254234
4.51610851545662e−007s2+0.000358223818654091s+1
• Carico 10Ω
Buck10(s) =
0.000862168537092501s+23.883261383742
4.4864663114831e−007s2+0.0003578716103331s+1
Per completezza, nella Tabella 9.1, per ogni prova effettuata per un determina-
to valore di resistenza di carico R, e` riportato il valore dei parametri del segnale
di ingresso Noise Power, Sample Time, e Seed utilizzati per la identificazione della
funzione di trasferimento del sistema relativo.
Per quanto riguarda il valore del parametro finestra di integrazione periodo uti-
lizzato, per i veri sistemi identificati, si veda la Tabella 9.2 seguente.
Infine, in Tabella 9.3 e` riportato l’errore medio E e l’errore quadratico medio EQM
nella risposta all’ingresso utilizzato per la stima del sistema per le varie identificazioni
effettuate.
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Carico R Noise Power Sample Time Seed
2Ω 0.5e−5 1e−4 s 23341
3Ω 0.5e−5 1e−4 s 23341
4Ω 0.5e−5 1e−4 s 23341
5Ω 0.1e−5 1e−4 s 23341
6Ω 0.1e−5 1e−4 s 23341
7Ω 0.1e−5 1e−4 s 23341
8Ω 0.1e−5 1e−4 s 23341
9Ω 0.1e−5 1e−4 23341
10Ω 0.1e−5 1e−4 23341
Tabella 9.1: Caratteristiche del segnale di ingresso utilizzate per le identificazioni di
modello effetuate.
Carico R periodo
2Ω 4.1e−3 s
3Ω 4.2e−3 s
4Ω 2e−3 s
5Ω 3.5e−3 s
6Ω 3.5e−3 s
7Ω 3.7e−3 s
8Ω 3.5e−3 s
9Ω 3.5e−3 s
10Ω 2.9e−3 s
Tabella 9.2: Finestra di integrazione utilizzata per le identificazioni di modello
effettuate.
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Carico R Errore Medio E Errore Quadratico Medio EQM
2Ω 0.0568 0.0914
3Ω 0.0713 0.1153
4Ω 0.1434 0.2247
5Ω 0.0133 0.0177
6Ω 0.0256 0.0428
7Ω 0.0427 0.0801
8Ω 0.0775 0.1202
9Ω 0.1134 0.1618
10Ω 0.1325 0.2015
Tabella 9.3: Errore medio E ed errore quadratico medio EQM per le identificazioni
di modello effettuate.
La combinazione dei parametri riportati nelle Tabelle 9.1, 9.2 e 9.3 e` quella che,
sperimentalmente, ha dato il minor errore medio E e quadratico medio EQM , e per
cui sono state fornite le funzioni di trasferimento riportate in precedenza.
A titolo di esempio, in Figura 9.6, e` riportata la variazione della tensione di uscita
Vo rispetto al suo valore medio, del sistema vero (modello switching) e di quello identi-
ficato con valore di resistenza carico di 8Ω, causata dal segnale di ingresso ”rumoroso”
utilizzato per la identificazione stessa; le due curve sono quasi sovrapposte.
Figura 9.6: Variazione della tensione di uscita del convertitore Buck simulato (modello
switching) e del modello identificato (carico R = 8Ω).
Le validazioni ”grafiche” degli altri modelli identificati presentano andamenti
analoghi.
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9.5 Conclusioni
La Tecnica delle Funzioni Modulanti applicata ai convertitori a commutazione ha
sempre dato risultati soddisfacenti anche con una modellazione puramente lineare. I
risultati presentano errori medi ed errori quadratici medi relativamente bassi.
E’ doveroso considerare che i parametri utilizzati per le varie identificazioni di
modello sono stati ricavati sperimentalmente per le singole configurazioni esaminate,
cercando principalmente un modello piu` rappresentativo del sistema di quello ottenuto
analiticamente mediante la tecnica di media nel tempo delle equazioni che descrivono
il circuito nello spazio di stato State-Space Averaging SSA.
Lo scopo di questa identificazione, infatti, non e` tanto quella di fornire il miglior
modello possibile del convertitore Buck per un dato valore di resistenza di carico, ma
un modello piu` accurato di quello finora utilizzato (modello medio lineare SSA), al
fine di poter effettuare un nuovo confronto sul valore della pulsazione critica atteso
rispetto a quello fornito dal sistema reale simulato (modello switching).
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Capitolo 10
Monitoraggio del Convertitore
con Tecnica a Rele` - 2
10.1 Introduzione
Mediante il Metodo delle Funzioni Modulanti e` stato possibile identificare un modello
medio lineare del convertitore Buck per i diversi valori di resistenza di carico assunti
come riferimento.
Il risultato di tale identificazione si traduce in nuove funzioni di trasferimento
del sistema in studio, valide sempre nell’ipotesi di piccole variazioni attorno ad un
determinato punto di lavoro, in teoria piu` precise ed accurate di quelle ottenute
mediante la tecnica di media nel tempo delle equazioni che descrivono il circuito nello
spazio di stato State-Space Averaging SSA.
E’ di interesse, a questo punto, considerare tali rappresentazioni per la stima della
pulsazione critica ωc del processo convertitore Buck-controllore chiusi in retroazione,
al fine di un confronto con i risultati ottenuti considerando gli altri modelli teorici a
disposizione.
La configurazione circuitale per la rilevazione del parametro di interesse e` la stessa
di quella utilizzata nel Capitolo 7, ”Monitoraggio del Convertitore con Tecnica a
Rele` - 1”, relativo al monitoraggio del convertitore con Tecnica a Rele` Robusto.
In questo caso il modello medio del convertitore utilizzato e` quello rappresen-
tato dalla funzione di trasferimento identificata mediante l’algoritmo delle funzioni
modulanti. Per quanto riguarda i parametri con cui sono state eseguite queste simu-
lazioni, uguali a quelli usati nelle precedenti, si rimanda al Capitolo 7, Paragrafo 4,
”Configurazione dei Parametri delle Simulazioni”.
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10.2 Riepilogo dei Risultati delle Simulazioni
I risultati delle simulazioni effettuate sono riportati nella Tabella 10.1, dove per ogni
prova, al variare del valore della resistenza di carico R, viene riportato il corrispet-
tivo valore della pulsazione critica ωc stimata per il modello identificato e per quello
switching simulato (sistema ”reale”).
Carico Pulsazione Critica Pulsazione Critica
R Modello Identificato Modello Switching
2Ω 3057 rad/s 3066 rad/s
3Ω 2922 rad/s 2923 rad/s
4Ω 2798 rad/s 2793 rad/s
5Ω 2678 rad/s 2675 rad/s
6Ω 2629 rad/s 2619 rad/s
7Ω 2560 rad/s 2565 rad/s
8Ω 2553 rad/s 2564 rad/s
9Ω 2536 rad/s 2530 rad/s
10Ω 2519 rad/s 2514 rad/s
Tabella 10.1: Pulsazione critica del processo in funzione della resistenza di carico
(modello identificato e modello switching).
I valori di pulsazione critica stimati, riportati in Tabella 10.1 precedente, pre-
sentano piccole oscillazioni attorno al valore di riferimento, peraltro di entita` non
significativa.
Anche in questo caso, come per nel caso di utilizzo del modello ottenuto mediante
la tecnica di media nel tempo delle equazioni che descrivono il circuito nello spazio
di stato SSA, e` possibile notare un andamento esponenziale inverso della pulsazio-
ne critica ωc in funzione del carico R alimentato dal convertitore. Questo fatto e`
messo bene in evidenza dal diagramma di Figura 10.1, dove e` possibile notare che
all’aumentare del carico alimentato la pulsazione critica diminuisce.
Effettuando un confronto con il risultato ottenuto dalla stima della pulsazione
critica sul sistema reale simulato (modello switching), e` evidente come i valori siano
sostanzialmente gli stessi. Questo e` messo bene in evidenza nel diagramma di Figura
10.2.
Conseguenza di tale fatto e` anche quella di avere una accurata precisione del
modello medio identificato del sistema in esame, come del resto ci si aspettava, avendo
utilizzato la Tecnica delle Funzioni Modulanti. Tale metodo, infatti, applicato ai
convertitori a commutazione (dispositivi intrinsecamente non lineari) ha sempre dato
risultati soddisfacenti anche con una modellazione puramente lineare.
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Figura 10.1: Pulsazione critica del processo identificato in funzione della resistenza
di carico.
Figura 10.2: Pulsazione critica del processo identificato e switching in funzione della
resistenza di carico.
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I valori delle pulsazioni critiche ωc ottenuti dalle simulazioni effettuate, consi-
derando il modello medio teorico ottenuto con la tecnica di media nel tempo delle
equazioni che descrivono il circuito nello spazio di stato State-Space Averaging SSA,
quello medio lineare identificato mediante l’applicazione della Tecnica delle Funzioni
Modulanti, e l’Implementazione Switching (in Simulink) del convertitore reale di ti-
po Buck, per i vari valori di resistenza di carico presi in esame, sono riportati nella
Tabella 10.2, mentre in Figura 10.3 e` riportato il loro andamento grafico.
Carico Pulsazione Critica Pulsazione Critica Pulsazione Critica
R Modello SSA Modello Identificato Modello Switching
2Ω 3506 rad/s 3057 rad/s 3066 rad/s
3Ω 3140 rad/s 2922 rad/s 2923 rad/s
4Ω 2930 rad/s 2798 rad/s 2793 rad/s
5Ω 2791 rad/s 2678 rad/s 2675 rad/s
6Ω 2692 rad/s 2629 rad/s 2619 rad/s
7Ω 2617 rad/s 2560 rad/s 2565 rad/s
8Ω 2558 rad/s 2553 rad/s 2564 rad/s
9Ω 2511 rad/s 2536 rad/s 2530 rad/s
10Ω 2472 rad/s 2519 rad/s 2514 rad/s
Tabella 10.2: Pulsazione critica del processo in funzione della resistenza di carico per
i vari modelli analizzati.
Figura 10.3: Pulsazione critica del processo in funzione della resistenza di carico per
i vari modelli analizzati.
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Capitolo 11
Conclusioni
11.1 Considerazioni Finali
Lo scopo di questa tesi e` stato quello di stabilire se una deviazione dalla prestazione
nominale di un processo fosse dovuta ad un disturbo temporaneo o ad una variazione
parametrica del sistema, mediante la misura della tensione di uscita, con particolare
riferimento al monitoraggio dei convertitori di potenza a commutazione.
Di particolare interesse e` il fatto di ricavare regole di corrispondenza tra la tensio-
ne di uscita di un convertitore a commutazione di tipo Buck e la resistenza di carico
alimentata, sfruttando tecniche automatiche a rele` per la determinazione dei para-
metri critici del sistema, in particolare la sua pulsazione critica. Cio` si rivela utile al
fine di poter determinare e/o valutare lo stato di funzionamento attuale del processo
mediante un metodo di monitoraggio in linea.
E’ stato implementato uno schema basato sulla Tecnica a Rele` Robusto di K. K.
Tan, T. H. Lee e X. Jiang (Tan, Lee, Jiang, 2000, [19]), con l’inserzione di una non
linearita` (rele`) su un anello esterno di retroazione, senza interferire con quello interno,
per l’innesco di una oscillazione autosotenuta mediante la quale rilevare la pulsazione
critica associata al processo, misurando la pulsazione angolare del segnale, periodico,
in uscita al rele`.
Come sistema reale e` stato considerato l’implementazione Matlab/Simulink del
convertitore a commutazione Buck, mediante i componenti della libreria SimPower-
Systems, mentre come modello analitico e` stato utilizzato quello derivante dall’ap-
plicazione della tecnica di media nel tempo delle equazioni che descrivono il circuito
nello spazio di stato State-Space Averaging SSA.
Le simulazioni effettuate al calcolatore hanno messo in evidenza che il modello
medio analitico e quello ”reale” simulato hanno valori di pulsazione critica caratte-
ristici in funzione del carico resistivo alimentato. Inoltre, e` stato determinato che
all’aumentare del valore della resistenza di carico la pulsazione critica del processo
diminuisce, con andamento esponenziale inverso. Questo a conferma di una relazione
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tra parametri ciruitali del dispositivo e parametri caratteristici del processo prevista
teoricamente in base all’analisi effettauata sul modello analitico, ricavato con la tec-
nica di media nel tempo delle equazioni che descrivono il circuito nello spazio di stato
Sate-Space Averaging SSA, con o senza resistenze parassite per gli elementi circuitali
che compongono il convertitore.
Tuttavia si e` evidenziata anche una sostanziale differenza tra i valori di pulsazione
critica rilevati utilizzando l’implementazione Simulink del sistema reale con quelli
forniti dal modello lineare teorico. Questo perche`, utilizzando lo Schema a Rele`
Robusto per l’innesco dell’oscillazione permanente, il processo si trova ad operare
sempre in regime transitorio, dove il modello analitico utilizzato non risulta molto
accurato. E’ stato quindi necessario, per validare la relazione trovata, utilizzare il
Metodo delle Funzioni Modulanti al fine di disporre di modelli del processo in esame
piu` attendibili.
Sono state cos`ı identificate le funzioni di trasferimento del convertitore a commu-
tazione di tipo Buck per vari valori di resistenza di carico e utilizzate poi per effettuare
nuove stime della pulsazione critica.
Utilizzando questi modelli identificati, la stima della pulsazione critica associata e`
sostanzialmente equivalente a quella ottenuta utilizzando l’implementazione Simulink
del sistema reale, dimostrando cos`ı che la relazione tra pulsazione critica e resistenza
di carico alimentata dal dispositivo e` valida.
E’ possibile cos`ı stabilire il valore del carico alimentato da un convertitore a com-
mutazione di tipo Buck monitorando la sua tensione di uscita, inserendo in modo
intermittente un rele`, secondo lo Schema a Rele` Robusto di K. K. Tan, T. H. Lee e
X. Jiang (Tan, Lee, Jiang, 2000, [19]).
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11.2 Sviluppi Futuri
Le possibili evoluzioni al lavoro svolto sono molteplici, alcune delle quali di seguito
elencate:
• Riproporre lo stesso studio del convertiore reale a commutazione di tipo Buck
con software specifici per la simulazione di circuiti elettronici e di potenza (Spi-
ce dell’EECS Departement of the University of California at Berkeley; PSpice
della MicroSim Corporation; Saber di Synopsys Inc.; MicroCap di Spectrum
Software) al fine di simulare un circuito con componenti discreti, come BJT e
MOSFET, in sostituzione del componente interruttore ideale ′′Ideal Switch′′ di
Simulink.
• Riproporre lo stesso studio in chiave strettamente sperimentale, rilevando la re-
lazione tra pulsazione critica e resistenza di carico alimentata con un convertito-
re di potenza Buck reale mediante misure di laboratorio, utilizzando specifiche
strumentazioni elettroniche.
• Utilizzare lo stesso impianto concettuale per rilevare le prestazioni del sistema,
ad esempio, in funzione dell’elemento discreto di commutazione adottato nella
implementazione del convertitore di potenza switching Buck.
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