We explore constraints on inflationary models employing data on large scale structure mainly from COBE temperature anisotropies and IRAS selected galaxy surveys, taking care not to apply linear perturbation theory to data in the non-linear regime. In models where the tensor contribution to the COBE signal is negligible, we find the spectral index of density fluctuations n must exceed 0.7. Furthermore the COBE signal cannot be dominated by the tensor component, implying n > 0.85 in such models. The data favors cold plus hot dark matter models with n close to unity and Ω HDM ∼ 0.20 − 0.35. We present realistic grand unified theories, including supersymmetric versions, which produce inflation with these properties.
I. INTRODUCTION
The inflationary universe scenario [1] provides an attractive resolution of the well known "horizon", "flatness", and "causality" puzzles encountered in the standard big bang cosmology. This scenario is most easily realized within the framework of both ordinary and supersymmetric grand unified theories (GUTS). In the simplest realizations of inflation, the density fluctuations are Gaussian and close to the Harrison-Zeldovich form, and the background density equals the critical density ρ c . Primordial nucleosynthesis implies that less than 10% of the background density is composed of baryons, and so the bulk of matter is "dark", presumably in the form of relic elementary particles.
Almost a decade ago it was pointed out by Shafi and Stecker [2] that two types of dark matter, cold and hot, would provide, within the inflationary context, an elegant way of understanding observations which indicated a surprising amount of clustering on larger than cluster scales. Since only the cold component clustered on smaller scales, and the hot component only clusters on larger scales, such a universe would have an enhanced large scale clustering power. Examples of GUTS containing cold plus hot dark matter (C+HDM) were also presented. The implications of this picture for microwave background anisotropies were worked out in 1989 [3, 4] . Mass functions [5] bulk streaming motions [3, 4] , cluster number densities and correlation functions, as well as "great attractors" were also found to be compatible [6, 7] with data.
Recent data on large scale structure from a variety of sources, particularly COBE and IRAS selected galaxy surveys, provide additional strong support to this remarkably "simple" scenario for structure formation. The COBE group [8] found an anisotropy amplitude which they characterized by an averaged quadrupole moment amplitude δT /T = Q rms−P S /T = 6.2 ± 1.5 × 10 −6 . As we have emphasized [9] , the earlier predictions [3, 4] for C+HDM models for CDM. Observationally derived values of b 8 seem to fall in the range 1.3 < b 8 < 2.5, meaning the COBE result was in remarkable agreement with C+HDM models. COBE also lent some weak support for the inflationary power spectrum; the data are consistent with the P (k) ∝ k n spectrum with n = 1.1 ± 0.5 [8] . Following the COBE result other pieces of evidence pointing to the C+HDM model were discovered: compatibility with early quasar formation [10, 11] , compatibility with galactic correlations and velocities, [12] [13] [14] , APM correlations [14, 15] quiet local Hubble flow [16] , "cosmic mach number" [17] , and counts in cells [18, 19] . Thus, there seems no doubt that the C+HDM model is a candidate worthy of serious consideration.
While we know that the primordial density power spectrum P (k) ∝ k with C+HDM provides a good fit to the data, it has long been known that the inflationary scenario does not quite yield this simple form. In recent studies, these correction factors have been exploited to yield power spectra P (k) ∝ k n with n significantly less than 1 as a means to repair the relative large/small scale problems of the pure CDM model. In this paper, one of our tasks will be to undertake a study of the range of allowed n. [Note that in this work we will only consider n < ∼ 1, although inflationary models where n exceeds unity can be constructed.]
Since we do not precisely know the HDM fraction of the universe, we will explore the two dimensional parameter space n − Ω HDM , and examine the constraints imposed by the data.
We do this by comparing the model predictions with data from COBE, the power spectrum of IRAS galaxies, IRAS counts-in cells, and bulk velocities from the POTENT analysis.
We will also consider requirements for the early formation of quasars. After fitting the normalization and the bias factor for IRAS galaxies, we calculate χ 2 for each model. We then compare the results of the models and present χ 2 contour plots in the n − Ω HDM fraction plane. We also consider the possibility that some of the COBE signal was produced by the long wavelength gravity waves generated during inflation.
Because of uncertainties in the simulation of structure formation in the non-linear gravity regime, we will concentrate chiefly on structure which is still described by linear perturbation theory (scales > 20h −1 Mpc). This avoids the difficulties inherent in identifying galaxies and clusters and separating out complicated dynamic effects, e.g., the velocity bias of galaxies.
Our main aim is to explore a large region of parameter space, and try to identify that part of it for which running more detailed computer simulations would make the most sense.
Finally, if we are to take seriously the whole picture of inflation and C+HDM we need to identify plausible models of inflation which are compatible with our analysis of the large scale data. Here we will consider only "realistic" models of inflation. By this, we mean models in which the inflating field is a part of a larger theory which contains the following elements:
• neutrinos with masses in the eV range.
• a cold dark matter candidate.
• a high energy particle physics structure which is compatible with low energy physics and its hints about higher symmetries.
• a successful baryogenesis following inflation.
Without these elements we find the inflation model to be somewhat ad hoc.
The plan of the paper is as follows. In the next section, we will describe our testing of inflationary models with large scale structure data in the linear perturbation regime using a χ 2 analysis. This will turn out to strongly limit the power spectrum. In section III we will consider some general constraints from data which come from structure in the nonlinear regime. This will limit mainly the HDM fraction. In section IV we consider models of inflation which satisfy all of our requirements for "realistic" inflation models. In particular we present some new examples of chaotic inflation based on supersymmetric grand unification.
We end with some general conclusions in section V. We have attempted to make this paper somewhat self-contained for a more general audience.
II. CONSTRAINTS FROM LARGE SCALE STRUCTURE DATA IN THE
LINEAR REGIME.
In this section, we will describe data and our χ 2 analysis of theoretical predictions for these observations, but first we will discuss a few general issues concerning the models and the testing strategy employed here.
First of all, the problem with drawing strong conclusions about any given model of structure formation is that there are so many parameters to vary that we have a multidimensional parameter space to explore. We will choose to take best guess values of three of them, the baryonic fraction Ω baryon = ρ baryon /ρ c , the cosmological constant Λ, and the Hubble constant, H 0 = 100h km sec −1 , with h observationally constrained to the values 0.4 < ∼ h < ∼ 1.0. Constraints on the age of the universe from globular star clusters, nuclear cosmochronology, and white dwarf ages imply that high values of the Hubble constant are forbidden, i.e. h < 0.6 in an Ω = 1 universe. Thus these models will be allowed only if the observations eventually settle into a more restricted range 0.4 < h < 0.6. Since many quantities vary as h 2 there is still some freedom despite this narrow range of Hubble constant.
In the present analysis we will use only the central value, h = 0.5.
Primordial nucleosynthesis strongly constrains the baryon density [20] as 0.010 ≤ Ω baryon h 2 ≤ 0.015. Using h = 0.5, we can express this 95% confidence constraint as
We note that allowing for the uncertainty in h, the baryonic fraction could range from Ω baryon ∼ 0.03 − 0.9. We intend to explore this uncertainty in the Hubble constant and baryon fraction and its implications in a future publication. Once we have fixed the baryon density, the other densities can be completely specified by the hot dark matter density Ω HDM
as
The hot dark matter fraction (combined with the hubble constant) also specifies the neutrino mass. If we have one flavor of neutrino whose mass is in the eV range, usually taken to be
We will set the cosmological constant (Λ) to zero. There is evidence to support this choice. The local (within 60 h −1 Mpc) velocity field implies values of Ω close to unity [21] .
Furthermore, in a Λ dominated universe, there seems to be too few gravitational quasar lensing events, and the bulk streaming velocities are too small.
The growth of density fluctuations is affected by the dynamics of the matter content, producing a scale dependent modification of the density fluctuation power spectrum. The relative growth as a function of scale is discussed in Appendix A, and the results are summarized in Figure 1 , where we present the transfer functions in Fourier space as a function of Fourier wavenumber k = 2π/λ. In figure 1 , we see that increasing the neutrino fraction decreases the amount of growth, and hence the amplitude, on small scales (large k). We also note that there are some modifications of the shape of the spectrum on quite large scales.
For example the transfer function with Ω HDM = 0.3 is slightly steeper at k ∼ 0.07h Mpc
than that of either Ω HDM = 0.0 (CDM) or Ω HDM = 0.5.
In order to do our comparison in the most unambiguous way, we will confine our attention mostly to the regime where linear theory is appropriate. In the past, it was common to normalize linear power spectra by use of the fact that the rms optically selected galaxy density fluctuations are δN/N = 1 on a scale of 8 h −1 Mpc. In the most naive case, where one assumes that galaxies (light) trace the mass distribution, one would set the rms mass fluctuation also equal to one on this scale. More recently, however, it has become apparent that the galaxies are more strongly clustered than the mass, i.e., they are biased tracers of the mass. The usual method for dealing with this complication is to assume that there is a linear relation between the optical galactic density and mass fluctuations using a bias parameter b, which is independent of scale b = (δN/N)/(δM/M). The mass fluctuation σ(R) in a sphere of radius R is calculated in linear theory by
where j 1 (x) is the first spherical Bessel function and the term in brackets is the Fourier transform of a sharp edged sphere of radius R. Clearly, when a perturbation amplitude approaches unity, linear theory is no longer appropriate. Even with b as large as 2, this implies σ(8 h −1 Mpc) = 0.5, which is still quite non-linear. Using the spherical collapse approximation (see Appendix B) we estimate that for σ = 0.5, we are already highly contaminated by non-linear effects. If we consider scales for which σ(R) ≤ 0.4 we estimate that the non-linear corrections will be < ∼ 30%.
A look at figure 1 shows that the greatest difference between the models considered here occurs on the small scales. Limiting our range to k ≤ 0.3h Mpc −1 implies that our testing will have a somewhat weakened ability to discriminate between models with different HDM fractions. In section III we will consider some constraints from non-linear structures to help us pin down the dark matter fraction.
We will first give a brief description of the large scale structure data, followed by a description of our calculations for different models.
A. Large Scale Structure Data
Here we will discuss the particulars of the data we are using. We explain our reasons for choosing the data and method of interpretation of this data.
COBE data
The large amplitude of the COBE measured temperature fluctuations is characterized by the extrapolated quadrupole moment Q rms−P S . This amplitude was a factor of 2-3 larger than predicted in the usual CDM models fit to galactic structure, and so gave strong support for the C+HDM models [9] . However, various authors seem not content to use the COBE analysis of the amplitude. Instead they choose to use the sky variance at 10
• which, when used with a Gaussian beam, implies a somewhat smaller amplitude for the fluctuations (e.
g., [15, 22] corresponding to Q rms−P S = 15.3µK). The COBE beam pattern, however, is only approximately a Gaussian shape. More careful analysis of the COBE results [23] using the actual beam pattern seems to confirm the original higher value of the amplitude. In addition, use of the correct beam pattern reduces the variance of the fit amplitude, so the best fit n = 1 COBE amplitude now corresponds to Q rms−P S = 17.1 ± 2.9 µK. Although it is customary to quote the results in terms of the quadrupole moment, this corresponds to only the very small wavenumber end of the spectrum. The best fit amplitude of the quadrupole moment will be somewhat dependent on the value of n used in the analysis. In order to find a better quantity than the quadrupole, Wright et al. [23] recommend normalizing the amplitude to the hexadecupole δT 4 = 12.8 ± 2.3 µK, when n = 1, as in the inflationary models we consider here. This yields a best fit amplitude less dependent on the value of n.
In passing, we note that the COBE results should be taken seriously, as a balloon experiment from the MIT/GSFC/Princeton collaboration [24] sees the same temperature correlation function as COBE and find similar values for the fluctuation amplitude, which they specify with Q rms−P S . However, they currently only have data from the northern hemisphere and their limits on Q rms−P S are not as constraining as those for COBE. In the future they plan to cover the southern hemisphere as well, which would improve the limits of the COBE power spectrum exponent, which are currently n = 1.1 ± 0.5. is that the systematic errors these experiments face are quite complicated. We expect that these uncertainties will be resolved and that we will know the amount of degree scale anisotropy which exists with some precision. We also point out that C+HDM models, when normalized to COBE produce the same degree scale anisotropies as similarly normalized CDM models. The only differences occur for anisotropy measurements ≪ 1
• . Since the degree scale anisotropies are all in the right ballpark for Ω = 1, n ≈ 1 models normalized to COBE, we take this as an encouraging sign for the models we consider in this paper.
The IRAS Large Scale Survey of Galaxies
The IRAS survey of galaxies done by the QDOT (Queen Mary-Durham-Oxford-Toronto)
collaboration [25] , extends as deep as several hundred Mpc, approaching the smallest scales observable by the COBE satellite. Combining the COBE data with the IRAS survey of galaxies thus covers the whole range of scales where the fluctuations can be described by the linear theory. The QDOT IRAS survey has measured redshifts for 1 -in -6 IRAS galactic sources (1824 galaxies) with IRAS fluxes > 0.6 Jy. The IRAS selected galaxies seem to be more uniformly distributed than optically selected galaxies and may therefore give a fairer representation of the universe. By concentrating on measuring only 1 in 6 galaxies, the QDOT collaboration obtained a deep sparse sample out to a depth larger than that of the Berkeley IRAS survey [26] which measured redshifts for all IRAS sources above a flux of 1.2
Jy. Using the redshift of the source as a distance indicator, combined with angular position data, one has a three dimensional picture of the galaxy distribution. This distribution can be analyzed to directly extract the power spectrum of density fluctuations [26, 27] . The results of the Feldman, et al. [27] analysis is shown as the power spectrum data in Figure 2 .
We will use this QDOT IRAS data to test models with theoretical power spectra given by
For n ∼ 1 and the transfer functions T (k) in figure 1 , we can see that the power spectra go like P (k) ∼ k on very large scales and like P (k) ∼ k −3 − k −4 on very small scales, with a peak somewhere around k ∼ 0.02 − 0.10. In order to get the proper normalization for the amount of structure on scales up to the power spectrum peak scale, one must measure the power on scales larger than the power spectrum peak scale. In the mass fluctuation [27] ), suggests that the Berkeley survey may still be too small to be seeing all of the large scale power.
On large scales, the power spectrum is a better measure of clustering power (i.e., has smaller errors) than the galaxy correlation function [28] . However, for scales < 100h −1 Mpc, the power spectrum is not as good an indicator. Since the largest differences between the models under consideration here occurs on smaller scales, we would like to supplement our analysis with a different estimator of power on small scales. To this end we use the "counts They also give a value for ℓ = 10h −1 Mpc, but this represents a fluctuation which is strongly contaminated by non-linear effects, and hence not appropriate for our analysis. The QDOT counts in cells data is presented in figure 3 .
POTENT bulk flow velocities
We also use the bulk flow velocities from the POTENT analysis [29] . They represent the the rms velocities of spherical regions of radius R. The velocity has first been filtered with a Gaussian of width R = 12h −1 Mpc to reduce noise. This data is shown in figure   4 . The POTENT analysis has been done using the IRAS galaxies of the Berkeley survey, and so suffers from the problem that enough of the universe has not been sampled to get a fair estimate of the velocities. This is exacerbated by the fact that velocities are even more sensitive to the very large scale power than the mass fluctuation. However, we would still like to find a way to use these velocities because they do not depend on the bias. (Velocities are generated by the gravity of density fluctuations.) Since we have velocities from one local patch we will include the cosmic variance of the predicted velocity for any given patch of the universe in our analysis. Our treatment will be described in the next section.
B. The χ 2 Test
The reduced χ 2 statistics is calculated by comparing the set of N predictions y according to the following formula the b I determination, and the COBE amplitude, which we will count as two points. In the χ 2 analysis of n = 1 models in ref. [18] , the COBE data is counted as two points, one for the sky noise at 10
• and another for the value of Q rms−P S . Because of the complications of the non-gaussian beam pattern we have avoided this procedure, but we still choose to weight the hexadecupole amplitude as if it were two points in the analysis. This forces the amplitude of density perturbations to be slightly closer to the COBE normalized amplitude than by weighting it as only one point. The results of the analysis is quite similar if we were to weight COBE as only one data point. Thus we have a total of N = 48 data points which contribute to the χ 2 sum. formula. The confidence levels of rejecting the hypothesis that the data fits the model are found by integrating the normalized χ 2 distribution. The probability of getting χ 2 > 1.38
is < 5%, so we can reject such models with 95% confidence. We will now proceed to discuss how we compute the y th i .
C. Model Predictions From Linear Theory
Here we will explain how we compare our theoretical power spectra P th (k) to the data presented in the previous section. First of all, we can calculate the hexadecupole δT 4 (measured by COBE) with the formula given in Ref. [30] for the coefficient of the fourth spherical harmonic for each of the power spectra we are considering. However, we can find an effective wavenumber k ef f for which the amplitude of P (k ef f ) is directly proportional to the amplitude of the hexadecupole. We have found that the value k ef f = 1.05 × 10 −3 h/Mpc accurately characterizes the hexadecupole moment for the limited range of n we are studying (0.70 < n < 1.00).
The COBE experiment cannot distinguish between temperature fluctuations generated by the Sachs-Wolfe effect of scalar (density) fluctuations and tensor (gravity wave) fluctuations, both of which are products of inflation. This signal confusion is worsened by the fact that the ratio of the moments generated (at least on COBE scales) for scalar and tensor contributions are nearly independent of scale [31] [32] [33] . The overall amplitudes of the moments for scalar and tensor modes, however, can be quite different, and one must construct a specific model of inflation and then evaluate the density perturbation and gravity wave amplitudes during inflation. In some models of inflation, such as "new" inflation [1] , the contribution of gravity waves to the COBE signal is negligible, and the COBE signal relates only to the scalar density perturbations.
Models of inflation which produce a significant amount of gravity waves cannot be summarized with a universal formula. However, there is a relation derived from the toy model "power law inflation" [34] which relates the gravity wave (tensor) contribution to the COBE signal (∆T /T ) T to the contribution from the density (scalar) fluctuations signal (∆T /T ) S via the spectral exponent of the density power spectrum n [22, 32, 35] :
This relation also is reasonably accurate for chaotic inflation models. Since the COBE signal is a quadrature sum of the multipole moments, decreasing n decreases the fraction of COBE signal due to density waves, and thus implies a smaller amplitude for P th (k). Thus the amplitude of the COBE quadrupole moment is √ 8 − 7n times larger than would be expected from the density component alone. We will consider models with gravity waves produced according to this formula.
To simulate the IRAS power spectrum P I (k) we have to apply a couple of correction factors to our theoretical P th (k). First of all the distribution of galaxies in redshift space on large scales appears more clustered because of the doppler contribution to the redshift from velocity perturbations [36] . With a biased galaxy distribution (b I ) this correction can be made by multiplying with the factor
However, on smaller scales there is the opposite effect; the doppler shifts from the peculiar velocities of galaxies become large in comparison to the Hubble velocities and in fact wash out this redshift clustering effect. This effect can be described with a velocity dependent factor [37]
where R v = 4.4 h −1 Mpc for IRAS galaxies.
Applying these corrections to a linear power spectrum seems to give reasonable agreement with the power spectrum of "galaxies" in N-body simulations. For example, Feldman, et al.
[27] present such a power spectrum (from ref. [13] ) for a model with 30% HDM. The N-body spectrum becomes slightly higher than our linear spectrum for k > ∼ 0.15 presumably due to non-linear corrections. The worst disagreement ( < ∼ 30 %), occurs at the small wavelength end k = 0.2h Mpc −1 of the QDOT IRAS P (k). This error is still much smaller than the QDOT error bars, so we believe our procedure is relatively insensitive to non-linear effects.
To compare our predictions with the counts in cells data we calculate the mass variance in a spherical volume of radius R = (3ℓ 3 /4π) 1/3 , i.e., the radius which encloses the same volume as ℓ 3 . We have checked that this procedure gives the same results as a cubic cell of length ℓ by computing the variance in a cube and a sphere of equal volume using a CDM, n = 1 power spectrum. The results were different by only a few percent.
We calculate the counts in cells directly for each model, using the same redshift space correction as appropriate for the IRAS power spectrum. Peacock [28] has suggested a different method for comparing counts-in-cells data to P (k). He noted that one can write
where the value of k ef f depends on the spectrum. This is the method used by Taylor and Rowan-Robinson [18] for their χ 2 analysis. It is instructive to calculate k ef f for a typical model just to illustrate the wavenumbers being probed with the counts-in-cells measurements. For a n = 1, Ω ν = 0.25 model, the values for k ef f are given in Table 1 .
Thus we see that for accurate count-in-cells numbers for these volumes, one needs to accurately get the power spectrum out to k < ∼ 0.02.
Note we are not considering the datum from cells of length ℓ = 10h −1 Mpc, as this point is strongly in the non-linear regime. In appendix B we estimate that even for ℓ = 20h
Mpc, the non-linear effects may be as large as ∼ 30 %, which is roughly the same size as
the disagreement between our linear P (k) and the N-body simulation P (k) at the smallest wavelength we consider, k = 0.2h/Mpc. For this reason we do not consider estimates of the power on scales much below 20h −1 Mpc. (The largest wavenumber from the IRAS QDOT
To do the testing, we first must calculate the linear theory power spectra for all models with a primordial power spectral index 0.70 < n < 1.00 and 0 < Ω ν < 0.5. We have limited n to be ≤ 1 because we are considering only grand unified models of "new" and "chaotic" inflation. We calculate the power spectra for these models in steps of δn = 0.02 and δΩ ν = 0.05 using our form for P (k): and b I = 1.23 ± 0.46 (ref. [39] ). However, the POTENT analysis [21] of the Berkeley IRAS galaxies finds that the 95% confidence interval for b I = 0.5 − 1.3. We therefore combine these measurements to say that b I = 1.1 ± 0.3 to cover the 95% confidence overlap region of the b I determinations. We consider the measurement of b I = 1.1 ± 0.3 to be a bona fide data point which we add to our χ 2 test. As is usual, we will assume a constant bias factor independent of scale and we will allow b I to vary in 7 linearly spaced steps between 0.8 and which gives the lowest value of χ 2 , and plot this minimum χ 2 in our Ω ν − n contour plots.
Thus we allow each model to put its best face forward in our test. Some of these models with b I = 1.00 are shown in figure 5 .
We calculate the POTENT rms velocities by the same procedure as described in ref.
[10]. In our comparison of the rms POTENT velocities to theoretical rms velocities, we will incorporate the cosmic variance of the velocity field. The idea is that with a Gaussian density field, the velocity field will also be Gaussian. The magnitude of the velocity vector will have a χ 2 distribution with 3 degrees of freedom. The variance of the rms velocity is much larger than the POTENT velocity errors. For example the 68% theoretical confidence range on the average predicted velocity magnitude v corresponds to ( v − 0.48 v , v + 0.32 v ), while the POTENT errors are less than ∼ 15 %. This is plotted in figure 4 for the n = 0.96, 25% HDM model. If we normalize an n = 1.00 power spectrum to COBE then the predicted velocities are within the POTENT 1 σ error bars, regardless of the HDM fraction (see e.g., n = 1.00, 50% HDM model in figure 4 ). As we decrease n below 1.00, we will decrease the predicted velocities well below the POTENT values. Thus the upper limit on the predicted velocity will be the most relevant quantity for comparing theory to observations. We combine this upper limit in quadrature with the POTENT 1 σ error, and use this as a fairer estimate of the error bar in our χ 2 analysis.
While adding errors in quadrature is strictly correct only for Gaussian errors, the velocity distribution is not too far from a Gaussian. We plot several theoretical predictions for v against the POTENT velocities in figure 4 . Even with these huge error bars, we find that the predicted velocities for models with significant gravity wave contributions will still have trouble matching the POTENT derived velocities.
D. Results of Linear Data Analysis
The results of our χ 2 test are presented in figures 6 and 7 for models without and with gravity waves, respectively. Starting with our absolute best fitting model n = 1.00, 30%
HDM and working outward, we plot 9 concentric curves with confidence levels of .5, 1, 5, 10, 25, 50, 68, and 95 %. (For reference, the best fit model has formally a probability 4 × 10
for getting such a good fit by chance -although such small probabilities are meaningless for statistical analysis.) When one reaches the level of 1%, areas where the theory does not match the data become discernable in the data plots. The first thing to note about the graphs is that the overall level of χ 2 for models with n ∼ 1.00 is quite low. This result supports earlier claims that n = 1 models normalized to COBE have sufficient power to explain "large scale power" apparent in galactic clustering measures. If the measurement errors were smaller our test would be a much better discriminator between models.
We have two scenarios to discuss: models with and without gravity waves. First we point out one general trend which is common to all models, and which does not show up in the χ 2 numbers. As we decrease n we decrease the amount of mass clustering power on small scales. To increase the galactic clustering power to compensate for this, one needs to increase the amount of galactic biasing b I . Since our program finds the best fit b I , we will point out that small n models correspond to highly biased models (large b I ). We could better limit the models if we had more precise information about b I .
The χ 2 contours for models with no gravity waves are shown in figure 6 . As can be seen we can rule out models with n < ∼ 0.7 at 95% confidence. There is a slight dependence of n on the HDM fraction, with the limit being n ≥ 0.67 for models with no HDM and n ≥ 0.72 for models with 50% HDM. This is easily understood since models with a lot of "tilt" already have little galaxy scale power, and large HDM fractions exaggerate this behavior. The region of best fits occurs in a roughly rectangular region 0.85 < ∼ n < ∼ 1.00 and 0.1 < ∼ Ω HDM < ∼ 0.5 That these fits are quite good can be seen from the direct comparisons to data shown in figures 3, 4, and 5 for a few models.
The χ 2 contours for models with gravity wave contributions according to equation 2.5 are shown in figure 7 . It is readily apparent that the allowed parameter space is much smaller. Here the 95% confidence limit on n rules out models with n < ∼ 0.85. Again, there is a slight dependence of n on the HDM fraction, with the limit being n ≥ 0.83 for models with no HDM, and n ≥ 0.87 for models with 50% HDM. The region of best fits occurs in a roughly rectangular region 0.94 < ∼ n < ∼ 1.00, 0.1 < ∼ Ω HDM < ∼ 0.5. Including significant amounts of gravity waves forces the normalization of the density power spectrum to be much lower, which depletes the amount of clustering power.
We note that for our 95% confidence limit an amount > ∼ 50 % of the COBE signal is attributed to the effect of density fluctuations. This tells us that to fit large scale structure one requires that the COBE signal cannot be dominated by inflation generated gravity waves. Our best fit models are those in which at least 80% of the COBE signal is due to density fluctuations.
Our two conclusions from this analysis are that the power spectrum must be close to the Harrison-Zeldovich form (n = 1.00) and that the COBE signal must be mostly due to density fluctuations.
III. CONSTRAINTS FROM DATA ON NON-LINEAR STRUCTURES
As noted in the previous section, we find the best models are those which have Ω HDM > ∼ 0.1. The statistical confidence of this conclusion is not very high, on the order of 10% for a given value of n. This is not surprising, since we have confined ourselves to only the largest scales, k < ∼ 0.2h Mpc −1 , where the transfer functions for all the models do not differ too much (see figure 1) . The best place to discriminate between these models is on smaller scales, where we have data only on the non-linear part of the power spectrum.
A. The Data
The relation between non-linear structures and the amplitude of the linear power spectrum is quite complicated, and it is non-trivial to extract strong conclusions from this data.
We will consider two such constraints which we feel can be used relatively safely -constraints on the amplitude of σ(8h −1 Mpc) or equivalently b 8 , and the requirement that quasars form early enough to be compatible with observations. The quasar constraint is a lower bound on the power spectrum amplitude while σ(8h −1 Mpc) is an upper bound (at a somewhat larger scale).
High redshift quasars
The discovery of quasars with high redshifts (about 20 with z ≥ 4) was a direct challenge to theories of structure formation. One needs a minimum amplitude for density fluctuation on galactic scales to account for the quasar population. Efstathiou and Rees (ref. [40] ) considered the formation of quasars in a highly biased (b 8 = 2.5) n = 1 CDM model.
The basic strategy is that in order for a massive black hole to form and power the quasar emission, one first requires a host dark matter halo to supply the gravitational potential to induce baryonic infall. The number density of structures for a given power spectrum can be computed using the Press-Schecter or BBKS techniques. The number density of structures depends exponentially on a parameter ν given by
where R is the radius of the initial collapsing region appropriate for the objects in question and σ c is the linear theory value of σ(R) which corresponds to the gravitational collapse and virialization of the object. Using the spherical collapse approximation (see Appendix A)
2/3 /20 = 1.69. In this application we use the Gaussian filtered mass fluctuation
where the subscript "G" is to remind us that we are using a Gaussian filtering function. The parameter ν then has the physical meaning of the ratio of the overdensity in a collapsed object to the ambient rms overdensities. Thus specifying ν tells us the amplitude of the density fluctuations on the scale R. Also, since the calculated number density depends exponentially on ν, it is hoped that errors in the measured number density will not significantly change the value of ν.
Efstathiou and Rees (ref. [40] ) estimated that the minimum mass for a quasar halo was ≥ 2 × 10 12 M ⊙ . They found that a b 8 = 2.5, n = 1 CDM model could account for the number density of quasars at least out to a redshift of z = 5. Haehnelt and Rees (ref. [41] ) improved on this treatment by showing that the b = 2.5 CDM could fit the quasar luminosity function at a variety of redshifts. Since both increasing the HDM fraction and reducing n lessen the amount of power on small scales, it is obvious to ask whether the amplitude of quasar scale fluctuations has decreased below that required for making quasars. Haehneldt (ref. [11] ) used the techniques of ref. [41] to limit the HDM fraction in n = 1 models and n in CDM models, finding that n > 0.75 in CDM models and the HDM fraction must be Ω HDM ≤ .3.
Schaefer and Shafi (ref. [10] ) showed that 25% HDM and n = 0.94 − 0.97 is compatible with the quasar density out to a redshift of z ∼ 5.
The Press-Schecter technique is, however, not without errors. Even if we knew the quasar number density perfectly, and hence could deduce the exact value of ν, there would still be uncertainties. These uncertainties have been discussed before in a variety of places. Here we follow the discussion of reference [22] . The uncertainties in ν can be found by [42] . To bracket these values we can assume σ c = 1.5 ± 0.2. Second there are errors in the quoted mass of the object. The theoretical value for the quasar halo mass is somewhat uncertain, and the mass of the object derived from the luminosity function comes with an additional error. To evaluate the total uncertainty one needs to know the value of (dσ(R)/dR)(dR/dM). For the quasar halo mass of 2 × 10 12 M ⊙ , the Gaussian filter radius is R = 0.6h −1 Mpc. For n = 1 models (dσ(R)/dR)(dR/dM) ranges from 0.14 for CDM models to 0.033 for 50% HDM. Assuming a factor of 3 error in the observational and theoretical masses, we then have ∆lnν = ±0.13 ± 0.04 ± 0.04 (3.4) for 50%HDM (n = 1) which has the smallest uncertainties of the n = 1 models. We conclude that there could be an uncertainty of about 20% in the amplitude of the density fluctuation σ(R) derived from the quasar density.
In order to have the proper quasar density at early redshifts, one needs to have σ(0.6h
Mpc) ≥ 1.1 today (using σ c = 1.5). The effect of the hot dark matter on the growth of density fluctuations at these scales changes the above threshold value by only a few percent [11] . To forbid models which are unlikely to have quasars form early enough, we make the replacement
whenever σ(0.6h −1 Mpc) ≤ 1.1. We have weighted this contribution to χ 2 by 20 to strongly penalize models without sufficient small scale power. Since there are about 40 data points in our χ 2 analysis an amplitude σ(0.6h −1 Mpc) which is 40% (2 × 20%) smaller than our threshold amplitude will cause χ 2 to be so large that the model will be ruled out by the quasar data alone.
σ(8h −1 Mpc)
Since it has become traditional to specify the amplitude of linear theory by b 8 , some attention has been paid to determining the value of b 8 from observations. There are several ways of getting at this quantity which seem to be converging on the range b 8 = 1.5 − 2.0 for the Ω = 1 models. We will consider some of the more recent attempts to constrain this parameter.
The easiest way to estimate the density fluctuations is by finding the variance of the galactic number density. For the IRAS galaxies we have two estimates of the number density fluctuations: one from the QDOT survey [43] b I σ non−linear (8h −1 Mpc) = 0.69 ± 0.09 (3.6) which is in perfect agreement with the estimate from the Berkeley survey [44] 
The error on the averaged combined measurement is essentially the same as the Berke- bias" effect. This conclusion seems to also hold for n < 1.00 [48] . Ref. [48] also suggests that this is true even in models with C+HDM. However, they did not consider the effect of the dynamical effects of HDM in their study, and this seems to allow us to use b 8 < 2 with significant amounts of HDM [12] [13] [14] . Another constraint on the mass fluctuation amplitude comes from cluster properties.
Since clusters are a few Mpc in size, they are an almost ideal choice for determining b 8 .
However, to determine the number density of cluster mass structures analytically, one must use a procedure such as the "BBKS" method [49] or the Press-Schecter [50] model. There are some uncertainties associated with this technique however, which we have discussed in the previous section on quasars. In ref. [6] it was found that b 8 = 1.12 − 0.96 for models with 0% -50% HDM, based on R ≥ 0 Abell cluster number abundance. To arrive at this number van Dalen and Schaefer (ref. [6] ) used the spherical collapse model. The R = 0 Abell clusters are the poorest Abell clusters and represent initially weaker density fluctuations.
The smaller amplitude density fluctuations tend to be highly asymmetric [49] 
B. Results of Non-Linear Analysis
In Figures 8 and 9 we again plot the χ 2 contours for models with and without significant gravity wave temperature anisotropies. The effect of our non-linear constraints is clear. The restriction b 8 ≥ 1.25 forces the normalization of small Ω HDM , n ∼ 1 models to be too low to match the large scale structure data. This is symptomatic of the CDM models which, when normalized to COBE, have too much small scale power. The effect of enforcing the lower limit on the amplitude from quasars is to cut out a triangle of parameter space corresponding to large Ω HDM and small n. This is symptomatic of Ω HDM ∼ 1 model problems, there being not enough small scale power to explain the early epoch of quasar formation.
What we are left with is a patch of parameter space which has n ∼ 1 and Ω HDM = 0.3 ± 0.2. This is in agreement with earlier studies and shows that models with Ω HDM ∼ 1/4 are significantly better fits to the data than with no HDM. The range of n is roughly the same as in the linear analysis, although the non-linear quasar constraint has effectively chopped off the low n, high HDM fraction corner of parameter space of the previous best fits. Our allowed region of parameter space overlaps the allowed region found by Liddle and Lyth, (ref. [54] ). However, their analysis took the non-linear constraints of refs. [11, 42] at face value so their allowed region is somewhat smaller than ours. They noted however, that their allowed region was meant to be suggestive of trends in the data and should not be taken literally. On the other hand we are taking pains to be overconservative with non-linear constraints in the hope that our limits will be firmer.
Thus we find the following properties which it is desirable for inflation to have. We require a density perturbation spectrum which is quite close to a Harrison-Zeldovich spectrum as the data do not seem to favor much "tilting". For models with a negligible gravity wave contribution to the COBE signal, the best fits occur for 0.9 < ∼ n < ∼ 1.0. In models with some gravity wave contribution, we find an even tighter range of best fit n values, namely 0.94 < ∼ n < ∼ 1.00.
Since we used equation 2.5 to determine this, we see that for n = 0.94 the gravity wave contribution to COBE is only 20%. Thus the data favor models for which density perturbations are > ∼ 80% responsible for the COBE signal. We also find 0.15 < ∼ Ω HDM < ∼ 0. these attributes in mind we proceed to explore possible models for inflation.
IV. MODELS OF INFLATION
Grand unified theories (GUTS) provide the simplest framework for implementing the inflationary scenario. Although supersymmetric GUTS are currently more popular, for completeness we will also consider the ordinary non-supersymmetric versions. The simplest example of the latter is provided by SO (10) A. Inflation with Non-Supersymmetric SO (10) For definiteness, let us consider the following breaking:
A recent two loop renormalization group calculation involving the gauge couplings gives [56] M X ∼ 10 15 − 10 16 GeV and M B−L ∼ 10 12±1 GeV , consistent with the measured values of
A simple version of the see saw mechanism for neutrino masses [57] suggests the hierarchy:
Here the three mass eigenstates ν 1 , ν 2 , ν 3 primarily consist of ν e , ν µ and ν τ respectively, and
we have assumed (see later) that the heavy (right handed Majorana) neutrino associated with the third family is a factor 10 (or so) heavier than the other two.
The MSW interpretation of the solar neutrino data suggests [58] that the ν 2 mass is That is, the neutrino is a significant component of the dark matter. Cold dark matter is then needed to reconcile the inflationary scenario with observations related to large scale structure.
As far as inflation is concerned, the most straightforward scenario is realized by introducing a weakly coupled gauge singlet field φ a la Shafi and Vilenkin [60] . The part of the potential which drives (new) inflation is given by
where M denotes the vacuum expectation value (vev) of φ. The quantity λ can be reliably estimated by considering the contribution of the scalar perturbations to the microwave background quadrupole anisotropy and identifying it with COBE's determination of Q rms−P S .
[Note that for the potential in (4.2), the spectral index n ≈ 0.94, and the tensor contribution to the anisotropy is negligible.]
One has (the subscript S denote the scalar contribution)
where M P (= 1.2 × 10 19 GeV ) denotes the Planck scale, and the right hand side is to be evaluated when the scale k −1 , corresponding to the present horizon size, crossed outside the horizon during inflation. Equation (4.3) can be rewritten as
where N H (≈ 55) denotes the number of e foldings experienced by this scale, and φ H is the field value when the scale crossed outside the horizon.
The logarithmic factor in (4.4) is of order 1 -10, assuming that the vacuum energy density that drives inflation is comparable to
and taking (∆T /T ) COBE ≈ 6 × 10 −6 , the fundamental quantity λ is estimated to be
Any inflationary scenario is incomplete without an explanation of the origin of the observed baryon asymmetry in the universe. In the present case the inflaton mass m φ ≈ 10 12.5 GeV , and so the basic idea is to create an initial lepton asymmetry via inflaton decay into one or more species of the heavy ('right handed') majorana neutrinos. The appearance of 'sphaleron' induced processes at the electroweak scale converts a specified fraction of this asymmetry into the observed baryon asymmetry. Details of how a satisfactory scenario is realized along these lines can be found in ref. [61] . We mention here a few salient features:
(i) The reheat temperature T r ∼ 10 8.5 GeV so that the out of equilibrium condition on the 'heavy' (∼ 10 12 GeV ) neutrinos is readily satisfied;
(ii) The requirement that for temperature below T r the rates for lepton number (iv) Finally, it is possible, following ref. [63] , to identify the inflaton with the field that spontaneously breaks the axion symmetry. This would make for a more economical approach.
(v) With an appropriate re-interpretation, the chaotic inflationary scenario can be realized within the framework of this SO (10) Consider the renormalizable superpotential
Note that Φ → Φ under the matter parity contained in SO(10) (similarly χ,χ → χ,χ, and
The superpotential W gives rise to a supersymmetric ground state in which (vevs refer to the scalar components of the superfields)
It is clear that matter parity is unbroken and we expect the LSP to contribute to the cold dark matter component.
Even though B − L is now broken at M X ∼ 10 16 GeV , the right handed 'tau' neutrino mass must be of order 10 12 −10 13 GeV , if the 'light' tau is to be the dark matter component.
The inflaton must be at least twice as heavy, and one simple way to have m φ ∼ 10 13 GeV is to arrange the coefficients α and M in (4.8) to be of order m φ /M X and m φ respectively.
The decay rate of the inflaton into right handed neutrinos is given by
With m φ ∼ 10 13 GeV , the reheat temperature T r is of order 10 6 GeV . Baryogenesis via leptogenesis now proceeds along the lines given in ref. [61] . Note that because of the relatively low T r , the otherwise vexing gravitino problem is neatly avoided in this approach.
Depending on the details, the spectral index n lies between 0.94 (if the quartic potential 
C. Inflation Without the Singlet
The question we wish to address here is the following: Is it possible to implement inflation with GUTS without the gauge singlet? Surprisingly perhaps [68] , an affirmative answer appears possible for a special class of supersymmetric GUTS in which, up to a normalization constant, the GUT scale is determined in terms of M S and M P , the SUSY breaking scale and the Planck scale respectively. Moreover, the normalization constant is fixed from the quadrupole anisotropy. Such models [69] naturally arise after compactification of the ten dimensional E 8 × E 8 heterotic string theory [70] , and models based on G ≡ SU ( 
where the extra factor U(1) ′ is to break at some superheavy scale M (below M P ). Let φ,φ denote the pair of higgs scalars whose vevs do this breaking. Note that < φ > = <φ > * so that the D term vanishes. Since the only independent dimensionful parameters are M S and M P (M is determined in terms of them), the ΦΦ terms in the superpotential are either absent or carry coefficients of order M S . (Here Φ,Φ denote the corresponding superfields.) Moreover, in order to ensure F flatness, the cubic couplings Φ 3 ,Φ 3 are also absent (otherwise U(1) ′ would break at scales ∼ M S ).
In the absence of SUSY breaking the superpotential W is taken to be
where χ denotes some matter superfield with the coupling h of order unity. Assuming a radiative breaking scenario along the lines envisaged in supergravity models with electroweak breaking, the effective potential takes the generic form
Minimization of (4.12) leads to the result
Provided that κ 2 is sufficiently small, the potential in (4.12) will yield a satisfactory (chaotic) inflationary scenario. It turns out that κ ∼ 10 −7 (from COBE), which gives M ≃ 10 15 GeV . The spectral index n ≈ 0.92, while the ratio of the tensor to the scalar quadrupole anisotropy is (∆T /T )
Values of n ≈ 0.88 (but no lower!) can be entertained within this framework. This is just as well since our analysis in the earlier sections seems to favor the range 1.0 > ∼ n > ∼ 0.9.
To summarize, grand unification provides an elegant framework for implementing both the 'new' and 'chaotic' inflationary scenarios. Some popular models based on SO(10) or
R predict the value of the spectral index n in the range 0.96 to 0.92. Cold dark matter, in axions and/or LSP, as well as hot dark matter in massive neutrinos are readily incorporated in these schemes.
V. CONCLUSIONS
We have performed a χ 2 goodness of fit test of the predicted linear theory power spectra against data on scales ranging from 1 to 10 4 Mpc, mainly from the COBE satellite and the QDOT IRAS survey of galaxies. We find that the inflation based scenario of large scale structure formation, in which the dark matter consists of cold plus hot components, can provide a good fit to large scale structure data.
Taking the primordial power spectrum to have spectral exponent n, we find with 95%
confidence, respectively, that n > ∼ 0.7, (n > ∼ 0.85), in models with (without) significant gravity wave contributions to the COBE anisotropy. The precise bound depends slightly on the HDM fraction. We find in models with a significant gravity wave anisotropy, that the COBE signal must not be dominated by the gravity wave contribution.
If one insists on only one type of dark matter, i. e., CDM, the best fits are for n = 0.84 (n = 0.92) in models without (with) gravity waves, respectively.
The best fit region for all data, including some constraints from non-linear structure, is Realistic examples of inflation from grand unification theories, including both supersymmetric and ordinary GUTS, which have these properties have been presented. These models are also consistent with other cosmological and particle physics constraints.
-1644) and DOE (DE-FG02-91ER40626).
APPENDIX A: TRANSFER FUNCTION CALCULATIONS
As described in ref. [3] , we integrate the Fourier space evolution equations in (conformal) time using the gauge-invariant variables for the density ∆ ca and velocity V a perturbations in each energy density component (CDM, neutrinos, photons, baryons) as given in ref. [71] .
Here we integrate the equations in conformal time instead of the scale factor as we had done previously. We begin the integration well before the matter dominated era (z = 8.3 × 10
6
) and integrate up until the present time (z = 0). We have used only one flavor of massive neutrino, with the other two flavors essentially massless. For the baryon equations we use the equations for the difference between the baryon and photon density and velocity perturbations (the variables S br ≡ ∆ c,baryon − (3/4)∆ cr and V br ≡ V b − V r given in ref. [71] (section II-5). For the massive neutrinos we use the imperfect fluid treatment of ref. [72] .
We numerically integrate the equations using a Haming predictor-corrector routine as we have found it tracks the oscillations of the relativistic components more accurately than Bulirsch-Stoer or Runge-Kutta routines. After recombination is completed, (z = 900) we switch from integrating the baryon-photon difference equations to simply integrating the baryon and photon component (∆ c,baryon , ∆ cr and V baryon , V r ) equations separately.
We have checked the results of our code by comparing our baryonic transfer functions against those of ref. [4] who gives values for Ω baryon = 0.1 and 0.01 and found good agreement, although here we present results only for Ω baryon = 0.05. We have fit the transfer functions to an inverse 5th order polynomial and the results are given in table 2. We find a 5th
order inverse polynomial works a little better for C+HDM models than a fourth order as is more usual for CDM models. The transfer functions given here are not baryonic transfer functions, but rather are fits to the total density perturbation (i.e., ∆ = Ω CDM ∆ c,CDM + Ω ν ∆ cν + Ω baryon ∆ c,baryon . We define our transfer function as
where t i and t 0 are the initial and present times, respectively. The transfer functions are accurate to a few percent down to k = 1 h/Mpc.
T (k) = 1 1 + t 1 k 0.5 + t 2 k 1 + t 3 k 1.5 + t 4 k 2 + t 5 k 2.5 ,
In table 2, all coefficients are for k in Mpc (with h=0.5).
APPENDIX B: ESTIMATING THE CONTRIBUTION OF NON-LINEAR EFFECTS.
In the previous section we alluded to the fact that non-linear effects were becoming important at 8h −1 Mpc. We would like to estimate the size of the non-linear effects. To get a crude estimate we use the "spherical collapse model" treatment (see, e.g., ref. [73] ).
This approximates a spherical overdensity in a flat universe locally as a miniature closed collapsing universe, so one can follow the collapse into the non-linear regime. We can define the non-linear overdensity as σ non−lin which is given by the following equation
where ρ b is the background density and θ is the conformal time coordinate which parametrizes a closed spacetime. For the same value of θ the linear theory predicts σ program with 1 σ error bars [29] . Also shown are predicted velocity curves for selected models.
The models with low n and gravity waves can be ruled out by this data even though the cosmic variance for the velocity predictions in a single region are quite large. To illustrate this we have plotted the 68% confidence limits on the prediction of large scale streaming velocities for the 25% HDM model.
FIG. 5.
Here we show the IRAS QDOT power spectrum data [27] and the COBE amplitude constraint [23] (converted to a redshift space power spectrum constraint for b I = 1.0). The models shown have negligible gravity wave contributions to the COBE anisotropy, and have best fit normalizations b 8 = 1.26, 1.41, and 1.54 for the models shown with 0%, 25%, and 45% HDM, respectively. We have shown only half of the QDOT data so the plot is easier to read. The value of n = .84 yields the best fitting CDM model without gravity waves. Note that simply tilting a CDM spectrum cannot reproduce the large scale "bump" in the IRAS power spectrum, which is generally why CDM models do not fare as well as C+HDM models. 
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