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Abstract
Some new asymptotic, nonoscillation and stability criteria for linear neutral delay difference equations with
periodic coefﬁcients and constant delays are given. The results are obtained via a positive root (with suitable
properties) of an associated equation which is, in a sense, the corresponding characteristic equation.
© 2004 Elsevier B.V. All rights reserved.
MSC: 39A10
Keywords: Difference equation; Delay; Periodic coefﬁcients; Solution; Asymptotic behavior; Nonoscillation; Stability
1. Introduction
This paper deals with the asymptotic behavior, the nonoscillation and the stability of the solutions
of linear neutral delay difference equations with periodic coefﬁcients and constant delays, where the
coefﬁcients have a common period and the delays are multiples of this period. The results obtained
include (as a special case) those due to Kordonis et al. [14], which concern linear (nonneutral) delay
difference equations with periodic coefﬁcients having a common period and constant delays that are
multiples of this period. Also, the results due to Kordonis and Philos [12] for linear autonomous neutral
delay difference equations are included (as a special case) in the results given here. Our results should be
looked upon as the discrete analogues of the ones obtained by Philos and Purnaras [21] on the asymptotic
behavior, the nonoscillation and the stability of the solutions of ﬁrst order linear neutral delay differential
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equations in which the coefﬁcients are periodic with the same period and the delays are constant and
multiples of the period. It should be noted that the treatment of the problem studied in this paper for
difference equations displays more difﬁculties and complexities than the treatment of the corresponding
problem in the case of differential equations. For the basic theory of difference equations, we choose to
refer to the books [1,6,9,15,16].
Some related asymptotic results for linear delay difference equations can be found in [2,4,8,17,22,23].
Also, we notice that linear delay difference equations with periodic coefﬁcients have been studied (with
respect to oscillation) in [13,18,20]; for some oscillation results for linear neutral delay difference equa-
tions with periodic coefﬁcients, we choose to refer to [11]. Moreover, we note that the results in [21]
extend and unify the ones given by Philos [19] andKordonis et al. [10] (and, in particular, slightly improve
those in [19]); for previous related results, see [3,5,7].
Consider the neutral delay difference equation

(
xn +
∑
i∈I
cixn−i
)
= a(n)xn +
∑
j∈J
bj (n)xn−j , (E)
where I and J are initial segments of natural numbers, ci for i ∈ I are real numbers, (a(n))n0 and
(bj (n))n0 for j ∈ J are sequences of real numbers, i for i ∈ I are positive integers such that i1 = i2
for i1, i2 ∈ I with i1 = i2, and j for j ∈ J are positive integers such that j1 = j2 for j1, j2 ∈ J with
j1 = j2. It is assumed that the sequences (bj (n))n0 for j ∈ J are not identically zero. Moreover, it
will be supposed that the coefﬁcients (a(n))n0 and (bj (n))n0 for j ∈ J are periodic sequences with
a common period T (where T is a positive integer) and that there exist positive integers i for i ∈ I and
mj for j ∈ J such that
i = iT for i ∈ I, and j =mjT for j ∈ J.
Deﬁne
=max
i∈I i , =maxj∈J j and r =max{, }.
(,  and r are positive integers.)
As usual, by a solution of the difference equation (E) we mean a sequence (xn)n−r of real numbers,
which satisﬁes (E) for all integers n0.
For convenience, let us introduce the set  deﬁned by
= {= (n)0n=−r : n ∈ R for n=−r, . . . , 0}.
This set is a Banach space with the usual sup-norm ‖ · ‖ deﬁned as follows
‖  ‖ = sup
n=−r,...,0
|n| for each = (n)0n=−r in .
It is clear that, for any = (n)0n=−r in , there exists a unique solution (xn)n−r of the neutral delay
difference equation (E) which satisﬁes the initial condition
xn = n for n=−r, . . . , 0; (C)
this solution is said to be the solution of the initial problem (E)–(C) or, more brieﬂy, the solution of
(E)–(C).
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The equation[

(
1+
∑
i∈I
ci
−i
)]T
=
T−1∏
k=0
1+∑
i∈I
ci
−i + a(k)+
∑
j∈J
bj (k)
−j
 (*)
is associated with the neutral delay difference equation (E) and will be called the characteristic equation
of (E).
The results of the paper are obtained by the use of a positive root of the characteristic equation (*),
which has some suitable properties.
Itwill be considered that the reader is familiarwith the notions of the stability, instability, andasymptotic
stability of the trivial solution of the neutral delay difference equation (E).
The main results of this paper are two theorems (Theorems 1 and 2) and two corollaries (Corollaries
1 and 2) of the ﬁrst of these theorems, and will be stated in Section 2. Theorem 1 establishes a basic
asymptotic criterion for the solutions of the difference equation (E). The application of Theorem 1 to a
speciﬁc case leads to Corollary 1, while Corollary 2 constitutes a nonoscillation result for (E). Theorem 2
gives an estimate of the solutions of (E) and provides sufﬁcient conditions for the stability, the asymptotic
stability and the instability of the trivial solution of (E).
The proofs of Theorems 1 and 2 will be given in Sections 3 and 4, respectively.
Section 5 contains a discussion on the application of the main results to the special case of (nonneutral)
delay difference equations with periodic coefﬁcients and constant delays as well as to the special case of
neutral delay difference equations with constant coefﬁcients and constant delays.
2. Statement of the main results
In order to state the main results of the paper, we ﬁrst introduce certain notations. These notations will
be used throughout the paper without any further mention.
By (˜a(n))n−r and (˜bj (n))n−r for j ∈ J wewill denote the T -periodic extensions of the coefﬁcients
(a(n))n0 and (bj (n))n0 for j ∈ J respectively. (Note that r is obviously a multiple of the period T .)
We consider positive roots 0 of the characteristic equation (*) with the property
1+
∑
i∈I
ci
−i
0 > 0. (p0(0))
Such a root 0 of (*) satisﬁes[
0
(
1+
∑
i∈I
ci
−i
0
)]T
=
T−1∏
k=0
1+∑
i∈I
ci
−i
0 + a(k)+
∑
j∈J
bj (k)
−j
0
 ,
which can equivalently be written
T0 =
T−1∏
k=0
1+ 11+∑i∈I ci−i0
a(k)+∑
j∈J
bj (k)
−j
0
 .
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Furthermore, if 0 is a positive root of the characteristic equation (*) with the property (p0(0)), then
(h0(n))n−r will stand for the sequence of real numbers deﬁned as follows
h0(n)= 1+
1
1+∑i∈I ci−i0
a˜(n)+∑
j∈J
b˜j (n)
−j
0
 for n − r.
It follows immediately that the T -periodicity of the coefﬁcients (a(n))n0 and (bj (n))n0 for j ∈ J
guarantees that, for any positive root 0 of (*) with the property (p0(0)), the sequence (h0(n))n−r is
also T -periodic.
By using the last notation, we have
T0 =
T−1∏
k=0
h0(k)
for each positive root 0 of the characteristic equation (*) with the property (p0(0)). This fact will be
quite frequently used in the sequel without any speciﬁc mention.
We need positive roots 0 of the characteristic equation (*) with the property (p0(0)) and the additional
property:
(p(0)) If T > 1, then
h0(k) ≡ 1+
1
1+∑i∈I ci−i0
a(k)+∑
j∈J
bj (k)
−j
0
> 0 (k = 1, . . . , T − 1).
(Clearly, (p(0)) holds by itself when T = 1.)
We give here a simple result, which we will keep in mind in what follows:
If 0 is a positive root of the characteristic equation (*) with the properties (p0(0)) and (p(0)), then
we have
h0(n)> 0 for all n − r.
To prove this result, we observe that for T = 1 it holds
h0(0)= 0> 0.
If T > 1, then from (p(0)) it follows that
h0(k)> 0 for k = 1, . . . , T − 1
and hence
h0(0)=
T0∏T−1
k=1 h0(k)
> 0.
We have thus seen that, in both cases where T = 1 or T > 1, it holds
h0(k)> 0 for k = 0, 1, . . . , T − 1.
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Since the sequences (˜a(n))n−r and (˜bj (n))n−r for j ∈ J are T -periodic and r is a multiple of the
period T , it follows immediately that h0(n)> 0 for all integers n − r .
To obtain the results of the paper, we will make use of a positive root 0 of the characteristic equation
(*) with the properties (p0(0)) and (p(0)) as well as with the following property:
∑
i∈I
|ci |
[
1+
i−1∑
s=0
∣∣∣∣1− 1h0(s)
∣∣∣∣
]
−i0 +
∑
j∈J
j−1∑
s=0
1
h0(s)
|bj (s)|
 −j0 < 1. (P(0))
For our convenience, for any positive root 0 of the characteristic equation (*) with the properties
(p0(0)) and (p(0)), let us deﬁne
H0(n)=
{∏n−1
k=0 h0(k), for n0[∏−1
k=n h0(k)
]−1
, for n=−r, . . . , 0.
Note that, in this paper, we use the usual convention
−1∏
k=0
=1.
Now, we are in a position to state the main results of the paper.
Theorem 1. Let 0 be a positive root of the characteristic equation (*) with the properties (p0(0)),
(p(0)) and (P(0)). Set
0 =
∑
i∈I
ci
{
1−
i−1∑
s=0
[
1− 1
h0(s)
]}
−i0 +
∑
j∈J
j−1∑
s=0
1
h0(s)
bj (s)
 −j0 .
Then, for any = (n)0n=−r in , the solution (xn)n−r of (E)–(C) satisﬁes
lim
n→∞
xn
H0(n)
= L0()
1+ 0
,
where
L0()=0 +
∑
i∈I
ci
(
−i −
{ −1∑
s=−i
[
1− 1
h0(s)
][−1∏
k=s
h0(k)
]
s
}
−i0
)
+
∑
j∈J

−1∑
s=−j
[ −1∏
k=s+1
h0(k)
]
b˜j (s)s
 −j0 .
Note: Property (P(0)) guarantees that 1+ 0 > 0.
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Let us assume that
a(n)+
∑
j∈J
bj (n)= 0 for n0 (Q1)
and
∑
i∈I
|ci | +
∑
j∈J
j−1∑
s=0
|bj (s)|
< 1. (Q2)
From (Q1) it follows immediately that 0 = 1 is a (positive) root of the characteristic equation (*).
Assumption (Q2) guarantees that 1+∑i∈I ci > 0 and so the root 0 = 1 of (*) has the property (p0(0)).
Moreover, by using again the assumption (Q1), we immediately see that, for the root 0=1 of (*), we have
h0(n)= 1 for n − r . Furthermore, we observe that the root 0 = 1 of (*) admits the property (p(0)).
Also, this root has the property (P(0)), since we have assumed that (Q2) holds. Thus, an application of
Theorem 1 with 0 = 1 leads to the following corollary.
Corollary 1. Assume that (Q1) and (Q2) hold. Then, for any = (n)0n=−r in , the solution (xn)n−r
of (E)–(C) satisﬁes
lim
n→∞ xn =
0 +
∑
i∈I ci−i +
∑
j∈J
[∑−1
s=−j b˜j (s)s
]
1+∑i∈I ci +∑j∈J [∑j−1s=0 bj (s)] .
Note: Assumption (Q2) guarantees that
1+
∑
i∈I
ci +
∑
j∈J
j−1∑
s=0
bj (s)
> 0.
Another interesting consequence of Theorem 1 is the following corollary, which constitutes a nonoscil-
lation criterion for the solutions of the neutral delay difference equation (E).
Corollary 2. Let 0 be apositive root of the characteristic equation (*)with the properties (p0(0)), (p(0))
and (P(0)). Then, for any = (n)0n=−r in , the solution (xn)n−r of (E)–(C) will be nonoscillatory,
except possibly if  is such that L0()= 0, where L0() is deﬁned as in Theorem 1.
Consider a positive root 0 of (*) with the properties (p0(0)), (p(0)) and (P(0)). Moreover, for any
=(n)0n=−r in, letL0() be deﬁned as in Theorem 1. Clearly, the operatorL0 is linear. Furthermore,
there exists 0 = (0n)0n=−r in  such that L0(0) = 0. Indeed, if we set
0n =
[ −1∏
k=n
h0(k)
]−1
for n=−r, . . . , 0,
Ch.G. Philos, I.K. Purnaras / Journal of Computational and Applied Mathematics 175 (2005) 209–230 215
then 0 = (0n)0n=−r belongs to  and we have
L0(
0)=1+
∑
i∈I
ci

 −1∏
k=−i
h0(k)
−1 −

−1∑
s=−i
[
1− 1
h0(s)
][−1∏
k=s
h0(k)
]
·
·
[ −1∏
k=s
h0(k)
]−1 −i0

+
∑
j∈J

−1∑
s=−j
[ −1∏
k=s+1
h0(k)
]
b˜j (s)
[−1∏
k=s
h0(k)
]−1 −j0
= 1+
∑
i∈I
ci

 −1∏
k=−i
h0(k)
−1 − { −1∑
s=−i
[
1− 1
h0(s)
]}
−i0

+
∑
j∈J
 −1∑
s=−j
1
h0(s)
b˜j (s)
 −j0 .
But, if i is an arbitrary index in I , then we can take into account the fact that the sequence (h0(n))n−r
is T -periodic and that i = iT to obtain
−1∏
k=−i
h0(k)=
i−1∏
k=0
h0(k)=
[
T−1∏
k=0
h0(k)
]i
= (T0 )i = iT0 = i0
and
−1∑
s=−i
[
1− 1
h0(s)
]
=
i−1∑
s=0
[
1− 1
h0(s)
]
.
Moreover, for each index j ∈ J , the T -periodicity of the sequences (h0(n))n−r and (˜bj (n))n−r and
the fact that j =mjT imply immediately that
−1∑
s=−j
1
h0(s)
b˜j (s)=
j−1∑
s=0
1
h0(s)
bj (s).
So, we can ﬁnd
L0(
0)=1+
∑
i∈I
ci
{
1−
i−1∑
s=0
[
1− 1
h0(s)
]}
−i0 +
∑
j∈J
j−1∑
s=0
1
h0(s)
bj (s)
 −j0
≡1+ 0 > 0,
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where 0 is deﬁned as in Theorem 1. Hence, by the same method with the one that was used by Kordonis
et al. [14], one can prove the following result (which can be considered as a complement of Corollary 2):
Let 0 be a positive root of the characteristic equation (*) with the properties (p0(0)), (p(0)) and
(P(0)). Moreover, for any = (n)0n=−r in , let L0() be deﬁned as in Theorem 1. Then the set of
all = (n)0n=−r in  which satisfy L0()= 0 is a nowhere dense subset of the Banach space  (with
the sup-norm).
Theorem 2. Let 0 be a positive root of the characteristic equation (*) with the properties (p0(0)),
(p(0)) and (P(0)).
Consider 0 as in Theorem 1 and set
0 =
∑
i∈I
|ci |
[
1+
i−1∑
s=0
∣∣∣∣1− 1h0(s)
∣∣∣∣
]
−i0 +
∑
j∈J
j−1∑
s=0
1
h0(s)
|bj (s)|
 −j0 .
Then, for any = (n)0n=−r in , the solution (xn)n−r of (E)–(C) satisﬁes
|xn|N0 ‖  ‖ H0(n) for all n0,
where
N0 =
1+ 0
1+ 0
+ 0
(
1+ 1+ 0
1+ 0
)
max
s=−r,...,0
−1∏
k=s
h0(k).
The constant N0 is greater than 1.
Moreover, the trivial solution of the difference equation (E) is:
(i) Stable (at 0) if
lim sup
n→∞
H0(n)<∞. (G1(0))
(ii) Asymptotically stable (at 0) if
lim
n→∞ H0(n)= 0. (G2(0))
(iii) Unstable (at 0) if
lim sup
n→∞
H0(n)=∞. (G3(0))
Let (Q1) and (Q2) be satisﬁed. Then, as we have previously seen, 0 = 1 is a (positive) root of the
characteristic equation (*) with the properties (p0(0)), (p(0)) and (P(0)) and such that h0(n) = 1 for
n − r (and so H0(n)= 1 for all n − r). Hence, from the stability criterion (i) in Theorem 2 we can,
in particular, obtain the following result:
The trivial solution of (E) is stable (at 0) if (Q1) and (Q2) hold.
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3. Proof of Theorem 1
First of all, let us deﬁne 0 as in Theorem 2.We immediately see that the property (P(0)) guarantees
that
0< 0 < 1.
Furthermore, we have |0 |0 . So, it holds |0 |< 1, which implies that
1+ 0 > 0.
Next, we will give some equalities needed below. These equalities are consequences of the fact that
the sequences (h0(n))n−r and (˜bj (n))n−r for j ∈ J are T -periodic and that i = iT for i ∈
I and j =mjT for j ∈ J . First, it is a matter of elementary calculations to prove that
H0(n− i)= −i0 H0(n) for every n0 and all i ∈ I. (3.1)
In a similar manner, one can verify that
H0(n− j )= −j0 H0(n) for every n0 and all j ∈ J. (3.2)
Furthermore, it follows immediately that
n−1∑
s=n−i
[
1− 1
h0(s)
]
=
i−1∑
s=0
[
1− 1
h0(s)
]
for all n0 and i ∈ I, (3.3)
n−1∑
s=n−i
∣∣∣∣1− 1h0(s)
∣∣∣∣= i−1∑
s=0
∣∣∣∣1− 1h0(s)
∣∣∣∣ for all n0 and i ∈ I. (3.4)
Moreover, we have
n−1∑
s=n−j
1
h0(s)
b˜j (s)=
j−1∑
s=0
1
h0(s)
bj (s) for all n0 and j ∈ J, (3.5)
n−1∑
s=n−j
1
h0(s)
|˜bj (s)| =
j−1∑
s=0
1
h0(s)
|bj (s)| for all n0 and j ∈ J. (3.6)
Now, let us consider an arbitrary=(n)0n=−r in and let (xn)n−r be the solution of (E)–(C). Deﬁne
yn = xn
H0(n)
for n − r.
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Then, by taking into account (3.1) and (3.2), we obtain for every n0

(
xn +
∑
i∈I
cixn−i
)
− a(n)xn −
∑
j∈J
bj (n)xn−j
= 
[
H0(n)yn +
∑
i∈I
ciH0(n− i)yn−i
]
− a(n)H0(n)yn
−
∑
j∈J
bj (n)H0(n− j )yn−j
= 
[
H0(n)
(
yn +
∑
i∈I
ci
−i
0 yn−i
)]
− a(n)H0(n)yn
− H0(n)
∑
j∈J
bj (n)
−j
0 yn−j
= H0(n)
 h0(n)
(
yn +
∑
i∈I
ci
−i
0 yn−i
)
+ [h0(n)− 1− a(n)] yn
+ [h0(n)− 1]∑
i∈I
ci
−i
0 yn−i −
∑
j∈J
bj (n)
−j
0 yn−j

= H0(n)
 h0(n)
(
yn +
∑
i∈I
ci
−i
0 yn−i
)
+
−[h0(n)− 1] ∑
i∈I
ci
−i
0 +
∑
j∈J
bj (n)
−j
0
 yn
+ [h0(n)− 1]
∑
i∈I
ci
−i
0 yn−i −
∑
j∈J
bj (n)
−j
0 yn−j

= H0(n)
 h0(n)
(
yn +
∑
i∈I
ci
−i
0 yn−i
)
− [h0(n)− 1]
∑
i∈I
ci
−i
0 (yn − yn−i )
+
∑
j∈J
bj (n)
−j
0 (yn − yn−j )
 .
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Thus, the fact that (xn)n−r satisﬁes (E) for n0 is equivalent to the fact that (yn)n−r satisﬁes

(
yn +
∑
i∈I
ci
−i
0 yn−i
)
=
[
1− 1
h0(n)
]∑
i∈I
ci
−i
0 (yn − yn−i )
− 1
h0(n)
∑
j∈J
bj (n)
−j
0 (yn − yn−j ) for n0. (3.7)
On the other hand, the initial condition (C) becomes
yn = n
H0(n)
for n=−r, . . . , 0. (3.8)
By taking into account the fact that the sequences (h0(n))n−r and (˜bj (n))n−r for j ∈ J are T -
periodic and that i = iT for i ∈ I and j =mjT for j ∈ J , we derive for n0[
1− 1
h0(n)
]∑
i∈I
ci
−i
0 (yn − yn−i )−
1
h0(n)
∑
j∈J
bj (n)
−j
0 (yn − yn−j )
=
∑
i∈I
ci
{[
1− 1
h0(n)
]
yn −
[
1− 1
h0(n− i)
]
yn−i
}
−i0
−
∑
j∈J
[
1
h0(n)
b˜j (n)yn − 1
h0(n− j )
b˜j (n− j )yn−j
]

−j
0
=
∑
i∈I
ci
{

n−1∑
s=n−i
[
1− 1
h0(s)
]
ys
}
−i0 −
∑
j∈J
 n−1∑
s=n−j
1
h0(s)
b˜j (s)ys
 −j0 .
Therefore, (3.7) can equivalently be written

(
yn +
∑
i∈I
ci
−i
0 yn−i
)
=
∑
i∈I
ci
{
n−1∑
s=n−i
[
1− 1
h0(s)
]
ys
}
−i0
−
∑
j∈J
 n−1∑
s=n−j
1
h0(s)
b˜j (s)ys
 −j0
 for n0.
This is equivalent to
yn +
∑
i∈I
ci
−i
0 yn−i=
∑
i∈I
ci
{
n−1∑
s=n−i
[
1− 1
h0(s)
]
ys
}
−i0
−
∑
j∈J
 n−1∑
s=n−j
1
h0(s)
b˜j (s)ys
 −j0 +K for n0, (3.9)
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where
K=
(
y0 +
∑
i∈I
ci
−i
0 y−i
)
−
∑
i∈I
ci
{ −1∑
s=−i
[
1− 1
h0(s)
]
ys
}
−i0
+
∑
j∈J
 −1∑
s=−j
1
h0(s)
b˜j (s)ys
 −j0 .
But, by taking into account (3.1) (for n= 0) and using (3.8), we get
K=0 +
∑
i∈I
ci
−i
0
−i
H0(−i)
−
∑
i∈I
ci
{ −1∑
s=−i
[
1− 1
h0(s)
]
s
H0(s)
}
−i0
+
∑
j∈J
 −1∑
s=−j
1
h0(s)
b˜j (s)
s
H0(s)
 −j0
=0 +
∑
i∈I
ci
(
−i −
{ −1∑
s=−i
[
1− 1
h0(s)
]
1
H0(s)
s
}
−i0
)
+
∑
j∈J
 −1∑
s=−j
1
h0(s)H0(s)
b˜j (s)s
 −j0
=0 +
∑
i∈I
ci
(
−i −
{ −1∑
s=−i
[
1− 1
h0(s)
][−1∏
k=s
h0(k)
]
s
}
−i0
)
+
∑
j∈J

−1∑
s=−j
[ −1∏
k=s+1
h0(k)
]
b˜j (s)s
 −j0 .
So, by the deﬁnition of L0(), we have K ≡ L0(). Hence, (3.9) becomes
yn +
∑
i∈I
ci
−i
0 yn−i=
∑
i∈I
ci
{
n−1∑
s=n−i
[
1− 1
h0(s)
]
ys
}
−i0
−
∑
j∈J
 n−1∑
s=n−j
1
h0(s)
b˜j (s)ys
 −j0 + L0() for n0. (3.10)
Next, we set
zn = yn − L0()1+ 0
for n − r.
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Then, by using (3.3) and (3.5) and taking into account the deﬁnition of 0 , we can easily verify that (3.10)
takes the following equivalent form
zn +
∑
i∈I
ci
−i
0 zn−i=
∑
i∈I
ci
{
n−1∑
s=n−i
[
1− 1
h0(s)
]
zs
}
−i0
−
∑
j∈J
 n−1∑
s=n−j
1
h0(s)
b˜j (s)zs
 −j0 for n0. (3.11)
Moreover, (3.8) reduces to
zn = n
H0(n)
− L0()
1+ 0
for n=−r, . . . , 0. (3.12)
Because of the deﬁnitions of (yn)n−r and (zn)n−r , the proof will be accomplished by proving that
lim
n→∞ zn = 0. (3.13)
In the rest of the proof we will establish (3.13).
Set
M0()= max
n=−r,...,0
∣∣∣∣ nH0(n) − L0()1+ 0
∣∣∣∣ . (3.14)
In view of (3.12), from (3.14) it follows that
|zn|M0() for n=−r, . . . , 0. (3.15)
We will show that
|zn|M0() for all n − r. (3.16)
For this purpose, let us consider an arbitrary number 	> 0. We claim that
|zn|<M0()+ 	 for every n − r. (3.17)
Otherwise, because of (3.15), there exists an integer n0> 0 so that
|zn|<M0()+ 	 for n=−r, . . . , n0 − 1, and |zn0 |M0()+ 	.
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Thus, by using (3.4) and (3.6) and taking into account the fact that 0 < 1, from (3.11) we obtain
M0()+ 	 |zn0 |
∑
i∈I
|ci |
[
|zn0−i | +
n0−1∑
s=n0−i
∣∣∣∣1− 1h0(s)
∣∣∣∣ |zs |
]
−i0
+
∑
j∈J
 n0−1∑
s=n0−j
1
h0(s)
|˜bj (s)||zs |
 −j0

∑
i∈I
|ci |
[
1+
n0−1∑
s=n0−i
∣∣∣∣1− 1h0(s)
∣∣∣∣
]
−i0
+
∑
j∈J
 n0−1∑
s=n0−j
1
h0(s)
|˜bj (s)|
 −j0
 [M0()+ 	]
=
∑
i∈I
|ci |
[
1+
i−1∑
s=0
∣∣∣∣1− 1h0(s)
∣∣∣∣
]
−i0
+
∑
j∈J
j−1∑
s=0
1
h0(s)
∣∣bj (s)∣∣
 −j0
 [M0()+ 	]
= 0[M0()+ 	]<M0()+ 	.
We have arrived at a contradiction, which establishes our claim, i.e. (3.17) holds true.As (3.17) is fulﬁlled
for all 	> 0, (3.16) is always satisﬁed. Furthermore, by (3.4), (3.6) and (3.16) as well as by the deﬁnition
of 0 , from (3.11) we derive for each n0
|zn|
∑
i∈I
|ci |
[
|zn−i | +
n−1∑
s=n−i
∣∣∣∣1− 1h0(s)
∣∣∣∣ |zs |
]
−i0
+
∑
j∈J
 n−1∑
s=n−j
1
h0(s)
|˜bj (s)||zs |
 −j0

∑
i∈I
|ci |
[
1+
n−1∑
s=n−i
∣∣∣∣1− 1h0(s)
∣∣∣∣
]
−i0
+
∑
j∈J
 n−1∑
s=n−j
1
h0(s)
|˜bj (s)|
 −j0
M0()
=
∑
i∈I
|ci |
[
1+
i−1∑
s=0
∣∣∣∣1− 1h0(s)
∣∣∣∣
]
−i0
+
∑
j∈J
j−1∑
s=0
1
h0(s)
∣∣bj (s)∣∣
 −j0
M0()
= 0M0(),
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i.e.,
|zn|0M0() for all n0. (3.18)
By using (3.4), (3.6) and (3.11) and taking into account (3.16) and (3.18) as well as the deﬁnition of 0 ,
it is not difﬁcult to establish, by an easy induction, that the sequence (zn)n−r satisﬁes
|zn|(0)
M0() for n
r − r (
= 0, 1, 2, . . .). (3.19)
Since 0< 0 < 1, we have lim
→∞ (0)

 = 0. Thus, from (3.19) it follows easily that limn→∞ zn = 0,
i.e., (3.13) holds true.
The proof of the theorem is now complete.
4. Proof of Theorem 2
By (P(0)), it holds 0< 0 < 1. We also have |0 |0 . So, it follows easily that 1 + 0 > 0 and
N0 > 1. Consider now an arbitrary = (n)0n=−r in  and let (xn)n−r be the solution of (E)–(C). Let
also L0() be deﬁned as in Theorem 1. Moreover, let (yn)n−r and (zn)n−r be deﬁned as in the proof
of Theorem 1. Then, as in the proof of Theorem 1, we arrive at (3.18), namely
|zn|0M0() for all n0, (4.1)
whereM0() is deﬁned by (3.14) (in the proof of Theorem 1), i.e.,
M0()= max
n=−r,...,0
∣∣∣∣ nH0(n) − L0()1+ 0
∣∣∣∣ . (4.2)
By the deﬁnition of (zn)n−r , from (4.1) we obtain
|yn|0M0()+
|L0()|
1+ 0
for every n0.
On the other hand, (4.2) gives
M0() ‖  ‖ max
n=−r,...,0 [1/H0(n)] +
|L0()|
1+ 0
= ‖  ‖ max
s=−r,...,0
−1∏
k=s
h0(k)+
|L0()|
1+ 0
.
So, we have
|yn|0 ‖  ‖ maxs=−r,...,0
−1∏
k=s
h0(k)+
1+ 0
1+ 0
|L0()| for n0. (4.3)
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Furthermore, we observe that the equalities (3.1), (3.4) and (3.6) (in the proof of Theorem 1) hold. By
using these equalities with n= 0, from the deﬁnition of L0() we get
|L0()| |0| +
∑
i∈I
|ci |
(
|−i | +
{ −1∑
s=−i
∣∣∣∣1− 1h0(s)
∣∣∣∣
[ −1∏
k=s
h0(k)
]
|s |
}
−i0
)
+
∑
j∈J

−1∑
s=−j
[ −1∏
k=s+1
h0(k)
]
|˜bj (s)||s |
 −j0
 ‖ ‖ +
(∑
i∈I
|ci |
{
1+
[ −1∑
s=−i
∣∣∣∣1− 1h0(s)
∣∣∣∣ −1∏
k=s
h0(k)
]
−i0
}
+
∑
j∈J

−1∑
s=−j
[ −1∏
k=s+1
h0(k)
]
|˜bj (s)|
 −j0
 ‖  ‖
= ‖ ‖ +
∑
i∈I
|ci |
 −1∏
k=−i
h0(k)+
−1∑
s=−i
∣∣∣∣1− 1h0(s)
∣∣∣∣ −1∏
k=s
h0(k)
 −i0
+
∑
j∈J

−1∑
s=−j
[−1∏
k=s
h0(k)
]
1
h0(s)
|˜bj (s)|
 −j0
 ‖  ‖
 ‖ ‖ +
∑
i∈I
|ci |
[
1+
−1∑
s=−i
∣∣∣∣1− 1h0(s)
∣∣∣∣
]
−i0
+
∑
j∈J
 −1∑
s=−j
1
h0(s)
|˜bj (s)|
 −j0

[
max
s=−r,...,0
−1∏
k=s
h0(k)
]
‖  ‖
= ‖ ‖ +
∑
i∈I
|ci |
[
1+
i−1∑
s=0
∣∣∣∣1− 1h0(s)
∣∣∣∣
]
−i0
+
∑
j∈J
j−1∑
s=0
1
h0(s)
|bj (s)|
 −j0

[
max
s=−r,...,0
−1∏
k=s
h0(k)
]
‖  ‖ .
Thus, by the deﬁnition of 0 ,
|L0()|
[
1+ 0 maxs=−r,...,0
−1∏
k=s
h0(k)
]
‖  ‖ .
In view of the last inequality, (4.3) gives
|yn|
[
1+ 0
1+ 0
+ 0
(
1+ 1+ 0
1+ 0
)
max
s=−r,...,0
−1∏
k=s
h0(k)
]
‖  ‖ for n0.
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Hence, by the deﬁnitions of N0 and (yn)n−r , we have
|xn|N0 ‖  ‖ H0(n) for all n0. (4.4)
Inequality (4.4) is the same with that in the conclusion of the ﬁrst part of the theorem.
It remains to establish the stability criteria (i), (ii) and (iii) of the theorem. Making use of (4.4) and
following the same lines as in the proof of Corollary 3 in Kordonis et al. [14], we can prove (i) and (ii).We
will proceed to the proof of (iii). Let (G3(0)) be satisﬁed and assume, for the sake of contradiction, that
the trivial solution of (E) is stable (at 0). Then there exists  ≡ (1)> 0 such that, for any =(n)0n=−r in
 with ‖  ‖ < , the solution (xn)n−r of (E)–(C) satisﬁes
|xn|< 1 for all n − r. (4.5)
Set
0n =
[ −1∏
k=n
h0(k)
]−1
for n=−r, . . . , 0.
Then 0 = (0n)0n=−r belongs to  and, as we have seen in Section 2, it holds
L0(
0)= 1+ 0 > 0.
Furthermore, let 1 be a number with 0< 1<  and set
n =
1
‖ 0 ‖ 
0
n for n=−r, . . . , 0.
Clearly, = (n)0n=−r is an element of  such that ‖  ‖ =1< . For this , the solution (xn)n−r of
(E)–(C) satisﬁes (4.5). Hence, the sequence (xn)n−r is always bounded, which, because of (G3(0)),
guarantees that
lim inf
n→∞
|xn|
H0(n)
= 0.
On the other hand, by Theorem 1, we have
lim
n→∞
xn
H0(n)
= L0()
1+ 0
= (1/ ‖ 
0 ‖)L0(0)
1+ 0
= 1‖ 0 ‖ > 0.
We have arrived at a contradiction, which shows that the trivial solution of (E) is unstable (at 0).
The proof of the theorem is now complete.
5. The special cases of periodic nonneutral delay difference equations and of autonomous neutral
delay difference equations
Let us consider the special case of (nonneutral) delay difference equations with periodic coefﬁcients
and constant delays, where the coefﬁcients have a common period and the delays are multiples of this
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period. More precisely, let us consider the (nonneutral) delay difference equation
xn = a(n)xn +
∑
j∈J
bj (n)xn−j . (E0)
Eq. (E0) can be obtained (as a special case) from (E) by taking ci = 0 for i ∈ I and considering the
initial segment of natural numbers I and the delays i for i ∈ I to be chosen arbitrarily so that: i for
i ∈ I are positive integers such that i1 = i2 for i1, i2 ∈ I with i1 = i2; there exist positive integers
i for i ∈ I such that i = iT for i ∈ I ; and . (For example, it can be considered that I = J , and
i = i for i ∈ I .)
As it concerns the (nonneutral) delay difference equation (E0), we have the integer  instead of r and
the set
0 = {= (n)0n=− : n ∈ R for n=−, . . . , 0}
in place of . By a solution of (E0) we mean a sequence (xn)n− of real numbers, which satisﬁes (E0)
for n0. For the (nonneutral) difference equation (E0), the initial condition (C) becomes
xn = n for n=−, . . . , 0. (C0)
The so-called characteristic equation of the (nonneutral) delay difference equation (E0) is
T =
T−1∏
k=0
1+ a(k)+∑
j∈J
bj (k)
−j
 . (*)0
Let 0 be a positive root of the characteristic equation (*)0. Clearly, (p0(0)) holds by itself, and
h0(n)= 1+ a˜(n)+
∑
j∈J
b˜j (n)
−j
0 for n − .
Also, (p(0)) can be written as follows:
(p0(0)) If T > 1, then
h0(k) ≡ 1+ a(k)+
∑
j∈J
bj (k)
−j
0 > 0 (k = 1, . . . , T − 1).
Moreover, when 0 has the property (p0(0)), the property (P(0)) reduces to
∑
j∈J
j−1∑
s=0
1
h0(s)
|bj (s)|
 −j0 < 1. (P0(0))
Consider a positive root 0 of the characteristic equation (*)0 with the properties (p0(0)) and (P0(0)).
The constants 0 and L0() (where  = (n)0n=− in 0) deﬁned in Theorem 1 take respectively the
forms
0 =
∑
j∈J
j−1∑
s=0
1
h0(s)
bj (s)
 −j0
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and
L0()= 0 +
∑
j∈J

−1∑
s=−j
[ −1∏
k=s+1
h0(k)
]
b˜j (s)s
 −j0 .
Also, the numbers 0 and N0 considered in Theorem 2 are given here by
0 =
∑
j∈J
j−1∑
s=0
1
h0(s)
|bj (s)|
 −j0
and
N0 =
1+ 0
1+ 0
+ 0
(
1+ 1+ 0
1+ 0
)
max
s=−,...,0
−1∏
k=s
h0(k).
Moreover, condition (Q1) remains the same and condition (Q2) becomes
∑
j∈J
j−1∑
s=0
|bj (s)|
< 1. (Q02)
In view of the above observations, we can easily see that an application of our main results to the
special case of the (nonneutral) delay difference equation (E0) leads to the main results of the paper by
Kordonis et al. [14].
Now, let us especially consider the autonomous case, i.e. the special case of the autonomous neutral
delay difference equation

(
xn +
∑
i∈I
cixn−i
)
= axn +
∑
j∈J
bjxn−j , (E
′)
where I and J are initial segments of natural numbers, ci for i ∈ I , a and bj = 0 for j ∈ J are real
numbers, and i for i ∈ I and j for j ∈ J are positive integers such that i1 = i2 (i1, i2 ∈ I ; i1 = i2)
and j1 = j2 (j1, j2 ∈ J ; j1 = j2).
The constant coefﬁcients a and bj for j ∈ J of the difference equation (E′) can be considered as T -
periodic sequences of real numbers with T = 1. The assumption, that there exist positive integers i for
i ∈ I and mj for j ∈ J such that i = iT for i ∈ I and j = mjT for j ∈ J , holds by itself. So,
(E′) can be obtained (as a special case) from (E).
The characteristic equation of the autonomous difference equation (E′) is
(− 1)
(
1+
∑
i∈I
ci
−i
)
= a +
∑
j∈J
bj
−j . (*)′
(Clearly, (∗)′ can be obtained from (*) for T = 1.)
228 Ch.G. Philos, I.K. Purnaras / Journal of Computational and Applied Mathematics 175 (2005) 209–230
Note that, as it is well-known, the trivial solution of the autonomous neutral delay difference equation
(E′) is uniformly stable (respectively, uniformly asymptotically stable) if and only if it is stable (at 0)
(respectively, asymptotically stable (at 0)).
Consider a positive root 0 of the characteristic equation (∗)′. If 0 has the property (p0(0)), then
h0(n)= 1+
1
1+∑i∈I ci−i0
a +∑
j∈J
bj
−j
0
= 0 for n − r
and (p(0)) holds by itself, while (P(0)) becomes∑
i∈I
|ci |
(
1+
∣∣∣∣1− 10
∣∣∣∣ i) −i0 + 10 ∑
j∈J
|bj |j−j0 < 1. (P
′
(0))
Note that (P′(0)) can be deﬁned without the restriction that 0 has the property (p0(0)). On the other
hand, it follows from (P′(0)) that∑
i∈I
|ci |−i0 < 1,
which implies that
1+
∑
i∈I
ci
−i
0 > 0.
That is, if 0 has the property (P′(0)), then it also has the property (p0(0)). So, the only property needed
for the positive root 0 of (*)′ is the property (P′(0)). Furthermore, we have
H0(n)= n0 for n − r.
Next, let 0 be a positive root of the characteristic equation (∗)′ with the property (P′(0)). The numbers
0 and L0() (where = (n)0n=−r in ) deﬁned in Theorem 1 are written in the forms
0 =
∑
i∈I
ci
[
1−
(
1− 1
0
)
i
]
−i0 +
1
0
∑
j∈J
bj j
−j
0
and
L0()=0 +
∑
i∈I
ci
[
−i −
(
1− 1
0
)( −1∑
s=−i
−s0 s
)
−i0
]
+ 1
0
∑
j∈J
bj
 −1∑
s=−j
−s0 s
 −j0
respectively. Also, the constants 0 and N0 considered in Theorem 2 take respectively the forms
0 =
∑
i∈I
|ci |
(
1+
∣∣∣∣1− 10
∣∣∣∣ i) −i0 + 10 ∑
j∈J
|bj |j−j0
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and
N0 =
1+ 0
1+ 0
+ 0
(
1+ 1+ 0
1+ 0
)
max{1, r0}.
Moreover, we can immediately see that each one of (G1(0)), (G2(0)) or (G3(0)) holds, if and only if,
the positive root 0 of (∗)′ satisﬁes 01, 0< 1 or 0> 1 respectively.
Finally, we notice that (Q1) and (Q2) become, respectively,
a +
∑
j∈J
bj = 0 (Q′1)
and ∑
i∈I
|ci | +
∑
j∈J
|bj |j < 1. (Q′2)
By taking into account the above facts, we can apply our main results to the special case of the
autonomous neutral delay difference equation (E′); such an application leads to the main results in the
paper byKordonis andPhilos [12]. Itmust be noted that sufﬁcient conditions for the characteristic equation
(∗)′ of the autonomous neutral delay difference equation (E′) to have a positive root 0 with the property
(P′(0)) have been given in [12].
Before closing this section and ending the paper, let us consider the simple case of the autonomous
(nonneutral) delay difference equation
xn = axn +
∑
j∈J
bjxn−j , (E
′
0)
which can be obtained (as a special case) either from (E0) or from (E′). The characteristic equation of
(E′0) is
− 1= a +
∑
j∈J
bj
−j . (*)′0
Our results are applicable to the most simple case of (E′0). For the results obtained by such an application,
see [14, Section 6]. Finally, we notice that some conditions, under which the characteristic equation (∗)′0
has a positive root 0 with the property
1
0
∑
j∈J
|bj |j−j0 < 1,
have been obtained in [14].
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