ABSTRACT. Mass asymptotics naturally appear in the theory of quantum chaos. The purpose of this note is to obtain their weighted counterparts in the setting of multivariable polynomials. More precisely, we prove that if the masses of a sequence of weighted polynomials are asymptotic to the equilibrium measure then their normalized zero currents become equidistributed with respect to the associated extremal current. In complex dimension one, this gives a sufficient condition for zeros of weighted polynomials to be equidistributed with respect to the associated equilibrium measure. We also study limiting mass distribution of random polynomials and random orthonormal bases.
INTRODUCTION
Mass asymptotics have been considered by several authors in various geometric settings. Given a compact Kähler manifold (X, ω) of dimension m and a positive Hermitian holomorphic line bundle (L, h) whose curvature form c 1 (L, h) = ω, one can define a scaler L 2 -product on the vector space of global holomorphic sections H 0 (X, L ⊗n ) by in the weak* topology on X, the normalized zero currents 1 n [Z sn ] (along zero divisors of s n ) converge weakly to the curvature form ω. This was first observed by Nonnenmacher and Voros [NV98] in the case of the theta bundle over an elliptic curve C/Z 2 . In a different direction, Rudnick [Rud05] proved a similar result in the setting of SL 2 (Z) modular cusp forms of weight 2n. The latter corresponds to the case of positive line bundle on a non-compact Riemann surface. All of the aforementioned results are based on potential theory. We refer the reader to the recent survey [Zel18] and references therein for the state of art of this problem in the line bundle setting.
The purpose of this note is to obtain analogous results in the setting of weighted polynomials on C m . In the present setting, a choice of continuous weight function ϕ : Y → R on a locally regular closed set Y ⊂ C m determines a weighted extremal function V Y,ϕ and induces a weighted equilibrium measure µ Y,ϕ = (dd c V Y,ϕ ) m . We assume that Monge-Ampére measure µ Y,ϕ has full mass on the interior Int(S Y,ϕ ) of its support. For a Bernstein-Markov measure ν (see (2.5) for precise definition) on Y we prove that for a sequence of polynomials {f n } if the masses |f n (z)| 2 e −2nϕ (z) f n in the weak* topology then the normalized zero currents 1 n [Z fn ] converge weakly to the extremal current dd c V Y,ϕ (see Theorem 2.1). In complex dimension one, this result provides a sufficient condition for equidistribution of zeros of polynomials with respect to the weighted equilibrium measure µ Y,ϕ .
The outline of the paper is as follows: In §2 we prove Theorem 2.1. In §3, we review near and off diagonal Bergman kernel asymptotics obtained in [Ber09a, Bay17a] in the special case Y = C m and a C 2 -weight function ϕ : C m → R that has super logarithmic growth at infinity. The novelty here is that the weight function ϕ does not induce a singular Hermitian metric on the hyperplane bundle O(1) defined on the complex projective space P m . We apply the results on Bergman kernel to study associated Toeplitz operators and distribution of their eigenvalues. Next, we consider random linear combinations of orthonormal polynomials with Gaussian coefficients and study mass asymptotics of random polynomials. Building upon the techniques developed by Shiffman and Zelditch [SZ99, Zel18] we prove that almost surely masses of random polynomials are equidistributed with respect to the weighted Monge-Ampére measure. Finally, in §4 we obtain analogous results for random orthonormal bases.
MASS ASYMPTOTICS OF WEIGHTED POLYNOMIALS
Let Y ⊂ C m be a closed set and ϕ : Y → R be a continuous weight function. If Y is unbounded we assume that there exists ǫ > 0 such that
Following [ST97, Appendix B] we denote the weighted global extremal function
where L(C m ) denotes the Lelong class of pluri-subharmonic (psh) functions u that satisfies
where log + = max(log, 0). We remark that when Y is compact and ϕ ≡ 0 (i.e. in the unweighted case) the extremal function defined in (2.2) is the pluri-complex Green function of Y (cf. [Kli91] ) and denoted by V Y . We also denote by
In what follows, we let g * (z) := lim sup w→z g(w)
denote the upper semi-continuous regularization of g. 
Thus, the support S Y,ϕ is a compact set. We denote its interior (as a subset of C m ) by Int(S Y,ϕ ). An important example is ϕ(z) = 
If Y is unbounded we also assume (2.6)
The conditions (2.1) and (2.6) ensure that the weighted measure e −2nϕ dν has finite moments up to order n. Whereas condition (2.5) imply that asymptotically L 2 and sup norms of weighted polynomials are equivalent. We also remark that BM-measures always exist [BLPW15] . We continue with a basic result which asserts that mass equidistribution for sequences of weighted polynomials imply L 1 loc -convergence of potentials to the weighted global extremal function. This result was obtained in the setting of line bundles for the global holomorphic sections [SZ99] (see also [NV98] ). In the C m setting the result of [SZ99] corresponds to the case where the weight function is a Kähler potential (e.g. ϕ(z) = 1 2 log[1 + z 2 ]). The later implies that the weighted equilibrium measure is the restriction of a volume form defined on the complex projective space P m . The novelty here is that the weight function ϕ : Y → R does not induce a metric on the hyperplane bundle O(1) → P m . Moreover, the weighted equilibrium measure is supported on a compact subset of C m . In order to overcome this difficulty we use a generalized domination principle (Theorem A.2) due to Dinew [Din09] . 
We also let ν be a BM-measure for the weighted set (Y, ϕ) and p n ∈ P n be a sequence of polynomials such that p n e −nϕ
as measures on C m in the weak* topology then
In particular,
in the sense of currents.
We remark that assumption (2.7) requires, in particular, that Int(S Y,ϕ ) is non-empty open subset of C m . This is necessary as the following example shows: In the spacial case Y = S 1 unit circle and ϕ ≡ 0 we have V Y (z) = log + |z| and µ Y,ϕ = 1 2π dθ is the normalized arc-length measure. In this case, the monomials p n (z) = z n and ν = 1 2π dθ satisfy the hypotheses of the Theorem 2.1 but 1 n log |p n (z)| = log |z| = log + |z| in L 1 loc (C). We thank Tom Bloom for pointing this out. We are also grateful to N. Levenberg for his comments on an earlier draft.
Proof of Theorem 2.1. We fix r ≫ 1 such that V Y,ϕ = V Yr,ϕ which implies that S Y,ϕ ⊂ Y r . Then by [ST97, Appendix B Theorem 2.6] and (2.5) we have
Applying the domination principle Corollary A.3 with v = 1 n log |pn| Mn and u = V Y,ϕ we deduce that
Then by [Kli91, Theorem 5.2.1], for every sequence of positive integers J the function
and satisfies
Next, we claim that (2.13)
Postponing the proof of the claim for the moment and assuming (2.13), since V Y,ϕ is locally bounded on C m and Int(S Y,ϕ ) is an open subset of C m , by (2.7) and (A.2) we deduce that (2.14)
Here, N P (dd c G) m denotes the non-pluripolar Monge-Ampére of G (see (A.4) for its definition). This implies that
Thus, we can apply domination principle Corollary A.3 with u = G and v = V Y,ϕ to conclude that
Hence, the theorem follows from [BL15, Proposition 4.4]. Now, we return the proof of the claim (2.13). To this end, assume that G(w) < V Y,ϕ (w) for some w ∈ Int(S Y,ϕ ). We fix an open ball w ∈ B ⊂ Int(S Y,ϕ ). Note that by (2.10) and [H94, Theorem 3.2.12] there are two options:
(i)
(ii) there exists a further subsequence J 1 such that for n ∈ J 1
First, we rule out the option (i). Indeed, otherwise |p n |e −nϕ ≪ 1 locally uniformly on B for n ≫ 1 which contradicts (2.8). Thus, (ii) occurs. Then passing to a further subsequence J 2 ⊂ J 1 we conclude that 1 n log |p n | → g a.e. on B.
Note that g * is psh on B and g * = g a.e on B hence g * ≤ G on B which in turn implies that g * (w) < V Y,ϕ (w). Then by Hartogs' lemma and continuity of V Y,ϕ there exists δ, ρ > 0 such that
for large n ∈ J 2 . This contradicts (2.8). Hence, we conclude that
This finishes the proof.
MASS ASYMPTOTICS OF RANDOM POLYNOMIALS
In the rest of this paper we consider the special case where Y = C m and ϕ : C m → R is a C 2 function satisfying
where ǫ > 0. We denote the corresponding global extremal function
We also denote the support S ϕ := S C m ,ϕ of the Monge-Ampére
We define the bulk of the weight ϕ by
We remark that the condition dd c ϕ(z) > 0 implies all eigenvalues of the curvature form are positive. In [Ber09a, Corollary 3.6] Berman proved that B ϕ = Int(S ϕ ) and
where the latter L ∞ loc (m, m)-form is obtained by point-wise calculation. Next, we define a norm on the space P n of polynomials of degree at most n by
where dV m denotes the Lebesgue measure on C m and we denote by d n := dim(P n ).
3.1. Bergman Kernel Asymptotics. For a fixed orthonormal basis {P n j } dn j=1 for P n with respect to the norm (3.4) the Bergman kernel is given by
We also denote the Bergman function by
Bergman function B n has the extremal property
Moreover, we have the following dimensional density property
The following result [Ber09b, Bay17a] gives the first order asymptotics of the Bergman kernel function. As an immediate corollary of it we obtain asymptotics of the expected mass distribution of random polynomials (see Proposition 3.7).
uniformly on compact subsets of B ϕ .
This result together with the estimate [Ber09b, Lemma 3.3] on the Bergman kernel gives the following important result: 3.2. Toeplitz operators and limiting distribution of eigenvalues. We denote the orthogonal projection
onto the finite dimensional subspace P n . For a bounded function g : C m → R we also let
denote multiplication operator defined by
We consider the symmetric form on P n defined by
Then by linear algebra there is a self-adjoint operator T g n : P n → P n such that p, q g = T g n p, q . Note that T g n p is nothing but the orthogonal projection of M g (p) onto P n . The latter property implies that
The operator T g n = Π n • M g is called n th Toeplitz operator with multiplier g. The following is a standard result in this setting: Proposition 3.5. Let ϕ : C m → R be a C 2 -weight function satisfying (3.1) and g be a bounded function on C m . Then
Proof.
(1) Note that T g n admits an ONB of eigenvectors {p n j } dn j=1 . Letting
(2) It follows from Theorem 3.2 that
Hence, by Theorem 3.4 we have
Now, for k ≥ 3 we have
Thus, it follows from Theorem 3.4 that
Spherical, Gaussian and Unitary Ensembles.
3.3.1. Gaussian Ensemble. For a fixed ONB {P n j } dn j=1 of P n with respect to the norm (3.4) we consider Gaussian random polynomials
where c j are independent identically distributed (iid) complex Gaussian random variables of mean zero and variance 1 dn . We endow P n with the Gaussian measure
This Gaussian is characterized by the property that the 2m real variables Re(c j ) and Im(c j ) for (j = 1, ..., m) are independent real Gaussians with mean 0 and variance 1 2dn ; equivalently,
Clearly, the above Gaussian measure on P n is independent of the choice of the ONB.
Spherical Ensemble.
The Gaussian polynomial ensemble can naturally be identified with the spherical ensemble for which a random polynomial is drawn from the unit sphere of (P n , · n ) with respect to the probability surface area measure. More precisely, letting S 2dn−1 denote the unit sphere of (P n , · n ) and σ n is the normalized (probability) surface area measure on S 2dn−1 , if f n ∈ P n is a Gaussian random polynomial as above then f n / f n n is uniformly distributed on S 2dn−1 with respect to σ n . Moreover, letting X : C m → R be a continuous homogenous function of degree zero (i.e. X(λz) = X(z) for z ∈ C m and λ ∈ C * ) then passing to the spherical coordinates
Unitary Ensemble.
In what follows, we denote the compact group of n × n unitary matrices by U (n). We also let dU denote the Haar i.e. "uniform" probability measure on U (n). It is well known that the Haar measure is both left-invariant and right-invariant. Moreover, if
is Haar distributed then its first (in fact, any) column is uniformly distributed on the unit sphere S 2n−1 in C n . Finally, we recall the following standard result (see eg. [HP00, pp. 140]):
3.4. Mass Equidistribution. Mass distribution of random holomorphic sections is studied by Shiffman and Zelditch [SZ99] (see also the recent survey [Zel18] and references therein). In this section, we study mass equidistribution of random polynomials. The novelty here is that the super logarithmic weight function ϕ does not induce a metric on the hyperplane bundle O(1) → P m on the the complex projective space. Building upon the ideas form [SZ99, Zel18] we prove that (Corollar 3.10) almost surely the masses µ fn of random polynomials tend to equilibrium measure µ ϕ . Hence, by Theorem 2.1 the normalized current of integrations
weakly. Note that the current dd c ϕ e coincides with the weighted equilibrium measure of the compact set S ϕ in complex dimension one (cf. [ST97] ). Asymptotic distribution of zero divisors of multi variable random polynomials with random coefficients has been studied by various authors. In [Blo05, BS07] Bloom and Shiffman considered random polynomials with Gaussian coefficients. See also [BL15, Bay16, Bay17b] for the non-Gaussian case. In [Bay18] , we provided a necessary and sufficient condition on random coefficients for equilibrium distribution of zero divisors of random polynomials (see also [BCM] for the setting of holomorphic sections). More recently, in [Bay17a] we obtained a central limit theorem for smooth linear statistics of zeros. We refer the reader to the recent survey [BCHM, §2] for the state of the art.
Let g : C m → R is a continuous function with compact support, we consider the random variables
For a fixed ONB basis of eigenfunctions {p n j } dn j=1 we may identify T g n with a diagonal d n × d n matrix A g n whose diagonal entries are
where e fn = f f ∈ S 2dn−1 . Our first result gives asymptotic expected value of X g n :
Proposition 3.7. In the above setting,
Proof. Using the identification of the Gaussian ensemble with the spherical one we may consider 
where e ∈ S 2dn−1 is any fixed unit vector. We remark that the value of the latter integral is independent of the choice of e thanks to translation invariance of Haar measure on U (d n ). Hence, letting e = (1, 0, . . . , 0) by Proposition 3.6 (1) and Proposition 3.5 we obtain
Next, adapting the arguments in [SZ99, Zel18] to our setting we get an estimate of the asymptotic value of variances of X g n : Theorem 3.8. In the above setting,
as n → ∞.
Proof.
Recall that
Let us denote byÃ
where Id denotes n × n identity matrix. Now, using the notation in Ptoposition 3.7 we write
where e ∈ S 2dn−1 is any fixed unit vector. Again, letting e = (1, 0, . . . , 0) as earlier and denoting λ j := µ j − 1 dn T r(T g n ) by Proposition 3.6 we see that
and that in turn implies that
where the last equality follows from Proposition 3.5.
Corollary 3.9. Let X g n be as above then for each ǫ > 0 and sufficiently large n ∈ N (3.10)
n .
Proof. The proof is an immediate application of Markov's inequality. Indeed, let us denote by
then by Proposition 3.5 for each ǫ > 0 and sufficiently large n
hence by Proposition 3.7 and Markov's inequality
Next, we prove that the masses of random polynomials are equidistributed with the weighted equilibrium measure: Proof. Using the same argument in the proof of WLLN, since d n = n m (1 + o(1)) as n → ∞ by (3.11) we see that for m ≥ 2
Hence, by Borel-Cantelli lemma we conclude that X g n → g almost surely.
Remark 3.11. An important step in proving Theorem 3.1 is to construct pick polynomials which are asymptotic maximizers in (3.5) . This is achieved by using Hörmander's L 2 -estimates for the solution of ∂-equation together with a careful estimate of norms (see [Bay17b, pp. 2922 [Bay17b, pp. -2923 ). On the other hand, it follows from Corollary 3.9 that with high probability a random polynomial is a pick polynomial in the sense of (2.8).
3.4.1. Higher order moments. Next, we estimate higher order moments of X g n . To this end we use the same notation in the proof of Proposition 3.8. Note that
Now, for any partition (k 1 , . . . , k r ) where k l ∈ N and r l=1 k l = k, by Hölder's inequality we have
where the second line follows from Proposition 3.6 (iv). Now, writing
where the second sum involves all cases with at least two indices are different. An easy combinatoric argument shows that the number of such terms are O(d k−1 n ). This together with (3.12) imply that
n ). (3.14)
RANDOM ORTHONORMAL BASES AND DISTRIBUTION OF ZEROS
In the last part of this work, we consider random orthogonal polynomials. More precisely, for a fixed orthonormal basis {P n j } dn j=1 for P n with respect to the norm (3.4) we may identify each ONB B = {F n j } j for P n with a unitary matrix U B ∈ U (d n ). Thus, we consider the set of of all orthonormal bases for P n as a probability space by identifying it with the unitary ensemble U (d n ) endowed with the Haar probability measure. Moreover, we consider the product probability space Proof. We consider the random variables
where A g n is the matrix representing the Toeplitz operator T g n with symbol g. Note that by (3.8)
where e j is the standard basis element whose j th coordinate is 1 (thanks to invariance of Haar measure under left-multiplication with a unitary matrix). Next, we consider the standardized random variables
Id is of trace zero. Then by (3.9) and Theorem 3.8 we obtain
This implies that
where the implied constant depends on g but independent of n. Since However, we remark that Theorem 4.1 is a probabilistic result and the set of ONB which do not fall in its context is non-empty. For example, for ϕ(z) = |z| 2 2 the F j (z) = n j+1 πj! z j form an ONB for P n with respect to the norm · n . However, zeros of F j are not equidistributed with respect to the equilibrium measure. Same conclusion also applies to any radial weight ϕ and ONB obtained from the monomial basis by Gram-Schmidt procedure.
APPENDIX A. DOMINATION PRINCIPLE
In this appendix we let X = P m be the complex projective space and ω denotes the Fubini-Study Kähler form normalized by X ω m = 1. We also denote the set of all ω-psh functions by P SH(X, ω) = {φ ∈ L 1 (X)| φ usc and ω + dd c φ ≥ 0}. Then we have the following generalized domination principle due to Dinew [Din09] :
Theorem A.2. Let ψ ∈ P SH(X, ω) and φ ∈ E(X, ω) that satisfy ψ ≤ φ a.e. with respect to M A(φ). Then ψ ≤ φ on X.
It is well know that (see eg. [Dem09] ) there is a 1-1 correspondence between Lelong class psh function L(C m ) and the set of ω-psh functions which is given by the natural identification (A.3) u ∈ L(C m ) → ϕ(z) := u(z) − 1 2 log(1 + z 2 ) for z ∈ C m lim sup w∈C m →z u(w) − 1 2 log(1 + w 2 ) for z ∈ H ∞ where P m = C m ∪ H ∞ and H ∞ denotes the hyperplane at infinity. Now, writing u ∈ L(C m ) as u = φ + u 0 where φ ∈ P SH(X, ω) and u 0 (z) = 
