We address the issue of mapping between gesture and sound for gesture-based control of physical modeling sound synthesis. We propose an approach called mapping by demonstration, allowing users to design the mapping by performing gestures while listening to sound examples. The system is based on a multimodal model able to learn the relationships between gestures and sounds.
INTRODUCTION
Gestural interaction with audio and/or visual media has become ubiquitous. Many applications, including music performance, gaming, sonic interaction design, or rehabilitation, involve mapping from physical gestures to sound, requiring solutions for quick prototyping of gesture-based sound control strategies. The relationship between gesture and sound, often called mapping, has been recognized one of the crucial aspects of such interactive systems, as its design influence the interaction possibilities. In this paper, we address the issue of mapping for gesture-based control of physical modeling sound synthesis. This is a companion paper of a short-paper presented at ACM Multimedia 2013 [3] that will demonstrate concrete examples of a general a multimodal probabilistic model for gesture-based control of sound synthesis.
Physical modeling sound synthesis aims at simulating the acoustic behavior of physical objects. Gestural control of Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage, and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). Copyright is held by the author/owner(s). such physical models remains difficult, since the captured gestural parameters are generally different from the physical input parameters of the sound synthesis algorithm. For example, sensing gestures using accelerometers might pose difficulties for controlling the physical model of a bowed string where force, velocity, and pressure are the expected input. The design of the mapping between gesture and sound is therefore complex, and would hardly be realized by direct relationships between input and output parameters.
To tackle such an issue, we propose an approach we call mapping by demonstration, based on machine, allowing users to craft control strategies by demonstrating gestures associated with sound examples. Therefore, the system supports a design of the mapping driven by listening and interaction, as in many cases the training examples are defined by gestures performed while listening to sound examples, as proposed by Caramiaux [1] or Fiebrink [2] .
Our approach places the user at the center of an interaction loop integrating training and performance. During training, sounds can be designed using a graphical editor. By performing gestures while listening to the sounds, the user feeds the system with examples of the mapping he intents to create, therefore translating his intentions through the direct demonstration of specific control strategies. During performance, the learned mapping can be used for sound control, allowing the user to explore the control strategies defined by the training examples.
APPLICATION OVERVIEW

Gesture capture
We use the Modular Musical Objects (MO) for gesture capture [5] . These wireless devices include an accelerometer and a gyroscope, and can be integrated to various objects, or extended with additional sensors, for example piezo-electric sensors. 
Modal synthesis
Our system uses Modalys, a software dedicated to modal synthesis, i.e. that simulates the acoustic response of vibrating structures under an external excitation. It allows to build virtual instruments by combining modal elementse.g. plates, strings, membranes -with various types of connections and exciters -e.g. bows, hammers, etc. Each model is governed by a set of physical parameters -e.g. speed, position and pressure of a bow. Specific sounds and playing modes can be created by designing time profiles combining these parameters.
gesture-sound mapping
Our goal is to learn the mapping between gestures, captured with accelerometers, and specific time profiles of the control parameters of the physical models. We adopt a multimodal perspective on gesture-sound mapping based on a probabilistic multimodal model. This approach is inspired by recent work in other fields of multimedia, such as speechdriven character animation [4] . The system is based on a single multimodal Hidden Markov Model (HMM) representing both gesture and sound parameter morphologies. The model is trained by one or multiple gesture performances associated to sound templates. It captures the temporal structure of gesture and sound as well as the variations which occur between multiple performances. For performance, the model is used to predict in real-time the sound control parameters associated with a new gesture. Additional details about the model and its implementation can be found in [3] .
Workflow
The workflow of the application is an interaction loop integrating a training phase and a performance phase. It is illustrated in figure 2 , and a screenshot of the software is depicted in figure 3 . In the training phase, the user can (top left of figure 3 ). Then, the user can perform one or several demonstrations of the gesture he intents to associate with the sound example (figure 2a). Gesture and sound are recorded to a multimodal data container for storage, visualization and editing (bottom left of figure 3 ). Optionally, segments can be manually altered using the user interface. The multimodal HMM representing gesture-sound sequences can then be trained using several examples. During the performance phase, the user can gesturally control the sound synthesis. The system allows for the exploration of all the parameter variations that are defined by the training examples. Sound parameters are predicted in real-time to provide the user with instantaneous audio feedback (figure 2b). If needed, the user can switch back to training and adjust the training set or model parameters.
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