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Abstract—Multiuser multiple-input-multiple-output (MU-
MIMO) systems are known to be hindered by dimensionality
loss due to channel state information (CSI) acquisition overhead.
In this paper, we investigate user-scheduling in MU-MIMO
systems on account of CSI acquisition overhead, where a base
station dynamically acquires user channels to avoid choking the
system with CSI overhead. The genie-aided optimization problem
(GAP) is first formulated to maximize the Lyapunov-drift every
scheduling step, incorporating user queue information and
taking channel fluctuations into consideration. The scheduling
scheme based on GAP, namely the GAP-rule, is proved to be
throughput-optimal but practically infeasible, and thus serves as
a performance bound. In view of the implementation overhead
and delay unfairness of the GAP-rule, the T -frame dynamic
channel acquisition scheme and the power-law DCA scheme
are further proposed to mitigate the implementation overhead
and delay unfairness, respectively. Both schemes are based on
the GAP-rule and proved throughput-optimal. To make the
schemes practically feasible, we then propose the heuristic
schemes, queue-based quantized-block-length user scheduling
scheme (QQS), T -frame QQS, and power-law QQS, which
are the practical versions of the aforementioned GAP-based
schemes, respectively. The QQS-based schemes substantially
decrease the complexity, and also perform fairly close to the
optimum. Numerical results evaluate the proposed schemes
under various system parameters.
Index Terms—MU-MIMO System, CSIT, User Scheduling,
Lyapunov Analysis, Throughput-Optimality
I. INTRODUCTION
Multiuser multiple-input-multiple-output (MU-MIMO)
technology enables simultaneous (on the same time-frequency
resource) data transmissions to a multiplicity of autonomous
terminals via distinguishable spatial modes. With perfect
channel state information at transmitter (CSIT) and at receiver
(CSIR), the capacity of the MU-MIMO system is significantly
larger than that of the system without spatial multiplexing
transmissions [1].
CSIT is vital to harness the capacity gain in MU-MIMO
systems. However, it comes at a price which is the overhead
imposed by the CSIT acquisition process. CSIT is usually
modeled as a matrix of channel coefficients in a narrow-
band system, representing the base band complex channel
gain between base station (BS) antennas and user-terminals.
Without CSIT, the BS cannot separate signals for different
user-terminals by distinct spatial modes, thus causing serious
inter-user interference, which effectively eliminates the mul-
tiplexing gain of MU-MIMO systems. Moreover, CSIT has
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to be obtained in a timely and accurate manner, i.e., channel
estimation has to be done for each user-terminal within its
distinct channel coherence time, and the length of the training
sequence should scale with the number of users1, or the num-
ber of transmit antennas2, respectively [2]. Fig. 1 illustrates
typical CSIT acquisition procedures in cellular systems. At
the beginning of a transmission frame, the BS either listens
to the uplink channel training sequences (for calibrated TDD
systems), or first transmits downlink training sequences and
then waits for CSIT feedback from users (for FDD systems
or uncalibrated TDD systems). Then the BS starts downlink
data transmission leveraging the obtained CSIT estimations.
Such a pilot-assisted (or training-based) transmission scheme
is widely adopted in MU-MIMO systems.
More often than not, it is conveniently assumed that CSIT
overhead is negligible, and thus MU-MIMO systems can
accommodate a large number of users, especially in massive
MIMO systems, where a vast excess number of BS antennas
are deployed and the TDD mode is adopted to exploit the
channel reciprocity [3]. Even in this scenario, a significant
dimensionality loss due to the CSIT acquisition overhead
exists if the user channel coherence time is small, or the
number of users in the cell is large. Such dimensionality loss
calls for user-scheduling in MU-MIMO systems, i.e., user
channels are only required on demand, which motivates our
work.
In existing literature, substantial amount of work has been
done studying the MU-MIMO downlink scheduling problem,
most of which focuses on maximizing the network throughput
given perfect CSIT and CSIR [4]–[8]. In [7], [8], the MIMO
downlink with multiuser scheduling is considered where users
are equipped with multiple antennas, by which they per-
form receive-beamforming to counteract inter-user interference
(ICI). In this way, the scheduler chooses users with larger
channel magnitudes and better orthogonality. However, pre-
coding is unnecessary in their setting, when the number of user
antennas is sufficient to cancel the ICI, i.e., no CSIT is needed.
1For time-division duplex (TDD) systems.
2For frequency-division duplex (FDD) systems.
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2In [4]–[6], the MU-MIMO downlink scheduling with single-
antenna users is considered where it is BS’s responsibility
to eliminate the ICI by precoding. The users are divided
into groups based on their locations, and the scheduling is
performed by selecting different user-groups. However, the ac-
quisition of CSIT is incorporated into the scheduling decisions
in none of the work above, where only [5] briefly discusses
the impact of imperfect CSIT, whereas no scheduling schemes
are given accordingly. Regarding CSIT acquisition overhead
and imperfect CSIT, the MIMO system capacity under a
general block-fading model without presuming a pilot-assisted
scheme is considered in [9]. The seminal work [2] establishes
the training capacity of a MIMO link and gives a lower
bound of the capacity w.r.t. imperfect channel estimation,
assuming the pilot-assisted scheme is adopted. Furthermore,
the work [1] gives an achievable sum rate considering a
practical training and feedback scheme with a zero-forcing
precoder. To relieve the burden of CSIT estimation, the work
[10] gives a comprehensive study on the training scheme
design in the MIMO system. In [11], the authors point out that
without CSIT, the degree-of-freedom (DoF) of MU-MIMO
systems falls off to 1, which is identical with a single-antenna
link. The user scheduling scheme with “predictable” and
“non-predictable” CSI quality is considered in [12], where
the Lyapunov technique [13] is first introduced to solve the
user scheduling problem in MU-MIMO systems. Compared
with the work above on MU-MIMO downlink scheduling,
the current work is the first work to incorporate the CSIT
acquisition overhead into the scheduling decisions, as far as
we know.
In this paper, we investigate the design of user-scheduling
schemes to maximize the throughput of MU-MIMO system
downlink, on account of the user queue information (UQI) and
the channel acquisition dimensionality loss. A unique issue
that we address is that users have distinct channel coherence
times3. The main contributions of this paper are:
• Based on the Lyapunov-drift optimization, we formulate
the generic user-scheduling problem as the genie-aided
optimization problem (GAP). The corresponding user
scheduling scheme, referred to as the GAP-rule, is proved
to be throughput-optimal, i.e., it stabilizes the system as
long as the arrival rates are inside the capacity region.
• Furthermore, two modified GAP-rule-based schemes are
proposed. The T -frame dynamic channel acquisition (T-
DCA) scheme is proposed to reduce the overhead related
to the variable frame structure of the GAP-rule. A delay-
fairness enhanced scheme, namely the power-law DCA
scheme (PL-DCA) is also proposed. The throughput-
optimality is proved for both schemes, respectively. Nu-
merical results show significant improvements by both
schemes dealing with corresponding concerns.
• In view of the fact that the GAP-rule-based schemes
are practically infeasible due to their complexity and
non-causality, we propose heuristic schemes, namely
the queue-based quantized-block-length user scheduling
scheme (QQS), T -frame QQS (T-QQS) and power-law
3This is due to different user mobilities and scattering environments.
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Fig. 2. System model of a MU-MIMO downlink scenario.
QQS (PL-QQS), which substantially reduce the complex-
ity and also make the GAP-based schemes practically
feasible, respectively. It is shown by simulations that
the QQS is asymptotically throughput-optimal under the
conditions that the system dimension is large and the
users are naturally grouped on account of their channel
coherence times.
• We provide a new throughput-optimality proof for
the high order polynomial Lyapunov function, which
is especially useful for the PL-DCA scheme. Exist-
ing work uses the fluid-limit technique to prove the
throughput-optimality. Our proof is based directly upon
the Lyapunov-drift analysis, and thus is simpler to under-
stand and gives more insights.
The paper is organized as follows. Section II describes
the system model and gives some preliminary knowledge. In
Section III, a motivating example is given to illustrate why
we need to do DCA in MU-MIMO downlinks. In Section
IV, the GAP is formulated to maximize the Lyapunov-drift.
Then the T-DCA and the PL-DCA are proposed. In Section
V, we propose the QQS-based schemes. Section VI gives
the numerical results. Finally, in Section VII, we draw the
conclusions. Throughout the paper, we use boldface uppercase
letters, boldface lowercase letters and lowercase letters to
designate matrices, column vectors and scalars respectively.
II. SYSTEM MODEL AND PRELIMINARIES
We consider the downlink (forward-link) of a single cell
where an M -antenna BS serves N single-antenna users, as
shown in Fig. 2. We consider a narrow-band channel, and one
channel use4 is characterized as
y(t) = H(t)x(t) + z(t), (1)
where x(t) ∈ CM denotes the complex transmit signal
vector of M antennas at the BS, t in the bracket denotes
the index of channel use, y(t) ∈ CN denotes the receive
signal vector of N single-antenna users, z(t) denotes the
cyclic symmetric zero mean complex Gaussian additive noise,
i.e., z(t) ∼ CN (0, σ2IN ), and H(t) ∈ CN×M denotes
identically independently distributed (i.i.d.) Rayleigh fading
coefficients with unit-norm entries. In particular, we consider
4A channel use, or a time slot, corresponds to an independent complex
signal-space dimension in the time-frequency domain.
3linear precoding, where5
x(t) = ζ(t)W (t)s(t), (2)
where ζ(t) is the power normalization factor with ζ(t)2 =
P
tr(W (t)W (t)†) , P is the total transmit power, W (t) is the
precoding matrix, and s(t) denotes the i.i.d. user data streams.
The signal-to-interference-noise ratio (SINR) of user-n is
written as,
γn(t) =
ζ(t)2
∣∣h†n(t)wn(t)∣∣2∑
j 6=n ζ(t)2
∣∣∣h†n(t)wj(t)∣∣∣2 + zn(t)2 , (3)
where we write H(t) = [h1(t),h2(t), ...,hN (t)]
† and
W (t) = [w1(t),w2(t), ...,wN (t)], and n is the user index.
Furthermore, let Qn(t) denote the queue length in bits of user
n at the beginning of t-th channel use, let an(t) denote the
number of arrival bits from upper layer to the physical layer
between (t−1)-th and t-th channel uses, and let µn(t) denote
the allocated number of service bits to Queue-n, which equals
the allocated service rate (bits/channel use) in this case. Then
the queuing dynamics are written as
Qn(t+ 1) = Qn(t)− µ˜n(t) + an(t), (4)
where µ˜n(t) = min{Qn(t), µn(t)} denotes the actual service
number of bits, considering the circumstances that sometimes
the queue is emptied given the amount of allocated service
bits.
Definition 1: Queue-n is said to be strongly stable if [13]
lim sup
T→∞
1
T
T∑
t=1
E[Qn(t)] <∞, (5)
when there is no bound on the buffer size for any n.
When all queues are strongly stable in the system, the time-
average actual service rate equals the arrival rate, i.e.,
lim
T→∞
1
T
T∑
t=1
µ˜n(t) = lim
T→∞
1
T
T∑
t=1
an(t), ∀n. (6)
Notice that the left-right-side is the time average of the
realizations of the actual service rate, thus we do not need
the expectation to hold (6).
The achievable ergodic rate region R is defined as the
convex hull of all achievable rate points of n users. Denote
all feasible transmission schemes as X and the transmission
scheme pis ∈ X , where s is the index for scheduling policies,
is the user scheduling scheme and the corresponding precoding
scheme with the rate of user-n at time t,
Rn(H(t), pis(t)) = I(pis(t)) log(1 + SINR(H(t), pis(t))),
(7)
where I(pis(t)) is an indicator function which determines
whether user-n is scheduled, and SINR(H(t)) is the signal
to noise and interference ratio which is related to the channel
5Notice that W (t) can be any general linear precoding matrix,
whereas we adopt the zero-forcing precoding matrix, i.e., W (t) =
H(t)†(H(t)H(t)†)−1 in the simulations.
realization and the precoding scheme.6 The user-n achievable
rate is defined as the time-average of user rate
R¯n = lim
T→∞
1
T
T∑
t=1
Rn(H(t), pis(t)), ∀n. (8)
Based on ergodicity, (8) equals
R¯n = E{Rn(H, pis)}, ∀n, (9)
where the expectation is taken over all possible channel gain
H(t) and possibly pis(t) when a randomized control policy
is considered. The achievable ergodic rate region can be
characterized as
R = coh
⋃
pis∈X
{R¯ : 0 ≤ R¯n ≤ E[Rn(H, pis)]}, (10)
where R¯ is a N -dimensional region, R¯n is its n-th component,
and “coh” denotes the closure of a convex hull.
Definition 2: (Throughput-Optimality) A scheduling
scheme is throughput-optimal if for any arrival rate point
inside the achievable ergodic rate region, the system can be
stabilized by the scheduling scheme.
Note that the throughput in this paper refers to the downlink
throughput, not concerning uplink throughput. We consider a
generic scenario where each user has its distinct block length
which denotes the number of consecutive channel uses that
the user-channel stays static, or also referred to as channel
coherence time. The block fading channel model is adopted
in this paper, where every user’s channel stays constant for
Tn consecutive channel uses, and changes to another constant
according to an i.i.d. (over time and users) random process.
Denote by Tn the channel coherence time of user-n, and let
T = {T1, T2, ..., TN}7. Notice that there are no units for both
Tc and Tk,∀k, since by definition, the block length in block
fading model equals channel coherence time multiplied by
channel coherence bandwidth. Therefore the block length de-
scribes the channel coherence, both temporally and spectrally.
Similar notations have been used in [14] [2].
Here we assume that for every Tn channel uses, the system
adopts one uplink channel training symbol (reciprocal channel
is considered here) to estimate the channel of user-n. By doing
this, we assume the BS obtains the perfect CSIT of user-n.
Hence, the number of concurrent scheduled users, denoted by
Ns, equals the number of channel uses for channel estimation
numerically in each fading block. Note that this is actually
an optimistic assumption on the MU-MIMO system, since
normally we can only get a noisy version of the CSIT, and
the system has to do the channel training more than once to
refine the estimation. Nonetheless our results can be extended
to this scenario immediately by multiplying the training length
with a predefined factor, taking into account the imperfection
of channel estimation [1].
6Explicit expressions of Rn(H(t), pis(t)) will be shown later in Section
IV
7The distinction of user block lengths is due to the fact that there are
several factors that can affect the block length of each user, such as distinct
user-mobility, scattering environment nearby, frequency offset and etc. We
assume the BS knows the channel coherence time a priori, since channel
coherence time is a second-order channel statistics, which can be regarded to
be static for a relatively long period.
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the CSI acquisition overhead equals to the number of users, and Tn = 20, ∀n.
In the following section, a simple example is given to
illustrate why we need user scheduling in MU-MIMO sys-
tems, in contrast to most existing literature, which assumes
simultaneous transmission to all users especially in the massive
MIMO system. The impact of limited block length is consid-
ered. Qualitatively speaking, when Tn is very small, it would
be even more advantageous to leverage a space-time coding
(STC) scheme [15] to serve one user at a time without CSIT,
alleviating the prohibitively large cost of channel acquisition.
III. MOTIVATIONS
In principle, user-scheduling in MU-MIMO is of great
necessity when the total channel acquisition overhead is com-
parable to the channel coherence time. From Fig. 3, where we
assume M → ∞, we can observe that, clearly, simultaneous
transmission to all users is detrimental when CSIT acquisition
overhead is large. The DCA scheme used in Fig. 3 is that at
each scheduling step, randomly schedule 10 users when the
number of users is larger than 10. This scheme is DoF-optimal
by the following arguments. The DoF of the downlink BC is
min[M,Ns], and the training DoF, which is defined as the
DoF considering the CSIT acquisition overhead, is the DoF
of BC multiplied by a factor, Tc−NsTc , assuming all users have
identical channel coherence time Tc. Therefore, the training
DoF is, in the massive MIMO regime,
Tc −Ns
Tc
min[M,Ns] =
Tc −Ns
Tc
Ns ≤ Tc
4
, (11)
where Ns is the number of concurrent active users. The
equality in (11) holds when Ns = Tc2 . Therefore, simultaneous
transmission to 10 users, which equals the number of half the
channel coherence time, is DoF-optimal.
Furthermore, the following intuition is true, that simulta-
neous transmission to users with dramatic channel coherence
time difference is not desirable. To illustrate, suppose there
are 40 users in the system, with channel coherence times
T1 = ... = T39 = 50, and T40 = 5. (12)
Assuming the user rates (when scheduled) all equal to 1,
not affected by channel-fading, which is the case when M
is large due to the channel hardening effect [3]. Consider a
time sharing DCA scheme, where the general sum rate can be
formulated as
Sum Rate =
D∑
i=1
∑
n∈Ui
pi
(
1− I(|Ui| > 1)
∑
n∈Mi
1
Tn
)
, (13)
where the total number of time-sharing transmission modes is
D, denote Ui as the set of users which are spatial multiplexed
by the MU-MIMO transmission in the i-th mode, denote pi as
the percentage of time allocated to mode i, with
∑
i pi = 1,
denote | · | as the cardinality of a set, and I(·) is the indicator
function. Note that when |Ui| = 1, the BS adopts the STC
scheme to serve the only user, where CSIT is not required,
and that for each spatial multiplexing transmission mode with
|Ui| > 1, the time-frequency resources dedicated to channel
estimation is
∑
n∈Ui
1
Tn
since the CSIT has to be estimated
every Tn channel uses for user n. Based on (13), the no-DCA
scheme, i.e., spatial multiplexing all users renders
Sum Rate = (1− 1
5
− 39× 1
50
)× 40 = 0.8. (14)
On the other hand, consider a time-sharing DCA scheme,
where there are two modes. One is to transmit to user
(1, 2, ..., 39) with p1 = 80%, while the other is to transmit
to user 40 exclusively with the STC mode and p2 = 20%,
whereby,
Sum Rate = 0.8× (1− 39× 1
50
)× 39 + 0.2 = 7.064, (15)
which is approximately 10-fold compared with the no-DCA
scheme. Note that this time-sharing scheduling scheme does
not need the UQI because the arrival rates are known to the
BS. However, in practice, the user arrival rates cannot be
known a priori. Under this circumstance, the UQI is leveraged
to facilitate the DCA, which is discussed in the following
sections.
IV. GENIE-AIDED DYNAMIC CHANNEL ACQUISITION
In this section, we first formulate the generic DCA optimiza-
tion problem, the GAP, which maximizes the Lyapunov-drift
every scheduling step with the aid of a genie who provides
the BS the instantaneous channel coefficients before channel
estimation. The resulting scheduling scheme, albeit practically
infeasible, is termed as the GAP-rule. Then we provide the
throughput-optimality proof for the GAP-rule and propose
two other scheduling schemes dealing with implementation
concerns, which are both proved to be throughput-optimal.
Due to the throughput-optimality of the GAP-rule based
schemes, they serve as performance bounds in this paper. In
the next section, we will propose heuristic algorithms, which
are practically feasible versions of the aforementioned GAP-
rule based schemes and also show near-optimal performance.
Note that we assume the coherence times of all users are
known to the BS, since the channel coherence time is usually
changing slowly, about seconds to tens of seconds, and thus it
can be estimated efficiently. In practice, the channel coherence
time can be obtained from user mobility estimation, which is
available in Long-Time-Evolution (LTE) systems [16, Section
5.2.4.3].
5A. GAP
The generic DCA optimization problem, namely GAP, is
formulated based on the framework of [13]. To stabilize the
system whenever the arrival rate is inside the achievable rate
region, the optimization boils down to select the users which
optimize the Lyapunov drift in each scheduling step, i.e.,
maximize
S⊆N
[∑
n∈S
Qn(tk)βn(tk)
Tk
]
, (16)
where S is the optimization variable which denotes the set of
scheduled users, N is the overall user set.
βn(tk) =
{
(Tk − |S|)rSMn (tk) if |S| > 1,
Tkr
STC
n (tk) if |S| = 1,
(17)
where βn(tk) denotes the allocated service bits of user n at
time tk, and
rSMn (tk)= log
(
1 + γ(tk)n
)
, (18)
rSTCn (tk)= log
(
1 +
‖hn(tk)‖2P
Mσ2
)
, (19)
and
Tk =
{
min
n∈S
[Tn] , if |S| > 1,
TSTC, if |S| = 1.
(20)
The objective in (16) can be seen as the queue-size-weighted
sum of the user service rates. Since we assume the users each
occupies one uplink training channel use to obtain a perfect
CSIT, the amount of time-frequency resources dedicated to
channel estimation is the number of concurrent users and the
remainder is Tk − |S| in (17). TSTC is a predefined constant.
When the number of selected users is larger than one, spatial
multiplexing is enabled with user rate rSMn (tk) and channel
estimation overhead |S|. Otherwise, STC is leveraged to serve
one user at a time with rate rSTCn (tk).
Notice that the GAP-rule and several schemes introduced in
the following adopt a variable frame-length design. A sample
path of the scheduling scheme is shown in Fig. 4. If multiple
users are chosen, the chosen users have to send training pilots
first to let the BS have the CSIT. The frame length when
multiple users are chosen is set to be the minimum channel
coherence time of the selected users. In this way, during
one frame, the channel estimations of all scheduled users are
meaningful. On the other hand, if only one user is chosen,
the BS will use the STC scheme, with no channel estimation
needed. Note that the assumption of the frame length when
multiple users are selected actually makes the resulting user
rates a lower bound of the system capacity since some users
may have remaining channel coherence times and thus do
not need to do channel estimation immediately. However, this
assumption makes the Lyapunov drift analysis tractable, in the
sense that otherwise, the decisions of different scheduling steps
would be dependent due to the possible remaining channel
coherence times of some users, which makes the analysis much
more difficult.
1 2 3 4
Data transmission to 
user 1-4
2 4
Data transmission to 
user 2 and 4
Data transmission to 
user 1 (STC)
Frame 1 Frame 2 Frame 3
Uplink training 
pilot for user 2
Fig. 4. A sample path of the control scheme. Only three frame transmission
is shown for simplicity.
Specifically, the frame-by-frame queueing dynamics are
written as
Qn(tk+1) = max[Qn(tk)− βn(tk), 0] + αn(tk), ∀n, (21)
where tk denotes the beginning of frame-k, βn(tk) and αn(tk)
denote the allocated service bits and arrival bits during the time
interval [tk, tk+1), respectively.
The infeasibility of the GAP-rule can be specified as fol-
lows. It is clear that the rates in (18) and (19) cannot be
evaluated to proceed the optimization in practice unless we
have a genie who provides the BS all the channel coefficients
without having to do the channel estimation. Most existing
literature assumes the CSIT is known a priori [17] without
considering the acquisition overhead, or coarse knowledge
of CSI is available [18], while neither of which is practical
considering the CSIT overhead. Even supposing the genie is
available, the GAP-rule is still NP-hard under generic linear
precoding, observing that we have to exhaustively search
all the user sets to obtain the optimum. Therefore, in the
next section, we will propose heuristic algorithms, which are
practical with much less complexity, and meanwhile present
little to none performance degradation. In what follows, we
will prove the throughput-optimality of the GAP-rule.
Theorem 1: (Throughput-Optimality of the GAP-Rule) Sup-
pose an(tk) is i.i.d. over time and satisfies
0 ≤ an(tk) ≤ Amax, ∀n, k (22)
under the frame design described in Fig. 4, the GAP-rule is
throughput-optimal.
Proof: The proof is based on the framework of [13], with
the difference that our scheme adopts a variable frame-length
structure. We need to specify that the proof is still effective in
this circumstance. The details are given in Appendix A.
Corollary 1: (The Ergodic Sum Capacity of the GAP-Rule)
The ergodic sum capacity can be computed by running the
following admission control and scheduling schemes:
Admission control: Before each frame, for every queue with
queue size Qn(tk) < V , the number of arrival bits is set to
be Wmax, where V and Wmax are constants8. Otherwise, there
are no arrival bits during this frame.
Scheduling: Schedule the users with the GAP-rule.
Then calculate the time-average sum arrival rate Aavg. We have
Aavg ≥ R∗ − B
V
, (23)
8For Typical values, V and Wmax can be approximately 100-fold of the
arrival rate.
6and the system is stable, where B is a finite constant, and
R∗ is the maximum ergodic sum rate, i.e., the ergodic sum
capacity.
Remark 1: Leveraging Corollary 1, by letting V be suf-
ficiently large, we can find the maximum ergodic sum rate
of the GAP-rule. This result can be straightforwardly gen-
eralized to other scheduling schemes. Theorem 1 establishes
a throughput-optimal scheduling scheme, whereas it is still
unknown how to characterize the achievable throughput ex-
plicitly. To this end, we provide Corollary 1 to calculate the
maximum ergodic sum rate, which will help us demonstrate
the performance of proposed schemes in Section VI.
B. T -Frame DCA Scheme (T-DCA)
The scheduling frequency should be kept reasonably low
in practice, on account of the complexity issue and the
additional signalling overhead due to variable frame-length.
In this regard, we propose the T-DCA, based on which the
users are scheduled, still according to the GAP-rule, however
only every T frames, where T is a predefined positive integer.
In this way, the scheduling complexity and signalling overhead
scales down linearly with T . Meanwhile, the T-DCA is still
throughput-optimal, which is shown by the following corol-
lary.
Corollary 2: (Throughput-Optimality of T-DCA) Under the
exact same conditions defined in Theorem 1, the T-DCA
scheme, which schedules the users according to the GAP-rule
every T frames, is throughput-optimal.
Proof: The key notion is that the Lyapunov-drift of this
T-DCA scheme is within a constant to the optimal control
scheme, and based on the C-addictive approximations tech-
nique developed in [13], it can be proven that the scheme is
throughput-optimal. See Appendix B for details.
Remark 2: Despite the fact that the T-DCA scheme can re-
duce the implementation overhead, the user-delay will increase
due to the “lazy” scheduling policy of the T-DCA scheme. By
carefully designing the parameter T in the T-DCA scheme,
we can strike a good balance between user average delay
performance and the signaling overhead imposed by frame-
structure modifications. The numerical results will be shown
later in Section VI.
Remark 3: One drawback we observe during running GAP-
rule or T-DCA is that generally they encounter user delay-
unfairness. Notice that these schemes can only guarantee that
the total time-average expected queue size is finite (43), the
delay-fairness among users is not guaranteed. In fact, the per-
user average-delay profile varies dramatically with each other
by these schemes. The reason can be roughly explained by the
following example. Suppose there are 4 users in the system, 3
of them have long coherence time, while the other has short
coherence time. Consider the GAP-rule, which chooses the set
of users that maximize the queue-size-weighted sum of service
rates.The scheme prefers to serve the long-coherence-time (LT)
users simultaneously. While only when the queue of the short-
coherence-time (ST) user accumulates to be considerably large
(approximately 3 times larger than the others), the GAP-rule
will schedule him/her, because it is not worth including the
ST user into the spatial multiplexing (SM) mode since he/she
will “drain up” the system resources by frequent channel
estimation. Therefore, the average delay of the ST user will
be much larger than the LT users. This delay-fairness can be
improved without harming the delay performance of the LT
users or the throughput-optimality of the schemes, observing
that the queues of the LT users are actually “over-served”.
This is because although the GAP-rule manages to maximize
the queue-size-weighted sum rate every frame, the queues of
the chosen users are likely to be emptied during the frame,
rendering the allocated service rates larger than the actual user-
received service rates. This is referred to as “over-service”
since some resources are wasted. To avoid this and to utilize
these resources to serve the starving queues, we next propose
a delay-fairness improved scheme.
C. The Power-Law DCA Scheme (PL-DCA)
In this subsection, the PL-DCA scheme is proposed based
on the observation that longer queues should get better chance
to be served in this scenario, while maintaining the throughput-
optimality.
The intuition of the PL-DCA scheme is to give the long
queue a larger weight than that in the GAP-rule. Hence, the
average queue sizes of the ST users will be smaller. According
to the Little’s law [19], the average delay will be smaller
accordingly. The PL-DCA scheduling rule is, in contrast with
the GAP-rule,
maximize:
∑
n
Qθn(tk)βn(tk)
Tk
, (24)
where θ > 1.
Theorem 2: (Throughput-Optimality of the PL-DCA
Scheme) For an odd integer θ, and any arrival rate point
inside the achievable ergodic rate region, the system under
PL-DCA scheme is mean-rate stable, i.e.,
lim
tk→∞
∑
n
E[Qn(tk)]
tk
= 0, ∀n. (25)
Proof: See Appendix C.
Remark 4: For the throughput-optimality of the scheduling
scheme with power-law queue terms, the authors in [20]
give a proof for a slot-by-slot system leveraging a fluid-
limit technique. Our proof is applicable to the frame-by-frame
control in this paper, and bases directly upon the Lyapunov-
drift. Only the case when θ is an odd integer is proved, whereas
it is sufficient for the PL-DCA scheme to work since θ is only
needed to be larger than one to achieve better delay-fairness.
Remark 5: Remark that the throughput-optimality for all
three aforementioned schemes proved in this paper is only
applicable to the frame design described in Fig. 4. Nonethe-
less, our proposed scheme under this frame design displays
evident performance gain over the non-DCA scheme, as will
be shown in Section VI. One can do better if a slot-by-slot
design is adopted, meaning the scheduling makes a decision
upon every channel use. Nonetheless, this frame design has the
advantage of making the control decision independent over
time, rendering the optimality proof tractable. To illustrate,
7considering the slot-by-slot design, one cannot make the
scheduling decision independently because whether we can
transmit to some set of users simultaneously depends on the
validity of their CSIT, and thus depends on the historical
scheduling actions.
V. QUEUE-BASED QUANTIZED-BLOCK-LENGTH
SCHEDULING SCHEME (QQS)
Due to the fact that the GAP-rule-based schemes described
above, namely the GAP-rule, T-DCA, PL-DCA, require genie-
aided CSIT, and they are NP-hard, the schemes are practically
infeasible. To this end, we propose the QQS-based schemes,
namely QQS, T-QQS, PL-QQS, corresponding to the practical
versions of GAP-rule, T-DCA, PL-DCA, respectively. In this
section, we will first specify the QQS, which bases its schedul-
ing decision solely upon the UQI, neglecting the channel fad-
ing fluctuations. In addition, to reduce the complexity, we di-
vide the users into groups according to their respective channel
coherence times, and schedule among different groups, based
on the intuition that serving users with significant channel
coherence time difference is undesirable since the users with
longer coherence time will be encumbered, as illustrated in
Section III. For T-QQS and PL-QQS, exact same techniques
are used to make the T-DCA and PL-DCA practical, and
corresponding changes are specified analogous to the QQS.
Note that we neglect the time index in the following algorithm
description. The QQS, which corresponds to the GAP-rule, is
specified as
• Step 1) Initialization:
Denote the overall user set by N . Divide the users into
K groups, each of which denoted by Nk, k = 1, 2, ...,K,
based on a uniform channel coherence time quantization
Nk =
{
n ∈ N
∣∣∣∣k − 1K Tmax ≤ Tn ≤ kK Tmax
}
, (26)
where Tmax = max [Tn], ∀n, and the users are indexed
by
Nk =
{
k1, k2, ..., k|Nk|
}
, (27)
such that Qk1 ≥ Qk2 ≥ ... ≥ Qk|Nk| . And
T¯k=M[Tn, n ∈ Nk], (28)
Fk={k1}, (29)
i=1, (30)
where M(·) denotes the empirical mean.
• Step 2) Group Selection:
For k = 1 : K,
For i = 1 : |Nk|,
If(
1− i+ 1
T¯k
)
Qki+1 −
1
T¯k
i∑
n=1
Qkn > 0, (31)
let
Fk=Fk ∪ {ki+1}, (32)
i=i+ 1, (33)
Else, break for.
End for.
End for.
• Step 3): For each group k, compute
Pk=max
[{(
1− |Fk|
T¯k
) ∑
n∈Fk
Qn
}
⋃
{Qj , ∀j ∈ Nk}
]
, (34)
and set
Fk = {kj}, (35)
only if the maximization in (34) finds its maximum at a
single queue length, Qkj .
Let
k∗ = argmax[Pk]. (36)
• Step 4): Output the scheduled user set Fk∗ .
Several technical details of the QQS should be mentioned.
The reasoning for choosing (31) is that since we assume the
channel coherence times for users in the same group are ap-
proximately identical (28) and we neglect channel fluctuations.
We asses whether it is worth adding the (i + 1)-th user in
group k, i.e., we compare the Lyapunov-drift of scheduling
user {k1, ..., ki+1} with scheduling user {k1, ..., ki},
L(i+ 1)− L(i)=
i+1∑
n=1
(
1− i+ 1
T¯k
)
Qknr
SM
kn
−
i∑
n=1
(
1− i
T¯k
)
Qknr
SM
kn . (37)
It is observed that whether (37) is positive or negative is
irrelevant with rSMkn because we assume r
SM
kn
,∀n, k are identical
by design of the QQS. Therefore, (31) stems from (37)
immediately. For (34), Pk denotes the pre-log factor of the
queue-weighted sum rate for the k-th group after we select the
scheduled set Fk, considering the possibility that scheduling
one user with STC mode is the better choice, which results
in the union with Qki in (34). By selecting the maximal
k∗ = argmax[Pk], we find the optimal scheduled group of
users, within the heuristics of the algorithm.
Remark 6: It is clear that the computational complexity of
the QQS algorithm is O(N) because it only involves running
a sequential test of all users. The GAP-based algorithms are
O(2N ) because an exhaustive search over all user sets is
involved. The reason for the dramatic complexity decrease
compared with the GAP-rule is two-fold. First we group the
users based on their channel coherence times, and treating the
channel coherence times of users in each group as identical.
Note that in practice, such a grouping is reasonable since users
are usually categorized into several mobility states, see e.g.
[16, Section 5.2.4.3] for standardizations in the LTE system.
Secondly, we neglect the impact of channel fluctuations.
Nevertheless, it can be anticipated that when the number of BS
antennas becomes large, i.e., in massive MIMO systems, the
user rates are no longer affected by small-scale channel fading,
which is the so-called channel hardening effect [3]. Therefore,
the QQS is expected to be asymptotically throughput-optimal
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SYSTEM PARAMETERS
Parameters Value
Carrier frequency fc 2.6 GHz
Cell radius 1000 m
Bandwidth 15 KHz
Downlink SNR 15 dB
Total time slots 20000
Precoder Zero-forcing
Channel model i.i.d. Rayleigh fading model
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Fig. 5. Cell sum rate of GAP-rule and QQS with user channel coherence time
given in Table II. The number of users N = 5. The number of user-groups
is K = 2.
in the large system regime. The effect will be shown in
numerical results in Section VI.
A. T-QQS and PL-QQS
The QQS-based schemes for T-DCA and PL-DCA are
termed as T-QQS and PL-QQS, respectively. The specifica-
tions for the T-QQS and PL-QQS are omitted for brevity,
whereas it is straightforward to generalize from the QQS.
Note that the T-QQS is scheduling the users according to the
QQS every T frame, and for the PL-QQS, replace all the
queue terms, i.e., Qn(t)’s ∀n, t, in the QQS with Qθn(t)’s,
respectively.
VI. NUMERICAL RESULTS
In this section, we show the performance of our proposed
schemes through computer simulations. The parameters used
in the simulations are shown in Table I. First, to illustrate
the performance of the QQS, we compare the QQS with the
throughput-optimal GAP-rule. The sub-optimality of the QQS
is shown, which stems from the fact that the QQS heuristically
makes two simplifications of the GAP-rule, namely ignoring
the channel fluctuations and grouping the users based on
channel coherence times. In Fig. 5, we demonstrate the sub-
optimality due to neglecting channel fluctuations, by letting
the user channel coherence times be naturally grouped as
shown in Table II, thus eliminating the sub-optimality due to
user grouping. We consider a scenario where two types of
users coexist: 2 high-mobility (60 km/h) and 3 low-mobility
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Fig. 6. Cell sum rate of GAP-rule and QQS with Gaussian random user-
velocity. The number of users N = 10. The number of user-groups, i.e., K,
is optimized by exhaustive search.
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Fig. 7. Cell sum rate of GAP-rule and QQS with uniformly-distributed
random user-velocity. The number of users N = 10.
TABLE II
USER COHERENCE TIMES
User 1 User 2 User 3 User 4 User 5
100 100 100 5 5
(3 km/h) users. The user channel coherence times9 in terms of
the number of channel uses are shown in Table II, according
to
T = Bc × Tc, (38)
where Bc = c4∆d and Tc =
1
8fcvc
, c denotes the light speed,
∆d is related to the cell radius and v denotes the user velocity
[15]. We run the simulation of the algorithms for 20000
time slots, which is 1.3 seconds under these parameters, and
compute the sum rate by averaging the service rate based on
Corollary 1. It is observed that the QQS is asymptotically
throughput-optimal in the large-system regime. Despite of the
sub-optimality when the number of BS antennas is limited, the
rate loss is marginal shown in the figure, e.g., when M = 5,
9Note that we refer to the channel coherence time as the block length in
the block fading model in this paper. Because users in one cell usually have
identical channel coherent bandwidths, different block lengths of users are
mainly due to different coherence times. Therefore we use channel coherence
time instead of block length in the paper for better illustration.
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Fig. 8. Time-average delay performance of the GAP-rule.
the sum rate loss is approximately 0.5 bit/s/Hz. The marginal
rate loss is because that it is well-known the user-rates with
linear beamforming converge to the so-called deterministic
equivalents quite fast, as the system dimension goes up [21].
Therefore it is reasonable for the QQS to put aside the
channel fluctuations and focus on the queue information. On
the other hand, since the T-DCA and PL-DCA schemes are
both throughput-optimal, the sum rate plots for them coincide
with the GAP-rule.
Fig. 6 shows the QQS performance when the user coherence
times are random, in order to investigate the sub-optimality
due to user grouping. We let the user-velocities be truncated
Gaussian distributed with means being 3 and 60 km/h10, and
the variance σ2v is given as the x-axis of the figure. It is
observed that when σ2v = 0, i.e., the channel coherence times
are naturally grouped, the QQS performs as good as the GAP-
rule, confirming the intuition of avoiding scheduling users with
dramatically distinct channel coherence times. Furthermore,
when the user-velocities vary, the rate loss of the QQS is fairly
acceptable, given the fact that the QQS not only dramatically
decreases the complexity, but also makes the algorithm practi-
cal comparing with the GAP-rule. It is also observed that the
rate gap of M = 100 is larger than that of M = 10, whereas
relatively, the rate gaps are similar given the relative difference.
This implies that the analytic expression of the rate gap may
involve a term that scales with M , possibly as log(M) since
this is the form of the power gain.
The impact of the number of user-groups in the QQS is
shown in Fig. 7. It is important to set the number of user
groups K in the QQS, since the QQS only allows transmis-
sion to users in the same group exclusively. Specifically, the
channel coherence time approximation in each group will be
inaccurate when K is too small, i.e., the number of users in
each group is too large. On the other hand, over-grouping
the users, i.e., large K, simply leads to time-sharing among
different users. It is observed that there exists an optimum
K, with which the performance of the QQS is fairly close
to the GAP-rule. The analytic analysis of the optimum K is
not given due to the heuristics of the QQS algorithm and the
10The negative velocities are eliminated and re-generated.
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1 2 3 4 5
0
20
40
60
80
100
120
140
160
User index
GAP−rule
Av
ea
ge
 D
el
ay
1 2 3 4 5
0
20
40
60
80
100
120
140
User index
PL−QQS
Fig. 10. Average delay comparison between GAP-rule, and PL-QQS
schemes, where θ = 3.
difficulty to analyze it. However, given the limited searching
space of K, which at most scales linearly with the number of
users, and the fact that the search is only required as often as
the user channel coherence time changes, which is shown to
be on the order of seconds to tens of seconds, an exhaustive
search is acceptable. Nonetheless, the exact analysis is left
to be an interesting future work. Note that the design of
better user-grouping schemes, rather than uniform and fixed
quantization of the channel coherence times as in (26), is also
worth studying in the future.
For comparison purposes, the sum rate of simply time-
division-multiple-access (TDMA) among users is also plotted,
which is evidently inferior compared to QQS or GAP-rule.
Remark that multiplexing all users generates a zero throughput,
given the user coherence times in this simulation, due to the
CSIT acquisition overhead occupies all the available time-
frequency resources.
Fig. 8 shows the time-average delay performance for the
GAP-rule and the PL-QQS scheme. The parameters are identi-
cal with those in Fig. 5 and M = 10. The arrival processes are
independent Binomial processes with arrival rates λn = 1.5.
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The time-average delay at time t of user n is defined as
D¯n(t) =
1
t
t∑
τ=1
Dn(τ), (39)
where Dn(τ) denotes the head-of-line packet delay of Queue-
n [22]. From Fig. 8, we can observe that the system is stabi-
lized as the queue size does not “blow up”. It is shown that the
delay-fairness is improved by the PL-DCA rule compared with
the GAP-rule. The delay performance of the T -frame scheme
is shown in Fig. 9, where we can observe the average delay
is approximately linear with the parameter T , which decides
how often the user-selection is changed, while maintaining
the stability. In practice, T must be chosen such that the
delay performance can satisfy the quality-of-service (QoS)
requirement and also relieve the burden of rapidly modifying
the frame structure. Note that the delay difference between
T-DCA and the GAP-rule is due to the increased scheduling
decision interval introduced by the T-DCA scheme, whereas
the T-QQS scheme does not introduce more delay compared to
the T-DCA, except the inherent performance degradation due
to the heuristics of the QQS-based schemes, which is shown
in Fig. 5-7.
Fig. 10 shows the user average delay performance of the
proposed schemes. In the PL-QQS scheme, θ is set to be 3.
It turns out that the PL-QQS scheme achieves better delay-
fairness than the GAP-rule in the sense of the average delay of
the ST users are decreased substantially. In the mean time, the
average delay of the LT users is not “dragged up” because we
are actually utilizing the resources saved by avoiding “over-
service”. Note that while the delay-fairness of the users is
improved, the throughput-optimality is still valid for the PL-
DCA scheme.
VII. CONCLUSIONS
In this paper, we have investigated the user-scheduling
problem in MU-MIMO downlinks considering CSIT acqui-
sition overhead. It was shown that the performance of a
system regardless of the CSIT acquisition overhead is very
poor when the channel coherence time is comparable with
the CSIT acquisition overhead. Therefore, a CSIT-overhead
aware user scheduling scheme is in great need. We found
that the Lyapunov-drift optimization can be leveraged to de-
sign a throughput-optimal user scheduling rule in MU-MIMO
downlinks, namely the GAP-rule. Furthermore, by scheduling
users at a slower rate based on the same GAP-rule, the T-
DCA scheme is still throughput-optimal and we can strike a
good balance between user delay performance and signaling
overhead. In addition, considering the user delay fairness, it
was found that a modified GAP-rule, i.e., the PL-DCA, based
on which a larger power of the queue term in the GAP-
rule is prescribed, achieves better user delay fairness while
maintaining throughput-optimality.
Moreover, we designed the QQS-based schemes to realize
the GAP-rule in practice and to significantly reduce the
complexity. It was shown that the QQS performs fairly close
to the GAP-rule, when the system dimension is large and the
user coherence times are naturally grouped. The QQS suffers
reasonable rate loss when either condition is not met exactly.
Nevertheless, the performance improvement comparing with
full spatial multiplexing or simple TDMA is evident.
To apply our proposed schemes, one should notice that they
are designed for TDD MU-MIMO systems. Whereas in FDD
systems, the channel estimations for uplink and downlink are
decoupled, therefore, it is possible to schedule different set
of users in the uplink and downlink. The user scheduling in
this scenario requires special treatment. In addition, recent
work on exploiting second-order channel statistics (SOCS),
e.g., [23] [24], has shown that virtual sectorizations bring a
new dimension to the user scheduling problem, in the sense
that by leveraging the SOCS, the system can schedule users
simultaneously with distinctly disjoint angular spreads without
instantaneous CSIT. Both topics, namely the user scheduling
for FDD systems and with virtual sectorizations, are very
intriguing topics and worth research attention in the future.
APPENDIX A
PROOF OF THEOREM 1
We first briefly review the Lyapunov-drift approach, which
is the workhorse in our proof. Define the Lyapunov function
as
L(tk) ,
1
2
∑
n
Q2n(tk), (40)
and the Lyapunov drift as
∆(tk) , E[L(tk+1)− L(tk)|Q(tk)]. (41)
Lemma 1: If there exist constants B and , which satisfy
∆(tk) ≤ B − 
∑
n
Qn(tk)Tk, (42)
where Tk = tk+1 − tk, then we have
lim sup
T→∞
T∑
k=1
E[
∑
n
Qn(tk)]Tk
T∑
k=1
Tk
<∞, (43)
and all queues are strongly stable.
Proof: Lemma 1 is slightly different from the strong
stability defined in [13], wherein the queue size is defined on
the whole time domain. The key notion is that leveraging the
boundedness of the arrival rates and service rates, the condition
(43) can be written in the form of (5), with the difference
bounded above by a constant.
Given the queuing dynamics (21), we have
∆(tk)≤E
[∑
n
β2n(tk) + α
2
n(tk)
2
∣∣∣∣Q(tk)
]
−
∑
n
Qn(tk)E [βn(tk)− αn(tk)|Q(tk)] . (44)
Observing that
E
[∑
n
β2n(tk) + α
2
n(tk)
2
∣∣∣∣Q(tk)
]
≤ 1
2
[
rmax +A
2
max
]
T 2max , B, (45)
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where rmax and Tmax denote the maximum service rate and the
maximum frame length, respectively. Consider the following
optimization problem
maximize: 
subject to: µ¯n =
S∑
s=1
Ppis
βpis,n
Tpis
≥ λn + , ∀n, (46)
where pis denotes any scheduling action which is feasible,
βpis,n and Tpis denote the allocated service bits during the
frame and frame length under the control policy pis, respec-
tively, and Ppis denotes the probability of taking the action
pis. The solution of this problem will lead us to a randomized
policy ω∗, according to which, we take the action pis with
probability Ppis at the beginning of each frame. µ¯n is the
time-average allocated service rate. Based on [13], under
some mild conditions (ergodicity for example), any achievable
ergodic rate point Λ = (λ1, λ2, ..., λn) can be achieved by
ω∗. Plugging this randomized policy ω∗, which is independent
with Q(tk), into (44), we obtain
∆(tk)≤B −
∑
n
Qn(tk)E [βn(tk)− αn(tk)|Q(tk)]
=B−∑
n
Qn(tk)TkE
{[
βn(tk)
Tk
∣∣∣∣Q(tk)]− λn} (47)
≤B −
∑
n
Qn(tk)Tk[µ¯n − λn] (48)
≤B − 
∑
n
Qn(tk)Tk, (49)
where equality (47) bases on the fact that the arrival process is
i.i.d. and independent of the queue size, inequality (48) comes
from the definition of (16), and by the constraint in (46), we
have inequality (49). And based on Lemma 1, we complete
the proof.
APPENDIX B
PROOF OF COROLLARY 2
The T-DCA falls into the category of imperfect scheduling
defined in [13], based on which, it is sufficient to prove the
Lyapunov-drift under this scheme is within a constant to the
optimum. Note that the optimal scheduling (16) chooses the
users every frame instead of every T frames. Consider one
drift of the T-DCA policy. Let {δ1, δ2, ..., δf} be the optimal
scheduling frame-length during this drift interval Tf , where
Tf ≈
∑
i
δi, (50)
neglecting the time that may exist when the drift interval does
not contain these f frames exactly, assuming Tf is relatively
large. Let β∗n(i) and βn(T ) be the optimal allocated service
bits during time δi and the T-DCA service bits during the drift
interval Tf , respectively, where ti is the time at the beginning
of time interval δi. We have∑
n
Qn(ti)
β∗n(i)
δi
≤
∑
n
(Qn(t1) +Amax(ti − t1))β
∗
n(i)
δi
≤
∑
n
Qn(t1)
βn(T )
Tf
+
∑
n
Amax(ti − t1)β
∗
n(i)
δi
(51)
≤
∑
n
Qn(t1)
βn(T )
Tf
+NTAmax max [Tn]Rmax, (52)
where (51) follows from the optimality of the T-DCA given the
queue information at the time t1, and (52) follows because the
service rate and the time interval can both be upper-bounded
by constants. Therefore the drift of the T-DCA can be bounded
below by the optimum subtracts a constant, which concludes
the proof.
APPENDIX C
PROOF OF THEOREM 2
For an odd integer θ, based on the fact that for any a ∈
R, (max[a, 0])θ+1 ≤ aθ+1, we have
1
θ
∑
n
Qθ+1n (tk+1)≤
1
θ
∑
n
Qθ+1n (tk)−
∑
n
Qθn(tk)(βn(tk)
−αn(tk)) +
∑
n
o(Qθn(tk)), (53)
where O
(
fθ(x)
)
denotes a polynomial of f(x) which has a
lower order than θ. Define the Lyapunov function as
L(tk) ,
1
θ + 1
∑
n
Qθ+1n (tk), (54)
combining with (53), the Lyapunov-drift is
∆(tk)≤ −
∑
n
Qθn(tk)TkE
[
β(tk)
Tk
− λn|Q(tk)
]
+
∑
n
O
(
Qθn(tk)
)
. (55)
Lemma 2: There exists an M <∞, such that for any Q(tk)
satisfying L(tk) > M , we have
∆P (tk) < 0, (56)
where ∆P (tk) denotes the Lyapunov-drift under the PL-DCA.
Proof: Plug in the randomized policy of (46), we have
∆P (tk) ≤ −
∑
n
Qθn(tk)Tk+
∑
n
O
(
Qθn(tk)
)
. (57)
Observing that ∑
n
Qθn(tk) ≥ Qθn∗(tk), (58)
where
n∗ = argmaxn(Qn(tk)), (59)
and that an expression which is of the order O
(
Qθn(tk)
)
can
be bounded above by O
(
Qθn∗(tk)
)
according to (59), we have
∆P (tk) ≤ −Qθn∗(tk)Tk+
∑
n
O
(
Qθn∗(tk)
)
. (60)
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Since
L(tk) ≤ 1
θ + 1
NQθ+1n∗ (tk), (61)
then
Qθ+1n∗ (tk) ≥
1
θ+1
√
(θ + 1)L(tk)
N
(62)
follows. Observing the order of Qn(tk) on the right-hand-side
of equation (57), there exists 0 < ω < ∞, such that for any
Qθ+1n∗ (tk) > ω, we have ∆P (tk) < 0. To ensure this, let
M >
1
θ + 1
Nωθ+1, (63)
combining with (61), we conclude the proof of the Lemma.
Now we apply Lemma 2 to prove an upper bound for L(tk).
To this end, suppose L(tk) ≤M , then
L(tk+1)≤ 1
θ + 1
∑
n
(Qn(tk) +Amax)
θ+1
=
1
θ + 1
∑
n
∑
i
(
θ + 1
i
)
AimaxQ
θ+1−i
n (tk)
≤ 1
θ + 1
∑
n
∑
i
AimaxQ
θ+1
n (tk)
≤
θ+1∑
i
AimaxM. (64)
On the other hand, suppose L(tk) > M , we have
E [L(tk+1)] < E [L(tk)] based on Lemma 2 together
with taking the iterative expectation. Therefore E [L(tk)] ≤
θ+1∑
i
AimaxM . Combining with the Jensen’s inequality, we have
∑
n
E[Qn(tk)]≤N
[
θ + 1
N
E[L(tk)]
] 1
1+θ
≤N
[
θ + 1
N
∑
i
AimaxM
] 1
1+θ
. (65)
Dividing both sides by tk and let tk go to infinity, we can
prove the system is mean-rate stable, which is a weaker, but
sufficient stable condition for the system.
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