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Résumé
L’objectif de cette thèse est l’étude des approximations et des vitesses de convergence pour
des fonctionnelles de grands graphes discrets vers leurs limites continues. Nous envisageons
deux cas de graphes discrets : des arbres (i.e. des graphes connexes et sans cycles) et des
graphes finis, simples et denses.
Dans le premier cas, on considère des fonctionnelles additives sur deux modèles d’arbres
aléatoires : le modèle de Catalan sur les arbres binaires (où un arbre est choisi avec probabilité
uniforme sur l’ensemble des arbres binaires complets ayant un nombre de nœuds donné) et les
arbres simplement générés (et plus particulièrement les arbres de Galton-Watson conditionnés
par leur nombre de nœuds).
Les résultats asymptotiques reposent sur les limites d’échelle d’arbres de Galton-Watson
conditionnés. En effet, lorsque la loi de reproduction est critique et de variance finie (ce qui
est le cas des arbres binaires de Catalan), les arbres de Galton-Watson conditionnés à avoir
un grand nombre de nœuds convergent vers l’arbre brownien continu qui est un arbre réel
continu qui peut être codé par l’excursion brownienne normalisée. Par ailleurs, les arbres bi-
naires sous le modèle de Catalan peuvent être construits comme des sous-arbres de l’arbre
brownien continu. Ce plongement permet d’obtenir des convergences presque-sûres de fonc-
tionnelles. Plus généralement, lorsque la loi de reproduction est critique et appartient au
domaine d’attraction d’une loi stable, les arbres de Galton-Watson conditionnés à avoir un
grand nombre de nœuds convergent vers des arbres de Lévy stables, ce qui permet d’obtenir
le comportement asymptotique des fonctionnelles additives pour certains arbres simplement
générés.
Dans le second cas, on s’intéresse à la convergence de la fonction de répartition empirique
des degrés ainsi qu’aux densités d’homomorphismes de suites de graphes finis, simples et
denses. Une suite de graphes finis, simples, denses converge si la suite réelle des densités
d’homomorphismes associées converge pour tout graphe fini simple. La limite d’une telle suite
de graphes peut être décrite par une fonction symétrique mesurable appelée graphon.
Étant donné un graphon, on peut construire par échantillonnage, une suite de graphes qui
converge vers ce graphon. Nous avons étudié le comportement asymptotique de la fonction
de répartition empirique des degrés et de mesures aléatoires construites à partir des densités
d’homomorphismes associées à cette suite particulière de graphes denses.
Mots-clés : Arbre aléatoire binaire, arbre de Galton-Watson conditionné, fonctionnelle de
coût, excursion brownienne, arbre réel continu, graphon, graphe dense, densité d’homomor-
phisme, fonction de distribution des degrés, mesure aléatoire.
Classification AMS : 05C05, 05C07, 05C80, 60C05, 60F05, 60F17, 60G57, 60J80.
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Abstract
The aim of this thesis is the study of approximations and rates of convergence for func-
tionals of large discrete graphs towards their limits. We contemplate two cases of discrete
graphs: trees (i.e. connected graphs without cycles) and dense simple finite graphs.
In the first case, we consider additive functionals for two models of random trees: the
Catalan model for binary trees (where a tree is chosen uniformly at random from the set of
full binary trees with a given number of nodes) and the simply generated trees (and more
particularly the Galton-Watson trees conditioned by their number of nodes).
Asymptotic results are based on scaling limits of conditioned Galton-Watson trees. In-
deed, when the offspring distribution is critical and with finite variance (that is the case of
Catalan binary trees), the Galton-Watson trees conditioned to have a large number of nodes
converge towards the Brownian continuum tree which is a real tree coded which can be coded
by the normalized Brownian excursion. Furthermore, binary trees under the Catalan model
can be built as sub-trees of the Brownian continuum tree. This embedding makes it pos-
sible to obtain almost sure convergences of functionals. More generally, when the offspring
distribution is critical and belongs to the domain of attraction of a stable distribution, the
Galton-Watson trees conditioned to have a large number of nodes converge to stable Lévy
trees giving the asymptotic behaviour of additive functionals for some simply generated trees.
In the second case, we are interested in the convergence of the empirical cumulative distri-
bution of degrees and the homomorphism densities of sequences of dense simple finite graphs.
A sequence of dense simple finite graphs converges if the real sequence of associated homo-
morphism densities converges for all simple finite graph. The limit of such a sequence of
dense graphs can be described as a symmetric measurable function called graphon. Given a
graphon, we can construct by sampling, a sequence of graphs which converges towards this
graphon. We have studied the asymptotic behaviour of the empirical cumulative distribution
of degrees and random measures built from homomorphism densities associated to this special
sequence of dense graphs.
Keywords: Random binary tree, conditioned Galton-Watson tree, cost functional, Brown-
ian excursion, continuum random tree, graphon, dense graph, homomorphism density, cumu-
lative distribution function of degrees, random measure.
AMS classification: 05C05, 05C07, 05C80, 60C05, 60F05, 60F17, 60G57, 60J80.
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INTRODUCTION ET PRÉSENTATION DES RÉSULTATS
Dans cette thèse, nous nous intéressons à l’étude asymptotique de fonctionnelles additives
sur de grands graphes aléatoires. Les résultats obtenus reposent de manière déterminante
sur le passage d’objets discrets, à savoir les arbres et les graphes aléatoires, vers leurs objets
limites respectifs, les arbres réels continus et les graphons.
En guise d’introduction générale à cette thèse, nous avons décidé de faire un bref rappel
historique sur la naissance et le développement des arbres et graphes aléatoires, afin de motiver
nos travaux. Celui-ci ne prétend bien entendu pas être exhaustif. Nous donnons ensuite un
résumé de nos travaux.
Historique et motivations sur les arbres aléatoires
Les arbres, au sens mathématiques, sont des graphes connexes et sans cycles. D’après
Knuth [126], le concept d’arbres a été défini pour la première fois de manière mathématique
en 1847 par Kirchhoff en lien avec les réseaux électriques. Le mot « arbre » à proprement
parler apparaît quant à lui, une décennie plus tard, dans une série de papiers de Cayley [43]
qui s’intéresse à l’énumération des arbres. Les arbres sont des structures fondamentales qui
apparaissent de manière naturelle dans de nombreux domaines.
Arbres en informatique
En informatique, les arbres sont vus comme des structures de données récursives : un
« nœud » appelé « racine » et ses « enfants », qui sont eux-mêmes des arbres. La suite d’ou-
vrages « The art of computer programming » de Knuth [126, 127, 128], publiée au tournant
des années 60 et 70, constitue les fondations de l’analyse algorithmique et présente les arbres
comme des structures de données. En effet, ils permettent de classer, stocker et chercher des
données de manière efficace.
Les arbres binaires de recherche sont un exemple d’arbres binaires (arbres où chaque nœud
possède au plus deux enfants) auxquels on associe des données, aussi appelées clés, à ses nœuds
internes. Ils ont été introduits dans le début des années 1960. Ces arbres sont associés à des
algorithmes de tri, tels que l’algorithme de tri rapide (« quicksort algorithm » en anglais).
D’un point de vue combinatoriste, les arbres binaires de recherche sont simplement des arbres
binaires.
A partir des années 90, l’étude des algorithmes en lien avec les arbres de recherche est
développée dans un cadre probabiliste. Le lecteur pourra se référer aux ouvrages de Mahmoud
[142] en 1992, Devroye [58] en 1998, Drmota [68] en 2009, Sedgewick et Flajolet [177] en
2013 et Chauvin, Clément et Gardy [47] en 2018 qui y développent des méthodes à la fois
combinatoires et probabilistes.
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Arbres en biologie
Les arbres jouent également un rôle très important en biologie. Ils interviennent ainsi en
phylogénie où ils permettent de classer des espèces et de mettre en évidence leurs relations,
voir Semple et Steel [178]. Les arbres phylogénétiques ne sont rien d’autres que des arbres bi-
naires enracinés dont les feuilles, correspondant aux espèces, sont étiquetées. Quand le nombre
d’espèces augmentent, il est intéressant de regarder la forme des arbres afin de mieux com-
prendre leur structure. Pour ce faire, différents indices, ne dépendant que de la forme des
arbres, ont été considérées (voir voir Shao et Sokal [179], Heard [104], Kirkpatrick et Slatkin
[123], Mooers et Heard [149], Felsenstein [82], chapitre 33).
Les arbres en biologie sont aussi présents au travers des arbres de Galton-Watson. Les
processus de Galton-Watson ont été introduits au milieu du 19ième siècle afin d’étudier le
problème d’extinction des noms de famille noble. En 1845, Bienaymé est le premier à s’inté-
resser à ce problème et énonce une solution formulée dans un cadre non mathématique. En
1875, Galton et Watson ont donné une preuve mathématique de ce problème. Celle-ci n’était
cependant pas exacte puisqu’ils concluaient à l’extinction presque sûre de tous les noms de
famille. La première preuve complète et exacte a été donnée en 1930 par Steffensen. Le lec-
teur pourra se référer aux ouvrages de Kendall [120] et Bacaër [16] pour plus de références
bibliographiques.
Arbres aléatoires
C’est à partir des années 1980−1990 que l’étude probabiliste des arbres aléatoires s’étend
considérablement grâce au développement de nouvelles méthodes probabilistes telles que les
martingales, les différentes notions de convergence, la méthode de contraction, les théorèmes
limites ou encore les processus de branchement et marches aléatoires. Le formalisme de Neveu
sur les arbres est ainsi explicité en 1986 [153]. Parmi les arbres étudiés, certains appartiennent à
des classes combinatoires telles que les arbres binaires, les arbres planaires ou encore les arbres
étiquetés ou non étiquetés, enracinés ou non enracinés. On associe à ces classes d’arbres, le
modèle de probabilité naturel consistant à choisir un arbre uniformément au hasard parmi
tous les arbres d’une même classe et ayant le même nombre de nœuds, voir Drmota [68].
On peut également considérer des arbres qui évoluent selon un processus stochastique. Ce
sont les arbres de branchement dont les arbres simplement générés et les arbres de Galton-
Watson sont deux exemples. Les arbres simplement générés introduits pas Meir et Moon
[144] en 1978 sont des arbres enracinés auxquels on associe des poids. Il est intéressant de
noter que plusieurs classes combinatoires d’arbres peuvent être réalisés comme des arbres
simplement générés. Ils peuvent également être vus comme une généralisation des arbres de
Galton-Watson (au sens où les arbres de Galton-Watson conditionnés par leur taille totale sont
des cas particuliers d’arbres simplement générés). L’utilisation des processus de branchement
et des marches aléatoires a permis l’étude asymptotique de nombreuses caractéristiques de
ces arbres telles que la hauteur, le nombre total de sommets, la longueur du chemin totale ou
encore le nombre de sommets de degré fixé, voir Devroye [55, 56, 59], Drmota [68] et Holmgren
et Janson [109], section 13.
Arbres réels continus
Les arbres réels ont été étudiés depuis très longtemps à des fins algébriques et géométriques
(voir par exemple Dress, Moulton et Terhalle [67]). Les travaux d’Evans, Pitman et Winter
[79] et d’Evans [78] ont donné un cadre formel aux arbres réels.
Une avancée majeure dans l’étude des arbres aléatoires a été l’invention de l’arbre continu
brownien par Aldous [8] en 1991. En effet, Aldous a eu l’idée de ne plus simplement s’intéresser
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à la convergence de certaines statistiques des arbres mais à la convergence des arbres eux-
mêmes. Il a ainsi considéré des limites d’échelle de plusieurs classes d’arbres conditionnés à
être grands. Il a montré qu’un arbre de Galton-Watson dont la loi de reproduction est une
loi de Poisson de paramètre 1 et conditionné à avoir n nœuds, converge quand n tend vers
l’infini vers ce qui a été appelé l’arbre continu brownien. Dans [9, 10], Aldous a également
montré que l’arbre continu brownien pouvait être codé par l’excursion brownienne normalisée
(de la même manière que les arbres discrets sont codés par leur fonction de contour) et que le
processus de contour renormalisé d’un arbre de Galton-Watson, dont la loi de reproduction
est critique et de variance finie, et conditionné à avoir n nœuds, converge quand n tend vers
l’infini, vers l’excursion brownienne normalisée.
Grâce aux caractéristiques des arbres aléatoires continus, beaucoup de propriétés combi-
natoires des arbres discrets associés à des processus de branchement ont pu être expliquées.
Les arbres continus apparaissent aussi naturellement comme limite d’échelle des processus de
branchement.
Les arbres de Lévy, introduits pas Le Gall et Le Jan [136] en 1998, voir aussi la monographie
de Duquesne et Le Gall [70], sont une généralisation de l’arbre continu brownien d’Aldous
et apparaissent de manière naturelle comme limite d’échelle des arbres de Galton-Watson.
Duquesne [69] a montré que la fonction de contour, correctement renormalisée d’un arbre de
Galton-Watson dont la loi de reproduction est dans le domaine d’attraction d’une loi stable,
et conditionné à avoir n sommets, converge en loi, lorsque n tend vers l’infini, vers le processus
de hauteur codant l’arbre de Lévy stable.
Historique et motivations sur les graphes aléatoires
La théorie des graphes est un sujet ancien, dont l’invention serait due à Euler en 1736
pour résoudre le célèbre problème des ponts de Königsberg.
Graphes aléatoires
Les premiers modèles de graphes aléatoires ont été introduits en 1959− 1960 par Erdős et
Rényi [74, 75, 76, 77] et Gilbert [99] dans leurs papiers fondateurs (voir aussi Bollobás [30] et
Durrett [72], Chapitre 2 pour des références sur le sujet). Ce modèle de graphes aléatoires est
dit « homogène » au sens où les degrés de chaque sommet ont même distribution : ils suivent
une loi binomiale. Ce modèle est à la fois simple à décrire et à étudier ce qui en fait un excellent
outil pour démontrer des propriétés intéressantes de graphes. Ainsi, il possède une transition
de phase dans la taille de sa composante connexe maximale quand son paramètre varie, voir
par exemple Bollobás [29], Durrett [72], chapitre 2 ou van der Hofstad [187], chapitre 4.
Quelques années plus tard, en 1999, initié par les observations de Faloutsos, Faloutsos
et Faloutsos [80] un grand intérêt a été porté à l’étude des réseaux qui nous entourent dans
la vie réelle. Ces réseaux sont très grands et dans la plupart des cas, il est difficile de les
décrire en détail et de donner un modèle à la fois réaliste et exploitable. Parmi ces réseaux
figurent Internet, les réseaux sociaux, les réseaux de citations dans les articles de recherche
scientifique (étudiés par Price [164] en 1965), les réseaux de télécommunication, les réseaux
biologiques (neurones, cellules, interactions entre des protéines, ...) ou encore les réseaux de
collaborations. Leurs études ont mis en évidence des propriétés différentes de celles des graphes
d’Erdős-Rényi. Ce sont des réseaux dits « petits mondes » (« small worlds » en anglais), i.e. les
distances typiques entre deux sommets sont petites. Ces réseaux ont été introduits par Watts
et Strogatz [192] en 1998 (voir aussi Durrett [72], chapitre 5). Les réseaux réels sont également
des réseaux invariant d’échelle (« scale-free networks » en anglais), c’est à dire qu’ils ont des
degrés qui suivent des lois de puissance (« power laws » en anglais). Les sommets peuvent
être « nés » à des moments différents engendrant ainsi des sommets anciens et récents ayant
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des propriétés très différentes. On dit que ces graphes sont « inhomogènes ». De nombreux
modèles de graphes aléatoires, plus complexes que le modèle d’Erdős-Rényi, ont des propriétés
qui se rapprochent de celles observées sur les réseaux réels, voir Newman [158, 154], Albert et
Barabási [6], Bollobás [29], Janson, Łuczak et Ruciński [117], Durrett [72] et van der Hofstad
[187]. Citons par exemple :
• le modèle de configuration (modèle de graphes aléatoires où les degrés des sommets
sont fixés) introduit en 1980 par Bollobás [28] dans le contexte des graphes réguliers,
voir aussi Molloy et Reed [147], Newman, Strogatz et Watts, [156, 157], Durrett [72],
chapitre 3, van der Hofstad [187], chapitre 7 ;
• le modèle d’attachement préférentiel (modèle de graphes aléatoires dynamique, construits
de manière récursive) introduit par Barabási et Albert [17], voir aussi Durrett [72], cha-
pitre 4, Bollobás [29] ou van der Hofstad [187], chapitre 8 ;
• le modèle de graphes inhomogènes défini par Bollobás, Janson et Riordan [31], voir aussi
van der Hofstad [187], chapitre 6 ;
• le modèle de graphes exponentiels (modèle statistique qui donne une plus grande proba-
bilité aux graphes qui correspondent le mieux aux caractéristiques observées) introduit
par Holland et Leinhardt [107] en 1981, voir Strauss [180], Frank et Strauss [94], An-
derson, Wasserman et Crouch [14], Park et Newman [162] ou encore Robins, Pattison,
Kalish et Lusher [170].
Le livre de Newman, Barabási et Watts [155] de 2006 est une compilation d’articles qui
ont marqué le développement des graphes aléatoires. A noter, que beaucoup d’articles sur les
graphes aléatoires ont été produits dans d’autres domaines que les mathématiques. Ainsi, la
littérature à ce sujet est très riche en informatique, en physiques ainsi qu’en sciences naturelles.
Limites de graphes aléatoires
L’étude des limites de graphes a commencé au début des années 2000, notamment menée
par le pôle recherche de Microsoft. De la même manière que pour les arbres aléatoires, l’objec-
tif était de ne plus seulement s’intéresser aux propriétés asymptotiques des graphes aléatoires
mais d’introduire un objet limite et d’étudier les propriétés de celui-ci.
La théorie de la limite de graphes denses (i.e. quand le degré moyen croît à la même vitesse
que le nombre de sommets) est apparu en 2006, initiée par les travaux de Lovász et Szegedy
[139] et Borgs, Chayes, Lovász, Sós et Vesztergombi [38]. L’existence et les premières propriétés
de l’objet limite ont été établies en 2006 par Lovasz et Szegedy [139]. L’objet limite, appelé
graphon, peut s’exprimer comme une fonction symétrique et mesurable de deux variables.
De manière informelle, un graphon peut être vu comme la version continue de la matrice
d’adjacence d’un graphe dont l’ensemble des sommets est l’ensemble continu [0, 1]. L’unicité
de la limite à une bijection préservant la mesure près a été prouvée par Borgs, Chayes et
Lovász [36] en 2010. La première notion de convergence développée par Lovász et Szegedy
[139] et Borgs, Chayes, Lovász, Sós et Vesztergombi [38] était une convergence locale définie
en termes de densités d’homomorphismes (appelée aussi convergence à gauche). Une suite
de graphes denses sera dite convergente si toutes les densités d’homomorphismes convergent
simultanément pour tous les graphes simples finis (en particulier, les densités d’arêtes, les
densités de triangles ...). C’est cette convergence qui nous intéressera dans la suite de la thèse.
D’autres notions de convergence ont été développées par la suite. Ainsi, une convergence
métrique a été définie par Borgs, Chayes, Lovász, Sós et Vesztergombi [38, 40] à partir de la
distance de coupe introduite par Frieze et Kannan [96] en 1999 qui permet de comparer des
graphes de taille différente. Une suite de graphes denses est dite convergente pour la distance
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de coupe, si elle est de Cauchy pour cette distance. Il a été prouvé que pour une suite de
graphes denses, la convergence des densités homomorphismes est équivalente à la convergence
pour la distance de coupe, voir Borgs, Chayes, Lovász, Sós et Vesztergombi [40, 41]. D’autres
notions de convergence globale ont été introduites, voir Borgs, Chayes et Gamarnik [34] et
Borgs, Chayes, Lovász, Sós et Vesztergombi [41]. Toutes ces convergences sont équivalentes
dans le cas des suites de graphes denses.
Il a également été établi que tout graphonW est limite d’une suite de graphes denses, voir
Lovász et Szegedy [139]. Une telle suite de graphes est donnée par les W -graphes aléatoires
(«W -random graphs » en anglais), construits à partir du graphon W par échantillonnage.
La théorie des limites de suites de graphes creux, qui ne fera pas l’objet de notre étude, est
également très riche mais plus difficile à appréhender. Il n’y a plus de notion de convergence
métrique et la notion de convergence en termes de densités d’homomorphismes n’est plus
pertinente puisque toute suite de graphes creux tend vers le graphon trivial nul.
La première notion de convergence naturelle pour les suites de graphes creux dont tous les
sommets sont de degré borné est une convergence locale. Elle a été développée par Benjamini
et Schramm [19] au début des années 2000. En fait, il a été montré que cette convergence est
équivalente à la convergence des sous-graphes, définie par Bollobás et Riordan [33].
D’autres notions de convergence globales pour les suites de graphes creux, plus fortes
que la convergence locale, ont également été proposées, voir Bollobás et Riordan [33], Borgs,
Chayes et Gamarnik [34], Hatami, Lovász et Szegedy [103], Borgs, Chayes, Kahn et Lovász
[35] et Lovász [140]. Contrairement aux limites de graphes denses, les liens entre les différentes
notions de convergence ne sont pas encore totalement établis.
La théorie des limites de graphes est en pleine évolution et beaucoup de problèmes restent
encore à explorer. Le livre de Lovász [138] publié en 2012 constitue un ouvrage de référence
sur le sujet.
Résumé des travaux
Le premier article, écrit avec Jean-François Delmas et Jean-Stéphane Dhersin,
Cost functionals for large (uniform and simply generated) random trees, [54]
considère des fonctionnelles de coût sur les arbres aléatoires et plus précisément les arbres
binaires sous le modèle de Catalan et les arbres simplement générés. Nous établissons des
principes d’invariance ainsi que les fluctuations associées. Nos résultats de convergence re-
posent sur les limites d’échelle d’arbres discrets conditionnés à être grands. Dans le cas des
arbres binaires sous le modèle de Catalan, on construit un arbre binaire comme un sous-arbre
de l’arbre continu brownien codé par l’excursion brownienne normalisée. Ce plongement per-
met d’obtenir des convergences presque sûres des fonctionnelles additives, étendant ainsi la
convergence en loi donnée par Fill et Kapur [89] et Fill et Janson [88]. Pour le modèle des
arbres simplement générés, on utilise la convergence du processus de contour des arbres de
Galton-Watson conditionnés vers le processus hauteur d’un arbre de Lévy stable. L’article est
repris sans modification dans le Chapitre 3.
Le second article, écrit avec Jean-François Delmas et Jean-Stéphane Dhersin,
Asymptotic for the cumulative distribution function of the degrees and homomorphism
densities for random graphs from a graphon, [53]
s’intéresse au comportement asymptotique de la fonction de répartition des degrés et des densi-
tés d’homomorphismes pour de grands graphes aléatoires échantillonnés à partir de graphons.
16 TABLE DES MATIÈRES
Nous obtenons la convergence des lois finies-dimensionnelles de la fonction de répartition em-
pirique des degrés vers un processus gaussien centré dont nous donnons le noyau de covariance.
Nous étendons ainsi les travaux de Bickel, Chen et Levina [25]. En remplaçant la fonction in-
dicatrice par des fonctions plus régulières, nous obtenons la convergence presque sûre de suites
de mesures construites à partir de densités d’homomorphismes de graphes partiellement éti-
quetés. La preuve de ce résultat est très différente de celle sur la fonction de répartition
empirique des degrés. Nous mettons également en évidence les fluctuations associées à cette
convergence. Ces résultats généralisent les travaux de Féray, Méliot and Nikeghbali [84].
L’article est reporté sans modification dans le Chapitre 4.
Organisation de la thèse
Ce manuscrit comporte une première partie introductive qui se décompose en deux cha-
pitres indépendants :
- Le chapitre 1 constitue une introduction au chapitre 3 concernant les fonctionnelles
additives sur les arbres aléatoires : les différents modèles d’arbres aléatoires et les prin-
cipaux résultats sur les limites d’échelle d’arbres de Galton-Watson conditionnés sont
rappelés. Nous donnons ensuite de nombreux exemples de fonctionnelles additives dans
des domaines aussi variés que l’informatique ou la biologie. Après un rappel sur les ré-
sultats existants de convergence de fonctionnelles additives, nous énonçons les résultats
principaux de l’article [54].
- Le chapitre 2 est une introduction au chapitre 4 consacré aux asymptotiques de fonc-
tionnelles sur les graphes aléatoires échantillonnés à partir d’un graphon : la théorie des
graphons ainsi que les propriétés principales y sont développées. Nous rappelons les ré-
sultats de convergence associés aux W -graphes aléatoires générés à partir d’un graphon
W : la convergence presque-sûre des densités d’homomorphismes ainsi que les fluctua-
tions associées. Nous concluons ce chapitre par l’énoncé de nos résultats présentés dans
l’article [53].
La partie II constitue le cœur de cette thèse. Les chapitres 3 et 4 correspondent aux deux
travaux présentés précédemment. Ils y sont reportés sans modification. Chaque chapitre de
cette thèse peut globalement être lu indépendamment des autres.
Partie I
Présentation des résultats

CHAPITRE 1
FONCTIONNELLES ADDITIVES SUR LES ARBRES ALÉATOIRES
1.1 Arbres discrets
Un arbre discret est un graphe sans cycle, non orienté et connexe (on peut toujours relier
deux nœuds de l’arbre par un chemin). Dans la suite, nous allons considérer des arbres enra-
cinés et ordonnés. Un arbre est dit enraciné si un nœud est distingué comme étant la racine
notée ∅. Il est alors possible de décrire un arbre par sa suite des générations : la racine est la
génération 0, les voisins de la racine forment la génération 1 et plus généralement, les nœuds
à distance k de la racine forment la k-ième génération. Si un nœud u de la génération k a des
voisins dans la génération k + 1 alors ces voisins sont appelés les enfants de u. Un arbre est
dit ordonné si les enfants de chaque nœud sont munis d’un ordre. Autrement dit, les enfants
du nœud u peuvent être ordonnés dans une suite u1, . . . , ud où d est le nombre d’enfants de
u. Les arbres enracinés et ordonnés sont aussi parfois appelés arbres planaires.
1.1.1 Notions sur les arbres discrets
Nous allons définir les arbres planaires par leur ensemble de nœuds en utilisant le forma-
lisme de Neveu [153]. On désigne par U =
⋃
n≥0 (N∗)n l’ensemble des suites finies d’entiers
strictement positifs. Par convention, (N∗)0 = {∅}. Pour n ≥ 0 et u ∈ (N∗)n ⊂ U , la longueur
de u est notée |u| = n. Si u = (u1, u2, . . . , un) ∈ U\∅, alors on appelle ǔ = (u1, u2, . . . , un−1)
le parent de u (u est alors un enfant de ǔ). Soient v, w ∈ U . La concaténation des suites v et
w est notée vw avec la convention que v∅ = v et ∅w = w. On dit que v est un ancêtre de u
(au sens large) et on écrit v 4 u s’il existe w ∈ U tel que u = vw. Si v 4 u et v 6= u, alors
on écrit v ≺ u. Ainsi, 4 désigne l’ordre généalogique sur U . On peut également définir l’ordre
lexicographique sur U noté <. Par exemple, ∅ < 1 < (1, 2) < (2, 1) < (2, 2). Remarquons que
u ≺ v implique que u < v mais la réciproque est fausse ((1, 2) < (1, 3) mais (1, 2) 6≺ (1, 3)).
Définition. Un arbre planaire t est un sous-ensemble de U satisfaisant les trois propriétés
suivantes :
• Un arbre contient toujours la racine : ∅ ∈ t,
• Si un arbre contient un individu u ∈ t\{∅} alors il contient son parent ǔ : si u ∈ t\{∅},
alors ǔ ∈ t.
• Chaque individu a un nombre fini d’enfants : pour tout u ∈ t, il existe ku(t) ∈ N tel
que, pour chaque i ∈ N∗, ui ∈ t si et seulement si 1 ≤ i ≤ ku(t).
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Pour u ∈ t, l’entier ku(t) représente le nombre de descendants du nœud u. Le nœud u
est appelée feuille (resp. nœud interne) si ku(t) = 0 (resp. ku(t) > 0). Le nœud ∅ est appelé
la racine de t. On note |t| = Card (t) le nombre de nœuds de t et on dit que t est fini si
|t| < +∞. On note T l’ensemble des arbres planaires, T0 l’ensemble des arbres planaires finis
et T(p) = {t ∈ T, |t| = p} l’ensemble des arbres planaires à p nœuds. Rappelons que le nombre
d’arbres planaires à p nœuds est donné par le p − 1-ième nombre de Catalan (voir Drmota
[68], partie 1.2.2) :
Cp−1 =
1
p
(
2p− 2
p− 1
)
=
(2p− 2)!
(p− 1)! p!
·
La hauteur H d’un arbre t ∈ T est définie par :
H(t) = sup{|u| : u ∈ t}.
On définit également le sous-arbre tu ∈ T de t « au dessus » de u par :
tu = {v ∈ U , uv ∈ t}.
Ces sous-arbres sont appelés « fringe-trees » en anglais, ils ont été introduits par Aldous [7]
(voir aussi Holmgren et Janson [109]). La figure 1.1 donne un exemple de sous-arbre.
Figure 1.1 – Un arbre planaire à 5 nœuds internes et son sous-arbre issu du nœud v = 3
dessiné en rouge à droite de la figure.
On peut coder un arbre planaire fini par des fonctions, voir figure 1.2 (voir par exemple Le
Gall [135]). Commençons par la fonction de contour (ou chemin de Dick). Pour cela, rappelons
en quoi consiste le parcours d’un arbre en profondeur. Il s’agit de parcourir l’arbre, en partant
de la racine ∅ au temps t = 0, et, arrivé en un nœud u, d’aller vers le premier enfant non visité
ui ou alors, si tous les enfants ont déjà été visités, de retourner vers son parent. Le procédé
s’arrête lorsqu’on est revenu à la racine en ayant visité tous les enfants de celle-ci. Étant donné
que chaque arête est visitée deux fois, il est clair que le temps total d’exploration de l’arbre
est 2(|t| − 1). Pour t ∈ T, la fonction de contour de t est la fonction Ct : [0, 2(|t| − 1)]→ R+
qui associe à chaque étape k ∈ J0, 2(|t| − 1)K du parcours en profondeur, la génération de
l’individu vk visité. On interpole ensuite linéairement Ct sur l’intervalle [0, 2(|t| − 1)], et l’on
pose Ct(t) = 0 pour tout t > 2(|t| − 1).
On peut également coder un arbre par sa fonction de hauteur. La fonction de hauteur
de t ∈ T est la suite de générations des individus de t, quand ces individus sont classés
dans l’ordre lexicographique. Si t ∈ T, on énumère les sommets dans l’ordre lexicographique
u0 = ∅ < u1 < · · · < u|t|−1. Pour chaque n ∈ J0, |t| − 1K, on définit ht(n) = |un| comme la
hauteur du sommet un. On pose ht(m) = 0 pour m ≥ |t|, et on prolonge alors ht à R+ par
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interpolation linéaire. La fonction ht = (ht(t), t ≥ 0) est appelée fonction de hauteur de t.
La fonction de hauteur est similaire à la fonction de contour mais chaque individu de l’arbre
n’est visité qu’une fois.
∅
1 2 3
(1, 2)(1, 1)
(1, 2, 1) (1, 2, 2)
s
Ct(s)
t
n
ht(n)
1
2
3
1
2
3
1 2 14 1 2 7
Figure 1.2 – Un arbre t, son processus de contour Ct et sa fonction de hauteur ht
Dans la suite nous allons nous intéresser à deux types d’arbres aléatoires : les arbres
aléatoires binaires (auxquels on associe généralement deux modèles classiques, le modèle de
Catalan et le modèle de permutations aléatoires) et les arbres simplement générés (et plus
particulièrement les arbres de Galton-Watson conditionnés par leur taille totale).
Nous commençons par quelques rappels sur les arbres binaires. Le lecteur pourra se référer
au livre de Drmota [68], parties 1.2.1 et 1.4.1, Mahmoud [142], chapitre 2 et Sedgewick et Fla-
jolet [177], chapitre 6. Ces arbres ont de nombreuses applications notamment en informatique
au travers des algorithmes de tri. Ces algorithmes ont été étudiés à la fin des années 1960
et au début des années 1970 par Knuth [126, 128], qui donne des analyses détaillées de plu-
sieurs paramètres combinatoires qui permettent de déterminer par exemple leur performance
moyenne. Sedgewick [176], quant à lui, s’est intéressé à un des modèles de tri les plus utilisés,
l’algorithme Quicksort, qui a été inventé par Hoare au début des années 1960.
1.1.2 Arbres binaires
Définition
Un arbre binaire complet est un arbre enraciné et ordonné où chaque nœud a zéro (c’est
une feuille) ou deux enfants (c’est un nœud interne). Un arbre binaire à n nœuds internes
a n + 1 nœuds externes et donc 2n + 1 nœuds au total. On note T(n)bin l’ensemble des arbres
binaires complets enracinés à n nœuds internes.
Arbres binaires sous le modèle de Catalan
Le plus simple pour choisir au hasard un arbre dans un ensemble d’arbres est le choix
uniforme. Ce modèle est aussi appelé modèle de Catalan. Il sera l’objet de notre étude dans
le chapitre 3. Soit Tn une variable aléatoire à valeurs dans T
(n)
bin choisie uniformément dans
l’ensemble fini T(n)bin. Comme le nombre d’arbres binaires complets avec n nœuds internes est
donné par le n-ième nombre de Catalan Cn = 1n+1
(
2n
n
)
, on obtient que la probabilité d’obtenir
un arbre particulier est l’inverse du n-ième nombre de Catalan. La loi de Tn est donnée par
P(Tn = t) =
1
Cn
, pour tout t ∈ T(n)bin·
Le choix uniforme d’un arbre parmi un ensemble d’arbres peut également s’appliquer à
d’autres types d’arbres que les arbres binaires. Par analogie, on parlera encore de « modèle de
Catalan » à ne pas confondre avec ce qu’on appelle les arbres de Catalan qui sont des arbres
planaires.
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Arbres marqués
Dans la suite, il conviendra de faire la distinction entre deux types d’arbres : les arbres
non marqués et les arbres marqués. Dans le premier cas, les nœuds des arbres ne contiennent
pas d’information et l’on s’intéresse donc simplement à leur forme. Dans le second cas, les
arbres sont vus comme des structures de données c’est-à-dire que les nœuds contiennent
des informations aussi appelées clés ou marques. Si l’on efface les clés d’un arbre marqué,
l’arbre non marqué obtenu est appelé sa forme. Formellement, un arbre marqué est une paire
t̃ = (t, (γv, v ∈ t)) où les marques γv sont des éléments d’un ensemble Γ. L’arbre non marqué
t est appelé le squelette ou la forme de l’arbre marqué t̃, voir la définition donnée par Neveu
[153]. C’est l’ensemble des nœuds de l’arbre marqué.
Arbres binaires de recherche et modèle de permutations uniformes
Une des applications les plus importantes des arbres binaires est l’algorithme des arbres
binaires de recherche (ABR en abrégé ou encore BST pour « binary search tree » en anglais),
voir Mahmoud [142], chapitre 2 ou Chauvin, Clément et Gardy[47], partie 1.2.5. Les ABR
sont des structures de données fondamentales en informatique. Ils sont utiles pour classer et
chercher des données, appelées des clés. Un ABR à n nœuds internes est un arbre binaire
marqué par des clés x1, . . . , xn prises dans un ensemble totalement ordonné Γ qui satisfait
la contrainte que la clé de chaque nœud interne est plus grande que toutes les clés de son
sous-arbre de gauche et plus petite que toutes les clés de son sous-arbre de droite. On peut
rajouter n+ 1 feuilles non étiquetées à cette structure afin d’obtenir un arbre binaire complet
marqué à n nœuds internes. Le squelette d’un ABR à n nœuds internes est donc un arbre
binaire complet à n nœuds internes et donc n+ 1 feuilles et 2n+ 1 nœuds.
Une généralisation de ces arbres sont les arbres m-aire de recherche (en anglais, m-ary
search trees), voir Mahmoud [142], partie 1.7, Drmota [68], partie 1.4.2 ou Holmgren et Jan-
son [109], où chaque nœud peut contenir jusqu’à m − 1 éléments d’un ensemble totalement
ordonné.
On peut munir l’ensemble des ABR à n nœuds internes d’une loi de probabilité. Le modèle
le plus étudié dans la littérature est le modèle de permutations uniformes (RPM en anglais
pour « random permutation model »), voir Fill [85], Mahmoud [142], chapitre 2 ou Chauvin,
Clément et Gardy[47], partie 2.2.1. Un ABR à n nœuds internes peut être généré par une
permutation (ou liste) π de l’ensemble J1, nK. A chaque permutation de J1, nK est associé un
ABR. Dans le modèle de permutations uniformes, chaque permutation π de l’ensemble J1, nK
est équiprobable. Remarquons que des permutations différentes peuvent engendrées le même
arbre squelette (voir figure 1.3). Ainsi, contrairement au modèle de Catalan, tous les arbres
squelettes ne sont pas équiprobables. Soit T̃n une variable aléatoire à valeurs dans l’ensemble
des arbres binaires complets marqués choisie selon le modèle de permutations uniformes. On
note Tn l’arbre squelette associé à T̃n qui est une variable aléatoire à valeurs dans T
(n)
bin. La
loi de Tn est donnée par
Q(t) = P (Tn = t) =
1∏
v∈t |tv|
, pour tout t ∈ T(n)bin· (1.1)
L’ABR aléatoire issu d’une permutation uniforme de taille n a une forme très différente
d’un arbre binaire de Catalan : sa hauteur (resp. sa longueur totale, ou longueur de chemine-
ment, égale à la somme des distances des différents nœuds à la racine) est asymptotiquement
d’ordre log n (resp. d’ordre n log n ) alors qu’elle est asymptotiquement d’ordre
√
n (resp.
d’ordre n
√
n) sous le modèle de Catalan. Ainsi, le modèle de permutations uniformes donne
plus de poids aux arbres dits équilibrés que le modèle de Catalan (voir figure 1.3).
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Figure 1.3 – C3 = 5 arbres binaires complets ordonnés et enracinés à 3 nœuds internes
Faisons maintenant quelques rappels concernant les arbres de Galton-Watson qui consti-
tuent une classe importante d’exemples d’arbres aléatoires ordonnés et enracinés.
1.2 Arbres de Galton-Watson
1.2.1 Définitions
Soit p = (p(n), n ∈ N) une loi de probabilité sur N. Le processus de Galton-Watson
Z = (Zn, n ∈ N) de loi de reproduction p décrit l’évolution de la taille d’une population issue
d’un individu et dont les individus ont chacun un nombre d’enfants suivant la loi p, de façon
indépendante les uns des autres. Autrement dit, si on introduit une famille (ξi,n; i ∈ N, n ∈ N)
de variables aléatoires indépendantes de loi p, on définit le processus Z par récurrence par
Z0 = 1 et Zn+1 =
Zn∑
i=1
ξi,n+1.
L’arbre de Galton-Watson associé au processus de Galton-Watson Z représente l’arbre
généalogique de la population où chaque individu est relié à son parent et à ses descendants.
Zn représente le nombre de nœuds au niveau k dans l’arbre de Galton-Watson et
∑
k≥0 Zk le
nombre de nœuds de l’arbre de Galton-Watson :
Définition. Soit p une mesure de probabilité sur N. Soit τ une variable aléatoire à valeurs
dans T. On dit que τ est un arbre de Galton-Watson de loi de reproduction p si l’on a :
• P(k∅(τ) = j) = p(j) pour tout j ∈ N,
• pour tout j ∈ N∗, sous P(τ | k∅(τ) = j), les j sous-arbres τ1, . . . , τj de τ issus de ∅ sont
indépendants et de même loi que τ .
On peut montrer que cette loi existe et est uniquement caractérisée par p. En fait, τ est
un arbre de Galton-Watson de loi de reproduction p si et seulement si pour tout h ∈ N∗ et
t ∈ T tel que H(t) ≤ h, on a :
P (rh(τ) = t) =
∏
u∈t
|u|<h
p(ku(t)),
où pour tout t ∈ T et pour tout h ∈ N∗, rh(t) est le sous-arbre de t obtenu en gardant tous
les nœuds à hauteur inférieure ou égale à h et est défini par : rh(t) = {u ∈ t : |u| ≤ h}. En
particulier, quand τ ∈ T0, on a la formule suivante :
P (τ = t) =
∏
u∈t
p(ku(t)), pour tout t ∈ T0. (1.2)
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La probabilité P(τ = t) est ce qu’on appellera le poids de t dans le cadre des arbres simplement
générés.
On exclut le cas trivial où p(1) = 1. On rappelle que le processus de Galton-Watson Z est
dit sous-critique (resp. critique, sur-critique) si le nombre moyen d’enfants m =
∑
k∈N kp(k)
satisfait m < 1 (resp. m = 1, m > 1). Un arbre de Galton-Watson de loi de reproduction
p est fini presque-sûrement si m ≤ 1 et infini avec probabilité strictement positive si m > 1
(voir Harris [102], chapitre 1 ou Athreya et Ney [15], chapitre 3).
1.2.2 Arbres de Galton-Watson conditionnés et arbres simplement générés
Dans cette partie, nous allons nous intéresser aux arbres de Galton-Watson condition-
nés à avoir un certain nombre de nœuds. Nos résultats asymptotiques sur les fonctionnelles
additives du Chapitre 3 concerneront en particulier ce modèle. En fait, les arbres de Galton-
Watson conditionnés rentrent dans le cadre plus général des arbres simplement générés. Nous
préciserons les liens qui existent entre ces deux modèles d’arbres. Nous renvoyons à Drmota
[68], partie 1.2.7 et Janson [114], chapitre 2 pour les définitions et des propriétés des arbres
de Galton-Watson conditionnés et des arbres simplement générés.
Les arbres de Galton-Watson ont des tailles aléatoires. On peut cependant s’intéresser à
des arbres aléatoires avec des tailles fixées. Soit p une loi de reproduction. Pour tout entier n
suffisamment grand tel que P(|τ | = n) > 0, on définit alors τ̃ (n) comme un arbre de Galton-
Watson conditionné à avoir n nœuds, c’est à dire un arbre aléatoire de loi :
P(τ̃ (n) = t) =
P(τ = t)
P(|τ | = n)
, pour tout t ∈ T tel que |t| = n.
Par définition, la taille de τ̃ (n) est égale à n.
Nous allons maintenant définir les arbres simplement générés qui sont une généralisation
des arbres de Galton-Watson conditionnés par leur taille totale. Ils ont été introduits par Meir
et Moon [144] en 1978. On considère une suite de poids q = (q(k), k ∈ N) de réels positifs
telle que
∑
k∈N q(k) > q(1) + q(0) et q(0) > 0 (autrement dit, q(0) > 0 et il existe k ≥ 2 tel
que q(k) > 0). Ces hypothèses sont faites pour éviter les cas triviaux. Pour tout t ∈ T0, on
définit le poids w(t) de t par :
w(t) =
∏
v∈t
q(kv(t)).
On pose pour p ∈ N∗ :
w(T(p)) =
∑
t∈T(p)
w(t).
Définition. Pour p ∈ N∗ tel que w(T(p)) > 0, un arbre simplement généré à valeurs dans
T(p) et associé à la suite de poids q est une variable aléatoire τ (p) à valeurs dans T(p) dont la
loi est caractérisée par :
P(τ (p) = t) =
w(t)
w(T(p))
, t ∈ T(p).
En particulier, d’après (1.2), si la suite de poids q est une loi de probabilité sur N alors
τ (p) a la même loi qu’un arbre de Galton-Watson de loi de reproduction q et conditionné à
avoir p nœuds.
Même quand q n’est pas une loi de probabilité, on peut sous certaines conditions sur la loi
q, voir les arbres simplement générés comme des arbres de Galton-Watson conditionnés, voir
Janson [114], section 4. On dit que deux suites de poids q = (q(k), k ∈ N) et q̃ = (q̃(k), k ∈ N)
sont équivalentes s’ils existent a, b > 0 tels que :
q̃(k) = abkq(k), ∀k ∈ N.
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Il est facile de voir que deux suites de poids équivalentes définissent les mêmes arbres sim-
plement générés. On introduit la fonction génératrice gq de q : gq(θ) =
∑
k∈N θ
kq(k) pour
θ > 0. Notons ρ ∈ [0,+∞] son rayon de convergence. Dans [114], section 4, Janson montre
qu’il existe une loi de probabilité équivalente à la suite de poids q si et seulement si ρ > 0.
Dans ce cas, les lois de probabilité équivalentes à q sont données par :
p(k) =
tk q(k)
gq(t)
, pour tout t > 0 tel que gq(t) <∞.
Ainsi, un arbre simplement généré dont la suite de poids q vérifie la condition précédente
peut-être défini par une loi de probabilité p équivalente à q et donc être vu comme un arbre
de Galton-Watson conditionné. Ceci signifie que τ̃ (p) associée à p et τ (p) associé à q ont même
loi. Il est également possible dans certains cas de se ramener à une loi de probabilité critique.
On dit que q est générique si l’équation sg′q(s) = gq(s) admet une unique solution sq. Dans ce
cas, la loi de probabilité p définie par
p(k) =
skq q(k)
gq(sq)
, k ≥ 0,
est une suite de poids équivalente à q. De plus, la probabilité p est une loi de probabilité
critique, voir Janson [114], section 4.
Plusieurs classes combinatoires d’arbres aléatoires à n nœuds peuvent être réalisées comme
des arbres simplement générés à n nœuds et donc aussi comme des arbres de Galton-Watson
conditionnés à avoir n nœuds, voir table 1.1. C’est le cas des arbres planaires à n nœuds,
des arbres de Cayley (arbres enracinés, étiquetés et non ordonnés) à n nœuds et des arbres
binaires complets à n nœuds à condition que n soit impair (et donc a n−12 nœuds internes), que
l’on munit de la probabilité uniforme (i.e. dans chaque classe, chaque arbre est équiprobable),
voir Aldous [9], Drmota [68], partie 1.2.7 ou Janson [114], chapitre 10.
Une des propriétés remarquables des arbres simplement générés est qu’ils ont tendance
à avoir une structure déséquilibrée, i.e. ils contiennent quelques branches de grandes tailles.
Ainsi, la hauteur moyenne d’un arbre simplement généré de taille n est d’ordre
√
n (par
opposition à un arbre de taille n dit équilibré qui aura une hauteur d’ordre log(n)) (voir [68],
chapitres 3 et 4 ou Janson [114], section 21.3).
Remarquons ici que nous nous sommes intéressés aux arbres de Galton-Watson condition-
nés par leur taille totale, mais d’autres conditionnements ont également été étudiés comme
par exemple, avoir une grande hauteur ou avoir un grand nombre de feuilles. Par opposition
aux limites d’échelle des arbres de Galton-Watson, qui est une convergence globale, on peut
ainsi s’intéresser aux limites locales de ces arbres. Dans son papier fondateur [122] de 1986,
Kesten a été le premier à s’intéresser aux limites locales d’un arbre de Galton-Watson critique
ou sous-critique conditionné à avoir une grande hauteur. Il a montré que la limite est l’arbre
biaisé par la taille avec une unique branche infinie. Pour d’autres références sur les limites lo-
cales d’arbres de Galton-Watson conditionnés avec des conditionnements plus généraux, voir
Jonsson et Stefánsson [119], Janson [114], chapitre 7 ou encore Abraham et Delmas [4, 3].
1.2.3 Convergence du processus de contour des arbres de Galton-Watson
conditionnés
On commence par définir l’excursion brownienne normalisée notée Bex = (Bex(t), 0 ≤
t ≤ 1). De manière informelle, Bex est un mouvement brownien standard partant de l’origine
et conditionné à rester strictement positif sur (0, 1) et à revenir en 0 au temps 1. Il existe
plusieurs manières de définir et caractériser une excursion brownienne (voir Revuz et Yor
[168], chapitre 12, partie 2 ou McKean [112], partie 2.9). Biane [23], Verwaat [189] ou encore
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Classe d’arbres à n
nœuds munie de la
probabilité uniforme
Arbres planaires Arbres de Cayley Arbres binairescomplets
Cardinal de
l’ensemble Cn−1 n
n−1 Cn−1
2
Suite de poids de
l’arbre simplement
généré
p(k) = 1, ∀k ≥ 0 p(k) = 1k! , ∀k ≥ 0
p(0) = p(2) = 1 et
p(k) = 0, ∀k 6= 0, 2
Fonction génératrice
associée à la suite de
poids
gp(t) =
1
1−t gp(t) = e
t gp(t) = 1 + t
2
Loi critique
équivalente π
Loi géométrique de
paramètre 12
Loi de Poisson de
paramètre 1 π(0) =
1
2 et π(2) =
1
2
Variance σ2 de π σ2 = 2 σ2 = 1 σ2 = 1
Table 1.1 – Exemples d’arbres aléatoires vus comme des arbres de Galton-Watson condition-
nés.
Rogers et Williams [171], partie 40 ont montré que l’excursion brownienne normalisée peut
être construite à partir d’un pont brownien (processus stochastique dont la loi est celle d’un
mouvement brownien standard (i.e. issu de 0) et conditionné à valoir 0 au temps 1), lui-même
pouvant être décrit en fonction d’un mouvement brownien standard. En fait, l’excursion brow-
nienne normalisée a même loi qu’un pont de Bessel de dimension 3 i.e. que la norme d’un pont
brownien de dimension 3. Ainsi, pour représenter une trajectoire d’une excursion brownienne
normalisée, on construit un pont brownien de dimension 3 noté X(t) = (X1(t), X2(t), X3(t))
à partir d’un mouvement brownien de dimension 3, B(t) = (B1(t), B2(t), B3(t)) de la manière
suivante :
Xi(t) = Bi(t)− tBi(1), pour tout t ∈ [0, 1], i ∈ {1, 2, 3}.
Enfin, l’excursion brownienne normalisée Bex est obtenue de la manière suivante :
Bex(t) = ‖X(t)‖ =
√
X1(t)2 +X2(t)2 +X3(t)2, pour tout t ∈ [0, 1].
On note N(1) la loi de l’excursion brownienne normalisée.
Soit p une loi de reproduction sur N critique (i.e.
∑
k∈N kp(k) = 1). On note σ
2 > 0 sa
variance finie ou infinie. Soit τ un arbre de Galton-Watson de loi de reproduction p et pour
chaque p tel que P(|τ | = p) > 0, soit τ (p) un arbre de même loi que τ conditionnellement à
{|τ | = p}. Nous allons donner les résultats de convergence du processus de contour de τ (p).
La variance de p est finie : Dans le cas où la variance σ2 est finie, Aldous [10] a montré que
le processus de contour Cτ (p) de τ (p) correctement normalisé converge en loi vers l’excursion
brownienne normalisée.
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Theorem (Aldous). On suppose que la loi de reproduction p est critique et que 0 < σ2 < +∞.
Alors on a la convergence en loi dans l’espace C([0, 1]) muni de la convergence uniforme :
σ
2
√
p
(
Cτ
(p)
(2ps), s ∈ [0, 1]
)
(d)−−−−→
p→+∞
(Bex(s), s ∈ [0, 1]),
où la convergence a lieu pour la sous-suite infinie de p tels que P(|τ | = p) > 0.
La loi p est dans le domaine d’attraction d’une loi stable : Une généralisation du
théorème d’Aldous dans la cas où p appartient au domaine d’attraction d’une loi stable a été
obtenue par Duquesne [69]. On suppose donc que p est dans le domaine d’attraction d’une
loi stable. Rappelons la définition. Soit (Uk, k ∈ N∗) une suite de variables indépendantes de
même loi de distribution p. On pose Wp =
∑p
k=1 Uk − p. On dit que p est dans le domaine
d’attraction d’une loi stable d’exposant de Laplace ψ(λ) = κλγ avec γ ∈ (1, 2] et κ > 0,
et de suite de normalisation (ap, p ∈ N∗) de réels positifs ou nuls, si Wp/ap converge en loi,
quand p tend vers l’infini, vers une variable aléatoire X d’exposant de Laplace ψ (i.e. on a
E[e−λX ] = e−ψ(λ) pour λ ≥ 0).
Remarque. Si p a une variance σ2 finie alors on peut choisir ap =
√
p et X est alors de loi
normale centrée de variance σ2, de telle sorte que ψ(λ) = σ2λ2/2.
Theorem (Duquesne). On suppose que la loi de reproduction p est critique et qu’elle est dans
le domaine d’attraction d’une loi stable d’exposant ψ(λ) = κλγ avec γ ∈ (1, 2] et κ > 0, et de
suite de normalisation (ap, p ∈ N∗). Alors il existe un processus aléatoire non trivial, continu,
positif ou nul H = (Hs, s ∈ [0, 1]), tel que on ait la convergence en loi dans l’espace C([0, 1])
muni de la convergence uniforme :
ap
p
(
Cτ
(p)
(2ps), s ∈ [0, 1]
)
(d)−−−−→
p→+∞
H,
où la convergence a lieu pour la sous-suite infinie de p tels que P(|τ | = p) > 0.
Le processus H, voir Duquesne [69] pour une construction de H, désigne une excursion
normalisée du processus hauteur, introduit dans Duquesne et Le Gall [70], d’un arbre de Lévy
de mécanisme de branchement ψ.
1.3 Arbres réels
Dans cette partie, on introduit la notion d’arbres réels, définis en tant qu’espaces mé-
triques. Nous verrons que ces arbres peuvent être codés par une fonction continue de la même
manière que les arbres discrets peuvent l’être avec leur fonction de contour.
1.3.1 Définitions
Nous allons définir les arbres réels ou R-arbres en terme d’espaces métriques (voir Evans
[78]) :
Définition. Un arbre réel (resp. arbre réel compact) est un espace métrique (resp. espace
métrique compact) (T , d) qui satisfait les deux propriétés suivantes pour tout x, y ∈ T :
• Il existe une unique isométrie fx,y de [0, d(x, y)] dans T telle que l’on ait fx,y(0) = x et
fx,y(d(x, y)) = y.
• Si φ est une application continue injective de [0, 1] dans T telle que φ(0) = x et φ(1) = y,
alors on a φ([0, 1]) = fx,y([0, d(x, y)]).
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Un arbre réel enraciné est un arbre réel (T , d) ayant un point distingué ∅ appelé la racine.
De manière équivalente, un espace métrique (T , d) est un arbre réel si et seulement si :
• T est connecté
• d satisfait la condition suivante appelée « condition des 4 points » :
d(s, t) + d(x, y) ≤ max(d(s, x) + d(t, y), d(s, y) + d(t, x)) pour tout s, t, x, y ∈ T .
On peut munir l’espace des arbres réels enracinés et compacts d’une distance appelée
distance de Gromov-Hausdorff qui rend cet espace polonais, voir par exemple Le Gall [135],
théorème 2.1.
De la même manière que la fonction de contour code les planaires, on peut coder certains
arbres réels par une fonction continue. Soit h une fonction continue de [0, 1] dans R+ telle que
h(0) = h(1) = 0. Pour x, y ≥ 0. On définit
dh(x, y) = h(x) + h(y)− 2 min
z∈[x∧y,x∨y]
h(z),
où x ∧ y = min(x, y) et x ∨ y = max(x, y). Il est facile de vérifier que dh est symétrique et
satisfait l’inégalité triangulaire et donc que c’est une pseudo-distance sur [0, 1]. On introduit
une relation d’équivalence ∼h définie sur [0, 1]2 par x ∼h y ⇔ dh(x, y) = 0. L’arbre continu
codé par h est l’espace métrique quotient Th = [0, 1]/ ∼h muni de la distance dh et enraciné
en la classe d’équivalence de 0. Il est facile de voir que (Th, dh) est un arbre réel compact
(voir Le Gall et Miermont [137], Théorème 3.1). On note ph la projection canonique de [0, 1]
dans Th. Pour tout t ∈ [0, 1], ph(t) est donc un nœud de Th à distance h(t) de la racine. Pour
0 ≤ s ≤ t ≤ 1, l’ancêtre commun aux nœuds ph(s) et ph(t) est à distance mins≤r≤t h(s)
de la racine. La figure 1.4 représente le sous-arbre de l’arbre Th engendré par les feuilles
ph(s),ph(t),ph(u) et la racine.
Figure 1.4 – Un sous-arbre de l’arbre Th
En fait, il est possible de montrer que tout arbre réel compact peut être codé par une
fonction continue (voir Le Gall [135], partie 2.2).
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1.3.2 Arbre brownien
Dans une série de papiers [8, 9, 10] datant du début des années 1990, Aldous introduit et
développe la notion d’arbre continu brownien (d’abord appelé arbre continu compact) ainsi
que plusieurs résultats de convergence. On rappelle que Bex = (Bex(t) : 0 ≤ t ≤ 1) désigne
l’excursion brownienne normalisée.
Définition. L’arbre continu brownien (abrégé en CRT pour « continuum random tree » en
anglais) est l’arbre aléatoire réel TBex codé par l’excursion brownienne normalisée Bex.
Cette définition a été donnée par Aldous dans [10], corollaire 22 avec une différence d’un
facteur 2 i.e. le CRT est codé par 2Bex et non Bex. Ainsi, afin d’énoncer nos résultats dans
les deux cas précédents, il sera utile d’introduire le processus e =
√
2/αBex avec α > 0. En
effet, pour α = 1/2, on est dans le cadre de l’arbre brownien défini par Aldous et pour α = 2,
on est dans le cadre de l’arbre brownien associé à l’excursion brownienne normalisée Bex.
Comme e est un processus stochastique, Te est une variable aléatoire dans l’espace polonais
des arbres aléatoires réels enracinés et compacts. De plus, puisque les minima locaux du
mouvement brownien (et donc de l’excursion brownienne e) sont toujours distincts presque
sûrement, Te est un arbre binaire presque sûrement (i.e. les nœuds ont 0 ou 2 enfants).
Dans [8, 9, 10], Aldous énonce quatre autres définitions équivalentes pour construire l’arbre
brownien réel :
• par séparation poissonnienne d’une droite (« Poisson line-breaking » en anglais), voir
Aldous [8] ou Pitman [163], partie 7.4.
• comme limite d’échelle d’arbres de Galton-Watson ayant une loi limite critique et de
variance finie, conditionnés à avoir un grand nombre de nœuds, voir Aldous [9] et Le
Gall [135].
• comme limite d’échelle d’arbres non étiquetés et non enracinés au sens de Gromov-
Hausdroff (conjecture d’Aldous [9] p55, et prouvé en 2014 par Stufler [181]).
• par ses marginales finies dimensionnelles i.e. la loi de ses sous-arbres engendrés/couverts
(« spanning trees » en anglais) par des feuilles choisies uniformément au hasard (voir
Aldous [10], partie 4.3). Cette dernière construction sera développée dans la section
suivante.
1.3.3 Construction d’arbres binaires à partir de l’arbre continu brownien
Dans cette partie, on considère des arbres marqués t̃ = (t, (hv, v ∈ t)) où hv ≥ 0, pour
tout v ∈ t. hv est la longueur de la branche en dessous de v et t est le squelette de l’arbre
marqué t̃, voir partie 1.1.2. On note T̃(p) désigne l’ensemble des arbres marqués à p feuilles.
Si t̃ = (t, (hv, v ∈ t)) est un arbre marqué, la longueur de t̃ est définie par :
L(t̃) =
∑
v∈t
hv.
Soient n ∈ N et 0 < t1 < · · · < tn+1 < 1. On considère le sous-arbre de l’arbre continu
brownien τe engendré par les n + 1 feuilles pe(t1), . . . ,pe(tn+1) et la racine ∅. On le note
τe(t1, . . . , tn+1). C’est un arbre binaire, enraciné, complet et ordonné à n+ 1 feuilles et 2n+ 1
arêtes (n’oublions pas que la racine possède également une arête, voir figure 1.4). On peut lui
associer un arbre marqué
t̃(e; t1, . . . , tn+1) = (t, {hv(e; t1, . . . , tn+1), v ∈ t}),
où intuitivement, t = t(e; t1, . . . , tn+1) est identique à τe(t1, . . . , tn+1) mais avec des lon-
gueurs de branches égalent à 1 et n’ayant pas de branche sous la racine. Pour tout v ∈ t,
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hv(e; t1, . . . , tn+1) est la longueur de la branche dans τe(t1, . . . , tn+1) sous le nœud correspon-
dant à v ∈ t. Ainsi, l’arbre squelette t est un arbre discret complet, ordonné et enraciné à
n + 1 feuilles et 2n arêtes. Pour une construction plus rigoureuse, voir Aldous [10], Le Gall
[134, 135] ou encore Duquesne et Le Gall [70].
Un processus stochastique peut être décrit par ses lois finies dimensionnelles. Inspirés par
cette idée, nous allons caractériser l’arbre continu brownien en terme de ses marginales finies
dimensionnelles qui sont ses sous-arbres couverts par des feuilles choisies uniformément au
hasard.
On définit la mesure uniforme Λn sur l’ensemble des arbres marqués dont le squelette
appartient à l’ensemble T(n)bin des arbres binaires complets et ordonnés à n nœuds internes (et
donc n+ 1 feuilles) par :∫
Λn(dt̃)F (t̃) =
∑
t∈Tbin
(n)
∫ ∏
v∈t
dhv F (t, {hv, v ∈ t}),
pour toute fonction F positive, bornée et continue sur l’ensemble des arbres marqués à n
feuilles.
Le théorème suivant a d’abord été énoncé par Aldous [9], partie 2.4. On peut également
trouver l’énoncé de ce résultat dans Le Gall [134] et [135] partie 2.6 et Pitman [163], chapitre
7. On rappelle que N(1) est la loi de l’excursion brownienne normalisée.
Theorem (Aldous). La loi de l’arbre t̃ = t̃(e; t1, . . . , tn+1) sous la mesure de probabilité
(n+ 1)!1{0≤t1≤···≤tn+1≤1}dt1 . . . dtpN
(1)(de)
est
(n+ 1)! 2αn+1L(t̃) exp(−2L(t̃)2)Λn(dt̃).
Autrement dit, pour toute fonction F positive bornée et continue sur l’ensemble des arbres
marqués à n+ 1 feuilles, on a :∫
N(1)(de)
∫
0≤t1≤···≤tn+1≤1
F
(
t̃(e; t1, . . . , tn+1)
)
= 2αn+1
∫
Λn(dt̃)L(t̃) exp(−2L(t̃)2)F (t̃).
De ce théorème, il est facile de voir que le squelette t(e; t1, . . . , tn+1) de t̃(e; t1, . . . , tn+1)
est uniformément distribué sur l’ensemble des arbres binaires complets ordonnés à n+1 feuilles
dont le cardinal est donné par le n-ième nombre de Catalan : Cn = (2n)!/(n!(n+ 1)!). Ainsi,
conditionnellement au squelette, sous la mesure de probabilité
(n+ 1)!1{0≤t1≤···≤tn+1≤1}dt1 . . . dtpN
(1)(de),
la densité du vecteur (hv(e; t1, . . . , tn+1), v ∈ t) est donnée par :
Cn2α
n+1(n+ 1)!L(t̃) exp(−2L(t̃)2) = 2(2n)!
n!
αn+1L(t̃) exp(−2L(t̃)2).
Les longueurs d’arêtes sont des variables échangeables et sont indépendantes du squelette.
On se donne maintenant (Un, n ∈ N∗) une suite de variable aléatoires indépendantes de
loi uniforme sur [0, 1] et indépendante de e. On note T[n] l’arbre aléatoire réel engendré par
les n+ 1 feuilles p(U1), . . . ,p(Un+1) et la racine et T̃n = (Tn; (hn,v, v ∈ Tn)) l’arbre marqué
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Figure 1.5 – L’excursion brownienne, T̃n et Tn (pour n = 4).
associé (voir figure 1.5 pour une simulation avec n = 4). On note Ln la longueur de l’arbre
marqué T̃n.
Le théorème précédent se réécrit ainsi de la manière suivante : la loi de probabilité de T̃n
est
(n+ 1)! 2αn+1Ln exp(−2L2n)Λn+1(dT̃n),
et la densité de (hn,v, v ∈ Tn) est, conditionnellement à Tn, donnée par :
fn((hn,v, v ∈ Tn)) = 2
(2n)!
n!
αn+1 Ln e
−αL2n
∏
v∈Tn
1{hn,v>0}. (1.3)
En particulier, Ln est indépendante de Tn et a même loi que
√
∆n/α où ∆n est une loi
Gamma de paramètre n + 1 et 1 (voir Aldous [10] ou Pitman [163], Théorème 7.9). Ainsi,
conditionnellement à Tn, la densité de Ln est donnée par :
fLn(x) = 2
αn+1
n!
x2n+1 e−αx
2
1{x>0}. (1.4)
1.4 Fonctionnelles de coût et fonctions péage
Les fonctionnelles de coût sur les arbres planaires ont été largement étudiées dans des
domaines très variés (informatique, physique, chimie, biologie ...), voir les références dans
les parties 1.4.2 et 1.4.3. Nous allons étudier l’asymptotique de ces fonctionnelles définies
sur les arbres planaires (arbres enracinés et ordonnés) quand le nombre de nœuds tend vers
l’infini. Les fonctionnelles que nous allons considérer sont additives (définies par une relation
de récurrence) et induites par une fonction dite péage. La valeur d’une fonctionnelle additive
sur un arbre est définie de manière récursive comme la somme de la valeur de la fonctionnelle
sur les sous-arbres enracinés sur les enfants de la racine de l’arbre à laquelle on ajoute un
terme (le péage) qui est une fonction qui dépend de la taille de l’arbre. Les fonctionnelles de
coût définies de la sorte représentent le coût des algorithmes du type diviser et conquérir, où la
nature récursive intrinsèque de ces algorithmes amène naturellement à une telle formulation.
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1.4.1 Définition
Définition. Une fonctionnelle de coût F sur les arbres planaires est une fonctionnelle additive
sur les arbres si elle satisfait la relation de récurrence suivante :
F (t) =
k∅(t)∑
i=1
F (ti) + b|t|
pour tout arbre t ∈ T0 tel que |t| ≥ 1 et avec F (∅) = 0 et où t1, . . . , tk∅(t) sont les sous-arbres
enracinés aux enfants de la racine de t. La suite (bk, k ≥ 1) est appelée la fonction péage.
Par définition de F , il est facile de voir que l’on a pour tout t ∈ T0 :
F (t) =
∑
v∈t
b|tv |. (1.5)
Remarque. 1. En particulier, une fonctionnelle de coût F sur les arbres binaires est une
fonctionnelle additive sur les arbres si elle satisfait la relation de récurrence suivante :
F (t) = F (L(t)) + F (R(t)) + b|t|
pour tout arbre t tel que |t| ≥ 1 et avec F (∅) = 0 et où L(t) = t1 (resp. R(t) = t2)
désigne le sous-arbre de gauche (resp. de droite) de la racine de t.
2. La fonction péage peut également dépendre de manière plus générale de l’arbre lui
même. Nos résultats concerneront le cas où elle ne dépend que du cardinal de l’arbre,
voir Flajolet, Gourdon et Martínez [92], Devroye [57] et Wagner [190].
1.4.2 Transition de phase
Par la suite, on distinguera les fonctions de coût dites locales et globales. Dans le chapitre
3, nous nous restreindrons à l’étude de fonctionnelles globales. Ces deux termes sont utilisés
pour mettre en évidence la transition de phase entre le régime normal et non-normal des
lois limites. Intuitivement, lorsque l’on considère des fonctions de coût dites locales, i.e. des
fonctions de coût petites, la somme est dominée par la contribution des très nombreux petits
sous-arbres. Comme les différentes parties des arbres ont une très faible dépendance les unes
entres les autres, cela rend possible la normalité asymptotique. Pour une fonction péage dite
globale, i.e. une fonction qui croit très rapidement avec la taille de l’arbre, la somme sera
au contraire dominée par la contribution des très grands arbres, qui sont plus fortement
dépendants les uns des autres, faisant donc apparaître d’autres distributions limites.
Quand la fonction de coût dépend seulement de la taille de l’arbre, la transition de phase
entre les différents régimes pour les arbres binaires a été étudiée par Hwang et Neininger [111]
pour le modèle de permutations uniformes et par Fill et Kapur [89] pour le modèle de Catalan.
Dans le cas où les fonctions de coût dépendent de l’arbre lui-même Wagner [191] étudie
la transition de phase pour des arbres simplement générés, des arbres récursifs et des arbres
binaires de recherche. Le fait que les fonctions de coût peuvent dépendre de l’arbre lui-même
amplifie les relations de dépendance rendant difficile la détermination de la zone de transition
de phase.
Nous allons consacrer la fin de ce paragraphe aux fonctionnelles locales, qui bien que n’en-
trant pas dans notre cadre d’étude, ont été très étudiées. Nous en donnons quelques exemples :
taille totale (bk = 1), nombre de feuilles (bk = 1{k=1}), nombre de nœuds protégés (un nœud
est dit protégé si ce n’est pas une feuille ni le parent d’une feuille), nombre de sous-arbres
de taille donnée p (bk = 1{k=p}) et nombre total de sous-arbres, voir Janson [115], partie 2.
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On peut également considérer des fonctions péage qui dépendent plus généralement de l’arbre
t ∈ T et non plus simplement de sa taille |t| : par exemple, on peut compter le nombre de
sous-arbres précisément égaux à un sous-arbre donné t0 (« tree patterns » en anglais) dont la
fonction péage est donnée par 1{t=t0}, voir Flajolet, Gourdon et Martínez [92], Devroye [57]
et Wagner [190].
La fonctionnelle de forme (« shape functional » en anglais) Q(t), définie dans (1.1), est
également une fonctionnelle qui a suscité un grand intérêt. Elle a d’abord été étudiée dans
le cadre des arbres binaires de recherche sous le modèle de permutations uniformes, voir Do-
brow et Fill [64] ou Fill [85]. Elle est appelée fonctionnelle de forme car elle permet d’évaluer
la forme de l’arbre t puisque les valeurs maximales de Q(t) sont atteintes pour les arbres
qui sont les plus équilibrés. La fonctionnelle additive − logQ est associée à la fonction péage
bk = log(k). Sa convergence a été étudiée par Fill [85, 89] pour les arbres binaires sous le
modèle de Catalan et de permutations uniformes et Meir et Moon [145] pour les arbres sim-
plement générés. Cette fonctionnelle intervient aussi dans une méthode d’auto-organisation
des arbres binaires de recherche appelée « move-to-root », voir Dobrow et Fill [62, 63].
De nombreux articles fournissent des résultats asymptotiques pour des fonctionnelles addi-
tives locales assez générales. Ces études permettent notamment de retrouver le comportement
limite des fonctionnelles citées précédemment. Le lecteur pourra se référer aux articles sui-
vants : pour les arbres binaires de recherche sous le modèle de permutations uniformes, voir
Devroye [60], Holmgren et Janson [108] et Wagner [191], pour les arbres de Galton-Watson
conditionnées (i.e. les arbres simplement générés), voir Janson [115] et Wagner [191], pour les
arbres récursifs, voir Holmgren et Janson [108] et Wagner [191], pour les arbres étiquetés, voir
Wagner [190], pour les arbres m-aire de recherche, voir Fill et Kapur [90], et enfin pour les
arbres m-aire croissants de recherche, voir Ralaivaosaona et Wagner [165].
1.4.3 Fonctionnelles de coût globales
Nous donnons maintenant différents exemples de fonctionnelles additives globales que l’on
peut trouver dans la littérature et qui interviennent naturellement en informatique, physique
ou biologie. Nos résultats plus généraux permettent d’obtenir des asymptotiques sur des fonc-
tionnelles additives globales plus générales.
On note d la distance usuelle de graphe sur t ∈ T. Ainsi, pour v, w ∈ t, w est un ancêtre
de v (que l’on écrit w 4 v, voir partie 1.1.1) si d(∅, v) = d(∅, w) + d(w, v). Pour u, v ∈ t, on
note u ∧ v, l’ancêtre le plus récent de u et v : u ∧ v est l’unique élément de t tel que : w 4 u
et w 4 v implique que w 4 u ∧ v.
Pour t ∈ T, on a par exemple les fonctionnelles suivantes :
• Longueur de cheminement total :
P (t) =
∑
v∈t
d(∅, v) =
∑
v∈t
|tv| − |t|.
La fonction péage est donnée par : bk = k − 1. Dans les cas des arbres binaires de
recherche, la fonctionnelle compte le nombre de comparaisons de l’algorithme de tri
rapide (« quicksort » en anglais) pour trier une liste de nombre distincts, voir Rösler
[172].
Pour les arbres binaires sous le modèle de Catalan et les arbres de Galton-Watson
conditionnés à avoir un certain nombre de nœuds, il est connu que cette fonctionnelle
converge vers la loi de Airy, 2
∫ 1
0 Bs ds où B est un mouvement brownien standard sur
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[0, 1], voir Takàcs [183], Aldous [9, 10] et Janson [113]. L’asymptotique de cette fonction-
nelle a également été étudiée pour les arbres binaires sous le modèle de permutations
uniformes, voir Régnier [166], Rösler [172] et Fill et Janson [87] et pour les arbres m-aire
de recherche, voir Fill et Kapur [90, 91] .
• Indice de Wiener :
W (t) =
∑
u,v∈t
d(u, v) = 2|T |
∑
w∈T
|Tw| − 2
∑
w∈T
|Tw|2.
La fonctionnelle fait intervenir les fonctions de péage bk = k et bk = k2. L’indice de
Wiener a été introduit en 1947 par Harold Wiener [193] comme le nombre de chemins
(« path number » en anglais). Il était initialement défini comme le nombre de liens
entre chaque paire d’atomes dans une molécule acyclique. L’indice de Wiener joue un
rôle important dans les propriétés physiques-chimiques des structures chimiques (point
d’ébullition, défauts de cristaux ...), voir [101, 66, 185].
La convergence a été étudiée par Janson [113] et Chassaing et Janson [116] pour les
arbres binaires sous le modèle de Catalan, Neininger [152] pour les arbres binaires de
recherche et les arbres récursifs et Janson [113] pour les arbres de Galton-Watson condi-
tionnés à avoir un certain nombre de nœuds.
• Fonctionnelles de coût associées aux fonctions péages de type puissance :
bk = k
β avec β > 0.
Fill et Kapur [89] ont montré la convergence en loi de la fonctionnelle pour les arbres
binaires sous le modèle de Catalan. La limite est caractérisée en termes de ses mo-
ments. Leurs preuves reposent sur des calculs combinatoires. Plus tard, Fill et Janson
[88] conjecturent une expression de la limite qui s’exprime en fonction de l’excursion
normalisée. Le cas des arbres binaires de recherche a été traité par Neininger [151] (avec
β ∈ R, β > 1) et les arbres m-aire par Fill et Kapur [90, 91].
De nombreuses fonctionnelles globales étudiées dans la littérature se réécrivent en termes
de fonctionnelles associées aux fonctions péages bk = kβ avec β > 0.
Fonctionnelles de coût sur les arbres phylogénétiques
De nombreux exemples de fonctionnelles proviennent également de la biologie au travers
des arbres phylogénétiques qui sont utiles pour classer des populations et représenter l’évolu-
tion des relations entre les espèces (voir Aldous [13], Ford [93]).
Un arbre phylogénétique de taille n (aussi appelé « cladogram » en anglais) est un arbre
binaire complet enraciné à n feuilles étiquetées de 1 à n qui correspondent aux espèces et
à n − 1 nœuds internes qui correspondent à leurs ancêtres, voir Ford [93]. Les longueurs de
branches ne seront pas prises en compte, si bien que l’on s’intéressera seulement à la topologie
des arbres i.e. à leur forme.
On peut munir les arbres phylogénétiques de deux modèles de probabilité : le modèle de
Yule-Harding ou modèle d’évolution neutre, défini par Yule [195] en 1924 (qui correspond
exactement au modèle de permutations uniformes sur les ABR puisque un arbre phylogéné-
tique a n feuilles peut être vu comme un ABR à n− 1 nœuds, voir Aldous [11]) et le modèle
uniforme (i.e. le modèle de Catalan en informatique).
Quand le nombre d’espèces augmente, il est intéressant de regarder la forme des arbres afin
de mieux comprendre leur structure. Par exemple, une asymétrie dans un arbre peut traduire
une adaptation meilleure d’une ou plusieurs espèces. Nous donnons trois exemples d’indices
sur les arbres phylogénétiques qui rentrent dans le cadre des fonctionnelles globales (voir Shao
et Sokal [179], Heard [104], Kirkpatrick et Slatkin [123], Mooers et Heard [149], Felsenstein
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[82], chapitre 33 pour d’autres exemples d’indice). L’intérêt de ces indices est qu’ils dépendent
seulement de la forme des arbres et en particulier, ils sont invariants par isomorphisme et par
renumérotation des feuilles. Les indices de Colless et cophénétique ne concernent que les arbres
binaires.
• Indice de Sackin (= longueur du chemin extérieur) :
S(t) =
∑
v∈L(t)
d(∅, v),
où L(t) désigne l’ensemble des feuilles de l’arbre t. L’indice de Sackin a été introduit en
1972 par Sackin [175].
Sa convergence a été étudiée par Blum, François et Janson [27] pour les arbres binaires
pour le modèle de Catalan et le modèle de permutations uniformes. L’indice de Sackin
a également été étudié en informatique dans le cadre des arbres binaires de recherche
sous le modèle de permutations uniformes (donc sous le modèle de Yule), voir Régnier
[166], Rösler [172]. Dans ce cas, cet indice est plus connu sous le nom de longueur de
chemin extérieur (« external path length » en anglais) qui correspond au nombre de
comparaisons dans l’algorithme quicksort.
• Indice de Colless :
C(t) =
∑
v∈T
||L(Lv)| − |L(Rv)|| ,
où |L(Lv)| (resp. |L(Rv)|) est le nombre de feuilles du sous-arbre de gauche (resp. de
droite) au dessus du nœud v. L’indice de Colless a quant à lui été introduit un peu
plus tard, en 1982 par Colless [50], paragraphe 2.2, pour mesurer l’asymétrie d’un arbre
binaire.
Sa convergence a été étudiée par Blum, François et Janson [27] pour le modèle de Catalan
et le modèle de permutations uniformes.
• Indice cophénétique :
Co(t) =
∑
u,v∈L(t),u 6=v
d(∅, u ∧ v).
Cet indice a été considéré récemment, en 2013, par Mir, Rosseló et Rotger [146] et
Cardona, Mir et Rosseló [42] qui ont étudié certaines de ses propriétés asymptotiques
sous les deux modèles, telles que son espérance et sa variance asymptotiques.
1.5 Résultats sur les fonctionnelles globales du Chapitre 3
Dans ce paragraphe, nous allons synthétiser les résultats du chapitre 3 qui correspond à
l’article [54] paru dans Electronic Journal of Probability.
Le but de ce travail a été dans un premier temps, de prouver la conjecture posée par Fill et
Janson [88] et donc de s’intéresser à l’étude asymptotique de fonctionnelles additives associées
à des fonction de péage du type bn = nβ pour n ∈ N∗ et β > 0 pour des arbres binaires sous le
modèle de Catalan. Nous avons en fait montrer un résultat plus fort permettant d’atteindre
des fonctionnelles plus générales. La convergence des fonctionnelles associées aux fonctions
de péage du type puissance sera un cas particulier d’application. Nous nous sommes ensuite
intéressés à des résultats similaires mais pour les arbres simplement générés.
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1.5.1 Résultats pour les arbres binaires sous le modèle de Catalan
Contexte
Soit (Tn : n ∈ N∗) une suite d’arbres binaires obtenus comme sous-arbres de l’arbre continu
brownien selon la procédure d’échantillonnage décrite dans la partie 1.3.3. On rappelle que
Tn a même loi qu’un arbre binaire à n nœuds internes sous le modèle de Catalan (i.e qu’un
arbre choisi uniformément dans l’ensemble des arbres binaires complets et ordonnés ayant n
nœuds internes et donc n+ 1 feuilles). En particulier, Tn possède 2n+ 1 nœuds. Pour v ∈ Tn,
on note Tn,v = (Tn)v le sous-arbre de Tn au dessus du nœud v.
Espaces fonctionnels
Soit I un intervalle de R de mesure de Lebesgue strictement positive. On note B(I) l’espace
des fonctions mesurables de I dans R. On note C(I) l’espace des fonctions continues de I dans
R. Pour f ∈ B(I), on note ‖f ‖∞ la norme infinie et par ‖f ‖esssup la norme supremum essentiel
de |f | sur I. Les deux supremum coïncident quand f est continue.
Des mesures aléatoires
Pour n ∈ N∗, on définit la mesure aléatoire pondérée An sur [0, 1] définie pour tout
f ∈ B([0, 1]) par :
An(f) = |Tn|−3/2
∑
v∈Tn
|Tn,v|f
(
|Tn,v|
|Tn|
)
.
Pour h ∈ C+([0, 1]), on définit la longueur de l’excursion de h au dessus du niveau r ∈ R+
et passant par s ∈ [0, 1] par :
σr,s(h) =
∫ 1
0
dt1{mh(s,t)≥r},
où pour s, t ∈ [0, 1], mh(s, t) = infu∈[s∧t,s∨t] h(u), voir figure 1.6.
Figure 1.6 – Longueur d’une sous-excursion de e au dessus du niveau r et enjambant s.
Pour h ∈ C+([0, 1]), on considère aussi la mesure Φh sur [0, 1] définie par :
Φh(f) =
∫ 1
0
ds
∫ h(s)
0
dr f(σr,s(h)), f ∈ B([0, 1]).
On munit l’espace des mesures finies positives sur [0, 1] de la topologie de la convergence
étroite.
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Une convergence presque sûre et ses fluctuations
On obtient la convergence presque sûre pour toutes les fonctions continues sur [0, 1] qui
explosent de manière contrôlée en 0 :
Théorème A. On a presque sûrement, pour tout f ∈ B([0, 1]), continue sur (0, 1] et telle
qu’il existe a ∈ [0, 1/2) tel que limx→0+ xaf(x) = 0 :
An(f) −→
n→∞
√
2αΦe(f).
Remarque. La fonctionnelle de forme ne peut être atteinte par nos résultats : en effet, la
fonction f définie par f(x) = log(x)/x ne satisfait pas les hypothèses du théorème A.
La preuve repose sur l’approximation de l’arbre brownien réel T par un sous-arbre binaire
T[n], voir la construction rappelée dans la partie 1.3.3, puis sur l’approximation dans l’arbre
marqué associé T̃n, des longueurs de branche (hn,v : v ∈ Tn) par leur valeur moyenne que l’on
déduit de (1.3). La mesure aléatoire An est ainsi approchée par plusieurs mesures aléatoires
et chacune des approximations successives est contrôlée en norme L2.
On obtient également les fluctuations associées à cette convergence presque sûre :
Théorème B. Soit f ∈ C([0, 1]) une fonction localement lipschitzienne continue sur (0, 1]
telle qu’il existe a ∈ (0, 1) tel que ‖xaf ′ ‖esssup soit finie. On a la convergence en loi suivante :(
|Tn|1/4(An −
√
2αΦe)(f), An
) (d)−−−→
n→∞
(
(2α)1/4
√
Φe(xf2) G,
√
2α Φe
)
,
où G est une variable aléatoire de loi normale centrée, réduite indépendante de l’excursion
brownienne e.
On constate dans la preuve que les fluctuations proviennent de l’estimation des longueurs
de branche (hn,v : v ∈ Tn) par leur moyenne dans l’arbre marqué T̃n et non pas de l’approxi-
mation de l’arbre continu brownien T par le sous-arbre T[n].
Application aux fonctions de coût du type puissance
Dans toute cette partie, on considère le cas α = 2 de sorte que e est l’excursion brownienne
normalisée Bex.
On applique les théorèmes A et B à la fonction f définie par f(x) = xβ−1, pour tout
x ∈ [0, 1], avec β > 0. On pose Zβ := ΦBex(xβ−1) et on définit une suite de variables aléatoires
(Z
(n)
β : n ∈ N
∗) par :
Z
(n)
β := An(x
β−1) = |Tn|−(β+
1
2
)
∑
v∈Tn
|Tn,v|β, ∀n ∈ N∗,
D’après les hypothèses du théorème A, on obtient directement la convergence presque sûre
pour tout β > 12 . Pour 0 < β ≤
1
2 , un argument de convergence monotone en β est nécessaire.
Nous obtenons finalement la convergence presque sûre suivante :
Proposition C. On a presque sûrement pour tout β > 0 :
lim
n→+∞
Z
(n)
β = 2Zβ.
On montre également que pour β > 1,
2Zβ = β
∫ 1
0
[
tβ−1 + (1− t)β−1
]
Bex(t)dt
− β(β − 1)
∫
0<s<t<1
(t− s)β−2 [Bex(s) +Bex(t)− 2mBex(s, t)] dsdt, (1.6)
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et que 2Z1 = 2
∫ 1
0 Bex(s)ds. Ces formules correspondent également à celles données par Fill
et Janson [88]. Elle se simplifient dans le cas où β > 1 à :
2Zβ = β(β − 1)
∫
[0,1]2
|t− s|β−2mBex(s, t)dsdt.
Fill et Janson [88] conjecturent que l’égalité (1.6) est également vraie pour tout 1/2 < β < 1.
Pour β > 1/2, Fill et Kapur [89] ont montré que Z(n)β converge en loi vers 2Zβ et ont obtenu
tous les moments de Zβ pour β > 1/2, voir proposition 3.5. Pour 0 < β ≤ 1/2, ils obtiennent
également une convergence en loi mais avec une autre normalisation, voir propositions 3.5 et
3.9.
On montre également que Zβ et son moment d’ordre 1 sont presque sûrement finis si
β > 1/2. Dans ce cas, on obtient l’expression du moment d’ordre 1, retrouvant ainsi l’expres-
sion donnée par Fill et Kapur [89]. Si 0 < β ≤ 1/2 alors Zβ est presque sûrement infinie. On
met ainsi en évidence une transition de phase en β = 1/2.
La proposition C permet en particulier de retrouver, pour β = 1 et β = 2, les convergences
classiques, voir par exemple Aldous [9] et Janson [113] :
|Tn|−
3
2
∑
v∈Tn
|Tn,v|
p.s.−−−−−→
n→+∞
2
∫ 1
0
Bex(s)ds
et
|Tn|−
5
2
∑
v∈Tn
|Tn,v|2
p.s.−−−−−→
n→+∞
4
∫
0≤s≤t≤1
mBex(s, t)dsdt.
Nous terminons par les fluctuations associées à ce principe d’invariance :
Proposition D. Pour tout β ≥ 1, on a la convergence en loi suivante :(
|Tn|1/4(Z(n)β − 2Zβ), Z
(n)
β
)
(d)−−−−−→
n→+∞
(√
2Z2βG, 2Zβ
)
,
où G est une variable aléatoire de loi normale centrée, réduite indépendante de l’excursion
brownienne e.
1.5.2 Résultats pour les arbres simplement générés
Que se passe-t-il maintenant si l’arbre binaire à n nœuds internes sous le modèle de Catalan
Tn est remplacé par un arbre simplement généré τ (p) à p nœuds ?
Contexte
Soit τ (p) un arbre simplement généré à p nœuds de fonction poids p. On suppose que p est
une probabilité critique sur N, avec 0 < p(0) ≤ p(1) + p(0) < 1 et qui appartient au domaine
d’attraction d’une loi stable symétrique d’exposant de Laplace ψ(λ) = κλγ avec γ ∈ (1, 2] et
κ > 0, et de suite normalisée (ap, p ∈ N∗). Pour v ∈ τ (p), on note τ (p)v le sous-arbre de τ (p) au
dessus du nœud v.
Convergence d’une mesure aléatoire
De manière similaire à la mesure aléatoire pondérée An, on définit la mesure aléatoire finie
non normalisée, pour tout f ∈ B([0, 1]) par :
Aτ (p)(f) =
∑
v∈τ (p)
|τ (p)v |f
(
|τ (p)v |
|τ (p)|
)
=
∑
v∈τ (p)
|τ (p)v |f
(
|τ (p)v |
p
)
·
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On rappelle que H est le processus hauteur associé à l’arbre de Lévy continu, voir para-
graphe 1.2.3. On obtient la convergence en loi de la mesure Aτ (p) correctement normalisée.
Théorème E. Soit p une loi de probabilité critique sur N, avec 0 < p(0) ≤ p(1) + p(0) <
1, qui appartient au domaine d’attraction d’une loi stable symétrique d’exposant de Laplace
ψ(λ) = κλγ avec γ ∈ (1, 2] et κ > 0, et de suite normalisée (ap, p ∈ N∗). Soit τ un arbre
de Galton-Watson de loi de distribution p, et τ (p) de même loi que τ conditionnellement à
{|τ | = p}. On a la convergence en loi suivante :
ap
p2
Aτ (p)
(d)−−−−→
p→+∞
ΦH ,
où on a muni l’espace des mesures positives de la topologie de la convergence étroite et où la
convergence a lieu le long de toutes sous-suites infinies de p telles que P(|τ | = p) > 0.
En particulier, on a la convergence en loi suivante : pour tout f ∈ C([0, 1]),
ap
p2
∑
v∈τ (p)
|τ (p)v | f
(
|τ (p)v |
p
)
(d)−−−−→
p→+∞
ΦH(f).
La preuve repose sur la convergence globale des arbres de Galton-Watson renormalisés
vers des arbres de Lévy en utilisant la convergence du processus de contour, voir la partie
1.2.3 concernant les travaux de Le Gall et Le Jan [136], Duquesne et Le Gall [70] et Duquesne
[69].
Remarque. Si p a une variance σ2 finie alors on peut choisir ap =
√
p et H égale à (2/σ)Bex.
Exemples d’applications :
Comme pour les arbres binaires sous le modèle de Catalan, on peut appliquer le théorème
E à la fonction f définie par f(x) = xβ−1 pour x ∈ [0, 1] et β ≥ 1.
Sous les conditions du théorème E, il existe une suite (ap, p ∈ N∗ tel que P(|τ | = p) > 0)
telle que l’on a la convergence en loi suivante :
ap
pβ+1
∑
v∈τ
|τ (p)v |β
(d)−−−−→
p→+∞
ZHβ = ΦH(x
β−1), pour tout β ≥ 1. (1.7)
Maintenant, si p a une variance σ2 finie alors on peut choisir ap =
√
p et H égale à
(2/σ)Bex. En particulier, en utilisant le fait que ΦcBex = cΦBex où Bex est l’excursion brow-
nienne normalisée, on obtient les convergences pour les modèles suivants (voir tableau 1.1
pour les différents choix de σ2) et pour tout β ≥ 1 :
• Arbres de Cayley à p nœuds :
1
pβ+
1
2
∑
v∈t
|τ (p)v |β
(d)−−−−→
p→+∞
2 ΦBex(x
β−1).
• Arbres de Catalan à p nœuds :
1
pβ+
1
2
∑
v∈t
|τ (p)v |β
(d)−−−−→
p→+∞
√
2 ΦBex(x
β−1).
On retrouve également la convergence des fonctionnelles associées aux fonctions péages de type
puissance pour les arbres binaires sous le modèle de Catalan (la convergence est ici plus faible
puisqu’elle est établie pour tout β ≥ 1 tandis qu’elle l’était pour tout β > 0 précédemment).
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1.5.3 Extensions possibles
Transition de phase pour les arbres simplement générés
Dans le cas des arbres binaires sous le modèle de Catalan, nous observons une transition
de phase en β = 1/2 pour les fonctionnelles additives liées à des fonctions péages monômes
bn = n
β avec β > 0. Quand β > 1/2, la fonctionnelle normalisée converge presque sûrement
vers une limite Zβ finie tandis que quand 0 < β ≤ 1/2, cette limite est infinie. Ainsi pour
0 < β ≤ 1/2 la convergence n’est plus pertinente, voir Fill et Kapur [89], partie 3.4 pour la
normalisation adaptée.
On aimerait montrer une transition de phase similaire pour les fonctionnelles additives pour
des fonctions péages monômes bn = nβ avec β > 0 liées à des arbres simplement générés
On conjecture que sous les conditions du théorème E, la transition de phase est en β = 1/γ.
En effet, on a montré la convergence en loi de ces fonctionnelles additives pour tout β ≥ 1,
vers une limite notée ZHβ , voir (1.7). De plus, on montre que presque sûrement pour tout
0 < β ≤ 1/γ, ZHβ est infinie tandis que presque sûrement, pour tout β > 1/γ, ZHβ est finie,
voir le lemme 3.17 du chapitre 3. Ainsi, pour prouver la transition de phase, il faudrait montrer
que la convergence des fonctionnelles additives a également lieu pour 1/γ < β < 1.
Fonctionnelles de coût dites asymétriques
Soit Tn un arbre binaire ayant n nœud internes. On aimerait s’intéresser à des fonction-
nelles dites asymétriques dont la fonction péage dépendrait non plus seulement du cardinal
de l’arbre entier mais du cardinal de ses sous-arbres de gauche et de droite.
Un exemple de telles fonctionnelles est donné par l’indice de déséquilibre (« imbalance para-
meter » en anglais) qui compte le nombre de nœuds qui ont leurs sous-arbres de gauche et de
droite de même taille, voir Devroye [60] :∑
v∈Tn
1{|Ln,v |=|Rn,v |},
où Ln,v est le sous-arbre de gauche de Tn au dessus du nœud v et Rn,v est le sous-arbre de
droite de Tn au dessus du nœud v.
Il serait donc naturel de s’intéresser à des fonctionnelles qui mesurent l’asymétrie des
arbres. Pour n ∈ N∗, on peut ainsi définir la mesure aléatoire pondérée Bn sur [0, 1] définie
pour tout f ∈ B([0, 1]2) par :
Bn(f) = |Tn|−2
∑
v∈Tn
|Ln,v| |Rn,v| f
(
|Ln,v|
|Tn|
,
|Rn,v|
|Tn|
)
,
On conjecture la convergence de cette mesure aléatoire pour les arbres binaires sous le modèle
de Catalan.
CHAPITRE 2
FONCTIONNELLES DE GRAPHES ALÉATOIRES
ÉCHANTILLONNÉS À PARTIR D’UN GRAPHON
2.1 Graphes
Notations préliminaires Dans tout ce chapitre, F etG désignent des graphes finis simples.
Pour n ∈ N∗, on note [n] := {1, . . . , n}. On note |B| le cardinal de l’ensemble B. On désigne
par N (m,σ2) une loi normale de moyenne m et de variance σ2.
2.1.1 Notions sur les graphes
Un graphe simple (non orienté) G est un couple (V (G), E(G)) formé d’un ensemble V (G)
de v(G) sommets et d’un sous-ensemble E(G) d’arêtes choisies dans la collection des
(
v(G)
2
)
paires non ordonnées de sommets. On note e(G) le nombre d’arêtes du graphe G. Rappelons
qu’un graphe simple est un graphe sans boucles (un sommet n’est jamais relié à lui même) et
sans arêtes multiples (deux sommets sont reliés par au plus une arête). Un graphe est fini si
son nombre de sommets (et donc d’arêtes) est fini. Dans ce cas, en numérotant les sommets
de 1 à v(G), on pourra identifier V (G) à [v(G)]. On considérera dans la suite des graphes finis
simples (et non orientés). On note F l’ensemble des graphes finis simples (et non orientés).
Un graphe fini simple G peut être caractérisé par son ensemble de sommets V (G) = [v(G)]
et sa matrice d’adjacence A de dimension v(G)× v(G) définie par :
A(i, j) =
{
1 si {i, j} ∈ E(G)
0 sinon.
Ainsi, A est une matrice symétrique binaire avec des zéros sur la diagonale. On peut également
associer à une matrice d’adjacence d’un graphe G son image pixelisée (« pixel picture » en
anglais) : il s’agit du carré unité que l’on subdivise en petits carrés de longueur 1/v(G) ; les 0
sont remplacés par des carrés blancs et les 1 sont remplacés par des carrés noirs.
Nous verrons que l’image pixelisée peut donner une intuition de la convergence d’une suite
de grands graphes aléatoires, voir partie 2.1.3.
Le nombre maximal d’arêtes dans un graphe simple G à v(G) sommets est
(
v(G)
2
)
. La
densité ρ d’arêtes du graphe G est la fraction de ces arêtes qui sont réellement présentes :
ρ =
e(G)(
v(G)
2
) = 2e(G)
v(G)(v(G)− 1)
.
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1 2
34
5

0 1 0 0 1
1 0 0 0 1
0 0 0 1 1
0 0 1 0 1
1 1 1 1 0

Figure 2.1 – Un graphe à 5 sommets, sa matrice d’adjacence et son image pixelisée.
On dira qu’une suite de graphes simples finis (Gn : n ∈ N∗) est dense (resp. creuse) si la suite
de densités de ces graphes tend vers une constante strictement positive (resp. vers 0) quand
n tend vers l’infini.
2.1.2 Graphes aléatoires
Nous allons maintenant considérer des graphes aléatoires. Les modèles de graphes aléa-
toires les plus simples sont ceux d’Erdős et Rényi, introduits en 1959 − 1960. Rappelons
qu’un graphe d’Erdős-Rényi Gn(p) à n sommets et de paramètre p avec 0 < p < 1, est un
graphe aléatoire ayant pour ensemble des sommets [n] = {1, . . . , n} et dont les arêtes existent
de manière indépendante avec probabilité p. A partir des années 2000, d’autres modèles de
graphes, plus complexes, ont été développés afin d’obtenir des graphes ayant des propriétés
plus proches des réseaux réels. Parmi ces modèles figurent, par exemple, le modèle de configu-
ration (modèle de graphes aléatoires où les degrés des sommets sont fixés) ou encore le modèle
d’attachement préférentiel (modèle de graphes aléatoires dynamique, construits de manière
récursive), voir Durrett [72] et van der Hofstad [187] pour de récents ouvrages de références.
2.1.3 Heuristique de la convergence d’une suite de graphes aléatoires
Dans cette partie, nous allons voir de manière informelle, quelle peut être la limite d’une
suite de graphes au travers de deux exemples. Les exemples que nous développerons sont tirés
de Borgs, Chayes, Lovász, Sós et Vesztergombi [37]. On considère une suite de graphes finis
simples denses (Gn : n ∈ N∗). Quelle peut-être la limite de cette suite ?
Commençons par le modèle d’Erdős-Rényi. Soit (Gn(1/2) : n ∈ N∗) une suite de graphes
oùGn(1/2) est un graphe d’Erdős-Rényi de paramètre 1/2 à n sommets. Si l’on regarde la suite
d’images pixelisées associées aux matrices d’adjacences, on peut remarquer une convergence
« graphique » de cette suite d’images vers le carré unité uniformément gris, comme l’illustre
l’image 2.2 ci-dessous. L’origine est placée dans le coin en haut à gauche afin d’être en accord
avec la convention de numérotation des éléments matriciels.
(a) n = 10 (b) n = 100 (c) n = 1000 (d) W = 1
2
Figure 2.2 – Graphes d’Erdős-Rényi de paramètre p = 12 et leur limite.
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Ainsi, on peut conjecturer que la suite de graphes (Gn(1/2) : n ∈ N∗) « converge », en
un sens que nous définirons dans la suite, vers le graphe infini dont la matrice d’adjacence
correspond à la fonction constante égale à 1/2 sur [0, 1]2.
Intéressons nous à un deuxième exemple. Considérons le modèle de graphes aléatoires
d’attachement uniforme croissant que l’on notera (GUAn : n ∈ N∗). Le graphe GUAn ayant
pour ensemble de sommets [n] se construit de manière itérative. On commence par un seul
sommet. À chaque étape un nouveau sommet est crée et chaque paire de sommets non encore
connectés à l’étape précédente est reliée avec probabilité 1/k où k est le nombre de sommets à
l’étape actuelle (voir figure 2.3). On remarque encore une fois une convergence graphique des
images pixelisées quand le nombre de sommets augmente, vers la fonction de deux variables
W définie par W (x, y) = 1−max(x, y) pour tout x, y ∈ [0, 1].
(a) n = 10 (b) n = 100 (c) n = 1000 (d) W (x, y) = 1−max(x, y)
Figure 2.3 – Graphes aléatoires d’attachement uniforme croissant et leur limite
2.2 Des graphes aux graphons
2.2.1 Densités d’homomorphismes
Nous allons définir la notion d’homomorphismes qui permettra de donner une caractéri-
sation de la convergence d’une suite de graphes denses. De nombreux paramètres de graphes
peuvent s’exprimer à partir du nombre d’homomorphismes, voir Freedman, Lovasz et Schrij-
ver [95] pour des exemples d’applications.
Soient F,G ∈ F deux graphes simples tels que p = v(F ) et n = v(G). Dans la suite, il
faut voir F comme un petit graphe et G comme un grand graphe. Un homomorphisme ϕ de
F dans G est une application de V (F ) = [p] dans V (G) = [n] qui préserve l’adjacence des
arêtes. Autrement dit, c’est une application de V (F ) dans V (G) telle que si {i, j} ∈ E(F )
alors {ϕ(i), ϕ(j)} ∈ E(G). On note Hom(F,G) l’ensemble des homomorphismes de F dans G.
Par exemple, si F est un triangle alors |Hom(F,G)| est le nombre de triangles dans G multiplié
par 6 (permutations des sommets). On peut ainsi définir la densité d’homomorphismes de F
dans G comme la quantité normalisée :
t(F,G) =
|Hom(F,G)|
np
,
qui est la probabilité qu’une application de V (F ) dans V (G) choisie au hasard soit un homo-
morphisme.
De manière similaire, on note Inj(F,G) l’ensemble de homomorphismes injectifs et on lui
associe sa densité :
tinj(F,G) =
|Inj(F,G)|
Apn
,
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où pour tout n ≥ k ≥ 1, Akn = n!/(n − k)!. Les notations utilisées suivent celles de Borgs,
Chayes, Lovász, Sós et Vesztergombi [40] (dans Bollobás et Riordan [32], tinj est notée t).
Enfin, on définit l’ensemble des homomorphismes induits de F dans G, noté Ind(F,G).
Rappelons qu’un homomorphisme induit de F dans G est un homomorphisme injectif qui pré-
serve également les relations de non-adjacence entre les arêtes. Autrement dit, c’est une appli-
cation injective ϕ de V (F ) dans V (G) telle que {i, j} ∈ E(F ) si et seulement si {ϕ(i), ϕ(j)} ∈
E(G). On définit la densité d’homomorphismes induits par :
tind(F,G) =
|Ind(F,G)|
Apn
·
Il est facile de voir que les différentes notions d’homomorphismes sont reliées, voir par
exemple Lovász et Szegedy [139], paragraphe 2.4. Pour F,G ∈ F deux graphes finis simples,
on a :
|tinj(F,G)− t(F,G)| ≤
1
n
(
p
2
)
, (2.1)
ainsi que
tinj(F,G) =
∑
F ′≥F
tind(F
′, G) et tind(F,G) =
∑
F ′≥F
(−1)e(F ′)−e(F )tinj(F ′, G), (2.2)
où F ′ ≥ F signifie que V (F ) = V (F ′) et E(F ) ⊂ E(F ′), i.e. F ′ parcourt l’ensemble des
graphes simples obtenus à partir de F en ajoutant des arêtes.
Comptes de sous-graphes De nombreux auteurs étudient les comptes de sous-graphes
plutôt que les densités d’homomorphismes. Deux graphes F1 et F2 sont isomorphes (ou F2
est une copie de F1) s’il existe un homomorphisme induit bijectif ϕ de V (F1) dans V (F2).
L’application ϕ est aussi appelée un isomorphisme. Pour deux graphes F et G, on définit le
nombre de copies de F dans G, i.e. le nombre de sous-graphes de G qui sont isomorphiques à
F :
χF (G) =
∣∣{F ′ ⊂ G : F ′ est une copie de F}∣∣ , (2.3)
où F ′ ⊂ G signifie que V (F ) ⊂ V (G) et E(F ) ⊂ E(G). Un automorphisme d’un graphe F est
un isomorphisme de graphe de F dans lui-même. On note |Aut(F )| = χF (F ) son cardinal.
On note Kn le graphe complet à n sommets. On a les relations suivantes entre les comptes
de sous-graphes, les nombres d’homomorphismes injectifs et les densités d’homomorphismes,
voir Bollobás et Riordan [32], Section 2.1 : soient F,G ∈ F deux graphes simples ayant p et
n sommets respectivement et tels que n ≥ p ≥ 1. On a les égalités suivantes :
χF (Kn) =
Apn
|Aut(F )|
et χF (G) =
Apn
|Aut(F )|
tinj(F,G).
2.2.2 Graphons
Dans cette partie, nous allons introduire la notation de graphons défini par Lovász et
Szegedy [139] en 2006 qui apparaîtra dans la suite, comme l’objet limite adapté pour décrire
les limites de suites de graphes denses. Nous étendrons également les définitions d’homomor-
phismes de graphes aux graphons.
On appelle graphon toute fonction W mesurable symétrique de [0, 1]2 dans [0, 1]. On note
W l’espace des graphons.
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Construction d’un graphon à partir d’un graphe : Pour tout graphe simple G à n
nœuds, il existe une manière naturelle de construire un graphon WG associé au graphe G,
voir Borgs, Chayes, Lovász, Sós et Vesztergombi [40], paragraphe 3.1. Pour ce faire, on divise
l’intervalle [0, 1] en n intervalles (Ji : 1 ≤ i ≤ n) de longueur 1/n où pour tout i ∈ {1, . . . , n},
Ji =
[
i−1
n ,
i
n
)
et pour tout x ∈ Ji, y ∈ Jj , on définit WG par :
WG(x, y) =
{
1 si {i, j} ∈ E(G)
0 sinon.
Ainsi, le graphe de WG est l’image pixelisée du graphe G. La fonction WG est aussi appelée
graphon empirique (« empirical graphon » en anglais).
Densités d’homomorphismes associées aux graphons : La correspondance entre les
graphes simples et les graphons suggère qu’il est possible d’étendre de manière naturelle les
densités d’homomorphismes de graphes aux graphons, voir Borgs, Chayes et Lovász [36]. Pour
tout graphe simple F et pour tout graphon W ∈ W, on définit
t(F,W ) = tinj(F,W ) =
∫
[0,1]V (F )
∏
{i,j}∈E(F )
W (xi, xj)
∏
k∈V (F )
dxk (2.4)
et
tind(F,W ) =
∫
[0,1]V (F )
∏
{i,j}∈E(F )
W (xi, xj)
∏
{i,j}/∈E(F )
(1−W (xi, xj))
∏
k∈V (F )
dxk. (2.5)
Ces formules peuvent être interprétées comme le « nombre » normalisé d’homomorphismes in-
jectifs (resp. homomorphismes induits) de F dans un graphe ayant pour ensemble de sommets
[0, 1] et de poids entre les arêtes donnés par W .
Pour tout graphe simple F ∈ F et tout graphe simple G, on a :
t(F,G) = t(F,WG)·
Les densités d’homomorphismes injectifs tinj coïncident dans le cadre des graphons avec
les densités d’homomorphismes t puisque l’on a tinj(F,W ) = t(F,W ), pour tout W ∈ W et
F ∈ F . En effet, intuitivement, les tirages de sommets avec ou sans remise coïncident quand
le nombre de sommets est infini.
Pour terminer cette partie, nous introduisons la fonction de degré normalisée D d’un
graphon W qui interviendra dans nos résultats du chapitre 4. Elle est définie pour tout x ∈
[0, 1] par :
D(x) =
∫ 1
0
W (x, y)dy.
En notantK2 le sous-graphe complet à deux sommets (autrement dit, une arête), on remarque
que l’on a :
tinj(K2,W ) =
∫ 1
0
D(x) dx.
2.2.3 Convergence d’une suite de graphes denses
Dans cette section, nous avons choisi d’introduire deux notions de convergence de suite de
graphes denses : la convergence associée aux densités d’homomorphismes (celle qui sera l’objet
de notre étude) et la convergence métrique pour la distance de coupe. D’autres convergences
équivalentes aux deux précédentes ont également été établies, voir Borgs, Chayes et Gamarnik
[34] et Borgs, Chayes, Lovász, Sós et Vesztergombi [41].
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Notons également que la théorie de limites de graphes est aussi intimement reliée à la
théorie des tableaux partiellement échangeables de variables aléatoires étudiée par Aldous
[12] et Hoover [110]. Le lecteur pourra se référer à Diaconis et Janson [61] et Lovász [138],
section 11.3.3 pour plus de détails.
Densités d’homomorphismes et convergence
Dans ce paragraphe, nous allons définir la première notion de convergence de suites de
graphes denses introduite par Lovász et Szegedy [139] en 2006. Elle fait intervenir les densités
d’homomorphismes définies dans la section 2.2.1. Cette convergence est également appelée
convergence à gauche, voir Lovász [138], chapitre 11.
Lovász et Szegedy [139] ont énoncé la définition suivante :
Définition. Une suite de graphes finis simples (Gn : n ∈ N∗) est dite convergente si la suite
(tinj(F,Gn) : n ∈ N∗) admet une limite pour tout F ∈ F .
Par les formules qui relient t, tinj et tind, c’est équivalent à demander que la suite (t(F,Gn) :
n ∈ N∗) converge pour tout F ∈ F ou que la suite (tind(F,Gn) : n ∈ N∗) converge pour tout
F ∈ F .
Le résultat principal de Lovász et Szegedy [139] est le suivant :
Theorem (Lovász et Szegedy (2006)). Pour toute suite de graphes convergente (Gn : n ∈ N∗),
il existe un graphon W ∈ W tel que
lim
n→+∞
t(F,Gn) = t(F,W ), ∀F ∈ F . (2.6)
La preuve originale de Lovász et Szegedy de ce théorème utilise le lemme de régularité
de Szemerédi [182] et le théorème de convergence des martingale. Deux autres preuves ont
également été établies par Elek et Szegedy [73] en utilisant la théorie des ultra produits et
ultra limites et par Diaconis et Janson [61] grâce à la théorie des variables échangeables.
Borgs, Chayes et Lovász [36] on montré l’unicité de la limite W à une bijection préservant
la mesure près. Autrement dit, pour toute autre fonction limite W ′ ∈ W, il existe une appli-
cation bijective ϕ : [0, 1] → [0, 1] telle que ϕ et son inverse préservent la mesure et telle que
W (x, y) = W ′(ϕ(x), ϕ(y)) pour presque tout x, y ∈ [0, 1].
On dira qu’une suite de graphes (Gn : n ∈ N∗) converge vers un graphon W ∈ W si (2.6)
a lieu.
Lovász et Szegedy ont également établi la réciproque du théorème précédent :
Proposition (Lovász et Szegedy (2006)). Pour tout graphon W ∈ W, il existe une suite de
graphes (Gn : n ∈ N∗) telle que
lim
n→+∞
t(F,Gn) = t(F,W ), ∀F ∈ F .
Nous verrons dans la sous-section 2.3 un exemple de construction d’une telle suite de
graphes (Gn : n ∈ N∗).
Distance de coupe et convergence
La deuxième notion de convergence proposée par Borgs, Chayes, Lovász, Sós et Vesz-
tergombi [38, 40] est une convergence métrique définie à partir de la distance de coupe. La
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distance de coupe est basée sur une norme de coupe notée ‖.‖ introduite par Frieze et Kan-
nan [96] en 1999. Pour A une matrice réelle carrée de taille n× n avec n ∈ N∗, on définit sa
norme de coupe par :
‖A‖ =
1
n2
max
S,T⊆[n]
∣∣∣∣∣∣
∑
i∈S,j∈T
A(i, j)
∣∣∣∣∣∣ .
Il est naturel d’étendre cette norme aux fonctions mesurables symétriques et bornées de [0, 1]2
dans R. On définit la norme de coupe notée ‖.‖, pour toute fonction mesurable symétrique
et bornée U de [0, 1]2 dans [0, 1] par :
‖U‖ = sup
S,T⊆[0,1]
∣∣∣∣∫
S×T
U(x, y)dx dy
∣∣∣∣ ,
où le supremum est pris sur l’ensemble des sous-ensembles mesurables S et T de [0, 1].
La distance de coupe sur l’espace des graphons, notée δ, est définie pour tous graphons
W1,W2 ∈ W par :
δ(W1,W2) = inf
φ:[0,1]→[0,1]
‖W1 −W φ2 ‖,
où l’infimum est pris sur toutes les fonctions bijectives φ : [0, 1] → [0, 1] telle que φ et son
inverse préservent la mesure et où W φ2 est défini par W
φ
2 (x, y) = W (φ(x), φ(y)), pour tout
x, y ∈ [0, 1]. La distance δ est en fait une pseudo-distance. En effet, deux graphons différents
peuvent être à distance nulle pour la distance de coupe. En identifiant tous les noyaux dont
la distance de coupe est nulle, on obtient l’espace quotient noté W̃ qui est l’ensemble des
graphons non étiquetés.
Nous énonçons maintenant le théorème établi par Borgs, Chayes, Lovász, Sós et Veszter-
gombi [38] en 2006 qui donne l’équivalence entre la convergence métrique et la convergence au
sens des densités d’homomorphismes, justifiant ainsi l’introduction de la distance de coupe :
une suite de graphes simples finis (Gn : n ∈ N∗) est convergente si et seulement si elle est de
Cauchy pour la distance de coupe δ. De plus, la suite de graphes simples finis (Gn : n ∈ N∗)
converge vers W ∈ W si et seulement si limn→+∞ δ(WGn ,W ) = 0.
Nous terminons ce paragraphe sur une propriété de l’espace W̃ muni de la distance de
coupe. L’espace (W̃, δ) est compact, voir Lovász et Szegedy [139] ou Lovász [138], partie 9.3.
En particulier, (W̃, δ) est un espace métrique complet. En combinant ce fait et le résultat
précédent sur l’équivalence des convergences, on en déduit que l’espace des graphons est
l’espace complété des graphes finis avec la distance de coupe.
2.3 Échantillonnage de graphes aléatoires à partir d’un gra-
phon
Soit W ∈ W. On définit un modèle de graphes aléatoires générés à partir du graphon W .
On génère un graphe aléatoire Gn(W ) à n sommets avec n ∈ N∗ à partir de W de la manière
suivante : on échantillonne une suite de variables aléatoires X = (Xi : i ∈ N∗) indépendantes
de loi uniforme sur [0, 1] puis, étant donnée cette suite, on met une arête entre les sommets i
et j avec i, j ∈ [n] avec probabilitéW (Xi, Xj). Pour une suite donnée X, on répète l’opération
de manière indépendante pour chacune des paires (i, j) ∈ [n]2 avec i < j. Le processus ainsi
décrit repose donc sur deux niveaux d’aléa.
Remarquons que les graphes aléatoires Gn(W ) sont une généralisation des graphes aléa-
toires d’Erdős-Rényi Gn(p) obtenus en prenant le graphon constant égale à p avec 0 < p < 1.
Il a été prouvé par Lovász et Szegedy [139] en 2006, que la suite de graphes aléatoires
(Gn(W ) : n ∈ N∗) converge presque sûrement vers le graphon choisi W . Autrement dit :
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Proposition (Lovász et Szegedy (2006)). Pour tout graphe simple F ∈ F , on a presque
sûrement :
lim
n→+∞
tinj(F,Gn(W )) = t(F,W ). (2.7)
La preuve repose sur l’égalité E [tinj(F,Gn(W ))] = t(F,W ), un lemme de concentration
sur les graphons (conséquence directe de l’inégalité d’Azuma) et le lemme de Borel-Cantelli,
voir Lovász [138], partie 11.4.1.
Dans le cas d’Erdős-Rényi, i.e. quand le graphonW est constant, on retrouve la conjecture
graphique énoncée dans la sous-section 2.1.3 : la suite de graphes d’Erdős-Rényi de paramètre
1/2 (resp. p avec 0 < p < 1) converge vers le graphon constant W ≡ 1/2 (resp. W ≡ p).
Nous allons maintenant nous intéresser aux fluctuations associées à ce principe d’inva-
riance. Nous étudierons dans le chapitre 4, le cas où W est non constant, mais historiquement
les fluctuations ont d’abord été montrées dans le cas où W est constant (autrement dit, pour
le modèle d’Erdős-Rényi). C’est ce dernier cas que nous allons commencer par développer.
Cas particulier du graphon constant
Au tournant des années 80 et 90, Nowicki [159] et Janson et Nowicki [118] ont été les
premiers à montrer que la vitesse de convergence associée à la convergence presque sûre est
d’ordre n. Leurs preuves s’appuyaient sur la théorie des U-statistiques.
Proposition (Nowicki (1989), Janson et Nowicki (1991)). Pour tout F ∈ F ayant e arêtes,
on a la convergence en loi suivante :
n (tinj(F,Gn(p))− pe)
(d)−−−−−→
n→+∞
N
(
0, 2e2p2e−1(1− p)
)
.
Janson et Nowicki ont aussi obtenu la convergence des densités d’homomorphismes induits
ainsi que la normalité asymptotique de vecteurs de comptes de sous-graphes et de comptes
de sous-graphes induits. Dans le cas particulier de la loi jointe des comptes des arêtes, tri-
angles et des graphes étoiles à 2 feuilles (« two-stars » en anglais), Reinert et Röllin [167],
proposition 2, ont obtenu des bornes sur l’approximation. Par des méthodes de calculs de
Malliavin, Krokowski et Thäle [132] ont généralisé le résultat de Reinert et Röllin (dans un
espace de probabilité différent) et ont obtenu la vitesse de convergence associée au théorème
central limite multidimensionnel de Jason et Nowicki [118]. Féray, Méliot et Nikeghbali [83] se
sont également intéressés aux densités d’homomorphismes en lien avec la convergence « mod-
gaussian ».
Chatterjee et Varadhan [46] ont quant à eux, développé une théorie de grandes déviations
pour les graphes d’Erdős-Rényi en lien avec les graphons, voir aussi Chatterjee [44].
L’étude asymptotique des comptes normalisés de sous-graphes a également été faite dans
le cas où le paramètre p des graphes d’Erdős-Rényi dépend de n. Grâce à la méthode des
moments, Ruciński [174] a déterminé toutes les valeurs de p telles que les comptes normalisés
de sous-graphes convergent en loi vers une loi normale. Nowicki et Wierman [161] ont appliqué
la théorie des U-statistiques pour obtenir des résultats similaires mais dans un cadre plus
faible. En utilisant la méthode de Stein, Barbour, Karoński et Ruciński [18] ont complété
ces résultats en donnant des bornes sur l’erreur dans le théorème central limite. Dans le cas
particulier du nombre de triangles, Gilmer et Kopparty [100] ont prouvé un théorème central
limite local.
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Cas où W n’est pas constant
Dans le cas où W est non constant, Féray, Méliot et Nikeghbali [84], théorème 21, ont
établi fin 2017, alors que nous travaillions déjà sur ce sujet, que la vitesse de convergence
associée au principe d’invariance est d’ordre
√
n.
Proposition (Féray, Méliot et Nikeghbali (2017)). Pour tout F ∈ F , on a la convergence en
loi suivante : √
n (tinj(F,Gn)− t(F,W ))
(d)−−−−−→
n→+∞
N
(
0, σ(F )2
)
,
où
σ(F )2 =
∑
q,q′∈V (F )
t
(
(F ./ F )(q, q′),W
)
− v(F )2 t(F,W )2
et (F ./ F ′)(q, q′) est l’union disjointe de deux graphes simples finis F and F ′ où l’on a
identifié les sommets q ∈ F et q′ ∈ F ′ (voir figure 2.4).
F G (F ./ G)(2, 4)
1
23
1
2
34
Figure 2.4 – Exemple de deux graphes connectés par deux sommets.
Remarque. Quand le graphon W ≡ p est constant, il est facile de voir que la variance du
théorème central limite énoncé par Féray, Méliot et Nikeghbali [84] est nulle, confirmant ainsi
que la vitesse en
√
n n’est plus pertinente dans ce cas.
Autres résultats de convergence
En utilisant la méthode de Stein, Fang et Röllin [81] ont obtenu la vitesse de convergence
du théorème central limite multidimensionnel associé à la loi jointe des comptes normalisés
d’arêtes et de cycles de longueur 4. Cela leur a notamment permis d’établir un intervalle de
confiance pour tester si un graphe donné G provient du modèle d’Erdős-Rényi ou bien d’un
modèle de W -graphes aléatoires avec un W non constant. Maugis, Priebe, Olhede et Wolfe
[143] ont donné un théorème central limite pour les comptes de sous-graphes observés parmi
une collection finie de W -graphes aléatoires générés à partir d’un même graphon W ou de
plusieurs graphons et quand le nombre d’observations de l’échantillon augmente mais que le
nombre de sommets de chaque graphe observé reste fini. Ceci leur permet de tester si les
graphes observés proviennent d’un graphon particulier.
On peut également s’intéresser à des suites de graphons qui tendent vers 0. Cela mène à
des approximations de Poisson des comptes de sous-graphes. Ainsi, Coulson, Gaunt et Reinert
[51], corollaire 4.1, ont utilisé la méthode de Stein pour établir des approximations de Poisson
pour la loi du nombre de sous-graphes qui sont isomorphiques à un graphe strictement équilibré
donné.
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2.4 Résultats du Chapitre 4
Dans cette partie, nous allons synthétiser les résultats du Chapitre 4 qui contient l’article
[53] reporté sans modifications.
Contexte
Soit W ∈ W un graphon et (Gn(W ) : n ∈ N∗) la suite de W -graphes aléatoires associée à
W , voir partie 2.3.
Espaces fonctionnels
Soit I = [0, 1]. On note B(I) (resp. B+(I)) l’espace des fonctions mesurables de I dans R
(resp. dans R+). On note C(I) l’espace des fonctions continues de I dans R. Pour f ∈ B(I),
on note ‖f ‖∞ la norme infinie de f sur I. On note Ck(I) l’ensemble des fonctions de I dans
R qui ont leur k-ième dérivée continue sur I.
Nous allons dans un premier temps, nous intéresser au comportement asymptotique de la
fonction de répartition empirique (FDR) des degrés associée à cette suite de graphes. Enfin,
nous considérerons les asymptotiques des densités d’homomorphismes de la suite (Gn(W ) :
n ∈ N∗).
2.4.1 Fonction de répartition empirique des degrés
La littérature concernant les propriétés des graphes et en particulier des degrés de leurs
sommets est très importante, voir par exemple Newman, Barabási et Watts [155], chapitre
3, Newman [158], chapitre 3 ou Bollobás [29]. Pour étudier la structure de grands graphes
aléatoires, de nombreuses caractéristiques peuvent être analysées : nombre et taille des compo-
santes, points isolés, degré d’un sommet, distance entre les sommets, étude des petits graphes
(par exemple des triangles, arbres, cliques, ...) ou encore des notions autour de la centralité
(« betweeness centrality » en anglais).
La suite des degrés (ou encore loi des degrés) est une des propriétés fondamentales des
graphes, c’est celle qui nous intéressera dans la suite. On rappelle que le degré d’un sommet
est égal au nombre d’arêtes qui lui sont rattachées.
Étude des degrés, graphes et graphons
Commençons par rappeler la notion de loi des degrés d’un graphe. Soit G ∈ F . On définit
pk comme la fraction de sommets du graphe G qui sont de degrés k, pour tout k ∈ J0, v(G)−1K.
Les quantités pk représentent la loi des degrés du graphe G. La valeur (pk : k ∈ J0, v(G)− 1K)
peut également être vue comme la probabilité qu’un sommet choisi au hasard dans le graphe
soit de degré k. Une autre notion qui contient essentiellement la même information que la loi
des degrés est la suite des degrés d’un graphe. Insistons sur le fait que la loi des degrés (ou
la suite des degrés) ne donne pas, en règle générale, la structure complète d’un graphe. On
rappelle également que les degrés des réseaux réels (comme internet ou les réseaux sociaux)
suivent une loi de puissance (« power-law » en anglais) : la plupart des sommets ont des petits
degrés mais certains sommets ont des très grands degrés, voir Bollobás [29] ou Newman [154].
Ce n’est pas le cas des premiers modèles de graphes aléatoires, comme les graphes d’Erdős-
Rényi dont la loi du degré de chaque sommet est une loi binomiale. Le modèle d’Erdős-Rényi
apparaît donc inadapté pour modéliser les réseaux réels.
Pour cette raison entre autres, d’autres modèles de graphes, plus sophistiqués, ont été
créés afin d’obtenir non plus des graphes où les degrés sont proches de lois binomiales mais de
lois arbitraires données. En 1980, Bollobás [28] a été le premier à construire de tels graphes,
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voir aussi Molloy et Reed [147], Newman, Strogatz and Watts [156, 157] ainsi que les ouvrages
plus généraux de Bollobás [29], Durrett [72] (chapitre 3) et van der Hofstad [187]. Plusieurs
algorithmes existent pour créer de tels graphes. Citons par exemple le modèle de configuration
introduit en 1995 par Molloy et Reed [147] qui consiste à apparier des paires de sommets de
manière uniforme, les algorithmes basés sur les listes d’adjacence et le théorème d’Havel-
Hakami, voir Tinhofer [184], les algorithmes par méthode de Monte-Carlo par chaînes de
Markov ou encore les algorithmes séquentiels, voir Blitzstein et Diaconis [26].
Afin d’obtenir des modèles encore plus proches des réseaux réels, on peut également
construire des modèles statistiques plus généraux de graphes vérifiant non plus seulement
une propriété (comme le nombre de sommets ou la loi des degrés) mais un ensemble de pro-
priétés. C’est le cas du modèle de graphes exponentiels (modèle statistique qui donne une plus
grande probabilité aux graphes qui correspondent le mieux aux caractéristiques observées) in-
troduit par Holland et Leinhardt [107] en 1981, voir aussi Strauss [180], Frank et Strauss [94],
Anderson, Wasserman et Crouch [14], Park et Newman [162] ou encore Robins, Pattison, Ka-
lish et Lusher [170]. Il est également possible de construire des graphes par partitionnement
des données (« clustering » en anglais), où l’ensemble des sommets des graphes est divisé en
un certain nombre de blocs ou classes. Un des plus populaires est le modèle à blocs stochas-
tiques (« stochastic bloc model » (SBM) en anglais) introduit en 1983 par Holland, Laskey
et Leinhardt [106] et développé ensuite par Nowicki and Snijders [160]. Il décrit la probabi-
lité d’apparition d’une arête entre deux nœuds uniquement en fonction des classes auxquelles
ils appartiennent. Ce modèle est adapté pour analyser des petits graphes mais ne permet
pas d’analyser les propriétés fines de très grands graphes. Des modèles non paramétriques
de graphes aléatoires ont été développés comme le modèle de graphes aléatoires générés par
un graphon. Ce dernier peut d’ailleurs être vu comme une généralisation du modèle à blocs
stochastiques en prenant un graphon constant par morceaux. Ce lien est utilisé de manière
déterminante pour l’estimation non-paramétrique des graphons.
L’estimation des graphons, consiste à retrouver, à partir de l’observation d’un ou plusieurs
graphes, le modèle de graphon à partir duquel est engendré le ou les graphes. La littérature
autour de la modélisation non-paramétrique des graphons est très riche, voir par exemple
Airoldi, Costa et Chan [5], Wolfe et Olhede [194], Borgs, Chayes et Smith [39], Gao, Lu et
Zhou [97], Latouche et Robin [133], Klopp, Tsybakov et Verzelen [124] ou Klopp et Verzelen
[125].
Par ailleurs, des études paramétriques ont été développées en se basant sur la loi des degrés
observée. Ainsi, Chatterjee, Diaconis et Sly [45] ont obtenu la limite de graphes aléatoires ayant
une suite de degrés donnée vers un graphon dont la fonction degré est la limite de la suite de
degrés. Ils ont utilisé le modèle de graphes exponentiels introduit par Holland et Leinhardt
[107] en 1981. Bickel, Chen et Levina [25] ont montré, entre autres, que la FDR des degrés
de graphes aléatoires échantillonnés à partir d’un graphon W converge en loi vers la fonction
degré du graphon W .
Comportement asymptotique de la FDR empirique des degrés
Nous allons maintenant énoncer nos résultats concernant l’étude asymptotique de la FDR
empirique des degrés d’une suite de graphes échantillonnés à partir d’un graphon. On rappelle
que la fonction degré D = (D(x) : x ∈ [0, 1]) du graphon W est définie par :
D(x) =
∫ 1
0
W (x, y) dy.
Remarque. Comme un graphon est défini à une bijection préservant la mesure près, il existe
toujours une version équivalente au graphon pour lequel la fonction degré est croissante. Si la
fonction degré est croissante alors cette version est unique dans L1, voir Bickel et Chen [24].
C’est cette version dite « canonique » que nous considérerons dans la suite.
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On considère la FDR empirique Πn = (Πn(y) : y ∈ [0, 1]) de la suite des degrés normalisée
du graphe Gn(W ) définie par
Πn(y) =
1
n
n∑
i=1
1{
D
(n)
i ≤D(y)
},
où nD(n)i est le degré du sommet i dans Gn(W ).
Remarque. Lorsque D est strictement croissante, D−1 est bien définie et pour tout y ∈ [0, 1],
on a :
Πn(D
−1(y)) =
1
n
n∑
i=1
1{
D
(n)
i ≤y
}.
On note Id l’application identité sur [0, 1]. À l’image du théorème de Glivenko-Cantelli
qui fournit la convergence presque sûre uniforme de la suite des fonctions de répartition em-
piriques d’un échantillon de variables aléatoires indépendantes et identiquement distribuées,
nous obtenons presque sûrement, la convergence uniforme de la FDR empirique des degrés
vers la fonction identité sur [0, 1].
Théorème A. On suppose que D est strictement croissante sur [0, 1]. Alors on a la conver-
gence presque sûre suivante :
‖Πn − Id‖∞
p.s.−−−−−→
n→+∞
0.
Dans l’esprit du théorème de Kolmogorov-Smirnov qui fournit, sous une hypothèse supplé-
mentaire, la vitesse de convergence associée au théorème de Glivenko-Cantelli, nous obtenons
les fluctuations associées au théorème A en ajoutant des conditions sur W et D :
W ∈ C3([0, 1]2), D′ > 0, W < 1 et D > 0. (2.8)
Théorème B. On suppose que W satisfait la condition (2.8). Alors on a la convergence des
lois finies dimensionnelles suivante :(√
n (Πn(y)− y) : y ∈ (0, 1)
) (lfd)−−−−−→
n→+∞
χ,
où χ = (χy : y ∈ (0, 1)) est un processus gaussien centré défini, pour tout y ∈ (0, 1) par :
χy =
∫ 1
0
(ρ(y, u)− ρ̄(y))dBu,
avec B = (Bu, u ≥ 0) un mouvement brownien standard, et (ρ(y, u) : u ∈ [0, 1]) et ρ̄(y) défini
pour y ∈ (0, 1) par :
ρ(y, u) = 1[0,y](u)−
W (y, u)
D′(y)
et ρ̄(y) =
∫ 1
0
ρ(y, u)du.
Remarque. On obtient également l’expression explicite du noyau de covariance du processus
gaussien χ (voir remarque 4.24) ainsi que celle de sa variance donnée pour tout y ∈ (0, 1), par
la formule suivante :
Σ(y, y) = y(1− y) + 1
D′(y)2
(∫ 1
0
W (y, x)2dx−D(y)2
)
+
2
D′(y)
(
D(y)y −
∫ y
0
W (y, x)dx
)
.
La preuve de ce théorème repose sur des développements uniformes d’Edgeworth pour des
variables binomiales (voir Bhattacharya et Rao [22], Nagaev, Chebotarev et Zolotukhin [150]
ou Uspensky [186]) et sur la méthode de Stein pour des vecteurs de variables binomiales de
dimension 2 (voir Bentkus [20]).
Pour la convergence du processus (
√
n (Πn(y)− y) : y ∈ (0, 1)) pour la topologie de Sko-
rokhod, voir partie 2.4.3.
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2.4.2 Densités d’homomorphismes de graphes partiellement étiquetés
Dans cette partie, nous allons étendre la notion de densité d’homomorphismes de graphes
à des graphes partiellement étiquetés. Nous nous intéresserons ensuite aux résultats asympto-
tiques de mesures aléatoires construites à partir de ces densités d’homomorphismes pour des
graphes aléatoires générés à partir d’un graphon.
Notations préliminaires Soit n ∈ N∗ et k ∈ [n]. On définit l’ensemble Sn,k des [n]-mots
de longueur k dont tous les caractères sont distincts, voir (4.7) pour une définition exacte. On
a |Sn,k| = Akn = n!/(n− k)!.
Homomorphismes de graphes partiellement étiquetés
La notion d’homomorphismes de graphes s’étend de manière naturelle aux graphes par-
tiellement étiquetés. Un graphe partiellement étiqueté est un graphe simple fini dont certains
de ses sommets sont étiquetés par différents entiers.
Soient F,G ∈ F deux graphes simples tels que V (F ) = [p] et V (G) = [n]. On suppose que
n ≥ p > k ≥ 1. Soient ` ∈ Sp,k l’ensemble des k sommets étiquetés de F et α ∈ Sn,k l’ensemble
des k sommets étiquetés de G. On définit l’ensemble Inj(F `, Gα) des homomorphismes injectifs
f de F dans G tels que f(`i) = αi pour tout i ∈ [k], ainsi que sa densité :
tinj(F
`, Gα) =
|Inj(F `, Gα)|
Ap−kn−k
·
F ` Gα
`1 `2
α2
α1
Figure 2.5 – Exemple d’homomorphisme injectif pour des graphes partiellement étiquetés..
Remarque. Il est facile de voir, en sommant sur tous les étiquetages de k sommets de G, que
l’on a l’égalité suivante :
tinj(F,G) =
1
|Sn,k|
∑
α∈Sn,k
tinj(F
`, Gα). (2.9)
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Une probabilité aléatoire
On définit la probabilité aléatoire ΓF,`n sur ([0, 1],B([0, 1])), où B([0, 1]) est la tribu boré-
lienne sur [0, 1], par : pour tout g ∈ B+([0, 1]) :
ΓF,`n (g) =
1
|Sn,k|
∑
α∈Sn,k
g
(
tinj(F
`, Gαn)
)
. (2.10)
Remarque. Afin de simplifier les résultats de convergence, la mesure a été définie pour des
fonctions g d’une variable mais on peut également la définir pour des fonctions g à d variables
avec d ≥ 1 en considérant non plus un seul graphe simple F mais une suite de d graphes
simples F = (Fm : 1 ≤ m ≤ d) ∈ Fd. Les résultats multidimensionnels se trouvent dans le
chapitre 4.
Résultats asymptotiques
Nous avons la convergence presque sûre suivante :
Théorème C. La suite
(
ΓF,`n (dx) : n ∈ N∗
)
de mesures aléatoires sur [0, 1] converge presque
sûrement pour la topologie de la convergence étroite de mesures sur [0, 1] vers la probabilité
déterministe ΓF,`(dx).
Afin de simplifier la lecture, nous avons choisi de ne pas donner l’expression exacte de la
probabilité limite ΓF,` qui s’exprime en fonction des densités d’homomorphismes de graphes
partiellement étiquetés dans des graphons (qui sont des généralisations naturelles des densités
d’homomorphismes de graphes simples dans des graphons, voir la partie 4.2.3 du chapitre 4
pour une définition précise), voir l’équation (4.42) du chapitre 4.
En particulier, ce théorème permet d’obtenir les résultats suivants :
• Par le théorème de Portmanteau, on a presque sûrement, pour toute fonction g ∈
C([0, 1]), limn→+∞ ΓF,`n (g) = ΓF,`(g).
• Si on prend g = Id dans (2.10), on retrouve la convergence donnée par (2.7) puisque
l’on a d’après (2.9) :
tinj(F,Gn) =
1
|Sn,k|
∑
α∈Sn,k
tinj(F
`, Gαn),
et ΓF,`(Id) = t(F,W ), voir remarque 4.8 du chapitre 4.
• Si on prend g = 1[0,D(y)] avec y ∈ (0, 1) et F = K2 dans (2.10), on a, grâce à l’expression
de ΓF,` donnée dans la remarque 4.8 du chapitre 4, avec • un des sommets de K2, que :
ΓK2,•n (g) = Πn(y) et Γ
K2,•(g) = y.
Si on suppose que D est strictement croissante sur (0, 1) alors le théorème C implique la
convergence presque sûre de Πn(y) vers y pour tout y ∈ (0, 1). En utilisant le théorème
de Dini, on obtient la convergence presque sûre de Πn vers la fonction identité sur [0, 1]
pour la norme uniforme, voir remarque 4.22 du chapitre 4.
Nous obtenons également les fluctuations associées à cette convergence presque sûre.
Théorème D. Pour toute fonction g ∈ C2([0, 1]), on a la convergence en loi suivante :
√
n
(
ΓF,`n (g)− ΓF,`(g)
)
(d)−−−−−→
n→+∞
N
(
0, σF,`(g)2
)
,
avec σF,`(g)2 = Var (UF,`g ) et UF,`g définie par l’équation (4.43) du chapitre 4.
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Pour g = Id, on retrouve le théorème central limite énoncé par Féray, Méliot et Nikeghbali
[84].
Par contre, comme g = 1[0,D(y)] n’appartient pas à l’ensemble C2([0, 1]), on ne peut pas
appliquer directement le théorème précédent (avec F = K2 et k = 1) pour obtenir la conver-
gence en loi du processus (
√
n(Πn(y) − y) : y ∈ [0, 1]) vers (χ(y) : y ∈ [0, 1]) donnée dans le
théorème B. C’est pour cette raison que d’autres techniques ont dû être mises en place pour
démontrer le théorème B.
Comme corollaire immédiat du théorème D énoncé en dimension supérieure, voir le théo-
rème 4.11 du chapitre 4, on établit la convergence en lois finies-dimensionnelles (en fait, du
processus puisque l’ensemble F est dénombrable) suivante :
Proposition E. On a la convergence en lois finies-dimensionnelles :(√
n (tinj(F,Gn)− t(F,W )) : F ∈ F
) (lfd)−−−→
n→∞
Θinj,
où Θinj = (Θinj(F ) : F ∈ F) est un processus gaussien centré de fonction de covariance Kinj
donnée, pour F, F ′ ∈ F , par :
Kinj(F, F
′) =
∑
q∈V (F )
∑
q′∈V (F ′)
t
(
(F ./ F ′)(q, q′),W
)
− v(F )v(F ′) t(F,W )t(F ′,W ).
En particulier, on retrouve le théorème central limite donné par Féray, Méliot et Nikeghbali
[84]. Ce dernier résultat nous permet aussi d’obtenir le théorème central limite pour les densités
d’homomorphismes de graphes quantiques (voir la convergence (4.52)) et pour les densités
d’homomorphismes induits, voir le corollaire 4.15 du chapitre 4.
2.4.3 Extensions possibles
Convergence du processus du théorème B
Dans le théorème B, nous avons établi la convergence au sens des lois finies dimension-
nelles du processus (
√
n (Πn(y)− y) : y ∈ (0, 1)) vers le processus (χy : y ∈ (0, 1)). On aimerait
pouvoir montrer la convergence du processus pour la topologie de Skorokhod. Pour ce faire,
un argument de tension est nécessaire. On pourrait par exemple calculer les moments croi-
sés d’ordre 4 du processus. Les techniques développées dans le chapitre 4 devraient pouvoir
fonctionner en utilisant des développements d’Edgeworth pour des sommes de vecteurs aléa-
toires indépendants de variables de Bernoulli corrélées. Cependant, cette approche semble très
technique et il nous apparaît préférable de trouver une méthode alternative.
Résultats asymptotiques pour des FDR empiriques associées à d’autres petits
graphes comme les triangles
On pourrait établir un résultat plus général sur les asymptotiques de FDR empiriques
associées non plus seulement aux degrés de la suite deW -graphes aléatoires (Gn(W ) : n ∈ N∗),
i.e. au graphe complet à deux sommets K2 mais à des graphes simples finis quelconques F .
On pense notamment aux triangles ou aux graphes étoilés à deux arêtes (i.e. un sommet
connecté par deux arêtes à deux autres sommets, « two-stars » en anglais). Pour F ∈ F tel
que V (F ) = [p] et ` ∈ Sp,k, on pourrait s’intéresser au processus suivant : 1
|Sn,k|
∑
α∈Sn,k
1{tinj(F `,Gαn)≤tx(F `,W )} : x ∈ (0, 1)
k
 ,
où tx(F `,W ) = E
[
tinj
(
F `, G
[k]
n
)∣∣ (X1, . . . , Xk) = x] d’après (4.31) et la seconde égalité de
(4.37), dans le chapitre 4.

Deuxième partie
Résultats

CHAPITRE 3
FONCTIONNELLES DE COÛT DE GRANDS ARBRES
ALÉATOIRES (UNIFORMES ET SIMPLEMENT GÉNÉRÉS)
Version non modifiée de l’article [54]
Cost functionals for large (uniform and simply generated) random trees
paru dans Electronic Journal of Probability. Des notes de bas de page ont été ajoutées pour
corriger quelques inexactitudes et préciser certaines conventions.
Abstract. Additive tree functionals allow to represent the cost of many divide-and-
conquer algorithms. We give an invariance principle for such tree functionals for the Catalan
model (random tree uniformly distributed among the full binary ordered trees with given
number of nodes) and for simply generated trees (including random tree uniformly distributed
among the ordered trees with given number of nodes). In the Catalan model, this relies on
the natural embedding of binary trees into the Brownian excursion and then on elementary
L2 computations. We recover results first given by Fill and Kapur (2004) and then by Fill
and Janson (2009). In the simply generated case, we use convergence of conditioned Galton-
Watson trees towards stable Lévy trees, which provides less precise results but leads us to
conjecture a different phase transition value between “global” and “local” regimes. We also
recover results first given by Janson (2003 and 2016) in the Brownian case and give a gener-
alization to the stable case.
3.1 Introduction
Ordered trees have many applications in various fields such as computer science for data
structures or in biology for genealogical or phylogenetic trees of extant species. Related to
those applications, the study of large trees has attracted some attention. In this paper,
we shall consider asymptotics in the global regime for general additive functionals of large
trees corresponding to the Catalan model and some simply generated trees. Such additive
functionals give indexes of trees which are used in computer science, physics or biology to
summarize some properties of trees.
For instance, the total path length P (t) of a tree t, see (3.1) and (3.2) for a precise
definition, which sums the distances to the root of all nodes, in the context of binary search
trees, counts the number of key comparisons needed by Hoare’s sorting algorithm Quicksort
to sort a list of randomly permuted items, see Rösler [172]. Its convergence towards the Airy
distribution was first established by Takács [183], see also Aldous [9, 10] and Janson [113]
for binary trees under the Catalan model, Régnier [166], Rösler [172] for binary search trees
under the random permutation model (RPM) and Fill and Kapur [90, 91] for m-ary search
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trees.
The Wiener index W (t) of a tree t, see again definitions (3.1) and (3.2) for a precise
definition, which sums the distances between all pairs of nodes of t, was introduced by the
chemist Wiener [193] in 1947. It was initially defined as the number of bonds between all pairs
of atoms in an acyclic molecule. It also plays an important role in physicochemical properties
of chemical structures (boiling points, heat of formation, crystal defects, ...), see Dobrynin,
Entringera and Gutman [66] or Trinajstic [185], chapter 10. Its asymptotics has been studied
by Janson [113] for binary trees under the Catalan model, Neininger [152] for binary search
trees under the RPM and recursive trees and Janson [113] for simply generated trees.
The study of additive functionals associated with monomials, that is f(x) = xβ−1 in (3.1)
or equivalently bn = nβ in (3.4), with β > 0, is interesting because many usual additive
functionals can be expressed in terms of those elementary functionals. Moreover, a phase
transition in the limiting behavior appears when β varies, see Fill and Kapur [89], Fill and
Janson [88] for uniform binary trees, Neininger [151] for binary search trees under RPM and
Fill and Kapur for m-ary trees [90, 91].
Additive functionals also appears naturally for the study of phylogenetic trees (rooted
binary trees with n labeled leaves corresponding to species and n−1 internal vertices). When
the number of species in studies of phylogenies grows, it can be interesting to look at the
shapes of these trees through indices. Among these indices, we can cite the Sackin index S(t)
of a tree t, see definition (3.7), introduced in 1972 by Sackin [175] and also studied in computer
science for binary search trees (named as external path length), see Régnier [166] and Rösler
[172]. Blum, François and Janson [27] studied its asymptotics. We can also consider the
Colless index C(t) of a tree t, see definition (3.6), introduced by Colless [50] in 1982. Its
asymptotics have also been studied by by Blum, François and Janson [27]. The cophenetic
index Co(t) of a tree t was introduced in 2013 by Mir, Rosseló and Rotger [146] and Cardona,
Mir and Rosseló [42] who studied its limiting behavior.
We stress that additive functionals in the local regime, such as the total size, the number
of leaves, the number of protected nodes, the number of sub-trees or the shape functional
(take f(x) = log(x)/x in (3.1) or bn = log(n) in (3.4)) are not covered by our results. See
Wagner [191], Holmgren et Janson [108], Janson [115] and Ralaivaosaona and Wagner [165]
for asymptotic results in the local regime.
3.1.1 A finite measure indexed by a tree
Let T denote the set of all rooted finite ordered trees. For t ∈ T, let |t| be the the number
of nodes of t; for a node v ∈ t, let tv denote the sub-tree of t above v (see (3.11) in Section
3.2.1 for a precise definition). We consider the following unnormalized non-negative finite
measure At:
At(f) =
∑
v∈t
|tv|f
(
|tv|
|t|
)
, (3.1)
where f is a measurable real-valued function defined on [0, 1]. We are interested in the
asymptotic distribution of At(f) when t belongs to a certain class of trees and |t| goes to
infinity. We shall consider two classes of trees: the binary trees (and more precisely the
Catalan model) and some simply generated trees.
We give some examples related to the measure At which are commonly used in the analysis
of trees. In what follows, for a tree t ∈ T, we denote by ∅ its root and by d the usual
graph distance on t. For v, w ∈ t, we say that w is an ancestor of v and write w 4 v if
d(∅, v) = d(∅, w)+d(w, v). For u, v ∈ t, we denote by u∧v, the most recent common ancestor
of u and v: u ∧ v is the only element of t such that: w 4 u and w 4 v implies w 4 u ∧ v.
• The total path length of t is defined by P (t) =
∑
w∈t d(∅, w). As d(∅, w) =
∑
v∈t 1{v4w}−
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1, we get: P (t) =
∑
v∈t
∑
w∈t 1{v4w} − |t| = At(1)− |t| 1.
• The shape functional of t is defined by
∑
w∈t log(|tw|). We also have the equality∑
w∈t log(|tw|) = |t|−1At(log(x)/x) + |t| log(|t|). (The function log(x)/x will not be
covered by the main results of this paper.)
• The Wiener index of t is defined by W (t) =
∑
u,w∈t d(u,w). Since
d(u,w) =
∑
v∈t
(1{v4u} + 1{v4w} − 21{v4u, v4w}),
we deduce that W (t) = 2|t| (At(1)−At(x)).
In a nutshell, for t ∈ T, we have:(
P (t), W (t)
)
=
(
At(1)− |t|, 2|t|(At(1)−At(x))
)
. (3.2)
The measure At is also related to other additive functionals in the particular case of binary
trees, see Section 3.1.2.
3.1.2 Additive functionals and toll functions for binary trees
Additive functionals on binary trees allow to represent the cost of algorithms such as
“divide and conquer”, see Fill and Kapur [89]. For t ∈ T a full binary tree, we shall denote
by 1 (resp. 2) the left (resp. right) child of the root. Thus t1 (resp. t2) will be the left (resp.
right) sub-tree of the root of t. A functional F on binary trees is called an additive functional
if it satisfies the following recurrence relation:
F (t) = F (t1) + F (t2) + b|t|, (3.3)
for all trees t such that |t| ≥ 3 and with F ({∅}) = b1. The given sequence (bn, n ∈ N∗) is
called the toll function. Notice that:
F (t) =
∑
v∈t
b|tv |. (3.4)
In the particular case where the toll function is a power function, that is bn = nβ for n ∈ N∗
and some β > 0, we get F (t) = |t|−β+1At(xβ−1). In such cases, the asymptotic study of the
measure At will provide the asymptotic of the additive functionals.
We say that v ∈ t is a leaf if |tv| = 1. We denote by L(t) the set of leaves of t and, when
|t| > 1, by t∗ = t \ L(t) the tree t without its leaves. We stress that the additive functional
considered in [89] is exactly
F̃ (t) = F (t∗) =
∑
v∈t∗
b|t∗v |. (3.5)
However the asymptotics will be the same as the one for F when the toll function is a power
function, see Remark 3.9. We complete the examples of the previous section for binary trees.
• The Sackin index (or external path length) of a tree t, used to study the balance of
the tree, is similar to the total path length of t when one considers only the leaves:
S(t) =
∑
w∈L(t) d(∅, w). Using that for a full binary tree we have |t| = 2|L(t)| − 1, we
deduce that 2S(t) =
∑
v∈t |tv| − 1 = At(1)− 1.
1By convention, for a ∈ R, we denote the function x 7→ xa1(0,1](x) defined on [0, 1] by xa.
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• The Colless index of a binary tree t is defined as C(t) =
∑
v∈t∗ |Lv − Rv|, where
Lv = |L(tv1)| (resp. Rv = |L(tv2)|) is the number of leaves of the left (resp. right)
sub-tree above v. Since t is a full binary tree, we get 2Lv − 2Rv = |tv1| − |tv2| and
|tv1|+ |tv2| = |tv| − 1. We obtain that 2C(t) =
∑
v∈t |tv| − |t| − 2χ(t) 2, with
χ(t) =
∑
v∈t∗
min(|tv1|, |tv2|). (3.6)
That is 2C(t) = At(1)− |t| − 2χ(t).
• The cophenetic index of a tree t (which is used in [146] to study the balance of
the tree) is defined by Co(t) =
∑
u,w∈L(t), u 6=w d(∅, u ∧ w). Using again that t is a
full binary tree, we get 4Co(t) = 4
∑
v∈t |L(tv)|(|L(tv)| − 1) − 4|L(t)|(|L(t)| − 1) =∑
v∈t |tv|2 − |t|2 − |t|+ 1. That is 4Co(t) = |t|At(x)− |t|2 − |t|+ 1.
In a nutshell, for t ∈ T full binary, we have:(
2S(t), 2C(t), 4Co(t)
)
=
(
At(1)− 1, At(1)− |t| − 2χ(t), |t|At(x)− |t|2 − |t|+ 1
)
. (3.7)
3.1.3 Main results on the asymptotics of additive functionals in the Cata-
lan model
We consider the Catalan model: let Tn be a random tree uniformly distributed among
the set of full binary ordered trees with n internal nodes (and thus n + 1 leaves), which has
cardinality Cn = (2n)!/[(n!2)(n+ 1)]. We have:
|Tn| = 2n+ 1 .
Recall that Tn is a (full binary) Galton-Watson tree (also known as simply generated tree)
conditioned on having n internal nodes (see Janson [114], Example 10.3). It is well known, see
Takàcs [183], Aldous [9, 10] and Janson [113], that |Tn|−3/2P (Tn) converges in distribution,
as n goes to infinity, towards 2
∫ 1
0 Bs ds, where B = (Bs, s ∈ [0, 1]) is the normalized positive
Brownian excursion. This result, see Corollary 3.16, can be seen as a consequence of the
convergence in distribution of Tn (in fact the contour process) properly scaled towards the
Brownian continuum tree whose contour process is B, see [9] and Duquesne [69], or Duquesne
and Le Gall [70] in the setting of Brownian excursion. For a combinatorial approach, which
can be extended to other families of trees, see also Fill and Kapur [90, 91] or Fill, Flajolet
and Kapur [86].
In [89], the authors considered the toll functions bn = nβ with β > 0 and they proved that
with a suitable scaling the corresponding additive functional Fβ(Tn) = |Tn|−β+1ATn(xβ−1)
converge in distribution to a limit, say Yβ . The distribution of Yβ is characterized by its
moments. (In [85, 89], the authors considered also the toll function bn = log(n).) See also
Janson and Chassaing [116] for asymptotics of the Wiener index, which is a consequence of
the joint convergence in distribution of (ATn(1),ATn(x)) with a suitable scaling and Blum,
François and Janson [27] for the convergence of the Sackin and Colless indexes. We give a
natural representation of the family (Tn, n ∈ N∗) such that we have an a.s. convergence of the
additive functional instead of a convergence in distribution (see Section 3.2.4). In Theorem
3.4 (take α = 2), we prove that, in the Catalan model, the random measure |Tn|−3/2ATn
converges weakly a.s., as n goes to infinity, to a random measure 2ΦB, built on the Brownian
normalized excursion B, see (3.16) with h = B. Using the notation Tn,v = (Tn)v for v ∈ Tn,
this proves in particular the following a.s. convergence. See also the fluctuations for this a.s.
convergence, in Proposition 3.10.
2By convention,
∑
k ak + b =
(∑
k ak
)
+ b.
3.1. Introduction 63
Theorem. We have that a.s. for all real-valued continuous function f defined on [0, 1]:
|Tn|−3/2
∑
v∈Tn
|Tn,v| f
(
|Tn,v|
|Tn|
)
a.s.−−−−−→
n→+∞
2ΦB(f). (3.8)
Notice that Theorem 3.4 is more general as the convergences hold jointly for all mea-
surable real-valued functions f defined on [0, 1] such that f is continuous on (0, 1] and
supx∈(0,1] x
a|f(x)| is finite for some a < 1/2. Notice this covers the case of toll functions
bn = n
β with β > 1/2 in [89] which corresponds to the so called “global” regime. The limit
2ΦB(x
β−1) gives a representation of Yβ for β > 1/2, which, thanks to Corollary 3.6, corre-
sponds when β ≥ 1 to the one announced in Fill and Janson [88]. In particular, we have the
following representation for ΦB on monomials, see Lemma 3.5:
Corollary. We have, for all β > 1:
ΦB(x
β−1) =
1
2
β(β − 1)
∫
[0,1]2
|t− s|β−2mB(s, t) ds dt,
where mB(s, t) = infu∈[s∧t,s∨t]B(u).
In the “local” regime, that is β ∈ (0, 1/2], according to Corollary 3.6 and Lemma 3.5, the
convergence (3.8) is not relevant as ΦB(xβ−1) = +∞ a.s.; see [89] for the relevant normaliza-
tion.
The proof of Theorem 3.4 relies on the natural embedding of Tn into the Brownian excur-
sion, see [10] and Le Gall [134], so that the convergence in distribution of the random measure
|Tn|−3/2ATn or of the additive functionals Fβ (which holds simultaneously for all β > 1/2)
is then an a.s. convergence. In Remark 3.8, we provide, as a direct consequence of Theorem
3.4, the joint convergence of the total length path, the Wiener, Sackin, Colless and cophenetic
indexes defined in Sections 3.1.1 and 3.1.2.
Remark 3.1. The method presented in this section based on the embedding of Tn into a
Brownian excursion can not be extended directly to other models of trees such as binary
search trees, recursive trees or simply generated trees.
Concerning binary search trees (or random permutation model or Yule trees), see [166]
and [172] for the convergence of the external path length (which corresponds in our setting
to the Sackin index), [151] for toll function bn = nβ , [152] for the Wiener index (and [113] for
simply generated trees), [27] (and [93] for other trees) for the Sackin and Colless indexes, and
[85] for the shape function.
Concerning recursive trees, see [141, 65] for the convergence of the total path length and
[152] for the Wiener index. In the setting of recursive trees, then (3.3) is a stochastic fixed
point equation, which can be analyzed using the approach of [173].
Remark 3.2. One can replace the toll function b|t| in (3.3) by a function of the tree, say b(t).
For example, if one consider b(t) = 1{t=t0}, with t0 a given tree, then the corresponding
additive functional gives the number of occurrence of the motif t0. The case of “local” toll
function b (with finite support or fast decreasing rate) has been considered in the study of
fringe trees, see [7], [60, 92] for binary search trees, and [115] for simply generated trees and
[108] for binary search trees and recursive trees.
The terms “local” and “global” are used to stress the phase transition of the limit laws
from normal to non-normal. If the toll function is small then the contribution b|t| from each
sub-tree t is small so that the limit law is normal. But, if the toll function is large, then
the main contribution comes from a few sub-trees of large size so that the limit law is non-
normal. See [111] for the study of the phase transition on asymptotics of additive functionals
with toll functions bn = nβ on binary search trees between the “local” regime (corresponding
to β ≤ 1/2) and the “global” regime (β > 1/2). The same phase transition is observed for the
Catalan model, see [89]. Our main result, see Theorem 3.4, concerns specifically the “global”
regime.
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3.1.4 Main results on the asymptotics of additive functionals for simply
generated trees
We consider a weight sequence p = (p(k), k ∈ N) on R+ with generating function gp. We
assume that gp has a positive radius of convergence, gp(0) > 0, g′′p 6= 0 and p is generic, that
is there exists a positive root to the equation gp(q) = qg′p(q). A simply generated tree of size
p ∈ N∗ with weight function p is a random tree τ (p) such that the probability of τ (p) to be
equal to t, with |t| = p, is proportional to
∏
v∈t p(kv(t)), where kv(t) is the number of children
of the node v in t. According to Section 3.2.5, since gp is generic, without loss of generality
we can assume that p is a critical probability (gp(1) = g′p(1) = 1), so that τ (p) is distributed
as a Galton-Watson (GW) tree τ with offspring distribution p conditioned to |τ | = p. Global
convergence of scaled GW trees τ to Lévy trees has been studied in Le Gall and Le Jan [136]
and in [70] using the convergence of contour process.
Assume p belongs to the domain of attraction of a stable distribution of Laplace exponent
ψ(λ) = κλγ with γ ∈ (1, 2] and κ > 0. Then, the convergence of τ (p) properly scaled to the
normalized Lévy trees holds according to [69]. This result is recalled in Section 3.4.2. We
recall that the normalized Lévy tree is a real tree coded by the normalized positive excursion
of the height function H = (H(s), s ∈ [0, 1]).
We have the following convergence in distribution, see Corollary 3.15 for a precise state-
ment.
Theorem. There exists a sequence (ap, p ∈ N∗ s.t. P(|τ | = p) > 0) such that we have the
following convergence in distribution:
ap
p2
∑
v∈τ (p)
|τ (p)v | f
(
|τ (p)v |
p
)
(d)−−−−→
p→+∞
ΦH(f), (3.9)
simultaneously for all real-valued continuous function f defined on [0, 1] 3.
The convergence (3.9) has to be understood along the infinite sub-sequence of p such that
P(|τ | = p) > 0. The proof relies on the fact that one can approximate At(xk), for k ∈ N∗, by
an elementary continuous functional of the contour process of t, see Section 3.4.4. Then, we
use the convergence of the contour process of τ (p) to the contour process of H to conclude.
We also provide the first moment of ΦH(xβ−1), see Lemma 3.17 and conjecture that β = 1/γ
corresponds to the phase transition between the “global” and “local” regime in this setting.
Remark 3.3. We make the following comments.
• Assume that p has finite variance, say σ2. Then one can take ap =
√
p and H is equal
to (2/σ)B which corresponds to ψ(λ) = σ2λ2/2. By scaling, or using that the limit in
Theorem 3.4 does not depend on α, we deduce that ΦcB = cΦB. We can then rewrite
(3.9) as:
p−3/2
∑
v∈τ (p)
|τ (p)v | f
(
|τ (p)v |
p
)
(d)−−−−→
p→+∞
2
σ
ΦB(f), (3.10)
where the convergence holds simultaneously for all real-valued continuous function f
defined on [0, 1] and along the infinite sub-sequence of p such that P(|τ | = p) > 0.
• If one consider the binary offspring distribution p such that p(2) + p(0) = 1 (recall that
1 > p(0) > 0 by assumption), one gets that τ (2n+1) is uniformly distributed among the
full binary trees with n internal nodes (and n+1 leaves), that is τ (2n+1) is distributed as
Tn, see the Catalan model studied in Section 3.1.3. Take p(0) = 1/2 to get the critical
3The right wording is in terms of the convergence of measures given in Corollary 3.15.
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case, and notice that σ = 1 in (3.10). The convergence (3.10), with p = 2n + 1, is
then a weaker version of (3.8) (convergence in distribution instead of a.s. convergence,
and continuous functions on [0, 1] instead of continuous functions on (0, 1] with possible
blow up at 0+).
• If one consider the (shifted) geometric distribution: p(k) = q(1 − q)k for k ∈ N with
q ∈ (0, 1), one gets that τ (p) is uniformly distributed among the rooted ordered trees
with p nodes. Take q = 1/2 to get the critical case, and notice that σ = 2 in (3.10).
• If one consider the Poisson offspring distribution: p(k) = λkk! e
−λ for k ∈ N with λ ∈ R+,
one gets that τ (p) is uniformly distributed among the labeled unordered rooted trees
with p nodes (also known as Cayley trees). Take λ = 1 to get the critical case, and
notice that σ = 1 in (3.10). In particular, we recover the result of Zohoorian Azad [196]
for the additive functional associated to the toll function bn = n2 for n ∈ N∗ (apply
Corollary 3.16 with β = 2).
3.1.5 Organization of the paper
Section 3.2 is devoted to the definition of the main objects used in this paper (ordered
rooted discrete trees using Neveu’s formalism, real trees defined by a contour function, Brow-
nian tree whose contour function is a Brownian normalized excursion, the embedding of the
discrete binary trees from the Catalan model into the Brownian tree, and simply generated
random trees). We present our main result about the Catalan model in Section 3.3 on the
convergence (3.8), see Theorem 3.4 and Corollary 3.6. (The proofs are given in Sections 3.5
and 3.6.) The corresponding fluctuations are stated in Proposition 3.10. (The proof is given
in Section 3.7.) Section 3.4 is devoted to the main results concerning the convergence of Aτ
when τ is a simply generated tree, see Corollaries 3.15 and 3.16. Some technical results are
gathered in Section 3.8.
3.2 Notations
Let I be an interval of R with positive Lebesgue measure. We denote by B(I) the set of
real-valued measurable functions defined on I. We denote by C(I) (resp. C+(I)) the set of
real-valued (resp. non-negative) continuous functions defined on I. For f ∈ B(I) we denote
by ‖f ‖∞ the supremum norm and by ‖f ‖esssup the essential supremum of |f | over I. The
two supremums coincide when f is continuous.
3.2.1 Ordered rooted discrete trees
We recall Neveu’s formalism [153] for ordered rooted discrete trees, which we shall simply
call trees. We set U =
⋃
n≥0 (N∗)n the set of finite sequences of positive integers with the
convention (N∗)0 = {∅}. For n ≥ 0 and u ∈ (N∗)n ⊂ U , we set |u| = n the length of u. Let
u, v ∈ U . We denote by uv the concatenation of the two sequences, with the convention that
uv = u if v = ∅ and uv = v if u = ∅. We say that v is an ancestor of u (in a large sense)
and write v 4 u if there exists w ∈ U such that u = vw. If v 4 u and v 6= u, then we shall
write v ≺ u. The set of ancestors of u is the set Āu = {v ∈ U ; v 4 u}. The most recent
common ancestor of a subset s of U , denoted by m(s), is the unique element v of
⋂
u∈s Āu
with maximal length. We consider the lexicographic order on U : for u, v ∈ U , we set v < u
either if v ≺ u or if v = wjv′ and u = wiu′ with w = m({v, u}), u, u′ ∈ U and j < i for some
i, j ∈ N∗.
A tree t is a subset of U that satisfies:
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• ∅ ∈ t,
• If u ∈ t, then Āu ⊂ t.
• For every u ∈ t, there exists ku(t) ∈ N such that, for every i ∈ N∗, ui ∈ t if and only if
1 ≤ i ≤ ku(t).
Let u ∈ t. The integer ku(t) represents the number of offsprings of the node u. The node
u is called a leaf (resp. internal node) if ku(t) = 0 (resp. ku(t) > 0). The node ∅ is called the
root of t. We define the sub-tree tu ∈ T of t “above” u as:
tu = {v ∈ U , uv ∈ t}. (3.11)
We denote by |t| = Card (t) the number of nodes of t and we say that t is finite if |t| < +∞.
Let dt denote the usual graph distance on t. In particular, we have dt(∅, u) = |u| for u ∈ t.
When the context is clear, we shall write d for dt.
We denote by T the set of finite trees and by T(p) = {t ∈ T, |t| = p} the set of trees with
p nodes, for p ∈ N∗. Let us recall that, for a tree t ∈ T, we have∑
u∈t
ku(t) = |t| − 1. (3.12)
3.2.2 Real trees
We recall the definition of a real tree, see [78]. A real tree is a metric space (T , d) which
satisfies the following two properties for every x, y ∈ T :
(i) There exists a unique isometric map fx,y from [0, d(x, y)] into T such that fx,y(0) = x
and fx,y(d(x, y)) = y.
(ii) If φ is a continuous injective map from [0, 1] into T such that φ(0) = x and φ(1) = y,
then we have φ([0, 1]) = fx,y([0, d(x, y)]).
Equivalently, a metric space (T , d) is a real tree if and only if T is connected and d satisfies
the four point condition:
d(s, t) + d(x, y) ≤ max(d(s, x) + d(t, y), d(s, y) + d(t, x)) for all s, t, x, y ∈ T .
A rooted real tree is a real tree (T , d) with a distinguished element ∅ called the root.
For x, y ∈ T , we denote by [[x, y]] the range of the map fx,y described above. Let x, y ∈ T .
We denote by x ∧ y their most recent common ancestor which is the only z ∈ T such that
[[∅, z]] = [[∅, x]]
⋂
[[∅, y]]. The out-degree dx(T ) of x is the number of connected components of
T \{x} which do not contain the root. We say x is a leaf (resp. branching point) if dx(T ) = 0
(resp. dx(T ) ≥ 2). We say T is binary if dx(T ) ∈ {0, 1, 2} for all x ∈ T .
For h ∈ C+([0, 1]), we define its minimum over the interval with bounds s, t ∈ [0, 1]:
mh(s, t) = inf
u∈[s∧t,s∨t]
h(u). (3.13)
We shall also use the length of the excursion of h above level r straddling s defined by:
σr,s(h) =
∫ 1
0
dt1{mh(s,t)≥r}. (3.14)
For β > 0, we set:
Zhβ =
∫ 1
0
ds
∫ h(s)
0
dr σr,s(h)
β−1. (3.15)
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Let h ∈ C+([0, 1]) be such that mh(0, 1) = 0. For every x, y ∈ [0, 1], we set dh(x, y) =
h(x) + h(y) − 2mh(x, y). It is easy to check that dh is symmetric and satisfies the triangle
inequality. The relation ∼h defined on [0, 1]2 by x ∼h y ⇔ dh(x, y) = 0 is an equivalence
relation. Let Th = [0, 1]/ ∼h be the corresponding quotient space. The function dh on [0, 1]2
induces a function on T 2h , which we still denoted by dh, and which is a distance on Th. It is not
difficult to check that (Th, dh) is then a compact real tree. We denote by ph the canonical pro-
jection from [0, 1] into Th. Thus, the metric space (Th, dh) can be viewed as a rooted real tree
by setting ∅ = ph(0). The image of the Lebesgue measure on [0, 1] by ph is a measure µh on Th.
For t ∈ T, we define the unnormalized measure At on [0, 1] by:
At(f) =
∑
v∈t
|tv|f
(
|tv|
|t|
)
, f ∈ C([0, 1]).
For h ∈ C+([0, 1]), we also consider the measure Φh on [0, 1] defined by:
Φh(f) =
∫ 1
0
ds
∫ h(s)
0
dr f(σr,s(h)), f ∈ B([0, 1]). (3.16)
We endow the space of non-negative finite measures on [0, 1] with the topology of weak
convergence.
3.2.3 The Brownian continuum random tree T
Let B = (Bt, 0 ≤ t ≤ 1) be a positive normalized Brownian excursion. Informally, B
is just a linear standard Brownian path started from the origin and conditioned to stay
positive on (0, 1) and to come back to 0 at time 1. For α > 0, let e =
√
2/αB and let
Te denote the associated real tree called Brownian continuum random tree. (We recall the
associated branching mechanism is ψ(λ) = αλ2.) The continuum random tree introduced
in [8] corresponds to α = 1/2 and the Brownian tree associated to the normalized Brownian
excursion corresponds to α = 2. We shall keep the parameter α so that the two previous cases
are easy to read on the results. See [135] for properties of the Brownian continuum random
tree. In particular µe(dx)-a.s. x is a leaf and a.s. Te is binary.
We shall forget to stress the dependence in e in the notations, when there is no ambiguity,
so that for example we simply write T , µ, σr,s and Zβ for respectively Te, µe, σr,s(e) which is
defined in (3.14) and Zeβ which is defined in (3.15). For r ≥ 0 and s ∈ [0, 1], we also have:
σr,s = µ(x ∈ T , d(∅, x ∧ p(s)) ≥ r)),
which is the mass of the sub-tree of T containing p(s) and at distance r from the root.
3.2.4 The discrete binary tree from the Brownian tree
A marked tree t̃ = (t, (hv, v ∈ t)) is a tree t ∈ T with a label on each node. The label
hv ∈ (0,+∞) will be interpreted as the length of the branch from below v. (Notice, there is a
branch below the root.) We define the concatenation of two marked trees t̃(i) = (t(i), (h(i)v , v ∈
t(i))) with i ∈ {1, 2} and r > 0 as t̃ = [t̃(1), t̃(2); r] with t = {∅}
⋃2
i=1{v = iu, u ∈ t(i)} and
for v ∈ t, we have hv = r if v = ∅ and hv = h(i)u if v = iu with u ∈ t(i) and i ∈ {1, 2}.
Let g ∈ C+([0, 1]) be such that Tg is binary. Let n ∈ N and 0 < t1 < · · · < tn+1 < 1
such that (pg(tk), 1 ≤ k ≤ n + 1) are n + 1 distinct leaves. Set Gn = (g; t1, . . . , tn+1).
We denote by Tg(Gn) =
⋃n+1
k=1 [[∅,pg(tk)]] the random real tree spanned by the n + 1 leaves
pg(t1), . . . ,pg(tn+1) with root ∅. We define recursively the associated marked tree t̃(Gn) =
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(t(Gn), (hn,v(Gn), v ∈ t(Gn))), where intuitively t(Gn) is similar to Tg(Gn) but with the
branch lengths equal to 1 and no branch below the root, and hn,v(Gn) is the length of the
branch in Tg(Gn) below the node corresponding to v ∈ t(Gn). More precisely, for n = 0, we set
t(G0) = {∅} and h0,∅(G0) = g(t1). Let n ≥ 1. Since Tg is binary and (pg(tk), 1 ≤ k ≤ n+ 1)
are n + 1 distinct leaves, there exists a unique s ∈ (t1, tn+1) and a unique ` ∈ {1, . . . , n}
such that g(s) = mg(t1, tn+1) and t` < s < t`+1. We define g1(t) = (g(t) − g(s))1[t1,s](t)
and g2(t) = (g(t) − g(s))1[s,tn+1](t). Notice that Tgi is binary and (pg(tk), 1 ≤ k ≤ `) (resp.
(pg(tk), ` + 1 ≤ k ≤ n + 1)) are ` (resp. n − ` + 1) distinct leaves of Tg1 (resp. Tg2). Set
G′`−1 = (g1; t1, . . . , t`) and G
′′
n−` = (g2; t`+1, . . . , tn+1) and define t̃(Gn) as the concatenation
[t(G′`−1), t(G
′′
n−`); g(s)].
Let e be the Brownian excursion defined in Section 3.2.3. Let (Un, n ∈ N∗) be a se-
quence of independent random variables uniform on [0, 1], independent of e. In particular
(p(Un), n ∈ N∗) are a.s. distinct leaves of T . Let (U1,n, . . . , Un+1,n) be the a.s. increasing
reordering of (U1, . . . , Un+1) and set Gn = (e; (U1,n, . . . , Un+1,n)). We write T[n] = T (Gn)
the random real tree spanned by the n + 1 leaves p(U1), . . . ,p(Un+1) and the root and
T̃n = (Tn; (hn,v, v ∈ Tn)) = t̃(Gn) the associated marked tree. According to Pitman [163],
Theorem 7.9 or Aldous [10], the tree T[n] can also be obtained by stick-breaking procedure or
Poisson line-breaking construction. For 1 ≤ k ≤ n + 1, we denote by u(Uk) the leaf in Tn
corresponding to the leaf p(Uk) in T[n]. See Figure (3.1) for an example with n = 4. It is well
known that Tn is uniform among the discrete full binary ordered trees with n internal nodes.
Figure 3.1 – The Brownian excursion, T[n] and Tn (for n = 4).
3.2.5 Simply generated random tree
The presentation of simply generated trees is common in combinatorics. The tools involved
in our proofs use Galton-Watson trees. For these reasons, we recall the link between simply
generated trees and Galton-Watson trees (see also the survey of Janson [114] for more details).
We consider a weight sequence p = (p(k), k ∈ N) of non-negative real numbers such that∑
k∈N p(k) > p(1) + p(0) and p(0) > 0. For t ∈ T, we define its weight as:
w(t) =
∏
v∈t
p(kv(t)).
We set w(T(p)) =
∑
t∈T(p) w(t). For p ∈ N∗ such that w(T(p)) > 0, a simply generated tree
taking values in T(p) with weight sequence p is a T(p)-random variable τ (p) whose distribution
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is characterized by, for all t ∈ T(p):
P(τ (p) = t) =
w(t)
w(T(p))
·
Let gp be the generating function of p: gp(θ) =
∑
k∈N θ
kp(k) for θ > 0. From now on,
we assume there exists θ > 0 such that gp(θ) is finite. For q > 0 such that gp(q) < +∞, let
pq be the probability distribution with generating function θ 7→ gp(qθ)/gp(q). According to
[121] see also [3], the distribution of the GW tree τ with offspring distribution pq conditioned
on {|τ | = p} is the distribution of τ (p) and thus does not depend on q. It is easy to check
there exists at most one positive root, say qp, of the equation gp(q) = qg′p(q). We say that p is
generic (for the total progeny) if such root qp exists and non-generic otherwise. In particular,
all weight sequences such that there exists q > 0 with gp(q) finite and gp(q) < qg′p(q) (that is
pq is a super-critical offspring distribution), are generic.
From now on, we shall assume that p is generic. Without loss of generality, by replacing
p by the probability distribution with generating function θ 7→ gp(qpθ)/gp(qp), we will assume
that p is a critical probability distribution, that is:∑
k∈N
p(k) =
∑
k∈N
kp(k) = 1.
We recall that τ (p) is distributed as a critical GW tree τ with offspring distribution p condi-
tioned on {|τ | = p}, as for all finite tree t, P(τ = t) = w(t).
Local limits for critical GW trees conditioned on having a large total progeny go back to
[121] for the generic case (infinite spine case) and [114] for the non-generic case (condensation
case), see also [3, 4] and reference therein for more general conditionings. Scaling limits or
global limits for GW tree conditioned on having a large total progeny have been studied in
[70] for forests (that is collection of GW trees) and in [69, 130] for critical GW tree in the
domain of attraction of Lévy trees, see also [129] for more general conditioning of GW trees
and [131] for non-generic cases.
3.3 Catalan model
Let α > 0 and recall e =
√
2/αB, where B = (Bt, t ∈ [0, 1]) denotes the normalized
Brownian excursion. We also recall that the discrete binary tree Tn, defined in Section 3.2.4
from the Brownian tree Te, is uniformly distributed among the full ordered rooted binary
trees with n internal nodes. In particular, we have |Tn| = 2n+ 1. For n ∈ N∗, we define the
weighted random measure An on [0, 1] defined by An = |Tn|−3/2ATn , that is for f ∈ B([0, 1]):
An(f) = |Tn|−3/2
∑
v∈Tn
|Tn,v| f
(
|Tn,v|
|Tn|
)
, (3.17)
where Tn,v = (Tn)v is the sub-tree of Tn “above” v. Notice that An({0}) = 0. The next result
is proved in Section 3.6.
Theorem 3.4. We have that a.s. for all f ∈ B([0, 1]), continuous on (0, 1] and such that
limx→0+ x
af(x) = 0 for some a ∈ [0, 1/2):
An(f) −−−−−→
n→+∞
√
2αΦe(f).
We deduce from this Theorem that (An, n ∈ N∗) converges a.s. for the weak topology
towards
√
2αΦe.
By convention, for a ∈ R, we denote the function x 7→ xa1(0,1](x) defined on [0, 1] by xa.
We consider the random variable Zβ = Φe(xβ−1), see definition (3.16). The behavior of this
random variable and its first moment are given in the following Lemma, whose short proof is
given in Remark 3.18.
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Lemma 3.5. We have that a.s. for all 1/2 ≥ β > 0, Zβ = +∞. We have that a.s. for all
β > 1/2, Zβ is finite and
E [Zβ] =
1
2
√
α
Γ
(
β − 12
)
Γ(β)
· (3.18)
We also have the representation formulas Z1 =
∫ 1
0 e(s) ds and for β > 1:
Zβ =
1
2
β(β − 1)
∫
[0,1]2
|t− s|β−2m(s, t) ds dt. (3.19)
We get the following convergence.
Corollary 3.6. We have that a.s. for all β > 0,
lim
n→+∞
|Tn|−(β+
1
2
)
∑
v∈Tn
|Tn,v|β =
√
2αZβ.
Proof. Notice that |Tn|−(β+
1
2
)∑
v∈Tn |Tn,v|
β = An(x
β−1). For β > 1/2, the Corollary is then
a direct consequence of Theorem 3.4 with f = xβ−1. We now consider the case 1/2 ≥ β > 0.
Let c > 0. Using Theorem 3.4, we have that a.s.:
lim inf
n→+∞
An(x
β−1) ≥ lim
n→+∞
An(c ∧ xβ−1) =
√
2αΦe(c ∧ xβ−1).
Letting c goes to infinity, and using that, by Lemma 3.5, Φe(xβ−1) = Zβ = +∞ a.s., we get
that a.s. lim infn→+∞An(xβ−1) ≥
√
2αZβ = +∞. Then use a monotonicity argument in β
to deduce the results holds a.s. for all β ∈ (0, 1/2].
Remark 3.7. All the moments of Zβ , for β > 1/2, are given in [89] (see Proposition 3.5
therein), thanks to the identification provided by Corollary 3.6. The representation formula
(3.19) for Zβ is motivated by the formulation of our Corollary 3.6 given in [89] and [88].
Remark 3.8. Corollary 3.6 gives directly that (|Tn|−3/2
∑
v∈Tn |Tn,v|, |Tn|
−5/2∑
v∈Tn |Tn,v|
2)
is asymptotically distributed as
√
2α (Z1, Z2). Recall χ(t) defined in (3.6). According to
Lemma 3 of [27] or [93], there exists a finite constant K such that, for all n ≥ 3, we
have E[min(|Tn,1|, |Tn,2|)] ≤ K|Tn|1/2. Since conditionally on {v ∈ Tn} and |Tn,v|, we
have that Tn,v is uniformly distributed on the trees with |Tn,v| nodes, we deduce that
E[χ(Tn)] ≤ KE[ATn(
√
x)]. According to Theorem 3.8 in [89], we have E[ATn(
√
x)] =
O(n log(n)) and thus E[χ(Tn)] = O(n log(n)). Noticing that χ(Tn) is non-decreasing in
n, using Borel-Cantelli lemma and arguments on convergence determining of measures 4(see
proof of Theorem 3.4 in Section 3.6 for a detailed proof in the same spirit), we deduce that a.s.
limn→+∞ |Tn|−3/2χ(Tn) = 0. Then, we can directly recover the joint asymptotic distribution
of the total length path, the Wiener, Sackin, Colless and cophenetic indexes defined by (3.2)
in Section 3.1.1 and (3.7) in Section 3.1.2 for the Catalan model. More precisely, we have:(
P (Tn)
|Tn|3/2
,
W (Tn)
|Tn|5/2
,
S(Tn)
|Tn|3/2
,
C(Tn)
|Tn|3/2
,
Co(Tn)
|Tn|5/2
)
a.s.−−−→
n→∞
√
2α
(
Z1, 2(Z1 − Z2),
Z1
2
,
Z1
2
,
Z2
4
)
.
Remark 3.9. We complete Corollary 3.6 by considering the additive functionals F̃ , see defini-
tion (3.5) used in [89], instead F defined by (3.4). For t ∈ T and |t| > 1, recall t∗ = t \ L(t)
is the tree t without its leaves. We have that a.s. for all β > 0,
lim
n→+∞
|T∗n|−(β+
1
2
)
∑
v∈T∗n
|T∗n,v|β = 2
√
αZβ. (3.20)
4i.e. using the characterization of random measures.
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This result differs from Corollary 3.6 as
√
2 is replaced by 2. To prove (3.20), first notice that
for a full binary tree |t∗| = |t| − |L(t)| = (|t| − 1)/2 so that:
|T∗n|−(β+
1
2
)
∑
v∈T∗n
|T∗n,v|β =
√
2 (|Tn| − 1)−(β+
1
2
)
∑
v∈Tn
(|Tn,v| − 1)β.
Let x+ = max(x, 0) denote the positive part of x ∈ R. We have xβ ≥ (x−1)β ≥ xβ−cβx(β−1)+
for all x ≥ 1 with cβ = 1 if 0 < β ≤ 1 and cβ = β if β ≥ 1. Then use Corollary 3.6 (two
times) to deduce that a.s. for all β > 0:
lim
n→+∞
|T∗n|−(β+
1
2
)
∑
v∈T∗n
|T∗n,v|β =
√
2 lim
n→+∞
|Tn|−(β+
1
2
)
∑
v∈Tn
|Tn,v|β = 2
√
αZβ.
The next proposition, whose proof is given in Section 3.7, gives the fluctuations corre-
sponding to the invariance principles of Theorem 3.4. Notice the speed of convergence in the
invariance principle is of order |Tn|−1/4.
Proposition 3.10. Let f ∈ C([0, 1]) be locally Lipschitz continuous on (0, 1] with ‖xaf ′ ‖esssup
finite for some a ∈ (0, 1). We have the following convergence in distribution:(
|Tn|1/4(An −
√
2αΦe)(f), An
) (d)−−−→
n→∞
(
(2α)1/4
√
Φe(xf2) G,
√
2α Φe
)
,
where G is a standard (centered reduced) Gaussian random variable independent of the excur-
sion e.
Notice the fluctuations for the a.s. convergence towards Zβ with β ≥ 1, given in Corollary
3.6, have an asymptotic variance (up to a multiplicative constant) given by Z2β .
Remark 3.11. The contribution to the fluctuations is given by the error of approximation of
An,1(f) by An,2(f), see notations from the proof of Theorem 3.4. This corresponds to the
fluctuations coming from the approximation of the branch lengths (hn,v, v ∈ Tn) by their
mean, which relies on the explicit representation on their joint distribution given in Lemma
3.23. In particular, there is no other contribution to the fluctuations from the approximation
of the continuum tree T by the sub-tree T[n].
3.4 Simply generated trees model
The main result of this section is Corollary 3.15 in Section 3.4.3. The Sections 3.4.1 and
3.4.2 present the contour process of discrete trees and its convergence towards the contour
process of a continuous random tree.
We keep notations from Section 3.2.5 on simply generated random tree. We assume the
weight sequence p = (p(k), k ∈ N) of non-negative real numbers such that
∑
k∈N p(k) >
p(1) + p(0) and p(0) > 0 is generic. As stated in Section 3.2.5, without loss of generality, we
will assume that p is a critical probability distribution, that is:∑
k∈N
p(k) =
∑
k∈N
kp(k) = 1.
3.4.1 Contour process
Let t ∈ T be a finite tree. The contour process Ct = (Ct(s), s ∈ [0, 2|t|]) is defined as the
distance to the root of a particle visiting continuously each edge of t at speed one (where all
edges are of length 1) according to the lexicographic order of the nodes. More precisely, we
set ∅ = u(0) < u(1) < . . . < u(|t| − 1) the nodes of t ranked in the lexicographic order. By
convention, we set u(|t|) = ∅.
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We set `0 = 0, `|t|+1 = 2 and for k ∈ {1, . . . , |t|}, `k = d(u(k − 1), u(k)). We set Lk =∑k
i=0 `i for k ∈ {0, . . . , |t|+1}, and L′k = Lk+d(u(k),m(u(k), u(k+1))) for k ∈ {0, . . . , |t|−1}.
(Notice that L′k = Lk if and only if u(k) ≺ u(k+1).) We have L|t| = 2|t|−2 and L|t|+1 = 2|t|.
We define for k ∈ {0, . . . , |t| − 1}:
• for s ∈ [Lk, L′k), the particle goes down from u(k) to m(u(k), u(k + 1)): Ct(s) =
|u(k)| − (s− Lk);
• for s ∈ [L′k, Lk+1), the particle goes up from m(u(k), u(k + 1)) to u(k + 1): Ct(s) =
|m(u(k), u(k + 1))|+ (s− L′k),
and Ct(s) = 0 for s ∈ [2|t| − 2, 2|t|]. Notice that Ct is continuous.
For u ∈ t, we define Iu the time interval during which the particle explores the edge
attached below u. More precisely for k ∈ {1, . . . , |t| − 1}, we set:
Iu(k) = [Lk − 1, Lk)
⋃
[L′′k, L
′′
k + 1),
where L′′k = inf{s ≥ Lk, Ct(s) < |u(k)|} and I∅ = [2|t| − 2, 2|t|]. The sets (Iu, u ∈ t) are
disjoints 2 by 2 with
⋃
u∈t Iu = [0, 2|t|]. For u ∈ t, we have that the Lebesgue measure of Iu
is 2 and
Ct(s) ≤ d(∅, u) ≤ Ct(s) + 1 for all s ∈ Iu. (3.21)
Figure 3.2 – A tree t with 8 nodes and its contour process Ct: for s ∈ [L5, L′5) = [7, 10),
the particle goes down from u(5) to m(u(5), u(6)) = ∅; Iu(3) = [L3 − 1, L3) ∪
[L′′3, L
′′
3 + 1) = [4, 5) ∪ [8, 9) is the time interval during which the particle explores the edge
attached below u(3).
3.4.2 Convergence of contour processes
We assume that p is a probability distribution on N such that 1 > p(1) + p(0) ≥ p(0) > 0
and which is critical (that is
∑
k∈N kp(k) = 1). We also assume that p is in the domain of
attraction of a stable distribution of Laplace exponent ψ(λ) = κλγ with γ ∈ (1, 2] and κ > 0,
and renormalizing sequence (ap, p ∈ N∗) of positive reals: if (Uk, k ∈ N∗) are independent
random variables with the same distribution p, andWp =
∑p
k=1 Uk−p, thenWp/ap converges
in distribution, as p goes to infinity, towards a random variable X with Laplace exponent −ψ
(that is E[e−λX ] = eψ(λ) for λ ≥ 0). Notice this convergence implies that:
lim
p→+∞
ap
p
= 0. (3.22)
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Remark 3.12. If p has finite variance, say σ2, then one can take ap =
√
p and X is then a
centered Gaussian random variable with variance σ2, so that ψ(λ) = σ2λ2/2.
The main theorem in Duquesne [69] on the functional convergence in distribution of the
contour process stated when p is aperiodic, can easily be extended to the case p periodic.
(Indeed the lack of periodicity hypothesis is mainly used in Lemma 4.5 in [69] which is based
on Gnedenko local limit theorem. Since the latter holds a fortiori for lattice distributions
in the domain of attraction of stable law, it allows to extend the result to such periodic
distribution, as soon as one uses sub-sequences on which the conditional probabilities are well
defined.) It will be stated in this more general version, see Theorem 3.13 below. Since the
contour process is continuous as well as its limit, the convergence in distribution holds on the
space C([0, 1]) of real continuous functions endowed with the supremum norm.
Theorem 3.13. Let p be a critical probability distribution on N, with 1 > p(1) + p(0) ≥
p(0) > 0, which belongs to the domain of attraction of a stable distribution of Laplace exponent
ψ(λ) = κλγ with γ ∈ (1, 2] and κ > 0, and renormalizing sequence (ap, p ∈ N∗). Let τ be a
GW tree with offspring distribution p, and τ (p) be distributed as τ conditionally on {|τ | = p}.
There exists a random non-negative continuous process H = (Hs, s ∈ [0, 1]), such that the
following convergence on the space C([0, 1]) holds in distribution:
ap
p
(
Cτ
(p)
(2ps), s ∈ [0, 1]
)
(d)−−−−→
p→+∞
H,
where the convergence is taken along the infinite sub-sequence of p such that P(|τ | = p) > 0.
The process H, see [69] for a construction of H, is the so called normalized excursion for
the height process, introduced in [136], of a Lévy tree with branching mechanism ψ.
Remark 3.14. If ψ(λ) = αλ2, for some α > 0, then H is distributed as
√
2/αB, where B is
the positive Brownian excursion, see [70].
3.4.3 Main result
The next result is a direct consequence of [69] on the convergence of the contour process
of random discrete tree, see Theorem 3.13 given in Section 3.4.2. We keep notations and
definitions of Sections 3.4.1 and 3.4.2 below, with H the normalized excursion of the height
function associated to the branching mechanism ψ. The proof of the next corollary is given
in Section 3.4.4.
Corollary 3.15. Let p be a critical probability distribution on N, with 1 > p(1) + p(0) ≥
p(0) > 0, which belongs to the domain of attraction of a stable distribution of Laplace exponent
ψ(λ) = κλγ with γ ∈ (1, 2] and κ > 0, and renormalizing sequence (ap, p ∈ N∗). Let τ be a
GW tree with offspring distribution p, and τ (p) be distributed as τ conditionally on {|τ | = p}.
We have the following convergence in distribution:
ap
p2
Aτ (p)
(d)−−−−→
p→+∞
ΦH ,
where we endow the space of non-negative measures with the topology of the weak convergence
and where the convergence is taken along the infinite sub-sequence of p such that P(|τ | = p) >
0.
We set for β > 0 and t ∈ T:
Z∗β(t) =
∑
v∈t
|tv|β.
Using the Skorohod representation theorem, we deduce the following result.
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Corollary 3.16. Assume hypothesis of Corollary 3.15 hold and let ZHβ be given by (3.15) for
β ≥ 1. There exist continuous functions defined on [1,∞), Θp distributed as
(
ap
pβ+1
Z∗β(τ
(p)), β ≥ 1
)
and Θ distributed as
(
ZHβ , β ≥ 1
)
such that
Θp
(p.s.)−−−−→
p→+∞
Θ
for the simple convergence of functions and where the convergence is taken along the infinite
sub-sequence of p such that P(|τ | = p) > 0.
The technical proof of the first part of the next Lemma is given in Section 3.8.6. The
second part, which is the representation formula, is a direct consequence of the deterministic
Lemma 3.39 in Section 3.8.5 (with β = a+ 1).
Lemma 3.17. Assume the height function H is associated to the Laplace exponent ψ(λ) = κλγ
with γ ∈ (1, 2] and κ > 0. We have that a.s. for all 1/γ ≥ β > 0, ZHβ = +∞, that a.s. for all
β > 1/γ, ZHβ is finite and
E
[
ZHβ
]
=
1
γκ1/γ
Γ
(
β − 1γ
)
Γ
(
β + 1− 2γ
) · (3.23)
We also have the representation formulas ZH1 =
∫ 1
0 H(s) ds and, for β > 1, Z
H
β =
1
2 β(β −
1)
∫
[0,1]2 |t− s|
β−2mH(s, t) ds dt.
Remark 3.18. Lemma 3.5 given in Section 3.3 is a consequence of Lemma 3.17 applied with
H = e, γ = 2 and κ = α.
Remark 3.19. For β ∈ (0, 1/γ], we deduce from Corollary 3.15 and Lemma 3.17, using the
same arguments as in the proof of Corollary 3.6, the convergence in distribution of the se-
quence
(
ap
pβ+1
Z∗β(τ
(p)), p ∈ N∗ s.t. P(|τ | = p) > 0
)
towards infinity. So the normalization is
not relevant to get a proper limit, suggesting we have a “local” regime. The convergence in
distribution of this sequence for β ∈ (1/γ, 1) towards ZHβ (which is a.s. finite) is an open
question, but we conjecture it holds. This conjecture and Corollary 3.16 would then give that
for simply generated trees, under the hypothesis of Corollary 3.15, there is a phase transition
at β = 1/γ between a “global” regime (β > 1/γ) and a “local” regime (β ≤ 1/γ).
Remark 3.20. If p has finite variance, say σ2, then one can take ap =
√
p in Corollaries 3.15
and 3.16 and H is equal to (2/σ)B which corresponds to ψ(λ) = σ2λ2/2, see Remarks 3.12
and 3.14. By scaling, or using that the limit in Theorem 3.4 does not depend on α, we deduce
that in this case ΦH = 2σΦB and Z
H
β =
2
σZ
B
β in Corollaries 3.15 and 3.16.
3.4.4 Proof of Corollary 3.15
Elementary functionals of finite trees
Let t ∈ T be a finite tree and k ∈ N∗. For u = (u1, . . . , uk) ∈ tk, we define m(u) =
m({u1, . . . , uk}) the most recent common ancestor of u1, . . . , uk. We consider the following
elementary functional of a tree, defined for t ∈ T:
Dk(t) =
∑
u∈tk
d(∅,m(u)). (3.24)
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We have: ∑
v∈t
|tv|k = Dk(t) + |t|k, (3.25)
which we obtain from the following equalities∑
v∈t
|tv|k =
∑
v∈t
∑
u∈tk
1{v4m(u)} =
∑
u∈tk
∑
v∈t
1{v4m(u)} =
∑
u∈tk
(d(∅,m(u)) + 1).
For x = (x1, . . . , xk) ∈ Rk, denote by (x(1), . . . , x(k)) its order statistics which are uniquely
defined by x(1) ≤ · · · ≤ x(n) and
∑k
i=1 δxi =
∑k
i=1 δx(i) , with δz the Dirac mass at z. Recall
the notation mh(s, t), see (3.13), for the minimum of h over the interval with bounds s and t.
We set:
Dk(t) =
∫
[0,|t|]k
mCt(2x(1), 2x(k)) dx, (3.26)
with the conventions that if k = 1, then D1(t) =
∫
[0,|t|]C
t(2x) dx.
We have the following lemma.
Lemma 3.21. We have for t ∈ T and k ∈ N∗:
0 ≤ Dk(t)−Dk(t) ≤ |t|k. (3.27)
Proof. For u = (u1, . . . , uk) ∈ tk, we have the following generalization of (3.21): for x =
(x1, . . . , xk) ∈
∏k
i=1 Iui ,
mCt(x(1), x(k)) ≤ d(∅,m(u)) ≤ mCt(x(1), x(k)) + 1.
(Notice that mCt(x(1), x(k)) = d(∅,m(u)) as soon as m(u) ≺ ui for all i ∈ {1, . . . , k}.) We
deduce that:
0 ≤ 2kd(∅,m(u))−
∫
∏k
i=1 Iui
mCt(x(1), x(k)) dx ≤ 2k.
By summing over u ∈ tk, we get:
0 ≤ 2kDk(t)−
∫
[0,2|t|]k
mCt(x(1), x(k)) dx ≤ 2k|t|k.
Use the change of variable 2y = x to get (3.27).
Convergence of additive functionals
We now give the main result of this Section.
Corollary 3.22. Under the hypothesis and notations of Theorem 3.13, we have the following
convergences in distribution for all k ∈ N∗:
lim
p→+∞
ap
pk+1
∑
v∈τ (p)
|τ (p)v |k
(d)
= lim
p→+∞
ap
pk+1
∑
u∈(τ (p))k
d(∅,m(u)) (d)=
∫ 1
0
ds
∫ H(s)
0
dr σr,s(H)
k−1,
where σr,s(H) is the length of the excursion of the height process H above r straddling s defined
in (3.14) and where the convergence is taken along the infinite sub-sequence of p such that
P(|τ | = p) > 0.
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Proof. Recall notation mh(s, t) and σr,s(h) given in (3.13) and (3.14). We shall take limits
along the infinite sub-sequence of p such that P(|τ | = p) > 0.
Recall definitions (3.24) of Dk(t) and (3.26) of Dk(t). Thanks to Lemma 3.21 and (3.22)
which implies that (p−(k+1)ap(Dk(τ (p))−Dk(τ (p))), p ∈ N∗) converges in probability towards
0 and to (3.25), we see the proof of the corollary is complete as soon as we obtain that for all
k ∈ N∗:
lim
p→+∞
ap
pk+1
Dk(τ (p))
(d)
=
∫ 1
0
ds
∫ H(s)
0
dr σr,s(H)
k−1. (3.28)
We deduce from Theorem 3.13 the following convergence in law:
ap
p2
D1(τ (p)) =
ap
p2
∫
[0,p]
Cτ
(p)
(2x) dx =
∫
[0,1]
ap
p
Cτ
(p)
(2ps) ds
(d)−−−−→
p→+∞
∫
[0,1]
dsH(s).
This gives (3.28) for k = 1. We have that for k ≥ 2 and t ∈ T:
2Dk(t) = 2
∫
[0,|t|]k
mCt(2x(1), 2x(k)) dx
= k(k − 1)
∫
[0,|t|]2
dx1dx2 |x2 − x1|k−2mCt(2•)(x1, x2)
= k(k − 1)|t|k
∫
[0,1]2
dx1dx2 |x2 − x1|k−2mCt(2|t|•)(x1, x2),
where we used (3.26) in the first equality, we choose x(1) and x(k) among x1, . . . , xk for the
second one and we used the change of variable xi to |t|xi for the last one. We deduce from
Theorem 3.13 the following convergence in law for all k ∈ N∗ such that k ≥ 2:
ap
pk+1
Dk(τ (p))
(d)−−−−→
p→+∞
k(k − 1)
2
∫
[0,1]2
dsds′ |s′ − s|k−2mH(s, s′).
Then use (3.57) from Lemma 3.39 to get (3.28). This ends the proof.
Conclusion
We deduce from the proof of Corollary 3.22, using the Skorohod representation theorem,
that all the convergences in distribution of Corollary 3.22 hold simultaneously for all k ∈
N∗. We thus get that limn→+∞ app2Aτ (p)(x
k−1)
(d)
= ΦH(x
k−1), simultaneously for all k ∈ N∗.
Since on [0, 1], the convergence of moments implies the weak convergence of finite measures,
we deduce that the random measure ap
p2
Aτ (p) converges in distribution towards ΦH for the
topology of weak convergence of finite measures on [0, 1].
3.5 Preliminary Lemmas
Recall T is the real tree coded by the excursion e, see Section 3.2.3 and T[n] is the (smallest)
sub-tree of Te containing n + 1 leaves picked uniformly at random and the root, see Section
3.2.4. Recall (Tn, (hn,v, v ∈ Tn)) denote the corresponding marked tree. Intuitively, for
v ∈ Tn, hn,v is the length of the branch below the branching point with label v in T[n] (when
keeping the order on the leaves). We recall, see [10], [163] (Theorem 7.9) or [70], that the
density of (hn,v, v ∈ Tn) is, conditionally on Tn, given by:
fn((hn,v, v ∈ Tn)) = 2
(2n)!
n!
αn+1 Ln e
−αL2n
∏
v∈Tn
1{hn,v>0}, (3.29)
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where Ln =
∑
v∈Tn hn,v denotes the total length of T[n]. Notice that the edge-lengths have
an exchangeable distribution and are independent of the shape tree Tn. Furthermore, el-
ementary computations give that (hn,v, v ∈ Tn), with v ∈ Tn ranked in the lexicographic
order, has, conditionally on Tn and Ln, the same distribution as (Ln∆1, . . . , Ln∆2n+1), where
∆1, . . . ,∆2n+1 represents the lengths of the 2n + 1 intervals obtained by cutting [0, 1] at 2n
independent uniform random variables on [0, 1] and independent of Ln. We thus deduce the
following elementary Lemma.
Lemma 3.23. Conditionally on Tn = t, the random vector (hn,v, v ∈ t) has the same distri-
bution as (LnEv/St, v ∈ t), where (Eu, u ∈ U) are independent exponential random variables
with mean 1, independent of Tn and Ln, and St =
∑
v∈tEv.
According to [2], we have that a.s. limn→+∞ Ln/
√
n = 1/
√
α. We then deduce from
Lemma 3.23 that (2n + 1)
√
αhn,∅/
√
n converges in distribution towards E∅ as n goes to
infinity. Intuitively, we get that 2
√
αnE[hn,v] is of order 1, for v ∈ Tn. Recall the random
measure An is defined in (3.17). We introduce the random measure:
A1,n = 2
√
αnE[hn,∅]An.
Lemma 3.24. Let a ∈ [0, 1/2). There exists a finite constant C such that for all f ∈ B([0, 1])
and n ∈ N∗, we have:
E [|An(f)−A1,n(f)|] ≤ C‖xaf‖∞ n−1.
Proof. Let a ∈ [0, 1/2) and f ∈ B([0, 1]). Using (3.55) in the Appendix, we deduce that for
all n ∈ N∗, we have
∣∣1− 2√αn E[hn,∅]∣∣ ≤ 1/2n. Using (3.44) in Lemma 3.34, we deduce that:
E[|An(f)−A1,n(f)|] ≤
1
2n
E[|An(f)|] ≤
C1,1−a
2n
‖xaf‖∞.
Intuitively, hn,v is of the same order of its expectation. Since the random variables
(hn,v, v ∈ Tn) are exchangeable, we deduce that hn,v is of the same order as E[hn,∅]. Based
on this intuition, we define the random measure A2,n as follows. For f ∈ B([0, 1]), we set:
A2,n(f) = 2
√
αn |Tn|−3/2
∑
v∈Tn
|Tn,v|f
(
|Tn,v|
|Tn|
)
hn,v.
Lemma 3.25. Let a ∈ [0, 1/2). There exists a finite constant C such that for all f ∈ B([0, 1])
and n ∈ N∗, we have:
E[|A1,n(f)−A2,n(f)|] ≤ C‖xaf‖∞ n−1/4.
Proof. Let a ∈ [0, 1/2) and f ∈ B([0, 1]). For v ∈ Tn, we set Yn,v =
√
n(E[hn,v]− hn,v) and
Kn =
1
2
√
α
(A1,n(f)−A2,n(f)) = |Tn|−3/2
∑
v∈Tn
|Tn,v|f
(
|Tn,v|
|Tn|
)
Yn,v.
Using that (hn,v, v ∈ Tn) is exchangeable, elementary computations give:
E
[
K2n|Tn
]
≤ |Tn|−1/2An(xf2)E[Y 2n,∅] +An(|f |)
2|E[Yn,∅Yn,1]|.
Then using (3.44) and (3.45) in Lemma 3.34 and (3.56) in Lemma 3.38, we get:
E[K2n] = E
[
E[K2n|Tn]
]
≤ C1,1
2α
√
2n+ 1
‖x1/2f‖2∞ +
C22,1−a
8αn
‖xaf‖2∞ ≤
c√
n
‖xaf‖2∞,
for some finite constant c which does not depend on n and f .
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Let Ln,v = {u ∈ Tn; v 4 u, ku(Tn) = 0} be the set of leaves of Tn with ancestor v,
and |Ln,v| be its cardinality. Notice the number of leaves of Tn,v is exactly |Ln,v|. We now
approximate the multiplying factor |Tn,v| in A2,n by twice the number of leaves in Tn,v as
2|Ln,v| = |Tn,v|+ 1. For this reason, we set for f ∈ B([0, 1]):
A3,n(f) = 4
√
αn |Tn|−3/2
∑
v∈Tn
|Ln,v| f
(
|Tn,v|
|Tn|
)
hn,v.
Lemma 3.26. Let a ∈ [0, 1/2). For all f ∈ B([0, 1]) and n ∈ N∗, we have:
E[|A2,n(f)−A3,n(f)|] ≤ ‖xaf‖∞ na−
1
2 .
Proof. Let a ∈ [0, 1/2) and f ∈ B([0, 1]). Since 2|Ln,v| = |Tn,v|+ 1, we get that:
|A2,n(f)−A3,n(f)| ≤ 2
√
αn |Tn|−3/2
∑
v∈Tn
|f |
(
|Tn,v|
|Tn|
)
hn,v.
As |Tn,v| ≥ 1 and a ≥ 0, we get that |f |
(
|Tn,v |
|Tn|
)
≤ ‖xaf ‖∞ |Tn|a. We deduce that:
|A2,n(f)−A3,n(f)| ≤ 2
√
αnLn|Tn|a−
3
2 ‖xaf ‖∞ .
According to (3.54), we have 2
√
αnE[Ln] ≤ |Tn|. We deduce that E[|A2,n(f)−A3,n(f)|] ≤
|Tn|a−
1
2 ‖xaf ‖∞.
We define Nn,r,Uk as the number of leaves of the sub-tree T[n] which are distinct from
p(Uk) and such that their most recent common ancestor with p(Uk) is at distance further
than r from the root. More precisely, using the definition (3.13) of m, we have:
Nn,r,Uk + 1 = Card {i ∈ {1, . . . , n+ 1}, m(Ui, Uk) ≥ r}.
In particular, we deduce from the construction of T[n] and Tn that for 1 ≤ k ≤ n+ 1:∑
v4u(Uk)
f
(
|Tn,v|
|Tn|
)
hn,v =
∫ e(Uk)
0
dr f
(
2Nn,r,Uk + 1
2n+ 1
)
, (3.30)
where u(Uk) is the leaf in Tn corresponding to the leaf p(Uk) in T[n].
Recall that, for v ∈ Tn, Ln,v denotes the set of leaves of Tn with ancestor v and L(Tn) =
Ln,∅ denotes the set of leaves of Tn. We deduce that:
A3,n(f) = 4
√
αn |Tn|−3/2
∑
v∈Tn
|Ln,v| f
(
|Tn,v|
|Tn|
)
hn,v
= 4
√
αn |Tn|−3/2
∑
u∈L(Tn)
∑
v4u
f
(
|Tn,v|
|Tn|
)
hn,v
= 4
√
αn |Tn|−3/2
n+1∑
k=1
∫ e(Uk)
0
dr f
(
2Nn,r,Uk + 1
2n+ 1
)
,
where we used (3.30) for the last equality. Notice that by construction, conditionally on e
and Uk, the random variable Nn,r,Uk is binomial with parameter (n, σr,Uk). For this reason,
we consider the following approximation of A3,n(f). For f ∈ B([0, 1]) non-negative, we set:
A4,n(f) = 4
√
αn |Tn|−3/2
n+1∑
k=1
∫ e(Uk)
0
dr f(σr,Uk).
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Lemma 3.27. We have the following properties.
(i) For a ∈ (0, 1), there exists a finite constant C(a) such that if f ∈ B([0, 1]) is locally
Lipschitz continuous on (0, 1], we have for all n ∈ N∗:
E[|A3,n(f)−A4,n(f)|] ≤ C(a) ‖xaf
′ ‖esssup n
−1/2.
(ii) If a ∈ (−1/2, 0], there exists a finite constant C(a) such that we have for all n ∈ N∗:
E[|A3,n(xa)−A4,n(xa)|] ≤ C(a)n−(2a+1)/8.
Remark 3.28. We can extend (i) of Lemma 3.27 to get that for a uniformly Hölder continuous
function f with exponent λ > 1/2, we have E[|A3,n(f)−A4,n(f)|] = O(n−λ/2). This allows
the extension of Proposition 3.10 to such functions.
Proof. For s ∈ [0, 1], let Nn,r,s be a random variable which is, conditionally on e, binomial
with parameter (n, σr,s). Notice, this is consistent with the definition of Nn,r,Uk . Hence we
get, for f ∈ B([0, 1]),
E [|A3,n(f)−A4,n(f)|] ≤ 4
√
αn|Tn|−
3
2
n+1∑
k=1
E
[∫ e(Uk)
0
∣∣∣∣f (2Nn,r,Uk + 12n+ 1
)
− f(σr,Uk)
∣∣∣∣ dr
]
≤ 4
√
α
∫ 1
0
ds E
[∫ e(s)
0
drE
[∣∣∣∣f (2Nn,r,s + 12n+ 1
)
− f(σr,s)
∣∣∣∣ ∣∣ e] dr
]
.
(3.31)
We first prove property (i). Let a ∈ (0, 1) and f ∈ B([0, 1]) be locally Lipschitz continuous
on (0, 1]. Using (ii) of Lemma 3.35, we have that for s ∈ (0, 1) and r ∈ (0, e(s)),
E
[∣∣∣∣f (2Nn,r,s + 12n+ 1
)
− f(σr,s)
∣∣∣∣ ∣∣ e] ≤ ‖xaf ′ ‖esssup1− a
(
σ
−a
2
r,s + σ
1
2
−a
r,s
)
n−1/2. (3.32)
We recall that Zβ =
∫ 1
0 ds
∫ e(s)
0 dr σ
β−1
r,s for β > 0. Thus, we have E
[
Z 3
2
−a
]
≤ E
[
Z1−a
2
]
; the
last term being finite thanks to Lemma 3.5. We deduce from (3.31) and (3.32) that
E [|A3,n(f)−A4,n(f)|] ≤ 8
√
α
‖xaf ′ ‖esssup
1− a
E
[
Z1−a
2
]
n−1/2.
This achieves the proof of property (i).
We now prove property (ii). We consider a ∈ (−1/2, 0) and f(x) = xa, as the case a = 0
is obvious. Let γ > 0. We write:∫ 1
0
ds E
[∫ e(s)
0
drE
[∣∣∣∣(2Nn,r,s + 12n+ 1
)a
− σar,s
∣∣∣∣ ∣∣ e]
]
= κ1 + κ2 + κ3,
with κi =
∫ 1
0 ds E
[∫ e(s)
0 drE
[
1Di
∣∣∣(2Nn,r,s+12n+1 )a − σar,s∣∣∣ ∣∣ e]] and:
D1 =
{
σr,s > 2n
−γ ,
2Nn,r,s + 1
2n+ 1
> n−γ
}
, D2 =
{
σr,s > 2n
−γ ,
2Nn,r,s + 1
2n+ 1
≤ n−γ
}
,
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and D3 = (D1
⋃
D2)
c. We start considering κ1. Notice that, thanks to (3.49) with b = 1 + a,
we have |xa − ya| ≤ xay−1|x− y| ≤ nγ(1−a)|x− y| if x, y ∈ [n−γ ,+∞). Using this inequality
with x = 2Nn,r,s+12n+1 and y = σr,s, we obtain:
κ1 ≤ nγ(1−a)
∫ 1
0
dsE
[∫ e(s)
0
E
[∣∣∣∣2Nn,r,s + 12n+ 1 − σr,s
∣∣∣∣ ∣∣ e] dr
]
· (3.33)
Moreover, if X is a binomial random variable with parameter (n, p), then we have:
E
[∣∣∣∣2X + 12n+ 1 − p
∣∣∣∣]2 ≤ E
[(
2X + 1
2n+ 1
− p
)2]
≤ 1
2n+ 1
≤ 1
n
·
With X = Nn,r,s and p = σr,s, we get that E
[∣∣∣2Nn,r,s+12n+1 − σr,s∣∣∣ ∣∣ e] ≤ 1√n . We deduce from
(3.33) that:
κ1 ≤ E
[∫ 1
0
e(s) ds
]
nγ(1−a)−
1
2 · (3.34)
We give an upper bound of κ2. We first recall Hoeffding’s inequality: if X is a binomial
random variable with parameter (n, p), and t > 0, then we have P(np−X > nt) ≤ exp(−2nt2).
Using that {p− 2X+12n+1 > n
−γ} ⊂ {np−X > n1−γ}, we deduce that:
P
(
p− 2X + 1
2n+ 1
> n−γ
)
≤ P
(
np−X > n1−γ
)
≤ exp
(
−2n1−2γ
)
. (3.35)
Notice that on D2, we have 0 ≤
(
2Nn,r,s+1
2n+1
)a
− σar,s ≤
(
2Nn,r,s+1
2n+1
)a
≤ (2n+ 1)−γa as well
as σr,s − 2Nn,r,s+12n+1 > n
−γ . Hence, we obtain:
κ2 ≤ (2n+ 1)−γa
∫ 1
0
dsE
[∫ e(s)
0
P
(
σr,s −
2Nn,r,s + 1
2n+ 1
> n−γ
∣∣∣e) dr]
≤ E[Z1] (2n+ 1)−γa e−2n
1−2γ
. (3.36)
Finally, we consider κ3. Let η ∈ (0, a+ 1/2). We have:
E
[∫ e(s)
0
1{σr,s≤2n−γ}E
[∣∣∣∣(2Nn,r,s + 12n+ 1
)a
− σar,s
∣∣∣∣ ∣∣ e] dr
]
≤ E
[∫ e(s)
0
1{σr,s≤2n−γ}E
[(
2Nn,r,s + 1
2n+ 1
)a
+ σar,s
∣∣ e] dr]
≤ 3E
[∫ e(s)
0
1{σr,s≤2n−γ}σ
a
r,s dr
]
≤ 3 · 2ηn−γη E
[∫ e(s)
0
dr σa−ηr,s
]
,
where we used (i) of Lemma 3.35 for the second inequality. Recall that D3 = {σr,s ≤ 2n−γ}.
We deduce that:
κ3 ≤
∫ 1
0
ds 3 · 2ηn−γη E
[∫ e(s)
0
dr σa−ηr,s
]
= 3 · 2ηn−γη E[Za−η+1]. (3.37)
Choose γ = 1/3 and η = 3(2a+ 1)/8. Thanks to Lemma 3.5, we get that E
[∫ 1
0 e(s) ds
]
=
E[Z1] is finite and that E[Za−η+1] is also finite since a− η+ 1 > 1/2 as a > −1/2. Therefore,
3.6. Proof of Theorem 3.4 81
we deduce from (3.31) and then (3.34), (3.36) and (3.37) that there exists a finite constant
C(a) such that we have for all n ∈ N∗:
E[|A3,n(xa)−A4,n(xa)|] ≤ C(a)n−(2a+1)/8.
Lemma 3.29. For all f ∈ B([0, 1]) such that f ≥ 0 and ‖xaf‖∞ < +∞ for some a ∈ [0, 1/2),
we have:
A4,n(f)
a.s.−−−−−→
n→+∞
√
2α Φe(f).
Proof. Let f ∈ B([0, 1]) such that f ≥ 0 and ‖xaf‖∞ < +∞ for some a ∈ [0, 1/2). Let U be
uniform on [0, 1] and independent of e. Recall Zβ =
∫ 1
0 ds
∫ 1
0 dr σ
β−1
r,s defined in (3.15). Notice
that:
E
[ ∫ e(U)
0
dr f(σr,U )
∣∣∣ e] ≤ ‖xaf ‖∞ Z1−a.
Since 1 − a > 1/2, we deduce from Lemma 3.5 that a.s. Z1−a < +∞. Then, use the strong
law of large numbers (conditionally on e) to deduce that A4,n(f) converges a.s. towards√
2α Φe(f) as n goes to infinity.
3.6 Proof of Theorem 3.4
Let a > −1/2. According to Lemmas 3.24, 3.25, 3.26 and 3.27 (use (i) for a > 0 and
(ii) for a ∈ (−1/2, 0]), there exists ε > 0 and a finite constant c such that for all n ∈ N∗,
we have E[|An(xa) − A4,n(xa)|] ≤ cn−ε. Since according to Lemma 3.29, we have a.s. that
limn→+∞A4,n(x
a) =
√
2α Φe(x
a), we deduce from Borel-Cantelli lemma that, with ϕ(n) =
dn2/εe, we have a.s. limn→+∞Aϕ(n)(xa) =
√
2α Φe(x
a).
For n′ ≥ n ≥ 1, we have T[n] ⊂ T[n′]. Unfortunately, by the construction of Tn, we don’t
have in general that v ∈ Tn implies that v ∈ Tn′ , see the example of Figure 3.3.
However, it is still true, as 1 + a > 0, that:∑
v∈Tn
|Tn,v|1+a ≤
∑
v′∈Tn′
|Tn′,v′ |1+a. (3.38)
Let n ∈ N∗. There exists a unique n′ ∈ N∗ such that ϕ(n′) ≤ n < ϕ(n′ + 1). We obtain
from (3.38) that:
(
2ϕ(n′) + 1
2ϕ(n′ + 1) + 1
)a+ 3
2
Aϕ(n′)(x
a) ≤ An(xa) ≤
(
2ϕ(n′ + 1) + 1
2ϕ(n′) + 1
)a+ 3
2
Aϕ(n′+1)(x
a).
As limn′→+∞ ϕ(n′)/ϕ(n′ + 1) = 1, we deduce that a.s. limn→+∞An(xa) =
√
2α Φe(x
a).
In particular, for all a ∈ (−1/2, 0], a.s. for all k ∈ N, we have limn→+∞An(xa+k) =√
2α Φe(x
a+k). Since on [0, 1], the convergence of moments implies the weak convergence
of measure, we deduce that a.s. the random measure An(xa •) converges weakly towards√
2α Φe(x
a •). By taking a dense subset of a in (−1/2, 0] and using monotonicity, we de-
duce that a.s. for all a ∈ (−1/2, 0] the random measure An(xa •) converges weakly towards√
2α Φe(x
a •). This ends the proof of Theorem 3.4.
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(a) n = 4
(b) n′ = 5
Figure 3.3 – T[3] ⊂ T[4] but T3 6⊂ T4
3.7 Proof of Proposition 3.10
3.7.1 A preliminary convergence in distribution
Let (Ev, v ∈ U) be independent exponential random variables with mean 1 and indepen-
dent of e. Let f ∈ C([0, 1]). We set for v ∈ Tn:
Xn,v = |Tn|−5/4|Tn,v|f
(
|Tn,v|
|Tn|
)
and Zn(f) =
∑
v∈Tn
Xn,v (Ev − 1). (3.39)
We have the following lemma.
Lemma 3.30. Let f ∈ C([0, 1]) be locally Lipschitz continuous on (0, 1] such that ‖xaf ′ ‖esssup
is finite for some a ∈ (0, 1). We have the following convergence in distribution:
(Zn(f), An)
(d)−−−−−→
n→+∞
(
(2α)1/4
√
Φe(xf2) G,
√
2α Φe
)
, (3.40)
where G is a standard Gaussian random variable independent of e.
Proof. Let f ∈ C([0, 1]). We first assume that f is non-negative. We compute the Laplace
transform of Zn(f) conditionally on Tn. Let λ > 0. Elementary computations give:
E
[
e−λZn(f) |Tn
]
= eλ
∑
v∈Tn Xn,v E
[
e−λ
∑
v∈Tn Xn,v Ev |Tn
]
= e
∑
v∈Tn (λXn,v−log(1+λXn,v)) .
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For x ≥ 0, we have x22 −
x3
3 ≤ x− log(1 + x) ≤
x2
2 . Thanks to Theorem 3.4, we have:∑
v∈Tn
X2n,v = An(xf
2)
a.s.−−−−−→
n→+∞
√
2αΦe(xf
2)
and ∑
v∈Tn
X3n,v = |Tn|−1/4An(x2f3)
a.s.−−−−−→
n→+∞
0.
We deduce that a.s. limn→+∞ E
[
e−λZn(f) |Tn
]
= exp (λ2
√
2αΦe(xf
2)/2). Let K > 0, and
consider the event BK =
⋂
n∈N{An(xf2) ≤ K}. Since on BK , the term E
[
e−λZn(f) |Tn
]
is bounded by exp(λ2K/2), we deduce from dominated convergence that for any continuous
bounded function g on the set of finite measure on [0, 1] (endowed with the topology of weak
convergence), we have:
lim
n→+∞
E
[
e−λZn(f) g(An)1BK
]
= lim
n→+∞
E
[
E
[
e−λZn(f) |Tn
]
g(An)1BK
]
= E
[
eλ
2
√
2αΦe(xf2)/2 g(
√
2αΦe)1BK
]
= E
[
e−λ(2α)
1/4
√
Φe(xf2) G g(
√
2αΦe)1BK
]
,
where G is a standard Gaussian random variable independent of e. We deduce that the
convergence in distribution (3.40) holds conditionally on BK . Since An(xf2) is finite for
every n and converges a.s. to a finite limit, we get that for any ε > 0, there exists Kε finite
such that P(BKε) ≥ 1 − ε. Then use Lemma 3.31 below to conclude that (3.40) holds for f
non-negative.
In the general case, we set f+ = max(0, f) and f− = max(0,−f) so that f = f+ − f−.
Notice that f+ and f− are non-negative and continuous. We have proved that (3.40) holds
with f replaced by λ+f+ + λ−f− for any λ+ ≥ 0 and λ− ≥ 0. Since f+f− = 0, this implies
the following convergence in distribution:
(Zn(f+), Zn(f−), An)
(d)−−−−−→
n→+∞
(
(2α)1/4
√
Φe(xf2+) G+, (2α)
1/4
√
Φe(xf2−) G−,
√
2α Φe
)
,
where G+ and G− are independent standard Gaussian random variables independent of e.
Then, using again that f+f− = 0, we obtain that, conditionally on e,
√
Φe(xf2+) G+ −√
Φe(xf2−) G− is distributed as
√
Φe(xf2) G, whereG is a standard Gaussian random variable
independent of e. We deduce that (3.40) holds. This ends the proof.
Lemma 3.31. Let (Γε, ε > 0) be a sequence of events such that limε→0 P(Γε) = 1. Let
(Wn, n ∈ N) and W be random variables taking values in a Polish spaceM. Assume that for
all ε > 0, conditionally on Γε, the sequence (Wn, n ∈ N) converges in distribution towards W .
Then (Wn, n ∈ N) converges in distribution towards W .
Proof. Let g be a real-valued bounded continuous function defined on M. It is enough to
prove that limn→+∞ |E[g(Wn)]− E[g(W )]| = 0. By hypothesis, we have that for all ε > 0:
lim
n→+∞
E[g(Wn)|Γε] = E[g(W )|Γε].
We get:
|E[g(Wn)]− E[g(W )]| ≤ |E[g(Wn)|Γε]− E[g(W )|Γε]|P(Γε) + 2 ‖g‖∞ P(Γ
c
ε)
We deduce that lim supn→+∞ |E[g(Wn)]−E[g(W )]| ≤ 2 ‖g‖∞ P(Γcε). Since limε→0 P(Γcε) = 0,
we deduce that limn→+∞ |E[g(Wn)]− E[g(W )]| = 0. This ends the proof.
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3.7.2 Proof of Proposition 3.10
We deduce Proposition 3.10 directly from Lemmas 3.32 and 3.33 below.
Using notations from Section 3.5, we set:
∆n =
1
2
√
α
|Tn|1/4(A1,n −A2,n).
Lemma 3.32. Let f ∈ C([0, 1]) be locally Lipschitz continuous on (0, 1] such that ‖xaf ′ ‖esssup
is finite for some a ∈ (0, 1). We have the following convergence in probability:
|Tn|1/4(An −
√
2αΦe)(f)− 2
√
α∆n(f)
P−−−−−→
n→+∞
0.
Proof. We keep notations from Section 3.5. We have:∣∣∣|Tn|1/4(An −√2αΦe)(f)− 2√α∆n(f)∣∣∣ ≤ ∆1,n + ∆3,n + ∆4,n + ∆5,n,
where
∆1,n = |Tn|1/4|An(f)−A1,n(f)|, ∆3,n = |Tn|1/4|A2,n(f)−A3,n(f)|,
∆4,n = |Tn|1/4|A3,n(f)−A4,n(f)|, ∆5,n = |Tn|1/4|A4,n(f)−
√
2αΦe(f)|.
Using Lemmas 3.24, 3.26 and 3.27 part (i), we deduce the following convergence in probability:
∆1,n
P−−−−−→
n→+∞
0, ∆3,n
P−−−−−→
n→+∞
0 and ∆4,n
P−−−−−→
n→+∞
0.
We study the convergence of ∆5,n. We set:
In =
1
n+ 1
n+1∑
k=1
∫ e(Uk)
0
dr f(σr,Uk)−
∫ 1
0
ds
∫ e(s)
0
dr f(σr,s).
By conditioning with respect to e, we deduce that:
E[I2n] ≤
1
n+ 1
E
(∫ e(U1)
0
dr f(σr,U1)
)2 ≤ ‖f ‖2∞
n+ 1
E
[ ∫ 1
0
ds e(s)2
]
. (3.41)
Using the definition of A4,n(f), we get ∆5,n ≤ ∆6,n +
√
2α∆7,n with
∆6,n = |Tn|1/4
∣∣∣∣∣1− |Tn|3/22(n+ 1)√2n
∣∣∣∣∣A4,n(|f |) and ∆7,n = |Tn|1/4|In|.
From the a.s. convergence of A4,n(|f |) towards a finite limit, see Lemma 3.29, we deduce that
a.s. limn→+∞∆6,n = 0. Since E
[ ∫ 1
0 ds e(s)
2
]
is finite, see [169], we deduce from (3.41) that
limn→+∞ E[∆27,n] = 0. We obtain that:
∆5,n
P−−−−−→
n→+∞
0.
Then, we collect all the convergences together to get the result.
Now, we study the convergence in distribution of ∆n(f).
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Lemma 3.33. Let f ∈ C([0, 1]) be locally Lipschitz continuous on (0, 1] such that ‖xaf ′ ‖esssup
is finite for some a ∈ (0, 1). We have the following convergence in distribution:
(2
√
α∆n(f), An)
(d)−−−−−→
n→+∞
(
(2α)1/4
√
Φe(xf2) G,
√
2α Φe
)
, (3.42)
where G is a standard Gaussian random variable independent of e.
Proof. According to Lemma 3.23, we get that (∆n(f), An) is distributed as (∆′n(f), An) where:
∆′n(f) = |Tn|−5/4
∑
v∈Tn
|Tn,v|f
(
|Tn,v|
|Tn|
)
Y ′n,v, with Y
′
n,v =
√
n
(
E
[
L′nEv
STn
]
− L
′
nEv
STn
)
,
and St =
∑
v∈tEv for t ∈ T, with L′n a random variable distributed as Ln, and thus with
density given by (3.52), independent of Tn and (Eu, u ∈ U) independent exponential random
variables with mean 1, independent of L′n and Tn. So it is enough to prove (3.42) with ∆n
replaced by ∆′n.
Recall the definition (3.39) of Zn(f). Since L′n is independent of (Eu, u ∈ U) and Tn, we
get:
∆′n(f) =
√
n√
|Tn|
(κ1,n + κ2,n)An(f)−
√
n
L′n
STn
Zn(f)
with
κ1,n = |Tn|3/4 (E[L′n]− L′n)E
[
E∅
STn
]
and κ2,n = |Tn|3/4 L′n
(
E
[
E∅
STn
]
− 1
STn
)
.
Thanks to Corollary 3.37 with α = γ = 1 and β = 0, we have that:
E[E∅/STn ] = Γ(2n+ 1)/Γ(2n+ 2) = 1/|Tn|.
Using (3.54), we get:
E[|κ1,n|] ≤ |Tn|3/4
√
Var (L′n)
Γ(2n+ 1)
Γ(2n+ 2)
≤ 1√
α
1
(2n+ 1)1/4
·
We deduce that limn→+∞ κ1,n = 0 in probability. Using (3.53) and Corollary 3.37 (three
times), we get:
E[κ22,n] = |Tn|3/2
n+ 1
α
(
Γ(2n+ 1)2
Γ(2n+ 2)2
+
Γ(2n− 1)
Γ(2n+ 1)
− 2Γ(2n+ 1)
Γ(2n+ 2)
Γ(2n)
Γ(2n+ 1)
)
=
|Tn|3/2 (n+ 1)(2n+ 3)
α2n(2n+ 1)2(2n− 1)
·
We deduce that limn→+∞ κ2,n = 0 in probability.
We deduce from the law of large numbers that limn→+∞ STn/|Tn| = 1 in probability.
According to [2], we have that a.s. limn→+∞ Ln/
√
n = 1/
√
α. This implies the following
convergence in probability limn→+∞ L′n/
√
n = 1/
√
α. We obtain that:
√
n
L′n
STn
P−−−−−→
n→+∞
1
2
√
α
·
We deduce that (2
√
α∆′n(f), An) has the same limit in distribution as (−Zn(f), An) as
n goes to infinity. Then use Lemma 3.30 to get that (3.42) holds with ∆n replaced by ∆′n.
This ends the proof of the Lemma.
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3.8 Appendix
3.8.1 Upper bounds for moments of the cost functional
According to [89], for β > 12 and k ∈ N
∗, there exists a finite constant Ck,β such that for
all n ∈ N∗,
E
(∑
v∈Tn
|Tn,v|β
)k ≤ Ck,β |Tn|k(β+ 12 ). (3.43)
(Notice that (3.43) is stated in [89] with T∗n,v = Tn,v\L(Tn,v) instead of Tn,v; but using that
|Tn,v| = 2|T∗n,v|+ 1 it is elementary to get (3.43).)
The following lemma, which plays a key role in the proofs of Lemmas 3.24 and 3.25, is a
direct consequence of these upper bounds.
Lemma 3.34. For all a ∈ [0, 1/2) and f ∈ B([0, 1]), we have for k ∈ N∗:
E
[
|An(f)|k
]
≤ Ck,1−a‖xaf‖k∞, (3.44)
E
[
An(xf
2)
]
≤ C1,2−2a‖xaf‖2∞. (3.45)
Proof. Let k ∈ N∗. Using (3.43), we have:
E
[
|An(f)|k
]
≤ |Tn|−
3
2
k‖xaf‖k∞ E
(∑
v∈Tn
|Tn,v|1−a
|Tn|−a
)k ≤ Ck,1−a‖xaf‖k∞,
which gives (3.44). Moreover, we also have:
E
[
An(xf
2)
]
≤ |Tn|−
3
2 ‖xaf‖2∞ E
[∑
v∈Tn
|Tn,v|2−2a
|Tn|1−2a
]
≤ C1,2−2a‖xaf‖2∞
and we get (3.45).
3.8.2 A lemma for binomial random variables
We give a lemma used for the proof of Lemma 3.27.
Lemma 3.35. Let X be a binomial random variable with parameter (n, p) ∈ N∗ × (0, 1).
(i) For a ∈ (0, 1], we have
E
[
(2X + 1)−a
]
≤
(
1 ∧ 1
p(n+ 1)
)a
·
(ii) Let f ∈ C((0, 1]) be locally Lipschitz continuous and b ∈ (0, 1). Then we have:
E
[∣∣∣∣f (2X + 12n+ 1
)
− f(p)
∣∣∣∣] ≤ ‖xbf ′ ‖esssup1− b (p− b2 + p 12−b) n−1/2.
Proof. We prove (i). Let a ∈ (0, 1]. Let X be a binomial random variable with parameter
(n, p). An elementary computation gives that:
E
[
1
1 +X
]
=
1− (1− p)n+1
p(n+ 1)
· (3.46)
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Using Jensen inequality and (3.46), we get
E
[(
1
2X + 1
)a]
≤ E
[
1
2X + 1
]a
≤ E
[
1
1 +X
]a
≤
(
1 ∧ 1
p(n+ 1)
)a
.
We prove (ii). Let b ∈ (0, 1). We have
∣∣∣f (2X+12n+1 )− f(p)∣∣∣ ≤ ‖xbf ′ ‖esssup ∣∣∣∫ 2X+12n+1p x−bdx∣∣∣
and thus ∣∣∣∣f (2X + 12n+ 1
)
− f(p)
∣∣∣∣ ≤ ‖xbf ′ ‖esssup1− b
∣∣∣∣∣
(
2X + 1
2n+ 1
)1−b
− p1−b
∣∣∣∣∣ . (3.47)
We decompose the right-hand side term into two parts:∣∣∣∣∣
(
2X + 1
2n+ 1
)1−b
− p1−b
∣∣∣∣∣ ≤
∣∣∣∣∣p1−b −
(
X
n
)1−b∣∣∣∣∣+
∣∣∣∣∣
(
2X + 1
2n+ 1
)1−b
−
(
X
n
)1−b∣∣∣∣∣ · (3.48)
We shall use the following key inequality (consider first the case x ≥ y and then the case
x < y): for all x, y > 0 and 0 < b < 1, we have:
|x1−b − y1−b| ≤ x−b|x− y|. (3.49)
For the first term of the right hand side of (3.48), using (3.49), we have
∣∣∣p1−b − (Xn )1−b∣∣∣ ≤
p−b
∣∣p− Xn ∣∣. Hence, we get:
E
[∣∣∣∣∣p1−b −
(
X
n
)1−b∣∣∣∣∣
]
≤ p−b
√
Var (X/n) ≤ p
1
2
−bn−1/2. (3.50)
For the second term of the right hand side of (3.48), using (3.49) again, we get:∣∣∣∣∣
(
2X + 1
2n+ 1
)1−b
−
(
X
n
)1−b∣∣∣∣∣ ≤
(
2X + 1
2n+ 1
)−b ∣∣∣∣2X + 12n+ 1 − Xn
∣∣∣∣ ≤ (2n+ 1)b−1(2X + 1)b ·
This gives, using (i) and |1 ∧ (1/x)|b ≤ x−b/2 for x > 0, that:
E
[∣∣∣∣∣
(
2X + 1
2n+ 1
)1−b
−
(
X
n
)1−b∣∣∣∣∣
]
≤ (2n+ 1)b−1p−
b
2 (n+ 1)−
b
2 ≤ p−
b
2n−1/2. (3.51)
Using (3.47), (3.48), (3.50) and (3.51), we get the expected result.
3.8.3 Some results on the Gamma function
We give here some results on the moments of Gamma random variables.
Lemma 3.36. Let k, `, n ∈ (0,+∞) and α, β, γ ∈ [0,+∞) such that k + `+ n + α + β > γ.
Let Γk,Γ`,Γn be three independent Gamma random variables with respective parameter (k, 1),
(`, 1) and (n, 1). Then we have:
E
[
Γαk Γ
β
`
(Γk + Γ` + Γn)
γ
]
=
Γ(k + α)
Γ(k)
Γ(`+ β)
Γ(`)
Γ(k + `+ n+ α+ β − γ)
Γ(k + `+ n+ α+ β)
·
Proof. Elementary computations give that for all non negative function f ∈ B([0,∞)),
E [Γαkf (Γk)] = E [Γαk ]E [f (Γk+α)] =
Γ(k + α)
Γ(k)
E [f (Γk+α)] .
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We deduce that:
E
[
Γαk Γ
β
`
(Γk + Γ` + Γn)
γ
]
= E
[
E
[
Γαk Γ
β
`
(Γk + Γ` + Γn)
γ
∣∣∣∣∣Γ`,Γn
]]
= E [Γαk ]E
 Γβ`(
Γ` + Γ̃k+n+α
)γ

= E [Γαk ]E
[
Γβ`
]
E
[
1
Γγk+`+n+α+β
]
=
Γ(k + α)
Γ(k)
Γ(`+ β)
Γ(`)
Γ(k + `+ n+ α+ β − γ)
Γ(k + `+ n+ α+ β)
,
where Γ̃k+n+α is a Gamma random variable with parameter (k+n+α, 1) independent of Γ`,
and Γk+`+n+α+β is a Gamma random variable with parameter (k + `+ n+ α+ β, 1).
We directly deduce the following result.
Corollary 3.37. Let m ≥ 2. Let (Ei, 1 ≤ i ≤ m) be independent exponential random
variables with parameter 1 and Sm =
∑m
i=1Ei. Then for all α, β, γ ∈ [0,+∞) such that
m+ α+ β > γ, we have
E
[
Eα1E
β
2
Sγm
]
= Γ(1 + α)Γ(1 + β)
Γ(m+ α+ β − γ)
Γ(m+ α+ β)
·
3.8.4 Elementary computations on the branch length of T[n]
We keep notations from Section 3.5. Recall that the density of (hn,v, v ∈ Tn) is, condition-
ally on Tn, given by (3.29). Recall Ln =
∑
v∈Tn hn,v denotes the total length of T[n]. From
Aldous [10], Pitman [163] (see Theorem 7.9) or Duquesne and Le Gall [71] or by standard
computations, we get that the density of Ln, conditionally on Tn, is given by:
fLn(x) = 2
αn+1
n!
x2n+1 e−αx
2
1{x>0}. (3.52)
In particular, the random variable Ln is independent of Tn. The first two moments of Ln are
given by
E[Ln] =
1√
α
Γ(n+ 32)
Γ(n+ 1)
=
n+ 1√
α
Γ(n+ 32)
Γ(n+ 2)
and E[L2n] =
n+ 1
α
· (3.53)
According to [98], we have that (n + 1)s−1 ≤ Γ(n+ s)/Γ(n+ 1) ≤ ns−1 for n ∈ N∗ and
s ∈ [0, 1]. Hence, we obtain:
1√
α
n+ 1√
n+ 2
≤ E[Ln] ≤
√
n+ 1√
α
and Var (Ln) ≤
1
α
· (3.54)
Using that Ln =
∑
v∈Tn hn,v and that, conditionally on Tn, the random variables (hn,v, v ∈
Tn) are exchangeable, we deduce that E[hn,∅] = E[Ln]/(2n+ 1) and thus:
1
2
√
α(n+ 1)
≤ E[hn,∅] =
1
2
√
α
Γ(n+ 12)
Γ(n+ 1)
≤ 1
2
√
αn
· (3.55)
We finish by a result on the covariance of the branch lengths, used in Lemma 3.25. We
define Yn,v =
√
n(E[hn,v]− hn,v) for v ∈ Tn. Notice that (Yn,v, v ∈ Tn) has an exchangeable
distribution conditionally on Tn.
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Lemma 3.38. Let n ∈ N∗. We have:
∣∣E[Yn,∅Yn,1]∣∣ ≤ 18αn and E[Y 2n,∅] ≤ 12α · (3.56)
Proof. Using Lemma 3.23 and its notations, and Corollary 3.37 and (3.53), we have, with
t ∈ T full binary such that |t| = 2n+ 1:
E[hn,∅hn,1] = E
[
L2n
]
E
[
E∅E1
S2t
]
=
n+ 1
α
1
2(n+ 1)(2n+ 1)
=
1
2α
1
2n+ 1
,
and
E[h2n,∅] = E
[
L2n
]
E
[
E2∅
S2t
]
=
n+ 1
α
1
(n+ 1)(2n+ 1)
=
1
α
1
2n+ 1
·
The lemma is then a consequence of these equalities and (3.55).
3.8.5 A deterministic representation formula
Lemma 3.39. Let h ∈ C+([0, 1]). We have that for all a > 0:
2
∫ 1
0
ds
∫ h(s)
0
dr σr,s(h)
a = a(a+ 1)
∫
[0,1]2
|s′ − s|a−1mh(s, s′) dsds′. (3.57)
Proof. In this proof only, we shall write m(s, t) and σr,s respectively for mh(s, t) and σr,s(h).
Recall that σr,s =
∫ 1
0 dt1{m(s,t)≥r}. We deduce that
∫ 1
0 dtm(s, t) =
∫ h(s)
0 dr σr,s for every
s ∈ [0, 1]. Hence, the result is obvious for a = 1.
If g ∈ B([0, 1]) is a non negative function such that x2g ∈ C2([0, 1]) or if g = xa−1 for
a > 0, we set:
I(g) =
∫ 1
0
ds
∫ h(s)
0
dr σr,s g(σr,s) and J(g) =
∫
0<s<t<1
ds dt [x2g]
′′
(t− s) m(s, t).
We then have to prove that J(g) = I(g) for g = xa−1 for all a > 0. First of all, remark that
if f, g ∈ B([0, 1]) are non negative functions such that x2f, x2g ∈ C2([0, 1], we have:
|I(g)− I(f)| ≤
∫ 1
0
ds
∫ h(s)
0
dr σr,s |g(σs,r)− f(σs,r)| ≤ ‖g − f‖∞ ‖h‖∞ (3.58)
and
|J(g)−J(f)| ≤ ‖(x2g)′′−(x2f)′′‖∞
∫
0<s<t<1
ds dtm(s, t) ≤ ‖(x2g)′′−(x2f)′′‖∞ ‖h‖∞ . (3.59)
The proof of J(g) = I(g) when g = xa−1 is divided in 3 steps. First of all, we prove the result
when a ∈ N∗, which gives the equality when g is polynomial. Then we get the case when
g ∈ C2([0, 1]) by Bernstein’s approximation. This gives the case a ≥ 3. Finally, we give the
result for a ∈ (0, 3)\{1, 2}.
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1st step
Let g = xa−1 with a ∈ N∗. We have:
I(xa−1) =
∫ 1
0
ds
∫ h(s)
0
dr
(∫ 1
0
dt1{m(s,t)≥r}
)a
=
∫
[0,1]a+1
ds ds1 . . . dsa
(∫ h(s1)
0
dr 1{m(s1,s2)≥r} . . .1{m(s1,sa+1)≥r}
)
=
∫
[0,1]a+1
ds ds1 . . . dsa (min(m(s, s1), . . . ,m(s, sa))
=
∫
[0,1]a+1
ds1 . . . dsa+1 (min(m(s1, s2), . . . ,m(s1, sa+1))
=
∫
[0,1]a+1
ds1 . . . dsa+1
(
m
(
min
1≤i≤a+1
si, max
1≤i≤a+1
si
))
,
where we used that
⋃a+1
i=2 [s1, si] = [min1≤i≤a+1 si,max1≤i≤a+1 si] for the last equality. By
choosing s = min1≤i≤a+1 si and t = max1≤i≤a+1 si, we have:∫
[0,1]a+1
ds1 . . . dsa+1
(
m
(
min
1≤i≤a+1
si, max
1≤i≤a+1
si
))
= a(a+ 1)
∫
0<s<t<1
ds dt
∫
[s,t]a−1
ds1 . . . dsa−1 m(s, t)
= a(a+ 1)
∫
0<s<t<1
m(s, t)(t− s)a−1 ds dt.
(3.60)
This gives I(xa−1) = J(xa−1).
2nd step
Let g ∈ C2([0, 1]) be a non negative function. For n ∈ N, we define the associated Bernstein
polynomial Bn(g) by:
Bn(g)(x) =
n∑
k=0
(
n
k
)
g(k/n)xk(1− x)n−k, x ∈ [0, 1].
It is well known (see for instance, Theorem 6.3.2 in [52]) that for every k ∈ N and for
every f ∈ Ck([0, 1]), limn→∞‖f (k) − B(k)n (f)‖∞ = 0. Using that ‖(x2Bn(g))
′′ − (x2g)′′‖∞ ≤
2‖Bn(g) − g‖∞ + 4‖B
′
n(g) − g
′‖∞ + ‖B
′′
n(g) − g
′′‖∞, we deduce from (3.58) and (3.59) that
J(g) = I(g).
3rd step
Let g = xa−1 with a ∈ (0, 3)\{1, 2}. We approximate g by functions in C2([0, 1]). For
δ ∈ (0, 1), we define:
gδ(x) =
{
Pδ(x) if 0 ≤ x ≤ δ,
g(x) if δ ≤ x ≤ 1,
where Pδ is the polynomial with degree 2 such that Pδ(δ) = g(δ) = δa−1, P
′
δ(δ) = g
′
(δ) =
(a− 1)δa−2 and P ′′δ (δ) = g
′′
(δ) = (a− 1)(a− 2)δa−3.
We shall prove that limδ→0 I(gδ) = I(g). We have:
g
′′
δ (x) =
{
g
′′
(δ) if 0 ≤ x ≤ δ,
g
′′
(x) if δ ≤ x ≤ 1.
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• Assume a ∈ (0, 1). Let h = gγ − gδ with δ, γ ∈ (0, 1) such that δ < γ. It is easy
to check that h′′ ≤ 0 on [0, 1]. Since h′(1) = h(1) = 0 by construction, we deduce
that h ≤ 0 on [0, 1]. Hence, when δ tends to 0, the sequence (gδ, 0 < δ < 1) is non
decreasing and converges on (0, 1] towards g. By monotone convergence theorem, we
get limδ→0 I(gδ) = I(g).
• Assume a ∈ (1, 3). Notice that (gδ, 0 < δ < 1) is uniformly bounded by a constant.
Hence, by dominated convergence theorem, we obtain that limδ→0 I(gδ) = I(g).
We now prove that limδ→0 J(gδ) = J(g). Remark that if x ∈ (δ, 1], (x2gδ(x))
′′
= (x2g(x))
′′ ,
and that there exists a constant C(a), which does not depend on δ, such that for all x ∈ (0, δ],
we have |(x2gδ(x))
′′ | ≤ C(a)δa−1. We get that:
|J(gδ)− J(g)| =
∣∣∣∣∫
0<s<t<1
m(s, t)
(
(x2gδ(x))
′′ − (x2g(x))′′
)
x=t−s
dsdt
∣∣∣∣
≤ ‖h‖∞
∫ δ
0
(∣∣(x2gδ(x))′′ − (x2g(x))′′∣∣)
x=r
dr
≤ ‖h‖∞
∫ δ
0
(
a(a+ 1)ra−1 + C(a)δa−1
)
dr.
We deduce that limδ→0 J(gδ) = J(g). Thanks to the 2nd step, we have J(gδ) = I(gδ) for all
δ ∈ (0, 1). Letting δ goes down to 0, we deduce that J(g) = I(g).
3.8.6 Proof of the first part of Lemma 3.17 (finiteness of ZHβ and (3.23))
We use the setting of [70] on Lévy trees. Let H be the height function of a stable Lévy
tree with branching mechanism ψ(λ) = κλγ , with γ ∈ (1, 2] and κ > 0.
Let N be the excursion measure of the height process and set σ = inf{s > 0, H(s) = 0}
for the duration of the excursion so that: N[1 − e−λσ] = ψ−1(λ) for all λ > 0. According to
Chapter VII in [21], ψ−1 is the Laplace exponent of a subordinator whose Lévy measure is
denoted by π∗. Thus, the distribution of σ under N is π∗ given by:
π∗(da) =
1
γκ1/γΓ((γ − 1)/γ)
da
a
1+ 1
γ
·
Let N(a)[•] = N[•|σ = a] be the distribution of the excursion of the height process with
duration a, so that:
N[•] =
∫ ∞
0
π∗(da)N(a)[•]·
In particular, we shall prove the result of Lemma 3.17 under N(1). In this proof only, we shall
write m for mH defined by (3.13). We extend the definitions (3.14) and (3.15) as follows:
σr,s =
∫ σ
0
dt1{min(s,t)≥r} and ZHβ =
∫ σ
0
ds
∫ H(s)
0
dr σβ−1r,s for β > 0.
The integral in ds/σ in ZHβ corresponds to taking a leaf at random in the Lévy tree. Using
Bismut’s decomposition of the Lévy tree, see Theorem 4.5 in [71] or Theorem 2.1 in [1], we
get that, since ψ′(0) = 0, then under N[σ•], the height H(U), with U uniformly distributed
over [0, σ], is “distributed” as H with Lebesgue “distribution” on (0,+∞). It also implies
that under N[σ•], the random variable
(
H(U), (σH(U)−r,U , r ∈ [0, H(U)])
)
is “distributed” as
(H, (St, t ∈ [0,H])), where S = (St, t ≥ 0) is a subordinator, with Laplace exponent say φ,
independent of H.
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We prove (3.23) and get as a direct consequence using monotonicity, that N(1)-a.s., for all
β > 1/γ, ZHβ is finite. Using that:
(ψ−1)′(λ) = N
[
σ e−λσ
]
= N
[
σ e−λσ0,U
]
= E
[
e−λSH
]
=
∫ ∞
0
dtE
[
e−λSt
]
=
1
φ(λ)
, (3.61)
we deduce that:
φ(λ) =
1
(ψ−1)′(λ)
= γκ1/γλ(γ−1)/γ . (3.62)
Notice in particular that St is distributed as tγ/(γ−1)S1. We shall need later in the proof the
following computation:
E
[
S
−(γ−1)/γ
1
]
=
1
Γ
(
γ−1
γ
) ∫ ∞
0
dt t−1/γE
[
e−tS1
]
=
1
κ1/γ(γ − 1)Γ
(
γ−1
γ
) · (3.63)
We set Λ(λ) = N
[
ZHβ e
−λσ
]
for λ > 0. Using Bismut’s decomposition again, we get:
Λ(λ) = N
[
σ
∫ H(U)
0
dr σβ−1H(U)−r,U e
−λσ0,U
]
= E
[∫ H
0
dr Sβ−1r e
−λSH
]
= E
[∫ ∞
0
dt
∫ t
0
dr Sβ−1r e
−λSt
]
= E
[∫ ∞
0
dt
∫ ∞
0
dr Sβ−1r e
−λSt+r
]
.
We have:
Λ(λ) = E
[∫ ∞
0
dt e−λSt
]
E
[∫ ∞
0
dr Sβ−1r e
−λSr
]
=
1
φ(λ)
E
[
Sβ−11
∫ ∞
0
dr r(β−1)γ/(γ−1) e−λr
γ/(γ−1)S1
]
=
1
φ(λ)
E
[
S
−(γ−1)/γ
1
]
λ−β+(1/γ)
γ − 1
γ
∫ ∞
0
duuβ−1−(1/γ) e−u,
where we used that S has stationary independent increments for the first equality, (3.61) and
that Sr is distributed as rγ/(γ−1)S1 for the second, and the change of variable u = λS1rγ/(γ−1)
for the last. Then use (3.63) and (3.62) to deduce that:
Λ(λ) =
Γ
(
β − 1γ
)
γ2κ2/γΓ
(
γ−1
γ
) λ−1−β+ 2γ . (3.64)
On the other hand, we set G(a) = N(a)[ZHβ ] so that:
Λ(λ) =
∫ ∞
0
π∗(da)G(a) e
−λa .
We deduce from the scaling property of the height function that, under N(a), the random
variable
(
(H(s), s ∈ [0, a]), (σr,s; r ∈ [0, H(s)], s ∈ [0, a])
)
is distributed as the random
variable
(
(a(γ−1)/γH(s/a), s ∈ [0, a]), (aσr,s/a; r ∈ [0, a(γ−1)/γH(s/a)], s ∈ [0, a])
)
under
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N(1). This implies that ZHβ is under N(a) distributed as aβ+1−1/γZHβ under N(1). This gives
G(a) = aβ+1−1/γG(1). We deduce that:
Λ(λ) = G(1)
∫ ∞
0
π∗(da) a
β+1− 1
γ e−λa = G(1)
Γ
(
β + 1− 2γ
)
γκ1/γΓ
(
γ−1
γ
) λ−β−1+ 2γ .
Then use (3.64) to get that for all β > 0:
N(1)[ZHβ ] = G(1) =
1
γκ1/γ
Γ
(
β − 1γ
)
Γ
(
β + 1− 2γ
) ·
This gives (3.23) and that N(1)-a.s., for all β > 1/γ, ZHβ is finite.
We prove now that N(1)-a.s., for all β ∈ (0, 1/γ], ZHβ is infinite. Let β ∈ (0, 1/γ]. Let U be
uniform on [0, σ] under N. According to the first part of the proof, we deduce from the Bismut’s
decomposition that
∫ H(U)
0 dr σ
β−1
r,U is, under N[σ • |H(U) = t], distributed as
∫ t
0 dr S
β−1
r .
Thanks to [21] see Theorem 11 in chapter III and since S is a stable subordinator with index
(γ−1)/γ, we have that lim supr→0+ Sr/h(r) > 0 a.s. for h(r) = rγ/(γ−1) log(| log(r)|)−1/(γ−1).
As β ∈ (0, 1/γ], we have
∫
0 dr h(r)
β−1 = +∞. This implies that a.s.
∫
0 dr S
β−1
r = +∞. We
deduce that N-a.e. ds-a.e. on [0, σ],
∫ H(s)
0 dr σ
β−1
r,s = +∞. This gives that N-a.e. ZHβ = +∞.
Then use the scaling to deduce that N(1)-a.s. ZHβ = +∞.
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CHAPITRE 4
ASYMPTOTIQUES POUR LA FONCTION DE RÉPARTITION
EMPIRIQUE DES DEGRÉS ET LES DENSITÉS
D’HOMOMORPHISMES DE GRAPHES ALÉATOIRES
ÉCHANTILLONNÉS À PARTIR D’UN GRAPHON
Version légèrement modifiée de l’article [53]
Asymptotics for the cumulative distribution of the degrees and homomorphism densities for
random graphs sampled from a graphon
soumis pour publication.
Abstract. We give asymptotics for the cumulative distribution function (CDF) for de-
grees of large dense random graphs sampled from a graphon. The proof is based on precise
asymptotics for binomial random variables.
Replacing the indicator function in the empirical CDF by a smoother function, we get
general asymptotic results for functionals of homomorphism densities for partially labeled
graphs with smoother functions. This general setting allows to recover recent results on
asymptotics for homomorphism densities of sampled graphon.
4.1 Introduction
The Internet, social networks or biological networks can be represented by large random
graphs. Understanding their structure is an important issue in Mathematics. The degree se-
quence is one of the key objects used to get informations about graphs. The degree sequences
of real world networks have attracted a lot of attention during the last years because their
distributions are significantly different from the degree distributions studied in the classical
models of random graphs such as the Erdős-Rényi model where the degree distribution is
approximately Poisson when the number of nodes is large. They followed a power-law dis-
tribution, see for instance, Newmann [158], Chung et al [49], Diaconis and Blitzstein [26]
and Newman, Barabasi and Watts [155]. See also Molloy and Reed [147, 148] and Newman,
Strogatz and Watts [156] in the framework of sparse graphs.
In this paper, we shall consider the cumulative distribution function (CDF) of degrees of
large dense random graphs sampled from a graphon, extending results from Bickel, Chen and
Levina [25]. The theory of graphon or limits of sequence of dense graphs was developed by
Lovász and Szegedy [139] and Borg, Chayes, Lovász, Sós and Vesztergombi [40]. The asymp-
totics on the empirical CDF of degrees, see the theorem in Section 4.1.1, could be used to test
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if a large dense graph is sampled from a given graphon. This result is a first step for giving a
non-parametric test for identifying the degree function of a large random graph in the spirit
of the Kolmogorov-Smirnov test for the equality of probability distribution from a sample of
independent identically distributed random variables.
If we replace the indicator function in the empirical CDF by a smoother function, we get
general results on the fluctuations for functionals of homomorphism densities for partially
labeled graphs. As an application, when considering homomorphism densities for sampled
graphon, we recover results from Féray, Méliot and Nikeghbali [84].
4.1.1 Convergence of CDF of empirical degrees for large random graphs
We consider simple finite graphs, that is graphs without self-loops and multiple edges
between any pair of vertices. We denote by F the set of all simple finite graphs.
There exists several equivalent notions of convergence for sequences of finite dense graphs
(that is graphs where the number of edges is close to the maximal number of edges), for
instance in terms of metric convergence (with the cut distance) or in terms of the convergence
of subgraph densities, see [40] or Lovász [138].
When it exists, the limit of a sequence of dense graphs can be represented by a graphon i.e.
a symmetric, measurable functionW : [0, 1]2 → [0, 1], up to a measure preserving bijection. A
graphon W may be thought of as the weight matrix of an infinite graph whose set of vertices
is the continuous unit interval, so that W (x, y) represents the weight of the edge between
vertices x and y.
Moreover, it is possible to sample simple graphs, with a given number of vertices, from a
graphon W (called W -random graphs). Let X = (Xi : i ∈ N∗) be a sequence of independent
random variables uniformly distributed on the interval [0, 1]. To construct the W -random
graph with vertices [n] := {1, . . . , n}, denoted by Gn, for each pair of distinct vertices i 6= j,
elements of [n], connect i and j with probability W (Xi, Xj), independently of all other edges
(see also Section 4.2.4). If needed, we shall stress the dependence on W and write Gn(W ) for
Gn. By this construction, we get a sequence of random graphs (Gn : n ∈ N∗) which converges
almost surely towards the graphon W , see for instance Proposition 11.32 in [138].
We define the degree function D = (D(x) : x ∈ [0, 1]) of the graphon W by:
D(x) =
∫ 1
0
W (x, y)dy.
And we consider the empirical CDF Πn = (Πn(y) : y ∈ [0, 1]) of the normalized degrees of
the graph Gn defined by
Πn(y) =
1
n
n∑
i=1
1{
D
(n)
i ≤D(y)
},
where (n− 1)D(n)i is the degree of the vertex i in Gn.
Bickel, Chen and Levina [25], Theorem 5 (with m = 1), proved the convergence in dis-
tribution and the convergence of the second moments of Πn(y) towards y. We improve the
results given in [25]: under the condition that D is increasing1 on [0, 1], we have the almost
sure convergence of Πn(y) towards y, uniformly on [0, 1]. This is a consequence of the more
general result given by Theorem 4.9 (see Subsection 4.1.2 and Remark 4.22 for more details).
1Since the graphon is defined up to a measure preserving one-to-one map on [0, 1], there exists an equivalent
version of the graphon for which the degree function is non-decreasing. If the degree function is increasing,
then this version is unique in L1 and this is the version which is considered in this section.
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In a different direction, Chatterjee and Diaconis [45] considered the convergence of uniformly
chosen random graphs with a given CDF of degrees towards an exponential graphon with
given degree function.
We also get the fluctuations associated to the almost sure convergence of Πn. IfW satisfies
some regularity conditions given by (4.62), which in particular imply that D is of class C1,
then we have the following result on the convergence in distribution of finite-dimensional
marginals for Πn.
Theorem (Theorem 4.23). Assume that W satisfies condition (4.62). Then we have the
following convergence of finite-dimensional distributions:
(√
n (Πn(y)− y) : y ∈ (0, 1)
) (fdd)−−−−−→
n→+∞
χ,
where (χy : y ∈ (0, 1)) is a centered Gaussian process defined, for all y ∈ (0, 1) by:
χy =
∫ 1
0
(ρ(y, u)− ρ̄(y))dBu,
with B = (Bu, u ≥ 0) a standard Brownian motion, and (ρ(y, u) : u ∈ [0, 1]) and ρ̄(y) defined
for y ∈ (0, 1) by:
ρ(y, u) = 1[0,y](u)−
W (y, u)
D′(y)
and ρ̄(y) =
∫ 1
0
ρ(y, u)du.
The covariance kernel Σ = Σ1 + Σ2 + Σ3 of the Gaussian process χ is explicitly given by
Equations (4.64), (4.65) and (4.66) which define respectively Σ1, Σ2 and Σ3. In particular,
we deduce that the variance of χ(y), for y ∈ (0, 1) is given by the elementary formula:
Σ(y, y) = y(1− y) + 1
D′(y)2
(∫ 1
0
W (y, x)2dx−D(y)2
)
+
2
D′(y)
(
D(y)y −
∫ y
0
W (y, x)dx
)
.
The proof of this result relies on uniform Edgeworth expansions for binomial random vari-
ables, see Bhattacharya and Rao [22], and Stein’s method for binomial random vectors, see
Bentkus [20]. The convergence of the process in the Skorokhod space could presumably be
proved using similar but more involved arguments. More generally, following van der Vaart
[188], Chapter 19 on convergence of empirical CDF of independent identically distributed
random variables, if would be natural to study the uniform convergence of 1n
∑n
i=1 f(D
(n)
i )
when f belongs to a certain class of functions.
The asymptotics on the CDF of empirical degrees appear formally as a limiting case of
the asymptotics of 1n
∑n
i=1 f(D
(n)
i ) with f smooth. This is developed in Section 4.1.3. We
shall in fact adopt in this section a more general point of view as we replace the normalized
degree sequence by a sequence of homomorphism densities for partially labeled graphs.
4.1.2 Convergence of sequence of dense graphs towards graphons
Recall that one of the equivalent notions of convergence of sequences of dense graphs
is given by the convergence of subgraph densities. It is the latter one that will interest
us. We first recall the notion of homomorphism densities. For two simple finite graphs F
and G with respectively v(F ) and v(G) vertices, let Inj(F,G) denote the set of injective
homomorphisms (injective adjacency-preserving maps) from F to G (see Subsection 4.2.2 for
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a precise definition). We define the injective homomorphism density from F to G by the
following normalized quantity:
tinj(F,G) =
|Inj(F,G)|
A
v(F )
v(G)
,
where we have for all n ≥ k ≥ 1, Akn = n!/(n − k)!. In the same way, we can define the
density of induced homomorphisms (which are injective homomorphisms that also preserve
non-adjacency), see (4.24). Some authors study subgraph counts rather than homomorphism
densities, but the two quantities are related, see Bollobás and Riordan [32], Section 2.1, so
that results on homomorphism densities can be translated into results for subgraph counts.
A sequence of dense simple finite graphs (Hn : n ∈ N∗) is called convergent if the sequence
(tinj(F,Hn) : n ∈ N∗) has a limit for every F ∈ F . The limit can be represented by a graphon,
say W and we have that for every F ∈ F :
lim
n→∞
tinj(F,Hn) = t(F,W ),
where
t(F,W ) =
∫
[0,1]V (F )
∏
{i,j}∈E(F )
W (xi, xj)
∏
k∈V (F )
dxk.
According to [138], Proposition 11.32, the sequence of W -random graphs (Gn : n ∈ N∗)
converges a.s. towards W , that is for all F ∈ F , a.s.:
lim
n→∞
tinj(F,Gn) = t(F,W ). (4.1)
In the Erdős-Rényi case, that is when W ≡ p is constant, the fluctuations associated to
this almost sure convergence are of order n: for all F ∈ F with p vertices and e edges, we
have the following convergence in distribution:
n (tinj(F,Gn(p))− pe)
(d)−−−−−→
n→+∞
N
(
0, 2e2p2e−1(1− p)
)
,
where N (m,σ2) denotes a Gaussian random variable with meanm and variance σ2. There are
several proofs of this central limit theorem. Nowicki [159] and Janson and Nowicki [118] used
the theory of U-statistics to prove the asymptotic normality of subgraph counts and induced
subgraph counts. They also obtained the asymptotic normality of vectors of subgraph counts
and induced subgraph counts. In the particular case of the joint distribution of the count of
edges, triangles and two-stars, Reinert and Röllin [167], Proposition 2, obtained bounds on
the approximation. Using discrete Malliavin calculus, Krokowski and Thäle [132] generalized
the result of [167] (in a different probability metric) and get the rate of convergence associated
to the multivariate central limit theorem given in [118]. See also Féray, Méliot and Nikeghbali
[83], Section 10, for the mod-Gaussian convergence of homomorphism densities.
The asymptotics of normalized subgraph counts have also been studied when the param-
eter p of the Erdős-Rényi graphs depends on n, see for example Ruciński [174], Nowicki and
Wierman [161], Barbour, Karoński and Ruciński [18], and Gilmer and Kopparty [100].
In the general framework of graphons, the speed of convergence in the invariance principle
is of order
√
n, except for degenerate cases such as the Erdős-Rényi case. This result was
given by Féray, Méliot and Nikeghbali [84], Theorem 21: for all F ∈ F , we have the following
convergence in distribution:
√
n (tinj(F,Gn)− t(F,W ))
(d)−−−−−→
n→+∞
N
(
0, σ(F )2
)
, (4.2)
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where, with V (F ) the set of vertices of F and v(F ) its cardinality,
σ(F )2 =
∑
q,q′∈V (F )
t
(
(F ./ F )(q, q′),W
)
− v(F )2 t(F,W )2
and (F ./ F ′)(q, q′) is the disjoint union of the two simple finite graphs F and F ′ where we
identify the vertices q ∈ F and q′ ∈ F ′ (see point (iii) of Remark 4.12, for more details).
Notice that in the Erdős-Rényi case, that is when W is a constant graphon, the asymptotic
variance σ(F )2 is equal to 0, which is consistent with the previous paragraph since the speed
is of order n.
Using Stein’s method, Fang and Röllin [81] obtained the rate of convergence for the mul-
tivariate normal approximation of the joint distribution of the normalized edge count and
the corrected and normalized 4-cycle count. As a consequence, they get a confidence interval
to test if a given graph G comes from an Erdős-Rényi random graph model or a non con-
stant graphon-random graph model. Maugis, Priebe, Olhede and Wolfe [143] gave a central
limit theorem for subgraph counts observed in a network sample of W -random graphs drawn
from the same graphon W when the number of observations in the sample increases but the
number of vertices in each graph observation remains finite. They also get a central limit the-
orem in the case where all the graph observations may be generated from different graphons.
This allows to test if the graph observations come from a specified model. When considering
sequences of graphons which tend to 0, then there is a Poisson approximation of subgraph
counts. In this direction, Coulson, Gaunt and Reinert [51], Corollary 4.1, used the Stein
method to establish an effective Poisson approximation for the distribution of the number of
subgraphs in the graphon model which are isomorphic to some fixed strictly balanced graph.
Motivated by those results, we present in the next section an invariance principle for
the distribution of homomorphism densities of partially labeled graphs for W -random graphs
which can be seen as a generalization of (4.2).
4.1.3 Asymptotics for homomorphism densities of partially labeled graphs
for large random graphs
Let n ∈ N∗ and k ∈ [n]. We define the set Sn,k of all [n]-words of length k such that all
characters are distinct, see (4.7). Notice that |Sn,k| = Akn = n!/(n− k)!.
We generalize homomorphism densities for partially labeled graphs. Let F,G ∈ F be two
simple graphs with V (F ) = [p] and V (G) = [n]. Assume n ≥ p > k ≥ 1. Let ` ∈ Sp,k and
α ∈ Sn,k. We define Inj(F `, Gα) the set of injective homomorphisms f from F into G such
that f(`i) = αi for all i ∈ [k], and its density:
tinj(F
`, Gα) =
|Inj(F `, Gα)|
Ap−kn−k
·
We define the random probability measure ΓF,`n on ([0, 1],B([0, 1])), with B([0, 1]) the Borel
σ-field on [0, 1], by: for all measurable non-negative function g defined on [0, 1],
ΓF,`n (g) =
1
|Sn,k|
∑
α∈Sn,k
g
(
tinj(F
`, Gαn)
)
. (4.3)
We prove, see Theorem 4.9, the almost sure convergence for the weak topology of the
sequence
(
ΓF,`n (dx) : n ∈ N∗
)
of random probability measure on [0, 1] towards a deterministic
probability measure ΓF,`(dx), see definition (4.42).
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- If we take g = Id in (4.3), we recover the almost sure convergence given in (4.1) as
according to (4.21):
tinj(F,Gn) =
1
|Sn,k|
∑
α∈Sn,k
tinj(F
`, Gαn).
- If we take g = 1[0,D(y)] with y ∈ (0, 1) and F = K2 (where K2 denotes the complete
graph with two vertices) in (4.3) and using the expression of ΓF,` given in Remark 4.8,
(ii), we have, with • any vertex of K2, that:
ΓK2,•n (g) = Πn(y) and Γ
K2,•(g) = y.
Then, by Theorem 4.9, under the condition that D is strictly increasing on (0, 1), we
have the almost sure convergence of Πn(y) towards y, see Remark 4.22.
We also have the fluctuations associated to this almost sure convergence, see Theorem
4.11 for a multidimensional version.
Theorem. Let W ∈ W be a graphon. Let F ∈ F be a simple finite graphs with V (F ) = [p],
` ∈ Mp, with k = |`|. Then, for all g ∈ C2([0, 1]), we have the following convergence in
distribution: √
n
(
ΓF,`n (g)− ΓF,`(g)
)
(d)−−−−−→
n→+∞
N
(
0, σF,`(g)2
)
,
with σF,`(g)2 = Var (UF,`g ) and UF,`g is defined in (4.43).
Notice σF,`(g)2 is an integral involving g and g′. The asymptotic results are still true
when we consider a family of d ≥ 1 simple graphs F = (Fm : 1 ≤ m ≤ d) ∈ Fd and we
define ΓF,`n on [0, 1]d, see Theorems 4.9 and 4.11 for the multidimensional case. The case
g = Id appears already in [84], see Corollary 4.13 for the graphs indexed version. We have the
following convergence of finite-dimensional distributions (or equivalently of the process since
F is countable).
Corollary (Corollary 4.13). We have the following convergence of finite-dimensional distri-
butions: (√
n (tinj(F,Gn)− t(F,W )) : F ∈ F
) (fdd)−−−→
n→∞
Θinj,
where Θinj = (Θinj(F ) : F ∈ F) is a centered Gaussian process with covariance function Kinj
given, for F, F ′ ∈ F , by:
Kinj(F, F
′) =
∑
q∈V (F )
∑
q′∈V (F ′)
t
(
(F ./ F ′)(q, q′),W
)
− v(F )v(F ′) t(F,W )t(F ′,W ).
As a consequence, we get the central limit theorem for homomorphism densities from
quantum graphs, see (4.52) and for induced homomorphism densities, see Corollary 4.15. In
the Erdős-Rényi case, the one-dimensional limit distribution of induced homomorphism den-
sities is not necessarily normal: its behaviour depends on the number of edges, two-stars and
triangles in the graph F , see [159] and [118].
Notice that because g = 1[0,D(y)] is not of class C2([0, 1]), we can not apply Theorem 4.11
(with F = K2 and k = 1) directly to get the convergence in distribution of
√
n(Πn(y) − y)
towards χ(y) given in Theorem 4.23. Nevertheless, the asymptotic variance can be formally
obtained by computing σK2,•(g) given in Theorem 4.11 with g = 1[0,D(y)] and g′(z)dz =
(D′(y))−1δD(y)(dz), with δD(y)(dz) the Dirac mass at D(y). However, the proofs of Theorems
4.11 and 4.23 require different approaches.
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Similarly to Theorem 4.23 and in the spirit of Theorem 4.11, it could be interesting to
consider the convergence of CDF for triangles or more generally for simple finite graphs F ,
V (F ) = [p], and ` ∈ Sp,k: 1
|Sn,k|
∑
α∈Sn,k
1{tinj(F `,Gαn)≤tx(F `,W )} : x ∈ (0, 1)
k
 ,
where tx(F `,W ) = E
[
tinj
(
F `, G
[k]
n
)∣∣ (X1, . . . , Xk) = x], see (4.31) and the second equality in
(4.37).
4.1.4 Organization of the paper
We recall the definitions of graph homomorphisms, graphons, W -random graphs in Sec-
tion 4.2. We present our main result about the almost sure convergence for the random mea-
sure ΓF,`n associated to homomorphism densities of sampling partially labeled graphs from a
graphon in Section 4.3.2, see Theorem 4.9. The proof is given in Section 4.5 after a preliminary
result given in Section 4.4. The associated fluctuations are stated in Theorem 4.11 and proved
in Section 4.6. Section 4.7 is devoted to the asymptotics for the empirical CDF of degrees Πn,
see Theorem 4.23 for the fluctuations corresponding to the almost sure convergence. After
some ancillary results given in Section 4.8, we prove Theorem 4.23 in Section 4.9. We add an
index of notation at the end of the paper for the reader’s convenience. We postpone to the
appendices some technical results on precise uniform asymptotics for the CDF of binomial
distributions, see Section 4.10, and a proof of Proposition 4.28 on approximation for the CDF
of multivariate binomial distributions.
4.2 Definitions
4.2.1 First notation
We denote by |B| the cardinality of the set B. For n ∈ N∗, we set [n] = {1, . . . , n}. Let
A be a non-empty set of characters, called the alphabet. A sequence β = β1 . . . βk, with
βi ∈ A for all 1 ≤ i ≤ k, is called a A-word (or string) of length |β| = k ∈ N∗. The word β
is also identified with the vector (β1, . . . , βk), and for q ∈ A, we write q ∈ β if q belongs to
{β1, . . . , βk}. The concatenation of two A-words α and β is denoted by αβ.
We now define several other operations on words. Let β be a A-word of length p ∈ N∗
and k ∈ [p]. For α a [p]-word of length k, we consider the A-word βα, defined by
βα = βα1 . . . βαk · (4.4)
The word β[k] = β1 . . . βk corresponds to the first k terms of β, where by convention, [k]
denotes the N∗-word 1 . . . k. We define, for i, j ∈ [p], the transposition word τij(β) of β,
obtained by exchanging the place of the ith character with the jth character in the word β:
for u ∈ [p],
τij(β)u =

βu if u /∈ {i, j},
βi if u = j,
βj if u = i.
(4.5)
Finally, for q ∈ A and i ∈ [p], we define the new A-word Ri(β, q), derived from β by substi-
tuting its ith character with q: for u ∈ [p],
Ri(β, q)u =
{
βu if u 6= i,
q if u = i.
(4.6)
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Let n ∈ N∗ and p ∈ [n]. We define the set Sn,p of all [n]-words of length p such that all
characters are distinct:
Sn,p = {β = β1 . . . βp : βi ∈ [n] for all i ∈ [p] and β1, . . . , βp are all distinct} . (4.7)
Notice that |Sn,p| = Apn = n!/(n − p)!, and that Sn,1 = [n]. Moreover, for n ∈ N∗, Sn,n is
simply the set of all permutations of [n] which will be also denoted by Sn. With this notation,
for n ∈ N∗, we define the setMn of all [n]-words with all characters distinct:
Mn =
⋃
p∈[n]
Sn,p. (4.8)
Let n ≥ p ≥ k ≥ 1 and ` ∈ Sp,k. For α ∈ Sn,k, we define the set S`,αn,p of all [n]-words of length
p such that all characters are distinct and for all i ∈ [k], the `i-th character is equal to αi:
S`,αn,p = {β ∈ Sn,p : β` = α} · (4.9)
We have |S`,αn,p| = Ap−kn−k. As A
p
n = AknA
p−k
n−k, that is |Sn,p| = |Sn,k| |S
`,α
n,p| for any α ∈ Sn,k, we
get that for all real-valued functions f defined on Sn,k:
1
|Sn,p|
∑
β∈Sn,p
f (β`) =
1
|Sn,k|
∑
α∈Sn,k
f(α)· (4.10)
Let d ∈ N∗. For x, y ∈ Rd, we denote by 〈x, y〉 the usual scalar product on Rd and
|x| =
√
〈x, x〉 the Euclidean norm in Rd.
We use the convention
∏
∅ = 1.
4.2.2 Graph homomorphisms
A simple finite graph G is an ordered pair (V (G), E(G)) of a set V (G) of v(G) vertices, and
a subset E(G) of the collection of
(
v(G)
2
)
unordered pairs of vertices. We usually shall identify
V (G) with [v(G)]. The elements of E(G) are called edges and we denote by e(G) = |E(G)|
the number of edges in the graph G. Recall a graph G is simple when it has no self-loops, and
no multiple edges between any pair of vertices. Let F be the set of all simple finite graphs.
Let F,G ∈ F be two simple finite graphs and set p = v(F ) and n = v(G). A homomor-
phism f from F to G is an adjacency-preserving map from V (F ) = [p] to V (G) = [n] i.e. a
map from V (F ) to V (G) such that if {i, j} ∈ E(F ) then {f(i), f(j)} ∈ E(G). Let Hom(F,G)
denote the set of homomorphisms from F to G. The homomorphism density from F to G is
the normalized quantity:
t(F,G) =
|Hom(F,G)|
np
· (4.11)
It is the probability that a uniform random map from V (F ) to V (G) is a homomorphism. We
have a similar definition when f is restricted to being injective. Let Inj(F,G) denote the set
of injective homomorphisms of F into G and define its density as:
tinj(F,G) =
|Inj(F,G)|
Apn
· (4.12)
For β ∈ Sn,p, we set, with V (F ) = [p] and V (G) = [n]:
Y β(F,G) =
∏
{i,j}∈E(F )
1{{βi,βj}∈E(G)}. (4.13)
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When there is no risk of confusion, we shall write Y β for Y β(F,G), and thus we have:
tinj(F,G) =
1
|Sn,p|
∑
β∈Sn,p
Y β. (4.14)
We recall from Lovász [138], Section 5.2.3, that:
|tinj(F,G)− t(F,G)| ≤
1
n
(
p
2
)
. (4.15)
In the same way, we can define homomorphism densities from partially labeled graphs.
See Figure 4.1 for an injective homomorphism of partially labeled graphs. Assume p > k ≥ 1.
Let ` ∈ Sp,k and α ∈ Sn,k. We define Inj(F `, Gα) the set of injective homomorphisms f from
F into G such that f(`i) = αi for all i ∈ [k], and its density:
tinj(F
`, Gα) =
|Inj(F `, Gα)|
Ap−kn−k
=
1
|S`,αn,p|
∑
β∈S`,αn,p
Y β. (4.16)
F ` Gα
`1 `2
α2
α1
Figure 4.1 – Example of an injective homomorphism from partially labeled graphs.
Denote R`(F ) the labeled sub-graph of F with vertices {`1, . . . , `k} and edges:
E(R`(F )) = {{i, j} ∈ E(F ) : i, j ∈ `}. (4.17)
For α ∈ Sn,k, we set:
Ŷ α(F `, Gα) = Y α(R`(F ), G) =
∏
{i,j}∈E(R`(F ))
1{{αi,αj}∈E(G)}, (4.18)
For β ∈ S`,αn,p, we set Y β(F `, Gα) = Ŷ α(F `, Gα) Ỹ β(F `, Gα) with:
Ỹ β(F `, Gα) =
∏
{i,j}∈E(F )\E(R`(F ))
1{{βi,βj}∈E(G)}. (4.19)
Notice that Y β(F `, Gα) is equal to Y β defined in (4.13) for β ∈ S`,αn,p. When there is no
risk of confusion, we shall write Ŷ α, Ỹ β and Y β for Ŷ α(F `, Gα), Ỹ β(F `, Gα) and Y β(F `, Gα).
Remark that Ŷ α is either 0 or 1. By construction, we have:
tinj(F
`, Gα) = Ŷ α t̃inj(F
`, Gα) with t̃inj(F `, Gα) =
1
|S`,αn,p|
∑
β∈S`,αn,p
Ỹ β. (4.20)
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Summing (4.16) over α ∈ Sn,k, we get using (4.10) and (4.12) that:
1
|Sn,k|
∑
α∈Sn,k
tinj(F
`, Gα) = tinj(F,G). (4.21)
We can generalize this formula as follows. Let n ≥ p > k > k′ ≥ 1, ` ∈ Sp,k, γ ∈ Sk,k′ and
α′ ∈ Sn,k′ . We easily get:
1
|Sγ,α
′
n,k |
∑
α∈Sγ,α
′
n,k
tinj(F
`, Gα) = tinj(F
`γ , Gα
′
). (4.22)
Remark 4.1. Let K2 (resp. K•2 ) denote the complete graph with two vertices (resp. one of
them being labeled). Let G ∈ F with n vertices. We define the degree sequence (Di(G) : i ∈
[n]) of the graph G by, for i ∈ [n]:
Di(G) = tinj
(
K•2 , G
i
)
=
1
n− 1
∑
j∈[n]\{i}
1{{i,j}∈E(G)}. (4.23)
Remark 4.2. Let F ∈ F be a simple finite graph with V (F ) = [p]. Let ` ∈ Sp,k for some
k ∈ [p]. Assume F0 is obtained from F by adding p′ isolated vertices numbered from p + 1
to p + p′, and label `′ of those isolated vertices so that `′ is a {p + 1, . . . , p + p′}-word of
length say k′ = |`′| ≤ p′ and ``′ ∈ Sp+p′,k+k′ . By convention k′ = 0 means none of the added
isolated vertices is labeled. Assume n ≥ p + p′ and let α ∈ Sn,k and α′ be a [n]-word such
that αα′ ∈ Sn,k+k′ . Then, it is elementary to check that:
tinj(F
``′
0 , G
αα′) = tinj(F
`, Gα).
as well as, with δx the Dirac mass at x:
1
|Sn,k+k′ |
∑
αα′∈Sn,k+k′
δ
tinj(F
``′
0 ,G
αα′ ) =
1
|Sn,k|
∑
α∈Sn,k
δtinj(F `,Gα).
In conclusion adding isolated vertices (labeled or non labeled) does not change the homomor-
phism densities.
Finally, we recall an induced homomorphism from F to G is an injective homomorphism
which preserves non-adjacency, that is: an injective maps f from V (F ) to V (G) is an induced
homomorphism if {i, j} ∈ E(F ) if and only if {f(i), f(j)} ∈ E(G). See Figure 4.2 for an
injective homomorphism which is not an induced homomorphism. Let Ind(F,G) denote the
set of induced homomorphisms; we denote its density by:
tind(F,G) =
|Ind(F,G)|
Apn
· (4.24)
We recall results from [138], see Section 5.2.3., which gives relations between injective and
induced homomorphism densities.
Proposition 4.3. For F,G ∈ F , two simple finite graphs, we have:
tinj(F,G) =
∑
F ′≥F
tind(F
′, G) and tind(F,G) =
∑
F ′≥F
(−1)e(F ′)−e(F )tinj(F ′, G), (4.25)
where F ′ ≥ F means that V (F ) = V (F ′) and E(F ) ⊂ E(F ′), that is F ′ ranges over all simple
graphs obtained from F by adding edges.
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F G
Figure 4.2 – An example of an injective homomorphism but not an induced homomorphism.
4.2.3 Graphons
A graphon is a symmetric, measurable function W : [0, 1]2 → [0, 1]. Denote the space of
all graphons by W. Homomorphism densities from graphs can be extended to graphons. For
every simple finite graph F and every graphon W ∈ W, we define
t(F,W ) = tinj(F,W ) =
∫
[0,1]V (F )
∏
{i,j}∈E(F )
W (xi, xj)
∏
k∈V (F )
dxk (4.26)
and
tind(F,W ) =
∫
[0,1]V (F )
∏
{i,j}∈E(F )
W (xi, xj)
∏
{i,j}/∈E(F )
(1−W (xi, xj))
∏
k∈V (F )
dxk. (4.27)
A sequence of simple finite graphs (Hn : n ∈ N∗) is called convergent if the sequence
(t(F,Hn) : n ∈ N∗) has a limit for every simple finite graph F . Lovász and Szegedy [139]
proved that the limit of a convergent sequence of graphs can be represented as a graphon, up
to a measure preserving bijection. In particular, a sequence of graphs (Gn : n ∈ N∗) is said
to converge to a graphon W if for every simple finite graph F , we have
lim
n→∞
t(F,Hn) = t(F,W ).
As an extension, we can define homomorphism densities from a k-labeled simple finite
graph F to a graphon W which are defined by not integrating the variables corresponding
to labeled vertices. Let F ∈ F be a simple finite graph, set p = v(F ) and identify V (F )
with [p]. Let p ≥ k ≥ 1 and ` ∈ Sn,k. Recall E(R`(F )) defined in (4.17). We set for
y = (y1, . . . , yp) ∈ [0, 1]p:
Z̃(y) =
∏
{i,j}∈E(F )\E(R`(F ))
W (yi, yj) (4.28)
and for x = (x1, . . . , xk) ∈ [0, 1]k we consider the average of Z̃(y) over y restricted to y` = x:
t̃x(F
`,W ) =
∫
[0,1]p
Z̃(y)
∏
m∈[p]\`
dym
∏
m′∈[k]
δxm′ (dy`m′ ), (4.29)
as well as the analogue of Ŷ α for the graphon:
t̂x(F
`,W ) =
∏
{`i,`j}∈E(R`(F ))
W (xi, xj) and t̂(F `,W ) =
∫
[0,1]k
t̂x(F
`,W ) dx = t(R`(F ),W ).
(4.30)
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Similarly to (4.20), we set for ` ∈ Sn,k and x ∈ [0, 1]k:
tx(F
`,W ) = t̂x(F
`,W ) t̃x(F
`,W ). (4.31)
Let β and β′ be [k]-words such that ββ′ ∈ Sk, with k′ = |β′| and 1 ≤ k′ < k. We easily get:∫
[0,1]k′
tx(F
`,W ) dxβ′ = txβ (F
`β ,W ). (4.32)
The result also holds for k′ = k with the convention txβ (F
`β ,W ) = t(F,W ) when β = ∅.
Remark 4.4. The Erdős-Rényi case corresponds to W ≡ p with 0 < p < 1, and in this case
we have t(F,W ) = tx(F `,W ) = pe(F ) for all x ∈ [0, 1]k.
Remark 4.5. The normalized degree function D of the graphon W is defined by, for all x ∈
[0, 1]:
D(x) =
∫ 1
0
W (x, y)dy. (4.33)
We have for W ∈ W and x ∈ [0, 1]:
tx(K
•
2 ,W ) =
∫ 1
0
W (x, y)dy = D(x) and t(K2,W ) =
∫ 1
0
D(x)dx.
4.2.4 W -random graphs
To complete the identification of graphons as the limit object of convergent sequences, it
has been proved by Lovász and Szegedy [139] that we can always find a sequence of graphs,
given by a sampling method, whose limit is a given graphon function.
Let W ∈ W. We can generate a W -random graph Gn with vertex set [n] from the
given graphon W , by first taking an independent sequence X = (Xi : i ∈ N∗) with uniform
distribution on [0, 1], and then, given this sequence, letting {i, j} with i, j ∈ [n] be an edge in
Gn with probabilityW (Xi, Xj). When we need to stress the dependence onW , we shall write
Gn(W ) for Gn. For a given sequence X, this is done independently for all pairs (i, j) ∈ [n]2
with i < j.
The random graphs Gn(W ) thus generalize the Erdős-Rényi random graphs Gn(p) ob-
tained by taking W ≡ p with 0 < p < 1 constant. (We recall that the Erdős-Rényi random
graph Gn(p) is a random graph defined on the finite set [n] of vertices whose edges occur
independently with the same probability p, 0 < p < 1.) Moreover, (Gn : n ∈ N∗) converges
a.s. towards the graphon W , see for instance [138], Proposition 11.32.
Remark 4.6. We provide elementary computations which motivate the introduction in the
previous section of t̂x(F `,W ) and t̃x(F `,W ). Recall that Xγ = (Xγ1 , . . . , Xγr) with γ a N∗-
word of length |γ| = r. Let n ≥ p ≥ 1 and F ∈ F with V (F ) = [p] and ` ∈ Sp,k. We set for
x = (x1, . . . , xp) ∈ [0, 1]p:
Z(x) =
∏
{i,j}∈E(F )
W (xi, xj).
Let α ∈ Sp,k and β ∈ S`,αn,p. By construction, we have:
Z(Xβ) = E
[
Y β(F,Gn) |X
]
= E
[
Y β(F `, Gαn) |X
]
.
By definition of t̂x(F `,W ) and t̃x(F `,W ), we get:
t̂Xα(F
`,W ) = E
[
Ŷ α(F `, Gαn) |X
]
= E [Y α(R`(F ), Gαn) |X] (4.34)
t̃Xα(F
`,W ) = E
[
Z̃(Xβ) |Xα
]
= E
[
Ỹ β(F `, Gαn) |Xα
]
(4.35)
tXα(F
`,W ) = E [Z(Xβ) |Xα] = E
[
Y β(F `, Gαn) |Xα
]
. (4.36)
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By summing (4.35) and (4.36) over β ∈ S`,αn,p, we get, using (4.20) and (4.17), that
t̃Xα(F
`,W ) = E
[
t̃inj(F
`, Gαn) |Xα
]
and tXα(F
`,W ) = E
[
tinj(F
`, Gαn) |Xα
]
. (4.37)
Taking the expectation in the second equality of (4.37), we deduce that:
t(F,W ) =
∫
[0,1]k
tx(F
`,W ) dx = E
[
tXα(F
`,W )
]
= E
[
tinj(F
`, Gαn)
]
.
Thanks to (4.21), we recover that
t(F,W ) = E [tinj(F,Gn)] ,
see also [138], Proposition 11.32 or [143] Proposition A.1. We also have:
t(F,W ) = E [Z(Xβ)] = E
[
Y β(F,W )
]
.
By definition of t̂(F `,W ), we get:
t̂(F `,W ) = E
[
t̂Xα(F
`,W )
]
= E
[
Ŷ α(F `, Gαn)
]
= E [Y α(R`(F ), Gn)] = t(R`(F ),W ).
Since Ŷ α(F `, Gαn) and Ỹ β(F `, Gαn) are, conditionally on X or Xβ or Xα, independent, we
deduce that:
tXα(F
`,W ) = E
[
Ŷ α(F `, Gαn)Ỹ
β(F `, Gαn) |Xα
]
= E
[
Ŷ α(F `, Gαn) |Xα
]
E
[
Ỹ β(F `, Gαn) |Xα
]
= t̂Xα(F
`,W ) t̃Xα(F
`,W ).
This latter equality gives another interpretation of (4.31).
4.3 Asymptotics for homomorphism densities of sampling par-
tially labeled graphs from a graphon
4.3.1 Random measures associated to a graphon
Let d ≥ 1 and I = [0, 1]d. We denote by B(I) (resp. B+(I)) the set of all real-valued
(resp. non negative) measurable functions defined on I. We denote by C(I) (resp. Cb(I)) the
set of real-valued (resp. bounded) continuous functions defined on I. For f ∈ B(I) we denote
by ‖f‖∞ the supremum norm of f on I. We denote by Ck(I) the set of real-valued functions
f defined on I with continuous k-th derivative. For f ∈ C1(I), its derivative is denoted by
∇f = (∇1f, . . . ,∇df) and we set ‖∇f ‖∞ =
∑d
i=1 ‖∇if ‖∞.
Let F = (Fm : 1 ≤ m ≤ d) ∈ Fd be a finite sequence of simple finite graphs. Using
Remark 4.2, if necessary, we can complete the graphs Fm with isolated vertices such that for
all m ∈ [d], we have v(Fm) = p for some p ∈ N∗ and consider that V (Fm) = [p]. We shall
write p = v(F ). Let ` ∈Mp (whereMp is the set of all [p]-words with all characters distinct,
given by (4.8)) and set k = |`|. We denote:
tinj(F
`, Gαn) =
(
tinj(F
`
m, G
α
n) : m ∈ [d]
)
∈ [0, 1]d,
and similarly for t̃inj(F `, Gαn). Let W be a graphon and x ∈ [0, 1]k. Similarly, we define
tx(F
`,W ), and t̃x(F `,W ), so for example:
tx(F
`,W ) =
(
tx(F
`
m,W ) : m ∈ [d]
)
∈ [0, 1]d.
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Notice that relabeling Fm if necessary, we get all the possible combinations of density of la-
beled injective homomorphism of Fm into G for all m ∈ [d] (we could even take ` = [k]).
Recall F [`]m is the labeled sub-graph of Fm with vertices {`1, . . . , `k} and set of edges
E(F
[`]
m ) = {{i, j} ∈ E(Fm) : i, j ∈ `} see (4.17). For simplicity, we shall assume the following
condition which states that F [`]m does not depend on m:
For m,m′ ∈ [d], i, i′ ∈ `, we have: {i, i′} ∈ E(Fm)⇐⇒ {i, i′} ∈ E(Fm′). (4.38)
This condition can be removed when stating the main results from Section 4.3.2 at the cost
of very involved notation. Therefore, we shall leave this extension to the very interested reader.
Let Gn = Gn(W ) be the associated W -random graphs with n vertices constructed from
W and the sequence X = (Xi : i ∈ N∗) of independent uniform random variables on [0, 1].
Under Condition (4.38), for α ∈ Sn,k and x ∈ [0, 1]k, we have that Ŷ α(F `m, Gαn) and t̂x(F `m,W )
do not depend on m ∈ [d]. We set Ŷ α(F `, Gαn) and t̂x(F `,W ) for the common values. When
there is no confusion, we write Ŷ α for Ŷ α(F `, Gαn). In particular, we deduce from (4.20) that:
tinj(F
`, Gαn) = Ŷ
α t̃inj(F
`, Gαn) with t̃inj(F
`, Gαn) =
(
t̃inj(F
`
m, G
α
n) : m ∈ [d]
)
. (4.39)
Remark 4.7. If |`| = k = 1, then Condition (4.38) is automatically satisfied and we have by
convention that Ŷ α = t̂x(F `,W ) = 1 for α ∈ Sn,k and x ∈ [0, 1]k. If d = 1, then, Condition
(4.38) is also automatically satisfied.
We define the random probability measure ΓF,`n on ([0, 1]d,B([0, 1]d)) by, for g ∈ B+([0, 1]d):
ΓF,`n (g) =
1
|Sn,k|
∑
α∈Sn,k
g
(
tinj(F
`, Gαn)
)
(4.40)
=
1
|Sn,k|
∑
α∈Sn,k
Ŷ αg
(
t̃inj(F
`, Gαn)
)
+ (1− Ŷ α)g(0),
where we used (4.39) and the fact that Ŷ α takes values in {0, 1} for the second equality.
For k ∈ N∗ and α an N∗-word of length k, we recall the notation Xα = (Xα1 , . . . , Xαk) and
X[k] = (X1, . . . , Xk). Recall (4.29) and (4.30). We define the auxiliary random probability
measure Γ̂F,`n on [0, 1]d by, for g ∈ B+([0, 1]d):
Γ̂F,`n (g) =
1
|Sn,k|
∑
α∈Sn,k
t̂Xα(F
`,W ) g
(
t̃Xα(F
`,W )
)
+
(
1− t̂Xα(F `,W )
)
g(0). (4.41)
and the deterministic probability measure ΓF,`, by, for all g ∈ B+([0, 1]d):
ΓF,`(g) = E
[
Γ̂F,`n (g)
]
(4.42)
=
∫
[0,1]k
t̂x(F
`,W ) g
(
t̃x(F
`,W )
)
dx+
(
1− t̂(F `,W )
)
g(0).
Remark 4.8.
(i) If d = 1 and g = Id, then we have thanks to (4.21) that:
ΓF,`n (Id) =
1
|Sn,k|
∑
α∈Sn,k
tinj(F
`, Gαn) = tinj(F,Gn)
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and, thanks to (4.31) and (4.32):
ΓF,`(Id) =
∫
[0,1]k
tx(F
`,W )dx = t(F,W ).
Notice that ΓF,`n (Id) and ΓF,`(Id) do not depend on `.
(ii) If |`| = 1, then according to Remark 4.7, we get:
ΓF,`(g) =
∫
[0,1]
g
(
tx(F
`,W )
)
dx.
4.3.2 Invariance principle and its fluctuations
We first state the invariance principle for the random probability measure ΓF,`n . The proof
of the next theorem is given in Section 4.5.
Theorem 4.9. Let W ∈ W be a graphon. Let F ∈ Fd be a sequence of d ≥ 1 simple finite
graphs with V (F ) = [p], ` ∈Mp. Assume that Condition (4.38) holds. Then, the sequence of
random probability measures on [0, 1]d,
(
ΓF,`n : n ∈ N∗
)
converges a.s. for the weak topology
towards ΓF,`.
The convergence of
(
ΓF,`n (Id) : n ∈ N∗
)
, with d = 1, can also be found in [138], see Propo-
sition 11.32.
Remark 4.10. By Portmanteau Theorem, we have that a.s. for all bounded measurable func-
tion g on [0, 1]d such that ΓF,`(Dg) = 0 where Dg is the set of discontinuity points of g,
limn→∞ Γ
F,`
n (g) = ΓF,`(g).
For simplicity, consider the case d = 1 and W ≡ p with 0 < p < 1. Let ê(F ) denote the
cardinality of E(R`(F )). Because ΓF,` = pê(F )δpe(F )−ê(F ) + (1− pê(F ))δ0, with k = |`|, then if
g is continuous at pe(F )−ê(F ) and at 0, we get that a.s. limn→∞ Γ
F,`
n (g) = ΓF,`(g).
The next theorem, whose proof is given in Section 4.6, gives the fluctuations corresponding
to the invariance principle of Theorem 4.9. Notice the speed of convergence in the invariance
principle is of order
√
n.
For µ ∈ R and σ ≥ 0, we denote by N (µ, σ2) the Gaussian distribution with mean µ and
variance σ2.
Theorem 4.11. Let W ∈ W be a graphon. Let F ∈ Fd be a sequence of d ≥ 1 simple finite
graphs with V (F ) = [p], ` ∈ Mp, with k = |`|. Assume that Condition (4.38) holds. Then,
for all g ∈ C2([0, 1]d), we have the following convergence in distribution:
√
n
(
ΓF,`n (g)− ΓF,`(g)
)
(d)−−−−−→
n→+∞
N
(
0, σF,`(g)2
)
,
with σF,`(g)2 = Var (UF,`g ) and
UF,`g =
k∑
i=1
∫
[0,1]k
t̂Ri(x,U)(F
`,W )
(
g
(
t̃Ri(x,U)(F
`,W )
)
− g(0)
)
dx
+
∑
q∈[p]\`
∫
[0,1]k
dx 〈txU (F `q,W ),∇g
(
t̃x(F
`,W )
)
〉, (4.43)
where U is a uniform random variable on [0, 1], and [p]\` = {1, . . . , p}\{`1, . . . , `k}.
Remark 4.12. Let U be a uniform random variable on [0, 1].
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(i) Assume that |`| = k = 1. Using Remark 4.7, we get for ` ∈ [p]:
σF,`(g)2 = Var
g (tU (F `,W ))+ ∑
q∈[p]\`
∫
[0,1]
〈txU (F `q,W ),∇g
(
tx(F
`,W )
)
〉 dx
 .
(4.44)
(ii) Let F ∈ Fd with p = v(F ). Take ` = 1 with k = |`| = 1. Let a ∈ Rd and consider
g(x) = 〈a, x〉 for x ∈ Rd. We deduce from (4.44) and (4.32) that:
σF,`(g)2 = Var
〈a, p∑
q=1
tU (F
q,W )〉
 . (4.45)
(iii) In the case d = 1, F ∈ F , and g = Id, the central limit theorem appears already in [84].
In this case, we have ΓF,`n (Id) = tinj(F,Gn), ΓF,`(Id) = t(F,W ) and, thanks to (4.45)
(with d = 1 and a = 1):
σF,`(Id)2 = Var
 p∑
q=1
tU (F
q,W )
 . (4.46)
Let F, F ′ ∈ F be two simple finite graphs, let i ∈ V (F ) and i′ ∈ V (F ′). We define
a new graph (F ./ F ′)(i, i′) = (F t F ′)/{i ∼ i′} which is the disjoint union of F and
F ′ followed by a quotient where we identify the vertex i in V (F ) with the vertex i′ in
V (F ′), see Figure 4.3.
F G (F ./ G)(2, 4)
1
23
1
2
34
Figure 4.3 – Example of two graphs connected by two vertices.
With this notation, we have:
σF,`(Id)2 = E
 p∑
q=1
tU (F
q,W )
2− E
 p∑
q=1
tU (F
q,W )
2
=
p∑
q,q′=1
∫ 1
0
tx(F
q,W )tx(F
q′ ,W )dx−
 p∑
q=1
∫ 1
0
tx(F
q,W )dx
2
=
p∑
q,q′=1
t
(
(F ./ F )(q, q′),W
)
− p2 t(F,W )2. (4.47)
Thus, we recover the limiting variance given in [84].
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(iv) Let d = 1. We consider the two degenerate cases where no vertex is labelled (k = 0) or
all vertices are labelled (k = p):
(a) for k = 0, we apply the δ-method to (4.46), to get that
√
n [g(tinj(F,Gn))− g(t(F,W ))]
(d)−−−−−→
n→+∞
N
(
0, σF (g)2
)
,
where
σF (g)2 = g′(t(F,W ))2σF,`(Id)2. (4.48)
(b) for k = p, we have ΓF,`n (g) = (g(1) − g(0))tinj(F,Gn) + g(0), ΓF,`(g) = (g(1) −
g(0))t(F `,W )dx+ g(0) and
σF,`(g)2 = (g(1)− g(0))2σF,`(Id)2. (4.49)
(v) Let d = 1 and F = K2. We have Γ
K2,`
n (Id) = t(K2, Gn) and we deduce from (4.46) that
σK2,`(Id)2 = 4Var (D(U)).
(a) If k = 1, then we have ΓK
•
2 ,`
n (g) =
1
n
∑n
i=1 g(D
(n)
i ) with D
(n)
i = Di(Gn) the nor-
malized degree of i in Gn, see (4.23). We deduce from (4.44) that:
σK
•
2 ,`(g)2 = Var
(
g(D(U)) +
∫ 1
0
W (x, U)g′(D(x)) dx
)
.
(b) If k = 2, using (iv)-(2), we get from (4.49) that:
σK
••
2 ,`(g)2 = 4(g(1)− g(0))2Var (D(U)) ,
where K••2 denotes the complete graph K2 with two labeled vertices.
(c) Finally, if k = 0, using (iv)-(1), we get from (4.48) that
σK2(g)2 = 4 g′
(∫ 1
0
D(x)dx
)2
Var (D(U)) .
(vi) Thanks to (4.15), we get that Theorems 4.9 and 4.11 also hold with tinj replaced by t.
(vii) It is left to reader to check that Theorem 4.11 is degenerate, that is σF,`(g) = 0, in the
Erdős-Rényi case, that is W ≡ p for some 0 ≤ p ≤ 1, or when
∫
[0,1]k t̂x(F,W ) dx = 0
and in particular when t(F,W ) = 0.
The next corollary gives the limiting Gaussian process for the fluctuations of (tinj(F,Gn) :
F ∈ F).
Corollary 4.13. We have the following convergence of finite-dimensional distributions:(√
n (tinj(F,Gn)− t(F,W )) : F ∈ F
) (fdd)−−−−−→
n→+∞
Θinj,
where Θinj = (Θinj(F ) : F ∈ F) is a centered Gaussian process with covariance function Kinj
given, for F, F ′ ∈ F , with V (F ) = [p] and V (F ′) = [p′], by:
Kinj(F, F
′) = Cov
 p∑
q=1
tU (F
q,W ),
p′∑
q=1
tU
(
F ′
q
,W
) (4.50)
=
p∑
q=1
p′∑
q′=1
t
(
(F ./ F ′)(q, q′),W
)
− pp′ t(F,W )t(F ′,W ). (4.51)
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Proof. We deduce from (4.45) and standard results on Gaussian vectors, the convergence, for
the finite-dimensional distributions towards the Gaussian process with covariance function
given by (4.50). Formula (4.51) can be derived similarly to (4.47).
Remark 4.14. In particular, Corollary 4.13 proves a central limit theorem for quantum graphs
(see Lovász [138], Section 6.1). A simple quantum graph is defined as a formal linear combi-
nation of a finite number of simple finite graphs with real coefficients. This definition makes
it possible to study linear combination of homomorphism densities. For F = (Fm : m ∈ [d]) ∈
Fd and a = (am : m ∈ [d]) ∈ Rd, we define the homomorphism density of F =
∑d
m=1 amFm
for a graph G and a graphonW ∈ W as tinj(F, G) = 〈a, tinj(F,G)〉 and t(F,W ) = 〈a, t(F,W )〉.
We deduce from Corollary 4.13 the following convergence in distribution:
√
n (tinj(F, Gn)− t(F,W ))
(d)−−−−−→
n→+∞
N
(
0, σ(F)2
)
, (4.52)
where σ(F)2 is given by (4.45) or equivalently σ(F)2 =
∑
m,m′∈[d] amam′ Kinj(Fm, Fm′).
We also have the limiting Gaussian process for the fluctuations of (tind(F,Gn) : F ∈ F).
Corollary 4.15. We have the following convergence of finite-dimensional distributions:(√
n (tind(F,Gn)− tind(F,W )) : F ∈ F
) (fdd)−−−−−→
n→+∞
Θind,
where Θind = (Θind(F ) : F ∈ F) is a centered Gaussian process with covariance function Kind
given, for F1, F2 ∈ F , with V (F1) = [p1] and V (F2) = [p2], by:
Kind(F1, F2)
= Cov
 ∑
F ′1≥F1
(−1)e(F ′1)
p1∑
q=1
tU
(
(F ′1)
q,W
)
,
∑
F ′2≥F2
(−1)e(F ′2)
p2∑
q=1
tU
(
(F ′2)
q,W
)
=
∑
F ′1≥F1, F ′2≥F2
(−1)e(F ′1)+e(F ′2)
 p1∑
q=1
p2∑
q′=1
t
(
(F ′1 ./ F
′
2)(q, q
′),W
)
− p1p2 t(F ′1,W )t(F ′2,W )
 ,
(4.53)
where F ′ ≥ F means that V (F ) = V (F ′) and E(F ) ⊂ E(F ′), that is F ′ ranges over all simple
graphs obtained from F by adding edges.
Proof. Notice that tind(F,Gn) is a linear combination of subgraph counts by Proposition 4.3.
We deduce from (4.45) and standard results on Gaussian vectors, the convergence, for the
finite-dimensional distributions towards the Gaussian process with covariance function given
by the first equality in (4.53) which is derived from the second formula of (4.25) and (4.45).
The second equality of (4.53) can be derived similarly to (4.51).
4.4 A preliminary result
Let F = (Fm : m ∈ [d]) ∈ Fd be a sequence of d ≥ 1 simple finite graphs with p = v(F ),
` ∈ Mp with |`| = k such that Condition (4.38) holds. Let W ∈ W be a graphon and
X = (Xi : i ∈ N∗) be a sequence of independent uniform random variables on [0, 1]. Let
n ∈ N∗ such that n > p. Let Gn = Gn(W ) be the associated W -random graphs with vertices
[n], see Section 4.2.4. Recall the definitions (4.13) of Y β(F,G), (4.18) of Ŷ α(F `, Gα) and
(4.19) of Ỹ β(F `, Gα) for a simple finite graph F . We set Y β = (Y β(Fm, Gn) : m ∈ [d]) for
β ∈ Sn,p and Ỹ β = (Ỹ β(F `m, Gαn) : m ∈ [d]) as well as Y α = Y α(F `m, Gαn) (which does not
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depend on m ∈ [d]) for β ∈ S`,αn,p and α ∈ Sp,k. Notice that for α ∈ Sp,k and β ∈ S`,αn,p, we have
that, conditionally on X, Ŷ α and Ỹ β are independent, Ŷ α is a Bernoulli random variable and:
Y β = Ŷ α Ỹ β.
Recall that tinj
(
F `, Gαn
)
=
(
tinj
(
F `m, G
α
n
)
: m ∈ [d]
)
. With this notation, we get from equation
(4.20) that for ` ∈Mp with |`| = k and α ∈ Sn,k:
tinj
(
F `, Gαn
)
=
1
|S`,αn,p|
∑
β∈S`,αn,p
Y β = Ŷ α t̃inj
(
F `, Gαn
)
, (4.54)
with
t̃inj
(
F `, Gαn
)
=
1
|S`,αn,p|
∑
β∈S`,αn,p
Ỹ β. (4.55)
We also set Zβ = E[Y β|X] and Z̃β = E[Ỹ β|X]. Recall (4.28). We have, for Zβ = (Zβm :
m ∈ [d]) and Z̃β = (Z̃βm : m ∈ [d]) that for m ∈ [d]:
Zβm =
∏
{i,j}∈E(Fm)
W (Xβi , Xβj ) and Z̃
β
m =
∏
{i,j}∈Ẽ(F `m)
W (Xβi , Xβj ) = Z̃m(Xβ).
We recall that t̂Xα(F `,W ) = E
[
Ŷ α|X
]
= E
[
Ŷ α|Xα
]
, see (4.34), to deduce that:
Zβ = t̂Xα(F
`,W ) Z̃β. (4.56)
Lemma 4.16. Let F ∈ Fd be a sequence of d ≥ 1 simple finite graphs with p = v(F ), ` ∈Mp
and W ∈ W be a graphon. Let (Mβ : β ∈ Sn,p) be a sequence of σ (X)-measurable Rd-valued
random variables and n > p. Assume Condition (4.38) holds and that there exists a finite
constant K such that for all β ∈ Sn,p, we have E
[
|Mβ|2
]
≤ K. Then we have:
E
 1
|Sn,p|
∑
β∈Sn,p
〈Y β − Zβ, Mβ〉
2 ≤ dK p(p− 1)
8n(n− 1)
·
Proof. We first assume that d = 1. We denote by Cov( .|X) the conditional covariance given
X. We have:
E
 1
|Sn,p|
∑
β∈Sn,p
(
Y β − Zβ
)
Mβ
2
=
1
|Sn,p|2
∑
β∈Sn,p
∑
γ∈Sn,p
E
[
E
[(
Y β − E[Y β|X]
)(
Y γ − E[Y γ |X]
)
MβMγ
∣∣∣X]]
=
1
|Sn,p|2
∑
β∈Sn,p
∑
γ∈Sn,p
E
[
MβMγ Cov(Y
β, Y γ |X)
]
≤ 1
|Sn,p|2
∑
β∈Sn,p
∑
γ∈Sn,p
E
[
|MβMγ | |Cov(Y β, Y γ |X)|
]
.
If the [n]-words β and γ have at most one character in common, that is |β
⋂
γ| ≤ 1,
then, by construction, Y β and Y γ are conditionally independent given X . This implies then
that Cov(Y β, Y γ |X) = 0. If |β
⋂
γ| > 1, then as Y β and Y γ are Bernoulli random variables
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and we have the upper bound |Cov(Y β, Y γ |X)| ≤ 1/4. The number of possible choices for
β, γ ∈ Sn,p such that |β
⋂
γ| > 1 is bounded from above by Apn
(
p
2
)
Ap−2n−2. We deduce that:
E
 1
|Sn,p|
∑
β∈Sn,p
(
Y β − Zβ
)
Mβ
2 ≤ 1
4(Apn)2
Apn
(
p
2
)
Ap−2n−2 E [|MβMγ |]
≤ K p(p− 1)
8n(n− 1)
,
where we used the Cauchy-Schwarz inequality for the last inequality to get E [|MβMγ |] ≤ K.
In the case d ≥ 1, the term E [|MβMγ |] in the above inequalities has to be replaced
by E [|Mβ|1 |Mγ |1], where |·|1 is the L1 norm in Rd. Then, use that |x|21 ≤ d|x|2 and thus
E [|Mβ|1 |Mγ |1] ≤ dK to conclude.
The proof of the next Lemma is similar and left to the reader (notice the next lemma
is in fact Lemma 4.16 stated for d = 1 and the graph R`(F )m of the labeled vertices, see
Section 4.2.2 for the definition of R`(F )m, which thanks to condition (4.38), does not depend
on m ∈ [d]). We recall that t̂Xα(F `,W ) = E
[
Ŷ α|X
]
= E
[
Ŷ α|Xα
]
, see (4.34).
Lemma 4.17. Let F ∈ Fd be a sequence of d ≥ 1 simple finite graphs with p = v(F ) and
W ∈ W be a graphon. Let k ∈ [p] and (Mα : α ∈ Sn,k) be a sequence of σ (X)-measurable
Rd-valued random variables and n > p. Assume Condition (4.38) holds and that there exists
a finite constant K such that for all α ∈ Sn,k, we have E
[
|Mα|2
]
≤ K. Then we have:
E
 1
|Sn,k|
∑
α∈Sn,k
〈Ŷ α − t̂Xα(F `,W ), Mα〉
2 ≤ dK k(k − 1)
8n(n− 1)
·
We also state a variant of Lemma 4.16, when working conditionally on Xα for some
α ∈ Sn,k.
The next result is a key ingredient in the proof of Theorems 4.9 and 4.11. Recall
t̃x
(
F `,W
)
=
(
t̃x
(
F `m,W
)
: m ∈ [d]
)
with t̃x defined in (4.29). Notice that for all β ∈ S`,αn,p:
t̃Xα
(
F `,W
)
= E
[
Z̃β|Xα
]
= E
[
t̃inj(F
`, Gn)|Xα
]
.
Lemma 4.18. Let F ∈ Fd be a sequence of d ≥ 1 simple finite graphs with p = v(F ), ` ∈Mp
with k = |`|, α ∈ Sn,k and W ∈ W be a graphon. Assume Condition (4.38) holds. Then, we
have:
E
[∣∣∣t̃inj (F `, Gαn)− t̃Xα (F `,W) ∣∣∣2 ∣∣∣Xα, Ŷ α] ≤ d (p− k)4(n− k) ·
Proof. We consider the case d = 1. Recall the definition of t̃inj
(
F `, Gαn
)
given in (4.55). Set:
A = E
 1
|S`,αn,p|2
( ∑
β∈S`,αn,p
(
Ỹ β − t̃Xα
(
F `,W
)))2 ∣∣∣Xα, Ŷ α
 .
Following the proof of Lemma 4.16 with Mβ = 1, and using also that E
[
Ỹ β
∣∣Xα, Ŷ α] =
t̃Xα
(
F `,W
)
, and that Ỹ β and Ỹ γ are conditionally on Xα independent of Ŷ α for β, γ ∈ S`,αn,p,
we get:
A ≤ 1
|S`,αn,p|2
∑
β∈S`,αn,p
∑
γ∈S`,αn,p
|Cov(Ỹ β, Ỹ γ |Xα)|.
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If β and γ have no more than α in common, that is β
⋂
γ = α, then Ỹ β and Ỹ γ are condi-
tionally on Xα independent and thus Cov(Ỹ β, Ỹ γ |X) = 0.
If |β
⋂
γ| > |α|, then as Ỹ β and Ỹ γ are Bernoulli random variables, we have the upper
bound |Cov(Ỹ β, Ỹ γ |X)| ≤ 1/4. The number of possible choices for β, γ ∈ S`,αn,p such that
|β
⋂
γ| > |α| is bounded from above by Ap−kn−k(p− k)A
p−k−1
n−k−1. We deduce that:
A ≤ 1
4(Ap−kn−k)
2
Ap−kn−k(p− k)A
p−k−1
n−k−1 ≤
(p− k)
4(n− k)
·
The extension to d ≥ 1 is direct.
4.5 Proof of Theorem 4.9
We first state a preliminary lemma.
Lemma 4.19. Let F ∈ Fd be a sequence of d ≥ 1 simple finite graphs with p = v(F ), ` ∈Mp
with k = |`|, and W ∈ W be a graphon. Assume Condition (4.38) holds. Then, for all n > k
and g ∈ C1([0, 1]), we have:
E
[∣∣∣ΓF,`n (g)− Γ̂F,`n (g)∣∣∣] ≤ d ‖g‖∞
√
k(k − 1)
2n(n− 1)
+
1
2
‖∇g‖∞
√
p− k
n− k
·
Proof. We first consider the case d = 1. Let g ∈ C1([0, 1]). We first assume that g(0) = 0.
Then, we deduce from the definition (4.40) of ΓF,`n and from (4.54) and (4.55), as Ŷ α ∈ {0, 1},
that:
ΓF,`n (g) =
1
|Sn,k|
∑
α∈Sn,k
Ŷ α g
(
t̃inj
(
F `, Gαn
))
.
And thus, using definition (4.41) of Γ̂F,`n , we get
∣∣ΓF,`n (g)− Γ̂F,`n (g)∣∣ ≤ B1 +B2 with
B1 =
1
|Sn,k|
∣∣∣ ∑
α∈Sn,k
(
Ŷ α − t̂Xα(F `,W )
)
g
(
t̃Xα(F
`,W )
) ∣∣∣
and
B2 =
1
|Sn,k|
∑
α∈Sn,k
Ŷ α
∣∣∣g (t̃inj(F `, Gαn))− g (t̃Xα(F `,W )) ∣∣∣.
Thanks to Lemma 4.17, we get E[B21 ] ≤ ‖g‖
2
∞ k(k−1)/8n(n−1). Thanks to Lemma 4.18, we
get using Jensen’s inequality that E[B22 ] ≤ ‖g′ ‖
2
∞(p−k)/4(n−k). This gives the result when
g(0) = 0, except there is a 1/2 in front of ‖g‖∞ in the upper bound of the Lemma. In general,
use that ΓF,`n and Γ̂F,`n are probability measures, so that
(
ΓF,`n − Γ̂F,`n
)
(g) =
(
ΓF,`n − Γ̂F,`n
)
(ḡ),
with ḡ = g − g(0). Then use that and ‖ ḡ‖∞ ≤ 2 ‖g‖∞ to conclude. The case d ≥ 1 is
similar.
We can now prove Theorem 4.9.
Proof of Theorem 4.9. We first consider the case d = 1. Let g ∈ C1([0, 1]). Using Lemma 4.19
and the first Borel-Cantelli lemma, we get that a.s. limn→∞
(
ΓF,`φ(n)(g)− Γ̂
F,`
φ(n)(g)
)
= 0, with
φ(n) = n4. We notice that Γ̂F,`n (g) is a U-statistic with kernel Φ1(X[k]) where for x ∈ [0, 1]k:
Φ1(x) = t̂x g
(
t̃x
)
+
(
1− t̂x
)
g(0),
with tx = tx(F `,W ) and the obvious variants for t̃x and t̂x.
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Moreover, because g is uniformly bounded on [0, 1], we get that Var
(
Φ1(X[k])
)
< +∞ and
we can apply the law of large numbers for U-statistics to obtain that a.s. limn→∞ Γ̂
F,`
n (g) =
E[Φ(X[k])] = ΓF,`(g). We deduce that a.s. limn→∞ Γ
F,`
φ(n)(g) = Γ
F,`(g).
Let n′ ≥ n > k. We have Sn,k ⊂ Sn′,k and S`,αn,p ⊂ S`,αn′,p for α ∈ Sn,k. Recall |S
`,α
n,k| = A
p−k
n−k.
We deduce that for α ∈ Sn,k:∣∣∣tinj(F `, Gαn)− tinj(F `, Gαn′)∣∣∣ ≤ 1
Ap−kn′−k
∣∣Ap−kn′−k −Ap−kn−k∣∣ + ∣∣∣ 1
Ap−kn′−k
− 1
Ap−kn−k
∣∣∣Ap−kn−k
= 2
(
1−
Ap−kn−k
Ap−kn′−k
)
≤ 2
(
1−
(
n− p
n′ − p
)p−k)
.
We deduce that:∣∣ΓF,`n (g)− ΓF,`n′ (g)∣∣ ≤ 1Akn′
∣∣Akn′ −Akn∣∣ ‖g‖∞+∣∣∣ 1Akn′ − 1Akn
∣∣∣Akn ‖g‖∞
+
1
|Sn,k|
∑
α∈Sn,k
∣∣∣g (tinj(F `, Gαn))− g (tinj(F `, Gαn′)) ∣∣∣
≤ 2 ‖g‖∞
(
1−
(
n− k
n′ − k
)k)
+ 2 ‖g′ ‖∞
(
1−
(
n− p
n′ − p
)p−k)
.
This implies that a.s. limn→∞ supn′∈{φ(n),...,φ(n+1)}
∣∣ΓF,`φ(n)(g)− ΓF,`n′ (g)∣∣ = 0.
With the first part of the proof, we deduce that for all g ∈ C1([0, 1]), a.s. limn→∞ ΓF,`n (g) =
ΓF,`(g). Since there exists a convergence determining countable subset of C1([0, 1]), we get
that a.s. limn→∞ Γ
F,`
n = ΓF,` for the weak convergence of the measures on [0, 1].
The proof for d ≥ 1 is straightforward.
4.6 Proof of Theorem 4.11
Let ` ∈Mp with k = |`|. We assume Condition (4.38) holds.
Recall the random probability measures ΓF,`n , Γ̂F,`n and ΓF,` are defined in (4.40), (4.41)
and (4.42). Let g ∈ C2([0, 1]d). We define the U-statistic
Un(g) =
1
|Sn,p|
∑
β∈Sn,p
Φ2(Xβ), (4.57)
with kernel Φ2(X[p]) given by, for x ∈ [0, 1]p:
Φ2(x) = t̂x` g
(
t̃x`
)
+
(
1− t̂x`
)
g(0) + t̂x` 〈∇g
(
t̃x`
)
, Z̃(x)− t̃x`〉, (4.58)
with t̂y = t̂y(F `,W ), t̃y = t̃y(F `,W ) for y ∈ [0, 1]k and Z̃(x) defined in (4.28). Notice that:
E[Un(g)] = ΓF,`(g). (4.59)
We define the random signed measure ΛF,`n =
√
n
[
ΓF,`n − ΓF,`
]
.
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Lemma 4.20. Let W ∈ W be a graphon. Let F ∈ Fd be a sequence of d ≥ 1 simple
finite graphs with p = v(F ), ` ∈ Mp, with k = |`|. Assume Condition (4.38) holds. Let
g ∈ C2([0, 1]d). Then, we have that limn→∞ ΛF,`n (g)−
√
n (Un(g)− E[Un(g)]) = 0 in L1(P).
Proof. Recall (4.55). We write:
ΛF,`n (g)−
√
n (Un(g)− E[Un(g)]) = R1(n) +R2(n) +R3(n) (4.60)
with
R1(n) =
√
n
|Sn,k|
∑
α∈Sn,k
Ŷ αH1(α),
R2(n) =
√
n
|Sn,k|
∑
α∈Sn,k
(
Ŷ α − t̂Xα
)
H2(α),
R3(n) =
√
n
|Sn,p|
∑
β∈Sn,p
〈Y β − Zβ, ∇g(t̃Xβ` )〉
=
√
n
|Sn,k|
∑
α∈Sn,k
Ŷ α 〈t̃inj(F `, Gαn),∇g(t̃Xβ` )〉 −
√
n
|Sn,p|
∑
β∈Sn,p
t̂Xβ` 〈Z̃(Xβ),∇g(t̃Xβ` )〉,
(where we used (4.54) and (4.56) for the last equality) and
H1(α) = g
(
t̃inj(F
`, Gαn)
)
− g
(
t̃Xα
)
− 〈t̃inj(F `, Gαn)− t̃Xα , ∇g
(
t̃Xα
)
〉,
H2(α) = g
(
t̃Xα
)
− g(0)− 〈t̃Xα ,∇g
(
t̃Xα
)
〉.
According to Lemma 4.16, we get that limn→∞R3(n) = 0 in L2(P). According to Lemma
4.17, and since |H2(α)| ≤ 2 ‖g‖∞+ ‖∇g‖∞, we get that limn→∞R2(n) = 0 in L2(P). Since
g ∈ C2([0, 1]d), by Taylor-Lagrange inequality, we have that for all x, y ∈ R,
|g(x)− g(y)− 〈x− y,∇g(x)〉| ≤ 1
2
‖∇2g‖∞ |x− y|
2.
This gives |H1(α)| ≤ 12 ‖∇
2g‖∞ |t̃inj(F `, Gαn)− t̃Xα |2. According to Lemma 4.18, we get that
limn→∞R1(n) = 0 in L1(P). This ends the proof.
We give a central limit theorem for the U-statistic Un defined in (4.57).
Lemma 4.21. Under the same hypothesis as in Lemma 4.20, we have the following conver-
gence in distribution:
√
n
(
Un(g)− ΓF,`(g)
)
(d)−−−−−→
n→+∞
N
(
0, σF,`(g)2
)
,
with σF,`(g)2 = Var (U) and, U being a uniform random variable on [0, 1]:
U =
k∑
i=1
∫
[0,1]k
t̂Ri(x,U)(F
`,W )
(
g
(
t̃Ri(x,U)(F
`,W )
)
− g(0)
)
dx
+
∑
q∈[p]\`
∫
[0,1]k
〈∇g
(
t̃x(F
`,W )
)
, txU (F
`q,W )〉 dx.
Proof. Recall the definition of τij(β) given in (4.5). The random variable Un(g) is a U-
statistic with bounded kernel. Since E[Un(g)] = ΓF,`(g), we deduce from the central limit
theorem for U-statistics, see Theorem 7.1 in [105], that
√
n
(
Un(g)− ΓF,`(g)
)
converges in
distribution towards a centered Gaussian random variable with variance Var (U ′) and U ′ =∑p
q=1 E [Φ2(τ1q(X))|X1], and Φ2 given by (4.58). We first compute E [Φ2(τ1q(X))|X1] for
q ∈ [p]. We distinguish the cases q 6∈ ` and q ∈ `.
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The case q 6∈ {`1, . . . , `k}
Noticing that τ1q(X)` does not depend on X1, we deduce that:
E [Φ2(τ1q(X))|X1] = E
[
t̂τ1q(X)` g
(
t̃τ1q(X)`
)
+
(
1− t̂τ1q(X)`
)
g(0)|X1
]
+ E
[
t̂τ1q(X)` 〈∇g
(
t̃τ1q(X)`
)
, Z̃(τ1q(X)[p])− t̃τ1q(X)`〉|X1
]
= C +
∫
[0,1]k
t̂x〈∇g
(
t̃x
)
, t̃xX1(F
`q,W )〉 dx
= C +
∫
[0,1]k
〈∇g
(
t̃x
)
, txX1(F
`q,W )〉 dx,
where C is a constant not depending on X1 (which therefore will disappear when computing
the variance of U ′).
The case q ∈ {`1, . . . , `k}
Let q = `i for some i ∈ [k]. Since E
[
Z̃(τ1q(X)[p])| τ1q(X)`
]
= t̃τ1q(X)` , we deduce that:
E [Φ2(τ1q(X))|X1] = E
[
t̂τ1q(X)` g
(
t̃τ1q(X)`
)
+
(
1− t̂τ1q(X)`
)
g(0)|X1
]
= g(0) +
∫
[0,1]k
t̂Ri(x,X1)
(
g
(
t̃Ri(x,X1)
)
− g(0)
)
dx.
Thus, we obtain that U ′ = U + C ′ for some constant C ′ and:
U =
k∑
i=1
∫
[0,1]k
t̂Ri(x,X1)
(
g
(
t̃Ri(x,X1)
)
− g(0)
)
dx+
∑
q 6∈`
∫
[0,1]k
〈∇g
(
t̃x
)
, txX1(F
`q,W )〉 dx.
This gives the result.
Theorem 4.11 is then a direct consequence of Lemmas 4.20 and 4.21 and (4.59).
4.7 Asymptotics for the empirical degrees cumulative distribu-
tion function of the degrees
Let W be a graphon on [0, 1] and n ∈ N∗. Recall the definition of the normalized degree
function D of the graphon W given in (4.33), D(x) =
∫
[0,1]W (x, y)dy = tx(K
•
2 ,W ). From
Section 4.2.4, recall that Gn = Gn(W ) is the associated W -random graph with n vertices
constructed from W and the sequence X = (Xi : i ∈ N∗) of independent uniform random
variables on [0, 1]. Recall the (normalized) degree sequence of a graph defined in (4.23), and
set
D
(n)
i = Di(Gn) = tinj(K
•
2 , G
i
n)
the normalized degree of the vertex i ∈ [n] in Gn. By construction of Gn, we get that
conditionally on Xi , (n − 1)D(n)i is for n ≥ i a binomial random variable with parameters
(n − 1, D(Xi)). We define the empirical cumulative distribution function Πn = (Πn(y) : y ∈
[0, 1]) of the degrees of the graph Gn by, for y ∈ [0, 1]:
Πn(y) =
1
n
n∑
i=1
1{
D
(n)
i ≤D(y)
}. (4.61)
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Remark 4.22. If we take g = 1[0,D(y)] with y ∈ [0, 1] and F = K2 in (4.3) and using the
expression of ΓF,` given in Remark 4.8, (ii), we have that Πn(y) = Γ
K2,•
n (g) and ΓK2,•(g) = y.
If D is increasing, then ΓK2,•, which is the distribution of D(U), with U uniform on [0, 1],
has no atoms and Theorem 4.9 implies that a.s. limn→∞Πn(y) = y for all y ∈ [0, 1]. Using
Dini’s theorem, we get that if D is increasing on [0, 1], then the function Πn converges almost
surely towards Id, the identity map on [0, 1], with respect to the uniform norm.
To get the corresponding fluctuations, we shall consider the following conditions:
W ∈ C3([0, 1]2), D′ > 0, W ≤ 1− ε0 and D ≥ ε0 for some ε0 ∈ (0, 1/2) . (4.62)
If (4.62) holds, then we have D ∈ C1([0, 1]) and D([0, 1]) ⊂ [ε0, 1 − ε0]. Notice that even
if (4.62) holds, the set {W = 0} might have positive Lebesgue measure; but the regularity
conditions on W rules out bipartite graphons (but not tripartite graphons).
Theorem 4.23. Assume that W satisfies condition (4.62). Then we have the following con-
vergence of finite-dimensional distributions:(√
n (Πn(y)− y) : y ∈ (0, 1)
) (fdd)−−−−−→
n→+∞
χ,
where χ = (χy : y ∈ (0, 1)) is a centered Gaussian process defined, for all y ∈ (0, 1) by:
χy =
∫ 1
0
(ρ(y, u)− ρ̄(y))dBu, (4.63)
with B = (Bu, u ≥ 0) a standard Brownian motion, and (ρ(y, u) : u ∈ [0, 1]) and ρ̄(y) defined
for y ∈ (0, 1) by:
ρ(y, u) = 1[0,y](u)−
W (y, u)
D′(y)
and ρ̄(y) =
∫ 1
0
ρ(y, u)du.
Remark 4.24. The covariance kernel of the Gaussian process χ can also be written as Σ =
Σ1 + Σ2 + Σ3, where for y, z ∈ (0, 1):
Σ1(y, z) = y ∧ z − yz, (4.64)
Σ2(y, z) =
1
D′(y)D′(z)
(∫ 1
0
W (y, x)W (z, x)dx−D(y)D(z)
)
, (4.65)
Σ3(y, z) =
1
D′(y)
(
D(y)z −
∫ z
0
W (y, x)dx
)
+
1
D′(z)
(
D(z)y −
∫ y
0
W (z, x)dx
)
. (4.66)
Thus, for y ∈ (0, 1) the variance of χ(y) is:
Σ(y, y) = y(1− y) + 1
D′(y)2
(∫ 1
0
W (y, x)2dx−D(y)2
)
+
2
D′(y)
(
D(y)y −
∫ y
0
W (y, x)dx
)
.
Remark 4.25. We conjecture that the convergence of Theorem 4.23 holds for the process in
the Skorokhod space. However, the techniques used to prove this theorem are not strong
enough to get such a result.
4.8 Preliminary results for the empirical cdf of the degrees
4.8.1 Estimates for the first moment of the empirical cdf
Recall X = (Xn : n ∈ N∗) is a sequence of independent random variables uniformly
distributed on [0, 1] used to construct the sequence of W -random graphs (Gn : n ∈ N∗).
Recall Πn(y) is given in (4.61).
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For all y ∈ (0, 1), we set cn(y) = E [Πn+1(y)] that is
cn(y) = P
(
D
(n+1)
1 ≤ D(y)
)
, (4.67)
where, conditionally on X, D(n+1)1 is a binomial random variable with parameter (n,D(X1)).
We set:
σ2(x) = x(1− x) for x ∈ [0, 1], (4.68)
and with dxe the unique integer such that dxe − 1 < x ≤ dxe,
S(x) = dxe − x− 1
2
for x ∈ R. (4.69)
The next proposition gives precise asymptotics of cn.
Proposition 4.26. Assume that W satisfies condition (4.62). For all y ∈ (0, 1), there exists
a constant C > 0 such that for all n ∈ N∗, we have with d = D(y),
n (cn(y)− y) = −
D′′(y)
D′(y)3
σ2(d)
2
+
1
D′(y)
(
1− 2d
2
+ S(nd)
)
+R4.26n ,
with ∣∣R4.26n ∣∣ ≤ C n− 14 .
In particular, because |S(x)| ≤ 12 , for all x ∈ R, we have that for all y ∈ (0, 1):
cn(y)− y = O
(
n−1
)
. (4.70)
Proof. For n ∈ N∗, d ∈ [0, 1], δ ∈ R and p ∈ (0, 1), we consider the CDF:
Hn,d,δ(p) = P (X ≤ nd+ δ) ,
where X a binomial random variable with parameters (n, p). Let y ∈ (0, 1). We have:
cn(y)− y =
∫ 1
0
(
Hn,d,0(D(x))− 1{x≤y}
)
dx.
By Proposition 4.40 applied with G(x) = 1 and δ = 0, we obtain that:
n
∫ 1
0
(
Hn,d,0 (D(x))− 1{x≤y}
)
dx = −D
′′(y)
D′(y)3
σ2(d)
2
+
1
D′(y)
(
1− 2d
2
+ S(nd)
)
+R4.26n ,
with R4.26n = R4.40n (1) and
∣∣R4.26n ∣∣ ≤ Cn− 14 .
For y ∈ (0, 1) and u ∈ [0, 1], we set, with d = D(y),
Hn(y, u) = n
(
E
[
1{
D
(n+1)
1 ≤d
}∣∣∣∣X2 = u]− cn(y)) (4.71)
and
H?n(y, u) = E
[
1{
D
(n+1)
1 ≤d
}∣∣∣∣X1 = u]− cn(y). (4.72)
Proposition 4.27. Assume that W satisfies condition (4.62). For all y ∈ (0, 1), there exists
a positive constant C such that for all n ≥ 2 and u ∈ [0, 1], we have with d = D(y):
Hn(y, u) =
1
D′(y)
(d−W (y, u)) +R4.27n (u),
with ∣∣R4.27n (u)∣∣ ≤ C n− 14 . (4.73)
For all y ∈ (0, 1) and u ∈ [0, 1] such that u 6= y, we have
|H?n(y, u)| ≤ 1 for all n ≥ 2, and limn→∞H
?
n(y, u) = 1{u≤y} − y. (4.74)
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Proof. In what follows, C denotes a positive constant which depends on ε0, W and y ∈ (0, 1),
and it may vary from line to line. Recall that X[2] = (X1, X2). We define the function ϕn by:
ϕn(x, u) = P
(
D
(n+1)
1 ≤ d
∣∣X[2] = (x, u))− 1{x≤y} for x, u ∈ [0, 1]. (4.75)
Then we have for u ∈ [0, 1]:
Hn(y, u) = nE [ϕn(X1, u)]− n(cn(y)− y). (4.76)
Conditionally on {X[2] = (x, u)}, D
(n+1)
1 is distributed as Y12 + B̃
(n), where Y12 and B̃
are independent, Y12 is Bernoulli W (x, u) and B̃ is binomial with parameter (n − 1, D(x)).
Thus, we have:
ϕn(x, u) = P
(
Y12 + B̃ ≤ nd
)
− 1{x≤y}
= W (x, u)
[
P
(
B̃ ≤ nd− 1
)
− 1{x≤y}
]
+ (1−W (x, u))
[
P
(
B̃ ≤ nd
)
− 1{x≤y}
]
= W (x, u)
[
Hn−1,d,d−1(D(x))− 1{x≤y}
]
+ (1−W (x, u))
[
Hn−1,d,d(D(x))− 1{x≤y}
]
.
(4.77)
LetW1(x, u) denote ∂W (x, u)/∂x. We apply Proposition 4.40 with G(x) = W (x, u), δ = d−1
and n replaced by n− 1 to get that:
(n− 1)E
[
W (X1, u)
[
Hn−1,d,d−1(D(X1))− 1{X1≤y}
]]
=
σ2(d)
2D′(y)2
[
W1(y, u)−
W (y, u)D′′(y)
D′(y)
]
+
W (y, u)
D′(y)
(
−1
2
+ S(nd− 1)
)
+R4.40n−1(W (., u)), (4.78)
and with G(x) = 1−W (x, u), δ = d and n replaced by n− 1, to get that:
(n− 1)E
[
(1−W (X1, u))
[
Hn−1,d,d(D(X1))− 1{X1≤y}
]]
=
σ2(d)
2D′(y)2
[
−W1(y, u)−
(1−W (y, u))D′′(y)
D′(y)
]
+
1−W (y, u)
D′(y)
(
1
2
+ S(nd)
)
+R4.40n−1(1−W (., u)). (4.79)
By equations (4.77), (4.78) and (4.79) and since S(nd− 1) = S(nd), we get that:
(n− 1)E [ϕn(X1, u)] = −
σ2(d)
2
D′′(y)
D′(y)3
+
1
D′(y)
(
1
2
−W (y, u) + S(nd)
)
+R(1)n (u),
where R(1)n (u) = R4.40n−1(W (., u)) + R4.40n−1(1 −W (., u)). Because W satisfies condition (4.62),
we deduce from (4.122) that
∣∣∣R(1)n (u)∣∣∣ ≤ Cn−1/4 for some finite constant C which does not
depend on n and u ∈ [0, 1]. Using Proposition 4.26, we get that
(n− 1)E [ϕn(X1, u)]− (n− 1)(cn(y)− y) =
d−W (y, u)
D′(y)
+R(2)n (u), (4.80)
where R(2)n (u) = R
(1)
n (u) +R4.26n + (cn(y)− y) and
∣∣∣R(2)n (u)∣∣∣ ≤ Cn−1/4 because of (4.70). By
equations (4.76) and (4.80), we deduce that:
Hn(y, u) =
n
n− 1
d−W (y, u)
D′(y)
+
n
n− 1
R(2)n (u) =
d−W (y, u)
D′(y)
+R4.27n (u),
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with
∣∣R4.27n (y, u)∣∣ ≤ Cn− 14 . This gives (4.73).
For the second assertion (4.74), we notice that
H?n(y, u) = Hn,d,0(D(u))− cn(y),
with Hn,d,0(D(u)) ∈ [0, 1] and cn(y) ∈ [0, 1]. By the strong law of large numbers, we have for
u 6= y:
lim
n→∞
Hn,d,0(D(u)) = 1{u≤y}.
Using (4.70), we get the expected result.
4.8.2 Estimates for the second moment of the empirical cdf
For y = (y1, y2) ∈ [0, 1]2, let M(y) be the covariance matrix of a pair (Y1, Y2) of Bernoulli
random variables such that P(Yi = 1) = D(yi) for i ∈ {1, 2} and P(Y1 = Y2 = 1) =∫
[0,1]W (y1, z)W (y2, z) dz.
Let K be the set of all convex sets in R2. For K ∈ K, we define its sum with a vector x
in R2 as
K + x = {k + x : k ∈ K}
and its product with a real matrix A of size 2× 2 as
AK = {Ak : k ∈ K}.
Recall that for x ∈ R2, |x| is the Euclidean norm of x in R2. Recall X[2] = (X1, X2). We
define D(n+1) = (D(n+1)1 ,D
(n+1)
2 ), where for i ∈ {1, 2}, D
(n+1)
i is the number of edges from the
vertex i to the vertices {k, 3 ≤ k ≤ n + 1} of Gn+1; it is equal to nD(n+1)i if the edge {1, 2}
does not belong to Gn+1 and to nD
(n+1)
i − 1 otherwise. The proof of the next proposition is
postponed to section 4.11.
Proposition 4.28. Assume that W satisfies condition (4.62). There exists a finite constant
C0 such that for all x = (x1, x2) ∈ [0, 1]2 with x1 6= x2, we get for all n ≥ 2:
sup
K∈K
∣∣∣∣∣P (Dn+1 ∈ K|X[2] = x)− P
(
Z ∈ M(x)
− 1
2
√
n− 1
(K − µ(x))
)∣∣∣∣∣ ≤ C0√n,
where µ(x) = (n− 1)(D(x1), D(x2)) and Z is a standard 2-dimensional Gaussian vector.
For y1, y2 ∈ (0, 1), with d1 = D(y1) and d2 = D(y2), we set with δ ∈ R and x = (x1, x2) ∈
[0, 1]2 such that x1 6= x2:
Ψn,δ (x) = E
 ∏
i∈{1,2}
(
1{D(n+1)i ≤ndi+δ}
− 1{Xi≤yi}
) ∣∣∣X[2] = x
 .
Recall Σ2 defined in (4.65) and that X[2] = (X1, X2).
Lemma 4.29. Assume that W satisfies condition (4.62). For all y = (y1, y2) ∈ (0, 1)2,
δ ∈ [−1, 0] and G ∈ C1([0, 1]2), we have:
lim
n→∞
nE
[
G
(
X[2]
)
Ψn,δ
(
X[2]
)]
= G(y)Σ2(y).
Proof. Let A = 4
√
log(n− 1). For n ≥ 2 and δ ∈ [−1, 0], we set:
Ψ
(1)
n,δ(x) = Ψn,δ(x)
2∏
i=1
1{
√
n−1|D(xi)−di|≤A} and Ψ
(2)
n,δ(x) = Ψn,δ(x)−Ψ
(1)
n,δ(x).
Then we have
E
[
G
(
X[2]
)
Ψn,δ
(
X[2]
)]
=
∑
i∈{1,2}
E
[
G
(
X[2]
)
Ψ
(i)
n,δ
(
X[2]
)]
. (4.81)
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Study of E
[
G
(
X[2]
)
Ψ
(2)
n,δ
(
X[2]
)]
Recall that for i ∈ {1, 2}, conditionally on Xi = xi, D(n+1)i is distributed as a Bernoulli
random variable with parameter (n− 1, di). We get that:∣∣∣Ψ(2)n,δ(x)∣∣∣ ≤ 2 ∑
i∈{1,2}
E
[∣∣∣1{D(n+1)i ≤ndi+δ} − 1{Xi≤yi}∣∣∣1{√n−1 |D(xi)−di|≥A}∣∣∣X[2] = x]
= 2
∑
i∈{1,2}
∣∣Hn−1,di,δ+di(xi)− 1{xi≤yi}∣∣1{√n−1 |D(xi)−di|≥A}.
By Lemma 4.39 (with n replaced by n− 1), we deduce that:
lim
n→∞
nE
[
G
(
X[2]
)
Ψ
(2)
n,δ
(
X[2]
)]
= 0. (4.82)
Study of E
[
G
(
X[2]
)
Ψ
(1)
n,δ
(
X[2]
)]
This part is more delicate. For z = (z1, z2) ∈ [0, 1]2, set H(z) = G(z)D′(z1)D′(z2) and tn(z) =
(tn(z1), tn(z2)):
tn(zi) = D
−1
(
di +
zi√
n− 1
)
for i ∈ {1, 2}.
Using the change of variable zi =
√
n− 1(D(xi)− di) for i ∈ {1, 2} with x = (x1, x2), we get:
(n− 1)E
[
G
(
X[2]
)
Ψ
(1)
n,δ
(
X[2]
)]
= (n− 1)
∫
[0,1]2
G(x)Ψn,δ(x)
∏
i∈{1,2}
1{
√
n−1|D(xi)−di|≤A}dx
=
∫
[−A,A]2
H (tn(z)) Ψn,δ (tn(z)) dz. (4.83)
Notice that:
Ψn,δ (tn(z)) = E
 ∏
i∈{1,2}
(
1{D(n+1)i ≤ndi+δ}
− 1{zi≤0}
) ∣∣∣X[2] = tn(z)
 .
Set δ̃ = (δ, δ). We define the sets for z and D(n+1):
I(1) = [0, A]2 and C̃(1)n = δ̃ + n (−∞, d1]× (−∞, d2],
I(2) = [0, A]× [−A, 0) and C̃(2)n = δ̃ + n (−∞, d1]× (d2,+∞),
I(3) = [−A, 0)× [0, A] and C̃(3)n = δ̃ + n (d1,+∞)× (−∞, d2],
I(4) = [−A, 0)2 and C̃(4)n = δ̃ + n (d1,+∞)× (d2,+∞).
For 1 ≤ i ≤ 4, we set:
Q(i)n (z) = P
(
D(n+1) ∈ C̃(i)n
∣∣X[2] = tn(z)) and ∆(i)n = ∫
I(i)
H (tn(z))Q
(i)
n (z) dz.
By construction, we have:
(n− 1)E
[
G
(
X[2]
)
Ψ
(1)
n,δ
(
X[2]
)]
=
4∑
i=1
∆(i)n . (4.84)
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We now study ∆(1)n . By Proposition 4.28, we get that
∆(1)n =
∫
[0,A]2
H (tn(z)) P
(
Z ∈ M (tn(z))
−1/2
√
n− 1
(
C̃(1)n − µ(tn(z))
))
dz +R(1)n
where µ(x) = (n−1)(D(x1), D(x2)) and |R(1)n | ≤ ‖H ‖∞ 8C0
√
log(n)/n so that limn→∞R
(1)
n =
0. Set d̃ = (d1, d2). Since tn(z) converges towards y, we get:
lim
n→∞
H(tn(z)) = H(y) and lim
n→∞
M (tn(z)) = M(y)
and, with J(z) = (−∞,−z1]× (−∞,−z2],
1√
n− 1
(
C̃(1)n − µ(tn(z))
)
= (n− 1)−1/2(δ̃ + d̃) + J(z). (4.85)
Since limn→∞M (tn(z)) = M(y) and M(y) is positive definite, we deduce that dx-a.e.:
lim
n→∞
1M(tn(z))−1/2√
n−1
(
C̃
(1)
n −µ(tn(z))
)(x) = 1M(y)−1/2J(z)(x)
and thus (by dominated convergence):
lim
n→∞
P
(
Z ∈ M (tn(z))
−1/2
√
n− 1
(
C̃(1)n − µ(tn(z))
))
= P
(
M(y)1/2Z ∈ J(z)
)
.
For z ∈ [2,+∞)2 and n ≥ 2, we have:{
Z ∈ M (tn(z))
−1/2
√
n− 1
(
C̃(1)n − µ(tn(z))
)}
⊂
{
2M (tn(z))
1/2 Z ∈ J(z)
}
⊂
{
23/2|Z| ≥ |z|
}
,
where we used (4.85) and that for all i ∈ {1, 2}, |(n−1)−1/2(δ+di)| ≤ zi/2 for the first inclusion
and for the second that |Mx| ≤
√
2 ‖M ‖∞ |x|, ‖M1/2 ‖∞ ≤
√
2 ‖M ‖1/2∞ and ‖M (x)‖∞ ≤
1/2 for all x ∈ [0, 1]2 so that |M (tn(z))1/2 Z| ≤
√
2 |Z|. Since
∫
R P(2
3/2|Z| ≥ |z|) dz is finite
and H is bounded, we deduce from dominated convergence that:
lim
n→∞
∫
[0,A]2
H (tn(z)) P
(
Z ∈ M (tn(z))
−1/2
√
n− 1
(
C̃(1)n − µ(tn(z))
))
dz
= H(y)
∫
[0,+∞)2
P
(
M(y)1/2Z ∈ J(z)
)
dz.
Recall x+ = max(0, x) and x− = max(0,−x) denote the positive and negative part of x ∈ R.
With Z̃ = M(y)1/2Z = (Z̃1, Z̃2), we get:∫
[0,+∞)2
P
(
M(y)1/2Z ∈ J(z)
)
dz = E
[
Z̃−1 Z̃
−
2
]
and thus
lim
n→∞
∆(1)n = H(y)E
[
Z̃−1 Z̃
−
2
]
.
Similarly, we obtain:
lim
n→∞
∆(2)n = −H(y)E
[
Z̃−1 Z̃
+
2
]
lim
n→∞
∆(3)n = −H(y)E
[
Z̃+1 Z̃
−
2
]
lim
n→∞
∆(4)n = H(y)E
[
Z̃+1 Z̃
+
2
]
.
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Using the definition of Σ2(y) and M(y), notice that D′(y1)D′(y2)Σ2(y) is the covariance of
Z̃1 and Z̃2. Thus, we obtain:
lim
n→∞
4∑
i=1
∆(i)n = H(y)E
[(
Z̃+1 − Z̃
−
1
)(
Z̃+2 − Z̃
−
2
)]
= H(y)E
[
Z̃1Z̃2
]
= G(y)Σ2(y). (4.86)
Conclusion
Use (4.81), (4.82), (4.84) and (4.86) to get the result.
The next proposition, the main result of this section, is a consequence of Lemma 4.29.
Proposition 4.30. Assume that W satisfies condition (4.62). For all y1, y2 ∈ (0, 1), we have
with d1 = D(y1) and d2 = D(y2):
lim
n→∞
nE
[(
1{
D
(n+1)
1 ≤d1
} − 1{X1≤y1}
)(
1{
D
(n+1)
2 ≤d2
} − 1{X2≤y2}
)]
= Σ2(y1, y2).
Proof. Using the comment before Proposition 4.28, we get:
E
[ ∏
i∈{1,2}
(
1{D(n+1)i ≤di}
− 1{Xi≤yi}
)]
= E
[
W (X[2])Ψn,−1(X[2])
]
+ E
[
(1−W (X[2]))Ψn,0(X[2])
]
.
We apply Lemma 4.29 twice with G = W and G = 1−W to get the result.
4.9 Proof of Theorem 4.23
Recall the definitions of Πn+1 and cn(y) given in (4.61) and (4.67). We define the normal-
ized and centered random process Π̂n+1 = (Π̂n+1(y) : y ∈ (0, 1)) by:
Π̂n+1(y) =
√
n+ 1 [Πn+1(y)− cn(y)] . (4.87)
Let Un+1 = (Un+1(y) : y ∈ (0, 1)) be the Hàjek projection of Π̂n+1:
Un+1(y) =
n+1∑
i=1
E
[
Π̂n+1(y)
∣∣∣Xi] . (4.88)
Recall Σ defined in Remark 4.24.
Lemma 4.31. For all y, z ∈ (0, 1), we have:
lim
n→∞
E [Un+1(y)Un+1(z)] = Σ(y, z).
Proof. Recall (4.71) and (4.72). With d = D(y), we notice that for y ∈ (0, 1):
P
(
D
(n+1)
i ≤ d
∣∣∣Xj)− cn(y) = { 1nHn(y,Xj) if i 6= j,
H?n(y,Xj) if i = j.
We have:
Un+1(y) = (n+ 1)
− 1
2
n+1∑
i=1
n+1∑
j=1
[
P
(
D
(n+1)
i ≤ d
∣∣∣Xj)− cn(y)]
= (n+ 1)−
1
2
n+1∑
j=1
[H?n(y,Xj) +Hn(y,Xj)] . (4.89)
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Let y, z ∈ (0, 1). Since Hn and H?n are centered and (Xi : i ∈ N∗) are independent, using
(4.89), we obtain that:
E [Un+1(y)Un+1(z)] = E [H?n(y,X1)H?n(z,X1)] + E [Hn(y,X1)Hn(z,X1)]
+ E [H?n(y,X1)Hn(z,X1)] + E [H?n(z,X1)Hn(y,X1)] .
Recall Σ = Σ1 + Σ2 + Σ3 defined in Remark 4.24.
Study of E [H?n(y,X1)H?n(z,X1)]
By Proposition 4.27, see (4.74), and by dominated convergence, we get that:
lim
n→∞
E [H?n(y,X1)H?n(z,X1)] = E
[(
1{X1≤y} − y
) (
1{X2≤z} − z
)]
= Σ1(y, z). (4.90)
Study of E [Hn(y,X1)Hn(z,X1)]
By Proposition 4.27, we have:
E [Hn(y,X1)Hn(z,X1)]
= E
[(
D(y)−W (y,X1)
D′(y)
+R4.27n (y,X1)
)(
D(z)−W (z,X1)
D′(z)
+R4.27n (z,X1)
)]
=
1
D′(y)
1
D′(z)
E [(D(y)−W (y,X1))(D(z)−W (z,X1))] +R(1)n
= Σ2(y1, y2) +R
(1)
n
where, because of (4.73),
∣∣∣R(1)n ∣∣∣ ≤ Cn− 14 for some finite constant C. We obtain that
lim
n→∞
E [Hn(y,X1)Hn(z,X1)] = Σ2(y, z). (4.91)
Study of E [H?n(y,X1)Hn(z,X1)] + E [H?n(z,X1)Hn(y,X1)]
By Proposition 4.27, we have that:
E [H?n(y,X1)Hn(z,X1)] = E
[
H?n(y,X1)
1
D′(z)
(D(z)−W (z,X1)) +H?n(y,X1)R4.27n (z,X1)
]
.
Thanks to (4.73) and (4.74), we have |H?n(y,X1)| ≤ 1 and E
[∣∣R4.27n (z,X1)∣∣] = O (n−1/4).
We deduce from Proposition 4.27 and dominated convergence, that:
lim
n→∞
E [H?n(y,X1)Hn(z,X1)] = E
[(
1{X1≤y} − y
) 1
D′(z)
(D(z)−W (z,X1))
]
=
1
D′(z)
(
yD(z)−
∫ y
0
W (z, x)dx
)
.
By symmetry, we finally obtain that
lim
n→∞
E [H?n(y,X1)Hn(z,X1)] + E [H?n(z,X1)Hn(y,X1)] = Σ3(y, z). (4.92)
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Conclusion
Combining (4.90), (4.91) and (4.92), we get that
lim
n→∞
E [Un+1(y)Un+1(z)] = Σ(y, z).
Lemma 4.32. We have the following convergence of finite-dimensional distributions:
(Un+1(y) : y ∈ (0, 1))
(fdd)−−−−−→
n→+∞
χ,
where χ = (χ(y) : y ∈ (0, 1)) is a centered Gaussian process with covariance function Σ given
in Remark 4.24.
Proof. Let k ∈ N∗ and (y1, . . . , yk) ∈ (0, 1)k. We define the random vector U
(k)
n+1 = (Un+1(yi) :
i ∈ [k]). For all y ∈ (0, 1) and j ∈ [n+ 1], we set gn(y,Xj) = [H?n(y,Xj) +Hn(y,Xj)]. Using
(4.89), we have:
U
(k)
n+1 = (n+ 1)
− 1
2
n+1∑
j=1
Z
(n+1)
j ,
where Z(n+1)j = (gn(yi, Xj) : i ∈ [k]). Notice (Z
(n+1)
j : j ∈ [n + 1]) is a sequence of indepen-
dent, uniformly bounded (see Proposition 4.27) and identically distributed random vectors
with mean zero and common positive-definite covariance matrix Vn+1 = Cov
(
Z
(n+1)
1
)
. Ac-
cording to Lemma 4.31, we have that limn→∞ Vn+1 = Σ(k), with Σ(k) = (Σ(yi, yj) : i, j ∈ [k]).
The multidimensional Lindeberg-Feller condition is trivially satisfied as (Z(n+1)j : j ∈ [n+ 1])
are bounded (uniformly in n) with the same distribution. We deduce from the multidimen-
sional central limit theorem for triangular arrays of random variables, see [22] Corollary 18.2,
that (U (k)n+1 : n ≥ 0) converges in distribution towards the Gaussian random vector with
distribution N (0,Σ(k)). This gives the result.
Recall Π̂n(y) defined in (4.87). In view of Lemma 4.32 and since cn(y) = y + O(1/n), in
order to prove Theorem 4.23, it is enough to prove that for all y ∈ (0, 1):
Π̂n+1(y)− Un+1(y)
L2−−−−−→
n→+∞
0. (4.93)
Because Π̂n+1 and Un+1 are centered, we deduce from (4.88) that:
E
[(
Π̂n+1(y)− Un+1(y)
)2]
= E
[
Π̂n+1(y)
2
]
− E
[
Un+1(y)
2
]
.
By Lemma 4.31, we have E
[
Un+1(y)
2
]
−→
n→∞
Σ(y, y). So we deduce that the proof of Theorem
4.23 is a complete as soon as the next lemma is proved.
Lemma 4.33. For all y ∈ (0, 1), we have
lim
n→∞
E
[
Π̂n+1(y)
2
]
= Σ(y, y).
Proof. Let y ∈ (0, 1) and d = D(y). We have
E
[
Π̂n+1(y)
2
]
=
1
n+ 1
n+1∑
i,j=1
E
[(
1{
D
(n+1)
i ≤d
} − cn(y)
)(
1{
D
(n+1)
j ≤d
} − cn(y)
)]
= E
[
1{
D
(n+1)
1 ≤d
}]− cn(y)2 + n{E [1{D(n+1)1 ≤d}1{D(n+1)2 ≤d}
]
− cn(y)2
}
= cn(y)− (n+ 1)cn(y)2 + nE
[
1{
D
(n+1)
1 ≤d
}1{
D
(n+1)
2 ≤d
}] .
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So we get that
E
[
Π̂n+1(y)
2
]
= B(1)n +B
(2)
n +B
(3)
n +B
(4)
n ,
where
B(1)n = cn(y)− cn(y)2,
B(2)n = −n(cn(y)− y)2,
B(3)n = nE
[(
1{
D
(n+1)
1 ≤d
} − 1{X1≤y}
)(
1{
D
(n+1)
2 ≤d
} − 1{X2≤y}
)]
,
B(4)n = 2nE
[
1{X1≤y}
(
1{
D
(n+1)
2 ≤d
} − cn(y)
)]
.
By Equation (4.70), we get limn→∞B
(1)
n = Σ1(y, y) and limn→∞B
(2)
n = 0. By Proposition
4.30, we get limn→∞B
(3)
n = Σ2(y, y). Using (4.71), we get B
(4)
n = 2E
[
1{X1≤y}Hn(y,X1)
]
.
By Proposition 4.27 and dominated convergence, we get that:
E
[
1{X1≤y}Hn(y,X1)
]
= E
[
1{X1≤y}
(
1
D′(y)
(D(y)−W (y,X1)) +R4.27n (y,X1)
)]
−−−→
n→∞
1
D′(y)
(
yD(y)−
∫ y
0
W (y, x)dx
)
.
This gives limn→∞B
(4)
n = Σ3(y, y). Then, we get that limn→∞ E
[
Π̂n+1(y)
2
]
= Σ(y, y).
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Index of notation
|A| cardinality of set A
[n] = {1, . . . , n}
|β| length of [n]-word β
Mn set of [n]-words with all characters dis-
tinct
Sn,p = {β ∈Mn : |β| = p}
|Sn,p| = Apn = n!/(n− p)!
β` = β`1 . . . β`k for ` ∈ Sp,k and β ∈ Sn,p
S`,αn,k = {β ∈ Sn,p : β` = α} for α ∈ Sn,p
|S`,αn,k| = A
p−k
n−k = (n− k)!/(n− p)!
F set of simple finite graphs
F a simple finite graph (and a finite se-
quence of simple graphs in Sections 3 to 6
satisfying condition (4.38))
E(F ) set of edges of F
V (F ) set of vertices of F
v(F ) = |V (F )| number of vertices of F
Gn = Gn(W ) W-random graph with n
vertices associated to the sequence X =
(Xk, k ∈ N∗) of i.i.d. uniform random vari-
ables on [0, 1]
t(F,G) density of hom. from F to G
tinj(F,G) density of injective hom.
tind(F,G) density of embeddings
Y β(F,G) =
∏
{i,j}∈E(F ) 1{{βi,βj}∈E(G)}
tinj(F,G) = |Sn,p|−1
∑
β∈Sn,p Y
β(F,G)
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` ∈Mp and α ∈ Sp,k with k = |`|
tinj(F
`, Gα) density of injective hom. such
that the labelled vertices ` of F , with
V (F ) = [p], are sent on the labelled ver-
tices α of G, with V (G) = [n]
R`(F ) sub-graph of the labeled vertices ` of
F
Y β(F `, Gα) = Y β(F,G) for β ∈ S`,αn,p
Ŷ α(F `, Gα) =
∏
{i,j}∈E(R`(F )) 1{{αi,αj}∈E(G)}
Y β(F `, Gα) = Ŷ α(F `, Gα) Ỹ β(F `, Gα) i.e.:
Y β = Ŷ α Ỹ β
t̃inj(F
`, Gα) = |S`,αn,p|
−1∑
β∈S`,αn,p
Ỹ β
tinj(F
`, Gα) = Ŷ α t̃inj(F
`, Gα)
t(F,W ) hom. densities for graphon W
tind(F,W ) density of embeddings
Xα = (Xα1 , . . . , Xαk) and simil. for Xβ
Zβ = Z(Xβ) = E[Y β(F `, Gαn)|X]
Z̃β = E[Ỹ β(F `, Gαn)|X]
tx = tx(F
`,W ) = E[Zβ|Xα = x] and
tx = E[tinj(F `, Gαn)|Xα = x]
t̃x = t̃x(F
`,W ) = E[Z̃β|Xα = x] and
t̃x = E[t̃inj(F `, Gαn)|Xα = x]
t̂x = t̂x(F
`,W ) = E[Ŷ α(F `, Gαn)|Xα = x]
tx = t̂x t̃x for x ∈ [0, 1]k
t(F `,W ) =
∫
[0,1]k tx dx = E[tinj(F,Gn)]
t̂(F `,W ) =
∫
[0,1]k t̂x dx = E[tinj(R`(F ), Gn)]
and t̂(F `,W ) = t(R`(F ),W )
ΓF,`n random probability measure:
ΓF,`n (g) = |Sn,k|
−1 ∑
α∈Sn,k
g
(
tinj(F
`, Gαn)
)
ΓF,`(dx) = E
[
Γ̂F,`n (dx)
]
σF,`(g)2 asymptotic variance of
√
n
(
ΓF,`n (g)− ΓF,`(g)
)
nD
(n)
i degree of i in Gn
Πn empirical CDF of the degrees of Gn
D(x) =
∫
[0,1]W (x, y)dy degree funct. of W
Hn,d,δ(p) = P(X ≤ nd+ δ) for X ∼ B(n, p)
σ2(x) = x(1− x)
S(x) = dxe − x− 12
Φ the CDF of N (0, 1)
ϕ probability distribution density of N (01)
d = D(y)
cn(y) = P(D
(n+1)
1 ≤ d)
H?n(y, u) = P(D
(n+1)
1 ≤ d |X1 = u)− cn(y)
Hn(y,u)
n = P(D
(n+1)
1 ≤ d |X2 = u)− cn(y)
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4.10 Appendix A: Preliminary results for the CDF of binomial
distributions
In this section, we study uniform asymptotics for the CDF of binomial distributions. Let
n ∈ N∗, d ∈ [0, 1], δ ∈ R and p ∈ (0, 1). We consider the CDF:
Hn,d,δ(p) = P (X ≤ nd+ δ) , (4.94)
where X a binomial random variable with parameters (n, p). We denote by Φ the cumulative
distribution function of the standard Gaussian distribution and by ϕ the probability distribu-
tion density of the standard Gaussian distribution. We recall (4.68) and (4.69): σ2(x) = x(1−x)
for x ∈ [0, 1], and S(x) = dxe − x− 12 for x ∈ R.
We recall a result from [150], see also [186], Chapter VII: for all x ∈ R, for all p ∈ (0, 1)
and n ∈ N∗ such that nσ2(p) ≥ 25, we have:
P
(
X ≤ np +
√
nσ(p)x
)
= Φ(x) +
1√
n
Q(p, x) + 1√
nσ(p)
S(np + x
√
nσ(p))ϕ(x) + Un(p, x),
(4.95)
where
Q(p, x) = 2p− 1
6σ(p)
ϕ′′(x) =
2p− 1
6σ(p)
(x2 − 1)ϕ(x),
and
|Un(p, x)| ≤
0.2 + 0.3 |2p− 1|
nσ2(p)
+ exp
(
−
3
√
nσ(p)
2
)
. (4.96)
We use this result to give an approximation of Hn,d,δ
(
d+ s√
n
)
.
Proposition 4.34. Let ε0 ∈ (0, 12) and K0 = [ε0, 1− ε0]. Let α > 0. There exists a positive
constant C such that for all n ≥ 2, s ∈ [−α
√
log(n), α
√
log(n)], δ ∈ [−1, 1] and d ∈ K0 such
that d+ s√
n
∈ K0, we have:
Hn,d,δ
(
d+
s√
n
)
= Φ(ys) +
1√
n
ϕ(ys)
σ(d)
π(s, n, d, δ) +R4.34(s, n, d, δ),
where
ys =
−s
σ(d)
and π(s, n, d, δ) =
1− 2d
6
(1 + 2y2s) + S(nd+ δ) + δ (4.97)
and ∣∣R4.34(s, n, d, δ)∣∣ ≤ C log(n)2
n
·
Proof. In what follows, C denotes a positive constant which depends on ε0 (but not on n ≥ 2,
s ∈ [−α
√
log(n), α
√
log(n)], δ ∈ [−1, 1] and d ∈ K0 such that d+ s√n ∈ K0) and which may
change from line to line. We will also use, without recalling it, that σ(.) is uniformly bounded
away from 0 on K0.
For all θ ∈ (0, 1] such that d+ sθ ∈ (0, 1), we set
xs(θ) =
−s+ δθ
σ(d+sθ)
· (4.98)
Let p = d + s√
n
and X be a binomial random variable with parameters (n, p). Because
nd+ δ = np +
√
nσ(p) xs
(
1√
n
)
, we can write
Hn,d,δ
(
d+
s√
n
)
= P
(
X ≤ np +
√
nσ(p) xs
(
1√
n
))
. (4.99)
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Recall S is defined in (4.69). Using (4.95), we get that:
Hn,d,δ
(
d+
s√
n
)
= Φ
(
xs
(
1√
n
))
+
1√
n
Q
(1)
d,δ
(
s,
1√
n
)
+
1√
n
Q
(2)
d,δ
(
s,
1√
n
)
+ Un
(
d+
s√
n
, xs
(
1√
n
))
(4.100)
where for θ ∈ (0, 1] such that d+ sθ ∈ (0, 1),
Q
(1)
d,δ(s, θ) =
2(d+ sθ)− 1
6σ(d+sθ)
(
xs(θ)
2 − 1
)
ϕ(xs(θ)),
Q
(2)
d,δ(s, θ) =
1
σ(d+sθ)
S
(
dθ−2 + δ
)
ϕ(xs(θ)).
Study of the first term on the right-hand side of (4.100)
Let θ ∈ (0, 1/
√
2], and notice that | log(θ)| ≥ log(
√
2) > 0. Recall the definition of xs(θ)
given by (4.98). By simple computations, we get that for all 0 < θ ≤ 1/
√
2, |s| ≤ α
√
2| log(θ)|,
|δ| ≤ 1, and d ∈ K0 such that d+ sθ ∈ K0,
|xs(θ)| ≤ C | log(θ)|
1
2 , |x′s(θ)| ≤ C | log(θ)| and |x′′s(θ)| ≤ C | log(θ)|
3
2 . (4.101)
We define the function Ψs(θ) = Φ(xs(θ)). Applying Taylor’s theorem with the Lagrange form
of the remainder for Ψ at θ = 0, we have:
Ψs(θ) = Ψs(0) + θΨ
′
s(0) +R
(1)
s (θ),
where R(1)s (θ) =
∫ θ
0 Ψ
′′
s(t)(θ − t)dt. Recall the definition of ys = xs(0) given in (4.97). Ele-
mentary calculus gives:
Φ (xs(θ)) = Φ(xs(0)) + θ x
′
s(0)ϕ(xs(0)) +R
(1)
s (θ)
= Φ (ys) + θ
[
(1− 2d)
2σ(d)
y2s +
δ
σ(d)
]
ϕ (ys) +R
(1)
s (θ), (4.102)
where R(1)s (θ) =
∫ θ
0
(
x′′s(t) − x′s(t)2xs(t)
)
ϕ(xs(t)) (θ − t) dt. Using (4.101) and that tϕ(t) is
bounded, we have: ∣∣∣R(1)s (θ)∣∣∣ ≤ Cθ2(| log(θ)| 32 + | log(θ)|2) ≤ Cθ2| log(θ)|2.
Study of the second term on the right-hand side of (4.100)
We have Q(1)d,δ(s, θ) = Gs(θ)H(xs(θ)) where
Gs(θ) =
2(d+ sθ)− 1
6σ(d+sθ)
and H(x) =
(
x2 − 1
)
ϕ(x).
For the first term, we have
Gs(θ) = Gs(0) +R
(2)
s (θ) =
2d− 1
6σ(d)
+R(2)s (θ),
where R(2)s (θ) =
∫ θ
0 G
′
s(t)dt. We compute that:
G′s(t) = s
[
1
3σ(d+st)
+
[2(d+ st)− 1]2
12σ3(d+st)
]
.
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We obtain that
∣∣∣R(2)s (θ)∣∣∣ ≤ Cθ|s| ≤ Cθ| log(θ)| 12 . For the second term, we have
H(xs(θ)) = H(xs(0)) +R
(3)
s (θ) =
(
y2s − 1
)
ϕ (ys) +R
(3)
s (θ),
where R(3)s (θ) =
∫ θ
0 x
′
s(t)H
′(xs(t))dt =
∫ θ
0 x
′
s(t)
[
−xs(t)3 + 3xs(t)
]
ϕ(xs(t))dt. Using (4.101)
and that (|t|3 + t)ϕ(t) is bounded, we get that
∣∣∣R(3)s (θ)∣∣∣ ≤ Cθ| log(θ)|. Finally, we obtain that
Q
(1)
d,δ(s, θ) =
2d− 1
6σ(d)
(
y2s − 1
)
ϕ (ys) +R
(4)
s (θ) (4.103)
with
∣∣∣R(4)s (θ)∣∣∣ ≤ Cθ| log(θ)|.
Study of the last term on the right-hand side of (4.100)
We have
Q
(2)
d,δ(s, θ) = Fs(θ)S
(
d
θ2
+ δ
)
ϕ(xs(θ)) with Fs(θ) =
1
σ(d+sθ)
·
For the first term on the right-hand side, we have
Fs(θ) = Fs(0) +R
(5)
s (θ) =
1
σ(d)
+R(5)s (θ),
where R(5)s (θ) =
∫ θ
0 F
′
s(t)dt =
∫ θ
0
s(2(d+st)−1)
2σ3
(d+st)
dt. We get that
∣∣∣R(5)s (θ)∣∣∣ ≤ Cθ|s| ≤ Cθ| log(θ)| 12 .
For the last term on the right-hand side, we have:
ϕ(xs(θ)) = ϕ(xs(0)) +R
(6)
s (θ) = ϕ (ys) +R
(6)
s (θ),
where R(6)s (θ) =
∫ θ
0 x
′
s(t)ϕ
′(xs(t))dt = −
∫ θ
0 xs(t)x
′
s(t)ϕ(xs(t))dt. So, using (4.101) and that
tϕ(t) is bounded, we get that
∣∣∣R(6)s (θ)∣∣∣ ≤ Cθ| log(θ)|. Finally, we obtain that
Q
(2)
d,δ(s, θ) =
1
σ(d)
S
(
d
θ2
+ δ
)
ϕ (ys) +R
(7)
s (θ), (4.104)
where
∣∣∣R(7)s (θ)∣∣∣ ≤ Cθ |log(θ)|, since S is bounded.
Conclusion
We deduce from (4.102), (4.103) and (4.104) that
Φ (xs(θ)) + θ Q
(1)
d,δ(s, θ) + θ Q
(2)
d,δ(s, θ) = Φ(ys) + θ
ϕ(ys)
σ(d)
π
(
s,
1
θ2
, d, δ
)
+R(8)s (θ),
where
∣∣∣R(8)s (θ)∣∣∣ ≤ Cθ2| log(θ)|2. We get the result by taking θ = 1/√n and using (4.100) and
the obvious bound on Un given by (4.96) so that |Un| ≤ C/n.
We state a Lemma which will be useful for the proof of Corollary 4.36.
Lemma 4.35. Let y ∈ [0, 1] and α > 0. For all n ≥ 2, we have with d = D(y), A = α
√
log(n)
and ys = −s/σ(d),
Φ
(
− A
σ(d)
)
≤ 1
αn2α2
,
∫ +∞
A
sΦ (ys) ds ≤
1
αn2α2
and
∫ +∞
A
s2ϕ(ys)ds ≤
1
αnα2
·
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Proof. For all t ≥ 0, we have
Φ(−t) =
∫ +∞
t
s
ϕ(s)
s
ds ≤ 1
t
∫ +∞
t
sϕ(s)ds =
1
t
ϕ(t). (4.105)
Because σ(d) ≤ 1/2, we get with t = Aσ(d) the following rough upper bound:
Φ
(
− A
σ(d)
)
≤
σ(d)
A
ϕ
(
A
σ(d)
)
≤ 1
αn2α2
· (4.106)
Using again (4.105) and (4.106), we get, for the second inequality that:∫ +∞
A
sΦ (ys) ds ≤ σ(d)
∫ +∞
A
ϕ(−ys)ds = σ2(d)Φ
(
− A
σ(d)
)
≤ 1
αn2α2
·
For the last inequality, we have:∫ +∞
A
s2ϕ(ys)ds =
2σ2(d)√
2π
∫ +∞
A
s2
2σ2(d)
e
− s
2
2σ2
(d) ds ≤
4σ2(d)√
2π
∫ +∞
A
e
− s
2
4σ2
(d) ds
= 4
√
2σ3(d)Φ
(
− A√
2σ(d)
)
≤ 1
αnα2
,
where we used xe−x ≤ 2e−
x
2 for the first inequality and an inequality similar to (4.106) with
σ(d) replaced by
√
2σ(d) for the last one.
For f ∈ C2([0, 1]), we set ‖f‖3,∞ = ‖f‖∞ + ‖f ′‖∞ + ‖f ′′‖∞.
Lemma 4.36. Assume that W satisfies condition (4.62). Let y ∈ (0, 1) and α ≥ 1. There
exists a positive constant C such that for all H ∈ C2([0, 1]), δ ∈ [−1, 1] and n ≥ 2 such that[
d± A√
n
]
⊂ D
(
(0, 1)
)
, with d = D(y) and A = α
√
log(n), we have:
√
n
∫ A
−A
H
(
D−1
(
d+
s√
n
))(
Hn,d,δ
(
d+
s√
n
)
− 1{s≤0}
)
ds
=
H ′(y)
D′(y)
σ2(d)
2
+H(y)
(
1− 2d
2
+ δ + S(nd+ δ)
)
+R4.36n (H),
where ∣∣R4.36n (H)∣∣ ≤ C ‖H‖3,∞ n−1/2 log(n)3. (4.107)
Because of the assumption
[
d± A√
n
]
⊂ D
(
(0, 1)
)
, we need to rule out the cases y ∈ {0, 1},
so that Lemma 4.36 holds only for y ∈ (0, 1).
Proof. In what follows, C denotes a positive constant which depends on ε0 and W (but in
particular not on n ≥ 2, s ∈ [−α
√
log(n), α
√
log(n)], δ ∈ [−1, 1] and d ∈ K0 such that
d+ s√
n
∈ K0) and which may change from lines to lines.
Let θ ∈ (0, 1/
√
2] (we shall take θ = 1/
√
n later on) and assume that |s| ≤ α
√
2| log(θ)| and
d+ sθ ∈ K0. We set Ψ(θ) = H
(
D−1(d+ sθ)
)
. Notice that Ψ′(θ) = s
D′◦D−1(d+sθ)H
′(D−1(d+
sθ)). By Taylor’s theorem with the Lagrange form of the remainder we have:
Ψ(θ) = Ψ(0) + θΨ′(0) +R(1)s (θ) = H(y) + θ
s
D′(y)
H ′(y) +R(1)s (θ) (4.108)
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where R(1)s (θ) =
∫ θ
0 Ψ
′′(t)(θ − t)dt. We have
Ψ′′(θ) = s2
[
H ′′(D−1(d+ sθ))
(D′ ◦D−1(d+ sθ))2
− H
′(D−1(d+ sθ))(D′′ ◦D−1(d+ sθ))
(D′ ◦D−1(d+ sθ))3
]
.
Thus, we get that
∣∣∣R(1)s (θ)∣∣∣ ≤ C (‖H ′‖∞ + ‖H ′′‖∞) s2θ2 ≤ C ‖H‖3,∞ θ2| log(θ)|. Choosing
θ = 1/
√
n, we deduce from (4.108) that:
H
(
D−1
(
d+
s√
n
))
= H(y) +
1√
n
s
D′(y)
H ′(y) +R(1)s
(
1√
n
)
, (4.109)
where
∣∣∣R(1)s (1/√n)∣∣∣ ≤ C ‖H‖3,∞ log(n)/n. Recall the definition of ys and π(s, n, d, δ) given
by (4.97). By Proposition 4.34 and equation (4.109), we get that:
√
nH
(
D−1
(
d+
s√
n
))(
Hn,d,δ
(
d+
s√
n
)
− 1{s≤0}
)
=
√
n
(
H(y) +
1√
n
s
D′(y)
H ′(y)
) ((
Φ(ys)− 1{s≤0}
)
+
1√
n
ϕ(ys)
σ(d)
π(s, n, d, δ)
)
+R(0)n (s)
=
√
nH(y)∆(1)(s) +
H ′(y)
D′(y)
∆(2)(s) +
H(y)
σ(d)
∆(3)(s) +R(0)n (s) + R̂
(0)
n (s),
(4.110)
where
∆(1)(s) =
(
Φ(ys)− 1{s≤0}
)
, ∆(2)(s) = s
(
Φ(ys)− 1{s≤0}
)
, ∆(3)(s) = ϕ(ys)π(s, n, d, δ),
∣∣∣R(0)n (s)∣∣∣ ≤ √n‖H‖∞|R4.34(s, n, d, δ)|+√n|R(1)s (1/√n) |+√n|R4.34(s, n, d, δ)R(1)s (1/√n) |
≤ C ‖H‖3,∞
log(n)2√
n
(4.111)
and ∣∣∣R̂(0)n (s)∣∣∣ = ∣∣∣∣ 1√n H ′(y)σ(d)D′(y)sϕ(ys)π(s, n, d, δ)
∣∣∣∣ ≤ C ‖H‖3,∞
√
log(n)√
n
· (4.112)
Study of
∫ A
−A ∆
(1)(s)ds
Since ∆(1) is an odd integrable function on R∗, we get that:∫ A
−A
∆(1)(s)ds = 0. (4.113)
Study of
∫ A
−A ∆
(2)(s)ds
Because ∆(2) is integrable and
∫
R ∆
(2)(s)ds = σ2(d)/2, we get that∫ A
−A
∆(2)(s) ds =
σ2(d)
2
+R(2)n , with R
(2)
n = −2
∫ +∞
A
sΦ(ys)ds· (4.114)
Using Lemma 4.35, we get that
|R(2)n | ≤ C n−2α
2
. (4.115)
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Study of
∫ A
−A ∆
(3)(s)ds
We have, using (4.97), that:
∆(3)(s) = ϕ(ys)
(
1− 2d
6
(1 + 2y2s) + δ + S(nd+ δ)
)
.
By elementary calculus, we have that:∫
R
ϕ(ys)ds =
∫
R
y2sϕ(ys)ds = σ(d).
We get that: ∫ A
−A
∆(3)(s)ds = σ(d)
[
1− 2d
2
+ δ + S (nd+ δ)
]
+R(3)n , (4.116)
where
R(3)n = −2σ(d)
(
1− 2d
6
+ δ + S(nd+ δ)
)
Φ
(
− A
σ(d)
)
− 2 1− 2d
3
∫ +∞
A
y2sϕ(ys)ds. (4.117)
Using Lemma 4.35 and since |2d− 1| ≤ 1, |δ| ≤ 1 and S is bounded by 1, we have that:
|R(3)n | ≤ Cn−α
2
. (4.118)
Conclusion
Using (4.110), (4.113), (4.114), (4.116), we deduce that
√
n
∫ A
−A
H
(
D−1
(
d+
s√
n
))(
Hn,d,δ
(
d+
s√
n
)
− 1{s≤0}
)
ds
=
H ′(y)
D′(y)
σ2(d)
2
+H(y)
[
1− 2d
2
+ δ + S (nd+ δ)
]
+R4.36n (H),
where R4.36n (H) =
∫ A
−A(R
(0)
n (s) + R̂
(0)
n (s)) ds + (H ′(y)/D′(y))R
(2)
n + (H(y)/σ(d))R
(3)
n . Using
the upper bounds (4.111) and (4.112) (to be integrated over [−A,A]), (4.115) and (4.118)
with α ≥ 1, we get that |R4.36n (H)| ≤ C ‖H‖3,∞ log(n)3/
√
n.
We give a direct application of the previous lemma.
Lemma 4.37. Assume that W satisfies condition (4.62). Let y ∈ (0, 1) and α ≥ 1. There
exists a positive constant C such that for all G ∈ C2([0, 1]), δ ∈ [−1, 1], n ≥ 2 such that[
d± A√
n
]
⊂ D((0, 1)), with d = D(y) and A = α
√
log(n), we have:
n
∫ 1
0
G(x)
(
Hn,d,δ (D(x))− 1{x≤y}
)
1{
√
n|D(x)−d|≤A}dx
=
G′(y)D′(y)−G(y)D′′(y)
D′(y)3
σ2(d)
2
+
G(y)
D′(y)
[
1− 2d
2
+ δ + S(nd+ δ)
]
+R4.37n (G),
where ∣∣R4.37n (G)∣∣ ≤ C ‖G‖3,∞ n−1/2 log(n)3.
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Proof. Let G be a function in C2([0, 1]). Define the function H on [0, 1] by H(z) = G(z)D′(z) for
all z ∈ [0, 1]. Use the change of variables s =
√
n (D(x)− d) to get that:
∫ 1
0
G(x)
(
Hn,d,δ(D(x))− 1{x≤y}
)
1{
√
n|D(x)−d|≤A}dx
=
1√
n
∫ A
−A
H
(
D−1
(
d+
s√
n
))(
Hn,d,δ
(
d+
s√
n
)
− 1{s≤0}
)
ds.
By Lemma 4.36, we obtain that:
n
∫ 1
0
G(x)
(
Hn,d,δ (D(x))− 1{x≤y}
)
1{√n|D(x)−d|≤A}dx
=
H ′(y)
D′(y)
σ2(d)
2
+H(y)
[
1− 2d
2
+ δ + S(nd+ δ)
]
+R4.36n (H)
=
G′(y)D′(y)−G(y)D′′(y)
D′(y)3
σ2(d)
2
+
G(y)
D′(y)
[
1− 2d
2
+ δ + S(nd+ δ)
]
+R4.36n (G/D
′).
Set R4.37n (G) = R4.36n (G/D′) and use (4.107) to conclude.
Lemma 4.38. Let y ∈ (0, 1) and α > 0. For all u ∈ (0, 1), δ ∈ [−1, 1] and n ∈ N∗ such that√
n|u− d| ≥ A with d = D(y) and A = α
√
log(n), we have∣∣Hn,d,δ(u)− 1{u≤d}∣∣ ≤ n−α+2.
Proof. Let X be a binomial random variable with parameters (n, u). Assume first that u ≥
d+ A√
n
. Let λ ≥ 0. Using Chernov’s inequality, we get:
Hn,d,δ(u)− 1{u≤d} = P (X ≤ nd+ δ) ≤ eλ(nd+δ) E
[
e−λX
]
= exp [λ(nd+ δ) + nΨ(λ)] ,
(4.119)
with Ψ(λ) = log(1+u(e−λ−1)). By Taylor’s theorem with the Lagrange form of the remainder,
we have
Ψ(λ) = Ψ(0) + λΨ′(0) +R(λ) = 0− uλ+R(λ), (4.120)
where R(λ) =
∫ λ
0 (λ− t)Ψ
′′(t)dt. Because Ψ′′(t) ≥ 0 and Ψ′′(t) = (1−u)ue
−λ
(1+u(e−λ−1))
2 ≤ 14 (applying
the following inequality xy
(x+y)2
≤ 14 with x = 1− u and y = ue
−λ), we get that |R(λ)| ≤ λ28 ≤
λ2. Finally, applying (4.120) with λ =
√
log(n)
n , we get that
nΨ(λ) = −u
√
n log(n) +R(2)(n), (4.121)
with |R(2)(n)| ≤ log(n). Using (4.119) and (4.121), we get that
Hn,d,δ(u)− 1{u≤d} ≤ exp
[√
log(n)
n
(nd+ δ)− u
√
n log(n) +R(2)(n)
]
= exp
[√
n log(n)(d− u) +R(3)(n)
]
,
where |R(3)(n)| ≤ 2 log(n), since |δ| ≤ 1. Because d − u ≤ −A√
n
with A = α
√
log(n), we have
that
Hn,d,δ(u)− 1{u≤d} ≤ e−α log(n)+R
(3)(n) ≤ e(−α+2) log(n) = n−α+2.
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In the case where u ≤ d− A√
n
, we have that
0 ≥ Hn,d,δ(u)− 1{u≤d} = P (X ≤ nd+ δ)− 1
≥ −P (X ≥ nd+ δ)
= −P (n−X ≤ n(1− d)− δ) .
Since n−X is a binomial random variable with parameters (n, 1−u), using similar argument
as in the first part of the proof (with u and X replaced by 1− u and n−X), we get that, for
u ≤ d− A√
n
:
Hn,d,δ(u)− 1{u≤d} ≥ −n−α+2.
We deduce that
∣∣Hn,d,δ(u)− 1{u≤d}∣∣ ≤ n−α+2.
The following lemma is a direct application of Lemma 4.38 with u = D(x).
Lemma 4.39. Assume that W satisfies condition (4.62). Let y ∈ (0, 1) and α ≥ 1. For all
G ∈ B([0, 1]), δ ∈ [−1, 1] and n ∈ N∗, we have with d = D(y) and A = α
√
log(n):
n
∫ 1
0
G(x)
∣∣Hn,d,δ (D(x))− 1{x≤y}∣∣1{√n|D(x)−d|≥A}dx = R4.39n (G),
where ∣∣R4.39n (G)∣∣ ≤ ‖G‖∞ n−α+3.
Combining Lemma 4.37 with Lemma 4.39 for α = 3, we deduce the following proposition.
Proposition 4.40. Assume that W satisfies condition (4.62). Let y ∈ (0, 1). There exists
a positive constant C such that for all G ∈ C2([0, 1]), δ ∈ [−1, 1] and n ∈ N∗ such that[
d± A√
n
]
⊂ D((0, 1)), with d = D(y) and A = 4
√
log(n), we have:
n
∫ 1
0
G(x)
(
Hn,d,δ (D(x))− 1{x≤y}
)
dx
=
G′(y)D′(y)−G(y)D′′(y)
D′(y)3
σ2(d)
2
+
G(y)
D′(y)
[
1− 2d
2
+ δ + S(nd+ δ)
]
+R4.40n (G),
with ∣∣R4.40n (G)∣∣ ≤ C ‖G‖3,∞ n− 14 . (4.122)
4.11 Appendix B: Proof of Proposition 4.28
We first state a preliminary lemma in Section 4.11.1 and then provide the proof of Propo-
sition 4.28 in Section 4.11.2.
4.11.1 A preliminary result
For y = (y1, y2) ∈ [0, 1]2, let M(y) be the covariance matrix of a pair (Y1, Y2) of Bernoulli
random variables such that P(Yi = 1) = D(yi) for i ∈ {1, 2} and P(Y1 = Y2 = 1) =∫
[0,1]W (y1, z)W (y2, z) dz.
Lemma 4.41. Assume that W satisfies condition (4.62). There exists ε′ > 0 such that for
all y ∈ [0, 1]2, we have det(M(y)) > ε′.
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Proof. Let M2 be the set of matrices of size 2 × 2, and ‖·‖∞ be the norm on M2 defined in
(4.127). We consider the closed set on M2:
F = F+
⋃
F− where F± =
{
r(I2 ±
(
0 1
1 0
)
); r ∈ [0, 1/4]
}
where I2 ∈ M2 is the identity matrix. Notice F is the set of all covariance matrices of pairs
of Bernoulli random variables having determinant equal to 0. Since the determinant is a
continuous real-valued function on M2, to prove Lemma 4.41, it is enough to prove that for
all y = (y, y′) ∈ [0, 1]2 and all M0 ∈ F :
‖M(y)−M0 ‖∞ ≥ ε
2/4. (4.123)
We set p = D(y), p′ = D(y′) and α =
∫
[0,1]W (y, z)W (y
′, z) dz so that:
M(y) =
(
p(1− p) α− pp′
α− pp′ p′(1− p′)
)
.
The proof of (4.123) is divided into three cases. Recall that W satisfies condition (4.62).
Without loss of generality, we can assume that p ≤ p′ and thus:
ε ≤ p ≤ p′ ≤ 1− ε. (4.124)
Since (1−W (y, z))(1−W (y′, z)) is non-negative, by integrating with respect to z over [0, 1],
we get that α ≥ p + p′ − 1. Using that W ≤ 1 − ε, we deduce, denoting by x+ = max(x, 0)
the positive part of x ∈ R, that:
(p+ p′ − 1)+ ≤ α ≤ (1− ε)p. (4.125)
The case M0 ∈ F+
Recall that p ≤ p′. If |r − p(1 − p)| ≥ ε2/4, then, by considering the first term on the
diagonal, we have ‖M(y)−M0 ‖∞ ≥ ε2/4.
If |r − p(1− p)| ≤ ε2/4, then, by considering the off-diagonal term, we have:
‖M(y)−M0 ‖∞ ≥ |α− pp
′ − r|.
For δ′ = r − p(1− p) ∈ [−ε2/4, ε2/4], we get, using that α ≤ (1− ε)p and p ≤ p′:
α− pp′ − r ≤ (1− ε)p− p2 − p(1− p)− δ′
≤ −ε2 + ε2/4 = −3ε2/4.
We deduce that (4.123) holds if M0 ∈ F+.
The case |1− p− p′| > ε/2 and M0 ∈ F−
If |r − p(1 − p)| ≥ ε2/4, then, by considering the first term on the diagonal, we have
‖M(y)−M0 ‖∞ ≥ ε2/4.
If |r − p(1− p)| ≤ ε2/4, then, by considering the off-diagonal term, we have:
‖M(y)−M0 ‖∞ ≥ |α− pp
′ + r|.
Assume first that 1− p− p′ > ε/2. For δ′ = r− p(1− p) ∈ [−ε2/4, ε2/4], we get, using α ≥ 0,
that:
α− pp′ + r ≥ p(1− p− p′) + δ′
≥ ε2/2− ε2/4 = ε2/4.
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Assume then that 1− p− p′ < −ε/2. For δ′ = r − p(1− p) ∈ [−ε2/4, ε2/4], we get, using the
lower bound α ≥ p+ p′ − 1 from (4.125), that:
α− pp′ + r ≥ (1− p)(p+ p′ − 1) + δ′
≥ ε2/2− ε2/4 = ε2/4.
We get ‖M(y)−M0 ‖∞ ≥ ε2/4.
We deduce that (4.123) holds if |1− p− p′| > ε/2 and M0 ∈ F−.
The case |1− p− p′| ≤ ε/2 and M0 ∈ F−
Applying Lemma 4.42 below, with f = W (y, ·), g = W (y′, ·) and δ = 1 − p − p′, we get
that:
α ≥ (1− ε)(ε− δ). (4.126)
If |r − p(1 − p)| ≥ ε2/4, then, by considering the first term on the diagonal, we have
‖M(y)−M0 ‖∞ ≥ ε2/4.
If |r − p(1− p)| ≤ ε2/4, then, by considering the off-diagonal term, we have:
‖M(y)−M0 ‖∞ ≥ |α− pp
′ + r|.
For δ′ = r − p(1− p) ∈ [−ε2/4, ε2/4], using (4.126), we get that:
α− pp′ + r = α− p(1− p− δ) + p(1− p) + δ′
≥ (1− ε)ε− δ(1− ε− p) + δ′
≥ (1− ε)ε− (1− 2ε)ε/2− ε2/4 ≥ ε2/4.
We deduce that (4.123) holds if |1− p− p′| ≤ ε/2 and M0 ∈ F−.
Conclusion
Since (4.123) holds when M0 ∈ F+, when M0 ∈ F− and either |1 − p − p′| > ε/2 or
|1− p− p′| ≤ ε/2, we deduce that (4.123) holds under the condition of Lemma 4.41.
Lemma 4.42. Let ε ∈ (0, 1/2), δ ∈ [−ε/2, ε/2], f, g ∈ B([0, 1]) such that 0 ≤ f, g ≤ 1−ε and∫
[0,1](f + g) = 1− δ. Then we have
∫
[0,1] fg ≥ (1− ε)(ε− δ), and this lower bound is sharp.
Proof. Set f1 = min(f, g) and g1 = max(f, g) so that 0 ≤ f1 ≤ g1 ≤ 1−ε and
∫
[0,1](f1 +g1) =
1 − δ and
∫
[0,1] f1 g1 =
∫
[0,1] fg. Set h = min(f1, (1 − ε − g1)) as well as f2 = f1 − h and
g2 = g1 + h so that 0 ≤ f2 ≤ g2 ≤ 1− ε,
∫
[0,1](f2 + g2) = 1− δ and∫
[0,1]
f2 g2 =
∫
[0,1]
(f1−h) (g1 +h) =
∫
[0,1]
f1 g1−
∫
[0,1]
(h(g1−f1)+h2) ≤
∫
[0,1]
f1 g1 =
∫
[0,1]
fg.
Since by construction either f2(x) = 0 or g2(x) = 1− ε, we deduce that:∫
[0,1]
fg ≥
∫
[0,1]
f2 g2 ≥ (1− ε)
∫
[0,1]
f2 = (1− ε)
(
1− δ −
∫
[0,1]
g2
)
≥ (1− ε)(ε− δ).
To see this lower bound is sharp, consider g = 1− ε and f = ε− δ.
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4.11.2 Proof of Proposition 4.28
We set:
Ẑn = (n− 1)−1/2M(x)−1/2(D(n+1) − µ(x)),
which is, conditionally on {X[2] = x}, distributed as the normalized and centered sum of n−1
independent random variables distributed as Y = (Y1, Y2), with Y1 and Y2 Bernoulli random
variables such that E[Y ] = µ(x)/(n− 1) and Cov(Y, Y ) = M(x).
Using Theorem 3.5 from [48] or Theorem 1.1 from [20], we get that:
sup
K∈K
∣∣∣P(Ẑn ∈ K∣∣X[2] = x)− P (Z ∈ K)∣∣∣ ≤ 115√2 γ,
where
γ = (n− 1)E
[∣∣∣(n− 1)−1/2M(x)−1/2(Y − E[Y ])∣∣∣3] .
Let ‖·‖∞ denote the matrix norm on the set M2 of real matrices of dimension 2× 2 induced
by the maximum vector norm on R2, which is the maximum absolute row sum:
‖M ‖∞ = max1≤i≤2
2∑
j=1
|M(i, j)|, for all M ∈M2. (4.127)
Recall that ‖·‖∞ is an induced norm (that is ‖AB ‖∞ ≤ ‖A‖∞ ‖B ‖∞). For M ∈ M2 and
x ∈ R2, we have |Mx| ≤
√
2 ‖M ‖∞ |x|. If M ∈ M2 is symmetric positive definite (which is
only used for the second inequality and the equality), we get:
‖M ‖1/2∞ ≤ ‖M
1/2 ‖∞ ≤
√
2 ‖M ‖1/2∞ and ‖M
−1 ‖∞ =
‖M ‖∞
|det(M)|
· (4.128)
We deduce that if M ∈M2 is symmetric positive definite, then
‖M−1/2 ‖∞ ≤
√
2|det(M)|−1/2 ‖M ‖1/2∞ .
We obtain that for n ≥ 2:
γ ≤ 23(n− 1)−1/2 ‖M(x)‖3/2∞ det(M(x))
−3/2 E
[
|Y − E[Y ]|3
]
≤ 25/2n−1/2 det(M(x))−3/2 E
[
|Y1 − E[Y1]|3 + |Y2 − E[Y2]|3
]
≤ 23/2n−1/2 det(M(x))−3/2,
where we used that ‖M(x)‖∞ ≤ 1/2 for the second inequality and the convex inequality
(x + y)p ≤ 2p−1(xp + yp) for the third and that |Yi − E[Yi]| ≤ 1 so that E[|Yi − E[Yi]|3] ≤
Var (Yi) ≤ 1/4. We deduce from Lemma 4.41 that there exists C0 > 0 such that for all
x = (x1, x2) ∈ [0, 1]2 with x1 6= x2 and all n ≥ 2:
sup
K∈K
∣∣∣P(Ẑn ∈ K∣∣X[2] = x)− P (Z ∈ K)∣∣∣ ≤ C0 n−1/2.
To conclude, replace the convex set K in this formula by the convex set M(x)
− 12√
n−1 (K − µ(x)).
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