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ABSTRACT
Context. The nature of dark energy is imprinted in the large-scale structure of the Universe and thus in the mass and redshift
distribution of galaxy clusters. The upcoming eROSITA instrument will exploit this method of probing dark energy by detecting
∼100 000 clusters of galaxies in X-rays.
Aims. For a precise cosmological analysis the various galaxy cluster properties need to be measured with high precision and accuracy.
To predict these characteristics of eROSITA galaxy clusters and to optimise optical follow-up observations, we estimate the preci-
sion and the accuracy with which eROSITA will be able to determine galaxy cluster temperatures and redshifts from X-ray spectra.
Additionally, we present the total number of clusters for which these two properties will be available from the eROSITA survey
directly.
Methods. We simulate the spectra of galaxy clusters for a variety of different cluster masses and redshifts while taking into account
the X-ray background as well as the instrumental response. An emission model is then fit to these spectra to recover the cluster tem-
perature and redshift. The number of clusters with precise properties is then based on the convolution of the above fit results with the
galaxy cluster mass function and an assumed eROSITA selection function.
Results. During its four years of all-sky surveys, eROSITA will determine cluster temperatures with relative uncertainties of
∆T/T . 10% at the 68%-confidence level for clusters up to redshifts of z ∼ 0.16 which corresponds to ∼1670 new clusters with
precise properties. Redshift information itself will become available with a precision of ∆z/(1 + z) . 10% for clusters up to z ∼ 0.45.
Additionally, we estimate how the number of clusters with precise properties increases with a deepening of the exposure. For the
above clusters, the fraction of catastrophic failures in the fit is below 20% and in most cases it is even much smaller. Furthermore, the
biases in the best-fit temperatures as well as in the estimated uncertainties are quantified and shown to be negligible in the relevant
parameter range in general. For the remaining parameter sets, we provide correction functions and factors. In particular, the standard
way of estimating parameter uncertainties significantly underestimates the true uncertainty, if the redshift information is not available.
Conclusions. The eROSITA survey will increase the number of galaxy clusters with precise temperature measurements by a factor
of 5–10. Thus the instrument presents itself as a powerful tool for the determination of tight constraints on the cosmological param-
eters. At the same time, this sample of clusters will extend our understanding of cluster physics, e.g. through precise LX − T scaling
relations.
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1. Introduction
Over the past years, galaxy clusters have become reliable cos-
mological probes for studying dark energy and for mapping
the large-scale structure (LSS) of the Universe (e.g., Borgani &
Guzzo 2001; Voit 2005; Vikhlinin et al. 2009a,b; Mantz et al.
2010; Allen et al. 2011). Further improved constraints on the
nature of dark energy require the analysis of a large sample
of galaxy clusters with precisely and accurately known prop-
erties. The future extended Roentgen Survey with an Imaging
Telescope Array (eROSITA) telescope (Predehl et al. 2010;
Merloni et al. 2012), which is scheduled for launch in late 2015,
will provide such a data sample (Pillepich et al. 2012).
X-ray observations of galaxy clusters allow for the precise
determination of various cluster properties such as e.g. the total
mass as well as the gas mass of the cluster or the temperature
? Appendix A is available in electronic form at
http://www.aanda.org
and the metal abundance of the intra-cluster medium (ICM;
e.g. Henriksen & Mushotzky 1986; Sarazin 1986; Vikhlinin
et al. 2009a). The information on these properties is imprinted
in the emission spectrum of the ICM, which follows a ther-
mal bremsstrahlung spectrum superimposed by emission lines
of highly ionised metals (e.g., Sarazin 1986). Especially no-
table are the Fe-L and the Fe-K line complexes at energies
of ∼1 keV and ∼7 keV, respectively. For low gas temperatures of
kT . 2.5 keV, emission lines are prominent features in the spec-
trum in the energy range of roughly (0.5–8) keV. With increasing
temperatures the lines at the lower energies fade as the metals be-
come completely ionised, whereas other emission lines, such as
e.g. the hydrogen like Fe-K line, increase with higher gas tem-
peratures (e.g., Fig. 2 in Reiprich et al. 2013). Analogously to the
temperature, the spectrum also reflects the density and the metal-
licity of the ICM, as well as the cluster redshift, which allows
these properties to be recovered in the analysis of X-ray data.
While very precise redshifts with uncertainties of ∆z  0.01
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can be obtained in optical spectroscopic observations, estimat-
ing redshifts from X-ray data directly allows for an optimisation
of these time-consuming optical spectroscopic observations.
Cosmological studies based on galaxy clusters are especially
dependent upon the information on their redshift and total mass.
As the cluster mass is not a direct observable, galaxy cluster
scaling relations are commonly applied to estimate this prop-
erty based on e.g., the ICM temperature and the cluster red-
shift (e.g., Vikhlinin et al. 2009a; Pratt et al. 2009; Mantz et al.
2010; Reichert et al. 2011; Giodini et al. 2013). This then al-
lows for an analysis of the distribution of galaxy clusters with
mass and redshift. This galaxy cluster mass function traces the
evolution of the large-scale structure (LSS) and is highly depen-
dent on the cosmological model, implementing galaxy clusters
as cosmological probes (e.g., Press & Schechter 1974; Tinker
et al. 2008). Testing the cosmological model through the study
of the galaxy cluster mass function has become an important
method within the past years (e.g., Reiprich & Böhringer 2002;
Voit 2005; Vikhlinin et al. 2009a,b; Mantz et al. 2010). This
analysis methodology is not only based on X-ray obervations,
but can as well be applied to Sunyaev-Zel’dovich (SZ) observa-
tions of galaxy clusters. Current SZ cluster surveys, performed
by e.g. the Atacama Cosmology Telescope (ACT), the South
Pole Telescope (SPT) and Planck, are increasing the impact of
these observations and already lead to an improvement in con-
straining the cosmological parameters (e.g. Vanderlinde et al.
2010; Planck Collaboration XX 2014; Reichardt et al. 2013).
Additionally, a combination of SZ ans X-ray observations al-
lows for the calibration of hydrostatic cluster masses, which in
turn improves the cosmological constraints. The eROSITA in-
strument will soon improve the data sample of available X-ray
clusters, in terms of precision, accuracy and number of clusters.
This sample will thus especially allow for optimated cosmolog-
ical studies by means of X-ray galaxy clusters. As a side effect,
also future SZ observations will profit from this cluster sample.
eROSITA is the German core instrument onboard the
Russian Spektrum-Roentgen-Gamma (SRG) satellite, which is
scheduled for launch in late 2015 (Predehl et al. 2010; Merloni
et al. 2012). The main science driver of this mission is studying
the nature of dark energy. The first four years of the mission are
dedicated to an all-sky survey, followed by a pointed observa-
tion phase, both in the X-ray energy range between 0.1–10 keV.
Within the all-sky survey, a conservatively estimated effective
average exposure time of texp = 1.6 ks is achieved and we
expect to detect a total of ∼105 galaxy clusters, including ba-
sically all massive clusters in the observable Universe with
M & 3 × 1014 h−1 M (Pillepich et al. 2012). For these calcu-
lations a minimum of 50 photon counts within the energy range
of 0.5–2.0 keV is assumed for the detection of a cluster. With
this predicted data sample, current simulations estimate an in-
creased precision of the dark energy parameters to ∆w0 ≈ 0.03
(for wa = 0) and ∆wa ≈ 0.20 (Merloni et al. 2012, ; Pillepich
et al., in prep.), assuming an evolution of the equation of state of
dark energy with redshift as wDE = w0 + wa/(1 + z).
These forecasts consider only the galaxy cluster luminosity
and redshift to be known with an assumed uncertainty, whereas
the precision on the cosmological parameters will be improved if
additional cluster information, such as e.g. the ICM temperature,
is available (compare e.g., Clerc et al. 2012). In this work we
thus present how accurately and precisely eROSITA will be able
to determine the ICM temperature in dependence on the cluster
masses and redshifts. In an analogous simulation, we investi-
gate for which clusters the survey data will allow for a redshift
estimate to optimise optical follow-up observations (compare
e.g., Yu et al. 2011).
The outline of this paper is as follows. In Sect. 2, we de-
fine the properties of the clusters included in our simulations.
We also introduce the applied model for the X-ray background
as well as the simulation and analysis methods. The following
section presents the predicted precisions and accuracies for the
cluster temperatures and redshifts, while Sect. 4 emphasises on
the number of clusters for which precise properties will be avail-
able from eROSITA data. The final two Sects. 5 and 6 contain
the discussion and conclusion of this work, respectively.
If not stated otherwise, we apply a fiducial cosmology of
H0 = 100 h km s−1 Mpc with h = 0.7, Ωm = 0.3, ΩΛ = 0.7, σ8 =
0.795 and the solar metallicity tables by Anders & Grevesse
(1989).
2. Simulation method and analysis
The predictions for the cluster temperatures and redshifts are
based on the analysis of galaxy cluster spectra for which we
apply the software xspec (Arnaud 1996) version 12.7.0. For
the simulation of the spectra the cluster temperature, luminos-
ity, redshift, metallicity and the foreground absorption need to
be known as well as the background emission observed by
eROSITA and the instrumental response (RSP) of the detec-
tor. The RSP applied in our simulations contains the com-
bined resolution of all seven telescopes averaged over the entire
field-of-view.
2.1. Cluster properties
For the clusters included in our simulations, we define the to-
tal mass M500 and the redshift z within the ranges of 13 6
log (M/M) 6 15.7 and −2 6 log (z) 6 0.25 in logarithmic steps
of 0.15, which is equivalent to 1013 6 M/M 6 5 × 1015 and
0.01 6 z 6 1.78, respectively. Based on these two input pa-
rameters, the remaining cluster properties are estimated through
galaxy cluster scaling relations, where we apply the findings by
Reichert et al. (2011)
T [keV] =
(
M
1014 M
· 3.44
)0.62
· E(z)0.64 (1)
LX [1044erg/s] =
(
M
1014 M
· 0.61
)1.92
· E(z)1.7, (2)
with the bolometric luminosity LX measured in the energy range
between (0.01–100) keV and the redshift evolution
E(z) =
[
Ωm(1 + z)3 + ΩΛ
]1/2
. (3)
This scaling relation presents itself as most conservative ap-
proach for high redshift clusters when compared to other works,
e.g. Vikhlinin et al. (2009a) and Pratt et al. (2009, see Sect. 5).
Note that we neglect the intrinsic scatter in the scaling relations
for our simulations to only focus on the performance of the in-
strument. However, for the computation of cosmological param-
eters by means of galaxy cluster data, this intrinsic scatter needs
to be taken into account.
Throughout all simulations, the cluster metallicity is set to
A = 0.3 A, which is a commonly observed value for nearby
clusters (e.g. Arnaud et al. 1992; Mushotzky & Loewenstein
1997). Though an evolution of the metallicity with redshift was
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Fig. 1. Simulated spectra of a galaxy cluster with M500 = 1014 M
(black), kT = 2.2 keV, and with M500 = 1015 M (red), kT = 9.8 keV,
respectively. The spectra are simulated for a redshift of z = 0.1 and
z = 0.3, respectively, and for an exposure time of texp = 1.6 ks. The
model emission convolved with the instrumental response (continuous
line) as well as the simulated emission (data points) are presented. For
the simulated emission the energy bins are regrouped to yield at least
20 photons per group for display reasons.
observed, it could not be definitely quantified, yet (Balestra et al.
2007; Maughan et al. 2008; Baldi et al. 2012), and we thus pre-
fer to apply the constant metallicity stated above. For a more
detailed treatment of this evolution, we include a discussion of
the effect of an abundance evolution with redshift in Sect. 5.2.
At the same time, we assume the absorbing column density to
be NH = 3 × 1020 particles/cm2 as typical value for regions at
galactic latitudes of b & 20◦ (Kalberla et al. 2005), which are
relevant for the eROSITA cluster survey. Figure 1 presents two
example galaxy cluster spectra simulated as an absorbed ther-
mal emission (Smith et al. 2001) phabs*apec, convolved with
the eROSITA response. All clusters are simulated to show an
isothermal emission.
Furthermore, the simulations focus on clusters with fluxes
below the eHIFLUGCS limit of 9 × 10−12 erg/s within the en-
ergy range of (0.1–2.4) keV (Schellenberger et al., in prep.).
All clusters in this complete all-sky sample have high quality
Chandra and/or XMM observations and, therefore, temperatures
and redshifts are known. For clusters below this flux lumit no
precise and accurate properties are usually available. At the same
time, only clusters with a minimum of 100 detected photons by
eROSITA in the energy range of 0.3–8 keV are considered to en-
sure a stable performance of the applied software. What is more,
no reliable temperature and redshift measurements are expected
for clusters with this low number of source events.
Even though the angular extension of the cluster does not
define its over-all spectral emission, the extension is essential
for the simulation of the X-ray background as the background
normalisation is proportional to the observed region. The an-
gular extension of the galaxy cluster is determined as α500 in
dependence on the cluster mass and redshift
M500 =
4pi
3
ρcrit(z) · 500 · R3500 (4)
α500 =
R500
DA(z)
, (5)
Table 1. Model values of the eROSITA background.
Component Parameter Model value
1 NH 1.7 × 10−2
2 photon spectral index 1.42
2 norm 0.0028
3 kT 0.204
3 norm 0.0019
4 kT 7.4 × 10−2
4 norm 0.029
5 photon spectral index 0.0
5 norm 0.29
Notes. The numbering of the components is equivalent to the number-
ing in the model definition (Sect. 2.2). The units of the individual model
parameters are as follows: [NH] = 1022 particles/cm2 and [kT ] = keV.
The normalisations are given for an eROSITA field-of-view of 0.83 deg2
with the units [norm] = photons/keV/cm2/s at 1 keV for the powerlaw
and [norm] = photons/cm5 for the apec model.
applying the critical density ρcrit and the angular diameter dis-
tance DA
ρcrit =
3H(z)2
8piG
with H(z)2 = H0 · E(z)2 (6)
DA(z) =
c
H0(1 + z)
∫ z
0
E(z)−1 dz. (7)
2.2. The eROSITA X-ray background
The background, observed by eROSITA, is simulated following
the modelled emission
phabs︸︷︷︸
1
∗(powerlaw︸     ︷︷     ︸
2
+ apec︸︷︷︸
3
+ apec︸︷︷︸
4
) + powerlaw︸     ︷︷     ︸
5
.
The different components include 1) the absorption by the neu-
tral gas in our Galaxy; 2) the unresolved cosmic X-ray back-
ground, i.e. distant AGN; 3) the plasma emission by the hot ISM;
and 4) the emission by supernova remnants in our Galaxy; as
well as 5) the particle background. The first four components
are defined by the work by Lumb et al. (2002) and express the
cosmic X-ray background, whereas the particle background is
estimated by Tenzer et al. (2010). The instrumental background
is included in the particle background and since the eROSITA
detectors will be equipped with a graded-Z shield, we do not
expect to observe a significant component of fluorescent emis-
sion lines. Additionally, the influence of bad and hot pixels is
assumed to be negligible. The individual values for the model
are presented in Table 1, where all components except the par-
ticle background are convolved with the instrumental RSP. This
background model is the default for the eROSITA instrument
and is also described by Merloni et al. (2012).
Figure 2 provides an illustration of the background spec-
trum, which is dominated by the particle background for ener-
gies above ∼2 keV. When observed over the entire eROSITA
field-of-view (FoV) of 0.83 deg2, the total background emis-
sion shows count rates of 12 cts/s within the energy range be-
tween 0.3–8 keV. For a commonly observed cluster of M500 =
1014 M ad z = 0.1 as simulated in Fig. 1, this background
results in a signal-to-noise ratio of S/N ≈ 23.5 and in a
source-to-background ratio of 1.4.
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Fig. 2. Spectrum of the eROSITA background for a FoV of 1 arcmin2.
2.3. Simulation outline
To simulate the characteristics of eROSITA galaxy clusters the
following methodology is applied:
1. For a given set of cluster mass and redshift, we simulate
the total X-ray spectrum, which includes both the absorbed
galaxy cluster emission itself as well as the background.
2. A model is fit to the simulated emission. However, before the
fitting procedure, we define the background emission, such
that this emission is removed from the above spectrum dur-
ing the fit and only the model of an absorbed cluster emission
needs to be adjusted to the remaining spectrum. The fit then
determines the best fit values of the cluster temperature and
redshift.
3. To obtain a proper statistical distribution of these best-fit val-
ues, steps 1.) –3.) are repeated 300 times for each parameter
set.
For the simulations we define two different exposure times
texp = 1.6 ks and texp = 20 ks, which describe the effective
average exposure time for eROSITA after its four years of all-
sky surveys and the observation time of two deep exposure fields
at the ecliptic poles, respectively (Pillepich et al. 2012; Merloni
et al. 2012). Also for the fitting we follow two approaches, which
assume the redshift either to be known, e.g. from optical follow-
up observations, or that no redshift information is available yet.
In the latter case, we introduce the redshift as variable parameter
during the fit and determine its value through the X-ray spectrum
(e.g., Yu et al. 2011). These considerations yield a total of four
different simulations.
Throughout the different simulation steps, Cash statistics are
applied (Cash 1979) to ensure a good performance during the
fit despite the small number of photons in each energy bin of
the simulated spectra. For the realisation of the total spectrum
during the first step, we define the exposure time and convolve
the emission models of the cluster and of the background with
the instrumental responses, where the background normalisation
is rescaled to match the cluster extension (see Sect. 2.1). The
spectrum is re-grouped to yield at least one photon count per
energy bin, to avoid failures during the fit due to empty energy
bins (compare Leccardi & Molendi 2007; Krumpe et al. 2008).
In the next step, the background emission is defined by applying
the backgrnd-command, for this emission to be removed during
the final spectral fit. The procedures of normalising the back-
ground and employing the backgrnd-command are essential to
account for the statistical scatter in the photon counts in the spec-
tra. For this background model, we realistically assume an expo-
sure time of texp = 100, while keeping the area fixed to the clus-
ter extension. Finally, an absorbed apec emission model is fit to
the remaining spectrum within an energy range of 0.3–8 keV,
which reflects the effective energy range of the eROSITA instru-
ment (Merloni et al. 2012). During this simulation step, the clus-
ter temperature and the normalisation of the spectrum, which is
proportional to the emission measure
norm =
10−14
4pi[DA(1 + z)]2
∫
nenHdV, (8)
are recovered. In case of an unavailable cluster redshift, also this
property is estimated in this step.
To allow for the most accurate fit values to be obtained, we
thoroughly inspect the more-dimensional space of the best-fit
parameters for a global minimum in the goodness of the fit by
applying the multi-dimensional steppar-command. The inves-
tigated parameter space is defined as ±50% around the initial
best-fit value with 50 steps each for the temperature and the
redshift and 20 steps for the normalisation. In a last step, we
estimate the 68%-confidence intervals of the best fit values by
means of the xspec error-command. The complete simulation
procedure is then repeated 300 times for each set of parameters
resulting in a well-sampled distribution of best-fit values. This
distribution allows us to define a second 68%-confidence inter-
val around the median best-fit value. In the following, this last
confidence range is applied for the analysis of the simulation
and is considered as true uncertainty on the fit values.
2.4. Analysis procedure
Before the analysis of the simulated data, we remove all catas-
trophic failures in the fit results, which we devide into two types.
The first type of catastrophic failures contains inconsistencies
in the fit, where the 68%-confidence interval calculated by the
error-command is not set around the best fit value. These in-
consistencies may occur during the simulations with unknown
redshift. When appearing in the analysis of observed data, the
spectral fit needs to be repeated, while being adapted individ-
ually to this spectrum by means of e.g. re-defined starting val-
ues for the fit. This approach is not feasable for the extend of
our simulations, such that we are limited to the conservative
procedure of discarding these spectra.
During the analysis, we address each parameter set sepa-
rately and define the second type of catastrophic failures as fit
values, whose true 3× 68%-confidence interval does not include
the input value. This type of failures can only be quantified if the
input cluster parameter values are known. In the analysis of ob-
served data, however, they cannot be identified and thus decrease
the accuracy of the analysed data sample.
If both types of catastrophic failures sum up to more
than 20% of the fit data, the parameter set is rejected (see
Sect. 5), i.e. it is assumed that the cluster property values can-
not be recovered typically from the eROSITA data. However,
to ensure a conservative analysis, those fits showing the second
type of catastrophic failure are included in the analysis of all our
data sets since these catastrophic failures can generally not be
identified for observed data.
The analysis considers three different interpretations of the
temperature and the redshift fit results, all of which are presented
in dependence on the input values of the cluster mass and red-
shift. First we inspect the relative uncertainties, which we define
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as ∆T/〈Tfit〉 and ∆z/〈1 + zfit〉, respectively. The elements ∆T and
∆z express the true 68%-confidence range from the distribution
of the fit values. The typical fit values 〈Tfit〉 and 〈1 + zfit〉 are es-
timated by the median of the distribution. Especially of interest
are relative uncertainties of both properties with values of .10%
since these uncertainties are comparable to the intrinsic scatter in
the M−T scaling relation (e.g., Mantz et al. 2010). We emphasise
on the fit results of the temperature since for future eROSITA ob-
servations the total cluster mass is more precisely estimated by
the M−T relation, due to its smaller intrinsic scatter compared to
the M−L relation (e.g., Mittal et al. 2011). However, the analysis
of the recovery of the cluster mass from the simulated spectra is
beyond the scope of this paper.
The bias on the best fit cluster properties is computed
as 〈Tfit〉/Tinput and 〈1 + zfit〉/(1 + zinput), respectively, express-
ing the ratio between the median of the fit values and the input
value. As a last analysis, we investigate the deviation between
the median uncertainty computed by the error-command and
the uncertainty obtained from the distribution of the fit results
as 〈∆Terror〉/∆T . Analogously, the deviation in the redshift un-
certainties is analysed. This so-called bias in the error estimates
is an important quantity since from the reduction of observed
data only the uncertainty by the error-command will be avail-
able, whereas the proper statistical uncertainty is given by the
distribution.
3. Results
3.1. Relative uncertainties
Figures 3 to 8 illustrate the relative temperature and relative red-
shift uncertainties, which are expected after the four years of
eROSITA all-sky survey. The relative uncertainties are computed
in dependence on the input cluster mass and redshift, such that
each pixel represents a galaxy cluster with a different combi-
nation of input mass and redshift, where the values of the two
properties are given by the centre of the pixel. The colour of
the pixel indicates the relative uncertainty of either the temper-
ature or the redshift of the cluster. The colour bar expresses this
relative uncertainty and is given in a linear scale. According to
the defined flux limit and photon count limit (Sect. 2.3), only
the cluster parameter space within the two white dashed lines
is considered. In the simulation of the eROSITA deep exposure
fields with texp = 20 ks, this parameter space increases to higher
redshifts as fainter clusters are detected above the photon count
threshhold (Figs. 6 to 8).
For display purposes, we include countour lines for the rela-
tive uncertainty in white and for the number of detected photons
in black, where each cluster on the contour line shows at least the
stated precision or number of photons. Within Figs. 7 and 8, the
parameter space of clusters with relative uncertainties of .10%
in temperature or redshift is indicated as area between the solid
white contour lines. The white-framed dark blue pixels present
the rejected parameter sets due to a large fraction of catastrophic
failures (Sect. 2.4).
In comparison to the simulation with texp = 1.6 ks and known
redshift (Fig. 3), the number of rejected pixels increases if the
exposure time is increased and especially if we assume the red-
shift to be not available. For the simulation results with unknown
redshift the figures are clipped to the intermediate mass range of
13.6 . log (M/M) . 15.1 since all parameter sets including
the remaining masses are rejected (Figs. 4, 5, 7 and 8). With
increasing exposure time, the increased number of detected pho-
tons reduces the statistical scatter in the simulated spectra, which
allows for a higher precision of the fit. Accordingly, this raised
precision tightens the absolute constraints on the catastrophic
failures. Futhermore, the introduction of the redshift as addi-
tional free parameter in the simulations complicates the fitting
procedure and yields less accurate and less precise fit results
(Sect. 3.2). The occurence of a high level of failed spectral fits
when determining the X-ray redshift of a cluster has as well been
observed by Lloyd-Davies et al. (2011) (see also Sect. 5.3).
In all simulation approaches, the precision of both tempera-
ture and redshift generally increases with increasing cluster mass
and, in particular, with decreasing cluster redshift.
According to these findings, the galaxy clusters, which are
relevant for cosmological studies with relative parameter un-
certainties of 610%, are observed in the local Universe. For
the all-sky survey with an average effective exposure time of
texp = 1.6 ks, we expect the temperature to be detectable with
this precision up to maximum redshifts of log (z) ≈ −0.8, z .
0.16 (Fig. 3), if the redshift of the cluster is known, and up to
log (z) ≈ −1.1, z . 0.08 (Fig. 4), if the redshift is not available.
The redshift itself will be ontained with relative uncertainties
of 610% from X-ray data for clusters as far as log (z) ≈ −0.35,
z . 0.45 (Fig. 5). At the ecliptic poles of the mission with ex-
posure times of texp = 20 ks, the parameter space of clusters
with precision temperatures increases in theory up to redshifts
of z . 1.78 (Fig. 6), assuming the redshift to be known. At
these redshifts precise temperatures are only obtained for the
most massive galaxy clusters of which not many are expected
to be observed (compare Fig. 15), especially in the low sky area
of the deep exposures. Additionally, pollution of the spectra by
the cluster AGN needs to be expected for these deep observa-
tions (see Sect. 5.5). In the case of unavailable redshifts, both
temperature and redshift are detectable up to log (z) ≈ −0.35,
z . 0.45 (Figs. 7 and 8). For these observations, catastrophic
failures in the spectral fit restrict the parameter space of clusters
with precise temperature and redshift estimates.
The parameter space of clusters with high precision temper-
atures decreases for the simulation with unknown redshift, due
to the introduction of the redshift as additonal free parameter
during the fit and the resulting degeneracy between the cluster
redshift and the cluster temperature (compare Sect. 5.3). In com-
parison to the cluster temperature, the cluster redshift is more
difficult to determine from X-ray spectra (e.g., Yu et al. 2011;
Lloyd-Davies et al. 2011). Only because of the deviating defini-
tions of the relative uncertainties as ∆T/〈Tfit〉 and ∆z/〈1 + zfit〉,
precise redshifts are expected to be detected for more distant
clusters in comparison to precise temperatures. According to
this, the number of clusters for which both precise redshifts and
temperatures will be available from X-ray data is limited by the
determination of the temperature.
The analysis of the relative uncertainties shows clearly that
the precision of both temperature and redshift does not only de-
pend upon the number of detected photons, but also upon the
cluster properties themselves (see Sect. 5.1).
3.2. Biases in the best-fit properties
The bias in the best fit temperatures and redshifts is analysed
in dependence on the cluster redshift within five mass ranges,
defined by the input cluster masses. These mass intervals are
centred on the values log (M/M) = 13.15, 13.75, 14.35, 15.95
and 15.55, where the parameter biases of these cluster masses are
illustrated in Figs. 9–14 within the simulated redshift intervals.
The uncertainty of the bias is given by the scatter in the best-
fit values. We also present correction functions for these biases,
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which we obtain as fit of the exponential function
f (x) = A · exp(B · x) + 1, (9)
with variables A and B and x = log (z), to the data points.
The best fit values of A and B are provided in Appendix A.
The parameter sets, which are rejected due to large numbers of
catastrophic failures, are displayed as empty symbols. They are
included in the fit of the correction function to avoid an un-
derestimation of the correction of the best-fit property values.
However, those cluster masses, which show only catastrophic
failures for all redshifts, are excluded from this fit. For the sim-
ulations with known redshift, we define correction functions in-
dividually for the five cluster masses stated above. However, we
assume the correction function to be an estimate for all masses
within the defined mass range and within the simulated redshift
interval (Appendix A). If the cluster redshift is unknown, the pa-
rameter biases are to a first approximation independent of the
cluster mass (Figs. 10 and 11 and 13 and 14). According to this,
we describe these biases by a single exponential function for all
cluster masses. The degeneracy in the cluster masses occurs as
for the simulation with unavailable redshift a larger scatter is in-
troduced in the median values of the parameter bias.
In general, the biases in the best-fit properties exhibit a
decrease with declining cluster redshift and for the simulated
clusters with known redshifts, the bias additionally increases
with decreasing cluster mass. For local redshifts of roughly
log (z) ≈ −0.7, the parameter bias becomes negligible for all
cluster masses and simulation approaches. Even for higher red-
shifts the best-fit value is still consistent with the input value
within the error bars.
With increasing exposure time, the median bias values im-
prove moderately, whereas the uncertainty on the best-fit value
decreases significantly. According to this, the bias is only consis-
tent with unity for smaller redshift ranges when compared to the
results for texp = 1.6 ks (compare Figs. 9 and 12). Similar to the
findings for the relative uncertainties, the temperature bias rises
if the redshift of the cluster is unavailable. According to the devi-
ating definitions for the temperature and the redshift (Sect. 2.4),
the redshift appears as more accurate property.
The development of the bias in the best-fit properties in de-
pendence on the cluster redshift, the temperature and the number
of photons is analogous to the evolution of the relative uncertain-
ties. Thus, both results are explained by similar considerations
(see Sect. 5.1). Recall that we investigate an isothermal cluster
emission model in our simulations to focus only on the perfor-
mance of the eROSITA instrument. For the analysis of observed
data and thus of mainly multi-temperature gas, additional sys-
tematics might arise in the temperature estimation, according to
the shape of the effective area. A first assessment of this effect is
presented by Reiprich et al. (2013) in their Fig. 18.
The underestimation of the proper, input property value has
also been studied by Leccardi & Molendi (2007). They explain
the deviation through the increasing relative background con-
tribution with increasing redshift in comparison to the source
counts as well as through the calibration of the instrument.
When convolving these results for the bias in the properties
with the parameter space of eROSITA clusters with precise tem-
peratures and redshifts, we find that the bias is negligible for all
clusters with relative parameter uncertainties of .10% during the
all sky survey (texp = 1.6 ks). This is independent of the avail-
able information on the redshift. The same result is observed
for texp = 20 ks and for clusters with unknown redshift. Only
clusters with available redshifts and precise temperatures in the
Table 2. Bias in the error estimates for the different simulations.
Simulation Bias Exposure time
texp = 1.6 ks texp = 20 ks
Known z 〈∆Terror〉/∆T 1 1
Unknown z 〈∆Terror〉/∆T ∼0.3 ∼0.5
〈∆zerror〉/∆z ∼0.25 ∼0.15
Notes. The bias is averaged over the complete mass and redshift range.
For the simulations with known redshift, the bias in the uncertainties is
in general negligible.
deep exposure fields require a correction of the best-fit temper-
atures for distances above log (z) & −0.5, which is equivalent to
z & 0.32.
3.3. Bias in the error estimates
For the bias in the error estimates no definite dependence on
the input cluster mass or the redshift is observed, therefore, sim-
ple correction factors are calculated. Thus, we present estimates
of these biases averaged over the complete simulated mass and
redshift range (Table 2). In analogy to the fit of the bias on the
best-fit properties, masses with only catastrophic failures for all
simulated redshifts are excluded from the estimation.
If the redshift of the cluster is known, the temperature uncer-
tainty computed by the error-command well represents the sta-
tistical scatter in the best-fit values with a ratio in the uncertain-
ties of 〈∆Terror〉/∆T = 1 ± 0.1. For spectral fits with unavailable
redshifts, we observe a general underestimation of the proper
uncertainty in the fit value by the error-command, where the
uncertainty in the redshift experiences a stronger bias than the
uncertainty in the temperature (Table 2).
This increase in the bias for clusters with unknown redshift is
explained by the additional free parameter during the spectral fit
and by the difficulty in recovering the cluster redshift from X-ray
spectra (Yu et al. 2011). Also, an increased exposure time does
not necessarily result in a reduced bias in the error estimates.
Unlike the bias in the best-fit parameter values, the bias in the
error estimates needs to be considered commonly for the analy-
sis of clusters with relative parameter uncertainties of .10%. In
the reduction of eROSITA data for clusters with unavailable red-
shifts, the provided corrections are a necessary tool to compute
reliable parameter uncertainties.
4. Cosmological interpretation
In order to compute the number of clusters for which high pre-
cision temperatures and redshifts will be available directly from
eROSITA data, we apply the halo mass function by Tinker et al.
(2008). This mass function is in a first step convolved with the
M−L as well as with the M−T scaling relation by Reichert et al.
(2011) to yield a halo mass function in dependence on the input
mass and redshift. In a second step, we apply the eROSITA re-
sponse on the above function and yield a distribution of the num-
ber of clusers in dependence on the number of observed photons.
As in Sect. 3, the results are dependent on the input cluster prop-
erties. Figure 15 presents this distribution of clusters for an ex-
posure time of texp = 1.6 ks. For our computation we assume
a minimum number of photons ηmin = 50 in the energy range
of (0.5–2.0) keV for a source to be detected as a galaxy clus-
ter by eROSITA (following Pillepich et al. 2012). Accordingly,
no constant flux cut is applied for our computations, but for
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Fig. 3. Expected relative temperature uncertainties ∆T/〈Tfit〉 in depen-
dence on the total cluster mass and the cluster redshift. This simulation
assumes an exposure time of texp = 1.6 ks and the redshift of the clus-
ters to be available. We present white and black contour lines to em-
phasise on the relative uncertainties and the number of source counts,
respectively.
Fig. 4. Relative temperature uncertainty as presented in Fig. 3, but as-
suming the cluster redshift to be unavailable. The dark blue pixels with
dashed white contours indicate the catastrophic failures in the fit.
Fig. 5. Expected relative redshift uncertainty ∆z/〈1+zfit〉 for an exposure
time of texp = 1.6 ks.
Fig. 6. Expected relative temperature uncertainty for an exposure time
of texp = 20 ks, if the redshift of the cluster is available.
Fig. 7. Expected relative temperature uncertainty for the simulation of
texp = 20 ks and unknown cluster redshift.
Fig. 8. Expected relative redshift uncertainty for an exposure time of
texp = 20 ks.
A65, page 7 of 17
A&A 567, A65 (2014)
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 1.1
 1.2
 1.3
 1.4
-2 -1.5 -1 -0.5  0  0.5
<T
ﬁt
>/
T i
np
ut
log 10(z)
Mcluster=10
13.15 Msun
Mcluster=10
13.75 Msun
Mcluster=10
14.35 Msun
Mcluster=10
14.95 Msun
Mcluster=10
15.55 Msun
Fig. 9. Bias on the best-fit temperature in dependence on the cluster red-
shift for the simulation of texp = 1.6 ks and known redshift. For each dis-
played cluster mass individual bias correction functions are suggested
as solid curves with the corresponding colour.
 0
 0.5
 1
 1.5
 2
-2 -1.5 -1 -0.5  0  0.5
<T
ﬁt
>/
T i
np
ut
log 10(z)
Mcluster=10
13.15 Msun
Mcluster=10
13.75 Msun
Mcluster=10
14.35 Msun
Mcluster=10
14.95 Msun
Mcluster=10
15.55 Msun
Fig. 10. Bias on the best-fit temperature for the simulation of texp = 1.6
and assuming the cluster redshift to be unavailable. For all simulated
cluster masses the bias is described by a single function, which is pre-
sented as solid black curve, where the empty symbols indicate the re-
jected data sets due to a large fraction of catastrophic failures.
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Fig. 11. Bias on the best-fit redshift assuming an exposure time of
texp = 1.6. Also the bias on the redshift can be parameterised by a single
function for all cluster masses.
each considered combination of cluster mass and redshift the
number of observed counts is estimated based on the applied
scaling relations. Additonally, we apply an effective lower mass
cut of Mcut = 5 × 1013/h M, which is equivalent to Mcut =
7.1 × 1013 M for our choice of h = 0.7. With this latter cut
we remove low mass clusters and groups, which show a strong
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Fig. 12. Bias on the best-fit temperature for the deep exposure fields
of texp = 20 ks and for clusters with known redshift. Again, suggested
correction functions for this bias are presented.
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Fig. 13. Bias on the best-fit temperature for clusters in the deep expo-
sure fields with unknown redshift. For the entire mass range, the bias is
described by a single function.
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Fig. 14. Bias on the best-fit redshift for clusters in the deep exposure
fields and the estimated correction function for this bias.
scatter in their scaling relations (e.g. Eckmiller et al. 2011).
During the simulation, this mass cut is converted into a redshift
dependent cut of the photon counts as explained by Pillepich
et al. (2012), since for the analysis of X-ray data the cluster
mass is initially unknown. According to our applied cosmology
(Ωm = 0.3, ΩΛ = 0.7), we adjust the normalisation of the matter
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Fig. 15. Distribution of galaxy clusters with mass and redshift as it will
be detected by the eROSITA instrument during its four years of all sky
survey based on the mass function by Tinker et al. (2008) and on the
scaling relations by Reichert et al. (2011). The colour bar indicates the
number of galaxy clusters in the individual bins in units of log10 and
the cluster mass is considered in units of log (M/M). We assume that a
minimum number of ηmin = 50 photons is necessary to identify a clus-
ter and effectively apply a lower mass cut to exclude low mass galaxy
groups.
power spectrum to σ8 = 0.795 by means of the relation
σ8 ∝ Ω−0.38m (10)
(Reiprich & Böhringer 2002), which we normalise according to
the WMAP5 results of Ωm = 0.279 and σ8 = 0.817 (Komatsu
et al. 2009). This normalisation is chosen for a better comparison
between our calculations and the work by Pillepich et al. (2012).
We define the observed sky fraction to be fsky = 0.658 for the
all-sky survey with texp = 1.6 ks. This sky fraction considers
the entire sky, excluding a region of ±20◦ around the Galactic
plane as well as regions with a high X-ray flux such as e.g., the
Magellanic Clouds and the Virgo Cluster.
Following these approaches we expect to detect a total
of ∼113 400 clusters of galaxies with the eROSITA instrument
during its four years of all-sky survey (Table 3). The peak of
the cluster distribution is located at a redshift of log (z) ≈ −0.5,
z ≈ 0.3, and at a cluster mass of log (M/M) ≈ 14 (compare
Pillepich et al. 2012). For the highest cluster masses, the num-
ber of observed clusters is strongly limited at the local redshifts
(Fig. 15) due to the small observed volume. Also, at the highest
redshifts we do not expect to detect any high mass clusters ac-
cording to our concordance cosmology, which disfavours the ex-
istence of massive clusters at high redshifts. Galaxy clusters with
low masses of log (M/M) . 14 only show small fluxes at high
redshifts of log (z) & 0.3, which results in less than 50 photons
for an exposure time of texp = 1.6 ks, and thus does not allow
for a detection. Figure 16 presents the distribution of the ob-
served clusters in dependence on their number of photon counts
for the all-sky survey. As a rough estimate, the currently known
X-ray clusters are located in the two bins with the highest counts.
Accordingly, this graphic emphasises the large amount of so far
unknown clusters which will be discovered by eROSITA.
For the analysis of the deep exposure fields with texp = 20 ks,
the sky coverage is re-defined to be fsky = 0.0034 (Merloni et al.
2012), such that the total number of observed clusters for these
Fig. 16. Number of observed galaxy clusters in dependence on their
number of photon counts η on logarithmic scale. The clusters are binned
according to their number of observed photons in bins of the size
∆log (η) = 0.15, starting at log (η) = 1.7 or η = 50, respectively.
The final bin includes all clusters with more than log (η) = 3.95 or
η ≈ 9000 counts.
regions decreases to 2600. At the same time the clusters are ob-
served up to more distant redshifts in these deep fields.
In convolving this number distribution of eROSITA clusters
with the results obtained in Sect. 3.1, we compute as a first esti-
mate the number of clusters for which eROSITA will detect pre-
cise temperatures and redshifts in addition to the already stud-
ied 184 eHIFLUGCS clusters (Table 3). For this we integrate
over the mass and redshift space with precise cluster proper-
ties, where we define the integration boundaries to be centred
between the last pixel within this precise parameter space and its
neighbouring pixel. Also, we investigate the compatibility be-
tween the assumed limit of ηmin = 50 for the detection of a clus-
ter and the required limit of 100 counts for the reliable analysis
of the cluster spectrum. Even though these two limits are based
on different energy bands, 0.5–2.0 keV and 0.3–8.0 keV, respec-
tively, all clusters, analysed in Sect. 3, are within the detection
limit. According to these assumption, eROSITA is expected to
obtain precise temperatures for ∼1670 clusters during its all-
sky survey if the redshift of the clusters is already known. This
number of precision clusters emphasises the importance of this
instrument as the number of clusters with precise temperatures
will be increased by a factor of ∼9 compared to eHIFLUGCS.
Assuming the redshifts to be unavailable for all clusters, the
number of clusters with precise temperatures decreases to ∼300
as the parameter space of precise temperatures reduces signif-
icantly (compare Fig. 4). For all of these 300 clusters precise
X-ray redshifts will be available as well from eROSITA data.
Additionally, the simulations predict eROSITA to obtain precise
X-ray redshifts with relative uncertainties of <10% for a total of
23 000 clusters. This entire cluster sample can then be employed
for cosmological studies where a first estimate can already be
obtained knowing only the cluster redshift and luminosity (com-
pare Pillepich et al. 2012). Following Table 3, the percentage of
eROSITA clusters with precise properties increases significantly
with increasing exposure time, which is allowing us an outlook
also into the successive pointed observation phase of the mis-
sion. Only the redshift estimates in the deep exposure fields are
significantly limited by catastrophic failures in the spectral fit.
Even though we define a minimum number of photons of
ηmin = 50 for a galaxy cluster to be detected by eROSITA,
the number of clusters with precise properties is limited by the
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Table 3. Number of clusters expected to be detected by eROSITA.
Simulation texp = 1.6 ks, texp = 20 ks,
fsky = 0.658 fsky = 0.0034
Total 113 400 2600
Known z precise T 1670 (∼1.5%) 280 (∼11%)
Unknown z precise T 300 (∼0.3%) 140 (∼5%)
precise z 23 000 (∼18%) 340 (∼13%)
Notes. The presented numbers for the precision clusters refer to clus-
ters with fluxes of F < 9 × 10−12 erg s cm2, i.e. clusters without high
quality observations already studied through eHIFLUGCS. The values
in parentheses denote the fraction of clusters with precise X-ray prop-
erties compared to the total number of clusters for each exposure time.
The considered numbers show the total number of clusters, the num-
ber of clusters with relative temperature uncertainties of .10%, when
assuming the redshift to be available, and with relative uncertainties of
.10% in temperature and redshift in the case of unavailable redshift.
100 photon counts, required for a reliable analysis of the clus-
ter spectrum (Sect. 2.3). However, the application of ηmin = 50
for the computation of the number of clusters allows for a com-
parison of the number of clusters with precise property values
to the total number of observed clusters. If we assume a less
conservative approach with ηmin = 100, the total number of ob-
served clusters in the all-sky survey decreases to 60 100, whereas
the number of clusters with precise properties remains the same.
With this assumption, the percentages stated in Table 3 increase
significantly, e.g. to ∼2.8% for clusters with known redshift in
the all-sky survey.
5. Discussion
5.1. Dependence of the relative uncertainties
The fit of the model emission to the cluster spectrum is generally
guided by the observed spectral lines, the over-all shape of the
spectrum as well as by the position of the exponential cut-off at
high energies. For clusters with temperatures of kT . 2.5 keV,
the fit is dominated by the line emission, as most emitted pho-
tons are observed in this spectral characteristic. As the cluster
temperature increases, the spectral shape and the cut-off become
more important for the fit.
In Sect. 3.1 as well as in Figs. 3 through 8 we see a general
increase of the relative uncertainties with increasing redshift and
with decreasing cluster mass. This dependence is explained by
the following aspects.
For a constant cluster luminosity, the photon flux strongly
declines with increasing redshift as F ∝ 1/D2L with the luminos-
ity distance DL. This reduction is alliviated, but not fully com-
pensated by the increase in luminosity with rising redshift, if we
consider clusters with a constant mass (Eq. (2)), such that the
uncertainty of the fit parameters increases with increasing red-
shift. However, clusters with increasing total mass yield a strong
increase in their luminosities, which improves the fit results de-
spite the higher temperatures of these clusters. These increased
temperatures result in a depletion of the emission lines as well
as in a shift of the position of the exponential cut-off to higher
energies and thus out of the eROSITA effective area.
The parameter space of clusters with precise properties ex-
tends to larger distances for the increased exposure time of
texp = 20 ks as more photon counts are observed from the in-
dividual clusters and the statistical scatter in the spectrum is re-
duced. However, as already expressed in Sect. 3.1, the relative
uncertainties are not only depending on the number of detected
source photons, but also on the cluster characteristics. These
characteristics include especially the strength of emission lines
and the position of the high energy cut-off in comparison to the
eROSITA effective area.
5.2. Further remarks on the relative uncertainties
According to our simulation results, we expect eROSITA to
detect X-ray redshifts for ∼23 000 clusters, which appears as
an optimistic number at first glance. To test the reliability of
these results, we analyse the relative redshift uncertainties for
the two eHIFLUGCS clusters RXCJ 1504 and A2204, kindly
provided by G. Schellenberger. Both clusters show high red-
shifts of z = 0.215, log (z) = −0.67, and z = 0.15, log (z) =
−0.82, with masses of M = 1015 M and M = 7 × 1014 M,
log (M/M) = 14.85, respectively. To allow for a comparison,
the exposure times of the two Chandra observations are de-
creased to texp < 2 ks and only the temperature, the redshift and
the normalisation of the spectrum are left free to vary during the
fit. With this approach RXCJ 1504 and A2204 show a relative
redshift uncertainty of ∆z/(1+z) ≈ 0.04 and of ∆z/(1+z) ≈ 0.07,
respectively. Furthermore the best-fit redshifts very well repre-
sent the true redshifts with a deviation of only a few percent in
the case of RXCJ 1504 and with no deviation for A2204. This
result is well in accord with the precise redshift estimates for
clusters with large distances, obtained in our simulations (com-
pare Fig. 5). Furthermore, the analysed eHIFLUGCS clusters
are located in a parameter range, in which our simulations pre-
dict a large fraction of catastrophic failures (compare Fig. 5).
According to this, the above analysis of observed data illustrates
the conservative approach of our simulations to re-obtain the
cluster properties.
Since the estimation of ICM metallicities commonly
presents large uncertainties when analysing observed data
(Balestra et al. 2007; Werner et al. 2008; Baldi et al. 2012),
we quantify the effect of a wrongly assumed metallicity on our
simulations. As the metallicity presents itself especially in the
strength of the emission lines, we only expect the metallicity
to influence our results for clusters with kT . 2.5 keV. To test
this influence, we repeat our simulation for a choice of clusters
with different masses and redshifts, where the cluster tempera-
ture meets the above criterion and the redshift is assumed to be
known. During the fitting procedure, the metallicity is wrongly
fixed to the extreme values of either A = 0.2 A or A = 0.4 A
instead of the true value A = 0.3 A (Maughan et al. 2008).
Even for these strong deviations in the metallicities, the relative
temperature uncertainties only display an increase for the more
distant clusters of log (z) & 1.1, z & 0.1, by a couple of percent.
However, the accuracy of the temperature fit is unaffected by the
wrongly fixed metallicity.
Since the metallicity of a cluster is not only definded by
the value of A, but also by the applied abundance model, we
repeat our simulation for texp = 1.6 ks and a sample of clus-
ters with the more recent abundance model by Asplund et al.
(2009). Assuming the redshift of the tested clusters to be known,
we obtain differences in the relative temperature uncertainties
of ∼5% and differences of only a couple of percent for the bias
in the temperature estimates. These differences do not show an
apparent dependence on the simulated cluster properties. In sum-
mary, we conclude that neither a wrongly fixed metallicity nor
a change in the abundance model alters the simulated param-
eter spaces or the numbers of clusters with precise properties
significantly.
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A possible evolution of the metallicity with redshift could
not be definitely quantified, yet, and we thus apply a constant
metallicity in our simulations (compare Sect. 2.1). Assuming a
metallicity evolution would impact our simulation results for the
higher redshifts as the metallicity might decrease to half its value
at redshifts of z ≈ 1 (e.g. Maughan et al. 2008). Since redshift
estimates will be possible up to z ≈ 0.3 (compare Fig. 5) in the
all-sky survey, we quantify the influence of such an evolution
on the redshift analysis. In an extreme scenario of A = 0.2 A
for clusters at z ≈ 0.3, the relative redshift uncertainties in-
crease to .12%. This results in a shift of the contour line of
∆z/(1 + z) < 10% to lower redshifts by one pixel. However,
the tested scenario requires an unanticipatetly strong metallic-
ity evolution with an already strong decrease in metallicity over
a small redshift range in contrast to the literature (e.g. Balestra
et al. 2007; Maughan et al. 2008).
Despite our realistic treatment of the background and its
statistical scatter (compare Sect. 2.2), systematic errors in the
anaysis of future observed data might arise due to a wrongly
constrained background model. To investigate its effect on our
results, we rerun the simulations for a set of parameters of typi-
cally observed eROSITA cluster masses of M ≈ 1014 M up to
M ≈ 1014.8 M with relative temperature uncertainties of ∼10%.
In these simulations we then assume a background model with
a systematic error of ±10%. This is a conservative approach
given that e.g. for Chandra uncertainties of ∼3% are quoted
(Markevitch et al. 2003), such that we are expecting a reduced
value for eROSITA. For clusters with precise parameter esti-
mates and low temperatures of kT . 3 keV (M . 1014 M), the
difference in the newly simulated parameter bias and in the rel-
ative uncertainty is only around a couple of percent when com-
pared to the simulation without applying any background uncer-
tainty. These differences slightly increase to ∼10% for clusters
with precise parameters, but intermediate temperatures, corre-
sponding to M ≈ 1014.8 M. This is true for the all-sky survey as
well as for the deep exposures. According to this, introducing a
possible background error in our simulations does not influence
the presented parameter space of clusters with precise properties.
Also, the temperature bias still remains negligible for clusters
within this parameter space, apart from the exclusions already
stated in Sect. 3.2 for clusters observed in the deep exposure
fields.
5.3. Occurence of catastrophic failures
As described in Sect. 3.1, catastrophic failures particularly occur
for spectral fits with unknown cluster redshifts, especially for the
very low mass and the very high mass clusters (e.g. Fig. 4). This
finding is generally explained by the degeneracy between the
redshift and the temperature for these cluster masses.
This degeneracy in dependence on the cluster mass and tem-
perature is illustrated in Fig. 17, where we plot the distribution of
temperature and redshift best-fit values for three different param-
eter sets each with roughly the same number of counts. The low
and the high mass parameter set is rejected due to large numbers
of catastrophic failures and both sets show a strong correlation
between their best-fit redshifts and temperatures. The stripe fea-
tures, especially visible in the top image, are the result of the
steppar-fit and are addressed in Sect. 5.4.
To explain this degeneracy and the simulation results for the
clusters with unknown redshift several spectral charactersitics
interplay with one another. We find two possible examples for
the explanation of the simulation results in the strength of the
emission lines, especially in the strength of the Fe-K line, and in
the detectability of the exponential cut-off.
Low mass clusters only show small numbers of detected
photons and thus a large statistical scatter in their spectra.
Additionally, the individual emission lines are not resolved
(compare Fig. 1) and the observed emission line complexes
around energies of 1 keV are shifting to higher energies with
increasing temperatures. This latter characteristic thus leads to
a degeneracy between the imprint of the redshift and the tem-
perature on the spectrum. Furthermore, due to the scatter in the
emission lines at the energies of the exponential cut-off, the exact
energy of this spectral feature is not detectable, which compli-
cates the spectral fits. Considering these two aspects, we explain
the large fraction of catastrophic failures for the fit to spectra of
clusters with low masses (compare e.g., Fig. 4). Only for higher
cluster temperatures of kT & 2.5 keV and thus with fading emis-
sion lines, this degeneracy is partially lifted. For these clusters
the spectral fit is mainly guided by the position of the exponen-
tial cut-off, which is no longer obscured by the emission lines,
and by the Fe-K line, which increases in strength with increasing
cluster temperatures. However, if we consider clusters with even
higher masses of M & 1015 M as well as higher redshifts, which
of the two competing effects, higher temperatures or higher red-
shifts, dominates the shift of the exponential cut-off?
To answer this question, we investigate the position of the
exponential cut-off in dependence on the cluster mass and red-
shift for clusters with roughly the same number of source counts.
As displayed in Figs. 3–8, the contour lines of constant counts
can be approximated as linear functions with a slope of m = 1.
Moving up along this contour line, both cluster mass and red-
shift increase by a factor of ∆ = 100.15 = 1.41 with every pixel
(compare Sect. 2.1). According to the emissivity of the thermal
bremsstrahlung
ffν ∝ T−1/2 · e−
hν
kT , (11)
the position E of the exponential cut-off, where ffν ∝ 1/e, is
proportional to the cluster temperature. When also considering
the cluster redshift, the position of the cut-off shows the relation
E ∝ T
(1 + z)
, (12)
such that the ratio between E1 and E2 for two neighbouring pix-
els along the line of constant photon counts derives as
E2
E1
=
T2
T1
· (1 + z1)
(1 + z2)
=
T2
T1
· (1 + z1)
(1 + z1 · ∆) , (13)
with z2 > z1. According to Eq. (1) the ratio between the two
temperatures is defined by the M−T scaling relation
T2
T1
=
(
M2
M1
)0.62
·
(
Ωm · (1 + z2)3 + ΩΛ
Ωm · (1 + z1)3 + ΩΛ
)0.32
(14)
= ∆0.62 ·
(
Ωm · (1 + z1 · ∆)3 + ΩΛ
Ωm · (1 + z1)3 + ΩΛ
)0.32
· (15)
Combining expressions (13) and (15), we obtain the final ratio of
the position of the exponential cut-offs along the line of constant
photon counts
E2
E1
= ∆0.62 ·
(
Ωm · (1 + z1 · ∆)3 + ΩΛ
Ωm · (1 + z1)3 + ΩΛ
)0.32
· (1 + z1)
(1 + z1 · ∆) · (16)
A graphical analysis of this function indicates a ratio of E2E1 > 1
for our choice of ∆ = 1.41 and for the entire simulated redshift
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range. This result emphasises the shift of the exponential cut-off
to higher energies for clusters with increased masses and red-
shifts along the lines of constant photon counts. In fact, for all
∆ > 1 the result of E2E1 > 1 holds true. For clusters with masses
of log (M/M) & 15 for which catastrophic failures occur in the
simulation with unavailable redshift the exponential cut-off is lo-
cated at energies of E & 8 keV and thus out of the spectral fitting
range. The thus arising difficulty in the spectral fit is additionally
appended by the decreasing S/N-ratio for clusters with the same
number of source photons, but with increasing redshifts. This
evolution of the S/N-ratio with increasing redshift is explained
by the increasing extend of the cluster, from e.g. R500 ≈ 5.7 Mpc
for a cluster with ∼1000 counts at z ≈ 0.08 to R500 ≈ 8.8 Mpc at
z ≈ 0.45, and the thus rising background emission.
5.4. Influence of the analysis strategy
To test the reliability of our predictions, we analyse the influence
of the simulation setup on our results.
For several parameter sets we re-run the simulation with 500,
700 and 1000 repetitions and compare the outcome to the results
above for 300 repetitions. The changes in the biases and in the
relative uncertainties for both temperature and redshift are only a
few percent and these deviations become negligible for clusters
with relative uncertainties of .0.1. An equivalent development is
observed when altering the number of steps within the steppar-
fit. Even though with varying numbers of fitting steps the re-
sults show deviations of up to 20% for parameter sets with high
relative uncertainties, the results for clusters with high precise
properties are comparable. We thus conclude that the parameter
space of cosmologically interesting clusters with relative uncer-
tainties of .0.1 in their properties is independent of the number
of repetitions and of the number of steps in the more dimen-
sional steppar-fit. For these clusters already 300 repetitions for
the realisation of each parameter set yield a proper statistical,
Gaussian-like distribution of the fit results.
However, a small bias might arise in the steppar-fit with
variable redshift for clusters with local redshifts of roughly
z . 0.1. This bias is observed for clusters with unknown red-
shift and with low masses of log (M/M) . 14 as well as for
intermediate mass clusters in the deep exposure fields (compare
Figs. 5 and 8). For these clusters statistical artifacts might arise
(compare Fig. 17 top) since too little information is available for
the fit. We ran a thorough investigation for the fitting statistics of
these clusters and conclude that cluster with artifact features are
generally rejected due to large numbers of catastrophic failures.
Even though, these clusters show a strong deviation between
their input redshift and the starting value for the fit with z = 0.3,
the fit is not improved by an adaptation of the starting value.
Generally, the simulated precisions and accuracies are not
necessarily influenced by the starting values of the spectral fit,
so that we apply commonly observed values of kT = 2 keV and
z = 0.3 for the start of the fit. Only in the simulations with un-
known cluster redshift, the number of rejected data sets for both
intermediate and high mass clusters (e.g. Fig. 8) at their highest
simulated redshifts can be improved if we choose values close to
the input parameter values for the start of the fit. In this case, a
strong decrease in the biases as well as in the relative uncertain-
ties of up to .25% of the former value is observed. This results
in less catastrophic failures in the mentioned mass ranges and
for the deep exposures the parameter space of clusters with high
precision properties increases to higher redshifts. However, with
this adaptation of the fitting strategy, the percentage of precision
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Fig. 17. Distribution of the best-fit temperatures and redshifts for
three different clusters in the deep exposure fields, each with roughly
5000 counts, but with different cluster masses and temperatures. From
top to bottom: log (M/M) = 13.75 log (M/M) = 14.35, log (M/M) =
14.8. The horizontal and vertical lines indicate the input redshifts and
temperatures, respectively. The low and high mass parameter set is re-
jected from the analysis due to large numbers of catastrophic failures.
For these cluster masses, the correlation between the fit values of the
temperature and the redshift emphasises the degeneracy between these
two properties.
clusters changes only for the deep exposure fields and only by
<1%. According to this, our setup, which does not require any
knowledge on the input properties, presents a reliable estimate
of the number of detected clusters with precise characteristics.
For the improvement of the analysis of future eROSITA clus-
ters with unavailable redshift, we suggest to re-fit the spectrum
for different starting redshifts, where the starting value of the
temperature is adapted to the redshift via an L−T scaling rela-
tion (compare Lloyd-Davies et al. 2011). The fit which returns
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the smallest parameter uncertainties is expected to as well record
the greatest parameter accuracy.
Finally, we also test the influence of the definition for re-
jected pixels on our results, since we require a minimum of 80%
of the repetitions to yield consistent and non-catastrophic data.
This percentage emphasises that more than 20% of unreliable
fit results is unacceptable. For an increased minimum percent-
age of accepted data to 90%, the simulation results for texp =
1.6 ks and clusters with known redshift remain unchanged.
Within the other simulations, more parameter sets with espe-
cially high redshifts are rejected, in particular in the simula-
tions with unknown redshift. However, this development reduces
the parameter space of clusters with known redshift and relative
temperature uncertainties of .10% only insignificantly.
5.5. Remarks on the cosmological interpretation
Our simulations present an overview of the number of clusters
for which eROSITA will be able to obtain precise data. However,
the future data reduction likely requires individual models for
each observed cluster, which e.g. include individual background
emissions and might thus slightly alter the presented numbers of
clusters. In the previous sections of our discussion, we already
concluded these numbers to be only insignificantly influenced
by a wrongly assumed metallicity of the cluster and by the back-
ground emission. For a possible evolution of the metallicity with
redshift, however, the number of high and intermediate redshift
clusters with precise properties might decrease depending on the
scale of the evolution.
Additionally, the emission of a possible central AGN in clus-
ters needs to be considered in the analysis of observed data, es-
pecially for deep exposures. In these observations, bright cen-
tral AGN can impede the extraction of cluster spectra and even
the detection of the clusters as extended source. Currently, in-
vestigations on the efficiency of different source detection algo-
rithms are conducted. Meanwhile, we take another look at the
simulation results for the deep exposure fields, which indicated
the temperatures to be available with high precision up to the
highest redshifts for high mass clusters (Fig. 6). Considering the
above mentioned AGN confusion, a detection of precise temper-
atures up to a redshift limit of z ≈ 1 presents a more reliable
and conservative estimate for those high mass clusters. With this
redshift limit, however, the total number of precise clusters in
the deep exposure fields remains uneffected since only very few
clusters with the highest masses of M & 1015 M are found at
z & 1.0 (compare Fig. 15), in particular when limited to the one
hundred square degrees for the deep exposure fields. The esti-
mation of precise redshifts in these fields is already limited to
log (z) . −0.35, z . 0.45, due to catastrophic failures (compare
Fig. 7) and is thus not influenced by AGN confusion.
Recent simulations have shown the possibility of cosmolog-
ical estimates with only luminosity and redshift information of
the galaxy clusters available (Pillepich et al. 2012). Redshift in-
formation on eROSITA clusters will be obtained through optical
follow-up observations shortly after the launch of the mission.
This work now presents for how many clusters also precise tem-
peratures will be observed. In an up-coming work we will qual-
itatively test the improvement in the cosmological uncertainties
with the help of these additional information. The cosmological
analysis of cluster data is especially sensitive to the information
coming from massive clusters. Our simulations now indicate that
at the beginning of the eROSITA survey precise information on
massive clusters are rather difficult to obtain (compare Sects. 3.1
and 5.3). X-ray follow-up observations with eROSITA as well
as with other instruments, such as e.g. XMM or Astro-H, will
soon after determine the surface brightness and the temperatures
of massive clusters. These information will then put tighter con-
straints on the cosmology, even though not for all of the massive
clusters temperature estimates will be accessible, due to the large
numbers of observed clusters.
5.6. Comparison between different scaling relations
We compare five commonly applied scaling relations (Maughan
2007; Pratt et al. 2009; Vikhlinin et al. 2009a; Mantz et al. 2010;
Reichert et al. 2011) with one another and analyse the effects of
a change in the scaling relation on the results of our simulations.
For a recent review on cluster scaling relations see Giodini et al.
(2013).
The five different M−T relations deviate from one another
especially for the smallest cluster masses of log (M/M) . 14
with an increasing inconsistency for increasing redshifts. The
scaling relation by Mantz et al. (2010) shows the strongest in-
crease of the temperature with the cluster mass for a fixed red-
shift and the relation by Maughan (2007) presents the shallowest
slope. The work by Reichert et al. (2011) approximates an aver-
age value for the slope. The luminosities computed by means of
the different considered scaling relations for a fixed cluster mass
are very comparable at the local redshifts (Fig. 18). For a cluster
mass of log (M/M) = 14 they start to deviate from one another
for log z & −0.5, z & 0.3, where this deviation starts at lower
redshifts for declining cluster masses. Within this comparison,
the M−LX relation by Reichert et al. (2011) exhibits the most
moderate evolution of the luminosity with redshift. The shallow
development of the L−M relation with redshift by Reichert et al.
(2011) favours the application of this scaling relation, as dis-
tant clusters with z & 0.3 show smaller luminosities than the
other scaling relations and thus fewer source counts. This char-
acteristic is especially important for the simulation of the deep
exposure fields, in case the cluster redshift is available. In the re-
maining three simulations, the parameter space of precise cluster
porperties is mainly located at lower redshifts for which all con-
sidered scaling relations are comparable.
The galaxy cluster sample, on which Reichert et al. (2011)
base their findings, covers the largest mass and redshift range
with M = (5 × 1013−3 × 1015) M and z 6 1.46, respectively,
such that we only require a small extrapolation of this scaling re-
lation to cover our simulated mass and redshift range. According
to this aspect and to the evolution of the relations, the scaling re-
lations by Reichert et al. (2011) describes the most conservative
approach in terms of the characterisation of high-z clusters.
The deviations in the individual scaling relations also result
in differences in the distribution of clusters with mass and red-
shift (Appendix B). For example, due to the slightly lower lumi-
nosity in the scaling relation by Vikhlinin et al. (2009a) at the lo-
cal redshifts, the total number of clusters decreases to ∼103 700
compared to ∼113 400 clusters for the relations by Reichert et al.
(2011), when applying the same cosmology for both relations.
However, the number of clusters with precise properties from
eROSITA data is comparable for both scaling relations with a
deviation of <2% between the two. For example, for the scal-
ing relation by Vikhlinin et al. (2009a), this deviation results in
1700 clusters with precise temperatures and already known red-
shifts for the all sky survey compared to the 1670 clusters for the
relation by Reichert et al. (2011).
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Fig. 18. Luminosity in dependence on the cluster redshift for different
scaling relations and a cluster mass of M ≈ 5 × 1014 M. The lumi-
nosities are computed within the energy range of 0.1–2.4 keV for all
relations.
5.7. Comparison to other works
Similar to the findings by e.g. Lloyd-Davies et al. (2011), Planck
Collaboration (2011) and Yu et al. (2011) our simulations de-
pict cluster X-ray spectra as sensitive estimators of the redshift
of the object. However, our simulations forecast the determina-
tion of cluster redshifts for the eROSITA instrument as well as
for exposure times as low as texp = 1.6 ks for the first time. Our
findings for the eROSITA deep fields are comparable to the work
by the Planck Collaboration (2011), who yield precise redshifts
up to distances of z = 0.54 for texp = 10 ks with the XMM-
Newton instrument, when not correcting for the underestimation
of the uncertainties. Also, as well as the above mentioned pub-
lications, our work shows a decrease of the fit accuracy for the
analysis of cluster spectra with unavailable redshift.
We emphasise that the precision and the accuracy of the
cluster properties are rather dependent upon the values of these
cluster properties themselves and not only on the number of de-
tected photons, equivalently to the analysis by Yu et al. (2011).
However, in contrast to their findings, our simulations pre-
dict X-ray redshifts to be available also for clusters with less
than 1000 photon counts, if these clusters show temperatures of
kT . 5.5 keV (Figs. 5 and 8). This aspect is explained by the dif-
ference in the instrumental spectral responses between eROSITA
and Chandra, on whose data Yu et al. (2011) base their analysis.
For two clusters with the same total number of detected photons,
eROSITA will show more photons in the soft energy band, which
improves the fitting statistics especially for the low temperature
clusters above.
Our expected number of ∼113 400 eROSITA clusters is in-
creased by ∼15% compared to the analysis by Pillepich et al.
(2012), as this work applies the scaling relation by Vikhlinin
et al. (2009a) and the cosmological model of the WMAP5 re-
sults (Komatsu et al. 2009, compare Sects. 5.6 and B), instead of
the scaling relation by Reichert et al. (2011) used in our calcu-
lations. However, if we base the computation on the same set-up
as Pillepich et al. (2012), we obtain a negligible deviation of
only 1% from their results, which emphasises on the reliability
of our code.
6. Summary and conclusions
The upcoming eROSITA mission presents a powerful tool to
test our current cosmological model and especially to study
the nature of dark energy by investigating the distribution of
galaxy clusters with mass and redshift. Moreover, it will allow
for the study of cluster physics, e.g. in terms of scaling relations,
in unprecedented detail. With the simulations presented in this
work, we predict the accuracy and the precision with which the
eROSITA instrument will be able to determine the cluster tem-
perature and redshift, and we introduce the number of clusters
for which these properties will be available.
The highest precision and accuracy of the temperature and
redshift are obtained for clusters at the most local redshifts. In
general, the precision and the accuracy of the cluster proper-
ties do not only show a dependence on the number of detected
photons, but as well on the cluster properties themselves, es-
pecially on the redshift. For the average exposure time during
the eROSITA all-sky survey, high precision temperatures will
be available for clusters as distant as z . 0.16 and the instru-
ment will allow for precise X-ray redshifts up to z . 0.45, where
for the very local clusters the uncertainty in the redshift is even
comparable to optical photometric estimates. However, for the
simulation with unknown cluster redshifts, catastrophic failures
occur within the spectral fit and limit the parameter space of high
precision properties especially for the lowest and the highest
masses log (M/M) . 14 and log (M/M) & 15, respectively.
These failures arise due to the redshift as additional free pa-
rameter in the fit and because of the thus resulting degeneracy
between the redshift and the temperature. As eROSITA cluster
spectra prove as sensitive estimators of the redshift for local clus-
ters with intermediate masses, optical follow-up observations are
most effective, if they first cover clusters without reliable X-ray
redshifts and we predict they will preferentially be found above
z ≈ 0.45. Additionally, these follow-up observations will even-
tually allow for more precise redshift estimates also for clusters
at lower redshifts.
Within the eROSITA deep exposure fields, X-ray redshift
and temperature information will be stronger limited by catas-
trophic failures than for the lower exposure time. According to
this, precise X-ray redshifts are only observed to the same max-
imum distance as for the all sky survey. In this aspect, our simu-
lations follow the conservative approach of no constraints on the
starting values of the fit. However, the number of catastrophic
failures for the spectral fit of intermediate and high mass clusters
can be reduced, if additional information on the starting values,
e.g. through the coupling of the fit parameters by the L−T re-
lation or with the help of first redshift estimates from shallow
optical surveys, are available.
If the redshift of the clusters in the deep exposure fields
is known, the percentage of clusters with precise temperatures
still increases significantly to the highest redshifts. Even though
these deep fields only cover a small sky fraction, the findings for
these regions shed light on the expectations for the succeeding
pointed observation phase.
The entire parameter space of clusters with precise proper-
ties displays great parameter accuracies, such that for those clus-
ters no parameter bias needs to be corrected for. Only for the
long exposure times of texp = 20 ks the bias in the temperature
needs to be considered for clusters with available redshifts at dis-
tances of z & 0.32. We additionally introduce correction func-
tions, which need to be applied to spectral fits of clusters with
a bias in their best-fit properties. For the analysis of observed
eROSITA data, these correction functions should be applied it-
eratively. The analysis of spectral cluster data yields preliminary
values of the cluster temperature, redshift and luminosity from
which the total mass is estimated. Implementing the redshift and
the total mass, the correction functions return a revised cluster
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temperature and redshift, which sequently describe a corrected
total mass. These steps are repeated until negligible changes of
the properties are obtained with each iteration and the final val-
ues are adopted as best estimates.
Through our simulations, we also investigate the deviation
in the uncertainties between the results by the xspec error-
command and a statistical distribution. These corrections of
the uncertainties need to be considered for the data analysis
of clusters with unknown redshift independent of the precision
in the cluster properties, as xspec underestimates the statistical
uncertainty.
In convolving the galaxy cluster mass function and scaling
relations with the eROSITA response, we obtain the distribu-
tion of clusters with mass and redshift as it will be observed
by the instrument. Applying the scaling relations by Reichert
et al. (2011), we expect eROSITA to detect ∼113 400 clusters of
galaxies in total with a minimum photon number of ηmin = 50.
Out of this total number of clusters, eROSITA will provide pre-
cise temperatures with ∆T/〈Tfit〉 . 10% for ∼1670 new clus-
ters in the all-sky survey, which is equivalent to a percentage
of ∼1.5% of the total amount of detected clusters. This eROSITA
sample, consisting mainly of so far unstudied clusters, will in-
crease the current catalogue of clusters with precise temperatures
by a factor of 5–10 depending on the refered to catalogue.
Large samples of precise and accurate cluster data, as they
will be available from the eROSITA mission, are essential for the
computation of tight constraints on the cosmological parameters.
As the current simulations on the constraints which eROSITA
will implement on the cosmology do not include information
on the cluster temperature yet (Pillepich et al. 2012), we aim to
improve these constraints through our findings (compare Clerc
et al. 2012) and will predict these improvements in our future
work.
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Table A.1. Mass and redshift ranges for the application of the individ-
ual correction functions of the parameter bias in case of known cluster
redshift.
Group Mass range Redshift range in log (z)
in log (M/M) texp = 1.6 ks texp = 20 ks
1 13–13.4.5 (–2)–(–1.35) (–2)–(–0.8)
2 13.45–14.05 (–1.7)–(–0.8) (–1.7)–(–0.2)
3 14.05–14.65 (–1.1)–(–0.2) (–1.1)–0.25
4 14.65–15.25 (–0.65)–0.25 (–0.65)–0.25
5 15.25–15.7 (–0.2)–0.25 (–0.2)–0.25
Table A.2. Parameters of the correction funtion for the simulation with
known redshift.
Group texp = 1.6 ks texp = 20 ks
A B A B
1 50.0 5.25 2.53 4.34
2 –0.05 2.47 –0.22 3.25
3 –0.45 3.85 –0.41 2.51
4 –0.17 2.02 –0.22 2.43
5 –0.03 2.56 –0.05 1.07
Table A.3. Parameters of the correction funtions for the biases in the
temperature and the redshift when the cluster redshift itself is unavail-
able. For these simulations these biases are independent of the cluster
mass.
Parameter texp = 1.6 ks texp = 20 ks
A B A B
Temperature –0.46 2.29 –0.32 2.53
Redshift –0.28 2.91 –0.37 3.54
Appendix A: Parameter bias
Within this section we state the estimated correction functions
for the parameter bias and describe for which mass and redshift
ranges these corrections apply (Tables A.1–A.3). As the parame-
ter biases are independent of the cluster mass for the simulations
with unknown redshift, the correction function covers the entire
simulated redshift space −2 6 log (z) 6 0.25 in these cases. The
functions are expressed by Eq. (9) with the variables A and B
and present an approximated estimate for the bias correction.
Appendix B: Comparison between different scaling
relations
In addition to the comparison of the number of clusters for the
scaling relations by Reichert et al. (2011) and Vikhlinin et al.
(2009a), we performed a thorough analysis of the distribution of
galaxy clusters with mass and redshift for these two relations.
For both relations a cosmology of Ωm = 0.3, ΩΛ = 0, 7, h = 0.7
and σ8 = 0.795 is assumed. The distribution are presented for
three different minimum numbers of detected photons ηmin = 50,
500 and 1500 (Figs. B.1 and B.2). Even though sources with as
little as 50 photon counts are assumed to be identified as galaxy
clusters, a larger number of counts improves the precision and
the accuracy of the reduced cluster properties. The simulation of
these distributions follows the analogous setup as described in
Sect. 4.
With an increasing value for ηmin, the total number of de-
tected clusters declines significantly as the distribution of clus-
ters becomes shallower and the low and intermediate mass clus-
ters are no longer detected at the high redshifts. According
to this, the total number of detected clusters decreases from
113 400 for ηmin = 50 to 11 000 for ηmin = 500 and to 3000 for
ηmin = 1500. At the same time, the maximum of the distribution
shifts to lower redshift values z < 0.3. In comparison, both scal-
ing relations yield the same position of the maximum of the dis-
tribution, where the distribution based on the scaling relation by
Reichert et al. (2011) displays a broader peak. This development
results in a total number of clusters, which is 15–20% above
the value for the study of the scaling relation by Vikhlinin et al.
(2009a) with a total number of cluster of 103 700 for ηmin = 50,
8900 for ηmin = 500 and 2300 for ηmin = 1500.
This analysis emphasises the strong dependence of the distri-
bution of clusters and of the total number of detected clusters on
the applied scaling relations and the defined minimum number
of photons ηmin.
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Fig. B.1. Distribution of galaxy clusters with mass and redshift for three
different photon detection minimums ηmin = 50, 500 and 1500 from top
to bottom for the scaling relation by Reichert et al. (2011). All plots are
generated for a lower mass cut of M = 5×1013/h100 M with h100 = 0.7.
The colour indicates the number of detected clusters in the individual
bins in units of log10, where the cluster mass is considered in units of
log (M/M). The total number of detected clusters reads from top to
bottom Ncluster = 113 400, 11 000 and 3000.
Fig. B.2. Distribution of galaxy clusters with mass and redshift for three
different photon detection minimums ηmin = 50, 500 and 1500, when
applying the scaling relations by (Vikhlinin et al. 2009a). All plots are
generated for a lower mass cut of M = 5 × 1013/h100 M with h100 =
0.70, where the labeling is equivalent to Fig. B.1. The total number
of detected clusters reads from top to bottom Ncluster = 103 700, 8900
and 2300.
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