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Re´sume´
Cette the`se porte sur la mise en correspondance ste´re´oscopique dense ainsi que sur son
application a` la de´tection des obstacles routiers a` partir d’un syste`me de vision ste´re´oscopique
embarque´ a` bord d’un ve´hicule. La mise en correspondance est une e´tape cruciale dans la re-
construction de la structure tridimensionnelle de la sce`ne observe´e. Elle consiste a` retrouver
les pixels homologues dans deux images de la meˆme sce`ne, prises de deux points de vue dif-
fe´rents, et se rame`ne a` un proble`me d’estimation d’un champ de disparite´.
Le proble`me d’estimation de la disparite´, formule´ comme un proble`me inverse mal pose´,
a e´te´ appre´hende´, dans le cadre d’une approche ensembliste, en minimisant une fonction
objectif convexe sur l’intersection d’ensembles convexes. Ces ensembles sont associe´s a` des
contraintes convexes mode´lisant des informations a priori tenant compte des proprie´te´s du
champ a` estimer et des donne´es observe´es. Dans ce travail, nous avons mis l’accent sur une
estimation d’un champ de disparite´ lisse et homoge`ne, tout en respectant les discontinuite´s
pre´sentes dans la sce`ne. Pour cela, nous avons conside´re´ diffe´rentes contraintes de re´gulari-
sation satisfaisant cette proprie´te´. Ces contraintes sont de´finies dans le domaine spatial ou
exprime´es a` partir des coefficients en ondelettes de l’image. Pour re´soudre le proble`me d’op-
timisation sous contraintes conside´re´, nous avons mis en place un algorithme efficace ite´ratif
par bloc, utilisant des de´veloppements re´cents d’analyse convexe et mettant en œuvre des
projections sous-diffe´rentielles sur des ensembles convexes. Cet algorithme offre une grande
flexibilite´ quant a` l’incorporation de contraintes multiples et peut eˆtre efficacement implante´
sur une architecture a` processeurs paralle`les.
La plupart des me´thodes de mise en correspondance reposent sur l’hypothe`se de conserva-
tion de la luminance qui e´tablit que les projections d’un meˆme point de la sce`ne ont la meˆme
intensite´ dans les deux images ste´re´oscopiques. Cependant, cette hypothe`se physique n’est pas
toujours ve´rifie´e en pratique, notamment en pre´sence de zones d’ombres ou de surfaces non
lambertiennes. Notre approche pour aborder ce proble`me consiste a` mode´liser les variations
spatiales de luminosite´ de la sce`ne, en conside´rant un mode`le d’illumination multiplicatif va-
riant spatialement. Elle permet de mesurer les changements d’illumination et obtenir ainsi
une estimation de la disparite´ tre`s robuste vis-a`-vis de ces changements. Des re´sultats sur des
images synthe´tiques et re´elles ont permis de valider la me´thode propose´e.
Dans l’objectif d’aider la navigation autonome dans un environnement routier des sys-
te`mes de transport intelligents, nous avons propose´ une me´thode de de´tection d’obstacles par
ste´re´ovision, en exploitant notre approche d’estimation de la disparite´ et en s’appuyant sur
un crite`re approprie´ d’orientation de surface .
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Abstract
This thesis deals with the problem of stereo matching and its application to road obstacle
detection from a stereovision system mounted on a vehicle. The main goal of stereo matching
is to recover the depth information of a scene from a pair of left and right images taken from
two different locations. It involves finding corresponding pixels in both images and reduces to
a disparity field estimation problem.
The dense disparity estimation problem, formulated as an inverse ill-posed problem, was
addressed, in a set theoretic framework, by minimizing a quadratic objective function under
multiple convex constraints. These constraints arise from prior knowledge and rely on various
properties of the field to be estimated. In order to obtain a smooth disparity field, while
preserving discontinuities around object edges, we consider appropriate spatial and wavelet
based regularization constraints. The resulting optimization problem is solved with a parallel
block iterative algorithm using subgradient projections on convex constraint sets and based
on recently developed convex analysis tools. This algorithm offers great flexibility in the in-
corporation of several constraints and can be efficiently implemented on parallel computing
architectures.
In most classical dense disparity estimation techniques, the scene is assumed to be Lam-
bertian so that corresponding pixels in the left and right images have identical intensity values.
However, in the presence of illumination changes often encountered in practice, this assump-
tion is violated which may largely reduce the efficiency of depth recovery. To address the
problem of disparity estimation under varying illumination conditions, we develop a spatially
varying multiplicative model that accounts for photometric changes between both images in
the stereo pair. Results on synthetic and real stereo pairs demonstrate the efficiency of the
proposed method to recover illumination changes and disparity map simultaneously, making
disparity estimation very robust w.r.t. such changes.
The ability to detect obstacles on the road is essential for intelligent vehicle navigation
systems. In this work, we develop an accurate and efficient vision based obstacle detection
method that relies on the reliability of the depth information obtained from the disparity
estimation stage. Object segmentation based on the depth map and making use of a surface
orientation criterion enables efficient and robust obstacle detection.
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Glossaire
N : Espace des entiers naturels.
R
n : Espace euclidien de dimension n.
P
n : Espace projectif de dimension n.
H : Espace de Hilbert re´el.
D : Support discret de l’image.
Ω : Domaine continu de l’image.
〈. | .〉 : produit scalaire de H.
‖ . ‖ : la norme euclidienne de H induite par le produit scalaire 〈. | .〉.
d(u,C) : la distance d’un point u ∈ H a` l’ensemble C ⊂ H.
PC : le projecteur sur l’ensemble convexe ferme´ non vide C ⊂ H.
S : L’ensemble des solutions admissibles.
lev≤ηf : l’ensemble de niveau η de f .
∂f(u) : le sous-diffe´rentiel en u d’une fonction f : H → R.
card I : le nombre d’e´le´ments d’un ensemble I.
[p]× : matrice de produit vectoriel d’un vecteur p.
p1 ∧ p2 : produit vectoriel entre les vecteurs p1 et p2.
M⊤ : le transpose´ de la matrice M .





Les re´centes e´volutions technologiques dans de nombreux domaines, comme la me´decine,
la physique, les mathe´matiques et plus re´cemment l’informatique, ont fortement contribue´
a` l’e´mergence de nouveaux robots, intelligents et fiables. Les progre`s dans le domaine de
la neurophysiologie, permettant de mieux comprendre les me´canismes de fonctionnement du
syste`me visuel humain, ont suscite´, en particulier, l’ambition de doter ces machines d’une
capacite´ visuelle, proche de celle du syste`me humain, pour accomplir des taˆches dans des
domaines aussi varie´s que la navigation autonome, l’imagerie me´dicale ou la vide´o surveillance.
Cette finalite´, aux applications nombreuses, constitue ce qu’on appelle la vision par ordinateur.
Dans le domaine de la route intelligente, les recherches portent, depuis plusieurs anne´es, sur
le de´veloppement de nouveaux syste`mes de transport fournissant une aide a` la conduite et, par
la` meˆme, une ame´lioration de la se´curite´ routie`re. De tels syste`mes, dits Syste`mes de Transport
Intelligents (ITS 1), doivent eˆtre capables d’interagir, en temps re´el, avec l’environnement dans
lequel ils se de´placent. Les taˆches ne´cessaires a` cette interaction comprennent :
– la perception de l’environnement routier,
– le traitement des donne´es,
– l’action a` re´aliser.
Outre la localisation du ve´hicule sur la chausse´e, la de´tection d’obstacles constitue un
e´le´ment essentiel dans la perception de l’environnement routier du ve´hicule. Diffe´rentes tech-
nologies existent pour accomplir cette taˆche, suivant qu’elles font appel a` des capteurs actifs ou
passifs. Les capteurs actifs, comme les radars, les te´le´me`tres laser ou a` ultrasons, pre´sentent
l’inconve´nient d’avoir un couˆt e´le´ve´ et un champ de perception restreint. De plus, lorsque
plusieurs ve´hicules existent dans un meˆme environnement, ces capteurs embarque´s peuvent
interfe´rer entre eux et compromettre ainsi la fiabilite´ des informations qu’ils apportent. Avec
l’ame´lioration des techniques d’analyse d’images, la vision, monoculaire ou ste´re´oscopique,
est devenue un moyen attractif de de´tection et d’e´vitement d’obstacles, dans la mesure ou`
1Intelligent Transportation Systems
18 Introduction
elle permet d’acque´rir des informations pertinentes sur l’environnement du ve´hicule a` partir
d’informations photome´triques issues d’images de sce`nes routie`res.
Bien que les approches base´es sur la vision monoculaire permettent, dans la majorite´ des cas,
de de´tecter les obstacles routiers, leurs distances ne peuvent pas eˆtre calcule´es pre´cise´ment
sans ajouter un autre capteur ou une autre connaissance a priori sur la sce`ne. L’information
de distance est primordiale pour localiser les objets qui repre´sentent un obstacle potentiel
pour le ve´hicule. Les approches base´es sur la vision ste´re´oscopique permettent de retrouver
cette information par un proce´de´ de triangulation, qui consiste a` calculer les coordonne´es 3D
d’un point a` partir de ses projections dans les images.
La vision ste´re´oscopique permet de reconstruire la structure tridimensionnelle de la sce`ne
observe´e a` partir de deux images prises de deux points de vue diffe´rents. Chez l’eˆtre humain,
la vision binoculaire est un e´le´ment essentiel de la perception tridimensionnelle : chaque œil
est un capteur qui fournit au cerveau sa propre image de la sce`ne ; la connaissance simultane´e
de ces deux images lui permet de reconstituer la profondeur de la sce`ne. Ce processus ne
pose aucune difficulte´ pour l’eˆtre humain, mais constitue, en revanche, un enjeu majeur en
vision par ordinateur. Une e´tape cruciale dans la re´solution de ce proble`me est la mise en
correspondance ste´re´oscopique, qui consiste a` retrouver dans les images gauche et droite, les
pixels homologues qui sont les projections d’un meˆme point physique de la sce`ne. La diffe´rence
entre les coordonne´es de pixels homologues est appele´e disparite´. Le proble`me de mise en
correspondance se rame`ne ainsi a` un proble`me d’estimation d’un champ de disparite´.
Le cadre de cette the`se, qui s’est de´roule´e a` cheval entre le projet IMARA (Informa-
tique, Mathe´matiques, Automatique, pour la Route Automatise´e) de l’Institut National de
Recherche en Informatique et en Automatique et l’e´quipe Signal et Communication du labo-
ratoire d’Informatique de l’Institut Gaspard Monge de l’Universite´ Paris-Est, est la mise en
correspondance ste´re´oscopique dense pour la de´tection des obstacles routiers, a` partir d’un
syste`me de vision ste´re´oscopique embarque´ a` bord d’un ve´hicule en mouvement.
Vue d’ensemble du travail eﬀectue´
Mise en correspondance
Le proble`me de mise en correspondance e´tant fondamental en vision par ordinateur, il a
fait l’objet de nombreux travaux au cours des dernie`res anne´es. La re´solution nume´rique de ce
proble`me, qui se rame`ne ge´ne´ralement a` celui de l’optimisation d’un crite`re global, entraˆıne
un couˆt de calcul qui devient d’autant plus important que la taille des images conside´re´es
est grande. Pour limiter cette complexite´ nume´rique, le recours aux avance´es re´centes dans
le domaine des me´thodes d’optimisation de´die´es aux proble`mes de grande taille devient ainsi
d’un inte´reˆt majeur.
Dans ce contexte, notre contribution consiste a` explorer l’apport que peuvent constituer
certaines de ces techniques d’optimisation re´centes, qui ont e´te´ applique´es avec succe`s dans
le domaine de traitement d’images, pour re´soudre des proble`mes de vision par ordinateur.
L’efficacite´ des algorithmes d’optimisation qui en de´coulent de´pend fortement de la structure
du crite`re a` optimiser, qui prend en compte les donne´es observe´es et les informations connues
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a priori sur la solution. Ainsi, de par l’importance de la proprie´te´ de convexite´ en optimi-
sation, nous limitons le cadre de notre e´tude aux me´thodes d’optimisation convexe. Nous
nous inte´ressons, en particulier, aux algorithmes paralle`les, ite´ratifs, se basant sur de re´cents
outils d’analyse convexe et mettant en œuvre des projections approche´es sur des ensembles
convexes. L’utilisation de ces algorithmes, dans le cadre de notre application, ne´cessite une
formulation approprie´e du proble`me de mise en correspondance.
Prise en compte des variations d’illumination
Un proble`me, relativement peu traite´ dans la litte´rature de mise en correspondance, est
celui de la prise en compte des variations d’illumination induites entre les images ste´re´osco-
piques. Il s’agit d’un proble`me d’importance, puisqu’en pre´sence de ces variations, l’hypothe`se
de conservation de la luminance sur laquelle reposent la plupart des me´thodes de mise en cor-
respondance, est mise en de´faut. L’e´tude que nous avons mene´e dans ce contexte montre que
ces changements peuvent eˆtre compense´s par une mode´lisation locale des variations spatiales
de luminosite´. En proposant un mode`le d’illumination multiplicatif, nous ame´liorons ainsi la
robustesse de notre me´thode de mise en correspondance vis-a`-vis des variations d’illumination
de la sce`ne.
De´tection des obstacles routiers
Du fait des proble´matiques que sont la congestion, la pollution et la se´curite´, lie´es a`
l’usage de la voiture individuelle comme moyen de transport principal, l’utilisation de modes
de transport alternatifs devient une ne´cessite´, en particulier en milieu urbain. Pour offrir un
mode de transport plus approprie´, l’e´quipe de recherche IMARA travaille activement sur le
de´veloppement de ve´hicules urbains avec une conduite totalement automatise´e. L’objectif,
a` long terme, est d’e´quiper les grandes villes de flottes de ve´hicules automatiques, en libre
service, mis a` disposition des usagers qui passeront commande en fonction de leurs besoins en
de´placement. Le Cycab, actuellement commercialise´ par la socie´te´ Robosoft2, est l’un de ces
ve´hicules novateurs. Il exploite les nouvelles technologies de l’information et de la communi-
cation et be´ne´ficie d’une certaine autonomie. La fonction la plus e´le´mentaire, et certainement
la plus cruciale, permettant a` ce ve´hicule, e´quipe´ d’un syste`me de ste´re´ovision Bumblebee3,
de naviguer de fac¸on autonome suˆre et fiable, est la de´tection d’obstacles. Dans ce contexte,
notre objectif est d’appliquer notre approche de mise en correspondance ste´re´oscopique dense,
en prenant en compte le proble`me des variations de luminosite´, pour la perception des objets
qui peuvent entraver la voie de circulation du Cycab.
Organisation du document
Bien que l’objectif final de cette the`se soit la de´tection d’obstacles dans un milieu routier
par vision ste´re´oscopique, nous avons choisi de ne traiter ce proble`me qu’en dernie`re partie du




et peuvent donc eˆtre applique´es sur tous types d’images ste´re´oscopiques acquises par deux
came´ras.
Dans le chapitre 2, nous introduisons le mode`le ge´ome´trique du capteur ste´re´oscopique
et nous abordons quelques aspects ge´ne´raux de la mise en correspondance, qui seront utiles
par la suite. Nous e´voquons en particulier les contraintes fre´quemment utilise´es pour pallier
les difficulte´s de ce proble`me. Nous dressons finalement un rapide e´tat de l’art des me´thodes
d’estimation de la disparite´, nous conduisant a` adopter une formulation variationnelle de ce
proble`me.
Le chapitre 3 pre´sente notre me´thode d’estimation de la disparite´. Partant de l’hypothe`se
de conservation de la luminance entre les deux projections d’un meˆme point de l’espace,
nous formulons ce proble`me comme celui de la minimisation d’une fonction objectif convexe,
garantissant ainsi la possibilite´ d’obtenir la solution globale. Pour re´soudre ce proble`me de
minimisation vu comme un proble`me inverse mal pose´, nous mettons en œuvre une nouvelle
approche ensembliste. Cette approche, qui consiste a` chercher la solution qui minimise un
certain crite`re convexe sur l’intersection d’ensembles convexes construits a` partir des connais-
sances a priori et des observations, constitue une nouvelle fac¸on d’appre´hender le proble`me de
l’estimation de la disparite´. Une fois la formulation du proble`me effectue´e, un aspect important
de nos contributions consiste, par la suite, a` de´finir un crite`re global convexe a` minimiser ainsi
que des contraintes convexes pertinentes sur la solution. Dans ce chapitre, nous conside´rons
un crite`re diffe´rentiable et nous introduisons des contraintes, associe´es a` des fonctionnelles
non ne´cessairement diffe´rentiables, a` la fois dans le domaine spatial et dans le domaine des
ondelettes. Au niveau de l’ajout de l’information a priori, nous mode´lisons l’image de disparite´
comme e´tant constitue´e de zones homoge`nes, se´pare´es par de franches discontinuite´s. Dans le
domaine spatial, ceci peut se traduire en supposant que le champ de disparite´ appartient a`
l’espace des fonctions a` variations borne´es. La contrainte convexe de variation totale borne´e
permet ainsi de re´gulariser la solution tout en pre´servant les discontinuite´s autour des contours
des objets. Des contraintes de´finies dans le domaine des ondelettes peuvent e´galement servir
a` imposer la re´gularite´ du champ de disparite´. L’ide´e de cette re´gularisation est de supposer
que la semi-norme de l’image de disparite´, de´finie a` partir de ses coefficients en ondelettes
dans un espace approprie´, est borne´e. Deux contraintes principales garantissant les proprie´te´s
de re´gularisation avec pre´servation des discontinuite´s sont ainsi identifie´es. Nous proposons
e´galement, dans ce chapitre, un algorithme ite´ratif tre`s efficace, que nous mettons en place,
pour re´soudre le proble`me d’optimisation conside´re´.
Dans le chapitre 4, nous validons notre me´thode d’estimation de la disparite´ sur des
donne´es synthe´tiques et re´elles. L’e´tude comparative e´tablie avec les approches concurrentes
actuellement disponibles confirme l’efficacite´ et la fiabilite´ de la me´thode propose´e. Ce chapitre
popose e´galement de mener des comparaisons entre les diffe´rentes contraintes de re´gularisation
conside´re´es.
Le chapitre 5 traite du proble`me des variations d’illumination dans la sce`ne observe´e.
Nous conside´rons pour cela un mode`le d’illumination multiplicatif qui permet de compenser
les variations spatiales de luminosite´ de la sce`ne. Ce mode`le local est pris en compte, dans la
formulation du proble`me de mise en correspondance, au travers d’un facteur d’illumination
multiplicatif que nous estimons conjointement avec la disparite´. Motive´s par les re´sultats
pre´ce´dents, une approche ensembliste est a` nouveau adopte´e. La re´solution du proble`me de
l’estimation conjointe des champs de disparite´ et d’illumination implique alors de de´finir
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un crite`re a` minimiser et d’introduire des informations a priori sur les champs a` estimer.
Le crite`re convexe a` minimiser de´coule du mode`le d’illumination e´tabli et les contraintes
sur le champ de disparite´ de´ja` propose´es sont mises a` profit. Une des contributions de ce
chapitre consiste donc a` formuler des contraintes convexes traduisant les proprie´te´s connues
a priori sur le champ d’illumination. Pour apporter une solution nume´rique a` ce proble`me
d’optimisation, nous utilisons un algorithme ite´ratif par bloc que nous adaptons pour calculer
simultane´ment la disparite´ et les changements d’illumination. Des expe´rimentations sur divers
types de couples ste´re´oscopiques, soumis a` des variations d’illumination simule´es ou re´elles,
de´montrent la robustesse de notre approche vis-a`-vis de ces variations.
Dans le chapitre 6, nous appliquons notre me´thode d’estimation de la disparite´ robuste
aux variations d’illumination pour la de´tection des obstacles routiers. En utilisant un crite`re
approprie´ d’orientation de surface, nous classifions les pixels de la carte de disparite´ en deux
cate´gories : les pixels appartenant a` la route et ceux appartenant aux obstacles. Notre classifi-
cation tire profit de la densite´ et de la pre´cision de la carte de disparite´ estime´e pour extraire
des caracte´ristiques discriminantes entre les deux e´le´ments constituant la sce`ne routie`re, a`
savoir le plan de la route et les obstacles. Dans ce chapitre, des re´sultats expe´rimentaux, sur
des images ste´re´oscopiques acquises par le syste`me de vision embarque´ a` bord du Cycab,
permettent de valider la me´thode propose´e.
Dans la conclusion ge´ne´rale, nous pre´sentons une synthe`se de notre e´tude et nous dressons
quelques perspectives se situant dans le prolongement des travaux mene´s.
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Chapitre 2
Ge´ne´ralite´s sur la mise en
correspondance ste´re´oscopique
2.1 Introduction
Un des proble`mes classiques en vision par ordinateur est la ste´re´ovision ou la reconstruction
tridimensionnelle d’une sce`ne a` partir de deux images prises de deux points de vue diffe´rents.
Une e´tape cruciale dans la reconstruction 3D est la mise en correspondance ste´re´oscopique
qui consiste a` retrouver dans les images gauche et droite, les primitives homologues, qui sont
les projections d’un meˆme point physique de la sce`ne. La diffe´rence entre les coordonne´es de
primitives homologues est appele´e disparite´. Ce proble`me d’appariement se rame`ne ainsi a` un
proble`me d’estimation d’un champ bidimensionnel de disparite´.
L’objectif de ce premier chapitre est d’introduire certaines notions ne´cessaires a` la com-
pre´hension des proble´matiques de mise en correspondance ste´re´oscopique. Les notions abor-
de´es ne sont pas exhaustives et ont e´te´ choisies afin de pre´senter clairement certains aspects
qui seront utilise´s dans la suite. Des descriptions plus de´taille´es peuvent eˆtre trouve´es dans
[Horaud, Monga, 1993, Faugeras, 1993, Hartley, Zisserman, 2004].
Nous pre´sentons d’abord le mode`le projectif de la came´ra ainsi que la ge´ome´trie e´pipolaire
d’un syste`me ste´re´oscopique. Nous e´voquons ensuite les primitives et les contraintes les plus
utilise´es pour pallier les difficulte´s de la mise en correspondance ste´re´oscopique. Enfin, nous
terminons par un e´tat de l’art succinct des me´thodes d’estimation de la disparite´.
2.2 Le mode`le ge´ome´trique de la came´ra
2.2.1 Le mode`le ste´nope´
Le processus d’acquisition d’une image par une came´ra peut eˆtre mode´lise´ a` l’aide d’un
syste`me a` projection perspective, aussi appele´ ste´nope´ (cf. figure 2.1). Ce mode`le de projection
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centrale, qui transforme un point de l’espace 3D en un point image 2D, correspond au mode`le
de came´ra le plus couramment utilise´. Il se compose d’un plan re´tinien et d’un centre de
projection ou centre optique C. Le centre de projection correspond a` la position de la came´ra
et le plan re´tinien est le plan de formation des images. On appelle
– distance focale f : la distance du centre de projection C au plan re´tinien,
– plan focal : le plan situe´ en C et paralle`le au plan re´tinien,
– axe optique : l’axe orthogonal au plan re´tinien passant par C.
Remarque 2.1 Ce mode`le de came´ra cre´e pour tout objet observe´ de la sce`ne, une image
inverse´e sur le plan re´tinien situe´ derrie`re le centre de projection C. Cependant, il est courant
de placer, par commodite´, le plan image Π a` la meˆme distance f devant le centre optique de
manie`re a` obtenir une image non inverse´e de la sce`ne. L’axe optique intersecte Π en un point








Fig. 2.1 – Le mode`le de came´ra ste´nope´.
Tout point M de la sce`ne se projette en un point m sur le plan image par l’intersection
de ce dernier avec le rayon optique (CM) (cf. figure 2.2). Seuls les points situe´s sur le plan
focal n’ont pas de projection sur le plan image. L’expression de cette projection de´pend des
syste`mes de coordonne´es choisis dans l’espace et dans le plan image.
2.2.2 Parame`tres intrinse`ques et extrinse`ques de la came´ra
La projection d’un point de l’espace 3D en un point image 2D ne´cessite trois transforma-
tions :
– une projection perspective de l’espace euclidien R3 dans l’espace euclidien R2,
– un changement de repe`re,
– une transformation des coordonne´es me´triques exprime´es dans un repe`re lie´ a` la came´ra
a` des coordonne´es pixelliques dans un repe`re lie´ a` l’image.
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Fig. 2.2 – La projection perspective.
Soit Rc un repe`re lie´ a` la came´ra, d’origine le centre optique C et tel que l’axe des Z est
confondu avec l’axe optique. Le repe`re Rc est appele´ syste`me de coordonne´es standard de la
came´ra et est forme´ des axes horizontal, vertical du plan image et de l’axe optique. Soient
Xc, Yc et Zc les coordonne´es d’un point M de l’espace dans le repe`re qu’on vient de de´crire.
Dans ce meˆme repe`re, l’expression des coordonne´es de m, projection de M sur le plan image,










Ces e´quations ne sont pas line´aires par rapport aux coordonne´es euclidiennes Xc, Yc et
Zc mais elles le deviennent si l’on utilise les coordonne´es projectives dans l’espace et dans le
plan image.
Si (X,Y, Z) sont les coordonne´es euclidiennes d’un point de R3, ses coordonne´es projectives
(homoge`nes) sont de´finies dans l’espace projectif par (λ.X, λ.Y, λ.Z, λ), pour tout re´el λ non
nul.
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De´finition 2.1 On appelle espace projectif P3, l’espace quotient de R4 \ {0} par la relation
d’e´quivalence :
(X,Y, Z,W ) ≃ (X ′ , Y ′ , Z ′ ,W ′) ⇔ ∃ λ 6= 0 | (X,Y, Z,W ) = λ.(X ′ , Y ′ , Z ′ ,W ′).
Les coordonne´es d’un point de P3 sont de´finies a` un coefficient multiplicatif pre`s. Ce sont des
coordonne´es homoge`nes.
On note M˜ = (X,Y, Z, 1) ≃ (λ.X, λ.Y, λ.Z, λ) ∈ P3, ou` λ 6= 0 arbitraire, les coordonne´es
projectives d’un pointM de coordonne´es euclidiennes (X,Y, Z) de R3 et, de manie`re similaire,
m˜ = (x, y, 1) ≃ (λ.x, λ.y, λ) ∈ P2 celles d’un point m de coordonne´es euclidiennes (x, y) dans
le plan image.
En adoptant les coordonne´es homoge`nes, la relation (2.1) peut s’e´crire sous forme matri-
cielle comme suit  s.xcs.yc
s
 =
 f 0 0 00 f 0 0








Remarque 2.2 Tous les points appartenant au rayon optique (CM) se projettent en un
unique point m sur le plan image. Ils sont, de ce fait, e´quivalents en coordonne´es projectives.
2.2.2.2 La transformation came´ra-image
Soit Ra un repe`re affine du plan image, d’origine le point o (localise´ par exemple au coin
de l’image en bas a` gauche) et dont les axes sont paralle`les a` ceux du repe`re associe´ a` la
came´ra (cf. figure 2.2). Les coordonne´es des points projete´s sur le plan image dans le repe`re
came´ra Rc seront de´sormais exprime´es en pixels dans le repe`re Ra lie´ a` l’image.
La transformation des coordonne´es me´triques aux coordonne´es pixelliques est re´alise´e par









Ce passage du repe`re came´ra au repe`re image repose sur la connaissance des parame`tres
intrinse`ques de la came´ra :
– (x0, y0) sont les coordonne´es du point principal c exprime´es en pixels dans le repe`re
image,
– kx et ky sont respectivement les facteurs d’e´chelles horizontale et verticale exprime´s en
pixels/mm.
Ces parame`tres sont qualifie´s d’intrinse`ques car ils ne de´pendent que des caracte´ristiques
de la came´ra.
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La relation entre les coordonne´es du point M˜ dans le repe`re came´ra et les coordonne´es de




 kx 0 x00 ky y0
0 0 1
 f 0 0 00 f 0 0












 αx 0 x00 αy y0
0 0 1
 1 0 0 00 1 0 0








2.2.2.3 Le changement de repe`re
Soient R un repe`re orthonorme´ de l’espace et (X,Y, Z) les coordonne´es du point M dans
ce meˆme repe`re. Les coordonne´es (Xc, Yc, Zc) de ce point exprime´es dans le repe`re Rc sont
obtenues en introduisant les parame`tres extrinse`ques de la came´ra qui traduisent le change-
ment de repe`re de R a` Rc. Ce changement de repe`re est un de´placement dans R3, que l’on



















On appelle donc parame`tres extrinse`ques, l’expression de la position et de l’orientation de
la came´ra dans le repe`re de l’espace, c’est-a`-dire le vecteur t de taille 3 × 1 et la matrice R
de taille 3× 3. Ils de´pendent chacun de trois parame`tres.
Remarque 2.3 L’expression des coordonne´es du centre optique C (aussi note´es C par abus
de notation) dans le syste`me de coordonne´es de l’espace R est donne´e a` partir de la relation
(2.6) par
03 = RC + t, (2.8)
ce qui implique que
C = −R−1t. (2.9)
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2.2.2.4 La transformation perspective
La transformation perspective est la composition des trois transformations pre´ce´dentes.
Elle s’e´crit sous la forme d’une matrice qui peut se de´composer comme suit
P = AP0K, (2.10)
ou`
A =
 αx 0 x00 αy y0
0 0 1
 , P0 =
 1 0 0 00 1 0 0
0 0 1 0




Les matrices A et K sont respectivement les matrices des parame`tres intrinse`ques et ex-
trinse`ques de la came´ra, et P0 est la matrice dite de projection centrale.
La matrice P peut eˆtre re´e´crite d’une fac¸on plus concise comme suit :
P = A(R t). (2.12)
De´finition 2.2 On appelle ainsi matrice de projection perspective P associe´e a` une came´ra
la matrice de taille 3× 4 repre´sentant, en coordonne´es projectives, la projection des points de
l’espace sur le plan image. On a alors
m˜ = PM˜. (2.13)
La matrice P est de´finie a` un coefficient multiplicatif pre`s. Estimer cette matrice constitue le
proble`me de calibration de la came´ra.
Proposition 2.1 Les coordonne´es du centre optique C exprime´es dans le repe`re de l’espace



















= A(RC + t) (d’apre`s (2.8)),
= 03.

Si l’on peut de´composer la matrice P de taille 3 × 4 en une matrice Q de taille 3 × 3 et un
vecteur p de taille 3× 1, telle que P = (Q p) et si on suppose que la matrice Q est de rang
3, l’e´quation (2.8) peut eˆtre re´e´crite comme suit [Faugeras, 1993] :
C = −Q−1p. (2.15)
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2.2.3 Le mode`le du capteur ste´re´oscopique
Nous conside´rons le cas de la ste´re´ovision binoculaire, ou` deux images, appele´es image de
gauche et image de droite, sont prises par deux came´ras observant la meˆme sce`ne a` partir
de deux positions diffe´rentes (cf. figure 2.3). Chacune des deux came´ras est caracte´rise´e par
un centre optique, une matrice de projection perspective et un repe`re ayant pour origine le
centre optique de la came´ra. Par un changement de repe`re adapte´, nous pouvons ramener le
repe`re de la came´ra de gauche au repe`re de l’espace.
Tout pointM de l’espace se projette dans les images de gauche et de droite selon l’e´quation
projective (2.13) par







ou` P et P
′
sont les deux matrices de projection perspective associe´es aux came´ras de gauche
et de droite. Dans le syste`me de coordonne´es de l’espace que nous conside´rons, ces matrices
sont donne´es par




(R t) . (2.18)
ou` I3 est la matrice identite´ de taille 3×3,A etA′ sont les matrices des parame`tres intrinse`ques
des deux came´ras et R et t caracte´risent la rotation et la translation s’ope´rant entre le repe`re




















Fig. 2.3 – Le mode`le ge´ome´trique du capteur ste´re´oscopique.
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2.2.3.1 La ge´ome´trie e´pipolaire
Nous nous inte´ressons maintenant aux relations ge´ome´triques qui existent entre les deux
images ste´re´oscopiques d’une meˆme sce`ne. Plus pre´cise´ment, nous e´tablissons une contrainte
ge´ome´trique forte entre un point dans une image et son correspondant dans l’autre image.
Cette contrainte est illustre´e par la figure 2.4.
Soient C et C
′
les centres optique des deux came´ras de gauche et de droite. Nous pouvons
observer sur cette figure qu’un point M de l’espace, ses projections m et m
′
dans chacune
des deux images et les points C et C
′
sont coplanaires et de´finissent un plan Πe appele´ plan
e´pipolaire.
Supposons a` pre´sent qu’on connaˆıt seulement le pointm de l’image de gauche et qu’on cherche
a` de´terminer son correspondant dans l’image de droite. Le point m repre´sente la projection
dans l’image de gauche de tous les points de l’espace appartenant au rayon (Cm). Ce rayon
de´finit avec la droite (CC
′
), appele´e ligne de base, le plan Πe. Si m
′
est le correspondant de




) se situe e´galement dans le plan Πe. Le point
m
′
appartient donc ne´cessairement a` la droite d’intersection de Πe avec l’image de droite, qui
n’est autre que la projection du rayon (Cm) dans l’image de droite. Cette droite s’appelle
ligne e´pipolaire associe´e a` m et est note´e lm′ .
La ge´ome´trie qui de´crit la formation d’une paire d’images ste´re´oscopiques s’appelle ge´ome´trie
e´pipolaire. Elle est essentiellement base´e sur les de´finitions suivantes :
• l’e´pipole est le point d’intersection de la ligne de base (CC ′) avec le plan de l’image.
L’e´pipole e (resp. e
′
) correspond a` la projection perspective dans l’image de gauche
(resp. droite) du centre optique C
′
(resp. C) (cf. figure 2.4).
• un plan e´pipolaire est un plan contenant la ligne de base.
• une ligne e´pipolaire est l’intersection d’un plan e´pipolaire avec le plan de l’image. Toutes
les lignes e´pipolaires d’une image se coupent en l’unique point e´pipole. L’intersection















Fig. 2.4 – La ge´ome´trie e´pipolaire.
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La ge´ome´trie e´pipolaire fournit la contrainte e´pipolaire qui s’e´nonce comme suit.
Proprie´te´ 2.1 Un point m, qui se trouve sur la ligne e´pipolaire gauche lm doit ne´cessaire-
ment correspondre a` un point m
′
sur sa ligne e´pipolaire conjugue´e lm′ , et re´ciproquement.
La contrainte e´pipolaire nous permet de restreindre le domaine de recherche des correspon-
dants, de l’image entie`re a` la ligne e´pipolaire. En effet, lorsqu’on cherche pour un point dans
l’image de gauche un correspondant dans l’image de droite, on peut se limiter a` effectuer cette
recherche le long de la ligne e´pipolaire associe´e. La contrainte e´pipolaire est donc utilise´e dans
tous les travaux de mise en correspondance.
2.2.3.2 La matrice fondamentale
La contrainte e´pipolaire permet d’obtenir une relation entre un pixel dans une image et
son correspondant dans l’autre image. Ainsi, a` chaque point m de l’image de gauche est
associe´e une ligne e´pipolaire lm′ dans l’image de droite. Le correspondant m
′
de m appartient
ne´cessairement a` cette droite. La matrice qui repre´sente cette relation est appele´e matrice
fondamentale F. Elle de´crit l’application line´aire en coordonne´es projectives, liant le point m
de l’image de gauche a` sa ligne e´pipolaire lm′ dans l’image de droite, suivant la relation
l˜
m
′ = Fm˜. (2.19)
Ge´ome´triquement, F de´finit une application de l’image de gauche dans le faisceau de lignes
e´pipolaires passant par l’e´pipole de l’image de droite, soit une application du plan projectif
P
2 vers une droite projective de P1.
Nous allons maintenant exprimer la matrice fondamentale F, de´finie a` un facteur d’e´chelle
pre`s, en fonction des matrices de projections perspectives P et P
′
associe´es respectivement
aux came´ras de gauche et de droite. La formulation (2.26) donne´e ci-apre`s revient a` Zhang et
Xu [Zhang, Xu, 1997].
Proposition 2.2 [Faugeras, 1993] Une droite l˜ du plan projectif P2 passant pas deux points
m1 et m2, de coordonne´es homoge`nes m˜1 et m˜2, est repre´sente´e par le produit vectoriel
l˜ = m˜1 ∧ m˜2. (2.20)
On ve´rifie, en effet, aise´ment que les deux premie`res composantes de l˜ fournissent un vecteur
normal a` la droite (m˜1m˜2).
Soit a` pre´sent m un point de l’image de gauche et m
′
son correspondant dans l’image de





de l’image de droite. D’apre`s la proposition 2.2, elle peut donc eˆtre de´finie, en




′ ∧ m˜′ = [e˜ ′ ]×m˜′ , (2.21)
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ou` [e˜
′


























ou` P+ est le pseudo-inverse de P de´fini par :
P+ = P⊤(PP⊤)−1. (2.24)








En combinant les e´quations (2.19) et (2.25), la matrice fondamentale s’e´crit en fonction des
matrices de projection P, P
′








La matrice fondamentale de´pend donc seulement de la configuration des came´ras (pa-
rame`tres intrinse`ques et extrinse`ques) et est inde´pendante des coordonne´es du point de la
sce`ne. Dans le cas ou` le repe`re de l’espace est celui de la came´ra de gauche, les expressions












Par ailleurs, l’e´pipole e
′
, repre´sentant la projection dans l’image de droite du centre optique





























Notons que puisque F est de´finie a` un facteur d’e´chelle pre`s, le coefficient det(A
′
) a e´te´ omis.
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Proposition 2.3 Pour chaque couple de points homologues (m,m
′
), la matrice fondamen-
tale ve´rifie la proprie´te´
m˜
′⊤
Fm˜ = 0. (2.31)
De´monstration. Le correspondantm
′
d’un pointm de l’image de gauche appartient ne´cessairement






Il s’ensuit alors d’apre`s (2.19) la relation (2.31). 
La matrice fondamentale permet donc de ve´rifier la correspondance entre les points images.
Elle posse`de les proprie´te´s suivantes
• F est une matrice 3×3, de rang 2, de´finie a` un coefficient multiplicatif pre`s et a` 7 degre`s
de liberte´.
• Si F est la matrice fondamentale de couple d’images (gauche, droite) alors F⊤ est la




• Pour tout point m de l’image de gauche, l˜m′ = Fm˜ repre´sente la ligne e´pipolaire sur
laquelle se trouvent les correspondants possibles de m dans l’image de droite. Re´cipro-
quement, l˜m = F
⊤m˜
′
traduit la ligne e´pipolaire associe´e a` m
′
dans l’image de gauche.
• Les e´pipoles e et e′ de l’image gauche et droite, respectivement, ve´rifient
F e˜ = 0 et F⊤e˜
′
= 0.
L’estimation de la matrice fondamentale a fait l’objet de nombreux travaux. Une synthe`se
des diffe´rentes techniques est propose´e dans [Zhang, 1996]. D’une manie`re ge´ne´rale, celle-ci
peut eˆtre estime´e a` partir des parame`tres de calibration ou, si l’on ne dispose pas de ceux-ci,
en utilisant un ensemble d’appariements de points entre les deux images [Zhang et al., 1994,
Oisel et al., 2003]. Dans ce dernier cas et lorsque la matrice fondamentale est disponible, on
dit que le syste`me binoculaire est faiblement calibre´.
2.2.3.3 La matrice essentielle
La matrice essentielle a e´te´ introduite avant la matrice fondamentale par Longuet-Higgins
[Longuet-Higgins, 1981]. Elle ne prend pas en compte les caracte´ristiques des came´ras (pa-
rame`tres intrinse`ques) et s’exprime simplement a` l’aide de la rotation R et la translation t
s’ope´rant entre les repe`res des deux came´ras :
E = [t]×R. (2.33)
Supposons que les parame`tres intrinse`ques A et A
′
des deux came´ras sont connues, alors la
matrice essentielle E ve´rifie la proprie´te´ suivante.
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Proprie´te´ 2.2 Pour tout point M de l’espace, associe´e a` ses projections m et m
′
dans les














sont les coordonne´es normalise´es, exprime´es en me`tre, de m et m
′
, respectivement.
La matrice E est de taille 3 × 3, de rang 2 et est de´termine´e a` une constante multiplicative
pre`s. Elle a des proprie´te´s identiques a` celles de F mais a seulement 5 degre`s de liberte´. En
particulier, d’apre`s (2.30) et (2.31) la matrice essentielle est relie´e a` la matrice fondamentale
par la relation line´aire suivante
F = A
′−⊤EA−1. (2.36)
2.2.3.4 Diffe´rences entre les matrices essentielle et fondamentale
Si aucun calibrage des came´ras n’est disponible, la ge´ome´trie e´pipolaire est comple`tement
de´crite par la matrice fondamentale. L’estimation de cette matrice, qui contient toute l’in-
formation du syste`me binoculaire, permet de faciliter la mise en correspondance de points
d’images.
La matrice essentielle contient l’information sur le de´placement entre les deux vues gauche
et droite. Lorsque les parame`tres intrinse`ques de chaque came´ra sont connues, on estime la
matrice essentielle, a` partir de laquelle on peut extraire la transformation rigide entre les deux
came´ras, en la de´composant en un produit d’une matrice antisyme´trique et une matrice de
rotation. En ge´ne´ral, cinq correspondances de points suffisent pour estimer la matrice essen-
tielle a` un facteur d’e´chelle pre`s.
2.2.3.5 La rectification e´pipolaire
Il existe une configuration ge´ome´trique particulie`re du capteur ste´re´oscopique, appele´e
configuration paralle`le. Cette configuration exige que les axes optiques des deux came´ras
soient paralle`les entre eux et qu’ils soient tous deux perpendiculaires a` la droite joignant les
deux centres optiques C et C
′
.
Cette ge´ome´trie de came´ras est particulie`rement inte´ressante car elle simplifie le processus
de mise en correspondance des images. En effet, dans cette configuration, les lignes e´pipolaires
sont toutes paralle`les et correspondent aux lignes horizontales des images. Deux pixels qui se
correspondent se trouvent donc sur la meˆme ligne dans les deux images, comme l’illustre la
figure 2.5.
Toutefois, il est rare en pratique que les came´ras soient parfaitement aligne´es selon ce
mode`le projectif paralle`le. Une transformation ge´ome´trique des images devra eˆtre effectue´e
de fac¸on a` rendre les lignes e´pipolaires paralle`les et horizontales dans les deux images. Cette
transformation est appele´e rectification e´pipolaire et consiste a` reprojeter les images forme´es
sur les plans images de chaque came´ra sur un nouveau plan de projection commun entre les
deux came´ras. Pour que les droites e´pipolaires soient paralle`les, il faut que ce nouveau plan
2.2 Le mode`le ge´ome´trique de la came´ra 35
de projection soit paralle`le a` l’axe reliant les deux centres de projection. On obtient apre`s
rectification, une ge´ome´trie e´pipolaire simplifie´e ou` le changement de repe`re entre les deux








Fig. 2.5 – La rectification e´pipolaire.
L’avantage de la rectification est de simplifier conside´rablement la mise en correspon-
dance de points entre les deux images en limitant la zone de recherche des correspondants a`
des paires de lignes horizontales. La difficulte´ re´side dans l’estimation des parame`tres de la
transformation a` appliquer pour rectifier les images ste´re´oscopiques. Plusieurs me´thodes ont
e´te´ propose´es, selon l’information dont on dispose :
• Si l’on dispose des parame`tres intrinse`ques et extrinse`ques du capteur ste´re´oscopique,
les matrices de projection perspective associe´es aux deux images peuvent eˆtre calcule´es.
Nous pouvons alors en de´duire la transformation a` appliquer de fac¸on a` rendre les deux
plans images coplanaires [Fusiello et al., 2000b] et paralle`les a` la droite passant par les
deux centres optiques.
• Lorsque les parame`tres de calibration ne sont pas connus, la technique de rectification
se base sur la connaissance de la matrice fondamentale calcule´e a` partir d’appariements
de points entre les deux images. La connaissance de cette matrice permet, par la suite,
de calculer les parame`tres de la rectification [Hartley, Gupta, 1993].
2.2.3.6 De´finition de la disparite´
Nous nous plac¸ons dans le cas ou` la mise en correspondance est effectue´e de l’image de
gauche vers l’image de droite et nous appelons image de re´fe´rence l’image de gauche. Un point
dans l’image de re´fe´rence peut eˆtre associe´ a` un point dans l’image de droite s’ils correspondent
au meˆme point physique de la sce`ne : ce sont deux points homologues. La diffe´rence entre les
coordonne´es des pixels homologues est appele´e disparite´.
Nous pouvons donc assimiler le proble`me de mise en correspondance a` la recherche d’une
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fonction u qui attribue une disparite´ a` chaque pixel (x, y) de l’image de gauche :
u : N2 → R2





) sont les coordonne´es dans l’image de droite du pixel correspondant a` (x, y).
Proprie´te´ 2.3 Lorsque les images sont rectifie´es, les points en correspondance sont sur des
droites horizontales de meˆme ordonne´e, c’est a` dire y = y
′
. Dans ce cas, la disparite´ correspond
a` la diffe´rence d’abscisses et l’expression (2.37) devient
u : N2 → R
(x, y) 7→ u(x, y) = x− x′ . (2.38)
Tout au long de ce manuscrit, nous allons travailler avec des images rectifie´es et nous retenons
ainsi la de´finition (2.38) de la disparite´.
Remarque 2.4 Dans le cas d’images rectifie´es et lorsque la mise en correspondance est
effectue´e de la droite vers la gauche, la disparite´ en tout point de coordonne´es (x
′
, y) dans






, y) 7→ ud(x′ , y) = x− x′ . (2.39)
A partir des e´quations (2.38) et (2.39), on peut e´tablir, pour tout point (x, y) de l’image de
gauche qui admet un correspondant dans l’image de droite, l’e´galite´ suivante
u(x, y) = ud(x− u(x, y), y). (2.40)
Pour visualiser le re´sultat de la mise en correspondance, nous utilisons dans ce me´moire,
comme dans tous les travaux de mise en correspondance, une image appele´e carte de disparite´.
Chaque pixel de la carte repre´sente l’amplitude de la disparite´ : plus le pixel est clair et plus
la disparite´ est importante. La figure 2.6 montre un couple d’images, de´nomme´ cones, et la
carte de disparite´ associe´e.
(a) (b) (c)
Fig. 2.6 – Couple d’images Cones. (a) Image gauche. (b) Image droite. (c) Carte de disparite´.
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2.2.3.7 Reconstruction 3D par triangulation
L’objectif de la reconstruction 3D par triangulation est de calculer un mode`le tridimen-
sionnel de la sce`ne observe´e. L’ope´ration de triangulation consiste a` estimer, a` partir des
re´sultats de la mise en correspondance, les coordonne´es (X,Y, Z) d’un point M de la sce`ne.
La profondeur Z est la distance entre le point M et le plan des came´ras (cf. figure 2.7).
Dans ce qui suit, nous montrons, en particulier, que la profondeur du point M peut eˆtre
directement calcule´e en fonction de la disparite´ de ses projections dans les deux images.
En appliquant le the´ore`me de Thale`s dans les triangles rectangles d’hypote´nuses (CM) et
(C
′















ou` B est la distance qui se´pare les deux came´ras et f est la distance focale. De la de´finition
(2.38) de la disparite´ u, il re´sulte que
u = x− x′ = B f
Z
. (2.42)
On constate d’apre`s cette e´quation que la disparite´ u est inversement proportionnelle a`
la profondeur Z. Sur la carte de disparite´ de la figure 2.6, la zone claire correspond a` des
disparite´s e´leve´es et donc a` des profondeurs faibles, et inversement pour la zone fonce´e qui
est plus loin des came´ras que la zone claire. Calculer une carte de disparite´ suffit donc pour






















Fig. 2.7 – Relation entre la disparite´ et la profondeur.
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2.3 La mise en correspondance ste´re´oscopique
Malgre´ la simplification qu’apporte la rectification e´pipolaire, le proble`me de mise en cor-
respondance reste un proble`me difficile a` re´soudre, en raison notamment de la pre´sence de
changements de luminosite´ entre les deux images, d’occultations et de surfaces non texture´es.
Pour pallier ces difficulte´s, les me´thodes de mise en correspondance sont amene´es a` exploi-
ter toutes les informations disponibles afin de faciliter la recherche et la de´termination des
correspondants.
Dans ce paragraphe, nous de´taillons tout d’abord les difficulte´s de la mise en correspon-
dance, puis nous pre´sentons les primitives d’images et les contraintes les plus utilise´es pour
surmonter ces difficulte´s.
2.3.1 Les diﬃculte´s de la mise en correspondance
La mise en correspondance consiste a` retrouver, a` partir de deux images, les couples de
points qui se correspondent. Si l’on dispose d’images de niveaux de gris, il paraˆıt raisonnable
de faire l’hypothe`se que les projections d’un meˆme point de la sce`ne ont la meˆme intensite´
dans les deux images [Marr, Poggio, 1976]. Cette contrainte physique connue sous le nom de
conservation de la luminance, est aujourd’hui utilise´e dans la plupart des approches de mise en
correspondance. Cependant, elle est uniquement ve´rifie´e pour les surfaces lambertiennes qui
refle`tent la lumie`re identiquement suivant toutes les directions. Outre l’existence de surfaces
spe´culaires, la violation de cette hypothe`se peut eˆtre cause´e par la pre´sence de bruit de mesure
ou simplement par des diffe´rences de sensibilite´s entre les came´ras utilise´es. Par conse´quent,
l’un des proble`mes importants des me´thodes de mise en correspondance, utilisant l’hypothe`se
de conservation de la luminance, est leur sensibilite´ aux changements d’illumination.
Un autre proble`me tre`s important provient de la pre´sence d’objets dont la surface est
uniforme ou la pre´sence de textures re´pe´titives. En effet, les pixels dans ces re´gions ne repre´-
sentent pas des primitives discriminantes puisque plusieurs correspondants potentiels ayant
la meˆme valeur de luminance existent dans l’autre image. Les re´gions homoge`nes sont donc
difficiles a` apparier. Elle sont prises en compte et de´tecte´es en utilisant le plus souvent le
gradient de l’image [Scharstein, Szeliski, 2002].
Par ailleurs, une autre difficulte´ rencontre´e par les me´thodes de mise en correspondance
concerne les occultations. En effet, certains points de la sce`ne peuvent eˆtre visibles dans
une image de la paire ste´re´oscopique mais pas dans l’autre. C’est a` dire qu’une portion
de la sce`ne observe´e n’est visible que depuis un seul point de vue : il s’agit d’un pro-
ble`me d’occultation. Ce proble`me est illustre´ par la figure 2.8 : le point m est visible uni-
quement depuis la came´ra de gauche. Les occultations repre´sentent une difficulte´ majeure
pour les techniques de mise en correspondance car ces zones d’images n’ont pas de corres-
pondants dans l’autre image et engendrent souvent des ambigu¨ıte´s d’appariement. Dans la
litte´rature, de nombreux articles ont e´te´ propose´s pour prendre en compte cette difficulte´
[Weng et al., 1992, Kolmogorov, Zabih, 2005, Kang et al., 2001, Zitnick, Kanade, 2000].
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Image de gauche Image de droite
Fig. 2.8 – Le proble`me d’occultation : le point m est visible dans l’image de gauche mais pas
dans l’image de droite.
Brown et al. [Kang et al., 2001] classent ces me´thodes en trois cate´gories consistant a` :
• De´tecter les re´gions occulte´es et les remplacer par une interpolation base´e sur la disparite´
du voisinage de la zone occulte´e [Weng et al., 1992]. Une e´tude de´taille´e et comparative
de cinq me´thodes de de´tection d’occlusions a e´te´ mene´e dans [Egnal, Wildes, 2002].
• Re´duire la sensibilite´ de la mise en correspondance aux occultations en utilisant des
mesures de corre´lation robustes comme la corre´lation normalise´e ou les M-estimateurs
[Oisel et al., 2003]. Zabih et Woodfill [Zabih, Woodfill, 1994] appliquent des transfor-
mations non parame´triques aux intensite´s des pixels avant de proce´der a` la mise en cor-
respondance par corre´lation. Une autre approche pour prendre en compte le proble`me
des occultations est d’adapter la taille et la forme de la zone de recherche pour optimiser
la mesure de ressemblance au voisinage d’une occultation [Zitnick, Kanade, 2000].
• Calculer un mode`le ge´ome´trique d’occultation afin de l’inte´grer au processus d’apparie-
ment. Ce mode`le peut ensuite eˆtre utilise´ dans le cadre d’une mise en correspondance par
programmation dynamique ou coupures de graphes pour de´finir un couˆt d’occultation
[Birchfield, Tomasi, 1998].
2.3.2 Les primitives a` mettre en correspondance
Le choix des primitives, c’est a` dire les caracte´ristiques extraites des images, est de´termi-
nant dans le processus de mise en correspondance. Ces primitives peuvent eˆtre des pixels, des
points d’inte´reˆt, des points de contours, des segments, etc.
Les pixels de l’image
Le pixel est la primitive la plus simple, dite de bas niveau. Sa mise en correspondance
permet d’obtenir une carte de profondeur dense. Elle offre la plus grande densite´ mais
c’est aussi la primitive la plus pauvre en information, dont les seuls attributs sont la
position et le niveau de gris.
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Les points d’inte´reˆt
Ce sont les pixels qui correspondent a` des points particuliers dans l’image et qui pos-
se`dent des caracte´ristiques particulie`res les rendant plus discriminants pour la mise en
correspondance. Comme type de pixel particulier, on peut citer les points de contours
qui proviennent des changements brusques de niveau de gris, les coins, les jonctions,
etc. De nombreuses me´thodes de mise en correspondance s’appuient sur une de´tection
de points d’inte´reˆt [Konrad, Lan, 2000, Kim et al., 2005a, Wei, Quan, 2004]. Les de´tec-
teurs les plus populaires sont celui de Canny [Canny, 1986] et de Harris et Stephens
[Harris, Stephens, 1988].
Les primitives structure´es
Ce sont par exemple les segments, les courbes, les re´gions, etc. Leurs attributs sont nom-
breux et peuvent eˆtre de types ge´ome´triques ou photome´triques : la position, l’orien-
tation, la longueur, le niveau de gris, la surface, etc. Les travaux de mise en cor-
respondance utilisant des segments sont nombreux, on peut citer a` titre d’exemple
[Boukir et al., 1992]. Cependant, les re´gions sont des primitives difficiles a` utiliser pour
la mise en correspondance car, d’une image a` l’autre, elles peuvent avoir des formes et
des tailles diffe´rentes, duˆes au phe´nome`ne de distorsion projective.
Les approches de mise en correspondance sont souvent classe´es en deux grandes cate´go-
ries suivant les primitives a` apparier. Les me´thodes base´es sur la mise en correspondance de
pixels, appele´es pixel-based matching, sont tre`s sensibles aux occultations et aux changements
d’illumination entre les deux vues. Elles sont aussi, souvent, couˆteuses en temps de calcul.
Cependant, l’avantage de ces me´thodes est qu’elles permettent d’obtenir directement un ap-
pariement tre`s dense. Elles concernent de ce fait la plupart des publications sur la mise en
correspondance. Toutefois, un certain nombre de publications utilise des primitives e´parses,
comme les points d’inte´reˆt ou les re´gions, pour guider la mise en correspondance de pixels. Ces
me´thodes, appele´es feature-based matching, ne´cessitent de de´tecter au pre´alable ces primitives
qui doivent eˆtre caracte´rise´es par des attributs suffisamment invariants et discriminants.
Dans le cadre de notre application ou` l’obtention d’une reconstruction dense de la sce`ne
apparaˆıt comme une ne´cessite´, les primitives que nous conside´rons sont les pixels de l’image
dans leur totalite´.
2.3.3 Les contraintes pour la mise en correspondance
Il est ne´cessaire d’utiliser des contraintes pour re´duire le nombre de correspondants po-
tentiels et pour e´liminer les faux appariements. On peut distinguer trois types de contraintes :
• ge´ome´triques lie´es a` la nature du capteur ste´re´oscopique : la contrainte la plus couram-
ment utilise´e est la contrainte e´pipolaire.
• ge´ome´triques lie´es a` la nature de la sce`ne : elles concernent plus particulie`rement les
objets formant la sce`ne. Il s’agit des contraintes d’unicite´, d’ordre et du gradient de
disparite´. Elles sont aussi appele´es contraintes de compatibilite´.
• physiques dues aux proprie´te´s d’illumination : ce type de contrainte de´coule des hy-
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pothe`ses faites sur la re´flectance de la surface des objets et la position de la source
lumineuse. Si l’on suppose que les sources lumineuses sont fixes et que les objets sont
parfaitement mats, ou lambertiens, un point sur un objet de la sce`ne se projette toujours
avec la meˆme intensite´ dans les deux images.
Dans ce paragraphe, nous e´tudierons seulement les contraintes ge´ome´triques. La contrainte
physique fera l’objet d’une discussion plus approfondie au chapitre 5.
La contrainte e´pipolaire
Cette contrainte ge´ome´trique, de´crite au paragraphe 2.2.3, nous permet de re´duire l’es-
pace de recherche des correspondants a` une seule dimension en conside´rant que les
points homologues se situent toujours le long des lignes e´pipolaires conjugue´es.
Lorsque les images sont rectifie´es, les lignes e´pipolaires conjugue´es correspondent a` la
meˆme ligne dans les deux images. Dans ce cas, la zone de recherche peut eˆtre davantage
re´duite si l’on fixe les limites infe´rieures et supe´rieures des disparite´s qui correspondent
aux objets de la sce`ne respectivement les plus e´loigne´s et les plus proches du capteur
ste´re´oscopique.
La contrainte de disparite´ positive
Cette contrainte provient directement de la ge´ome´trie du capteur ste´re´oscopique. Si les
came´ras sont parfaitement aligne´es ou les images sont rectifie´es, la disparite´ est toujours
positive. En effet, d’apre`s l’e´quation (2.42), la disparite´ u est inversement proportionnelle
a` la profondeur Z. Or la profondeur des objets situe´s devant la came´ra e´tant positive,
la disparite´ doit donc aussi eˆtre positive.
La contrainte d’unicite´
La contrainte d’unicite´ [Marr, Poggio, 1976, Marr, Poggio, 1979] impose qu’une primi-
tive dans une image ne peut eˆtre apparie´e qu’avec une seule primitive dans l’autre image.
Cela suppose donc qu’une primitive est la projection d’un unique e´le´ment 3D. Dans le
cas d’images rectifie´es, cette contrainte s’exprime analytiquement comme suit
Si x1 − u(x1, y) = x′1, alors ∀x2 6= x1 x2 − u(x2, y) 6= x
′
1, (2.43)
ou` (x1, y) et (x2, y) sont deux points de l’image de gauche. La contrainte d’unicite´ n’est
mise en de´faut que dans le cas ou` un plan de la sce`ne est tre`s incline´. Plusieurs e´le´ments
3D se projettent ainsi en une meˆme primitive dans une image. Un exemple est fourni
sur la figure 2.9. Les points M1 et M2 se projettent en un meˆme point dans l’image de
droite et en deux points diffe´rents dans l’image de gauche.
La contrainte d’ordre
La contrainte d’ordre [Yuille, Poggio, 1984], illustre´e par la figure 2.10, stipule que
l’ordre des projections le long des lignes e´pipolaires doit eˆtre le meˆme que celui de
leurs correspondants.
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Fig. 2.9 – Cas de non respect de la contrainte d’unicite´ : tous les pixels qui se trouvent sur
le segment de droite [M1,M2] se projettent sur le pixel m
′
dans l’image de droite.
Dans le cas d’images rectifie´es, cette contrainte est de´finie par :
Si x1 − u(x1, y) = x′1 et x2 − u(x2, y) = x
′




2) > 0, (2.44)
ou` (x1, y) et (x2, y) sont deux points de l’image de gauche et (x
′
1, y) et (x
′
2, y) leurs














Fig. 2.10 – La contrainte d’ordre.
A chaque point M de la sce`ne 3D est associe´e une zone interdite de´fini par les deux
rayons optiques (CM) et (C
′
M) [Faugeras, 1993, Yuille, Poggio, 1984]. Tout point N
appartenant a` cette zone aura l’ordre de ses projections inverse´ dans les deux plans
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images par rapport aux projections du point M (cf. figure 2.11(a)).
Remarque 2.5 Si M et N se trouvent sur la surface d’un meˆme objet transparent,
comme c’est le cas dans la figure 2.11(b), le fait que N appartienne a` la zone interdite
de M correspond au fait que l’objet est tre`s incline´ par rapport au plan des images.
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Fig. 2.11 – (a) Zone interdite associe´e au point M . (b) Cas d’un objet transparent fortement
incline´.
La limite du gradient de disparite´
Le gradient de disparite´ est de´fini comme la diffe´rence des disparite´s de deux couples
de points divise´e par leur se´paration cyclope´enne. Celle-ci est e´gale a` la moyenne arith-
me´tique de la distance entre deux pixels dans l’image de gauche et de la distance entre
leurs correspondants respectifs dans l’image de droite.




2, y) leurs cor-
respondants respectifs dans l’image de droite, le gradient de disparite´ est de´fini par
l’expression suivante [Burt, Julesz, 1980] :
Gu ((x1, y), (x2, y)) =





1)− (x2 + x′2)
) | . (2.45)
La contrainte de la limite du gradient de disparite´ consiste a` imposer une limite lu sur
la valeur du gradient de disparite´ associe´e a` deux couples de points. Elle a e´te´ introduite
par Burt et Julesz comme contrainte sur le syste`me visuel humain ou` la limite lu est
e´gale a` 1 [Burt, Julesz, 1980], puis Pollard et al. ont propose´ une application de cette
contrainte en ste´re´vision [Pollard et al., 1985] et ont sugge´re´ une limite qui peut varier
entre 0 et 2.
Remarque 2.6 Une valeur de la limite lu strictement infe´rieure a` deux garantit que la
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contrainte d’ordre et celle d’unicite´ sont satisfaites.
De´monstration. Soient (x1, y) et (x2, y) deux pixels de l’image de gauche, tel que




Supposons que Gu de´fini par l’e´quation (2.45) est infe´rieur a` 2 et montrons que la contrainte
d’ordre est ve´rifie´e. Pour cela, on re´e´crit le gradient de la disparite´ de la fac¸on suivante
Gu =







(x1 − x2) + (x′1 − x′2)
) | . (2.46)
Comme Gu < 2, on a
|(x1 − x2)− (x′1 − x
′
2




il s’ensuit l’ine´galite´ suivante(


















D’apre`s la de´finition (2.44) de la contrainte d’ordre, on conclut que cette dernie`re est valide.
Prouvons a` pre´sent que la contrainte d’unicite´ est e´galement ve´rifie´e. Pour cela, on suppose que




















qui montre d’apre`s (2.43) que la contrainte d’unicite´ est respecte´e. 
La contrainte de continuite´ de disparite´
Cette contrainte repose sur l’observation que les surfaces des objets constituant la sce`ne
observe´e sont continues et que la variation locale de profondeur est faible. Elle impose
que la disparite´ varie continuˆment quasiment partout sur une image [Marr, Poggio, 1979].
Cette contrainte de cohe´rence spatiale est ve´rifie´e pour les variations lentes de profon-
deur, mais elle ne l’est pas en pre´sence de discontinuite´s de profondeur qui correspondent
aux frontie`res des objets. Il existe une autre contrainte moins forte appele´e contrainte de
continuite´ figurale qui impose la continuite´ uniquement le long des contours de l’image
[Horaud, Monga, 1993].
La contrainte de syme´trie
La contrainte de syme´trie de´coule de la contrainte d’unicite´. Elle impose qu’un point
m
′
de l’image de droite est le correspondant d’un point m de l’image de gauche, si et
seulement si m est le correspondant de m
′
[Fua, 1993]. Elle ne´cessite a` la fois une mise
en correspondance de la gauche vers la droite et de la droite vers la gauche qui est
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souvent appele´e appariement bidirectionnel.
Soit (x, y) un pixel de l’image de gauche, cette contrainte s’e´crit :
Si x− u(x, y) = x′ alors x′ + ud(x′ , y) = x, (2.47)
ou` ud est obtenue par mise en correspondance de la droite vers la gauche. La contrainte
de syme´trie permet ainsi de valider l’appariement entre les e´le´ments des deux images
[Fusiello et al., 2000a], [Kim et al., 2005a], [Cochran, Me´dioni, 1992]. Elle est aussi sou-
vent utilise´e pour de´tecter les pixels occulte´s ou les pixels ambigus [Konrad, Lan, 2000],
[Fua, 1993].
2.4 Un rapide e´tat de l’art sur la mise en correspondance
De nombreux algorithmes de mise en correspondance existent dans la litte´rature. En effet,
le nombre de publications dans ce domaine ne cesse de croˆıtre depuis les anne´es 1980. Un
e´tat de l’art assez exhaustif des diffe´rentes me´thodes existantes est re´alise´ par Scharstein et
Szeliski dans [Scharstein, Szeliski, 2002]. Les auteurs distinguent quatre e´le´ments essentiels
pour caracte´riser les algorithmes de ste´re´ovision :
(i) le couˆt de correspondance,
(ii) la zone d’agre´gation,
(iii) la me´thode d’optimisation,
(iv) l’affinement des re´sultats.
Dans notre synthe`se effectue´e ci-apre`s, on classe les approches de mise en correspondance
suivant leur me´thode d’optimisation, et on les se´pare principalement en quatre cate´gories :
les approches locales, les approches progressives, les approches coope´ratives et les approches
globales.
Dans les approches locales, la mise en correspondance est base´e sur l’appariement des e´le´-
ments les plus semblables graˆce a` une mesure de similarite´. Le principe de ces me´thodes repose
ge´ne´ralement sur la de´finition d’une feneˆtre approprie´e contenant l’e´le´ment a` mettre en cor-
respondance et sur le choix d’un crite`re de ressemblance. L’avantage des me´thodes dans cette
cate´gorie est que la mise en œuvre est simple et efficace pour un temps de calcul relativement
faible. Cependant, les me´thodes locales sont tre`s sensibles aux ambigu¨ıte´s provoque´es par les
occultations, une faible texture ou une variation d’illumination entre les diffe´rentes vues. Les
approches globales tentent de pallier ces inconve´nients en minimisant une fonction de couˆt
globale qui fait intervenir l’ensemble des pixels des images, mais au prix d’une complexite´ de
calcul plus e´leve´e. Les me´thodes progressives et les me´thodes coope´ratives correspondent a`
une combinaison d’une me´thode locale et d’une me´thode globale, dans le but de profiter de
leurs avantages respectifs.
2.4.1 Les approches locales
Les approches locales reposent sur la ressemblance entre deux ensembles de pixels et
sont aussi appele´es approches par corre´lation. Ces me´thodes sont tre`s populaires et ont e´te´
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largement utilise´es en vision par ordinateur pour des applications tels que le recalage d’images,
l’estimation du mouvement, l’indexation vide´o, etc.
Dans le cadre de la mise en correspondance ste´re´oscopique, le principe de ces me´thodes est
de comparer le voisinage du point a` apparier avec le voisinage des correspondants potentiels,
situe´s sur la ligne e´pipolaire associe´e dans l’autre image. Si l’on cherche le correspondant d’un
point (x, y) dans l’image de gauche, la premie`re e´tape consiste a` de´finir une zone de recherche
et une feneˆtre glissante qui va parcourir cette zone dans l’image de droite (cf. figure 2.12). Un
score de corre´lation est ensuite calcule´, au point (x, y) et pour une disparite´ u, en comparant
les intensite´s des pixels d’une feneˆtre centre´e sur le point (x, y) dans l’image de gauche et une
feneˆtre centre´e sur le point (x − u, y) dans l’image de droite. L’ensemble des scores de mise
en correspondance calcule´s sur la zone de recherche de´finit l’image de l’espace des disparite´s,
note´e DSI (Disparity Space Image). Le point choisi comme correspondant sera celui qui aura










Fig. 2.12 – Mise en correspondance par corre´lation.
Afin de pouvoir identifier les pixels des deux images correspondant au meˆme e´le´ment
physique de la sce`ne, il faut utiliser une mesure de corre´lation qui e´value la ressemblance
entre les voisinages de deux pixels. Les mesures les plus couramment utilise´es sont la somme
des carre´s des diffe´rences, note´e SSD (Sum of Squared Differences) et la somme des valeurs
absolues des diffe´rences, note´e SAD (Sum of Absolute Differences). Une autre mesure tre`s
populaire est la corre´lation normalise´e, note´e NCC (Normalized Cross-Correlation). Cette
mesure est insensible aux transformations affines d’intensite´ des images, ce qui permet de
pallier certains changements d’illumination qui peuvent se produire entre les prises de vues.
D’autres mesures non-parame´triques ont e´te´ aussi largement utilise´es. Elles sont fonde´es
sur des transformations qui se basent sur l’ordre des niveaux de gris des pixels dans la feneˆtre
de corre´lation et non sur leurs valeurs. Zabih et Woodfill [Zabih, Woodfill, 1994] proposent
deux mesures qui s’appuient sur le rang et sur le recensement. La transformation de rang
correspond au nombre de pixels dans la feneˆtre de corre´lation dont le niveau de gris est
infe´rieur au niveau de gris du pixel central et la transformation de recensement remplace
les pixels de la feneˆtre de corre´lation par une chaˆıne de bits selon que leurs niveaux de
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gris est infe´rieur ou supe´rieur au niveau de gris du pixel central. Certains travaux ont ef-
fectue´ une e´valuation des mesures de corre´lation en comparant plusieurs mesures diffe´rentes
[Aschwanden, Guggenbu¨l, 1992, Roma et al., 2002]. Roma et al. [Roma et al., 2002] ont e´ga-
lement e´tudie´ l’influence de la taille de la feneˆtre de corre´lation sur la performance des mesures
de corre´lation ainsi que sur leurs couˆt de calcul.
Le choix approprie´ de la taille et de la forme de la feneˆtre de corre´lation est crucial pour
garantir l’efficacite´ des me´thodes locales. Dans les re´gions peu texture´es, il est avantageux
d’utiliser une feneˆtre de grande taille pouvant contenir suffisamment d’e´le´ments afin de rendre
l’appariement fiable. Cependant, la taille doit eˆtre suffisamment petite au voisinage des dis-
continuite´s pour e´viter les proble`mes lie´s aux occultations et aux fortes variations de disparite´.
L’approche classique de mise en correspondance par corre´lation consiste a` de´finir un voisinage
rectangulaire de taille fixe. Ce choix de taille fixe n’est pas tre`s judicieux car il ne convient
pas a` toutes les zones de l’image. Le principe de me´thodes plus performantes est de faire
varier la taille et la forme des feneˆtres de corre´lation [Kanade, Okutomi, 1994, Veksler, 2001,
Kang et al., 2001]. Kanade et Okutomi [Kanade, Okutomi, 1994] adaptent ite´rativement la
taille d’une feneˆtre rectangulaire en fonction de la variation locale des niveaux de gris ainsi
que des valeurs des disparite´s initialement estime´es. Dans [Veksler, 2001], Veksler estime la
taille et la forme optimales de la feneˆtre de corre´lation en effectuant un choix parmi une classe
de feneˆtres rectangulaires et non rectangulaires. Certains autres travaux utilisent plusieurs fe-
neˆtres de meˆme taille place´es a` diffe´rents endroits [Fusiello et al., 2000a, Kang et al., 2001].
Par exemple, Fusiello et al. [Fusiello et al., 2000a] utilisent neuf feneˆtres pour un pixel. Un
seul couˆt est alors calcule´ a` partir de ces dernie`res en choisissant le minimum de tous les
scores. Ces me´thodes sont souvent couˆteuses en temps de calcul mais Fusiello et al. ont
montre´ que leur me´thode est beaucoup plus rapide que la me´thode de Kanade et Okutomi
[Kanade, Okutomi, 1994]. Dans la me´thode de Yoon et Kweon [Yoon, Kweon, 2005], au lieu
de trouver la feneˆtre de corre´lation optimale, les auteurs ajustent le poids de chaque pixel
dans la feneˆtre en se basant sur une mesure de similarite´ (diffe´rence de couleur) et une mesure
de proximite´ (distance spatiale) entre ce pixel et le pixel central. Cette me´thode est robuste
au choix de la taille de la feneˆtre. Cependant, elle est couˆteuse en temps de calcul et elle est
tre`s sensible au bruit.
2.4.2 Les approches progressives
Le principe des approches progressives, aussi appele´es approches par croissance de germes,
est de mettre en correspondance une partie des pixels dans les re´gions non ambigue¨s et de
propager le re´sultat de ces pixels apparie´s sur les pixels voisins, de manie`re ite´rative, jus-
qu’a` obtenir une mise en correspondance dense [Cochran, Me´dioni, 1992, Konrad, Lan, 2000,
Zhang, Shan, 2000, Wei, Quan, 2004, Kim et al., 2005a, Bleyer, Gelautz, 2004].
Dans [Konrad, Lan, 2000], les auteurs effectuent une mise en correspondance de points
d’inte´reˆt et se´lectionnent les correspondances les plus fiables en utilisant la contrainte de
syme´trie. Ils identifient ensuite les blocs qui contiennent ces points apparie´s et leurs affectent
la moyenne des disparite´s contenues dans chaque bloc. A partir de ces blocs, appele´s blocs de
controˆle, ils de´finissent un terme de re´gularisation qui mesure la similarite´ entre les disparite´s
des blocs voisins. Pour estimer la disparite´ en chaque pixel, ils minimisent enfin une fonction
de couˆt qui est la somme de ce terme de re´gularisation et d’un terme d’attache aux donne´es.
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Wei et Quan [Wei, Quan, 2004] de´terminent les points de controˆle (Ground Control Points)
en se´lectionnant les correspondances les plus fiables. Ils effectuent ensuite une segmentation
couleur de l’image en re´gions et a` chaque re´gion, ils attribuent une mesure de confiance
qui de´pend du nombre de points de controˆle dans la re´gion. Pour chaque re´gion ayant une
confiance non nulle, une mesure d’ambigu¨ıte´ qui de´pend du nombre de disparite´s diffe´rentes
dans la re´gion est aussi calcule´e. Si cette ambigu¨ıte´ est infe´rieure a` un certain seuil, la re´gion
est conside´re´e comme apparie´e, sinon, elle est divise´e en deux re´gions et les deux re´gions sont
conside´re´es comme non apparie´es. La propagation s’effectue des re´gions texture´es aux re´gions
occulte´es et re´gions homoge`nes et s’arreˆte lorsque toutes les re´gions sont apparie´es.
L’avantage des approches progressives re´side dans leur couˆt de calcul, puisqu’elles e´vitent
ge´ne´ralement une optimisation globale couˆteuse en temps de calcul. Cependant, elles pro-
pagent les erreurs d’appariement si un point de controˆle initial n’a pas e´te´ bien apparie´. La
me´thode de Wei et Quan [Wei, Quan, 2004] permet de limiter cet inconve´nient en mettant en
correspondance des re´gions issues d’une segmentation couleur de l’image. Puisque l’informa-
tion contenue dans les re´gions est plus riche que celle contenue dans des pixels individuels, la
probabilite´ qu’un appariement initial soit errone´ est re´duite.
2.4.3 Les approches coope´ratives
Les me´thodes coope´ratives utilisent a` la fois les me´thodes locales et les me´thodes globales.
Zitnick et Kanade [Zitnick, Kanade, 2000] ont propose´ un algorithme coope´ratif qui suit l’ap-
proche de Marr et Poggio [Marr, Poggio, 1976]. Ils de´finissent un espace de disparite´ tridi-
mensionnel (x, y, u) dont chaque e´le´ment correspond au pixel (x, y) de l’image de re´fe´rence et
toutes les disparite´s possibles u. L’algorithme est initialise´ en calculant, pour tous les apparie-
ments possibles, un score de mise en correspondance initial graˆce a` une me´thode de corre´lation
qui utilise une mesure de similarite´ (SAD ou NCC). Une fonction ite´rative qui s’appuie sur la
contrainte d’unicite´ et la contrainte de continuite´ permet d’ame´liorer, de manie`re ite´rative, le
score de mise en correspondance. Ce processus est re´pe´te´ jusqu’a` ce que la contrainte d’uni-
cite´ ne soit plus viole´e. Pour chaque pixel (x, y), l’e´le´ment (x, y, u) qui a le score le plus e´leve´
est enfin se´lectionne´. L’algorithme de Zhang et Kambhamettu [Zhang, Kambhamettu, 2002]
e´tend l’approche de Zitnick et Kanade en utilisant une segmentation en re´gions de l’image
pour garantir que les appariements initiaux soient corrects.
2.4.4 Les approches globales
Une me´thode de mise en correspondance est dite globale lorsque la fonction de couˆt est
e´value´e sur l’ensemble de l’image. Ce couˆt global a pour forme ge´ne´rale :
E(u) = E1(u) + α E2(u). (2.48)
ou` E1(u) est le terme d’attaches aux donne´es, aussi appele´ terme d’observation, E2(u) est
un terme de re´gularisation et α est un parame`tre re´el positif ponde´rant l’importance relative
accorde´e au deuxie`me terme vis-a`-vis du premier.
Re´soudre le proble`me de mise en correspondance, consiste donc a` trouver la fonction de
disparite´ u qui minimise ce couˆt global. Plusieurs me´thodes d’optimisation ont e´te´ propose´es
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dans la litte´rature. Nous pouvons distinguer les me´thodes a` variables discre`tes, qui effectuent
un appariement de couples de pixels, comme la programmation dynamique ou les coupures
de graphes, des me´thodes a` variables continues, ou` la disparite´ estime´e est re´elle, comme dans
les approches variationnelles.
2.4.4.1 Programmation dynamique
La premie`re me´thode d’optimisation utilise´e dans le cadre de la mise en correspondance
et, e´galement, celle qui est la plus populaire est la programmation dynamique [Sun, 2002,
Zhang, Kambhamettu, 2002, Ishikawa, Geiger, 1998, Birchfield, Tomasi, 1998, Veksler, 2005].
Elle est applique´e entre deux se´quences de pixels sur les lignes e´pipolaires conjugue´es tout en
respectant l’ordre des pixels a` l’inte´rieur de chaque se´quence. Les e´le´ments des se´quences a`
apparier de´finissent les deux dimensions d’une matrice qui contient les couˆts des correspon-
dances possibles entre les pixels. Le but est de trouver le chemin de couˆt optimal dans cette
matrice a` partir d’une mesure de similarite´ (SAD, SSD, etc.) entre deux e´le´ments. Le couˆt
d’un chemin est la somme des couˆts de ses e´le´ments. La figure 2.13 repre´sente la matrice de
















Fig. 2.13 – Programmation dynamique.
Cette me´thode pre´sente l’inte´reˆt d’introduire un lissage le long d’une ligne e´pipolaire don-
ne´e. Par contre, son inconve´nient majeur re´sulte de l’absence de lissage entre les lignes e´pipo-
laires voisines. De nombreuses de´clinaisons de cet algorithme sont apparues pour prendre en
compte les droites e´pipolaires adjacentes qui se situent respectivement au dessus et au dessous
de la droite e´pipolaire conside´re´e [Kim et al., 2005a, Cox et al., 1996, Ohta, Kanade, 1985,
Rziza et al., 2001].
2.4.4.2 Coupures de graphes
L’utilisation des coupures de graphes (Graph cuts) en vision par ordinateur a e´te´ intro-
duite par Roy et Cox [Roy, Cox, 1998] pour s’attaquer au proble`me d’incohe´rence inter-lignes
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e´pipolaires pose´ par la programmation dynamique. Elle a e´te´ ensuite formalise´e par Veksler
[Veksler, 1999] et depuis, plusieurs travaux qui s’appuient sur les techniques de coupures
de graphes ont e´te´ propose´es [Agrawal, Davis, 2004, Kang et al., 2001, Hong, Chen, 2004,
Bleyer, Gelautz, 2004, Bleyer, Gelautz, 2005, Kolmogorov, Zabih, 2005]. Ces approches for-
mulent le proble`me de mise en correspondance comme un proble`me de recherche d’un flot
maximum dans un graphe en minimisant une fonction de couˆt attache´e a` ce graphe. Ce flot
maximum est atteint pour la coupure minimale du graphe.
Le proble`me de flot dans un graphe peut eˆtre vu comme un proble`me d’e´coulement d’eau
dans un re´seau de tuyaux, c’est a` dire qu’e´tant donne´ une source d’eau s et un puits p, on
cherche le flot maximum qui peut passer dans le re´seau de tuyaux reliant la source au puits.
Pour symboliser ce re´seau, les me´thodes de coupures de graphes utilisent un graphe, note´
G, compose´ d’un ensemble de noeuds N , qui correspondent aux connexions, et un ensemble
d’arcs oriente´s A qui repre´sentent les tuyaux.
Lorsqu’il s’agit d’utiliser ce type de me´thode pour re´aliser une mise en correspondance de
pixels, la coupure de graphe est effectue´e a` partir d’un couˆt de mise en correspondance global.
Les noeuds du graphe correspondent aux pixels et le couˆt associe´ a` chaque arc correspond
aux termes de la fonction de couˆt (2.48). On distingue donc deux types d’arcs : les arcs
reliant un pixel (x, y) de l’image de gauche et un pixel (x − u, y) de l’image de droite pour
une disparite´ u avec pour attribut le premier terme de la fonction de couˆt et les arcs reliant
les pixels voisins avec pour attribut le deuxie`me terme de la fonction d’e´nergie. La source et
le puits correspondent respectivement aux pixels qui sont les projections des points les plus
proches et les plus e´loigne´s du plan image. La capacite´ d’un arc correspond au couˆt de mise
en correspondance associe´ aux deux noeuds qu’il relie et le couˆt d’une coupure est la somme
des capacite´s de ses arcs.
2.4.4.3 Approches variationnelles
Les approches variationnelles mode´lisant le proble`me de mise en correspondance par des
e´quations aux de´rive´es partielles (EDP) ont e´te´ aussi largement utilise´es pour minimiser la
fonctionnelle (2.48). Introduites en traitement d’images pour re´soudre quelques proble`mes de
base tels que la restauration ou la segmentation d’images [Aubert, Vese, 1997], les approches
a` base d’EDP ont e´te´ ensuite, largement employe´es par la communaute´ de vision par or-
dinateur pour l’estimation du mouvement dans une se´quence d’images [Deriche et al., 1996,
Aubert et al., 1999, Alvarez et al., 2000b, Alvarez et al., 2002]. Elles avaient de´ja` connu un
ve´ritable essor dans ce domaine avec la formulation variationnelle introduite par Horn et
Shunck [Horn, Schunck, 1981] et qui s’appuie sur deux hypothe`ses : la conservation de la lu-
minance et la cohe´rence spatiale du champ de mouvement. Cependant, la re´gularisation de
Tikhonov [Tikhonov, Arsenin, 1977] utilise´e par Horn et Shunck, faisant intervenir la norme
quadratique, ne permet pas de bien pre´server les discontinuite´s de la solution. Ceci a pose´ le
proble`me du choix du terme de re´gularisation a` utiliser afin d’assurer au mieux leur pre´ser-
vation. Ainsi, de nombreux auteurs se sont inte´resse´s au de´veloppement de termes de re´gula-
risation permettant de lisser la solution recherche´e dans les zones homoge`nes de l’image, tout
en pre´servant les contours (cf. tableau 2.1). Les approches propose´es ont e´te´ ensuite appli-
que´es au domaine de la ste´re´ovision pour l’estimation de la disparite´ [Alvarez et al., 2000a,
Robert, Deriche, 1996, Pons et al., 2003, Slesareva et al., 2005]. Un e´tat de l’art sur l’utilisa-
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Auteurs Φ(t)
Tikhonov [Tikhonov, Arsenin, 1977] t2
Rudin et al.[Rudin et al., 1992] t
Perona et Malik [Perona, Malik, 1990] −k22 e−(t/k)
2
Geman et Reynolds [Geman, Reynolds, 1992] (t/k)
2
1+(t/k)2
Charbonnier et al. [Charbonnier et al., 1997]
√
1 + (t/k)2 − 1
Tab. 2.1 – Quelques termes de re´gularisation utilise´s en traitement d’images.
tion des EDP dans les domaines du traitement d’images et celui de la vision par ordinateur
est pre´sente´ dans [Deriche, Faugeras, 1995].
Les approches variationnelles de´veloppe´es en vision par ordinateur pour l’estimation de
la disparite´ conside`rent la re´gularisation avec pre´servation des discontinuite´s comme un phe´-
nome`ne de diffusion, isotrope dans les zones de faible gradient de l’image et anisotrope au
bord des discontinuite´s. Le terme de re´gularisation E2(u) de´pend ge´ne´ralement de la norme
du gradient de u, note´e |∇u|, et s’exprime par :
E2(u) = Φ(|∇u|), (2.49)
ou` Φ : R 7→ R est une fonction de re´gularisation a` de´finir. Dans le cas ou` cette fonction est
quadratique (Φ(|∇u|) = |∇u|2), on retrouve la re´gularisation de Tikhonov qui pe´nalise les
discontinuite´s et qui ne constitue donc pas un choix tre`s pertinent. Plusieurs strate´gies de
recherche ont alors e´te´ de´veloppe´es afin de de´finir des conditions permettant de mieux choisir
une telle fonction. Ces conditions sont donne´es par l’e´quation d’Euler-Lagrange associe´e au





|∇u| ∇u) = 0 (2.50)
ou` div est l’ope´rateur classique de divergence et Φ
′
repre´sente la de´rive´e premie`re de Φ sup-







|∇u| uηη = 0 (2.51)
ou` uξξ ( resp. uηη) repre´sente la de´rive´e seconde directionnelle de u dans la direction du (resp.
orthogonale au) gradient ξ = ∇u|∇u| .
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Cette re´e´criture permet d’interpre´ter la fonction de re´gularisation comme e´tant lie´e a` un
processus de diffusion anisotrope ope´rant dans deux directions orthogonales : les directions






|∇u| accorde´es au processus de diffusion dans ces deux
directions. Afin de re´gulariser la solution et pre´server les discontinuite´s, il est souhaitable
d’ope´rer de manie`re isotrope dans les re´gions homoge`nes et pre´server les contours dans les
re´gions a` forts gradients ou` des discontinuite´s peuvent se trouver. Le lissage isotropique dans














(0) > 0, (2.52)
ce qui implique Φ
′
(0) = 0. Par ailleurs, afin de pre´server les discontinuite´s dans les zones a`
fort gradient, la condition de lissage anisotropique le long des directions perpendiculaires au












= cste > 0 (2.54)
Mathe´matiquement, aucune fonction Φ ne peut satisfaire simultane´ment les conditions
(2.53) et (2.54). En revanche, il est possible de privile´gier une de´croissance plus rapide du
poids de lissage dans la direction du gradient que celui associe´ au lissage dans la direction
























Plusieurs fonctions de re´gularisation satisfaisant les conditions (2.55)-(2.57) ont de´ja` e´te´ pro-
pose´es dans la litte´rature, comme celle de Charbonnier et al. [Charbonnier et al., 1997] (cf.
tableau 2.1).
Un autre mode`le de re´gularisation avec prise en compte des discontinuite´s a e´te´ propose´ par
Nagel et Enkelmann [Nagel, Enkelmann, 1986] pour l’estimation du flot optique. L’utilisation
de ce mode`le en ste´re´ovision a e´te´ introduite par Alvarez et al. [Alvarez et al., 2000a]. L’ide´e
fondamentale consiste a` re´gulariser l’image de disparite´ en accord avec les discontinuite´s de
l’image de re´fe´rence Ig au travers d’un terme de re´gularisation base´ sur l’ope´rateur de Nagel
et Enkelmann. Ce terme ne de´pend plus uniquement de ∇u mais aussi des gradients spatiaux
d’intensite´ de l’image de re´fe´rence Ig. Il est donne´ par
Φ(∇u,∇Ig) = (∇u)⊤D(∇Ig)(∇u), (2.58)
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ou` D(∇Ig) est une matrice syme´trique da taille 2× 2 de´finie par :













I2,2 e´tant la matrice identite´ de taille 2 × 2 et ν une constante qui controˆle le poids de la
diffusion anisotrope. Les vecteurs propres de cet ope´rateur sont ∇Ig et (∇Ig)⊥ et les valeurs









Lorsque le gradient |∇Ig| tend vers ze´ro, nous obtenons ν1 = ν2 = 1/2. Dans ce cas corres-
pondant aux zones homoge`nes, le comportement est isotrope car les directions ∇Ig et (∇Ig)⊥
sont uniforme´ment traite´es. Cependant, lorsque le gradient |∇Ig| tend vers l’infini, on a ν1 = 0
et ν2 = 1. Dans ce cas relatif aux zones comportant des frontie`res, la direction de diffusion
privile´gie´e est alors celle de (∇Ig)⊥, c’est a` dire le long de la normale au gradient. La diffusion
est donc anisotrope et tend a` rendre ∇u coline´aire a` ∇Ig.
L’ope´rateur de Nagel et Enkelmann D controˆle le lissage de u tout en autorisant ses dis-
continuite´s au niveau des variations importantes d’intensite´s de l’image, c’est a` dire lorsque
|∇Ig| ≫ ν. La diffusion de cet ope´rateur de´pend donc du choix de parame`tre ν. Si sa va-
leur est e´leve´e, alors la diffusion est isotrope partout et se rame`ne a` celle de Tikhonov et si
ν est choisi faible, l’ope´rateur D ope`re de manie`re uniforme´ment anisotrope. Alvarez et al.
[Alvarez et al., 2000a] proposent une adaptation de ce parame`tre en fonction de la dynamique
d’intensite´ pre´sente dans l’image de re´fe´rence. Ils ajustent ainsi la valeur de ν en spe´cifiant la





ou` H|∇Ig |(s) repre´sente l’histogramme normalise´ de |∇Ig| et z est le rapport d’isotropie com-
pris entre 0 et 1. Lorsque z est proche de ze´ro, l’ope´rateur de Nagel et Enkelmann conduit a`
une diffusion anisotrope dans toutes les zones de l’image et lorsque z approche la valeur 1, il
se comporte de manie`re comple`tement isotrope.
Une fois fixe´e la fonction de re´gularisation qui remplit les conditions de pre´servation des
discontinuite´s, la minimisation de la fonction d’e´nergie (2.48) se fait en de´duisant l’e´quation
d’Euler-Lagrange associe´e. Cette e´quation est ensuite re´solue a` l’aide d’un sche´ma ite´ratif issu
de la discre´tisation de l’EDP. Dans [Alvarez et al., 2000a], une approche multi-e´chelle a e´te´
mise en œuvre afin d’augmenter les performances de convergence du sche´ma propose´.
Les approches a` base d’EDP permettent d’obtenir dans de nombreux cas des re´sultats
d’existence et d’unicite´ pour la solution recherche´e mais ne´cessitent la mise en place de sche´mas
nume´riques qui peuvent se re´ve´ler lourds. En outre, la discre´tisation des EDP est une ope´ration
de´licate et le choix du parame`tre α dans l’e´quation (2.48) pose souvent un proble`me majeur
dans la me´thode.
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2.5 Conclusion
Nous avons pre´sente´ dans ce chapitre quelques notions tre`s ge´ne´rales, fre´quemment uti-
lise´es pour la mise en correspondance ste´re´oscopique. Apre`s quelques conside´rations ge´ome´-
triques, nous avons classe´ les approches de mise en correspondance selon la me´thode d’op-
timisation associe´e. Ainsi nous avons distingue´ quatre cate´gories : les approches locales, les
approches progressives, les approches coope´ratives et les approches globales.
Les approches locales utilisent le voisinage d’un point dans une image pour trouver son
correspondant dans l’autre image graˆce a` une mesure de similarite´. Elles ne´cessitent la de´fi-
nition d’une feneˆtre de taille et de forme approprie´es et le choix d’un crite`re de ressemblance.
Elles sont relativement efficaces, mais elles sont sensibles aux occultations, zones homoge`nes,
etc.
Le principe des approches progressives est d’apparier une partie de pixels, appele´s points
de controˆle, dans les re´gions non ambigue¨s puis d’augmenter progressivement le nombre de
pixels mis en correspondance en propageant le re´sultat des pixels apparie´s aux pixels voisins.
Il existe aussi des approches qui correspondent a` une combinaison d’une me´thode locale
et d’une me´thode globale, qui sont appele´es approches coope´ratives.
Enfin, nous avons re´pertorie´ un tre`s grand nombre d’articles utilisant les approches glo-
bales. La programmation dynamique est la technique la plus populaire. Elle est applique´e entre
deux suites de pixels sur les droites e´pipolaires. Une autre approche pour aborder le proble`me
de mise en correspondance de manie`re globale utilise la the´orie des graphes. Contrairement
a` la programmation dynamique, cette approche permet d’inclure une cohe´rence bidimension-
nelle par rapport a` la sce`ne observe´e. Parmi les me´thodes permettant d’estimer une disparite´
a` valeurs continues, nous avons mentionne´ les approches variationnelles qui mode´lisent le pro-
ble`me de mise en correspondance par des e´quations aux de´rive´es partielles pour minimiser une
fonction d’e´nergie globale. Les efforts mene´s pour cette classe de me´thodes ont principalement
porte´ sur la de´finition de termes de re´gularisation avec pre´servation de discontinuite´s.
Dans ce me´moire, nous nous inte´ressons aux me´thodes a` variables continues car nous
cherchons a` estimer un champ de disparite´ le plus pre´cis possible. Les approches variationnelles
nous paraissent ainsi les plus adapte´es a` notre proble`me. Nous avons donc oriente´ notre choix
vers ce type de me´thodes pour de´velopper une nouvelle approche de mise en correspondance




pour l’estimation de la disparite´
3.1 Introduction
Dans ce chapitre, nous allons de´crire l’approche que nous proposons pour l’estimation
de la disparite´ a` partir d’une paire d’images ste´re´oscopiques. Le but de notre travail e´tant
d’obtenir un champ de disparite´ dense et pre´cis, la me´thode d’estimation conside´re´e est base´e
sur une formulation variationnelle et fournit des valeurs de disparite´ variant continuˆment.
En s’appuyant sur des travaux re´cemment mene´s dans le domaine de l’optimisation, nous
proposons une nouvelle formulation ensembliste du proble`me de l’estimation de la dispa-
rite´. Dans un cadre variationnel, nous posons ainsi le proble`me comme un proble`me de pro-
grammation convexe consistant a` minimiser une fonction objectif convexe sur l’intersection
d’ensembles convexes. Ces ensembles sont associe´s a` des contraintes convexes mode´lisant des
informations a priori tenant compte des proprie´te´s du champ a` estimer et des donne´es ob-
serve´es. La fonction objectif repose sur l’hypothe`se de conservation de la luminance entre les
deux projections d’un meˆme point 3D de l’espace. Nous conside´rons dans ce chapitre une fonc-
tion objectif diffe´rentiable et convexe nous conduisant a` un proble`me d’optimisation convexe
qui serait relativement facile a` re´soudre s’il n’e´tait de grande taille. Pour apporter une solu-
tion nume´rique a` ce proble`me d’optimisation, nous utilisons un algorithme efficace et ite´ratif
par bloc, adapte´ a` la minimisation de crite`res diffe´rentiables sous contraintes convexes. Cet
algorithme permet de converger vers une solution optimale du proble`me, tout en permettant
d’introduire des contraintes sur la solution avec une grande flexibilite´.
Nous pre´sentons, dans un premier paragraphe, notre formulation du proble`me d’estimation
de la disparite´. Nous rappelons ensuite quelques notions utiles d’optimisation convexe et nous
donnons la forme ge´ne´rale de l’algorithme d’optimisation que nous conside´rons. Enfin, dans
la dernie`re partie de ce chapitre, nous de´crivons l’application de cet algorithme au cas de
l’estimation de la disparite´ en de´taillant la fonction objectif a` minimiser et les contraintes
convexes que nous introduisons sur la solution.
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3.2 Formulation du proble`me
Dans le pre´ce´dent chapitre, nous avons passe´ en revue les me´thodes de mise en correspon-
dance existantes et nous avons vu que ce proble`me ne peut eˆtre correctement re´solu que par
l’introduction de contraintes ou d’hypothe`ses supple´mentaires sur la solution recherche´e. La
principale contrainte utilise´e consiste a` conside´rer que les projections d’un meˆme point 3D de
la sce`ne ont la meˆme valeur de luminance dans les deux images de la paire ste´re´oscopique.
3.2.1 Hypothe`se de conservation de la luminance
Si nous repre´sentons chaque point de l’image de gauche et de l’image de droite par l’in-
tensite´ de la lumie`re (luminance) en ce point, la formulation mathe´matique de l’hypothe`se de
conservation de la luminance entre les deux projections d’un meˆme point de l’espace s’e´crit
Ig(s) = Id(x− u(s), y), (3.1)
ou` s = (x, y) est la position spatiale d’un point dans l’image, Ig et Id repre´sentent respec-
tivement l’intensite´ lumineuse de l’image de gauche et de droite, vues comme des fonctions
diffe´rentiables, et u(s) est la disparite´ associe´e au point s.
Il est a` noter qu’en re´alite´, d’autres e´le´ments entrent dans le mode`le (3.1), tels que les
distorsions ge´ome´triques et photome´triques des images, la re´flectance des surfaces, la radiosite´,
le bruit de mesure, etc. En effet, l’hypothe`se de conservation de la luminance peut eˆtre remise
en cause dans certains cas, notamment en pre´sence de :
– zones de reflets dans la sce`ne,
– zones d’occultations,
– diffe´rence de sensibilite´ entre les came´ras utilise´es,
– bruit provenant du capteur ste´re´oscopique.
Cependant, bien que cette hypothe`se ait des limites de validite´, la plupart des me´thodes de
mise en correspondance la conside`rent suffisante et raisonnable.
3.2.2 Formulation : crite`re convexe
La ressemblance entre les deux projections d’un meˆme point 3D de la sce`ne, traduite
par l’e´quation de conservation de la luminance (3.1), peut eˆtre mesure´e graˆce a` une fonction
de corre´lation. La fonction la plus couramment employe´e utilisant la somme des diffe´rences




ϕ (Ig(s)− Id(x− u(s), y)) , (3.2)
ou` ϕ : R 7→ R est une mesure d’e´cart qui est convexe et diffe´rentiable et D ⊂ N2 est le support
de l’image. Notons ici que la me´thode d’estimation de la disparite´ que nous proposons permet
de calculer la valeur de la disparite´ u(s) en tout point s de l’image de gauche, c’est pourquoi
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la fonction d’erreur est e´value´e sur l’ensemble de l’image. La valeur optimale de la disparite´
û est celle pour laquelle cette fonction est minimum :
û = argmin
u
J˜ (u) . (3.3)
Cependant, la minimisation par des me´thodes nume´riques de la corre´lation (3.2) pose des
proble`mes de garantie de convergence vers l’optimum global du fait que cette fonctionnelle
n’est pas convexe et peut donc admettre plusieurs minima locaux. Cette difficulte´ peut eˆtre
contourne´e si nous supposons qu’une estime´e initiale u¯ de u est accessible. Cette dernie`re per-
met en effet d’approximer le crite`re (3.2) par un crite`re convexe en utilisant le de´veloppement
en se´rie de Taylor de Id(x− u, y) autour de u¯ au premier ordre :
Id(x− u, y) ≃ Id(x− u¯, y)− (u− u¯) ∇Ixd (x− u¯, y) (3.4)
ou` ∇Ixd (x − u¯, y) est le gradient horizontal de Id(x − u¯, y). Afin de simplifier les notations,
nous n’e´crivons pas explicitement la de´pendance en s de u et u¯. L’estime´e initiale u¯ peut eˆtre
obtenue a` l’aide d’une me´thode locale par corre´lation ou ge´ne´re´e par une proce´dure ite´rative
en prenant pour u¯ le re´sultat de l’ite´ration pre´ce´dente (cf. paragraphe 3.4.1.1).




ϕ (L(s) u(s)− r(s)) , (3.5)
avec
L(s) = ∇Ixd (x− u¯(s), y), (3.6)
r(s) = Id(x− u¯(s), y) + u¯(s) L(s)− Ig(s). (3.7)
Estimer le meilleur champ de disparite´ u revient donc a` re´soudre un proble`me de mini-
misation globale de la fonction d’e´nergie convexe (3.5). Ce proble`me se formule comme un
proble`me inverse consistant a` estimer la disparite´ inconnue u a` partir des champs d’obser-
vation L et r. La difficulte´ de la re´solution de ce proble`me inverse re´side dans le fait que L
peut eˆtre nul pour certains points de l’image et que l’ope´rateur line´aire associe´ n’est donc pas
inversible. Ceci signifie que le crite`re J n’est pas strictement convexe et qu’il n’existe pas de
solution unique au proble`me d’optimisation.
Nous pouvons observer que la line´arisation (3.4) en vue d’obtenir un crite`re convexe de
la forme (3.5) nous sera tre`s utile par la suite pour pouvoir profiter de la fiabilite´ et de la
robustesse des algorithmes d’optimisation convexe. En effet, il est bien connu que la minimisa-
tion efficace d’un crite`re non convexe ne´cessite la mise en œuvre d’algorithmes d’optimisation
plus complexes et donc d’un couˆt de calcul bien plus e´leve´ que la minimisation d’un crite`re
convexe, sans offrir souvent de garantie de convergence globale.
3.2.3 Un proble`me mal pose´
Le proble`me d’estimation de la disparite´ formule´ comme un proble`me de minimisation de
la fonctionnelle convexe (3.5) est un proble`me inverse. De nombreux autres proble`mes en trai-
tement d’images se formulent comme des proble`mes inverses, ou` l’on doit reconstituer la forme
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originelle d’une image a` partir d’informations et d’observations a priori [Bertero et al., 1988].
Il s’agit par exemple des proble`mes de de´bruitage, de de´convolution, de restauration et de re-
construction d’images [Feraud, 2000]. La mode´lisation mathe´matique de ces proble`mes permet
de lier l’image inconnue u aux donne´es disponibles L et r par une e´quation du type
r = Lu, (3.8)
ou` u et r repre´sentent respectivement les donne´es originales et observe´es et ou` L est un ope´ra-
teur line´aire repre´sentant le phe´nome`ne de de´gradation. L’e´quation (3.8) liant les observations
a` l’image recherche´e est appele´e mode`le d’observation.
La re´solution des proble`mes inverses est rendue difficile par leur caracte`re mal pose´ en
ge´ne´ral. Au de´but du XXe sie`cle, Hadamard a de´fini les trois conditions suivantes pour qu’un
proble`me soit bien pose´ [Hadamard, 1902] :
(i) existence d’une solution,
(ii) unicite´ de la solution,
(iii) stabilite´ de la solution par rapport aux donne´es.
Un proble`me qui ne satisfait pas une de ces trois conditions est dit mal pose´.
Lorsque l’ope´rateur d’observation L est inversible, une me´thode d’inversion directe qui
consiste a` estimer la solution par
û = L−1r,
peut eˆtre envisage´e. Cependant, l’inverse de l’ope´rateur L peut ne pas exister (ou il peut eˆtre
mal conditionne´), comme c’est le cas dans notre proble`me, et l’inversion directe se trouve
donc inapplicable.
Une autre manie`re de re´soudre le proble`me inverse est la re´gularisation au sens ou` Ti-
khonov [Tikhonov, Arse´nine, 1976, Tikhonov, Arsenin, 1977] l’a introduite. Elle consiste a`
reformuler le proble`me d’inversion comme un proble`me de minimisation d’une fonctionnelle
qui comprend deux termes : un premier terme de fide´lite´ aux donne´es qui approche la solution
vers celle des moindres carre´es et un second terme qui re´gularise cette solution :
û = argmin
u
{ ‖Lu− r‖2 + α Φ(u) }, (3.9)
ou` Φ est une fonction de pe´nalisation choisie sur la base de connaissances a priori sur la
solution recherche´e et α est le parame`tre de re´gularisation. L’ide´e de base de la re´gularisation
est donc de de´finir un crite`re qui permet de se´lectionner une solution approche´e parmi l’en-
semble des solutions admissibles. Elle permet de transformer ainsi un proble`me mal pose´ en
un proble`me bien pose´, au sens de Hadamard.
En conclusion, la re´gularisation d’un proble`me mal pose´ joue un roˆle primordial dans
l’obtention d’une solution unique et ceci en exploitant les informations a priori sur les pro-
prie´te´s de la solution a` estimer. Si les contraintes mode´lisant ces a priori peuvent eˆtre de´-
crites comme des ensembles convexes ferme´s, une fac¸on diffe´rente d’appre´hender un proble`me
mal pose´ consiste a` rechercher l’image qui minimise un certain crite`re sous la contrainte
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qu’elle appartienne a` l’intersection de ces ensembles de contraintes [Trussell, Civanlar, 1984,
Combettes, 1996].
Ce type d’approche est de´nomme´, dans la litte´rature sur l’optimisation sous contraintes,
approche ensembliste et consiste a` re´soudre un proble`me d’admissibilite´ (ou encore de faisa-
bilite´) qui se formule ainsi :
minimiser une fonction objectif convexe sur l’intersection d’ensembles convexes construits a`
partir des connaissances a priori et des observations.
Notons que par formulation lagrangienne, il existe des e´quivalences entre cette approche et la
re´solution de proble`mes d’optimisation non contraints tels que (3.9) [Ekeland, Temam, 1974].
Pour re´soudre le proble`me d’estimation de la disparite´, vu comme un proble`me inverse mal
pose´, nous avons mis en œuvre de nouvelles approches ensemblistes. Nous de´taillerons dans
ce qui suit le principe de cette approche et nous proposerons un algorithme qui permet de
re´soudre efficacement le proble`me d’admissibilite´ conside´re´, dans le cadre d’une optimisation
convexe diffe´rentiable, en s’appuyant sur de puissants outils d’analyse convexe.
3.3 Optimisation d’une fonction convexe diﬀe´rentiable
3.3.1 Formulation ensembliste
Une approche ensembliste utilise un crite`re d’admissibilite´ plutoˆt qu’un crite`re d’optimalite´
en ce sens qu’une solution est dite admissible si elle satisfait a` toutes les contraintes dispo-
nibles (Ψi)i∈I [Combettes, Pesquet, 1993, Combettes, 1996]. Ces contraintes proviennent des
connaissances a priori sur les proprie´te´s de la solution a` estimer et des donne´es observe´es.
Si l’on se place dans un espace Hilbertien re´el H qui repre´sente l’espace des champs 2D consi-
de´re´s, dote´ du produit scalaire 〈. | .〉, de la norme ‖ . ‖ et de la distance d, chaque proprie´te´
connue de la solution restreint celle-ci a` appartenir a` un sous-ensemble de cet espace. En
de´signant par Si le sous-ensemble de H ve´rifiant la contrainte Ψi, le proble`me d’admissibilite´
se met sous la forme
trouver û ∈ S =
⋂
i∈I
Si = {u ∈ H | (∀ i ∈ I) u satisfait a` Ψi}. (3.10)
Le principal inte´reˆt de l’approche ensembliste est la simplicite´ avec laquelle il est possible
d’introduire des informations a priori de natures tre`s varie´es sur la solution de´sire´e. Il suffit
pour cela de de´finir des ensembles qui les incorporent, l’intersection de tous ces ensembles
constituant l’ensemble des solutions admissibles. Conside´rons la figure 3.1 pour illustrer le
principe de ces approches. L’espace des solutions admissibles est de´note´ par S et les Si sont
des sous-ensembles de H qui traduisent des proprie´te´s particulie`res sur la solution.
Dans l’approche ensembliste de type (3.10), toute image admissible qui appartient a` l’en-
semble S, et qui satisfait de ce fait toutes les contraintes qui sont impose´es, est une solution
acceptable. Dans certains proble`mes, il peut eˆtre souhaitable de se´lectionner une image ad-
missible qui minimise une certaine fonction objectif J . Ce proble`me s’e´crit :




Fig. 3.1 – Le principe d’une approche ensembliste.
trouver û ∈ S =
⋂
i∈I
Si, tel que J(û) = inf J(S). (3.11)
Remarque 3.1 Le proble`me (3.10) se rame`ne a` celui de l’e´quation (3.11) en adoptant une
fonction de couˆt J constante sur S.
On a souvent inte´reˆt a` choisir l’objectif J et les ensembles de contraintes (Si)i∈I convexes
pour pouvoir disposer d’algorithmes d’optimisation efficaces. En effet, un proble`me d’optimi-
sation avec ces caracte´ristiques posse`de des proprie´te´s the´oriques tre`s agre´ables et peut eˆtre
re´solu efficacement, ce qui n’est, ge´ne´ralement, pas le cas pour des proble`mes non convexes.
En prenant comme cadre l’optimisation convexe, le proble`me de programmation (3.11) im-
plique trois e´tapes
1. De´finir une fonction objectif convexe.
2. De´finir des contraintes et des a priori qui peuvent eˆtre de´crits comme des ensembles
convexes ferme´s.
3. Re´soudre le proble`me le plus souvent de manie`re nume´rique.
La de´finition du crite`re a` minimiser et l’introduction de l’information a priori sur la
solution sont deux e´tapes essentielles pour re´soudre un tel proble`me d’optimisation. Ces deux
e´le´ments de´finissent la mode´lisation mathe´matique du proble`me physique et ont pour vocation
de de´peindre la re´alite´ de la manie`re la plus pre´cise possible. Il est donc naturel, avant de
re´soudre le proble`me, de commencer par fixer le mode`le mathe´matique. Les proprie´te´s du
crite`re et des contraintes choisis conditionnent par la suite le type de me´thode employe´ pour
re´soudre le proble`me tout en re´pondant au mieux aux besoins du mode`le. On en vient ainsi a`
la troisie`me e´tape du sche´ma de re´solution de´crit ci-dessus. Cette dernie`re e´tape qui consiste
a` re´soudre le proble`me de programmation convexe implique naturellement d’effectuer le choix
d’un algorithme d’optimisation.
Dans ce qui suit, apre`s avoir rappele´ quelques notions utiles d’analyse convexe, nous pre´-
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sentons l’algorithme que nous utilisons. Cet algorithme a e´te´ initialement propose´ par Com-
bettes [Combettes, 2000] pour re´soudre des proble`mes d’optimisation convexe de la forme
(3.11) ou` l’objectif est de minimiser une fonction convexe sur l’intersection d’un grand nombre
d’ensembles convexes. Nous pre´sentons tout d’abord l’algorithme dans sa forme la plus ge´ne´-
rale. Nous de´crivons ensuite une variante de cet algorithme qui a e´te´ adapte´e pour la re´solution
des proble`mes quadratiques convexes sous contraintes convexes.
3.3.2 Quelques rappels d’analyse convexe
L’analyse convexe fournit un cadre puissant permettant d’aborder de nombreux proble`mes
d’optimisation, notamment en traitement du signal et d’image. Dans cette partie, on se conten-
tera de donner les de´finitions de base de l’analyse convexe (convexite´, sous gradient, projec-
tion, etc). On se re´fe`rera a` l’ouvrage de Rockafellar [Rockafellar, 1970] et a` celui de Ekeland
et Temam [Ekeland, Temam, 1974] pour plus d’informations.
Ensemble convexe et fonction convexe
De´finition 3.1 Un ensemble C ⊂ H est dit convexe si et seulement si
∀ (u, v) ∈ C2, ∀ λ ∈ [0, 1], λu+ (1− λ)v ∈ C. (3.12)
De´finition 3.2 On dit qu’une fonction f : H 7→]−∞,+∞] est convexe si elle ve´rifie :
∀ (u, v) ∈ H2, ∀ λ ∈ [0, 1], f(λu+ (1− λ)v) ≤ λf(u) + (1− λ)f(v). (3.13)
Le domaine effectif de la fonction f est l’ensemble
dom f = {u ∈ H | f(u) < +∞}. (3.14)
La fonction f est dite strictement convexe si l’ine´galite´ (3.13) est stricte pour tout (u, v) ∈
(dom f)2 tel que u 6= v et pour tout λ ∈]0, 1[.
De´finition 3.3 Soit une fonction f : H 7→]−∞,+∞], l’ensemble
epi f = {(u, µ) ∈ H × R | f(u) ≤ µ},
est appele´ l’e´pigraphe de f (note´ epi f).
The´ore`me 3.1 L’ensemble de niveau η ∈ R d’une fonction convexe f : H 7→] −∞,+∞]
(note´ lev≤ηf), de´fini de la fac¸on suivante
lev≤ηf = {u ∈ H | f(u) ≤ η}, (3.15)
est ferme´ et convexe.
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De´finition 3.4 Soit f : H 7→]−∞,+∞], on dit que
(i) f est propre si dom f 6= ∅
(ii) f est coercive si lim‖u‖→∞ f(u) = +∞.
Proprie´te´s :
• Une fonction f : H 7→] − ∞,+∞] est convexe si et seulement si son e´pigraphe est
convexe.
• Une fonction f : H 7→]−∞,+∞] est semi-continue infe´rieurement (s.c.i) si et seulement
si son e´pigraphe est ferme´.
• Toute fonction convexe propre sur un espace de dimension finie est continue sur l’inte´-
rieur de son domaine effectif.
• Si f est finie et s.c.i. alors elle est continue.
Sous-gradient et sous-diﬀe´rentiel
De´finition 3.5 Un vecteur t ∈ H est un sous-gradient de la fonction convexe f en un point
u ∈ H si
∀ v ∈ H, f(u) + 〈t | v − u〉 ≤ f(v), (3.16)
Du point de vue ge´ome´trique, cette condition, que l’on nomme ine´galite´ du sous-gradient,
exprime le fait que le graphe de la fonction affine fu,t(v) = f(u)+ 〈t | v−u〉 est un hyperplan
d’appui de l’ensemble convexe epi f au point (u, f(u)).
Il existe au moins un sous-gradient de f en tout point u ∈ H ou` f est continue. L’ensemble
des sous-gradients de f en u est appele´ sous-diffe´rentiel de f au point u et est note´ ∂f(u).
The´ore`me 3.2 Pour tout u ∈ H, le sous-diffe´rentiel ∂f(u) d’une fonction convexe propre f
est convexe et ferme´. Il est borne´ si f est continue en u. De plus,
∀ u ∈ H, f(u) = inf
v∈H
f(v)⇔ 0 ∈ ∂f(u). (3.17)
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De´finition 3.6 On dit qu’une fonction f : H 7→] − ∞,+∞] est Gaˆteaux-diffe´rentiable en
u ∈ dom f si et seulement si la de´rive´e directionnelle
f
′





existe dans toute direction v de H et si l’application
v 7→ f ′(u; v) (3.20)
est line´aire continue.
The´ore`me 3.3 Si f est convexe et Gaˆteaux-diffe´rentiable en u ∈ dom f , alors il existe un
unique sous-gradient appele´ gradient de f en u et note´ ∇f(u). Dans ce cas, ∂f(u) = {∇f(u)}.
Minimum local et minimum global
De´finition 3.7 Un vecteur u est un minimum local d’une fonction f : H 7→] −∞,+∞] s’il
existe ǫ > 0 tel que
f(u) ≤ f(v), ∀ v ∈ H tel que ‖u− v‖ < ǫ. (3.21)
Le vecteur u est un minimum global de f si
f(u) ≤ f(v), ∀ v ∈ H. (3.22)
Lorsque les deux ine´galite´s ci-dessus sont strictes pour v 6= u alors le minimum local ou global
est dit strict.
Pour qu’un point u soit un minimum local d’une fonction diffe´rentiable f , il est ne´cessaire
que la condition suivante soit ve´rifie´e
∇f(u) = 0. (3.23)
Remarque 3.2 Si f est convexe et diffe´rentiable en u alors la condition (3.23) est une condi-
tion ne´cessaire et suffisante assurant que le point u est un minimum local (cf. (3.17)). Par
ailleurs, tous les minima locaux de f sont des minima globaux. Si de plus la fonction f est
strictement convexe alors u est l’unique minimum global.
Projection et projection sous-diﬀe´rentielle
Soit C ∈ H un ensemble convexe ferme´ et non vide.
De´finition 3.8 La distance d’un point u ∈ H a` C est de´finie par
d(u,C) = inf{‖u− v‖ | v ∈ C}. (3.24)
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The´ore`me 3.4 Pour tout u ∈ H, il existe un unique point PC(u) ∈ C tel que
‖u− PC(u)‖ = d(u, PC(u)) = d(u,C). (3.25)
Ce point PC(u) est appele´ projection de u sur C. Il est caracte´rise´ par l’ine´galite´
∀ v ∈ C, 〈PC(u)− u | v − PC(u)〉 ≥ 0. (3.26)
De´finition 3.9 L’ope´rateur PC : H → C est appele´ ope´rateur de projection sur C.
Calculer la projection sur C revient a` re´soudre un proble`me de minimisation sous contrainte
et ne´cessite ge´ne´ralement l’emploi d’une me´thode ite´rative. Ce proble`me peut eˆtre dans cer-
tains cas difficile a` re´soudre. Toutefois, dans quelques cas particuliers, l’expression de la projec-
tion exacte peut eˆtre donne´e explicitement. Conside´rons par exemple le demi-espace suivant :
Q = {v ∈ H, | 〈v | w〉 ≤ η}, ou` w ∈ H \ {0} et η ∈ R. (3.27)
La projection de u sur Q est donne´e par [Combettes, 1997] :
PQu =
 u+
η − 〈u | w〉
‖w‖2 w, si 〈u | w〉 > η,
u, si 〈u | w〉 ≤ η.
(3.28)
Remarque 3.3 Si une approximation de C par un demi-espace Q peut eˆtre effectue´e, la
projection sur C devient facile a` approximer. En effet, le calcul de la projection PQu de u
sur le demi-espace Q est direct et donc, en ge´ne´ral, beaucoup plus e´conomique que celui de la
projection exacte PCu.
Nous de´crivons a` pre´sent un contexte ge´ne´ral dans lequel cette « projection » par approxi-
mations affines est possible. Supposons que C = lev≤0f 6= ∅ ou` f : H 7→ R est continue
et convexe. Soit u ∈ H, d’apre`s la remarque 3.3, une manie`re plus facile pour calculer la
projection de u sur C est de l’approximer par un demi-espace Qu ferme´ tel que
C ⊂ Qu, (3.29)
et
si u 6∈ C alors u 6∈ Qu. (3.30)
La projection de u 6∈ C sur C est donc tout simplement approxime´e par la projection de
u sur l’hyperplan Hu de´limitant Qu et se´parant u de C (cf. figure 3.2). Montrons a` pre´sent
comment on peut de´finir une telle approximation pour C = lev≤0f . Pour cela, conside´rons
l’ensemble convexe ferme´ suivant :
Qu = {v ∈ H | 〈t | u− v〉 ≥ f(u)}, (3.31)
ou` t ∈ ∂f(u).





Fig. 3.2 – Projection sur l’hyperplan de se´paration Hu de´limitant Qu.
Notons que
• u 6∈ C ⇔ f(u) > 0 et par conse´quent u 6∈ Qu ;
• si v ∈ C alors f(v) ≤ 0 et il de´coule de (3.16) que, puisque t ∈ ∂f(u), 〈t | u−v〉 ≥ f(u),
ce qui implique que v appartient a` Qu et donc C ⊂ Qu ;
• si u 6∈ C alors t 6= 0 (car f(u) > 0), Qu est donc un demi-espace.
Dans ce dernier cas, le demi-espace Qu ve´rifie les conditions (3.29) et (3.30) et constitue donc
une approximation valide de C.
La projection de u sur Qu est appele´e projection sous-diffe´rentielle de u sur C et est de´finie




‖t‖2 t, si f(u) > 0;
u, si f(u) ≤ 0.
(3.32)
Le calcul de la projection sous-diffe´rentielle est plus facile que celui de la projection exacte
car il ne´cessite simplement le calcul d’un sous-gradient t de f en u. Si f est diffe´rentiable, on
prend t = ∇f(u).
Proposition 3.2 Si la projection PCu de u sur C est facile a` calculer, on peut prendre
f = d(., C) et obtenir ainsi PQuu = PCu.
De´monstration.
(i) Si u ∈ C alors f(u) = 0 et donc PQuu = PCu = u.
(ii) si u 6∈ C, on a
∂f(u) = ∇d(u,C) = u− PC(u)‖u− PC(u)‖ . (3.33)
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On note Γ0(H) la classe des fonctions convexes propres et semi-continues infe´rieurement
de H vers ]−∞,+∞]. Le proble`me qu’on se propose de re´soudre est le suivant :
trouver û ∈ S =
m⋂
i=1
Si, tel que J(û) = inf J(S), (3.34)
en se plac¸ant dans le cadre d’un proble`me d’optimisation convexe ou` l’on suppose que le
crite`re J a` minimiser appartient a` Γ0(H) et que les ensembles de contraintes (Si)1≤i≤m sont
des convexes ferme´s de H. On fait aussi l’hypothe`se que le proble`me est consistant, ce qui
signifie que l’ensemble S des solutions admissibles est non vide.
Pour re´soudre le proble`me (3.34), un algorithme ite´ratif doit ge´ne´ralement eˆtre mis en
œuvre. A partir d’un point initial u0, cet algorithme ge´ne`re une suite d’ite´re´es (un)n∈N conver-
geant vers la (ou une) solution û lorsque les conditions de convergence associe´es sont ve´rifie´es.
Plusieurs algorithmes ite´ratifs peuvent eˆtre envisage´s et il s’agit alors de choisir un algorithme
ite´ratif qui soit le mieux adapte´ possible au proble`me d’optimisation conside´re´.
Ici, nous nous inte´ressons aux algorithmes ite´ratifs mettant en œuvre des projections
sur des ensembles convexes. Ces algorithmes peuvent eˆtre regroupe´s en trois familles. La
premie`re famille se compose des algorithmes se´quentiels, qui consistent a` calculer une seule
projection a` chaque ite´ration en alternant les projections pe´riodiquement. La deuxie`me famille
se compose des algorithmes paralle`les qui utilisent des projections simultane´es en invoquant
tous les ensembles a` chaque ite´ration. Enfin la troisie`me famille se compose des algorithmes
par blocs qui consistent a` calculer des « blocs » de projections dont la structure peut varier
au cours des ite´rations.
L’algorithme se´quentiel le plus simple et le plus connu pour re´soudre le proble`me d’ad-
missibilite´ (3.34) dans le cas ou` J est constante sur S est l’algorithme de projection sur des
ensembles convexes (POCS : Projection Onto Convex Sets) [Youla, Webb, 1982]. Il consiste a`
projeter ite´rativement sur chacun des ensembles Si une image estime´e initiale, puis de re´pe´ter
le proce´de´ jusqu’a` l’obtention d’un point appartenant a` l’intersection de tous les ensembles
(Si)1≤i≤m.
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Algorithme 3.1 Soit u0 ∈ H, l’algorithme POCS est de´crit par les ite´rations
∀n ∈ N, un+1 = un + λn(Pi(n)(un)− un), (3.35)
ou` i(n) = n(modulo m) + 1, Pi(n) repre´sente l’ope´rateur de projection sur Si(n) et λn est un
parame`tre de relaxation a` valeur dans [ε, 2− ε] avec 0 < ε < 1.
La convergence de cet algorithme est assure´e sous les hypothe`ses que les ensembles (Si)1≤i≤m
sont ferme´s et convexes et que leur intersection S est non vide.
L’algorithme POCS a connu un grand succe`s dans le domaine de traitement d’images pour
re´soudre de nombreux proble`mes tels que la restauration ou la reconstruction d’images. Il a
e´te´ e´galement utilise´ par la communaute´ de vision par ordinateur pour l’estimation du flot op-
tique [G. E. Mailloux, Bertrand, 1989, Simard, Mailloux, 1988, Simard, Mailloux, 1990]. Les
raisons de l’inte´reˆt porte´ a` l’algorithme POCS sont sa simplicite´ de mise en œuvre et sa
facilite´ a` incorporer de l’information a priori. En effet, il est en ge´ne´ral simple de de´finir
des ensembles de contraintes mode´lisant les caracte´ristiques de la solution recherche´e. Cet
algorithme pre´sente cependant plusieurs inconve´nients :
– il est lent a` converger.
– il est se´quentiel et ne peut traiter qu’une seule contrainte par ite´ration.
– il ne´cessite le calcul de projections exactes, ce qui est souvent couˆteux nume´riquement.
Pour s’affranchir des limitations de POCS, des algorithmes ame´liore´s ont e´te´ propose´s. Ces
ame´liorations ont surtout porte´ sur l’aspect se´quentiel de l’algorithme. Ainsi la technique de
reconstruction ite´rative simultane´e SART (Simultaneous Iterative Reconstruction Technique)
a e´te´ de´veloppe´e pour la reconstruction d’images en tomographie [Andersen, Kak, 1984]. Elle
permet le calcul paralle`le des projections. Le nouvel ite´re´ est alors calcule´ en moyennant toutes
les projections





Bien que cet algorithme puisse donner de meilleurs re´sultats, sa convergence est lente e´gale-
ment. D’autre part, cet algorithme paralle`le ne´cessite que tous les ensembles de contraintes
soient active´s a` chaque ite´ration, ce qui, d’un point de vue nume´rique, peut eˆtre de´licat si
le nombre d’ensembles de´passe le nombre de processeurs dont on dispose. D’ou` l’inte´reˆt des
algorithmes par bloc ou` seulement des blocs de contraintes sont conside´re´s a` chaque ite´ration.
L’algorithme que nous utilisons dans le cadre de ce travail est paralle`le et ite´ratif par bloc.
Il peut eˆtre vu comme une extension des me´thodes de projection sur des ensembles convexes et
permet de re´soudre le proble`me d’optimisation ge´ne´ral (3.34). Il pre´sente l’avantage de pouvoir
ge´rer simultane´ment un grand nombre de contraintes convexes et graˆce a` sa structure ite´rative
par bloc, il peut eˆtre efficacement mis en œuvre sur une architecture a` processeurs paralle`les.
Cet algorithme offre une me´thode de re´solution puissante et efficace pour l’optimisation d’une
fonction convexe et diffe´rentiable.
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Nous allons a` pre´sent de´crire l’algorithme. Il est tire´ de [Combettes, 2000] et repose sur trois
hypothe`ses fondamentales.
3.3.3.1 Hypothe`ses
1. J ∈ Γ0(H).
2. Il existe z ∈ S tel que J(z) < +∞ et C = lev≤J(z)J est borne´. De plus, J est
diffe´rentiable et strictement convexe sur C.
3. Les contraintes convexes sont mode´lise´es sous la forme
(∀i ∈ {1, . . . ,m}) Si = {u ∈ H | fi(u) ≤ δi}, (3.37)
ou` (fi)1≤i≤m est une famille de fonctions convexes et continues deH dans R et (δi)1≤i≤m ∈
R
m des parame`tres re´els.
Il est a` noter que les hypothe`ses 1 et 2 sur le crite`re a` minimiser J sont des conditions classiques
et permettent d’assurer que le proble`me (3.34) admet une solution unique. L’hypothe`se 3
fournit une description explicite des ensembles de contraintes (Si)1≤i≤m comme e´tant des
ensembles de niveau des fonctions (fi)1≤i≤m.
Proposition 3.3 Supposons que S 6= ∅ et que J : H →] −∞,+∞] est strictement convexe,
diffe´rentiable et coercive alors les hypothe`ses 1 et 2 sont ve´rifie´es.
3.3.3.2 Algorithme
Avant de de´crire l’algorithme, nous rappelons ici que si ti,n est un sous-gradient de fi en




‖ti,n‖2 ti,n, si fi(un) > δi;
un, si fi(un) ≤ δi.
(3.38)

















L’algorithme peut maintenant eˆtre e´crit de la manie`re suivante :
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Algorithme 3.2
Etape 0 Fixer ε ∈]0, 1/m[. Choisir u0 comme le minimiseur de J sur H et poser n = 0.
Etape 1 Prendre un ensemble d’indices non vide In ⊂ {1, . . . ,m}.
Etape 2 Poser zn = un + λn(
∑
i∈In
ωi,npi,n − un), ou` :
a. (∀i ∈ In), pi,n est donne´ par (3.38).




c. λn est donne´ par (3.39).
Etape 3 Poser { Dn = {u ∈ H | 〈un − u | ∇J(un)〉 ≤ 0}
Hn = {u ∈ H | 〈u− zn | un − zn〉 ≤ 0}.
Etape 4 Prendre pour un+1 le minimiseur de J sur Dn
⋂
Hn.
Etape 5 Incre´menter n et aller a` l’e´tape 1.
The´ore`me 3.5 [Combettes, 2000] Supposons que
(∃K ∈ N∗)(∀n ∈ N)
n+K−1⋃
l=n
Il = {1, . . . ,m}, (3.40)
alors la suite (un)n∈N ge´ne´re´e par l’algorithme 3.2 converge vers l’unique solution de (3.34)
sous les hypothe`ses 3.3.3.1.
Remarques 3.1
• La suite (In)n∈N de´finit les blocs d’ensembles balaye´s a` chaque ite´ration. La re`gle (3.40)
impose que chaque ensemble Si soit utilise´ au moins une fois au cours de K ite´rations
conse´cutives. L’algorithme 3.2 peut eˆtre donc efficacement mis en œuvre sur une archi-
tecture a` processeurs paralle`les en adaptant la charge de calcul a` chaque ite´ration au
nombre de processeurs paralle`les disponibles.
• Si m processeurs paralle`les sont disponibles, on peut activer toutes les contraintes a`
chaque ite´ration en prenant In = {1, . . . ,m}. Cependant, si l’on dispose d’un seul pro-
cesseur, on peut alterner les projections pe´riodiquement. On obtient ainsi un algorithme
se´quentiel de type POCS ou` (∀n ∈ N) card In = 1.
• L’e´tape cle´ de l’algorithme 3.2 est l’e´tape 4 ou` l’ite´re´e courante est obtenue comme le
minimiseur de J sur l’intersection de deux demi-espaces Dn et Hn, qui inclut S. Notons
que si l’on ignore l’e´tape 3 et on remplace l’e´tape 4 par un+1 = zn, on se rame`nera a` l’al-
gorithme propose´ dans [Combettes, 1997] qui produit une image admissible quelconque
dans S.
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3.3.3.3 Minimisation d’un crite`re quadratique
L’algorithme d’optimisation que nous venons de de´crire a e´te´ de´veloppe´ pour la minimi-
sation de crite`res diffe´rentiables sous des contraintes convexes. Cet algorithme a ensuite e´te´
adapte´ pour la minimisation de crite`res quadratiques donnant naissance a` une nouvelle va-
riante de l’algorithme plus simple a` imple´menter [Combettes, 2003]. Le proble`me quadratique
conside´re´ se formule comme suit
Trouver û ∈ S =
m⋂
i=1
Si, tel que J(û) = inf J(S),
ou` J : u 7→ 〈u− u0 | R(u− u0)〉, u0 ∈ H, (3.41)
et R est un ope´rateur borne´, auto-adjoint, de´fini positif.
Il s’agit ici d’un proble`me sensiblement plus simple que le proble`me ge´ne´ralise´ (3.34) ou` J
est un crite`re diffe´rentiable quelconque. En effet, lorsqu’une fonction objectif quadratique est
adopte´e, l’e´tape 4 de l’algorithme 3.2, qui consiste a` minimiser J sur l’intersection de deux
demi-espaces peut s’exprimer d’une manie`re analytique simple, comme explique´ ci-apre`s.
Dans ce cas spe´cifique, le demi-espace Dn s’e´crit :
Dn = {u ∈ H | 〈un − u | ∇J(un)〉 ≤ 0},
= {u ∈ H | 〈R(u− un) | u0 − un〉 ≤ 0}, (3.42)
l’algorithme est initialise´ avec u0 et l’expression du nouvel ite´re´ un+1, minimiseur de J sur
Dn
⋂
Hn, est ainsi donne´e explicitement graˆce au lemme suivant.
Lemme 3.1 [Haugazeau, 1968] Soit (u, v, w) ∈ H3, on note A = {h ∈ H | 〈h − v |u − v〉 ≤
0}⋂{h ∈ H | 〈h− w | v − w〉 ≤ 0} et Q(u, v, w) la projection de u sur A.
On de´finit π = 〈u− v|v − w〉, µ = ‖u− v‖2, ν = ‖v − w‖2, et ̺ = µν − π2, alors
Q(u, v, w) =

w, si ̺ = 0 et π ≥ 0;
u+ (1 + πν )(w − v), si ̺ > 0 et πν ≥ ̺;
v + ν̺ (π(u− v) + µ(w − v)), si ̺ > 0 et πν < ̺.
Nous donnerons a` pre´sent une description de l’algorithme propose´ par Combettes pour re´-
soudre le proble`me quadratique (3.41) [Combettes, 2003]. Cet algorithme, qui est une variante
de l’algorithme 3.2, repose sur les meˆmes hypothe`ses 3.3.3.1.
Algorithme 3.3
Etape 0 Fixer ε ∈]0, 1/m[ et poser n = 0.
Etape 1 Prendre un ensemble d’indices non vide In ⊂ {1, . . . ,m}.
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Etape 2 ∀i ∈ In, poser ai,n = −fi(un)ti,n/‖ti,n‖2, ou` ti,n ∈ ∂fi(un) si fi(un) > 0 ; ai,n = 0
sinon.
Etape 3 Choisir (ωi,n)i∈In ⊂]ε, 1] tels que
∑
i∈In








Etape 4 Si Ln = 0, poser un+1 = un et sortir. Sinon, poser bn = u0 − un, cn = Rbn,
dn = R
−1vn, et L˜n = Ln/〈dn | vn〉.
Etape 5 Choisir λn ∈ [εL˜n, L˜n] et poser dn = λndn.




un + dn, si ̺n = 0 et πn ≥ 0;
u0 + (1 +
πn
νn




(πnbn + µndn), si ̺n > 0 et πnνn < ̺n.
Etape 8 Incre´menter n et aller a` l’e´tape 1.
The´ore`me 3.6 Supposons que (3.40) soit ve´rifie´e, alors la suite engendre´e par l’algorithme
3.3 converge vers l’unique solution du proble`me (3.41) sous les hypothe`ses 3.3.3.1.
Dans la litte´rature de programmation quadratique, de nombreuses me´thodes ont e´te´ pro-
pose´es pour re´soudre le proble`me (3.41). Parmi les me´thodes par projection sur des convexes
ferme´s, on peut citer a` titre d’exemple la me´thode de projections alterne´es due a` Boyle et
Dykstra [Boyle, Dykstra, 1986] et la me´thode du point d’ancrage [Yamada et al., 1998]. Une
e´tude comparative des performances nume´riques de ces me´thodes et de celles de l’algorithme
3.3 est e´tablie dans [Combettes, 2003]. Cette e´tude montre que dans le cas ou` il y a un grand
nombre de contraintes ou les projections sont difficiles a` calculer, l’algorithme 3.3 est plus
avantageux car il n’utilise que des projections approche´es (sous-diffe´rentielles). D’autre part,
cet algorithme permet de traiter les contraintes par blocs en paralle`le et offre donc plus de
flexibilite´ en terme d’imple´mentation paralle`le. Enfin, il a e´te´ observe´ que sa convergence est
beaucoup plus rapide que celle des algorithmes de Dykstra et du point d’ancrage.
3.4 Application a` l’estimation de la disparite´
L’approche ensembliste consistant a` re´soudre un proble`me de programmation convexe de
la forme (3.34) s’est de´ja` re´ve´le´e efficace dans diverses applications en traitement du signal et
d’image [Trussell, Civanlar, 1984, Combettes, 1996]. Des re´sultats re´cents en reconstruction
tomographique [Capricelli, Combettes, 2005], en restauration [Combettes, Pesquet, 2004a] et
en de´bruitage d’images [Combettes, Pesquet, 2003] illustrent les potentialite´s de cette ap-
proche, et en particulier celles de l’algorithme ite´ratif 3.2 qui atteint de tre`s bonnes perfor-
mances a` la fois en terme de qualite´ du re´sultat fourni mais aussi en terme de convergence.
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Ces exemples varie´s prouvent aussi qu’un grand nombre de contraintes couramment utilise´es
en traitement d’images (positivite´, amplitude, e´nergie finie, lissage, etc) s’expriment a` partir
de sous-ensembles convexes et ferme´s de H.
Dans cette partie, nous allons de´crire une nouvelle application de l’approche ensembliste
pour re´soudre le proble`me de l’estimation de la disparite´ a` partir d’une paire d’images ste´re´o-
scopiques. Ce proble`me de´ja` formule´ comme un proble`me inverse au paragraphe 3.2.2, sera
donc pose´ comme un proble`me de programmation convexe de la forme (3.34) et re´solu par
l’algorithme 3.2 bien adapte´ a` ce type de proble`mes.
Pour cela, nous de´finissons dans ce qui suit la fonction objectif globale a` minimiser et
nous introduisons les ensembles de contraintes convexes que nous proposons dans le cadre
spe´cifique de notre application.
3.4.1 Fonction objectif globale
La formulation mathe´matique du proble`me de mise en correspondance nous a conduit au
paragraphe 3.2 a` chercher l’image de disparite´ u comme la solution du proble`me de minimi-




ϕ(L(s) u(s)− r(s)), (3.43)
ou` D est le support de l’image et L et r sont donne´s par les e´quations (3.6) et (3.7). La
fonction ϕ e´tant suppose´e convexe et diffe´rentiable, le proble`me qu’on se propose de re´soudre
est donc un proble`me d’optimisation convexe diffe´rentiable.
3.4.1.1 Calcul d’une estime´e initiale
On rappelle que la line´arisation (3.4) en vue d’obtenir un crite`re convexe suppose qu’une
estime´e initiale u¯ de la disparite´ u est accessible. Une e´tape pre´liminaire de calcul d’un champ
de disparite´ initial est donc ne´cessaire. Cette e´tape permet d’attribuer une valeur initiale
cohe´rente de la disparite´ et de s’assurer ainsi que le de´veloppement limite´ effectue´ autour
de u¯ est valide. Une manie`re de proce´der courante pour l’initialisation est d’utiliser une
pyramide d’images a` diffe´rents niveaux de re´solution. Au niveau de re´solution le plus grossier,
l’initialisation est fixe´e par un champ nul et aux niveaux de re´solution suivants, le processus
d’estimation est initialise´ par le champ estime´ au niveau pre´ce´dent. Pour fournir un champ de
disparite´ initial proche de la solution, Oisel et al. [Oisel et al., 2003] proposent, en alternative,
une initialisation par interpolation de points d’inte´reˆt pre´alablement apparie´s.
Dans ce travail, nous avons utilise´ comme estime´e initiale celle donne´e par la me´thode de
mise en correspondance par corre´lation de´crite au paragraphe 2.4.1. Nous avons choisi cette
approche pour sa simplicite´ de mise en œuvre et son temps de calcul relativement faible. Par
ailleurs, l’estime´e initiale sera affine´e au fur et a` mesure des estimations en prenant le re´sultat
de l’estimation pre´ce´dente comme initialisation a` l’e´tape suivante. Cette strate´gie ame´liore
conside´rablement la qualite´ de la solution recherche´e et diminue sa de´pendance vis-a`-vis de
l’initialisation.
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3.4.1.2 Gestion des occultations
La fonction objectif (3.43) repose sur l’hypothe`se de conservation de la luminance entre les
deux projections d’un meˆme point de l’espace. Dans les zones d’occultations ou` un point n’est
visible que dans l’une des deux images (cf. paragraphe 2.3.1), ce crite`re de ressemblance est
mis en de´faut. Pour limiter l’influence de ces pixels occulte´s dont le couˆt de correspondance
peut eˆtre important, nous les avons exclus lors du processus de minimisation.
En notant O l’ensemble de points de l’image occulte´s, on limite ainsi la sommation de




ϕ(L(s) u(s)− r(s)), (3.44)
Pour la de´tection des zones des occultations O, nous avons exploite´ la contrainte d’unicite´ et
la contrainte d’ordre : ainsi tout pixel ne respectant pas ces deux contraintes est conside´re´
comme occulte´.
Remarque 3.4 Il est a` noter que bien que les zones des occultations aient e´te´ e´limine´es du
crite`re (3.44) a` minimiser, elles seront prises en compte dans la formulation des contraintes
de re´gularisation avec pre´servation des discontinuite´s, qui seront de´taille´es ci-apre`s.
3.4.1.3 Fonction objectif strictement convexe
E´tant donne´ que les composantes de l’ope´rateur L peuvent s’annuler en certains points de
l’image et que le champ d’occultation O est toujours non vide, le crite`re (3.44) est convexe
mais pas strictement. Pour se ramener a` la stricte convexite´ en accord avec les hypothe`ses
3.3.3.1 de l’algorithme que nous utilisons, on introduit un terme additif strictement convexe








ou` ϕ est suppose´e strictement convexe et le parame`tre α > 0, choisi d’une fac¸on empirique,
ponde`re l’influence du deuxie`me terme par rapport au premier.
A pre´sent, nous allons de´crire et mode´liser les contraintes traduisant les proprie´te´s connues
a priori sur le champ de disparite´ a` estimer comme des sous-ensembles convexes de la forme
(3.37), tout en respectant ainsi l’hypothe`se 3 de l’algorithme que nous utilisons. Pour chaque
sous-ensemble convexe ainsi de´fini, nous e´tablissons une expression de la projection sous-
diffe´rentielle sur cet ensemble.
En conside´rant des images discre`tes, comme c’est le cas en pratique, on peut repre´senter
une image par une matrice re´elle a` deux dimensions, de taille Nl × Nc, et dont les e´le´ments
donnent les niveaux de gris de l’image. L’espace des images sera donc de´sormais l’espace
euclidien H = RNl×Nc .
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3.4.2 Contrainte de plage de valeurs
Une interpre´tation de la contrainte e´pipolaire et de la contrainte de disparite´ positive
de´crites au paragraphe 2.3.3, permet de conclure que la fonction de disparite´ u est borne´e et
comprise entre une valeur minimale umin ≥ 0 et une valeur maximale umax.
Cette information sur l’espace de valeurs permet donc de placer la solution u sur l’ensemble
convexe suivant :
S1 = {u ∈ H | umin ≤ u ≤ umax}. (3.46)
Notons que la projection exacte sur l’ensemble S1 ci-dessus peut eˆtre calcule´e aise´ment, d’une
manie`re explicite.
3.4.3 Re´gularisation par variation totale
Dans la plupart des applications de ste´re´ovision, le champ de disparite´ u qu’on cherche
a` retrouver a vocation a` eˆtre lisse dans les zones homoge`nes et discontinu aux frontie`res des
objets. D’un point de vue the´orique, ceci peut se mode´liser en supposant que la disparite´ u
appartient a` l’espace BV des fonctions a` variation borne´e. L’inte´reˆt de cet espace, souvent
utilise´ dans les domaines du traitement d’images et celui de la vision par ordinateur, est
d’autoriser les discontinuite´s le long des contours de l’image.
Nous donnerons dans ce qui suit une formulation de cette information a priori qui consi-
de`re l’image de disparite´ u a` estimer comme e´tant constitue´e de diffe´rentes zones homoge`nes
se´pare´es par de franches discontinuite´s.
On rappelle ici la de´finition de l’espace BV et on renvoie le lecteur a` [Evans, Gariepy, 1992,
Giusti, 1984, Ambrosio et al., 2000] pour plus de de´tails. On suppose que Ω, le domaine de
l’image, est un ouvert borne´ de R2 et on appelle C10 (Ω) l’ensemble des fonctions continuˆment
diffe´rentiables a` support compact dans Ω.
De´finition 3.10 L’espace des fonctions a` variations borne´es (note´ BV (Ω)) est de´fini par :
BV (Ω) = {u ∈ L1(Ω) | sup
∫
Ω
u(s) divψ(s)ds <∞, ψ ∈ C10 (Ω) et sups∈Ω|ψ(s)| ≤ 1},
(3.47)
ou` div est l’ope´rateur de divergence.




u(s) div ψ(s)ds | ψ ∈ C10 (Ω) et sups∈Ω|ψ(s)| ≤ 1}, (3.48)
Proprie´te´s : On a :
1.
BV (Ω) ⊂ L2(Ω). (3.49)
2.
BV (Ω) ⊂ L1(Ω). (3.50)
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ou` | . |2 de´signe la norme euclidienne de R2.
Le succe`s de l’espace BV en traitement d’images est e´troitement lie´ a` celui du mode`le
de re´gularisation propose´ par Rudin, Osher et Fatemi [Rudin et al., 1992] pour la restaura-
tion d’images. La particularite´ de ce mode`le est de permettre un lissage de l’image tout en
pre´servant ses discontinuite´s. En effet, pour pallier aux inconve´nients de la re´gularisation qua-
dratique introduite par Tikhonov, les auteurs ont propose´ d’utiliser une re´gularisation fonde´e
sur la variation totale en formulant le proble`me inverse initial comme un proble`me de mini-
misation de la variation totale sous contraintes. L’avantage de cette re´gularisation est qu’une
fonction a` variation borne´e peut pre´senter des discontinuite´s au travers de courbes, et donc,
repre´senter les objets avec des bords nets.
Ces dernie`res anne´es, la minimisation de la variation totale pour des fins de re´gularisa-
tion a e´te´ applique´e pour re´soudre divers proble`mes inverses mal pose´s et s’est particulie`-
rement impose´e comme une bonne approche en traitement d’images [Dobson, Vogel, 1997,
Malgouyres, 2002, Osher et al., 2003, Durand, Froment, 2003, Dey et al., 2004], et plus re´-
cemment en vision par ordinateur [Aubert et al., 1999, Slesareva et al., 2005].
Ainsi, deux mode`les variationnels de re´gularisation par variation totale sont ge´ne´ralement
utilise´s :
• le premier mode`le repose sur la minimisation de la variation totale sous contraintes, et
se formule comme suit :
trouver u minimisant tv(u) tel que ‖Lu− r‖2 ≤ σ, σ > 0. (3.52)
• le second mode`le se traduit par l’ajout d’un terme de pe´nalisation base´ sur la variation
totale au terme d’attache aux donne´es du crite`re a` minimiser. Le proble`me devient :
trouver u minimisant tv(u) + α‖Lu− r‖2, α > 0. (3.53)
Re´cemment, Combettes et Pesquet [Combettes, Pesquet, 2003, Combettes, Pesquet, 2004a]
ont propose´ une nouvelle formulation pour prendre en compte la variation totale en restaura-
tion d’images. L’ide´e est d’utiliser la variation totale non plus comme un crite`re a` minimiser
mais comme une contrainte dans le cadre d’un proble`me de faisabilite´ convexe. Cette ide´e
est motive´e par l’observation que, dans de nombreux types de proble`mes, la variation totale
de l’image originale, qui est une mesure de la somme des amplitudes des discontinuite´s, ne
de´passe pas une certaine borne connue τ . Cette information restreint la solution a` appartenir
a` l’ensemble convexe suivant :
S2 = {u ∈ H | tv(u) ≤ τ}. (3.54)
En pratique, la borne τ peut eˆtre estime´e a` partir d’expe´rimentation ou en exploitant
des bases de donne´es d’images du meˆme type. Dans [Combettes, Pesquet, 2004a], les auteurs
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soulignent la robustesse de la contrainte (3.54) vis-a`-vis du choix de la borne τ sur la variation
totale pour une application en restauration d’images. Dans le chapitre suivant, nous pre´sen-
tons, au travers d’expe´rimentations, l’influence du choix de τ sur le calcul de la solution dans
le cadre de notre application.
3.4.3.1 Discre´tisation de la variation totale
Pour de´finir une variation totale discre`te, nous introduisons d’abord une version discre`te
de l’ope´rateur gradient. Si u ∈ H, le gradient de ∇̂u est un vecteur de H×H donne´ par :




u(x+ 1, y)− u(x, y) si 1 ≤ x < Nl,




u(x, y + 1)− u(x, y) si 1 ≤ y < Nc,
0 si y = Nc.
(3.56)























Si l’on note : 
Γx,y : u 7→
(
u(x+ 1, y)− u(x, y), u(x, y + 1)− u(x, y)
)
,
Γx,Nc : u 7→ u(x+ 1, Nc)− u(x,Nc),
ΓNl,y : u 7→ u(Nl, y + 1)− u(Nl, y),
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Proposition 3.4 La fonction tv : H → R est convexe et non diffe´rentiable.
De´monstration.
Comme les normes dans (3.59) sont convexes, leur somme est convexe [Rockafellar, 1970].
Ceci montre que la variation totale est une fonction convexe. Par ailleurs, ces normes sont non
diffe´rentiables a` l’origine. Il s’ensuit alors que, si l’une des conditions suivantes est satisfaite :
(i) 1 ≤ x ≤ Nl− 1, 1 ≤ y ≤ Nc− 1 et Γx,y(u) = 0, i.e., u(x+1, y) = u(x, y) = u(x, y+1).
(ii) 1 ≤ x ≤ Nl − 1 et Γx,Nc(u) = 0, i.e., u(x+ 1, Nc) = u(x,Nc).
(iii) 1 ≤ y ≤ Nc − 1 et ΓNl,y(u) = 0, i.e., u(Nl, y + 1) = u(Nl, y).
la variation totale est non diffe´rentiable en u ∈ H. 
3.4.3.2 Projection sous-diffe´rentielle sur S2
E´tablir une expression de la projection sous-diffe´rentielle de u ∈ H sur l’ensemble S2
ne´cessite le calcul d’un sous-gradient de tv(u). D’apre`s la de´finition (3.59) de la variation











∂|ΓNl,y(u)| ⊂ ∂tv(u), (3.60)
ou` ∂tv(u) est le sous-diffe´rentiel de la variation totale en u.
Le calcul sous-diffe´rentiel des termes de gauche de l’inclusion (3.60) diffe`re selon que les
conditions (i)-(iii) evoque´es plus haut sont satisfaites ou non [Combettes, Luo, 2002b]. Notons
que ces conditions sont satisfaites si l’image u est constante au voisinage d’un pixel (x, y).
Examinons par exemple le cas du premier terme :
• Si la condition (i) est satisfaite, la fonction u 7→ ∂|Γx,y(u)|2 n’est pas diffe´rentiable et son
sous-diffe´rentiel en u est donne´ par ∂|Γx,y(u)|2 = Γ⊤x,y(B2(0; 1)), ou` B2(0; 1) est le disque
ferme´ de norme unite´ dans R2 [Rockafellar, 1970]. E´tant donne´ que 0 ∈ ∂|Γx,y(u)|2, nous
pouvons choisir d’ignorer la contribution de ce terme dans la formulation finale du sous-
diffe´rentiel. On pose alors ∂|Γx,y(u)|2 = 0.
• Si la condition (i) n’est pas satisfaite, la fonction u 7→ ∂|Γx,y(u)|2 est diffe´rentiable en
u et ∇|Γx,y(u)|2 = Γ⊤x,yΓx,y(u)/|Γx,y(u)|2 est son unique sous-gradient.
Nous pouvons de´finir, d’une manie`re similaire, le sous-diffe´rentiel de la fonction u 7→ |Γx,Nc(u)|
(resp. u 7→ ∂|ΓNl,y(u)|). Ainsi, si la condition (ii) (resp. (iii)) est satisfaite, nous pouvons
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ignorer la contribution du terme correspondant. Sinon, la contribution est tout simplement
∇|Γx,Nc(u)| (resp. ∇|ΓNl,y(u)|).
Analytiquement, ceci revient a` e´crire :
∂|Γx,y(u)|2 =
{








0, si ΓNl,y(u) = 0;
Γ⊤Nl,yΓNl,y(u)/|ΓNl,y(u)|, sinon .
(3.61)













Enfin, en utilisant l’e´quation (3.38), la projection sous-diffe´rentielle d’une image u sur l’en-




‖t2‖2 t2, si tv(u) > τ ;
u, si tv(u) ≤ τ.
(3.63)
3.4.4 Re´gularisation suivant les contours de l’image de re´fe´rence
Le principe de la re´gularisation suivant les contours de l’image de re´fe´rence est de supposer
que les discontinuite´s de l’image de disparite´ constituent un sous-ensemble des discontinuite´s
en niveaux de gris pre´sentes dans l’image de re´fe´rence de la paire ste´re´oscopique. Une formula-
tion de cette re´gularisation, de´crite en de´tails dans le paragraphe 2.4.4.3, pour une utilisation
dans le contexte de notre application nous conduit a` de´finir l’ensemble convexe suivant :
S3 = {u ∈ H |
∫
Ω
(∇u(s))⊤D(∇Ig)(s)∇u(s) ds ≤ δ} , (3.64)
ou` δ est une constante positive qui peut eˆtre estime´e a` partir d’expe´rimentations. L’ide´e
de cette contrainte est donc d’atte´nuer le lissage le long de la direction perpendiculaire au
gradient de l’intensite´, lorsque |∇Ig| tend vers l’infini, et d’encourager ce lissage pour les
faibles valeurs du gradient de Ig correspondant aux zones homoge`nes de l’image.
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3.4.4.1 Discre´tisation
Pour de´finir une version discre`te du terme de re´gularisation suivant∫
Ω
(∇u(s))⊤D(∇Ig)(s)∇u(s) ds, (3.65)




du gradient de l’image de
gauche Ig, de manie`re similaire a` (3.56). On introduit ensuite une version discre`te D(∇̂Ig) de
l’ope´rateur de Nagel-Enkelmann. Ainsi, pour tout pixel (x, y), cet ope´rateur discret est une
matrice de taille 2× 2, que l’on note :
D̂(x, y) =
(
D1(x, y) D3(x, y)
D3(x, y) D2(x, y)
)
, (3.66)













(∇̂u)1(x, y))2D1(x, y) + ((∇̂u)2(x, y))2D2(x, y)
+ 2
(
(∇̂u)1(x, y))((∇̂u)2(x, y))D3(x, y). (3.67)
3.4.4.2 Projection sous-diffe´rentielle sur S3
On ve´rifie aise´ment que la fonction f3 est diffe´rentiable sur H. D’apre`s le the´ore`me 3.3, le
sous-diffe´rentiel ∂f3 de cette fonction est non vide et se re´duit au gradient de f3. On note t3
ce gradient de´fini, pour tout (x, y) ∈ {1, . . . , Nl} × {1, . . . , Nc}, par :
t3(x, y) =2
(
−D1(x, y)(∇̂u)1(x, y)1{x<Nl} +D1(x− 1, y)(∇̂u)1(x− 1, y)1{x≥2}
−D2(x, y)(∇̂u)2(x, y)1{y<Nc} +D2(x, y − 1)(∇̂u)2(x, y − 1)1{y≥2}
−D3(x, y)
(
(∇̂u)1(x, y) + (∇̂u)2(x, y))1{x<Nl,y<Nc}
+D3(x− 1, y)(∇̂u)2(x− 1, y)1{x≥2,y<Nc}
+D3(x, y − 1)(∇̂u)1(x, y − 1)1{x<Nl,y≥2}
)
, (3.68)
ou` 1A est e´gale a` 1 si la condition A est ve´rifie´e et 0 sinon.
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‖t3‖2 t3, si f3(u) > δ;
u, si f3(u) ≤ δ.
(3.69)
3.4.5 Re´gularisation dans le domaine des ondelettes
En s’inspirant de travaux re´cents effectue´s dans le cadre de la restauration d’images
[Combettes, Pesquet, 2004b], nous avons propose´ d’autres formes de contraintes de re´gula-
risation servant a` confe´rer une certaine re´gularite´ a` l’image de disparite´.
L’ide´e de base de cette re´gularisation est de supposer qu’une semi-norme de l’image de
disparite´, de´finie a` partir de coefficients d’ondelettes de u dans un espace X approprie´, est
borne´e. La forme ge´ne´rale de la contrainte associe´e a` cette information a priori s’e´crit :
S4 = {u ∈ H | ‖u‖X ≤ κ}, (3.70)
ou` κ > 0 et ‖ . ‖X est une semi-norme dans l’espace X .
Pour re´gulariser la solution et pre´server les discontinuite´s, l’espace X qui sert a` de´finir
la re´gularite´ a priori de u doit eˆtre choisi de fac¸on a` garantir les proprie´te´s de re´gulari-
sation de´sire´es, a` savoir lisser de manie`re isotrope dans les zones homoge`nes et pre´server
les discontinuite´s aux endroits importants comme les bords des objets. Lorsque X est l’es-
pace BV des fonctions a` variation borne´e, ‖u‖X est simplement la variation totale de u que
nous avons introduite pre´ce´demment et qui assure un lissage isotrope dans les zones homo-
ge`nes de la solution tout en pre´servant les discontinuite´s. Cependant, la variation totale d’une
image ne peut pas s’exprimer en fonction de ses coefficients en ondelettes. Une famille d’es-
paces bien adapte´e aux ondelettes est celle des espaces de Besov. La re´gularisation dans ces
espaces a de´ja` montre´ son efficacite´ dans de nombreux proble`mes en traitement d’images
[Choi, Baraniuk, 1999b, Chambolle et al., 1998, Choi, Baraniuk, 1999a, Bect et al., 2004].
Une des contributions de ce chapitre consiste donc a` choisir pour X dans l’expression de
la contrainte (3.70) des espaces de Besov Bσp,q (pour 0 < σ <∞, 1 ≤ p ≤ ∞ et 1 ≤ q ≤ ∞).
Un des arguments pour ce choix d’espaces est qu’ils contiennent des fonctions pouvant eˆtre
discontinues le long de courbes. Une autre raison est que les normes dans ces espaces sont
e´quivalentes a` des expressions relativement simples en terme des coefficients de l’image dans
une de´composition en ondelettes [Meyer, 1992b]. Enfin, notre choix est motive´ par l’aptitude
de l’algorithme que nous utilisons a` pouvoir facilement combiner des contraintes de´finies dans
le domaine spatial et d’autres de´finies dans un domaine transforme´, notamment le domaine
des ondelettes.
Nous donnons a` pre´sent une description des contraintes de re´gularisation que nous formu-
lons dans le domaine des ondelettes. Quelques rappels sur les ondelettes sont effectue´s dans
l’Annexe A.
On note WB la de´composition en ondelettes 2D dans une base se´parable B = {ψj,k,o =
2−jψo(·/2j − k)}j∈Z,k∈Z2,o∈{1,2,3} et (cBj,k,o(u))j∈Z,k∈Z2,o∈{1,2,3} les coefficients en ondelettes de
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u ∈ H issus de cette de´composition, ou` j ∈ Z est le niveau de re´solution et o ∈ {1, 2, 3}
de´signe l’orientation suivant les directions horizontale, verticale et diagonale. Le niveau de
re´solution le plus grossier de cette de´composition est note´ l.
Rappelons tout d’abord la de´finition suivante.
De´finition 3.12 Deux normes A et B sur H sont dites e´quivalentes si :
∃(C1, C2) ∈ (R∗+)2 tel que ∀u ∈ H, C1A(u) ≤ B(u) ≤ C2A(u). (3.71)
On note alors A ≃ B sur H.







Si l’on utilise des ondelettes posse´dant N + 1 moments nuls et de re´gularite´ au moins CN+1,
avec N ≥ σ, alors si u appartient a` l’espace de Besov Bσp,q, la norme de u sur cet espace est










Les fonctions dans les espaces de Besov Bσp,q, de´finis principalement par l’indice de re´gularite´ σ
et l’indice de tole´rance p, ont σ de´rive´es dans Lp(R2). Notons que l’indice q permettant de jouer
plus finement sur la re´gularite´ des fonctions, est d’importance secondaire par comparaison aux
indices σ et p. Un espace de Besov qui joue un roˆle central en traitement d’images est l’espace
Bσp,p avec 1/p = σ/2+1/2. Il s’agit des espaces de Besov de re´gularite´ minimale qui s’injectent
dans L2(R2) [DeVore, Lucier, 1992]. La norme sur ces espaces est de´finie par :








Dans ce travail, nous nous sommes particulie`rement inte´resse´s a` l’espace de Besov B11,1, en
prenant p = σ = 1. Cet espace est tre`s proche de l’espace des fonctions a` variations borne´es
BV du fait des inclusions suivantes (pour des fonctions de´finies sur Ω ⊂ R2 borne´) :
B11,1 ⊂ BV ⊂ L2(Ω). (3.75)
L’inclusion de gauche implique que l’espace B11,1 est presque aussi bien adapte´ que l’espace
BV pour mode´liser les images ge´ome´triques, comme e´tant constitue´es de diffe´rentes zones
homoge`nes se´pare´es par de franches discontinuite´s. L’ide´e dans ce travail est alors d’utiliser
pour X dans (3.70) l’espace de Besov B11,1. En annulant les coefficients de de´tails diagonaux,
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ou` la contribution du bruit est souvent plus forte que celle du signal utile, on obtient l’ensemble
convexe suivant associe´ a` une semi-norme sur cet espace :
S
(0,0)
4 = {u ∈ H |
∑
j∈Z,k∈Z2,o∈{1,2}
|cBj,k,o(u)| ≤ κ4}, (3.76)
ou` κ4 > 0.
A` l’instar de ces semi-normes sur les espaces de Besov caracte´rise´s par les coefficients en
ondelettes, nous avons propose´ une nouvelle semi-norme e´quivalente, et qui par conse´quent
satisfait les proprie´te´s de re´gularisation avec pre´servation de discontinuite´s. Imposer une borne
sur cette semi-norme, de´finie e´galement a` partir des coefficients en ondelettes de l’image,
restreint la solution a` appartenir a` l’ensemble convexe suivant :
S
(0,0)






|cBj,k,o(u)|2)1/2 ≤ κ5}, (3.77)
ou` κ5 > 0.
3.4.5.1 Invariance par translation
Un point faible de la transformation en ondelettes discre`te est qu’elle fait appel a` un
processus de de´cimation d’un facteur 2 afin de re´duire le nombre de coefficients au fur et
a` mesure que la re´solution devient plus grossie`re. De ce fait, elle n’est pas invariante par
translation. La proprie´te´ d’invariance par translation garantit qu’en cas de translation spatiale
de l’image, les coefficients d’ondelettes sont e´galement simplement translate´s. Dans le cadre de
la mise en correspondance, cette proprie´te´ est essentielle [Kim et al., 1997, Shi et al., 2001].
En effet, lorsque les images d’un couple ste´re´oscopique sont rectifie´es, le de´placement entre
un pixel de l’image de gauche et son correspondant dans l’image de droite se re´duit a` une
simple translation. Cette translation correspond a` la disparite´ associe´e a` ce pixel, qui de´pend
fortement de sa position dans l’image. La non-invariance par translation se traduit donc par
une prise en compte inhomoge`ne d’un point de vue spatial des valeurs de disparite´ dans
l’image, ce qui nuit aux performances de la mise en correspondance.
Remarque 3.5 L’invariance par rotation de la de´composition en ondelettes est, au meˆme
titre que l’invariance par translation, une proprie´te´ ne´cessaire dans bon nombre d’applications
en traitement d’images pour garantir une bonne repre´sentation de l’image. Notons, qu’en
revanche, ce proble`me ne se pose pas dans le cadre de la mise en correspondance, de`s lors que
les images de la paire ste´re´oscopique sont re´ctifie´es.
Une manie`re simple de pallier le proble`me d’invariance par translation de la transforme´e
en ondelettes discre`te est d’utiliser des transforme´es continues ou non de´cime´es. Ceci introduit
malheureusement une redondance accrue qui peut se re´ve´ler pe´nalisante en termes de couˆt
de calcul et de nombre de coefficients a` manipuler. La de´composition en ondelettes invariante
par translation que nous avons adopte´e ici consiste a` effectuer, a` chaque niveau de re´solution,
une transformation de´cime´e classique, pour tous les de´calages circulaires possibles de l’image
originale [Coifman, D.Donoho, 1995, Pesquet et al., 1996] ou un sous-ensemble d’entre eux.
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De´finition 3.13 Pour une image u donne´e, on appelle de´calage circulaire de u d’une po-
sition d ∈ Z2 et on note u(d) la version de´cale´e de u par d. Pour une de´composition discre`te
en ondelettes 2D sur l niveaux de re´solutions, il y a 22l de´calages circulaires possibles de u.
Par exemple, si l = 1, le de´calage d peut prendre quatre valeurs :
{(0, 0), (0, 1), (1, 0), (1, 1)}. (3.78)
Il est clair que si d = (0, 0), l’image n’est pas translate´e et u(d) est simplement l’image originale
u.
L’invariance par translation e´tant re´alise´e par la combinaison des diffe´rentes translations de
l’image, la contrainte de´finie par l’ensemble (3.76) devient :
S
′










) ≤ κ4}. (3.79)
Cette contrainte de re´gularisation globale permet de conserver la proprie´te´ d’invariance par
translation. Cependant, pour limiter la complexite´ de calcul, nous avons choisi de la diviser
en plusieurs contraintes faisant intervenir chacune la semi-norme de l’image de´cale´e. Plus















|cBj,k,o(u(d))| ≤ κ4}. (3.81)



















|cBj,k,o(u(d))|2)1/2 ≤ κ5}. (3.83)
Il est inte´ressant de noter que le choix que nous avons effectue´ de diviser les contraintes
de re´gularisation globales est motive´ par la capacite´ de l’algorithme que nous utilisons a`
incorporer, avec une grande flexibilite´, un grand nombre de contraintes convexes. Un autre gros
avantage qu’offre cet algorithme est la possibilite´ de le mettre en œuvre sur une architecture
a` processeurs paralle`les. Dans le contexte de ces contraintes, l’inte´reˆt d’une imple´mentation
paralle`le est renforce´. En effet, si 22l processeurs paralle`les sont disponibles, les contraintes
de re´gularisation (3.81) et (3.83) associe´es a` tous les de´calages possibles de l’image originale
peuvent eˆtre traite´es simultane´ment, ce qui permet de re´duire les temps de calcul.
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3.4.5.2 Projection sous-diffe´rentielle sur S4
Avant de formuler une expression de la projection diffe´rentielle sur l’ensemble S4, il peut
eˆtre inte´ressant d’e´noncer la proposition suivante sur le sous-diffe´rentiel des fonctions de´finies
a` partir des coefficients en ondelettes :
Proposition 3.5 Soient f et g deux fonctions convexes de H dans ]−∞,+∞], tel que
f = g ◦ WB , (3.84)
ou`WB est la de´composition dans une base orthonormale d’ondelettes B. Supposons qu’il existe
u ∈ H tel que g est finie et continue en WB(u), alors
∂f(u) = (WB)∗∂g(WB(u)) . (3.85)
La base B e´tant orthonormale, on a (WB)∗ = (WB)−1.
Ce re´sultat se de´duit des proprie´te´s e´le´mentaires des sous-diffe´rentielles [Ekeland, Temam, 1974].
Soit maintenant f4 la semi-norme donne´e par :






Graˆce a` la proposition 3.5, un sous-gradient t4 de la fonction f4 en u ∈ H peut eˆtre calcule´
dans le domaine des ondelettes comme suit :
cBj,k,o(t4) =

cBj,k,o(u), si o = 3,
sign(cBj,k,o(u)), si o ∈ {1, 2}.
(3.87)
ou` sign est la fonction signe de´finie par :
sign(ξ) =

1, si ξ > 0,
0, si ξ = 0,




4 le sous-gradient de f4 en u
(d) pour un de´calage d donne´, la translate´e de d de la
projection sous-diffe´rentielle sur l’ensemble convexe S
(d)
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3.4.5.3 Projection sous-diffe´rentielle sur S5
Soit a` pre´sent f5 la semi-norme associe´e a` l’ensemble de contrainte convexe S5. Elle s’e´crit









D’apre`s la proposition 3.5, un sous-gradient t5 de f5 en u ∈ H peut eˆtre exprime´ dans le
domaine des ondelettes de la manie`re suivante :
cBj,k,o(t5) =

cBj,k,o(u) si o = 3,
0 si o ∈ {1, 2} et wj,k(u) = 0,
cBj,k,o(u)/wj,k(u), si o ∈ {1, 2} et wj,k(u) > 0,
(3.91)





La projection sous-diffe´rentielle sur les ensembles convexes S
(d)
5 de l’e´quation (3.83) s’obtient
de manie`re similaire a` (3.89).
3.4.5.4 Projection exacte sur S5
Il peut eˆtre instructif de comparer la projection sous-diffe´rentielle pre´ce´dente a` une pro-
jection exacte. Calculer la projection exacte P
(d)
e de u(d) ∈ H sur chacun des sous-ensembles
S
(d)
5 de l’e´quation (3.83) revient a` re´soudre le proble`me de programmation quadratique sous
contrainte suivant :
Minimiser ‖u(d) − p(d)‖2 tel que p(d) ∈ S(d)5 . (3.93)
Nous montrons dans ce qui suit qu’il existe une solution quasi-explicite a` ce proble`me de
minimisation et, afin de simplifier les notations, nous omettons l’indice de de´calage d.
L’ensemble S5 e´tant de´fini dans le domaine des ondelettes et la de´composition e´tant orthogo-




|cBj,k,o(u)− cBj,k,o(p)|2 sous la contrainte
∑
j,k
wj,k(p) ≤ κ5 , (3.94)
ou` wj,k est donne´e par l’e´quation (3.92). Supposons que u 6∈ S5, il existe un multiplicateur de
Lagrange λl > 0 tel que ce proble`me est e´quivalent a`


















j,k wj,k(Pe) = κ5.
(3.96)
ou` µl = λl/2. Ce parame`tre est ajuste´ de manie`re a` ce que les relations de Kuhn et Tucker

























0, wj,k(u) − µl
)
est de´croissante et affine par morceaux. Par
ailleurs, pour que l’e´quation (3.97) soit valide, il est clair que le parame`tre µl ne doit pas
de´passer la valeur max(wj,k(u))j,k. Or µl e´tant strictement positif, une manie`re de re´duire
l’intervalle de recherche ]0,max(wj,k(u))j,k] afin de trouver une valeur approche´e de µl est de
proce´der par dichotomie. Cette proce´dure ite´rative est de´crite par les e´tapes suivantes.
Algorithme 3.4
• Poser a = 0, b = max(wj,k(u))j,k.
• Tant que (b− a) > ǫ faire
µl = (a+ b)/2





• fin tant que.
Une fois de´termine´ le multiplicateur de Lagrange µl, on reporte sa valeur dans l’e´quation
(3.96) pour obtenir l’expression, en termes des coefficients en ondelettes, de la projection de
u ∈ H sur l’ensemble S5, soit
cBj,k,o(Pe) =
{







cBj,k,o(u), si o ∈ {1, 2}.
(3.98)
Notons que la projection exacte sur chacun des ensembles S
(d)
4 s’obtient, en conside´rant la






Nous avons, dans ce chapitre, pre´sente´ une nouvelle me´thode d’estimation de la disparite´
a` partir d’une paire d’images ste´re´oscopiques. Cette me´thode variationnelle, qui s’appuie sur
une formulation ensembliste du proble`me de mise en correspondance, consiste a` minimiser une
fonction objectif diffe´rentiable et strictement convexe sur l’intersection d’ensembles convexes.
Les ensembles convexes sont associe´s a` des contraintes convexes mode´lisant toute proprie´te´
connue a priori sur le champ de disparite´ a` estimer. Dans ce travail, nous avons mis l’accent, en
particulier, sur une estimation d’un champ lisse tout en respectant les discontinuite´s pre´sentes
dans la sce`ne. Pour cela, diffe´rentes contraintes de re´gularisation satisfaisant cette proprie´te´
ont e´te´ conside´re´es. Ces contraintes sont de´finies dans le domaine spatial ou exprime´es a` partir
des coefficients en ondelettes de l’image.
Pour apporter une solution nume´rique au proble`me d’optimisation sous contraintes re´-
sultant, nous avons adopte´ un algorithme efficace ite´ratif par bloc. Cet algorithme emploie
les sous-gradients associe´s aux diverses contraintes pour approximer les projections sur les
ensembles correspondants, tout en e´vitant ainsi les projections exactes souvent difficles a`
calculer. Il offre une grande flexibilite´ quant a` l’incorporation de contraintes multiples, qui
doivent cependant toujours eˆtre convexes, et peut eˆtre mis en œuvre sur une architecture a`
processeurs paralle`les.
Dans le chapitre suivant, nous validons cette me´thode d’estimation de la disparite´ sur
diffe´rents exemples d’images ste´re´oscopiques synthe´tiques et re´els.
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Chapitre 4
Re´sultats expe´rimentaux
L’objectif de ce chapitre est de valider notre me´thode d’estimation de la disparite´ sur
diffe´rents types d’images ste´re´oscopiques. Dans un premier temps, nous validons la me´thode
propose´e d’un point de vue quantitatif. Pour cela nous exploitons des donne´es synthe´tiques et
re´elles pour lesquelles la « vraie »image de disparite´ est connue. L’utilisation de ces donne´es de
re´fe´rence, qui constituent par abus de langage la ve´rite´ terrain, nous permet par des crite`res
quantitatifs d’e´valuer la pertinence des champs de disparite´ calcule´s et de comparer l’efficacite´
des diffe´rentes contraintes de re´gularisation conside´re´es. Nous illustrons, dans un deuxie`me
temps, les re´sultats de la me´thode sur des images re´elles pour lesquelles aucune ve´rite´ terrain
n’est disponible.
4.1 Quelques de´tails de mise en œuvre
4.1.1 Formulation du crite`re
Nous rappelons que le proble`me qu’on se propose de re´soudre se formule comme suit :
trouver û ∈ S =
5⋂
i=1
Si, tel que J(û) = inf J(S), (4.1)
ou` la fonction objectif J , donne´e par l’e´quation (3.45), traduit l’hypothe`se de conservation de
la luminance entre les intensite´s des pixels homologues et les ensembles de contraintes convexes
(Si)1≤i≤5 mode´lisent l’information a priori sur le champ de disparite´ u et sont de´crits par les
e´quations (3.46), (3.54), (3.64), (3.80) et (3.82).
Notons que le crite`re J s’exprime au travers d’une mesure d’e´cart ϕ : R 7→ R diffe´rentiable
et strictement convexe. En guise d’illustration et pour des raisons de simplicite´ de mise en
œuvre, nous conside´rons dans ce chapitre une mesure de similarite´ quadratique, auquel cas le




[L(s)u(s)− r(s)]2 + α
∑
s∈D
[u(s)− u¯(s)]2 , (4.2)
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ou` u¯ est l’estime´e initiale donne´e par la me´thode de corre´lation et α est un parame`tre re´el
strictement positif.
En posant :










(L(s) r(s) + α u¯(s)) R−1(s) si s ∈ D \ O,
u¯(s) sinon,
(4.4)
le crite`re J se formule, d’une manie`re e´quivalente, comme suit :
J(u) = 〈u− u0 | R(u− u0)〉. (4.5)
Il est clair que J ∈ Γ0(H), qu’il est quadratique et strictement convexe. Les hypothe`ses 3.3.3.1
e´tant ainsi satisfaites, nous avons mis en œuvre l’algorithme 3.3, adapte´ a` la minimisation
de crite`res quadratiques, pour re´soudre nume´riquement (4.1) ou`, a` chaque ite´ration n de
l’algorithme :
a) tous les ensembles associe´s aux contraintes conside´re´es sont exploite´s, c’est a` dire In =
{1, . . . ,m} ;
b) les poids (ωi,n)i∈In sont pris e´gaux a` 1/m sur les m contraintes retenues ;
c) le parame`tre de relaxation λn prend la valeur maximale autorise´e Ln, ce qui permet
d’acce´le´rer la convergence de l’algorithme.
4.1.2 Choix des parame`tres
Les parame`tres qui entrent en jeu dans cet algorithme sont :
1. Le parame`tre de ponde´ration α de l’e´quation (4.2) − Il doit eˆtre fixe´ de manie`re a`
moduler l’influence du terme strictement convexe introduit dans la fonction objectif
globale que nous devons minimiser. En choisissant une forte valeur pour ce parame`tre,
le crite`re (4.2) ne sert plus qu’a` forcer u d’eˆtre proche de u¯. A` l’inverse, en prenant une
valeur de α faible, on privile´gie le terme d’attache aux donne´es par rapport au deuxie`me
terme. D’apre`s nos expe´rimentations, ceci ralentit conside´rablement la convergence de
l’algorithme. Un choix de α = 50 apparaˆıt expe´rimentalement comme un bon compromis
entre la rapidite´ de convergence et la qualite´ de la solution obtenue ; nous le conserverons
donc pour tous les tests effectue´s dans ce me´moire. Toutefois, notons que des valeurs
entre 10 et 100 pour ce parame`tre permettent e´galement d’obtenir de bons re´sultats.
2. Le parame`tre de diffusion ν dans l’ope´rateur de l’e´quation (2.59) − Le choix de ce
parame`tre permet de fixer la valeur de |∇Ig| au-dessous de laquelle la re´gularisation
induite par la contrainte de Nagel-Enkelmann diffuse de manie`re isotrope. Dans nos
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expe´riences, nous avons ajuste´ la valeur de ν de fac¸on a` ce que le lissage soit isotrope
sur 30 pourcent de l’image. Notons que, pour des valeurs de ν ≫ |∇Ig|, la contrainte de
re´gularisation (3.64) se comporte de manie`re e´quivalente a` une re´gularisation de type
Tikhonov.
3. Les bornes sur les diffe´rents ensembles de contraintes, a` savoir umin, umax, τ , δ, κ4 et
κ5 − Notons que le choix des amplitudes minimale umin et maximale umax peut se faire
en mesurant la disparite´ entre certains points d’inte´reˆt des images, de´tecte´s automati-
quement ou choisis manuellement. Ceci permet de connaˆıtre tre`s pre´cise´ment l’intervalle
de disparite´ a` utiliser pour une paire d’images donne´e. Cependant, le choix que l’on peut
faire de la valeur des autres parame`tres est moins e´vident et se de´termine ge´ne´ralement
a` partir d’expe´rimentations ou en exploitant des bases de donne´es d’images du meˆme
type que celles traite´es. Toutefois, comme il sera illustre´ plus loin au paragraphe 4.2.2.2,
notre me´thode est assez robuste vis-a`-vis du choix de ces parame`tres.
4.1.3 Crite`re d’arreˆt
E´tant donne´ qu’un champ de disparite´ un, ge´ne´re´ par l’algorithme 3.3, est solution de
(4.1) s’il appartient a` l’ensemble des solutions admissibles S, le crite`re d’arreˆt naturel qui
peut eˆtre utilise´ pour notre algorithme ite´ratif est la satisfaction de toutes les contraintes
conside´re´es. Ce crite`re est traduit par le test effectue´ a` l’e´tape 4 de l’algorithme. En effet,
si toutes les contraintes sont simultane´ment satisfaites, Ln est e´gal a` 0 et donc l’algorithme
s’arreˆte. Cependant, dans nos expe´rimentations, nous avons remarque´ qu’au fil des ite´rations
l’estimation un se rapproche de la solution sans ve´rifier strictement les contraintes prises
en compte. C’est pourquoi, afin de stopper l’algorithme, nous avons utilise´ le crite`re d’arreˆt
suivant :
‖un − un−1‖ < ε‖un‖, (4.6)
ou` ε > 0 est un seuil a` fixer. En ge´ne´ral, ce seuil, choisi de fac¸on empirique, doit eˆtre suffi-
samment petit. Pour l’ajuster, nous avons compare´ les re´sultats obtenus par notre algorithme
pour diverses valeurs du nombre d’ite´rations et nous avons releve´ la valeur de ǫ qui correspond
au meilleur compromis entre la qualite´ du re´sultat et le temps de calcul. Pour tous les tests
effectue´s dans ce me´moire, cette valeur est de l’ordre de 10−4.
4.2 Re´sultats sur des images avec ve´rite´ terrain disponible
4.2.1 Images teste´es et crite`res e´value´s
Afin d’e´valuer quantitativement la me´thode d’estimation de la disparite´ propose´e, nous
avons conside´re´ deux cate´gories d’images avec ve´rite´ terrain : des images re´elles et des images
de synthe`se. Dans le cas des images re´elles, nous avons utilise´ les images exploite´es dans le
protocole d’e´valuation et de comparaison des me´thodes de mise en correspondance de Schar-
stein et Szeliski [Scharstein, Szeliski, 2002]. Les auteurs de ce protocole ont mis a` disposition
sur le Web1 dix paires d’images pour lesquelles la ve´rite´ terrain est fournie. Parmi ces images,
1http ://cat.middlebury.edu/stereo/data.html
92 Re´sultats expe´rimentaux
Fig. 4.1 – Paire d’images Corridor et carte de disparite´ associe´e.
seules Tsukuba, Venus, Sawtooth, Map et Teddy sont utilise´es pour e´valuer notre me´thode.
Ces images sont pre´sente´es en couleur a` la figure 4.2. La paire d’images de synthe`se que nous
utilisons est la paire Corridor ge´ne´re´e a` l’universite´ de Bonn (cf. figure 4.1).
Lorsqu’on dispose de la ve´rite´ terrain, un grand nombre de crite`res quantitatifs peuvent eˆtre
e´value´s. Nous avons, dans ce travail, conside´re´ les deux crite`res suivants :
1. Erreur absolue moyenne − C’est la moyenne des valeurs absolues des erreurs entre







ou` Nl ×Nc est le nombre total de pixels.
2. Pourcentage d’appariements errone´s − Un appariement est conside´re´ errone´ si l’erreur






1(|ut(s)− uc(s)| > δs), avec 1(c) = 1 si c est vrai ou 0 sinon. (4.8)
Notons qu’un crite`re similaire a` (4.8) a e´te´ propose´ par Scharstein et Szeliski ou` un apparie-
ment est de´cre´te´ errone´ si l’erreur quadratique moyenne de´passe la valeur 1. Pour e´tudier le
comportement des me´thodes e´value´es face a` certaines difficulte´s, les auteurs proposent, dans
leur protocole d’e´valuation [Scharstein, Szeliski, 2002], d’appliquer ce crite`re dans trois zones
particulie`res de l’image, a` savoir toute l’image, les zones des discontinuite´s et les zones non
texture´es, sans prendre en compte les pixels occulte´s dans les trois zones (cf. figure 4.3). Pour
chaque paire d’images teste´e, ils fournissent ainsi sur le site du protocole2, en plus de la carte
de disparite´ the´orique, la carte des occultations, la carte des discontinuite´s et la carte des
zones non texture´es.
4.2.2 Expe´rimentations avec des contraintes spatiales
Dans ce paragraphe, nous pre´sentons une se´rie d’expe´rimentations re´alise´es pour valider
notre me´thode d’estimation de la disparite´ sur les images de la figure 4.2 en ne conside´rant,
2http ://cat.middlebury.edu/stereo/data.html
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(a) (b) (c)
Fig. 4.2 – Exemples de paires ste´re´oscopiques propose´es par Scharstein et Szeliski. De haut
en bas : Tsukuba, Sawtooth, Venus, Map, Teddy. (a) Image de gauche (b) Image de droite (c)
Carte de disparite´ the´orique.
94 Re´sultats expe´rimentaux
(a) (b) (c)
Fig. 4.3 – Zones d’e´valuation conside´re´es dans le protocole de Scharstein et Szeliski. Les pixels
noirs correspondent aux pixels occulte´s et les pixels blancs correspondent aux (a) pixels de
l’image (b) pixels proches d’une discontinuite´ (c) pixels dans une zone non texture´e.
dans un premier temps, que les contraintes de´finies dans le domaine spatial, a` savoir les
contraintes S1, S2 et S3. Notons que nous posse´dons la ve´rite´ terrain de toutes les images
teste´es, nous connaissons aussi les vraies valeurs des bornes ûmin, ûmax, τ̂ , δ̂ sur ces ensembles
de contraintes. Ces valeurs sont donne´es dans le tableau 4.1. Pour e´valuer la robustesse de
notre me´thode vis-a`-vis du choix des parame`tres τ et δ, deux situations ont e´te´ conside´re´es : 1)
lorsque ces parame`tres sont connus et 2) lorsqu’ils ne sont pas connus. Dans ce dernier cas, il
s’agit plus pre´cise´ment d’introduire des perturbations sur les vraies valeurs de ces parame`tres.
Paire ste´re´oscopique ûmin ûmax τ̂ δ̂
Tsukuba 5 14 1.2× 104 7.5× 105
Sawtooth 4 18 1.4× 104 5.5× 104
Venus 3 20 9.3× 103 1.7× 104
Map 4 29 9.9× 103 5.7× 104
Teddy 12.5 54 4.6× 104 2.6× 105
Tab. 4.1 – Vraies valeurs des bornes sur les ensembles de contraintes S1, S2 et S3 pour les
paires d’images de la figure 4.2.
4.2.2.1 Impact des contraintes sur la qualite´ de l’estimation
La figure 4.4 pre´sente les cartes de disparite´s calcule´es par minimisation de la fonction (4.2)
sur l’ensemble des solutions admissibles S1 ∩S2 ∩S3. Ces cartes sont obtenues en ajustant les
valeurs des bornes sur les ensembles conside´re´s, a` partir des valeurs du tableau 4.1 fournies par
les cartes de disparite´ the´oriques. Comme nous pouvons l’observer sur cette figure, les re´sultats
obtenus pour les paires d’images Sawtooth,Map et Venus (cf figure 4.5) sont meilleurs que ceux
obtenus pour Tsukuba et Teddy. En effet, ces dernie`res paires pre´sentent plus de difficulte´s
d’appariements que les autres. Les principales difficulte´s pour la mise en correspondance de
la paire Tsukuba sont des structures fines (comme la came´ra ou le bras de la lampe) et un
grand nombre d’occultations. La paire ste´re´oscopique Teddy est e´galement difficile a` apparier
du fait de la pre´sence de textures complexes et surtout de la grande plage de variation des
disparite´s. En effet, la disparite´ maximale pour l’objet le plus proche de cette sce`ne est de 54
pixels (cf. tableau 4.1).
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S1 ∩ S2 ∩ S3 S1 ∩ S2 S1 ∩ S3 S2 ∩ S3
Paire ste´re´oscopique EAM Err EAM Err EAM Err EAM Err
Tsukuba 0.43 7.89 0.46 9.23 0.50 11.57 0.53 10.25
Sawtooth 0.39 4.83 0.42 6.21 0.48 8.42 0.44 6.52
Venus 0.31 6.56 0.35 8.21 0.40 9.66 0.35 8.23
Map 0.56 3.87 0.63 4.49 0.79 10.7 0.62 4.51
Teddy 1.04 15 1.08 16 1.17 18 1.08 17
Tab. 4.2 – Impact des contraintes sur les re´sultats obtenus par notre me´thode. Le meilleur
re´sultat est obtenu lorsque toutes les contraintes sont prises en compte.
(a) Tsukuda (b) Sawtooth
(c) Teddy (d) Map
Fig. 4.4 – Cartes de disparite´ calcule´es par projection sur l’ensemble des solutions admissibles
S = S1 ∩ S2 ∩ S3.
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Dans le tableau 4.2, nous donnons, d’une part, les re´sultats quantitatifs correspondant
aux cartes de disparite´ de la figure 4.4 (ou` S = S1 ∩ S2 ∩ S3), suivant les deux crite`res que
nous utilisons et, d’autre part, pour illustrer le be´ne´fice de chacune des contraintes S1, S2
et S3, nous reportons les erreurs obtenues, lorsque l’une de ces contraintes n’est pas prise
en compte, l’ensemble des solutions admissibles S se re´duisant ainsi a` l’intersection des deux
autres contraintes. Dans ce tableau, nous notons en gras, pour chaque colonne, la meilleure
valeur obtenue pour le crite`re conside´re´, e´value´ sur toute l’image (sauf pour la paire Tsukuba
ou` il ne faut pas prendre en compte le bord de l’image, de dix-huit pixels, pour lequel la
ve´rite´ terrain n’est pas fournie). Les re´sultats de ce tableau sont conformes a` nos attentes
puisque, pour toutes les paires d’images teste´es, le meilleur re´sultat est obtenu lorsque toutes
les contraintes sont conside´re´es. Par ailleurs, en comparant les valeurs de la deuxie`me et de
la troisie`me colonne de ce tableau, nous pouvons constater que la re´gularisation par variation
totale, en conside´rant S = S1 ∩ S2, conduit a` de meilleurs re´sultats que la re´gularisation de
Nagel et Enkelmann ou` l’ensemble des solutions admissibles se re´duit a` S1∩S3, et ceci suivant
les deux crite`res e´value´s.
Nous pre´sentons sur la figure 4.5, pour la paire d’images Venus, les cartes de disparite´
estime´es par minimisation de (4.2) sur les diffe´rents ensembles des solutions admissibles et
nous indiquons e´galement les valeurs, calcule´es a` partir de ces cartes, de la variation totale,
de la norme f3 ainsi que de l’intervalle de disparite´, que l’on note respectivement τ˜ , δ˜ et
[u˜min, u˜max]. Nous rappelons qu’une contrainte est satisfaite si la valeur de la fonction associe´e
est infe´rieure a` la borne impose´e. Ainsi, en comparant les valeurs reporte´es sur cette figure a`
celles du tableau 4.1, nous pouvons remarquer que toutes les contraintes ne sont quasiment
simultane´ment satisfaites que lorsque tous les ensembles sont utilise´s. Ceci correspond a` la
carte de disparite´ de la figure 4.5(a) dont la qualite´ visuelle confirme qu’il est avantageux
d’incorporer des contraintes multiples sur la solution. Notons e´galement que la supe´riorite´ de
la re´gularisation par variation totale par rapport a` celle de Nagel-Enkelmann, de´ja` de´montre´e
a` partir des re´sultats du tableau 4.2, est confirme´e par cette figure. En effet, les contours
sur l’image de la figure 4.5(b) sont nettement mieux conserve´s que ceux de la figure 4.5(c)
et l’effet re´gularisant dans les zones homoge`nes est beaucoup plus marque´. Cependant, la
variation totale apparaˆıt moins robuste aux grandes valeurs d’erreurs. En effet, comme on
peut le voir sur la figure 4.5(c), le lissage des zones homoge`nes, avec une re´gularisation de
Nagel-Enkelmann, a permis de mieux faire disparaˆıtre les pixels aberrants.
4.2.2.2 Robustesse vis-a`-vis du choix des bornes des contraintes
En pratique, les bornes sur les ensembles des contraintes (Si)1≤i≤3 ne sont pas connues.
C’est pourquoi, bien qu’il soit possible de les ajuster expe´rimentalement, avec une certaine
pre´cision, il nous paraˆıt important d’e´tudier leurs influence sur les re´sultats obtenus. Dans ce
qui suit, nous e´valuons, en particulier, l’impact du choix des parame`tres τ et δ sur la qualite´
de la solution. En effet, comme nous l’avons mentionne´ au paragraphe 4.1.2, le choix de umin
et umax ne pose pas de proble`me et peut s’effectuer de manie`re pre´cise.
Notons uτ la carte de disparite´ obtenue par notre me´thode pour une borne τ donne´e
sur l’ensemble S2. Pour montrer l’influence de ce parame`tre sur les performances de notre
me´thode, nous calculons, pour diffe´rentes valeurs de τ , la racine carre´e de l’erreur quadratique
moyenne normalise´e ‖uτ −uτ̂‖/‖uτ̂‖, ou` uτ̂ est la disparite´ obtenue en prenant la vraie valeur
τ̂ . Le trace´ de cette erreur en fonction de τ/τ̂ , pour les paires d’images Tsukuba, Sawtooth
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(a) u˜min = 2.95, u˜max = 19.54 (b) u˜min = 2.96, u˜max = 19.26
τ˜ = 1.02× 104, δ˜ = 1.75× 104 τ˜ = 1.02× 104, δ˜ = 1.82× 105
(c) u˜min = 2.89, u˜max = 19.75 (d) u˜min = 1.36, u˜max = 21.55
τ˜ = 2.33× 104, δ˜ = 1.72× 104 τ˜ = 1.02× 104, δ˜ = 1.75× 104
Fig. 4.5 – Cartes de disparite´ calcule´es pour la paire d’images Venus par projection sur les
ensembles (a) S1 ∩ S2 ∩ S3 (b) S1 ∩ S2 (c) S1 ∩ S3 (d) S2 ∩ S3.
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Fig. 4.6 – Racine carre´e de l’erreur quadratique moyenne d’estimation en fonction de τ/τ̂ .






























Fig. 4.7 – Racine carre´e de l’erreur quadratique moyenne d’estimation en fonction de δ/δ̂.
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et Venus, est repre´sente´ a` la figure 4.6. Ces courbes montrent que notre me´thode est robuste
vis-a`-vis du choix de τ dans la mesure ou` si τ/τ̂ varie entre 0.8 et 1.7, l’erreur ne de´passe pas
5%.
Nous proce´dons de meˆme pour e´valuer la robustesse de la me´thode vis-a`-vis du choix de
la borne δ sur l’ensemble de contrainte S3. La figure 4.7 montre l’erreur quadratique moyenne
normalise´e pour des valeurs diffe´rentes de cette borne. En comparant les courbes de cette
figure avec celles de la figure 4.6, nous pouvons constater que notre approche est plus robuste
vis-a`-vis du choix de ce parame`tre que vis-a`-vis du choix de τ car, dans ce cas, l’erreur ne
de´passe pas 2% pour des valeurs de δ/δ̂ variant entre 0.8 et 1.7.
4.2.2.3 Affinement des re´sultats par re´initialisation
Pour mettre en place notre me´thode ite´rative d’estimation de la disparite´, une e´tape pre´li-
minaire de calcul d’un champ de disparite´ initial est ne´cessaire. Comme nous l’avons mentionne´
au paragraphe 3.4.1.1, la me´thode de mise en correspondance qui nous sert d’initialisation est
la me´thode par corre´lation. Pour implanter cette me´thode, nous avons choisi des feneˆtres de
corre´lation carre´es de taille 9× 9, centre´es sur le pixel conside´re´, et nous avons utilise´ comme
mesure de corre´lation la somme des carre´s des diffe´rences d’intensite´ SSD. L’inte´reˆt de la me´-
thode a` base de corre´lation, de´crite plus en de´tails en 2.4.1, est qu’elle est simple a` mettre en
œuvre et surtout qu’elle est relativement rapide. Cependant, e´tant une approche locale, cette
me´thode est particulie`rement sensible aux zones d’occultations et aux zones homoge`nes. Par
conse´quent, les erreurs d’appariement du champ initial ge´ne´re´es dans ces zones difficiles seront
importantes et auront ainsi tendance a` se re´percuter sur la solution. Nous pouvons observer
ce phe´nome`ne sur les cartes de disparite´ de la figure 4.4. Notons, en effet, que les pics de
disparite´ apparus en certains endroits de ces cartes proviennent des erreurs d’appariements
commises a` l’initialisation. Il faut donc affiner ces re´sultats par un processus de re´initialisa-
tion, qui consiste a` ite´rer successivement les estimations de disparite´ en prenant la solution
obtenue a` un cycle d’ite´rations donne´ comme initialisation du cycle suivant et en line´arisant
le crite`re (3.2) par rapport a` ces valeurs. Cette proce´dure ite´rative a pour but d’ame´liorer
l’estimation initiale a` chaque cycle et donc d’e´liminer les appariements de mauvaise qualite´.
Un autre avantage majeur de cette technique est qu’elle re´duit la de´pendance de la solution
vis-a`-vis du choix de l’estimation initiale.
La figure 4.8 montre les re´sultats interme´diaires pour la paire d’images Teddy ou` cinq
cycles d’ite´rations ont e´te´ conside´re´s. On voit sur ces images que ce processus ite´ratif permet
d’e´loigner, progressivement, l’estimation courante du champ initial et de converger ainsi vers
une solution plus cohe´rente et nettement meilleure que celle obtenue avec la premie`re estima-
tion de la disparite´. En effet, les erreurs sur le champ initial n’apparaissent plus sur le champ
final de la figure 4.8(f) et ceci malgre´ le fait que les amplitudes de disparite´ sur cette paire
d’images sont importantes. Ceci confirme que notre me´thode est e´galement robuste vis-a`-vis
de grandes variations de la disparite´. Nous pouvons aussi observer l’ame´lioration apporte´e par
le processus de re´initialisation sur les erreurs EAM et Err indique´es dans le tableau 4.3. Par
ailleurs, il ressort, de ce tableau et des images de la figure 4.8, que trois cycles d’ite´rations
suffisent pour s’affranchir des erreurs d’initialisation et aboutir ainsi au meilleur re´sultat sans
trop pe´naliser le temps de calcul.
Nous avons reporte´ dans la dernie`re colonne du tableau 4.3 le nombre d’ite´rations ne´-
cessaires pour atteindre la convergence de l’algorithme a` chaque e´tape de l’estimation. Ces
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(a) estimation initiale (b) cycle 1 (c) cycle 2
(d) cycle 3 (e) cycle 4 (f) re´sultat final
Fig. 4.8 – Re´sultats interme´diaires pour l’estimation de la carte de disparite´ de la paire
d’images Teddy.
E´tape EAM Err nombre d’ite´rations
estimation initiale 1.75 26 −
cycle 1 1.56 21 734
cycle 2 1.44 21 549
cycle 3 1.04 17 257
cycle 4 0.99 16 215
re´sultat final 0.98 17 201
Tab. 4.3 – Re´sultats interme´diaires pour l’estimation de la paire d’images Teddy.
Technique Tsukuba Venus Teddy
Bimg Bdisc Bnontext Bimg Bdisc Bnontext Bimg Bdisc Bnontext
AdaptingBP [Klaus et al., 2006] 0.273 0.101 0.133 0.161 0.021 0.072 0.331 0.141 0.041
Gc+Occ [Kolmogorov, Zabih, 2001] 0.101 0.112 0.031 0.365 0.084 0.184 1.035 0.375 0.326
SegTreeDP [Deng, Lin, 2006] 0.314 0.133 0.174 0.192 0.021 0.051 0.664 0.273 0.154
AdaptWeight [Yoon, Kweon, 2006] 0.222 0.101 0.122 0.294 0.032 0.103 0.633 0.364 0.072
SSD+MF [Scharstein, Szeliski, 2002] 1.256 0.426 0.546 0.486 0.084 0.305 1.166 0.506 0.285
Corre´lation 1.465 0.675 0.725 0.587 0.145 0.356 1.477 0.607 0.377
Notre approche 0.273 0.214 0.122 0.233 0.043 0.103 0.562 0.262 0.113
Tab. 4.4 – Re´sultats comparatifs pour les paires d’images Tsukuba, Venus et Teddy en utilisant
le crite`re d’erreur absolue moyenne.
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valeurs indiquent que le plus grand nombre d’ite´rations est requis au premier cycle du pro-
cessus. Cela s’explique par le fait que les erreurs sur la premie`re estimation initiale sont les
plus importantes et que le champ de disparite´ initial est ainsi le plus e´loigne´ de la solution
finale recherche´e.
4.2.2.4 Comparaison avec d’autres me´thodes de mise en correspondance
Dans ce paragraphe, nous cherchons a` comparer les performances de notre me´thode a` celles
des approches de´veloppe´es dans la litte´rature. Nous utilisons, pour cela, les me´thodes les plus
re´centes et les mieux classe´es d’apre`s le protocole d’e´valuation de Scharstein et Szeliski et dont
il est possible de te´le´charger les re´sultats directement depuis le site du protocole3. Parmi ces
me´thodes, nous conside´rons cinq me´thodes repre´sentatives de diffe´rentes approches de mise
en correspondance, en conservant les de´signations donne´es par Scharstein et Szeliski :
– la me´thode de Klaus et al. [Klaus et al., 2006] qui s’appuie sur une optimisation par
propagation de croyance, note´e AdaptingBP,
– l’algorithme de Kolmogorov et Zabih [Kolmogorov, Zabih, 2001] a` base de coupures de
graphes, note´ Gc+Occ,
– la me´thode de Deng et Lin [Deng, Lin, 2006] utilisant la programmation dynamique,
note´e SegTreeDP,
– la me´thode de Yoon et Kweon [Yoon, Kweon, 2006] utilisant des feneˆtres adaptatives,
note´e AdaptWeight,
– l’imple´mentation de Scharstein et Szeliski [Scharstein, Szeliski, 2002] utilisant des fe-
neˆtres multiples, note´e SSD+MF .
Notons que les trois premie`res me´thodes sont globales et que les deux dernie`res sont locales.
Les re´sultats de notre me´thode ont e´te´ obtenus en conside´rant trois cycles d’ite´rations, les
ensembles de contraintes S1, S2 et S3 et en ajustant les valeurs des bornes sur ces ensembles
a` partir des cartes de disparite´ the´oriques disponibles. Pour comparer nos re´sultats a` ceux
obtenus par les diffe´rentes me´thodes cite´es, nous utilisons le crite`re d’erreur absolue moyenne
e´value´ en ne prenant en compte que les pixels visibles, dans les trois zones de la figure 4.3, a`
savoir toute l’image, note´e Bimg, les zones des discontinuite´s, dont l’union est note´e Bdisc et les
zones non texture´es, dont l’union est note´e Bnontext. L’ensemble des re´sultats, pour les paires
d’images Tsukuba, Venus et Teddy, est regroupe´ dans le tableau 4.4, ou` nous avons indique´
le rang de chaque me´thode parmi toutes les me´thodes e´value´es. Nous y donnons e´galement
les re´sultats obtenus avec la me´thode de corre´lation nous servant d’initialisation. Graˆce a` ce
tableau, nous pouvons remarquer que notre me´thode, meˆme si elle n’obtient pas le meilleur
classement, soutient la comparaison avec les me´thodes les plus performantes. Ceci confirme
la fiabilite´ et l’efficacite´ de notre estimation. La me´thode AdaptingBP base´e sur la tech-
nique de propagation de croyance est en ge´ne´ral la mieux classe´e. Notons que la propagation
de croyance a e´te´ compare´e a` la me´thode de coupures de graphes par Tappen et Freeman
[Tappen, Freeman, 2003] qui ont montre´ que ces deux techniques d’optimisation re´centes sont
aussi performantes l’une que l’autre. Cependant, le comportement plus performant de la me´-
thode AdaptingBP par rapport a` celui de Gc+Occ est duˆ principalement a` l’utilisation de la




Fig. 4.9 – Re´sultas obtenus avec les paires d’images Tsukuba, Venus et Teddy. (a) vraie
disparite´ (b) carte de disparite´ estime´e (c) carte de pixels errone´s : plus le pixel est fonce´
et plus l’appariement est mauvais. Ces re´sultats sont obtenus en conside´rant trois cycles de
re´initialisations.
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pre´sentant des me´thodes de mise en correspondance qui inte`grent une technique de segmen-
tation afin d’ame´liorer leurs performances, en particulier dans les zones non texture´es et les
zones des discontinuite´s. La me´thode SegTreeDP consiste ainsi a` effectuer une segmentation
en re´gions de l’image de re´fe´rence et a` utiliser la programmation dynamique pour mettre en
correspondance sur chaque droite e´pipolaire les segments appartenant a` la meˆme re´gion. En-
fin, notons que la me´thode AdaptWeight, bien qu’e´tant une me´thode locale, obtient de bons
re´sultats mais, qu’en revanche, le re´sultat des autres approches locales, a` savoir la me´thode
SSD+MF et celle par simple corre´lation, est assez mauvais.
Les cartes de disparite´s estime´es par notre me´thode pour les paires d’images Tsukuba,
Venus et Teddy sont pre´sente´es a` la figure 4.9. Nous montrons sur cette figure, pour chaque
paire d’images, l’erreur absolue sous la forme d’une carte de diffe´rence, que nous avons inverse´
pour avoir une meilleure visibilite´. Les pixels fonce´s repre´sentent ainsi les appariements erro-
ne´s et les pixels blancs indiquent une ressemblance quasi-parfaite avec la carte de disparite´
the´orique (cf. figure 4.9(c)). Cette figure montre que notre me´thode obtient de bons re´sultats
et permet de s’affranchir comple`tement des proble`mes lie´s aux zones non texture´es mais, qu’en
revanche, elle se comporte moins bien dans les zones des discontinuite´s, qui ne´anmoins, sont
globalement bien pre´serve´es (cf. figure 4.9(b)).
4.2.3 Introduction de contraintes de´ﬁnies dans le domaine des ondelettes
Nous introduisons dans cette partie les contraintes de re´gularisation de´finies dans le do-
maine des ondelettes, a` savoir les contraintes S4 et S5, et nous comparons leurs performances
a` celles d’une re´gularisation par variation totale. En effet, bien qu’il soit avantageux d’intro-
duire le plus grand nombre de contraintes possibles sur la solution, nous avons observe´ que
l’utilisation simultane´e des contraintes de re´gularisation avec pre´servation des discontinuite´s
associe´es aux ensembles S2, S4 et S5 augmente sensiblement le temps de calcul tout en ame´-
liorant de tre`s peu les re´sultats. C’est pourquoi, nous avons choisi de ne conside´rer qu’une
seule de ces contraintes que l’on ajoute aux contraintes associe´es aux ensembles S1 et S3.
4.2.3.1 Choix de la base d’ondelettes
Le choix d’une base d’ondelettes bien adapte´e aux images de disparite´ constitue´es de zones
homoge`nes se´pare´es par des discontinuite´s, joue un roˆle important dans la re´gularisation as-
socie´e aux contraintes S4 et S5. Dans ce travail, ou` nous nous inte´ressons essentiellement
aux coefficients de de´tails horizontaux et verticaux, nous avons choisi une base de Haar bien
adapte´e aux fortes discontinuite´s. Nous avons aussi e´value´ les ondelettes de Daubechies, les
Symlets et les Coiflets. Les erreurs absolues moyennes, obtenues sur une portion 256 × 256
de la paire d’images Sawtooth, en conside´rant ces diffe´rentes bases d’ondelettes sont donne´es
dans le tableau 4.5. Notons que, dans le but de mieux e´valuer l’impact du choix de l’ondelette
sur la performance des contraintes S4 et S5, nous n’avons pas pris en compte la contrainte
de re´gularisation de Nagel-Enkelmann traduite par l’ensemble S3. Graˆce au tableau 4.5, nous
pouvons observer que le choix de l’ondelette n’a que peu d’influence sur le re´sultat de l’es-
timation. Toutefois, la simplicite´ de mise en œuvre et les re´sultats le´ge`rement meilleurs de
l’ondelette de Haar confirment notre choix de cette base. Par ailleurs, les gains observe´s avec
une de´composition en ondelettes discre`te redondante justifient la ne´cessite´ de recourir a` une
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sans avec
invariance par translation invariance par translation
Ondelettes Niveau S1 ∩ S4 S1 ∩ S5 S1 ∩ S4 S1 ∩ S5
Coiflets 2 l = 1 0.5754 0.5713 0.4548 0.4533
l = 2 0.5746 0.5688 0.4536 0.4529
Symlets 4 l = 1 0.5430 0.5417 0.4399 0.4381
l = 2 0.5426 0.5412 0.4387 0.5473
Daubechies 4 l = 1 0.5536 0.5532 0.4335 0.4329
l = 2 0.5531 0.5529 0.4330 0.4327
Haar l = 1 0.5411 0.5388 0.4296 0.4287
l = 2 0.5398 0.5376 0.4292 0.4263
Tab. 4.5 – Erreurs absolues moyennes obtenues sur une portion 256×256 de la paire d’image
Sawtooth.
transformation invariante par translation. Pour mettre en œuvre les contraintes S4 et S5, nous
avons ainsi imple´mente´ la de´composition invariante par translation, telle que nous l’avons de´-
crite dans le chapitre pre´ce´dent (cf. paragraphe 3.4.5.1), sur la base de Haar en conside´rant
un seul niveau de re´solution. En effet, en comparant les re´sultats obtenus avec une de´compo-
sition sur un puis deux niveaux de re´solution (cf. tableau 4.5), nous n’observons qu’une le´ge`re
ame´lioration pour un couˆt de calcul plus e´leve´. Il nous paraˆıt donc justifie´ de ne faire la de´-
composition que sur un seul niveau de re´solution. Ceci revient a` effectuer les transformations
pour quatre de´calages circulaires de l’image, que nous avons alterne´s de manie`re a` ce qu’un
seul ensemble, associe´ a` une transformation suivant un de´calage d ∈ {0, 1}2 donne´, soit utilise´
a` chaque ite´ration de l’algorithme.
Remarque 4.1 Notons que l’expression (3.73) de´finissant la norme d’une image u ∈ H sur
l’espace de Besov Bσp,q en termes de ses coefficients en ondelettes, n’est valide que si l’ondelette
choisie posse`de N + 1 moments nuls avec N ≥ σ. Or, l’ondelette de Haar posse´dant un seul
moment nul (cf. Annexe A), la semi-norme associe´e a` l’ensemble S4 (et celle associe´e a`
l’ensemble S5 e´tant e´quivalente), en choisissant cette ondelette, ne peut plus rigoureusement
eˆtre conside´re´e comme une semi-norme sur l’espace de Besov B11,1.
4.2.3.2 Comparaison des contraintes de re´gularisation
Pour illustrer les re´sultats des diffe´rentes contraintes de re´gularisation avec pre´servation
des discontinuite´s, nous utilisons la paire d’images de synthe`se Corridor de la figure 4.1.
Cette paire, tre`s utilise´e pour l’e´valuation des algorithmes de mise en correspondance, com-
porte peu d’occultations, une texture re´pe´titive et des re´gions homoge`nes. La ve´rite´ terrain
e´tant disponible, nous avons utilise´ le crite`re EAM pour e´valuer quantitativement la qualite´
des estimations. La figure 4.10 pre´sente une comparaison entre la disparite´ estime´e par notre
me´thode en utilisant les contraintes de re´gularisation introduites dans le domaine des onde-
lettes (S = S1 ∩ S3 ∩ S4 ou S = S1 ∩ S3 ∩ S5) et en utilisant la re´gularisation par variation
totale (S = S1 ∩ S2 ∩ S3). Nous avons choisi pour ces trois estimations de de´marrer notre
algorithme avec une estime´e initiale donne´e par la me´thode de corre´lation et de conside´rer par
la suite trois cycles de re´initialisations. La carte de disparite´ initiale, pour le premier cycle, est




Fig. 4.10 – Re´sultats pour la paire ste´re´oscopique Corridor. (a) Image de gauche. (b) Disparite´
the´orique. (c) Disparite´ initiale. Disparite´ estime´e par notre me´thode en conside´rant une
re´gularisation par l’ensemble (d) S2 (e) S4 (f) S5.
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pre´sente´e a` la figure 4.10(c). Celle-ci montre de nombreuses erreurs de mise en correspondance
duˆes aux motifs re´pe´titifs du sol et au manque de texture sur les murs. En effet, deux points
situe´s sur ces re´gions ont des attributs d’intensite´ identiques dans un voisinage donne´, ce qui
pose un proble`me pour le score de corre´lation et engendre donc des erreurs d’appariement
importantes. En observant l’ensemble de ces re´sultats, nous constatons la capacite´ de notre
me´thode, pour les diffe´rentes re´gularisations conside´re´es, a` fournir une carte de disparite´ pre´-
cise ou` les larges zones homoge`nes tels que le plafond et les murs sont bien estime´es et les
contours des objets sont pre´serve´s. Notons qu’il peut parfois paraˆıtre difficile de distinguer
visuellement les re´sultats des diffe´rentes re´gularisations mais, qu’en revanche, les erreurs ab-
solues moyennes donne´es dans le tableau 4.6 montrent clairement que la re´gularisation par la
semi-norme quadratique, relative a` l’ensemble S5, conduit au meilleur re´sultat.
Sans ajout niveaux de bruit
Technique de bruit σ2n = 1 σ
2
n = 10 σ
2
n = 100
Corre´lation 0.52 0.65 0.99 1.26
Re´gularisation par variation totale 0.24 0.29 0.33 0.50
Re´gularisation par l’ensemble S4 0.21 0.26 0.30 0.46
Re´gularisation par l’ensemble S5 0.19 0.24 0.26 0.41
Tab. 4.6 – Re´sultats comparatifs sur la paire d’images Corridor utilisant l’erreur absolue
moyenne.
Par ailleurs, pour e´valuer la robustesse de la me´thode propose´e en pre´sence de bruit, nous
avons ajoute´ aux images de la paire Corridor un bruit gaussien de moyenne nulle et d’e´cart
type variable σn. Les erreurs obtenues pour trois niveaux diffe´rents de bruit sont indiquee´s
dans le tableau 4.6. Les figures 4.11 et 4.12 pre´sentent la paire d’image Corridor a` laquelle
nous avons applique´ un bruit de variance σ2n respectivement e´gale a` 10 et 100, ainsi que les
champs de disparite´ estime´s. Ces re´sultats, avec ceux du tableau 4.6, mettent en e´vidence
le bon comportement de notre me´thode en pre´sence de bruit additif gaussien. En effet, nous
pouvons observer que le re´sultat de l’approche par corre´lation se de´grade au fur et a` mesure que
l’amplitude de bruit augmente alors que le re´sultat de notre me´thode reste pre´cis et la qualite´
de l’image de disparite´ calcule´e demeure satisfaisante. Nous pouvons e´galement remarquer que
dans le cas de ces images bruite´es, la re´gularisation dans le domaine des ondelettes apporte de
nettes ame´liorations par rapport a` la variation totale, tant visuellement que quantitativement,
et permet de mieux s’affranchir des erreurs lie´es a` l’initialisation.
4.2.3.3 Imple´mentation paralle`le et couˆt de calcul
La paralle´lisation permet, lorsque plusieurs processeurs paralle`les sont disponibles, de re´-
duire le temps de calcul. Dans nos expe´riences pre´ce´dentes, nous avons imple´mente´ notre
algorithme d’optimisation de manie`re cyclique en ignorant la possibilite´ de calcul paralle`le.
Toutefois, comme nous l’avons de´ja` indique´ dans le chapitre 3, graˆce a` sa structure ite´rative
par bloc, cet algorithme peut eˆtre efficacement mis en œuvre sur une architecture a` proces-
seurs paralle`les en adaptant, par le choix des blocs d’ensembles, la charge de calcul de chaque
ite´ration a` la puissance des processeurs paralle`les disponibles. Dans l’objectif de comparer
la re´gularisation dans le domaine des ondelettes a` celle dans le domaine spatial, nous avons




Fig. 4.11 – Re´sultats pour la paire Corridor de´grade´e par un bruit gaussien de variance 10.
(a) Image de gauche. (b) Image de droite. (c) Disparite´ initiale. Disparite´ estime´e par notre





Fig. 4.12 – Re´sultats pour la paire Corridor de´grade´e par un bruit gaussien de variance 100.
(a) Image de gauche. (b) Image de droite. (c) Disparite´ initiale. Disparite´ estime´e par notre
me´thode en conside´rant une re´gularisation par l’ensemble (d) S2 (e) S4 (f) S5.
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Fig. 4.13 – Erreur quadratique moyenne normalise´e en fonction du temps CPU.
envisage´ une telle strate´gie en se restreignant a` la paralle´lisation de la contrainte de re´gula-
risation. Il est e´vident que cette paralle´lisation est plus favorable a` la re´gularisation dans le
domaine des ondelettes qu’a` la re´gularisation par variation totale. En effet, dans le cas des




5 suivant un de´calage
circulaire d donne´, il est possible, dans le cadre d’une architecture paralle`le, d’assigner chaque
contrainte a` un processeur. Cependant, ne disposant pas d’une telle architecture, nous avons
simule´ la mise en œuvre en paralle`le de ces contraintes sous le logiciel de calcul Matlab, en
supposant que quatre processeurs paralle`les sont disponibles. La figure 4.13 illustre la conver-
gence de l’algorithme, pour les diffe´rentes re´gularisations, en montrant l’e´volution de l’erreur
moyenne normalise´e en fonction du temps CPU. Il est clair, d’apre`s cette figure, que l’utili-
sation des contraintes de´finies dans le domaine des ondelettes, notamment la contrainte S5,
permet d’acce´le´rer conside´rablement la convergence de l’algorithme.
Notons, par ailleurs, que les contraintes S4 et S5, de´finies dans le domaine des ondelettes,
ont e´te´ introduites en employant les projections sous-diffe´rentielles sur les ensembles associe´s
Sd4 et S
d
5 , mais comme la projection exacte sur ces ensembles peut eˆtre calcule´e de manie`re
quasi-explicite (cf. paragraphe 3.4.5.4), il peut eˆtre inte´ressant de comparer les performances
des deux types de projections. Les comparaisons mene´es, dans ce but, nous ont ainsi permis
de conclure que les cartes de disparite´ obtenues suivant les deux proce´de´s de projection, sont
proches mais, qu’en revanche, la projection exacte est plus couˆteuse en temps de calcul. Celle-
ci fait, en effet, appel, a` chaque ite´ration de l’algorithme, a` une proce´dure de dichtomie qui
est a` l’origine de la complexite´ plus e´leve´e de cette me´thode.
4.3 Re´sultats sur des images re´elles
Nous allons dans cette section pre´senter les re´sultats obtenus par notre me´thode, en consi-





Fig. 4.14 – Se´quence d’images flower garden. En haut : (a) image 1 (b) image 4 (c) image 10.
Au milieu : Re´sultats obtenus sur les images 1 et 4 par (d) corre´lation (e) Gc+Occ (f) notre
me´thode. En bas : Re´sultats obtenus sur les images 1 et 10 par (g) corre´lation (h) Gc+Occ
(i) notre me´thode.
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(a) (b)
(c) (d)
Fig. 4.15 – Re´sultats pour les images parking meter. (a) Image de gauche (b) me´thode par
corre´lation (c) me´thode de coupures de graphes (d) notre me´thode.
comparaison, nous reportons e´galement les re´sultats de la me´thode par corre´lation et ceux
de la me´thode Gc+Occ de Kolmogorov et Zabih [Kolmogorov, Zabih, 2001] utilisant les cou-
pures de graphes. Cependant, la ve´rite´ terrain e´tant inconnue, seules des e´valuations visuelles
peuvent eˆtre effectue´es.
4.3.1 Se´quence Flower garden
La premie`re expe´rimentation concerne les images extraites de la se´quence vide´o flower
garden, pre´sentant un faible mouvement de translation entre deux images successives. La
figure 4.14 montre les images 1, 4 et 10 de cette se´quence. Nous avons, dans un premier
temps, expe´rimente´ notre me´thode sur les images 1 et 4, ayant un de´placement maximal de
12 pixels entre les deux vues. Dans un second temps, pour e´valuer la robustesse de notre
me´thode vis-a`-vis de grands de´placements, nous l’avons teste´e sur les images 1 et 10 dont la
disparite´ maximale est de 25 pixels. Les cartes de disparite´ estime´es sont montre´es a` la figure
4.14. En comparant ces re´sultats, nous pouvons observer que la plage de variation de disparite´
n’a que peu d’impact sur la qualite´ de la solution. En effet, les re´sultats de notre estimation,
aussi bien dans le cas d’images proches (images 1 et 4) que dans le cas d’images e´loigne´es
(images 1 et 10), sont satisfaisants et de meilleure qualite´ que ceux obtenus par les me´thodes
par corre´lation et a` base de coupures de graphe.
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4.3.2 Paire d’images Parking meter
Nous pre´sentons maintenant les re´sultats obtenus sur la paire d’images Parking meter,
issue de la base de donne´es JISCT4. L’image de gauche de cette paire ste´re´oscopique est
pre´sente´e a` la figure 4.15(a). Celle-ci montre trois parcme`tres ainsi qu’une partie d’une voiture
gare´e devant un immeuble. Les re´sultats de notre me´thode sur cette paire d’images sont
satisfaisants et cohe´rents avec la structuration des e´le´ments de la sce`ne observe´e. De plus,
ces re´sultats sont nettement meilleurs que ceux obtenus avec la me´thode de corre´lation. En
ajustant le parame`tre de re´gularisation de la me´thode par coupures de graphes, on parvient
e´galement a` obtenir de bons re´sultats avec cette me´thode sur la paire d’images conside´re´e.
4.4 Conclusion
Dans ce chapitre, nous avons e´value´ les performances de notre me´thode d’estimation de la
disparite´ sur diffe´rentes paires d’images synthe´tiques et re´elles. Pour cela, nous avons conside´re´
une fonction objectif quadratique convexe et nous avons mis en place l’algorithme ite´ratif par
bloc de´crit dans le chapitre pre´ce´dent.
En exploitant, dans un premier temps, les contraintes de´finies dans le domaine spatial, nous
avons mene´ une premie`re se´rie d’expe´rimentations graˆce auxquelles, nous avons pu :
– mesurer l’impact de chaque contrainte sur la solution obtenue et confirmer ainsi l’avan-
tage d’introduire des contraintes multiples sur la solution ;
– e´valuer la robustesse de notre me´thode vis-a`-vis du choix des bornes sur les ensembles
des contraintes ;
– montrer l’ame´lioration apporte´e par le processus de re´initialisation sur l’affinement des
re´sultats ;
– comparer les performances de notre me´thode a` celles des approches concurrentes dispo-
nibles dans la litte´rature.
En introduisant, dans un second temps, les contraintes de´finies dans le domaine des ondelettes,
nous nous sommes parvenus a` :
– comparer les performances de la re´gularisation associe´e a` ces contraintes a` celle d’une
re´gularisation par variation totale ;
– e´valuer la robustesse de notre approche en pre´sence d’un bruit additif gaussien ;
– illustrer la convergence de l’algorithme, notamment dans le cas d’une imple´mentation
paralle`le.
Les e´valuations et les comparaisons e´tablies confirment ainsi la robustesse et la fiabilite´ de la
me´thode propose´e, qui permet notamment de s’affranchir des proble`mes lie´s aux zones des
discontinuite´s et aux zones non texture´es de l’image. Dans le chapitre suivant, nous e´tendons
notre me´thode pour prendre en compte une autre difficulte´ de la mise en correspondance
ste´re´oscopique, a` savoir les variations d’illumination induites entre les images ste´re´oscopiques
de la sce`ne observe´e.
4http ://vasc.ri.cmu.edu/idb/html/jisct/
Chapitre 5
Prise en compte des variations
d’illumination
5.1 Introduction
L’un des proble`mes les plus de´licats en vision par ordinateur, notamment dans le cadre
de la mise en correspondance ste´re´oscopique, est le proble`me des changements d’illumination
qui peuvent affecter deux vues d’une meˆme sce`ne. Les diffe´rentes me´thodes propose´es dans la
litte´rature pour re´soudre ce proble`me reposent essentiellement sur des techniques de pre´trai-
tement des images, des mesures de corre´lation robustes aux variations d’illumination ou une
mode´lisation affine de ces variations.
Dans ce chapitre, nous pre´sentons une nouvelle me´thode, qui e´tend l’approche de´crite dans
le chapitre 3, pour re´soudre le proble`me d’estimation de la disparite´ en pre´sence de change-
ments d’illumination dans la sce`ne observe´e. Nous proposons dans un premier temps un
mode`le d’illumination multiplicatif qui prend en compte les variations spatiales de luminosite´
entre les deux images de la paire ste´re´oscopique. A` partir du mode`le e´tabli, nous formulons en-
suite le proble`me de mise en correspondance comme un proble`me de programmation convexe
ou` une fonction objectif quadratique convexe, inte´grant un facteur d’illumination multiplica-
tif, est minimise´e sur l’intersection d’ensembles convexes construits a` partir des connaissances
a priori et des observations. Pour re´soudre le proble`me d’optimisation sous contraintes consi-
de´re´, nous utilisons enfin l’algorithme ite´ratif de´crit au chapitre 3, que nous adaptons pour
calculer simultane´ment les deux champs de variables qui repre´sentent la disparite´ et les chan-
gements d’illumination.
Nous passons brie`vement en revue dans la section 5.2 les principales me´thodes de mise
en correspondance existantes prenant en compte les changements d’illumination. La section
5.3 s’inte´resse a` la mode´lisation des variations spatiales de luminance a` l’aide d’un mode`le
d’illumination multiplicatif. La section 5.4 pre´sente notre approche qui permet d’inte´grer dans
un meˆme formalisme le proble`me de mise en correspondance et celui de la prise en compte des
changements d’illumination. Des re´sultats expe´rimentaux obtenus sur des images synthe´tiques
et re´elles montrent enfin l’efficacite´ et la robustesse de notre me´thode.
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5.2 Passage en revue des me´thodes existantes
La plupart des me´thodes de mise en correspondance reposent sur l’hypothe`se de conserva-
tion de la luminance qui e´tablit que les projections d’un meˆme point 3D ont la meˆme intensite´
dans les deux images ste´re´oscopiques. Cependant, cette contrainte physique, qui impose l’uti-
lisation d’un mode`le de re´flectance lambertien (cf. paragraphe 5.3.1.1), n’est pas ve´rifie´e en
pre´sence de surfaces non-lambertiennes 1, meˆme si l’on ne prend pas en conside´ration le bruit
de mesure ou la diffe´rence de sensibilite´ entre les came´ras utilise´es. Par conse´quent, bien
que fre´quemment utilise´e, cette hypothe`se si elle n’est pas respecte´e, peut entraˆıner de faux
appariements et de´grader ainsi les re´sultats de la mise en correspondance.
Nous pre´sentons dans ce qui suit les principales me´thodes qui ont e´te´ propose´es pour
reme´dier a` ce proble`me en les classant en trois cate´gories : les me´thodes avec pre´traitement,
les me´thodes utilisant des mesures de corre´lation robustes et les me´thodes avec mode´lisation
affine.
5.2.1 Me´thodes avec pre´traitement
Pour compenser l’effet des variations d’illumination induites entre deux prises de vue
d’une meˆme sce`ne, une approche simple, assez couramment employe´e, consiste a` appliquer
un pre´traitement aux images avant de proce´der a` la mise en correspondance ste´re´oscopique.
Ainsi, des ope´rations consistant a` appliquer des transformations, souvent non line´aires, aux
niveaux de gris des images permet de re´duire le bruit ou de rehausser le contraste dans les
images. Partant de l’ide´e que deux images d’une meˆme paire ste´re´oscopique devraient se
ressembler statistiquement, le principe de la me´thode propose´e dans [Konrad, Mancini, 1998]
est d’e´galiser leur moyenne et leur variance par une simple transformation line´aire applique´e
a` la luminance de l’une des deux images. En supposant que µg et σg sont respectivement la
moyenne et l’e´cart type de l’image de gauche Ig et µd et σd sont ceux de l’image de droite Id











d est la version corrige´e de Id.
En se basant sur des techniques d’analyse d’histogrammes, d’autres me´thodes de pre´trai-
tement ont e´te´ conc¸ues pour corriger les changements de luminosite´ sur une paire d’images
ste´re´oscopique. Ces me´thodes reposent sur l’observation que, lorsque la contrainte de conser-
vation de la luminance est respecte´e, les histogrammes des intensite´s de gris dans les deux
images sont similaires. La technique de spe´cification d’histogrammes [Gonzalez, Woods, 1993]
consiste ainsi a` ramener l’histogramme de l’une des deux images a` l’histogramme de l’autre
image laisse´ invariant. A l’issue de cette ope´ration, on ge´ne`re une nouvelle paire ste´re´osco-
pique constitue´e d’images d’histogrammes similaires. Une autre me´thode base´e sur la res-
semblance d’histogrammes a e´te´ propose´e dans [Cox et al., 1995]. Elle consiste a` apparier les
histogrammes des deux images a` l’aide d’une me´thode d’optimisation globale base´e sur la
1Une surface lambertienne est une surface diffusant la lumie`re de fac¸on uniforme quelle que soit la direction
d’observation.
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programmation dynamique. Cette me´thode s’ave`re meilleure que les me´thodes de spe´cifica-
tion d’histogrammes classiques, mais elle n’est approprie´e que pour compenser des variations
globales d’illumination.
5.2.2 Me´thodes utilisant des mesures de corre´lation robustes
D’autres ensembles de travaux adaptent des techniques de mise en correspondance clas-
siques en utilisant des mesures de corre´lation robustes aux changements d’illumination. Cer-
tains auteurs proposent d’appliquer les mesures de similarite´ habituellement utilise´es avec des
images de niveaux de gris, a` des images de´rive´es comme par exemple l’image du gradient ou
du laplacien. Une nouvelle mesure appele´e corre´lation des champs de gradients a e´te´ ainsi
propose´e par Crouzil et al. [Crouzil et al., 1996] dans le cadre d’une mise en correspondance
par corre´lation. Les auteurs montrent que l’utilisation de la similarite´ de vecteurs gradients
permet, en effet, d’obtenir une mesure invariante aux changements globaux d’illumination et
de re´duire, par la`-meˆme, la sensibilite´ des approches locales aux changements de luminosite´.
Une autre mesure invariante aux transformations affines d’intensite´ des images est la cor-
re´lation croise´e normalise´e NCC (Normalized Cross Correlation), utilise´e notamment dans
[Zitnick, Kanade, 2000, Tsai et al., 2003]. Dans le cas de changements d’intensite´ plus com-
plexes que les changements affines, il existe la classe des mesures non parame´triques qui
exploitent des outils de statistiques non parame´triques. Citons notamment les mesures de
rang et de recensement propose´es par Zabih et Woodfill [Zabih, Woodfill, 1994] et les mesures
ordinales de Bhat et Nayar [Bhat, Nayar, 1998]. Ces mesures ge`rent les transformations non
line´aires, comme les reflets spe´culaires, ainsi que le bruit des capteurs.
Re´cemment, l’information mutuelle, qui est une mesure de la de´pendance statistique entre
deux variables, a e´te´ aussi utilise´e comme un crite`re de similarite´ [Egnal, 2000, Kim et al., 2003,
Fookes et al., 2002, Hirschmu¨ller, 2005]. Cette mesure, qui jusqu’a` pre´sent a e´te´ essentielle-
ment utilise´e pour mettre en correspondance deux images dans un cadre de recalage d’images
[Viola, Wells, 1997], a l’avantage d’eˆtre insensible a` diffe´rentes transformations complexes
d’intensite´ des images. Utilise´e dans le cadre d’une mise en correspondance par corre´lation
[Egnal, 2000], elle s’est montre´e robuste vis-a`-vis des changements d’illumination. Cependant,
elle se comporte tre`s me´diocrement en pre´sence d’un bruit gaussien en raison du faible nombre
d’e´chantillons dans les feneˆtres de corre´lation. Pour pallier cet inconve´nient, Hirschmu¨ller pro-
pose de calculer l’information mutuelle globalement sur toute l’image. Sa me´thode de mise en
correspondance semi-globale, pre´sente´e dans [Hirschmu¨ller, 2005], permet ainsi d’obtenir de
bons re´sultats et s’est ave´re´e particulie`rement pertinente pour apparier des images avec des
changements globaux d’illumination.
5.2.3 Me´thodes avec mode´lisation aﬃne
Le principe de ces me´thodes est de compenser les changements affines d’illumination de
la sce`ne en exprimant la relation entre deux images d’une paire ste´re´oscopique par l’e´quation
suivante :
Id = βIg + γ, (5.2)
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ou` Ig et Id repre´sentent respectivement l’intensite´ lumineuse de l’image de gauche et de droite
et β et γ sont des parame`tres a` de´terminer [Cox, 1994]. Notons que, contrairement a` la
transformation line´aire aborde´e au paragraphe 5.2.1, ou` les parame`tres de la transformation
sont exprime´s en fonction des moyennes et des e´carts types de l’image de gauche et de droite
(cf. e´quation (5.1)), β et γ sont ici obtenus par minimisation d’un crite`re Ja associe´ au mode`le
affine (5.2). Ce crite`re s’e´crit :
Ja(u(s), β, γ) =
∑
(x,y)∈Ws
ϕa(βIg(x, y)− Id(x− u(s), y) + γ), (5.3)
ou` s est la position spatiale d’un point dans l’image, u(s) est la disparite´ associe´e au point s
et ϕa est une mesure d’e´cart. La re´gion Ws ⊂ N2 repre´sente une feneˆtre centre´e sur le pixel s
et, dans le cas d’une optimisation globale du crite`re (5.3), le support de toute l’image.
Le mode`le affine remplace donc l’e´quation (3.1) traduisant l’hypothe`se de conservation
de la luminance pour prendre en compte les changements de luminosite´ existant entre deux
images. Il suppose que β et γ sont constants surWs et stipule implicitement que les variations
d’illumination de la sce`ne sont faibles. L’e´tude mene´e dans [Cox et al., 1995] sur quelques
images de la base de donne´es JISCT 2 a montre´, cependant, que le mode`le d’illumination
affine ne permet pas de compenser la totalite´ des variations d’illumination susceptibles de se
produire entre les deux images. C’est le cas notamment lorsque la sce`ne pre´sente des surfaces
avec des proprie´te´s de re´flectance diffe´rentes.
Une autre alternative pour aborder le proble`me de mise en correspondance en pre´sence
de changements de luminosite´ dans la sce`ne observe´e consiste a` mode´liser localement les
variations d’illumination. Dans la section qui suit, nous justifions de manie`re physique un
mode`le simple d’illumination local plus approprie´ que le mode`le affine, dans le sens ou` il ne
requiert pas l’hypothe`se de constance des parame`tres du mode`le sur une re´gion et autorise
ainsi une plus grande variabilite´ spatiale des changements d’illumination.
5.3 Mode´lisation des variations d’illumination
Dans le contexte du calcul du flot optique, plusieurs approches mode´lisant les change-
ments spatiaux d’illumination dans une se´quence d’images ont e´te´ propose´es. Black et al.
[Black et al., 2000] conside`rent les changements d’apparence dans une se´quence d’images
comme e´tant issus d’une combinaison complexe d’e´ve`nements et de processus et proposent
un cadre statistique robuste pour mode´liser ces variations. Dans [Hampson, Pesquet, 2000],
un sche´ma re´cursif a e´te´ introduit pour estimer conjointement le champs de mouvement et
les changements d’illumination en utilisant un mode`le d’illumination multiplicatif. Kim et
al. [Kim et al., 2005b] proposent un mode`le plus ge´ne´ral qui autorise a` la fois les variations
spatiales d’illumination additives et multiplicatives.
Dans le cadre de l’estimation de la disparite´, il existe tre`s peu de travaux consacre´s a` la
mode´lisation des variations d’illumination dans une sce`ne. La plupart des approches propose´es
utilisent le mode`le affine de l’e´quation (5.2). Cependant, comme nous l’avons souligne´ au
paragraphe 5.2.3, ce mode`le n’est pas tre`s efficace et ne permet pas de prendre en compte
2http ://vasc.ri.cmu.edu/idb/html/jisct/
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les variations locales d’illumination. Un mode`le d’illumination qui permet de compenser au
mieux les changements d’illumination a e´te´ propose´ dans [Gennert, 1988] ou` Gennert a montre´
que les intensite´s des deux points homologues sont relie´es par un terme multiplicatif qui varie
spatialement. Ce mode`le s’ave`re efficace mais l’inconve´nient majeur de la me´thode conside´re´e
est qu’elle requiert la minimisation d’une fonction de couˆt non convexe base´e sur la re´solution
des e´quations d’Euler-Lagrange associe´es. Re´cemment, Zhang et al. ont adopte´ ce mode`le
d’illumination multiplicatif et ont mode´lise´ le proble`me de mise en correspondance par des
champs de Markov [Zhang et al., 2006]. Ils ont ensuite employe´ une me´thode d’optimisation
ite´rative base´e sur la technique de propagation de croyance (belief propagation) pour estimer
conjointement l’image de disparite´ et les variations d’illumination. Les re´sultats pre´sente´s
dans cet article montrent l’efficacite´ du mode`le choisi. Cependant, la me´thode d’optimisation
utilise´e est couˆteuse en temps de calcul.
Nous nous proposons dans ce chapitre d’ame´liorer la robustesse de l’approche de´crite
dans le chapitre 3 vis-a`-vis des variations locales d’illumination. Pour ce faire, le mode`le
d’illumination multiplicatif introduit par Gennert sera pris en compte dans la formulation du
proble`me de mise en correspondance. Nous pre´sentons dans ce qui suit ce mode`le et nous
justifions son utilisation au moyen de quelques notions de base en radiome´trie.
5.3.1 E´quation de formation des images
Pour caracte´riser les variations d’illumination existant entre deux images d’une paire ste´-
re´oscopique, il est ne´cessaire de comprendre le processus de formation de l’image sur un
capteur de vision a` partir d’une sce`ne 3D e´claire´e. Ce processus reveˆt a` la fois un aspect ge´o-
me´trique et un aspect radiome´trique. Du point de vue de la ge´ome´trie, le mode`le du processus
peut eˆtre assimile´ a` celui d’une came´ra ste´nope´, de´taille´ dans le chapitre 2 au paragraphe 2.2.1.
Le mode`le radiome´trique relie les grandeurs re´elles provenant de la sce`ne, exprime´es en termes
d’e´nergie ou de puissance e´mise ou rec¸ue, a` celles mesure´es par le syste`me de prise de vue.
Pour une came´ra ste´nope´, l’information lumineuse enregistre´e, exprime´e en terme d’intensite´
quantifie´e en niveau de gris, est proportionnelle a` la radiance de la sce`ne.
Pour de´finir ainsi le terme intensite´, utilise´ en photome´trie pour mesurer la quantite´ de
lumie`re qui parvient au capteur de vision, nous introduisons les grandeurs radiome´triques
suivantes :
• Le flux radiant, note´ Φr, de´signe l’e´nergie e´mise ou rec¸ue par une surface donne´e et
s’exprime en Watts.
• La radiance L qui repre´sente le flux radiant par unite´ de surface dA et par unite´ d’angle
























Fig. 5.1 – Le concept de la re´flectance bidirectionnelle.
La radiance L, qui mesure la quantite´ de lumie`re e´mise par une surface dans une direction
donne´e, de´pend de l’illumination de la sce`ne, de la direction d’observation du capteur et de la
re´flectance des surfaces. La re´flectance caracte´rise la capacite´ d’une surface a` re´fle´chir l’e´nergie
incidente. Elle est fonction de
• la direction de la source par rapport a` l’objet observe´. Il s’agit de la direction de l’e´nergie
incidente, caracte´rise´e par les angles θi, φi et note´e i (cf. figure 5.1).
• la direction suivant laquelle le capteur vise l’objet observe´. Il s’agit de la direction de
l’e´nergie re´fle´chie, caracte´rise´e par les angles θe, φe et note´e e (cf. figure 5.1).
En photome´trie, pour de´finir la re´flectance d’une surface on utilise habituellement la fonc-
tion de re´flectance bidirectionnelle fr ou BRDF
3 [Nicodemus et al., 1977]. Elle est de´finie par
le rapport suivant :
fr(θi, φi, θe, φe) =
dL(θe, φe)
dE(θi, φi) . (5.6)
La BRDF repre´sente le quotient du flux lumineux incident rec¸u par un e´le´ment de surface dA
dans la direction (θi, φi) au flux re´trodiffuse´ dans la direction de l’observateur (θe, φe). Elle
peut eˆtre de´compose´e en deux facteurs :
• La re´flectance bi-he´misphe´rique, note´e ρa et souvent appele´e albedo, fournit le rap-
port entre l’e´nergie re´fle´chie par la surface dans tout l’he´misphe`re supe´rieur et l’e´nergie
rec¸ue par celle-ci de toutes les directions de l’he´misphe`re. L’albedo d’une surface ne
de´pend que des proprie´te´s physiques de la surface et caracte´rise sa capacite´ a` re´e´mettre
l’e´nergie rec¸ue. Une surface opaque posse`de un albedo nul et une surface parfaitement
re´fle´chissante un albedo unite´.
3Bidirectional Reflectance Distribution Function







Fig. 5.2 – Ge´ome´trie de la formation des images.
• La re´flectance directionnelle, note´e R(i, e, n) ou` n est le vecteur normal a` la surface,
de´pend des directions d’illumination i et d’observation e. Elle est connue sous le nom
anglais de reflectance map que nous traduisons par carte de re´flectance.
A` partir de ces deux grandeurs, l’e´quation (5.6) de´finissant la BRDF devient
fr(θi, φi, θe, φe) = ρaR(i, e, n). (5.7)
A` pre´sent, nous e´tablissons la relation entre l’intensite´ lumineuse I mesure´e par un syste`me
de formation d’images utilisant une lentille et la radiance de la sce`ne L. Cette relation est duˆe








cos4 θ L, (5.8)
ou` d est le diame`tre de la lentille, f sa distance focale, et θ l’angle entre l’axe optique et la ligne
d’observation (cf. figure 5.2). Par inte´gration de la re´flectance bidirectionnelle fr sur les angles
solides de´finis par l’ouverture du syste`me optique, on de´duit l’expression de la radiance de la
sce`ne L [Nicodemus et al., 1977], aboutissant ainsi a` la forme simplifie´e suivante de l’e´quation
(5.8), souvent utilise´e en pratique [Gennert, 1987] :
I = ρ R(i, e, n), (5.9)
ou` le facteur ρ inte`gre tous les termes qui ne de´pendent pas de la direction d’observation e.
5.3.1.1 Le mode`le de Lambert
Le mode`le de re´flexion lambertien est le mode`le le plus utilise´ pour repre´senter la re´flexion
diffuse au sein des surfaces parfaitement mates ou diffuses (on parle aussi de surfaces lam-
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P
−→nθi
Fig. 5.3 – Mode`le de re´flexion lambertien : la diffusion est effectue´e uniforme´ment dans toutes
les directions.
bertiennes). D’apre`s ce mode`le, l’intensite´ en un point P d’une surface de´pend uniquement
de l’angle entre la normale a` la surface en ce point et la direction de la source lumineuse (cf.
figure 5.3). En effet, l’e´quation d’illumination (5.9) s’e´crit, pour une surface lambertienne,
comme suit :
I = ρ cos θi, (5.10)
ou` θi correspond a` l’angle entre la normale a` la surface et la direction de la lumie`re incidente.
Remarquons que cette relation ne prend pas en compte la direction d’observation e, ce qui
implique qu’un point sur un objet lambertien se projette sur une image avec toujours la meˆme
intensite´ quel que soit l’angle de vue de la came´ra. Dans le cadre d’une mise en correspondance
ste´re´oscopique, deux pixels homologues, projections d’un meˆme point 3D de l’espace, auront
donc la meˆme intensite´ dans les deux images. Cependant, la majorite´ des surfaces qui nous
entourent sont non-lambertiennes, d’ou` la ne´cessite´ de prendre en compte une mode´lisation
plus adapte´e du changement d’illumination.
5.3.2 Un mode`le d’illumination multiplicatif
Soient Ig et Id deux images gauche et droite d’une meˆme sce`ne prises de deux points de
vue diffe´rents. Supposons que la sce`ne soit repre´sente´e par une surface C = {C(s), s ∈ D} ou`
D repre´sente le support de l’image, et que la direction de la source lumineuse soit la meˆme
en tout point de la sce`ne. Par cette dernie`re hypothe`se, la carte de re´flectance, qu’on note
de´sormais Re(n), est fonction uniquement de la direction d’observation e ∈ {g, d} et de la
normale a` la surface n. D’apre`s l’e´quation d’irradiance (5.9), l’intensite´ Ie(s) correspondante
a` un point C(s) de la sce`ne devient :
Ie(s) = ρ(s)Re(n(s)), (5.11)
ou` n(s) est le vecteur normal a` la surface au point C(s). Dans [Gennert, 1987], Gennert a
montre´ qu’une portion de surface image´e par deux syste`mes de prise de vue, de deux positions
diffe´rentes, induit une relation de proportionnalite´ entre les intensite´s lumineuses dans les deux
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images correspondantes :
I˜d(s) = v(s) Ig(s) , (5.12)
ou` v est un facteur multiplicatif qui mode´lise les variations spatiales d’illumination de la sce`ne
et I˜d est l’image de droite translate´e du champ de disparite´ associe´ au couple d’images (Ig, Id).
Pour justifier l’utilisation de ce mode`le, nous conside´rons une portion de surface centre´e
autour d’un point C(s0) avec pour normale a` la surface le vecteur n0. Pour de petits de´place-
ments δs autour de C(s0), l’e´quation (5.11) peut eˆtre de´veloppe´e en se´rie de Taylor au premier
ordre comme suit :


















ou` Ie(s0) est l’intensite´ lumineuse au point s0, les intensite´s Ig(s) de l’image de gauche et











































En supposant que les variations de re´flectance, appele´es ombrages, sont les meˆmes dans les




















Le de´placement δs autour de s0 e´tant suppose´ tre`s petit, nous pouvons exprimer le facteur








En remplac¸ant dans la relation (5.16), on aboutit au mode`le d’illumination multiplicatif (5.12).
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On s’est contente´ ici d’analyser le cas ou` l’e´galite´ de l’e´quation (5.15) est ve´rifie´e. Toute-
fois, pour plus de de´tails sur la validite´ de ce mode`le, on peut se re´fe´rer a` la the`se de Gennert
[Gennert, 1987] ou` plusieurs autres cas justifiant son utilisation ont e´te´ e´tudie´s. Notons, ce-
pendant, que le mode`le d’illumination multiplicatif ne s’applique pas dans le cas de surfaces
parfaitement spe´culaires4 [Gennert, 1987].
5.4 Mise en correspondance robuste aux changements de lu-
minance
Dans la section pre´ce´dente, nous avons de´fini un mode`le d’illumination multiplicatif com-
pensant les variations spatiales de luminosite´ dans une sce`ne. L’utilisation de ce mode`le dans
le cadre de la mise en correspondance ste´re´oscopique conduit a` une nouvelle formulation de
ce proble`me, que nous de´taillons ci-apre`s.
5.4.1 Formulation ensembliste du proble`me
Soient Ig et Id deux images d’une meˆme sce`ne acquises selon deux points de vue diffe´rents.
Le mode`le d’illumination e´tabli dans le paragraphe 5.3.2 conduit a` la relation suivante :
Id(x− u(s)) = v(s) Ig(s), (5.17)
ou` s = (x, y) est la position spatiale dans chaque image et u(s) est la disparite´ associe´e
au point s. En conside´rant un crite`re de similitude quadratique, il est possible d’estimer les





[v(s) Ig(s)− Id(x− u(s), y)]2 , (5.18)
ou` D ⊂ N2 est le support de l’image. La minimisation de ce crite`re est un proble`me non
convexe, comme celui conside´re´ a` la section 3.2.2. Pour s’affranchir de cette limitation, on
suit le meˆme raisonnement que dans le chapitre 3 en approximant le terme non line´aire
Id(x−u(s), y) par un de´veloppement de Taylor autour d’une estime´e initiale u¯ de la disparite´.




[L1(s) u(s) + L2(s) v(s)− r(s)]2 , (5.19)
ou`
L1(s) = ∇Ixd (x− u¯(s), y),
L2(s) = Ig(s),
r(s) = Id(x− u¯(s), y) + u¯(s) L1(s).
4Une surface parfaitement spe´culaire est une surface qui re´fle´chit toute la lumie`re incidente selon une
direction privile´gie´e.
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[L(s) w(s)− r(s)]2 . (5.20)
Minimiser ce crite`re est un proble`me inverse mal pose´ car les composantes de L peuvent
s’annuler en certains points de l’image. Notons que ce caracte`re mal pose´ se trouve accentue´
par le fait que ce proble`me est sous-de´termine´ car on ne dispose que d’une unique e´quation
pour trouver deux inconnues u(s) et v(s) en chaque point s. Pour obtenir des solutions uniques
fiables, il faut donc incorporer autant d’information a priori que possible sur les deux champs
a` estimer.
Nous avons vu au cours du chapitre 3 que le proble`me d’estimation de la disparite´ ini-
tialement formule´ comme un proble`me inverse mal pose´ peut eˆtre efficacement re´solu par la
minimisation d’une fonction objectif convexe sous des contraintes convexes. En repre´sentant
ces contraintes convexes, mode´lisant les connaissances a priori et les observations, par des
ensembles convexes, le proble`me revient a` se´lectionner la solution qui minimise une certaine
fonction convexe sur l’intersection de ces ensembles. En se plac¸ant dans ce cadre ensembliste,
le proble`me de la de´termination de w peut donc se formuler comme suit :
trouver ŵ ∈ S =
m⋂
i=1
Si tel que J(ŵ) = inf J(S) , (5.21)
ou` J est un crite`re convexe approprie´ et les ensembles de contraintes (Si)1≤i≤m sont des
convexes ferme´s d’un espace de Hilbert H, mode´lise´s sous la forme
∀i ∈ {1, . . . ,m}, Si = {w ∈ H | fi(w) ≤ δi} , (5.22)
(fi)1≤i≤m e´tant une famille de fonctions convexes continues de´finies sur H et (δi)1≤i≤m ∈ R.
Nous avons e´galement constate´ au cours du chapitre 3 que l’algorithme ite´ratif 3.2 initialement
propose´ par Combettes est un algorithme se´duisant pour re´soudre le proble`me (5.21) dans le
cas de crite`res diffe´rentiables. Dans le cas particulier d’un crite`re J quadratique, la variante
3.3 de cet algorithme offre un moyen de re´solution simple et efficace tout en conservant tous
les avantages de l’algorithme original.
Ce constat nous conduit naturellement a` adopter l’approche ensembliste pour formuler le
proble`me d’estimation de la disparite´ en pre´sence de changements d’illumination et a` utiliser
l’algorithme 3.3 pour le re´soudre nume´riquement.
Dans ce qui suit, nous commenc¸ons dans un premier temps par de´finir la fonction objectif
globale a` minimiser que nous conside´rons, dans ce chapitre, quadratique. Nous introduisons
dans un deuxie`me temps les ensembles convexes traduisant les proprie´te´s connues a priori sur
les champs a` estimer. Pour cela, nous reprenons les contraintes de´finies dans le chapitre 3 sur le
champ de disparite´ et nous proposons de nouvelles contraintes pour le champ d’illumination.
Nous de´taillons enfin l’algorithme que nous employons pour calculer simultane´ment le champ
de disparite´ et les changements d’illumination.
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5.4.2 De´ﬁnition d’une fonction objectif quadratique
La fonction objectif a` minimiser s’appuie sur le mode`le d’observation (5.17) line´arise´ au-
tour d’une estime´e initiale u¯ de la disparite´. Pour que cette line´arisation soit valide, il est
important que l’estime´e initiale soit consistante avec la solution. Comme alternative a` l’initia-
lisation classique consistant a` choisir un champ nul au niveau le plus grossier d’une pyramide
d’images, nous utilisons ici une approche par corre´lation combine´e a` un mode`le affine par
bloc de changements d’illumination. Ce choix nous permet de calculer a` la fois une estime´e
initiale pour le champ de disparite´ et une estime´e initiale pour le champ d’illumination, dont
nous aurons besoin par la suite. Pour eˆtre conforme avec le mode`le d’illumination que nous
utilisons, on propose de ne conside´rer que le terme multiplicatif du mode`le affine5 (5.2) et de
prendre ainsi γ = 0 dans l’e´quation (5.2). Plus pre´cise´ment, nous calculons




[βx,y(u) Ig(x+ i, y + j)− Id(x+ i− u, y + j)]2 , (5.23)
ou` U ⊂ N correspond a` la zone de recherche, B est le bloc de corre´lation centre´ sur le pixel
(x, y) et βx,y(u) est l’estime´e au sens des moindres carre´s du facteur d’illumination, suppose´
constant en tout point (i, j) du bloc B. Ce facteur est donne´ par :
βx,y(u) =
∑
(i,j)∈B Ig(x+ i, y + j)Id(x+ i− u, y + j)∑
(i,j)∈B Ig(x+ i, y + j)
2
. (5.24)
L’estime´e initiale du champ d’illumination s’obtient donc en substituant u¯ dans l’e´quation
(5.24), soit :





Par ailleurs, pour s’affranchir des proble`mes lie´s aux zones d’occultations, qui sont les
portions de la sce`ne visibles depuis un seul point de vue, nous proposons de les exclure du




[L(s) w(s)− r(s)]2. (5.26)
Cependant, d’apre`s les conditions assurant la convergence de l’algorithme que nous utili-
sons (cf. section 5.4.4), la fonction objectif J doit eˆtre strictement convexe. E´tant donne´ que
L(s)⊤L(s) est de rang 1, que les composantes de l’ope´rateur L peuvent s’annuler et que le
champ d’occultations O est toujours non vide, le crite`re JD\O n’est pas strictement convexe.




[L(s)w(s)− r(s)]2 + α
∑
s∈D
|w(s)− w¯(s)|22 , (5.27)
ou` w¯ = (u¯, v¯) est l’estime´e initiale calcule´e comme de´crit pre´ce´demment et α une constante
positive qui ponde`re l’influence du deuxie`me terme vis-a`-vis du premier. Nous soulignons ici
5D’apre`s Gennert [Gennert, 1987], le terme additif s’ave`re eˆtre inutile en the´orie comme en pratique.
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que le roˆle premier de ce terme additif n’est pas de re´gulariser la solution mais d’imposer la
stricte convexite´ du crite`re J , conforme´ment a` l’hypothe`se 3.3.3.1 de l’algorithme employe´.
Enfin, il est important de noter que l’estime´e initiale w¯ est affine´e par un processus ite´ratif,
ou` le champ estime´ a` un cycle d’ite´rations donne´ sert d’initialisation pour le calcul du champ
au cycle suivant. Ce processus re´duit la de´pendance de la solution vis-a`-vis du choix de
l’estimation initiale.
5.4.3 Introduction de contraintes convexes
Le proble`me d’estimation conjointe de la disparite´ et des changements d’illumination ap-
partenant a` la classe des proble`mes inverses mal pose´s, c’est par l’introduction de certaines
contraintes que le proble`me devient bien pose´. Ces contraintes s’interpre`tent comme l’infor-
mation a priori dont nous disposons sur les variables a` estimer, a` savoir la disparite´ u et le
champ d’illumination v. Dans le cadre d’une approche ensembliste, il convient de mode´liser
ces contraintes comme des sous-ensembles convexes de la forme (5.22).
Dans le chapitre 3, des sous-ensembles de contraintes convexes ont e´te´ construits a` par-
tir des connaissances a priori sur le champ de disparite´ u. Nous proposons ici de retenir
quelques unes de ces contraintes sur u et de formuler de nouvelles contraintes sur le champ
d’illumination v.
5.4.3.1 Contraintes sur le champ de disparite´
Comme nous venons de le mentionner, dans le chapitre 3 ont e´te´ impose´es des contraintes
convexes (Si)1≤i≤5 sur le champ de disparite´. A` partir d’expe´rimentations de´crites dans ce
meˆme chapitre, l’ensemble des solutions admissibles donnant les meilleurs re´sultats est l’en-
semble S = S1 ∩ S3 ∩ S5. Ceci nous incite naturellement a` retenir les contraintes S1, S3 et S5
sur u que nous rappelons brie`vement dans ce qui suit. Notons que les ensembles S1 et S3 sont
de´finis dans le domaine spatial et l’ensemble S5 dans le domaine des ondelettes. Il est e´gale-
ment important de souligner la capacite´ de l’algorithme 3.3 a` pouvoir combiner efficacement
des contraintes de´finies dans les deux domaines.
En nous plac¸ant dans le cas discret, l’espace des champs 2D conside´re´s est l’espace de
Hilbert produit H = RNl×Nc ×RNl×Nc , ou` Nl×Nc est la taille des champs u et v qui doivent
eˆtre tous les deux estime´s.
Contrainte de plage de valeurs
Le premier a priori que l’on peut imposer sur l’image de disparite´ est l’intervalle de
recherche. L’ensemble correspondant a` cette information est
S1 = {(u, v) ∈ H | umin ≤ u ≤ umax} . (5.28)
Rappelons que les amplitudes minimale umin ≥ 0 et maximale umax de la disparite´ sont
souvent connues en pratique.
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Re´gularisation suivant les contours de l’image
Le second a priori est base´ sur une estimation en accord avec les discontinuite´s en niveau
de gris pre´sentes dans l’image de re´fe´rence Ig. L’ide´e fondamentale de cette re´gularisation,
comme nous l’avons de´ja` dit, est de re´duire l’effet de lissage en pre´sence de frontie`res ou` le
gradient ∇Ig est e´leve´ et d’encourager ce lissage le long de ces meˆmes frontie`res. L’ensemble
associe´ a` cette contrainte est :
S3 = {(u, v) ∈ H | f3(u) ≤ δ} , (5.29)
ou` δ est une constante positive qui peut eˆtre estime´e a` partir d’expe´rimentations et la fonction
f3 est donne´e par l’e´quation (3.67).
Re´gularisation dans le domaine des ondelettes
Le principe de la re´gularisation dans le domaine des ondelettes est de supposer que la
norme de l’image de disparite´ exprime´e en fonction des coefficients en ondelettes de l’image,
est borne´e. La contrainte de re´gularisation associe´e a` la semi-norme quadratique que nous


















|cBj,k,o(u(d))|2)1/2 ≤ κ5}, (5.31)






sont les coefficients en ondelettes
de u(d) issus d’une de´composition dans une base se´parable B d’ondelettes 2D, l est le niveau
de re´solution le plus grossier et κ5 est une constante positive.
5.4.3.2 Contraintes sur le champ d’illumination
Afin de pallier le caracte`re mal-pose´ du proble`me de mise en correspondance en pre´sence
des changements d’illumination, il est utile d’introduire, en plus des contraintes sur le champ
de disparite´ u, des contraintes sur le facteur d’illumination v qui traduit les variations locales
d’illumination de la sce`ne.
Contrainte de re´gularisation
Le mode`le d’illumination multiplicatif, que nous proposons dans ce travail, suppose im-
plicitement que les changements d’illumination ont des variations douces et isotropes dans
l’espace. Pour mode´liser cette information a priori de re´gularite´ du champ v, une re´gulari-
sation quadratique de type Tikhonov [Tikhonov, Arsenin, 1977] semble particulie`rement ap-
proprie´e. Formuler cette contrainte de re´gularisation comme un sous-ensemble convexe de la
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forme (5.22) revient a` imposer une borne ζ > 0 sur la norme quadratique du gradient discret
∇̂v de v :
S6 = {(u, v) ∈ H | |∇̂v|22 ≤ ζ} . (5.32)
Un autre type de re´gularisation qui peut eˆtre envisage´ pour mode´liser un champ d’illumi-
nation variant de manie`re douce est celui base´ sur le laplacien de l’image. La re´gularisation
que nous avons teste´e consiste plus pre´cise´ment a` imposer une borne sur la valeur absolue du
laplacien, confinant la solution a` l’ensemble convexe suivant :
S7 = {(u, v) ∈ H | |∆̂v| ≤ η} , (5.33)
ou` η > 0 et ∆̂v est le laplacien discret de v de´fini par
(∆̂u)(x, y) = u(x+ 1, y) + u(x− 1, y) + u(x, y + 1) + u(x, y − 1)− 4u(x, y), (5.34)
si 1 < x < Nl et 1 < y < Nc.
Notons que les contraintes (5.32) et (5.33) ont pour vocation de traduire la meˆme in-
formation a priori de re´gularite´ du champ d’illumination v. Il nous paraˆıt donc justifie´ de
n’introduire qu’une seule de ces deux contraintes. Une comparaison de l’influence des deux
re´gularisations qu’elles induisent sur le champ d’illumination (cf. paragraphe 5.5) montre que
la re´gularisation de Tikhonov obtient les meilleurs re´sultats.
Contrainte d’intervalle
Le mode`le d’illumination (5.12) autorise des changements spatiaux de luminosite´ au tra-
vers d’un coefficient d’illumination multiplicatif v. Au lieu de supposer que ce facteur d’illu-
mination est constant et e´gal a` 1, nous conside´rons dans ce travail un terme v qui varie
spatialement en chaque point, tout en supposant, ne´anmoins, que ses valeurs sont proches de
1. Ceci a e´te´ prouve´ par Gennert [Gennert, 1987] en de´montrant, a` partir d’expe´rimentation
sur des images re´elles, que v est, de manie`re usuelle, comprise entre vmin = 0.8 et vmax = 1.2.
L’ensemble convexe associe´ a` cette information est
S8 = {(u, v) ∈ H | vmin ≤ v ≤ vmax} . (5.35)
5.4.4 Me´thode d’optimisation
Ce paragraphe a pour objectif de de´velopper une solution nume´rique au proble`me de mise
en correspondance qui soit peu sensible aux changements d’illumination. Ce proble`me qui a
e´te´ formule´ comme un proble`me de programmation convexe sera re´solu a` l’aide de l’algorithme
ite´ratif par bloc de´taille´ ci-apre`s. Cet algorithme permet, en effet, de minimiser la fonction
objectif quadratique (5.27) sur l’ensemble des solutions admissibles de´fini par les contraintes
multiples introduites pre´ce´demment.
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5.4.4.1 Projection sous-diffe´rentielle
L’algorithme que nous utilisons pour re´soudre a` l’aide d’un meˆme formalisme le proble`me
de mise en correspondance et celui des changements d’illumination emploie les projections
sous-diffe´rentielles associe´es aux diverses contraintes introduites sur la solution. Notons que
seules les projections exactes sur les ensembles S1 et S8 peuvent eˆtre calcule´es explicitement.
La projection sous-diffe´rentielle Piw de w = (u, v) ∈ H sur Si est de´finie, de manie`re similaire




‖ti‖2 ti, si fi(w) > δi;
w, si fi(w) ≤ δi.
(5.36)
Il est important de souligner ici que les contraintes que nous conside´rons dans ce chapitre
sont se´parables dans le sens ou` elles portent chacune soit sur le champ de disparite´ u, soit sur
le champ d’illumination v. Ceci e´quivaut a` dire que les projections sous-diffe´rentielles associe´es
a` des contraintes sur u (resp. v) laissent v (resp. u) invariant. Concre`tement, la projection
sous-diffe´rentielle de w = (u, v) sur l’ensemble Si s’e´crit :
piw = pi(u, v) = (p˜iu, v), (5.37)
si l’ensemble Si porte sur le champ de disparite´ u. En revanche, si l’ensemble Si est associe´
au champ d’illumination v, piw s’e´crit :
piw = pi(u, v) = (u, p˜iv). (5.38)
En combinant les e´quations (5.37) et (3.69), il est de´sormais facile de calculer la projection
sous-diffe´rentielle de w ∈ H sur l’ensemble S3. De la meˆme manie`re, on peut calculer la
projection sous-diffe´rentielle sur S5 en exploitant le re´sultat du paragraphe 3.4.5.3 et celui de
l’e´quation (5.37).
Nous allons a` pre´sent calculer la projection sous-diffe´rentielle sur l’ensemble de contrainte S6








(∇̂v)1(x, y))2 + ((∇̂u)2(x, y))2. (5.39)
En remarquant que la semi-norme f6 est e´gale a` la semi-norme f3, de´finie par (3.67), dans
le cas ou` l’ope´rateur D donne´ par l’e´quation (3.66) correspond a` la matrice identite´ I2,2,
le gradient de la fonction quadratique f6 se de´duit facilement de l’e´quation (3.68). On tire,
ensuite, de (5.36) et (5.38) l’expression de la projection sous-diffe´rentielle associe´e a` cette
contrainte. Enfin, notons que la projection sous-diffe´rentielle sur l’ensemble S7 se calcule de
manie`re similaire, en e´crivant la fonctionnelle associe´e a` cette contrainte et en de´rivant un
sous-gradient correspondant.
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5.4.4.2 Algorithme propose´
Nous allons a` pre´sent de´crire l’algorithme ite´ratif par bloc qui permet de calculer simul-
tane´ment le champ de disparite´ u et le champ d’illumination v.
Algorithme 5.1
Etape 0 Poser n = 0. Calculer w0 comme suit
w0(s) =
{
(L(s)⊤L(s) + α I2,2)
−1(L(s)⊤r(s) + α w¯(s)) si s ∈ D \ O,
w¯(s) sinon.
(5.40)
Etape 1 Prendre un ensemble d’indices non vide In ⊆ {1, . . . ,m}.
Etape 2 Pour chaque indice i ∈ In, poser ai,n = Pi,n − wn ou` Pi,n est une projection sous-
diffe´rentielle de wn sur Si (cf. (3.38)).
Etape 3 Poser zn = |In|−1
∑
i∈In
ai,n et κn = |In|−1
∑
i∈In
‖ai,n‖2, ou` |In| est le nombre
d’e´le´ments dans In.
Etape 4 Si κn = 0, sortir. Sinon, poser
◦ bn = w0 − wn,
◦ cn tel que
cn(s) =
{
(L(s)⊤L(s) + α I2,2) bn(s) si s ∈ D \ O,
α bn(s) sinon,
(5.41)
◦ dn tel que
dn(s) =
{
(L(s)⊤L(s) + α I2,2)
−1zn(s) si s ∈ D \ O,
α−1zn(s) sinon,
(5.42)
◦ λn = κn/〈dn, zn〉.




wn + d˜n, si ̺n = 0, πn ≥ 0;
w0 + (1 +
πn
νn




(πnbn + µnd˜n), si ̺n > 0, πnνn < ρn.
Etape 7 Incre´menter n et aller a` l’e´tape 1.
Le bon comportement asymptotique de cet algorithme est garanti par le re´sultat suivant :
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The´ore`me 5.1 Supposons qu’il existe un entier positif K tel que
∀ n ∈ N,
n+K−1⋃
l=n
Il = {1, . . . ,m}, (5.43)
alors la suite (wn)n engendre´e par l’algorithme 5.1 converge vers l’unique solution du proble`me
(5.21).
De´monstration.
L’algorithme 5.1 peut eˆtre vu comme un cas particulier de l’algorithme 3.3 de´crit dans le
chapitre 3 et de´veloppe´ dans [Combettes, 2003] pour la minimisation de crite`res quadratiques
sous des contraintes convexes. En effet, les poids (ωi,n)i∈In , a` l’e´tape 3 de l’algorithme, sont
ici choisis e´gaux et une valeur maximale du parame`tre de relaxation λn est utilise´e a` chaque
ite´ration.
Pour montrer la convergence de l’algorithme, nous devons donc nous assurer que les hypothe`ses
3.3.3.1 sont ve´rifie´es :
1. E´tant donne´ que α > 0, la fonction objectif J est une fonction quadratique strictement
convexe.
2. L’ensemble des solutions admissibles S =
⋂m
i=1 Si, intersection des ensembles de contraintes
convexes, est non vide. En effet, si u et v sont tous les deux des champs constants ayant




Nous pre´sentons dans ce paragraphe quelques re´sultats expe´rimentaux permettant d’e´va-
luer la robustesse de notre approche vis-a`-vis de changements d’illumination. Dans une pre-
mie`re partie, nous montrons des re´sultats obtenus sur un exemple synthe´tique ou` un change-
ment de luminosite´ artificiel a e´te´ simule´. Nous illustrons ensuite les re´sultats de la me´thode
sur des paires d’images re´elles ayant subi de re´els changements d’illumination. Dans le cadre
des images re´elles, nous distinguons les images avec ve´rite´ terrain et les images sans ve´rite´
terrain. Tous ces re´sultats ont e´te´ obtenus avec des ondelettes de Haar invariantes par trans-
lation, sur un niveau de re´solution, comme pre´conise´ au paragraphe 4.2.3.1. A` des fins de
comparaison, nous reportons e´galement les re´sultats obtenus avec
– une approche par corre´lation combine´e a` un mode`le affine des changements d’illumina-
tion, que l’on notera SSD+MA ;
– une approche par corre´lation utilisant une mesure de corre´lation normalise´e, que l’on
notera NCC ;
– l’approche semi-globale de´veloppe´e par Hirschmu¨ller [Hirschmu¨ller, 2005] et base´e sur
l’information mutuelle, que l’on notera SGM (pour semi-global matching).
Notons que les me´thodes utilise´es dans l’e´valuation de Scharstein et Szeliski ne prennent pas en
compte le proble`me des changements d’illumination [Scharstein, Szeliski, 2002]. Pour pouvoir
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e´tablir une comparaison avec ces me´thodes, il paraˆıt judicieux d’effectuer un pre´traitement
des images du couple ste´re´oscopique pour d’atte´nuer les effets des changements d’illumina-
tion. Nous avons choisi ici d’appliquer une transformation d’histogrammes aux images ste´-
re´oscopiques pour ensuite proce´der a` leur mise en correspondance en utilisant l’algorithme de
Kolmogorov et Zabih [Kolmogorov, Zabih, 2001] a` base de coupures de graphes. Les re´sultats
de la combinaison de ces deux techniques, que l’on notera TH+CG, sont aussi inclus dans
notre e´tude comparative. Notons que l’algorithme de Kolmogorov et Zabih, disponible sur le
Web6, utilise un parame`tre de re´gularisation que nous avons ajuste´ de manie`re a` obtenir les
meilleurs re´sultats avec cette me´thode.
5.5.1 Exemple synthe´tique avec des variations d’illumination simule´es
Le premier exemple que nous avons utilise´ pour valider quantitativement la me´thode
propose´e est la paire d’images synthe´tique corridor montre´e a` la figure 4.1. Pour simuler des
variations de luminosite´ sur cette paire ste´re´oscopique, nous avons multiplie´ l’image de droite
par un profil gaussien, tandis que l’image de gauche est reste´e inchange´e. Les deux images
obtenues sont repre´sente´es en figure 5.4. Les dimensions de ces images e´tant e´gales a` 256×256
pixels, le profil de changement d’illumination gaussien est de´fini par :





2ς2 + c2, (5.44)
ou` (x0, y0) = (128, 128) est le centre, ς = 256 est l’e´cart type de l’effet d’illumination et c1 et
c2 sont deux constantes que nous avons fixe´es a` 1.8 et -0.6 respectivement, de manie`re a` ce
que le profil g ve´rifie la contrainte de plage de valeurs (5.35).
Fig. 5.4 – Paire d’images Corridor modifie´e pour avoir un changement d’illumination artficiel.
L’image de droite est multiplie´e par un profil gaussien dont la formule est donne´e en (5.44).
La carte de disparite´ the´orique et celle calcule´e par notre approche pour ce couple d’images
sont montre´es a` la figure 5.5. Comme nous pouvons le constater, l’utilisation du mode`le
d’illumination propose´ a permis de compenser les changements de luminosite´ entre l’image
de gauche et l’image de droite et d’obtenir ainsi une estimation de la carte de disparite´ tre`s
robuste vis-a`-vis de ces changements. En effet, les larges zones homoge`nes, comme le plafond
6http ://www.adastral.ucl.ac.uk/ vladkolm/software.html




Fig. 5.5 – Re´sultats pour la paire ste´re´oscopique Corridor ayant subi des variations d’illumi-
nations artificielles. (a) Image de gauche (b) Vraie disparite´ (c) NCC (d) GC+HT (e) SGM
(f) Notre approche.
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(a) (b) (c)
Fig. 5.6 – Cartes de changements d’illumination pour la paire d’images Corridor modifie´e :
(a) la carte synthe´tique (b) la carte estime´e avec une re´gularisation de Tikhonov (c) la carte
estime´e avec une re´gularisation base´e sur le laplacien.
ou les murs, sont bien lisse´es et les contours autour des objets sont pre´serve´s. Nous repor-
tons e´galement sur cette figure les cartes de disparite´ obtenues par les diffe´rentes me´thodes
compare´es. L’ensemble de ces re´sultats met en e´vidence la supe´riorite´ de notre me´thode sur
celle par corre´lation normalise´e et sur la technique CG+TH. La carte de disparite´ de la fi-
gure 5.5(e) souligne le bon comportement de la me´thode SGM. Toutefois, compare´e a` notre
me´thode, elle se comporte moins bien, notamment pour le lissage des zones homoge`nes de
l’image qui apparaissent, en effet, comme les zones les plus marque´es par l’effet des variations
d’illumination.
Pour une analyse quantitative des performances des diffe´rentes me´thodes, nous proposons
d’utiliser les crite`res d’e´valuation du chapitre 4, a` savoir l’erreur absolue moyenne et le pour-
centage d’appariements errone´s. Les re´sultats obtenus sont indique´s dans le tableau 5.1(a).
La supe´riorite´ de notre me´thode, de´ja` appre´cie´e visuellement sur la figure 5.5, est clairement
confirme´e par ces valeurs. Notons que l’approche de Hirschmu¨ller [Hirschmu¨ller, 2005] obtient
e´galement de bons re´sultats. Cependant, contrairement a` SGM, notre approche permet de
mesurer les changements locaux d’illumination. Pour mode´liser la re´gularite´ du champ d’illu-
mination mesure´, deux expe´riences ont e´te´ ainsi mene´es : 1) en conside´rant la re´gularisation
quadratique de Tikhonov traduite par l’ensemble S6 et 2) en conside´rant une re´gularisation
base´e sur le laplacien et traduite par l’ensemble S7. La figure 5.6 pre´sente le champ d’illumi-
nation the´orique et celui estime´ suivant les deux re´gularisations. La solution obtenue avec une
re´gularisation de Tikhonov est nettement meilleure que celle obtenue avec une re´gularisation
base´e sur le laplacien. En effet, tandis que le lissage induit par l’utilisation de l’ensemble S6
est bien effectue´ de manie`re conforme sur toute l’image, celui obtenu en prenant en compte la
contrainte S7 est influence´ par les discontinuite´s de l’image de re´fe´rence. Cela s’explique par
le fait que la de´rive´e seconde est plus sensible aux petites perturbations. En outre, l’erreur
absolue moyenne d’estimation du champ d’illumination avec une re´gularisation de Tikhonov
est de 0.016 tandis que celle avec une re´gularisation base´e sur le laplacien est de 0.021. Ceci
confirme que la re´gularisation quadratique de Tikhonov convient mieux a` ce type de champs.
Par ailleurs, pour e´valuer la robustesse de notre approche en pre´sence d’un bruit addi-
tif, nous l’avons teste´e sur trois variantes de la paire Corridor, modifie´e par les variations
d’illumination et de´grade´e par un bruit additif gaussien centre´ de variance σ2n. A` l’aide du ta-
bleau 5.1(b), nous pouvons constater que notre me´thode est tre`s robuste au bruit et fournit de





GC [Kolmogorov, Zabih, 2001] +HT 0.80 18
SGM [Hirschmu¨ller, 2005] 0.47 13
Notre approche 0.37 10
(b) Impact du bruit utilisant le crite`re EAM
niveaux de bruit
Technique σ2n = 1 σ
2
n = 10 σ
2
n = 100
SSD+MA 1.18 1.20 1.27
NCC 1.10 1.14 1.16
GC [Kolmogorov, Zabih, 2001]+HT 0.72 0.85 0.89
SGM [Hirschmu¨ller, 2005] 0.38 0.41 0.48
Notre approche 0.34 0.38 0.44
Tab. 5.1 – Re´sultats comparatifs sur la paire d’images Corridor modifie´e : (a) sans ajout de
bruit (b) avec bruit additif gaussien.
bons re´sultats meˆme si le niveau de bruit est important. En effet, le re´sultat de notre me´thode
pour un niveau de bruit e´gal a` 100 est meilleur que celui obtenu par les autres me´thodes, sur
la paire d’image non bruite´e. Les re´sultats de l’algorithme SGM sur la paire d’image bruite´e
confirment que le calcul global de l’information mutuelle sur toute l’image permet de pallier
la sensibilite´ de cette mesure a` un bruit additif gaussien.
Il est important de noter qu’afin d’ame´liorer la qualite´ de nos re´sultats et re´duire la de´-
pendance de la solution vis-a`-vis du choix de l’estimation initiale, le processus d’estimation
conjointe de la disparite´ et des changements d’illumination a e´te´ re´ite´re´, comme dans le cas
d’une estimation sans variations d’illumination, ou` les champs estime´s a` un cycle d’ite´rations
donne´ servent d’initialisation pour le cycle suivant. Les figures 5.7 et 5.8 ainsi que le tableau
5.2 donnent les re´sultats interme´diaires pour la paire Corridor, en conside´rant trois cycles
d’ite´rations. Notons que, pour e´valuer les champs d’illumination estime´s suivant le crite`re
Err, nous avons porte´ la valeur du seuil δs, qui intervient dans ce crite`re, a` 0.1 en raison
de la dynamique de ce champ. Les re´sultats obtenus confirment visuellement et quantitati-
vement l’inte´reˆt d’utiliser une proce´dure ite´rative pour affiner les estimations initiales et par
conse´quent les re´sultats.
E´tape Champ de disparite´ Champ d’illumination
EAM Err EAM Err
estimation initiale 1.58 28 0.029 9
cycle 1 0.69 17 0.025 6
cycle 2 0.53 13 0.017 4
re´sultat final 0.37 10 0.016 4
Tab. 5.2 – Re´sultats interme´diaires pour la paire d’images Corridor modifie´e.
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(a) estimation initiale (b) cycle 1
(c) cycle 2 (d) re´sultat final
Fig. 5.7 – Re´sultats interme´diaires pour l’estimation des champs de disparite´ de la paire
d’images Corridor modifie´e.
(a) estimation initiale (b) cycle 1
(c) cycle 2 (d) re´sultat final
Fig. 5.8 – Re´sultats interme´diaires pour l’estimation des champs d’illumination de la paire
d’images Corridor modifie´e.
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5.5.2 Images re´elles avec des changements d’illumination re´els
5.5.2.1 Images re´elles avec ve´rite´ terrain
Nous pre´sentons dans ce paragraphe les re´sultats obtenus avec des images de sce`nes re´elles
soumises a` des changements d’illuminations re´els. Ces bases d’images ont e´te´ cre´e´es et mises a`
disposition sur le web 7 par Daniel Scharstein. Chaque base d’images contient 7 vues rectifie´es
prises de points de vue e´quidistants le long d’une meˆme droite et soumises a` trois changements
d’illumination diffe´rents. La ve´rite´ terrain, obtenue par des me´thodes utilisant des sources de
lumie`re structure´e [Scharstein, Szeliski, 2003], est fournie pour les vues 2 et 6 de chaque base
d’images. Nous donnons ici les re´sultats pour les deux paires d’images pre´sente´es a` la figure 5.9,
a` savoir Dolls et Books. Ces images sont difficiles a` apparier car, d’une part, les changements
d’illuminations sont significatifs et, d’autre part, la plage de variation de disparite´ est tre`s
large. Les valeurs de la disparite´ vont, en effet, de 20 a` 75 pixels.
(a) (b) (c)
Fig. 5.9 – Paires d’images Dolls (en haut) et Books (en bas) avec ve´rite´ terrain. (a) Image
de gauche. (b) Image de droite. (c) Ve´rite´ terrain.
Les re´sultats obtenus pour ces paires d’images avec les diffe´rentes me´thodes conside´re´es
sont expose´s sur les figures 5.10 et 5.11. Nous pouvons constater que les approches SSD+MA
et NCC sont toutes les deux tre`s sensibles aux changements d’illumination et entraˆınent
des erreurs d’appariement significatives dans les zones de l’image ou` l’effet des variations
de luminosite´ est important. L’algorithme CG combine´ a` une transformation d’histogramme
maintient globalement un lissage des zones homoge`nes de l’image mais ne permet pas de
reconstruire les de´tails fins, notamment au niveau des discontinuite´s des objets. Le re´sultat
fourni par notre approche traduit la pertinence du mode`le d’illumination choisi en de´pit de la
7http ://cat.middlebury.edu/stereo/scenes2005/
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(a) SSD+MA (b) NCC (c) GC+TH.
(d) SGM (e) Notre approche (f) Verite´ terrain
Fig. 5.10 – Images de disparite´ pour la paire ste´re´oscopique Dolls.
(a) SSD+MA (b) NCC (c) GC+TH.
(d) SGM (e) Notre approche (f) Verite´ terrain
Fig. 5.11 – Images de disparite´ pour la paire ste´re´oscopique Books.
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complexite´ des couples d’images conside´re´s. Pour l’analyse quantitative, les mesures d’erreurs
sont calcule´es comme pre´ce´demment. Les re´sultats pre´sente´s dans le tableau 5.3 montrent que
notre me´thode permet d’obtenir les meilleurs re´sultats parmi toutes les me´thodes, en ce qui
concerne l’erreur absolue moyenne et le pourcentage de mauvais appariements. Enfin, notons
que les performances de notre approche et celles de l’algorithme SGM sont tre`s proches, non
seulement visuellement, mais aussi par rapport aux erreurs mesure´es.
Dolls Books
Technique EAM Err EAM Err
SSD+MA 2.65 23 4.74 34
NCC 1.73 21 3.35 27
GC [Kolmogorov, Zabih, 2001] +TH 1.26 25 2.64 26
SGM [Hirschmu¨ller, 2005] 0.67 11 0.93 16
Notre approche 0.51 9 0.85 16
Tab. 5.3 – Re´sultats comparatifs pour les paires ste´re´oscopiques Dolls et Books.
5.5.2.2 Image re´elle sans ve´rite´ terrain
Nous montrons enfin les re´sultats obtenus par les diffe´rentes me´thodes compare´es sur une
paire d’images re´elle ayant subi de re´els changements d’illumination. La figure 5.12 pre´sente
la paire ste´re´oscopique Shrub issue de la base de donne´es JISCT8. En examinant cette paire
d’images, nous avons remarque´ une diffe´rence entre les histogrammes des intensite´s de gris
dans les images de gauche et de droite. Ceci implique que la contrainte de conservation de la
luminance n’est pas respecte´e pour cette paire ste´re´oscopique, ce qui peut s’expliquer par un
e´ventuel changement d’illumination entre les deux images.
(a) (b)
Fig. 5.12 – Paire d’images Shrub. (a) Image de gauche. (b) Image de droite.
Nous reportons sur la figure 5.13 le re´sultat obtenu par la me´thode propose´e, que nous
comparons avec les re´sultats des autres me´thodes. Cependant, la ve´rite´ terrain e´tant inconnue,
la comparaison ne peut eˆtre e´tablie que visuellement. Nous observons ainsi que les me´thodes
8http ://vasc.ri.cmu.edu/idb/html/jisct/




Fig. 5.13 – Re´sultats pour la paire ste´re´oscopique re´elle Shrub. (a) Image de gauche. (b)
SSD+MA. (c) NCC. (d) GC+HT (e) SGM. (f) Notre approche.
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locales sont, comme cela a e´te´ constate´ pre´ce´demment, tre`s sensibles aux changements d’illu-
mination. A` l’oppose´, la technique GC+TH montre une nette ame´lioration pour ce couple
d’images, due a` la pre´sence de larges zones homoge`nes. Enfin, nous pouvons signaler que
notre approche ainsi que l’algorithme SGM permettent de mieux s’affranchir des proble`mes
lie´s aux variations de luminosite´.
5.6 Conclusion
La plupart des algorithmes de vision par ordinateur supposent que les objets sont lamber-
tiens et qu’aucun changement d’illumination ne se produit entre les images d’une meˆme sce`ne.
Dans le cadre de la mise en correspondance ste´re´oscopique, ceci se traduit par une hypothe`se
de conservation de la luminance entre les projections, dans les images gauche et droite, d’un
meˆme point physique de la sce`ne. Il s’agit bien suˆr d’une hypothe`se qui n’est pas toujours
re´aliste.
Les approches classiques propose´es dans la litte´rature pour pallier ce proble`me ne per-
mettent pas de prendre en compte la totalite´ des variations d’illuminations susceptibles de
se produire entre les deux vues d’une meˆme sce`ne, dans la mesure ou` elles supposent que
ces variations sont globales (au moins sur certaines re´gions). Dans ce chapitre, nous avons
propose´ un mode`le d’illumination multiplicatif qui varie spatialement. Ce mode`le permet de
compenser localement les changements d’illumination.
A` partir du mode`le propose´, nous avons formule´ le proble`me de mise en correspondance
comme un proble`me de programmation convexe ou` une fonction objectif quadratique convexe
est minimise´e sur l’intersection d’ensembles convexes construits a` partir des connaissances
a priori sur les champs de disparite´ et d’illumination. Les re´sultats obtenus sur un exemple
synthe´tique, ou` des variations de luminosite´ ont e´te´ simule´es, montrent que notre approche est
robuste vis-a`-vis de ces changements. Nous l’avons par la suite teste´e sur des images ayant subi
de vrais changements d’illumination et les re´sultats se sont e´galement ave´re´s satisfaisants. Par
ailleurs, nous avons compare´ notre approche aux approches de mise en correspondance utilise´es
dans la litte´rature pour prendre en compte le proble`me des changements d’illumination. Parmi
les me´thodes passe´es en revue dans ce chapitre, nous avons conside´re´ les suivantes : une
me´thode avec un pre´traitement (CG+TH), une me´thode utilisant une mesure de corre´lation
robuste (NCC), une mode´lisation affine des changements d’illumination (SSD+MA) et une
me´thode re´cente (SGM) base´e sur l’information mutuelle. Au vu des comparaisons visuelles et
quantitatives e´tablies, il s’ave`re que l’approche propose´e est plus robuste et permet de mieux
s’affranchir des proble`mes lie´s aux variations de luminosite´.
Chapitre 6
Application a` la de´tection
d’obstacles routiers
6.1 Introduction
La de´tection d’obstacles dans un milieu routier est une taˆche primordiale pour la na-
vigation autonome des syste`mes de transport intelligents. Cette taˆche e´tait essentiellement
fonde´e sur l’utilisation de capteurs actifs tels que les radars ou les te´le´me`tres lasers. Cepen-
dant, l’inconve´nient majeur de ce type de capteurs est leur couˆt prohibitif. A` cela, s’ajoute
une re´solution angulaire faible ne permettant pas de de´tecter tous les types d’obstacles. Avec
l’ame´lioration des techniques d’analyse d’images, la vision est devenue un moyen de de´tection
d’obstacles plus attractif, car elle fournit des solutions peu couˆteuses et offre une perception
plus homoge`ne des e´le´ments qui structurent la sce`ne routie`re.
Dans ce chapitre, nous proposons une me´thode de de´tection d’obstacles a` partir d’un
syste`me de vision embarque´ a` bord d’un ve´hicule en mouvement. Graˆce aux travaux pre´sente´s
dans les chapitres pre´ce´dents, nous disposons de´sormais d’une me´thode robuste et efficace pour
l’estimation de cartes de disparite´ denses et pre´cises. Le principe de l’approche de´crite dans
ce chapitre est d’exploiter ces cartes pour la de´tection d’obstacles routiers. Cette approche
se de´compose en trois e´tapes fondamentales. Dans un premier temps, l’image de disparite´
est estime´e a` partir de la me´thode pre´sente´e dans le chapitre 5 en prenant en compte les
changements d’illumination qui peuvent se produire entre les deux images ste´re´oscopiques.
La de´tection d’obstacles revient ensuite a` classifier les pixels de cette image, a` l’aide d’un
crite`re approprie´ d’orientation de surface, en deux cate´gories : les pixels appartenant a` la
route et ceux appartenant aux obstacles. Enfin, a` partir de cette de´tection, une e´tape de
caracte´risation d’obstacles est re´alise´e.
Dans ce qui suit, nous proposons tout d’abord un survol non exhaustif des me´thodes
de de´tection d’obstacles fonde´es sur la vision. La section suivante de´crit notre me´thode de
de´tection d’obstacles par ste´re´ovision. Les re´sultats montre´s sur des images re´elles de sce`nes
routie`res permettent de valider la me´thode propose´e.
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6.2 Un survol des me´thodes de de´tection d’obstacles par vision
Le de´veloppement de me´thodes d’aide a` la conduite ou d’automatisation comple`te de cette
taˆche fait ressortir un verrou majeur : celui de la de´tection d’obstacles et de leur e´vitement.
Les techniques de vision par ordinateur se preˆtent particulie`rement bien a` cette taˆche du fait
de leurs aptitudes en matie`re de segmentation et de perception. De nombreuses me´thodes de
de´tection d’obstacles fonde´es sur la vision ont e´te´ ainsi de´veloppe´es ces dernie`res anne´es. Nous
pouvons distinguer deux types d’approches : utilisant une seule came´ra (vision monoculaire)
ou exploitant deux came´ras (vision ste´re´oscopique).
6.2.1 Les approches base´es sur la vision monoculaire
L’approche monoculaire se limite a` l’analyse d’une seule image en se basant sur des
connaissances a priori des obstacles que le ve´hicule est susceptible de rencontrer. Cette ana-
lyse repose sur la recherche d’attributs ou de caracte´ristiques qui peuvent eˆtre de diffe´rents
types : photome´triques (niveaux de gris, texture, histogramme), morphologiques (segments,
e´le´ments de contours, syme´tries) et cine´matiques (mouvement apparent).
Caracte´risation photome´trique
D’une manie`re ge´ne´rale, les me´thodes fonde´es sur cette caracte´risation se de´composent en
deux e´tapes : une e´tape d’extraction d’attributs propres aux objets a` de´tecter (principalement
des pie´tons ou des ve´hicules) et une e´tape d’apprentissage ou de reconnaissance de formes.
La premie`re e´tape permet de trouver l’information pertinente dans les images. L’e´tape d’ap-
prentissage consiste ensuite a` analyser cette information en mettant en correspondance les
primitives extraites avec un mode`le d’obstacle ou une classe d’objets. L’e´laboration d’un mo-
de`le ne´cessite la cre´ation au pre´alable d’une base de donne´es compose´e d’images d’obstacles
prises pour diffe´rentes poses et diffe´rents angles de vue. La classification obstacle/non-obstacle
est ge´ne´re´e par l’utilisation de re´seaux de neurones [Zhao, Thorpe, 2000] ou par SVM (Sup-
port Vector Machine) [Shashua et al., 2004, Papageorgiou, Poggio, 1999].
Ces me´thodes ont l’avantage d’eˆtre simples et rapides mais elles sont tre`s sensibles au
bruit et aux variations d’illumination de la sce`ne. Le principe de la me´thode propose´e dans
[Hotter et al., 1996], pour s’affranchir de celle limitation, est de segmenter l’image en re´gions
selon un crite`re base´ sur des informations statistiques, comme l’espe´rance et la variance des
niveaux de gris. En effet, le fait d’utiliser des caracte´ristiques globales (des moments) et non
plus simplement des attributs locaux (niveaux de gris) permet d’ame´liorer la robustesse de
ces me´thodes en pre´sence de bruit. Cependant, ne permettant pas de conclure de fac¸on cer-
taine quant a` la pre´sence d’un obstacle, elles sont surtout utilise´es pour localiser des re´gions
d’inte´reˆt contenant des obstacles potentiels ou pour confirmer la de´tection d’un obstacle et
re´duire ainsi les fausses alarmes d’autres me´thodes.
Caracte´risation morphologique
Les me´thodes fonde´es sur cette caracte´risation s’appuient sur les meˆmes principes que
celles de´crites pre´ce´demment. Ne´anmoins, du fait des primitives choisies, elles be´ne´ficient d’une
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plus grande robustesse au bruit et aux changements d’illumination. Parmi ces me´thodes, nous
pouvons citer les nombreux travaux de Broggi et al. [Broggi et al., 2000, Bertozzi et al., 2002,
Bertozzi et al., 2005] qui caracte´risent les pie´tons par la syme´trie ou la taille de leurs contours
verticaux. Papageorgiou et al. [Papageorgiou, Poggio, 1999] proposent de de´finir le mode`le de
pie´ton a` partir des coefficients de de´tails horizontaux, verticaux et diagonaux, issus d’une
de´composition en ondelettes 2D d’une base d’images de pie´tons.
Caracte´risation cine´matique
Dans cette cate´gorie, un obstacle correspond a` une re´gion de l’image diffe´rente, au sens du
mouvement apparent, du reste de la sce`ne [Demonceaux et al., 2004, Giachetti et al., 1998,
Enkelmann, 1991]. Les me´thodes reposant sur cette caracte´risation d’obstacles ne´cessitent
l’estimation ou la connaissance a priori du mouvement de la came´ra fixe´e sur le ve´hicule. Les
obstacles correspondent ainsi aux points de l’image dont le mouvement apparent, calcule´ entre
deux images conse´cutives, n’est pas conforme a` celui induit par le mouvement de la came´ra.
Lors d’un mouvement de translation de la came´ra, le champ de mouvement convergeant
vers un point appele´ foyer d’expansion, les re´gions de l’image dont le vecteur de mouvement
ne converge pas vers ce point peuvent eˆtre interpre´te´es comme appartenant a` des obstacles
[Takeda et al., 1996].
Notons que les me´thodes d’analyse du mouvement permettent non seulement la de´tection
d’obstacles mais e´galement une estimation de leur vitesse et par conse´quent une analyse
dynamique de la sce`ne. Cependant, ces me´thodes sont sensibles aux vibrations de la came´ra
et sont ge´ne´ralement complexes a` mettre en œuvre.
6.2.2 Les approches base´es sur la vision ste´re´oscopique
On peut classer les approches de de´tection d’obstacles par ste´re´ovision en deux cate´gories :
celles mettant en œuvre une rectification homographique et celles base´es sur une mise en
correspondance entre les deux images ste´re´oscopiques.
Les me´thodes dans la premie`re cate´gorie appliquent une transformation homographique
sur une des deux images de manie`re a` ce que le plan de la route soit identique dans les deux
images ste´re´oscopiques. Les re´gions de l’image qui ne ve´rifient pas l’homographie induite
par ce plan indiquent alors la pre´sence d’objets sur la route. L’estimation de la matrice
d’homographie est obtenue suite a` une calibration ou par minimisation de la diffe´rence des
niveaux de gris entre les deux images [Okutomi et al., 2002]. L’avantage de ces me´thodes est
ne pas re´aliser d’appariements, d’ou` des gains importants en temps de calcul. Cependant,
elles sont assez sensibles aux variations d’illumination qui peuvent se produire entre les deux
images.
Les me´thodes par mise en correspondance se basent sur la carte de disparite´ issue de l’ap-
pariement de primitives entre les deux images de la paire ste´re´oscopique [Badal et al., 1994,
van der Mark, Gavrila, 2006, Yu et al., 2003, Andersen et al., 2005, Toulminet et al., 2004].
La plupart des approches dans cette cate´gorie exploitent cette carte pour estimer le plan de
la route et localiser les objets situe´s au-dessus de la surface de la route.
La me´thode de´veloppe´e par Labayrade et al. [Labayrade et al., 2002] est base´e sur la
144 Application a` la de´tection d’obstacles routiers
construction d’une image, appele´e V-disparite´1, fournissant une bonne repre´sentation ge´ome´-
trique de la sce`ne routie`re. Une carte de disparite´ e´parse est tout d’abord calcule´e par mise
en correspondance des maxima locaux des gradients horizontaux. A` partir de cette carte,
l’image V-disparite´ est construite en accumulant les pixels d’une meˆme ligne ayant une dis-
parite´ commune. Elle pre´sente ainsi pour chaque ligne de l’image la fonction de re´partition
en niveaux de gris des disparite´s mesure´es, reporte´e en abscisse. Dans l’espace V-disparite´, le
plan de la route est transforme´ en une droite oblique, et les obstacles en segments verticaux.
L’extraction de ces droites, par une transforme´e de Hough, permet enfin d’estimer le profil
longitudinal de la route et de de´tecter les obstacles sur la surface de la route.
L’approche V-disparite´, permettant de segmenter de manie`re fiable et rapide les sur-
faces planaires (route, obstacles) observe´es dans la sce`ne, a e´te´ exploite´e et e´tendue par
de nombreux auteurs dans le cadre de la de´tection d’obstacles routiers. Lemonde et al.
[Lemonde, Devy, 2004] reprennent cette approche pour prendre en compte le roulis, le de´-
vers ou les variations de pente de la route en travaillant dans l’espace tridimensionnel et non
dans l’espace V-disparite´. En outre, pour permettre l’utilisation de la V-disparite´ sur des
routes non structure´es, Soquet et al. [Soquet et al., 2007] proposent d’ame´liorer la re´parti-
tion des primitives apparie´es en adaptant le seuil sur le gradient de l’image en fonction de la
complexite´ de l’environnement routier. Ceci permet, en effet, l’obtention d’un profil de route
pre´cis, prenant en compte des ge´ome´tries plus complexes de la route. Hu et al. [Hu et al., 2005]
utilisent un nouveau concept, appele´ U-V disparite´, qui consiste a` calculer, en plus de l’image
V-disparite´, une image U-disparite´ [Labayrade, 2004]. Celle-ci est construite en accumulant
les pixels de meˆme disparite´ le long de chaque colonne de l’image. L’exploitation de ces deux
images permet d’extraire la surface de la route, les obstacles ainsi que les structures late´rales
telles que les fac¸ades des baˆtiments ou les parties late´rales des ve´hicules.
D’autres approches, comme [Bertozzi et al., 2005], utilisent la vision ste´re´oscopique seule-
ment pour mesurer la distance d’un objet au ve´hicule apre`s l’avoir de´tecte´ par une approche
monoculaire. En effet, seules les me´thodes qui exploitent la disparite´ entre deux images ste´-
re´oscopiques permettent d’obtenir des informations tridimensionnelles sur la sce`ne observe´e.
En conclusion, la vision monoculaire, bien qu’elle permette dans la majorite´ des cas de
de´tecter les obstacles routiers, ne permet pas d’estimer leurs distances sans ajouter un autre
capteur, des hypothe`ses supple´mentaires sur la sce`ne ou une connaissance a priori sur les ob-
jets a` de´tecter. L’utilisation de la ste´re´ovision permet, en revanche, de mesurer pre´cise´ment la
profondeur de chaque point de la sce`ne par un simple proce´de´ de triangulation. L’information
de distance e´tant primordiale pour localiser les obstacles de´tecte´s, nous avons opte´, dans le
cadre de cette the`se, pour une me´thode de de´tection d’obstacles par ste´re´ovision que nous
de´crivons dans ce qui suit.
6.3 Notre me´thode de de´tection d’obstacles par ste´re´ovision
Dans ce paragraphe, nous proposons une me´thode de de´tection d’obstacles dans un milieu
routier a` partir d’un syste`me de ste´re´ovision embarque´ a` bord d’un ve´hicule. Cette me´thode
repose essentiellement sur l’estimation et l’exploitation de cartes de disparite´ denses et pre´cises
(cf. chapitres 3 et 5).
1Selon les notations des auteurs, V correspond a` l’ordonne´e d’un pixel dans un repe`re image (U, V ).
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6.3.1 Mate´riel d’expe´rimentation
Le Cycab
La plate-forme sur laquelle ont e´te´ re´alise´es les expe´rimentations de ce chapitre est le
Cycab (voir figure 6.1). C’est un ve´hicule e´lectrique de petite taille (1.90 m de long sur 1.20 m
de large), qui peut transporter deux personnes a` une vitesse maximale de 30 km/h. Il est conc¸u
pour eˆtre utilise´ de fac¸on suˆre et simple avec une conduite manuelle simplifie´e et se´curise´e
ou une conduite totalement automatique. La conduite manuelle repose sur l’utilisation d’une
manette positionne´e entre les deux sie`ges. Le ve´hicule dispose e´galement d’un e´cran tactile
pour permettre a` l’utilisateur de re´cupe´rer des informations telle que la localisation du ve´hicule
dans l’environnement ou, en cas de conduite automatique, d’indiquer le trajet qu’il veut
effectuer.
Fig. 6.1 – Le Cycab.
Le Cycab constitue actuellement une plate-forme de recherche de´die´e pour expe´rimenter
le concept du ve´hicule intelligent et son inte´gration dans la ville de demain, avec l’objectif
a` terme d’e´quiper ces villes de flotte de ve´hicules en libre-service [Parent, Fortelle, 2005].
Il inte`gre ainsi dans sa conception mate´rielle et logicielle, les contraintes de bas couˆt, de
robustesse et de facilite´ de maintenance.
Le syste`me de ste´re´ovision Bumblebee
Le syste`me d’acquisition vide´o adopte´ sur la plate-forme Cycab est le syste`me de ste´re´ovi-
sion Bumblebee2 (cf. figure 6.2). Ce syste`me, qui se trouve a` l’avant du ve´hicule a` une hauteur
h = 80 cm au dessus du sol, contient deux came´ras nume´riques CCD (Charge-Coupled De-
vice) et fournit des images a` une fre´quence de 15 images par seconde. Les images peuvent eˆtre
2http ://www.erasme.org/IMG/bumblebee.pdf
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acquises en couleur ou en niveau de gris et avoir une taille de 480× 640 ou 240× 320 pixels.
Les parame`tres intrinse`ques des came´ras sont :
– la distance focale f = 4 mm ;
– la distance entre les centres optiques B = 12 cm ;
– la longueur focale αf = αx = αy = 269 pixels.
Fig. 6.2 – Syste`me de vision Bumblebee.
Les deux came´ras sont pre´-calibre´es et place´es dans une configuration paralle`le ou` leurs axes
optiques sont paralle`les entre eux et perpendiculaires a` la droite joignant leurs centres optiques
(cf. figure 6.3). Ceci implique que la ge´ome´trie e´pipolaire du capteur ste´re´oscopique utilise´
est rectifie´e. En outre, un logiciel permettant la correction des distorsions optiques et la
rectification des images, dans le cas d’un e´ventuel de´salignement des came´ras, est fourni avec
















Fig. 6.3 – Configuration des came´ras du syste`me de vision ste´re´oscopique.
6.3.2 Estimation de la carte de disparite´
La premie`re e´tape de la me´thode de de´tection d’obstacles propose´e consiste a` estimer
le champ de disparite´ a` partir de deux images ste´re´oscopiques acquises par le syste`me de
ste´re´ovision embarque´ a` bord du ve´hicule Cycab. Pour des contraintes de temps re´el, la plupart
des approches de de´tection existantes utilisent une carte de disparite´ e´parse, c’est-a`-dire une
carte ou` l’appariement n’est re´alise´ qu’en certains points d’inte´reˆt dans l’image. L’utilisation
d’une carte de disparite´ e´parse ne permet cependant pas de localiser et de caracte´riser de
manie`re tre`s fiable les obstacles de´tecte´s. De plus, la me´thode d’appariement, souvent utilise´e,
est locale et est donc ne´cessairement sensible aux faux appariements. Ceci empeˆche d’exploiter
directement la carte de disparite´ ge´ne´re´e comme carte de profondeur de l’environnement.
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(a) (b) (c)
Fig. 6.4 – Re´sultats de l’estimation de la disparite´ sur des paires d’images de sce`nes routie`res.
En haut : les images de gauche. En bas : les cartes de disparite´ estime´es.
Dans ce travail, nous adoptons la me´thode d’estimation de la disparite´ pre´sente´e au cha-
pitre 5. En effet, celle-ci fournit des cartes de disparite´ denses, pre´cises, robustes au bruit et
aux variations d’illumination de la sce`ne observe´e. Elle semble donc la mieux adapte´e. Les
images que nous avons conside´re´es sont en niveaux de gris et de taille 240 × 320 pixels. Les
parame`tres qui interviennent dans notre algorithme, pour ces images teste´es, sont donne´s dans
le tableau 6.1. La figure 6.4 repre´sente les images de gauche de trois paires ste´re´oscopiques de
sce`nes routie`res ainsi que les cartes de disparite´ calcule´es par notre me´thode par rapport a` ces
images de re´fe´rence. Ces cartes sont cohe´rentes avec la structuration des e´le´ments constituant
les diffe´rentes sce`nes filme´es. En effet, on y identifie clairement le plan de la route, les pie´tons
ainsi que les voitures stationne´es sur le parking. En outre, sur les trois cartes, le plan de la
route montre un de´grade´ cohe´rent avec la profondeur de la sce`ne et les disparite´s associe´es aux
pie´tons sont en ade´quation avec leurs profondeurs re´elles. Par exemple, sur la figure 6.4(b), le
pie´ton a` droite de l’image a une disparite´ plus claire et est donc plus proche du ve´hicule que
le pie´ton au centre, ce qui correspond bien a` la re´alite´.
α δ κ5 ζ intervalle de disparite´ intervalle d’illumination
50 6× 105 4× 103 2 [2, 20] [0.8, 1.2]
Tab. 6.1 – Parame`tres de l’algorithme d’estimation de la disparite´ pour les images conside´re´es
dans ce chapitre.
Il s’agit a` pre´sent d’exploiter ces cartes de disparite´ pour distinguer les obstacles du plan de
la route.
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Cycab






Fig. 6.5 – Syste`me de coordonne´es du ve´hicule.
6.3.3 Classiﬁcation des pixels de la carte de disparite´
En analysant les cartes de disparite´ de la figure 6.4, nous pouvons observer qu’une sce`ne de
la route est constitue´e essentiellement d’une large surface horizontale repre´sentant le plan de
la route et d’objets, ayant des surfaces verticales, situe´s au-dessus de ce plan. L’environnement
routier peut ainsi eˆtre mode´lise´ simplement par des surfaces horizontales et verticales. Pour
identifier les e´le´ments constituant cet environnement, il s’agit donc d’extraire, a` partir de
l’image de disparite´, les surfaces globales qui correspondent soit a` la surface de la route, soit
a` des obstacles dans la sce`ne.
La mode´lisation de l’environnement routier par des surfaces planes a e´te´ adopte´e dans
plusieurs travaux. La technique V-disparite´ [Labayrade et al., 2005] et sa version e´tendue U-
V disparite´ [Hu et al., 2005, Soquet et al., 2007] de´ja` e´voque´es font partie des plus ce´le`bres.
Travaillant dans l’espace V-disparite´ et/ou U-disparite´, l’estimation des plans de la sce`ne,
suivant ces approches, revient a` de´tecter des droites projete´es dans ces espaces. L’approche
que nous proposons ici est diffe´rente dans la mesure ou` elle travaille directement dans l’espace
tri-dimensionnel, en tirant profit de la densite´ et de la pre´cision des cartes de disparite´ estime´es
par notre me´thode, de´crite dans le chapitre pre´ce´dent. Pour caracte´riser et se´parer les surfaces
contenues dans ces cartes, nous utilisons un crite`re de segmentation en plans. Le crite`re, que
nous avons adopte´ est le crite`re d’orientation de surface.
Il existe diffe´rentes fac¸ons de spe´cifier l’orientation de la surface d’un plan. Nous pouvons,
par exemple, donner l’e´quation de´finissant le plan ou, de manie`re e´quivalente, la direction du
vecteur normal a` la surface de ce plan. Dans le repe`re de la came´ra de gauche, ramene´ au
repe`re de l’espace, l’e´quation d’un plan ne passant pas par l’origine de l’espace (centre optique
de la came´ra de gauche) peut s’e´crire comme suit :
aX + bY + cZ = 1, (6.1)
ou` (X,Y, Z) sont les coordonne´es spatiales. Comme nous l’avons de´ja` mentionne´ au para-
graphe 2.2.3.7, la disparite´ est inversement proportionnelle a` la distance des objets aux came´-
ras. Nous avons exprime´, dans ce paragraphe, l’e´quation liant la profondeur d’un point M de
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ou` B est la distance entre les centres optiques des deux came´ras et αf est la longueur focale
exprime´e en pixels. Il est e´galement inte´ressant de rappeler ici l’expression des coordonne´es,
exprime´es dans le repe`re image, de la projection du point M sur l’image de gauche. Celle-ci










En combinant les e´quations (6.1), (6.2) et (6.3), nous pouvons de´finir l’e´quation d’un plan
dans l’espace tri-dimensionnel (x, y, u), que nous apppelons espace de disparite´, de la manie`re
suivante :
Ba x+Bb y − u = −Bαfc. (6.4)
A` partir de cette e´quation, nous pouvons conclure qu’un plan de l’espace de vecteur normal
(a, b, c) est aussi un plan dans l’espace de disparite´ (x, y, u) de vecteur normal (Ba,Bb,−1).
Par ailleurs, il est inte´ressant de noter que le gradient de l’image de disparite´ s’e´crit en fonction








) = B(a, b). (6.5)
Nous allons dans ce qui suit caracte´riser les plans de l’espace que l’on cherche a` de´terminer
en s’appuyant uniquement sur les vecteurs normaux a` la surface ge´ne´re´s a` partir de l’image
de disparite´. En conside´rant des vecteurs unitaires, ceci revient plus pre´cise´ment a` calculer en
chaque point de la carte de disparite´ un vecteur normal unitaire (an, bn, cn) tel que :

















En raisonnant toujours dans l’espace de disparite´, nous de´finissons a` pre´sent les diffe´-
rents plans de cet espace en nous inte´ressant plus particulie`rement aux plans horizontaux et
verticaux.
Les plans horizontaux
En supposant que dans le syste`me de coordonne´es du ve´hicule, repre´sente´ a` la figure 6.5,
l’axe Y est toujours perpendiculaire au plan du sol, nous pouvons conside´rer que les valeurs
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absolues de la composante bn du vecteur normal unitaire (an, bn, cn) proches de 1 caracte´risent
les plans horizontaux et de´finir ainsi les projections de ces plans par :
Ph = {(x, y) ∈ R2 | |bn| ≥ sy}, (6.7)
ou` sy ≤ 1 est un seuil a` fixer. Il est e´vident que ce seuil doit eˆtre choisi proche de 1.
Les plans verticaux
De meˆme, l’axe Z du repe`re du ve´hicule e´tant suppose´ paralle`le au plan horizontal du
sol, un seuillage approprie´ sur les valeurs absolues de la composante cn permet d’extraire les
plans verticaux, qui peuvent eˆtre donc de´finis par :
Pv = {(x, y) ∈ R2 | |cn| ≥ sz}, (6.8)
ou` sz ≤ 1 est un seuil a` prendre proche de 1.
Notons que nous pouvons de´finir de manie`re similaire des plans transverses en conside´rant
la composante an des vecteurs normaux unitaires. Soit, pour un seuil sx donne´,
Pt = {(x, y) ∈ R2 | |an| ≥ sx}. (6.9)
Dans ce travail, nous ne prenons pas en compte explicitement ces plans au cours de la seg-
mentation, mais, en revanche, on les classe comme appartenant a` des plans horizontaux ou
verticaux suivant leurs angles d’inclinaison. Pour cela, nous adoptons une de´finition e´tendue
des plans Ph et Pv, prenant ainsi en compte les plans incline´s. Nous posons alors
Phi = {(x, y) ∈ R2 | |bn| ≥ sy ou |cn| ≤ (1− sy)}, (6.10)
et
Pvi = {(x, y) ∈ R2 | |cn| ≥ sz ou |bn| ≤ (1− sz)}. (6.11)
6.3.3.1 Expe´rimentations sur la paire d’images synthe´tique Corridor
Pour illustrer la me´thode propose´e, nous allons, dans un premier temps, la valider sur
les images de la sce`ne Corridor, constitue´e de plans horizontaux, verticaux et incline´s. Cette
sce`ne de synthe`se est, en effet, repre´sentative d’un environnement routier : le sol peut eˆtre
assimile´ a` un plan de la route et les objets situe´s sur le sol, tels que le coˆne et la balle,
peuvent eˆtre conside´re´s comme des obstacles. Nous avons calcule´ en chaque point de la carte
de disparite´ associe´e a` cette paire, pre´sente´e a` la figure 6.6, un vecteur normal a` la surface
comme cela a e´te´ de´crit pre´ce´demment. Les valeurs absolues des composantes de ces vecteurs
suivant les axes X, Y et Z sont montre´es sur les figures 6.6(d), (e) et (f), respectivement.
Sur ces figures, plus le pixel est fonce´, plus sa valeur est proche de 0 et plus il est clair, plus
sa valeur est proche de 1. Nous pouvons ainsi observer que les valeurs absolues proches de
1 suivant chaque composante caracte´risent un plan particulier. La composante an permet,
en effet, d’indiquer la pre´sence de surfaces transverses. De meˆme, la composante bn met en
e´vidence les surfaces horizontales et la composante cn les surfaces verticaux. Pour segmenter
l’image de disparite´ suivant ces diffe´rents plans, nous avons dans un premier temps applique´




Fig. 6.6 – Re´sultats sur la paire de synthe`se Corridor. En haut : les images ste´re´oscopiques
et la carte de disparite´ associe´e. Au milieu : les valeurs absolues des composantes des vecteurs
normaux a` la surface suivant les axes (d) X, (e) Y et (f) Z. Re´sultats du seuillage sur les
composantes (g) an, (h) bn et (i) cn.
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Fig. 6.7 – Re´sultat du seuillage sur la composante cn de la figure 6.6(f) mettant en e´vidence
les plans verticaux et obliques.
un seuillage sur les diffe´rentes composantes an, bn et cn en adaptant les de´finitions (6.7), (6.8)
et (6.9) des plans correspondants et en prenant un seuil identique (sx = sy = sz) e´gal a` 0.8. Le
re´sultat de cette segmentation parvient clairement a` se´parer les plans transverses (cf. figure
6.6(g)), horizontaux (cf. figure 6.6(h)) et verticaux (cf. figure 6.6(i)).
Nous allons a` pre´sent segmenter l’image de disparite´ uniquement en plans horizontaux et
verticaux. Pour cela, nous utilisons les de´finitions (6.10) et (6.11) permettant de prendre en
compte les plans incline´s. Nous montrons, en particulier, a` la figure 6.7 le re´sultat de l’extrac-
tion des plans verticaux selon la de´finition (6.11) et nous observons que les plans transverses
des murs verticaux ressortent bien dans cette image et sont donc de´sormais conside´re´s comme
des plans verticaux.
Le re´sultat final de notre segmentation superpose´ a` l’image de gauche de la paire Corridor
est pre´sente´ a` la figure 6.8. Les pixels bleus appartiennent ainsi a` des surfaces horizontales et
les pixels rouges appartiennent a` des objets verticaux. Ce re´sultat confirme que notre me´thode
permet une segmentation efficace de la carte de disparite´ en surfaces horizontales et verticales.
Nous pouvons donc, a` pre´sent, l’appliquer sur des images de sce`nes routie`res pour la de´tection
des obstacles routiers.
6.3.3.2 Expe´rimentations sur des images re´elles de sce`nes routie`res
Nous pre´sentons dans cette section les re´sultats de notre me´thode sur des images re´elles
de sce`nes routie`res acquises par le syste`me de ste´re´ovision Bumblebee embarque´ a` bord du
Cycab. La premie`re se´quence, compose´e de 60 images, montre un pie´ton immobile au milieu
de la route et un autre pie´ton avanc¸ant en face du Cycab a` la meˆme vitesse. Nous donnons
figure 6.9 (lignes 2 et 4) les re´sultats de notre me´thode de de´tection d’obstacles sur six images
de cette se´quence. Ces re´sultats sont pre´sente´s, comme pre´ce´demment, en superposant les
re´sultats de la classification des cartes de disparite´ aux images de re´fe´rence. Les zones bleues
correspondent ainsi au plan de la route et les zones rouges repre´sentent les obstacles. Les
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Fig. 6.8 – Classification des pixels de la carte de disparite´ : les pixels bleus appartiennent a`
des surfaces horizontales et les pixels rouges appartiennent a` des objets verticaux.
cartes de disparite´ estime´es par notre me´thode sont e´galement pre´sente´es sur la figure 6.9
(lignes 1 et 3). Notons que dans le cas de ces images, nous n’avons pas pris en compte, lors
de la segmentation en plans de l’image de disparite´, les points ayant une disparite´ infe´rieure
a` un. Ces points qui correspondent aux pixels noirs de l’image de disparite´ sont, en effet,
tre`s e´loigne´s et ne pre´sentent pas de danger pour le ve´hicule. La segmentation en plans de
l’image de disparite´ est effectue´e en conside´rant les de´finitions e´tendues des plans verticaux
et horizontaux. En effet, comme on peut clairement le voir sur les premie`res images de cette
se´quence, le plan transverse correspondant au buisson est conside´re´ comme un plan vertical.
Pour e´liminer les pixels isole´s mal classifie´s, en raison de mauvais appariements dans l’image
de disparite´, nous avons applique´ des ope´rations e´le´mentaires de morphologie mathe´matique
[Serra, 1988]. Les diffe´rents obstacles et le plan de la route sont ainsi correctement de´tecte´s.
La deuxie`me se´quence montre un pie´ton traversant la route face au Cycab. Les cartes de
disparite´s associe´es a` six images de cette se´quence sont montre´es sur la figure 6.10 (lignes 1 et
3). Les re´sultats de la segmentation en plans de ces cartes de disparite´ superpose´s aux images
de gauche sont pre´sente´s figure 6.10 (lignes 2 et 4). Sur les diffe´rentes images de la se´quence,
les pie´tons ainsi que les voitures stationne´es sont correctement de´tecte´s comme des obstacles
et le plan de la route, repre´sente´ en bleu, est bien estime´.
6.3.4 Caracte´risation des obstacles de´tecte´s
Ayant de´sormais a` disposition une carte de disparite´ de l’ensemble de l’environnement du
ve´hicule segmente´e en plans horizontaux et verticaux, nous cherchons, dans ce paragraphe, a`
caracte´riser les obstacles par leur distance au ve´hicule. Ceci permet de localiser les obstacles
potentiels par rapport au ve´hicule et d’e´valuer leur degre´ de dangerosite´. Compte tenu de ses
qualite´s, la carte de disparite´ estime´e par notre me´thode peut eˆtre utilise´e directement comme
carte de profondeur de l’environnement du ve´hicule.
Notre me´thode de caracte´risation consiste, dans un premier temps, a` positionner des cadres
englobants autour des objets verticaux de´tecte´s lors de la phase de segmentation. Les extre´-
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Fig. 6.9 – Re´sultats sur les images d’une sce`ne routie`re. Premie`re et troisie`me lignes : les
cartes de disparite´ estime´es par notre me´thode. Deuxie`me et quatrie`me lignes : classification
des pixels de la carte de disparite´ : les zones bleues correspondent au plan de la route et les
zones rouges repre´sentent les obstacles.
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Fig. 6.10 – Re´sultats sur les images d’une sce`ne routie`re. Premie`re et troisie`me lignes : les
cartes de disparite´ estime´es par notre me´thode. Deuxie`me et quatrie`me lignes : classification
des pixels de la carte de disparite´ : les zones bleues correspondent au plan de la route et les
zones rouges repre´sentent les obstacles.
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Obstacle a` 3.59 m Obstacle a` 3.64 m Obstacle a` 3.04 m
Fig. 6.11 – Re´sultats de la de´tection d’obstacles. En haut : obstacles de´tecte´s. En bas : cadres
englobants construits autour des obstacles de´tecte´s.
Obstacle a` 4.61 m Obstacle a` 3.88 m Obstacle a` 2.14 m
Fig. 6.12 – Re´sultats de la de´tection d’obstacles. En haut : obstacles de´tecte´s. En bas : cadres
englobants construits autour des obstacles de´tecte´s.
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mite´s des cadres sont obtenues en re´cupe´rant les valeurs minimales et maximales des bords
de chaque partie connexe classifie´e comme un obstacle. Pour chaque cadre ainsi positionne´,
on calcule la profondeur des pixels appartenant a` ce cadre en utilisant les parame`tres de ca-
libration des came´ras et la relation (6.2). La moyenne des distances de ces points est enfin
attribue´e a` la distance de l’obstacle encadre´. Sur les figures 6.11 et 6.12, les rectangles rouges
repre´sentent les boites englobantes autour des obstacles de´tecte´s dans les images 6.9 et 6.10,
respectivement. Nous indiquons sur chacune de ces figures la distance de l’obstacle le plus
proche du ve´hicule.
6.4 Conclusion
Dans ce chapitre, nous avons introduit une me´thode de de´tection d’obstacles dans un
environnement routier a` partir d’un syste`me de ste´re´ovision fixe´ sur un ve´hicule. Nous avons
dans un premier temps estime´ les cartes de disparite´ a` l’aide de notre me´thode d’estimation
de la disparite´. En supposant que la route est plane et horizontale et que les obstacles ont
une structure verticale, nous avons mode´lise´ l’environnement routier, dans un espace tri-
dimensionnel de disparite´, par des plans horizontaux et verticaux. Pour extraire ces plans,
nous avons utilise´ un crite`re d’orientation de surface classifiant ainsi les pixels des cartes de
disparite´ en deux cate´gories : la route et les obstacles. Pour e´valuer la dangerosite´ des obstacles
de´tecte´s, nous avons calcule´ la distance de chaque obstacle au ve´hicule par un proce´de´ de
triangulation, exploitant ainsi a` nouveau les cartes de disparite´. Sur les se´quences teste´es, les
diffe´rents obstacles rencontre´s ont e´te´ correctement de´tecte´s par notre me´thode.
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Chapitre 7
Conclusion et perspectives
Les recherches dans le domaine de la route intelligente, portant sur le de´veloppement de
ve´hicules de nouvelles ge´ne´rations et de syste`mes d’aide a` la conduite, ont pour objectif l’ame´-
lioration de la se´curite´ et de l’efficacite´ du transport routier. Dans le cadre de ce travail de
the`se, nous avons tente´ de contribuer a` cette entreprise en proposant une nouvelle approche de
de´tection d’obstacles routiers a` partir d’un syste`me de vision ste´re´oscopique embarque´ a` bord
d’un ve´hicule en mouvement. L’utilisation de la vision ste´re´oscopique en vue de de´terminer la
profondeur des objets et de reconstruire la structure tridimensionnelle de la sce`ne observe´e,
nous a amene´ a` aborder le proble`me de la mise en correspondance ste´re´oscopique. La re´solu-
tion de ce proble`me de grande taille, qui se rame`ne a` l’estimation d’un champ de disparite´,
est rendue difficile par la pre´sence ine´vitable de variations d’illumination de la sce`ne, d’oc-
cultations et de surfaces non texture´es. L’apport de cette the`se re´side dans le de´veloppement
d’une nouvelle me´thode d’estimation de la disparite´ palliant ces difficulte´s et se preˆtant bien
a` la de´tection d’obstacles routiers.
Nous re´sumons maintenant les principaux points que nous avons aborde´s dans ce me´moire
ainsi que les contributions apporte´es.
L’application vise´e dans cette the`se a mene´ a` une formulation variationnelle du proble`me
de mise en correspondance pour l’obtention d’un champ de disparite´ dense et pre´cis. La re´so-
lution de ce proble`me passe par la mise en œuvre de contraintes qui ont trait a` la ge´ome´trie
du capteur ste´re´oscopique, a` la structure de la sce`ne et aux objets observe´s. La formulation,
au chapitre 3, de l’hypothe`se de conservation de la luminance entre les deux projections d’un
meˆme point de l’espace a conduit a` la minimisation d’une fonction objectif qui, de par la
nature du proble`me, est non convexe. La minimisation d’un crite`re non convexe ne permet
cependant pas d’exclure la pre´sence de minima locaux et, par conse´quent, ne garantit pas
l’obtention de la solution globale. Pour contourner cette difficulte´, nous avons approxime´ ce
crite`re par un de´veloppement de Taylor autour d’une estime´e initiale de la disparite´, abou-
tissant ainsi a` un crite`re convexe. La limitation, que peut constituer cette line´arisation, est
compense´e par le profit qu’on peut tirer des proprie´te´s importantes lie´es a` la convexite´ et
elle a e´te´, par ailleurs, atte´nue´e par l’utilisation d’une proce´dure ite´rative de re´initialisation.
Le proble`me d’estimation de la disparite´ formule´ ainsi comme un proble`me de minimisation
d’une fonctionnelle convexe est un proble`me inverse. Pour pallier le caracte`re mal pose´ de
ce proble`me, l’une de nos contributions a porte´ sur l’introduction de contraintes convexes
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traduisant les proprie´te´s connues a priori sur le champ de disparite´ a` estimer. Nous avons
cherche´, en particulier, a` traduire la re´gularite´ de ce champ, isotrope dans les zones homoge`ne
et discontinu aux frontie`res des objets. Des contraintes de re´gularisation avec pre´servation des
discontinuite´s ont alors e´te´ propose´es, tant dans le domaine spatial que dans le domaine des
ondelettes. Nous e´tant place´s dans un cadre ensembliste, nous avons mode´lise´ les contraintes
introduites, comme des ensembles de niveau, faisant ainsi intervenir des bornes sur les fonc-
tions convexes associe´es. Le proble`me de re´glage de ces parame`tres se trouve de`s lors pose´. Ce
proble`me se pre´sente dans la plupart des me´thodes d’optimisation, notamment celles minimi-
sant des crite`res pe´nalise´s. Bien qu’il puisse constituer un frein a` ces me´thodes, il n’en est rien
dans le cas de notre approche qui s’est montre´e robuste vis-a`-vis du choix des bornes sur les
ensembles de contraintes. Le proble`me d’estimation de la disparite´ revient finalement a` mini-
miser une fonction objectif convexe sur l’intersection des ensembles de contraintes convexes.
La re´solution nume´rique de ce proble`me nous a amene´ a` nous inte´resser de pre`s au domaine de
l’optimisation de crite`res convexes diffe´rentiables. Nous avons alors conside´re´ des algorithmes
paralle`les ite´ratifs, utilisant des de´veloppement re´cents d’analyse convexe et mettant en œuvre
des projections sous-diffe´rentielles sur des ensembles convexes. Ces algorithmes offrent des me´-
thodes de re´solution puissantes et efficaces, tout en permettant de s’affranchir des limitations
de grande taille des proble`mes conside´re´s.
La deuxie`me e´tape de notre travail a consiste´ a` traiter le proble`me de l’estimation de la
disparite´ en pre´sence de variations d’illumination dans la sce`ne observe´e. Nous avons pour
cela adopte´, au chapitre 5, un mode`le d’illumination multiplicatif qui varie spatialement. Ce
mode`le s’ave`re performant et a permis de compenser les variations locales d’illumination. Il se
traduit par l’ajout, dans la fonction objectif globale a` minimiser, d’un facteur multiplicatif va-
riant spatialement, que nous nous somme propose´s d’estimer conjointement avec la disparite´.
Des contraintes convexes, portant notamment sur la douceur de ce champ d’illumination, ont
e´te´ introduites en plus des contraintes sur le champ de disparite´. La re´solution du proble`me
de l’estimation conjointe des deux champs de variables a e´te´ appre´hende´e dans le cadre d’une
approche ensembliste. Les re´sultats obtenus sur des images synthe´tiques et re´elles, soumises
a` des variations d’illumination, de´montrent l’efficacite´ et la robustesse de cette approche.
La pre´cision et la fiabilite´ de notre estimation a conduit a` la mise en place, dans le cha-
pitre 6, d’une me´thode de de´tection d’obstacles routiers. Notre objectif a e´te´ de mettre a`
profit dans cette application le maximum d’informations extraites des cartes de disparite´s
denses fournies. Nous avons, dans un premier temps, segmente´ dans l’espace tridimensionnel
les principaux plans qui structurent la sce`ne routie`re, a` l’aide d’un crite`re d’orientation de
surface approprie´. Nous sommes ainsi parvenus a` identifier le plan de la route mode´lise´ par
une surface horizontale, et a` de´tecter les obstacles routiers correspondant aux surfaces verti-
cales. Une fois les obstacles de´tecte´s, nous avons cherche´ a` les caracte´riser, notamment par
leur distance au ve´hicule.
Des expe´rimentations re´alise´es hors-ligne ont permis de valider la me´thode propose´e. Ce-
pendant, le temps d’exe´cution relativement long de cette me´thode ne permet pas son inte´-
gration imme´diate dans un syste`me embarque´. Le temps de calcul le plus important e´tant
associe´ a` l’e´tape de mise en correspondance, une premie`re perspective des travaux pre´sente´s,
pour acce´le´rer ces me´thodes, est l’implantation des algorithmes utilise´s sur des architectures
a` processeurs paralle`les. En effet, graˆce a` leurs structures ite´ratives par bloc, ces algorithmes
peuvent eˆtre efficacement mis en œuvre sur une configuration de clusters d’ordinateurs ou de
cartes nume´riques multiprocesseurs, pour le traitement en paralle`le de chaque contrainte in-
troduite sur la solution. Par ailleurs, dans le cadre de la de´tection d’obstacles, ces algorithmes
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devraient eˆtre e´value´s sur un grand nombre de se´quences de sce`nes routie`res pour de´terminer
le taux de de´tection et de fausses alarmes.
De nombreuses autres perspectives sont ouvertes par notre travail tant sur l’aspect the´o-
rique que sur l’aspect applicatif.
ä Contraintes convexes supple´mentaires
Les algorithmes que nous utilisons ont pour avantage de pouvoir incorporer, avec une grande
flexibilite´, un grand nombre de contraintes convexes sur la solution. Dans nos travaux, nous
avons exploite´ la contrainte d’intervalle qui de´coule de la ge´ome´trie du capteur ste´re´osco-
pique et des contraintes de re´gularisation avec pre´servation des discontinuite´s. Il pourrait eˆtre
inte´ressant d’introduire d’autres contraintes permettant de re´duire encore plus l’ensemble
des solutions admissibles. Une contrainte qui peut eˆtre envisage´e et qui s’exprime facilement
comme l’appartenance a` un ensemble convexe est la contrainte de limite de gradient de dis-
parite´ e´voque´e au chapitre 2. Toutefois, les premiers essais qui ont e´te´ realise´s, a` partir de
notre approche, semblent montrer que cette contrainte est toujours satisfaite.
ä Relaxation de la contrainte e´pipolaire rectifie´e
La me´thode d’estimation de la disparite´ propose´e se limite au cas des images rectifie´es. Une
direction de recherche de grand inte´reˆt serait de ge´ne´raliser cette me´thode pour prendre
en compte une ge´ome´trie quelconque du capteur ste´re´oscopique. Les travaux pre´sente´s dans
[Oisel et al., 2003] peuvent constituer un point de de´part pour cette extension. L’utilisation,
dans ces travaux, de la contrainte e´pipolaire calcule´e de fac¸on robuste, a permis le passage
d’un proble`me d’estimation 2D de champs de vecteurs a` un proble`me d’estimation 1D, le long
de droites e´pipolaires. Ce proble`me, formule´ comme un proble`me de minimisation d’un crite`re
convexe, se preˆte ainsi a` une re´solution par l’approche propose´e dans ce travail.
ä Prise en compte de la couleur
La plupart des capteurs de vision actuels permettent l’acquisition d’images en couleur. La cou-
leur apporte une information supple´mentaire plus riche et plus discriminante que les niveaux
de gris. Il serait donc inte´ressant d’exploiter cette information pour ame´liorer les performances
de notre me´thode. Une premie`re tentative mene´e dans cette direction a donne´ des re´sultats
encourageants, ce d’autant plus que notre me´thode s’adapte facilement a` la couleur. Le pro-
ble`me de mise en correspondance, prenant en compte la couleur, revient a` minimiser une
fonction objectif convexe qui devient simplement la somme de trois crite`res de similarite´ sui-
vant chaque composante couleur. Les contraintes convexes portant sur le champ de disparite´
restent valides, a` l’exception de la contrainte de Nagel-Enkelmann qui fait intervenir l’image
de gauche du couple ste´re´oscopique. Toutefois, une extension a` la couleur du terme de re´gula-
risation associe´ a` cette contrainte a e´te´ propose´e dans [Alvarez, Sa´nchez, 2000]. Notons enfin
que l’e´tude que nous avons mene´e s’est limite´e a` l’utilisation d’un seul syste`me de couleur, a`
savoir le syste`me RGB. Il pourrait donc eˆtre important d’e´tudier les diffe´rents syste`mes de
repre´sentation de la couleur pour de´terminer celui qui permet d’obtenir les meilleurs re´sultats.
ä Estimation des parame`tres
Comme nous l’avons souligne´, l’algorithme d’optimisation conside´re´ dans ce travail pre´sente
des parame`tres de re´glage. Bien qu’il se soit montre´ robuste vis-a`-vis du choix de ces pa-
rame`tres, notamment des bornes sur les ensembles de contraintes, une perspective serait de
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de´velopper des me´thodes automatiques d’estimation de ces parame`tres. Cela permettrait d’ac-
croˆıtre l’adaptativite´ de l’algorithme et d’ame´liorer les performances de la me´thode propose´e.
ä Optimisation d’un crite`re non diffe´rentiable
Dans ce travail, nous avons formule´ le proble`me de mise en correspondance comme un
proble`me de programmation convexe consistant a` minimiser un crite`re convexe et diffe´ren-
tiable sur l’intersection d’ensembles convexes. Dans certaines situations, la fonction objectif
convexe peut ne pas eˆtre diffe´rentiable. On parle alors de proble`me d’optimisation convexe
non diffe´rentiable. Certains crite`res non-diffe´rentiables (norme ℓ1) sont plus robustes aux
fortes erreurs que les crite`res diffe´rentiables mais ils sont plus difficiles a` manipuler car
les algorithmes d’optimisation posent souvent des proble`mes de lenteur de convergence. Si
des algorithmes efficaces existent dans le cas diffe´rentiable, des difficulte´s the´oriques sur-
gissent, en effet, lorsque l’on se place dans le cadre plus ge´ne´ral de l’optimisation convexe
non diffe´rentiable. Toutefois, les algorithmes issus de recherches re´centes dans ce domaine se
sont re´ve´le´s tre`s efficaces dans diverses applications en traitement du signal et des images
[Combettes, Luo, 2002a, Combettes, Pesquet, 2007]. Une perspective inte´ressante serait donc
d’explorer les possibilite´s qu’offrent ces algorithmes re´cents pour le proble`me de mise en cor-
respondance.
ä Estimation conjointe disparite´-mouvement
Une se´quence d’images ste´re´oscopiques montre l’e´volution temporelle d’une sce`ne tridimen-
sionnelle a` partir de deux points de vue distincts. Pour proce´der a` l’analyse dynamique d’une
telle se´quence, il est ne´cessaire de s’appuyer sur les liens spatio-temporels qui existent entre les
images de la se´quence. Ces liens se re´sument a` un champ de de´placement spatial (disparite´)
et un champ de de´placement temporel (mouvement). Graˆce a` la contrainte ste´re´o-cine´tique
qui relie ces deux champs, une technique d’estimation conjointe peut eˆtre envisage´e. Cette
estimation conjointe peut profiter a` de nombreuses applications. Dans le cadre de la de´tection
d’obstacles, le mouvement apparent peut fournir de pre´cieuses informations permettant de de´-
tecter la pre´sence, voire d’estimer le mouvement, des obstacles mobiles. Une autre application
concerne le codage spatio-temporel (3D+t) de sce`nes observe´es.
ä Extension au cas multi-vues et multispectral
L’extension de notre me´thode au cas multi-vues semble eˆtre une piste de recherche inte´res-
sante. En effet, l’utilisation de vues multiples de la meˆme sce`ne, issues d’un re´seau de came´ras,
contribue fortement a` re´duire les parties occulte´es de la sce`ne, sur lesquelles aucune informa-
tion 3D ne peut eˆtre obtenue. Cette extension pourrait ainsi s’ave´rer particulie`rement utile
dans le cas d’images satellitaires, ou` les zones d’occultations sont tre`s larges et posent de
nombreuses difficulte´s. Par ailleurs, la plupart des dispositifs d’imagerie satellitaire sont au-
jourd’hui capables de fournir des images de la meˆme sce`ne observe´e dans plusieurs bandes
spectrales. La mise en correspondance d’images multispectrales est un proble`me qui a e´te´
peu traite´ dans la litte´rature. L’adaptation de notre me´thode au cas de ces images, tout en
prenant en compte les interactions entre les diffe´rents canaux, est une piste de recherche qui
me´rite d’eˆtre explore´e.
Annexe A
Un bref rappel sur les ondelettes
La the´orie des ondelettes est devenue un outil mathe´matique tre`s utilise´ depuis les anne´es
1980. En effet, beaucoup d’applications y font appel dans des domaines aussi varie´s que la
me´canique des fluides, les statistiques, le traitement du signal et des images, la vision par
ordinateur... Cet outil, de par sa capacite´ a` repre´senter un signal a` diffe´rentes re´solutions,
s’est re´ve´le´ particulie`rement puissant en traitement d’images pour re´soudre de nombreux
proble`mes tels que la restauration d’images, la compression et le de´bruitage.
Nous exposons ici brie`vement quelques rappels sur la the´orie des ondelettes. Le lec-
teur inte´resse´ pourra se re´fe´rer aux ouvrages de [Mallat, 1998, Truchetet, 1998, Cohen, 1992,
Meyer, 1992a] pour une description plus pre´cise.
Transforme´e en ondelettes continue
La premie`re de´finition de la transforme´e en ondelettes a e´te´ e´tablie par Morlet [Morlet, 1981].
L’ide´e est d’utiliser une famille de fonctions {ψa,b(t), a ∈ R∗+, b ∈ R} ⊂ L2(R) bien localise´es
en temps et en fre´quence pour analyser un signal. Ces fonctions, appele´es ondelettes, sont










ou` a repre´sente le facteur d’e´chelle et b le parame`tre de localisation. On de´finit la transforme´e
en ondelettes continue d’un signal f par la formule suivante :











Le signal f peut eˆtre reconstruit a` partir de ses coefficients en ondelettesWf (a, b) sous re´serve






dν < +∞, (A.3)
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ou` ψ̂ de´signe la transforme´e de Fourier de ψ. La condition (A.3) implique que l’ondelette me`re
ψ soit de moyenne nulle (
∫ +∞
−∞ ψ(t)dt = 0).




















Cette repre´sentation faisant intervenir des ondelettes correspondant a` toutes les locali-
sations temporelles et a` tous les facteurs d’e´chelles est difficle a` mettre en œuvre du point
de vue pratique. En effet, l’inconve´nient majeur de la transforme´e en ondelettes continue est
la redondance de l’information contenue dans cette transforme´e. On pre´fe`re souvent utiliser
la transforme´e en ondelettes discre`te qui permet d’imple´menter des algorithmes rapides de
calcul des coefficients en ondelettes.
Transforme´e en ondelettes discre`te
L’ide´e de la discre´tisation de la transforme´e en ondelettes est de pouvoir de´composer le
signal sur un ensemble de´nombrable d’ondelettes sans perdre les proprie´te´s de la transforme´e
en ondelettes continue. La discre´tisation la plus couramment utilise´e consiste a` faire varier le
facteur d’e´chelle de fac¸on dyadique, en choisissant a = 2j , j ∈ Z et en prenant b = k2j , k ∈ Z.
Dans ce cas, la famille d’ondelettes ge´ne´re´e par l’ondelette me`re ψ est donne´e par :
{ψj,k(t) = 2−j/2ψ(2−jt− k), (j, k) ∈ Z2}, (A.5)
et est construite de fac¸on a` constituer une base de L2(R).





Si la famille d’ondelettes (ψj,k)(j,k)∈Z2 forme une base orthonormale de L








L’analyse multire´solution de L2(R)
L’analyse multire´solution, introduite par Mallat en 1989 [Mallat, 1989], est un formalisme
mathe´matique qui permet de construire aise´ment des bases orthonorme´es d’ondelettes. Une
analyse multire´solution est de´finie comme une famille de sous-espaces vectoriels ferme´s em-
boˆıte´s {Vj}j∈Z de L2(R) ve´rifiant les proprie´te´s suivantes :
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1.
∀j ∈ Z, Vj+1 ⊂ Vj , (A.8)
2.














Vj est dense dans L
2(R). (A.11)
4. Il existe une fonction φ(t) ∈ V0, appele´e fonction d’e´chelle, telle que la famille {φ(t −
k), k ∈ Z} forme une base orthonormale de V0.
On ve´rifie a` partir des conditions 2 et 4 pre´ce´dentes que la famille {2−j/2φ(t/2j−k), k ∈ Z}
constitue une base orthonormale de l’espace Vj .
Les espaces Vj constituent des espaces d’approximation. L’analyse multire´solution d’un signal
f de L2(R), qui consiste a` calculer les projections orthogonales de ce signal sur les espaces Vj ,
permet donc d’obtenir des approximations de f de plus en plus grossie`res au fur et a` mesure
que le niveau de re´solution j croˆıt. La diffe´rence entre deux approximations conse´cutives
repre´sente l’information de de´tails. Cette information est contenue dans le sous-espace Wj ,
comple´mentaire orthogonal de Vj dans Vj−1, tel que :
Vj−1 = Vj ⊕Wj (A.12)
On montre alors qu’il existe une ondelette me`re ψ(t) telle que la famille {2−j/2ψ(t/2j−k), k ∈
Z} soit une base orthonormale deWj . Il est clair, ainsi, que la famille {2−j/2ψ(t/2j−k), (j, k) ∈
Z
2} est une base orthonormale de L2(R).






















ou` les coefficient d’approximations (aj,k)k∈Z et de de´tails (cj,k)k∈Z sont de´finis au niveau de
re´solution j par :












En conclusion, l’analyse multire´solution permet a` partir d’une fonction d’e´chelle φ(t) et
d’une ondelette me`re ψ(t), de de´composer un signal en coefficients d’approximations et de
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Si l’on limite la sommation aux niveaux de re´solutions j ≤ l, ou` l est le niveau de re´solution










Extension au cas 2D
Le mode`le d’ondelettes de´fini pre´ce´demment peut se ge´ne´raliser a` n’importe quelle dimen-
sion n > 0. Nous e´tudierons ici le cas 2D pour des applications en traitement d’images.
Dans le cas 2D, on peut de´finir de fac¸on semblable au cas 1D, une analyse multire´solution
comme une se´quence de sous-espaces emboˆıte´s {V 2j }j∈Z de L2(R2) ou` chaque espace V 2j est
de´fini par le produit tensoriel de deux espaces identiques Vj de L
2(R). On peut ainsi construire
la fonction d’e´chelle associe´e a` {V 2j }j∈Z par
φ(x, y) = φ(x)φ(y). (A.17)
ou` φ(t) est la fonction d’e´chelle 1D de {Vj}j∈Z. Les ondelettes 2D sont de´finies comme suit
ψ1(x, y) = φ(x)ψ(y),
ψ2(x, y) = ψ(x)φ(y), (A.18)
ψ3(x, y) = ψ(x)ψ(y),
ψ e´tant l’ondelette me`re associe´e a` {Vj}j∈Z.
Il es usuel de repre´senter la transforme´e en ondelettes 2D d’une image f ∈ L2(R2) en
partageant le plan image en imagettes de fac¸on re´cursive comme le montre la figure A.1.
Sur l’image A.1, On peut interpre´ter D1j f comme les de´tails horizontaux de f a` la re´solution
j, D2j f comme les de´tails verticaux, et D
3
j f comme les de´tails diagonaux. A2(f) repre´sente
l’approximation de l’image f au niveau de re´solution le plus grossier l = 2.
En notant par (cj,k,1)k∈Z2 , (cj,k,2)k∈Z2 et (cj,k,3)k∈Z2 les coefficients de de´tails horizontaux,
verticaux et diagonaux respectivement, a` un niveau de re´solution j donne´, une fonction f de







La base d’ondelettes de Haar
Si on conside`re une analyse multire´solution telle que les sous-espaces {Vj}j∈Z soient consti-










Fig. A.1 – Disposition des images d’approximations et de de´tails issues d’une de´composition
en ondelettes 2D pour l = 2 niveaux de re´solutions.
φ(t) =
{
1 si t ∈ [0, 1[,
0 ailleurs.
(A.20)
L’ondelette associe´e a` cette fonction d’e´chelle est l’ondelette de Haar de´finie par :
ψ(t) =

1 si t ∈ [0, 1/2[
−1 si t ∈ [1/2, 1[
0 ailleurs.
(A.21)
Les graphes de la fonction d’e´chelle φ et de l’ondelette me`re ψ sont donne´s par les figures
A.2(a) et (b).















Fig. A.2 – (a) Allure des fonctions de Haar (a) φ(t) (b) ψ(t).
L’ondelette de Haar est tre`s simple et est donc facile a` mettre en œuvre. De plus, son
support est compact, elle est donc bien localise´e en espace. Cependant, elle n’a qu’un seul
moment nul et est discontinue ce qui implique une pie`tre localisation en fre´quence.
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