In this paper, we study a nonlinear Neumann problem. Assuming the existence of an upper and a lower solution, we prove the existence of a least and a greatest solution between them. Our approach uses the theory of operators of monotone type together with truncation and penalization techniques.
Introduction
In this paper, we prove the existence of a least and a greatest solution to the nonlinear Neumann problem, involving an elliptic equation. We obtain the existence of extremal solutions assuming the existence of an upper and a lower solution for this problem. Our approach uses the theory of operators of monotone type as this was developed by Browder-Hess in [4] together with truncation and penalization techniques to prove the existence of a solution in the order interval K determined by the fixed upper and lower solutions. Then we show that the set of such solutions is directed and finally the existence of extremal solutions is established via Zorn's lemma.
Deuel-Hess in [8] use the method of upper and lower solutions in order to prove the existence of a solution for a Dirichlet problem with a more general nonlinear differential operator than the p-Laplacian that we have in our problem. But these authors do not address the existence of extremal solutions.
In [7] Dancer-Sweers obtain the existence of a maximal and a minimal solution in an ordered interval for a Dirichelet problem in which is present the semilinear version (p = 2) of our elliptic equation. However, their approach is different from ours although they too end up using Zorn's lemma.
Recently, in 1992, Nieto-Cabada in [15] examined the one-dimensional case. These authors, using the method of upper and lower solutions and the monotone iterative technique, obtained the existence of solutions for a Sturm-Liouville boundary-value problem involving a semilinear second order ordinary differential equation, which is a particular version of our equation. The one dimensional case of our problem was studied by CardinaliPapageorgiou-Servadei in [5] : they obtained, using the method of upper and lower solutions, the existence of C 1 -extremal solutions to their problem.
Preliminaries
Let X be a reflexive Banach space and X * its topological dual. In what follows, by (., .) we denote the duality brackets of the pair (X, X * ). A map A : X → 2 X * is said to be 'monotone', if for all [ 
A monotone demicontinuous everywhere defined operator is maximal monotone (see ). A map A : X → 2 X * is said to be 'pseudomonotone', if for all x ∈ X, A(x) is nonempty, closed and convex, for every sequence
n , x n −y) and finally A is upper semicontinuous (as a set-valued map) from every finite dimensional subspace of X into X * endowed with the weak topology. Note that this requirement is automatically satisfied if A(·) is bounded, i.e., maps bounded sets into bounded sets. A map A : X → 2 X * with nonempty, closed and convex values, is said to be 'generalized pseudomonotone' if for any se-
The sum of two pseudomonotone maps is pseudomonotone. A pseudomonotone map which is also coercive (i.e.
Existence result
Let Z ⊆ R N be a bounded domain with C 1 boundary Γ. In this section, we study the following nonlinear Neumann problem:
Let us start by introducing the hypotheses on the right hand side function f (z, x, ξ).
(iii) for almost all z ∈ Z, all x ∈ and all ξ ∈ N , we have
with a ∈ L q (Z), c > 0 and
Following Kenmochi [13] , we introduce the following space
This space furnished with the norm
is a Banach space. Using this space we can define the notion of solution to problem (1).
Definition 1. By a solution to (1) we mean a function
Dx ∈ E q (Z) and it satisfies (1).
We also introduce the notions of upper and lower solution, which will be our basic analytical tools.
We will assume the existence of an upper and a lower solution. More precisely we make the following hypothesis:
There exist an upper solution ϕ and a lower solution ψ such that
First we prove the existence of a solution in the order interval K. Our approach will be based on the use of truncation and penalization techniques (see ) coupled with results from the general theory of operators of monotone type. So we introduce the truncation map τ :
We see that τ (·) has values in W 1,p (Z) and we check easily that τ (·) is continuous. The penalty function β : Z × → is defined by
This too is a Carathéodory function such that
with a 1 ∈ L q (Z) and c 1 , c 2 > 0. 
Claim 1. A(·) is monotone, demicontinuous, hence maximal monotone. First we show that A(·) is monotone. So let x, y ∈ W 1,p (Z). We have:
Then A(·) is monotone.
Next we prove that A(·) is demicontinuous. To this end, let x
and, by passing to a subsequence if necessary, we may also assume that Dx n (z) → Dx(z) a.e. on Z as n → ∞. Invoking the generalized Lebesgue convergence theorem (see Ash [2] ), we have that
Thus we have proved that A(·) is demicontinuous. Finally, recall that a monotone, demicontinuous everywhere defined operator is maximal monotone.
be the Nemytskii operator corresponding to β, i.e.
B(x(·)) = β(·, x(·)).

Evidently, B is continuous and monotone (check the definition of β(z, x)).
Finally, let F :
Using hypotheses H(f ) and continuity of the truncation map, we check easily that F is continuous. Set R = A + λB − F .
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Recall that lim sup Dx n p θ = (lim sup Dx n p ) θ for every 0 ≤ θ < ∞. So, if we set ξ = lim sup Dx n p , we have
On the other hand, from the weak lower semicontinuity of the norm functional, we have Dx p ≤ lim inf Dx n p . N ) , being uniformly convex, has the Kadec-Klee property.
So we have Dx
x . This shows that R(·) is generalized pseudomonotone. But since R(·) is everywhere defined and bounded, from Proposition 4 of Browder-Hess [4] , we have that R(·) is pseudomonotone.
Next we show that R(·) is coercive. We have 
Since θ ∈ D(Z) was arbitrary, we conclude that
From Proposition 1.4 of Kenmochi [13] , we know that
for all y ∈ W 1,p (Z), where by ·, · Γ we denote the duality brackets for the pair (W
,p (Γ)) and γ(·) is the trace operator on W 1,p (Z). From the first part of the proof of this claim, we have that the left hand side of (3), is equal to zero. So
Also we have
Finally we obtain
Similarly, we show that
Now we show that the set S of solutions to (1) in the order interval K is directed, i.e. if x 1 , x 2 ∈ S, then there exists
Claim. u ∈ W 1,p (Z) is a lower solution to (1) .
We need to show that for every θ ∈ W 1,p (Z) ∩ L p (Z) + , we have Given > 0, we introduce the function γ : → defined by
Evidently, γ (t) is Lipschitz-continuous and differentiable everywhere except t = 0, t = . Moreover, the derivative for t = 0, t = is given by 
