In this paper, we study the effect of the actual, locally resolved, field emission area on electron emission characteristics of uniform planar conductive nitrogen-incorporated ultrananocrystalline diamond ((N)UNCD) field emitters. High resolution imaging experiments were carried out in a field emission microscope with a specialty imaging anode screen such that electron emission micrographs were taken concurrently with measurements of I−V characteristics. An automated image processing algorithm was applied to process the extensive imaging data sets and calculate the emission area per image. It was routinely found that field emission from as-grown planar (N)UNCD films was always confined to a counted number of discrete emitting centers across the surface, which varied in size and electron emissivity. It was established that the actual field emission area critically depends on the applied electric field and that the field emission area and overall electron emissivity improve with the sp 2 -fraction present in the film, irrespective of the original substrate roughness or morphology. Most importantly, when as-measured I−E characteristics were normalized by the electric field-dependent emission area, the resulting j−E curves demonstrated a strong kink and departed from the Fowler−Nordheim law, finally saturating at a value on the order of 100 mA/cm 2 . This value was nearly identical for all studied films regardless of substrate. It was concluded that the saturation value is specific to the intrinsic fundamental properties of (N)UNCD. KEYWORDS: field emission, emission area, CVD synthetic diamond, ultrananocrystalline diamond, field emission microscopy, automated image processing
■ INTRODUCTION
In general, the electron field emission (FE) properties and thus the efficiency of field emitters are evaluated by plotting the current density as a function of the applied electric field E (linear j−E plot representation). For a parallel-plate electrode configuration, E is simply the ratio of the applied voltage V measured in volts over the interelectrode gap d measured in micrometers. j is the ratio of I over S, where I is the experimental current measured in amperes and S is the emission surface area measured in square centimeters. The experimentally determined current density j is compared to the current density predicted by the Fowler−Nordheim (FN) law that can be written in a simplified form proposed by Millikan with φ being the work function and β being the field enhancement factor (the socalled β-factor). The FN law was originally developed to describe FE from an ideal flat metallic surface in an ultrahigh electric field ∼1 GV/m at 0 K. 1 In many instances, it is convenient to present properties of field emitters in ln(j/E 2 ) vs 1/E coordinates (FN plot representation). This helps understand whether a field emitter under study obeys the FN law, as well as calculate the β-factor from the linear slope k. Both the j−E plot and FN plot involve the current density rather than the measured current, which makes the surface emission area an extremely important parameter to characterize the FE properties of materials.
Conventionally, the normalization of the apparent current I by the emission area S is done by using the entire surface area of a field emission cathode exposed to the electric field (cathode smaller than anode) or by the entire anode surface area collecting current in the middle of a cathode (anode is smaller than cathode). 2 This has been the standard approach for parallel-plate configuration direct current FE measurement systems. In either configuration, a small cathode with the area S facing a large anode or a small anode with the area S collecting electrons from a part of a large cathode, S is always assumed to be constant. Having S constant is in contrast to locally resolved FE characteristics of arrays and patterned/structured surfaces of semiconductors (e.g., Si and GaN) widely reported by the groups working collaboratively at the University of Wuppertal and the Regensburg University of Applied Sciences. 3, 4 In those experiments, a micrometer-sized anode was scanned across areas of interest with the gap kept constant. At each location, the applied voltage was increased or decreased (depending on the emissivity at that location) to set the emitted current to 1 nA, and 3D maps (x-coordinate, y-coordinate, V) were recorded. The main result was that V can vary by a factor of 2 to 3 across the area of interest. These findings suggested that the emission area S had to change with V in experiments when the micrometer-sized anode was replaced with a large plate electrode. This situation can also be referred to as the problem of nonuniform (strong and weak) emitters.
Eventually, the convention of using the constant emission area (i) makes it difficult to compare emission characteristics between not only different field emitters, but also those of the same sample when such a sample undergoes various treatments or modifications and (ii) may lead to inadequate interpretation of experimental results. Attempts to avoid the use of S and representation of field emission data by plotting the asmeasured current I against applied voltage V is also a cumbersome approach as it has no way of normalizing between diverse experimental setups.
Similar to the locally resolved emission properties of Si and GaN emitters, 3, 4 there were a few reports demonstrating that emission from carbonic materials such as carbon nanotubes (CNT) 5, 6 and synthetic nanodiamond films 7,8 could be nonuniform across the surface. Nonetheless, refs 5−8 did not attempt to quantify the actual FE area or to establish the dependence of the FE area on the applied electric field. Emphasis is given to CNT and synthetic polycrystalline diamond because these materials have long been acknowledged as the most promising FE electron sources. 9 They are efficient and simple to synthesize. While the exceptionally high efficiency of CNT (ability to emit high currents at low electric fields) is largely a consequence of their exceptionally high aspect ratios, nitrogen-incorporated ultrananocrystalline diamond ((N)UNCD), a highly conductive type of nanodiamond, 10 is an unconventional field emitter that performs simply in planar thin film configuration and has turn-on fields ∼10 V/μm. One of the common problems in the case of field emission from polycrystalline diamond films with uniform surface morphology is uncertainty in determining the exact location of electron emission sites across the surface. Although several studies have suggested that grain boundaries are the main electron emission source, it is not particularly clear what makes some sites emit more than the others. It is also practically unclear how one could quantify the actual electron emission area and therefore field emission current per unit area.
In this paper, we describe a novel approach to characterize field emission laterally resolved on the cathode surface and quantify it by obtaining the dependence of S on the electric field. This approach was applied to planar thin film (N)UNCD field emitters grown on stainless steel and tungsten.
■ EXPERIMENTAL SECTION
The experiments were performed in a custom imager in the parallelplate configuration as described in ref 11. The measurement setup is shown in Figure 1 . The imager has a specialty anode screen which is an optically polished (1 in. diameter and 100 μm thick) disk made of yttrium aluminum garnet doped with cerium (YAG:Ce) coated with a Mo film of about 7−8 nm in thickness. The distance between the sample and the anode screen is set using an in-vacuum micrometer holding the sample. Top and side view cameras outside the vacuum (note the side view camera is not depicted in Figure 1 ) are used to check the parallelism between the cathode and anode and to measure the gap. A Canon DLSR camera with a CMOS full frame sensor is installed at a viewport behind the anode screen to take pictures of electron emission patterns, which are formed via cathodoluminescence (YAG:Ce has a 550 nm luminescence line) when electrons, emitted from the sample and accelerated to the energy equal to the voltage applied between the electrodes, strike the Mo/YAG:Ce anode screen. Patterns of cathodoluminescence formed on the Mo/YAG:Ce anode screen placed ∼100 μm away from the cathode represent field electron emission from the sample. The sample electrode is at the ground, and the anode frame is isolated and positively biased. The bias and current readings are enabled by a Keithley 2410 electrometer. The dwell time at each point to acquire simultaneously the current and voltage values with their errors, the vacuum pressure reading and a micrograph is about 5 s. The voltage is swept up and down with a 1 V step from 0 to 1.1 kV. Therefore, the total time per fully automated experiment is approximately 3 h. Visual inspection does not reveal any visible electron bombardment-induced damage to Mo/YAG:Ce screens such as burn-throughs, voids, or discontinuities, as it occurred when Al was used in place of Mo.
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To observe the entire cathode surface area, the cathodes were purposely made smaller than the imaging Mo/YAG:Ce anode screen, which is 1 in. in diameter. The cathodes used were 316 stainless steel (SS) cylinder samples 4.4 mm in diameter and tungsten cylinder sample 2.8 mm in diameter. The SS substrate cylinders were optically polished, but the W cylinder substrate showed macroscopic roughness ( Figure 2a ).
(N)UNCD films were grown using a standard procedure which was established in our previous studies using a microwave-assisted chemical vapor deposition system in a mixture of CH 4 /Ar/N 2 with small addition of H 2 for initial plasma ignition. 12, 13 To grow (N)UNCD on the SS substrates, a Mo buffer of approximately 110 nm was deposited on the SS by magnetron sputtering. Base pressure in the magnetron system was <5 × 10 −7 Torr. Prior to coating, the SS cylinders were cleaned in situ using RF discharge plasma. Without breaking vacuum, immediately after the cleaning, the Mo coating was deposited. Ar was used as a working gas for both cleaning and sputtering at a pressure of ∼10 −3 Torr. In addition, to vary surface morphology, 1 Mo/SS was finished with a ∼10 nm Ni film that was deposited in the same magnetron system. We observed that under the same growth conditions, the (N)UNCD film on the SS substrate with Ni/Mo buffer layer had a cauliflower-like morphology consistent with other sp 2 -rich nanodiamond films ( Figure 2b ). All (N)UNCD films had nearly identical nanoscale topography as seen by scanning electron microscopy (SEM); i.e., they had the needlelike nanostructure illustrated in Figure 2c . Raman spectroscopy performed using a He−Ne laser (λ = 633 nm), on the other hand, 13 By combining the transmission electron microscopy and Raman spectroscopy data found in refs 16−18, we speculate that the I D /I G ratio, in changing from 1.6 to 1.2, is evidence that the amount of the sp 2 phase in the film changed from 3.6 to 4.5 to 6.3%.
■ RESULTS AND DISCUSSION
Four data sets obtained from the measurements are presented here: one set measured at an interelectrode gap of 130 μm with the (N)UNCD/Mo/SS emitter, two sets taken at different interelectrode gaps (147 and 106 μm) with the (N)UNCD/ Ni/Mo/SS emitter, and one set measured at the interelectrode gap of 50 μm with the (N)UNCD/W emitter (we subsequently label the data sets as MoSS, NiMoSS1, NiMoSS2, and W, respectively). Figure 3 , showing one image per data set, illustrates emission patterns captured by the camera behind the Mo/YAG:Ce anode screen (see Figure 1) ; the green light patterns are caused by the process of cathodoluminescence when field emitted electrons accelerated to a few hundred or a thousand eV bombard the phosphor. This means the patterns represent field electron emission from the (N)UNCD cathode projected onto the Mo/YAG:Ce anode screen placed ∼100 μm away from the cathode. Comparing results presented in Figure  3 , our initial qualitative conclusions were that (i) the field emission site distribution in topographically uniform (N)UNCD thin films is not uniform and (ii) the (N)UNCD samples grown on the SS base would emit larger currents with emission distributed more uniformly compared to the (N)UNCD on the W base.
To enable accurate quantitative analysis of the extensive FE micrograph data sets described and discussed below, we made use of a clustering-based class algorithm. Such algorithms, for instance, are common tools in quantitative image analyses in astrophysics 19 and biology 20 that are used for accurate discrimination of a true signal from the background. The procedure in its entirety is explained in Appendix A (see Supporting Information), and the core concept is reviewed in brief here. The core concept of the method is based on digitization of FE imaging micrographs and partitioning of resulting data into groups, or clusters, of similar elements. The image-clustering algorithms are adapted as required by using the strategies and approaches as described in refs 21−23. The entire analysis procedure is implemented in Wolfram Mathematica to run in a parallel configuration on a multicore computing cluster such that each processor is dedicated to work on its prescribed image. By doing so, it becomes possible to process about 100 images concurrently, reducing the total computation time dramatically. This method does not require a priori knowledge about the number and shape of clusters and can be used as an automated cathode performance test. The pixel size in cm 2 is referenced to the full image size in pixels and the known diameter of the (N)UNCD cathode, 0.44 or 0.28 cm. The product of the total number of pixels combined by the clustering procedure and the pixel size in cm 2 provides the total emission area per micrograph in the data sets shown in the Appendices B−E (Supporting Information). As a specific example of how an image is converted into a pixel map of a known field emission area, we use a micrograph from the data set MoSS, 21.8 μA@650 V, Appendix B (see Supporting Information). The width of the image in pixels is equal to the sample diameter d, with d = 0.44 cm, which allows for calculating a single pixel area S pix as small as 9.9 × 10 −7 cm 2 . Multiplication of the total number of selected pixels by S pix yields the total emission area of 4 × 10 −4 cm 2 ( Figure 4 ). The set MoSS was measured manually starting at 3.8 V/μm when reasonably bright YAG:Ce emission was detected with the camera at ISO = 1000 and a shutter speed of 1 s. After that, images were taken every 50 V until the maximum current of 100 μA was reached. Therefore, there are 11 current−voltage− image measurements in this case (see Appendix B, Supporting Information).
For other samples/sets, our most recent LabVIEW software 11 was configured such that the imaging camera took images every 20 V (sets NiMoSS1 and NiMoSS2 in Appendices C and D, Supporting Information) and 10 V (set W, Appendix E, Supporting Information) as voltage was first ramped up and then down. I−V measurements for all sets NiMoSS1, NiMoSS2, and W were performed with a step size of 1 V. All image data sets (see appendices, Supporting Information) were processed using the automated algorithm, as described is Appendix A (see Supporting Information), to further evaluate the actual FE area and determine its dependence on the electric field, S loc (E).
For all four data sets in discussion, we plotted the current density j versus the electric field in Figure 5 by convention, i.e., by dividing the experimentally measured current by the entire cathode area S cathode = const:
The conventional representation makes the samples seem to enable different current densities. This results in somewhat misleading interpretation of the data even for the same emitter (N)UNCD/Ni/Mo/SS measured at two different gaps (panels b and c in Figure 5 ).
Note, in Figures 5, 7 , and 8, the low field vertical markers show the turn-on electric field, i.e., the electric field at which field emission initiates. The higher field markers show the current (and the corresponding electric field) at which the image processing algorithm has detected the first pixel (first pixel detected, fpd, voltage ramped up) and the last pixel (last pixel detected, lpd, voltage ramped down) with the intensity that satisfies eq SA4 in Appendix A (see Supporting Information). The data sets in the Appendices B−E (shown in full in Supporting Information) start/end with the images, before/after which the imaging processor would not detect bright pixels above the background.
After the imaging algorithm was applied to the data sets shown in full in Appendices B−E (Supporting Information), the locally resolved actual emission area S loc was found to be a dynamic property that strongly depends on the electric field for all the (N)UNCD field emitters measured. S loc (E) nonlinearly but monotonically increased with the applied electric field, as illustrated in Figure 6 , as well as monotonically decreased with the electric field swept down to zero following nearly identical nonlinear law. The samples on the SS bases had emission areas of ∼1% of the total cathode area (4.4 mm diameter) at the maximum output current of 100 μA and electric field of about 7 V/μm. The emission area of the sample on W was as small as ∼10 −3 % of the total cathode area (2.8 mm diameter) at the maximum output current of 5 μA and electric field of 20 V/μm. Note that in Appendices B−E, some light spots become weak or quench with increasing the applied voltage. This is because some emission spots burn out or sometimes may lower their intensity significantly: compare, for instance, images of 35.5 μA @ 750 V and 43.6 μA @ 800 V in Appendix B. The image processing algorithm took such emission center and emission area fluctuations into account. This caused additional scatter of experimental points in Figure 6 . The apparent inconsistency revealed in Figure 5 vanishes if the experimentally measured current is normalized by the dynamic surface area S loc (E), which was obtained by leastsquares fitting of the experimental curves using a polynomial function
with S loc (E) ≠ const. Comparing the results in Figures 5 and 6 , one can also see that the specific example with the sets MoNiSS1 and MoNiSS2 illustrates that the apparent reduction in the measured field emission current comes along with (and may be a direct consequence of) reduction in the actual field emission area. The corrected semilog j cor −E plots are summarized in Figure 7 as well as the comparison between the conventional (a.1−d.1) normalization using S cathode , and the newly proposed (a.2−d.2) normalization using S loc (E) is drawn. From Figures 7 and 8 , it is seen that all the samples demonstrated saturation behavior. After a very short FN-like dependence manifested as a nearly linear j−E relation (available only for the automatically recorded data sets NiMoSS1, NiMoSS2, and W), a strong kink and deviation from the FN law took place. In fact, j cor −E still slowly increases as when plotted in linear coordinates. The term saturation is used because ln(j/E 2 ) indeed saturates with E, as illustrated in Figure  8 , because the current increment is the same or smaller than that of E 2 . Also note, at low voltages applied with no field emission current, S loc (E) = 0. In this region, the resulting current density is infinite. To smoothly stitch the parts of the j cor −E curves before and after the turn-on field, the currents I(E) in the sets NiMoSS1, NiMoSS2, and W measured between 0 V/μm and the sub-nA vertical markers identifying the turn-on field are normalized by S loc (E) = 2.7 × 10 −6 cm 2 , S loc (E) = 7.9 × 10 , respectively, as obtained by fitting S loc (E) at the turn-on field point. This yields current densities ∼10 −2 mA/cm 2 . When j is calculated by the convention with S cathode (E) = const, the measured current is normalized by the total cathode surface area of 0.152 cm 2 , or 0.062 cm 2 for W data set. This leads to a few orders of magnitude difference between j and j cor (Figure 7) , and sets j cor −E curves higher against j−E curves in FN coordinates in Figure 8 .
Most strikingly, it was observed that all j cor −E curves saturated at ∼100 mA/cm 2 , despite the apparent significant difference that was seen between I−E or j−E curves. This leads us to conclude that (i) the saturation current level of ∼100 mA/cm 2 represents a basic intrinsic property of (N)UNCD films while (ii) the S loc (E) value, i.e. the number of emitting channels available on the surface, is an effect driven by the substrate choice. The results obtained show that the deviation from the FN law onsets (kink point) when the critical current density is achieved regardless of the applied electric field. It is demonstrated that the turn-on electric field threshold and β-factor, representing the FN part of the j−E curve, are independent of the saturation current. This is summarized in Figure 9 . The sets NiMoSS1 and NiMoSS2 turned on at 2.5 V/ μm, while the set W required the field of 11−12 V/μm. This means macroscopic roughness (original roughness of the W substrate, Figure 2a ) and micro-and submicroscopic topography (clustered spheres of the Ni/Mo/SS substrate, Figure  2b ) are not prerequisites for good FE properties. The substrate type is a key factor under the default growth conditions in the CVD reactor. This manifests in the Raman spectra (Figure 2d) as the decreased I D /I G ratio from the standard value of 1.6 to 1.4−1.2, suggesting that emission sites and their intensity depend on the sp 2 fraction in the film. Similar effects were observed by other groups (see for instance ref 24) where the increased amount of the graphitic sp 2 phase led to improved field emission properties of (N)UNCD films as evaluated by Raman and NEXAFS spectroscopy. The combined locally resolved field emission and Raman microscopy study must be conducted to validate this speculation.
The observed saturation effect places (N)UNCD together with the rest of conventional semiconductors, in which identical effects were reported as early as the 1960s. 25, 26 It has been consistently measured that, in contrast to metals, the FN law breaks down. When plotted in FN ln(j/E 2 ) − 1/E coordinates, electric characteristics of semiconductors deviate rapidly from the straight line. There are also a vast number of reports on the saturation effect in carbon-based materials. 27−30 The nature of the saturation plateau has been speculated to be due to electron tunneling through multiple barriers in diamond films 29 or most frequently due to the space charge effect. 30, 31 At the same time, in the original work on the space charge effect in field emission, 32 current densities as high as 10 7 A/cm 2 are required to start screening the electric field. Unless extreme localization of emitting centers is assumed, no such current densities are observed in carbon-derived materials. The fact that the onsets of saturation phenomena in amorphous carbon, polycrystalline diamond, and CNT occur at current densities much lower than that required for the space charge effect suggests that such saturation behavior may have a similar fundamental origin apart from the space charge effect. Further experimental and theoretical work to explain the plateau and its value ∼100 mA/cm 2 and investigation of this phenomenon more thoroughly is underway. The methodology we developed of determining the actual emission area S loc (E) makes it possible to study other carbonic field emitters and therefore, e.g., to confirm or reject the hypothesis on the space-charge effect in CNT fibers.
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There are two other consequences of the imaging experiments that we conducted. First, the electric characteristics plotted in FN coordinates in Figure 8 suggest a certain increase of the β-factors for the j cor −E curves family because the presaturation region was modified after correcting with S loc (E). Second, the hysteresis of j−E characteristics in Figure 5 , which is commonly reported by many other groups (see, e.g., ref 30) , is not caused by the hysteresis of the emission area within accuracy of our experiment and image processing, as we do not observe significant hysteresis of the S loc (E), when the voltage is ramped up and down, as evidenced in Figure 6 .
■ SUMMARY
An image processing concept and methodology were developed and implemented to extract the actual, locally resolved, effective emission area of (N)UNCD films from emission pattern micrographs acquired using a field emission projection microscope concurrently with current−voltage characteristics. It is concluded that the effective emission area depends nonlinearly on the applied electric field and repeatedly increases/decreases as the field is ramped up/down.
By normalizing the measured current by the dynamic emission area rather than by the constant entire cathode area and analyzing the resulting j−E curves, a few important conclusions were made: (i) the field emission behavior of the semimetallic (N)UNCD saturates in a fashion similar to that of semiconductors; (ii) the upper saturation limit for field emission current density was found to be at ∼100 mA/cm 2 ; the upper limit does not depend on the substrate; (iii) roughness and topography are not prerequisites for good FE properties; and (iv) field emission uniformity is improved with increasing sp 2 content in the (N)UNCD films. Additionally, the concept of combining field emission microscopy and the automated image processing algorithm can be used as an advanced technological procedure to accurately quantify efficiency/emissivity of various field emitters as synthesized and upon their surface termination/functionalization that may improve or diminish their field emission properties.
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