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1 Introduction
Brain function can be studied noninvasively by magnetoencephalogra-
phy (MEG, [57]) which measures weak magnetic ﬁelds outside the head.
The ﬁelds are caused by the bioelectric activity of neurons. The electric
counterpart for MEG is electroencephalography (EEG, [69, 114]) which
records the electric potential on the scalp. Other corresponding bioelec-
tromagnetic methods include magneto- and electrocardiography (MCG
and ECG, [62]) for heart studies. The temporal resolution of the bioelec-
tromagnetic methods is of the order of a millisecond.
Roughly speaking, the brain consists of the gray matter in the cere-
bral cortex and the white matter covered by the gray matter. The cortex
contains several regions specialized in processing information for ex-
ample from the various senses of the body, while the white matter con-
tains cabling between various cortical regions. The weak magnetic ﬁelds
recorded by MEG are the result of simultaneous activity of millions of
nearby located neurons mainly in the gray matter.
Other methods for studying the brain function include positron emis-
sion tomography (PET, [64]) and single-photon emission computed to-
mography (SPECT, [68]) which use radioactive tracers to tract metabolic
activity of the brain. Near-infrared spectroscopy (NIRS, [130]) detects
regional changes in the blood circulation of the brain. This circulation
is related to changes in the functional activity of the brain. In addition,
functional magnetic resonance imaging (fMRI, [11]) measures changes in
the oxygen content of the blood, and thus gives information from the
brain activity through cell metabolism. The temporal resolution of all
these methods is of the order of few seconds and the spatial resolution
from millimeters to centimeters.
In this thesis the localization of bioelectric sources in the brain using
MEG is studied. For proper interpretation of MEG recordings the esti-
mated source currents can be combined with the anatomical information
of the subject’s brain, that can be obtained noninvasively by magnetic
resonance imaging (MRI). The source locations can be shown on MR
images or more preferably on three-dimensional MR reconstructions.
Combining new functional information of the brain with the knowledge
of its structure may signiﬁcantly increase the understanding of the brain
function (Publication I).
The neuromagnetic source localization is an inverse problem where
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the unknown source which caused the measured magnetic ﬁeld outside
the head is to be found. The neuromagnetic forward problem is to com-
pute the magnetic ﬁeld outside the head caused by a known source. In
practice, the neuromagnetic source localization is based on the repeated
solution of the forward problem.
The neuromagnetic inverse problem has no unique solution [131].
However, if the solution is restricted to fulﬁll some assumptions, a
unique solution can be found. A widely used assumption is that the neu-
ral activity takes place within a very small region in the brain, and the
neural activity can be modelled with a point-like current dipole [134, 25].
In the present thesis this assumption is always used for simplicity. How-
ever, the methods to solve the forward problem are independent of the
source model.
In addition to the modelling of the neural activity, the volume conduc-
tor properties of the head must be described. Traditionally, the human
head is modelled with a sphere of isotropic homogeneous conductiv-
ity, which, however, is not adequate for all source localization purposes
[117, 49]. Especially, the accurate geometrical information available by
MRI can be utilized to prepare geometrically more suitable models for
the head (Publication II). The conductivity distribution of various head
tissues is not available from the anatomical MR images. In principle,
some conductivity information may indirectly be obtained via diﬀusion
tensor MR imaging [120]. In the present thesis, the brain conductivity is
assumed to be isotropic and homogeneous.
The conductivity assumptions determine which mathematical ap-
proach is to be used to solve the inverse problem. In the case of isotropic
and homogeneous brain conductivity only the geometry of the conduct-
ing regions is included into the conductor model and the boundary ele-
ment method (BEM) is used. In the case of anisotropic brain conductivity
the whole head volume and its surroundings are included into the model
and the ﬁnite element method (FEM) needs to be used. The mathemat-
ical methods used to solve the linear system of equations arising from
these two methods are diﬀerent as the coeﬃcient matrix is dense for
the BEM and sparse for the FEM. In addition, the number of elements is
typically signiﬁcantly smaller for the BEM.
The conductivity of the skull is signiﬁcantly smaller than that of the
brain [38]. Thus, the skull isolates the brain from the scalp. For the neu-
romagnetic source localization it has been shown that it is suﬃcient to
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include only the brain or the inside of the skull to the volume conductor
model [59]. In the present thesis, a single-surface realistically shaped
conductor model with the BEM is used for the neuromagnetic source
localization.
For EEG, the conductor modelling aspects are diﬀerent. Also the skull
and the scalp must be included in the conductor model for EEG source
localization, and their conductivities should be known.
In the present thesis, the anatomical information is used to form a re-
alistically shaped conductor model (Publication II) and advanced numer-
ical methods are studied to solve the neuromagnetic forward problem
both accurately and eﬃciently (Publications III–VI).
A motivation to study the brain shaped conductor model is the ap-
plication of MEG on the functional studies of the deep brain structures
like the hippocampus, the thalamus and the brainstem (Publication II).
In addition, the frontal-lobe epilepsy is an important application of MEG
with the realistically shaped conductor model. Source localization of
simultaneous whole head measurements beneﬁts also from a single con-
ductor model instead of several locally ﬁtted spheres for various brain
areas [60]. The mathematical methods studied in the present thesis also
facilitate new research approaches that depend on accurate forward so-
lutions for realistically shaped geometries. Finally, the neuromagnetic
inverse problem has oﬀered a good ﬁrst application for the studies on
the numerical methods because a simple single compartment conductor
model can be used to solve the problem. The methods can be examined
and developed further for example for EEG source localization, where
several layers are needed in the conductor model, and for more complex
modelling where the BEM and FEM approaches are combined.
15
Figure 1: Schematic view of human brain from the left [57]. Pre-
sented with the consent of the authors.
2 Magnetoencephalography combined with
anatomical images
2.1 Structure and function of the brain
The brain consists of two separate hemispheres which are connected
by the corpus callosum. The deep ﬁssure between the hemispheres
is called the longitudinal ﬁssure. Both hemispheres consist of frontal,
parietal, occipital and temporal lobes (Figure 1). The deep Rolandic
ﬁssure separates the frontal and parietal lobes and the deep Sylvian
ﬁssure separates the frontal and temporal lobes. The cerebellum is
also formed from two hemispheres. Deep brain structures include the
brainstem, the cavities full of cerebral-spinal ﬂuid (CSF), together with
the hippocampus and the thalamus in each hemisphere. For more details
of the brain structure see e.g. [110].
The brain consists of several diﬀerent cell types with various func-
tions such as the neurons and the glia cells which mainly build the brain.
Two main types of neurons, the pyramidal and the stellate cells, form the
gray matter which covers the folded surface of the cerebrum, the cere-
bral cortex. The pyramidal cells tend to be perpendicular to the surface
of the cortex (Figure 2). Gray matter is also found in the hippocampus
16
Scalp
Skull
CSF
Cortex
Figure 2: The folded cerebral cortex has a columnar structure such
that the pyramidal cells are oriented perpendicularly to the surface
of the cortex (arrows). Thus, the neural currents ﬂow mainly as
the arrows indicate. MEG is especially sensitive to the current
tangential to the brain surface, i.e. the currents in the ﬁssures.
and thalamus. The hippocampus has laminar structures. The inside of
the cerebrum consists mostly of the white matter which contains the
myelinated axons of the pyramidal neurons. The brain is surrounded by
a thin layer of CSF, two brain membranes and ﬁnally the skull and the
scalp.
Several cortical areas are specialized in processing neural signals
from certain senses of the human body. For example, the primary au-
ditory cortex is located in the Sylvian ﬁssure in the temporal lobe, the
primary motor cortex in the Rolandic ﬁssure in the frontal lobe, the pri-
mary somatosensory cortex in the Rolandic ﬁssure in the parietal lobe
and the primary visual cortex in the occipital lobe. These areas respond
ﬁrst to simple sound, somatosensory or visual stimuli and simple move-
ments, correspondingly. There are also special cortical areas for more
complex processes such as speech. The areas responding in a complex
way to external stimuli are called association cortical areas.
Both the macroscopic and microscopic brain anatomy is complicated.
The microscopic anatomy determines the features of the macroscopic
source currents to be localized from MEG recordings and the detailed
conductivity distribution of the brain tissue. The conductivity of the
gray matter is anisotropic, i.e. the pyramidal cells are oriented perpen-
dicularly to the surface of the cortex which makes the current mainly
ﬂow in the same direction (Figure 2). The anisotropy is more prominent
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Figure 3: Neural currents generated in a synapse. a) On a micro-
scopic length scale, transmitters released to the synapse between
the axon of a neuron and a postsynaptic neuron cause a current
through the cell membrane of the postsynaptic neuron called the
impressed current and a microscopic volume current inside the
neuron. The volume current in the extracellular space encloses
the current loop. b) On a macroscopic length scale, the primary
current contains the impressed current and part of the micro-
scopic volume currents inside and outside the neuron. Presented
with the consent of Risto Ilmoniemi.
in the white matter as the conductivity of the myelinated axon is signif-
icantly greater along the axon than along the transverse direction of the
axon. The knowledge of the macroscopic anatomy, i.e., the geometry
of the brain and the functional specialization of the brain regions are
important for the source localization of MEG.
The brain function from the cellular level to the system level is pre-
sented in detail in textbooks [114, 69].
2.2 Neural currents
Neurons communicate with each other chemically by releasing transmit-
ters to the synaptic cleft, i.e., the space between axon and dendrite of
the two neurons. The transmitters change the permeability of the cell
membrane of the postsynaptic cell to certain ions, and thus, cause a
change in the membrane potential. This produces an electric ﬁeld and
a current inside the postsynaptic neuron (Figure 3). The postsynaptic
potential (PSP) may be either excitatory or inhibitory. The total eﬀect of
several simultaneous PSPs may initiate an action potential which travels
fast and with undiminished amplitude along the myelinated axon and
again causes the transmitter release in the neuron’s synapses.
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The simultaneous activity of millions of nearby neurons causes an
observable magnetic ﬁeld outside the head [90]. When a small point-
like cortical region responses to the given stimulus, the simultaneous
postsynaptic potentials drive a current which is called a primary current
[99, 62, 119] (Figure 3). The primary current can be approximated with
a current dipole, while the currents associated with the traveling action
potentials behave more like a current quadrupole. The charge conser-
vation law states that the primary current is compensated by passive
ohmic currents, called the volume currents, in the surrounding tissue.
Both the primary current and the volume currents generate the magnetic
ﬁeld.
2.3 Measurements
The strength of a typical neuromagnetic signal is 50-500 fT. It is of-
ten compared with the earth’s magnetic ﬁeld, which is about 109 times
stronger. MEG recordings are therefore usually performed in a magnet-
ically shielded room [67], which is necessary to reject outside distur-
bances such as the ﬁelds caused by moving vehicles, radio or power-
lines. To be able to measure these weak signals SQUIDs (Superconduct-
ing Quantum Interference Device, [140]) are needed. The SQUIDs lay
in a dewar ﬁlled with liquid helium [3]. In addition, to reduce noise,
gradiometers are often used instead of magnetometers. See a recent
reference [4] for a more extensive presentation about instrumentation.
Current MEG devices measure the magnetic ﬁeld (or more precisely
certain components of the magnetic ﬁeld and the gradient of the ﬁeld)
simultaneously in hundreds of locations covering the whole head. A
head position indicator system is needed to accurately locate the posi-
tion of the sensors with respect to the landmarks of the subject’s head.
The positioning can be done by measuring the magnetic ﬁeld caused by
currents in small coils attached to the scalp and digitizing the locations
of the coils with respect to the head’s landmarks.
Usually, the spontaneous brain activity or evoked reponses activated
by various repeated stimuli or tasks are measured. Evoked responses
are averaged to improve the signal-to-noise ratio. Spontaneous brain ac-
tivity and the heart are sources of noise which cancel out to some extent
in the averaging. The oﬀ-line data analysis consists typically of digital
bandpass ﬁltering and the computation of the ﬁeld distribution. The
noise caused by some external sources may also be reduced by signal
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processing methods like signal space projection (SSP) [122]. To interpret
the MEG results further, the source of the signals is often searched (mag-
netic source imaging [62, 6]). In many experimental settings both the
spatial and the temporal analyses are important for the interpretation
of the data.
Nowadays, extensive experimental work has been done with MEG
[89, 86, 51]. MEG has been used to study for example the auditory
[46], visual [16], somatosensory [15] and motor systems with evoked
responses. MEG has been used in neurology and psychiatry and in
cognitive studies. The eﬀect of attention [48], audio-visual interaction
[105], responses to faces [73, 44], pain [50], speech processing [104, 91]
and human mirror-neuron system [47, 88] are further examples of ex-
perimental work. The spontaneous brain activities like cortical oscilla-
tions [135, 115] and sleep have been studied by MEG as well as epilepsy
[10, 96]. Recordings from deep brain structures such as hippocampus
(Publication II) [113], cerebellum [112], thalamus [111, 72] and brainstem
[97] have been reported.
The most prominent clinical applications are the localization of epi-
leptic sources as well as the localization of important functional brain
regions for presurgical planning [37, 85].
2.4 Imaging of the brain anatomy
Magnetic resonance imaging (MRI, [136]) is the best available imaging
method to study the soft tissues of a living human body. In MRI, the
subject lies on a bed in a strong homogeneous static magnetic ﬁeld
ranging from 0.23 T to 3 T. In addition, the subject is exposed to short
pulses of non-ionising radio-frequency electromagnetic radiation and
the signals emitted by the tissues are gathered. Using a certain coding
of the radio-frequency transmission, the location of the emitted signal
can be obtained by fast Fourier transforms and the slice images can
be reconstructed. Depending on the pulse sequence diﬀerent contrasts
between the diﬀerent tissues can be obtained. MRI is usually safe for
the subject, thus it can be easily used for research purposes.
Computerized tomography (CT, [136]), which is based on x-rays, is
the best method to image bones as x-rays do not penetrate them easily.
X-rays pass the soft tissues almost without attenuating. For example,
the structure of the skull can be best obtained by the CT. In contrast,
the bony skull does not give any signal in MRI which is based on the
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signal obtained from the hydrogen nuclei of water molecules. However,
the soft tissues surrounding the skull give a strong signal in MRI, and
thus reveal the geometry of the skull.
The imaging accuracy of MRI and CT is of the order of a millimeter.
However, in the human body there are several small structures which
cannot be accurately imaged. For example, the inner ear structure and
the hole in the skull where the auditory nerve penetrates into the brain
cannot be seen by either of these imaging methods.
2.5 Visualisation on the 3D MR reconstructions
The anatomical information available in the MR images can be utilized
to improve the interpretation of MEG recordings for example by super-
imposing the estimated sources on the original MR images [56]. The
location of the source in a known brain structure allows us to utilize
the previous knowledge of the brain function of the source region. Es-
pecially, in the case of patients with pathological brain activity it is
important to know if there are any structural abnormalities and where
the estimated sources are located with respect to them. However, it is
not always straightforward to interpret the slice images and, especially,
to ﬁgure out structures like ﬁssures or gyri which can easily be seen in
the three-dimensional reconstructions of the slice images.
To obtain the three-dimensional reconstructions, the brain must be
segmented from the MR images, i.e., the contours of the brain are ex-
tracted from the surrounding tissues. Digital signal processing provides
several segmentation methods such as simple thresholding or region
growing from a seed pixel. These procedures can be performed in two
or three dimensions. Especially, for a set of MR images containing the
same anatomical images with several diﬀerent tissue contrasts multi-
spectral segmentation and pattern recognition methods can be used.
However, no single method works fully automatically and the interac-
tive image processing requires an expert to perform the segmentation. A
human visual checking is always needed to ensure the reliability of the
results from the medical point of view. Some segmentation methods
used in medical imaging are reviewed in [19]. See also [75].
In addition to the segmentation of the brain, a reconstruction method
is needed to obtain the ﬁnal three-dimensional image. However, the
diﬃcult task is the segmentation. In practice, if MR images of reasonable
quality and segmentation and reconstruction software are available, the
21
Figure 4: Location (white dot) of brain activation after eyeblinks
in three-dimensional MR reconstructions.
three-dimensional reconstructions can be obtained with moderate work.
To be able to superimpose the estimated MEG sources on the MR
images or the reconstructions, the two modalities must be registered,
i.e. the coordinate systems of the modalities must be aligned. In MEG,
the sources are given in the head coordinate system which requires the
registration of the head and the MEG device by the head position indi-
cator system [1]. The landmarks of the head coordinate system can be
determined in the MR images, and thus, the coordinate transformation
can be computed.
In Publication I, the current dipoles were visualized on the three-
dimensional MR reconstructions of the subject’s brain (Figure 4) and new
information could be obtained about the continuity of visual perception
during eyeblinks in humans. The sources activated after the eyeblinks
were clearly in diﬀerent locations than conventional early visual evoked
responses. The locations of the sources in the subjects’ brain structure
together with the previous detailed knowledge of the brain function
made it possible to create new hypotheses about the spatial working
memory system. Similar late responses were reported by EEG six years
earlier, but the sources had not been identiﬁed [12].
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3 Modelling neuromagnetic source localization
3.1 Bioelectromagnetic formulation
For neuromagnetic source localization, the electric ﬁeld E and the mag-
netic ﬁeld B can be derived from the quasi-static Maxwell equations in
linear isotropic media [99]
∇× B = µ0 J (1)
∇× E = 0 (2)
∇ · E = ρ/0 (3)
∇ · B = 0 , (4)
where a neural current density J is located in the brain having a homo-
geneous conductivity σ . The permeability of the head is approximately
that of the free space, i.e. µ = µ0. Here the quasi-static approximation
has been used, i.e. ∂ E/∂t = 0 and ∂B/∂t = 0, as in neuromagnetism
frequencies below 100 Hz are generally dealt with.
In addition, due to the continuity equation
∇ · J = −∂ρ
∂t
, (5)
where ρ is the charge density, the neural current density J is composed
of the driving primary current Jp and the passive volume currents σ E
[40, 119, 58]:
J = Jp − σ∇V , (6)
where E = −∇V is applied to obtain the equation for the potential V
instead of the electric ﬁeld E.
Starting from the Ampère-Laplace law,
B(r) = µ0
4π
∫ J × R
R3
dv′ , (7)
where R = r − r ′ and the primed symbols refer to the source region, we
can derive the integral formula for the magnetic ﬁeld
B(r) = µ0
4π
∫
(Jp + V∇′σ)× R
R3
dv′ . (8)
From Equation (6) and Equation (1) by taking the divergence of both
equations, we obtain the partial diﬀerential equation for the potential
∇ · (σ∇V) = ∇ · Jp . (9)
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Using proper boundary conditions the potential can be solved from this
equation after which the magnetic ﬁeld can be solved from Equation (8).
3.2 Piecewise homogeneous conductor model
In practice, it is usually assumed that the conductivity σi of various
tissues Si is homogeneous and isotropic. Thus, as∇σ is nonzero only on
the boundaries of the tissues Sij , the integral equation for the magnetic
ﬁeld can be written as the Geselowitz’s formula [41]
B(r) = B∞(r)+ µ04π Σij(σi − σj)
∫
Sij
V( r ′)
R
R3
× dS′ij , (10)
where
B∞(r) = µ04π
∫
S
Jp( r ′)× R
R3
dv′ (11)
and S is the inﬁnite medium.
The potential V on the tissue boundaries is needed to compute the
magnetic ﬁeld. Starting from the Green’s second identity the following
surface integral equation for the potential on the tissue boundaries can
be derived [40]:
(σi + σj)V(r) = 2σ0V∞(r)− 12π Σij(σi − σj)
∫
Sij
V( r ′)
R
R3
· dS′ij , (12)
where the potential in an inﬁnite medium is
V∞ = 14πσ0
∫
S
Jp( r ′) · R
R3
dv′ , (13)
and the unit conductivity is σ0 = 1S/m.
The above integral equation is well known in potential theory [109]
and is related to the exterior Neumann problem for the Laplace equa-
tion. The integral equation is a Fredholm equation of the second kind
that uses the so-called double-layer representation of the potential. The
operator in the equation is called the electrostatic integral operator. On
the surface the integral operator becomes singular. The eigenvalues of
the above integral equation for a spherical surface are discussed in [2].
3.3 Source models
In neuromagnetic source localization, the neural current sources which
cause the measured magnetic ﬁeld are estimated. The current source
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can be modelled, e.g., as a single current dipole [134] or multiple current
dipoles [84], when the location, orientation and strength of the dipoles
are to be determined. The current source can also be modelled as a set of
small current dipoles in ﬁxed locations that are often called distributed
currents. In the present thesis, the source is always modelled by a single
current dipole.
3.4 Spherically symmetric conductor model
Typically, the head is modelled with a homogeneous sphere, and the
neural currents with a current dipole Jp(r) = Qδ(r − rQ), where Q is
the dipole moment and rQ is the location of the dipole. In that case,
the magnetic ﬁeld outside the head can be computed analytically [106].
There is no need to compute the potential ﬁrst, thus the computation is
very simple and fast.
A further simpliﬁcation due to the spherical symmetry, is that the
volume currents do not contribute to the radial component of the mag-
netic ﬁeld but they do contribute to the tangential components of the
ﬁeld [106, 78]. Moreover, any radial conductivity distribution does not
aﬀect the ﬁeld [106].
In addition, for a radial source current the magnetic ﬁeld vanishes
and thus also for any dipolar source in the center of the sphere [106].
Therefore, in a spherically symmetric conductor MEG is sensitive only to
the tangential component of the source current. This implies that MEG
is optimal for detecting brain activity in the ﬁssures of the cortex.
For the electric potential the spherical symmetry does not bring the
above mentioned simpliﬁcations. The conductivity distribution as well
as the radial current sources and the sources in the center of the sphere
aﬀect the potential. In addition, the computation of the potential is
more complicated than that of the magnetic ﬁeld.
With the realistically shaped conductor models the simpliﬁcations
caused by the spherical model are not valid. Inaccuracies in the shape of
the conductor model produce equal distortions in all three components
of the magnetic ﬁeld [59].
3.5 Realistically shaped conductor model
The anatomical information available in MR images can be used to form
a realistically shaped conductor model to replace the spherical model
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5 cm
Figure 5: Two examples of a brain shaped boundary element
model seen from the subject’s right. On the left, there are 10134
triangles, and on the right, 2084 triangles. The segmentation and
the triangulation were made by Mika Seppä.
in order to improve the source localization accuracy [54, 63, 59, 79,
117]. In the boundary element method, it is suﬃcient for MEG that the
realistically shaped conductor model encloses the brain or all the tissues
inside the skull [59]. This structure isolates the conducting brain tissue
from the surrounding conducting tissues. To form the model the brain
or the inner surface of the skull needs to be segmented and the brain
surface information on each MR slice is combined to form a triangular
network (Figure 5). Another approach is to ﬁt an available triangular
network to the segmented brain surface information [76].
In addition to the brain, the skull, the scalp and the regions con-
taining the cerebral-spinal ﬂuid can be segmented to be used in more
complicated boundary element models or as a part of a hybrid model
containing parts modelled with the ﬁnite element method.
The conventional anatomical MR images give information about the
shapes of various structures in the human body. No information of the
tissue conductivities is available in these MR images or by any other
imaging modalities. However, attempts have been made to image the
anisotropic conductivity of the brain by MRI using pulse sequences that
actually image the diﬀusion of water in the tissues [120]. These MR im-
ages can be processed in a similar way than the anatomical MR images
and used to form a ﬁnite element model of the head. In addition, the seg-
mentation information of the conventional MR images can be combined
with the diﬀusion MR images for the hybrid model.
To obtain a realistically shaped conductor model, the MR images of
the subject, the segmentation of the brain and the formation of the
triangular network are needed (see Section 2.5). If MR images are not
available, a standard model or some other subject’s model scaled with
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the external size of the head can be used. However, the source local-
ization accuracy will be worse [117, 36]. Thus, the individual models
should be the ﬁrst choice.
In Publication II, brain shaped conductor models, prepared from each
subject’s individual MR images, were used to study neural sources in
or near the hippocampus as well as in the medial temporal lobe. The
spherical model is insuﬃcient to model the brain for sources located
in these brain structures or regions deep in the brain [117]. In the
paper, it was shown that the whole head MEG permits access to cortico-
hippocampal neural networks and can be used to evaluate cognitive
processes associated to the hippocampal formation such as memory.
3.6 Inverse problem
The neuromagnetic inverse problem is usually solved for a moving single
current dipole by a nonlinear least-squares search such as the Levenberg-
Marquart algorithm [77] when temporal correlations are ignored. Thus,
the forward problem solution, i.e., the potential and the magnetic ﬁeld
due to a current source, is solved several times and the results are com-
pared to the measured data.
The inverse problem can also be solved with the help of lead ﬁelds
Lk(r), i.e., the sensitivity distributions of the sensors:
bk =
∫
J
Lk(r) · Jp(r)dv , (14)
where bk is the magnetic ﬁeld in a sensor k and J is the source region.
The corresponding lead ﬁelds can be determined also for the electric
potential studies. The lead ﬁelds are obtained by solving the forward
problem for a grid of unit dipoles in the conductor, i.e. a set of unit
dipoles in ﬁxed locations. The electric lead ﬁelds can be solved using
the reciprocal approach [32, 101, 29].
When the source current distribution is estimated using the lead
ﬁelds an underdetermined linear system is to be solved. The solution,
i.e. the moments of the small dipoles, obtained in the sense of L2 norm
is called the minimun-norm estimate [61]. Similarly, when the L1 norm
is used, the minimum-current estimate [124] is obtained. A proper reg-
ularization method such as the Tikhonov regularization [116] is often
needed [42, 108].
Additional information of the brain can be obtained by other imaging
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modalities like anatomic information by MRI and functional information
by SPECT, PET or fMRI. This information can be combined with the elec-
tromagnetic data to improve the accuracy of the interpretation of the
MEG data.
Some attempts have been taken to incorporate anatomical and phys-
iological constraints to restrain the inverse problem formulating it by
a probabilistic approach. In a Bayesian approach, probabilistic a priori
information is used to obtain a solution which best fulﬁlls a certain crite-
rion [5]. Another approach is to obtain a probability distribution for the
solution of the inverse problem using Markov chain Monte Carlo (MCMC)
methods [13]. See [6] for a recent review on the source estimation.
In all these inverse solution methods, the forward problem needs to
be solved either directly for a dipole or as a lead ﬁeld for a unit dipole in
ﬁxed locations. Thus, the accuracy of the forward problem studied in the
present thesis aﬀects all source localization studies. Factors aﬀecting
the accuracy of the forward problem are described in the next section.
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4 Solution of the forward problem
In the present thesis, the brain shaped boundary element conductor
model is applied for the neuromagnetic forward problem. As described
above, this model has been shown to be suﬃcient for MEG [59]. The
integral equation (12) for the potential on the surface of the model is
discretized using the method of weighted residuals from which both
the collocation and the Galerkin methods are derived. Constant and
linear basis functions are used to model the potential on the boundary
elements, i.e. planar triangles. In addition, a method to solve a large
problem is presented. The accuracies and the computation times of
various methods are compared.
4.1 Method of weighted residuals
In the method of weighted residuals, the unknown function is expanded
in terms of basis functions on a computational mesh.
The potential in Equation (12) is expressed as a linear combination of
M global basis functions Hi(r) on the brain shaped triangular network,
(i = 1, ...,M):
V(r) =
M∑
i=1
ViHi(r) . (15)
The coeﬃcients Vi are the unknown values of the potential on the sur-
face of the brain. In the method of weighted residuals both sides of the
integral equation are multiplied by a weighting function Wk(r) and inte-
grated over the surface of S. We obtain the following linear system for
the unknown potential values for a single-compartment brain shaped
conductor model:
M∑
i=1
Vi
∫
S
Hi(r)Wk(r)dS = 2σ0σ
∫
S
V∞(r)Wk(r)dS
− 1
2π
M∑
i=1
Vi
∫
S
∫
S
Hi(r ′)
r − r ′
|r − r ′|3 ·
dS
′
Wk(r)dS , (16)
where k = 1, . . . ,M .
The collocation and Galerkin methods can be derived from the above
equation using two diﬀerent kinds of weighting functions [18]. In the
collocation method, the weights are delta functions in a set of points
called collocation points, while in the Galerkin method the weights are
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the basis functions themselves. The Galerkin method tries to satisfy the
integral equation everywhere, not only in the collocation points.
Equation (16) holds for an ideal smooth surface on which the whole
surface is always seen in a solid angle of 2π [109, 23] (Publication IV).
When the surface is described by boundary elements like planar triangles
the surface is no more smooth in the vertices of the triangles. In these
non-smooth points the whole surface is seen in a solid angle of less
than 2π which must be taken into account in the collocation method
with linear basis functions as the potential is solved in the vertices of
the triangles. This problem is often called an auto-solid angle problem
[80]. In the Galerkin method there is no auto-solid angle problem as the
potential is solved in a set of points on the triangles.
4.2 Modelling the potential
The basis functions Hi(r) describe the behaviour of the potential on the
surface of the conductor model. In the neuromagnetic boundary ele-
ment modelling, constant [127, 59, 80, 17], linear [121, 23, 28, 107, 27],
quadratic [39, 34] and higher order basis functions [39] have been stud-
ied. Eight-noded quadrilateral elements have been used in the electro-
magnetic cardiographic problem [132, 30, 31]. Usually the collocation
method is used, except by Lynn and Timlake [74] who actually used the
Galerkin method, though it was not mentioned. Mosher et al. [83] and
the author (Publication III) studied the Galerkin method independently
at the same time. In both works linear basis functions were used.
For the Galerkin method Equation (16) becomes in matrix form
(A− B)V = C , (17)
where the elements of the matrices A and B and the vector C are given
by
Aki =
∫
S
Hi(r)Hk(r)dS , (18)
Bki = − 12π
∫
S
∫
S
Hi(r ′)
r − r ′
|r − r ′|3 ·
dS
′
Hk(r)dS , (19)
Ci = 2σ0σ
∫
S
V∞(r)Hk(r)dS . (20)
In these equations, A is a sparse matrix and B is a dense matrix.
In Publication III, the accuracy of the collocation method with con-
stant and linear basis functions and the Galerkin method with linear
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Figure 6: The relative error in the tangential component of the
magnetic ﬁeld as a function of the radial coordinate of the dipole.
The number of unknowns is 2252 for the Galerkin and the lin-
ear collocation methods and 2000 for the constant collocation
method. The lines with o’s, *’s, and x’s are for the constant and
linear collocation methods, and for the Galerkin method, respec-
tively. The solid and dashed lines are for the dipoles under the
center of a triangle and under a vertex, respectively.
basis functions was studied for the potential and the magnetic ﬁeld.
The relative error was deﬁned as
relative error =
√∑
i
(xi − xˆi)2/
∑
i
x2i , (21)
where xi refers to the analytic solution and xˆi refers to the numerical
one. The accuracy of the forward solution was studied as a function of
the depth of the dipole. The Galerkin method with linear basis functions
gave signiﬁcantly more accurate forward solutions for the tangential
component of the magnetic ﬁeld in the tests with the spherical model
(Figure 6). There was essentially no diﬀerence between the constant and
linear basis functions in the collocation method. The radial component
of the magnetic ﬁeld is not interesting as the volume currents do not
contribute to that component of the ﬁeld in the case of a spherical
conductor model. These results agree with those of Mosher et al. [83].
In addition, in Publication III the accuracy of the forward solution
was studied as a function of the number of unknowns as well as the
computation time. The dipole was located at the distance of 0.85 from
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Figure 7: The relative error in the tangential component of the
magnetic ﬁeld as a function of the number of unknowns. The
magnetic ﬁeld is measured around the conductor on a spherical
surface of radius 1.3R. The dashed lines with o’s, *’s, and x’s are
for the constant and linear collocation methods, and the Galerkin
method, respectively. Note that both scales are logarithmic.
the origin of the unit sphere. The accuracy improved more steeply with
the Galerkin method than with the collocation methods as the number of
unknowns increased. The results showed a signiﬁcant improvement in
accuracy with the Galerkin method starting from a few hundreds of un-
knowns at the realistic measurement distance from the brain (Figure 7).
Similarly, the time taken by the matrix construction and the formation of
the LU decomposition was signiﬁcantly smaller for the Galerkin method
than for the collocation methods for a given forward problem accu-
racy. Because a conductor model with less triangles can be used for the
Galerkin method to obtain the same accuracy than by the collocation
method, the solution time for a new dipole location is shorter for the
Galerkin method than for the collocation method (Publication VI).
Finally, in Publication III, the Galerkin method was found to give a
much more accurate magnetic ﬁeld than the collocation methods al-
though the potential was given with roughly similar accuracies by all
the methods. In the paper, an explanation for this was given from the
point of view of the mathematical error analysis of the boundary element
method [109].
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4.3 Geometrical elements
In the discretization of the integral equation the simplest boundary el-
ements are planar triangles. With higher order geometrical elements a
smooth surface of the conductor model can be obtained. In addition, the
real surface of the conducting region may be described more accurately
with curved surface elements. In References [39] and [34], isoparamet-
ric higher order surface elements have been studied. Bradley et al. [14]
have analyzed a high-order cubic Hermite boundary element method
and compared it to other modelling approaches [59, 107, 80, 83, 39].
In general, the complexity of the computation using various basis
functions is determined by the number of unknowns instead of the num-
ber of surface elements. Typically, for high-order basis functions the
number of unknowns per surface element is higher than for low-order
basis functions, e.g., for quadratic basis functions there are usually six
unknowns per triangle and for linear basis functions only three.
Comparison of the results of Reference [39] and Publication III shows
that the accuracy of the forward problem for the magnetic ﬁeld may be
improved by about the same eﬃciency using the Galerkin method with
simpler basis functions than the collocation method with isoparametric
higher order elements with the same number of unknowns.
Frijns et al. [34] have shown that the accuracy of the forward problem
improved more quickly for quadratic than for linear basis functions as
a function of the number of unknowns. The same phenomena was ob-
served for the Galerkin method with linear basis functions (Publication
III). Frijns et al. [34] have reported that quadratic basis functions for the
potential not only improve the accuracy of the forward problem but may
also shorten the computation time for the same number of unknowns
if compared to linear basis functions. This eﬃciency is due to the fact
that the number of surface elements is reduced by a factor of four.
In the cubic Hermite boundary element method [14] the value and
the derivative of the potential are continuous in each node of the mesh.
Bradley et al. compared results of the collocation based cubic Hermite
method to those of the Galerkin method with linear basis functions [83]
and reported the cubic Hermite method to be superior to the Galerkin
method. It is diﬃcult to compare the absolute error values and the
computation times of the Galerkin method (Publication III) and the cubic
Hermite method, but the convergence rate, i.e. the improvement in the
error as a function of the number of unknowns, can be estimated to be
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approximately the same.
The accuracy of the surface discretization with triangles and any
other elements can be increased using a large number of elements. This
increases the number of unknowns to be solved, and thus, increases
the computational costs. However, using curved boundary elements
the number of unknowns to be solved per element is greater than that
for the triangles. In the present thesis, the accuracy of the surface
discretization is increased by increasing the number of triangles instead
of using higher order elements.
4.4 Solving a large forward problem
Traditionally, the matrix equation (17) is solved using direct methods
such as the LU decomposition [94] or direct inversion obtained by the
singular value decomposition [87]. In addition, the approximate inver-
sion of the coeﬃcient matrix with a power series expansion [22] is men-
tioned in the literature. The computation of the forward solution can
be accelerated by calculating the solution directly in the MEG or EEG
measurement locations instead of ﬁrst solving the potential in all nodes
of the mesh. For this, a transfer matrix can be precomputed and stored
[94, 87, 83]. In the early days the matrix equation was reported to be
solved by the Jacobi iteration [7, 74]. Hämäläinen and Sarvas [59] em-
ployed the Gauss-Seidel iterative method. The convergence of these
iterative methods is slow, they require a lot of memory and need the
explicit coeﬃcient matrix like the direct methods.
As the number of unknowns increases the solution of the forward
problem will meet two problems. First, the size of the dense matrix
increases like N2, and the computer memory may restrict the number
of unknowns to be used. Second, the time to form the dense matrix
increases like N2, the time to compute the LU decomposition like N3,
and the solution with the LU decomposition like N2. For medium size
meshes, the formation of the matrix is the most laborious task, but
the time taken by the LU decomposition is also considerable. Unlike
these computations, the solution with the LU decomposition is a fast
operation.
In the present thesis, advanced numerical methods were studied to
replace the LU decomposition in order to solve a large problem eﬃ-
ciently with small computer memory requirements (Publications IV and
V). Modern Krylov subspace iterative solvers [8] such as the bi-conjugate
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stabilized algorithm (Bi-CGSTAB) [126] (Publication IV) combined with
fast methods to compute a matrix-vector multiplication such as the
precorrected-FFT method [98] (Publication V) were used to solve large
problems quickly without the explicit formation of the dense matrix and
the calculation of its LU decomposition. The convergence of the itera-
tive methods was shown to be rapid for both spherical and brain shaped
conductor models (Publication IV).
Other modern iterative methods studied were the generalized min-
imal residual method (GMRES, [103]) and the quasi-minimal residual
method (QMR, [33]) (Publication IV). In addition to the precorrected-FFT
method, the fast multipole method (FMM) [43] can be used for the fast
matrix-vector multiplication. The precorrected-FFT method was chosen
because it was estimated to be faster than the FMM.
The precorrected-FFTmethod is used to compute matrix-vector prod-
ucts quickly in each iteration of the iterative method. In modern iterative
methods, the iterates are updated based on the information from succes-
sive matrix-vector products y = Ax. The vector x is the current iterate
of the iterative method and A is the coeﬃcient matrix. The result vector
y is used in computing the next iterate. The coeﬃcient matrix is only
accessed by these matrix-vector products. Therefore, an approximate
solution can be obtained by replacing the exact (explicit) matrix-vector
product by an approximate one.
The precorrected-FFT method computes the matrix-vector product
approximately and makes the explicit formation of the coeﬃcient matrix
unnecessary. Thus, the preprocessing time to form the coeﬃcient matrix
and the computer memory requirements are reduced dramatically. The
precorrected-FFT method utilizes interpolation operators and the fast
Fourier transform (FFT) to rapidly compute the matrix-vector products.
For small problems the iterative solution is slower than the solution
using the LU decomposition, but for large problems the iteration time is
about the same or shorter. The iterative method with the precorrected-
FFT method behaves like N logN . The accuracy of precorrected-FFT
method is controlled by adjusting method parameters.
In Tables 1 and 2, the computation time and the computer memory
needed are presented for the method parameter p = 3 by which the
accuracy of the method is adjusted. Typical values for p are 2, 3 or 4.
For a concrete example, with a triangular mesh of 18 000 triangles the
CPU time to solve the forward problem was decreased from 3.5 hours to
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Table 1: CPU times (in seconds) for various phases in the compu-
tation. The ﬁrst column gives the number of unknowns. The CPU
times are given as follows:
Tmat: assembly of the matrix in the direct method,
TLU: computation of the LU decomposition in the direct method,
Tsolve: solution using the LU decomposition in the direct method,
Tp(p = 3): preprocessing in the precorrected-FFT method,
Tit(p = 3): iterative solution using the precorrected-FFT method.
Unknowns Tmat TLU Tsolve Tp(p = 3) Tit(p = 3)
42 0.2 0.02 0.0005 2.5 0.1
362 15 0.08 0.004 31 0.8
1002 121 1.3 0.09 96 1.5
2252 696 17 0.5 267 3.3
5762 4480 278 1.5 713 11
9002 11600 1110 5.2 1196 27
12962 24100 3560 25 1890 44
Table 2: Memory requirements (in megabytes). Note that the mem-
ory sizes include the size of the executable program itself. The
ﬁrst column gives the number of unknowns. The memory require-
ments are given as follows:
Md: the memory needed in the direct method,
MpFFT(p = 3): the memory of the precorrected-FFT method.
Unknowns Md MpFFT(p = 3)
42 18 18
362 20 22
1002 34 32
2252 98 66
5762 539 126
9002 1288 202
12962 2649 296
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less than 5 minutes, and the computer memory requirements from 1.3
GB to 156 MB. Thus, the method makes it possible to use a large number
of unknowns to improve the accuracy of the forward problem solution
as well as to solve quickly signiﬁcantly larger problems with widely-used
workstations.
As the potential is determined by the integral equation (12) only up
to an additive constant, the coeﬃcient matrix A − B in Equation (17)
is singular. The singularity is removed by deﬂation [74]. The correct
deﬂation is essential for the convergence of the iterative methods. The
theoretical and numerical eigenvalues of the matrix A−B and the deﬂa-
tion as well as the preconditioning to accelerate the convergence of the
iterative method are dealt with in detail in Publication IV.
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5 Improved source localization
The motivation for the development of numerical methods for neuro-
magnetic source localization using realistically shaped boundary ele-
ment models is to improve the source localization accuracy all over the
conductor. The spherical model is generally insuﬃcient for the local-
ization of an arbitrary dipole in the brain. However, there are practical
restrictions for the wide use of the realistically shaped conductor mod-
els. The need of individual MR images may be overcome by using non-
individual conductor models. The advanced numerical methods aﬀect
in several ways the source localization procedure, but several other error
sources also have an inﬂuence on the ﬁnal source localization accuracy.
5.1 Insuﬃciency of the spherical model
The widely used spherical conductor model ﬁts to the envelope of the
head only locally like in the parietal region. Thus, a single spherical
model cannot be found to model the whole head properly. Especially,
the frontal lobes are diﬃcult to model by a spherical model. In addition,
for simultaneous whole head measurements a single conductor model
is more reliable than several locally ﬁtted spheres. A multi-dipole ﬁt
for the whole data gives diﬀerent localization results than independent
single dipole ﬁttings for separate subsets of the measurement sensors
[60].
The source localization accuracy using the spherical model has been
examined both by physical phantom studies and by simulations. The au-
thor has investigated the source localization accuracy using a spherical
conductor model by simulations [117]. To compute the reference ﬁeld
the collocation method with the constant basis functions was used for
a brain shaped conductor model consisting of about 900 triangles. The
localization of several dipolar sources of neurophysiological interest in
various brain regions was studied. An accuracy of a few millimeters was
obtained for superﬁcial dipoles in the brain regions where the spherical
model ﬁts well locally to the external head shape. For deep sources and
other brain regions the localization errors were up to several centime-
ters.
First simulation studies of the eﬀect of the head shape on the accu-
racy of the bioelectromagnetic source localization are presented in Refs.
[54, 63, 59, 79, 21]. In References [81] and [118] results similar to the
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above mentioned results [59, 117] were concluded. More recently, exten-
sive evaluations of the localization accuracy using thousands of dipoles
have been reported [35, 138, 20]. Fuchs et al. [35] used a brain shaped
conductor model for tangential dipoles. Results similar to earlier eval-
uations were obtained, except that the maximum localization error was
about 45 mm.
Crouzeix et al. [20] evaluated the source localization accuracy for
MEG by comparing the spherical model, a brain shaped conductor model
and a three-layer realistically shaped model. The collocation method
with linear basis functions and the isolated skull approach [59] were
applied to compute the forward problem solution. The reference ﬁeld
was calculated using 1 500 nodes per layer for the three-layer realisti-
cally shaped model. The conclusions presented earlier were conﬁrmed,
i.e., the spherical model gives signiﬁcantly larger localization errors for
deep dipoles than for superﬁcial ones. Especially, signiﬁcantly larger
localization errors were obtained for dipoles located in the lower parts
of the brain such as the temporal lobe. Merlet et al. [82] report sim-
ilar results using spherical models for the localization of the epileptic
sources. In addition, Crouzeix et al. [20] reported that the accuracy
using a three-layer realistically shaped model was about 2 millimeters
better than using a brain shaped conductor model. The number of nodes
was the same in both models.
First phantom studies to estimate the MEG source localization er-
rors were reported in Refs. [9, 133, 81]. More recently Leahy et al.
[71] recorded experimental bioelectromagnetic data for several dipoles
in a realistic skull phantom. They performed computer simulations to
study the eﬀect of the uncertainty of the tissue conductivities, the sim-
pliﬁcations of the spherical conductor model and the numerical errors
of the realistically shaped conductor model on the source localization
accuracy. The forward solutions were computed using the collocation
method with linear basis functions. For MEG, locally ﬁtted single com-
partment spherical models were used for the somatosensory and the vi-
sual brain areas. They concluded that the locally ﬁtted spherical model
gives almost as good localization accuracy as the realistically shaped
conductor model for MEG. Their localization accuracy was about 3 mm
and the registration error about 2 mm.
As a critisism for their study, mainly superﬁcial dipoles in the so-
matosensory and in the visual cortex were included. For these brain
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regions the locally ﬁtted spherical model is suﬃcient, but similar con-
clusions cannot be made for regions of more complicated geometry like
frontal or temporal lobes. Two frontal dipoles were reported to give the
poorest results. Thus, the conclusion is valid only for the superﬁcial
dipoles in the brain areas of locally spherical shape. In addition, for the
localization of superﬁcial dipoles the Galerkin method with linear basis
functions gives more accurate results than the collocation method used
in their study (Publication IV).
In general, the tendency has been that when more accurate and more
sophisticated phantom studies and simulations have been performed, a
wider range of localization error estimates has been obtained. The basic
observation has remained unchanged: for superﬁcial dipoles in brain
areas of locally spherical shape the localization errors are smaller than
for deep dipoles and dipoles in brain areas of non-spherical shape.
5.2 Non-individual realistically shaped conductor models
MR images and segmentation and triangulation software are needed for
the individual brain shaped conductor models. Standard models and
meshes scaled according to subject’s external head shape have been
studied to replace the individual realistically shaped conductor models
[117, 128, 45, 36].
To avoid the need of the individual MR images the author has studied
the scaling of a standard brain shaped network according to the external
shape of the head [117]. In addition, the author has studied the scaling
of another subject’s brain shaped network with the help of the subject’s
individual MR images to ﬁt the subject’s brain [117]. Such scaled models
make it possible to avoid the segmentation and the triangulation. The
localization accuracy of the individual brain shaped conductor model
was signiﬁcantly better compared to the scaled networks. The network
scaled with the external shape of the head gave the worst results though
better than the spherical model. Thus, for accurate source localization
the individual conductor model is needed.
Van’t Ent et al. [128] described a set of precisely segmented brain,
skull and scalp surfaces from MR images by an expansion in spherical
harmonics which was then used to obtain approximate segmentations
for other subjects by adjusting the parameters of the spherical harmon-
ics expansion. The adjustment of the parameters was performed using
the subject’s MR images or the 3D digitization of the subject’s scalp. The
40
brain shaped conductor models were used in MEG source localization.
The most accurate results were obtained using an expansion in spherical
harmonics adjusted by the subject’s MR images. When the MR images
were not available good localization results could be obtained using the
model adjusted by the digitization of the subject’s scalp. The spherical
model yielded biggest localization errors.
Haque et al. [45] proposed an alternative method to obtain a realisti-
cally shaped conductor model without individual MR images. The radial
distances of corresponding points on the brain, scalp and skull were col-
lected, and the mean ratios of the radial distances of the brain and the
scalp and of the skull and the scalp were obtained. Based on these mean
ratios, the brain and skull surfaces of a new subject were estimated from
the digitization of the scalp. The estimated volume conductor models
were about as accurate as those reported in [128].
Fuchs et al. have used averaged MR image data sets for segmentation
and mesh generation in order to create standard realistically shaped
conductor models [36]. The standard models make it possible to avoid
the need of individual MR images and to perform precomputations only
once and store them. However, the source localization accuracy is not
as good as with individual models but signiﬁcant improvement can be
obtained if compared to the results obtained using the spherical model.
5.3 Eﬀect of advanced mathematical methods
In the present thesis the improvement of the source localization accu-
racy using the Galerkin method was studied. Linear basis functions and
a large number of unknowns were used for comparing the results to the
commonly used collocation method with linear basis functions (Publi-
cation VI). In addition, the number of unknowns needed for accurate
source localization was studied.
To study improvements in the source localization accuracy, a precise
brain shaped conductor model of thousands of triangles is needed for
a proper reference magnetic ﬁeld. For this purpose the iterative bi-
conjugate gradient stabilized (Bi-CGSTAB) algorithm with the precor-
rected-FFT method was necessary.
Simulations showed that the Galerkin method improves signiﬁcantly
the source localization accuracy, compared to the collocation method,
both deep in the brain and close to the brain surface. Especially, very
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Figure 8: The localization error (mm) as a function of the number
of unknowns for a dipole near the surface of the brain (x = 50)
and for a dipole at the depth of 2.5 cm (x = 30) computed using
the Galerkin and collocation methods with linear basis functions.
close to the triangles the Galerkin method improves the localization
results signiﬁcantly (Figures 8 and 9).
The large localization errors near the surface of the brain caused by
improper discretization have resulted in the need to use the spherical
model for the superﬁcial sources. For example, Roth et al. [102] de-
termined that the length of the sides of the triangles close to a dipolar
source must be less than the distance to the source for accurate re-
sults. However, this problem can be alleviated signiﬁcantly by using the
Galerkin method with linear or higher order basis functions and with a
suﬃciently high number of surface elements. In Publication VI, the spa-
tial variation of the relative errors for the Galerkin and the collocation
methods with linear basis functions were compared. The results showed
how the Galerkin method reduced the localization error near the surface
of the brain (Figure 10).
The computational costs to obtain a given accuracy are less for the
Galerkin method than for the collocation method. As the Galerkin
method needs less unknowns to obtain the same accuracy than the collo-
cation method, especially the solution time using the LU decomposition
is shorter for the Galerkin method.
Increasing the number of surface elements increases the computa-
tion time. In the present thesis, this problem has been studied and sig-
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Figure 9: The localization error (mm) as a function of the distance
from a triangle. The results are shown for dipoles under vertices
(◦), center of the triangle (), and midpoints of a triangle edge (*).
Dashed lines refer to the Galerkin method and solid lines to the
collocation method. There is a clear diﬀerence between the group
of the Galerkin curves and the group of the collocation curves.
niﬁcant progress could be obtained using the advanced iterative method
with the precorrected-FFT method. However, the analytical computation
of the magnetic ﬁeld using the spherical model is so simple and fast
that no numerical method can achieve the same speed. On the other
hand, the forward problem solution using a realistically shaped conduc-
tor model is usually more accurate than that using a spherical model.
The latter is reasonable only for superﬁcial dipoles on brain regions of
locally very spherical shape.
The simulations presented in Publication VI suggest that about 3 000
or more unknowns, i.e., more than 6 000 triangles, are needed for sub-
millimeter localization accuracy caused by the inaccuracies in the brain
shaped conductor model.
The author has observed that coarse discretization with constant
potential approximation may cause local minima for the cost function
[117], i.e. the relative error between the measured and computed mag-
netic ﬁelds that is minimized in the nonlinear search. The local min-
ima emphasize the importance of good initial guesses and the require-
ments for the search algorithm. Using the Galerkin method with linear
or higher order basis functions and a suﬃciently large number of un-
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Figure 10: Simulated data for the spatial variation of the cost func-
tion, i.e. the relative error of the measured and computed mag-
netic ﬁelds, as a function of the guessed source dipole location.
The source dipole for the simulated measurement data shown by
star (*) is located near the surface of the brain in the temporal
lobe. The upper ﬁgure is for the Galerkin method and the lower
ﬁgure for the collocation method with linear basis functions. The
coordinates are given in meters. The contours are drawn for rel-
ative errors between 0 to 1 with a step of 0.05. The white areas
next to the surface indicate relative errors greater than 1. The size
of the triangles of the conductor model is 7 mm.
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knowns, the local minima problem may also be alleviated signiﬁcantly
as was done for the problem of large relative errors near the surface of
the brain (Figure 10). In addition, new approaches have been explored
to obtain the initial guesses [66, 129] and new optimization algorithms
have been studied [123].
5.4 Other sources of error
In practise, there are several other sources of error, in addition to the
conductor model and the computational methods. For example, the
signal-to-noise ratio varies depending on the experiment and the corre-
sponding neural sources. The source model may not be adequate for
the actual neurophysiological sources. Especially, the correlated noise
may cause severe localization errors. The noise from the device can be
minimized by adjusting and calibrating the device.
Geometrical errors in the MR images must be removed by proper
shimming of the MRI scanner. A good localization accuracy requires
careful registration of MRI and MEG in which procedure the three head
landmarks and the head position indicator coils [1] are digitized manu-
ally. The procedure is aﬀected by interhuman variability.
During long neuromagnetic recordings the subject’s head may move
which easily destroys the localization accuracy. Thus, the subject’s head
must be supported properly and observed movements should be cor-
rected. Recently, a method for observing and correction of head move-
ments has been developed [125].
As discussed in Reference [95], several source models are needed to
reliably localize, for example, epileptic sources in frontal lobes. Both
dipolar and distributed source models are important, especially, for
the localization of neural currents of pathophysiological phenomena
as there is usually no a priori knowledge of the sources. To be able to
restrict the distributed source model on the cortex, a realistically shaped
conductor model is necessary.
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6 Discussion
6.1 Remarks on the computational methods
It has commonly been thought that the Galerkin method is computa-
tionally too expensive for the bioelectromagnetic problems and is not
worth implementing [65]. It has been known to be more accurate than
the collocation method. In the present thesis, it has been shown that for
the same accuracy the computational costs are smaller for the Galerkin
method than for the collocation method. If only the solution time of the
forward problem for a new dipole location is considered, computation
time is shorter for the Galerkin method than for the collocation method,
because a conductor model tesselated with less triangles can be used
for the Galerkin method. In addition, the Galerkin method improves
signiﬁcantly the accuracy for dipoles near the surface of the brain.
The computation time could also be minimized using a locally reﬁned
triangular network [80, 137, 22]. However, the laborious computations,
i.e., the calculation of the dense coeﬃcient matrix and its LU decomposi-
tion or the preprocessing for the iterative method with the precorrected-
FFT method, must be recomputed for each reﬁned network. Especially, if
the reﬁning is carried out during the nonlinear search, the computation
time increases drastically.
The Galerkin method with linear basis functions and the Bi-CGSTAB
method with the precorrected-FFT method can be enlarged to be used
for realistically shaped multilayer conductor models for EEG, MCG, and
ECG. For EEG, the iterative method may be slow because of the poor
conductivity of the skull. This potential problem may be eliminated by
a new preconditioner or by performing multiple deﬂations.
The minimum current estimate needs a precise triangular network
of the heavily convoluted cortex to obtain the normals of the cortex
for anatomical constraints of the current orientations [124]. The com-
putational methods studied here could also, in principle, employ such
a precise conductor model instead of a smooth brain shaped envelope
conductor model that includes the CSF in the ﬁssures.
The eﬀect of various computational and modelling methods must
be studied separately for EEG and MEG. The error in the potential be-
haves diﬀerently from the error of the magnetic ﬁeld as explained in
Publication IV.
Inverse solution methods for ﬁnding focused or distributed current
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sources which best explain the measured magnetic ﬁeld are presented
in Section 3.6. In all these methods, the forward problem needs to be
solved either directly for a dipole or as a lead ﬁeld for a unit dipole
in ﬁxed locations. Thus, the accuracy of the forward problem solution
aﬀects all source localization studies.
The numerical methods studied in this thesis were applied for the lo-
calization of early auditory responses originated in the brainstem [97].
A single dipole model was used. According to the electric recordings
reported in the literature the measured responses are generated by two
nearby sources. As a preliminary result from these studies it was con-
cluded that the accurate computation of the forward solution allows
for more complex source models, i.e. for successful localization the
source model needs to describe accurately enough the underlying neu-
rophysiological sources. To be able to obtain physiologically reasonable
localization results various source models need to be applied.
6.2 Computation of transfer matrices
In References [87, 83] precomputed and stored transfer matrices have
been presented to compute the magnetic ﬁeld in the sensors directly
without ﬁrst solving the potential on the mesh. This method shortens
signiﬁcantly the computation time for each source location because the
transfer matrix is smaller than the coeﬃcient matrix for the unknown
potential on the mesh. On the other hand the computer memory require-
ments may still be signiﬁcant as the dense coeﬃcient matrix must ﬁrst
be fully assembled to be able to form the transfer matrix. The transfer
matrices cannot be used with the iterative solvers. However, the itera-
tive method with the precorrected-FFT method can be used to compute
the transfer matrix without forming the dense coeﬃcient matrix. Thus,
even for large problems the transfer matrix can be obtained quickly with
minor memory requirements and the magnetic ﬁelds can be computed
fast for each new dipole location.
As was presented in Table 1, the preprocessing time for the iterative
solver with the precorrected-FFT method is signiﬁcantly smaller than
that of the LU decomposition. On the other hand, the iterative solution
time is longer than the LU solution time for medium size meshes. Thus,
when solving the forward problem for a small number of dipoles the
iterative solver with the precorrected-FFT method is signiﬁcantly more
eﬃcient than the LU decomposition as the preprocessing time dominates
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in the total computation time. However, if several thousands of dipoles
are solved the total iterative solution time starts to dominate. In this case
the fastest approach is to use the transfer matrices which are obtained
quickly by the iterative method with the precorrected-FTT method.
6.3 Computation of the lead ﬁelds
Some authors have suggested to solve the lead ﬁelds for a homogeneous
dipole grid covering the whole brain region to overcome local minima
and initial guess problems and to quickly localize the source with the
realistically shaped conductor model [139, 26, 24]. In this approach, a
large number of forward problem solutions are precomputed and stored
in computer memory and the measured ﬁeld is compared to these to
ﬁnd the source dipole. The precomputations must be performed for
each realistically shaped conductor model and for each measurement
conﬁguration. The localization result is improved by interpolating the
solutions of the forward problem for dipoles that are located between
the grid dipoles. This approach could gain from the iterative method
with the precorrected-FFT method as the lead ﬁelds can be computed
accurately with small computer memory requirements. The lead ﬁelds of
the superﬁcial dipole locations could be computed using larger number
of surface elements than for the deep dipole locations. Also the transfer
matrix approach can be used.
Another approach to solve the forward problem quickly is to ﬁt a
sphere for each sensor of the MEG device so that the lead ﬁelds of the
spheres approximate the lead ﬁelds of the dipole grid in the realistically
shaped conductor model [26, 55] as the forward problem can be solved
fast analytically for a sphere. Source localization becomes fast, but the
approximation of the lead ﬁelds weakens the accuracy of the method.
The numerical methods studied in this thesis can also be used in the
lead ﬁeld analysis for EEG ([32, 29]) where the electric lead ﬁelds are
obtained using the reciprocal approach.
In Reference [66], a multilayer perceptron is used in the MEG source
localization to give an initial guess for a nonlinear minimization search
or to localize the source quickly. The perceptron is trained by forward
solutions for a large set of dipoles. The computational methods studied
in the present thesis to compute the forward problem solutions could
also be used to train the perceptron to give more accurate estimates for
the initial guess or the ﬁnal source location.
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6.4 Isolated skull approach
The Isolated Skull Approach (ISA) was described by Hämäläinen and
Sarvas [59]. It is used to improve the accuracy of the forward problem
solutions for EEG by using the multilayer boundary element model for
the head. Using the ISA, Hämäläinen and Sarvas showed in [59] that it is
suﬃcient for MEG to use a brain shaped homogeneous conductor model.
Mosher et al. [83] used a three-layer spherical head model to compare
the performance of the Galerkin and the collocation methods. Also
the eﬀect of the ISA was studied. Their conclusion was that the ISA
improved the EEG results especially for superﬁcial dipoles, but the ISA
degraded the MEG results. In addition, though not mentioned in the
paper, the results indicate that the improvement in the accuracy by the
ISA was smallest for the Galerkin method with linear basis functions
and largest for the collocation method with constant basis functions.
For the collocation method with linear basis functions the use of the ISA
degraded the EEG results for the deep sources.
Finke and Gulrajani [29] employed also a three-layer spherical head
model with the ISA. They reported that when the skull conductivity was
increased the accuracy of the potential on the outer surface was im-
proved signiﬁcantly when linear basis functions were used. The result
was the opposite for constant basis functions. According to the authors
the result was expected, since with linear basis functions the correction
term in the ISA became more accurate together with the single layer
solution. Constant basis functions were conﬁrmed to be insuﬃcient to
model the rapid spatial changes of the potential on the tissue surfaces.
Thus, using more sophisticated potential modelling such as the Gal-
erkin method with high-order basis functions the accuracy of the poten-
tial on the outer surface of the head can be improved using the ISA. On
the other hand, basing on the observations from the results in Refer-
ence [83] it can be expected that the eﬀect of the ISA will be smaller for
sophisticated potential modelling and ﬁne meshes. If recently obtained
higher values for the conductivity of the skull [38, 93, 70] are used, the
eﬀect of the ISA will be reduced more. The eﬀect of the ISA in MEG
should be investigated further.
Because the skull and scalp are thin, proper modelling of the po-
tential and the geometry is needed in order to obtain accurately the
potential on the outer surface. For three layer models, the size of the el-
ements should be chosen carefully taking into account the thickness of
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the layers. The small eﬀect of the skull and the scalp on MEG source lo-
calization using the state of the art boundary element modelling should
be studied accurately.
6.5 Coupled ﬁnite and boundary element modelling
As long as the conductivity of the brain tissue can be assumed to be
isotropic and homogeneous, the boundary element method can be used
to solve the integral equation (12). If the conductivity distribution is
taken into account the ﬁnite diﬀerence method (FDM) or the ﬁnite el-
ement method (FEM) must be used. These methods are employed in
various bioelectric ﬁeld problems [65]. A comparison of the methods in
EEG and MEG was reported by Pruis et al. [100]. It is important to note
that the BEM and the FEM approaches are computationally quite diﬀer-
ent as the coeﬃcient matrix is dense in the BEM and sparse in the FEM
approach and the number of elements is usually signiﬁcantly smaller
for the BEM than for the FEM.
Haueisen et al. [52, 53] reported that the inhomogeneous brain con-
ductivity does not essentially aﬀect the localization of the MEG record-
ings, but it has a notable impact on the localization of the EEG record-
ings. The anisotropy of the conductivity was found to aﬀect mainly on
the MEG source strength estimation. The eﬀect of the skull on the EEG
recordings is especially signiﬁcant. The local variations of the thickness
of the skull and the complicated conductivity distribution of the skull
need to be modelled carefully to improve the EEG source localization ac-
curacy [92, 71]. The ﬁnite element modelling is needed for the individual
skull conductivity distribution. As the exact data for the conductivity
distribution is not available, the precise modelling of the skull thickness
in the multilayer BEM modelling may increase the EEG source localiza-
tion accuracy. The iterative method with the precorrected-FFT method,
studied in the present thesis for MEG, would be worth trying also for
EEG.
Bradley et al. presented a hybrid head model where the brain was
modeled by the BEM and the skull and the scalp by the BEM or the FEM
[14]. They reported that for low skull conductivities the potential on
the scalp can be obtained more accurately using the FEM for the skull
and the scalp than using the BEM for all layers or for the brain and the
scalp. However, for individual volume conductor models the skull and
the scalp may be diﬃcult to model with the FEM because they are thin
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layers. A hybrid model where the brain is modelled by the FEM and the
skull and the scalp by the BEM, could be used to study the eﬀect of the
anisotropy of the brain tissue on the source localization. The numerical
methods studied in the present thesis would be useful as the number of
unknowns will be large.
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7 Conclusions
The present thesis consists of three parts that apply anatomical infor-
mation and advanced computational methods for the neuromagnetic
source localization. In the ﬁrst part, neuromagnetic source localization
results were combined with individual anatomical information on three-
dimensional MR reconstructions of the subject’s brain. Applying this
technique, new signiﬁcant information was obtained about the conti-
nuity of visual perception during eyeblinks in humans. Visualization
of localization results on MR reconstructions has become a common
practice in the ﬁeld of bioelectromagnetism.
Individual anatomical information can also be used to form realisti-
cally shaped volume conductor models in order to improve the neuro-
magnetic source localization accuracy. In the second part of this thesis,
it was shown that the whole head MEG with individual brain shaped con-
ductor models can be used to study the cognitive processes associated
to deep brain structures like memory associated to the hippocampus. In
spite of the more accurate localization results, the realistically shaped
conductor model has not replaced the simple spherical model. In prac-
tise, mainly three problems have decreased the interest in the everyday
use of the realistically shaped conductor model. First, MR images must
be obtained for each subject, increasing the costs of the studies. Sec-
ond, a specialized software and some expertise are needed to form the
realistically shaped conductor model. Third, the use of the realistically
shaped conductor model is computationally more costly than to apply
the spherical model.
In the third part of the thesis, advanced computational methods were
studied to facilitate the use of realistically shaped conductor models in
neuromagnetic source localization. As a ﬁrst application, the meth-
ods were tested with unit spheres and then applied to brain shaped
homogeneous conductor models using a single current dipole. The ac-
curacy of the forward problem solution, especially near the surface of
the conductor model, could be signiﬁcantly improved using the Galerkin
method with linear basis functions. Contrary to a common expectation,
the Galerkin method was shown to be eﬃcient and even faster than
the widely used collocation method with linear basis functions for a
given forward solution accuracy. Large problems could be solved quickly
without the explicit formation of the dense matrix with small computer
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memory requirements using the iterative Bi-CGSTAB method with the
precorrected-FFT method.
The solution of the neuromagnetic integral equation was an interest-
ing application for the advanced iterativemethodswith the precorrected-
FFT method not only in the ﬁeld of the bioelectromagnetism but also in
the numerical mathematics of integral equations.
The methods studied can be applied for MEG, EEG, MCG or ECG with
multicompartment volume conductor models and with focused or dis-
tributed current source models. The forward problem solution is needed
in all bioelectromagnetic source localization. The methods can be taken
into routine use for neuromagnetic source localization to improve the
source localization accuracy and to decrease the computational costs of
accurate modelling.
Employing the anisotropic conductivity distribution of the brain ob-
tained by MRI is one of the future challenges in the neuromagnetic
source analysis. The FEM approach must be used in order to model
the anisotropic conductivity distribution. The computational costs of
the FEM may be larger than for the BEM. Especially, the region exterior
to the head must also be discretized in the FEM modeling. This work can
be avoided by using a hybrid head model, i.e. the BEM model for the skull
and the scalp and the FEM model for the brain. The numerical methods
studied in the present thesis, can be applied in the hybrid approach.
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