I. INTRODUCTION
The SO(3) Faddeev model [1, 2] is defined by the Lagrangian density
where n(x) = (n 1 (x), n 2 (x), n 3 (x)) is a three-component scalar field satisfying
2)
F µν (x) is given by 
(1.10)
The conservation law
follows solely from the definition of N λ (x). The numerical analysis of the Skyrme model [6] revealed that it possesses polyhedral soliton solutions with nonvanishing values of the baryon number.
The purpose of the present paper is twofold. We first clarify the relationship between the SO(3) Faddeev model and the SU(2) Skyrme model. We shall show that, at least at the classical level, the SO(3) Faddeev model is equivalent to the mesonic sector of the SU (2) Skyrme model where the baryon number current vanishes. We next explore some exact analytic solutions of the SO(3) Faddeev model. We obtain the solutions which are functions of the three variables k·x, l·x and m·x, where k, l and m are lightlike 4-momenta. It is known [7] [8] [9] that the 2-dimensional SO(3) σ model defined by the Lagrangian L = (∂ µ n) · (∂ µ n) and the constraint n 2 = 1 can be solved with the help of the analytic functions of the complex variable x + iy, where x and y are the coordinates of the 2-dimensional space.
In our solutions of the SO(3) Faddeev model, we shall find that the isothermal coordinates of a Riemannian surface play an important role. 
which should be regarded as the existency condition for g (x) . From the definition (1.6) of B µ and the condition (1.2) for n, we have
which is of the same form as (2.1). Furthermore, since B µ × B ν is parallel to n and B ρ is perpendicular to n, we have We note that the above correspondence between the two models is lost for the symmetry groups bigger than SU(2) and SO(3). We note that the interrelation between the Faddeev and the Skrme models was discussed in Refs. [10, 11] in a context different from the above.
III. SOLVING THE FIELD EQUATION
In a recent paper, Yamashita and the present authors presented some classes of solutions of the SU(2) Skyrme model [12, 13] . As for the SU(3) Skyrme model, Su [14] developed the analogous method to solve the field equation. Here we apply the method of [13] to the SO(3) Faddeev model. It should be noted that the method suggested in [12] does not give a single-valued n(x).
A. Ansätze for B µ
Just as in [13] , we assume that n(x) depends on x through the combinations k · x, l · x and m · x, where k, l and m are Minkowskian lightlike 4-momenta. Then it is convenient to express B µ (x) as
where κ i (i = 1, 2, 3) are defined by
and the vectors a, b and c are functions of the variables
Then the condition (2.2) becomes
If we define the vectors D, E and F by
the field equation (1.5) is written as
To take the condition (2.3) into account, we assume that a, b and c are related by
Although the condition (2.3) allows P and Q to depend on x, we hereafter assume that P and Q are constants. Then the conditions (3.4) and (3.5) become
where D is defined by
Thus, b and c are functions of
and
which satisfy
The field equation becomes
where S is given by
Since all the quantities considered hereafter are functions of ω and ω ′ , the derivatives with respect to η and ζ should be regarded as
B. Reduction of the field equation
From the definitions (1.6) and (3.1), we have
Eq. (3.6) is then automatically satisfied. We now express n(x) = n(ω, ω ′ ) as
in terms of a complex function
we obtain the relations
Then the field equation (3.17) becomes
with
37)
Except for trivial cases, the equation W = 0 is equivalent to the equations
It can be seen that the first equation n · W = 0 is identically satisfied. With the help of
, the last two equations become as After some manipulations, we see that Eqs.(3.40) and (3.41) are simplified to
which are the simultaneous first order differential equations for µ and λ with constant coefficients. It is obvious that the cases in which P + Q + 1 and/or S vanish is particularly simple. We first discuss the case P Q(P + Q)(Q − P − 1)(Q − P + 1)(3P + Q + 1)(3Q + P + 1)(P + Q + 1)S = 0 in this section. The S = 0 case and the P + Q + 1 = 0 case will be discussed in the next section.
The solution of Eqs. (3.44) and (3.45) are given by
where J is a function of ω and ω ′ satisfying the second order differential equation
In the above equation, γ, r, s and t are defined by
The intermediate integral of the equation K(r, s, t) = R can be obtained as follows.
Assuming that there exists an intermediate integral of the form
Then we have
where L, M and N are constant coefficients depending on the parameters P , Q and R.
Especially, L is independent of R and is given by
The constants a, b and c are now determined so as to maintain
It turns out that there are four sets of solutions:
(ii) 
where A, B, C and D are constants given by
68)
We note that A and C are given by
, respectively.
E. Geometric meaning of u and v
From the assumption
we have
Then the definitions (3.26), (3.27) and (3.28) lead us to the relation
For the functions λ and µ obtained in the previous subsection, we see that ρ is a function of z and is determined by ψ ′′ (z). It is remarkable that u and v satisfy
or more explicitly
To see the geometric meaning of u and v, we consider the Riemannian surface S whose first fundamental form is given by
77)
78)
Defining g αβ by
the first Beltrami operator ∆ 1 and the second Beltrami operator ∆ 2 on S are given by
It is now straightforward to obtain
Thus u and v are harmonic functions on the surface S. In terms of the variables u and v, ds 2 is expressed as
(3.86)
The variables u and v with the above property are called the isothermal coordinates of S.
As was mentioned in Sec.I, the two-dimensional SO(3) nonlinear σ model is solved in terms of the variablesũ(x, y) andṽ(x, y) satisfying the Cauchy-Riemann relation
In our case, however, the solutions of the field equation with higher order terms such as c × (b × c) in X and b × (c × b) in Y are expressed by the isothermal coordinates of the surface S. We note that the surface S is fixed when the second fundamental form as well as the first one are specified.
F. Solutions of Eq. (3.74)
To obtain u(ω, ω ′ ) and v(ω, ω ′ ), we must solve Eq. (3.74) with a given ρ(z) which is a function of z. The solution is obtained through two steps. As the first step, we observe that 89) with u 0 and v 0 being constants satisfy the equation
Recalling that there are four allowed values of a, we obtain Case(i):
Case(ii):
Case (iii) or (iv):
As the second step, we set u(ω, ω ′ ) and v(ω, ω ′ ) as
where F (u 1 +iv 1 ) is an analytic function of the complex variable u 1 +iv 1 and hence U(u 1 , v 1 ) and V (u 1 , v 1 ) satisfy the Cauchy-Riemann relation
Thus we have obtained u(ω, ω ′ ) and v(ω, ω ′ ) which involve the parameters u 0 and v 0 and an arbitrary analytic function F . Then n is constructed through Eq. (3.24). The case in which (P + Q)(Q − P − 1)(Q − P + 1)(3P + Q + 1)(3Q + P + 1) vanishes can be discussed analogously.
IV. SPECIAL CASES
Up to now, we have been assuming that both S and P + Q + 1 are nonvanishing. In this section, we discuss briefly the cases that S or P + Q + 1 vanishes.
A. The S = 0 case
In this case, we have αβ − 1 = γ = 0 and Eqs. (3.45) and (3.44) become
The solution of this system of equations are given by
5)
where G(z 1 ) and H(z 1 ) are arbitrary functions of z 1 . If H(z 1 ) is set equal to zero, ρ = λ/µ becomes a function of the variable z 1 . Then, we can obtain u and v and hence n through the method in In sec. III.
B. The P + Q + 1 = 0 case
In this case, we have S = −4P Q = 4P (P + 1) and Eqs. (3.45) and (3.44) become
The solution of these equations is given by
10)
where J(Qω + ω ′ ) and K(−P ω + ω ′ ) are arbitrary functions of the variables Qω + ω ′ and
function of the variable −P ω + ω ′ or Qω + ω ′ . Then, we can obtain u and v by the method of sec. III.
V. NUMERICAL INVESTIGATION OF A SPECIAL CASE
To understand the behaviour of n, we here consider the following specific case:
In this case, the variables ω and ω ′ are independent of the time variable x 0 :
3)
We also specify the functions ψ(z) and F (u 1 + iv 1 ) as
The static energy density
turns out to be 12) where δ 1 , δ 2 and δ 3 are given by
14)
We see that n is equal to (0, 0, −1) at (ω, ω ′ ) = (0, 0) and that n approaches to (0, 0, 1)
as |ω| and |ω ′ | increase. In Figs.1, 2, 3, 4 and 5, the behaviour of n is shown. In Fig.6 , the direction of n is shown schematically. In Fig.7 , the behaviour of ε is shown. As is seen from Eqs. We hope our method gives some hints to obtain the analytic expressions of the knot solutions in [3] found by numerical investigations . Since n appears in the description of Yang-Mills field [15] [16] [17] , the vortex structure of n observed here might suggest the same structure of the Yang-Mills field. We should note that the existence of the vortex solution of the Faddeev model was also discussed by Kundu and Rybakov [18] . We finally note that, although no exact analytic expression was presented, the vortex solution of the Abelian Higgs model was found by Nielsen and Olesen [19] thirty years ago. 
