Abstract. The rational Cherednik algebra H is a certain algebra of differential-reflection operators attached to a complex reflection group W . Each irreducible representation S λ of W corresponds to a standard module M (λ) for H. This paper deals with the infinite family G(r, p, n) of complex reflection groups; our goal is to study the standard modules using a commutative subalgebra t of H discovered by Dunkl and Opdam. In this case, the irreducible W -modules are indexed by certain sequences λ of partitions. We first show that t acts in an upper triangular fashion on each standard module M (λ), with eigenvalues determined by the combinatorics of the set of standard tableaux on λ. As a consequence, we construct a basis for M (λ) consisting of orthogonal functions on C n with values in the representation S λ . For G(1, 1, n) with λ = (n) these functions are the non-symmetric Jack polynomials. We use intertwining operators to deduce a norm formula for our orthogonal functions and give an explicit combinatorial description of the lattice of submodules of M (λ) in the case in which the orthogonal functions are all well-defined.
Introduction.
The rational Cherednik algebra H is an algebra attached to a complex reflection group W and depending on a set of central parameters indexed by the conjugacy classes of reflections in W . The representations of the rational Cherednik algebra are closely connected with those of the (finite) Hecke algebra of W , and with the geometry of the quotient singularity (h ⊕ h * )/W , where h is the reflection representation of W .
In this paper we focus on the groups G(r, p, n) and use the commutative subalgebra t of H introduced by Dunkl and Opdam in [DuOp] , section 3, together with the technique of intertwining operators, introduced for the double affine Hecke algebras by Cherednik (see, for example, [Che2] and the references therein). Our first main result is Theorem 5.1, where we show that t acts in an upper triangular fashion on each standard module M (λ) with simple spectrum for generic choices of the defining parameters; the theorem implies the existence of a basis f µ,T of M (λ) consisting of functions orthogonal with respect to the contravariant form on M (λ). Our second main result is Theorem 7.5, in which we describe in a combinatorial way the set of pairs (µ, T ) indexing a basis f µ,T for each submodule of M (λ), in those cases for which the orthogonal functions f µ,T are all well defined.
One benefit of our approach is that it is entirely elementary, requiring only linear algebra and some well-known combinatorics. A second benefit is that it provides the most explicit information currently available on the submodule structure of the standard modules (outside of the case of dihedral groups, worked out in [Chm] ). The main disadvantage of our approach is that there seems to be no obvious way of generalizing it to the exceptional complex reflection groups; perhaps this is not surprising, since the groups G(r, p, n) seem to have the most obvious combinatorial structure of all the complex reflection groups. A second disadvantage is that one has to work much harder to obtain detailed information when the spectrum of t is not simple. The analysis in this more difficult case is carried out for the symmetric group G(1, 1, n) and the polynomial representation M (triv) of H in [Dun1] and [Dun2] . We do not attempt to obtain analogous results here, but it should be noted that our Theorem 7.5 was inspired by a question posed at the end of the paper [Dun2] .
Another approach to studying the representations of the rational Cherednik algebra is via the corresponding monodromy representations of the finite Hecke algebra of W (the "KnizhnikZamolodchikov functor"). This is done, for example, in [GGOR] and [Chm] . It has the advantage of applying to all complex reflection groups. It is our feeling that, for the infinite family G(r, p, n), the two approachs (via the KZ functor or via diagonalization and intertwining operators) should be regarded as complementary.
We will now state our results more precisely; for simplicity of notation we deal with W = G(r, 1, n) and we will assume for the introduction that the reader is familiar with standard Young tableaux on r-partitions of n (see section 2 for our definitions). As a vector space and for any choice of parameters, the algebra H is isomorphic to (1.1) S(h * ) ⊗ CW ⊗ S(h).
The irreducible CW -modules are indexed by sequences λ = (λ 0 , λ 1 , . . . , λ r−1 ) of partitions with n total boxes, and if S λ is the irreducible corresponding to λ then it has a basis {v T | T ∈ SYT(λ)} indexed by standard tableaux on λ. The action of a certain generating set of G(r, 1, n) on this basis can be made quite explicit (see Theorem 3.1). The standard module corresponding to λ is then
where S(h) acts on S λ via y.v = 0 for all y ∈ h and v ∈ S λ . As a vector space
and it follows that the elements x µ ⊗ v −1 µ .v T for µ ∈ Z n ≥0 and T ∈ SYT(λ) are a basis of M (λ), where v µ ∈ S n is the longest element of S n so that µ − = v µ .µ is non-decreasing. Now we can state a simplified version of our first main result. The more precise statement is Theorem 5.1. Theorem 1.1. There is a partial order ≤ on Z n ≥0 × SYT(λ) so that the algebra t acts in an uppertriangular fashion on the basis x µ ⊗ v −1 µ .v T . For generic values of the parameters the t-eigenspaces are one-dimensional, and there exists a family f µ,T of elements of M (λ) determined by (a) f µ,T = x µ ⊗ v −1 µ .v T + lower terms, and (b) f µ,T is a t-eigenvector.
We need a bit more notation to state our second main result. As above let µ − be the nondecreasing rearrangement of µ and let v µ ∈ S n be the longest element with v µ .µ = µ − . Let Γ = Z n ≥0 × SYT(λ). For a box b ∈ λ and a positive integer k, define
and for a pair b 1 , b 2 ∈ λ of boxes of λ and a positive integer k, define
(c) Every submodule of M (λ) is in the lattice generated by taking intersections and sums of the submodules of types (a) and (b).
Using the theorem it is straightforward to generate many examples of finite dimensional representations of G(r, p, n) (see Examples 7.7 and 7.8). As far as we know, "most" of these have not appeared before.
Section 2 fixes notation, and sections 3 and 4 of the paper are a review of standard material. We only sketch the proofs of the assertions made in these sections, providing references where appropriate. Section 3 describes Young's orthonormal form for the complex representations of the group G(r, p, n). In the fourth section we define the rational Cherednik algebra H and state results we need in the rest of the paper. In the fifth section we show that a certain commutative subalgebra t ⊆ H acts in an upper triangular fashion on the standard H-modules, and give explicit formulas for the eigenvalues. For generic choices of the parameters defining H, we show that each standard module has a t-eigenbasis consisting of analogues of the non-symmetric Jack functions. We give explicit formulas determining the H-action on this eigenbasis. In the sixth section we compute the norms of the t-eigenfunctions with respect to the contravariant form. This calculation may be used to describe the radical and the irreducible head of the standard modules in those cases for which the eigenfunctions are well-defined. The seventh section contains our combinatorial description of the submodules of M (λ) in the case in which the t-eigenspaces are all at most one-dimensional. We conclude with some examples illustrating how Theorem 7.5 may be used.
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Notation and preliminaries
Let S n be the group of permutations of the set {1, 2, . . . , n}. The notation v ≤ w for v, w ∈ S n refers to Bruhat order, and we write l(w) for the length of an element w ∈ S n . Let w 0 ∈ S n be the longest element, with
For a sequence µ ∈ Z n ≥0 of n non-negative integers, we write µ + for the non-increasing (partition) rearrangement of µ, and µ − for the non-decreasing (anti-partition) rearrangement of µ. For w ∈ S n and µ ∈ Z n ≥0 , the formula (2.2)
defines a left action of S n on Z n ≥0 . Let w + (µ) be the shortest element of S n such that w + (µ).µ + = µ; thus (2.3)
Let c = (12 · · · n) be the long cycle in S n , let ǫ i ∈ Z n ≥0 be the element with a 1 in the ith position and 0's elsewhere, and define (2.5) φ.µ = c −1 .µ + ǫ n and ψ.µ = c.µ − ǫ 1 .
For µ ∈ Z n ≥0 one has (2.6) v φ.µ = v µ c and if
A partition is a non-increasing sequence λ = (λ 1 ≥ λ 2 ≥ · · · ≥ λ n ≥ 0) of n non-negative integers. Let r be a positive integer. An r-partition is a sequence λ = (λ 0 , λ 1 , . . . , λ r−1 ) (some λ i 's may be empty) of r partitions. The Young diagram of an r partition λ is the graphical representation consisting of a collection of boxes stacked in a corner: the Young diagram for the 4-partition ((3, 3, 1), (2, 1), ∅, (5, 5, 2, 1)) of 23 is
A standard young tableau T on an r-partition λ of n is a filling of the boxes of λ with the integers {1, 2, . . . , n} in such a way that within each partition λ i , the entries are strictly increasing from left to right and top to bottom. For example, 2 4 6 3 9 , 1 5 7 8 is a standard Young tableau on the 2-partition (3, 2), (2, 2). More formally, a tableau T may be thought of as a bijection from the set {1, 2, . . . , n} to the set of boxes in λ. We write (2.7)
T (i) = the box b of λ in which i appears.
Then for tableaux S and T on λ, the permutation S −1 T of {1, 2, . . . , n} is a measure of the distance between S and T . For an r-partition λ we write (2.8) SYT(λ) = {standard Young tableaux on λ}.
We define the content of a box b ∈ λ i to be j − i if b is in the ith row and jth column of λ i . We write (2.9) ct(b) = content of b.
We also define the function β on the set of boxes of λ by (2.10)
Thus for the tableau T pictured above, one has β(T (7)) = 1 and ct(T (3)) = −1.
Fix positive integers r and n and a positive integer p dividing r. Let
be the group of n by n monomial matrices whose entries are rth roots of 1, and so that the product of the non-zero entries is an r/pth root of 1. We write (2.12) CW = C-span{t w | w ∈ W } with multiplication t v t w = t vw for v, w ∈ W for the group algebra of W . Let ζ = e 2πi/r and (2.13)
be the diagonal matrix with a ζ in the ith position and 1's elsewhere on the diagonal. Let (2.14)
be the transposition interchanging i and j and the ith simple transposition, respectively.
3. Representations of G(r, p, n) via Jucys-Murphy elements.
In this section we review the approach to the complex representations of W = G(r, p, n) via Jucys-Murphys elements. This approach has been known for quite some time. It appears that the Jucys-Murphy elements we will use appeared first in [Che1] for the groups G(2, 1, n) and G(2, 2, n), and for the groups G(r, p, n) in [RaSh] . The results, in the form that we will use them, may be found in unpublished notes [Ram] and [Gri3] . We will use these results to give a combinatorial description of the standard modules for the rational Cherednik algebra of type G(r, p, n).
For 1 ≤ i ≤ n define a Jucys-Murphy element φ i ∈ CW by (3.1)
Let s be the subalgebra of CW generated by φ i and t
for 1 ≤ i ≤ n − 1. We will describe the eigenspace decomposition of the irreducible CW -modules with respect to s in terms of certain tableaux. Now assume that n,r, and p dividing r are fixed. For each r-partition λ ∈ P n,r let
be the order of the stabilizer of λ in the cyclic group generated by C r/p . Let
Then E λ acts on the set SYT(λ) of standard Young tableaux on λ. Put
The following theorem, stated in this way, may be found in the notes at [Gri3] ; see Corollary 3.5 and section 4. Equivalent results are contained in [Ram] . Similar results are given in the papers [ArKo] and [Ari] . It should be considered well-known, though we do not know of a published reference in which it is stated in the form we shall use it. For 1 ≤ i ≤ n − 1 define operators τ i on CW -modules by
By part (b) of the following theorem, τ i is well-defined on every CW module.
Theorem 3.1. The irreducible representations of CW may be parametrized by (λ, q) ∈ P p n,r in such a way that if S (λ,q) is the irreducible module corresponding to (λ, q), then S (λ,q) has a spanning set v T indexed by T ∈ SYT(λ) (where we have fixed any partition λ representing the orbit λ) with
where the functions ct and β are defined in (2.9) and (2.10).
(c) For each T ∈ SYT(λ) and 1 ≤ i ≤ n − 1,
, and
If one fixes a representative T for each orbit of E λ on SYT(λ) then one obtains a basis (not just a spanning set) of S (λ,q) ; the formulas in part (c) of the preceding theorem must then be modified by inserting appropriate roots of unity.
Observe that the t-eigenspaces on S (λ,q) are one-dimensional: if v T and v T ′ have the same tweight, then parts (a) and (b) of Theorem 3.1 imply that T = E l λ .T ′ for some integer l and hence v T is a scalar multiple of v T ′ . In particular, the dimension of S (λ,q) is the number of E λ orbits on SYT(λ) (that is, the number of standard tableaux on λ divided by m λ ).
Let µ ∈ Z n ≥0 . In our analysis of the spectrum of the standard modules for the rational Cherednik algebra we will need the elements φ
One checks by direct calculation that with v µ as in (2.4)
The rational Cherednik algebra of type G(r, p, n).
Let n, r, and p be positive integers with p dividing r. In order to avoid a technical problem with fusion of conjugacy classes when n = 2 and p > 1, we will assume for the rest of the paper that either n ≥ 3 or p = 1. When n ≥ 3 the equations
(a) The reflections of order two: have 1's in the ith position and 0's elsewhere, so that y 1 , . . . , y n is the standard basis of h = C n and x 1 , . . . , x n is the dual basis in h * . Let F ⊇ C be a field containing the complex numbers and fix κ, c 0 , c 1 , . . . , c r−1 ∈ F . In our applications, F will be either C or the field of rational functions in the parameters κ, c 0 , c 1 , . . . , c r−1 over C. The rational Cherednik algebra H for G(r, 1, n) with parameters κ, c 0 , c 1 , . . . , c r−1 is the F -algebra generated by F [x 1 , . . . , x n ], F [y 1 , . . . , y n ], and F G(r, 1, n) with relations t w x = (wx)t w and t w y = (wy)t w , for w, v ∈ W , x ∈ h * , and y ∈ h,
In the above definition, suppose c l = 0 for l not divisible by p. When n ≥ 3, the rational Cherednik algebra H for W = G(r, p, n) with parameters κ, c 0 , c p , . . . , c r−p is the subalgebra of the rational Cherednik algebra for G(r, 1, n) generated by G(r, p, n), F [x 1 , . . . , x n ], and F [y 1 , . . . , y n ]. The PBW theorem (see [Dri] , [EtGi] , [RaSh] , and [Gri2] ) for H asserts that as F -vector spaces,
The following proposition may be obtained from the defining relations for H by using induction on degree.
where ∂ y (f ) is the partial derivative of f in the direction y.
In [DuOp] section 3, Dunkl and Opdam defined elements
By use of Proposition 4.1 we have (4.8)
Let t be the commutative subalgebra of H generated by z 1 , . . . , z n , t
If v = 0 then the sequence (α 1 , . . . , α n , ζ β 1 , . . . , ζ βn ) is determined by (4.10) up to simultaneously multiplying ζ β 1 , . . . , ζ βn by a power of ζ r/p . The intertwining operators σ i are the operators (4.11)
The operator σ i is defined on those t-weights spaces M α on which z i − z i+1 is invertible or π i is zero. They satisfy the relations (4.12)
for 1 ≤ i ≤ n − 2 and 1 ≤ i ≤ n − 1, all of which can be checked by straightforward (sometimes lengthy) calculations. We also define the intertwining operators Φ and Ψ by (4.15) Φ = x n t s n−1 ···s 1 and Ψ = y 1 t s 1 ···s n−1 .
The intertwiner Φ was discovered by Knop and Sahi ([KnSa] ). Put
Let S n act on weights by simultaneously permuting the α i 's and ζ β i 's.
The following proposition, proved in [Gri1] Proposition 6.6, records the properties satisfied by the intertwining operators Φ, Ψ, and 
and
Proof. All the parts of the proposition are straightforward calculations which we omit.
Spectrum of M (λ, q).
Recall from Theorem 3.1 that the irreducible CW -modules S (λ,q) are parametrized by pairs (λ, q) consisting of a C r/p -orbit λ of r-partitions and an integer 0 ≤ q ≤ m λ − 1 (the reader may prefer to consider first the typographically simpler case p = 1 so that q = 0 and the irreducible modules are indexed by r-partitions of n). Define the Verma module M (λ, q) to be the induced module
where by abuse of notation S (λ,q) is the F W -module obtained by extension of scalars to F and we define the
By the PBW theorem (4.6) for H we have an isomorphism of F -vector spaces
Fix a representative, also denoted λ, of the C r/p orbit λ. Let SYT(λ)/E λ be the set of standard Young tableaux on λ modulo the action of the cyclic group generated by E λ (see (3.3)); in fact, we fix a representative T for each orbit (the particular choice only affects which roots of unity appear as multipliers in part (c) of 5.2). We will show that for generic choices of the parameters κ and c pl , the standard module M (λ, q) has a basis of t-eigenvectors indexed by the set Z n ≥0 × SYT(λ)/E λ and we will calculate the eigenvalues explicitly.
Let w + (µ) be the minimal length permutation such that (5.4) w + (µ).µ + = µ where µ + is the non-increasing (partition) rearrangement of µ.
One has (5.5)
We define a partial order on Z n ≥0 by (5.6)
where we use the Bruhat order on S n , and < d is dominance order on Z ≥0 :
, 1 ≤ i < j ≤ n, and µ i > µ j , then with respect to this partial order one has
We will give our description of the spectrum of M (λ, q) in terms of a certain reparametrization. As in (4.18), define
where c 1 , . . . , c r−1 are some of the parameters defining the rational Cherednik algebra H. The d j 's are not independent parameters. One has (5.10)
The parameters d j are sometimes used in the definition of the rational Cherednik algebra in place of the c l 's. See, for instance, [DuOp] section 2. Recall from (3.8) that for any µ ∈ Z n ≥0 the elements v µ T span S (λ,q) . The next proposition is the analogue of [Opd] 2.6 in our setting, showing that the z i 's are upper triangular as operators on M (λ, q) with respect to the basis x µ v µ T of M (λ, q) and the order on Z n ≥0 × SYT(λ)/E λ defined by (5.11) (µ, T ) < (ν, S) ⇐⇒ µ < ν.
Theorem 5.1. Let λ be an r-partition of n, µ ∈ Z n ≥0 , and let T be a standard tableau on λ. Recall the definitions of β and ct given in (2.9) and (2.10).
(a) The action of t
, and z i on M (λ, q) are given by
, and, with d j as in (5.9),
(b) Assuming that the parameters are generic, so follow from the commutation relation in the definition of the rational Cherednik algebra and the definition of the representation M (λ, q). Using the commutation formula in Proposition 4.1 for f ∈ C[x 1 , . . . , x n ] and y ∈ h and the geometric series formula to evaluate the divided differences, we obtain the following formula for the action of
Using this equation and (5.8) to identify lower terms,
Now rewriting this equation in terms of the d j 's from (5.9) proves part (a) of the theorem. For part (b), we will prove using part (a) that the (a priori generalized) t-eigenspaces on M (λ, q) are one-dimensional. Suppose there are µ, ν ∈ Z n ≥0 and T, S ∈ SYT(λ) with
for 1 ≤ i ≤ n. By comparing coefficients of κ in the equation above we find µ i = ν i for 1 ≤ i ≤ n. Next, comparing coefficients of c 0 implies that ct(T (i)) = ct(S(i)) for 1 ≤ i ≤ n. Finally (5.12) and (5.13) imply that the sequences ζ β(T (1)) , . . . , ζ β(T (n)) and ζ β(S ((1)) , . . . , ζ β(S(n)) differ from one another by multiplication by a power of ζ r/p . Therefore T and S are in the same E λ orbit on SYT(λ), and part (b) follows.
The simultaneous eigenfunctions f µ,T are a generalization of the non-symmetric Jack polynomials: in the special case when W = G(1, 1, n) and λ = (n) one obtains the usual non-symmetric Jack polynomials, and when W = G(r, 1, n) and λ = (n), ∅, . . . , ∅ one obtains the polynomials discovered in section 3 of [DuOp] .
For (µ 1 , . . . , µ n ) ∈ Z n ≥0 , define (5.14) φ.(µ 1 , µ 2 , . . . , µ n ) = (µ 2 , µ 3 , . . . , µ 1 + 1) and ψ.(µ 1 , . . . , µ n ) = (µ n − 1, µ 1 , . . . , µ n−1 ).
These operators on Z n will turn out to correspond to the intertwiners Φ and Ψ. The following fundamental lemma describes how the intertwining operators act on the spanning set f µ,T of M (λ, q). If the parameters are specialized in such a way that the spectrum of M (λ, q) remains simple, then it allows one to give an explicit description of the submodule structure of M (λ, q): see Theorem 7.5. We will also use it to prove the norm formula for f µ,T in Theorem 6.1.
Lemma 5.2. Let µ ∈ Z n ≥0 and let T be a standard Young tableau on λ.
Proof. The method of proof for parts (a), (b), and (c) of the lemma is the same: one checks that both sides of the equation are t-eigenvectors with the same leading term and applies part (b) of Theorem 5.1. We use the fact that for generic parameters the intertwiners σ i are well-defined on all f µ,T 's, and that by Proposition 4.2 an intertwiner applied to a t-eigenvector is a t-eigenvector if it is non-zero. For (a) we observe that if µ i < µ i+1 then
This implies that σ i .f µ,T = f s i .µ,T . On the other hand, if µ i > µ i+1 and µ i − β(T (v µ (i))) = µ i+1 − β(T (v µ (i + 1))) mod r then using the previous calculation gives
This proves (a).
For (b) we assume that µ i > µ i+1 and µ i − β(T (v µ (i))) = µ i+1 − β(T (v µ (i))) mod r and compute using (a), Proposition 5.1, and Proposition 4.2,
is the scalar by which z i − z i+1 acts on f s i .µ,T . This proves (b).
Assuming that µ i = µ i+1 and writing w = w + (µ)w 0 , Theorem 5.1 and the formula in part (c) of Theorem 3.1 for the action of the intertwiners τ i on S (λ,q) give
where j = w −1 (i) = v µ (i). Combined with Theorem 3.1 this proves (c).
For (d) , since φ does behave as well as s i with respect to our order on Z n ≥0 one first checks that
where φ.µ is defined in (5.14) and φ.wt(f µ,T ) is defined in (4.16). This is a straightforward (but somewhat tedious) calculation that we omit. Then the equation
implies the equality in (d) .
Turning to (e), we first observe that if µ n = 0 then by Proposition 4.2
is not a weight of z 1 on M (λ, q), so Ψ.f µ,T = 0. If µ n > 0 then we compute using part (d) and Proposition 4.2
Suppose 1 ≤ i ≤ n and µ j = 0 for j ≥ i. By the definition (4.11) of the intertwiners σ j and part (c) of Lemma 5.2 we have t s n−1 s n−2 ···s i .f µ,T ∈ F -span{f µ,S | S a standard tableau on λ}, and consequently part (e) of Lemma 5.2 implies t s 1 s 2 ···s i−1 y i .f µ,T = t s 1 s 2 ···s i−1 y i t s i ···s n−1 t s n−1 s n−2 ···s i f µ,T = Ψ.t s n−1 s n−2 ···s i f µ,T = 0.
Norm formula
In this section we assume that the base field is F = C(κ, c 0 , . . . , c r−1 ). Recall that we write S (λ,q) for the F W -module obtained by extension of scalars from C to F . We extend complex conjugation to an automorphism of F by fixing κ and mapping c l to c −l where the indices are taken mod r. Thus the d j 's are fixed by this automorphism.
Let ·, · 0 be the positive definite W -invariant Hermitian form on
The contravariant form on M (λ, q) is the unique Hermitian form ·, · on M (λ, q) extending the form ·, · 0 on S (λ,q) = M (λ, q) 0 and satisfying
for f, g ∈ M (λ, q), w ∈ W , x ∈ h * , and y ∈ h. The next theorem gives a product formula for the norms of the generalized non-symmetric Jack polynomials with respect to this form. Note that it is not, generally speaking, a cancelation-free formula; however, if the factors in the denominator do not vanish then the zeros of the numerator control the radical of M (λ, q).
Then the norm of f µ,T is given by
Proof. First observe that the operators z i are self-adjoint with respect to the contravariant form:
for 1 ≤ i ≤ n − 1 and (6.5) Φ * = (x n t s n−1 ···s 1 ) * = t s 1 ···s n−1 y n = Ψ.
Combining these formulas with Lemma 5.2 shows that for µ n > 0 we have
The theorem is proved using these formulas by a straightforward induction on µ 1 + µ 2 + · · · + µ n + l, where l is the length of the shortest permutation v such that v.µ is in non-decreasing order.
Remark 6.2. The radical of the form ·, · is the unique maximal submodule of M (λ, q), and therefore M (λ, q) is simple exactly if the form is non-degenerate. In the next section we give much more precise information on the submodule structure of M (λ, q).
A hyperplane arrangement and submodules of M (λ, q)
In this section we assume κ = 1; after proving Lemma 7.1 we will also assume c 0 = 0 (if c 0 = 0 the algebra H becomes much simpler; see e.g. [EtMo] ). Our goal is to give an explicit description of the submodule structure of M (λ, q) in those cases for which t has simple spectrum on M (λ, q). First we describe the hyperplanes the parameters (c 0 , d 1 , . . . , d r/p−1 ) must avoid in order for the t-eigenspaces of M (λ, q) to be one-dimensional. We define the set E λ of exceptional hyperplanes for the r-partition λ as follows:
Let C r/p be the parameter space for H with respect to the parameters c 0 and d 1 , d 2 , . . . , d r/p−1 . Recall that the subscripts d i are to be read mod r/p and
For integers k, l and m define a hyperplane H k,l,m by
Then E λ contains the hyperplanes H k,l,m for all k ∈ Z >0 with k = 0 mod r, λ l = ∅, λ l−k = ∅, and
where for a partition ν, ct + (ν) is the maximum content of a box of ν and ct − (ν) is the minimum content of a box of ν. For each 0 ≤ i ≤ r − 1 such that λ i is non-empty and all k ∈ Z >0 , E λ contains the hyperplane
E λ is a locally finite set of hyperplanes since every hyperplane it contains is the translate by an integer distance of one of the form
where 0 ≤ k, l ≤ r − 1 and m runs over a finite set of integers (depending on λ).
Lemma 7.1. Suppose c 0 = 0. The following are equivalent:
Proof. The main point is the implication (c) implies (a), whose proof we sketch. Suppose that (c) holds and that (µ, S), (ν, T ) ∈ Γ with wt(µ, T ) = wt(ν, S). Since wt(µ, S) = wt(ν, T ) we have
By (c), b and b ′ appear in the same component λ j of λ, λ j is either a single row or single column, and
In particular,
ν (n) and it follows that µ − n = ν − n and n = S −1 T v ν v −1 µ (n). Continuing in this fashion we obtain S −1 T v ν v −1 µ (i) = i for 1 ≤ i ≤ n which combined with the equation wt(µ, S) = wt(ν, T ) implies (µ, S) = (ν, T ), contradiction.
When the spectrum of M (λ, q) is simple, the calibration graph of M (λ, q) is the directed graph Γ with vertex set (3.3) ; recall that we are fixing a representative T for each E λ orbit on SYT(λ). The directed edges are given by:
and with j = v µ (i) (7.11) (µ, T ) → (µ, s j−1 .T ) ⇐⇒ µ i = µ i+1 and s j−1 .T is a tableau, (more precisely, but less concisely: (µ, T ) → (µ, S) if µ i = µ i+1 , s j−1 .T is a tableau, and S is in the E λ orbit of s j−1 .T ), (7.12) (µ, T ) → (φ.µ, T ) for all µ, T , and when µ n > 0
We also define the generic calibration graph Γ gen by removing the conditions in (7.10) and (7.13). A subset X ⊆ Γ is closed if (µ, T ) ∈ X and (µ, T ) → (ν, S) implies that (ν, S) ∈ X.
Lemma 7.2. Suppose the t-spectrum of M (λ, q) is simple. Then the set of submodules of M (λ, q) is in bijection with the set of closed subsets of Γ, via the mapping associating to a submodule M the set of (µ, T ) with f µ,T ∈ M .
Proof. Straightforward; the point is that if a subspace M is closed under t, Φ, Ψ, and σ 1 , . . . , σ n−1 then it is closed under all of H.
Thus in the situation of Lemma 7.1, the study of the submodule structure of M (λ, q) is reduced to the study of the digraph Γ. We next describe the closed subsets that can arise. For a box b ∈ λ and an integer k ∈ Z >0 , define the subset Γ b,k ⊆ Γ by (7.14)
Γ
≥ k} where µ − = v µ .µ is the non-decreasing (i.e., anti-partition) rearrangement of µ. For an ordered pair of distinct boxes b 1 , b 2 ∈ Γ and an integer k ∈ Z >0 , define the subset
For an element (µ, T ) ∈ Γ define the inversion set R(µ, T ) by
The size of R(µ, T ) is a measure of how far µ is from the zero sequence.
The following technical lemma describes the properties of inversion sets we will need for our proof of Theorem 7.5. Its proof is a straightforward unwinding of the definitions and we omit it.
The next lemma describes the minimal length paths between two elements of Γ gen . It is the final combinatorial fact we need for the proof of Theorem 7.5.
or is obtained from it by adjoining some element of R(ν, S) or by deleting some element not in R(ν, S).
Proof. Define the distance between (µ, T ) and (ν, S) by
where X∆Y is the symmetric difference of the sets X and Y and l(S −1 T ) is the length of the permutation S −1 T . First suppose that
and for all 1 ≤ i ≤ n − 1 and (7.21 ) if µ i = µ i+1 and j = v µ (i) then either s j−1 .T is not a tableau or l(S −1 T s j−1 ) > l(S −1 T ).
We will show that in this case (µ, T ) = (ν, S). First observe that by (7.18)
≤ µ 1 and ν
with equality only if
if µ 1 > µ 2 then by (7.20)
if µ 1 = µ 2 then since v µ (2) and v µ (1) appear in adjacent boxes of λ if s j−1 .T is not a tableau, (7.21) implies
and hence
Continuing in this way we obtain
with equality implying
≥ µ n , the equalities all hold and hence
It follows that µ = ν and S = T . Now if at least one of the conditions (7.18), (7.19), (7.20), and (7.21) does not hold then we can
is either equal to R(µ, T ) or is obtained from it by adjoining an element of R(ν, S) or deleting an element not in R(ν, S), and the proof of the lemma is completed by induction.
Finally we give our description of the set of submodules of M (λ, q).
Theorem 7.5. Suppose that the t-spectrum of M (λ, q) is simple (see Lemma 7.1), and recall the sets M b,k and M b 1 ,b 2 ,k defined in (7.15).
) is in the lattice generated by those of types (a) and (b).
Proof. For (a), we must check when Γ b,k is a closed subset of Γ. By Lemma 7.3 we need only establish the conditions under which: if µ n = 0, (µ, T ) ∈ Γ b,k , and (ψ.µ,
we must have µ n = k and there are precisely n − T −1 (b) + 1 parts of µ of size at least k. Hence
By part (e) of Lemma 5.2,
by our assumption, proving (a). The proof of (b) is similar. By using Lemma 7.3 we need only establish the conditions under which:
By Lemma 5.2 part (b)
This proves (b).
We now prove (c). Fix (µ, T ) ∈ Γ. By using Lemma 7.4 the submodule generated by f µ,T is equal to
Here we used the fact that if
Since any submodule is equal to the span of the eigenvectors f µ,T that it contains, (c) is proved.
We next illustrate the scope of the theorem in the cases W = G(1, 1, n) and W = G(2, 1, n).
Example 7.6. In case W = G(1, 1, n), and assuming for simplicity that λ is not a row or column, the scope of our results is quite limited: t acts with simple spectrum on M (λ) (for λ a partition) exactly if In fact, assuming m > 0 and writing b 1 (respectively, b 2 ) for the upper right-hand (respectively, lower left-hand) box of λ, part (c) of Theorem 7.5 shows that the unique proper non-zero submodule of M (λ) is M b 1 ,b 2 ,m . In this case it should be possible to obtain a concordance with the results of [Suz] , where the t-diagonalizable L(λ)'s are analyzed. None of these is finite dimensional. By the results of [BEG] there are no finite dimensional modules for the rational Cherednik algebra of type G (1, 1, n) , and the quotient of L(λ) by x 1 + x 2 + · · · + x n is finite dimensional exactly if λ = (n) and c 0 = k/n with (k, n) = 1 and k ∈ Z >0 .
Example 7.7. If W = G(2, 1, n) is the Weyl group of type B n , slightly more interesting things can happen. Assume that λ is a partition of n that is not a single row or column. Then as in the previous example the t-spectrum of M (λ, ∅) is simple exactly if
For a box b ∈ λ, the set M b,k is a submodule if and only if k is a positive odd integer and for some odd k ∈ Z >0 , where c is the content of the lower right-hand corner of λ. These representations are a special case of the representations constructed for wreath product symplectic reflection algebras in [EtMo] . Their dimension is given by The final example constructs some more examples of finite dimensional modules when r is large.
Example 7.8. Now let W = G(r, 1, n) and suppose that λ is an r-partition of n. Let b 1 , b 2 , . . . , b m ∈ λ be the corner boxes of λ: these are the boxes b for which there exists a tableau T ∈ SYT(λ) with T (n) = b. If the spectrum of M (λ) is simple and there are positive integers k 1 , k 2 , . . . , k m with
then L(λ) is finite dimensional. The assumption that the spectrum of M (λ) is simple may mean no such integers exist, but if r ≥ 2n then it is not difficult to check that for every r-partition λ of n there is a choice of parameters for which the t-spectrum of M (λ) is simple and L(λ) is finite dimensional. More generally, if N is the number of non-empty λ i 's and the number m of corner boxes of λ satisfies m ≤ r − N , then there is a choice of parameters for which L(λ) is finite dimensional.
