Slice Sampling has emerged as a powerful Markov Chain Monte Carlo algorithm that adapts to the characteristics of the target distribution with minimal hand-tuning. However, Slice Sampling's performance is highly sensitive to the user-specified initial length scale hyperparameter. Moreover, Slice Sampling generally struggles with poorly scaled or strongly correlated distributions. This paper introduces Ensemble Slice Sampling, a new class of algorithms that bypasses such difficulties by adaptively tuning the length scale. Furthermore, Ensemble Slice Sampling's performance is immune to linear correlations by exploiting an ensemble of parallel walkers. These algorithms are trivial to construct, require no handtuning, and can easily be implemented in parallel computing environments. Empirical tests show that Ensemble Slice Sampling can improve efficiency by more than an order of magnitude compared to conventional MCMC methods on highly correlated target distributions such as the Autoregressive Process of Order 1 and the Correlated Funnel distribution.
Introduction
Bayesian Inference and Data Analysis has become an integral part of modern science. This is partly due to the ability of Markov Chain Monte Carlo (MCMC) algorithms to generate samples from intractable probability distributions. MCMC methods produce a sequence of samples, called a Markov Chain, that has the target distribution as its equilibrium distribution. The more samples are included, the more closely the distribution of the samples approaches the target distribution. The Markov Chain can then be used to numerically approximate expectation values (e.g. parameter uncertainties, marginalised distributions).
Common MCMC methods entail a significant amount of time spent hand-tuning the hyper-parameters of the algorithm to optimize its efficiency with respect to a target distribution. The emerging and routine use of such mathematical tools in science calls for the development of "black-box" MCMC algorithms that require no hand-tuning at all. This need led to the development of adaptive MCMC methods like the Adaptive Metropolis algorithm (Haario et al., 2001 ) that adapts its proposal scale based on the estimated covariance matrix. Unfortunately, most of those algorithms still include a significant number c 2020 Minas Karamanis and Florian Beutler. arXiv:2002.06212v1 [stat.ML] 14 Feb 2020 of hyper-parameters rendering the adaptation noisy. Furthermore, the tuning is usually performed on the basis of prior knowledge, such as one or more preliminary runs which further slow down the sampling. Last but not least, there is no guarantee that a single Metropolis proposal scale is optimal for the whole distribution (i.e. the appropriate scale could vary from one part of the distribution to another).
Another approach to deal with those issues would be to develop methods that by construction require no or minimal hand-tuning. An archetypal such method is the Slice Sampler (Neal, 2003) , which has only one hyperparameter, the initial length scale. Another significant benefit of Slice Sampling is, that unlike Metropolis-based mathods, its acceptance rate is 1. For Metropolis MCMC, rejections are both a necessity and a curse, since it is a source of sample autocorrelation. In this paper we extend the Standard Slice Sampler to tackle highly correlated distributions.
This paper introduces Ensemble Slice Sampling, an extension of the Standard Slice Sampling method. Ensemble Slice Sampling naturally inherits most of the benefits of Standard Slice Sampling, such as the acceptance rate of 1, and most importantly the ability to adapt to the characteristics of a target distribution without any hand-tuning at all. Furthermore, we will show that Ensemble Slice Sampling's performance is insensitive to linear correlations between the parameters, thus enabling efficient sampling even in highly demanding scenarios. Finaly, Ensemble Slice Sampling can easily be implemented in parallel taking advantage of multiple CPUs.
In Section 2, we will briefly discuss the Standard Slice Sampling algorithm. In Section 3, we will introduce the Ensemble Slice Sampling method. In Section 4 we will investigate the Empirical Evaluation of the algorithm. We reserve Sections 5 and 6 for Discussion and Conclusion respectively.
Standard Slice Sampling
Slice Sampling is based on the idea that sampling from a distribution p(x) whose density is proportional to f (x) is equivalent to uniformly sampling from the region underneath the graph of f (x). More formally, in the univariate case, we introduce an auxiliary variable, the "height" y, thus defining the joint distribution p(x, y) which is uniform over the region U = {(x, y) : 0 < y < f (x)}. To sample from the marginal density for x, p(x), we sample from p(x, y) and then we ignore the y values.
Generating samples from p(x, y) is not trivial, so we might consider defining a Markov Chain that will converge to that distribution. The simplest, in principle, way to construct such a Markov Chain is via Gibbs Sampling. Given the current x, we sample y from the conditional distribution of y given x, which is uniform over the range (0, f (x)). Then we sample the new x from the "slice" S = {x : y < f (x)}.
Generating a sample from the slice S may still be difficult, since we generally do not know the exact form of S. In that case, we can update x based on a procedure that leaves the uniform distribution of S invariant. Neal (2003) proposed the following method:
Given the current state x 0 , the next one is generated as:
1. Draw y 0 uniformly from (0, f (x 0 )), thus defining the "horizontal" slice S = {x :
The plot shows the univariate slice sampling method. Given an initial value x 0 , a value y 0 is uniformly sampled along the vertical slice (0, f (x 0 )) (green dashed line) thus defining the initial point (blue star). An interval (L, R) is randomly positioned horizontally around the initial point (blue star), and then it is expanded in steps of size µ = R − L until both of its ends L , R are outside the slice. The new point (green star) is generated by repeatedly sampling uniformly from the expanded interval (L , R ) until a point is found inside the slice. Points outside of the slice (e.g. the red star) are used to shrink the interval (L , R ) by moving L or in this case R to that point and accelerate the sampling procedure.
2. Find an interval I = (L, R) that contains all, or much, of S, 3. Draw the new point x 1 from I ∩ S.
In order to find the interval I, Neal (2003) proposed to use the "Stepping-out" procedure that works by randomly positioning an interval of length µ around the point x 0 and then expanding it in steps of size µ until both ends are outside of the slice. The new point x 1 is found using the "Shrinking" procedure, in which points are uniformly sampled from I until a point inside S is found. Points outside S are used to shrink the interval I. The steppingout and shrinking procedures are illustrated in Figure 1 . By construction, the stepping-out and shrinking procedures can adaptively tune a bad estimate of the length scale µ of the initial interval. The length scale µ is the only free hyperparameter of the algorithm.
Ensemble Slice Sampling
The univariate slice sampling scheme can be used to sample from multivariate distributions by sampling repeatedly along each coordinate axis in turn (one parameter at a time) or by sampling along randomly selected directions (MacKay, 2003) . Using either of those choices, the Standard Slice Sampler performs acceptably in cases with no strong correlations in parameter space. The overall performance of the algorithm generally depends on the number of expansions and contractions during the stepping-out and shrinking procedures respectively. Ideally we would like to minimize that number. A reasonable initial estimate of the length scale is still required in order to minimize the amount of time spent expanding or contracting the initial interval.
However, when strong correlations are present two issues arise. First, there is no single value of the initial length scale that minimizes the computational cost of the stepping-out and shrinking procedures along all directions in parameter space. The second problem, concerns the choice of direction. In particular, neither the component-wise choice (one parameter at a time) nor the random choice is suitable in strongly correlated cases. Using such choices results in highly autocorrelated samples.
Our approach would be to target each of those two issues individually. The resulting algorithm, Ensemble Slice Sampling, is invariant under affine transformations of the parameter space, meaning that its performance is not sensitive to linear correlations. Furthermore, Ensemble Slice Sampling minimizes the computational cost of finding the slice by adaptively tuning the initial length scale. Last but not least, unlike most MCMC methods, Ensemble Slice Sampling is trivially parallelizable, thus enabling the data analyst to take advantage of modern high performance computing facilities with multiple CPUs.
Adaptively tuning the length scale
Let's first consider the effect of the initial length scale on the performance of the univariate slice sampling method. For instance, if the initial length scale is λ times smaller than the actual size of the slice, then the stepping-out procedure would require O(λ) steps in order to fix this. However, in this case, since the final interval is an accurate approximation of the slice there would probably be no contractions during the shrinking phase. On the other hand, when the initial length scale is larger than the actual slice then the number of expansions would be either one or zero. In this case though, there would be a number of contractions.
Stochastic Approximation: As the task is to minimize the total number of expansions and contractions we employ and adapt the Robbins-Monro-inspired stochastic approximation algorithm (Robbins and Monro, 1951) of Tibbits et al. (2014) . Ideally, based on the reasoning of the previous paragraph, only one expansion and one contraction will take place. Therefore, the target ratio of number of expansions to total number of expansions and contractions is 1/2. To achieve this, we update the length scale µ based on the following recursive formula:
where N c are the number of expansions and contractions during iteration t. It is easy to see that when the fraction
c ) is larger than 1/2 the length scale µ will be increased. In the case where the fraction is smaller than 1/2 the length scale µ will be decreased accordingly. The optimization can stop either when the fraction is close to 1/2 within a threshold or when a maximum number of tuning steps has been completed. The pseudocode for the first case is shown in Algorithm 1.
Algorithm 1 Function to tune the length scale µ.
The Choice of Direction & Parallelization
In cases where the parameters are correlated moving along certain directions more frequently could accelerate sampling. One way of achieving this is to exploit some prior knowledge about the covariance of the target distribution. However, such an approach would either require significant hand-tuning or noisy estimations of the sample covariance matrix during an initial run of the sampler. For that reason we employ a different approach to exploit the covariance structure of the target distribution and preserve the hand-tuning-free nature of the algorithm.
Ensemble of Walkers: Following the example of (Goodman and Weare, 2010) we define an ensemble of parallel chains, called walkers. Each walker is a individual slice sampler. The sampling proceeds by moving one walker at a time by slice sampling along a direction defined by a subset of the rest of walkers of the ensemble. As long as the aforementioned direction does not depend on the position of the current walker, the resulting algorithm preserves the detailed balance of the chain. Moreover, assuming that the distribution of the walkers resembles the correlated target distribution the chosen direction will "prefer" directions of correlated parameters. There is more than one way to define a direction vector from the complimentary ensemble. Here we will discuss two of them.
Algorithm 2 Function to return a Differential Direction vector.
1: function DifferentialDirection(k, µ, S) 2: Draw two walkers X l , and X m uniformly and without replacement from the complementary ensemble S, 3: Compute direction vector η k using Equation 2, 4: return η k Differential Direction: The differential direction choice works by moving the walker X k based on two randomly chosen walkers X l and X m of the complimentary ensemble S [k] . In particular, we move the walker X k by slice sampling along the vector η k defined by the difference between the walkers X l and X m . It is important to notice here, that the vector η k is not a unit vector and thus carries information about both the length scale and the optimal direction of movement. It will also prove to be more intuitive to include the initial length scale µ in the definition of the direction vector in the following way:
The pseudocode for a function that, given the value of µ and the complimentary ensemble S, returns a Differential direction vector η k is shown in Algorithm 2.
Gaussian Direction: The direction vector η k can also be drawn from a normal distribution with the mean equal to the sample mean of the walkers of the complimentary ensemble S [k] ,
and the covariance equal to the sample covariance of S [k] ,
We chose to include the initial length scale µ in this definition as well:
The pseudocode for a function that, given the value of µ and the complimentary ensemble S, returns a Gaussian direction vector η k is shown in Algorithm 3.
Algorithm 3 Function to return a Gaussian Direction vector. Parallelizing the Ensemble: Instead of evolving the ensemble by moving each walker in turn we can do this in parallel. A naive implementation of this would result in a subtle violation of detailed balance. We can avoid this by splitting the ensemble into two sets of walkers (Foreman-Mackey et al., 2013) . We can now update the positions of all the walkers in the one set in parallel along directions defined by the walkers of the other set. Then we can perform the same procedure for the other set. Combining this technique with the stochastic approximation solution of Subsection 3.1 with the choices of direction and ensemble-splitting technique of this subsection leads to the Ensemble Slice Sampling method of Algorithm 4.Finaly, the minimum number of walkers used should be twice the number of parameters. Using fewer walkers than that could lead to erroneous sampling from a lower dimensional parameter space.
Empirical Evaluation
To empirically evaluate the sampling performance of the Ensemble Slice Sampling algorithm we perform a series of tests. In particular, we compare its ability to sample from two for k = 1, ..., N/2 do 5:
Sample U ∼ Uniform(0, 1)
9:
Set L ← −U , and R ← L + 1 10:
while Y < f (L) do 11: 
if Y < Y then (1) distribution. All samplers used the same number of probability density evaluations, 3 × 10 5 , and the samples were thinned to 10 3 . Only the first two dimensions are shown here.
over, we are also interested in assessing the convergence rate of the length scale µ during the first iterations. For all of the following tests we used the Differential Direction proposal of Algorithm 2. For the aforementioned target distributions, we found no significant difference in terms of performance when using the Gaussian Direction proposal of Algorithm 3.
Performance Tests
Autoregressive Process of Order 1: In order to investigate the performance of Ensemble Slice Sampling in high dimensional and correlated scenarios we chose a highly correlated Gaussian as the target distribution. More specifically, the target density is a discrete-time Autoregressive Process of Order 1, also known as AR(1). This particular target density is ideally suited for benchmarking MCMC algorithms since the posterior density in many scientific studies often approximates a correlated Gaussian. Apart from that, the AR(1) is commonly used as a prior for time-series analysis. The AR(1) distribution of a random vector X = (X 1 , ..., X N ) is defined recursively as follows: N (0, 1) ,
where the parameter α controls the degree of correlation between parameters and we chose it to be α = 0.95. We set β = √ 1 − α 2 so that the marginal distribution of all coordinates is N (0, 1). We also set the number of dimensions to N = 50.
We measured the mean integrated autocorrelation time (IAT), and the number of effective samples per evaluation of the probability density function, also termed efficiency of each one of those methods according to the recipe in Appendix A by performing a very long run of 10 7 iterations. We used 100 walkers and we initialise them from positions sampled from the distribution N (0, 1). The results are presented in Table 1 . The chain produced by Ensemble Slice Sampling has a significantly shorter IAT (20 − 40 times) than either of the other two methods. Furthermore, Ensemble Slice Sampling generates an order of magnitude greater number of independent samples per evaluation of the probability density.
To assess the mixing rate of Ensemble Slice Sampling, we set a maximum number of probability density evaluations to 3 × 10 5 . We thin the resulted chains to 10 3 samples for better visualisation and show the results in Figure 2 . We compare the results of Ensemble Slice Sampling with those obtained via the optimally tuned Metropolis and Standard Slice Sampling methods. Ensemble Slice Sampling significantly outperforms both of them, being the only one with a chain resembling the target distribution in the chosen number of probability evaluations.
Correlated Funnel:
The second test involves a more challenging distribution, namely the correlated Funnel distribution adapted from Neal (2003) . The funnel, tornado-like, structure is common in Bayesian hierarchical models and possesses characteristics that render it a particularly difficult case. The main difficulty originates from the fact that there is a region of the parameter space where the volume of the region is low but the probability density is high, and another region where the opposite is true.
Suppose we want to sample a N-dimensional vector X = (X 1 , ..., X N ) from the correlated funnel distribution. The marginal distribution of X 1 is Gaussian with mean zero and unit variance. Conditional on a value of X 1 , the vector X 2−N = (X 2 , ..., X N ) is drawn from a Gaussian with mean zero and a covariance matrix in which the diagonal elements are exp(X 1 ), and the non-diagonal equal to γ exp(X 1 ). If γ = 0, the parameters X 2 to X N conditional to X 1 are independent and the funnel distribution resembles the one proposed by Neal (2003) . The value of γ controls the degree of correlation between those parameters. When γ = 0 the parameters are uncorrelated. For the following test we chose this to be γ = 0.95. We set the number of parameters N to 25.
Using a very long run of 10 7 iterations, we estimated the IAT and the efficiency of the algorithms for this distribution as shown in Table 2 following the procedure of Appendix A. The number of walkers was set to 50. Since the optimally-tuned Metropolis fails to sample from this particular distribution, we do not quote any results. The Metropolis sampler is unable to successfully explore the region of parameter space with negative X 1 values. The presence of strong correlations renders the Ensemble Slice Sampler 30 times more efficient than the Standard Slice Sampling algorithm on this particular example.
To assess the mixing rate of the algorithm on this demanding case, we set the maximum number of evaluations of probability density function to 3 × 10 5 . As shown in Figure  3 , the Ensemble Slice Sampling is the only algorithm out of the three whose outcome closely resembles the target distribution. Both on this limited run and the long run of 10 7 iterations that was used to construct Table 2 , the results of Metropolis were grossly incorrect, indicating the inability of Metropolis to handle this challenging case (Neal, 2003) . Adaptation is significantly faster when the initial length scale is larger than the optimal one rather than smaller. Another benefit of using a larger initial estimate would be the reduced number of probability evaluations during the first iterations. This is due to the fact that the shrinking procedure is generally faster than the stepping-out procedure.
Discussion
In Section 4 we provided a quantitative comparison of the efficiency of Ensemble Slice Sampling, Standard Slice Sampling, and Metropolis algorithms. In this Section we will provide some qualitative arguments to informally demonstrate the advantages of Ensemble Slice Sampling over other methods. Furthermore, we will briefly discuss some general aspects of the algorithm, and place our work in the context of other related algorithms.
After the brief adaptation period is over and the length scale µ is fixed, the Ensemble Slice Sampling algorithm performs on average 5 evaluations of the probability density per walker per iteration. This is in stark contrast with Metropolis-based MCMC methods that perform 1 evaluation of the probability density per iteration. However, the non-rejection nature of Ensemble Slice Sampling more than compensates for the higher number of evaluations, thus yielding a very efficient scheme.
One could think of the number of walkers as the only free hyperparameter of Ensemble Slice Sampling. However, choosing the number of walkers is usually trivial. As shown in Section 4, using the minimum number of walkers, meaning twice the number of parameters is generally a good choice.
Recent work on the No U-Turn Sampler (Hoffman and Gelman, 2014) has attempted to reduce the hand-tuning requirements of Hamiltonian Monte Carlo (Betancourt, 2017) using the dual averaging scheme of Nesterov (2009) . In order to achieve a similar result, we employed the much simpler stochastic approximation method of Robbins and Monro (1951) to tune the initial length scale µ. The Affine-Invariant Ensemble Sampler (Goodman and Weare, 2010) and the Differential Evolution MCMC (Ter Braak, 2006) use an ensemble of walkers to perform Metropolis updates. Our methods differs by using the information from the ensemble to perform Slice Sampling updates, thus leading to a more robust sampler. Our implementation of Algorithm 2 is inspired by Tran and Ninness (2015) . However, the Ensemble Slice Sampling method improves upon that by extending the direction choices (e.g. Gaussian Direction), adaptively tuning the initial length scale µ, and parallelizing the algorithm.
For all numerical benchmarks in this paper, we used the publicly available, open source, pure Python implementation of Ensemble Slice Sampling called zeus 1 .
Conclusion
We have presented Ensemble Slice Sampling, an extension of Standard Slice Sampling that eliminates the latter's dependence on the initial value of the length scale hyperparameter and augments its capacity to sample from highly correlated distributions.
In this paper we have compared Ensemble Slice Sampling with the optimally-tuned Metropolis and Standard Slice Sampling algorithms. We found that, due to its affineinvariance, Ensemble Slice Sampling generally converges faster to the target distribution and generates chains of significantly lower autocorrelation. In particular, we found that in the case of AR(1), Ensemble Slice Sampling generates an order of magnitude more independent samples per evaluation of the probability density than Metropolis and Standard Slice Sampling. Similarly, in the case of the Correlated Funnel distribution, Ensemble Slice Sampling outperforms Standard Slice Sampling by an order of magnitude in terms of efficiency. Furthermore, in this case, Metropolis-based proposals fail to converge at all, demonstrating the robustness of Ensemble Slice Sampling in challenging distributions.
The "black-box" nature of the algorithm renders it ideal for modern scientific applications where the lack of hand-tuning is preferred in order to accelerate parameter inference.
