The Detection and Classification of Acoustic Scenes and Events (DCASE) 2019 challenge focuses on audio tagging, sound event detection and spatial localisation. DCASE 2019 consists of five tasks: 1) acoustic scene classification, 2) audio tagging with noisy labels and minimal supervision, 3) sound event localisation and detection, 4) sound event detection in domestic environments, and 5) urban sound tagging. In this paper, we propose generic cross-task baseline systems based on convolutional neural networks (CNNs). The motivation is to investigate the performance of a variety of models across several tasks without exploiting the specific characteristics of the tasks. We look at CNNs with 5, 9, and 13 layers, and find that the optimal architecture is task-dependent. For the systems we considered, we found that the 9-layer CNN with average pooling is a good model for a majority of the DCASE 2019 tasks.
INTRODUCTION
Sound carries a large amount of information that can be utilised in a number of applications, such as information retrieval [1], abnormal event detection [2] , autonomous cars [3] , and safety protection [4] . The Detection and Classification of Acoustic Scenes and Events (DCASE) is a series of challenges aimed at developing sound classification and detection systems. Previous DCASE challenges include the DCASE 2013 [5] , 2016 [6] , 2017 [7] and 2018 [8] . In this paper, we propose a number of cross-task baseline systems for the DCASE 2019 challenge [9] . These systems use convolutional neural networks and are designed to be applicable to a wide variety of tasks.
Previous work in DCASE challenges mainly focused on particular tasks [6, 8] . However, a system trained on one task may not reflect its generalisation ability on other tasks. The motivation of this paper is to investigate how generic systems perform across several tasks and try to find generic systems that have good performance for all tasks. We call the systems across several tasks cross-task systems.
The DCASE 2019 challenge consists of five tasks. In Task 1, Acoustic scene classification (ASC) [8] , the task is to classify audio recordings, recorded in a public area, into one of several predefined acoustic scene classes. The ASC task includes three subtasks: a matching device ASC subtask, a mismatching device ASC subtask and an open set ASC subtask. In Task 2, Audio tagging with noisy labels and minimal supervision [10] , the task is to predict the tags of audio recordings while utilising a small number of manually-verified labels and a much larger number of noisy labels. In Task 3, Sound event localization and detection (SELD) [11] , the task is to predict the presence or absence of sound events, their onset and offset times, and their spatial locations in azimuth and elevation. In Task 4, Sound event detection in domestic environments [12] , the task is to predict the presence or absence and the onset and offset times of sound events. Task 4 provides weakly-labelled data, unlabelled data and simulated strongly-labelled data for training. In Task 5, Urban sound tagging [13] , the task is to predict urban sound tags of audio recordings recorded in New York. Multiple annotations are provided for each recording, and they do not always agree.
Recently, neural-network-based methods such as fullyconnected neural networks [14] , convolutional neural networks (CNNs) [15, 16, 17] and recurrent neural networks (RNNs) [18] have been used for sound classification and classification, and have achieved state-of-the-art performance in recent DCASE tasks [7, 8] . Our cross-task baseline systems are based on convolutional neural networks, which are extensions of the deep neural network (DNN) and the CNNs baseline systems [14] . We investigated 5-layer, 9-layer and 13-layer CNNs and different pooling types, including average pooling and max pooling in our experiments. We release the source code of our cross-task baseline systems which can be baseline systems for future research. This paper is organised as follows. Section 2 introduces the CNN architectures. Section 3 presents experimental results. Section 4 concludes and forecasts future work.
CONVOLUTIONAL NEURAL NETWORKS
CNNs have been widely used in computer vision and have achieved state-of-the-art performance in several tasks such as image classification [19] . A conventional CNN consists of several convolutional layers, where each convolutional layer consists of filters to convolve with the output from the previous convolutional layer. The filters can capture local patterns of the input feature maps, such as edges in lower layers and profiles of objects in higher layers [19] . CNNs have been applied to many audio classification and sound event detection tasks [6, 8] . However, the choice of architecture is usually task-dependent. There is a lack of research investigating the performance of cross-task CNN models.
We investigate three kinds of CNNs with different depths: a 5-layer CNN, a 9-layer CNN and a 13-layer CNN. The 5-layer CNN is similar to AlexNet [20] , which consists of 4 convolutional layers with a kernel size of 5 × 5. Later VGG network [19] was proposed to decompose the 5 × 5 kernel to a convolutional block consists of two cascaded 3 × 3 kernels, which inspired the 9-layer and 13-layer CNNs used in this paper with 4 and 6 convolutional blocks. For all architectures, batch normalisation [21] is applied after each convolutional operation to speed up and stabilise the training. The ReLU function is used as a non-linearity [19] after batch normalisation. Average pooling with a size of 2 × 2 is applied after each convolutional block to reduce the feature map size. In addition, to investigate the effect of the pooling type, in the model named CNN9-II, we use max pooling instead of average pooling. The frequency information is averaged out in the feature maps of the last convolutional layer. For audio tagging tasks with weakly labelled data, the information over time frames are maxed out. This max operation is designed to select the predominant information over time steps for cliplevel classification. Finally, a fully connected layer is applied to predict the presence of sound events either at the clip level or frame level. For classification tasks, softmax nonlinearity is applied. Cross entropy (CE) loss is used for training the network. For audio tagging and sound event detection (SED) tasks, sigmoid nonlinearity is applied. Binary cross entropy (BCE) is used for training the network. For DOA tasks, mean squared error (MSE) is used for training the network. Table 1 presents the CNN architectures. For example, 5 × 5 @ 64 indicates a kernel size of 5 × 5 and 64 output feature maps. The parameters number (PN) of models are shown at the bottom of each column in Table 1 .
EXPERIMENTS
We apply the described CNNs to the five DCASE 2019 tasks. Table 2 shows the statistics of the DCASE 2019 tasks. Audio recordings from all tasks are resampled to 32 kHz. Task 1, 2, 4, 5 are trained with clip-level weak labels. Task 3 and Task 4 with synthetic data are trained with frame-level strong labels. 
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A short-time Fourier transform (STFT) with a Hanning window size of 1024 samples and a hop size of 500 samples is used to extract the spectrogram, so that there are 64 frames in one second. The number 64 is chosen because it is divisible by the power of two in CNNs. Mel filter banks with 64 bins and cut-off frequencies of 50 Hz and 14 kHz are applied on the spectrogram. Then, a logarithm operation is applied to obtain the log-mel spectrogram. The baseline systems for the five tasks in the DCASE 2019 challenge are implemented with Python and PyTorch. We released the source code for the DCASE 2019 challenge tasks 12345 .
Task 1, Acoustic scene classification
Acoustic scene classification [8] is a task to classify a test recording into one of the provided predefined classes that characterises the environment in which it was recorded. There are 10 sound classes recorded in 12 European countries such as "airport" and "metro station". This task includes three subtasks: 1) ASC with matched devices, where the testing data are recorded from the same device as the training data, 2) ASC with mismatched recording devices, where the testing data are recorded using different devices as the training data, and 3) open set ASC, where part of the testing data is not encountered in the training data. There are 14400, 16560 and 15850 10-second audio recordings in Subtask A, B and C, respectively. In the provided validation split setup, there is an equal number of audio recordings for all sound classes. For each subtask, the evaluation criterion is classification accuracy, which is obtained by averaging the class-wise accuracy of all sound classes. Table 3 shows the performance of different convolutional neural networks. In Subtask A, the 9-layer CNN-I achieves an accuracy of 0.703, outperforming the 5-layer and 13-layer CNN. In Subtask B, the 9-layer CNN-I and CNN-II achieve accuracy of 0.541 and 0.547 in the mismatching devices, outperforming the 5-layer and 13-layer CNN. This indicates that the 9-layer CNNs have good performance in classifying mismatching devices. In Subtask C, the 5-layer CNN achieves an average accuracy of 0.531, outperforming the 9-layer and 13-layer CNN.
Task 2, Audio tagging with noisy labels and minimal supervision
Audio tagging with noisy labels and minimal supervision [10] is a task to predict multiple labels of audio clips. The dataset consists of a small set of manually-labelled data, and a large set of noisy-labelled data. The audio data is labelled using a vocabulary of 80 labels from AudioSet Ontology [17] . Audio clips have variable lengths from 0.3 s to 30 s. Label-weighted label-ranking average precision (lwLRAP) is used for evaluating the performance of the designed systems.
Task 3, Sound event detection localization and detection
Sound event detection localisation and detection (SLED) [11] is a task to detect the onset and offset of sound events and their directions-of-arrival (DOAs) in azimuth and elevation angles. The development set provides 400 1-minute audio Table 4 . Development performance of Task 2.
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To appear recordings. There are two formats of recording including 4-channel first-order-ambisonic (FOA) and four-channel directional microphone recordings from a tetrahedral array. The impulse responses are collected from five indoor locations at 504 unique combinations of azimuth-elevation-distance. The isolated sound events are from DCASE 2016 Task 2. The Fscore and error rate are calculated in one-second segment for evaluating SED. For DOA estimation, DOA error and frame recall are calculated. We extract the log-mel spectrogram of the 4-channel FOA as the input to the CNNs. Phase information is not used in our systems. The loss is the weighted summation of frame-level BCE for SED and frame-level MSE for localisation. Table 5 shows the performance of the CNN systems. The 5-layer and 9-layer CNNs achieve similar results in SED and localisation, outperforming the 13-layer CNN. In contrast to the baseline system [11] using additional phase information as input, we only use the magnitude of log-mel spectrogram as input. We can still achieve an DOA error of 42.8
• using the 13-layer CNN, compared to the random guess of around 80.0
• , indicating the magnitude of log-mel spectrogram contains information for DOA. 
Task 4, Sound event detection in domestic environments
Sound event detection in domestic environments [12] is a task to detect the onset and offset time steps of sound events in domestic environments. The aim of this task is to investigate whether real but weakly annotated data or synthetic data is sufficient for designing SED systems. There are 1578 real audio recordings with weak labels, 2045 synthetic recordings with strong labels, and 14412 unlabelled in-domain recordings in the dataset. Audio recordings are 10 seconds in duration and consist of polyphonic sound events from 10 sound classes. Table 6 shows the performance of the CNN systems using the weakly-labelled data for training. The 9-layer CNN-II achieves an event-based F1 of 24.1%, an segment-based F1 of 63.0% and an audio tagging mAP of 0.791, respectively, outperforming the other systems. Table 7 shows the performance with different training data with CNN9-II. Training with weakly-labelled (WL) real data achieves better performance than training on the strongly-labelled (SL) synthetic data.
Task 5, Urban sound tagging
Urban sound tagging [13] is a task to predict the presence or absence of different type of sounds recorded in New York City. This task has established a set of coarse-and fine-grained classes. The coarse-grained and fine-grained tags consists of 7 and 23 sound classes under a hierarchical taxonomy. There are 2351 10-second audio recordings for development. Each audio recording is annotated by one or more annotators. The label of a single audio recording can be different depending Table 8 . Development performance of Task 5. on the annotator. We apply the OR function to aggregate the labels from different annotators. Table 8 shows the performance of CNN systems. CNN9-II achieves fine-grained and coarse-grained micro AUPRCs of 0.672 and 0.782, outperforming the 5-layer, 13-layer CNN and CNN9-I.
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CONCLUSION
This paper presented cross-task convolutional neural network baseline systems for the DCASE 2019 tasks. We investigated the performance of 5-layer, 9-layer and 13-layer CNN models on five tasks. We demonstrated that some tasks favor particular architectures. Overall, the 9-layer CNN with average pooling was shown to perform good for a majority of tasks. In future, we will continue to explore the cross-task structures with more architectures such as recurrent neural networks.
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