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Vorwort
So revolutiona¨r der mathematische Inhalt der Galoistheorie war, so sagen-
umwoben ist auch die Person des E´variste Galois. Er war der Erste, der eine
Sprache beherrschte, die bis heute verwendet wird. Nur zu seinen Lebzeiten
wurde er fu¨r seine Entdeckung nicht gewu¨rdigt. Allgemein hatte Galois kein
Glu¨ck in seinem Leben. Hinzu kommt noch sein Charakter, der alles ande-
re als angenehm beschrieben wird. E´variste wurde, bis er 12 Jahre alt war,
von seiner Mutter unterrichtet und kam anschließend in das Lyce´e
”
Louis-
le-Grand“. Seinen Lehrern fiel immer wieder die mathematische Begabung
auf, jedoch auch sein bizarrer Charakter. Er beschloss, sich im Alter von
16 Jahren am
”
E´cole Polytechnique“, eine der renommiertesten Hochschulen
Europas, zu bewerben. Die Aufnahmepru¨fung schaffte er jedoch nicht. Galois
war aber davon u¨berzeugt, dass er in einem zweiten und letzten Versuch die
Examen bestehen werde. Kurz vor seinem letzten Antritt beging sein Vater
Selbstmord, was ihn zu tiefst erschu¨ttert hat. Bei der Pru¨fung verhielt er
sich dermaßen respektlos gegenu¨ber den beiden Professoren, die die Pru¨fung
abnahmen, dass er abermals nicht aufgenommen wurde. Sein Traum, sich an
der
”
E´cole Polytechnique“ einzuschreiben, platzte und er musste sich mit der
”
E´cole Pre´paratoire“ zufrieden geben.
E´variste Galois versuchte auch außerhalb der Schule auf sich aufmerksam zu
machen und wollte Professor Chauchy ein Manuskript von ihm u¨bergeben.
Genau genommen war das eine ziemlich wagemutige Aktion, denn Chauchy
hatte den Ruf, nur seine eigenen Arbeiten zu verbreiten, und fu¨r andere soll er
nicht viel u¨brig gehabt haben. Doch irgendwie schien Chauchy an der Arbeit
gefallen zu finden und wollte sie sogar pra¨sentieren. Der beru¨hmte Professor
erkrankte am Tag der Pra¨sentation und in der na¨chsten Sitzung erstatte er
nur u¨ber seine Arbeit Bericht. Galois gab nicht auf und versuchte es erneut,
diesmal gelangte sein Skript in die Ha¨nde von Fourier, der aber kurz nach
Erhalt verstarb und das Manuskript verschwand erneut.
Gepra¨gt von der politischen Ideologie seines Vaters begab er sich immer wie-
der in gefa¨hrliche Situationen, sodass er schlussendlich von der Hochschule
”
E´cole Pre´partoire“ verwiesen wurde und sogar im Gefa¨ngnis landete. Dort
u¨berarbeitete er seine Gedanken in Ruhe und ohne Ablenkung nochmals. Als
E´variste wieder frei war, verliebte er sich in die Tochter eines Arztes. In den
Geschichtsbu¨chern stirbt Galois aufgrund eines Duells mit dem Liebhaber
seiner Geliebten. Jedoch bezweifeln einige, dass das der wahre Grund seines
Todes ist. Eines steht jedoch fest: in einem Brief an seinen Freund versuchte
er so nachvollziehbar wie mo¨glich seine Entdeckung niederzuschreiben. Er
beendete den Brief mit der Aufforderung diesen Inhalt Gauß oder Jacobi
vorzulegen, diese sollten nicht die Richtigkeit sondern die Bedeutung seiner
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Entdeckung beurteilen.
Aufgrund der faszinierenden Geschichte u¨ber das Leben von E´variste Galois
aus dem Buch
”
Geheimnis der Symmetrie“ von Marcus du Sautoy (vgl. [10],
S. 200ff) wollte ich mich na¨her dem mathematischen Inhalt seiner Entde-
ckung hingeben, wodurch diese Arbeit entstand.
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Zu Beginn der Arbeit werden eine Fu¨lle an Definitionen und Begriﬄichkeiten
eingefu¨hrt. Dabei werden vorerst allgemeine Ko¨rpererweiterungen behandelt.
Gleich das erste Resultat, der Gradsatz, ist von zentraler Bedeutung fu¨r die
ganze Arbeit, dadurch lassen sich Methoden der linearen Algebra verwenden.
Anschließend werden besondere Ko¨rpererweiterungen betrachtet, im Fokus
stehen dabei die algebraischen Ko¨rpererweiterungen. In diesem Kapitel rich-
te ich mich nach den Bu¨chern:
”
Algebra“ von M. Artin (Kapitel 13, [2]),
”
Galoissche Theorie“ von E. Artin (Kapitel 2, [1]),
”
Algebra“ von Jantzen
und Schwermer (Kapitel V §1,2,3, [7]) sowie
”
Algebra“ von Karpfinger und
Meyberg (Kapitel 19, 20, [9]).
Definition 1. Sei K ein Teilko¨rper des Ko¨pers L, man nennt L einen Er-
weiterungsko¨rper von K und spricht von der Ko¨rpererweiterung L/K.
Beispiel 1. Es ist Q ein Teilko¨rper von R und von C, so sind R/Q und C/Q
Ko¨rpererweiterungen.
Definition 2. Sei L/K eine Ko¨rpererweiterung und M ⊆ L, dann bezeichnet
K[M ] den kleinsten Teilring von L, der K und M entha¨lt.
Definition 3. Sei M eine Teilmenge des Ko¨pers L, man nennt den kleinsten
Teilko¨rper von L der M umfasst, den von M erzeugten Teilko¨rper. Bei einer
gegebenen Ko¨pererweiterung L/K wird der kleinste Teilko¨rper von L, der
K ∪M entha¨lt mit K(M) bezeichnet, man sagt: K(M) ensteht durch Ad-
junktion von M aus K. Entha¨lt M nur endlich viele Elemente a1, . . . , an ∈ L,
so schreibt man K(M) = K(a1, . . . , an). Die Ko¨rpererweiterung L/K wird
endlich erzeugbar genannt, wenn es endlich viele Elmente a1, . . . , an ∈ L
gibt, sodass L = K(a1, . . . , an) ist. Die Erweiterung L/K heißt einfach, falls
es ein Element a ∈ L existiert mit L = K(a), das Element a wird primitives
Element genannt.
Bemerkung. Im Zuge dieser Notation bezeichnet man fu¨r einen Ko¨rper K:
1. K[X] den Ring der Polynome u¨ber K.
2. K(X) den Quotientenko¨rper von K[X] und man nennt ihn den Ko¨rper
der rationalen Funktionen u¨ber K.
Beispiel 2. Sei K ein Ko¨rper, dann ist K(X)/K eine Ko¨rpererweiterung.
Definition 4. Es heißt Z ein Zwischenko¨rper von L/K, wenn Z ein K
umfassender Teilko¨rper von L ist, K ⊆ Z ⊆ L.
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Beispiel 3.
Der Ko¨rper R ist ein Zwischenko¨rper von C/Q.
Sei K ein Ko¨rper und n ∈ N, dann ist K(Xn) ein Zwischenko¨rper von
K(X)/K fu¨r jedes beliebige n ∈ N.
Aus folgender wichtiger Beobachtung la¨sst sich ein grundlegendes und
a¨ußerst wichtiges Resultat zeigen. Sei L/K eine Ko¨rpererweiterung, so kann
man L als einen Vektorraum u¨ber dem Ko¨rper K auffassen. Als Addition
wird die Addition in L benutzt. Die Skalare sind die Elemente c aus K und
das Produkt ca mit a ∈ L stellt die Skalarmultiplikation dar. Dadurch lassen
sich Methoden der Linearen Algebra anwenden.
Definition 5. Sei L/K eine Ko¨rpererweiterung, dann heißt die Dimension
dimKL dieses Vektorraums u¨ber K der Grad der Ko¨rpererweiterung L/K,
man schreibt [L : K] := dimKL. Die Erweiterung L/K wird endlich genannt,
wenn [L : K] endlich ist, also wenn [L : K] ∈ N.
Beispiel 4.
Wir betrachten die Ko¨rpererweiterungQ(
√
2)/Q. Nach Definition 3 istQ(
√
2)
der kleinste Ko¨rper der Q ∪ √2 entha¨lt. Es lassen sich daher folgende Ele-





2. Diese beiden kann man noch addieren und mul-
tiplizieren. Wir erhalten jedoch immer ein Element der Form a + b
√
2. Das
Inverse Element bezu¨glich der Addition hat die Form −a − b√2 und das




a2−2b2 ∈ Q und d = −ba2−2b2 ∈ Q (der Nenner ist verschieden von 0,





Es gilt nun Q(
√
2) = {a + b√2 | a, b ∈ Q}. Wir zeigen nun, dass {1,√2}
eine Basis von Q(
√
2) u¨ber Q ist. Sei c ein beliebiges Element aus Q(
√
2).
Wenn c ∈ Q liegt, dann gilt c = c · 1 + 0 · √2. Sei nun c ∈ Q(√2) \Q, dann
folgt. Nach Definition ist c der Form c = a + b
√
2 mit a, b ∈ Q, daraus folgt
c = a · 1 + b · √2. Also ist die Menge {1,√2} ein Erzeugendensystem. Es
bleibt noch die lineare Unabha¨ngigkeit zu zeigen. Angenommen {1,√2} sind
linear abha¨ngig, dann existieren λ1 ∈ Q und λ2 ∈ Q nicht beide verschieden
Null, sodass λ1 · 1 + λ2 ·
√
2 = 0 folgt. Fu¨r ein λ2 6= 0, gilt dann −λ1λ2 =
√
2.
Das ist ein Widerspruch zu λ1, λ2 ∈ Q. Also ist {1,
√
2} linear unabha¨ngig
und daher eine Basis. Aus den vorigen U¨berlegungen la¨sst sich der Grad der
Ko¨rpererweiterung Q(
√
2)/Q bestimmen, es gilt [Q(
√
2) : Q] = 2.
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Satz 1.1 (Gradsatz). Sei Z ein Zwischenko¨rper der Ko¨rpererweiterung L/K,
dann gilt:
[L : K] = [L : Z] · [Z : K].
Beweis. Sei (vi)i∈I eine Basis von L u¨ber Z und (wj)j∈J eine Basis von Z u¨ber
K, also ist [L : Z] = |I| und [Z : K] = |J |. Zu zeigen ist, dass (wjvi)(i,j)∈J×I
eine Basis von L u¨ber K ist. Bei den im Beweis auftretenden Summen sind
nur endlich viele Summanden verschieden von 0. Zuerst wird bewiesen, dass
es sich dabei um ein Erzeugendensystem handelt. Sei a ∈ L beliebig, dann
la¨sst sich a =
∑
i∈I zivi mit zi ∈ Z darstellen, da (vi)i∈I eine Basis von L u¨ber
Z ist. Wir benu¨tzen jetzt die Basis (wj)j∈J , denn durch sie hat jedes zi die
Form zi =
∑
j∈J kijwj mit kij ∈ K, daraus ergibt sich a =
∑
(i,j)∈I×J kijwjvi.
Es bleibt die lineare Unabha¨ngigkeit zu beweisen:
Seien kij ∈ K mit
∑
(i,j)∈I×J kijwjvi = 0. Wir mu¨ssen zeigen, dass al-
le kij = 0 sind. Durch das Umschreiben der obigen Summe erha¨lt man∑
i∈I(
∑
j∈J kijwj)vi = 0. Da (vi)i∈I eine Basis u¨ber L ist, folgt dass fu¨r jedes
i ∈ I die Summe ∑j∈J kijwj = 0 sein muss, es ist auch wj eine Basis und
daraus ergibt sich kij = 0 fu¨r alle i ∈ I und j ∈ J . Es wurde nun gezeigt, dass
(wjvi)(i,j)∈J×I ein linear unabha¨ngiges Erzeugendensystem von L u¨ber K ist
und daher eine Basis von L u¨ber K und es gilt |J × I| = |J |·|I| = [L : K].
Korollar 1.2. Sei L/K eine endliche Ko¨rpererweiterung, dann gilt fu¨r einen
Zwischenko¨rper Z von L/K, dass [Z : K] ein Teiler von [L : K] ist.
Beweis. Nach Satz 1.1 gilt [L : K] = [L : Z] · [Z : K], daraus folgt die
Behauptung.
Definition 6. Sei L/K eine Ko¨rpererweiterung, ein Element a ∈ L heißt
algebraisch u¨ber K, wenn a eine Nullstelle eines Polynoms P 6= 0 mit Koeffi-
zienten in K ist, also P ∈ K[X].
Beispiel 5.
Sei L/K eine Ko¨rpererweiterung, dann gilt fu¨r jedes Element k ∈ K, dass k
algebraisch u¨ber K ist, da k immer Nullstelle des Polynoms X − k ∈ K[X]
ist.
Wir betrachten die Ko¨rpererweiterung C/Q, so ist i algebraisch u¨ber Q, da
das Polynom P = X2 + 1 nur Koeffizienten aus Q hat, es gilt P ∈ Q[X].
Es ist die n-te Einheitswurzel e
2pii
n algebraisch u¨ber Q, da Xn − 1 ∈ Q[X].
Korollar 1.3. Sei L/K eine Ko¨rpererweiterung und a ∈ L algebraisch u¨ber
K, dann ist der Kern des Einsetzungshomomorphismus a : K[X] → L,
P 7→ P (a) nicht trivial.
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Beweis. Da a algebraisch u¨ber K ist, existiert mindestens ein Polynom P ∈
K[X], wobei P 6= 0, sodass P (a) = 0.
Fu¨r die fortschreitenden Betrachtungen ist die Menge der Polynome, die
bei dem obigen Einsetzhomomorphismus im Kern liegen, von großem Inter-
esse. Aus allen im Kern liegenden Polynome wa¨hlen wir eines von kleinsten
Grade aus und multiplizieren es mit einer Konstanten aus dem Ko¨rper K,
sodass der ho¨chste Koeffizient 1K ist und nennen es vorerst P .
Lemma 1.4. Das oben beschriebene Polynom P ∈ K[X] erfu¨llt folgende
Eigenschaften
1. Fu¨r alle G ∈ K[X] mit G(a) = 0 gilt P | G.
2. P ist irreduzibel.
3. P ist durch seine Konstruktion eindeutig bestimmt.
Beweis. 1. Sei G ∈ K[X], dann la¨sst sich G folgendermaßen schreiben
G = P ·Q + R, wobei der Grad von R kleiner ist als der Grad von P .
Das Einsetzen von a fu¨hrt dazu, dass R(a) = 0 sein muss, da G(a) = 0
ist. Nun hat das Polynom R die Nullstelle a, nach Konstruktion von
P folgt, dass R = 0 ist, da P ja das Polynom kleinsten Grades mit
Nullstelle a ist. Es gilt G = P ·Q, also P | G.
2. Angenommen P ist reduzibel, so zerfa¨llt P in ein Produkt P = Q · G
mit Q,G ∈ K[X], wobei Q und G keine Einheiten von K[X] sind.
Aus P = Q · G folgt, dass Q oder G a als Nullstelle hat. O.B.d.A sei
Q(a) = 0 und Q hat kleineren Grad als P , das steht im Widerspruch
zu der Konstruktion von P .
3. Angenommen es gibt ein P2 ∈ K[X] mit den selben Eigenschaften
wie P . Insbesondere gilt auch Punkt 1 fu¨r P und P2. Einerseits ist
P2(a) = 0 und daher P | P2, andererseits gilt aber auch P2 | P , da
P (a) = 0. Daraus folgt P = P2.
Definition 7. Das Polynom P nach der obigen Konstruktion heißt Mini-
malpolynom von a u¨ber K und wird mit ma,K bezeichnet.
Beispiel 6.

















= 1 ist. Also gilt a2 − a − 1 = 0,
darauf erstellen wir das Polynom P = X2 − X − 1. Es ist normiert, nach
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dem Kriterium von Eisenstein (mit einer Verschiebung P (2X − 1) und dann
p = 3) irreduzibel und hat a als Nullstelle. Aufgrund von Korollar 1.4 ist das
Minimalpolynom eindeutig, dass bedeutet P = ma,Q.
Der Grad des Minimalpolynoms eines Elements u¨ber Q muss nicht immer





das dazugeho¨rige Minimalpolynom u¨ber Q. In diesem Fall gilt a2 = 2
√
6 + 5
und a4 = 20
√
6+49, daraus ergibt sich a4−10a2 = −1, also a4−10a2 +1 = 0.
Wir erstellen auf diesem Ergebnis das Polynom R = X4−10X2 +1, dann hat
R folgende Eigenschaften. Es ist normiert, wiederum nach dem Kriterium von
Eisenstein mit p = 2 irreduzibel, hat a als Nullstelle und R ∈ Q[X]. Somit
ist R = ma,Q.
Satz 1.5. Sei L/K eine Ko¨rpererweiterung, a ∈ L algebraisch u¨ber K und
ma,K das zugeho¨rige Minimalpolynom, so gilt K[X]/(ma,K) ∼= K[a] und K[a]
ist ein Ko¨rper, daher gilt K[a] = K(a).
Beweis. Wir verwenden zu diesem Beweis den Einsetzhomomorphismus aus
1.3. K[X] ist ein Hauptidealring, da K ein Ko¨rper ist, aus diesem Grund
wird der Kern der Abbildung a, der ein Ideal von K[X] ist, von nur einem
einzigen Element erzeugt. Es gilt, P ∈ K[X] ist irreduzibel genau dann wenn
(P ) maximal in der Menge der Hauptideale ist. Es liegt ma,K ∈ kern a, nach
Satz 1.4 ist ma,K irreduzibel und daher ist das von dem Minimalpolynom
erzeugte Ideal maximal in K[X], das heißt (ma,K) = kern a. Der Kern von
a ist verschieden von K[X], da die konstanten Polynome aus K[X] nicht im
Kern von a liegen. Daraus folgt, dass K[X]/(ma,K) ein Ko¨rper ist und nach
dem Homomorphiesatz ismorph zum im a. Daraus ergibt sich, dass K[a] ein
Ko¨rper ist. Aus der Definition von K(a) folgt, K[a] = K(a).
Satz 1.6. Sei L/K eine Ko¨rpererweiterung und a ∈ L algebraisch u¨ber K
mit dem Minimalpolynom ma,K , dessen Grad n ist, so gilt n = [K(a) : K].
Beweis. Die Aussage gilt, wenn gezeigt wird, dass {1, a, a2, . . . , an−1} eine
Basis von K(a) ist. Es ist zu zeigen, dass die angebene Menge ein k-linear




i = 0, wir mu¨ssen zeigen, dass k0 = k1 = . . . = kn−1 = 0. Wir
betrachten das Polynom Q =
∑n−1
i=0 kiX
i, dann gilt degQ < n und Q(a) = 0.
Nach Lemma 1.4 gilt ma,K | Q wegen deg ma,K = n folgt Q = 0, also ist
Q das Nullpolynom. Aus diesem Grund sind k0 = k1 = . . . = kn−1 = 0, das
heißt {1, a, a2, . . . , an−1} ist linear unabha¨ngig.
Sei v ∈ K(a) beliebig. Nach Satz 1.5 hat v die Form v = P (a), fu¨r ein P ∈
K[X]. Wir dividieren P durch ma,K mit Rest und erhalten die Darstellung
P = S ·ma,K +R fu¨r gewisse S,R ∈ K[X] mit degR < 0. Das Einsetzen von
9
a fu¨hrt zu v = P (a) = S(a) · 0 + R(a), wobei R(a) die Form ∑n−1i=0 kiai hat,
mit ki ∈ K fu¨r i ∈ {0, . . . , n−1}. Somit wurde gezeigt, dass 1, a, a2, . . . , an−1






)/Q hat den Grad 2, denn in Beispiel 6 wurde
gezeigt deg m 1+√5
2





) : Q] = 2.





3)/Q den Grad 4.
Definition 8. Eine Ko¨rpererweiterung L/K heißt algebraisch, wenn jedes
a ∈ L algebraisch u¨ber K ist.
Satz 1.7. Sei L/K eine Ko¨pererweiterung, wenn L/K endlich ist, dann ist
L/K auch algebraisch
Beweis. Sei L/K endlich, also [L : K] = n fu¨r ein n ∈ N. Sei a ∈ L beliebig,
dann sind die n+1 Elemente 1, a, . . . , an linear abha¨ngig. Es existieren daher
k0, k1, . . . , kn ∈ K nicht alle gleich 0, sodass k0 + k1a + · · · + knan = 0. Das
Element a ist also eine Nullstelle des Polynoms P =
∑n
i=0 kiX
i, wobei P 6= 0.
Es ist a algebraisch u¨ber K.
Bemerkung. Der Satz 1.7 stimmt nur in die eine Richtung, die Umkehrung
gilt im Allgemeinen nicht. Fu¨r ein Gegenbeispiel greife ich jetzt etwas voraus.
Wir verwenden dazu den erst in Lemma 7.2 eingefu¨hrten Teilko¨rper K(S) von
C, wobei S = {0, 1}. Man betrachte nun die Ko¨rpererweiterung K(S)/Q. Zu
jedem z ∈ K(S) existiert eine Ko¨rperkette Q = K0 ⊆ K1 ⊆ . . . ⊆ Kn
mit [Ki : Ki−1] = 2 und z ∈ Kn, daher ist die Ko¨rpererweiterung algebra-







2, . . . in K(S), dadurch ist die Ko¨rpererweiter-
ung unendlich. Wir haben mit K(S)/Q eine algebraische, aber unendliche
Ko¨rpererweiterung gefunden.
Satz 1.8. Eine Ko¨rpererweiterung L/K ist genau dann endlich, wenn es end-
lich viele u¨ber K algebraische Elemente a1, . . . , an ∈ L mit L = K(a1, . . . , an)
gibt.
Beweis. (⇒) Sei L/K endlich mit n = [L : K]. Nach der Definition 5 folgt,
dass es eine K-Basis aus n Elementen von L geben muss. Sei nun {a1, . . . , an}
so eine Basis. Nach Satz 1.7 sind ai mit i ∈ {1, . . . , n} algebraisch u¨ber K,
daraus folgt L = K(a1, . . . , an).
(⇐) Sei L = K(a1, . . . , an), wobei ai mit i ∈ {1, . . . , n} algebraisch u¨ber K
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ist. Der Beweis folgt mit Induktion nach n. Fu¨r den Induktionsanfang sei
n = 1, dann gilt nach Satz 1.6 fu¨r L = K(a1), dass [K(a1) : K] = deg ma,K
ist. Also ist in diesem Fall L/K endlich. Fu¨r den Induktionsschritt soll die
Aussage fu¨r n−1 gelten. Aus der Definition 3 folgt L = K(a1, . . . , an−1, an) =
K(a1, . . . , an−1)(an) nach dem Satz 1.1 gilt:
[L : K] = [K(a1, . . . , an−1)(an) : K] =
[K(a1, . . . , an−1)(an) : K(a1, . . . , an−1)]︸ ︷︷ ︸
wegen Satz 1.6 endlich
[K(a1, . . . , an−1) : K]︸ ︷︷ ︸
nach V oraussetzung endlich
.
Die Aussage gilt nun auch fu¨r n Elemente und aus der Induktion folgt die
Behauptung.
Satz 1.9. Seien L/E und E/K algebraische Ko¨rpererweiterungen, K ⊆ E ⊆
L, dann ist auch L/K eine algebraische Ko¨rpererweiterung.
Beweis. Es genu¨gt fu¨r ein beliebiges a ∈ L zu zeigen: Wenn a u¨ber E alge-
braisch ist, dann ist a auch u¨ber K algebraisch. Nach Voraussetzung existiert
ein Polynom 0 6= P ∈ E[X] mit P (a) = 0, das heißt P (a) = ∑ni=0 eiai = 0
mit ei ∈ E fu¨r alle i ∈ {1, . . . , n}. Nun gilt, dass a algebraisch u¨ber dem
Ko¨rper K(e1, . . . , en) ist. Die Elemente e1, . . . , en sind algebraisch u¨ber K,
da E/K eine algebraische Ko¨rpererweiterung ist. Aus dem Satz 1.1 folgt
[K(a) : K] ≤ [K(e1, . . . , en, a) : K]
= [K(e1, . . . , en)(a) : K(e1, . . . , en)]︸ ︷︷ ︸
nach Satz 1.8 endlich
[K(e1, . . . , en) : K]︸ ︷︷ ︸
nach Satz 1.8 endlich
∈ N.
Die Ko¨rpererweiterung K(a)/K ist nun endlich und nach Satz 1.7 algebra-
isch, somit ist a algebraisch u¨ber K. Da a beliebig in L war, folgt die Aussage
fu¨r die ganze Ko¨pererweiterung L/K.
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2 Algebraischer Abschluss
Es stellt sich die Frage, ob man immer Erweiterungen zu einem Ko¨rper K
finden kann, die Nullstellen von bestimmten Polynomen aus K[X] enthalten.
Wir betrachten das Polynom X2 + 1 ∈ Q[X], so hat es in Q und R keine
Nullstellen, jedoch in C erha¨lt man i und −i. In diesem Beispiel erscheint
es relativ einfach die richtige Ko¨rpererweiterung zu finden, im Allgemeinen
muss das erst gezeigt werden. Das Ziel dieses Abschnitts ist es zu zeigen, dass
es fu¨r jeden beliebigen Ko¨rper K einen Erweiterungsko¨rper gibt, sodass jedes
Polynom aus K[X] in dieser Erweiterung in Linearfaktoren zerfa¨llt. Dieses
a¨ußerst wichtige Resultat bedarf einiger Vorarbeit und Resultaten aus der
Mengenlehre, wie das Lemma von Zorn. Letztere werden in dieser Arbeit
ohne Beweis als Satz bzw. Lemma formuliert. Der Abschnitt beginnt mit
der wichtigen Aussage, dass es zu jedem Polynom P ∈ K[X] mit degP ≥ 1
einen Erweiterungsko¨rper L von K gibt, der eine Nullstelle von P entha¨lt. In
diesem Kapitel richte ich mich nach den Bu¨chern
”
Algebra“ von Karpfinger
und Meyberg (Kapitel 23, Anhang A, [9]), sowie
”
Algebra“ von Jantzen und
Schwermer (Kapitel V §3,4, [7]).
Satz 2.1. Sei K ein Ko¨rper und P ∈ K[X] ein irreduzibles Polynom mit
degP ≥ 1, dann existiert ein Erweiterungsko¨rper L von K, der eine Nullstelle
von P entha¨lt. Es gilt [L : K] = degP.
Beweis. Sei P ∈ K[X] irreduzibel, dann folgt, dass das von P erzeugte Ideal
(P ) ein maximales ist. Daraus ergibt sich, dass L = K[X]/(P ) ein Ko¨rper ist.
Wir erstellen nun den Restklassenhomomorphismus pi : K[X]→ L mit X 7→
X+(P ). Schra¨nkt man pi auf K ein, dann erha¨lt man einen Homomorphismus
pi|K : K → L, also k 7→ k + (P ). Dieser Homomorphismus pi|K bildet K
injektiv in L ab, da P nach Voraussetzung nicht konstant ist und daher 0K
das einzige Element in K ist, das auf 0L = (P ) abgebildet wird. Aus diesem
Grund kann jedes Element u ∈ K mit pi|K(u) = u+ (P ) identifiziert werden.
Mit dieser Sichtweise kann K als Teilko¨rper von L angesehen werden.
Sei nun a := X + (P ) ∈ L und P = ∑ni=0 kiX i ∈ K[X] mit ki ∈ K fu¨r
alle i ∈ {0, . . . , n}. Da K ein Teilko¨rper von L ist, gilt auch ki ∈ L fu¨r alle









i + (P ) = P + (P ) = 0 + (P ) = 0L.
Somit ist a eine Nullstelle von P als Polynom u¨ber L. Es folgt aus der




i + (P ) =
∑n
i=0 kia
i ist, gilt L = K(a). Aus
dem Satz 1.6 folgt dann [L : K] = degP .
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Die eben gezeigte Aussage la¨sst sich im na¨chsten Korrollar noch ein wenig
verallgemeinern:
Korollar 2.2. Sei P ein beliebiges Polynom aus K[X] mit deg ≥ 1, dann
existiert ein Erweiterungsko¨rper L von K mit [L : K] ≤ degP , der eine
Nullstelle von P entha¨lt.
Beweis. Sei P ∈ K[X] ein beliebiges nichtkonstantes Polynom, so kann man
P als Produkt von irreduzible Faktoren darstellen P = G1 · · ·Gn mit Gi ∈
K[X] fu¨r alle i ∈ {1, . . . , n}. Nun kann auf ein Gi der Satz 2.1 angewendet
werden. Der liefert einen Erweiterungsko¨rper von K, wo Gi und somit P eine
Nullstelle haben. Es gilt degP ≥ degGi = [L : K].
Es folgt die grundlegende Definition fu¨r diesen Abschnitt und einige Ei-
genschaften, die spa¨ter beno¨tigt werden.
Definition 9. Ein Ko¨rperK heißt algebraisch abgeschlossen, falls jedes nicht-
konstante Polynom P ∈ K[X] eine Nullstelle in K hat.
Beispiel 8. Ein typisches Beispiel fu¨r einen algebraisch abgeschlossenen
Ko¨rper ist C. Die Eigenschaft geht aus dem Fundamentalsatz der Algebra
hervor.
Definition 10. Ein Polynom P ∈ K[X] zerfa¨llt u¨ber dem Ko¨rper K, wenn
sich P in ein Produkt von Linearfaktoren zerlegen la¨sst, das heißt wenn
c, a1, . . . , an ∈ K existieren, sodass P = c(X − a1) . . . (X − an).
Beispiel 9.
Das Polynom X2 + 1 aus der Einleitung zerfa¨llt u¨ber C in das Polynom
(X + i)(X − i) ∈ C[X].
Betrachte X2 − 2 ∈ Q[X], so zerfa¨llt dieses nicht u¨ber Q. Durch die Ad-
junktion von
√
2 an Q erha¨lt man den Ko¨rper Q(
√
2), daru¨ber zerfa¨llt das
Polynom P in (X +
√
2)(X −√2).
Lemma 2.3. Sei K ein Ko¨rper und P ∈ K[X] mit degP = n > 1, dann
gilt: P (a) = 0 genau dann wenn P = (X − a)Q fu¨r ein Q ∈ K[X] mit
degQ = n− 1.
Beweis. (⇒) Wenn P (a) = 0 gilt, ko¨nnen wir P schreiben als P = (X −
a)Q + R mit Q,R ∈ K[X] und degR < deg(X − a) = 1. Wenn R = c 6= 0
wa¨re, wu¨rde 0 = P (a) = (a−a)Q+c = c folgen, also ein Widerspruch! Somit
ist R = 0.
(⇐) Sei P der Form P = (X − a)Q, dann gilt P (a) = (a− a)Q = 0.
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Bemerkung. Wegen der Eigenschaft der Gradfunktion deg((X − a)Q) =
deg(X − a) + degQ gilt degQ = degP − 1.
Lemma 2.4 (Charakterisierung algebraisch abgeschlossner Ko¨rper). Ein
Ko¨rper K ist algebraisch abgeschlossen, falls er eine der folgenden Bedin-
gungen erfu¨llt:
1. Jedes Polynom P ∈ K[X] zerfa¨llt u¨ber K.
2. Wenn fu¨r jedes irreduzible Polynom P ∈ K[X] gilt, degP = 1.
3. Fu¨r jede algebraische Erweiterung L/K gilt L = K.
4. Es existiert kein Erweiterungsko¨rper L 6= K von K mit [L : K] ∈ N.
Beweis. Wir zeigen zuerst, dass ein algebraisch abgeschlossener Ko¨rper (1)
erfu¨llt und anschließend, dass die Behauptungen a¨quivalent sind.
Sei K algebraisch abgeschlossen und P ∈ K[X] ein nichtkonstantes Polynom
mit degP = n und o.B.d.A. sei n > 1. Nach Definition 9, gibt es eine Null-
stelle a ∈ K, sodass P (a) = 0. Nach Satz 2.3 gilt, dass P = (X − a)Q fu¨r
ein Q ∈ K[X] mit degQ = n − 1. Wiederhole nun das Argument mit dem
Polynom Q und iteriere das Verfahren n− 2-mal. Somit zerfa¨llt P u¨ber K.
(1)⇒(2) Wenn P u¨ber K zerfa¨llt, dann existieren nach Definition 10 Elemen-
te c, a1, . . . , an ∈ K sodass P = c(X−a1) · · · (X−an). Jeder dieser Faktoren
(X − ai) mit i ∈ {1, . . . , n} hat einen Grad von eins.
(2)⇒(3) Sei L eine algebraische Erweiterung von K und a ∈ L beliebig. Da
a algebraisch u¨ber K und das Minimalpolynom von a u¨ber K irreduzibel ist,
gilt nach Voraussetzung ma,K = X − a, daraus folgt aber, dass a ∈ K ist.
Aus der Beliebigkeit von a folgt die Behauptung L = K.
(3)⇒(4) Nach Voraussetzung gilt, dass es keinen u¨ber K algebraischen Er-
weiterungsko¨rper L 6= K gibt. Der Satz 1.7 besagt, dass jede endliche Erwei-
terung algebraisch ist. Aus der Verneinung dieser Implikation und aus der
Voraussetzung folgen, dass es keinen Erweiterungsko¨rper L mit [L : K] ∈ N
gibt.
Um den Kreis zu schließen muss noch gezeigt werden, dass die Bedingung
(4) impliziert, dass K algebraisch abgeschlossen ist.
Sei P ∈ K[X] ein nichtkonstantes Polynom. Aufgrund von Korollar 2.2 exis-
tiert ein Erweiterungsko¨rper von K, in dem P eine Nullstelle hat. Sei a eine
solche Nullstelle. Nach Satz 1.6 ist die Ko¨rpererweiterung K(a)/K endlich
und nach der Voraussetzung gilt nun K(a) = K und daher a ∈ K. Da das
fu¨r jede Nullstelle von einem beliebigen Polynom P in K[X] gilt, folgt die
algebraische Abgeschlossenheit.
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Fu¨r den Satz von Steinitz, der besagt, dass jeder Ko¨rper einen algebrai-
schen Abschluss besitzt, ist etwas Vorarbeit no¨tig. Dazu beno¨tigt man eine
Reihe von Definitionen und das Lemma von Zorn.
Definition 11. Sei M eine Menge und ≤ eine zweistellige Relation, (M,≤)
heißt geordnete Menge, wenn folgende Eigenschaften erfu¨llt sind:
1. Fu¨r alle x ∈M : x ≤ x (reflexiv).
2. Fu¨r alle x, y, z ∈M mit x ≤ y ∧ y ≤ z ⇒ x ≤ z (transitiv).
3. Fu¨r alle x, y ∈M mit x ≤ y ∧ y ≤ x ⇒ x = y (antisymmetrisch).
Definition 12. Eine geordnete Menge (M,≤) mit der Eigenschaft: ∀ x, y ∈
M gilt: x ≤ y oder y ≤ x heißt Kette.
Definition 13. Sei (M,≤) eine geordnete Menge, man nennt sie induktiv
geordnet, wenn fu¨r jede Kette K ⊆ M ein m ∈ M existiert mit k ≤ m fu¨r
alle k ∈ K.
Definition 14. Sei (M,≤) eine geordente Menge, m ∈ M heißt maximales
Element von M , wenn fu¨r alle l ∈M mit m ≤ l folgt m = l.
Lemma 2.5 (Zorn’sches Lemma). Jede induktiv geordnete nichtleere Menge
(M,≤) besitzt ein maximales Element.
Definition 15. Seien A,B zwei Mengen, man sagt A ist mindestens so
ma¨chtig wie B, wenn eine injektive Abbildung von A nach B existiert und
schreibt |A| ≤ |B|. Wenn es eine bijeketive Abbildung von A auf B gibt,
dann nennt man A und B gleichma¨chtig und schreibt |A| = |B|. |A| < |B|
bedeutet, dass es eine injektive Abbildung von A auf B gibt, aber es existiert
keine bijektive Abbildung zwischen A und B.
Satz 2.6. SeienX, Y unendliche Mengen, dann gilt |X×Y | = max{|X|, |Y |}.
Satz 2.7. Sei L/K eine algebraische Ko¨rpererweiterung, so gilt:
1. Wenn |K| /∈ N ist, folgt |L| = |K|.
2. Wenn K endlich ist, folgt |L| ≤ |N|.
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Beweis. Die Definition 8 besagt, dass sich jedes Element aus L als Nullstelle
eines Polynoms ausK[X] schreiben la¨sst. Sei nun U die Menge aller Polynome
6= 0. Definiere die Menge N(P ) = {a ∈ L | P (a) = 0, P ∈ U}, dann kann
man L schreiben als L =
⋃
P∈U N(P ). Zeige zuerst den Fall |K| /∈ N. Es gilt
|K| ≤ |U |, da auch jedes konstante Polynom P = c fu¨r alle c ∈ K in U liegt.
Als der schwierigere Schritt stellt sich die Ungleichung |K| ≥ |U | heraus. Im
Anschluss wird durch eine Bijektion sofort die Gleichheit der Ma¨chtigkeiten
gezeigt. Sei nun Pn die Menge aller normierten irreduziblen Polynome mit
Grad n. Es la¨sst sich eine Bijektion zwischen der Menge der Polynome n-ten
Grades und der Menge aller n+1-Tupel, deren letzte Eintragung verschieden
von 0 ist, finden. Diese sieht folgendermaßen aus:
a0 + a1X + · · ·+ an−1Xn−1 + anXn
l





Dann kann die Ma¨chtigkeit fu¨r die Menge Pn der Polynome n-ten Grades
unter Verwendung von Satz 2.6 abgescha¨tzt werden:
|Pn| = |K| × · · · × |K|︸ ︷︷ ︸
n−mal
× |K \ {0}|︸ ︷︷ ︸
=|K|
= |K|.
Die Ma¨chtigkeit der Menge U la¨sst sich aufgrund der Eigenschaft, dass U
die disjunkte Vereinigung, u¨ber alle n ∈ N0, der Menge der Polynome n-ten
Grades ist, so darstellen:
|U | = |P0 ∪ P1 ∪ P2 ∪ · · · | = |P0|+ |P1|+ |P2|+ · · · = |N||K| = |K|.
Die Menge der Nullstellen eines Polynoms ist immer endlich, so la¨sst sich die
Ma¨chtigkeit von L, durch die zu Beginn erstellte Vereinigung L =
⋃
P∈U N(P )
folgendermaßen abscha¨tzen: |L| ≤ |N| · |K| = |K|. Das gilt nach Satz 2.6. Da
L/K eine Ko¨rpererweiterung ist, gilt die Ungleichung |L| ≥ |K| per Defini-
tion. Somit erhalten wir im Fall |K| /∈ N die Gleichheit |L| = |K|.
Fu¨r den Fall (2), sei nun K endlich und Pn wie oben definiert. Wir betrachten
abermals die Abbildung zwischen der Menge der Polynomen n-ten Grades
und der aller n+ 1-Tupel, deren letzter Eintrag verschieden von 0 ist.
a0 + a1X + · · ·+ an−1Xn−1 + anXn
l
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Dadurch, dass fu¨r jeden Eintrag im n + 1-Tupel nur endlich viele Element
in Frage kommen, kann man die Ma¨chtigkeit der Menge der Polynome n-ten
Grades Pn abscha¨tzen:
|Pn| ≤ |N| × · · · × |N|︸ ︷︷ ︸
n+1−mal
= |N|.
Fu¨r die Ma¨chtigkeit von U , diese Menge besteht aus der disjunkten Vereini-
gung der Pi fu¨r alle i ∈ N0 gilt:
|U | = |P0 ∪ P1 ∪ P2 ∪ · · · | = |P0|+ |P1|+ |P2|+ · · · ≤ |N| · |N| = |N|.
Jedes Polynom hat endlich viele Nullstellen und es gilt L =
⋃
P∈U N(P ),
sodass sich |L| ≤ |N| · |N| = |N| ergibt.
Satz 2.8. Fu¨r jede Menge X gilt |X| < |2X |.
Dieser Satz besagt insbesondere, dass es zu jeder Menge X eine gro¨ßere
Menge gibt und wird im na¨chsten Satz verwendet. Dieses Resultat ist von
theoretischer Art und ist wichtig um normale Ko¨rpererweiterungen zu behan-
deln, welcher ihrerseits fu¨r die Galoistheorie von großer Bedeutung sind. Nun
ist die no¨tige Vorarbeit vollbracht und es kann folgendes wichitge Resultat
bewiesen werden:
Satz 2.9 (E.Steinitz 1910). Jeder Ko¨rper K besitzt einen algebraischen Ab-
schluss.
Beweis. Sei K ein Ko¨rper, so existiert nach Satz 2.8 eine u¨berabza¨hlbare
Menge S mit K ⊆ S und |K| < |S|. Das Bilden von Allmengen fu¨hrt zu
mengentheoretischen Widerspru¨chen, um das zu vermeiden sei X die Menge
aller algebraischen Erweiterungsko¨rper L von K die in S liegen. Diese Menge
ist nicht leer, da K ∈ X liegt. Definiere nun folgende zweistellige Relation ≤
auf X,
L1 ≤ L2 :⇔ L1 ist Teilko¨rper von L2.
Diese Relation ist
1. reflexiv, weil jeder Ko¨rper ein Teilko¨rper von sich selbst ist.
2. transitiv, denn seien L1, L2, L3 ∈ X Ko¨rper mit L1 ≤ L2 ∧ L2 ≤ L3
nach Definition von Teilko¨rper gilt fu¨r die Mengen L1 ⊆ L2 ⊆ L3 und
fu¨r alle a, b, c ∈ L1, c 6= 0 folgt a− b, ab, c−1 ∈ L1, da L1 ein Ko¨rper ist,
somit ist L1 ein Teilko¨rper von L3 und es gilt L1 ≤ L3.
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3. antisymmetrisch dadurch, dass fu¨r alle L1, L2 ∈ X Ko¨rper mit L1 ≤ L2
∧ L2 ≥ L1 die mengenma¨ßige Gleichheit L1 = L2 gilt. Sie haben durch
die Teilko¨rpereigenschaft die gleichen Operationen, daher sind sich auch
als Ko¨rper gleich und es gilt die Antisymmetrie.
(X,≤) ist also eine geordneten Menge.
• Wir zeigen (X,≤) ist induktiv geordnet:
Sei κ eine Kette in (X,≤) und T = ⋃L∈κ L. Wir zeigen nun, dass
T ein Ko¨rper ist. Dafu¨r werden zwei Operationen beno¨tigt, die wie
folgt definiert werden. Seien a, b ∈ T , so gibt es ein L ∈ κ mit a, b ∈ L.
(L,+, ·) ist ein Ko¨rper. Fu¨r T legen wir die Operationen mit a⊕b = a+b
und ab = a ·b fest, da es sich bei den Elementen von κ um bestimmte
Teilko¨rper handelt, ist die Definition von ⊕ und  unabha¨ngig von der
Wahl von L. (T,⊕,) ist tatsa¨chlich ein Ko¨rper, da sich beispielsweise
die Assoziativita¨t durch, ∀ a, b, c ∈ T existiert ein L′ mit a, b, c ∈ L′:
a  (b  c) = a · (b · c) = (a · b) · c = (a  b)  c ergibt. Der Nachweis
der restlichen Ko¨peraxiome erfolgt jeweils durch Zuru¨ckfu¨hrung auf
den jeweiligen Ko¨rper, der alle Elemente beinhaltet, dort ko¨nnen die
geltenden Ko¨rperaxiome ausgenutzt werden.
Alle Ko¨rper aus S liegen in S, das gilt somit insbesondere fu¨r alle
Ko¨rper in κ, da κ eine Kette in (X,≤) ist. Aus dem vorigen Argument
folgt, dass T ⊆ S ein Erweiterungsko¨rper fu¨r jedes L ∈ κ ist. Die
Vereinigungen T von algebraischen Erweiterungen L ∈ κ ist wieder
eine, also ist T/K algebraisch. Fu¨r jedes L ∈ κ gilt daher L ≤ T , somit
ist T eine obere Schranke von κ, da κ beliebig war, ist (X,≤) induktiv
geordnet.
• Aus dem Zorn’schen Lemma 2.5 folgt, dass (X,≤) ein maximales El-
ment M besitzt.
• Wir zeigen, dass M algebraisch abgeschlossen ist. Der Beweis erfolgt
indirekt:
Angenommen M ist nicht algebraisch abgeschlossen. Nach den A¨qui-
valenzen aus Lemma 2.4 folgt die Aussage (3) negiert, also existiert
ein u¨ber M algebraischer Erweiterungsko¨rper M ′ 6= M . Die Menge des
Ko¨rper M ′ ist nicht notwendig eine Teilmenge von S, sodass M ′ nicht
in X liegen muss. Es gilt nun ein isomorphes Bild von M ′ in S zu
finden. Die Menge S ist nach Voraussetzung u¨berabza¨hlbar und es gilt
|K| < |S|, es folgt:
|M ′ \M | ≤ |M ′| (∗)< |S| (+)= |S \M |.
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(*)M ′ ist ein algebraischer Erweiterunsko¨rper von M und nach Satz 1.9
auch von K, da M/K algebraisch ist. Nach Satz 2.7 folgt fu¨r ein unend-
liches K, dass |K| = |M ′| ist und fu¨r ein endliches K gilt |M ′| ≤ |N|.
In beiden Fa¨llen erhalten wir also die Ungleichung |M ′| < |S|.
(+)Angenommen |S| > |S \ M |, dann folgt |S| = |(S \ M) ∪ M | =
|S \M |+ |M | = max{|S \M |, |M |} < |S|.
Aufgrund dieser Ungleichung existiert eine injektive Abbildung ϕ nach
Defnition 15, ϕ : M ′ → S, wobei die Einschra¨nkung von ϕ auf M
der Identita¨t entspricht, also ϕ|M = idM . Nun werden die Operationen
+′, ·′ von M ′ auf ϕ(M ′) u¨bertragen durch ϕ(a) + ϕ(b) = ϕ(a+′ b) und
ϕ(a) · ϕ(b) = ϕ(a ·′ b) fu¨r a, b ∈ M ′, dann ist ϕ ein Isomorphismus
von M ′ auf ϕ(M ′). Bei ϕ(M ′) handelt es sich um einen algebraischen














daher ist jedes Element aus ϕ(M ′) algebraisch u¨ber M und nach Satz
1.9 auch u¨ber K. Aus diesem Grund ist ϕ(M ′) ∈ X und L ⊆ M ⊆
ϕ(M ′) fu¨r alle L ∈ κ. Das steht im Widerspruch zur Maximalita¨t von
M . Daher ist M algebraisch abgeschlossen. Es wurde also ein algebrai-
scher Abschluss gefunden, das ist die Behauptung des Satzes.
Wie schon erwa¨hnt spielt dieser Beweis in der Theorie eine wichtige Rolle.
Es sei noch ein Beispiel zu algebraischen abgeschlossenen Ko¨rpern angefu¨hrt,
das eigentlich den Status eines kleinen Satzes hat. Dieses ist keine direkte
Folgerung aus dem Satz von Steinitz und stellt eine allgemeine Eigenschaft
von algbraisch abgeschlossenen Ko¨rpern dar.
Beispiel 10. Ein algebraisch abgeschlossener Ko¨rper hat unendlich viele
Elemente.
Beweis. Indirekt: Angenommen ein algebraisch abgeschlossener Ko¨rper K
hat nur endlich viele Elemente k1, . . . , kn. Erstelle nun das Polynom P =
(X−k1)·. . .·(X−kn)+k mit k ∈ K, wobei k 6= 0. Dann hat P keine Nullstelle
in K und das ist ein Widerspruch zur algebraischen Abgeschlossenheit.
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3 Zerfa¨llungsko¨rper
Mit der bloßen Existenz eines algebraischen Abschluss K¯ eines Ko¨rpers K
ko¨nnte man sich zufrieden geben. Es la¨sst sich noch genaueres daru¨ber aussa-
gen, denn in diesem Abschnitt wird gezeigt, dass der algebraische Abschluss
bis auf K-Isomorphie eindeutig ist. Um dieses Resultat zu bekommen wer-
den Zerfa¨llungsko¨rper eingefu¨hrt. Dabei handelt es sich um die kleinsten
Ko¨rpererweiterungen u¨ber denen eine Menge von Polynomen zerfa¨llt. Das
Kapitel behandelt zu Beginn K-Homomorphismen und einige ihrer Eigen-
schaften. Diese spezielle Art von Homomorphismen sind fu¨r die Galoistheo-
rie von gro¨ßter Bedeutung, sodass diese Aussage auch in den na¨chsten Ka-
piteln ihre Anwendung finden. Anschließend werden, wie schon erwa¨hnt,
die Zerfa¨llungsko¨rper eingefu¨hrt und das wichtige Resultat, dass je zwei
Zerfa¨llungsko¨rper einer Teilmenge K-isomorph sind, bewiesen. In diesen Ka-
pitel richte ich mich nach den Bu¨chern
”
Algebra“ von Jantzen und Schwermer
(Kapitel V, §4, [7]),
”
Algebra“ von Karpfinger und Meyberg (Kapitel 23, [9])
und
”
Galois-Theorie“ von Staudner (Kapitel II, §4, [13]).
Definition 16. Seien L1/K und L2/K Erweiterungen desselben Ko¨rpers K,
so wird eine Homomorphismus ϕ : L1 → L2 mit der Bedingung ϕ(k) = k fu¨r
alle k ∈ K ein K-Homomorphismus genannt. Ein bijektiver K-Homomorph-
ismus heißt K-Isomorphismus. Einen K-Isomorphismus mit ϕ : L1 → L1
nennt man K-Automorphismus.
Satz 3.1. Fu¨r jede Ko¨rpererweiterung L/K bildet die Menge der K-Auto-
morphismen mit der Komposition als bina¨re Verknu¨pfung eine Gruppe und
wird mit AutK(L) bezeichnet.
Beweis. Die Komposition vonK-Isomorphismen bleibt einK-Isomorphismus,
denn die Verknu¨pfung zweier Isomorphismen bleibt ein Isomorphismus und
aus ϕ1, ϕ2 ∈ AutK(L), k ∈ K ϕ1(ϕ2(k)) = ϕ1(k) = k folgt das zweite Argu-
ment.
• Assoziativita¨t: Fu¨r alle ϕ1, ϕ2, ϕ3 ∈ AutK(L), a ∈ L gilt
ϕ1 ◦ (ϕ2 ◦ ϕ3)(a) = ϕ1 ◦ (ϕ2(ϕ3(a))) = ϕ1(ϕ2(ϕ3(a)))
= (ϕ1 ◦ ϕ2)ϕ3(a) = ((ϕ1 ◦ ϕ2) ◦ ϕ3)(a)
• Neutrales Element ist die identische Abbildung id(l) = l fu¨r alle l ∈ L.
• Inverses Element: da ϕ ein K-Isomorphismus ist, existiert auch eine
bijektive Umkehrabbildung ϕ−1. Die Funktion ϕ−1 ist auch ein K-
Isomorphismus, denn fu¨r beliebige x, y ∈ L existieren eindeutig be-
stimmte a, b ∈ L mit ϕ(a) = x und ϕ(b) = y. Es gilt ϕ(a+ b) = x+ y,
20
also auch ϕ−1(x+y) = a+b = ϕ−1(x)+ϕ−1(y). Weiters ist ϕ(ab) = xy,
also ist ϕ−1(xy) = ab = ϕ−1(x)ϕ−1(y). Fu¨r beliebige Elemente k
aus K gilt ϕ(k) = k, also auch ϕ−1(k) = k. Somit ist ϕ−1 ein K-
Isomorphismus. Es wurde daher das inverse Element gefunden.
Es wurden alle Eigenschaften einer Gruppe nachgewiesen.
Um die Eindeutigkeit bis auf Isomorphie von Zerfa¨llungsko¨rpern einer
Teilmenge vonK[X] zu zeigen, wobeiK ein Ko¨rper ist, werden noch genauere
Aussagen u¨ber Homomorphismen und K-Homomorphismen beno¨tigt.
Lemma 3.2. Jeder K-Homomorphismus ist injektiv
Beweis. Seien L1/K und L2/K Erweiterungen des selben Ko¨rpers und ϕ ein
K-Homomorphismus zwischen den beiden Ko¨rpern. Fu¨r alle a ∈ L1, a 6= 0
folgt 1 = ϕ(1) = ϕ(aa−1) = ϕ(a)ϕ(a)−1, daher ist ϕ(a) 6= 0. Das gilt fu¨r alle
a ∈ L1, a 6= 0. Also liegt nur 0 ∈ kern ϕ, daraus folgt die Injektivita¨t.
Lemma 3.3. Sei ϕ : L1 → L2 ein K-Homomorphismus, dann gilt: a ∈ L1
ist genau dann algebraisch u¨ber K, wenn ϕ(a) algebraisch u¨ber K ist.
Beweis. (⇒) Sei a ∈ L1 algebraisch u¨ber K. Es existiert ein Polynom P ∈
K[X] mit P (a) = 0 der Form
∑n
i=0 kiX
i mit ki ∈ K fu¨r alle i ∈ {0, 1, . . . , n}.







i. Es wurde also ein Polynom P ∈ K[X]
gefunden mit P (ϕ(a)) = 0. Also ist ϕ(a) algebraisch u¨ber K.
(⇐) Sei ϕ(a) ∈ L2 algebraisch u¨ber K, so gibt es ein Polynom P ∈ K[X]
mit P (ϕ(a)) = 0. Das Polynom hat die Form P =
∑n
i=0 kiX
i mit ki ∈ K fu¨r

















Es wurde also ein Polynom aus K[X] gefunden, von dem a eine Nullstelle
ist.
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Definition 17. Seien K,K ′ zwei Ko¨rper, ϕ ein Isomorphismus von K nach
K ′ und P ∈ K[X] ein Polynom, dann bezeichnet man ϕ∗ : K[X] → K ′[X],
definiert durch









als die Fortsetzung des Isomorphismus ϕ .
Satz 3.4. Seien L/K,L′/K ′ zwei algebraische Ko¨rpererweiterungen und σ :
K → K ′ ein Isomorphismus, σ∗ : K[X]→ K ′[X] bezeichnet die Fortsetzung
des Isomorphismus σ auf die Polynomringe. Dann gilt: fu¨r a ∈ L und a′ ∈ L′
mit ma′,K′ = σ
∗(ma,K) gibt es genau einen Isomorphismus ϕ : K(a)→ K ′(a′)
mit ϕ|K = σ und ϕ(a) = a′.
Beweis. Nach Satz 1.5 ist K[X]/(ma,K) ∼= K(a), daher ko¨nnen wir den ka-
nonischen Isomorphismus pi : K[X]/(ma,K) → K(a) erstellen. Das gleiche
Argument gilt fu¨r den Ko¨rper K ′[X]/(σ∗ma,K), sei also nun pi′ der kanoni-
sche Isomorphismus mit pi′ : K ′[X]/(ma′,K′) → K(a′). Der Isomorphismus
σ∗ : K[X] → K ′[X] bildet das Hauptideal (ma,K) auf (ma′,K′) ab, dadurch
wird ein Isomorphismus Φ von K[X]/(ma,K) auf K
′[X]/(ma′,K′) induziert.
Schra¨nkt man Φ auf K ein, so gilt Φ|K = σ, da ma,K nicht konstant ist. Wir
definieren nun ϕ = pi′◦Φ◦pi−1, so fu¨hrt ϕ von K(a) nach K ′(a′) mit ϕ|K = σ.
Fu¨r das Bild ϕ(a) = (pi′ ◦ Φ ◦ pi−1)(a) gilt Folgendes, pi−1(a) bildet a auf
X+(ma,K), Φ fu¨hrt X+(ma,K) zu X+(ma′,K′) u¨ber und pi
′(X+ma′,K′) = a′,
somit gilt ϕ(a) = a′.
Bemerkung. Erweitert man im Satz 3.4 den Bildbereich von K(a′) auf L′
so verliert man im Allgemeinen die Surjektivita¨t. Es bleibt also genau ein
Monomorphismus ϕ u¨brig.
Korollar 3.5. Seien L/K,L′/K ′ zwei algebraische Ko¨rpererweiterungen und
σ : K → K ′ ein Isomorphismus, σ∗ : K[X] → K ′[X] bezeichnet die Fortset-
zung des Isomorphismus σ auf die Polynomringe und sei a ∈ L. Dann ist die
Anzahl der Homomorphismen ϕ von K(a) nach L′ mit ϕ|K = σ gleich der
Anzahl der Nullstellen von σ∗(ma,K) in L′
Beweis. Aus dem Satz 3.4 folgt, dass es fu¨r jede Nullstelle von σ∗(ma,K) in
L′ genau einen Homomorphismus ϕ von K(a) nach L′ mit ϕ|K = σ und
ϕ(a) = a′ gibt. Der Isomorphismus wird zum Homomorphismus, durch Ver-
gro¨ßerung des Bildraums von K(a′) auf L′. Es bleibt zu zeigen, dass das
alle Homomorphismen sind. Das folgt aus: Sei τ : K(a) → L′ beliebiger
Homomorphismus mit τ|K = σ, sei P =
∑n
i=0 kiX
i aus K[X] beliebig.






i = τ(P (a)). Wir
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haben nun gezeigt, dass fu¨r alle Polynome P ∈ K[X] die Gleichheit von
σ∗(P )(τ(a)) = τ(P (a)) gilt. Somit erfu¨llt dies insbesondere das Minimal-
polynom ma,K . Also ist τ(a) eine Nullstelle von σ
∗(ma,K). Es wurde damit
gezeigt, dass wir so alle Homomorphismen erhalten.
Es wurde nun genug Vorarbeit geleistet um den Begriff Zerfa¨llungsko¨rper
einzufu¨hren und wichtige Resultate daru¨ber zu beweisen.
Definition 18. Sei K ein Ko¨rper, ein Erweiterungsko¨rper L von K wird
Zerfa¨llungsko¨rper von A ⊆ K[X] u¨ber K genannt, falls folgende Eigenschaf-
ten erfu¨llt sind:
• Jedes P aus A zerfa¨llt u¨ber L.
• L wird von den Nullstellen der Polynome aus A erzeugt, also L =
K(
⋃
P∈AW (P )), wobei W (P ) := {a ∈ L | P (a) = 0}.
Bemerkung. Wenn die Menge A ⊆ K[X] endlich ist mit A = {P1, . . . , Pn},
dann kann A durch die Menge {P} ersetzt werden, mit P = P1 · . . . · Pn.
Es gilt dann L = K(a1, . . . , an), wobei P (ai) = 0 fu¨r ein P ∈ A fu¨r alle
i ∈ {1, . . . , n}.
Beispiel 11. Gesucht ist ein Zerfa¨llungsko¨rper in C des Polynoms X4− 7 ∈
Q[X], sowie dessen Grad u¨ber Q. Aufgrund von X4 − 7 = (X + 4√7)(X −
4
√
7)(X + i 4
√
7)(X− i 4√7) ergibt sich Q(i, 4√7) als ein Zerfa¨llungsko¨rper. Wei-
ters ist X2 + 1 das Minimalpolynom von i u¨ber Q( 4
√





7)] = 2. Das Polynom X4 − 7 ist normiert, irreduzibel nach Eisenstein
und hat 4
√
7 als Nullstelle und stellt aus diesen Gru¨nden das Minimalpolynom
m 4√7,Q dar. Fu¨r den Grad ergibt sich:
[Q(i, 4
√
7) : Q] = [Q(i, 4
√
7) : Q( 4
√
7)] · [Q( 4
√
7) : Q] = 2 · 4 = 8
Lemma 3.6. Sei L ein Zerfa¨llungsko¨rper eines nichtkonstanten Polynoms P
u¨ber K mit degP = n, dann gilt [L : K] ≤ n!
Beweis. Die Ko¨rpererweiterung L/K ist nach Satz 1.8 endlich. Der Beweis
erfolgt mittels Induktion nach dem Grad von P :
Induktionsanfang: fu¨r n = 1.
Der Grad von P ist 1, dadurch hat P genau eine Nullstelle a im Zerfa¨llungs-
ko¨rper L. Nach Definition 18 ist L = K(a). Es gilt weiters, dass ma,K | P ,
daraus folgt nach Satz 1.6, [L : K] = [K(a) : K] = deg ma,K ≤ degP = 1 = 1!
Induktionsschritt: von n− 1 auf n:
Seien nun a1, . . . , an ∈ L die Nullstellen des Polynoms P , es gilt nach De-
finition 18 L = K(a1, . . . , an). Nach Lemma 1.4 gilt ma1,K | P und aus
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Satz 1.6 folgt [K(a1) : K] = deg ma1,K ≤ degP = n. Spalte die Nullstel-
le a1 von P ab, dann ist L = K(a1)(a2, . . . , an) ein Zerfa¨llungsko¨rper von
P/(X − a1) u¨ber K(a1). Es folgt nun deg(P/(X − a1)) = degP − 1 = n− 1,
dafu¨r gilt nun die Induktionsvoraussetzung [L : K(a1)] ≤ (n − 1)!. Durch
[L : K] = [L : K(a1)][K(a1) : K] ≤ (n − 1)!n = n! wird die Behauptung
gezeigt.
Die Einschra¨nkung n! kann nicht kleiner gemacht werden, das verdeutlicht
folgendes Beispiel:
Beispiel 12. Gesucht ist der Grad des Zerfa¨llungsko¨rpers u¨ber Q des Po-
lynoms X3 + 3 ∈ Q[X]. Die Nullstellen des Polynoms sind: 3√3, ζ 3√3, ζ2 3√3








i. Der Zerfa¨llungsko¨rper des Polynoms ist al-
so Q( 3
√
3, ζ). Das Minimalpolynom m 3√3,Q = X








3, ζ) : Q] = [Q( 3
√




3) : Q] = 2 · 3 = 6 = 3!
Da die Erweiterung Q( 3
√
3, ζ) den Grad 6 hat, kann die obere Schranke nicht
kleiner gemacht werden.
Lemma 3.7. Sei K ein Ko¨rper und A ⊆ K[X], dann existiert zu A ein
Zefa¨llungsko¨rper u¨ber K.
Beweis. Nach Satz 2.9 besitzt jeder Ko¨rper und somit auch K einen algebrai-
schen Abschluss K¯, nach Definition 9 zerfa¨llt jedes nicht konstante Polynom
von A u¨ber K¯. Sei nun W die Menge aller Nullstellen der Polynome P ∈ A,
wobei W ⊆ K¯. Dann gilt, dass der Ko¨perer K(W ) ein Teilko¨rper von K¯ ist.
Somit wurde der Zerfa¨llungsko¨rper von A u¨ber K gefunden.
Satz 3.8. Je zwei Zerfa¨llungsko¨rper einer Teilmenge von K[X] u¨ber K sind
K-isomorph.
Beweis. Diese Behauptung wird allgemeiner bewiesen: Seien K und K ′ Ko¨r-
per und ϕ ein Isomorphismus von K nach K ′, A ⊆ K[X] und A′ die Menge
von Polynomen die durch Fortsetzung des Isomorphismus ϕ ensteht. Wenn
L ein Zerfa¨llungsko¨rper von A u¨ber K und L′ ein solcher von A′ u¨ber K ′,
dann kann ϕ zu einem Isomorphismus von L auf L′ fortgesetzt werden.
Sei U die Menge aller Fortsetzungen von ϕ zu Monomorphismen von Zwi-
schenko¨rpern von L/K in L′. Sei Eσ der Definitionsbereich der Funktion
σ ∈ U . Der Monomorphismus ϕ liegt in U , also gilt U 6= ∅. Auf diser Menge
U wird eine zweistellige Relation definiert:
σ ≤ τ ⇔ τ ist eine Fortsetzung von σ .
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Bei (U,≤) handelt es sich um eine geordnete Menge, da sie:
1. reflexiv ist: σ ist eine Fortsetzung von sich selbst, da die Einschra¨nkung
σ|Eσ = σ ist.
2. transitiv ist: Seien σ, τ, ρ ∈ U mit σ ≤ τ und τ ≤ ρ, dann gilt ρ|Eτ = τ
und τ|Eσ = σ, also ist ρ|Eσ = σ damit gilt die Transitivita¨t.
3. antisymmetrisch ist: Seien σ, τ ∈ U mit σ ≤ τ und τ ≤ σ, so fu¨hrt
σ : Eσ → L′ und τ : Eτ → L′, aus der Voraussetzung folgt, dass fu¨r
die Definitionsmengen gilt Eσ ⊆ Eτ und Eτ ⊆ Eσ, somit ergibt sich
Eσ = Eτ , also ist σ = τ .
• Zeige nun, dass (U,≤) induktiv geordnet ist.
Seien κ eine Kette in (U,≤) und E = ⋃σ∈κEσ. Alle Eσ erfu¨llen K ⊆
Eσ ⊆ L, somit gilt auch fu¨r K ⊆ E ⊆ L. Die Vereinigung der inein-
andergeschachtelten Ko¨rper ergibt wieder einen Ko¨rper, da fu¨r jeweils
zwei Elemente a, b ∈ E gilt, es existiert ein Eσ mit a ∈ Eσ und es
existiert ein Eτ mit b ∈ Eτ . Dann gilt o.B.d.A. Eσ ⊆ Eτ und daher
ist a auch ein Element von Eτ . Der Ko¨rper Eτ ist bezu¨glich beider
Operationen und der Inversenbildung abgeschlossen. Somit ist E ein
Zwischenko¨rper von L/K. Sei χ die Abbildung von E nach L′, die die
Elemente folgendermaßen zuordnet: Fu¨r ein a ∈ E gibt es ein σ ∈ κ
mit a ∈ Eσ, wir setzen χ(a) = σ(a). Jetzt ist, aber χ nicht abha¨ngig
von der Abbildung σ, da fu¨r alle τ mit σ ≤ τ gilt σ(a) = τ(a), weil
es sich dabei um Fortsetzungen von Funktionen handelt, die bei Ein-
schra¨nkungen auf den kleineren Ko¨rper gleich sind.
Fu¨r alle a, b ∈ E existiert ein σ, sodass a, b ∈ Eσ sind, das gilt wegen
der Ketteneigenschaft von κ. Daraus folgt:
χ(a+ b) = σ(a+ b) = σ(a) + σ(b) = χ(a) + χ(b)
χ(ab) = σ(ab) = σ(a)σ(b) = χ(a)χ(b).
Da fu¨r alle a ∈ Eσ, a 6= 0 gilt: 1 = χ(1) = χ(aa−1) = χ(a)χ(a)−1 ist
χ injektiv, also ein Monomorphismus. Die Konstruktion von χ zeigt,
dass es jedes σ ∈ κ fortsetzt. Es gilt nun fu¨r alle σ ∈ κ, dass σ ≤ χ ist.
Da κ beliebig war, wurde gezeigt, dass (U,≤) induktiv geordnet ist.
• Nach dem Lemma 2.5 besitzt (U,≤) ein maximales Element ψ : F →
L′, wobei F ein Zwischenko¨rper von L/K.
• Zeige F = L
Sei ein P =
∑n
i=0 kiX




i ∈ A′ und es zerfa¨llt u¨ber L′. Also hat L′ eine Nullstelle
von P2. Dann existiert nach Satz 3.4 ein Isomorphismus ψ¯ von F (a)
nach F (ψ¯(a)). Dieser la¨sst sich als Monomorphismus von F (a) nach L′
auffassen, da F (ψ¯(a)) ⊆ L′ ist. Die Abbildung ψ liegt maximal in (U,≤)
und ψ¯ ist eine Fortsetzung von ψ, also ψ ≤ ψ¯. Nach der Definition 14
des maximalen Elements folgt ψ = ψ¯ und daraus F (a) = F . Also ist
a ∈ F . Da a beliebig in L war gilt F = L
• Sei Q = ∑ni=0 kiX i ∈ A und a ∈ L, sodass Q(a) = 0 ist. Dann





i ist, aufgrund der Fortsetzungseigenschaft von ψ. Es gilt
ψ(F ) entha¨lt alle Nullstellen der Polynome aus A′, das Bild von F
entha¨lt damit einen Zerfa¨llungsko¨rper von A′. Wenn L′ Zerfa¨llungsko¨r-
per vonA′ ist, existiert kein Zwischenko¨rper 6= L′ von L′/K ′ Zerfa¨llungs-
ko¨rper von A′, also L′ = ψ(F ).
• Es wurde nun die verallgemeinerte Aussage gezeigt.
• Aus dem Sonderfall K = K ′ und ϕ = idK folgt die Behauptung: Je zwei
Zerfa¨llungsko¨rper einer Teilmenge von K[X] u¨ber K sind K-isomorph.
Lemma 3.9. Sei L ein Erweiterungsko¨rper von K, dann gilt: L ist ein al-
gebraischer Abschluss von K genau dann, wenn L ein Zerfa¨llungsko¨rper von
K[X] u¨ber K ist.
Beweis. (⇒) Sei L ein algebraischer Abschluss von K. Wir konstruieren nun
einen Zerfa¨llungsko¨rper von K[X] in L. Sei W die Menge aller Nullstellen
aller Polynome aus K[X]. So ist W ⊆ L. Daraus folgt, dass K(W ) ⊆ L ist.
Sei b ∈ L beliebig, dann zerfa¨llt das Minimalpolynom mb,K u¨ber K(W ). Also
ist b ∈ K(W ), da b beliebig war gilt L = K(W )
(⇐) Sei L der Zerfa¨llungsko¨rper von K[X]. Nach Satz 2.9 hat L einen al-
gebraischen Abschluss L¯. Es gilt also L ⊆ L¯. Aufgrund der Transitivita¨t
der Eigenschaft algebraisch gilt, L¯ ist auch algebraischer Abschluss von K.
Nach der Hinrichtung ist L¯ auch ein Zerfa¨llungsko¨rper von K[X] u¨ber K.
Nach Satz 3.8 sind Zerfa¨llungsko¨rper von K[X] u¨ber K bis auf K-Isomorphie
eindeutig. Da L ⊆ L¯ gilt, folgt also L¯ = L.
Korollar 3.10. Je zwei algebraische Abschlu¨sse von K sind K-isomorph.
Beweis. Sei L ein algebraischer Abschluss von K, so gilt nach Satz 3.9, dass
L ein Zerfa¨llungsko¨rper von K[X] u¨ber K ist und aus dem Satz 3.8 folgt die
Eindeutigkeit bis auf Isomorphie.
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Korollar 3.11. Jeder Ko¨rper besitzt bis auf K-Isomorphie genau einen al-
gebraischen Abschluss.
Beweis. Die Existenz ergibt sich aus Satz 2.9 und die Eindeutigkeit bis auf
K-Isomorphie aus Korollar 3.10
Die letzten Sa¨tze und Korollare ergeben, dass algebraische Abschlu¨sse
eines Ko¨rpers, sowie Zerfa¨llungsko¨rper gewisser Mengen vom algebraischen
Standpunkt her nicht unterscheidbar sind.
Korollar 3.12. Sei L/K eine Ko¨rpererweiterung und ϕ ein K-Homomorph-
ismus von L nach K¯, dann la¨sst sich ϕ zu einem K-Automorphismus in K¯
erweitern.
Beweis. Wir wa¨hlen einen algebraischen Abschluss K¯ so, dass L ⊆ K¯ und
ϕ(L) ⊆ K¯ ist. Wir betrachten ϕ als Isomorphismus von L nach ϕ(L).
Nach Lemma 3.9 ist K¯ ein Zerfa¨llungsko¨rper von K[X] und ebenfalls von
ϕ(K)[X] = K[X]. Nach Satz 3.8 la¨sst sich ϕ zu einem K-Isomorphismus von
K¯ nach K¯ erweitern. Die Fortsetzung ist also ein K-Automorphismus in K¯.
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4 Normale Ko¨rpererweiterungen
In diesem Kapitel werden spezielle algebraische Ko¨rpererweiterungen behan-
delt, na¨mlich die normalen Ko¨rpererweiterungen. Diese sind fu¨r die spa¨ter be-
handelten Galoiserweiterungen maßgebend. Der erste Satz behandelt Fortset-
zungen von Monomorphismen und wird fu¨r den Beweis der Eigenschaften von
normalen Ko¨rpererweiterungen gebraucht. Der Satz u¨ber die A¨quivalenzen
von normalen Ko¨rpererweiterungen wird in den folgenden Kapiteln verwen-
det. Abschließend werden noch Beispiele fu¨r normale und nichtnormale Er-
weiterungen angegeben, sowie ein Gegenbeispiel fu¨r die Transitivita¨t der Ei-
genschaft normal. In diesem Kapitel wurden die Bu¨cher
”
Algebra“ von Jant-
zen und Schwermer (Kapitel V, §4, [7]),
”
Algebra“ von Karpfinger und Mey-
berg (Kapitel 23, [9]), sowie
”
Ko¨rper-Ringe-Gleichungen“ von Cigler (Kapitel
VIII, §1, [5]) verwendet.
Satz 4.1. Wenn L/K eine algebraische Ko¨rpererweiterung ist, dann la¨sst sich
jeder Monomorphismus vonK in einen u¨ber K algebraischen abgeschlossenen
Ko¨rper M zu einem Monomorphismus von L nach M fortsetzen.
Beweis. Sei ϕ ein Monomorphismus von K nach M . Weiters sei L¯ der alge-
braische Abschluss von L, somit ist L¯ auch der algebraische Abschluss von
K. Nach Lemma 3.9 ist L¯ auch der Zerfa¨llungsko¨rper von K[X] u¨ber K.
Der algebraisch abgeschlossene Ko¨rper M entha¨lt einen Zerfa¨llungsko¨rper
von ϕ(K)[X] u¨ber ϕ(K). Sei dieser E. Der Monomorphismus ϕ kann als Iso-
morphismus von K nach ϕ(K) gesehen werden. Nach Satz 3.8 existiert ein
Isomorphismus ψ zwischen L¯ und E, der ϕ fortsetzt. Die Einschra¨nkung im
Definitionsbereich der Funktion ψ von L¯ auf L liefert einen ϕ fortsetzenden
Monomorphismus nach M .
Nun beginnen wir mit den speziellen algebraischen Erweiterungen, den
normalen Ko¨rpererweiterungen.
Definition 19. Eine algebraische Ko¨rpererweiterung L/K heißt normal,
wenn jedes irreduzible Polynom aus K[X], das in L eine Nullstelle besitzt,
u¨ber L in Linearfaktoren zerfa¨llt.
Bemerkung. Die Definition besagt, dass jedes irreduzible Polynom aus
K[X] mit einer Nullstelle in L bereits alle Nullstellen in L hat. In verschiede-
nen Bu¨chern wird normal verschieden definiert, das liegt an den A¨quivalenzen
im folgenden Satz. Es wird meist eine der drei A¨quivalenzen als Definition
gewa¨hlt. Aufgrund des Satzes 4.2 ist das eben mo¨glich.
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Satz 4.2 (A¨quivalenzen normaler Ko¨rpererweiterungen). Sei L/K eine alge-
braische Ko¨rpererweiterung und L¯ der algebraische Abschluss von L. Dann
sind folgende Aussagen a¨quivalent:
1. L/K ist normal.
2. Fu¨r eine Menge nichtkonstanter Polynome A ⊆ K[X] ist L der Zerfa¨ll-
ungsko¨rper von A u¨ber K ist.
3. Fu¨r jeden K-Homomorphismus ϕ : L→ L¯ gilt ϕ(L) = L.
Beweis. (1)⇒(2) Sei a ∈ L. Wir betrachten das Minimalpolynom ma,K ,
so zerfa¨llt dieses nach Voraussetzung u¨ber L. Also zerfa¨llt fu¨r jedes be-
liebige b ∈ L das Minimalpolynom mb,K u¨ber L. Wir bilden die Menge
A = {ma,K | a ∈ L}, dann ist A eine Teilmenge von K[X]. Somit ist L
der Zerfa¨llungsko¨rper von A.
(2)⇒(3) Sei L ein Zerfa¨llungsko¨rper einer Teilmenge A von K[X] u¨ber K.
Sei ϕ : L → L¯ ein K-Homomorphismus, nach Lemma 3.2 ist ϕ injektiv
und nach Lemma 3.3 gilt die Aussage, wenn a ∈ L eine Nullstelle eines Po-
lynoms P ∈ A ist, dann ist auch ϕ(a) Nullstelle des Polynoms, das durch










i = P , da ϕ ein K-Homomorphismus ist.
Alle P ∈ A zerfallen nach Voraussetzung u¨ber L und fu¨r alle Nullstellen a
eines Polynoms P ∈ A gilt, dass ϕ(a) ebenfalls eine Nullstelle eines Polynoms
P ∈ A ist. Sei W die Menge aller Nullstellen von Elementen aus A, dann
folgt aus dem Gezeigten, dass ϕ(W ) = W ist. Die Abbildung ϕ permutiert
die Nullstellen. Seien a1, . . . , an alle Nullstellen aus W , dann gilt nach Defini-
tion 18, L = K(W ). Nun folgt ϕ(L) = ϕ(K(W )) = K(ϕ(W )) = K(W ) = L
(3)⇒(1) Seien a ∈ L und b ∈ L¯ Nullstellen eines irreduziblen Polynom P ∈
K[X]. Die Ko¨rpererweiterungen L¯/K und L/K sind algebraisch, fu¨r σ = idK
existiert ein K-Homomorphismus ϕ von K(a) nach K(b) mit ϕ|K = σ und
ϕ(a) = b. Nach Satz 4.1 la¨sst sich ϕ zu einem ψ : L → L¯ fortsetzen. Die
Voraussetzung besagt, dass ψ(L) = L ist, daher gilt b = ψ(a) ∈ ψ(L) = L da
a, b beliebig waren zerfa¨llt jedes irreduzible Polynom u¨ber L in Linearfakto-
ren.
Korollar 4.3. Jede Ko¨rpererweiterung vom Grad 2 ist normal.
Beweis. Sei L/K eine Erweiterung vom Grad 2 und a ∈ L \ K. Sei P ein
irreduzibles Polynom aus K[X] mit P (a) = 0. Das Polynom P muss nicht
normiert sein, hat aber den gleichen Grad, wie das Minimalpolynom ma,K .
Also ist P vom Grad 2 und kann daher nur in L in ein Produkt zweier
Linearfaktoren zerfallen. Also entha¨lt L alle Wurzeln des beliebigen Polynoms
P . L/K ist nach Definition 19 eine normale Ko¨rpererweiterung.
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Beispiel 13.
Wir betrachten die Ko¨rpererweiterung Q(i
√
5)/Q. So ist X2+5 das Minimal-
polynom von i
√
5 u¨ber Q. Es gilt daher [Q(i
√
5) : Q] = 2. Aus dem Korollar
4.3 folgt, dass die Ko¨rpererweiterung normal ist.
Wir zeigen nun, dass die Ko¨rpererweiterungen Q(
√





normal sind und die Ko¨rpererweiterung Q(i 4
√
7)/Q nicht normal ist.
Es gilt m√7,Q = X
2 − 7, daher ist Q(√7)/Q eine Erweiterung vom Grad 2
und nach Korollar 4.3 normal. Wir betrachten die na¨chste Ko¨rpererweiterung
Q(i 4
√
7)/Q. Das Minimalpolynom von i 4
√
7 u¨ber Q ist X4− 7. Daher hat die
Ko¨rpererweiterung Q(i 4
√
7)/Q den Grad 4. Der Ko¨rper Q(i 4
√
7) kann aber
nicht der Zerfa¨llungsko¨rper des Polynom X4−7 sein, da dieser nach Beispiel
11 Grad 8 u¨berQ hat. Die Nullstellen 4
√
7 und− 4√7 liegen nicht inQ(i 4√7). Es
existiert also ein irreduzibles Polynom mit einer Nullstelle in Q(i 4
√
7), jedoch
sind nicht alle anderen Nullstellen in Q(i 4
√
7), daher ist nach dem Satz 4.2 die
Erweiterung Q(i 4
√





gilt nach Gradsatz 1.1 und dem oben Gezeigten:
4 = [Q(i 4
√






7) : Q] = 2 · 2.




7) normal. Die Eigenschaft
”
normal“ ist daher
im Allgemeinen nicht transitiv. Seien die Ko¨rpererweiterungen L/Z und Z/K
normal, dann muss L/K nicht normal sein.
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5 Separable Ko¨rpererweiterungen
Einfache Ko¨rpererweiterungen sind leichter zu handhaben, so la¨sst sich zum
Beispiel der Grad solcher Ko¨rpererweiterungen schnell bestimmen. In die-
sem Kapitel wird gezeigt, dass eine Vielzahl von endlichen algebraischen
Ko¨rpererweiterung einfach sind. Dazu wird der bislang neue Begriff der Sepa-
rabilita¨t beno¨tigt. Dabei betrachtet man, ob die Nullstellen eines Polynoms
getrennt voneinander in einem Zerfa¨llungsko¨rper liegen. Um das Ziel, den
Satz vom primitiven Element, zu beweisen wird neben der Separabilita¨t, die
Charakteristik und auch der aus der Analysis bekannte Begriff der Ableitung
eingefu¨hrt. Dabei werden einige Eigenschaften der beiden gezeigt bis der zu-
vor erwa¨hnte Satz bewiesen werden kann. Die verwendete Literatur umfasst
die Werke
”
Algebra“ von Artin (Kapitel 13.6, [2]),
”
Algebra“ von Bosch (Ka-
pitel 3.4, [4]),
”
Algebra“ von Jantzen und Schwermer (Kapitel V §5, [7]) und
”
Algebra“ von Karpfinger und Meyberg (Kapitel 24, [9]),
”
Galoissche Theo-
rie“ von Artin (Kapitel II, [1]) und
”
Ko¨rper Ringe Gleichungen“ von Cigler
(Kapitel VII 3 und VIII 1, [5]).
Definition 20. Sei P =
∑n
i=0 kiX







Die Ableitung wurde hier also wie aus der Analysis bekannt, fu¨r Polynome
definiert.
Beispiel 14. Wir bilden die Ableitung des Polynoms P = 7X3+5X2+3X+1.
Es gilt nach Definition P ′ = 21X2 + 10X + 3.
Fu¨r die Ableitung von Polynomprodukten beno¨tigt man die ”Produktre-
gel”.
Lemma 5.1. Seien P und Q Polynome u¨ber einen Ko¨rper K, dann gilt:
(P ·Q)′ = P ′Q+ PQ′.
Beweis. Sei P =
∑n
i=0 aiX
i und Q =
∑m
j=0 bjX
j. Wir berechnen zuerst die
linke Seite:
(P ·Q)′ =
= ((a0 + a1X + · · ·+ anXn)(b0 + b1X + · · ·+ bmXm))′
= (a0b0 + (a1b0 + a0b1)X + (a0b2 + a1b1 + a2b0)X
2 + · · ·+ anbmXm+n)′
= (a1b0 + a0b1) + 2(a0b2 + a1b1 + a2b0)X + · · ·+ (n+m)(anbm)Xn+m−1.
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Die rechte Seite berechnen wir in mehreren Schritten:
(P ′Q) =
= (a1 + 2a2X + · · ·+ nanXn−1)(b0 + b1X + b2X2 + · · ·+ bmXm)
= a1b0 + 2a2b0X + a1b1X + · · ·+ nanbmXn+m−1
(PQ′) =
= (a0 + a1X + a2X
2 + · · ·+ anXn)(b1 + 2b2X + · · ·+mbmXm−1
= a0b1 + a1b1X + 2a0b2X + · · ·+manbmXn+m−1
P ′Q+ PQ′ =
= (a0b1 + a1b0) + 2(a0b2 + a1b1 + a2b0)X + · · ·+ (m+ n)anbmXm+n−1
Definition 21. Sei L/K eine Ko¨rpererweiterung, dann heißt a ∈ L r-fache
Wurzel oder Wurzel der Vielfachheit r von P ∈ K[X], wenn
P = (X − a)rQ mit Q(a) 6= 0.
Wenn r = 1 so heißt a einfache Wurzel, sonst (r > 1) mehrfache Wurzel.
Beispiel 15. Wir betrachten das Polynom P = X3−4X2−3X+18 ∈ Q[X],
so la¨sst sich P in der Form P = (X − 3)2(X + 2) darstellen. Also hat P die
zweifache Wurzel 3 und die einfache Wurzel −2.
Lemma 5.2. Ein Polynom P ∈ K[X] hat genau dann eine mehrfache Wur-
zel, wenn im Zerfa¨llungsko¨rper L die Polynome P und P ′ eine gemeinsame
Wurzel haben.
Beweis. (⇒)Sei a eine r-fache Wurzel von P , so la¨sst sich P nach Definition
21 schreiben als:
P = (X − a)rQ mit Q(a) 6= 0 und r > 1.
Die Ableitung von P sieht so aus:
P ′ = r(X − a)r−1Q+ (X − a)rQ′ = (X − a)r−1(rQ+ (X − a)Q′).
So haben P und P ′ eine gemeinsame Wurzel.
(⇐) Angenommen a ist eine einfache Wurzel von P , dann la¨sst sich P der
Form P = (X − a)Q mit Q(a) 6= 0 darstellen. Die Ableitung von P ist
P ′ = (X − a)Q′ + Q. Daraus folgt P ′(a) 6= 0. Das ist ein Widerspruch zu P
und P ′ haben eine gemeinsame Wurzel.
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Lemma 5.3. Sei L ein Zerfa¨llungsko¨rper von P ∈ K[X] und P irreduzibel
u¨ber K, dann gilt: P hat genau dann mehrfache Wurzeln in L, wenn P ′ = 0
Beweis. (⇒)Indirekt: Angenommen P ′ ist nicht das Nullpolynom, so hat
es nach Definition einen kleineren Grad als P . Ein gemeinsamer Teiler D ∈
K[X] von P und P ′ hat also auch kleineren Grad als P . Da aber P irreduzibel
u¨ber K ist, kann D nur eine Konstante sein. Also kann P nach Lemma 5.2
keine mehrfachen Wurzeln haben.
(⇐) Sei P ′ das Nullpolynom, so ist P selbst gemeinsamer Teiler von P und
P ′, also hat P mehrfache Wurzeln.
Beispiel 16. Wir betrachten das Polynom P = X5 + 5X + 5 ∈ Q[X]. Nach
dem Eisensteinkriterium mit p = 5 ist P irreduzibel. Aufgrund von Satz 5.3
hat P nur einfache Wurzeln, da die Ableitung P ′ 6= 0.
Definition 22. Ein Polynom P ∈ K[X] nennt man separabel, wenn jeder
irreduzible Faktor von P in einem Zerfa¨llungsko¨rper von P u¨ber K nur ein-
fache Wurzeln hat. Sei L/K eine Ko¨rpererweiterung, ein Element a ∈ L
heißt separabel u¨ber K, wenn a u¨ber K algebraisch ist und sein Minimal-
polynom ma,K separabel ist. L/K heißt separabel, wenn jedes Element aus L
seperabel u¨ber K ist. Eine nichtseperables Polynom bzw. eine nichtsperable
Ko¨rpererweiterung heißt auch inseperabel.
Bemerkung. Der Zerfa¨llungsko¨rper ist bis auf K-Isomorphie eindeutig, also
ha¨ngt die Definition nicht von der Wahl des Zerfa¨llungsko¨rper ab.
Korollar 5.4. Seien P,Q ∈ K[X] separabel, dann ist auch P ·Q separabel.
Beweis. Jeder der irreduziblen Faktoren der Polynome P und Q haben in ih-
rem jeweiligen Zerfa¨llungsko¨rper nur einfache Nullstellen. Wir betrachten das
Polynom P ·Q und zerlegen es in irreduzible Faktoren. Der Zerfa¨llungsko¨rper
von P ·Q erweitert den jeweiligen von P und von Q. Also hat das Polynom
P ·Q in seinem Zerfa¨llungsko¨rper nur einfache Wurzeln und ist nach Defini-
tion separabel.
Fu¨r die weiteren Betrachtungen spielt die Charakteristik eine große Rolle,
die wie folgt definiert ist:
Definition 23. Sei K ein Ko¨rper und M = {k ∈ N | k1 = 0}. Falls M 6= ∅,
sagt man der Ko¨rper K hat die Charakteristik CharK = minM . Im Fall
M = ∅ hat der Ko¨rper K die Charakteristik CharK = 0.
Lemma 5.5. Sei K ein Ko¨rper und charK 6= 0, dann ist charK = p eine
Primzahl.
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Beweis. Sei p > 0 die Charakteristik von K und p = rs, wobei r, s ∈ N. Wir
betrachten die Elemente r1K ∈ K und s1K ∈ K so gilt 0K = p1 = (r1)(s1).
Da K als Ko¨rper keine Nullteiler besitzt, folgt, dass r1 = 0 oder s1 = 0. Da
r ≤ p und s ≤ p gilt, r = p oder s = p.
Definition 24. Sei K ein Ko¨rper und p = charK eine Primzahl dann heißt
Ψ : K → K mit a 7→ ap Frobeniusabbildung.
Lemma 5.6. Sei K ein Ko¨rper und charK = p > 0, dann ist die Frobenius-
abbildung ein Homomorphismus.
Beweis. Seien x, y ∈ K. Es gilt (p
i





i!(p−i)! und der Faktor p kommt im Nenner nicht vor.
Fu¨r die Addition gilt:







xiyp−i = xp + yp = Ψ(x) + Ψ(y).
Fu¨r die Multiplikation gilt:
Ψ(xy) = (xy)p = xpyp = Ψ(x)Ψ(y).
Bemerkung. Nach Lemma 3.2 ist jeder Homomorphismus zwischen zwei
Ko¨rpern injektiv, so auch die Frobeniusabbildung.
Lemma 5.7. Sei K ein Ko¨rper, wenn K die Charakterisitk 0 hat, so ist jedes
nichtkonstante Polynom separabel.
Beweis. Die einzigen Polynome P mit Ableitung P ′ = 0 sind in diesem Fall
die konstanten Polynome P = c mit c ∈ K. Nach Satz 5.3 hat also dann jedes
irreduzible Polynom nur einfache Wurzeln. Das gilt auch fu¨r die irreduziblen
Faktoren eines beliebigen nichtkonstanten Polynom.
Bemerkung. Bei einem Ko¨rper K mit charK = 0 ist jede algebraische
Ko¨rpererweiterung separabel.
Satz 5.8. Sei K ein Ko¨rper und charK = p > 0, dann gilt, ein irreduzibles
Polynom P ∈ K[X] ist genau dann inseparabel, wenn ein Q ∈ K[X] mit
P (X) = Q(Xp) existiert, das bedeutet P (X) =
∑d
i=0 ciX
ip mit c0, . . . , cd ∈
K.
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Fu¨r das Polynom P , welches nach Voraussetzung irreduzibel ist, gilt: P ist
genau dann inseparabel, wenn P ′ = 0. Das ist gleichbedeutend mit iki = 0 fu¨r
alle i ∈ {1, · · · , n}. Die Koeffizienten iki verschwinden genau dann, wenn p | i
oder ki = 0. Wenn die ki fu¨r jedes nicht durch p teilbare i verschwinden, also
wenn in diesem Fall ki = 0 gilt, dann ist P
′ das Nullpolynom. P ′ ist genau
dann das Nullpolynom, wenn ein Q ∈ K[X] existiert mit P (X) = Q(Xp).
Wenn P ′ das Nullpolynom ist, dann muss wegen dem zuvor Erwa¨hnten so




ip−1 und das ist das Nullpolynom.
Satz 5.9. Seien L/K eine Ko¨rpererweiterung, a algebraisch u¨ber K und
charK = p > 0. Das Element a ist genau dann separabel u¨ber K wenn
K(ap) = K(a) ist.
Beweis. (⇒) Sei a separabel u¨ber K, dann ist a auch separabel u¨ber K(ap),
da ma,K(ap) | ma,K . Das folgt aus K ⊆ K(ap). Wegen ap ∈ K(a) gilt
K(ap) ⊆ K(a). Wenn wir zeigen, dass a ∈ K(ap) liegt, dann folgt die Gleich-
heit. Das Element a ist eine Wurzel von (X−a)p Lemma 5.6= Xp−ap ∈ K(ap)[X]
wegen der Separabilita¨t von a und aufgrund der Eigenschaften des Minimal-
polynoms gilt ma,K(ap) = X − a. Somit ist a ∈ K(ap), also K(a) = K(ap)
(⇐) Indirekt: Angenommen a ist inseparabel u¨ber K. Nach dem Satz 5.8
existiert fu¨r das nach Lemma 1.4 irreduzible Minimalpolynom ma,K ein Q ∈
K[X] mit ma,K(X) = Q(X
p). Fu¨r das Element ap gilt Q(ap) = 0. Das Mini-
malpolynom map,K hat also kleineren oder gleichen Grad wie Q. Es gilt da p
eine Primzahl ist:
[K(a) : K] = deg ma,K > degQ ≥ [K(ap) : K].
Daraus folgt K(a) 6= K(ap). Das steht im Widerspruch zur Voraussetzung.
Definition 25. Einen Ko¨rper K nennt man vollkommen, wenn jedes Poly-
nom aus K[X] separabel ist.
Satz 5.10. Ein Ko¨rper K ist genau dann vollkommen, wenn charK = 0
oder charK = p > 0 mit der Eigenschaft, dass die Frobeniusabbildung ein
Automorphismus ist.
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Beweis. Im Fall charK = 0 ist nichts mehr zu zeigen, da jedes Element ein
separables Minimalpolynom besitzt, weil nach Satz 5.7 jedes Polynom sepa-
rabel ist. Also ist nur der Fall mit charK = p zu zeigen.
(⇒) Indirekt: Angenommen die Frobeniusabbildung ist nicht surjektiv. So
existiert ein a ∈ K \Ψ(K). Wir zeigen, dass Xp−a ein irreduzibles Polynom
in K[X] mit p-facher Nullstelle ist.
Es existiert kein k ∈ K, sodass Ψ(k) = kp = a. Also sei b eine Wurzel in
einem Erweiterungsko¨rper, bzw. in dem Zerfa¨llungsko¨rper, der ja existiert.
Dann ist bp = a und daher (X − b)p = ∑pi=0 (pi)X ibp−i = Xp − bp = Xp − a.
Wa¨re nun das Polynom nicht irreduzibel, so ga¨be es einen reduziblen Faktor
der Gestalt (X− b)j fu¨r ein j ∈ {1, · · · , p−1}. Insbesondere wa¨re bj ∈ K, da
das der konstante Term des Polynoms wa¨re. Da p eine Primzahl ist, sind
j und p relativ prim, daher existieren m, l mit 1 = jm + lp. Dann gilt
b = bjm+lp = (bj)m(bl)p = (bj)mal ∈ K. Daher ist dann auch a = bp ∈ Ψ(K).
Das steht im Widerspruch zur Wahl von a, daher ist Xp − a irreduzibel in
K[X]. Es wurde also ein irreduzibles Polynom mit p-facher Nullstelle in einem
Zerfa¨llungsko¨rper gefunden, das ist ein Widerspruch zu der Voraussetzung,
dass K vollkommen ist.
(⇐) Indirekt: Sei Ψ surjektiv und P ∈ K[X] ein irreduzibles Polynom.




i ∈ K[X] mit P (X) = Q(Xp). Fu¨r die Koeffizienten gilt
aufgrund der Surjektivita¨t ai = Ψ(bi) = b
p
i mit bi ∈ K fu¨r alle i ∈ {1, · · · , n}.




) ≡ 0(p) fu¨r i /∈ {0, p}










Das steht im Widerspruch mit der Irreduzibilita¨t von P , da es nun zerlegbar
ist.
Fu¨r den Satz vom primitiven Element beno¨tigen wir noch eine Aussage
u¨ber Untergruppen der multiplikativen Gruppe eines Ko¨rpers K.
Hilfssatz 5.11. Sei K ein Ko¨rper und U eine endliche Untergruppe der
Ordnung n ∈ N der multiplikativen Gruppe K∗, dann ist U eine zyklische
Gruppe.
Beweis. Wir verwenden dafu¨r den Satz (vgl. [5], S. 131), dass jede endliche
abelsche Gruppe isomorph zu dem direkten Produkt zyklischer Untergruppen
ist. Genauer gilt
U ∼= Z/d1Z× · · · × Z/dkZ
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fu¨r ein eindeutig bestimmtes k ∈ N und d1|d2| · · · |dk, wobei n = d1 · . . . · dk.
Wir betrachten nun ein Element des Produktes so gilt, dass die Ordnung
dieses Elements dk teilt. Denn alle di mit i ∈ {1, . . . , k} teilen dk. Daraus
folgt, dass jedes Element aus U eine Nullstelle des Polynoms Xdk − 1 ist.
Diese Polynom hat aber ho¨chstens dk verschiedene Nullstellen in K. Die
Untergruppe U besteht aber aus n Elementen mit n = d1 · . . . · dk, dann gilt
n = dk und k = 1. Also ist U zyklisch.
In der klassichen Formulierung lautet der Satz vom primitiven Element
folgendermaßen:
Satz 5.12 (Satz vom primitiven Element). Sei L/K eine endliche separable
Ko¨rpererweiterung, dann existiert ein primitives Element a ∈ L mit L =
K(a).
Dieser folgt als Korollar aus diesem Satz:
Satz 5.13. Sei L/K eine Ko¨rpererweiterung der Form L = K(a, c1, . . . , cn),
wobei a algebraisch u¨ber K ist und c1, . . . , cn separabel u¨ber K sind. Dann
existiert ein Element e ∈ L mit L = K(e), sodass die Erweiterung einfach
ist.
Beweis. Dieser Satz bedarf einer Fallunterscheidung, denn K kann eine end-
liche Ma¨chtigkeit haben oder nicht:
1. Fall: |K| ∈ N, der Ko¨rper L kann, wie am Beginn der Arbeit erwa¨hnt,
auch als Vektorraum u¨ber K betrachtet werden. Da nur endlich viele Ele-
mente hinzugefu¨gt werden und K endlich ist, ist auch L als endlich dimen-
sionaler Vektorraum u¨ber dem Ko¨rper K selbst endlich. Der Hilfssatz 5.11
besagt, dass die multiplikative Gruppe L∗ zyklisch ist, das heißt, es existiert
ein Element a ∈ L, sodass L∗ = 〈a〉. Daher folgt L = K(a) und das primitive
Element wurde im endlichen Fall gefunden.
2. Fall: |K| /∈ N, es genu¨gt die Aussage fu¨r eine Ko¨rpererweiterung K(a, c)
mit c separabel zu zeigen. Denn es gilt L = K(a, c1, . . . , cn−1)(cn), mittels
Induktion kann dann im Induktionsschritt die Behauptung fu¨r n−1 Elemen-
te vorausgesetzt werden, fu¨r die gibt es also dann ein Element en−1. Man
erha¨lt K(en−1)(cn) = K(en−1, cn). Sei nun n = 1 und b := c1. Es gilt nun ein
Element e zu finden, sodass K(a, b) = K(e) ist. Sei P = ma,K und Q = mb,K
die jeweiligen Minimalpolynome u¨ber K. Sei M der Zerfa¨llungsko¨rper von
PQ u¨ber K(a, b). Seien a = a1, . . . , ar und b = b1, . . . , bs die Wurzeln der Mi-
nimalpoylnome in M . Falls s = 1, ist b die einzige Wurzel von mb,K und b ist
nach Voraussetzung separabel. Daher hat das Minimalpolynom nur einfache
Wurzeln und nur eine Nullstelle. In diesem Fall gibt es nur eine Wurzel, das
fu¨hrt zu degQ = 1. Aus dem Erwa¨hnten folgt, dass b ∈ K ist.
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Fu¨r die folgenden U¨berlegungen sei s ≥ 2. Es gilt K(a, b) = K(e) zu zeigen.
Jedes e ∈ K(a, b) ist von der Form e = ca + db mit c, d ∈ K∗. Wenn man
durch c durchdividiert, erha¨lt man αe = a + γ′b mit 1
c
= α und γ′ = d
c
. Da
K(αe) = K(e) fu¨r alle α ∈ K, betrachtet man e = a + γ′b mit γ′ ∈ K. Es
existiert ein γ ∈ K \ {(aj − a)(b− bi)−1 | 1 ≤ j ≤ r, 2 ≤ i ≤ s} da |K| /∈ N.
Es gilt:
a+ γb = aj + γbi ⇔ aj − a = γ(b− bi)
⇔ γ = aj − a
b− bi
daraus folgt nach der Wahl von γ:
e = a+ γb /∈ {aj + γbi | 1 ≤ j ≤ r, 2 ≤ i ≤ s}.
Das Polynom P (e−γX) liegt in K(e)[X], da e ∈ K(e) und γ ∈ K ⊆ K(e) ist.
K(e) ist ein Ko¨rper, daher ist K(e)[X] ein Hauptidealring mit Gradfunktion
als Normfunktion. Dadurch la¨sst sich der ggT betrachten. Es existiert ein
normiertes Polynom D = ggT (Q,P (e − γX)). Da wir uns eben in einem
Hauptidealbereich befinden, existieren Polynome F,G ∈ K(e)[X] mit D =
FQ+GP (e−γX). Da Q = mb,K ist, gilt Q(b) = 0 und P (e−γb) = P (a) = 0,
da P = ma,K ist, so erhalten wir b als Nullstelle von D. Alle Wurzeln von
D liegen in der Menge {b1, . . . , bs}, da D | Q. Fu¨r jedes j ∈ {1, . . . , r} und
i ≥ 2 gilt e − γbi 6= aj aufgrund des Argumentes weiter oben. Dadurch hat
P (e − γX) nach b keine weitere Nullstelle. Da D | P (e − γX) gilt auch
D(bi) 6= 0 fu¨r 2 ≤ i ≤ s. Also ist b die einzige Wurzel von D in M . Das
Polynom D hat eine Form D = (X − b)t fu¨r ein t ≥ 1. Da D ja der ggT
der beiden Polynome ist, gilt (X − b)t | Q. Da Q das Minimalpolynom eines
separablen Elementes ist, hatQ nur einfache Wurzeln, somit ist t = 1. Also ist
aberX−b = D ∈ K(e)[X] und dadurch ist b ∈ K(e), sowie a = e−γb ∈ K(e).
Es wurde nun gezeigt, dass a, b ∈ K(e) liegen, es gilt also K(e) = K(a, b).
Daraus folgt Satz 5.12 in seiner u¨blichen Form.





Element? Ja, da die Charakteristik von Q gleich 0 ist und nach Lemma 5.7 ist
jedes Polynom separabel u¨ber Q. Das gilt insbesondere fu¨r die Minimalpo-




2. Es kann der Satz vom primitven Element
5.12 angewandt werden. Wir versuchen ein solches Element wie im obigen
Beweis zu konstruieren. Wir betrachten die Minimalpolynome P = X3 − 3
fu¨r 3
√
3 und Q = X2 − 2 fu¨r √2 beide u¨ber Q. Die Nullstellen von P sind
a = a1 =
3
√
3, a2 = ζ
3
√
3, a3 = ζ
3
√








i. Fu¨r Q ergibt
sich b = b1 =
√
2, b2 = −
√
2. Erstelle nun die Menge aus der γ nicht gewa¨hlt
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werden darf:


























Wir wa¨hlen nun ein γ ∈ Q \ R, wie zum Beispiel 1. Nach dem Satz 5.12














Fu¨r das na¨chste Kapitel werden noch Eigenschaften von separablen Er-
weiterungen, sowie der Begriff des Separabilita¨tsgrad beno¨tigt.
Satz 5.14. Jede einfache algebraische Erweiterung K(a) von K ist genau
dann separabel, wenn a separabel ist.
Beweis. (⇒) Sei K(a)/K separabel, so folgt per Definition, dass alle x ∈
K(a) separabel u¨ber K sind, insbesondere auch a.
(⇐) Sei a separabel u¨ber K. Im Fall charK = 0 gilt nach Satz 5.10, dass K
vollkommen ist und daher ist jede algebraische Erweiterung separabel u¨ber
K. Wir betrachten nun den Fall charK = p > 0. Es gilt nach Satz 5.9, dass
K(a) = K(ap), da a separabel ist. Sei nun b ∈ K(a) beliebig mit n = [K(a) :
K] und d = [K(b) : K]. Dann sind {1, a, . . . , an−1} und {1, ap, . . . , (ap)n−1}
K-Basen von K(a). Eine K-Basis von K(b) stellt B = {1, b . . . , bd−1} dar.
Man kann B nun zu einer K-Basis von K(a) erweitern, {u1, . . . , un}. Dann




kiui mit ki ∈ K







i . Aus diesem Grund ist nun {up1, . . . , upn} ein K-
Erzeugendensystem bestehend aus n Elementen, daher eine K-Basis von
K(a) und daher linear unabha¨ngig. Daraus la¨sst sich die K-lineare Un-
abha¨ngigkeit von {1, bp, . . . , (bp)d−1} folgern. Aus K(bp) ⊆ K(b) folgt [K(bp) :
K] ≤ d, da {1, bp, . . . , (bp)d−1} linear unabha¨ngig sind folgt d ≤ [K(bp) : K].
Wir erhalten also [K(ap) : K] = d und daraus die Gleichheit von K(b) =
K(bp). Nach Satz 5.9 ist b separabel.
Bemerkung. Ist L/K eine Ko¨rpererweiterung und M ⊆ L eine Menge von
separablen Elementen u¨ber K, so ist die Ko¨rpererweiterung K(M)/K sepa-
rabel: denn K(M) =
⋃
N⊆M, N endlichK(N) und jedes K(N) ist separabel.
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Definition 26. Sei L/K eine algebraische Ko¨rpererweiterung und K¯ ein
algebraischer Abschluss von K, dann ist der Separabilita¨tsgrad [L : K]s von
L/K definiert als die Anzahl der verschiedenen K-Homomorphismen von L
nach K¯.
Die Definition ha¨ngt nicht von der Wahl des algebraischen Abschlusses
K¯ von K ab.
Satz 5.15. Sei L/K eine endliche Ko¨rpererweiterung, dann gilt fu¨r jeden
Zwischenko¨rper Z:
[L : K]s = [L : Z]s[Z : K]s.
Beweis. Sei (ϕi)i∈I die Familie paarweise verschiedener K-Homomorphismen
von Z nach K¯ mit |I| = [Z : K]s. Sei (τj)j∈J die Familie paarweise verschie-
dener Z-Homomorphismen von L nach Z¯ wobei |J | = [L : M ]s ist. Wir
wa¨hlen einen algebraischen Abschluss K¯ von K mit K ⊆ Z ⊆ L ⊆ K¯. Die-
ser Abschluss ist nun auch algebrasicher Abschluss von Z und L. Also la¨sst
sich τi als K-Homomorphismus von L nach K¯ betrachten. Wir wollen nun
die K-Homomorphismen ϕi erweitern. Nach Korollar 3.12 ko¨nnen wir jedes
ϕi zu einem K-Automorphismus ϕ¯i von K¯ nach K¯ erweitern. Wir betrachten
nun die zusammengesetzten K-Homomorphismen ϕ¯i ◦ τj mit i ∈ I und j ∈ J
von L nach K¯. Als na¨chstes wird gezeigt: Wenn ϕ¯i1 ◦ τj1 = ϕ¯i2 ◦ τj2 gilt, dann
ist ϕi1 = ϕi2 und τj1 = τj2 . Sei also ϕ¯i1 ◦ τj1 = ϕ¯i2 ◦ τj2 . Wir beschra¨nken
die Abbildungen auf Z, dann sind τi1 und τi2 gleich der Identita¨t, da sie
Z-Homomorphismen sind. Daraus folgt aber, dass ϕi1 = ϕi2 ist. Dann gilt
auch fu¨r die Erweiterungen die Gleichheit ϕ¯i1 = ϕ¯i2 . Es folgt τj1 = τj2 . Die
Abbildungen ϕ¯i ◦ τj mit i ∈ I und j ∈ J sind also paarweise verschieden. Es
bleibt noch zu zeigen, dass wir so alle K-Homomorphismen erhalten. Sei also
σ ein beliebiger K-Homomorphismus von L nach K¯. Wir schra¨nken σ auf Z
ein, so ist σ|Z ein K-Homomorphismus Z nach K. Es existiert ein i ∈ I mit
σ|Z = ϕi. Die Abbildung ϕ¯i−1◦σ ist also ein Z-Homomorphismus von L nach
K¯. Es existiert ein j ∈ J , sodass ϕ¯i−1 ◦ σ = τj ist. Wir erhalten σ = ϕ¯i ◦ τ .




Wie viele Zwischenko¨rper hat eine Ko¨rpererweiterung L/K? Eigentlich kann
bis jetzt keine exakte Antwort auf diese Frage gegeben werden. Mit Hilfe der
entwickelten Begriﬄichkeiten aus den vorigen Kapiteln und neuen aus dem
folgenden Abschnitt ist man in der Lage diese ganz genau zu beantworten.
Jedoch bedarf es spezieller Ko¨rpererweiterungen, na¨mlich endlicher Galoiser-
weiterungen. Die Faszination liegt darin, dass die Zwischenko¨rperproblematik
auf das Finden von Untergruppen der Galoisgruppe reduziert werden kann.
Das Auffinden von Untergruppen ist vergleichsweise wesentlich einfacher.
Als nu¨tzlich erweist sich die Galoistheorie zu Beantwortung der Frage, wel-
che regelma¨ßigen n-Ecke konstruierbar sind. Diese Anwendung wird in ei-
nem spa¨teren Kapitel behandelt. Um das Ziel, den Hauptsatz der endli-
chen Galoistheorie zu beweisen, werden zuvor Galoisgruppen, Fixko¨rper,
Galoiserweiterungen und deren Eigenschaften behandelt. Abschließend wird
anhand eines Beispiels das Auffinden der Zwischenko¨rper einer gegebenen
Ko¨rpererweiterung mit Hilfe des Hauptsatzes illustriert. Die verwendete Li-
teratur umfasst die Werke
”
Algebra“ von Artin (Kapitel 14.1, [2]),
”
Algebra“
von Bosch (Kapitel 3.4, [4]),
”
Algebra“ von Jantzen und Schwermer (Kapi-
tel V §5, [7]),
”
Algebra“ von Karpfinger und Meyberg (Kapitel 24, [9]) und
”
Galois-Theorie“ von Staudner (Kapitel V und VI, [13]).
Definition 27. Sei L/K eine Ko¨rpererweiterung. Nach Satz 3.1 bildet die
Menge AutK(L) eine Gruppe. Diese Gruppe heißt nun Galoisgruppe und wird
mit Γ(L/K) bezeichnet.





2)/Q)? Das Minimalpolynom m√2,Q = X2−2 hat neben√








2) = −√2, der Q fix la¨sst. Die Ko¨rper Q(√2) und Q(−√2) sind
identisch, also ist ϕ ein Automorphismus. Weiters gilt ϕ(−√2) = √2, also
bildet ϕ2 das Element
√
2 auf sich selbst ab. Da
√
2 den Ko¨rper Q(
√
2) u¨ber
Q erzeugt, ist ϕ selbstinvers. Also sind ϕ und die Identita¨tsabbildung Id
Elemente der Galoisgruppe der betrachteten Ko¨rpererweiterung. Es ko¨nnte
jedoch sein, dass eine weitere Abbildung existiert!
Sei τ ∈ Γ(Q(√2)/Q). Wir betrachten das Element √2 als Nullstelle von
m√2,Q, so muss τ(
√
2) auch eine Nullstelle von m√2,Q, siehe Beweis von Lem-
ma 3.3. Es kann
√
2 nur auf sich selbst oder −√2 abgebildet werden, dann ist





Lemma 6.1. Fu¨r jede Menge ∆ von Automorphismen eines Ko¨rpers L gilt,
dass
F(∆) = {a ∈ L | δ(a) = a,∀δ ∈ ∆}
ein Teilko¨rper von L ist.
Beweis. Sei δ ∈ ∆ beliebig und a, b, c ∈ F(∆), wobei c 6= 0, dann gilt durch
• δ(a− b) = δ(a)− δ(b) = a− b
• δ(ab) = δ(a)δ(b) = ab
• δ(c−1) = δ(c)−1 = c−1
dass a− b, ab, c−1 ∈ F(∆) sind.
Definition 28. Der Ko¨rper F(∆) in Lemma 6.1 heißt Fixko¨rper von ∆.
Definition 29. Eine Ko¨rpererweiterung L/K wird galoissch genannt, wenn
der Fixko¨rper der Galoisgruppe Γ(L/K) gleich K ist, also
F(Γ(L/K)) = {a ∈ L | δ(a) = a,∀δ ∈ Γ(L/K)} = K.
Lemma 6.2. Sei L/K eine endliche Ko¨rpererweiterung, dann gilt folgende
Ordnungsabscha¨tzung
|Γ(L/K)| ≤ [L : K]s ≤ [L : K].
Beweis. Es sind zwei Ungleichungen zu zeigen:
• |Γ(L/K)| ≤ [L : K]s
Nach Definition bezeichnet [L : K]s die Anzahl der verschiedenen K-
Homomorphismen von L nach K¯ und |Γ(L/K)| die Anzahl der ver-
schieden K-Automorphismen von L nach L. Es gilt fu¨r die Ko¨rper,
dass K ⊆ L ⊆ K¯. Somit ist jeder K-Automorphismus von L auch ein
K-Homomorphismus von L nach K¯. Die Umkehrung gilt im Allgemei-
nen nicht, daraus resultiert die Ungleichung.
• [L : K]s ≤ [L : K]
Wir beweisen die Aussage mittels Induktion nach der minimalen An-
zahl der algebraischen Erweiterungselemente K(a1, . . . , an)
Fu¨r den Induktionsanfang: Sei n = 1, L = K(a1)
Der Separabilita¨tsgrad [L : K]s ist gleich der Anzahl der verschiedenen
Nullstellen des Minimalpolynoms ma1,K , denn aufgrund von Lemma 3.5
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gibt es fu¨r jede Nullstelle von ma1,K genau einen Homomorphismus. In
diesem Fall entspricht L = K(a1). Nur wenn a1 seperabel ist, also ma1,K
keine mehrfachen Nullstellen hat, folgt dass [L : K]s = [L : K] ist, da
nach Satz 1.6 fu¨r den Grad deg ma1,K = [L : K] gilt. Wenn ma1,K mehr-
fache Nullstellen besitzt, ergibt sich die Ungleichung [L : K]s ≤ [L : K].
Denn die Anzahl der unterschiedlichen Nullstellen wird kleiner und so-
mit die der Homomorphismen, aber der Grad des Minimalpolynoms
bleibt unvera¨ndert.
Fu¨r den Induktionsschritt von n − 1 auf n ist aufgrund von Satz 5.15
und der Eigenschaft K(a1, . . . , an−1, an) = K(a1, . . . , an−1)(an) noch-
mals genau das gleiche Argument zu verwenden.
Korollar 6.3. SeiK(a)/K eine einfache algebraische Ko¨rpererweiterung und
sei a nicht separabel u¨ber K, dann gilt:
[K(a) : K]s < [K(a) : K].
Beweis. Sei a nicht separabel u¨ber K, dann hat das Minimalpolynom ma,K
eine mehrfache Nullstelle in einem Zerfa¨llungsko¨rper. Sei weiters deg ma,K =
n. Nach Satz 3.5 gibt es genau so viele Homomorphismen von K(a) nach K¯,
wie ma,K Nullstellen in K¯ hat. Es gilt nun nach Satz 1.6, dass [K(a) : K] = n.
Das Minimalpolynom ma,K hat mindestens eine Nullstelle der Vielfachheit
r > 1 in K¯ hat, das bedeutet, dass es n− r < n Homomorphismen von K(a)
nach K¯ gibt. Also ist [K(a) : K]s < [K(a) : K].
Lemma 6.4. Sei L/K eine endliche Ko¨rpererweiterung, dann ist |Γ(L/K)| =
[L : K]s genau dann, wenn L/K normal ist.
Beweis. (⇒) Es gilt |Γ(L/K)| = [L : K]s, dann ist die Anzahl der K-
Automorphismen von L genauso groß wie die Anzahl derK-Homomorphismen
von L nach K¯. Jeder K-Automorphismus von L ist auch ein K-Homomorph-
ismus von L nach K¯ bzw. L¯. Daher folgt fu¨r jeden K-Homomorphismus ϕ
von L nach L¯, dass ϕ(L) = L. Nach Satz 4.2 ist die Ko¨rpererweiterung nun
normal.
(⇐) Sei L/K normal, dann gilt nach Satz 4.2 fu¨r jeden K-Homomorphismus
ϕ von L nach L¯, dass ϕ(L) = L ist. Die Tatsache K ⊆ L ⊆ L¯ impliziert,
dass L¯ auch ein algebraischer Abschluss von K ist und dieser ist bis auf
K-Isomorphie eindeutig. Die Anzahl der verschiedenen K-Homomorphismen
von L nach K¯ sind somit gleich der Anzahl der K-Automorphismen von L,
daher gilt |Γ(L/K)| = [L : K]s.
43
Lemma 6.5. Fu¨r jede endliche Ko¨rpererweiterung L/K gilt |Γ(L/K)| = [L :
K] genau dann, wenn L/K normal und separabel ist.
Beweis. (⇒) Sei |Γ(L/K)| = [L : K]: nach Lemma 6.2 gilt fu¨r jede endliche
Ko¨rpererweiterung die Ordnungsabscha¨tzung
|Γ(L/K)| ≤ [L : K]s ≤ [L : K].
Nach Verwendung der Voraussetzung folgt in diesem Fall
|Γ(L/K)| = [L : K]s = [L : K].
Nach Aussage von Lemma 6.4 ist die Ko¨rpererweiterung normal, da die
Gleichheit von |Γ(L/K)| = [L : K]s gilt. Es bleibt zu zeigen, dass aus
[L : K]s = [L : K] die Separabilita¨t von L/K folgt. Angenommen L/K
ist nicht separabel, dann existiert ein Element a ∈ L, sodass ma,K mehrfa-
che Nullstellen besitzt. Betrachte die Erweiterung K(a)/K, dann gilt nach
Korollar 6.3, dass [K(a) : K]s < [K(a) : K]. Daraus folgt mit Hilfe von Satz
1.1 und Satz 5.15:
[L : K] = [L : K(a)][K(a) : K] > [L : K(a)]s[K(a) : K]s = [L : K]s = [L : K]
ein Widerspruch.
(⇐) Die Umkehrung folgt ebenfalls aus Lemma 6.2 und 6.4. Denn aus der
Eigenschaft normal folgt |Γ(L/K)| = [L : K]s. Wenn L/K endlich und
separabel ist, dann existiert nach Satz 5.12 ein Element a ∈ L, sodass
L = K(a). Die Erweiterung ist separabel, dadurch hat das Minimalpoly-
nom von a u¨ber K nur einfache Nullstellen. Die Anzahl der verschiedenen
K-Homomorphismen von L nach K¯ ist dadurch gleich dem Grad von ma,K .
Also gilt [L : K]s = [L : K] und daher |Γ(L/K)| = [L : K].
Beispiel 19.
Wie sieht die Galoisgruppe Γ(C/R) aus? Es gilt [C : R] = 2. Nach Korollar
4.3 ist diese Ko¨rpererweiterung normal. Die Ko¨rpererweiterung C/R ist al-
gebraisch und R hat die Charakteristik 0. Es la¨sst sich Satz 6.5 anwenden,
nach dem die Gleichheit von |Γ(C/R)| = [C : R] gilt. Nun ist die komplexe
Konjugation k : z → z¯ ein Automorphimus in C, der R fix la¨sst. Klarerweise
hat diese Eigenschaften auch die Identita¨tsabbildung. Es wurden zwei Au-
tomorphismen mit Fixko¨rper R gefunden, es ergibt sich diese Galoisgruppe:
Γ(C/R) = {Id, k}.
Wir betrachten nochmals die Ko¨rpererweiterung Q(
√
2)/Q, dessen Galois-
gruppe wir schon im Beispiel 18 gefunden haben. Der Satz 6.5 besta¨tigt das
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zuvor erhaltene Ergebnis, denn Q(
√
2)/Q ist normal, da sie nach Beispiel 4
den Grad 2 hat und sie ist separabel da es sich um eine algebraische Erwei-
terung handelt und charQ = 0 gilt. Das heißt Γ(Q(
√
2)/Q) = 2. Also sind
die beiden, im Beispiel 18 gefunden Abbildungen die einzigen.
Definition 30. Sei L/K eine galoissche Ko¨rpererweiterung und a in L, dann
nennt man die Elemente σ(a) mit σ ∈ Γ(L/K) Konjungierte von a.
Bei der folgenden Behauptung muss die Erweiterung nicht zwingend end-
lich sein, jedoch wird die Eigenschaft algebraisch vorausgesetzt.
Satz 6.6. Eine algebraische Ko¨rpererweiterung L/K ist genau dann ga-
loissch, wenn L/K normal und separabel ist.
Beweis. (⇒) Sei L/K eine algebraische Galoiserweiterung und sei a in L.
Betrachte nun die Menge aller Konjungierten von a:
N = {σ(a) | σ ∈ Γ(L/K)}.
Nach Lemma 3.3 ist jedes Element dieser Menge auch eine Nullstelle von
ma,K . Die Nullstellenmenge eines Polynoms ist endlich, so auch die Menge
N . Daraus folgt, dass ein τ ∈ Γ(L/K) eine Permutation der Nullstellen von




(X − ai) ∈ L[X]
besitzt ausschließlich Koeffizienten aus K. Denn ein σ ∈ Γ(L/K) bewirkt wie
erwa¨hnt nur eine Permutation der Elemente a1, . . . , an somit gilt σ(Q) = Q.
Aus diesem Grund liegen die Koeffizienten im Fixko¨rper F(Γ(L/K)), der
ist nach Voraussetzung gleich K. Das bedeutet, dass Q ∈ K[X] ist. Wegen
Q(a) = 0 ist ma,K ein Teiler von Q. Das Minimalpolynom ma,K ist also sepa-
rabel. Das Element a ∈ L wurde beliebig gewa¨hlt. Daher ist die Erweiterung
separabel und normal.
(⇐) Sei L/K normal und separabel und a ∈ L\K. Das Element a ist nun per
Definition auch separabel und da a /∈ K hat das Minimalpolynom ma,K eine
weitere Wurzel b 6= a, welche in einem algebraischen Abschluss von K liegt.
Nach Satz 3.4 gibt es genau einen Isomorphismus ϕ von K(a) nach K(b)
mit ϕ(a) = b. Aus Satz 4.1 la¨sst sich dieser zu einen K-Monomorphismus
ϕ¯ von L nach K¯ fortsetzen. Nach Voraussetzung ist L/K eine normale
Ko¨rpererweiterung. Der Satz 4.2 besagt, dass fu¨r jeden K-Homomorphismus
τ : L→ L¯ gilt τ(L) = L, das folgt insbesondere fu¨r ϕ¯. Daher ist ϕ¯ ∈ Γ(L/K);
da a beliebig aus L \ K war und ϕ¯ ein K-Automorphismus von L mit der
Eigenschaft ¯ϕ(a) = b 6= a existiert, ist L/K galoissch.
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Bemerkung. In dem Beweis des Satzes 6.6 wird verwendet, dass die Definiti-
on 29 eine a¨quivalente Formulierung der Form besitzt: Die Ko¨rpererweiterung
L/K ist galoissch, wenn fu¨r jedes a ∈ L \ K ein δ ∈ Γ(L/K) existiert mit
δ(a) 6= a.
Beispiel 20.
Die Ko¨rpererweiterung C/R ist nach Beispiel 19 normal und separabel und
nach Satz 6.6 galoissch. Diese Aussage wa¨re auch ohne den Satz 6.6 mo¨glich,
da durch Beispiel 19 die Elemente der Galoisgruppe und deren Fixko¨rper be-
kannt sind. Die Menge, die beide Abbildungen unvera¨ndert lassen, ist genau
R.
Das gilt auch fu¨r die Ko¨rpererweiterung Q(
√
2)/Q, denn auch sie ist nach
Beispiel 19 normal und separabel und nach Satz 6.6 galoissch.
Allgemein gilt, dass jede Ko¨rpererweiterung L/K vom Grad 2 und charK =
0, galoissch ist. Denn sie ist normal aufgrund des Korollars 4.3 und sepa-
rabel aufgrund von Lemma 5.7. Durch Anwendung von Satz 6.6 folgt die
Behauptung.
Fu¨r die kommenden U¨berlegungen sei L/K eine beliebige Ko¨rpererweiter-
ung. Es werden einige neue Notationen eingefu¨hrt, die das Handhaben der
folgenden Sa¨tze erleichtern. Wir beginnen mit einer Auflistung dieser:
1. Γ := Γ(L/K).
2. Z(L/K) bezeichnet die Menge aller Zwischenko¨rper von L/K.
3. U(L/K) oder U(Γ) bezeichnet die Menge aller Untergruppen von Γ.
4. Fu¨r jedes ∆ ∈ U(L/K) bezeichnet ∆+ := F(∆) =
{a ∈ L | δ(a) = a ∀δ ∈ ∆}.
5. Fu¨r jedes E ∈ Z(L/K) bezeichnet E− := Γ(L/E) =
{σ ∈ Γ(L/K) | σ(a) = a ∀a ∈ E}.
Bemerkung. ∆+ liegt in Z(L/K) und E− liegt in U(Γ).
Definition 31. Die +Abbildung wird definiert: + : U(Γ) → Z(L/K), die
Zuordnung der Elemente sieht folgendermaßen aus: ∆ 7→ ∆+. Die -Abbildung
wird folgendermaßen festgelegt: − : Z(L/K)→ U(Γ), die Elemente werden,
wie folgt zugeordnet: E 7→ E−.
Bemerkung. Seien ∆ ∈ U(Γ) und E ∈ Z(L/K), dann versteht man unter:
∆+− := (∆+)− bzw. E−+ := (E−)+ und ∆+−+ = (∆+−)+ bzw. E−+− =
(E−+)−.
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Lemma 6.7. Seien ∆,∆1,∆2 ∈ U(Γ) und E,E1, E2 ∈ Z(L/K) beliebig,
dann gilt:
1. ∆1 ⊆ ∆2 ⇒ ∆+1 ⊇ ∆+2 ; E1 ⊆ E2 ⇒ E−1 ⊇ E−2 .
2. ∆ ⊆ ∆+−; E ⊆ E−+.
3. ∆+−+ = ∆+; E−+− = E+.
Beweis. (1) Seien ∆1,∆2 ∈ U(Γ) und ∆1 ⊆ ∆2, ∆1 ist also eine Untergruppe
von ∆2, dadurch hat ∆2 genau die gleichen Elemente, also K-Automorph-
ismen, wie ∆1. Wenn ∆2 echt gro¨ßer ist, besitzt sie noch mehr K-Automorph-
ismen, die eventuell den Fixko¨rper verkleinern, daher gilt ∆+1 ⊇ ∆+2 .
Seien E1 und E2 aus Z(L/K) mit E1 ⊆ E2, dann gibt es fu¨r Automorph-
ismen, die E1 fix lassen gleich viele oder mehr Mo¨glichkeiten als fu¨r Auto-
morphismen bei denen E2 den Fixko¨rper bildet. Daraus folgt E
+
1 ⊇ E+2 .
(2) Sei ∆ ∈ U(Γ) und δ ∈ ∆ beliebig. Wir betrachten die Menge aller Ele-
mente in L, die δ alleine fix la¨sst F(δ). Dann gilt F(δ) ⊇ ∆+ = F(∆), wobei
F(δ) nach Lemma 6.1 ein Ko¨rper sein muss. Aus (a) folgt δ ∈ F(δ)− ⊆
F(∆)− = ∆+−. Jeder Automorphismus aus ∆ ist auch in ∆+−.
Sei E ∈ Z(L/K) und a ∈ E. Wir betrachtenK(a), das ist der kleinste Ko¨rper
der a und K entha¨lt. Es gilt also K(a) ⊆ E aus (a) folgt K(a)− ⊇ E−. In
K(a)− sind alle Automorphismen, die K(a) fix lassen. Wir wenden darauf
nochmals (a) an. Man erha¨lt a ∈ K(a)−+ ⊆ E−+. Es wurde gezeigt, dass
jedes a aus E auch in E−+ enthalten ist.
(3) Nach (2) gilt ∆ ⊆ ∆+− so folgt aus (1) ∆+ ⊇ (∆+−)+ = ∆+−+. Ande-
rerseits la¨sst sich aus (2) ∆+ ⊆ (∆+)−+ = ∆+−+ folgern. Also stimmt die
Behauptung ∆+ = ∆+−+.
Fu¨r E folgt aus (2) E ⊆ E−+ nach Anwendung von (1) erha¨lt man E− ⊇
(E−+)− = E−+−. Genauso la¨sst sich aus (2) E− ⊆ (E−)+− = E−+− folgern.
Es gilt somit E− = E−+−.
Bemerkung. Die +Abbildung bzw. die -Abbildung sind im Allgemeinen
weder injektiv noch surjektiv.
Definition 32. Die Untergruppe ∆ ∈ U(Γ) heißt abgeschlossen, wenn ∆ =
∆+−. Analog dazu definiert man: Ein Ko¨rper E ∈ Z(L/K) wird als abge-
schlossen bezeichnet, wenn gilt E = E−+. Die Mengen der eben definierten
abgeschlossenen Elemente werden mit Ua(Γ) bzw. mit Za(L/K) bezeichnet.
Lemma 6.8. Sei E ∈ Z(L/K) dann sind die folgende Punkte a¨quivalent:
1. E ist abgeschlossen.
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2. Es existiert ein ∆ ∈ U(Γ), sodass E = ∆+.
3. L/E ist galoissch.
Beweis. (1)⇒(2) Sei E ∈ Z(L/K) abgeschlossen, also gilt E = E−+, dann
existiert ein ∆ ∈ U(Γ) mit ∆ = E−, da nach Bemerkung E− ein Element von
U(Γ) ist. Durch das Einsetzen von dem gefundenen ∆ ergibt sich E = ∆+.
(2)⇒(3) Sei ∆ ∈ U(Γ) mit E = ∆+. Es ist E = Γ(L/E)+ zu zeigen. Wegen
E = ∆+ gilt ∆ ⊆ Γ(L/E), daher ist E = ∆+ ⊇ Γ(L/E)+. Daraus folgt
also E ⊇ Γ(L/E). Die Inklusion E ⊆ Γ(L/E)+ ist trivial. Es gilt nun E =
Γ(L/E)+
(3)⇒(1) Sei die Ko¨rpererweiterung L/E galoissch, dann gilt per Definition
E = ∆+ fu¨r ∆ := Γ(L/E) = E−. Nach Einsetzen von E− fu¨r ∆, folgt
E = (E−)+ = E−+, also ist E abgeschlossen.
Lemma 6.9. Sei ∆ ∈ U(Γ), dann gilt: ∆ ist genau dann abgeschlossen, wenn
ein E ∈ Z(L/K) existiert, sodass ∆ = E−.
Beweis. (⇒) Sei ∆ ∈ U(Γ) abgeschlossen, dann gilt per Definition ∆+− = ∆.
Es existiert ein E ∈ Z(L/K) mit E = ∆+, da ∆ durch die +Abbildung
immer zu einem Ko¨rper wird, siehe Lemma 6.1. Durch das Einsetzen erha¨lt
man E− = ∆.
(⇐) Sei ∆ ∈ U(Γ), mit ∆ = E− fu¨r ein E ∈ Z(L/K). Aus der Gleichheit
und Lemma 6.7(c) folgt ∆+− = E−+− = E− = ∆.
Lemma 6.10. Die +Abbildung eingeschra¨nkt auf abgeschlossene Untergrup-
pen, also F : Ua(Γ)→ Za(L/K) mit ∆ 7→ ∆+ ist bijektiv. Die Umkehrabbil-
dung ist G : E 7→ E−.
Beweis. Allgemein gilt fu¨r jedes ∆ ∈ U(Γ), dass ∆+ ∈ Za(L/K) ist. Auf-
grund von Lemma 6.7 gilt (∆+)−+ = ∆+−+ = ∆+. Insbesondere erfu¨llt
das auch jedes ∆ ∈ Ua(Γ). Analog betrachtet man E ∈ Za(L/K) fu¨r die
gilt E− ∈ Ua(Γ), das erfu¨llen wiederum alle E ∈ Z(L/K), wegen Lem-
ma 6.7 mit (E−)+− = E−. Die Abgeschlossenheit von ∆ und E wird erst
jetzt gebraucht. Aus G(F(∆)) = ∆+− = ∆ fu¨r ein beliebiges ∆ ∈ Ua(Γ)
und F(G(E)) = E−+ = E fu¨r ein beliebiges E ∈ Za(L/K) zeigt sich, dass
G ◦ F = IdUa(Γ) und F ◦ G = IdZa(L/K) ist. Also sind F und G bijektive
Funktionen und G ist die Umkehrfunktion von F .
Satz 6.11. Eine Ko¨rpererweiterung L/K ist genau dann galoissch, wenn L
Zerfa¨llungsko¨rper einer Familie separabler Polynome aus K[X] ist.
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Beweis. (⇒) Sei L/K eine galoissche Ko¨rpererweiterung, dann ist nach Satz
6.6 L/K normal und separabel. Nach Satz 4.2 gilt, dass L der Zerfa¨llungs-
ko¨rper einer Menge A von Polynomen aus K[X] ist. Da L/K separabel ist,
ist A eine Menge von separablen Polynomen.
(⇐) Sei L der Zerfa¨llungsko¨rper einer Menge A ⊆ K[X] separabler Polyno-
me. Es fehlt noch die Separabilita¨t von L/K zu zeigen. Sei nun N = {a ∈
L | ∃P ∈ A mit P (a) = 0}. Da L der Zerfa¨llungsko¨rper von A ist, gilt
L = K(N). Die Menge N besteht nur aus separablen Elementen, denn die
Minimalpolynome der Elemente aus N teilen die separablen Polynome aus
A. Nach Satz 5.14 und anschließender Bemerkung ist die Ko¨rpererweiterung
L/K auch separabel. Es gilt wegen dem Satz 4.2, dass L/K normal ist. Nach
Satz 6.6 ist L/K galoissch.
Satz 6.12 (Krull). Sei L/K eine algebraische Ko¨rpererweiterung und Γ =
Γ(L/K) die dazugeho¨rige Galoisgruppe. Unter diesen Voraussetzungen erfu¨llt
jeder Zwischenko¨rper E von L/K:
1. Jede Ko¨rpererweiterung L/E ist galoissch und jeder Zwischenko¨rper E
ist abgeschlossen.
2. Jeder K-Homomorphismus von E in einen algebraischen Abschluss L¯
von L ist zu einem Element aus Γ fortsetzbar.
3. Die Ko¨rpererweiterung E/K ist genau dann galoissch, wenn Γ(L/E)
ein Normalteiler von Γ ist.
Beweis. (1) Nach Voraussetzung ist L/K galoissch, aufgrund von Satz 6.11
ist L Zerfa¨llungsko¨rper einer Menge separabler Polynome A ⊆ K[X]. Wir
betrachten nun die Polynome aus A u¨ber dem Ko¨rper E, dann bleiben die
Elemente aus A separabel u¨ber L. Durch erneute Anwendung des Satz 6.11
ist L/E galoissch. Nach Lemma 6.8 gilt fu¨r eine galoissche Ko¨rpererweiterung
L/E, dass E abgeschlossen ist.
(2) Aufgrund des Satzes 4.1 kann man einen beliebigen K-Homomorphismus
τ von E nach L¯, der ja immer injektiv ist, zu einem Monomorphismus τ¯
von L nach L¯ erweitern, sofern L/K algebraisch ist. Das trifft in diesem Fall
zu. Bei L/K handelt es sich um eine galoissche Erweiterung daher gilt nach
Satz 6.6, dass L/K normal ist. Aus Satz 4.2 la¨sst sich fu¨r die nun normale
Ko¨rpererweiterung L/K folgern, dass τ¯(L) = L ist, daher gilt τ¯ ∈ Γ
(3) (⇒) Sei E/K galoissch, dann ist nach Satz 6.6 E/K normal. Aus dem Satz
4.2 gilt fu¨r jedes τ ∈ Γ, dass τ(E) = E. Schra¨nkt man nun τ auf E ein, dann
ist τ|E ∈ Γ(E/K), da alle τ den Ko¨rper K fix lassen. Die Aussage im Punkt
(2) impliziert, dass die Abbildung ϕ : τ → τ|E surjektiv ist. Die Abbildung
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ϕ stellt einen Epimorphismus von Γ auf Γ(E/K) dar. Wir untersuchen nun
den Kern der Abbildung genauer:
τ ∈ kern ϕ⇔ τ|E = idE ⇔ τ ∈ Γ(L/E).
Es gilt Γ(L/E) = kern ϕ und der kern ϕ ist ein Normalteiler der Urbild-
gruppe, also von Γ(L/K).
(⇐) Sei Γ(L/E) = E− ein Normalteiler von Γ. Seien σ ∈ Γ, τ ∈ E− und
a ∈ E beliebig, dann gilt σ−1τσ(a) = τ(a) = a oder τσ(a) = σ(a). Daraus
folgt, dass σ(a) ein Element des Fixko¨rpers von E− ist, also σ(a) ∈ E−+.
Aufgrund der Aussage (1) ist jeder Zwischenko¨rper von L/K abgeschlossen,
dann ist σ(a) ∈ E−+ = E. Daraus begru¨ndet sich σ(E) ⊆ E. Es gilt auch
σ(E) ⊇ E, denn sei σ−1 ∈ Γ, dann folgt στσ−1(a) = a. Es gilt aufgrund des
vorigen Arguments σ−1(a) ∈ E und daraus folgt σ−1(E) ⊆ E, das bedeutet
E ⊆ σ(E). Die nun erhaltene Gleichheit σ(E) = E, ergibt σ|E ∈ Γ(E/K).
Sei b ∈ E \ K so existiert ein σ ∈ Γ mit σ(b) 6= b, da ja L/K galoissch ist
und der Fixko¨rper genau K sein muss. Es folgt σ|E(b) 6= b, daher ist E/K
galoissch.
Der wichtige Satz von Dedekind wird in zwei Schritten bewiesen und
gliedert sich hier in einen Satz und einen Hilfssatz.
Satz 6.13 (Dedekind). Sei L ein Ko¨rper und Γ eine endliche Untergruppe
von AutL mit Fixko¨rper K, dann gilt [L : K] = |Γ|.
Hilfssatz 6.14. Unter den obigen Voraussetzungen ist L/K separabel und
fu¨r jedes a ∈ L gilt [K(a) : K] ≤ |Γ|.
Beweis. Sei a ∈ L und M = {ϕ(a) | ϕ ∈ Γ} die Menge der Konjungierten
von a. Bilde das Polynom Q =
∏




i ∈ L[X]. Es gilt auch γ(M) = M fu¨r alle γ ∈ Γ, so folgt
nun mit dem selben Argument, wie im Beweis von Satz 6.6, dass Q ∈ K[X]
ist. Das Polynom Q hat nur einfache Wurzeln, da in der Menge M jedes ϕ(a)
nur einmal vorkommt und a ist Nullstelle von Q, also ist a separabel u¨ber
K. Das Element ist also auch algebraisch, dann gilt aufgrund von Satz 1.6,
dass [K(a) : K] = deg ma,K ≤ degQ = |M | ≤ |Γ|.
Beweis. Aufgrund des Hilfssatz 6.14 gilt [K(a) : K] ≤ |Γ| fu¨r alle a ∈ L.
Daraus folgt es existiert ein c ∈ L mit [K(c) : K] ≥ [K(a) : K] fu¨r alle a ∈ L.
Es la¨sst sich die Behauptung L = K(c) folgern. Angenommen L 6= K(c),
dann existiert ein b ∈ L \K(c). Wir betrachten nun K(c)(b) ⊃ K(c), dann
gilt nach Satz 1.1:
[K(c)(b) : K] = [K(c)(b) : K(c)]︸ ︷︷ ︸
>1
[K(c) : K] > [K(c) : K].
50
Nach dem Satz 5.12 vom primitiven Element existiert ein Element d, so-
dass K(a)(b) = K(d), daraus folgt [K(d) : K] > [K(c) : K], das steht
im Widerspruch zum maximalen Element. Also gilt L = K(c). Aus der
Abscha¨tzung des Hilfssatz 6.14 gilt nun [L : K] = [K(c) : K] ≤ |Γ|. An-
dererseits folgt aus Lemma 6.2 die Abscha¨tzung fu¨r endliche Erweiterungen
L/K durch |Γ| ≤ |Γ(L/K)| ≤ [L : K]. Daher gilt |Γ| = [L : K].
Satz 6.15 (Hauptsatz der endlichen Galoistheorie). Fu¨r jede endliche Ga-
loiserweiterung L/K mit Galoisgruppe Γ sind alle Zwischenko¨rper von L/K
und alle Untergruppen von Γ abgeschlossen. Die Abbildungen F und G sind
bijektiv und invers zueinander, sie sind folgendermaßen definiert:
F : U(Γ)→ Z(L/K), ∆ 7→ F(∆)
G : Z(L/K)→ U(Γ), E 7→ Γ(L/E).
Zusa¨tzlich gelten fu¨r E ∈ Z(L/K) folgende Aussagen:
1. Jedes E erfu¨llt |Γ(L/E)| = [L : E].
2. Die Ko¨rpererweiterung L/E ist galoissch und E ist abgeschlossen.
3. Jeder K-Homomorphismus ϕ von E in einen algebraischen Abschluss
L¯ von L ist zu ϕ¯ fortsetzbar, sodass ϕ¯ ∈ Γ.
4. Die Ko¨rpererweiterung E/K ist genau dann galoissch, wenn Γ(L/E)
Normalteiler von Γ ist.
Beweis. Da L/K endlich ist, folgt nach Lemma 6.2 auch, dass Γ endlich ist
und daher auch die Untergruppe Γ(L/E), wo alle Automorphismen Fixko¨rper
E haben. Es la¨sst sich dadurch Satz 6.13 anwenden, nachdem die Behauptung
[L : E] = |Γ(L/E)| fu¨r beliebiges E ∈ Z(L/K) ihre Gu¨ltigkeit erlangt.
Aufgrund von Satz 6.12 folgen die Aussagen (2)-(4). Um aus dem Lemma
6.10 die Bijektivita¨t von F und G folgern zu ko¨nnen, muss man zeigen, dass
jedes ∆ ∈ U(Γ) abgeschlossen ist, also ∆+− = ∆. Fu¨r die Zwischenko¨rper
E ∈ Z(L/K) erweist sich die Aussage (1) aus Satz 6.12 als hilfreich. Sei
nun ∆ ∈ U(Γ) beliebig. Es ist ja Γ endlich und ∆ eine endliche Untergruppe
von Γ, dann gilt nach Satz 6.13, dass [L : ∆+] = |∆|. Es existiert ein E ∈
Z(L/K) mit E := ∆+. Nach Lemma 6.7 gilt ∆ ⊆ ∆+− und E = ∆+ =
∆+−+. Daher ist E auch Fixko¨rper von E− = ∆+−. Aus Satz 6.13 folgt
[L : ∆+] = |∆+−|. Also wird durch |∆| = [L : ∆+] = |∆+−| die Eigenschaft
abgeschlossen, ∆ = ∆+−, erfu¨llt. Es handelt sich jetzt bei F und G um
Abbildungen, wie im Lemma 6.10 beschrieben, also sind F und G bijektiv
und invers zueinander.
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Korollar 6.16. Sei L/K eine endliche Ko¨rpererweiterung, dann gelten fol-
gende A¨quivalenzen:
1. L/K ist galoissch.
2. L/K ist normal und separabel.
3. L ist Zerfa¨llungsko¨rper eines separablen Polynoms P ∈ K[X].
4. L ist Zerfa¨llungsko¨rper eines irreduziblen und separablen Polynoms
P ∈ K[X].
5. Fu¨r den Grad der Ko¨rpererweiterung gilt [L : K] = |Γ(L/K)|.
Beweis. Im Wesentlichen sind das alles Folgerungen aus den vorangegangen
Sa¨tzen, im Detail:
(1)⇔(2) Diese A¨quivalenz folgt aus Satz 6.6.
(1)⇔(3) Folgt aus Satz 6.11.
(1)⇔(5) Nach dem Haupsatz der endlichen Galoistheorie gilt fu¨r jeden Zwi-
schenko¨rper E von L/K die Gleichung [L : E] = |Γ(L/E)|, also auch fu¨r K,
dass [L : K] = |Γ(L/K)|.
(3)⇒(4) Diese Implikation trifft zu, da die Menge der irreduziblen und sepa-
rablen Polynome eine Teilmenge der separablen Polynome ist.
(4)⇒(2) Folgt aus Satz 6.11.
Die Galoisgruppe einer endlichen Ko¨rpererweiterung ist aufgrund des Korol-
lars 6.16 immer endlich, deswegen hat sie auch nur endlich viele Untergrup-
pen. Der Hauptsatz der endlichen Galoistheorie 6.15 besagt dann, dass diese
Ko¨rpererweiterung auch nur endliche viele Zwischenko¨rper hat. Fu¨r Erweite-
rungen von Ko¨rpern mit Charakteristik 0 ist das ein erstaunliches Ergebnis.
Intuitiv mo¨chte man glauben, dass die Adjunktionen zwei verschiedener Ele-
mente auch verschiedene Zwischenko¨rper erzeugen. Jedoch ist das nur bei
einigen wenigen der Fall, die meisten erzugen bei der Adjunktion sogar den
ganzen Ko¨rper.









5) ist Zerfa¨llungsko¨rper des separablen Polynoms (X2−





5)/Q galoissch. Mit den Minmalpolynome m√2,Q = X2 − 2 und
m√5,Q(√2) = X













2) : Q] = 2 · 2 = 4.
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Also hat nach dem Korollar 6.16 die Galoisgruppe der hier behandelten



















5) und σ ist ein selbstinverser Q(
√
2)-Automorphismus, der√
5 auf −√5 abbildet, vergleiche dazu das Beispiel 18. Auf die gleich Art und
Weise la¨sst sich ein selbstinverser Q(
√
5)-Automorphismus τ erzeugen, der√





5. Es wurden also vier verschiedene Automorphis-





5)/Q = {Id, σ, τ, στ}.
Wir untersuchen nun die Fixko¨rper der Untergruppen der Galoisgruppe. Die
Galoisgruppe hat auf alle Fa¨lle die trivialen Untergruppen, die Identita¨t und
sich selbst. Es muss mindestens eine Untergruppe der Ordnung 2 existie-
ren, so erzeugen σ und τ eine Untergruppe, da sie selbstinvers sind. Weiters
erzeugt das Element στ ebenfalls eine Untergruppe der Ordnung 2, da es
auch selbstinvers ist. Es ist also jedes Element der Galoisgruppe selbstin-
vers, es kann also keine weitere Untergruppen der Ordnung 2 geben. Al-
so hat die Ko¨rpererweiterung drei echte Zwischenko¨rper. Wie oben schon
erwa¨hnt la¨sst die Abbildung σ den Ko¨rperQ(
√
2) fest, bei τ wirdQ(
√
5) nicht










10, also ist der Fixko¨rper
F(〈στ〉) = Q(√10). Es wurden alle drei Zwischenko¨rper von Q(√2,√5)/Q
gefunden.
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7 Konstruktion mit Zirkel und Lineal
7.1 Konstruierbarkeit
In diesem Kapitel findet die Galoistheorie Anwendung auf geometrische Kon-
struktionen. Zuerst bedarf es jedoch einer Einfu¨hrung in diese Thematik, die
vorerst den Hauptsatz der endlichen Galoistheorie nicht verwendet. Zu Be-
ginn dieses Abschnitts muss gekla¨rt werden, was es bedeutet, Konstruktionen
mit Zirkel und Lineal durchzufu¨hren. Aufgrund der besseren Begriﬄichkeit
verwende ich fu¨r die Konstruktionsprobleme, die komplexe Zahlenebene C.
Es wa¨re genau so mo¨glich, siehe im Buch
”
Algebra“ von Artin. M (Kapitel
13.4, [2]), diese Thematik in R aufzufassen. In diesem Buch ist ein Punkt in
der Ebene nur dann konstruierbar, wenn seine kartesischen Koordinaten kon-
struierbar sind. Das fa¨llt in der komplexen Zahlenebene weg, denn ein Punkt
(x|y) ∈ R2 wird mit z = x+ iy ∈ C identifiziert. Jede Konstruktion beginnt
mit einer Startmenge, in der alle Punkte als bereits konstruiert gelten. Mit
Hilfe dreier elementaren Konstruktionen ko¨nnen aus der Startmenge gewisse
Punkte konstruiert werden. Das interessante an diesem Kapitel ist, dass die-
se Konstruktionsprobleme in die Sprache der Ko¨rpererweiterungen u¨bersetzt
werden. In diesem Kapitel richte ich mich nach den Bu¨chern:
”
Algebra“ von
Bosch (Kapitel 6.4, [4]) und
”
Algebra“ von Karpfinger und Meyberg (Kapitel
21, [9]). Alle Skizzen wurden mit der Software
”
GeoGebra“ erstellt.
Definition 33. Sei S ⊂ C, |S| ≥ 2 die Startmenge, ein Punkt z ∈ C la¨sst
sich mit Zirkel und Lineal konstruieren, wenn M sich durch endlich viele
elementare Konstruktionsschritte zu einer Teilemenge S ′ ⊂ C mit z ∈ S ′
vergro¨ßern la¨sst.
Definition 34. Es werden folgende drei Typen von elementaren Konstruk-
tionen zugelassen.
1. Seien g1 und g2 zwei nichtparallele Geraden in C, wobei die Gerade
g1 durch die Punkte z1, z2 ∈ S und g2 durch die Punkte z3, z4 ∈ S
festgelegt wird. Dann gilt der Schnittpunkt z5 der beiden Geraden als
konstruiert und der Punkt z5 liegt nun in S
′.
54
2. SeiK eine Kreislinie in C um den Mittelpunkt z1 ∈ S mit einem Radius,
der durch den Abstand |z3 − z2| zweier Punkte z2, z3 ∈ S gegeben
wird. Sei weiters g eine Gerade gegeben durch die Punkte z4, z5 ∈ S.
Dann betrachtet man die Menge der Schnittpunkte zwischen Kreis und
Geraden als konstruiert und erweitert die Menge S zu S ′.
3. Seien K1 und K2 zwei nicht identische Kreise in C mit den Mittelpunk-
ten z1, z2 ∈ C und den Radien |z4 − z3| und |z6 − z5|. Dann gilt die
Menge der Schnittpunkte von K1 und K2 als konstruiert und erweitert
damit S auf S ′.
Die Menge aller mit Zirkel und Lineal aus S konstruierbaren Punkte in C
wird mit K(S) bezeichnet.
Aus den elementaren Konstruktionen lassen sich unmittelbar folgende
fu¨nf Konstruktionen ableiten, die spa¨ter beno¨tigt werden.
Korollar 7.1. Seien die Punkte 0, 1, z1, z2, z3 ∈ C und eine Gerade g in C
gegeben, dann lassen sich folgende Konstruktionen durchfu¨hren:
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1. Es lassen sich beliebig große Absta¨nde erzeugen.
2. Das Lot von z1 auf g und die Senkrechte von z2 auf g lassen sich kon-
struieren.
3. Der Mittelpunkt zweier Punkte z1 und z2 kann konstruiert werden.
4. Es kann eine Parallele zu g durch einen Punkt z1 erzeugt werden.
5. Die winkelhalbierende Gerade kann konstruiert werden.
Beweis. Die Beweise der einzelenen Punkte erfolgen durch Verwendung der
elementaren Konstruktionen:
(1) Durch Verwendung der Elementarkonstruktion (2) lassen sich beliebige
Absta¨nde konstruieren.
(2) Seien der Punkt z1 und die Gerade g gegeben, wobei z1 /∈ g. Dann
erfolgt im ersten Schritt durch Anwendung der Elementarkonstruktion (2),
die Konstruktion eines Kreises mit dem Mittelpunkt z1 und einem Radius,
sodass sich zwei Schnittpunkte s1, s2 ∈ g mit dem Kreis und der Gerade er-
geben. Verwende nun einen dieser Schnittpunkte, o.B.d.A s1 als Mittelpunkt
eines Kreises K1 mit dem Radius |s1 − z1|. Anschließend erstellt man einen
zweiten Kreis K2 mit dem Mittelpunkt s2 und dem Radius |s2 − z1|. Durch
Verwendung der Elementarkonstruktion (3) schneidet man K1 und K2, so-
dass sich zwei Schnittpunkte z1 und s3 ergeben. Als letzten Schritt wird das
Lot gezogen, das entspricht der Gerade, die durch die Punkte z1 und s3 geht.
Seien z1 und g eine Gerade mit z1 ∈ g. Wir erstellen einen Kreis mit Mit-
telpunkt z1 und einen beliebigen Radius |r| > 0. Durch das Schneiden des
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Kreises und der Gerade g enstehen zwei Schnittpunkte s1 und s2. Wir kon-
struieren nun zwei Kreise mit gleichen Radien |r2| > |r|, einen mit Mit-
telpunkt s1 und den anderen mit Mittelpunkt s2. Die Schnittpunkte dieser
zuvor erstellten Kreise, definieren die Senkrechte auf g durch z1.
(3) Seien z1 und z2 gegeben. Wir ziehen eine Gerade g durch beide gegebenen
Punkte und erstellen zwei Kreise mit gleichen Radien |r| > 1
2
|z1 − z2|, wobei
einmal z1 und das andere Mal z2 der Mittelpunkt ist. Durch den Schnitt der
beiden soeben erstellten Kreise, erha¨lt man zwei Schnittpunkte s1 und s2,
durch diese wird eine Gerade l gezogen. Der Schnitt von l mit g ergibt den
Mittelpunkt von z1 und z2.
(4) Sei eine Gerade g und Punkt z1 gegeben. Wir konstruieren das Lot l von
z1 auf g nach Punkt (2) und anschließend die Senkrechte in z1 auf l.
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(5) Seien zwei nicht parallele Geraden g und l mit einem Schnittpunkt s1
gegeben. Wir konstruieren einen Kreis mit Mittelpunkt s1 und Radius |r| > 0.
Durch den Schnitt von dem Kreis mit g und l erha¨lt man zwei Punkte s2, s3.
Wir erstellen zwei neue Kreise K1, K2 mit den Mittelpunkten s2 und s3 und
mit gleichen Radien von |r| > 1
2
|s2− s3|. Im Schnitt von K1 und K2 liegt ein
neuer Punkt s4. Die Gerade, die durch die Punkte s1 und s4 verla¨uft ist die
Winkelhalbierende.
Im folgende Satz wird die Wurzel aus einem komplexen Element z beno¨tigt,√
z ist so zu verstehen, dass (
√
z)2 = z ist. Wir beno¨tigen einen Hilfssatz um
im Anschluss das Lemma 7.3 zu beweisen.
Hilfssatz 7.2. Die Menge aller konstruierbaren Punkte K(S) mit 0, 1 ∈ S
ist ein Teilko¨rper von C mit den Eigenschaften:
1. z ∈ K(S)⇒ √z ∈ K(S).
2. z ∈ K(S)⇒ z¯ ∈ K(S).
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Beweis. Um zu zeigen, dass K(S) ein Teilko¨rper von C mit den oben an-
gefu¨hrten Eigenschaften ist, mu¨ssen folgende Implikationen nachgewiesen
werden.
1. z1, z2 ∈ K(S)⇒ z1 + z2 ∈ K(S).
2. z ∈ K(S)⇒ −z ∈ K(S).
3. z1, z2 ∈ K(S)⇒ z1z2 ∈ K(S).
4. z ∈ K(S)⇒ z−1 ∈ K(S).
5. Fu¨r die Eigenschaft (1) z ∈ K(S)⇒ √z ∈ K(S).
6. Fu¨r die Eigenschaft (2) z ∈ K(S)⇒ z¯ ∈ K(S).
Die einzelnen Punkt werden mittels geometrischer Konstruktion gezeigt:
1. Seien z1 und z2 gegeben. Es bedarf einer Fallunterscheidung.
1.Fall: Die Punkte 0, z1, z2 liegen nicht auf einer Geraden. Wir erstellen
zwei Geraden g und l, g durchla¨uft die Punkte 0 und z1 und l wird
durch 0 und z2 gelegt. Nach Korollar 7.1 ist das Parallelverschieben
konstruierbar, verschiebe g parallel durch z2 und l durch z1. Die beiden
neu konstruierten parallelen Geraden bilden einen Schnittpunkt, das
ist z1 + z2.
2.Fall: Die Punkte 0, z1, z2 liegen auf einer Geraden. Wir erstellen die
Gerade, die durch die drei Punkte verla¨uft und einen Kreis mit dem
Punkt als Mittelpunkt, dessen Betrag gro¨ßer ist. Das sei o.B.d.A. z2
mit dem Radius r = |z1 − 0| = |z1|. Aus dem Schnitt zwischen Kreis
und Gerade ergibt sich z1 + z2.
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2. Sei z ∈ K(S). Wir legen eine Gerade durch die Punkte 0 und z und
erstellen einen Kreis mit Mittelpunkt 0 und Radius r = |z − 0| = |z|.
Der Schnittpunkt des Kreises mit der Gerade ergibt −z.
3. Seien z1 und z2 gegeben. Die Punkte lassen sich schreiben als z1 = r1e
iϕ1
und z2 = r2e
iϕ2 . Wir erstellen eine Gerade, die Koordinatenachse, durch
die Punkte 0 und 1, sowie eine Gerade g1 durch die Punkte z2 und 1.
Wir konstruieren anschließend einen Kreis K1 mit Mittelpunkt 0 und
Radius r1. Der Schnittpunkt s1 zwischen der Koordinatenachse und
dem Kreis K1 hat die Entfernung |r1| zu dem Ursprung. Wir erstel-
len eine Parallele g2 zu g1 durch s1 und eine weitere Gerade g3 durch
0 und z2. Durch den Schnitt von g2 und g3 erha¨lt man s2. Der Ab-






. Die La¨nge ist konstruiert, es fehlt noch der Winkel von z1z2.
Dazu mu¨ssen ϕ1 und ϕ2 addiert werden. Sei o.B.d.A. |z2| < |z1|, wir
konstruieren einen Kreis K2 mit dem Mittelpunkt 0 und Radius der
La¨nge |s2| und eine Gerade g4 durch die Punkte 0 und z1. Durch den
Schnitt von K2 mit g4 erhalten wir s3 und s4 entsteht beim Schnitt mit
der Koordinatenachse. Anschließend erstellen wir einen Kreis K3 mit
dem Mittelpunkt in s2 und Radius r3 = |s4− s3|. Durch das Schneiden
von K2 mit K3 erha¨lt man z1z2.
4. Sei z = reiϕ gegeben, gesucht ist die Konstruktion von z−1 = 1
r
e−iϕ.
Es la¨sst sich z¯ konstruieren, siehe Punkt 7, ohne dass Punkt 4 dazu
verwendet wird, es ergibt sich damit kein Zirkelschluss. Der Punkt z¯ =
re−iϕ hat den Winkel −ϕ. Das gesuchte Inverse liegt auf der Gerade g1,
die durch 0 und z¯ verla¨uft. Es fehlt noch, die La¨nge 1
r
zu konstruieren.
Der Punkt i kann durch den Schnitt des Kreises mit Mittelpunkt 0
und Radius r1 = |1 − 0| = |1| und der y-Achse konstruiert werden.
Wir erstellen anschließend einen Kreis K1 mit dem Mittelpunkt in 0
und dem Radius r. Im Schnitt von K1 und der y-Achse liegt der Punkt
ir. Wir ziehen eine Gerade g2 von ir nach 1 und verschieben diese
parallel durch den Punkt i. Durch den Schnitt der soeben konstruierten
Parallelen und der waagrechten Koordinatenachse ergibt sich der Punkt
r−1. Die Begru¨ndung, dass es sich bei diesem Punkt um r−1 handelt







= r−1. Schlussendlich muss noch ein Kreis K2 mit dem
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Mittelpunkt 0 und dem Radius r2 = |r−1−0| = |r−1| mit g1 geschnitten
werden, um den Punkt z−1 = 1
r
e−iϕ zu erhalten.






2 . Die Konstruktion
der Koordinatenachsen aus den Punkten 0 und 1 wurde in den zuvor
erwa¨hnten Punkten gezeigt. Es kann nach Korollar 7.1 (5) die Winkel-
halbierende g1 von der waagrechten Koordinatenachse und der Geraden
durch die Punkte 0 und z konstruiert werden. Wir schneiden nun den
Kreis mit Mittelpunkt 0 und der waagrechten Koordinatenachse, so
erha¨lt man den Punkt r. Wir erstellen nun den Mittelpunkt M der
Punkte r und −1. Der Punkt −1 kann auf die gleiche Art konstruiert
werden, wie i zuvor. Wir ziehen nun einen Kreis K1 mit Mittelpunkt M
und Radius r1 = |M − r|. Wir schneiden K1 mit der senkrechten Koor-
dinatenachse und erhalten den Punkt x. Nach dem Satz von Thales ist
das Dreieck durch die Punkte −1, r, x ein rechtwinkeliges Dreieck. Nun
la¨sst sich der Ho¨hensatz anwenden, dadurch erha¨lt man 1 · r = |x|2. Es
gilt also
√
r = |x|, dadurch ergibt sich x = i√r. Wir erstellen einen
Kreis K2 mit Mittelpunkt in 0 und Radius r2 = |i
√
r−0|. Wir schneiden








6. Sei ein Punkt z gegeben. Wir erstellen das Lot durch den Punkt z auf
die Gerade, die durch 0 und 1 la¨uft. Durch den Schnitt der Normalen
und der Geraden ensteht ein Schnittpunkt s1, wir verwenden diesen als
Mittelpunkt eines Kreises mit Radius r = |z − s1|. Aus dem Schnitt
von Gerade und Kreis resultiert z¯.
Es wurden alle Punkte fu¨r einen Teilko¨rper gezeigt.
Definition 35. Sei S die Menge der gegebenen Punkte, dann versteht man
unter S¯ = {s¯ | s ∈ S}.
Lemma 7.3. Sei S ⊂ C mit 0, 1 ∈ S und sei z ∈ C, dann ist a¨quivalent:
1. z ∈ K(S).
2. Es existiert eine Ko¨rperkette Q(S ∪ S¯) = K0 ⊆ K1 ⊆ . . . ⊆ Kn ⊆ C
mit z ∈ Kn und [Ki : Ki−1] = 2 fu¨r alle i ∈ {1, . . . , n}.
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Beweis. (1)⇒(2) Sei z ∈ K(S), also ist z mit Zirkel und Lineal konstruier-
bar. Es genu¨gt die Fa¨lle zu betrachten, wo z aus einem einzigen elementa-
ren Konstruktionsschritt konstruierbar ist. Also mu¨ssen nach Definition 34
drei Fa¨lle unterschieden werden. Dabei muss dann gezeigt werden, dass zu
z eine Ko¨rperkette S ⊆ K1 ⊆ K2 existiert (eigentlich ist S kein Ko¨rper,
wir begru¨nden gleich darunter warum wir S als Ko¨rper annehmen ko¨nnen)
mit z ∈ K2, sodass gilt [K1 : S] ≤ 2 und [K2 : K1] ≤ 2. Der Fall das
z mehrere Konstruktionsschritte beno¨tigt, setzt sich wiederum aus mehre-
ren elementaren Konstruktionsschritten zusammen und folgt mit Induktion
aus dem Spezialfall. Bevor die einzelnen Schritte gezeigt werden, ko¨nnen
noch ein paar Annahmen gemacht werden. An sich ist S kein Ko¨rper, da
K(S) ⊆ K(Q(S ∪ S¯)), kann man S durch Q(S ∪ S¯) ersetzen, oder aber S
gleich als einen Ko¨rper annehmen, der unter der komplexen Konjugation in-
variant bleibt. Weiters darf angenommen werden, dass i ∈ S ist, andernfalls
ersetzt man S durch S(i). Diese Adjunktion entspricht einer Erweiterung
zweiten Grades.
1. Fall: Wir untersuchen diejenige Elementarkonstruktion fu¨r z, die sich als
Schnitt zweier nichtparallelen Geraden ergibt. Sei z der Schnittpunkt zweier
solcher Geraden g1 und g2
g1 = {z1 + t(z2 − z1) | t ∈ R}
g2 = {z3 + u(z4 − z3) | u ∈ R}
wobei z1, z2, z3, z4 ∈ S. Man erha¨lt die Gleichung:
z1 + t(z2 − z1) = z3 + u(z4 − z3).
Aus der einen Gleichung lassen sich zwei Gleichungen erstellen, indem man in
Realteil und Imagina¨rteil aufspaltet. Die Koeffizienten dieser linearen Glei-
chungen sind aus S, aus diesem Grund sind die Lo¨sungen t0, u0 in S. Der
Schnittpunkt z liegt ebenfalls in S, denn z ergibt sich aus:
z = z1 + t0(z2 − z1) = z3 + u0(z4 − z3).
Dieser Fall stellt also gar keine echte Ko¨rpererweiterung dar.
2. Fall: Wir betrachten nun z also Lo¨sung des elementaren Konstruktions-
schritt, der sich durch den Schnitt von Kreis K und Geraden g ergibt.
K = {k ∈ C | |k − z1|2 = |z3 − z4|2}
g = {z4 + t(z5 − z4) | t ∈ R}
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wobei z1, z2, z3, z4, z5 ∈ S. Der Schnittpunkt z ergibt sich als Lo¨sung der
Gleichung:
|z4 + t(z5 − z4)− z1|2 = |z3 − z2|2.
Es handelt sich hierbei um eine quadratische Gleichung in t, die Lo¨sungen
dieser lassen sich aus dem Realteil und Imagina¨rteilen von z1, z2, z3, z4, z5
berechnen. Die Lo¨sung z ist eine Nullstelle des Polynoms, das sich aus der
obigen Gleichung durch Umformen ergibt. Also ist das Minimalpolynom von
z u¨ber S ein Teiler von diesem eben erwa¨hnten Polynom und hat daher einen
Grad kleiner gleich 2. Daraus ergibt sich fu¨r die Ko¨rpererweiterung S(z)/S,
wobei K2 = S(z) ein Grad [K2 : S] ≤ 2.
3. Fall: Wir behandeln jetzt den Fall, bei dem z im Schnitt zweier nichtiden-
tischer Kreise K1, K2 liegt.
K1 = {k ∈ C | |k − z1|2 = |z3 − z2|2}
K2 = {k ∈ C | |k − z4|2 = |z6 − z5|2}
wobei z1, z2, z3, z4, z5, z6 ∈ S. Sei r1 = |z3 − z2| und r2 = |z6 − z5|. Un-
ter Verwendung der Eigenschaft |c|2 = cc¯ fu¨r alle c ∈ C ergeben sich zwei
Gleichungen der Form, die z erfu¨llt:
zz¯ − z1z¯ − zz¯1 + z1z¯1 = r21
zz¯ − z2z¯ − zz¯2 + z2z¯2 = r22.
Durch Subtraktion erha¨lt man eine Gleichung:
z(z¯2 − z¯1) + z¯(z2 − z1) + |z1|2 − |z2|2 = r21 − r22.
Sei nun a = z¯2 − z¯1 und b = |z1|2 − |z2|2 − r21 + r22, die beide in S liegen. Die
Mittelpunkte z1 und z2 sind verschieden, also handelt es sich dabei um eine
Gerade. Dadurch kann man diesen Fall auf den vorigen Fall zuru¨ckfu¨hren.
(2)⇐(1) Es reicht zu beweisen, dass K(S) ein Teilko¨rper von C ist, der ab-
geschlossen unter Quadratwurzelbidlung ist. Das zeigt der Hilfsatz 7.2.
Korollar 7.4. Sei S ⊆ C mit 0, 1 ∈ S und K0 := Q(S ∪ S¯). Wenn a ∈ C aus
S mit Zirkel und Lineal konstruierbar ist, dann ist [K0(a) : K0] eine Potenz
von 2.
Beweis. Nach Lemma 7.3 liegt a in einem Erweiterungsko¨rper von K0, wobei
eine Ko¨rperkette K0 ⊆ K1 ⊆ K2 ⊆ . . . ⊆ Kn = L existiert mit [Ki : Ki−1] =
2 fu¨r alle i ∈ {1, . . . , n}. Nach dem Gradsatz 1.1 gilt dann [L : K0] = 2n.
Der Grad des Zwischenko¨rpers K0(a) von L/K0 muss nach Korollar 1.2 ein
Teiler von 2n sein. Daraus ergibt sich, dass [K0(a) : K0] eine Potenz von 2
ist.
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Bemerkung. Mit Hilfe des Korollars 7.4 la¨sst sich die Unmo¨glichkeit gewis-
ser geometrischer Konstruktionen beweisen.
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7.2 Kreisteilungsko¨rper
In diesem Kapitel wird das Polynom Xn−1 genauer untersucht. Es hat trotz
seiner Einfachheit eine a¨ußerst wichtige Rolle in der Algebra. Vor allem die
Nullstellen des Polynoms, die Einheitswurzeln werden hier behandelt. Fu¨r die
Arbeit sind sie im na¨chsten Abschnitt von Bedeutung, denn anhand der Ein-
heitswurzeln lassen sich Konstruierbarkeitsfragen von regelma¨ßigen n-Ecken
beantworten. Weiters werden der Zerfa¨llungsko¨rper des Polynom Xn−1 und
seine Eigenschaften in diesem Kapitel besprochen. In den Mittelpunkt des
Interesse ru¨ckt dabei immer wieder der Ko¨rper Q und die Kreisteilungspoly-
nome, denn diese werden dann fu¨r das konkrete Angeben eines Ko¨rperturms
bei der Vieleckkonstruktion im darauffolgenden Kapitel beno¨tigt. In diesem
Kapitel werden nur Ko¨rper K mit charK = 0 betrachtet. Ich habe folgende
Literatur verwendete:
”
Algebra“ von Bosch (Kapitel 4.5, [4]),
”
Algebra“ von
Jantzen und Schwermer (Kapitel VI §2, [7]),
”
Algebra“ von Karpfinger und
Meyberg (Kapitel 28, [9]) und
”
Galois Theory“ von Edwards (Kaptiel §69,
[6]).
Definition 36. Sei K ein Ko¨rper und n ∈ N, dann heißt ζ ∈ K mit ζn = 1
n-te Einheitswurzel. Von nun an bezeichne En(K) := {ζ ∈ K|ζn = 1} die
Menge der n-ten Einheitswurzeln aus K.
Beispiel 22. Wir betrachten den Ko¨rper C, dann ist die Menge der 4-ten
Einheitswurzeln gegeben durch E4(C) = {e 04 , e 2pii4 , e 4pii4 , e 6pii4 } = {1, i,−1,−i}.
Lemma 7.5. Sei K ein Ko¨rper, dann ist En(K) eine Untergruppe der mul-
tiplikativen Einheitengruppe (K∗, ·)
Beweis. Seien g, h ∈ En(K), dann gilt fu¨r (gh−1)n = gn(hn)−1 = 1, somit
gilt gh−1 ∈ En(K).
Wir betrachten nun das Polynom P = Xn − 1 ∈ K[X], so hat P in K¯ n
verschieden Nullstellen. Im Fall p = charK 6= 0 kann P auch weniger Null-
stellen in K¯ haben, na¨mlich dann wenn p ein Teiler von n ist. Fu¨r charK = 0
gilt aber, wie schon erwa¨hnt folgendes:
Lemma 7.6. Sei K ein Ko¨rper und K¯ der dazugeho¨rige algebraische Ab-
schluss, so gilt |En(K¯)| = n
Beweis. Wir betrachten das Polynom P = Xn − 1 ∈ K[X], dann ist P ′ =
nXn−1 6= 0. Nach Lemma 5.3 hat P nur einfache Nullstellen, daraus folgt die
Behauptung.
Satz 7.7. Die Menge der n-ten Einheitswurzeln En(K) ist eine endliche und
zyklische Gruppe.
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Beweis. Nach Lemma 7.6 ist En(K) endlich und nach 7.5 stellt sie eine end-
liche Untergruppe der multiplikativen Einheitengruppe dar. Jede endliche
Untergruppe der Einheitengruppe ist nach Hilfssatz 5.11 zyklisch. Daraus
folgt die Behauptung.
Beispiel 23. Jede n-te Einheitswurzel ζ ist eine Nullstelle des Polynoms
Xn − 1 ∈ K[X]. Es gilt:
Xn − 1 = (X − 1)(Xn−1 +Xn−2 + . . .+X + 1)
Daraus ergibt sich fu¨r eine n-te Einheitswurzel ζ 6= 1:
ζn−1 + ζn−2 + . . .+ ζ + 1 = 0
Definition 37. Sei K ein Ko¨rper. Eine n-te Einheitswurzel ζ aus K¯ wird
primitive n-te Einheitswurzel genannt, wenn n = ord(ζ) und E∗n(K¯) := {ζ ∈
K | ord(ζ) = n} bezeichnet die Menge der primitiven n-ten Einheitswurzeln.
Beispiel 24. Wir betrachten wieder den Ko¨rper C, dann gilt E∗4(C) =
{e 2pii4 , e 6pii4 } = {i,−i}
Um die primitiven n-ten Einheitswurzeln genauer zu untersuchen, beno¨tigt
man die Eulersche ϕ-Funktion
Definition 38. Fu¨r n ∈ N wird die Eulersche ϕ-Funktion definiert durch
ϕ(n) = |{i ∈ Z|0 ≤ i ≤ n− 1, ggT (i, n) = 1}|
Beispiel 25. ϕ(10) = |{1, 3, 7, 9}| = 4
Lemma 7.8. Sei K ein Ko¨rper, dann gilt |E∗n(K¯)| = ϕ(n).
Beweis. Die Gruppe En(K¯) ist zyklisch von der Ordnung n. Sie entha¨lt genau
ϕ(n) erzeugende Elemente. Nach Definition erzeugen die n-ten Einheitswur-
zeln die Gruppe En(K¯), daraus folgt die Behauptung.
Definition 39. Sei K ein Ko¨rper. Den Zerfa¨llungsko¨rper Kn des Polynoms
Xn − 1 ∈ K[X] nennt man n-ten Kreisteilungsko¨rper u¨ber K.
Der Kreisteilungsko¨rper Kn wird durch Adjunktion einer primitiven n-
ten Einheitswurzel erzeugt. Denn eine primitive n-te Einheitswurzel erzeugt
En(K¯) und Kn ist der kleinste Ko¨rper, der K und En(K¯) entha¨lt. Also gilt
Kn = K(ζ) mit ζ ∈ E∗n(K¯).
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(X − ζ) ∈ Kn[X]
heißt n-tes Kreisteilungspolynom u¨ber K. Betrachtet man das n-te Kreistei-
lungspolynom u¨ber Q so schreibt man Φn := Φn,Q und nennt es nur n-tes
Kreisteilungspolynom.
Beispiel 26. Es ko¨nnen sofort einige Beispiele angegeben werden: Sei n = 1,
dann ist e0 = 1 die einzige primitive Einheitswurzel und es gilt Φ1 = X − 1.
Im Fall n = 2 ist E∗n(Q¯) = {e
2pii
2 } = {−1} aus der Definition folgt Φ2 = X+1.
Betrachte nun n = 4 aus Beispiel 24 hat das 4-te Kreisteilungspolynom die
Form Φ4 = (X − i)(X + i) = X2 + 1.
Korollar 7.9. Das n-te Kreisteilungspolynom hat Grad ϕ(n).
Beweis. Nach Definition hat das n-te Kreisteilungspolynom genau die primi-
tiven n-ten Einheitswurzeln als Nullstellen. Nach Lemma 7.8 sind das genau
ϕ(n), also hat das Polynom den Grad ϕ(n).
Satz 7.10. Sei K ein Ko¨rper, dann gilt Xn − 1 = ∏0<d|n Φd,K fu¨r den Fall
K = Q folgt Xn − 1 = ∏0<d|n Φd.
Beweis. Die Ordnung einer n-ten Einheitswurzel ist ein Teiler von n. Aus
dieser Eigenschaft la¨sst sich die Menge der n-ten Einheitswurzeln En(K¯)





Xn−1K genau die gleichen Nullstellen in dem algebraischen Abschluss von K
wie
∏
0<d|n Φd,K . Das gilt auch fu¨r den Spezialfall der Kreisteilungspolynome
u¨ber Q.
Satz 7.11. Das n-te Kreisteilungspolynom Φn ist normiert und hat ganz-
zahlige Koeffizienten, also Φn ∈ Z[X].
Beweis. Das n-te Kreisteilungspolynom ist normiert, da aufgrund der De-
finition des Polynoms der ho¨chste Koeffizient nur eins sein kann. Die zwei-
te Behauptung erfolgt mit Induktion nach n. Der Induktionsanfang stimmt
durch Φ1 = X + 1 ∈ Z[X]. Sei nun die Behauptung fu¨r n − 1 richtig,
dann ist P =
∏
d|n,d 6=n Φd ein Element aus Z[X]. Wir benutzen nun die
Tatsache, dass eindeutig bestimmte Polynome Q,R ∈ Z[X] existieren mit
Xn − 1 = QP + R, wobei degP > degR. Andererseites gilt nach Satz 7.10
auch Xn − 1 = ΦnP ∈ Q¯[X]. Daraus folgt QP + R = ΦnP und damit
R = P (Φn − Q). Da fu¨r R gilt degR < degP , dann muss Φn = Q ∈ Z[X]
sein.
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Beispiel 27. Durch Satz 7.10 lassen sich die einzelnen Kreisteilungspolyno-
me rekursiv berechnen. Um Φn zu erhalten, muss X
n − 1 durch die d-ten
Kreisteilungspolynome durchdividiert werden, wo d ein Teiler von n ist.
Φ1 = X − 1
Φ2 =
X2 − 1
X − 1 = X + 1
Φ3 =
X3 − 1
(X − 1) = X
2 +X + 1
Φ4 =
X4 − 1
(X − 1)(X + 1) = X
2 + 1
Diese Beispiele lassen vermuten, dass diese Polynome als Koeffizienten nur 1
und −1 haben. Nach Bosch (vgl. [4], S. 190) stimmt diese Vermutung aber
nicht, denn:
Φ105 = X
48 +X47 +X46 −X43 −X42 − 2X41 −X40 −X39 +X36 +X35
+X34 +X33 +X32 +X31 −X28 −X26 −X24 −X22 −X20 +X17
+X16 +X15 +X14 +X13 +X12 −X9 −X8 − 2X7 −X6
−X5 +X2 +X + 1
Um zu zeigen, dass das n-te Kreisteilungspolynom irreduzibel ist, beno¨tigt
man vorerst einen Hilfssatz:
Hilfssatz 7.12. Sei ζ ∈ Kn eine primitive Einheitswurzel und p eine Prim-
zahl, die n nicht teilt, dann sind die Minimalpolynome mζ,Q und mζp,Q gleich.
Beweis. Sei ζ ∈ Kn eine primitive n-te Einheitswurzel. Im ersten Schritt
mu¨ssen wir zeigen, dass die Minimalpolynome mζ,Q und mζp,Q ganzzahlige
Koeffizienten haben. Nach Satz 7.11 ist Φn aus Z[X]. Das n-te Kreisteilungs-
polynom zerlegt sich in Z[X] der Form Φn =
∏k
i=1 fi wobei fi ∈ Z[X] irre-
duzibel sind. Da Φn normiert ist haben die fi als ho¨chsten Koeffizient 1 oder
−1. Damit sind die fi auch u¨ber Q[X] irreduzibel. Ersetzt man zusa¨tzlich
einige fi durch −fi, so kann man annehmen, dass alle fi normiert sind. Es
existiert ein fi mit 1 ≤ i ≤ k das ζ als Nullstelle hat, dann ist fi = mζ,Q, da
fi irreduzibel und normiert ist. Analog la¨sst sich ein j finden mit mζp,Q = fj.
Sei ab jetzt f = fi und g = fj. Um die Gu¨ltigkeit der Aussage zu beweisen,
genu¨gt es zu zeigen, dass i = j ist. Ist das nicht der Fall, so muss fg ein
Teiler von Φn in Z[X] sein und daher auch von Xn − 1.
Indirekt: Angenommen fg | Xn − 1 in Z[X]. Nach der Definition von g
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gilt g(ζp) = 0, daraus la¨sst sich folgern, dass ζ eine Nullstelle des Poly-
noms g(Xp) ist. Das Polynom f als Minimalpolynom von ζ teilt das Po-
lynom g(Xp) in Q[X]. Es wurde gezeigt, dass g ∈ Z[X] ist, dann ist auch
g(Xp) ∈ Z[X]. Also existiert ein h ∈ Z[X], sodass g(Xp) = fh ist. Wir
betrachten nun den Homomorphismus pi : Z → Z/pZ und die zugeho¨rige
Fortsetzung pi∗ : Z[X] → Z/pZ[X]. Sei nun g der Form g = ∑mj=0 ajXj
mit aj ∈ Z, dann gilt fu¨r die Koeffizienten nach dem kleinen Fermat, dass
pi(aj) = pi(aj)









jp = pi∗(g(Xp)) = pi∗(f)pi∗(h)
Also teilt pi∗(f) das Polynom pi∗(g)p in Z/pZ[X]. Sei q ∈ Z/pZ[X] ein irre-
duzibler Faktor von pi∗(f), so teilt dieser auch pi∗(g). Es teilt daher q2 das
Produkt pi∗(f)pi∗(g). Nach Annahme des indirekten Beweises gilt fg | Xn−1,
dadurch teilt q2 auch Xn − 1 = pi∗(Xn − 1). Es existiert also ein s in Z/pZ,
sodass gilt Xn − 1 = q2s. Wir bilden nun die Ableitung:
D(Xn − 1) = nXn−1 = 2qD(q)s+ q2D(s)
Nach Voraussetzung ist p eine Primzahl die n nicht teilt, also ist nXn−1 6= 0.
Das heißt q teilt das Polynom nXn−1, da q irreduzibel ist, stimmt es bis auf
einen Faktor verschieden von Null mit X u¨berein. Das ist ein Widerspruch
da q das Polynom Xn − 1 teilt, aber X nicht.
Satz 7.13. Das n-te Kreisteilungspolynom Φn ist fu¨r jedes n ∈ N irreduzibel
u¨ber Q und Z.
Beweis. Das Polynom Φn ist ein Element aus Z[X] und normiert, siehe Satz
7.11. Also ist Φn genau dann u¨ber Q irreduzibel, wenn Φn u¨ber Z irreduzibel
ist.
Sei nun Kn der Zerfa¨llungsko¨rper von Φn u¨ber Q. Wir wa¨hlen eine feste
primitive n-te Einheitswurzel ζ ∈ Kn. Eine beliebige primitive Einheitswurzel
besitzt die Form ζm ∈ Kn mit ggT (m,n) = 1. Wir betrachten nun die
Primfaktorenzerlegung von m = p1 · . . . · pk. Dann gilt pi - n fu¨r alle i ∈
{1, . . . , k} , somit ist auch jedes ζp1·...·pj mit 1 ≤ j ≤ k eine primitive n-te
Einheitswurzel. Durch den Hilfsatz 7.12 und Induktion folgt, dass alle ζp1·...·pj
dasselbe Minimalpolynom wie ζ haben. Daher gilt auch mζ,Q(ζ
m) = 0. Dieses
Minimalpolynom hat also jede n-te primitive Einheitswurzel als Nullstelle,
nach Satz 7.8 sind das genau ϕ(n). Da ζ eine Nullstelle von Φn ist, gilt
mζ,Q | Φn. Das n-te Kreisteilungspolynom ist normiert und hat Grad ϕ(n),
also ist mζ,Q = Φn und daher ist Φn irreduzibel.
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Das n-te Kreisteilungspolynom Φn ist normiert, irreduzibel u¨ber Q und
hat die primitiven n-ten Einheitswurzeln als Nullstelle. Es stellt somit das
Minmimalpolynom einer jeden primitiven n-ten Einheitswurzel u¨ber Q dar.
Es la¨sst sich damit der Grad der Ko¨rpererweiterung Q(ζ)/Q u¨ber den Grad
des Kreisteilungspolynom Φn bestimmen.
Beispiel 28. Sei p eine Primzahl und ζ eine primitive p-te Einheitswurzel,
dann ist
mζ,Q = X
p−1 +Xp + . . .+X + 1
das Minimalpolynom von ζ u¨ber Q. Das ergibt sich aus dem Beispiel 23 und
dem Satz 7.10
Satz 7.14. Sei K ein Ko¨rper und n ∈ N, dann ist Kn eine endliche Galoi-
serweiterung von K.
Beweis. Sei P = Xn − 1 ∈ K[X], dann ist nach Voraussetzung des Kapitels
(charK = 0) die Ableitung P ′ = nXn−1 6= 0. Nach Lemma 5.3 hat P keine
mehrfachen Wurzeln in Kn. Damit ist P separabel u¨ber K. Der Kreistei-
lungsko¨rper Kn ist Zerfa¨llungsko¨rper eines Polynoms P ∈ K[X] und nach
dem Korollar 6.16 ist die Ko¨rpererweiterung Kn/K galoissch.
Satz 7.15. Sei Qn/Q eine Ko¨rpererweiterung, dann ist die Galoisgruppe
Γ(Qn/Q) isomorph zu der primen Restklassengruppe Z∗n.
Beweis. Sei Γ := Γ(Qn/Q), ζ ∈ Qn eine primitive n-te Einheitswurzel und
τ ∈ Γ. Fu¨r jedes τ gilt ord(ζ) = ord(τ(ζ)). Denn angenommen es existiert ein
k ∈ N mit k < n, sodass (τ(ζ))k = 1, dann gilt aufgrund der Eigenschaften
eines Automorphismus, dass (τ(ζ))k = τ(ζk) = 1 ist und daher ζk = 1, das
ist ein Widerspruch zu ord(ζ) = n.
Also ist das Bild τ(ζ) ebenfalls eine primitive n-te Einheitswurzel mit τ(ζ) =
ζr wobei r ∈ Z und ggT (r, n) = 1. Die Verbindung zur primen Restklassen-
gruppe liegt im folgenden Argument, sei k ∈ Z:
τ(ζ) = ζk ⇔ ζr = ζk ⇔ n | r − k ⇔ k¯ = r¯ ∈ Z/nZ
Sei nun i(τ) := r¯, dann ist diese Definition durch τ und τ(ζ) = ζr eindeutig
festgelegt. Ich mo¨chte nun einen Homomorphismus pi : Γ → (Z/nZ)∗ = Z∗n
aufstellen. Die Elmente sollen folgende Zuordnung besitzen: pi : τ 7→ i(τ). Es
bleibt nachzuweisen, dass es sich dabei um einen Homomorphismus handelt,










Daher ist kk′ ∈ i(στ). Seien nun i(σ) = m¯ und i(τ) = n¯, dann gilt:
pi(σ)pi(τ) = m¯n¯ = mn = pi(στ).
Die Abbildung pi ist nun ein Homomorphismus. Der Kern von pi besteht nur
aus dem Einselement, weil aus i(τ) = 1¯ folgt τ(ζ) = ζ1 = ζ. Da Qn = Q(ζ)
kann τ nur die Identita¨t IdQn sein. Wir betrachten nun die Ma¨chtigkeiten
der Bild und Urbildmenge von pi:
|Γ| = [Qn : Q] = [Q(ζ) : Q] = degΦn = ϕ(n) = |Z∗n|.
Daher handelt es sich bei pi um eine injektive Abbildung zwischen zwei
gleichma¨chtigen Mengen, also ist pi auch bijektiv.
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7.3 Konstruktion regelma¨ßiger Vielecke
Ausgeru¨stet mit dem Hauptsatz der endlichen Galoistheorie und den zuvor
behandelten Kreisteilungsko¨rpern kann nun eine Antwort auf die Frage gege-
ben werden: Welche n-Ecke sind mit Zirkel und Lineal konstruierbar? Schon
die alten Griechen wussten wie 3-Ecke, 5-Ecke und 15-Ecke konstruiert wer-
den. Weiters konnten sie ein 2n-Eck konstruieren, wenn ein n-Eck gegeben
war. U¨ber viele Jahrhunderte, ja fast zwei Jahrtausende, tat sich nichts auf
diesem Gebiet, bis der damals achtzehnja¨hrige Gauß herausfand, wie man mit
Zirkel und Lineal ein 17-Eck konstruiert. Mit Hilfe der Galoistheorie la¨sst sich
exakt sagen, welche n-Ecke konstruierbar sind und welche nicht! Wesentlich
fu¨r die Konstruktion eines regelma¨ßigen Vielecks sind die n-ten Einheits-
wurzeln u¨ber Q. Denn sie stellen die Eckpunkte eines regelma¨ßigen Vielecks
dar und teilen den Einheitskreis in n gleiche Sektoren. Eine weitere wich-
tige Rolle bei der Konstruierbarkeitsfrage eines n-Ecks spielen, wie so oft,
die Primzahlen, genauer die fermatschen Primzahlen. In diesem Abschnitt
richte ich mich nach den Bu¨chern:
”
Algebra“ von Bosch (Kapitel 6.4, [4]),
”
Algebra“ von Karpfinger und Meyberg (Kapitel 28, [9]),
”
Die Kreisteilung
und die Konstruierbarkeit regelma¨ßiger N -Ecke“ von Katrin Seyr (Kapitel
2.4, [12]),
”
Galois Theory“ von Stewart (Kapitel 17, [14]) und
”
Regelma¨ßige
Ko¨rper im Rn, n = 2, 3, 4, 5“ von Irmgard Kager (Kapitel 1.3.3., [8]). Fu¨r die
Konstruktion des 17-Ecks habe ich die Artikel
”
Constructing the 17-gon“ von
Artin ([3]) und
”
Eine Konstruktion des regelma¨ßigen 17-Ecks“ von Schmidt
([11]) verwendet. Alle Skizzen wurden mit der Software
”
GeoGebra“ erstellt.
Definition 41. Eine Primzahl der Gestalt fk = 2
2k + 1 mit k ∈ N0 heißt
fermatsche Primzahl.
Bemerkung. Es ist noch unbekannt, ob es unendlich viele fermatsche Prim-
zahlen gibt. Fu¨r 0 ≤ k ≤ 4 sind fk Primzahlen:
f0 = 3, f1 = 5, f2 = 17, f3 = 257, f4 = 65537
Fu¨r k = 5 erha¨lt man keine Primzahl, denn 22
5
+ 1 = 4294967297 = 641 ·
6700417.
Satz 7.16. Sei 3 ≤ n ∈ N. Ein regelma¨ßiges n-Eck ist genau dann mit Zirkel
und Lineal konstruierbar, wenn ϕ(n) eine Potenz von 2 ist.
Beweis. (⇒) Sei ζ eine primitive n-te Einheitswurzel, die aus 0, 1 konstru-
ierbar ist. Betrachte die Ko¨rpererweiterung Q(ζ)/Q, so ist nach Satz 1.6 der
Grad der Ko¨pererweiterung gleich dem Grad des Minimalpolynoms von ζ
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u¨ber Q. Es gilt mζ,Q = Φn. Verwende nun das Korollar 7.4 und es ergibt sich
fu¨r ein k ∈ N:
ϕ(n) = [Q(ζ) : Q] = 2k.
(⇐) Sei ϕ(n) eine Potenz von 2. Es ist Qn = Q(ζ). Nach Satz 7.15 und der
Voraussetzung gilt fu¨r ein k ∈ N folgendes:
[Q(ζ) : Q] = |Γ(Q(ζ)/Q)| = |Z∗n| = ϕ(n) = 2k.
Nach dem Hauptsatz fu¨r endlich erzeugte abelsche Gruppen ist jede endlich
erzeugte abelsche Gruppe das direkte Produkt ihrer zyklischen Untergrup-
pen. Es liegt eine Gruppe Γ(Q(ζ)/Q) der Ordnung 2k vor. Man erha¨lt also
einen
”
Gruppenturm“ der folgenden Form:
Γ(Q(ζ)/Q) = ∆0 ⊇ ∆1 . . . ⊇ ∆k = {Id}
mit den Eigenschaften, |∆i| = 2k−i und daher ist der Index jeweils [∆i :
∆i−1] = 2 fu¨r 1 ≤ i ≤ k. Da es dabei um eine endliche Galoiserweiterung
handelt kann der Hauptsatz der endlichen Galoistheorie 6.15 angewendet
werden. Jede Gruppe ∆i entspricht einem Zwischenko¨rper Ei := F(∆i) fu¨r
1 ≤ i ≤ k. Es folgt:
Q = E0 ⊆ E1 ⊆ · · · ⊆ Ek = Q(ζ)
mit [Ei : Ei−1] = 2 fu¨r 1 ≤ i ≤ k. Nach Satz 7.3 ist die primitive n-te
Einheitswurzel ζ aus 0, 1 konstruierbar.
Satz 7.17. Sei n ∈ N und 2 ≤ n. Es ist ϕ(n) genau dann eine Potenz von
2, wenn verschiedene Fermatsche Primzahlen p2, . . . , pk und eine natu¨rliche
Zahl m existieren mit n = 2mp2 · . . . · pk.
Beweis. Aus der Zahlentheorie ist bekannt: Wenn die Primfaktorzerlegung
fu¨r ein m ∈ N folgendermaßen aussieht m = pa11 · . . . · pakk , dann ist ϕ(m)
gleich
ϕ(m) = pa1−11 · . . . · pak−1k (p1 − 1) · . . . · (pk − 1)
(⇒) Sei ϕ(n) eine Potenz von 2 und n = pa11 · . . . · pakk die Primfaktorenzerle-
gung von n, dann gilt wegen der obigen Bemerkung:
ϕ(n) = pa1−11 · . . . · pak−1k (p1 − 1) · . . . · (pk − 1)
Daraus ergibt sich, dass ϕ(n) genau dann eine Potenz von 2 ist, wenn p1 = 2
(und damit p1− 1 = 1) ist und fu¨r 2 ≤ i ≤ k ai = 1 und (pi− 1) eine Potenz
von 2 ist. Das bedeutet, dass pi eine fermatsche Primzahl fu¨r 2 ≤ i ≤ k ist.
Die Primfaktorenzerlegung erha¨lt die Form n = 2mp2 · . . . · pk, wobei pi mit
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2 ≤ i ≤ k fermatische Primzahlen sind.
(⇐) Sei nun n = 2mp2 · . . . · pk, dann gilt nach der obigen Bemerkung, dass
ϕ(n) = 2m−1(p2 − 1) · . . . · (pk − 1)
Da pi fu¨r 2 ≤ i ≤ k eine fermatsche Primzahl ist, ergibt sich eine Potenz von
2 fu¨r (pi − 1). Daraus folgt die Behauptung.
Beispiel 29 (Konstruktion eines 5-Ecks). Um ein Konstruktionsverfahren
fu¨r das 5-Eck anzugeben, muss ein entsprechender Ko¨rperturm gefunden wer-
den. Sei nun ζ = e
2pii
5 . Wir betrachten die Ko¨rpererweiterung Q5/Q, mit Q5
ist der 5-te Kreisteilungsko¨rper u¨ber Q gemeint, so wie er in Definition 39
festgelegt wurde. Wir untersuchen die Galoisgruppe der zuvor erwa¨hnten
Ko¨rpererweiterung, so gilt nach Satz 7.15:
Γ(Q5/Q) ∼= Z∗5 ∼= (Z4,+).
Die Galoisgruppe hat Ordnung 4 und ist zyklisch, sie wird also von einem Q-
Automorphismus erzeugt. Wir nutzen jetzt die Isomorphie der Galoisgruppe
aus. Die multiplikative Gruppe Z∗5 wird von den Potenzen von 2 modulo 5
erzeugt, so gilt:
20 = 1, 21 = 2, 22 = 4, 23 = 3.
Die primitiven Einheitswurzeln werden dementsprechend aufgelistet:
ζ1, ζ2, ζ4, ζ3.
Das Minimalpolynom von ζ der primitiven 5-Einheitswurzel u¨ber Q ist
schon bekannt, es das 5-Kreisteilungspolynom Φ5 und hat nach Beispiel 28
die Form:
mζ,Q = X
4 +X3 +X2 +X + 1.
Da das Minimalpolynom alle primitiven 5-ten Einheitswurzeln als Nullstel-
le hat, existiert nach Satz 3.4 ein Q-Automorphismus τ ∈ Γ(Q5/Q) mit
τ(ζ) = ζ2 und τ(ζ i) = ζ2i. Dieser Automorphismus permutiert die Hochzah-
len zyklisch:
ζ1 → ζ2 → ζ4 → ζ3(→ ζ1).
Dieser Automorphimus erzeugt Γ(Q5/Q), mit Hilfe von τ kann jeder andere
Automorphismus aus Γ(Q5/Q) dargestellt werden. Untersuche nun die Un-
tergruppen von Γ(Q5/Q), die ebenfalls zyklisch sind. Die Galoisgruppe hat
eine interessante und zwei triviale Untergruppen:
〈τ 0〉 = {Id} = ∆2, 〈τ 2〉 = {Id, τ 2} = ∆1, 〈τ 1〉 = 〈τ 3〉 = Γ(Q5/Q) = ∆0
76
mit [∆i−1 : ∆i] = 2 fu¨r i = 1, 2. Es handelt sich hier um eine endliche Galoi-
serweiterung, also la¨sst sich der Hauptsatz der endlichen Galoistheorie 6.15
anwenden. Sei nun Ei := F(∆i). Es ergibt sich eine Zwischenko¨rperstruktur
Q = E0 ⊆ E1 ⊆ E2 = Q5
mit [Ei : Ei−1] = 2 fu¨r i = 1, 2. Die Ko¨rpererweiterung hat also nur einen
echten Zwischenko¨rper E1. Suche nun ein w1, fu¨r das gilt E1 = Q(w1).
Es kann w1 = ζ + ζ
4 gewa¨hlt werden, da w1 /∈ Q und w1 liegt aufgrund
von τ 2(w1) = τ
2(ζ) + τ 2(ζ4) = ζ4 + ζ = w1 in E1. Da es sich um eine
Ko¨rpererweiterung zweiten Grades handelt, wird E1 durch die Adjunktion
von w1 an Q erzeugt. Wir bestimmen nun das Minimalpolynom mw1,Q. Da
w1 eine Nullstelle mw1,Q ist muss auch w2 = τ(w1) = ζ
2 +ζ3 eine sein, daraus
ergibt sich folgender Ansatz:
(X − w1)(X − w2) = X2 − (w1 + w2)X + w1w2.
Aufgrund der Identita¨t Φ5(ζ) = ζ
4 + ζ3 + ζ2 + ζ + 1 = 0 gilt:
w1 + w2 = ζ
4 + ζ3 + ζ2 + ζ = −1
w1w2 = ζ
4 + ζ3 + ζ2 + ζ = −1.
Also hat das Minimalpolynom die Form:
mw1,Q = X
2 +X − 1.
Es gilt ζ+ ζ−1 = 2cos(2pi
5
) und (ζ+ ζ−1)2 = 1− ζ− ζ−1. Dadurch ist 2cos(2pi
5
)
auch Lo¨sung des Minimalpolynoms. Um die Nullstellen des Minimalpolynoms
zu erhalten, verwenden wir die quadratische Lo¨sungsformel, dann ergibt sich
















5 − 1) der
Realteil der primitven Einheitswurzel ζ ist. Der Erweiterungsko¨rper E1 hat
also die Form Q(
√
5).
Die Zeichnung la¨sst sich wie folgt erstellen:
• Wir beginnen mit dem Einheitskreis.
• Wir halbieren den Radius auf der x-Achse und erhalten H.






• Wir zeichenen einen Kreis mit Mittelpunkt H und Radius HA und
durch den Schnitt mir der x-Achse erhalten wir den Punkt B.













• Wir konstruieren das Lot von B auf die x-Achse. Der Schnitt des Lots
mit dem Einheitskreis liefert ζ.
• Durch das Abschlagen der La¨nge |ζ − 1| erha¨lt man die restlichen Eck-
punkte des 5-Ecks. Dieses Vorgehen entspricht dem Schnitt zweier Krei-
se (diese wurden zur besseren U¨bersichtlichkeit in der Zeichnung weg-
gelassen).
Beispiel 30 (7-Eck).
Es gilt ϕ(7) = 6 und 6 ist keine Potenz von 2. Nach Satz 7.16 ist das 7-Eck
nicht konstruierbar!
Durch Satz 7.16 kann man leicht zeigen, dass das 7-Eck nicht konstruierbar
ist. Diese Aussage la¨sst jedoch auch ohne den besagten Satz zeigen: Wenn
die primitive 7-te Einheitswurzel z = e
2pii




z + z¯ = cos(
2pi
7













Das Minimalpolynom von z ist Φ7, daraus und aus zz¯ = 1 bzw. z¯ = z
−1
folgt:
z6 + z5 + z4 + z3 + z2 + z + 1 = 0
z¯ + z¯2 + z¯3 + z3 + z2 + z + 1 = 0
z3 + z + z¯ + z¯3 + z2 + z¯2 + 1 = 0
z3 + 3z + 3z¯ + z¯3 + z2 + 2 + z¯2 − 2z − 2z¯ − 1 = 0
z3 + 3z2z¯ + 3zz¯2 + z¯3 + z2 + 2z¯z + z¯2 − 2z − 2z¯ − 1 = 0
(z + z¯)3 + (z + z¯)2 − 2(z + z¯)− 1 = 0
a3 + a2 − 2a− 1 = 0.
Wir betrachten nun das Polynom P = X3 +X2 − 2X − 1. Fu¨r a ergibt sich
dadurch das Minimalpolynom
ma,Q = X
3 +X2 − 2X − 1 ∈ Q[X]
denn a ist eine Nullstelle, es ist normiert und irreduzibel, verwende das Ei-
sensteinkriterium mit p = 2 bei einer Verschiebung ma,Q(2X+ 2). Damit hat
die Ko¨rpererweiterung Q(a)/Q den Grad [Q(a) : Q] = 3. Nach Satz 7.4 ist a
und daher das 7-Eck nicht mit Zirkel und Lineal konstruierbar.
Beispiel 31 (Konstruktion eines 17-Ecks). Wiederum muss ein entsprechen-
der Ko¨rperturm gefunden werden. Sei diesmal ζ = e
2pii
17 und wir betrachten
die Ko¨rpererweiterung Q17/Q, dann gilt nach Satz 7.15 fu¨r die Galoisgruppe:
Γ(Q17/Q) ∼= Z∗17 ∼= (Z16,+).
Die Galoisgruppe hat die Ordnung 16 und ist wieder zyklisch. Die multipli-
kative Gruppe Z∗17 wird von der Potenz 3 modulo 17 erzeugt, so gilt:
30 = 1, 31 = 3, 32 = 9, 33 = 10, 34 = 13, . . .
Dementsprechend listen wir die primitiven Einheitswurzeln
ζ1 ζ3 ζ9 ζ10 ζ13 ζ5 ζ15 ζ11 ζ16 ζ14 ζ8 ζ7 ζ4 ζ12 ζ2 ζ6.
Es existiert wieder nach Satz 3.4 ein Q-Automorphismus τ ∈ Γ(Q17/Q) mit
τ(ζ) = ζ3 und τ(ζ i) = ζ3i. Dieser Automorphismus permutiert die Einheits-
wurzeln folgendermaßen:
ζ1 → ζ3 → ζ9 → ζ10 → ζ13 → ζ5 → ζ15 → ζ11 →
ζ16 → ζ14 → ζ8 → ζ7 → ζ4 → ζ12 → ζ2 → ζ6.
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Dadurch ergeben sich folgende Untergruppen von Γ(Q17/Q):
〈τ 0〉 = {Id} = ∆4, 〈τ 8〉 = ∆3, 〈τ 4〉 = ∆2, 〈τ 2〉 = ∆1, 〈τ〉 = Γ(Q17/Q) = ∆0
mit [∆i−1 : ∆i] = 2 fu¨r alle i = 1, 2, 3, 4. Die hier behandelte Ko¨rpererweiter-
ung ist eine endliche Galoiserweiterung. Durch Anwendung des Hauptsatzes
der endlichen Galoistheorie 6.15 ergibt sich die Zwischenko¨rperstruktur, sei
wiederum Ei = F(∆i):
Q = E0 ⊆ E1 ⊆ E2 ⊆ E3 ⊆ E4 = Q17
mit [Ei : Ei−1] = 2 fu¨r i = 1, 2, 3, 4. Die Ko¨rpererweiterung hat also drei echte
Zwischenko¨rper. Es werden jetzt primitive Elemente w1, w2 und w3 gesucht,
sodass E1 = Q(w1), E2 = E1(w2), E3 = E2(w3) erfu¨llt ist.
Fu¨r w1 kann gewa¨hlt werden w1 = ζ + ζ
9 + ζ13 + ζ15 + ζ16 + ζ8 + ζ4 +
ζ2, da w1 /∈ Q und w1 liegt im Fixko¨rper E1, weil τ 2(w1) = w1. Da die
Ko¨rpererweiterung zweiten Grades ist, wird E1 durch Adjunktion von w1 an
Q erzeugt. Wir bestimmen nun das Minimalpolynom mw1,Q, das als Nullstelle
auch v1 = τ(w1) = ζ
3 + ζ10 + ζ5 + ζ11 + ζ14 + ζ7 + ζ12 + ζ6 haben muss. Da
es sich um eine Ko¨rpererweiterung zweiten Grades handelt, ergibt sich der
Ansatz mittels einem Minimalpolynom zweiten Grades:
(X − w1)(X − v1) = X2 − (w1 + v1)X + w1v1.
Das Ergebnis der Summe w1 + w2 = −1 ergibt sich aus dem Kreisteilungs-
polynom, da Φ17(ζ) = 0. Das Produkt w1v1 wird zu einer Summe aus 64
Summanden mit dem Ergebnis w1v1 = −4. Das ergibt das Minimalpolynom:
mw1,Q = X
2 +X − 4.
Das Element w1 la¨sst sich umschreiben zu w1 = (ζ+ζ
−1)+(ζ2 +ζ−2)+(ζ4 +
ζ−4) + (ζ8 + ζ−8), da ζ i + ζ i−1 > 0 gilt, ist auch w1 > 0. Nun lassen sich die











Als na¨chstes wird E2 untersucht, dabei gilt es ein w2 zu finden, das durch
Adjunktion an E1 den Ko¨rper E2 erzeugt. Es stellt sich heraus, dass w2 =
ζ + ζ13 + ζ16 + ζ4 gewa¨hlt werden kann, denn τ 4(w2) = w2 und w2 /∈ E1,
da τ 2(w2) = ζ
2 + ζ9 + ζ15 + ζ8 6= w2, also liegt w2 nicht im Fixko¨rper von
〈τ 2〉. Verwende den gleichen Ansatz fu¨r das Minimalpolynom wie zuvor, mit
v2 = τ
2(w2) = ζ
9 + ζ15 + ζ8 + ζ2.
mw2,E1 = (X − w2)(X − v2) = X2 − (w2 + v2)X + w2v2.
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Die Summe w2 +v2 hat das Ergebnis ζ+ζ
9 +ζ13 +ζ15 +ζ16 +ζ8 +ζ4 +ζ2 = w1
und das Produkt liefert aufgrund von Φ17(ζ) = 0 das Ergebnis w2v2 = ζ +
ζ2 + ζ3 + . . .+ ζ15 + ζ16 = −1. Wir erhalten das Minimalpolynom
mw2,E1 = X
2 − w1X − 1.
Dadurch, dass w2 = (ζ + ζ
−1) + (ζ4 + ζ−4) > 0 ist, lassen sich die Lo¨sungen











w21 + 4− w1).
Es fehlt noch w3 mit E3 = E2(w2). Wir wa¨hlen w3 = ζ+ ζ
16, als ein Element
von E3, da τ
8(w3) = w3. Weiters ist w3 /∈ E2 da τ 4(w3) = ζ13 + ζ4 6= w3. Wir
wa¨hlen v3 = ζ
13 + ζ4. Der Ansatz fu¨r das Minimalpolynom mw3,E2 ist analog
zu den vorigen. Es werden die Berechnungen w3 +v3 = ζ+ζ
13 +ζ16 +ζ4 = w2
und w3v3 = ζ
14 + ζ12 + ζ5 + ζ3 = 1
2
(w22 − v2 − 4) =: a beno¨tigt. Das ergibt
das Minimalpolynom:
mw3,E2 = X
2 − w2X + a
Sowohl das Element w3 = ζ + ζ
−1 > 0, also auch v3 = ζ4 + ζ−4 > 0. Da
ζk + ζ−k = 2cos(2kpi
17






) = w3. Es gilt also 0 < v3 < w3 und deswegen lassen sich die






w22 − 4a+w2) =
√
−w22 + 2v2 + 8 + w2
2











) ist der Realteil von ζ. Wir werden nun Schritt fu¨r Schritt die pri-
mitiven Element konstruieren, bis wir bei w3 angekommen sind. Es gibt sehr
scho¨ne Verfahren zur Konstruktion eines 17-Ecks, wie etwa von Hardy und
Wright (vgl. [14], S.170ff). Ich werde kein direktes Verfahren angeben, son-
dern die einzelnen Schritte, die beno¨tigt werden um den Realteil cos(2pi
17
) mit
Zirkel und Lineal zu zeichnen. Die Konstruktion la¨sst sich folgendermaßen
erstellen:
• Die Wurzel aus 17 la¨sst sich mit Hilfe des Satzes von Pythagoras zeich-
nen. Wir erstellen dazu ein rechtwinkeliges Dreieck ABC mit den Ka-
theten der La¨nge 4 und der La¨nge 1. Anschließend wird durch den
Schnitt eines Kreises der La¨nge 1 mit der Hypothenuse die La¨nge
√
17
um eins vermindert, das entspricht der Strecke AD. Das Halbieren lie-
fert die Strecke AH, welche die La¨nge w1 hat.
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• Wir erstellen ein rechtwinkeliges Dreieck ABC mit den La¨ngen 2 und




ieren wir einen Kreis mit Radius w1, sodass wir die Hypothenuse um a









konstruiert, nur das die Hypothenuse um
a verku¨rzt wird. Die La¨nge v2 bno¨tigt man fu¨r die weitern Schritte.





wie wir w22 mit Zirkel und Lineal konstruieren ko¨nnen. Wir zeichnen
zuna¨chst eine Gerade, auf der wie die La¨nge w2 auftragen, das ent-
spricht der Strecke AB. Danach konstruieren wir eine Parallele dazu
mit dem Abstand w2. Normal auf die Gerade und durch den Punkt
B tragen wir die Strecke der La¨nge 1 auf und erhalten den Endpunkt
C. Wir konstruieren nun eine Gerade durch die Punkte A und C. Im
Schnittpunkt von dieser eben konstruierten Geraden und der Parallelen
liegt E. Wir zeichnen das Lot von E auf die erste konstruierte Gerade
und erhalten F . Nach dem Strahlensatz gilt AF : AB = EF : BC und




. Also hat AF die La¨nge w22.
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Die Konstruktion der La¨nge −w22 + 2v2 + 8, welche aufgrund w3 ∈ R
gro¨ßer 0 ist, wird durch Anha¨ngen der bereits bekannten La¨ngen er-
reicht. Der Satz von Thales und der Ho¨hensatz liefern
√
−w22 + 2v2 + 8.
Wir ha¨ngen die La¨nge w2 an
√
−w22 + 2v2 + 8 an und das Halbieren




Achse ausgehend vom Ursprung. Wir erstellen das Lot, normal auf
die x-Achse und durch den Endpunkt der Strecke. Der erste Eckpunkt
entsteht durch den Schnitt von Lot und Einheitskreis.
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Zusammenfassung
Diese Diplomarbeit bescha¨ftigt sich mit Galoistheorie und ihrer Anwendung
auf die Konstruktion von regelma¨ßigen Vielecken mit Zirkel und Lineal. In
den ersten sechs Kapiteln wird der Hauptsatz der endlichen Galoistheorie
erarbeitet. Die Arbeit beginnt mit der Betrachtung von einfachen und al-
gebraischen Ko¨rpererweiterungen. Im Anschluss wird bewiesen, dass jeder
Ko¨rper K einen algebraischen Abschluss besitzt. U¨ber die Einfu¨hrung von
Zerfa¨llungsko¨rper zeigen wir, dass je zwei algebraische Abschlu¨sse von K
bis auf K-Isomorphie eindeutig sind. Weiters werden normale und separable
Ko¨rpererweiterungen und ihre Eigenschaften untersucht. Diese sind fu¨r die
Behandlung von galoisschen Erweiterungen besonders wichtig. Wir beant-
worten im Anschluss die Fragestellung, wie viele Zwischenko¨rper eine endli-
che, normale Ko¨rpererweiterung L/K hat. Mit Hilfe der Galoiskorrespondenz
ko¨nnen wir die Zwischenko¨rper eindeutig Untergruppen der Galoisgruppe
zuordnen. Das Auffinden von Zwischenko¨rper wird auf das Auffinden von
Untergruppen reduziert. Ausgeru¨stet mit dem Hauptsatz der endlichen Ga-
loistheorie werden im siebenten Kapitel Konstruierbarkeitsfragen behandelt.
Dabei verwenden wir die erarbeitete Sprache der Ko¨rpererweiterungen und
wenden diese auf Konstruktionsprobleme an. Es wird gezeigt, dass die Menge
aller konstruierbaren Punkte K(S) ausgehend von einer Startmenge S mit
0, 1 ∈ S ein Teilko¨rper von C ist. Im Abschnitt Kreisteilungsko¨rper behan-
deln wir die Einheitswurzeln, diese sind der Schlu¨ssel zur Konstruktion von
regelma¨ßigen Vielecken, da sie als die Eckpunkte von regelma¨ßigen Eckpunk-
ten betrachtet werden ko¨nnen. Schlussendlich wird genau angegeben, welches
n-Eck mit Zirkel und Lineal konstruierbar ist und welches nicht. Wir erstellen
einen Zusammenhang zwischen den fermatschen Primzahlen und der Kon-
struierbarkeit von regelma¨ßigen n-Ecken. Ein regelma¨ßiges n-Eck ist genau
dann konstruierbar, wenn ϕ(n) eine Potenz von 2 ist. Abschließend werden
wir mit Hilfe der Galoistheorie das 5-Eck und das 17-Eck konstruieren. Dabei
geben wir jeweils einen entsprechenden Ko¨rperturm an, dieser liefert uns ein
Konstruktionsverfahren der beiden Vielecke.
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Summary
This diploma thesis deals with Galois theory and its application to construc-
tions with compass and ruler. The first six chapters are a preparation of the
fundamental theorem of Galois theory. At first we analyze field extensions, in
particular algebraic and simple extensions. Furthermore we prove an import-
ant theorem, which is known as “tower law”. Then we show that every field
K has an algebraic closure. With the help of the theory of splitting fields, we
prove that an algebraic closure is unique up to an isomorphism, which fixes
K. Afterwards normal and separable field extensions are introduced. These
special extensions are important for Galois theory. In the sixth chapter we
set up a bijection between the set of intermediate fields of a finite Galois ex-
tension and the set of subgroups of the Galois group. This function is called
the Galois correspondence. The determination of intermediate fields of a Ga-
lois extension is reduced to the determination of the subgroups of the Galois
group. The next chapter gives an application of the Galois theory. At first
we consider simple constructions with compass and ruler and connect the
language of field extensions to constructions with ruler and compass. In the
next chapter cyclotomic fields are introduced, where we consider primitive
roots. The complex primitive roots of unity are the key to construct regular
polygons. We prove that the regular n-gon is constructible if and only if ϕ(n)
is a power of 2, where ϕ(n) is Euler’s totient function. Furthermore we reduce
the problem to number theory, by giving a connection to the Fermat primes.
At the end the fundamental theorem of Galois theory is used to construct
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