We consider the problem of non-preemptively scheduling periodic and sporadic task systems on one processor using inserted idle times. For periodic task systems, we prove that the decision problem of determining whether a periodic task system is schedulable for all start times with respect to the class of algorithms using inserted idle times is NP-Hard in the strong sense, even when the deadlines are equal to the periods. We then show that if there exists a polynomial time scheduling algorithm which correctly schedules a periodic task system T whenever T is feasible for all start times, then P=NP. We also prove that with respect to the same class of algorithms, the problem of determining whether there exist start times for which a periodic task system is feasible is also NP-Hard in the strong sense even when the deadlines are equal to the periods. The second part of the paper concentrates on sporadic task systems and inserted idle times. It seems reasonable to suppose that to insert idle times properly, knowledge of future releases of tasks is required. Thus, inserted idle times should not be expected to have much use in scheduling sporadic task systems. We provide a formal basis to these intuitions by proving that if a sporadic task system is schedulable by an online algorithm that uses inserted idle times, then it is schedulable by an online algorithm that does not use inserted idle times. We also prove that there cannot exist an optimal on-line inserted idle time algorithm for scheduling sporadic task systems, even if the deadlines correspond to the minimum separation time between successive releases of the same task. We conclude by considering the amount of look-ahead needed to schedule sporadic tasks correctly.
Introduction
The study of scheduling recurring tasks with real time constraints has become an expanding area of research. Many practical situations can be modelled by using the notion of a Recurring Task; i.e, a task that makes repeated requests for processor time. The amount of processor time requested is called the execution time of the task. Every time a request is made by a task, it has to be allocated the necessary amount of processor time before a speci c deadline. The time at which a task makes the rst request is called the start time of the task. Scheduling theory often models real world situations by considering a set of recurring tasks, called a Recurring Task System. Recurring task systems may be periodic or sporadic. In a periodic task system Liu and Layland, 1973; Leung and Merrill, 1980; Lawler and Martel, 1981; Leung and Whitehead, 1982; Mok, 1983; Baruah, Howell, and Rosier, 1990] , each task makes a request for processor time at regular periodic intervals. A sporadic task system Mok, 1983; Lehoczky, Sha, and Stronider, 1987; Hong and Leung, 1988; Sprunt, Lehoczky, and Sha, 1988; Je ay, Stanat, and Martel, 1991; Sprunt, Sha, and Lehoczky, 1989; Baruah, Mok, and Rosier, 1990 ] is similar, except that the request times cannot be predicted; we do, however, require a minimum separation between successive requests of the same task. In a hard real time environment, none of the deadlines should be missed. The rest of the paper concerns itself with the scheduling of recurring tasks on one processor in a hard real time environment.
An important goal in real time scheduling theory is to nd an o ine algorithm that will take as input a recurring task system and mechanically synthesize an online algorithm for scheduling it. The o ine algorithm would rst determine the feasibility of the task system. A task system is said to be feasible if any legal set of requests has a corresponding schedule in which no deadlines are missed. If a task system is feasible, the o ine algorithm would construct a suitable online algorithm for scheduling it. In a hard real time environment, feasibility testing is a very important stage because, if a system is not feasible, there can be no online algorithm that can be guaranteed to meet all the deadlines. It is often the case that feasibility testing is a major bottleneck, because determining feasibility has been shown to be NP-Hard in the strong sense for many types of task systems and scheduling disciplines. A major part of this paper is devoted to feasibility problems for periodic task systems.
The online algorithms that actually schedule a task system can follow one of two scheduling disciplines { preemptive and non-preemptive scheduling. In preemptive scheduling, the algorithm is allowed to preempt a task which is currently being executed and allocate the processor to another task. Each task can be preempted any number of times, without any penalty. Non-preemptive scheduling, on the other hand, stipulates that a task be given its full quota of execution time whenever it is scheduled. Most of the research has so far been concentrated on preemptive scheduling. It is a well known result that the deadline algorithm constructs a valid preemptive uniprocessor schedule for a task system whenever it is feasible (see, e.g., Liu and Layland, 1973; Labetoulle, 1974; Dertouzos, 1974] ). Such an algorithm is referred to as an optimal algorithm. Thus, the deadline algorithm forms a suitable online algorithm whenever one exists. The main problem, therefore, in preemptive scheduling in a hard real time environment, is to nd out whether a particular task system is feasible. A comprehensive account of the recent work involving feasibility of preemptive task systems can be found in Baruah, Howell, and Rosier, 1991] (see also Baruah, Howell, and Rosier, 1990; Baruah, Mok, and Rosier, 1990] ). One reason why preemptive scheduling disciplines have been studied widely is that they tend to be theoretically more tractable. But, non-preemptive scheduling is more realistic than preemptive scheduling because many of the existing systems do require that tasks not be preempted. Also, non-preemptive schedules are easier to implement and are more e cient because the overhead associated with preemptions is not present. Furthermore, non-preemptive scheduling is the easiest way to force mutual exclusion when resources are shared by various tasks (cf. Je ay, 1989] ).
The reason problems in non-preemptive scheduling are more complicated than those in preemptive scheduling is largely due to a result proved in Garey and Johnson, 1977] . It is shown there that the non-preemptive feasibility problem for non-recurring task systems is NP-Complete in the strong sense. On the other hand, Je ay, Stanat and Martel 1991] have recently shown that a non-preemptive version of the deadline algorithm will correctly schedule certain types of periodic and sporadic tasks having deadlines equal to their periods, provided the task systems are feasible for all start times. They have also given an algorithm to determine if such a task system is indeed feasible for all start times. The algorithm amounts to simulating the non-preemptive version of the deadline algorithm for n di erent sets of start times, where n is the number of tasks in the task system. Furthermore, each simulation is performed only until a particular task reaches its rst deadline. The algorithm is clearly e cient enough to be useful as an o ine algorithm. The time complexity is O(np n ), where p n is the maximum of the periods of all tasks in the system. Since p n represents the value of one of the inputs, the algorithm is not polynmial in the size of the input; so, technically, it is a pseudo-polynomial time algorithm (see Garey and Johnson, 1979] ).
The results of Je ay, Stanat, and Martel, 1991] rely heavily on two restrictions. The rst, as we have already noted, is that all deadlines are equal to their periods. The second restriction is that inserted idle times are not allowed; i.e., the processor cannot be idle if there are tasks with outstanding requests for execution. In this paper, we drop the second restriction and allow inserted idle times. There are some task systems which are not schedulable by any algorithm that does not use inserted idle times, but become schedulable when inserted idle times are used (Section 2.2 gives an example of such a task system). But, the added power of inserted idle times notwithstanding, a crucial question to be answered is whether it is possible to obtain e cient algorithms that determine the feasibility of a given task system with respect to inserted idle time scheduling. Another important question to be considered is whether it is possible to obtain online algorithms which are capable of being applied to a wide range of task systems | maybe even an optimal algorithm. We have addressed these questions for both periodic and sporadic task systems.
The feasibility of a periodic task system is often very sensitive to the start times of the tasks. Many task systems that are not schedulable for a particular set of start times become schedulable when the start times are changed. In real world situations, real time system designers have varying degrees of control over the start times of the tasks in the systems. For some systems, the designer might have the freedom to choose the start times himself. In such cases he will be interested in answering the question, \do there exist start times for which the task system is schedulable?" For some other systems, he may not have any knowledge of what the start times are going to be, so he would want an answer to the question, \is the task system schedulable for all start times?" Finally, there might be some systems where he has been given a set of start times and would like to answer the question, \is the task system is schedulable for the given start times?" For the special case of periodic task systems in which the period of each task is equal to its deadline, several results are known which answer the above questions. As we have already mentioned, when inserted idle times are not used, it has been shown in Je ay, Stanat, and Martel, 1991] that feasibility of a periodic task system for all start times can be determined in pseudo-polynomial time. They have also shown that determining feasibility for given start times is not possible in pseudo-polynomial time, unless P=NP (that is, the decision problem is NP-Hard in the strong sense). This result is shown to be true even when inserted idle times are allowed. We show in this paper that when inserted idle times are allowed, the problem of determining feasibility of a periodic task system for all start times and to nd out whether there exist start times for which a given periodic task system is feasible, are both NP-Hard in the strong sense even when the deadlines are equal to the periods. The techniques used are similar to those used in Je ay, Stanat, and Martel, 1991] , but involve more intricate constructions.
Concerning the existence of an optimal inserted idle time algorithm, Je ay, Stanat and Martel have pointed out that an optimal algorithm is not of much use unless it makes scheduling decisions in polynomial time (see Je ay, Stanat, and Martel, 1991] ). They have also proved that for periodic task systems with arbitrary start times, such an algorithm cannot exist unless P=NP. We strengthen this result in Section 3 by showing that if a polynomial time scheduling algorithm exists which correctly schedules a periodic task system T whenever T is feasible for all start times, then P=NP. This result may be contrasted with the fact that the non-preemptive deadline algorithm satis es these constraints when inserted idle times are not allowed.
For inserted idle time algorithms to be of any use, it appears that the scheduler has to know when the tasks will make their next request for processor time. When we consider sporadic task systems, rather than periodic task systems, the inherent non-determinacy involved with sporadic task systems makes this knowledge impossible. Thus, it seems intuitive that inserted idle times may not be of much use in the case of sporadic task systems. We provide two results which prove that this is indeed the case. We rst prove that if a sporadic task system is schedulable by an algorithm that uses inserted idle times, then it is schedulable by an algorithm which does not use inserted idle times. This result demonstrates that using inserted idle times does not give us any added power when scheduling sporadic task systems. We then prove, using an adversary argument similar to one given in Hong and Leung, 1988] , that there can be no optimal on-line inserted idle time algorithm for sporadic task systems, even if the deadlines are equal to the minimum separation times (cf. Mok, 1983] ). This result adds further evidence to support the conclusion that the proper way to view online scheduling of sporadic tasks is to disallow inserted idle time. Finally, we consider the use of look-ahead in scheduling sporadic tasks. Such look-ahead might be possible if tasks were to signal a \warning" at some point prior to their actual availability, or if the scheduler were allowed to preempt tasks, but required to restart them from the beginning upon returning them to the processor.
The rest of the paper is composed of four sections. In Section 2, give some formal de nitions and introduce some terminology. We will also exhibit a task system that is not schedulable by any algorithm that does not use inserted idle times, and show a way of scheduling it using inserted idle times. In Section 3, we prove the NP-Hardness of the two problems regarding periodic task systems, mentioned before. Section 4 is devoted to sporadic task systems. Here, we give evidence to conclude that using inserted idle times is not a good idea when scheduling sporadic task systems without advance knowledge of task requests. We conclude in Section 5 with a discussion of the results.
Recurring Task Systems and Inserted Idle Times
The purpose of this section is twofold. One, it formally de nes the terms and concepts used in the rest of the paper; and two, it discusses the notion of inserted idle time in detail, explaining with an example the advantage gained by using it in non-preemptive scheduling.
Some De nitions
A recurring task system is a set T = fT 1 ; : : :; T n g. Each T i 2 T is called a task and may be de ned in various ways, depending upon what type of task system T is (e.g., periodic, sporadic, complete, incomplete, etc.). But, regardless of what type of a task system T is, each task T i contains within its de nition an integer execution time e i 1, an integer period p i e i and an integer deadline d i e i . 1 Each task may be released from time to time; if a task T i is released at time t, then it must be allocated e i units of processor time before the time t + d i . If this requirement is not met, we say that T i has missed a deadline at time t + d i . A recurring task system T is called a dense system if P n i=1 ei pi = 1. In a recurring task system, each task releases potentially in nitely many times. In a periodic task system T, successive releases of a task T i 2 T are separated by exactly p i time units. In a sporadic task system T, successive releases of T i 2 T are separated by at least p i time units. The de nition of a sporadic task system does not tell us when the next release of a task T i is going to occur. It just guarantees that it follows the previous release of T i by at least p i time units. In this paper, we focus our attention on periodic and sporadic task systems for which the deadline d i is equal to the period p i (cf. Je ay, Stanat, and Martel, 1991] ).
The time at which a task releases for the rst time is called the start time of the task. The de nition of a task in a recurring task system may or may not include the start time. If start times are included for each task, we call such a task system a complete task system. Otherwise, the task system is called an incomplete task system. Thus, for a complete task system T, each task T i 2 T is an ordered triple (s i ; e i ; p i ) denoting respectively the start time, execution time and the period of the task. For an incomplete task system, each task T i is an ordered pair (e i ; p i ). Note that given an incomplete task system, we may obtain an in nite number of complete task systems by simply specifying the start time for each task. In the special case for which the start times for all tasks are equal to zero, the complete task system is called a synchronous task
system.
An algorithm which allocates processor times for each task in a task system (i.e., produces a schedule), is called a scheduling algorithm. A scheduling algorithm is said to be preemptive if it is allowed to preempt the execution of a task and allocate the processor to a di erent task. The interrupted task can resume execution later. Also, a task may be preempted any number of times, without any penalty. On the other hand, a non-preemptive scheduling algorithm is not allowed to preempt a task once it is scheduled. The task has to get its quota of execution time before another task can be scheduled. A non-preemptive scheduling algorithm is said to use inserted idle times if it allows the processor to idle when there exist tasks with outstanding requests for execution. A scheduling algorithm can be online or o ine. An o ine algorithm has the knowledge of all future releases of the tasks in a task system. An online algorithm, on the other hand does not know when the next release of a task is going to be.
A recurring task system is said to be feasible if there is a scheduling algorithm which can schedule all the tasks without missing any deadlines. Instead of talking about feasibility in general, we often talk about feasibility with respect to a class of algorithms. For example, we may say that a task system is feasible with respect to the class of all non-preemptive scheduling algorithms that do not use inserted idle times, and so on. A scheduling algorithm is said to be optimal if it can correctly schedule a task system whenever the task system is feasible. Again, instead of using the general notion of optimality, we particularize it to a certain class of algorithms. Thus, we may refer to an algorithm being optimal with respect to the class of all preemptive scheduling algorithms.
For a periodic task system, the start time and the period are enough to fully de ne all the future releases of a task. But in the case of a sporadic task system, the future releases of a task are essentially nondeterministic in nature. To still be able to speak of all the future releases of tasks in this case, we de ne a Set of Release Times R T for a sporadic task system T as follows: If T = fT i j 1 i ng; T i = (e i ; p i ) is a sporadic task system, R T is a (possibly in nite) set of tuples of the form R T = f(i; t) j 1 i n; t 2 Ng. Furthermore, if (i; t) and (i; t 0 ) 2 R T , then jt?t 0 j p i . Each tuple (i; t) indicates that the task T i is released at time t. Notice that we may associate each sporadic task system with an in nite number of R T 's.
Scheduling Using Inserted Idle Times
A non-preemptive scheduling algorithm may or may not use inserted idle times. But, what is to be gained from using inserted idle times? Below, we will give an example of a task system which is infeasible with respect to the class of algorithms that do not use inserted idle times, but is feasible when inserted idle times are used. Consider the complete periodic task system T = fT 1 ; T 2 g; T 1 = (1; 2; 5) and T 2 = (0; 6; 10). Any algorithm that does not use inserted idle times must necessarily schedule T 2 from t = 0 to t = 6. This causes T 1 to miss its deadline at time 6 because T 1 has to be allocated 2 units of processor time before t = 6. But, T can be correctly scheduled by idling the processor for one time unit at t = 0, as shown in Fig. 1 . Thus, T 
is an example of a task system that cannot be scheduled unless inserted idle times are used. But note that if preemptive scheduling were used, we could have scheduled T 2 at t = 0, preempted it to schedule T 1 at t = 1, and re-scheduled T 2 from t = 3, to get a correct schedule. In general, inserted idle times yield a more powerful scheduling descipline only in the case of non-preemptive scheduling algorithms.
3 Non-Preemptive Scheduling of Periodic Task Systems Using Inserted Idle Times
As was demonstrated at the end of the previous section, using inserted idle times allows us to correctly schedule some task systems which would be infeasible otherwise. In this section, we investigate the complexity of deciding whether a periodic task system is feasible or not, with respect to the class of algorithms that use inserted idle times. For the rest of the paper, when we refer to the feasibility of a task system, we mean the feasibility with respect to the class of algorithms that use inserted idle times. In Je ay, Stanat, and Martel, 1991] , it was proved that the feasibility problem for complete periodic task systems was NP-Hard in the strong sense. We extend their result to two feasibility problems concerning incomplete task systems. First, we show that the problem of deciding whether a given incomplete periodic task system is feasible for all start times is NP-Hard in the strong sense. We use this result to prove that if there exists a polynomial time algorithm that correctly schedules a periodic task system T whenever T is feasible for all start times, then P=NP. We next show that to decide whether there exist start times for which an incomplete periodic task system is feasible is also NP-Hard in the strong sense. We begin with the former problem.
Formally, the problem may be stated as follows:
UNIVERSAL SCHEDULING PROBLEM (USP):
INSTANCE: An incomplete task system T = fT i g; 1 i n; T i = (e i ; p i ).
QUESTION: Is the task system feasible for all start times with respect to non-preemptive algorithms that use inserted idle times?
The proof that USP is NP-Hard in the strong sense is obtained by reducing the 3-PARTITION problem to it. A formal statement of the 3-PARTITION problem is: The proof involves the construction of a task system T which has, among other tasks, the two tasks T 1 and T 2 where A task system which has these two tasks will force any non-preemptive scheduling algorithm to produce schedules in which certain regularities can be observed. These are now stated and proved in the following Lemmas. For the purposes of the next two Lemmas, we will be using the following task system: T = fT i g; 1 i n; n 2
The other tasks in T are entirely arbitrary.
Lemma 3.1 In any valid non-preemptive schedule for T, T 2 is always scheduled beginning exactly B time units after a release of T 1 :
Proof: Let s i be the start time for each T i for 1 i n. Suppose T 2 is scheduled at a time t such that s 1 + kp 1 t < s 1 + kp 1 + B: Then, the (k + 1) th release of T 1 misses its deadline (see Fig. 2 ). On the other
is scheduled too soon. In what follows, we shall refer to these blocks where T 1 , T 2 , T 1 are scheduled in that order as occupied blocks. We now prove a lemma about the synchronous system obtained from T (call it T 0 ).
Lemma 3.2 In any valid schedule of the task system T 0 , the occupied blocks cannot be separated by more than 4B time units.
Proof: Since T 0 is synchronous, T 1 is released at times 2kB, k 2 N, and T 2 is released at times 6kB; k 2 N. From Lemma 3.1, it follows that for each k 2 N, T 2 must be scheduled at time 6kB + B or 6kB + 3B.
Consider the i th release of T 2 . Scheduling this release would result in an occupied block; if this block should have the maximum separation from the succeeding occupied block (which is obtained by scheduling the (i + 1) th release of T 2 ), then it is clear that T 2 has to be scheduled at 6iB + B and 6(i + 1)B + 3B. As is clearly seen from Fig. 4 , this results in a separation of 4B time units between blocks. 2
We are now ready to prove that USP is NP-Hard in the strong sense. Notice that T is a dense system because P 3m+4 i=1 e i =p i = 1. This means that in any valid schedule for T, the processor cannot idle after all the tasks have been released; however, it is possible for the scheduling algorithm to insert idle times before that point. We now claim that T is schedulable for all start times i A has a 3-partition. ) Suppose T is schedulable for all start times. Then, the synchronous system (call it T 0 ) is schedulable. Any valid schedule for T 0 must schedule T 3 , T 4 and the other tasks in between occupied blocks of length 4B time units each | this follows from Corollary 3.1. Furthermore, by Lemma 3.2, successive occupied blocks can be separated by at most 4B time units, and every occupied block must begin with a release of T 1 . It follows that successive occupied blocks can be separated by:
1. 4B time units 2. 2B time units, or, 3. 0B time units (that is, they are not separated at all).
Let us refer to the separation between the occupied blocks as free blocks. If a free block is 2B time units, then one release of T 1 has to be scheduled in this interval; hence, B time units are available for scheduling T 3 , T 4 and other tasks. Similarly, when the separation is 4B time units, we have 2B time units available for scheduling T 3 ; T 4 and other tasks. We claim that the other tasks cannot be scheduled in a free block of length 2B time units. To see this, note that each other task has an execution time e i such that B=2 < e i < B. Furthermore, we must also schedule a release of T 1 in this free block. If we schedule any other task in this free block, then B ? e i time units will be left. Since B ? e i < B=2, nothing else can be scheduled; i.e., the processor will idle. But this is not possible in a valid schedule since T 0 is a dense system. Thus, the other tasks have to be scheduled in free blocks of length 4B. We also claim that the same free block cannot have an other task and T 3 or T 4 scheduled in it. To see this, note that, if T 3 or T 4 is scheduled in a free block of length 4B time units, then 3B time units are left for other tasks and two releases of T 1 ; as in the previous argument, this causes the processor to idle.
Thus, the other tasks have to be scheduled in free blocks of length 4B time units and if a free block has an other task scheduled in it, it cannot have T 3 or T 4 also scheduled in it. Since each free block of length 4B has 2B time units available for scheduling other tasks, and the execution time for each other task is greater than B=2, it follows that at most three other tasks can be scheduled in each such block. Furthermore, since the execution time for each other task is less than B time units, at least three such tasks must be scheduled in each free block of length 4B time units if the processor should not idle. Thus each free block contains exactly three other tasks scheduled whose execution times add up to 2B. This means that A can be partitioned into sets of 3 elements each in such a way that P s(a i ) for each subset is B; i.e., A has a 3-partition.
( Suppose that A has a 3-partition. Without loss of generality, assume that s 1 = 0. That is, T 1 is released for the rst time at t = 0. For 2 i 3m + 4, let s i be an arbitrary start time for T i , and let s max = max(s 2 ; : : :; s 3m+4 ). Also, let t = 12(m + 1)Bi where i is the smallest integer such that t > s max . Consider an interval of length 12(m + 1)B starting from t. Each of the other tasks is released exactly once in this interval. T 2 is released 2(m + 1) times and T 1 is released 6(m + 1) times. So, if we show how to schedule 6(m + 1) releases of T 1 , 2(m + 1) releases of T 2 and one release of T 3 ; T 4 and each other task in this interval, then the same schedule can be used periodically before and after this interval. In what follows, we show how to do just that.
We rst schedule each release of T 2 at the rst possible time t 0 B (mod 4B); since T 2 has a laxity of 4B, there is at least one such time at which each release of T 2 may be scheduled (see Fig. 5 ). It is easily seen that this strategy schedules exactly 2(m + 1) releases of T 2 in the interval t; t + 12(m + 1)B). For each of these releases of T 2 we must now schedule T 1 immediately before and immediately after it. We have therefore assigned 2(m + 1) blocks of processor time, each block having a length of 4B and beginning at some time t 0 0 (mod 4B). It follows that there are m + 1 slots remaining, each having a length of 4B, in which 2(m + 1) releases of T 1 and one release each of T 3 , T 4 , and the other tasks must be scheduled. We will refer to these slots as the other slots (see Fig. 5 ). Now, schedule the other tasks in the other slots as follows: Pick up the three tasks corresponding to an element of the partition of A, and try to schedule them in an other slot beginning at some time t 0 . Suppose T i ; T j and T k are the tasks. Four ways of scheduling these tasks in the other slot are shown in Fig. 6 . Any one of these methods may be chosen, depending on the release times of T i ; T j and T k :
If at least two of the tasks release outside the interval t 0 ; t 0 + 5B=2], then use method 1 or method 2, depending on when the third task releases.
If at least two of the tasks release outside the interval t 0 +3B=2; t 0 +4B], then use method 1 or method 3 depending on when the third task releases.
If neither of the above cases hold, then at least two tasks release in the interval t 0 ; t 0 + 5B=2] and at least two tasks release in the interval t 0 + 3B=2; t 0 + 4B]; hence, at least one of the three tasks must release in the intersection of the two intervals, t 0 + 3B=2; t 0 + 5B=2]. If one or two tasks release in the interval t 0 + 3B=2; t 0 + 5B=2], then use method 4.
All these methods fail when all three tasks release in the interval t 0 +3B=2; t 0 +5B=2]: In this case, the tasks cannot be scheduled in this slot. When this happens, pick up another partition element and try to schedule the tasks corresponding to it in this other slot. Note that when a set of tasks corresponding to a partition element are unschedulable in one slot, they are guaranteed to be schedulable in any of the others. It might so happen that all the other tasks in T release in the unschedulable interval of the same other slot. In such a case, schedule T 3 and T 4 in this slot. Note that no matter what the release times of T 3 and T 4 are, they can be scheduled in any other slot, in one of the four methods shown in Fig. 7 . This strategy, repeated for all other tasks, guarantees that if A has a partition, the tasks can be scheduled for all start times. Notice that when this schedule is extended to begin from t = 0, inserted idle times may become necessary for some sets of start times. 2
The construction used in the proof of Theorem 3.1 can also be used to prove an interesting result about the existence of optimal algorithms using inserted idle times. The de nition of optimality in Section 2 does not impose any restriction on the time taken by an optimal algorithm to make scheduling decisions. But for an algorithm to be practical, it has to make scheduling decisions in polynomial time. Let us refer to such an algorithm as a \useful" algorithm. Je ay, Stanat, and Martel 1991] have shown that there is a \useful" optimal algorithm (the non-preemptive version of EDF) for non-preemptively scheduling a periodic task system T whenever T is feasible for all start times with respect to the class of algorithms that do not use inserted idle times. We now prove that if the class of algorithms that use inserted idle times is considered, then there is no \useful" optimal algorithm for T unless P=NP. Corollary 3.2 If there is a \useful" algorithm which non-preemptively schedules a periodic task system T whenever T is feasible for all start times with respect to inserted idle time algorithms, then P=NP.
Proof: Assume that there is such an algorithm; call it X. Now, given an instance A of 3-PARTITION, construct the task system T as described in the proof of Theorem 3.1. Let T 0 be the synchronous task system obtained from T. Note that it follows from the proof of Theorem 3.1 that if T 0 is feasible, then A has a partition. Furthermore, if T 0 is not feasible, then some task must miss a deadline in the interval (0; 12(m + 1)B) . Thus, we can simulate algorithm X on T 0 in the interval (0; 12(m + 1)B) and check to see if any deadlines are missed. If some task misses a deadline, it means that T is not feasible for all start times; thus the instance of 3-PARTITION problem has a negative answer (Theorem 3.1). On the other hand, if no task misses a deadline, it means that T 0 is feasible. Thus, A has a partition. Clearly, the above procedure forms a pseudo-polynomial time algorithm for deciding 3-PARTITION. Since 3-PARTITION is NP-Complete in the strong sense, P=NP.
2
We next show that the problem of deciding whether there exist start times for which an incomplete periodic task system is feasible is also NP-Hard in the strong sense. Formally the decision problem may be stated as follows:
EXISTENTIAL SCHEDULING PROBLEM (ESP):
INSTANCE: An incomplete task system T = fT i g 1 i n; T i = (e i ; p i ).
QUESTION: Do there exist start times for which T is schedulable?
The proof that ESP is NP-Hard in the strong sense involves the construction of a task system which has, among other tasks, the two tasks T 1 and T 2 where T 1 = (B; 2B) T 2 = (2B; 5B); B 2 N The two tasks T 1 and T 2 are very similar to those used in the proof of Theorem 3.1. In fact T 1 is exactly the same, but T 2 has a smaller period. The proof that ESP is NP-Hard in the strong sense also involves a reduction from 3-PARTITION. If we used the same construction as that used in Theorem 3.1, it can be shown that for certain values of start times and for some instances of 3-PARTITION, it is possible for T to have a schedule even when A does not have a 3-partition. For example, let A = fa 1 ; :::; a 9 g such that s(a i ) = 12 for 1 i 5, and s(a i ) = 15 for 6 i 9. Clearly, there is no 3-partition of A; however, the task system produced by the construction of Theorem 3.1 is schedulable if T 2 has a start time of 40, and all other tasks have a start time of 0 (see Fig. 8 ). This did not matter in the proof of Theorem 3.1 because the task system had to be schedulable for all start times | which could happen only when A has a 3-partition. It turns out that when the period of T 2 is reduced to 5B instead of 6B, we can ensure that the task system constructed in the proof of Theorem 3.1 will not be schedulable for any set of start times unless A has a partition. It is easy to see that a lemma similar to Lemma 3.1 can be proved for any task system T that contains these two tasks. It follows that Corollary 3.1 also holds for T. We thus state (without proof) the following Lemma and Corollary. Corollary 3.3 In any valid schedule of T, whenever T 2 is scheduled (after T 1 's initial release), T 1 is scheduled immediately before and immediately after T 2 : Furthermore, the beginning of each of these blocks of 4B time units coincides with a release of T 1 .
As before, we refer to these blocks of 4B time units as occupied blocks. We need to prove that A has a partition i there exist start times for which T is schedulable.
) Suppose A has a 3-partition. Then, T is schedulable when all the start times are 0 | Fig. 9 shows how a valid schedule for such a system may be obtained. The schedule shown in Fig. 9 is actually for the tasks T 1 and T 2 for the rst 20B time units. As may be seen, there are 2B time units free between 9B and 11B, to schedule the other tasks. Exactly three tasks, corresponding to one element of the partition of A, may be scheduled here. If this schedule is repeated periodically, there will be m such slots in the interval 20mB. Thus, all of the other tasks may be scheduled in this interval.
( Suppose there exist start times for which T is schedulable. From Corollary 3.3, we see that whenever T 2 is scheduled, T 1 is scheduled immediately before and immediately afterwards. The other tasks have to be scheduled only in between these occupied blocks. Now, consider an occupied block beginning at time t 1 , after all tasks have been released. Suppose that the next occupied block begins at time t 2 . The maximum separation between the two blocks occurs when T 2 is scheduled immediately after it is released in the rst occupied block and it is scheduled 2B time units prior to its deadline in the next one (see Fig. 10 ). As is clearly seen, this separation cannot be more than 4B time units. Since the beginning of every block coincides with a release of T 1 (from Corollary 3.3), the other possible separations between the occupied blocks are 2B and 0 time units. Suppose two successive blocks are separated by 2B time units. Within this time, one release of T 1 has to be scheduled. That leaves B time units to schedule the other tasks. At most one other task can be scheduled in this time because 2s(a i ) > B=2. But scheduling one other task means that the processor has to idle for some time, because 2s(a i ) < B. This is not possible in any valid schedule because T is a dense system. Thus, after the release of all the tasks, no valid schedule of T can separate occupied blocks by 2B time units. The other possible separations between occupied blocks is 0 and 4B. Clearly, nothing can be scheduled between the blocks when the separation is 0. When it is 4B, two releases of T 1 have to be scheduled in that period (see Fig. 10 ) | this leaves 2B units free for scheduling the other tasks. Since the processor is not allowed to idle, it follows that at least three other tasks have to be scheduled in this interval (because 2s(a i ) < B). But, as 2s(a i ) > B=2, at most three tasks can be scheduled. In other words, exactly three other tasks whose execution times sum up to 2B, have to be scheduled. Since every non-zero separation between occupied blocks is of length 4B, it is easily seen that T is schedulable for some set of start times only if A has a 3-partition. 2
Sporadic Task Systems and Inserted Idle Times
It seems intuitively clear that for inserted idle time algorithms to work properly, the algorithm needs to have some knowledge of the future releases of the tasks in the task system. In this section, we prove two theorems which give strong evidence that such is indeed the case. The reason for this can be understood by seeing how inserted idle time was used to schedule the task system of Section 2:2. The decision to idle the processor for one time unit at the beginning was based upon the knowledge that T 1 would be released at t = 1. If this future knowledge had been absent, it would not be possible to decide how long to idle the processor, or whether to idle it at all. For example if the start time of T 1 were changed to 3 in the same task system, the only way to correctly schedule T would be to schedule T 2 at t = 0 followed by T 1 at t = 6. If future knowledge is important, then it must be the case that inserted idle times would not be so useful when scheduling sporadic task systems.
In this section, we prove two theorems which give strong evidence that such is indeed the case. We rst prove that if a sporadic task system is schedulable by an inserted idle time algorithm, then it is schedulable by one that does not use inserted idle time. We then prove that there cannot be an optimal on-line inserted idle time algorithm for scheduling sporadic task systems. After proving these two theorems, we then examine the question of how much look-ahead is necessary in order to make a correct scheduling decision.
Theorem 4.1 If a sporadic task system T is schedulable by an inserted idle time algorithm A for all possible sets of release times, then it is schedulable by an algorithm A 0 that does not use inserted idle time.
Proof: Let T = fT i j 1 i ng; T i = (e i ; p i ), be a sporadic task system which is schedulable for all sets of release times by an inserted idle time algorithm A. Consider any arbitrary set of release times R 0 T . We now describe an algorithm A 0 which behaves as follows on R 0 T : A 0 works by simulating A on a new set of releases R T . The members of R T are constructed \on the y" by A 0 , depending on the members of R 0 T and the number of idle times inserted by A up to the current instant in the simulation. To begin with, A 0 simulates A on R 0 T up to the time when A inserts the rst idle time; let this time be t 1 . A 0 copies the schedule produced by A up to this time. Thus, R T is the same as R 0 T up to t 1 . Let T i1 : : :T ij be the tasks that are ready at t 1 . Now, A 0 continues to simulate A assuming that there are no further releases, until the time A decides to stop idling the processor. Let this time be t 2 . Thus, R T does not have any releases in the interval t 1 ; t 2 ). Starting from t 2 , A 0 obtains R T as follows: For every release of a task in R 0 T after t 1 , A 0 includes a release of the same task in R T but shifted right by 1 time units, where 1 = t 2 ? t 1 . Thus, if (i; t) 2 R 0 T ; t > t 1 , then (i; t + 1 ) 2 R T . At t 2 , A schedules one of the tasks T i1 : : :T ij . Now, A 0 schedules the same task, but at t 1 . Furthermore, A 0 copies the schedule produced by A starting from t 2 , but shifts it to the left by 1 units. In doing so, A 0 has e ectively \chopped out" the idle time inserted by A.
This construction of R T and the simulation of A continues up to a time t 3 when A inserts an idle time again. As before, A 0 continues to simulate A assuming that there are no further releases, up to the time t 4 when A stops idling the processor. Now, A 0 constructs R T as before, but the tasks included are now shifted to the right by 1 + 2 units where 2 = t 4 ? t 3 . Similarly, while copying the schedule, A 0 shifts it left by 1 + 2 units. In general, suppose that A decides to idle the procesor for the nth time at time t 2n?1 . We claim that the schedule so produced by A 0 causes no deadlines to be missed. For proof, note that at time t 1 , both A and A 0 have the same set of tasks | i.e., T i1 ; T i2 ; : : :; T ij | to schedule. But, A inserts an idle time of 1 units and starts scheduling from t 2 . The construction of R T ensures that no releases occur in the interval t 1 ; t 2 ). Thus, at t 2 , A still has the same set of tasks to schedule as it had at t 1 . But, each of these tasks are closer to their deadlines by 1 units. Since A correctly schedules T for all possible sets of release times, it correctly schedules T for the set R T . Thus A correctly schedules the tasks ready at t 2 . Since A 0 copies the same schedule starting from t 1 , it is clearly correct. For tasks released in R 0 T after t 1 , there is a corresponding task in R T shifted to the right by 1 units. Since A 0 copies the schedule produced by A on R T after shifting it to the left by 1 units, its schedule is correct. It is easy to see that this argument can be generalized to prove that every time A inserts an idle time, A 0 \chops" it out, while still producing a correct schedule. Thus the algorithm A 0 schedules the task system T correctly for all possible sets of release times, without using inserted idle times. 2
Mok 1983] has shown that for sporadic task systems with arbitrary deadlines, there is no optimal, nonpreemptive, on-line algorithm using inserted idle time. In view of the positive results of Je ay, Stanat, and Martel 1991], one might wonder whether this result extends to systems in which the deadlines are equal to the minimum separation times. We now show that this result does indeed extend in this manner. Theorem 4.2 There is no optimal, non-preemptive, on-line algorithm using inserted idle time, for sporadic task systems.
Proof: Consider the sporadic task system T = fT 1 ; T 2 g T 1 = (1; 3) T 2 = (4; 7)
We rst claim that T is schedulable for all sets of release times R T by the following \clairvoyant" algorithm using inserted idle time; the algorithm is invoked for each scheduling decision. if T 1 is ready then schedule T 1 else if T 2 is ready and T 1 will not release at the next time unit then schedule T 2 else idle the processor for 1 time unit
In order to show that this algorithm correctly schedules T, we will rst show that T 1 always meets its deadline. This fact is easily seen, because T 1 can be delayed by T 2 by at most 2 time units. In order to show that T 2 always meets its deadline, we will show that for any time t, if T 2 releases at time t, then any releases of either task at any time t 0 , t t 0 t + 6, are satis ed by time t + 7. Suppose, to the contrary, that t is the rst time at which this claim is violated (i.e., T 2 releases at time t, and some release occurring at time t 0 , t t 0 t + 6, is not satis ed by time t + 7). We rst note that there cannot be any outstanding requests at time t, or else the assumption that t is the rst time the claim is violated is invalid. The longest T 2 can be delayed is 2 time units: 1 unit of inserted idle time, and 1 unit waiting on T 1 . This leaves one time unit to satisfy any request made by T 1 while T 2 was executing.
We will now show that no on-line scheduler correctly schedules T for all sets of release times. Suppose T 2 is released at time 0, but T 1 is not. An on-line algorithm cannot schedule T 2 at this point, because if T 1 were to release at time 1, it would miss its deadline. The algorithm must therefore idle the processor at time 0. Following the same reasoning, as long as T 1 does not release, the algorithm cannot schedule T 2 , because if T 1 were then to release one time unit later, it would miss its deadline. Thus, if T 1 has not released by time 3, T 2 will miss its deadline. 2
Note that the scheduling algorithm given in the above proof needs a look-ahead of one time unit. By multiplying all numbers in the proof by a factor of k, it is easily seen that inserted idle time scheduling of sporadic tasks can require k time units of look-ahead, for any given k. What is not clear is how far ahead, in terms of the parameters to the problem, a scheduling algorithm must look in order to be able to make a correct scheduling decision. At this time, we are unable to answer this question.
Another aspect of the scheduling algorithm given in the proof of Theorem 4.2 is that it only needed lookahead to decide whether or not to insert idle time; that is, it did not need look-ahead to decide which task to schedule, only to decide whether any task should be scheduled. It seems worth considering whether this limited form of look-ahead is su cient to yield an optimal algorithm for scheduling sporadic task systems.
We can characterize this form of look-ahead using the preempt-is-restart scheduling paradigm. Under this paradigm, we allow preemptions, but when a preempted task is resumed, it must be restarted. The net e ect of this paradigm is to force the scheduler to commit to which task is to be scheduled; however, if a preemption occurs, the time allocated to the preempted task is wasted, and may be considered as equivalent to inserted idle time. Furthermore, this paradigm could be implemented in a system in which the tasks do not make permanent changes to the environment prior to their last time unit of execution. Unfortunately, the following theorem shows that there is no optimal preempt-is-restart algorithm for scheduling sporadic task systems. Theorem 4.3 There is no optimal, preempt-is-restart, on-line algorithm for sporadic task systems.
Proof: Consider the sporadic task system T = fT 1 ; T 2 ; T 3 g T 1 = (10; 13) T 2 = (1; 8) T 3 = (1; 24)
We wish to show that for any set of releases, T is schedulable. To this end, we will rst show that T 0 = fT 1 ; T 2 g is schedulable for all sets of releases by the following preempt-is-restart algorithm: Always give T 2 priority, and allow T 2 to preempt T 1 if T 1 has executed for less than 3 time units. Because T 2 always preempts T 1 if T 1 has more than 7 units of execution time remaining, T 2 always meets its deadline. Suppose T 1 rst misses a deadline at time t. Then T 1 must have been delayed by two consecutive releases of T 2 , scheduled with a separation of less than 2 time units. The only way two releases of T 2 can be scheduled in such a fashion is if the rst release had to wait on an earlier release of T 1 (see Fig. 11 ). In order to show that T is schedulable for all sets of release times, let R T be any set of release times for T, and let R T 0 R T be just the releses of T 1 and T 2 . Consider the schedule S of T 0 generated by the above preempt-is-restart algorithm on R T 0 . We will consider a time unit beginning at time t to be unused in S if either the processor is idle at t or the task scheduled at t is preempted before it completes. We will show that in any time interval 24 units long, there is at least one time unit that is unused in S. Thus, it will follow that S can be transformed into a valid schedule for R T by rst replacing all unused time units by idle time, then scheduling each release of T 3 in place of the rst unit of idle time following that release. Suppose there is a time interval 24 units long in S containing no unused time units. Without loss of generality, we may assume that the time interval immediately follows an unused time unit; therefore, the interval begins at a release of either T 1 or T 2 . If the interval does not begin at a release of T 2 , it must begin with T 1 being scheduled to completion three units prior to its deadline; hence, there must be an unused time unit within the rst 13 time units. Therefore, the interval must begin with a release of T 2 . T 2 can therefore be scheduled at most 3 times in the interval. Furthermore, since the rst time unit is allocated to T 2 , T 1 must be scheduled next. We have therefore accounted for the rst 11 time units of the interval, and at most one more release of T 1 can occur within the interval. Thus, at most 23 time units may be allocated to T 1 and T 2 , so there must be an unused time unit { a contradiction. There is therefore a schedule for T.
Conclusions
This paper has examined the practicality of using inserted idle times for non-preemptive scheduling of periodic task systems. Although inserting idle times yields a more powerful scheduling algorithm, it makes the feasibility problem more di cult. It has been shown in Je ay, Stanat, and Martel, 1991] that the feasibility problem for periodic task systems for all possible start times can be solved in pseudo-polynomial time when inserted idle times are not allowed. Theorem 3.1 shows that the same problem becomes NP-Hard in the strong sense when inserted idle times are allowed. This means that there cannot be a pseudopolynomial time algorithm to determine feasibility unless P=NP. The same result holds for the problem of deciding whether there exist start times for which the given periodic task system is feasible, when we allow inserted idle times (Theorem 3.2). The upper bound on these problems remains open. In fact, it is not even known whether they belong to NP or not. The non-preemptive version of the deadline algorithm will correctly schedule all task systems that are feasible for all start times with respect to non-inserted idle time algorithms. A corresponding algorithm is yet to be found for inserted idle time algorithms. In fact it not even known whether one exists or not. Furthermore, even if one existed, it would not be of much use unless it makes scheduling decisions in polynomial time. This seems very unlikely because Corollary 3.2 proves that such algorithm cannot exist unless P=NP.
We have also provided a formal basis on which it may be argued that using inserted idle times is not going to give us any added power for scheduling sporadic task systems, unless some amount of look-ahead is possible. Theorem 4.1 proves that an algorithm not using inserted idle times can schedule any task system that can be scheduled by an algorithm using inserted idle times. Theorem 4.2, by proving the non-existence of an optimal on-line inserted idle time algorithm for sporadic task systems even when deadlines are equal to minimum separation times, provides a strong reason for using algorithms that do not use inserted idle times to schedule such systems. It may be noted that an optimal on-line algorithm already exists for scheduling sporadic task systems non-preemptively when inserted idle times are not used Je ay, Stanat, and Martel, 1991] . Theorem 4.3 shows that using the preempt-is-restart scheduling paradigm does not give enough lookahead to yield an optimal algorithm for sporadic task systems. At this time, we are unable to characterize precisely the amount of look-ahead needed to correctly schedule sporadic tasks. 
