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Abstract
Configuring hybrid precoders and combiners is a major challenge to deploy practical millimeter wave
(mmWave) communication systems. Prior work addresses the problem of designing hybrid precoders
and combiner, yet focusing on finding solutions under a total transmit power constraint. The design of
hybrid precoders and combiners in practical system, is constrained, however, by a per antenna transmit
power, since each antenna element in the array is connected to a power amplifier (PA) that has to operate
within its linear region. In this paper, we focus on the problem of hybrid precoding and combining with
per-antenna power constraints, and under a frequency-selective bandlimited channel model. We first
propose an all-digital solution to this problem, and develop a hybrid precoding and combining strategy
that aims at matching this solution by minimizing the chordal distance between the all-digital precoders
(combiners) and their hybrid approximations. Finally, since minimizing this metric does not guarantee
that the final spectral efficiency will be maximized, we optimize the resulting spectral efficiency taking
into account the per-antenna power constraints. Simulation results show the effectiveness of our all-digital
and hybrid solutions, while emphasizing the differences with respect to the corresponding solution under
a total power constraints. As shown in our numerical results, the proposed all-digital solution performs
similarly to the case in which a total power constraint is considered. Further, our proposed hybrid solution
is also shown to exhibit near-optimum performance, and the influence of different system parameters
is also shown, thereby showing the suitability of our proposed framework to deploy practical mmWave
Multiple-Input Multiple Output (MIMO) systems.
ar
X
iv
:1
81
2.
02
76
0v
2 
 [e
es
s.S
P]
  1
 Fe
b 2
01
9
2Index Terms
Hybrid precoding and combining; millimeter wave MIMO; hybrid architecture; beam-squint.
I. INTRODUCTION
Configuring antenna arrays is challenging in mmWave frequency-selective scenarios. The main
issues to be addressed are two-fold: i) obtaining high enough quality channel state information
(CSI), which may be in terms of spatial covariance or channel estimates; and ii) jointly con-
figuring hybrid architectures in both the analog and digital domains taking into account the
hardware constraints [1]. Since part of the transmit and receive processing must be performed in
the analog domain, accounting for hardware limitations, precoding and combining with hybrid
architectures is significantly harder than its all-digital counterpart. Further, the analog precoder
must accommodate different data streams for the different subcarriers using a small number of
radio frequency (RF) chains. This results in a small number of degrees of freedom to design
hybrid precoders and combiners, which makes it challenging to maximize the achievable spectral
efficiency.
The idea of a hybrid analog-digital solution for the precoders and combiners under a total
powe constraint was first proposed in [2], and then developed in [3] for sparse narrowband
MIMO channels at mmWave frequencies. Perfect factorization of the precoders is obtained in
[2], but it requires a large number of RF chains, so that the solution is not feasible at mmWave
frequencies. A common approach for the design of the mmWave hybrid system is to factorize
an approximation to the all-digital solution into the analog and the digital stages. Many methods
have been proposed in the previous literature to solve this problem for the single-user and
narrowband case [4], [5], [6], yet the mmWave channel is frequency-selective.
Some recent papers consider the problem of hybrid precoding for wideband mmWave systems,
yet assuming a near-optimum sphere-decoding based combiner, e.g. [7]–[9]. To the best of our
knowledge, only [10], [11], [12], [13] consider a more general approach for hybrid precoding and
combining in mmWave frequency-selective settings without this assumption about the combiner.
In [10], precoders and combiners are iteratively updated using several transmissions in the
downlink (DL) and the uplink (UL) subject to a total power constraint for every subcarrier,
thereby equally splitting the transmit power into each subcarrier. This results in optimizing
3the power allocation coefficients across the different data streams in an isolated manner for
every subcarrier, so that the differences in effective SNR for two data streams transmitted
in two difference subcarriers are not exploited. Consequently, the final spectral efficiency is
not fully optimized. Iteratively updating precoders and combiners dramatically increases the
total training overhead, computational complexity, and may also lead to error propagation. The
technique in [11], also considering per-subcarrier total power constraints, has been shown to
provide superior performance for mmWave channels when the number of simulated multipath
components is small and there is no clustering (4 multipath components for every user), yet at
the expense of high computational complexity. In [12], an Alternating-Minimization (AM)-based
high-complexity iterative algorithm is proposed to find the hybrid precoders and combiners. The
proposed Alternating Maximization (AM) algorithm in [12] is numerically shown to converge
to a stationary point that provides good performance, but it has not been proven to converge
to the optimum solution when a realistic channel model is considered. Besides, the channel
model in [12] is not bandlimited, i.e., it does not consider the practical effects of equivalent
transmit-receive pulse-shaping plus analog filtering that may happen at the RF frontends, thereby
increasing sparsity in the mmWave MIMO channel. Under this artifact, there is no power leakage
in the extended virtual channel model representation [14], which leads to the channels’ singular
basis being ”closer” to each other in the Grassmanian manifold. Therefore, this makes it easier
to design the hybrid precoders and combiners, since the analog precoder (combiner) can be
designed to span a subspace that approximates a common singular subspace for the different
subcarriers [11]. A common limitation of [10], [11], [12], [13] is that they do not account for
beam-squint effect, and [12] disregards the sampling rate of the mmWave channel. In fact, by
observing (33) therein, one can realize that the mmWave MIMO channel is frequency-flat since
its response is a delta function in the time domain. Further, [12] does not include any information
as to the number of clusters, rays per cluster, angular spread, etc., used to generate the different
channel realizations when simulating the proposed algorithm. This non-bandlimited model for the
channel makes it easier to design hybrid precoders and combiners, and the proposed algorithm
in [12] would likely exhibit significantly worse performance under practical channel models (i.e.
as in 5G New Radio (NR) channel model).
Finally, the technique in [13] is a greedy SVD-based low-complexity algorithm aiming at iter-
atively finding the RF and baseband precoders and combiners such that the Euclidean distances
4between the optimum unconstrained precoders and combiners and their hybrid counterparts are
minimized. The common limitation of all these papers is that they deal with the problem of hybrid
precoding and/or combining with a constraint on the total transmit power budget while equally
splitting the power budget into every subcarrier. Considering per-antenna power constraints is,
however, a more practical limitation to be considered, since the precoding/combing network
includes a power amplifier per antenna, and each one of them has to operate in its linear range
[15].
As to hybrid precoding with per-antenna power constraints, to the best of our knowledge,
only [16], and [15] deal with this problem for the narrowband scenario. A downlink massive
MISO setting is considered in [16], and the problem of maximizing the mutual information is
formulated. The analog precoder is iteratively designed based on a per-antenna power allocation
solution only, without considering the power additivity coming from having several RF chains.
The baseband precoder, conversely, is designed subject to the RF chain power constraints only,
whereby an iterative power allocation algorithm for the digital precoder is proposed. In our
previous work presented in [15], the problem of maximizing the spectral efficiency with per
antenna power constraints in a mmWave MIMO system is considered. A convex relaxation
of the original problem is performed, such that closed-form suboptimal solutions for both the
all-digital and hybrid precoders can be derived. Furthermore, we propose another suboptimal
solution for the original problem, which is in fact an upper bound to the original problem that
improves performance when compared to the relaxed solution.
In this paper, we develop the first solution for hybrid precoders and combiners with per-
antenna power constraints for frequency-selective mmWave MIMO systems. The RF analog
processing is implemented using a fully-connected phase-shifters-based architecture, where each
signal in the digital domain is fed into every RF chain. Whereas most of previous hybrid
transceiver designs consider the maximization of the mutual information, thus decoupling the
designs of the precoder and combiner, and with a total power constraint, we address the problem
of maximizing the spectral efficiency by jointly designing the precoder and combiner under
per-antenna constraints. To perform this task, we first consider an all-digital design without any
hardware-related constraints, and we optimize the spectral efficiency under the per-antenna power
constraints. Thereby, some insight into this problem can be obtained and a strict upper bound
for the maximum achievable performance can be also derived. Since the resulting problem is
5difficult, we introduce a convex relaxation leading to a suboptimal solution that can be obtained
in closed form.
The contributions of this paper are summarized hereafter:
• We formulate the problem of finding all-digital precoders and combiners maximizing the
spectral efficiency of a MIMO-OFDM/SC-FDE system with per-antenna power constraints.
Owing to the non-convex nature of the problem, we propose a convex relaxation of the
original problem and find its optimal solution. Further, we also propose another solution
and prove that it is in fact an upper bound for the original problem.
• Inspired by the all-digital solution and the discussion in [3], we propose a design criterion
for hybrid precoders and combiners based on minimizing the chordal distance between the
all-digital solutions and their hybrid counterparts.
• We propose a design method for the analog precoder subject to the hardware constraints of
the phase shifting network. This method is focused on finding a frequency-flat unconstrained
precoder that, on average, best matches the singular subspaces of the different subchannels,
thereby minimizing the subspace distance between the analog precoder (combiner) and the
all-digital spatial filters. Further, we prove that optimizing this metric leads to optimizing
the lower bound of the subspace distance between the all-digital precoders (combiners) and
their hybrid counterparts. Finally, we design the baseband precoders and combiners subject
to the per-antenna power constraints. A major advantage of our proposed hybrid precoding
and combining strategy is that we find closed-form solutions for both the RF precoder
(combiner) and the singular subspaces of the baseband precoders (combiners). The singular
values of the baseband precoders are obtained by optimizing the resulting spectral efficiency,
which is a convex problem that can be efficiently solved.
• We evaluate and compare the performance of the all-digital and hybrid solutions under
both perfect CSI and channel estimates using realistic small-scale parameters directly taken
from the 5G NR channel model defined in TR 38.901 [17]. For the channel estimates, we
consider the Subcarrier-Selection Simultaneous-Weighted Orthogonal Matching Pursuit +
Thresholding (SS-SW-OMP+Th) in [14] for mmWave channels in the absence of beam-
squint, which, under certain assumptions on the mmWave MIMO channel, has been shown
to be asymptotically efficient. Further, we also consider its generalization to deal with
frequency-selective antenna arrays in [18], and show the dependence of the spectral effi-
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Fig. 1. Illustration of the structure of a hybrid MIMO architecture, which include analog and digital precoders and combiners.
ciency on the system’s bandwidth, which directly relates to the dependence between the
channels’ singular subspaces for the different subcarriers. Our proposed all-digital solution
with per-antenna constraints is shown to perform similarly to the design considering a total
power constraint. Finally, we also provide some insight into why the performance gap is
smal with respect to the design with a total power constraint.
Notation: We use the following notation throughout this paper: bold uppercase A is used to
denote matrices, bold lowercase a denotes a column vector and non-bold lowercase a denotes
a scalar value. We use A to denote a set. Further, ‖A‖F is the Frobenius norm of a matrix
A. The symbols A∗, AC, AT and A† denote the conjugate transpose, conjugate, transpose and
Moore-Penrose pseudoinverse of a matrix A, respectively. The (i, j)-th entry of a matrix A is
denoted using {A}i,j . Similarly, the i-th entry of a column vector a is denoted as {a}i. The
identity matrix of order N is denoted as IN . We use CN (µ,C) to denote a circularly symmetric
complex Gaussian random vector with mean µ and covariance matrix C. We use E to denote
expectation. Discrete-time signals are represented as x[n], while frequency-domain signals are
denoted using x[k].
II. SYSTEM MODEL
We consider a single-user OFDM based hybrid mmWave MIMO link employing K sub-
carriers to send a block of NOFDM data symbol streams st[k] ∈ CNs×1, t = 0, . . . , NOFDM, with
E{st[k]s∗t [k]} = 1Ns INs , using a transmitter with Nt antennas and a receiver with Nr antennas. The
system is based on a hybrid MIMO architecture as shown in Fig. 1, with Lt and Lr RF chains at
the transmitter and receiver sides. At the transmitter side, a frequency-selective hybrid precoder
7F[k] ∈ CNt×Ns is used, with F[k] = FRFFBB[k], k = 0, . . . , K − 1, where FRF is the analog
precoder and FBB[k] its digital counterpart. The RF precoder and combiner are implemented
using a fully-connected network of phase shifters, as described in [19]. Notice that the analog
precoder is frequency-flat, while the digital precoder may be different for every subcarrier. The
symbol blocks are transformed into the time domain using Lt parallel K-point IFFTs. As in
[20], we consider ZCP-length Zero-Padding (ZP) to both suppress Inter Block Interference (IBI)
and account for the RF circuitry reconfiguration time. The time domain transmitted signal can
thereby be expressed as
x[n] = FRF
1
K
NOFDM−1∑
t=0
K−1∑
k=0
FBB[k]st[k]e
j
2pik(n−ZCP−t(K+ZCP))
K wK [n− t(K + ZCP)], (1)
for n = tZCP, . . . , tZCP +K − 1, and x[n] = 0 for n = t(ZCP − 1), . . . , t(ZCP − 1) + ZCP − 1,
and wN [n] is the N -length rectangular pulse wN [n] = 1 for n = 0, . . . , N − 1, and wN [n] = 0
otherwise.
The MIMO channel between the transmitter and the receiver is assumed to be frequency-
selective, having a delay tap length Nc in the time domain. Let ρL be the pathloss between
transmitter and receiver, C, Rc be the number of clusters and rays within c-th cluster, Ts be the
sampling period, prc(τ) be a filter including the effects of pulse-shaping and other analog filtering
evaluated at τ , αc,r ∈ C be the complex gain of the (c, r)-th path, τc,r ∈ R be the delay of the
(c, r)-th path, φc,r ∈ [0, 2pi) and θc,r ∈ [0, 2pi) be the angles-of-arrival and departure (AoA/AoD)
of the (c, r)-th path, and aR(φc,r) ∈ CNr×1, aT(θc,r) ∈ CNt×1 be the array steering vectors for
the receive and transmit antennas. Then, the d-th delay tap of the channel is represented by a
Nr×Nt matrix denoted as Hd, d = 0, . . . , Nc− 1, which, assuming a geometric channel model
[21], can be written as
Hd =
√
NtNr
ρL
∑C
c=1Rc
C∑
c=1
Rc∑
r=1
αc,rprc(dTs − τc,r)aR(φc,r)a∗T(θc,r), (2)
Every matrix in (2) can be written in a more compact way as
Hd = ARGdA
∗
T, (3)
where Gd ∈ C
∑C
c=1Rc×
∑C
c=1Rc is diagonal with non-zero complex entries, and AR ∈ CNr×
∑C
c=1Rc
and AT ∈ CNt×
∑C
c=1Rc contain the receive and transmit array steering vectors aR(φc,r) and
aT(θc,r), respectively.
8Finally, the frequency-domain MIMO channel matrix at subcarrier k can be written in terms
of the different delay taps as
H[k] =
Nc−1∑
d=0
Hde
−j 2pik
K
d = ARG[k]A
∗
T. (4)
In the presence of beam-squint, the array response vectors are frequency-dependent, and thus
the channel matrix in (4) can be accordingly modified as [18], [22]
H[k] = AR[k]G[k]A
∗
T[k]. (5)
Assuming that the receiver applies a hybrid combiner W[k] = WRFWBB[k] ∈ CNr×Ns , the
received signal at subcarrier k can be written as
y[k] =W∗BB[k]W
∗
RFH[k]FRFFBB[k]s[k]
+W∗BB[k]W
∗
RFn[k],
(6)
where n[k] ∼ CN (0, σ2I) is the circularly symmetric complex Gaussian distributed additive
noise vector.
III. PROBLEM FORMULATION
We assume perfect channel state information (CSI) at the transmitter and receiver, and focus
on the problem of designing hybrid precoders and combiners maximizing the spectral efficiency
(or, equivalently, the achievable rate), subject to per-antenna power constraints, as in [15]. Let
us define the receive SNR at the receive antenna level as SNR , Ptx/σ2, with Ptx being the
transmitted power, and σ2 the receive noise variance. Under transmitted Gaussian signaling, the
spectral efficiency achieved when transmitter and receiver use a precoder F[k] and a combiner
W[k] can be expressed as [23]
R(F[k],W[k])
k=0,...,K−1
=
1
K
K−1∑
k=0
log2
∣∣∣∣INs + SNRNs (W∗[k]W[k])−1W∗[k]H[k]F[k]F∗[k]H∗[k]W[k]
∣∣∣∣. (7)
By taking the K-point DFT of x[n] in (1) after discarding the Zero-Prefix, and using Parseval’s
theorem, the power constraint for the t-th OFDM symbol forwarded through the j-th transmit
antenna, xj,t[k] = [F[k]]j,:st[k], is given by
K−1∑
k=0
E{|xj[k]|2} ≤ pj, j = 1, . . . , Nt, (8)
9so that developing the left-handed term for the t-th transmitted OFDM symbol allows us to write
K−1∑
k=0
E{|xj,t[k]|2} =
K−1∑
k=0
trace{[F[k]]j,: E{st[k]s∗t [k]}︸ ︷︷ ︸
1
Ns
INs
[F[k]]∗j,:}
=
1
Ns
K−1∑
k=0
‖ [F[k]]:,j ‖22,
(9)
which is essentially a constraint over the j-th row of the frequency-selective precoder. Therefore,
the power constraint for the j-th transmit antenna can be expressed in matrix form as
1
Ns
e∗j
(
K−1∑
k=0
F[k]F∗[k]
)
ej ≤ pj, j = 1, . . . , Nt. (10)
In (10), ej ∈ CNt×1 is the j-th element of the canonical vector basis, and pj > 0 is the
maximum allowable average transmit power at the j-th transmit antenna. Besides the constraints
in (10), additional hardware constraints imposed by the analog precoding stage need also be
taken into account. We consider that transmitter and receiver employ fully-connected hybrid
architectures, as shown in Fig. 1. LetMNt×Lt(Qt) andMNr×Lr(Qr) denote the sets of matrices
with entries having unit magnitude and phase taken from a discrete set of values, corresponding
to Qt and Qr quantization bits, respectively. Then, the analog precoder and combiner must
also satisfy FRF ∈ MNt×Lt(Qt) and WRF ∈ MNr×Lr(Qr). Since incorporating the hardware-
specific constraints into an optimization problem results in a non-convex problem, we will first
remove them to gain some insight into the design of hybrid precoders and combiners with per-
antenna power constraints. Thereafter, we will focus on finding the frequecy-selective hybrid
approximations that are best matched to the all-digital solution in the sense of minimizing their
respective chordal distances.
IV. ALL-DIGITAL DESIGN
In this section, we assume an all-digital implementation of the precoder and combiner, and
consider the problem of jointly maximizing the spectral efficiency R(F[k],W[k]) subject to the
per-antenna power constraints. This problem can be stated as
max
F[k],W[k]
k=0,...,K−1
R(F[k],W[k]) subject to 1
Ns
e∗j
(
K−1∑
k=0
F[k]F∗[k]
)
ej ≤ pj, j = 1, . . . , Nt.
(11)
10
The closed-form solution to the problem in (11) is unknown even for the narrowband scenario
[15]. In [24], however, the problem of maximizing the mutual information was solved for the
narrowband scenario using an iterative approach based on Newton’s method. In this paper, we
follow the philosophy in [15] and extend its formulation to the frequency-selective scenario.
In [15], we proved that, in the narrowband scenario, the optimal precoder must satisfy all
per-antenna power constraints with equality. For the frequency-selective scenario, this result can
be extended as:
Lemma 1. Consider the problem{{F?[k]}K−1k=0 , {W?[k]}K−1k=0 } = arg max
{F[k]}K−1k=0 ,{W[k]}K−1k=0
R(F[k],W[k])
subject to
1
Ns
e∗j
(
K−1∑
k=0
F[k]F∗[k]
)
ej ≤ pj, j = 1, . . . , Nt.
(12)
Then, the optimal precoder for (12) satisfies all the per-antenna power constraints with equality.
Proof: Consider the maximization of the spectral efficiency in (7) and let {W?[k]}K−1k=0 be the
hybrid combiner maximizing (12). Then, consider the SVD W?[k] = U?W [k]Σ
?
W [k](V
?
W )
∗[k]. If
we consider the optimization of the spectral efficiency as a function of F[k], k = 0, . . . , K−1, the
received noise covariance is given by V?W [k]Σ
2
W [k](V
?
W [k])
∗. Therefore, the spectral efficiency
is only a function of U?W [k], F[k]:
R(F[k],W?[k]) = 1
K
K−1∑
k=0
log2
∣∣∣∣INs + SNRNs F∗[k]H∗[k]U?W [k](U?W [k])∗H[k]F[k]
∣∣∣∣ . (13)
The function in (13) is the mutual information achieved by the precoder F[k] over a frequency-
selective channel H˜[k] = (U?W [k])
∗H[k]. Since the hybrid precoders and combiners can be
independently designed for each subcarrier, we may follow the same reasoning as in [15]. Thus,
using Lemma 1 in [15], the optimum solution for a given subcarrier satisfies the per-antenna
power constraints with equality, and this holds for every subcarrier. Thereby, the power constraints
are met with equality for the optimum solution. This completes the proof.
Beyond Lemma 1, characterizing the solution to problem (11) is difficult. Due to this, we resort
to a suboptimal yet tractable approximation to solve this optimization problem. To do this, let
us consider the left-handed term of the j-th constraint in (11). This term can be rewritten as
1
Ns
e∗j
(
K−1∑
k=0
F[k]F∗[k]
)
ej ≤ 1
Ns
K−1∑
k=0
σ2max (F[k]) , (14)
11
where σmax(A) denotes the largest singular value of the matrix A. Now, let us define p0 , min
j
pj .
Therefore, the set of precoders satisfying 1
Ns
∑K−1
k=0 σ
2
max (F[k]) ≤ p0 is feasible for problem (11),
although this choice will be suboptimal, in general. In view of this, the original problem can be
relaxed as follows:{{F?[k]}K−1k=0 , {W?[k]}K−1k=0 } = arg max
{F[k]}K−1k=0 ,{W[k]}K−1k=0
R(F[k],W[k])
subject to
1
Ns
K−1∑
k=0
σ2max (F[k]) ≤ p0,
(15)
which has an optimal solution that will be found in the next paragraphs.
The solution to the problem (15) can be characterized by the following result:
Theorem 1. Let us consider the Singular Value Decomposition (SVD) of the rank-Ns ap-
proximation of the MIMO channel H[k] as H[k] ≈ U˜H [k]Σ˜H [k]V˜∗H [k], with U˜H [k] ∈ CNt×Ns
and V˜H [k] ∈ CNr×Ns respectively comprise the Ns left and right singular vectors of the channel
matrix H[k] corresponding to the Ns largest singular values, which are contained in the diagonal
matrix Σ˜H [k] ∈ CNs×Ns . Then, the solution to problem (15) is given by
F[k] = V˜H [k]QF [k]Σ
2
F [k], W[k] = U˜H [k]RW [k], Σ˜F [k] = ρ[k]INs (16)
with QF [k] ∈ CNs×Ns any unitary matrix, and RW [k] ∈ CNs×Ns any invertible matrix. The
coefficients ρ[k] are the solution to the following optimization problem
R(F[k],W[k]) = 1
K
K−1∑
k=0
log2
∣∣∣∣INs + ρ2[k]SNRNs Σ˜2H [k]
∣∣∣∣ ,
subject to
1
Ns
K−1∑
k=0
ρ2[k] ≤ p0.
(17)
The optimization problem in (17) comprises a linear (convex) combination of log-concave
functions with a linear constraint on the power allocation scalars ρ2[k]. Since the constraint
in (17) is convex, and the objective function is also convex (concave), the problem in (17) is
convex. Thus, it can be solved using any convex optimization tool.
Proof: Let us consider the SVDs of the frequency-selective precoders and combiners,
F[k] = UF [k]ΣF [k]V
∗
F [k], W[k] = UW [k]ΣW [k]V
∗
W [k], (18)
with UF [k] ∈ CNt×Ns , ΣF [k] ∈ CNs×Ns , VF [k] ∈ CNs×Ns , UW [k] ∈ CNr×Ns , ΣW [k] ∈ CNs×Ns ,
VW [k] ∈ CNs×Ns . The term (W∗[k]W[k])−1 in (7) is given by (W∗[k]W[k]) = VW [k]Σ−2W [k]V∗W [k]
12
and the spectral efficiency is found to only be a function of UF [k]ΣF [k]UW [k]:
R(F[k],W[k]) = 1
K
K−1∑
k=0
log2
∣∣∣∣INs + SNRNs U∗W [k]H[k]UF [k]Σ2F [k]U∗F [k]H[k]UW [k]
∣∣∣∣ . (19)
Thus, since UF [k], UW [k] are unitary and ΣF [k] is diagonal, we have to maximize (19) subject
to
U∗F [k]UF [k] = INs , U
∗
W [k]UW [k] = INs ,
1
Ns
K−1∑
k=0
σ2max (F[k]) ≤ p0. (20)
The main source of difficulty in solving (19) comes from the third constraint in (20). Even with
the knowledge of the channel matrix H[k], splitting the power budget p0 into the different ΣF [k]
is difficult. Due to this, we will focus on finding the optimum semi-unitary matrices UF [k],
UW [k] that maximize (19). If we use Sylvester’s theorem, we may express (19) as
R(F[k],W[k]) = 1
K
K−1∑
k=0
log2
∣∣∣∣INs + SNRNs UW [k]U∗W [k]H[k]UF [K]Σ2F [k]U∗F [k]H∗[k]
∣∣∣∣ . (21)
Let us define a positive semidefinite Hermitian matrix C[k] , SNR
Ns
H[k]UF [k]Σ2F [k]U
∗
F [k]H[k].
Then, using Lemma 3 from [25], and the fact that the log(·) function is log-concave,
R(F[k],W[k]) = 1
K
K−1∑
k=0
log2 |INs +UW [k]U∗W [k]C[k]|
≤ 1
K
K−1∑
k=0
log2
(
Nr∏
i=1
(1 + λi(UW [k]U
∗
W [k])λi(C[k]))
)
=
1
K
K−1∑
k=0
log2
(
Ns∏
i=1
(1 + λi(C[k]))
)
,
(22)
where the second step follows from the fact that UW [k]U∗W [k] has eigenvalues λi(UW [k]U
∗
W [k]) =
1 for 1 ≤ i ≤ Ns and zero otherwise. The upper bound in (22) is achieved if UW [k]U∗W [k]C[k]
commute, and since there is no constraint on the relation between the different UW [k] beyond
being semi-unitary, this applies to every 0 ≤ k ≤ K− 1. Let us consider an eigendecomposition
of C[k] given by C[k] = UC [k]Λ[k]U∗C [k], with UC [k] ∈ CNt×Ns , and ΛC [k] ∈ CNs×Ns . Then,
the upper bound in (22) requires that
UW [k]U
∗
W [k]UC [k]ΛC [k]U
∗
C [k] = UC [k]ΛC [k]U
∗
C [k]UW [k]U
∗
W [k], (23)
which holds if and only if UW [k] diagonalizes C[k], i.e., if the columns of UW [k] constitute an
orthonormal basis for the subspace spanned by the Ns dominant eigenvectors of C[k].
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Now, we will attempt to maximize (22) with respect to UF [k]. Notice that the function to
maximize is
R(F[k],W[k]) = 1
K
K−1∑
k=0
log2
(
Ns∏
i=1
(1 + λi(C[k]))
)
≤ 1
K
K−1∑
k=0
log2
∣∣∣∣INr + SNRNs H[k]UF [k]Σ2F [k]U∗F [k]H∗[k]
∣∣∣∣ .
(24)
The main problem in (24) comes from the characterization of the matrix ΣF [k]. Notice, however,
that if we express σ2max (F[k]) = max
{
σ21 (F[k]) , . . . , σ
2
Ns
(F[k])
}
, the power constraints can be
written as
1
Ns
K−1∑
k=0
max
{
σ21 (F[k]) , . . . , σ
2
Ns (F[k])
} ≤ p0. (25)
Now, since the max{·} function is convex [26], and an affine transformation of convex functions
is again convex, the constraints in (25) are also convex. Since the function in (24) is log-concave,
the optimization problem in (15) is also convex (concave). Then, we know that a local maximum
of that function is also the global maximizer of the function. The expression in (25) reveals that,
given the maximum singular value of F[k], the only constraint on the remaining Ns− 1 singular
values is that they must be smaller than or equal to the maximum. Therefore, maximizing the
functional in (24) requires setting the different Ns singular values in F[k] to the maximum for
every subcarrier, which yields Σ2F [k] = ρ
2[k]INs . This allows us to express (24) as
R(F[k],W[k]) = 1
K
K−1∑
k=0
log2
∣∣∣∣INs + SNRNs ρ2[k]UF [k]U∗F [k]H∗[k]H[k]
∣∣∣∣ . (26)
Now, we can apply Lemma 3 from [25] such that
R(F[k],W[k]) ≤ 1
K
K−1∑
k=0
log2
(
Nt∏
i=1
(1 +
ρ2[k]SNR
Ns
λi (UF [k]U
∗
F [k])λi (H
∗[k]H[k]))
)
=
1
K
K−1∑
k=0
log2
(
Ns∏
i=1
(1 +
ρ2[k]SNR
Ns
λi (UF [k]U
∗
F [k])λi (H
∗[k]H[k]))
)
=
1
K
K−1∑
k=0
log2
∣∣∣∣INs + ρ2[k]SNRNs Σ˜2H [k]
∣∣∣∣ .
(27)
Equality in (27) is achieved if UF [k]U∗F [k] and H
∗[k]H[k] commute. If two normal matrices
commute, they are simultaneously diagonalizable. The reverse also holds true. Then, the col-
umn vectors in UF [k] that achieve equality in (27) are the Ns eigenvectors of H∗[k]H[k] =
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UH [k]Σ2H [k]U
∗
H [k] corresponding to the Ns largest eigenvalues contained in Σ
2
H [k]. Finally, the
function to optimize is given by
R(F[k],W[k]) = 1
K
K−1∑
k=0
log2
∣∣∣∣INs + ρ2[k]SNRNs Σ2H [k]
∣∣∣∣ ,
subject to
1
Ns
K−1∑
k=0
ρ2[k] ≤ p0.
(28)
The optimization problem in (28) is convex, and thus can be solved using any convex optimization
tool. This concludes the proof.
Notice that the optimum precoder for problem (15) is a scaled semiunitary matrix with uniform
power allocation across the Ns different data streams forwarded through every subcarrier 0 ≤
k ≤ K − 1. If the precoder UF [k] from Theorem 1 is the optimum solution to the relaxed
problem, it is also feasible for the original problem in (11), although suboptimum. Then, the
performance of the precoder F[k] given by Theorem 1 can be improved if we define another
precoder F[k] = UF [k]ΣF [k], with ΣF [k] = diag{ρ1[k], . . . , ρNs [k]} and optimize the power
allocation coefficients ρi[k], 1 ≤ i ≤ Ns for the different subcarriers, subject to the per-antenna
power constraints. In fact, such choice of frequency-selective precoder leads to an upper bound
for the spectral efficiency maximization problem in (11). This can be shown using Sylvester’s
theorem and Lemma 3 from [25] in (24) as
R(F[k],W[k]) ≤ 1
K
K−1∑
k=0
log2
∣∣∣∣INr + SNRNs H[k]UF [k]Σ2F [k]U∗F [k]H∗[k]
∣∣∣∣
=
1
K
K−1∑
k=0
log2
∣∣∣∣INt + SNRNs UF [k]Σ2F [k]U∗F [k]H∗[k]H[k]
∣∣∣∣
≤ 1
K
K−1∑
k=0
log2
(
Nt∏
i=1
(
1 +
SNR
Ns
λi
(
UF [k]Σ
2
F [k]U
∗
F [k]
)
λ (H∗[k]H[k])
))
=
1
K
K−1∑
k=0
log2
(
Ns∏
i=1
(
1 +
SNR
Ns
λi
(
Σ2F [k]
)
λi
(
Σ2H [k]
)))
=
1
K
K−1∑
k=0
log2
∣∣∣∣INs + SNRNs Σ2F [k]Σ˜2H [k]
∣∣∣∣ ,
(29)
where Σ˜2H [k] ∈ RNs×Ns was already defined as the diagonal matrix containing the Ns dominant
singular values of ΣH [k]. Notice that the per-antenna power constraints impose conditions on
both the singular values and the left singular vectors of the unconstrained precoder, such that both
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ΣF [k] and UF [k] are coupled and need to be optimized simultaneously. If, however, a certain
UF [k] is feasible for the relaxed problem in (15), then it is also feasible for the original problem in
(11). Thus, the upper bound for the spectral efficiency in (29) can be attained without violating
the power constraints by taking UF [k] as in Theorem 1 and optimizing the power allocation
coefficients in the diagonal of ΣF [k].
In view of this, the spectral efficiency maximization problem can be stated as
max
ΣF [l]
0≤l≤K−1
1
K
K−1∑
k=0
log2
∣∣∣∣INs + SNRNs Σ2F [k]Σ˜2H [k]
∣∣∣∣
subject to
1
Ns
e∗j
(
K−1∑
k=0
UF [k]Σ
2
F [k]U
∗
F [k]
)
ej ≤ pj, j = 1, . . . , Nt.
(30)
If we denote the (j, `)-th element of UF [k] by uj`[k], 1 ≤ j ≤ Nt, 1 ≤ ` ≤ Ns, then the problem
in (30) can be expressed in scalar form as
max
ρi[l]
0≤l≤K−1
1
K
K−1∑
k=0
Ns∑
`=1
log2
(
1 +
SNR
Ns
σ2H,`[k]ρ
2
` [k]
)
subject to 0 ≤ 1
Ns
K−1∑
k=0
Ns∑
`=1
|uj`[k]|2ρ2` [k] ≤ pj, j = 1, . . . , Nt.
(31)
Since the problem in (31) is convex, the power allocation coefficients {ρ`[k]} can be efficiently
found using any convex optimization tool. The result is a modified space-frequency waterfilling
algorithm, in which the effective SNR per subcarrier determines how the per-antenna power
budget is splitted into the different subchannels.
V. DESIGN OF FREQUENCY-SELECTIVE HYBRID PRECODERS
In this section, we propose a design method for the frequency-selective hybrid precoders
with per-antenna power constraints. Let us FRF ∈ CNt×Lt to denote the frequency-flat analog
precoder, and FBB[k] ∈ CLt×Ns to denote the frequency-selective digital precoder. In [3] it was
shown that, under certain approximations, maximizing the mutual information achieved by a
hybrid precoder F = FRFFBB over a narrowband mmWave MIMO channel H was equivalent
to minimizing the chordal distance between the optimum unconstrained precoder given by the
principal Ns eigenvectors of H∗H and the hybrid precoder F, subject to the hardware constraints.
Furthermore, we know from Theorem 1 that any orthonormal basis of the subspace spanned by
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the columns in V˜H [k] is optimal for problem (15). These facts motivate the design of the
frequency-selective hybrid precoders as
max
FRF,{FBB[k]}K−1k=0
K−1∑
k=0
‖F∗[k]FRFFBB[k]‖2F, (32)
subject to
 FRF ∈MNt×Lt(Qt),1
Ns
e∗j
(∑K−1
k=0 FRFFBB[k]F
∗
BB[k]F
∗
RF
)
ej ≤ pj, j = 1, . . . , Nt,
where F[k] ∈ CNt×Ns is the frequency-selective unconstrained precoder found in Section IV.
Since finding the solution to problem (32) is intractable due to the hardware constraints, we will
find a suboptimal approximation for the precoding matrices FRF and FBB[k].
The problem in (32) requires finding a suitable frequency-flat matrix FRF ∈ MNt×Lt that
spans the subspace spanned by the different {F[k]}K−1k=0 . In the following, we describe a method
to design such RF precoder.
In [27] it was proven that, if the frequency-selective channel H[k] is such that
∑C
c=1Rc ≤
min(Nt, Nr), then there exists a semi-unitary frequency-flat matrix Fff ∈ CNt×Ns such that the
principal Ns left singular vectors can be expressed as V˜H [k] = FffQ[k], with Q[k] ∈ CNs×Ns a
unitary matrix. In mmWave frequency-selective channels, the condition
∑C
c=1Rc ≤ min(Nt, Nr)
does not generally hold. Despite this, we can still make an approximation to find suitable hybrid
precoders and combiners as follows. Let us define the semi-unitary matrices P ∈ CNt×Lt and
QP [k] ∈ CLt×Ns . Then, we can approximate the optimum precoder as F[k] ≈ PQP [k]. The
matrix P can be found as the solution to the following problem:
arg max
P
K−1∑
k=0
‖F∗[k]PQP [k]‖2F . (33)
Let us define a matrix Z[k] ∈ CNs×Lt , Z[k] = F∗[k]P, with SVD Z[k] = UZ [k]ΣZ [k]V∗Z [k].
Since F[k] ≈ PQP [k], we can use Von Neumann’s trace inequality in (33), such that
K−1∑
k=0
‖F∗[k]PQP [k]‖2F =
K−1∑
k=0
trace{F∗[k]PQP [k]Q∗P [k]P∗F[k]}
(a)
≤
K−1∑
k=0
trace{Σ2Z [k]},
(34)
where (a) follows from the fact that QP [k]Q∗P [k] has eigenvalues λi(QP [k]Q
∗
P [k]) = 1, 1 ≤
i ≤ Ns. The upper bound in (34) is achieved under the approximation F[k] ≈ PQP [k] since
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F∗[k]P ≈ Q∗P [k]P∗P ≈ Q∗P [k], which of course spans the subspace spanned by QP [k]. Then,
the upper bound in (34) is maximized if
K−1∑
k=0
trace{Σ2Z [k]} =
K−1∑
k=0
‖F∗[k]P‖2F (35)
is maximum. The cost function in the right-hand side of (35) can be developed as
K−1∑
k=0
‖F∗[k]P‖2F =
K−1∑
k=0
trace {P∗F[k]F∗[k]P}
= trace
P
∗
(
K−1∑
k=0
F[k]F∗[k]
)
︸ ︷︷ ︸
T
P

≤ trace
{
[ΛT ]1:Lt,1:Lt
}
,
(36)
Thus, according to (36), the frequency-flat matrix that approximately maximizes (33) is given
by the first eigenvectors of T = UTΛTU∗T . Although not explicitly derived, this solution has
already been adopted in [13] to initialize the hybrid precoding and combining design algorithm.
Therefore, it is reasonable to design the RF precoder FRF as a function of this matrix. Let us
denote the (j, k)-th element in UT as uj,k. Then, a sensible closed-form expression for (FRF)j,k
is
(FRF)j,k = e
jQt(uj,k),
 j = 1, . . . , Nt,k = 1, . . . , Lt, (37)
where Qt(uj,k) models the mitread phase quantization process according to the number of
quantization bits for the transmit phase-shifters in the hybrid architecture.
Besides being driven by an approximation, the solution in (37) assumes that the frequency-flat
matrix P is semi-unitary, which indeed adds further constraints to the design of the RF precoder
FRF. That solution, however, can be proven to maximize the lower bound of the function in
(32) when the per-antenna power constraints are ignored. This is characterized by the following
result:
Lemma 2. Let us consider an SVD of the baseband precoder FBB[k] = UF,BB[k]ΣF,BB[k]V∗F,BB[k],
with UF,BB[k] ∈ CLt×Ns , ΣF,BB[k] ∈ CNs×Ns , and VF,BB[k] ∈ CNs×Ns . If the influence of the
per-antenna power constraints on the singular vectors of FRF and FBB[k] is neglected, a lower
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bound for the cost function in (32) is given by
K−1∑
k=0
‖F∗[k]FRFFBB[k]‖2F ≥
(
min
0≤k≤K−1
1
‖Σ−2F,BB[k]‖
)
K−1∑
k=0
‖F∗[k]FRF‖2F , (38)
where ‖A‖ denotes the spectral norm of a matrix A.
Proof. Let us define G[k] = F∗[k]FRF, with an SVD G[k] = UG[k]ΣG[k]V∗G[k], with UG[k] ∈
CNs×Ns , ΣG[k] ∈ CNs×Ns , and VG[k] ∈ CLt×Ns . Now, consider the cost function in (32), which
can be developed as
K−1∑
k=0
‖F∗[k]FRFFBB[k]‖2F =
K−1∑
k=0
trace{F∗[k]FRFFBB[k]F∗BB[k]F∗RFF[k]}
(a)
≤
K−1∑
k=0
trace{Σ2G[k]Σ2F,BB[k]}
≥
K−1∑
k=0
σmin
(
Σ2F,BB[k]
)
trace{Σ2G[k]}
=
K−1∑
k=0
‖F∗[k]FRF‖2F‖Σ−2F,BB[k]‖−1
≥
(
min
0≤k≤K−1
1
‖Σ−2F,BB[k]‖
)
K−1∑
k=0
‖F∗[k]FRF‖2F ,
(39)
where (a) follows from Von Neumann’s trace inequality. Therefore, minimizing the chordal
distance between the unconstrained optimum precoder and the analog precoder maximizes the
lower bound of the original cost function in (32). This completes the proof.
Now, with the RF precoder in (37), the baseband precoders FBB[k], 0 ≤ k ≤ K − 1, can be
now found by solving (32) only as a function of FBB[k]:
max
{FBB[k]}K−1k=0
K−1∑
k=0
‖F∗[k]FRFFBB[k]‖2F, (40)
subject to
1
Ns
e∗j
(
K−1∑
k=0
FRFFBB[k]F
∗
BB[k]F
∗
RF
)
ej ≤ pj, j = 1, . . . , Nt.
Let us consider again the SVD FBB[k] = UF [k]ΣF [k]V∗F [k], with UF [k] ∈ CLt×Ns , ΣF [k] ∈
CNs×Ns , and VF [k] ∈ CNs×Ns . Let us denote G[k] = F∗[k]FRF, with SVD G[k] = UG[k]ΣG[k]V∗G[k],
with UG[k] ∈ CNs×Ns , ΣG[k] ∈ CNs×Ns , VG[k] ∈ CNs×Lt . Notice that the Frobenius norm is
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unitarily invariant, such that the objective function in (40) becomes
K−1∑
k=0
‖G[k]FBB[k]‖2F =
K−1∑
k=0
trace {FBB∗[k]G∗[k]G[k]FBB[k]}
=
K−1∑
k=0
trace {VF [k]ΣF [k]U∗F [k]G∗[k]G[k]UF [k]ΣF [k]V∗F [k]}
=
K−1∑
k=0
trace
{
G[k]UF [k]Σ
2
F [k]U
∗
F [k]G
∗[k]
}
.
(41)
In view of (41), and since the constraints in (40) do not depend on VF [k], we can set VF [k] = INs
without loss of generality. Finding the solution to problem (40) requires designing both UF [k]
and ΣF [k] taking into account the per-antenna power constraints. Since a closed-form solution to
this problem is difficult to characterize, we propose to find an approximate suboptimal solution
as follows. The singular values in ΣF [k] and ΣG[k] are assumed sorted in descending order.
Then, using Von Neumann’s trace inequality [28], the cost function in (41) can be upper bounded
as
K−1∑
k=0
‖G[k]FBB[k]‖2F ≤
K−1∑
k=0
trace
{
Σ2G[k]Σ
2
F [k]
}
. (42)
Equality in (42) is achieved if UF [k] = V∗G[k], similarly to Lemma 2. Notice, however, that the
upper bound in (42) is achieved if we neglect the influence of per-antenna power constraints on
UF [k] for the different subcarriers. Thereby, setting UF [k] = V∗G[k] is an approximate solution
to problem (40). Thus, we propose to choose the baseband precoder as FBB[k] = V∗G[k]ΣF [k].
In [15], it was chosen to maximize the upper bound in (42) as a function of ΣF [k] to find this
power allocation matrix. This is a good approximation to design ΣF in the narrowband scenario
(i.e. K = 1), but it is not a suitable strategy for frequency-selective channels. To illustrate this,
let us consider the maximization of the upper bound in (42) as a function of the per-antenna
power constraints:
max
{ΣF [k]}K−1k=0
K−1∑
k=0
trace
{
Σ2G[k]Σ
2
F [k]
}
, (43)
subject to

1
Ns
e∗j
(∑K−1
k=0 FRFV
∗
G[k]Σ
2
F [k]VG[k]F
∗
RF
)
ej ≤ pj, j = 1, . . . , Nt,
Σ2F [k]  0.
The objective function in (43) is an affine function of Ns product terms. The constraints in (43)
do not bound each individual entry in Σ2F [k], but there is only a constraint affecting the sum
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of contributions coming from the different Σ2F [k], k = 0, . . . , K − 1. If K = 1, the first set
of Nt constraints in (43) implicitly upper bounds each entry in Σ2F [k]. For K > 1, optimizing
(43) will intuitively result in the power budget pj , for 1 ≤ j ≤ Nt being splitted into those
entries [Σ2F [k]]i,i that correspond to the largest [Σ
2
G[k]]i,i, such that the per-antenna constraints
are not violated. This, however, does not ensure that the spectral efficiency is maximized. For
this reason, we choose not to maximize the upper bound in (43), and maximize the spectral
efficiency, instead.
Remark: UF [k] = V∗G[k] is not necessarily the optimal solution unless the per-antenna power
constraints are ignored. In view of (40), the optimization variables UF [k] and ΣF [k] are coupled.
Thus, this particular choice of UF [k] sets further constraints on the design of ΣF [k] in (40).
However, as we will show in numerical results, this practical choice allows us to obtain values
of spectral efficiency close to the perfect CSI design with a total power constraint.
VI. DESIGN OF FREQUENCY-SELECTIVE HYBRID COMBINERS
In this section, we propose a design method for the frequency-selective hybrid combiners. To
start the discussion, let us consider the all-digital solution given by Theorem 1:
W[k] = U˜H [k]RW [k]. (44)
In view of (44), it is clear that any basis of the Ns-dimensional subspace spanned by the columns
of U˜H [k] is optimal for problem (15). Furthermore, it is well-known that there is no loss of
optimality in terms of spectral efficiency if the hybrid combiner WRFWBB[k] has orthonormal
columns. These facts motivate the following design for the hybrid combiner:
max
WRF,{WBB[k]}K−1k=0
K−1∑
k=0
‖U˜∗H [k]WRFWBB[k]‖2F (45)
subject to
 WRF ∈MNr×Lr(Qr),(WRFWBB[k])∗ (WRFWBB[k]) = INs .
To find a solution to problem (45), we propose to use a similar approach to that in Section V.
We will first obtain a reasonable approximation for the RF combiner WRF, and then optimize
the baseband precoders WBB[k] for the different subcarriers. Let us consider an SVD of the
baseband combiners WBB[k] = UW,BB[k]ΣW,BB[k]V∗W,BB[k], with UW,BB[k] ∈ CLr×Ns , ΣW,BB[k],
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and VW,BB[k] ∈ CNs×Ns . Then, similarly to Section V, a lower bound for (45) is given by:
K−1∑
k=0
‖U˜∗H [k]WRFWBB[k]‖2F ≥
(
min
0≤k≤K−1
1
‖Σ−2W,BB[k]‖
)
K−1∑
k=0
‖U˜∗H [k]WRF‖2F . (46)
Then, the problem of finding the RF combiner can be stated as
max
WRF
K−1∑
k=0
‖U˜∗H [k]WRF‖2F ,
subject to ‖WRF‖2F = LrNr,
where the constraint in (47) is a convex relaxation of the constraint |(WRF)j,k| = 1, j = 1, . . . , Nr,
k = 1, . . . , Lr. If we develop the cost function in (47), we obtain
K−1∑
k=0
‖U˜∗H [k]WRF‖2F =
K−1∑
k=0
trace
{
U˜
∗
H [k]WRFWRF
∗U˜H [k]
}
= trace
WRF
∗
(
K−1∑
k=0
U˜H [k]U˜
∗
H [k]
)
︸ ︷︷ ︸
S
WRF

≤ trace
{
[ΛS]1:Lr,1:Lr
}
,
(47)
where the eigendecomposition S = USΛSU∗S has been used, and the upper bound in (47) follows
from using Von Neumann’s trace inequality. Such upper bound is achieved by setting WRF to
the first Lr eigenvectors of S, which are henceforth denoted by U˜S , and VW,RF can be set to any
matrix having orthonormal columns. Therefore, it is sensible to set the RF combiner WRF as
(WRF)j,k = e
jQr((U˜S)j,k),
 j = 1, . . . , Nr,k = 1, . . . , Lr, (48)
with SVD WRF = UW,RFΣW,RFV∗W,RF, UW,RF ∈ CNt×Lr , ΣW,RF ∈ CLr×Lr , and VW,RF ∈ CLr×Lr .
Now, consider the set of matrices WBB[k] satisfying the second constraint in (45). Such
constraint can be expressed as
W∗BB[k]W
∗
RFWRFWBB[k] = INs
WBB
∗[k]V∗W,RFΣ
2
W,RFVW,RFWBB[k] = INs .
(49)
The constraint in (49) can be noticed to be fulfilled by the baseband combiners WBB[k] =
UW,RFΣ
−1
W,RFZW [k], where ZW [k] ∈ CLr×Ns is a matrix having orthonormal columns. Finally, the
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problem of optimizing ZW [k] can be stated as
max
{ZW [k]}K−1k=0
K−1∑
k=0
∥∥∥U˜∗H [k]WRFZW [k]∥∥∥2
F
(50)
subject to Z∗W [k]ZW [k] = INs .
Since there is no constraint on the different ZW [k] beyond being semi-unitary, each of the
terms in (50) can be individually optimized for each subcarrier. Every term is maximized when
ZW [k] spans the same subspace as the Ns left singular vectors of Y[k] = W∗RFU˜H [k]. If we
consider a reduced SVD Y[k] = UY [k]ΣY [k]V∗Y [k], with UY [k] ∈ CLt×Ns , ΣY [k] ∈ CNs×Ns ,
and VY [k] ∈ CNs×Ns , then the choice ZW [k] = VY [k] ensures that (50) is maximized.
Finally, the power allocation matrix ΣF [k] in Section V can be found by maximizing the
spectral efficiency in (7), taking into account the designed hybrid precoders (except for ΣF [k])
and combiners. Let Heff[k] ∈ CNs×Ns be defined as
Heff[k] = V
∗
Y [k]Σ
−1
W,RFU
∗
W,RFW
∗
RFH[k]FRFV
∗
G[k], k = 0, . . . , K − 1. (51)
Then, the spectral efficiency achieved by the hybrid precoders and combiners is given by
max
{ΣF [k]}K−1k=0
1
K
K−1∑
k=0
log2
∣∣INs +Heff[k]Σ2F [k]H∗eff[k]∣∣, (52)
subject to

1
Ns
e∗j
(∑K−1
k=0 FRFV
∗
G[k]Σ
2
F [k]VG[k]F
∗
RF
)
ej ≤ pj, j = 1, . . . , Nt,
Σ2F [k]  0,
which involves the maximization of an affine function of log-concave functions, subject to linear
constraints on the entries of Σ2F [k]. Therefore, this problem can be efficiently solved using any
convex optimization tool.
VII. NUMERICAL RESULTS
In this section, the main numerical results obtained with the proposed precoding and com-
bining algorithms are presented. To obtain these results, we perform Monte Carlo simulations
averaged over 100 trials to evaluate the ergodic spectral efficiency as a function of different
system parameters. Owing to lack or prior work on hybrid precoding and combining under
frequency-selective mmWave MIMO channels with per-antenna power constraints, we show and
compare: i) all-digital solution with power allocation performed using a joint space-frequency
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waterfilling algorithm with a total power constraint (All-dig TPC), ii) all-digital solution with per-
antenna power constraints (All-dig PPC), iii) hybrid solution with per-antenna power constraints
(Hybrid PPC), and iv) hybrid solution with per-antenna power constraints using imperfect channel
estimates. For the latter, estimates {Hˆ[k]}K−1k=0 are obtained by using the Subcarrier Selection
- Simultaneous Weighted - Orthogonal Matching Pursuit + Thresholding (SS-SW-OMP+Th)
algorithm in [14] (Hybrid PPC SW-OMP), which has been shown to provide near-optimum
performance in terms of both estimation error and spectral efficiency [14]. For the latter, the
number of subcarriers processed Kp and threshold β are set to Kp = 64 and β = 0.025σ2 (see
[14]).
The typical parameters for our system configuration are summarized as follows. Both the trans-
mitter and the receiver are assumed to use Uniform Linear Arrays (ULAs) with half-wavelength
separation. Such a ULA has steering vectors obeying the expressions {aT(θ`)}n =
√
1
Nt
ejnpi cos(θ`),
n = 0, . . . , Nt − 1, and {aR(φ`)}m =
√
1
Nr
ejmpi cos(φ`), m = 0, . . . , Nr − 1. We consider two
different setups as:
• System I: the number of transmit and receive antennas are Nt = 64, Nr = 32, and the
number of RF chains is set to Lt = 4, Lr = 4.
• System II: the number of transmit and receive antennas are Nt = 64, Nr = 16, and the
number of RF chains is set to Lt = 4, Lr = 2.
The phase-shifters used in both the transmitter and the receiver are assumed to have NQ,Tx and
NQ,Rx quantization bits for the discrete phases that can be implemented. Therefore, the entries of
the analog precoders and combiners belong to the discrete sets ATx =
{
0, 2pi
2NQ,Tx
, . . . , 2pi(2
NQ,Tx−1)
2NQ,Tx
}
and ARx =
{
0, 2pi
2NQ,Rx
, . . . , 2pi(2
NQ,Rx−1)
2NQ,Rx
}
. The number of quantization bits is set to NQ,Tx =
NQ,Rx = 4. The number of OFDM sucarriers is set to K = 256, and a Zero-Prefix (ZP) of length
ZP = 64 is assumed to remove Inter Symbol Interference (ISI). The mmWave frequency-selective
channel is generated according to (2) using small-scale fading parameters directly generated from
QuaDRiGa channel simulator [29], [30] using the 3GPP TR 38.901 Urban Macrocell (UMa)
scenario specified in [17]. We also illustrate the dependency of the numerical results on the
Rician factor of the MIMO channel.
We show in Fig. 2 the average spectral efficiency for the different precoding and combining
algorithms, in which System I and System II are compared for two different Rician factors,
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Fig. 2. Comparison of evolution of the spectral efficiency versus SNR for the different precoding and combining strategies.
Figures (a) and (c) are obtained using System I for a Rician factor of 0 dB (a) and −10 dB (c). Figures (b) and (d) are obtained
using System II for a Rician factor of −10 dB. .
KF = {−10, 0} dB. It can be observed that the performance gap of the All-dig PPC design
with respect to the All-dig TPC design method is small, although it increases with the number
of transmitted data streams. This effect is driven by two facts: i) the dependency between the
singular vectors and singular values of the all-digital precoder F[k] = UF [k]ΣF [k]V∗F [k], and
most importantly ii) our considering per-antenna power constraints, rather than a total power
constraint.
On the one hand, since we assumed that UF [k] and ΣF [k] are decoupled to find closed-form
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solutions for the original design problem (recall that setting VF [k] = INs preserves optimality
in terms of spectral efficiency), the dependency between these matrices brings about some
performance loss as Ns increases. Notice, however, that this loss is smaller than approximately
0.5 bps/Hz from Fig. 2, and it does not depend on the SNR. We can also observe that this
performance loss is small for both System I and System II and the two Rician factors considered.
For the narrowband scenario, it was shown in [15] that the all-digital PPC design proposed
therein performs well even for channel models with several clusters, rays per cluster, and non-
negligible angular spread. It is not surprising to conclude, therefore, that the proposed all-digital
PPC design is a both reasonable and insightful solution that can be applicable to 5G mmWave
MIMO systems.
On the other hand, considering per-antenna power constraints further limits the achievable
spectral efficiency with respect to a system in which a total power constraint is considered.
Since a design with per-antenna constraints results in Nt+KNs inequality constraints (including
non-negativity of the singular values of ΣF [k]), the geometrical set in which we are searching
for the power allocation coefficients is further reduced with respect to the event of considering
a total power constraint comprising of KNs + 1 inequality constraints.
Further, the performance gap between the Hybrid PPC and All-digital PPC designs is small,
although it increases with Ns, and it is also affected by the Rician factor. We observe that, for the
smallest Rician factor of −10 dB, the spectral efficiency loss between the all-digital designs and
the Hybrid PPC design is larger, yet small. As KF→∞, the channel energy is concentrated on a
single multipath component (i.e. the Line-of-Sight (LoS) component). Consequently, the effective
channel subspace that the hybrid precoding and combining spatial filters must approximate has
minimum dimension, and this leads to more accurate hybrid approximations to the input all-
digital precoders and combiners. Conversely, as the Rician factor decreases, the channel energy
is more spread amongst the
∑C
c=1Rc spatial components, so that the effective channel subspace
that hybrid precoders and combiners should approximate has maximum dimension, and the Lt
(Lr) available degrees of freedom at transmitter (receiver) are not enough to find a sufficiently
accurate hybrid solution exhibiting small enough average chordal distance with the all-digital
solutions.
We show in Fig. 3 the evolution of spectral efficiency versus SNR for the all-digital TPC and
hybrid PPC designs with both perfect CSI and channel estimates obtained using the SS-SW-OMP+Th
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Fig. 3. Comparison of evolution of the spectral efficiency versus SNR for the different precoding and combining strategies.
Figure (a) is obtained using System I, and Figure (b) is obtained using System II, both for a Rician factor of −10 dB..
algorithm in [14] in the absence of beam-squint. We consider a number of M = 60 training
OFDM symbols to estimate the channel, and angular grids of sizes Gt = Gr = 128 to promote
sparsity in the angular domain. We observe from Fig. 3(a) and Fig. 3 (c) that the performance
gap between both all-digital and hybrid channel estimates and their perfect CSI counterparts
is not negligible, especially for very low values of SNR. This effect is due to the higher
energy spread among the different multipath components as KF decreases, which leads to a
large number of effective multipath components in the estimated channel owing to smaller
Fisher Information when
∑C
c=1Rc grows, as discussed in [14]. Therefore, the estimation error
of the channel gains also reduces, and results in the algorithm’s finding worse estimates of
the singular values of {H[k]}K−1k=0 . Consequently, this leads to lower accuracy when finding the
power allocation coefficients for both the TPC and PPC designs. Nonetheless, as discussed in
[14], this issue can be easily circumvented by slightly increasing the training overhead up to
80− 100 OFDM symbols. However, as analyzed in [14], we may conclude that the robustness
of the SS-SW-OMP+Th algorithm makes it possible to attain near-optimum values of spectral
efficiency, especially when SNR increases.
In Fig. 4, we show the sample CCDF of the different precoding and combining strategies for
both System I (a) and System II (b), for a mmWave MIMO channel with Rician factor −10
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Fig. 4. Comparison of sample CCDFs for the different precoding and combining strategies. Figures (a) and (c) are obtained
using System I for a Rician factor of 0 dB (a) and −10 dB (c). Figures (b) and (d) are obtained using System II for a Rician
factor of −10 dB. A number of NMC = 1000 Monte Carlo channel realizations is considered to obtain these curves..
dB. We observe that, for both the all-digital and hybrid PPC designs, the per-antenna constraints
are always met, yet not necessarily with equality. We notice, however, that as Ns increases, the
probability that the power delivered to the j-th antenna is exactly equal to pj increases. In fact,
for the hybrid PPC design with perfect CSI and Ns = 4 in Fig. 4 (b), the per-antenna constraints
are seen to be met with equality with probability of almost 1 . We observe that the hybrid PPC
design yields the largest delivered power to any given antenna, which are partially due to the
hardware constraints that the hybrid MIMO architecture imposes to the hybrid design. When
projecting the designed all-digital precoder onto the feasible set of matrix with unit-modulus
entries, this reduces orthogonality with respect to the all-digital solution. Due to this, a higher
amount of power is allocated in the different data streams to compensate for the energy loss
coming from this orthogonality mismatch, thereby yielding larger values for the power delivered
to any given antenna. Further, we observe that the all-digital TPC design does not meet per-
antenna power constraints, and results in larger power spread as Ns decreases. From Fig. 4 (a),
we observe that, if a probability of meeting the per-antenna constraints of 10−3 is required, the
input power would have to be backed off by approximately 2.5 and 3.5 dB for the all-digital
TPC design. Thereby, the spectral efficiency curves in Fig. 2(a) and Fig. 2 (c) would need to be
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shifted to the right by the same amount, leading to our proposed PPC design exhibiting higher
effective spectral efficiency. This clearly shows the importance of considering per-antenna power
constraints when a practical mmWave MIMO system is designed.
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Fig. 5. Comparison of evolution of the spectral efficiency versus B for the different precoding and combining strategies, for
both perfect CSI (a) and channel estimates obtained using the SS-SW-OMP+Th algorithm from [18]. The Rician factor is set
to 0 dB. .
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Fig. 6. Comparison of evolution of the quality metric in (53) versus B (a) and the subspace dimension d (b). The Rician factor
is set to 0 dB. .
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Last, we also analyze the impact of beam-squint on the design of the frequency-selective
hybrid precoders and combiners, for both perfect CSI and channel estimates. For the latter, we
consider the modified SS-SW-OMP+Th algorithm in [18], for which the same parameters as
with Fig. 3 are selected to run the estimation algorithm. Furthermore, the number of groups of
subcarriers is set to G = 4, whilst the number of subcarriers per group is set to Kg = K/G = 16,
and a total of Kp = Kg subcarriers are exploited to compute the support of the quasi-sparse
mmWave MIMO channel. We show in Fig. 5 (a) and Fig. 5 (b) the average ergodic spectral
efficiency as a function of the bandwidth B for Ns = {1, 2, 4}, for an average SNR = 0 dB
and Rice factor of 0 dB under System I, considering both perfect (a) and imperfect CSI (b). We
observe that, as the bandwidth increases, the channel’s left and right singular basis are less related
to each other, for the different subcarriers. Consequently, the all-digital matrix T in Section V
(see (36)) has higher rank, and it becomes harder to fully represent the different frequency-
domain subchannels with a single hardware-constrained RF precoding matrix. Thereby, spectral
efficiency decreases as the bandwidth increases, as shown in Fig. 5 (a) and (b). Further, we also
observe that the channel estimation algorithm in [18] is able to find reliable enough channel
estimates and therefore achieve near-optimum values of spectral efficiency, as shown in Fig. 5
(b).
To illustrate the relationship between the channel’s singular subspaces, we consider the fol-
lowing quality metric:
γ =
∑K−1
k=0
∥∥∥[US]∗:,1:dH[k] [UT ]:,1:d∥∥∥2
F∑K−1
k=0 ‖H[k]‖2F
(53)
The metric in (53) comprises of both a straightforward and insightful approach to assess the
relationship between the different channel subspaces at different subcarriers. In Fig. 6 , we show
this metric for System I and a Rician factor of 0 dB, as a function of B (a) and subspace
dimension d in (53) (b). We also compare the proposed precoding and combining strategy with
the approach in [27], which is based on performing a QR factorization of the transmit and receive
arrays matrices, for the subcarrier placed at half the bandwidth of the transmitted signal. As we
can observe in Fig. 6 (a), as the bandwidth increases, the relationship between the channel’s
singular basis is destroyed and the frequency-flat precoder and combiner need a larger number
of degrees of freedom to accurately represent the channel’s eigenspaces. This effect is shown in
Fig. 6 (b), wherein it is shown that, as d increases, the frequency-flat precoder and combiner can
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represent the channel’s singular spaces more reliably. Therefore, it is clear that optimizing the
chordal distance between the unconstrained all-digital precoders (combiners) and their hybrid
counterparts is a reasonable strategy that allows obtaining near-optimum data rates.
VIII. CONCLUSIONS
In this paper, we considered the problem of frequency-selective hybrid precoding and com-
bining with per-antenna power constraints, and proposed a novel algorithm to design these
spatial filters using hybrid architectures. We theoretically analyzed the problem and provided
an upper bound for the spectral efficiency that performs close to the perfect CSI design with
a total power constraint. We analyzed the influence of different system parameters on the final
achievable performance, both in terms of spectral efficiency and power delivered to any given
antenna. Further, we also showed that our proposed design performs well even when the beam-
squint effect is considered and the signal bandwidth is as large as 3 GHz, and provided the
subspace-based intuition to understand the effect of beam-squint on the different frequency-
domain subchannels. Future work would conduct a theoretical analysis on the effect of beam-
squint on hybrid precoders and combiners for other types of hybrid architecture, and extend the
proposed framework to the multi-user scenario.
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