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The transfer learning of a neural network is one of its most outstanding aspects, and has given
supervised learning with neural networks a prominent place in data science. Here we explore this
feature in the context of strongly interacting many-body systems. By means of case studies, we
show the potential of this deep learning technique to detect phases and their transitions in frustrated
spin systems, using dense and convolutional neural networks. In addition, we explore a recently-
introduced technique, which is at the middle point of supervised and unsupervised learning. It
consists in evaluating the performance of a neural network which has been deliberately “confused”
during its training. To properly demonstrate the capability of the “confusion” and transfer learning
techniques, we apply them to a paradigmatic model of frustrated magnetism in two dimensions, to
determine its phase diagram and compare it with high-performance Monte Carlo simulations.
I. INTRODUCTION
The field of machine learning, in particular deep learn-
ing, has gained a prominent place in practically all ar-
eas associated with technology1. This is the result of
the symbiosis between data generation, computing power
and algorithm development. What makes machine learn-
ing techniques especially useful in many applications,
from recommendation systems to autonomous cars, is its
automatic search for patterns and underlying models in
the data. These models are then used to classify, predict,
generate, and make decisions about new events or data.
In a sense, the trend of obtaining models from data
opposes the usual traditions of physics, which instead
tend to obtain data from models. In practice, however,
having a basic physical model does not necessarily yield
accurate results. This is especially relevant in interact-
ing many-body systems, both at classical and quantum
level2, where it is not possible to treat complex systems
such as turbulence or protein folding without approxima-
tions, even though the underlying basic laws are known.
Interacting systems display a variety of properties that
makes them exceptionally challenging. To begin with,
they do not allow decoupling the problem into smaller
units. For example, a spin lattice can exhibit complex
collective behavior even when spin interactions occur
only with its nearest neighbors. The global behavior
of the system is not directly inferred from the individ-
ual character. In mathematical terms it implies that the
dimension of the model scales as a power of the num-
ber of elements of the model. Consequently, the system
may present quasi-long range correlations, i.e. the corre-
lations do not decay exponentially, but as a power law.
In the spin lattice example, the orientation of a distant
spin can maintain a correlation with that of a local spin,
specially in the critical regime. This aspect is also re-
lated to the emergence of symmetry patterns that may
arise in systems due to interactions, beyond the underly-
ing symmetry of a lattice, as magnonic crystals in highly
frustrated quantum magnets3, to mention an example.
Finally, a feature inherently associated with the collec-
tive behavior are phase transitions.
The characteristic elements of the many-body interact-
ing systems already mentioned, such as high dimension,
correlations, symmetries and phase transitions, naturally
emerge in data science and machine learning4. The di-
mension problem in the jargon of machine learning is
known as “dimensionality curse”4. It refers to the enor-
mous amount of data required for the training process of
a neural network, for instance, to “learn” a model that
is able to generalize beyond the training data. This is
particularly problematic when the feature space is large.
The effect of correlations on certain machine and deep
learning problems is well known. In language, words
exhibit sequences with power-law correlations5, just to
cite a well known case. Natural language processing
techniques, especially convolutional and recurrent neural
networks6, are designed to deal with such correlations.
Symmetries are a fairly common aspect in large data
sets. Detecting an object in an image can be difficult to
analyze for traditional algorithms. However, a cat’s face,
for instance, maintains certain restrictions (symmetries)
that greatly reduce the parameter space to explore. In
addition, the cat’s face can be located in different places,
orientations, sizes, etc. This further restricts the possibil-
ities (more symmetries). Convolutional neural networks
are built to get the most benefit from the underlying sym-
metries in images6. For this reason, it is to be expected
that convolutional neural networks would perform well in
the 2D lattices that we analyze in this paper. Finally, the
study of phase transitions in statistical learning is a field
that has become increasingly relevant in recent years7.
For all the similarities mentioned above, it is evident
that neural network techniques, which have been fun-
damental in data science and machine learning, will also
play an important role in the physics of interacting many-
body systems. This fact is reflected in some recently
available physics-focused review articles8–10. Our work
points in this direction, taking a step forward in the im-
plementation of neural networks to study frustrated mag-
netism.
In this paper, motivated by the work of Carrasquilla
and Melko11 and the large amount of research carried
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2FIG. 1. Schematic representation of the neural networks and lattices implemented in this work. a) Dense Neural Network
(DNN). b) Convolutional Neural Network (CNN). The input features correspond to 2D system configurations which are re-
shaped into a 1D structure for the DNN, while in the CNN the input is the 2D “image” of the configuration. In both cases the
two-neurons output layer corresponds to order-disorder probabilities. c) Triangular, d) Square and e) Honeycomb lattice.
out recently12–29 to cite a few, we analyze a variety of
correlated classical spin models using neural networks.
This provides a complement to more traditional meth-
ods, which include diverse analytical and computational
tools30,31.
This work focuses on the flexibility and the generaliza-
tion power provided by the use of dense (DNN) and con-
volutional (CNN) neural networks (indicated schemati-
cally in Fig. 1 (a) and (b), respectively) to characterize
magnetic phases present in different models and estimate
their phase transitions. Our aim is to explore the possi-
bilities that these new techniques can offer in the study
of correlated systems, beyond a particular and precise
determination of a phase transition in a specific model
and lattice.
Throughout this paper, different types of lattices are
explored (Fig. 1 (c-e)), together with several groups of
hyperparameters6, to test the performance of a given
neural network against a certain classification task.
The data in our work is synthetically generated by
Monte Carlo simulations32, which we implement for the
different models and lattices studied.
For the supervised-network training we test different
types of input data, such as local spin configurations and
correlations. This allows us to analyze the advantages
and possibilities offered by the different types of features
and their relevance in each particular case.
The computations performed in this work are open
source33. The corresponding codes are freely accessi-
ble via GitHub and data is available upon request to
the authors. We have relegated most of the technical
details about training and network architecture to the
Appendix.
A central aspect of this paper is the “transfer learning”,
which consists in exploiting the predictive capacity of a
neural network beyond the context in which it has been
trained. This presents several levels of complexity. At a
more basic level, networks trained in a restricted sector
of a given model and lattice, for example at low and high
temperatures, are used to predict its transition temper-
ature. At a higher level, networks trained with a certain
model and lattice are used to predict properties (such as
critical transition temperature) of the same lattice but in
another model. Further increasing the complexity, net-
works trained with a given model and lattice are used
to predict the same properties in a different model and
lattice. In this paper, we will identify these three pro-
cesses as local transfer learning, model transfer learning
and model-and-lattice transfer learning, respectively.
We analyze these transfer learning processes on dif-
ferent realizations of the antiferromagnetic Ising model,
including first- and second-neighbor interactions on the
square, honeycomb and triangular lattices. These sys-
tems exhibit a rich and varied behavior, largely due to
frustration-induced degeneration. This allows us to ana-
lyze the strengths of DNNs and CNNs to describe these
types of interacting systems.
The last part of our work explores a new technique that
could be considered a middle point between supervised
and unsupervised learning. This recently-introduced
method34 of “learning by confusion” exploits the vari-
ability of a network performance that has been delib-
erately trained with incorrect labels. The advantage of
this technique is that it does not need the correct la-
bels for learning and can detect phase transitions, or at
least significant pattern variations that suggest such a
transition. This is the reason why it can be considered
an unsupervised learning method. With the confusion
technique we teach a network to classify the phases of
the AFM Ising model on the square lattice with second-
3FIG. 2. Local (non-frustrated) DNN transfer. DNN output
layer probabilities averaged over the test dataset as a function
of T for the AFM-Honeycomb lattice. The lattice sizes are
N = 100, 400 and 900 sites. The training data corresponds
to the ranges 0.02 < T/J < 1.22 and 1.82 < T/J < 4.53. The
shaded gray region represents the hidden set of data during
training, and the vertical dotted black line shows the analyt-
ical result for the honeycomb lattice critical temperature in
the thermodynamic limit.
neighbors interactions, which is an archetype of classical
frustrated two-dimensional magnetism. This study com-
plements the phase diagram determined with a CNN by
model transfer learning.
For completeness, in the next section we present a brief
discussion of the prominent aspects of the Ising model
family of interacting systems that we are going to analyze
using neural networks.
II. ISING MODEL: ORDER-DISORDER,
CRITICALITY AND FRUSTRATION
The Ising model is a paradigmatic model in magnetism
and statistical physics. It consists of a set of discrete
spin variables σi = ±1 defined in a lattice, in which each
spin interacts with its neighbors and eventually with an
external magnetic field. In this work, we consider the
Ising model in the absence of magnetic field described by
the Hamiltonian
H =
∑
〈i,j〉
Ji,jσiσj (1)
in several two-dimensional lattices. Here 〈i, j〉 indicates
a generic sum over close neighbors, and positive and
negative couplings Ji,j correspond to the antiferromag-
netic (AFM) and ferromagnetic (FM) Ising model, re-
spectively. Here we will be particularly focused on the
AFM case, due to its higher complexity and richness.
Although the Ising model was proposed as a toy model
to describe magnets, nowadays it represents a multitask
model used in earthquake modelling35, brain activity36,
social segregation37, and a plethora of systems present-
ing second-order phase transitions. The two-dimensional
Ising model on the square lattice with first-neighbor (J)
interactions was analytically solved by Onsager in 194438.
He showed that there is an order-disorder phase transi-
tion for the infinite square lattice at the critical tempera-
ture Tc =
2J
ln(1+
√
2)
' 2.269J (in units of Boltzmann con-
stant kB), for both FM (J < 0) and AFM (J > 0) cases.
In the second-order transition, the system exhibits crit-
ical behavior characterized by long-range spin-spin cor-
relations that decay as a power law with the distance
between spins. This results in a self-similar fractal-like
structure of order-disorder domains. The critical behav-
ior is captured in the framework of field theory2.
With exceptions such as the square lattice with inter-
actions between first neighbors mentioned above, there
are no general analytical solutions of the Ising model in
two dimensions and none in three dimensions. Therefore,
solutions for general lattice topologies and couplings are
obtained by means of series expansions and numerical
methods, such as Monte Carlo32.
The concept of frustration, which accounts for the im-
possibility of simultaneously minimizing all the couplings
in the Hamiltonian (Eq. 1), takes the Ising model to a
higher order of complexity. Frustration can take place
in different ways, either due to the structure of the lat-
tice itself or due to the inclusion of interactions beyond
first neighbors, with additional finite couplings J2, J3,
etc. The AFM Ising model with first-neighbor couplings
on the triangular lattice is an example of the first type,
whereas the AFM Ising model with second-neighbor cou-
plings on the square and honeycomb lattices illustrate the
second case. These are some of the cases we analyze in
this work.
A direct consequence of frustration is the high degen-
eracy of the ground state, resulting in a wider variety
and complexity of structures39. This makes frustrated
systems ideal to explore the power of classification and
generalization of neural networks in condensed matter
interacting systems.
Furthermore, the interplay between degenerate frus-
trated classical states and quantum fluctuations, i.e.
frustrated quantum magnetism, gives rise to some of the
most exotic and intriguing phases of matter, such as spin
liquids39. This is an extra motivation to study frustrated
magnetism using deep learning.
III. PHASE TRANSITIONS BY TRANSFER
LEARNING
In this section we begin our analysis with neural net-
works by exploring their performance to classify ordered
and disordered phases by local transfer learning. We also
present the general procedure for generating and labeling
data, as well as the training-test scheme that we follow
in the supervised learning part of the work.
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FIG. 3. Local (frustrated) DNN transfer. DNN output layer
probabilities averaged over the test set as a function of tem-
perature for the AFM-Triangular lattice for different input
features. The blue crosses and orange circles correspond to
training with local spin configurations and correlations, re-
spectively. The shaded gray region indicates the range of data
that was excluded for training. The vertical dotted black line
represents our Monte Carlo-estimated critical temperature.
In both cases the DNN overestimates the extent of the disor-
dered phase due to the additional complexity that frustration
introduces in the triangular lattice.
To begin with, we considered the AFM Ising model on
the honeycomb lattice. We have also explored other sim-
pler cases such as ferromagnetic couplings on the square
lattice, which we do not present here because they have
been previously reported11.
We start by considering the simplest neural network,
a DNN. To deal with overfitting, which is one of the
main problems of neural networks6, we first consider a
simplified network architecture. We then increase its
complexity if the performance of the network is not ade-
quate. This is a general strategy that we follow along the
work, selecting the minimal neural network architecture
requirements that guarantee the learning of significant
features with an adequate power of generalization4.
We found that to classify the ordered and disordered
phases in the AFM Ising model on the honeycomb lattice,
it is enough to use a DNN with a single hidden layer of
16 neurons. As input variables in this case, we use the
local spin configurations that we compute from Monte
Carlo simulations32. Since this is a binary classification
problem (order - disorder), we employ the binary cross-
entropy cost function, together with an L2 regularization
to further control overfitting.
Monte Carlo generation of tagged data is performed
as follows. We run 400 independent simulations starting
from the high-temperature phase. The whole tempera-
ture range is partitioned, and for each temperature the
spin configuration and the temperature are saved once
equilibrium is reached. Data with T < Tc is labeled with
0 and data with T > Tc is labeled with 1.
The data generated in the simulations is split 70% for
training (including a part for validation) and 30% for test
(prediction). Note that the temperature information is
not introduced explicitly during training, since the DNN
only uses the local spin configurations as input features
and the labels 0 and 1 for minimizing the cost function.
The temperature is used only in the test stage to analyze
the performance of the classification and prediction of
the critical temperature.
To test the network’s ability to predict beyond the data
in which it is trained, we have trained the network in a
range of temperatures that excludes a window of width w,
centered at the transition temperature Tc. Therefore, no
information about the critical region is introduced during
training. This case illustrates the local transfer learning
process.
Fig. 2 presents the results obtained for the classifica-
tion of the ordered and disordered phases in the AFM
Ising honeycomb lattice, for three different lattice sizes
(N) of 100, 400 and 900 spins. In particular, it shows
the probability of belonging to each phase as a func-
tion of temperature. This probability is obtained for
each temperature by averaging the values predicted by
the network on test data (not used for training) corre-
sponding to this temperature. The shaded gray region
indicates the range of data excluded for training (local
transfer learning). Since the classification is binary, only
the probability curve of one class is required for each
size. For example, the blue curve starting at the top
left of the Fig. 2 indicates the probability of belonging
to the ordered class for N = 900, while the lower blue
curve to the left indicates the probability of belonging to
the disordered class. Both curves add probability 1 and
therefore are not independent (they are symmetric with
respect to the line p = 0.5). However, throughout work
we show both probability curves as a visual guide to lo-
cate the predicted critical temperature, i.e. the crossing
between both curves. For the Ising honeycomb lattice,
the critical temperature (in units of kB) is analytically
available40, Tc =
2J
ln(2+
√
3)
' 1.519J , and is indicated by
the black dotted line in the Fig. 2.
First note that the DNN clearly separates the ordered
and disordered classes for temperatures far from the tran-
sition This is reflected in a probability prediction of ap-
proximately 1 (0) for the ordered (disordered) phase on
the left and vice versa on the right.
However, as the temperature approaches Tc, the DNN
finds it more difficult to differentiate between the two
phases, which is indicated by the approach of the curves
to the intermediate zone of the Fig. 2. The crossing of
both curves at p = 1/2 defines the transition temperature
predicted by the DNN for each size.
As it can be observed in Fig. 2, the prediction of the
critical temperature is very close and slightly shifted to
the right of the critical value, for each size. However, for
N = 100 (green curves) the loss of predictive power falls
faster and is noisier than in the other sizes. This reflects
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FIG. 4. Local (frustrated) CNN transfer: Output probabili-
ties for ordered and disordered phases of the AFM-triangular
lattice using a CNN. The shaded gray area corresponds to the
range of data that was not used for training and the vertical
dotted black line represents our Monte Carlo-estimated criti-
cal temperature. Unlike the previous DNN, the CNN is able
to correctly estimate the transition temperature.
the limitations and finite size effects when using a smaller
lattice.
The most important aspect to emphasize here is the
performance of the DNN in the intermediate zone around
the critical temperature, denoted by the gray area. Given
that this intermediate zone is deliberately removed from
training, the predictions made in this region manifest the
generalizing power of the network beyond training. In
other words, the DNN predicts the critical temperature
with high accuracy despite never having seen data from
the transition zone (which exhibits a more complex be-
havior). This example illustrates the efficiency of local
transfer learning with DNNs on non-frustrated lattices.
To test the power of DNNs to estimate transition tem-
peratures by local transfer learning in more complex lat-
tices, we carried out a similar analysis to the one pre-
viously made for the AFM Ising model on the triangu-
lar lattice. This case has a higher level of complexity
than the honeycomb lattice, due to the frustration of
the triangular lattice. The frustration induces degenera-
tion in the ground state41, making it much more difficult
for the neural network to extract features representative
of the ordered phase. Fig. 3 shows our results for the
triangular lattice, trained with two different input fea-
tures, using a DNN with a hidden layer of 32 neurons.
The blue line shows the results obtained by training the
network with local spin configurations, while the orange
line corresponds to the ones obtained by training with
correlations. The latter has been shown to be useful
in multicomponent models, such as the Potts model15.
For the Ising model we have evaluated the correlations
Cx,y = σx,yσL/2,L/2, relative to the center (L/2, L/2)
of a L × L lattice with periodic boundary conditions.
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FIG. 5. Model transfer on the honeycomb lattice: CNN-
predicted probabilities for ordered and disordered phases as a
function of temperature in the AFM-honeycomb lattice. The
CNN was trained using data for which J2/J = 0 and temper-
atures outside the shaded gray area. Vertical dotted lines rep-
resent the Monte Carlo estimation of the transition tempera-
tures. The network is able to correctly estimate the transition
temperature of the model with second-neighbor interactions,
despite being trained in the nearest-neighbor model. As J2/J
approaches 0.25 the change in the probability output suggests
the presence of a phase transition.
Subscripts x, y denote the spin position, relative to the
vectors of the lattice unit cell. As can be observed in
Fig. 3, in both cases the DNN overestimates the extent
of the disordered phase. Using local spins as input fea-
tures, the DNN predicts the Tc that falls slightly outside
the left zone excluded from training (shaded gray area).
The use of correlations in the training process improves
the prediction of Tc, which falls inside the zone excluded
from training. However, the additional complexity that
frustration introduces in the triangular lattice reduces
the DNN’s performance to determine Tc in both cases.
The overall performance of the network is quite insensi-
tive to differences in the choice of hyperparameters of the
network or alternative ways of evaluating correlations15.
The AFM Ising model on the triangular lattice shows
the limitations of DNNs to detect more complex orders,
in particular in the presence of frustration, and suggests
the usage of a higher-complexity neural network archi-
tecture would be more appropriate for this problem.
To address the previously-mentioned problem of lim-
ited DNN’s performance in a frustrated lattice, we an-
alyzed the Ising AFM model on the triangular lattice
with a CNN. As is known, convolutional networks are
especially suitable for identifying patterns, since they in-
corporate directly the image as input, hereafter the local
spin configurations. The CNN is a dense network that
feeds on the relevant features that are extracted directly
from the image through preprocessing filters that learn its
parameters (along with those of the DNN) during train-
ing.
6FIG. 6. Model transfer on the square lattice: Left: CNN output layer probabilities for Ne´el ordered and disordered phases for
different values of 0 ≤ J2/J < 0.5. The CNN was trained only with J2/J = 0 data and temperatures outside the shaded gray
area. The CNN captures correctly the behavior of the transition temperature with respect to the parameter that regulates
the frustration of the system, J2/J . Right: CNN output layer probabilities for collinear-ordered and disordered phases for
different values of 0.5 < J2/J ≤ 1. The CNN was trained only for J2/J = 1 and temperatures outside the shaded gray area.
We observe a similar behavior as in the left panel but as the ratio J2/J decreases. In both panels, for J2 ≈ 0.5J the change
in the probability predictions suggests a phase transition, consistent with the zero-temperature Ne´el - collinear transition at
J2/J = 0.5. Dashed vertical lines indicate the Monte Carlo estimation for the transition temperatures.
Fig. 4 shows the results obtained using a CNN for
the classification of the ordered and disordered phases of
the AFM Ising model on the triangular lattice with two
different sizes. The results presented in Fig. 4 were ob-
tained implementing a CNN with a convolutional layer
of only 10 filters, followed by a dense layer of 10 neurons.
As before, we have applied the strategy of training out-
side the transition zone, limited by the shaded gray area.
Unlike the DNN results in Fig. 3, the transition temper-
ature predicted by the CNN is in very good agreement
with the numerical Monte Carlo estimation, despite the
former being slightly shifted to the left with respect to the
latter for the N = 400 lattice. Similar results (not shown
here) are obtained for the honeycomb lattice with CNNs.
This illustrates the power of local transfer learning with
CNNs to determine transitions in frustrated (and non-
frustrated) spin lattices.
Since the CNNs show a higher performance than DNNs
in frustrated systems, in the following sections we will
concentrate on the implementation of CNNs in these sys-
tems. In particular, we will analyze other aspects asso-
ciated with the performance of CNNs and their power of
generalization, not only at local transfer level as we have
done here. We will fully explore the potential of CNNs
to predict transitions in other models as well as model
and lattices in which the network has not been trained,
i.e. CNN model, and model-and-lattice transfer learning
respectively.
A. Model transfer learning
As we discussed in the previous section, the CNNs can
be very powerful in determining the phase transition of a
system by training at temperatures away from the transi-
tion temperature (local transfer). One step further would
be to apply pre-trained neural networks in a given model
and lattice to predict transitions in other models or lat-
tices. In this subsection we address model transfer learn-
ing by analyzing the performance of a pre-trained CNN
to study another model, different from the one in which
it was trained.
We start by training the CNN on the AFM Ising model
on the honeycomb lattice with first-neighbor couplings
(J), excluding a region around the critical temperature.
Next, we evaluate its performance on data generated in
the honeycomb lattice with first- and second-neighbor
interactions, i.e. finite J2. If the ratio of second- to first-
neighbor coupling J2/J is small, the system remains in
the same phase and it is reasonable to think that the
CNN will be able to recognize the order. However, the
transition temperature is a function of J2/J and a priori
it is not clear that the CNN can correctly detect the Tc
behavior.
In Fig. 5 we show results of the probabilities predicted
for the Ne´el ordered and disordered phases as a function
of temperature. Each curve corresponds to a different
value of the frustrating coupling J2/J and the dashed
vertical lines indicate the respective Monte Carlo esti-
mations of the critical temperatures (See Appendix for
details).
Let us recall that the CNN has not been trained with
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FIG. 7. Frustrated phase diagram by transfer learning. Main panel: CNN predicted phase diagram of the frustrated AFM
Ising model on the square lattice with critical temperatures corresponding to the crossings at p = 0.5 of Fig. 6. Blue (orange)
triangles indicate critical transition points from the Ne´el (collinear) to disordered phase, predicted via transfer learning from
J2/J = 0 (J2/J = 1). Horizontal red dashed line indicates the temperature value used for confusion method training (Section
IV). Inset: High-precision Monte Carlo results of Fig 2 from ref.42(green circles and red squares). Data from the main panel was
added for comparison (orange and blue triangles). As can be observed, the resulting temperatures are in excellent agreement
with the reference values despite training only with data from a very limited region of phase diagram (thick vertical red lines
at J2 = 0 and J2 = J .
the presence of frustrating interactions, nor near the tran-
sition of the first-neighbor model, and yet for small values
of J2 the convolutional network prediction is remarkable.
As J2/J approaches 0.25 the probability output changes.
The network is progressively less accurate to predict if the
system is ordered at low temperatures. At J2/J = 0.25
the probability prediction for the system to be ordered
(disordered) is constant and approximately equal to 0
(1), suggesting a phase transition around J2/J = 0.25.
Although our main focus is on the performance of the
neural network, this problem is of interest in itself, and
is currently a matter of study43.
To further explore model transfer learning, we have
also analyzed the Ising model with first- and second-
neighbor couplings on the square lattice, starting from
two different limiting cases. On the one hand, we trained
a CNN with AFM Ising model data on the square lat-
tice with first-neighbor couplings excluding as before the
zone around the transition. Next we analyzed the net-
work performance on the square lattice, including frus-
trating second-neighbor interactions J2. Left panel of
Fig. 6 shows the results of the network predictions for the
transition temperature between the disordered and Ne´el
phases for different values of frustration J2/J , whereas
the dashed vertical lines indicate the Monte Carlo esti-
mated critical temperatures. As can be observed, the
CNN predicts accurately the change in the critical tem-
perature for small J2/J . For J2/J ≈ 0.5 the prediction
becomes less accurate. This is consistent with the T = 0
transition from Ne´el to collinear phase at J2/J = 0.5,
characterized by a highly degenerate ground state42.
On the other hand, we trained a CNN at J2 = J ,
i.e. the maximal frustration point, excluding as before
the transition zone. The transition between the collinear
and disordered phases exhibits a different nature (first or
second order transition depending on J2) and has been
studied in detail42. Following the same procedure as be-
fore, we evaluated the CNN performance by varying J2/J
from 1 up to J2/J ' 0.5. Results are shown in the right
panel of Fig. 6 and a behavior similar to the left panel
can be observed, but on the other side of the transition.
With the transition temperatures predicted by the
CNN (Fig. 6) we built the temperature vs. frustration
phase diagram of the frustrated Ising model on the square
lattice, presented in Fig. 7. There are three phases,
where the system presents Nel-order, collinear-order, or is
disordered (paramagnetic phase). The blue (orange) line
that separates the Nel-ordered (collinear-ordered) phase
from the paramagnetic phase is constructed with the crit-
ical temperatures predicted by the CNN trained only in
the region indicated by the thick vertical red lines on the
left (right), with J2 = 0 (J2 = J). The CNN-predicted
critical temperatures denoted here by blue (orange) tri-
angles correspond to the intersections at p = 0.5 from
the left (right) panel of Fig. 6. The inset in Fig. 7
shows the same transition temperatures, plotted with the
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FIG. 8. Model-and-lattice transfer: CNN output layer prob-
abilities on the square lattice as a function of temperature for
different frustration values J2. The CNN was only trained
with the J2 = 0 honeycomb lattice data, with temperatures
in the range 0.02 < T/J < 1.22 and 1.82 < T/J < 4.53 (the
same as in Fig. 2). Vertical dotted lines indicate the corre-
sponding Monte Carlo estimation of transition temperatures.
scale of Fig. 2 of reference42, along with that Figure.
The comparison made in the inset shows the excellent
agreement between our CNN predictions and the high-
precision Monte Carlo results of ref.42, indicated with
green circles and red squares. This is remarkable consid-
ering that almost the complete phase diagram was ob-
tained by transfer learning, since only spin configurations
at temperatures within a restricted region (thick vertical
red lines) were used as training data.
This result shows the robustness of the CNNs to gen-
eralize their predictions to different models from those in
which they were trained, performing equally well in phase
transitions of different nature, as illustrated in this exam-
ple for the frustrated Ising model on the square lattice.
In the following section we further test the general-
ization power of CNNs by simultaneously performing a
transfer in model and lattice.
B. Model-and-lattice transfer learning
We conclude the transfer learning analysis presenting
a more demanding step, which incorporates both model
and lattice transfer learning. In other words, we analyze
the generalization power of a CNN trained with a given
lattice and model, evaluating its performance on another
lattice and another model simultaneously, i.e model-and-
lattice transfer learning.
Keeping the number of training parameters as low as
possible, the network can be forced to learn only the main
features from the training data corresponding to a certain
model and lattice. In this way it is capable of correctly
predict the critical temperature from data correspond-
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FIG. 9. Learning frustration by confusion: Results obtained
by applying the confusion method to the low temperature
phases of the frustrated J − J2 AFM Ising model on the
square lattice. The training was implemented at T/J = 0.02,
indicated by the horizontal red dashed line in Fig. 7. The
central peak of the characteristic “W-shape” is very close to
1/2, which reflects the zero-temperature phase transition at
J2/J = 1/2 from the Ne´el to the collinear phase. This indi-
cates that the confusion method is a powerful technique to
determine phase transitions even in the presence of frustra-
tion.
ing to a different model and lattice (see details in the
appendix).
We trained a CNN with Monte Carlo local spin config-
urations of the AFM nearest-neighbor Ising model on the
honeycomb lattice excluding the phase transition zone,
and predicted transition temperatures in the frustrated
Ising model on the square lattice.
Fig. 8 shows the results of the CNN predictions on the
frustrated square lattice for different frustration values
J2 as a function of temperature. As before, the dotted
lines indicate the corresponding Monte Carlo estimation
of the critical temperatures. The CNN’s Tc estimations
are very close to those of the Monte Carlo simulations up
to J2 values near to the transition between the Ne´el and
the collinear phases at J2 = 0.5J
42.
IV. LEARNING FRUSTRATION BY
CONFUSION
To further explore frustrated systems via deep learn-
ing, in this section we are going to discuss the recently de-
veloped “confusion” learning technique34. This method
can be considered a hybrid between supervised and un-
supervised learning methods. The central idea of con-
fusion learning is based on evaluating the accuracy, i.e.
the ratio of correct predictions over the total number of
predictions, of a network trained with a set of intention-
ally incorrect labels. Supposing that data depends on a
parameter that lies in the range [a, b], in which there is
9a phase transition at the critical point c∗, the method
consists in proposing an arbitrary critical point c and
training the network by giving the label 0 to all data
with parameters smaller than c, and giving the label 1 to
the rest. Next, the accuracy of the trained network on
the entire training set, P (c), is evaluated with respect to
the proposed critical point c. By sweeping the c values
and repeating the process over the range [a, b], the func-
tion P (c) is obtained, which exhibits a W-shape with its
intermediate peak located at the true critical point c∗.
The reason for this is as follows. When c = a or c = b
all data is labeled with the same label, and therefore the
network predicts with 100% accuracy. This explains the
two ends of the W-shape. The central maximum in the
network performance occurs when the proposed critical
point c coincides with the true critical point c∗. In this
case the training process is equivalent to the standard
supervised learning of the network.
By the nature of the learning by confusion method, the
training process is much more time and resource demand-
ing than the supervised cases in the previous section. For
each proposed critical point c, a complete training pro-
cess has to be carried out.
Fig. 9 shows the results obtained by applying the
confusion method to the low temperature phases of the
frustrated J − J2 AFM Ising model on the square lat-
tice. In this case, the training process was performed at
T/J = 0.02, indicated by the horizontal red dashed line
in Fig. 7 (see the appendix for the CNN implementation
details). For T → 0, the model presents a phase transi-
tion at J2/J = 1/2 from Ne´el to collinear order
42. Note
how the central peak of the W-shape emerges very close
to 1/2 in Fig. 9, indicating that the method can precisely
determine the transition.
It is important to recall that the confusion method can
detect changes in data patterns that are not necessarily
associated with a physical phase transition. In this sense,
the method is an indicator of a transition, which should
be contrasted with other methods or prior knowledge of
the physics involved.
This case illustrates the power of the learning by con-
fusion method to identify phases in a paradigmatic model
of frustrated magnetism. Most importantly, it opens the
door to the study of frustrated magnetism, not only at a
classical level but as well at a quantum level by means of
semi-supervised deep learning methods.
We consider that the combination of the confusion
method and the generalization power of CNNs could sig-
nificantly enhance the current power of calculation and
prediction in the study of low dimensional magnetic sys-
tems.
V. CONCLUSIONS
In this work we have explored the ability of neural
networks to generalize knowledge beyond their training.
This aspect of transfer learning, which has become a cor-
nerstone in data science, has been discussed here in the
context of interacting spin systems. For this, we have
used a family of Ising models with antiferromagnetic cou-
plings to first and second neighbors, on several lattices.
These systems encompass a variety of behaviors includ-
ing frustration-induced highly degenerate and disordered
phases, as well as criticality, which make them suitable
candidates to analyze the potential of neural networks
as generic classifiers. The excellent performance of the
NNs shows that deep learning techniques may enhance
the traditional methods bringing the best of both com-
munities (data science and condensed matter physics) to
tackle some of the most challenging open problems in
frustrated spin systems.
The transfer learning analysis was carried out in three
stages of increasing order of generality demand. This in
turn led to the use of a more advanced type of neural
network. In the first case, which we call local transfer
learning, we take a given model and lattice and train
it excluding a temperature interval around the order-
disorder transition temperature. Next we analyze the
performance of the neural network to differentiate both
phases and determine the critical temperature. This tar-
get is outside the training zone, although within the same
model and lattice, hence the term “local” transfer learn-
ing. Our result is as follows. For non-frustrated lattices,
local transfer learning works properly with DNNs. In
this work we illustrated this case with the AFM first
neighbors Ising model on the honeycomb lattice (Fig.
2). However, for frustrated models, DNNs are not suf-
ficiently accurate to guarantee adequate local transfer.
This was tested not only with local spin Monte Carlo
configurations, but also with correlations as input fea-
tures to train the neural network. We exemplified this
case with the AFM first neighbors Ising model on the tri-
angular lattice. The structure of the lattice gives rise in
this case to frustration and consequently high degeneracy.
This makes it difficult for the DNN to classify properly
(Fig. 3). This difficulty is overcome using a convolutional
network, whose pre-processing filter architecture extracts
more representative features directly from the image of
the configurations, making it suitable in high degeneracy
cases (Fig. 4).
The second case analyzed was model transfer learning,
in which we train a CNN using data of a given lattice (ex-
cluding the transition zone) and we then test its capabil-
ity to classify data of a more general model on the same
lattice. We illustrated this case with three examples. In
the first one, we trained the non-frustrated AFM Ising
model on the honeycomb lattice and validated on the
frustrated AFM Ising model on the honeycomb lattice,
using a convolutional network (Fig. 5). For the other
two examples, we carried out the same procedure, but
for the square lattice, training and validating separately
from the non-frustrated and maximally frustrated AFM
Ising model cases. The main result here is presented
in the phase diagram of Fig. 7. The agreement of our
CNN results with high-precision Monte Carlo results42
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depicted in the inset of Fig. 7 is very significant, consid-
ering the very tiny region of training (thick red vertical
lines at J2 = 0 and J2 = J of Fig. 7 ).
These results indicate that CNNs generalize appropri-
ately from the features learned in the restricted models
where they were trained. The CNN not only quantita-
tively identifies the transitions between the ordered and
high-temperature phases, but also gives evidence of the
transitions between the ordered low-temperature phases.
Finally, for the third and most demanding case we
considered model-and-lattice transfer learning. To this
end, we trained with a convolutional network (outside
the transition zone) the non-frustrated AFM Ising model
on the honeycomb lattice, and we tested the CNN perfor-
mance on the frustrated AFM Ising model on the square
lattice. The results (Fig. 8) show that in this case the
network is also able to generalize adequately, performing
accurately in the small to intermediate region of frustra-
tion, and signaling the low-temperature phase transition.
The transfer learning results presented in this work in-
dicate that neural networks, in particular convolutional
networks, can be adequate generic classifiers, exhibiting
high performance when properly trained in minimal mod-
els even in cases of high degeneration such as the frus-
trated systems already analyzed. We plan to apply simi-
lar methods to other frustrated models at classical44 and
quantum level45–47
In addition to implementing supervised transfer learn-
ing, in this paper we addressed the powerful “learning by
confusion” semi-supervised technique. This method is
based on analyzing the performance of a neural network
when it is trained with intentionally incorrect labels. In
this aspect the technique is reminiscent of the maximum
likelihood methods of statistical learning4. To show the
power of the method, we implemented a learning by con-
fusion scheme on a classic example of frustrated mag-
netism, the J1 − J2 model on the square lattice, using a
CNN. Our results, depicted in Fig. 9, clearly show that
the method can detect the emergence of the transition
between the low temperature phases. This is evidenced
by the intermediate peak of the characteristic “W” shape
of the predicted accuracy in Fig. 9, which is located very
close to the true critical point.
The previous example highlights the main advantage
of the confusion method, i.e. not having to rely on cor-
rect labelling beforehand to detect pattern changes in
the configuration data. In this case, the neural network
learns to differentiate the low temperature phases when
frustration generates high degeneracy. The price to pay is
the computational effort during training, but the advan-
tage is evident. In this sense, learning by confusion offers
a complementary tool to the supervised learning tech-
niques presented above. This new technique enriches the
variety of shallow and deep learning dimensionality re-
duction methods available. We can conclude that, learn-
ing by confusion represents a promising way to continue
exploring other exotic phases in classical and quantum
correlated magnetic systems.
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Appendix A: Methods
The computations performed in this paper are open
source and written in C and Python, using specific li-
braries such as Keras for deep learning.
Monte Carlo simulations: The Monte Carlo genera-
tion of tagged data, using a Metropolis Algorithm and
single-spin-flip dynamics, is performed as follows. We
run 400 independent simulations starting from the high-
temperature phase (in general T0 = 4.5J). A set of 200
evenly-spaced temperature values is obtained from the
range [0, T0], and for each temperature, the spin config-
uration and the temperature are saved once equilibrium
is reached. Thus, our dataset for each lattice and each
model considered consists of 80000 samples.
Training procedure: The data generated by Monte Carlo
simulations is split 70 % for training (10 % of which is
taken for validation) and 30 % for test, i.e. prediction.
Data with T < Tc is labeled with 0 and data with T > Tc
is labeled with 1. Temperature values are only used in
the test stage, to analyze the performance of the clas-
sification, and to estimate the critical temperature. We
have trained the network in a range of temperatures that
excludes a window |T − Tc| < wJ , with 0.1 ≤ w ≤ 0.3.
Therefore, no information about the critical region is in-
troduced during training (local transfer learning). For
model transfer learning and model-and-lattice transfer
learning we used a similar procedure but validating on a
different model as well as a different model and lattice to
the training one, respectively.
Dense Neural Networks (DNN): In Fig. 2 we use as in-
put a vector with the local spin configurations that we
compute from the Monte Carlo simulations, normalized
to 0 (spin down) or 1 (spin up). Three DNNs have an
input layer having N = 100, 400 and 900 nodes, corre-
sponding to three system sizes, respectively. The single
hidden layer contains 16 neurons with ReLu activation
functions. The stochastic optimization method is Adam,
and the loss function is categorical cross-entropy. For
training we use roughly 50000-70000 configurations, 10
% of which is used for validation during training. The
learning rate is order 10−4, the batch size is 128, the L2
regularization factor is order 10−5, and the number of
epochs is 10, giving a final validation accuracy of unity
and a validation loss of order 10−2. The output layer has
two neurons (binary classification), with Softmax activa-
tion functions. The probability curves in Figs. 2 and 3
are the result of the average over roughly 150 independent
samples from the test set for each temperature. In Fig.
3 both spin configurations and spin correlations input
variables are normalized to 0 or 1. The hyperparameters
which changed with respect to the previously mentioned
are the number of neurons in the hidden layer, increased
from 16 to 32, and the number of epochs, increased from
10 to 20. The final validation accuracy is of roughly 0.98
and there is a validation loss of order 10−1 over the train-
ing dataset.
Convolutional Neural Networks (CNN): The input is a
30x30 matrix, with normalized spin configurations. Data
segmentation in train, validation, and test sets, is made
as in the DNN case. Several architectures are suitable for
the classification tasks. The CNNs used consist firstly in
one or two convolutional layers of 3 to 10 filters of size
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3x3, each followed by a max- or average-pooling layer.
Then, the data is flattened to a one-dimensional vector
which is the input of a dense layer with 3 to 16 neu-
rons with ReLu activation functions. The optimization
method is Adam, and loss function is again the cate-
gorical cross-entropy. The batch sizes are between 128
and 512, the number of epochs is less than 5 to prevent
overfitting, and the learning rate is order 10−3 − 10−4.
The output layer has again two neurons with Softmax
activation functions. Validation accuracy in training is
higher than 0.99 and validation loss is order 10−2. As
before, the probability predictions over test datasets are
averaged over roughly 150 independent samples from the
test set for each temperature.
Source data for all the figures in the paper and all
training and test data used are available upon request
from the authors. Source code for training and evaluating
our neural networks is available upon request from the
authors.
