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Introduction and preliminaries
The concept of measure of noncompactness has played a basic role in nonlinear functional analysis, especially in metric and topological fixed point theory. Up to now, several papers have been published on the existence and behavior of solutions of nonlinear differential and integral equations, using the technique of measure of noncompactness. Some of these works are noted in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . The aim of this paper is to obtain an extension of Darbo's fixed point theorem and to present some results on the existence of coupled fixed points for a class of condensing operators in Banach spaces (i.e. mappings under which the image of any set is in a certain sense more compact than the set itself [4] ). Moreover, as an application, we study the problem of the existence of solutions for a general system of nonlinear integral equations. Here, we give some notations, definitions and auxiliary facts.
The first measure of noncompactness was introduced by Kuratowski [17] in the following way.
α(S) := inf
for bounded subsets S of a metric space X , where diam(T ) denotes the diameter of a set T ⊂ X , i.e., diam(T ) := sup{d(x, y) | x, y ∈ T }. Another important measure is the so-called Hausdorff (or ball) measure of noncompactness defined as follows χ (S) = inf{ε : S has a finite ε − net in E}.
(1.1)
These measures share several useful and characterizing properties [3, 7] . In many classical texts, this concept has been defined axiomatically to emulate some of important common properties of the measures χ and α, but here we use the definition given in [8, 10] , which is more useful for our purpose. Throughout this paper we assume that E is an infinite dimensional Banach Space. If X is a subset of E then the symbols X , ConvX denote the closure and closed convex hull of X , respectively. Moreover, we indicate by M E the family of nonempty bounded subsets of E and by N E the subfamily consisting of all relatively compact subsets of E.
Definition 1.1 ([7]
). A mapping µ : M E −→ [0, ∞) is said to be a measure of noncompactness in E if it satisfies the following conditions:
(A 1 ) The family Ker µ = {X ∈ M E : µ(X) = 0} is nonempty and
The family Ker µ described in (A 1 ) is said to be the kernel of the measure of noncompactness µ. Observe that the intersection set X ∞ from (A 4 ) is a member of the family Ker µ. In fact, since µ(X ∞ ) ≤ µ(X n ) for any n, we infer that µ(X ∞ ) = 0. This yields that X ∞ ∈ Ker µ. 
for any subset X of C , then T has a fixed point.
Fixed point theorem
In this section, we give an extension of Darbo's fixed point theorem, and as a consequence establish an existence result of coupled fixed point for a class of condensing operators in Banach spaces, which will be used in Section 3. 
for any subset X of C , where µ is an arbitrary measure of noncompactness and β ∈ ℜ. Then T has at least one fixed point.
Proof. By induction, we define a sequence {C n } by letting C 0 = C and C n = Conv(TC n−1 ), n ≥ 1. We have
therefore by continuing this process we obtain
Now if there exists an integer N ≥ 0 such that µ(C N ) = 0, then C N is relatively compact and since TC N ⊆ Conv(TC N ) = C N+1 ⊆ C N , thus Theorem 1.1 implies that T has a fixed point. So we assume that µ(C n ) ̸ = 0 for n ≥ 0. By (2.1) we have (2.2) which implies that µ(C n ) is a positive decreasing sequence of real numbers, thus, there is an r ≥ 0 so that µ(C n ) −→ r as n −→ ∞. We show that r = 0. Suppose, to the contrary, that r ̸ = 0. Then from (2.2) we have
Since β ∈ ℜ we get r = 0, and hence µ( 
for any subset X of C , where µ is an arbitrary measure of noncompactness and ϕ : R + −→ R + is a nondecreasing and upper semicontinuous function such that ϕ(t) < t for all t > 0. Then T has at least one fixed point.
Proof. Define
and β(t) = . To see that β(t) is in the class ℜ suppose β(t n ) −→ 1. Then {t n } must be bounded (otherwise, β(t n ) −→ 0) and so has a convergent subsequence say t n k . Assume that t n k −→ t 0 . Since ϕ is upper semicontinuous, we obtain
Now since ϕ(t) < t for t > 0, this implies that t 0 = 0, i.e., t n k −→ 0. So any convergent subsequence of the original sequence {t n } must converge to 0. It follows that t n −→ 0, proving that β is in the class ℜ. On the other hand, from (2.3) we
By Theorem 2.1 we get the desired result.
Corollary 2.3 (Darbo [7]). Let C be a nonempty, bounded, closed, and convex subset of a Banach space E and let T : C −→ C be a continuous mapping. Assume that there exists a constant k
Here we recall the definition of a coupled fixed point for a bivariate mapping and a useful theorem in [4] concerning the construction of a measure of noncompactness on a finite product space.
Definition 2.2 ([10]
). An element (x, y) ∈ X × X is called a coupled fixed point of a mapping G :
where X i denotes the natural projection of X into E i , for i = 1, 2, . . . , n. Now, as a result from Theorem 2.4, we have the following example which is presented in [20] .
Example 2.1. Let µ be a measure of noncompactness on a Banach space E, considering F (x, y) = max{x, y} for any (x, y) ∈ [0, ∞) 2 , then we see that F is convex and F (x, y) = 0 if and only if x = y = 0, hence all the conditions of Theorem 2.4 are satisfied. Therefore,  µ(X) = max{µ(X 1 ), µ(X 2 )} defines a measure of noncompactness in the space E × E where X i , i = 1, 2 denote the natural projections of X . Similarly, by letting F (x, y) = x + y for any (x, y) ∈ [0, ∞) 
for all X 1 , X 2 ⊂ Ω. Then G has at least a coupled fixed point.
Proof. First note that, Example 2.1 implies that  µ(X) = µ(X 1 ) + µ(X 2 ) is a measure of noncompactness in the space E × E where X i , i = 1, 2 denote the natural projections of X . Now consider the map  G : x) ), which is clearly continuous on Ω × Ω. We claim that  G satisfies all the conditions of Corollary 2.2. To prove this, let X ⊂ Ω × Ω be a nonempty subset. Then, by (A 2 ) and (2.4) we earn
Now from (2.5)
and taking  µ
Since,  µ ′ is also a measure of noncompactness, therefore, all the conditions of Corollary 2.2 are satisfied and G has a coupled fixed point.
Applications
In the following section, we are going to work in the Banach space BC (R + ) consisting of all real functions defined, bounded and continuous on R + and equipped with the standard supremum norm, i.e. ∥x∥ = sup{|x(t)| : t > 0}. We will use a measure of noncompactness in the space BC (R + ) which is given in [7, 8] . In order to define this measure, let us fix a nonempty bounded subset X of BC (R + ) and a positive number T > 0. For x ∈ X and ε > 0 denote by ω T (x, ε), the modulus of continuity of x on the interval [0, T ], i.e.,
Moreover, let us put
If t is a fixed number from R + , let us denote X (t) = {x(t) : x ∈ X }. Finally, consider the function µ defined on M BC (R + ) by the formula
where,
It is shown (cf. [5, 7] ) that the function µ is a measure of noncompactness in the space BC (R + ).
As an application of our results, we study the existence of solutions for the following system of integral equations
under the following general assumptions.
(i) ξ , η, q : R + −→ R + are continuous and ξ (t) −→ ∞ as t −→ ∞, (ii) the function ψ : R −→ R is continuous and there exist positive constants δ, α such that
for any t 1 , t 2 ∈ R + , (iii) f : R + × R × R × R −→ R is continuous and there exists a nondecreasing and concave function ϕ : R + −→ R + such that ϕ(t) < t for all t > 0, and a nondecreasing continuous function Φ : R −→ R with Φ(0) = 0 so that (iv) the function defined by |f (t, 0, 0, 0)| is bounded on R + , i.e. 
where D is positive constant defined by the equality
h(t, s, x(η(s)), y(η(s)))ds
     α : t, s ∈ R + , x, y ∈ BC (R + )  . Moreover, lim t−→∞  q(t) 0
h(t, s, x(η(s)), y(η(s))) − h(t, s, u(η(s)), v(η(s)))ds
uniformly with respect to x, y, u, v ∈ BC (R + ). Proof. First we define the operator G :
h(t, s, x(η(s)), y(η(s))ds)
 . Moreover, the space BC (R + ) × BC (R + ) is equipped with the norm ∥(x, y)∥ BC (R + )×BC(R + ) = ∥x∥ ∞ + ∥y∥ ∞ for any (x, y) ∈ BC (R + ) × BC (R + ). Notice that the continuity of G(x, y)(t) for any (x, y) ∈ BC (R + ) × BC (R + ) is obvious, and by (3.2), (3.3) and the triangle inequality, from (3.6) we get We also show that the map G :B r 0 ×B r 0 −→B r 0 is continuous. For this, take (x, y) ∈B r 0 ×B r 0 and ε > 0 arbitrarily.
In addition, from (iii) and (3.5), there exists
for any x, y, u, v ∈ BC (R + ). There are now two cases. Case 1: If t > T , then from (3.9) and (3.10), we get 
where
By using the continuity of
, we have β(ε) −→ 0, as ε −→ 0, and by condition (iii) we can obtain
as ε −→ 0. Thus from (3.11) and (3.12) we infer that G is a continuous function fromB r 0 ×B r 0 intoB r 0 . Now we claim that the map G satisfies all the conditions of Theorem 2.5. To do this fix arbitrarily T > 0 and ε > 0 and let us choose nonempty subsets X 1 , X 2 ofB r 0 and t 1 , t 2 ∈ [0, T ], with |t 2 − t 1 | ≤ ε. Also, without loss of generality we can
Then using (3.14) we obtain 15) and by taking T −→ ∞ in (3.15) we obtain
In addition, for arbitrary (x, y), (u, v) ∈ X 1 × X 2 and t ∈ R + we have
Since (x, y), (u, v) and t are arbitrary in (3.17), we conclude that Taking t −→ ∞ in the inequality (3.18), then using (iii) and (3.5) we deduce that
Now, combining (3.16) and (3.19) we obtain lim sup
Since ϕ is concave function, (3.20) implies
 . Consequently by considering µ defined by the formula
we have
Thus by Theorem 2.5, T has a coupled fixed point in BC (R + ) × BC (R + ) and the proof is complete.
Example 3.1. Consider the following system of integral equations
Observe that this system is a special case of the system of integral equations of Eq. (3.1) with
We show that all the conditions of Theorem 3.1 are satisfied for the system of integral equation (3.22) . Conditions (i) and
(ii) are clearly evident. Obviously the function ϕ(t) = ln(1 + t) is nondecreasing and concave on R + and ϕ(t) < t for all t > 0. Suppose that t ∈ R + and x, y ∈ R with |y| ≥ |v|, |x| ≥ |u|.
Then we get The case |v| ≥ |y|, |u| ≥ |x| can be treated in the same way. Thus from (3.23) we infer that condition (iii) holds. On the other hand |f (t, 0, 0, 0)| = 1 is bounded on R + which shows condition (iv) is valid. Thus, as the number r 0 we can take r 0 = 3. Consequently, all the conditions of Theorem 3.1 are satisfied. Hence the system of integral equation (3.22) has at least one solution in the space BC (R + ) × BC (R + ).
