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Abstract. We present a matrix-free flow solver for high-order finite element discretizations of the incompressible
Navier-Stokes and Stokes equations with GPU acceleration. For high polynomial degrees, assembling the matrix
for the linear systems resulting from the finite element discretization can be prohibitively expensive, both in terms
of computational complexity and memory. For this reason, it is necessary to develop matrix-free operators and
preconditioners, which can be used to efficiently solve these linear systems without access to the matrix entries
themselves. The matrix-free operator evaluations utilize GPU-accelerated sum-factorization techniques to minimize
memory movement and maximize throughput. The preconditioners developed in this work are based on a low-order
refined methodology with parallel subspace corrections, as described for diffusion problems in [39]. The saddle-point
Stokes system is solved using block-preconditioning techniques, which are robust in mesh size, polynomial degree,
time step, and viscosity. For the incompressible Navier-Stokes equations, we make use of projection (fractional step)
methods, which require Helmholtz and Poisson solves at each time step. The performance of our flow solvers is
assessed on several benchmark problems in two and three spatial dimensions.
1. Introduction
High-order finite element methods have the potential to attain higher accuracy per degree of freedom than low-order
alternatives [21, 54]. Due to these potential computational savings, many high-order methods have been developed
to solve a diverse range of computational fluid dynamics (CFD) problems [20, 4, 40]. Moreover, the high arithmetic
intensity of these algorithms makes them a prime target for use on graphics processing units (GPUs) and GPU-
accelerated architectures of current and future supercomputers [31, 53, 13].
However, the benefits of high-order methods do not immediately imply that running increasingly higher order simu-
lations for a fixed problem size will result in more efficient simulations. In general, Galerkin finite element methods
couple all degrees of freedom (DoFs) within each mesh element. Therefore, the memory required to store the result-
ing system matrices grows quadratically with the number of DoFs per element (i.e. O(p2d) in d spatial dimensions,
where p is the polynomial degree). Furthermore, the naive assembly of the system matrix requires O(p3d) operations,
although sum-factorization techniques can lower this to O(p2d+1) [35]. Thus, traditional matrix-based approaches
are impractical for use with high polynomial degrees, both in terms of computational cost and memory requirements.
Instead, matrix-vector products can be replaced with on-the-fly evaluations of the discretized differential operators in
a matrix-free manner. Combined with sum-factorization techniques on tensor-product elements originally developed
in the spectral element community [36, 38], evaluation of these matrix-free operators can be performed in O(pd+1)
operations and O(pd) memory [41]. Matrix-free evaluations with sum factorization have been shown to outperform
sparse matrix-vector products with p ≥ 2 due to bandwidth bounds on modern architectures [34]. Furthermore,
optimized implementations of these operators achieve near peak performance on modern GPUs [13, 49], making
matrix-free high-order operators a desirable choice for performant implementations.
For compressible CFD problems where explicit time stepping can be employed, matrix-free operators implemented
on the GPU have been used to great effect [32, 53]. However, most incompressible flow solvers require the solution
1
ar
X
iv
:1
91
0.
03
03
2v
1 
 [m
ath
.N
A]
  7
 O
ct 
20
19
2 HIGH-ORDER MATRIX-FREE INCOMPRESSIBLE FLOW SOLVERS
of large, sparse linear systems [21], thus motivating the development of matrix-free solvers. Krylov subspace meth-
ods are a natural choice for matrix-free solvers, but they require effective preconditioners in order to obtain good
performance [6]. Therefore, in this work we develop matrix-free preconditioners to solve the linear systems arising
from high-order tensor-product finite element discretizations of the steady Stokes, unsteady Stokes, and unsteady
incompressible Navier-Stokes equations. Particular emphasis is placed on solver robustness with respect to discretiza-
tion and mesh parameters. In recent years, there has been much work on the topic of matrix-free preconditioning
for high-order discretizations. Matrix-free multigrid methods using point Jacobi and Chebyshev smoothing were
considered in [45] and [35]. Matrix-free tensor-product approximations to block Jacobi preconditioners for discon-
tinuous Galerkin discretizations were constructed in [41] and [42]. In this work, we extend sparse, low-order refined
preconditioners [36, 22, 16] with parallel subspace corrections, originally described for diffusion problems in [39]. The
resulting preconditioners are robust in both the mesh size and polynomial degree.
The structure of this paper is as follows. In Section 2, we will briefly describe the equations governing incompressible
fluid flow. Section 3 will describe the high-order spatial discretization of these equations, with particular emphasis on
the implementation of the matrix-free operators. Section 4 will discuss the temporal discretization, using both Runge-
Kutta methods and projection methods. Matrix-free solvers and preconditioners will be developed in Section 5. The
performance of our GPU implementation of the matrix-free operators will be analyzed in Section 6. Finally, we will
present numerical results verifying the h- and p-robustness of our solvers in 2D and 3D in Section 7.
2. Governing equations of incompressible flow
Of interest in this work are the equations governing incompressible fluid flow. In particular, we consider both the
incompressible Stokes and Navier-Stokes equations in d spatial dimensions (d = 2, 3). The spatial domain is denoted
Ω ⊆ Rd. The unknowns are velocity u : Ω→ Rd and pressure p : Ω→ R. The unsteady incompressible Navier-Stokes
equations with Dirichlet boundary conditions are
(1)
∂u
∂t
+ (u · ∇)u− ν∆u+∇p = f in Ω,
∇ · u = 0 in Ω,
u = gD on ∂Ω,
where we assume a uniform density. Here, ν is the kinematic viscosity, f is a known forcing term, and gD is the
specified Dirichlet boundary condition. In the limit of low Reynolds numbers, we are also interested in the linear
Stokes equations, which can be obtained by neglecting the nonlinear convection term from (1), resulting in
(2)
∂u
∂t
− ν∆u+∇p = f in Ω,
∇ · u = 0 in Ω,
u = gD on ∂Ω.
The steady versions of (1) and (2) will also be considered.
3. Spatial discretization via high-order finite elements
The governing equations are discretized using a high-order continuous finite element method. First, the spatial
domain Ω is discretized using an unstructured mesh Th consisting of tensor-product elements (mapped quadrilaterals
in two dimensions and mapped hexahedra in three dimensions). Note that these element mappings allow for high-
order or curved elements. We define the following finite element function spaces on Th:
(3)
Vp =
{
v ∈ (H1(Ω))d | v(K) ∈ (Qp(K))d ∀K ∈ Th}
Pq =
{
s ∈ H1(Ω) | s(K) ∈ Qq(K) ∀K ∈ Th
}
We will use nodal, Gauss-Lobatto tensor-product bases on each of the spaces Vp and Pq. We write the finite element
formulation for (2) as: find a velocity-pressure pair (u, p) ∈ (Vp, Pq) such that
(4)
(
∂u
∂t
,v
)
+ (ν∇u,∇v) + (∇p,v) = (f ,v) ∀v ∈ Vp,
− (∇ · u, s) = 0 ∀s ∈ Pq.
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Expanding out u, v, p, and s in terms of the bases for their respective spaces, we obtain the semi-discrete Stokes
problem:
(5)
Mu˙+Lu+Gp = f ,
−Du = 0,
where u and p are now reused to represent the vectors of coefficients of the high-order polynomial basis functions
approximating their continuous counterparts. M is the vector mass matrix, L is the vector stiffness matrix, G is
the gradient operator, and D is the divergence operator with the following definitions:
Mij =
∫
Ω
φiφj dx,(6)
Lij =
∫
Ω
ν∇φi · ∇φj dx,(7)
Gij =
∫
Ω
φi · ∇ψj dx,(8)
Dij =
∫
Ω
ψi∇ · φj dx.(9)
The bases {φi}nvi=1 and {ψj}npj=1 span the velocity space Vp and pressure space Pq, respectively. In the steady Stokes
problem we take u˙ = 0, so (5) reduces to the linear system
(10)
[
L G
−D 0
] [
u
p
]
=
[
f
0
]
.
A similar treatment of the incompressible Navier-Stokes equations (1) yields the semi-discrete problem:
(11)
Mu˙+Lu+N (u) +Gp = f ,
−Du = 0,
where N (u) is the discretized nonlinear vector-convection term defined by
(12) N (u)i =
∫
Ω
uT (Φ · ∇) Φuφi dx.
Equation (12) uses the notation Φ to represent the tensor of all φi, so that (Φ · ∇) Φ can be viewed as a matrix of
size nv × nv where each entry is the vector
(13) [(Φ · ∇) Φ]ij = (φi · ∇)φj .
When solving the steady (10) and unsteady Stokes (5) problems, we use the Taylor-Hood finite element space,
(u, p) ∈ (Vp, Pp−1), which achieves optimal convergence rates and is stable for orders p ≥ 2 [10]. When solving the
incompressible Navier-Stokes problem (1), we use the so-called PNPN space, (u, p) ∈ (Vp, Pp) [26].
3.1. Matrix-free operators. Explicitly storing and assembling the matrices described by (6)–(9) typically requires
O(p2d) memory and O(p3d) operations. When running simulations at high polynomial degrees, especially on the
GPU, this cost is impractical. Therefore, we turn to sum-factorization techniques to replace our matrix-vector
products with on-the-fly evaluations of the integrals [49, 41]. These integrals are efficiently implemented by summing
the contributions from each element of the mesh. For the purposes of illustration, let us consider a matrix-free
implementation of the local scalar stiffness matrix on a hexahedral (d = 3) element K:
(14) LKij =
∫
K
ν∇φi · ∇φj dx.
We assume there is an isoparametric mapping TK from the reference cube R = [−1, 1]3 to element K with Jacobian
JK . Mapping to the reference cube, we have
(15) LKij =
∫
R
ν∇φTi
(
JK
)T ∣∣JK∣∣ (JK)∇φj dξ,
where now the ∇ operators and basis functions {φi}nvi=1 are understood to be in the reference space, parameterized
by ξ ∈ Rd. Choosing our bases to be the tensor product of 1D Lagrange interpolating polynomials defined on the
p+ 1 Gauss-Lobatto points, we have
(16) φijk(ξ) = φi(ξ1)φj(ξ2)φk(ξ3),
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Figure 1. Runtime comparison of standard matrix-based and sum-factorized matrix-free operator
setup and evaluation for scalar Laplacian in 2D and 3D. Standard (naive) matrix assembly scales
like O(p3d) and matrix-based operator evaluation scales like O(p2d), while matrix-free setup scales
like O(pd) and matrix-free operator evaluation scales like O(pd+1).
for all 0 ≤ i, j, k ≤ p. Choosing ndq tensor product quadrature points to evaluate the integrals in (15), we can also
denote the quadrature nodes and weights using this same multi-index notation. That is, the quadrature weights and
points are
{
wiqjqkq
}nq
iq,jq,kq=1
and
{
ξiqjqkq
}nq
iq,jq,kq=1
. Thus, (15) becomes
(17) LKij =
nq∑
iq,jq,kq=1
νwiqjqkq∇φTi
(
ξiqjqkq
) (
JK(ξiqjqkq )
)T ∣∣JK(ξiqjqkq )∣∣ (JK(ξiqjqkq ))∇φj (ξiqjqkq) .
As an aside, the solution u evaluated at a quadrature point is
u
(
ξiqjqkq
)
=
p∑
i,j,k=0
uijkφijk
(
ξiqjqkq
)
(18)
=
p∑
k=0
φk(ξkq )
p∑
j=0
φj(ξjq )
p∑
i=0
uijkφi(ξiq ).(19)
We immediately notice that the number of operations required to evaluate a function at each of the quadrature
points is O(p4), or O(pd+1) in general.
Kronecker products allow us to simplify notation. First, we define the one-dimensional Gauss point evaluation matrix
as the nq × (p+ 1) Vandermonde-type matrix obtained by evaluating each of the one-dimensional basis functions at
all of the quadrature points:
(20) Biq,j = φj(ξiq ).
With this notation, (19) is equivalent to the computation of the Kronecker product
(21) u (ξ) = (B ⊗B ⊗B)u.
Likewise, we define the 1D Gauss point differentiation matrix as
(22) Diq,j =
dφj
dξ
(
ξiq
)
.
Returning to (17), we are now ready to recast the operator as a Kronecker product of local 1D matrices. First, we
precompute the tensor W ∈ Rndq×ndq×d×d, which is diagonal in its first two dimensions and is defined by
(23) Wiqjqkq,iqjqkq = νwiqjqkq
(
JK(ξiqjqkq )
)T ∣∣JK(ξiqjqkq )∣∣ (JK(ξiqjqkq )) .
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Next, we recognize that evaluating ∇Φ at all the quadrature points means contracting with the tensor Gφ ∈
Rn
d
q×(p+1)d×d defined by
(24) Gφ =
B ⊗B ⊗DB ⊗D ⊗B
D ⊗B ⊗B
 .
Therefore, the local operator (17) is equivalent to
(25) LK = GTφWGφ,
where the transpose is taken only over the first two dimensions of Gφ. A major benefit of reformulating the local
operator into this form is that it is no longer necessary to form a global matrix. Instead, the action of this operator
can be recreated using the 1D matrices B and D and the precomputed tensor W . Precomputing W requires O(pd)
operations and O(pd) memory. Applying the operator Gφ and its transpose requires O(pd+1) operations and O(pd)
memory.
Using these sum-factorization techniques, we can also derive matrix-free implementations of M , G, D, and N(u)
from their definitions. Each operator has comparable computational cost and memory requirements as in the case
of this scalar diffusion operator.
Figure 1 shows run times for sum-factorized matrix-free operator setup and evaluation compared with standard
matrix assembly and matrix-based operator evaluation for polynomial degrees between 2 and 16. We notice that
matrix assembly is the most expensive operation for all the cases tested, usually taking about two orders of magnitude
more time than operator evaluation. In 2D, our implementation of matrix-free operator evaluation is more efficient
than matrix-based operator evaluation for polynomial degrees greater than 5. In 3D, the matrix-free sum-factorized
operator evaluation is more efficient for polynomial degrees greater than 2. In the matrix-free context, the setup and
precomputations typically represent a negligible portion of the overall cost of using these operators.
4. Temporal discretization
For the time dependent problems (1) and (2), we discretize in time using several time integration methods. Broadly
speaking, these are classified as split (i.e. projection or fractional step) methods, or unsplit methods. For the unsplit
methods, we use the method of lines to first discretize in space and then temporally discretize the resulting system of
ordinary differential equations (11) and (5). Here, we use diagonally implicit Runge-Kutta (DIRK) schemes as our
time-integration method [2]. On the other hand, split methods such as projection-type methods can be developed
in order to decouple the solution of the velocity and pressure components. As a result, these methods can be
computationally efficient, at the cost of incurring splitting and other approximation errors. Each of these methods
will be discussed in greater detail in the following sections.
4.1. DIRK methods. Consider the system of ordinary differential equations
(26) M y˙ = r(t,y),
obtained from a finite element spatial discretization. Here, y represents a vector of degrees of freedom, M the
finite element mass matrix, and r the potentially nonlinear finite element residual vector. Let yn denote the known
solution at time tn. A general s-stage Runge-Kutta method to approximate the solution at time tn+1 = tn + ∆t can
be written as
Mkni = r
tn + ∆tci,yn + ∆t s∑
j=1
aijk
n
j
 ,(27)
yn+1 = yn + ∆t
s∑
i=1
bik
n
i ,(28)
where the coefficients aij , bi, and ci can be expressed compactly in the form of the Butcher tableau,
(29)
c1 a11 · · · a1s
...
...
. . .
...
cs as1 · · · ass
b1 · · · bs
=
c A
bT
.
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A Runge-Kutta scheme is diagonally implicit if its Butcher matrix A is lower triangular, allowing for the solution of
the system of equations (27) through a forward-substitution procedure. Of particular interest are the so-called singly
diagonally implicit Runge-Kutta schemes, which use identical diagonal coefficients aii = α. These schemes allow for
reuse of preconditioners, since each stage requires the solution of a backward Euler system with the same time step
α∆t.
The application of DIRK methods to the systems (1) and (2) is complicated by the fact that there is no temporal
evolution equation corresponding to the pressure. Thus, after spatial discretization we obtain (11) and (5), which
are systems of differential-algebraic equations (DAEs) [29, 44]. To avoid this difficulty, we reformulate the DIRK
method in a manner suitable for solving DAEs [27, 9]. We first require that the DIRK scheme be stiffly accurate,
i.e. that asi = bi and cs = 1. Then, consider the general differential-algebraic system
M y˙ = r(t,y, z),(30)
0 = g(t,y).(31)
We define the approximate solution to the differential variable y at the ith stage by
(32) yni = y
n + ∆t
i∑
j=1
aijk
n
j .
Analogously to (27), the stage derivatives kni are given by
Mkni = r(t
n + ∆tci,y
n
i , z
n
i ),(33)
Multiplying (32) by the mass matrix M and inserting (33), we obtain
(34) Myni = My
n + ∆t
i∑
j=1
aijr(t
n + ∆tcj ,y
n
j , z
n
j ),
which, when augmented with the constraint
(35) 0 = g(t,yi),
results in a system of equations for the ith stage approximations for the differential and algebraic variables yi and
zi. Because the DIRK schemes under consideration are stiffly accurate, the values at the next time step are given
by the final stage approximations
(36) yn+1 = yns , z
n+1 = zns .
Applying this DIRK method to the semi-discrete Stokes problem (5) requires solving the linear system
(37)
[
1
α∆tM +L G−D 0
] [
uni
pni
]
=
[
Fi
0
]
every Runge-Kutta stage, with right-hand side Fi given by
(38) Fi =
Mun
α∆t
+ fi +
1
α
i−1∑
j=1
aij(fj −Lunj −Gpnj ).
This fully discrete linear system (37) and its steady state counterpart (10) are saddle point problems [6]. We present
robust solvers for such saddle point systems in Section 5.4.
4.2. Projection methods. Projection methods, first introduced by Chorin in 1967, are a class of split methods for
the temporal integration of the incompressible Navier-Stokes equations [18, 19]. These methods have the attractive
feature that they only require the solution to uncoupled, positive-definite problems, instead of the coupled, saddle-
point type problems that are required by the DIRK methods described in Section 4.1. For this reason, projection
and fractional-step methods have become extensively used for incompressible flow problems [21, 43]. The original
method of Chorin has since been modified and extended to a wide range of variants [5, 12, 30, 51, 37]. See e.g. [26]
for a review and analysis of a selection of these variants.
Following the method presented in [51], we use equal order polynomial degrees for velocity and pressure, often known
as a PNPN formulation. This method uses an implicit-explicit time-integration scheme for the viscous and convective
terms respectively, thereby avoiding the need to solve a nonlinear system of equations at every time step. We use a
BDF method of order k for the implicit terms and an extrapolation method of order k for the explicit terms with
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corresponding coefficients bj and aj [51, 37]. First, we introduce the linear term L(u) = ν∆u and nonlinear term
N(u) = −(u · ∇)u as well as their time-extrapolated versions,
L∗(un+1) =
k∑
j=1
ajL(u
n+1−j),(39)
N∗(un+1) =
k∑
j=1
ajN(u
n+1−j).(40)
Directly applying a BDF method to (1) yields
(41)
k∑
j=0
bj
∆t
un+1−j = −∇pn+1 + L(un+1) +N∗(un+1) + fn+1,
where fn+1 is assumed to be known a priori. Introducing F ∗(un) to represent all known terms at a given time
step,
(42) F ∗(un) = −
k∑
j=1
bj
∆t
un+1−j +N∗(un+1) + fn+1,
we can simplify (41) to
(43)
b0
∆t
un+1 = −∇pn+1 + L(un+1) + F ∗(un).
Unfortunately, despite using a k > 1 order time-integration scheme, this method yields at most first-order convergence
in time for velocity, as shown in [30] and later proved by [26]. This is caused by splitting errors and large divergence
errors on the boundary of the domain. Therefore we use the velocity-correction formulation presented in [30], where
the linear term L(u) is instead expressed as
(44) L×(u) = ν∇(∇ · u)− ν∇×∇× u,
using well-known vector calculus identities. This alternative form of the linear term imposes the incompressibility
constraint from (1) weakly, by setting the first term in (44) equal to zero.
In order to solve for pressure, we first rearrange (43) and take the divergence of both sides in order to get
∇pn+1 = − b0
∆t
un+1 + L∗×(u
n+1) + F ∗(un+1)︸ ︷︷ ︸
F˜∗(un+1)
,(45)
=⇒ ∆pn+1 = ∇ · F˜ ∗(un+1).(46)
Notice how the first right hand side term of (45) vanishes due to the incompressibility constraint. Equation 46 is
closed by the boundary condition,
(47) ∇pn+1 · nˆ = − b0
∆t
un+1 · nˆ+ F˜ ∗(un+1) · nˆ on ∂Ω,
where nˆ is the outward pointing normal vector. We use the known Dirichlet boundary condition un+1 · nˆ = gn+1D · nˆ
to evaluate (47). In the case of a pure Neumann boundary condition, we close the system with a mean-zero condition
on pressure:
(48)
∫
Ω
p dx = 0.
Therefore, this projection method computes un+1 in three steps. First, the extrapolated contributions from the
nonlinear and forcing terms are combined to compute F ∗(un) via (42). Second, we solve for pn+1 in the pressure-
Poisson problem (46), closed with (47) and (48). Finally, we return to (43) and solve for un+1 in the following
Helmholtz problem:
b0
∆t
un+1 − L(un+1) = −∇pn+1 + F ∗(un+1) in Ω,(49)
un+1 = gn+1D on ∂Ω.(50)
This projection method is kth order in time for velocity (up to k = 3) [26]. As previously mentioned, a major
benefit of this method is its computational efficiency. Each time step requires only one new nonlinear evaluation, one
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Poisson solve, and one Helmholtz solve. We will discuss the matrix-free solvers that we use for these sub-problems
in Section 5.3.
5. Solvers and matrix-free preconditioners
The numerical methods described above require solving large, sparse linear systems. The fully discrete, steady Stokes
equation requires solving the saddle-point linear system (10). The time discretization of the unsteady Stokes equation
(2) by a DIRK method results in a sequence of saddle point problems (37). The velocity-correction schemes require
the solution of a Poisson problem (46) for the pressure and a Helmholtz equation (49) for the velocity. Additionally,
the nonlinear extrapolation requires the inversion of the velocity mass matrix.
In order to solve these systems, we make use of preconditioned Krylov subspace methods, such as the conjugate
gradient (CG) and generalized minimal residual (GMRES) methods [47]. These iterative solvers are a natural choice
for matrix-free solvers, since they only require the action of the operator, which we compute using the matrix-free
algorithms described in Section 3.1, and the evaluation of a preconditioner. The main challenge associated with the
matrix-free solution of high-order flow problems is constructing efficient preconditioners that result in iteration counts
that are independent of the discretization parameters h, p, and ∆t. In this section, we describe the construction of
robust preconditioners that do not require the assembly of the high-order system matrices. We begin by describing
our preconditioning strategy for the relatively simpler sub-problems, which can then be combined to create effective
preconditioners for the more challenging, coupled problems.
5.1. Collocated mass preconditioning. In order to precondition the mass matrix, we make use of a diagonal
preconditioner based on collocated quadrature [25]. Because we use a nodal Gauss-Lobatto basis for the finite
element spaces, integrating at the same set of quadrature points results in a diagonal matrix, which is constructed
and inverted in constant time and memory per degree of freedom. This matrix is spectrally equivalent to the fully-
integrated mass matrix, with constants of equivalence independent of h and p, and so the number of solver iterations
remains uniformly bounded with respect to the mesh size and polynomial degree [50].
5.2. Low-order refined preconditioners for Poisson and Helmholtz problems. Matrix-free preconditioners
for the symmetric positive definite Poisson and Helmholtz problems form the fundamental building blocks for our
robust fluid solvers. These preconditioners are described in detail in [39], and are based on the spectral equivalence
between the high-order finite element discretization, and a low-order (plow = 1) finite element discretization on a
Gauss-Lobatto refined mesh. This equivalence is often refereed to as the finite element method–spectral element
method (FEM-SEM) equivalence [17]. The low-order finite element discretization results in a sparse matrix with
O(1) nonzeros per row independent of p, the polynomial degree of the original high-order discretization. Therefore,
the memory requirements and computational cost to assemble the low-order matrix are both optimal, scaling linearly
in the number of degrees of freedom.
Consider a scalar Poisson or Helmholtz problem
(51) Au = b,
for A = cM+L, where c is a non-negative (but possibly zero) constant. We begin by constructing a low-order refined
(LOR) operator ALOR = cMLOR + LLOR. Each of the LOR operators is obtained by a standard low-order finite
element discretization on a refined mesh TLOR. This mesh is obtained by subdividing each element K ∈ Th into
the parallelepipeds defined by the Cartesian product of the p + 1 one-dimensional Gauss-Lobatto points. Figure 2
illustrates one such low-order refined mesh. The identity operator can be used to map DoFs from the high-order finite
element space using a Gauss-Lobatto basis to the low-order refined space. It can be shown that the low-order refined
mass matrices and stiffness matrices MLOR and LLOR are spectrally equivalent to their high-order counterparts, M
and L [14, 17, 15]. Therefore, ALOR is spectrally-equivalent to A, and a robust preconditioner for ALOR is, in turn, a
robust preconditioner for the original high-order matrix A. The advantage of the matrix ALOR over A is its greatly
increased sparsity, requiring only O(1) nonzeros per row. As a consequence, this matrix can be explicitly assembled
and stored, allowing for the construction of sophisticated preconditioners.
The main challenge associated with constructing effective preconditioners for ALOR is the high aspect ratio associated
with the low-order refined mesh TLOR. Because the Gauss-Lobatto points are clustered near the endpoints of the
interval, the resulting Cartesian product mesh consists of parallelepipeds with aspect ratios that scale like p [11]. As
a result, the mesh TLOR is not shape-regular with respect to p, and standard multigrid-type methods will not result
in uniform convergence under p-refinement. In order to address this issue, we make use of a structured geometric
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Figure 2. Illustration of the low-order refined methodology with p = 10, showing high aspect ratio
elements near the coarse element interfaces. Left: original high-order mesh Th. Right: Gauss-Lobatto
refined mesh TLOR.
multigrid V-cycle with ordered ILU smoothing to treat the anisotropy of the problem. This ordering ensures the
number of multigrid iterations is independent of p. Finally, this method is parallelized using an overlapping patch-
based additive Schwarz method, that is also shown to be robust in h and p [39].
5.3. Application to the projection method. The projection method described in Section 4.2 requires solvers for
the vector mass matrix, the pressure Poisson problem (46) and the Helmholtz problem (49). Each of these problems
is symmetric positive-definite, and so we can use a preconditioned conjugate gradient solver with the preconditioners
described in Section 5.1 and Section 5.2. Because the pressure Poisson problem (46) with pure Neumann conditions
has a null space consisting of constant functions, care must be taken to ensure that the right-hand side is orthogonal
to the null space. Therefore, each application of the preconditioner is augmented with an orthogonalization step to
ensure convergence.
5.4. Block preconditioners for Stokes. In order to solve the coupled Stokes problems (10) and (37), we make use
of block-preconditioning techniques, allowing us to reuse the preconditioners for the Poisson and Helmholtz problems.
Consider the representative saddle point system,
(52)
[
A G
D 0
] [
u
p
]
=
[
f
0
]
.
We define the block triangular preconditioner
(53) Pt =
[
A 0
D S
]
,
where S = −DA−1G is the Schur complement. Because the preconditioner Pt is not symmetric, we use the flexible
GMRES method [46], instead of CG, to solve the preconditioned system. It can be shown that the spectrum of the
preconditioned system P−1t A consists only of a single eigenvalue, and hence GMRES will converge in at most two
iterations [6]. Applying this preconditioner requires solving linear systems with the matrices A and S. However,
the Schur complement S is in general dense, and hence is impractical to form or invert. Therefore, in this work, we
provide a matrix-free operator S˜−1 that approximates the action of S−1.
Additionally, we replace the action ofA−1 with the application of several uniformly-preconditioned conjugate gradient
iterations on A. For the steady Stokes system, A = L, so we can use the matrix-free low-order refined preconditioner
defined in Section 5.2. Likewise, for the unsteady Stokes system, A = 1α∆tM + L, so we can use the previously-
defined Helmholtz preconditioner. While these are vector linear systems, both A operators decouple the dimensions.
Therefore, applying the scalar preconditioners d times (once in each dimension) directly provides a preconditioner for
these vector linear systems. Since the CG iterations do not correspond to a fixed linear operator, it is important that
we make use of flexible GMRES as an outer iteration. The sub-problems need not be solved exactly, and empirically
two or three CG iterations are sufficient to provide an effective preconditioner.
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For the steady Stokes system, S = −DL−1G. Before creating an approximate solver for S, we notice that
L = −νDM−1G. To construct the approximate solver S˜−1, we make the standard commutativity approximation
LM−1G ≈ GM−1L. Then, we see that L−1G ≈M−1GL−1M , and so
(54) S = −DL−1G ≈ −DM−1GL−1M = 1
ν
LL−1M =
1
ν
M.
That is, the mass matrix M provides an approximation to S. Note that this approximation is, in fact, exact when
the operators L and G commute, such as in the case of periodic boundary conditions. The action of the approximate
solver S˜−1 is given by the diagonal mass preconditioner described in Section 5.1. In practice, approximating the
action of S−1 by the action of S˜−1 doubles to triples the iterations of the iterative solver. However, inverting S is
infeasible, whereas applying S˜−1 is efficiently performed in O(pd) time.
Likewise, for the unsteady Stokes system, the Schur complement is given by
(55) S = −D
(
1
α∆t
M +L
)−1
G.
Using the same commutativity approximation as in the steady case, we obtain
(56)
(
1
α∆t
M +L
)−1
G ≈M−1G
(
1
α∆t
M + L
)−1
M
and so
(57) S ≈ −DM−1G
(
1
α∆t
M + L
)−1
M =
1
ν
L
(
1
α∆t
M + L
)−1
M.
Therefore, we take
(58) S˜−1 =
ν
α∆t
L˜−1 + νM˜−1.
From (58), we can apply the action of S˜−1 matrix-free by once again reusing the Poisson solver from Section 5.2 and
the diagonal M˜−1 from Section 5.1.
6. GPU implementation
We have implemented the numerical algorithms described above in the framework of the MFEM finite element
library [3, 1]. These algorithms take the form of single-source compute kernels can target several different backends,
including OpenMP on traditional CPUs as well as CUDA for use on the GPU. In this section, we will describe
important practical details that were required to obtain performant implementations for these algorithms.
Firstly, it is important to minimize memory movement between the CPU and GPU. Modern GPU architectures
have limited memory and cache sizes compared to their CPU counterparts, but can reach higher peak performance
in terms of floating point operations. This combination means that performance is only achievable if algorithms
reach higher arithmetic intensities [35], thus motivating high-order matrix-free operators and solvers that have this
potential.
We have found that using loop bounds known at compile time drastically improves performance. In p-dependent com-
pute kernels, these compile-time constants permit shared memory access within an element, thus reducing memory
allocations and movement. Figure 3 shows the benefits of utilizing shared memory for the intra-element operations.
We see that the shared-memory implementation outperforms the naive implementation by a factor of 4-8. In practice,
just-in-time compilation or explicit template instantiation can be used to allow for arbitrary-order simulations.
Figure 4 shows the throughput plots of our optimized implementations of the matrix-free linear operator evaluations in
3D. These results were performed on a single Nvidia V100 GPU, showing the throughput achieved for various problem
sizes and polynomial degrees. Similar benchmark problems were used to assess kernel and backend performance in
the context of the CEED project [23].
We believe that our implementation can be improved by better taking advantage of the GPU’s shared memory. First
of all, symmetries exist in the 1D interpolation and differentiation matrices (20) and (22) since the Gauss-Lobatto
nodes are symmetric about the origin. Taking advantage of these symmetries would approximately halve shared
memory usage and simultaneously increase the arithmetic intensity of all operator evaluations. In some sense, this
improvement can be viewed as an extension of the original sum-factorization techniques, which use inherent operator
symmetries to avoid extra memory storage. Moreover, we see from Figure 4 that our implementation achieves lower
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Figure 3. Throughput for nonlinear vector convection evaluation N(u) in 3D for several poly-
nomial degrees on the GPU. Left: Initial implementation. Right: Elementwise shared-memory
implementation. Efficiently reusing shared memory increases throughput by a factor of between 4
and 8 and also allows for the solution of larger problems.
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Figure 4. Throughput for linear operator evaluation kernels M , L, D, G in 3D for orders p = 2
to 6 on the GPU. Maximum throughput is achieved for higher orders (p > 3) and larger problems
(more than 106 DoFs).
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Figure 5. Iteration counts for sub-problem solvers under p- and h-refinement. For the case of
h-refinement, we use a fixed polynomial degree of p = 7.
throughput at lower orders. It may be possible to address this issue by combining several low-order elements per
thread block to yield higher throughput. Unfortunately, the shared-memory requirements of our approach increase
with order p and dimension d, so exhausting the shared memory is inevitable with very high order simulations. If
necessary, one could compensate by storing B and D in the GPU’s global memory to allow for even higher order
simulations.
7. Numerical results and performance analysis
7.1. Sub-problem solver performance. We first assess the performance of the matrix-free sub-problem precon-
ditioners by measuring the number of Krylov iterations required to converge to a fixed tolerance under h- and
p-refinement. We solve the linear system Ax = b, where A is either the mass matrix, Laplacian operator, or positive-
definite Helmholtz operator. We write the Helmholtz operator as M/∆t + L, and choose two representative time
steps: ∆t = 10−1 and ∆t = 10−3. For each of the problems considered, we use a preconditioned conjugate gradient
iteration to solve the problem, with a relative residual tolerance of 10−8 as a stopping criterion. The right hand side
b is taken to be a random vector. For the mass matrix, the preconditioner is the collocated diagonal preconditioner
described above, and for the Helmholtz and Poisson solvers, we use the low-order refined parallel subspace correction
procedure.
To perform the p-refinement study, we use a fixed Cartesian grid with 64 elements in two dimensions, and polynomial
degrees from p = 2 to p = 20. The number of iterations required to converge to tolerance is shown in Figure 5. We
note that the number of iterations remains bounded for all problems and for all polynomial degrees. We observe a
slight pre-asymptotic increase in the number of iterations for the Poisson and Helmholtz problems, but the iteration
counts remain below 20 for all cases. The number of iterations required for the mass solve decreases with increasing
polynomial degree. This is corroborated by an eigenvalue analysis, which shows decreasing condition number of the
preconditioned system with increasing polynomial degree.
For the case of h-refinement, we fix the polynomial degree to be p = 7, and perform a sequence of uniform refinements.
The initial mesh is a 4 × 4 Cartesian grid with 841 DoFs. We perform five refinements, so that the finest mesh is
128 × 128 with 804,609 DoFs. The number of iterations required to converge to tolerance is shown in Figure 5.
Here, we observe approximately constant iterations, independent of the mesh refinement. These examples verify the
robustness of the sub-problem preconditioners with respect to the mesh size and polynomial degree.
7.2. Steady-state Stokes flow. To verify the high-order accuracy of the spatial discretization, and to test the
convergence properties of the solver, we solve the steady Stokes equations with a smooth solution in two spatial
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Figure 6. L2 velocity error showing high-order spatial convergence for steady-state Stokes. Poly-
nomial degrees 3, 7, 11, 15, and 19 are used for the velocity finite element space.
dimensions. Setting ν = 1, we choose the right-hand side to be
f1(x, y) = pi cos(piy)
(
4pi2(1− 2 cos(2pix)) sin(piy)− sin(pix)) ,
f2(x, y) = 2pi
3 sin(2pix)(2 cos(2piy)− 1)− pi cos(pix) sin(piy).
The exact solution is then given by
u1(x, y) = 2pi sin
2(pix) sin(piy) cos(piy),
u2(x, y) = −2pi sin(pix) cos(pix) sin2(piy),
p(x, y) = cos(pix) cos(piy).
The exact solution is imposed as a Dirichlet boundary condition for velocity on all domain boundaries. We run
this case with polynomial degrees from p = 3 to p = 19 on a sequence of uniformly refined Cartesian meshes. We
solve the resulting linear system using the FGMRES method with the matrix-free block triangular preconditioners
described in Section 5.4. The stopping criterion for the iterative solver is a relative residual norm of 10−14. The
spatial convergence is shown in Figure 6. The expected p + 1 order of accuracy was observed in all cases, verifying
high-order spatial accuracy. In Table 1, we show the L2 error for velocity and pressure for cases considered, together
with the number of FMGRES iterations required to converge the solution. The number of iterations shows a slight
pre-asymptotic increase, but remains bounded with respect to both h and p.
7.3. Unsteady Stokes flow. We evaluate the performance of our GPU implementation of the coupled unsteady
Stokes operator defined by (37). Figure 7 records the 3D operator setup and evaluation times under p-refinement
for a fixed mesh with 32,768 hexahedral elements. The GPU results were computed using one Nvidia V100 GPU,
while the CPU results used 20 POWER8 cores on one node of Lawrence Livermore National Laboratory’s Ray
supercomputer. Our implementation achieves the expected rates of O(pd) and O(pd+1) for matrix-free setup and
evaluation, respectively. Moreover, we can see the computational benefits of high-order simulations on the GPU,
as our optimized GPU kernels outperform the 20-core CPU implementation by a factor of 6 at p = 2 and 11 at
p = 6.
Figure 7 also shows the performance under h-refinement, fixing the polynomial degree at p = 6. We see that for fixed
p, the wall-clock time scales linearly with DoFs. Once the device is saturated, the operator evaluation is accelerated
by a factor of about 11 relative to the 20-core CPU evaluation.
7.4. Incompressible Navier-Stokes: Kovasznay flow. An analytical solution to the stationary Navier-Stokes
equations in two spatial dimensions due to Kovasznay can be found in [33]. This solution may be used to represent
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Table 1. Error and convergence results for steady Stokes equation, showing L2 error norms for
velocity and pressure, and number of FGMRES iterations required to reduce the residual by a factor
of 1014.
p = 7
1/h ‖uh − u‖2 Rate ‖ph − p‖2 Rate Its.
1 4.25× 10−1 — 1.61× 10−1 — 31
4 3.36× 10−3 6.99 3.33× 10−3 5.60 41
16 2.55× 10−5 7.04 7.58× 10−5 5.46 43
64 8.63× 10−8 8.21 2.41× 10−7 8.30 46
p = 11
1/h ‖uh − u‖2 Rate ‖ph − p‖2 Rate Its.
1 4.46× 10−3 — 1.72× 10−2 — 35
4 1.74× 10−6 11.32 1.33× 10−6 13.66 42
16 8.05× 10−10 11.08 2.57× 10−9 9.01 47
64 1.68× 10−13 12.23 6.76× 10−13 11.89 49
p = 15
1/h ‖uh − u‖2 Rate ‖ph − p‖2 Rate Its.
1 1.12× 10−5 — 1.05× 10−2 — 39
4 2.44× 10−10 15.48 1.46× 10−10 26.10 45
16 2.01× 10−14 13.57 5.30× 10−13 8.11 52
64 2.73× 10−14 -0.44 7.43× 10−13 -0.49 53
p = 19
1/h ‖uh − u‖2 Rate ‖ph − p‖2 Rate Its.
1 1.00× 10−8 — 7.24× 10−3 — 41
4 4.34× 10−14 17.82 3.22× 10−13 34.39 47
16 1.82× 10−14 1.25 7.48× 10−13 -1.21 52
64 2.29× 10−14 -0.33 8.69× 10−13 -0.22 55
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Figure 7. Performance of unsteady Stokes operator in 3D. Our implementation achieves expected
rates of O(pd) and O(pd+1) for matrix-free setup and evaluation of the block operator, respectively.
Shared-memory GPU implementation of operator evaluation outperforms 20-core CPU implemen-
tation by a factor of 6 at p = 2 and 11 at p = 6.
the wake behind a periodic array of cylinders in the y-direction. The solution is given by
λ =
Re
2
−
√
Re2
4
+ 4pi2,
u1(x, y) = 1− exp (λx) cos (2piy),
u2(x, y) =
λ
2pi
sin (2pix),
p(x, y) = −1
2
exp(2λx),
where Re is the Reynolds number for the flow. In our example we define the problem in the rectangular domain
[−1/2, 1] × [−1/2, 3/2] with Re = 40. Velocity magnitude contours of the solution are shown in Figure 8. We use
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Figure 8. Two-dimensional Ko-
vasznay flow, showing contours of
velocity magnitude computed using
a coarse mesh with degree 11 poly-
nomials.
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Figure 9. Two-dimensional Ko-
vasznay flow. L2 velocity error us-
ing polynomial degrees p = 3, 5, 7, 9.
pseudo time integration in order to apply the projection method described in Section 4.2 to a steady-state problem.
The pseudo time step is chosen to be ∆t = 10−3 on the coarsest mesh, and is reduced by a factor of two with each
refinement. The exact solution is enforced as a Dirichlet boundary condition on all boundaries of the domain. The
equations are integrated until a final time of t = 8 to allow for the errors to propagate out of the domain.
To investigate spatial convergence we compute the solution with increasing polynomial degree and uniform spatial
refinement. The L2 errors for the velocity are shown in Figure 9. We observe the desired order of accuracy for all of
the cases considered.
7.5. Incompressible Navier-Stokes: Taylor-Green vortex. We next consider the incompressible Taylor-Green
vortex, which is a standard benchmark case often used to assess the accuracy of high-order methods [8, 7]. This
problem represents a simple model for the development of turbulence and resulting cascade of energy from large to
small scales [48]. We use the problem configuration as defined in the first international workshop on high-order CFD
methods [54]. The domain is taken to be the fully periodic cube [−pi, pi]3 and the initial state is set to
u1(x, y, z) = sin (x) cos (y) sin (z),
u2(x, y, z) = − cos (x) sin (y) sin (z),
u3(x, y, z) = 0.
The Reynolds number is chosen to be Re = 1600. The equations are integrated with BDF-3 until a final time of
t = 20 using a time step of ∆t = 2.5× 10−3. We consider the following three configurations:
• p = 3, 24× 24× 24 grid, 439,276 DoFs per component.
• p = 7, 12× 12× 12 grid, 650,701 DoFs per component.
• p = 11, 6× 6× 6 grid, 346,969 DoFs per component.
In Figure 11, we display the time evolution of Q-criterion isosurfaces, colored by velocity magnitude. The quantity
Q is defined by Q = 12
∑3
i,j=1 ∂iuj∂jui and is commonly used for vortex identification [28, 24]. These isosurfaces
clearly display the evolution from smooth, large-scale structures to small-scale turbulent structures.
We compare the results obtained using the present high-order finite element flow solver with reference data obtained
using a de-aliased pseudo-spectral method [52]. The quantities of interest for this comparison are the total kinetic
energy
Ek =
1
|Ω|
∫
Ω
u · u
2
dx(59)
16 HIGH-ORDER MATRIX-FREE INCOMPRESSIBLE FLOW SOLVERS
0 5 10 15 20
0.02
0.04
0.06
0.08
0.10
0.12
t
E
k
0 5 10 15 20
0.00
0.01
0.01
0.02
t

=
−d
E
k
/
d
t
Reference
(
5123
)
p = 3, nx = 24
p = 7, nx = 12
p = 11, nx = 6
Figure 10. Time evolution of total kinetic energy and kinetic energy dissipation rate for the incom-
pressible Taylor-Green vortex. Comparison with reference data from a fully-resolved pseudo-spectral
method with 5123 degrees of freedom per component.
and the kinetic energy dissipation rate
 = −dEk
dt
.(60)
The time evolution of these quantities is shown in Figure 10. All of the configurations considered result in good
agreement with the reference data. The lowest order case (polynomial degree p = 3) is the most dissipative, slightly
under-predicting the total kinetic energy after about t = 10. The highest order case we considered (polynomial degree
p = 11) gives results of comparable accuracy to the p = 7 case, with roughly half as many degrees of freedom.
8. Conclusions
In this work, we have described a high-order finite element method for solving incompressible flow problems with a
matrix-free implementation that efficiently utilizes the high performance and memory bandwidth of modern graphics
processing units. The resulting finite element operators are applied using sum-factorization algorithms and optimized
GPU kernels, implemented in the MFEM library [1], and obtain throughput of over a billion degrees of freedom per
second on a single Nvidia V100 GPU. A suite of matrix-free linear solvers was developed for the resulting mass,
Poisson, Helmholtz, and Stokes linear systems. These preconditioners do not require the costly assembly of high-
order system matrices. Their memory usage is optimal, requiring only constant memory per degree of freedom.
Furthermore, the number of operations required to apply the preconditioners scales linearly with the number of
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Figure 11. Time evolution of the incompressible Taylor-Green vortex, showing Q = 0.1 isosurfaces
colored by velocity magnitude.
degrees of freedom, which is the same as the operator evaluation. The robustness of preconditioners with respect to
the mesh size, polynomial degree, and time step was demonstrated on a range of test problems. The flow solver was
applied to a variety of 2D and 3D problems, verifying the high-order accuracy and efficiency of the method.
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