In this paper we provide new asymptotic estimates of various spectral quantities of Zakharov-Shabat operators on the circle. These estimates are uniform on bounded subsets of potentials in Sobolev spaces.
Introduction
In this paper we prove asymptotic estimates of various spectral quantities of Zakharov-Shabat (ZS) operators
in one space dimension. These operators appear in the Lax pair formulation of the focusing and defocusing NLS equation and hence their spectral properties are relevant for the study of these equations. We assume that ϕ = (ϕ 1 , ϕ 2 ) is in H 
where F = (F 1 , F 2 ) and G = (G 1 , G 2 ) are complex-valued L 2 -functions on [0, 2] . In addition, we will also consider L(ϕ) with Dirichlet boundary conditions on 
The aim of this paper is to establish refined asymptotics of µ n , λ ± n , γ 2 n , τ n , anḋ λ n as |n| → ∞ as well as asymptotics of other spectral quantities such as ∆(µ n ) and δ(µ n ) for potentials in H For ϕ ∈ H 0 r ≡ L 2 r the operator L(ϕ) considered with periodic and Dirichlet boundary conditions as discussed above is selfadjoint. In particular, all the quantities µ n , λ ± n , τ n , andλ n are real-valued. Denote byû(n), n ∈ Z, the n-th Fourier coefficient of a 1-periodic function u ∈ H 0 ≡ L 2 ,û n := 1 0 u(x)e −2πinx dx. 
Remark 1.2. Note that λ
− n λ + n whereas the two values of the square root φ 1 (−n)φ 2 (n) are not lexicographically ordered in a canonical way. For this reason, in item (i), the asymptotics of λ ± n are stated in terms of an equality of sets. In contrast, for ϕ ∈ H N r ,φ 1 (−n) =φ 2 (n) and hence + φ 1 (−n)φ 2 (n) ≥ 0, allowing to specify the asymptotics as in (ii).
As an immediate application of Theorem 1.2 one gets the following
as |n| → ∞ with the appropriate choice of the square root. The asymptotics hold uniformly on bounded sets of
In [6] we need asymptotic estimates for τ n = (λ
But the ones obtained from Theorem 1.2 are not sufficient for our purposes. We derive the sharper estimates from asymptotic estimates of the zeros (λ n ) n∈Z of∆(λ).
as |n| → ∞ uniformly on bounded sets of H Finally, in [6] we also need asymptotic estimates for ∆(µ n ) and δ(µ n ).
as |n| → ∞ uniformly on bounded sets of H N c .
To prove the stated asymptotic estimates we need to define and study special solutions of L(ϕ)F = λF for λ ∈ C sufficiently large which admit an asymptotic expansion as |λ| → ∞ and are obtained by a vector-valued WKB ansatz, chosen in such a way that the error terms can be estimated in the most convenient way; see Section 2, where we also prove the so called vanishing lemma. In Section 3 we prove the above stated asymptotic estimates as well as additional asymptotic estimates for the norming constants κ n , n ∈ Z, introduced and studied in [2] , Section 8 and 10. The above stated results on the asymptotics of τ n , µ n , δ(µ n ) and γ n are key ingredients in subsequent work to prove that the nonlinear Fourier transform of the defocusing NLS equation is semilinear [6] and that the nonlinear part of the solutions of the defocusing NLS equation on the circle is 1-smoothing [7] .
Related work: This paper is closely related to [4] where asymptotic estimates of spectral quantities of Schrödinger operators −∂ 2 x + q are presented. In comparison with [4] , notable differences are Theorem 1.4 which will be used as a key ingredient in [6] , as well as a conceptually new proof of the asymptotic estimates of τ n of Theorem 1.3 (ii): Note that they cannot be obtained from Theorem 1.2 (i); instead we derive them using Theorem 1.3 (i) and Corollary 1.1 together with the a priori estimate τ n −λ n = O γ 2 n , established in [2] , Lemma 6.9. The expansion of the eigenvalues of Sturm Liouville operators was pioneered by Marchenko [10] . For selfadjoint ZS operators, the asymptotic estimates of the periodic eigenvalues of Theorem 1.2 (ii) are stated (but not proved) in [10] , p 94, except for the statement on the uniform boundedness of the error terms. Rough asymptotic estimates of γ 2 n related to the problem of characterizing the smoothness of ϕ in terms of the decay of the γ n as |n| → ∞ can be found in [1] , [8] , [9] and [10] as well as in references therein.
Notation: Throughout the paper we use for any λ ∈ C, x ∈ R, and ϕ ∈ L 2 c the following notation
Special solutions
In this section we prove estimates of special solutions
with N ∈ Z ≥1 which will be used to derive the asymptotics stated in the Introduction. These solutions are obtained with the WKB-type ansatz of the following form
while the error term
r n (x) (2iλ) n and respectively,
where
Substituting the ansatz (4) into LF = λF and using that v
rn(x) (2iλ) n so that all terms of ρ N (x, λ) of order ≤ N − 1 in 1/λ vanish. We have,
where we use the convention that the sums with lower limits greater than the upper limits vanish and that r n = 0 for n ≤ 0 and n ≥ N + 1. Collecting terms of the same order in 1/λ one gets in the case N = 1 
This implies that,
ϕ 2 , p 1 = p 2 = 0, and for 3 ≤ n ≤ N , p n is a polynomial in ϕ 1 , ϕ 2 and its derivatives up to order n − 3. Hence for any 1 ≤ n ≤ N ,
Hence α N (x, λ) is a continuous function in x. With this choice of r n , 1 ≤ n ≤ N , ρ N can be written in the form
As above one sees that
is a polynomial of ϕ 1 , ϕ 2 , and their derivatives up to order N − 2. Hence,
By (8) 
and
where we use that r 1 = −ϕ 2 . For any Λ > 0, the estimate (13) holds uniformly for |λ| ≥ Λ, 0 ≤ x ≤ 1, and uniformly on bounded sets of ϕ in H N c . Equation (12) then takes the form
and a N 2 ≡ a N 2 (λ, ϕ) is analytic as a map from C \ {0} × H 
Collecting terms of the same order in 1/λ one gets in the case N = 1
and for N ≥ 2, 
where ϕ
, and for 3 ≤ n ≤ N , q n is a polynomial in ϕ 1 , ϕ 2 and its derivatives up to order n − 3. Hence, for any 1 ≤ n ≤ N ,
Hence, β N (x, λ) is a continuous function of x. With this choice of s n , 1 ≤ n ≤ N , σ N can be written in the form
where q N +1 ≡ q N +1 (ϕ) is a polynomial of ϕ 1 , ϕ 2 , and their derivatives up to order N − 2. Hence,
By (17) one has ϕ 2
where we use that s 1 = −ϕ 1 . For any Λ > 0, the estimate (22) holds uniformly for |λ| ≥ Λ, 0 ≤ x ≤ 1, and uniformly on bounded sets of
where As a next step we want to estimate R N [S N ] by using that it satisfies the inhomogeneous linear ODE (14) [ (23)
For the proof of the main results in Section 3 we need the asymptotics of
Proposition 2.1. For a given sequence (ξ n ) n∈Z of complex numbers ξ n = nπ + α n such that |α n | ≤ a n for some positive (independent of n) constant a > 0 and for
where the estimates hold uniformly for (ξ n ) n∈Z with |α n | ≤ a n and uniformly on bounded sets of ϕ's in H N c .
Proof. The estimates (i) and (ii) are proved in a similar way and so we con-
and n ∈ Z, we get from Corollary 4.2 in Appendix A, with M 1 (x, λ) and Q(x) defined as in (45) and (47) respectively, that R N (1, ξ n ) admits the following asymptotic expansion as |n| → ∞
and the estimate is uniform on bounded sets of H N c and on sequences ξ n = nπ + α n , n ∈ Z, with |α n | ≤ a n . The terms in the expansion are treated individually. Concerning
Furthermore, integrating by parts and using that p N +1 is 1-periodic
Note that sin ξ n = (−1) n sin α n = O 1 n . Integrating by parts once again then yields
Altogether we thus have proved that
By Lemma 5.1 in Appendix B it then follows that
Similarly, one sees that
It remains to consider
By (45)
By Lemma 5.1 in Appendix B,
As
Altogether we have proved that the claimed asymptotics of R N (1, ξ n ). Going through the arguments of the proof one verifies that the claimed uniformity statement holds.
Next we will prove the following vanishing lemma.
where r k [s k ] are given by (7) and (9) [ (16) and (18)]. As a consequence,
with N ∈ Z ≥1 and let ξ n , n ∈ Z, be as in Proposition 2.1. The claimed identities follow from the Wronskian identity, applied to the special solutions
By the definition of F N and G N one has
To compute the left hand side of (24), note that by (4) and (5),
where we used that α N (x, ξ n ) and β N (x, ξ n ) are both 1-periodic in x. This together with Proposition 2.1 imply that det
Taking the logarithm of both sides of this formula for n sufficiently large one concludes that
In case ϕ ∈ H N +1 c , the latter identity also holds for k = N + 1. As r N +1 and s N +1 are polynomials in ϕ 1 , ϕ 2 and their derivatives up to order N , the identity continues to hold for any ϕ ∈ H 
Furthermore, in view of Lemma 2.1, the estimate of S N (1, ξ n ) of Proposition 2.1 can be written in terms of r N +1 instead of s N +1 . The two estimates of Proposition 2.1 thus read
Here we used that
As an application of the estimates obtained so far, we consider the 2
It follows from the definition of α N and β N that there exists Λ > 0 so that |α N (0, λ)β(0, λ)| ≤ 1/2 implying that in view of the Wronskian identity, for any |λ| ≥ Λ and 0 ≤ x ≤ 1
The constant Λ can be chosen uniformly on bounded sets of ϕ'
. For ξ n = nπ +α n , with |α n | ≤ a n , a > 0, and |ξ n | ≥ Λ, one then gets
wherè We obtain the following Proposition 2.2. Let ϕ ∈ H N c and let (ξ n ) n∈Z be a sequence of complex numbers ξ n = nπ + α n such that |α n | ≤ a n for some positive (independent of n) constant a > 0. Then for |n| sufficiently large so that |α
These estimates hold uniformly for (ξ n ) n∈Z with |α n | ≤ a n and uniformly on bounded sets of ϕ's in H N c . We finish this section by providing asymptotic expansions forṘ N (1,
where the estimates hold uniformly for (ξ n ) n∈Z with |α n | ≤ a n and uniformly on bounded sets of ϕ's in H N c . Proposition 2.3 leads to the following asymptotics for∆(ξ n ).
Corollary 2.1. For complex numbers ξ n = nπ+α n with |α n | ≤ a n and ϕ ∈ H
where the estimate holds uniformly for (ξ n ) n∈Z with |α n | ≤ a n and and uniformly on bounded sets of ϕ's in H N c . Proof. In view of (30) we have
where we denoted by (
Hence taking the λ-derivative of (31) yieldṡ
By Proposition 2.3 it then follows thaṫ
Going through the arguments of the proof one verifies that the claimed uniformity of the estimate holds.
Proof of the main results
The aim of this section is to prove the results stated in the introduction.
n one concludes from the formula above that
and therefore
To determine the sign in the above estimate note that µ n = nπ + O(1/n) and by the definition of θ N (µ n ),
as claimed. As
n one has in view of (32) that
and thus by Proposition 2.2 (ii),
Going through the arguments of the proof one sees that the estimates hold uniformly on bounded sets of potentials ϕ in H N c . The asymptotics of Theorem 1.4 can be applied to obtain asymptotics of the eigenvalues of M (1, µ n ), referred to as Floquet multipliers of M (1, µ n ). They are given by
(see e.g. [2] , p. 50). By the Wronskian identity their product is 1 and hence for any n ∈ Z,
does not vanish. In view of the asymptotics in Theorem 1.4, for |n| sufficiently large
is well defined on bounded sets of ϕ's in H n sin θ N (µ n ) = 2T n where
ηn − e −ηn = 2T n . The quadratic equation e 2ηn − 2T n e ηn − 1 = 0 then yields e ηn = T n + + 1 + T 2 n . By taking the logarithm of both sides of the latter identity and in view of the definition (28) and the estimate T n = ℓ 2 n n N it then follows that
leading to
Unfortunately, µ n appears also on the right hand side of the latter asymptotic estimate. To address this issue we use an argument applied first by Marchenko in [10] (see also, [4] , p. 260). Introduce F (z) := i
We approximate F ( 
as ζ(0) = 0 and
n N and subtract
to get
n N . By (35) one then concludes that ζ n − ζ(
n N which by (34) and (36) yields
Altogether we have proved that
which proves the claimed asymptotic estimates. Going through the arguments of the proof one verifies that the estimates hold uniformly on bounded sets of ϕ's in H N c .
Remark 3.2. As mentioned above, the c k 's can be determined recursively from the identity ζ(z) = −F ( z π+zζ(z) ). One computes 
where, with e 1 = 1 (2iλ
and with e 2 = iφ 1 (−2n), e 3 = −iφ 2 (2n)
Hence η n ≡ η 
Note that −b = a+c+A where A := a 2 a 3 −a 1 a 4 . Hence 
where e 2 e 3 =φ 1 (−2n)φ 2 (2n) and
Combining these estimates yields
Taking the logarithm on both sides of the latter identity then leads to
Finally in view of the definition (28) of θ N we conclude that
To address the issue of the sign of the root in (37), introduce
It then follows that for |2n| ≥ n B with 2n
implying that |e 2 e 3 | . For 2n ∈ A + ∩ A − , note that e 2 e 3 = 0. Denote by • √ e 2 e 3 an arbitrary branch of the square root (which might depend on n) and by σ ± n ∈ {1, −1} the sign of the root determined by (37) so that 
Hence we have proved the following asymptotic estimates
.
By applying as in the proof of Theorem 1.1 Marchenko's argument one obtains the claimed asymptotics of item (i).
Towards item (ii) we first remark that for ϕ ∈ H N r ,φ 1 (−2n) =φ 2 (2n) and therefore e 2 e 3 = |φ 1 (−2n)| 2 . Our starting point is formula (41). As in the case at hand |e 2 | = |e 3 | we can write e 2 e 3 + h ± 2n , given by (40) as follows
where g
For |2n| ≥ n B with 2n 
follow. Going through the arguments of the proofs of (i) and (ii) one verifies that the stated uniformity property holds.
Proof of Theorem 1.3 (i). By Lemma 6.2, |λ n − nπ| ≤ 1 |n| , for any |n| ≥ n B . By
where a n = (−1)
n it then follows that η 2 n −2a n η n −1 = 0 implying that η n = a n + (−1) n + 1 + a 2 n = (−1) n + a n + O(a 2 n ). Taking the logarithm on both sides of the latter identity leads to θ N (λ n ) = nπ −i(−1) n a n + O(a 2 n ) orλ
Arguing as in the proof of Theorem 1.1 (use Marchenko's argument) it follows thatλ
Going through the arguments of the proof one verifies that the latter estimate holds uniformly on bounded sets of H N c . Proof of Theorem 1.1 (ii). According to [2] 
c is a compact embedding it follows that τ n =λ n + O(γ 
Appendix A: Asymptotic estimates of M
In this appendix we prove asymptotic estimates of the fundamental solution
Note that for any n ≥ 0, M 2n is a diagonal 2 × 2 matrix whereas M 2n+1 is off-diagonal. In the sequel we will always assume that ϕ ∈ H 1 c if not stated otherwise. Then M (x, λ) is a continuously differentiable function in 0 ≤ x ≤ 1 and λ ∈ C. Throughout the appendix we will use the elementary identities
We begin by taking a closer look at
Integrating by parts and taking into account that for λ ∈ C \ {0},
we get
Substituting the expression (45) for M 1 into the expression
leading in view of (43) to
The latter term can be integrated by parts to get with (44)
As P λ (0) = 0 and Φ(x 1 )E λ (−2x 1 ) = E λ (2x 1 )Φ(x 1 ) one gets
Combining (47)-(51) then yields
wherê
where, in view of (45),
Let |A| be the operator norm |A| := max |x|=1 |Ax| of a complex matrix, A := (a kl ) 1≤k,l≤2 , where |x| = |x 1 | 2 + |x 2 | 2 , x ∈ C 2 . Note that for any a, b ∈ C,
One easily sees that for any y ∈ R,
In particular, for any 0
where we used that max(|a|, |b|) ≤ |a| + |b|. Note that by Sobolev embedding,
for some constant c > 0. Using formula (54) for 2λM 1 (x, λ) one verifies that for an absolute constant C > 0
The other terms in the formula (53) forM 2 (x, λ) are estimated in a similar way, yielding
and, taking into account (55) and
We thus have proved that there exists an absolute constant C > 0 so that
Next we consider
One concludes form (57) that for any λ ∈ C \ {0},
where we used that
The term IV can be integrated by parts. As R 2 = −Id 2×2 and ΦR = −RΦ one gets IV =
As by (44), integration by parts then yields
As Q(0) = 0, we get in view of (56) that
Altogether one then gets
where C 1 = 1 + 2c + C. Finally, for any n ≥ 1, M n+3 (x, λ) can be written as
Similarly as above, one has for any sequence 0 ≤ x n ≤ · · · ≤ x 1 ≤ x,
. With (58) it then follows that
Combining this with (52) and (57) we get the following estimate for M = ∞ n=0 M n : Theorem 4.1. There exists an absolute constant C > 0 so that for any 0 ≤ x ≤ 1, λ ∈ C \ {0}, and ϕ ∈ H 
where 
As for any 2 × 2 matrix A = a 1 a 2 a 3 a 4 one has
we get that
The asymptotics of Theorem 4.1 together with (59) and (60) lead to the following asymptotics of M (x, λ) −1 .
Corollary 4.1. For any 0 ≤ x ≤ 1, λ ∈ C \ {0}, and
where C > 0 is the same constant as in Theorem 4.1. 
c , λ ∈ C \ {0}, and ϕ ∈ H 1 c . Substitute the ansatz F (x, λ) = M (x, λ)c(x, λ) of the method of the variation of parameters into equation (61) and use that R −1 = −R to see that
By Theorem 4.1 and Corollary 4.1,
leading to the following Corollary 4.2. For any ϕ ∈ H 1 c , and f ∈ L 2 c , the solution F (x, λ) of (61) admits for |λ| → ∞ the asymptotic expansion
with M 1 (x, λ) as defined in (45) and Q(x) as in (47) . For any B > 0 and Λ Im > 0 the estimate above is uniform in 0 ≤ x ≤ 1, | Im λ| ≤ Λ Im , and ϕ H 1 ≤ B.
Appendix B: Auxilary lemmas
First we prove an estimate on perturbed Fourier coefficients used throughout the paper. See e.g. [2] , Appendix D, for similar results and references.
with a sequence of complex numbers ξ n = nπ + α n such that |α n | ≤ a n for any n ∈ Z with a > 0, and n = max(1, |n|). Then for any 0 ≤ x ≤ 1,
In particular, for x = 1,
Expanding e iαn(x−2t) into a power series in x − 2t, one obtains
Denoting the last integral by f k,x,n and using that |α n | ≤ a 1 n yields
It implies that
Using Neumann series to compute M (x, λ) −1 it then follows that
Estimates (64)-(67) will now be used to provide estimates oḟ
Lemma 6.1. For Λ Im > 0 and B > 0 there exist Λ ≥ 1 and C > 0 so that for any |λ| ≥ Λ with | Im λ| ≤ Λ Im , 0 ≤ x ≤ 1, and ϕ 
Using that H 
Expanding ∆ atλ n up to order two and then evaluating the expansion at λ ± n one gets, using that∆(λ n ) = 0 and ∆(λ
In order to use this identity for estimating |λ ± n −λ n |, we need to bound the absolute value of the latter integral away from zero. Let x(t) =λ n − nπ + t(λ ± n −λ n ). As x(t) = (1 − t)(λ n − nπ) + t(λ ± n − nπ) one has |x(t)| ≤ 
it then follows that for |n| ≥ n 1 with n even 
one concludes that for |n| ≥ n 2 with n even and ϕ H 1 ≤ B,
and in turn, by (74),
To get the claimed asymptotics of λ ± n for n even we need to show that ∆(λ n ) − 2 = O 1 n 2 . First we prove that ∆(µ n ) − 2 = O 1 n 2 . To this end recall from [2] , Lemma 6.6, that ∆ 2 (µ n ) − 4 = δ 2 (µ n ). Write ∆ 2 (µ n ) − 4 as a product (∆(µ n ) − 2)(∆(µ n ) + 2). In order to bound |∆(µ n ) + 2| away from 0, note that |∆(µ n ) − 2| ≤ |2 cos µ n − 2| + |∆(µ n ) − 2 cos µ n |, |2 cos µ n − 2| ≤ |µ n − nπ| 2 e |µn−nπ| 2 ≤ 1 8 ∀|n| ≥ n 2 , n even where we used (75), and by (72),
We then conclude from (71) that
implying that |∆(µ n ) + 2| ≥ 4 − |∆(µ n ) − 2| ≥ 1 and in turn
By Lemma 6.1 (i) and Lemma 6.2 (i)
Finally we estimate ∆(λ n ) − 2 by evaluating at µ n the expansion of ∆(λ) inλ n ∆(µ n ) − ∆(λ n ) = (µ n −λ n ) 2 1
0∆
(λ n + t(µ n −λ n )) · (1 − t)dt.
By (72), (µ n −λ n ) 2 ≤ 4 n 2 . Arguing as in the proof of (76) one sees that 1
(λ n + t(µ n −λ n )) · (1 − t)dt ≤ 2.
Hence |∆(µ n ) − ∆(λ n )| ≤ yielding the claimed statement for n even.
