Abstract-Nowadays, item-based Collaborative Filtering (CF) has been widely used as an effective way to help people cope with information overload. It computes the item-item similarities/differentials and then selects the most similar items for prediction. A weakness of current typical itembased CF approaches is that all users have the same weight in computing the item relationships. In order to improve the recommendation quality, we incorporate users' weights based on a relationship model of users into item similarities and differentials computing. In this paper, a model of user relationship, a method for computing users' weights, and weight-based item-item similarities/differentials computing approaches are proposed for item-based CF recommendations. Finally, we experimentally evaluate our approach for recommendation and compare it to typical item-based CF approaches based on Adjusted Cosine and Slope One. The experiments show that our approaches can improve the recommendation results of them.
I. INTRODUCTION
Due to the explosive growth of the Web, recommendation systems have been widely accepted by users. Users offer feedback on purchased or consumed items, and recommendation systems use the information to predict their preferences for yet unseen items and subsequently recommend items with the highest predicted ratings for users [1, 2] . Personalized recommendation approaches have gained great momentum both in the commercial and research areas [3] . There have been several famous recommendation systems, such as Amazon [4, 5] and Netflix (http:// www.netflix.com/).
A problem of current item-based CF is that all users have the same weight when item-item similarities or differentials are computed. There is a common sense that some users' words are more important than others' in a social group. For item-based CF recommendation, that is, some users (and their ratings) will have higher weights than the others. In this paper a novel calculation approach is proposed to compute the weights of users to improve the recommendation results of typical CF approaches.
The contribution of the paper includes four points. Firstly, a novel user relationship graph model is presented. Secondly, an algorithm based on three rules is given for weighting users. Thirdly, we incorporate users' weights into computing item-item similarities and differentials. Fourthly, the weight-based approach is proved experimentally helpful to improve the recommendation results of item-based CF approaches.
In the next sections, the state of the art in item-based CF is reviewed first (Section 2). Then Section 3 proposes a model of users' relationship, a user weighting method, and weight-based item-item similarities/differentials computing approaches for item-based CF recommendations. And then we evaluate experimentally our approaches on a popular dataset MovieLens and compare them to typical item-based CF approaches (Section 4). At last, Section 5 draws conclusions.
II. BACKGROUND AND PROBLEM OF ITEM-BASED CF
CF is the most successful recommendation technique to date [6, 7] . In a typical CF scenario, there is a rating m*n matrix which includes a list of m users and a list of n items and lots of ratings. Items represented any kind of products. A rating r u,i means how the user u likes the item i. It is supposed that users mainly interested in high ratings. The key step of CF is to extrapolate unknown ratings [8] .
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The basic idea of traditional CF is to predict the rating of an item for a target user based on the opinions of other like-minded users. Item-based CF is the most popular approach in recommendation systems. It builds an itemitem similarity/differential matrix for recommendations (See Fig. 1 [1] ).
A. Item-based CF
Item-based CF, proposed by Sarwar et al. [7] , is to compute the similarity between items and then to select the most similar items for prediction. Since it uses a precomputed model, it recommends items quickly. There are several approaches to compute the similarities between items, such as Adjusted Cosine (See formula 1), and to compute the differences between items (See formula 3), e.g. Slope One [6] . , , ( 
Here U(i) includes all users who have rated on item i.
r is the average of user u's ratings. And also there are a number ways to estimate a rating, the most important step in a collaborative filtering system, such as weighted sum (See formula 2) and regression (See formula 4). Here S(i) includes all similar items of item i.
The Slope One is a typical item-based collaborative filtering approach. It works on comparing the intuitive principle of popular differentials between items [6] . Note that it computes the differentials between items rather than similarities. The differential of item i and j d i,j is the average difference between item arrays of i and j (See formula 3). | | denotes the cardinality of a set.
In turn, the deviations of items will be used to predict an unknown item, given their ratings of the other. The prediction is based on a linear regression model (See formula 4). Here p u,j is a prediction rating; 
It has been proved that the Slope One scheme achieves accuracy comparable to the Adjusted Cosine and Pearson scheme. The Slope One has won the wide attention of researchers and companies due to its simplicity and efficiency [9, 10] .
B. Weight Problem
The basis of the CF approaches is the relationships between items. Whether for computing similarities or differentials between items, the weights of all users are same in current item-based CF approaches. In other words, the weights of users are not taken into consideration in the current approaches. However, in any social group or network, some persons have high prestige because they have made great contribution to the group, and so on. So do the recommendation systems. If we take users' weights into consideration in item-base CF, the similarities of differentials between items will be more in line with the facts.
III METHODOLOGY FOR WEIGHTING USERS
In this section, we first propose a data model based on two kinds of users' relationship: interesting similarity and rating similarity, then present a weighting approach, and incorporate users' weights into item 
A. Data Model for Weighting Users
There are various relationships between users in any social group; so are in a recommender system. Now we exploit this information for the calculation of users' weights.
Traditionally, the rating similarity is seen as user similarity; however, the rating similarity is only one aspect of the user similarity. There are some other relationships behind the ratings. For example, there are many items are rated by both user u and user v; the ratings are very different though. In this case, the rating similarity of them is very low. However, there should be a relationship between them that is high since the rated rating sets of them are similar. In the paper, this relationship is called interesting similarity. Rating similarity is the most used relationship between users in recommendation systems [7] . So in our research, the interesting similarity and rating similarity are taken into consideration in data model for users' relationship (See Fig.2 ).
Usually used calculation algorithms of rating similarity are Adjusted Cosine (See Section II.A) and Pearson Correlation. The rating similarity is the most used relationship in recommendation systems [7] , therefore, it is not introduced in detail in the paper. The interesting similarity is analyzed as below.
According to [11] , More the items have been rated by both user u i and u j , closer the relationship between the users is. This is the first rule of computing correlation relationships between users.
We define I(u i ) as the set of items which have been rated by the user u i . I(u i ,u j ) is the set of items which have been rated by both u i and u j .
, ,
ISM is a (|U|×|U|) interesting similarity matrix which records the number of items which have been rated by each pair of users in a rating matrix.
|U| denotes the cardinality of the set of users. ISM is formed by all the I(u i ,u j ).
ISM is a symmetric matrix. All I(u i ,u j ) is the same as I(u j ,u i ). However, a fact is that if one of the pair has rated plenty of items, and another only has rated on small quantity of items, the correlation value should be different between them. This is the second rule. According to this rule, we normalize matrix ISM to correlation matrix IM by formula (6) . Without loss of generality, supposed that |I(u i ,u j )|≠0. |I(u j )| denotes the cardinality of the set I(u j ).
Definition 3.2 IM
IM is a matrix that records the relationships of interesting similarity between users according to the number of items which they have rated and the numbers of items which are rated by other users. The two relationship values form two matrixes: interesting similarity matrix (IM for short) and rating similarity matrix (RSM for short). In this paper, the average of the two kinds of values is used to express the users' correlation because they have similar dimensions. Therefore, the matrix of users' relationship is
URM can be regarded as a weighted connective matrix for a correlation graph G. Nodes in G correspond to users in U and there will be a link For example, given a rating matrix RM is as Table I . There are 5 users, 6 items, and several ratings in the matrix. A rating is marked from 1 to 5 that represents how a user prefers an item. r u,i =Ø means the item i is not rated by the user u. is used to compute the rating similarity matrix RSM of the RM.
B. Weighting Algorithm
The purpose of the algorithm is to forecast users' weights. It is important to properly control the weight flow in order to transfer high score to the users that are strongly related to users with high weights. The spreading algorithm follows three rules. Firstly, if a user u i is linked by high ranked users with high weights, then u i will also have high weight. Secondly, users have to transfer their positive influence through the graph, but this effect decreases its power if it spreads further and further away. Thirdly, if the user u i is connected to two or more nodes, these nodes share the boosting effect according to the weights of the connections as computed in URM.
The rules are just similar to the propagation and attenuation of PageRank. We can compute users' weights in a very efficient way based on the method for PageRank computing [12] [13] [14] .
The PageRank score for the node n is defined as formula (5), where O(q) is the out-degree of the node q, α is a decay factor, a common choice of α is 0.85 [15] .
So the weight value for a node u k can be computed by Formula (6).
C. Computing Methods for Item Similarities and Differentials
As can be see from Fig. 3 , we combine users' weights and the procedures of item similarities and differentials algorithms, such as Adjusted Cosine and Slope One (See Formulas 7 and 8). Then we apply formula (2) and (4) to predict ratings. MovieLens is a widely used benchmark to evaluate scoring algorithms applied to recommender systems. The data consists of 100,000 ratings (1-5) from 943 users on 1682 movies. Each user has rated at least 20 movies. The data set was divided into training set (80% of the data) and test set (20% of the data) five times.
Each training and test sets are named Unbase and Untest (n=1,…,5). Every Unbase was used to compute user ranks, and the ratings in each Untest were the target ones to predict.
B. Evaluation Metric
Mean Absolute Error (MAE) is a widely used metric for deviation of predictions from their true values. So we used MAE values to measure the prediction precision of our algorithm and the real ratings, and then compare it with Adjusted Cosine and Slope One algorithms. For all predictions {p 1 ,p 2 ,…,p n } and their real ratings {r 1 ,r 2 ,…,r n }. MAE is the average of absolute error between all {p i , r i } pairs (See formula 8 [16] ). The lower the MAE, the more accurately the predictions are, and the better the recommendation approach is. The precision is the percentage of truly "high" ratings (B) among those (A) that were predicted to be "high" by a recommender system (See formula 10). That is the number of correct results divided by the number of all returned results.
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And the recall is the percentage of correctly predicted "high" ratings among all the ratings known to be "high" (see formula 11). That is the number of correct results divided by the number of results that should have been returned.
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F-measure is a measure of a test's accuracy. It considers both the precision and the recall of the test to compute the score (See formula 12). The parameter β has regular certain values of 0.5,1, and 2. 
C. Procedure and Results

(A). Comparison of prediction results
To compare weight-based algorithms (weight-based Adjusted Cosine and weight-based Slope One) with typical algorithms (Adjusted Cosine and Slope One), we performed the experiment where we computed MAE, precision, recall, and f-measure (F 0.5 , F 1 , and F 2 ) for all of them. Our results are shown in Fig.4 and Fig.5 . The blue columns (the left columns ) are the metric values for one of weight-based algorithms; the purple ones (the right columns ) are for one of typical algorithms. It can be observed from the charts that our weight-based algorithms out performs typical algorithms at prediction error (MAE) and recommendation accuracy (F-measure). 
, , ( Table IV shows the MAE values of the algorithms. The lower the MAE, the more accurately the predictions are.
Although the values of precision of the weightbased algorithms are somewhat lower than the traditional algorithms, the results are high significant for the recall of the weight-based algorithms. So that the F-measure values are higher than the typical algorithms, that means the accuracy of the algorithms is improved. The F-measure and recall results are shown in Table V .
(B). Comparison of the prediction ability for user relevant items
To compare the prediction ability for user relevant items of the algorithms, we performed the experiment where we computed MAE results for the user relevant items in the test set. The user relevant items are those items with 4 or 5 score rated by the user. The table VI shows the MAE results. As can be seen from the table, the prediction abilities of weight-based algorithms are better than the traditional algorithms.
(C). Comparisons of algorithm stability
To compare the stability of the algorithms, we then performed the experiment where we computed MAE, precision, recall, and f-measure of the prediction results for the ratings more than 3 (R3 for short) and more than 4 (R4 for short) in the test set respectively. Fig. 6 to Fig. 9 shows the deviations of the MAE, precision, recall, and fmeasure results of Adjusted Cosine, Weight-based Adjusted Cosine, Slope One, and Weight-based Slope One respectively. The metric values of the prediction for the items in R3 and the items in R4 are shown by the left columns and the right columns in the figures. As can be seen from the figures, the prediction stability of weight-based algorithms is better than the typical algorithms. As can be seen from Fig.5 , all matric values of the predictions for R3 are better than the predictions for R4. In these metric values, the change of recall is most significant, from 93.6% to 20.3%; secondly, the change of f-measure is great as well, the values of F2, F1, and F0.5 vary from 91.9%, 89.5%, and 87.1% to 23.9%, 32.2%, and 49.7%; the changements of MAE and precision are the least, from 0.676 and 85.5% to 0.745 and 77.8%. As can be seen from Fig.7 , the changement trend of all matric values of weight-based Adjust Cosine is similar with Adjust Cosine (Fig.4) , but the changement rangeability is lower. The maximum of the change in Fig.5 is only more than 30%, but it is more than 70% in Fig.4 . The In summary, 1) except MAE values, all the other metrics including prediction precision, prediction accuracy, prediction ability for user relevant items, and the stability of the weight-based algorithms are better than the typical algorithms, and 2) the weight-based Slope One are better then user-based Adjusted Cosine at these metrics.
V. CONCLUSION AND FUTURE WORK
The Recommendation systems help users find items they would be interested in. Currently, item-based collaborative filtering approaches are most popular in recommender systems. The typical Adjusted Cosine and Slope One are well-known algorithms of them. In this paper we analyzed how to weight users predict ratings for items based on user ranks. Experimental results show that the information of users' weights is helpful to improve the prediction results, the prediction ability for user relevant items, and the stability of typical algorithms.
