If the relation described by the matrix M is symmetric, then the matrix will be symmetric-i.e., the entry in cell m(i, j) will be equal to that in cell m (j,i). If the relation is not symmetric, then, following Coombs' (1964) Warnath, 1957; Lerner, 1965; Fishbein, 1963 Fishbein, , 1965 , but the procedure of summing ratings on the various scales such as good-bad must be done with care, since it is easy to obtain &dquo;artifacts&dquo; when rankings and rating scale values are treated as if they were real numbers.
(1959) review mathematical techniques of sociometric analysis in detail. Guimaraes (1968) would result from the sociometric study. However, Mouton et al. (1960a Mouton et al. ( , 1960b , in their reviews of the reliability and validity of sociometric instrumentation, observe that it is not possible to obtain an equivalent retest in a group which has been restructured as a result of a previous sociometric study. [126] the measuring instruments. Bain (1943) Coleman (1958) gave a brief but far-sighted analysis of the relation among opinion polling, survey, and sociometric data. The same characteristics, however, relate sociometric data to the data of other scientific disciplines, most particularly to numerical taxonomy in the biological sciences. The natural structure of sociometric data is a matrix. After a short digression on the structural properties of data matrices, the relation of data structure to analytical goals in sociometry and other areas will be considered.
MATRIX REPRESENTATIONS OF DATA
It is possible to represent almost all forms of psychological data as matrices. We may think of an investigation as dealing with two sets of entities, which can be called subjects and objects. Each cell provides a place for representing a relation between one subject and another, one object and another, or between a subject and an object.
If the relation described by the matrix M is symmetric, then the matrix will be symmetric-i.e., the entry in cell m(i, j) will be equal to that in cell m (j,i) . If the relation is not symmetric, then, following Coombs' (1964) usage, the matrix is often called conditional, for the interpretation of the difference [127] between two entries in a row depends on the particular row being considered.
For instance, suppose that a matrix contained the distances between the houses of the subjects, or between the houses of the subjects and some set of objects. Since the distance from A to B is the same as the distance from B to A, the matrix would be symmetric. In addition, it would be possible to use the matrix to trace the length of a path among a set of houses-i.e., to add entries across rows of the matrix. However, if the ith row of the matrix contained numbers indicating how much subject i liked each of the other subjects, it would not be possible to make comparisons among individuals (between rows), nor would the matrix necessarily be symmetric.
A (Coombs [ 1964] and Shepard [ 1972] (Fishbein, 1965 (Davis and Warnath, 1957; Lerner, 1965; Fishbein, 1963 Fishbein, , 1965 (Davis and Warnath, 1957; Lerner, 1965; Newcomb, 1961) . A Q-Sort was employed by Peterson et al. (1964) in which a series of sociometric statements were placed in a seven-point forced normal distribution in terms of their appropriateness in describing each individual.
There have been few successful attempts to go beyond the use of rankings and simple ordinal scales in the collection of sociometric data. Gardner and Thompson (1956) The most elegant matrix multiplication scheme is Hubbell's (1965) , which uses Leontief's (1941) model as an analogue for communication inputs and outputs by group members. Leontief's original model considers n factories, each of which uses the products of itself and the other n-1 factories to produce a product. The model assumes that for any given level of inputs a factory will produce a given level of output, and the n factories are represented as a series of n linear equations.
Among the results derivable from the model is that, given a set of initial conditions, the n factories will reach an equilibrium rate of production, in which the total amount of each good produced will equal the total amount of that good consumed by the n factories. In addition, the model allows the effects of changing the initial or boundary conditions to be predicted. Hubbell Bavelas (1948 Bavelas ( , 1950 Davis' clustering. Gleason and Cartwright (1967) developed an alogrithm which determines the (possibly unique) colorability of a graph from its adjacency matrix. Peay (1970) 
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model which treated the reciprocation of a choice as a sequential process in which the best friend is chosen first, then the second best, and so on. The authors developed a linear equation for the probability of a mutual choice between an ith and a jth best friend. The probability of a choice's being reciprocated decreases as each person gets farther away from his choice of best friend. The two empirically derived constants in the linear equation were related to the asymptotic probability of being chosen at all, and to the width of individuals' circles of friendship.
These contributions link the study of sociometric networks to the study of generalized stochastic networks and graphs, work which is also pursued in physics, communication theory, and information theory. The treatment of sociometric choices through a network as a stochastic process links the study of sociograms to the study of self-propagating processes, such as rumors and epidemics. Lingwood (1969) used a chi-square statistic to test the equivalence between cliques determined on the basis of information-gathering, and cliques determined on the basis of research methodology, in a population of communication researchers. Lingwood's hypothesis was that the frequency of choice within and between cliques determined by one method would predict the relative frequency of choice within and between cliques determined by the other. Lingwood concluded that the chi-square method was successful once the cliques had been discovered by other methods. Until the advent of computers, it was far easier to test the significance of a partition into cliques than it was to make the partition. Trial-and-error was used to split the group so as to maximize the ratio of within-clique to between-clique linkages. There now exists a whole array of techniques for &dquo;hunting&dquo; through a set of data and subsetting it in a way which maximizes some measure of optimality (e.g., Sonquist, 1970) .
Work on the distributional characteristics of networks and graphs is leading to the development of measures of difference between sociometric structures and of measures of the condistribution. [150] formity of a graph to a structural model. Proctor (1960) discusses the probabilistics of finding a partition for a group which best fits the group's set of choices. Boorman and Olivier (1973) [151] (1) it must be either 0, or greater than 0, and if the distance between two points is 0 then they are the same;
(2) a metric must be symmetric-i.e., the distance from A to B must be the same as the distance from B to A; (3) a metric must satisfy the triangle inequality-i.e., the distance from A to B plus the distance from B to C must be greater than or equal to the distance from A to C. (Coombs, 1964; Torgerson, 1958) The original use of factor analysis was by Bock and Husain (1950) As computing techniques evolved, the more powerful varimax factor analysis was used by MacRae (1960) and by Wright and Evitts ( 1961 ) in the analysis of choice matrices. The results distribution. [153] of these analyses are somewhat mixed, as there are separate sets of chooser and chosen cliques which must be reconciled. Beaton (1966) Green and Carmone, 1970 . A somewhat more advanced treatment may be found in Shepard et al., 1972 . Both of these works contain extremely complete bibliographies.) Gleason (1969) used nonmetric multidimensional scaling to evaluate data obtained by Newcomb (1961) . Gleason 
Multiple Discriminant Analysis
Another technique which makes strong assumptions on the space is the use of multiple measurements and multiple discriminant analysis. Riffenburgh (1966) McQuitty, 1957; Sokal and Sneath, 1963; Needham, 1961; Parker-Rhodes 1961; Cattell and Coulter, 1966.) Successive [156] 1963; Michener and Sokal, 1957; Sawrey et al., 1960; Saunders and Schucman, 1962; Lorr and Radhakrishnan, 1967; Bonner, 1964.) Alba's (1972) SOCK, a set of routines for subsetting and clustering sociomatrices. The system reads in a set of [165] space-i.e., physical lines drawn on a physical sheet of paper. 
