Abstract. Ad-hoc on-demand networks have received a significant interest in the literature. Many routing schemes for such networks focus on finding an optimal path. In this paper, however, we consider the routing problem from the viewpoint of sustaining QoS (quality of service) requirement. Some algorithms such as MP-DSR already have considered this problem in terms of the end-to-end reliability requirement. While the Multi-Path Dynamic Source Routing (MP-DSR) algorithm is capable of resolving the issue to a certain extent, it only considers disjoint paths between a pair of source and destination nodes. In reality due to mobility of nodes there may not exist such disjoint paths. In this paper the proposed approach is independent of the nature of the paths, and yet it achieves the required reliability to satisfy QoS requirement.
Introduction
Design of routing protocols based on QoS (quality of service) for mobile ad-hoc networks has been a challenging area of research and has attracted immense attention [1] [2] [3] [4] [5] [6] [7] [8] . Different parameters have been considered for QoS; the most frequently used ones are bandwidth, number of hops, and end-toend reliability. The work in [8] has proposed bandwidth estimation for QoS control. This technique allows having efficient admission and congestion controls. For broadband access networks, problem of bandwidth estimation has been specifically discussed in [9] . In such networks one cannot assume having point-to-point links with well-defined bandwidth. These papers give a good coverage of QoS problem with bandwidth as the QoS parameter. Dynamic Source Routing (DSR) scheme, described in [4, 7] , has the main objective to find the optimal (shortest in terms of number of hops) route. DSR is quite straightforward and is simple to implement. Some other algorithms such as on-demand distance vector routing (AODV) protocol [11] has also been designed for the same purpose as DSR. However, it is arguably more difficult to implement. In [1] a survey of different routing algorithms is given. In particular, a comparison of DSR and AODV is presented and some significant advantages (e.g. saving bandwidth and power consumption) of DSR over AODV have been identified.
Some classical approaches such as multi-path dynamic source routing (MP-DSR), described in [3] , consider the end-to-end reliability as QoS parameter, which might be useful in many applications.
MP-DSR is applied specifically to ad-hoc networks and actually an enhancement of DSR. However, MP-DSR has a different objective and looks for a route that satisfies a given reliability requirement. The noteworthy point of this scheme is that this route may consist of several paths. In general, none of the paths can satisfy the reliability requirement if considered separately; however, if a data packet is sent via all of them at the same time, the reliability requirement is achieved. The path need not necessarily be the shortest in terms of number of hops. MP-DSR helps successfully resolve many problems related to the end-to-end reliability in ad-hoc networks.
Problem formulation: The main limitation of MP-DSR is that it considers only disjoint paths. Disjoint paths have common source and destination nodes, but cannot have common intermediate nodes. This limitation (restriction) may be quite significant because ad-hoc networks may be very unpredictable in the sense of location of mobile nodes. Hence, it may be quite difficult, if not impossible, to find the required number of disjoint paths to satisfy a given reliability requirement. It may happen that at the time of path discovery there may not exist the required number of disjoint paths to achieve the required reliability. This is quite a probable situation due to node mobility. Therefore, MP-DSR may fail to deliver the actual information to a destination node because of its failure of the path discovery process. On the other hand, if non-disjoint paths are also taken into account in addition to the disjoint paths, the required reliability may still be achieved. For instance, in some cases the reliability requirement can be satisfied considering both disjoint and non-disjoint paths, but considering only disjoint paths may prevent us from this discovery. Therefore, in our work, we do not make any assumption about the nature of the paths. It helps us to be more accurate with judgment whether we can satisfy the reliability requirement or not. In [12] we have proposed a simple protocol that is capable of resolving some of the issues described above. In this paper, we further elaborate the idea presented in [12] , describe possible enhancement of the protocol, and provide simulation results. This paper is organized as follows. In Section 2 we have introduced relevant definitions, mathematical formulae for computing reliability, and some important heuristics. In Section 3 we have presented our proposed protocol along with an example. In Section 4 we have presented possible enhancements of the protocol. Section 5 contains the simulation results. Finally, Section 6 draws the conclusion.
Reliability computation
In this work, we consider end-to-end reliability as QoS parameter. The protocol's aim is to find those paths that satisfy a given reliability requirement. As mentioned earlier that we do not make any assumption about the nature of the paths; that is, the paths are not necessarily disjoint unlike in MP-DSR.
Assumptions and definitions
In this paper, as in MP-DSR, we assume that the end-to-end reliability requirement is provided to the system. We also make the following assumptions. All available links are bidirectional. That means if a node B can be reached directly from node A, then a node A can also be reached directly from B. Since reliability requirement is provided in advance, therefore it implies the existence of a certain bound for the reliability that needs to be achieved. The total reliability of discovered paths may be more then the reliability requirement, but it cannot be less. The availability of each particular link is known. Link availability is the probability that link will be available after some time t, given that it was active at starting time [5, 6] . The way to estimate link availability is described in [6] .
In order to distinguish different kinds of paths, we introduce the following types of paths. Simple path is a path that does not contain any cycle and all nodes are distinct. Each simple path has a starting and an ending point. Composite path is a path that contains one or more simple paths that have common starting points and ending points. Notice that a composite path may be the same as a simple path if it contains just one simple path. Complete path is a path between the source node and destination node that contains one or more composite paths. The starting point of the first composite path is the source node, the ending point of the first composite path is the starting point of the next composite path and so on. Finally, the ending point of the last composite path is the destination.
Reliability
In order to calculate the total end-to-end reliability, we need to know the way to calculate the reliability of each kind of the paths. This paper adopts some ideas from link availability model, path reliability model, and end-to-end reliability model described in [3, 5, 6] . Like in [3] the proposed approach is independent from implementation of path reliability and link availability models. Below we have elaborated the ways to compute reliabilities of the different kinds of paths as mentioned above.
(a) To calculate the reliability of a simple path k, we multiply link availabilities as follows:
where L i is the link availability of the ith link along a particular simple path, and l is the number of links in the simple path. (b) To calculate the reliability of a composite path, we first calculate the unreliability of each constituent simple path k. It is stated below.
Next we determine the unreliability of the composite path m as follows:
where s is the number of constituent simple paths. Finally, the reliability of the composite path m is calculated as follows:
(c) Now, the reliability of the complete path n is obtained by multiplying reliabilities of constituent composite paths. It is given below.
where r is the number of constituent composite paths. S110
R. Nikolaev et al. / NPR -A new QoS-based routing protocol for mobile ad-hoc networks

Heuristics applied
The effectiveness of our approach can be enhanced by applying some heuristics. It is applied while calculating the reliability requirement for a new RREQ message that is generated and while at the same time it is known that some other paths are necessary to achieve the reliability requirement. We assume that the required reliability can be estimated. The reliability in the heuristic is calculated in a way as if paths do not contain common intermediate nodes. However, it does not interfere with the logic (even if paths are not disjoint) since we merely are estimating the reliability requirement for the RREQ. Later the total reliability is computed again and if it is insufficient, some other paths will be discovered.
Suppose we have just two simple (disjoint) paths. If the first path fails, we still can use the second path. So, we can calculate the total reliability as follows:
, where R 1 (t) and R 2 (t) are the respective reliabilities of the 1st and 2nd paths.
Observe that:
Here prime sign (e.g. R'(t)) stands for reliability requirement as opposed to known reliability. If we know the total reliability requirement and can estimate the reliability for the first path, we can also find the reliability requirement for the second path. Suppose, later on we need another (third) path because even with two paths we cannot achieve the required reliability. Then we get the following formula for the reliability:
At this moment, suppose we can estimate the reliability for the first and second path. Then the reliability requirement for the third path is:
Observe the similarity between Eq. (2) and Eq. (1). Now consider the following scenario. Suppose we have estimated the reliability of one path. After that we realize that we cannot satisfy the reliability requirement. We want to discover another path with the reliability requirement as given by Eq. (1). Later on, we understand we cannot achieve this reliability even with two paths. So we need to find the third path and calculate the reliability as given by Eq. (2). And so we will continue until we can satisfy the requirement. In general, when we know that one path is insufficient, we initiate another search. We calculate new reliability requirement as follows:
where R path stands for the reliability of the currently discovered path, R old is the old reliability requirement. If we know two paths are insufficient, we initiate search for the third path. Now we again lower the reliability requirement using formula Eq. (3). Observe that in this way the final result will be similar to Eq. (2).
Routing protocol
The following data structures are used in the proposed approach. Each node maintains a table of destinations listing destination address, next hops, link availability (between current node and next node), and a 'visit mark' field which at any given time is either empty or contains the Request ID. Two types of control messages are used, viz. a route request (RREQ) message and a route reply (RREP) message. A RREQ message consists of Request ID, Source Address, Destination Address, traversed path (lists nodes), link availabilities for each node in the traversed path, Current Reliability, Original Required Reliability, and Required Reliability. Initially Original Required Reliability and Required Reliability contain the same value. A RREP message is sent by the destination node. It includes Request ID, Source Address, lists paths, and achieved reliability. We now state an informal description of the route discovery protocol, named as NPR (New Protocol for Routing in ad-hoc networks). It consists of the following steps:
1. Source node initiates route discovery. 2. Whenever some (either source or intermediate) node needs to find next hop in order to reach a destination, it looks up the table of destinations. Then an entry with the highest best achievable reliability (BAR) among those who have no marking with current Request ID in "Visit mark" column is chosen. 3. Chosen link is then marked with current Request ID (# req). All markings have some expiration timer, so in case of failure of route discovery no link will be marked forever. 4. Each time some link is followed, then "Current reliability" field is updated by multiplying the old value with the link availability. So next node receives RREQ with updated reliability information. 5. If at intermediate or destination node, the "Required Reliability" is greater than "Current reliability", some other simple paths are needed to be discovered. First it needs to lower the reliability requirement for the current path as follows: R ′ = R cur · α, where 0 < α 1 is the correcting coefficient, R cur is current reliability.
(Correcting coefficient is necessary since the exact value of the reliability for the current path is still unknown). To discover other paths, the table of destinations is searched. If any entry that has no marking with current Request ID for a given destination cannot be found, the previous node that appears in the currently discovered path is traversed. The process continues until such an entry is found. Next, new RREQ message with new reliability requirement calculated using formula Eq. (3) is generated and propagated via the link in the entry just found. Next, the correcting coefficient is applied to R path in formula Eq. (3) as follows: R path = R cur · α 6. In step 5, if source node is reached while backtracking and yet no such entry is found, the following must be done. If the request for additional path has been initiated by the destination node, it is clear that there was a need for additional path to satisfy the end-to-end reliability. In this case an error message is sent to the source node to signal that the route with the requested reliability cannot be discovered. On the contrary, if the request for additional path has been initiated by some intermediate node, it is not yet clear if the path is really needed to achieve the required reliability. This is because an estimation used can turn out to be not very precise. In this case, no error message is sent. 7. Destination node collects all RREQ messages. Then, the end-to-end reliability is calculated using formulae for simple, composite and complete paths. If destination node finds that the reliability cannot be achieved, it needs to discover some other simple paths as stated in a step 5. (Note that each RREQ has a field of "Original Required Reliability". This field is never modified during S112
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transmission. When it is necessary to compare the reliability of the complete path, this field is used instead of "Required Reliability"). 8. If destination node finds that the end-to-end reliability is satisfied, then one RREP message containing information about complete route is sent to the source node. The route, in general, includes several paths. 9. If destination node does not receive any RREQ messages for initiated requests for new simple paths, it assumes that a failure has happened. So, it does not make any calculation for a given Request ID any further. After some time source node will also assume the failure since it has expiration timer for each initiated request.
It may be noted that the process of exchanging of information between neighboring nodes is somewhat similar to DSDV [10] .
Increasing efficiency
Based on the situations during route discovery the following variations of the protocol may be applied to increase further the efficiency of the protocol.
Situation 1
When the RREQ message reaches the node that is a neighbor of the destination node (it is very easy to verify -next hop must be the destination node), the protocol should also consider slightly different approach. Instead of choosing the link with the highest BAR, the protocol may choose the link that leads immediately to the destination node. However, it could be done only if the current reliability multiplied by link availability is not less than the required reliability.
Situation 2
If new RREQ must be created in order to discover some other paths leading to destination and this has been determined at the node that is next to the destination node, there is no need to use a correcting coefficient, since we know the exact reliability of the current path. So, at this point we can choose α = 1.
Situation 3
Whenever the new RREQ is initiated by some intermediate node and the corresponding entry in the table is found, the condition that the link availability is not less than the required reliability is verified. This allows choosing better paths in some cases. Therefore, the total number of paths in a route may reduce. However, if RREQ has been initiated by the destination node, it is not always preferable to use this scheme. Destination node makes RREQ after some paths are already discovered but the total reliability is less than the required one. At this point destination node just need to find some path(s), so that the required reliability is achieved. In this case, it makes sense to find paths as quickly as possible so that route discovery will be completed. Taking into account that this technique not necessarily leads to the discovery of best paths, it is better to avoid this when the RREQ is made by the destination node. If more paths are needed, there will be again an additional request by the destination node.
Calculating correcting coefficient
At each node we can determine the coefficient α as follows. Let m be the number of hops that is necessary to make in order to propagate current RREQ to the destination node. Let µ be the average value of link availability in the whole network assuming that this value can be estimated. The correcting coefficient is: α = µ m−1 . Here it is implied that we still need to multiply our current reliability m-1 times with the average link availability (the link availability for the next node has been already taken into account). Although this estimation may not be very precise, it seems to be reasonable and offers a simple way to calculate the correcting coefficient.
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Example 1: Let us consider the following example as shown in Fig. 1 to illustrate the protocol. All link availabilities and the required reliability are assumed to be known and/or evaluated already.
The average value of link availabilities is: µ = 0.8. Suppose we need to find a path from 1 to 7. The required reliability is 0.73.
The RREQ message is sent from node 1 to 2 (the link with the highest BAR that leads to 7).
Current reliability is 0.9. At node 2 current reliability becomes 0.9 · 0.9 = 0.81. 2. The RREQ message is sent from 2 to 5. The reliability at node 5 is: 0.9 · 0.9 · 0.71 = 0.58.
Observe that reliability requirement will not be satisfied if just this path is followed. 3. We calculate the correcting coefficient. The number of hops is 2, hence:
Now the reliability requirement for the current RREQ must be corrected as follows:
4. New RREQ message with new required reliability is generated as follows:
The new RREQ is propagated all the way to the node 2 until it finds an entry leading to 7. However, this entry has link availability of 0.4 while the required reliability is 0.5. Since RREQ has not been initiated by the destination node, this entry is ignored. So, RREQ comes back to node 1 at which point it finds the link to node 4 (this path eventually leads to the node 7). At this point link availability is greater than the required reliability. 6. At node 4, the link that leads to 6 is chosen since it eventually leads to 7 and has higher BAR. 7. At each step the required reliability will be satisfied for the new path. At the destination node it is:
This still satisfies the required reliability of 0.5.
8. Destination node now recalculate the reliability:
Observe that now the required reliability of 0.73 has been achieved and node 7 sends RREP message to the source node.
Further enhancement
In this section we will develop a scheme to improve further the efficiency of the proposed NPR protocol. An analysis of the NPR reveals that a route is discovered only when the required reliability is achieved. Although it is quite natural to expect that the required reliability can be achieved one way or another, it is not always the case.
Suppose nodes can move very fast so that configuration changes very quickly. In this case we are not always sure if our QoS (reliability) parameter is adequate at the moment. Hence, it is desirable to compute maximum possible reliability between source and destination nodes. In particular, we would like to be able to reply to the source node immediately once it is known that the required reliability cannot be achieved.
NPR can be enhanced as follows. Suppose first RREQ message reaches the destination node. At this point the required reliability is compared with the reliability of currently discovered path. The required reliability is also compared with the maximum reliability between source and destination nodes. If the maximum reliability is lower, the error message RERR is sent to the source node. This message also contains maximum reliability, so that the source node can adjust its reliability requirement appropriately.
Reliability calculation
Let AR(i) be the accumulative reliability at the node i. This reliability is the reliability between a particular source node s and the node i. For each source AR(i) is calculated separately. Assume that each node keeps information about AR in a table that is indexed by the source node.
It is clear that the reliability of each particular node i is determined only by the reliability of its neighbors that eventually connect a source node and the node i and the availabilities of corresponding links. For example, if some particular node j is not in any path between source node s and node i, its reliability should not be considered. Therefore, in order to determine AR(i), we just need to know all AR(k) for all k that are immediate neighbors and stand between the source node and the node i. Let n denote the number of such immediate neighbors. Contribution of a particular node k can be determined by multiplying AR(k) and the availability between node k and i: AR(k) · A(k, i). Here A(k, i) denotes the availability of the link between nodes k and i. Observe that the result of the multiplication gives the reliability of some particular complete path between source node s and node i (via neighboring node k). The total number of neighboring nodes is n (number of links) -hence, the number of such complete paths is n. The failure happens if all complete paths between s and i fail. The probability of failure of some particular path is 1 − AR(k) · A(k, i). Therefore, we just multiply the probability of failure of all n paths leading to i. Let us denote this value as ξ(i). Then, the reliability between s and i is simply 1 − ξ(i).
Algorithm Max-Reliability:
1. Source node s sets its AR to 1.0. (This is because the reliability between 's and s' is not affected by any links, and, hence, it is 1.) Initially any other node sets some special value for AR that would signify that it is not yet capable of determining its AR. 2. Periodically each node propagates information about availabilities and its own AR to its direct neighbors. 3. Whenever a node j receives a message from node i, it checks if the information is needed to calculate AR(j). Information is needed if the node j has incoming edge from i when network is represented in a graph form. If it is so and information from other required nodes is received, it calculates its own AR as follows:
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where A(k, j) is the availability of the link between k and j and M (j) is the set of all required neighboring nodes for calculating AR(j). 4. Node j propagates AR(j) to its neighboring nodes. 5. Eventually, if a path to the destination node d exists, AR(d) will be calculated. This will be the maximum end-to -end reliability between source node s and destination node d.
Simulation results
The proposed protocol, NPR has been compared with DSR. The objective is to observe the advantage resulting from the consideration of reliability as the QoS parameter in NPR and the advantage resulting from the consideration of minimal path in traditional schemes like DSR.
Experiments have been performed using the simulation program we have developed specifically for this purpose. Network configurations and link availabilities values have been generated randomly. For each of the parameters (e.g. number of nodes) the experiment has been repeated seven times and the average value has been determined. The results are presented in the corresponding tables. Each table contains the final (averaged) value.
The simulation program assumes that any node may fail and this probability of failure is explicitly specified. For simplicity, it is assumed that connection between node i and node j fails if the second node, viz. node j fails, where node i appears before node j along the path from a source s to a destination d. This assumption indirectly relates to link availability.
Experiment 1: Here we observe how number of hops varies with number of nodes. In this experiment without any loss of generality let us assume that the required reliability is 0.5 and the transmission range is 4. All probabilities are randomly generated by the program and are left unchanged. Table 1 contains the result and the corresponding graph is shown in Fig. 2 .
In this experiment we observe that in both DSR and NPR number of hops to be made increases with the number of nodes. However, at certain point the number of hops decreases. This is because the actual configuration of the network changes. When the number of nodes is below 14, the network has a configuration where almost each node has only one or two neighbors. However, as the number of nodes increases, we can observe a more complicated configuration. In such a situation, a particular node may have many neighbors. Hence, there are many possible paths between a source and a destination. Here, both approaches (especially DSR) show decrease in the total number of hops necessary to reach the destination, because not all nodes are needed to reach destination. Even though a particular link may have a very low availability and is likely to fail, DSR will still reach the destination very quickly because other links are available. This explains why DSR has a sharp first increase and then decrease in the required number of hops to reach destination.
Experiment 2: Here we observe how number of hops varies with required reliability. This is more appropriate for NPR rather than DSR. Note that the latter one has no dependency on the required reliability. We have assumed the same transmission range, 4 as in the previous experiment and the number nodes is assumed to be 10. The results are presented in the Table 2 and Fig. 3 .
Note that the DSR value is present for informative purposes and approximately equals to the value obtained in the previous experiment. It is obvious that NPR shows a growth which is approximately linear (in this case) as the required reliability increases. 
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Experiment 3:
We observe here how number of hops varies with transmission range. Without any loss of generality we assume that number of nodes is 8 and required reliability is 0.3. The results are shown in Table 3 and Fig. 4 .
This experiment shows that NPR yields the same result as DSR as the transmission range becomes larger and larger. However, for smaller transmission ranges DSR is likely to make a mistake and go via unreliable path; therefore, RREQ will be sent over and over again. NPR, on the contrary will avoid such a problem resulting in lower number of hops.
Conclusions
In this paper we have proposed a QoS-based routing protocol which overcomes the problem associated with the assumption of disjoint paths in MP-DSR. Our work is independent of the nature of the paths. In fact, it is important to consider any paths, not just the disjoint ones. Because, in case of considering just disjoint paths, we could have missed all possibilities of finding a route indicating a failure, even though the required reliability is achievable. We have employed a heuristics of recursive nature. It helps in the computation of reliabilities of alternate paths. We have proposed also an enhancement of our initial protocol that would allow increasing efficiency in some cases. This scheme also can be used for different purposes. In particular, the natural use of it would be to calculate the precise value of the end-to-end reliability at the destination node. The simulation program makes use of it for exactly this purpose. Experiments have shown that it is important to consider the end-to-end reliability parameter as it helps avoiding problems inherent to traditional algorithms such as DSR that do not consider this QoS parameter.
