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SUMMARY 
This study reports the results of a mathematical investigation 
of semi-infinite uniform linear chains with finitely many defects. A 
physical system which the mathematics describes is a one-dimensional 
mechanical array of coupled harmonic oscillators extending indefinitely 
in one direction only. All but a finite number of the inertial elements 
and all but a finite number of the elastic elements in the array are 
alike . 
An explicit solution of a basic initial-value problem associated 
with the equations of motion of any semi-infinite harmonic chain with 
nearest-neighbor coupling is provided by an integral representation of 
A. G. Law (Doctoral Dissertation, Georgia Institute of Technology, 
196 8). Use of this representation for a given problem requires explicit 
knowledge of a suitable sequence of orthogonal polynomials and a dis­
tribution associated with them. The polynomials are generated by a 
three-term recurrence relation obtained directly from the equations of 
motion of the chain, but the distribution must be constructed. 
The principal result of the present study is a procedure for 
constructing the distribution needed in solving initial-value problems 
for semi-infinite linear chains which are uniform except for a finite 
number of defects. Defects which are referred to in the physics 
literature as isotopes, holes, and interstitials are interpreted here 
as defects in a semi-infinite uniform chain. The resulting mechanical 
vii 
systems are special cases of the systems under investigation, and 
construction of the distributions appropriate to these cases is con­
sidered in some detail. 
1 
CHAPTER I 
INTRODUCTION 
Physical systems in which most of the elements are prescribed 
according to a regular pattern are said to contain defects if some of 
the elements fail to conform to the pattern. The mathematical analysis 
of such systems is an area of active current investigation, where 
questions in the theory of the dynamics of atomic lattices are of par­
ticular interest [14]. The purpose of this presentation is to report 
the results of a mathematical study of one class of such problems--the 
semi-infinite uniform linear chain with finitely many defects. 
The mathematics of this investigation is phrased in terms of a 
mechanical system consisting of a one-dimensional array of coupled 
harmonic oscillators extending to infinity in one direction only. All 
but a finite number of the elements in the array are alike. In the 
absence of frictional forces, the equations of motion comprise a count­
able system of ordinary differential equations of the form X"(t) = 
AX(t), where X is an infinite column vector and A is an infinite tri-
diagonal matrix of constants. All except finitely many elements in the 
main diagonal of A are alike, and similar statements may be made for the 
elements in the first subdiagonal and the first superdiagonal. Explicit 
representations of solutions of some initial-value problems involving 
this differential system are obtained by using an integral representa­
tion derived by A. G. Law [13], 
2 
In applying Law's representation, use is made of a sequence of 
orthogonal polynomials generated by a three-term recurrence obtained 
directly from the differential equations, and a distribution with 
respect to which the polynomials are orthogonal is determined. The 
procedure used to derive this distribution is motivated by results of 
W. F. Martens [15] for a special case of the problem considered here. 
Parenthetically, it may be noted that the procedure is also applicable 
to the solution of some other infinite linear differential systems in­
volving a finite number of perturbations of the coefficients [12,13, 
15]. 
The lattice defects referred to in the physics literature as 
isotopes, holes, and interstitials are interpreted here as defects in a 
semi-infinite uniform chain. The resulting mechanical systems are 
special cases of the systems under investigation, and construction of 
the distributions appropriate to these special cases is considered in 
some detail. 
The discussion in Chapter I is primarily for orientation. In 
Chapter II the isotope, hole, and interstitial for semi-infinite linear 
chains are introduced and are used to motivate consideration of the 
semi-infinite uniform linear chain with finitely many defects. Then a 
statement is given of the basic initial-value problem [IVP] to be 
solved. 
Some nomenclature and results related to the study of orthogonal 
polynomials are given in Chapter III. Then the connection between 
recursively generated orthogonal polynomials and the solution of [IVP] 
3 
is established by way of Law's integral representation, thereby reducing 
the problem of solving [IVP] to the problem of finding a distribution 
for the sequence {R^Cx)} of orthogonal polynomials generated by 
R_ x(x) = 0, R Q(x) = 1, 
R
 x l(x) = (2a x+b )R (x) - c R _(x), 0<n<N-l, 
n+1 n n n n n-1 
R
 A 1(x) = 2xR (x) - R ,(x), n>N, 
n+1 n n-1 
where N is a fixed nonnegative integer. 
Chapter IV deals with this reduced problem. Section 1 of Chapter 
IV gives an outline of a procedure for constructing a distribution 
function a D such that {R (x)} is orthogonal with respect to the dis-K n 
tribution da t 3(x). ou is a real-valued, bounded, non-decreasing function 
on (-00 , 0 0) which assumes infinitely many different values. By Theorem 
4.5, the main result of Chapter IV, is represented as the sum of 
two non-decreasing functions and , where is an absolutely con­
tinuous distribution function on [-1,1] and is a step function with 
finitely many jumps, all outside [-1,1], The weight function associated 
2/l-x2 
with da^(x) is ^ ^ — o n [-ljl]» where S(x) is a polynomial. The loca­
tion of the jumps in , the amount of these jumps, and the polynomial 
S(x) are determined from knowledge of a polynomial P(z) derivable from 
the recurrence relation. Sections 2-5 of Chapter IV are concerned with 
the proof of Theorem 4.5. Some representations of {R (x)} useful in 
4 
the application of Theorem 4.5 are contained in section 2. Normaliza­
tion of the distribution da^Cx) is discussed in section 6. 
K 
In Chapter V the distribution constructed in the preceding 
chapter is used to develop a general formula (Theorem 5.1) for the 
solution of [IVP], A result of W. G. Christian [8] aids in this 
development. The single isotope, single hole, and single interstitial 
are then discussed as examples. Chapter VI treats these special cases 
for the semi-infinite chain which is not attached by a spring to the 
inertial system. 
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CHAPTER II 
THE BASIC INITIAL-VALUE PROBLEM 
FOR THE FINITELY DEFECTIVE CHAIN 
Consider a semi-infinite chain of particles (masses) and linear 
springs in which every particle has the same mass, say m, and every 
spring has the same spring constant, say k (Figure l). 
m 
k 
m 
k 
m 
(a) Chain with Initial Spring 
k k 
m -mm m WSWLr m 
k 
(b) Chain without Initial Spring 
Figure 1. Uniform Semi-Infinite Chains 
Such a chain is said to be uniform. Introducing defects into a uniform 
chain consists of removing or changing the masses of some of the par­
ticles and/or changing the spring constants of some of the springs. It 
is understood that the chain is not to be severed, except perhaps from 
6 
the inertial system (thus any semi-infinite chain without the initial 
spring--even a uniform one--can be thought of as a chain of the type 
shown in Figure 1(a) into which defects have been introduced). 
Some of the isolated defects frequently discussed in connection 
with the theory of lattice dynamics [16] are now interpreted as defects 
in a semi-infinite (uniform) chain of particles and masses of the type 
depicted in Figure l(a). 
(i) Impurity—replacement of a particle in the chain by another 
particle of mass m', with an accompanying change (say from k to k') in 
the spring constants of the connecting springs (Figure 2), 
m 
k' 
mm,*- • ism 
k T 
m f m 
Figure 2 . Uniform Semi^-Inf inite Chain 
with an Isolated Impurity 
(ii) Interstitial—insertion of a particle of mass m' between 
two other particles. This can be visualized to have taken place by 
first removing one of the springs and then inserting the new mass to­
gether with connecting springs (with spring constants k') in the posi­
tion of the removed spring (Figure 3(a)) (note that in the one-
dimensional semi-infinite case the interstitial and the impurity are 
mathematically equivalent). 
m [mm 
k' 
m r m [mm-
(a) Interstitial 
msm 
k 
mf •VUWUlr m 
(b) Isotope 
mmA m 
k 
mm-- mam m m mm 
(c) Hole 
Figure 3. Uniform Semi-Infinite Chains with Isolated Defects 
(iii) Isotope—replacement of a particle by another particle 
with mass m f without an accompanying change of spring constants 
(Figure 3(b)). 
(iv) Hole—removal of a particle from the chain with an 
accompanying change (from k to k 1) in the spring constants of the 
previously connecting springs. Mathematically (for the semi-infinite 
8 
chain) this is the same as changing one of the spring constants 
(Figure 3(c)). 
Now consider a semi-infinite uniform chain (with initial spring) 
into which finitely many defects of the type described above have been 
introduced. Let N be the smallest nonnegative integer such that there 
are no defects to the right of the Nth mass (thus N = 0 corresponds to 
the uniform chain). The resulting chain is depicted in Figure 4 , where 
some of the factors A^ and y^ (0<i<N-l) may be equal to 1; where A Q may 
be zero, but A. > 0 (l<i<N-l): and where y. > 0 (0<i<N-l). In this 
I I 
presentation such a chain is called finitely defective. The problem 
to be investigated is now stated. 
AQk mm 
A xk 
y 0m 
xl 
A 2k 
Mr-
h kN-l k 
yN-l m m 
Figure 4 . The Finitely Defective Semi-Infinite Chain (N>l) 
Problem I. Consider the finitely defective semi-infinite chain of 
springs and masses (Figure 4) in which friction of all types is assumed 
to be negligible. Given finitely many nonzero initial displacements 
and finitely many nonzero initial velocities for the masses, determine 
the displacements X (t) (n>0,t>0). 
n 
In mathematical terms, a solution is desired for the initial-value 
problem consisting of the appropriate equations of motion for the masses 
together with initial conditions of the type 
X (o) = d., X (0) = 0, n^r. (l<i<I), 
r i n l 
l 
Cici] X* (0) = v., X'(0) = 0, n^s. (l<j<J), 
s. ] n j 
where I and J are fixed nonnegative integers. 
The equations of motion are 
y mX"(t) = -X-kX.(t) + Xk[X 1(t)-X n(t)], o 0 0 0 1 1 0 
y mX"(t) = -A k[X (t)-X .(t)J + A
 A k[X ^n(t)-X (t)], l<n<N-l, 
n n n n n-1 n+1 n+1 n ' ' 
mX "(t) = -k[X (t)-X .(t)] + k[X +At)-X (t)], n^N, 
n n n-1 n+1 n 
where AXT = 1. It will be convenient later to have this system written N J 
in the form 
'>4 XQ(t) - x1(t), 
p m 
n
 x"(t) 
A k n 
n+1 
X
 i ( t ) + A n-1 
n+1 
1 + 7-n+1 X n ( t ) - X n + l ( t ) ' 
[DE] 
l<n<N-l, 
lx"(t) 
k n 
2 X n ( t ) " X n t l ( t ) ' n" N' 
where A^ = 1. If a solution of [DE] subject to the initial conditions 
10 
X (0) = X'(0) = 0, n^r 
n n 
[IC2] 
X (0) = d , X'(0) = v 
T V T V 
were known for all r > 0, then Problem I could be solved by superposi­
tion of such solutions. Let [IVP] be the initial-value problem con­
sisting of [DE] and [IC2]. The purpose of this study, then, is to 
find a solution of [IVP]. 
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CHAPTER III 
THE ROLE OF ORTHOGONAL POLYNOMIALS IN THE SOLUTION 
OF THE BASIC INITIAL-VALUE PROBLEM 
In this chapter it will be seen that the problem of solving [IVP] 
can be reduced, by way of an integral representation given by A. G. Law 
[13], to the problem of finding a distribution (see definition below) 
for an associated sequence of orthogonal polynomials. Some of the 
nomenclature and results which accompany this development are given 
first. 
Definition 3.1. A distribution function a is a real-valued, bounded, 
non-decreasing function on (-00 , 0 0) such that a assumes infinitely many 
different values. 
Definition 3.2. Let a be a distribution function. Then a induces a 
Lebesgue-Stieltjes measure on a class of subsets of the real line. This 
measure is called the distribution da(x). 
x 
Thus / da(y) can be thought of as the "mass" distributed over the real 
_co 
interval (-°°,x]. Notice that since a is bounded, 
oo 
/ da(y) < 0 0. 
_oo 
Definition 3.3. Let a be a distribution function satisfying 
12 
lim a(x) = 0 
and 
0 
/ da(x) = 1. 
— 0 Then da(x) is said to be a normalized distribution. 
It should be noted that a normalized distribution can be obtained from 
any distribution function. For suppose that is a distribution 
0 
function such that lim a^(x) = c^ and 0 0 > / da^(x) = c^ > 0. Let a 
X->--°° -oo 
be given by 
a(x) = —[a.(x)-c.]. all x. 
c2 1 1 
Then a is a distribution function, and da(x) is a normalized distribu­
tion . 
Definition 3.4. Let f be a real-valued function defined on (-00 , 0 0 ) . 
If f(x^) > f(x^) for every x^, x^ satisfying x^ < x^ < x^ in some 
neighborhood of x , then x is called a point of increase of f. 
Definition 3.5. Let a be a distribution function. The support of the 
distribution da(x) is the set of points of increase of a. 
If a is a distribution function, it can be shown that the support of 
da(x) is a closed, infinite subset of the real line. 
Definition 3.6. Let a be a distribution function, and let [a,b] be a 
13 
real interval (not necessarily bounded). If a is absolutely continuous 
on [a,b], the distribution da(x) can be represented by w(x)dx over 
distribution da(x) is given by the weight function w over \_a3b~\. 
Even if a distribution function a is not absolutely continuous on 
(_oo soo) it is convenient in some cases to think of da(x) as w(x)dx over 
(-00 , 0 0 ) , where w is a generalized weight function (in the sense of 
Schwartz [20]). Then a corresponding interpretation of the integral 
must be made. 
Definition 3.7. Let (P^tx): n=0,l,-**} be a set of polynomials, where 
P (x) is of degree exactly n. Let a be a distribution function. If 
b 
[a,b], where w is nonnegative-valued and measurable. If / da(x) = 
b a 
/ w(x)dx > 0, w is called a weight function, and one says that the 
a 
n 
oo 
/ P.(x)P.(x)da(x) = 6(i,j)y. (all i,j), 
— oo 
where y. ± 0 (j>0) and 6(i,j) = s f , it is said that the 
:
 U> i=jj 
sequence ^ p n ^ x ) ^ i s orthogonal with respect to the distribution 
da(x) . If y • = 1 (j-0)s "tne word "orthogonal" is replaced by 
orthonormal. 
Since all the generalized weight functions considered here have 
compact support, the testing-function space can be taken to be C°°, the 
space of all infinitely dif ferentiable functions on (-00 , 0 0 ) . 
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Definition 3.8. Let a be a distribution function such that the support 
of da(x) is contained in the closed (but not necessarily bounded) inter­
val [a,b], and let {P (x)} be a sequence of polynomials such that P (x) 
n n 
is of degree exactly n. If 
b 
/ Pi(x)P.(x)da(x) = 6(i,j)y. (all i,j), 
a ^ ^ 
where Yj / 0 (Yj=l) for all j, then {P^tx)} is said to be orthogonal 
(orthonormal) on La,b2 with respect to da(x). Moreover, if da(x) is 
given by the weight function w on [a,b], one says that {P^(x)} is orthog­
onal (orthonormal) on La,b2 with respect to the weight function w. 
When the terminology of Definition 3.8 is used, [a,b] is usually under­
stood to be the smallest closed interval containing the support of 
da(x). 
Now suppose that da(x) is the only normalized distribution with 
respect to which {Pn(x)} is orthogonal. It follows from the proof of 
Theorem 5.2.1 in Atkinson [3] that the smallest closed interval, say 
[a,b], containing the support of da(x) is contained in any closed 
interval which contains all the zeros of all the polynomials P R( X) 
(n>l). On the other hand, it is well known [19] that if {P (x)} is 
' n 
orthogonal on [a,b] with respect to da(x)--which is the case here--all 
the zeros of P (x) (n>l) are contained in [a.b]. These considerations 
n 
motivate the next definition. 
Definition 3.9. Let {P (x)} be a sequence of polynomials orthogonal 
15 
with respect to some distribution. The true interval of orthogonality 
is the smallest closed interval containing all the zeros of all the 
polynomials P (x) (n>l). 
n 
The sequences of polynomials considered in this study arise from 
three-term recurrences typified by 
P_ 1(x) = 0, P Q(x) = 1, 
P (x) = (A x+B )P (x) - C P .(x), n>0, 
n+1 n n n n n-1 
(P) 
where A , B , C (n>0) are real constants (C„=l for convenience) and 
n n n 0 
A^ j- 0 (n>0). Such a recurrence generates a sequence of polynomials 
{P (x)} in which P (x) (n>0) has degree exactly n. The following n n <=> J b 
theorem [9,13] gives a necessary and sufficient condition for (P^Cx)} 
to be orthogonal with respect to a distribution. 
Theorem 3.10. Let {Pn(x)} be generated by (P). Then there is a dis­
tribution function a such that (Pn(x)} is orthogonal with respect to 
da(x) if and only if 
A A
 n 
n n-1 
> 0, n>l. (1) 
The connection between orthogonal polynomials generated by recurrence 
(P) and certain initial-value problems, of which [IVP] is a special 
case, is explained by a result of A. G. Law [13]. 
16 
Theorem 3.11. Consider the initial-value problem 
Vo(t) = Boxo(t) - xi ( t ) 
A X"(t) 
n n 
-C X _(t) + B X (t) - X
 A.(t), n>l, n n-1 n n n+1 
X (0) = X r(0) = 0, nfr9 
n n 
X (0) = d , X r(0) = v , 
r r r r 
where A , B , C (n>0) are real constants (C =1), and A $ 0 (n>0). 
n n' n 0 n 
Let (P^Cx)} satisfy recurrence (P); let (l) hold; let a be a distribu­
tion function such that da(x) is normalized and such that {P (x)} is 
orthogonal with respect to dot(x); let 
C = / CP.(x)]2 da(x), j>0; 
J
 _00 J 
(2) 
and let 
F(x,t) = <^  
f V*> 
r 
-i-P (x) 
v 
v 
»-. — - "JO J 
d cosh(t/-x) + sinh(t/-x) 
r i— 
v-x 
d cos(t/x) + —— sin(t/x~) 
, x<0, 
x>0 , 
for all t > 0. Then a solution of the initial-value problem is given 
by 
17 
X (t) = / P (x)F(x,t)da(x), n>0, t>0. (3) 
n J n 
A companion result [13, p.14] gives a formula by which £ . (Equation 
(2)) can be computed, for any j, from the associated recurrence coef­
ficients . 
Theorem 3.12. Let {Pn(x)} be the sequence of polynomials generated by 
(P); let (1) hold; and let a be as in Theorem 3.11. Then 
oo A 
C = / [P-(x)]2da(x) = / c C . . . C . (4) 
J
 _oo v -j -> 
for j>0. 
From Theorem 3,11 it is seen that in order to write an explicit 
solution of [IVP] it suffices to know a distribution function a which 
gives a normalized distribution for the sequence of orthogonal poly­
nomials satisfying the appropriate recurrence. The recurrence associ­
ated with [IVP] by Theorem 3.11 is 
P_ 1(x) = 0, P (x) = 1, 
P
 + 1(x) = n+1 
u m 
n 
n+1 
x + 1 + 
n+1 
P (x) - -
n A n+1 
P .(x), Q<n<N-l, 
n-1 9 * 
P
 + 1(x) = n+1 - — x + 2 k 
P (x) - P _(x), n>N, 
n n-1 ' 
18 
where A^ = 1. Clearly condition (l) is satisfied by the coefficients. 
If 
P (x) = P - - (x-l)| , n>0, 
n n m 1 
then {P (x)} satisfies the recurrence 
n 
P_x(x) = 0, P Q(x) = 1, 
P
 +
 1(x) = 
n+1 n+1 
x + 1 + 
K 2K 
n n 
An+1 An+1 
P (x) - r-^- P Ax), 0<n<N-l, 
n A , , n—J. 
n+1 
P ._(x) = 2xP (x) - P _(x), n>N, 
n+1 n n-1 
where A^ = 1. Suppose that a is a distribution function such that 
P n(x) is orthogonal with respect to da(x). If 
aCx; = - a| - 2J^ T x + 1 
then a is a distribution function, and (Pn(x)} is orthogonal with 
respect to da(x) [2, p.196]. Thus, if a distribution for {P (x)} were 
n 
found, it would be possible to solve [IVP] by Theorem 3.11. 
Toward the end of achieving greater generality, the following 
recurrence, of which the above recurrence is a special case, is con­
sidered . 
19 
R_x(x) - 0, R Q(x) = 1, 
R ^ A x ) = (2a x+b )R (x) - c R
 n(x), 0<n<N-l, (R) 
n+1 n n n n n-1 
R ,_(x) = 2xR (x) - R _(x) 9 n>N, 
n+1 n n-1 
where N is a fixed non-negative integer, and a^ ^ 0 (0<n<N-l) . The 
following problem is posed. 
Problem II. Under the assumption that (R) generates a sequence 
(Rn(x)} of orthogonal polynomials, construct a distribution function 
a_. such that (R (x)} is orthogonal with respect to dou(x). R n ° r R 
There is a considerable body of literature [3,4,6,12,18] dealing 
with the general problem of finding a distribution for a sequence of 
orthogonal polynomials, given the three-term recurrence which it satis­
fies. These methods usually rely on known results concerning related 
classical moment problems [1,17], and they fail to take advantage of the 
"almost uniform" nature of recurrence (R). 
Jayne [10,11] and Martens [15] have recently developed different 
By Theorem 3.10, this assumption is equivalent to requiring 
that 
c 
- 2 — > 0, n^l,2,---,N-l, a a 
n n-1 
and 
aN-l > °' 
20 
methods of constructing distribution functions that may be successfully 
applied to particular kinds of polynomial sequences. Jayne gives 
necessary and sufficient conditions on the recurrence coefficients for 
the polynomials of the associated sequence to be solutions of a second-
order, linear, homogeneous, ordinary differential equation with poly­
nomial coefficients. For such polynomials he gives a straightforward 
way of finding the associated differential equation, from which a dis­
tribution (given by a weight function) can be easily deduced. Unfor­
tunately, the polynomials generated by (R) are solutions of a second-
order differential equation only for a very few special cases. Martens 
technique leads to the problem of solving an infinite system of alge­
braic equations. His method and subsequent modifications which take 
advantage of the special nature of (R) motivated the approach used in 
the present study (see Chapter IV). 
To conclude this chapter, a general result about orthogonal 
polynomials is given. This result proves to be useful in the develop­
ment of the solution of Problem II. 
Theorem 3.13. Let (Pn(x)} be a sequence of polynomials which is orthog 
onal with respect to some distribution. Let {II (x)} be a sequence of 
polynomials such that n (x) (n>0) is of degree exactly n. Let a be a 
distribution function, and suppose that there is an integer K > 0 such 
that 
oo 
/ P (x)n (x)da(x) = 6(n,v)y , v<n, 
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holds for all n > K, where Y 0^ (n>K). Then {P (x)} is orthogonal 
n n 
with respect to da(x). 
Proof. It suffices to establish that 
/ P (x)P.(x)da(x) = <5(n9j)A , 0<j<n, (5) n ^ J n 
holds for all n > 0, where A ^ 0 (n>0). Since IT (x) (v>0) has degree 
n v 
exactly v, 
P.(x) = I r. n (x), j£0, 
3
 v=0 ]V V 
where r. (i^O, v^i) is uniquely determined and r.. ^  0 (i>0). Hence, 
3v ^ for fixed n (n>0), the relations 
/ P (x)n (x)da(x) = 6(n,v)r , 0<v<n, (6) J
 n v n 
where f 0, imply (5). Therefore, it suffices to establish (6) for 
all n > 0. By hypothesis, (6) holds (with r^ y^  for all n > K, It 
remains to show (6) for 0<n<K-l. The orthogonality of {Pn(x)} implies 
that the polynomials P (x) satisfy a recurrence [19] of type (P); and 
n
 C 
from Theorem 3.10 it follows that j—^ > 0 (n>l). Hence, C j. 0 
A A
 N n 
n n-1 
(n>l) . The equations in recurrence (P) can be written 
A n B„ I ^ Z 
c~ x + c~ 
P £(x) - ^ P £ + 1 ( x ) , Z>-1. (7) 
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From this equation with £ = K, 
oo A 0 0 
/ ? v . (x)Tl (x)da(x) = ~ / Pv(x)[xn (x)]da(x) 
J
 K-1 v C.. J K V 
_0  J\ _0  
B oo 
t ~ / Pv(x)n (x)da(x) C J K v 
K -o° 
I
 Pv^ i(x)n (x)da(x), 0<v<K-l, C.. J K+1 v ' K -o° 
By hypothesis, the last two integrals are zero. Moreover, the first 
integral is zero unless v = K - 1, for if v < K - 1, the polynomial 
xll (x) is of degree less than K and has an expansion as a linear combi­
nation of the II.(x) (0<j<v+l<K). Hence 
0 
/ P„ Ax)II (x)da(x) = 5(K-l,v)r,. . , 0<v<K-l, J
 K-1 v K-1 
_0  A r r 
where r = K K > K K + 0. Thus (6) holds for n = K - 1. That 
1
 K K-lrK-l,K-l 
(6) holds for 0 < n < K - 2 now follows from (7) by induction on q, 
where (7) is written (with £=K-q) 
P
* i ( x ) = K-q-1 
;K-q 
:K-q 
x + 
_K-q 
:K-q 
P K - q U ) " C 
K-q Vq+l^ ' 0<q£K-l. 
This concludes the proof. 
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CHAPTER IV 
CONSTRUCTION OF THE ASSOCIATED DISTRIBUTION 
At this stage, the problem of solving the basic initial-value 
problem [IVP] for the finitely defective semi-infinite linear chain 
has been reduced to the problem of finding a distribution function a D 
such that the sequence (R^Cx)} of orthogonal polynomials generated by 
the recurrence 
R_ 1(x) = 0, R Q(x) = 1 
R ^(x) = (2a x+b )R (x) - c R . (x) , 0<n<N-l, (R) 
n+1 n n n n n-1 
R ^(x) = 2xR (x) - R _(x), n>N 
n+1 n n-1 ' 
is orthogonal with respect to do^(x). The purpose of this chapter is 
to describe and justify a procedure for constructing such a distribution 
function. 
Motivation for the approach used to arrive at this procedure 
came from earlier work by W. F. Martens [15] who solved [IVP] for the 
semi-infinite chain without initial spring in which the first mass is 
an isotope (see Figure 5). 
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Figure 5. A Semi-Infinite Chain Considered by Martens 
In order to apply Law's formula (Equation (3)), Martens produced a dis­
tribution for a sequence of polynomials satisfying a special case of 
(R). His results are summarized by the following. 
(i) For a certain range of values of 3 the distribution has 
[-1,1] as its support and is given by the weight function ~ , where w 
is the weight function for the sequence of Jacobi polynomials 
(-1/2 1/2) 
{P^ ' (x)} [19] and S(x) is a first-degree polynomial whose coef-
(-1/2 1/2) ficients are functions of 3. The sequence {P ' (x)} is associ-
n 
ated (after the change of variable described in Chapter III) with the 
uniform version of the chain in Figure 5 (3=2). 
(ii) For the remaining values of 3, the support of the distribu­
tion contains, in addition to [-1,1], exactly one point x^ outside 
[-1,1]. On [-1,1], the distribution is again given by the weight func-
w . . . 
tion g- . Thus, the distribution function can be described as the sum 
of an absolutely continuous function and a step function with a single 
point of increase at x^ (the number x^ is the limit of the sequence of 
smallest zeros of the associated sequence of polynomials). 
It will be seen in the succeeding development that the results, even in 
the general case of (R), are strikingly similar to Martens'. 
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This chapter is organized into six sections: 
Section 1. A Distribution for (Rn(x)}--Preliminary Definitions and 
Statement of the Result; 
2. Representations of R (x); 
n 
3. Properties of the Zeros of P(z); 
4. Verification of Orthogonality When P(l) i 0 and 
P(-l) t 0; 
5. Verification of Orthogonality When P(l) = 0 or 
P(-l) - 0; 
6. Normalization. 
The main result of the chapter, Theorem 4.5, is given in section 1. 
This theorem and the definitions which precede it in order to make it 
statable give an outline of a procedure for constructing a distribution 
for (R^Cx)}. The proof of Theorem 4.5 is spread over sections 2-5. 
Sections 2 and 3 substantiate parts of the main theorem and contain 
information which is useful in applying the theorem to the solution of 
[IVP] (see Chapters V and VI). Sections 4 and 5 are concerned with the 
most important aspect of the proof: verification of the orthogonality 
of {R (x)} with respect to the proposed distribution. Section 6 deals 
with normalization--! .e . , the problem of obtaining a normalized dis­
tribution from the distribution given by Theorem 4.5. 
A Distribution for R ( x ) --Preliminary Definitions 
and Statement of the Result 
Let (Qn(x)} be the sequence of polynomials generated by the 
recurrence 
Q_ 1(x) = 0, Q Q(x) = 1, 
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Q ^(x) = 2xQ (x) - Q _(x), n>0. 
n+1 n n-1 
(Q) 
The recurrence (Q) is (R) with N = 0, and {Q (x)} is the sequence 
n ^ 
(after the change of variable discussed in Chapter III) of polynomials 
associated with a uniform semi-infinite chain of springs and masses 
(see Figure 1(a)). The polynomials Q R( X) (n-0) are the Chebyshev poly­
nomials of the second kind [19]; Q R( X) is represented on [-1,1] by 
n ( \ sm(n+l)9 . , 0 s Q (x) =
 : ——, x=cos 0, n>0; (8) 
n s m 0 ' ' ' 
and {Qn(x)} is orthonormal on [-1,1] with respect to the weight function 
w (x) = - ( l - x 2 ) 1 / 2 , -l<x<l. (9) 
For each n ^ 0, R R( X) can be expressed as a real linear combina­
tion of {Q^(x): 0<£<n}. In particular, let 
R 2 N ( x ) = 3 0 Q 2 N ( x ) + 3 l Q 2 N - l ( x ) + + 3 2 N Q 0 ( x ) ' C l 0 ) 
The coefficients in this expression are used in the following defini­
tion . 
Definition 4.1. Let 3 £ (0<£<2N) be defined by (10). Then 
d 2 V N Z 
P(z) = I 3„z , z complex. (11) £=0 
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Since 3 Q is the coefficient of Q 2 N(x) in (10), P(0) = 3 Q + 0 (P(z) may 
not have degree exactly 2N, since it cannot be guaranteed in general 
that B £ / 0 if £ / 0). 
i 0 _ i 0 
It can be shown that the product P(e )P(e ), 0 real, can be 
written uniquely as a real linear combination of cos q0 (0<q<2N). In 
turn, for each q (0<q<2N), cos q0 can be written uniquely as a real 
linear combination of cos^0 (0<j<q). Thus, there is a unique set of 
real constants a. ,an , • • • ct„XT such that 
2N 
P(e l 6)P(e~ i e) = I a.cosV (12) 
£=0 z 
The coefficients in this expression are used as follows. 
Definition 4.2. Let a (0<£<2N) be defined by (12). Then 
2N ^ 
S(z)= 1 a.z , z complex. 
£=0 * 
—i 0 i 0 
Since the coefficients 3 Q , * - * , 3 2 ^ a r e real, p ( e ) = p ( e hence 
from (12) the following representation of S(x) for -1 < x < 1 is 
obtained: 
S(x) = P(e 1 0) 2 , x=cos0. (13) 
Consequently S(x) > 0 on [-1,1], and S(x Q) = 0 for some x Qe [-1,1] if 
i 0 
and only if P(e 0) = 0, where x Q = cos 0 Q. Thus, the zeros of S(x) in 
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[-1,1] correspond to zeros of P(z) on the unit circle |z| = 1 . 
Two functions which are used to construct a distribution for 
{R (x)} are now defined, 
n 
Definition 4.3. Let w^ be given by (9) and let the polynomial S(x) be 
given by Definition 4.2. Suppose that 
1 w (y) 
[x 4 r d ? ( 1 4 ) 
exists. Then 
x w (y) 
al(x) = / sTyT"dy' ~1-x-1' (15) 
also, a 1(x) = a 1(-l) = 0 on (-°°,-l), and a^x) = a 1(l) on (l, 0 0). 
Definition 4.4. Let the polynomial P(z) be defined by (ll). If P(z) 
has p (p>0) zeros in the real interval (-1,1) and if each of these 
zeros is simple, let them be labeled zn,z0,«-«,z in such a manner that 
1 2 p 
the numbers x n,x 0,--«,x given by 12 p 
x. = ^ - (z. + z. 1), l^j^p 
obey x 1 < x 2 < ••• < x^. Suppose that P(zT1) t 0 (l<j<p). Then 
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a 2(x) = <q 
0, -°°<x<x^, 
£ (z.-z.1)2 J .3 
j=l z.P'(z.)P(z. ) 
HDD 
=17 > V X < 5 W 
(16) 
£=1,2,---.p-l, 
P (z.-z.1)2 
^ J ,J. - ^ x^x 
j=l z.P'(z.)P(zT1) ' P 
: : : 
(recall that P(0) / 0 by the remarks following Definition 4.1). If 
P(z) has no zeros in (-1,1), 
a 2(x) = 0. (17) 
The following result asserts that the definitions of and 
are always meaningful and that + is a distribution function for 
{R (x)}. 
n 
Theorem 4.5. Let {R (x)} be generated by (R), and let P(z) be defined 
n J 
by (11). Then 
(i) the integral (14) exists; 
(ii) the zeros of P(z) in the real interval (-1,1) are simple, 
and P(z~l) f 0 whenever z is a zero of P(z) in (-1,1); 
(iii) OL, = a, + a 0 is a distribution function; and K 1 2 
(iv) {R (x)} is orthogonal with respect to daT,(x). n ° r R 
The conclusion of Theorem 4.5 can be summarized as follows. 
(i) If P(z) has no zeros in (-1,1), there is an absolutely 
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continuous distribution function a„ (a=a,) for {.R (x)}. The support 
R R 1 n r r 
of the distribution da (x) is the interval [ - 1 , 1 ] and da (x) is given 
WQCXJ 
by the weight function s(x") , where w^ is the weight function for 
(Qn(x)} and S(x) is a polynomial of degree at most 2N. 
(ii) If P(z) has zeros z,,-««,z in ( - 1 , 1 ) , the distribution 
1 p 
function a_ for {R (x)} is the sum of an absolutely continuous function 
R n 
a n on [ - 1 , 1 ] and a step function a_ with jumps J(x.) at x. = ^-(z. + z."'") 
1 2 r 3 i 2 j ] 
(1<j<p), where 
(z.-z. ; 
j(x_.) = 1—2 
z 
3
 - P ?(z.)P(zT 1) 
The numbers x_. (l<j<p) are outside [ - 1 , 1 ] . Thus the support of 
daR(x) is [-1,1] u {x.: l S j S p } and a (generalized) weight function 
is 
w (x) P 
w(x) = IF HCltx)H(l-x) + 7 J(x . )6(x-x.), 
S(x) ,L_ ] ] j-1 
where H is the Heaviside unit step function and 6 is the Dirac delta 
function. 
As a corollary to Theorem 4.5, a statement may be made about the true 
interval of orthogonality. 
Corollary 4 . 6 . If P(z) has zeros z^,*««,z in ( - 1 , 1 ) , let them be 
labeled as in Definition 4 . 4 , and let x. = ~ (z.+z.1) (l<j<p). Let 
] 2 j -j J 
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a = <^  
-1, if P(z) has no zeros in (-1,1), 
min {x ,-l}, otherwise; 
( 1, if P(z) has no zeros in (-1,1), 
b = 4 
max {x ,1}, otherwise. 
P 
Then [a,b] is the true interval of orthogonality for {R n(x)}. 
As mentioned in the introduction to this chapter, the proof of 
Theorem 4.5 is spread over the next four sections. The proof involves 
two things: 
(i) showing that the definitions of and are always 
meaningful and that t is a distribution function; 
and 
(ii) verifying the orthogonality of {Rn(x)} with respect to 
dctR(x) . 
Item (i) constitutes the results of section 3, which are established by 
using a representation for {R^(x)} deduced in section 2. Item (ii) is 
accomplished in sections 4 and 5--the verification of orthogonality 
requiring results from section 3 and an additional representation from 
section 2 . 
Finally, it should be observed that S. Bernstein [5] considered 
WQ 
weight functions on [-1,1] of the form — , where p(x) is a polynomial 
and p(x) > 0 on [-1,1]. He found that the associated orthogonal 
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polynomials have the properties exhibited in this study by (Rn(x)} when 
P(z) has no zeros in the closed interval [-1,1]. One of Bernstein's 
results is mentioned in section 2. 
Representations of R (x) 
— £ n 
The purpose of this section is to present two important repre­
sentations of R (x). The first one is the trigonometric representation 
n 
given by Theorem 4.9 (Equation (25)). It is used in the verification 
of orthogonality (sections 4 and 5). The second representation is 
given by Theorem 4.11 (Equation (27)). It is used in verifying some of 
the properties of the zeros of P(z) (section 3). These representations 
are also useful when applying the results of this chapter to the solu­
tion of [IVP], In addition (24) should be mentioned as a means of 
finding the coefficients of P(z) (it is not used, however, in the 
applications discussed in this study). 
Lemma 4.7. For every complex number x, 
R n ( x ) = Q n - N ( x ) R N ( x ) " Q n - N - l ( x ) R N - l ( x ) ' n " N ' ( 1 8 ) 
Proof. If n = N, the assertion follows immediately from recurrence (Q). 
Let j > N, and suppose that (18) holds for all n satisfying N < n < j. 
This assumption and recurrences (R) and (Q) yield 
R. Ax) = 2xR.(x) - R. Ax) 
3+1 D I " 1 
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= 2x[Q._ N(x)R N(x)-Q._ N_ 1(x)R N_ 1(x)] 
- Uj_1^ <*>Vx)-Qj-2,N(x)RlI-l(x):l 
= [2xQ._N(x)-Q._N_1(x)]RN(x) 
- C 2 ^ j . N - l ( x > - Q j - N - 2 ( x ) ] R N - l ( x ) 
=
 Q ( j + l ) - N ( x ) R N ( x ) - Q(j +l)-N-l RN-l ( x )-
By induction (18) is established for all n > N. 
Lemma 4.8. Let the real constants 3q , * ' * , ^ e defined by Equation 
(10). Then, for every complex number x, 
2N 
R (x) = I 3 0Q 0(x), n>2N. (19) 
n ^ 0 n — P. ' 
Proof. Equation (19) holds for n = 2N by definition of 3 £ (0<£<2N); 
so (19) must be substantiated for n > 2N. It suffices to verify (19) 
for n = 2N + 1; for once this fact is established, the hypothesis that 
(19) holds for all n such that 2N + 1 < n < j (j>2N+l) can be combined 
with recurrences (R) and (Q) to yield 
R. (x) = 2xR.(x) - R. (x) 
:+i : :-i 
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2N 2N 
£=0 * 3 * £=0 * : 1 * 
2N 
J g J l [ 2 X Q j . 4 ( x ) - Q j _ 1 _ 1 ( x ) ] 
2N j 0 B£Q(:+D-*(x)' 
thereby proving (19) inductively for all n > 2N + 1 
Accordingly, let y £ (0<£<2N+l) be defined by 
2N+1 
R 2 N + 1 ( X ) = I Y £ Q 2 N + 1 - £ ( X ) £ = 0 
It will be shown that Y 2 N + 1 = 0 and that y £ = 3 £ for 0 < £ < 2N, results 
which establish (19) for n = 2N + 1. 
The sequence {Qn(x)} is orthonormal on [-1,1.] with respect to 
the weight function w^; this fact and identity (18) (with n=2N+l) imply 
that 
1 
Y 2 N + 1 = R 2 N + 1(x)Q Q(x)w Q(x)dx 
1 
=
 ^
 R 2 N + l ( x ) w Q ( x ) d x 
1 1 
= / Q N + 1(x)R N(x)w Q(x)dx - / Q N(x)R N_ x(x)w Q(x)dx 
But Q v( x) is orthogonal to every polynomial of degree less than v. 
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H e n c e > Y2N+1 = °' 
Now it is shown that = 3^ , (0<£<2N) by computing each of these 
sets of coefficients and comparing the results. Let 
R N - I ( X ) = \ Q V N - J-1 ( x )> ( 2 0 ) 
and let 
N 
y*> = I_O PjVj(x)- (21) 
Then, from (18) (with n=2N), (20), and (21) 
1 
>Z [± Q 2 N_ £(x)R 2 N(x)w Q(x)dx 
,1 
-1 
N 1 
j 
N-l 1 
j 
=
 / Q 2 N - £ ( x ) [ Q N ( x ) R N ( x ) - Q N - l ( x ) R N - l ( x ) ] w Q ( x ) d x 
11 _L 
I Pj / Q2N-£(x)[QN(x)QN-j(x)]wQ(x)dx 
IQ 1j / Q 2 N - £ ( x ) C Q N - l ( x ) Q N - j - l ( x ) ] w Q ( x ) d x ' °- £- 2 N 
Now use the following identity, which can be verified by means of (Q) 
or the trigonometric representation (8): 
Q.(x)Q (x) = I Q . (x), -l<i<j (22) 
J
 v=0 J 
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(the sum on the right side is taken to be zero if i = -l). This 
identity and the orthonormality of Q n^ x) yield 
N N-j 1 
I
 P j I ! Q 2 N_,(x)Q 2 v(x)w (x)dx 
]=0 v=0 -1 
N-l N-j-1 1 
" I qj I i Q 2 N - £ ( x ) Q j t 2 v ( x ) w Q ( x ) d x j = 0 v=0 -1 J 
N N-j N-l N-j-1 
I p. I 6(2N-£,j+2v) - I q. I 6(2N-£, j + 2v) . (23) 
j=0 ] v = 0 j=0 ] v=0 
Similarly, for 0 < £ < 2N, 
1 
Y £ = J Q 2 N + 1_ £(x)R 2 N + 1(x)w Q(x)dx 
N 1 
\ Q Pj [ ± Q 2 N t l - £ ( x ) [ Q N + l ( x ) Q N - j ( x ) ] w Q ( x ) d x 
N-l 1 
" I Q qj ^  Q 2 N + 1_ £(x)[Q N(x)Q N_._ 1(x)]w Q(x)dx 
N N-j 1 
Jn Pj * \ Q 2 N + l - t ( x ) Q j t 2 v t l ( x ) " Q ( x ) d X 
3=0 J v=0 -1 J N-l N-j-1 1 
" I qj t / Q2N+l-£U)Qj+2vnU)wQ(x)dX 3=0 v=0 -1 
N N-j 
£ p. I 6(2N+l-£,j+2v+l) 
j=0 ] v=0 
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N-l N-i-1 
I 6(2N+l-£,j+2v+l). 
v = 0 
Comparison of the last result with (23) shows that Y = 3^ for 
0 < £ < 2N. Thus (19) is verified for n = 2N + 1. By remarks made 
earlier, this concludes the proof. 
(Rn(x)} depends heavily on the polynomial P(z) with coefficients 3^ 
(0<£<2N). Note that these coefficients can be computed by using Equa­
tion (23), provided the coefficients p_. (0<j<N) and q_. (0<j<N-l) in the 
representations of R^(x) and R ^(x) as linear combinations of the 
Q (x) are known. For the particular linear chains considered in the 
n 
present study (Chapters V and VI), the p 's and q_. 's are obtained fairly 
easily from the recurrence. Rather than using (23), however, it seems 
less difficult in the particular cases considered to use (18) and (22) 
to obtain representation (19) for R ^(x), from which the 3^'s can be 
read directly. Nevertheless, the following reduction of (2 3) can be 
established and is recorded for possible future usefulness. 
The procedure described for constructing a distribution for 
3 0 
31 = Pl' 
(24) 
3 
£ 
0<j<n2_ J 0<j<n2 
(j even) (j even) 
£ even, £>2, 
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8 = I p. - j; q. , £ odd, £>3, 
O^ j^ n-L J 0<j<n2 J 
(j odd) (j odd) 
where n = min{£,2N-£}, and n 2 = min{ 1-2 ,2N-£} . 
Lemma 4.8 leads now to one of the trigonometric representations 
desired for R (x) (n>N-l) on [-1,1], Under more restrictive conditions, 
n 
this representation was known to Bernstein [19, p.31]. 
Theorem 4.9. Let P(z) be given by Definition 4.1. Then, for all 
n > N - 1, 
R (x) = I m { e i ( n + l ) 9 P ( e " i 6 ) } , x=cos 0. (25) 
n sin 6 ' 
Proof. For n > 2N, Equations (19) (with x=cos 0), (8), and (ll) yield 
2N 
R (cos 0) = I g O (cos 0) 
n
 £=0 1 n 
2N 
f g sin(n-JH-l)9 
£=0 1 S i n 9 
, on 
1
 lm\ I 3 , e i ( n - m ) 6 
sin e If; -1 1 . . 2N 1 -1 I i(n+l)6 v o -1^9 
1
 Imiei(n+l)6PCe-19)i> . sin 0 
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Thus (25) is verified for n > 2N . The situation when N - 1 < n < 2N is 
now examined. The equations in (R) can be written (with x=cos 6) 
R2N_^.(cos 6) = (2cos 6)R2N__.+1(cos 6) - R 2 + 2(cos 6), l<j<N+l, (26) 
which gives R in terms of R
 n and R n for N - l < n < 2 N - l . Now 
n n+1 n+2 
(25) with n = 2N and n = 2N + 1, together with (26) (with j=l), yields 
R 2 N_ 1(cos G) = (2cos e)R2N(cos G) - R 2 N + 1 ( c o s e ) 
n \ 1 -r r i(2N+l)6D, - i 0 w 
= (2cos 6) —: Jm {e P(e )} 
s m 6 
1
 T , i(2N+2)0D, -i0v, Jm {e P(e )} 
s m 6 
1 - ,v i(2N+l)6 i(2N+2)0 1 w -10, , lm t[2e cos 0-e JP(e )} 
s m 0 
1
 T , i(2N ) e D , - i d s X Jm {e P(e )}. 
sin 0 
Thus (25) is established for n = 2N - 1. An induction on j using (26) 
verifies (25) for N - l < n < 2 N - 2 . This concludes the proof. 
It proves necessary also to examine R R( X) f ° r x i-n the complex 
plane outside [-1,1]. For this purpose, the following mapping is in­
troduced. 
-1 
Definition 4.10. For 0 < |z| < 1, let H(z) = - — - 2 — . 
40 
Then H is a one-to-one analytic mapping of the interior of the punctured 
unit disk onto the exterior of the closed real interval [-1,1]. More­
over, H maps the real interval (-1,0) onto the real interval (-°°,-l) 
and the real interval (0,1) onto the real interval (l,°°). The repre­
sentation theorem is now stated. 
Theorem 4.11. For 0 < |z| < 1, 
z n + 1 P ( z _ 1 ) - z _ ( n + l ) P ( z ) 
R (H(z)) = - ^ n>2N. 
n -1 5 
z - z 
(27) 
Proof. Since Equation (19) is used to establish the result, a repre­
sentation of Q 
Then by (8) , 
z+z 
2 
-1 
is needed. To this end, first let z = e 
z+z 
-1 
= Q_ f ie^  -ie 
e +e 
= Q (cos 0) 
n 
sin(n+l)0 
sin 0 
i(n+l)0 -i(n+l)0 
e - e 
ie -ie 
e - e 
or 
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z+z 
-1 
n+1 -(n+1) 
z - z 
z - z 
-1 (28) 
for |z| = 1, and n > 0. For all z / 0, the left and right sides of 
(28) define two analytic functions. Since (by (2 8)) these functions 
agree for |z| = 1 , they are equal for all z } 0. Combining (19), the 
representation (28), and the definition of P(z) now yields 
R z+z 
-1 2N 
£ = 0 
z+z 
-1 
2N n-£+l -(n-£+l) 
I 8 Z 
£ = 0 
£ 
z - z 
-1 
z - z 
-1 
2N 2N 
n+1 V -£ -(n+1)
 v 
' Z e0z - z 2. b, £=0 £=0 
z n + 1P(z- 1) - z" ( n + l )P(z) 
z - z 
-1 
, n>2N, z^0. (29) 
The restriction 0 < |z| < 1 gives (27). This concludes the proof. 
Properties of the Zeros of P(z) 
This section is concerned with the location and multiplicity of 
the zeros of P(z). To indicate why the results obtained are needed, 
their part in the proof of Theorem 4.5 is first described. 
1 w Q(x) 
(i) By Lemma 4.20, / -g"("xy dx ((14)) exists. This result is 
conclusion (i) of Theorem 4.5. 
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(ii) By Lemma 4.14, the zeros of P(z) in (-1,1) are simple, and 
by Lemma 4.16, P(z "L) i 0 whenever z is a zero of P(z) in (-1,1). This 
is conclusion (ii) of Theorem 4.5. 
(iii) By (i), it is possible to define by Equation (15). 
w Q(x) 
Moreover, by Lemma 4.20, g( x) >
 0 on
 ("^ s1^ s o i-s a distribution 
function. If P(z) has zeros z^,"'',z in (-1,1) (as in Definition 4.4), 
item (ii) guarantees that a. can be defined by (16). In addition, 
Lemma 4.17 shows that the jumps in the step function are nonnegative 
(in fact, positive). Thus, is non-decreasing--a result which also 
holds trivially if P(z) does not have zeros in (-1,1), since in that 
case, a„(x) = 0. Now let a„ = a + ct0. Since a is a distribution Z K 1 Z 1 
function and ct0 is nondecreasing and bounded, it follows that ou is a 
Z K 
distribution function. This is conclusion (iii) of Theorem 4.5. 
(iv) It remains to verify the orthogonality of {Rn(x)} with 
respect to dou(x), which is done in sections 4 and 5. There the inte­rs 
gral involved is transformed into a contour integral around the unit 
circle |z| = 1 , and the zeros of P(z) in |z| ^  1 turn out to be singu­
larities of the integrand. The results of the present section which 
are subsequently used in the orthogonality proof are that the zeros of 
P(z) in |z| < 1 (if there are any) are real (Corollary 4.13) and simple 
(Lemma 4.14), that the zeros of P(z) on |z| = 1 (if there are any) are 
1 and -1 (Lemma 4.18), and that if 1 or -1 is a zero of P(z), it is 
simple (Lemma 4.19). 
Theorem 4.11 and the orthogonality of {R (x)} (as assumed a 
priori) are helpful in establishing properties of the zeros of P(z) in 
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this section. Generally speaking, the location and multiplicity of the 
zeros of P(z) are related via (2 7) to the properties of the zeros of 
(R n(x)}. 
In the succeeding development, let Z denote the set consisting 
of all the zeros of all the polynomials R R( X) (n-l); i.e., let 
Z = { z : R (z) = 0 for some n > 1}. 
n 
Let 
A = {z: |z| < 1}. 
The first lemma establishes a one-to-one correspondence, by way of the 
mapping H (Definition 4.10), between the limit points of Z outside 
[-1,1] and the zeros of P(z) in A . It follows from this result that 
P(z) can have only real zeros in A . 
Lemma 4.12. Let x be a complex number, x £ [-1,1]. Then x is a limit 
point of Z if and only if P(H~1(x)) = 0. 
Proof. Suppose P(z) - 0, where z = H (x). Let W be any open disk 
centered at x and such that W n [-1,1] = 0. It is now shown that 
W - {x} contains an element of Z. H ~*"[W] is an open subset of the open 
set - {0}. Moreover, z e H ^"[W], and the zeros of P(z) are isolated. 
Consequently, there exists a closed disk D, centered at z, with the fol­
lowing properties: 
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(i) 0 $ D; 
(ii) D c H - 1[W] c A ; 
(iii) P(z) i 0 for z e 3D. 
Let such a disk be chosen, say D = {z: |z-z| £ 6}. Let 
m = min |P(z) 
ze8D 
and 
M = max iPCz"1)|. 
zeSD The continuity of P on 9D guarantees the existence of m, and by (iii) 
m > 0. Also, by (i) and the continuity of the mapping u = P(z 1 ) , the 
existence of M is ensured. Thus, for z e 9D and n >. 0, 
P(z 1)| < |z|n 1 M < (|z|+6)n 1 M < M (30) 
and 
-(n+1) p/ \I . I I-(n+l) . ( IaI,x\-(n+1) , v z P(z) > z m > ( z +6) m. (31) 
Since |z| + 6 < 1 (by (ii)), there is an integer N which can be taken 
to be greater than 2N, such that 
( z +6) > — 1 1
 m 
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This inequality and (30) and (31) (with n=N Q) yield 
z U P(z) > ( z +5) m > -~ • m = M > z P(z ) 
I I I
 m i 
for all z E 3D. Hence, by Rouche's Theorem, the functions G and K, 
analytic on D and defined there by 
V 1 -i - ( N o + 1 ) 
G(z) = z P(z L ) - z U P(z) 
and 
-(N+1) 
K(z) = z P(z), 
have the same number of zeros in the interior of D. But z e int(D) and 
by hypothesis P(z) =0. So K(z) has at least one zero in the interior of 
D. Therefore, there exists z^ c int(D) such that G(z^) = 0. Now by (27) 
G(z ) 
RN (H<zl>) = ~ = °" 
0 z - z x 
Let x^ = H(z^). Then R^ (x^) = 0. Hence x^ e Z. Moreover, x^ e H[D] 
and H[D] c W; therefore, x^ E W. It must be shown, however, that x^ ^ 
x. Suppose, to the contrary, that x^ = x. Then z^ = z, since H is 
one-to-one. But z^ = z implies that 
N+1 -(N+1) 0 = G(z ) = G(z) = z P(z X ) - z P(z). 
4 6 
But P(z) = 0; so 
P(z X ) = 0. z 
Since z ^ 0, P(z ) = 0. Hence, for each n > 2N, 
~-(n+l) 
P(z) 
R (x) = R (H(z)) = ^ = 0. 
z - z 
However, this equation cannot hold for all n > 2N because of the inter­
lacing property of the zeros of the polynomials R n( x) (n>l). Since the 
supposition that x^ = x leads to a contradiction, it must be the case 
that x^ i- x. Hence x^ e Z n (W-{x}), which concludes the proof of suf-
ficien cy. 
Now suppose that x is a limit point of Z; and suppose, contrary 
to the assertion of the lemma, that P(z) f 0, where z = H "^(x). Then 
there exists a disk D = {z: |z-z| ^ 6^} such that c A^ - {0} and 
P(z) } 0 for all z E D . If 
m = min |P(z)| 
Z E 8D 1 
and 
then m > 0. As in the proof of sufficiency, the inequalities 
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z P(z ) < M 
and 
-(n+1)
 p , ,i ^ ( r , . . s-(n+l) z PC z) I > C | z | + (5 1) m. 
hold for all z e 3D and for all n > 0. Since |z| + $ < 1, there is 
an integer > 2N such that 
, r ) + . s-(n+l) M l ( z +5.; > — 1 1
 1 m^ 
for all n > N . Therefore 
-(n+1) -Q/ \ i I n+1
 D , -Li : P(z)| > | z P(z ) I 
for all z e 3D^ and all n > N^. By Rouche's Theorem, it follows that 
for each n > N n the functions G and K defined by 1 n n J 
„ , v n+1
 D , -lv -(n+1) p , v G (z) = z P(z ) - z P(z) 
n 
and 
K (z) = z ~ ( n + l ) P(z) 
n 
have the same number of zeros in the interior of D , But ^(z) ^ 0 f°F 
all z e D , by the way in which was chosen. Therefore, G^Cz) has 
no zeros in the interior of D . This implies, by way of (27), that 
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R (H(z)l + 0, n>N ,
 Z E int(D n). (32) 
n ^  J ' 1' 1 
Let = H[int(D^)]. By the analyticity of H, is an open set; more­
over x E W . But, if x e W^, then x = H(z) for some z e int(D^), and 
by (32), ^ n ( x ) t 0 for all n > N . Hence is a neighborhood of x 
which contains only finitely many elements of Z (at most the zeros of 
R (x) for l<n<N,). This contradicts the hypothesis that x is a limit 
n 1 
point of Z. It follows that the assumption P(z) ? 0 is false. Thus 
P(z) = 0. This completes the proof. 
Corollary 4.13. If |z| < 1 and P(z) = 0, then z is real. 
Proof. Let |z| < 1 and P(z) = 0. Then z i- 0 (see remarks following 
Definition 4.1). Let x = H(z). By Lemma 4.12, x is a limit point of 
Z. But all the zeros of R (x) (n>l) are real: so x is real. The 
n 
result now follows, since (by the properties of H) x is real only if 
z is real. 
The following result is used in the verification of orthogonality 
as well as in the definition of . 
Lemma 4.14. The zeros of P(z) in the real interval (-1,1) are simple. 
Proof. Let P(z) = 0 with z £ (-1,1), and suppose, contrary to the 
assertion of the lemma, that P'(z) = 0. Recall that z f 0 (again see 
the remarks following Definition 4.1). By (27) and the fact that 
P(z) = 0, 
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-n+1
 p/--ls —(n+1) D,~, 
Rn(H(z)) = ^  P ( z I - z £1^1 
z - z .n+1
 p/~-ls 
Z
 a
 H
^ > , n > 2N. 
z - z 
Hence, since z < 1, 
lim R (H(z)) = 0. (33) 
n n-K» 
By a direct computation using (27), 
R'(H(z))H'(z) = 
(n+l)znP(z-1) - z^P'lz' 1) + (n+l)z- ( n + 2 )P(z) -
 Z -
( n + l ) P ' ( z ) 
-1 
z - z 
(l+z- 2)[z n + 1P(z- 1)-z- ( n + l )P(z)] _ 
(z-z ; 
for 0 < |z| < 1, n > 2N. Therefore, by (34) and the assumption that 
P(z) = P'(z) = 0, 
R'[H(z)) = 1
 0 {(z-z" 1)[(n+l)z nP(z" 1)-z n" 1P'(z" 1)] 
H (z)(z-z ; 
- (l+z" 2)z n + 1P(z" 1)}, n>2N. (35) 
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Hence, since z < 1, 
lim R ' ( H ( Z ) ) = 0 . (36) 
n-*>o 
From the Christoffel-Darboux identity [19, p.43] and recurrence ( R ) , it 
can be shown that 
CR n + 1 («< z))Rn (H( z)) -R n + 1 (H ( S ) ) R' (H( z)) ] 
= a Q A^R^HCz))] 2, n>N-l, 
where A. > 0 for all j > 0. Since the limit (as n-*30) of the left side 
of the preceding equation is 0 by (33) and (36), 
a Q I A [ R (H(z))]2 = 0 
j=0 J J 
Therefore, since aQ i 0 and A. > 0, 
R ^ (H(z)) = 0 
for all j > 0. This is impossible — in particular, since R Q ( X ) = 1. 
Hence P'(z) $ 0. This concludes the proof. 
The next two results show THAT whenever P(z) has zeros in (-1,1) 
the step function is defined and the jumps in are positive. 
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Lemma 4.16. If P(z) = 0 with z e (-1,1), then P(z ) t 0 . 
Proof. If P(z) = 0 and P(z ) = 0 , then by (27) 
-(n+1) 
P(z) 
R n(H<z» = * = 0 , n>2N, 
z - z 
a conclusion which is impossible because of the interlacing property of 
the zeros of R (x) (n>l). Hence, P(z - 1) f 0 . 
Lemma 4.17. If P(z) = 0 with z E (-1,1), then 
The proof of this lemma is lengthy and is given in the Appendix, It 
should be noted at this point that the numbers x_. = H(z_.)9 j=l 9 , , ,,p 
(as in Definition 4 . 4 ) , are limits of certain sequences of zeros of 
(R^tx)}, as described by Lemma A.2 of the Appendix (cf. Martens' result 
discussed at the beginning of this chapter). 
Consideration is now given to the case in which P(z) has zeros 
on |z| = 1 . The following two lemmas show that 1 and - 1 are the only 
possibilities and that whenever either of these is a zero of P(z), it 
is a simple zero. 
Lemma 4 . 1 8 . If z^ is a complex number with |z^| = 1 , and if R ( Z Q ) = 0 > 
then z = 1 or z = - 1 . 
Proof. If |z | = 1 , then z = z \ Now P(z) has real coefficients; so 
zP(z )P'(z) > 0 . 
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0 = P(z0) = P(-z0) = PCz" 1). 
Let x Q = 
7<Vzo_1>-
By Equation (29), 
z n + 1 P ( z _ 1 ) - z" ( n + l )P(z ) 
= 0, n>2N, 
unless Zq = 1 or Zq = -1. This conclusion cannot hold, however, by the 
interlacing property of the zeros of {R n(x)}. Hence = 1 or z^ = -1. 
Lemma 4.19. If P(-l) = 0, then P'(-l) t 0; if P(l) = 0, then P'(l) i 0 
Proof. It is first noted, by (8), that 
Q.(-l) = lim Q.(cos 6) = lim 
11
 6-*7T ^ 6->TT 
sin( j-H)6 
sin 6 
= (-l)j(j+l) (37) 
and 
Q.( 1 ) = lim Q.(cos 6) 
]
 6-K) ] 
= lim 
6-K) 
sin(jtl)B _ 
sin 6 = j + 1 (38) 
for all j > 0. By (19), (37), and the definition of P(z), 
R (-1) 
n 
2N 
Jo 
2N 
= (-Dn I (-ir(n-£+l)3( £=0 
= (-1)' 
2N 2N 
(n+1) I B (-1)* + I l&A-iy 
£ = 0 £=0 
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= (~Dn [(n+l)P(-l)+P'(-l)], n>2N. 
Suppose that P(-l) = 0. Then 
R (-1) = (-l) n + 1P'(-l), n>2N. 
n 
If one supposes also that P'(-l) = 0, then -1 is a zero of R R( X) 
all n > 2N. This is impossible. Hence P T(-l) f 0 when P(-l) = 0. 
Likewise, by way of (38), 
R (1) = (n+l)P(l) - P r ( D 
n 
and a similar contradiction arises if it is assumed that P(l) = P'(l) = 
0. This concludes the proof. 
In preparation for the statement of the next lemma, recall that 
S(x) (Definition 4.2 and Equation (13)) is nonnegative on [-1,1] and 
that the zeros of S(x) in [-1,1] correspond to zeros of P(z) on 
|z| = 1—i.e., S(x ) = 0 for x Q e [-1,1] if and only if P(e l 90) = 0, 
where x Q = cos 0 Q. It follows from Lemma 4.18 that S(x) > 0 on [-1,1] 
1 w Q(x) 
if P(l) t 0 and P(-l) + 0 and hence / ~ r s dx (see Definition 4.3) i s(-x) ( \ 
-1 w (x) 
exists if P(l) i 0 and P(-l) i 0. Moreover, • \ ^ > 0 on [-1,1], 
Recall also (Equation (13)) that S(l) = 0 if and only if P(l) = 0 and 
that S(-l) = 0 if and only if P(-l) = 0 . By Lemmas 4,18 and 4.19 there 
are only three possibilities for P(z) if P(l) = 0 or P(-l) = 0: 
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or 
(i) P(z) = (z-l)P1(z), 
(ii) P(z) = (z+l)P (z), (39) 
(iii) P(z) = (z 2-l)P 3(z), 
where P_.(z) (j=l,2,3) does not have a zero on the unit circle |z| = 1. 
The specific possibilities for S(x) when P(l) = 0 or P(-l) = 0 can now 
be determined. Suppose first that P(l) = 0 and P(-l) i 0. Then P(z) 
is given by (39(D). By (13) 
S(x) = |P(e i 6)| 2 
I i6n 2-2 , i6vi2 = |e -1 P (e )| 
= 2(l-cos 6)|P ( e l 6 ) | 2 
= 2(l-x)S1(x), 
where S^(x) = jP 1 ( e l 9 ) | 2 (x=cos 0). The argument given at the beginning 
of this paragraph for S(x) can be applied to S^(x) to conclude that 
S^(x) > 0 for -1 < x < 1, since P^(z) has no zeros on the unit circle. 
WQ 
Now consider — (as in Definition 4.3): 
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, s 2 / 2,1/2 1 / N-l/2ri. a/2 w„ ( x ; — (l-x ; — (l-x) (l+x; Q _ TT TT 
TCxJ " 2(l-x)S 1 (x) = s^ Txl 
1 -1/2 1/2 Since S.(x) > 0 on [-1,1] and since w.(x) = — (l-x) (l+x) is 
1 1 TT
 ( v 
i w Q(x; 
Riemann integrable (improperly) on [-1,1], / S(x) d x e x ^ s t : s • 
W Q ( X ) 1 
Moreover, — ^ r ? — r > 0 on (-1,1). S(x) 
The other two cases of (39) can be handled similarly, and the 
results can be summarized as follows. 
w Q(x) 
Lemma 4.20. If P(l) j- 0 and P(-l) j- 0, then • > 0 on [-1,1], and 
1 w (x) 
/ s'(x') d x e x i s t s - ^ P(l) = 0 or P(-l) = 0, there are three possi­bilities 
(i) P(z) = (z-l)P (z), in which case 
S(.x) = 2(l-x)S (x), 
(ii) P(z) = (z+l)P2(z), in which case 
S(x) = 2(l+x)S2(x), 
2 
(iii) P(z) = (z -l)Pg(z), in which case 
SCx) = 4(l-x 2)S 3(x), 
where P_.(z) has no zeros on the unit circle |z| = 1, and 
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S.(x) = |p\(e l 9)| 2 > 0 (x=cos 6; j=l,2,3) 
w„ w. 
Q 3 
Moreover, = g— , where for -1 < x < 1 
wax) = — (l-x) (l+x) , 
1 TT 
w 0(x) = - (l-x) 1 / 2(l+x)" 1 / 2, (40) 
2 TT 
f s I f . 2,-1/2 
W 3 = 2T7 ' 
w Q(x) 
so that in each of the three possible cases "'"g^ y > 0 on (-1,1) and 
1 w (x) 
[± TCT d x e x i s t s -
Verification of Orthogonality when 
P(l) i 0 and P(-l) f 0 
Suppose that P(l) i 0 and P(-l) t 0. As stated in the intro­
ductory remarks of the preceding section, ct0 = ct + a_ is a distribu-
K 1 z 
tion function, where and are defined by (15) and (16) (or (17)), 
respectively. By Theorem 3.13, orthogonality of (R^tx)} with respect 
to da„(x) is established if the relations 
K 
/ R (x)Q (x)daD(x) = 5(n,v)y , v<n, (41) J
 n v R n 
— 00 
where v ^ 0 (n>2N), are shown to hold for all n > 2N. By the defini-
n J 
tion of a 0 , 
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/ R (x)Q (x)daD(x) = / R (x)Q (x)dan (x) + / R (x)Q (x)dou(x). (42) J
 n v R J n v 1 J n v 2 
The first integral on the right side of Equation (42) is evaluated 
first. By the definition of a , 
1 R (x)Q (x)wn(x) , 
n v Q d 
/ R (x)Q (x)da.(x) = / — h-T^ d x = 
•> n v 1 J . S(x) 
-oo _1 
for all n > 2N, v < n. Then by (9) 
TT R (COS 6)Q (cos e)wn(cos e) 
T / \ t n v Q 
I(n,v) = J 
0 s( Cos e ) 
sin 6 d6 
o 
0 TT R (cos 0)Q (cos e)sin 0 
1 / _S ^^ -^  de 
7 1
 o 
S(cos 6 ) 
_ 0 R (cos 6)Q (cos 6)sin 6 
i. / _2 de 
TT J 
-TT 
s(cos e ) 
Therefore, by Theorem 4.9 (Equation (25)) and (8) 
Kn,v) = 
2 
N TT R (cos 0)Q (cos 0)sin 0 1 / _E ^ L _ ^
 D E 
TT J 
-TT 
s( Cos e ) 
i(n+l)0,,, -i0 
1
 r Im{e-LVil'"/uP(e "^sinCv+De -TT s(cos e ) 
de 
Jm < 
TT l(n+l)6D, -10v .
 ( J_.y.D 
r e P(e )stn(v+l)e , Q J TT? — ^ de 
— TT 
s(cos e ) 
Now (13) and conversion to a contour integral yield 
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I(n,v)=-Im^/ — j j - d9 
•TT P(e ) 
f n, v+1 -(v+lK ) n>2N, 
zI=1 J v<n, 
OP 
n+v+1 n-v-1 | n>2N, 
z =1 z =1 v<n. 
There are two cases to be considered. 
Case 1. Suppose that P(z) has no zeros in (-1,1). Then it fol­
lows from Corollary 4.13 that P(z) has no zeros in |z| < 1. Moreover, 
since P(l) i 0 and P(-l) i 0, it follows from Lemma 4.16 that P(z) has 
no zeros on |z| = 1. These facts together with the fact that n + v + 1 
> 1 imply that the integrand of the first integral in braces in (44) 
is analytic on |z| < 1. Hence, this equation reduces to 
I ( n , v ) - ^ l m | / 5j^idz^. (45) 
z =1 
Also, if v < n, the exponent n - v - 1 in (45) is nonnegative so that 
I(n,v) = 0, n>2N, v<n. 
For v = n, Equation (45) and the fact that P(z) has real coefficients 
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give 
I(n,n) = ± 
- 27Imi27ri ' PTOT 
I 
t o . 
- PTOT 
Hence I(n,v) = <5(n,v) 1 (n>2N, v<n). But the second integral on the 
PTOT right side of (42) is zero (c^O in this case by Definition 4.4). So 
(41) is verified in case P(z) has no zeros in (-1,1). 
Case 2. Suppose that P(z) has zeros z^,**',z^ in (-1,1). It 
follows from Corollary 4.13 that these zeros are the only zeros of 
P(z) in |z| < 1. Since P(l) / 0 and P(-l) i 0, Lemma 4.16 implies that 
P(z) has no zeros on |zj = 1 . Hence, the integrand of the integral in 
Equation (43) is analytic on |z| = 1; it has singularities at z^,***, 
Zp; and, if v = n, there is an additional singularity at 0. All these 
singularities are simple poles (z are simple by Lemma 4.14). 
i P 
Hence 
/ 
z (z -Z 
n, v+1 -(v+1) 
PTTT 
) p 
dz = 27ri \ Res 
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2TRI I _J1±J ] i 
j=l P'(z.) 
27T1 
pToT 
6(n ,v) 
From this result, Equation (43), and the facts that z^,*'*^ are 
real and that P(z) has real coefficients, 
Kn,v) = - p zn ^ v+l_z-(v+l)j I J 3 , j +p^y6(n,v), n>2N, v<n. j=l P'(z.) 
(46) 
The second integral on the right side of (42) is now evaluated. 
It is supposed that zn,'*-,z and xn,•••,x are as in Definition 4.4. r r
 1 p 1 p 
By (27), the definition of x., and the fact that P(z.) = 0 
( l ^ p ) , 
z . P(z . ) I (x.) = R (H(z.)) = -J 1— , l<j<p, 
n i n ^ i ; - 1 ' -jrs z. - z 
n>2N. (47) 
Also, by (28), 
( • -l) v+1 -(v+1) 
Q (x.) = Q 
V ] V z . + z.' z. -z 
-J 1 z . - z . 
l<j<p, v>0 
The definition of a (Equation (16)) now yields 
/ R (x)Q (x)dcu(x) = V R (x.)Q (x.) loo n v 2 -i=i n 3 v D (z.-z. ) 
, 1 . 1 , 
z.P^zjPCzT1) 
3 J J 
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P nf v+1 -(v+1) z . z. -z . 
P'(z.) 
n>2N, v<n. (48) 
When results (46) and (48) are substituted into (42), the result 
oo 
/ R n(x)Q v(x)da R(x) = 6(n,v), n>2N, v<n 
— oo 
is obtained. Thus (41) is verified in case P(z) has zeros in (-1,1). 
This concludes the verification of orthogonality when P(l) f 0 and 
P(-l) t 0. 
Note that in both case 1 and case 2 
/ R R(x)Q n(x)da R(x) = , n>2N. (49) 
— oo 
This result will be useful when the question of normalization is 
discussed in section 6. 
Verification of Orthogonality when 
P(l) = 0 or P(-l) = ~ 
Suppose first that P(l) = 0 and P(-l) ? 0. By Lemma 4.20, 
w (x) w (x) ^ . 
~T(xl = S (k) ' W h e r e P ( z ) = ( z - 1 ^ ! ^ ^
 S!(x) = lPi(e >l (x=cos 6), 
1 -1/2 1/2 
and w.(x) = — (l-x) (l+x) , -1 < x < 1. w n is the weight function 
1 TT 1 
which gives a normalized distribution for the sequence (Hn(x)} of 
orthogonal polynomials, where 
I 
j=l 
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cos (nti)9 
H ( x) = , n>0, x=cos 9 (50) 
n 1 ' ' cos — 
(except for a factor depending on n but not on x, H (x) (n>0) is the 
n 
(-1/2 1/2) 
Jacobi polynomial p n ( x) pp.58-60]). It is convenient 
to use these polynomials in the orthogonality proof. 
As stated in the introductory remarks of section 3, = + 
is a distribution function. By Theorem 3.13 it suffices to show that 
the relations 
00 / R (x)H (x)dcL,(x) = 6(n,v)y , v<n, (51) ;
 n v R n 
where Y ^ 0 (n>2N), hold for n > 2N. By the definition of a„ , 
n J R 
/ R (x)H (x)daD(x) = / R (x)H (x)dcu (x) + / R (x)H (x)dcu(x). (52) J n v R J n v 1 ; n v 2 
— OO —00 —oo 
The first integral on the right side of Equation (52) is evaluated 
first. By the definition of and Lemma 4.20 (as noted in the intro­
ductory remarks of this section), 
1 R (x)H (x)(l-x)" 1 / 2(l+x) 1 / 2 
/ R (x)H (x)daAx) = - / —
 ! r - r ^ dx = I. (n,v) 
J
 n v 1 IT _. S_ (x) 1 
-oo -1 1 for n > 2N, v < n. A routine change of variable and use of (25), 
(50), and Lemma 4.20 lead to 
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, TT Jm{e 
1 2TT ; sin 9 
— TT 
i(n+l)6T,, - i e P(e"l9)}cos(v + i)e(l+cos 9) 
_ _ _ 
P 1(e ) cos — 9 
d9 
2TT Jm if 
TT e 
i(n+l)0 
cos 
— TT 
. 1 
s m j 
P(e~ i 9) 
P > i 9 ) | 2 
d9^ 
oZ7 Im ^ 
2TT 
i(n+l)0 
TT e 
i(v + i ) e -i(v + i ) e 
+e 
1
 2 - 1 2 
e - e 
(e-i8-l) 
id9 
Further simplification and conversion to a contour integral yield 
I (n,v) = 
2TT Jm < 
( i(n+l)9r iv9^ -i(v+l)9>, 
TT e [e +e J 
-TT 
id6 
27 :m< 
n, V -(v+lK 
/ Z U / Z -dzf>, n>2N,
 v<n. (53) 
z|=l P 1(z) 
Note that P-^ (z) has no zeros on |z| = 1 by Lemma 4.20. There are two 
cases to be considered. 
Case 1. Suppose that P(z) (and, hence, P (z)) has no zeros in 
(-1,1). Then, by Corollary 4.13, P(z) has no zeros in |z| < 1. Equa­
tion (5 3) gives 
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I n ( n , v ) = - T^LM\ / 
n-v-1 
dz > , n>2N, v<n 
z|=l P^z) 
1
 6(n,v), n>2N, v<n, 
P 1(0) 
as for case 1 in the preceding section. Since the second integral on 
the right side of (52) is zero (a^=0), (51) is verified in case P(z) 
has no zeros in (-1,1). 
Case 2. P(z) (and, hence, P.(z)) has zeros zn,*** z in (-1,1). 
1 1 p 
As in the proof of the preceding section (case 2), the fact that z , 
z are real and simple, the fact that P n(z) has real coefficients, and 
P 1 
(53) yield 
P z^ zY+zT^ 1*) 
I (n,v) = - I — 3 3 6(n,v) — = — , n>2N, v<n . (54) 
j=l P,'(z.) P.(0) 
1 3 1 
By the definition of (Equation (16)), the second integral on the 
right side of (52) becomes 
0 0
 P (z.-z. 1) 2 
/ R (x)H (x)dcu(x) = J R (x.)H (x.) ^ , n>2N, v<n. (55) 
N V 2
 • N N 3 V 3 -Of - I N D V N 
-
0 0
 - 1=1 J J z.P(z. )P (z.) 
3 3 1 
Like the representation (2 8) for Q (x), a representation for H (x) can r
 v v 
be obtained from (50); namely, 
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1 -1 
H ± (z+z ± ) 
v 2 
v
 A -(v+1) z + z 
1 + z -1 
, v>0, z^O, 
from which it follows that 
H (x.) = H 
V j V 
v ^ -(v+1) 
z . + z. 
J ] 
i
 + zT1 
, v>0, l<j<p 
This result and Equation (47) are used to reduce the right side of (55) 
(z.-z . ) 
I R (x.)H (x.) • i~J I P z^zY+zT^ z^.-zT1) ^ 3 3 
j=l ] z.P'(z.)P(z.-L) j=l (l+z.-L)P'(z.) 
HDD ] J 
(56) 
But 
So, 
P(z) = (z-l)P1(z). 
P'(z.) = (z.-l)P'(z.), l<j<p, 
1 1 1 1 r since p-]_^zj^ = ^ (l-j-p). Hence, the right side of (56) becomes 
p z^z^+z: ( v + 1 )) 
£ ^ , which is also the right side of (55). From (54) 
3=1 P > ) 
and (52) it then follows that 
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/ R (x)H (x)daD(x) = -6(n,v) — - — , v<n, n>2N. 
P (0) 
Thus, (51) is verified in case P(z) has zeros in (-1,1). This concludes 
the proof of orthogonality when P(l) = 0, P(-l) ^ 0. 
Note that in both cases above, 
/ R (x)H (x)daD(x) = - ~ — , n>2N . (57) 
\ 
1 
P.(0) 
There are two other possibilities for P(z) to be considered in 
this section: the case in which P(-l) = 0 and P(l) ^ 0 and the case in 
which P(l) = P(-l) = 0. In both instances the proof of orthogonality 
is similar to the one just completed. If P(-l) = 0 and P(l) ^ 0, 
WQ w 2 
-g- = g— (by Lemma 4.20), where w^ is a weight function on (-1,1) for 
the sequence {M^tx)} of orthogonal polynomials given by 
sin(n + j) 0 
M (x) = , n>0 , x=cos 
n 0 5 5 
sin -
(except for a factor depending on n but not on x, M n(x) (n>0) is the 
(l/2 -1/2) 
Jacobi polynomial P^ 5 (x) [19, pp.58-60]). It is convenient to 
use {M (x)} (as {H (x)} was used in the proof above) to verify that 
n n 
{R (x)} is orthogonal with respect to da T 3(x). One result established n K 
in the proof is 
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/ R (x)M (x)daD(x) = — i — , n>2N, (58) J
 n n R - ' 
P 2 ( O ) 
W 0 W 3 
where P 0(z) is defined in Lemma 4.20. If P(l) = P(-l) = 0, -~ = -r- , 2 b b 3 
where w^ is a weight function for the sequence {T (x)} of orthogonal 
polynomials given by 
T (x) = cos n6, n>0, x-cos 0, 
n 
which are the Chebyshev polynomials of the first kind [19, pp.58-60]. 
It is convenient to use {Tn(x)} in the proof of orthogonality in this 
case. One result from the proof is 
/ R (x)T (x)daD(x) = - - , n>2N, (59) 
2P 3(0) 
where Pg(z) is defined in Lemma 4.20. This concludes the discussion of 
the orthogonality proofs for this section and completes the proof of 
Theorem 4.5. 
As an aside to this section, it is interesting to note the 
physical chains associated with the sequences {H^(x)}, (M^tx)}, and 
{T n(x)}, each of which is generated by a recurrence which is a special 
case of (R). First, the sequence (H (x)} satisfies the recurrence 
n 
H (x) = 0, H Q(x) - 1, 
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H (x) = 2x - 1, (H) 
H (x) = 2xH (x) - H . (x) , n>l. 
n+l n n-1 
It is associated (after the change of variable discussed in Chapter 
III) with the uniform semi-infinite chain without initial spring 
(Figure 1(b)), and it also appears in connection with the finitely 
defective chains without initial springs discussed in Chapter VI. 
Second, the sequence {M (x)} satisfies 
n 
M (x) = 0, M (x) = 1, 
M (x) = 2x + 1, 
M ^(x) = 2xM (x) - M Ax), n>l. 
n+1 n n-1 ' 
It is associated (after the change of variable) with the semi-infinite 
chain shown in Figure 6. 
X_ X. X_ 
— * 0 — * 1 —* 2 
2k k k k 
lib m mm m mm* m 
Figure 6. The Semi-Infinite Chain 
Associated with {M (x)} 
n 
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Finally, the sequence (T^Cx)} satisfies 
T (x) = 0, T (x) = 1. 
T (x) = x, 
T ..(x) = 2xT (x) - T _(x), n>l, 
n+1 n n-1 
and is associated with the semi-infinite chain shown in Figure 7 
X 2 
k [mm 
Figure 7. The Semi-Infinite Chain 
Associated with (T^Cx)} 
Normalization 
The problem of obtaining a normalized distribution for {R (x)} 
n 
is now considered. Let a_ be the distribution function for {R (x)} 
R n 
given by Theorem 4.5. Then a_(x) 0 as x -00. By the remarks follow-
K 
ing Definition 3.3, if 
= / dap(x) 
then — a„ gives a normalized distribution. By Theorem 3,12 and 
0~ K 
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recurrence (R), for all j > N-l, 
oo r \ oo 
/ [R.(x)]2d - cv (x) = i / [R.(x)]2daR(x) 
if N = 1, 
a^c (60) 
2 
Thus, if / [R O M(x)] da (x) (for example) were known, a could be Com-zN R 
— 0 
puted from (60). Because of the way in which the orthogonality was 
verified, there are two cases to be considered in the computation of 
0 
/ [R 2 N(x)] 2da R(x). 
_0  
Case 1. Suppose that P(l) i 0 and P(-l) ^ 0. By (10), (49) 
(with n=2N), and the definition of P(z), 
2N 
/ [R 2 N(x)] 2da R(x) = / R 2 N(x) I 
^ 2 N - £ ^ d a R ^ £=0 
l0 I R 2 N ( x ) Q 2 N ( x ) d a R ( x ) 
M0 
PTOT 
= l. 
Case 2. Suppose that P(l) = 0 or P(-l) = 0. First, the case 
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P(l) = 0, P(-l) i 0 is considered. Note that the sequence (H^Cx)} is 
related to {Q (x)} by 
n 
Q (x) = H (x) + H _(x), n>0. 
n n n-1 
Then by (10), (57) (with n=2N), and the definition of P(z), 
oo oo 
/ [R 2 N(x)] 2da R(x) = 6 Q / R 2 N(x)Q 2 N(x)da R(x) 
= 6 0 / R 2 N(x)[H 2 N(x)+H 2 N_ 1(x)]da R(x) 
= 6 Q / R 2 N(x)H 2 N(x)da R(x) 
—oo 
P I ( O ) 
P(Q) 
P x(0) 
But P(z) = (z-l)P1(z); so P(0) = -P (0). Thus, the last relation above 
gives 
/ [R 2 N(x)] 2da R(x) = 1, 
— oo 
The same result can be shown to hold in the other two cases (P(-l) = 0, 
P(l) t 0 and P(l) = P(-l) = 0) by using (58) with the relation 
72 
Q (x) = M (x) - M Ax) (n>0) or (59) with the relation Q (x) = 2T (x) 
n n n-1 n n 
(n>0). 
Sin ce 
/ ER 2 N(x)] da R(x) = 1 
under all circumstances, the normalization factor a can now be computed 
by using this relation and (60). Thus 
r 
a = / da R(x) = <j 
-1 
l0 » if N=l 
-1 
(61) 
'w-W ' ifN>1-
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CHAPTER V 
SOLUTION OF THE BASIC INITIAL-VALUE PROBLEM 
AND SOME EXAMPLES 
In this chapter the procedures developed in Chapter IV are 
applied to the solution of the basic initial-value problem [IVP] for the 
finitely defective semi-infinite chain of springs and masses (see 
Figure 4). A general formula for the solution of [IVP] is developed, 
and the examples introduced in Chapter II are discussed. 
Let (Pn(x)} be the sequence of orthogonal polynomials which is 
associated with the finitely defective semi-infinite chain by Theorem 
3.11. Let (R^lx)} be the sequence of orthogonal polynomials generated 
by the recurrence 
R_ x(x) = 0, R Q(x) = 1. 
R ^(x) = 
n+1 x + 1 + 
n+1 
A 2u 
n _ n 
An+1 An+1 
A 
R (x) - ( x), 
n A _ n-1 ' 
n+1 
(62) 
0<n<N-l, 
R n + 1 ( x ) = 2xRn(x) - R n_ 1(x), n>N, 
where A^ = 1. This sequence was called (P^tx)} in Chapter III, and is 
related to {P (x)}by 
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( 2k 1 
P - — (x-l) = R (x) , n>0. (63) 
As noted in Chapter III, the recurrence generating {R^(x)} is of type 
(R). For the sequence (R n(x)}, let P(z) and a R be the polynomial and 
the distribution function determined by the procedures described in 
Chapter IV. Let 
Then a is a distribution function, and (P^tx)} is orthogonal with 
respect to da(x). Results of W. G. Christian [8] imply that the 
distribution for {Pn(x)} is unique and that its support is contained 
in the interval [O, 0 0); therefore, it follows from (64) that the sup­
port of da (x) is contained in (-°°,1]. Furthermore, since the zeros 
of P(z) in (-1,0) and (0,1) determine points of increase of a_ in 
K 
(-°°,-l) and (l,°°), respectively, P(z) can have no zeros in (0,1). 
The possibility that P(l) = 0 is not precluded. 
(64) 
By Theorem 3.11, a solution of [IVP] is given by 
o X (t) = - / P (x)F(x,t)da(x), n>0, 
_o 
0 where a = j da(x). The remarks in the preceding paragraph and rela-
— o tions (63) and (64) lead to 
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X (t) = 
n 
- / P (x)F(x,t)do(x) 
-1 P 
a J n . 
— 0 \ 
2k_ 
m 
(x-1) FI- — (x-l),t 
m 
daR(x) 
= - / R (x)F 
a ' n 
— 0 
— (l-x),t 
m 
da R(x), n>0. (65) 
By Theorem 3.11, for -°°<x<l, 
2k_ 
m 
(l-x),t 
C r 
r 
2k / \ 
— (1-x) 
m 
d cos t / — (l-x) 
r V m 
— (l-x) 
m 
sin t 
v m 
where 
C = - / [P (x)]2da(x) = i / [R (x)]2dap(x), r>0 
a " ~ r" ~ R 
— 0 
(66) 
But P 2k / N — (l-x) 
m 
= R (x): thus (65) becomes 
r 
X (t) = — / R (x)R (x) 
n a? J n r 
d cos t / — (l-x) 
r / m 
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sin t 
/ m 
/IE" (l-x) 
(l-x) 
da R(x) (67) 
By Equation (61) and recurrence (62) 
j O 0 
r r 1 
= / da(x) = / da„(x) = — J J
 R u„ 
(68) 
Also, by Equation (4) and recurrence (62), 
fl, r=0 
?r = 
M0 
— , l<r<N-l 
y 
r 
V r>N. 
(69) 
When information about the distribution da (x) is incorporated 
K 
in (67), a formula for a solution of [IVP] may he stated as follows. 
Theorem 5.1. Let {R^(x)} be the sequence of polynomials generated by 
(62). Let P(z) be the polynomial associated with {R ( x ) } by Definition 
4.1. Let a and C r he given by (68) and (69), respectively. If P(z) 
has zeros z^ -'-jZ in (-1,0), let x £ = j (z £+z~ X) for £ = l,2,-",p. 
Then, a solution of [IVP] is 
X (t) = — 
A V 0 
2 
TT R (cos e)R (cos 6)sin 6 
/ ^ ^ d 
1
 |P(e l 9)| 2 
cos 2/k/m t sin — 
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sin 2 A/m t sin 
+ v > • r— 
2/k~7m sin ^-
d6 + Y (t), n>0, 
n 
(70) 
where 
fo, if P(z) has no zeros in (-1,0), 
Y (t) H n 
r £=0 
( ~ 1 \ 2 
d cos t 
r 
A ( l -x , ) 
2 k
 n ^ 
— (l-x.) 
m £ 
sin t 2k , , 
m £ R (x„)R (x0)j> , otherwise n £ r £ [ ' 
Proof. The result follows from remarks made at the beginning of this 
chapter, Theorem 4.5, Equation (67), and the substitution x = cos 6. 
Thus, in order to write a solution of [IVP] it suffices to know 
{R (cos 6)}, P(z), whether or not P(z) has zeros in (-1,0) and, if so, 
n 
the location of such zeros. A useful representation of R (cos 9) 
n 
(n>N-l) is given by Theorem 4.9; for 0 < n < N-l, the polynomial 
R^tcos 9) must be determined directly from recurrence (62). It may not 
be possible to determine the zeros of P(z) explicitly as functions of 
the , X^ (0<i<N-l) in every case. So it may be necessary sometimes 
to approximate the zeros of P(z) by numerical techniques. 
Three types of defects frequently associated with linear chains 
78 
were described in Chapter II: the isotope, the hole, and the inter­
stitial. These examples of finitely defective chains are discussed now 
in greater detail. 
The Single Isotope 
Consider a semi-infinite chain of springs and masses in which all 
the spring constants are the same and all the masses are the same except 
perhaps one of them (see Figure 8). The positive integer N and the 
positive number y will be treated as parameters in the succeeding 
discussion. 
m 
k 
m \msuub- • •imm ym 
k 
m 
XN 
k 
Figure 3. A Semi-Infinite Chain with a Single Isotope 
Recurrence (62) becomes 
R_ x(x) = 0, R 0(x) = 1, 
R . n(x) = 2xR (x) - R _(x), 0<n<N-2 and n>N, n+1 n n-1 ' 
(71) 
R N(x) = [2ux+2(l-y)]RN_1(x) - R N_ 2(x). 
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To determine P(z), the expansions of the polynomials R R( X) a s linear 
combinations of the Q.(x) are derived. Thus, from (71) and recurrence 
(Q) 
R (x) = Q (x), 0<n<N-l, 
n n 
R N(x) = y[2xQ N_ 1(x)] + 2 (1-y )QN_j_(x) - Q N _ 2 ( x ) 
= y[QN(x) + Q N_ 2(x)] + 2(l-y)QN_1(x) - Q N_ 2( X) 
= MQ N(x) + 2(l-y)QN_1(x) + (y-l)QN_2(x) . 
Identities (18) and (22) and the above expressions for R-^(x) and 
R^_^(x) then yield 
R 2 N ( x ) = V X ) V X ) " Q N - l ( x ) R N - l ( x ) 
= Q N(x)[yQ N(x) + 2(l-u)QN_1(x) + (u-l)QN_2(x)] - Q N _ l ( x ) Q N - l ( x ) 
N N-l 
= ^ I Q 2 £(x) + 2(l-y) I Q 2 £ + 1 ( x ) 
N-2 N-l 
£ = 0 Z ^ Z £ = 0 Z % 
N-l N-l 
= uQ ? N(x) + (y-l) I Q (x) + 2(l-y) I Q 9 j ? + ](x) 
£ = 0 % £=0 % 1 
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N-l 
+ Cvi-D I Q2£(x) £ = 1 
yQ 2 N(x) + 2(l-y) 
N-l N-l 
I Q 2 £ + 1 ( X ) " I Q o / x ) £ = 0 £ = 1 
l2£ 
+ (y-l)Q0(x) 
The polynomial P(z) is determined from this expansion for R 2N^ X^ 
Thus, by Definition M-.l, 
P(z) = (y-l)z 2 N + 2(l-y) 
N-l N-l 
r 2N-2£-l \ 2N-2£ 
L z " L z £ = 0 £ = 1 
+ y 
2N-1 
(y-l)z + 2(l-y) l (-1) z + u. 
£ = 1 
(72) 
The location of the zeros of P(z) is now examined. For N = 1, 
P(z) = (y-l)z + 2(l-y)z + y 
-1/2 -1/2 
the zeros of which are 1 + (l-y) and 1 - (l-y) , where y f 1. 
Thus, for N = 1, P(z) has no real zeros if y > 1; P(z) has no zeros in 
3 3 (-1,0) if — < y < 1; P(z) has exactly one zero in (-1,0) if 0 < y < — ; 
3 
and P ( - l ) = 0 i f y = — . For N = 2, P(z) is of degree 4 and the zeros 
of P(z) can be determined explicitly as functions of y. For N > 2, 
P(z) has degree at least 6 ; and although for some fixed N > 2, it may 
be possible to determine the zeros explicitly as functions of y, such 
an undertaking is not included in the present study. Nevertheless, 
some information concerning the location of the zeros of P(z) can be 
adduced. For this purpose, Equation (72) is rewritten as 
P(z) = (y-l)g(z) + 1, (73) 
where 
2N-1 N-l 
f v d 2N
 r £ , .2 r 2£ 
g(z) = z + 2 j, z + i = (z-i; 2 z 
£=1 £=0 
If z is a zero of P(z), g(z) f 0 and 
y = 1 - - 1 . (74) 
g(z) 
But g(z) > 0 for all real z. Hence the above equation implies that 
P(z) has no real zeros for y > 1. Furthermore, g is continuous and 
strictly decreasing on the real interval (-°°,0); g(0) = 1; and g(z) 0 0 
as z -> - 0 0. Therefore, Equation (74) defines u as a continuous, 
strictly decreasing function of z on (-°°,0); moreover, this function 
assumes every value in (0,1). It follows that (74) also defines z as a 
continuous function of y on (0,1) (the main properties of this inverse 
function are illustrated by Figure 9). By hypothesis, z is a zero of 
P(z). Hence, for 0 < u < 1, P(z) has exactly one real zero, and this 
zero lies in the interval (-°°,0). 
The case y = 1 is dismissed at this point by noting that 
P(z) E 1 for y = 1. Thus, da R(x) = w^(x)dx, as expected, since R n ( x ) -
Q n(x) (n>0) in this case. Hereafter it is assumed that y i- 1. 
Figure 9. The Negative Real Zero of P(z) 
for the Single Isotope 
It also follows that there is a "critical value" y c e (0,1), such that 
if y = u c > P(-l) = 0, and if 0 < y < y , P(z) has exactly one zero in 
(-1,0). The number yi is determined by 
c J 
0 = P(-l) = (y -1) - 2(l-y )(2N-1) + y , 
from Equation (72). Thus, 
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4N - 1 * 
Uc 4N 
A summary of results relevant to the construction of the dis­
tribution function a for the case of the single isotope can now be 
K 
given. For fixed N > 1 , 
(i) if y > ^"-^ 1 (y^l)> has no zeros in [ - 1 , 0 ) ; so the 
support of da D(x) is [ - 1 , 1 ] , and 
f \ 2 M 2>.l/2 
w Q(x) — (l-x ; 
d a R U ) = ~sTxT dx = 1 STxl dX; 
(ii) if y = • — ^ -1 , P(-l) = 0 and P(z) has no zeros in ( - 1 , 0 ) 
(thus P(z) = (z+l)Pn(z), where P 0(z) has no zeros in ( - 1 , 0 ) ) ; so the 
support of da R(x) is [ - 1 , 1 ] , and 
, * " 2 ( X ) „ 1 (1-K) 1 / 2(1 +K)- 1 / 2 
d a R ( x ) = S ^ T T D X = 7 s^ra 
It is interesting to compare this result with a result of 
W. G. Christian [ 7 ] , who considered the finite chain (see figure below) 
of M masses and M + 1 springs in which all the spring constants are the 
same and all but one of the masses are the same. 
mssiA m \wm~--wmA 
X 
y m 
N-l 
k 
.X 
M-l 
k 
d M + 1 
Christian found that if 0 < y < y C ( M ) = 1 - L+N ( M + 1 - N) 5 t b e °harac-
teristic frequencies of the system except one of them are in the inter-
4N - 1 
val [ 0 , 2 / k / m ] . As M °°, y (M) 
4N 
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where S (x) = |P ( e l 6 ) | 2 , x = cos 6; 
4N - 1 
(iii) if 0 < u < — ^ , P(z) has exactly one zero, z^, in 
(-1,0); so a R(x) = a^(x) + a^(x) t where the support of da^(x) is [-1,1] 
w (x) 
d a i ( x ) = "sTxT dx' and with x^ = ~- (z^+z^ 1), 
fo. 
a 2(x) 
- o o < X < X 1 
(z -z ) 
z 1P(z^ 1)P'(z 1) 
x>x. 
(so 
(z 1-z 1 ) 
da (x) = 6(x-x )dx) 
z 1P(z~ i)P ,(z 1) 1 
As an example, suppose that N = 3. Then, by (73), 
P(z) = (y-l)(z-l)2(l+z2+z4) + 1 
= (y-l) ^ 4 (z 6" 1) + 1-
Z T 1 
(75) 
The coefficient y is now chosen so that P(-l/2) = 0. 
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Thus, 
125 U =
 I8T 
(u = , in this case), and 
c 12 
1 
Zl = " 2 
in the nomenclature of Theorem 5.1. Then x , the location of the jump 
in a^Cx), is given by 
1
 ( j . 5 
X l = 2 ( Z 1 + Z 1 } = " ~ ' 
2k 5 
Thus, the jump in a~(x) occurs at - — - 1 J r
 2 m 4 - - (2k/m), and the 
corresponding frequency is — /2k/m . The jump J(x ) is given by 
(z -z ) 
J(x.) = 
1
 lP(z" 1)P ,(z n) 1 x 1 1' 
From (75) 
P(z~ X) = (y-l) i (z~ 6 + 1) + 1 
z" + 1 
409 7 
63 (76) 
and 
P (ZjL) = (y-l) 
6(z -1) . 2(z°-l) 
1 5 1 
z.+l Zl , .,,2 1 (z^l)'
52_ 
21 
Hence , 
Now, by (75) 
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P ( e i e ) = (y-l) L^jL-L (e 6 i e-l) + 1 
e 1 6 + 1 
sin 7T 
1 - 2(y-l) — sin 36 cos 36 6 
cos — 
So, 
+ 1 
sin 2"
 2 
-2(y-l) ~ sin 30 0 
cos — 
|P(e i 6)| 2 n .,/ , N 1-cos 0 . O Q O Q . . V2 (l-cos 0) . 2 1 - 4(y-l)—t:—— s m 30 cos 30 + 4(y-l) - s m 30 
s m 0 • 2 0 
s m 0 
n 256 , . sin 36 
1 + T~on~ (1-cos 6) : -
189 sin 0 
Q Q ^ 6 4 (i Q>> sin30 
cos 36 + - t - ^ t - (1-cos 6) — : -
189 sin 6 
Though the result is not needed to apply Theorem 5.1, it is noted that 
the polynomial S(x) can be determined with little difficulty from the 
last equation with x = cos 6. The result is 
S(x) = 1 + it d - x ) Q 2 ( x ) j Q 3 ( x ) - j Q 1 ( x ) + ^ (l-x)Q2(x) 
1 + ~ | (l-x)(4x2-l) ^ x 3 - 4x + ^ (l-x)(4x2-l) 
w (x) 
The distributions do^Cx) = dx and da 2(x) associated with this 
problem are represented in Figures 10 and 11. 
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11,907 
426,088 
ka2 
-1 
Figure 11. The Distribution Function 
Some other information associated with Equation (70) for this 
problem is now determined. By (68), 
a = 1, 
and by (69), 
1, 
18« 
125 
r/2 
r=2 
The numbers R (x,) = R 
n 1 n can be computed from the recurrence for 
(Rn(x)} for 0 < n < 2N-1 = 5. For n > 6, Equations (47) and (76) give 
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R 
n+1 409 7 
63 
3/2 
=
 (
-
1)n
 h 
n+1 819 4 
1! 
The Single Hole 
Consider a semi-infinite chain of springs and masses in which all 
the masses are the same and all the spring constants are the same except 
perhaps one of them (see Figure 12). 
m W m m * 
>xi N-2 
Ak 
m m 
*N-1 
k 
mm-
Figure 12. A Semi-Infinite Chain with a Single Hole 
The case N = 1, for which the initial spring may be different 
from the others, should be interpreted differently from the other cases 
(N>2), since the initial spring constant represents not a binding force 
between masses, but the binding force between a semi-infinite chain and 
the inertial system. If N = 1, recurrence (62) becomes 
R_ 1(x) = 0, R Q(x) = 1 
R 1(x) = 2x + A-1, 
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R . . (x) = 2xR (x) - R . (x), n>l 
n+1 n n-1 ' 
Hence , 
R 1(x) = Q 1(x) + (A-l)QQ(x), 
and 
R 2(x) = Q 2(x) + (A-l)Q1(x) 
So 
R (x) = Q + (A-l)Q _(x), n>l, 
n n n-1 ' 
and P(z) = (A-l)z + 1. The zero of P(z), for A / 1, is - • , which 
1 — A 
is outside (-1,0) if 0 < A < 2, is equal to -1 if A = 2, is inside 
(-1,0) if A > 2, and is equal to 1 if A = 0. The case A = 0 is of par­
ticular interest, since it leads to a uniform chain which is not bound 
to an inertial system (see Chapter VI). 
Now suppose that N > 2. The positive number A and the integer N 
are treated as parameters. Recurrence (62) becomes 
R_ 1(x) = 0, R Q(x) = 1, 
Rn+lW = 2xVx) " Rn.^xh 0<n<N-3 and n>N, 
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R N - l ( x ) = 1-
R N - 2 ( X ) " IRN-3(X)' 
R^x) = [2x+(A-l)]RN_1(x) - AR N_ 2(x) 
It is found that R (x) = Q (x) for 0 < n < N-2, that 
n n 
R N - 1 ( X ) = A V l ( x ) + QN„2(x), 
and that 
r . \ 
yx) = - QN(x) + 2 Q N - 1 ( X ) " 2 Q N - 2 ( x ) + Q N - 3 ( X ) 
Identities (18) and (22) are then used to obtain 
R 2 N ( x ) = T Q 2 N ( x ) + 2 1 1 ' ! 
N-l 
£ = 1 Q1(x) 
Hence, 
P ( z ) = |l-£ 
2N-2 
£ = 1 
£+1 £ ^ 1 Z +
 I 
The last equation can be written 
r , ^ 
P(z) = 1 - ;(z) + 1 (77) 
where 
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2N-2 2N-2 
g(z) = z + 2 2, ("D z ~ 1 = (z-1) 2, z • 
£=1 £=0 
After noting that X = 1 gives the expected result, it is assumed that 
X ? 1. Now g(z) < 0 for z < 0. Hence Equation (77) implies that P(z) 
has no zeros in (-1,0) if 0 < X < 1. Moreover, g is continuous and 
strictly increasing on (-°°,0); g(0) = -1; and g(z) •+ -<» as z -00. It 
follows that the condition P(z) = 0 defines z as a negative-valued, con­
tinuous, strictly increasing function of X on (l,00) such that z -00 
as X 1 + and z 0 as X 0 0. These properties are illustrated by 
Figure 13. 
Figure 13. The Negative Real Zero of P(z) for the Single Hole 
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Hence, for A > 1, P(z) has exactly one zero in (-°°,0), and there is a 
"critical value" A e (l,°°), such that if A = A , P(-l) = 0 . If 
c c 
A > A , P(z) has one zero in (-1,0): if 1 < A < A , P(z) has no zeros 
c c 
in (-1,0). The number A is determined by the condition P(-l) = 0: 
c 
4N - 2 
c ~ 4N - 3 * 
Results for the single hole are given by the following summary. For 
fixed N > 2, 
(i) if 0 < A < ~ \ (A^l), P(z) has no zeros in [-1,0): so 4N - 3 
da R(x) has support [-1,1], and 
2
- ( l - x 2 ) 1 / 2 
d a R ( x ) =
 1L
~sun—dx: 
(ii) if A = ~ 1- , P(-l) = 0 and P(z) has no zeros in (-1,0) 
so da R(x) has support [-1,1], and 
i (l-x) 1 / 2(l +x)" 1 / 2 
da c(x) = dx, 
R
 S 2(x) 
where P(z) = (z+l)P (z) and S 2(x) = | P 2 ( e 1 6 ) | 2 , x = cos 0; 
(iii) if A > ^ ~ 2 , P(z) has exactly one zero, z^, in (-1,0); 
so a~(x) = a,(x) + a 0(x), where da,(x) has support [-1,1], 
K 1 Z J-
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|(l-x2)1/2 
d a i ( x ) = ~ sTxl dx> 
A '4= d 1 
and if x^ = — 
. -1 
Z l t Z l 
da 2(x) 
( V Z 1 } 
z 1P(z^ 1)P ,(z 1) 
5(x-x^)dx, 
As in the case of the isotope, the determination of z^ as an explicit 
function of A and N seems presently unfeasible except perhaps in special 
cases. 
The Single Interstitial 
Consider a semi-infinite chain of springs and masses in which all 
the masses are the same except perhaps one of them. Also suppose that 
the spring constants of the two springs connected to the possibly per­
turbed mass are the same, but that this constant may be different from 
the common constant of the other springs (see Figure 14). 
k 
m m 
x l 
k Ak 
XN-2 
Ak 
X. 
'N-l 
k 
Figure 14. A Semi-Infinite Chain with a Single Interstitial 
In order for the physical system to meet the requirements stated 
9b 
above, it is necessary that N be at least 2; moreover, since the case 
N = 2 involves a change in the initial spring constant (unless A = 1, 
in which case the interstitial becomes an isotope--a case already 
discussed), the physical interpretation as an interstitial defect seems 
inappropriate when N = 2. Therefore, it is assumed that N > 3 in the 
succeeding discussion. The positive numbers u and X and the integer N 
are treated as parameters. 
Recurrence (62) becomes 
R (x) = 0, R (x) = 1, 
R ^ n(x) = 2xR (x) - R ,(x), 0<n<N-4 and n>N, 
n+1 n n-
R, 
"N-l (x) = x + 2 1 
R M(x) = [2x+(A-l)]R1 
'N-l (x) - AR, "N-2 (x). 
The following results are obtained from the above recurrence. 
R (x) = Q (x), 0<n<N-3, 
7*1 7*1 7 
R N - l ( x ) = -J Q N - l ( x ) + 
A 
i t i t i 
,2 A A 
A 3u 2u 2 
2 A A 
+ 1 Q N - 3 ( X ) + 
.2 A 
R N ( K ) = - i - Q N ( K ) + 
A 
A2 A * Q N - 1 ( X ) 
7u 6u 4 
2 A A 
+ u + 2 Q N - 2 ( X ) 
J + ^ + i - 2 , - 2 
A 
Q N - 3 W 
A Q N - 4 ( X ) + iL + Ji 
,2 A 
Q N - 5 ( X ) ' 
where the equation for R^(x) is valid for N > 4 only. If N = 3 
R 3 ( x ) = ^ Q 3 ( x ) + 4y 2u 2 
~~2 ~X~ X 
A 
Q 2(x) 
7u 6u 4 
T T - -r- r+ p + 2 
A 
Q 1(x) 
6u 6u 4 
+
 —
+
 T " 2y ' 2 
Q 0(x) 
The above results together with identities (18) and (22) and rather 
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tedious but routine calculations yield a formula for R ^(x), from which 
it is found that 
P(z) = y y 2N-1 z + 
A 2 x_ A 
2N-2 
A 
2N-3 
8y 
A2 
Si 
A 
+ 2y + 2 
2V £ £ I (-1) z* 
£=3 
A z 2 t ,2 A A A z + 
2N-4 
r £ £ 
In case N = 3, the sum \ (-1) z is interpreted as zero in the 
£ = 3 
above expression. 
In the present case, the polynomial P(z) has not been analyzed 
to the extent that it was for the isotope and hole. However, upon 
examining the results for the isotope and hole, one might suspect that 
the relation between y and A defined by the equation P(-l) = 0 is some­
how "critical" in determining the number of zeros of P(z) in (-1,0). 
The equation P(-l) = 0 yields, after some simplification, 
_ A[(4N-7)A-(8N-12)] 
P
 " 4(A-2)[(N-2)A-(2N-3)] * (78) 
The salient properties of this relation are illustrated in Figure 15. 
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y 
A 
Figure 15. Relation Between y and A When P(-l) = 0 
for the Single Interstitial 
If (A,y) lies on one of the curves shown there, the corresponding P(z) 
has a zero at z = -1. If continuity of the zeros of P(z) as functions 
of (A,y) is assumed, then each of the three regions into which the 
graph of the "critical relation" divides the first quadrant of the Ay-
plane might be conjectured to correspond to a fixed number of zeros of 
the associated P(z)'s in the interval (-1,0). If this is indeed the 
case, then from results for the isotope (A=l) one infers that Region I 
corresponds to no zeros of P(z) in (-1,0) and that Region II corresponds 
to one zero of P(z) in (-1,0). These ideas and the possible signifi­
cance of Region III are explored further in the examples which follow. 
Suppose that N > 3 is arbitrary, y > 0 is arbitrary, and A = 2. 
09 
Then 
P( Z) = t « - ^ z 2 N - 3 £ z 2 + z + £ 
4 4 
The condition P(z) = 0 leads to 
y = 
-4z 
(z2N-3-l)(z2-l) 
=
 g l ( z ) . (79) 
Now is continuous, positive-valued, and strictly decreasing on 
+ 
(-1,0); moreover, g^(0) = 0, and g-^ (z) +°° as z •+ -1 . Hence (79) 
defines z as a continuous, strictly decreasing function of y on (0,°°); 
and, for all y > 0, z e (-1,0) (see Figure 16). 
Figure 16. The Real Zero of P(z) for the 
Single Interstitial (A=2) 
By hypothesis, z is a zero of P(z). Hence, if A = 2, P(z) has exactly 
one zero in (-1,0) regardless of the values of N and y (cf. Fig. 15). 
Thus, for the interstitial, the distribution function a_ always has a 
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point of increase outside [-1,1] when X - 2. 
Another special case is now considered. Suppose that N = 3, 
X - 3, and u > 0 is arbitrary. In this case, 
P(z) = | uz 5 + ~ (u+3)z4 - | (2u+3)z3 
- | (y-3)z2 + | (y+3)z + i u. 
The condition P(z) = 0 leads to 
V -
-3z(z3-2z2+2z+2) 
z 2 - l 2|z + -
The important features of the above relation are shown in Figure 17. 
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It follows that, in this case, there are exactly two zeros of P(z) in 
(-1,0) for each y > 0 (which suggests that Region III (Fig. 15) may 
correspond to the cases in which P(z) has exactly two zeros in (-1,0)). 
Thus, if N = 3 and A = 3, the distribution function ctR has two points 
of increase outside [-1,1]. 
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CHAPTER VI 
THE SINGLE ISOTOPE, HOLE, AND INTERSTITIAL 
IN THE CHAIN WITHOUT INITIAL SPRING 
A semi-infinite chain of springs and masses in which the initial 
spring is not present--that is, a chain which is not bound to an 
inertial system--is a very important special case . It may be more 
attractive than the chain with initial spring as a physical model in 
the theory of lattice vibrations; and moreover, it plays a part in 
Martens' [15] solution of an initial-value problem for the symmetric 
fully infinite chain. In this chapter, the polynomial P(z) used to 
solve [IVP] for the semi-infinite chain with no initial spring is 
adduced for three cases: the chain with single isotope, the chain with 
single hole, and the chain with single interstitial. In addition, an 
example of a semi-infinite chain for which the associated distribution 
function a has two points of increase outside [-1,1] is given. 
Consider a semi-infinite chain of springs and masses in which 
the initial spring constant is zero, the chain being uniform except 
for the presence of a single isotope (see Figure 18). 
m 
mmsr 
X. 
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Figure 18. A Semi-Infinite Chain without Initial 
Spring and with a Single Isotope 
Recurrence (62) becomes 
R - 1 ( x ) = 0, R Q(x) = 1, 
R ^ n(x) = 2xR (x) - R n(x), l<n<N-2 and n>N, 
n+1 n n-1 ' ' 
R (x) = 2x - 1, 
P^(x) = (2yx + 2(l-y))RN_1(x) - R N_ 2(x), 
> if N>2 
R (x) = 2yx + (l-2y) = yQ (x) + (l-2y)Q (x), if N=l 
For N > 2, the recurrence yields 
R (x) = Q (x) - Q . (x) 9 0<n<N-l, n n n-1 ' ' 
R^x) = yQ N(x) + (2-3y)QN_1(x) - 3(l-y)QN_2(x) + (l-y)QN_3(x) 
The polynomial R 2^(x) is determined in the usual way from the above 
information, and, for N > 2, 
2N-2 
P(z) = (y-l)z 2 N + 3(l-y)z 2 N _ 1 + 4(l-y) £ (-l) £ + 1 z + (2-3y)z + y 
1-2 
For N = 1, 
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P(z) = (u-l)z + (l-2u)z + u. 
Now consider a semi-infinite chain of springs and masses in which 
the initial spring constant is zero, the chain being uniform except for 
the presence of a single hole (see Figure 19). 
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Figure 19. A Semi-Infinite Chain without Initial 
Spring and with a Single Hole 
Necessarily N > 2 for such a system. Recurrence (62) becomes 
R_ 1(x) = 0, R (x) = 1, 
R ^ n(x) = 2xR (x) - R ,(x), l<n<N-3 and n>N, 
n+1 n n-1 
R (x) = 2x-l, 
R N - 1 ( X ) = fX + R N - 2 ( X ) " I R N - 3 ( X ) ' 
> if N>3 
R 1(x) = ~ x + if N = 2 
R N(x) = [2x+(A-l)]R (x) - AR N_ 2(x) 
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From the recurrence, it is found that 
R (x) = Q (x) - Q fx), 0<n<N-2, 
n n n-1 ' ' 
RN-I(!° = r q N-I ( x ) + 1 ' f Q N. 2(K) + $-1 Q N - 3 ( x ) ' 
R N(x) = - Q N ( x ) + 2 4 , Q N - l ( x ) + * Q N - 2 ( x ) 
+ 3 
Q N - 3 ( x ) + I"1 
R 2(x) = - Q 2(x) + 
Q 1(x) + 3 Q Q(x), if N=2 
These results lead to 
P(z) = z21*"1 - 3ll-i 2N-2 I 1 z + 411 - -A 
> 2N-3 
I ( - D 
£ = 2 
£+1 £ 
z 
+ 12 - -
2N-3 
r £+1 £ 
where the sum 2, (-1) z is interpreted as zero if N = 2. 
£ = 2 
For a semi-infinite chain without initial spring into which a 
single interstitial has been introduced (see Figure 20), N > 3, neces­
sarily; and recurrence (62) becomes 
R_ 1(x) = 0, R Q(x) = 1, 
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R , (x) = 2xR (x) - R ,(x), l<n<N-3 and n>N, 
n+1 n n-1 
R x(x) = 2x - 1, 
R N - 2 ( x ) = R N - 3 ( x ) 
> N>4 
R 1(x) = ~ x + 1 - , N=3, 
R N - 1 U ) = 2 f x + 2 
A 
1 - R N - 2 ( X ) " R N - 3 U ) ' 
R N(x) = [2x + (A-l)]RN_1(x) - AR (x) 
> N>3 
m m 
Ak 
h-2 
Ak 
m 
*N-1 
k 
Figure 20. A Semi-Infinite Chain without Initial 
Spring and with a Single Interstitial 
From the recurrence, it is found that 
R (x) = Q (x) - Q _(x), 0<n<N-3, 
n n n-1 
R N - 2 ( X ) = - Q N - 2 ( X ) + 
Q N - 3 ( X ) + I " 1 Wx)> Ns3> 
10 7 
^ + i t 1 
A 
Q N_ 2(x) + 
,2 A A A 
itH. + IH.
 + 1 . i 
,2 X A 
Q N - 4 ( x ) + ,2 Q N_ 5(x), N>4, 
R 2(x) = J±- Q 2(x) + 
.2 A A A 
Q x(x) + 5y_ _ 2y_ _ 4 
.2 A A A 
Q 0(x), N=3, 
A A 
Q N - 1 ( X ) + 
lip _ 8p_ 
X 2 " A 
+ y + 2 Q N - 2 ( X ) + ^ + ^ + f - 3 , - 4 
A 
Q N - 3 ( X ) 
A 
Q N - 4 ( x ) + 
5y 5y 2 
7T + T + X 
A 
- y - l Q N_ 5(x) + 
.2 A Q N_ 6(x), N>5, 
R i | ( x ) = JL.Q i i(x) + f 5y . 2y ^ 2 
2 "4 + — + — 
2 A A 
Q 3(x) + 
lly 8y_ _ 6_ 
.2 A A A 
+ y + 2 Q 2(x) + 
A 
^ _ 6
 + 3 y + 3 
2 A A 
Q 0(x), N=4, 
R 3(x) = Q3(x) + 
A 
f 5y_+ 2y_+ 1 
.2 A A A 
Q 2(x) + 
fl_0y_ _ 7y_ 
A2 ~ A 
+ y + 2 Qj_(x) + ^ + L - 2 , - 3 
A 
Q Q(x), N=3 
These results lead to 
P(z) = 1L+ }L 
2 A 
2N-1 
z + 
(5y_ 
2 
A 
2N-2 ^ 
z + A2 
+
 —
+
 r - 3y - 3 
2N-3 ^ 
z + 
15y _ 15y_ 
A 2 " A 
+ 4y + 4 
2N-4 
16y 16 y 
A 2 A A 
- _ + 4y + 4 
£ = 4 
A 
2 + ^ + 
- 3y - 4 z 3
 + A z 2 + 
5y , 2y 2 A 
+ , N>4 : A 
2N-5 
where 2 (-1) z is taken to be zero when N = 4; 
£=4 
It is observed that for all three cases considered above 
P(z) = (z-l)P (z), 
where the following hold. 
(i) For the isotope, 
2N-2 
P (z) = (y-l)z 2 N _ 1 + 2(l-y) J (-l)£
 z
£
 - u, N>1 
£ = 1 
2N-2 
r £ £ 
(the sum £ (-1) z is taken to be zero when N = 1). 
£=1 (ii) For the hole, 
pi(z) = 1 - r z
2 N
"
2
 + 2 
2N-3 
I (-l) z - ~ , N>2 
£ = 1 
(iii) For the interstitial, 
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+ r - „ - 2 z 2 + 
4y_ _ 2y_ _ 2 
2 A A 
A , N>5; 
P^z) = IL + ii 
,2 A 
z 6 + 
4u 4u 2 
72~~T"~ry 
A A 
z 4
 + 
8u 8u 4 
A 2 A " A 
+ 2u + 2 z 3
 + A 
4y 2u _ 2 
,2 " A A 
A 
,2 
P 1(z) = 
I A iL + iL 
2 A 
z % 4j£ _ 4u 2 A2 " > 
6u 5u 4 
+
 x + y - 2 
A 
N=4 
+ l]z 3 
'z2 + 
\ ] I 2u 2' 
,2 A A 
lA J 
- , N=3. 
2N-1 
It can be shown that if P(z) = (z-l)P (z) (where P (z) = 1 a z , 
2N-1 1 £=0 1 
say), then for all n > 2N-1, R (x) = - V a nH n(x). Thus in each of 
^
 L
 I n-£ £=0 
Ill 
the above cases the polynomial P(z) can be associated with the expansion 
of R n^ x) (n>2N-l) in terms of the sequence (H^Cx)}. Moreover, in every 
case . 
w.(x) . s-1/2
 ( ,1/2 
A ( \ 1 A 1 (1-X) (1+X) 
dan (x) = j K dx = -A- , T dx, 
1 S (x) TT l^x^ 
I 6 M 2 
where S (x) = P n(e ) . Points of increase of a D outside [-1,1] are 
1 1 K 
determined by zeros of P (z) in (-1,0). 
As an example of a problem for which the distribution function 
ou has more than one point of increase outside [-1,1], consider the 
chain with two isotopes of equal mass depicted by Figure 21. 
mmA m m 
Figure 21. A Semi-Infinite Chain without Initial 
Spring and with Two Isotopes 
The associated recurrence from (62) is 
R_x(x) = 0, R Q(x) = 1, 
2 7 R x(x) = - x + - , 
R 2(x) = 
2 16 
9"X + ~ R (x) - R Q(x), 
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R (x) = 2xR (x) - R _(x), n>2. 
n+1 n n-1 
For this example, N = 2, and it is found that 
R l « ^ Q ^ x )
 + l ( 3 0 < x ) , 
R 2(x) = i Q 2 ( x ) + | i Q l ( x ) t f Q 0(x), 
R 3 ( x ) = s W x ) + frQ2<*> + IT V x ) - ^ T Q 0 ( x ) ' 
R,(x) = ± Q 4(x) t | f Q 3(x) + |i Q 2(x) - £ Q l ( x ) - ± Q 0(x). 
Thus, 
P(z) = - ~- (8z 4 + 40z 3 - 24z 2 - 23z - l) 
ol 
= - (z-l)(2z+l)(4z2+ 22z + 1). 
The zeros of P(z) are 1, - ~- , - (-11 + 3/13"), and i (-11 - 3/l3) . Two 
of these zeros— 
z = i- (-11 + 3/13) 
and 
1 
Z2 = " 2~ 
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--are in (-1,0). The points of increase of a outside [-1,1] are, 
K 
therefore, 
x i = f" ( z i + z i 1 ) = ~ i ( 5 5 + 9 v / ^ ~ " 1 0 > 9 
and 
(the corresponding frequencies are J— (l-x^), i-1,2). The 
J(x,) and J(x ) in a„ at xn and x are 
JL Z K 1 Z 
*UJ = ( Z l ? | 2 = 5 9 6 7 - 8 8 ° 7 1 > ^ ; 2 - 3 8 1
 z 1P(z- 1)P'( Z l) 8 8 4 
and 
J(x 2) = 24.3. 
jumps 
Now OL = a1 + an, where 
K 1 Z , s 1 ( . ,-1/2 ,1/2 W l 7 ^ 1 - x ' (l+x) da (x) = —^7—r- = • ,
 s dx 
1 S (x) S (x) 
(S_(x) = | P n ( e l 6 ) | 2 , where p\(Z) = - (2z+l)(4z2 + 22z + l)) and 
1 1 JL ol da 2(x) = [J(x1)6(x-x1) + J(x2)6(x-x2)]dx 
(see Figures 22 and 23). 
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a2 
24.3 
J(x )(=2.38) 
x 
x2(=-10.9) 
Figure 2 3. The Distribution Function a~ 
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APPENDIX 
The purpose of this appendix is to show that if z is a zero of 
P(z) and -1 < z < 1 (z^O by an earlier observation), 
zP'(z)P(z 1 ) > 0, (A.l) 
a result needed in the proof of Theorem 4.5. The nomenclature and 
results associated with the proof of Theorem 4.5 are used. In addition, 
it is helpful to have two results concerning the behavior of R n( x) a n d 
R^(x) (for large n) near x, a limit point of 1 outside [-1,1]. These 
results (Lemmas A.2 and A.3) are established and then used to show 
(A.l). 
For each n >• 1, the polynomial R (x) has n distinct, real zeros. 
n 
These zeros are denoted by x .,x _,'--,x , where 
J
 n ,1' n ,2 ' 9 n ,n9 
X < X < • • • < X 
n,l n,2 n,n 
Consider the sequences {x .} . and {x . , ., } . for fixed i, i ^ 1-
^ n,i n = i n,n--j+l n = -j 
that is, the sequence obtained by recording the (i-l) t/z-from-smallest 
zero of each R n ( x ) (n^i) and the sequence obtained by recording the 
(j-l)t/z-from-largest zero of each R n ( x ) ( n-j). By the interlacing 
property for the zeros of (R^tx)} these sequences are monotone. The 
following lemma shows that they are bounded. 
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Lemma A.l. The sequences (x ,} ., and (x } . are bounded. 
n,l n=l n ,n n=l 
Proof. Suppose that {x^ ^} is not bounded. Then by the monotonicity 
of this sequence, 
lim x = (A.2) 
n ,1 
It will be shown that this supposition leads to a contradiction. 
By (A.2) there is an integer N. (N >2N) such that x . < -1 for 
° 1 1 n ,1 
all n > N . Let z = H _ 1(x J (n>N ) . Then -1 < z < 0, and 
1 n n ,1 1 n 
R H(z ) = R (x J = 0 (n>Nn ) ; and furthermore, z t 0 as n 0 0. 
n ; n ; n n ,1 1 ' n 
Hence, by Equation (27), 
z
n+1
 per1) -
 z-
(n+1)
 p(i ) . 
o = Rn(H(zn)) = J! S- i »_ , naNl. 
z - z 
n n It follows that 
z n + 1 P(z" 1) = z " ( n + l ) PCz ), n>N . (A.3) 
n n n n ' 1 
Since P(z) is a polynomial of degree at most 2N and since |z | < 
IzM I < 1 for n > N n, 1
 N l l 1' 
lim z n + 1 P(z _ 1) = 0. 
n n 
IJ 7 
Hence, by (A. 3) 
lim z ( n + l ) P(z ) = 0. (A.4) 
n n 
n-*» 
But lim P(z ) = P(0) ^  0 and |z"^ n + 1 ^ | •> ~ as n •> °°. So (A.4) cannot 
n 1 n 1 
n - x» 
hold. Therefore, (A.2) is not possible. The proof that {x } is 
r
 n ,n 
bounded is similar. This concludes the proof. 
Now let 
E . = lim x ., i>l: 1 n,i' 
n - x » 
n . = lim x , j>l. 
i n,n-n + l J 
(A.5) 
Then x . + £. and x .,
 n t n . for each i,j > 1. Thus, £. and n . are n,i I n,n--j + l j J i j 
limit points of Z. It follows, therefore, from Lemma 4.12 that whenever 
E,^ or rij is in the complement of [-1,1], this number corresponds to a 
zero of P(z) in (-1,1). The lemma to be stated next shows that there 
is a one-to-one correspondence between the set of E . and n. in 
r ^i -j 
(-°°,-l) u (l,°°) and the set of zeros of P(z) in (-1,1). Thus, each 
limit point of Z in (-°°,-l) u (l,°°) can be identified with the limit of 
a special sequence of zeros of {R n(x)}. 
Lemma A.2. Suppose that P(z) has zeros z ,•••,z in (-1,1), and let q 
l P 
be the number of these zeros in (-1,0). The nomenclature of Definition 
4.4 is used, so that -1 < z^ < ••• < z^ < 0, if q f 0; and if q f p, 
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0 < z < ••• < z _,_ < 1. Let £. and n. be defined by (A.5). Then p q+1 l ] 
(i) ? i > -1 for i > q+1, and if q > 0, 
E . = H(z.) = x., l<i<q, l I i' ^ 
(ii) n_. < 1 f o r j > p-q+1, and if p > q, 
n. = H( 
Proof. The proof of (i) will be given. The proof of (ii) is very 
similar. 
Suppose that q = 0. Then, by Lemma 4.12, there are no limit 
points of Z in (-°°,-l). Since £^ (i^l) is a limit point of Z, it fol­
lows that 5^ > -1 for all i > 1. The proof is complete in this case. 
Now suppose that q ^ 1. There are no elements of Z to the left of £ , 
since x
 n is the smallest zero of R (z) (n>l) and since x _ 4- . 
n ,1 n n ,1 1 
Hence £ is the smallest limit point of Z. But this distinction also 
belongs to the number H(z^) by the way in which the z_. are ordered and 
by Lemma 4.12. Therefore, £ = H(z ). Thus, there is at least one 
element of i>l} in (-°°,-l). Let K be the number of the £^ in 
(-°°,-l). Since £ is in (-°=,-l), K > 0. Moreover, since 
^1 ^2 
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it must be the case that ^ E (-°°,-l) (l<i<K) and ^  > -1 (i>K). 
Since each E,^ (l<i<K) is also a limit point of Z, and since (H(z^): 
l<i<q} is the set of all limit points of Z in (-°°,-l) (Lemma 4.12), 
{£,.: l^i^K} c (H( Z i): l<i<q} 
If it is shown that the E,^ (l<i<K) are distinct and that the reverse 
set inclusion holds, then (i) follows from the way in which these sets 
are ordered. 
So suppose that H(z^) i {^: l<i<K} for some I (l<£<q); in fact, 
with no loss in generality, it can be supposed that I is the least 
positive integer with this property. The orderings of the E,^ and H(z^) 
and the choice of I imply that 
5 K = H U ^ ) < H(zt) 
Moreover 
5K+1 * "I >-H(z4) 
Let 6 be small enough that the interval (H(z )-6, H(z^)+6J does not 
contain any element of (H(z^): l<i<q} except H(z^). From the preceding 
inequalities and since x „ 4- and x ,,,,4-
^ n,K K n,K+l K+1' 
12 0 
for all n sufficiently large. Since x and x .,, ., are consecutive 
J
 ° n,K n,K+l 
zeros of R (x), it follows that for all sufficiently large n there is no 
n 
zero of R (x) in [H(z„)-6, H(z„)+6) , which contradicts the fact that 
n ^ I I J 
H(z £) is a limit point of Z. Therefore, {H(zJ: l<i<q} c l^i^K}; 
and so the two sets above are equal. 
Now it will be shown that the £. are distinct. If K = 1 , the 
1 
proof is complete. Suppose that K > 1 and that £ g = KS+^_ ^ OR SOME S: 
1 < s < K-l. Then, since {£.: l<i<K} = {H(z.): l<i<q}, 
l l ^ 
?s = 5 s +i = H<Z > 
for some t (l<t<q). Hence, given 6 > 0, there is an integer N Q > 2N 
such that, for all n > N., there are at least two zeros of R (x) in 
0 n 
(H(z ) - 6 , H(z^ )+6)—in particular, x and x It is assumed that 
^ t t ; r ' n,s n,stl 
[H(z ) - 6 , H(z )+6] is contained in (-°°,-l) and does not contain another 
H(z.). Let B = H 1 Then, by the properties of H, [H(zJ-6, H(z.)+6] 
_ t t _ 
B is a closed interval, B c ( - 1 , 0 ) , and z^_ c B (but z^_ is not an end-
point of B). Let D be the closed disk with center on the real axis and 
such that D n ( - 1 , 0 ) = B (see figure on page 1 2 1 ) . By the way D was 
constructed, 
(i) D c A - {0 } ; 
(ii) z E int(D) ; 
(iii) P(z) } 0 for z e D, z?*z ; 
(iv) for all n > N Q, (H(Z)) = 0 for at least two values of 
z e int(D) . 
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x-plane z-plane 
As in the proof of Lemma 4.12, Rouche's Theorem can be applied to 
appropriately defined functions on D to conclude that P(z) has at 
least two zeros in the interior of D. But this conclusion, in 
turn, implies that z^ is a zero of P(z) of multiplicity at least 2, 
which contradicts Lemma 4.14. Therefore, the ^ are distinct. This 
concludes the proof. 
It follows from the preceding lemma that the graph of R^ (for all 
sufficiently large n) has the qualitative appearance sketched on pagn 
122 (p=5,q=3). 
12 2 
The location of the zeros of R ?(x) for x outside [-1,1] is now 
n 
investigated. In particular, the proximity of these zeros to the limit 
points of Z outside [-1,1] is examined. 
Lemma A.3. Let x be a limit point of Z, with |x| > 1. Let I be any 
open interval containing x, say I = (x-6^, x+6^), where 6^ and 6^  are 
so chosen that [x-6^, x+6^] contains no other limit point of Z in 
(-°°,-l) u (l,°°) and [x-6^, x+6^] n [-1,1] = 0 . Then there exists an 
integer N n > 2N such that for all n > N n , R r(x ) = 0 for exaotlij one &
 1 1' n n a 
x e l . 
n 
Proof. Let z = H _ 1(x) . Then P(z) = 0 by Lemma 4.12. Let D be the 
closed disk with center on the real axis and such that D n (-1,1) = 
From the properties of I it follows that 
(i) D c A - {0}; 
(ii) z e int(D) ; 
(iii) P(z) 1 0 for z e D, z^z. 
From (34) 
t-l [x-6 
Is 
x+6 2] 
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R]!i(H(z))H,(z)(z-z 1)2 = (z-z~1)[-zn VCz-1) + (n+l)znP(z 1) 
r(n+l)P'(z) t (n+l)z-(n+2)P(z)] - z 
- (1+z 2)[z n + 1P(z 1 ) - z' ( n + l )P(z)], n>2N, 0<|z|<l. (A.6) 
Define y , p , T and a , n > 2N, 0 < Izl < 1, by 
n n n n' J 
y (z) = R' (H(z))H'(z)(z-z 1 ) 2 , 
n n ^  ; 
pn(z) = (z-z 1)[-zn V(z_1) + (n+l)znP(z X)] 
( l + Z - 2 ) z n + 1 P ( z - 1 ) , 
T (Z) = ( Z - Z " 1 ) [ - Z " ( I 1 + 1 ) P , ( Z ) ] + (l+Z-2)z-(n + l)P(z), 
n 
a (z) = (z-z_1)(n+l)z ( n + 2 ) P ( z ) . 
n 
These definitions and (A.6) yield 
Y (z) = p (z) + T (z) + a (z), n>2N, 0<|z|<l. (A.7) 
'n n n n ' ' 
Estimates of these functions on 3D are now determined. Thus, let M = 
max |z|, and note that 0 < M < 1. Now, for z e 3D and n > 2N, 
ze9D 
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p (z) < M n max { z-z P'(z "*") } 
N
 ZE3D 
+ M n max {|z-z 1||P(z 1)|}(n+l) 
Z E S D 
+ M n + 1 max {|l+z 2||P(z 1)|}. 
Z E S D 
Hence, there exists an integer (N^>2N) such that 
P (z)| < 1, Z E S D , n^N Q. (A.8) 
Let C = max {|z-z ||P'(z)| + |l+z ||P(z)|}. Then 
Z E S D 
T (z)| < IZL ( n + l ) C , Z E3D, n>N n. (A.9) 
Furthermore, if m = min {|l-z ||P(z)|}, then m > 0, and 
ZE3D 
o (z)| > I z|~<:n+1')(n+l)m, ze3D, n>N . (A.10) 
n 1 1 1 0 
Now let N^ > N Q be chosen so that 
M ( n + l )[(n+l)m-C] > 1, n>N 
(such an N^ exists since 0 < M < 1 and (n+l)m > C for all n large 
enough). Hence, for all n > N and z E 3D, the preceding inequality 
yields 
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z|" ( n + l )[(n+l)m-C] * M" ( n + l )[(n+l)m-C] > 1, 
or 
z| ( n t l )(n+l)m > |z|~ ( n t l )C + 1, n>N, ze8D. (A.11) 
Therefore, from (A.9), (A.10), and (A.11), the following inequality holds 
for n > H (N >N >2N) and z e 3D: 
a (z)| > |zr(n+l)(n+l)m > |z|-(n+l)C + 1 > |x (Z)| 
+ p (z) > T (z) + p (z) . 
n n n 
Hence, by Rouche's Theorem and (A.7), the functions a and Y have the 
^ n n 
same number of zeros in the interior of D for each n > N n . But Y (z) = 
1 'n 
0 for some z e int(D) if and only if R ' T H C Z ) ) = 0, and a (z) = 0 for 
J
 n v J n 
some z e int(D) if and only if P(z) = 0. Therefore, R^(H(z)) and P(z) 
have the same number of zeros in int(D) for each n > N . Now z is the 
only zero of P(z) in int(D), and z is a simple zero by Lemma 4.14. It 
follows that R ' (H(z)) has exactly one zero, say z , in int(D), for each 
n > N^ . Let x = H(z ). By the fact that the zeros of R T(x) are real I n n - ' n 
and by the way D was constructed, x^ e I (n^N^); moreover, x^ is the only 
zero of R^(x) in I, for each n ^ Nj_. This completes the proof. 
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The preceding two lemmas are now used to establish the validity 
of (A.l) . 
Proof (A.l). Suppose P(z) = 0, where 0 < |z| < 1. Equation (34) yields 
R ' (H(Z)) in the form 
n ^  J 
--(n+1) 
R ; ( H ( Z ) ) = F(n) - z P ( z ) , n>2N, 
(z-z'VCz) 
where F(n)->0asn->°°. The modulus of the second term in the preceding 
equation is bounded below by a positive constant. Hence, there is an 
integer N Q (NQ>2N) such that 
sgn{R' (H(z))} = sgn -z 
( n + l ) P ' ( z ) 
(z-z-^H^z) 
> , n>N, (A.12) 
~ ~ ~ — l /\ - 1 -—2 
Now |z| < 1 implies that sgn(z-z ) = -sgn z, and since H r(z) = ~(l-z ), 
sgn(Hr(z)) =-1. Hence (A. 12) can be reduced to 
sgn{R^(H(z))} = -sgn{z~nP'(z)}, n>N (A.13) 
Furthermore, from Equation (27), 
-n+1
 D r - L 
Rn(H(z)) - Z ^ P<f } , n,2N 
z - z 
Hence, 
12 7 
sgn{R (H(z))} = -sgn{zn P(z 1 ) } , n>2N. (A.14) 
Now let 6 > 0 be small enough so that the open intervals of 
radius 6 about each of the limit points of Z in (-°°,-l) u (l,00) are 
mutually disjoint and none of these intervals intersects [-1,1]. H(z) 
is one of these limit points. By Lemmas A.2 and A.3 and the fact that 
only finitely many constraints are involved, there exists an integer 
^1 ~ ^0 s u c ^ that the following hold for each of these limit points 
(x.,-'«,x , in the nomenclature of Definition 4.4): 1 p 
(i) R (x) has exactly one zero in the 6-interval (constructed 
n 
above) about x. for each n > N n: l 1 
(ii) R*(x) has exactly one zero in the 6-interval about x. for 
n l 
each n > N . 
In particular conditions (i) and (ii) hold for x. 
Consider (i) for x. For each n > N n, let x be the zero of 
1 n 
R (x) in (x-6,x+6). If x < -1, then x > x: if x > 1, then x < x (see 
n n n 
figure below). 
x-6 x+<5 x-6 x+<5 
(x<-l) (x>l) 
There are no zeros of R (x) between x and x for n > N.. Moreover, 
n n 1 
12 8 
R T(x ) ^  0, since the zeros of R (x) are simple: and R (x) i- 0 (n>Nn) 
n n n r ' n 1 
since the simultaneous assumption that R (x) = 0 leads to a contradic-
r
 n 
tion (as in the proof of Lemma 4.12). The possibilities for sgn R n ( x ) 
and sgnfR'(x )) may be summarized as follows. 
K
 n n J 
x < -1 x > 1 
If R (x) > 0, R'(x ) < 0. If R (x) > 0, R ' ( X ) > 0, 
n n n n n n 
If R (x) < 0, R'(x ) > 0. If R (x) < 0, R'(x ) < 0 
n ' n n n n n 
This table is represented by the equation 
sgn{R'(x )} = sgn{xR (x)}, n>N • 
n n n 1' 
or, since sgn x = sgn z and since x = H(z), 
sgn{R^(xn)} = sgn{zRn(H(z)) }, n > N r (A.15) 
Now consider condition (ii) for x. Let x be the zero of R'(X) 
n n 
in (x-6,x+6), n > N n. It will be shown that for all n > N n x does not 
1 I n 
lie between x and x . Thus, let p denote the number of zeros of P(z) in 
n ' r 
(-1,1). For fixed (but arbitrary) n >. N , there are exactly p zeros of 
R-(x) outside [-1,1]: and, by condition (ii), these zeros are located in 
n 
the 6-intervals about x. (l<i<p) (nomenclature of Theorem 4.14). Suppose 
l 
that x < -1 (i.e., suppose that there are limit points of Z in (-°°,-l)). 
The zero of R-(x) in (x -6,xn+6) is x- n, the smallest zero of R-(x). 
n 1 ' 1 n ,1 n 
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There are no zeros of R_(x) to the left of x. _. But there is exactly 
n n ,1 
one zero of R!(x) in (x -6.x..+6) by condition (ii). Therefore, this 
n 1 1 
zero must be in the interval (x- ^,x^+6) (see figure below). 
a zero of R-(x) 
n 
v 6 x-
n,l 
x +6 
This accounts for the one zero of R-(x) between x-
 n and x- Hence, 
n n,l n,2 ' 
the next zero of R-(x) must lie to the right of x. .. Continuing in this 
n n,2 & 
manner until q (the number of limit points of Z in (-°°,-l)) of the zeros 
of Rl(x) are accounted for, it is seen that for each i (l<i<q), the zero 
n 
of R-(x) in (x.-6,x.+6) lies in the interval (x- .,x.+6). If there are 
n I I n ,i' I 
no limit points of Z in (l,00) the proof is complete. Otherwise, consider 
x , the largest such limit point. The zero of R-(x) in (x -6,x +6) is 
p r n p ' p 
x_ _, the largest zero of R-(x). There are no zeros of R-(x) to the 
n ,n ° n n 
right of x_ etc. By an argument completely symmetric to the one 
i 
above, p - q of the zeros of R-(x) are accounted for; and for each 
n 
i (q+l<i<p), the zero of R!(x) in (x.-6,x.+6) is between x. - 6 and the 
^
 r
 n I 5 I I 
zero of R-( x) i-n this interval (see figure below). 
x.-6 
l 
I— the zero of R-(x) in (x.-6,x. + 6) 1
 n i i 
x.(>l) 
I 
x. + 6 
l the zero of R-(x) in (x.-6,x.+6) n i i 
130 
Thus, all the zeros of R-(x) are accounted for. But n > N n was arbi-
n 1 
trary. Thus for all n > N it is seen that x does not lie between x 
I n 
and x . 
n 
The results in the last two paragraphs show that over the inter­
val (x-6,x+6) the graphs of R n (n^N^) have the qualitative appearance 
sketched below. 
(x>l) 
In particular, the fact that x does not lie between x and x shows that r
 ' n n 
sgn{R'(x )} = sgn(R'(x)}, n>N., 
n n n l 
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or 
sgn{R^(x )} = sgn{R^(H(z)}}, n>N . (A.16) 
Now N 1 > N Q > 2N. So, by (A.13) - (A.16), 
-sgn{z'n P'(z)} = sgn{R^(H(z))} 
= sgn{R'(x )} 
n n 
= sgn{zRn(H(z)) } 
= -sgn{z n + 1 P(z - 1)}, n>N 1. 
Neither z~n P'(z) nor z n + 1 P(z "*") is 0, because z i 0, the zeros of 
P(z) in (-1,1) are simple, and P(z _ 1) i 0 (Lemma 4.16). Hence 
0 < z n + 1 P(z _ 1)z" n P'(z) = zP'(z)P(z~1). This concludes the proof. 
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