Abstract-This paper investigates the use of Space-Time Adaptive Processing (STAP) for High Frequency Surface Wave Radar (HFSWR) systems. STAP has hitherto been investigated in great detail for airborne radar systems; the majority of the adaptive algorithms that have been developed have been designed with a bias towards such applications. HFSWR systems are characterized by the severely limited number of data samples available to train the adaptive filter. In this paper we report on investigations in applying low-complexity STAP algorithms to HFSWR systems. In particular we focus on applying such algorithms on HFSWR data cube measurements heavily corrupted by ionospheric clutter. We then reflect on the implications of the results.
I. INTRODUCTION
High Frequency Surface Wave Radar (HFSWR) naturally lends itself to marine surveillance applications. Despite its well-known drawbacks, such as poor resolution and large required infrastructure, it has several advantages that make it desirable for coastal surveillance applications. In particular, it can cover the 200-nautical mile extent of the Exclusive Economic Zone (EEZ) and it has the lowest operating cost per unit coverage area of any radar system [1] . These characteristics make HFSWR very desirable for low-cost mediumaccuracy monitoring of low altitude aircraft and surface vessels within the EEZ. To overcome surface wave propagation losses, HFSWR is operated at the low end of the HF band between 2 and 6 MHz. One of the primary concerns with HFSWR is the performance degradation due to inhomogeneous reflections from the ionospheric layer, termed ionospheric clutter. Although not the only source of unwanted signals, the ionosphere plays a significant role in the performance of HFSWR systems.
Ionospheric clutter suppression algorithms have been developed, however, they are characterized by high complexity and a large dependence on the assumed model used to describe the ionospheric clutter [2] , [3] . In this paper we report the use of Space-Time Adaptive Processing (STAP) to detect weak targets within ranges heavily dominated by ionospheric clutter. The focus is on low complexity methods such as the Joint Domain Localized (JDL) [4] and Parametric Adaptive Matched Filter (PAMF) [5] algorithms. Also developed here is the application of the Hybrid algorithm to ionospheric clutter.
The Hybrid algorithm, combining non-statistical and statistical adaptive processing, was specifically designed to address clutter inhomogeneity. In this regard, the Hybrid algorithm is an appropriate STAP implementation for ionospheric clutter.
The data used in this paper is obtained from the HFSWR system at Cape Race, Newfoundland, Canada [6] . Targets are injected to provide a viable performance measure. Injected targets are modelled as either ideal point targets or using the target signature extracted from a data set with high Signalto-Noise Ratio (SNR). This extracted signal incorporates the ambiguity function associated with the transmitted waveform. An important feature of the Cape Race data sets is the extremely large number of pulses in a coherent pulse interval (CPI) compared to the limited number of ranges available for training. We maximize the use of these numerous pulses by focusing on algorithms with few degrees of freedom (DoF). This paper is organized as follows. In Section II we describe the HFSWR system used to collect the data and the results of non-adaptive data analysis. This analysis identifies the regions dominated by the Bragg lines and the ionospheric clutter. Section III briefly reviews the STAP algorithms under consideration. Results based on these algorithms are presented in Section IV. This paper concludes with a summary and suggested future work in Section V.
II. PRELIMINARY DATA ANALYSIS
We begin by briefly describing the measurement system used to collect the ionospheric and sea clutter data. The reader is referred to [6] for a detailed description. The measured ionospheric clutter was obtained at Cape Race, Newfoundland, located on Canada's east coast, using an HFSWR system operated by Defense R&D Canada (DRDC). The data was obtained using a N = 16 element linear array with interelement separation of 33.33 m, and was gathered over a time period of 262.144 s divided into M = 4096 pulses with an effective Pulse Repetition Frequency (PRF) of 15.625 Hz at an operating frequency of 3.1 MHz. The unambiguous range was 405 km, which was divided into 270 range cells. As shown in Figure 1 , the data includes three distinct clutter regions. The first region, which spans the range from 62.7 km to 136.2 km, is dominated by high-power sea clutter returns; the dominant clutter is localized in Doppler at ±0.18 Hz corresponding to the so-called Bragg lines. This first region is characterized by a somewhat coherent structure. A sidelobe canceller followed or preceded by Doppler processing may be a good enough choice for an adaptive algorithm in this region. The second region spans from 135 km to about 330 km and is dominated by low-power sea clutter returns. It is characterized by a highly incoherent structure and as a result a localized processing algorithm such as the JDL algorithm [7] , [4] would seem like a sound choice for this region. The final region (and our focus here) spans from 330 km to 467.7 km and is dominated by high-power ionospheric clutter returns. Analyzing the power variation of this region with respect to range indicates a rather coherent structure in range over the rather short data acquisition period of 262.144 s. In addition to the above, as shown in the azimuth-Doppler plot of Figure 2 , we also identify two major sources of discrete interference. The first is an interference source spread over all range and Doppler, and localized in azimuth (24
). This source has a coherent structure and is believed to be a communication channel. The second is an interference spread over all range, and localized in Doppler (4 Hz and 2 Hz) and azimuth (60 
A. Target Data Model
Due to the unavailability of a useful space-time model for the ionospheric clutter we will treat the combined effects of all clutter sources as colored noise and use this assumption as a stepping stone for selecting the STAP algorithms we will use to attempt to suppress this clutter. Ideal targets for HFSWR are modelled as point sources localized in azimuth, Doppler, and range. The ideal target model is therefore similar to that of Ward [8] , based on an ideal space-time steering vector where ⊗ denotes the Kronecker product, f t denotes the target Doppler frequency, f r is the PRF, f s = d sin φ t /λ is the spatial frequency of the target with φ t the target azimuth angle, d is the inter-element spacing, and λ is the operating wavelength.
To inject a target into the data at a particular range bin, we use
where x i is the length-N M measured interference data vector within the range cell and ζ sets the target SNR. An alternative approach is to account for the spread of the target in range due to the finite bandwidth of the transmitted signals. This signal is extracted from measured data in a high-SNR scenario. We will denote this signal as a realistic target.
III. DATA PROCESSING
The Weiner filter is known to be the optimal adaptive processor for the assumed data model under the maximum-SNR criterion, but is impossible to implement in practice because the interference covariance matrix is not known a priori. An alternate suboptimal solution is the Adaptive Matched Filter (AMF) which forms the maximum-likelihood estimate of the covariance matrix, using at least 2N M secondary samples according to the Reed-Mallett-Brennan (RMB) rule [9] , from neighboring range cells and computes the CFAR Modified Sample Matrix Inversion (MSMI) detection statistic using this estimate [8] . For data vector x, steering vector v and adaptive weights w =R −1 v, whereR is the estimated covariance matrix, the MSMI statistic is given by
In the case of HFSWR, the AMF is also impossible to implement since it requires a large secondary sample support corresponding to the extremely large product N M .
A. Joint Domain Localized (JDL) Processing
To address the issue of computation load and required secondary data, other less computationally intensive suboptimal STAP algorithms have been developed. One such method is the JDL algorithm which was first proposed in [7] with strict constraints on the algorithm and generalized in [4] to eliminate these constraints and allow for the use of real-world antenna arrays with mutual coupling. The JDL processor adaptively processes the received data in the angle-Doppler domain, i.e., after transforming the received space-time data to the angleDoppler domain. This transformation is accomplished by an inner product with a set of space-time steering vectors, i.e., the data at azimuth angle φ and Doppler frequency f is given byx
where x is the measured space-time data at a specific range cell andx represents angle-Doppler data. Choosing a set of η a angle and η d Doppler bins centered at the look angle-Doppler forms the data set, in the angle-Doppler domain, used for adaptive processing. This set of η a angle and η d Doppler bins is said to form the Localized Processing Region (LPR). Unfortunately, there is no known criteria for optimally choosing the spacings in angle and Doppler; in most implementations the optimal spacings have been found empirically [10] . The primary advantage of the JDL approach is the fact that only η a angle and η d Doppler bins are used in the adaptive process with values in the range of 3 -11. Significantly reducing the adaptive DoF in this manner yields corresponding reductions in required sample support and computation load.
B. D 3 and Hybrid Approaches
Despite the benefits of working in the angle-Doppler domain, the performance of the JDL algorithm, like all statistical algorithms, depends on the accuracy of an estimated interference covariance matrix. This in turn places strict homogeneity constraints on the interference. Unfortunately this constraint is often violated in practice, and more so in the case of high-power clutter returns from the ionospheric layer which are characterized by their inherent inhomogeneity, presence of discrete-like clutter sources, and variability. The resulting poor estimate of the interference covariance is the reason most conventional statistical adaptive processing algorithms fail in HFSWR applications. However, if the various parameters that characterize the ionospheric clutter have a coherence time longer than several CPIs, and are coupled with the use of algorithms such as JDL, the detrimental effect of the inhomogeneities may be minimized [11] .
The essential cause of this problem is the dependence of the algorithm on the statistics of the interference. Alternative, deterministic, adaptive approaches to suppress inhomogeneous clutter, have been developed to solve this problem. One no- algorithm, as developed in [12] and improved upon in [13] . This algorithm is a purely non-statistical algorithm that does all its processing using only data from the look range when attempting to estimate an interference covariance matrix. As a result the D 3 algorithm is immune to discrete interference sources within the target range cell and clutter inhomogeneities. In the HFSWR case, this scenario is important since the ionospheric clutter is highly inhomogeneous.
The D 3 algorithm computes an adaptive weight vector that does not rely on the computation of an error covariance matrix. It first forms a temporal residual matrix, A t , free from any target returns by subtracting the returns from all the consecutive pulses after appropriate scaling. It then selects a temporal weight vector that maximizes the signal-to-interference-plusnoise ratio (SINR):
The solution results from solving a generalized eigenvalue problem [13] . After forming a similar spatial weight vector, w s using the data from the spatial domain, the final space-time weight vector is given by w =ŵ t ⊗ŵ s . In applying the D 3 approach to the HFSWR data, the large number of pulses in the data set creates a significant numerical problem in the eigenvalue-based solution. The resulting matrix is singular. We overcome this problem by adding a small diagonal loading to the matrix.
The drawback of the D 3 approach is that by focusing exclusively on the data within a single range cell, it completely ignores all useful correlation information. Since ionospheric clutter is a mix of correlated and discrete interference, the performance of the D 3 algorithm is inadequate. To overcome this weakness the hybrid algorithm was developed in [12] . The Hybrid is a two-stage algorithm whose building blocks are the D 
where w(φ, f ) is the D 
C. Parametric Adaptive Matched Filter (PAMF)
Another reduced-domain algorithm that shows robustness to the presence of uncorrelated interference in the target range, is the Parametric Adaptive Matched Filter (PAMF) algorithm [5] . The underlying principle is the use of linear estimation theory to obtain an estimate of the inverse of the error covariance matrix, but using fewer computation cycles than the conventional AMF method. PAMF is based on the block-LDL decomposition of the covariance matrix, R, where the non-zero block elements of the p-th row of the lower triangular block matrix, L, are the coefficients of a multichannel autoregressive process of order p, whose error covariance matrix is the p-th block matrix of the block diagonal matrix D. Since R is not known a priori, the coefficients of L and D must be approximated by assuming the underlying process is a P -th order multichannel AR process and using an appropriate parameter estimation algorithm to estimate the coefficients of this multichannel AR(P ) process. An excellent discussion of multichannel AR processes and several corresponding parameter estimation algorithms are available in [14] .
It was shown through theory in [14] and through simulation in [5] that the best parameter estimation method for STAP is the Least Squares method (also known as the covariance method). Simulation results in [5] suggest that an order 3 ( M N ) multichannel AR process is sufficient to accurately model the underlying process for airborne radar, and as a result the computational cost associated with the least squares multichannel parameter estimation method (which forms the bulk of the PAMF algorithm) is significantly lower than the
3 ] load associated with the inversion of the estimate of R in the AMF method. The PAMF method also shows robustness to the presence of discrete interference in the secondary data [5] and has performance that rivals that of the MF even in the case of limited sample support. Unfortunately the PAMF method is not CFAR. However, simulation results suggest that for certain PAMF configurations CFARlike behavior does occur [5] . In our work we used the least squares parameter estimation method as well as two different methods for the estimation of the spatial whitening block filter (i.e., the block diagonal elements of D), namely the residual sample covariance matrix and time-average sample covariance matrix methods. The first method has the advantage of yielding a more CFAR-like behavior while the second method has the advantage of greater detection probability [5] .
IV. RESULTS OF STAP IN HFSWR
In this section we provide some of the results obtained by using the algorithms described in the previous section to detect ideal and realistic targets injected into the region dominated by ionospheric clutter. Both the ideal and realistic targets used were injected at an angle of 35
• and a doppler of 0.18 Hz. The ideal target is localized to range number 215 while the realistic target is spread over ranges 212 − 218 according to the radar ambiguity function.
To assess the performance of the algorithms under investigation we focus on the peak MSMI at the target range and the difference in MSMI (in dB) between the peak MSMI and the second highest statistic, denoted as ∆MSMI. The larger the ∆MSMI the larger the capability of an adaptive algorithm to distinguish between a target and residual interference, and thus the better its performance. We begin by presenting some of the JDL algorithm results. Figure 3 plots the MSMI statistic versus range, at the target Doppler, for an injected ideal target using JDL. In this figure an absolute target amplitude (not SNR) of 35 dB is used. Figure 4 shows an MSMI vs range plot for the injected realistic target of amplitude 57 dB, using JDL. These target amplitudes appear to be large, but in fact, as shown in the figures, they cannot be detected using nonadaptive processing. The results presented in these figures for JDL are for an optimal angle and Doppler spacing obtained via a brute force search using a LPR composed of 3 angle and 10 Doppler bins. From the ideal target plot it can be seen that JDL is capable of detecting the relatively weak target correctly even though the target is buried in a region of the angle-Doppler space that is heavily dominated by both the ionospheric clutter as well as the high-power external interference. The target ∆MSMI of JDL is almost 8 dB, which emphasizes JDL's ability to distinguish between an ideal target and surrounding clutter.
For the realistic target scenario (Figure 4 ) JDL also provides better performance compared to the nonadaptive matched filter. However, it suffers a significant loss in performance as compared to the case of an ideal target localized to only one range bin. The spread of the target in range is accounted for by using a sufficient number of guard ranges (3 on either side of each look range) thus minimizing the contribution of ranges containing target components to the estimation of the interference covariance matrix. The peak MSMI of JDL in this case is 17.8 dB and the corresponding ∆MSMI is 4 dB. Results of using the Hybrid, D 3 , JDL, and Nonadaptive MF algorithms to detect an ideal target with amplitude 55 dB inserted into the ionospheric clutter region. and Hybrid algorithms to detect these injected targets. As expected due to its known weakness against correlated interference, the D 3 algorithm fails to detect both the ideal and realistic targets. On the other hand the Hybrid algorithm is capable of detecting both the ideal and realistic targets. In fact, it outperforms JDL in both the realistic and ideal cases. For the ideal target ( Figure 5 ) the Hybrid algorithm yields an MSMI about 2.5 dB larger than that of JDL, and a ∆MSMI that is 5.5 dB larger. In the realistic target scenario (Figure 6 ) JDL fails to detect the target while the Hybrid algorithm does so with about a 1-dB margin. For the purpose of processing speed improvement, we used only a quarter of the number of available pulses in the data set, and we still obtained satisfactory results for the Hybrid approach. Thus the Hybrid algorithm does a good job of suppressing any uncorrelated interference present in the look range after which it uses the second stage of the statistical JDL algorithm to null out any correlated interference that might be masking the target.
Again we emphasize the fact that we are performing all our calculations for a worst case target scenario, i.e. a relatively weak target buried in high-power ionospheric clutter and highpower external interference, with only a few secondary range bins from which to estimate a covariance.
We next investigated the PAMF algorithm. Figures 7 and 8 plot the results of using the residual sample covariance matrix (RSC) and time average sample covariance matrix (TASC) PAMF methods with an assumed underlying multichannel AR order of 3, to detect ideal and realistic targets injected in the ionospheric clutter region. We used an ideal target amplitude of 59 dB and a realistic target amplitude of 57 dB. Both the RSC-PAMF and TASC-PAMF outperform the nonadaptive processor and successfully detect the injected ideal and realistic targets. Interestingly, both these versions of the PAMF do not outperform the JDL algorithm. A possible explanation of this rather unsatisfying performance is that an AR order of 3 is used in this work, which was recognized as the optimal order for airborne radar. However, given the highly inhomogeneous structure of the clutter in the HFSWR scenario it is possible that an order of only 3 would be less than adequate to accurately model the underlying clutter statistics. Furthermore, given the limited sample support available, the JDL algorithm may benefit from the fact that the adaptive Degrees of Freedom (DoF) have been reduced significantly. It should also be noted that in our results the RSC-PAMF does a better job at detecting the injected target than the TASC-PAMF method. In summary, the processing results indicate that JDL performs quite well in detecting both ideal and realistic targets with relatively low amplitudes (as compared to the ambient highpower clutter) injected in the region with dominant ionospheric clutter returns as well as high-power external interference. In both cases JDL by far outperforms the nonadaptive matched filter method, thus illustrating the advantage of using adaptive processing over nonadaptive processing in HFSWR scenarios. This is particularly interesting since ionospheric clutter is often considered to be too inhomogeneous for the application of statistical adaptive processing algorithms. However, as our results show, at least in the case of the Cape Race data, the data within a single data cube is sufficiently homogeneous for effective interference suppression. As expected, given its inherent weakness against coherent clutter, the D 3 algorithm does not perform well. The Hybrid algorithm results indicate that it is the best performer among the algorithms we tested. This emphasizes the Hybrid algorithm's ability to suppress both correlated and uncorrelated interference present in the target range cell. The drawback of this hybrid approach is the computation load of the D 3 stage. The PAMF results also show some promise. However, they cannot detect targets as weak as those detectable using the JDL or the Hybrid algorithms. Although an order of 3 was shown to be optimal in the case of airborne radar, its optimality has yet to be verified for the case of ionospheric clutter. Inhomogeneous ionospheric clutter might require a larger AR order to model it accurately and is the subject of ongoing work.
We conclude that low-complexity approaches such as JDL, Hybrid, and PAMF, yield useful results when there is limited secondary data, such as in the current HFSWR implementation.
V. CONCLUSION
In this paper we applied the JDL, D
3
, Hybrid, and PAMF algorithms, which were originally designed for the airborne radar scenario, to the case of HFSWR and used them to detect both ideal and realistic targets injected into the data cube of measured data. The target is injected in the range region heavily corrupted by high-power reflections from the various layers of the ionosphere, as well as by an external interference source. The results indicate that the hybrid algorithm and JDL are capable of detecting weak targets within the strong ionospheric clutter and do so quite accurately. These results are new in the sense that they are the first attempt at suppressing the non-stationary ionospheric clutter using the JDL and Hybrid algorithms. The Hybrid algorithm showed superior performance to the JDL which indicates the algorithm's capability of nulling both the discrete interference introduced by the ionospheric inhomogeneities as well as the coherent clutter dominating each range cell. The performance of PAMF was also investigated in the context of HFSWR and simulation results indicate that PAMF also outperforms the non-adaptive algorithm at detecting ideal and realistic targets deeply buried in high-power ionospheric clutter. We plan to further investigate the choice of an optimal AR order for the PAMF algorithm when used for HFSWR applications. The special characteristics of HFSWR, especially, the limited available sample support, coupled with the results in this paper, argue strongly that low DoF algorithms such as the Hybrid and JDL approaches are very good candidates for adaptive algorithms to suppress ionospheric clutter.
