Let K be a compact set in the complex plane consisting of a finite number of continua. We study the rate of approximation of K from the outside by lemniscates in terms of level lines of the Green function for the complement of K .
Introduction and main results
Let K ⊂ C be a compact set in the complex plane C consisting of disjoint closed connected sets (continua) K j , j = 1, 2, . . . , ν , i.e.,
where diam(S) is the diameter of S ⊂ C . We always assume that Ω := C \ K is connected. Here, C := C ∪ {∞} is the extended complex plane.
According to the Hilbert lemniscate theorem (see [12, p. 159]) , for any open neighborhood U of K , there exists a polynomial p such that
where ||f || S denotes the uniform norm of f : S → C on S ⊂ C . Certainly, the degree of p depends on U .
Let P n , n ∈ N := {1, 2, · · ·} be the set of all polynomials of degree at most n . Denote by g Ω (z) the Green function for Ω with pole at ∞ . It will be convenient for us to extend the Green function to K by setting it equal to zero there. Let s n (K), n ∈ N be the infimum of s > 0 for which there exists p ∈ P n such that (1.1) holds with U = U s := {z : g Ω (z) < s}.
A result by Siciak [14, Theorem 1] for the Fekete polynomials yields that s n (K) = O log n n as n → ∞ ( We also would like to demonstrate that if more information is known about the geometry of K , (1.3) can be further improved in the following way. A Jordan curve L ⊂ C is called quasiconformal (see [1] , [10, p. 100] or [8] ) if for every
where L(z 1 , z 2 ) is the smaller subarc of L between z 1 and z 2 ; and Λ L ≥ 1 is a constant that depends only on L . A quasidisk is a Jordan domain bounded by the quasiconformal curve.
Theorem 2 If each K j is a closed quasidisk, then
See [3, Theorem 2] for a special case of this result.
Our proof for Theorem 2 yields insights that can be leveraged to obtain other results. Specifically, that for sufficiently large n there exists polynomial p n ∈ P n such that G(p n ) := {z : |p n (z)| ≤ 1} consists of exactly ν disjoint Jordan domains and
holds with a constant C = C(K) > 0 . Moreover, using reasoning from [6, Section 3] it can be shown that p n may be chosen such that all its zeros belong to K .
It is worth pointing out that (1.4) is optimal in the following sense. Let K be a closed quasidisk, i.e. ν = 1 , for which there exist ζ ∈ ∂K, δ > 0 and 1 < β < 2 such that a circular sector with center at ζ , radius δ and opening βπ is a subset of Ω . Then, according to [3, Theorem 3] ,
is true with some constant ε = ε(K) > 0 .
Furthermore, in the case ν = 1 it is natural to approximate K by lemniscates given by Faber polynomials F n = F n (K) . It was shown in [3, pp. 300-301 ] that for the quasidisk K constructed by Gaier [7] , the inequality (1.1) does not hold for p = F n , U = U α log n/n , some constant α = α(K) and an infinite number of n ∈ N (cf. (1.2)-(1.4) ).
In what follows, we use following notation.
For a (Borel) set S ⊂ C , denote by |S| its linear measure (length) and by σ(S) its two-dimensional Lebesgue measure (area).
In what follows, we denote by c, c 1 , . . . positive constants that are either absolute or they depend only on K . For the nonnegative functions a and b we write a b if a ≤ c 1 b , and a ≍ b if a b and b a simultaneously.
Construction of auxiliary polynomials
In this section we review (in more general setting) the construction of the monic polynomials suggested in [15, 16, 4, 6] . For the convenience of the reader, we repeat the relevant material from these papers without proofs, thus making our exposition self-contained.
We start with some general facts from potential theory which can be found, for example, in [17, 12, 13] . The Green function g(z) = g Ω (z) has a multiple-valued harmonic conjugateg(z) . Let Φ(z) := exp(g(z) + ig(z)),
Here cap(S) is the logarithmic capacity of a compact set S ⊂ C .
Let s 0 > 0 be such that for 0 < s < s 0 , the set K s = ∪ ν j=1 K j s consists of ν mutually disjoined Jordan curves, where K j s is the curve surrounding K j . Moreover, we fix a positive number s * < s 0 /10 so small that for each j = 1, . . . , ν ,
Let µ = µ K be the equilibrium measure of K and let ω j := µ(K j ). The function
is a conformal and univalent mapping of
Note that for µ s := µ Ks ,
Furthermore, for an arc
we have
Assuming that m ∈ N is sufficiently large, i.e. m > 10/(min j ω j ) we let
where ⌊a⌋ means the integer part of a real number a .
Therefore,
Next, for 0 < s < s * , we represent each K 
Consider also ψ j := φ
Lemma 1 Let m, q ∈ N and c := 640π max j e s * /ω j . Then for m ≥ m 0 := ⌊2cq/s * + 10ν/ min j ω j ⌋, s = cq/m < s * , j = 1, . . . , ν and k = 1, . . . , m j , we have
For the proof of Lemma 1, see Section 3.
Next, we construct the points ζ j s,k,l , l = 1, . . . , q as follows. For s = cq/m as in Lemma 1 and u = 1, . . . , q , let
Consider the system of equations
We interpret r l := r j s,k,l as the roots of the polynomial z q + a q−1 z q−1 + . . . + a 0 whose coefficients satisfy Newton's identities
which implies |r 
Indeed, if we assume, contrary to (2.13), that
then, according to the left-hand side of (2.12),
which contradicts to the obvious inequality
Hence, (2.13) is proven.
A major component of the proof of (1.3) and (1.4) is the polynomial
according to (2.3), for z ∈ K 10s , we obtain
Next, for the same z ∈ K 10s ,
Moreover, (2.4), (2.8), (2.13) and Taylor's theorem [2, pp. 125-126] imply
To summarize, according to (2.1) and the identity
3. Distortion properties of φ j and ψ j Proof of Lemma 1. Only the first and the last inequalities in (2.4) are not trivial. According to our assumption
Since (2.12) implies for ξ
by (2.11), for t ∈Ĩ j s,k , we have
Hence,
which proves the last inequality in (2.4).
The first inequality in (2.4) follows from (2.12) and (3.1):
Therefore, by (2.4),
which yields (2.6).
Moreover, (2.11) implies for τ = φ(ζ) and
e s/ω j − 1 which yields (2.5) as follows
✷
Since by Lemma 1 and (2.13) for z ∈ K 10s ,
according to (2.14) we have
Furthermore, by Lemma 1, (2.5) and (2.13), for z ∈ K 10s ,
Since by the Loewner inequality (see [5, p. 27, Lemma 2.5]), d(z, K s ) s 2 , using polar coordinates with center at z , we obtain
Proof of Theorem 1. Without loss of generality, we assume that n is sufficiently large. First, let n = mq , where q = q m := ⌊2 log log m⌋. Then by (3.2),
Thus, the maximum principle implies that for P *
At the same time, for z ∈ C \ U δ , δ = 3c 3 (log log n)/n , |P * n (z)| ≥ exp 2c 3 (log log m) 2 > ||P * n || K , which proves (1.3) for n = mq m .
For arbitrary (sufficiently large) n we find m ∈ N such that mq m ≤ n < (m + 1)q m+1 .
we obtain
which completes the proof of (1.3).
From now on we assume that each K j , j = 1, . . . , ν is a quasidisk. Since ∂Ω j consists of two quasiconformal curves, φ j can be extended to a Q j -quasiconformal homeomorphism of a neighborhood of Ω j to a neighborhood of A j with some Q j ≥ 1 . Therefore, repeating the proof of [5, p. 29, Theorem 2.7] we can establish the following result.
(i) the conditions |ζ 1 − ζ 2 | ≤ C 1 |ζ 1 − ζ 3 | and |w 1 − w 2 | ≤ C 2 |w 1 − w 3 | are equivalent; besides, the constants C 1 and C 2 are mutually dependent and depend on Q j and K ;
where Q := max j Q j and
Furthermore, by virtue of Lemma 1, for z ∈ K 10s and q ∈ N , Proof of Theorem 2. Without loss of generality, we assume that n is sufficiently large. First, let n = mq be such that (3.5) holds. We have ||P * n || K ≤ ||P * n || K 10s ≤ c 4 exp 10cq 2 .
If we let Hence, in both cases we have (1.4).
✷
