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Abstract
We consider the following system of differential equations
u
(mi)
i (t)+ Pi
(
t, u1(t), u2(t), . . . , un(t)
)= 0, t ∈ [0,1], 1 i  n
together with Sturm–Liouville boundary conditions
u
(j)
i (0) = 0, 0 j mi − 3,
ξu
(mi−2)
i
(0) − ηu(mi−1)
i
(0) = 0, ωu(mi−2)
i
(1) + δu(mi−1)
i
(1) = 0, 1 i  n,
where mi  2 for each 1  i  n, η  0, δ  0, η + ξ > 0, δ + ω > 0, and ξω + ξδ + ηω > 0. By
using two different fixed point theorems, we offer criteria for the existence of three solutions of the
system which are of fixed signs on the interval [0,1]. Examples are also included to illustrate the
results obtained.
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In this paper we shall consider a model comprising a system of differential equations
subject to Sturm–Liouville boundary conditions. To be precise, our model is

u
(mi)
i (t) + Pi(t, u1(t), u2(t), . . . , un(t)) = 0, t ∈ [0,1],
u
(j)
i (0) = 0, 0 j mi − 3,
ξu
(mi−2)
i (0)− ηu(mi−1)i (0) = 0,
ωu
(mi−2)
i (1) + δu(mi−1)i (1) = 0,
i = 1,2, . . . , n,
(SL)
where for each 1 i  n, mi  2 is fixed and Pi : [0,1] ×Rn → R is a L1-Carathéodory
function (see Definition 2.4). The constants ξ , η, ω, and δ are such that
η 0, δ  0, η + ξ > 0, δ + ω > 0, Γ ≡ ξω + ξδ + ηω > 0.
Note that ξ and ω are allowed to be negative.
A solution u = (u1, u2, . . . , un) of (SL) will be sought in C(m1)[0,1] × C(m2)[0,1] ×
· · · × C(mn)[0,1]. We say that u = (u1, u2, . . . , un) is a solution of fixed sign if for each
1 i  n, we have
θiui(t) 0 for t ∈ [0,1],
where θi ∈ {1,−1} is fixed. In particular, if we choose θi = 1, 1 i  n, then our fixed-sign
solution u becomes a positive solution, i.e.,
ui(t) 0 for t ∈ [0,1], 1 i  n.
We remark that in many practical problems, it is only meaningful to have positive solutions.
Nonetheless our definition of fixed-sign solution gives extra flexibility.
We shall establish criteria so that the system (SL) has at least three fixed-sign solutions.
In addition, estimates on the norms of these solutions will also be provided.
The present work is motivated by the fact that boundary value problems model nu-
merous physical phenomena in nature, hence it is of fundamental importance to know the
criteria that ensure the existence of a meaningful solution. Indeed, a single-dependent-
variable boundary value problem of the type (SL) models various dynamic systems with m
degrees of freedom in which m states are observed at m times, see Meyer [19]. For exam-
ple, when m = 2 the boundary value problem (SL) describes a vast spectrum of physical
phenomena such as gas diffusion through porous media, diffusion of heat generated by pos-
itive temperature-dependent sources, thermal self-ignition of a chemically active mixture
of gases in a vessel, catalysis theory, chemically reacting systems, adiabatic tubular reac-
tors, fluid dynamics, electrical potential theory, combustion theory, steady-state of oxygen
diffusion in a cell with Michaelis–Menten kinetics, cell membrane, and heat conduction in
the human brain, see [6,10–12,21]. Due to the wide applications of boundary value prob-
lems, it is not surprising that they have received a vast amount of attention in the recent
literature, and many papers have discussed the existence of single, double, and triple pos-
itive solutions of boundary value problems, see for example [2,4,5,8,9,13–16,18,22–26]
and the monographs [1,3].
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of Avery [7] are used to derive criteria for the existence of three fixed-sign solutions for
the system (SL). Not only that new results have been achieved (to date in the literature),
we also discuss the relation between the results in terms of generality, and illustrate the
importance of the results through some examples. Moreover, we have generalized a single-
dependent-variable boundary value problem, the usual consideration in the literature, to a
system of boundary value problems, with very general nonlinear terms Pi—this yields a
much more appropriate and robust model for many nonlinear phenomena.
The paper is organized as follows. Section 2 contains the necessary definitions and fixed
point theorems. The existence criteria is developed and discussed in Section 3. Finally,
examples are presented in Section 4 to illustrate the importance of the results obtained.
2. Preliminaries
In this section we shall state some necessary definitions and the relevant fixed point
theorems. Let B be a Banach space equipped with norm ‖ · ‖.
Definition 2.1. Let C (⊂ B) be a nonempty closed convex set. We say that C is a cone
provided the following conditions are satisfied:
(a) if u ∈ C and α  0, then αu ∈ C;
(b) if u ∈ C and −u ∈ C, then u = 0.
Definition 2.2. Let C (⊂ B) be a cone. A map ψ is a nonnegative continuous concave
functional on C if the following conditions are satisfied:
(a) ψ : C → [0,∞) is continuous;
(b) ψ(ty + (1 − t)z) tψ(y) + (1 − t)ψ(z) for all y, z ∈ C and 0 t  1.
Definition 2.3. Let C (⊂ B) be a cone. A map β is a nonnegative continuous convex
functional on C if the following conditions are satisfied:
(a) β : C → [0,∞) is continuous;
(b) β(ty + (1 − t)z) tβ(y)+ (1 − t)β(z) for all y, z ∈ C and 0 t  1.
Let γ,β,Θ be nonnegative continuous convex functionals on C and α,ψ be nonneg-
ative continuous concave functionals on C. For nonnegative numbers wi , 1  i  3, we
shall introduce the following notations:
C(w1) =
{
u ∈ C ∣∣ ‖u‖ < w1},
C(ψ,w1,w2) =
{
u ∈ C ∣∣ψ(u)w1 and ‖u‖w2},
P (γ,w1) =
{
u ∈ C ∣∣ γ (u) < w1},
P (γ,α,w1,w2) =
{
u ∈ C ∣∣ α(u)w1 and γ (u)w2},
P.J.Y. Wong / J. Math. Anal. Appl. 298 (2004) 120–145 123Q(γ,β,w1,w2) =
{
u ∈ C ∣∣ β(u)w1 and γ (u)w2},
P (γ,Θ,α,w1,w2,w3) =
{
u ∈ C ∣∣ α(u)w1, Θ(u)w2, and γ (u)w3},
Q(γ,β,ψ,w1,w2,w3) =
{
u ∈ C ∣∣ψ(u)w1, β(u)w2, and γ (u)w3}.
The following fixed point theorems are needed later. The first is usually called Leggett–
Williams’ fixed point theorem, and the second is known as the five-functional fixed point
theorem.
Theorem 2.1 [17]. Let C (⊂ B) be a cone, and w4 > 0 be given. Assume that ψ is a
nonnegative continuous concave functional on C such that ψ(u) ‖u‖ for all u ∈ C¯(w4),
and let S : C¯(w4) → C¯(w4) be a continuous and completely continuous operator. Suppose
that there exist numbers w1,w2,w3 where 0 < w1 < w2 < w3 w4 such that
(a) {u ∈ C(ψ,w2,w3) | ψ(u) > w2} = ∅, and ψ(Su) > w2 for all u ∈ C(ψ,w2,w3);
(b) ‖Su‖ < w1 for all u ∈ C¯(w1);
(c) ψ(Su) > w2 for all u ∈ C(ψ,w2,w4) with ‖Su‖ > w3.
Then S has (at least) three fixed points u1, u2, and u3 in C¯(w4). Furthermore, we have
u1 ∈ C(w1), u2 ∈
{
u ∈ C(ψ,w2,w4)
∣∣ ψ(u) > w2}, and
u3 ∈ C¯(w4)\
(
C(ψ,w2,w4) ∪ C¯(w1)
)
.
Theorem 2.2 [7]. Let C (⊂ B) be a cone. Assume that there exist positive numbers w5,M ,
nonnegative continuous convex functionals γ,β,Θ on C, and nonnegative continuous con-
cave functionals α,ψ on C, with
α(u) β(u) and ‖u‖Mγ(u)
for all u ∈ P¯ (γ,w5). Let S : P¯ (γ,w5) → P¯ (γ,w5) be a continuous and completely
continuous operator. Suppose that there exist nonnegative numbers wi , 1  i  4, with
0 < w2 < w3 such that
(a) {u ∈ P(γ,Θ,α,w3,w4,w5) | α(u) > w3} = ∅, and α(Su) > w3 for all u ∈ P(γ,Θ,
α,w3,w4,w5);
(b) {u ∈ Q(γ,β,ψ,w1,w2,w5) | β(u) < w2} = ∅, and β(Su) < w2 for all u ∈ Q(γ,β,
ψ,w1,w2,w5);
(c) α(Su) > w3 for all u ∈ P(γ,α,w3,w5) with Θ(Su) > w4;
(d) β(Su) < w2 for all u ∈ Q(γ,β,w2,w5) with ψ(Su) < w1.
Then S has (at least) three fixed points u1, u2, and u3 in P¯ (γ,w5). Furthermore, we have
β
(
u1
)
< w2, α
(
u2
)
> w3, and β
(
u3
)
> w2 with α
(
u3
)
< w3. (2.1)
We also require the definition of a Lq -Carathéodory function.
Definition 2.4 [20]. A function P : [0,1] ×Rn →R is a Lq -Carathéodory function if the
following conditions hold:
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(b) The map u → P(t, u) is continuous for almost all t ∈ [0,1].
(c) For any r > 0, there exists µr ∈ Lq [0,1] such that |u|  r implies that |P(t, u)| 
µr(t) for almost all t ∈ [0,1].
3. Main results
Throughout we shall denote u = (u1, u2, . . . , un). Let the Banach space
B = {u ∈ C(m1)[0,1] × C(m2)[0,1] × · · · × C(mn)[0,1] ∣∣
u
(j)
i (0) = 0, 0 j mi − 3, 1 i  n
} (3.1)
be equipped with norm
‖u‖ = max
1in
sup
t∈[0,1]
∣∣u(mi−2)i (t)∣∣= max1in |ui |0, (3.2)
where we denote |ui |0 = supt∈[0,1] |u(mi−2)i (t)|, 1 i  n.
To apply the fixed point theorems in Section 2, we need to define an operator S : B → B
so that a solution u of the system (SL) is a fixed point of S, i.e., u = Su. For this, let gi(t, s)
be the Green’s function of the boundary value problem
−y(mi)(t) = 0, t ∈ [0,1],
y(j)(0) = 0, 0 j mi − 3,
ξy(mi−2)(0)− ηy(mi−1)(0) = 0, ωy(mi−2)(1) + δy(mi−1)(1) = 0. (3.3)
Let
G(t, s) = ∂
mi−2
∂tmi−2
gi(t, s) = g(mi−2)i (t, s). (3.4)
It can be verified [23] that G(t, s) is the Green’s function of the boundary value problem
−y ′′(t) = 0, t ∈ [0,1]
ξy(0)− ηy ′(0) = 0, ωy(1) + δy ′(1) = 0. (3.5)
Further, it is known that [23]
G(t, s) = 1
Γ
{
(η + ξs)[δ + ω(1 − t)], s ∈ [0, t],
(η + ξt)[δ +ω(1 − s)], s ∈ [t,1]. (3.6)
If u is a solution of (SL), then it can be represented as
ui(t) =
1∫
0
gi(t, s)Pi
(
s, u(s)
)
ds, t ∈ [0,1], 1 i  n.
Hence, we shall define the operator S : B → B by
Su(t) = (Su1(t), Su2(t), . . . , Sun(t)), t ∈ [0,1], (3.7)
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Sui(t) =
1∫
0
gi(t, s)Pi
(
s, u(s)
)
ds, t ∈ [0,1], 1 i  n. (3.8)
It is clear that a fixed point of the operator S is a solution of the system (SL). Moreover,
noting (3.4), we see that (3.8) is equivalent to
(Sui)
(mi−2)(t) =
1∫
0
G(t, s)Pi
(
s, u(s)
)
ds, t ∈ [0,1], 1 i  n. (3.9)
Our first lemma gives the properties of the Green’s function G(t, s) which will be used
later.
Lemma 3.1 [23]. It is known that
(a) G(t, s) ∈ C[0,1], t ∈ [0,1] and the map t → G(t, s) is continuous from [0,1] to
C[0,1];
(b) G(t, s) 0, (t, s) ∈ [0,1] × [0,1];
(c) G(t, s) > 0, (t, s) ∈ (0,1)× (0,1);
(d) G(t, s)AG(s, s), (t, s) ∈ [ 14 , 34 ]× [0,1] where 0 < A < 1 is given by
A = min
{
4η + ξ
4(η + ξ) ,
4δ + ω
4(δ + ω),
4η + 3ξ
4η + ξ ,
4δ + 3ω
4δ + ω
}
;
(e) G(t, s)DG(s, s), (t, s) ∈ [0,1] × [0,1] where D  1 is given by
D = max
{
1,
η
η + ξ ,
δ
δ + ω
}
.
Lemma 3.2. The operator S defined in (3.7) is continuous and completely continuous.
Proof. From Lemma 3.1(a), we have G(t, s) ∈ C[0,1] ⊆ L∞[0,1], t ∈ [0,1], and the map
t → G(t, s) is continuous from [0,1] to C[0,1]. This together with Pi : [0,1] ×Rn → R
is a L1-Carathéodory function ensures (as in [20, Theorem 4.2.2]) that S is continuous and
completely continuous. 
For clarity, we shall list the conditions that are needed later. Note that in these conditions
θi ∈ {1,−1}, 1 i  n, are fixed, and the sets K˜ and K are given by
K˜ = {u ∈ B ∣∣ for each 1 i  n, θiui(t) 0 for t ∈ [0,1]}
and
K = {u ∈ K˜ ∣∣ for some j ∈ {1,2, . . . , n}, θjuj (t) > 0 for some t ∈ [0,1]}= K˜\{0}.
(C1) For each 1 i  n, assume that
θiPi(t, u) 0, u ∈ K˜, a.e. t ∈ (0,1) and
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(C2) There exist continuous functions f , b, and ai , 1 i  n, with f : Rn → [0,∞) and
b, ai : (0,1) → [0,∞) such that for each 1 i  n,
ai(t)f (u) θiPi(t, u) b(t)f (u), u ∈ K˜, a.e. t ∈ (0,1).
(C3) For each 1 i  n, there exists a number 0 < ρi  1 such that
ai(t) ρib(t), a.e. t ∈ (0,1).
Next, we define a cone C in B as
C =
{
u ∈ B
∣∣∣∣ for each 1 i  n, θiu(mi−2)i (t) 0 for t ∈ [0,1],
and min
t∈[ 14 , 34 ]
θiu
(mi−2)
i (t)
A
D
ρi |ui |0
}
, (3.10)
where A, D, and ρi are defined in Lemmas 3.1(d), 3.1(e) and (C3), respectively.
Our next lemma states the properties of elements in B and C which will be needed later.
Lemma 3.3 [23].
(a) Let u ∈ B . For each 1 i  n, we have
∣∣u(j)i (t)∣∣ tmi−2−j(mi − 2 − j)! |ui |0, t ∈ [0,1], 0 j mi − 2. (3.11)
In particular,∣∣ui(t)∣∣ 1
(mi − 2)! ‖u‖, t ∈ [0,1], 1 i  n. (3.12)
(b) Let u ∈ C. For each 1 i  n, we have
θiu
(j)
i (t) 0, t ∈ [0,1], 0 j mi − 2 (3.13)
and
θiu
(j)
i (t)
(
t − 1
4
)mi−2−j 1
(mi − 2 − j)!
A
D
ρi |ui |0,
t ∈
[
1
4
,
3
4
]
, 0 j mi − 2. (3.14)
In particular,
θiui(t)
1
4mi−2(mi − 2)!
A
D
ρi |ui |0, t ∈
[
1
2
,
3
4
]
, 1 i  n. (3.15)
Remark 3.1. If u ∈ C is a solution of (SL), then it follows from (3.13) that u is a fixed-sign
solution of (SL). In fact, we have C ⊆ K˜ .
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u ∈ K˜ and t ∈ [0,1],
1∫
0
G(t, s)ai(s)f
(
u(s)
)
ds  θi(Sui)(mi−2)(t)
1∫
0
G(t, s)b(s)f
(
u(s)
)
ds,
1 i  n. (3.16)
Lemma 3.4. Let (C1)–(C3) hold. Then, the operator S maps C into itself.
Proof. Let u ∈ C. From (3.16) we have for 1 i  n and t ∈ [0,1],
θi(Sui)
(mi−2)(t)
1∫
0
G(t, s)ai(s)f
(
u(s)
)
ds  0. (3.17)
Next, using (3.17), (3.16), and Lemma 3.1(e), we obtain for 1 i  n and t ∈ [0,1],∣∣(Sui)(mi−2)(t)∣∣
= θi(Sui)(mi−2)(t)
1∫
0
G(t, s)b(s)f
(
u(s)
)
ds 
1∫
0
DG(s, s)b(s)f
(
u(s)
)
ds.
Therefore, we have
|Sui |0 = sup
t∈[0,1]
∣∣(Sui)(mi−2)(t)∣∣D
1∫
0
G(s, s)b(s)f
(
u(s)
)
ds, 1 i  n, (3.18)
which immediately gives
‖Su‖ = max
1in
|Sui |0 D
1∫
0
G(s, s)b(s)f
(
u(s)
)
ds. (3.19)
Now, applying (3.16), Lemma 3.1(d), (C3), and (3.18), we find for 1  i  n and
t ∈ [ 14 , 34 ],
θi(Sui)
(mi−2)(t)
1∫
0
G(t, s)ai(s)f
(
u(s)
)
ds 
1∫
0
AG(s, s)ρib(s)f
(
u(s)
)
ds
 A
D
ρi |Sui |0.
This leads to
min
t∈[ 14 , 34 ]
θi(Sui)
(mi−2)(t) A
D
ρi |Sui |0, 1 i  n. (3.20)
With (3.17) and (3.20) established, we have shown that Su ∈ C. 
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C′(⊂ C) given by
C′ =
{
u ∈ B
∣∣∣∣ for each 1 i  n, θiu(mi−2)i (t) 0 for t ∈ [0,1]
and min
t∈[ 14 , 34 ]
θiu
(mi−2)
i (t)
A
D
ρi‖u‖
}
.
The arguments used will be similar.
For subsequent results, we define the following constants for each 1 i  n and fixed
numbers τ1, τ2, τ3, τ4 ∈ [0,1]:
q = sup
t∈[0,1]
1∫
0
G(t, s)b(s) ds, ri = min
t∈[ 14 , 34 ]
3
4∫
1
2
G(t, s)ai(s) ds,
d1,i = min
t∈[τ2,τ3]
3
4∫
1
2
G(t, s)ai(s) ds, d2 = max
t∈[τ1,τ4]
τ4∫
τ1
G(t, s)b(s) ds,
d3 = max
t∈[τ1,τ4]
[ τ1∫
0
G(t, s)b(s) ds +
1∫
τ4
G(t, s)b(s) ds
]
,
d4 = max
t∈[τ1,τ4]
τ4∫
max{τ1,1/2}
G(t, s)b(s) ds,
d5 = max
t∈[τ1,τ4]
[ max{τ1,1/2}∫
0
G(t, s)b(s) ds +
1∫
τ4
G(t, s)b(s) ds
]
. (3.21)
Lemma 3.5. Let (C1)–(C3) hold, and assume
(C4) for each t ∈ [0,1], the function G(t, s)b(s) is nonzero on a subset of [0,1] of positive
measure.
Suppose that there exists a number d > 0 such that for |uj | ∈ [0, d/(mj − 2)!], 1 j  n,
f (u1, u2, . . . , un) <
d
q
. (3.22)
Then,
S
(
C¯(d)
)⊆ C(d) ⊂ C¯(d). (3.23)
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Applying (3.17), (3.16), (C4), (3.22), and (3.21), we find for 1 i  n and t ∈ [0,1],
∣∣(Sui)(mi−2)(t)∣∣= θi(Sui)(mi−2)(t)
1∫
0
G(t, s)b(s)f
(
u(s)
)
ds
<
1∫
0
G(t, s)b(s)
d
q
ds  q d
q
= d.
This implies |Sui |0 < d , 1 i  n, and so ‖Su‖ < d . Coupling with the fact that Su ∈ C
(Lemma 3.4), we have Su ∈ C(d). The conclusion (3.23) is now immediate. 
The next lemma is similar to Lemma 3.5 and hence we shall omit the proof.
Lemma 3.6. Let (C1)–(C3) hold. Suppose that there exists a number d > 0 such that for
|uj | ∈ [0, d/(mj − 2)!], 1 j  n,
f (u1, u2, . . . , un)
d
q
.
Then,
S
(
C¯(d)
)⊆ C¯(d).
We are now ready to establish existence criteria for three fixed-sign solutions. Our first
result employs Theorem 2.1.
Theorem 3.1. Let (C1)–(C4) hold, and assume
(C5) for each 1  i  n and each t ∈ [ 14 , 34], the function G(t, s)ai(s) is nonzero on a
subset of [ 12 , 34 ] of positive measure.
Suppose that there exist numbers w1,w2,w3 with
0 < w1 < w2 <
w2
(A/D)min1in ρi
w3
such that the following hold:
(P) f (u1, u2, . . . , un) < w1/q for |uj | ∈ [0,w1/(mj − 2)!], 1 j  n;
(Q) one of the following holds:
(Q1) lim sup|u1|,|u2|,...,|un|→∞ f (u1, u2, . . . , un)/|uj | < 1/q for some j ∈ {1,2,
. . . , n};
(Q2) there exists a number d ( w3) such that f (u1, u2, . . . , un)  d/q for |uj | ∈
[0, d/(mj − 2)!], 1 j  n;
(R) for each 1  i  n, f (u1, u2, . . . , un) > w2/ri for |uj | ∈ [Aρjw2/(D4mj−2 ×
(mj − 2)!),w3/(mj − 2)!], 1 j  n.
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∥∥u1∥∥< w1; θi(u2i )(mi−2)(t) > w2, t ∈
[
1
4
,
3
4
]
, 1 i  n;
∥∥u3∥∥> w1 and min
1in
min
t∈[ 14 , 34 ]
θi
(
u3i
)(mi−2)(t) < w2. (3.24)
Proof. We shall employ Theorem 2.1. First, we shall prove that condition (Q) implies the
existence of a number w4 where w4 w3 such that
S
(
C¯(w4)
)⊆ C¯(w4). (3.25)
Suppose that (Q2) holds. Then, by Lemma 3.6 we immediately have (3.25) where we pick
w4 = d . Suppose now that (Q1) is satisfied. Then, there exist N > 0 and ε < 1/q such that
for some j ∈ {1,2, . . . , n},
f (u1, u2, . . . , un)
|uj | < ε, |u1|, |u2|, . . . , |un| > N. (3.26)
Define
M = max
|um|∈[0,N],1mn
f (u1, u2, . . . , un).
In view of (3.26), it is clear that for some j ∈ {1,2, . . . , n}, the following holds for all
(u1, u2, . . . , un) ∈Rn:
f (u1, u2, . . . , un)M + ε|uj |. (3.27)
Now, pick the number w4 so that
w4 > max
{
w3,M
[
1
q
− max
1jn
ε
(mj − 2)!
]−1}
. (3.28)
Let u ∈ C¯(w4). Then, using (3.17), (3.16), (3.27), (3.12), and (3.28) we find for 1 i  n
and t ∈ [0,1],∣∣(Sui)(mi−2)(t)∣∣= θi(Sui)(mi−2)(t)

1∫
0
G(t, s)b(s)f
(
u(s)
)
ds 
1∫
0
G(t, s)b(s)
[
M + ε∣∣uj (s)∣∣]ds

1∫
0
G(t, s)b(s)
[
M + ε max
1jn
w4
(mj − 2)!
]
ds
 q
[
M + ε max
1jn
w4
(mj − 2)!
]
< q
{
w4
[
1 − max ε
]
+ ε max w4
}
= w4.q 1jn (mj − 2)! 1jn (mj − 2)!
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Thus, (3.25) follows immediately.
Let ψ : C → [0,∞) be defined by
ψ(u) = min
1in
min
t∈[ 14 , 34 ]
θiu
(mi−2)
i (t).
Clearly, ψ is a nonnegative continuous concave functional on C and ψ(u)  ‖u‖ for all
u ∈ C.
We shall verify that condition (a) of Theorem 2.1 is satisfied. First, we note that(
θ1tm1−2
(m1 − 2)!
w2 + w3
2
,
θ2tm2−2
(m2 − 2)!
w2 + w3
2
, . . . ,
θnt
mn−2
(mn − 2)!
w2 + w3
2
)
∈ {u ∈ C(ψ,w2,w3) ∣∣ψ(u) > w2} = ∅.
Next, let u ∈ C(ψ,w2,w3). Then, w2 ψ(u) ‖u‖w3 provides
θju
(mj−2)
j (s) ∈ [w2,w3], s ∈
[
1
4
,
3
4
]
, 1 j  n. (3.29)
In view of (3.15) and (3.12), it follows that
θjuj (s) =
∣∣uj (s)∣∣ ∈
[
Aρjw2
D4mj−2(mj − 2)!
,
w3
(mj − 2)!
]
,
s ∈
[
1
2
,
3
4
]
, 1 j  n. (3.30)
Applying (3.16), (3.30), (C5), (R), and (3.21), we find
ψ(Su) = min
1in
min
t∈[ 14 , 34 ]
θi(Sui)
(mi−2)(t)
 min
1in
min
t∈[ 14 , 34 ]
1∫
0
G(t, s)ai(s)f
(
u(s)
)
ds
 min
1in
min
t∈[ 14 , 34 ]
3
4∫
1
2
G(t, s)ai(s)f
(
u(s)
)
ds
> min
1in
min
t∈[ 14 , 34 ]
3
4∫
1
2
G(t, s)ai(s)
w2
ri
ds
= min
1in
ri
w2
ri
= w2.
Therefore, we have shown that ψ(Su) > w2 for all u ∈ C(ψ,w2,w3).
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then ‖u‖w1 and so by (3.12) we have
∣∣uj (s)∣∣ ∈
[
0,
w1
(mj − 2)!
]
, s ∈ [0,1], 1 j  n.
It is now clear from Lemma 3.5 and condition (P) that S(C¯(w1)) ⊆ C(w1).
Finally, we shall show that condition (c) of Theorem 2.1 holds. Let u ∈ C(ψ,w2,w4)
with ‖Su‖ > w3. Using (3.16), Lemma 3.1(d), (C3), and (3.19), we get
ψ(Su) = min
1in
min
t∈[ 14 , 34 ]
θi(Sui)
(mi−2)(t)
 min
1in
min
t∈[ 14 , 34 ]
1∫
0
G(t, s)ai(s)f
(
u(s)
)
ds
 min
1in
1∫
0
AG(s, s)ρib(s)f
(
u(s)
)
ds
 min
1in
A
D
ρi‖Su‖ > min
1in
A
D
ρiw3
 min
1in
A
D
ρi
w2
(A/D)min1jn ρj
= w2.
Hence, we have proved that ψ(Su) > w2 for all u ∈ C(ψ,w2,w4) with ‖Su‖ > w3.
It now follows from Theorem 2.1 that the system (SL) has (at least) three fixed-sign
solutions u1, u2, u3 ∈ C¯(w4) satisfying (2.1). It is easy to see that here (2.1) reduces
to (3.24). 
We shall now employ Theorem 2.2 to give other existence criteria. In applying Theo-
rem 2.2 it is possible to choose the functionals and constants in many different ways. We
shall present two results to show the arguments involved. In particular the first result is a
generalization of Theorem 3.1.
Theorem 3.2. Let (C1)–(C3) hold. Assume there exist numbers τ1, τ2, τ3, τ4 with
0 τ1 
1
4
 τ2 < τ3 
3
4
 τ4  1
such that
(C6) for each 1  i  n and each t ∈ [τ2, τ3], the function G(t, s)ai(s) is nonzero on a
subset of [ 12 , 34 ] of positive measure;
(C7) for each t ∈ [τ1, τ4], the function G(t, s)b(s) is nonzero on a subset of [τ1, τ4] of
positive measure.
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0 < w2 < w3 <
w3
(A/D)min1in ρi
w4 w5 and w2 >
w5d3
q
such that the following hold:
(P) f (u1, u2, . . . , un) < 1/d2(w2 −w5d3/q) for |uj | ∈ [0, qj (w2)], 1 j  n;
(Q) f (u1, u2, . . . , un)w5/q for |uj | ∈ [0,w5/(mj − 2)!], 1 j  n;
(R) for each 1  i  n, f (u1, u2, . . . , un) > w3/d1,i for |uj | ∈ [Aρjw3/(D4mj−2 ×
(mj − 2)!), qj (w4)], 1 j  n;
where
qj (t) =
mj−3∑
k=0
τ
mj−2−k
1
(mj − 2 − k)!
(τ4 − τ1)k
k! w5 +
(τ4 − τ1)mj−2
(mj − 2)! t .
Then, the system (SL) has (at least) three fixed-sign solutions u1, u2, u3 ∈ C¯(w5) such that
θi
(
u1i
)(mi−2)(t) < w2, t ∈ [τ1, τ4], 1 i  n;
θi
(
u2i
)(mi−2)(t) > w3, t ∈ [τ2, τ3], 1 i  n;
max
1in
max
t∈[τ1,τ4]
θi
(
u3i
)(mi−2)(t) > w2 and min
1in
min
t∈[τ2,τ3]
θi
(
u3i
)(mi−2)(t) < w3.
(3.31)
Proof. In the context of Theorem 2.2, we define the following functionals on C:
γ (u) = ‖u‖,
ψ(u) = min
1in
min
t∈[ 14 , 34 ]
θiu
(mi−2)
i (t),
β(u) = Θ(u) = max
1in
max
t∈[τ1,τ4]
θiu
(mi−2)
i (t),
α(u) = min
1in
min
t∈[τ2,τ3]
θiu
(mi−2)
i (t). (3.32)
First, we shall show that the operator S maps P¯ (γ,w5) into P¯ (γ,w5). Let u ∈
P¯ (γ,w5) = C¯(w5). Then, we have ‖u‖w5 and it follows from (3.12) that∣∣uj (s)∣∣ ∈
[
0,
w5
(mj − 2)!
]
, s ∈ [0,1], 1 j  n.
Using (Q) and Lemma 3.6, we get S(C¯(w5)) ⊆ C¯(w5), i.e., S : P¯ (γ,w5) → P¯ (γ,w5).
Next, we shall prove that condition (a) of Theorem 2.2 is fulfilled. First, we note that(
θ1tm1−2
(m1 − 2)!
w3 + w4
2
,
θ2tm2−2
(m2 − 2)!
w3 + w4
2
, . . . ,
θnt
mn−2
(mn − 2)!
w3 + w4
2
)
∈ {u ∈ P(γ,Θ,α,w3,w4,w5) ∣∣ α(u) > w3} = ∅.
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mediately implies |uj |0 w3, 1 j  n. By (3.15) it follows that
θjuj (s)
1
4mj−2(mj − 2)!
A
D
ρjw3, s ∈
[
1
2
,
3
4
]
, 1 j  n. (3.33)
Moreover, we have Θ(u)w4 or equivalently
θju
(mj−2)
j (s)w4, s ∈ [τ1, τ4], 1 j  n.
Integrating the above from τ1 to s repeatedly yields
θjuj (s)
mj−3∑
k=0
θju
(k)
j (τ1)
(s − τ1)k
k! +
(s − τ1)mj−2
(mj − 2)! w4, s ∈ [τ1, τ4], 1 j  n
from which we get, in view of (3.11),
θjuj (s) qj (w4), s ∈ [τ1, τ4], 1 j  n. (3.34)
Combining (3.33) and (3.34) gives
θjuj (s) =
∣∣uj (s)∣∣ ∈
[
Aρjw3
D4mj−2(mj − 2)!
, qj (w4)
]
, s ∈
[
1
2
,
3
4
]
, 1 j  n.
(3.35)
Applying (3.16), (3.35), (C6), (R), and (3.21), we obtain
α(Su) = min
1in
min
t∈[τ2,τ3]
θi(Sui)
(mi−2)(t)
 min
1in
min
t∈[τ2,τ3]
1∫
0
G(t, s)ai(s)f
(
u(s)
)
ds
 min
1in
min
t∈[τ2,τ3]
3
4∫
1
2
G(t, s)ai(s)f
(
u(s)
)
ds
> min
1in
min
t∈[τ2,τ3]
3
4∫
1
2
G(t, s)ai(s)
w3
d1,i
ds
= min
1in
d1,i
w3
d1,i
= w3.
Hence, α(Su) > w3 for all u ∈ P(γ,Θ,α,w3,w4,w5).
We shall now verify that condition (b) of Theorem 2.2 is satisfied. Let w1 be such that
0 < w1 < w2. It is clear that(
θ1t
m1−2
(m1 − 2)!
w1 + w2
2
,
θ2t
m2−2
(m2 − 2)!
w1 + w2
2
, . . . ,
θnt
mn−2
(mn − 2)!
w1 + w2
2
)
∈ {u ∈ Q(γ,β,ψ,w1,w2,w5) ∣∣ β(u) < w2} = ∅.
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θju
(mj−2)
j (s)w2, s ∈ [τ1, τ4], 1 j  n.
Integrating the above from τ1 to s repeatedly provides
θjuj (s)
mj−3∑
k=0
θju
(k)
j (τ1)
(s − τ1)k
k! +
(s − τ1)mj−2
(mj − 2)! w2, s ∈ [τ1, τ4], 1 j  n
from which it is clear that, noting (3.11),
θjuj (s) =
∣∣uj (s)∣∣ qj (w2), s ∈ [τ1, τ4], 1 j  n. (3.36)
Further, we have γ (u) = ‖u‖w5 which, by (3.12), implies∣∣uj (s)∣∣ w5
(mj − 2)! , s ∈ [0,1], 1 j  n. (3.37)
Noting (3.16), (3.36), (3.37), (C7), (P), (Q), and (3.21), we find
β(Su) = max
1in
max
t∈[τ1,τ4]
θi(Sui)
(mi−2)(t)
 max
1in
max
t∈[τ1,τ4]
1∫
0
G(t, s)b(s)f
(
u(s)
)
ds
= max
t∈[τ1,τ4]
[ τ4∫
τ1
G(t, s)b(s)f
(
u(s)
)
ds
+
τ1∫
0
G(t, s)b(s)f
(
u(s)
)
ds +
1∫
τ4
G(t, s)b(s)f
(
u(s)
)
ds
]
< max
t∈[τ1,τ4]
τ4∫
τ1
G(t, s)b(s)
1
d2
(
w2 − w5d3
q
)
ds
+ max
t∈[τ1,τ4]
[ τ1∫
0
G(t, s)b(s) ds +
1∫
τ4
G(t, s)b(s) ds
]
w5
q
= d2 1
d2
(
w2 − w5d3
q
)
+ d3 w5
q
= w2.
Therefore, β(Su) < w2 for all u ∈ Q(γ,β,ψ,w1,w2,w5).
Next, we shall show that condition (c) of Theorem 2.2 is met. Using Lemma 3.1(e), we
observe that for u ∈ C,
Θ(Su) = max max θi(Sui)(mi−2)(t)1in t∈[τ1,τ4]
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1in
max
t∈[τ1,τ4]
1∫
0
G(t, s)b(s)f
(
u(s)
)
ds
 max
1in
max
t∈[τ1,τ4]
1∫
0
DG(s, s)b(s)f
(
u(s)
)
ds
= D
1∫
0
G(s, s)b(s)f
(
u(s)
)
ds. (3.38)
Moreover, (C3) and Lemma 3.1(d) yield for u ∈ C,
α(Su) = min
1in
min
t∈[τ2,τ3]
θi(Sui)
(mi−2)(t)
 min
1in
min
t∈[τ2,τ3]
1∫
0
G(t, s)ai(s)f
(
u(s)
)
ds
 min
1in
min
t∈[ 14 , 34 ]
1∫
0
G(t, s)ρib(s)f
(
u(s)
)
ds
 min
1in
Aρi
1∫
0
G(s, s)b(s)f
(
u(s)
)
ds. (3.39)
A combination of (3.38) and (3.39) gives
α(Su) min
1in
A
D
ρiΘ(Su), u ∈ C. (3.40)
Let u ∈ P(γ,α,w3,w5) with Θ(Su) > w4. Then, it follows from (3.40) that
α(Su) min
1in
A
D
ρiΘ(Su) > min
1in
A
D
ρiw4
 min
1in
A
D
ρi
w3
(A/D)min1jn ρj
= w3.
Thus, α(Su) > w3 for all u ∈ P(γ,α,w3,w5) with Θ(Su) > w4.
Finally, we shall prove that condition (d) of Theorem 2.2 is fulfilled. Let u ∈
Q(γ,β,w2,w5) with ψ(Su) < w1. Then, we have β(u) w2 and γ (u)w5 which give
(3.36) and (3.37), respectively. Using (3.16), (3.36), (3.37), (C7), (P), (Q), and (3.21), we
get as in an earlier part β(Su) < w2 for all u ∈ Q(γ,β,w2,w5) with ψ(Su) < w1.
It now follows from Theorem 2.2 that the system (SL) has (at least) three fixed-sign solu-
tions u1, u2, u3 ∈ P¯ (γ,w5) = C¯(w5) satisfying (2.2). It is clear that (2.2) reduces to (3.31)
immediately. 
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τ1 = 0, τ4 = 1, τ2 = 14 , and τ3 =
3
4
,
then
d1,i = ri , 1 i  n, d2 = q, and d3 = 0. (3.41)
In this case Theorem 3.2 yields the following corollary.
Corollary 3.1. Let (C1)–(C3) hold, and assume
(C6)′ for each 1  i  n and each t ∈ [ 14 , 34 ], the function G(t, s)ai(s) is nonzero on a
subset of [ 12 , 34 ] of positive measure;(C7)′ for each t ∈ [0,1], the function G(t, s)b(s) is nonzero on a subset of [0,1] of positive
measure.
Suppose that there exist numbers wi , 2 i  5, with
0 < w2 < w3 <
w3
(A/D)min1in ρi
w4 w5
such that the following hold:
(P) f (u1, u2, . . . , un) < w2/q for |uj | ∈ [0,w2/(mj − 2)!], 1 j  n;
(Q) f (u1, u2, . . . , un)w5/q for |uj | ∈ [0,w5/(mj − 2)!], 1 j  n;
(R) for each 1  i  n, f (u1, u2, . . . , un) > w3/ri for |uj | ∈ [Aρjw3/(D4mj−2 ×
(mj − 2)!),w4/(mj − 2)!], 1 j  n.
Then, the system (SL) has (at least) three fixed-sign solutions u1, u2, u3 ∈ C¯(w5) such that∥∥u1∥∥< w2; θi(u2i )(mi−2)(t) > w3, t ∈
[
1
4
,
3
4
]
, 1 i  n;
∥∥u3∥∥> w2 and min
1in
min
t∈[ 14 , 34 ]
θi
(
u3i
)(mi−2)(t) < w3. (3.42)
Remark 3.4. Corollary 3.1 is actually Theorem 3.1. Hence, Theorem 3.2 is more general
than Theorem 3.1.
The next result illustrates another application of Theorem 2.2.
Theorem 3.3. Let (C1)–(C3) hold. Assume there exist numbers τ1, τ2, τ3, τ4 with
1
4
 τ1  τ2 < τ3  τ4 
3
4
and τ4 > max
{
τ1,
1
2
}
such that (C6) holds and
(C8) for each t ∈ [τ1, τ4], the function G(t, s)b(s) is nonzero on a subset of
[
max
{
τ1,
1
2
}
,
τ4
]
of positive measure.
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0 < w1 w2 · A
D
min
1in
ρi < w2 < w3 <
w3
(A/D)min1in ρi
w4 w5 and
w2 >
w5d5
q
such that the following hold:
(P) f (u1, u2, . . . , un) < 1/d4(w2 − (w5d5)/q) for |uj | ∈ [Aρjw1/(D4mj−2(mj − 2)!),
qj (w2)], 1 j  n;
(Q) f (u1, u2, . . . , un)w5/q for |uj | ∈ [0,w5/(mj − 2)!], 1 j  n;
(R) for each 1  i  n, f (u1, u2, . . . , un) > w3/d1,i for |uj | ∈ [Aρjw3/(D4mj−2×
(mj − 2)!), qj (w4)], 1 j  n;
where qj (·) is defined in Theorem 3.2. Then, the system (SL) has (at least) three fixed-sign
solutions u1, u2, u3 ∈ C¯(w5) such that
θi
(
u1i
)(mi−2)(t) < w2, t ∈ [τ1, τ4], 1 i  n,
θi
(
u2i
)(mi−2)(t) > w3, t ∈ [τ2, τ3], 1 i  n,
max
1in
max
t∈[τ1,τ4]
θi
(
u3i
)(mi−2)(t) > w2 and min
1in
min
t∈[τ2,τ3]
θi
(
u3i
)(mi−2)(t) < w3.
(3.43)
Proof. In the context of Theorem 2.2, we define the following functionals on C:
γ (u) = ‖u‖,
ψ(u) = min
1in
min
t∈[τ1,τ4]
θiu
(mi−2)
i (t),
β(u) = max
1in
max
t∈[τ1,τ4]
θiu
(mi−2)
i (t),
α(u) = min
1in
min
t∈[τ2,τ3]
θiu
(mi−2)
i (t),
Θ(u) = max
1in
max
t∈[τ2,τ3]
θiu
(mi−2)
i (t). (3.44)
First, using (Q), as in the proof of Theorem 3.2, we can show that S : P¯ (γ,w5) →
P¯ (γ,w5).
Next, using (R) and a similar argument as in the proof of Theorem 3.2, we can verify
that condition (a) of Theorem 2.2 is fulfilled.
Now, we shall check that condition (b) of Theorem 2.2 is satisfied. First, it is clear that(
θ1tm1−2
(m1 − 2)!
w1 + w2
2
,
θ2tm2−2
(m2 − 2)!
w1 + w2
2
, . . . ,
θnt
mn−2
(mn − 2)!
w1 + w2
2
)
∈ {u ∈ Q(γ,β,ψ,w1,w2,w5) ∣∣ β(u) < w2} = ∅.
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1 j  n. It follows from (3.15) that
θjuj (s)
1
4mj−2(mj − 2)!
A
D
ρjw1, s ∈
[
1
2
,
3
4
]
, 1 j  n. (3.45)
Moreover, we have β(u)w2 or equivalently
θju
(mj−2)
j (s)w2, s ∈ [τ1, τ4], 1 j  n.
Integrating the above repeatedly from τ1 to s yields
θjuj (s)
mj−3∑
k=0
θju
(k)
j (τ1)
(s − τ1)k
k! +
(s − τ1)mj−2
(mj − 2)! w2, s ∈ [τ1, τ4], 1 j  n,
which immediately implies
θjuj (s) qj (w2), s ∈ [τ1, τ4], 1 j  n. (3.46)
A combination of (3.45) and (3.46) gives
θjuj (s) =
∣∣uj (s)∣∣ ∈
[
Aρjw1
D4mj−2(mj − 2)!
, qj (w2)
]
,
s ∈
[
max
{
τ1,
1
2
}
, τ4
]
, 1 j  n. (3.47)
Further, we have γ (u)w5 which, by (3.12), leads to∣∣uj (s)∣∣ ∈
[
0,
w5
(mj − 2)!
]
, s ∈ [0,1], 1 j  n. (3.48)
Using (3.16), (3.47), (3.48), (C8), (P), (Q), and (3.21), we find
β(Su) = max
1in
max
t∈[τ1,τ4]
θi(Sui)
(mi−2)(t)
 max
1in
max
t∈[τ1,τ4]
1∫
0
G(t, s)b(s)f
(
u(s)
)
ds
= max
t∈[τ1,τ4]
[ τ4∫
max
{
τ1,
1
2
}
G(t, s)b(s)f
(
u(s)
)
ds
+
max
{
τ1,
1
2
}∫
0
G(t, s)b(s)f
(
u(s)
)
ds +
1∫
τ4
G(t, s)b(s)f
(
u(s)
)
ds
]
< max
t∈[τ1,τ4]
τ4∫
max
{
τ , 1
}
G(t, s)b(s)
1
d4
(
w2 − w5d5
q
)
ds1 2
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t∈[τ1,τ4]
[ max{τ1, 12 }∫
0
G(t, s)b(s) ds +
1∫
τ4
G(t, s)b(s) ds
]
w5
q
= d4 1
d4
(
w2 − w5d5
q
)
+ d5 w5
q
= w2.
Therefore, β(Su) < w2 for all u ∈ Q(γ,β,ψ,w1,w2,w5).
Next, we shall show that condition (c) of Theorem 2.2 is met. We observe that, by (3.16)
and Lemma 3.1(e), for u ∈ C,
Θ(Su) = max
1in
max
t∈[τ2,τ3]
θi(Sui)
(mi−2)(t)
 max
1in
max
t∈[τ2,τ3]
1∫
0
G(t, s)b(s)f
(
u(s)
)
ds
 max
1in
max
t∈[τ2,τ3]
1∫
0
DG(s, s)b(s)f
(
u(s)
)
ds
= D
1∫
0
G(s, s)b(s)f
(
u(s)
)
ds. (3.49)
Moreover, using (3.16), (C3), and Lemma 3.1(d), we obtain (3.39) for u ∈ C. A combi-
nation of (3.39) and (3.49) yields (3.40). Following a similar argument as in the proof of
Theorem 3.2, we get α(Su) > w3 for all u ∈ P(γ,α,w3,w5) with Θ(Su) > w4.
Finally, we shall prove that condition (d) of Theorem 2.2 is fulfilled. As in (3.49), by
(3.16) and Lemma 3.1(e), we see that for u ∈ C,
β(Su) = max
1in
max
t∈[τ1,τ4]
θi(Sui)
(mi−2)(t)D
1∫
0
G(s, s)b(s)f
(
u(s)
)
ds. (3.50)
On the other hand, it follows from (3.16), (C3), and Lemma 3.1(d) that for u ∈ C,
ψ(Su) = min
1in
min
t∈[τ1,τ4]
θi(Sui)
(mi−2)(t)
 min
1in
min
t∈[τ1,τ4]
1∫
0
G(t, s)ai(s)f
(
u(s)
)
ds
 min
1in
min
t∈[ 14 , 34 ]
1∫
0
G(t, s)ρib(s)f
(
u(s)
)
ds
 min
1in
Aρi
1∫
G(s, s)b(s)f
(
u(s)
)
ds. (3.51)0
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ψ(Su) min
1in
A
D
ρiβ(Su), u ∈ C. (3.52)
Let u ∈ Q(γ,β,w2,w5) with ψ(Su) < w1. Then (3.52) leads to
β(Su) 1
min1in(A/D)ρi
ψ(Su) <
1
min1in(A/D)ρi
w1
 1
min1in(A/D)ρi
w2 · A
D
min
1jn
ρj = w2.
Thus, β(Su) < w2 for all u ∈ Q(γ,β,w2,w5) with ψ(Su) < w1.
It now follows from Theorem 2.2 that the system (SL) has (at least) three fixed-sign solu-
tions u1, u2, u3 ∈ P¯ (γ,w5) = C¯(w5) satisfying (2.2). Furthermore, (2.2) reduces to (3.43)
immediately. 
4. Examples
In this section we shall provide examples to illustrate the usefulness of the results ob-
tained in Section 3.
Example 4.1. Consider the boundary value problem (SL) when
n = 2, m1 = 2, m2 = 3, ξ = η = w = δ = 1 (4.1)
and the nonlinear term
P1(t, u1, u2) = P2(t, u1, u2) = f (u1, u2)
=


w1
2q , (u1, u2) ∈ [0,w1] × [0,w1] ≡ E1,
1
2
(
d
q
+ w2min{r1,r2}
)
, (u1, u2) ∈
[5w2
8 ,∞
)× [ 5w232 ,∞)≡ E2,
h(u1, u2), (u1, u2) ∈R2\{E1 ∪ E2},
(4.2)
where h(u1, u2) is continuous in each argument and satisfies
h(0, u2) = h(w1, u2) = h(u1,0) = h(u1,w1) = w12q , u1, u2 ∈ [0,w1];
h
(5w2
8
, u2
)
= h
(
u1,
5w2
32
)
= 1
2
(
d
q
+ w2
min{r1, r2}
)
,
u1 ∈
[5w2
8
,∞
)
, u2 ∈
[5w2
32
,∞
)
,
0 h(u1, u2)
1
2
(
d
q
+ w2
min{r1, r2}
)
, (u1, u2) ∈R2\{E1 ∪ E2}, (4.3)
and wi ’s and d are as in the context of Theorem 3.1 and fulfill
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w2
(A/D)mini=1,2 ρi
w3  d, w1 <
5w2
32
,
d >
qw2
min{r1, r2} . (4.4)
Taking θ1 = θ2 = 1 and the functions a1 = a2 = b ≡ 1 (this implies ρ1 = ρ2 = 1), by
direct computation we have A = 58 , D = 1, q = 58 , and r1 = r2 = 55384 . Hence, (4.4) reduces
to
0 <
32
5
w1 < w2 <
8
5
w2 w3  d and d >
48
11
w2. (4.5)
We shall check the conditions of Theorem 3.1. First, it is clear that (C1)–(C5) are ful-
filled. Next, condition (P) is obviously satisfied. Noting that w2/min{r1, r2} < d/q , we
find for uj ∈ [0, d/(mj − 2)!], j = 1,2, or (u1, u2) ∈ [0, d] × [0, d],
f (u1, u2)
1
2
(
d
q
+ w2
min{r1, r2}
)
<
1
2
(
d
q
+ d
q
)
= d
q
.
Thus, condition (Q2) is met. Finally, (R) is satisfied since for
uj ∈
[
Aρjw2
D4mj−2(mj − 2)!
,
w3
(mj − 2)!
]
, j = 1,2,
or equivalently (u1, u2) ∈
[5
8w2,w3
]× [ 532w2,w3], we have
f (u1, u2) = 12
(
d
q
+ w2
min{r1, r2}
)
>
1
2
(
w2
min{r1, r2} +
w2
min{r1, r2}
)
= w2
min{r1, r2} .
By Theorem 3.1, the boundary value problem (SL) with (4.1)–(4.3), (4.5) has (at least)
three positive solutions u1, u2, u3 ∈ C such that
∥∥u1∥∥< w1, u21(t), (u22)′(t) > w2, t ∈
[
1
4
,
3
4
]
,
∥∥u3∥∥> w1 and min
{
min
t∈[ 14 , 34 ]
u31(t), min
t∈[ 14 , 34 ]
(
u32
)′
(t)
}
< w2. (4.6)
Example 4.2. Consider the boundary value problem (SL) with (4.1) and the nonlinear term
P1(t, u1, u2)
= P2(t, u1, u2) = f (u1, u2)
=


1
2d2
(
w2 − w5d3q
)
, (u1, u2) ∈ [0,w2] × [0,w2] ≡ E3,
1
2
(
w3
min{d1,1,d1,2} +
w3
min{r1,r2}
)
, (u1, u2) ∈
[ 5w3
8 ,∞
)× [ 5w332 ,∞)≡ E4,
l(u1, u2), (u1, u2) ∈R2\{E3 ∪ E4},
(4.7)
where l(u1, u2) is continuous in each argument and satisfies
l(0, u2) = l(w2, u2) = l(u1,0) = l(u1,w2) = 12d2
(
w2 − w5d3
q
)
,
u1, u2 ∈ [0,w2],
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(5w3
8
, u2
)
= l
(
u1,
5w3
32
)
= 1
2
(
w3
min{d1,1, d1,2} +
w3
min{r1, r2}
)
,
u1 ∈
[5w3
8
,∞
)
, u2 ∈
[5w3
32
,∞
)
,
0 l(u1, u2)
1
2
(
w3
min{d1,1, d1,2} +
w3
min{r1, r2}
)
,
(u1, u2) ∈R2\{E3 ∪ E4}, (4.8)
and wi ’s and d are as in the context of Theorem 3.2 and satisfy
0 < w2 < w3 <
w3
(A/D)mini=1,2 ρi
w4 w5, w2 <
5w3
32
,
w5 >
qw3
min{r1, r2} . (4.9)
Taking θ1 = θ2 = 1, a1 = a2 = b ≡ 1 (this implies ρ1 = ρ2 = 1), and τ1 = 0, τ2 = 0.5,
τ3 = 0.7, τ4 = 1, by direct computation we have A = 58 , D = 1, q = d2 = 58 , r1 = r2 = 55384 ,
d1,1 = d1,2 = 1164 , and d3 = 0. Hence, (4.9) reduces to
0 <
32
5
w2 < w3 <
8
5
w3 w4 w5 and w5 >
48
11
w3. (4.10)
We shall check the conditions of Theorem 3.2. Clearly, (C1)–(C3), (C6), and (C7)
are fulfilled. Next, condition (P) is obviously satisfied. Noting that min{r1, r2} <
min{d1,1, d1,2} < d2 and w3/min{r1, r2} < w5/q , we find for uj ∈ [0,w5/(mj − 2)!],
j = 1,2 or (u1, u2) ∈ [0,w5] × [0,w5],
f (u1, u2)
1
2
(
w3
min{r1, r2} +
w3
min{d1,1, d1,2}
)
<
1
2
(
w3
min{r1, r2} +
w3
min{r1, r2}
)
= w3
min{r1, r2} <
w5
q
.
Hence, condition (Q) is met. Finally, (R) is satisfied since for uj ∈ [Aρjw3/(D4mj−2 ×
(mj − 2)!), qj (w4)], j = 1,2, or (u1, u2) ∈
[ 5
8w3,w4
]× [ 532w3,w4], we have
f (u1, u2) = 12
(
w3
min{r1, r2} +
w3
min{d1,1, d1,2}
)
>
1
2
(
w3
min{d1,1, d1,2} +
w3
min{d1,1, d1,2}
)
= w3
min{d1,1, d1,2} .
It follows from Theorem 3.2 that the boundary value problem (SL) with (4.1), (4.7),
(4.8), and (4.10) has (at least) three positive solutions u1, u2, u3 ∈ C¯(w5) such that
u11(t),
(
u12
)′
(t) < w2, t ∈ [0,1], u21(t),
(
u22
)′
(t) > w3, t ∈ [0.5,0.7],
max
i=1,2 maxt∈[0,1]
(
u3i
)(mi−2)(t) > w2 and min
i=1,2 mint∈[0.5,0.7]
(
u3i
)(mi−2)(t) < w3. (4.11)
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w4/(mj − 2)!], j = 1,2, or (u1, u2) ∈
[ 5
8w3,w4
]× [ 532w3,w4],
f (u1, u2) = 12
(
w3
min{r1, r2} +
w3
min{d1,1, d1,2}
)
<
1
2
(
w3
min{r1, r2} +
w3
min{r1, r2}
)
= w3
min{r1, r2} .
Thus, condition (R) of Corollary 3.1 is not satisfied. Recalling that Corollary 3.1 is actually
Theorem 3.1, Example 4.2 illustrates the case when Theorem 3.2 is applicable but not
Theorem 3.1. Hence, this example shows that Theorem 3.2 is indeed more general than
Theorem 3.1.
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