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Abstrat
We develop an analogue of probability theory for probabilities tak-
ing values in topologial groups. We generalize Kolmogorov's method
of axiomatization of probability theory: main distinguishing features
of frequeny probabilities are taken as axioms in the measure-theoreti
approah. We also present a review of non-Kolmogorovian probabilis-
ti models inluding models with negative, omplex, and p-adi valued
probabilities. The latter model is disussed in details. The introdu-
tion of p-adi (as well as more general non-Arhimedean) probabilities
is one of the main motivations for onsideration of generalized proba-
bilities taking values in topologial groups whih are distint from the
eld of real numbers. We disuss appliations of non-Kolmogorovian
models in physis and ognitive sienes. An important part of this
paper is devoted to statistial interpretation of probabilities taking
values in topologial groups (and in partiular in non-Arhimedean
elds).
1 Introdution
Sine the reation of the modern probabilisti axiomatis by A. N.
Kolmogorov [1℄ in 1933, probability theory was redued to the theory
of normalized σ-additive measures taking values in the segment [0,1℄
of the eld of real numbers R. In partiular, the main ompetitor of
1
Kolmogorov's measure-theoreti approah, von Mises' frequeny ap-
proah to probability [2℄, [3℄, pratially totally disappeared from the
probabilisti arena. On one hand, this was a onsequene of diulties
with von Mises' denition of randomness (via plae seletions), see e.g.,
[4℄-[10℄
1
. On the other hand, von Mises' approah (as many others)
ould not ompete with preisely and simply formulated Kolmogorov's
theory.
We mentioned von Mises' approah not only, beause its attration
for appliations, but also beause von Mises' model with frequeny
probabilities played the important role in the proess of formulation
of the onventional axiomatis of probability theory. If one opens Kol-
mogorov's book [1℄, he will see numerous remarks about von Mises'
theory. Andrei Nikolaevih Kolmogorov used properties of the fre-
queny probability to justify his hoie of the axioms for probability.
In partiular, Kolmogorov's probability belongs to the segment [0,1℄ of
the real line R, beause the same takes plae for von Mises' frequeny
probability (frequenies νN = n/N as well as their limits always belong
to the segment [0,1℄ of the real line R). In the same way Kolmogorov's
probability is additive, beause the frequeny probability is additive:
the limit of the sum of two frequenies equals to the sum of limits.
And so on... Thus by using THEOREMS of von Mises' frequeny the-
ory Kolmogorov justied the AXIOMATIZATION of probability as
a normalized nite-additive measure taking values in [0,1℄. Finally,
he added the ondition of σ-additivity. However, the latter ondi-
tion is a purely mathematial tehnial ondition that provides the
fruitful theory of integration (to dene mean values of random vari-
ables), see Kolmogorov remark on this ondition [1℄. The main lesson
of Kolmogorov's axiomatization of modern probability theory is that
THEOREMS of the frequeny probability theory were transformed
into AXIOMS in the measure-theoreti probability theory. The Kol-
mogorov's axiomatis is based on:
(a) the measure-theoreti formalization of properties of relative fre-
quenies;
(b) Lebesque integration theory.
Regarding to (a), we would like to mention that Kolmogorov's (as
well as von Mises') assumptions were also based on a fundamental, but
hidden, assumption:
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However, see also [11℄-[13℄, where von Mises' approah was simplied, generalized, and
then fruitfully applied to theoretial physis.
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Limiting behaviour of relative frequenies is onsidered with respet
to one xed topology on the eld of rational numbers Q, namely the
real topology.
In partiular, the onsideration of this asymptoti behaviour im-
plies that probabilities belong to the eld real numbers R. In fat,
additivity of the probability is a onsequene of the fat that R is an
additive topologial group. We also remark that Bayes' formula
P(B|A) = P(A ∩B)
P(A)
,P(A) 6= 0.
is also a theorem in von Mises' theory, see, e.g., [11℄. It is derived as
a onsequene of the fat that R \ {0} is a multipliative topologial
group. We an ask ourself: Are we satised by Kolmogorov's theory?
As pure mathematiian, I would denitely answer: "yes!". However,
as physiist, I would not be so optimisti. It seems that Kolmogorov's
model, despite its generality, does not provide a reasonable mathemat-
ial desription of all probabilisti strutures that appear in physis (as
well as other natural and soial sienes). In partiular, we an reall
the old problem of negative probabilities. There are many objets that
by their physial origin must be probabilities, but an take negative
values (as well as values larger than 1), see e.g., Dira [14℄ (quantiza-
tion of eletromagneti eld), Wigner [15℄ (phase spae distribution),
Feynman [16℄ (omputer simulation of quantum reality), see also [17℄,
[11℄, [18℄.
As mathematiians, we deny these negative probabilities (beause
suh objets do not belong to the domain of Kolmogorov's theory).
As a onsequene, physiists should work with suh objets on teh
physial level of rigorousness. But negative probabilities appear again
and again in dierent domains of physis. The same situation takes
plae for omplex probabilities, see e.g., Dira [19℄ or Prugovesky [20℄.
We also pay attention to another probability-like struture that
reently appeared in theoretial physis. This is so alled p-adi prob-
ability.
We reall that the rst p-adi physial model, namely p-adi string,
was proposed by I. Volovih [21℄. His paper indued the storm of publi-
ations on p-adi string theory, e.g., [22℄-[24℄, general p-adi quantum
physis, e.g., [24-27℄, appliations of p-adi numbers to foundations
of onventional quantum physis (Bell's inequality, Einstein-Podolsky-
Rosen paradox) [28℄, [29℄, dynamial systems [26℄, [30℄-[32℄, biologial
and ognitive models [26℄, [33℄.
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In fat, there are two types of p-adi physial models:
(A) variables are p-adi, but funtions are C-valued;
(B) both variables and funtions take p-adi values.
The A-models of p-adi physis and their relation to onventional
probability theory on loally ompat groups (espeially, totally dis-
onneted) will be briey disussed in appendix 1. The B-models are
the most interesting for our present onsiderations.
Here we have quantities that have to be probabilities (by their
physial origin), but belong to elds of p-adi numbers Qp. We again
ould not use Kolmogorov's axiomatis, see [25℄. We also an mention
omparative probability theory, see e.g., Fine [34℄, as an example of
non-Kolmogorovian probabilisti model. Thus the present situation in
probability theory has some similarities with the situation in geom-
etry in the 19th entury. We have to reognize that Kolmogorov's
theory is just one of numerous probabilisti models. Besides Kol-
mogorov's model, there are numerous non-Kolmogorovian models that
desribe various probabilisti phenomena, see Aardi [35℄. Suh non-
Kolmogorovian models an be developed in many ways.
We mention one slight (but very important in quantum physis)
modiation of Kolmogorov's theory. L. Aardi [35℄ proposed to ex-
lude from the axiomatis of probability theory Bayes' formula, Kol-
mogorov's denition of onditional probability. Thus everything is
as in Kolmogorov's model besides onditional probability. L. Aardi
demonstrated that suh a model ould be used in the onnetion with
Bell's inequality and Einstein-Podolsky-Rosen paradox.
We an onstrut another large lass of non-Kolmogorovian mod-
els by onsidering probabilisti measures that are not dened on
σ-elds see e.g., the theory of probabilisti manifolds of Gudder [36℄
that was suessfully applied in quantum physis. In fat, A. Kol-
mogorov onsidered in his rst variant of axiomatis of probability
theory probabilities that are not dened on a σ-eld (and even a
eld) [37℄. In partiular, so alled density of natural numbers was
onsidered as probability in [37℄.
In this paper we shall onentrate our study to probabilisti models
that ould be obtained through hanging the range of values of prob-
abilities. Thus our generalized probabilities do not more take values
in the segment [0,1℄ of R.
There are many ways to develop suh probabilisti models. One
lass of suh models is related to omparative probability theory, [34℄.
We hoose another approah for modifying the Kolmogorov's axiomat-
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is. We obtain natural generalizations of properties of probabilities
whih are indued by the transition from R to an arbitrary topologial
group. We onsiderR as a topologial group (with respet to addition)
and extrat the main properties of Kolmogorov's measure-theoreti or
von Mises' frequeny probability orresponding to the group struture
on R. Then we use generalizations of suh properties to dene gen-
eralized probabilities taking values in an arbitrary topologial group
G.
On one hand, suh an extension of probability an have a lot of
appliations (in partiular, justiation of negative or p-adi probabil-
ities). On the other hand, it ould revolutionize the lassial theory
of Probability on Topologial Strutures by generating a huge lass of
new purely mathematial problems.
Before developing the general axiomatis, we will present an ex-
tended review on the p-adi valued probabilities [25℄, [26℄, [38℄, [39℄. In
fat, p-adi probability theory was the rst example of the mathemati-
ally rigorous formalism for probabilities taking values in a topologial
group G whih is dierent from R. Sine in appliations of probability
( e.g., to physis) its interpretation plays the fundamental role, we pay
the main attention to a statistial interpretation of suh generalized
probabilities, see setion 6.
Finally, we pay attention that reently an extremely interesting
analysis of foundations of probability theory was done by Viktor Pavlovih
Maslov in the proess of development of ultra-seond quantization [39℄
as well as appliations of lassial and quantum probabilisti models
and their generalizations in nanes (private ommuniation of V. P.
Maslov).
2 p-adi lessons
2.1 p-adi numbers
The eld of real numbers R is onstruted as the ompletion of the
eld of rational numbers Q with respet to the metri p(x, y) = |x−y|,
where | · | is the usual valuation given by the absolute value. The elds
of p-adi numbers Qp are onstruted in a orresponding way, but by
using other valuations. For a prime number p the p-adi valuation | · |p
is dened in the following way. First we dene it for natural numbers.
Every natural number n an be represented as the produt of prime
numbers, n = 2r23r3 . . . prp . . . , and we dene |n|p = p−rp , writing
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|0|p = 0 and |−n|p = |n|p. We then extend the denition of the p-adi
valuation | · |p to all rational numbers by setting |n/m|p = |n|p/|m|p
for m 6= 0. The ompletion of Q with respet to the metri ρp(x, y) =
|x− y|p is the loally ompat eld of p-adi numbers Qp.
The number elds R and Qp are unique in a sense, sine by Os-
trovsky's theorem, see e.g., [40℄, | · | and | · |p are the only possible
valuations on Q, but have quite distintive properties. The eld of
real numbers R with its usual valuation satises |n| = n → ∞ for
valuations of natural numbers n and is said to be Arhimedian. By a
well known theorem of number theory [40℄ the only omplete Arhime-
dian elds are those of the real and the omplex numbers. In ontrast,
the elds of p-adi numbers, whih satisfy |n|p ≤ 1 for all n ∈ N, are
examples of non-Arhimedian elds.
Unlike the absolute value distane | · |, the p-adi valuation satises
the strong tringle inequality:
|x+ y|p ≤ max[|x|p, |y|p], x, y ∈ Qp.
Consequently the p-adi metri satises the strong triangle inequality
ρp(x, y) ≤ max[ρp(x, z), ρp(z, y)], x, y, z ∈ Qp, whih means that the
metri ρp is an ultrametri, [40℄. Write Ur(a) = {x ∈ Qp : |x−a|p ≤ r},
where r = pn and n = 0,±1,±2, . . . These are the "losed" balls in
Qp while the sets Sr(a) = {x ∈ Qp : |x − a|p = r} are the spheres in
Qp of suh radii r. These sets (balls and spheres) have a somewhat
strange topologial struture from the viewpoint of our usual Eulidian
intuition: they are both open and losed at the same time, and as suh
are alled clopen sets. Finally, any p-adi ball Ur(0) is an additive
subgroup of Qp, while the ball U1(0) is also a ring, whih is alled the
ring of p-adi integers and is denoted by Zp.
The p-adi exponential funtion ex =
∑∞
n=0
xn
n! . The series on-
verges in Qp if |x|p ≤ rp, where rp = 1/p, p 6= 2 and r2 = 1/4. p-adi
trigonometri funtions sinx and cos x are dened by the standard
power series. These series have the same radius of onvergene rp as
the exponential series.
2.2 p-adi frequeny model.
As in the ordinary probability theory [2℄, [3℄, the rst p-adi probability
model was the frequeny one, [41℄. This model was based on the simple
remark that relative frequenies νN =
n
N always belong to the eld of
rational numbers Q. And Q an be onsidered as a (dense) subeld
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of R as well as Qp (for eah prime number p). Therefore behaviour
of sequenes {νN} of (rational) relative frequenies an be studied not
only with respet to the real topology on Q, but also with respet to
any p-adi toplology on Q. Roughly speaking a p-adi probability (as
real von Mises' probability) is dened as:
P(α) = lim
N
νN (α). (1)
Here α is some label denoting a result of a statistial experiment.
Denote the set of all suh labels by the symbol Ω. In the simplest ase
Ω = {0, 1}. Here νN (α) is the relative frequeny of realization of the
label α in the rst N trials. The P(α) is the frequeny probability of
the label α.
The main p-adi lesson is that it is impossible to onsider, as we did
in the real ase, limits of the relative frequenies νN when the N →∞.
Here the point "∞" belongs, in fat, to the real ompatiation of
the set of natural numbers. So |N | → ∞, where | · | is the real absolute
value. The set of natural numbers N is bounded in Qp and it is
densely embedded into the ring of p-adi integers Zp (the unit ball
of Qp). Therefore sequenes {Nk}∞k=1 of natural numbers an have
various limits m = limk→∞Nk ∈ Zp.
In the p-adi frequeny probability theory we proeed in the fol-
lowing way to provide the rigorous mathematial meaning for the pro-
edure (1), see [41℄, [42℄. We x a p-adi integer m ∈ Zp and onsider
the lass, Lm, of sequenes of natural numbers s = {Nk} suh that
limk→∞Nk = m in Qp.
Let us onsider the xed sequene of natural numbers s ∈ Lm. We
dene a p-adi s-probability as
P(α) = lim
k→∞
νNk(α), s = {Nk}.
This is the limit of relative frequenies with respet to the xed se-
quene s = {Nk} of natural numbers.
For any subset A of the set of labels Ω, we dene its s-probability
as
P(A) = lim
k→∞
νNk(A), s = {Nk},
where νNk(A) is the relative frequeny of realization of labels α be-
longing to the set A in the rst N trials.
As Qp is an additive topologial semigroup (as well as R), we
obtain that the p-adi probability is additive:
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Theorem 2.1.
P(A1 ∪A2) = P(A1) +P(A2), A1 ∩A2 = ∅. (2)
As Qp is even an additive topologial group (as well as R), we get
that
Theorem 2.2.
P(A1 \A2) = P(A1)−P(A1 ∩A2). (3)
Trivially, for any sequene s = {Nk}, P(Ω) = limk→∞ νNk(Ω) = 1,
as νN (Ω) =
N
N = 1 for any N.
As Qp is a multipliative topologial group (as well as R) , we
obtain (see von Mises [2℄, [3℄ for the real ase and [11℄ for the p-adi
ase) Bayes' formula for onditional probabilities:
Theorem 2.3.
P(A|B) = lim
k→∞
νNk(A ∩B)
νNk(A)
=
P(A ∩B)
P(A)
,P(A) 6= 0. (4)
As we know, frequeny probability played the ruial role in on-
ventional probability theory for determination of the range of values
(namely, the segment [0,1℄) of a probabilisti measure, see remarks on
von Mises' theory in Kolmogorov's book [1℄. Frequenies always lie
between zero and one. Thus their limit belongs to the same range.
In the p-adi ase we an proeed in the same way. Let r ≡ rm =
1
|m|p
(where r = ∞ for m = 0). We an easily obtain, see [42℄, that
for the p-adi frequeny s-probability, s ∈ Lm, the values of P always
belong to the p-adi ball Ur(0) = {x ∈ Qp : |x|p ≤ r}. In the p-adi
probabilisti model suh a ball Ur(0) plays the role of the segment [0,1℄
in the real probabilisti model.
2.3 Measure-theoreti approah
As in the real ase, the struture of an additive topologial group of
Qp indues the main properties of probability that an be used for the
axiomatization in the spirit of Kolmogorov, [1℄.
Let us x r = p±l, l = 0, 1, . . . , or r =∞.
Axiomatis 1. Let Ω be an arbirary set (a sample spae) and let
F be a eld of subsets of Ω (events). Finally, let P : F → Ur(0) be
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an additive funtion (measure) suh that P(Ω) = 1. Then the triple
(Ω, F,P) is said to be a p-adi r-probabilisti spae and P p-adi
r-probability .
Following to Kolmogorov we should nd some tehnial mathemat-
ial restrition on P that would indue fruitful integration theory and
give the possibility to dene averages. Kolmogorov (by following Borel,
Lebesque, Lusin, and Egorov) proposed to onsider the σ-additivity of
measures and the σ-struture of the eld of events. Unfortunately, in
the p-adi ase the situation is not so simple as in the real one. One
ould not just opy Kolmogorov's approah and onsider the ondition
of σ-additivity. There is, in fat, a No-Go theorem, see, e.g., [43℄:
Theorem 2.4. All σ-additive p-adi valued measures dened on
σ-elds are disrete.
Here the diulty is not indued by the σ-additivity, but by an
attempt to extend a measure from the eld F of its denition to a σ-
eld. Roughly speaking there exist σ-additive ontinuous Qp-valued
measures, but they ould not be extended from the eld F to the
σ-eld generated by F . Therefore it is impossible to hoose the σ-
additivity as the basi integration ondition in the p-adi probability
theory.
The rst important ondition (that was already invented in the rst
theory of non-Arhimedian integration of Monna and Springer [44℄) is
boundedness:
||A||P = sup{|P(A)|p : A ∈ F} <∞.
Of ourse, if P is a p-adi r-probability with r < ∞, then this
ondition is fullled automatially. It is nontrivial only if the range of
values of a p-adi probability is unbounded in Qp.
2
. We pay attention
to one important partiular ase in that the ondition of boundedness
alone provides the fruitful integration theory. Let Ω be a ompat
zero-dimensional topologial spae.
3
Then the integral
Eξ =
∫
Ω
ξ(ω)P(dω)
is well dened for any ontinuous ξ : Ω→ Qp. This theory works well
for the following hoie: Ω is the ring of q-adi integers Zq, and P is
2
In the frequeny formalism this orresponds to onsidering of p-adi (frequeny) s-
probabilities for s ∈ L0; e.g., s = {Nk = pk}.
3
There exists a basis of neighborhoods that are open and losed at the same time.
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a bounded p-adi r-probability, r < ∞. The integral is dened as the
limit of Riemannian sums [44℄.
But in general boundedness alone does not imply a fruitful integra-
tion theory. We should onsider another ondition, namely ontinuity
of P, see appendix 3. The most general ontinuity ondition was pro-
posed by A. van Rooij [43℄, see appendix 3.
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Denition 2.1. A p-adi valued measure that is bounded, ontin-
uous, and normalized is alled p-adi probability measure.
Everywhere below we onsider p-adi probability spaes endowed
with p-adi probability measures.
Let (Ω, F,P) be a p-adi probabilisti spae. Random variables
ξ : Ω→ Qp are dened as P-integrable funtions, see appendix 3.
As the frequeny p-adi probability theory indues, see [41℄, (as
a Theorem) Bayes' formula for onditional probability, we an use
(4) as the denition of onditional probability in the p-adi axiomati
approah (as it was done by Kolmogorov in the real ase).
Example 2.1. (p-adi valued uniform distribution on the spae
of q-adi sequenes). Let p and q be two prime numbers. We set
Xq = {0, 1, . . . , q−1},Ωnq = {x = (x1, . . . , xn) : xj ∈ Xq},Ω⋆q =
⋃
nΩ
n
q
(the spae of nite sequenes), and
Ωq = {ω = (ω1, . . . , ωn, . . .) : ωj ∈ Xq}
(the spae of innite sequenes). For x ∈ Ωnq , we set l(x) = n. For
x ∈ Ω⋆q, l(x) = n, we dene a ylinder Ux with the basis x by Ux =
{ω ∈ Ωq : ω1 = x1, . . . , ωn = xn}. We denote by the symbol Fcyl the
eld of subsets of Ωq generated by all ylinders. In fat, the Fcyl is the
olletion of all nite unions of ylinders.
First we dene the uniform distribution on ylinders by setting
µ(Ux) = 1/q
l(x), x ∈ Ω⋆q. Then we extend µ by additivity to the eld
Fcyl. Thus µ : Fcyl → Q. The set of rational numbers an be onsidered
as a subset of anyQp as well as a subset ofR. Thus µ an be onsidered
as a p-adi valued measure (for any prime number p) as well as the real
valued measure. We use symbols Pp and P∞ to denote these measures.
The probability spae for the uniform p-adi measure is dened as the
triple
P = (Ω, F,P), where Ω = Ωq, F = Fcyl and P = Pp.
4
We remark that in many ases ontinuity oinides with σ-additivity, see appendix 3.
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The Pp is alled a uniform p-adi probability distribution.
The uniform p-adi probability distribution is a probabilisti mea-
sure i p 6= q. The range of its values is a subset of the unit p-adi
ball.
Remark 2.1. Values of Pp on ylinders oinide with values of
the standard (real-valued) uniform probability distribution (Bernoulli
measure) P∞. Let us onsider, the map j∞(ω) =
∑∞
j=0
ωj
2j+1
. The j∞
maps the spae Ωq onto the segment [0, 1℄ of the real line R (however,
j∞ is not one to one orrespondene). The j∞-image of the Bernoulli
measure is the standard Lebesque measure on the segment [0,1℄ (the
uniform probability distribution on the segment [0,1℄).
Remark 2.2. The map jq : Ωq → Zq, jq(ω) =
∑∞
j=0 ωjq
j , gives
(one to one!) orrespondene between the spae of all q-adi sequenes
Ωq and the ring of q-adi integers Zq. The eld Fcyl of ylindrial
subsets of Ωq oinides with the eld B(Zq) of all lopen (losed and
open at the same time) subsets of Zq. If Ωq is realized as Zq and Fcyl as
B(Zq), then µp is the p-adi valued Haar measure on Zq. The use of the
topologial struture of Zq is very fruitful in the integration theory (for
p 6= q). In fat, the spae of integrable funtions f : Zq → Qp oinides
with the spae of ontinuous funtions (random variables) C(Zq,Qp),
see [44℄, [40℄, [43℄, [11℄.
3 p-adi limit theorems
3.1 p-adi Asymptotis of ombinatorial prob-
abilities
Everywhere in this setion p is a prime number distint from 2. We
start with onsidering the lassial Bernoulli sheme (in the onven-
tional probabilisti framework) for random variables ξj(ω) = 0, 1 with
probabilities 1/2, j = 1, 2, . . . . First we onsider a nite number n of
random variables: ξ1(ω), . . . , ξn(ω). A sample spae orrespondding to
these random variables an be hosen as the spae Ωn2 = {0, 1}n. The
probability of an event A is dened as
P(n) =
|A|
|Ωn2 |
=
|A|
2n
,
where the symbol |B| denotes the number of elements in a set B. The
typial problem of ordinary probability theory is to nd an asymptoti
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behavior of the probabilities P(n)(A), n→∞. It was the starting point
of the theory of limit theorems in onventional probability theory.
But the probabilities P(n)(A) belong to the eld of rational num-
bers Q. We may study behavior of P(n)(A), not only with respet to
the usual real metri ρ∞(x, y) on Q, but also with respet to an arbi-
trary metri ρ(x, y) onQ.We have studied the ase of the p-adi metri
on Q, see [28℄, [39℄. We remark that P(n)(A) =
∑
x∈A µ(Ux), where µ
is the uniform distribution on Ω2. By realizing µ as the (real valued)
probability distribution P∞ we use the formalism of the onventional
probability theory. By realizing µ as the p-adi valued probability
distribution Pp we use the formalism of p-adi probability theory.
What kinds of events A are naturally oupled to the p-adi metri?
Of ourse, suh events must depend on the prime number p. As usual,
we onsider the sums
Sn(ω) =
n∑
k=1
ξn(ω).
We are interested in the following question. Does p divide the sum
Sn(ω) or not? Set A(p, n) = {ω ∈ Ωn2 : p divides the sumSn(ω)}.
Then P(n)(A(p, n)) = L(p, n)/2n, where L(p, n) is the number of ve-
tors ω ∈ Ωn2 suh that p divides |ω| =
∑n
j=1 ωj . As usual, denote by
A¯ the omplement of a set A. Thus A¯(p, n) is the set of all ω ∈ Ωnq
suh that p does not divide the sum Sn(ω). We shall see that the
sets A(p, n) and A¯(p, n) are asymptotially symmetri from the p-adi
point of view:
P(n)(A(p, n))→ 1
2
and P(n)(A¯(p, n))→ 1
2
(5)
in the p-adi metri when n → 1 in the same metri. Already in this
simplest ase we shall see that the behavior of sums Sn(ω) depends
ruially on the hoie of a sequene s = {Nk}∞k=1 of natural numbers.
A limit distribution of the sequene of random variables Sn(ω), when
n→∞ in the ordinary sense, does not exist. We have to desribe all
limiting distributions for dierent sequenes s onverging in the p-adi
topology.
Let (Ω, F,P) be a p-adi probabilisti spae and ξn : Ω→ Qp(n =
1, 2, . . .) be a sequene of equally distributed independent random vari-
ables, ξn = 0, 1 with probability 1/2.
5
We start with the following re-
5
Here 1/2 is onsidered as a p-adi number. In the onventional theory 1/2 is onsidered
as a real number.
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sult that an be obtained through purely ombinatorial onsiderations
(behavior of binomial oeients Crm in the p-adi topology).
Theorem 3.1. Let m = 0, 1, . . . , ps−1(s = 1, 2, . . .), r = 0, . . . ,m,
and l ≥ s. Then
lim
n→m
P(ω : Sn(ω) ∈ U1/pl(r)) =
Crm
2m
.
Formally this theorem an be reformulated as the following result
for the onvergene of probabilisti distributions: The limiting distri-
bution on Qp of the sequene of the sums Sn(ω), where n→ m in Qp,
is the disrete measure κ1/2,m = 2
−m
∑m
r=0C
r
mδm.
We onsider the event A(p, n, r) = {ω : Sn(ω) = pi + r} for r =
0, 1, . . . , p − 1. This event onsists of all ω suh that the residue of
Sn(ω) mod p equals to r. Note that the set A(p, n, r) oinides with
the set {ω : Sn(ω) ∈ U1/p(r)}.
Corollary 3.1. Let n → m in Qp, where m = 0, 1, . . . , p − 1.
Then the probabilities P(n)(A(p, n, r)) approah Crm/2
m
for all residues
r = 0, . . . ,m.
In partiular, as A(p, n) ≡ A(p, n, 0), we get (5). What happens in
the ase m ≥ p? We have only the following partiular result:
Theorem 3.2. Let n→ p in Qp and r = 0, 1, 2, . . . , p. Then
lim
n→p
P(ω : Sn(ω) ∈ U1/pl(r)) =
Crp
2p
,
where s ≥ 2 for r = 0, p and s ≥ 1 for r = 1, . . . , p − 1.
Remark 3.1. (Bernard-Leta asymtotis) In [45℄ J. Bernard and
G. Leta have studied p-adi asymptoti of multi binomial oeients.
Although they did not onsider the p-adi probabilisti terminology
(at that moment there were no physial motivations to onsider the
p-adi generalization of probability), their results may be interpreted
as a kind of a limit theorem for p-adi probability.
3.2 Laws of Large Numbers
We now study the general ase of dihotomi equally distributed in-
dependent random variables: ξn(ω) = 0, 1 with probabilities q and
q′ = 1− q, q ∈ Zp. We shall study the weak onvergene of the proba-
bility distributions PSNk
for the sums SNk(ω). We onsider the spae
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C(Zp,Qp) of ontinuous funtions f : Zp → Qp. We will be interested
in onvergene of integrals∫
Zp
f(x)dPSNk (x)→
∫
Zp
f(x)dPS(x), f ∈ C(Zp,Qp),
where PS is the limiting probability distribution (depending on the
sequene s = {Nk}). To nd the limiting distribution PS , we use the
method of harateristi funtions. We have for harateristi fun-
tions
φNk(z, q, a) =
∫
Ω
exp{zSNk(ω)}dP(ω) = (1 + q′(ez − 1))Nk .
Here z belong to a suiently small neighborhood of zero in the Qp;
see [25℄ for detail about the p-adi method of harateristi fun-
tions. Let a be an arbitrary number from Zp. Let s = {Nk}∞k=1
be a sequene of natural numbers onverging to a in the Qp. Set
φ(z, q, a) = (1+ q′(ez−1))a. This funtion is analyti for small z. It is
easy to see that the sequene of harateristi funtions {φNk(z, q, a)}
onverges (uniformly on every ball of a suiently small radius) to the
funtion φ(z, q, a). Unfortunately, we ould not prove (or disprove)
a p-adi analogue of Levy's theorem. Therefore in the general ase
the onvergene of harateristi funtions does not give us anything.
However, we shall see that we have Levy's situation in the partiular
ase under onsideration: There exists the bounded probability mea-
sure distribution κq,a having the harateristi funtion φ(z, q, a) and,
moreover, PSNk
→ PS = κq,a, Nk → a.
We start with the rst part of the above statement. Here we shall
use Mahlers integration theory on the ring of p-adi integers, see e.g.,
[40℄. We introdue a system of binomial polynomials: C(x, k) = Ckx =
x(x−1)...(x−k+1)
k! (that are onsidered as funtions from Zp toQp). Every
funtion f ∈ C(Zp,Qp) is expanded into a series (a Mahler expansion,
see [40℄) f(x) =
∑∞
k=0 akC(x, k). It onverges uniformly on Zp. If µ is
a bounded measure on Zp, then∫
Zp
f(x)µ(dx) =
∑
ak
∫
Zp
C(x, n)µ(dx).
Therefore to dene a p-adi valued measure on Zp it sues to dene
oeients
∫
Zp
C(x, n)µ(dx). A measure is bounded i these oe-
ients are bounded. Using the expansion of φ(z, q, a), we obtain
λm(q, a) =
∫
Zp
C(x,m)κq,a(dx) = (1− q)mC(a,m).
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As |C(a,m)|p ≤ 1 for a ∈ Zp, we get that the distribution κq,a (or-
responding to φ(z, q, a)) is bounded measure on Zp. Set λmn(q, a) =∫
ΩC(Sn(ω),m)dP (ω).
We ompute
λmNk(q, a) = (1− q)mCmNk .
Thus λmNk(q, a) → λm(q, a), Nk → a. This implies the following
limit theorem.
Theorem 3.3. (p-adi Law of Large Numbers.) The sequene of
probability distributions {PSNk } onverges weakly to PS = κq,a, when
Nk → a in Qp.
3.3 The entral limit theorem
Here we restrit our onsiderations to the ase of symmetri random
variables ξn(ω) = 0, 1 with probabilities 1/2. We study the p-adi
asymptoti of the normalized sums
Gn(ω) =
Sn(ω)− ESn(ω)√
DSn(ω),
(6)
Here ESn = n/2,Dξn = Eξ
2 − (Eξ)2 = 1/4 and DSn = n/4. Hene
Gn(ω) =
Sn(ω)− n/2√
n/2
=
n∑
j=1
2ξn√
n
−√n.
By applying the method of harateristi funtions we an nd the
harateristi funtion of the limiting distribution. Let us ompute
the harateristi funtion of random variables Gn(ω) :
ψn(z) = (cosh{z/
√
n})n.
Set ψ(z, a) = (cosh{z/√a})a, a ∈ Zp, a 6= 0. This funtion belongs
to the spae of loally analyti funtions. There exists the p-adi
analyti generalized funtion, see [25℄ for detail, γa with the Borel-
Laplae transform ψ(z, a). Unfortunately, we do not know so muh
about this distribution (an analogue of Gaussian distribution?). We
only proved the following theorem:
Theorem 3.4. The γ1 is the bounded measure on Zp.
Open Problems:
1). Boundedness of γa for a 6= 1.
2). Weak onvergene of PGn to PG = γa (at least for a = 1).
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4 Axiomatis for probability valued in
a topologial group
Let G be a ommutative (additive) topologial group. In general, it
an be nonloally ompat.
6
Let us hoose a xed subset ∆ of the group G.
Axiomatis 2. Let Ω and F be as in Axiomatis 1. Let P : F → ∆
be an additive funtion (measure). The triple (Ω, F,P) is said to be a
G-probabilisti spae (with the ∆-range of probability).
We also have to add an integration ondition. Suh a ondition
depends on the topologial struture of G. It seems to be impossible
to propose a general ondition providing fruitful integration theory.
The reader might say that our denition of a G-probabilisti mea-
sure is too general. Moreover, our real probabilisti intuition would
protest against disappearene of the unit probability from onsidera-
tion. We shall disuss this problem in setion 5.
We now onsider a modiation of the above axiomatis that in-
ludes a kind of `unit probability'. Let E = P(Ω) be a nonzero element
in G. Let G be metrizable (with the metri ρ). The additional (`unit-
probability') axiom should be of the following form:
sup
A∈F
ρ(0,P(A)) = ρ(0, E). (7)
AG-probabilisti spae in that (7) holds true is alled aG-probabilisti
spae with unit probability axiom. Of ourse, the onsideration of suh
probabilisti spaes seems to be more natural from the standard prob-
abilisti viewpoint. Therefore it would be natural to start with onsid-
eration of suh models. However, for many important G-probabilisti
spaes the unit probability axiom does not hold true. At the moment
we know a few examples of G-probabilities having appliations:
1). G = R and ∆ = [0, 1](the onventional probability theory);
2). G = R and ∆ = R (`negative probabilities', see e.g., [14℄, [18℄,
[11℄, they are realized as signed measures, harges).
3). G = C and ∆ = C (`omplex probabilities', see e.g., [19℄, [20℄,
they are realized as C-valued measures).
4). G = Qp and ∆ is a ball in Qp (`p-adi probabilities', [42℄, [11℄,
they are realized as Qp-valued measures).
The p-adi model an be essentially (and rather easily) general-
ized. Let K be an arbitrary omplete non-Arhimedian eld with the
6
In priniple, we ould proeed in the same way in the non-ommutative ase.
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valuation (absolute value) | · |. We an dene K-valued probabilisti
measures by using the same integration onditions as in the p-adi
ase, namely boundedness and ontinuity, see appendix 3.
We note that in all onsidered examples the additive group G has
the additional algebrai struture, namely the eld struture. The
presene of suh a eld struture gives the possibility to develop es-
sentially riher probabilisti alulus than in the general ase. Here
we an introdue onditional probability by using Bayes' formula and
dene the notion of independene of events.
The following slight generalization gives the possibility to onsider
a few new examples. Let G be a non-Arhimedian normed ring. To
simplify onsiderations, we again onsider the ommutative ase. Here:
(1) ||x|| ≥ 0, ||x|| = 0↔ x = 0;
(2) ||x|| ||y|| ≤ ||x|| ||y|| and ||x+ y|| ≤ max(||x||, ||y||).
We set, for A ∈ F, ||A||P = sup{||P(B)|| : B ∈ F,B ⊂ A}. We
dene a G-probabilisti measure as a normalized G-valued measure
satisfying to the onditions of boundedness and ontinuity, ompare
with appendix 3. Corresponding integration theory is developed in
the same way as in the ase of a non-Arhimedian eld. One of the
most important examples of non-Arhimedian normed rings is a ring of
m-adi numbers Qm, where m 6= pk, p−prime. It is a loally ompat
ring. We an present numerous examples of non-Arhimedian normed
rings by onsidering various funtional spaes of Qp (or Qm)-valued
funtions.
For a ring G, we an dene averages for G-valued random variables,
ξ : Ω→ G. In partiular, we an represent the probability distribution
of the sum η = ξ1+ ξ2 of two G-valued random variables as the onvo-
lution of orresponding probability distributions. Here we dene the
onvolution of two G-valued measures on G as:∫
G
f(x)M1 ⋆M2(dx) =
∫
G×G
f(x1 + x2)M1(dx1)M2(dx2),
where f : G → G is a suiently good funtion. If G is a ring and
A ∈ F is suh that P(A) is invertible, then we an dene onditional
probabilities by using Bayes' formula.
We obtain a large lass of new mathematial problems related to
G-probabilisti models. We emphasize that, despite a rather ommon
opinion, the probability theory is not just a part of funtional analysis
(measure theory). Probability theory has also its own ideology. The
probabilisti ideology indues its own problems. Suh problems would
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be impossible to formulate in the framework of funtional analysis (of
ourse, methods of funtional analysis an be essentially used for the
investigation of these problems).
One of the most important problems is to nd analogues of limit
theorems, ompare, e.g., with [46℄.
Open problem:
Let s = {Nk} be a sequene of natural numbers and let
M11,M12,M1n1 ;
M21,M22, . . . ,M2n2 ;
Mk1,Mk2, . . . ,MkNk ;
be G-probabilisti measures. As usual, we have to study behavior of
onvolutions:
αk = Mk1 ⋆Mk2 ⋆ . . . ⋆ MkNk
to nd analogues of limit theorems. For example, an analogue of
the law of large numbers ould be formulated in the following way.
Let d be a nonzero element of a topologial additive group G. Let
s = {Nk}∞k=1 be a sequene of natural numbers. Suppose that the
orresponding sequene {Nkd}∞k=1 of elements of G onverges to some
element a ∈ G or to a =∞. The latter has the standard meaning: for
eah neighborhood U of zero in G there exists N suh that Nkd 6∈ U
for all Nk ≥ N.
Let (Ω, F,P) be a G-probabilisti spae. Let ξn(ω) = 0, d, with
G-probabilities q, q′ = E − q where E = P(Ω), be a sequene of inde-
pendent random variables. Let Sn(ω) be the sum of n rst variables.
Open Problem:
Does the sequene of probability distributions PSNk
onverge weakly
to some probability distribution PS , when k →∞?
The simplest variant of this problem is to generalize Theorem 3.1:
to nd (if it exists) limk→∞P(SNk(ω) ∈ Ur(0)). In the ase of a metriz-
able group G, Ur(0) = {g ∈ G : ρ(g, 0) ≤ r}, r > 0, is a ball in G. In
the ase when G is a eld we an onsider normalized sums (6) and
try to get an analogue of the entral limit theorem.
Remark 4.1. The presented axiomatis of the group valued prob-
abilities was strongly based on authors investigations on the p-adi
probability theory. By using the p-adi experiene we understood how
G-valued probabilities `must look'. The presented interpretation of
G-valued probabilities was developed in the following way. By study-
ing Qp-valued probabilities we understood that we ould not more use
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the order relation between probabilities. In onventional probability
theory we an say, e.g., that P(A) = 1/2 is less than P(B) = 2/3.
Therefore the ourrene of the event A is less favorable than the o-
urrene of the event B. On the other hand, there is no order struture
on Qp. We ould not say that A with P(A) = 1/2 ∈ Qp is less (or
more) favorable than B with P(B) = 2/3 ∈ Qp. There is no order
struture on the set of p-adi probabilities7. It is possible to intro-
due a partial order struture [51℄ on Qp. However, the formal use
of that partial order struture for p-adi probabilities has unexpeted
impliations, [51℄. Pratially impossible as well as pratially de-
nite events are not more oupled to two isolated points in the set of
probabilities, namely to P = 0 and P = 1 respetively. Pratially
impossible and denite probabilities are represented by some sets U0
(suh that 0 ∈ U0) and U1 (suh that 1 ∈ U1), respetively, of p-adi
numbers, [51℄. In the p-adi framework a set A is pratially impossible
if P(A) ∈ U0 and pratially denite if P(A) ∈ U1.
This p-adi onstrution was one of motivations (at least mathe-
matial) of the theory of abstrat models of probability proposed by
V. Maximov [52℄. Maximov's formalism is based on the deep investi-
gation on the role of ertainty, unertainty and randomness in proba-
bility theory. His main idea was that to apply probability one should
introdue only the notions of ertainty and unertainty. They an be
desribed by some sets U0 and U1. Therefore the order struture on
the set of probabilities does not play any role. In this way it is pos-
sible to proeed to probabilities valued in abstrat sets (with a rather
omplex semi-algebrai struture that should reprodue the main re-
lations between real probabilities, see [52℄). The abstrat probabilisti
model of V. Maximov played the stimulating role in my investigations
to generalize the p-adi probability theory to an arbitrary topologial
group. However, I do not support Maximov's viewpoint to the role of
ertainty and unertainty in appliations of probability theory. Eah
experiment must indue its speial level of statistial signiane. In
ordinary statistis this level is given by the ǫ-levels of statistial sig-
niane, in fat, by the ǫ-neighborhood of P = 0. Our idea was to
onsider an additive topologial group G and probabilities valued in
some subset U ∈ G, 0 ∈ U, and levels of signiane are given by
7
We would like to remark that the role of the order struture on the set [0,1℄ of onven-
tional probabilities is overestimated. For example, let P(A) = 11/17 and P(B) = 13/19.
Of ourse, P(A) < P(B) in R. However: are you sure that you will be rih if you play in
the favor of B?
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neighborhoods V (in the metri ase Vǫ, ǫ > 0) of zero, see the next
setion for the details.
5 Statistial interpretation of probabil-
ities with values in a topologial group
In fat, Kolmogorov's probability theory has two (more or less indepen-
dent) ounterparts: (a) axiomatis (a mathematial representation);
(i) interpretation (rules for appliation). The rst part is the measure-
theoreti formalism. The seond part is a mixture of frequeny and
ensemble interpretations: "... we may assume that to an event A
whih has the following harateristis: (a) one an be pratially er-
tain that if the omplex of onditions
∑
is repeated a large number of
times, N , then if n be the number of ourrenes of event A, the ratio
n/N will dier very slightly from P(A); (b) if P(A) is very small, one
an be pratially ertain that when onditions
∑
are realized only
one the event A would not our at all", [1℄.
As we have already notied, (a) and (i) are more or less indepen-
dent. Therefore the Kolmogorov's measure-theoreti formalism, (a), is
used suessfully, for example, in subjetive probability theory.
In pratie we apply Kolmogorov's (onventional) interpretation,
(i), in the following way. First we have to x 0 < ǫ < 1, signiane
level. If the probability P(A) of some events A is less than ǫ, this event
is onsidered as pratially impossible.
It is already evident how to generalize the onventional interpreta-
tion of probability to G-valued probabilities. First we have to x some
neighborhood of zero, V , a signiane neighborhood.
If the probability P(A) of some event A belongs to V , this event
is onsidered as pratially impossible.
If a group G is metrizable, then the situation is even more similar
to the standard (real) probability. We hoose ǫ > 0 and onsider the
ball Vǫ = {x ∈ G : ρ(0, x) < ǫ}. If ρ(0,P(A)) < ǫ, then the event A is
onsidered as pratially impossible.
Let us borrow some ideas from statistis. We are given a ertain
sample spae Ω with an assoiated distribution P. Given an element
ω ∈ Ω, we want to test the hypothesis ω belongs to some reasonable
majority. A reasonable majority M an be desribed by present-
ing ritial regions Ω(ǫ)(∈ F ) of the signiane level ǫ, 0 < ǫ < 1 :
P(Ω(ǫ)) < ǫ. The omplement Ω¯(ǫ) of a ritial region Ω(ǫ) is alled
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(1− ǫ) ondene interval. If ω ∈ Ω(ǫ), then the hypothesis ω belongs
to majority M is rejeted with the signiane level ǫ. We an say
that ω fails the test to belong toM at the level of ritial region Ω(ǫ).
G-statistial mahinery works in the same way. The only dierene
is that, instead of signiane levels ǫ, given by real numbers, we on-
sider signiane levels V given by neighborhoods of zero in G. Thus
we onsider ritial regions Ω(V )(∈ F ) :
P(Ω(V )) ∈ V.
If ω ∈ Ω(V ), then the hypothesis ω belongs to majority M (repre-
sented by the statistial test {Ω(V )}) is rejeted with the signiane
level V . If G is metrizable, then we have even more similarity with
the standard (real) statistis. Here V = Vǫ, ǫ > 0.
Of ourse, the strit mathematial desription of the above statis-
tial onsiderations an be presented in the framework of Martin-Löf
[9℄, [10℄, [7℄ statistial tests. We remark that suh a p-adi framework
was already developed in [11℄. In the p-adi ase (as in the real ase)
it is possible to enumerate eetively all p-adi tests for randomness.
However, a universal p-adi test for randomness does not exist [11℄. If
the group G is metrizable we an proeed in the same way as in the
real and p-adi ase [11℄ and dene G-random sequenes, namely se-
quenes ω = (ω1, . . . , ωN , . . .), ωj = 0, 1, that are random with respet
to a G-valued probability distribution. However, if G is not metriz-
able, then the notion of a reursively enumerable set would not be
more the appropriative basis for suh a theory. In any ase we have
an interesting
Open problem:
Development of randomness theory for an arbitrary topologial group.
The general sheme of the appliation of G-valued probabilities is
the same as in the ordinary ase:
1) we nd initial probabilities;
2) then we perform alulations by using alulus of G-valued prob-
abilities;
3) nally, we apply the above interpretation to resulting probabil-
ities.
Of ourse, the main question is How an we nd initial probabil-
ities? The situation here is more or less similar to the situation in
the ordinary probability theory. One of possibilities is to apply the
frequeny arguments (as R. von Mises). We have already disussed
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suh an approah for p-adi probabilities, see also further onsidera-
tions in setion 6. Another possibility is to use subjetive approah to
probability. I think that everybody agrees that there is nothing speial
in segment [0, 1] as the set of labels for the measure of belief in the o-
urrene of some event. In the same way we an use, for example, the
segment [-1,1℄ (signed probability) or the unit omplex disk (omplex
probability) or the set of p-adi integers Zp (p-adi probability). If G
is a eld we an apply the mahinery of Bayesian probabilities and,
nally, use our interpretation of probabilities to make a probabilisti
(`statistial') deision. The third possibility is to use symmetry argu-
ments, `Laplaian approah'. For example, by suh arguments we an
hoose (in some situations) the uniform Qp-valued distribution.
We now turn bak to the role of the unit probability and, in partiu-
lar, axiom (7). In fat, by onsidering the interpretation of probability
based on the notion of the signiane level we need not pay the spe-
ial attention to the probability E = P(Ω). It is enough to onsider
V -impossible events, V = V (0). If V is quite large and P(A) 6∈ V, then
an event A an be onsidered as pratially denite.
Example 5.1. (A p-adi statistial test) Theorem 3.1. implies
that, for eah p-adi sphere S1/pl(r), where l, r,m were done in Theo-
rem 3.1:
lim
k→∞
P({ω ∈ Ω2 : SNk(ω) ∈ S1/pl(r)}) = 0,
for eah sequene s = {Nk}, Nk → m,k → ∞. We an onstrut a
statistial test on the basis of this limit theorem (as well as any other
limit theorem). Let s = {Nk}, Nk → m, be a xed sequene of natural
numbers. For any ǫ > 0, there exists kǫ suh that, for all k ≥ kǫ,
|P({ω ∈ Ω2 : SNk(ω) ∈ S1/pl(r)})|p < ǫ.
We set Ω(ǫ) =
⋃
k≥kǫ
{ω ∈ Ω2 : SNk(ω) ∈ S1/pl(r)}. We remark that
|P(Ω(ǫ))|p < ǫ.
We now dene reasonable majority of outomes as sequenes that do
not belong to the sphere S 1
pl
(r), nonspherial majority. Here the set
Ω(ǫ) is the ritial region on the signiane level ǫ.
Suppose that a sequene ω belongs to the set Ω(ǫ). Then the hy-
pothesis ω belongs nonspherial majority must be rejeted with the
signiane level ǫ. In partiular, suh a sequene ω is not random
with respet to the uniform p-adi distribution on Ω2. If , for some
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sequene of 0 and 1, ω = (ωj) we have ω1 + . . . + ωNk − r = α
mod pl, α = 1, . . . , p− 1, for all k ≥ kǫ, then it is rejeted.
The simplest test is given by m = 1, r = 0, Nk = 1 + p
k
and
ω1 + . . .+ ωNk = α mod p, α = 1, . . . , p− 1.
6 Generalized frequeny models
We proposed a theory ofG-valued probabilities in the measure-theoreti
framework.
8
In priniple, we an also proeed in the frequeny frame-
work. However, an arbitrary topologial group is too general base for
suh frequeny probabilities. We have to start with a topologial eld
T that ontains the eld of rational numbers as a dense subeld. We
proeed in the same way as in the p-adi ase. Let s = {Nk} be a
sequene of natural numbers onverging in T to some m. A T -valued
s-probability is dened as the limit P = limk→VNk ∈ T (if it exists).
As T is a topologial eld, we get additivity (2), formula (3) and
Bayes' formula (4). The range of values of suh a frequeny probability
depends on the sequene s and the topology on T .
In fat, Kolmogorov's theory does not look extremely anti-frequenist
due to the presene of the strong law of large numbers. Of ourse, this
law was strongly ritiized from the frequeny point of view, see e.g.,
von Mises [2℄, [3℄. The main ritial argument is that we ould not
say anything about behaviour of frequenies for a onrete sequene
of trials. Nevertheless, there are no problems in average. Therefore,
by obtaining a kind of law of large numbers (of ourse, in the ase
when the eld of rational numbers Q is dense in T ) we ould strongly
improve the measure-theoreti approah for T -valued probabilities. A
kind of suh a law we have in the p-adi ase.
7 Appendixes
7.1 Conventional stohasti proesses in p-adi
physis
We onsider the A-model, see setion 1. Thus the variable x is p-adi,
but the wave funtion ψ is omplex valued. Here, as |ψ(x)|2 ∈ R+,
8
However, we use the frequeny experiene of the real and p-adi probabilities to nd
reasonable properties of `probability'.
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we an apply Kolmogorov's probability theory. However, the speial
struture of the sample spae Ω = Qp - the eld of p-adi numbers,
gives the possibility to provide more deep probabilisti investigations.
Of ourse, Qp is a loally ompat additive group. Here we an apply
the general theory of probability on loally ompat groups, see, e.g.,
[46℄-[50℄. However, the importane of this onrete example of a loally
ompat group was not well reognized in the ommunity - `Probability
on Topologial Strutures'. On the other hand, from the physial point
of view the group Qp is pratially not less important than the group
R.
Moreover, members of the ommunity - `Probability on Topologi-
al Strutures' were bounded by knowing the following p-adi No-Go
theorem:
Theorem 7.1. There are no Gaussian measures on Qp.
This fat an easily be extrated from Heyer's book [46℄. The Qp
is a totally disonneted loally ompat topologial group. This re-
sult an satisfy every mathematiian. However, physiist would not
be happy! There exists a dierential operator of the seond order,
Vladimirov-Laplae operator, see [24℄, that plays the fundamental role
in p-adi string theory and quantum mehanis. Physiists desribe
important dynamis by using this operator. It seems that there should
be probabilisti desription of these evolutions. Of ourse, the orre-
sponding stohasti proesses (if it exists at all) ould not be a pro-
ess with ontinuous trajetories. We have to modify Bendikov's pro-
gram, see e.g., [53℄ of the onstrution of Brownian motions on loally
ompat groups. It seems that a generalization of Bendikov's pro-
gram for totally disonneted loally ompat groups must be based
on the desription of generators of stohasti proesses as seond order
Vladimirov-type dierential operators. It may our that the orre-
sponding stohasti proess will be a generalized stohasti proess.
On the other hand, there were performed extended investigations
on limit theorems for general loally ompat groups, see, e.g., [46℄.
The most interesting for us are investigations for disonneted groups
(in partiular, p-adi), see e.g., [47℄-[50℄. These investigations an be
of great importane for p-adi physis and ognitive sienes.
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7.2 Limit theorem for signed, omplex and Banah-
algebras valued probabilities
It seems that the rst limit theorem for signed probabilities was on-
sidered in the paper of [54℄. Then suh probabilisti distributions were
onsidered by V. Krylov [55℄ in the onnetion to the Cauhy problem
for the equations:
δf
δt
= (−1)q+1 δ
2qf
δx2q
(8)
He proved a limit theorem for the fundamental solution of (8) that
generalized the standard entral limit theorem (for q = 1).
The entral limit theorem for Shrödinger's equation was proved
by A. Khrennikov and O. Smolyanov [56℄. Then it was generalized
to arbitrary omplex (in partiular, signed) distributions (on nite as
well as innite dimensional loally onvex spaes), see [57℄. We also
have to mention an extended researh ativity on limit theorems for
fundamental and pseudo-dierential equations. However, the author is
not a speialist in this eld. Therefore we will not onern these inves-
tigations in the present review. Finally, we remark that `probability
measures' with values in superommutative Banah superalgebras (in
partiular, ommutative) were used in the framework of so alled su-
persymmetri physis [58℄. Here I proved an analogue of the entral
limit theorem for Gaussian and Feynman superdistributions.
7.3 Measures that take values in non-Arhimedian
elds
Let X be an arbitrary set and let R be a ring of subsets of X. The pair
(X ,R) is alled a measurable spae. The ring R is said to be separating
if for every two distint elements, x and y, of X there exists an A ∈ R
suh that x ∈ A, y 6∈ A. We shall onsider measurable spaes only over
separating rings whih over X.
A subolletion S of R is said to be shrinking if the intersetion
of any two elements of S ontains an element of S. If S is shrinking,
and if f is a map R → K or R → R, we say that limA∈S f(A) = 0
if for every ǫ > 0, there exists an A0 ∈ S suh that |f(A)| ≤ ǫ for all
A ∈ S, A ⊂ A0.
Let K be a non-Arhimedian eld with the valuation |·|. A measure
on R is a map µR→ K with the properties:
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(i) µ is additive; (ii) for all A ∈ R, ||A||µ = sup{|µ(B)| : B ∈
R, B ⊂ A} <∞; (iii) if S ⊂ R is shrinking and has empty intersetion,
then limA∈S µ(A) = 0.
We all these onditions respetively additivity, boundedness, onti-
nuity. The latter ondition is equivalent to the following: lima∈S ||A||µ =
0 for every shrinking olletion S with empty intersetion.
Condition (iii) is the replaement for σ-additivity. Clearly (iii)
implies σ-additivity. Moreover, for the most interesting ases, (iii)
is equivalent to σ-additivity [43℄. Of ourse, we ould in priniple
restrit our attention to these ases and use the standard ondition
of σ-additivity. However, in that ase we should use some topologial
restrition on the spae X. This implies that we must onsider some
topologial struture on a p-adi probability spae. We do not like
to do this. We would like to develop the theory of p-adi probability
measures in the same way as A. N. Kolmogorov (1933) developed the
theory of real valued probability measures by starting with an arbitrary
set algebra.
For any set D, we denote its harateristi funtion by the symbol
ID. For f : X → K and φ : X → [0,∞), put
||f ||φ = sup
x∈X
|f(x)|φ(x).
We set
Nµ(x) = inf
U∈R,x∈U
||U ||µ
for x ∈ X. Then ||A||µ = ||IA||Nµ for any A ∈ R. We set ||f ||µ =
||f ||Nµ . A step funtion (orR-step funtion) is a funtion f : X → K of
the form f(x) =
∑N
k=1 ckIAk(x) where ck ∈ K and Ak ∈ R, Ak ∩A1 =
∅, k 6= l. We set for suh a funtion
∫
X
f(x)µ(dx) =
N∑
k=1
ckµ(Ak).
Denote the spae of all step funtions by the symbol S(X). The
integral f → ∫X f(x)µ(dx) is the linear funtional on S(X) whih
satises the inequality | ∫X f(x)µ(dx)| ≤ ||f ||µ. A funtion f : X → K
is alled µ-integrable if there exists a sequene of step funtions {fn}
suh that limn→∞ ||f − fn||µ = 0. The µ-integrable funtions form a
vetor spae L(X,µ) (and S(X) ⊂ L(X,µ)). The integral is extended
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from S(X) on L(X,µ) by ontinuity. Let Rµ = {A : A ⊂ X, IA ∈
L(X,µ)}. This is a ring. Elements of this ring are alled µ-measurable
sets. By setting µ(A) =
∫
X IA(x)µ(dx) the measure µ is extended to
a measure on Rµ. This is the maximal extension of µ, i.e., if we repeat
the previous proedure starting with the ring Rµ, we will obtain this
ring again. Finally, we mention investigation for solenoids, see e.g., [53℄
appliations of p-adi valued measures in number theory, see e.g., [40℄
and reent paper of D. Neuenshwander [59℄ on p-adi valued measures.
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