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Abstract
Person re-identification consists of recognizing individuals across different sensors of a cam-
era network. Whereas clothing appearance cues are widely used, other modalities could
be exploited as additional information sources, like anthropometric measures and gait. In
this work we investigate whether the re-identification accuracy of clothing appearance de-
scriptors can be improved by fusing them with anthropometric measures extracted from
depth data, using RGB-D sensors, in unconstrained settings. We also propose a dissimilarity-
based framework for building and fusing multi-modal descriptors of pedestrian images for
re-identification tasks, as an alternative to the widely used score-level fusion. The experi-
mental evaluation is carried out on two data sets including RGB-D data, one of which is a
novel, publicly available data set that we acquired using Kinect sensors.
In this dissertation we also consider a related task, named semantic retrieval of pedestri-
ans in video surveillance scenarios, which consists of searching images of individuals using
a textual description of clothing appearance as a query, given by a Boolean combination of
predefined attributes. This can be useful in applications like forensic video analysis, where
the query can be obtained from a eyewitness report. We propose a general method for imple-
menting semantic retrieval as an extension of a given re-identification system that uses any
multiple part-multiple component appearance descriptor. Additionally, we investigate on
deep learning techniques to improve both the accuracy of attribute detectors and general-
ization capabilities. Finally, we experimentally evaluate our methods on several benchmark
datasets originally built for re-identification tasks.
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Chapter 1
Introduction
A feature still not present in nowadays video-surveillance systems, consists on recognizing
if a pedestrian acquired by a camera network, has already been seen in some other location.
Considering a closed-circuit camera network that cover for instance an entire building, a
whole neighbourhood or an airport, this would allow for an automatic mapping of subjects,
speeding up the work of law enforcement in case of some investigation. A system able to spot
a suspect and take over human operators from watching the entire surveillance recordings,
is definitely an interesting option, not just for a matter of time. In fact, watching hours of
surveillance recordings actually comport loss of attention and concentration with obvious
consequences. With the aid of an automatic system, as soon as the officer notice a suspect
behaviour, it would be straightforward establishing what the subject was previously doing.
This task is known in the computer vision and pattern recognition community as Person
Re-Identification.
The main difficulties deriving from considering video surveillance scenarios are related
to the low quality and extensive length of the recordings. In order to record an high quantity
of data into physical supports, it is necessary to record videos in low resolution and stor-
ing them using some compression algorithm. Another, often insurmountable difficulty, is
that the pedestrians can give the back to the surveillance cameras, making it impossible to
use face recognition algorithms. Therefore, it is mandatory to exploit some weaker biome-
try, able to be acquired at a far distance. Even if they are not as much discriminant as the
strong biometrics used for user authentication, such soft biometrics would be at least able
to narrow down the search space around the suspect.
In general, person re-identification has the purpose of finding the video recording frames
that show the subject depicted in the query image. Another interesting application consist
on querying a video-surveillance system using, instead of an image, a textual description of
the clothing appearance of the searched subject (e.g. look for individuals wearing a red t-
shirt). In forensic analysis, this can be useful when the suspect is described by an identikit
given by an eyewitness. Another possible application is the search of a subject that has been
abducted. In fact, relatives and friends are able to give the authorities some description
of what they were wearing before getting lost. These data can be used to query a semantic
retrieval system that would be surely quicker than several human operators watching maybe
city wide camera recordings. This can give some more chances of retrieving the individual.
This task is usually called appearance-based people search, or semantic retrieval, and along
1
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with person re-identification is the main topic of this dissertation.
The branch of research that involves all the thesis work, is for the major part dedicated
to the study of models able to characterize the appearance of an individual acquired by a
camera. Clothing appearance is the main cue used in literature since clothing characteris-
tics do not change significantly if the subject is acquired from a different point of view, or
has a different body pose. At the same time it is not straightforward because, depending on
different lighting conditions, colors can appear to be different and usually recordings are not
white balanced. Moreover, in the case of partial occlusions and non uniform illumination,
the algorithms for people detection and segmentation nowadays are far from perfect. Con-
sequentially, we are restricted to analyse scenarios where there are not too many people, for
instance in a parking spot or in a not too much crowded mall.
In this thesis, to face the person re-identification task we use a method based on dissimi-
larity representations [78]. Instead of exploiting a feature based representation of individuals
(i.e. in terms of low level characteristics such as color histograms), we evaluate the dissimi-
larity in respect to some visual prototypes. Such prototypes describe low level local charac-
teristics shared by individuals. For instance, a color distribution tending to red in the upper
part, can be taken as a concept to describe a red shirt. Such prototypes can refer to differ-
ent body parts: to represent a t-shirt we can consider just the upper part while to represent
trousers the lower part.
In order to be able to divide the image of an individual in body parts, we need some al-
gorithm able to establish what pixels are related to the torso and to the legs part. In previous
works [85, 83] we used a state of the art method based on pictorial structures [2]: a gener-
ative model of the human body that along with some strong part detectors, is able to infer
from a still image the body part constellation. With the advancement of RGB-D sensors tech-
nology, in this thesis we take advantage of devices such as the Microsoft Kinect, to obtain a
more fast and accurate segmentation of the pedestrian image. This is explained in chapter
3, where along with clothing appearance we consider also a set of anthropometric measures
that can be acquired at a certain distance from the depth camera. The use of this cue well
suites the multiple-component multiple-part representation that we introduced in [85] and
then embedded into the dissimilarity-based representation in [83].
Apart from providing a discriminant signature of pedestrians, the Multiple Component
Dissimilarity (MCD) representation comes with a framework that assist person re-identification,
from the extraction of descriptors to the matching procedure. This framework is also natu-
rally suitable for retrieving people by semantic attributes. Once the visual prototypes are
extracted from an image dataset, it is possible to train an attribute detector for each char-
acteristic that we need to retrieve. Each detector is a classifier that maps the dissimilarity
representation of the individual into the space of attributes, using a set of training images
to learn the prediction model. In this way, when a human operator query the system, it will
display all the images in the database that have characteristics similar to the prototypes that
are affine to the query description. In addiction, it would be possible to use the system in
reversal, starting from the video frame and annotating the image with the clothing charac-
teristics of the reported subject. This can be useful to organize and locate images of interest
from the video recordings acquired by a surveillance camera network.
Taking advantage of the recent breakthroughs in image tagging [52] given by deep learn-
ing algorithms, we go further in chapter 5 by constructing a new appearance model for the
pedestrian image, automatically constructed from the raw pixel data. Whereas the similarity
in respect to visual prototypes is usually built from hand crafted features, such algorithms
3are able to generate better representations that adapt naturally to the video domain and set
of attributes at hand. With regard to the multiple part representation, also the human body
subdivision can be inferred by deep learning techniques. This has been exploited by [62] us-
ing deep decompositional networks, and allows for excellent performances and real time
computation. Moreover, the great expressive capacity of convolutional neural networks,
consents to investigate on more complex attributes and get better performance in term of
accuracy of the attribute detectors.
The contributions of this thesis can be summarized in these five points:
• we exploit the use of anthropometric measures for person re-identification, acquired
at a far distance by RGB-D sensors. We fuse this new information with state of the art
clothing appearance descriptors increasing their first-rank recognition rate up to 20%;
• in respect to the state of the art, where clothing appearance and anthropometrics
modalities are merged using a score level fusion, we explore a different possibility ex-
tending our previously proposed Multiple Component Dissimilarity framework. This
fusion approach reduces considerably the processing cost of the person re-identification
matching phase ;
• we introduce a general method for implementing semantic pedestrian retrieval using
the same Multiple Component Dissimilarity descriptor used for person re-identification;
• we propose a method for processing complex semantic queries, obtained by combin-
ing basic ones through boolean operators;
• we introduce a new objective function, aimed at optimizing the performance of convo-
lutional neural networks in semantic retrieval of pedestrians, exploiting the co-occurrence
of attributes. This leads to better detection performances and generalization capabil-
ity to new datasets and attributes.
The thesis is structured as follows. In chapter 2 we introduce the main algorithms that
we are going to use in the rest of the work, essentially the Multiple Component Dissimilarity
framework. In chapter 3 we describe our contribution to person re-identification through
the use of RGB-D cameras. Along with technical details of our implementation we explain
how we extended the MCD framework to multiple modalities. In chapter 4 we introduce
our MCD extension in order to face the problem of pedestrian semantic retrieval using hand
crafted features, and in chapter 5 using deep learning techniques. Chapter 6 concludes the
thesis with some general consideration on the whole work, and some insights on future re-
search.

Chapter 2
Related work
In this chapter we overview person re-identification methods based on clothing appearance
(which is the only cue used in most of the existing methods), and on their combination with
other modalities, focusing on anthropometric measures. In particular, section 2.1 address
the state of the art, while section 2.2 presents our previous work on the Multiple Compo-
nent Dissimilarity (MCD) framework for person re-identification. These sections are useful
to fully understand the content of chapter 3. We continue in 2.3 with the literature for the
semantic retrieval of pedestrians task, that will be addressed in chapters 4 and 5.
2.1 Person re-identification
Person re-identification consists of matching individuals across different, possibly non over-
lapping views of a camera network [30]. It can enable various applications, like off-line re-
trieval of video sequences containing an individual of interest whose image is given as a
query, and on-line pedestrian tracking (aka re-acquisition [43]). Strong biometric traits, like
faces, cannot be exploited in typical settings characterized by strong pose variations, partial
occlusions, low resolution and unconstrained environment [30] (see Fig. 2.1).
Clothing appearance is the most widely used “soft”, session-based cue, since it is rel-
atively easy to extract, and exhibits uniqueness over limited periods of time. The accu-
racy it can attain is however affected by low inter-class variability (i.e., different individuals
wearing similar clothing), especially in scenarios involving a large number of people. Re-
Figure 2.1: Sample images of a video-surveillance setting, taken from the VIPeR [43] and
CAVIAR4REID [18] data sets: low image resolution and unconstrained poses do not allow
strong biometric traits, like faces, to be exploited.
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identification based only on clothing appearance can actually be difficult also for human
operators, as pointed out, e.g., in [18]. For this reason some authors proposed to combine
it with other modalities, like anthropometric measures [71, 70], gait [51] and thermal data
[70], and reported some evidences that the proposed multi-modal systems can outperform
systems based on clothing appearance alone.
In this section we overview person re-identification methods based on clothing appear-
ance (which is the only cue used in most of the existing methods), and on their combination
with other modalities, focusing on anthropometric measures.
2.1.1 Person re-identification based on clothing appearance
Most of the existing descriptors are based on a multiple part - multiple component (MPMC)
representation: they subdivide the body into several parts to deal with its non-rigid nature,
and represent each part as a set of components using various kinds of local or global fea-
tures. SDALF [31] is a paradigmatic example: it subdivides the body into left and right torso
and legs, according to its symmetry and anti-symmetry properties. Three kinds of features
are extracted from each part: color histograms in the HSV color space; maximally stable color
regions (MSCR); recurrent high-structured patches (RHSP) (see Sect. 3.2.2). To extract MSCR
and RHSP, several image patches are randomly sampled, and then clustered to find the most
significant ones. In [68] the body is subdivided into head, torso and legs as in [31]. Each
part is described using weighted Gaussian color histograms features (to capture the chro-
matic content of the region around SIFT key-points), pyramid of histograms of orientation
gradients (by concatenating the histogram of gradients along edge lines), and Haralick fea-
tures (to describe textures, based on the gray level co-occurrence matrix). In [3] the body is
subdivided into upper and lower parts: each part is represented using the MPEG7 dominant
color descriptor, and a learning algorithm is used to find the most discriminative appearance
model. Our MCMimpl [85] subdivides the body into torso and legs, randomly extracts from
each part rectangular, possibly overlapping patches, and represents them with HSV color
histograms; to attain robustness to illumination changes, synthetic patches are generated
from the original ones by varying brightness and contrast. In [67] dense color histograms in
several colour spaces, and different texture features, are extracted from four body parts (up-
per and lower torso, upper and lower legs); a nonlinear warp function between features from
two cameras is learnt, to deal with large changes in appearance between them, due to dif-
ferent lighting conditions and poses, occlusion, and background clutter. In [99] the body is
subdivided into six horizontal strips, and clothing appearance is modelled in terms of color
and texture features as a function of the pose; a classifier is trained offline to identify the
most discriminative features, and subject-discriminative features are further learnt online.
In [59] a spatial pyramid is built by dividing an image into overlapping horizontal stripes of
16 pixels height; color histograms and histograms of oriented gradients are computed for
each strip. A ranking method specific to re-identification, based on sparse discriminative
classifiers, is also proposed in [59].
Other methods exploit more refined subdivisions. In [4], a body part detector is used to
find fifteen non-overlapping square cells, corresponding to “stable regions” of the silhou-
ette, which are represented by a covariance descriptor in terms of color gradients. Color
histogram equalization is performed to improve robustness to changing lighting conditions.
Descriptor generation and matching are performed through a pyramid matching kernel. The
subdivision of [37] is based on decomposable triangulated graphs, and each part is described
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by color and shape features. Pictorial structures are used in [18] to detect chest, head, thighs
and legs, which are described by HSV histograms and MSCR patches as in [31].
Other approaches treat the body as a whole, and represent it using various kinds of fea-
tures: Haar-like features [3]; SIFT-like interest points [37, 46, 25]; texture (Schmid and Ga-
bor filters) and color (histograms in different color spaces) [44]; global color descriptors
(histograms, spatiograms, color/path-length) [95]; 4D multi color-height histograms and
transform-normalized RGB (illumination-invariant) [16]; biologically-inspired features and
covariance descriptors capturing shape, location and color information [64] (see Sect. 3.2.2).
The use of RGB-D sensors has recently been proposed, since they enable a more effective
foreground/background segmentation and body part localization, with respect to RGB sen-
sors [1, 86]. In [1] a “body print” is extracted from each individual, exploiting the precision of
RGB-D sensors in measuring world coordinates corresponding to the pixels of the scene; the
body is subdivided into horizontal stripes at different heights, and each stripe is represented
as its mean RGB value along a video sequence. In [86] the Kinect SDK is used for extracting
the torso and legs body parts, which are then represented using the same descriptor of [83].
2.1.2 Person re-identification using anthropometric measures
Anthropometry is the characterization of individuals through the measurement of physical
body features, e.g., height, arm length, and eye-to-eye distance [80], typically taken with
respect to landmark points like elbows, hands, knees and feet, which are localized automat-
ically or manually. Their discriminant capability was discussed in a classic study [22], where
ten different measures were evaluated over 4,063 individuals.
Although the use of anthropometric measures has already been proposed for personal
identity recognition, existing methods do not fit the typical setting of person re-identification,
i.e., multiple, usually non-overlapping cameras and unconstrained environments, with large
pose variations and non-cooperative users. In some works, anthropometric measures are ex-
tracted using costly 3D devices, like 3D laser scanners, and require the user collaboration in a
constrained setting [40, 75, 72]. Other methods use an RGB camera with no specific calibra-
tion [8, 11]; however, anthropometric measures can be evaluated in [8] up to a scale factor
only, and thus cannot be used for comparing individuals in images acquired by different
cameras, whereas in [11] images in frontal pose are required, and thirteen body landmarks
have to be manually selected. Other methods estimate absolute height values only, but re-
quire ad hoc camera calibration [10, 34, 55, 54].
The use of anthropometric measures for re-identification was first proposed in [66], where
height was estimated from RGB cameras as a cue for associating tracks of individuals coming
from non-overlapping views (this corresponds to the re-acquisition task that is enabled by
person re-identification), but ad hoc camera calibration is required. The extraction of an-
thropometric measures in re-identification settings has recently been made viable by novel
RGB-D sensors, which provide a reliable, real-time body pose estimation [90, 93]. For in-
stance, the Kinect SDK1 provides the absolute position of twenty body joints (see Fig. 2.2).
This was exploited in [7] to extract different anthropometric measures from front and rear
poses: distance between floor and head, ratio between torso and legs, height, distance be-
tween floor and neck, distance between neck and left shoulder, distance between neck and
right shoulder, and distance between torso centre and right shoulder; three other geodesic
1Microsoft®Kinect™Software Development Kit, http://www.microsoft.com/en-us/kinectforwindows/
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Figure 2.2: (a) The 20 skeletal joints tracked by the Kinect SDK, in the classical Vitruvian Man.
(b–d) Depending on the confidence degree on the estimated joint positions, the Kinect SDK
distinguishes between tracked (in green) and inferred (less reliable) points (in yellow). Some
joints could also be not tracked, depending on the pose, like the right ankle and foot in (d).
distances are estimated from the 3D mesh of the abdomen, using the Kinect depth map:
torso centre to left shoulder, torso centre (located in the abdomen) to left hip, and distance
of torso centre to right hip. In [61] a specific setting was considered, in which the cameras
are installed on the floor after an entrance door. The proposed anthropometric measures
(extracted from a sequence of frames) are the individual’s average blob height, area and pro-
jected volume to the floor, and blob speed. Two kinds of descriptors have recently been
considered in [69], exploiting Kinect sensors: 13 anthropometric measures extracted from
the body joints, and a point cloud model of human body. We finally mention that anthropo-
metric measures extracted from RGB-D sensors have been recently proposed also for person
recognition tasks; e.g., height, arm and leg length were used in [38] and [39] for gait recogni-
tion.
We point out that some of the measures of [7] are difficult or even impossible to extract
from unconstrained poses: measures from 3D mesh require near-frontal pose (the abdomen
is hidden in rear pose); neck distance to left and right shoulders is hard to compute from
lateral pose, even using a depth map, and requires to distinguish between left and right body
parts. The measures used in [61] are tailored to the specific setting of top-camera views,
instead, and cannot be used in standard re-identification settings. The skeleton measures
of [69] are in principle suited to standard settings, and can be extracted from unconstrained
poses.
2.1.3 Multi-modal person re-identification
Some authors recently proposed to combine clothing appearance with cues coming from
other modalities: anthropometric measures, thermal features and gait. In [70] clothing ap-
pearance (RGB histograms from upper and lower body) was combined with thermal features
(SURF descriptors), and anthropometric measures (averaged over different frames from the
depth map): frontal curve model, encoding the distances from head to neck and neck to
torso along the body surface; thoracic geodesic distances; and the length of seven inter-
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joint segments connecting different body parts. In [71] clothing appearance (color histogram
of upper body and legs) was combined with the subject’s height, computed by subtracting
the y-values in world-coordinates of the upmost and the lowermost silhouette points. In
[51] clothing appearance (color histograms) was combined with gait, described by a spatio-
temporal histogram of oriented gradients. In [15] clothing appearance (color histogram of
head, torso and legs, and a texture model based on Local Binary Patterns) was combined as
in [71] with the height, which was however extracted using only RGB sensors, by converting
the detected part part positions in real world coordinates through a specific camera calibra-
tion.
We point out that in these works the improvement in re-identification accuracy that can
be attained by the additional modalities over clothing appearance has not been clearly eval-
uated. Moreover, in all the existing methods where multi-modal cues are used, the differ-
ent modalities are combined through score-level fusion techniques. A different fusion tech-
nique between different descriptors was proposed in [33], although it was evaluated only on
clothing appearance cues: it exploits a multi-view, semi-supervised learning framework with
manifold regularization in vector-valued Reproducing Kernel Hilbert Spaces; the similarity
between two individuals is computed for each feature (descriptor) using a kernel function,
and a learning algorithm is used to combine all the features, defining a mapping between
their values and the identity of the individual of an input image, for a given template gallery.
2.2 Dissimilarity-based descriptors for multi-modal
person re-identification
Here we summarize our MCD descriptor [83], and show how it can be extended to multi-
modal re-identification.
2.2.1 Multiple Component Dissimilarity representation
Person re-identification is a matching problem: it basically consists of ranking a set of tem-
plate images with respect to their similarity to the query image, computed as a match score.
In [85] we pointed out that the descriptors used by most appearance-based re-identification
methods share two high-level characteristics: they subdivide human body into parts, and
represent each part as a bag (set) of low-level local features, like random patches and SIFT
points. This suggested us an analogy with the kind of descriptor proposed in the Multiple
Component Learning (MLCL) framework of [28] for the different task of object detection. It
consists of representing an object (e.g., a pedestrian) as an ordered sequence of parts (or
even as a single part), each of which is as an unordered set of components, and is repre-
sented by a suitable feature vector. In MCL, an object detector is constructed by combining
the part detectors; each part detector is a classifier that is constructed using the Multiple In-
stance Learning (MIL) paradigm [27], according to the corresponding multiple component
representation.
Such a high-level analogy with MCL descriptors inspired us the Multiple Component
Matching (MCM) framework for constructing multiple part-multiple component descrip-
tors for re-identification (matching) problems, which is also capable to cast the existing de-
scriptors [85]. We then proposed the Multiple Component Dissimilarity (MCD) framework,
which allows one to convert any MCM descriptor into a dissimilarity-based one [82]. The
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MCD framework, which is summarised in the rest of this section, was originally proposed
for speeding up the matching step of re-identification methods, enabling real-time appli-
cations [82]. Existing descriptors are indeed rather complex, and require a relatively high
matching time, while MCD descriptors are simple, fixed-length vectors of real numbers, in-
stead. We subsequently found that MCD has other advantages, among which enabling a
general implementation of the novel task presented in this chapter.
The main idea underlying MCD stems from the dissimilarity representation for pattern
recognition [78], originally proposed to deal with problems in which a feature vector repre-
sentation is not available or is not easy to obtain, while it is possible to define a dissimilarity
measure between pairs of samples (e.g., object images). A sample can thus be represented as
a fixed-size vector of dissimilarity values from a predefined set of “prototype” objects. Pro-
totypes are chosen depending on the task at hand, e.g., by clustering, by techniques derived
from feature selection approaches, or even randomly [78]. In MCD we adapted the dissim-
ilarity paradigm to multiple part-multiple component descriptors, by constructing a set of
visual prototypes for each object part (e.g., the torso of an individual), which is then repre-
sented as a vector of dissimilarity values to the corresponding prototypes. The dissimilarity
vectors of each part are then concatenated into an ordered dissimilarity vector representing
the whole object. The main difference with the original dissimilarity representation is that,
in MCD, the visual prototypes are representative of local characteristics of each body part,
instead of the whole object. In particular, each prototype is defined as a set of components,
according to the underlying MCM representation.
In [83] we exploited them to devise a framework for Multiple-Part Multiple-Component
(MPMC) clothing appearance descriptors, in which (see Sect. 2.1.1): (i) A body part subdivi-
sion is often used, and a distinct representation is built for each part (otherwise, the whole
body can be viewed as a single component); (ii) Each part (or the full body, if no part subdi-
vision is used) is represented by multiple components, e.g., patches, strips, or interest points,
and each component is described with a distinct feature vector. The MPMC representation
can be formalized as follows. The image I of an individual is represented as an ordered se-
quence of descriptors {I1, . . . , IM } of M ≥ 1 predefined body parts. Each descriptor is a set of
feature vectors extracted from nm different components, Im = {xm,1, . . . , xm,nm }, xm,k ∈Xm
(different feature spaces Xm can also be used for different parts). An example is shown in
Fig. 2.3.
Fig. ?? summarises the prototype construction procedure.
Our MCD framework was originally aimed at speeding up matching of MPMC descriptor
pairs, by converting them into dissimilarity vectors. This is obtained in two steps.
Prototype selection: a “visual” prototype Pm is defined off-line for each body part, from a
given setI of images of individuals. Each prototype is obtained by merging the components
of the m-th body part of all images inI and grouping them into Nm clusters: Pm = {Pm, j }Nmj=1.
Each cluster is thus a set of components, Pm, j = {p im, j }
Nm, j
i=1 , p
i
m, j ∈ Xm , and represents a
specific low-level visual characteristic of the corresponding part in the feature space Xm
(e.g., a certain color distribution).
Dissimilarity descriptor computation: from the original MPMC descriptor of any individ-
ual’s image I, a dissimilarity vector I Dm is obtained for each part m as:
I Dm =
[
d(Im ,Pm,1), . . . ,d(Im ,Pm,Nm )
]
, (2.1)
where the superscript D denotes a dissimilarity descriptor, and d(·, ·) is a dissimilarity mea-
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Figure 2.3: An example of MPMC representation. (a) The image of an individual. (b) The
body is subdivided in two parts, upper (green) and lower body (red). (c) A set of components
(e.g., image patches), sketched here as colored dots, is extracted form each part.
sure between sets of components (e.g., the Hausdorff distance [97]); the vectors I Dm are then
concatenated into a dissimilarity vector for the whole image:
ID = [I D1 , . . . , I DM ] . (2.2)
Computing the similarity between the MCD descriptors of of a probe and a template im-
age amounts to comparing two real-valued vectors, which can be much faster than evaluat-
ing the similarity between the original descriptors [83]. In [83] we devised a similarity mea-
sure suitable to MCD descriptors, with the following rationale: if the images of two individu-
als I′ and I′′ do not exhibit the local characteristic associated with a set of components Pm, j
(i.e., both d(I ′m ,Pm, j ) and d(I ′′m ,Pm, j ) exhibit high values), then Pm, j does not provide any
information about their similarity. Conversely, the smaller the values of either d(I ′m ,Pm, j ) or
d(I ′′m ,Pm, j ), or both, the higher the information Pm, j conveys about the similarity between
I′ and I′′. Accordingly, we defined a weighted Euclidean distance that gives higher weights to
elements that exhibit smaller values either in I′D or in I′′D. Assuming that d(·, ·) ∈ [0,1]:
D(I′D,I′′D)=
√√√√ m∑
m=1
Nm∑
j=1
wm, j
W
|d(I ′m ,Pm, j )−d(I ′′m ,Pm, j )|2 , (2.3)
where wm, j = (1−min{d(I ′m ,Pm, j ),d(I ′′m ,Pm, j )})2, and W is a normalization factor such that
1
W
∑m
m=1
∑Nm
j=1 wm, j = 1 (in [83] a different definition of wi was used; we found that the one of
Eq. (2.3) is more effective for multi-modal descriptors).
Finally, in [83] we showed that prototypes can be constructed off-line, even from a dif-
ferent set of images than the template gallery, without affecting re-identification accuracy.
Furthermore, since prototype construction is an unsupervised procedure (i.e., the identity
of the individual is not used), in off-line re-identification settings prototypes can be con-
structed using also the available probe images.
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2.3 Semantic retrieval of pedestrian images in
video surveillance scenarios
In this section we focus on a task related to person re-identification, named “semantic re-
trieval of pedestrians in video-surveillance scenarios”. It consists of retrieving images or
video sequences of individuals who match a query given in terms of a textual description
of clothing appearance, instead of an image. This functionality can be very useful in appli-
cations like forensic video analysis, where the query can be obtained from the description of
the suspect author of a crime made by a witness.
A similar task was considered in [96, 94, 53]. In [96, 94] it was named “person attribute
search” or “attribute-based people search”. The focus of [96] was on face attributes, like the
presence of beard and eyeglasses, while only the dominant colour of torso and legs was con-
sidered as clothing appearance attribute. A specific detector was then developed for each at-
tribute of interest. In [94] the following attributes were considered: gender, hair/hat colour,
the position and colour of the bag (if any) carried by an individual, and, as in [96], the colour
of torso and legs. A generative model was proposed to build the corresponding descriptors.
In [?] the standard person re-identification task was considered instead, and it was argued
that human experts carry it out by looking at mid-level attributes like hair style, shoe type
and clothing style. Accordingly, the use of such a kind of attributes as additional features
was proposed, to complement low-level features used by existing re-identification meth-
ods. The following fifteen attributes were chosen: shorts, skirt, sandals, backpack, jeans,
logo, v-neck, open-outerwear, stripes, sunglasses, headphones, long-hair, short-hair, gen-
der, carrying-object. The corresponding detectors were implemented as binary classifiers,
using ad hoc features, and their output scores were fused with the match score produced by
the re-identification method of [32].
Since these early works above mentioned, tremendous strides have been made in the
field, towards the retrieval of more particular attributes such as clothing type, hair length
and skin tone, and a better accuracy of the prediction models.
Usually, to get a semantic people description from the pedestrian image, the methods in
literature start with some pre-processing technique in order to remove the background and
segment the human body in parts. Background can be subtracted from videos using frame
differencing, or by more sophisticated segmentation models. In particular, the background
can be encapsulated into a model and subtracted to the frame containing the pedestrian,
such what has been done in [101] using the technique in [57]. Adopting devices such as the
Microsoft Kinect it is possible to get an accurate extraction of the pedestrians pixels from
videos along with the position of the body parts [77]. Other methods separate the back-
ground from still RGB images instead of videos, using other models such as the STEL gener-
ative model in [31] or the deep decompositional network of [63] in [35] and this work. The
advantage of the latter consists on a more accurate real-time background subtraction that
also is able to extract different body parts from the silhouette: hairs, head, torso, legs and
shoes. Not every approach needs this pre-processing step: some methods divide the body in
several horizontal stripes [53] or take as input the entire color frame [56].
Once pre-processing has been done, a descriptor is extracted in order to capture low-
level features and/or mid-level semantic descriptors based on soft biometrics. To describe
the pedestrian appearance the most used features include color, texture, and shape. Color
histograms in different color spaces are used in [84, 87] and [35] in order to extract cloth-
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ing color attributes. Texture is another popular feature used to describe clothing. In [31]
Recurrent High-Structured Patches (RHSPs) are used to highlight the texture characteristics
that are highly recurrent in the pedestrian appearance, while in [53] texture filters (Gabor,
Schmid) are extracted from the luminance channel. Other features like local key-points,
shape information and group information are also used for related tasks such as person re-
identification. In this work and in [56, 19] convolutional neural networks are used to extract
automatically features in a supervised way. With the recent breakthrough performances of
deep neural networks in vision tasks [52],this approach is one of the most promising also for
attribute extraction from low resolution natural images. A convolutional neural network can
be used to directly classify the attributes, but can also be used to extract features that may be
useful also for related tasks.
Low and medium level features can be used to detect attributes using classifiers such
as svm [87, 35, 73, 100], or deep learning algorithms [56, 19]. Some methods take also into
account that certain clothing attributes are more likely to co-occur than others. For instance
the gender of a person may make certain articles of clothing or types of haircut more likely
than others. This has been exploited for instance by [88] employing Markov Random Field
(MRF) to model these possible dependencies, and by [92] where a transformation matrix
is learned, in order to convert the original binary attributes to continuous attributes. This
can also take into account of situations where one or more attributes are not recognized
by the classifier but can be inferred from others. For instance the attribute female can be
inferred by the presence of both skirt and handbag. In this work we decided to incorporate
these dependencies directly in the objective function of the deep neural network using an
inference model introduced by [36].
Once attributes are extracted, they can be used not only to retrieve pedestrian and an-
notate images, but can also be combined to form an overall descriptor for a person in or-
der to assist person re-identification. Attributes can be directly used to match people, such
as in [101], where a Nearest Neighbour strategy is used to match pedestrian using their at-
tributes. The attributes can also be used to refine the ranked list that compose the result of a
re-identification query. For instance, in [29] this is obtained by using an adaptive similarity
model based on spatially constrained attributes. Another option is to use some metric learn-
ing framework in order to produce small distances for image pairs showing the same person
and large distances for image pairs showing different persons. For instance, in [88] a Logis-
tic Discriminant Metric Learning (LDML) is applied to automatically determine a distance
metric for all attributes.

Chapter 3
Multimodal Person Re-Identification
Using RGB-D Cameras
Person re-identification consists of recognizing individuals across different sensors of a cam-
era network. Whereas clothing appearance cues are widely used, other modalities could
be exploited as additional information sources, like anthropometric measures and gait. In
this chapter we focus on anthropometric measures, since their extraction has been eased
by recently introduced RGB-D sensors. This makes it possible to work in unconstrained re-
identification settings, whereas RGB sensors require complex calibration procedures, and
are very sensible to occlusions, clutter and lighting conditions.
We address in particular two issues, that have not been considered in depth in previous
work. (1) Can the re-identification accuracy of clothing appearance be improved by fusing it
with anthropometric cues, in unconstrained re-identification settings? We address this issue
by selecting anthropometric measures that can be extracted in such settings, using com-
mercial RGB-D sensors like the Kinect, among the ones proposed in previous work; we then
fuse them with different state-of-the-art clothing appearance descriptors. (2) How to com-
bine descriptors coming from different modalities? All previous works used score-level fu-
sion rules. Here we also explore a different possibility, by developing a fusion method based
on feature-level fusion, extending our previously proposed Multiple Component Dissimilar-
ity (MCD) descriptor (see section 2.2). We originally developed MCD for reducing match-
ing time of clothing appearance descriptors; here we show that it exhibits some interesting
properties for multi-modal fusion.
The experimental evaluation is carried out on two data sets including RGB-D data, one
of which is a novel, publicly available data set that we acquired using Kinect sensors. The
fusion with anthropometric measures increases the first-rank recognition rate of clothing
appearance descriptors up to 20%, whereas our fusion approach reduces the processing cost
of the matching phase.
The remainder of the chapter is structured as follows. In Sect. 3.1 we describe whe ex-
tension of our dissimilarity-based framework for multi-modal descriptors. In Sect. 3.2 we
choose a set of anthropometric measures that can be extracted from RGB-D data in uncon-
strained settings, and describe the clothing appearance descriptors used in the experiments.
Experimental results are reported in Sect. 3.3. Conclusions and suggestions for future re-
search directions are given in Sect. 3.4.
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3.1 Extending MCD descriptors to multi-modal per-
son re-identification
Here we show that our MCD framework can be applied to descriptors of other modalities be-
side clothing appearance, and that it provides an interesting solution for fusing descriptors
of different modalities in a feature-level fashion. To this end, a given descriptor has first to
be framed as a multiple-component multiple-part (MPMC) one. In particular, a given set of
q anthropometric measures can be seen as the simplest MPMC representation made up of
one part (the whole body, M = 1) and one component, the feature vector x1,1 ∈X1 ⊂ Rq , so
that the corresponding descriptor of an individual I is given by I1 = {x1,1}. According to sec-
tion 2.2, to obtain an MCD descriptor one has to construct one set of prototypes P1, which
is made up of a set of N1 clusters, P1 = {P1, j }N1j=1, obtained by grouping the vectors of an-
thropometric measures of a given set of individuals I ; each cluster is a set of components
P1, j = {p i1, j }
N1, j
i=1 , where each p
i
1, j ∈X1 is the vector of anthropometric measures of a given
individual inI . The corresponding MCD descriptor will be given by
ID = [I D1 ]=
[
d(I1,P1,1), . . . ,d(I1,P1,N1 )
]
. (3.1)
In general, given K > 1 different modalities and their original descriptors, one obtains K
dissimilarity vectors, each defined as in Eq. (2.2).
Let’s consider now the issue of how to combine the descriptors of K different modalities.
In re-identification tasks one can use either feature-level fusion (concatenating the feature
vectors of each modality into a single one, and then computing an overall matching score),
or score-level fusion (fusing the matching scores computed separately for each modality).
As pointed out in Sect. 2.1.3, in all previous works on multi-modal re-identification score-
level fusion was used, although the fusion method of [33] can also be used for this purpose.
Score-level fusion appears as the most straightforward solution, for at least two reasons. One
reason is that in multi-modal systems feature-level fusion requires one to concatenate het-
erogeneous quantities, like a color histogram for clothing appearance and a set of anthropo-
metric measures (the same issue arises, e.g., in multi-modal biometric identity recognition
[81]), whereas score-level fusion allows one to combine homogeneous information, i.e., a
set of similarity scores (one for each modality). Another reason is that descriptors that lie
in high-dimensional feature spaces (like many clothing appearance ones) may overwhelm
the contribution of descriptors that lie in relatively lower dimensional spaces (e.g., a vector
made up of a few anthropometric measures). Our dissimilarity-based MCD descriptor pro-
vides however a different perspective for feature-level fusion. First, dissimilarity-based de-
scriptors are representation-independent, i.e., they are logically and semantically at a higher
level than the underlying object representation. This implies that dissimilarity values com-
puted on different modalities are semantically as coherent as the matching scores computed
from the original descriptors: in the case of MCD, the only difference is that they encode a
(dis)similarity between local object components (e.g., body parts) instead of between whole
objects. Second, the size of MCD descriptors can be controlled by setting the desired number
of prototypes (see Sect. 2.2.1), independently of the feature set size of the original descrip-
tors: this allows one to avoid concatenating vectors of very different size. Obviously, reducing
the number of prototypes below a certain amount may affect the resulting re-identification
accuracy: this issue will be empirically investigated in Sect. 3.3. To sum up, feature-level fu-
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Figure 3.1: Outline of our multi-modal MCD representation. (a) Prototype construction: a
MCMP descriptor for each modality is extracted from a design set of individuals’ images,
and a distinct set of prototypes for each modality is constructed. (b) Multi-modal descriptor
computation: an image of an individual is represented in the dissimilarity spaces associated
with each set of prototypes, and the resulting dissimilarity vectors are concatenated.
sion of MCD descriptors is in principle not affected by the issues that affect non-dissimilarity
descriptors.
Our MCD framework can be extended to K different modalities as follows. A distinct
prototype set is first constructed for each of modality. Then, given the image of an individual
and the K original descriptors, the corresponding dissimilarity vectors I D,k , k = 1, . . . ,K , are
computed, and the final MCD descriptor is obtained by concatenating them in any prede-
fined order, e.g.:
IDm = [ID,1, . . . ,ID,K ] . (3.2)
The matching score between two descriptors can finally be computed using again Eq. (2.3).
The proposed multi-modal MCD representation is summarized in Fig. 3.1.
3.2 Clothing appearance descriptors and anthropo-
metric measures
To investigate the two issues mentioned in the beginning of the chapter, here we explain
our choice of a set of anthropometric measures that can be extracted from RGB-D sensors
from unconstrained poses, and of clothing appearance descriptors. We also describe the
construction of the corresponding MCD descriptors.
3.2.1 Anthropometric measures
The depth map and the person detection functionality provided by off-the-shelf RGB-D sen-
sors enable a relatively easy detection of some anthropometric measures (see Sect. 2.1.2).
Further ones can be extracted exploiting the pose estimation functionality of the Kinect SDK
(based on converting depth data to cloud points in real-world coordinates), which provides a
real-time estimation of the absolute position in metric coordinates of 20 different body joints
18 CHAPTER 3. MULTIMODAL PERSON RE-IDENTIFICATION USING RGB-D CAMERAS
(see Fig. 2.2): the spine, the centre of the hip, shoulder and head, left and right shoulder, el-
bow, wrist, hand, hip, knee, ankle and foot. This allows further measures to be extracted.
Each joint is associated with a tracking state: “tracked”, if it is clearly visible, and “inferred”
if it is not, but the Kinect SDK can infer its position. The joints that can be actually tracked
or inferred, and the precision of their localization, depend on the pose; e.g., in a lateral pose
the joint of the farthest shoulder is usually not tracked.
To the purpose of this work, we selected a set of anthropometric measures among the
ones proposed in previous work (see Sect. 2.1.2), focusing on measures that can be extracted
from unconstrained poses, and with low processing cost, to fit real-world video surveillance
and re-identification scenarios. For instance, this is the case of the height of a person: it
can be extracted from the silhouette, e.g., by measuring the distance between the highest sil-
houette point and the floor plane, in real-word coordinates. This is not the case of geodesic
distances of [7]: they were estimated from the 3D mesh of the abdomen, which can be ex-
tracted only from a frontal pose, and with a relatively higher complexity. Specific issues also
arise for measures that can be extracted from skeleton joint positions. The positions of some
joints are estimated more reliably from frontal poses (probably because the Kinect device
has been designed for tracking individuals standing in front of the sensor), and may change
significantly across different poses; e.g., in a rear pose the head and the neck joint are usu-
ally localized in an higher position than in a frontal pose (see Fig. 2.2(d)). Moreover, although
the distances between all pairs of adjacent joints could be used as anthropometric measures,
some pairs of joints are closer than others (e.g., the hip width and the shoulder width), and
thus their estimated distance may be affected by a higher relative error and exhibit a higher
variance. Accordingly, we selected the following seven measures from [7] and [69] (denoted
as d1 to d7), and two measures (d8 and d9) from [38]:
• d1 distance between floor and head
• d2 ratio between torso and legs
• d3 height (distance between the highest body silhouette point and the floor plane)
• d4 distance between floor and neck
• d5 distance between neck and shoulder
• d6 distance between torso centre and shoulder
• d7 distance between torso centre and hip
• d8 arm length (sum of the distances between shoulder and elbow, and between the
elbow and wrist)
• d9 leg length (sum of the distances between hip and knee, and between knee and an-
kle)
All distances are Euclidean. In particular, d6 and d7 were computed as geodesic distances
in [7], but we replaced them with Euclidean ones to make them pose-invariant; we also av-
eraged the pairs of measures exhibiting vertical symmetry (d5, d6 and d7), if both are in the
“tracked” status; otherwise we used only the “tracked” one. Note also that we computed d2
as in [7]: d2 = d5d1·dfloor−hip . We finally normalized all these measures (both in template and in
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probe images) to zero mean and unit variance (mean and variance were computed on the
template gallery).
According to Sect. 3.1, we built a MPMC descriptor of anthropometric measures made
up of one body part and one component. The latter is represented as a vector x = [d1, . . . ,d9].
In [7] each value was computed from the video frame exhibiting the highest number of joints
with status “tracked”. To improve robustness, we computed each value as the median over
the first ten frames from a video. We will compare the two strategies in Sect. 3.3.2. We then
computed the matching score s between the descriptors of two individuals x ′ and x ′′ as in
[7], using a weighted Euclidean distance to take into account the different discriminant ca-
pability of each measure:
s =∑
k
wk (d
′
k −d ′′k )2 , (3.3)
with wk ≥ 0 and
∑
k wk = 1. Details about weight computation are given in Sect. 3.3.2.
3.2.2 Clothing appearance descriptors
We chose three MPMC clothing appearance descriptors: the state-of-the-art SDALF [31] and
eBiCov [64], and our MCMimpl [85], which we used in our first work on the MCD framework
[82]. We implemented SDALF and eBiCov using the source code provided by the authors.
SDALF subdivides the body into torso and legs through a horizontal axis that is found by
exploiting symmetry and anti-symmetry properties of the silhouette’s color and shape, and
used three kinds of features. Maximally Stable Color Regions (MSCR) are non-regular re-
gions of homogeneous color, extracted from the whole body, which describe the per-region
color displacement, and are found via agglomerative clustering; each one is represented by
its area, centroid, second moment matrix and average color, resulting in a 9-dimensional
vector. Recurrent High-Structured Patches (RHSP) are rectangular patches made up of recur-
rent, repeated patterns, separately extracted from each part, and represented by a rotation-
invariant LBP histogram; they highlight texture characteristics that are highly recurrent in
the pedestrian appearance. Both MSCR and RHSP are sampled mainly around the vertical
axis of symmetry of each body part. Weighted HSV histograms (w-HSV) are extracted from
each body part to capture the chromatic content (giving lower weights to pixels closer to the
body periphery), and are concatenated into a single feature vector. SDALF can be conve-
niently seen as being made up of M = 4 sets of components: the MSCR feature vector, the
RHSP feature vectors extracted from torso and legs, and the concatenated HSV color his-
togram.
The eBiCov (“enriched gBiCov”) descriptor [64] combines SDALF with the gBiCov de-
scriptor. gBiCov is made up of a Biologically Inspired Features (BI) [79] and a Covariance
(COV) descriptor. Two layers were selected from BI: Gabor filters and the MAX operator, for
improving respectively the robustness to illumination changes, and to scale changes and im-
age shifts. COV is used to compute the similarity of BI features taken at neighboring scales,
capturing shape, location and color information. Each of them is extracted from the whole
body (without background subtraction) separately from the three HSV channels, and the
three resulting feature vectors are then concatenated. Therefore, gBiCov can be seen as made
up of two components (BI and COV) extracted from a single part, and eBiCov as a descriptor
made up of M = 6 components (4 for SDALF and 2 for gBiCov).
The original MCMimpl descriptor uses the same body subdivision as SDALF. In this work
we used an enhanced version, exploiting the skeleton points extracted by the Kinect SDK:
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using only points that can be detected from any pose (see Fig. 2.2(b),(c),(d)), we subdivided
the body into M = 4 parts: upper and lower torso, upper and lower legs. The torso region
is localized as the portion of the image between the y coordinates of shoulder and hip cen-
ters. The mask pixels corresponding to the first half of the torso region are considered as the
upper torso, and the other ones as the lower torso. The mask pixels between the coordinate
of the hip centre and the average of the y coordinates of the knees (or the y coordinate of
the visible knee, if only one is detected), define the upper legs region. The mask pixels be-
tween the average y coordinate of the knees and the bottom of the mask define the lower leg
region. The set of components of each body part is obtained by randomly extracting image
patches of different sizes, possibly overlapping; each patch is represented with an HSV color
histogram.
We refer the reader to [31, 85, 64] for further details.
3.2.3 Computing MCD descriptors
To obtain a MCD descriptor we had to choose a clustering technique for prototype con-
struction, and a distance measure d(·, ·) between sets of components (see Eq. 2.1). For non-
singleton sets of components (e.g., the HSV histogram in MCMimpl), we used the two-stage
clustering approach of [83], aimed at reducing the processing cost. It consists of a first Mean-
Shift clustering step [21] applied to each set of components, and a subsequent c-Means step
applied to the first-stage centroids. For singleton set of components (e.g., the vector of an-
thropometric measures), only the c-Means step was carried out. The prototypes were de-
fined as the resulting c centroids. In our experiments we set the bandwidth parameter of
Mean-Shift to 0.3, c = 200 for clothing appearance descriptors, and c = 30 for anthropomet-
ric measures. This choice of c is discussed in Sect. 3.3, where we evaluate how the number
of prototypes affects the re-identification accuracy.
We defined d(·, ·) as the modified k-th Hausdorff distance [97], which is known to be
robust to outliers. It is defined as the k-th ranked minimum distance between all pairs of
elements from two sets P and Q:
d(P,Q)=max{hk (P,Q),hk (P,Q)} , (3.4)
where
hk (P,Q)= k-th min
p∈P,q∈Q
(‖p−q‖) . (3.5)
The parameter k controls the influence of outliers. We set k = 10. We then chose the same
distance metric ‖ · ‖ between components, both for the SDALF and MCMimpl descriptors
(we refer the reader to [31, 85] for further details). For the chosen anthropometric descriptor,
the set of components is a singleton (a single feature vector). Hence, we defined ‖ · ‖ as the
weighted distance
‖x ′−x ′′‖ =∑
k
wk (d
′
k −d ′′k )2 , (3.6)
using the same weights wk of Eq. (3.3) to take into account the discriminant capability of the
different measures.
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3.3 Experimental evaluation
According to our choice of anthropometry measures and clothing appearance descriptors,
the goals of our experiments are the following: (1) Evaluating whether anthropometric cues
can improve the re-identification accuracy of clothing appearance ones in unconstrained
re-identification settings; to this end, we carried out experiments on the three clothing ap-
pearance descriptors mentioned above. (2) Evaluating two different techniques for combin-
ing multi-modal descriptors: score-level fusion, and our dissimilarity-based MCD feature-
level fusion. We describe in Sect. 3.3.1 the data sets we used and the experimental setup,
in Sect. 3.3.2 the weights assigned to each of the chosen anthropometric measure, and in
Sect. 3.3.3 the experimental results.
3.3.1 Data set and experimental setup
To carry out our experiments, a dataset including RGB and depth data (the estimated posi-
tions of the joints) is required. Most benchmark data sets for person re-identification were
acquired using only RGB sensors, e.g., [42, 48, 89]. To our knowledge, the only data set that
contains also RGB-D data and can be used for our purposes is “RGBD-ID” [7]; since it was de-
signed mainly for using depth data (sometimes the same individual wears different clothes in
different acquisitions), we modified it as described below. The BIWI RGBD-ID data set of [69]
was designed for a long-term setting, and therefore most of the individuals wear different
clothes in training and testing sequences; it is thus not suited to short-term re-identification
settings including clothing appearance descriptors. Beside using the data set of [7], we also
acquired a new data set of video sequences, named “KinectREID”, which is available upon
request.1
Our KinectREID data set was acquired using Kinect sensors and the official Microsoft
SDK. It consists of video sequences of 71 individuals taken at a lecture hall of our depart-
ment, under different lighting conditions and three view points: three near-frontal views,
three near-rear views, and one lateral view. All the individuals were requested to walk nor-
mally along a predefined path; some of them carried accessories like bags. Seven video se-
quences were taken for each individual, for a total of 483 video sequences (14 sequences
showing lateral poses, on which the SDK tracking failed, were discarded). Each sequence
lasts for about 10 sec., but depth data is available only for a few seconds, corresponding to
the range of the Kinect device (about 0.8 to 4.0 m). Some examples are shown in Fig. 3.2. Each
tracked individual was associated with a sequence of frames, with the corresponding seg-
mentation masks and skeleton points. We used both the RGB frames and the skeleton points
to extract one clothing appearance descriptor from each frame, and the skeleton points to
estimate the anthropometric measures.
RGBD-ID [7] was acquired using Kinect cameras as well, but with the OpenNI SDK.2 It
contains RGB and depth data for 80 individuals. Differently from KinectREID, in RGBD-
ID: (i) the joint positions were obtained using another tracker, and wrist and ankle are not
included; (ii) four acquisitions were made for each individual, one rear and three frontal
poses, and in one of the latter the arms are stretched; (iii) for each acquisition only 4 or
5 RGB-D frames are provided; (iv) sometimes, the same individual wears different clothes
in different acquisitions: we removed the corresponding tracks. Hence, 2 to 4 acquisitions
1More information at http://pralab.diee.unica.it/en/PersonReIdentification
2http://structure.io/openni
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Figure 3.2: Frames taken from our KinectREID data set. Note the different view points (cam-
era angle and position), locations, poses and illumination.
Figure 3.3: Frames taken from the RGBD-ID data set. Note the different poses, and the pres-
ence of different subjects wearing the same t-shirt.
remained for each individual, for a total of 197 video sequences out of the 320 original ones.
Some examples are shown in figure 3.3
We carried out our experiments simulating a closed-set scenario, as in most of the existing
works on person re-identification. In this scenario, the identity of each probe individual cor-
responds to one of the template identities. On both data sets, the experimental setup was the
following. First, we selected 20 individuals for estimating the weights of the anthropomet-
ric measures (see Sect. 3.3.2). These individuals were not used in the subsequent steps. For
each of the remaining individuals, one video sequence was randomly chosen as a template
track, and the remaining ones were used as probes. MCD prototypes were computed on
the template gallery: c = 200 prototypes were used for clothing appearance descriptors, and
c = 30 for anthropometric measures (see Sect. 3.3.3). For matching a pair of probe and tem-
plate tracks we used the multiple shots vs. multiple shots (MvsM) setup [31], i.e., we matched
several pairs of the respective frames. To reduce processing cost we discarded from Kinec-
tREID the frames in which the skeleton was not available, and chose the first 10 remaining
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frames from each track. We used all the available frames (4 or 5) from RGBD-ID, instead.
We evaluated the matching score between each pair of frames using Eq. (3.4) for the origi-
nal descriptors, and Eq. (2.3) for MCD descriptors, and used their median value as the final
matching score. The score-level fusion of the original clothing appearance descriptors was
implemented as the widely used sum rule, which in preliminary experiments attained better
results than other rules (minimum, maximum and product of the scores). We repeated the
above procedure for ten times, and evaluated the results as the average Cumulative Match-
ing Characteristics (CMC) curve: it is defined as the probability of finding the correct match
within the first n ranks, with n ranging from 1 to the number of templates. All the frames
used as probes and templates in each run, and the corresponding skeletal points, are avail-
able upon request (see the URL above).
3.3.2 Combination of the anthropometric measures
As explained in Sect. 3.2.1, to compute a matching score between two anthropometric de-
scriptors (in our case, two vectors of anthropometric measures), and their similarity mea-
sure in the case of the corresponding MCD descriptor, we used a weighted combination of
the normalized anthropometric measures, respectively Eq. (3.3) and (3.6). We computed the
weights separately on the two data sets. To this end we maximized the AUC20% performance
index (the area of the first 20% ranks of the CMC curve, normalized to [0,1]) obtained by com-
puting the matching score as in Eq. (3.3), on the subset of 20 individuals mentioned above.
To find the “optimal” weights we used the quasi-exhaustive strategy of [7], i.e., a grid search
in the weight space, considering for each weight the values from 0 to 1 with step 0.05. We also
compared the two strategies mentioned in Sect. 3.2.1 for computing the matching score: us-
ing only the pair of probe and template frames exhibiting the highest number of joints with
status “tracked” as in [7], and computing the median over all the considered frames (10 on
KinectREID, 4 or 5 on RGBD-ID).
In both data sets we obtained the highest AUC20% value by computing the median score
among all the available frames: 57% vs 43% on KinectREID, and 60% vs 57% on RGBD-ID (the
lower improvement on RGBD-ID is probably due to the lower number of available frames).
Accordingly, we used this strategy in the rest of the experiments. The weight values (see
Sect. 3.2.1 for the corresponding anthropometric measures) were the following. On Kinec-
tREID: w2 = 0.2, w3 = 0.5, w4 = 0.05, w8 = 0.05, w9 = 0.2, whereas w1 = w5 = w6 = w7 = 0.
Probably the distance between floor and head (d1) was not discriminant, since the head
joint in the rear pose is usually tracked in an higher position by the Kinect SDK, whereas the
distances between near joints (neck to shoulders d5, torso centre to shoulders d6, and torso
centre to hips d7) are probably too small and therefore subject to higher relative errors. Some
measures may also be redundant, due to a high correlation with other ones. On RGBD-ID
we obtained the following weights: w1 = 0.4, w3 = 0.6, w8 = 0.05 and zero for the remaining
ones. The differences between the weights computed on the two data sets are due to the
different acquisition settings, as well as on the different SDK (e.g., probably the distance d1
between floor and head is computed differently in the Microsoft and OpenNI SDKs).
3.3.3 Experimental results
We first evaluate the discriminant capability of the anthropometric measures, both individu-
ally and jointly. For the k-th measure alone, the matching score was computed as (d ′k−d ′′k )2.
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Figure 3.4: CMC curves of the individual anthropometric measures d1–d9 (see Sect. 3.2.1
for the definition of each measure) and of their combination (blue lines: dashed: original
descriptor, solid: MCD descriptor) on the KinectREID (left) and RGBD-ID (right) data sets.
For all measures, we computed the matching score using the weights reported in Sect. 3.3.2,
both for the original MPMC descriptor and for its MCD version. The CMC curves for both
data sets are reported in Fig. 3.4. As one could expect, the individual anthropometric mea-
sures exhibit a very different range of performance. In particular, the height estimated as the
distance between the highest body silhouette point and the floor plane (d3) exhibited a very
good performance on both data sets, if compared to the one of clothing appearance descrip-
tors (see below, and Fig. 3.5). The combination of all anthropometric measures (the ones
with non-zero weight) attained on both data sets a better performance than each individual
one; sometimes the performance was similar or even better than the one of clothing appear-
ance descriptors. Note also that the original descriptor and the MCD one exhibited a similar
performance on RGBD-ID, and that the latter outperformed the former on KinectREID for
ranks from about 5 to 20.
The CMC curves of the clothing appearance descriptors and of their fusion with the an-
thropometric ones are reported in Fig. 3.5 (the plots in each row correspond to one of the
clothing appearance descriptors, the plots in each column to one data set). We first com-
pare the CMC of each of the three clothing appearance descriptors (either the original or
the MCD one) with the corresponding multi-modal fusion with the anthropometric descrip-
tor (i.e., each pair of lines of identical color in each plot of Fig. 3.5), which corresponds to
the objective (1) mentioned at the beginning of this section. It can be seen that fusing the
two modalities always produced a remarkable performance improvement over the cloth-
ing appearance descriptor alone, across a large range of ranks. The only exception is the
MCMimpl descriptor on RGBD-ID, where the performance improvement is limited to the
first few ranks, which are nevertheless the most relevant ones for re-identification tasks. This
provides evidence that anthropometric measures actually provide complementary discrim-
inant information with respect to clothing appearance cues. In particular, we observed that
they allow discriminating between different template individuals wearing clothes similar to
the probe: this is the reason of the improvement in recognition rate observed in all our ex-
periments, already at rank 1.
We now compare the score-level fusion of the original descriptors with our feature-level
MCD fusion technique (i.e., the pair of solid lines in each plot), which corresponds to our
objective (2). Both fusion techniques attained a similar performance; the only exception is
again MCMimpl on RGBD-ID, where the score-level fusion outperformed the MCD feature-
level fusion for the lowest ranks. However, we point out that the MCD fusion technique
has the advantage of a much lower processing cost for the matching phase of the clothing
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Figure 3.5: CMC curves (left: KinectREID data set; right: RGBD-ID data set) attained by
the three clothing appearance descriptors (from top to bottom: SDALF [31], eBiCov [64],
MCMimpl [85]), in their original (dashed red lines) and MCD [83] version (dashed blue lines),
and by their fusion with anthropometric descriptors (original descriptors: solid red lines;
MCD descriptors: solid blue lines). MCD descriptors are denoted with the superscript “DIS”.
appearance component of the dissimilarity vector, as explained in Sect. 2.2.1. This makes
our MCD fusion technique suitable for real-time multi-modal person re-identification; e.g.,
on a laptop with a dual core i5-2410M processor, computing one descriptor from a single
frame (including all preprocessing steps) took about 50 msec., whereas matching one probe
with one template track took about 0.03 msec.
For the sake of completeness, we also compare the original clothing appearance descrip-
tors and the corresponding MCD ones (i.e., the two dashed lines in each plot of Fig. 3.5).
MCD descriptors of clothing appearance exhibited a similar (e.g., for SDALF and MCMimpl
on KinectREID) or lower performance (SDALF and eBiCov on RGBD-ID) than the original
ones. This is in agreement with our previous results [82]: in the case of clothing appearance
clues, MCD descriptors can be useful to attain a trade-off between re-identification accuracy
and processing cost; sometimes, they improve both.
We finally discuss how the size of prototypes affects the accuracy of MCD descriptors.
The number of prototypes depends on the value of the c parameter of the c-Means cluster-
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Figure 3.6: Normalized AUC20% as a function of prototype size c, attained on KinectREID by
the MCD clothing appearance and anthropometric descriptors (solid lines). For reference,
the AUC20% of the original descriptors is also shown (dashed lines).
ing algorithm we used for prototype construction (see Sect. 3.2.3); obviously, their number
also affects the processing time for dissimilarity computation [83]. To get a concise overview,
we report in Fig. 3.6 the average AUC20% attained by MCD clothing appearance and anthro-
pometric descriptors (solid lines) on KinectREID, as a function of c. Similar results were ob-
served on RGBD-ID. Note that the AUC20% of the anthropometric descriptor ends at c = 51:
the reason is that no more than 51 prototypes can be obtained in MCD, since this MCD de-
scriptor is made up of a single component and the number of template individuals is 51. For
reference, the AUC20% values of the original descriptors (which do not depend on c) are also
reported (dashed lines). For both modalities, the AUC20% initially grows as the number of
prototypes increases, and attains a nearly constant value beyond a certain value of c. This
value is about 200 for all clothing appearance descriptors, and about 30 for the anthropo-
metric descriptor. These are the values of c that we used in our experiments. These results
suggest that a relatively small number of prototypes can provide a good trade-off between
re-identification accuracy and processing time in our MCD descriptors.
3.4 Conclusions
We investigated whether anthropometric measures can improve the re-identification per-
formance of the widely used clothing appearance cue, in unconstrained settings, exploiting
the depth information and the related functionality (in particular, the estimation of joint po-
sitions) provided by recently introduced RGB-D sensors. To this end we chose a subset of
anthropometric measures proposed by other authors, which can be computed from uncon-
strained poses, and considered three different clothing appearance descriptors. The multi-
modal fusion of the two cues always attained a better performance than the clothing ap-
pearance cue alone, providing evidence that anthropometric measures provide complemen-
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tary discriminant information; in particular, they allow discriminating between template
individuals wearing clothes similar to the probe. We also proposed a novel dissimilarity-
based, feature-level fusion technique for multi-modal re-identification, based on our MCD
descriptor previously proposed for clothing appearance, as an alternative to score-level fu-
sion, which is the only technique used so far for multi-modal re-identification. We showed
that our technique can attain a better trade-off between re-identification accuracy and pro-
cessing cost, when complex descriptors are involved (like clothing appearance ones). As a
by-product, we acquired a novel, publicly available data set of video sequences with Kinect
sensors, including both RGB and depth data.
Several future research directions can be envisaged, in the context of multi-modal re-
identification using RGB-D cameras, e.g.: (i) Investigating a wider range of anthropometric
cues to further improve re-identification accuracy; (ii) Developing a framework that takes
into account missing cues or modalities, due, e.g., to occlusions or to the pose of an in-
dividual; (iii) Experimentally comparing the fusion technique of [33] and our MCD-based
technique; (iv) Investigating the use of other modalities beside clothing appearance and an-
thropometric measures, as well as the fusion of different descriptors of clothing appearance
(which has been already addressed in [33]); e.g., skeleton-based gait [45] could be an effective
cue, whose extraction is enabled as well by RGB-D sensors, whereas remote face recognition
could provide some useful cues in the case when of both the template and the probe are in
frontal pose [74].

Chapter 4
Semantic retrieval of pedestrians in
video surveillance scenarios
Person re-identification consists of searching for an individual of interest in video sequences
acquired by a camera network, using an image of that individual as a query. Here we consider
a related task, named semantic retrieval of pedestrians in video surveillance scenarios, which
consists of searching images of individuals using a textual description of clothing appearance
as a query, given by a Boolean combination of predefined attributes. This task is interesting
because of applications such as forensic video analysis, where the query can be obtained
from a eyewitness report.
In this chapter we develop a general method for implementing semantic retrieval of
pedestrians as an extension of a given person re-identification system, using the same cloth-
ing appearance descriptor. We exploit the fact that most of the existing re-identification
methods are based on appearance descriptors that use multiple components, and possi-
bly a body part subdivision. Our Multiple Component Dissimilarity (MCD) framework [82]
can then be used to convert any descriptor of this kind into a dissimilarity-based one, i.e., a
fixed-length vector made up of dissimilarity values between a given body part and a set of
visual prototypes that encode specific characteristics of that part. This allows us to devise a
simple implementation, by first identifying a set of basic attributes related to visual clothing
appearance, that can be detected by the original descriptor at hand (e.g., the color and the
texture of upper and lower garments, the presence of short or long sleeves, etc.), and then
building a detector for each attribute, as a binary classifier whose input features are made
up by a dissimilarity vector. Contrary to previous work such as [96, 94, 53], we focus only on
clothing appearance, and do not consider a predefined set of attributes nor a specific feature
set for implementing detectors. In our method, each attribute corresponds to what we call
a textual “basic query”. We also propose a method for processing complex queries, obtained
by combining basic ones through Boolean operators. Finally, we experimentally evaluate
our method on a benchmark data set originally built for re-identification tasks.
We describe our approach for implementing semantic retrieval of pedestrians in Sect. 4.1,
and experimentally evaluate it in Sect. 4.2 on a hand labelled benchmark data set for person
re-identification. Sect. 4.3 concludes the chapter with some insights on future work.
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4.1 A general method for retrieving pedestrians by
semantic queries
Here we present a simple and general approach to implement semantic retrieval of pedes-
trians using textual queries related to clothing appearance attributes, based on MCD de-
scriptors. Our approach is intended as an extension of any given re-identification method
that uses images as queries, and uses a multiple part-multiple component representation of
clothing appearance. It can be summarised as follows:
1. Given any multiple part-multiple component descriptor, the first step consists of iden-
tifying a set of “basic” attributes it can detect, related to visual clothing characteristics.
2. A detector is built for each attribute, using the MCD version of the descriptor at hand
as input.
3. Each attribute is associated to what we call a basic query, i.e., an “atomic” textual query
related to the corresponding visual characteristic. Complex queries can then be con-
structed by combining basic ones with Boolean operators, and have to be processed
by suitably fusing the outputs of individual detectors.
In the following we discuss the three points above.
Identifying the set of attributes
The attributes have to be defined on the basis of basic characteristics of clothing appear-
ance that the descriptor at hand should be capable to detect. To this aim, each predefined
body part (if more than one) can also be considered separately. For instance, if a descriptor
subdivides the body into upper (torso and arms) and lower (legs) parts, and uses only colour
features (e.g., the HSV colour histogram), some of the attributes can refer to the colour of
torso/arms, and other attributes to the colour of legs, e.g., “red trousers/skirt”, and “blue up-
per body garment”. Such a descriptor could also enable the detection of attributes like short
sleeves and shorts, through skin colour. More refined body part subdivisions can enable the
definition of less coarse attributes. For instance, if the descriptor separates the arms from
the torso, distinct attributes related to their colours can be considered. This may allow one
to retrieve, e.g., images of individuals wearing a black jacket over a white shirt, by combining
the corresponding basic queries (see below). Note that the definition of attributes cannot be
an automated process, but should involve human judgement. It is indeed necessary to iden-
tify which characteristics can be reasonably detected using the descriptor at hand, taking
also into account the kind of images/videos of the target application scenario. For instance,
the presence of eyeglasses is not likely to be detected by descriptors that do not consider
the head as a distinct body part, or if the image resolution is too low. Note finally that, if a
supervised procedure is used for implementing detectors (see below), a set of images of in-
dividuals exhibiting each attribute of interest must be collected.
Implementation of detectors
In principle, the implementation of the detector for a given attribute depends also on the
kind of the input descriptor. In fact, ad-hoc detectors were considered in [96, 94]. The MCD
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Figure 4.1: Example of the image patches (components of a MCD descriptor) corresponding
to different prototypes, obtained from the upper body parts of images of individuals taken
from the VIPER data set (see Sect. 4.2).
framework suggests an approach independent on the specific descriptor, instead. Our in-
tuition is that the clothing characteristics that can be detected by using a given appearance
descriptor, according to its low-level features and subdivision into parts, can be encoded by
one or more visual prototypes. For instance, Fig. 4.1 shows image patches extracted from the
upper body parts of individuals taken from the data set of Sect. 4.2, using the MCD imple-
mentation of [82]. Each patch corresponds to a single component of a different prototype,
the one closest to the cluster centroid. If components are described using colour features,
then the descriptors of individuals wearing a red shirt can be expected to exhibit a high sim-
ilarity to prototypes P8, P10, and perhaps P4, and a lower similarity to the other ones. Simi-
larly, the descriptor of an individual wearing a white shirt should exhibit a high similarity to
P3, and possibly P6 and P5, if some parts of the shirt are in shade. This suggests that MCD
descriptors can be conveniently exploited as input features of attribute detectors, indepen-
dently on the underlying appearance descriptor.
Since responding to each textual query is a retrieval/ranking problem, as well as re-
identification with image queries, we want the result of a query to be an ordered sequence
of images, ranked with respect to their relevance, i.e., to the likelihood that the correspond-
ing characteristic is present. Accordingly, detectors should output a real-valued score rather
than a crisp decision. If a crisp decision is needed, a threshold can be set according to a suit-
able, application-dependent criterion (e.g., one can threshold the detector scores, or choose
to retrieve only the top-N images according to their scores, for a given N ).
Since the MCD descriptor is a fixed-size vector of scalars, the problem of implementing
a detector for any given attribute can be seen as a supervised, binary classification prob-
lem in a feature space made up of dissimilarity values between an image descriptor and the
prototypes: it consists of recognising whether the corresponding attribute is present or not
in an input image, as in [53]. The training set can be obtained from a gallery of images of
individuals, labelled according to the presence or absence of the considered attribute. Any
classification algorithm that outputs real-values scores can thus be used, like support vector
machines and neural networks.
Note finally that, since each basic query can be related to a subset of body parts, only
the corresponding components of the MCD dissimilarity vector can be used as the input of
the corresponding detector. For instance, in the case of a body subdivision into upper (torso
and arms) and lower (legs) parts, the descriptor of the upper part does not carry any useful
information about an attribute like “red trousers/skirt”. This easily allows detectors to be
implemented using the relevant feature subsets only.
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Processing basic and complex queries
The answer to each basic query is obtained by running the detector of the corresponding
attribute through all the images at hand, and returning a list of images ranked according to
the detectors’ scores. Denoting the set of basic queries as {q1, q2, . . .}, complex queries can be
formulated by combining any subset of basic ones with Boolean operators. For instance, if
q1, q2 and q3 denote respectively the attributes “red shirt”, “blue trousers/skirt” and “black
trousers/skirt”, then the query “individual wearing blue or black trousers, and a red shirt”, is
encoded by
Q = q1∧ (q2∨q3) . (4.1)
Processing a complex query is not straightforward, instead. At least two approaches can
be followed. One approach consists of running first each component basic query, inde-
pendently on each other, and then converting their answers into crisp logic values (True
or False). In this way, the semantic of a complex query Q becomes the same of classical
logic, and its answer can be simply obtained by combining the sets of images retrieved by
each basic query, through the set operators corresponding to the logic operators in Q. For
instance, in the above example the answer to the complex query (4.1) would be obtained by
the intersection between the sets of images retrieved by q1, and the union of the sets of im-
ages retrieved by q2 and q3. To convert the answers of a basic query into a crisp logic value,
one could set a threshold on the output of the corresponding detector, so that the associated
attribute is deemed present if the score is above the threshold, and absent otherwise. For
instance, the threshold can be set according to a desired precision-recall trade-off. Alterna-
tively, one can choose to retrieve only the top-N ranked images according to their scores, for
a given N . The most suitable criterion is obviously application-dependent.
Another possibility is to use a fuzzy logic approach. Under this viewpoint, the detector
score produced for each basic query can be considered as a fuzzy truth value (provided it
is properly rescaled into [0,1]), corresponding to the statement that the individual in the
input image exhibits the associated attribute. In other words, the detector can be seen as
implementing the fuzzy membership function for such a statement. Accordingly, the answer
to a complex query is obtained by combining the score values of basic queries with fuzzy
logic operators, and by returning the list of input images ranked according to the resulting
combined score. For instance, implementing the fuzzy-AND and fuzzy-OR respectively with
the minimum and maximum operators, the score of an input image I for the complex query
(4.1) is obtained as
min{s1(I),max{s2(I), s3(I)}} , (4.2)
where si (·) denotes the score of the detector associated to the basic query qi .
4.2 Experimental evaluation
In this section we describe a possible implementation of our semantic retrieval of pedes-
trians approach, and its empirical evaluation on a hand labellSed benchmark data set for
person re-identification.
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4.2.1 Implementation
Appearance descriptors
We considered two different descriptors previously proposed for person re-identification
tasks. The first one is the SDALF descriptor [32]. It subdivides body into torso and legs,
and represents each part with three local features: an HSV colour histogram, the “Maximally
Stable Colour Regions”, and the “Recurrent Highly Structured Patches”. We used the first two
features, that are related to colour information. The second one is the descriptor we pro-
posed in [85]. It subdivides the body as in SDALF, and represents each part with the HSV
colour histograms of a bag of randomly extracted 80 image patches. We also used a variant
in which the body is subdivided using a pictorial structure [2] into nine parts: the torso and
the upper and lower part of every limb. We then obtained a MCD descriptor from each of
the above multiple part-multiple component descriptors, as explained in Sect. 2.2. We will
denote them respectively by MCD2, MCD1 and MCD3.
To construct a MCD descriptor, prototypes have to be extracted first, from a given image
gallery of individuals. This can be made in two different ways, depending on the applica-
tion scenario. In a scenario like the off-line, forensic analysis of a fixed data set of images (or
videos), the images one wants to search can be entirely available beforehand. In this case,
prototypes can be conveniently extracted from all such images (we remind the reader that
this step is totally unsupervised, and thus does not require any manual labelling of images).
In other scenarios, one should instead extract prototypes off-line from a design gallery, and
then use them to compute the dissimilarity representations of different pedestrian images
at operation phase. In this case, the retrieval performance of the proposed method may be
affected by the representativeness of the design gallery with respect to images processed at
operation phase. We chose to carry out our experiments under the latter scenario, which
can be the most challenging one. Nevertheless, the experimental evidences reported in [82]
suggest that, if a design gallery containing a wide range of different clothing characteristics
is used, the prototypes are likely to be representative even of a different image gallery. Since
we subdivided the considered data set into a training set, to construct attribute detectors,
and a testing set, to evaluate the performance of detectors (see below), prototypes were ex-
tracted from training images. We used to this aim the two stage clustering procedure of [82].
Note that in MCD2, two different sets of prototypes were created, one for each kind of local
features. We used the K -th Hausdorff for computing dissimilarities, with K = 10.
Data set
We used the VIPER data set [43], which is one of the benchmarks for re-identification tasks.
It is made up of 1264 images of 632 pedestrians, exhibiting different lighting conditions and
pose variations (see the examples in the figures below). For each pedestrian, two images
taken from two different cameras with non-overlapping views are present. The image size if
48×128 pixels.
Attributes choice
All the above descriptors enable queries related to clothing colour. In particular, MCD1 and
MCD2 enable queries related to upper or lower body, like “individual wearing a white shirt”.
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MCD3 should also enable more specific queries, like “short sleeves”, since the corresponding
attribute could be detected by the presence of skin-like colour in lower arms. Accordingly,
we identified fifteen attributes corresponding to clothing characteristics that can be detected
by the above descriptors, and are also present in at least 5% images of the whole VIPER data
set, so that it was possible to build a training set for implementing the corresponding detec-
tor. The chosen attributes are related to the colours of the upper and lower body parts, and
to the presence of short sleeves/trousers/skirts. They are reported in Table 4.1, where the
corresponding number of positive samples is shown between brackets.
We then manually tagged all VIPER images separately for each attribute, using the fol-
lowing criteria. We labelled an image as positive for attributes related to a colour of upper
and lower clothing, it that colour appeared approximately in at least one-third of the con-
sidered body part. In the case of short sleeves/trousers/skirt, a positive label was given if at
least half of the limb was visible. Note that for some images the colour of the upper or lower
body garments, or the presence of short sleeves or short trousers/skirts, was not clear, due
for instance to low image quality, occlusions, or shadows. We discarded these images both
from training and testing samples. This is the reason why the number of labelled samples
reported in Table 4.1 for each attribute is lower than the size of the VIPER data set. We point
out that this is a correct procedure for training samples, while in a real application such kind
of images may appear among testing ones. In Fig. 4.2 we show one positive sample for each
attribute, and some of the discarded images. All the tagged VIPER images are available at
http://tinyurl.com/peoplesearch-pralab.
Experimental setup
For each attribute, we randomly subdivided the images of the VIPER data set into a training
set and a testing set of identical size. We used stratified sampling, so that the same num-
ber of positive samples were present in the training and testing set. We then extracted the
prototypes from training images. Different numbers of prototypes were considered, ranging
from 5 to 300. The results reported in the following refer to 200 prototypes for MCD1, and
100 prototypes for MCD2 and MCD3. We will then discuss how the number of prototypes
affect the performance. The detector of each attribute was implemented using a two-class
support vector machine (SVM) classifier with radial basis function (RBF) kernel. We used the
LIBSVM software [20] for training SVMs. We set the C parameter of the learning algorithm to
the LIBSVM default values. Since for most attributes positive examples were much less than
negative ones, we set the misclassification cost of the former ten times higher than for the
latter. The γ parameter of the RBF kernel was set to 100. We then evaluated the performance
of each detector on testing images. We repeated this procedure for ten times, and report in
the following the average results over the ten runs. Since we are dealing with a retrieval task,
we used the precision-recall (P-R) curve to evaluate the performance of each detector (i.e.,
the retrieval performance for each basic query). It was computed by thresholding the detec-
tors’ (SVM) outputs. We also considered some complex queries, and processed them using
the fuzzy logic approach described in Sect. 4.1.
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Table 4.1: The fifteen attributes considered in our experiments, related to upper body (top
nine rows), and lower body (last six rows). #positive denotes the number of images labelled
as exhibiting the corresponding attribute; #negative denotes the overall number of images
labelled either as positive or negative (ambiguous images were discarded). The three right-
most columns report the break-even point (BEP) of the precision-recall curves attained on
testing images by the considered descriptors, averaged over the ten runs of the experiments.
For each attribute, the highest BEP over the three descriptors is shown in bold.
Attributes (#positive/#labelled) MCD1 MCD2 MCD3
red shirt (73/904) 0.69 0.66 0.62
blue shirt (84/904) 0.48 0.42 0.48
pink shirt (42/904) 0.50 0.51 0.44
white shirt (277/904) 0.71 0.73 0.77
black shirt (298/904) 0.73 0.68 0.74
green shirt (72/904) 0.57 0.49 0.59
grey shirt (70/904) 0.38 0.30 0.28
brown shirt (71/904) 0.46 0.37 0.38
short sleeves (382/1190) 0.54 0.51 0.60
blue trousers/skirt (568/978) 0.87 0.85 0.90
white trousers/skirt (112/978) 0.68 0.58 0.63
black trousers/skirt (178/978) 0.68 0.64 0.75
grey trousers/skirt (52/978) 0.30 0.18 0.29
brown trousers/skirt (40/978) 0.62 0.33 0.49
short trousers/skirt (129/1197) 0.33 0.41 0.58
4.2.2 Experimental results
For each of the considered attributes, in Fig. 4.3 we show one example of a clearly related
prototype (obtained with MCD1). This example supports our intuition that prototypes ex-
tracted by MCD can also encode high-level visual characteristics of clothing appearance,
even though their extraction is totally unsupervised.
The P-R curves of each basic query, for the three considered descriptors, are reported
in Figs. 4.4 and 4.5. Table 4.1 also shows the average break-even point (BEP) of each curve,
which is the point where precision equals recall. An example of the ten top-ranked images for
five out the fifteen basic queries is shown in Fig. 4.6. The retrieval performance depends on
the attribute, and on the underlying appearance descriptor that was used to build the MCD
descriptor. In general, better performances were attained for attributes with a larger number
of positive examples (which is reported in Table 4.1). For instance, a BEP of about 0.5 was
attained for the “blue shirt” attribute, which has 84 positive samples, while a BEP between
0.85 and 0.90 (depending on the descriptor) was attained for “blue trousers/skirt”, which has
568 positive samples. The retrieval performance for “red shirt” was very good instead, even
though the positive samples were only 79. The reason is that the red colour is well sepa-
rated from the other ones in the HSV space, which is used by all the considered descriptors
(note that we did not consider the “red trousers/skirt”, since only a few positive examples
were available in the VIPER data set). The performance was rather low for attributes related
to grey, brown and pink colours (except for brown trousers/skirt and MCD2), not only be-
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(a)
(b) (c) (d)
(e)
Figure 4.2: Examples of images taken from the VIPER data set. (a)–(d): positive examples for
attributes related to (a) upper body clothing colours (from left to right: red, blue, pink, white,
black, green, grey and brown shirt); (b) lower body clothing colours (blue, white, black, grey,
brown trousers/skirt); (c) short sleeves; (d) short trousers/skirt. (e) Examples of ambiguous
images discarded from the data set because of occlusions, shadows or low quality.
Figure 4.3: Examples of prototypes obtained using the MCD1 descriptor. Each one can be
related to one of the considered attributes. From top to bottom, and from left to right: red,
blue, pink, white, black, green, grey and brown shirt (prototypes obtained from the upper
body); blue, white, black, grey, brown trousers, skirts (prototypes obtained from the lower
body); short sleeves (upper body), short trousers/skirt (lower body).
cause of the small number of positive samples, but also because these colours are not well
discriminated by the HSV space.
Consider now the attributes “short sleeves” and “short trousers/skirt”, whose detection
relies on skin colour in arms or legs. As pointed out in Sect. 4.1, MCD3 was likely to attain
the best performance on such attributes, due to its more refined body subdivision. This is
confirmed by the corresponding P-R curves (see the last two plots of Fig 4.5). Moreover, the
part detection technique used by both MCD1 and MCD2 (see [32]) turns out to produce a
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better quality mask for the upper body than for the lower body, and this is the reason why
a higher performance is attained by MCD1 and MCD2 for “short sleeves” than for “short
trousers/skirt”.
We also considered some examples of complex queries. Here we report some results for
“white shirt and blue trousers”, and “white shirt and short sleeves”. We processed them using
the fuzzy logic approach, and thus computed for both queries the minimum of the score
provided by the detectors of the two embedded basic queries. The ten images exhibiting
the highest combined score are shown in Fig. 4.7. Although these results are very limited,
they provide some evidence that a fuzzy logic approach can be a convenient one to process
complex queries.
We finally evaluated how the retrieval performance is affected by the number of proto-
types. We observed that the performance initially grows as the number of prototypes in-
creases, then reaches a nearly stable value. Such a value was around 100 for MCD1 and
MCD3, and 200 for MCD1, with small variations depending on the basic query. This be-
haviour can be easily explained: once the number of prototypes large enough that most of
the distinctive visual characteristics are captured by different clusters, increasing the num-
ber of prototypes has only the effect of splitting some of the previous clusters into two or
more similar ones. Consequently, no additional information is encoded by new prototypes.
On the contrary, a too high number of prototypes may increase the risk of over-fitting, when
dissimilarity vectors are used as features of classification algorithms.
4.3 Conclusions
We proposed a general method for retrieving images of pedestrians with queries related to
clothing appearance attributes, using any multiple part-multiple component descriptor de-
veloped for person re-identification tasks. This allows us to extend re-identification systems,
by including a search functionality based on textual queries.
An interesting direction for further research is to extend our approach to video sequences.
To this aim, pedestrian detection and tracking functionalities that should be deployed as part
of a person re-identification system, could be exploited as well. In this case, a bag of dissim-
ilarity vectors coming from different frames is available for each tracked individual, instead
of a single one. Accordingly, a Multiple Instance Learning approach [27] could be used to
build the detectors.
Another interesting issue is using Natural Language Processing techniques [49] to auto-
matically encode an original textual description of an individual of interest into a Boolean
combination of the available basic queries.
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Figure 4.4: Average P-R curves for the eight basic queries related to the clothing colours of
the upper body. Blue: MCD1; green: MCD2; red: MCD3.
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Figure 4.5: Average P-R curves for the five basic queries related to the clothing colours of the
lower body (top five plots), and to short sleeves and short trousers/skirts. Blue: MCD1; green:
MCD2; red: MCD3.
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(e)
Figure 4.6: The top ten images retrieved by MCD2, for the queries “red shirt” (a), “pink shirt”
(b), “white shirt” (c), “green shirt” (d) and “white trousers” (e), sorted from left to right for de-
creasing values of the score provided by the corresponding detectors. Non-relevant images
are highlighted in red.
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(a)
(b)
Figure 4.7: The top ten images retrieved by MCD3, for the queries “white shirt and blue
trousers” (a) and “white shirt and short sleeves” (b). The images are sorted from left to right,
for decreasing values of the score computed using a fuzzy logic approach, as the minimum
of the scores produced by the detectors of the embedded basic queries. Non-relevant images
are highlighted in red.

Chapter 5
Semantic retrieval of pedestrians
via deep representations
Person re-identification consists of searching for an individual of interest in video sequences
acquired by a camera network, using an image of that individual as a query. Here we con-
sider a related task, which consists of searching images of subjects that match a semantic
description of their appearance, given by a combination of predefined attributes. This al-
lows for automatic image annotation of pedestrians, useful to organize and locate images of
interest from the video recordings acquired by a surveillance camera network.
Semantic image retrieval can be useful also in applications such as forensic video anal-
ysis, where the query can be obtained from a eyewitness report. In wider terms, learning
good representations of the data in this specific domain knowledge, can be useful to help
designing more general representations of pedestrians, that can be used for other tasks such
as person re-identification.
In this chapter we propose a general method for implementing semantic image retrieval
using deep architectures, that are formed by the composition of multiple non-linear trans-
formations, taking advantage of the multiple part appearance representation of the pedes-
trian image. For each part, formerly head, torso, legs and shoes, we train a convolutional
neural network aimed to detect the semantic attributes relative to that particular part. For
example, the network trained with head images is designed to detect attributes such as the
color of the hair, while the torso images are used as examples for detecting attributes such
as clothing type, color and the presence of accessories.
Whereas the decision of the network architecture relies on trial and error experiments
to choose the proper parameters, the loss function plays a key role in modelling what is the
purpose of the training procedure. Therefore, we investigate different loss functions to find
what suites the best for the task at hand, which is a multi-label annotation problem. We
selected different approaches from the state of the art, and also did some modification to
take into advantage of the peculiarity of the domain we are considering. In contrast with the
state of the art, we exploit the information about the contemporary presence of attributes, to
take advantage of the correlation of the data, peculiar of this specific domain. For instance,
characteristics such as "‘white hair” are mutually exclusive with "‘black hair”, while concepts
such as "‘accessory hair band” are related to "‘long hair”.
Finally, we tested the proposed framework on a hand-labelled ensemble of 19000 images
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Datasets #Images Camera angle View point Illumination Resolution Scene
3DPeS 1012 high varying varying from 31x100 to 236 x 178 outdoor
CAVIAR4REID 1220 ground varying low from 17x39 to 72x141 outdoor
CUHK 4563 high varying varying 80x160 indoor
GRID 1275 varying frontal & back low from 29x67 to 169x365 indoor
i-LIDS 477 medium back high from 32x76 to 115x294 outdoor
MIT 888 ground back high 64x128 outdoor
PRID 1134 high profile low 64x128 outdoor
SARC3D 200 medium varying varying from 54x187 to 150x307 outdoor
TownCentre 6967 medium varying medium from 44x109 to 148x332 outdoor
VIPeR 1264 ground varying varying 48x128 outdoor
Total = PETA 19000 varting varying varying varying varying
Table 5.1: Characteristics of the PETA dataset [26]
of pedestrians acquired from video surveillance recordings, taken from several benchmark
datasets for the person re-identification task. We show the results of extensive experiments
in terms of precision-recall curves, able to well characterize both the accuracy of the re-
trieved results, and the error in terms of subjects left out from the query response.
In section 5.1 we explain in detail our approach, in 5.2 the results of experimental evalu-
ation and 6 concludes the chapter with some insights on future work.
5.1 Our approach
In this section we explain our newest approach for semantic retrieval of pedestrian images.
We start presenting the evaluation benchmark, explaining its peculiarities in section 5.1.1. In
section 5.1.2 and 5.1.3 we progress explaining what pre-processing and data augmentation is
needed in order to take into advantage of the multiple-part composition of the human body
and to avoid over-fitting of the networks presented in section 5.1.4. Finally, in section 5.1.5
are explained the loss functions we exploited for the multi-label annotation problem. In re-
spect to the state of the art, the contribution of this work can be summarized in three points:
(i) instead of using the whole image to train the attribute detectors, we employ a deep neural
network for each body part (ii) we propose a new loss function aimed at exploiting the cor-
relation among the attributes given as ground truth (iii) we perform extensive experiments
to asset both the detection performance with images of pedestrians acquired from the same
cameras/locations used in the training phase, and testing the generalization properties us-
ing images taken from a totally different dataset.
5.1.1 The dataset
Composition of PEdesTrian Attribute (PETA) [26] is a dataset of 19000 labeled images of 8705
pedestrians, with resolution ranging from 17-by-39 to 169-by-365 pixels, annotated with 61
binary and 4 multi-class attributes. The images are taken from several benchmark datasets
for person re-identification: VIPeR [42], 3DPes [5], CAVIAR4REID [17], CUHK [58], GRID [60],
i-LIDS [48], MIT [76], PRID [47], SARC3D [6] and TownCentre [12]. In figure 5.1 is depicted
the composition of the dataset and some sample image. In table 5.1 are indicated some
characteristics such as the number of images for each subset, the camera angle, viewpoint,
illumination, resolution and scene (indoor/outdoor).
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Figure 5.1: Composition of the PETA dataset [26] and some sample images
We point out that the differences in camera angle, view point, illumination, resolution
and scene, allow for a more robust detection of attributes, since the avoidance of these nu-
ances will be learned directly from the data. This is important especially in terms of repre-
sentation learning of the pedestrian image, since this allows for entangling and hiding more
or less the different explanatory factors of variation behind the data [13].
5.1.2 Pre-processing
Pre-processing is an essential step for detecting attributes since it allows, from the video
recordings, to access the pedestrian image and its segmentation in body parts. The first pro-
cess consists of extracting the bounding boxes of pedestrians from the video surveillance
recordings. Since they are already provided by the authors of the datasets composing PETA,
the reader can refer on their work for the person detection task. In this section we focus on
background subtraction, which consists on considering just the pixels of the image apper-
taining to the silhouette of the individual, and body part segmentation, which consists of
establishing which pixels appertain to the head, torso and legs.
We employed the method of [62], which proposed a Deep Decompositional Network
for parsing pedestrian images into semantic regions, where the subjects can be heavily oc-
cluded. We chose this method because targeted to pedestrian images acquired at far dis-
tance, and because of the low computational complexity. In figure 5.2 are some results of the
segmentation on the Penn-Fudan data set [98]. We point out that these images are not over-
lapping with the PETA dataset used for attribute detection. To feed the pedestrians images
on the trained deep decompositional network we resized all the images to 160-by-60 pixels.
Once the segmentation is obtained, we resize each body part to a standard size in order to
fit into a dedicate convolutional neural network. For the head part we resized the images
to 32-by-32 pixels, the torso to 64-by-64 pixels and the legs to 128-by-64 pixels. This choice
has been done heuristically in order to keep the aspect ratio and a number of pixels equal to
some power of two.
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Figure 5.2: Some results of image segmentation with the method proposed in [62]
5.1.3 Data augmentation
Data augmentation is a technique widely used in convolutional neural networks, being able
to avoid over-fitting and improve robustness. In particular, label-preserving transformations
have shown to be very effective [52] in regularizing the deep architectures and boosting per-
formances. In this work we employed horizontal flipping of the pedestrian image, and a
technique that consists on altering the intensity of color pixels, usually known as fancy pca,
first employed in [52].
The intensities of the RGB channels of the training pedestrian images are summed to
a quantity multiple of the principal component. Denoting with Ix,y = {I Rx,y , I Gx,y , I Bx,y } each
image of the training set, we add a quantity proportional to the eigenvalues λi of the 3×3
covariance matrix of the RGB pixel values:
[p1,p2,p3][α1λ1,α2λ2,α3λ3]
T (5.1)
where pi are the eigenvectors and αi are random variables drawn from a Gaussian distribu-
tion with mean zero and standard deviation 0.1. As claimed by [52], this technique is able to
take into advantage of an important property of natural images, namely, that object identity
is invariant to changes in the intensity and color of the illumination. Differently from [52],
we avoided making random crops of the images to augment the dataset. Since the train-
ing images are the result of person detection algorithms, a crop would probably remove an
essential part of the image useful to recognize the considered attributes.
In the experiments we increased the dataset size by a factor of 10, generating four color
alterations of the original image and the horizontal flipped one. We did this just for the
training images, while for validation and test we considered the original set.
5.1.4 The architecture
In this section is described the chosennetwork architecture for the multi-label annotation
problem. We employed a different network for each body part, therefore there are three
networks, taking as input the resized cropped image as explained in 5.1.2. In figure 5.3 an
illustration of the network corresponding to the head part.
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Figure 5.3: Network architecture
Each network consists of two convolutional and two fully-connected layers. The first
convolutional layer consists of 32 filters of size 13×13, a rectifying linear unit and a 2×2 max-
pooling. For the head part we decreased the size of filters to 7×7 because smaller than the
torso and legs parts. The second convolutional layer has 64 filters of size 3×3, and is followed
by another rectifying linear unit and a 2×2 max-pooling. The final two fully connected layers
come with dropout [91] regularization with probability 0.6. The output layer has a number of
neurons equal to the number of attributes for that particular part, and the non-linearities are
sigmoids since the labels are [0,1] values indicating the absence or presence of each attribute
in the input image. We trained the networks using stochastic gradient descent with a batch
size of 200 examples, momentum of 0.9, learning rate of 0.0005 and L2 normalization.
5.1.5 Multi-label losses
The main focus of this work consists on investigating the different objective functions that
can model the multi-label annotation problem at hand. The first loss we considered is the
classical binary cross-entropy, explained in section 5.1.5. In section 5.1.5 is presented the
pairwise ranking loss of [50], that directly models the annotation problem. We implemented
a modification in order to exploit the co-occurrence of the attributes, factorizing the joint
probabilities into the model, in accordance with the inference algorithm presented by [36].
Formally, we start considering a representation of images x ∈ℜD and a representation of
annotations i ∈ Y= {1, . . . ,Y }, taken from the tags dictionary. We assume that each image has
multiple labels, and that we can form a label vector y ∈ℜ1×c where y j = 1 means the presence
of a label and y j = 0 means absence of a label for an image x. The task consists on ranking
labels i ∈ Y given an example x. The n labelled pairs (x,y) provided in the training phase,
have a set of c+ positive annotations and a set of c− negative annotations so that c = c++ c−,
where c is the number of tags. We assume that we have a set of images x and denote the
output of the convolutional network as f (·).
Binary cross-entropy
The binary cross-entropy [24] is widely used to define the loss function in many machine
learning and optimization tasks. Given a single label yi , and the output of the network f (x),
we can use the cross entropy to get a measure of similarity between the predicted probability
and the ground truth as:
er r
(
f (x), y
)=−y log( f (x))− (1− y) log(1− f (x)) (5.2)
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In the multi-label scenario we have c different labels for each training image x, therefore we
can consider as cost function the average of the cross-entropies relative to each tag:
er r
(
f (x), y
)=− 1
n · c
n∑
i=1
c+∑
j=1
yi j log
(
f j (xi )
)− 1
n · c
n∑
i=1
c−∑
k=1
(1− yi k ) log
(
1− fk (xi )
)
(5.3)
In this work we got better results minimizing the entropy between the predictions and the
ground-truth probabilities. The ground truth probabilities pi j can be evaluated by counting
the number of occurrences of the correspondent attribute in the training set, and dividing
by the number of examples n:
er r
(
f (x), y
)=− 1
n
n∑
i=1
c+∑
j=1
pi j log
(
f j (xi )
)− 1
n
n∑
i=1
c−∑
k=1
(1−pi k ) log
(
1− fk (xi )
)
(5.4)
Pairwise Ranking
The second loss we considered is the pairwise ranking loss, first introduced by [50] and mod-
ified by [41] to take into account of multiple labels. The function has the purpose of ranking
the positive labels to have higher scores than negative ones:
er r
(
f (x), y
)= n∑
i=1
c+∑
j=1
c−∑
k=1
max
(
0,1− f j (xi )+ fk (xi )
)
(5.5)
The advantage of this loss is that it is aimed to optimize the area under the ROC curve (AUC)
for each attribute in the set. In this work, we take also into advantage of the correlation
between output labels, that can be used to factor the joint probabilities in order to improve
predictions of the attributes. In addition to the individual probabilities, we can model the
probability of labels occurring together using the following inference algorithm [36]:
P
(
y |x)=∏
j
P
(
y j |x
)∏
k,l
P
(
yl |yh
)α (5.6)
where l ,h ∈ {i |yi = 1} and 0≤α≤ 1. P
(
y (m)j |x(m)
)
is the probability of the independent binary
model for each label i of the set of attributes, given the image x. This can be considered as
the output of the convolutional neural network f (x). The co-occurrence is represented as
P
(
y (m)l |y (m)h
)
and can be extracted from the covariance matrix of the ground-truth labels in
the training set. This quantity does not depend on the input images, but it is computed
once as a prior for the entire dataset. These probabilities are scaled by a factor α since co-
occurrence of labels would also require higher order moments that we discarded because of
computational overhead [36].
It is easy to see that for a logarithmic loss function, this inference algorithm gives no con-
tribution since the gradient in respect to the inputs is zero and it would not back-propagate:
logP
(
y |x)=∑
j
logP
(
y j |x
)+α∑
l ,h
logP
(
yl |yh
)
(5.7)
being the second addend constant in respect to x, it would give no additional contribution
to the binary cross-entropy loss. Therefore we employed this model just for the pairwise loss:
er r
(
f (x), y
)= n∑
i=1
c+∑
j=1
c−∑
k=1
max
(
0,1− f j (xi ) ·
∏
l ,h
P
(
yl |yh
)α+ fk (xi )
)
(5.8)
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For this loss we replaced the network non-linearities to leaky rectifier units [65] and initial-
ized the bias to 0.5 instad of 1 in order to make the training algorithm to work. We point out
that using this loss function, it is possible to take advantage only of the co-occurrence of the
set of labels specific to the body part in which the convolutional neural network is trained.
In figure 5.4 and 5.5 the correlation of the labels considered for each body part.
5.2 Experimental evaluation
5.2.1 Implementation
The approaches and methods explained in the previous section have been implemented us-
ing Theano [9, 14], which is a python library that allows to define network models in a sym-
bolic way and to compile them into C and GPU code automatically in an efficient way. We
also used a lightweight library to build and train neural networks in Theano, called Lasagne1.
The advantages of this library consist in a more easy way to define the network architecture
and optimization, keeping the great flexibility of Theano. In particular, we took advantage of
the possibility of defining a custom cost function with no need to derive gradients because
of symbolic differentiation.
Experiments have been carried by a NVIDIA Digits DevBox 2, that comes with Four TITAN
X GPUs with 7 TFlops of single precision, 336.5 GB/s of memory bandwidth, and 12 GB of
memory per board. Rather than using multiple gpus to train a single network, we preferred
doing multiple experiments on different gpus, in order to try different approaches, tricks and
parameters.
5.2.2 Choice of the attributes
Since some attributes are more rarely present then others, a selection from the 104 attributes
of the PETA dataset [26] is needed. We discarded the attributes that are present less than in
the 1% of the dataset. Additionally we discarded the attributes regarding the shoes part,
because it is not always visible in the pedestrians images composing the dataset. In the
experiments, for the head part we considered the attributes:
• hair style: short, long, bald
• hair color: brown, black, white, yellow, grey
• accessories: sunglasses, hat, hair band
For the torso part:
• upper body color: orange, yellow, pink, green, purple, brown, red, blue, grey, white,
black
• textures: thick and thin stripes,
• clothing: sweater, no/short/long sleeves, suit, jacket, t-shirt
1https://github.com/Lasagne/Lasagne
2https://developer.nvidia.com/devbox
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Figure 5.4: Correlation matrices for attributes relative to head and torso body parts
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Figure 5.5: Correlation matrices for attributes relative to the legs
• clothing style: casual, formal
• accessories: muffler, plaid, backpack
• logo
For the legs part:
• lower body color: white, brown, blue, grey, black
• clothing: long/short skirt, suits, shorts, capri, jeans, trousers
• clothing style: casual, formal
• accessories: luggage, plastic bags.
5.2.3 Experimental setup
The PETA dataset [26] is composed of different datasets built for person re-identification
benchmarking. In this experimental setup we decided to consider all the examples for train-
ing, removing the VIPeR [42] dataset in order to use it for test. As a result, we splitted the 8067
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remaining individuals in training and validation set: 15902 frames for training and 1834 for
validation (depending on the dataset there is a different number of frames for each subject).
Results are expressed in terms of precision-recall curves and their area (AUC). We point
out that these performance measures are more suited for such skewed datasets [23], being
able to better represent what is happening in terms of precision (how many retrieved sub-
jects present the searched attribute) and recall (how many correct examples have been left
out from the query response).
5.2.4 Experimental results
For each of the considered body parts, we show the performance of the proposed approach
for both the validation set and VIPeR dataset [42]. Performance on validation set are useful
to test the proposed approach in scenarios where the training examples are composed of im-
ages coming from the same cameras/location. VIPeR dataset instead, is composed of images
coming from cameras/location different from the training set. Therefore these experiments
are aimed at testing the ability of the system to generalize to a new domain.
In table 5.2, 5.4 and 5.6 are the performances relative to the validation set and in table 5.3,
5.5 and 5.7 the performance relative to the VIPeR dataset. For each attribute, the first column
indicates the performance using the cross-entropy objective function 5.1.5 while the second
using the pairwise function 5.1.5.
The retrieval performance depends on the attribute, and on the loss function that was
used to train the convolutional neural networks. In general, better performances were ob-
tained for attributes with a larger number of positive examples. The number of positive ex-
amples for each attribute is reported in Table 5.8. For instance, an AUC between 0.005 and
0.295 was obtained for the torso thick stripes attribute, which is presented just in 89 of the
individuals, while an AUC between 0.587 and 0.745 was obtained for black lower garment,
having 4293 positive subjects. The retrieval performance for orange upper garment was very
good instead, even though the pedestrians wearing orange shirts were only 106. The perfor-
mance was rather low for some of the attributes related to the head part not only because of
the small number of positive samples, but also because of the low resolution of the part of
the image relative to the head. The performance for the torso and legs part instead are gener-
ally better, but some detectors have low AUC values because of the ambiguity in the labelling
of the relative attributes. For instance, several images are under-saturated and some colors
can be confused with gray, black and white. Other sources of error are due to bad segmenta-
tion of the pedestrian images, especially when they are carrying objects such as luggages or
plastic bags.
Regarding the two loss functions we considered, is evident that the pairwise objective
works better for the major part of the attributes. That is, a loss function aimed at capturing
the relation between attributes, is able to better capture information such as the mutually
exclusivity or high correlation among attributes. For instance the colors for the lower body
part are usually mutually exclusive and works way better with the pairwise loss. The same
happens for the attribute jeans, which is highly correlated to the color blue that is much more
easy to retrieve. We point out that this is a general trending; for some cases it is difficult to ex-
plain the performance of some attributes. For instance, usually the weighted cross-entropy
seems to work better for the gray color. We think that this may be because being put in rela-
tion to black and white labels, this can make easily get in confusion the detectors in respect
to a more independent retrieval model. Moreover, since the different pedestrian frames are
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Attributes head Cross-entropy Pairwise
White 0.062 0.485
Bald 0.013 0.049
Yellow 0.113 0.430
Sunglasses 0.027 0.237
Hat 0.011 0.082
Grey 0.324 0.043
Hair Band 0.088 0.236
Brown 0.170 0.277
Long 0.365 0.655
Short 0.889 0.935
Black 0.963 0.958
Table 5.2: Performance on validation dataset in terms of the area under curve (AOC) of the
precision-recall characteristics for the head part
Attributes head Cross-entropy Pairwise
White 0.013 0.072
Bald 0.015 0.403
Yellow 0.014 0.054
Sunglasses 0.221 0.333
Hat 0.103 0.135
Grey 0.081 0.133
Hair Band 0.041 0.052
Brown 0.386 0.365
Long 0.528 0.577
Short 0.648 0.649
Black 0.778 0.779
Table 5.3: Performance on VIPeR dataset in terms of the area under curve (AOC) of the
precision-recall characteristics for the head part
labelled with the frame that better shows the presence of each attribute, in the training set
there can be some positive examples where the presence of the attribute is hidden.
In figure 5.6, 5.7 and 5.8 we show a color representation of the learned filters at the first
layer of the convolutional networks, trained using the pairwise loss function. Since at the
first layer the network is looking directly at the raw pixel data, this weights are more inter-
pretable in respect to the other layers. We can see that the filters relative to the legs part
are nice and smooth, while for the head and torso part there is some pixelated filter. This is
an indicator that the network hasn’t been trained for long enough, or possibly there is over-
fitting because low regularization. Since these are just preliminary results, in the future we
will take this into account in order to possibly get better results in terms of accuracy of the
attribute detectors.
Finally, in figure 5.9, 5.10 and 5.11 we show the first ten pedestrian returned by some
significant attribute queries.
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Attributes torso Cross-entropy Pairwise Attributes torso Cross-entropy Pairwise
Thick Stripes 0.005 0.295 Brown 0.229 0.186
Orange 0.011 0.836 Logo 0.127 0.220
Yellow 0.015 0.216 Jacket 0.121 0.127
Muffler 0.118 0.089 Red 0.118 0.762
Pink 0.013 0.393 Blue 0.822 0.886
Sweater 0.139 0.099 Tshirt 0.437 0.608
Thin Stripes 0.030 0.066 Formal 0.152 0.566
No Sleeves 0.041 0.171 Short Sleeves 0.480 0.574
Green 0.015 0.078 Grey 0.582 0.512
Purple 0.055 0.080 White 0.716 0.743
Suit 0.091 0.619 Backpack 0.322 0.326
Plaid 0.092 0.578 Black 0.769 0.802
Long Sleeves 0.890 0.938 Casual 0.909 0.944
Table 5.4: Performance on validation set in terms of the area under curve (AOC) of the
precision-recall characteristics for the torso part
Attributes torso Cross-entropy Pairwise Attributes torso Cross-entropy Pairwise
Thick Stripes 0.016 0.112 Brown 0.136 0.128
Orange 0.013 0.480 Logo 0.109 0.104
Yellow 0.073 0.284 Jacket 0.051 0.049
Muffler 0.015 0.010 Red 0.252 0.724
Pink 0.020 0.152 Blue 0.453 0.477
Sweater 0.020 0.038 Tshirt 0.362 0.453
Thin Stripes 0.022 0.014 Formal 0.028 0.163
No Sleeves 0.057 0.147 Short Sleeves 0.421 0.467
Green 0.091 0.262 Grey 0.337 0.265
Purple 0.047 0.036 White 0.615 0.618
Suit 0.003 0.002 Backpack 0.400 0.473
Plaid 0.036 0.099 Black 0.708 0.659
Long Sleeves 0.814 0.773 Casual 0.974 0.978
Table 5.5: Performance on VIPeR dataset in terms of the area under curve (AOC) of the
precision-recall characteristics for the torso part
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Attributes legs Cross-entropy Pairwise Attributes legs Cross-entropy Pairwise
Luggage 0.020 0.377 Shorts 0.042 0.607
LongSkirt 0.007 0.181 Formal 0.393 0.444
Capri 0.011 0.075 Blue 0.128 0.624
Brown 0.051 0.366 Grey 0.565 0.577
White 0.121 0.568 Jeans 0.258 0.404
Plastic Bags 0.018 0.049 Black 0.691 0.745
Suits 0.312 0.423 Casual 0.922 0.957
Short Skirt 0.025 0.269 Trousers 0.525 0.658
Table 5.6: Performance on validation set in terms of the area under curve (AOC) of the
precision-recall characteristics for the legs part
Attributes legs Cross-entropy Pairwise Attributes legs Cross-entropy Pairwise
Luggage 0.001 0.001 Shorts 0.057 0.320
LongSkirt 0.010 0.057 Formal 0.018 0.026
Capri 0.034 0.099 Blue 0.381 0.573
Brown 0.029 0.107 Grey 0.390 0.442
White 0.141 0.456 Jeans 0.535 0.701
Plastic Bags 0.035 0.037 Black 0.596 0.587
Suits 0.001 0.001 Casual 0.967 0.972
Short Skirt 0.023 0.275 Trousers 0.531 0.529
Table 5.7: Performance on VIPeR dataset in terms of the area under curve (AOC) of the
precision-recall characteristics for the legs part
Attribute # individuals Attribute # individuals Attribute # individuals
upperBodyThickStripes 89 lowerBodyBrown 310 upperBodyWhite 1882
hairWhite 99 hairGrey 382 hairLong 2024
carryingLuggageCase 105 accessoryHairBand 394 lowerBodyGrey 2258
upperBodyOrange 106 lowerBodyWhite 398 carryingBackpack 2518
upperBodyYellow 128 carryingPlasticBags 407 lowerBodyJeans 2621
lowerBodyLongSkirt 133 lowerBodySuits 425 upperBodyBlack 3661
hairBald 140 lowerBodyShortSkirt 466 lowerBodyBlack 4293
accessoryMuffler 148 lowerBodyShorts 487 lowerBodyTrousers 4375
upperBodyPink 161 upperBodyBrown 495 hairShort 6598
upperBodySweater 164 upperBodyLogo 497 upperBodyLongSleeve 6785
hairYellow 205 upperBodyJacket 518 hairBlack 6859
lowerBodyCapri 205 upperBodyRed 615 upperBodyCasual 7738
upperBodyThinStripes 222 upperBodyBlue 644 lowerBodyCasual 7786
upperBodyNoSleeve 240 upperBodyTshirt 840
upperBodyGreen 264 upperBodyFormal 892
upperBodyPurple 276 lowerBodyFormal 892
accessorySunglasses 278 hairBrown 1102
upperBodySuit 305 lowerBodyBlue 1399
accessoryHat 306 upperBodyShortSleeve 1652
upperBodyPlaid 308 upperBodyGrey 1709
Table 5.8: Number of individuals presenting each attribute for the whole PETA dataset
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Figure 5.6: The 32 kernels at the first convolutional layer for the network relative to the head
part
Figure 5.7: The 32 kernels at the first convolutional layer for the network relative to the torso
part
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Figure 5.8: The 32 kernels at the first convolutional layer for the network relative to the legs
part
5.3 Conclusions and future work
In conclusion, this work consisted in exploiting deep learning techniques for semantic at-
tribute retrieval of pedestrians acquired in video surveillance scenarios. We showed that an
objective function that takes into account the co-occurrence of attributes can largely im-
prove the accuracy of detectors, and is also able to generalize to new domains. We point
out that there is still room for improvement. First, exploiting techniques that can be used to
behave against the highly unbalanced number of positive and negative examples for each at-
tribute. Second, more sophisticated methods for taking advantage of attribute co-occurrence
can be used, especially if they are able also to exploit the relations among attributes corre-
sponding to different body parts. Finally, another interesting point is to investigate on more
general attributes such as age and sex that has been discarded in this preliminary work.
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Hair long (257/1264 examples)
Upper body blue (60/1264 examples)
Upper body orange (8/1264 examples)
Upper body red (53/1264 examples)
Upper body pink (12/1264 examples)
Figure 5.9: First ten pedestrian returned as response to some significant attribute query,
along with the ratio of positive examples in the test set
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Upper body white (172/1264 examples)
Upper body yellow (4/1264 examples)
Lower body blue (195/1264 examples)
Lower body white(59/1264 examples)
Lower body black (115/1264 examples)
Figure 5.10: First ten pedestrian returned as response to some significant attribute query,
along with the ratio of positive examples in the test set
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Lower body jeans (269/1264 examples)
Upper body t­shirt (162/1264 examples)
Upper body thin stripes (10/1264 examples)
Figure 5.11: First ten pedestrian returned as response to some significant attribute query,
along with the ratio of positive examples in the test set
Chapter 6
Concluding remarks
In this chapter it will be given an overall conclusion about the work we presented in this dis-
sertation. The main focus has been put to the description of the appearance of an individual,
acquired by a video surveillance network. We started considering hand crafted features re-
garding both the clothing appearance and anthropometric measures taken at a far distance
from the pedestrian. Thanks to the Multiple Component Dissimilarity (MCD) framework, we
have been able to implement a system for person re-identification using RGB-D cameras,
that work in real-time and with state of the art accuracy. However, it is worth giving some
words also about the current limitations of the work. First, RGB-D cameras such as Kinect,
nowadays are able to work only in indoor scenarios. Second, in terms of the affluence of
people in the surveillance zone, such sensors are not able to work in a crowd scene, and be-
cause of this, in chapter 3 we considered a limited number of people. Anyway, this is not
necessarily a limiting factor in the immediate future. Nowadays, 3D sensor such as Velodine
LIDAR1, are able to capture the 3D in outdoor scenes, in the range of hundreds of meters.
At the same time, the version two of the Kinect sensor, is able to track the skeleton of six
individuals instead of just two. The framework we proposed is also addressed to these new
scenarios, and in the future it will make 3D re-identification possible in more unrestrained
settings.
Another interesting point is about the use of more modalities, such as face recognition
cues and gait analysis. Especially for face recognition, such algorithms can be applicable
only if the pedestrian is giving the front to the surveillance cameras. The use of our MCD
framework is limited from this point of view, and a possible future work can consist on mak-
ing it able to deal with missing modalities. In addition, with the recent breakthrough given
by deep learning in image annotation [52], it is possible to encapsulate into MCD also some
mid-level features learned automatically from raw data in both unsupervised and supervised
way.
With respect to semantic retrieval of pedestrian in surveillance recordings, we can see
that in this work, the use of deep learning techniques made it possible to retrieve more com-
plex attributes and generalize to new datasets. As in person re-identification, a possible fu-
ture work can consist on taking advantage of both hand crafted and mid-level features, in
order to take advantage of the potentiality of both approaches. Another point that still has
1http://velodynelidar.com/
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not being well investigated, is about the learning of pedestrian representations, that consent
the re-use of the learned pedestrian model, for instance in person re-identification. Con-
sidering that in the worst case, for person re-identification we have for each individual just
one frame for training and one frame for test, taking advantage of the knowledge learned
from a task with much more data, can potentially boost the performance and robustness
of a standalone method. In general, this transfer of knowledge, along with the exploitation
of correlation among data, is a hot topic in the computer vision community. Taking apart
person re-identification, a system able to well generalize from a small case of study, can be
absolutely important for instance in medical application. Therefore, a possible future work
can consist on extending the proposed approaches to new datasets, new tasks and fields of
research.
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