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第1章 序論 
 
1.1 はじめに 
 AR (拡張現実)とは、カメラで撮影した現実環境を認識し、撮影環境に合わせた 3Dモデ
ルや文字といった仮想物を映像に付加することで、ユーザにわかりやすく情報を提示する
技術である。 
近年のカメラ機能付きスマートフォンの性能向上に伴い、AR 技術を利用したさまざま
なサービスやアプリケーションが発表されるようになった。また、ユーザの視点から情報
を提示することが出来るという利点を生かし、スマートフォンだけでなくカーナビゲージ
ョン[1]などに利用されるようになった。 
この AR 技術では、ユーザに違和感を与えないために仮想物と現実世界の映像との整合
性が重視される。その整合性とは、時間的整合性、光学的整合性、幾何学的整合性、物理
的整合性の 4つであるとされている。そのなかでも、現実環境と仮想物との位置に関する
整合性である幾何学的整合性が最も重要であるとされており、この整合性を解決するため
に、さまざまな手法が考えられている。 
 
 
1.2 研究背景 
幾何学的整合性を解決する手法として、現実環境上に目印(マーカ)を配置し、空間を把
握するマーカベース AR[2][3]や、特徴点を利用するマーカレス AR[4]などが挙げられる。 
マーカベースARでは、図 1.1のような幾何学パターンのマーカを現実環境上に配置し、
撮影することでカメラの 3 次元位置姿勢を計算し、適切な位置姿勢の 3D オブジェクトを
表示させている。またマーカレス AR では、カメラ映像中から抽出した特徴点をトラッキ
ングし、カメラの予測位置を計算することによって仮想物を表示させている。 
 
 
図 1.1幾何学パターンの目印の例 
 
これらの手法では、マーカベース AR の場合、幾何学模様という周囲の景観に不自然な
マーカを利用しなければならないという欠点がある。また、マーカレス AR の場合、仮想
物を表示させる場所をユーザが指定したり、変更したりすることが難しいといった欠点が
ある。 
これらの欠点を克服するため、筆者らは幾何学模様のマーカを画像マーカにすることに
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より、マーカベースでありながら景観に考慮した ARシステム[5]を提案した。 
本研究では、この AR システムを応用し、ランドマークをマーカとして利用する AR シ
ステムを提案する。 
 
第2章 関連技術 
 
2.1 AR の基本原理 
 拡張現実感(AR)の基本原理は、コンピュータ上で想定された仮想世界の中で、仮想物を
撮影しているカメラの位置姿勢を、現実世界のカメラと同じ位置姿勢にすることによって、
現実世界上で仮想世界の仮想物体を重ねて表示させるというものである。この現実世界と
仮想世界との位置合わせが、ARを実現する上で最も重要な幾何学的整合性である。 
 
 
 
 
  
Camera Position 
Reference Point 
Camera Virtual Camera 
Virtual Space Real Space 
Virtual Camera Position = 
図 2.1 ARの基本原理 
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2.2 AR の種類 
 AR の基本原理が、現実世界と仮想世界とのカメラ位置を合わせることであることは先
に述べたが、この位置合わせ(幾何学的整合性)のため、さまざまなカメラ位置推定の方法
が考えられている。その中で、マーカベース AR、マーカレス AR、センサー利用型 AR に
ついて説明する。 
 
 
2.2.1 マーカベース AR 
 マーカベース AR とは、現実環境中にマーカと呼ばれる基準点を設置し、そのマーカを
利用してマーカとカメラとの位置関係を推測し、仮想物を表示させる技術である。このマ
ーカベース ARでは ARToolKit[2]や ARTag[3]などが有名である。 
 このマーカベース AR の特徴は、マーカを用いることによって、表示する仮想物の位置
をユーザが直観的に変更することができるという点である。また、マーカがあることによ
って、カメラを向ける方向をユーザに明示的に示すことができる。 
 しかし、事前にマーカを用意しなければならないという欠点がある。また、画像処理が
容易になるよう、一般的なマーカは白と黒の 2色の幾何学的な模様のマーカであることが
多いため、カメラ映像中の景観を損なうという欠点がある。 
 
 
2.2.2 マーカレス AR 
マーカレス AR とは、カメラ映像中の特徴点を追跡し、マッピングを行うことによって
カメラの位置推定をおこない、仮想物を表示させる技術である。このマーカレス AR では
PTAM[4]が有名である。 
 このマーカレス AR の大きな特徴は、マーカを用意する必要がないという点であり、初
めて撮影する場所でも実行できるという利点がある。しかし、このマーカがないために、
マップの 3次元座標空間を指定することができないため、仮想物の表示位置の指定をする
ことができず、また、仮想物を移動させるといったことが難しいといった問題点がある。 
 
2.2.3 センサー利用型 AR 
 センサー利用型 ARとは、GPSや電子コンパスなどの各種センサーを利用した ARであ
る。このセンサー利用型 AR では、センサーから得られた位置情報や姿勢情報をもとに情
報を表示させている。このセンサー利用型 AR で有名なものがスマートフォン向けのサー
ビスであるセカイカメラ[6]などである。 
 このセンサー利用型 AR では、実行できる環境が限られるという欠点がある。また、カ
メラの推測位置精度がセンサーの精度に依存するといった問題点がある。 
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2.3 カメラキャリブレーション 
 AR では、現実世界の映像や画像を必要とするため、カメラを利用することは必須であ
るといえる。このカメラで撮影された画像は、撮影時のカメラの位置や姿勢によって変化
する。また、カメラの位置や姿勢が同じであっても、使うカメラを違うものに取り換えて
しまうと撮影された画像も変化してしまう。これは、カメラごとにレンズの歪みや焦点距
離などが異なるためである。 
 このカメラの位置や姿勢に関するものをカメラの外部パラメータと呼び、カメラ自体の
レンズの歪みや焦点距離などの特性をカメラの内部パラメータと呼ぶ。 
 AR を実現させる上で、最も重要なものが幾何学的整合性であることは先に述べたが、
この幾何学的整合性に関するものがカメラの外部パラメータにあたる。この外部パラメー
タは、式(2.1)と式(2.2)のようなカメラの回転 Rと並進ベクトル Tによって表現される。な
お、本節の執筆にあたって[7]を参考にした。 
 
 
 ここで、θx、θy、θzは各 x、y、z軸の回転量、tx、ty、tzは各 x、y、z軸における並進移
動量を表す。この外部パラメータであるカメラ位置姿勢の推定方法については第 3章の中
で説明する。 
 また、内部パラメータは、次の式(2.3)のカメラパラメータ Aと歪み補正用の係数からな
る。 
 
 
 ここで、fu、fvは焦点距離、u0、v0は画像上の光軸位置を表す。 
 以上のカメラパラメータをキャリブレーションによって求めることで、次の式(2.4)によ
って画像平面上の座標 pから投影座標 Pを得ることができる。 
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 この式の sは画像のスケール係数である。 
 
2.4 類似画像検索 
 類似画像検索とは、画像の色情報や画像特徴量を利用し、クエリ画像と類似度が高いと
思われる画像を検索する技術である。この技術を利用しているサービスとして Google 画
像検索[8]に代表される各種画像検索サービスや、撮影対象を検索するスマートフォンアプ
リケーションである Google ゴーグル[9]などがある。図 2.2に富士山の画像をクエリとし
て類似した画像を検索した結果を示し、図 2.3 に Google ゴーグルで撮影した対象を検索
した様子を示す。図 2.2では、富士山や山の写真が類似画像結果として表示された。また、
図 2.3では撮影したお菓子のパッケージに印刷してあるロゴを画像検索しているほかに、
撮影画像そのものを類似画像検索している。 
 
 
図 2.2 類似画像検索サービス(Google イメージ検索) 
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図 2.3 Google ゴーグルによるロゴ検索 
(上:撮影の様子, 中央:類似画像検索結果, 下:ロゴ検索結果) 
 
 
  
Similar Image Retrieval 
Logo Retrieval 
Take Pictures 
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2.5 顕著性マップ 
 顕著性マップとは、人間の視覚的注意をモデル化したものであり、物体認識や検出など
に応用できるとされている。代表的なモデルとして、L.Itti らのモデル[10]と本研究で利用
している T.Liuらのモデル[11]について紹介する。 
 
2.5.1 L.Itti らのモデル 
 Itti らのモデルは、人間の網膜神経細胞の受容野の働きをモデルにしている。この受容
野は光による刺激を脳へと伝達し、光のコントラストを検出している。 
 
2.5.1.1 Ittiらの顕著性マップ作成処理の内容 
 
 モデルの内容は、最初にガウシアンピラミッドを利用してダウンサンプリングしたスケ
ール画像 9枚を作成する。次に、それぞれのピクセルについて Center-Surroundのスケー
ル差分を求め、輝度成分 I と色成分(赤 R(c),緑 G(c),青 B(c),黄 Y(c))、方向成分    θ の 3
つの特徴量を計算する。それぞれの定義は以下のとおりである。(r, g, bはピクセルの RGB
を示す) 
 
 
 また、方向成分    θ はガボールフィルタを利用し、θ                   の 4 方向の
成分を抽出する。また、以下の式より各ピクセル間のスケール間差分を求める。このとき
の操作を” ”で表すことにすると 
 
   
     
 
 (2.5) 
     
   
 
 (2.6) 
     
   
 
 (2.7) 
     
   
 
 (2.8) 
   
   
 
 
     
 
   (2.9) 
                    (2.10)  
                                   (2.11)  
- 8 - 
 
 
となる。また、Center は         の画像における画素であり、Surroundを       とし
ているため、                      はそれぞれ 6マップ、      θ は方向成分が 4つあるた
め 24マップ存在することになる。 
 さらにこれらの特徴量マップを統合し、3 つのマップを作成する。このときの関数Nは
正規化処理を表している。 
 
 
 最後に、これら 3つのマップを以下の式のように計算することで、顕著性を求めること
が出来る。 
 
 
 
2.5.1.2 Ittiらの顕著性マップの出力例 
 図 2.4 に Itti らのモデルを利用した顕著性マップの出力例を示す。入力画像には
Caltech101[12]の画像セットを利用した。 
この図 2.4 を見ると、視覚的注意を引きやすい領域が白く表示されている。しかし、こ
の Ittiらのモデルでは画像の色情報に依存しており、画像の物体領域ごとを強調するとい
うことが出来ない。そのため、Ittiらの顕著性マップでは物体抽出には向いていない。 
 
                                   (2.12)  
       θ      θ      θ   (2.13)  
                 (2.14)  
                               (2.15)  
                θ  
                   
 (2.16)  
          
              
 
 (2.17)  
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図 2.4 Itti らのモデルを利用した顕著性マップの出力例(左:入力画像, 右:出力画像) 
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2.5.2 T.Liuらのモデル 
 先に述べた Ittiらのモデルでは、色情報に注目したモデルであったため、視覚的注意を
引く画像領域を示すことができるが、視覚的注意を引く物体を示すことは出来なかった。
そこで Liuらは局所的・領域的・大域的な 3 つの特徴を定義し、それらの特徴を結合する
ことで物体に注目した顕著性マップを提案している。 
 
2.5.2.1 T.Liuらのモデルで利用する 3つの特徴量 
 Liuらのモデルで利用する局所的、領域的、大域的な特徴量の定義について説明する。 
 
2.5.2.1.1 Multi-scale contrast 
 マルチスケールコントラスト特徴       をガウシアンピラミッドのコントラストの線形
結合で定義する。 
 
 
このとき、  はピラミッド l番目までの画像を表し、    は 9×9の窓である。 
 
 
 
図 2.5 Multi-scale contrast の出力例(左:入力画像, 右:出力画像)  
             
            
 
       
 
   
 (2.18)  
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2.5.2.1.2 Center-surround histogram 
 画像中の顕著な物体が長方形領域 に囲まれているとして、それをさらに取り囲む領域
(Surround)を  とする。このときに背景と顕著な物体の差を RGBヒストグラムの 
 距離
を用いて測定すると、以下の式で表すことができる。 
 
 
この長方形領域のアスペクト比は                      とする。また、    のサイズは画像
サイズの短辺の長さの 0.1～0.7倍で変化させる。このように長方形領域    のサイズや形
を変化させることで、各ピクセル を中心とする長方形領域のうち、もっとも明瞭な長方
形領域     を探し出す。この長方形領域     を式で表すと以下のようになる。 
 
 
Center-surround histogram特徴       は、空間的距離を考慮した重み付き合計によって
定義される。 
 
 
上式の      はピクセル  を中心にしたピクセル を含む長方形領域を示す。また重み
                
         は分散   
 に関する Gaussian falloff weight であり、長方形領
域      のサイズの 1/3になるように設定する。最後に特徴マップを[0,1]に正規化処理を
行う。 
 
  
          
 
 
 
      
  
 
      
 (2.19)  
                             (2.20)  
   
           
             
            
       (2.21)  
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図 2.6 顕著な物体の長方形領域と Center-surround histogram[11] 
 
 
 
図 2.7  Center-surround histogramの特徴マップの出力例(左:入力画像, 右:出力画像) 
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2.5.2.1.3 Color spatial-distribution 
 画像内のすべての色を                
 でモデル化する。  は分布の重み、  は平均、
  は分散協分散行列を表している。各ピクセルは次の確率で色分布に割り当てられる。 
 
 
各色分布 cに対する空間的位置の水平方向の分散     は 
 
 
この上式の  はピクセルxのx座標を示し、              である。垂直方向の分散     も
同様に定義すると、分布 cの空間的分散は                となる。これも[0,1]で正規
化を行い、最終的な色分布特徴       は重み付き合計で定義される。 
 
 
この色分布特徴マップも[0,1]で正規化を行う。ただし、画像の角や境界付近では色の分散
が小さいことを考慮し、画像中心を重く重み付けした場合の空間的分散特徴量は以下のよ
うに定義する。 
 
 
この上式の                は、画像の境界線付近の色の重要度を下げるための重みで
ある。  は顔図の中心から までの距離を示す。これも    と同様に正規化を行う。 
 
  
         
             
               
 (2.22)  
       
 
    
                   
 
 
 (2.23)  
       
 
    
           
 
 (2.24)  
                          
 
 (2.25)  
                          
 
          (2.26)  
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図 2.8 Color spatial-distributionの特徴マップの出力例(左:入力画像, 右:出力画像) 
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2.5.2.2 T.Liuらの顕著性マップの出力例 
 以上の 3つの特徴量をあわせた最終的な顕著性マップの例を以下に示す。 
 
 
 
 
図 2.9  T.Liuらの顕著性マップの出力例(左:入力画像, 右:出力画像) 
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2.6 3 次元構造復元 
 3次元構造復元とは、複数の画像や映像から、撮影された環境や対象物の 3次元構造を
復元する技術である。最も簡単なものとして 2視点の画像と視点間の距離を利用するステ
レオカメラなどが有名である。 
 本研究では、複数の画像から対象の 3次元構造を復元するために Bundler[13]と呼ばれ
るプログラムを利用している。また復元される構造はポイントクラウドと呼ばれる 3次元
の点群データである。この Bundlerを利用し、撮影された対象を復元した様子を図 2.10
に示す。 
 
 
 
(a) 
 
(b) 
図 2.10 3次元画像復元の例 
((a)入力画像,(b)復元されたポイントクラウド) 
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2.7 類似研究・ARサービスについて 
本研究と類似した研究、AR サービスとして SATCH[14]とオブジェクト測位システム
(Object Positioning System)[15]について紹介する。 
 
2.7.1 SATCH 
 SATCH とは、KDDI が開発した AR サービスである。この SATCH はスマートフォン
上で動作し、写真や絵といったものを撮影することで登録されている 3D モデルや音楽と
いった情報を重畳表示することが可能となっている。また、付属の機能として手のひらの
認識や、画像検索を行うことが出来る。また、開発者登録をすることで、専用の開発アプ
リケーションを利用し ARコンテンツを製作することも出来る。この SATCHを使い、AU
の携帯電話カタログの表紙を認識し KDDIの情報を重畳表示させている様子と、写真を認
識している様子を図 2.11 に示す。 
 
   
図 2.11 SATCHをスマートフォン上で動作させた様子 
(左:カタログを認識, 中央:写真の認識, 右:3D オブジェクトのアニメーション) 
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2.7.2 オブジェクト測位システム(Object Positioning System) 
 オブジェクト測位システム(Object Positioning System, OPS)とは、スマートフォンを利
用し、カメラで撮影したランドマークや建物の正確な位置を取得することを目的とした研
究である。 
このオブジェクト測位システムは、GPSや加速度センサー、電子コンパスなどのスマー
トフォンに搭載されているセンサー類と画像処理を使用し、カメラで撮影しているオブジ
ェクトの正確な位置を計算することで、撮影対象の情報をウェブで検索したり、位置情報
を利用して AR 技術に活用したりすることを想定している。現在発売されているスマート
フォンに搭載しているセンサー類は、大まかな情報を取得することは出来ても、正確な位
置情報や方位を取得するほどの精度はない。そこで、カメラから得られた画像から 3次元
構造を復元し、GPSセンサーや方位情報を補正することによって、より精度の高い情報を
取得できるようになっている。 
 
 
図 2.12 オブジェクト測位システム(OPS)[15] 
(上:位置情報を求めたい建物, 下:センサー類で計算した位置と OPSで計算した位置) 
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第3章 画像マーカベース AR  
 
3.1 画像マーカベース ARの概要 
 筆者らは、卒業論文[5]において画像を目印(マーカ)として利用するマーカベース AR を
提案した。 
従来のマーカベース AR では、マーカの認識処理が容易であるという利点から幾何学模
様のマーカを利用するタイプが多かった。しかし、幾何学模様のマーカは人の目から見て
とても不自然に映るという問題点があった。また、マーカそのものに文字や写真といった
情報を載せることが難しく、カメラなどのデバイスを通し仮想物表示をさせてみなければ、
そのマーカが何を表示させるためのものかがわからないという欠点があった。 
 そこで筆者らは画像特徴量を利用し、幾何学模様のマーカを画像にすることで、さまざ
まな物体に応用できる画像マーカベース AR を提案した。 
 
 
図 3.1 画像マーカ ARの概要 
 
  
 Camera 
Marker PC 
      
Image Marker Virtual Object 
Register the Image Marker 
Take Pictures 
 
 
 
Virtual Object Overlay 
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3.2 画像マーカベース ARの処理 
 提案手法である画像マーカを利用する AR システムの処理の流れは以下の図 3.2 の通り
である。 
 まず、事前に用意したマーカ画像を読み込み、特徴点抽出を行う。その後、カメラ画像
も同様に特徴点抽出を行う。この抽出されたマーカ画像とカメラ画像の特徴点を比較、対
応付けすることによって、カメラ画像中からマーカ領域の特定を行う。この特定をするこ
とによって、マーカとカメラの位置姿勢関係が推定でき、仮想物の表示が可能となる。 
 従来の幾何学模様のマーカを用いた AR と大きく異なる部分は、画像特徴量を利用して
いるところである。(図 3.2赤字部分) 
 
 
図 3.2 画像マーカベース ARの基本的な処理の流れ 
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3.3 画像の特徴量 
 特徴量とは、画像から抽出される特徴の大きさであり、大域特徴量と局所特徴量の 2 つ
に分類することができる。大域特徴量は画像の全体から特徴を取得するもので、類似画像
検索などに利用されている。一方、局所特徴量は画像の一部分から特徴を取得するもので、
画像中の物体の検出などに利用されている。 
画像マーカベース ARでは、カメラ画像中からマーカを検出するという処理を行うため、
局所特徴量を利用する。この局所特徴量の抽出は、まず特徴量を取り出す領域を決定する
段階と、その領域から特徴量を抽出する段階の 2段階の処理によって行われる。一般的に、
1 段階目の処理部分を detector と呼び、2段階目の処理部分を descriptor と呼ぶ。抽出さ
れた特徴量は、特徴ベクトルとして表現され、この特徴量を利用することによって、画像
の特定が可能になる。 
 
  
図 3.3 局所特徴量の例 (ビーバー) 図 3.4 局所特徴量の例 (早稲田大学 51 号館) 
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3.4 マーカ画像の特徴点抽出 
幾何学模様を用いる従来のマーカベース AR では、入力画像を二値化することでマーカ
領域を検出していた。しかし、画像マーカベース ARではその手法を利用することは出来
ないため、画像の局所特徴量を利用してカメラ画像中からマーカ領域を検出する。 
局所特徴量抽出方法のなかで、スケール変化や回転変化にロバストな特徴量を取得でき
るとされている SIFT(Scale-Invariant Feature Transform)[16]が有名だが、今回はカメラ
映像を処理するため、処理速度が比較的早く、SIFT同様にロバストな特徴量を取得でき
る SURF(Speeded Up Robust Features)[17] [18]を利用する。 
 まず、以下の図 3.5 の本の表紙の画像をマーカ画像に指定し、SURF を利用して特徴点
を抽出する。抽出された特徴点の位置とそのスケールの大きさを円で描画した結果を図
3.6 に示す。 
 
  
図 3.5 マーカ画像(本の表紙) 図 3.6 マーカ画像の SURF 抽出結果 
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3.5 特徴点マッチング 
SURF はスケール変化や回転変化などにロバストな特徴量であることは先に述べたが、
この抽出された個々の特徴点を比較、対応させることによって、2 画像間のオブジェクト
検出が可能になる。 
次の図 3.7 は、上のマーカ画像と、下のカメラ画像との間で抽出した特徴点を比較、対
応を行った様子である。対応していると判断された特徴点のペアは青い線で表示されてい
る。 
 
図 3.7 カメラ画像とマーカ画像の特徴点マッチングの様子 
 
 上の図 3.7 より、ほとんどの特徴点は正しく対応していることがわかるが、一部の特徴
点では誤対応が発生している。  
Mismatch 
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3.6 マーカ領域の特定 
 SURFの特徴点マッチングの結果を利用し、画像マーカが入力画像中のどの部分にある
か特定する。しかし特徴点マッチングの結果、一部のペアについて誤対応が発生した。そ
のため、誤対応を除去するために RANSAC [19]を利用する。 
 まず、画像マーカは平面であるため、そこから抽出された特徴点も平面上に分布してい
ると仮定する。そして、対応付けされた特徴点が平面上に存在するかを評価するため、平
面射影変換を利用する。処理の流れは以下の通りである。 
 
(1) 対応点をランダムに 5つ選択し、平面射影変換行列を計算する。 
(2) 他のすべての対応点に対し、計算した平面射影変換行列を適応することによって、
対応付けされた特徴点が正しいかどうかを判定する。 
(3) この上の処理を繰り返し、最も多くの特徴点が正しく対応付けされた平面射影変
換行列を特定する。 
 
この処理を行うことによって、大きく外れた対応点を除去することができる。次の図 3.8、
図 3.9 に、この RANSAC 処理を行わない場合と行った場合のマーカ領域の選択の様子を
示す。赤い枠で囲まれた部分が特定されたマーカ領域である。 
 
 
図 3.8 マーカ領域の特定(RANSAC処理なし) 
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図 3.9 マーカ領域の特定(RANSAC処理あり) 
 
 幾何学模様のマーカを利用するマーカベース AR ではマーカの一部が隠れていたり、入
力画像外に飛び出していたりするような領域があるとマーカ領域の特定は不可能になると
いう欠点がある。それに対し、この画像マーカベース AR では、入力画像の中で特徴点対
応が多く取れていれば、ある程度の画像マーカが隠れていてもマーカ領域を特定すること
が可能である。 
画像マーカが画面内に収まらなかった場合と一部隠れている場合の様子を図 3.10 と図
3.11 に示す。なお、図の黒い部分は入力画像の領域外を示している。 
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図 3.10 画像マーカが入力画像に収まらなかった場合の領域特定 
 
図 3.11 画像マーカの一部が隠れている場合の領域特定  
- 27 - 
 
3.7 カメラ位置の推定 
 カメラ映像に仮想物を重ねて表示させるためには、実際のカメラ位置と仮想物を撮影す
る仮想カメラ位置を合わせ、仮想物とカメラ映像との位置関係を整合させる必要がある。 
 そのためには、マーカ・カメラ間の座標変換行列を計算する必要がある。座標系の定義
を下の図 3.12に示す。このとき、カメラ座標系を[Xc Yc Zc 1]T、マーカ座標系を[Xm Ym Zm 
1]Tとおき、マーカ・カメラ間の座標変換を次のように定義する。また、本節の執筆に当た
って[20]を参考にした。 
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また、画像座標系を[xc yc 1]Tとおき、カメラ座標系から画像座標系への射影変換を以下
のように定義する。 
 
 
 この式(3.2)の hはスカラーである。行列 P はカメラキャリブレーションによって求まっ
ているものとする。式(3.3)より、実際の座標値は以下のように計算される。 
 
 
 座標変換行列 Tcmは回転行列 R3×3と並進ベクトル T3×1から成る。計算手順として、ま
ず回転行列 R3×3を求め、その後、並進ベクトル T3×1を求める。 
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3.7.1 回転行列 R3×3の計算 
 前述の特徴点マッチング処理によるマーカ領域の特定によってマーカ画像の頂点と辺の
情報を取得する。辺についてはそれぞれ直線の式で表現する。4 つの辺をそれぞれ図 3.9
のように l1、l2、l3、l4と定義する。そして、平行な辺の組について以下の計算を行う。 
 
 
図 3.13 画像上のマーカの辺の定義 
 
 このとき、マーカの辺 l1および l2が以下の式で与えられたとする。 
 
 
 式(3.5)に式(3.4)を代入すると、次の式が得られる。 
 
 
 これは画像平面に映ったマーカの辺とカメラの焦点を通る面の式を示している。それぞ
れの面を S1、S2と定義している。これを図示したのが次の図 3.14である。 
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(3.5) 
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図 3.14 マーカの辺を通る面 
 
 面 S1、S2の法線ベクトル n1、n2は次式であらわすことができる。 
 
 
 ここで、l1、l2に対応する空間中のマーカの辺の方向ベクトルを V1とおくと、V1は n1
と n2の外積により与えられる。 
 
 
 
l3、l4についても同様の計算を行い、方向ベクトル V2を求める。2つの方向ベクトル V1
と V2は直交性が保障されていないので、V1と V2を含む平面上で 2つが直交するように補
正を行う必要がある。その後、V1とV2に直行する方向ベクトルV3を次式によって求める。 
 
 
     
     
           
              
      
     
           
              
  (3.6) 
           (3.7) 
    
   
     
  正規化  (3.8) 
           (3.9) 
    
   
     
  正規化  (3.10)  
Focal Point 
Image Plane 
 
Marker 
S1 
S2 
V1 
V2 
V3 
n1 
n2 
- 31 - 
 
 
 以上の計算により、マーカの姿勢を表す 3 つの方向ベクトル V1、V2、V3が求まる。こ
れらのベクトルを並べたものが回転行列 R3×3となる。 
 
 
3.7.2 並進ベクトル T3×1の計算 
次の図 3.15ように、マーカをカメラ座標系の原点に置き、この状態からマーカを回転行
列 R3×3によって回転させ、さらに並進ベクトル T3×1によって並進させた後、P によって
画像上に射影することを考える。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 3.15 並進ベクトル T3×1の求めるときの考え方 
 
 
 
 マーカの頂点の 3次元座標を Mi = [ Mix  Miy  Miz ]T (i = 1…4)、画像に映ったマーカ
の頂点の 2次元座標を mi = [ mix  miy ]T (i = 1…4)とおくと、式(3.2)と式(3.3)より次の
式が成り立つ。 
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 マーカの一辺の長さを wとおくと、マーカの頂点の 3次元座標 Mi (i = 1…4)はそれぞれ
以下のようになる。 
 
 
 回転後のマーカ座標を 
 
 
とおいて、式(3.13)を展開すると、次の式のようになる。 
 
 
 さらにこの式を整理すると次の式が得られる。 
 
 
 ここで、式(3.19)と式(3.20)は、(tx,ty,tz)を未知数とする連立一次方程式になっている。
すなわち、この方程式を解けば並進ベクトル T3×1を求めることができる。i = 1…4 にお
いてそれぞれ方程式を作り、行列表現でまとめると以下のようになる。 
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 ただし、Aと bは 
 
 
ここで、式(3.21)は未知数の個数(=3)に対して方程式の個数(=8)が多いため、単純に T3×
1＝A－1bとして解くことができない。そこで、最小二乗法によって解を得る。 
 
 
以上の計算により、並進ベクトル T3×1 = [ tx  ty  tz ]Tが求まる。 
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3.7.3 仮想物表示 
 以上の処理を行い、計算されたカメラ位置を適応した仮想物を入力画像に重畳表示させ
る。その表示の様子を次の図 3.16に示す。今回登録されたマーカは本の表紙であり、撮影
画像中から本の表紙を認識し、そこにあるかのように 3D のティーポットを重畳表示して
いる。また、本の表紙の一部を隠しても認識が途切れることはないことが確認できる。 
 
 
図 3.16 画像マーカベース ARを実行した様子 
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第4章 提案手法 
 
 本章では、ランドマークに対応した ARシステムを実現するため、画像マーカベース AR
を応用した手法と、3次元構造復元を利用した手法について提案する。 
 
4.1 画像マーカベース ARを応用した手法 
 画像マーカベース AR は、従来の幾何学模様のマーカを画像マーカにすることにより、
人の目から見て不自然に映ることなく、またマーカそのものに情報を載せることが可能と
なった ARシステムであった。 
しかし、この画像マーカベース AR では従来のマーカベース AR と同様に、マーカとし
て登録できる対象は平面の物体のみという制約があり、複数のマーカ対象物を登録するこ
とが難しいという問題点があった。 
 本研究は、画像マーカベース AR を改良することで、立体的な対象物をマーカとして登
録する手法と複数のマーカ対象物を切り替えて識別する手法について提案している。 
また、マーカとして登録する対象の条件として 
(1) ウェブ上でアップロードされている写真数が多いこと 
(有名なものであること) 
(2) 撮影対象物の姿･形が不変であること 
という条件から、本研究では建造物・ランドマークをマーカ対象とすることにした。 
 
 
図 4.1 画像マーカベース ARを応用した手法の概要  
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4.1.1 提案手法の処理の流れ 
 提案手法である画像マーカを利用する AR システムの処理の流れは以下の図 4.2 の通り
である。 
 まず、カメラからの入力画像から特徴点抽出を行う。同時にランドマーク画像データベ
ースを読み込み、カメラからの入力画像をクエリとして類似画像検索を行い、撮影対象の
ランドマークを判別・特定する。その後、特定したランドマークにあわせたマーカ画像を
読み込み、カメラ画像の特徴点を比較、対応付けすることによって、カメラ画像中からマ
ーカ領域の特定を行う。この特定をすることによって、マーカとカメラの位置姿勢関係が
推定でき、仮想物の表示が可能となる。 
 従来の画像マーカを用いた AR と大きく異なる部分は、撮影対象に対して類似画像検索
を行い、撮影されているランドマーク特定することで複数のマーカ対象物に対応できる点
である。この処理は図 4.2の破線部分で行う。 
 
 
図 4.2 ランドマークを対象とした ARシステムの処理の流れ 
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Estimate Camera Position 
 
Virtual Image Overlay 
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4.1.2 撮影されたランドマークの識別処理 
 あらかじめマーカとして利用するランドマークを登録しておき、撮影対象がどのランド
マークかを判断する必要がある。従来のマーカベース ARでは、白黒の幾何学模様マーカ
という 2値データであったため、撮影されたマーカの識別は容易であった。 
しかし、画像マーカベース ARでは、2値データではなく画像データを用いるため、複
数のマーカ対象物を識別することが難しいという問題点があった。この問題を克服するた
め、類似画像検索技術と背景除去を組み合わせたスコアリング方法を利用することで、撮
影対象のランドマークを特定する。 
 
4.1.3 スコアリング処理 
 本研究では、複数のマーカ対象物(ランドマーク)を識別するために類似画像検索をベー
スとした画像の判別処理を取り入れている。画像の類似度を判別する手法として画像全体
の色情報を用いることがあるが、今回はランドマークを識別するため、撮影対象の形状に
注目する必要がある。 
そこで、画像特徴量(SURF)を利用し、撮影画像と予め登録してあるランドマーク画像デ
ータベースとの間で特徴点の対応の処理を行う。これによって、撮影画像がどの種類のラ
ンドマーク画像と似た特徴点を持っているか、ということがわかる。 
ここで、似た特徴点(=対応の取れた特徴点)を多く持つ画像同士が類似の画像であるとい
う判断はしない。なぜなら、画像特徴の強さを考えずに対応点の数だけを純粋に比較した
場合では、特徴がとりやすいランドマークが顕著に類似画像として処理されてしまうため
である。 
そのため本研究では、画像が持つ特徴の強さを得点とし、データベース内のランドマー
ク画像ごとに得点を保持しておき、一番得点の高かった画像が類似度の高い画像であると
いう処理をしている。つまり、強い特徴点の対応を多く取ることができれば画像の類似度
が高いと判定している。 
このスコアリング処理の例を、図 4.3に示す。まず大隈講堂を撮影し、予め用意してお
いたランドマーク画像データベースと対応点を取り、それぞれの対応点の数と特徴の強さ
を掛け合わせることで得点を計算する。その結果、(b)の得点が一番高い結果となり、撮影
対象は(b)の画像と類似度が高いものであるという判定がされる。 
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図 4.3 得点処理の例 
(データベース画像ごとの得点から、撮影対象は(b)と同じであるという判断がされる) 
 
  
Query image 
Landmark Database 
(a) 
(b) 
(c) 
Score：80 
Score：140 
Score：50点 
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4.1.4 ランドマーク画像の背景除去 
 スコアリング処理では、画像特徴量の対応付けを利用し、画像の類似度を計算すること
で撮影対象をデータベース内のものから探し出すという処理を行っていた。しかし、撮影
画像やデータベース内に登録されているランドマーク画像では、樹木や人、自動車といっ
たランドマークを判断するためには不要な対象(=背景領域)が撮影されている場合がほと
んどである。(図 4.4) 
 この不要な背景領域を排除しないまま、スコアリング処理を行うとランドマーク部分以
外の画像領域でも特徴点を計算してしまい、撮影対象の判別が正確に行えない可能性があ
る。そのため、撮影画像とランドマーク画像データベース内の両方で背景を除去する必要
がある。 
 
 
図 4.4 ランドマーク以外の領域によって、誤ったランドマークと対応してしまう例 
(上図の大隈講堂の樹木と下図 51号館の樹木で特徴点対応が取れてしまう可能性がある) 
  
Unnecessary image area 
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4.1.4.1 ランドマーク画像データベースの最適化 
 ランドマーク画像データベースでは、ウェブ上から収集したランドマーク画像が保存さ
れているが、その画像には先に述べたように樹木や人といったランドマーク以外のものが
撮影されていることがほとんどである。本研究の処理の中で、これらの対象は不要なデー
タであるため、除去する必要がある。しかし、データベースの画像は大量にあるため、人
の手でこれらの対象物を除去することは不可能である。そこで、顕著性マップを利用する。 
 この顕著性マップとは、人間の視覚的注意をモデル化したものであり、物体認識や物体
検出などに応用が出来るとされている。この顕著性マップを利用することで、視覚的注意
を引く領域と、視覚的注意が低い領域を推定することが出来る。 
 視覚的注意を引く領域(=顕著性が高い)がランドマーク領域である可能性が高く、視覚的
注意を引かない領域(=顕著性が低い)は樹木や人といった背景領域である可能性が高いと
考えられる。 
 実際に著性マップを用いて、ランドマーク画像のどの部分が視覚的注意を引く領域かを
示した結果を図 4.5 に示す。この白い部分が視覚的注意を引く領域であり、暗い部分は注
意を引かない領域であるという推定がなされている。実際に大隈講堂脇の樹木(図 4.5(a))
や 51号館の樹木(図 4.5(c))は暗く、建物は明るく示されていることがわかる。 
そのため、この顕著度が低い画像領域を除去することによって、ランドマーク画像デー
タベースの最適化を図ることが出来る。 
 
 
(a) 
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(b) 
 
(c) 
図 4.5 ランドマーク画像の顕著性マップの出力例  
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4.1.4.2 顕著性マップによる得点重み付け 
 先に述べたように、ランドマーク画像に対して顕著性マップを求めることで、画像中の
ランドマーク領域と背景領域の推測が出来る。しかし、この顕著性マップは確実なもので
はなく、画像中に樹木が大きく写りこんでいる場合などでは、樹木に対して視覚的注意が
引く対象であるという推定がなされることがある。このような、ランドマーク以外の対象
について顕著性が高いと推定されてしまった結果を図 4.6に示す。 
 
 
図 4.6 顕著性マップによる失敗例(樹木が視覚的注意を引く対象と判断されている) 
 
 そのため、顕著性マップによる画像領域の絞込みなどを行うと、かえってランドマーク
の類似画像検索の精度が低下する恐れがある。そこで、顕著性マップの輝度値を得点に重
み付けするという方法で、顕著性が高い領域の特徴点が持つ得点は重く、顕著性が低い領
域の特徴点が持つ得点は軽くするという処理をしている。ランドマーク撮影画像をクエリ
とし、ランドマーク画像データベース内の画像と比較・得点処理する処理の流れを図 4.7
に示す。また、このときの特徴点の重み は以下のように定義する。また、   は特徴点の
画像中の座標を示し、        は顕著性マップのピクセルの輝度値を示す。 
 
 
 上式の重み と、特徴点の特徴の強さを掛け合わせたものが最終的な特徴点が持つ得点
となる。この重み は、     の範囲を持つ。ランドマーク画像データベース内で対応
がとれた場合、この特徴点の持つ得点がその画像が持つ合計得点に加算される。 
 
  
        
        
   
 (4.1) 
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図 4.7 重み付け処理の流れ 
(背景領域の得点は低く、ランドマーク領域の得点は高くなる) 
  
Landmark Database 
Point Matching 
Query image 
Calculate Weight Weight: 0.7 
Intensity: 100 
Weight: 0.4 
Intensity: 50 
Weight: 0.3 
Intensity: 70 
Weight: 0.6 
Intensity: 40 
Image No.1 
Score: 145 
Next image 
Image No.1 
Saliency Map 
Mismatch 
Weight: 0.2 
Intensity: 50 
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4.1.5 撮影画像の最適化 
撮影画像には先に述べたようにランドマーク以外の対象物が撮影されている。ランドマ
ーク画像データベース内の画像の背景領域を得点重み付けで排除したように、撮影画像に
ついても不要な背景領域の排除を行う必要がある。 
ランドマーク画像データベースの場合では、画像数の多さから顕著性マップを利用した。
しかし、撮影画像の場合ではユーザが撮影したものであるため、画像数は 1枚、もしくは
数枚程度になる。そこで、撮影時にユーザがランドマークの領域の指定することで撮影画
像の背景領域を排除する。ランドマークの指定方法については次の 2種類の方法を利用す
る。 
 
4.1.5.1 矩形領域選択によるランドマーク指定 
 ユーザは撮影した画像から、ランドマーク領域を矩形で囲むように指定する。この指定
法の利点は、始点と終点を指定するだけで簡単にランドマーク領域を指定することが出来
る点である。欠点として、ランドマーク以外の背景領域が多少選択されてしまう点である。
矩形選択の様子を図 4.8に示す。 
 
 
図 4.8 撮影画像の矩形領域選択 
(左上の始点から右下の終点を指定) 
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4.1.5.2 セグメンテーション指定 
 矩形選択では、ランドマーク以外の対象が多少入り込んでしまう欠点があった。そこで
ある程度画像内の境界部分に沿って領域を選択できるセグメンテーションを利用する。 
最初にユーザは撮影画像中のランドマーク領域を軽くなぞり指定する。その指定した領
域の周囲を探索していき、選択領域と近い画素値のものは同じ領域と判断し、大きく異な
る画素値のものは違う領域と判断する。その結果、ランドマークのみを選択することが出
来る。しかし、この方法ではランドマークすべての領域を指定できないことがある。実際
に指定した様子を図 4.9に示す。 
 
 
 
図 4.9 セグメンテーションによる領域選択(上:ユーザ指定, 下:選択結果) 
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4.1.6 仮想物表示 
 以上の背景除去処理と得点処理によって、撮影画像とデータベース内に登録されている
類似度の高いランドマークが判断される。判断されたランドマークに重畳表示する仮想物
を呼び出し、画像マーカベース AR と同様の処理を行うことでランドマークに仮想物を重
ねて表示することが出来る。図 4.10 にランドマークの認識の様子を示し、図 4.11 に仮想
物表示の様子を示す。 
 
  
図 4.10 ランドマーク認識の様子 
(左:ランドマークのマーカ画像, 右:マーカ画像を利用しランドマークを認識) 
 
 
図 4.11 仮想物表示の様子 
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4.2 3 次元構造復元を利用した手法 
 先に述べた画像マーカベース AR を応用した手法は、複数枚の画像でランドマークを認
識するものであった。本手法は、ユーザがランドマークの写真を複数枚撮影すると仮定し、
その写真から 3次元構造を復元することで、ランドマークを認識する手法である。 
 
4.2.1 提案手法の処理の流れ 
 あらかじめランドマークの 3 次元構造(ポイントクラウド)を用意しておく。このポイン
トクラウドは、ウェブ上の画像を収集し、その画像群から復元したものである。このポイ
ントクラウドにランドマークの基準となる座標を登録する。 
次にユーザは認識したいランドマークの写真を複数枚撮影する。この写真からポイント
クラウドを復元する。このポイントクラウドには撮影したカメラ位置が含まれている。 
 これら 2つのポイントクラウドには復元したランドマークの 3次元構造がそれぞれ含ま
れている。この 2つのポイントクラウドのランドマーク 3次元構造を重ね合わせるように
1つの座標系にまとめることができれば、ランドマークに対するカメラ位置が計算できる。 
 
 
図 4.12 3次元構造復元を利用した手法の概要 
  
Create Point Cloud 
from Photos taken by User 
(User Position) 
Create Point Cloud 
from Uploaded Images 
 (Landmark Position) 
Registration of Two Point Clouds 
(ICP Algorithm) 
Estimate the Camera Position 
Virtual Image Overlay 
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4.2.2 ICPアルゴリズムによるポイントクラウドの位置合わせ 
 ICPアルゴリズム[21]とは、2つの 3次元構造の位置合わせに用いられる手法の一つで
ある。このアルゴリズムではまず、一方の点群の各点について、もう一つの点群に対する
最近傍点を探索し、仮の対応点とする。このように設定した対応点間の距離を最小化する
剛体変換を推定する。この対応点の設定と剛体変換推定を繰り返し行うことで 2つの点群
の重なりあう場所を探し、位置合わせを行う。 
 この ICPアルゴリズムの注意点は、対象の点群が剛体である必要があり、非剛体の場合
では適応できない。また、最初の点群に与える初期位置が重要であり、与える位置によっ
ては正しい結果とならないことがある。そのため、初期位置は 2つの点群がほぼ重なるよ
うな位置であることが理想である。 
 
 
図 4.13 ICPアルゴリズムの概要 
PointCloud A 
 
PointCloud B 
 Point Matching 
 
Estimate Transformation Parameters 
定 
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第5章 実験 
 
ランドマークを対象にした AR システムについて、画像マーカベース AR を利用した提
案手法と、三次元構造復元を利用した手法について実験を行った。 
 
5.1 画像マーカベース ARの応用した手法の実験 
 画像マーカベース AR を応用した手法では、撮影対象の識別処理と仮想物の表示処理の
2 つの処理がある。そこで、まず撮影対象がどのランドマークなのかを識別する実験と、
識別後の仮想物表示処理の実験を行った。 
 
5.1.1 撮影対象の識別実験(ランドマークの特定) 
 ユーザが撮影したランドマークについて、あらかじめ登録しておいたランドマーク画像
データベースと照らし合わし、正しく撮影対象を識別できるか、撮影対象の識別処理実験
を行った。この実験で利用したランドマークの一覧を以下に示す。 
 
表 5.1 実験で認識するランドマーク一覧 
ピサの斜塔 
(Leaning Tower of Pisa) 
凱旋門 
(Triumphal arch) 
レインボーブリッジ 
(Rainbow Bridge) 
東京タワー 
(Tokyo Tower) 
浅草 雷門 
(Kaminari mon) 
鎌倉 大仏 
(Statue of Buddha) 
札幌 時計台 
(Sapporo Clock Tower) 
国会議事堂 
(National Diet Building) 
ビッグベン(英国国会議事堂) 
(Big Ben) 
横浜ランドマークタワー 
(Landmark Tower) 
 
 これら 10 種類のランドマーク、全 904 枚の画像をランドマーク画像データベースに保
存し、撮影画像がこの 10 種類のどのランドマークなのかを判断する。また、ユーザが撮
影したと仮定する画像は、データベース内にある画像とは違うものである。 
 実験では、ユーザが撮影した画像について背景除去 (背景除去なし, 矩形選択, セグメン
テーション選択)をしたものをクエリ画像とした。さらに、データベース側の背景除去処理
である顕著性マップによる得点重み付け処理について、重み付けした場合としなかった場
合の 2種類の実験を行い、撮影されたランドマークを正しく識別できるか正解率(Accuracy 
Rate)を集計した。結果を図 5.1に示す。 
 この結果を見ると、顕著性マップによる得点重み付け処理を行ったほうがどのランドマ
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ークに対しても正解率が向上することがわかった。これは得点重み付け処理によって、ラ
ンドマーク以外の領域が排除できたためだと考えられる。また、撮影画像に対して背景除
去(矩形選択・セグメンテーション選択)を行った場合、背景除去を行わなかった場合より
正解率が向上することが多かった。これも重み付け処理同様に不要な領域が排除されたた
めだと考えられる。 
 
(a) データベースの背景除去･重み付け処理なし 
 
 
(b) データベースの背景除去･重み付け処理あり 
図 5.1 撮影画像のランドマーク識別実験 
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しかし、ランドマークタワーやレインボーブリッジなど、一部のランドマークでは正解率
が低かった。これについて考えられる原因は 2つある。 
1つ目の原因として、ランドマークがワイヤーや鉄骨といったもので構成されている場
合、視点によって形が大きく変わってしまうという点である。また、ランドマーク自体の
画像領域が少ないため、特徴点が取りにくいことも原因の 1つである。レインボーブリッ
ジや東京タワーの正解率が低いのはこの原因のためだと考えられる。そのため、鉄塔や橋
といったランドマークについて本手法は向いていないといえる。 
2つ目の原因として、周囲に建物が多いという点である。顕著性マップによってランド
マーク以外の領域を排除できるようになったとはいえ、ランドマークに並ぶように他の建
造物が建っていたり、背景にビル街などが写りこんでいたりする場合では背景排除が困難
である。これは横浜ランドマークタワーやビッグベン、時計台の正解率が低い原因はこの
ためだと考えられる。それに対し、周囲が開けているピサの斜塔や凱旋門は正解率が高か
った。 
 
5.1.2 ランドマークに対する仮想物重畳表示実験 
画像中に撮影されたランドマーク領域を認識し、仮想物が建物に張り付くように重畳表
示できるか実験を行った。用意した撮影画像の種類は先の実験と同じく表 5.1 のランドマ
ークを撮影したものである。実験結果を図 5.2に示す。このときの認識率(Recognition rate)
とは、30枚の撮影画像中のランドマーク領域を正しく認識し、仮想物がランドマーク上に
重畳表示できた割合を示す。 
 
 
図 5.2 仮想物の重畳表示率  
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 この実験結果を見ると、ランドマークの識別実験と同様にレインボーブリッジと東京タ
ワーの認識率が低かった。これも識別実験のときの理由と同じく視点によって形を大きく
変えるランドマークであるという点と、ランドマーク領域が少ないため、特徴点が取れな
かったためだと考えられる。それに対し、凱旋門について認識率が高かった理由として、
壁面に彫刻が施されており、特徴点が取りやすかったという点が挙げられる。そして、本
手法では画像という平面を対象にした表示処理を行っているため、平面が多い箱型のラン
ドマークについて本手法は特に有効である。 
 
5.2 三次元構造復元を利用した手法の実験 
 この実験では、ユーザが撮影した 10 枚のランドマーク画像から復元したランドマーク
の 3 次元構造と、予めウェブから収集した画像から復元した 3 次元構造の 2 つについて、
ICPアルゴリズムを用いて重ね合わせることが出来るか実験を行った。この実験では、鎌
倉の大仏、雷門、ピサの斜塔の 3つのランドマークについて実験を行った。 
ユーザが撮影した画像から復元した 3次元構造と、ウェブから収集した画像から復元した
3 次元構造を図 5.3 に示す。この図では、予め復元した 3 次元構造のほうでは点群が多い
のに対し、ユーザ撮影画像から復元した 3次元構造の点群は疎らである。これは、復元に
利用した画像数によるものである。 
 
 
(a) 鎌倉の大仏 
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(b) ピサの斜塔 
 
(c) 雷門 
図 5.3 復元したランドマークの 3次元構造 
(左:予め復元した 3次元構造, ユーザ撮影画像から復元した 3次元構造) 
 
 これら 2つの 3次元構造に対して ICPアルゴリズムを適応し、位置合わせを行った結果
を図 5.4 に示す。この結果、大仏に関しては重ね合わせることが出来たが、ピサの斜塔や
雷門については失敗した。この原因として、復元した両者の 3次元構造のスケールが異な
っていることが原因だと考えられる。また、大仏に関して位置合わせが成功しているよう
に見えるが、両者のスケールがわずかに違っているため、位置合わせがずれてしまってい
る。 
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(a)鎌倉の大仏 
  
(b)ピサの斜塔   (c)雷門 
図 5.4 ランドマーク 3次元構造の位置合わせ結果 
(緑:予め用意した 3次元構造, 赤:ユーザ撮影画像から復元した 3次元構造) 
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第6章 総括 
 
6.1 まとめ 
 本論文では、ランドマークを対象とした AR を実現するために画像マーカベース AR を
応用した手法と、3次元構造復元を利用した手法について提案した。 
画像マーカベース AR を応用した手法では、特徴点の対応を利用した類似画像検索処理
と顕著性マップを利用した重み付け処理による背景領域の除去によって、従来の画像マー
カベース AR では困難だった複数の対象の識別が可能となった。また、ランドマークの形
状や壁面の状態などによって認識しやすい・認識しにくいランドマークがあることがわか
った。 
3次元構造復元を用いた手法では、ランドマークの形状を復元することは出来たものの、
復元したポイントクラウドのスケールがそれぞれ異なったために、位置あわせ処理が失敗
した。 
 
 
6.2 今後の課題 
画像マーカベース AR を応用した手法について、平面的なランドマークに対しては有効
だが、形状が複雑なものや、特徴が少ないランドマークに対してどのように対応するかが
課題となる。 
3 次元構造復元を利用した手法について、ICP アルゴリズムによる位置あわせを行う前
処理として、予め用意する 3次元構造とユーザ撮影画像から復元する 3次元構造のスケー
ルをどのようにしてあわせるかが課題となる。また、3 次元構造を復元するためにユーザ
は数枚の写真を撮影する必要があり、ランドマークの規模が大きくなるにつれ、ユーザが
長い距離を歩く必要が出てくるという問題点がある。そのため、GPSなどのセンサーベー
スの処理と組み合わせるなどの方法を考える必要がある。 
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