Finite element methods and the associate collocation methods are considered for solving first-order hyperbolic systems, positive in the sense of Friedrichs. Applied in the case when the meshes are rectangle, those methods lead for example to the successfully used box scheme for the heat equation or D.S.N.
1. Introduction. Let Í2 be a bounded domain in the (x, y) plane with boundary T. We denote by n = (nx, n ) the outward unit vector normal to I\ We consider the following problem: Given a vector-valued function f = (fx, ... , f ) e (L2(D.))P, find a vector-valued function u = (ux, ... , u ): Í2 -► Rp, which is a solution of the first-order system In (1.1), (1.2), A, B, C and M are p x p matrix-valued functions. We assume that (i) the matrices A, B axe symmetric,
(ii) the functions (x, y) -*■ A(x, y), B(x, y) belong to IV1,00(Í2; L(RP)), i.e., are Lipschitz-continuous in £2.
(in) the function (x, y) -► CYx, y) belongs to Z,°°(Í2; L(RP)).
Sufficient conditions for the problem (1.1), (1.2) to have a unique strong solution have been obtained by Friedrichs [4] . In particular, we shall use the property (1.3) M + M*>0, ( where M* denotes the adjoint of M). In fact, in the sequel, we shall consider only specific examples of problem (1.1), (1.2) . Finite element methods for solving first order systems, symmetric and positive, have been considered by the first author in [9] , [10] . He has introduced continuous finite element methods in which the space of trial functions coincides with the space of the test functions and is a finite-dimensional subspace of (/71(Í2))P.
Similarly, discontinuous finite element methods have been introduced in [9] , [12] ; again the same finite-dimensional space is used for the trial functions and the test functions, but these functions are now discontinuous at the interelement boundaries.
On the other hand, it has been noticed [9] , [11] that classical finite-difference methods for the neutron transport equation could be interpreted as finite element methods in which the space of test functions differs from that of trial functions, or equivalently as finite element collocation methods. The same is true of a finite-difference scheme for the heat equation introduced by H. B. Keller [7] in view of boundary layer computations: the box scheme.
The purpose of this paper is to provide a fairly general analysis of such methods which are successfully used in practice. An outline of the paper is as follows. Section 2 is devoted to the description of the finite element method and the associated colloca- (ii) Kx n K2 = 0 for any pair of elements KX,K2 e Th. With each element K G Jh, we associate two finite-dimensional spaces XK and YK of smooth scalar functions defined on K. Next, we are given a finite-dimensional space Xn of functions <ph whose restrictions <p"\k to any element K G Th belong to XK. In the conforming case, we have the inclusion Xh C /Y1(£2), while in the nonconforming case this inclusion does not hold but is replaced by some weaker continuity requirement (see condition (3.3)). We set (2.1) Yh = {<ph G ¿2(£2); VA G T", <pMK G YK).
Let Vh be a subspace of the product space Xf¡ which consists of functions vh = In all the sequel, we assume that the spaces Xn and Yh are constructed by means of quadrilateral finite elements. In fact, aü the examples that we have in mind require the use of such elements. Therefore, we suppose that, for any A G Th, there exists a C1 -diffeomorphism FK from the reference square A = [-1, +1 ] 2 in the (|, 1?) plane onto A. We shall make a constant use of the one-to-one correspondences
between the functions $ defined on A and the functions i/> defined on A.
Let X and Y he two finite-dimensional spaces such that
we set for all K &Tn (2.4) XK (resp. YK) = {* = (p ° F^1, (p G X (resp. Y)}.
In order to be specific, we assume in the following that (i) The set £2 and all the elements A of Tn axe rectangles whose sides are parallel to the (x, y) axes. Hence, for all A 6Tft, FK is an affine mapping.
(ii) The matrices A and B have constant coefficients and the coefficients of the matrix C axe element wise constant.
In that case, we are able to derive in an easy way stability and convergence results for the weighted residual method (2.3) . This is done in Sections 3 and 4 where we assume without mentioning it again that the conditions (i) and (ii) hold. In Sections 5 and 6 we shall extend the corresponding analysis to the collocation method (2.10) in a more complicated situation.
Let us define the operator 7rft to be the orthogonal projector from ¿2(£2) onto
Yn and, for all A G Jn, the operator itK to be the orthogonal projector from L2(K) onto YK. We set nK = ft. Clearly we have
In order to prove a stability result, we want to evaluate Z L iLv, irKv) dxdy, v G Vh.
KeThJK
We then denote by it (respectively fr ) the orthogonal projector with respect to the variable £ (respectively to the variable 77) from L2(-1, + 1) onto the space of all polynomials of degree < m -1. We shall often use the following property (3.1) rr = ft(*n = ír^. Concerning the continuity properties of the functions of Xh, we assume that, for any pair of adjacent elements Kx, K2 of Tn and for any function <p G Xh, we have (3.3) 74^, = 74^ on the edge A'= Aj PiA2.
Since trf-ip = uj at the m Gauss-Legendre points of each side of 3A, the assumption We also assume that the functions of Vh satisfy the boundary condition (1.2) in the following sense:
Let us now state a weak-stability result. Hence we get (3-7) it (^ S + * H ' W*ü) * * = 2 foK ({An* + ^^ "^ dS'
where « = (n^, n ) is the unit outward normal along 9A.
Next, let vn be in Fft. Using (3.7) and the hypothesis (3.3), we obtain ¿rfÂA-â+B-é>i,>>v»)<bedy
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On the other hand, since the coefficients of the matrix C are elementwise constant, we have /" (¿V *hvh) dxdy = fil iCnhvh> *hvh) àx dy and by (3.5) (3.9)
Sa ^CVf" Wh)**® > f KMo.nTherefore, the desired inequality (3.6) follows from (3.8) and (3.9). D
Observe that Theorem 1 does not necessarily imply the existence and uniqueness of the solution uh G Vh of problem (2.3). In fact, if / = 0, using (1.3) and (3.6), we only obtain ithuh = 0. Therefore, we introduce the following hypothesis (3.10) 1^ e vn; VA G Th, Vu* G 7P, ¿(ty, w)dx dy = o} = {0}.
As a consequence of Theorem 1, we get Since rhu is assumed to belong to Vh, we may apply Theorem 2 with vn replaced by rhu in (3.11). Standard approximation results give (/r(M^("-r^),itf(«-rfcii))dls) <^ + 1|«U + 1,r<cA-+ 1||W||m + 2ii2, K(" -rhu%,a <H"-'"ft"llo,n <chm + 1Mm + i,nHence, the desired inequality (4.8) follows from Lemma 2. D Example 2. A nonconforming method. We next study a nonconforming finite element method which appears to be more effective than the previous conforming one in some practical problems. We shall use here the techniques of [14] .
Let £j be the set of Gauss-Legendre points of 9Â of the form (g¡, ±1), (±l,gj), 9. counterclockwise. Let 22 be a ßm_2"un's°lvent subset** of A, m > 2. We set 2= Ê, U t2. Note that the boundary condition (4.14) is of the form (1.2) with M = \pnx + my\.
Assume for convenience that p, v ^ 0. We define 8] ), respectively. The convergence result (4.19) generalizes the analysis of Madsen [13] . Although the two above finite element methods have the same rate of convergence, numerical experiments show that the nonconforming method is more effective in practice than the conforming one, particularly when using low order methods with a moderate number of elements.
5. Some Technical Preliminaries. We next consider the general situation where the quadrilaterals of Th axe not necessarily rectangles, and the differential operator L has variable coefficients. We want to extend the analysis of Section 3 to the collocation method (2.10). In order to prove weak-stability results of the form (3.6), we now need to estimate the following expression m Z Z <4(¿«v wÄ)(4), vhevh, which occurs when evaluating I,Kej fK(Lvn, vhvn)dx dy by means of the quadrature formula (2.8). Unfortunately, such stability results are much more complicated to establish in that case and we first derive some technical preliminaries. We begin with the following result which is a mere restatement of Lemma 1. Now we choose the matrix Ë0 so that sup^ \E&tTi)-E0\<\E\l », (6,tj)ex (5.8) (take for instance EQ = E(0)). Then we have (5.9) Z ¿>j{((Ê0 -E)0, 0X1, ly) -((E0 -E)v, ox-r, gj)} i=i <\E\t"Z àj{W,Èj)\2 + \0(-hêj)\2}.
/=1
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Let us assume that the domain £2 is of the form (6.1) £2 = {(x, y) G R2 ;gx(x) <y <g2(x), 0 < x < R}.
We then consider the parabolic equation with variable coefficients 9"i 9 / 9"A Bi+i/2 = íix,y)eñ;xt<x<xt+1}, 0</</-l, is partitioned into / quadrilaterals A as in Figure 1 . We also assume for convenience that the lateral boundaries of £2 are polygonal lines so that every quadrilateral A G Jh has straight sides.
We set (6.7) (6.8) One can easily check that the problem (6.9)-(6.11) is equivalent to a linear system of 2m2IJ equations in 2m2IJ unknowns. In order to study the stability properties of the collocation method (6.9)-(6.11), we first consider a quadrilateral A of Th whose vertices are denoted by S¡ = (s¡, tj), 1 < i < 4 (see Figure 2 ). and the inequality (6.26) follows easily. D
We are now able to prove the final result.
Theorem 8. Let (Tn) be a regular family of quadrangulations of £2 which satisfy the condition (6.18). 77ze« problem (6.9) has a unique solution uh G X%. Moreover, assuming that a G W"+2'°°(£2) and ux G //m + 3(£2), we get the error estimate (6.27) II^K,i-»i)llo,£, + IK("/i-«)llo,«/<C/im+1|l«1llm+3>n, 1=1,...,I.
Proof. Let us first prove the existence and uniqueness of the approximate solution uh. Hence assume that fx = 0, w° = 0; we have to check that uh = 0. Applying Theorem 6 with / = 1 and v = uh, we get 7rft"/i,i=0 on2!, TThuh=0 on£2j.
Therefore, un x vanishes at the m2 Gauss-Legendre points of each quadrilateral A C £2,.
Now, using the boundary condition (6.11), we obtain that un x vanishes also at the uh,2Ígfj) = -¡¿-igfj) = 0, l<i,i<m, by we find again that uh 2 vanishes at the m Gauss-Legendre points of each lateral side of A C £2j. Since un 2 = 0 on 20, we also get uh2 =0 in £2j. Thus, we have proved that uh = 0 in £2t. Using a recurrence argument, we obtain uh = 0 in £2. Finally, let us assume that a belongs to Wm + 2'°°(£2) and ux belongs to //m+3(£2).
Then we have u2 G 7/m + 2(£2). By applying Theorem 7 and Lemma 11 and by using the estimates \\Trh(u-rhu)\\<Chm + 1\.
K("i-'-/,"i)llo,x;<C7'm + 1ll«1llm + 2,iî/, we obtain the desired error bound (6.27). D Remark 4. The previous results can be easily extended to the nonconforming elements introduced in Section 4.
Remark 5. The above results clearly generalize those of Keller [7] ; we have derived higher order analogues of the box-scheme. Let us also notice that the convergence of the box-scheme can be analyzed in a completely different way by using the techniques of Baker [1] . 
