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Discrete iterations of boolean mappings are known to yield to limit cycles [3, 81. These limit 
cycles share a common stable part: the sfuble core which never oscillate along the different limit 
cycles. 
We show that non-frustrated circuits (defined as an extension of [7, IO]) are part of this core. 
We then characterize non-frustration - thus stability - in terms of the discrete derivative as 
introduced in [6. II, 121. 
0. Introduction 
Dynamics of random boolean networks have long been studied [l, 3, 4, 81. 
Statistical results [8] have shown that the number of different limit cycles for any 
given network is relatively small. We present simulations showing that all limit 
cycles share a common stable part: the stable core. 
We introduce the concept of non-frustrated circuits and we mathematically prove 
that non-frustrated circuits are generally stable in the limit cycles. Hence, they are 
part of the stable core. 
Finally, we give an analytical characterization of non-frustrated circuits by means 
of the discrete derivative [6, 11, 121 which would eventually allow to design an 
algorithm to find the stable core. 
1. Frustration 
Definition 1. A boolean mapping in n variables is a function f : (0, 1 }“+ (41). 
A boolean network of n elements is defined by a mapping F: (0, l}R+ (91)’ 
where F=Cf,, . . . . f,) and all f; (i= I,..., n)are boolean mappings in n variables. 
A boolean network F=Cf,,..., f,) is said to be random iff mappings f; are 
chosen at random among the 2*’ possible boolean mappings of n variables. 
A boolean network of n elements can be interpreted as a set of n interconnected 
finite automata: automaton i is characterized by a boolean mapping in n variables, 
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f;. which is called its function. Usually, the functions assigned to the elements of 
a boolean network do not depend on all n variables: if all these functions depend 
only at most on k variables (Ken), the network is said to be of inter-connectivity k. 
Definition 2. The connection graph associated to the network defined by F is the 
graphG=(X,U) whereX={l,..., n) and (i,j) in XxX is in U iff f/ really depends 
on variable xi. 
The connection graph thus represents the structure of effective connections 
between the automata: (i,j) is in CJ iff element j receives an input from element i
which is active (which may change i’s state). 
In the following, unless otherwise specified, we restrict our study to random 
boolean networks of inter-connectivity k = 2. Although networks with larger inter- 
connectivity exhibit different behaviors [Sl, it can be shown that networks with large 
k, but mappings restricted to the sub-class of ‘forcing’ mappings (see below) are 
very similar in their behavior to networks of inter-connectivity k=2. Also, this 
simpler case of k=2 is still not fully understood. 
Hence, with k=2, the function of an element i will be identified with a boolean 
mapping 
fi:{O, I}*-+{O,l). 
The dynamics of the network is defined by: 
VtrO, x’+‘=F(x’) (1) 
where X’E (0, 1)” is the state of the network at time f and x0 is given. 
This dynamics can be interpreted as follows: at time t + 1, each automaton i 
receives the states at time f of its k inputs: xi:, . . . . xi’, and computes its state at time 
t + 1 according to: xi” ’ =A(x/,, . . . . x$. 
Note that all these computations run in parallel: all automata, at the same time, 
process their inputs and change states (see for example [ 1 l] for the comparison of 
this parallel computation mode to the serie computation mode). 
As the state space is finite, all trajectories lead to limit cycles’: 
Vx%(O, l}“, 37-,s>o: Vt~.s,tr+‘=x’. 
Thus a limit cycle is defined by a sequence C = (z’, . . . ,x’) with 5’ = 2, . . . ,x7= 
xs +‘-’ and, for t large enough (tzs), the network will repeat the sequence of 
states x’, . . . . 3T for ever. T is called the period and s the transient length of the limit 
cycle. 
For any limit cycle C, there exists a set Sc in { 1, . . . . n} such that: 
VicS,, Vt(l,..., T), xf=T:. 
1 our notations are usually consistent with (I 11 where the reader can find more details. 
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Elements in SC are stable through the limit cycle; elements in { 1, . . ..n}/S. are 
oscillating. 
Previous studies [I, 31 have shown that these stable parts SC were very robust 
with respect to perturbations of the network (‘amputation’ of part of the network 
or noise sent on some of the elements of the net) and that the different oscillating 
subnets { 1, . . . . n}/Sc - for different C - were relatively few and quite similar in 
shape. 
In fact, simulation results show that S= nc SC and 0= n, ({ 1, . . ..n)&) are 
non-empty (see Fig. 1). S will be called the stable core and 0 the oscillating core 
of the network. 
If, for a given network F, the stable and oscillating cores can be characterized, 
then its asymptotic behavior, from any initial conditions _Y’, can be largely 
predicted: the network will end up in a limit cycle C whose stable part Sc contains 
Sand whose oscillating subnet contains 0. Simulation results show that the majority 
of elements in the network are involved either in S or 0 and thus that Sand 0 alone 
allow a fairly good approximation to SC and { 1, . . . . II}/&. 
Moreover, it has been shown [l] that stable parts and oscillating subnets resist to 
perturbations while the rest of the network: X- SU 0 propagate the perturbations, 
hence predicting the stable and oscillating cores of a network would be helpful in 
the study of the command of the boolean networks (in the sense of [2]). 
Hence, it is important, for studying a boolean network, to be able to give a 
mathematical characterization of its cores. In this paper, we present such a charac- 
terization for the stable core along with an analytical tool which would allow to 
implement an algorithm for the search of the stable core. It makes use of the concept 
of ‘forcing’ or ‘canalizing’ mappings first introduced by Kauffman [9]: 
Definition 3. A boolean mapping f is said to be forcing in its ith input iff: 
i, 
3x;, U*E (0, I}: V_YE 
i is then called theforcing inpuf of mappingf, xi* theforcing value of input 
v* the forced value of mapping f. 
Among boolean mappings in 2 variables, 2 are non-forcing and 14 are forcing: 
among them 4 are forcing in 1 input only, 10 are forcing in 2 inputs (see Table 1). 
Forcing mappings in 1 input depend only on 1 variable (this input): thus they may 
be identified with mappings from {O,l) to {0, l}. Among them, 2 (1; and & in 
Fig. 2) are inverting, they conjugate their input: VXE (0, l}, f(x)=X and 2 (t, and 
t2) are non-inverting, they transfer their input: VXE (0, l}, f(x)=x. 
Moreover, for all forcing mappings in 1 input: f(X) =f(x) (obvious). 
Definition 4. Let C=(e,, . . . . ek) be a circuit of length k in the connection graph 
associated with F, C said to forcible iff all its elements ej have mappings f; 
forcing on 1 input at least. 
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Figure 1. This figure shows the stable core of a boolean network F: (0, I I”-(0, I}“, with n = 100. The 
structure of connections and laws of this network is described in a compact form through the following 
tables: 
Table of inputs 1 Table of inputs 2 
2 21 34 83 72 65 98 10 12 25 6 69 81 70 I 80 64 84 23 50 
74 24 11 79 I3 25 63 47 72 98 97 71 29 73 23 48 52 16 90 78 
91 53 8 93 50 59 62 88 II 74 45 14 28 I5 67 85 7 67 61 93 
24 64 I9 91 32 85 92 90 32 21 13 65 27 9 78 10 61 95 18 68 
19 39 6 66 28 17 96 39 100 58 2 59 3 69 44 8 54 99 26 54 
75 20 57 68 70 48 97 83 49 79 66 94 96 47 4 5 42 IS I 17 
56 92 80 71 46 53 87 40 86 95 86 82 49 87 44 89 20 57 60 89 
I4 29 55 37 42 60 22 76 82 I8 56 3 41 62 40 81 I2 45 22 30 
38 4 5 43 27 46 34 35 31 99 7 9 55 26 30 43 31 36 51 63 
84 33 36 73 94 51 100 52 33 41 35 16 37 88 76 77 75 58 77 38 
Table of mappings 
IO I2 9 4 9 5 7 2 12 I3 
12 2 2 13 6 7 8 13 13 13 
11 9 II I1 11 14 4 12 4 1 
7 7 13 6 2 13 14 I1 13 6 
8 I 2 13 3 13 12 8 3 6 
5 I 13 6 4 4 5 6 7 13 
I I 5 13 13 8 6 3 13 II 
14 12 II 5 7 12 8 1 14 14 
5 12 7 6 8 6 1 6 12 2 
1 I I 3 13 10 2 14 1 3 
Exumple. Element 89 (line 9, column 9) has element 31 as first input, element 51 as second input, and 
its function is mapping 12 (tz). Hence, it does not depend on variable 31, and thus connection (31 B9) 
is not an arc in the connection graph of the network. 
80 80 80 0 80 0 60 0 80 80 
0 60 0 60 80 80 40 59 76 80 
0 60 80 80 68 0 80 80 40 80 
0 60 80 80 80 49 80 80 59 0 
80 0 0 0 0 40 40 80 0 80 
0 80 0 40 0 80 0 80 0 80 
40 80 58 60 0 0 80 0 80 0 
60 80 80 80 0 80 49 80 80 58 
80 80 0 0 61 40 0 80 0 80 
0 80 49 80 80 0 0 80 80 80 
For 80 different initial conditions the limit 
cycles have been computed and for each limit 
cycle, the stable and oscillating points have been 
determined. 
For each element, the figure shows the 
number of initial conditions such that this 
element has been oscillating in the corresponding 
limit cycle. Some elements appear to have been 
never oscillating (0): they form the srable core, 
some always oscillated (80). 
. . . 0 . 0 . 0 . 
0. 0 . . . . . . . 
80 . . . . 80 . . . . 
80 . . . . . . . * 80 
. 0 0 80 0 . . . . 80 
0 . 0 0 . 80 . 80 . 
. . . . 80 0 . 0 . 80 
. . . . 80 . . . . . 
. . 80 80 . . 0 . 0 . 
O....OO... 
This figure shows, for each element of the 
stable core, the summation of its states in the 
different limit cycles. 
As there are only 0 and 80, it means that each 
element of the core is in the same stare along all 
limit cydes, either 0 or 1. which usually is the 
forced value of that element. 
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Table 1 
The derivative of the 16 boolean mappings in 2 varia- 
bles: for each mapping f the derivative is a 2-vector 
cf’“‘(X,,.Q), /“2’(X,,x?)). 
Name Table Boolean exo. Derivative 
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0 contr. 
I NOR 
2 5 
3 
4 
5 11 
6 XOR 
7 NAND 
8 AND 
9 
IO 
11 
12 
13 
14 
I5 
0 
c 
12 
OR 
taut. 
00 
00 
10 
00 
oil 
10 
10 
10 
01 
00 
II 
00 
01 
10 
II 
10 
oil 
01 
10 
01 
00 
II 
10 
11 
01 
01 
II 
01 
01 
I1 
11 
11 
0 
x1+x2 
XIX2 
x2 
+1x2 
XI 
OrI +x2)xX 
XI-t-2 
XIX2 
x,x2+x, +x2 
Xl 
Xl +x2 
x2 
x2+21 
XI +x2 
1 
(4 0) 
(f& fl ) 
(X2.X1) 
(4 1) 
(X?,fl) 
(170) 
(I.1) 
(x2,x1) 
DC29 XI ) 
(1.1) 
(LO) 
(x2.%) 
(4 1) 
(f2.XI) 
(-?,,Xl) 
a 0) 
(a) All mappings, except mappings 6 
(XOR) and 9 (0). are forcing. 
(b) Mappings 3 (G), 5 (F,). IO (I,), 12 (t?) 
are forcing in 1 input. 
(c) Mappings 0, 1, 2, 4, 7, 8, 11, 13, 14, 
15 are forcing in 2 inputs. 
Example: OR 
XI x2 OR OR’ 
0 0 0 (61) 
0 1 I (4 1) 
1 0 I (LO) 
1 I 1 a 0) 
The example implies OR”“(x,,q)=.Q, 
0R’(2’(~,,~2) =Z, _ 
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Proposition 1. Let C=(e,, . . ..ek) be a forcible circuit. Then there exists two 
vectors x* and u * in (0, 1} k such that: 
- iffy is forcing in 2 inputs, then u,* is its forced value and Xi?, (where i- 1 is 
taken module k) is the forcing value of input ei_ I to elements e,, 
- if fi is forcing in 1 input, then 
~i*=f;(~i*_l), X,:1 =fi(Xi*) for i= 1, . . . . k. (2) 
Proof. Obvious by considering the two following cases: 
(1) If their exists at least 1 element e; forcing in 2 inputs (suppose it is e,) we 
define inductively OF, UT, . . . . ok* and x:,x;_ ,, . . . . XT as in the proposition. 
(2) If all elements in C are forcing on 1 input only, then for any arbitrary choice 
of XT and ok*, we define inductively Ui*, for i= 1 to k- 1, and xi*, for i= k to 2, as 
in (1). Cl 
Remark. In case (1) x* and u * are unique, which is not the case in case (2). 
Let C be a forcible circuit of length k and let u * and x * as in Proposition 1. Then: 
Definition 5. C is said to be non-frustrated or forcing iff: 
0*=x*. (3) 
This definition is related to the work of Kauffman [9] who first pointed out the 
importance of these structures in random boolean networks. 
Proposition 2. Let C be a forcible circuit of length k. If all elements in Care forcing 
on 1 input exactly then C is non-frustrated iff the number of inverting mappings 
in C is even. 
Proof. (-) Let C= (e,, . . . . ek) and f,, . ..) fk the functions of elements e,, . . . . ek: as 
they are forcing on 1 input, they depend on 1 variable only (see Definition 3). 
It is clear that going through the circuit once can restore the signal iff the number 
of inversions is even (see Fogelman-Soulie et al. [3]). 
Hence it is sufficient to prove that: Vx, E (0, I}, f, ‘fko . . . of2(x1) =x,. Let x* and 
u* be any vectors for which (3) holds. Then for any given x,, either 
x,=x~-f,“fko...of~(x,)=f,ofko...of~(x~) 
=f~“fko...of~(~~)=~~=x~ 
or 
=f, ‘fk” . . . Ofr(X:)=q=R:=x,. 
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(-) Let XT be arbitrarily chosen and uz=f,(x:). Let X: =ft(~l*),xk*_~ = 
fk(-yk*), .. . , x2*=f,(x3*). It is clear that _y,*,..., XT satisfy the conditions of Propo- 
sition 1. Furthermore: 
(since the number of inverting mappings is even, fiof30 . . . ofkofi = Id.). And hence 
x* fully satisfies the conditions of Proposition 1. 
Let o:=f,(uk*), oz*=fz(u:), . . . . ok*_, =fk_,(u~_z). It is clear that UT, . . ..uz_. 
satisfy the conditions of Proposition 1. Furthermore, 
Hence u* fully satisfies Proposition 1. We now prove that u *=x*. The proof is by 
induction: 
. . 
- u~=x~ by defimtton, 
- ~:=f,(uk*)=f,of,(~:)=~:, 
- if Ui*,=Xi*-\, then Ui*=J;:(Ui*_ 1)=fi(Xi*_ 1) =~O~(Xi*) =Xi* (for any mapping f
forcing in 1 input exactly: f*=Id.). 0 
Proposition 2 shows that our present notion of non-frustrated circuits is a 
generalization to forcible circuits of the concept of non-frustration previously 
defined in [3] for circuits of forcing mappings in 1 input. This concept has also been 
introduced in the spin glasses problem [IO] and in psychology [7]. 
Remark. If C is a forcible circuit of length k,x* and u* the vectors which satisfy 
(3), then 
Vi(1, . . . . k), u:=j+,*_ 1). 
Example. Fig. 2 shows different examples of non-forcible and forcible circuits, of 
frustrated and non-frustrated circuits. 
We now prove that a non-frustrated circuit is, unless very drastic conditions, 
stable in its state u*. For this, we first introduce an invariant of the dynamics of 
such circuits (Lemma 1) and then use it to prove the stability of u*. 
Lemma 1. For any limit cycie, the number of elements of a non-frustrated circuit 
which are in their forced values is constant along the limit cycle. 
Proof. Let C be a non-frustrated circuit of length k. Up to a permutation of 
(1, *a*, n) assume that C=(l,..., k) and let x* be the vector defined in (3). 
Suppose the network has a limit cycle (x1, . . . , xT) and let 
E,={iEC: x,!=xT) and n,=Card (E,), tE{l,...,T}. 
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Figure 2 
(1)I It NAND 
.- . 4 . XOR 
1 i 25. G -. 
i I *-.-. s 
AND = 
This circuit is non forcible because one of its elements has a mapping which is non forcing (XOR). 
This element is element 40 in Figs. I and 3. 
(2) i2 . 
! I 
NAND 
--j-’ 
? 
‘OR 
I 
2 
This circuit is forcible because all its elements have forcing mappings. 
Underlined ! and 2 give for each element its first and second inputs (this 
circuit is made from elements 49, 59, 26 in Fig. 1, see this figure for the 
list of inputs to each element). 
NAND is forcing in 2 inputs. Suppose we number the circuit as 1 
(NAND), 2 (OR), 3 (i,). Then we define o* and x* as in Definition 2 by: 
v;= 1, I$= I, 0; = Tz(uz’) = 0, 
x;=o, x;= 1, x; = L(n;) = I. 
As (u;, uz’, UT) = (x;, XT, XT), C is non-frustrated. 
(3) 
I 
5 This circuit is part of a network with regular connec- 
2 
tions between earest neighbours (1st and 2nd inputs are 
given by ! and 2 as before). It is a forcible circuit. 
NAND . + . =+ 
If we number it I (NAND), 2 (a), 3 (NOR), 4 (AND) 
we define u* and x* by: 
* 1 
! ? 
u;= I, I$= 1, u;=o, u:=o, 
x2=0, x;= I, x2*=1, x;=o. 
8 
7. - . NOR 
As u*=x*, C is non-frustrated. 
4 ! 3 
AND 
I 
! 
7 
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(4 
12 . -= . 7 . =.- . 
2 3 5 
NOR 
I I 
9 I 8 7 6 -.e-----.-.--. 
NOR NOR 
I T 
OR 12 
14 13 
This circuit is forcible. If we number it 1 (NOR), 2 (t*), 3 (-), 4 (a), 5 (NOR), 6 ($, 7 (OR), 8 (NOR), 
its forced and forcing values are given by: 
u;=o, u~=t&J;)=O, o;= I, u:= 1, 
u;=o, ug*=[;(tg)= 1, u;= 1, u,t=o, 
x;= I, x7*= I, x6*= 1, x;=T*(,r~)=o, 
x&f= I, q*= I, x2*=0, x;=f*(X2*)=0. 
u~+,u,‘. Hence the circuit is frustrated. 
iEEt=,i+lEEt+,, where i+ 1 is taken module k 
(because the circuit is non-frustrated) 
=nn,+,ln,, t(1, . . . . r) 
_?+‘=x’ = nr+1 =fz, I 
=vq1,.,., r>, n,=ni. 0 
Theorem 1. For any non-frustrated circuit C and any limit cycle of period T: 
- either the circuit is in state v * and is stable, 
- or the circuit is oscillating, not in v * and the folio wing condition holds: 
(C) vt(1, . ..) T), VieE, [3j(l, . . . . n),j#i: (j,i+ 1)E U=xjfxi*] 
where x* and v * are defined by (2) and (3) and Xj* is the forcing value of mapping 
fi+, for variable j. 
Proof. Let C=(l, . . . . k). According to Lemma 1, Vt(1, . . . . 7), n, = n, . 
If n, = k, then C is in u * and thus is srable. If nl .: k, condition (C) ensures :lat 
n, is constant. Cl 
Theorem 1 thus proves that any non-frustrated circuit will almost certainly fall 
in state u* which allows the following: 
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Definition 6. Let C be a non-frustrated circuit and u *, x* any vectors satisfying (3). 
Then IJ * is called the forced value and x* the forcing value of circuit C. 
Whenever C happens to be in state x*, it will stay there forever. Note that 
frustrated forcible circuits do not share this property and thus cannot be stabilized 
in their state u* (this result is thus a generalization of [3)). 
Nethertheless, it may happen that a non-frustrated circuit is not in its forced value 
u *, but Theorem 1 shows that this can only happen if all entries to the elements in 
C from outside C happen to be carefully synchronized so as to be in their non- 
forcing values when necessary; otherwise they would force an additional element of 
C into its forced value, strictly increasing n,, which is impossible by Lemma 1, 
unless n, = k and C is in state v *. 
Counting the equations in condition (C) shows that there may be T(k-n,) 
conditions to be satisfied along the limit cycle: at each instant t(1, . . . . T) of the limit 
cycle, there are at most k-n, elements which are not in their forced value (i.e. in 
I?,), and thus at most k-n1 elements j which must be set into their non-forcing 
value (Xj’ # Xj*)* 
In [9], Kauffman has shown that non-frustrated circuits were stable in their 
forced value, which we have proved in Theorem 1. Is it possible that a non- 
frustrated circuit would be stable also in another value? Simulations show that the 
answer is negative (see Fig. 1). We prove it by: 
Proposition 3. Let C be a non-frustrated circuit. Then if C is stable: 
- either C is in its forced vaiue, 
- or no element is in its forced value and all inputs from outside C to elements 
with forcing mappings in 2 inputs are stable and in their non forcing values. 
Proof. According to Theorem 1: 
- either C is in its forced value 
- or it is not, and then let x*=(x:,..., xz) be a forcing value for C and 
x=(x,, . . . . xk) its stable state in a given limit cycle. 
Suppose 3i(l, . . . . k): xi=xF. Then, for any large enough t (t larger than the 
transient length of the limit cycle): 
xi’,‘; =fi+l(xi’>=~+,(xi*>=x~*. 
But C is stabIe *x::: =Xi+ I* Xi+ 1 =Xi*+ 1. Hence 
3i(l, . . . . k): Xi=Xi*- Vi(1, . . . . k),xi=x;*. 
Thus no element in C is in its forced value. Using condition (C) we end the proof 
of Proposition 3. 
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2. Discrete derivative 
In the following, we present the notion of discrete derivative of a boolean 
mapping, as introduced in [6, 10, 1 I]. We prove some properties of the discrete 
derivative of forcing functions and then use this tool to give an analytical charac- 
terization of non-frustrated circuits which could allow the computation of the stable 
core. 
Definition 7. Let f: (0, I}“-(0, 1) be a boolean mapping in n variables. We call 
discrete derivative off in x E { 0, 1 } n an n-vector denoted f’(x) = (J’(‘)(x), . . . , f ""'(X)) 
defined by: 
Vj(1, . ..) @J(j)(x) = 
1, if f(Xl,...,Xj,...,X,)#f(XI,...,.Tj,...,X,) 
0, otherwise. 
Let F: (0, I}“- (0, 1)” be a boolean network in n variables. We call discrete 
derivative of F in XE (0.1)” an n xn matrix denoted F’(x) defined by: F’(x)= 
U’“‘(X)),=t ,_.., n;j=\ .._., n where ft,...,A, are the components of F. f/(x) is thus the 
ith line of the matrix F’(x). 
Lemma 2. Let f be a boolean mapping defined on (0, I}“, depending on the 2 
variables xi and xj (i< j). Then: 
- if f is non-forcing, f’(x) = (0, . . . ,O, l,O, . . . (0, I, 0, . . . ,0) cf”“(x) =f’“‘(_u) = l), 
- if f is forcing on 1 input (input i for example), f’(x)= (0, . . . . 0, l,O, . . . . 0) 
(j+‘(x) = I), 
- iff is forcing in 2 inputs, f'(X)= (O,...,O,_Yj.O,...,O,Yi,O,...,O) cf""(X)=Yj, 
f'"'(x) =_Yiy where yk =xk or &for k = i,j). 
Proof. Obvious. 
Theorem 2. Let f: (0, 1) k+ (41) be a hoo!ean mapping in k variables. Then f is 
forcing in input i for the forcing value xi* iff: 
Vj+ti, Vxt,...,xk, j““‘(xt ,..., x;_t,xT,xi+t ,..., xk)=O. 
Proof. (a) Let XT and u * be the forcing and forced values off. 
(4) 
vx 1, ***, xk: f(x I,..., x; ,..., xk)=u*. 
vj#i, f(Xl,...,Xj,...,Xi*,...,Xk)=f(Xlr...r~j,...,Xi*,...,Xk):'u* 
=)f'"'(X,, . . ..Xi*. . . ..xk)=O. ‘jj#i. 
(t) Suppose (4) holds and let u * =f(O, . . . ,xT, 0, . . . ,O). For any x1, . . . , xk there 
exists a path: 
(0, --*1 0,x,*,0 ,..., O), (x,,O )..., x: ,..., O), 
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(x,,xz ,..., xi* ,..., 0) ,..., (x,,x, ,..., x: ,...) x,) 
f”“(0 , . . . . x;*, . ..) 0)=0=-j-(0 ,..., xi* ,..*, O)=_f(x,,O ,..., xi* ,..., o)=o* ,..., 
j+‘(X,,X, ,..., x;* ,..., q_,,O)=O 
“f(X,,...,Xi*,...,Xk-IrO)=f(xl (...) xi* ,..., x/J 
yielding f(x,, . . . . XT, . . . . xk) = IJ *. Cl 
Corollary 1. Let f: {O, l}k-+{O, l} be 0 boolean function in k variables. If f is 
forcing in all k variables for the forcing values xi*, . . ..xz. then: 
f’(xT, . . ..xk*)=O. (5) 
Moreover, if k = 2, then if there exists XT, x2 such that fr(x;L, x:) = 0, then f is 
forcing in both inputs for the forcing values x:,x:. 
Proof. Obvious. 
Remark. Theorem 2 and Corollary 1 give a way to characterize the forcing values 
of a boolean mapping by means of its discrete derivative. Because of Lemma 2, in 
the particular case of booIean mappings in 2 variables, the determination of forcing 
values is then equivalent o finding the solution of a system of linear equations of 
a very simple type (&=O or &=O). 
We now show that the matrix of the discrete derivative associated with a forcible 
circuit has a very simple structure: 
Lemma 3. Let C be a forcible circuit of length k in the connection graph associated 
to a random boolean network F: {O,1}“+{O,1}“. Let I,, I2 denote the sets of 
elements in C forcing in 1 and 2 inputs respectively and let nc= card (I,) be the 
number of elements of C forcing in 2 elements. 
Then up to a permutation of { 1, . . . , n}, there exists a partition of F’(x) into blocks 
A(x), B(x), C(x), matrices with elements in (0, 1) of dimensions k x k. k x nc, 
(n - k) x n respectively such that C = (1, . . . , k) and Vx E { 0,l) “: 
where A(~)=(aij),B(~)=(bij), 
aij (X) = 0 Vi(1, . . . . k), Vj f i - 1 (where i - 1 is taken module k), 
au_,(x)=1 ViEI,, 
b;j(X)= 0 ViEI,, Vj, 
b;j(X)= 0 ViE I,, Vjf k+ G*(i) 
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(where G;:Z;+{ 1, . . . . k}, i= 1,2 is such that G,-‘(j) is the jth element of 1;). 
Proof. It is clear that there exists a permutation of { 1, .._,n} which transforms the 
sequence of elements of C in elements 1, . . . . k and the other inputs (of the elements 
in 1,) from outside C in elements k + 1, . . . , k + nc (k + G2(i) is thus the input to i E I2 
coming from outside C). 
Matrix F’(x) is an n x n matrix. Thus there exist matrices A(x), B(x), C(x), D(x) 
of dimensions kxk, kxnc, kx(n-k-n=), (n-k)xn: 
. _ 
I C(x) 
Now: 
Uij (X) 0 Vi(1, . . . . k), Vj#i- 1, 
aii_,(x)= 1 ViEZ,, 
i 
6, (X) = 0 ViEIt, Vj, 
6, (X) = 0 ViE Iz, Vj+k+G2(i), 
dij (X) = 0 Vi, Vj, 
because J depends only on variables Xi- I (Vi) and ~k+~,(i) (Vie 22). No A 
(i= 1, . . . . k) depends on any Xj (j> k + n,), hence D(x) = 0. 0 
Theorem 3. Let C be a forcible circuit of length k in the connection graph asso- 
ciated to a random boolean network F:{O, l}“+{O, I}“. Then, y*=(y: ,...,yz) 
and v * = F,,(y *) satisfy the conditions of proposition 1 for circuit C iff there exist 
* 
Ykc I* **.*Yk*+n, such that: 
VXE (0, l}“: xi=yF, Vi=(l,..., k+n,), 
{ 
U,(X)=0 VieI,, Vj#i- 1, (6.1) 
* Vie&, Vj, 
B(x) =O. 
Furthermore C is non-frustrated ifJ 
Yi*=fxYi*- 1) ViEIt, 
Yi*=A(4Yk*+o,ci,) ViEI,, 
or Yi* =fi f;.cyk*+ G*(i)? 0) 
(6.2) 
(according to whether i receives its second input from i- 1 or from k+ Gz(i)). 
Condition (6.1) is an analytical condition for y* being a forcing value and 
v *= F&J*) a forced value for circuit C. Condition (6.2) says that v *=y*, and 
thus that C is non-frustrated. 
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Proofh( -) Suppose there exists y * satisfying (6. l), (6.2). Because of Theorem 2: 
VIE I,, f, is forcing in inputs i- 1 and k + G2(i) for the forcing values yj? 1 and 
yk*+ o,(i). Then: 
ViElz$ _Vi*=Ui by (6.1), (6.2), 
ViEI,, yt=f,Cvirr)=...=J;:O...Ofi+,Cv,*) 
(wherej is the first antecedent of i which is in It), implying yf=fi~*~~ofi+t(u~) = 
fit. Hence y*=u*. 
(* ) Let y * and v * be the forcing and forced values of C and Vi E Z,, let yk++ o:(;) 
be the forcing value of input k+ G2(i) to i. Then, obviously, 
(6.2). 0 
y* satisfies (6.1), 
Example 1. Consider the circuit 3 of Fig. 2 and number 1, 2, 
5, 6, 7, 8 their second inputs. 
5 
1 
2 
NAND. I-----+ 
6 
. - 
i I 
8 4 3 -.- . NOR 
AND 
i 
Then the derivative of the network is: 
1 I 
1 2 3 4 5 6 7 8 9 n 
3, 4 its elements, 
1 
2 x5 x4 
3 x6 0 RI 0 
4 Xl x2 0 
0 X8 0 x3 
F’(x)= 5 
n I 
We find the same structure as in Lemma 3. According to Theorem 3, C is non- 
frustrated iff: 
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x, =o, x,=0, x,=0, zc,=o, 
x,=0, x,=0, x1=0, xj=o. 
XI =fi (0, ~5) = NAND(0, Xs), x3 =./-3(x,, 0) = NOR&,, O), 
x2 =_f&, 0) = = (xfj, 0) x4=_/-4(0,x,) =AND(O,xs). 
The solution of (6.1) is 
153 
(6.1) 
(6.2) 
x,=x2=1, x3=x4=0, xs=xg=xs=o, x7=1, 
and it is easy to see that (6.2) is satisfied: 
x, = 1 = NAND(O,O), x2 = - (0,O) = 1, 
x3 = NOR( 1,O) = 0, x4 = AND(O,O) = 0. 
Hence C is not frustrated, which we had seen previously (see Fig. 2). 
Example 2. Consider the circuit 4 of Fig. 2 and number 1,2,3, . . . . 8 its elements and 
9, 10, . . . . 14 their other inputs 
2 
, 
12 
9 
T 
1 
1 1 1 
3 4 
‘-.--+~oR 
G. 
I 
S 7 _6 -.-.-.-- 
NOR r2 
The discrete derivative is: 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 
210 
Xl 1 
x12 
1 
0 
0 
x4 
0 
x6 
0 
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&J=o, x,2=0, zg=o, x4=0, 
x,0 = 0, f,,=O, x,=0, q=o, 
XII =o, x,4=0, x3=0, x,=0. 
XI =NOW,x,), x4= =) Cq,,O), x7 = 0W.q~. Ok 
xz=t2(x,)r x5 = NOR(0,x12), xs = NOR(X,~, 0). 
x3 = = (9X,0). x5 = 72(x5), 
The solution of (6.1) is 
x2=0, xJ=x‘,=x6=x7=xs= 1, 
x9=xt,,=xt2=xt3=xr4= 1, XI1 =o, 
and (6.2) is not fully satisfied: 
x, =NOR(O, l)=O, x4= =3 (O,O)= 1, 
x2=t2(0)=0, x5 = NOR(0, 1) = 0, 
x3= -(O,l)=l, &j=t;(O)= 1, 
x7=OR(1,0)= 1, but NOR(l,O)=O+l =xs. 
(6.1) 
(6.2) 
Hence C is frustrated as we had seen in Fig. 2. 
3. Conclusion 
Theorem 3 provides an analytical tool to find the non-frustrated circuits. These 
circuits have a high probability of being stable, but to our knowledge, no estimate 
of this probability is known. 
Netherveless, in all the simulations we made on random networks, we were unable 
to find oscillating non-frustrated circuits. It aIways happened that the core had the 
following structure: 
- A ‘seed’ of 1 or more non-frustrated circuits. For these circuits, the values of 
the elements can be determined by our 2 methods (either analytical or as in 
Definition 3) and always agreed with the experimental data. 
- For some successors of the elements of the non-frustrated circuit(s), we can 
compute the state, using the mapping of the element and the value of its inputs. 
This method allows to ‘propagate’ the forced value of the non-frustrated circuit(s) 
and allow to build a large part of the core (usually the entire core): see Fig. 3. 
But sometimes, a residual part of the core may remain unexplained. Further 
research would be necessary to find an algorithm to finish the job in these cases. 
And also to give a theory for the oscillating core which we have not touched! 
96’ 
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42’ <p, 490 
/ 
75’ f---------- 
68” 
45O ,M 
NF 
I 
57’ -t 53O -t 660 --t 44’ -t 65’ --t 6O + 
t, 
890-+70’+40-+55° 
I 
NF 
21’f-910 59’ 
T 11 
430 -t 84’ -26’ 
Figure 3. This figure shows how the stable core of Fig. 1 is generated from two non-frustrated stable 
circuits (NF). For each element i, the value of its stable state is indicated. For example, 89’: element 89 
(line 8, column 9 in Fig. I) is in state 0 along all limit cycles. 
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