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a b s t r a c t
Two combinatorial structures which describe the branchings in a graph are graphic ma-
troids and undirected branching greedoids. We introduce a new class of greedoids which
connects these two structures. We also apply these greedoids to directed graphs to con-
sider a matroid defined on a directed graph. Finally, we obtain a formula for the greedoid
characteristic polynomial formultiply-rooted directed treeswhich can be determined from
the vertices.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
When considering problems in graph theory, it is not unusual to look at the branching structure in the graph. In fact, there
are two well-known combinatorial structures which describe this branching structure—graphic matroids and undirected
branching greedoids. While both of these structures consider the branchings in a graph, their underlying viewpoints are
extreme opposites. In a graphic matroid, any subset of the edges (as long as it is acyclic) is considered feasible, while in
an undirected branching greedoid, only connected acyclic subsets which contain a particular root vertex are considered
feasible. These two structures are the two extreme members of a class of larger combinatorial structures which we call
multiply-rooted undirected branching greedoids.
By considering rooted arborescences instead of rooted trees, the directed branching greedoid can be defined on a
rooted directed graph. These greedoids lie inside the larger class of multiply-rooted directed branching greedoids which we
introduce. We will discuss the other extreme member of this class, which will be a matroid defined on the directed graph.
Finally, we restrict ourselves to multiply-rooted directed trees and show that the greedoid characteristic polynomial can
be determined combinatorially.
2. Definitions
We start with the necessary graph theoretical and greedoid theoretical terminologies. We will use [n] to denote the set
{1, 2, . . . , n} for any nonnegative integer n. Also, as is common, if f : E → R, then for any S ⊆ E, we define f (S) =∑e∈S f (e).
2.1. Graph theory
A graph Γ consists of a set V (Γ ) of vertices and a set E(Γ ) of edges, where each edge e ∈ E(Γ ) is associated to a pair
of (not necessarily distinct) vertices v1, v2. In a directed graph Λ, the edges are associated to an ordered pair of vertices
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(a) F1 . (b) F2 . (c) F3 .
Fig. 1. One feasible and two nonfeasible sets in multiply-rooted directed graphs.
(v1, v2) and a directed edge e is said to be directed from v1 to v2. We will say that Γ (Λ) is multiply rooted—with root-set
R—if R ⊆ V (Γ ) (R ⊆ V (Λ)) (if R = {v}, then the (di)graph is said to be rooted at v). If no ambiguity will occur, we will use V
and E to denote the corresponding sets. We will use [Γ ]R to denote a graph Γ with root-set R and [Λ]R to denote a directed
graphΛwith root-set R.
A path in Γ is a sequence (v0, e1, . . . , vn−1, en, vn) with each edge ei incident to the vertices vi−1 and vi such that no
vertex is repeated. A subgraph of Γ is acyclic if every path between two vertices in the subgraph is unique. A subgraph of Γ
is a tree if it is acyclic and connected.
For directed graphs, a path is directed if every edge ei is directed from vi−1 to vi. An arborescence F in [Λ]R is a tree in
[Λ]R containing a root r ∈ R with the property that, for every vertex v ∈ V (F) with v 6= r , the path in F from r to v is
directed. See [1] for further graph theoretical definitions.
2.2. Greedoid theory
A finite set E and a non-empty collection of subsets F form a greedoid G = (E,F ) if:
1. For each non-empty F ∈ F , there exists an e ∈ F such that F \ e ∈ F .
2. If F1, F2 ∈ F and |F1| > |F2| then there exists an e ∈ F1 \ F2 with F2 ∪ e ∈ F .
The sets F ∈ F (G) are called the feasible sets of G. If e ∈ E is not in any feasible subset, then e is called a g-loop of G.
Given S ⊆ E, the rank of S, denoted rG(S), is defined by:
rG(S) = max{|F | : F ∈ F ; F ⊆ S}.
For ease of notation, wewill let corG(S) = rG(E)−rG(S) and nulG(S) = |S|−rG(S). If there is no confusion about the greedoid
under discussion, we will use r(S), cor(S), and nul(S) to denote the rank, corank, and nullity functions respectively.
Next, we define the operations of deletion and contraction for greedoids. Given a set S ⊆ E, we define the deletion of S
as the greedoid G \ S = (E \ S,F \ S)where F \ S = {F ⊆ E \ S : F ∈ F }. Given a feasible set F , we define the contraction
of F as the greedoid G/F = (E \ F ,F /F), where F /F = {H ⊆ E \ F : H ∪ F ∈ F }. If we are deleting or contracting a single
element e, we will write G \ e and G/e to denote G \ {e} and G/{e} respectively.
Given two greedoids G1 = (E1,F1) and G2 = (E2,F2) with E1 ∩ E2 = ∅, the direct sum of G1 and G2 is the greedoid
G1 ⊕ G2 = (E1 ∪ E2,F1 unionsq F2)with feasible sets defined by
F1 unionsq F2 = {F1 ∪ F2 : F1 ∈ F1 and F2 ∈ F2}.
See [4] for further greedoid theoretical definitions.
3. Multiply-rooted branching greedoids
Given a multiply-rooted graph [Γ ]R, we define the multiply-rooted undirected branching greedoid, G([Γ ]R) on E = E(Γ )
by defining F ⊆ E to be feasible if the graph induced by F is acyclic with the property that each component of Γ [F ] contains
at least one root. If R = {r}, then G([Γ ]R) is called the undirected branching greedoid of Γ .
Given a multiply-rooted directed graph [Λ]R, we define the multiply-rooted directed branching greedoid, G([Λ]R) on E =
E(Λ) by defining F ⊆ E to be feasible if the graph induced by F is acyclic and there exists a partition of F = F1∪ F2∪ · · ·∪ Fn
such that the graph induced by Fi is an arborescence rooted at a vertex in R. In Fig. 1, F1 is feasible, but both F2 and F3 are not
(vertices in R are denoted by a •). If R = {r}, then G([Λ]R) is called the directed branching greedoid ofΛ.
Lemma 1. Given a finite multiply-rooted graph [Γ ]R or a finite multiply-rooted digraph [Λ]R, G([Γ ]R) (G([Λ]R)) is a greedoid.
The proof of this lemma mirrors the proof for undirected and directed branching greedoids.
In an undirected graph, if R = {v} for some vertex v, then G([Γ ]R) is, by definition, the undirected branching greedoid
for Γ rooted at v. Similarly, in a directed graphΛ, if R = {v}, then G([Λ]R) is, by definition, the directed branching greedoid
forΛ rooted at v. On the other hand, if R = V , then G([Γ ]V )must be the graphic matroid of Γ . Similarly, G([Λ]V ) is also a
matroid. It is clear that making every vertex of a directed graph a root is essentially equivalent to removing the directions
from all the edges of the digraph. This supports the belief that there is no natural matroid describing the branching structure
in a directed graph which also includes the directions on the edges.
For the sequel, we will discuss properties for multiply-rooted directed graphs. Although many results may also apply to
undirected graphs, we will not consider that here.
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(a)Λ. (b)ΛΠ (v). (c)ΛN (v). (d)Λ+(v).
Fig. 2. Different vertex splittings.
As is to be expected, structure in a multiply-rooted digraph is mirrored by properties in its multiply-rooted branching
greedoid. In particular, if the digraph has a cut-vertex, then that vertex can be split and it will not change the greedoid in
many circumstances. In particular, the greedoid never changes when the cut-vertex is either a root or a sink. We look at
these and similar properties here.
The first two results are easy to show.
Lemma 2. If [Λ]R is a multiply-rooted digraph but is not the union of rooted arborescences, then G([Λ]R) contains a g-loop.
Lemma 3. If [Λ]R has multiply-rooted components {[Λi]Ri}ki=1 then
G([Λ]R) =
k⊕
i=1
G([Λi]Ri).
Wewant to simplify the structure ofΛ by splitting the digraph at a vertex v ∈ V . Let E(v) ⊆ E be the set of edges incident
to v and let N(v) ⊆ V be the neighborhood of v.
Any partition Π = {pii}ki=1 of N(v) naturally induces a partition {Ei(v)}ki=1 of E(v), where e ∈ Ei(v) if and only if e is
incident to a vertex in pii. We define a new graphΛΠ (v) by splitting v along the partitionΠ :
E(Λ(v)) = E(Λ)
V (Λ(v)) = V (Λ)− {v} ∪ {v1, . . . , vk}.
Furthermore, if e ∈ E(Λ) \ E(v), and e is directed from vertex u1 to u2 in Λ, then e is directed from u1 to u2 in Λ(v). If
e ∈ Ei(v) inΛ for some i, and e is directed to(from) v inΛ then e is directed to(from) vi inΛ(v). If we consider the digraph
Λ in Fig. 2(a), then ifΠ = {{u1}, {u2, u3}, {u4}, {u5}}we obtain the graphΛΠ (v) in Fig. 2(b).
There are two particular partitions that will be useful to consider. If v is a cut-vertex, then there is a natural partition,
ΠN(v), of N(v) coming from the components of Λ \ v. By splitting along this partition, we obtain the graph ΛN(v) as
in Fig. 2(c). Since v is a cut-vertex, ΛN(v) will have k components, one for each set in the partition. We let Λi(v) be the
component containing vi inΛN(v).
Let E+(v) be the set of edges directed towards v and E−(v) be the set of edges directed from v. Let N+(v) and N−(v) be
the vertices corresponding to E+(v) and E−(v). This partition ofN(v),Π+(v) = {N+(v),N−(v)}we call the directed partition
and letΛ+(v) denote the graph obtained by splitting along this directed partition, as in Fig. 2(d).
If [Λ]R is multiply-rooted and v ∈ V , then for any partition Π , ΛΠ (v) is also multiply-rooted. Unless stated otherwise,
we will assume that the root-set does not change unless v ∈ R. In that case, we will assume that each vi will become a root
inΛΠ (v).
The purpose to introducing these vertex splittings is to simplify the structure of the directed graph without changing
the multiply-rooted branching greedoid. In particular, if we split using the natural partition at a root which is a source or a
vertex which is a sink, then the greedoid does not change, as the following results show.
For ease of notation, if we split Λ at v using the natural partition, then ΛN(v) will have k components. We let Λi(v) be
the component containing vi and let Ei be the edges in componentΛi(v). We will also let Ri be the set of roots contained in
Λi(v) (including vi if appropriate).
Theorem 4. If
1. v ∈ R is a source, or
2. v ∈ V is a sink,
then
G([Λ]R) =
k⊕
i=1
G
([Λi(r)]Ri) .
Proof. It is straightforward to show that if v ∈ R is a source, then the result holds. We assume that v ∈ V is a sink. It is
sufficient to prove F ∈ F if and only if F =⋃ki=1 Fi where Fi ∈ Fi(v) = F ([Λi(v)]Ri) for i ∈ [k].
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We will prove this in two parts:
1. Assume F ∈ F and let Fi = F ∩ Ei. We need to prove that for 1 ≤ i ≤ k, Fi ∈ Fi(v).
Since s is a sink, every edge incident to smust be directed toward s. This implies that for any vertex u ∈ V (F), the path
from a root to u cannot contain s. Thus Fi ∈ Fi(v). Therefore
F ⊆
k⊔
i=1
Fi(v).
2. Let Fi ∈ Fi(v) for all i = [k]. Since each Fi is a union of rooted arborescences, then F = ∪ki=1 Fi is also a union of rooted
arborescence. Therefore
k⊔
i=1
Fi(v) ⊆ F .
This implies that F =⊔ki=1 Fi(v). By definition of the direct sum,
G([Λ]R) =
k⊕
i=1
G([Λi(v)]Ri). 
Our underlying goal is to understand the multiply-rooted directed branching greedoid when Λ is a directed tree, in
particular, to understand the characteristic polynomial of G([Λ]R). For this reason, we now restrict ourselves to the case
whenΛ is a directed tree. In this case, we can split at a root v ∈ Rwhich is not a source using the directed partition.
Suppose that there exists v ∈ R with v not a source. We split Λ at v using Π+(v). We let Λ−(v) and Λ+(v) be the
corresponding components ofΛ(v), and let R− = R ∩ V (Λ−(v)) ∪ {v−} and R+ = R ∩ V (Λ+(v)) ∪ {v+}.
Lemma 5. Given a root v which is not a source,
G([Λ]R) = G([Λ−(v)]R−)⊕ G([Λ+(v)]R+).
Proof. It is clear that F ([Λ−]R−) unionsq F ([Λ+]R+) ⊆ F .
Let F ∈ F . Define F− = F∩E(Λ−(v)) and F+ = F∩E(Λ+(v)). Wewill show that F− ∈ F ([Λ−]R−) and F+ ∈ F ([Λ+]R+).
F is the union of rooted arborescences A1, A2, . . . , Al such that either Ai ⊆ E(Λ−(v)), Ai ⊆ E(Λ+(v)), or Ai ∩ E(Λ−(v)) 6= ∅
and Ai ∩ E(Λ+(v)) 6= ∅.
If Ai ⊆ E(Λ−(v)), then Ai is clearly a rooted arborescence in Λ−(v). Similarly, if Ai ⊆ E(Λ+(v)), then Ai is a rooted
arborescence inΛ+(v).
Suppose Ai ∩ E(Λ−(v)) 6= ∅ and Ai ∩ E(Λ+(v)) 6= ∅. Clearly Ai,1(v) = Ai ∩ E(Λ+(v)) is a rooted arborescence inΛ+(v).
Furthermore, since v is a root, Ai,2(v) = Ai ∩ E(Λ+(v)), is a rooted arborescence inΛ+(v). Therefore Ai is a union of rooted
arborescences from [Λ+(v)]R+ and [Λ−(v)]R− .
This implies that F ⊆ F ([Λ+(v)]R+) unionsq F ([Λ−(v)]R−). Thus, by definition, G([Λ]R) = G([Λ+]R+)⊕ G([Λ−]R−). 
4. The characteristic polynomial
We now consider the greedoid characteristic polynomial of multiply-rooted directed trees.
In [2], Gary Gordon and Elizabeth McMahon introduced the greedoid characteristic polynomial:
Definition 6. For any greedoid G = (E,F ), the characteristic polynomial of G is defined by
p(G; λ) = (−1)rG(E)
∑
S⊆E
(−λ)corG(S)(−1)nulG(S).
Also in [2], Gordon and McMahon proved that there is a contraction–deletion formula for the characteristic polynomial
and that the polynomial factors over direct sums.
Proposition 7 ([2]*Prop. 3 and Prop. 4). Let e ∈ E(G) be a feasible element, i.e. {e} ∈ F (G).
1. p(G; λ) = λrG(E)−rG(E−e)p(G− e; λ)− p(G/e; λ),
2. p(G1 ⊕ G2) = p(G1) · p(G2).
Furthermore, they showed that if a greedoid has a g-loop, then its characteristic polynomial equals 0.
In [3], Gordon andMcMahon determined an algorithm for the characteristic polynomial of single-rooted directed graphs.
Proposition 8 ([3]*Theorem 3.4). Let G be a directed branching greedoid of a rooted digraphΛ with no greedoid loops. Let s be
the number of sinks in the digraph. Then
p(G; λ) =
{
0 if Λ contains a directed cycle,
(−1)r(G)(1− λ)s otherwise.
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Thus, for directed trees with a single root, if the graph is an arborescence, then the polynomial is determined by the
number of edges and the number of leaves. Otherwise, the polynomialwill be 0.We now try to extend their result to directed
trees with more than one root.
We can use, as exhibited in the following example, the contraction–deletion formula to determine the greedoid charac-
teristic polynomial of a multiply-rooted directed tree.
Example 9. Consider the multiply-rooted directed treeΛR, where vertices in R are represented by •’s.
• ◦ • ◦ •
◦ • ◦ ◦ ◦
• • ◦ •
e2 /
e1
O
e3
O
e12
/
e13
o
e5 /
e11
?
??
??
e7 /
e8
O
e9
o
e4

e6

e10?

If we contract and delete the edge marked with ? at each step, then
p([Λ]R) = λ2p

• ◦ • ◦ •
◦ • ◦ ◦ ◦
• • ◦
/
O O
/ o
/
?
??
/
O
o 
− p

• ◦ • ◦ •
◦ • ◦ ◦ •
• • ◦
/
O O
/ o
/
?
??
/
O
o 

= (−1)p

• ◦ • ◦ •
◦ • ◦ ◦ •
• • ◦
/
O O
/ o
/
?
??
/
O
?o 

= (−1)
λp

• ◦ • ◦ •
◦ • ◦ ◦
• • ◦
/
O O
/ ?o
/
?
??
/
O
 
− p

• ◦ • ◦ •
◦ • ◦ •
• • ◦
/
O O
/ ?o
/
?
??
/
O
 


= (−1)
λ
λp

• ◦ • ◦
◦ • ◦ ◦
• • ◦
/
O O
/
/
?
??
/
O
 
− p

• ◦ • ◦
◦ • ◦ ◦
• • ◦
/
O O
/
/
?
??
/
O
 


−
λp

• ◦ • ◦
◦ • ◦ •
• • ◦
/
O O
/
/
?
??
/
O
 
− p

• ◦ • ◦
◦ • ◦ •
• • ◦
/
O O
/
/
?
??
/
O
 



...
= 4λ9 − 32λ8 + 113λ7 − 231λ6 + 301λ5 − 259λ4 + 147λ3 − 53λ2 + 11λ− 1
As this example shows, although the contraction–deletion formula allows us to determine the characteristic polynomial,
it cannot be read easily from the digraph. We now derive another—non-recursive—formula for the greedoid characteristic
polynomial which can be read directly from the multiply-rooted directed tree. In order to do this, we need apply the results
from the previous section to these directed trees.
Combining the results from the previous sectionwith Proposition 7 and the comments immediately following the propo-
sition, we obtain the following corollaries.
Corollary 10. If [Λ]R is a multiply-rooted directed tree which is not the union of rooted arborescences, then p([Λ]R; λ) = 0.
Corollary 11. If v ∈ R is a source, or v ∈ V is a sink, then
p([Λ]R; λ) =
k∏
i=1
p([Λi(r)]Ri; λ).
Finally, if v is a root which is not a source, then
Corollary 12. GivenΛ, v,Λ−(v), andΛ+(v) as above,
p([Λ]R; λ) = p([Λ−(v)]R−; λ) · p([Λ+(v)]R+; λ).
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We now return to the multiply-rooted directed tree from Example 9.
Example 13. Using the results from this section,
p

• ◦ • ◦ •
◦ • ◦ ◦ ◦
• • ◦ •
e2 /
e1
O
e3
O
e12
/
e13
o
e5 /
e11
?
??
??
e7 /
e8
O
e9
o
e4

e6

e10

 = p

• ◦
◦ •
•
e2 /
e1
O
e3
O
e4
 · p

• ◦ •
• ◦ ◦ ◦
• ◦ •
e12
/
e13
o
e5 /
e11
?
??
?
e7 /
e8
O
e9
o
e6
e10

= p

•
◦
e1
O
 · p

•
•
e4
 · p

• ◦
•
e2 /
e3
O

× p
(
• ◦
e12
/
)
· p
(
◦ •
e13
o
)
· p

◦
• ◦ ◦ ◦
• ◦ •
e5 /
e11
e7 /
e8
O
e9
o
e6
e10

=
p

•
◦O
4 · p

•
◦
◦
O
O
 · p

◦
• ◦ ◦ ◦
• ◦ •
/

/
O
o 

With these results, it is clear that multiply-rooted directed trees with roots or sinks of degree greater than one can be
split apart and the polynomial of each component is a factor of the characteristic polynomial. With this, we only need to
determine the polynomial for the corresponding components. Each componentΛi will satisfy the following criteria:
1. Λ is a union of rooted arborescences.
2. Each root in R is a source with degree one.
3. Each sink inΛ has degree one.
We call such multiply-rooted directed trees representative directed trees and we will now determine the characteristic
polynomial of these representative directed trees. We will use a labelling l : V → Z on the vertices of Λ to determine
the characteristic polynomial of one of these directed trees. We define l as follows:
l(v) =
{
0 if v ∈ R
max{l(u) : u ∈ N+(v)} + 1 otherwise.
SinceΛ is a tree, this labelling is well defined, and there is guaranteed to be a vertex with a label of 1.
Example 14. We consider the following representative directed tree whose root-set is R = {r1, r2, r3}:
v2
r1 v1 v3 v4
r2 v5 r3
/

/
O
o
 
Since r1, r2, and r3 are all roots, l(r1) = l(r2) = l(r3) = 0.
v2
r1(0) v1 v3 v4
r2(0) v5 r3(0)
/

/
O
o
 
Since max{l(u) : u ∈ N+(v1)} = max{l(u) : u ∈ N+(v4)} = 0, l(v1) = l(v4) = 1.
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v2
r1(0) v1(1) v3 v4(1)
r2(0) v5 r3(0)
/

/
O
o
 
Similarly, l(v2) = l(v3) = 2 and thus l(v5) = 3.
v2(2)
r1(0) v1(1) v3(2) v4(1)
r2(0) v5(3) r3(0)
/

/
O
o
 
We will now split [Λ]R at a vertex v with l(v) = 1. Using Π+(v), we let Λ−(v) and Λ+(v) be the corresponding
components of the split graph with corresponding root sets R+ and R−.
Theorem 15. Given v as above,
p([Λ]R; λ) = (−1)deg+(v)[(1− λ)deg+(v) − (−λ)deg+(v)]p
([Λ−(v)]R−∪{v}; λ) .
Proof. By the choice of vertex v, every edge directed towards v is incident to a root. Suppose that deg+(v) = m > 0. We
will induct onm.
Supposem = 1. Let E+(v) = {e}. Using the contraction–deletion formula for the polynomial, the deletion term consists
of a polynomial containing a g-loop (since E−(v) 6= ∅). Thus
p([Λ]R; λ) = (−1)p([Λ/e]R; λ)
= (−1)[(1− λ)1 − (−λ)1]p([Λ−(v)]R−∪{v}; λ)
= (−1)deg+(v)[(1− λ)deg+(v) − (−λ)deg+(v)]p ([Λ−(v)]R−∪{v}; λ) .
Supposem > 1. Let e ∈ E+(v). Again, using the contraction–deletion formula, we obtain:
p([Λ]R; λ) = λp([Λ \ e]R; λ)− p([Λ/e]R; λ).
By induction,
p([Λ \ e]R; λ) = (−1)m−1[(1− λ)m−1 − (−λ)m−1]p
([Λ−(v)]R−∪{v}; λ) .
Since v is now a root when ewas contracted,Λ/e consists ofm−1 edges directed from and towards a root. This implies:
p([Λ/e]R; λ) = (−1)m−1(1− λ)m−1p
([Λ−(v)]R−∪{v}; λ) .
Combining these facts, we obtain:
p([Λ]R; λ) =
{
λ[(1− λ)m−1 − (−λ)m−1] − (1− λ)m−1} (−1)m−1p ([Λ−(v)]R−∪{v}; λ)
= (−1)m {λ(−λ)m−1 + (1− λ)m} p ([Λ−(v)]R−∪{v}; λ)
= (−1)m {(1− λ)m − (−λ)m} p ([Λ−(v)]R−∪{v}; λ) .
Thus by induction, the theorem is proven. 
Weuse this theoremand the results from the previous section to continue to simplify the structure of themultiply-rooted
directed tree. At each step we will determine a factor of the polynomial. We now use an example to exhibit this process to
determine the polynomial of the multiply-rooted directed tree [Λ]R.
Example 16. Suppose that [Λ]R is the multiply-rooted, directed tree from Example 9 (• represents a root.):
• ◦ • ◦ •
◦ • ◦1 ◦ ◦
• • ◦ •
/
O O
/ o
/
?
??
??
/
O
o
 
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From Example 13 we know that
p

• ◦ • ◦ •
◦ • ◦1 ◦ ◦
• • ◦ •
/
O O
/ o
/
?
??
??
/
O
o
 
 =
p

•
◦O
4 · p

•
◦
◦
O
O
 · p

◦
• ◦1 ◦ ◦
• ◦ •
/

/
O
o
 

From the definition of the polynomial,
p

•
◦O
 = (−1)(1− λ) and p

•
◦
◦
O
O
 = (−1)2(1− λ).
Using Theorem 15with the vertex ◦1 (the vertices have been replaced by their label) we obtain the following. Remember
that a vertex is a root if and only if its label is 0. The labels of each vertex were determined in Example 14.
p

2
0 1 2 1
0 3 0
/

/
O
o
 
 = (−1)2 [(1− λ)2 − (−λ)2] p

1
0 2 1
3 0

/
O
o


= (−1)2 [(1− λ)2 − (−λ)2] p

◦
•

 · p

0 2 1
3 0
/
O
o


= (−1)2 [(1− λ)2 − (−λ)2] p

◦
•

 · (−1)1[(1− λ)1 − (−λ)1] · p

0 1 0
2
/
O
o

= (−1)4(1− λ) [(1− λ)2 − (−λ)2] · (−1)2 [(1− λ)2 − (−λ)2] · p

•
◦O

= (−1)7(1− λ)2 [(1− λ)2 − (−λ)2]2
Combining the above, we obtain
P([Λ]R; λ) = (−1)13(1− λ)7
[
(1− λ)2 − (−λ)2]2 .
Keeping track of what is contributed by each vertex, we notice that
1. Each sink s ∈ V (Λ), contributes a factor of (−1)deg+(s)(1− λ)deg+(s) to the characteristic polynomial.
2. Each root r ∈ R, contributes a factor of (−1)deg+(r)(1− λ)deg+(r) to the characteristic polynomial.
3. Every other vertex v ∈ V (Λ), contributes a factor of
(−1)deg+(v) [(1− λ)deg+(v) − (−λ)deg+(v)]
to the characteristic polynomial.
Combining these facts together, plus the fact that
|V | − 1 = |E| = deg+(V ),
we obtain the following characterization of the characteristic polynomial.
Theorem 17. Let [Λ]R be a multiply-rooted directed tree. Let S ⊆ V (Λ) = V be the set of sinks. Then, the characteristic
polynomial of [Λ]R is:
p([Λ]R; λ) = (−1)|V |−1(1− λ)deg+(S∪R)
∏
v∈V\(S∪R)
[
(1− λ)deg+(v) − (−λ)deg+(v)]
if [Λ]R is the union of rooted arborescences and p([Λ]R; λ) = 0 otherwise.
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The natural question that follows from these results is whether there the characteristic polynomial can be determined
combinatorially for multi-rooted directed graphs, multi-rooted undirected graphs, or multi-rooted undirected trees in
particular. At this time, notmuch is known. Some of the results from thiswork can be applied to undirected graphs (Lemma3
and Theorem 4.1), but most of it cannot be applied directly.
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