We obtain necessary and sufficient conditions for the asymptotic stability of the linear delay difference equation x n+1 + p N j=1 x n−k+( j−1)l = 0, where n = 0,1,2,..., p is a real number, and k, l, and N are positive integers such that k > (N − 1)l.
Introduction
In [4] , the asymptotic stability condition of the linear delay difference equation where n ∈ N 0 = N∪{0}, p is a real number, and k, l, and N are positive integers with k > (N − 1)l is given as follows. where M = 2k + 1 − (N − 1)l. Theorem 1.1 generalizes asymptotic stability conditions given in [1, page 87] , [2, 3, 5] , and [6, page 65] . In this paper, we are interested in the situation when (1.1) does not depend on x n , namely we are interested in the asymptotic stability of the linear delay difference equation of the form 
Proof of theorem
The characteristic equation of (1.3) is given by
For p = 0, F(z) has exactly one root at 0 of multiplicity k + 1. We first consider the location of the roots of (2.1) as p varies. Throughout the paper, we denote the unit circle by C and let
Proposition 2.1. Let z be a root of (2.1) which lies on C. Then the roots z and p are of the form
2)
for some m = 0,1,...,M − 1, where w m = (2m/M)π. Conversely, if p is given by (2.3) , then z = e wmi is a root of (2.1).
Proof. Note that z = 1 is a root of (2.1) if and only if p = −1/N , which agrees with (2.2) and (2.3) for w m = 0. We now consider the roots of (2.1) which lie on C except the root z = 1. Suppose that the value z satisfies z Nl = 1 and z l = 1. Then z Nl − 1 = (z l − 1)(z (N−1)l + ··· + z l + 1) = 0 which gives z (N−1)l + ··· + z l + 1 = 0, and hence z is not a root of (2.1). As a result, to determine the roots of (2.1) which lie on C, it suffices to consider only the value z such that z Nl = 1 or z l = 1. For these values of z, we may write (2.1) as
Since p is real, we have = −e
Case 2. z is of the form e wmi for some m = 1,2,...,M − 1 and z l = 1.
In this case, we have lw m = 2qπ for some positive integer q. Then taking the limit of p m as lw m → 2qπ, we obtain
From these two cases, we conclude that p is of the form in (2.3) for m = 1,2,...,M − 1 except for those m such that e Nlwmi = 1 and e lwmi = 1.
Conversely, if p is given by (2.3), then it is obvious that z = e wmi is a root of (2.1). This completes the proof of the proposition.
From Proposition 2.1, we may consider p as a holomorphic function of z in a neighborhood of each z m . In other words, in a neighborhood of each z m , we may consider p as a holomorphic function of z given by
Then we have dp(z) dz
From this, we have the following lemma.
Lemma 2.2. dp/dz| z=e wmi = 0. In particular, the roots of (2.1) which lie on C are simple.
Proof. Suppose on the contrary that dp/dz| z=e wmi = 0. We divide (2.10) by p(z)/z to obtain
Substituting z by 1/z in (2.10), we obtain
By adding (2.11) and (2.12), we obtain
which contradicts k ≥ (N − 1)l. This completes the proof.
From Lemma 2.2, there exists a neighborhood of z = e wmi such that the mapping p(z) is one to one and the inverse of p(z) exists locally. Now, let z be expressed as z = re iθ . Then we have dz dp = z r dr dp + ir dθ dp (2.14)
which implies that dr dp = Re r z dz dp (2.15)
as p varies and remains real. The following result describes the behavior of the roots of (2.1) as p varies. 
where f (z) = z(z l − 1). Then dp dz
, we obtain dr dp = Re r z dz dp = rRe(w).
We now compute Re(w). We note that 
It follows that
we obtain
The value of Re(w) at z = e wmi is 
by Lemma 2.5. This completes the proof.
We are now ready to prove Theorem 1.2. 
Proof of Theorem 1.2. Note that F(1)
=
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As a multidisciplinary field, financial engineering is becoming increasingly important in today's economic and financial world, especially in areas such as portfolio management, asset valuation and prediction, fraud detection, and credit risk management. For example, in a credit risk context, the recently approved Basel II guidelines advise financial institutions to build comprehensible credit risk models in order to optimize their capital allocation policy. Computational methods are being intensively studied and applied to improve the quality of the financial decisions that need to be made. Until now, computational methods and models are central to the analysis of economic and financial decisions. However, more and more researchers have found that the financial environment is not ruled by mathematical distributions or statistical models. In such situations, some attempts have also been made to develop financial engineering models using intelligent computing approaches. For example, an artificial neural network (ANN) is a nonparametric estimation technique which does not make any distributional assumptions regarding the underlying asset. Instead, ANN approach develops a model using sets of unknown parameters and lets the optimization routine seek the best fitting parameters to obtain the desired results. The main aim of this special issue is not to merely illustrate the superior performance of a new intelligent computational method, but also to demonstrate how it can be used effectively in a financial engineering environment to improve and facilitate financial decision making. In this sense, the submissions should especially address how the results of estimated computational models (e.g., ANN, support vector machines, evolutionary algorithm, and fuzzy models) can be used to develop intelligent, easy-to-use, and/or comprehensible computational systems (e.g., decision support systems, agent-based system, and web-based systems)
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