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Abstract 
This paper concerns the development of a piecewise linear Voronoi roadmap for translating 
a convex polyhedron in a three-dimensional (3-D) polyhedral world. In genera1 the Voronoi 
roadmap is incomplete for motion planning, i.e., it can have several disjoint components in one 
connected component of free space. An analysis of the roadmap shows that incompleteness i  
caused by the occurrence of the following simple geometric structure: a polygon in the Voronoi 
surface containing one or more polygons inside it. We formally bring out the details of this 
geometric structure and give an efficient augmentation of the roadmap that makes it complete. 
We show that the roadmap has size e= O(PI’Q~~~), where n is the total number of faces on the 
obstacles, Q is the total number of obstacles and I is the number of faces on the moving object. 
We also present an algorithm to construct the roadmap in O((n + Qf)e+ Q2 log Q) time. 
1. Introduction 
In computational geometry Voronoi diagram 1201 is a well-known classical tool. 
A good survey of applications of Voronoi diagram can be found in [ 11. Our interest in 
Voronoi diagrams is motivated by the robot motion planning problem or collision 
avoidance path planning (CAPP) problem, which is a very important problem 
encountered in robotics. A genera1 CAPP problem is defined as follows. Let M be 
a rigid object moving in the workspace WC IWd. Let 01, . . . , On be fixed rigid objects 
called obstacles, and suppose 0;s are distributed in W. Assume that the geometries of 
M,O 1,. .., 0, are known, and the locations of 0;s are also known. Now given an 
initial position and orientation s of M and a final position and orientationfof M, the 
objective of a CAPP problem is to find a feasible path of M from s tofin W, or report 
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that no such path exists. This problem is known to be hard. Several approaches to 
solve a general CAPP problem or special classes of CAPP problem exists. For an 
excellent review, see [12]. 
It is quite clear that, to successfully solve a CAPP problem under some given 
conditions, a proper approach must be taken. For example, in a cluttered environ- 
ment we should not choose an algorithm that finds a path too close to the obstacles, 
or an algorithm which considers both translation and rotation may be unsuitable in 
this case [17]. A practical example of such a situation is assembly sequence planning. 
In this case, an algorithm which considers only translation of M and tries to keep 
maximum possible clearance from the obstacles is more helpful. Thus a “Voronoi 
diagram like” path generating algorithm may be useful. Evidently, classical Voronoi 
diagram as defined is unsuitable for application here, as a typical CAPP problem 
deals with nonpoint sets and in general d-dimensional world. Extensions of Voronoi 
diagram ideas for nonpoint sets and in higher dimensions exist [21,11,9,2] and those 
may prove to be useful. 
“Voronoi diagram like” paths essentially define a roadmap for M among the 
obstacles 0;s. Similar ideas which not necessarily generate paths with Voronoi 
properties exist in literature and in general are classified as the roadmap methods 
[l&3,5,13,6,19,16]. Canny’s method is general, but is very difficult to implement. 
Also it may generate a path which grazes the obstacles and thus does not satisfy the 
Voronoi property. Several of these approaches tackle only simplified problems in two 
dimensions [15,13]. Others suffer from difficulties like incompleteness [3], weak 
deformation retract [6] or absence of an algorithm [19]. Roadmap ideas were used for 
learned navigation too but only in two dimensions [16]; there the obstacles were 
considered to be polygonal and the moving object to be a disc. Thus the area of 
roadmap methods in three and higher dimensions remains relatively unexplored. 
In this paper, we describe a new generalized Voronoi diagram. Earlier works for 
generalized Voronoi diagrams worked with simple obstacles, and it appears that the 
size of such a diagram for nonpoint convex polyhedra in three dimensions was never 
conclusively established [18]. We consider the problem of translating a convex 
polyhedron with nonempty interior amidst convex polyhedra which have nonempty 
interior and are pairwise interior disjoint. Leven and Sharir [ 131 considered a similar 
problem in two dimensions; they assumed the moving object and the obstacles to be 
convex polygons. Our work extends their results in three dimensions. However, this 
extension is not straightforward. We show that the structure of the diagram in three 
dimensions is completely different from that of two dimensions. We show that, if n is 
the number of 2-facets on the obstacles, Q is the number of obstacles and I is the 
number of 2-facets on M then the size of such a diagram is 0(nZQ212). Also, though 
this generalized iagram itself may be incomplete, we show that it has a nice hidden 
structure which can be exploited to make it complete by adding a small number of 
extra edges (we call this process as augmentation). In fact, our process of augmenta- 
tion adds only the minimum number of edges needed. To our knowledge, never before 
was such qualitative properties for three-dimensional generalized Voronoi diagrams 
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established, and we consider this as one of our major contributions. The final 
augmented iagram retains its size 0(nZQZ12), is complete and thus is suitable for 
motion planning. We also give an algorithm which constructs the diagram, is easy to 
implement and efficient. Its complexity is O((n + Ql)e+Q* log Q), where e is the 
number of edges on the roadmap. Also, if the moving object is taken to be {x: 
IlxllP<l) where llxllpd enotes the I, norm of x and pi{ 1, a} then this algorithm yields 
the generalized Voronoi diagram for convex polyhedra under the Ii or 1, metric. 
For lack of space proofs of most of the results are omitted from this paper. The 
correctness of many of these results is intuitively easy to see. Full details can be found 
in [8]. 
2. Preliminaries 
The following notations are used throughout this paper. 8 denotes null set. Oi 
denotes the ith obstacle. Q denotes the total number of obstacles. M denotes the 
moving object. 9 is the set R3\uOi. We call f the free space. Let vref be a given point 
in the interior of M. # is the set of all points in iR3 where uref can be put without 
M intersecting any Oi. We call @ the feasible free space. For a set A, bd(A) denotes the 
boundary of A, int(A) denotes the interior of A and relint(A) the relative interior of A. 
xy will denote the straight-line segment joining the two points x and y. ?y denotes the 
ray originating at x and containing y. curd(A) is the cardinality of set A. R(x,d) 
denotes the ray originating at point x and extended in the direction d. L(x, d) denotes 
the line through x and containing R(x, d). R,(x, y) denotes the ray originating at x and 
containing y. ,5,(x, y) denotes the straight line through x and y. B,(x) denotes the open 
ball of radius E centered at x. 
We now give the definitions of a few terms which are used throughout this paper. As 
our obstacles and moving object are convex polyhedra, we begin with the definition of 
a polyhedral set. 
Definition 2.1. A set S is said to be polyhedral if S can be written as a finite union of 
convex polyhedra, i.e., S = u y= I Pi, where each Pi is a convex polyhedron and n is 
finite. 
Suppose for 0 c lR3 we have a function d(. ; 0): R3+lR such that d(x; 0) gives 
a measure of the distance between the moving object M and 0 when uref is placed on x. 
Then a generalized Voronoi diagram can be defined as follows. 
Definition 2.2. The generalized Voronoi diagram of pairwise disjoint obstacles 
0 1, ***, O,, moving object M under d is the set V defined as V={x~[w~: 
d(x; Oi)=d(x; Oj)=d(x; 0,) for some distinct i,j, ICE{ 1, . . ., Q}, and d(x; O,)>d(x; Oi) 
t/l~{l,...,Q}}. 
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In other words, V is the set of all x E R3 where at least three obstacles have the same 
distance from M and all others are at at least as far as these three. Note that if Q < 3 
then V=@ Also note that in the above definition the obstacles are assumed to be 
pairwise disjoint. For commonly used distance measures (for example the I2 metric) 
this implies that VnOi=$ Vi. For obstacles which are only pairwise interior disjoint 
the definition may need modification to ensure the same. 
It is obvious that such a diagram can be very useful for CAPP problems. It gives us 
a robust path as it, in a sense, gives the “most safe” path. However, this diagram by 
itself may be insufficient for motion planning. This result is due to Canny [4]. 
Proposition 2.1. Suppose d(x; 0) is the Euclidean metric, i.e. d(x; 0) = min{ (Ix-y 11: 
ye0). Then V can be disconnected in one connected component offree space. 
Proof. See [4] for an example. The example is similar to the one used for Proposition 
5.1 of this paper. 0 
Definition 2.3. Let P be a polyhedral set. Let h be a plane such that hn bd(P)#@. 
Consider I = relint(h n bd(P)). Each component C of I such that dimension of C is 2 is 
called an open 2-facet of P. The closure of an open 2-facet is called a closed 2-facet of P. 
The edges of each closed 2-facet of P are called closed edges (closed Z-facets) of P and 
the vertices of each closed 2-facet are called the oertices(&facets) of P. A closed edge 
with its vertices removed is also called an open edge. 
Now we introduce the notion of a wireframe which will be used to construct the 
roadmap. 
Definition 2.4. Suppose Xi, i = 1, . . . , n are polyhedral sets. Let Ei be the set of all open 
l-facets of Xi and 6 be the set of all O-facets of Xi. Then we call the set S = u {Ei u L$} 
the wireframe of (Xi}. 
We use a distance measure employed by Leven and Sharir for two-dimensional 
motion planning problem [13]. This distance measure has certain advantages over the 
ordinary l2 metric. With this distance measure, it is easy to trim off the infeasible parts 
of the roadmap. Next, it takes into consideration the shape of M, and thus the concept 
of “most safe” path is meaningful. Also, it ensures that the roadmap has only 
straight-line segments. 
Definition 2.5. Let x~[w~. Suppose uref is origin of the moving object’s coordinate 
system. The M-distance of a set A from x is defined as the minimum expansion 
required of M when uref is placed at x such that M “just touches” A. Formally, 
d(x; A)=inf(I: (x+AM)nA#& A>O}. 
If XEA then d(x; A) = 0. For convenience, we write d(x; Oi) as di(x). 
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Definition 2.6. Let I = d,(x). Then the set C = ((x + AM) n Oi> is the set of M-closest 
points on Oi CO X. 
Definition 2.7. Let Oi be an obstacle. Then the cell associated with Oi, Ci is the set 
{xE[W~: di(x)<dj(x) Vj#i,jel,...,Q). 
Physically, this is the set of all points in lR3 from where M is closer to Oi than any other 
obstacle. It is not difficult to see that each cell is polyhedral. 
Definition 2.8. We call every open 2-facet(face), open edge and vertex of an obstacle or 
M as an open element, and every closed facet, closed edge and vertex of an obstacle or 
M as a closed element. Note that a vertex is both closed and open. 
To avoid unnecessary complications in the algorithm and proofs we make certain 
assumptions. Some of these are on the shapes and sizes of the 0:s and M, and the rest 
are on the relative orientations of the 0:s and M. These relative orientation assump- 
tions hold for almost all configurations of obstacles and M. We call such assumptions 
generic [lo]. If we take the vertices of the polyhedra as the data then it is easy to show 
that in any open set of the data space containing the data vector the set where such an 
assumption does not hold is of measure zero. 
Assumption 1. Obstacles 01, . . . , 0, are convex polyhedra, with nonempty interiors. 
They are pairwise interior disjoint. 
Assumption 2. M is a convex polyhedron with nonempty interior. 
Assumption 3. Consider any Oi and M. Then V YE R3\Oi, the set of M-closest points 
(see Definition 2.6) on Oi to y is a singleton. 
Assumption 4. No open 2-facet F of an obstacle is such that 3x~F and 3y~F with 
xeC1, YE& where C1 and CZ are two different connected components of the free 
space. 
Definition 2.9. Let xc9 and consider (X + di(x)M). Clearly (X + d,(x) M) touches Of. 
Then, by convexity of Oi and M, a unique open element Oi of Oi is being touched by 
a unique open element o, of M. We call the ordered pair (oi,o,) as the touch 
description associated with the touch. 
By assumption 3, (x + di(x)M) touches Oi at a unique point. Therefore, the asso- 
ciated touch description must be one of: (vertex of Oi, face of m), (vertex of Oi, vertex of 
M), (vertex of Oi, edge of M), (edge of Oi, edge of M) and the same combinations with 
Oi and M exchanged. Observe that this exchange of Oi and M leaves the cases (vertex 
of Of, vertex of M) and (edge of Oi, edge of M) unchanged. Thus there are a total of six 
possible combinations. 
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Consider a copy of M such that vref rests on x. Consider an obstacle Oi. To find out 
the M-distance d,(x) we need to solve: inf(l2: (x + 1M) n Oi #0, II > O}. Note that x and 
A constitute four free variables in this determination. Also, since each obstacle Oi and 
the moving object M is a convex polyhedron the set of equations we need to solve is 
linear. 
Let us consider one of the six possible touch descriptions associated with a touch, 
say the case (face of Oi, vertex of M). This implies that the vertex of M, when expanded 
by di(x), must satisfy the face equation of Oi, which results in one linear equation in 
four unknowns. In effect, then, we have three free variables. Thus essentially we have 
lost one degree of freedom. Physically this can be easily seen: when M does not touch 
any obstacle it can locally move along any direction (thus “free” to have any value of 
x locally), or can locally expand further (thus “free” to change the value of the 
expansion factor); but when it touches Oi, local movements are possible but further 
expansion is prohibited. Similar analyses hold for other cases. We define a loss of 
freedom formally as follows. 
Definition 2.10. For the touch description associated with a touch t we define loss of 
degrees offreedom ldof(t) as: Idof = 1 if the touch description associated with t is one 
of (vertex of Oi, face of M), (edge of Oi, edge of M) and the same combinations with Oi 
and M exchanged; Idof = 2 if it is one of (vertex of Oi, edge of M) or (edge of Oi, 
vertex of M); and Idof = 3 if it is (vertex of Oi, vertex of M). 
It is easy to verify that the above definition of ldof(t) conforms to the idea given 
before the definition. 
For the classical 2-D point-set Voronoi diagram, certain assumptions are made to 
make the algorithm easy to explain. We make a similar assumption here. That this 
assumption is generic can be easily proved using techniques as in [lo]; in particular 
the ideas in Example 5.3 of [lo] can be easily extended and used here. 
Assumption 5. Let k2 1 and consider any k distinct touches, each touch being 
described by a touch description tip i = 1, . . . , k. Then the set of all points where exactly 
these k touches (and no other) are maintained is either empty or a 4-(Cldof(ti)) 
dimensional manifold. A set having negative dimension is taken as the null set. 
We refer to this assumption as independence [4]. 
3. Basic properties 
In this section, we state a few basic properties which are necessary in later sections. 
We do not formally establish these properties since the ideas are straightforward. Let 
us start with the distance function. 
Proposition 3.1. Let A be convex. Then the distance function d( - ; A) : R3 + [w is convex. 
A. Dattasharma, S. Sathiya Keerthij Theoretical Computer Science 140 (1995) 205-230 211 
Proposition 3.2. di : R3 + R is continuous. 
Proposition 3.3. Consider cell Ct. Let xEint(Ci). Suppose y is the M-closest point to x on 
Oi. Then Xy c int(Ci). Also if xECi then X~C CL. This property is called the star 
shapedness of Ci. 
Consider an x~ll%~. Suppose x is such that exactly k obstacles Or, . . . , Ok are 
equidistant from x and no other obstacle is as close as any of these k obstacles. Then 
when M is placed with uref on x and expanded by d,(x), there are exactly k touches, say 
t1, ***, tk. Each one of these touches ti has one touch description (oi, o,J associated 
with it. 
Definition 3.1. We call the list (oi, o,,,~, . . . , ok, o,,) as the type of touch T at x. 
Note that this definition does not impose an order on the list except the order 
implicit in the definition of a touch description. Thus the list (oi, o,,,~, . . . , ok, o,,) and 
the list (ok, Omr, . . .) ol,o,,) identify the same type of touch. 
Definition 3.2. Consider a type of touch T. By definition T is a 2k-tuple 
(ol,oml,“*, ok, o,,). The loss of degrees of freedom associated with the type of touch T, 
ldof (T) is defiend as the sum of the loss of degrees of freedom for each touch 
description (oi, o,J associated with the touch tiy i.e. ldof (T) =Cldof (ti). 
Now we try to characterize the boundary of a cell. We begin with the case when 
only two obstacles are present, i.e., the type of touch at any point x on the boundary of 
a cell is a 4-tuple. 
3.1. Two obstacles case 
We assume that only two obstacles are present. Suppose these two obstacles are 
Oi and Oj. 
Proposition 3.4. The set 
C(T)=closure{x~R~: di(x)=dj(x) and type of touch at x is T) (3-l) 
is convex. 
Definition 33. Consider (3.1). Let C(T) #8. Then: if ldof (T) = 4, we call C(T) a vertex; 
if ldof (T) = 3 we call C( 7’) an edge and if ldof (T) = 2 we call C(T) a polygon. Note that 
we use the term polygon to denote either a bounded or an unbounded polygon. 
It is easy to see that the above definition is consistent with the geometric definitions 
of a polygon, an edge and a vertex. Also, the above definition is exhaustive; by 
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definition Idof is at least one and since T involves two touches ldof(T) is at least 
two. Also by independence ldof(T) cannot be greater than 4. 
Proposition 3.5. Consider C(T) as in (3.1). Let 
D(T)=C(T)nCinCj 
and, C= U,D(T). In C, every edge fully belongs to exactly two polygons. 
(3.2) 
Proposition 3.6. Consider (3.1). Suppose x1, x~EC( T). Then d,(x) varies afinely over 
x1x2. 
Proposition 3.7. Consider (3.1). Let x,,x,~c(T), x1 #x2. Let Ok be another obstacle. 
Let Z={xEK: di(x)=d,(x)}. Th en card(Z) is one of 0, 1,2 $1 is$nite; else I is a closed 
interval. 
3.2. General case: Q obstacles 
Definition 3.4. Let C be a connected set such that VXEC at least two obstacles are 
equidistant and the same k touches are maintained. C is said to be a vertex if the loss of 
degrees of freedom associated with these touches is 4, and edge if it is 3 and a polygon 
if it is 2. 
Note that the above definition helps us to characterize the boundaries of the cells 
Ci, i=l, . . . . Q (for every point on the boundary of a cell at least two obstacles are 
equidistant). 
Propositions 3.4-3.7 hold when only two obstacles are considered. These can be 
extended for a general case when Q obstacles are present. Below, we give a general 
result. 
Proposition 3.8. Consider Q obstacles 01, . . . , 0,. Consider D the polygonal set formed 
by the boundaries of the cells {Ci}. In D, every edge fully belongs to at most three 
polygons. 
We are now in a position to define our basic component of the roadmap. 
Definition 3.5. The skeleton of 9 is the wireframe of {Ci}i~~, where Ci is as in 
Definition 2.7 and wireframe is as in Definition 2.4. 
It is easy to see that this skeleton contains only one- and zero-dimensional 
manifolds; also the zero-dimensional manifolds (vertices) belong to the closure of the 
one-dimensional manifolds (edges). In fact one can go further and establish that this 
skeleton is a one-dimensional stratification which satisfies the frontier property [S]. 
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4. Output data size 
Given n points in 3-D, Chazelle [7] showed that the Voronoi diagram for these 
n points under the IZ metric has size O(n’) and can be found in O(n’) time. However, 
for nonpoint sets, even showing that the diagram size is O(n’) is nontrivial and it 
appears that no such result is known to date [18]. In this section we derive a partial 
result in this direction. We show that if the number of 2-facets of M and number of 
obstacles Q are assumed to be constant then the size of the skeleton under the di 
distance measure is O(F?), where n is the total number of faces on the obstacles. We 
first prove a result for two obstacles and then extend it over Q obstacles. Throughout 
this paper, ni and I denote, respectively, the number of 2-facets on obstacle Oi and M. 
4.1. Two obstacles case 
Let us assume that the two obstacles are Oi and Oj. 
Proposition 4.1. The total number of vertices, edges and polygons of the set C is 
0(ninj12), where C is as in Proposition 3.5. Also, these bounds are tight. 
4.2. General case: Q obstacles 
Theorem 4.2 Suppose there exist Q obstacles 01, . . . . O,, and suppose the total number 
of closed 2-facets on O/s is n, i.e. 1 i ni = n. Then the total number of polygons in thejnal 
polygonal set D (see Proposition 3.8) and the total number of edges and the total number 
of vertices of these polygons are each O(n2Q212). 
Proof. We will start with the edge complexity, and from there derive the bounds for 
the vertex set and the face set. 
By definition, the set of touches associated with an edge has loss of degrees of 
freedom = 3. Since ldof (t) for any touch t is at least 1, and since Vx belonging to an 
edge at least two obstacles are equidistant, we cannot have only one obstacle or more 
than three obstacles contributing the touches associated with the edge. Therefore, we 
need to consider only two cases: (i) 3 touches from 3 obstacles and (ii) 3 touches from 
2 obstacles. 
Case 1: 3 touches from 3 obstacles. Consider only three obstacles Oi, Oj and Ok. Let 
US call the set of polygons created by Oi and Oj in absence of Ok as Pij. New edges can 
be generated by introduction of Ot by intersection of (Pij and Pik) and (Pij and Pjk), 
By Proposition 3.7, we know that an edge in Pij can be broken into at most two 
edges by Ok, i.e. an edge can create at most one extra edge. Also, new edges can be 
formed by intersection of polygons in Pij and Pik. Note that by independence, 
a polygon in Pij and a polygon in Pik cannot have a common relative interior (because 
that implies that the set of points where Oi, Oj and Ok are equidistant is a 2-D 
manifold). Thus the intersection of a polygon of Pij and a polygon of Pik is transversal. 
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Next observe the following. Suppose two polygons PI and Pz intersect in such a way 
that the intersection lies in relint(P,). Then Pz is truncated at this intersection (see 
Fig. 1). This can be seen as follows. Consider only Pij. Now consider any xEreling(P,), 
PI ePIJ. Let dist, be the Euclidean distance between x and Pm, P,,,eP,, P,,, #PI. Since 
x$P,,,, dist, # 0. Let 6 = min dist,. The minimum exists as number of polygons in Pij is 
finite. Choose s=6/2. Then B,(x) does not intersect any other polygon of Pij. Also, 
B,(x) must intersect both int(C,) and int(C,) as xcbd(Ci) and bd(Cj). Suppose the plane 
containing PI is defined as PLANE = 0. Let PLANE+ = {weR3: w satisfies 
PLANE > 0} and let PLANE - = {WE R3: w satisfies PLANE CO}. Consider the sets: 
HALFBALL = B,(x) n PLANE+ and HALFBALL = B,(x) nPLANE_. Consider 
any point yeHALFBALL1. There exist only two cells Ci and C, and so either 
ycint(Ci) or y&t(C,). Without loss of generality, assume ycint(Q. Then no other 
point z of HALFBALL can be in int(CJ as by continuity of distance function, if 
d,(y) <dj(y) and d,(z)>dj(z) then there exists j%p such that d,(p)=d,(y); but that 
implies J%HALFBALL, is in P,,,cPii, P,,,#Pl. Then HALFBALL c int(C,). This 
shows that only one of PLANE+ and PLANE- can contain points of Ci. Thus when 
Pz intersects PI in relint(P1), PZ is truncated. Also, the existing part of PZ cannot 
contribute another edge. This can be seen as follows. See Fig. 2. Suppose P,EP, 
created an edge z in relint(P1), P1ePII. Also suppose z is another edge formed by 
Pz by intersection of PZ and another polygon of Pij. Then z c Ci, z c Ck (as &Pz 
and P,EP,). Also, z c Cj (as z is created by intersection of polygons of Pii and Pa). 
Now consider p1 ~a, pZ&% and p1p2. Since every polygon of Pik is convex (Proposi- 
tion 3.4), plpz c PZ. By Proposition 3.7, either pip2 c bd(Cj) or plpz c int(Cj). NOW 
p1pMWJ as that implies PIPZ = WC,), PIPZ c bd(Ci), plp2 c bd(Ck), implying that 
the polygon acdba is equidistant from Oi, Oj, Ok, violating independence. Also, 
plpz#int(Cj) as polygon acdba belongs to bd(Ci) (and bd(C,)). Thus we reach a contra- 
diction. 
Now suppose P2 intersects two polygons PI and P3 as in Fig. 3. Then two new edges 
are formed, and P2 cannot create any other new edge. 
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Fig. 3. Fig. 4. 
Suppose Pz intersects I polygons PI, P3, . . . , P,+ 1 as in Fig. 4. Then excepting PI and 
P r+1 all other (r - 2) polygons have the intersection with Pz lying in relint(P2) and are 
thus truncated and do not contribute any new edge. 
Now consider intersection of Pij and Pik. If a polygon PI of Pij creates I new edges, 
I > 2 then (I - 2) polygons need not be considered. If r G 2, then the polygon PI need 
not be considered again. Thus the total number of new edges generated by polygon 
intersection of Pij and Pik is at mOSt O(ninjl’ +ninkl’). Therefore, we have for PijnPik, 
total number of edges as: O(ninjl’) for existing edges in Pij, O(ninjl’) for new edges 
created on these edges by Ok and O(ninj1’) by polygon intersection, and similar terms 
for Pik, totalling O(ninjl’+ ninkl’). 
Considering Pijn Pjk, we find, similarly, at most O(ninjl’ + ninkl’) edges. Together, 
they imply O((ninj+njnk+nink)l’) edges. 
Considering all possible triples (i, j, k), the size of three obstacle edge set is: 
0(~i~j~k(ninj+njnk+nink)~2)=O(nZQ~2). 
Case 2: 3 touchesfrom 2 obstacles. Using Proposition 4.1, we get the two obstacle 
edge set size as 0(~iCjninj12)=O(n212). 
In the above argument, the cases considered have only two or only three obstacles 
present. In the actual scene, there exist Q obstacles, and each of the edges formed by 
the three or two obstacle case may in turn create one new edge by these other 
obstacles (they cannot create more than one by Proposition 3.7). So we have the total 
edge set complexity as O(n’Q1’ + n212)O(Q) =O(n2Q212). 
Since every edge has at most two vertices and each vertex belongs to the closure of 
an edge, the size of the vertex set is of the same order as that of the size of the edge set. 
Also, every edge is common to at most three polygons. Thus size of face set is of the 
same order as that of the size of the edge set. 0 
The above theorem establishes a bound on the number of polygons, edges and 
vertices in the final polygonal set created by the 0:s and M. However, it is to be noted 
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that each closed polygon may contain a point say x such that d,(x)< 1 for some 
iE{l, . ..) Q}. In other words, each polygon may contain points which are infeasible for 
motion planning. So considering the skeleton of {Ci} is not sufficient. We need to 
collect the feasible points of each cell. 
Definition 4.1. Consider a cell Ci. Let X= {XECi: di(x) 2 l}. Clearly, X can be 0, one 
connected subcell or a union of several disjoint subcells. We call each such subcell 
a feasible cell associated with Oi and denote it by Fj(i), where i is the obstacle label and 
j denotes a label for the subcell. For example, if X is one connected subcell of Ci, then 
the only feasible cell is F,(i), if X has two disjoint subcells then the two feasible cells are 
PI(i) and P,(i), etc. 
Proposition 4.3. Number of feasible cells is finite. 
Proposition 4.4. Consider et, a closed element of Oi and eM, a closed element of M. 
Consider a path, PATH from p to q such that VXEPATH, (~+di(x)e~)net#@ and 
(x +di(x)eM)nOt =0 for each closed element of M, CM, eM #eM. Let us denote the 
M-closest point on Ot to x as mt(x). Then mi: PATH+Ot is continuous. 
Proposition 4.5. Consider a path, PATH from p to q, PATH c 8. Then mi(PATH) is 
path connected. 
Consider the following mapping. We define a mapping ri(p) : @+# as follows. Let 
PECi and let yip be the M-closest point to p on Oi. Then ri(p) = R&yip, p) n bd(Ct). Note 
that ri(p) can be either a point or a line segment. Boundedness of 9 ensures that 
ri(p) #@ and that ri(p) is not a ray. By star shapedness we get that ri(p) is not a union of 
several ine segments. 
Proposition 4.6. Consider a feasible path PATH joining two points p and q. Then 
ri(PATH) is path connected. 
Proposition 4.7. Let pEbd(Ci) and qEbd(Cj)for some i and j and p, qE@. Suppose there 
exists a feasible path PATH from p to q. Then there exists a feasible path NE WPATH 
from p to q such that VXENEWPATH, xEbd(C,) for some 1. 
The above result shows that for motion planning it is sufficient o consider the part 
of the skeleton of a feasible cell Fj(i) which lie on bd(Ci). This in turn shows that it is 
sufficient to construct the skeleton of {Ci} first and then suitably trim the infeasible 
zones of the polygons. 
Proposition 4.8. Suppose P is a polygon in thefinal polygonal set formed by 0;s and M. 
Then the set p, de$ned asp= {XIZP: d,(x) > l}, which is a subset of P, is either 0, or whole 
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of P or is such that P” and P\P” are linearly separable, i.e. there exists a straight line 
a.x=c such that a.y>,c Vy~P”and a.z<c VzeP\i? 
Using this result, the following is easy to establish. 
Theorem 4.9. Suppose there exist Q obstacles Ot, . . . ,O, and suppose that the total 
number of closed 2-facets on 0:s is n, i.e. Cini = n. Then each of the number of faces, 
edges and vertices in the feasible polygonal set generated by 0;s and M is O(n2Q212). 
5. Structure of the skeleton 
In Section 4, we showed that the skeleton has a reasonably small size, and therefore 
if this skeleton is used as a roadmap we can expect a reasonably fast algorithm for 
motion planning. However, the results obtained so far do not provide any insight into 
the actual configuration of the skeleton. This information is necessary to have an 
elegant algorithm. Also, we do not know whether such a skeleton is at all complete, i.e. 
whether it is connected in every connected component of the free space. In this section 
we state certain results which describe some structural properties of the skeleton. We 
call these as structural lemmas. We make the following assumption. 
Assumption 6. The free space is bounded. 
Proposition 5.1. In general, the feasible skeleton is not complete. 
Proof. See the example in Fig. 5. There exist two disconnected components of the 
skeleton in one connected component of the free space. 0 
Given Proposition 5.1, we must now characterize the exact nature of the discon- 
nections that may arise. 
The following is important. While we are considering the polygonal set created by 
0;s and M, by polygons we meant a connected set of points where total loss of degrees 
of freedom=2 with a constant type of touch T, and all other closed elements are at 
least as far as the closed elements in these touches. While tracing the skeleton, we use 
the word polygon in a different sense. Consider the three box example used to prove 
Proposition 5.1. Here PI, a part of the skeleton is a closed loop lying in one plane such 
that every point to the left of PI if PI is traversed in a CCW direction maintains 
a constant two pair touch (namely the lower face of Br and the upper face of Bs), both 
touches being maintained on PI also. However, there are points belonging to the left 
of PI if PI is traversed in CCW direction for which there exists closed element which is 
closer than the two involved in the constant wo touch (for example, take any point on 
the plane of PI and on B2). For any such closed planar net C of the skeleton, we call 
the set of points which maintain a constant two touch such that these touches are 
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Fig. 5. The three box example; polygon PI is created because of the presence of an outer box. 
maintained on C also without considering any other closed element, and excluding 
C the relative interior of the polygon C, written as relint(C); and C u relint(C) as the 
polygon C. 
The same three box example shows that it is possible to have a different polygon 
lying in the interior of another polygon. (P2 lies in Pr). We call such cases contain- 
ments. The formal definition follows. 
Definition 5.1. An obstacle Oi is said to be active at a point x if di(x)<d,(x) 
VkEl , . . . . Q. An obstacle Oi is said to be active in a set A if Oi is active at x VXEA. 
Definition 5.2. Suppose Pi and Pz are polygons such that the following hold: 
(i) PI c relint(P& and (ii) 3 an open set 0,O 1 Pi such that exactly two obstacles are 
active in (0 nP2)\P1. Then we say the following: PI is a contained polygon; Pz is 
a container polygon; P2 contains PI; and PI is contained in Pz. Any polygon which is 
not a contained polygon is called a noncontained polygon. By convention, a container 
polygon is a polygon that contains at least one polygon. 
It is easy to see that a polygon cannot be both a contained polygon and a container 
polygon. Thus, while every container polygon is also noncontained polygon, there 
may exist a polygon which is noncontained, but not a container. 
It is possible to construct examples where condition (ii) of Definition 5.2 does not 
hold. 
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Proposition 5.2. Let PI and Pz be two contained polygons, Then PI n Pz = 0. 
Now we state the structural emmas. The lemma statements need two definitions, so 
we begin with the definitions. 
Definition 5.3. Every path component of the skeleton is called a skeleton component. 
Definition 5.4. Suppose P is a polygon and SKELt is a skeleton component such 
that SKELl n bd(P) #@. Then SKELi is said to be the skeleton component associated 
with P. 
Given these definitions, we state the lemmas. 
Lemma 5.1. Let P be a container polygon and {PI, . . . , P,} be the set of all polygons 
contained by P. Then the skeleton components associated with P and Pk are disjoint 
Vk=l , . . . . r. Also,form,sE{l,..., r} and m # s, the skeleton components associated with 
P,,, and P, are disjoint. 
Lemma 5.2. Suppose 3 m skeleton components S1, . . . , S, in one connected component of 
free space, and m> 1. Then each skeleton component Si either has a polygon Pi which 
contains a polygon Pj of some other skeleton component Sj, j # i or has a polygon Pi 
which is contained in a polygon Pj of some other skeleton component Sj, j # i. 
Lemma 5.3. Let St be a skeleton component. Suppose 3peSt such that the three distinct 
obstacles Oi, 0, and Ok are active at p. Then there does not exist a skeleton component 
S, such that S,,,nSt=Q; and S, has a point q at which Oi, Oj and Ok are active. 
Lemma 5.4. Suppose P and PI are two polygons in the boundary of cell Ci. Zf the 
skeleton component associated with P and the skeleton component associated with PI are 
disjoint then at least one of them is a contained polygon. Also, if a single obstacle Ok is 
active in the relative interior of the contained polygon and Oi and Oj are the obstacles 
active in the relative interior of the container polygon (with all the polygons contained by 
it removed) then Vx in the relative interior of the contained polygon, dk(x) <di(x), 
dk(x) <d,(x). 
Lemma 5.5. Let S be a skeleton component. Let P be a polygon such that P c S and P is 
contained by another polygon P. Then there does not exist any polygon Pz such that 
Pz #P, Pz c S and Pz is contained. 
Lemma 5.6. There exist only O(Q) contained polygons. 
Lemma 5.7. Among all the skeleton components in one connected component of the free 
space, exactly one of them has all noncontained polygons. 
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Let 9m be one connected component of the free space. Suppose we form an abstract 
graph G for representing the skeleton in Pm as follows. Each skeleton component Si in 
9m appears as a node of G, and two nodes Sj and Sk in G are connected if one of Sj and 
Sk has a polygon which is contained in a polygon of the other. Then it is easy to see 
using the above results that the graph G is a tree. 
6. Algorithm 
In this section, we describe an algorithm for construction of the skeleton. The 
algorithm utilizes results obtained in the earlier sections. We begin by showing that it 
is possible to have an algorithm provided we have a set of basic subroutines available. 
Proposition 6.1. Suppose we have the following routines. 
(1) Findpoint: Finds one point x0 belonging to the skeleton component of Ci for a given 
input obstacle Ot. 
(2) Construct-skeleton: Given an input point Xi belonging to the skeleton, constructs the 
full connected skeleton component which contains xi. 
(3) Check-polygon-type: Given the description of a polygon (vertices, connections and 
obstacles active), determine whether a polygon is a contained polygon. 
(4) Go-to-container: Finds one point on the container polygon of a contained polygon. 
(5) Termination_check: Checks whether all skeleton components are traced. 
Then we can construct the skeleton of 9. 
By assumption 4of Section 2, each 2-D facet of the obstacles i  associated with exactly 
one connected component of the free space. By the previous proposition, all skeleton 
components are traced once we start in one connected component of free space. Since 
every open 2-facet has a cell boundary point associated with it, by checking whether 
every open face has contributed a point we can check if all connected components of 
the free space are taken care of. Thus checking whether all open 2-facets of the 
obstacles have contributed a point to the skeleton serves as a check for termination. 
The above proposition talks in terms of available routines but does not give any 
information about the exact algorithm. In the following we do that. The algorithm 
needs several substeps, some of which are essentially repeated applications of a basic 
subroutine. Therefore, we first describe some important such routines. Throughout, 
we assume that the full convex full data structures of 0:s and M are known. We begin 
by describing a procedure to find the M-distance. 
Procedure: Find-M-distance 
Input: A point p, an obstacle Oi described as Coix <ai, the moving object M de- 
scribed as Py <q. Note that each row of @ix < ai defines one 2-facet of Oi and each row 
of Py <q defines one 2-facet of M. 
Output: di(p), M-closest point to p on Oi. 
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Algorithm: The problem can be easily formulated as a linear program (LP). 
Meggido showed that LPs can be solved in time linear in number of constraints [141. 
Complexity: The complexity is O(ni + r). 
Procedure: Find-new-vertices 
Input: A direction d at x satisfying the condition that for every point q along R(x, d) 
di(q)=dj(q) if the same type of touch is maintained; an obstacle Ok described as 
Oky<ak. 
Output: Vertices created by Ok along the ray, i.e. VER T= { PE R(x, d): di( p) = dk(p)}; 
{di(p): PE VERT); M-closest points to {p: PE VERT} on Ok. 
Algorithm: We recall from Proposition 3.7 that either the cardinality of VERT can 
be 0, 1,2 or VERT is a closed interval. This follows from the fact that for a constant 
type of touch the variation of the M-distance to Oi (and thus Oj) is affine. So 
VqEL(x, d), using information about the touch descriptions associated with the touch 
at x we can get the equations of the elements associated with the touch. Using these we 
can find the expression of di(q) as an affine function of q. Call it L(q). Now as d,(q) 
is convex; the closed interval formed on L(x, d) by the points of VERT is the set 
{q: d,(q)<L(q)). Thus we need to find the minimum and maximum p for the 
constraint set: 
d&I) G L(q), 
q=x+pd. 
If the above is infeasible VERT=@. If it is feasible and min=max, card( VERT)= 1. If 
min <max then either card( VERT)=2 or VERT is a closed interval, and the two 
points thus obtained are the new vertices formed by Ok. The LP formulation is 
min(max)p 
s.t. P(z-(x+pd))<Iq, 
A < L(x + pd), 
where z is the M-closest point to (x+pd) on Ok, Note that instead of evaluating 
dk(x + pd), description of M-distance given by Find-M-distance is used. The vertices 
can be easily found from the LP solution. 
Complexity: O(nk + I). 
Next, we describe the algorithm for checking whether a polygon is a contained one. 
This algorithm is based on the following two propositions. 
Proposition 6.2. Let a polygon PI be lying in another polygon P, i.e. PI c relint(P). 
Suppose PI is such that on every edge of PI two obstacles Oi and Oj are active with 
constant type of touch being maintained to both, say ti and tj with ldof (ti) = ldof (t,)= 1. 
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Also, 3xerelint(P\P1) such that only Ot and Oj are active at x with type of touches ti and 
tj. Then PI is contained in P. 
Proposition 6.3. Let PI be a polygon as in Proposition 6.2. Suppose there exists a point 
xebd(PI), a direction d and j>O such that t/x=x+pd, p~(0, j], x is not in PI, and only 
Ot and Oj are active at x with type of touches tt and tj. Then PI is a contained poygon. 
Now we give the formal algorithm, Check-polygon-type. 
Procedure: Check_polygon_type 
Input: Description of a polygon in terms of its vertices, the connections and for 
every edge, the obstacles which are active over that edge. 
Output: YES if polygon is contained, NO otherwise. 
Algorithm: The algorithm for checking a contained polygon is as follows. For the 
input polygon, we check whether for every edge two obstacles remain active with the 
same type of touch with each touch contributing a loss of degree of freedom = 1. If so 
we choose a point z on the boundary of this polygon, a direction d in the plane of the 
polygon and directed away from the polygon, and find the point y along the ray in the 
direction d from z where a third touch becomes active (this is essentially calls to 
Find-new-vertices). Then choose any point in p excepting y and z and check if it 
satisfies the premise of Proposition 6.3. If so, this is a contained polygon. Note that the 
above procedure may need to be repeated: it is possible that all edges of the polygon 
have the same triple active in which case we must check every two combination of 
obstacles, i.e., 3 times. If every check fails, then this polygon is not a contained 
polygon. 
Complexity: The complexity is equal to the effort required for Find-new-vertices 
called Q times, thus totalling O(n+QI). 
Procedure: Go_to_container 
Input: A point X on the boundary of a contained polygon POLY such that the 
obstacles active in relint(POLY) are Ok., . . . . Ok,, and outside POLY are Oi and Oj; 
a direction d in the plane of POLY. 
Output: A point on the boundary of the container polygon of POLY. 
Algorithm: An edge of the container polygon can be formed by either three 
obstacles Oi, Oj and Ol, l${i j, kl, . . ., k,} or by two obstacles Oi and Oj. 
We solve for the intersection points between R(.& d) and all edges of POLY, and 
choose that intersection point which is farthest from X. Let us call this point x. 
Because d is in the plane of POL Y, variation of di and dj along R(x, d) is affine if we 
consider the same type of touch. Suppose this affine function is L(x+pd). Because 
9 is bounded, moving along R(x, d) will take us to an edge of the container polygon. 
Suppose this edge is determined by only Oi and Oj. Then, we need to find the 
maximum p such that at x + pd the expanded M touches Oi and Oj and the final touch 
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point satisfies the face equations active at x. Consider the following LP: 
max p 
s.t. IZ=L(x+pd), 
P(w -(x + pd)) < Iq, 
Ai( Gi, 
P(Y-(x+pd))<h 
where w, y are M-closest points to (x +pd) on Oi and Oj; Pmiz = G,i denotes the set of 
all closed faces of M which touch Oi when M is placed at x and expanded by d,(x); 
Ai( Gi denotes the set of all closed faces of Oi which (X +di(X)M) touches. 
This LP finds a point on the edge involving only Oi and Oj and maintaining the type 
of touch. Assumption 4 ensures that this point belongs to the same connected 
component of 9. 
It is obvious that the above LP is not sufficient when the boundary edge involves 
three obstacles. To find out whether an obstacle Ok contributes an edge with Oi and 
Oj, we solve: 
min p 
s.t. A=L(x+pd), 
W-(x+pd))<Iq, 
Vr= 1 ,..., Q,r#{i,j,k, ,..., k,},wherek, ,..., k, are the obstacles active in the relative 
interior of the contained polygon. Here z is the M-closest point on 0, to (x +pd). The 
possibilities r= i, j, kl, . . . , k, are not considered as they will yield points on the current 
polygon POL Y only. 
Now we have O(Q) candidate points. We sort them in order of increasing p. Now 
pick the first point, pl. Suppose this has a distinct triple associated with it (if not, that 
implies p1 is contributed by only Oi and Oj and this is the container polygon point). 
Check the triple (Oi,Oj,O,) in information array in constant time. If this triple is 
already encountered and if the polygon associated with this triple is contained; join 
x and pl; set Z=p, and repeat the process of moving forward. 
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Complexity: Effort for solving the LP involving Oi and Oj is O(ni+nj+ I). The 
second set of LP has complexity C,.(n, + o= O(n + QI). S earthing for the intersection 
points has complexity O(e), where .? is the number of edges of the contained polygon. 
Sorting effort is O(Q log Q) and checking one triple takes constant time. The second 
set of LP may be called each time we reach a contained polygon. So total complexity is 
O(n+Ql+e+Q log Q), where e is the number of edges in the skeleton. 
Now also note that if we begin from a contained polygon POL Y, and in the process 
of joining POLY to its container polygon join POLY1, . .., POLY,, each POLY,,, is 
a contained polygon then we need not consider these POLY,s again. So in the worst 
case, we have to solve both set of LPs and sort the result of these for each contained 
polygon once. As there exist O(Q) contained polygons, worst-case complexity is 
0(e)+O(n+Ql+QlogQ)O(Q)=O(Qn+Q21+Q210gQ+e). 
Finally, we describe an algorithm which finds the possible three pair touches that 
may occur at a vertex. 
A vertex is generated by a touch where 4 degrees of freedom is lost. Suppose 
4 touches come from 4 obstacles. Then all touches are either (face from obstacle, vertex 
from M) type or (vertex from obstacle, face from M) type or (edge from obstacle, edge 
from M) type, and locally we have (i), i.e. 4 three touches. 
Suppose the touches come from 2 obstacles such that one obstacle Oi contributes 
a touch which has a loss of degrees of freedom = 3. This implies that there is a (vertex 
from obstacle, vertex from M) touch associated with Oi. So when we consider local 
3 touches, we must maintain the touch given by the other obstacle and Oi should 
contribute a touch with a loss of degrees of freedom=2. This implies Oi should 
contribute an (edge from obstacle, vertex from M) touch or a (vertex from obstacle, 
edge from M) touch, thus creating at most 6 possible 3 touch pairs. 
Now consider other possible combinations. All of these must have at least one 
obstacle contributing touch where two degrees of freedom are lost, which implies an 
(edge from obstacle, vertex from M) touch or a (vertex from obstacle, edge from M) 
touch. 
When we perturb an (edge e from obstacle, vertex u from M) touch locally, the 
following touch types can occur: (face of obstacle, vertex u of M) where face is any one 
of the two sharing e; (edge e of obstacle, edge of M) where the edge from M is any one 
of the two which are “closest” to e (this will be addressed in the next paragraph). 
Therefore, we have at most 4 combinations here. A similar analysis holds for the case 
(vertex from obstacle, edge from M). So if we have, at a skeleton vertex 2 obstacles 
active, each contributing a touch with a loss of two degrees of freedom associated with 
the touch, then the possible three touches are only 8 in number (for every local three 
touch, one of the obstacles must maintain its own two touches and thus the possible 
number of combinations is 4+4). If there are three obstacles with one obstacle 
contributing a touch with a loss of two degrees of freedom, possible 3 combinations 
can be found by maintaining the two touch with each of the single touches, and 
maintaining the two single degree of freedom losing touches with each of the 4 single 
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touches on the third obstacle, totalling 6. Therefore, number of three touches at any 
vertex is at most eight. 
The question of finding the two edges associated with a vertex u of M (in case of an 
(edge from obstacle, vertex from M) touch) can be answered as follows: for each edge 
e, of M incident to u find equation of the plane containing e,,, and the edge of the 
obstacle which v touches. We are interested in those two which support M (because, if
any other edge touches the obstacle locally then the supporting edges intersect the 
obstacle). This can be easily found as follows: find equation of plane for which the edge 
which u touches is a normal. Project all the planes formed through e,‘s on this plane. 
Now we can find the extremal ones by checking the gradients of these projected lines. 
Also, an edge e,,, is a valid candidate only if the supporting plane associated with this 
edge does not contain any other edge of M (this is easy to see; in this case both these 
edges touches the obstacle and we have a (edge of obstacle, face of M) touch which is 
a contradiction). 
The algorithm needs to find equations of O(I) planes; project O(I) planes onto 
a plane; check gradients of O(I) lines and check whether a supporting plane found is 
unique. Thus the complexity of this algorithm is O(I). 
Now we describe the algorithm to construct the skeleton in a step-by-step fashion. 
Algorithm for construction of skeleton 
0. Preprocessing 
Create an array ZNFORMATZON of size 0(Q3). Each array element has a fixed 
triple (i, j,k) associated with it. INFORMATION [FIRST] is (1, 1,l) and 
ZNFORMATZON[LASfl is for (Q,Q,Q). Every element of INFORMATION 
contains two flags: STATUS and JOZNSTATUS. 
Set STATUS=unknown for all elements. 
Set JOZNSTATUS = not-done for all elements. 
Create array OBSTACLE of size Q. Set OBSTACLE [i] =No Vi. 
Create array FACE of size n. Set FACE [i] =No Vi. 
I. Finding an initial point p 
Consider any two obstacles Oi and Oj, described as Oix < ai and Ojx < aj, respect- 
ively, M is described as Px <q. Then 
s.t. P(x-p)<Iq, 
P(Y - P) < Izq, 
UiX<ai, 
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where the final x and y are the M-closest points to p on Oi and Oj, respectively, p is the 
position of uref, and the final A=&(p) gives a feasible p if one exists. 
For k=l to Q, k${i, j> do 
Find_M_distance(p, 0,). 
If every d,(p) 2 I then p is a feasible starting point. Else if p is not feasible or if LP is 
infeasible choose a new pair (Oi, Ok) If no p is feasible, conclude that free space is 
empty set and exit. 
Complexity: Each step needs O(ni + nj + 1) effort for the LP and O(n + Ql) effort for 
FindX_distance. Number of calls can be O(Q). Summing total effort is O(Qn + Q’I). 
2. Identify point location 
From the information available at step 1, check if p is already a vertex of the 
skeleton or if p belongs to an edge of the skeleton. The check can be done in constant 
time as follows: step 1 tells us about the M-closest point to Oi and Oj and thus it is easy 
to check if the touch type at p, T has Idof = 3 or 4. If Zdof( T) = 2, while finding the 
M-distances to all other obstacles, check if any d,(p)=di(p), k${i, j]. If one such 
k exists, then from the touch description, find the extra loss of degrees of freedom due 
to Ok. If two such k exist, Idof( (as by independence, Idof(T)<4). Also, every 
point where three degrees of freedom is lost is an open edge and every point where 
four degrees of freedom is lost is a vertex. 
If p is on an edge, set p”= p, go to step 4. If p is a vertex, set u1 =p, go to step 5. 
3. Find boundary point of skeleton face 
The point p belongs to some face F. Take any random direction d on F. Since the 
free space is bounded, a random direction ensures that we reach the skeleton along 
R(P, d). 
For k=l to Q do 
Find-new-vertices (p, d, 0,). 
Choose the vertex closest to p along R(p, d). Let it be p”. fi is either a vertex or it 
belongs to an open edge (as at least three degrees of freedom are lost there). Check if 
fi is a vertex of the skeleton as in step 2. If so, set u1 =@ and go to step 5. Note that 
k includes i and j also. 
Complexity: 0( Ck(nk + 1)) = O(n + QI). 
4. Trace edge of skeleton 
If previous step is step 2, using information from step 2, find edge equations at p. 
If previous step is step 3, using information from step 3, do the same. 
For k=l to Q do 
Find-new-vertices (p”, d, Ok), 
where d is the direction vector on the edge e. Pick the closest vertex to p” along R(o, d) and 
along R(p, -d). These are the two vertices associated with the edge. Call these u1 and UZ. 
Complexity: O(n + Ql). 
5. Find edges originating from a vertex 
At vertex ul, find the possible three touches there. By independence they are of 
constant number. The effort associated with this step is O(1), as shown before. 
For every three touch do 
A. Dattasharma, S. Sathiya Keerthi J Theoretical Computer Science 140 (1995) 205-230 221 
Find the corresponding edge equation 
For k=l to Q do 
Find-new-vertices (ul, d, O,), 
where d is the direction vector on the current edge e. Find the closest vertex 
to u1 along R(ul, d) which is another feasible vertex. If no such vertex exists, 
the current three touch is infeasible. Suppose the new vertices thus found are 
01, ..a, Gn. 
Complexity: O(n + Ql). 
6. Continuation of tracing 
Repeat step 5 for each of these iiiS. Suppose the vertices obtained from this step are 
Gil, --*3 ik 0” Vi=l, . . ..m. 
7. Finding a 2-facet of skeleton to trace 
Find face equations containing uluz and vi v”i. Check which one of Fiji,, . . . , Ci, satisfies 
this equation. Take that vertex and go to step 6. Repeat this process till one polygon is 
finished. 
8. Check the polygon type and store information 
Check immediately if the polygon constructed is a contained polygon. If so, for 
every obstacle triple (Oi, Oj, 0,) encountered uring the construction of the polygon 
do 
Set STATUS of INFORMATION [element number corresponding to (i, j, k)] = 
Contained. 
Set JOINSTATUS of INFORMATION [element number corresponding to 
(i, j, k)] = Not-done. 
else 
Set STATUS of INFORMATION [element number corresponding to (i, j, k)] = 
Not-contained. 
For every obstacle Oi involved, set OBSTACLE [i] = Yes. 
For every face F, involved, set FACE [w] =Yes. 
9. Keeping track of contained polygons 
If the polygon is a contained one, push this polygon to a queue QUEUE. Continue 
construction of this component. When finished, pop a new vertex and repeat till all 
vertices are exhausted. 
10. Finding container polygons 
Pick first element of QUEUE. Call Go-to-container. Use INFORMATION array 
in the algorithm Go-to-container. Whenever a contained polygon POL Y is joined to 
another polygon POLYI, set JOZNSTATUS for the triples involved in POLY as 
Done. If at any point the algorithm finds a triple associated with a polygon POLY, 
has JOINSTATUS = Done, exit. 
Pick the next queue element and repeat. 
11. Continuation over disjoint components 
If queue is empty, check if there exists any obstacle Ok such that Ok has not 
contributed a point. This can be easily found from array OBSTACLE. If so, go to 
step 1 with Oi = Ok and repeat. 
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12. Termination 
Check if every face has contributed a point. This check can be easily done using 
array FACE. If so, exit. If not go to step 1 and repeat. 
Complexity: On every vertex we are doing O(n+ QI) time operations, and there 
exists O(e) vertices, where e is the number of edges in the skeleton. So total complexity 
for construction is O(n +Ql)e. Checking if a polygon is contained is O(n + Ql). 
If a polygon is contained, we immediately know two obstacles active on the 
boundary of the container polygon. Total complexity of Go_to_container is 
O(Qn + Q21 + Q2 log Q +e) = O((n + Ql)Q + Q2 log Q + e). In general, e 2 Q. Thus total 
complexity is O((n + Ql)e + Q2 log Q). Since e can be at most O(n2Q212), worst-case 
complexity is 0(n3Q212 +n2Q313). 
Construction of the feasible skeleton is easy. We check every polygon, find two 
points on the edges uch that the M-distances there are 1 (can be found using LP), and 
find intersection points between the edges and the line defined by these two points. 
Total complexity is O(n + Ql)e. Therefore, we have the following theorems. 
Theorem 6.4. The complete connected skeleton can be found in time 
O((n+Ql)e+ Q2 log Q), where e is the number of edges in the skeleton. Worst-case 
complexity is 0(n3Q212 + n2Q313). 
Theorem 6.5. The complete feasible skeleton can be found in time 
O((n+ Ql)e+ Q2 log Q), where e is the number of edges in the skeleton. Worst-case 
complexity is 0(n3Q212 +n2Q313). 
Note that when a polygon is truncated while forming the feasible skeleton it may 
change the connectivity established by the algorithm Go_to_container. However, this 
does not change the complexity as full information of these changes is obtained when 
the intersection of the edges with the line dividing the feasible portion of the polygon is 
found. 
7. Motion planning 
In the previous section, we gave the algorithm to construct the feasible skeleton. 
That this feasible skeleton (we will use the word roadmap from now on) is useful for 
motion planning is established by the following completeness theorem. 
Theorem 7.1. Suppose the feasible free space # is bounded. Then in every connected 
component of #, roadmap R is connected. 
Given above, the idea of motion planning is as follows. For any given starting point 
SE@, we map s to a point on the roadmap. The mapping is done as follows. Suppose 
SECi. Let yk be the M-closest point to s on Oi. From c. SUPPOSE &T intersects bd(Ci) 
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at a point S. Now take a random direction d in the plane of the polygon of bd(Ci) on 
which 5 is sitting. If J is a vertex or if it is an edge point of skeleton then skip the above 
step. Moving along d we reach a skeleton point. Call this point s,. Since SE@‘, 
3 c #, G c @ and thus the piecewise linear path sSs, c #. 
Complexity of the mapping is as follows. To find in which cell s belongs, we call 
Find-M-distance (see Section 6) Q times, totalling O(n+QI). From this information, 
inferring whether sEint(Ci) or bd(Ci) is easy. Finding yis is O(n + I). Finding equation 
of line joining yip and s is constant time. To find S; we call Find_new_uertices (Q- 1) 
times (with inputs s, d the direction vector on yiss and Oj Vj= 1, . . . , Q, j # i), totalling 
O(n + QI). To find a skeleton point from 5, call Find_new_uertices Q times, totalling 
O(n+QI). Thus the full complexity is O(n+Ql). 
Similarly map the final pointfto a pointf, on the roadmap. By Theorem 7.1, a path 
from s tofexists iff there exists a path from s, tof,. We search the roadmap, complexity 
being O(g), where g is the number of edges in the roadmap. 
We maintain the following data structure. We form an abstract graph with poly- 
gons as vertices. Two polygons P1 and PZ are connected if they share an edge or 
a vertex in the roadmap. Contained polygons also form nodes in the graph; they are 
connected to those polygons to which they are connected by artificial edges (the edges 
added by the Go_to_container algorithm). When s and f are specified, they are mapped 
to the roadmap and a search process is initiated on the abstract graph. The polygons 
involved in the abstract graph are then traced to find the actual path on the roadmap. 
8. Conclusions 
In this paper, we described some quantitative and qualitative aspects of a particular 
type of generalized Voronoi diagram in 3-D for convex polyhedra, and showed how 
this diagram can be used for motion planning. However, several questions remain 
unanswered. One such is the complexity of the data size of the skeleton. Is the order 
0(nZQ212) of Theorem 4.2 actually optimal? Can these results be extended to general 
dimensions? The answer turns out to be affirmative; we have extended the results of 
this paper to general dimensions and we will report this in a future paper. Another 
obvious question is: can the restriction that the object and the obstacles are convex be 
relaxed? Can they be general polyhedra? Can they be general sets? Is it possible to 
have such nice hidden structures even when such cases are taken into account? 
Another interesting extension of this algorithm can be for the case of learned 
navigation. It was shown in [16] that for polygonal obstacles and a disc robot it is 
possible to have an algorithm for learned navigation which finally generates the 
Voronoi diagram. Research towards the application of our algorithm for such an 
application to higher dimensions might prove to be useful. 
Our results in this paper are of a theoretical nature. Translational motion planning 
involving polyhedral models itself has limited practical scope. A general pratical 
CAPP problem leads to a configuration space which is described by nonlinear 
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manifolds. If such a configuration space can be approximated by a space described by 
polyhedral sets, and the extensions mentioned in the previous paragraph are worked 
out then we can obtain a good practical roadmap approach for the CAPP problem. 
Thus future work on those extensions and the approximation is certainly worthwhile. 
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