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LATTICE CONSTRUCTION OF LOGARITHMIC MODULES FOR CERTAIN VERTEX
ALGEBRAS
DRAZˇEN ADAMOVIC´ AND ANTUNMILAS
ABSTRACT. A general method for constructing logarithmic modules in vertex operator algebra
theory is presented. By utilizing this approach, we give explicit vertex operator construction of
certain indecomposable and logarithmicmodules for the triplet vertex algebraW(p) and for other
subalgebras of lattice vertex algebras and theirN = 1 super extensions. We analyze in detail inde-
composablemodules obtained in this way, giving further evidence for the conjectural equivalence
between the category ofW(p)-modules and the category of modules for the restricted quantum
group Uq(sl2), q = e
pii/p. We also construct logarithmic representations for a certain affine ver-
tex operator algebra at admissible level realized in [4]. In this way we prove the existence of
the logarithmic representations predicted in [23]. Our approach enlightens related logarithmic
intertwining operators among indecomposable modules, which we also construct in the paper.
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1. INTRODUCTION
An important problem in vertex algebra theory is to describe representations of irrational C2-
cofinite vertex superalgebras, in particular the triplet vertex algebrasW(p), p ≥ 2. The triplet
vertex algebraW(p) is interesting for several reasons: for instance, its representation theory is
expected to be identical to the one of Uq(sl2), where q is root of unity (see [18], [19]). In fact, it
was the triplet algebra (and especially early contributions [16] and [25]) that gave motivation
for studying general C2-cofinite vertex algebras (see [26], [38], etc.).
The present work is a continuation of the series of papers [7]-[10] in which we studied the
triplet and super-triplet vertex algebrasW(p) and SW(m) and their representation theory. By
using the theory of Zhu’s algebra andmodular invariance we proved that these vertex algebras
admit logarithmic representations, i.e., the representation on which the Virasoro generatorL(0)
does not act semisimply. On the other hand, irreducible and ordinary modules for W(p) and
SW(m) can be constructed explicitly by using lattice vertex algebras and their modules. This
raises a question whether logarithmic modules can be also constructed via lattice vertex alge-
bras, even though lattice vertex algebras do not admit logarithmic modules. In contrast, for the
Heisenberg and singlet vertex algebras (see [6] and [37]) logarithmic modules are easily con-
structed by deforming the action of the zero modes of the Heisenberg algebra. Thus, we believe
it is important to present explicit construction of logarithmic representations for the triplet.
In this paperwe present a general construction of logarithmicmodules for vertex (super)algebras
obtained as (intersections of) kernels of ”screening” operators (subject to some additional prop-
erties). Vertex algebras obtained in this fashion are also known as W-algebras, but we stress
thatW-algebras considered in this paper do not arise from the usual quantum reduction as in
[12], [14], [30], etc.
Although the idea of deforming CFTs with the use of screening operators has been consid-
ered in the literature on LCFT (especially [17]), our construction is new and covers models not
previously considered. For instance, we are able to explicitly construct certain logarithmic rep-
resentations for W(p) for every p, while in the literature the only explicit construction we are
aware of is for p = 2 (cf. [1],[25]). Moreover, methods used to construct logarithmic modules
are very useful to analyze general indecomposableW(p)-modules (see Section 5 and 6).
We also apply our method to other vertex superalgebras of interest, such as the supertriplet
SW(m) introduced in [8]. Moreover, we construct certain logarithmic representations (cf. The-
orem 4.1 ) of the vertex algebras W(p, p′), which are extensions of the (p, p′)-minimal models
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for the Virasoro algebra introduced in [20]. We also present a construction of a new family of
N = 1 vertex operator superalgebras, called SW(p, p′), which are extensions of theN = 1 super
minimal (p, p′)-models, with (p, p−p
′
2 ) = 1. This extension combines into the following diagram
V1/2(cp,p′ , 0) ⊂ SW(p, p′) ⊂ VL ⊗ F,
where V1/2(cp,p′ , 0) is the (universal) Neveu-Schwarz vertex superalgebra of central charge cp,p′ ,
F is the free fermion vertex operator and VL is the lattice vertex superalgebra based on the
integral lattice L = Zα, 〈α,α〉 = pp′.
The present work also contributes to better understanding of logarithmic representations of
a certain affine vertex algebra on an admissible level. Previously, the first author [4] had ob-
tain an explicit realization of the affine vertex operator algebra L(−43Λ0) (admissible module
for A
(1)
1 [29], [30]) and related modules. In Section 8 we shall construct certain logarithmic
L(−43Λ0)–representations. These logarithmic representations are important for description of
extensions of certain weak modules and analysis of fusion product of admissible representa-
tions. In particular, we present the free field realization of the logarithmic moduleR−1/3 which
appeared in [23] and [24]. It is also interesting that logarithmic representations for affine vertex
operator algebras which we have constructed are not Z≥0–graded and therefore they cannot be
detected by using theory of Zhu’s algebras.
It is well known now that logarithmic modules in vertex algebra theory are closely related
to logarithmic intertwining operators [26], [27], [35]. As in the ordinary case, logarithmic in-
tertwining operators are hard to construct explicitly. In the last part of the paper we show that
already the module map for logarithmic modules considered earlier give rise to logarithmic
intertwining operators. This is obtained by combining the theory of simple currents [34] with
our method (cf. Theorems 9.1 and 9.2).
2. CONSTRUCTION OF LOGARITHMIC MODULES
In this part we assume some familiarity with vertex (super)algebras as in [28] and [32].
Assume that (V, Y,1, ω) is a vertex operator superalgebra, with the parity decomposition
V = V0⊕V1, together with the vertex operator map Y (·, x), Y (u, x) =
∑
n∈Z unx
−n−1, such that
Y (ω, x) =
∑
m∈Z
L(m)x−m−2,
where the operators L(m),m ∈ Z close the Virasoro algebra.
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Let v ∈ V be an even vector such that:
[vn, vm] = 0 ∀n,m ∈ Z,(2.1)
L(n)v = δn,0v ∀ n ∈ Z≥0,(2.2)
so that v is of conformal weight one.
Define
(2.3) ∆(v, x) = xv0 exp
(
∞∑
n=1
vn
−n(−x)
−n
)
.
If v0 acts semisimply on V then the expression x
v0w, where w is an eigenvector for v0 cor-
responding to the eigenvalue λ, is defined as xλw. But (2.3) is ambiguous if v0 does not act
semisimply on V (however, see also Chapter 9).
The following easy but fundamental observation will be of great use in the paper.
Theorem 2.1. Assume that V is a vertex operator superalgebra and that v ∈ V is an even vector which
satisfies conditions (2.1) and (2.2). Let V be the vertex subalgebra of V such that V ⊆ KerV v0.
Assume that (M,YM ) is a weak V –module (resp. σ–twisted weak V –module). Define the pair
(M˜, Y˜fM ) such that
M˜ =M as a vector space,
Y˜fM (a, x) = YM (∆(v, x)a, x) for a ∈ V .
Then (M˜, Y˜fM ) is a weak V –module (resp. σ–twisted weak V –module).
Proof. The proof is essentially in [34] and [15]. There the same statement was proven in the case
when v0 is semisimple and without any restriction. But the same conclusion obviously holds
for V , because v0 acts semisimply on V . 
Remark 2.1. In the case when vn, n ∈ Z, satisfy the commutation relations for the Heisenberg algebra
and v0 acts semisimply on V with integral weights, ∆(v, x) can be used for construction of simple
current modules (for details see [34], [15]).
Among all (weak) V -modules, logarithmic modules are of great interest in this work. The
next result gives a general method for their construction.
Theorem 2.2. Assume that (M,YM ) is a V –module such that L(0) acts semisimply on M . Then
(M˜, Y˜fM ) is logarithmic V –module if and only if v0 does not act semisimply onM .
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Proof. Let
L˜(x) =
∑
n∈Z
L˜(n)x−n−2 = Y˜fM (ω, x).
Then
L˜(x) = YM (ω + x
−1v, x) = L(x) + x−1Y (v, x),
which implies L˜(n) = L(n) + vn, and in particular
L˜(0) = L(0) + v0.
Since L(0) and v0 both preserve graded components and the operator L(0) acts as a scalar on
each graded component, it is clear that L˜(0) acts nonsemisimply if and only if v0 acts non-
semisimply. The proof follows. 
Remark 2.2. We should mention that in [17], the authors presented a related construction of logarithmic
modules by using logarithmic deformation and the extension of the chiral algebra. We think that it will
be interesting to relate these two constructions of logarithmic representations; we also refer the reader to
Section 9, which is in the spirit of [17].
3. THE VERTEX ALGEBRAS W(p, p′) AND W(p)
Define the lattice
L = Zα, 〈α,α〉 = 2pp′,
where p, p′ ∈ Z>0, p 6= p′, p ≥ 2. Let VL be the associated (rank one) lattice vertex algebra with
the vertex operator map Y (cf. [32]).
The vertex algebra VL is a subalgebra of the generalized vertex algebra VeL, where
L˜ = Z
α
2pp′
is the dual lattice. Let us denote the (generalized) vertex operator map in VeL again by Y .
Define
ω =
1
4pp′
α(−1)2 + p− p
′
2pp′
α(−2).
Then ω is a conformal vector with central charge cp,p′ = 1 − 6(p−p
′)2
pp′ . The associated screening
operators are
Q = e
α/p′
0 = ResxY (e
α/p′ , x), Q˜ = e
−α/p
0 = ResxY (e
−α/p, x).
It is known (cf. also [3]) that we have
[Q, Q˜] = 0.
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The screening operatorsQ and Q˜ enable us to define certain vertex subalgebras of VL. Define
VL = KerVLQ˜, VL = KerVLQ, W(p, p′) = VL ∩ VL.
Then VL, VL and W(p, p′) are vertex operator algebras with central charge cp,p′. The vertex
algebraW(p, p′)was introduced by Feigin et al. in [20].
It can be shown (by using Felder’s complex or rationality of L(cp,p′, 0)) that
V (cp,p′ , 0) ⊂ W(p, p′),
where V (cp,p′ , 0) is the universal Virasoro vertex algebra of central charge cp,p′ (generalized
Verma module) and L(cp,p′ , 0) is its simple quotient.
It is not clear to us how to find a strongly generated set forW(p, p′) in general, but for p′ = 2
we recently made some progress [11]. Then, motivated mainly by [20] and [11], we do expect
the following conjecture to be true (cf. also [11]).
Conjecture 3.1. The vertex algebra W(p, p′) is C2-cofinite with 2pp′ + (p−1)(p
′−1)
2 inequivalent irre-
ducible modules.
Remark 3.1. In the case p′ = 1, VL = W(p) is the triplet vertex algebra with central charge cp,1. In
this case
VL =W(p, 1) = LV ir(cp,1, 0).
4. EXTENDED VERTEX ALGEBRAS VL ⊕ VL−α/p AND VL ⊕ VL+α/p′
Observe first that if VL is of central charge cp,p′, both VL−α/p and VL+α/p′ are simple VL–
modules with integral weights. Then on VL⊕VL−α/p (resp. VL⊕VL+α/p′ ) we have the structure
of a vertex operator algebra (see [33]). In this section we shall investigate these extended vertex
operator algebras and its modules. The associated vertex operators can be reconstructed from
the generalized vertex algebra (VeL, Y ).
Define
Vi = VL+ i
2p′
α
⊕
VL+ i
2p′
α− 1
p
α, i = 0, . . . , 2p
′ − 1,
and
Voj = VL+ j
2p
α
⊕
VL+ j
2p
α+ 1
p′
α, j = 0, . . . , 2p − 1.
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Then V = V0 (resp. Vo = Vo0 ) is a vertex operator algebra and each Vi (resp. Voj ) is an
V–module (resp. Vo–module). The associated vertex operators YVi are defined as follows:
YVi(u+ v, x)(ui + vi) = Y (u+ v, x)ui + Y (u, x)vi,
where u ∈ VL, v ∈ VL− 1
p
α, ui ∈ VL+ i
2p′
α, vi ∈ VL+ i
2p′
α− 1
p
α. (Note that we require YVi(v, x)vi =
0.) Similarly we define the vertex operator YVoj .
Remark 4.1. Assume that V is a vertex operator algebra andM is a V –module with integral weights.
Then V ⊕M carries the vertex operator algebra structure (cf. [33]). This structure in the case V = VL
andM = VL−α/p coincides with the vertex operator algebra structure on V described above.
We fix V = V0. In this section we shall consider the case v = e−α/p. Then
[vn, vm] = 0 ∀m,n ∈ Z.
But v0 = Q˜ is a screening operator and it does not acts semisimply on V0. On the other hand
Q˜ acts trivially on VL and we can use∆(v, x) to construct weak VL–modules. Similarly we can
use∆(eα/p
′
, x) to construct weak VL–modules.
Theorem 4.1.
(i) Assume that (M,YM ) is a weak V–module. Then the structure
(M˜, Y˜fM (·, x)) := (M,YM (∆(e−α/p, x)·, x))
is a weak VL–module. In particular,
(V˜i, Y˜ eVi), i = 0, . . . , 2p
′ − 1,
are weak VL–modules.
(ii) Assume that (M,YM ) is a weak Vo–module. Then the structure
(M˜, Y˜fM (·, x)) := (M,YM (∆(eα/p
′
, x)·, x))
is a weak VL–module. In particular,
(V˜oj , Y˜fVoj ), j = 0, . . . , 2p − 1,
are weak VL–modules.
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We shall now investigate these VL–modules. For simplicity we set Y˜ = Y˜ eVi . Let
L(x) = Y (ω, x) =
∑
n∈Z
L(n)x−n−2, L˜(x) = Y˜ (ω, x) =
∑
n∈Z
L˜(n)x−n−2.
Then
L˜(x) = L(x) + x−1Y (e−α/p, x),
L˜(n) = L(n) + e−α/pn .
In particular,
L˜(0) = L(0) + Q˜.
Similarly we see that on V˜oi we have
L˜(0) = L(0) +Q.
Now it is easy to see that modules V˜i and V˜oi are logarithmic.
Corollary 4.1.
(i) For every i = 0, . . . , 2p′ − 1, V˜i are logarithmic VL–modules.
(ii) For every i = 0, . . . , 2p′ − 1, V˜i are logarithmicW(p, p′)–modules.
(iii) For every i = 0, . . . , 2p − 1, V˜oi are logarithmicW(p, p′)–modules.
Remark 4.2. Observe that nothing had prevented us to work with more general operators∆(λe−α/p, x),
where λ 6= 0. But this modification does not lead to new representations; it merely contributes to the
endomorphism algebra of a (reducible) logarithmic module in question.
5. LOGARITHMIC AND INDECOMPOSABLE MODULES FOR THE TRIPLET VERTEX ALGEBRA
W(p)
Now we shall consider the case p′ = 1 and p ≥ 2. Then VL is the triplet vertex algebraW(p)
investigated in [7], [22], [16], [18], [19], etc. For more about the triplet algebra see [31], [21], [13],
etc.
We know thatW(p) is a vertex subalgebra of VL, strongly generated by
ω, F = e−α, H = QF, E = Q2F.
Recall also thatW(p) has exactly 2p irreducible modules:
Λ(1), . . . ,Λ(p),Π(1), . . . ,Π(p).
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The construction in the previous section provides two logarithmic W(p)–modules: (V˜ , Y˜ )
and (V˜1, Y˜ ).
For a ∈ W(p), let
Y˜ (a, x) =
∑
n∈Z
a˜nx
−n−1.
Define the following operator acting on V˜ and V˜1:
G = eα0 + νpe
α−α/p
−1 , νp =
p
p− 1 .(5.1)
Then the definition of Y˜ (a, x) implies that
a˜n = an +
∞∑
m=1
(−1)m
−m (e
−α/p
m a)n−m.(5.2)
Lemma 5.1. OnW(p)–modules V˜ and V˜1 we have
(i) [G, a˜n] = (˜Qa)n, for every n ∈ Z and a ∈ W(p).
(ii) [G, L˜(n)] = 0, i.e., G is a screening operator which commutes with the action of the Virasoro algebra
on V˜ and V˜1.
Proof. It is clear that (i) implies (ii). Let us prove assertion (i). By using formula (5.2) we get:
[G, a˜n] = [Q+ νpe
α−α/p
−1 , a˜n]
= (˜Qa)n + νp[e
α−α/p
−1 , an] +
∞∑
m=1
(−1)m
−m ([Q, e
−α/p
m ]a)n−m
= (˜Qa)n + νp
∞∑
i=0
(−1
i
)
(e
α−α/p
i a)n−1−i + νp
∞∑
m=1
(−1)m(eα−α/pm−1 a)n−m
= (˜Qa)n.
The proof follows. 
ForX ∈ {E,F,H}, we define
X˜(n) := X˜n+2p−2.
We shall consider the followingW(p)–module:
P+p−1 =W(p).e
α
2 ⊆ V˜1.
Theorem 5.1.
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(i) The module P+p−1 is a Z≥0–graded logarithmicW(p)–module
P+p−1 =
⊕
n∈Z≥0
P+p−1(n),
with the top component P+p−1(0) of dimension two, spanned by spanC{e
α
2 , e
α
2
−α
p }. In this basis L˜(0)
acts on P+p−1(0) as [
2−p
4 1
0 2−p4
]
.
(ii) TheW(p)–module P+p−1 is is invariant under the action of G, and we have
P+p−1 = V˜1.
Proof. By using direct calculation, one can see that
X˜(n)v = ˜L(n+ 1)v = 0, for n ∈ Z≥0
for v ∈ {eα2 , eα2−αp }. This implies that P+p−1 is a Z≥0–graded module forW(p). Now the proof
follows from:
L˜(0)e
α
2 = L(0)e
α
2 + Q˜e
α
2 =
2− p
4
e
α
2 + e
α
2
−α
p ,
L˜(0)e
α
2
−α
p = L(0)e
α
2
−α
p =
2− p
4
e
α
2
−α
p .
Let us prove assertion (ii). First we recall the usual (undeformed) action of W(p) on VL+α/2.
By using results from [7], one can easily see that under this action VL+α/2 is a cyclic module
generated by eα/2. Moreover VL+α/2−α/p is a cyclic module generated by e
3/2α−α/p. On the
other handW(p) · eα/2−α/p = Λ(p − 1) ⊂ P+p−1. Thus, it is sufficient to show e3/2α−α/p ∈ P+p−1.
Our Lemma 5.1 directly implies that P+p−1 is G-invariant.
Since e−α/2 ∈ P+p−1, we conclude that
G2e−α/2 ∈ P+p−1.
By direct calculation we have:
G2e−α/2 = 2νpQe
α−α/p
−1 e
−α/2 = Ce3/2α−α/p
for certain non-zero constant C . The constant C can be easily computed from the relation
Qe
α−α/p
−1 e
−α/2 = Resx1Resx2x
−1
2 Y (e
α, x1)Y (e
α−α/p, x2)e
−α/2
and the explicit formulas Y (eα, x) and Y (eα−α/p, x). The proof follows. 
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Define the following submodules of P+p−1:
M1 = W(p).e−α/2,
N1 = W(p).e−α/2 +W(p).e3α/2−α/p =M1 + VL+α/2−α/p,
N2 = W(p).eα/2−α/p ∼= Λ(p − 1).
Lemma 5.2. We have
(i) TheW(p)–moduleM1 =W(p) · e−α/2 defines a non-split extension
0→ Λ(p − 1)→M1 → Π(1)→ 0,
of modules Π(1) and Λ(p− 1).
(ii) The modulesM1 and VL+α/2−α/p are non-isomorphic.
Proof. We clearly have N2 ⊂ VL+α/2−α/p. From Lemma 5.1, we compute
(5.3) ˜E(p− 1)e−α/2 = ˜(Q2e−α)3p−3e−α/2 = (ad G)2(e−α3p−3) · e−α/2.
But
e−α3p−3e
−α/2 = e−α3p−3Ge
−α/2 = 0,
and thus
˜E(p − 1)e−α/2 = ˜F (p− 1)G2e−α/2 = Ceα/2−α/p,
for some C 6= 0. This implies thatN2 ⊂M1.
To prove the assertion it is sufficient to show that:
VL+α/2−α/p ∩M1 = N2.(5.4)
By using Lemma 5.1 again we prove:
E˜(0)e−α/2 = −2
(
3p− 2
2p− 1
)
Qe−α/2 +w
where
w = −2νp
(
3p− 2
2p− 1
)
e
α−α/p
−1 e
−α/2 + F˜ (0)G2e−α/2.
Since Qw = 0 we conclude that w is not a subsingular vector in VL+α/2−α/p which gives that
w ∈ N2 (here we use the structure of VL+α/2−α/p as a module for the Virasoro algebra from [7]).
We also have:
H˜(0)e−α/2 = −
(
3p− 2
2p− 1
)
e−α/2, H˜(0)Qe−α/2 =
(
3p− 2
2p− 1
)
Qe−α/2 − 1
2
w.
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Therefore the top component of the quotient moduleM1/N2 is of dimension two. Assume
that VL+α/2−α/p ∩M1 % N2. Then clearly
VL+α/2−α/p ∩M1 = VL+α/2−α/p
which implies that the top component ofM1/N2 is 4-dimensional. A contradiction. Therefore
(5.4) holds. This implies that the quotient moduleM1/N2 is isomorphic to Π(1).
For (ii) we only have to show that VL+α/2−α/p ≇M1. This is done by contradiction. Suppose
there is an isomorphism fromM1 to VL+α/2−α/p. Since e−α/2 is a highest weight vector for the
Virasoro algebra this vector has to be mapped to another highest weight vector in VL+α/2−α/p
of the same conformal weight. Such a vector is unique up to a scalar and proportional to
e3α/2−α/p. But then F˜3p−3e
3α/2−α/p = eα/2−α/p, while F˜3p−3e
−α/2 = 0, a contradiction. 
The moduleM1 in the previous lemma was also predicted in [22] (see also [18]).
Proposition 5.1. The socle part of theW(p)–module P+p−1 is isomorphic to Λ(p−1). The module P+p−1
has semisimple length three with the following semisimple filtration:
P+p−1 = N0 ⊃ N1 ⊃ N2 ⊃ N3 = 0,(5.5)
such that
N0/N1 ∼= Λ(p − 1), N1/N2 ∼= Π(1)⊕Π(1), N2/N3 ∼= Λ(p − 1).
Proof. Let W be a non-zero submodule of P+p−1. By using action of W(p) on vectors from W ,
one sees that
W ∩ P+p−1(0) 6= {0}.
Then action of L˜(0) on the top level P+p−1(0) implies that eα/2−α/p ∈ W . In this way we have
proved thatW containsN2. SinceW is an arbitrary submodule, we conclude that the socle part
of P+p−1 is N2 ∼= Λ(p − 1).
Since P+p−1/N2 is not semisimpleW(p)–module, there are no semisimple filtration of length
two.
In order to prove that (5.5) is a semisimple filtration of length three, it suffices to show that
N1/N2 is semisimple. First we notice that VL+α/2−α/p/N2 ∼= Π(1) (cf. [7]) andM1/N2 ∼= Π(1)
(cf. Lemma 5.2) which easily implies that
(VL+α/2−α/p/N2)
⋂
M1/N2 = {0}.
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In this way we have obtained that
N2/N1 = (M1 + VL+α/2−α/p)/N2 ∼= Π(1)⊕Π(1).
So filtration (5.5) is a semisimple filtration ofminimal length, and thereforeP+p−1 has semisim-
ple length three. 
In the proof of Proposition 5.1 we have shown that every non-zero submodule of P+p−1 inter-
sects top component non-trivially. Thus, P+p−1 is precisely theW(p)–module induced from the
two-dimensional module P+p−1(0) for Zhu’s algebra A(W(p)).
Corollary 5.1. Assume thatM is a Z≥0–gradedW(p)–module such that:
(i) The top componentM(0) is isomorphic to P+p−1(0) as a module for the Zhu’s algebra A(W(p)).
(ii) IfW is a non-zero submodule ofM , thenW ∩M(0) 6= {0}.
Then we haveW ∼= P+p−1. In particular, the module P+p−1 is self-dual.
Proof. The first assertion follows from the theory of Zhu’s algebras and the above discussion.
Since the contragradient module for P+p−1 also has the top component isomorphic to P+p−1(0),
we easily conclude that P+p−1 is a self-dualW(p)–module. 
The other logarithmicW(p)-module V˜ , which will be denoted by P−p−1, has a slightly differ-
ent structure as illustrated in our next result (the proof is analogous to the one in the previous
proposition).
Proposition 5.2. We have:
(i) The module P−p−1 is of semisimple length three and its socle part is Π(p − 1). Moreover, P−p−1
admits the semisimple filtration
P−p−1 = N−0 ⊃ N−1 ⊃ N−2 ⊃ N−3 = 0,(5.6)
such that
N−0 /N−1 ∼= Π(p − 1), N−1 /N−2 ∼= Λ(1)⊕ Λ(1), N−2 /N−3 ∼= Π(p − 1).
(ii) The first nontrivial L˜(0)-Jordan block of P−p−1 opens at the degree one (i.e., there exists v ∈
P−p−1(1) such that L˜(0)v = v + w, where w 6= 0 and L˜(0)w = w).
(iii) If we let Y˜ ′(·, x) = Y˜ (∆(α(0)2 , x)·, x) , then (V˜ , Y˜ ′(·, x)) is isomorphic to V˜1.
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Remark 5.1. Existence of certain logarithmic W(p)–modules was proven in [7] by using modular
invariance and the theory of Zhu’s algebras. In Theorem 5.1 we have presented an explicit realization of
a logarithmic module from Proposition 6.6 of [7].
Remark 5.2. In [18],[19] (see also [22]) it was conjectured thatW(p) admits 2(p− 1) indecomposable
(nonisomorphic) logarithmic modules. Although our method gives 2 logarithmicW(p)-modules for fixed
p, there is a strong evidence that remaining logarithmic modules can be also constructed by using our
method. The main difficulty here is to find a correct replacement for the Q operator in an appropriate
extension of VL. This is work in progress.
6. INDECOMPOSABLE W(p)-MODULES AND THE QUANTUM GROUP Uq(sl2), q = epii/p
In this section discuss conjectural equivalence between the category of finitely generated
W(p)-modules and the category of finite dimensional modules for the restricted quantum
group Uq(sl2), where q is a primitive 2p-th root of unity (cf. [18], [19]).
We also discuss some additional indecomposableW(p)-modules.
In [7], we decomposed the category of ordinaryW(p)-modules into p+1 blocks. Two blocks
contain a single irreducible module, and remaining p − 1 blocks contain two irreducible mod-
ules each. In fact, similar decomposition persists at the level of weak W(p)-modules, and a
proof can be given along the lines of [7] by analyzing Virasoro algebra fusion. However, if p is
prime, because of Lemma 6.2 [7] and the discussion after the lemma it is clear that there are no
(logarithmic) extensions between different blocks, so no Virasoro fusion is needed. So let O be
the category of finitely generated weakW(p)-modules, and
O =
p+1⊕
i=1
O[hi,1]
the corresponding block decomposition.
In the previous sectionwe discussed inmore details two logarithmic modulesP+p−1 ∈ Ob(O[hp−1,1])
and P−p−1 ∈ Ob(O[h1,1]).
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Notice that inside the logarithmic module P+p−1 we have realized the following non-trivial
extensions ofW(p)–modules:
0→ Λ(p − 1)→M1 → Π(1)→ 0;
0→ Λ(p − 1)→ VL+α/2−α/p → Π(1)→ 0;
0→ Λ(p − 1)→ N1 → Π(1) ⊕Π(1)→ 0;
0→ N1 → P+p−1 → Λ(p − 1)→ 0.
From this we clearly obtain the following embedding structure for the module P+p−1 (a simi-
lar diagram can be drawn for P−p−1):
(6.1) Λ(p−1)•
yy %%
Π(1)•

Π(1)•

Λ(p−1)•
We find the structure of this logarithmic module identical to the structure of the corresponding
projective modules in the case of the quantum group U¯q(sl2), q = epii/p [18], [19].
From (6.1) we also obtain the following indecomposable module (the so-called ”wedge”):
(6.2) Λ(p−1)•
yy %%
Π(1)• Π(1)•
simply by taking the obvious quotient of P+p−1. But there is also another wedge of the form:
(6.3) Π(1)•

Π(1)•

Λ(p−1)•
We can now ”glue” together several wedges (6.2) to obtain:
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(6.4) Λ(p−1)•
yy %%
· · ·
yy %%
Λ(p−1)•
yy %%
Π(1)• Π(1)• · · · Π(1)• Π(1)•
and similarly we get
(6.5) Π(1)•

Π(1)•


· · · Π(1)•


Π(1)•

Λ(p−1)• · · · Λ(p−1)•
All representations considered here can be constructed explicitly. For instance (6.3) is ob-
tained by taking the L(0)-semisimple part of P+p−1 (cf. module N1 in the previous section). The
representation (6.1) is the only logarithmic representation here and conjecturally this is a pro-
jective cover of the irreducible module Λ(p− 1). The other modules considered here are clearly
indecomposable. We can of course obtain similar modules within the O[h1,1] block, we only
have to switch the roles of Λ and Π.
Another interesting class of representations is obtained as submodules of P+p−1, where there
infinitely many nonisomorphic submodules parameterized by [x : y] ∈ CP1. These modules
can be again constructed explicitly (we omit details here), and are in fact different Baer sums of
extensions obtained fromM1 and VL+α/2−α/p. These modules have embedding structure
(6.6) Π(1)•
x

y

Λ(p−1)•
This type of modules are known to exist on the quantum group side.
Remark 6.1. The block O[h1,1] is important for several reasons. Firstly, this is the principal block
since it contains the ”trivial” moduleW(p). But this block is also the ”shortest” in the sense that two
irreducible modules (W(p) = Λ(1) and Π(p− 1) are at the ”conformal distance” one). Thus analysis of
Zhu’s algebra A1(W(p)) ought to be sufficient to classify all indecomposable modules in the block. We
plan to study this problem in our future work.
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7. LOGARITHMIC MODULES FOR SW(m) AND SW(p, p′)
As in the previous section we can now construct logarithmic modules for the super-triplet
vertex algebra SW(m) and related extensions ofN = 1 superconformalminimal models SW(p, p′).
To the best of our knowledge, the algebra SW(p, p′) has not been previously studied, so here
we give its definition and a few basic properties omitting proofs that are identical as those in
[8].
Let p > p′ be positive integers where (p, p−p
′
2 ) = 1. Consider the rank one lattice Zα, with
〈α,α〉 = pp′, and the vector spaceVL = M(1) ⊗ C[L], where M(1) is as before. We have the
parity decomposition VL = V
0
L ⊕ V 1L in the standard way, and verify that this decomposition
is compatible with the (super)bracket structure giving a vertex superalgebra structure on VL.
Then we form the vertex superalgebra VL⊗F , where F is the free fermion vertex superalgebra
generated by the field φ(x) =
∑
n∈Z φ(n)x
−n−1/2.
We introduce (super)conformal structure on VL ⊗ F by choosing superconformal vector τ
and conformal vector ω as follows:
τ =
α(−1)1√
pp′
⊗ φ(−1/2)1 + p− p
′
√
pp′
1⊗ φ(−3/2)1,
and
ω =
α(−1)21
2pp′
⊗ 1+ (p− p′)α(−2)1
2pp′
⊗ 1+ 1
2
(1⊗ φ(−3/2)φ(−1/2)1) .
It is easy to check that Y (τ, x) and Y (ω, x) close the N = 1 Neveu-Schwarz superconfor-
mal algebra of central charge 32(1 − 2 (p−p
′)2
pp′ ), and thus VL ⊗ F is an N = 1 vertex operator
superalgebra. If we denote the eigenvalue of L(0) operator by wt(v) then simple computation
shows
wt(elα) =
l2pp′ − l(p − p′)
2
.
Now, letL◦ denote the dual lattice and VL0 generalized vertex operator superalgebra. Therefore
eα/p
′ ∈ C[L◦] and e−α/p ∈ C[L◦] are odd vectors of weight 12 , and hence eα/p
′ ⊗ φ(−1/2)1 and
e−α/p ⊗ φ(−1/2)1 are even vectors of weight one. It is not hard to show (see [8]) that the
screening operators
Q = ResxY (e
α/p′ ⊗ φ(−1/2)1, x), Q˜ = ResxY (e−α/p ⊗ φ(−1/2)1, x)
commute with the action of the N = 1 superconformal algebra. We now define
SW(p, p′) := KerVL⊗F (Q) ∩KerVL⊗F (Q˜).
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From the previous discussion we obtain
Proposition 7.1. We have
V1/2(cp,p′ , 0) ⊂ SW(p, p′),
thus SW(p, p′) is an N = 1 superconformal vertex algebra.
We expect the vertex superalgebra SW(p, p′) to be C2-cofinite. By using the construction
analogous to the one forW(p, p′)we can show that each SW(p, p′) admits logarithmic modules.
Proposition 7.2.
(i) For i = 0, ..., p′ − 1, let SV i =
(
VL+ i
p′
α ⊕ VL+ i
p′
α−α
p
)
⊗ F . Then SV = SV0 is a vertex operator
superalgebra and SV i is a SV–module.
(ii) For j = 0, ..., p − 1, let SVoj =
(
VL+ j
p
α ⊕ VL+ j
p
α+ α
p′
)
⊗ F . Then SVo = SVo0 is a vertex operator
superalgebra and SVoj is a SVo–module
Theorem 7.1.
(i) Assume that (M,YM ) is a weak SV–module. Then the structure
(M˜, Y˜fM (·, x)) := (M,YM (∆(e−α/p ⊗ φ(−12 ), x)·, x))
is a weak SW(p, p′)-module. Moreover,
(S˜V i, Y˜gSVi), i = 0, . . . , p
′ − 1,
are logarithmic SW(p, p′)-modules.
(ii) Assume that (M,YM ) is a weak SVo–module. Then the structure
(M˜, Y˜fM (·, x)) := (M,YM (∆(eα/p
′ ⊗ φ(−12), x)·, x))
is a weak SW(p, p′)–module. In particular,
(S˜Voj , Y˜gSVoj ), j = 0, . . . , p − 1,
are logarithmic SW(p, p′)–modules.
It is easy tomodify the previous result to the case p′ = 1 and p = 2m+1 considered in [8], but
now with only one screening operator. We shall use the same notation as in [8]. Let L = Zα be
a rank one lattice with nondegenerate form given by 〈α,α〉 = 2m + 1, where m ∈ Z>0. Let VL
be the corresponding vertex superalgebra. Let F be the fermionic vertex algebra as above and
LATTICE CONSTRUCTION OF LOGARITHMIC MODULES 19
M its canonical twisted module as in [8] and [9]. We consider the vertex superalgebra VL ⊗ F .
Let σ be the canonical Z2 automorphism of VL ⊗ F .
The super-triplet vertex algebra is defined as
SW(m) = KerVL⊗F Q˜.
It was proved in [8] that SW(m) is an irrational, C2–cofinite vertex operator superalgebra. The
irreducible and irreducible σ–twisted SW(m)–modules were classified in [8] and [9].
Now we shall construct certain logarithmic (σ–twisted) modules for SW(m).
Proposition 7.3.
(i) The vector space SV = (VL ⊕ VL−α/(2m+1))⊗ F admits a structure of vertex operator superalgebra.
(ii) The vector space RV = (VL+α/2 ⊕ VL+α/2−α/(2m+1))⊗M is a σ–twisted SV–module.
Let now v = e−α/(2m+1) ⊗ φ(−12 ). Applying Theorem 2.1 in the case of the vertex operator
superalgebra SV we get construction of logarithmic modules for SW(m).
Theorem 7.2.
(i) (S˜V, Y˜fSV) is a logarithmic SW(m)–module of semisimple length three.
(ii) (R˜V , Y˜gRV) is logarithmic σ–twisted SW(m)–module of semisimple length three.
Let us describe the twisted logarithmic module R˜V in more details. Let (VeL, Y ) be the gen-
eralized vertex algebra associated to the lattice L˜ = Z α2(2m+1) . As in [9], let
φ(x) =
∑
n∈Z
φ(n)x−n−
3
2
be the field which defines onM the structure of twisted F–module. Then one can show that
Q˜ = ResxY (e
−α/(2m+1) , x)⊗ φ(z) =
∑
n∈Z
(e−α/(2m+1))
−n−
3
2
⊗ φ(n)
is the (second) screening operator which commutes with the action of the Ramond algebra ( see
Remark 5.2 of [9]). By using similar analysis as in Section 5, one can see that on twistedmodule
R˜V :
L˜(0) = L(0) + Q˜.
Then R˜V is a Z≥0–graded and that on its top level R˜V(0), the operator L˜(0) acts (in the
obvious basis) as [
h2m,1 1
0 h2m,1
]
,
where h2m,1 = 1−2m8 +
1
16 . This gives additional evidence for conjectures presented in [9].
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8. LOGARITHMIC REPRESENTATIONS OF THE AFFINE VERTEX OPERATOR ALGEBRA L(−43Λ0)
Admissible representations of affine Lie algebras were introduced by V. Kac and M. Waki-
moto in [29]. These representations have been also studied in the framework of vertex operator
algebras (cf. [2], [5], [30], [39]).
In this sectionwe shall present a construction of logarithmic representations of the affine ver-
tex operator algebra L(−43Λ0) which uses realization from [4]. This explicit realization enable
us to apply Theorem 2.1 in the case of the vertex operator algebra L(−43Λ0).
First we shall briefly recall the construction from [4].
Define the following lattice
L˜ = Zγ + Zδ, 〈γ, γ〉 = −〈δ, δ〉 = 1
6
, 〈γ, δ〉 = 0.
Let VeL be the associated generalized vertex algebra with the vertex operator map Y .
Now we define the screening operators:
Q = ResxY (e
−6γ , x) = e−6γ0 ,
Q˜ = ResxY (e
2γ , x) = e2γ0 ,
and the following Virasoro element
ω = (3γ(−1)2 − 2γ(−2) − 3δ(−1)2)1.
Then ω generates the Virasoro vertex operator algebra LV ir(−6, 0). Set
L(x) = Y (ω, x) =
∑
n∈Z
L(n)x−n−2.
Define the following vectors in VeL:
e = e3(γ−δ),
h = 4δ(−1)1,
f = −29Qe3(γ+δ)
= −(4γ(−1)2 − 23γ(−2))e−3(γ−δ) .
Then e, h, f are primary vectors of conformal weight 1 for the Virasoro algebra.
Define
D = Z(3γ + 3δ) + Z(3γ − 3δ).
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Clearly, VD is a subalgebra of VeL which contains vectors e, f and h. Since D is an even lattice,
VD is a vertex algebra.
Theorem 8.1. [4] The vectors e, f and h generate a subalgebra of the vertex algebra VD isomorphic to
the vertex operator algebra L(−43Λ0). Moreover,
L(−43Λ0) ⊂ KerVDQ˜.
Nowwe shall consider the vertex operator algebra
V = VD ⊕ VD+2γ
and its simple module
M = VD−3γ+δ
⊕
VD−γ+δ.
(The associated vertex operators are restrictions of the vertex operator in the generalized vertex
algebra VeL and will be also denoted by Y ).
We also note that VD−2γ and VD−γ+δ are (irreducible) V–modules (on which VD+2γ acts triv-
ially) and that there is a non-trivial intertwining operator Y of type( M
VD−γ+δ VD−2γ
)
.(8.1)
Let now v = e2γ . Applying Theorem 2.1 in the case of the vertex operator superalgebra V we
get construction of logarithmic L(−43Λ0)–modules.
Theorem 8.2. The pairs (V˜, Y˜ ) and (M˜, Y˜ ) are logarithmic L(−43Λ0)–modules. In particular, the
components of the fields
e˜(x) = Y˜ (e, x) = Y (e, x),
h˜(x) = Y˜ (h, x) = Y (h, x),
f˜(x) = Y˜ (f, x) = Y (f, x) +
4
3
x−1Y (γ(−1)e−γ+3δ , x) + 1
3
x−2Y (e−γ+3δ , x),
define on V andM structures of A(1)1 –modules of level −43 .
Define now the following module
R−1/3 = U(ŝl2).e−3γ+δ ⊂ M˜.
Recall that
L˜(0) = L(0) + Q˜.
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Then
L˜(0)e−3γ+δ = −1
3
e−3γ+δ + e−γ+δ,
L˜(0)e−γ+δ = −1
3
e−γ+δ .
ThereforeR−1/3 is an logarithmic L(−43Λ0)–module.
On the other hand, the results from [4] implies that
U(ŝl2).e
−γ+δ ∼= L(−2
3
Λ0 − 2
3
Λ1),
and that
E = U(ŝl2).e
−2γ
is a Z≥0–graded L(−43Λ0)–module.
Note that R−1/3 contains e−γ+δ and therefore a submodule isomorphic to L(−23Λ0 − 23Λ1).
But we shall now see thatR−1/3 is not Z≥0–graded. We have:
˜e(n+ 1)e−3γ+δ = ˜f(n+ 2)e−3γ+δ = 0 for n ≥ 0,(8.2)
e˜(0)e−3γ+δ = e−2δ, f˜(1)e−3γ+δ = νe−4γ+4δ (ν 6= 0).(8.3)
Thus e−4γ+4δ ∈ R−1/3.
By using explicit realization [4], one can see that
E1 = U(ŝl2).e
−4γ+4δ
is a weak, ordinary module Z–graded module, but gradation is not bounded. (Note that also
L(−23Λ0 − 23Λ1) is isomorphic to a submodule of E1). Now relations (8.2)-(8.3) imply that
E2 = R−1/3/U(ŝl2).e−4γ+4δ
is a non-logarithmic Z≥0–graded L(−43Λ0)–module.
Proposition 8.1. The logarithmic L(−43Λ0)–module R−1/3 appears in the extension
0→ E1 →R−1/3 → E2 → 0
of non-logarithmic weak module E1 and non-logarithmic Z≥0–graded module E2.
The results from this section imply the existence of the following intertwining operator (this
intertwining operator can be also constructed from intertwining operator (8.1) and methods
from Section 9 below).
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Proposition 8.2. There is a non-trivial (logarithmic) intertwining operator of type( R−1/3
L(−23Λ0 − 23Λ1) E
)
.
Remark 8.1. We should mention that the existence of such logarithmic moduleR−1/3 was predicted in
the fusion rules analysis of [23]. Gaberdiel foundR−1/3 in the fusion product (which should correspond
to tensor product) of non-logarithmic Z≥0-graded modules L(−23Λ0 − 23Λ1) and E. Our intertwining
operator from Proposition 8.2 is in agreement with this fusion product in [23].
One can also check that the structure of our logarithmic module R−1/3 can be also illustrated by
Figure 2 in [23]. So we believe that our construction present an explicit realization of this logarithmic
module.
We can also make a similar analysis of other logarithmic submodules of V˜ and M˜. We plan to study
these logarithmic modules and the corresponding fusion rules in our forthcoming papers.
9. LOGARITHMIC INTERTWINING OPERATORS
Let us recall the main ingredients in the definition of logarithmic intertwining operators
following [35], [37] and [27]. These are simply intertwining-like operator maps
Y(w, x) : W1 ⊗W2 −→W3{x}[log(x)],
satisfying the L(−1)-property and the Jacobi identity identical to the ordinary Jacobi identity
in the definition of ordinary intertwining operator maps. These objects appear naturally if one
studies differential equations satisfied by correlation functions [35]. First nontrivial construc-
tions of intertwining operators were obtained in [37] and [6] (these structures were predicted
earlier in [35]). In this part we present a general construction of intertwining operators among
certain logarithmic modules. The construction here is heavily influenced by results in previous
sections and especially [17], were closely related operators were considered.
We shall use the same framework as in Section 2. Let V be a vertex operator superalgebra.
Let again v ∈ V satisfies conditions (2.1) and (2.2). Denote by V any vertex subalgebra of V
contained in the kernel of v0. IfM is a weak V -module, then the pair (Y˜fM , M˜ ) defines a weak
V -module.
SinceM is an V –module, we have an intertwining operator, which we denote by Y , of type(
M
V M
)
.
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We are aiming for a logarithmic intertwining operator of type(
M˜
V M˜
)
.
Recall
∆(v, x) = xv0 exp
(
∞∑
n=1
vn
−n(−x)
−n
)
be as before. Observe (again!) that the expression
∆(v, x)w, w ∈ V,
is ambiguous in general, but
∆(v, x)w, w ∈ V ,
is well-defined. To fix the problem we introduce a new operator (cf. [17] and [37] for closely
related constructions):
(9.1) ∆log(v, x) = exp
(
log(x)v0 +
∞∑
n=1
vn
−n(−x)
−n
)
,
where as usual
exp(log(x)v0) =
∞∑
n=0
log(x)nvn0
n!
,
and log(x) is a formal variable satisfying (log(x))′ = 1x .
Notice that now∆log(v, x)w involves logarithmic terms for w ∈ V , but if w ∈ V then
(9.2) ∆(v, x)w = ∆log(v, x)w.
We first observe the following useful result:
Lemma 9.1. With u ∈ V and v as above, then
∆log(v, x2)Y (u, y) = Y (∆(x2 + y)u, y)∆log(v, x2).
Proof. Because of [v0, vm] = 0we can write
∆log(v, x) = exp(log(x)v0)E
+(−v,−x),
where E+(v, x) is defined as usual.
As in Lemma 2.15 of [34] we get
E+(v, x)Y (u, y)E+(−v, x) = Y ((−x)v0∆(−v,−x+ y)u, y).
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As in [35], we also have
exp(log(x)v0)Y (u, y)exp(−log(x)v0) = Y (exp(log(x)v0)u, y).
Combined together we get
∆log(v, x2)Y (u, y)∆log(−v, x2)
= exp(log(x)v0)E
+(−v,−x)Y (u, y)E+(v,−x)exp(−log(x)v0)
= exp(log(x)v0)Y (x
−v0∆(v, x+ y)u, y)exp(−log(x)v0)
= Y (exp(log(x)v0)x
−v0∆(v, x+ y)u, y).(9.3)
Finally, if we take v ∈ V , we obtain the wanted formula. 
Here is the main result of this section
Theorem 9.1. Let Y be intertwining operator as above and v as before such that v0 acts nilpotently on
V . Then Y˜(·, x) := Y(∆log(v, x)·, x) is a logarithmic intertwining operator of type(
M˜
V M˜
)
in the category of V –modules.
Proof. The main idea is already in [34]. Because of
[L(−1), v0] = 0, [L(−1), vn] = −nvn−1,
we have
[L(−1),∆log(u, x)] = − d
dx
(∆log(v, x)),
which implies
[L(−1), Y˜(u, x)] = d
dx
Y˜(u, x),
the L(−1)-derivative property.
For the Jacobi identity, we start from the ordinary Jacobi identity for the intertwining opera-
tor Y(u, x), where u ∈ V :
x−10 δ
(
x1 − x2
x0
)
Y˜ (u, x1)Y˜(w, x2)− x−10 δ
(−x2 + x1
x0
)
Y˜(w, x2)Y˜ (u, x1)
= x−10 δ
(
x1 − x2
x0
)
Y (∆(v, x1)u, x1)Y(∆log(v, x2)w, x2)
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−x−10 δ
(−x2 + x1
x0
)
Y(∆log(v, x2)w, x2)Y (∆(v, x1)u, x1)
= x−12 δ
(
x1 − x0
x2
)
Y(Y (∆(v, x1)u, x0)∆log(v, x2)w, x2)
= x−12 δ
(
x1 − x0
x2
)
Y(Y (∆(v, x2 + x0)u, x0)∆log(v, x2)w, x2).
Finally, we apply Lemma 9.1 so the right hand-side becomes
x−12 δ
(
x1 − x0
x2
)
Y(∆log(v, x2)Y (u, x0)w, x2),
which is what we needed to prove.

By using similar proof to that of Theorem 9.1 we have
Theorem 9.2. Assume that M1, M2 and M3 are V –modules and that v ∈ V satisfies conditions (2.1)
and (2.2) and v0 acts nilpotentlly onMi, i = 1, 2, 3. Let Y be an intertwining operator of type
( M3
M1 M2
)
in the category of V –modules. Then Y˜(·, x) := Y(∆log(v, x)·, x) is a logarithmic intertwining operator
of type (
M˜3
M1 M˜2
)
in the category of V –modules.
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