In this article, we propose several quantization-based strati ed sampling methods to reduce the variance of a Monte Carlo simulation. Theoretical aspects of strati cation lead to a strong link between optimal quadratic quantization and the variance reduction that can be achieved with strati ed sampling. We rst put the emphasis on the consistency of quantization for partitioning the state space in strati ed sampling methods in both nite and in nite-dimensional cases. We show that the proposed quantization-based strata design has uniform e ciency among the class of Lipschitz continuous functionals. Then a strati ed sampling algorithm based on product functional quantization is proposed for path-dependent functionals of multifactor di usions. The method is also available for other Gaussian processes such as Brownian bridge or Ornstein-Uhlenbeck processes. We derive in detail the case of Ornstein-Uhlenbeck processes. We also study the balance between the algorithmic complexity of the simulation and the variance reduction factor. Functional quantization-based strati ed sampling methods Variance reduction methods can be used to dramatically reduce the computation time of a Monte Carlo simulation, or to increase its accuracy. The main variance reduction methods are (adaptive) control variate, pre-conditioning, importance sampling and strati cation [ , ]. The problem is that these methods may strongly depend on the payo or the model and require signi cant changes in the practical implementation of the Monte Carlo simulation. Therefore, most practitioners do not use the most sophisticated methods except for marginal cases.
Introduction
The quantization of a random variable X consists of its approximation by a random variable Y taking nitely many values. This problem has initially been investigated for its applications to signal transmission and for compression issues [ ]. In this context, quantization is a method of signal discretization. The aim is to choose the random variable Y so as to minimize the resulting error for a xed quantization level N.
More recently, quantization was introduced in numerical probability to devise numerical integration methods [ ] and to solve multi-dimensional stochastic control problems such as the pricing of American options [ ] and swing options [ ]. Optimal quantization has many other applications and extensions in various elds such as automatic clustering (quantization of empirical measures) and pattern recognition.
Since the early s, the in nite-dimensional setting has extensively been investigated from both theoretical and numerical viewpoints with a special attention paid to functional quantization [ , ] . Bi-measurable stochastic processes are viewed as random variables valued in functional spaces.
Still Monte Carlo simulations remain the most common numerical method in the eld of numerical probability. One reason is that it is easy to implement in an industrial con guration. In the industry of derivatives, banks implement generic Monte Carlo frameworks for pricing and hedging their positions with a wide variety of nancial products and models. Besides, Monte Carlo simulations are easily parallelized.
Proposition . . Let X and Y be two random variables valued in E, where Y takes its values in the xed set of knots Γ = { , . . . , N } ⊂ E for N ∈ ℕ * . We de neX Γ := Proj Γ (X) where
is a nearest neighbor projection onto Γ. Then we have |X −X Γ | ≤ |X − Y| a.s. and thus ‖X −X Γ ‖ p ≤ ‖X − Y‖ p .
A consequence is that solving ( . ) amounts to solving the simpler problem min ‖X − Proj Γ (X)‖ p : Γ ⊂ E, card(Γ) ≤ N .
The quantity ‖X − Proj Γ (X)‖ p is called the mean L p quantization error. The problem of the existence of a minimum is addressed in [ , ] for the nite-dimensional case.
• For every N ≥ , the mean L p quantization error is Lipschitz continuous and reaches a minimum. An N-tuple that achieves the minimum has pairwise distinct components, as soon as card(supp(ℙ X )) ≥ N. This result stands in the general case of a random variable valued in a re exive separable Banach space [ ].
• If the support of ℙ X has in nite cardinal, the optimal quantization error decreases, and converges to as the quantization level N goes to in nity. In the nite-dimensional case, and for distributions that are absolutely continuous with respect to the Lebesgue measure, the rate of convergence is ruled by Theorem . .
Theorem . (Zador, Luschgy, Pagès) . The following hold.
• (Sharp rate) Let r > and X : Ω → ℝ d ∈ L r+η (ℙ) for some η > . Let ℙ X (dξ) = ϕ(ξ)dξ + µ(dξ) be the canonical decomposition of ℙ X (µ and the Lebesgue measure are singular). Then, if ϕ ̸ ≡ , the L r quantization error at level N, E N,r satis es
( . )
• (Non-asymptotic upper bound) Let d ≥ . There exists some C d,r,η ∈ ( , ∞) such that, for every ℝ d -valued random vector X, E N,r (X, ℝ d ) ≤ C d,r,η ‖X‖ r+η N − d for all N ≥ .
The rst claim was stated for the case of distributions with compact support by Zador in [ ]. The extension to general probability distributions in ℝ d was developed in [ ]. The rst mathematically rigorous proof can be found in [ ]. The non-asymptotic error bound ( . ) is proved in [ ].
In Figure , we display the Voronoi partition of a random N-quantizer and an optimal quadratic quantizer of level N for the bivariate normal distribution N( , I ). Proposition . . Let X be an H-valued L random variable. Let us denote by D X N the squared quadratic quantization error associated with a codebook of size N with respect to X,
The distortion D X N is | ⋅ | H -di erentiable at N-quantizers Γ ∈ H N with pairwise distinct components and such that boundaries of Voronoi cells are ℙ X -negligible
Hence any Voronoi quantizer associated with a critical point of D X N is a stationary quantizer. We refer to [ ] for a detailed proof.
De nition (Centroidal projection). Let C = {C , . . . , C N } be a Borel partition of H. For ≤ i ≤ N, we de ne
the centroids associated with X and C. The centroidal projection associated with C and X is the application
. Optimal quantization and principal component analysis
For any nite-dimensional subspace U of H, we denote by Π U the orthogonal projection onto U.
Proposition . . Let U be a nite-dimensional linear subspace of H. Then
Moreover, if an optimal quantizer of X of level N lies in U, we have equality in ( . ).
We refer to [ ] for a detailed proof. This allows us to de ne the quantization dimension of X of level N by d N (X) := min{dim span(Γ) : Γ ∈ C N (X)}. It follows from Proposition . that
. . Covariance operator of a Gaussian measure
De nition . Let X be a centered H-valued L Gaussian random variable. Its covariance operator
then X can be seen as a random variable valued in L ([ , T], dt) satisfying [|X| ] < ∞, and
In [ ], it is proved that linear subspaces U of H spanned by n-stationary quantizers of Gaussian measures correspond to principal subspaces of X. In other words, they are spanned by the eigenvectors of C X corresponding to the largest eigenvalues.
Theorem . . Let Γ be an optimal codebook for the Gaussian random variable X, U = span(Γ) and m = dim U. Then C X (U) = U and
where λ X ≥ λ X ≥ ⋅ ⋅ ⋅ > are the ordered non-zero eigenvalues of C X (repeated as many times as their multiplicity). We have
The minimal quadratic distortion E N (X) is given by
A proof is available in [ ]. This shows that the optimal quantization of a Gaussian process X boils down to a nite-dimensional quantization problem, if the Karhunen-Loève eigensystem (e X n , λ X n ) n∈ℕ * is known.
. Product quantization
Let (e n ) n∈ℕ * be a Hilbert basis of H, and let (N n ) n≥ be an integer sequence such that ∏ n≥ N n < ∞ (so that N n = for large enough n). For every n ∈ ℕ * , we consider a codebook of size N n , Γ n := { n , . . . , n N n } ⊂ ℝ. The codebook Γ is de ned as the set of knots in H whose coordinates in the base (e n ) n∈ℕ * are the Cartesian product of the one-dimensional codebooks Γ n .
Proposition . (Case of independent marginals). With the same notation, if we assume that the marginals of X, (⟨X, e ⟩, ⟨X, e ⟩, . . . ), are independent, and that for each k ∈ ℕ * , Y k := Proj Γ k (⟨X, e k ⟩) is a stationary quantizer of ⟨X, e k ⟩, then Y = Proj Γ (X) is a stationary quantizer of X.
In the case of independent marginals, optimal product quantization remains stationary and the simple shape of Voronoi cells simpli es the nearest neighbor search.
. Numerical optimal quantization
Various algorithms have been developed to compute optimal N-grids in the nite-dimensional setting. A review of these methods is available in [ ]. Let us mention Lloyd's algorithm for the quadratic case. Another approach is the stochastic gradient method which is suggested by the fact that the quadratic distortion function has an integral representation and is di erentiable at any N-tuple having pairwise distinct components and a ℙ X -negligible Voronoi tessellation boundary [ ].
Equation ( . ) shows that any Voronoi quantizer associated with a critical point of D X N is a stationary quantizer. In the case of one-dimensional distributions, such as the Gaussian distribution, the (tridiagonal) Hessian of the distortion has a closed-form expression. Hence, a Newton-Raphson method can be easily implemented. It is thoroughly studied in [ ] in the Gaussian case and remains the fastest way to compute L optimal quantizers of one-dimensional Gaussian variables.
. Quantization of Gaussian processes . . Optimal quantization
From now on, we will assume that X is a bi-measurable Gaussian process and has a continuous covariance function Γ X and satis es
We have seen in Section . that in this setting, the L optimal quantization X amounts to the quantization of a nite-dimensional Gaussian vector ⨂ m j= N( , λ X j ) for some positive integer m, the quantization dimension.
Several usual Gaussian processes have explicit Karhunen-Loève (in short, (K-L)) expansions, such as Brownian motion, Brownian bridge and Ornstein-Uhlenbeck processes and bridges. (The case of a stationary Ornstein-Uhlenbeck process is derived for normalized parameters in the stationary case in [ , p. ] .) In Appendix A, we derive the Karhunen-Loève expansion of the Ornstein-Uhlenbeck process in the general case (for any value of the parameters and the initial variance). The K-L expansion of the Ornstein-Uhlenbeck bridge is derived in [ ]. To the best of our knowledge, no closed-form expression is available for fractional Brownian motion. In the following, numerical examples will be presented for the following cases. ( ) Brownian motion on [ , T]:
( ) The Ornstein-Uhlenbeck process on [ , T], starting from , and de ned by the SDE
with σ ≥ , θ > and W a standard Brownian motion on [ , T]:
where (ω n ) n≥ are the increasingly sorted positive solutions of the equation θ sin(ω n T) + ω n cos(ω n T) = (see Appendix A). ( ) The stationary Ornstein-Uhlenbeck process on [ , T] (see Appendix A).
In the case where no closed-form expression is available for the Karhunen-Loève expansion, it can still be approximated by numerical means. In [ ], the so-called Nyström method is tested to compute optimal quantizers of Gaussian processes, and applied to the case of fractional Brownian motion. Romberg-extrapolation with respect to the time step used for discretizing the covariance operator is discussed. In [ , ] , randomized discretization techniques for the covariance operator are also investigated.
In Figure , we display a quadratic N-optimal quantizer of Brownian motion. 
. . Product quantization
Thanks to equation ( . ), the product quantization of the nite-dimensional distribution
yields a stationary quantizerX of X of the form
whereξ n is an optimal N n -quantizer of ξ n and ∏ n≥ N n ≤ N, N n ≥ (so that for large enough n, N n = andξ n ≡ ). The paths corresponding to a multi-index i = {i , . . . , i n , . . . } are of the form
Such a functional quantizerX is called a K-L product quantizer. Furthermore, we denote by O pq (X, N) the set of K-L product quantizers of size at most N of X. In the case of product quantization, the counterpart of
where m is the quantization dimension.
. . Product decomposition and blind optimization
The minimal quadratic error for a K-L product quantizer of level N is the solution of the minimization problem
where E(χ) is the quadratic distortion of the product quantizer χ. Thanks to ( . ), this comes to
A solution of ( . ) is called an optimal K-L product quantizer. The blind optimization procedure consists of computing the criterion for every possible decomposition N × ⋅ ⋅ ⋅ × N d ≤ N, d ≥ and N ≥ N ≥ ⋅ ⋅ ⋅ . For a given Gaussian process X, results can be kept o -line for a future use. The method is more thoroughly described in [ ]. Optimal decompositions for a wide range of values of N for both Brownian bridge and Brownian motion are available on the web site www.quantize. maths-.com [ ] for download. In the case of Ornstein-Uhlenbeck processes, the optimal decomposition depends on the di usion parameters (σ and θ in ( . )) and the maturity.
Some optimal decompositions for the stationary Ornstein-Uhlenbeck process are given in Table . N N rec Squared L quantization error Product decomposition
Record of optimal product decompositions of the stationary centered Ornstein-Uhlenbeck process solution of the SDE dX t = −X t dt + dW t on [ , ].
In the following, we will face similar cases (other criteria than the quadratic distortion) where the blind optimization procedure applies.
In Figure , we display optimal product quantizers of Brownian motion and Brownian bridge on [ , ]. In Figure , we display optimal product quantizers of the centered Ornstein-Uhlenbeck process starting from X = and a stationary Ornstein-Uhlenbeck on [ , ].
. . Rate of decay of the quantization error
The rate of decay of the quadratic functional quantization error of Gaussian processes was rst investigated in [ ] and more precise results were then established in [ ]. These results rely on assumptions on the asymptotic behavior of the Karhunen-Loève eigenvalues of the considered process. Let X be a bi-measurable centered Gaussian process on [ , T] of continuous covariance function Γ X and such that ∫ . .
Figure .
Optimal product quantization of a centered Ornstein-Uhlenbeck process, starting from X = (left) and
Theorem . (Quadratic quantization error asymptotics). Assume that
Moreover, the optimal product quantization dimension m X (N) veri es m X (N) ∼ b log(N) as N → ∞, and the optimal product quantization error E pq N (X) of level N satis es
A proof is available in [ ]. Despite of the fact that optimal product quantization is not asymptotically optimal, it provides a rate-optimal sequences of quantizers. Typical rates are ∼ log(N) −α as N → ∞ for α > . For Brownian motion, Brownian bridge and Ornstein-Uhlenbeck processes, we have b = , which yields α = / . For fractional Brownian motion with Hurst exponent H, we have b = H + , and thus α = H.
A rst attempt to quantization-based variance reduction: Quantization as a control variate
This method has originally been proposed in [ ]. Let X be an E-value L random variable, consider N ∈ ℕ * and let Γ = {y , . . . , y N } be an N-codebook. We de ne a quantizer Y of E by
At this stage, we do not need Proj to be a nearest neighbor projection onto Γ. Let F : E → E be a Lipschitz continuous function. In order to compute [F(X)], we use that
where X (m) , ≤ m ≤ M, are M independent copies of X, and R N,M is a remainder term de ned by ( . ). Term (a) is computed by quantization-based cubature and term (b) is computed by a Monte Carlo simulation. We have
Furthermore,
Consequently, in the d-dimensional case. if F is Lipschitz continuous and (X N ) N∈ℕ = (Proj N (X)) N∈ℕ is a rate-optimal sequence of quantizers of X, then we have
Likewise, in the case of Brownian motion, if (Ŵ N ) N≥ is a rate-optimal sequence of quadratic K-L product quantizers of Brownian motion, if F is a Lipschitz continuous functional, then
The bottleneck of fast nearest neighbor search
The complexity of the projection. When implementing the quantization-based control variate variable method ( . ), for every draw of the Monte Carlo simulation, one has to compute the projection Proj(X (m) ). As a consequence, the e ciency of the method is conditioned by the e ciency of the projection procedure. When dealing with Voronoi quantization, this is simply the nearest neighbor projection.
The problem of nearest neighbor projection, also known as the post-o ce problem [ ], has widely been investigated in the area of computational geometry. It has been solved near optimally in the low-dimensional case. Algorithms di er on their practical e ciency on real data sets. For large dimensions, most solutions have a complexity that is exponential with the dimension, or require a longer query time than the obvious brute force algorithm. In fact, for dimension d > log N, a brute force algorithm is usually the best choice. Still, even in low dimension, fast nearest neighbor search is a critical part of the algorithm. Let us mention [ ] for a fast nearest neighbor search algorithm based on recursive vector quantization.
The speed of the projection can also be increased by relaxing the hypothesis that the projection onto the quantizer is a nearest neighbor projection or by choosing simpler partitions of the state space.
The functional case. The problem of nearest neighbor search is even less tractable in the functional case, as one does not simulate the whole trajectory of the stochastic process but only its marginals at discrete dates, and therefore we can only make an assumption on the interpolation to compute the nearest neighbor.
In [ ], a functional quantizer of Brownian motion is used as a control variate variable.
Application of quantization to strati cation . Some background on strati ed sampling
The main idea of strati cation is to localize the Monte Carlo simulation on the elements of a measurable partition of the state space of an L random variable X : (Ω, A) → (E, E). Let (A i ) i∈I be a nite E-measurable partition of E. The sets A i are called strata. We assume that the weights p i = ℙ(X ∈ A i ), i ∈ I, are positive. We will make two pseudo or operating assumptions on these strata:
• for all i ∈ I, p i = ℙ(X ∈ A i ) is known.
• for all i ∈ I, the random variable X i L ∼ L(X | X ∈ A i ) can be simulated at a reasonable cost (say similar to that of X itself). Tractability of simulation is a major constraint for practical implementation and it has a strong impact on the design of the strata. In practice, we can formulate the condition by assuming that
The strati cation concept comes into play now. Let M be the global budget allocated to the computation of [F(X)] and let M i = q i M be the budget allocated to compute [F(X i )] in each stratum (with ≤ q i ≤ , i ∈ I and ∑ i∈I q i = ). This leads to de ne the (unbiased) estimator of [F(X)]:
where (X k i ) ≤k≤M i is an L(X | X ∈ A i )-distributed random sample. We have
where σ F,i = Var(F(X) | X ∈ A i ) = Var(F(X i )), i ∈ I. Optimizing the allocation of the number of draws to the di erent strata amounts to solving the following minimization problem: ) . . Natural strati ed sampling A natural choice is to set
since the weights p i are known. Furthermore, this always reduces the variance
. . Optimal strati ed sampling
The optimal choice is the solution to the constrained minimization problem ( . ). Schwarz's inequality yields
The solution corresponds to the equality case in Schwarz's inequality, that is,
with a resulting minimal variance of (∑ i∈I p i σ F,i ) . At this stage, the problem is that we do not a priori know the local inertia σ F,i . Still, using the fact that L p norms are decreasing with p, we see that
In [ ], Étoré and Jourdain proposed an algorithm which adaptively modi es the proportion of further drawings in each stratum and which converges to the optimal allocation.
In Section . , we show that the problem of designing good strata, in term of variance reduction is linked with optimal quantization. Besides, with quantization-based strati ed sampling, the weights p i are already known.
. Quantization and strati ed sampling
The main drawback of using quantization as a control variate is the repeated computations of the projections onto the quantizer. (Nearest neighbor searches in the case of a Voronoi quantizer.) In the case of strati ed sampling, one does not have to use a projection procedure. Instead, we must focus on the cost of the simulation of conditional distributions L(X | X ∈ A i ), i ∈ I.
Proposition . brings together previous results and highlights the relationships with quantization. It shows that strati cation has uniform e ciency among the class of Lipschitz continuous functionals.
Proposition . (Universal strati cation). Let A = (A i ) i∈I be a partition of E and let Proj A,X denote the centroidal projection associated with X and A, de ned in De nition .
( ) In the case of natural strati ed sampling (see Section . . ),
( ) In the case of the optimal choice (see Section . . ),
( ) In the case of real-valued Lipschitz continuous functions F : E → ℝ, equalities ( . ), ( . ) and ( . ) hold as inequalities.
Proof. We have
Statements ( ) and ( ) easily follow from ( ). Equality follows by considering F = Id E .
. . Universal strati ed sampling
Proposition . suggests, in the case of Lipschitz continuous functionals, to set
so that we have uniform e ciency among the class of Lipschitz continuous functionals. This allocation scheme will be further referred to as the "universal strati cation" weights. It also shows that, in the Lipschitz continuous case, it is always bene cial to reduce the quadratic distortion associated with the centroidal projection Proj A,X . Still, this minimization should not be done at the expense of the e ciency of the simulation of the corresponding conditional distributions. We should reach for a balance between the e ciency of the simulation in the strata and the quadratic quantization error controlling the variance reduction. For example, in Section , in the functional case, we will use optimal product quantizers, which are rate optimal (and numerically near optimal) and allow for a much more e cient simulation than real optimal functional quantization.
Remark. We should also mention the adaptive strata design proposed in [ , ] .
. Simulation in hyper-rectangular strata in the independent Gaussian case
Consider X L ∼ N( , I d ), d ≥ and (e , . . . , e d ) an orthonormal basis of ℝ d . Let N , . . . , N d ≥ be the number of strata in each direction and for ≤ i ≤ d,
We de ne
Then for every i ∈ ∏ d l= { , . . . , N l },
Functional strati cation of Gaussian processes
In the functional case, the state space of the random values are functional spaces. What is usually done is to simulate a scheme to approximate marginals of the underlying process.
In this section, we assume that X is a centered ℝ-valued bi-measurable Gaussian process on [ , T] that satis es
We are interested in the value of [F(X t , X t , . . . , X t n )] for some real function F, where = t ≤ t ≤ ⋅ ⋅ ⋅ ≤ t n = T are n + dates of interest for the underlying process. (For example, X can be a standard Brownian motion on [ , T], and one computes the risk-neutral expectation of a path-dependent payo of a di usion based on X.) The results of this section can be easily generalized to the multi-dimensional case, like multifactor di usions. Still we restrict ourselves to the one-dimensional setting for clarity.
Let us assume that χ ∈ O pq (X, N) is a K-L optimal product quantizer of X. The codebook associated with this product quantizer is the set of the paths of the form
i n e X n , i = {i , . . . , i n , . . . }, with the same notation as in Section . . . We now need to be able to simulate the conditional distribution L(X | X ∈ A i ) where A i is the cell associated with χ i in the codebook.
To simulate the conditional distribution L(X | X ∈ A i ), one will:
• First, simulate the rst K-L coordinates of X, using ( . ).
• Then simulate the conditional distribution of the marginals of the Gaussian process given its rst K-L coordinates.
Remark. We have chosen to use K-L optimal product quantizers instead of optimal quantizers because in this case, the Voronoi cells in this are hyper-rectangles, which allows us to simulate the rst K-L coordinates more easily than in the general case. Moreover, the rate of decay of the quantization errors is rate-optimal under some conditions on the Karhunen-Loève eigenvalues which are veri ed in the considered examples [ ].
.
Simulation of marginals of the Gaussian process, given its d rst Karhunen-Loève coordinates
In this setting, the aim is to simulate the conditional distribution
where (X t ) t∈[ ,T] is an L ℝ-valued Gaussian process, and (e X k , λ X k ) k∈ℕ * is the Karhunen-Loève system associated with the process X. Hence 
∫ T X s e X d (s)ds
and V := X t . . .
X t n
, the conditional distribution ( . ) is given by the transition kernel
where Af V | Y : ℝ d → ℝ n is an a ne function corresponding to the linear regression of V on Y,
We have
The covariance matrix is
The easiest way to simulate according to this probability distribution would be to use the Cholesky factorization of K. However, when using this method, the simulation of a simple path involves the quadratic complexity of an n × n matrix multiplication, which is not satisfactory for our purpose.
. Faster simulation of conditional paths -Bayesian simulation
As pointed out earlier, the naive simulation method for L(V | Y) requires for each path a multiplication by a Cholesky transform of K whose cost is O(n ).
• Yet, the quantization dimension d of the process is close to log(N) where N is the number of strata, and n, the number of time steps, is usually very large compared to d.
• The idea here is that the conditional distribution L(V | Y) is determined through the Bayes Lemma, by the conditional distribution L(Y | V) and the two marginal distributions L(V) and L(Y).
One knows that
Hence one is able to simulate according to L(V | Y = y) if one can simulate the distribution of Z, writing
This decomposition corresponds to the splitting of the Karhunen-Loève expansion:
To simulate Z, one simulates the distribution of V and the conditional distribution L(Z| | V).
Method. Use the following method to simulate the conditional distribution of V given Y.
Let us remind that Af V | Y is trivially de ned in equation ( . ), because coordinates of Y are independent. Other matrices implied in this algorithm are computed prior to any Monte Carlo simulation. In general, R Y | V can simply be computed by performing a numerical least-square regression. Moreover, in the special cases of Brownian motion, Brownian bridge and Ornstein-Uhlenbeck processes, there are closed-form expressions for the R Y | V , which we present in Appendix B. In the case of Brownian motion, for a uniform time discretization mesh t j = jT n = jh, ≤ j ≤ n, this yields R Y | V = (α ij ) ≤i≤d, ≤j≤n , with
We now have a very fast and easy way to simulate the conditional distribution ( . ) at our disposal. In Figures and , we plot a few paths of the conditional distribution of various Gaussian processes given that they belong to a given L Voronoi cell. The appearance of the drawing suggests to consider the method as a "guided Monte Carlo simulation".
. Blind optimization procedures for the universal strata design
We have seen in Section . that the quantity d(χ) = (∑ χ i ∈Γ p i σ i ) is an upper bound of the variance of the estimator, given in equation ( . ) in the case where the functional is -Lipschitz continuous. Hence one may want to minimize this criterion instead of the L quantization error. This yields the minimization problem .
Figure .
A few paths of the conditional distribution of Brownian bridge (left) and the stationary Ornstein-Uhlenbeck process (right), given that its path belong to the L Voronoi cell of the highlighted curve in the quantizer.
The same kind of blind optimization procedure as in Section . . can be performed. Some values of the optimal decomposition for Brownian motion are given in Table . N N rec d(χ) Product decomposition
Record of optimal product decomposition of Brownian motion with respect to the criterion ( . ).
Optimal product decompositions for both Brownian bridge and Brownian motion and for a wide range of values of N are available on the web site www.quantize.maths-.com [ ] for download. When comparing decompositions for levels lesser , , we notice that in the case of Brownian motion, the optimal decompositions for both criteria are "almost" always the same. The only values where decompositions di er are the ranges -and -, and even then, the two criteria result in similar decompositions. Hence in practice, we can use the same database for both criteria. Nonetheless, in the case of Brownian bridge and Ornstein-Uhlenbeck processes, the optimal decompositions resulting from the two criteria di er more often.
. Functional strati cation of solutions of stochastic di erential equations
We consider the SDE
where X is a centered continuous Gaussian semimartingale starting from and where b and σ are two Borel functions, Lipschitz continuous in x uniformly in t ∈ [ , T] such that |b( ⋅ , )| + |σ( ⋅ , )| is bounded over the interval [ , T]. In this situation, ( . ) admits a unique strong solution X and sup t∈[ ,T] |X t | has r-moments for every r ∈ ( , ∞).
Remark. In this case, thanks to Fernique's theorem, the continuity assumption on the Gaussian process ensures that ∫ T [X s ]ds < ∞ and the continuity of the covariance function (see [ , Section VIII. ] ).
The most common approach to perform a Monte Carlo simulation with the solution of such a stochastic differential equation is to use a discretization scheme like the Euler scheme [ ]. In this setting, we propose to simply replace Gaussian process X by a strati ed version of X in the Euler scheme. This approach is justi ed in many ways: ( ) In [ ], using ltration enlargement techniques, it is proved that under some additional hypothesis on the Gaussian semimartingale X, its conditional distribution in a strata is still a semimartingale with respect to its own ltration. This additional hypothesis is satis ed by Brownian motion, Brownian bridge and Ornstein-Uhlenbeck processes. Therefore, plugging the strati ed Euler scheme into the SDE amounts to using the Euler scheme of these conditional stochastic di erential equations. ( ) In the one-dimensional setting, if we make the additional hypothesis that σ ∈ C ([ , T]×ℝ, ℝ) is positive and bounded, as soon as the drift of the Lamperti transform of the SDE ( . ) is Lipschitz continuous, the unique strong solution of ( . ), seen as a functional of the underlying Gaussian process X, is
Hence we can apply the results of Section . on universal strati cation for Lipschitz continuous functionals. ( ) The function (X t , . . . , X t n ) → (X t − X t , . . . , X t n − X t n− ) that maps the marginals of Brownian motion to the corresponding increments used in the Euler scheme is a linear map from ℝ n+ to ℝ n and thus Lipschitz continuous as well.
Application to option pricing
The special case of Brownian motion allows us to use functional strati cation as a generic variance reduction method for the case of functionals of Brownian di usions, even in the multi-dimensional case, regardless of how the Brownian paths are correlated or used afterwards, to drive the di usion of an underlying stock, a stochastic volatility process or a discount factor. As it only impacts how the Monte Carlo simulation is input with Brownian paths, our approach is easier to implement in a practical setting than adaptive variance reduction methods, which generally require a control loop.
In this section, we study the performance of our method in simple one-dimensional cases. We begin with the case of a continuous-time Up-In Call option in the Black-Scholes model, for which a closed-form expression is known, and used as a Benchmark.
. Benchmark with an Up-In Call in the Black-Scholes model
We evaluate our method in the case of a path dependent option where a reference value can easily be computed: an Up-In Call barrier option in the Black-Scholes model. For the sake of simplicity, we assume that there is no drift (no interest rate and no dividend). There is a closed-form expression for the continuous barrier option price, but we must resort to a numerical approximation [ ] (yet very accurate) on that closed-form expression to get the price in the case of discrete dates for the barrier. The total size of the Monte Carlo sample is , in every case. We price the Up-In Call option with di erent values of the initial spot S, the strike K, the barrier H, the volatility σ, the maturity T, and the number of xing dates for the discrete barrier n. In every case, a % con dence interval is given. So is the variance of the estimator.
The numerical results are reported in Table when using the method with stratas and Table when using the method with stratas. In this tables, the rst column correspond to Broadie and Glasserman's closed-form expression proxy. The second one corresponds to a simple Monte Carlo estimator. The last three columns correspond to strati ed sampling estimators with di erent simulation allocation strategies. 
Numerical results for the Up-In Call option, with stratas.
The "natural weights" column stands for the allocation budget of equation ( . ). The "Lip.-optimal weights" column stand for the "universal strati cation" budget allocation proposed in Section . . In these two cases, we have an explicit allocation rule which does not depend on the payo function. The last column, "optimal weights" corresponds to an estimation of the optimal budget allocation given in equation ( . ).
. Test with an Auto-Call in the CEV model
We assume that the stock follows a CEV model with no drift
< β < . We used the Euler scheme on ln (S t ) , which satis es the SDE d ln (S t 
Description of the Auto-Call payo . Let S t be the stock price and let = t < t < ⋅ ⋅ ⋅ < t n = T be the observation dates. In what follows, K and H are the "strike" and the "barrier" values, P denotes the "nominal", and C is a zero-coupon bond of maturity T. At the rst date t of the schedule, if S t > K, the holder of the option receives ( + C)P and the contract expires. If S t ≤ K, he waits until the second date of the schedule. If S t > K, the holder gets ( + C)P and the contract expires. And so on. If S t does not reach K on [ , T), the contract is exercised as follows: If S T > K, the holder gets ( + C)P. If H < S T ≤ K, the holder gets P and if S T ≤ H, he gets P S T K . The numerical results are reported in Table when . Test with an Asian straddle in the one-factor Schwartz model
Here, we stand in the case of a stock which follows the SDE
under the risk-neutral probability. The stochastic process X = ln(S) is an Ornstein-Uhlenbeck process:
This model was proposed by Schwartz in [ ]. Such exponentials of Ornstein-Uhlenbeck processes are commonly met in commodity derivatives. One particularity in these markets is that the spot is generally not directly traded. Therefore, the underlyings of derivatives are generally futures. Still, we use this one-factor "toy" model as a simple case study for our variance reduction method.
The payo considered in this subsection is an Asian straddle option on a discrete schedule of observation dates t < t < ⋅ ⋅ ⋅ < t n = T, and K is the "strike" of the option whose payo is | n+ ∑ n k= S t k − K|.
We perform a functional strati ed sampling of the Ornstein-Uhlenbeck process. Optimal product decompositions for the criterion ( . ) are used and available in To perform this computation, one needs to use a non-centered Ornstein-Uhlenbeck quantizer. Building such a quantizer is a straightforward extension of the centered case. As showed in Section A, if X is an Ornstein-Uhlenbeck process on [ , T] following the dynamic
with nonzero values of µ and m , we have 
Figure . Functional
× -product quantizer of an Ornstein-Uhlenbeck process starting from X = de ned by the di usion dX t = θ(µ − X t )dt + σdW t with µ = , σ = . and θ = . on [ , ].
. Comments on the numerical results
"Lipschitz-optimal" strata and weights are not more di cult to compute than the "natural" scheme ( . ) since all the involved parameters are known. This strati ed sampling method does not depend on the payo function but only on the distribution of the underlying asset which means that it can be plugged upstream in the Monte Carlo simulator. In terms of variance reduction, universal strati cation is all the more preforming as the variance of the plain estimator is high, most likely because more strata are "activated". When the payo function is symmetric, like with the Asian straddle it achieves up to % of the variance reduction achieved by a payo -dependent dedicated method like the one devised in [ ].
A The Karhunen-Loève expansion of Ornstein-Uhlenbeck processes
In this section, we derive the Karhunen-Loève expansion of the Ornstein-Uhlenbeck process. Proposition A. brings the results together. Section A. presents the numerical method for computing this expansion.
A. The Ornstein-Uhlenbeck process
The Ornstein-Uhlenbeck process is de ned by the SDE We assume that X is Gaussian (X L ∼ N(m , σ )) and independent from W. We have [X t ] = m e −θt + µ( − e −θt ) and cov(X s , X t ) = σ θ e −θ(s+t) (e θ min(s,t) − ) + σ e −θ(s+t) .
Moreover, lim t→∞ Var(X t ) = σ θ (the long-term variance). If the initial variance σ is equal to long-term variance σ θ , then X is stationary and the covariance function is given by cov(X s , X t ) = σ θ e −θ|s−t| .
The total variance of the process on [ , T] is
A. The Ornstein-Uhlenbeck covariance operator
The Ornstein-Uhlenbeck covariance operator is given by Conversely, the same calculation shows that λ n ∈ ] , ‖T OU ‖ ] is an eigenvalue of T OU if and only if (A. ) holds.
Proposition A. . Finally, if (ω n ) n≥ is the increasingly sorted sequence of the positive solutions of (A. ), the Karhunen-Loève eigensystem (e OU n , λ OU n ) n≥ of the Ornstein-Uhlenbeck process is λ OU n = σ ω n + θ , e OU n (t) = K n (ω n σ cos(ω n t) + (σ − θσ ) sin(ω n t)), n ≥ , where K n is the normalization constant. If (σ, σ ) ̸ = ( , ), then K n is given by K n = ω n σ (σ − θσ )( − cos( ω n T)) + σ ω n T + ω n sin( ω n T)
Case of a deterministic starting point. In this case (σ = ), we have e OU n (t) = T − sin( ω n T) ω n sin(ω n t).
Stationary case. In the stationary case (σ = σ θ ), we have e OU n (t) = C n (ω n cos(ω n t) + θ sin(ω n t)),
where C n is the normalization constant; C n is given by C n = θ ( − cos( ω n T)) + ω n T + sin( ω n T) ω n + θ T − sin( ω n T) ω n .
A. Numerical computation of the Karhunen-Loève expansion of the Ornstein-Uhlenbeck process
This subsection focuses on the computation of the positive solutions to (A. ).
A. . Deterministic starting point
In this case (σ = ), we can check that elements of { π T + k π T : k ∈ ℕ} are not solutions of equation (A. ). As a consequence, the equation comes to θ tan(ωT) = −ω.
(A. )
The case where θ = comes to the case of Brownian motion, hence we assume that θ ̸ = . Solutions of this equation are illustrated in Figure . We can show that there is a unique solution ω n in each interval 
