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Abstract
In this paper we continue the study of free holomorphic functions on the noncommutative ball
[
B(H)n]1 := {(X1, . . . ,Xn) ∈ B(H)n: ∥∥X1X∗1 + · · · +XnX∗n∥∥1/2 < 1},
where B(H) is the algebra of all bounded linear operators on a Hilbert space H, and n = 1,2, . . . or
n = ∞. Several classical results from complex analysis have free analogues in our noncommutative set-
ting. We prove a maximum principle, a Naimark type representation theorem, and a Vitali convergence
theorem, for free holomorphic functions with operator-valued coefficients. We introduce the class of free
holomorphic functions with the radial infimum property and study it in connection with factorizations
and noncommutative generalizations of some classical inequalities obtained by Schwarz and Harnack.
The Borel–Carathéodory theorem is extended to our noncommutative setting. Using a noncommutative
generalization of Schwarz’s lemma and basic facts concerning the free holomorphic automorphisms of
the noncommutative ball [B(H)n]1, we obtain an analogue of Julia’s lemma for free holomorphic func-
tions F : [B(H)n]1 → [B(H)m]1. We also obtain Pick–Julia theorems for free holomorphic functions with
operator-valued coefficients. We provide a noncommutative generalization of a classical inequality due to
Lindelöf, which turns out to be sharper then the noncommutative von Neumann inequality. Finally, we in-
troduce a pseudohyperbolic metric on [B(H)n]1 which is invariant under the action of the free holomorphic
automorphism group of [B(H)n]1 and turns out to be a noncommutative extension of the pseudohyperbolic
distance on Bn, the open unit ball of Cn. In this setting, we obtain a Schwarz–Pick type lemma. We also
provide commutative versions of these results for operator-valued multipliers of the Drury–Arveson space.
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0. Introduction
In this paper, we continue our program to develop a noncommutative analytic function theory
on the unit ball of B(H)n, where B(H) is the algebra of all bounded linear operators on a Hilbert
space H. Initiated in [37], the theory of free holomorphic (resp. pluriharmonic) functions on
the unit ball of B(H)n, with operator-valued coefficients, has been developed very recently (see
[39–45]) in the attempt to provide a framework for the study of arbitrary n-tuples of operators
on a Hilbert space. Several classical results from complex analysis, hyperbolic geometry, and
interpolation theory have free analogues in this noncommutative multivariable setting. Related
to our work, we mention the papers [19,22,25,26,53], where several aspects of the theory of
noncommutative analytic functions are considered in various settings.
To put our work in perspective, we need to set up some notation and recall some definitions.
Let F+n be the unital free semigroup on n generators g1, . . . , gn and the identity g0. The length
of α ∈ F+n is defined by |α| := 0 if α = g0 and |α| := k if α = gi1 · · ·gik , where i1, . . . , ik ∈{1, . . . , n}. If (X1, . . . ,Xn) ∈ B(H)n, we set Xα := Xi1 · · ·Xik and Xg0 := IH, the identity on H.
We defined the algebra Hballγ of free holomorphic functions on the open operatorial n-ball of
radius γ > 0,[
B(H)n]
γ
:= {(X1, . . . ,Xn) ∈ B(H)n: ∥∥X1X∗n + · · · +XnX∗n∥∥1/2 < γ },
as the set of all power series
∑
α∈F+n aαZα with radius of convergence  γ , i.e., {aα}α∈F+n are
complex numbers with lim supk→∞(
∑
|α|=k |aα|2)1/2k  1γ . A free holomorphic function on
[B(H)n]γ is the representation of an element F ∈ Hballγ on the Hilbert space H, that is, the
mapping
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B(H)n]
γ
 (X1, . . . ,Xn) → F(X1, . . . ,Xn) :=
∞∑
k=0
∑
|α|=k
aαXα ∈ B(H),
where the convergence is in the operator norm topology. Due to the fact that a free holomorphic
function is uniquely determined by its representation on an infinite-dimensional Hilbert space, we
identify, throughout this paper, a free holomorphic function with its representation on a separable
infinite-dimensional Hilbert space.
We recall that a free holomorphic function F on [B(H)n]1 is bounded if ‖F‖∞ :=
sup‖F(X)‖ < ∞, where the supremum is taken over all X ∈ [B(H)n]1 and H is an infinite-
dimensional Hilbert space. Let H∞ball be the set of all bounded free holomorphic functions and let
Aball be the set of all elements F such that the mapping[
B(H)n]1  (X1, . . . ,Xn) → F(X1, . . . ,Xn) ∈ B(H)
has a continuous extension to the closed unit ball [B(H)n]−1 . We showed in [37] that H∞ball and
Aball are Banach algebras under pointwise multiplication and the norm ‖ · ‖∞, which can be
identified with the noncommutative analytic Toeplitz algebra F∞n and the noncommutative disc
algebra An, respectively.
In Section 1, we present new results concerning the composition of free holomorphic functions
with operator-valued coefficients and the behavior of their model boundary functions, which will
play an important role throughout this paper.
Fractional maps of the operatorial unit ball [B(E,G)]−1 are due to Siegel [50] and Phillips [28]
(see also [55]). We should mention that the noncommutative ball [B(H)n]1 can be identified with
the open unit ball of B(Hn,H), which is one of the infinite-dimensional Cartan domains studied
by L. Harris [18]. He has obtained several results, related to our topic, in the setting of JB∗-
algebras. We also remark that the group of all free holomorphic automorphisms of [B(H)n]1
(see [43]), can be identified with a subgroup of the group of automorphisms of [B(Hn,H)]1
considered by R.S. Phillips [28] (see also [55]).
Following these ideas, fractional transforms of free holomorphic functions were recently con-
sidered in [19,41,45]. In Section 1, we continue to investigate these transforms and work out
several of their properties. A fractional transform ΨA is associated with each strict contraction
A = I ⊗A0, A0 ∈ B(E,G). We show that ΨA : Sball(B(E,G)) → Sball(B(E,G)) defined by
ΨA[F ] := A−DA∗
(
I − FA∗)−1FDA
is a homeomorphism of the noncommutative Schur class Sball(B(E,G)) of all free holomorphic
functions F on [B(H)n]1 with coefficients in B(E,G) such that ‖F‖∞  1. Among other prop-
erties, we prove that F is inner if and only if its fractional transform ΨA[F ] is inner, and that the
model boundary function F˜ is in An ⊗¯min B(E,G) if and only if Ψ˜A[F ] is in An ⊗¯min B(E,G).
We mention that the noncommutative Schur class Sball(B(E,G)) was introduced in [32] in
connection with a noncommutative von Neumann inequality for row contractions. This class was
extended to more general settings by Ball, Groenewald and Malakorn (see [4,5]), and by Muhly
and Solel (see [24–26]). The Muhly–Solel paper [26] gives an intrinsic characterization for the
Schur class Sball(B(E,G)) in terms of completely positive kernels, and presents a description of
the automorphism group of their Hardy algebra H∞(E), which has some overlap with [43] and
Theorem 1.3 of the present paper.
1516 G. Popescu / Journal of Functional Analysis 258 (2010) 1513–1578Using fractional transforms and a noncommutative version of Schwarz’s lemma [37], we
prove a maximum principle for free holomorphic functions with operator-valued coefficients
(see [43] for the scalar case). On the other hand, using fractional transforms, the noncommuta-
tive Cayley transforms of [39], and [42], we obtain results concerning the geometric structure
of bounded free holomorphic functions. More precisely, we prove that a map F : [B(H)n]1 →
B(H) ⊗¯min B(E) is a bounded free holomorphic function such that ‖F‖∞  1 and ‖F(0)‖ < 1,
if and only if there exist a strict contraction A0 ∈ B(E), an n-tuple of isometries (V1, . . . , Vn) on
a Hilbert space K, with orthogonal ranges, and an isometry W : E → K, such that
F = (ΨI⊗A0 ◦ C)(G),
where C is the noncommutative Cayley transform and G is defined by
G(X1, . . . ,Xn) :=
(
I ⊗W ∗)[2(I −X1 ⊗ V ∗1 − · · · −Xn ⊗ V ∗n )−1 − I ](I ⊗W)
for any (X1, . . . ,Xn) ∈ [B(H)n]1. In particular, in the scalar case, we obtain a characterization
and parametrization of all bounded free holomorphic functions on the unit ball [B(H)n]1. We
mention that, for the noncommutative polydisc, a representation theorem of the same flavor was
obtained in [22] and [1].
In Section 2, we provide a Vitali type convergence theorem [20] for uniformly bounded se-
quences of free holomorphic functions with operator-valued coefficients. As a consequence,
we show that two free holomorphic functions F , G coincide if and only if there exists a se-
quence {A(k)}∞k=1 ⊂ [B(H)n]1 of bounded-bellow operators such that limk→∞‖A(k)‖ = 0 and
F(A(k)) = G(A(k)) for any k = 1,2, . . . .
In Section 3, we introduce the class of free holomorphic functions with the radial infimum
property. A function F is in this class if
lim inf
r→1 inf‖x‖=1
∥∥F(rS1, . . . , rSn)x∥∥= ‖F‖∞,
where S1, . . . , Sn are the left creation operators on the full Fock space F 2(Hn) with n generators.
We obtain several characterizations for this class of functions and consider several examples. We
show that if F is inner and its boundary function F˜ is in the noncommutative disc algebra An
then F has the radial infimum property. In particular, any free holomorphic automorphism of
[B(H)n]1 has the property. We study the radial infimum property in connection with products,
direct sums, and compositions of free holomorphic functions. We also show that the class of func-
tions with the radial infimum property is invariant under the fractional transforms of Section 1.
These results are important in the following sections.
It is well known that if f ∈ H∞(D), a bounded analytic function on the open unit disc D :=
{z ∈ C: |z| < 1}, is such that ‖f ‖∞  1 and
f (z) = θ(z)g(z), z ∈ D,
where θ is an inner function in the disc algebra A(D) and g is analytic in D, then ‖g‖∞  1. If,
in addition, f ∈ A(D), then g ∈ A(D). Moreover, if f ∈ A(D) is inner, then so is g. These facts
are fundamental for the theory of bounded analytic functions (see [8,15]).
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Let F , Θ , and G be free holomorphic functions on [B(H)n]1 such that
F(X) = Θ(X)G(X), X ∈ [B(H)n]1.
Assume that F is bounded with ‖F‖∞  1 and Θ has the radial infimum property with
‖Θ‖∞ = 1. Then we prove that ‖G‖∞  1 and
F(X)F(X)∗ Θ(X)Θ(X)∗, X ∈ [B(H)n]1.
Moreover, we show that if the boundary functions F˜ and Θ˜ are in the noncommutative disc alge-
bra, then so is G˜. When we add the condition that F is inner, then we deduce that G is also inner.
In particular, if F is a bounded free holomorphic function with ‖F‖∞  1 and representation
F(X) =
∞∑
k=m
∑
|α|=k
Xα ⊗A(α), X = (X1, . . . ,Xn) ∈
[
B(H)n]1,
for some m = 1,2, . . . , and A(α) ∈ B(E,G), then
F(X)F(X)∗ 
∑
|β|=m
XβX
∗
β ⊗ IG, X ∈
[
B(H)n]1.
Consequently, we recover the corresponding version of Schwarz’s lemma from [37] and, when
m = 1, the one from [19].
The classical Schwarz’s lemma (see [9,48]) states that if f : D → C is a bounded analytic
function with f (0) = 0 and |f (z)|  1 for z ∈ D, then |f ′(0)|  1 and |f (z)|  |z| for z ∈ D.
Moreover, if |f ′(0)| = 1 or if |f (z)| = |z| for some z = 0, then there is a constant c with |c| = 1
such that f (w) = cw for any w ∈ D. A faithful generalization of this result is obtained (see The-
orem 4.5) when f, θ , and g are free holomorphic functions on [B(H)n]1 with scalar coefficients
such that:
(i) f (X) = θ(X)g(X), X ∈ [B(H)n]1;
(ii) f is bounded with ‖f ‖∞  1;
(iii) θ has the radial infimum property and ‖θ‖∞ = 1.
In the particular case when n = 1 and θ(z) = z, we recover the Schwarz’s lemma. We remark
that Schwarz’s lemma has been extended to various settings by several authors (e.g. [13,17,21,
25,28,43,44,47,50]).
In Section 4, we also obtain noncommutative extensions of Harnack’s double inequality (see
Theorem 4.9) for a class of free holomorphic functions F = I + ΘΓ with positive real parts.
In the particular case when Θ(X) = X, we deduce that if F is a free holomorphic function on
[B(H)n]1 with coefficients in B(E) such that F(0) = I and F  0, then
1 − ‖X‖  ∥∥F(X)∥∥ 1 + ‖X‖ , X ∈ [B(H)n]1.1 + ‖X‖ 1 − ‖X‖
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tion on the circle |z| = r from bounds for its real (or imaginary) parts on larger circles |z| = R.
More precisely, if f is an analytic function for |z|R and 0 < r < R, then
sup
|z|=r
∣∣f (z)∣∣ 2r
R − r sup|z|=Rf (z)+
R + r
R − r
∣∣f (0)∣∣.
In Section 5, we obtain an analogue of this result for free holomorphic functions (see Theo-
rem 5.4). We also obtain a Borel–Carathéodory type result for free holomorphic functions which
admit factorizations F = ΘΓ , where Θ is an inner function with the radial infimum property
and ‖Θ(0)‖ < 1. We show that if F  I then
∥∥F(X)∥∥ 2‖Θ(X)‖
1 − ‖Θ(X)‖ , X ∈
[
B(H)n]1.
Let f : D → D be a nonconstant analytic function and let z0 ∈ D and w0 = f (z0). Pick’s
theorem [29] (see also [8]) asserts that
w0 − f (z)
1 − w¯0f (z) =
z0 − z
1 − z¯0zg(z), z ∈ D,
for some analytic function g : D → D. In Section 6, we provide a generalization of Pick’s the-
orem, for bounded free holomorphic functions. We show that if F : [B(H)n]1 → [B(H)m]−1 is
a free holomorphic function with ‖F(0)‖ < 1 and a ∈ Bn, then there exists a free holomorphic
function Γ with ‖Γ ‖∞  1 such that
ΦF(a)
(
F(X)
)= Φa(X)(Γ ◦Φa)(X), X ∈ [B(H)n]1,
where Φa and ΦF(a) are the corresponding free holomorphic automorphisms of the noncommu-
tative balls [B(H)n]1 and [B(H)m]1, respectively. Consequently,
ΦF(a)
(
F(X)
)
ΦF(a)
(
F(X)
)∗ Φa(X)Φa(X)∗, X ∈ [B(H)n]1.
We mention that the group Aut([B(H)n]1) of all free holomorphic automorphisms of [B(H)n]1
was determined in [43], using the theory of characteristic functions for row contractions [31]. We
also remark that the group of all free holomorphic automorphisms of [B(H)n]1, can be identified
with a subgroup of the group of automorphisms of [B(Hn,H)]1 considered by R.S. Phillips [28]
(see also [55]).
We recall that Julia’s lemma [21] (see also [7]) says that if f : D → D is an analytic function
and there is a sequence {zk} ⊂ D with zk → 1, f (zk) → 1, and such that 1−|f (zk)|1−|zk | is bounded,
then f maps each disc in D tangent to ∂D at 1 into a disc of the same kind. Julia’s lemma has
been extended to analytic functions of a single operator variable by Fan [14] and to the setting of
function algebras by Glicksberg [16].
Using the above-mentioned noncommutative analogue of Pick’s theorem and basic facts con-
cerning the involutive free holomorphic automorphisms of [B(H)n]1, we obtain a free analogue
of Julia’s lemma (see Theorem 6.3). In particular, we prove the following result.
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limk→∞ zk = (1,0, . . . ,0) ∈ ∂Bn, limk→∞ F(zk) = (1,0, . . . ,0) ∈ ∂Bm, and
lim
k→∞
1 − ‖F(zk)‖2
1 − ‖zk‖2 = L< ∞.
If F := (F1, . . . ,Fm), then L> 0 and(
I − F1(X)∗
)(
I − F(X)F(X)∗)−1(I − F1(X)) L(I −X∗1)(I −XX∗)−1(I −X1)
for any X = (X1, . . . ,Xn) ∈ [B(H)n]1. Moreover, if 0 < c < 1, then
F(Ec) ⊂ Eγ , where γ := Lc1 +Lc − c
and Ec and Eγ are certain noncommutative ellipsoids. A similar result holds if we replace the
ellipsoids with some noncommutative Korany type regions [49] in the unit ball [B(H)n]1 (see
Corollary 6.5).
In Section 7, we use fractional transforms and a version of the noncommutative Schwarz’s
lemma to obtain Pick–Julia theorems for free holomorphic functions F with operator-valued co-
efficients such that ‖F‖∞  1 (resp. F  0) (see Theorems 7.1 and 7.2). As a consequence,
we obtain a Julia type lemma for free holomorphic functions with positive real parts (see Theo-
rem 6.4). We also provide commutative versions of these results for operator-valued multipliers
of the Drury–Arveson space (see Corollary 7.4). When n = 1, we recover (with different proofs)
the corresponding results obtained by Potapov [47] and Ando and Fan [2].
In Section 8, we provide a noncommutative extension of a classical result due to Lindelöf (see
[15,23]). We prove that if F : [B(H)n]1 → [B(H)m]−1 is a free holomorphic function, then
∥∥F(X)∥∥ ‖X‖ + ‖F(0)‖
1 + ‖X‖‖F(0)‖ , X ∈
[
B(H)n]1.
If, in addition, the boundary function of F has its entries in the noncommutative disc algebra An,
then the inequality above holds for any X ∈ [B(H)n]−1 . We remark that if ‖F(0)‖ < 1, then the
inequality above is sharper than the noncommutative von Neumann inequality (see [32,33]).
In Section 9, we introduce a pseudohyperbolic metric d on [B(H)n]1 which is invariant un-
der the action of the free holomorphic automorphism group of [B(H)n]1 and turns out to be a
noncommutative extension of the pseudohyperbolic distance (see [56]) on Bn, the open unit ball
of Cn, i.e.,
dn(z,w) :=
∥∥ψz(w)∥∥2, z,w ∈ Bn,
where ψz is the involutive automorphism of Bn that interchanges 0 and z. We show that
d(X,Y ) = tanh δ(X,Y ), X,Y ∈ [B(H)n]1,
where δ is the hyperbolic (Poincaré–Bergman [6] type) metric on [B(H)n]1 introduced and stud-
ied in [45]. As a consequence, we obtain a Schwarz–Pick lemma for free holomorphic functions
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More precisely, if F = (F1, . . . ,Fm) and Fj are free holomorphic functions with operator-valued
coefficients such that ‖F‖∞  1, then
d
(
F(X),F (Y )
)
 d(X,Y ), X,Y ∈ [B(H)n]1.
It is well known (see [35,37,42]) that if F is a contractive (‖F‖∞  1) free holomorphic func-
tion with coefficients in B(E), then the evaluation map Bn  z → F(z) ∈ B(E) is a contractive
operator-valued multiplier of the Drury–Arveson space [3,12]. Moreover, any such a contractive
multiplier has this kind of representation. Due to this reason, several results of the present paper
have commutative versions for operator-valued multipliers of the Drury–Arveson space.
It would be interesting to see if the results of this paper can be extended to more general
infinite-dimensional bounded domains such as the JB∗-algebras of Harris [18], or the non-
commutative domains from [46] and [19]. Since our results are based on the power series
representation of free holomorphic functions we are inclined to believe in a positive answer
for the domains considered in [46] and [19].
1. Free holomorphic functions: fractional transforms, maximum principle, and geometric
structure
In this section, we present results concerning the composition and fractional transforms of
free holomorphic functions, and the behavior of their model boundary functions. These results
are used to prove a maximum principle and a Naimark type representation theorem for free
holomorphic functions with operator-valued coefficients.
Let Hn be an n-dimensional complex Hilbert space with orthonormal basis e1, e2, . . . , en,
where n = 1,2, . . . , or n = ∞. We consider the full Fock space of Hn defined by
F 2(Hn) := C1 ⊕
⊕
k1
H⊗kn ,
where H⊗kn is the (Hilbert) tensor product of k copies of Hn. Define the left (resp. right) creation
operators Si (resp. Ri ), i = 1, . . . , n, acting on F 2(Hn) by setting
Siϕ := ei ⊗ ϕ, ϕ ∈ F 2(Hn)
(resp. Riϕ := ϕ ⊗ ei, ϕ ∈ F 2(Hn)). The noncommutative disc algebra An (resp. Rn) is the
norm closed algebra generated by the left (resp. right) creation operators and the identity. The
noncommutative analytic Toeplitz algebra F∞n (resp. R∞n ) is the weakly closed version of An
(resp. Rn). These algebras were introduced in [32] in connection with a noncommutative von
Neumann type inequality [54], and have been intensively studied in recent years (see [11,24,
33–36,44], and the references therein).
We denote eα := ei1 ⊗ · · · ⊗ eik if α = gi1 · · ·gik ∈ F+n and eg0 := 1. Note that {eα}α∈F+n is
an orthonormal basis for F 2(Hn). Let C∗(S1, . . . , Sn) be the Cuntz–Toeplitz C∗-algebra gener-
ated by the left creation operators (see [10]). The noncommutative Poisson transform at T :=
(T1, . . . , Tn) ∈ [B(H)n]−1 is the unital completely contractive linear map PT : C∗(S1, . . . , Sn) →
B(H) defined by
G. Popescu / Journal of Functional Analysis 258 (2010) 1513–1578 1521PT [f ] := lim
r→1K
∗
T ,r (IH ⊗ f )KT,r , f ∈ C∗(S1, . . . , Sn),
where the limit exists in the norm topology of B(H). Here, the noncommutative Poisson kernel
KT,r : H → T,rH ⊗ F 2(Hn), 0 < r  1,
is defined by
KT,rh :=
∞∑
k=0
∑
|α|=k
r |α|T,rT ∗α h⊗ eα, h ∈ H,
where T,r := (IH − r2T1T ∗1 − · · · − r2TnT ∗n )1/2 and T := T,1. We recall that
PT
[
SαS
∗
β
]= TαT ∗β , α,β ∈ F+n .
When T := (T1, . . . , Tn) is a pure row contraction, i.e., SOT- limk→∞∑|α|=k TαT ∗α = 0, then we
have
PT [f ] = K∗T (IDT ⊗ f )KT , f ∈ C∗(S1, . . . , Sn) or f ∈ F∞n ,
where DT := T H. We refer to [35,36,44] for more on noncommutative Poisson transforms on
C∗-algebras generated by isometries.
Let E,G be Hilbert spaces and let B(E,G) be the set of all bounded linear operators from E
to G. A map F : [B(H)n]γ → B(H) ⊗¯min B(E,G) is a free holomorphic function on [B(H)n]γ
with coefficients in B(E,G) if there exist A(α) ∈ B(E,G), α ∈ F+n , such that
F(X1, . . . ,Xn) =
∞∑
k=0
∑
|α|=k
Xα ⊗A(α),
where the series converges in the operator norm topology for any (X1, . . . ,Xn) ∈ [B(H)n]γ .
According to [37], a power series F :=∑α∈F+n Zα ⊗ A(α) represents a free holomorphic func-
tion on the open operatorial n-ball of radius γ , with coefficients in B(E,G), if and only if
lim supk→∞‖
∑
|α|=k A∗(α)A(α)‖
1
2k  1
γ
. This is also equivalent to the fact that the series
∞∑
k=0
∑
|α|=k
r |α|Sα ⊗A(α)
is convergent in the operator norm topology for any r ∈ [0, γ ), where S1, . . . , Sn are the left
creation operators on the Fock space F 2(Hn). We denote by Hball(B(E,G)) the set of all free
holomorphic functions on the noncommutative ball [B(H)n]1 and coefficients in B(E,G). Let
H∞ball(B(E,G)) denote the set of all elements F in Hball(B(E,G)) such that
‖F‖∞ := sup
∥∥F(X1, . . . ,Xn)∥∥< ∞,
1522 G. Popescu / Journal of Functional Analysis 258 (2010) 1513–1578where the supremum is taken over all n-tuples of operators (X1, . . . ,Xn) ∈ [B(H)n]1, where H
is an infinite-dimensional Hilbert space.
According to [37] and [42], the noncommutative Hardy space H∞ball(B(E,G)) can be identified
to the operator space F∞n ⊗¯ B(E,G) (the weakly closed operator space generated by the spatial
tensor product), where F∞n is the noncommutative analytic Toeplitz algebra. More precisely, a
bounded free holomorphic function F is uniquely determined by its (model) boundary function
F˜ (S1, . . . , Sn) ∈ F∞n ⊗¯B(E,G) defined by
F˜ = F˜ (S1, . . . , Sn) := SOT- lim
r→1F(rS1, . . . , rSn).
Moreover, F is the noncommutative Poisson transform of F˜ (S1, . . . , Sn) at X := (X1, . . . ,Xn) ∈
[B(H)n]1, i.e.,
F(X1, . . . ,Xn) = (PX ⊗ I )
[
F˜ (S1, . . . , Sn)
]
.
Similar results hold for bounded free holomorphic functions on the noncommutative ball
[B(H)n]γ , γ > 0.
We recall from [43] some facts concerning the composition of free holomorphic functions
with operator-valued coefficients. Let Φ : [B(H)n]γ1 → [B(H) ⊗¯min B(Y)]m be a free holomor-
phic function with Φ(X) := (Φ1(X), . . . ,Φm(X)), where Φj : [B(H)n]γ1 → B(H) ⊗¯min B(Y),
j = 1, . . . ,m, are free holomorphic functions with standard representations
Φj(X) =
∞∑
k=0
∑
α∈F+n ,|α|=k
Xα ⊗B(j)(α), X := (X1, . . . ,Xn) ∈
[
B(H)n]
γ2
,
for some B(j)(α) ∈ B(Y), where α ∈ F+n , j = 1, . . . ,m. Assume that
∥∥Φ(X)∥∥< γ2 for any X ∈ [B(H)n]γ1 .
This is equivalent to
∥∥Φ(rS1, . . . , rSn)∥∥< γ2 for any r ∈ [0, γ1).
Let F : [B(K)m]γ2 → B(K) ⊗¯min B(E,G) be a free holomorphic function with standard repre-
sentation
F(Y1, . . . , Ym) :=
∞∑
k=0
∑
α∈F+m,|α|=k
Yα ⊗A(α), (Y1, . . . , Ym) ∈
[
B(K)m]
γ2
,
for some operators A(α) ∈ B(E,G), α ∈ F+m. Then it makes sense to define the map F ◦
Φ : [B(H)n]γ → B(H) ⊗¯min B(Y) ⊗¯min B(E,G) by setting1
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:=
∞∑
k=0
∑
α∈F+m,|α|=k
Φα(X1, . . . ,Xn)⊗A(α), (X1, . . . ,Xn) ∈
[
B(H)n]
γ1
,
where the convergence is in the operator norm topology. We proved in [43] that F ◦ Φ is a free
holomorphic function on [B(H)n]1 with standard representation
(F ◦Φ)(X1, . . . ,Xn) =
∞∑
k=0
∑
σ∈F+n ,|σ |=k
Xσ ⊗C(σ),
where
〈C(σ)x, y〉 = 1
r |σ |
〈(
S∗σ ⊗ IY⊗G
)
(F ◦Φ)(rS1, . . . , rSn)(1 ⊗ x),1 ⊗ y
〉
for any σ ∈ F+n , x ∈ Y⊗E , and y ∈ Y⊗G. Actually, this is a slight extension of the corresponding
result from [43]. However, the proof is basically the same.
For simplicity, throughout this paper, [X1, . . . ,Xn] denotes either the n-tuple (X1, . . . ,Xn) ∈
B(H)n or the operator row matrix [X1 . . . Xn] acting from H(n), the direct sum of n copies of a
Hilbert space H, to H.
Now, we present new results concerning the composition of bounded free holomorphic func-
tions with operator-valued coefficients.
Theorem 1.1. Let F : [B(K)m]γ2 → B(K) ⊗¯min B(E,G) and Φ : [B(H)n]γ1 → [B(H) ⊗¯min
B(Y)]m be bounded free holomorphic functions such that∥∥Φ(X)∥∥< γ2 for any X ∈ [B(H)n]γ1 .
Then the boundary function of the bounded free holomorphic function F ◦Φ satisfies the equation
F˜ ◦Φ = SOT- lim
r→1F(rΦ˜1, . . . , rΦ˜m).
Moreover, if F˜ ∈ An ⊗¯min B(E,G) and Φ˜ := [Φ˜1, . . . , Φ˜m] is such that Φ˜j ∈ An ⊗¯min B(Y),
j = 1, . . . ,m, and ‖Φ˜‖ < γ2, then F˜ ◦Φ ∈ An ⊗¯min B(Y ⊗ E,Y ⊗ G).
Proof. Using the fact that a function X → G(X) is free holomorphic on [B(K)m]γ , γ > 0, if
and only if the mapping Y → G(γY) is free holomorphic on [B(K)m]1, we can assume, without
loss of generality, that γ1 = γ2 = 1.
Due to [43] (see the considerations preceding this theorem), F ◦ Φ is a bounded free holo-
morphic function. Let F have the representation
F(Y1, . . . , Ym) :=
∞∑
k=0
∑
+
Yα ⊗A(α), (Y1, . . . , Ym) ∈
[
B(K)m]1.α∈Fm,|α|=k
1524 G. Popescu / Journal of Functional Analysis 258 (2010) 1513–1578Since F is bounded on [B(K)n]1, we have( ∑
β∈F+m
‖A(β)h‖2
)1/2
 ‖F‖∞‖h‖, h ∈ E .
Given  > 0 and h ∈ E , we choose q ∈ N such that∑
β∈F+m,|β|q
‖A(β)h‖2 < 2. (1.1)
For any x ∈ F 2(Hn), we have∥∥∥∥∥
∞∑
k=q
∑
β∈F+m,|β|=k
(
Φβ(rS1, . . . , rSn)⊗A(β)
)
(x ⊗ h)
∥∥∥∥∥

∞∑
k=q
∥∥∥∥∥[Φβ(rS1, . . . , rSn)⊗ I : |β| = k]
[
I ⊗A(β)
:
|β| = k
]
(x ⊗ h)
∥∥∥∥∥

∞∑
k=q
∥∥∥∥∥
[
I ⊗A(β)
:
|β| = k
]
(x ⊗ h)
∥∥∥∥∥ ‖x‖
∞∑
k=q
( ∑
β∈F+m,|β|=k
‖A(β)h‖2
)1/2
 ‖x‖
for any r ∈ (0,1). Here we used the fact that [Φ1(rS1, . . . , rSn), . . . ,Φn(rS1, . . . , rSn)] is a
contraction and, therefore, the operator row matrix [Φβ(rS1, . . . , rSn) ⊗ I : |β| = k] is also a
contraction.
Now denote Fr(Y1, . . . , Ym) := F(rY1, . . . , rYm), 0 < r < 1, and note that Fr is a bounded
free holomorphic function on [B(K)n]1/r . Since the boundary function Φ˜ := [Φ˜1, . . . , Φ˜m] is a
row contraction, we have
Fr(Φ˜1, . . . , Φ˜m) =
∞∑
k=0
∑
α∈F+m,|α|=k
r |α|Φ˜α ⊗A(α),
where the convergence is in the operator norm topology.
Using relation (1.1) and that [r |β|Φ˜β ⊗ I : |β| = k] is a row contraction, one can show, as
above, that ∥∥∥∥∥
∞∑
k=q
∑
β∈F+m,|β|=k
(
r |β|Φ˜β ⊗A(β)
)
(x ⊗ h)
∥∥∥∥∥< ‖x‖
for any r ∈ (0,1). On the other hand, we have
lim
r→1
∑
+
[(
Φβ(rS1, . . . , rSn)− r |β|Φ˜β
)⊗A(β)](x ⊗ h) = 0.
β∈Fm,|β|<k
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lim
r→1(F ◦Φ)(rS1, . . . , rSn)(x ⊗ h) = limr→1F(rΦ˜1, . . . , rΦ˜m)(x ⊗ h) (1.2)
for any x ∈ F 2(Hn) and h ∈ E . Since∥∥F(rΦ˜1, . . . , rΦ˜m)∥∥ ‖F‖∞ and ∥∥(F ◦Φ)(rS1, . . . , rSn)∥∥ ‖F‖∞,
relation (1.2) implies
F˜ ◦Φ = SOT- lim
r→1F(rΦ˜1, . . . , rΦ˜m).
To prove the second part of the theorem, assume that F˜ ∈ An ⊗¯min B(E,G), Φ˜ :=
[Φ˜1, . . . , Φ˜m] is in M1×m(An ⊗¯min B(Y)), and ‖Φ˜‖ < 1. Since F is a free holomorphic function
on [B(K)n]1,
G :=
∞∑
k=0
∑
α∈F+m,|α|=k
Φ˜α ⊗A(α)
is convergent in the operator norm topology. On the other hand, Φ˜α ∈ An ⊗¯min B(Y). Conse-
quently, G is in An ⊗¯min B(Y ⊗ E,Y ⊗ G). Now, for any  > 0, there exists p ∈ N such that∥∥∥∥∥
∞∑
k=p
∑
α∈F+m,|α|=k
Φ˜α ⊗A(α)
∥∥∥∥∥< .
Due to the noncommutative von Neumann inequality (see [32]), we have∥∥∥∥∥
∞∑
k=p
∑
α∈F+m,|α|=k
Φα(rS1, . . . , rSn)⊗A(α)
∥∥∥∥∥
∥∥∥∥∥
∞∑
k=p
∑
α∈F+m,|α|=k
Φ˜α ⊗A(α)
∥∥∥∥∥
for any k ∈ N. Consequently, we have∥∥(F ◦Φ)(rS1, . . . , rSn)−G∥∥

p∑
k=0
∥∥∥∥ ∑
α∈F+m,|α|=k
[
Φα(rS1, . . . , rSn)− Φ˜α
]⊗A(α)∥∥∥∥+ 2. (1.3)
On the other hand, since Φ˜i ∈ An ⊗¯min B(Y), i = 1, . . . , n, we have
lim
r→1Φα(rS1, . . . , rSn) = Φ˜α, α ∈ F
+
m,
in the operator norm topology. Now, using relation (1.3), we deduce that
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r→1(F ◦Φ)(rS1, . . . , rSn) = G,
where the limit is in the operator norm topology. Therefore F˜ ◦Φ is in An ⊗¯minB(Y ⊗E,Y ⊗G).
This completes the proof. 
Using Theorem 1.1, and Theorem 4.1 from [27], we can prove the following result for
bounded free holomorphic functions with operator-valued coefficients. We recall that a bounded
free holomorphic function is called inner (resp. outer) if its model boundary function is an isom-
etry (resp. has dense range).
Theorem 1.2. Let F : [B(K)m]1 → B(K) ⊗¯min B(E,G) and Φ : [B(H)n]1 → [B(H)]m be
bounded free holomorphic functions. Assume that Φ = (Φ1, . . . ,Φm) is inner and Φ˜1 is non-
unitary if m = 1. Then the following statements hold:
(a) ‖F ◦Φ‖∞ = ‖F‖∞;
(b) if F is inner, then F ◦Φ is inner;
(c) if F is outer, then F ◦Φ is outer.
Proof. Let Φj : [B(H)n]1 → B(H), j = 1, . . . ,m, be free holomorphic functions with scalar
coefficients and assume that Φ = [Φ1, . . . ,Φn] is inner, i.e., Φ˜ := [Φ˜1, . . . , Φ˜n] is an isometry.
According to Theorem 4.1 from [27], Φ˜ is a pure isometry, i.e.,
WOT- lim
k→∞
∑
ω∈F+m,|ω|=k
Φ˜ωΦ˜
∗
ω = 0.
Due to the noncommutative Wold-type decomposition for sequences of isometries with orthog-
onal ranges [30], Φ˜ is unitarily equivalent to [IL ⊗ S′1, . . . , IL ⊗ S′m], where S′1, . . . , S′m are the
left creation operators on the full Fock space F 2(Hm), and L is a separable Hilbert space. Con-
sequently, there is a unitary operator U : F 2(Hn) → L ⊗ F 2(Hm) such that
UΦ˜j =
(
IL ⊗ S′j
)
U, j = 1, . . . ,m.
Hence, if F has the representation
F(Y1, . . . , Ym) :=
∞∑
k=0
∑
α∈F+m,|α|=k
Yα ⊗A(α), (Y1, . . . , Ym) ∈
[
B(K)m]1,
we deduce that
(U ⊗ I )F (rΦ˜1, . . . , rΦ˜m) =
∞∑
k=0
∑
α∈F+m,|α|=k
r |α|(U ⊗ I )Φ˜α ⊗A(α)
=
( ∞∑
k=0
∑
α∈F+m,|α|=k
r |α|
(
IL ⊗ S′α
)⊗A(α)
)
(U ⊗ I )
= [IL ⊗ F (rS′ , . . . , rS′m)](U ⊗ I ).1
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(U ⊗ I )(F˜ ◦Φ) = (U ⊗ I )
(
SOT- lim
r→1F(rΦ˜1, . . . , rΦ˜m)
)
= SOT- lim
r→1
[
IL ⊗ F
(
rS′1, . . . , rS′m
)]
(U ⊗ I ). (1.4)
Since the Hilbert space L is separable, SOT- limr→1 F(rS′1, . . . , rS′m) = F˜ , and ‖F(rS′1, . . . ,
rS′m)‖ ‖F‖∞, we also have
SOT- lim
r→1 IL ⊗ F
(
rS′1, . . . , rS′m
)= IL ⊗ F˜ .
Combining the result with relation (1.4), we conclude that
(U ⊗ I )F˜ ◦Φ = (IL ⊗ F˜ )(U ⊗ I ). (1.5)
Hence, we deduce that
‖F ◦Φ‖∞ = ‖F˜ ◦Φ‖∞ = ‖F˜‖ = ‖F‖∞.
Now, if we assume that F is inner, i.e., F˜ ∗F˜ = I , then relation (1.5) implies
(F˜ ◦Φ)∗F˜ ◦Φ = I . Therefore, F ◦ Φ is inner. Finally, assume that Φ is inner and F is outer,
i.e., F˜ has dense range. Using again relation (1.5), we deduce that F˜ ◦Φ has dense range and,
therefore, F ◦Φ is outer. The proof is complete. 
We recall a few well-known facts (see [28,50,55]) about fractional maps on the unit ball[
B(X ,Y)]−1 := {W ∈ B(X ,Y): ‖W‖ 1},
where X and Y are Hilbert spaces. We denote by [B(X ,Y)]1 the open ball of strict contractions.
Let A,B ∈ [B(X ,Y)]−1 be such that ‖A‖ < 1 and define ΨA(B) ∈ B(X ,Y) by setting
ΨA(B) := A−DA∗
(
I −BA∗)−1BDA, (1.6)
where DA := (I −A∗A)1/2 and DA∗ := (I −AA∗)1/2. One can show that, for any contractions
A,B,C ∈ B(X ,Y) with ‖A‖ < 1,
I −ΨA(B)ΨA(C)∗ = DA∗
(
I −BA∗)−1(I −BC∗)(I −AC∗)−1DA∗ ,
I −ΨA(B)∗ΨA(C) = DA
(
I −B∗A)−1(I −B∗C)(I −A∗C)−1DA. (1.7)
Hence, we deduce that ‖ΨA(B)‖ 1 and ‖ΨA(B)‖ < 1 when ‖B‖ < 1. Straightforward calcu-
lations reveal that
ΨA(0) = A, ΨA(A) = 0, and ΨA
(
ΨA(B)
)= B for any B ∈ [B(X ,Y)]−. (1.8)1
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moreover, ΨA([B(X ,Y)]1) = [B(X ,Y)]1.
Consider the noncommutative Schur class
Sball
(
B(E,G)) := {G ∈ H∞ball(B(E,G)): ‖G‖∞  1},
which can be identified to the unit ball of the operator space F∞n ⊗¯ B(E,G). We also use the
notation
S0ball
(
B(E,G)) := {G ∈ Sball(B(E,G)): G(0) = 0}.
Fractional transforms of free holomorphic functions were considered in [41] (see the proof of
Theorem 6.1). In what follows we expand on those ideas and provide new properties.
Theorem 1.3. Let F : [B(H)n]1 → B(H) ⊗¯min B(E,G) be a bounded free holomorphic function
with ‖F‖∞  1 and let F˜ be its model boundary function. For each operator A = IH ⊗A0 with
A0 ∈ B(E,G) and ‖A0‖ < 1, we define the map
ΨA[F ] :
[
B(H)n]1 → B(H) ⊗¯min B(E,G)
by setting
ΨA[F ] := A−DA∗
(
I − FA∗)−1FDA.
Then the following statements hold:
(i) ΨA[F ] is a bounded free holomorphic function with ‖ΨA[F ]‖∞  1 and its boundary func-
tion has the following properties: Ψ˜A[F ] = ΨA(F˜ ),
I − Ψ˜A[F ]Ψ˜A[F ]
∗ = DA∗
(
I − F˜A∗)−1(I − F˜ F˜ ∗)(I −AF˜ ∗)−1DA∗ ,
I − Ψ˜A[F ]
∗
Ψ˜A[F ] = DA
(
I − F˜ ∗A)−1(I − F˜ ∗F˜ )(I −A∗F˜ )−1DA; (1.9)
(ii) for any X ∈ [B(H)n]1,
ΨA[F ](X) = (PX ⊗ I )
{
ΨA(F˜ )
}= A−DA∗[I − F(X)A∗]−1F(X)DA = ΨA[F(X)],
where PX is the noncommutative Poisson at X;
(iii) ΨA[0] = A, ΨA[A] = 0, and ΨA[ΨA[F ]] = F ;
(iv) ΨA : Sball(B(E,G)) → Sball(B(E,G)) is a homeomorphism;
(v) F˜ is inner if and only if Ψ˜A[F ] is inner;
(vi) F˜ is in An ⊗¯min B(E,G) if and only if Ψ˜A[F ] is in An ⊗¯min B(E,G).
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‖FA∗‖∞  ‖A‖ < 1. Since the map Y → (I − Y)−1 is a free holomorphic on [B(K)]1, The-
orem 1.1 implies that (I − FA∗)−1 and, consequently, ΨA[F ] are bounded free holomorphic
functions on [B(H)n]1. On the other hand, since
‖F‖∞ = sup
r∈[0,1)
∥∥F(rS1, . . . , rSn)∥∥ 1
and using the properties of the fractional transform ΨA, we deduce that∥∥ΨA[F ](rS1, . . . , rSn)∥∥= ∥∥ΨA(F(rS1, . . . , rSn))∥∥ 1
for any r ∈ [0,1). Hence ‖ΨA[F ]‖∞  1. Since F is a bounded free holomorphic function, we
know (see [37,42]) that the boundary function
F˜ := SOT- lim
r→1F(rS1, . . . , rSn)
exists. Taking into account that ‖A‖ < 1 and ‖F(rS1, . . . , rSn)‖ ‖F˜‖ 1, one can easily see
that
SOT- lim
r→1
(
I − F(rS1, . . . , rSn)A∗
)−1 = (I − F˜A∗)−1
and, moreover,
Ψ˜A[F ] = SOT- lim
r→1ΨA
(
F(rS1, . . . , rSn)
)= ΨA(F˜ ).
Now, notice that relation (1.9) follows from (1.7). This proves part (i).
Using the Poisson representation for bounded free holomorphic functions and the continuity
of the Poisson transform in the operator norm topology, we obtain
ΨA[F ](X) = (PX ⊗ I )
{
Ψ˜A[F ]
}= (PX ⊗ I ){ΨA[F˜ ]}
= A−DA∗
[
I − F(X)A∗]−1F(X)DA = ΨA[F(X)]
for any X ∈ [B(H)n]1, which proves part (ii). Hence and using relation (1.8), one can deduce (iii).
Now let us prove item (iv). Let F,Fm ∈ Sball(B(E,G)) and assume that ‖Fm − F‖∞ → 0 as
m → ∞, which is equivalent to ‖F˜m − F˜‖ → 0. Using the fact that∥∥(I − F˜ ∗mA)−1 − (I − F˜ ∗A)−1∥∥ ∥∥(I − F˜ ∗mA)−1(F˜mA∗ − F˜A∗)(I − F˜ ∗mA)−1∥∥
 ‖A‖
(1 − ‖A‖)2 ‖F˜m − F˜‖,
we deduce that ΨA(F˜m) → ΨA(F˜ ), as m → ∞. Due to (i), we have
lim
∥∥ΨA[Fm] −ΨA[F ]∥∥∞ = lim ∥∥ΨA(F˜m)−ΨA(F˜ )∥∥= 0.m→∞ m→∞
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norm ‖ · ‖∞.
Note that item (v) follows from relation (1.9). To prove (vi), we assume that F˜ is in An ⊗¯min
B(E,G). Then, due to [37], F˜ = limr→1 F(rS1, . . . , rSn) in the operator norm topology. Since
‖F(rS1, . . . , rSn)A∗‖ ‖F‖∞‖A‖ < 1, we deduce that
lim
r→1
(
I − F(rS1, . . . , rSn)A∗
)−1 = (I − F˜A∗)−1
and, due to (iv),
Ψ˜A[F ] = lim
r→1ΨA[F ](rS1, . . . , rSn) = limr→1ΨA
(
F(rS1, . . . , rSn)
)= ΨA(F˜ )
where the limits are in the operator norm topology. Using again [37], we conclude that Ψ˜A[F ]
is in An ⊗¯min B(E,G). The converse follows using item (iv) and the fact that ΨA[ΨA[F ]] = F .
Indeed, if Ψ˜A[F ] is in An ⊗¯min B(E,G), then
ΨA
{
Ψ˜A[F ]
}= ΨA{ lim
r→1ΨA[F ](rS1, . . . , rSn)
}
= lim
r→1ΨA
{
ΨA
(
F(rS1, . . . , rSn)
)}
= lim
r→1F(rS1, . . . , rSn) = F˜ ,
where the limits are in the operator norm topology. Consequently, F˜ is in An ⊗¯min B(E,G). The
proof is complete. 
Note that under the conditions of Theorem 1.3, we have
I −ΨA[F ](X)ΨA[F ](X)∗ = DA∗
[
I − F(X)A∗]−1[I − F(X)F(X)∗][I −AF(X)∗]−1DA∗ ,
I −ΨA[F ](X)∗ΨA[F ](X)
= DA
[
I − F(X)∗A]−1[I − F(X)∗F(X)][I −A∗F(X)]−1DA (1.10)
for any X ∈ [B(H)n]1. Moreover, we have
(i) ‖F(X)‖ < 1 if and only if ‖ΨA[F ](X)‖ < 1;
(ii) if X ∈ [B(H)n]1, then F(X) is an isometry (resp. co-isometry) if and only if ΨA[F ](X) has
the same property.
We recall (see [37,42]) that if F : [B(H)n]1 → B(H)⊗¯minB(E,G) is a free holomorphic func-
tion with coefficients in B(E,G) and Fr(X) := F(rX) for any X := (X1, . . . ,Xn) ∈ [B(H)n]1/r ,
r ∈ (0,1), then Fr is free holomorphic on [B(H)n]1/r and
‖Fr‖∞ = sup
∥∥F(X)∥∥= sup ∥∥F(X)∥∥= ∥∥F(rS1, . . . , rSn)∥∥,‖X‖r ‖X‖=r
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creasing.
This result can be improved for free holomorphic functions with scalar coefficients. We
recall that, in [43], we proved a maximum principle for free holomorphic functions on the
noncommutative ball [B(H)n]1, with scalar coefficients. More precisely, we showed that if
f : [B(H)n]1 → B(H) is a free holomorphic function and there exists X0 ∈ [B(H)n]1 such that
‖f (X0)‖ ‖f (X)‖ for any X ∈ [B(H)n]1, the f must be a constant. As a consequence of this
principle and the noncommutative von Neumann inequality, one can easily obtain the following.
Proposition 1.4. Let f : [B(H)n]1 → B(H) be a non-constant free holomorphic function with
‖f ‖∞  1. Then the following statements hold:
(i) ‖f (X1, . . . ,Xn)‖ < 1 for any (X1, . . . ,Xn) ∈ [B(H)n]1;
(ii) the map [0,1)  r → ‖fr‖∞ is strictly increasing.
Proof. The first part follows immediately from the maximum principle for free holomorphic
functions on the noncommutative ball [B(H)n]1. To prove the second part, let 0 r1 < r2 < 1.
We recall that, if r ∈ [0,1), then the boundary function f˜r is in the noncommutative disc alge-
bra An and ‖fr‖∞ = ‖f˜r‖ = ‖fr(S1, . . . , rSn)‖. Applying part (i) to fr2 and (X1, . . . ,Xn) :=
( r1
r2
S1, . . . ,
r1
r2
Sn), we obtain
‖fr1‖∞ =
∥∥fr1(S1, . . . , Sn)∥∥= ∥∥∥∥fr2( r1r2 S1, . . . , r1r2 Sn
)∥∥∥∥< ∥∥fr2(S1, . . . , Sn)∥∥= ‖fr2‖∞,
which completes the proof. 
Now, using fractional transforms, and the noncommutative version of Schwarz’s lemma [37],
we extend the maximum principle to free holomorphic functions with operator-valued coeffi-
cients.
Theorem 1.5. Let F : [B(H)n]1 → B(H) ⊗¯min B(E,G) be a bounded free holomorphic function
with ‖F(0)‖ < ‖F‖∞. Then there is no X0 ∈ [B(H)n]1 such that∥∥F(X0)∥∥= ‖F‖∞.
Proof. Without loss of generality, we can assume that ‖F‖∞ = 1. Set A := F(0) and let G :=
ΨA[F ]. Due to Theorem 1.3, G is a bounded free holomorphic function with ‖G‖∞  1 and
G(0) = ΨA(A) = 0. Applying the noncommutative Schwarz lemma (see [37]), we obtain∥∥G(X)∥∥= ∥∥ΨA(F(X))∥∥ ‖X‖ < 1, X ∈ [B(H)n]1.
Using again Theorem 1.3, we have (ΨA ◦ΨA)[F ] = F and, therefore,∥∥F(X)∥∥< 1 = ‖F‖∞, X ∈ [B(H)n]1.
The proof is complete. 
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recall (see [43]) that in the scalar case, E = G = C, if f : [B(H)n]1 → B(H) is a free holomor-
phic function and ‖f ‖∞ = |f (0)|, then f must be a constant. On the other hand, if F is not
a scalar free holomorphic function and ‖F‖∞ = ‖F(0)‖, then Theorem 1.5 fails. Indeed, take
E = G = C2, and
F(X) =
[
I 0
0 g(X)
]
,
where g is a scalar free holomorphic function with ‖g(X)‖ < 1 for X = (X1, . . . ,Xn) ∈
[B(H)n]1 (for example, g(X) = Xα , α ∈ F+n with |α|  1). Note that ‖F(X)‖ = 1 = ‖F(0)‖
for any X ∈ [B(H)n]1.
We also mention that, if ‖F‖∞ = 1 and F(0) is an isometry, then F must be a constant.
Indeed, if F has the representation f (X) =∑∞k=0∑|α|=k Xα ⊗A(α), then, due to [38], we have∑
|α|=k
A∗(α)A(α)  I − F(0)∗F(0) for k = 1,2, . . . .
Hence, we deduce our assertion.
Using Theorem 1.5, one can prove the following result. Since the proof is similar to that of
Proposition 1.4, we shall omit it.
Corollary 1.6. Let F : [B(H)n]1 → B(H) ⊗¯min B(E,G) be a bounded free holomorphic function
with ‖F‖∞  1 and ‖F(0)‖ < 1. Then∥∥F(X)∥∥< ‖F‖∞ for any X ∈ [B(H)n]1.
If F(0) = 0, then the map [0,1)  r → ‖Fr‖∞ is strictly increasing.
We remark that, in general, under the conditions of Corollary 1.6, but without the condition
F(0) = 0, the map [0,1)  r → ‖Fr‖∞ is not necessarily strictly increasing. Indeed, take
F(X1, . . . ,Xn) =
[ 1
3I 0
0 12X1
]
and note that ‖F‖∞ = 12 and
∥∥F(rS1, . . . , rSn)∥∥=
{ 1
3 , r ∈ [0, 23 ],
r
2 , r ∈ ( 23 ,1].
Denote by H+ball(B(E)) the set of all free holomorphic functions f on the noncommutative
ball [B(H)n]1 with coefficients in B(E), where E is a separable Hilbert space, such that f  0,
where
(F)(X) := F(X)
∗ + F(X)
, X ∈ [B(H)n] .
2 1
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representation F(X1, . . . ,Xn) =∑α∈F+n A(α) ⊗Xα such that IE −A(0) is an invertible operator
in B(E). According to [39], the noncommutative Cayley transform defined by
C[F ] := [F − 1][1 + F ]−1
is a bijection between H+ball(B(E)) and the unit ball of [H∞ball(B(E))]inv. In this case, we have
C−1[G] = [I +G][I −G]−1.
Consider also the set
H+1
(
B(E)) := {f ∈ H+ball(B(E)): f (0) = I}.
Now, we recall that the restriction to H+1 (B(E)) of the noncommutative Cayley transform is a
bijection C : H+1 (B(E)) → S0ball(B(E)), where the noncommutative Schur class S0ball(B(E)) was
introduced before Theorem 1.3.
Using fractional transforms, we can prove the following theorem concerning the structure of
bounded free holomorphic functions.
Theorem 1.7. A map F : [B(H)n]1 → B(H) ⊗¯min B(E) is a bounded free holomorphic function
such that ‖F‖∞  1 and ‖F(0)‖ < 1, if and only if there exist a strict contraction A0 ∈ B(E),
an n-tuple of isometries (V1, . . . , Vn) on a Hilbert space K, with orthogonal ranges, and an
isometry W : E → K, such that
F = (ΨI⊗A0 ◦ C)[G],
where C is the noncommutative Cayley transform and G is defined by
G(X1, . . . ,Xn) =
(
I ⊗W ∗)[2(I −X1 ⊗ V ∗1 − · · · −Xn ⊗ V ∗n )−1 − I ](I ⊗W)
for any X := (X1, . . . ,Xn) ∈ [B(H)n]1. In this case, F(0) = I ⊗A0.
Proof. Let F : [B(H)n]1 → B(H) ⊗¯min B(E) be a bounded free holomorphic function with
‖F‖∞  1 and ‖F(0)‖ < 1. Then F ∈ Sball(B(E)) and, due to Theorem 1.3, ΨF(0)[F ] ∈
S0ball(B(E)). Since the noncommutative Cayley transform C : H+1 (B(E)) → S0ball(B(E)) is a bi-
jection, we deduce that C−1(ΨF(0)[F ]) ∈ H+1 (B(E)).
According to [42], a free holomorphic function G is in H+1 (B(E)), i.e., G(0) = I and G 0,
if and only if there exists an n-tuple of isometries (V1, . . . , Vn) on a Hilbert space K, with or-
thogonal ranges, and an isometry W : E → K such that
G(X1, . . . ,Xn) =
(
I ⊗W ∗)[2(I −X1 ⊗ V ∗1 − · · · −Xn ⊗ V ∗n )−1 − I ](I ⊗W).
This completes the proof. 
We remark that, in the scalar case, i.e., E = C, due to the maximum principle for free holo-
morphic functions, any nonconstant free holomorphic function f such that ‖f ‖∞  1, has the
1534 G. Popescu / Journal of Functional Analysis 258 (2010) 1513–1578property that |f (0)| < 1. Therefore, we can apply Theorem 1.7 and obtain a characterization and
a parametrization of all bounded free holomorphic functions on [B(H)n]1.
2. Vitali convergence and identity theorem for free holomorphic functions
In this section, we provide a Vitali type convergence theorem for uniformly bounded se-
quences of free holomorphic functions with operator-valued coefficients.
Theorem 2.1. Let {Fm}∞m=1 be a uniformly bounded sequence of free holomorphic functions on
[B(H)n]1 with coefficients in B(E). Let {A(k)}∞k=1 ⊂ [B(H)n]1 be a sequence of operators with
the following properties:
(i) A(k) is bounded below, for each k = 1,2, . . .;
(ii) limk→∞‖A(k)‖ = 0;
(iii) limm→∞ Fm(A(k)) exists in the operator norm topology, for each k = 1,2, . . . .
Then there exists a free holomorphic function F on [B(H)n]1 with coefficients in B(E) such that
Fm converges to F uniformly on any closed ball [B(H)n]−r , r ∈ [0,1).
Proof. For each m = 1,2, . . . , let Fm have the representation
Fm(X1, . . . ,Xn) =
∞∑
k=0
∑
|α|=k
Xα ⊗C(m)(α) ,
where the series converges in the operator norm topology for any X = (X1, . . . ,Xn) ∈ [B(H)n]1.
Let M > 0 be such that ‖Fm(X)‖  M for any X ∈ [B(H)n]1 and m = 1,2, . . . . Due to the
Cauchy type estimation of Theorem 2.1 from [37], we have∥∥∥∥ ∑
|α|=j
(
C
(m)
(α)
)∗
C
(m)
(α)
∥∥∥∥1/2 M for any m = 1,2, . . . , and j = 0,1, . . . . (2.1)
Since ‖Fm(X)−Fm(0)‖ 2M for X ∈ [B(H)n]1, the Schwarz type result for free holomorphic
functions [37] implies ∥∥Fm(A(k))− IH ⊗A(m)(0) ∥∥ 2M∥∥A(k)∥∥
for any m,k = 1,2, . . . . Hence, we deduce that∥∥A(m)(0) −A(q)(0)∥∥ ∥∥IH ⊗A(m)(0) − Fm(A(k))∥∥+ ∥∥Fm(A(k))− Fq(A(k))∥∥
+ ∥∥Fq(A(k))− IH ⊗A(m)(0) ∥∥
 4M
∥∥A(k)∥∥+ ∥∥Fm(A(k))− Fq(A(k))∥∥.
Since limk→∞‖A(k)‖ = 0 and limm→∞ Fm(A(k)) exists in the operator norm topology, for each
k = 1,2, . . . , we deduce that C(0) := limm→∞ C(m) exists.(0)
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Fm,0 = I ⊗C(m)(0) + [X1 ⊗ IE , . . . ,Xn ⊗ IE ]Fm,1(X)
where
Fm,1(X) =
⎡⎢⎣F
(g1)
m,1 (X)
...
F
(gn)
m,1 (X)
⎤⎥⎦
and
F
(gi)
m,1 (X) = IH ⊗C(m)(gi ) +
∑
j=1
∑
|β|=j
Xβ ⊗C(m)(giβ), i = 1, . . . , n.
By induction over q = 0,1,2, . . . , we can easily prove that∑
|α|q
Xα ⊗C(α) =
[
Xβ ⊗ IE : |β| = q
]
Fm,q(X),
where
Fm,q(X) :=
⎡⎣F (β)m,q(X):
|β| = q
⎤⎦
and
F (β)m,q(X) := IH ⊗C(m)(β) +
∑
j=1
∑
|γ |=j
Xγ ⊗C(m)(βγ ) for |β| = q.
Now, note that, for each i = 1, . . . , n, we have
F
(gi)
m,1 (X) = IH ⊗C(m)(gi ) + [X1 ⊗ IE , . . . ,Xn ⊗ IE ]
⎡⎢⎣ F
(gig1)
m,2 (X)
...
F
(gign)
m,2 (X)|
⎤⎥⎦ .
Consequently, we have
Fm,1(X) =
⎡⎢⎣ IH ⊗C
(m)
(g1)
...
IH ⊗C(m)(gn)
⎤⎥⎦+ ([X1 ⊗ IE , . . . ,Xn ⊗ IE ] ⊗ ICN1 )Fm,2(X), (2.2)
where N1 := n. One can easily prove by induction over q = 0,1, . . . that
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[
IH ⊗C(m)(β):
|β| = q
]
+ ([X1 ⊗ IE , . . . ,Xn ⊗ IE ] ⊗ ICNq )Fm,q+1(X) (2.3)
for any X ∈ [B(H)n]1 and m = 1,2, . . . , where Nq := card{β ∈ F+n : |β| = q}.
In what follows we prove by induction over p = 0,1, . . . the following statements:
(a) limm→∞ Fm,p(A(k)) exists in the operator norm topology, for each k = 1,2, . . . ;
(b) ‖Fm,p(X)‖ (p + 1)M for any X ∈ [B(H)n]1 and m = 1,2, . . . ;
(c) ‖Fm,p(A(k))−
[ IH⊗C(m)(β):
|β|=p
]
‖ (p + 2)M‖A(k)‖ for any k,m = 1,2, . . . ;
(d)
[ C(β)
:
|β|=p
]
:= limm→∞
[ C(m)
(β):
|β|=p
]
exists in the operator norm topology.
Assume that these relations hold for p = q . Using relation (2.3) when X = A(k) and
taking into account (a) and (d) (when p = q), we deduce that the sequence {(A(k) ⊗
IE⊗CNq+1 )Fm,q+1(A
(k))}∞m=1 is convergent in the operator norm topology and, consequently,
a Cauchy sequence. On the other hand, since A(k) is bounded below, there exists C > 0 such that
‖A(k)y‖ C‖y‖ for any y ∈⊕ni=1 H. This implies that∥∥(A(k) ⊗ IE⊗CNq+1 )Fm,q+1(A(k))x − (A(k) ⊗ IE⊗CNq+1 )Ft,q+1(A(k))x∥∥
 C
∥∥Fm,q+1(A(k))x − Ft,q+1(A(k))x∥∥
for any x ∈ H ⊗ E ⊗ CNq+1 and m, t = 1,2, . . . . Hence, we deduce that {Fm,q+1(A(k))}∞m=1 is a
Cauchy sequence and, therefore, limm→∞ Fm,q+1(A(k)) exists.
Now, due to relation (2.1) and (b), we have∥∥∥∥∥Fm,q(X)−
[
IH ⊗C(m)(β):
|β| = q
]∥∥∥∥∥ (q + 2)M, X ∈ [B(H)n]1.
Using relation (2.2) and the noncommutative Schwarz lemma, we obtain
∥∥(X ⊗ IE⊗CNq )Fm,q+1(X)∥∥=
∥∥∥∥∥Fm,q(X)−
[
IH ⊗C(m)(β):
|β| = q
]∥∥∥∥∥ (q + 2)M‖X‖
for any X ∈ [B(H)n]1, which implies∥∥Fm,q+1(X)∥∥ (q + 2)M.
Hence and using again (2.1), we obtain∥∥∥∥∥Fm,q+1(X)−
[
IH ⊗C(m)(β):
]∥∥∥∥∥ (q + 3)M|β| = q + 1
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tions, we deduce that∥∥∥∥∥Fm,q+1(A(k))−
[
IH ⊗C(m)(β):
|β| = q + 1
]∥∥∥∥∥ (q + 3)M∥∥A(k)∥∥
for any k,m = 1,2, . . . , which is condition (c), when p = q + 1. Now, note that∥∥∥∥∥
[
C
(s)
(β) −C(m)(β):
|β| = q + 1
]∥∥∥∥∥
∥∥∥∥∥
[
C
(s)
(β):
|β| = q + 1
]
− Fs,q+1
(
A(k)
)∥∥∥∥∥+ ∥∥Fs,q+1(A(k))− Fm,q+1(A(k))∥∥
+
∥∥∥∥∥Fm,q+1(A(k))−
[
C
(m)
(β):
|β| = q + 1
]∥∥∥∥∥
 2(q + 3)M∥∥A(k)∥∥+ ∥∥Fs,q+1(A(k))− Fm,q+1(A(k))∥∥
for any k, s,m = 1,2, . . . . Since {Fm,q+1(A(k))}∞m=1 is a Cauchy sequence and limk→∞ ‖A(k)‖ =
0, we deduce condition (d) when p = q + 1, i.e.,[
C(β)
:
|β| = q + 1
]
:= lim
m→∞
[
C
(m)
(β):
|β| = q + 1
]
exists in the operator norm topology. This concludes our proof by induction.
Now, due to (2.1), we deduce that∥∥∥∥ ∑
|α|=j
C∗(α)C(α)
∥∥∥∥1/2 M for any j = 0,1, . . . ,
which implies lim supk→∞‖
∑
|α|=k C∗(α)C(α)‖
1
2k  1. Consequently, the mapping F(X) :=∑∞
j=0
∑
|α|=j Xα ⊗C(α) is a free holomorphic function on [B(H)n]1 with coefficients in B(E).
If ‖X‖ r < 1, then we have
∥∥Fm(X)− F(X)∥∥ p−1∑
j=0
∥∥∥∥∑
|α|=j
Xα ⊗
(
C
(m)
(α) −C(α)
)∥∥∥∥+ ∞∑
j=p
∥∥∥∥∑
|α|=j
Xα ⊗
(
C
(m)
(α) −C(α)
)∥∥∥∥

p−1∑
j=0
∥∥∥∥∥
[
C
(m)
(α)
−C(α)
:
|α| = j
]∥∥∥∥∥+
∞∑
j=p
rj
∥∥∥∥∥
[
C
(m)
(α)
−C(α)
:
|α| = j
]∥∥∥∥∥

p−1∑
j=0
∥∥∥∥∥
[
C
(m)
(α) −C(α):
|α| = j
]∥∥∥∥∥+ 2M rp1 − r .
Hence and due to relation (d), we deduce that ‖Fm(X)−F(X)‖ → 0, as m → ∞, uniformly for
X ∈ [B(H)n]−r , r ∈ [0,1). The proof is complete. 
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B(E). If there exists a sequence {A(k)}∞k=1 ⊂ [B(H)n]1 of bounded bellow operators such that
limk→∞‖A(k)‖ = 0 and F(A(k)) = G(A(k)) for any k = 1,2, . . . , then F = G.
Proof. When F and G are bounded on [B(H)n]1, we can apply Theorem 2.1 to the sequence
F,G,F,G, . . . , and deduce that F = G. Otherwise, let r ∈ (0,1) be such that ‖A(k)‖ < r
and consider Fr(X) := F(rX) and Gr(X) := G(rX) for X ∈ [B(H)n]1. Since Fr and Gr are
bounded free holomorphic functions on [B(H)n]1 and
Fr
(
r−1A(k)
)= F (A(k))= G(A(k))= Gr(r−1A(k))
we can apply the first part of the proof and deduce that Fr = Gr . Consequently, F(rS1, . . . , rSn)=
G(rS1, . . . , rSn), where S1, . . . , Sn are the left creation operators. Hence F = G. 
Remark 2.3. Theorem 2.1 fails if the operators A(k) are not bounded bellow.
Proof. Let m = 2,3, . . . , and consider the sequence of strict row contractions
A(k) :=
[
1
k
PPm−1S1|Pm−1 , . . . ,
1
k
PPm−1Sn|Pm−1
]
, k = 1,2, . . . ,
where S1, . . . , Sn are the left creation operators and Pm−1 is the subspace of F 2(Hn) spanned by
the vectors eα , with α ∈ F+n and |α|  m − 1. Let F and G be any free holomorphic functions
on [B(H)n]1 such that F(X) − G(X) = Xβ for some β ∈ F+n with |β| = m. Since A(k)α = 0 for
|α|m, we have
F
(
A(k)
)= G(A(k)), k  2,
and limk→∞‖A(k)‖ = 0. However, F = G. 
We should mention that in the particular case when n = 1, E = C, and {A(k)} is a sequence of
invertible strict contractions, we recover the corresponding results obtained by Fan [13].
3. Free holomorphic functions with the radial infimum property
We introduce the class of free holomorphic functions with the radial infimum property, obtain
several characterizations, and consider several examples We study the radial infimum property in
connection with products, direct sums, and compositions of free holomorphic functions. We also
show that the class of functions with the radial infimum property is invariant under the fractional
transforms of Section 1. These results are important in the following sections.
Let F : [B(H)n]1 → B(H) ⊗¯min B(E,G) be a bounded free holomorphic function on
[B(H)n]1. Due to [37] and [42], the model boundary function
F˜ (S1, . . . , Sn) := SOT- lim
r→1F(rS1, . . . , rSn)
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lim
r→1 sup‖x‖=1
∥∥F(rS1, . . . , rSn)x∥∥= ‖F‖∞.
We introduce now the class of free holomorphic functions with the radial infimum property.
We say that F has the radial infimum property if
lim inf
r→1 inf‖x‖=1
∥∥F(rS1, . . . , rSn)x∥∥= ‖F‖∞.
Proposition 3.1. If F : [B(H)n]1 → B(H) ⊗¯min B(E,G) is a bounded free holomorphic function
with the radial infimum property such that ‖F‖∞ = 1, then F is inner.
Proof. We have to show that the boundary function F˜ (S1, . . . , Sn) is an isometry. To this end,
denote
μ(r) := inf‖x‖=1
∥∥F(rS1, . . . , rSn)x∥∥ for r ∈ [0,1).
Due to the noncommutative von Neumann inequality, we have
μ(r) ‖F(rS1, . . . , rSn)y‖‖y‖ 
∥∥F(rS1, . . . , rSn)∥∥ ‖F‖∞
for any y ∈ F 2(Hn)⊗E , y = 0 and r ∈ [0,1). Taking into account that lim infr→1 μ(r) = ‖F‖∞,
we deduce that limr→1 ‖F(rS1, . . . , rSn)y‖ = ‖y‖. Since F˜ (S1, . . . , Sn) := SOT- limr→1 F(rS1,
. . . , rSn), it is clear that ‖F˜ (S1, . . . , Sn)y‖ = ‖y‖ for any y ∈ F 2(Hn)⊗ E , which Shows that F
is inner and completes the proof. 
Now, we present several characterizations for free holomorphic functions with the radial infi-
mum property.
Theorem 3.2. Let F : [B(H)n]1 → B(H) ⊗¯min B(E,G) be a bounded free holomorphic function
with ‖F‖∞ = 1. Then the following statements are equivalent:
(i) F has the radial infimum property.
(ii) limr→1 inf‖x‖=1 ‖F(rS1, . . . , rSn)x‖ = 1.
(iii) For every  ∈ (0,1) there is δ ∈ (0,1) such that
F(rS1, . . . , rSn)
∗F(rS1, . . . , rSn) (1 − )I for any r ∈ (δ,1).
(iv) There exist constants c(r) ∈ (0,1], r ∈ (0,1), with limr→1 c(r) = 1 such that
F(rS1, . . . , rSn)
∗F(rS1, . . . , rSn) c(r)I.
(v) There is δ ∈ (0,1) such that F(rS1, . . . , rSn)∗F(rS1, . . . , rSn) is invertible for any r ∈
(δ,1) and
lim
r→1
∥∥[F(rS1, . . . , rSn)∗F(rS1, . . . , rSn)]−1∥∥= 1.
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Since the equivalence of (ii) with (iii) is straightforward, we leave it the reader. To prove the
implication (ii) ⇒ (iv), define
μ(r) := inf‖x‖=1
∥∥F(rS1, . . . , rSn)x∥∥, r ∈ [0,1),
and note that 0 μ(r) ‖F(rS1, . . . , rSn)‖ ‖F‖∞ = 1 and∥∥F(rS1, . . . , rSn)x∥∥ μ(r)‖x‖ for any x ∈ F 2(Hn)⊗ E .
Since the latter inequality is equivalent to
F(rS1, . . . , rSn)
∗F(rS1, . . . , rSn) μ(r)2I,
if (ii) holds, then limr→1 μ(r) = 1 and (iv) follows. Conversely, assume that (iv) holds. Then we
have ∥∥F(rS1, . . . , rSn)x∥∥2  c(r)‖x‖2 for any x ∈ F 2(Hn)⊗ E,
which implies
c(r)1/2  inf‖x‖=1
∥∥F(rS1, . . . , rSn)x∥∥ ∥∥F(rS1, . . . , rSn)∥∥ ‖F‖∞ = 1.
Since limr→1 c(r) = 1, we deduce item (ii).
It remains to prove that (iv) ↔ (v). First, assume that condition (iv) holds. Note that the in-
equality
F(rS1, . . . , rSn)
∗F(rS1, . . . , rSn) c(r)I (3.1)
is equivalent to∥∥F(rS1, . . . , rSn)∗F(rS1, . . . , rSn)x∥∥ c(r)‖x‖ for any x ∈ F 2(Hn)⊗ E . (3.2)
Indeed, if (3.1) holds, then∥∥F(rS1, . . . , rSn)∗F(rS1, . . . , rSn)x∥∥‖x‖ 〈F(rS1, . . . , rSn)∗F(rS1, . . . , rSn)x, x〉
 c(r)‖x‖2,
which proves one implication. Conversely, if (3.2) holds, then, by squaring, we deduce that
[
F(rS1, . . . , rSn)
∗F(rS1, . . . , rSn)
]2  c(r)2I.
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d(r) := inf‖x‖=1
∥∥F(rS1, . . . , rSn)∗F(rS1, . . . , rSn)x∥∥, r ∈ (0,1), (3.3)
and note that 0 < c(r)  d(r)  1. Hence, using (3.2) and condition (iv), we deduce that the
positive operator F(rS1, . . . , rSn)∗F(rS1, . . . , rSn) is invertible and
1
c(r)

∥∥[F(rS1, . . . , rSn)∗F(rS1, . . . , rSn)]−1∥∥= 1
d(r)
 1.
Since limr→1 c(r) = 1, we obtain item (v). Conversely, assume now that condition (v) holds.
Since ‖[F(rS1, . . . , rSn)∗F(rS1, . . . , rSn)]−1‖ = 1d(r) ,where d(r) is given by (3.3), we have
limr→1 d(r) = 1 On the other hand, due to (3.3), we also have∥∥F(rS1, . . . , rSn)∗F(rS1, . . . , rSn)x∥∥ d(r)‖x‖ for any x ∈ F 2(Hn)⊗ E,
which, as proved above, is equivalent to F(rS1, . . . , rSn)∗F(rS1, . . . , rSn)  d(r)I . Since
limr→1 d(r) = 1, we deduce (iv) and complete the proof. 
Now we consider several examples of bounded free holomorphic functions with the radial
infimum property. Another notation is necessary. If ω,γ ∈ F+n , we say that ω  γ if there is
σ ∈ F+n such that ω = γ σ .
Example 3.3. Let A(α) ∈ B(E,G) and let F,G,ϕ be free holomorphic function on [B(H)n]1
having the following forms:
(i) F(X1, . . . ,Xn) =∑|α|=mXα ⊗A(α), where ∑|α|=mA∗αAα = IE and m ∈ N;
(ii) G(X1, . . . ,Xn) =∑nk=1∑|β|=k,βgk Xβ ⊗ A(β), where ∑nk=1∑|β|=k,βgk A∗(β)A(β) = I
and g1, . . . , gn are the generators of the free semigroup F+n ;
(iii) ϕ(X1, . . . ,Xn) =∑∞k=0 akXk2X1, where ak ∈ C with ∑∞k=0 |ak|2 = 1.
Then, F,G,ϕ have the radial infimum property.
Proof. Since S1, . . . , Sn satisfy the relation S∗j Si = δij I for i, j = 1, . . . , n, one can easily see
that {Sα}|α|=m is a sequence of isometries with orthogonal ranges. Consequently, we have
F(rS1, . . . , rSn)
∗F(rS1, . . . , rSn) = rmI.
Applying Theorem 3.2, we deduce that F has the radial infimum property. Similarly, one can
prove that
G(rS1, . . . , rSn)
∗G(rS1, . . . , rSn) =
n∑
k=1
∑
|β|=k,βgk
r2|β|A∗(β)A(β)
 r2n
n∑ ∑
A∗(β)A(β) = r2nI.
k=1 |β|=k,βgk
1542 G. Popescu / Journal of Functional Analysis 258 (2010) 1513–1578Consequently, G has the radial infimum property. Finally, note that {Sk2S1}∞k=0 is a sequence of
isometries with orthogonal ranges and, consequently
ϕ(rS1, . . . , rSn)
∗ϕ(rS1, . . . , rSn) = r2
∞∑
k=0
r2k|ak|2 
∞∑
k=1
|ak|2 = 1.
Hence ϕ is a bounded free holomorphic function and, taking into account that
limr→1 r2
∑∞
k=0 r2k|ak|2 = 1, Theorem 3.2 shows that ϕ has the radial infimum property. 
Proposition 3.4. If F,G are bounded free holomorphic functions with the radial infimum prop-
erty, then so is their product FG. If, in addition, ‖F‖∞ = ‖G‖∞, then
[
F 0
0 G
]
has the radial
infimum property.
Proof. Without loss of generality, one can assume that ‖F‖∞ = ‖G‖∞ = 1. According to Theo-
rem 3.2, there exist constants c(r), d(r) ∈ (0,1], r ∈ (0,1), with limr→1 c(r) = limr→1 d(r) = 1
such that
F(rS1, . . . , rSn)
∗F(rS1, . . . , rSn) c(r)I and
G(rS1, . . . , rSn)
∗G(rS1, . . . , rSn) c(r)I.
Hence, we deduce that
G(rS1, . . . , rSn)
∗F(rS1, . . . , rSn)∗F(rS1, . . . , rSn)G(rS1, . . . , rSn) c(r)d(r)I.
Applying again Theorem 3.2, we conclude that the product FG has the radial infimum property.
To prove the second part of this proposition, note that[
F(rS1, . . . , rSn)∗F(rS1, . . . , rSn) 0
0 G(rS1, . . . , rSn)∗G(rS1, . . . , rSn)
]
min
{
c(r), d(r)
}
I
and limr→1 min{c(r), d(r)} = 1. Applying again Theorem 3.2, we complete the proof. 
The next result will provide several classes of free holomorphic functions with the radial
infimum property.
Theorem 3.5. Let F : [B(H)m]1 → B(H)⊗¯min B(E,G) be a bounded free holomorphic function,
and let ϕ : [B(H)n]1 → [B(H)m]1 be an inner free holomorphic function. Then the following
statements hold:
(i) If F is inner and F˜ ∈ Am ⊗¯min B(E,G), then F has the radial infimum property.
(ii) If F is inner, F˜ ∈ Am ⊗¯min B(E,G), and ϕ˜ = (ϕ˜1, . . . , ϕ˜m) is in An ⊗¯min B(Cm,C) with ϕ˜1
non-unitary if m = 1, then the composition F ◦ ϕ has the radial infimum property.
(iii) If F has the radial infimum property and ϕ is homogeneous of degree q  1, then F ◦ϕ has
the radial infimum property.
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and only if the fractional transform ΨA[F ] has the radial infimum property.
Proof. According to [37], the model boundary function F˜ is the limit of F(rS′1, . . . , rS′m) in the
operator norm, as r → 1, where S′1, . . . , S′m are the left creation operators on the full Fock space
F 2(Hm), with m generators. Consequently, for any  ∈ (0,1) there exists δ ∈ (0,1) such that∥∥F (rS′1, . . . , rS′m)− F˜∥∥<  for any r ∈ (δ,1).
Hence, and due to the fact that F˜ is an isometry, we deduce that, for any r ∈ (δ,1) and x ∈
F 2(Hm)⊗ E ,〈
F
(
rS′1, . . . , rS′m
)∗
F
(
rS′1, . . . , rS′m
)
x, x
〉1/2 = ∥∥F (rS′1, . . . , rS′m)∥∥
 ‖F˜ x‖ − ∥∥F (rS′1, . . . , rS′m)− F˜ x∥∥
 ‖x‖ − ‖x‖ = (1 − )‖x‖.
Consequently,
F
(
rS′1, . . . , rS′m
)∗
F
(
rS′1, . . . , rS′m
)
 (1 − )2I for any r ∈ (δ,1)
and, due to Theorem 3.2, F has the radial infimum property. Therefore, item (i) holds.
To prove (ii), note first that, due to Theorem 1.2, F ◦ ϕ is inner. Since F˜ ∈ Am ⊗¯min B(E,G),
and ϕ˜ ∈ An ⊗¯min B(Cm,C), Theorem 1.1 implies that F˜ ◦ ϕ is in An ⊗¯B(E,G). Applying now
item (i) to F ◦ ϕ, we deduce part (ii).
Now, we prove (iii). Since ϕ := [ϕ1, . . . , ϕm] is homogeneous of degree m  1, we de-
duce that each ϕj is a homogeneous noncommutative polynomial of degree q . Therefore,
ϕ˜j = ϕj (S1, . . . , Sn) and
ϕα(rS1, . . . , rSn) = rq|α|ϕα(S1, . . . , Sn), α ∈ F+m, (3.4)
where S1, . . . , Sn are the left creation operators on the full Fock space F 2(Hn). As in the proof
of Theorem 1.2, we have
(U ⊗ I )F˜ ◦ ϕ = (IL ⊗ F˜ )(U ⊗ I ),
where L is a separable Hilbert space and U : F 2(Hn) → L ⊗ F 2(Hm) is a unitary operator.
Hence, we deduce that
(U ⊗ I )F˜r ◦ ϕ = (IL ⊗ F˜r )(U ⊗ I ), r ∈ (0,1), (3.5)
where Fr(X) := F(rX), X ∈ [B(H)m]1/r . Since Fr is a bounded free holomorphic function on
[B(H)m]1/r , we have
F˜r = Fr
(
S′ , . . . , S′m
)
and F˜r ◦ ϕ = Fr
(
ϕ1(S1, . . . , Sm), . . . , ϕm(S1, . . . , Sn)
)
. (3.6)1
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Fr
(
S′1, . . . , S′m
)∗
Fr
(
S′1, . . . , S′m
)
 (1 − )I for any r ∈ (δ,1).
Hence, and using relations (3.5) and (3.6), we obtain
(F˜r ◦ ϕ)∗F˜r ◦ ϕ  (1 − )I for any r ∈ (δ,1). (3.7)
On the other hand, due to relation (3.4), we have
F˜r ◦ ϕ = F
(
rϕ1(S1, . . . , Sn), . . . , rϕm(S1, . . . , Sn)
)
= F (ϕ1(r1/qS1, . . . , r1/qSn), . . . , ϕm(r1/qS1, . . . , r1/qSn))
= (F ◦ ϕ)(r ′S1, . . . , r ′Sn),
where r ′ := r1/q . Now inequality (3.7) becomes
(F ◦ ϕ)(r ′S1, . . . , r ′Sn)∗(F ◦ ϕ)(r ′S1, . . . , r ′Sn) (1 − )I for any r ′ ∈ (δ1/k,1).
Applying Theorem 3.2, we conclude that F ◦ ϕ has the radial infimum property.
To prove item (iv), assume that F has the radial infimum property. Applying Theorem 1.3 to
ΨA[Fr ], r ∈ (0,1), we obtain
I −ΨA[F ]
(
rS′
)∗
ΨA[F ]
(
rS′
)
= DA
[
I − F (rS′)∗A]−1[I − F (rS′)∗F (rS′)][I −A∗F (rS′)]−1DA,
where rS′ := (rS′1, . . . , rS′m). Since F has the radial infimum property, there exist constants
c(r) ∈ (0,1], r ∈ (0,1), with limr→1 c(r) = 1 such that
F
(
rS′
)∗
F
(
rS′
)
 c(r)I.
Note also that, since ‖A‖ < 1 and ‖F(rS′)‖ 1, we have∥∥[I − F (rS′)∗A]−1∥∥ 1 + ∥∥F (rS′)∗A∥∥+ ∥∥F (rS′)∗A∥∥2 + · · ·
 1 + ‖A‖ + ‖A‖2 + · · ·
= 1
1 − ‖A‖ .
Using all these relations, we deduce that
ΨA[F ]
(
rS′
)∗
ΨA[F ]
(
rS′
)

[
1 − 1 − c(r)
(1 − ‖A‖)2
]
I.
Since limr→1 c(r) = 1, Theorem 3.2 shows that ΨA[F ] has the radial infimum property. Now,
using the fact that ΨF [ΨA[F ]] = F , one can prove the converse. The proof is complete. 
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‖F‖∞ = 1, then F is inner if and only if it has the radial infimum property. This suggests the
following open question. Is there any bounded free holomorphic function with the radial infimum
property so that its boundary function is not in the noncommutative disc algebra?
Corollary 3.6. Any free holomorphic automorphism of the noncommutative ball [B(H)n]1 has
the radial infimum property.
Proof. According to [43], if Ψ ∈ Aut([B(H)n]1), the automorphism group of all free holomor-
phic functions on [B(H)n]1, then its boundary function Ψ˜ = [Ψ˜1, . . . , Ψ˜n] is an isometry and
Ψ˜i ∈ An, the noncommutative disc algebra. Applying Theorem 3.5, part (i), we deduce that Ψ
has the radial infimum property. The proof is complete. 
4. Factorizations and free holomorphic versions of classical inequalities
In this section we study the class of free holomorphic functions with the radial infimum prop-
erty in connection with factorizations and noncommutative generalizations of Schwarz’s lemma
and Harnack’s double inequality from complex analysis.
If A,B ∈ B(K) are self-adjoint operators, we say that A<B if B −A is positive and invert-
ible, i.e., there exists a constant γ > 0 such that 〈(B −A)h,h〉 γ ‖h‖2 for any h ∈ K. Note that
C ∈ B(K) is a strict contraction (‖C‖ < 1) if and only if C∗C < I .
Theorem 4.1. Let F,Θ , and G be free holomorphic functions on [B(H)n]1 with coefficients in
B(E,G), B(Y,G), and B(E,Y), respectively, such that
F(X) = Θ(X)G(X), X ∈ [B(H)n]1.
Assume that F is bounded with ‖F‖∞  1 and Θ has the radial infimum property with
‖Θ‖∞ = 1. Then ‖G‖∞  1,
F(X)F(X)∗ Θ(X)Θ(X)∗, X ∈ [B(H)n]1,
and
∥∥F(X)∥∥ ∥∥Θ(X)∥∥, X ∈ [B(H)n]1.
If, in addition, ‖G(0)‖ < 1 and X0 ∈ [B(H)n]1, then:
(i) F(X0)F (X0)∗ <Θ(X0)Θ∗(X0) if and only if Θ(X0)Θ∗(X0) > 0;
(ii) ‖F(X0)‖ < ‖Θ(X0)‖ if and only if G(X0) = 0.
Proof. Since Θ has the radial infimum property and ‖Θ‖∞ = 1, Theorem 3.2 shows that there
exist constants c(r) ∈ (0,1], r ∈ (0,1), with limr→1 c(r) = 1 and such that
Θ(rS1, . . . , rSn)
∗Θ(rS1, . . . , rSn) c(r)I.
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any r ∈ [0,1), we deduce that∥∥Θ(rS1, . . . , rSn)∗F(rS1, . . . , rSn)y∥∥ c(r)∥∥G(rS1, . . . , rSn)y∥∥
for any y ∈ F 2(Hn) ⊗ E . Since ‖Θ(rS1, . . . , rSn)‖  ‖Θ‖∞ = 1 and ‖F(rS1, . . . , rSn)‖  1,
the inequality above implies
c(r)
∥∥G(rS1, . . . , rSn)∥∥ 1 for any r ∈ [0,1).
Using the fact the map r → ‖G(rS1, . . . , rSn)‖ is increasing and that limr→1 c(r) = 1, we de-
duce that limr→1‖G(rS1, . . . , rSn)‖ 1. Hence, G is bounded and
‖G‖∞ = lim
r→1
∥∥G(rS1, . . . , rSn)∥∥ 1.
Consequently, G(X)G(X)∗  I and
F(X)F(X)∗ = Θ(X)G(X)G(X)∗Θ(X)∗ Θ(X)Θ(X)∗, X ∈ [B(H)n]1.
Hence, we have F(X)F(X)∗ Θ(X)Θ(X)∗ for all X ∈ [B(H)n]1.
To prove the second part of this theorem, assume that ‖G(0)‖ < 1. According to Corollary 1.6,
we have ‖G(X)‖ < 1 for any X ∈ [B(H)n]1. Since F(X) = Θ(X)G(X), X ∈ [B(H)n]1, we
deduce that
Θ(X)Θ(X)∗ − F(X)F(X)∗  (1 − ∥∥G(X)∥∥2)Θ(X)Θ(X)∗. (4.1)
Since ‖G(X)‖ < 1, we have (1 − ‖G(X)‖2)Θ(X)Θ(X)∗  0. Note also that if X0 ∈ [B(H)n]1
is such that Θ(X0)Θ(X0)∗ > 0 then relation (4.1) implies Θ(X0)Θ(X0)∗ −F(X0)F (X0)∗ > 0.
The converse is obviously true.
To prove item (ii), note that when ‖G(X0)‖ < 1 and G(X0) = 0, we have∥∥F(X0)∥∥= ∥∥Θ(X0)G(X0)∥∥ ∥∥Θ(X0)∥∥∥∥G(X0)∥∥< ∥∥Θ(X0)∥∥.
Consequently, since F(X0) = Θ(X0)G(X0), we deduce that ‖F(X0)‖ < ‖Θ(X0)‖ if and only if
G(X0) = 0. This completes the proof. 
Proposition 4.2. Let F,Θ , and G be free holomorphic functions on [B(H)n]1 with coefficients
in B(E,G), B(Y,G), and B(E,Y), respectively, such that
F(X) = Θ(X)G(X), X ∈ [B(H)n]1.
Assume that:
(i) ‖F‖∞  1 and F˜ ∈ An ⊗¯min B(E,G);
(ii) Θ is inner and Θ˜ ∈ An ⊗¯min B(Y,G).
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F(X)F(X)∗ Θ(X)Θ(X)∗, X ∈ [B(H)n]1.
If, in addition, F is inner, then so is G.
Proof. Since Θ is inner, i.e., Θ˜∗Θ˜ = I , and Θ˜ ∈ An ⊗¯min B(Y,G), Theorem 3.5 implies that
Θ has the radial infimum property. Now, due to Theorem 4.1, G is bounded and ‖G‖∞  1.
Consequently, inequality F(X)F(X)∗ Θ(X)Θ(X)∗ for all X ∈ [B(H)n]1.
On the other hand, since F˜ ∈ An ⊗¯min B(E,G) and Θ˜ ∈ An ⊗¯min B(Y,G), according to
[37,42], we have
Θ˜ = lim
r→1Θ(rS1, . . . , rSn) and F˜ = limr→1F(rS1, . . . , rSn), (4.2)
in the operator norm topology. Since ‖G‖∞  1, its boundary function G˜ = SOT- limr→1 G(rS1,
. . . , rSn) exists. Now, for any r ∈ [0,1), we have
Θ(rS1, . . . , rSn)
∗F(rS1, . . . , rSn) = Θ(rS1, . . . , rSn)∗Θ(rS1, . . . , rSn)G(rS1, . . . , rSn).
Taking the SOT-limit in this equality and using the fact that ‖Θ(rS1, . . . , rSn)‖  1 and
‖F(rS1, . . . , rSn)‖ 1, we deduce that Θ˜∗F˜ = G˜. Now, due to relation (4.2), we have
Θ˜∗F˜ = lim
r→1Θ(rS1, . . . , rSn)
∗F(rS1, . . . , rSn) and
lim
r→1Θ(rS1, . . . , rSn)
∗Θ(rS1, . . . , rSn) = I
in the operator norm. Consequently, since∥∥G˜−G(rS1, . . . , rSn)∥∥ ∥∥G˜−Θ(rS1, . . . , rSn)∗F(rS1, . . . , rSn)∥∥
+ ∥∥Θ(rS1, . . . , rSn)∗Θ(rS1, . . . , rSn)− I∥∥∥∥G(rS1, . . . , rSn)∥∥
and ‖G(rS1, . . . , rSn)‖ 1, we deduce that G˜ = limr→1 G(rS1, . . . , rSn) in the operator norm
topology. Hence, we deduce that G˜ ∈ An ⊗¯min B(E,Y). The proof is complete.
If in addition, F is inner, then relation F˜ = Θ˜G˜ implies
I = F˜ ∗F˜ = G˜∗Θ˜∗Θ˜G˜ = G˜∗G˜,
which proves that G is inner. 
We remark that the second part of Theorem 4.1 holds also under the hypothesis of Proposi-
tion 4.2.
In [37,43,44], we obtained analogues of Schwarz’s lemma for free holomorphic functions. We
mention the following. Let F(X) =∑α∈F+n Xα ⊗ A(α), A(α) ∈ B(E,G), be a free holomorphic
function on [B(H)n]1 with ‖F‖∞  1 and F(0) = 0. Then∥∥F(X)∥∥ ‖X‖ for any X ∈ [B(H)n] .1
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few important particular cases.
Corollary 4.3. If F : [B(H)n]1 → B(H) ⊗¯min B(E,G) is a bounded free holomorphic function
with ‖F‖∞  1 and representation
F(X1, . . . ,Xn) =
∞∑
k=m
∑
|α|=k
Xα ⊗A(α),
where m = 1,2, . . . , then
F(X1, . . . ,Xn)F (X1, . . . ,Xn)
∗ 
∑
|β|=m
XβX
∗
β ⊗ IG
for any X := (X1, . . . ,Xn) ∈ [B(H)n]1. If, in addition, ‖∑|β|=m A(β)A∗β)‖ < 1, then the in-
equality above is strict for any X = 0.
Proof. As in the proof of Theorem 3.4 from [37], we have the Gleason type factorization
F = ΘG, where Θ and G are free holomorphic functions given by
Θ(X1, . . . ,Xn) :=
[
Xβ ⊗ IG : |β| = m
]
and G(X1, . . . ,Xn) =
[
Φ(β)(X1, . . . ,Xn)
:
|β| = m
]
.
Due to Section 3 (see Example 3.3), Θ is inner and has the radial infimum property. Applying
now Theorem 4.1, we deduce that
F(X1, . . . ,Xn)F (X1, . . . ,Xn)
∗ Θ(X1, . . . ,Xn)Θ(X1, . . . ,Xn)∗ =
∑
|β|=m
XβX
∗
β ⊗ IG
for any (X1, . . . ,Xn) ∈ [B(H)n]1. On the other hand, since
∥∥G(0)∥∥= ∥∥∥∥∥
[
A(β)
:
|β| = m
]∥∥∥∥∥=
∥∥∥∥ ∑
|β|=m
A(β)A
∗
β)
∥∥∥∥< 1,
we can use the second part of Theorem 4.1, to complete the proof. 
We remark that Corollary 4.3 implies the version of Schwarz’s lemma obtained in [37] and,
when m = 1, the corresponding result from [19].
Corollary 4.4. If F : [B(H)n]1 → B(H) ⊗¯min B(E,G) is a bounded free holomorphic function
with ‖F‖∞  1 and ‖F(0)‖ < 1, then
DF(0)∗
[
I − F(X)F(0)∗]−1[I − F(X)F(X)∗][I − F(0)F (X)∗]−1DF(0)∗

(
I −
∑
|α|=1
XαX
∗
α
)
⊗ IG
for any X := (X1, . . . ,Xn) ∈ [B(H)n]1.
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function with ‖G‖∞  1 and G(0) = ΨF(0)[F(0)] = 0. Applying Corollary 4.3 to G (when
m = 1), we deduce that G(X)G(X)∗ XX∗ ⊗ IG . On the other hand, using relation (1.10), we
have
I −G(X)G(X)∗
= DF(0)∗
[
I − F(X)F(0)∗]−1[I − F(X)F(X)∗][I − F(0)F (X)∗]−1DF(0)∗ .
Now, one can easily complete the proof. 
We remark that Corollary 4.4 can be seen as an extension on Corollary 4.3 (case m = 1) to
the case when ‖F(0)‖ < 1.
When dealing with free holomorphic functions with scalar coefficients, Theorem 4.1 can be
improved, as follows.
Theorem 4.5. Let f, θ , and g be free holomorphic functions on [B(H)n]1 with scalar coefficients
such that:
(i) f (X) = θ(X)g(X), X ∈ [B(H)n]1;
(ii) f is bounded with ‖f ‖∞  1;
(iii) θ has the radial infimum property and ‖θ‖∞ = 1.
Then ‖g‖∞  1 and, consequently,
f (X)f (X)∗  θ(X)θ(X)∗, X ∈ [B(H)n]1,∥∥f (X)∥∥ ∥∥θ(X)∥∥, X ∈ [B(H)n]1,
and ∥∥g(0)∥∥ 1.
Moreover,
(a) f (X0)f (X0)∗ < θ(X0)θ(X0)∗ for some X0 ∈ [B(H)n]1 if and only if θ(X0)θ(X0)∗ > 0 and
g is not a constant c with |c| = 1.
(b) ‖f (X0)‖ = ‖θ(X0)‖ for some X0 ∈ [B(H)n]1 if and only if either θ(X0) = 0 or f = cθ for
some constant c with |c| = 1.
(c) If |g(0)| = 1, then f = cθ for some constant c with |c| = 1.
Proof. Due to Proposition 1.4, if g : [B(H)n]1 → B(H) is a non-constant free holomorphic
function with ‖g‖∞  1, then ‖g(X)‖ < 1 for any X ∈ [B(H)n]1. Using this result and Theo-
rem 4.1, in the particular case when E = G = Y = C, one can complete the proof. 
We remark that in the particular case when n = 1 and θ(z) = z, we recover Schwarz’s lemma
(see [9]).
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for certain classes of free holomorphic functions with positive real parts and of the form F =
I +ΘΓ .
Theorem 4.6. Let F , Θ , and Γ be free holomorphic functions on [B(H)n]1 with coefficients in
B(E), B(G,E), and B(E,G), respectively. If
(i) F  0,
(ii) Θ has the radial infimum property, ‖Θ‖∞ = 1, and ‖Θ(0)‖ < 1,
(iii) F = I +ΘΓ ,
then [
I − F(X)][I − F(X)∗] [I + F(X)]Θ(X)Θ(X)∗[I + F(X)∗]
and
∥∥F(X)∥∥ 1 + ‖Θ(X)‖
1 − ‖Θ(X)‖
for any X ∈ [B(H)n]1.
Proof. Since F(X)  0, X ∈ [B(H)n]1, its noncommutative Cayley transform G := (F −
I )(I + F)−1 is in the unit ball of H∞ball(B(E)), thus ‖G(X)‖  1. Due to item (iii), we have
G = ΘΓ (I + F)−1. Now, since Θ has the radial infimum property and ‖Θ‖∞ = 1, we can
apply Theorem 4.1 to G and obtain G(X)G(X)∗ Θ(X)Θ(X)∗ for all X ∈ [B(H)n]1. Hence,
we deduce that[
I + F(X)]−1[F(X)− I ][F(X)∗ − I ][I + F(X)∗]−1 Θ(X)Θ(X)∗,
which is equivalent to[
I − F(X)][I − F(X)∗] [I + F(X)]Θ(X)Θ(X)∗[I + F(X)∗].
The latter inequality implies∥∥F(X)∥∥− 1 ∥∥I − F(X)∥∥ ∥∥Θ(X)∥∥(1 + ∥∥F(X)∥∥),
which leads to ∥∥F(X)∥∥(1 − ∥∥Θ(X)∥∥) 1 + ∥∥Θ(X)∥∥. (4.3)
Since ‖Θ‖∞ = 1 and ‖Θ(0)‖ < 1, the maximum principle for free holomorphic functions with
operator-valued coefficients (see Theorem 1.5) implies that ‖Θ(X)‖ < 1. Now, inequality (4.3)
implies the desired inequality. 
Taking into account Theorems 4.5 and 4.6, we can make the following observation.
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if and only if Θ(X)Θ(X)∗ > 0 and F is not of the form F = (I + ηΘ)(I − ηΘ)−1 for some
constant η with |η| = 1.
Consider the set [H∞ball(B(E))]<1 (resp. H>0ball(B(E))) of all bounded free holomorphic func-
tions on [B(H)n]1 with coefficients in B(E) such that ‖F(X)‖ < 1 (resp. F(X) > 0) for any
X ∈ [B(H)n]1. We remark that the restriction to H>0ball(B(E)) of the noncommutative Cayley
transform, defined by
C[F ] := [F − 1][1 + F ]−1,
is a bijection C : H>0ball(B(E)) → [H∞ball(B(E))]<1 and C−1[G] = [I + G][I − G]−1. Indeed,
taking into account Theorem 1.5 from [39], it is enough to show that F ∈ H>0ball(B(E)) if and
only if G ∈ [H∞ball(B(E))]<1, where F = [I +G][I −G]−1. To this end, note that
2F(rS1, . . . , rSn) =
[
I −G(rS1, . . . , rSn)∗
]−1[
I −G(rS1, . . . , rSn)∗G(rS1, . . . , rSn)
]
× [I −G(rS1, . . . , rSn)]−1
for any r ∈ [0,1). Consequently, F(rS1, . . . , rSn) > 0 for any r ∈ [0,1) if and only if
‖G(rS1, . . . , rSn)‖ < 1 for any r ∈ [0,1). Using the noncommutative Poisson transform, we
deduce that F(X) > 0 for any X ∈ [B(H)n]1 if and only if ‖G(X)‖ < 1 for any X ∈ [B(H)n]1,
which proves our assertion.
In what follows we need the following result.
Lemma 4.8. Let F : [B(H)n]1 → B(H) ⊗¯min B(E) be a free holomorphic function with coeffi-
cients in B(E). Then there is a free holomorphic function G : [B(H)n]1 → B(H) ⊗¯min B(E) such
that
F(X)G(X) = G(X)F(X) = I, X ∈ [B(H)n]1,
if and only if F(rS1, . . . , rSn) is an invertible operator for any r ∈ [0,1). Moreover, in this case,
G(rS1, . . . , rSn) = F(rS1, . . . , rSn)−1, r ∈ [0,1),
where S1, . . . , Sn are the left creation operators.
Proof. One implication is obvious. Assume that F(rS1, . . . , rSn) is an invertible operator for any
r ∈ [0,1). First we prove that F(rS1, . . . , rSn)−1 is in F∞n ⊗¯ B(E), the weakly closed algebra
generated by the spatial tensor product. Since F is a free holomorphic function, F(rS1, . . . , rSn)
is in An ⊗¯min B(E) for any r ∈ [0,1). In particular, we have
F(rS1, . . . , rSn)(Ri ⊗ I ) = (Ri ⊗ I )F (rS1, . . . , rSn), i = 1, . . . , n,
where R1, . . . ,Rn are the right creation operators. Hence, we deduce that
(Ri ⊗ I )F (rS1, . . . , rSn)−1 = F(rS1, . . . , rSn)−1(Ri ⊗ I ), i = 1, . . . , n.
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quently, F(rS1, . . . , rSn)−1 is in F∞n ⊗¯B(E) and has a unique Fourier representation
F(rS1, . . . , rSn)
−1 ∼
∑
α∈F+n
Sα ⊗ r |α|B(α)(r)
for some operators B(α)(r) ∈ B(E). We prove now that the operators B(α)(r), α ∈ F+n , don’t
depend on r ∈ [0,1). Assume that F has the representation
F(X1, . . . ,Xn) :=
∞∑
k=0
∑
|α|=k
Xα ⊗Aα), (X1, . . . ,Xn) ∈
[
B(H)n]1,
where the convergence is in the operator norm topology. Since
I = F(rS1, . . . , rSn)F (rS1, . . . , rSn)−1
=
( ∑
α∈F+n
Sα ⊗ r |α|B(α)(r)
)( ∞∑
k=0
∑
|α|=k
r |α|Sα ⊗Aα)
)
for any β ∈ F+n , we have〈(
S∗β ⊗ IE
)
F(rS1, . . . , rSn)F (rS1, . . . , rSn)
−1(1 ⊗ x), (1 ⊗ y)〉
=
∑
α,ω∈F+n ,αω=β
r |β|
〈
A(α)B(ω)(r)x, y
〉
for any x, y ∈ E . Therefore, A(0)B(0)(r) = I and∑
α,ω∈F+n ,αω=β
A(α)B(ω)(r) = 0 (4.4)
if |β| 1. Now, we proceed by induction. Note that B(0)(r) = A−1(0) and assume that the operators
B(α)(r) don’t depend on r ∈ [0,1) for any α ∈ F+n with |β|m. We prove that the property holds
if |β| = m+ 1. To this end, let β := gi1gi2 · · ·gimgim+1 ∈ F+n . Due to relation (4.4), we have
A(0)B(β) +A(gi1 )B(gi2 ···gim+1 ) + · · · +A(gi1 ···gim )B(gim+1 ) +A(β)B(0) = 0.
Hence and due to the induction hypothesis, we deduce that B(β)(r) does not depend on r ∈
[0,1). Thus we can write B(β) := B(β)(r) for any β ∈ F+n and F(rS1, . . . , rSn)−1 has the Fourier
representation
∑
α∈F+n Sα ⊗ r |α|B(α) and the series
∑∞
k=0
∑
|α|=k(sr)|α|Sα ⊗ B(α) converges in
the operator norm topology for any s, r ∈ [0,1). Hence, we deduce that the map G : [B(H)n]1 →
B(H) ⊗¯min B(E) defined by
G(X1, . . . ,Xn) :=
∞∑ ∑
Xα ⊗B(α), (X1, . . . ,Xn) ∈
[
B(H)n]1,k=0 |α|=k
G. Popescu / Journal of Functional Analysis 258 (2010) 1513–1578 1553is a free holomorphic function. Here the convergence is in the operator norm topology. Due
to (4.4) and the similar relation that can be deduced from the equation F(rS1, . . . , rSn)−1F(rS1,
. . . , rSn) = I , one can easily see that F(X)G(X) = G(X)F(X) = I for any X ∈ [B(H)n]1.
Moreover, we have
G(rS1, . . . , rSn) = F(rS1, . . . , rSn)−1
for any r ∈ [0,1). The proof is complete. 
The next result is a noncommutative extension of Harnack’s double inequality.
Theorem 4.9. Let F , Θ , and Γ be free holomorphic functions on [B(H)n]1 with coefficients in
B(E), B(G,E), and B(E,G), respectively. If
(i) F > 0,
(ii) Θ has the radial infimum property, ‖Θ‖∞  1, and ‖Θ(0)‖ < 1,
(iii) F = I +ΘΓ and F−1 = I +ΘL for some free holomorphic function L on [B(H)n]1,
then
1 − ‖Θ(X)‖
1 + ‖Θ(X)‖ 
∥∥F(X)∥∥ 1 + ‖Θ(X)‖
1 − ‖Θ(X)‖
for any X ∈ [B(H)n]1.
Proof. The inequality ‖F(X)‖  1+‖Θ(X)‖1−‖Θ(X)‖ is due to Theorem 4.6. We prove now the first in-
equality. Since F(X) > 0, X ∈ [B(H)n]1, there exit constants γ (r) ∈ (0,1) such that
F(rS1, . . . , rSn) γ (r)I, r ∈ (0,1).
Hence, we deduce that∥∥F(rS1, . . . , rSn)∗x∥∥+ ∥∥F(rS1, . . . , rSn)x∥∥ 2γ (r)‖x‖, x ∈ F 2(Hn)⊗ E,
which shows that F(rS1, . . . , rSn) and F(rS1, . . . , rSn)∗ are bounded below. Therefore, the
operator F(rS1, . . . , rSn) is invertible for all r ∈ [0,1). Due to Lemma 4.8, there is a free holo-
morphic function Λ : [B(H)n]1 → B(H) ⊗¯min B(E) such that
F(X)Λ(X) = Λ(X)F(X) = I, X ∈ [B(H)n]1,
and Λ(rS1, . . . , rSn) = F(rS1, . . . , rSn)−1 for all r ∈ [0,1). Since
Λ(rS1, . . . , rSn) =
[
F(rS1, . . . , rSn)
−1]∗[F(rS1, . . . , rSn)]F(rS1, . . . , rSn)−1
and F(rS1, . . . , rSn) > 0, we deduce that Λ(rS1, . . . , rSn) > 0. Therefore Λ > 0. Due to
item (iii), we have Λ = I + ΘL for some free holomorphic function L on [B(H)n]1. Applying
now Theorem 4.6 to Λ, we obtain
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1 − ‖Θ(X)‖
for any X ∈ [B(H)n]1. Since Λ(X) = F(X)−1, we have ‖F(X)‖  1‖Λ(X)‖ . Combining these
inequalities, we deduce that
1 − ‖Θ(X)‖
1 + ‖Θ(X)‖ 
∥∥F(X)∥∥
for any X ∈ [B(H)n]1. The proof is complete. 
We remark that when n = 1 and E = G = C, then the condition F−1 = I +ΘL in Theorem 4.9
is redundant, so we can drop it.
Corollary 4.10. Let F be a free holomorphic function on [B(H)n]1 with coefficients in B(E) and
standard representation
F(X1, . . . ,Xn) = I +
∞∑
k=m
∑
|α|=k
Xα ⊗A(α), (X1, . . . ,Xn) ∈
[
B(H)n]1,
where m = 1,2 . . . . If F  0, then
1 − ‖∑|β|=mXβX∗β‖1/2
1 + ‖∑|β|=mXβX∗β‖1/2 
∥∥F(X)∥∥ 1 + ‖∑|β|=mXβX∗β‖1/2
1 − ‖∑|β|=mXβX∗β‖1/2
for any X ∈ [B(H)n]1.
Proof. First, we consider the case when F > 0. As in the proof of Theorem 2.4 from [37], we
have a decomposition F = I +ΘΓ , where
Θ(X1, . . . ,Xn) :=
[
Xβ ⊗ I : |β| = m
]
and Γ (X1, . . . ,Xn) :=
[
Φ(β)(X1, . . . ,Xn)
:
|β| = m
]
are free holomorphic functions. Due to Section 3 (see Example 3.3), Θ is inner and has the radial
infimum property. On the other hand, due to the proof of Theorem 4.9, X → F(X)−1 exists as a
free holomorphic function on [B(H)n]1. Since
I = F(X)−1F(X) = F(X)−1(I +Θ(X)Γ (X))
we deduce that F(X)−1 = I − F(X)−1Θ(X)Γ (X). Taking into account that Θ is a homo-
geneous polynomial of degree m, it is easy to see that X → F(X)−1Θ(X)Γ (X) is a free
holomorphic function so that each monomial in its standard representation has degree greater
than or equal to m. This implies that F−1 has a decomposition of the form I + ΘL for some
free holomorphic function L. Since we are under the hypotheses of Theorem 4.9, we can ap-
ply this theorem to F and obtain the desired inequalities. In the case when F  0, the map
G := I + 1 (F − I ),  > 0, has the property G > 0, so that we can use the first part of1+
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proof. 
From Corollary 4.10, we can deduce the following remarkable particular case, which should
be compared to Theorem 1.4 from [45].
Corollary 4.11. If F is a free holomorphic function on [B(H)n]1 with coefficients in B(E) such
that F(0) = I and F  0, then
1 − ‖X‖
1 + ‖X‖ 
∥∥F(X)∥∥ 1 + ‖X‖
1 − ‖X‖ , X ∈
[
B(H)n]1.
5. Noncommutative Borel–Carathéodory theorems
In this section, we obtain Borel–Carathéodory type results for free holomorphic functions
with operator-valued coefficients.
We start with a Carathéodory type result for free holomorphic functions which admit factor-
izations F = ΘΓ , where Θ is an inner function with the radial infimum property.
Theorem 5.1. Let F , Θ , and Γ be free holomorphic functions on [B(H)n]1 with coefficients in
B(E), B(G,E), and B(E,G), respectively. If
(i) F(X) I for any X ∈ [B(H)n]1,
(ii) Θ has the radial infimum property, ‖Θ‖∞ = 1, and ‖Θ(0)‖ < 1,
(iii) F = ΘΓ ,
then ∥∥F(X)∥∥ 2‖Θ(X)‖
1 − ‖Θ(X)‖ , X ∈
[
B(H)n]1.
Proof. Since G := I − F = I − ΘΓ has the property that G 0, we can apply Theorem 4.6
to G and obtain[
I −G(X)][I −G(X)∗] [I +G(X)]Θ(X)Θ(X)∗[I +G(X)∗], X ∈ [B(H)n]1.
Consequently, we deduce that∥∥F(X)∥∥= ∥∥I −G(X)∥∥ ∥∥(G(X)+ I∥∥∥∥Θ(X)∥∥
= ∥∥2I − F(X)∥∥∥∥Θ(X)∥∥ (2 + ∥∥F(X)∥∥)∥∥Θ(X)∥∥.
Hence, we have ∥∥F(X)∥∥(1 − ∥∥Θ(X)∥∥) 2∥∥Θ(X)∥∥.
We recall that, since ‖Θ‖∞ = 1 and ‖Θ(0)‖ < 1, the maximum principle for free holomorphic
functions with operator-valued coefficients (see Theorem 1.5) implies that ‖Θ(X)‖ < 1. Now
we can complete the proof. 
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standard representation
F(X1, . . . ,Xn) =
∞∑
k=m
∑
|α|=k
Xα ⊗A(α), (X1, . . . ,Xn) ∈
[
B(H)n]1,
where m = 1,2 . . . . If F  I , then
∥∥F(X)∥∥ 2‖∑|β|=mXβX∗β‖1/2
1 − ‖∑|β|=m XβX∗β‖1/2 , X ∈ [B(H)n]1.
Proof. As in the proof of Theorem 2.4 from [37], we have a Gleason type decomposition
F = ΘΓ , where
Θ(X1, . . . ,Xn) :=
[
Xβ ⊗ I : |β| = m
]
and Γ (X1, . . . ,Xn) :=
[
Φ(β)(X1, . . . ,Xn)
:
|β| = m
]
are free holomorphic functions. Since Θ is inner with the radial infimum property and Θ(0) = 0,
we apply Theorem 5.1 and complete the proof. 
From Corollary 5.2, we can deduce the following particular case.
Corollary 5.3. If F is a free holomorphic function on [B(H)n]1 with coefficients in B(E) such
that F(0) = 0 and F  I , then
∥∥F(X)∥∥ 2‖X‖
1 − ‖X‖ , X ∈
[
B(H)n]1.
The next result is a generalization of the Borel–Carathéodory theorem, mentioned in the in-
troduction, for free holomorphic functions with operator-valued coefficients.
Theorem 5.4. Let F : [B(H)n]−γ → B(H) ⊗¯min B(E) be a free holomorphic function with coef-
ficients in B(E) and let r ∈ (0, γ ). Then
sup
‖X‖=r
∥∥F(X)∥∥ 2r
γ − r A(γ )+
γ + r
γ − r
∥∥F(0)∥∥,
where A(γ ) := sup‖y‖=1〈F(γ S1, . . . , γ Sn)y, y〉 and S1, . . . , Sn are the left creation operators.
Proof. If F is constant, i.e., F = F(0), then the inequality holds due to the fact that
F(0)−∥∥F(0)∥∥IH⊗E .
Assume that F is not constant and F(0) = 0. First we show that
A(γ ) > 0. (5.1)
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F(γ S1, . . . , γ Sn)F(0) = 0.
Applying the noncommutative Poisson transform at [ t
γ
X1, . . . ,
t
γ
Xn], where 0  t < γ and
(X1, . . . ,Xn) ∈ [B(H)n]−1 , we obtain
F(tX1, . . . , tXn) = P[ t
γ
X1,...,
t
γ
Xn]F(γ S1, . . . , γ Sn)F(0) = 0
for any t ∈ [0, γ ) and (X1, . . . ,Xn) ∈ [B(H)n]−1 . According to Theorem 2.9 from [42], we de-
duce that F = F(0), which contradicts our assumption. Therefore, inequality (5.1) holds.
Since F(γ S1, . . . , γ Sn)A(γ )I , we can use again the noncommutative Poisson transform
to deduce that F(X)A(γ )I for X ∈ [B(H)n]−γ . Now, let  > 0 and define the free holomor-
phic function on a noncommutative ball [B(H)n]s with s > γ , by
ϕ(X) := 2
[
A(γ )+ ]IH⊗E − F(X), X ∈ [B(H)n]s .
Note that, for any y ∈ H ⊗ E and X ∈ [B(H)n]s , we have∥∥ϕ(X)y∥∥2 = 4[A(γ )+ ]2‖y‖2 − 4[A(γ )+ ]〈F(X)y, y〉+ ∥∥F(X)y∥∥2
 4
[
A(γ )+ ]‖y‖2 + ∥∥F(X)y∥∥2
 4
[
A(γ )+ ]‖y‖2. (5.2)
Similar calculations show that∥∥ϕ(X)∗y∥∥2  4[A(γ )+ ]‖y‖2.
Replacing X by (tS1, . . . , tSn), t  s, and taking y ∈ F 2(Hn) ⊗ E in the inequalities above,
we deduce that ϕ(tS1, . . . , tSn) and ϕ(tS1, . . . , tSn)∗ are bounded below and, consequently,
invertible for any t ∈ [0, s).
Applying Lemma 4.8 to ϕ , we deduce that there is a free holomorphic function ψ on
[B(H)n]s such that
ϕ(X)ψ(X) = ψ(X)ϕ(X) = I, X ∈
[
B(H)n]
s
.
Using relation (5.2) and replacing y with ψ(X)y, we obtain that
‖y‖2 = ∥∥ϕ(X)ψ(X)y∥∥ ∥∥F(X)ψ(X)y∥∥2 + 4[A(γ )+ ]∥∥ψ(X)y∥∥2.
Hence, we deduce that the map
Λ(X) := F(X)ψ(X), X ∈
[
B(H)n]
s
, (5.3)
is a contractive free holomorphic function on [B(H)n]s . Since Λ(0) = 0, Theorem 1.5 implies
that ‖Λ(X)‖ < 1. Hence, and due to relation (5.3), we deduce that
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which implies∥∥F(X)∥∥ 2[A(γ )+ ]∥∥Λ(X)∥∥(1 + ∥∥Λ(X)∥∥+ ∥∥Λ(X)∥∥2 + · · ·)
 2
[
A(γ )+ ] ‖Λ(X)‖
1 − ‖Λ(X)‖ .
On the other hand, applying the Schwarz type lemma for free holomorphic functions (see [37])
to Λ , we deduce that ∥∥Λ(X)∥∥ r
γ
(5.5)
for any X ∈ [B(H)n]γ with ‖X‖ = r , where 0  r < γ . Combining this with the previous in-
equality, we obtain
∥∥F(X)∥∥ 2[A(γ )+ ]r
γ − r .
Taking  → 0, we deduce that
sup
‖X‖=r
∥∥F(X)∥∥ 2r
γ − r A(γ ),
which proves the theorem when F(0) = 0.
Now, we consider the case when F(0) = 0. Applying the result above to F −F(0), we obtain
sup
‖X‖=r
∥∥F(X)− F(0)∥∥ 2r
γ − r sup‖y‖=1
〈(F(γ S1, . . . , γ Sn)− F(0))y, y〉
 2r
γ − r
[
A(γ )+ ∥∥F(0)∥∥].
Consequently, we have
sup
‖X‖=r
∥∥F(X)∥∥ sup
‖X‖=r
∥∥F(X)− F(0)∥∥+ ∥∥F(0)∥∥
= 2r
γ − r A(γ )+
γ + r
γ − r
∥∥F(0)∥∥.
The proof is complete. 
We remark that if A(γ ) 0 in Theorem 5.4, then we can deduce that
sup
∥∥F(X)∥∥ γ + r
γ − r
[
A(γ )+ ∥∥F(0)∥∥].‖X‖=r
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precisely, applying Corollary 4.3 to the free holomorphic function Λ , we deduce that
Λ(X)Λ(X)
∗  XX
∗
γ 2
for any X ∈ [B(H)n]γ with ‖X‖ = r , where 0 r < γ . Using now relations (5.4) and (5.5), we
obtain
F(X)F(X)∗  4
[
A(γ )+ ]2 Λ(X)Λ(X)∗
(1 − ‖Λ(X)‖)2
 4[A(γ )+ ]
2
(γ − r)2
(
XX∗ ⊗ IE
)
.
Taking  → 0, we deduce that F(X)F(X)∗  4A(γ )2
(γ−r)2 (XX
∗ ⊗ IE ). Now, in the general case when
F(0) is not necessarily 0, we obtain the following result:
Corollary 5.5. Under the hypotheses of Theorem 5.4, we have
[
F(X)− F(0)][F(X)− F(0)]∗  4A(γ )2
(γ − r)2
(
XX∗ ⊗ IE
)
for any X ∈ B(H)n with ‖X‖ = r .
6. Julia’s lemma for holomorphic functions on noncommutative balls
In this section, we provide a noncommutative generalization of Pick’s theorem for bounded
free holomorphic functions. Using this result and basic facts concerning the involutive free holo-
morphic automorphisms of [B(H)n]1, we obtain a free analogue of Julia’s lemma from complex
analysis.
A map F : [B(H)n]1 → [B(H)n]1 is called free biholomorphic if F is free holomorphic,
one-to-one and onto, and has free holomorphic inverse. The automorphism group of [B(H)n]1,
denoted by Aut([B(H)n]1), consists of all free biholomorphic functions of [B(H)n]1. It is clear
that Aut([B(H)n]1) is a group with respect to the composition of free holomorphic functions.
Inspired by the classical results of Siegel [50] and Phillips [28] (see also [55]), we used,
in [43], the theory of noncommutative characteristic functions for row contractions (see [31]) to
find all the involutive free holomorphic automorphisms of [B(H)n]1, which turn out to be of the
form
Φλ(X1, . . . ,Xn) = −Θλ(X1, . . . ,Xn), (X1, . . . ,Xn) ∈
[
B(H)n]1,
for some λ = [λ1, . . . , λn] ∈ Bn, where Θλ is the characteristic function of the row contraction λ,
acting as an operator from Cn to C.
We recall that the characteristic function of the row contraction λ := (λ1, . . . , λn) ∈ Bn
is the boundary function Θ˜λ, with respect to R1, . . . ,Rn, of the free holomorphic function
Θλ : [B(H)n]1 → [B(H)n]1 given by
1560 G. Popescu / Journal of Functional Analysis 258 (2010) 1513–1578Θλ(X1, . . . ,Xn) := −λ+λ
(
IH −
n∑
i=1
λ¯iXi
)−1
[X1, . . . ,Xn]λ∗
for (X1, . . . ,Xn) ∈ [B(H)n]1, where λ = (1 − ‖λ‖22)1/2IC and λ∗ = (IK − λ∗λ)1/2. For sim-
plicity, we also used the notation λ := [λ1IG, . . . , λnIG] for the row contraction acting from G(n)
to G, where G is a Hilbert space.
In [43], we proved that if λ := (λ1, . . . , λn) ∈ Bn\{0} and γ := 1‖λ‖2 , then Φλ := −Θλ is a free
holomorphic function on [B(H)n]γ which has the following properties:
(i) Φλ(0) = λ and Φλ(λ) = 0;
(ii) the identities
IH −Φλ(X)Φλ(Y )∗ = λ
(
I −Xλ∗)−1(I −XY ∗)(I − λY ∗)−1λ,
IH⊗Cn −Φλ(X)∗Φλ(Y ) = λ∗
(
I −X∗λ)−1(I −X∗Y )(I − λ∗Y )−1λ∗ , (6.1)
hold for all X and Y in [B(H)n]γ ;
(iii) Φλ is an involution, i.e., Φλ(Φλ(X)) = X for any X ∈ [B(H)n]γ ;
(iv) Φλ is a free holomorphic automorphism of the noncommutative unit ball [B(H)n]1;
(v) Φλ is a homeomorphism of [B(H)n]−1 onto [B(H)n]−1 .
Moreover, we determined all the free holomorphic automorphisms of the noncommutative
ball [B(H)n]1 by showing that if Φ ∈ Aut([B(H)n]1) and λ := Φ−1(0), then there is a unitary
operator U on Cn such that
Φ = ΦU ◦Φλ,
where
ΦU(X1, . . . ,Xn) := [X1, . . . ,Xn]U, (X1, . . . ,Xn) ∈
[
B(H)n]1.
The first result of this section is following extension of Pick’s theorem (see [8,29]), for
bounded free holomorphic functions. Let Mn×m be the set of all n × m matrices with scalar
coefficients.
Theorem 6.1. Let F : [B(H)n]1 → [B(H)m]−1 be a free holomorphic function with ‖F(0)‖ < 1
and let a ∈ Bn. Then there exists a free holomorphic function Γ : [B(H)n]1 → B(H) ⊗¯min Mn×m
with ‖Γ ‖∞  1 such that
ΦF(a)
(
F(X)
)= Φa(X)(Γ ◦Φa)(X), X ∈ [B(H)n]1,
where Φa and ΦF(a) are the corresponding free holomorphic automorphisms of [B(H)n]1 and
[B(H)m]1, respectively. Consequently,
ΦF(a)
(
F(X)
)
ΦF(a)
(
F(X)
)∗ Φa(X)Φa(X)∗, X ∈ [B(H)n] ,1
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Proof. Since F is a free holomorphic function with ‖F‖∞  1 and ‖F(0)‖ < 1, Corollary 1.6
implies that ‖F(X)‖ < 1 for any X ∈ [B(H)n]1. We know that Φa ∈ Aut([B(H)n]1) and
ΦF(a) ∈ Aut([B(H)m]1). Due to Section 1 and the properties of the free holomorphic automor-
phisms of [B(H)m]1, the composition map G := ΦF(a) ◦ F ◦ Φa : [B(H)n]1 → [B(H)m]1 is a
free holomorphic function with G(0) = 0. Therefore, it has a representation of the form
G(X1, . . . ,Xn) =
∞∑
k=1
∑
|α|=k
Xα ⊗A(α) = [X1, . . . ,Xn]Γ (X1, . . . ,Xn) (6.2)
for any [X1, . . . ,Xn] ∈ [B(H)n]1, for some matrices A(α) ∈ M1×m and a free holomorphic func-
tion Γ with coefficients in Mn×m. Since ‖G‖∞  1 with G(0) < 1, and Θ(X) := [X1, . . . ,Xn]
is inner and has the radial infimum property, Theorem 4.1 implies that ‖Γ ‖∞  1,
G(X)G(X)∗ XX∗, X ∈ [B(H)n]1,
and ∥∥G(X)∥∥ ‖X‖, X ∈ [B(H)n]1.
Replacing X by Φa(X) in these inequalities and in relation (6.2), and using the fact that Φa ◦
Φa = id, we complete the proof. 
Corollary 6.2. If F : [B(H)n]1 → [B(H)m]−1 is a free holomorphic function with ‖F(0)‖ < 1
and a ∈ Bn, then, for any X ∈ [B(H)n]1,
F(a)
[
I − F(X)F(a)∗]−1[I − F(X)F(X)∗][I − F(a)F (X)∗]−1F(a)
a
(
I −Xa∗)−1(I −XX∗)(I − aX∗)−1a (6.3)
and ∥∥[I − F(a)F (X)∗][I − F(X)F(X)∗]−1[I − F(X)F(a)∗]∥∥

2F(a)
2a
∥∥(I − a∗X)(I −XX∗)−1(I −Xa∗)∥∥. (6.4)
Proof. The first inequality follows from Theorem 6.1 and relation (6.1). Since ‖F(0)‖ < 1,
Corollary 1.6 implies that ‖F(X)‖ < 1 for any X ∈ [B(H)n]1. Note that each side of inequal-
ity (6.3) is a positive invertible operator. It is well known that if A,B are two positive invertible
operator such that A B then B−1  A−1. Applying this result to inequality (6.3), we deduce
that
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I − F(a)F (X)∗][I − F(X)F(X)∗]−1[I − F(X)F(a)∗]

2F(a)
2a
(
I − aX∗)(I −XX∗)−1(I −Xa∗).
Hence, the second inequality follows. The proof is complete. 
Let F : [B(H)n]1 → [B(H)m]−1 be a free holomorphic function. Let ξ ∈ ∂Bn :={z ∈ Cn: ‖z‖2 = 1} and assume that
L := lim inf
z→ξ
1 − ‖F(z)‖2
1 − ‖z‖2 < ∞.
Then there is a sequence {zk}∞k=1 ⊂ Bn such that limk→∞ zk = ξ and limk→∞ F(zk) = η for
some η ∈ ∂Bm, and
lim
k→∞
1 − ‖F(zk)‖2
1 − ‖zk‖2 = L.
Now, we can present our first generalization of Julia’s lemma for free holomorphic functions
on noncommutative balls.
Theorem 6.3. Let F : [B(H)n]1 → [B(H)m]−1 be a free holomorphic function with ‖F(0)‖ < 1.
Let {zk}∞k=1 ⊂ Bn be a sequence such that limk→∞ zk = ξ , limk→∞ F(zk) = η for some ξ,∈ ∂Bn,
η ∈ ∂Bm, and
lim
k→∞
1 − ‖F(zk)‖2
1 − ‖zk‖2 = L< ∞.
Then the following statements hold:
(i) For any X ∈ [B(H)n]1,
∥∥[I − ηF(X)∗][I − F(X)F(X)∗]−1[I − F(X)η∗]∥∥
 L
∥∥(I − ξ∗X)(I −XX∗)−1(I −Xξ∗)∥∥.
(ii) If β > 0 and X ∈ [B(H)n]1 is such that
(
I −Xξ∗)(I − ξX∗)< β(I −XX∗),
then
[
I − F(X)η∗][I − ηF(X)∗]< βL[I − F(X)F(X)∗].
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 1 − ‖F(zk)‖
2
1 − ‖zk‖2
∥∥(I − z∗kX)(I −XX∗)−1(I −Xz∗k)∥∥.
Taking the limit as k → ∞, we deduce item (i). To prove (ii), note first that, using the same
inequality (6.4), when a = zk and X = 0, we obtain∥∥[I − F(zk)F (0)∗] [I − F(0)F (0)∗]−1[I − F(0)F (zk)∗]∥∥
 1 − ‖F(zk)‖
2
1 − ‖zk‖2 .
Taking zk → ξ and due to the fact that ‖F(0)‖ < 1, we deduce that
L
∥∥[I − ηF(0)∗][I − F(0)F (0)∗]−1[I − F(0)η∗]∥∥> 0.
Notice also that, for any X ∈ [B(H)n]1, the following inequalities are equivalent:
(a) (I −Xξ∗)(I − ξX∗) < β(I −XX∗),
(b) ‖(I − ξX∗)(I −XX∗)−1(I −Xξ∗)‖ < β .
Indeed, inequality (b) holds if and only if ‖(I −ξX∗)(I −XX∗)−1/2‖ < β1/2, which is equivalent
to (
I −XX∗)−1/2(I −Xξ∗)(I − ξX∗)(I −XX∗)−1/2 < β.
The latter inequality is clearly equivalent to (a).
Now, to prove (ii), we assume that(
I −Xξ∗)(I − ξX∗)< β(I −XX∗).
Due to the equivalence of (a) with (b), and using the inequality from (i) and the fact that L > 0,
we obtain ∥∥[I − ηF(X)∗][I − F(X)F(X)∗]−1[I − F(X)η∗]∥∥< βL.
Once again using the equivalence of (a) with (b) when X is replaced by F(X), we obtain that[
I − F(X)η∗][I − ηF(X)∗]< βL[I − F(X)F(X)∗].
This completes the proof. 
We mention that, using unitary transformations in B(Cn) and B(Cm), respectively, we can
choose the coordinates such that ξ = (1,0, . . . ,0) ∈ ∂Bn and η = (1,0, . . . ,0) ∈ ∂Bm, in Theo-
rem 6.3. For 0 < c < 1, we define the noncommutative ellipsoid
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{
(X1, . . . ,Xn) ∈ B(H)n: [X1 − (1 − c)I ][X
∗
1 − (1 − c)I ]
c2
+ X2X
∗
2
c
+ · · · + XnX
∗
n
c
< I
}
with center at ((1 − c)I,0, . . . ,0).
Here is our second version of Julia’s lemma for free holomorphic functions.
Theorem 6.4. Let F : [B(H)n]1 → [B(H)m]1 be a free holomorphic function. Let zk ∈ Bn be
such that limk→∞ zk = (1,0, . . . ,0) ∈ ∂Bn, limk→∞ F(zk) = (1,0, . . . ,0) ∈ ∂Bm, and
lim
k→∞
1 − ‖F(zk)‖2
1 − ‖zk‖2 = L< ∞.
If F := (F1, . . . ,Fm), then the following statements hold:
(i) For any X := (X1, . . . ,Xn) ∈ [B(H)n]1,(
I − F1(X)∗
)(
I − F(X)F(X)∗)−1(I − F1(X)) L(I −X∗1)(I −XX∗)−1(I −X1).
(ii) If 0 < c < 1, then
F(Ec) ⊂ Eγ , where γ := Lc1 +Lc − c .
Proof. As in the proof of Corollary 6.2, inequality (6.3) implies[
I − F(zk)F (X)∗
][
I − F(X)F(X)∗]−1[I − F(X)F(zk)∗]
 1 − ‖F(zk)‖
2
1 − ‖zk‖2
(
I − zkX∗
)(
I −XX∗)−1(I −Xz∗k).
Taking the limit as k → ∞, we obtain the inequality in item (i). Now we prove item (ii). Straight-
forward calculations reveal that X = (X1, . . . ,Xn) is in the noncommutative ellipsoid Ec if and
only if
(I −X1)
(
I −X∗1
)
<
c
1 − c
(
I −XX∗). (6.5)
According to the equivalence (a) ↔ (b) (see the proof of Theorem 6.3), when ξ = (1,0, . . . ,0)
and β := c1−c , the latter inequality is equivalent to∥∥(I −X∗1)(I −XX∗)−1(I −X1)∥∥< c1 − c ,
which is equivalent to
(
I −X∗1
)(
I −XX∗)−1(I −X1) < c I.1 − c
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(
I − F1(X)∗
)(
I − F(X)F(X)∗)−1(I − F1(X))< Lc1 − c I = γ1 − γ I,
where γ := Lc1+Lc−c . As above, the latter inequality is equivalent to
(
I − F1(X)
)(
I − F1(X)∗
)
<
γ
1 − γ
(
I − F(X)F(X)∗),
which is equivalent to F(X) ∈ Eγ . This completes the proof. 
We introduce noncommutative Korany type regions in [B(H)n]1. For each ξ ∈ ∂Bn and α > 1,
we define
Dα(ξ) :=
{
X ∈ B(H)n: (I −Xξ∗)(I − ξX∗)< α2
4
(
1 − ‖X‖2)(I −XX∗)}.
Note that if H = C, then Dα(ξ) coincides with the Korany region (see [49])
Dα(ξ) =
{
z ∈ Cn: ∣∣1 − 〈z, ξ 〉∣∣< α
2
(
1 − |z|2)}.
Corollary 6.5. If F is as in Theorem 6.4 and F(0) = 0, then
(i) F(Ec) ⊂ EcL, for 0 < c < 1L ;(ii) F(Dα) ⊂ Dα√L, for α > 1, where Dα = Dα(1,0, . . . ,0).
Proof. Since F(0) = 0, due to Schwarz’s lemma for free holomorphic functions, we have
‖F(X)‖ ‖X‖ for all X ∈ [B(H)n]1. Consequently,
L = lim
k→∞
1 − ‖F(zk)‖2
1 − ‖zk‖2  1
which implies γ := Lc1+Lc−c  Lc, therefore Eγ ⊂ EcL. Due to Theorem 6.4, we deduce that
F(Ec) ⊆ EcL when 0 < c < 1L .
To prove item (ii), let X = (X1, . . . ,Xn) ∈ Dα , i.e.,
(I −X1)
(
I −X∗1
)
<
α2
4
(
1 − ‖X‖2)(I −XX∗).
Applying Theorem 6.3, part (ii), when ξ = (1,0, . . . ,0) and β = α24 (1 − ‖X‖2) we deduce that
[
I − F1(X)
][
I − F1(X)∗
]
<
Lα2
4
(
1 − ‖X‖2)[I − F(X)F(X)∗].
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[
I − F1(X)
][
I − F1(X)∗
]
<
Lα2
4
(
1 − ∥∥F(X)∥∥2)[I − F(X)F(X)∗],
which shows that F(X) ∈ D
α
√
L
and completes the proof. 
7. Pick–Julia theorems for free holomorphic functions with operator-valued coefficients
In this section, we use fractional transforms and a version of the noncommutative Schwarz’s
lemma to obtain Pick–Julia theorems for free holomorphic functions F with operator-valued
coefficients such that ‖F‖∞  1 (resp. F  0). As a consequence, we obtain a Julia type
lemma for free holomorphic functions with positive real parts. We also provide commutative
versions of these results for operator-valued multipliers of the Drury–Arveson space.
Theorem 7.1. Let F : [B(H)n]1 → B(H) ⊗¯min B(E,G) be a free holomorphic function with
‖F‖∞  1 and ‖F(0)‖ < 1. If z ∈ Bn, then
ΨF(z)
(
F(X)
)
ΨF(z)
(
F(X)
)∗ Φz(X)Φz(X)∗ ⊗ IG, X ∈ [B(H)n]1,
where ΨF(z) is the fractional transform defined by (1.6) and Φz is the corresponding free holo-
morphic automorphisms of [B(H)n]1. Moreover, we have
DF(z)∗
[
I − F(X)F(z)∗]−1[I − F(X)F(X)∗][I − F(z)F (X)∗]−1DF(z)∗
z
(
I −Xz∗)−1(I −XX∗)(I − zX∗)−1z ⊗ IG
for any z ∈ Bn and X ∈ [B(H)n]1.
Proof. Since ‖F(0)‖ < 1, Corollary 1.6 implies that ‖F(X)‖ < 1 for any X ∈ [B(H)n]1. Ac-
cording to Theorem 1.1 and Theorem 1.3, the mapping X → (ΨF(z) ◦ F ◦ Φz)(X) is a bounded
free holomorphic function on [B(H)n]1 with ‖(ΨF(z) ◦F ◦Φz)(X)‖ < 1 for any X ∈ [B(H)n]1.
On the other hand, since we have (ΨF(z) ◦ F ◦ Φz)(0) = ΨF(z)(F (z)) = 0, we can apply Corol-
lary 4.3 and obtain
(ΨF(z) ◦ F ◦Φz)(Y )
[
(ΨF(z) ◦ F ◦Φz)(Y )
]∗  YY ∗ ⊗ IG
for any Y ∈ [B(H)n]1. Taking Y = Φz(X), X ∈ [B(H)n]1, and due to the identity Φz ◦Φz = id,
we obtain
ΨF(z)
(
F(X)
)
ΨF(z)
(
F(X)
)∗ Φz(X)Φz(X)∗ ⊗ IG, X ∈ [B(H)n]1.
Using now relations (1.7) and (6.1), we complete the proof. 
We remark that under the conditions of Theorem 7.1, one can show, as in the proof of The-
orem 6.1, that there is a free holomorphic function G with operator-valued coefficients and
‖G‖∞  1 such that
ΨF(z)
[
F(X)
]= Φz(X)(G ◦Φz)(X), X ∈ [B(H)n] .1
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lowing.
Theorem 7.2. If G : [B(H)n]1 → B(H) ⊗¯min B(E) is a free holomorphic function with G> 0,
then
Γ (z)
[
I +G(z)∗][G(X)+G(z)∗]−1[G(X)][G(z)+G(X)∗]−1[I +G(z)]Γ (z)

(
1 − ‖z‖22
)(
I −Xz∗)−1(I −XX∗)(I − zX∗)−1 ⊗ IE
for any z ∈ Bn and X ∈ [B(H)n]1, where
Γ (z) := 2{[I +G(z)]−1[G(z)][I +G(z)∗]−1}1/2.
Proof. According to the considerations preceding Lemma 4.8, since G> 0, the noncommuta-
tive Cayley transform F := C[G] := (G− I )(I +G)−1 is a bounded free holomorphic function
with ‖F(X)‖ < 1 for any X ∈ [B(H)n]1. Due to Theorem 7.1, we obtain
DF(z)∗
[
I − F(X)F(z)∗]−1[I − F(X)F(X)∗][I − F(z)F (X)∗]−1DF(z)∗
z
(
I −Xz∗)−1(I −XX∗)(I − zX∗)−1z ⊗ IG . (7.1)
Note that
I − F(X)F(z)∗ = I − [I +G(X)]−1[G(X)− I ][G(z)∗ − I ][I +G(z)∗]−1
= [I +G(X)]−1{[I +G(X)][I +G(z)∗]
− [G(X)− I ][G(z)∗ − I ]}[I +G(z)∗]−1
= 2[I +G(X)]−1[G(X)+G(z)∗][I +G(z)∗]−1
and, similarly,
I − F(X)F(X)∗ = 2[I +G(X)]−1[G(X)+G(X)∗][I +G(X)∗]−1
for any X ∈ [B(H)n]1 and z ∈ Bn. Using these identities, we deduce that[
I − F(X)F(z)∗]−1[I − F(X)F(X)∗][I − F(z)F (X)∗]−1
= 1
2
[
I +G(z)∗][G(X)+G(z)∗]−1[I +G(X)]
× 2[I +G(X)]−1[G(X)+G(X)∗][I +G(X)∗]−1
× 1
2
[
I +G(X)∗][G(z)+G(X)∗]−1[I +G(z)]
= 1 [I +G(z)∗][G(X)+G(z)∗]−1[G(X)+G(X)∗][G(z)+G(X)∗]−1[I +G(z)].
2
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DF(z)∗ =
[
I − F(z)F (z)∗]1/2 = [2[I +G(z)]−1[G(z)+G(z)∗][I +G(z)∗]−1]1/2
= 2[[I +G(z)]−1[G(z)][I +G(z)∗]−1]1/2
the inequality (7.1) implies the inequality of the theorem. The proof is complete. 
The next result is a Julia type lemma for free holomorphic functions with scalar coefficients
and positive real parts.
Theorem 7.3. Let G : [B(H)n]1 → B(H) be a free holomorphic function with G > 0. Let
{zk}∞k=1 ⊂ Bn be a sequence such that limk→∞ zk = ξ ∈ ∂Bn, limk→∞|G(zk)| = ∞, and such
that
lim
k→∞
G(zk)
(1 − ‖zk‖22)|G(zk)|2
= M < ∞.
Then M > 0 and
G(X) 1
4M
(
I −Xξ∗)−1(I −XX∗)(I − ξX∗)−1
for any X ∈ [B(H)n]1.
Proof. According to Theorem 7.2, when E = C, we have
Γ (zk) = 2[G(zk)]
1/2
|1 +G(zk)|
and
4
[G(zk)][G(X)+G(zk)∗]−1[G(X)][G(zk)+G(X)∗]−1

(
1 − ‖zk‖2
)(
I −Xz∗k
)−1(
I −XX∗)(I − zkX∗)−1.
Hence, we obtain
4G(zk)
(1 − ‖zk‖2)|G(zk)|2 G(X)
1
|G(zk)|2
[
G(X)+G(zk)∗
]
A(k)
[
G(zk)+G(X)∗
]
, (7.2)
where A(k) := (I −Xz∗k)−1(I −XX∗)(I −zkX∗)−1. Taking X = 0 in inequality (7.2), we obtain
4G(zk)
(1 − ‖zk‖2)|G(zk)|2 G(0)
1
|G(zk)|2
[
G(0)+G(zk)∗
][
G(zk)+G(0)∗
]
,
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1
|G(zk)|2
[
G(0)+G(zk)∗
][G(0)]−1[G(zk)+G(0)∗] G(zk)
(1 − ‖zk‖22)|G(zk)|2
I.
Since limk→∞|G(zk)| = ∞ and taking the limit in the latter inequality, we obtain
[G(0)]−1  lim
k→∞
G(zk)
(1 − ‖zk‖22)|G(zk)|2
I = MI.
Consequently, we have M > 0.
Now, due to inequality (7.2) and the fact that
lim
k→∞
1
|G(zk)|2
[
G(X)+G(zk)∗
]
A(k)
[
G(zk)+G(X)∗
]
= lim
k→∞A(k) =
(
I −Xξ∗)−1(I −XX∗)(I − ξX∗)−1,
we deduce that
4MG(X) (I −Xξ∗)−1(I −XX∗)(I − ξX∗)−1
for any X ∈ [B(H)n]1, which completes the proof. 
We recall (see [35,37,42]) that if F is a contractive (‖F‖∞  1) free holomorphic func-
tion with coefficients in B(E), then its boundary function is in F∞n ⊗¯ B(E). Consequently, the
evaluation map Bn  z → F(z) ∈ B(E) is a contractive operator-valued multiplier of the Drury–
Arveson space [3,12], and any such a contractive multiplier has this type of representation.
Corollary 7.4. The following statements hold:
(i) If F : [B(H)n]1 → B(H) ⊗¯min B(E) is a free holomorphic function with ‖F‖∞  1 and
‖F(0)‖ < 1 then
[
I − F(z)F (w)∗][I − F(w)F(w)∗]−1[I − F(w)F(z)∗]
 |1 − 〈w,z〉|
2
(1 − ‖z‖2)(1 − ‖w‖2)
[
I − F(z)F (z)∗]
for any z,w ∈ Bn.
(ii) If G : [B(H)n]1 → B(H) ⊗¯min B(E) is a free holomorphic function with G> 0, then
[
G(z)+G(w)∗][G(w)]−1[G(w)+G(z)∗] 4|1 − 〈w,z〉|2
(1 − ‖z‖2)(1 − ‖w‖2)G(z)
for any z,w ∈ Bn.
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I − F(w)F(z)∗]−1[I − F(w)F(w)∗][I − F(z)F (w)∗]−1

(1 − ‖z‖22)(1 − ‖w‖22)
|1 − 〈w,z〉|2
[
I − F(w)F(w)∗]−1
for any z,w ∈ Bn. We recall that if A,B are two positive invertible operator such that A  B
then B−1 A−1. Applying this result to the inequality above, we complete the proof of item (i).
To prove part (ii), take X = w ∈ Bn in Theorem 7.2. We obtain[
I +G(z)∗][G(w)+G(z)∗]−1[G(w)][G(z)+G(w)∗]−1[I +G(z)]

(1 − ‖z‖22)(1 − ‖w‖2)
4|1 − 〈w,z〉|2
[
I +G(z)∗][G(z)]−1[I +G(z)].
Multiplying to the left by [I +G(z)∗]−1 and to the right by [I +G(z)]−1, and passing to inverses,
as above, we obtain the desired inequality. The proof is complete. 
8. Lindelöf inequality and sharpened forms of the noncommutative von Neumann
inequality
In this section, we provide a noncommutative generalization of a classical inequality due to
Lindelöf, which turns out to be sharper then the noncommutative von Neumann inequality.
Theorem 8.1. If F : [B(H)n]1 → [B(H)m]−1 is a free holomorphic function, then∥∥F(X)∥∥ ‖X‖ + ‖F(0)‖
1 + ‖X‖‖F(0)‖ , X ∈
[
B(H)n]1.
If, in addition, the boundary function of F has its entries in the noncommutative disc algebra An,
then the inequality above can be extended to any X ∈ [B(H)n]−1 .
Proof. First, we consider the case when ‖F(0)‖ < 1. Using the first inequality of Corollary 6.2,
in the particular case when a = 0, we obtain
F(0)
[
I − F(X)F(0)∗]−1[I − F(X)F(X)∗][I − F(0)F (X)∗]−1F(0)  I −XX∗.
Hence, we deduce that
I − F(X)F(X)∗  1 − ‖X‖
2
1 − ‖F(0)‖2
[
I − F(X)F(0)∗][I − F(0)F (X)∗]. (8.1)
On the other hand, since ‖F(0)‖ < 1, the operator I − F(X)F(0)∗ is invertible and∥∥[I − F(X)F(0)∗]−1∥∥ 1 + ∥∥F(X)∥∥∥∥F(0)∥∥+ ∥∥F(X)∥∥2∥∥F(0)∥∥2 + · · ·
= 1 .1 − ‖F(X)‖‖F(0)‖
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I − F(0)F (X)∗]−1[I − F(X)F(0)∗]−1  ∥∥[I − F(0)F (X)∗]−1∥∥∥∥[I − F(X)F(0)∗]−1∥∥I
 1
(1 − ‖F(X)‖‖F(0)‖)2 I.
Hence, we obtain[
I − F(X)F(0)∗][I − F(0)F (X)∗] (1 − ∥∥F(X)∥∥∥∥F(0)∥∥)2I,
which combined with inequality (8.1), leads to
F(X)F(X)∗ 
(
1 − 1 − ‖X‖
2
1 − ‖F(0)‖2
(
1 − ∥∥F(X)∥∥∥∥F(0)∥∥)2)I.
This inequality implies
∥∥F(X)∥∥2  1 − 1 − ‖X‖2
1 − ‖F(0)‖2
(
1 − ∥∥F(X)∥∥∥∥F(0)∥∥)2,
which is equivalent to(
1 − ∥∥F(X)∥∥2)(1 − ∥∥F(0)∥∥2) (1 − ‖X‖2)(1 − ∥∥F(X)∥∥∥∥F(0)∥∥)2.
Straightforward calculations show that the latter inequality is equivalent to(∥∥F(X)∥∥− ∥∥F(0)∥∥)2  ‖X‖2(I − ∥∥F(X)∥∥∥∥F(0)∥∥)2.
Hence, we obtain ∥∥F(X)∥∥− ∥∥F(0)∥∥ ‖X‖ − ‖X‖∥∥F(X)∥∥∥∥F(0)∥∥,
which is equivalent to
∥∥F(X)∥∥ ‖X‖ + ‖F(0)‖
1 + ‖X‖‖F(0)‖ , X ∈
[
B(H)n]1.
Now, we consider the case when ‖F(0)‖ = 1. Applying our result above to F , where  ∈
(0,1), we get

∥∥F(X)∥∥ ‖X‖ + ‖F(0)‖
1 + ‖X‖‖F(0)‖ .
Taking  → 0, the result follows. Now, consider the case when the boundary function of F has
its entries in the noncommutative disc algebra An. According to [37], we have
F(X) = lim F(rX1, . . . , rXn), X = (X1, . . . ,Xn) ∈
[
B(H)n]−1 ,r→1
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tion X → F(rX1, . . . , rXn) and taking r → 1, we complete the proof. 
A few remarks are necessary. First, notice that in the particular case when F(0) = 0, Theo-
rem 8.1 implies the noncommutative Schwarz type result. We also remark that if ‖F(0)‖ < 1,
then
‖X‖ + ‖F(0)‖
1 + ‖X‖‖F(0)‖ < 1, X ∈
[
B(H)n]1.
Therefore, the inequality in Theorem 8.1 is sharper than the noncommutative von Neumann
inequality, which gives only ‖F(X)‖ 1, when ‖F‖∞  1.
We recall that if F := (F1, . . . ,Fm) is a contractive (‖F‖∞  1) free holomorphic function,
then the evaluation map Bn  z → F(z) ∈ Bm is a contractive matrix-valued multiplier of the
Drury–Arveson space and, moreover, any such a contractive multiplier has this kind of represen-
tation. In particular, Theorem 8.1 implies that
∥∥F(z)∥∥ ‖z‖ + ‖F(0)‖
1 + ‖z‖‖F(0)‖ , z ∈ Bn,
for any contractive multiplier F : Bn → Bm of the Drury–Arveson space.
We consider now the particular case when m = 1. Here is a sharpened form of the noncom-
mutative von Neumann inequality (see [32]).
Corollary 8.2. If f : [B(H)n]1 → B(H) is a nonconstant free holomorphic function with
‖f ‖∞  1, then
∥∥f (X)∥∥ ‖X‖ + |f (0)|
1 + ‖X‖|f (0)| < 1, X ∈
[
B(H)n]1.
If, in addition, f is in the noncommutative disc algebra An, then the left inequality holds for any
X ∈ [B(H)n]−1 .
Another consequence of Theorem 8.1 is the following.
Corollary 8.3. Let F : [B(H)n]1 → [B(H)m]−1 be a free holomorphic function and let z ∈ Bn,
then ∥∥F(X)∥∥ ‖Φz(X)‖ + ‖F(z)‖
1 + ‖Φz(X)‖‖F(z)‖ , X ∈
[
B(H)n]1,
where Φz is the free holomorphic automorphism of the noncommutative unit ball [B(H)n]1 as-
sociated z ∈ Bn.
Proof. Applying Theorem 8.1 to the free holomorphic function F ◦Φz : [B(H)n]1 → [B(H)m]−1 ,
we obtain ∥∥(F ◦Φz)(Y )∥∥ ‖Y‖ + ‖(F ◦Φz)(0)‖ , Y ∈ [B(H)n]1.1 + ‖Y‖‖(F ◦Φz)(0)‖
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inequality above, we obtain the desired inequality. 
9. Pseudohyperbolic metric on the unit ball of B(H)n and an invariant Schwarz–Pick
lemma
The pseudohyperbolic distance on the open unit disc D := {z ∈ C: |z| < 1} of the complex
plane is defined by
d1(z,w) :=
∣∣∣∣ z −w1 − z¯w
∣∣∣∣, z,w ∈ D.
Some of the basic properties of the pseudohyperbolic distance are the following:
(i) the pseudohyperbolic distance is invariant under the conformal automorphisms of D, i.e.,
d1
(
ϕ(z),ϕ(w)
)= d1(z,w), z,w ∈ D,
for all ϕ ∈ Aut(D);
(ii) the d1-topology induced on the open disc is the usual planar topology;
(iii) any analytic function f : D → D is distance-decreasing, i.e., satisfies
d1
(
f (z), f (w)
)
 d1(z,w), z,w ∈ D.
The analogue of the pseudohyperbolic distance for the open unit ball of Cn,
Bn :=
{
z = (z1, . . . , zn) ∈ Cn: ‖z‖2 < 1
}
,
is defined by
dn(z,w) =
∥∥ψz(w)∥∥2, z,w ∈ Bn,
where ψz is the involutive automorphism of Bn that interchanges 0 and z. This distance has
properties similar to those of d1 (see [49,56]).
In what follows, we introduce a pseudohyperbolic metric on the noncommutative ball
[B(H)n]1, which satisfies properties similar to those of the pseudohyperbolic metric d1 on the
unit disc D and which is a noncommutative extension of dn on the open unit ball of Cn. In partic-
ular, we obtain a Schwarz–Pick lemma for free holomorphic functions on [B(H)n]1 with respect
to this pseudohyperbolic metric.
We recall [45] that A,B ∈ [B(H)n]−1 are called Harnack equivalent (and denote A
H∼
c
B) if and
only if there exists c 1 such that
1
c2
Rep(B1, . . . ,Bn) Rep(A1, . . . ,An) c2 Rep(B1, . . . ,Bn)
for any noncommutative polynomial with matrix-valued coefficients p ∈ C[X1, . . . ,Xn] ⊗
Mm×m, m ∈ N, such that Rep  0. The equivalence classes with respect to H∼ are called Harnarck
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of [B(H)n]−1 , namely, the Harnack part of 0.
Now, let  be a Harnarck part of [B(H)n]−1 and define the map d : × → [0,∞) by setting
d(A,B) := ω(A,B)
2 − 1
ω(A,B)2 + 1 , A,B ∈ , (9.1)
where
ω(A,B) := inf
{
c 1: AH∼
c
B
}
, A,B ∈ .
The first result of this section is the following.
Theorem 9.1. Let  be a Harnarck part of [B(H)n]−1 . Then the map d defined by relation (9.1)
has the following properties:
(i) d is a bounded metric on ;
(ii) for any free holomorphic automorphism Φ of the noncommutative unit ball [B(H)n]1,
d(X,Y ) = d(Φ(X),Φ(X)), X,Y ∈ .
Proof. According to Lemma 2.1 from [45], if  is a Harnack part of [B(H)n]−1 and A,B,C ∈ ,
then the following properties hold:
(a) ω(A,B) 1 and ω(A,B) = 1 if and only if A = B;
(b) ω(A,B) = ω(B,A);
(c) ω(A,C) ω(A,B)ω(B,C).
Part (c) can be used to show that
d(A,C) d(A,B)+ d(B,C).
Indeed, define the function f : [1,∞) → [0,∞) by f (x) := x2−1
x2+1 . Since f
′(x) = 2x
(x2+1)2  0,
we deduce that f is increasing. Hence, and due to inequality (c), we have
f
(
ω(A,C)
)
 f
(
ω(A,B)ω(B,C)
)
.
Since f (ω(A,C)) = d(A,C), it remains to prove that
f
(
ω(A,B)ω(B,C)
)
 f
(
ω(A,B)
)+ f (ω(B,C)).
Setting x := ω(A,B) and y := ω(B,C), the inequality above is equivalent to
x2y2 − 1
2 2 
x2 − 1
2 +
y2 − 1
2 .x y + 1 x + 1 y + 1
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x2y2 − 1)(x2 − 1)(y2 − 1) 0,
which holds for any x, y  1. Using (a) and (b), one can deduce that d is a metric.
Now, we prove part (ii). According to Lemma 2.3 from [45], if A and B are in [B(H)n]−1 ,
c 1, and Ψ ∈ Aut([B(H)n]1), then AH≺
c
B if and only if Φ(A) H≺
c
Φ(B). Consequently, if
A,B ∈ , then we deduce that ω(A,B) = ω(Φ(A),Φ(B)), which implies (ii). The proof is
complete. 
We introduced in [45] a hyperbolic (Poincaré–Bergman [6] type) metric δ on any Harnack
part  of [B(H)n]−1 by setting
δ(A,B) := lnω(A,B). (9.2)
We will use the properties of δ to deduce the following result concerning the pseudohyperbolic
distance on the open noncommutative ball [B(H)n]1.
Theorem 9.2. The pseudohyperbolic metric d : [B(H)n]1 × [B(H)n]1 → [0,∞) has the follow-
ing properties:
(i) for any X,Y ∈ [B(H)n]1,
d(X,Y ) = tanh δ(X,Y );
(ii) d|Bn×Bn coincides with the pseudohyperbolic distance on Bn, i.e.,
d(z,w) = ∥∥ψz(w)∥∥2, z,w ∈ Bn,
where ψz is the involutive automorphism of Bn that interchanges 0 and z;
(iii) the d-topology coincides with the norm topology on the open unit ball [B(H)n]1;
(iv) for any X,Y ∈ [B(H)n]1,
d(X,Y ) := max{‖Γ ‖,‖Γ
−1‖} − 1
max{‖Γ ‖,‖Γ −1‖} + 1 ,
where
Γ := (CXC−1Y )∗(CXC−1Y ), CX := (X ⊗ I )(I −RX)−1,
and RX := X∗1 ⊗R1 + · · · +X∗n ⊗Rn is the reconstruction operator.
Proof. Part (i) follows from relations (9.1) and (9.2). Part (ii) follows from part (i) and the fact
that, according to [45], δ|Bn×Bn coincides with the Poincaré–Bergman distance on Bn, i.e.,
δ(z,w) = 1
2
ln
1 + ‖ψz(w)‖2
1 − ‖ψz(w)‖2 , z,w ∈ Bn,
where ψz is the involutive automorphism of Bn that interchanges 0 and z.
1576 G. Popescu / Journal of Functional Analysis 258 (2010) 1513–1578Since the δ-topology coincides with the norm topology on the open unit ball [B(H)n]1, part (i)
implies (iii). In [45], we proved that
δ(A,B) = ln max{∥∥CAC−1B ∥∥,∥∥CBC−1A ∥∥}, A,B ∈ [B(H)n]1,
where CX := (X ⊗ I )(I − RX)−1 and RX := X∗1 ⊗ R1 + · · · + X∗n ⊗ Rn is the reconstruction
operator. Hence and due to (i), part (iv) follows. 
We showed in [45] that if A,B ∈ [B(H)n]−1 , then A
H∼ B if and only if rA H∼ rB for any
r ∈ [0,1) and supr∈[0,1) ω(rA, rB) < ∞. Moreover, in this case, the function r → ω(rA, rB)
is ancreasing on [0,1) and ω(A,B) = supr∈[0,1) ω(rA, rB). As a consequence, one can see
that if A H∼ B , then the function r → d(rA, rB) are increasing on [0,1) and d(A,B) =
supr∈[0,1) d(rA, rB).
This result together with Theorem 9.2 can be used to obtain an explicit formula for the pseu-
dohyperbolic metric on any Harnack part of [B(H)n]−1 .
Now we provide a Schwarz–Pick lemma for free holomorphic functions on [B(H)n]1 with
operator-valued coefficients, with respect to the pseudohyperbolic metric.
Theorem 9.3. Let Fj : [B(H)n]1 → B(H) ⊗¯min B(E), j = 1, . . . ,m, be free holomorphic func-
tions with coefficients in B(E), and assume that F := (F1, . . . ,Fm) is a contractive free holo-
morphic function. If X,Y ∈ [B(H)n]1, then F(X) H∼ F(Y ) and
d
(
F(X),F (Y )
)
 d(X,Y ),
where d is the pseudohyperbolic metric defined on the Harnack parts of [B(H)n]−1 .
Proof. According to the proof of Theorem 4.2 from [45], we have F(X) H∼ F(Y ) and
ω
(
F(X),F (Y )
)
 ω(X,Y ).
Using the definition (9.1) and the fact that the function f (x) := x2−1
x2+1 is increasing on the interval[1,∞), the result follows. 
If F := (F1, . . . ,Fm) is a contractive (‖F‖∞  1) free holomorphic function with coefficients
in B(E), then the evaluation map Bn  z → F(z) ∈ B(E)(m) is a contractive operator-valued
multiplier of the Drury–Arveson space, and any such a contractive multiplier has this type of
representation.
Corollary 9.4. Let F := (F1, . . . ,Fm) be a contractive free holomorphic function with coeffi-
cients in B(E). If z,w ∈ Bn, then F(z) H∼ F(w) and
d
(
F(z),F (w)
)
 d(z,w).
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