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Integrating Tensor Similarity to Enhance
Clustering Performance
Hong Peng, Jiazhou Chen, Haiyan Wang, Yu Hu, and Hongmin Cai
Abstract—Clustering aims to separate observed data into different categories. The performance of popular clustering models relies on
the sample-to-sample similarity. However, the pairwise similarity is prone to be corrupted by noise or outliers and thus deteriorates the
subsequent clustering. A high-order relationship among samples-to-samples may elaborate the local manifold of the data and thus
provide complementary information to guide the clustering. However, few studies have investigated the connection between high-order
similarity and usual pairwise similarity. To fill this gap, we first define a high-order tensor similarity to exploit the samples-to-samples
affinity relationship. We then establish the connection between tensor similarity and pairwise similarity, proving that the decomposable
tensor similarity is the Kronecker product of the usual pairwise similarity and the non-decomposable tensor similarity is generalized to
provide complementary information, which pairwise similarity fails to regard. Finally, the high-order tensor similarity and pairwise
similarity (IPS2) were integrated collaboratively to enhance clustering performance by enjoying their merits. The proposed IPS2 is
shown to perform superior or competitive to state-of-the-art methods on synthetic and real-world datasets. Extensive experiments
demonstrated that tensor similarity is capable to boost the performance of the classical clustering method.
Index Terms—Tensor Similarity, Samples-to-samples Relationship, Kronecker Product, Spectral Clustering.
✦
1 INTRODUCTION
Clustering refers to separating observed data into sub-
groups, within which similar samples are quantified by
some similarity measurements [1], [2], [3]. Therefore, sim-
ilarity metrics play a dominant role in clustering perfor-
mance [4], [5], [6]. In most of the popular methods, the
similarity matrix is defined by a distance for two samples.
The distance could be predefined or adaptively learned from
the data. For example, the k-nearest neighbors algorithm (k-
NN) or its variants use a predefined distance, such as the
Euclidean distance, to quantify pairwise similarity. [7] used
data-driven techniques to learn the distance function.
Additionally, there are a few clustering methods con-
sidering enhancing the sample-to-sample similarity by ex-
ploiting local manifold among multiple samples [8], [9].
For example, [10] defined the similarity for two sample
subsets by introducing a hypergraph. In the hypergraph,
each vertex denotes a subset of samples while the weight
along the hyperedge is the similarity between two vertices.
It leverages the spatial distribution of the samples to guide
the clustering [11].
However, the aforementioned hypergraph clustering is
still based on pairwise similarity, which can only demon-
strate a sample-to-sample correlation and is prone to cor-
ruption by outliers or noise [12]. There is an old Chinese
say “Birds of a feather flock together”. The wisdom phrase
implies that accurate clustering can be achieved through
grouping multiple similar subjects simultaneously. This pa-
per aims to fulfill this gap by exploiting the similarity of
multiple samples for enhancing the popular pairwise rou-
tine clustering. We firstly define a tensor similarity of pair-
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to-pair samples using tensor notations. We then establish
the relationship between the high-order tensor similarity
with the routine pairwise similarity. By this way, we build
a bridge between relationship of sample-to-sample and
samples-to-samples for learning a new high-order similar-
ity. The introduced tensor similarity allows one to have a
larger freedom in using various distance functions, which
is prohibited in routine clustering. To exploit the merits
of tensor similarity, we further propose to fuse the new
high-order similarity learned from it and pairwise similarity
together, and prove that the popular pairwise clustering
could be enhanced through the new high-order similarity.
In addition, we prove that the high-order tensor similarity
thereby is capable of enhancing the robustness of clustering
in radical cases. Extensive experiments have been conducted
validating that the proposed model achieves superior per-
formances compared with state-of-art algorithms.
This paper achieves four contributions summarized as
follows:
1) We establish the relationship between the tensor sim-
ilarity and the regular pairwise one. An intrinsic flaw
inherited in the popular pairwise similarity was made
up by the proposed tensor similarity and thus being
able to enhance the performance of classical clustering
method.
2) We also establish the relationship between the lead-
ing eigenvectors of the Laplacian matrix for both the
pairwise and tensor similarities, setting up a bridge
to employ the classical graph spectral on the tensor
similarity.
3) The generated tensor similarity serves as an comple-
mentary information of pairwise affinity relationship.
By integrating it with pairwise similarity collabora-
tively, our algorithm achieves superior clustering per-
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formances.
4) Extensive experiments on both real-world and synthetic
datasets validate the effectiveness and robustness of the
tensor similarity in providing complementary informa-
tion for regular pairwise similarity in clustering.
The remainder of the paper is structured as following:
In Section 2, we review the previous works on pairwise
clustering and hypergraph clustering methods. Section 3
describes our proposed method of formulating tensor sim-
ilarity for learning high-order affinity relationship of data.
Then, we summarize the detailed procedures of our algo-
rithm in section 4. Section 5 demonstrates the effectiveness
of our approach through extensive experiments performed
on synthetic datasets and real-world datasets. Finally, we
provide conclusions in Section 6.
2 RELATED WORK
The measurement of similarity is fundamental to the clus-
tering model. Traditionally, the clustering performance re-
lies on the sample-to-sample similarity. It is commonly
expressed as a function of metric [13] to reflect the strength
of the relationship between the two samples. Different met-
rics result in distinct outcomes. For example, [14] propose
an approximation on Euclidean distance to measure the
color similarity and spatial proximity between image pix-
els. The cosine similarity measurement is widely adopted
for measuring the similarity between documents [15]. [16]
use Manhattan distance to deal with projected clustering
problem.
Recently, the hypergraph scheme is a natural way to rep-
resent high-order relationship of data, which is employed to
enhance the pairwise clustering by leaving a local manifold
among the samples [17], [18], [19]. Hypergraph generates
hyperedge with two or more samples, thus it can study a
new form of high-order similarity [20]. It has been shown
in [10] that the hypergraphs can be reduced into a standard
graph, and most recent works have largely followed this ba-
sic concept with various extensions [21], [22], [23]. Thereby,
the hypergraph plays a role of transition in firstly learning
a high order representation of data, which can be used to
model the pairwise similarity [24], [25].
3 INTEGRATING TENSOR SIMILARITY WITH PAIR-
WISE SIMILARITY
In this section, we aim to show that the tensor similarity pro-
vides complementary information for the routine pairwise-
similarity-based clustering models. To demonstrate this con-
cept, we first introduce some notations and properties re-
quired in our algorithm. Next, we establish the relationship
between the tensor similarity and the usual pairwise simi-
larity, suggesting that a decomposable tensor similarity is a
special high-order form of the pairwise similarity. Thereby,
a non-decomposable tensor similarity provides complemen-
tary information for which the pairwise similarity can not.
Finally, to enjoy the merits of tensor similarity and pairwise
similarity, we propose a fusion model to consolidate them
to enhance the performance of the clustering models based
on pairwise similarity.
3.1 Notation and Background on Kronecker product
Throughout the paper, vectors are signified by bold low-
ercase letters and matrices are denoted by bold uppercase
letters. We let scalar variables be denoted by normal sym-
bols for clarity. For example, given an observed dataset with
m samples and n features X = [x1,x2, · · · ,xm], let Sm×m
denote the pairwise similarity. Each entry S(i, j) measures
the strength of the relationship between the i-th and j-th
samples. Let v denote the leading eigenvector of the corre-
sponding Laplacian matrix L = D−
1
2SD
− 1
2 . Matrix D is
diagonal with the value being the row summation of S. Let
a four-dimensional tensor Tm×m×m×m denote the tensor
similarity for two pairs. Each entry T (i, j, k, l) denotes the
pairs-wise similarity of pair (i, j) to pair (k, l). The tensor
could be concatenated along a direction, which is called
unfolding. Let Tˆ denote the matrix obtained by unfolding
the tensor T vertically and vˆ denote the eigenvector of pairs-
to-pairs Laplacian matrix Lˆ corresponding to Tˆ . We use n
to denote a set {1, 2, · · · , n}.
We also briefly introduce the definition and some prop-
erties of the Kronecker product [26] used in our algorithm.
Definition 3.1. Let A ∈ Rm×n, B ∈ Rp×q . Then the Kronecker
product (or tensor product) of A and B is defined as the matrix
A ⊗ B =


a11B · · · a1nB
...
. . .
...
am1B · · · amnB

 ∈ Rmp×nq
Theorem 3.1. Let A ∈ Rm×n, B ∈ Rr×s, C ∈ Rn×p,D ∈
R
s×t. Then (A ⊗ B)(C ⊗ D) = AC ⊗ BD(∈ Rmr×pt).
Theorem 3.2. Let A ∈ Rn×n have eigenvalues λi, i ∈
n, and let B ∈ Rm×m have eigenvalues µj , j ∈ m.
Then the Kronecker product of A ⊗ B has mn eigenvalues,
λ1µ1, · · · , λ1µm, λ2µ1, · · · , λ2µm, · · · , λnµm.
Moreover, if x1, · · · ,xp are linearly independent, the right
eigenvectors of A that correspond to λ1, · · · , λp(p ≤ n), and
z1, · · · , zq are linearly independent right eigenvectors of B that
correspond to µ1, · · · , µq(q ≤ m), then xi ⊗ zj ∈ R
mn are
linearly independent right eigenvectors of A ⊗ B that correspond
to λiµj , i ∈ p, j ∈ q.
Detailed proof of these theorems are described in SI
Appendix, Section 1.1.
3.2 Decomposable Tensor Similarity Is the Kronecker
Product of Pairwise Similarity
Classical pairwise clustering is achieved by defining
sample-to-sample similarity. In this paper, we consider
samples-to-samples similarity to incorporate local struc-
tures, thereby establishing the relationship between pair-
wise similarity and tensor similarity. For ease of presenta-
tion, we first consider the decomposable tensor similarity
T .
Theorem 3.3. If tensor similarity T is decomposable for some
pairwise similarity S, that is, Tijkl = S(i, j) ∗ S(k, l), for
i, j, k, l ∈ m, then the unfolded similarity matrix satisfies
Tˆ = S ⊗ S.
According to Def. 3.1, it is clear that Tˆ = S⊗S holds. An
illustrative example is shown in Fig. 1. The example consists
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of three ordered sub-clusters, and the Kronecker product of
its pairwise similarity matrix also contains three diagonal
blocks (Fig. 1(b)). It is clear see that the unfolded tensor
similarity matrix Tˆ computed by Theo. 3.3 in Fig. 1(a) is
identical to the Kronecker product of the pairwise similarity
matrix S.
500 1000 1500 2000 2500
500
1000
1500
2000
2500
(a) Tˆ
500 1000 1500 2000 2500
500
1000
1500
2000
2500
(b) S ⊗ S
Fig. 1: Synthetic example for validating the equivalence
between the unfolded tensor similarity and the Kronecker
product of pairwise similarity. Dataset comprises 50 sam-
ples with 60 features: (a) heat map of the unfolded tensor
similarity matrix; (b) heat map of the Kronecker product of
pairwise similarity matrix.
In standard spectral clustering algorithm, the eigen-
vector of the graph Laplacian matrix conveys important
information about the underlying manifold structures and
is used to guide clustering. Similarly, we now establish the
relationship between the eigenvector for the pairwise and
pairs-to-pairs Laplacian matrix corresponding to decompos-
able tensor similarity.
Theorem 3.4. Let v and vˆ be the eigenvectors associated with
pairwise Laplacian matrix L and pairs-to-pairs Laplacian matrix
;TLURJKJ:KTYUX9OSORGXOZ_
6GOX]OYK9OSORGXOZ_ 6GOX]OYK2GVRGIOGT3GZXO^ 6GOX]OYK+OMKT\KIZUX
6GOXZU6GOX
2GVRGIOGT3GZXO^
6GOXZU6GOX
+OMKT\KIZUX
Fig. 2: The connection between Theo. 3.3 and Theo. 3.4.
Lˆ, respectively. Then the equality vˆ = v⊗ v holds. Moreover, by
unfolding similarity matrix v ∗ vT into a vector, it is the leading
eigenvector of Laplacian matrix vˆ.
The detailed proof of Theo. 3.4 is also provided in SI
Appendix, Section 1.1. Furthermore, Theo. 3.4 combines with
the aforementioned theorem to build a bridge between the
regular pairwise similarity and the unfolded tensor similar-
ity (Fig. 2). It also demonstrates that the eigenvector of the
Laplacian matrix for the tensor similarity matrix is simply
the Kronecker product of the eigenvector of the Laplacian
matrix for the regular pairwise similarity; that is, tensor sim-
ilarity can be used to achieve equivalent clustering results
to the standard spectral graph when it is decomposable. We
sketch the equivalence in Fig. 2.
3.3 Non-decomposable Tensor Similarity Provides
Complementary Information for Pairwise Similarity
The decomposable tensor similarity is the Kronecker prod-
uct of pairwise similarity. However, there exist some inherit
drawbacks of pairwise similarity. The major drawback is
that pairwise similarity defined by a unique distance func-
tion is scalar and thus easily distorted by noise or outliers.
To overcome this drawback, we can use the non-decomposable
tensor similarity to provide complementary information, which the
pairwise similarity fails to obtain. Additionally, such high-order
similarity among pairs characterizes the local manifold among
the samples. Therefore, tensor similarity defined for the two
pairs could be in a high dimension and not be necessarily
scalar.
In view of this concept, we use the following distance
definition for two pairs (i, j) and (k, l):
dˆ(i, j, k, l) =
de(i, k) + de(j, l)
de(i, j) + de(k, l) + ε
where de(·, ·) denotes the distance between two samples.
Parameter ε is a given small parameter less than 0.001
to overcome the instability caused by a zero denominator.
The defined distance measurement is indecomposable and
achieves a maximum value when (1) pair (i, j) falls into
cluster c; and (2) pair (k, l) falls into cluster c′, and c 6= c′. It
computes the ratio of the between cluster distance and the
within cluster distance so that it can well separate pairs that
belong to different clusters.
Naturally, we define the tensor similarity based inde-
composable distance measurement as Ti,j,k,l = e
−σdˆ(i,j,k,l),
where parameter σ is the kernel size. Tensor similarity T is
non-decomposable and can greatly enhance the capability
of adaption of clustering due to the modification that uses
various distance functions. Analogous to the decomposable
case, we obtain the unfolded tensor similarity Tˆ as the simi-
larity matrix of pairs and compute its dominant eigenvector
vˆ of the corresponding pairs-to-pairs Laplacian matrix Lˆ.
As shown earlier, by reshaping eigenvector vˆ into a m×m
dimension matrix Sn, it can be viewed as a new pairwise
similarity of data in lower dimensional space. Therefore, the
new high-order similarity Sn generated by the eigenvector
contains the spatial structure information of data that can
serve as complementary information for pairwise similarity.
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3.4 Dynamic Fusion of the Regular Pairwise and High-
Order Similarity for Clustering
The unfold non-decomposable tensor similarity T conveys
a high-order relationship among the samples and thus
preserves the local structure of data. In comparison, regu-
lar pairwise similarity only conveys the direct sample-to-
sample relationship. Hence, we can fuse direct and local
information to achieve a more accurate result. To accomplish
this task, we propose integrating new high-order similarity
with pairwise similarity, called IPS2, to boost the clustering
performance. The proposed IPS2 aims to solve the following
optimization equation:
min
St,w1,w2,··· ,wc
‖St −
c∑
i=1
wiSi − (1−
c∑
i=1
wi)S‖
2
F
subject to:
rank(St) = n− c.
(1)
where S denotes the regular pairwise similarity matrix.
Si, i ∈ c is obtained by reshaping the first c dominant
eigenvectors of the corresponding Laplacian matrix of un-
folded tensor similarity T . The c leading eigenvectors con-
tain different levels of complementary label information of
the samples, shown in Fig. 2. The weighting variables wi
compete to capture a comprehensive structure with high-
order complementary information. Variable St is the fused
similarity and is constrained by the rank norm to ensure the
block structure for a more accurate clustering result.
4 NUMERICAL SCHEME FOR HIGH-ORDER CLUS-
TERING
In this section, we provide a numerical scheme to solve the
proposed IPS2 algorithm in Eq. (1).
Given a raw dataset, the first step is to construct non-
decomposable tensor similarity T by calculating the affinity
relationship of pairs (Fig. 3). It has a size of m4 for m
samples. The value is gargantuan, even for moderate size
m; thus, it is impractical to compute all possible pair com-
binations exhaustively. Alternatively, we use a KD-tree for
the computation and save the distances among the top k
nearest neighbors for two pairs. For the others, the value
of similarity is assigned to a small constant. Therefore, we
obtain sparse tensor similarity T and unfold it into an
m2 ×m2 matrix Tˆ .
The integrated similarity matrix St is estimated by solv-
ing Eq. (1). The rank constraint on St ensures that there
are at most c clusters. The rank constraint can be equiv-
alently reformulated as maxc
∑c
i=1 δi(L), where Lt is the
corresponding Laplacian matrix of St and δi(Lt) denotes
the i-th smallest eigenvalues of it [27]. Furthermore, by Ky
Fan’s Theorem [28], one has:
c∑
i=1
δi(Lt) = min
PT P=I
Tr(PTLtP)
for some orthogonal matrix P.
Therefore, the minimization in Eq. (1) could be rewritten
as:
min
St,w1,w2,··· ,wc,P
||St −
c∑
i=1
wiSi − (1 −
c∑
i=1
wi)S||
2
F
+ λTr(PTLtP)
subject to:
P
T
P = I
(2)
where Lt = Dt −
St+St
T
2 . It is an convex optimization
problem and thus can be solved by alternative minimization
methods. In particularly, the main problem is decomposed
into three subproblems. Each subproblem solves one vari-
able while fixing other variables. The three subproblems are
solved iteratively until convergent.
Subproblem 1: By fixing wi, i ∈ c and P to solve variable
St, objective equation (2) take a derivative with respect to
St:
2(St −
c∑
i=1
wiSi − (1−
c∑
i=1
wi)S)− PP
T = 0 (3)
Thus, solution is given by St =
∑c
i=1 wiSi + (1 −∑c
i=1 wi)S +
1
2PP
T .
Subproblem 2: By fixing wi, i ∈ c and St to update P,
the minimization problem in (2) can simplified as
min
P
Tr(PTLtP),
subject to:
P
T
P = I
(4)
Its solution is given by the top c eigenvectors of matrix Lt.
Subproblem 3: For the weight wi bounded in interval
[0,1], we reshape similarity matrices Si,S,St into vector
vi,v and vt respectively. Thus, the approximation of wi
is given by the linear regression of vi + v and vt − v −∑c
j 6=i wj(vj + v).
The aforementioned three steps update iteratively until
convergence. We sketch the pseudocode of algorithm in
Alg. 1.
Algorithm 1 Algorithm for Solving IPS2
Input: Dataset withm samplesX = [x1,x2, ...,xm]; Num-
ber of clusters c; Number of nearest neighbours k;
Number of iterations iter; Threshold of stopping ǫ;
Output: The clustering labels;
1: Construct pairwise similarity matrix of data S by Gaus-
sian kernel function;
2: Construct sparse tensor similarity T and reshaping it
into unfolded tensor similarity matrix Tˆ . Then compute
the corresponding Laplacian matrix Lˆ;
3: Reshaping the top c eigenvectors of Lˆ into m × m
matrices Si;
4: Calculate the integrated similarity matrix St by solving
(1);
5: Running spectral clustering method on St to find a
satisfactory clustering result;
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5XOMOTGR*GZG
6GOXZUVGOX.OMNUXJKX-XGVN
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/TZKMXGZKJ9OSORGXOZ_
Fig. 3: Framework of the IPS2 algorithm
5 EXPERIMENTAL RESULTS
In this section, we conducted extensive experiments on both
synthetic datasets and real-world datasets to demonstrate
the effectiveness of our proposed model, and provided a
comprehensive analysis of our method.
5.1 Evaluation Metrics and Baseline Methods
We used five widely used metrics to evaluate the per-
formance of the proposed method (SI Appendix, Section
1.2): accuracy (ACC), adjusted rand index (ARI), F-score(F-
SCORE), normalized mutual information (NMI), and purity
(Purity). The larger the value, the better the performance.
Five methods were adopted to serve as baselines. A brief
introduction and the parameter settings of these approaches
is as follows:
• Spectral clustering (SC) [29]: Run spectral clustering
to demonstrate the improvement of other methods.
• Clique averaging+ncut (CAVERAGE) [30]: The hy-
pergraph is approximated using clique averaging
and resulting graph is partitioned using the normal-
ized cuts algorithm.
• Finding hypergraph communities(HGC) [31]: Intro-
duce a hypergraph generative model with a built-
in group structure and derive a variational Bayes
algorithm for finding network communities. We set
parameters according to the authors’ suggestion.
• Pair-to-pair clustering (PPC): Directly run the spec-
tral clusteringmethod on the new high-order similar-
ity matrix derived from the tensor similarity matrix
without the combination of pairwise similarity.
• Integrating tensor similarity and pairwise similarity
(IPS2): Investigate the complementary information
of representations of data by introducing tensor sim-
ilarity and integrate it with pairwise similarity.
TABLE 1: Statistics of the six datasets
Synthetic Dataset
Dataset Instances Attributes cluters
Synthetic data 1 50 60 3
Synthetic data 2 50 2360 3
Real Dataset
Dataset Instances Attributes cluters
Soybean 47 35 4
SCADI 70 200 7
BBCSports(view2) 60 2544 3
Yale(view1) 55 4096 5
5.2 Experiments on Synthetic and Real-world Datasets
to Demonstrate the Superiority of Tensor Similarity Term
We first tested the proposed method on two synthetic
datasets. The first dataset was composed of 50 samples and
60 features, which were generated by a normal distribution.
These samples belonged to three clusters and each subclus-
ters contained 20, 20 and 10 samples, respectively. To further
test the performance on the imbalanced dataset with high-
dimensional features, the second synthetic dataset contained
50 samples and 2,360 features and had the same mean
and variance as the first dataset. The number of k nearest
neighbors was 10.
We then conducted experiments on four real-world
datasets to further demonstrate the performance of the
proposed method. With the exception of the Soybean data,
the numbers of features were all larger than those for the
samples in the other datasets. Additionally, BBCSports and
Yale are multiview datasets; thus, we selected one view
for our experiments. The data statistics are summarized in
Table 1. A detailed description and parameter settings of
four data are as follows:
• Soybean dataset is a small subset of the original
soybean database containing 47 distinct instances.
Each subject has 35 attributes to describe its growth
indicators.
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Fig. 4: Four datasets for validating the effectiveness of our IPS2 algorithm. Row 1: Synthetic dataset 1 comprises of 50
samples with 60 features; Row 2: Synthetic dataset 2 comprises of 50 samples with 2,360 features; Row 3: BBCSports
dataset comprises of 60 samples with 2,582 features; Row 4: Yale dataset comprises of 55 samples with 4,096 features; The
first column is the heatmap of pairwise similarity matrix of SC; The second column is the heatmap of the new high-order
similarity matrix obtained by PPC; and the last column is the heatmap of integrated similarity matrix of IPS2.
• SCADI dataset contains 206 attributes of 70 children
with physical and motor disability based on ICF-
CY. The first 205 attributes record self-care activities
based on ICF-CY. The last column ’Class’ is selected
as clustering label which refers to the presence of the
self-care problems of the children with physical and
motor disabilities.
• BBCSports dataset comprises of 282 documents from
the BBC Sports website. All documents correspond to
sports news articles in five topical areas from 2004 to
2005 and extract 2,544 features of it as our dataset.
• Yale dataset contains 165 grayscale images in GIF
format of 15 individuals. Each individual has 11
facial expressions or configuration images: center-
light, with glasses, happy, left-light, without glasses,
normal, right-light, sad, sleepy, surprised, and the
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TABLE 2: Clustering methods’ performance on the six datasets
(mean±standard deviation)
Dataset Method ACC ARI F-SCORE NMI Purity
Synthetic dataset 1
SC 0.940±0.051 0.812±0.137 0.878±0.088 0.832±0.103 0.940±0.051
PPC 0.863±0.102 0.639±0.203 0.768±0.130 0.664±0.147 0.863±0.102
CAVERAGE [30] 0.941±0.043 0.813±0.114 0.879±0.072 0.829±0.082 0.94±0.043
HGC [31] 0.500±0.030 0.061±0.090 0.386±0.058 0.488±0.079 0.500±0.030
IPS2 0.949±0.075 0.728±0.161 0.826±0.098 0.851±0.105 0.903±0.075
Synthetic dataset 2
SC 0.902±0.054 0.708±0.133 0.810±0.086 0.740±0.091 0.902±0.054
PPC 0.840±0.100 0.594±0.193 0.743±0.117 0.624±0.157 0.840±0.100
CAVERAGE [30] 0.905±0.059 0.710±0.146 0.812±0.094 0.744±0.100 0.902±0.059
HGC [31] 0.500±0.030 0.061±0.090 0.386±0.058 0.188±0.079 0.500±0.030
IPS2 0.903±0.075 0.728±0.161 0.826±0.098 0.774±0.105 0.903±0.075
Soybean dataset
SC 0.787±0.031 0.576±0.090 0.680±0.057 0.728±0.067 0.787±0.030
PPC 0.936±0.071 0.815±0.193 0.862±0.124 0.833±0.156 0.936±0.077
CAVERAGE [30] 0.894±0.030 0.739±0.090 0.808±0.584 0.813±0.079 0.894±0.030
HGC [31] 0.617±0.030 0.361±0.090 0.539±0.058 0.316±0.079 0.617±0.030
IPS2 0.936±0.040 0.829±0.119 0.874±0.076 0.774±0.086 0.936±0.040
SCADI dataset
SC 0.860±0.031 0.701±0.090 0.812±0.057 0.694±0.067 0.860±0.030
PPC 0.842±0.077 0.644±0.193 0.775±0.124 0.657±0.156 0.842±0.077
CAVERAGE [30] 0.877±0.030 0.761±0.090 0.850±0.584 0.741±0.079 0.877±0.030
HGC [31] 0.508±0.030 0.083±0.090 0.422±0.058 0.173±0.079 0.896±0.030
IPS2 0.877±0.040 0.761±0.119 0.850±0.026 0.741±0.086 0.877±0.040
BBCSport dataset (view 2)
SC 0.533±0.031 0.055±0.090 0.484±0.057 0.240±0.067 0.533±0.030
PPC 0.617±0.077 0.365±0.193 0.581±0.124 0.374±0.156 0.683±0.077
CAVERAGE [30] 0.617±0.030 0.152±0.090 0.480±0.584 0.391±0.079 0.617±0.030
HGC [31] 0.483±0.030 0.035±0.090 0.369±0.058 0.109±0.079 0.483±0.030
IPS2 0.800±0.040 0.523±0.119 0.680±0.076 0.539±0.086 0.800±0.040
Yale dataset (view 1)
SC 0.491±0.031 0.214±0.090 0.367±0.057 0.348±0.067 0.527±0.030
PPC 0.473±0.192 0.150±0.193 0.307±0.124 0.298±0.156 0.473±0.077
CAVERAGE [30] 0.455±0.030 0.190±0.090 0.341±0.079 0.359±0.030 0.509±0.584
HGC [31] 0.400±0.030 0.103±0.090 0.284±0.058 0.223±0.079 0.418±0.030
IPS2 0.600±0.040 0.247±0.119 0.387±0.076 0.376±0.086 0.600±0.040
wink. We choose 5 classes of all images and extract
4,096-dimensional raw pixel values of 55 images for
our experiments.
We applied the SC, CAVERAGE, HGC, and proposed
IPS2 on the synthetic datasets and real-world datasets. To
investigate the effectiveness of the tensor similarity mea-
surement, we also compared the clustering results without
the combination of pairwise similarity, which is denoted by
PPC. We highlighted the best results in red to separate them
from other method. Additionally, the sub-optimal results
are highlighted in blue. For a fair comparison, each method
was tested on these datasets 20 times. The mean value and
standard deviation of the five measurements are recorded
and are reported in Table 2.
First, we observed that our IPS2 uniformly achieved
the superior results or comparable results compared with
the other methods on most datasets, for example, two
synthetic datasets, SCADI dataset, BBCSports dataset, and
Yale dataset. On synthetic dataset 2, the performance of
IPS2 was less satisfactory than CAVERAGE in terms of
accuracy. However, the other four metric values for IPS2
were superior to those of the other methods. The good per-
formance is attributed to the combination of the new high-
order similarity and pairwise similarity and they worked
together to reveal complete structure information of the
data.
Second, we would like to emphasize the potential of
incorporating tensor similarity to enhance the information
description power of the IPS2 algorithm. For example,
the performance of the SC, which only used the ordinary
pairwise similarity, was always sub-optimal for IPS2. This
result suggests that tensor similarity indeed enhanced the
robustness of the algorithm and improved clustering per-
formance. To enable a visual explanation of this potential,
we plotted the heat map of SC, PPC, and IPS2 over the
BBCSports dataset and Yale dataset in Fig. 4. Comparing
the results in the first column and third column of Fig. 4, we
observed that pairwise similarity barely described the struc-
ture and discriminated clusters of data on some datasets,
for example, BBCSports dataset in Fig. 4(g). Instead, our
algorithm combined with tensor similarity performed much
better, and clearly indicated the diagonal structure over all
datasets. This stable result provides evidence that strongly
proves the effectiveness and superiority of tensor similarity.
Third, comparing the results in the first column and
second column of Fig. 4, we could clearly see that tensor
similarity indeed indicated the spatial information and pre-
served the structure information of pairs; unlike hypergraph
clustering, the affinity relationship derived from tensor sim-
ilarity was inadequate for the analysis of the structure of
data. The pairwise similarities accross in the four datasets
were contaminated by the noise or outliers and thus there
remains many misclassified point within the off-diagonal
areas. In comparsion, both the tensor and fused similarities
possess clear boundary along the diagonal. Within the off-
diagonal regions, there are fewmisclassified samples. There-
fore, the tensor similarity became strongly complementary
for a sample-to-sample relationship and enhanced the ro-
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Fig. 5: Similarity heatmap of CAVERAGE and IPPC algo-
rithms over synthetic dataset 1 and Yale dataset to demon-
strate the superiority of our algorithm. Row 1: Synthetic
dataset 1 comprises of 50 samples with 60 features; Row
2: Yale dataset comprises of 55 samples with 4,096 features;
The first column is the heatmap of pairwise similarity matrix
of CAVERAGE and the second column is the heatmap of
integrated similarity matrix of IPS2.
bustness of algorithm. The performance of PPC in Table 2
proves this argument.
Fourth, the hypergraph clustering method, such as CAV-
ERAGE, performed better than SC but worse than IPS2,
as shown in Table 2. This implies that high-order similar-
ity explored by hypergraph is beneficial for exploring the
underlying information of datasets. Despite this, similarity
learned based on a hypergraph still has some limitations,
so it is not always helpful for improving clustering per-
formance. We plotted the heat map of CAVERAGE and
IPS2 over synthetic dataset 1 and Yale dataset in Fig. 5.
We observed that the structure of the integrated similarity
learned by our algorithmwasmore salient than CAVERAGE
because of the improvement of information integration with
tensor similarity.
5.3 Robustness of Clustering over Imbalance Data with
Increasing Features
To identify the stability and robustness of our algorithm,
we further investigated the imbalance data in which the
number of features was much greater than the number of
samples. The imbalance level of a dataset is determined
by the rate of the number of features to the number of
samples. We fixed the number of samples at 55 and selected
features from 60 to 2,360 to generate 14 new datasets over
Yale dataset. Next, we tested the five algorithms on these
14 datasets (SI Appendix, Table 1) and plotted the NMI value
of them in Fig. 6. As it is shown, the proposed algorithm
outperformed other methods on all datasets, even on the
dataset with an obvious imbalance level. In addition, the
NMI of CAVERAGE and SC shown that hypergraph clus-
tering model cannot improve the clustering performance
apparently when there exist an imbalance level on the
dataset, e.g. dataset with 2,160 features. Such result suggests
that the tensor similarity plays a strong coordinated role in
enhancing the performance and robustness of IPS2.
To better understand the superiority of IPS2, we focused
on the performance of SC, PPC, and IPS2, applying three
algorithm over synthetic dataset 2 with the number of
features varying from 60 to 1,560. The performance is shown
in Fig. 7 and the growth rate of the NMI gain of IPS2
compared with SC is also included to enable the visual
comparison of results (SI Appendix, Table 2). As shown, the
proposed algorithm outperformed the other methods on all
datasets, even on the dataset with an obvious imbalance
level. The performance of the SC algorithm scarcely grow
when the number of features was up to 1,260, whereas
that for other increased. Additionally, the NMI gain of IPS2
increased from 0.01 to 0.13 and achieved the largest value
on the last dataset, which suggests that the more apparent
the imbalance level of the dataset, the more evident the
advantage of integrating the tensor similarity.
6 CONCLUSIONS
We incorporate the high-order tensor similarity among the
samples-to-samples to boost the clustering performance.
This is motivated by that the performance of most of the
current clustering models relies on sample-to-sample simi-
larity, whereas the pairwise similarity is prone to corruption
by noise or outliers, and thus deteriorates the subsequent
clustering. We introduced two types of tensor similarity: the
decomposable tensor similarity and non-decomposable ten-
sor similarity. We proved that the decomposable tensor simi-
larity is the Kronecker product of the usual pairwise similar-
ity. Then, we focused on the non-decomposable tensor sim-
ilarity and demonstrated that it provides complementary
information, which pairwise similarity does not. Besides,
the information preserved by the non-decomposable tensor
similarity is inadequate in terms of fully understanding the
fine-scale view of data. Finally, we proposed a model, called
IPS2 to fuse the tensor similarity and pairwise similarity
to enhance the clustering performance. We compared the
performance of our algorithm with that of the classical
spectral clustering method and two existing hypergraph
clustering algorithms on synthetic datasets and real-world
datasets. In all experiments, the IPS2 algorithm outper-
formed its competitors both in term of clustering accuracy
and clustering robustness to feature changes in all datasets.
Our study manifests that incorporating tensor similarity as
clustering metric has potential influence on effectiveness
and robustness of clustering performance on the imbalance
datasets.
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Supplementary Information Appendix to
Integrating Tensor Similarity to Enhance Clustering Performance
S.1 Integrating Tensor Similarity with Pairwise Similarity
S.1.1 Proof of the Properties of Kronecker Product
We briefly proof the properties of Kronecker product which are used in our algorithm.
Definition 1. Let A ∈ Rm×n, B ∈ Rp×q. Then the Kronecker product (or tensor product) of A and B is defined as
the matrix
A⊗B =


a11B · · · a1nB
...
. . .
...
am1B · · · amnB

 ∈ Rmp×nq
Theorem 3.1. Let A ∈ Rm×n, B ∈ Rr×s, C ∈ Rn×p,D ∈ Rs×t. Then (A⊗B)(C ⊗D) = AC ⊗BD(∈ Rmr×pt).
Proof. Simply verify that
A⊗B =


a11B · · · a1nB
...
. . .
...
am1B · · · amnB

 ∈ Rmr×ns
C ⊗D =


c11D · · · c1pD
...
. . .
...
cn1D · · · cnpD

 ∈ Rns×pt
(A⊗B)(C ⊗D) =


n∑
k=1
a1kck1BD · · ·
n∑
k=1
a1kckpBD
...
. . .
...
n∑
k=1
amkck1BD · · ·
n∑
k=1
amkckpBD


= AC ⊗BD
Theorem 3.2. Let A ∈ Rn×n have eigenvalues λi, i ∈ n, and let B ∈ R
m×m have eigenvalues µj , j ∈ m. Then the
mn eigenvalues of A⊗B are
λ1µ1, · · · , λ1µm, λ2µ1, · · · , λ2µm, · · · , λnµm.
Moreover, if x1, · · · , xp are linearly independent right eigenvectors of A corresponding to λ1, · · · , λp(p ≤ n), and
z1, · · · , zq are linearly independent right eigenvectors of B corresponding to µ1, · · · , µq(q ≤ m), then xi ⊗ zj ∈ R
mn
are linearly independent right eigenvectors of A⊗B corresponding to λiµj , i ∈ p, j ∈ q.
Proof. Suppose that x and z are eigenvectors of A and B, respectively. The basic idea of the proof is as follows:
(A⊗B)(x ⊗ z) = Ax⊗Bz
= λx× µz
= λµ(x ⊗ z)
Theorem 3.3. If the tensor similarity T is decomposable for some pairwise similarity S, i.e., Tijkl = S(i, j) ∗S(k, l),
for i, j, k, l ∈ m. Then the unfolded similarity matrix satisfies Tˆ = S ⊗ S.
Proof. Given a unfolded tensor similarity matrix
Tˆ =


S11S · · · S11S
...
. . .
...
Sm1S · · · SmnS

 ∈ Rm2×m2 ,
1
each element of Tˆ is the product of pair (i, j) and (k, l). According to the Def. 1, it is easy to know that Tˆ = S ⊗ S
holds.
Theorem 3.4. Let v and vˆ being the eigenvectors associated with the pairwise Laplacian matrix L, and the pairs-to-
pairs Laplacian matrix Lˆ, respectively, then the equality vˆ = v ⊗ v holds. Moreover, by unfolding the similarity matrix
v ∗ vT into a vector, it is the leading eigenvector of the Laplacian matrix vˆ.
Proof. We first investigate the relationship between the normalized pair-to-pair Laplacian matrix Lˆ and pairwise
Laplacian matrix L. The normalized pairwise Laplacian matrix computed by L = D−
1
2SD−
1
2 where D is a diagonal
matrix with each element Dii =
∑m
j=1(S)ij . Thus, it is natural to underline that Dˆ = D ⊗D holds.
Dˆ =


m∑
j=1
(Sˆ)1j 0 · · · 0
0
m∑
j=1
(Sˆ)2j · · · 0
...
...
. . .
...
0 0 · · ·
m∑
j=1
(Sˆ)m2j


=


m∑
j=1
S1j
m∑
j=1
S1j 0 · · · 0
0
m∑
j=1
(S)1j
m∑
j=1
S2j · · · 0
...
...
. . .
...
0 0 · · ·
m∑
j=1
Smj
m∑
j=1
Smj


=


m∑
j=1
S1j · · · 0
...
. . .
...
0 · · ·
m∑
j=1
Smj


⊗


m∑
j=1
S1j · · · 0
...
. . .
...
0 · · ·
m∑
j=1
Smj


= D ⊗D
Then according to Theo. 3.1, we prove that normalized Laplacian matrix of pairs and pairwise Laplacian matrix
also followed this property.
Lˆ = Dˆ−
1
2 SˆDˆ−
1
2
= (D ⊗D)−
1
2 Sˆ(D ⊗D)−
1
2
= (D−
1
2 ⊗D−
1
2 )(S ⊗ S)(D−
1
2 ⊗D−
1
2 )
= [(D−
1
2S)⊗ (D−
1
2S)](D−
1
2 ⊗D−
1
2 )
= [(D−
1
2SD−
1
2 )⊗ (D−
1
2SD−
1
2 )
= L⊗ L
Based on Theo. 3.2, we prove that vˆ = v ⊗ v holds. Since the eigenvector v is an embedding of data, each element
of v represents the power of a single point. Similarly, elements of vˆ can be viewed as the power of pairs which is similar
to the pairwise similarity of two vertices. Furthermore, we rewrite vˆ as m × m dimension matrix Sn and plot the
heatmap of Sn and v ∗ v
T in figure 1. It can be clearly seen that Sn = v ∗ v
T , that is to say, unfolding the similarity
matrix v ∗ vT into a vector, it is the leading eigenvector of the Laplacian matrix vˆ.
S.1.2 Details of Evaluation Metrics
We used five widely used metrics to evaluate the performance of the proposed method: accuracy (ACC), adjusted rand
index(ARI), f-score(F-SCORE), normalized mutual information (NMI), and purity (Purity). For tested data with m
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Suppl. Figure. 1: Synthetic dataset for validating the link of pair-to-pair similarity and pairwise similarity. Dataset
was comprise of 50 samples with 60 features; (a) heatmap of new similarity matrix reshaped by eigenvector vˆ. (c)
heatmap of kronecker product of eigenvectors obtained by pairwise similarity matrix.
samples and c clusters, let li and lˆi be the true and predicted labels for the i-th sample. Accuracy measures the
percentages of correct assignments and is defined as
ACC(l, lˆ) =
∑m
i=1 δ(li, lˆi)
m
where function δ(x, y) = 1 if x = y; otherwise, δ(x, y) = 0. ARI measures the compliance with two datasets defining
as
ARI(l, lˆ) =
RI(l, lˆ)− E(RI(l, lˆ))
max(RI(l, lˆ))− E(RI(l, lˆ))
RI(l, lˆ) =
a+ b
Cm2
where a denotes the number of pairs of elements that are in the same cluster in true label l and predicted label lˆ.
Parameter b denotes the number of pairs of elements that are in the different cluster in true label l and predicted label
lˆ. F is an efficient weighting-harmonic-mean of precision and recall denoting as
F (l, lˆ) =
2 ∗ P (l, lˆ)R(l, lˆ)
P (l, lˆ) +R(l, lˆ)
P (l, lˆ) =
TP
TP + FP
R(l, lˆ) =
TP
TP + FN
where TP is the true positive of clustering, FP is the false positive and FN is the false negative. NMI measures
the entropy of mutual information between the predicted and true label sets. The larger the value, the better the
performance of the corresponding method. It is defined as
NMI(l, lˆ) =
2
∑c
i=1
∑c
j=1
nij
n
log
nijn∑
c
i=1 ni
∑
c
j=1 nj
−
∑c
i=1
ni
n
log ni
n
−
∑c
j=1
nj
n
log
nj
n
where nij denotes the number of samples with true label i and predicted label j. Parameter ni denotes the number of
samples in the i-th cluster. In addition to ACC, ARI, F score and NMI, Purity is another frequently used evaluation
metric which measures the pureness of the predicted clusters, with a larger value indicating a better prediction. It is
defined as
Purity(l, lˆ) =
1
n
∑
k
max
j
|lk
⋂
lˆj |.
3
Suppl. Table. 1: The NMI value of five algorithms on 14 Datasets with increasing
features(mean±standard deviation)
Meric Features SC PPC CAVERAGE HGC IPS2
NMI
60 0.348±0.051 0.298±0.051 0.359±0.051 0.223±0.051 0.376±0.007
260 0.410±0.137 0.376±0.137 0.386±0.137 0.223±0.051 0.503±0.018
460 0.483±0.088 0.481±0.088 0.483±0.088 0.223±0.051 0.503±0.010
560 0.511±0.103 0.414±0.103 0.511±0.103 0.223±0.051 0.531±0.032
660 0.511±0.102 0.445±0.102 0.511±0.102 0.223±0.051 0.538±0.043
960 0.442±0.203 0.537±0.203 0.535±0.203 0.223±0.051 0.544±0.049
1260 0.518±0.130 0.543±0.130 0.541±0.130 0.223±0.051 0.576±0.076
1460 0.555±0.147 0.511±0.147 0.581±0.147 0.223±0.051 0.595±0.060
1760 0.498±0.102 0.564±0.102 0.549±0.102 0.223±0.051 0.633±0.045
1860 0.498±0.043 0.471±0.043 0.486±0.043 0.223±0.051 0.602±0.022
1960 0.542±0.114 0.486±0.114 0.522±0.114 0.223±0.051 0.584±0.064
2060 0.542±0.072 0.444±0.072 0.545±0.072 0.223±0.051 0.598±0.086
2160 0.554±0.082 0.548±0.082 0.533±0.082 0.223±0.051 0.579±0.089
2360 0.548±0.043 0.405±0.043 0.527±0.043 0.223±0.051 0.549±0.121
Suppl. Table. 2: The NMI value of our method on Synthetic Dataset with
increasing features(mean±standard deviation)
Meric Features SC PPC IPS2 Gain of NMI
NMI
60 0.864±0.051 0.744±0.051 0.871±0.051 0.007
160 0.844±0.137 0.726±0.137 0.862±0.137 0.018
260 0.843±0.088 0.664±0.088 0.853±0.088 0.010
360 0.794±0.103 0.636±0.103 0.826±0.103 0.032
460 0.801±0.051 0.873±0.051 0.873±0.051 0.073
560 0.826±0.102 0.803±0.102 0.868±0.102 0.043
660 0.830±0.203 0.779±0.203 0.879±0.203 0.049
760 0.789±0.130 0.812±0.130 0.865±0.130 0.076
860 0.834±0.147 0.794±0.147 0.894±0.147 0.060
960 0.816±0.102 0.803±0.102 0.861±0.102 0.045
1060 0.817±0.043 0.758±0.043 0.839±0.043 0.022
1160 0.829±0.114 0.855±0.114 0.893±0.114 0.064
1260 0.760±0.072 0.793±0.072 0.847±0.072 0.086
1360 0.761±0.082 0.799±0.082 0.850±0.082 0.089
1460 0.795±0.043 0.843±0.043 0.917±0.043 0.121
1560 0.768±0.030 0.864±0.030 0.898±0.030 0.130
S.2 Experiment on Synthetic Data to Test the Robustness of IPS2 over
Dimension Imbalance
To identify the stability and robustness of our algorithm, We further investigate the imbalance data in which the
number of features is much more than samples. The imbalance level of a dataset is decided by the rate of the number
of features to the number of samples. We fix the number of samples as 55 and select features from 60 to 2,360 to
generate 14 new datasets over Yale dataset. The results of five algorithms on these 14 datasets is shown in SI Appendix,
Table 1.
To better understand the superiority of IPS2, we focus on the performance of SC, PPC, and IPS2, displaying three
algorithms over synthetic dataset 2 with the number of features vary from 60 to 1,560. The performance of them are
provided in SI Appendix, Table 2. To facilitate the visual comparison of results, the growth rate of the NMI gain of
IPS2 compared to SC is also included.
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