model conjectured that a unique, reproducible relationship exists between the average flow of vehicles across a network, q, and the average density of vehicles in the network, k (12, 13) . This relationship has come to be known as the macroscopic fundamental diagram (MFD). Furthermore, if the average trip length in the network is constant over time, this model suggests that a similar relationship should exist between the rate at which trips are completed in the network and the number of vehicles currently traveling in it (network accumulation). This relationship has come to be known as the network exit function (NEF). Both of these relationships have since been shown to exist theoretically (13), with simulation (14), and as a result of recent advances in ITS technologies, empirically (15, 16) for networks in which drivers distribute themselves relatively evenly across the links in the network. Such even distributions should be especially likely on networks of well-connected streets if drivers change routes to avoid locally congested areas (17) (18) (19) .
Macroscopic models of urban traffic have existed for nearly five decades. However, many earlier models were at best not comprehensive and at worst physically inaccurate since they were unable to describe congested network conditions (1) (2) (3) (4) (5) . Those models that were able to accurately describe both uncongested and congested conditions were unable to describe network dynamics (6) (7) (8) (9) (10) (11) . Moreover, the lack of available and reliable traffic data at the time meant that these early models (and their underlying assumptions) could not be verified across multiple data sets.
Recently, a macroscopic model of urban traffic was proposed that was physically realistic and able to describe network dynamics. This detectors, the most common method used to collect traffic data, tend to be inaccurate in urban areas. These detectors tend to be placed near intersections, and the presence of queues at signals can spill back onto the detector causing incorrect density estimates. Because of this, loop detector location has been found to even significantly affect macroscopic relationships (16, 25, 26) . Other fixed detectors, such as cameras, can mitigate this, but they are unable to cover the entire network without significant expense. In addition, the time required to process this type of data makes real-time estimation nearly impossible.
Probe vehicles traveling in the traffic stream can also be a useful way to collect traffic information. As early as 20 years ago, several demonstration projects were implemented to determine travel time information from probe vehicle data (27) (28) (29) (30) . However, heuristic algorithms (31) and simulation studies (32) suggest that a large number of probe vehicles are needed to accurately determine networkwide traffic conditions. For example, Srinivasan and Jovanis found that 3,500 probe vehicles would be needed to estimate travel times on the major arterials and freeways in Sacramento, California (31) . Such a large number might be infeasible if vehicles have to be specially outfitted to provide real-time probe data.
The recent proliferation of handheld devices enabled by the Global Positioning System (GPS) has made it possible for vehicles already traveling in the network to serve as mobile probes. Since these GPS devices are placed in vehicles driven by regular drivers, equipped vehicles travel through the network with the same driver behavior and origin-destination patterns as the general traffic stream. These devices are able to simultaneously collect and communicate a wealth of information about the trip being made. This information includes current location, speed, and acceleration as well as the history of the current trip. These data can then be aggregated and analyzed in real time to estimate traffic conditions with little additional infrastructure. Herrera et al. provided an example of such an approach for a single freeway (33) . This method can be extended to provide traffic information across the individual links in a network. However, applying this method to all links in a network would require extensive computation effort. Instead, it might be possible to make use of macroscopic network properties to indirectly estimate aggregate network conditions.
In light of this, this paper proposes a methodology that combines data obtained from mobile probes with the macroscopic fundamental diagram of urban traffic to indirectly estimate network densities. The accuracy of this methodology is then tested by using microsimulation. Specifically, this study aims to determine what types of network states can be accurately estimated, what type of data needs to be collected from the probe vehicles, the fraction of probe vehicles required, and how often these data need to be collected. These results can be used to inform the necessary traffic monitoring required to implement networkwide control policies in the field.
The rest of this paper is organized as follows. First, the simulated traffic network and mobile probe data that are used as a part of this study are described. Then the methodology used to estimate network densities by using the mobile probe data and MFD are described. This is followed by a discussion of the results and, finally, some concluding remarks.
STUdy daTa
This section describes the microsimulation network used as a part of this study and simulated probe vehicle data that are made available to estimate network densities.
Orlando Microsimulation Network
A simulated traffic network was used to examine the combination of probe vehicles and the MFD to estimate network densities. The network was created in the VISSIM microsimulation software as part of a study for the Florida Department of Transportation (34) . The simulated network contains a portion of the downtown Orlando, Florida, street network, shown in Figure 1 ; it covers a roughly 1.7-× 1.7-mi area and contains about 110 signalized intersections. Only the surface streets (and not the two freeways shown in Figure 1 ) were included in this simulation, and speed limits were generally low (30-35 mph) on these urban streets. The simulation represents the a.m. peak and covers a 3-h peak period.
The network was created by using traffic data obtained from the city of Orlando and was calibrated to match empirical data obtained by mobile chase cars. These chase cars followed individual vehicles randomly as they traveled within the network boundaries and recorded data on the time spent moving, time spent stopped, and total travel distance. Parameters of the macroscopic two-fluid model were calculated for the chase cars, and then these parameters were replicated in the simulation (7, 8) . In this way, the macroscopic traffic properties of the downtown Orlando network were accurately reflected in the simulation. Full details on the calibration and validation procedure can be found in Dixit et al. (34, 35) .
Mobile Probe data
Vehicles in the simulated network were randomly assigned one or two roles as they were created-unequipped (nonprobe) or equipped (probe). Unequipped vehicles did not report any information. Probe vehicles were assumed to be able to report back their exact location, instantaneous speed and acceleration, average speed through their trip, and total time and total distance traveled in the network, at short, discrete intervals. Ideally, these intervals should be on the order of a fraction of a second; however, extremely short intervals produced unmanageable file sizes and decreased the computation speed of the microsimulation significantly. Several tests were performed to determine a reporting interval that provided accurate results within the data constraints of the software. A 3-s interval was selected as it was able to produce data at a high enough frequency to be accurate while still remaining manageable.
The fraction of vehicles equipped as probes is an important determinant of the accuracy of traffic state estimations. Several different proportions (i.e., penetration rates) were tested; the mobile probe penetration rates considered in this study are the following percentages: 2.5, 5, 7.5, 10, 15, 20, 25, 30, 40, and 50.
Methodology
The proposed estimation methodology combines data obtained from the probe vehicles with the MFD of the urban traffic network to estimate the average network density, instead of trying to measure it directly. This procedure makes use of the fact that for well-defined MFDs, each state defined by the curve is associated with a unique value of average vehicle speed, v (see Figure 2) . Therefore, the authors propose to estimate traffic states by first estimating the average travel speeds of vehicles in the network by using the probe vehicles and then identifying the corresponding average network density on the MFD associated with that speed. Even if the exact traffic state cannot be determined with a sufficient degree of accuracy, perhaps because the mobile probes are not able to estimate average travel speeds accurately in all cases, it might be possible to at least determine when the network is congested or approaching congestion.
The rest of this section describes how average vehicle speeds can be calculated by using very little mobile probe data, the MFD of the Orlando network, and the way the probe data and Orlando MFD were combined to predict traffic states in the network.
Average Speed Calculation
As per Edie's generalized definitions of traffic stream measurements, the average travel speed of vehicles in some measurement period is simply the ratio of the total distance traveled in that period and the total time spent in the network (36) . Therefore, the average speed of the probe vehicles (v p ) can be expressed as where d i and t i are the total distance traveled and total time spent, respectively, in the network by probe vehicle i during the measurement period, and J is the total number of vehicles that were present in the network during this period. Only two pieces of information are required from each probe vehicle to measure the average speed. This determination can be easily made if vehicles report their odometer readings at the beginning and end of any measurement period and the odometer readings and time when the vehicle enters or exits the network. The average speed of probe vehicles, v p , can then be used as an estimate for the average speed of all vehicles traveling in the network, v, during the measurement period.
Each of the periods over which average vehicle speeds are calculated is defined as a sampling interval. The length of a sampling interval can affect the accuracy of average speed and traffic state estimations. The different sampling interval lengths (s) considered in this study are the following: 15, 30, 45, 60, 90, 120, 150, and 300.
Note that each of the many 3-h simulation periods was broken up into multiple unique sampling intervals.
Macroscopic Flow-Density Relationship
Edie's generalized definitions can also be used to determine the relationship between average network flow and average network density (36) . Figure 3a shows this relationship measured over discrete 5-min intervals for the Orlando network. The data in this figure were obtained from many unique simulations of the 3-h peak period.
As shown in Figure 3a , the data are highly chaotic and a unique, reproducible curve that describes average flow as a function of average density does not appear to exist. Recent work has shown that network behavior can be significantly different during the beginning of a peak period than at the end of it (19) . During the beginning of the peak, traffic tends to be more uniformly distributed across the network, and it should be more likely for a reproducible MFD curve to arise. However, during the end of the peak period vehicles tend to be less evenly distributed across the network and these uneven distributions cause inefficient and chaotic network states. For this reason, here the focus is only on traffic states during the beginning of the peak (defined as the first 2 h of the peak period before average densities start to decrease). The flow-density relationship for the beginning of the peak period is shown in Figure 3b . This relationship is much less chaotic, and a unique and reproducible relationship exists between average vehicle flow and average vehicle density. The solid line in Figure 3b denotes this reproducible curve.
Focusing only on traffic states at the beginning of the peak period hinders the applicability of this work somewhat, since state estimations cannot be made at the end of the peak period. However, as shown by Daganzo, it is critical to control networks as they transition from uncongested to congested states to avoid the tendency toward gridlock and to minimize vehicular delay (12) . Since these transitions occur primarily at the beginning of the peak period, the present study should shed light on how accurately this critical transition can be identified.
Estimation of Network State
Once the average vehicle speed, v, is estimated, the average network density can be estimated with information from the MFD. The MFD shown in Figure 3b can be manipulated to yield a relationship between average density and average vehicle speed. This relationship is shown in Figure 4 . Over the range of observed traffic states, the data in Figure 4 can be approximated by the following curve: This curve fits the data very well with an R 2 value of .992. Values of v inside this observed range are inserted for v in Equation 2 to estimate the average vehicle density in the network, k. Values of v outside these bounds cannot be used, and the number of times that occurs for a particular combination of sampling interval length and penetration rate is tracked. The proportion of out-of-bounds estimates will later be used as an indicator of the accuracy of the methodology.
Results
This section examines how accurately network densities can be predicted with this methodology. The first subsection discusses the ability of the methodology to accurately predict all states during the beginning of the peak period. The second discusses the ability of the methodology to identify only congested or near-congested states.
Overall state estimation
The proposed methodology was applied to estimate network density (k) for all sampling intervals over many unique simulated peak periods. To determine the accuracy of this estimation, the true network density (k) was also concurrently calculated for each sampling interval by using Edie's generalized definitions (36) . The ratio k/k was then calculated as a measure of the estimation accuracy. Table 1 presents the mean and variance of all k/k values for a given combination of penetration rate and sampling interval length, as well as the percentage of speed estimates that were out of the range predicted by the MFD (out-of-bounds). Accurate and reliable vehicle density estimations should have k /k values near 1, variance of individual k/k values near 0, and percentage of out-of-bounds estimates near 0.
Higher penetration rates mean that more vehicles supply information to estimate average travel speed, which would help reduce the effect of a few slower or faster probe vehicles biasing the estimate. Similarly, longer sampling intervals mean that fluctuations in the speed of individual vehicles over time are averaged out. This effect is particularly important in urban networks because vehicles spend significant time stopped at traffic signals, and the sampling interval needs to be long enough to incorporate time spent both moving and stopped. Thus, estimations are expected to become increasingly more accurate as the mobile probe penetration rate and sampling interval length increase.
The results presented in Table 1 verify that expectation. In general, the accuracy of the estimations increases with the mobile probe penetration rate and length of the sampling interval. Also the means of k /k are very near 1 for most combinations of mobile probe penetration rates greater than 2.5% and sampling intervals greater than 15 s. However, in general the variance of k /k values implies that individual estimates are not very accurate.
To examine this result more closely, box plots of the distributions of k/k are presented in Figure 5 . Figure 5a shows plots for various sampling interval lengths for a penetration rate of 50%, and Figure 5b shows plots for various penetration rates for a sampling interval of 300 s. The plots are not very promising. Even for the highest penetration rates and longest sampling intervals, the scatter in individual values of k/k is incredibly high. For example, for the largest penetration rate and sampling interval, individual estimates of density can be as little as 80% or as much as 130% of the actual value. In the more likely case that penetration rates are low (say, 10% to 20%), the plots show that individual estimates are highly inaccurate even at the largest sampling interval. These levels of accuracy are not sufficient for sensitive control schemes such as pricing.
Identification of Congested States
The previous section shows that individual density estimates during the first 2 h of the peak period can be very inaccurate. One reason for this is revealed by considering the relationship between density and average speed in Figure 4 . The slope of the fitted curve becomes steeper as the average speed increases. That result means that network density is more sensitive to speed estimates for higher average travel speeds than for lower average travel speeds. Thus, differences between the actual and estimated average vehicle speeds will lead to much larger differences between actual and estimated network densities when speeds are high than when speeds are low. For that reason, the methodology will be less accurate when the network is operating in free-flow conditions (i.e., higher average speeds) than when it is operating at or near congestion (i.e., lower average speeds). That finding is not unique to this network; this property should be expected for any network with a typical unimodal, concave-shaped MFD. Fortunately, most control strategies that use the MFD or NEF do not require exact density estimates when the network is operating in free flow. In fact, state estimations are typically needed only when the network becomes congested (12, 14, (20) (21) (22) . Since average travel speeds at (or near) congested states are low, the density estimates would be expected to be more accurate during those more critical times. Moreover, for most control strategies, such as the optimal metering strategy proposed by Daganzo, one needs only to identify when the network enters the congested state (12) .
The accuracy of this methodology at predicting congested states is now examined. To do the examination, first a critical density that defines the boundary between free flow and congestion is selected. For the particular MFD shown in Figure 4 , this critical density is selected as 31 vehicles per mile since this represents the density for which the MFD curve starts to flatten out and scatter begins to appear in the observed flow-density data (18) .
A comparison is made between estimated and actual vehicle densities with the critical density of 31 vehicles per mile. For each combination of mobile probe penetration rate and sampling interval length, two metrics are calculated over many unique peak periods: (a) the percentage of estimated densities correctly predicted as being greater than the critical density (labeled "correct") and (b) the percentage of actual densities greater than the critical density that were predicted as being lower than the critical density (labeled "missed"). These two values are presented for each combination of penetration rate and sampling interval length in Table 2 . The "correct" value gives an indication of the reliability of states identified as being congested, and one minus this value shows what fraction of states are incorrectly identified (false positives). The "missed" value shows the fraction of congested states that are not identified by this methodology (false negatives). Higher correct percentages and lower missed percentages are both indicative of more accurate estimations of congested network conditions.
As expected, the accuracy of the identification of congested states increases with the mobile probe penetration rate and the sampling interval length. These results also show that the methodology is able to accurately predict congested network states and does not fail to identify many congested states for a wide range of sampling intervals and penetration rates. For example, the highlighted cells show the combination of penetration rates and sampling intervals that have a prediction accuracy greater than 95% and a false negative rate of less than about 5%. Very accurate identifications of congested states can be achieved with as few as 7.5% of vehicles being equipped as probes as long as the sampling interval is large (300 s). If state estimations are needed at a finer resolution, say 90 s, then only 15% of vehicles need to be equipped before accurate identification of congested states can be achieved.
To examine the accuracy of estimations near congestion, Figure 6 presents box plots of the values of k /k for the states near the critical density (states whose actual or estimated density exceeds the critical density). The distributions of these k /k values are much smaller than those shown in Figure 5 , confirming that predictions are much more accurate when the density is at or near the critical density. These results are very promising. It appears that highly accurate state estimations can be obtained with this methodology near critical states. For example, for the highest sampling interval (300 s) most density estimates are within 10% of the actual value even for penetration rates as low as 5%.
CONCluDINg REMARkS
This study proposes a methodology that combines mobile vehicle probe data with the macroscopic fundamental diagram (MFD) of urban traffic to estimate the average vehicle density in an urban network in real time. By using a macroscopic model, the average density can be estimated without determining the density on individual links of the network, requiring relatively little information from probe vehicles and few calculations. However, the estimation does rely on the existence and knowledge of a well-defined and reproducible MFD. In general, determination of an MFD requires an extensive data collection effort so this scheme is well suited for cases in which it is already known (e.g., traffic monitoring for a control scheme based on a known MFD). The study demonstrates that traffic estimations based on average travel speeds are fairly inaccurate in free-flow states. The reason for this is that network densities are highly sensitive to average travel speeds when the network is in free flow. This behavior should be expected on all networks with a well-defined MFD because of its unimodal, concave shape. However, once average travel speeds in the network start to decrease (i.e., as the network becomes congested), densities become much more predictable. This result is fortunate because congested states are the most critical to determine. Therefore, the accuracy of this methodology is highest in cases in which accuracy is most essential.
According to the results of this simulation study, it appears that accurate density estimates near congestion can be obtained with a mobile vehicle probe penetration rate as low as 7.5%, as long as estimates are needed only once every 5 min. If this sampling resolution becomes smaller, the penetration rate required to achieve accurate estimates will increase. However, since most current networkwide control strategies are designed for network conditions that are changing slowly with time, these longer sampling intervals should be enough to implement these strategies accurately.
While this methodology does appear to be very promising and yields encouraging results in the microsimulation environment, it will become important to verify these results by using empirical field data. Field conditions include some complications that may yield slightly less accurate results. For one, simulated networks are very clearly defined and vehicles disappear once they leave the street network. However, in reality, it might not be easy to discern a vehicle stopped at an intersection from another vehicle parked along a street or in an adjacent garage. Still, field conditions may also have some benefits. For example, real drivers tend to route themselves more adaptively than simulated drivers, and the resulting MFDs may be more reproducible and less chaotic during the end of the peak period (18, 19) . Future work should also aim to determine the minimum estimation accuracy needed to effectively implement some of these networkwide control measures and how often the control scheme needs to be updated. Once that information has been determined, the appropriate probe penetration rate needed can be identified by using field or simulation efforts.
aCkNOwlEdgMENT
