Abstract. Denote by T and I α the bilinear Calderón-Zygmund operators and bilinear fractional integrals, respectively. In this paper, it is proved that if 
Introduction
The aim of the present paper is first: to obtain the boundedness and compactness of iterated commutators of bilinear operators acting on multi-Morrey spaces (a multiMorrey norm is strictly smaller than m−fold product of the Morrey norms); and second: to characterize the compactness of the iterated commutators of bilinear fractional integral operators on Morrey spaces.
A well known result of Coifman, Rochberg and Weiss [19] states that the commutator
is bounded on some L p , 1 < p < ∞, if and only if b ∈ BMO, where T be the classical Calderón-Zygmund operator. In 1978, Uchiyama [37] refined the boundednss results on the commutator to compactness. This is a achieved by requiring the commutator with symbol to be in CMO, which is the closure in BMO of the space of C ∞ functions with compact support. In recent years, the compactness of commutators has been extensively studied already, Wang [39] showed that the compactness of commutator of fractional integral operator and Ding et al. [9] , [10] , [11] , [12] , [13] [14] also considered the compactness of commutators for some operators, such as the Riesz potential, singular integral, Marcinkiewicz integral in Morrey spaces. The interest in the compactness of commutators in complex analysis is from the connection between the commutators and the Hankel-type operators. In fact, the authors of [28] and [29] have applied commutator theory to give a compactness characterization of Hankel operators on holomorphic Hardy spaces
where D is a bounded, strictly pseudoconvex domain in C n . It is perhaps for this important reason that the compactness of commutators attracted ones attention among researchers in PDEs.
Recently, many authors are interested in the multilinear setting, see [5] , [21] , [22] , [23] and [31] . The multilinear Calderón-Zygmund theory originated in the works of Coifman and Meyer in the 70s, see e.g. [17] , [18] . Later on the topic was retaken by several authors; including Christ and Journé [15] , Kenig and Stein [27] and Grafakos and Torres [23] . The boundedness results for commutators with symbols in BMO started to receive attention only a few years ago, see [30] , [32] , [33] or [36] . Compactness results in the multilinear setting have just began to be studied. Bényi et al. [3] , [4] and [6] showed that symbols in CMO again produce compact commutators. Ding and Mei [20] consider the compactness of linear commutator of bilinear operators from product of Morrey spaces to Morrey spaces. In this paper, some sharp estimates for compactness of commutators of bilinear operators will be given; that is, it is proved that bilinear operators are all compact operators from multi-Morrey spaces(precise definition is given in the next secion) to Morrey spaces.
Another subject of this paper is to consider the characterization of compactness of the iterated commutator of bilinear fractional integral operators. For linear fractional integrals, the characterization of boundedness of the commutator was obtained by Chanillo [8] , while the one for compactness is credited in [12] and [39] . In the bilinear setting, in 2015, Chaffee and Torres [7] characterized the compactness of the linear commutators of bilinear fractional integral operators acting on product of Lebesgue spaces. In [38] , we obtain the characterization of compactness of iterated commutators of bilinear fractional integral operators acting on product of Lebesgue spaces. In this paper, we will show that CMO in fact characterizes compactness on Morrey spaces.
Preliminaries and Main results
2.1. Bilinear Calderón-Zygmund operator and its commutator. Recall that bilinear singular integral operator T is a bounded operator which satisfies
for some 1 < p 1 , p 2 < ∞ with 1/p = 1/p 1 + 1/p 2 and the function K, defined off the diagonal y 0 = y 1 = y 2 in (R n ) 2+1 , satisfies the conditions as follow:
(1) The function K satisfies the size condition.
(2) The function K satisfies the regularity condition. For some
It was shown that in [23] that if
, then an bilinear Calderón-Zygmund operator satisies
In 2003, Pérez and Torres in [33] defined the commutator [Π b, T ] as follows
They also proved that if
. The maximal operator T * of bilinear Calderon-Zygmund operator T is defined by
In 2002, Grafakos and Torres in [23] proved that
2.2. Bilinear fractional integral operator and its commutator. It is well known that the fractional integral I α of order α(0 < α < n) plays an important role in harmonic analysis, PDE and potential theory (see [35] ). Recall that I α is defined by
For the bilinear case, the bilinear fractional integral operator I α , 0 < α < 2n, is defined by
In this paper, we will consider the following equivalent operator
Its iterated commutator with
2.3. Morrey type spaces. The Morrey space was defined by Morrey [31] in 1938, which is connected to certain problems in elliptic PDE. Later, the Morrey space was found to have many important applications to the Navier-Stokes equations [26] , the Schrödinger equations [34] and the potential analysis [1] and [2] .
p is defined by the norm
In 2012, Iida et al. [25] introduced the multi-Morrey norm as follow
They showed that Multi-Morrey norm is strictly smaller than 2−fold product of the Morrey norms. They also proved that
for some suitable indexes p 0 , p 1 , p 2 and q 0 , q. In this paper, we will consider the boundedness and compactness of the commutators [Π b, T ] and [Π b, I α ].
2.4.
Main results. Now we return to our main results.
Suppose that T be a bilinear Calderon-Zygmund operator and
. For the local integral functions
Main lemmas
To prove Theorem 2.1 and Theorem 2.2, we need the following results.
Proof. Without loss of generality, we may assume that
Then we need to verify the following inequalities:
We analyze each term separately. First, we give the proof of Eq. (3.1). The boundedness
To estimate I 2 , the operator [Π b, T ] can be devided into the following parts: 
Similar estimate gives
From the fact that for b ∈ BMO,
which implies that
Finally, it remains to prove
Note that
Thus, Minkowski's inequality and Hölder's inequality give that
We complete the proof of (3.2).
With the same idea of estimate for I 2 , we can obtain the similar result for I 3 . To prove (3.4), we need only to show the following four inequalities.
, (3.8) are completely analogous to (3.5), with a small difference, we only estimate (3.5).
where B := B(x, r). Combining the estimates above, we have
We complete the proof of Lemma 3.1. Now, we give the M p 0 p −boundedness for a general bi-sublinear operator which satisfies some control conditions. Lemma 3.2. Let S is a bi-sublinear operator satisfies
and for 1 ≤ p < ∞, 1 < p 1 , p 2 < ∞ with
Proof. Fixing Q := Q(x 0 , r) and we write
Then the L p −boundedness of S yields
To complete the proof of Lemma 3.2, it remains to show the following four inequalities.
By the symmetry, we need only to prove (3.9) and (3.11). First, we give the proof of (3.9). Note that
For j ≥ k, we also have
Thus, we complete the proof of the Lemma 3.2.
Since bilinear maximal Calderon-Zygmund operator T * satisfies the condition as in Lemma 3.2, we get immediately the sharp bounds for T * on Morrey spaces.
Suppose that T * be a bilinear maximal Calderon-Zygmund operator, then
Lemma 3.3. Under the hypotheses of Theorem 2.2. For the local integral functions
Proof. Assume that b 1 , b 2 ∈ BMO. For any cube Q, we split
The terms J 2 , J 3 , J 4 are estimates, with slight changes, using the same tools as in the proof for [Π b, T ]. For example, if we consider the J 2 term, we first give the estimates for some operators. First,
Third,
Finally,
Since the operator [Π b, I α ] can be devided into the following parts:
where
This yields
Combining all the estimates for terms J 1 , J 2 , J 3 , J 4 , we get
Proof of (2) .
Since O / ∈ B, then we can express (|y 1 | 2 + |y 2 | 2 ) n−α/2 as an absolutely convergent Fourier series of the form
where j |a j | < ∞ and we do not care about the vectors v j ∈ R 2n , but we will at times express them as
Let Q = Q(x 0 , r) be any arbitrary cube in R n . Setz = x 0 + rz 0 and take Q ′ = Q(z, r) ⊂ R n . So for any x ∈ Q and y 1 , y 2 ∈ Q ′ , we have
that is, (
We have the following estimate,
Setting
We have 1
The desired result follows from here.
As mentioned in the introduction, CMO is the closure in BMO of the space of C ∞ functions with compact support. In [37] , it was shown that CMO can be characterized in the following way. 
,
with 0 < λ i < 1 for i = 1, 2. There exists constants γ 1 , γ 2 , γ 3 satisfying γ 2 > γ 1 > 2 and γ 3 > 0, such that
Moreover, there exists a constant 0 < β << γ 2 depending only on p 1 , p 2 , n such that for all measurable subsets E ⊂ x : γ 1 r Q < |x − x Q | < γ 2 r Q satisfying |E| |Q| < β n , we have
Proof. Since Q b(y) − b Q dy = 0, it is easy to check that f i satisfies
Moreover, it is easy to see that (
For a cube Q with center x Q and x ∈ (2 √ nQ) c , the following point-wise estimates hold:
where f i as above and the constants involved are independent of b, f i and ǫ. To prove (3.24) , from the fact that b * = 1 and x ∈ (2 √ nQ) c , we have
For (3.25), using that b(
For (3.26), applying the fact |f 2 (y 2 )| ≤ 2|Q| (λ 2 −1)/p 2 and Q f 2 (y 2 )dy 2 = 0, we can also estimate for any y ′ ∈ Q,
It is easy to see that
Finally, using that f 1 has mean zero we obtain (3.28) as follows.
Now, we give the proofs of (3.21)-(3.23). Taking ν > 16, by (3.26) we obtain
where we have used that s ≤ 2 s/2 for 4 ≤ ⌊log 2 ν⌋ ≤ s.
Similarly, we also have
Then for µ > ν, using (3.24), (3.25) and the estimates above, we get
We can select γ 1 , γ 2 in place of ν, µ with γ 2 >> γ 1 , then (3.21) and (3.22) are verified for some γ 3 > 0. We now verified (3.23) . Let E ⊂ γ 1 r Q < |x − x Q | < γ 2 r Q be an arbitrary measurable set. It follows from Minkowski inequality that
.
The last inequality can be obtained by [12, P.309 
(ii) control uniformly away from the origin
(iii) translation continuity uniformly
Proof of Theorem 2.1 and Theorem 2.2
Proof of Theorem 2.1. We need only to show the set 
In fact, for any
q , it follows that for any cube Q
Thus, the inequality above tends to zero as A → ∞. Finally, it remains to prove condition (iii). We need to show that for any 0 < ǫ < 1, if |t| is sufficiently small depending ǫ, then
To do this, we break
into a sum of four terms
with
where Ω = {(y 1 , y 2 ) : |x − y 1 | + |x − y 2 | > δ := ǫ −1 |t|} and Ω c = R 2n \Ω.
For II 1 , we can compute
By Corollary 3.1 and b 2 ∈ L ∞ , we obtain
To deal with the II 2 term, we write II 2 as a sum of three terms, II 21 + II 22 + II 23 , where
For any 0 < ǫ < 1, there exists a constant t 0 = ǫ 2 , for any |t| < t 0 ,
We prove that condition (iii) holds for [Π b, T ](f 1 , f 2 ) uniformly in F and Theorem 2.1 follows.
Proof of Theorem 2.2. We need only to verify the conditions (i), (ii) and (iii) hold uni-
c , where
By Lemma 3.3, we have G is uniformly bounded. For the condition (ii), suppose that supp b 1 , b 2 ⊂ {x ∈ R n : |x| ≤ β} with β > 1 and let A ≥ 2β. Then for any |x| > A and |y 1 |, |y 2 | ≤ β, we have |x
Thus, for any cube Q,
Thus, (b) holds by letting A → ∞.
To prove the uniform continuity of G, we must see that
To deal with compactness of fractional integral operators, we find it convenient to use smooth truncations of I α . The operator I δ α is defined by a smooth kernel K δ (x, y 1 , y 2 ) such that
for all (x, y 1 , y 2 ) and all-multi-indexes with |γ| ≤ 1.
Then, we need only to show that
2 −k+1 δ<|x−y 1 |+|x−y 2 |≤2 k δ |f 1 (y 1 )||f 2 (y 2 )|dy 1 dy 2 For JJ 1 , we simply have
Similarly, we also have that for j = 2, 3
|JJ j | |t| ∇b 1 ∞ b 2 ∞ I α (|f 1 |, |f 2 |)(x).
We now give the estimate for JJ 4 . We may assume that t small enough such that |t| ∈ (0, First, Lemma 3.3 implies that b ∈ BMO. To prove b be an element of CMO, we will adapt some arguments from [12] , see also [7] , which in turn are based on the original work in [37] . The approach is the following: if one of the conditions Eqs.(3.17)-(3.19) in Lemma 3.4 is failed, we will show that there exist sequences of functions, {f j } j and {g j } j uniformly bounded on M By Lemma 3.5, it is sufficient to once again repeat the steps preformed in [7] (or [12] , [13] ) to obtain the desired result and it is left to the reader.
