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Abstract 
In this paper, we present a extension of weighted least squares method to fit the Hermite scattered data with noise. 
This method is different from the method in [1] which can only deal with the Lagrange scattered data. We give some 
numerical experiments to show the performance of our method. In addition, suppose the number of noisy data is large 
enough and the noisy term has the uniform distribution on interval [-1, 1], we show that the error bound can get better 
by average the coefficients of several splines which are constructed by fitting different sets of data. 
© 2011 Published by Elsevier Ltd. 
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1. Introduction
Spline functions are piecewise polynomial functions which have certain smoothness over given
polygonal domains. They are very flexible for approximating known or unknown functions or any given 
data sets. In CAGD(computer-aided geometric design) and Geology the reconstruction or approximation 
of a curve or surface from a scattered data set is a commonly encountered problem.  
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In this paper, we are going to deal with Hermite scattered data. In addition, we present a way to analyze 
the probability of the method. In many situations, we not only have Lagrange scattered data, but also have 
Hermite scattered data (cf. [2]). In meteorology, for example, the wind velocity value is derivative of 
wind potential function. Let  be a set of points lying in a domain  with 
polygonal boundary and 
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where  is a spline space defined in next section and  are weight terms. We call this 
Extension of Weighted Least Squares Method. The same as in [1], when the data are reliable (which 
means  or ), we set . When some of the data 
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we choose the weight terms according to the size of the noise. ) 
2. Probability Analysis 
Given a triangulation   and integers , we write  0 r d≤ <
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barycentric coordinates of any point u  relative to the triangle T , then 
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More details about spline function can be found in [3-4]. 
Suppose there are sufficient numbers of scattered data with noise. We divide these data into M  sets. 
Let  be the , 1{{ } ,0 1, 1, , }
j
if i
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≤ + ≤ = L MjN M  sets of the scattered data with noise. Each of 
the set can be used to construct the spline. Let  be the spline which construct by thejPf j th data set. We 
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sequence of independent random variables each having the same distribution with meanμ  and variance 
. Here we suppose the noisy term has the uniform distribution on interval [-1, 1], then it is easy to see 
that 
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According to Central Limit Theorem, the number M  should be as large as possible. But in fact here, 
when 12M > , the distribution tends to the Standard Normal as well.  
3. Numerical Experiments 
3.1. Example 1. 
Consider 1500 random points ( , )i ix y 's over [0  as shown in Fig. 1. Let 
 be a scattered data set, where 
,1] [0,1]×
,1500}…,{( , , ( , ) ),0 1, 1,i i x y i i ix y D D f x y i
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f x y i  is the test function and  are noise. We use the following test functions: 
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to evaluate the scattered data set. We set  when the corresponding point , 0i
μ ν
= ( , )i ix y  is marked with 
a cross (which means the data is reliable), and set ,i
μ ν  to be a random number between -1 to 1 when the 
corresponding point ( , )i ix y
1iω =
( )
 is marked with a dot (which means the data is not reliable). Next the 
weights are set to be  and  for the reliable data and non-reliable data, respectively. The 
spline spaces of  is employed to find the fitting surfaces, where 
0.01iω =
2
8S   is the triangulation given in Fig. 
1. We compared the maximum errors against the exact function between our method and the traditional 
least squares method in Table 1. The maximum errors are measured using 101  equally-spaced 
points over [0 . From Table 1, we can see that the surface create by the traditional least squares 
method doesn't perform well on the test function. However, our method produces much better 
approximate solutions. 
101×
,1] [× 0,1]
Fig. 1. The scattered data and the triangulation 
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Table 1. The approximation errors 
our method traditional least squares method 
f1(x, y) 0.1071 0.6576 
f2(x, y) 0.0185 0.2996 
f3(x, y)  0.0161 0.4890 
3.2. Example 2. 
The spline space and test functions are the same as Example 1. Here, suppose there are sufficient 
numbers of scattered data. Then we divided these data into M sets and use 
1
1:
M
j
j
f
M
=
= ∑s P to 
approximate the test functions. Different from Example 1, we set all the weight terms  no matter 
when the data is reliable or unreliable. Furthermore, we choose different M to check the dependence of 
the performance of our method on M. Some numerical results are given in Table 2. Form the Table 2, we 
can see that the error decrease when the M become bigger. But the error in approximating f3(x, y) using 
M=500 is bigger than that using M=250. This is because the formula 
1ω =
{| | } 2 ( 3 ) 1P s f Mδ δ− < ≅ Φ −  is about probability. That means it has 2 (δ 3 ) 1MΦ −
probability to happen. 
Table 2. The approximation errors with different M
M=20 M=50 M=100 M=250 M=500
f1(x, y) 0.0756 0.0583 0.0301 0.0191 0.0120 
f2(x, y) 0.0772 0.0411 0.0322 0.0221 0.0131 
f3(x, y) 0.1265 0.0981 0.0976 0.0878 0.0902 
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