Abstract-This paper discusses the optimization of a fingernail imaging system for predicting fingerpad force. The effects of lighting coloration, calibration grid, and force prediction model on the registration process and force prediction accuracy of fingernail imaging are investigated. White and green LEDs are found to produce statistically similar effects on registration error and force prediction results across all three directions of force. Two calibration grids are implemented, with no statistically significant difference in either registration or force prediction between the Cartesian and cylindrical grid designs. Of the five force prediction models investigated, a principal component regression model based on the pixel intensity eigenvectors estimates the force with the greatest accuracy. This EigenNail Magnitude Model simultaneously estimates force in all three directions with RMS error with 95 percent confidence interval of 0.55 AE 0.02 N (7.6 percent of the full force range). These results indicate a set of optimal parameter choices for the calibration of a fingernail imaging system.
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INTRODUCTION
F INGER force estimation using fingernail images has been an active research area in haptics and robotics since the 1990s and has been refined alongside the development of imaging technologies and tracking methoologies [1] , [2] , [3] , [4] . The utility of fingernail imaging may be readily seen in the field of human grasping experiments. Generally, current experiments take one of two forms. Either the hand is enclosed in a force-sensing glove that inhibits the haptic sense [5] , [6] or the finger contact locations are restricted so that force sensors may be mounted on the object to be grasped [7] , [8] , [9] . If the forces were instead measured using fingernail imaging, contact locations could be chosen by each subject for comfort and arbitrarily-shaped objects could be used without restricting the haptic sense. This paper presents an investigation into various experimental and data-processing parameters in order to optimize the technique of fingernail imaging. First, the lighting conditions are examined to identify ideal LED colors. Next, the design of the calibration grid is investigated to determine what effect the choice of grid has on the results. Finally, several force prediction models are applied to the data to establish which fits the data the best. Little prior investigation into these parameters has been attempted and so these results provide guidance for future experiments.
In fingernail imaging, fingerpad force is transduced using the naturally-occurring color patterns present in the fingernail and surrounding skin. When the tissue beneath these surfaces is deformed by the incident force, the blood flow through those tissues is impeded, creating patterns which correlate to the magnitude and direction of force on the finger [2] . These color patterns are observed in large sample groups of the human population [4] , [10] .
The original fingernail sensors, consisting of a series of photodetectors and infrared LEDs in a sheath that was custom-manufactured for each user, were capable of simultaneously measuring three-dimensional normal forces up to 3 N and shear forces up to AE2 N, with an RMS error of 1 N normal force and 0.5 N shear force [2] . Multiple improvements have been made to this method. Stretchable materials have been incorporated into the design [11] , removing the need for individually fitted sensors. In addition, the effects of the optical path length (the distance between the LED and the photodetector) and the wavelength of light emitted by the LEDs have both been optimized [12] . Green light has been found to correlate with the optimal response rate of the sensors, which might also indicate better force prediction using green light.
Fingernail imaging is an additional technique based on the same principle, using digital cameras and controlled lighting to image the finger [3] . Using this method expands the imaging capability to include a larger area of the finger, while increasing the resolution. The errors in force sensing are likewise improved, resulting in RMS errors of 0.3 N in normal forces up to 6 and 0.5 N in shear forces up to 3 N. The modeling complexity required to achieve this accuracy was reduced, in that the model was trained on only one or two components of force at once, rather than simultaneous three-dimensional force prediction.
The authors are not aware of any investigation into the effects of green light on the force prediction accuracy of fingernail imaging. However, past results have shown that the green channel of an RGB image recorded under white light does correlate most closely with the force [13] . If white light saturates the green channel of the camera CCD photodetectors, it may be possible to achieve better force prediction using green light, since this would limit the range of wavelengths of incident light on the sensors. The first parameter investigated herein is the light color.
Previous work has relied on the test subject to exert forces on a stationary sensor during data collection for calibrating the force prediction models. An automated calibration routine has been developed that permits the subject to be more passive during calibration [14] , which allows a larger data set to be collected. Where 300 images may have been the limit during a manual calibration experiment, nearly 3,000 images can be collected in a reasonable time using automated calibration. With the increase in collection ability, the concern becomes how best to arrange the target calibration set within the desired force space to maximize the observability [15] and identifiability [16] of the prediction model parameters. Therefore, the effect of calibration grid choice on force prediction error is also characterized in this paper.
Several models relating finger force to pixel intensity have been proposed. A generalized least squares technique uses a linear model to relate each force direction to all of the pixel intensities in the finger [3] . Several forms of Principal Component Regression have been used to relate the forces to either the pixel intensities or the Active Appearance Model (AAM) parameters [17] . A Gaussian process has also been used to estimate the finger force from pixel intensities [18] . However, the relative merits of these various models have not been investigated. Thus, the third and final purpose of this paper is to compare the existing models and determine which is most successful at predicting force. To this end, five different force prediction models are evaluated using a new, standardized validation technique that can be applied to future work. In addition, a qualitative analysis method is introduced, which visually demonstrate the models' reliance on certain regions of the finger to predict force.
The objective of this work is to examine the effects of these three parameters on fingernail imaging. This work expands on preliminary work [17] , [19] in several ways. First, two new force prediction models, the Shape Parameters Model and Appearance Parameters Model, are introduced. Second, the effectiveness of all five models is examined across a larger data set, including 64 combinations of subject, finger, and LED color. Third, a standardized validation method is demonstrated, which may be used in future work to determine the effectiveness of new models. Fourth, a qualitative analysis method is developed to demonstrate the effectiveness of the model training. Fifth, while the prior work used only white LEDs and ignored any calibration grid-related effects, this work analyzes the effects of lighting color and calibration grid on the results.
CALIBRATION SETUP

Experimental Apparatus
To perform the calibration, a magnetic levitation haptic device (MLHD) [20] was employed (Fig. 1) . The MLHD endeffector (called a flotor) has a translational workspace of radius 12 mm and a rotational workspace of 8 degree in all three directions. It is capable of exerting up to 20 N of threedimensional force and 4 N Á m of three-dimensional torque.
An ATI Nano17 six-axis Force/Torque sensor was attached to the flotor to measure the contact force. The sensor can detect normal forces up to 17 N and shear forces up to 12 N with a resolution of 0.78 mN. This range and resolution is sufficient for the calibration as the intended ranges are 6 N normal and 4 N shear. A rubber surface was affixed to the sensor to provide comfort, as well as a 3 cm square of two-sided tape to improve frictional behavior between the fingerpad and the sensor. While this might be approximated as a point contact, in reality much of the surface of the fingerpad was constantly in contact with the sensor.
A Point Grey Research FLEA video camera was mounted over the finger to record images during the calibration. This camera recorded 1; 024 Â 768-pixel RGB images during calibration. The camera was attached to a static frame since the location of the finger did not vary substantially during calibration.
A lighting box was placed above and behind the finger to provide uniform illumination during calibration. This box consisted of an array of 140 LEDs with a piece of tracing paper (3-lb. weight) to diffuse the light and reduce the shadowing effect due to the internal structure of the LEDs. The box was placed on a gooseneck so that it could be adjusted for individual variation prior to each experiment. Positioning the light source above and behind the finger ideally eliminated any glare on the nail, allowing only that light which penetrates into the nail bed to reflect back to the camera. Two lighting boxes were created, one containing white LEDs and the other containing green. A light shield was mounted over the camera to block ambient light.
To position the finger during calibration, a restraint device was implemented using a Roylan Static Progressive Finger Flexion Splint. The straps, which would ordinarily be used to hold the splint on the finger, restrict blood flow and so were removed. Rather than restrain the finger's movement, the splint was used to guide the subject in finger placement. Past research [2] found that the metacarpophalangeal (MCP) joint angle has no effect on the coloration of the finger. The angles of the distal interphalangeal (DIP) and proximal interphalangeal (PIP) joints, on the other hand, do affect the blood flow to the finger and hence the coloration. Direct control of either the DIP or PIP joints without affecting blood flow or obscuring the camera's view of the finger has thus far proved impossible. Thus, this work ignored the effects of PIP and DIP angles on the coloration of the fingernail. Instead, the fingers were positioned in such a way as to encourage test subjects to maintain consistent DIP and PIP angles. A photo of the entire experimental apparatus has been provided ( Fig. 2 ).
Calibration Grids
The effect of different types of calibration grids on the calibration process was explored. The calibration grids chosen ( Fig. 3) were a Cartesian ðx; y; zÞ grid and a cylindrical ðr; u; zÞ grid. These grids each filled a cone defined by the coefficient of static friction, such that lower normal forces result in smaller possible shear forces. Preliminary experiments, in which various combinations of normal and shear forces were applied to several fingers, found a value of m ¼ 2=3 to limit instances of slip between the end effector and the finger. Within this cone, the grids were generated with closer spacing at lower levels of normal force to increase sensitivity to low levels of force. At normal forces up to 1:0 N a spacing of DF ¼ 0:25 N was used. Above 2:0 N, DF ¼ 1:0 N and between these limits, DF ¼ 0:5 N. The Cartesian grid points were spaced equally in all three directions within these ranges. For the cylindrical grid, the normal force and the shear force magnitude likewise were evenly spaced, while the angular spacing Du ¼ 30 ð
Þdid not change across the range of force. The Cartesian grid covered the force space with 194 points, while the Cylindrical grid used 250. Although this resulted in different numbers of points for the two grids, it was assumed to be more important to retain this uniform force spacing rather than attempt to find different spacing that resulted in the same number of points.
Experiment Design
Data from 16 subjects was collected. Each subject sat for a period of two hours while images and forces were recorded on both the index finger and the thumb. Images were recorded once each desired force level was attained. These images and the corresponding forces were used to calibrate the force prediction model. Four data sets were collected from each individual, representing all combinations of LED color (white versus green) and finger (thumb versus index). Each subject was given a brief introduction to the task prior to the experiments.
Training effects were observed in past experiments [1] when participants followed trajectories containing consistent motions (e.g., always rotating counter-clockwise). True randomization in the calibration trajectory would eliminate such biases. Since such a randomized trajectory might require the MLHD to transition quickly between very different force conditions, it could cause unstable operation. A different, more structured randomization method is chosen.
To reduce the influence of point order on the results, each calibration grid was divided into nine regions, with a central region consisting of shear forces near zero and eight wedgeshaped regions containing ranges of shear force angles. For a single finger/color combination, a subject experienced all of the forces in each region three times, with the overall region order being randomized for each combination of test subject, finger, and LED color. Within a single region, the target point order always remained the same to prevent large motions through the workspace (and thus, unstable operation). Thus, four data sets were recorded per subject, each using a randomized test order, containing either 582 or 750 images and the corresponding force readings.
Two-minute rest breaks were provided after every nine trajectories. In addition, after the finger experienced all 27 trajectories, a longer, 5-minute break took place while the light box was changed. For some subjects, the two fingers were calibrated on different days. For those that experienced the entire 2-hour session at once, a third, 10-minute rest period passed between fingers while the experimental platform was modified to accommodate the changes between finger and thumb.
Image Registration
Image registration was accomplished using AAM [21] . Following a method developed previously [17] , [19] , each finger's images were used to form an AAM. The Search Model Fig. 2 . Photo of calibration setup. The camera, mounted on a fixed base, was positioned above the finger, with the light box above, and behind the finger. The restraint positioned the finger with respect to the flotor, which contacted the fingerpad. To allow the camera to view the scene, the light shield was partially removed. was then applied to register all images pertaining to that particular finger. Following registration, the images were used to form force prediction models.
FORCE PREDICTION MODELS
Five different force prediction models were used, two of which were significant extensions of previous models and the other three of which were entirely new. All five predicted force simultaneously in three dimensions.
Linearized Sigmoid Model
The Linearized Sigmoid Model is based on the generalized least-squares force prediction model used in prior experiments [3] . Previous use of this model, however, only implemented prediction of a single direction of force at a time and trained the model on a data set that only included images from a single direction of force at one time. This old model does not readily expand to three dimensions of force, as will be demonstrated shortly. The response of the ith pixel to force f j À Á in the j-direction approximately follows a sigmoid curve (Fig. 4) with an upper and lower saturation limit and nearly-linear region in the middle. The original model involved fitting sigmoid curves using nonlinear least squares. The data for each pixel was fit to this model:
To reduce computational complexity, several simplifications were made. First, a locally-weighted linear regression procedure was used to fit the data rather than nonlinear least squares. Second, the gradient of this fit was estimated and all points with gradients above 20 percent of the maximum gradient were marked to lie within the force transducing range. The corresponding pixel intensity value range was called the response range. The saturation limits were estimated by finding the maximum and minimum values of this response range. If this range was too small (less than five units on a scale of 0-255), the pixel was rejected as not varying enough. Third, the data within the range was assumed to fit a straight line. The correlation coefficient of this line was calculated and, if it was less than a certain threshhold (0:8), the pixel was rejected as insufficiently linear. The line models of all pixels that were not rejected were combined to form a single prediction model.
When pixel response data is collected that includes full three-dimensional force, the response of any given pixel does not typically follow such a simple curve (Fig. 5) . The same pixel may respond to force in all three directions and the force in one direction may affect the response to force in another. Different directions of force respond at different levels of force, if at all. Visualization of the response pattern is difficult at best, given that the overall model must now include four variables (f x , f y , f z , and p i ).
Although a nonlinear least squares procedure could be used to fit this model, it was instead determined to proceed as before. First, the values for the ith pixel across all images were extracted into a single vector, p i , and a locallyweighted polynomial regression procedure [22] was implemented to find the local four-dimensional hyperplane that fits each point. The maximum gradient of this fitting function was found and any data points with gradients more than 20 percent of this maximum were designated to lie in this response range. (No transducing range was designated, as it was found that the three-dimensional shapes are complex and not easily specified.) The saturation limits were used in the same manner: if this range was less than five units on the scale of 0-255, the pixel was rejected as not varying enough. As before, the data within this range was assumed to be linear. However, it was now fit to a fourdimensional hyperplane, with the equation
If the correlation coefficient of this hyperplane was less than the threshold (0:8), the pixel was rejected as insufficiently linear.
Finally, the covariance matrix S ð Þ was approximated by a diagonal matrix consisting of the variances of each of the M retained pixels. The final assembled model is:
where L ¼ a b c ½ is the coefficient matrix whose columns consist of the hyperplane coefficients a i ; b i ; c i ð Þ and Fig. 4 . One-dimensional force response of a single pixel. In general, either a pixel does not respond to force, or fits the model of 1. Fig. 5 . Three-dimensional force response of several pixels. The response of several pixels to F x , F y , and F z are shown. Each pixel is marked with a different symbol. The pixel intensities (in the range 0-1) are centered about the mean value for each pixel, to better display trends for all pixels.
EigenNail Magnitude Model
The EigenNail Magnitude Model was based on a classifier method developed previously [4] , [23] . In prior experiments, images were collected at discrete force levels and a Principal Component Analysis (PCA) was performed to determine the eigenvectors (called EigenNails because they reveal the major color variations of the fingernail). Only the first k EigenNails, representing 99 percent of the variation in the data, were retained. A Linear Discriminant Analysis was used to determine the weights of each image along the eigenvectors and find a classifier to separate the force directions.
The new model expands on this concept by recognizing that the eigenvectors form a vector space that spans a k-dimensional subspace (hereafter referred to as the "Nail Space") of the entire M-dimensional pixel space. Using this terminology, what were referred to as "weights" in previous work may now be called "coordinates" in Nail Space. Given that a classifier successfully separated the six groups of force, it was hypothesized that a linear relationship exists between the Nail Space coordinates and the force associated with the image. A linear multivariable least squares regression fit was determined between these Nail Space coordinates and the forces. Once the images were registered, the pixel values for each image were arranged in column vectors, g. A PCA was performed to calculate the mean vector g, the eigenvalues i , and the eigenvectors (EigenNails) v i . Only the first k EigenNails were retained to retain 99 percent of the variation in the data set. The EigenNail model may then be expressed as:
where
is a matrix of EigenNails and w ¼ w 1 w 2 Á Á Á w k ½ T is a vector of Nail Space coordinates. Multivariable linear least squares was applied to relate the force to the Nail Space coordinates using the model:
where K ¼ a b c ½ T is a matrix of coefficients and F 0 ¼ f x;0 f y;0 f z;0 ½ T is the force offset vector. Once an image was registered, it was projected onto the EigenNails to obtain the Nail Space coordinates. Then, (4) was applied to estimate the force.
AAM Parameters Models
Three potential models suggest themselves, based on the Shape, Texture, and Appearance parameters found during the formation of the AAM used to register the images. These parameters are similar in concept to the Nail Space coordinates found during formation of the EigenNail Magnitude model, in that each represents coordinates in a vector space spanned by the eigenvectors representing the variation of the data set. In the case of the Shape model, for example, the eigenvectors represent the modes of variation in the Shape of the finger contour and define a Shape Space, and so the Shape parameters correspond to the Shape Space coordinates.
Suppose that the Shape parameters b s ð Þ, Texture parameters b g À Á , and Appearance parameters c ð Þ for the calibration data set have been extracted. The Shape Parameters model is defined as: 
RESULTS
The effects of the three modifications to the process were evaluated on multiple criteria as explained previously. An optimal combination of parameters was sought, which would improves the performance of the force prediction. Except when analyzing the force prediction models, in these results the EigenNail Magnitude Model was used for force prediction. Otherwise, all available data was used (i.e., white and green LEDs, Cartesian and cylindrical grid data).
Lighting
Each subject experienced both green and white light on both fingers over the full range of forces. Each set of images from one combination of subject, finger, and LED color were registered using a different AAM.
Registration Error
The registration error, grouped by LED color and finger (Fig. 6) , exhibited no significant difference in the registration accuracy between the two lighting conditions across the two fingers. This similarity indicated that the green LEDs may be used for collecting data without impacting the ability to register the images. 
Force Prediction Error
A new standardized method was developed to estimate the force prediction error that may be used to compare these results with future work. A subset (75 percent) of the data was selected, at random, to form the prediction model. The remaining 25 percent was presented to the resulting model for force prediction. This approach was designed to simulate an actual calibration phase followed by the acquisition of new image data. The validation error e j for the jth image was calculated as the difference between the predicted force F p;j and the measured force F m;j . The validation experiment was performed 100 times, randomly separating the data each time, and the mean validation error for each image is calculated to estimate the true validation error for each image. Finally, the overall RMS error for a data set was calculated. The interaction effect between LED color and force direction on force prediction error (Fig. 7 ) demonstrated no significant difference between LED color across all force directions.
Calibration Grids
The calibration grids were evaluated on three criteria: (1) their effect on registration accuracy, (2) their effect on force prediction accuracy, and (3) the observability and identifiability of the corresponding calibration matrices.
Registration Error
The registration error, grouped by calibration grid and finger (Fig. 8) , was found to have no significant difference between the two grids' effects on registration accuracy. Since the choice of force locations visited should have little or no effect on the registration process, this result was expected.
Force Prediction Error
Application of ANOVA likewise demonstrated that there is no significant effect on force prediction error between the two calibration grids across all force directions (Fig. 9) . While it has been assumed that such grids may have a taskspecific effect, it appears that force prediction functions equally well between these two grid designs.
The number of images used to form a prediction model likewise has an effect on the force prediction error, as well as the calibration time. If the same accuracy could be achieved using fewer images, fewer calibration images would need to be collected and the calibration time could be shortened. To determine the effect of the size of the data set on the force prediction error, the number of calibration images was reduced methodically, to reduce the number of points by 1=6, 1=3, 1=2, and 2=3. Images were removed at random to achieve the desired number of points, which are 485, 388, 291, and 194, respectively. The validation experiments were then repeated, using only the EigenNail Magnitude Model. The results for all subjects experiencing the Cartesian grid, grouped by number of images and force direction (Fig. 10) , showed a significant effect. While the full grid, with 582 points, had an RMS error of 0:57 AE 0:01 N (7.9 percent of the full range), each of the reduced-point grids had a significantly-larger error, beginning with the 485-point grid (0:62 AE 0:02 N, 8.6 percent of the full range).
For the cylindrical grid, the standard data set of 750 images was used in a similar analysis. The lower numbers of points were 625, 500, 375, and 250, respectively. As with the Cartesian grid, the results for all subjects experiencing the cylindrical grid, grouped by number of images and force direction (Fig. 11) , indicated a significant effect. The full grid had an RMS error of 0:55 AE 0:02 N (7.6 percent of the full range) and each of the reduced-point grids had a Finally, analyzing the two grid types together (Fig. 12 ) illustrated that the force prediction accuracy was affected by the number of calibration images in the same pattern across both grids. This analysis likewise showed that the increased number of images used in the cylindrical grid did not affect the general trend of the error.
Observability/Identifiability
For the purposes of this paper, observability indicates which model parameters (or combinations of parameters) may not be able to be estimated given the current data set. Identifiability refers to the likelihood that any model parameters can be estimated successfully from the given calibration set.
The authors chose to use four observability criteria [15] , defined as O 1 through O 4 , to compare these two calibration grids. The formulas for the indices are:
where m j is the jth of the N singular values, M is the number of equations per pose and P is the number of poses recorded. Observability index O 1 is the root of the product of the N singular values. O 2 is the ratio of the smallest to the largest singular values, while O 3 is the minimum singular value. Observability index O 4 is the product of O 3 and O 2 . Each of these indices indicates a better data set by a lower result. The observability results (Fig. 13) showed that no significant difference was detected in observability between the two calibration trajectories using any of these four observability indices. This indicated that both trajectories are equally likely to form adequate prediction models.
One identifiability criterion, the condition number I ¼ m 1 m N , was used to show that the two grid types are equally effective. The range suggested by Schr€ oer [16] indicates that the calibration model parameters are identifiable from a given calibration set if the condition number of the matrix is less than 100. The two grids had an average identifiability index (across all combinations of subject, finger, and LED color) of 74 AE 12 (Cartesian) and 70 AE 7 (cylindrical). No significant difference was detected between them. These values indicated that all model parameters are likely to be identifiable using both calibration trajectories.
Force Prediction Models
The five force prediction models were compared quantitatively on their ability to estimate forces, as well as qualitatively on the pixels used to form the model and their influence on the final model.
Force Prediction Error
For the five prediction models, the force errors were aggregated by force direction (Fig. 14) . The EigenNail Magnitude Model performed significantly better than the other four models in all three directions of force, with an RMS error of approximately 0:55 AE 0:02 N (7.6 percent of the full range) in all three directions. The other four models exhibited errors varying from 0:65 AE 0:03 N to 2:8 AE 1:9 N (9.0 to 38.8 percent of the full range).
Qualitative Analysis
A secondary, qualitative check of the force prediction model that was performed is to create a set of synthetic images where each pixel's intensity indicates the contribution of that pixel in the prediction model to the corresponding direction of force. For the EigenNail Magnitude Model, the formula used to generate these images is:
where i is the eigenvalue corresponding to the ith EigenNail and the index j corresponds to the force direction (x, y, and z). The resulting images for one subject (Figs. 15 and 16) show the expected patterns. In these and the following pairs of images, the top row represents the positive forces and the bottom row represents the negative forces. The columns correspond to F x , F y , and F z . Brighter pixels have a greater effect on the force in that direction. The x-direction forces share the same scale but the scales between force directions differ. Due to the sign convention, decreasing normal force is equivalent to pressing more firmly with the finger. For the Linearized Sigmoid Model, generating the qualitative analysis images (Figs. 17 and 18 ) was a straightforward . The pixel intensity represents the contribution of that pixel to the force prediction in the corresponding direction (brighter pixels contribute more). The top row shows the pixels that contribute to positive force while the bottom row shows the pixels that contribute to negative force. The columns correspond to the forces in x, y, and z, respectively. The two images for each force direction have the same scale but the scales between force directions differ. The images are formed using the Texture eigenvectors f g , the Texture eigenvalues g , and the Texture Space coordinate weights t ji , combined in the same form as for the EigenNail Magnitude Model:
, where the index j again represents the x-, y-or z-coordinate. The same conventions as before apply to these images. In these images, the same patterns for F x and F y are shown.
DISCUSSION
The results given here demonstrate advances in the field of fingernail imaging that can be used to further the study of human grasping.
Lighting
The choice of LED color was found to have no effect on the force prediction results. This seems to indicate that the images recorded under white LEDs are not saturating the green channel of the camera's CCD. This result may be useful in expanding fingernail imaging to function under various lighting conditions. While it was found previously [12] that the change in light transmittance through the nail bed is highest with green light, there are many factors that affect the accuracy of force prediction.
Calibration Grids
No significant effect was found between the two types of calibration grid, indicating that either could be used for calibration without changing the results. A general trend of increasing accuracy when the number of calibration images is increased was found, indicating that a denser calibration grid may improve results. The observability and identifiability of the two grids were determined to be statistically equal, implying that no difference exists between the two in terms of characterizing important model parameters.
Force Prediction Models
The accuracy of the EigenNail Magnitude Model compares well with prior experiments. In the original fingernail imaging experiments [3] , RMS errors of 0.3 N in normal forces (5 percent of full range) and 0.5 N in shear forces (16 percent of full range) were reported with linear regression models of one-dimensional force data. Later experiments [24] achieved similar RMS errors using threedimensional force data and similar linear regression models.
The errors in the other four models were significantly larger. Somewhat surprisingly, the Texture Parameters Model, though seemingly equivalent to the EigenNail Magnitude Model in principle, had a much larger error. This may be due to the Texture Parameters Model being formed using only a few training images, or it may be due to the extensive scaling process used to condition the pixel intensities prior to formation of the final Texture model. The Linearized Sigmoid Model performed significantly worse than all of the other models, a result that is unsurprising, considering that it generally rejects more than 80 percent of the pixels for each finger. The Texture and Appearance Parameters models were statistically equivalent (which is intuitively appealing, since the Texture parameters mathematically dominate in the formation of the Appearance model).
The patterns shown in the qualitative images for the Eigennail Magnitude Model (Figs. 16 and 15) correspond to those expected. The x-direction force images exhibit the expected asymmetric pattern. The opposing bands near the distal end and across the middle of the nail when under y-direction force are shown. The negative z-direction image shows the band near the distal end of the finger paired with the discoloration in the finger along the sides of the nail, while the positive image shows almost no effect, since no positive z-direction force is applied during calibration. These same patterns are generally exhibited in the following images for the other models.
The images for the Linearized Sigmoid Model (Figs. 17  and 18) show the most obvious problem with this model: the majority of the pixels cannot be used due to either insufficient linearity or insufficient variation, so only a small fraction of the total area of the finger affects the results. In addition, the pixels chosen by the algorithm are surprising in that they do not seem relevant to the blood flow within the finger. For example, in the positive y-direction image for the index finger, the model has selected a few pixels longitudinally along the right side of the finger, when positive y-direction force should correspond to a bright band laterally across the middle of the nail. This disconnect is likely the reason for the much larger errors exhibited by this model.
The qualitative images for the Texture Parameters Model (Figs. 19 and 20 ) appear to exhibit a major difference in the z-direction images, where the index fingernail is now mostly positive with a negative band near the distal end. While there are many potential causes of this phenomenon, it is important to recognize that the negative image is darker (i.e., near zero) in this region and the positive image is likewise near zero. Pixels in this region may be affected by the force in the z-direction either in the positive or negative direction, but the force does not have a large effect on the pixel intensity. Visual inspection of the finger confirmed that this region of the finger does not change much under the influence of normal force. Thus, this result was to be expected.
The other notable result is the few bright spots in the images and their locations. The locations of highest intensity in the images for the EigenNail Magnitude Model are in regions most closely associated with the color changes corresponding to that direction of force. In the images for the Texture Parameters Model, the most-intense pixels are located in seemingly unimportant locations, such as the right side of the fingernail in the thumb, or the skin just below the nail in the index finger. This result indicates that the Texture Parameters Model has trained the intensity of these pixels to be the most important when estimating force in these directions, which does not correspond to results of visual inspection of the fingers. Such a surprising effect may be due to the small subset of Training Images being used to form the Texture model and thus not containing the entire range of Texture variation in the data set, or it may reflect the scaling of the intensity values that takes place in the formation of the Texture model. Either way, it is likely that this difference is the cause of the poorer accuracy of the Texture Parameters Model.
CONCLUSION
This paper investigated the optimization of the calibration and modeling of fingernail imaging for predicting fingernail force. A new force prediction model (the EigenNail Magnitude Model) was developed and was shown to be capable of simultaneously estimating three-dimensional fingerpad force with an RMS error of 0:55 AE 0:02 N (7.6 percent of the full range). In addition, two calibration grids were found to be equivalent in both their effect on registration accuracy and on force prediction error. Complementing these results is the determination that LED color (white versus green) had no significant effect on registration accuracy or force prediction error. Taken together, these results provide improvements to the automated calibration process. Further improvements can still be made. For example, current work requires carefully controlled lighting to remove glare on the fingernail. It may be possible to compensate for glare in a post-processing step, thus allowing for images to be recorded in a natural environment.
The studies performed herein may be used to develop calibration and prediction techniques for use in measuring individual finger forces during human grasping experiments. Such measurements could be used to improve the ability of robots to analyze and duplicate human grasps. In medical studies, these techniques might be employed to characterize human development, or to track progression of cognitive conditions that affect motor skills.
