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Abstract. On account of its many successes in inference tasks and
denoising applications, Dictionary Learning (DL) and its related sparse
optimization problems have garnered a lot of research interest. While
most solutions have focused on single layer dictionaries, the improved
recently proposed Deep DL (DDL) methods have also fallen short on
a number of issues. We propose herein, a novel DDL approach where
each DL layer can be formulated as a combination of one linear layer
and a Recurrent Neural Network (RNN). The RNN is shown to flexibly
account for the layer-associated and learned metric. Our proposed work
unveils new insights into Neural Networks and DDL and provides a new,
efficient and competitive approach to jointly learn a deep transform and
a metric for inference applications. Extensive experiments are carried
out to demonstrate that the proposed method can not only outperform
existing DDL but also state-of-the-art generic CNNs.
Keywords: Deep Dictionary Learning, Deep Neural Network, Metric
Learning, Transform Learning, Proximal operator, Differentiable Pro-
gramming
1 Introduction
Dictionary Learning/Sparse Coding has demonstrated its high potential in ex-
ploring the semantic information embedded in high dimensional noisy data. It
has been successfully applied for solving different inference tasks, such as im-
age denoising [8], image restoration [36], image super-resolution [40,25], audio
processing [10] and image classification [39].
While Synthesis Dictionary Learning (SDL) has been greatly investigated
and widely used, the Analysis Dictionary Learning (ADL)/Transform Learning,
as a dual problem, has been getting greater attention for its robustness property
among others [24,3,27]. DL based methods have primarily focused on learning
one-layer dictionary and its associated sparse representation. Other variations on
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the classification theme have also been appearing with a goal of addressing some
recognized limitations, such as task-driven dictionary learning [21], first introduced
to jointly learn the dictionary, its sparse representation, and its classification
objective. In [1], a label consistent term is additionally considered. Class-specific
dictionary learning has been recently shown to improve the discrimination in
[23,37,35] at the expense of a higher complexity. On the ADL side, more and
more efficient classifiers [11,32,33,28,29] have resulted from numerous research
efforts, and have yielded to an outperformance of SDL in both training and
testing phases [30].
DL methods with their associated sparse representation, present significant
computational challenges addressed by different techniques, including K-SVD
[1,24], SNS-ADL [3] and Fast Iterative Shrinkage-thresholding Algorithm (FISTA)
[2]. Meant to provide a practically faster solution, the alternating minimization
of FISTA still exhibited limitations and a relatively high computational cost.
To address these computational and scaling difficulties, differentiable program-
ming solutions have also been developed, to take advantage of the efficiency of
neural networks. LISTA [9] was first proposed to unfold iterative hard-thresholding
into an RNN format, thus speeding up SDL. Unlike conventional solutions for
solving optimization problems, LISTA uses the forward and backward passes to
simultaneously update the sparse representation and dictionary in an efficient
manner. In the same spirit, sparse LSTM (SLSTM) [41] adapts LISTA to a Long
Short Term Memory structure to automatically learn the dimension of the sparse
representation.
Although the aforementioned differentiable programming methods are efficient
at solving a single-layer DL problem, the latter formulation still does not yield
the best performance in image classification tasks. With the fast development
of deep learning, Deep Dictionary Learning (DDL) methods [31,19] have thus
come into play. In [14], a deep model for ADL followed by a SDL is developed
for image super-resolution. Also, [20] deeply stacks SDLs to classify images by
achieving promising and robust results. Unsupervised DDL approaches have also
been proposed, with promising results [18,12].
However, to the best of our knowledge, no DDL model which can provide
both a fast and reliable solution has been proposed.
The proposed work herein, aims at ensuring the discriminative ability of single-
layer DL while providing the efficiency of end-to-end models. To this end, we
propose a novel differentiable programming method to jointly learn a deep metric
together with an associated transform. Cascading these canonical structures will
exploit and strengthen the structure learning capacity of a deep network, yielding
what we refer to a Deep Transform and Metric Learning Network (DeTraMe-Net).
This newly proposed approach not only increases the discrimination capabilities
of DL, but also affords a flexibility of constructing different DDL or Deep Neural
Network (DNN) architectures. As will be later shown, this approach also resolves
usually arising initialization and gradient propagation issues in DDL.
As shown in Figure 1, in each layer of DeTraMe-Net, the DL problem is
decomposed as a transform learning one, i.e. a linear layer part cascaded with a
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Fig. 1. 2-layer DeTraMe-Net model. Each layer solves a DL problem, which is trans-
formed into the combination of Transforming Learning (i.e., linear layer in brown
dashed lines) and Q-Metric Learning (i.e., RNN in red dashed dot lines). A truncated
2-iterations RNN is unfolded. Sparsity is imposed by shifted-ReLU functions. In the
forward pass, we first use a linear layer to learn the new representation Z(1) for input
data X. The RNN is then used to iteratively learn the optimal sparse representation
U
(1)
∗ . For the second layer, the sparse representation U
(1)
∗ is used as input to learn the
second layer sparse representation U
(2)
∗ . Finally, a cross-entropy loss based on U
(2)
∗
and ground truth Y is used. The parameters W(i), W˜(i), h(i) and b(i), i = 1, 2, in the
linear layer and RNN parts are learned by back-propagation.
nonlinear component using a learned metric. The latter, referred to as Q-Metric
Learning, is realized by an RNN. One of the contributions of our work is to
show how DDL can theoretically be reformulated as such a combination of linear
layers and RNNs. Decoupling the metric and the dual frame operator (pseudo-
inverse of dictionary) into two independent variables is also shown to introduce
additional flexibility, and to improve the power of DL. On the practical side,
and to achieve a faster and simpler implementation, we impose a block-diagonal
structure for Q-Metric Learning leading to parallel processing of independent
channels. Moreover, a convolutional operator is also introduced to decrease the
number of parameters, thus leading to a Convolutional-RNN. Additionally, the
Q-Metric Learning part may be viewed as a non-separable activation function that
can be flexibly included into any architecture. As a result, different new DeTraMe
networks may be obtained by integrating Q-Metric Learning into various CNN
architectures such as Plain CNN [26] and ResNets [13]. The resulting DeTraMe-
Nets-based architectures are demonstrated to be more discriminative than generic
CNN models.
Although the authors of [34] and [17] also used a CNN followed by an RNN
for respectively solving super-resolution and sense recognition tasks, they directly
used LISTA in their model. In turn, our method actually solves the same problem
as LISTA. In addition, in [34] and [17], a sparse representation was jointly
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learned, while a more discriminative DDL approach is achieved in our work. We
also formally derive the linear and RNN-based layer structure from DDL, thus
providing a theoretical justification and a rationale to such approaches. This may
also open an avenue to new and more creative and performing alternatives.
Our main contributions are summarized below:
– We theoretically transform one-layer dictionary learning into transform learn-
ing and Q-Metric learning, and deduce how to convert DDL into DeTraMe-
Net.
– Such joint transform learning and Q-Metric learning are successfully and
easily implemented as a tandem of a linear layer and an RNN. A convolutional
layer can be chosen for the linear part, and the RNN can also be simplified
into a Convolutional-RNN. To the best of our knowledge, this is the first work
which makes an insightful bridge between DDL methods and the combination
of linear layers and RNNs, with the associated performance gains.
– The transform and Q-Metric learning uses two independent variables, one for
the dictionary and the other for the dual frame operator of the dictionary.
This bridges the current work to conventional SDL while introducing more
discriminative power, and allowing the use of faster learning procedures than
the original DL.
– The Q-Metric can also be viewed as a parametric non-separable nonlinear
activation function, while in current neural network architectures, very few
non-separable nonlinear operators are used (softmax, max pooling, average
pooling). As a component of a neural network, it can be flexibly inserted into
any network architecture to easily construct a DL layer.
– The proposed DeTraMe-Net is demonstrated to not only improve the dis-
crimination power of DDL, but to also achieve a better performance than
state-of-the-art CNNs.
The paper is organized as follows: In Section 2, we introduce the required
background material. We derive the theoretical basis for our novel approach in
Section 3. Its algorithmic solution is investigated in Section 4. Substantiating
experimental results and evaluations are presented in Section 5. Finally, we
provide some concluding remarks in Section 6.
1.1 Notation
Symbols Descriptions
A, (ai), (ai,j) A Matrix
A>, A(−1) The transpose and inverse of matrices
I The Identity Matrix
ai,j The i
th row and jth column element of a matrix A
a, ai A Vector and its i
th element
A An Operator
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2 Preliminaries
2.1 Dictionary Learning for Classification
In task-driven dictionary learning [21], the common method for one-layer dictio-
nary learning classifier is to jointly learn the dictionary matrix D, the sparse
representation a of a given vector x, and the classifier parameter C. Let (xj)1≤j≤N
be the data and (yj)1≤j≤N the associated labels. Task-driven DL can be expressed
as finding
argmin
D,(aj)1≤j≤N,C
N∑
j=1
f(xj ,D,aj) + g(xj ,yj ,D,aj ,C). (1)
In SDL, we learn the composition of a dictionary and a sparse reconstruction
in order to reconstruct or synthesize the data, hence yielding the standard
formulation,
f(x,D,a) =
1
2
‖x−Da‖2 + λ‖a‖1, λ ∈ (0,+∞). (2)
Alternatively, in ADL, we directly operate on the data using a dictionary, leading
to,
f(x,D,a) =
1
2
‖a−Dx‖2 + λ‖a‖1, λ ∈ (0,+∞). (3)
The term g(x,y,D,a,C) may correspond to various kinds of loss functions, such
as least-squares, cross-entropy, or hinge loss.
2.2 Deep Dictionary Learning for Classification
An efficient DDL approach [20] consists of computing
yˆ = ϕ(Cx(s)), (4)
where yˆ denotes the estimated label, C is the classifier matrix, ϕ is a nonlinear
function, and
x(s) =P(s) ◦MD(s) ◦ P(s−1) ◦MD(s−1) ◦ · · · ◦ P(1) ◦MD(1)(x(0)), (5)
where ◦ denotes the composition of operators. For every layer r ∈ {1, . . . , s}, P(r)
is a reshaping operator, which is a tall matrix. Moreover, MD(r) is a nonlinear
operator computing a sparse representation within a synthesis dictionary matrix
D(r). More precisely, for a given matrix D(r) ∈ Rmr×kr ,
MD(r) : Rmr → Rkr
x 7→ argmin
a∈Rkr
LR(D(r),a,x), (6)
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with
LR(D(r),a,x) = 1
2
‖x − D(r)a‖2F + λψr(a) +
α
2
‖a‖22 + (d(r))>a, (7)
where (λ, α) ∈ (0,+∞)2, d(r) ∈ Rkr , and ψr is a function in Γ0(Rkr ), the class of
proper lower semicontinuous convex functions from Rkr to (−∞,+∞]. A simple
choice consists in setting d(r) to zero, while adopting the following specific form
for ψr;
ψr = ‖ · ‖1 + ι[0,+∞)kr , (8)
where ιS denotes the indicator function of a set S (equal to zero in S and +∞
otherwise). Note that Eq. (6) corresponds to the minimization of a strongly
convex function, which thus admits a unique minimizer, so making the operator
MD(r) properly defined.
3 Joint Deep Metric and Transform Learning
3.1 Proximal interpretation
Our goal here is to establish an equivalent but more insightful solution for MD
in each layer.
Claim 1: MD can be solved by a proximal operator of a transform learning
with a metric Q:
MD(x) = proxQλψ(Fx− c). (9)
To simplify notation, we omit the superscript which denotes the layer in
Eq. (6) which, in turn, aims at finding the sparse representation a. For every
D ∈ Rm×k, a ∈ Rk, and x ∈ Rm, Eq. (7) can thus be re-expressed as follows:
LR(D,a,x) = 1
2
(‖x‖2 − 2x>Da + a>(D>D + αI)a)+ λψ(a) + d>a
= L˜R(D,a,x) + 1
2
(‖x‖2 − ‖Fx‖2Q − ‖c‖2Q) + x>Dc,
(10)
where
L˜R(D,a,x) = 1
2
‖a− Fx + c‖2Q + λψ(a), (11)
with
Q = D>D + αI, F = Q−1D>, c = Q−1d, (12)
and ‖ · ‖Q =
√
(·)>Q(·) denotes the weighted Euclidean norm induced by Q.
Determining the optimal sparse representation a of x ∈ Rm is therefore, equivalent
to computing the proximity operator in Eq. (11), that is Eq. (9):
MD(x) = argmin
a∈Rk
L˜R(D,a,x) = proxQλψ(Fx− c). (13)
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This thus establishes a re-expression of the solution of the representation procedure
as the proximity operator of λψ within the metric induced by the symmetric
definite positive matrix Q [6,5]. Furthermore, it shows that the SDL can be
equivalently viewed as an ADL formulation involving the dictionary matrix F,
provided that a proper metric is chosen.
3.2 Multilayer representation
Consequently, by substituting Eq. (13) in Eqs. (4) and (5), the DDL model can
be re-expressed in a more concise and comprehensive form as
yˆ =ϕ ◦ A(s+1) ◦ proxQ(s)λψs ◦A(s) ◦ prox
Q(s−1)
λψs−1 ◦ · · · ◦ prox
Q(1)
λψ1
◦A(1)(x(0)), (14)
where, for 1 ≤ r ≤ s, the affine operators A(r) mapping z(r−1) ∈ Rkr−1 to
z(r) ∈ Rkr by an analysis transform W(r) and a shift term c(r), and explicitly as,
∀r ∈ {1, . . . , s},A(r) :Rkr−1 → Rkr
z(r−1) 7→W(r)z(r) − c(r)
(15)
with k0 = m1 and
W(1) = F(1),
∀r ∈ {2, . . . , s},
W(r) = F(r)P(r−1),
W(s+1) = CP(s)
∀r ∈ {1, . . . , s},
Q(r) = (D(r))>D(r) + αI,
F(r) = (Q(r))−1(D(r))>,
c(r) = (Q(r))−1d(r).
(16)
Eq. (15) shows that, for each layer r, we obtain a structure similar to a linear layer
by treating W(r) as the weight operator and c(r) as the bias parameter, which
are referred as the Transform learning part in DeTraMe method. In standard
Forward Neural Networks (FNNs), the activation functions can be interpreted as
proximity operators of convex functions [7]. Eq. (14) attests that our model is
more general, in the sense that different metrics are introduced for these operators.
In the next section, we propose an efficient method to learn these metrics in a
supervised manner.
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4 Q-Metric Learning
4.1 Prox computation
Reformulation (14) has the great advantage to allow us to benefit from algorithmic
frameworks developed for FNNs, provided that we are able to compute efficiently
proxQλψ(Z) = argmin
U∈Rk×N
1
2
‖U− Z‖2F,Q + λψ(U), (17)
where ‖ · ‖F,Q =
√
tr((·)Q(·)>) is the Q-weighted Frobenius norm. Hereabove,
Z is a matrix where the N samples associated with the training set have been
stacked columnwise. A similar convention is used to construct X and Y from
(xj)1≤j≤N and (yj)1≤j≤N . An elastic-net like regularization is chosen by setting
ψ = ‖ · ‖1 + ι[0,+∞)k×N + β2λ‖ · ‖2F with β ∈ (0,+∞). We have, in particular,
observed that the last quadratic term has a positive influence in increasing
stability and avoiding overfitting. As Q = D>D + αI in Eq. (12), Eq. (17) is
actually equivalent to solving the following optimization problem:
minimize
U∈[0,+∞)k×N
1
2
‖D(U− Z)‖2F +
α
2
‖U− Z‖2F +
β
2
‖U‖2F + λ‖U‖1. (18)
Claim 2: We show next that the solution of Eq. (18) is obtained as an iteration
of the form:
Ut+1 = ReLU
(
(h1>) Z + W˜(Ut − Z)− b1>
)
. (19)
Various iterative splitting methods could be used to find the unique minimizer
of the above optimized convex function [4,15]. Our purpose is to develop an
algorithmic solution for which classical NN learning techniques can be applied in
a fast and convenient manner. By subdifferential calculus, the solution U to the
problem (18) satisfies the following optimality condition:
0 ∈ Q(U− Z) + βU + λ∂ψ˜(U), (20)
where ψ˜ = ‖ · ‖1 + ι[0,+∞)k×N . Element-wise rewriting of Eq. (20) yields, for every
i ∈ {1, . . . , k}, and j ∈ {1, . . . , N},
0 ∈
k∑
`=1
qi,`(u`,j − z`,j) + βui,j +

(−∞, λ] if ui,j = 0
λ if ui,j > 0
∅ if ui,j < 0
. (21)
Let us adopt a block-coordinate approach and update the i-th row of U by fixing
all the other ones. As Q is a positive definite matrix, qi,i > 0 and Eq. (21) implies
that
ui,j =
{
qi,i
qi,i+β
zi,j − vi,j if qi,izi,j > (qi,i + β)vi,j
0 otherwise,
(22)
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where vi,j =
λ+
∑k
`=1,` 6=i qi,`(u`,j−z`,j)
qi,i+β
. And let
W˜ = −
(
qi,`
qi,i + β
δi−`
)
1≤i,`≤k
,
h =
(
qi,i
qi,i + β
)
1≤i≤k
∈ [0, 1]k,
b =
(
λ
qi,i + β
)
1≤i≤k
∈ [0,+∞)k,
1 = [1, . . . , 1]> ∈ RN ,
(23)
where (δ`)`∈Z is the Kronecker sequence (equal to 1 when ` = 0 and 0 otherwise).
Then, Eq. (22) suggests that the elements of U can be globally updated, at
iteration t, as shown in Eq. (19):
Ut+1 = ReLU
(
(h1>) Z + W˜(Ut − Z)− b1>
)
,
with  denoting the Hadamard (element-wise) product. Note that a similar
expression can be derived by applying a preconditioned forward-backward algo-
rithm [5] to Eq. (18), where the preconditioning matrix is Diag(q1,1, . . . , qk,k),
which has been detailed in the supplementary material. The implementation of
the method allowing us to compute the proximity operator in (17) is summarized
below:
Algorithm 1 Q-Metric ReLU Computation
Input: matrix W˜ and Z, vectors h and b, and maximum iteration number tmax
Output: Sparse Representation U∗
1: Initialize U0 as the null matrix and set t = 0
2: while not converged and t < tmax do
3: Update Ut+1 according to Eq. (19)
4: t← t+ 1
5: end while
4.2 RNN implementation
Given W˜, h, and b, Alg. (1) can be viewed as an RNN structure for which Ut is
the hidden variable and Z is a constant input over time. By taking advantage
of existing gradient back-propagation techniques for RNNs, (W˜,h,b) can thus
be directly computed in order to minimize the global loss L. This shows that,
thanks to the re-parameterization in Eq. (23), Q-Metric Learning has been recast
as the training of a specific RNN.
Note that Q is a k × k symmetric matrix. In order to reduce the number of
parameters and ease of optimizing them, we choose a block-diagonal structure for
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Q. In addition, for each of the blocks, either an arbitrary or convolutive structure
can be adopted. Since the structure of Q is reflected by the structure of W˜, this
leads in Eq. (19) to fully connected or convolutional layers where the channel
outputs are linked to non overlapping blocks of the inputs. In our experiments
on images, Convolutional-RNNs have been preferred for practical efficiency.
4.3 Training procedure
We have finally transformed our DDL approach in an alternation of linear layers
and specific RNNs. This not only simplifies the implementation of the resulting
DeTraMe-Net by making use of standard NN tools, but also allows us to employ
well-established stochastic gradient-based learning strategies. Let ρt > 0 be
the learning rate at iteration t, the simplified form of a training method for
DeTraMe-Nets is provided in Alg. 2.
Algorithm 2 Deep Transform and Metric Learning Network
Initialization:
1: for r = 1, . . . , s+ 1 do
2: Randomly initialize W
(r)
0 , c
(r)
0 , W˜
(r)
0 , h
(r)
0 , and b
(r)
0 .
3: end for
4: Set t = 0.
5: while not converged and t < tmax do
6: Forward pass:
7: U
(0)
t = X
8: for r = 1, . . . , s+ 1 do
9: Z
(r)
t = W
(r)
t U
(r−1)
t − c(r)t
10: if r ≤ s then
11: U
(r)
t = prox
Q
(r)
t
λψr
(Z
(r)
t ) by Alg. 1
12: end if
13: end for
14: Yˆt = ϕ(Z
(s+1)
t )
15: Loss: L′(θt) = L(Y, Yˆt), θt: vector of all parameters
16: Backward pass:
17: for r = 1, . . . , s+ 1 do
18: W
(r)
t+1 = W
(r)
t − ρt ∂L
′
∂W(r)
(θt)
19: c
(r)
t+1 = c
(r)
t − ρt ∂L
′
∂c(r)
(θt)
20: end for
21: for r = 1, . . . , s do
22: W˜
(r)
t+1 = PD0
(
W˜
(r)
t − ρt ∂L
′
∂W˜(r)
(θt)
)
23: h
(r)
t+1 = P[0,1]k
(
h
(r)
t − ρt ∂L
′
∂h(r)
(θt)
)
24: b
(r)
t+1 = P[0,+∞)k
(
b
(r)
t − ρt ∂L
′
∂b(r)
(θt)
)
25: end for
26: t← t+ 1
27: end while
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The constraints on the parameters of the RNNs have been imposed by
projections. In Alg. 2, PS denotes the projection onto a nonempty closed convex
set S and D0 is the vector space of k× k matrices with diagonal terms equal to 0.
5 Experiments and Results
In this section, our DeTraMe-Net method is evaluated on three popular datasets,
namely CIFAR10 [16], CIFAR100 [16] and Street View House Numbers (SVHN)
[22]. Since the common NN architectures are plain networks such as ALL-CNN
[26] and residual ones, such as ResNet [13] and WideResNet [38], we compare
DeTraMe-Net with these three respective state-of-the-art architectures.
5.1 Architectures
Since we break SDL into two independent linear layer and RNN parts, RNNs
can be flexibly inserted into any nonlinear layer of a deep neural network. After
choosing convolutional linear layers, we can construct two different architectures
when inserting RNN into Plain Networks and residual blocks. One is to replace
all the RELU activation layers in PlainNet with Q-Metric ReLU, leading to
DeTraMe-PlainNet. Another is to replace the RELU layer inside the block in
ResNet by Q-Metric ReLU, giving rise to DeTraMe-ResNet. When replacing all
the RELU layers, DeTraMe-PlainNet becomes equivalent to DDL as explained in
Section 4. When only replacing a single RELU layer in the ResNet architecture, a
new DeTraMe-ResNet structure is built. The detailed architectures are illustrated
in the supplementary materials.
DeTraMe-PlainNet 3-layer PlainNet 3-layer PlainNet 6-layer PlainNet 9-layer PlainNet 12-layer
Input 32 x 32 RGB Image with dropout(0.2)
3× 3 conv 96 3× 3 conv 96 RELU 3× 3 conv 96 RELU 3× 3 conv 96 RELU 3× 3 conv 96 RELU
+ Q-Metric: 3× 3 conv 96 3× 3 conv 96 RELU 3× 3 conv 96 RELU 3× 3 conv 96 RELU
3× 3 conv 96 RELU 3× 3 conv 96 RELU
with stride=2, dropout(0.5) with stride=2, dropout(0.5)
3× 3 conv 192 RELU
3× 3 conv 96 3× 3 conv 96 RELU 3× 3 conv 96 RELU 3× 3 conv 192 RELU 3× 3 conv 192 RELU
with stride=2 with stride=2 with stride=2, dropout(0.5) 3× 3 conv 192 RELU 3× 3 conv 192 RELU
+ Q-Metric: 3× 3 conv 96 3× 3 conv 192 RELU 3× 3 conv 192 RELU with stride=2, dropout(0.5)
with stride=2, dropout(0.5) 3× 3 conv 192 RELU
3× 3 conv 10 3× 3 conv 10 RELU 3× 3 conv 192 RELU 3× 3 conv 192 RELU 3× 3 conv 192 RELU
with stride=2 with stride=2 3× 3 conv 10 RELU 1× 1 conv 192 RELU with stride=2
+Q-Metric: 3× 3 conv 10 with stride=2 1× 1 conv 10 RELU 3× 3 conv 192 RELU
1× 1 conv 192 RELU
1× 1 conv 10 RELU
Global Average Pooling
Softmax
Table 1. Model Description of PlainNet
For the PlainNet, we use a 9 layer architecture similar to ALL-CNN [26] with
dropouts, as listed in Table 1. For the ResNet architecture, we follow the setting
in [13], the first layer is a 3 × 3 convolutional layer with 16 filters. 3 residual
blocks with output map size of 32, 16, and 8 are then used with 16, 32 and 64
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filters for each block. The network ends up with a global average pooling and a
fully-connected layer. The parameters listed in Table 2 are respectively chosen
equal to n = 1, 3, 9, 18, 27 for ResNet 8, 20, 56, 110 and 164-layer networks, and
we respectively use n = 2, q = 4 and n = 2, q = 8 for WideResNet 16-4 and
WideResNet 16-8 networks as suggested in [38].
output map size 32× 32 16× 16 8× 8
# layers 1 + 2n 2n 2n
#filters 16 32 64
WideResNet #filters 16× q 32× q 64× q
Table 2. ResNet Model [13]
For DeTraMe-Net, we use convolutional RNNs having the same filter size
(resp. number of channels) as those in the convolutional layer before. The number
of parameters of each model as well as the number of iterations performed in
RNNs, are indicated in Table 4.
5.2 Datasets and Training Settings
CIFAR10 [16] contains 60,000 32×32 color images divided into 10 classes. 50,000
images are used for training and 10,000 images for testing. CIFAR100 [16] is
also constituted of 32× 32 color images. However, it includes 100 classes with
50,000 images for training and 10,000 images for testing. SVHN [22] contains
630,420 color images with size 32× 32. 604,388 images are used for training and
26,032 images are used for testing.
For CIFAR datasets, the normalized input image is 32× 32 randomly cropped
after 4 × 4 padding on each sides of the image and random flipping, similarly
to [13,38]. No other data augmentation is used. For SVHN, we normalize the
range of the images between 0 and 1. All the models are trained on an Nvidia
V100 32Gb GPU with 128 mini-batch size. The models of both PlainNet and
ResNet architectures are trained by SGD optimizer with momentum equal to 0.9
and a weight decay of 5× 10−3. On CIFAR datasets, the algorithm starts with a
learning rate of 0.1. 300 epochs are used to train the models, and the learning
rate is reduced at the 150-th and 225-th epochs. On SVHN dataset, a learning
rate of 0.01 is used at the beginning and is then divided by 10 at the 80-th and
120-th epochs within a total of 160 epochs. The same settings are used as in [38].
5.3 Results
DeTraMe-Net vs. DDL First, we compare our results with those achieved by
the DDL approach in [20]. As we break the dictionary and its pseudo inverse
into two independent variables, a higher number of parameters is involved in
DeTraMe-Net than in [20]. However, DeTraMe-Net presents two main advantages:
Deep Transform and Metric Learning Network (DeTraMe-Net) 13
Model # Parameters CIFAR10 CIFAR100
DDL 9 [20] 1.4M 0.9304 0.6876
DeTraMe-Net 9 3.0M 0.9340 0.7034
Table 3. DeTraMe-Net vs. DDL: Both DeTraMe-Net and DDL with 9-layer follow the
ALL-CNN architecture in [26], as listed in the fourth column in Table 1.
The first one is a better capability to discriminate: in Table 3, compared to
DDL, DeTraMe-Net respectively achieves 0.36% and 1.58% improvements on
CIFAR10 and CIFAR100 datasets. The second advantage is that DeTraMe-Net
is implemented in a network framework, with no need for extra functions to
compute gradients at each layer. Moreover, by taking advantage of the developed
techniques in neural networks, DeTraMe-Net does not meet the difficulties of
sensitivity to initialization and gradient propagation that the original DDL
approach faces.
Accuracy # Parameters CIFAR10 + CIFAR100 + SVHN
Network Architectures Original DeTraMe-Net Original DeTraMe-Net Original DeTraMe-Net Original DeTraMe-Net
(#iteration) (#iteration) (#iteration)
PlainNet 3-layer 0.094M 0.261M 0.4248 0.8867 (5) 0.2209 0.6475 (3) 0.4564 0.9721 (8)
PlainNet 6-layer 1.016M 1.929M 0.8634 0.9241 (2) 0.6275 0.7014 (2) 0.9755 0.9817 (5)
PlainNet 9-layer 1.370M 2.984M 0.9036 0.9340 (2) 0.6591 0.7034 (2) 0.9798 0.9826 (5)
PlainNet 12-layer 2.366M 3.980M 0.9108 0.9361 (2) 0.6901 0.7117 (2) 0.9814 0.9827 (3)
ResNet 8 0.074M 0.123M 0.8782 0.8941 (3) 0.5997 0.6527 (2) 0.9670 0.9750 (3)
ResNet 20 0.268M 0.413M 0.9214 0.9253 (3) 0.6833 0.6890 (2) 0.9770 0.9782 (2)
ResNet 56 0.848M 0.994M 0.9365 0.9375 (3) 0.7113 0.7166 (2) 0.9796 0.9804 (2)
ResNet 110 1.719M 1.867M 0.9374 0.9377 (2) 0.7273 0.7364 (2) - -
ResNet 164 2.590M 2.738M 0.9359 0.9439 (2) 0.7357 0.7441 (2) - -
WideResNet 16-4 3.585M 5.136 M 0.9525 0.9531 (2) 0.7679 0.7761 (3) 0.9806 0.9816 (3)
WideResNet 16-8 10.783M 16.983M 0.9572 0.9579 (2) 0.7945 0.8048 (3) 0.9817 0.9823 (3)
Table 4. CIFAR10, CIFAR100 and SVHN Results. The dataset with + is trained with
simple translation and flipping data augmentation. The (number) is the number of
iteration in RNN. All the presented results are re-implemented and run by using the
same settings.
DeTraMe-Net vs. Generic CNNs We next compare DeTraMe-Net with
generic CNNs with respect to three different aspects: Accuracy, Parameter number
and Capacity.
Accuracy. As shown in Table 4, with the same architecture, using DeTraMe-
Net structures achieves an overall better performance than all various generic
CNN models do. For PlainNet architecture, DeTraMe-Net increases the accuracy
with a median of 4.61% on CIFAR10, 5.91% on CIFAR100 and 0.45% on SVHN,
and respectively increases the accuracy of at least 1.53%, 2.16%, 0.13% on theses
three datasets. For ResNet architecture, DeTraMe-Net also consistently increases
the accuracy with a median of 0.10% on CIFAR10, 0.84% on CIFAR100 and
0.10% on SVHN, and at least 0.03%, 0.53%, 0.06% on all datasets.
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Fig. 2. Classification accuracy versus number of parameters. The blue color curves are
based on ResNet architecture (left axis), while the orange curves are based on PlainNet
architecture (right axis). The solid line denotes DeTraMe-Net, while the dash-line
denotes the original CNNs. ’*’ denotes for CIFAR10, ’o’ denotes for CIFAR100 and ’+’
denotes for SVHN.
Parameter number. Although, for a given architecture, DeTraMe-Net
improves the accuracy, it involves more parameters. However, as demonstrated
in Figure 2, for a given number of parameters, DeTraMe-Net outperforms the
original CNNs over all three datasets. Plots corresponding to DeTraMe-Net for
both PlainNet and ResNet architectures are indeed above those associated with
standard CNNs.
Capacity. In terms of depth, comparing improvements with PlainNet and
ResNet, shows that the shallower the network, the more accurate. It is remarkable
that DeTraMe-Net leads to more than 42% accuracy increase for PlainNet 3-layer
on CIFAR10, CIFAR100 and SVHN datasets. When the networks become deeper,
they better capture discriminative features of the classes, and albeit with smaller
gains, DeTraMe-Net still achieves a better accuracy than a generic deep CNN,
e.g. around 0.8% higher than ResNet 164 on CIFAR10 and CIFAR100. In terms
of width, we use WideResNet-16-4 and WideResNet-16-8 as two reference models,
since both of them include 16 layers but have different widths. Table 4 shows that
increasing width is beneficial to DeTraMe-Net. Since the original models have
already achieved excellent performance for CIFAR10 and SVHN, DeTraMe-Nets
with various widths show similarly slightly improved accuracies. However, for
CIFAR100, enlarging the width for DeTraMe-Net leads to an increase in the
accuracy gain from 0.82% to 1.03%.
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6 Conclusion
Starting from a DDL formulation, we have shown that it is possible to reformulate
the problem in a standard optimization problem with the introduction of metrics
within standard activation operators. This yields a novel Deep Transform and
Metric Learning problem. This has allowed us to show that the original DDL
can be performed thanks to a network mixing linear layer and RNN algorithmic
structures, thus leading to a fast and flexible network framework for building
efficient DDL-based classifiers with a higher discriminiative ability. Our experi-
ments show that the resulting DeTraMe-Net performs better than the original
DDL approach and state-of-the-art generic CNNs. We think that the bridge
we established between DDL and DNN will help in further understanding and
controlling these powerful tools so as to attain better performance and properties.
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