Realistic dynamic systems are often strongly nonlinear, particularly those for the ocean and atmosphere. Applying variational data assimilation to these systems requires a tangent linearization of the nonlinear dynamics about a background state for the cost function minimization. The tangent linearization may be accurate for limited time scales. Here it is proposed that linearized assimilation systems may be accurate if the assimilation time period is less than the tangent linear accuracy time limit. In this paper, the cycling representer method is used to test this assumption with the Lorenz attractor. The outer loops usually required to accommodate the linear assimilation for a nonlinear problem may be dropped beyond the early cycles once the solution (and forecast used as the background in the tangent linearization) is sufficiently accurate. The combination of cycling the representer method and limiting the number of outer loops significantly lowers the cost of the overall assimilation problem. In addition, this study shows that weak constraint assimilation corrects tangent linear model inaccuracies and allows extension of the limited assimilation period. Hence, the weak constraint outperforms the strong constraint method. Assimilated solution accuracy at the first cycle end is computed as a function of the initial condition error, model parameter perturbation magnitude, and outer loops. Results indicate that at least five outer loops are needed to achieve solution accuracy in the first cycle for the selected error range. In addition, this study clearly shows that one outer loop in the first cycle does not preclude accuracy convergence in future cycles.
Introduction
The representer method (Bennett 1992 ) is a fourdimensional variational data assimilation (4DVAR) algorithm that relies on the adjoint of the dynamical model and expresses the analyzed solution as a firstguess plus a finite linear combination of representer functions, one per datum. The explicit computation and storage of all the representer functions (direct method), however, is not required since the method can be implemented indirectly using the conjugate gradient method (CGM; Amodei 1995; Egbert et al. 1994) . A description of the representer methodology is provided in the appendix.
The representer method has earned an established reputation as an advanced data assimilation technique within the past decade, and has gained the attention of many potential operational users. Two primary issues, however, need to be addressed prior to implementing the representer method operationally.
The first issue that is addressed in this paper is the stability and validity of the tangent linear model (TLM) and how it impacts the assimilation accuracy. When the representer method is applied to a nonlinear model, the model must be linearized, preferably using the firstorder approximation of Taylor's expansion. Traditionally, the representer method has been implemented for the assimilation of all observations in the time window considered. As with every other variational data assimilation method with nonlinear dynamics, the representer method necessitates that the TLM and its adjoint be valid and/or stable over the entire assimilation time window. The validity of the TLM is difficult to maintain over a long time period for strong nonlinear models and complex regions.
The second issue that is addressed in this paper is the computational cost of the representer method. The indirect representer method requires the integration of the adjoint and TLM within a CGM that determines the representer coefficients for the minimization of the cost function (see the appendix). This set of representer co-efficients is then used to provide a correction to the background. The number of iterations of the CGM (this is referred to as the inner loop) is typically a small fraction of the total number of measurements. Outer loops are typically required for strongly nonlinear systems. To initialize the outer loop, one would pick a first background solution around which the model is linearized. The best solution (corrected background) obtained from this assimilation would become the background for the next outer loop, and so forth until formal convergence is reached (Bennett et al. 1996; Ngodock et al. 2000; Bennett 2002; Chua and Bennett 2001; Muccino and Bennett 2002) . This outer loop exacerbates the computational cost of the representer method. In this study the background that serves for linearization is also taken as the first guess.
These two issues have detracted many potential users of the representer method for operational purposes. It is possible however, to address these issues and implement the representer method at a reasonable cost for operational applications. Given a time window in which one desires to assimilate observations, it is possible to apply the representer method over cycles of subintervals. The name adopted for this approach is the cycling representer method (Xu and Daley 2000) , and its associated solution is called the cycling solution. The solution that is obtained by assimilating all the observations at once in the original full time window will be called the global solution.
By using the cycling representer method, the assimilation time window is constrained to a period over which the TLM produces an accurate dynamical representation of the Lorenz attractor. Doing this reduces the need for outer loops. The outer loop is designed to solve the nonlinear Euler-Lagrange conditions associated to the assimilation problem with the nonlinear model, because the representer method solves a linear assimilation problem. In the global solution problem, the TLM may not be an accurate representation of the solution, and the adjoint would not be an accurate estimate of the derivative of the state with respect to the control variables. If the TLM is an accurate representation of the solution, the need for outer loops is removed. In the initial cycles of this assimilation approach, the first-guess or background solution may not be accurate and thus outer loops may be required. Once the system is spun up and the TLM is an accurate approximation (thanks to improved background solutions), outer loops may no longer be necessary, thus lowering the computational cost of the assimilation. There may be situations in real-world applications, however, where a few outer loops would be needed in the current cycle, even though a single outer loop sufficed in previous cycles. An example of this occurrence could be a nonlinear ocean response (advection or mixing) to a sudden, strong change in atmospheric forcing, especially in coastal areas with complex bathymetry. Nevertheless, the need of additional outer loops is assessed by the discrepancy between the assimilated solution and the data.
The idea of cycling the representer method was investigated by Xu and Daley (2000) using a 1D linear transport model with synthetic data. In that study, the error covariance of the analyzed solution was updated at the end of each cycle and used as the initial error covariance in the next cycle. Another application of the cycling representer method was performed by Xu and Daley (2002) using a 2D linear unstable barotropic model with no dynamical errors. In the 2002 study, the covariance at the end of the cycle is not updated because its computation is too costly to be practical. Updating the covariance requires the evaluation and storage of the representer functions at the final time. These two studies found that updating the covariance at the end of each cycle produced significantly more accurate analyses. However, in these two applications of the cycling representer method, only linear models were used and thus there were no need for a TLM. Most realistic applications are nonlinear and their TLM may not be stable over the time window considered. It is in this context that this study applies the cycling representer method.
A good dynamical system candidate for testing assimilation methods for strongly nonlinear models is the acclaimed Lorenz attractor model (Lorenz 1963; Fig. 1) . It has been used in numerous to studies to examine the behavior of assimilation methods based on sequential filtering and variational techniques. This is done with the intent that if an algorithm performs satisfactorily well with this model, then it can be applied to atmospheric and ocean models, which is a necessary but not a sufficient condition. Gauthier (1992) implemented the strong constraint variational assimilation method using the adjoint of the Lorenz equations and a rather sparse data network sampled every two time units. He found that the cost function was well behaved when the model did not undergo a transition. However, the solution was very sensitive to initial perturbations. This problem is closely related to the stability and validity of the TLM approximation during the different phases of the model. Miller et al. (1994) also implemented the strong constraint variational assimilation method with the Lorenz attractor model and found that the behavior of the cost function encountered by Gauthier (1992) was strongly dependent on the length of the assimilation window.
However, contrary to Gauthier (1992) , Miller et al. (1994) did not derive the adjoint equations for the minimization of the cost function. They computed the gradient of the cost function directly and invoked a conjugate gradient routine to minimize this cost function. The assimilated solution computed by Miller et al. (1994) , fitted the data (sampled every 0.25 time units) for 7 time units. The forecast following the assimilation was able to track the data up to three additional time units before errors increased significantly. Evensen and Fario (1997) implemented the weak constraint variational assimilation method using the Lorenz attractor equations with the same configuration as Miller et al. (1994) . By including a dynamic error and directly computing the gradient of the cost function with respect to all state variables (in space and time), they were able to use a gradient descent algorithm to accurately assimilate data (sampled every 0.25 time unit) for longer time periods (20 and 60 time units) with no unexpected behavior of the cost function. However, when the data density decreased, the same method produced only a local minimum of the cost function that resulted in three missed transitions within an interval of 20 time units. This suggests that the good fit that Miller et al. (1994) obtained for seven time units in the strong constraint approach depends on the rather dense data network. Note that in Evensen and Fario (1997) , there is no need of the TLM or the adjoint.
Realistic applications, however, will not always have the luxury of an exact hand-computed gradient of the cost function. The computation of the gradient typically relies on the adjoint, which in turn relies on the TLM.
Because of the chaotic behavior of realistic models, any linearization is subject to error growth therefore limiting the application of the TLM approximation to a time scale for which errors are lower than a prescribed threshold. Our approach is different from the studies mentioned above in that we compute the gradient of the cost function by means of the adjoint and implement the weak constraint variational assimilation using the cycling representer method. In this paper, the global and cycling solutions are compared and the ability to remove the outer loops is examined. In these experiments a significance test is not performed. This would turn the assimilation problem into a search for suitable prior assumptions about the data, initial condition, and dynamical errors, and hence cloud the issue at hand. This study specifies prior error covariances similar to those used in previous studies. The Lorenz model and the variational assimilation problem are described in section 2, and the TLM stability and accuracy are discussed in section 3. Section 4 deals with the assimilation experiments. A discussion and concluding remarks follow in sections 5 and 6, respectively.
The Lorenz model and the variational assimilation problem
The Lorenz model is a coupled system of three nonlinear ordinary differential equations:
where x, y, and z are the dependent variables. The commonly used time invariant coefficients are ϭ 28, ϭ 10, and ␤ ϭ 8/3 and the model errors are represented by q x , q y , and q z . The initial conditions for Eq. (1) are
y͑0͒ ϭ y 0 ϩ i y , and
where x 0 ϭ 1.508 87, y 0 ϭ Ϫ1.531 271, and z 0 ϭ 25.460 91 are the first guess of the initial conditions. These are the same values that are used in the data assimilation studies by Miller et al. (1994) , Evensen (1997) , Evensen and Fario (1997) , Miller et al. (1999) , and Evensen and Van Leeuwen (2000) . The initial condition errors are (2) to zero, the solution to the Lorenz attractor is computed for the time interval [0, 20] using the fourth-order RungeKutta (RK4) discretization scheme with a time step of dt ϭ 1/600 (Fig. 1) . This solution is labeled as the true solution, since using time steps smaller than dt ϭ 1/600 does not significantly alter the solution within the specified time period. Thus, the numerical representation has converged.
In the time interval [0, 20] there is a set of M obser-
where H is a linear measurement functional (M ϫ 3 matrix) and ∈ ℜ M is the vector of measurement errors. The data used for all assimilation experiments are sampled from the true solution ( Fig. 1 ) with a frequency of 0.25 time units. Since there are three position variables, there are a total of M ϭ 237 measurements. Purposefully, data is not sampled at T ϭ 0 or T ϭ 20 in order to demonstrate the capability of the assimilation method to propagate the information from future (past) observations to correct the initial (final) conditions. The measurement error is assumed to be ϭ 0.002, and its covariance matrix is assumed to be diagonal.
In general, the errors in Eqs.
(1), (2), and (3) are not known. Therefore solving Eq. (1) directly is an ill-posed problem. By using generalized inversion, a solution to Eq. (1) is obtained that minimizes the errors in Eqs.
(1)-(3) in a weighted least squares sense using a cost function:
The weights (W, W ii , and w) in Eq. (4) are defined as the inverses of the respective error covariance matrices C, C ii , and C for the model, initial condition, and measurement errors, respectively. For the sake of clarity, Eqs. (1)- (2) are rewritten here in vector notation:
where x is the state vector consisting of the three independent variables (x, y, z) at each time step and F(x) is the model dynamics. The observations may be written in a similar notation:
In real-world problems, the observation operator H may be nonlinear for some types of measurements (e.g., radiances in the atmosphere, acoustic tomography in the ocean) therefore requiring a tangent linear approximation so that the representer method may be used. The Euler-Lagrange (EL) conditions for a local extremum of the cost function are derived by setting the first variation of Eq. (4) to zero. These conditions are
In the above equations, x is the optimal solution and is the weighted residual or adjoint variable defined as
The initial condition error that is used to perturb Eq. (2) is specified to be 10% of the standard deviation of each state variable of the true solution (i x ϭ 0.784, i y ϭ 0.897, and i z ϭ 0.870). The initial condition error covariance (C ii ) is simply a 3 ϫ 3 diagonal matrix with values equal to the square of the RMS of these initial condition errors.
The model errors used to perturb Eq. (1) 
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The TLM
The dynamical model in Eq. (5) is tangent linearized around a first-guess trajectory x f (t) using the first-order approximation of Taylor's expansion:
In the remainder of this paper, x f is referred to as the background solution. The assimilation problem is then solved with the linearized model [Eq. (11)] using the representer method. The representer expansion can be written for the linear EL system as follows (also see appendix):
By choosing x f for both the background (for linearization) and the first guess (for assimilation), one can formulate the assimilation problem as a search for the optimal correction to x f (Uboldi and Kamachi 2000; Jacobs and Ngodock 2003) , that is, the second term in the right-hand side of Eq. (12). The solution x from the assimilation is taken as the new trajectory around which the model is linearized (i.e., x replaces x f in the next iteration of the outer loop).
There are three problems that are associated with this approach. First, the convergence of the linear iterations (outer loops) depends on the background, and the background may not always be sufficiently accurate. Second, the TLM around the background may not always be valid and accurate over the entire assimilation window, especially when we are dealing with strongly nonlinear dynamical models. This is because the accuracy/validity of the TLM is limited by the growth of errors. Finally, the outer loop amplifies the cost of the assimilation associated with a linearized model, and renders the cost of the representer method expensive for operational purposes.
The accuracy of the TLM depends on the initial condition and model errors. The estimation of these errors is described in section 2. For completeness, the TLM accuracy limit for a range of error levels in both the initial conditions and model are separately examined. The experiments for each type of error contain 100 different values for the RMS error ranging from 0 to 1 (initial condition error) and 0 to 0.01 (model error). For each RMS error, the TLM was computed 1000 times (for statistical significance), and in each run a different random realization of the errors was used. The accuracy criterion for the TLM is based on the 1000 member ensembles and is chosen as the time when the difference between the TLM and the background exceeds the standard deviation of the background. In Fig. 2 the mean and Ϯ1 STD of the 1000-member TLM accuracy time is shown along with the accuracy time obtained with our choice of errors in section 2 (gray asterisks).
FIG. 2. Stability of the TLM relative to the RMS of the (a) initial
condition and (b) model error. For each RMS error, the TLM was computed 1000 times, each time perturbed by a new set of randomly generated numbers scaled by the specified RMS error. The solid line is the mean of these realizations and the dotted lines are Ϯ1 STD. The gray asterisk depicts the errors that are used in the experiments presented in this paper.
This realization (gray asterisks) is the only one used for the experiments throughout the remainder of this paper. Assimilations using significantly large ensembles would be prohibitive and the results difficult to display. In section 2, the RMS of the initial condition error is estimated to be 0.852. Using one realization of this random initial condition error, the TLM accuracy is 0.4 time unit, which is less than the mean accuracy time of the 1000 member ensemble. This rather short accuracy time given by the initial condition error indicates potential difficulties for the assimilation in the first cycle. In the previous section, the RMS of the model error is estimated to be 0.003 69 and using one realization of this model error, the TLM accuracy is 4.077 time units, which is very close to the mean of the 1000 member ensemble. This implies that for the choice of our one realization of initial and model errors, once the initial condition errors have been corrected in the first cycle, the TLM will have a longer time of validity in subsequent cycles, allowing for a possible extension of the cycle length.
The initial and model errors selected for this paper are applied to the TLM [Eq. (11)], where the background x f is the nonlinear solution obtained with the initial conditions (x 0 , y 0 , z 0 ) using the RK4 time stepping with dt ϭ 1/60. The time series of the background and TLM trajectories are shown in Fig. 3 . The TLM strays from the background in less than half a time unit. This deviation of the TLM is caused by the magnitude of errors and their growth, as well as the early transition that the background undergoes around t ϭ 0.5. The TLM follows this transition with a slight delay and wrong amplitude. After this transition, the errors continue to grow unbounded and the TLM solution does not recover.
The experiments
The previous section demonstrates how the TLM accuracy is limited in time given the expected initial condition and model errors. For the choice of errors in section 2, the TLM is accurate for only 0.4 time units. It is clear that under these conditions, we cannot expect a satisfactory assimilation solution for the entire assimilation window [0, 20] . The background trajectory used to compute the global solution is obtained by integrating the nonlinear model, and adding the initial condition and model errors described in section 2. Note that although the role of the background for linearization purposes is the same in the assimilation problem and in the TLM, the background need not be the same in both. In the TLM, the background and the perturbation errors that force the TLM are needed for testing purposes. Thus, an unperturbed nonlinear solution was used as the background. For the assimilation experiments discussed in this section, the background also serves as the field to be corrected. In this case, the background is obtained by solving the nonlinear model and adding the selected errors as perturbations in order to simulate a solution that is significantly different from the data. An additional experiment will introduce a model error through the perturbation of the dynamical model parameters. Figure 4 compares the global solution to the background and true solutions (note that the data are sampled from the true solution every 0.25 time units except at t ϭ 0 and t ϭ 20). The global solution attempts to correct the perturbed background by assimilating all data over the entire time frame [0, 20] using the direct representer method with one outer loop. Even though the time frame of assimilation is far greater than the stability of the TLM, the solution is able to track the data somewhat for about seven time units. One should notice that whenever the discrepancy between the background and the data increases, the global solution follows the background due to the relatively small covariance of the model error. It can be seen from that the global solution is able to reduce the prior misfits significantly (even beyond the time range of accuracy of the TLM) before losing track of the data. Beyond seven time units, the misfit between assimilated solutions and data grows rapidly and can be attributed to the increasing errors in the TLM approximation. One can therefore conjecture that the error growth in the TLM can be limited by reducing the length of the assimilation window. This provides the incentive for reducing the assimilation window and using the cycling representer method.
a. The inaccuracy of the global solution
b. The advantage of the cycling representer approach
In this section, the cycling representer method is implemented for the same assimilation problem by subdividing the assimilation window into cycles of equal length. This is motivated by the reduced range of accuracy of the TLM and the ability of the assimilation method to adjust to the data beyond that range. There are three clear advantages that one can foresee in this approach: (i) a shorter assimilation window will limit the growth of errors in the TLM, (ii) the background for the next cycle will be improved, and (iii) the overall computational cost is reduced. It is assumed that the assimilation in the current cycle will improve the estimate of the state at the final time. The ensuing forecast (the solution of the nonlinear model propagated from the final state) is a better background for the next cycle than the corresponding portion of the background used in the global solution. The same random error is added to the dynamics of the nonlinear forecast of each cycle as was added to the corresponding portion of the background used in the global assimilation. Except for the first cycle, the initial condition of each forecast is perturbed by the model error instead of the initial condition error. The chaotic behavior of the model and the random error will cause a divergence (that grows with the cycle length) between the observations and the background. All experiments that follow use the same model error specifications as used in the global assimilation, and unless noted otherwise, the direct representer method is applied with a single outer loop, which is exactly what was done for the global solution.
The first cycling representer experiment uses 2 cycles of 10 time units each. The results in Fig. 6 show that the solution is drastically improved compared to the global solution in Fig. 4 . The first thing one observes is the disappearance of the large values of the global solution in the last 2/3 of the assimilation window. The analyzed solution in both cycles clearly benefits from a shorter assimilation window limiting error growth in the TLM, and the second cycle has the extra advantage of using a better estimate of the background. The misfits to the data are decreased, although they still exceed the observation standard deviation in many portions of the trajectory. FIG. 5 . RMS misfits between the data and the background (solid line) and assimilated (dotted line) solutions for the first 7 time units in Fig. 4 . This plot reveals that even though the TLM is only reliable for about 0.4 time units (see Fig. 3 ), the assimilated solution is stable for about seven time units and is correcting the background toward the data during this time period.
FIG. 4.
The assimilated solution (solid black line) computed using the direct representer method over the entire time period (20 time units) goes unstable after about 7 time units. The data are sampled from the true solution (gray line) every 1 ⁄4 time unit and are assimilated in an attempt to correct the wrong background (dotted line). The background is computed in the same fashion as in Fig. 3 , except instead of the TLM being perturbed, the background is perturbed by the specified initial condition and model error.
The results in Fig. 7 show the RMS error between the truth and the assimilated solution with respect to time for cycle lengths of 1, 2, 5, and 10 time units. It is shown that the RMS error increases with the cycle length. This is to be expected since longer cycles violate the TLM accuracy criterion. In other words, the steady decrease of RMS error with respect to the cycle length indicate that as the latter approaches the TLM stability time for the range of perturbations given by the adjoint model, the assimilation algorithm is better able to fit the data.
c. The cycling indirect representer approach
In realistic atmospheric and ocean models it is not possible to compute all the representer functions and implement the direct representer algorithm. In this section the indirect representer algorithm is implemented (Amodei 1995; Egbert et al. 1994; Chua and Bennett 2001 ; also see the appendix). In the first attempt to apply the indirect approach a cycle length of one time unit is used. Unlike the direct representer approach where an exact matrix inversion is used to compute the representer coefficients, the indirect approach uses an iterative solver (i.e., the CGM). The CGM does not require the entire matrix to be inverted; rather it iterates through search directions in data space. The stopping criterion of the CGM is either (i) when the relative norm of the residual is less than 10 Ϫ3 , or (ii) when the number of iterations equals the number of measurements within the cycle. For well-conditioned systems, the first stopping criterion is typically reached first therefore requiring less computation time compared to the direct method.
The first remark in this experiment is that the representer matrix for the first cycle assimilation is ill conditioned (condition number ϭ 2.3 ϫ 10 9 ) due to the rather high variance of the initial condition errors. As a consequence, the CGM converges very slowly and does not reach the first stopping criterion. Since proper convergence is scarcely reached within the first cycle, outer loops are required in order to achieve an acceptable solution. In this experiment, four outer loops are applied to each cycle (Fig. 8b) . This assimilated solution tracks the data well and compares fairly well with the direct approach (Fig. 8a) , albeit for a higher computational cost. Since the indirect method seems to only have difficulties in the first cycle, an experiment is performed where four outer loops are only applied in the first cycle, and a single outer loop is applied in subsequent cycles (Fig. 8c ). This solution is less expensive than the previous and its accuracy and cost is comparable to the direct method. The reason that this approach performs well is because it is important to perform an accurate assimilation in the first cycle in order to obtain a good fit to the data and correct the background containing the initial condition error. This improved state estimate provides a good initial condition and thus background for the next cycle and so forth. It should be emphasized here that the proposed method does not require or rely on the ability to obtain a good analysis in the first cycle, although it is a desirable outcome. The additional outer loops in the first cycle were used in the context of the indirect representer approach, in order to overcome the slow convergence of the conjugate gradient method due to the poor conditioning of the representer matrix. If the first cycle fails to give a good analysis, it still will minimize to some extent the discrepancy between the background and the data at the final time, which will yield a better background for the next cycle. As this process is repeated, the system will fit the data, as illustrated in Figs. 7 and 8. The lesson learned here is that in cycling the indirect representer method, only the first few cycles may necessitate outer loops.
It should also be mentioned that when the length of the cycle is reduced to 0.5 time units, which is roughly the stability time for the TLM in the first cycle, the CGM converges rather well and there is no need for multiple outer loops. This result is shown in Fig. 9 and implies that the indirect method works satisfactorily well without outer loops when the cycle length is at FIG. 6 . Same as in Fig. 4 except that here the assimilation is separated into two cycles, where the final assimilated solution of the first cycle (at t ϭ 10 time units) is used as the initial conditions for the computation of the background in the second cycle. The background for the first cycle is perturbed with both initial condition and model error, whereas for the second cycle the background is only perturbed with model error. By performing two cycles of the direct representer method instead of one (Fig. 4) , the assimilated solution is now stable for the entire time period.
about the TLM accuracy range. Of course, this conclusion would have to be tested with realistic models.
d. The cost
One major reason why the representer method is not widely implemented is the perceived computational cost. The biggest reduction in cost is achieved by limiting the outer loops to one, as was mentioned above. Further gains in computational cost are obtained by cycling the representer method. Assume that the matrix inversion in the direct method is performed with a cost of O(Mlog M ) for computing M representer coefficients, where M is the number of measurements. The cycling approach total cost will be N cy ϫ O(M cy log M cy ), where N cy is the number of cycles and M cy is the number of measurements within each cycle (assuming that the measurements are uniformly distributed in the assimilation interval). Although N cy ϫ M cy ϭ M, log M cy gets exponentially smaller with increasing N cy , thus, decreasing the computational cost as illustrated in Table 1 . However, there is a drawback to reducing the cycle length. The data influence is extended beyond the cycle interval only through an improved initial condition for the next cycle. Future data contained in subsequent cycles will not contribute to the assimilation in the current and past cycles. One should keep this in mind, as well as the time decorrelation scale of the model errors, in choosing the appropriate cycle length.
The cost reduction in the indirect method is less obvious. However, for well-conditioned representer matrices, the indirect method typically converges in a number of iterations that is a fraction of the total number of measurements. That is, the cost of the indirect method is a fraction of the cost of the direct method. Therefore, since cycling and avoiding the outer loops reduce the cost of the representer method in the direct method, they will further reduce the cost in the indirect method. Given the difficulties encountered by the indirect method in the first cycle of one time unit, longer cycles were not implemented. The computational cost of the 20-cycle experiment with the conjugate gradient using 4 outer loops in the first cycle and 1 outer loop in the subsequent cycles is 1.27 s, just slightly higher than the cost of the direct method, the excess cost being attributed to the outer loops in the first cycle.
e. Strong constraint cycling versus weak constraint cycling
The assimilation problem can be solved using the strong constraint representer approach. Here the strong and weak constraint solutions are compared within the same setting. From the known sensitivity of (Fig. 7d is the misfit of Fig. 6 ) to 20 (Fig. 7a) , a significant improvement in the assimilated solution is achieved.
the Lorenz model to initial conditions, the question one tries to address by the strong constraint approach is whether it is possible to accurately fit the data within the cycle by correcting/controlling only the initial condition. How short does a cycle need to be to achieve an accurate solution? The strong constraint solution is obtained by the same procedure as the weak, except that the model error covariance is set to zero. In comparison to Fig. 7 , results in Fig. 10 reveal that the weak constraint solution is not only more accurate, but can also afford longer cycles than the strong constraint. The strong constraint is almost confined to the TLM validity time, and needs quite a few cycles to start matching the data. In the experiment with cycles of two time units, the weak constraint accurately fits the data after three cycles, but the strong constraint never does. When the cycle length is decreased to one time unit, the weak constraint fits the data in the second cycle and afterward, while the strong constraint starts fitting the data only in the 15th cycle. The computations here show the superior performance of the weak constraint approach. The weak constraint approach, however, comes with a higher computation cost. For these experiments, the computational cost of the strong constraint is about half of that for the weak constraint. The reason for this large difference in cost is that the number of operations to propagate the Lorenz attractor is relatively small and is about equal to the number of operations required to convolve the model errors in space and time. For larger operational models, this computational cost difference would be significantly smaller. Both approaches could perform well in operational settings if they are given sufficient spinup cycles, less for the weak constraint.
f. Assimilating only the x variable
It is unlikely that in realistic applications all components of a dynamical model can be observed or sampled. For example, the majority of measurements taken in the ocean are from the surface. To mimic this scenario, an experiment is carried out where only the x component of the Lorenz model is sampled at the same frequency of the 0.25 time unit. The cycling representer algorithm with cycles of one time unit and one outer loop is used to assimilate these data. Results in Fig. 11 show that the method is able to fit the data satisfactorily, albeit for a longer adjustment or spinup time. Compared to Fig. 7a , it takes five additional cycles for the assimilation to start matching the data. Therefore, a decrease in the total number of assimilated observations and the fact that only one state variable is sampled are not limiting factors for the proposed algorithm.
g. First cycle accuracy as a function of initial condition error variance and outer loops
As mentioned above, the proposed algorithm does not solely rely on the ability to obtain a good analysis in FIG. 8 . RMS of the misfit between assimilated and true solutions using 20 cycles. Assimilated solutions are computed using (a) the direct representer method (same as in Fig. 7a ), (b) the indirect conjugate gradient method using four outer loops for each cycle, and (c) the indirect conjugate gradient method using four outer loops only for the first cycle. Also displayed in this figure are the times required for each computation. The indirect approach (Fig.  8c) is a more applicable method and has about the same cost as the direct method (Fig. 8a) . The indirect approach, however, takes about twice as long for the assimilated solution to reach an accurate level. FIG. 9 . RMS of the misfit between assimilated and true solutions using 40 equal-length cycles. The assimilated solution is computed using the indirect conjugate gradient method with a single outer loop applied to all cycles. the first cycle. Since the Lorenz model is extremely sensitive to initial perturbations, a significantly large error was prescribed to the initial condition to test the robustness of the algorithm. It was shown in Figs. 8b,c that comparable accuracy can be obtained using either outer loops in every cycle or just in the first cycle. An experiment is presented here that displays the accuracy of the assimilation after one time unit as a function of the magnitude of the initial perturbations and the number of outer loops. The results in Fig. 12 show that the accuracy of the assimilated solution at the end of the first cycle decreases as the RMS of the initial condition error increases, which is to be expected, and that the same accuracy increases with the number of outer loops used. For initial condition RMS errors below 20%, one outer loop is sufficient to achieve an accurate solution at the end of the first cycle (i.e., the data misfit is less than the data error). When the initial condition RMS error is between 20% and 40%, two outer loops are necessary. Three outer loops are needed when the RMS is between 40% and 45%, and beyond 45% at least five outer loops are needed. The initial condition errors selected in section 2 and used in the assimilation experiments (Fig. 2a) have an RMS error of 85%, which according to Fig. 12 , would require at least five outer loops to obtain an accurate solution at the end of the first cycle. However, using these initial condition errors with one outer loop (Fig. 7a) produced an accurate assimilated solution after two cycles. Therefore, one must determine if it is worth the computational cost to perform additional outer loops to improve the accuracy of the first cycle, knowing that it may not significantly influence the accuracy of subsequent cycles. FIG. 11 . RMS of the misfit between assimilated and true solutions using only the x observations sampled every 0.25 time unit and the direct cycling representer algorithm with 20 cycles and one outer loop. Fig. 7 , except that the strong constraint representer method is used instead of the weak constraint. Comparison of this figure with Fig. 7 shows the benefit of using weak constraint to assimilate data with strongly nonlinear dynamic systems.
FIG. 10. Same as in
FEBRUARY 2007 N G O D O C K E T A L .
h. Model error through perturbed parameters
The model error described in section 2 consists of perturbations of the right-hand side of the model while keeping the same dynamics that generated the observations. Another possible method is to generate the model error by perturbing the parameters in the dynamical model. Contrary to the previous experiments, perturbing the parameters in the model ensures that the dynamics used in the assimilation are different from the dynamics that generated the data. The perturbation of the model parameters is similar to that of the initial conditions described in section 2. First the RMS of parameters is computed, and the perturbation is a percentage of that RMS multiplied by a normally distributed random number. For each selection of the perturbation magnitude, 1000 realizations of the random number are used in separate assimilation experiments, generating a 1000-member ensemble of assimilated solutions. In Fig. 13 , the mean of this ensemble of posterior misfits at the end of the first cycle is shown as a function of the perturbation magnitude and the outer loops. As the parameter perturbation magnitude varies from 0.1% to 10%, there is only a slight increase in the posterior misfits at the end of the first cycle in the first outer loop. Figure 13 indicates that the misfits decrease as more outer loops are used, with the biggest decrease in the second and third outer loops. However, at least five outer loops are needed to obtain an accurate solution at the end of the first cycle. After the first outer loop the misfits are fairly constant for perturbations between 2% and 10% in each subsequent outer loop.
Discussion
The implications of the proposed algorithm to the real world of oceanography and meteorology are immediate. The dimensionless time () in the Lorenz model is related to a simplified one-layer atmospheric model time (t) by ϭ 2 H
Ϫ2
(1 ϩ a 2 )t, where a 2 ϭ 0.5, H is the depth of the fluid, and is the conductivity. Therefore, for a fluid depth of 500 m and a conductivity of 25 ϫ 10
Ϫ3
, a time unit in the Lorenz model corresponds to 7.818 days. The TLM stability range depends on the resolved processes and scales, the model resolution, and of course, the nonlinear interactions within the model dynamics. For example, the TLM of a general circulation ocean model forced by climatological or monthly means atmospheric fluxes and designed to resolve seasonal to interannual variability in the tropical Pacific will be stable for months (Ngodock et al. 2000) , whereas the TLM of a fine resolution coastal circulation ocean model forced with synoptic atmospheric fluxes with complex bottom topography may not be stable beyond a week or two. In the latter case any hindcast experiment using the representer method for time ranges longer than a month will benefit from the algorithm proposed in this study. Additionally, the outer loops may not be restricted to the first cycle as is the case here with the Lorenz model. They can be turned on as needed. In real-world applications, even though the assimilation system has been spun up over several cycles and only one outer loop sufficed for the previous cycle, there may arise a situation where nonlinearities become stronger than usual, causing the background in the current cycle (i.e., the forecast from the previous cycle) to deviate significantly far from the data.
The proposed algorithm will therefore be suitable both for reanalysis computations and cycles of analysis and predictions (e.g., in coastal ocean monitoring).
Conclusions
The impact of TLM accuracy in a cycling representer implementation is examined using the Lorenz attractor. Errors in the initial conditions and dynamics of the Lorenz attractor are assumed and added to the background. The error estimates used here indicate that the TLM about this background is accurate up to 0.4 time units. For the Lorenz equations, weak constraint assimilation globally over a 20 time unit period is not possible because of the inaccuracy and instability of the TLM over such a long time period. Experiments using successively shorter time intervals indicate that a weak constraint cycling representer assimilation is able to provide an accurate solution with cycle intervals of two time units or less.
For the problems examined here, it is found that once a sufficiently accurate initial condition is provided for a cycle, the TLM is sufficiently accurate in subsequent cycles therefore neglecting the need for outer loops to perform the nonlinear minimization. For the Lorenz attractor system, outer loops are required for the first cycle and not for subsequent cycles.
The representer method is used for the 4DVAR problem with the Lorenz model in various settings: the direct approach for both global and cycling assimilations, and the indirect approach for the cycling. The first guess is taken as the nonlinear background solution that serves for the linearization in the TLM. The cycling approach is motivated by the limited stability of the TLM and the potential operational applications. For the selected set of initial and model errors, the global assimilation solution could track the data for about seven time units. After this time, the solution rapidly diverges from the data owing to unbounded error growth in the TLM. The cycling solution is more apt to fit the data, especially with small cycle lengths, because the error growth in the TLM is limited. The iterated indirect representer method was then implemented via the CGM. A slow convergence of the CGM was observed in the first cycle, due to the poor conditioning of the representer matrix. By applying four outer loops to this first cycle, a sufficiently accurate assimilation was achieved. When the cycle length was reduced to 0.5 time units, which is about the time range of the TLM accuracy, the indirect approach converged rather well without outer loops. In addition, these weak constraint assimilation experiments were shown to significantly outperform their strong constraint counterparts.
This paper shows that cycling the representer method for strongly nonlinear problems is a valuable assimilation tool. The cycle length could be slightly longer than the time range of accuracy of the TLM. The indirect representer algorithm may or may not require outer loops in the early cycles depending on the length of the cycle. Once the assimilated solution becomes sufficiently accurate in the estimation of the final state for the early cycles, the need of outer loops is removed. This significantly reduces the cost of the weak constraint variational assimilation, in addition to the reduction obtained by cycling.
The robustness of the proposed algorithm is demonstrated by its ability to recover the true solution after few spinup cycles in a series of separate experiments: the number of measurements was decreased and only the x component of the Lorenz model was sampled, the initial condition error magnitude was varied, and finally the model error was introduced by perturbing the parameters in the dynamical model. In these settings additional outer loops were necessary to achieve an accurate solution at the end of the first cycle. However, this study clearly shows that dropping the outer loops was not detrimental to the algorithm, even with the rather pessimistic choice of initial condition and model errors. 
