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Zusammenfassung
Im Mittelpunkt unserer Untersuchungen steht das mehrkriterielle Opti-
mierungsproblem, in einer beliebigen nichtleeren Menge eines halbgeord-
neten endlich dimensionalen Raumes. Zu dessen Lösung betrachten wir
ein Dialogverfahren, in dem der Entscheidungsträger in jedem Schritt sei-
ne Wünsche äußert. Bei der Bestimmung einer Lösung, die den Entschei-
dungsträger zufriedenstellt, müssen wir ein im Allgemeinen nichtkon-
vexes und nicht triviales skalares Optimierungsproblem lösen. Zur Lö-
sung dieses Problems haben wir zwei Klassen einparametrischer Opti-
mierungsprobleme (Einbettungen) konstruiert. Mit Hilfe der Projektion
auf den konvexen Ordungskegel haben wir gezeigt, dass diese Einbet-
tungen wohldefiniert sind. Im Gegensatz zu der in der Literatur unter-
suchten Standardeinbettung, sind die in dieser Arbeit betrachteten Einbet-
tungen durch die Skalarisierungen der Vektoroptimierungsprobleme mit-
tels streng monotoner skalarisierender Funktionen motiviert. Diese Un-
tersuchung wird unter dem Gesichtspunkt der Theorie der einparame-
trischen Optimierungsprobleme für den Fall eines beliebigen spitzen po-
lyedrischen Ordnungskegels durchgeführt. Sie umfasst z.B. Fragestellun-
gen nach der Art der Singularitäten, die für die verschiedenen Einbettun-
gen auftreten können, nach den Bedingungen, unter denen eine Zusam-
menhangskomponente in der Menge stationärer oder verallgemeinerter
kritischer Punkte mit Hilfe von Kurvenverfolgungsmethoden numerisch
beschrieben werden kann und nach den hinreichenden Bedingungen für
die Existenz einer Lösungskurve. Anschließend haben wir das von Gud-
dat und Jongen eingeführte Konzept der strukturellen Stabilität eines ska-
laren Optimierungsproblems in der Vektoroptimierung verallgemeinert
und einen Zusammenhang zur strukturellen Stabilität eines Minimaxpro-




Kurvenverfolgungsmethoden, streng monoton wachsend skalarisierende
Funktion, strukturelle Stabilität
Abstract
In this work we consider the multiobjective optimization in a subset of
a partially orded finite dimensional space. In order to solve this prob-
lem we use a dialogue procedure in which the decision maker has to de-
termine in each step the aspiration and reservation level expressing his
wishes (goals). This leads to an optimization problem which is not easy
to solve in the nonconvex case. We solve it proposing two classes of one-
parametric optimization problems (embeddings). Using the projection in
the ordering cone, we show that these embeddings are well defined, i.e.
the corresponding constraint sets depending on real-valued parameters
are not empty. Contrary to the very known standard embedding the pro-
posed embeddings are motivated by the use of strongly monotonically
increasing functions, which play an important role by the scalarization of
multiobjective optimization problems. The two classes of embeddings are
investigated from the point of view of parametric optimization consider-
ing a pointed polyhedral cone. This investigation includes the determi-
nation of the kind of singularities which can appear, the conditions under
which a connected component in the set of stationary or generalized criti-
cal point can be numerically described using pathfollowing methods and
a solution curve may exist. Finally, we extend the concept of structural
stability by Guddat and Jongen to the multiobjective optimization prob-
lems and establish a connection to the problem of Minimax type, which is
related to the scalarization of multiobjective optimization problems.
Keywords:
Multiobjective optimization, parametric optimization, pathfollowing
methods, strongly monotonically increasing function, structural stability
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In dieser Arbeit beschäftigen wir uns mit der Lösung von Optimierungs-
problemen mit mehreren Zielfunktionen, den so genannten Vektoropti-
mierungsproblemen:
min { f (x) = ( f1(x), . . . , fl(x)) | x ∈ M} ,(VOP)
wobei M ⊂ Rn und fk ∈ Cq(Rn, R), k = 1, · · · , l, q ≥ 2.
Solche Probleme haben eine große praktische Bedeutung, i.A. hat man
nicht nur eine Zielfunktion.
Wir geben hier nur ein Beispiel an: Optimale Lastverteilung, d.h. Steue-
rung der Kraftwerke im Verbund:
• Kostenfunktion minimieren!
• Netzverluste minimieren!
Konkrete Beispiele findet man in [17].
Was versteht man unter einer Lösung von (VOP)?
In der Literatur wurden für das (VOP) verschiedene „Lösungsbegrif-
fe“ vorgeschlagen, z.B. (lokal) effiziente Punkte, (lokal) effiziente Punk-
te mit Schranke ε, schwach effiziente Punkte. Es handelt sich jeweils um
Punkte, für die es bezüglich einer gewissen Prä- oder Halbordnung kei-
nen besseren gibt. Die entsprechenden Mengen schränken die Restrikti-
onsmengen des (VOP) ein, sind aber im Allgemeinen viel zu groß. Es ist
auch nicht sinnvoll (weder numerisch noch praktisch), diese Mengen zu




Dialog-Verfahren (Mensch-Maschine) Es sei xo = xk ein im k-ten Schritt
berechneter Punkt. Vorher haben wir
(1.1) f̂ j = inf
{
f j(x) | x ∈ M
}
berechnet.
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Die letzte Spalte enthält die prozentualen Abweichungen von den unte-
ren Schranken. Im Falle f̂ j = 0 und f̂ j = −∞ müssen geeignete Zahlen
gewählt werden. Dem Entscheidungsträger (decision maker) werden fol-
gende Fragen vorgelegt:
1. Welche f j(j ∈ L) möchten Sie verbessern?
2. Sei L1 ⊂ L die entsprechende Indexmenge. Welchen Wert µ1j möch-
ten Sie für f j, j ∈ L1 erreichen?
3. Welche obere Schranke µ1k würden Sie für fk, k ∈ L \ L1 akzeptieren?
In der Literatur wird µ1j , j ∈ L1 als „aspiration level“ und µ1j , j ∈ L \ L1
als „reservation level“ bezeichnet. Der Dialog endet, wenn der Entschei-
dungsträger „zufrieden“ ist.
Sei
Mµ1 := {x ∈ M | f (x) ≤D µ1},
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wobei ≤D eine durch den konvexen Kegel D induzierte Halbordnung in
Rl ist.
Fragen
1. Mµ1 6= ∅ (ist µ1 realistischer Wunsch (realistic goal)?) oder
Mµ1 = ∅ (ist µ
1 nicht realistisch?)
2. Voraussetzung: Mµ1 6= ∅
Bestimme einen Punkt x̂ ∈ Mµ1 , der zugleich z.B. (lokal) effizient ist.
Diesen Punkt bezeichnen wir als Goal-Realizer.
Setzen wir einfachheitshalber für die folgende Beschreibung voraus,
dass Mµ1 nicht leer ist und D = R
l
+. Zur Bestimmung eines Goal-Realizers
bietet sich die so genannte Standardeinbettung an:
P1(t) : min
{
‖x− xo‖2 | x ∈ M1(t)
}




x ∈ M | f j(x) + (t− 1)| f j(xo)| ≤ 0, j ∈ J
}
und xo ∈ M fest gewählt.
Eine geeignete Modifizierung von P1(t) wurde in [20] untersucht. Wenn
wir für t = 0 mit xo (globaler Minimalpunkt für P1(0)) mit einem Kurven-
verfolgungsalgorithmus starten und eine Diskretisierung
(1.2) 0 = t1 < · · · < ti < ti+1 < · · · < tN = 1
und zugehörige lokale Minimalpunkte (stationäre bzw. kritische Punkte)
x(ti), i = 1, . . . , N finden, haben wir offensichtlich einen Goal-Realizer be-
stimmt. Wir haben mit einem speziellen einparametrischen Optimierungs-
problem zu tun.
Für ein allgemeines Problem der Gestalt
P(t) : min{ f (x, t) | hi(x, t) = 0, i ∈ I, gj(x, t) ≤ 0, j ∈ J} t ∈ [0, 1],
wobei I := {1, · · · , m}, J := {1, · · · , s}, f , hi, gj ∈ Cq(Rn, R), i ∈ I, j ∈ J,
q ≥ 2, gibt es eine ausgearbeitete Theorie (Stabilitätssätze, generische Sin-
gularitäten, die Klasse F von Jongen-Jonker-Twilt für C3-Funktionen, die
Klasse K von Kojima-Hirabayashi für C2-Funktionen, Störungssätze) und
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Lösungsverfahren (Kurvenverfolgungsalgorithmen) mit Sprüngen von ei-
ner Zusammenhangskomponente in
∑loc := {(x, t) | x lokaler Minimalpunkt für P(t)}(1.3)
∑stat := {(x, t) | x stationärer Punkt für P(t)}(1.4)
∑gc := {(x, t) | x g.c. Punkt für P(t)}(1.5)
zu einer anderen mit den Algorithmen PATH I - PATH III, JUMP I - JUMP
III in [16] bis hin zum Programmpaket PAFO (siehe [12], [56]).
Es geht nun bei der Wahl einer speziellen Einbettung Pi(t), z.B. i = 1,
darum, dieses spezielle einparametrische Problem bezüglich der oben ge-
nannten Theorie und Lösungsverfahren zu analysieren bzw. Einbettungen
so zu modifizieren, dass bessere Eigenschaften gelten.
Im Folgenden sollen nun die Hauptfragen an eine spezielle Einbettung
Pi(t) beschrieben werden. Der Einfachheit halber beschränken wir uns auf
die Klasse F .
1. Setzen wir voraus, dass die Problem beschreibenden Funktionen von
Pi(t) zur Klasse F gehören, dann stellen wir die Frage: Welche Sin-
gularitäten können auftreten?
2. Ist die Voraussetzung in 1. gerechtfertigt?
3. Wie kommt man durch Störungen in die Klasse F?
4. Zum besseren Verständnis der Frage 4 sei bemerkt, dass man bei
Punkten (x̄, t̄) ∈ cl ∑loc vom Typ 4 zwischen den folgenden Fällen
zu unterscheiden hat (siehe Abbildung 1.1). Welche der beiden Fälle
Abbildung 1.1: Sprung in Punkten vom Typ 4
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kann für Pi(t) eintreten bzw. kommen beide vor? Die Frage 5 erläu-
tern wir am Beispiel vom Typ 4. Dieser Punkt kann in zwei Richtun-
gen auftreten (siehe Abbildung 1.2)
5. In welcher Richtung können Punkte vom Typ 4 auftreten?
Nehmen wir einmal an, es gelingt, eine Einbettung zu konstruieren,
bei der Punkte vom Typ 4 nur in positiver Richtung auftreten, so wäre der
Algorithmus JUMP I erfolgreich (Hinweis zu JUMP I: Start in einem loka-
len Minimalpunkt, Kurvenverfolgung; wenn ein Rückkehrpunkt z.B. vom
Typ 3 auftritt Sprung zu einer anderen Zusammenhangskomponente).
6 Ist man unter der so genannten Enlarged Mangasarian-Fromovitz
Constraint Qualification an die Menge Mµ1 mit einfacher Kurven-
verfolgung (PATH III) erfolgreich?
Das Problem P1(t) wurde in dieser Richtung in [20] untersucht. Es hat
aber den folgenden großen Nachteil: Man findet zwar unter gewissen Be-
dingungen einen Goal-Realizer, der aber nicht notwendig aus einer der
zu Beginn erwähnten Mengen der (lokal) effizienten oder (lokal) effizien-
ten Punkte mit Schranke ε zu sein braucht. Diese spielen jedoch in der
Literatur eine wichtige Rolle. Wir haben hier z.B. die Mengen der lokalen
effizienten Punkte aufgeschrieben. Damit wollen wir zum Ausdruck brin-
gen, dass uns der nichtkonvexe Fall interessiert und die in dieser Arbeit
betrachteten Einbettungen durch diese Mengen motiviert sind.
Aufgabenstellungen
I Bearbeitung der Fragestellungen 1.− 6.
II Es sollen noch weitere aus der Literatur (siehe z.B. [59]) bekannte
Einbettungen in diesem Sinne modifiziert und dann untersucht wer-
den.
Abbildung 1.2: Rückkehrpunkte in negativer und positiver Richtung
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III Theoretische und numerische Vergleiche ausgewählter Einbettungen.
IV Anpassung des für allgemeine einparametrische Optimierungspro-
bleme entwickeltes Programmpaket PAFO an die speziellen Einbet-
tungen.
V Entwicklung eines nutzerfreundlichen Dialogalgorithmus in Kombi-
nation mit PAFO.
Das zweite Kapitel enthält grundlegende Definitionen und wohlbekann-
te Optimalitätsbedingungen. Anschließend werden wichtige Werkzeuge
(z.B. der Stabilitätssatz, die starke Whitney Topologie) für diese Arbeit
dargestellt.
Im dritten Kapitel werden grundlegende theoretische Begriffe der Vektor-
optimierung eingeführt, die dem weiteren Verständnis der Arbeit dienen
sollen.
Das vierte Kapitel ist der Theorie einparametrischer Optimierungsproble-
me sowie Kurvenverfolgungsalgorithmen wie Path II, Path III und Sprün-
ge wie Jump I und II gewidmet.
Das fünfte Kapitel beschäftigt sich mit zwei Klassen von inneren Einbet-
tungen, die durch streng monoton wachsende skalarisierende Funktionen
motiviert sind:
Die erste Klasse wird durch folgende Einbettungen vertreten:
(a)
min {ψ ◦ f(x) | x ∈ Mu(t)} ,(Pu(t))
wobei
Mu(t) = {x ∈ M | f(x) ≤D u(t)} .
Hierbei ist ψ eine auf f (M) streng D-monoton wachsende Funktion
mit ψ ◦ f ∈ Ck(Rn, R), k ≥ 3 und u ∈ Ck(I; Rl), k ≥ 1, mit folgenden
Eigenschaften:
• I ist ein Intervall in R mit [0, 1] j I
• u(t) = (u1(t), . . . , ul(t))
• u(0) = µo und u(1) = µ1 ( Der realistischer Wunsch des Entschei-
dungsträgers).
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α(t)ψ ◦ f(x) + (1− α(t)) ‖x− xo‖2 | x ∈ Mu(t)
}
.P′′u (t) :
Hierbei ist α ∈ C1(R) mit folgenden Eigenschaften:
• 0 ≤ α(x) ≤ 1, x ∈ [0, 1],
• α(0) = 0 und α(1) = 1,
• α(t) = 0, falls t < 0 .
(b) Die weitere Klasse wird durch die Penalty-Einbettung erzeugt:
min
{
−‖f(x)− u(t)‖2 + α(t)
∥∥∥(f(x)− u(t))D∗∥∥∥2 | x ∈ M} , t ∈ [0, 1)
Pp1 (t) :
mit α(t) := ( t1−t )
2, wobei die Funktion u ∈ U([0, 1]), d.h. u ist auf [0, 1]
D-monoton fallend.
Die Bearbeitung der Fragestellungen 1.− 6. für die oben genannten Ein-
bettungen wurde speziell im Falle eines spitzen polyedrischen Kegels durch-
geführt.
Im sechsten Kapitel wird die Regularität in Sinne von Jongen, Jonker
und Twilt für die oben genannten Klassen von Einbettungen präsentiert.
Im siebten Kapitel verallgemeinern wir das von Guddat/Jongen [21]
eingeführte Konzept der Strukturellen Stabilität eines skalaren Optimie-
rungsproblems auf die Vektoroptimierung und machen Aussagen über ei-
ne gewisse Stabilität oder Instabiltät eines Vektoroptimierungsproblems.
Wir studieren globale Stabilitätseigenschaften des Vektoroptimierungspro-
blems vom Typ :




x ∈ Rn | hi(x) = 0, gj(x) ≤ 0, i ∈ I, j ∈ J
}
mit
I := {1, . . . , m}, J := {1, . . . , s}, L := {1, . . . , l}.
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Unter der Annahme der Kompaktheit der Restriktionsmenge M[H, G] ge-
ben wir eine notwendige Bedingung dafür an, dass das Vektoroptimie-
rungsproblem VOP(f, H, G) strukturell stabil ist.
Im achten Kapitel präsentieren wir ein auf einparametrische Optimie-
rung basierendes Dialog-Verfahren und ein paar illustrative Beispiele.
Kapitel 2
Finite Optimierung
2.1 Grundlegende Definitionen und Beziehungen
In diesem Kapitel definieren wir mehrere Begriffe, die sich auf das finite
Optimierungsprobleme




x ∈ Rn | hi(x) = 0 (i ∈ I), gj(x) ≤ 0 (j ∈ J)
}
I := {1, · · · , m}, m < n, J := {1, . . . , s}
beziehen.
Alle in diesem Kapitel genannten Definitionen und Sätze sind bekannt.
Bei verschiedenen Anwendungen und Lösungsansätzen werden unter-
schiedliche Differenzierbarkeitsgrade für die definierenden Funktionen
f : Rn → R, H := (h1, . . . , hm) : Rn → Rm
und G := (g1, . . . , gs) : Rn → Rs
von P( f , H, G) verlangt. In dieser Arbeit, werden wir annehmen, dass die
Funktionen f , hi, i ∈ I, gj, j ∈ J aus C2(Rn, R) und C3(Rn, R) sind.
Gegeben sei x̄ ∈ M[H, G]. Wir setzen
(2.1) Jo(x̄) := {j ∈ J | gj(x̄) = 0}
für die Menge der aktiven Ungleichungsnebenbedingungen. Ein Element
x̄ ∈ Rn heißt zulässig, wenn x̄ ∈ M[H, G] gilt. Als lokale Lösung von
P( f , H, G) werden x̄ bezeichnet, die der Beziehung
(2.2) f (x̄) ≤ f (x) für alle x ∈ M[H, G] ∩U(x̄)
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genügen, wobei U(x̄) eine offene Normkugel um x̄ mit einem hinreichend
kleinen Radius ε > 0 ist. Es wird von einem strikten lokalen Minimal-
punkt gesprochen, falls die Ungleichung (2.2) strikt gilt.
Die Menge M[H, G] kann im Allgemeinen sehr bizarr aussehen, auch
wenn die definierenden Funktionen hi, gj oft differenzierbar sind. Wir er-
wähnen dazu den folgenden Satz von H. Whitney (siehe [4]).
Satz 1 Es sei A ⊂ Rn eine abgeschlossene Menge. Dann existiert ein h ∈
C∞(Rn, R) mit A = {x ∈ Rn | h(x) = 0}.
Um die Menge M[H, G] zu strukturieren, müssen wir ihr, infolge des Sat-
zes 1, zusätzliche Bedingungen aufzwingen. Wir führen zunächst die fol-
genden Bedingungen, die in unserer Arbeit eine besondere Rolle spielen,
ein:
Definition 1 (LICQ) Die lineare Unabhängigkeitsbedingung ist in einem Punkt
x̄ ∈ M[H, G] erfüllt, falls die Vektoren {Dhi(x̄), i ∈ I, Dgj(x̄), j ∈ Jo(x̄)} linear
unabhängig sind.
Definition 2 (MFCQ) Die Mangasarian-Fromovitz Bedingung ist in einem Punkt
x̄ ∈ M[H, G] erfüllt, falls Folgendes gilt:
MF1 die Vektoren {Dhi(x̄), i ∈ I} sind linear unabhängig.
MF2 Es existiert ein Vektor ξ ∈ Rn, so dass:
Dhi(x̄)ξ = 0, i ∈ I
Dgj(x̄)ξ < 0, j ∈ Jo(x̄).
Der Vektor ξ ∈ Rn wird MF-Vektor für die Stelle x̄ genannt.
Der folgender Satz ermöglicht es, die einfachen Optimalitätskriterien
erster Ordnung für P( f , H, G) anzugeben.
Satz 2 (F. John) Es sei k ≥ 1, und es seien f , hi, gj ∈ Ck(Rn, R), i ∈ I, j ∈ J.
Ferner sei x̄ ein lokaler Minimalpunkt von P( f , H, G). Dann gibt es Zahlen
λ̄o ≥ 0, λ̄i, µ̄j ∈ R, i ∈ I, j ∈ Jo(x̄), nicht alle gleich Null, so dass die Gleichung







Wenn zusätzlich Dhi(x̄), i ∈ I, linear unabhängig sind, so ist mindestens
eine der Zahlen λ, µj, j ∈ Jo(x̄), ungleich Null. Einen Punkt, der (2.3) er-
füllt, bezeichnet man als Fritz-John-Punkt.
Im nachstehenden Satz kann man leicht unter Berücksichtigung der
Bedingung LICQ oder MFCQ vermeiden, dass λ̄o verschwindet, sonst ist
die Bedingung (2.3) unabhängig von der Zielfunktion, und kann somit
keine Beziehung zur Optimalität besitzen.
Satz 3 Sei die MFCQ in einem lokalen Minimalpunkt x̄ ∈ M[H, G] erfüllt.
Dann existieren Zahlen (λ̄o, λ̄i, µ̄j) mit i ∈ I, j ∈ Jo(x̄) und µ̄j ≥ 0, für alle
j ∈ Jo(x̄), so dass die Gleichung






Definition 3 Ein Punkt x̄ ∈ M[H, G] heißt stationärer Punkt, wenn es Zahlen
(λ̄i, µ̄j) mit i ∈ I, j ∈ Jo(x̄) und µ̄j ≥ 0 gibt, so dass (2.4) erfüllt ist. Das Tupel
(x̄, λ̄, µ̄) bezeichnet man als Kuhn-Tucker-Punkt (oder auch KKT-Punkt).
Die Zahlen λ̄i, µ̄j mit i ∈ I und j ∈ Jo(x̄) werden Lagrange-Multiplikatoren
genannt. Wenn die LICQ in x̄ erfüllt ist, so kann man feststellen, dass die
Lagrange-Multiplikatoren eindeutig bestimmt sind. Ist die MFCQ erfüllt,
gilt das nachstehende Ergebnis von J. Gauvin (siehe [8]). Sei
(2.5) Λ(x̄) =
{
(λ, µ) ∈ R|I|+|Jo(x̄)| | µ ≥ 0 and (λ, µ) erfüllt (2.4)
}
.
Satz 4 Sei x̄ ein stationärer Punkt für P( f , H, G). Dann ist die Menge Λ(x̄)
ein kompakter und konvexer Polyeder genau dann, wenn die MFCQ an der Stelle
x̄ erfüllt ist.
Die in Definition 3 eingeführten Kuhn-Tucker-Punkte können auch mit
Hilfe des folgenden Kojima-Systems charakterisiert werden. Für α ∈ R
setzen wir
(2.6) α+ = max{α, 0}, α− = min{α, 0},





 DT f (x) + ∑
m
i=1 λiD




−hi(x), i = 1, . . . , m
µ−j − gj(x), j = 1, . . . , s

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definiert ist. Es gibt einen Zusammmenhang zwischen den Nullstellen von
H und der Menge der Karusch-Kuhn-Tucker-Punkte von P( f , H, G). Falls
(x, λ, µ) eine Lösung vonH = 0 ist, so ist (x, λ, µ+) ein KKT-Punkt, wobei
µ+ = (µ+1 , . . . , µ
+
s ) ist. Umgekehrt gilt, falls (x, λ, µ) ein KKT-Punkt ist,
dass (x, λ, µ̃) mit µ̃j = µj + gj(x), j ∈ J eine Lösung von H = 0 ist. Durch
das Erscheinen von µ+j und µ
−
j ist die Abbbildung von H nicht differen-
zierbar. In [41] wurde gezeigt, dass die Kojima-Abbbildung PC1 (stück-
weise differenzierbar) ist. Die Stabilität der stationären Punkte kann auch
mit Hilfe der Abbildung H studiert werden. Im nächsten Kapitel geben
wir eine genaue Definition dieses Stabilitätskonzeptes an.
Definition 4 Ein zulässiger Punkt x̄ ∈ M[H, G] heißt kritisch, falls die LICQ
erfüllt ist und es Multiplikatoren λ̄i, µ̄j, i ∈ I, j ∈ Jo(x̄) (nicht notwendig mit
nichtnegativen µj) existieren, so dass die Gleichung (2.4) erfüllt ist.
Die Lagrange-Funktion bezüglich eines Punktes x̄ ∈ M[H, G] wird als





definiert. Der Tangentialraum an x̄ bezüglich der Menge M = M[H, G]
wird als
(2.9) Tx̄ M =
{
ξ ∈ Rn | Dhi(x̄)ξ = 0, Dgj(x̄)ξ = 0, i ∈ I, j ∈ jo(x̄)
}
definiert.
Definition 5 Es seien T ⊂ Rn ein linearer Teilraum, und A eine symmetrische
n× n Matrix. A heißt positiv definit auf T, wenn vT Av > 0, ∀v ∈ T, v 6= 0. A
heißt positiv semidefinit auf T, wenn vT Av ≥ 0, ∀v ∈ T, v 6= 0.
2.2 Topologische Eigenschaften und Strukturel-
le Stabilität
In diesem Abschnitt erwähnen wir ein paar nützliche geometrische und
topologische Aspekte des Problems P( f , H, G), die wir für unsere spä-
teren Untersuchungen brauchen werden. Es handelt sich um die in Gud-
dat/Jongen/Rückmann [22] durchgeführten Untersuchungen über die Sta-
bilität der Zulässigkeitsmenge M[H, G] und das Konzept der Strukturellen
Stabilität eines skalaren und finiten Optimierungsproblemes P( f , H, G)
unter kleinen Störungen der definierenden Funktionen.
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Um diese Störungen widerzuspiegeln, wollen wir zuerst die Topologie
im Raum der Funktionen ( f , H, G) genau angeben. Der Raum C2(Rn, R)
möge mit der starken (oder Whitney) C2-Topologie, auch C2S genannt (sie-
he [29]), ausgestattet sein. Diese wird von den Umgebungsbasen um die
Funktionen f ∈ C2(Rn, R) erzeugt, deren Elemente sich durch die Ad-
dition von f zu folgenden Basisumgebungen der konstanten Funktion 0
ergeben:










(x)| < ε(x), ∀x ∈ Rn}.
Dabei ist ε : Rn −→ R eine überall positive stetige Funktion. Die C2S-
Topologie von C2(Rn, Rm) wird als die Produkttopologie von C2(Rn, R)×
. . .× C2(Rn, R) (m-mal) erklärt, wobei jeder Faktor mit der C2S-Topologie
versehen ist.
Definition 6 Seien hi ∈ C2(Rn, R), i ∈ I. Die Zulässigkeitsmenge M[H, G]
heißt stabil, falls es eine C1s -UmgebungO von (H, G) in C2(Rn, R)m×C1(Rn, R)s
derart gibt, dass für jedes Element (H̃, G̃) ∈ O die zugehörige Zulässigkeitsmen-
ge M[H̃, G̃] homöomorph zu M[H, G] ist.
Satz 5 (Stabilitätssatz [22]) Seien hi ∈ C2(Rn, R), i ∈ I und die Zulässig-
keitsmenge M[H, G] kompakt. Dann ist M[H, G] stabil genau dann, wenn die
MFCQ für jeden Punkt x ∈ M[H, G] erfüllt ist.
Die Unterniveaumenge bezüglich eines Funktionswertes t ∈ R wird
wie folgt bezeichnet:
(2.11) Lt( f , H, G) := {x ∈ M[H, G] | f (x) ≤ t}.
Definition 7 Zwei Optimierungsprobleme P( f , H, G) und P( f̃ , H̃, G̃) werden
äquivalent genannt, wenn es stetige Funktionen φ : R×Rn −→ Rn und ψ :
R −→ R derart gibt, dass die folgenden Bedingungen P1− P3 erfüllt sind:
P1 Für jedes t ∈ R ist die Abbildung φt : Rn −→ Rn ein Homöomorphismus
von Rn auf sich selbst, wobei φt(x) := φ(t, x).
P2 Die Abbildung ψ ist ein Homöomorphismus von R auf sich selbst und ψ ist
monoton wachsend.
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P3 φt[Lt( f , H, G)] = Lψ(t)( f̃ , H̃, G̃) für jedes t ∈ R.
Bemerkung 1 Es sei bemerkt, dass das Konzept der Definition 7 eine Äquiva-
lenzrelation in der Menge von Optimierungsproblemen vom Typ P( f , H, G) de-
finiert. Das folgt aus der Stetigkeit der Funktion η : (t, x) −→ φ−1t (x) (siehe
[21]).
Definition 8 Das OptimierungsproblemP( f , H, G) heißt strukturell stabil, falls
es eine C2S-Umgebung O von ( f , H, G) mit der Eigenschaft gibt, dass für jedes
Element ( f̃ , H̃, G̃) ∈ O das Problem P( f̃ , H̃, G̃) äquivalent zu dem Problem
P( f , H, G) ist.
Bevor wir das Charakterisierungstheorem für die Strukturelle Stabilität
von P( f , H, G) angeben können, fahren wir mit einer Abklärung der bis-
lang noch nicht eingeführten Begriffe fort, welche im Charakterisierungs-
theorem verwendet werden. Für jede Teilmenge U des Rn werde bezüg-
lich unseres Problems P( f , H, G)

















gesetzt. Im Folgenden können wir als Bedingung stetiger Abhängigkeit ei-
nes Kuhn-Tucker-Punktes von den Problemdaten die starke Stabilität ge-
mäß Kojima [41] wie folgt definieren:
Definition 9 Sei xu ∈ M[H, G] ein Kuhn-Tucker-Punkt vonP( f , H, G). Dann
wird xu stark stabil genannt, falls für ein gewisses δ̄ > 0 und jedes δ ∈ (0, δ̄]
ein α > 0 derart existiert, dass für jede C2-Funktion ( f̃ , H̃, G̃) mit norm[( f −
f̃ , H − H̃, G− G̃), B(xu, δ)] ≤ α die Kugel B(xu, δ) einen Kuhn-Tucker-Punkt
xd von P( f̃ , H̃, G̃) enthält, welcher in B(xu, δ) eindeutig ist.
Für eine andere Formulierung benötigen wir weitere Definitionen. Wir
bezeichnen mit Λ(x̄u) das von den Vektoren (λ, µ) ∈ R|I| ×R|jo(x̄u)| gebil-
dete Polyeder, welche die Bedingungen MF1 und MF2 (siehe Definition 2)
erfüllen. Hierbei sei irgendeine feste Anordnung der Komponenten von
(λ, µ) angenommen. Wir haben also die Menge
(2.13) Λ(x̄u) = {(λ, µ) ∈ R|I| ×R|jo(x̄u)| | (λ, µ) erfüllt MF1 und MF2 }.
Für x ∈ Rn und J̃ ⊆ J setzen wir
(2.14) W(x, J̃) = {ξ ∈ Rn|Dhi(x)ξ = 0, i ∈ I, Dgj(x)ξ = 0, j ∈ J̃}.
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Lemma 1 (Kojima [41]) Sei x̄u ∈ M[H, G] ein Kuhn-Tucker-Punkt vonP( f , H, G).
1. Falls die Bedingung LICQ an der Stelle x̄u erfüllt ist, so ist x̄u genau dann
stark stabil, wenn die Matrix D2L[λ,µ](x̄u) nichtverschwindende Determi-
nanten mit einem gemeinsamen Vorzeichen auf den Teilräumen W(x̄u, J̄)
für alle J̄ mit J+(x̄u) ⊆ J̄ ⊆ Jo(x̄u) besitzt, wobei
J+(x̄u) = {j ∈ Jo(x̄u)|µj > 0}(2.15)
ist.
2. Falls die Bedingung MFCQ, nicht aber die Bedingung LICQ, an der Stelle
x̄u erfüllt ist, so ist x̄u genau dann stark stabil, wenn die Matrix D2L[λ,µ](x̄u)
für jedes (λ, µ) ∈ Λ(x̄u) positiv definit auf dem Teilraum W(x̄u, J+(x̄u))
ist, wobei J+(x̄u) gemäß (2.15) definiert ist.
Der nächste Satz unterstreicht die Bedeutung der Mangasarian-Fromovitz-
Bedingungen auf der einen Seite und des Konzeptes der starken Stabilität
auf der anderen Seite.
Satz 6 (Charakterisierungssatz Guddat/Jongen [21]) Sei M[H, G] kompakt.
Dann ist das Optimierungsproblem P( f , H, G) genau dann strukturell stabil,
wenn die folgenden drei Bedingungen gelten:
(a) Die Bedingung MFCQ ist an jeder Stelle aus M[H, G] erfüllt.
(b) Jeder Kuhn-Tucker-Punkt von P( f , H, G) ist stark stabil.
(c) Verschiedene Kuhn-Tucker-Punkte besitzen verschiedene ( f−)Werte.
Um die Frage nach der Existenz einer Lösungskurve im Abschnitt 5.3
zu beantworten, benötigen wir noch folgende Begriffe über Punkt-Menge-
Abbildungen.
Seien (X, dX) und (Λ, dΛ) metrische Räume. Unter einer Punkt-Menge-
Abbildung von Λ in X versteht man eine mengenwertige Funktion Γ, die
jedem Element λ ∈ Λ eine (möglicherweise leere) Teilmenge Γ(λ) von X
zuordnet. Γ ist also eine Abbildung von Λ in die Potenzmenge 2X von X,
Schreibweise: Γ : Λ −→ 2X.
Definition 10 Eine Punkt-Menge-Abbildung Γ : Λ −→ 2X heißt unterhalbst-
etig (nach Berge) oder B-unterhalbstetig in λo, falls für jede offene Menge Ω mit
Ω ∩ Γ(λo) 6= ∅ ein δ = δ(Ω) > 0 derart existiert, dass
Γ(λ) ∩Ω 6= ∅ ∀λ ∈ Vδ{λo}
gilt.
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Definition 11 Eine stetige Funktion
f : Λ −→ X mit f (λ) ∈ Γ(λ) ∀λ ∈ Λ
heißt stetige Auswahlfunktion für eine gegebene Punktmenge-Abbildung Γ.
Die Frage nach der Existenz einer Auswahlfunktion ist topologischer Na-




Im Folgenden sollen nun grundlegende theoretische Begriffe der Vektor-
optimierung eingeführt werden, die dem weiteren Verständnis der Arbeit
dienen werden.




wobei X eine nichtleere Teilmenge von Rn und f : X −→ Rl eine Vektor-
funktion ist. Für l = 1 erhalten wir das Standard Optimierungsproblem
mit skalarer Zielfunktion. Das Problem (3.1) wird als Vektoroptimierungs-
problem bezeichnet.
Die Forderung “ min ” in (3.1) bei einer Optimierungsaufgabe mit mehr
als einer Zielfunktion bedarf einer Erläuterung. Es muss klargestellt wer-
den, in welchem Sinne Vektoren f (x) ∈ Rl mit x ∈ X minimiert werden
können. Die mathematische Theorie über halbgeordnete Mengen liefert
uns Werkzeuge zur Beantwortung dieser Frage.
3.1 Lösungskonzepte in der Vektoroptimierung
Um minimale Elemente in Rl zu definieren, wird eine Vergleichsrelation




Definition 12 (a) Jede nichtleere Menge R aus dem Produktraum Rl×Rl nennt
man binäre Relation R auf Rl (Schreibweise: xRy für (x, y) ∈ R).
(b) Jede Relation ≤ auf Rl heißt Halbordnung in Rl, falls für jedes x, y, z, w ∈
Rl:
(i) x ≤ x (Reflexivität);
(ii) x ≤ y, y ≤ z⇒ x ≤ z (Transitivität);
(iii) x ≤ y, w ≤ z⇒ x + w ≤ y + z (Kompatibilität mit der Addition);
(iv) x ≤ y, α ∈ R+ ⇒ αx ≤ αy (Kompatibilität mit der Multiplikation
mit Skalaren).
Eine Halbordnung ≤ in Rl heißt antisymmetrisch, falls für jedes x, y ∈ Rl:
(3.2) x ≤ y, y ≤ x ⇒ x = y.
Ein mit einer Halbordnung ausgestatteter Vektorraum Rl wird halbgeord-
neter Vektorraum genannt. Wir bemerken, dass zwei beliebige Elemente in
einem halbgeordneten Raum nicht immer durch die Halbordnung vergli-
chen werden können.
Da eine Halbordnung durch konvexe Kegel charakteriesiert werden kann,
ist es nicht notwendig, mit der algebraischen Struktur in der Definition 12
zu arbeiten.
Definition 13 (Kegel) Sei D eine nichtleere Teilmenge von Rl.
(a) Die Menge D heißt Kegel, falls
(3.3) x ∈ D, λ ≥ 0 ⇒ λx ∈ D.
(b) Der Kegel D heißt spitz (echt), falls
(3.4) x ∈ D, −x ∈ D ⇒ x = 0Rl .





= {x ∈ Rl | 〈x, x∗〉 > 0} x∗ 6= 0
existiert, so dass






(d) Er heißt nichttrivial, falls 0 ∈ D, D 6= {0}, D 6= Rl.
Satz 7 ([51]) Sei D ein konvexer Kegel. Dann ist D scharf genau dann, wenn
cl D spitz ist.
Definition 14 Ein Kegel D ⊂ Rl heißt polyedrisch, falls er sich mit Hilfe endlich
vieler Elemente yj ∈ Rl, j = 1, . . . , s in der Form




αjyj, αj ≥ 0, j = 1, . . . , s ≥ 0}
darstellen lässt.
Für derartige Kegel gilt (vgl. [15])
Lemma 1 Polyedrische Kegel sind stets konvex und abgeschlossen, und es gilt
D = D∗∗, wobei
(3.8) D∗ = {w ∈ Rl | 〈w, y〉 ≥ 0, ∀y ∈ D}
der polare Kegel von D ist.
Zur Verbindung zwischen polyedrischen Kegeln und homogenen linearen
Ungleichungssystemen hat man im endlichdimensionalen Fall folgende
zentrale Aussage (vgl. [15]):
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Lemma 2
(i) (Minkowsky) Für beliebige Matrizen A ∈ L(Rn, Rm) ist die Lösungs-
menge eines linearen Ungleichungssystems Ax ≥ 0 stets ein polyedrischer
Kegel K ⊂ Rn.
(ii) (Weyl) Jeder polyedrische Kegel K ⊂ Rn läßt sich als Lösungsmenge eines
linearen Ungleichungssystems Ax ≥ 0 mit einer geeigneten Matrix A ∈
L(Rn, Rm) darstellen.
Satz 8 ([31],[14]) Ein Kegel D ist genau dann konvex, wenn
(3.9) x + y ∈ D, für alle x, y ∈ D.
Folgender Satz liefert den Zusammenhang zwischen der Halbordnung
und dem konvexen Kegel.
Satz 9 (a) Ist in Rl eine Halbordnung ≤ definiert, dann ist die Menge
(3.10) D := {x ∈ Rl | 0Rl ≤ x}
ein konvexer Kegel. Ist, zusätzlich, die Halbordnung antisymmetrisch, so ist
D spitz.
(b) Falls D ein konvexer Kegel in Rl ist, so ist die binäre Relation
(3.11) ≤:= {(x, y) ∈ Rl ×Rl | y− x ∈ D}
eine Halbordnung in Rl. Falls, zusätzlich, der Kegel D spitz ist, so ist die
Halbordnung ≤ antisymmetrisch.
Definition 15 (Ordnungskegel) Den Kegel, der die Halbordnung in Rl cha-
rakterisiert, nennt man Ordnungskegel oder positiven Kegel.
In dieser Arbeit bezeichnen wir den durch die Halbordnung induzierten




y :⇐⇒ y− x ∈ D.
Beispiel 1 (a) Pareto Ordnung: D = Rl+
(b) Schwache Pareto Ordnung: D = int Rl+
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(c) Lexikographische Ordnung:
D = {d ∈ Rl | es existiert ein k ∈ {1, . . . , l},
so dass di = 0 für alle i < k und dk > 0} ∪ {0}.
Wir bemerken, dass dieser Kegel weder offen noch abgeschlossen ist (siehe
Abbildung 2.3 in [51]).
(d) Einen verallgemeinerten Fall von (a) erhält man, wenn der Entscheidungs-
träger nur die ersten p′ Ziele maximieren und die nächsten p′ + 1 bis p′′
minimieren will, indem er die letzten Ziele ab p′′ + 1 bis l zu vorgegebenen




di ≥ 0, i = 1, . . . , p′;
di ≤ 0, i = p′ + 1, . . . , p′′;
di = 0, i = p′′ + 1, . . . , l
 .
Man kann zeigen (siehe [43]), dass dieser Kegel abgeschlossen ist und kein
Inneres besitzt.
Definition 16 (Effizienz) Sei D ein Ordnungskegel und T eine beliebige Teil-
menge von Rl. Ein Element ȳ ∈ T heißt D-minimal, effizient oder D-effizient,
falls
(3.13) (ȳ− D̃) ∩ T = ∅,
wobei
(3.14) D̃ = D \ (D ∩−D).
Definition 17 Ist Rl durch einen nichttrivialen und spitzen Kegel D mit int D 6=
∅ halbgeordnet, so heißt ȳ ∈ T schwach effizient, falls ȳ bezüglich des Kegels
D1 = int D ∪ {0} effizient ist, wobei D̃ = int D.
Die Menge aller effizienten bzw. schwach effizienten Elemente von T wol-
len wir mit E(T, D) bzw. Ew(T, D) bezeichnen.
Definition 18 Sei f(X) das Bild der Zulässige Menge X j Rn des Vektorop-
timierungsproblems (3.1) bezüglich der Vektorfunktion f und D der Ordnungs-
kegel in Rl. Ein Punkt x̄ ∈ X heißt effiziente Lösung (oder Edgeworth-Pareto
Optimalpunkt) von Problem (3.1), falls f(x̄) ∈ E(f(X), D). Der Punkt x̄ ∈ X
heißt schwach effiziente Lösung, falls f(x̄) ∈ Ew(f(X), D).
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Die Gesamtheit aller effizienten bzw. schwach effizienten Lösungen bezeichnen
wir mit
E(X, D) = {x ∈ M | f(x) ∈ E(f(X), D)} bzw.(3.15)
Ew(X, D) = {x ∈ M | f(x) ∈ Ew(f(X), D)}.(3.16)
Definition 19 (lokaler Pareto Optimalpunkt) Ein Punkt x̄ ∈ X heißt lokal
Pareto optimal oder lokale effiziente Lösung, falls eine Umgebung U(x̄) von x̄
existiert, so dass ȳ := f(x̄) eine effiziente Lösung bezüglich der lokalen Bildmenge
f(X ∩U(x̄)) ist.
Analog wie in Definition 19, kann man auch den Begriff eines lokalen
schwachen effizienten Punktes einführen. Die Mengen der lokalen Pareto
Optimallösungen bzw. lokalen schwachen effizienten Lösungen bezeich-
nen wir mit
Eloc(X, D) = {x ∈ M | f(x) ∈ Eloc(f(X), D)} bzw.(3.17)
Elocw(X, D) = {x ∈ M | f(x) ∈ Elocw(f(X), D)}.(3.18)
Folgende Sätze liefern uns einige Eigenschaften der Effizienzmenge E( f (X), D).
Satz 10 ([14]) Die Effizienzmenge von 3.1 liegt auf dem Rand von f(X):
(3.19) E(f(X), D) j ∂(f(X)).
Satz 11 ([14]) Sei Rl durch einen spitzen konvexen abgeschlossenen Kegel D
halbgeordnet. f(X) sei nichtleer, konvex, abgeschlossen und beschränkt. Dann
ist E(f(X), D) zusammenhängend.
Um die Existenz von effizienten Punkten in der Menge der zulässi-
gen Entscheidungen M zu sichern, brauchen wir den Begriff der Kegel-
Halbstetigkeit.
Definition 20 (Kegel-Halbstetigkeit) Es sei D ein Kegel in Rl. Eine Funkti-
on f : Rn −→ Rl heißt kegel-halbstetig, falls
(3.20) f−1(y− clD) = {x ∈ Rn|y− f (x) ∈ clD}
für jedes y ∈ Rl abgeschlossen ist.
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Bemerkung 1 Für den Fall D = Rl+ ist die D-Halbstetigkeit die Verallgemei-
nerung der Halbstetigkeit nach unten einer reellwertigen Funktion. Die multi-
kriterielle Bewertungsfunktion f = ( f1, . . . , fl) : Rn −→ Rl ist Rl+-halbstetig
genau dann, wenn jedes fi(i = 1, . . . , l) halbstetig nach unten ist (siehe Lemma
2.11 in Ehrgott [7] und Bemerkung 3.2.6 in Sawaragi-Nakayama-Tanino [51]).
Jedes fi ist halbstetig, da fi ∈ Cq(Rn, R), i = 1, . . . , l für q ∈ {2, 3}.
Satz 12 ( Sawaragi-Nakayama-Tanino [51]) Es seien X eine nichtleere kom-
pakte Menge in Rn, D ein Kegel in Rn und f eine D-halbstetige Funktion von
Rn in Rl. Dann ist die Menge der effizienten Punkte E(X, D) nicht leer.
3.2 Skalarisierung von Vektoroptimierungsauf-
gaben
Unter Skalarisierung versteht man die Ersetzung eines Vektoroptimierungs-
problems durch eine geeignete Optimierungsaufgabe mit einer Zielfunk-
tion (skalare Optimierung). Die Bildung skalarer Ersatzaufgaben ermög-
licht in vielen Fällen, dass effiziente Lösungen des Vektoroptimierungs-
problems als Lösung skalarer Aufgaben charakterisiert und gefunden wer-
den. In diesem Abschnitt geben wir skalare Optimierungsprobleme an, die
in dieser Arbeit eine große Rolle spielen.
Definition 21 Sei S eine nichtleere Teilmenge von Rl.
1. Eine Funktion φ : S −→ R heißt monoton wachsend auf S, falls
(3.21) x, y ∈ S und x ≤D y ⇒ φ(x) ≤ φ(y).
2. Eine Funktion φ : S −→ R heißt streng monoton wachsend auf S, falls
(3.22) x, y ∈ S, x 6= y und x ≤D y ⇒ φ(x) < φ(y).
3. Sei D ein Kegel mit einer nichtleeren Inneren int(D). Eine Funktion φ :
S −→ R heißt strikt monoton wachsend auf S, falls
(3.23) x, y ∈ S und y− x ∈ int(D) ⇒ φ(x) < φ(y).
Es ist sofort zu sehen, dass für int(D) 6= ∅ jede streng monoton wachsen-
de Funktion strikt monoton wachsend ist.
Beispiel 2 Sei D = Rl+.
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mit λ1, . . . , λl ≥ 0 ist monoton wachsend. Sie ist streng monoton wachsend,
falls λ1, . . . , λl > 0. Eine Verallgemeinerung dieses Sachverhaltes wird in
Bemerkung 3 angegeben.









für jedes y ∈ Rl
mit positiven Zahlen wi, i = 1, . . . , l ist auf Rl+ streng monoton wachsend.
Dagegen ist die gewichtete Maximumnorm ‖.‖w∞ mit
(3.26) ‖y‖w∞ := max
i∈{1,...,l}
{wi|yi|} für jedes y ∈ Rl
(w1, . . . , wl > 0) auf Rl+ strikt monoton wachsend.
Bemerkung 3 Sei G ein durch D halbgeordneter linearer topologischer Raum





D∗ = {d∗ ∈ G∗|〈d∗, d〉 > 0 für alle d ∈ D \ {0}},
ist auf S streng monoton wachsend (siehe [57] und Beispiel 5.2 a) in [31]). Ein
klassisches Beispiel ist das so genannte Lagrange Funktional:
(3.28) l(s) := 〈l, s〉 für s ∈ S,
wobei 〈◦, ◦〉 die Dualität zwischen G∗ und G angibt.
Folgender Satz liefert ein grundlegendes Resultat zur Skalarisierung
von Vektoroptimierungsproblemen.
Satz 13 ([31],[58], [14]) (a) Es sei φ : f (X) −→ R eine über f (X) streng
monoton wachsende Funktion. Falls es ein x̄ ∈ X gibt mit
(3.29) φ( f (x̄)) ≤ φ( f (x)) für jedes x ∈ X,
dann ist x̄ ein effizienter Punkt von Problem (3.1).
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(b) Es sei φ : f (X) −→ R eine über f (X) monoton wachsende Funktion. Falls
es ein x̄ ∈ X gibt mit
(3.30) φ( f (x̄)) < φ( f (x)) für jedes x ∈ X mit f (x) 6= f (x̄),
dann ist x̄ ein effizienter Punkt von Problem (3.1).
(c) Es seien D ein Kegel mit einem nichtleeren Inneren int(D) und φ : f (X) −→
R eine über f (X) strikt monoton wachsende Funktion. Falls es ein x̄ ∈ X
gibt mit
(3.31) φ( f (x̄)) ≤ φ( f (x)) für jedes x ∈ X,
dann ist x̄ ein schwach effizienter Punkt von Problem (3.1).
Satz 13 ist besonders zur Bestimmung von Elementen aus E(X, D), Ew(X, D)
bzw. Eloc(X, D), Elocw(X, D) geeignet.
3.3 Klassische Verfahren
Im Folgenden Abschnitt geben wir einen Überblick der wichtigsten Ver-
fahren an, die Elemente der Effizienzmenge des Vektoroptimierungspro-
blems (3.1) erzeugen. Bewußt beschränken wir uns auf deterministische
Verfahren. Dabei legen wir die Skalarisierung des Vektorproblems (3.1)
zugrunde. Die Lösung des entstandenen Skalarproblems liefert im All-
gemeinen nur einen effizienten Punkt. Die Umwandlung des Vektorop-
timierungsproblems (3.1) geschieht in Abhängigkeit bestimmter Skalari-
sierungsparameter. Bei der Änderung dieser Parameter entstehen skala-
re Optimierungsprobleme, die jeweils eine Lösung liefern. Somit können
mehrere effiziente Punkte berechnet werden. Wir wollen folgende Verfah-
ren erwähnen:
(a) Wichtungsmethode
Diese Methode wurde zum ersten Mal von Zadeh [Zadeh [62], 1963]
verwendet und ist einer der meist benutzten Methoden der Vektorop-
timierung. Der Entscheidungsträger ordnet jeder der l Zielfunktionen











Gemäß Satz 13 ist jede Lösung xo von (3.1) auch ein effizienter Punkt.
Die unterschiedliche Wahl der Gewichte λi > 0 realisiert die Dialog-
fähigkeit.
(b) Methode der Beschränkungen
Diese Methode geht auf Marglin [45] und Haimes [25] zurück. Kann
der Entscheidungsträger von den l Zielfunktionen der Aufgabe (3.1)
eine f j, j ∈ {1, . . . , l} auswählen, bei der er sehr flexibel ist, und für die
anderen Mindestniveaus εi angeben, die nicht überschritten werden
sollen, so kann als Ersatzproblem von (3.1)
(3.33) min
{




(3.34) X′ := {x ∈ X | fi(x) ≤ εi ∀i ∈ {1, . . . , l}mit i 6= j} .
betrachten werden. xo ∈ X′ ist notwendigerweise ein (lokal) effizien-
ter Punkt von (3.1), falls xo die einzige Lösung von (3.33) ist. Eine ge-
wisse Dialogfähigkeit wird durch unterschiedliche Wahl der Zielfunk-
tion und der Mindestniveaus in (3.33) erreicht. Der Nachteil dieser
Methode besteht darin, einen vernünftigen Bereich für die Niveaus
εi anzugeben. Zum einen kann die zulässige Menge X′ leer werden,
falls das Niveau εi zu niedrig gewählt ist. Zum anderen spielen einige
Funktionen keine Rolle mehr, falls ihre Niveaus zu hoch gewählt wer-
den, so dass bei kleinen Veränderungen solcher Niveaus keine neuen
Lösungen erzeugt werden.
(c) Zieloptimierung und Normskalierung
Der Ausgangspunkt für Methoden dieser Art ist die Annahme, dass
der Entscheidungsträger ein seinen Wünschen gemäßes Ziel ȳ ∈ Rl
angibt und dann effiziente Punkte ermitteln möchte, die diesem Ziel
“möglichst nahe” kommen. Ist der Zielraum Rl durch eine gewichtete







wi| fi(x)− ȳi|p | x ∈ X
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.(Nwp )










Wegen Satz 13 ist für p ∈ [1, ∞) jede Lösung von (Nwp ), wobei w ∈
Rl+ \ {0}, ein effizienter Punkt von (3.1).
Der Punkt ȳ muss die Bedingung ȳi ≤ fi(x) ∀x ∈ X, i ∈ {1, . . . , l} er-
füllen. Diese Bedingung wird beispielsweise von einem Utopia-Punkt
erfüllt.
Definition 22 Es sei D = Rl+, f (X) + Rl+ abgeschlossen und
(3.35) ỹi := inf{ f (x) | x ∈ X} > ∞, i = 1, . . . , l.
Den Punkt ỹ = (ỹ1, . . . , ỹl) bezeichnet man als Utopia-Punkt oder Ideal-
punkt.
Analog der Wichtungsmethode kann keine Aussage darüber getrof-
fen werden, unter welchen Voraussetzungen über die Steuerung der
Parameter (ȳ, w, p) tatsächlich unterschiedliche effizienten Punkte er-
mittelt werden.
Die obige Idee kann verallgemeinert werden, indem wir einen belie-
bigen Ordnungskegel D ⊂ Rl und die Restriktionsmenge
(3.36) Xȳ := {x ∈ X | f (x) ∈ ȳ− D}
betrachten. Es ergibt sich folgende Ersatzaufgabe:
(3.37) min{−‖ f (x)− ȳ‖ | x ∈ Xȳ}.
Der nachfolgende Satz sichert die Ermittlung der effizienten Punkte
durch (3.37).
Satz 14 ([57], [14], [31]) Es seien Z ein Hilbertraum, halbgeordnet durch
D mit D j D∗. Dann ist die Funktion φ(z) = −‖z‖ streng monoton
wachsend auf −D bzw. die Funktion φ(z) = ‖z‖ streng monoton wachsend
auf D.
Wir bemerken, dass diese Bedingung für Z = Rl mit D = Rl+ erfüllt
ist.
(d) Strafskalarisierung (Referenzpunkt-Methode)
Diese Methode ist eine Kombination der Idee der Normskalarisierung
und der Straffunktionen und geht auf [57] zurück. Hier sollen nun
Methoden angegeben werden, die sichern, dass sich jedes Element
von E(X, D) hinreichend gut approximieren lässt.
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Definition 23 (Dε-approximatives Funktional) Es seien Q j G mit
Q 6= ∅ und G ein durch einen spitzen konvexen Kegel D halbgeordneter
linearer Raum. Ein streng monoton wachsendes Funktional φ : G −→ R
heißt Dε-approximativ in q̄ ∈ Q, wenn ein konvexer Kegel Dε ⊃ D exi-
stiert, so dass gilt
(3.38) Nφ(q̄) := {q ∈ G | φ(q) < φ(q̄)} ⊂ q̄− (Dε \ (Dε ∩−Dε)).
Die Menge E(M, Dε) ist als zugeordnete Effizienzmenge zu verstehen.
Satz 15 Es seien Q, G und φ entsprechend Definition 23. Wenn q̄ ∈ E(Q, Dε) j
E(Q, D) und φ ein Dε-approximatives Funktional in q̄ ist, dann gilt
(3.39) q̄ ∈ arg min
q∈G
φ(q).
Sei nun G ein Hilbertraum mit D j D∗, dann können mit Hilfe der in
Wierzbicki et al. [60] angegebenen Methode der Penalty-Funktionale
streng monoton und Dε-approximative Funktionale mit hinreichend
kleinem ε konstruiert werden. Für einen abgeschlossenen Kegel D in
einem Hilbertraum G gelten folgende Eigenschaften:
(3.40) dist(q, D) = ‖q−D∗‖ für alle q ∈ G,
wobei q−D
∗
die Projektion des Elements q auf −D∗ bezeichnet und
(3.41) q = qD + q−D
∗
; ‖q‖2 = ‖qD‖2 + ‖q−D∗‖2 für alle q ∈ G,
wobei qD die Projektion des Elements q auf D bezeichnet. Mit an-
deren Worten, alle effizienten Lösungen, die effizient bezüglich Dε
sind, können in wirksamer Weise auf Effizienz bezüglich des Pro-
blems (VOP) und Kegels D getestet werden, indem die Funktion φ( f (x), q̄)
mit ρ > ε−1 minimiert wird. Ist q̄ nicht D-minimal, aber nahe dem
Optimum, bekommt man q̂ = f (x̂) nah zu q̄.
Satz 16 ([57]) Es seien G ein Hilbertraum und D ein spitzer konvexer ab-
geschlossener Kegel mit D j D∗. Für gegebene q̄ ∈ G und ρ ∈ R+ sei
(3.42) φ(q) := −‖q− q̄‖2 + ρ‖(q− q̄)D∗‖2, q ∈ G.
(a) Das durch (3.42) definierte Funktional φ ist für ρ > 1 streng monoton
wachsend auf G.
(b) Wenn qo ∈ E(Q, Dε) und q̄ = qo, dann ist φ ein Dε-approximatives
Funktional mit Dε := {q ∈ G : ‖qD‖ < ε‖q‖}.




Dieser Abschnitt ist der Theorie einparametrischer Optimierungsproble-
me gewidmet. Dazu betrachten wir parametrische Probleme der Form
P(t): min{ f (x, t) | x ∈ M(t)}, t ∈ R,
wobei
M(t) = {x ∈ Rn | hi(x, t) = 0, i ∈ I, gj(x, t) ≤ 0, j ∈ J},
I = {1, · · · , m}, m < n, J = {1, · · · , s}.
Die Untersuchung von P(t) beinhaltet die Beschreibung von Lösungsmen-
gen, nicht nur auf einer lokalen Ebene, sondern auch vom globalen Ge-
sichtspunkt aus. Es gibt dafür zwei Zugänge. Der von Kojima und Hira-
bayashi [42] basiert auf einer geeigneten Erweiterung der Begriffe eines re-
gulären Punktes und regulären Wertes für eine stückweise stetig differen-
zierbare Abbildung, deren Nullstellen die Mengen der stationären Punkte
widerspiegeln. Wir wollen uns in diesem Abschnitt auf den von Jongen,
Jonker und Twilt eingeführten Zugang beschränken.
4.1 Nichtdegenerierte kritische Punkte
In diesem Abschnitt führen wir den Begriff eines nichtdegenerierten kriti-
schen Punktes ein. Dazu betrachten wir das Problem
P : min{ f (x) | x ∈ X},
wobei die Problem beschreibenden Funktionen in Raum C2(Rn, R) liegen.
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Definition 24 Sei x̄ ∈ X ein kritischer Punkt für f |X mit den zugehörigen
Lagrange-Multiplikatoren (λ̄, µ̄). Der Punkt x̄ heißt nichtdegeneriert, wenn die
folgenden zwei Bedingungen erfüllt sind:
ND1 µ̄j 6= 0, j ∈ jo(x̄),
ND2 D2L(x̄)|Tx̄X ist regulär.
Definition 25 Es seien x̄ ein nichtdegenerierter kritischer Punkt und (λ̄, µ̄) die
zugehörigen Multiplikatoren. Der lineare Index LI (Ko-Index LCI) wird als die
Anzahl der negativen (bzw. positiven) Multiplikatoren ūj, j ∈ Jo(x̄) definiert.
Der quadratische Index QI (Ko-Index QCI) wird als die Anzahl der negativen
(bzw. positiven) Eigenwerte von D2xL(x̄, λ̄, µ̄)|Tx̄X definiert.
Das Verhalten der Zielfunktion über der zulässigen Menge X um den
nichtdegenerierten kritischen Punkt x̄ wird durch die Tupel der vier In-
dizes (LI, LCI, QI, QCI) bestimmt. Insbesondere ist ein nichtdegenerier-
ter kritischer Punkt ein lokaler Minimalpunkt (Maximalpunkt), falls LI +
QI = 0 (bzw. LCI + QCI = 0).
Kritische Punkte können mindestens lokal durch ein Gleichungssy-
stem charakterisiert werden. Nach der Definition 4 von kritischen Punkten
ist leicht zu sehen, dass diese als Lösungsmenge eines Gleichungssystems
aufgefasst werden können. Ein kritischer Punkt x̄ bildet mit den zuge-













Handelt es sich um einen nichtdegenerierten kritischen Punkt x̄, so ist
die Abbildung HJo(x̄) lokal invertierbar und es folgt, dass x̄ ein isolierter
kritischer Punkt ist. Wir können einen zusätzlichen Parameter v (aus ei-
nem Banach-Raum) in alle Funktionen f , H, G so einfügen, dass die er-
weiterte Abbildung (x, λ, µ, v) 7→ HJo(x̄)(x, λ, µ, v) C
1 Fréchet differenzier-
bar wird. Der Satz über Implizite Funktionen (siehe Abschnitt 2.2 in [16])
kann angewendet werden damit eine C1 lokale Abhängigkeit des kriti-
schen Punktes und deren Lagrange Multiplikatoren von Parameter v er-
halten wird. Dabei bleiben die Zahlen (LI, LCI, QI, QCI) und der lokale
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Charakter des kritischen Punktes in einer bestimmten Umgebung kon-
stant. Wir beschränken uns auf den Fall t = v ∈ R. Dazu betrachten wir
die Menge:
(4.2) ∑krit := {(x, t) ∈ Rn ×R | x ist kritischer Punkt für P(t)}.
Die interessante und wichtige Frage nach dem Verhalten eines kritischen
Punktes eines Optimierungsproblems für einen festen Parameterwert in
Abhängigkeit von der Veränderung der Parameter wird nun gestellt. Die-
se Frage hängt eng mit der lokalen Struktur der Menge ∑krit zusammen.
Um diese lokale Analyse durchzuführen, betrachten wir ein Paar (x̄, t̄)
und die zugehörigen Multiplikatoren (λ̄, µ̄). Man kann jetzt das System















Sei (x̄, t̄) ∈ ∑krit, dann folgt HJo(x̄,t̄)(x, λ, µ, t) = 0. Gilt die Bedingung
ND1, dann gibt es eine Umgebung U(x̄,t̄) von (x̄, t̄), in der die aktive Index-
menge Jo(x, t) eine Untermenge von Jo(x̄, t̄) bleibt und die LICQ erfüllt ist.
Lokal lässt sich ∑krit als Projektion der Menge
(4.4) {(x, λ, µ, t) | HJo(x̄,t̄)(x, λ, µ, t) = 0}
in Rn ×R darstellen. Die Menge (4.4) bildet lokal eine Mannigfaltigkeit
der Dimension 1, falls alle Zeilen der Jacobi-Matrix DHJo(x̄,t̄)(x̄, λ̄, µ̄, t̄) li-
near unabhängig sind. Die Regularität der Matrix D(x,λ,µ)(x̄, λ̄, µ̄, t̄) impli-
ziert schon die Unabhängigkeit der genannten Zeilen und ist - wegen des
nachfolgenden Lemmas, äquivalent zu den Bedingungen ND1 und ND2.
Lemma 3 [41] Es seien A eine symmetrische (n× n)-Matrix, B eine (n× k)-






nicht singulär genau dann, wenn C eine nicht singuläre Matrix ist, rankB = k
und A|Ker BT ist nicht singulär.
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Die Bezeichnung A|Ker BT steht für die Einschränkung von A auf den linea-
ren Unterraum Ker BT = {y ∈ Rn | BTy = 0}. Die Matrix D(x,λ,µ)HJo(x̄,t̄)(x̄, λ̄, µ̄, t̄)
besitzt eine ähnliche Gestalt wie C, wobei A = D2xL(x̄, t̄, λ̄, µ̄) und B die
n× (m + |Jo(x̄, t̄)|) Matrix ist, deren Spalten die Vektoren {Dxhi(x̄, t̄), Dxgj(x̄, t̄), i ∈
T, j ∈ Jo(x̄, t̄)} sind. Die obige Regularität sichert durch Anwendung des
Satzes über Implizite Funktionen die Existenz einer Umgebung Ux̄×Uλ̄×
Uµ̄ ×Ut̄ und einer eindeutigen Funktion φ : Ut̄ −→ Ux̄ ×Uλ̄ ×Uµ̄ derart,
dass die Menge (4.4) durch die Gleichung φ(t) = (x, λ, µ) in der Umge-
bung Ux̄ ×Uλ̄ ×Uµ̄ ×Ut̄ beschrieben wird.
4.2 Die Klasse von Jongen, Jonker und Twilt
In diesem Abschnitt betrachten wir das einparametrische Problem P(t).
Wir nehmen an, dass die Problem beschreibenden Funktionen f , hi, gj im
Raum C3(Rn ×R) liegen. Im Allgemeinen können wir nicht für einen fe-
sten Parameterwert t̄ erwarten, dass die Regularitätsbedingung LICQ in
jedem Punkt der zulässigen Menge M(t̄) erfüllt ist und alle kritischen
Punkte für f (., t̄)|M(t̄) nichtdegeneriert sind. Das ist aber nicht der Fall,
wenn sich der Parameterwert t ∈ R ändert. Andere Fälle von degenerier-
ten Punkten müssen untersucht werden. Ausgangspunkt ist der nichtde-
generierte Fall selbst. Man betrachtet die Verletzung jeder einzelnen Be-
dingung, nämlich ND1, ND2 oder LICQ. Dafür geben wir in diesem Ab-
schnitt die Definition von fünf Typen verallgemeinerter kritischer Punkte
an.
Definition 26 (siehe [16], [35], [36]) Es sei x̄ ein zulässiger Punkt des einpara-
metrischen Optimierungsproblems P(t). Der Punkt (x̄, t̄) heißt ein verallgemei-
nerter kritischer Punkt (g.c. Punkt), falls die Vektoren
{Dx f (x̄, t̄), Dxhi(x̄, t̄), Dxgj(x̄, t̄), i ∈ I, j ∈ Jo(x̄, t̄)} linear abhängig sind.
Unter diesen Begriff fallen alle bisher eingeführten Definitionen bezüg-
lich Optimalitätsbedingungen erster Ordnung, wie F-John-Punkt, statio-
närer oder kritischer Punkt. Wir definieren folgende Mengen:
∑gc := {(x, t) ∈ Rn ×R | x ist g.c Punkt für P(t)},(4.6)
∑stat := {(x, t) ∈ Rn ×R | x ist stationärer Punkt für P(t)},(4.7)
∑loc := {(x, t) ∈ Rn ×R | x ist lokaler Minimalpunkt für P(t)}.(4.8)
In einer Umgebung eines kritischen Punktes (LICQ ist erfüllt) stimmen
die Mengen ∑gc und ∑krit überein. Im Fall der Nichtdegeneriertheit ist die
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Menge ∑gc lokal eine nach t parametrisierte Kurve.
Wir geben im Folgenden die Definition der 5 Typen der verallgemei-
nerten kritischen Punkte an, die in Abbildung 4.1 skizziert sind. Eine aus-
führlichere Erläuterung findet man in [35] (siehe auch [16]).
In den folgenden Definitionen benutzen wir folgende Bezeichnungen:
z̄ := (x̄, t̄), Jo(z̄) := {1, · · · , p}, p ≤ s(4.9)
λ̄ := (λ̄1, · · · , λ̄m) µ̄ := (µ̄1, · · · , µ̄p)(4.10)
Definition 27 Ein g.c. Punkt z̄ ∈ ∑gc ist vom Typ 1, falls x̄ ein nichtdegene-
rierter kritischer Punkt des Problems P(t̄) ist.
In einer Umgebung von z̄ sind alle Punkte von ∑gc nichtdegeneriert,
und das Indextupel (LI, LCI, QI, QCI) bleibt konstant.
Definition 28 Ein g.c. Punkt z̄ ∈ ∑gc ist vom Typ 2, falls Folgendes gilt:
(2a) Die LICQ ist in z̄ erfüllt .
(2b) Alle Multiplikatoren ūj, j ∈ Jo(z̄), bis auf einen einzigen, sind verschieden
von Null. Der verschwindende Multiplikator sei z.B. ūp, wobei p ∈ Jo(z̄).
(2c) D2xL(z̄)|Tz̄ M ist regulär.
(2d) D2xL(z̄)|T 6=z̄ M ist regulär, wobei




J 6=o (z̄) = {j ∈ Jo(z̄) | µ̄j 6= 0}.
(4.12)
Es seien
• Π : Rn+1 −→ Rm+|J
6=
o (z̄)| definiert als Π = (h1, . . . , hm, gj, j ∈
J 6=o (z̄)), und
• W eine Matrix, deren Spalten eine Basis des linearen Unterraumes
T 6=x̄ M bilden.
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Abbildung 4.1: 5 Typen von Jongen, Jonker und Twilt
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Dann ist die Zahl
(4.13) γ = Dxgp(z̄)(α + β) + Dtgp(z̄)
verschieden von Null, wobei
α = −(DxΠ(z̄)†)T · DtΠ(z̄),(4.14)
β = −W(WT · D2xL ·W)−1WT · [D2xL · α + DtDTx L].(4.15)
Hierbei ist B† = (BTB)−1BT die Moore-Penrose Inverse einer Matrix B,
die nur linear unabhängige Spalten besitzt.
(2e) Es gilt
(4.16) γ 6= 0.
Da der Multiplikator µp in der vorigen Definition verschwindet, kann man
die Restriktion gp lokal um z̄ einerseits als Gleichung betrachten und an-
dererseits streichen. Damit entstehen zwei parametrische Optimierungs-
probleme P∗(t) und P̃∗(t). Der Punkt x̄ ist ein nichtdegenerierter kriti-
scher Punkt für P∗(t̄) und P̃∗(t̄), wegen der LICQ und der dritten und
vierten Bedingung in Definition 28. Die Menge ∑gc lässt sich lokal als Ver-
einigung von zwei Kurven t 7→ (x∗(t), t) und t 7→ (x̃∗(t), t) bilden. Die-
se beiden Kurven schneiden sich transversal in z̄. Man kann zeigen, dass
dx̃∗(t̄)/dt = α + β (siehe (4.14) und (4.15)), so dass (4.13) als die folgende
Gleichung
(4.17) γ = Dxgp(z̄) ˙̃x∗(t̄) + Dtgp(z̄) =
d
dt
gj(x̃∗(t), t)|t=t̄ 6= 0
geschrieben werden kann. Die Beziehungen zwischen den jeweiligen Index-
Tupel (LI,LCI,QI,QCI) auf jedem Zweig von ∑gc hängt von zwei so ge-
nannten charakteristischen Zahlen ab. Diese sind δ = δ1− δ2 und sign(γ),
wobei δ1 (bzw. δ2) die Anzahl negativer Eigenwerte von D2xL(x̄, λ̄, µ̄, t̄)|T 6=x̄ M
(bzw. D2xL(x̄, λ̄, µ̄, t̄)|Tx̄ M) ist.
Definition 29 Ein g.c. Punkt z̄ ∈ ∑gc ist vom Typ 3, falls Folgendes gilt:
(3a) Die LICQ ist in z̄ erfüllt.
(3b) In (2.4) erhalten wir µ̄j 6= 0, j ∈ Jo(z̄).
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(3c) D2xL(x̄, λ̄, µ̄, t̄)|Tx̄ M hat genau einen Eigenwert, der gleich Null ist.
(3d) Es seien
• Π : Rn+1 −→ Rm+|Jo(z̄)| definiert als Π = (h1, . . . , hm, gj, j ∈
Jo(z̄)), und
• W eine Matrix, deren Spalten eine Basis des linearen Unterraumes
Tx̄ M bilden.
• w 6= 0 ein Vektor mit WTD2xL(x̄, λ̄, ū, t̄)W · w = 0 und v = W · w.
Seien
β1 = vT(D3xL · v)v− 3vTD2xL · ((DTx Π)†)T(vTD2xΠ · v)(4.18)
β2 = Dt(DxL · v)− DTt Π · (DTx Π)† · D2xLv,(4.19)
wobei
(4.20) vTD2xΠv = (v
TD2xh1v, · · · , vTD2xgpv)T.
Wir definieren
(4.21) β := β1 · β2.
Es gilt: β 6= 0.
Wir betrachten das Optimierungsproblem
min{φ(x, λ, µ, t) | (x, λ, µ, t) ∈ X},P :
wobei
φ(x, λ, µ, t) = t,
(4.22)
X = {(x, λ, µ, t) ∈ Rn+m+|Jo(z̄)|+1 | HJo(x̄,t̄)(x, λ, µ, t) = 0}.(4.23)
Der Punkt (x̄, λ̄, µ̄, t̄) ∈ X ist ein zulässiger Punkt von P . Wegen der
Gültigkeit von LICQ und ND1 bildet die Projektion von X auf (x, t) die
Menge ∑gc. Unter der ersten und dritten Bedingung der Definition 29
ist die Gültigkeit der LICQ für die Menge X im Punkt (x̄, λ̄, µ̄, t̄) äqui-
valent zur Bedingung β2 6= 0. Ebenfalls äquivalent dazu ist die Eigen-
schaft von (x̄, λ̄, µ̄, t̄), kritischer Punkt von P zu sein. Es kann gezeigt
werden, dass dann β1 6= 0 äquivalent zur Bedingung ND2 der Nichtde-
generiertheit von (x̄, λ̄, µ̄, t̄) als kritischer Punkt ist. Die vierte Bedingung
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der Definition 29 ist äquivalent zur Bedingung, dass (x̄, λ̄, µ̄, t̄) ein nicht-
degenerierter kritischer Punkt von P ist. Diese andere Charakterisierung
gibt uns einen geometrischen Blick auf die lokale Struktur der Kurve X
um (x̄, λ̄, µ̄, t̄). Sie besitzt einen Maximalpunkt oder einen Minimalpunkt
(QI + QCI = 1) bezüglich der Komponente t. Das lokale Verhalten des
Indextupels (LI,LCI,QI,QCI) auf der ∑gc Kurve hängt in diesem Fall von
den Zahlen α und sign(β) ab, wobei α die Anzahl der negativen Eigenwer-
te von D2xL(x̄, λ̄, µ̄, t̄)|Tx̄ M und β = β1 · β2 ist.
Definition 30 Ein g.c. Punkt z̄ ∈ ∑gc ist vom Typ 4, falls Folgendes gilt:
(4a) m + |jo(z̄)| = m + p > 0.
(4b) Der von den Vektoren
{Dxhi(z̄), Dxgj(z̄), i ∈ I, j ∈ Jo(z̄)}
erzeugte lineare Unterraum hat die Dimension m + p− 1.
(4c) m + p− 1 < n.























wobei die Zahlen λ̄i, µ̄j in (4.25) die Gleichung (4.24) erfüllen, und W eine
Matrix, deren Spalten eine Basis des (n−m− |Jo(z̄)|+ 1)-dimensionalen
Unterraumes
T = {ξ ∈ Rn | Dhi(z̄)ξ = 0, Dgj(z̄)ξ = 0, i ∈ I, j ∈ Jo(z̄)}
bilden. Die Matrix
(4.26) A = DtL(z̄) ·WT · D2xL(z̄) ·W
ist regulär.
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(4e) Es sei w = WT · DTx f (z̄). Dann gilt:
(4.27) α = wT A−1w 6= 0
Es ist zu bemerken, dass α unabhängig von der Wahl der Matrix W ist.
Sei p ∈ Jo(z̄) (falls Jo(z̄) = ∅, sei p ∈ I) mit µ̄p 6= 0. Wir betrachten das
Problem
min{Ψ(x, λ, µ, t, λo) = t | G(x, λ, µ, t, λo) = 0},(P̃)
wobei
G(x, λ, µ, t, λo) =


















µjgj(x, t) + µ̄pgp(x, t).
Rechnerische Überlegungen zeigen, dass unter der Gültigkeit der ersten
drei Voraussetzungen der vorigen Definition ihre letzten zwei Bedingun-
gen äquivalent dazu sind, dass der Punkt (x̄, λ̄1, · · · , λ̄m, µ̄1, · · · , µ̄p−1, t̄, 0) ∈
Rn+m+ p̄+1 ein nichtentarteter kritischer Punkt von P̃ ist. Somit ist die
LICQ in diesem Punkt erfüllt.
Die Zahlen sign(α), β, sign(β) und γ sind in diesem Fall die charakteri-
sierenden Zahlen, von denen das lokale Verhalten des Indextupels (LI, LCI, QI, QCI)
in den nichtdegenerierten Punkten von ∑gc abhängt, wobei α = wT A−1w,
β die Anzahl positiver Eigenwerte von A ist, δ = DtL und γ die Anzahl
der negativen Multiplikatoren µj, j ∈ Jo(z̄) \ {p} sind. Im Fall |Jo(z̄)| 6= 0
gilt µj 6= 0, j = 1, . . . , p und wir können die Zahlen µj’s normalisieren,
indem wir µp = 1 setzen.
Definition 31 Ein g.c. Punkt z̄ ∈ ∑gc ist vom Typ 5, falls Folgendes gilt:
(5a) |I|+ |jo(z̄)| = n + 1
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(5b) Die Vektoren {Dhi(z̄), Dgj(z̄), i ∈ I, j ∈ Jo(z̄)} sind linear unabhängig
(es ist zu bemerken, dass die Ableitungen in allen Variablen von Rn+1 zu
berücksichtigen sind).
(5c) Wegen (5a) und (5b) existieren, bis auf eine multiplikative Konstante, ein-
deutig bestimmte Zahlen λ̄i,µ̄j, i ∈ I, j ∈ Jo(z̄), nicht alle gleich Null, so
dass (4.24) erfüllt ist.
(5d) µ̄j 6= 0 für jedes j ∈ {1, · · · , p} .
(5e) Nach (5a) und (5b) existieren Zahlen ᾱi, β̄ j, i ∈ Jo(z̄) mit








β̄ jDgj(z̄) = 0.
(5 f ) Wir betrachten die p× p-Matrix ∆ deren Elemente wie folgt definiert sind:
(4.29) ∆ij = βi − β j ·
µi
µj
i, j = 1, . . . , p.
Es gilt ∆ij 6= 0, ∀i, j ∈ Jo(z̄), i 6= j.
Man kann leicht sehen, dass unter (4.24) (siehe (5c)) und (4.28) Folgendes
gilt
(4.30)














)Dxgj(z̄) = 0 q ∈ Jo(z̄).
Da die Vektoren {Dxhi(z̄), Dxgj(z̄), i ∈ I, j ∈ Jo(z̄) \ {q}} für q ∈ Jo(z̄)
linear unabhängig sind, folgt aus (5 f ) und der Gleichung (4.30), dass z̄
ein nichtentarteter kritischer Punkt ist, wenn die Ungleichung gq gestri-
chen wird. Die charakterisierenden Zahlen sind hier γj, δj, j ∈ Jo(z̄), wobei
γj = sign(µ̄j.DtL(z̄)) und δj die Anzahl der negativen Zahlen der Form
∆ij, i ∈ Jo(z̄) \ {j} sind. Hier ist L(z) genauso definiert wie in der vori-
gen Singularität vom Typ 4. Es gibt insgesamt |Jo(z̄)| Zweige, die von z̄
ausgehen. Betrachtet man die Mengen
Mq = {z | hi(z) = 0, gj(z) = 0, i ∈ I, j ∈ Jo(z̄) \ {q}}, q = 1, . . . , p,
(4.31)
M−q = {x ∈ Mq | gp(z) ≤ 0},
(4.32)
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dann lässt sich die Menge ∑gc lokal als Vereinigung von Mengen M−q , q =
1, . . . , p darstellen und das Indextupel (LI, LCI, QI, QCI) auf dem Zweig
M−q \ {z̄} hat die Form (δq, p− 1− δq, 0, 0).
Nach der ausführlichen Definition der 5 verallgemeinerten kritischen
Punkte sind wir in der Lage, die Regularität im Sinne von Jongen, Jonker
und Twilt (kurz JJT-Regularität) anzugeben. Für die problembeschreiben-
den Funktionen des einparametrischen Optimierungsproblems P(t) sei
die Abbildung ( f , H, G) ∈ C3(Rn × R, R)m+p+1 gegeben. Wir benutzen
die Bezeichnug ∑gc(P(t)) für die Menge der verallgemeinerten kritischen
Punkte des Problems P(t). Falls es eindeutig ist, welches Problem P(t)
behandelt wird, schreiben wir einfach ∑gc. Mit ∑
i
gc, = 1, . . . , 5 bezeichnen
wir die Untermengen von ∑gc, die aus den Punkten vom Typ i bestehen.











Definition 32 Ein durch ( f , H, G) ∈ C3(Rn × R, R)1+m+s definiertes Pro-
blem P(t) heisst JJT-regulär, falls ( f , H, G) ∈ F .
Im folgenden Abschnitt geben wir die wichtigsten Eigenschaften an,
die bezüglich dieser JJT-Regularität bekannt sind. Wie der folgende Satz
zeigt, liefert sie uns auch nähere Informationen über die globale Struktur
der Menge ∑gc.
Satz 17 (Jongen-Jonker-Twilt, [35]) Sei ( f , H, G) ∈ F . Dann gilt:
∑gc = ∑
1
gc (Abschließung von ∑
1
gc), und die Mengen ∑
i
gc sind für i = 2, 3, 4 und
5 diskret. ∑gc ist die Vereinigung von 1-dimensionalen C2-Mannigfaltigkeiten.
Von natürlichem Interesse ist die Struktur der Menge der stationären Punk-
te. Dazu betrachten wir die Menge
(4.34) ∑reg := {(x, t) ∈ ∑1gc | LI = 0},
wobei LI die Anzahl der negativen µj, j ∈ Jo(x, t) ist. Wir bemerken, dass
Folgendes gilt:
(4.35) ∑reg ⊂ ∑stat ⊂ ∑reg ⊂ ∑gc.
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Satz 18 ([35],[16]) Sei ( f , H, G) ∈ F . Dann ist die Menge ∑reg eine eindimen-
sionale (stückweise C2) Mannigfaltigkeit mit Rand. z̄ ∈ ∑reg ist ein Randpunkt
genau dann, wenn in z̄ Folgendes gilt: Jo(z̄) 6= ∅ und die MFCQ ist verletzt.
Der nächste Satz beleuchtet die Wichtigkeit der MFCQ innerhalb von ∑reg.
Satz 19 ([16], [35]) Sei z̄ ∈ ∑reg und ( f , H, G) ∈ F . Dann ist die MFCQ in z̄
genau dann verletzt, wenn eine der folgenden Bedingungen erfüllt ist:
(a) z̄ ist vom Typ 4.
(b) z̄ ist vom Typ 5 und alle µj, j ∈ Jo(z̄) in (4.24) haben das gleiche Vorzeichen.
Als weitere Eigenschaft der JJT-Regularität ist ihr generischer Charakter
von Bedeutung.
Satz 20 ([35]) Die Funktionenmenge F ist offen und dicht im Funktionenraum
C3(Rn ×R, R)1+m+s bezüglich der C3s -Topologie.
Wie kann, ausgehend von beliebigen Daten ( f , H, G) ∈ C3(Rn×R, R)m+s+1
mit beliebig kleinen Störungen, die Menge F erreicht werden? Die Ant-
wort dazu liefert der unten angegebene Störungssatz mit Hilfe des para-
metrisierten Sard Lemmas. Für den Beweis des Satzes wurde vom folgen-
den Begriff Gebrauch gemacht.
Definition 33 Seien U ⊂ Rn, U offen, k ≥ 1, fi ∈ Ck(U, R), i = 1, · · · , n,
gj ∈ Ck(U, R), j = 1, · · · , m,
F1 = {x ∈ U | fi(x) = 0, 1, · · · , l}
F2 = {x ∈ U | gj(x) = 0, 1, · · · , m}.
Seien die Mengen {D fi, i = 1, · · · , l}, {Dgj, j = 1 · · · , m} für jedes x ∈ F1
bzw. x ∈ F2 linear unabhängig, d.h. F1 bzw. F2 ist eine C1- Mannigfaltigkeit
der Dimension n− l bzw. (n−m). Dann schneiden sich F1 und F2 transversal
(F1 t F2), falls {D fi(x), Dgj(x), i = 1, · · · , l, j = 1, · · · , m} eine linear unab-
hängige Menge für alle x ∈ F1 ∩ F2 ist.
Lemma 4 (Parametrisiertes Theorem von Sard, [52])
Sei φ ∈ Ck(Rn × Rp, Rr), k > max{0, n − r}, φ : (x, z) ∈ Rn × Rp 7→
φ(x, z) ∈ Rr und 0r ein regulärer Wert von φ (d.h. Rang(Dφ(x, z)) = r, für
alle (x, z) ∈ Rn ×Rp mit φ(x, z) = 0). Dann gilt:
für fast alle ā ∈ Rp ist 0r ein regulärer Wert von φā, mit φā(x) = φ(x, ā), d.h.
für alle x ∈ Rn mit φ(x, ā) = 0 gilt
Rang(Dφā(x)) = Rang(Dxφ(x, ā)) = r.
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Satz 21 ([50]) Sei ( f , H, G) ∈ C3(Rn ×R, R)1+m+s. Dann gilt: Für fast alle
(b, A, c, D, e, F) ∈ Rn ×R 12 n(n+1) ×Rm ×Rmn ×Rs ×Rsn
ist die Abbildung
(x, t)→ ( f (x, t) + bTx + 1
2
xT Ax, H(x, t) + c + Dx, G(x, t) + e + Fx)
ein Element von F .
4.2.1 Über Kurvenverfolgungsalgorithmen und Sprünge (Jumps)
Basierend auf der Theorie der parametrischen Optimierung wollen wir
Algorithmen für die numerische Verfolgung der Lösungskurven angeben.
Dazu erinnern wir zunächst an das Einbettungsprinzip (siehe [1], [10],
[16]):
Man bilde ein einparametrisches Optimierungsproblem
P̃(t) : min{ f (x̃, t)|x̃ ∈ M̃(t)}, t ∈ [0, 1],
wobei
M̃(t) = {x̃ ∈ Rñ|hi(x̃, t) = 0, i ∈ I, gj(x̃, t) ≤ 0, j ∈ J̃}(4.36)
ñ ≥ n, J̃ := {1, · · · , s̃}, s̃ ≥ s,(4.37)
mit folgenden Eigenschaften:
• Ein lokaler Minimalpunkt für P̃(0) ist bekannt (sowie zugehörige
Lagrange-Multiplikatoren) und einfacher zu berechnen,
• P̃(t) hat einen globalen Minimalpunkt ∀t ∈ [0, 1),
• P̃(1) ist äquivalent zu (P).
Unter einem Lösungsalgorithmus vom P(t), t ∈ [0, 1] versteht man die
Lösung folgender Probleme:
1. Finde einen lokalen Minimalpunkt x(t) für P(t), t ∈ [0, 1] oder
2. Finde einen stationären Minimalpunkt x(t) für P(t), t ∈ [0, 1] oder
3. Finde einen g.c. Punkt x(t) für P(t), t ∈ [0, 1].
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Mit anderen Worten: man finde eine Diskretisierung (hinreichend fein)
0 = to < · · · < ti < ti+1 < · · · < tN(4.38)
von [0, 1] und zugeordnete Punkte (x(ti), ti) ∈ ∑loc, ∑stat oder ∑gc bzw.
hinreichend gute Approximationen von x(ti), i = 1, · · · , N.
Wir geben eine Zusammenfassung der Algorithmen, die wir zur Be-
rechnung der Diskretisierung (4.38) des Intervalls [0, 1] und der zugehöri-
gen Punkte aus ∑loc, ∑stat und ∑gc verwenden: PATH II und PATH III (ak-
tive Indexmengenstrategie) bzw. JUMP I. Eine ausführliche Behandlung
dieser Algorithmen findet man in [16].
Der Algorithmus Path II
Dieser Algorithmus berechnet numerisch eine kompakte Zusammenhangs-
komponente in ∑stat. Es wird eine aktive Indexmenge Strategie verwen-
det. An der Stelle des Problems P(t) wird folgendes Hilfsproblem ver-
wendet:
P J̃(t) : min{ f (x, t) | hj(x, t) = 0, i ∈ I, gj(x, t) = 0, j ∈ J̃}, mit J̃ ⊂ J.
Durch ein Prädiktor-Korrektor-Verfahren mit zusätzlichen Regeln wird das









Dx f (x, t) + ∑i∈I λiDxhi(x, t) + ∑j∈ J̃ µjDxgj(x, t)hi(x, t), i ∈ I
gj(x, t), j ∈ J̃
 .
Der Algorithmus Path III
Path III beschreibt numerisch eine kompakte Zusammenhangskomponen-
te in ∑gc. Wir starten dabei mit einem Punkt (xo, to) ∈ ∑1gc und möchten
die Zusammenhangskomponente bestimmen, die durch (xo, to) längs des
Intervalls [ta, tb], ta < to < tb geht.
Sprünge in der Menge von lokalen Minimalpunkten und der Algorith-
mus Jump I
Falls (x, t) ein Rückkehrpunkt ist, wollen wir in Folgendem die Ergebnisse
der Untersuchung in [16] über die Existenz eines Sprungs w ∈ Rn in (x, t)
angeben.
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Typ 2 Sei z̄ = (x̄, t̄) ∈ ∑2gc. Hier sind drei Fälle möglich. Sei L die La-
grange Funktion (siehe (2.8)). In den Fällen I und II sind D2L(z̄)|T(z̄) und
D2L(z̄)|T̃(z̄) positiv definit; aber im Fall III ist D2L(z̄)|T(z̄) nicht positiv de-
finit. Im Fall III gilt
(4.40) min{ξTD2L(z)ξ | ‖ξ‖ = 1, ξ ∈ T̃(z̄), Dg j̃(z)ξ ≥ 0} < 0.
In I und II können wir die Zusammenhangskomponente in ∑loc weiter
verfolgen entweder g j̃ als Ungleichung (I) oder ohne g j̃ (II).
In III endet die Zusammenhangskomponente in z̄, solange t wächst. Die
Lösung von (4.40) liefert eine quadratische Abstiegsrichtung ξ. Somit kann
man einen lokalen Minimalpunkt x̃ mit x̃ 6= x finden. Dann kann man die
Kurve in x̃ weiter verfolgen. Damit hat man einen Sprung realisiert. Da
das Problem im Fall III nicht einfach zu lösen ist, kann man den Vorschlag
von Rückmann (s. [50]) benutzen:
Sei t hinreichend nahe t̄, t < t̄ und seien (xo(t), t) bzw. (x1(t), t) ein lokaler
Minimalpunkt bzw. ein Element aus ∑stat \∑loc. Dann gilt:




existiert, und εr(t)(ε ∈ {−1, 1}) ist eine zulässige Abstiegsrichtung im
Punkt x̄ für das Problem P(t) (s. Abbildung 4.2).
Abbildung 4.2: Sprung in Punkten vom Typ 2
Typ 3 Sei z̄ ∈ ∑3gc. Sei t hinreichend nahe bei t̄, t < t̄. Seien (xm(t), t)
und (xs(t), t) ein lokaler Minimalpunkt bzw. ein Element von ∑stat \∑loc.
Dann gilt:





existiert und εu(t)(ε ∈ {−1, 1}) ist eine zulässige Abstiegsrichtung (kubi-
sche Abstiegsrichtung) im Punkt x̄ für das Problem P(t). Beweis in [16](siehe
Abbildung 4.3).
Abbildung 4.3: Sprung in Punkten vom Typ 3
Typ 4 Sei z̄ ∈ ∑4gc. Dann existiert eine C∞-lokale Koordinatentransfor-
mation, so dass lokal M(t) folgende kanonische Form hat:










yl = 0, l = n−m + 2, · · · , n.
(4.43)
Situation 2: (Jo(z̄) 6= ∅)

















yl ≥ 0, l = c + 1, · · · , c + d + e,
y1 = 0, l = c + d + e + 1, · · · , n,
c = n−m− |Jo(z̄)|+ 1, δ ∈ {−1, 1},
d + e = |Jo(z̄)| − 1, c 6= 0.
(4.44)
z̄ ist ein quadratischer Rückkehrpunkt wie ein Punkt vom Typ 3, aber
die Situation ist schwieriger. Nach einem Punkt z̄ ∈ ∑4gc ∩∑loc geht ein
lokaler Minimalpunkt in einen lokalen Maximalpunkt über. Für t hinrei-
chend nahe bei t̄, t < t̄, bestimmen wir einen lokalen Maximalpunkt (xmax(t), t)
nach dem Rückkehrpunkt z̄ sowie eine lineare Abstiegsrichtung r im Punkt
xmax(t) für P(t). Dann wenden wir ein Abstiegsverfahren mit Startpunkt
xmax(t) und Richtung r an, um einen lokalen Minimalpunkt x̃min(t) für
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P(t) zu finden. Sei xmin(t) der lokale Minimalpunkt von P(t), der nach
dem Rückkehrpunkt z̄ in xmax(t) übergeht. Es gibt dann zwei Fälle:
Fall 1 Der Wert der Zielfunktion f nimmt ab.
Dann gilt x̃min(t) 6= xmin(t), d.h. der Sprung auf eine andere Zu-
sammenhangskomponente ist erfolgreich.
Fall 2 Der Wert der Zielfunktion f nimmt zu.
In diesem Fall wird die zugehörige Zusammenhangskomponente
der Restriktionsmenge leer und das Abstiegsverfahren führt wieder
zum Punkt xmin(t), d.h. x̃min(t) = xmin(t). Wir bleiben auf derselben
Zusammenhangskomponente, ein Sprung ist nicht möglich.
Folgender Satz liefert ein Entscheidungskriterium über die Existenz ei-
nes Sprunges in einem Punkt vom Typ 4.
Satz 22 ([34]) Seien f , gj ∈ C∞(Rn × R, R), j ∈ J = {1, · · · , s} und z̄ =
(x̄, t̄) ∈ ∑4gc mit Jo(z̄) = {1, · · · , p}, p ≥ 1. µ̄1, · · · , µ̄p seien die bis auf ein









sei DtL(z̄) 6= 0. Ferner sei δ = sign(−DtL(z̄)). Dann existiert in Umgebung
vom z̄ ein C∞−Diffeomorphismus ψ : (x, t) → (ψ1(x, t), ψ2(t)), Dψ2(t) > 0,
so dass
(i) ψ(x̄, t̄) = (0n, 0),
(ii)


















mit y1, · · · , yp−1 ≥ 0 und δ ∈ {−1, +1}. Dabei ist k die Anzahl der
negativen ᾱj, ᾱj =
µ̄j
µ̄p
, j = 1, · · · , p− 1, und l ist die Anzahl der negativen
Eigenwerte von D2xL|T(z̄),
T(z̄) = {w ∈ Rn|Dxgj(x̄, t̄)w = 0, j = 1, · · · , p− 1}.
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Kriterium 1 ([16]) Nach einem Rückkehrpunkt z̄ ∈ ∑gc ∩∑loc geht ein loka-
ler Minimalpunkt in einen lokalen Maximalpunkt über. Im Fall δ = 1 nimmt
der Wert der Zielfunktion f ab und der Sprung zu einer anderen Zusammen-
hangskomponente in ∑loc ist möglich. Im anderen Fall δ = −1 nimmt der Wert
der Zielfunktion f zu und der Sprung zu einer anderen Zusammenhangskom-
ponente ist nicht möglich. Wir bemerken, dass in diesem Fall die entsprechende
Komponente der zulässigen Menge leer wird.
Typ 5 Sei z̄ ein Punkt vom Typ 5.
Falls die Bedingung MFCQ erfüllt ist, so gibt es eine Fortsetzung in ∑loc.
Falls MFCQ verletzt ist, so gibt es keine Fortsetzung und wir haben keinen
Vorschlag für einen Sprung.
Der Algorithmus Jump I
Jump I arbeitet in ∑loc. Ausgehend von dem bekannten lokalen Mi-
nimalpunkten xo für P(0) berechnen wir mit PATH II eine kompak-
te Zusammenhangskomponente in ∑̄loc für wachsende t. Falls ein
Rückkehrpunkt auftritt, versuchen wir, mit einem Abstiegsverfah-
ren auf eine andere Zusammenhangskomponente zu springen. Lei-
der können wir nicht in jedem Rückkehrpunkt eine Abstiegsrichtung
finden. Der Algorithmus Jump I ist in [16] ausführlich erläutert.
Sprünge in der Menge der verallgemeinerten kritischen Punkte und der
Algorithmus Jump II*
Jump II* dient zur Bestimmung von so viel Zusammenhangskomponen-
ten von ∑gc wie möglich. Er bietet mehr Möglichkeiten an, von einer Zu-
sammenhangskomponente von ∑gc auf eine andere zu springen.
Sei C = C(xo, 0) eine Zusammenhangskomponente in ∑gc mit (xo, to) ∈
∑1gc und betrachten C|[tA ,tB ]
. Durch Anwendung von Algorithmus PATH III
mit dem Startpunkt (xo, to) ∈ ∑1gc nehmen wir an, dass C|[tA ,tB ] numerisch
vollständig beschrieben ist und wir haben eine (hinreichend feine) Diskre-
tisierung vom Intervall [tA, tB]:
t−q1 < · · · < to < · · · < ti < ti+1 < · · · < tr1
und die zugehörige Menge von g.c. Punkten
C|[t=ti] := {(x, ti) ∈ R
n ×R | (x, ti) ∈ C},
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wobei t−q1 ∈ [tA, to], tr1 ∈ (to, tB]. C|[t=ti ] , i ∈ {−q1, · · · , 0, · · · , r1} ist dann
eine endliche Menge.
Für alle ti, i ∈ {−q1, · · · , 0, · · · , r1} kann man einfach Punkte x̂(ti) und
x̄(ti) berechnen mit
f (x̂(ti), ti) ≤ f (x, ti) ∀(x, ti) ∈ C |[t=ti]
f (x̄(ti), ti) ≤ f (x, ti) ∀(x, ti) ∈ C |[t=ti] .
x̂(ti) und x̄(ti) müssen nicht eindeutig bestimmt sein.
Es gibt folgende Möglichkeiten, um zu einer anderen Zusammenhangs-
komponente in ∑gc zu springen:
Situation 1:
(4.46) ∃io ∈ {−q1, · · · , 0, · · · , r1} mit (x̂(tio), tio) ∈ ∑
1
gc \∑stat.
Die Abstiegsrichtung ξ ∈ Rn, ξ 6= 0 kann wie üblich berechnet wer-
den, d.h. durch Lösung von:
(4.47)
Dx f (x̂(tio), tio)ξ < 0, Dxhi(x̂(tio), tio)ξ = 0 i ∈ I,
Dxgj(x̂(tio), tio)ξ ≤ 0, j ∈ Jo(x̂(tio), tio)
(für (x̄(tio), tio) ∈ ∑
1
gc \∑stat, betrachten wir − f (x, tio)).
Situation 2:
(4.48) ∃io ∈ {−q1, · · · , 0, · · · , r1} mit (x̂(tio), tio) ∈ ∑
1
stat \∑loc
Die Abstiegsrichtung ξ ∈ Rn, ξ 6= 0 kann nicht wie in (4.47) berech-





‖ξ‖ = 1, Dxhi(x̂(tio), tio)ξ = 0, i ∈ I
Dxgj(x̂(tio), tio)ξ ≤ 0, j ∈ Jo(x̂(tio), tio)
}
.
Wegen (4.48) ist D2xL(x(tio), tio)|T(x(tio ),tio ) nicht singulär und nicht
positiv definit, und wir haben in (4.49) ein nicht einfach zu lösendes
Problem. Die Abstiegsrichtung kann genauso wie in (4.41) berechnet
werden([50]). (Für (x̄(tio), tio) ∈ ∑
1




∃io ∈ {−q1, · · · , 0, · · · , r1} mit (x̂(tio), tio) ∈ ∑
2
gc ∩∑stat,
und (x̂(tio), tio) ist ein Rückkehrpunkt in ∑stat
Man nehme als Abstiegsrichtung die in (4.41) angegebene Abstiegs-
richtung.
Situation 4
(4.51) ∃io ∈ {−q1, · · · , 0, · · · , r1} mit (x̂(tio), tio) ∈ ∑
3
gc.
Man nehme als Abstiegsrichtung die in (4.42) angegebene Abstiegs-
richtung.
Situation 5
(4.52) ∃io ∈ {−q1, · · · , 0, · · · , r1} mit (x̂(tio), tio) ∈ ∑
4
loc,
und δ = 1 (siehe Abbildung 1.1) oder die Zielfunktionswerte neh-
men ab, wobei δ wie in Satz 22 definiert ist. Man berechne einen
Punkt (xmax(t), t) (Abbildung 1.1). xmax(t) ist ein lokaler Maximal-
punkt für P(t) und auch Startpunkt des Abstiegsverfahrens, um eine
andere Zusammenhangskomponente in ∑gc zu bestimmen.
Situation 6
(4.53) ∃io ∈ {−q1, · · · , 0, · · · , r1} mit (x̂(tio), tio) ∈ ∑
4
gc \∑loc.
Analog wie in Situation 5, gibt es immer eine Abstiegsrichtung damit
der Sprung zur einer anderen Zusammenhangskomponente von ∑gc






Im Mittelpunkt unserer Untersuchungen steht das mehrkriterielle Opti-
mierungsproblem, in einer beliebigen nichtleeren Menge M ⊂ Rn. Zu
dessen Lösung betrachten wir ein Dialogverfahren, in dem der Entschei-
dungsträger in jedem Schritt seine Wünsche äußert. Bei der Bestimmung
einer Lösung, die den Entscheidungsträger zufriedenstellt, müssen wir ein
im Allgemeinen nichtkonvexes und nicht triviales skalares Optimierungs-
problem lösen. Zur Lösung dieses Problems werden wir in diesem Ka-
pitel zwei Klassen einparametrischer Optimierungsprobleme, die wir als
“verallgemeinerte innere Einbettungen” bezeichnen, bezüglich eines kon-
vexen Ordnungskegels D ⊂ Rl untersuchen. Dabei spielen polyedrische
Kegel wie D = Rl+ eine grosse Rolle. Im Gegensatz zu der in [20] unter-
suchten Standardeinbettung sind die in diesem Kapitel betrachteten Ein-
bettungen durch die Skalarisierungen der Vektoroptimierungsprobleme
mittels streng monotoner skalarisierender Funktionen, die in der Literatur
eine große Rolle spielen, motiviert. Diese Untersuchung wird unter dem
Gesichtspunkt der Theorie der einparametrischen Optimierungsprobleme
durchgeführt. Sie umfasst z.B. Fragestellungen nach der Art der Singulari-
täten, die für die verschiedenen Einbettungen auftreten können, und nach
den Bedingungen, unter denen eine Zusammenhangskomponente in der
Menge stationärer oder verallgemeinerter kritischer Punkte mit Hilfe von




In dieser Arbeit wollen wir uns auf das Vektoroptimierungsproblem
min {f(x) = ( f1(x), . . . , fl(x)) | x ∈ M}(VOP)
konzentrieren, wobei sich die Restriktionsmenge M durch endlich viele
Ungleichungen in der Form
M :=
{




J := {1, . . . , s}, L := {1, . . . , l}(5.2)
schreiben lässt. Ferner werden wir annehmen, dass die Funktionen
fk, gj, k ∈ L, j ∈ J aus Cq(Rn, R) sind, wobei q ∈ {2, 3}.
Sei nun µ1 ∈ Rl der Wunsch des Entscheidungsträgers in einem be-
stimmten Schritt unseres Dialog-Verfahrens (siehe Einleitung). Die Zahlen
µ1k, k ∈ L1 und µ1k, k ∈ L \ L1 beschreiben jeweils die so genannten aspira-
tion und reservation level. Der Entscheidungsträger ist dann „zufrieden“,
falls wir ausgehend von einem Startpunkt xo ∈ M das folgende äquiva-
lentes Problem lösen:




x ∈ M | f(x) ≤D µ1
}
µ1 ∈ Rl,
und ≤D eine Halbordnung bezüglich des konvexen Kegels D in Rl ist.
Definition 34 (i) Der Wunsch µ1 ∈ Rl heißt realistisch, falls Mµ1 6= ∅.
(ii) Ein Punkt x̂ ∈ Mµ1 heißt Goal-Realizer.
Definition 35 Sei µ ∈ Rl. Die Menge
(5.5) Sµ = (µ− D) ∩ f(M).
wird als Ausschnitt von f(M) bezeichnet.
Wir gehen von der Aufgabe (VOP) aus und setzen Folgendes voraus:
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(C1) M ist eine nichtleere Teilmenge des Rl und kompakt.
(C2) µ1 ist ein realistischer Wunsch.
Bemerkung 4 Die Bedingung (C1) ist natürlich und sichert uns die Kompakt-
heit der Bildmenge f(M) = {f(x) ∈ Rl | x ∈ M}. Falls die Menge M nicht
kompakt ist, betrachten wir die Menge M ∩
{
x ∈ Rn | ‖x‖2 ≤ q
}
6= ∅, wobei
q > 0 hinreichend groß ist. Dagegen ist (C2) technischer Art.
Obwohl wir an der Bestimmung eines realistischen Wunsches interessiert
sind, wollen wir aber nicht ausschließen, dass dies zugleich ein effizienter
Punkt ist. Die Existenz eines effizienten Punktes in f(M) kann mit Hilfe
nachstehenden Satzes gesichert werden.
Satz 23 (Ehrgott[7], Jahn[31], Göpfert und Nehse[14]) Es sei Y eine nicht-
leere Untermenge des Rl. Weiterhin sei Rl durch einen abgeschlossenen Kegel D
partiell geordnet. Y habe einen kompakten Ausschnitt (section), d.h., es gebe ein
yo ∈ Y mit
(5.6) Yyo = {y ∈ Y | y ≤D yo} = (yo − D) ∩Y
kompakt. Dann ist die Menge der effizienten Punkte von Y nicht leer
(E(Y, D) 6= ∅).
Als Folgerung aus Satz 23 ergibt sich das folgende Resultat bezüglich. un-
seres Vektoroptimierungsproblems (VOP).
Satz 24 Es seien die Bedingungen (C1) und (C2) erfüllt. Ist der Kegel D abge-
schlossen, so ist E(f(M), D) 6= ∅.
Beweis. Aus (C1) und der Stetigkeit der Vektorfunktion f folgt die Kom-
paktheit von f(M). Da (C2) erfüllt ist, existiert ein x̂ ∈ M mit f(x̂) ∈
(µ1 − D) ∩ f(M) = Sµ1 . Sµ1 ist nicht leer und somit ein Ausschnitt von
f(M). Sµ1 ist kompakt, da µ
1 − D abgeschlossen ist
Mit Hilfe des Satzes 12 können wir unmittelbar die Existenz von effizi-
enten Punkten in der Menge der zulässigen Entscheidungen M bezüglich
unseres Problems (VOP) sichern:
Folgerung 1 Es sei D ein abgeschlossener Kegel in Rl und M erfülle die Bedin-
gung (C1), so gilt E(M, D) 6= ∅.
Mit Hilfe der Definition 20 der Kegel-Halbstetigkeit können wir die Kom-
paktheit von Mµ1 sichern.
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Satz 25 Seien f die multikriterielle Bewertungsfunktion unseres Vektoroptimie-
rungsproblems (VOP) und D ein konvexer abgeschlossener Ordnungskegel. Dann
ist Mµ1 kompakt.
Beweis. Wegen Definition 20 und der Stetigkeit von f ist f−1(µ1 − D) ab-
geschlossen. Die Behauptung folgt dann aus Mµ1 = M∩ f−1(µ1−D) und
der Abgeschlossenheit von f−1(µ1 − D)
Für weitere Untersuchungen in unserer Arbeit wollen wir für das Vek-
toroptimierungsproblem (VOP) noch Folgendes voraussetzen:
(C3) Der konvexe Ordnungskegel D ist abgeschlossen.
Um das in jedem Dialogschritt auftretende Problem (5.3) zu lösen, schla-
gen wir folgende Skalarisierung vor:
min
{
ψ ◦ f(x) | x ∈ Mµ
}
, µ ∈ Rl,(Pµ)
wobei ψ eine über f(Mµ) streng monoton wachsende Funktion ist (sie-
he Definition 21). Es sei bemerkt, dass der Vektor µ ∈ Rl einen beliebi-
gen Wunsch des Entscheidungsträgers darstellt. Für das skalare Optimie-
rungsproblem Pµ bezeichnen wir mit ψglob(Pµ) (ψloc(Pµ) die Menge seiner
globalen bzw. lokalen Minimalpunkte. Aus Satz 13 ergibt sich:⋃
µ∈Rl
ψglob(Pµ) j E(M, D),(5.7)
⋃
µ∈Rl
ψloc(Pµ) j Eloc(M, D).(5.8)
Aus µ ∈ Rl, l ≥ 2 ersehen wir, dass das Problem Pµ multiparametrisch
ist. Wir betrachten die in Guddat et al. [17] für den Kegel Rl+ behandelten
multiparametrischen Probleme P1(µ), P2(µ) und P3(µ). Hier verwenden







λoi ( fi(x)− µi) + v






















v | x ∈ M, f j(x)− v ≤ µj, j = 1, . . . , l
}
.(P3(µ))
Dann können wir einen wesentlichen Unterschied zu dem in unserer Ar-
beit betrachteten Problem Pµ feststellen:
54
• Obwohl P1(µ) durch eine streng monotone wachsende Funktion (sie-
he Wierzbicki [59])
(5.9) s(f(x), µ) = max
i∈{1,...,l}




λoi ( fi(x)− µi)
motiviert ist, wobei λi > 0, i ∈ L und δ ∈ (0, 1) fest ist, muss ein
lokaler Minimalpunkt von P1(µ) nicht notwendig ein Goal-Realizer
sein. Dies ist nur der Fall, falls λo = (1, . . . , 1) und der Parameter
v verschwindet. Zudem liegt die zugehörige Restriktionsmenge in
einem Raum höherer Dimension (Rn+1).
• P2(µ) eignet sich nur zur Bestimmung eines effizienten Punktes. Ver-
langt man zusätzlich f(x) ≤ µ1, dann erhalten wir ein Problem vom
Typ Pµ.
• Ein lokaler Minimalpunkt von P3(µ) ist ein lokaler schwach effizi-
enter Punkt. Er ist ein Goal-Realizer nur, wenn der Parameter v ver-
schwindet.
Unser Hauptproblem Pµ ermöglicht die Kombination zweier Ziele, näm-
lich die Bestimmung eines Goal-Realizers, der zugleich ein effizienter Punkt
sein kann.
Um Kurvenverfolgungsalgorithmen anwenden zu können, wurde in
[17] mit Hilfe einer Dialog-Prozedur eine Reduzierung von Pµ zu einer
Folge einparametrischer Optimierungsprobleme vorgeschlagen. Dies wur-
de durch die Betrachtung bestimmter Punkte µo und µ1 aus Rl und deren
Verbindungsstrecke {µ ∈ Rl | µo + t(µ1− µo), t ∈ [0, 1]} erreicht. Auf die-
ser Weise erhalten wir einparametrische Optimierungsprobleme folgender
Art:
(5.10) Pu(t) := P(µo+t(µ1−µo)),
wobei
(5.11) u(t) := µo + t(µ1 − µo), t ∈ [0, 1].
In dieser Arbeit erweitern wir dieses Konzept, indem wir eine Funktion
u : I −→ Rl betrachten, wobei I ein beliebiges Intervall in R ist. Im näch-
sten Abschnitt werden wir Eigenschaften der Funktion u untersuchen. Der
Punkt µo in (5.10) kann ein während der Dialog-Prozedur berechneter und
nicht zufriedenstellender Wunsch des Entscheidungsträgers sein.
55
5.2 Verallgemeinerte Einbettungen basierend auf
streng monoton wachsende Skalarisierungs-
funktionen
Im Abschnitt 5.1 wurde bereits angedeutet (siehe (5.10)), wie aus dem
Hauptproblem Pµ mit Hilfe der Dialogprozedur einparametrische Proble-
me konstruiert werden können. Das Ziel ist es nun, diese Einbettungen un-
ter dem Gesichtspunkt der Theorie der einparametrischen Optimierungs-
probleme zu untersuchen. Hinter dieser Herangehensweise steht die Be-
nutzung der Kurvenverfolgungsmethode für die Berechnung eines Goal-
Realizers.
Betrachtet wird zunächst das folgende einparametrische Optimierungs-
problem
min {ψ ◦ f(x) | x ∈ Mu(t)} ,(Pu(t))
wobei
Mu(t) = {x ∈ M | f(x) ≤D u(t)}(5.12)
unter den Voraussetzungen (C1) - (C3) und
(C4) ψ ist eine auf f(M) streng D-monoton wachsende Funktion mit ψ ◦
f ∈ Ck(Rn, R), k ≥ 3
(C5) u ∈ Ck(I; Rl) mit k ≥ 1 mit folgenden Eigenschaften:
• I ist ein Intervall in R mit [0, 1] j I
• u(t) = (u1(t), . . . , ul(t))
• u(0) = µo und u(1) = µ1 (der realistischer Wunsch).
Betrachtet man die Restriktionsmenge Mu(t) mit der Funktion (5.11), dann
kann im nichtkonvexen Fall die Restriktionsmenge für einen gewissen Pa-
rameterwert t̄ ∈ I leer werden, wie man anhand der Abbildung 5.1 deut-
lich erkennen kann, wenn man den Kegel −D entlang der Verbindungs-
strecke [µo, µ1] verschiebt. Wendet man die im Kapitel 4 beschriebenen
Kurvenverfolgungsmethoden an, so können in diesem Fall Singularitäten
vom Typ 5 auftreten, bei der die MFCQ verletzt ist (siehe Abbildung 4.1
(l)(m)). Die Diskretisierung des Intervalls [0, 1] kann in diesem Fall nicht
berechnet werden. Somit kann auch kein Goal-Realizer gefunden werden.
Es stellt sich zunächst folgende Frage:
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• Frage 1: Für welche Funktionen u : I −→ Rl mit u(1) = µ1 gilt
(5.13) Mu(t) 6= ∅, ∀t ∈ I ⊇ [0, 1]?
Zur Beantwortung der Frage 1 wollen wir zunächst in der nächsten Defini-
tion den Begriff einer monoton fallenden Funktion aus Co(I, Rl) bezüglich
eines konvexen Kegels D einführen.
5.2.1 D-monoton fallende Kurven
Definition 36 Sei u : I −→ Y eine auf dem Intervall I stetige Funktion mit
Y j Rl und I ⊂ R. Die Funktion u heißt D-monoton fallend auf I, falls für jedes
t1, t2 ∈ I Folgendes gilt:
(5.14) t1 ≤ t2 =⇒ u(t1)− u(t2) ∈ D (u(t2) ≤D u(t1)) .
Die Menge aller solchen Funktionen bezeichnen wir mit U(I).
Nun können wir mittels nachstehenden Satzes eine Antwort auf Frage
1 liefern.
Satz 26 Sei D ⊂ Rl ein konvexer Kegel und u eine auf dem Intervall I D-
monoton fallende Funktion. Weiterhin gebe es ein t̄ ∈ I mit Mu(t̄) 6= ∅. Dann
gilt:
(i) Mu(t) 6= ∅, ∀t ≤ t̄, t ∈ I.
(ii) t1 ≤ t2 ⇒ Mu(t1) ⊇ Mu(t2), ∀t1, t2 ≤ t̄.
Beweis. (i) fogt aus (ii) und der Voraussetzung Mu(t̄) 6= ∅. Wir beweisen
(ii). Sei t1 ≤ t2 und x ∈ Mu(t2). Wir zeigen, dass x ∈ Mu(t1). Wegen der
Zulässigkeit von x in Mu(t2) und (5.12) gilt f(x) ≤D u(t2), d.h.:
(5.15) d1 = u(t2)− f(x) ∈ D.
Da u eine D-monoton fallende Funktion ist, gilt:
(5.16) d2 = u(t1)− u(t2) ∈ D.
Wegen der Konvexität des Kegels D (vgl. Satz 8) gilt d1 + d2 = u(t1) −
f(x) ∈ D, d.h. f(x) ≤D u(t1). Aus (5.12) folgt x ∈ Mu(t1)
Folgerung 1 Seien (C2) und (C5) mit u ∈ U(I) erfüllt. Dann gilt:
(5.17) Mu(t) 6= ∅, ∀t ≤ 1.
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Wie können die Elemente aus U(I) aussehen? Der nachstehende Satz lie-
fert eine Antwort.
Satz 27 Seien D j Rl ein konvexer Kegel und µ1 ∈ Rl der realistische Wunsch
des Entscheidungsträgers. Dann ist die durch
(5.18) ud(t) := µ1 + (1− t)d, d ∈ D, d 6= 0, t ∈ (−∞, 1].
definierte Funktion ud D-monoton fallend.
Beweis. Sei t1 ≤ t2. Dann folgt ud(t1)− ud(t2) = (t2 − t1)d ∈ D, da D ein
Kegel ist. Somit ist ud ∈ U(−∞, 1]
Abbildung 5.1: Konstruktion nichtleerer Abschnitte
Einige Beispiele D-monoton fallender Kurven
Beispiel 3 Seien µ1 ∈ Rl der Wunsch des Entscheidungsträgers und xo ∈ M
so gewählt, dass f(xo)− µ1 6∈ −D. Wir definieren eine Kurve in Rl durch
(5.19) r(t) := µ1 + (1− t)(f(xo)− µ1)D, t ∈ (−∞, 1].
Hierbei beschreibt (f(xo)− µ1)D die Projektion des Vektors f(xo)− µ1 auf den
Kegel D. Wegen Satz 27 ist die Funktion r D-monoton fallend.
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Betrachtet man nun speziell den Kegel D = Rl+, dann erhält man
(f(xo)− µ1)D =
(
max{ f1(xo)− µ11, 0}, . . . , max{ fl(xo)− µ1l , 0}
)
.(5.20)
Beispiel 4 Sei D = Rl+ und xo ∈ M. Wir definieren die Funktion
(5.21) ud(t) := µ1 + (1− t)d(xo, µ1), d(xo, µ1) ∈ Rl,
wobei
(5.22) dj(xo, µ1) := | f j(xo)− µ1j |, j ∈ {1, . . . , l}.
Dann ist ud D-monoton fallend.
Bemerkung 5 Der in den Beispielen 3 und 4 betrachtete Punkt xo kann beliebig
aus dem Rn gewählt werden.
Mit den in (5.20) und (5.21) angegebenen Beispielen lässt sich die Restrik-
tionsmenge konkret für den Kegel Rl+ wie folgt ausdrücken:
Mr(t) =
{











In diesem Abschnitt untersuchen wir die Art der Singularitäten, die bei
der Kurvenverfolgung mit dem Problem Pu(t) auftreten können.
Wir konzentrieren uns auf den Fall, in dem der Ordnungskegel D po-
lyedrisch ist. In diesem Falle lässt sich D (siehe Definition 14 ) mit Hilfe
endlich vieler Elemente yj ∈ Rl, j = 1, . . . , s in der Form




αjyj, αj ≥ 0, j = 1, . . . , q}
darstellen. Nach Lemma 1 hat man die Darstellung
(5.26) D = {y ∈ Rl | 〈w, y〉 ≥ 0, ∀w ∈ D∗}
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mit Hilfe des polaren Kegels D∗. Nach Weyl (siehe Lemma 2) ist D∗ poly-
edrisch. Damit gibt es wj, j = 1, . . . , q, mit
(5.27) D = {y ∈ Rl | 〈wj, y〉 ≥ 0, j = 1, . . . , q}, bzw.
(5.28) D = {y ∈ Rl |WTy ≥ 0},
wobei W eine l × q-Matrix ist mit W = [w1, . . . , wq].




x ∈ M | f̄ j(x) ≤ ūj(t), j = 1, . . . , q
}




x ∈ Rn | gj(x, t) ≤ 0, j = 1, . . . , s + q
}
, t ∈ (−∞, 1],
(5.30)
wobei
(5.31) f̄ j(x) := 〈wj, f(x)〉, ūj(t) := 〈wj, u(t)〉, j = 1, . . . , q
(5.32) gj(x, t) :=
{
gj(x), für j ∈ J
f̄i(x)− ūi(t), für j = s + i, i = 1, . . . , q.
Nimmt man an, dass
Ker WT = {y | Ay = 0} = {0}
(d.h. D ist ein spitzer Kegel), so lässt sich dieser Fall mit Hilfe des nachste-
henden Lemmas auf den Fall der Pareto-Ordnung D = Rl+ zurückführen.
Lemma 5 Sei D ein nichttrivialer Kegel mit int D 6= ∅ und D = {d ∈ Rl | Ad ≥ 0},
wobei A eine q× l-Matrix mit Ker A = {0} ist. Dann gilt
(a) E(f(M), D) = {y ∈ f(M) | Ay ∈ E(A(f(M)), Rq+)},
(b) Ew(f(M), D) = {y ∈ f(M) | Ay ∈ Ew(A(f(M)), Rq+)}.
Beweis.
(a) Folgt aus dem Lemma 2.3.4 in [51] für Y = f(M).
60
(b) Sei y̌ ∈ f(M). Wegen Definition 17 gilt y̌ 6∈ Ew(f(M), D) genau dann,
wenn ein y ∈ f(M) existiert mit y ∈ (y̌− int D) ∩ f(M). Und das gilt
genau dann, wenn y̌− y ∈ int D. Da KerA = {0} gilt y̌− y ∈ int D
genau dann, wenn Ay̌ > Ay. D.h. y̌ 6∈ Ew(f(M), D) genau dann, wenn
Ay̌ 6∈ Ew(A(f(M)), Rq+)
Bemerkung 6 Wegen Definition 19 erhält man lokal die gleichen Ergebnisse wie
in Lemma 5 für Eloc(f(M), D) und Elocw(f(M), D). Die Menge E(M, D) der
effizienten bzw. Ew(M, D) der schwach effizienten Punkte in M lassen sich mit
Hilfe von E(f(M), D) bzw. Ew(f(M), D) wie in (3.15) bzw. (3.16) (vgl. Defini-
tion 18) angeben. Das gleiche gilt für die Mengen Eloc(M, D) und Elocw(M, D)
(vgl. (3.17 und (3.18)).
Lemma 6 Sei D ein polyedrischer Kegel mit D = {d ∈ Rl | Ad ≥ 0}, wobei
A eine q × l-Matrix ist. Ist u auf dem Intervall I D-monoton fallend, so ist ū
definiert durch
(5.33) ū(t) := A(u(t)) ∀t ∈ I
auf I Rq+-monoton fallend.
Beweis. Sei t1 ≤ t2. Aus u D-monoton fallend folgt u(t1)− u(t2) ∈ D. We-
gen Definition von D ist A(u(t1)− u(t2)) ≥ 0, d.h. A(u(t1)) ≥Rq+ A(u(t2))
Nun sind wir in der Lage mit Hilfe des Lemmas 5 das ursprüngliche
Vektoroptimierungsproblem (VOP) bezüglich eines polyedrischen Kegels





f̄1(x), . . . , f̄q(x)
)
| x ∈ M
}
,(VOP)
wobei die Funktionen fk, k ∈ Q := {1, . . . , q} durch (5.31) definiert sind










x ∈ M | f̄(x) ≤ A(u(t))
}
(5.34)
mit der in (5.33) definierten Kurve wohldefiniert, d.h. für die Restriktions-
menge Mū(t) gelten die Aussagen des Satzes 26.
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Weiterhin bezeichnen wir die g.c. Punkte von Pū(t) mit ∑gc(Pū(t)). Wir
interessieren uns nun für Punkte aus ∑gc(Pū(t)), in denen die MFCQ ver-
letzt ist. Aus dem Kapitel 4 (vgl. Satz 19) wissen wir, dass solche Punkte
unter der JJT-Regularität von Pū(t) Singularitäten vom Typ 4 oder 5 sind.
Sei
(5.35) J f̄o (x, t) := {s + j | f̄ j(x) = ūj(t), j ∈ Q}, t ∈ (−∞, 1]
die Menge der in (x, t) ∈ Rn ×R aktiven Restriktionen, die von den Ziel-
funktionen f̄i, i ∈ Q abhängen. Mit
(5.36) JGo (x) =
{
j ∈ J | gj(x) = 0
}
.
bezeichnen wir die Menge der in x aktiven Ungleichungsrestriktionen,
die die Menge M beschreiben. Dann gilt:
Satz 28 Sei D ein nichttrivialer polyedrischer Kegel mit int D 6= ∅ und D = {d ∈ Rl | Ad ≥ 0},
wobei A eine q× l-Matrix mit Ker A = {0} ist und x̄ ∈ Elocw(M, D) ∩Mū(t̄).
Falls JGo (x̄) 6= ∅ und J
f̄
o (x̄, t̄) 6= ∅, dann ist die MFCQ für das Problem Pū(t̄)
an der Stelle z̄ = (x̄, t̄) nicht erfüllt.
Beweis. Wir betrachten das Problem Pū(t̄) und nehmen an, dass die MFCQ
an der Stelle z̄ erfüllt ist. Da J fo (x̄, t̄) 6= ∅, existieren ein Index ĵ ∈ Q mit
(5.37) gs+ ĵ(x, t) = f̄ ĵ(x)− ū ĵ(t)
und ein Vektor ξ ∈ Rn derart, dass
(5.38) Dxgs+ ĵ(x̄, t̄)ξ = Dx f̄ ĵ(x̄)ξ < 0.
Setzen wir




φ′(λ) = Dx f̄ ĵ(x̄ + λξ̃)ξ̃







Wegen φ′(0) = Dx f̄ ĵ(x̄)ξ̃ < 0 und
o(|λ|)
λ −→ 0, λ −→ 0 existiert ein






φ′(0) für alle λ ∈ (0, λ̄).
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Schließlich haben wir
φ(λ) ≤ φ(0) + 1
2
φ′(0)λ < φ(0).
Wegen (5.39) erhalten wir
f̄ ĵ(x̄ + λξ̃) < f̄ ĵ(x̄), ∀λ ∈ (0, λ̄).
Wegen der Stetigkeit der Funktionen gj, j ∈ J, existiert ein λ̌ > 0, so dass
gj(x̄ + λξ̃) ≤ 0 für alle j ∈ J und λ ∈ (0, λ̌). Setzt man λ1 = min{λ̄, λ̌}, so
folgt insgesamt
(5.40) f̄ ĵ(x̄ + λξ̃) < f̄ ĵ(x̄) ∀λ ∈ (0, λ̄1) und x̄ + λξ̃ ∈ M.
Wegen (5.40) kann x̄ kein lokaler schwach effizienter Punkt von VOP be-
züglich D = Rq+ sein, was wegen Lemma 5 x̄ ∈ Elocw(M, D) widerspricht
Wir haben angenommen, dass der Ordungskegel D polyedrisch und
spitz ist. Somit folgt aus Satz 7, dass D scharf ist. Unter dieser Vorausset-
zung kann man zeigen (siehe [61]), dass der Polarkegel D∗ nichtleer ist
und einen nichtleeren Unterraum besitzt. Der Polarkegel lässt sich jetzt
mit Hilfe der “Kantenvektoren” ausdrücken.
Definition 37 [40] Seien K ein polyedrischer Kegel und L das Orthogonalkom-
plement des in K enthaltenen maximalen linearen Unterraumes. Ein Einheitsvek-
tor w ∈ K ∩ L heißt Kantenvektor von K ∩ L, falls w sich nicht durch Vektoren
aus (K ∩ L) \ C(w) positiv kombinieren lässt, d.h. es existieren keine Vektoren
x, y ∈ (K ∩ L) \ C(w) und Zahlen α, β ≥ 0 mit w = αx + βy, wobei C(w) der
eindimensionale Kegel ist, der von w erzeugt wird.
Seien nun vi, i = 1, . . . , p die Kantenvektoren des negativen Polarkegels
−D∗ von D, dann lässt sich −D∗ (siehe [39]) wie folgt darstellen:




αivi, αi ≥ 0}.
Wir betrachten folgende Matrix, deren Spalten sich aus den Kantenvekto-
ren vi und der Ableitungen von f(x) zusammensetzen:
(5.42) F(x) = [∇f(x)Tv1, . . . ,∇f(x)Tvp] ∈ Rn×p.
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Sei C(x) der von den Spaltenvektoren von F(x) erzeugte Kegel,
(5.43) C(x) = {y ∈ Rn | y = F(x)ξ, ξ ≥ 0, ξ ∈ Rp}.
Der Polarkegel und der offene Polarkegel von C(x) sind wie folgt angege-
ben:
P(x) = {y ∈ Rn | F(x)Ty ≥ 0}(5.44)
Po(x) = {y ∈ Rn | F(x)Ty > 0}.(5.45)
Das folgende Lemma als Folgerung aus den Ergebnissen von Tamura und
Miura[40] sichert das Erfülltsein der Voraussetzung J f̄o (x̄, t̄) 6= ∅ des obi-
gen Satzes an jedem (schwach) effizienten Punkt.
Lemma 7 Sei D ein Ordnungskegel mit int(D) 6= ∅, wobei sein negativer Po-
larkegel −D∗ wie in (5.41) definiert ist. Weiterhin gelte Po(x) 6= ∅ für x ∈
Elocw(M, D). Dann gilt
(5.46) x ∈ ∂M.
Beweis. Die Behauptung ist für int(M) = ∅ trivial. Sei x ∈ Elocw(M, D),
dann ist x wegen der Äquivalenz der Definition 19 und Definition 2.1 (in
[40]) ein lokaler nichtdominierter Punkt (im Sinne der Definition 2.1 in
[40]). Aus Po(x) 6= ∅ und int(M) = ∅ folgt durch die Anwendung des
Lemma 3.1 ([40]), dass jeder schwach effiziente Punkt x auf dem Rand
von M liegt
Folgerung 2 Es gilt
(5.47) Elocw(M, D) j ∂M.
Der Einfachheit halber dürfen wir immer das Problem (VOP) mit dem
Kegel D = Rl+ betrachten (vgl. Lemma 5), falls der Ordnungskegel des ur-
sprünglichen Problems ein beliebiger spitzer polyedrischer Kegel ist. Wir
können dann die Indexmengen L mit Q identifizieren.
Seien
∑loce f f := {(x, t) ∈ ∑gc | x ∈ Eloc(M)},(5.48)
∑locw := {(x, t) ∈ ∑gc | x ∈ Elocw(M)}.(5.49)
die Mengen der lokal schwachen bzw. effizienten Punkte.
Als Folgerung des Satzes 28, können wir unter der Annahme der JJT-
Regularität des Problems (ψ ◦ f , G, fu) das Verhalten der Indexmenge Jo(z)
in einem Punkt vom Typ 2 und 4 beschreiben.
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Verhalten in einem Punkt vom Typ 2 und 4
In [16] wurde gezeigt, dass bei der Verfolgung einer Kurve in ∑loc(P(t))
für ein beliebiges einparametrisches Optimierungsproblem P(t) drei Si-
tuationen in einem Punkt z̄ vom Typ 2 auftreten können. Da bei einer ge-
eigneten Wahl der Skalierung ψ ◦ f (x) eine Beziehung zwischen den loka-
len Minimalpunkten von (Pu(t)) und den lokal bzw. schwach effizienten
Punkten von VOP existiert, können wir die Ergebnisse aus [16] unter dem
Gesichtspunkt der Kurvenverfolgung in ∑loce f f auf das Problem (Pu(t))
übertragen.
Die Situationen I und I I sind durch die positive Definitheit der Matri-
zen D2xL(z̄)Tz̄ Mu und D
2
xL(z̄)|T 6=z̄ Mu gekennzeichnet. Die Räume Tz̄Mu und
T 6=z̄ Mu sind wie in (2.9) und (4.11) definiert. Bei der Situation III ist die Ma-
trix D2xL(z̄)Tz̄ Mu positiv definit, aber D
2
xL(z̄)|T 6=z̄ Mu ist nicht positiv definit.
Die Abbildung 5.2 zeigt die 3 Fälle für Pu(t). In den Situationen I und II
(siehe (a) und (b)) können wir eine Zusammenhangskomponente von lo-
kal effizienten Punkten weiterverfolgen, indem entweder JGo (x̄) 6= ∅ und
J fo (x̄, t̄) = ∅ oder JGo (x̄) = ∅ und J
f
o (x̄, t̄) 6= ∅, sonst wäre wegen Satz
28 der Punkt (z̄) ein Punkt vom Typ 4 oder 5. In der Situation III können
wir mit Sicherheit eine Zusammenhangskomponente von lokal effizienten
Punkten bis z̄ bei wachsendem t verfolgen. Nach dem Passieren des Punk-
tes z̄ ist eine Fortsetzung in ∑loce f f möglich. Dieser Sachverhalt wurde am
Beispiel der gewichteten Summe gα(x) = αT f (x) in [28] (Abbildung 4.6)
erklärt.
Abbildung 5.2: Type 2: Situationen I, II und III
Beim Passieren eines Punktes vom Typ 4 wird eine Zusammenhangs-
komponente von lokal Minimalpunkten (bezüglich der streng monoton
wachsenden Skalierung ψ ◦ f (x) ) in einer von lokalen Maximalpunkten
fortgesetzt. Hier können wir eine Zusammenhangskomponente von lo-
kal effizienten Punkten mit entweder JGo (x̄) 6= ∅ und J
f
o (x̄, t̄) = ∅ oder
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JGo (x̄) = ∅ und J
f
o (x̄, t̄) 6= ∅ weiterverfolgen bis z̄. Im Fall δ = sign(−DtL(z̄)) =
−1, wobeiLwie in (4.45) definiert ist, ist kein Sprung zu einer anderen Zu-
sammenhangskomponente möglich. In diesem Fall muss wegen der Defi-
nition von δ und Kriterium 1 J fo (z̄) 6= ∅ gelten (siehe Abbildung 5.3).
Abbildung 5.3: Verhalten am Punkt vom Typ 4 ohne Sprung, f j(x̄) = uj(t̄)
Wegen Satz 28 wissen wir, dass Rückkehrpunkte vom Typ 4 bei der
Kurvenverfolgung auftreten können. Jetzt stellt sich die Frage, unter wel-
chen Voraussetzungen das Auftreten eines solchen g.c. Punktes vermieden
werden kann. Untenstehender Satz liefert eine Antwort.
Satz 29 Sei (x̄, t̄) ein g.c. Punkt von (Pu(t)) bezüglich D = Rl+ und die Vektor-
zielfunktion f = ( f1, . . . , fl) : Rn −→ Rl von VOP gegeben. Weiterhin sei eine
der folgenden Bedingungen erfüllt:
D f (x̄) = 0(5.50)
|J fo (x̄, t̄)| = |L|.(5.51)
Dann gilt (x̄, t̄) 6∈ ∑4gc(Pu(t)).
Beweis.
(a) Sei D f (x̄) = 0. Dann können wir annehmen, dass Jo(x̄, t̄) 6= ∅, sonst
wären wir wegen Definition 30 (4a) fertig. O.B.d.A sei Jo(x̄, t̄) = {1, . . . , p}.
Wir betrachten eine Matrix W, deren Spalten eine Basis des Tangenti-
alraumes T =
⋂
j∈Jo(x̄,t̄)Ker Dxgj(x̄, t̄) bildet. Die Funktionen gj(x̄, t̄)
sind wie in (5.32) definiert. Es genügt zu zeigen, dass der Gradient
Dx f (x̄, t̄) der Zielfunktion f (x̄, t) = ψ ◦ f (x̄) ein Element des Normal-
raumes N = T⊥ ist.
Für alle ξ ∈ T gilt
(5.52) Dx f (x̄, t̄)ξ = Dyψ( f (x̄))D f (x̄)ξ.
Wegen D f (x̄) = 0 gilt trivialerweise Dx f (x̄, t̄)ξ = 0. Somit ist
WTDTx f (x̄, t̄) = 0 und die Bedingung (4.27) aus der Definition 30 kann
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nicht erfüllt werden. Sei |J fo (x̄, t̄)| = |L|. Dann ist der Tangentialraum
T eine Teilmenge von
{ξ ∈ Rn | Dx fi(x̄)ξ = 0, i ∈ L},
d.h. für beliebiges ξ ∈ T gilt D f (x̄)ξ = 0. Aus (5.52) erhalten wir
Dx f (x̄, t̄)ξ = 0 und der Rest folgt mit der gleichen Begründung wie
oben.
Später werden wir sehen, dass der Satz 29 eine grosse Rolle für eine bes-
sere Startbedingung spielen wird.
5.2.3 Die Startsituation
Wir sind nun an der Art der Singularitäten interessiert, die im Startpunkt
zo = (xo, 0) auftreten können. Für einen beliebigen Punkt xo ∈ M können
wir annehmen, dass die folgende Bedingung erfüllt ist:
∃ j̃ ∈ L, so dass f j̃(x
o)− µ1j̃ > 0.(C6)
Bemerkung 7 Die Bedingung (C6) ist keine Einschränkung der Allgemeinheit.
Falls sie nicht erfüllt ist, dann muss xo der gesuchte Goal-Realizer sein.
Wir betrachten zunächst die Einbettungen die mit Hilfe der in (5.19) und
(5.21) definierten D-monoton fallenden Kurven definiert sind. Der folgen-
de Satz liefert uns eine Antwort über die Art der Singularitäten, die am
Startpunkt auftreten können.
Satz 30 (Startsituation) Das Problem (ψ ◦ f , G, fu) sei JJT-regulär, wobei ψ ei-
ne streng monoton wachsende Funktion in Rl und u eine der in (5.19) und (5.21)
definierte Kurve r(t) bzw. ud(t) bezüglich D = Rl+ ist. Weiterhin seien die Be-
dingungen (C6) erfült. Ist (xo, 0) 6∈ ∑1gc, dann gilt:
(i) (xo, 0) ∈ ∑2gc ∪∑4gc ∪∑5gc.
(ii) Falls xo ∈ Elocw(M) und JGo (xo) 6= ∅, dann (xo, 0) ∈ ∑4gc ∪∑5gc und die
MFCQ ist nicht erfüllt.
(iii) Falls (xo, 0) ∈ ∑loc und JGo (xo) 6= ∅, dann (xo, 0) ∈ ∑4gc ∪∑5gc und für
(xo, 0) ∈ ∑5loc existiert keine Fortsetzung in ∑loc für wachsendes t.
(iv) Falls zo = (xo, 0) ∈ cl ∑loc ∩∑4gc, dann ist kein Sprung möglich.
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Beweis.
(i) Wegen der Bedingung (C6), es existiert ein k̃, so dass
(5.53) fk̃(x
o)− µ1k̃ > 0.







> 0 bzw. d(xo, µ1)k̃ =





für die k̃-te Koordinate des Pro-
jektionsvektors ( f (xo)− µ1)Rl+ steht. Mit den in (5.20) und (5.21) de-
finierten Kurven erhalten wir
(5.54)
gs+k̃(x
o, t) = fk̃(x






< 0 falls t < 0,




o, t) = fk̃(x
o)− µ1k̃ + (t− 1)| fk̃(x
o)− µ1k̃|
{
< 0 falls t < 0
> 0 falls t > 0,
Wegen (5.54) bzw. (5.55) sind die Zahlen LI und LCI in einer ge-
wissen Umgebung von (xo, 0) nicht konstant. Daraus folgt (xo, 0) 6∈
∑1gc ∪∑3gc.
(ii) Mit Hilfe von (5.54) bzw. (5.55) erhalten wir
(5.56) gs+k̃(x
o, 0) = 0.
Somit gilt J fo (xo, 0) 6= ∅. Man erhält die Behauptung mit Satz 28, d.h.
die MFCQ ist in (xo, 0) nicht erfüllt.
(iii) Da xo ∈ φloc(Pu(0)) folgt aus der Beziehung (5.8), dass xo ∈
Elocw(M). Mit Hilfe des Satzes 28 folgt die Behauptung.
(iii) Sei zo = (xo, 0) ∈ cl ∑loc ∩∑4gc. Wegen (5.56) folgt s + j ∈ Jo(xo, 0)
für f j(xo)− µ1j 6= 0 und ein gewisses j ∈ L, falls man die Einbettung
Pud(t) betrachtet. Für Pr(t) genügt die Bedingung f j(x
o) − µ1j > 0,
um s + j ∈ Jo(xo, 0) zu erhalten. In beiden Fällen gilt Dtgs+j(zo) =
| f j(xo) − µ1j | > 0 bzw. Dtgs+j(zo) = f j(xo) − µ1j > 0. Daraus folgt









Ein Sprung ist in diesem Fall nicht möglich
Folgerung 3 Falls die Bedingung (5.53) erfüllt ist, gilt J fo (xo, 0) 6= ∅.
Satz 31 Sei xo ∈ M mit
(5.57) f (xo) ≥ µ1.
Dann gilt (xo, 0) 6∈ ∑4gc(Pµ(t)).
Beweis. Die Gleichung (5.56) gilt nicht nur für die Indizes, die (5.53) er-
füllen, sondern auch trivialerweise für diejenige k̃ ∈ L, für die fk̃(xo) = µ1k̃
erfüllt ist. Somit gilt |J fo (xo, 0)| = l. Aus dem Satz 29 folgt die Behauptung.
Aus dem obigen Satz 31 können wir also feststellen, dass Punkte vom
Typ 4 nur im Falle einer “Nichtvergleichbarkeit” vom Vektorpaar { f (xo), µ1}
auftreten können. Unter Nichtvergleichbarkeit verstehen wir das Nichter-
fülltsein weder von f (xo) ≤ µ1 noch µ1 ≤ f (xo).
Im Allgemeinen kann man nicht davon ausgehen, dass die Wünsche
des Entscheidungsträgers die Bedingung (5.57) immer erfüllen, so dass
wir das Auftreten eines g.c. Punktes oder Rückkehrpunktes vom Typ 4
am Startpunkt nicht ausschließen können (vgl. Satz 31 und Satz 30). Um
eine bessere Startsituation vorzuschlagen, betrachten wir das in (3.37) de-
finierte Problem Pȳ (Normskalierung), wobei ȳ ∈ Rl ein Referenzpunkt ist.
Meistens wird an der Stelle von ȳ ein Utopia-Punkt (siehe Definition 22)
genommen. Wählt man den Referenzpunkt in Abhängigkeit eines reellen









M′u(t) = {x ∈ M | f(x) ≤D u(t), k ∈ L} , t ∈ (−∞, 1].
Nachstehender Satz liefert einige Eigenschaften von P′u(t).
Satz 32 Seien die Bedingungen (C1) und (C2) erfüllt. Weiterhin sei die Kurve
u D-monoton fallend auf dem Intervall (−∞, 1] und erfülle die Bedingung (C5)
mit u(0) = µo = f (xo) und xo ∈ M. Dann gilt:
(i) ψglob(P′u(t)) j E(M, D) für alle t ∈ (∞, 1],
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(ii) (xo, 0) 6∈ Σ4gc(P′u(t)).
Beweis.
(i) Sei x̌(t̄) ∈ ψglob(P′u(t̄)) für ein beliebiges t̄ ∈ (−∞, 1]. Dann löst
x̌(t̄) die entsprechende Ersatzaufgabe (3.37) (Normskalierung), wo-
bei die Restriktionsmenge M′u(t̄) die Rolle von (3.36) spielt und
ȳ = x̌(t̄). Der Rest folgt aus Satz 14.
(ii) Wegen u(0) = µo = f (xo) verschwindet der Gradient der Zielfunk-
tion von (P′u(t)) und somit kann die Bedingung (4.27) aus der Defi-
nition 30 nicht erfüllt werden.
Die Bedingung (ii) aus Satz 32 ist auch erfüllt, wenn wir für eine beliebige
streng monoton wachsende Skalierung ψ ◦ f und einen zulässigen Start-
punkt xo ∈ M folgende Einbettung betrachten :
min
{




Hierbei ist α ∈ C1(R) mit folgenden Eigenschaften:
• 0 ≤ α(x) ≤ 1, x ∈ [0, 1],
• α(0) = 0 und α(1) = 1,
• α(t) = 0, falls t < 0 .
Die Funktion α kann wie folgt gewählt werden:
α(t) := maxp{0, t}, p ≥ 4.(5.58)
Bemerkung 8 Die Einbettungen P′u(t) und P′′u (t) haben gegenüber Pud(t) und
Pr(t) wegen Satz 32 (ii) einen Vorteil bezüglich der Startsituation.
Wegen Satz 29 und 30 kann der Startpunkt eine Singularität vom Typ
2 oder 5 sein, falls wir annehmen, dass die Probleme P′u(t) und P′′u (t) mit
den entsprechenden Zielfunktionen
f1(x, t) = −
1
2
‖ f (x)− u(t)‖2(5.59)
f2(x, t) = α(t)ψ ◦ f (x) + (1− α(t)) ‖x− xo‖2(5.60)
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JJT-regulär sind. Numerisch können wir aber nicht in den Singularitäten
starten, da DHν J̃, ν = 1, 2 für die in (4.39) definierten entsprechenden Ab-






Dx fν(x, t) + ∑j∈ J̃G µjDxgj(x, t) + ∑j∈ J̃ f µjDxgj(x, t)gj(x, t), j ∈ J̃G
fk(x)− uk(t), k ∈ J̃ f

an der Stelle (xo, uo, 0) nicht regulär sind. Hierbei steht J̃ = J̃G ∪ J̃ f für die
aktive Indexmenge und uo ∈ R| J̃| für den Vektor der Lagrange-Multiplikatoren
im Startpunkt. Wegen der Bedingung (C6) (siehe auch Folgerung 3) ist
kaum zu erwarten, dass J̃ f = ∅. Startet man in einem Punkt im relativen
Inneren von M, dann liefert folgender Satz eine bessere Startsituation für
P′u(t) und P′′u (t) bezüglich des Kegels D = Rl+:
Satz 33 Seien die Voraussetzungen aus Satz 30 erfüllt und xo ∈ riM mit fk(xo)−
u1k 6= 0 ∀k ∈ L. Dann existiert ein to < 0, so dass (xo, to) ∈ ∑
1
gc(P′′u (t)) gilt.
Beweis. Aus xo ∈ riM folgt gj(xo, to) = gj(xo) < 0. Somit ist JG(xo, to) =
∅. Für jedes j ∈ L erhalten wir wegen (5.54) bzw. (5.55) gs+j(xo, to) < 0
für ein to < 0. Somit ist J f (xo, to) = ∅ und Jo(xo, to) = ∅. Wegen der
Definition der Funktion α(·) gilt für die Zielfunktion f2, Dx f2(xo, to) =
0 und D2x f2(xo, to) ist eine positiv definite Matrix. Der Punkt (xo, to) ist
ein nichtentarteter kritischer Punkt von (P′′u (to)), woraus die Behauptung
folgt.
5.2.4 Eine modifizierte Standard-Einbettung
Betrachtet man das Problem P′′u (t), so stellt man im Falle x0 6∈ ri(M) fest,
dass die gleichen Schwierigkeiten wie im Satz 30 auftreten können. Die
nachstehende Einbettung geht auf [16] und [20] zurück und eignet sich für
den Fall, dass kein zulässiger Punkt xo ∈ M bekannt ist. Im Gegensatz zu
den bisher betrachteten Einbettungen vom Typ Pu(t) handelt es sich hier
um ein “unzulässiges Kurvenverfolgungsverfahren”, bei dem der Start-
punkt xo = x(0) und damit alle nachfolgenden Iterierten x(t), t ≤ 1, nicht
notwendig zulässig sein müssen.
min
{





tgj(x) + (t− 1)goj ≤ 0, j ∈ J
t( fk(x)− µ1) + (t− 1) f ok ≤ 0, k ∈ L
‖x‖2 − p ≤ 0
 , t ∈ [0, 1] ,
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goj2 , j1, j2 ∈ J, j1 6= j2 und f
o
k1
6= f ok2 , k1, k2 ∈ L, k1 6= k2. Einer der Vorteile
dieser Art von Einbettungen liegt in den besseren Startbedingungen. Wir
können nicht zu t = 0 in ∑stat zurückkehren, wie es der folgende Satz
bestätigt.
Satz 34 (Eigenschaften von Ps(t)) Es gilt:
(i) Ms(t) 6= ∅ und für alle t ∈ [0, 1] kompakt.
(ii) xo is ein globaler Minimimalpunkt, der einzige stationäre und nichtdege-
nerierter Punkt für Ps(0).
Beweis. Siehe [16], [20].
Unter der JJT-Regularitätsvoraussetzung können jedoch für den nicht-
konvexen Fall alle Singularitäten bezüglich des Intervalls (0, 1] auftreten.
Ein Punkt vom Typ 4 (Fall II) kann auftreten, und somit wäre kein Sprung
in eine andere Zusammenhangskomponente von ∑stat möglich. Ein Punkt
vom Typ 5, der die MFCQ verletzt, kann auftreten und kein Sprung wäre
in diesem Fall möglich.
5.2.5 Penalty-Skalarisierung und deren Einbettung
Die bisher betrachteten Einbettungen Pu(t) bzw. P′u(t) und P′′u(t) basie-
rend auf der Charakterisierung über Zielfunktionenniveaus. In Wierzbicki
[59] wurde gezeigt, dass diese Charakterisierung numerisch nicht robust
ist, obwohl diese Klasse sehr reich und nicht von a priori Informationen
abhängt und konzeptionell einfach ist. Dieser Nachteil kann überwunden
werden, wenn die Restriktionen durch Penalty-Funktionen ersetzt wer-
den. Das führt uns zum Konzept einer “achievment function” bzw. Dε-
approximativen Funktion (siehe Definition 23 oder Definitionen B4 und
B5 in [59]).
Es sei D ein spitzer konvexer abgeschlossener Kegel mit D j D∗. Für
ein gegebenes ȳ ∈ Rl ist die Funktion
(5.62) φ(x, t) = −‖ f (x)− ȳ‖2 + α(t)
∥∥∥( f (x)− ȳ)D∗∥∥∥2 , t ∈ [0, 1)
wegen Satz 16 streng monoton wachsend für jedes t̄ mit α(t̄) > 1. Dann
kann folgender Ansatz zur Ermittlung eines Goal-Realizer für das Vektor-
optimierungsproblem (VOP) eingesetzt werden:
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S1 Der Entscheidungsträger gibt für i = 1, . . . , l ein Niveau µ1i vor, das
von der Funktion fi möglichst gut erreicht werden soll.
S2 Durch Lösung von
min
{
−‖ f (x)− u(t)‖2 + α(t)
∥∥∥( f (x)− u(t))D∗∥∥∥2 | x ∈ M} , t ∈ [0, 1)
Pp1 (t) :
mit α(t) := ( t1−t )
2, wobei die Funktion u ∈ U([0, 1]) die Bedingung
(C5) erfüllt, erhält man einen Goal-Realizer x̂ ∈ M und den zugehöri-
gen Funktionswert f (x̂) := µ̂1.
S3 Sind weitere Lösungen erwünscht, so gehe zu S1; andernfalls Stop.
Wir stellen fest, dass die im Schritt 2 betrachtete Penalty-Einbettung
Pp1 (t) folgende Nachteile besitzt:
• Sie ist für t = 1 nicht definiert, und es kann somit in Schritt 2 kei-
nen Goal-Realizer liefern. An der Stelle, die Diskretisierung 1.2 zu
finden, müsste das Ziel im folgenden Sinne umformuliert werden:
Man finde eine Folge {tk}, k = 0, 1, . . . , mit tk ∈ [0, 1), tk < tk+1
und {tk} strebt gegen 1 mit den entsprechenden Punkten x(tk) (lo-
kale Minimalpunkte, stationäre Punkte oder g.c. Punkte), so dass
limtk→1 x(tk) = x̂ und x̂ ∈ M.
• Die JJT-Regularität verlangt eine hohe Differenzierbarkeit, so dass es
keinen Sinn ergibt, obiges Problem unter dieser Voraussetzung zu
betrachten.
Für die Lösung der Aufgabe im Schritt 2 sei vorausgesetzt, dass der
Ordnungskegel D ein spitzer polyedrischer Kegel ist. O.B.d.A. nehmen
wir stellvertretend den Kegel D = Rl+ (vgl. Definition des Problems VOP).
Dann lässt sich das Problem Pp1 (t) konkret wie folgt angeben
min
{
f p1 (x, t) | x ∈ M
}
, t ∈ [0, 1),Pp1 (t) :
wobei






(max{ f j(x)− uj(t), 0})2.
Wir bemerken, dass die Zielfunktion f p1 (x, t) für jedes festes t̄ >>
1
2
streng monoton wachsend ist, da α(t) > 1 für t > 12 (vgl. Satz 16) gilt.
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−‖ f (x)− u(t)‖2 + ‖w‖2 | x ∈ M̃p1 (t)
}




(x, w) ∈ Rn ×R|L| t( f j(x)− uj(t)) + (1− t)wj ≤ 0, j ∈ Lx ∈ M
}
.
Die Probleme Pp1 (t) und P̃
p
1 (t) sind dann im folgendem Sinne äquivalent:
Satz 35 (i) Falls x ∈ Rn ein stationärer Punkt (globaler, lokaler Minimal-
punkt) für Pp1 (t), t ∈ (0, 1) ist, so ist (x, w) ∈ Rn ×Rs ein stationärer
Punkt (globaler, lokaler Minimalpunkt) für P̃p1 (t) mit
(5.63) wj =
t
1− t max{ f j(x)− uj(t), 0}, j ∈ L.
(ii) Ist (x, w) ∈ Rn ein stationärer Punkt (globaler, lokaler Minimalpunkt) für
P̃p1 (t), t ∈ (0, 1), so ist x ∈ Rn ein stationärer Punkt (globaler, lokaler
Minimalpunkt) für Pp1 (t).
Beweis. Unser Vorgehen beim Beweis soll jetzt ganz wesentlich in einer
Übertragung desjenigen aus [11] auf den Fall des Problems Pp1 (t) bzw.
P̃p1 (t) mit den Ungleichungsnebenbedingungen gj, j ∈ J bestehen. Da der
Beweis mit den gleichen Überlegungen wie beim Beweis des Satzes 3.1
in ([11]) verläuft, genügt es zu zeigen: (i) Ist x ein stationärer Punkt für
Pp1 (t), so ist (x, w) ein stationärer Punkt für P̃
p
1 (t), und es gilt (5.63). Sei x
ein stationärer Punkt für Pp1 (t), dann existieren Lagrange-Multiplikatoren
νj, j ∈ J, so dass










νjgj(x) = 0, νj ≥ 0, j ∈ J.
Wegen
D(max{ f j(x)− uj(t), 0}2) = 2 ∑
j∈L+
( f j(x)− uj(t))D f j(x), wobei
L+(t) := {j ∈ L | f j(x)− uj(t) > 0},
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erhalten wir









Sei nun (x, w) ein stationärer Punkt von P̃p1 (t), dann existieren Lagrange-
Multiplikatoren µi, i ∈ L und λj, j ∈ J, so dass







2wi + (1− t)µi = 0, i ∈ L,
µi(t( fi(x)− ui(t)) + (1− t)wi) = 0, µi ≥ 0, i ∈ J,
λjgj(x) = 0, λj ≥ 0, j ∈ J.
Setzt man µi = − 21−t wi, i ∈ L, λj = νj, j ∈ J, so erhält man nach klei-
ner Umrechnung die Bedingungen eines stationären Punktes für P̃p1 (t) in
(x, w), und w ist wie in (5.63) definiert
Bemerkung 9 Die Modifizierung des Problems Pp1 (t) mit dem Ziel eine bessere
Startsituation an einem Punkt xo ∈ riM zu erhalten und beliebige streng mo-
noton wachsende Skalarisierungen ψ ◦ f (x) für das Vektoroptimierungsproblem
(VOP) zu betrachten liefert folgendes Problem:
min
{
f p2 (x, t) | x ∈ M
}
, t ∈ [0, 1)Pp2 (t) :
wobei
f p2 (x, t) := tψ ◦ f (x)+ (1− t)(x− x




(max{ f j(x)−uj(t), 0})2
und A eine fest gewählte positiv definite n × n Matrix ist. Als Beispiel können
wir A = In nehmen (In bezeichnet die Einheitsmatrix).
Das assozierte Problem wird wie folgt angegeben
min
{







F(A,xo,wo,t)(x, w, t) := tψ ◦ f (x) + (1− t)(x− xo)T A(x− xo) + (w− wo)T(w− wo)
M̃p2 (t) =
{
(x, w) ∈ Rn+s+|L| t( fk(x)− uj(t)) + (t− 1)(wj − w
o




Die Äquivalenz der beiden Probleme Pp2 (t) und P̃
p
2 (t) im Sinne vom Satz 35
erhalten wir analog mit
(5.64) wj = woj −
t
1− t max{ f j(x)− uj(t), 0}, j ∈ L.
Sei x ∈ M. Durch
(5.65) J+(x) = {j ∈ Jo(x) | µj > 0}
bezeichnen wir die Menge aller positiven Lagrange-Multiplikatoren in x.
Dann können wir unmittelbar aus Satz 35 folgendes Resultat schlussfol-
gern:
Korollar 1 Falls (x, w) ein stationärer Punkt für P̃pk (t), t ∈ [0, 1), k ∈ {1, 2}
mit J̃ f+(x) 6= ∅ ist, dann gilt f j(x) > uj(t), j ∈ J̃
f
o (x, w, t) und f j(x) <
uj(t), j ∈ J \ J̃
f
o (x, w, t), wobei J̃
f
o (x, w, t) die von der Vektorzielfunktion f ab-
hängige aktive Indexmenge an der Stelle (x, w, t) ist.
Es stellt sich nun die Frage nach der Art der Singularitäten, die auftre-
ten können, falls die Probleme P̃pi (t), i = 1, 2, JJT-regulär sind. Sei
˜∑gc :=
{
(x, w, t) ∈ Rn ×R|L| ×R | (x, w) ist ein g.c. Punkt für P̃pk (t), k ∈ {1, 2}
}
.
Dann erhalten wir folgendes Resultat.
Korollar 2 Seien die Probleme P̃pk (t), k ∈ {1, 2} JJT-regulär. Dann gilt





(ii) Ist (x, w, t) ∈ ∑̃4gc|(0,1), so |J
f
o (x, w, t)| 6= |L|.
Beweis. (i) Es gilt JGo (x, w, t) = ∅, da x ∈ riM. Die Behauptung folgt
aus der linearen Unabhängigkeit von D(x,w) g̃j(x, w, t), j ∈ Jo(x, w, t), wo-
bei g̃j(x, w, t) := t( f j(x)− uj(t)) + (1− t)wj bzw. g̃j(x, w, t) := t( fk(x)−
uj(t)) + (t− 1)(wj − woj ).
(ii) Sei (x, w, t) ∈ ∑̃4gc|(0,1). Dann gilt x 6∈ riM, wegen (i). Daraus folgt
∅ 6= JGo (x, w, t). Es sei angenommen |J
f
o (x, w, t)| = |L|. Wir nutzen die glei-
chen Überlegungen aus dem Beweis des Satzes 29. Der Tangentialraum T
ist eine Teilmenge von
(5.66)
{(ξx, ξw) ∈ Rn ×R|L| | tDx f j(x)ξx = 0, (1− t)wj〈ej, ξw〉 = 0, j ∈ L},
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wobei ej ∈ R|L|, j ∈ L die Einheitsvektoren sind.
(5.67) D(x,w) f (x̄, w, t)ξ = −2( f (x)− u(t))D f (x)ξx + 2〈w, ξw〉.
Wegen (5.66) folgt D(x,w) f (x̄, w, t)ξ = 0 und 2〈w, ξw〉 = 2 ∑Lj=1 wj〈ej, ξw〉 =
0. Somit kann die Bedingung (4.27) aus der Definition 30 nicht erfüllt wer-
den, was aber zum Widerspruch unserer Annahme führt
Wir übernehmen die in [11] eingeführten Bezeichnungen und betrach-
ten für einen gegebenen stationären (bzw. g.c.) Punkt x̃ ∈ von Ppi (t̃), i =
1, 2 folgende Indexmengen:
L+ := L+(x̃) = {j ∈ L | f j(x̃) > uj(t̃)},
L− := L−(x̃) = {j ∈ L | f j(x̃) ≤ uj(t̃)}.
Offenbar gilt (x̃, t̃) ∈ ∑J
+
stat = {(x, t) ∈ Rn×R | x ∈ ∑stat(P
J+





1 (t) und P
J+
2 (t) definiert man mit Hilfe von P
p
1 (t) und
Pp2 (t), indem man L := L
+ setzt. Die entsprechenden äquivalenten Pro-
bleme im Sinne von Satz 35 sind wie folgt angegeben:
min
{
−‖ f (x)− u(t)‖2 + ‖w‖2 | x ∈ M̃L+1 (t)
}























(x, w) ∈ Rn+s+|L| t( fk(x)− uj(t)) + (t− 1)(wj − w
o




Für die Lösung von Pp1 (t) bzw. P
p
2 (t) (vgl. [11]) wird eine Folge von Pro-
blemen vom Typ PL
+
i (t), i = 1, 2 bzw. P̃
L+
i (t), i = 1, 2 gelöst. Dabei kann
der Wechsel der Indexmenge L+ leicht gesteuert werden. Unter Berück-
sichtigung des Gedankens der Bemerkungen 3.1 − 3.6 in [11] haben wir
Folgendes hervorzuheben:
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Folgerung 4 (i) Schlecht konditionierte Probleme und ein Punkt vom Typ 3:
Es trete bei der Verfolgung einer Zusammenhangskomponente von lokalen
Minimalpunkten xk von PL
+
i (t), i = 1, 2 ein Punkt x̄ vom Typ 3 für t̄ = 1
auf. Dieser Fall kann offenbar im konvexen Fall nicht eintreten. Dann gilt
für schlecht konditionierte Probleme:
Γ(xk, tk)
γ(xk, tk)







wobei Γ(xk, tk) und γ(xk, tk) jeweils den größten und kleinsten Eigenwert
der zu PL
+
i (t), i = 1, 2, gehörigen Hesse-Matrix der Zielfunktion ist.
(ii) Eine bessere Startsituation für PL
+
2 (0) bzw. P̃
L+
2 (0) kann gesichert wer-
den, falls xo 6∈ riM. Zudem kann man für den nicht konvexen Fall die
Erfüllbarkeit der MFCQ in (x, t) für x ∈ ∂M nicht sichern. Lässt man ein
“unzulässiges Verfahren” zu, indem die Restriktionen gj(x) ≤ 0, j ∈ J
durch tgj(x) + (1− t)wj, j ∈ J bzw. tgj(x) + (1− t)(wj − woj ), j ∈ J
ersetzt werden, so erhält man eine Art von Einbettung, die bereits in [11]
betrachtet wurde.
(iii) Der Term ||w(t)|| kann gegen +∞ tendieren, wenn wir eine Zusammen-
hangskomponente in der Menge der lokalen Minimalpunkte verfolgen und
t sich dem Wert 1 annähert. In diesem Fall können wir keinen g.c. Punkt
und demzufolge keinen Goal-Realizer des Problems Pu(t) ermitteln. Hier
erweitern wir den Konvergenzradius, obwohl wir im Allgemeinen keinen
Startpunkt kennen.
(iv) Betrachtet man eine Kompaktifizierung der zulässigen Menge im (x, w)-
Raum, so kann man echte nichtkonvexe Vektoroptimierungsprobleme mit
Hilfe der Penalty-Einbettung lösen (vgl. Beispiel 4.1 in [11]).
5.2.6 Charakterisierung der Rückkehrpunkte ohne Sprung-
möglichkeit
Aufbauend auf den in [13] angegebenen Ergebnissen möchten wir im fol-
genden begründen, warum im allgemeinen ein Kurvenverfolgungsalgo-
rithmus mit den inneren Einbettungen vom Typ Pu(t) bzw. P′′u (t) nicht
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erfolgreich sein können.
Wir möchten zunächst einige Eigenschaften, die in einem Rückkehr-
punkt ohne Sprungmöglichkeit erfüllt sind, angeben.
Lemma 8 Seien Pu(t) bzw. P′′u (t) JJT-regulär bezüglich (−∞, 1]. Falls in einem
Punkt z̄ kein Sprung möglich ist, dann sind folgende Bedingungen erfüllt:
(a) MFCQ ist in z̄ nicht erfüllt,
(b) z̄ ist ein Punkt vom Typ 4 oder 5,
(c) z̄ ist ein Endpunkt einer Zusammenhangskomponente in ∑loc,







µ̄j ≥ 0, j ∈ Jo(z̄)(5.70)
besitzt die Gestalt
{λµ̄| | λ > 0},
wobei µ̄ ∈ R|Jo(z̄)| und µ̄ 6= 0,
(e) ∀j ∈ Jo(z̄) gilt µ̄j > 0,
( f ) ∑j∈Jo(z̄) µ̄jDtgj(z̄) > 0,
(g) Das Vorzeichen von ∑j∈Jo(z̄) µ̄jDtgj(z̄) hängt nicht vom µ̄ ∈ R
|Jo(z̄)| ab,
wobei µ das Gleichungssystem (5.68) erfüllt.
Beweis. Zu ( f ): ist z̄ ein Punkt vom Typ 4, dann kann man leicht mit Hilfe
der Definition 30 (4e) zeigen, dass ∑j∈Jo(z̄) µ̄jDtgj(z̄) 6= 0. Ist z̄ ein Punkt
vom Typ 5, so gilt wegen Definition 31 (5b), dass 0 6= (Dtg1(z̄), . . . , Dtgn+1(z̄)).
Aus den ersten Aussagen folgt J fo (z̄) 6= ∅. Für j ∈ Jo(z̄) \ J
f
o (z̄) erhalten
wir Dtgj(z̄) = 0. Gilt p ∈ J
f
o (z̄), so existiert ein i ∈ L mit p = s + i, so dass
gp(z) = fi(x) − ui(t). Für die betrachteten Kurven (5.19) und (5.21) gilt
Dt(ui(t̄)) < 0. Daraus folgt Dtgp(z̄) > 0 und somit folgt die Behauptung.
Die Aussagen (a) und (d) sind äquivalent. (e) folgt aus (d) und Definition
30 (4c).
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Definition 1 ([13]) Sei Pu(t) bzw. P′′u (t) J JT-regulär bzgl. (−∞, 1] und z̄ ∈
∑gc. Der g.c. Punkt z̄ heißt Rückkehrpunkt in negativer Richtung (bzw. positiver
Richtung), falls eine Umgebung V(z̄) existiert, so daß
∀(x̄, t̄) ∈ ∑gc ∩V(z̄), gilt t ≤ t̄ (t ≥ t̄).
Die Abbildungen 1.2 (a) und (b) zeigen Rückkehrpunkte in negativer Rich-
tung und positiver Richtung.
Satz 36 Sei Pu(t) bzw. P′′u (t) J JT-regulär bzgl. (−∞, 1]. Dann ist jeder Rück-
kehrpunkt z̄ ∈ ∑4gc und z̄ ∈ ∑5gc mit MFCQ verletzt ein Rückkehrpunkt in
negativer Richtung.
Beweis.
Teil 1: z̄ ∈ ∑5gc
Sei Jo(z̄) = {1, · · · , p} und p ∈ J fo (z̄) mit p = s + i (Wegen Lemma 8 (f)
gilt J fo (z̄) 6= ∅). Wegen der Bedingungen ((5a)) und ((5b)) (Definition 30)
ist die Menge {Dxgj(z̄), j = 1, · · · , p− 1} linear unabhängig. Es existiert
dann eine eindeutig bestimmte Lösung ūp = (ūp1 , · · · , u
p
p−1) von






j Dxgj(z̄) = 0.











Der Satz über implizite Funktionen liefert eine eindeutig bestimmte Funk-
tion:
(5.72) (xp(t), up(t)) : (t̄− ε, t̄ + ε)→ Rn+p−1,
so daß
(a) xp(t̄) = x̄, up(t̄) = ūp,
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(b) für jedes t ∈ (t̄− ε, t̄ + ε) ist der Vektor (xp(t), up(t), t) eine Lösung
vom Gleichungssystem (5.71).
Falls
(5.73) gp(xp(t), t) = fi(xp(t))− ui(t) ≤ 0,
dann ist (xp(t), t) ein g.c. Punkt. Aus (5.73) folgt, daß die Kurve (xp(t), t)




gp(xp(t̄), t̄) > 0.




gp(xp(t̄), t̄) = Dxgp(x̄, t̄)ẋp(t̄) + Dtgp(x̄, t̄).
Wegen (5.72) (a), (b) gilt ddt gj(x
p(t̄), t̄) = 0, j = 1, · · · , p− 1. Daraus folgt
(5.75) Dxgj(z̄)ẋp(t̄) = −Dtgj(z̄) = 0, j = 1, · · · , p− 1.
Da die MFCQ nicht erfüllt ist und wegen Folgerung 8 (e), existiert ein













Da Dtgj(z̄) = 0, j = 1, · · · , p− 1, folgt
(5.78) ūpDxgp(z̄)ẋp(t̄) = 0.
Die Gleichung (5.74) ist dann äquivalent zu
d
dt
gp(xp(t̄), t̄) = Dtgp(x̄, t̄) = −Dtui(t̄) > 0,
woraus sich die erste Behauptung ergibt.
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Teil 2: z̄ ∈ ∑4gc
Sei Jo(z̄) wie oben definiert und ū ∈ Rp ein Vektor der das System (5.68) er-
füllt. Wir betrachten den im Teil 1 definierten Vektor up = (u1, · · · , up−1).
Wir haben dann mit folgendem Optimierungsproblem zu tun:
(P̂) min{F̂(x, up, t, uo) | (x, up, t, uo) ∈ M̂},
wobei
M̂ = {(x, up, t, uo) ∈ Rn+p+1 | Υ(x, up, t, uo) = 0}.
Da der Punkt (x̄, ūp, t̄, 0) ein nichtentarteter g.c. Punkt für (P̂) ist, sind
folgende Bedingungen erfüllt:
1. Rang(DΥ(x̄, ūp, t̄, 0)) = n + p,
2. ∃λj, j = 1, · · · , n + p, so daß λ = (λ1, · · · , λn+p) 6= 0 und
DF̂(x̄, ūp, t̄, 0) = λTDΥ(x̄, ūp, t̄, 0),
3. Die Zahl
(5.79) D2 L̂(x̄, ūp, t̄, 0)|T(x̄,ūp ,t̄,0)M̂
ist ungleich Null, wobei L̂ die zu (P̂) gehörige Lagrange-Funktion
ist.
Die Restriktionsmenge M̂ ist eine differenzierbare Mannigfaltigkeit der
Dimension 1. Der Punkt vom Typ 4 ist ein quadratischer Rückkehrpunkt
und dessen Richtung läßt sich durch das Vorzeichen von (5.79) feststellen.
Falls die Zahl (5.79) positiv (negativ) ist, dann ist z̄ ein Rückkehrpunkt in
positiver (negativer) Richtung. Es genügt also zu zeigen, daß (5.79) negativ
ist.
Die Jacobi-Matrix von Υ in Punkt (x̄, ūp, t̄, 0) liefert
DΥ(x̄, ūp, t̄, 0) =














Wegen der Definition von Pu(t) bzw. P′′u (t), µ̄j > 0 für j = 1, · · · , p und
Lemma 8 ( f ) gilt:





Der Gradient von F̂ liefert:
Dt F̂(x̄, ūp, t̄, 0) = 1
D(x,up,uo) F̂(x̄, ū
p, t̄, 0) = 0n+p.
0n+p ist der Nullvektor in Rn+p.
Somit gilt:
DF̂(x̄, ūp, t̄, 0) = (0n, 0p−1, 1, 0).
Es gilt folgende Beziehung :
DF̂(x̄, ūp, t̄, 0) =
1
DtL(x̄, ūp, t̄, 0)




(0n, ū)DΥ(x̄, ūp, t̄, 0).
Sei
(5.82) L̂(x, up, t, uo) = F̂(x̄, ūp, t̄, 0) + λDΥ(x̄, ūp, t̄, 0),
die Lagrange-Funktion in (x̄, ūp, t̄, 0). Dann gilt









L(x, ūp, t, 0).
(5.83)
Daraus folgt
λ = − 1
ūpgp(xo)
(0n, ū).
Für die Hesse-Matrix gilt
DL̂2(x̄, ūp, t̄, 0) = − 1
ūpgp(xo)
L2(x, ūp, t, 0).
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Sei (wx, wup , wt, wuo) ∈ Rn+p+1 der Vektor, der den Tangentialraum
von M̂ in (x̄, ūp, t̄, 0) erzeugt. Dann gilt







Man kann leicht Prüfen, daß wt = 0 und wuo 6= 0. Die Multiplikation von
(5.84) mit dem Vektor (wx, 0p) liefert
(5.85) wTx D
2L(x̄, ūp, t̄, 0)wx + wTx DTx ψ ◦ f (z̄)wuo = 0.
Wir bemerken, daß die Lagrange-Funktion L̂(x, up, t, uo) vom Problem
(P̂) an Stelle (x̄, ūp, t̄, 0) nicht von den Variablen up ∈ Rp−1 und uo abhän-
gen. Unter Berücksichtigung von wt = 0 folgt
(wx, wup , wt, wuo)






 = −wTx D2L(x̄, ūp, t̄, 0)wxupgp(xo) .
Wir setzen (5.85) in die letze Gleichung ein und erhalten
(5.86) D2 L̂(x̄, ūp, t̄, 0)|T(x̄,ūp ,t̄,0)M̂ =
wTx DTx ψ ◦ f (z̄)wuo
upgp(xo)
,
Aus den Eigenschaften eines Tangentialraumes folgt die Existenz einer
Abbildung (x(τ), up(τ), t(τ), uo(τ)) auf einer Umgebung (−ε, ε) ⊂ R von
Null, so daß gilt:
(a) Υ(x(τ), up(τ), t(τ), uo(τ)) = 0 für alle τ ∈ (−ε, ε),
(b) (x(0), up(0), t(0), uo(0)) = (x̄, ūp, t̄, 0),
(c) (ẋ(0), u̇p(0), ṫ(0), u̇o(0)) = (wx, wup , wt, wuo).
Wir bemerken, daß wuo 6= 0 und wegen (5.86) wTx DTx ψ ◦ f (z̄) 6= 0.
O.B.d.A sei wuo = −1. Wir zeigen, daß
(5.87) wTx D
T
x ψ ◦ f (z̄)wuo < 0.
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Für jedes τ ∈ (−ε, ε) gilt:
(5.88)




µj(τ)DTx gj(x(τ), t(τ))− ūpDxgp(x(τ), t(τ)) = 0.









Aus den letzen Ungleichungen und (5.88) folgt, daß die Punkte (x(τ), t(τ)),
τ < 0 stationäre Punkte für Pu(t(τ) bzw. P′′u (t(τ)) sind. Da (x̄, t̄) ein Punkt
vom Typ 4 ohne Sprungmöglichkeiten ist, folgt daß (x(τ), t(τ)), τ < 0 lo-
kale Minimalpunkte sind. Für τ > 0 erhalten wir lokale Maximumpunkte
für P(t(τ)). Für (x̄, t̄) gilt:
∃Vz̄ ⊂ Rn+1, so daß ∀(x1, t1) ∈ ∑stat ∩Vz̄ und ∀(x2, t2) ∈ (∑gc \∑stat) ∩Vz̄
gilt ψ ◦ f (x1, t2) < ψ ◦ f (x2, t2). Daraus folgt
(5.89) Dtψ ◦ f (x(0), t(0)) = wTx DTx ψ ◦ f (z̄) > 0.
5.3 Über die Existenz einer Lösungskurve und
die Rolle der Mangasarian-Fromovitz-Bedingung
Im Folgenden beschäftigen wir uns mit der Existenz der Lösungskurve zu
den im Abschnitt 5.2 betrachteten Problemen Pu(t) bzw. P′u(t) und P′′u(t),
PL
+
1 (t) und P
L+
2 (t) bzw. P̃
L+
1 (t) und P̃
L+
1 (t). Unter einem Lösungsalgorith-
mus von obigen Problemen bezüglich eines Intervalls I j [0, 1] wollen
wir die Bestimmung eines zulässigen Punktes (g.c. Punktes) x(t) ∈ Mµ(t)
für jedes Problem Pu(t) bzw. P′u(t) und P′′u(t), PL
+
1 (t) und P
L+
2 (t) für je-
den Parameter t ∈ I verstehen. O.B.d.A. beschränken wir uns nur auf das
Problem Pu(t) und seine Modifizierungen (P′u(t) und P′′u(t)) unter den
Standardvorausetzungen. Unter einer Lösung von Pu(t) wollen wir eine
stetige Abbildung x(·) verstehen, die jedem Parameter t eindeutig eine
Lösung x(t) von Pu(t) zuordnet. Zudem hat x(t) wegen seiner Zulässig-
keit in Mµ(t) die Eigenschaft
(5.90) f (x(t)) ∈ (u(t)− D) ∩ f (M),
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wobei D ein abgeschlossener konvexer Kegel ist. Definieren wir die fol-
gende Punkt-Menge-Abbildung
(5.91) Γ : I −→ R|L|
durch
(5.92) Γ(t) := (u(t)− D) ∩ f (M),
die wir als “Abschnittsabbildung” bezeichnen wollen (vgl. die Abbildung
5.1). So ist die Bestimmung einer Lösungskurve äquivalent zur Bestim-
mung einer Zuordnung, die jedem Parameter t eindeutig einen Punkt f(x(t)) ∈
Γ(t) zuordnet. Diese Zuordnung ist wegen der Stetigkeit der Vektorfunk-
tion f stetig. Mit anderen Worten ist die Bestimmung einer Lösungskur-
ve äquivalent zur Bestimmung einer Auswahlfunktion der Punkt-Menge-
Abbildung Γ.
Im Gegensatz zu [46], [47], [48] sind wir nur an der hinreichenden Be-
dingung über die Existenz solcher Funktionen interessiert. In [6] wurden
hinreichenden Bedingungen für die Lipschitz-Stetigkeit und Differenzier-
barkeit dieser Kurve untersucht. Für weitere Details zur Existenz einer
Auswahlfunktion für eine Punkt-Menge-Abbildung verweisen wir auf [2]
und [3].
5.3.1 Unterhalbstetigkeit der “Abschnittsabbildung” Γ
Im Folgenden diskutieren wir hinreichende Bedingungen an, unter denen
der vereinfachte Satz von Michael ([3], Satz 2.3.1) anwendbar ist:
Satz 37 Es seien folgende Bedingungen erfüllt:
(B1) Λ ist ein kompakter metrischer Raum,
(B2) X ist ein Banachraum,
(B3) Φ : Λ −→ 2X ist unterhalbstetig (nach Berge), und
(B4) die Bilder Φ(t) sind für alle t ∈ Λ nicht leer und konvex,
dann existiert eine Funktion ϕ ∈ C(Λ, X) mit ϕ(t) ∈ Φ(t) für alle t ∈ Λ.
Nun betrachten wir das Problem vom Typ Pu(t) bzw. P′u(t) und P′′u(t)
auf I = [to, 1] mit to < 0. So sind die Voraussetzungen (B1) und (B2) des
Satzes 37 erfüllt, und wir erhalten:
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Folgerung 5 Seien die Bedingungen (B3) und (B4) des Satzes 37 für die “Ab-
schnittsabbildung Γ” erfüllt, dann existiert eine Lösungskurve x ∈ C(I, R|L|)
mit x(t) ∈ Γ(t) für alle t ∈ I.
Die Klasse der Probleme Pu(t) bzw. P′u(t) und P′′u(t), für die eine sol-
che Lösungskurve (Auswahlfunktion) existiert, ist verhältnismäßig klein
und wird hauptsächlich durch die Bedingungen (B3) und (B4) bestimmt.
Im nichtkonvexen Fall kann man im Allgemeinen die Existenz dieser Kur-
ve nicht sichern. Dazu kann man das in ([3], (A4)) angegebene Beispiel
betrachten: Φ(t) := {x ∈ Λ | ||x − t|| ≥ 12}; Φ ist stetig, aber besitzt
keine stetige Auswahlfunktion, da sie sonst wegen des Brouwer’schen
Fixpunktsatzes einen Fixpunkt besitzen würde. Somit kann eine einfache
Kurvenverfolgung mit dem Algorithmus PATH III im Allgemeinen nicht
erfolgreich sein. Unter einem einfachen Kurvenverfolgungsalgorithmus
verstehen wir einen Algorithmus ohne Jumps (bzw. JUMP II). Die Ver-
letzung der Bedingung (B3) kann z.B. mit Hilfe des folgenden Korollars
festgestellt werden:
Korollar 3 Seien Pu(t) bzw. P′u(t) und P′′u(t) JJT-regulär, x̄ ∈ Elocw(M, D)∩
Mū(t̄) und z̄ = (x̄, t̄) ∈ ∑5gc. Weiterhin erfülle z̄ die weitere Voraussetzungen
des Satzes 28, dann ist die Bedingung (B3) genau an der Stelle t̄ verletzt.
Beweis. Wegen Satz 28 und der JJT-Regularität von Pu(t) bzw. P′u(t) und
P′′u(t) ist die MFCQ in z̄ wegen Satz 19 verletzt. Zusammen mit dem Satz
18 stellt sich heraus, dass ein Zusammenhangskomponent der lokalen Mi-
nimalpunkte in z̄ endet. Aus der lokalen Beschreibung (4.44) der zulässi-
gen Menge Mµ(t) wissen wir, dass genau n + 1 Gleichungen aktiv sind.
Dann muss δ = −1 und d = 0 gelten. In diesem Fall wird die zulässige
Menge leer, sobald wir den Wert t̄ durchlaufen. Somit kann die Abbildung
Γ an der Stelle t̄ nicht unterhalbstetig sein.
Im nächsten Abschnitt wollen wir hinreichende Bedingungen unter-
suchen, unter denen eine verhältnismäßig größere Klasse konvexer und
nichtkonvexer lösbaren Probleme gewonnen werden kann.
5.3.2 Die Rolle der MFCQ und die Enlarged MFCQ
Wir betrachten erneut die Probleme Pu(t) bzw. P′u(t) und P′′u(t) bezüg-
lich eines spitzen polyedrischen Ordnungskegels D und nehmen stellver-
tretend den Kegel D = Rl+ (vgl. Lemma 5).
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Definition 38 Die Mangasarian-Fromovitz Constraint Qualification (MFCQ)
ist in einem Punkt x̄ ∈ Mµ(t) erfüllt, falls ein Vektor ξ ∈ Rn existiert mit:
Dgj(x̄)ξ < 0, j ∈ JGo (x̄, t̄)
D f j(x̄)ξ < 0, j ∈ J
f
o (x̄, t̄).
Bemerkung 10 Die obige Definition hängt vom Kegel D ab. Enthält Mµ(t)
Gleichungsrestriktionen, und dies ist z.B. der Fall, wenn wir den im Beispiel 1(d)
definierten Kegel betrachten, dann müssen wir noch verlangen, dass die Vektoren
{Dhi(x̄), i ∈ I} linear unabhängig und Dhi(x̄)ξ = 0, i ∈ I sind.
Definition 39 Sei K ⊂ R∪ {±∞}. Das Problem Pu(t) bzw. P′u(t) oder P′′u(t)
heißt Kojima-Hirabayashi-regulär (Bezeichnung: KH-regulär) bezüglich K, falls
0 ∈ Rn+m̄+s̄ ein Regulärwert von H|Rn×Rm̄×Rs̄×K (vgl. (2.7)) ist. Hierbei steht
m̄ für die Anzahl der Gleichungen und s̄ für die Anzahl der Ungleichungen, die
die Menge Mµ(t) beschreiben (vgl (5.12)).
Als Folgerung aus den Ergebnissen in [9] geben wir zwei Sätze an, die die
Bedeutung des Erfülltseins der MFCQ-Bedingung für die Existenz einer
Verbindungskurve hervorhebt:
Satz 38 Es seien folgende Bedingungen erfüllt:
(i) Pu(t) bzw. P′u(t) und P′′u(t) sind bezüglich [0, 1] KH-regulär.
(ii) Es existiert ein t1 > 0 und eine stetige Funktion x : [0, t1) −→ Rn, so
dass x(t) der einzige stationäre Punkt von Pu(t) bzw. P′u(t) und P′′u(t)
für alle t ∈ [0, 1) ist.
(iii) Die MFCQ ist für alle x ∈ Mu(t), t ∈ [0, 1] erfüllt.
Dann existiert ein PC1-Pfad in ∑stat, der (xo, 0) mit einem gewissen Punkt
(x∗, 1) verbindet.
Beweis. Wegen Bedingung (C5) und Satz 26 ist Mu(t) nicht leer. Infol-
ge (C1) existiert eine kompakte Menge C j Rn mit Mu(t) j C für alle
t ∈ [0, 1]. Mit (i)− (iii) sind die Voraussetzungen für die Anwendung der
Ergebnisse aus [9] erfüllt
Nimmt man unter Betrachtung der Menge ∑stat an, dass die Probleme
Pu(t) bzw. P′u(t) und P′′u(t) JJT-regülär sind (vgl. [49]), so ist Null ein
regulärer Wert der Kojima-Abbildung H. Diese Tatsache liefert folgendes
Ergebnis:
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Korollar 4 Es seien die Bedingungen (ii), (iii) erfüllt und die Probleme Pu(t)
bzw. P′u(t) und P′′u(t) bezüglich [0, 1] JJT-regulär. Dann existiert ein PC2-Pfad
K(xo, 0) in ∑stat, der (xo, 0) mit einem gewissen Punkt (x∗, 1) verbindet.
Wir fragen nun nach der hinreichenden Bedingung unter der die MFCQ
für alle x ∈ Mu(t), t ∈ (−∞, 1] erfüllt ist. Diese Bedingung bezeichnen wir,
genauso wie in [16] und [19], als erweiterter MFCQ (EnMFCQ). Dazu be-
trachten wir das skalarisierte Problem
min
{
ψ ◦ f(x) | x ∈ Mµ
}
µ ∈ Rl,(Pµ)
dessen Zulässigkeitsbereich durch die zusätzliche Restriktionsungleichung
gs+1(x) ≤ r mit gs+1 ∈ C3(Rn, R) erweitert wird. Es sei
C(r) := {x ∈ Rn | gs+1(x) ≤ r}
eine kompakte Menge mit int(C(r)) 6= ∅ (vgl. gs+1(x) = ||x||2) für alle
r ∈ [r1, r2], r1 < r2. Wir bezeichnen diese Restriktionsmenge mit Mrµ :=
Mµ1 ∩ C(r).
Definition 40 (EnMFCQ) ([16]) Wir sagen, dass das skalarisierte Problem (Pµ)
mit der zusätzlichen Restriktionsungleichung gs+1(x) ≤ r die EnMFCQ auf
C(r) erfüllt, falls für alle r ∈ [r1, r2] und jedes x ∈ C(r) Folgendes gilt: Es
existiert ein Vektor ξ ∈ Rn, so dass:
gj(x) + Dgj(x)ξ < 0, j ∈ {j ∈ J | gj(x) ≥ 0}(5.93)
fk(x)− µk + D fk(x)ξ < 0, k ∈ {k ∈ L | fk(x) ≥ µk}(5.94)
Dgs+1(x)ξ < 0, falls gs+1(x) = r(5.95)
Die Definition 40 ist eine Erweiterung der MFCQ auf einer geeigneten Um-
gebung von M. Sie sichert somit das Erfülltsein der MFCQ.
Es stellt sich nun die interessante Frage nach der Erfülltbarkeit dieser
stärkeren Bedingung. Nachstehender Satz liefert eine Antwort.
Satz 39 Sei D ein Ordungskegel mit int(D) 6= ∅ und Mrµ 6= ∅. Dann ist die
EnMFCQ für jedes x ∈ Elocw(Mrµ, D) nicht erfüllt.
Beweis. Die Menge Mrµ ist wegen der Bedingung (C1) kompakt. Da die
Vektorfunktion f stetig ist, ist f (M) kompakt. Aus dem Existenz-Satz 2.15
in [14] folgt, dass die Menge Elocw(Mrµ, D) nichtleer ist und es gilt Elocw(Mrµ, D) j
Elocw(M, D). Da x ∈ Elocw(Mrµ, D), folgt notwendig aus Satz 3.2 in [44]
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(vgl. auch Beweis des Korollars 3.3 in [44] sowie Satz 7.3 in [32]), dass für
jedes x ∈ Elocw(Mrµ, D) Folgendes gilt:
(5.96) (D f (x)(u), Dg(x)(u) + g(x)) 6∈ −int(Rl+, Rs+1+ ) ∀u ∈ Rn.
Die Bedingung (5.96) tritt ein, wenn für jedes u ∈ Rn entweder D f (x)(u) 6∈
−int(Rl+) oder Dg(x)(u) 6∈ −int(Rs+) oder beides gilt. In allen drei Fällen
ist die Bedingung für das Erfülltsein der EnMFCQ verletzt
Wir schließen diesen Abschnitt mit der Erkenntnis, dass Singularitäten
(x, t) ∈ Rn+1 vom Typ 4 und 5 nicht auszuschließen sind. Sie können ins-
besondere eintreten, wenn int(D) 6= ∅ und x ∈ Elocw(M, D). Die Sprünge
in der Menge ∑gc und der Algorithmus Jump II* aus dem Abschnitt 4.2.1




In diesem Kapitel beantworten wir die Frage, unter welchen Bedingun-
gen die betrachteten Probleme Pu(t), P′u(t), P′′u (t), Ps(t), P
p
i (t), i = 1, 2,
JJT-regulär sind. Dies ist die Rechtfertigung der Annahme in der Haupt-
frage 3. Im Folgenden beschränken wir uns darauf, die Regularisierung
für die Probleme Pu(t) ( P′u(t) und P′′u (t) als Speziallfälle) zu zeigen. Für
die Regularisierung der Probleme Ps(t) und Ppi (t), i = 1, 2 verweisen wir
auf [20] und [19].
6.1 Verallgemeinerte Einbettungen und die Klas-
se F
Satz 40 Sei ψ eine streng monoton wachsende Funktion in Rl und A ∈ An ∼=
R
1
2 n(n+1). Hierbei bezeichnetAn die Menge aller symmetrischen (n,n)-Matrizen.
Weiterhin, seien c, aj ∈ Rn, j = 1, . . . , s + |L|, d ∈ Rl+ \ {0} und µ1 ∈ Rl,




b1, . . . , bs, d1, . . . , d|L|
)T
∈ Rs+|L|,
B := (a1, · · · , as+|L|, b).
Betrachtet man das gestörte Problem definiert durch
(Pu(A,B)(t)) min
{







gj(x) + aTj x + bj ≤ 0, j ∈ J





Dann gilt für fast alle (A,B) ∈ An×R(s+|L|)(n+1), dass das Problem Pu(A,B)(t)
∣∣∣∣
t 6=1,t∈R




“Für fast alle” bedeutet: jede Lebesgue-messbare Teilmenge
{(A,B) ∈ An ×R(s+|L|)(n+1) | Pu(A,B)(t) 6∈ F}
hat das Lebesgue-Maß Null.
Hauptidee des Beweises
Der Beweis verläuft mit den gleichen Techniken wie im Beweis des Satzes
5.1 in Rückmann, Tammer[49]. Wir verifizieren für unseren speziellen Fall
dessen Hauptidee:
• Schritt 1:Wir zeigen, dass für fast alle (A,B) ∈ An×R(s+|L|)(n+1)
jeder kritischer Punkt von Pu(A,B)(t), der die (LICQ) erfüllt, entweder
ein Punkt vom Typ 1, Typ 2 oder Typ 3 ist.
• Schritt 2: Wir zeigen danach, dass für fast alle (A,B) ∈ An ×
R(s+|L|)(n+1) die Menge derjenigen zulässigen Punkte, die die LICQ
nicht erfüllen, die Vereinigung nulldimensionaler Mannigfaltigkei-
ten ist. Außerdem zeigen wir für ein festes Element aus (A,B), dass
jeder dieser Punkte entweder ein Punkt vom Typ 4 oder 5 ist.
Zunächst geben wir einige vorbereitende Ergebnisse zum Hauptbeweis.
Lemma 2 (vgl.[49]) Es seienMn ⊂ R 12 n(n+1) die Menge aller symmetrischen
(n, n)-Matrizen, Ī ⊂ {1, · · · , n} eine Indexmenge und
An( Ī) :=
{




An( Ī) ist eine glatte Mannigfaltigkeit der Kodimension
Cod(An( Ī) = 1
2
(n− Card( Ī))(n− Card( Ī) + 1)).
Wir definieren die von der Vektorfunktion f abhängigen und gestörten
Ungleichungsrestriktionen wie folgt:
gs+l(x, t,B) := fl(x) + aTl x− µ1l + (t− 1)dl, l ∈ L.
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Lemma 3 Seien gj ∈ Ck(Rn×R, R), j ∈ Jo(x, t,B) := {j ∈ J ∪ L | gj(x, t,B) = 0}
und |Jo(x, t,B)| = p. B and MI(B, t) seien wie oben definiert und
M(B) :=
(x, t) ∈ Rn ×R
x ∈ M(B, t)
und die Vektoren Dxgj(x, t, aj, bj), j ∈ Jo(x, t,B)
sind linear abhängig, d.h. (LICQ) nicht erfüllt.
 .
Dann gilt für fast alle B:
(a) Die Menge M(B) ist eine nulldimensionale Mannigfaltigkeit.
(b) Für jeden Punkt (x̄, t̄) ∈ M(B) gilt
dim span {D(x,t)gj(x, t, aj, bj), j ∈ Jo(x, t,B)} = p.
Beweis. Sei ∅ 6= Jp ⊂ J ∪ L. O.B.d.A. setzen wir
Jp = {1, · · · , p} and p ∈ L ∩ Jo(x, t,B).
Sei nun q̂p ∈ R, q̂p 6= 0, q ∈ Rp−1. Wir definieren




qjgj(x, t, aj, bj) + q̂pgp(x, t, ap, bp)
und
(6.2) G̃(x, q, t,B) :=
[
DxL̃(x, q, t,B)
gj(x, t, aj, bj), j ∈ Jp
]
.
Da der Teil der Jacobi-Matrix der partiellen Ableitungen von G̃ nach den
Parametern (ap, b1, · · · , bp), d.h.






· · · ∂∂bp











eine reguläre Matrix für alle t 6= 1 (In, Ip−1 bezeichnet hierbei die Ein-
heitsmatrix) ist, ist 0 ∈ Rn+p ein Regulärwert von G̃ für alle t 6= 1. Aus
G̃ ∈ C1(Rn+p ×Rp∗(n+1), Rn+p) folgt mit Hilfe des Theorems von Sard 4,
dass für fast alle B, 0 ∈ Rn+p ein Regulärwert von
(6.3) G̃B(x, q, t) := G̃(x, q, t,B)
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ist. Das bedeutet, dass die Menge G̃−1B (0) und die entsprechende Projekti-




(x, t) ∈ Rn ×R
gj(x, t, aj, bj) = 0, j ∈ Jp
Dxgp(x, t, ap, bp) ∈ span {Dxgj(x, t, aj, bj)}
j = 1, · · · , p− 1

jeweils Mannigfaltigkeiten der Dimension Null sind, denn (x, q, t) ∈ Rn+p
und das System G̃(x, q, t,B) = 0 besteht aus n + p Gleichungen.
(b) ergibt sich aus (a), da für fast alle B, 0 ein Regulärwert von G̃ ist.
Daraus folgt, dass für jeden Punkt (x̄, t̄) ∈ π(x,t)(G̃−1B (0)) = M(B), Fol-
gendes gilt
dim span {D(x,t)gj(x, t, aj, bj), j ∈ Jo(x, t,B)} = p.
• Beweis des Schritts 1: Sei ν = 0, 1 und wir betrachten
Aν(z) = (DTx g1(z), · · · , DTx gp+ν−1(z))
und
(6.4) Mν(x, µ, t) =
(




xgj(x, t) Aν(x, t)
−Aν(x, t)T 0
)
(6.5) Hν(x, µ, t) =





(1− ν)µp − gp(x, t)
 .
Für das gestörte Problem mit a = (A,B, c) erhalten wir
Hνa (x, µ, t) = H
ν(x, µ, t) +

2Ax + c + ∑pj=1 µjaj





Mνa(x, µ, t) = M
ν(x, µ, t) +







Weiterhin betrachten wir die folgende symmetrische Matrix








Außerdem definieren wir folgende Mengen:
M(I) := Rn+p+1 ×On+p ×An+p(I),
(6.6)
Mνa := {Z ∈ Rq̃ | Z2 = Hνa (Z1),Z3 = M̄νa(Z1)}, ν = 0, 1,
(6.7)
wobei
q̃ = (n + p + 1) + (n + p) +
1
2
(n + p)(n + p + 1)
Z = (Z1,Z2,Z3) ∈ Rq̃
Z1 = (x, µ, t) ∈ Rn+p+1
Z2 ∈ Rn+p
Z3 ∈ R 12 (n+p)(n+p+1)
mit I ⊂ {1, · · · , n + p}, und für jede Indexmenge Ĩ ⊂ {1, · · · , p}
betrachten wir die Menge
(6.8)
M(I, Ĩ) :=M(I)∩{Z ∈ Rq̃ | Zn+j = 0, j ∈ Ĩ}, with Zn+j = µj, j ∈ Ĩ.
Lemma 4 Die MengenMνa ,M(I) undM(I, Ĩ) sind C1-Mannigfaltigkeiten.
Beweis des Lemma. Die Jacobi-Matrix der beschreibenden Gleichun-
gen hat die Gestalt:








Z2 − Hνa = 0 ~ In+p 0
Z3 −Mνa = 0 ~ 0 I1
2 (n+p)(n+p+1)
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Wir bemerken, dass CodAn+p(I) = 12(n + p− | I |)(n + p − (| I |
+1)) und ~ ist eine Teilmatrix ohne Bedeutung für unsere Betrach-
tungen. Die Zeilen der obigen Jacobi-Matrizen sind linear unabhän-
gig. Somit sind Mνa und M(I) Mannigfaltigkeiten. Ihre Kodimen-
sionen sind
Cod(Mνa) = n + p +
1
2
(n + p)(n + p + 1)
= q̃− (n + p + 1)
Cod(M(I)) = n + p + Cod (An+p(I))
= n + p +
1
2
(n + p−Card(I))(n + p−Card(I) + 1).
– M(I, Ĩ) wird zusammen durch alle beschreibenden Gleichun-
gen vonM(I) und folgende Gleichung beschrieben:
equality Dzn+j(j ∈ Ĩ)
zn+j = 0 I| Ĩ|
.
Die Zeilen der Matrix sind linear unabhängig und
Cod(M(I, Ĩ)) = Cod(M(I))+ | Ĩ | .
Wir betrachten nun die erweiterte Jacobi-Matrix der Gleichungen,
dieMνa ,M(I) undM(I, Ĩ) beschreiben, einschließlich der Ableitun-
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gen nach den Parametern (A, b, c), b = (b1, · · · , bp)
(6.11)
DZ1 DZ2 DZ3 DA Db Dc
Z2 − Hνa (Z1) = 0 ∗ In+p 0 ∗ 0 −In
∗ Ip(t) 0
Z3 −Mνa(Z1) = 0 ∗ 0 I
1
2 (n+p)(n+p+1) −2I 12 n(n+1) 0 0 0
0 0 0 0
Z2 = 0 0 In+p 0 0 0 0 0
An+p(I) 0 0 −Iλ1 | ∗ 0 0 0
zn+j I| Ĩ| | 0 0 0 0 0 0
wobei
Ip(t) =
−1 0 0. . . 0
−(1− t)

eine (p, p)-Matrix ist und λ1 = 12(n + p− | I |)(n + p− | I | +1).
Die Matrix, die in der Tabelle dargestellt ist, hat maximalen Rang für
alle {n + 1, · · · , n + p} ∈ I und für t 6= 1 .
Sei nun (x, t) ein g.c. Punkt von Pu(A,B)(t) und die LICQ seien erfüllt,
wobei Jo(x, t,B) = {1, · · · , p} und H1a (x, µ, t) = 0. Dann gibt es eine
Indexmenge
I ⊂ {1, · · · , n + p} mit {n + 1, · · · , n + p} ⊂ I und M1a(x, µ, t) ⊂
A(I), wobei µ der eindeutig bestimmte Vektor der Lagrange-Multiplikatoren
ist.
Für jedes Paar (I, Ĩ) mit {n + 1, · · · , n + p} ⊂ I hat die Matrix in
(6.11) maximalen Rang. Da es nur endlich viele solcher Paare gibt,
folgt aus dem Theorem vom Sard, dass für fast alle (A, b, c)
M(I, Ĩ) tMνa , ν = 0, 1, Ĩ ⊂ {1, · · · , p}.
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Es gilt
dimM(I, Ĩ) ∩Mνa = q̃−Cod (M(I, Ĩ) ∩Mνa)
= q̃−
[
Cod(M(I, Ĩ) + CodMνa)
]
= q̃−CodM(I)− | Ĩ| −CodMνa)
= n + p + 1−Cod M(I)− | Ĩ|
= n + p + 1−
[
n + p +
1
2





1 falls | Ĩ| = 0 und |I| = n + p,
0 falls | Ĩ| = 0 und |I| = n + p− 1,
0 falls | Ĩ| = 1 und |I| = n + p,
M(I, Ĩ) ∩Mνa = ∅, falls
1
2
(n + p− |I|)(n + p− |I|+ 1)− | Ĩ| > 1.
(6.12)
Da in (x, t) die LICQ erfüllt ist, gibt es eine Indexmenge I mit
{n + 1, · · · , n + p} ⊂ I ⊂ {1, · · · , n + p}
und einen Vektor
((x, µ, t), H1a (x, µ, t), M
1
a(x, µ, t)) ∈ M(I, Ĩ) ∩Mνa .
Aus (6.12) ergeben sich die folgenden Möglichkeiten für (x, t):
1. Card(I) = n + p und | Ĩ| = 0 , d.h., rank(Mνa(x, µ, t)) = n + p
und µj 6= 0, j = 1, · · · , p. (x, t) ist dann ein g.c. Punkt vom
Typ 1.
2. Card(I) = n + p − 1 und | Ĩ| = 0, i.e. rank(Mνa(x, µ, t)) = n +
p− 1. Dann ist (x, t) ∈ ∑3gc.
3. | Ĩ| = 1, d.h., |Jo(x, a, b, t) \ J+(x, a, b, t)| = 1 und Mνa(x, µ, t) =
n + p− 1. Daraus folgt, dass (x, t) ∈ ∑2gc.
• Beweis des Schritts 2: Wir unterscheiden zwei Fälle:
Fall 1 (p > n): Aus Lemma 3(b) erhalten wir p = n + 1, da M(β) ⊂
Rn+1. Somit gilt z̄ ∈ ∑5gc.
Fall 2 (p <= n): Für den Rest des Beweises verweisen wir auf [49].





Das Verhalten des Vektoroptimierungsproblems VOP(f, H, G) unter Stö-
rungen der Daten, also des Parameters (f, H, G), spiegelt einerseits die Un-
genauigkeiten in den physikalischen Messungen und technischen Realisa-
tionen wider. Andererseits, sowohl in quantitativer als auch in qualitativer
Hinsicht, den Zustand des gestörten Problems, seiner Lösungen und sei-
ner anderen kritischen Größen. Unsere Untersuchung gehört damit in den
theoretischen Bereich der parametrischen Programmierung. Der vorlie-
gende Abschnitt verallgemeinert das von Guddat/Jongen [21] eingeführte
Konzept der strukturellen Stabilität eines skalaren Optimierungsproblems
in der Vektoroptimierung und macht Aussagen über eine gewisse Stabili-
tät oder Instabiltät eines Vektoroptimierungsproblems.
Wir studieren globale Stabilitätseigenschaften des Vektoroptimierungs-
problems vom Typ :




x ∈ Rn | hi(x) = 0, gj(x) ≤ 0, i ∈ I, j ∈ J
}
mit
I := {1, . . . , m}, J := {1, . . . , s}, L := {1, . . . , l}.
Unter der Annahme der Kompaktheit der Restriktionsmenge M[H, G] ge-
ben wir eine notwendige Bedingung dafür an, dass das Vektoroptimie-
rungsproblem VOP(f, H, G) strukturell stabil ist, mit anderen Worten: Wir
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fl(x) | x ∈ M[H, G]
}
Pmax(f, H, G):
strukturell stabil sein muss. Wenn nichtsanders vorausgesetzt wird, ge-
hen wir davon aus, dass alle Funktionen fk, gj, k ∈ L, j ∈ J, zur Menge
C2(Rn, R) gehören.
Die untere Niveaumenge bezüglich u ∈ R|L| bezeichnen wir wie folgt:
(7.1) Lu(f, H, G) := {x ∈ M[H, G] | f (x) ≤
D
u}, u ∈ R|L|.




y :⇐⇒ y− x ∈ D.
Definition 41 Zwei Vektoroptimierungsprobleme VOP(f, H, G) und
VOP(f̃, H̃, G̃) sind äquivalent, falls es stetige Abbildungen φ : R|L| ×Rn −→
Rn und ψ : R|L| −→ R|L| gibt mit folgenden Eigenschaften:
P1 Für jedes u ∈ R|L| ist die Abbildung φu : Rn −→ Rn ein Homöomorphis-
mus von Rn auf sich selbst, wobei φu := φ(u, x).
P2 Die Abbildung ψ ist ein Homöomorphismus von R|L| auf sich selbst und ψ
ist D-monoton wachsend; d.h.
(7.2) q1 ≤
D
q2 =⇒ ψ(q1) ≤
D
ψ(q2) ∀q1, q2 ∈ R|L|.
P3 φu[Lu(f, H, G)] = Lψ(u)(f̃, H̃, G̃) für alle u ∈ R|L|.
Definition 42 Das Vektoroptimierungsproblem VOP(f, H, G) heißt
strukturell stabil, falls es eine C2S-UmgebungO von (f, H, G) mit der Eigenschaft
gibt, dass für jedes Element (f̃, H̃, G̃) ∈ O das Problem VOP(f̃, H̃, G̃) äquiva-
lent zum Problem VOP(f, H, G) ist.
Zur Veranschaulichung stellen wir noch das entsprechende kommutative
Diagramm dar:
Rn ⊃ M f−→ R|L|yφ yψ
Rn ⊃ M̃ f̃−→ R|L|.
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Die oben betrachtete C2S-Topologie für das Produkt ∏
r
i=1 C
2(Rn, R) ist die
Produkttopologie, die durch die strenge (oder Whitney-) C2-Topologie in
jedem Faktor C2(Rn, R) erzeugt wird (vgl. [29], [37]). Eine typische Ba-
sisumgebung der Funktion ρ ∈ C2(Rn, R) ist die Menge ρ +Wε, wobei
Wε mit Hilfe von stetigen positiven Funktionen ε : Rn −→ R wie folgt
definiert ist:















(x)| < ε(x), ∀x ∈ Rn}.
Für jede Teilmenge U des Rn werde bezüglich unseres skalaren Problems
P(r, H, G), wobei r ∈ C2(Rn, R),






















Bemerkung 1 Für |L| = 1 und D = R|L|+ erhalten wir die Ergebnisse über
die strukturelle Stabilität eines allgemeinen nichtlinearen Optimierungsproblems
aus [21].





fl(x) | x ∈ M[H, G]
}
.Pmax(f, H, G):
Die zugehörige Unterniveaumenge definieren wir wie folgt:
Ltmax(f, H, G) :=
{




, t ∈ R.
Wir verwenden die in Weber [54] benutzten Bezeichnungen und wol-
len der möglicherweise fehlenden Differenzierbarkeit erneut durch einen
Übergang in den Rn+1 Abhilfe schaffen. Dazu verwenden wir die Projek-
tionen pr(1,...,n), prn+1 des Rn+1 auf den Raum Rn beziehungsweise auf





= (x, xn+1) ∈ Rn ×R.
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Nun wird das folgende C2-glatte Problem betrachtet:




(x, xn+1) ∈ Rn+1 | x ∈ M[H, G], fl(x)− xn+1 ≤ 0 (l ∈ L)
}
,
mit ȟi(x̌) := hi(x) (i ∈ I) und
ǧj(x̌) :=
{
gj(x), für j ∈ J
fl(x)− xn+1, für j = s + l, l ∈ L.
Das Problem P∨( f̌ , Ȟ, Ǧ) ist ein Spezialfall des Problems
min {t | x ∈ Z, t ∈ R, mathb f f (x)− tq ∈ p− C} ,MP(p, q):
wobei Z j Rn nicht leer ist, f : Rn −→ Rl, C j Rl ist nichtleer, konvex
und abgeschlossen und (p, q) ∈ Rl × Co. Hierbei ist Co das relative Innere
von C.
Diese Familie von skalaren Optimierungsproblemen steht in starker
Beziehung zur Skalarisierungsmethode der Vektoroptimierungsprobleme.
Wie in der Arbeit von Weidner [55] hervorgehoben wurde, beinhalten die-
se Skalarisierungsmethoden die bekannten Verfahren von Brosowski und
Conci [5], Helbig [26], Wierzbicki [59] und anderen in [27] zitierten Veröf-
fentlichungen. Man kann sagen, dass jeder Minimalpunkt bezüglich (p, q)
von P∨(f̌, Ȟ, Ǧ) ein schwacher effizienter Punkt ist und umgekehrt löst
jeder schwache effiziente Punkt und daher jeder effiziente Punkt für vor-
gegebene Parameter (p, q) das skalare Problem P∨(f̌, Ȟ, Ǧ).
Wir verweisen auch auf Guerra/Lopez [24], wo eine Einbettung zur Lö-
sung von P∨( f̌ , Ȟ, Ǧ) im Falle M = Rn untersucht wurde.
Es ist festzustellen, dass es sich bei jedem t ∈ R bei Ltmax(f, H, G) um
die Projektion (im Sinne von pr(1,...,n)) der Unterniveaumenge L∨t(f̌, Ȟ, Ǧ)
auf den Raum Rn handelt. Außerdem sind die beiden Mengen homotopy-
equivalent (siehe Jongen et al. [37], Lemma 4.2.1). Es sei betont, dass M[Ȟ, Ǧ]
der Epigraph E(maxl∈L fl) über die Zulässigkeitesmenge M[H, G] ist.
Wir definieren die kritischen Punkte in Bezug auf die nichtleeren Men-
gen maximaler Indizes
(7.5) Ko(x) := {k ∈ K | r(x) = fk(x)} (x ∈ Rn)
wie folgt:
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Definition 43 (Weber[54]) Sei x̄ ∈ M[H, G] gegeben. Dann heißt x̄ ein Kuhn-
Tucker-Punkt von Pmax(f, H, G), falls ˇ̄x := (x̄, r(x̄)) ein Kuhn-Tucker-Punkt
von P∨(f̌, Ȟ, Ǧ) ist, d.h. falls es Zahlen λi ∈ R(i ∈ I), µj ∈ R(j ∈ jo(x̄) und
νk ∈ R(k ∈ Ko(x̄)) derart gibt, dass die folgenden Beziehungen gelten:
∑
k∈Ko(x̄)









Es sei die eineindeutige, durch
(7.9) K : x̄ 7→ (x̄, r(x̄))
gegebene Korrespondenz zwischen den Kuhn-Tucker-Punkten des ursprüng-
lichen Problems Pmax(f, H, G) und jenen des dimensionserhöhten Pro-
blems
P∨(f̌, Ȟ, Ǧ) gegeben. Durch die nachfolgenden Aussagen wird es immer
begründeter (siehe Weber [54]), die beiden Probleme Pmax(f, H, G) und
P∨(f̌, Ȟ, Ǧ) zu identifizieren:
(a) Das Problem P∨(f̌, Ȟ, Ǧ) besitzt kein lokales Maximum.
(b) Alle Kuhn-Tucker-Punkte von P∨( f̌ , Ȟ, Ǧ) liegen in Graph von f |
M[H, G].
(c) Ein Punkt x̄ ∈ M[H, G] ist genau dann ein lokaler Minimalpunkt von
Pmax(f, H, G), wenn der Punkt (x̄, r(x̄)) ein lokaler Minimalpunkt von
P∨(f̌, Ȟ, Ǧ) ist.
Das Charakterisierungstheorem für Probleme vom Maximumstyp kann
nun wie folgt formuliert werden:
Satz 41 (Charakterisierungssatz Weber [54]) Sei M[H, G] kompakt. Dann ist
das OptimierungsproblemPmax(f, H, G) genau dann strukturell stabil, wenn die
folgenden drei Bedingungen gelten:
(C1max) Die MFCQ ist in jedem Punkt aus M[H, G] erfüllt.
(C2max) Jeder Kuhn-Tucker-Punkt von Pmax(f, H, G) ist stark stabil.
(C3max) Verschiedene Kuhn-Tucker-Punkte besitzen verschiedene (r−)Werte.
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Nun können wir als Bedingung stetiger Abhängigkeit eines Kuhn-Tucker-
Punktes von den Problemdaten die starke Stabilität im Sinne von Kojima
wie folgt definieren:
Definition 44 Sei xu ∈ M[H, G] ein Kuhn-Tucker-Punkt von P(r, H, G), r ∈
C2(Rn, R). Dann wird xu stark stabil genannt, falls für gewisses δ̄ > 0
und jedes δ ∈ (0, δ̄] ein α > 0 derart existiert, dass für jede C2-Funktion
(r̃, H̃, G̃) mit norm[(r− r̃, H − H̃, G− G̃), B(xu, δ)] ≤ α die Kugel B(xu, δ)
einen Kuhn-Tucker-Punkt x̄d von P(r̃, H̃, G̃) enthält, welcher in B(xu, δ̄)
eindeutig bestimmt ist.
Lemma 5 (Kojima [41]) Sei x̄u ∈ M[H, G] ein Kuhn-Tucker-Punkt vonP(r, H, G),
r ∈ C2(Rn, R).
(a) Falls die LICQ an der Stelle x̄u erfüllt ist, so ist x̄u genau dann stark sta-
bil, wenn die Matrix D2L[λ,µ](x̄u) nichtverschwindende Determinanten mit
einem gemeinsamen Vorzeichen auf den Teilräumen W(x̄u, J̄) für alle J̄ mit
J+(x̄u) j J̄ j Jo(x̄u) besitzt, wobei
J+(x̄u) = {j ∈ Jo(x̄u)|µj > 0},(7.10)
W(x̄u, J̄) = {ξ ∈ Rn|Dhi(x̄u)ξ = 0, i ∈ I, Dgj(x̄u)ξ = 0, j ∈ J̄},(7.11)





(b) Falls die MFCQ, nicht aber die LICQ, im Punkt x̄u erfüllt ist, so ist x̄u
genau dann stark stabil, wenn die Matrix D2L[λ,µ](x̄u) positiv definit auf
dem Teilraum W(x̄u, J+(x̄u)) ist, wobei J+(x̄u) gemäß (7.10) definiert sei.
Wir bemerken, dass die Strukturelle Stabilität des ProblemsPmax(f, H, G)
bereits in [54] bewiesen wurde (vgl. Satz 41). Der folgende Satz liefert ein
notwendiges Kriterium für die strukturelle Stabilität eines Vektoroptimie-
rungsproblems.
Satz 42 (Hauptsatz) Sei D ein spitzer polyedrischer Ordnungskegel und das
Vektoroptimierungsproblem VOP(f, H, G) mit der kompakten zulässigen Men-
ge M[H, G] strukturell stabil. Dann ist das Problem Pmax(f, H, G) strukturell
stabil.
104
7.1 Lemmata und vorbereitende Ergebnisse
Lemma 6 Sei t ∈ R, D = R|L|+ und u := (t, . . . , t) = te, e = (1, . . . , 1) ∈
R|L|. Dann gelten die folgende Beziehungen zwischen den Unterniveaumengen:
(7.13) Ltmax(f, H, G) = pr(1,...,n)L∨t(f̌, Ȟ, Ǧ) = Lu(f, H, G).
Beweis Die erste Ungleichung ist klar. Wir zeigen die zweite.
Lu(f, H, G) j pr(1,...,n)L∨t(f̌, Ȟ, Ǧ): Sei x ∈ Lu(f, H, G). Dann ist x ∈
M[H, G], fl(x) ≤ t, l ∈ {1, . . . , L}. Daraus folgt (x, t) ∈ M(Ȟ, Ǧ) und
daher x ∈ pr(1,...,n)L∨t(f̌, Ȟ, Ǧ).
Lu(f, H, G) k pr(1,...,n)L∨t(f̌, Ȟ, Ǧ): Sei x ∈ pr(1,...,n)L∨t(f̌, Ȟ, Ǧ). Dann
existiert ein z ∈ R mit (x, z) ∈ L∨t(f̌, Ȟ, Ǧ). Daraus folgt x ∈ M[H, G],
fl(x) ≤ z, l ∈ L und z ≤ t und daher fl(x) ≤ t, l ∈ L. D.h. x ∈ Lu(f, H, G)
Lemma 7 Sei D ein spitzer, abgeschlossener und konvexer Kegel. Dann existiert






für alle u1, u2 ∈ R|L|.
Beweis: Wir benutzen eine von Sawaragi/Nakayama/Tanino benutzte Idee
zum Beweis des Satzes 3.3.1 in [51]. Wir wählen
d ∈ intD
und definieren
y(α) = αd, α ∈ R.
Wir behaupten, dass für jedes y ∈ R|L| ein α > 0 existiert, so dass
y ∈ y(α)− D.
Ist diese Behauptung nicht wahr, dann folgt unter Anwendung des Tren-
nungssatzes auf den Strahl {y− αd : α > 0} und den konvexen Kegel −D
die Existenz eines ν ∈ Rp \ {0}mit
〈ν, y− αd〉 ≥ 0 für alle α > 0
und
〈ν, d′〉 ≥ 0 für alle d′ ∈ D.
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Da d ∈ intD, ist 〈ν, d〉 > 0 wegen der letzten Ungleichung und somit
〈ν, y− αd〉 < 0
für hinreichend großes α, welcher ein Widerspruch ist.
Folglich können wir α1, α2 > 0 so wählen, dass
u1 ∈ α1d− D und u2 ∈ α2d− D.
Wir setzen αmax := max{α1, α2}. Da αid ≤
D
αmaxd, i = 1, 2, können wir
feststellen, dass die Ungleichungen (7.14) von ū := αmaxd erfüllt werden
7.2 Beweis des Hauptsatzes (Notwendigkeitsteil)
O.B.d.A können wir annehmen, dass D = R|L|+ (vgl. Lemma 5 und das
Problem VOP). Es sei nun angenommen, dass das Vektoroptimierungs-
problem VOP( f , H, G) strukturell stabil bezüglich der Definition 42 ist. So
müssen wir entsprechend den Ergebnissen von Weber in [33] (siehe Satz
41 ) das Erfülltsein folgender Bedingungen nachprüfen:
(C1) Die Bedingung MFCQ ist in jedem Punkt aus M[H, G] erfüllt.
(C2) Jeder Kuhn-Tucker-Punkt von Pmax( f , H, G) ist stark stabil.
(C3) Verschiedene Kuhn-Tucker-Punkte besitzen verschiedene ( f−)Werte.
Beweis von (C1): Wir zeigen, dass aus der strukturellen Stabilität von VOP(f, H, G)
die Bedingung (C1) folgt. Dazu betrachten wir eine C2s -Umgebung O von
(f, H, G) mit der Eigenschaft: für jedes (f̃, H̃, G̃) ∈ O die Menge M[H̃, G̃]
kompakt und ferner ist VOP(f, H, G) äquivalent zu VOP(f̃, H̃, G̃). Wir
wählen ein beliebiges Element (f̃, H̃, G̃) ∈ O. Seien φ und ψ die Abbildun-
gen, mit deren Hilfe sich diese Äquivalenz bezüglich Definition 41 herge-
stellt wird.
Wir nehmen α, α̃ ∈ R|L| mit
α :=
(
α1, . . . , α|L|
)
, αi := max
x∈M[H,G]
fi(x), i = 1, . . . , L(7.15)
α̃ :=
(
α̃1, . . . , α̃|L|
)
, α̃i := max
x∈M[H̃,G̃]
f̃i(x), i = 1, . . . , L(7.16)
(7.17)
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und betrachten die Vektoren α und ψ−1(α̃). Aus Lemma 7.14 folgt die Exi-
stenz eines ū ∈ R|L|, so dass α ≤
D
ū und ψ−1(α̃) ≤
D
ū. Wir bemerken,
dass Lū(f, H, G) = M[H, G]. Da ψ monoton wachsend ist, erhalten wir
α̃ ≤
D
ψ(ū). Folglich ist Lψ(ū)(f̃, H̃, G̃) = M[H̃, G̃]. Aus φū(Lū(f, H, G)) =
Lψ(ū)(f̃, H̃, G̃) erhalten wir φū(M[H, G]) = M[H̃, G̃]. Infolgedessen bildet
φū einen Homöomorphismus zwischen M[H, G] und M[H̃, G̃]. Damit ha-
ben wir Folgendes gezeigt: für jedes (H̃, G̃) in einer C2S-Umgebung von
(H, G) sind die Mengen M[H, G] und M[H̃, G̃] homöomorph. Mit Hilfe
des Stabilitätstheorems 5 können wir auf äquivalente Weise behaupten,
dass die MFCQ in jedem Punkt x ∈ M[H, G] erfüllt ist. Daraus folgt die
Gültigkeit der Bedingung (C1).
Beweis von (C2): Wir nehmen an, es existiert einen stationären Punkt, der
nicht stark stabil ist, d.h. die Bedingung (C2) ist nicht erfüllt. Um einen
Widerspruch zu konstruieren, wird der folgende Störungssatz von Weber
[54] eine zentrale Rolle spielen:
Lemma 8 (Störungslemma, Weber [54]) Sei M[H, G] kompakt und die Be-
dingung (C1) erfüllt. Ferner besitze Pmax(V, H, G) einen Kuhn-Tucker-Punkt
x̄u, der nicht stark stabil ist. Dann existieren eine Zahl k ∈ N und Funktio-
nen (V1, H̃, G̃), (V2, H̃, G̃), beide beliebig und C2S-nahe bei (V, H, G), mit den
folgenden Eigenschaften:
(i) Das Problem Pmax(V1, H̃, G̃) besitzt k Kuhn-Tucker-Punkte, genau einer
davon ist nicht stark stabil.
(ii) Das Problem Pmax(V2, H̃, G̃) hat mindestens k + 1 Kuhn-Tucker-Punkte,
die alle stark stabil sind.
(iii) Die Bedingungen C1 und C3 sind für die Probleme Pmax(Vi, H̃, G̃), i =
1, 2 erfüllt.
Für r ∈ C2(Rn, R) bezeichnen wir die Menge {x ∈ M[H, G] | a ≤ r(x) ≤
b ∈}mit Lab(r, H, G) für a ≤ b, a, b ∈ R.
Folgendes Lemma wurde in Guddat/Jongen [21] gezeigt:
Lemma 9 Seien die zulässige Menge M[H, G] des Problems P(r, H, G) kom-
pakt und die Bedingung C1 erfüllt. Seien a, b ∈ R gegeben mit a < b.
(i) Falls Lab(r, H, G) keinen Kuhn-Tucker-Punkt enthält, so sind L
a(r, H, G)
und Lb(r, H, G) homöomorph.
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(ii) EnthalteLab(r, H, G) genau einen Kuhn-Tucker-Punkt x̄
u mit a < r(x̄u) <
b, und sei x̄u stark stabil. Dann sind die MengenLa(r, H, G) undLb(r, H, G)
nicht homöomorph.
Lemma 10 Seien M[H, G] kompakt und die Bedingung C1 erfüllt. Seien V1, V2 ∈
C2(Rn, R)|L| Funktionen, die die Bedingung C3 bezüglich Pmax(Vi, H, G), i =
1, 2, erfüllen, mit folgenden zusätzlichen Eigenschaften:
(i) Das Problem Pmax(V1, H, G) besitzt k Kuhn-Tucker-Punkte, genau einer
davon ist nicht stark stabil.
(ii) Das Problem Pmax(V2, H, G) hat mindestens k + 1 Kuhn-Tucker-Punkte,
alle sind stark stabil.
Dann sind die Vektoroptimierungsprobleme VOP(Vi, H, G), i = 1, 2, nicht äqui-
valent.
Beweis. Wir beziehen uns auf die n-dimensionalen ProblemePmax(Vi, H, G),
i = 1, 2, aufgrund der entsprechenden (n + 1)-dimensionalen Probleme
P∨(V̌i, Ȟ, Ǧ), i = 1, 2. Für die letzteren Probleme studieren wir das to-
pologische Verhalten der Unterniveaumengen, während der Niveaupara-
meter t wachsend die Menge der realen Zahlen durchläuft. Unter Beach-
tung der Bedingung C3, die für beide Probleme formuliert wurde, und
das Lemma 9, folgt daraus, dass der Homöomorphie-Typ von der Unter-
niveaumenge L∨t(V̌2, Ȟ, Ǧ) mindestens k + 1 wechselt, und mindestens
k − 1, aber (nur) höchtens k solche Wechsel für L∨t( f̌ 1, Ȟ, Ǧ). Die paar-
weise Homotopie-Äquivalenz zwischen Unterniveaumengen in Rn und
Rn+1 führt uns zur analogen Beschreibung in der Dimension n des to-
pologischen Verhaltens von Ltmax(Vi, H, G), i = 1, 2. Aus Lemma 6 (7.13)
folgt, dass Lte(Vi, H, G), i = 1, 2 zwei unterschiedliche Anzahlen beim
Wechsel des topologischen Typs in Rn besitzen, während wir uns ent-
lang der Gerade u(t) = te, e ∈ R|L|, t ∈ R bewegen. Falls die Probleme
VOP(Vi, H, G), i = 1, 2 äquivalent sein sollen, müssen diese Probleme
übereinstimmen.
Wir sind nun in der Lage, das Störungslemma in unserem indirekten
Beweis der Bedingung (C2) anzuwenden. Ist die Bedingung C2 nicht er-
füllt, dann können wir Lemma 8 und Lemma 10 anwenden, damit wir
zwei nicht-äquivalente Probleme VOP( f i, H̃, G̃), i = 1, 2 mit jedem ( f i, H̃, G̃)
beliebig C2S-nahe bei ( f , H, G) haben. Dies ist ein Widerspruch zur struk-
turellen Stabilität.
108
Beweis von (C3): Wir wissen, dass C1 und C2 erfüllt sind. Falls
Pmax(f, H, G) die Bedingung C3 nicht erfüllt, wann auch immer die Glei-
chung maxl∈L f (x̄u1 ) = maxl∈L f (x̄
u
2 ) für zwei unterschiedlichen Kuhn-
Tucker-Punkte von Pmax(f, H, G) erfüllt ist, liefert uns die Addition einer
kleinen positiven und einer kleinen negativen Konstante zu allen Funk-
tionen fk (k ∈ L) lokal in x̄u1 und x̄u2 ein Problem Pmax(f̄, H, G), das
die Bedingung C3 erfüllt. Sei k die Anzahl der Kuhn-Tucker-Punkte von
Pmax(f̄, H, G). Mit den gleichen Überlegungen wie beim Beweis des Lem-
ma 10 wechselt der Homöomorphietyp von Ltmax(f̄, H, G) mit wachsen-
dem t genau k-mal. Der entsprechende Wechsel bezüglich Pmax(f, H, G)
ist kleiner als k. Somit, wie in Lemma 10, sind VOP(f, H, G) und VOP(f̄, H, G)
nicht äquivalent. Das ist ein Widerspruch zur Bedingung der strukturellen
Stabilität von VOP(f, H, G)
Kapitel 8
Das Verfahren und Illustrative
Beispiele
In diesem Abschnitt geben wir ein paar numerische Beispiele an, die mit
Hilfe des folgenden Dialog-Verfahrens berechnet werden:
8.1 Dialog-Vefahren auf Basis einparametrischer
Optimierung
Zunächst verallgemeinern wir das in [17] angegebene Verfahren:
Schritt 1 Wähle k = 0, to = 0, µ0, µ1 ∈ Rl mit µ0 6= µ1, xo ∈ Rn.
Schritt 2 Berechne, wenn möglich, tk+1 mit tk < tk+1 ≤ 1 und einen g.c.
Punkt zk+1 = (xk+1, tk+1) von Pu(tk+1). Falls g.c. Punkt von Pu(t) für
t > tk nicht gefunden werden kann, gehe zu Schritt 1. Andernfalls
gehe zu Schritt 3.
Schritt 3 Der Entscheidungsträger entscheidet über den Punkt xk+1. Ist
xk+1 zufriedenstellend, dann STOP. Sonst gehe zu Schritt 4.






(P1) min{f(x) = (−x21,−x2) | x ∈ M1}









µ11 + (1− t) max{−xo1
2 − µ11, 0}
µ12 + (1− t) max{−xo2 − µ12, 0}
)
α(t) = max4{0, t},
wobei t ∈ (−∞, 1].
Betrachtet man eine regularisierte Normskalierung vom Typ (5.60) mit
ψ ◦ f (x) = −1
2
‖f(x)− u(t)‖2 ,








2 + (x2 + u2(t))2
]





g1(x1, x2, t) = x21 + x
2
2 − 1 ≤ 0
x ∈ R2 g2(x1, x2, t) = −x21 − µ11 + (t− 1) max{−xo1
2 − µ11, 0} ≤ 0
g2(x1, x2, t) = −x2 − µ12 + (t− 1) max{−xo2 − µ12, 0} ≤ 0





0.5) = (−0.7071067812, 0.7071067812)
bei t = −2.0.
Als Lösung (Goal-Realizer) erhalten wir x̂1 = (−1.000000000,−.2011647789E−
11) mit f (x̂1) = (−1, +.2011647789E− 11). Das entspricht genau dem
Pareto-Punkt (−1, 0). Die Abbildungen 8.1 und 8.2 zeigen die entspre-
chenden Lösungskurven im Entscheidungs -und Zielraum.




0.5) = (0.7071067812, 0.7071067812)
bei t = −2.0. Mit diesem Startpunkt erhalten wir einen weiteren Goal-
Realizer x̂2 = (1.000000000,−.2011647789E − 11) (siehe Abbildungen
8.3 und 8.4). Wir bemerken, dass in beiden Fällen, der Goal-Realizer ein
Punkt vom Typ 5 ist.
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Beispiel 6 (Strukturelles Design eines Balkens [32] (Example 11.1)) Die Mo-












K− x21x2 ≤ 0
x1 − 4x2 ≤ 0
−x1 + x2 ≤ 0
−x1 ≤ 0
−x2 ≤ 0,
wobei K > 0 eine Druckkonstante ist und l > 0 die Länge des Balkens angibt.

















g1(x1, x2, t) = K− x21x2 ≤ 0
g2(x1, x2, t) = x1 − 4x2
g3(x1, x2, t) = −x1 + x2
x ∈ R2 g4(x1, x2, t) = −x1
g5(x1, x2, t) = −x2
g6(x1, x2, t) = lx1x2 − µ11 + (t− 1) max{lxo1xo2 − µ11, 0}









Mit dem Startpunkt xo = (14, 10) und Länge L = 1 zeigt die Tabelle 8.1 einen
Ablauf des Dialogverfahrens und die Lösungen in Abhängigkeit der Zielen.
Nr K µ11 µ
1
2 x̂1 x̂2 f1(x̂) f2(x̂) Abbildung
1 1000 200 800 12.09 6.84 82.69 151.54 Abbildung 8.5
2 1000 400 600 12.09 6.84 82.69 151.54 Abbildung 8.6
3 1000 200 300 12.10 6.82 82.52 151.52 Abbildung 8.7
4 1000 100 240 10 9.99 99.9 156.92 Abbildung 8.8
5 1000 100 250 10 9.99 99.9 156.92 Abbildung 8.9
6 1500 1000 2500 13.8584 7.8102 108.2368 198.7485 Abbildung 8.10
Tabelle 8.1: Ein Dialogablauf
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Abbildung 8.5: Beispiel 6 mit dem Goal µ1 = (200, 800)
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Abbildung 8.6: Beispiel 6 mit µ1 = (400, 600)
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Abbildung 8.7: Beispiel 6 mit µ1 = (200, 300)
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Abbildung 8.8: Beispiel 6 mit µ1 = (100, 240)
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Abbildung 8.9: Beispiel 6 mit µ1 = (100, 250)
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Abbildung 8.10: Beispiel 6 mit µ1 = (1000, 2500), K = 1500
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Abbildung 8.1: Beispiel 5 in (x1, x2)-Raum
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Abbildung 8.2: Beispiel 5 in (y1, y2)-Raum
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In dieser Arbeit haben wir die Anwendbarkeit der Kurvenverfolgungs-
methoden für die Lösung von mehrkriteriellen Optimierungsproblemen
in halbgeordneten endlich dimensionalen Räumen untersucht. Zur Be-
stimmung einer Lösung, die den Entscheidungsträger zufriedenstellt, ha-
ben wir zwei Klassen einparametrischer Optimierungsprobleme konstru-
iert. Um dem Entscheidungsträger zusätzliche nutzliche Informationen zu
liefern, sind sämtliche g.c. Punkte x(t), t ∈ (−∞, 1], dieser einparame-
trischen Optimierungsprobleme (Einbettungen) zulässige Punkte der Re-
striktionsmenge des betrachteten mehrkriteriellen Optimierungsproblems.
Mit Hilfe der Projektion auf den konvexen Ordungskegel haben wir ge-
zeigt, dass diese Einbettungen wohldefiniert sind.
Diese Einbettungen wurden untersucht unter dem Gesichtspunkt der Theo-
rie der einparametrischen Optimierungsprobleme für den Fall eines belie-
bigen spitzen polyedrischen Ordnungskegels. Sie umfasst z.B. Fragestel-
lungen nach der Art der Singularitäten, nach besseren Startbedingungen
(Vermeidung eines Startpunktes vom Typ 4) unter denen eine Zusammen-
hangskomponente in der Menge stationärer oder verallgemeinerter kriti-
scher Punkte mit Hilfe von Kurvenverfolgungsmethoden numerisch be-
schrieben werden kann. Wir haben gezeigt, dass die Existenz einer Lö-
sungskurve (Verbindungskurve) entweder unter Konvexität des Vektor-
optimierungsproblems sowie Unterhalbstetigkeit der zugehörigen “Ab-
schnittsabbildung” Γ (vgl. (5.91)) oder der KH-Regularität der betrachte-
ten Einbettungen und dem Erfülltsein der MFCQ auf deren Restriktions-
mengen Mu(t), t ∈ (−∞, 1], gesichert werden kann. Im nichtkonvexen Fall
kann das Erfülltsein der MFCQ nicht gesichert werden - Die EMFCQ als
hinreichende Bedingung ist in der Menge der schwach effizienten Punk-
ten verletzt. Unter JJT-Regularität liefert die Menge der schwach effizien-
ten Punkte mögliche Kandidaten für Singularitäten vom Typ 4 und 5. Da-
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her spielt hier der Algorithmus Jump II* eine wesentliche Rolle. Sie kann
auch kombiniert im Zusammenhang mit einem Zweischrittverfahren zur
Lösung globaler Optimierungsprobleme (siehe [16]) angewendet werden.
Anschließend haben wir das von Guddat/Jongen eingeführte Konzept
der strukturellen Stabilität eines skalaren Optimierungsproblems in der
Vektoroptimierung verallgemeinert und einen Zusammenhang zur struk-
turellen Stabilität eines Minimaxproblems erstellt. Dieses Minimaxproblem
steht in starker Beziehung zur Skalarisierungsmethode der Vektoroptimie-
rungsprobleme.
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Abkürzungen
|A| die Mächtigkeit/Kardinalität einer bel. Menge A
(Hier nur für endliche Mengen benötigt)
f |U Einschränkung einer Abbildung f auf eine
Teilmenge U ihres Definitionsbereiches
clA Abschluß einer Menge A ∈ Rn
int(A) das Innere einer Menge A ∈ Rn
riA das relative Innere einer Menge A ∈ Rn
∂A der Rand einer Menge A ∈ Rn
In Einheitsmatrix
‖x‖ euklidische Norm eines Vektors x ∈ Rp
Cp(X, Y) Raum der p-mal stetig differenzierbaren Abbildungen zwischen X und Y
µ1 realistischer Wunsch (realistic goal) des Entscheidungsträgers
(Pu(t)) verallgemeinerte innere Einbettung
≤D Halbordnung bezüglich des konvexen Kegels D
VOP(f, H, G) das Vektoroptimierungsproblem
Pmax(f, H, G) das Minimax-Problem
Lu(f, H, G) untere Niveaumenge bezüglich u ∈ R|L|
Ltmax(f, H, G) untere Niveaumenge bezüglich Pmax(f, H, G)
Eloc(X, D) Menge der lokal effizienten Punkte von X
Elocw(X, D) Menge der lokal schwachen effizienten Punkte von X
U(I) Die Menge aller auf dem Intervall I D-monoton fallende Funktionen
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