Abstract. Generalized additive, generalized linear, and classification tree models were developed to predict the distribution of 20 species of chaparral and coastal sage shrubs within the southwest ecoregion of California. Mapped explanatory variables included bioclimatic attributes related to primary environmental regimes: averages of annual precipitation, minimum temperature of the coldest month, maximum temperature of the warmest month, and topographically-distributed potential solar insolation of the wettest quarter (winter) and of the growing season (spring). Also tested for significance were slope angle (related to soil depth) and the geographic coordinates of each observation. Models were parameterized and evaluated based on species presence/absence data from 906 plots surveyed on National Forest lands. Although all variables were significant in at least one of the species' models, those models based only on the bioclimatic variables predicted species presence with 3 -26 % error. While error would undoubtedly be greater if the models were evaluated using independent data, results indicate that these models are useful for predictive mapping -for interpolating species distribution data within the ecoregion. All three methods produced models with similar accuracy for a given species; GAMs were useful for exploring the shape of the response functions, GLMs allowed those response functions to be parameterized and their significance tested, and classification trees, while sometimes difficult to interpret, yielded the lowest prediction errors (lower by 3 -5 %).
Introduction
Models that predictively map (Franklin 1995 ) the distribution of plant species or functional types can be used to interpolate data from costly vegetation field surveys (Austin & Heyligers 1989; Nicholls 1989; Lees & Ritman 1991; Le Duc et al. 1992; Mackey 1994; Cherrill et al. 1995) . When they are based on climate variables, these models can be used to make first-order predictions of distribution changes in response to climate change (Austin 1992; Leathwick 1995 Leathwick , 1998 Brzeziecki et al. 1995; Huntley et al. 1995; Kienast et al. 1996; Diaz & Cabido 1997; Guisan et al. 1998 ; and reviewed by Franklin 1995) . Further, these estimates of species' response surfaces (Austin 1985) can also be useful in models of transient ecosystem responses to environmental change when those models require information about the probability of species' occurrence on the landscape or in environmental space. This includes gap models of forest succession (as discussed by Austin et al. 1994a, p. 30) , landscape simulation models (for example, He & Mladenoff in press) and dynamic global vegetation models (Steffen et al. 1996) .
In order to map predicted plant distributions, spatiallyinterpolated environmental variables are required (Franklin 1995) . It is when those variables are related to direct gradients (sensu Austin & Smith 1989) or primary environmental regimes (thermal, radiation, moisture, mineral nutrients; Mackey 1993), and chosen based on functional relationships derived from ecophysiological studies (Box 1981; Woodward 1987) , that the response surface models can best be used to address environmental change.
I have developed statistical and decision-tree models predicting the probability of species presence for 20 shrub species that are commonly found in the chaparral and coastal sage scrub communities of southern California. Climate variables (temperature and precipitation) interpolated from climate station data, potential solar radiation estimated across a topographic grid, and a terrain variable related to potential soil moisture, were tested as explanatory variables.
Chaparral, characterized by a continuous canopy of evergreen sclerophyllous shrubs, and coastal sage scrub, characterized by a more discontinuous cover of droughtdeciduous malacophyllous shrubs and subshrubs, are found in the coastal and lower montane regions of southern California, which experience a Mediterranean-type climate regime with wet cool winters and dry warm to hot summers (Hanes 1977; Mooney 1977; Keeley & Keeley 1988) . The distribution of the various shrub species has been related to indirect gradients such as (1) elevation (related to both precipitation and winter minimum temperatures); (2) slope aspect (related to solar insolation, and hence potential evapotranspiration); (3) slope angle or topographic position (related to soil depth or texture, and thus potential soil moisture); and (4) substrate and lithology (related to nutrient and moisture availability) (Wells 1962; Kirkpatrick & Hutchinson 1980; Poole & Miller 1981; Westman 1981; Miller et al. 1983; Keeley & Keeley 1988; Davis & Goetz 1990; Gordon & White 1994 ; previously reviewed in Franklin et al. in press) . Westman (1991) modeled the range of several chaparral and coastal sage shrub species in relation to climate variables derived from small-scale climate maps.
Materials and Methods

Data on species distributions
Visual estimates of the cover of plant species at 906 locations in three National Forests within California's 'southwest ecoregion' (defined and delineated in Hickman 1993 and Davis et al. 1994 ; Fig. 1 ) were available from the USDA Forest Service. Note that these 'forests' are actually dominated by shrub formations covering 50 -80 % of their land area, and the 10 -30 % of the land area covered by forest and woodland is not managed for timber production due to its limited extent and slow growth (Franklin 1996; Franklin & Woodcock 1997) . The data were collected in 10-m radius circular plots between 1990 and 1994 for the purpose of defining shrub vegetation types or 'series' (Gordon & White 1994) . Of 1215 plots originally collected, these 906 had their locations recorded as points on 1:24 000 topographic maps, and were digitized. While the accuracy with which plots were located on maps is not known, I would estimate it to be within 50 m. The plot locations were subjectively chosen. Sampling was both purposive (to sample different chaparral associations throughout the study area and elevation range) and opportunistic (locations were chosen based on ease of access and are clustered near roads). Species were not necessarily sampled evenly throughout geographical or gradient space. Also, all of these species have ranges that extend beyond the ecoregion, at least into northern Baja California (see Westman 1991; Hickman 1993) . This implies that the models described below can be used to interpolate species distributions within the study area, but not to predict range changes nor to examine the shape of the response function describing the realized species niche (Austin et al. 1990) .
Data for the 104 most frequently occurring species (of the 330 taxa of flowering plants sampled) were made available to me. Preliminary examination of patterns of Study area: plots were located within the southernmost National Forests in California (outlined); terrain data were available for the National Forest lands, climate variables (see Fig. 2 ) for the southwest ecoregion as defined in Hickman (1993) and Davis et al. (1994) . Subdivisions of the ecoregion include: WTR = Western Transverse Ranges; SnGb = San Gabriel Mountains; SnBr = San Bernardino Mountains; SnJt = San Jacinto Mountains; PR = Peninsular Ranges; Sco = South Coast.
species abundance (cover) in relation to the environmental variables showed a great amount of scatter, and therefore I converted the data to species presence/absence for modeling. The 20 species modeled were chosen based on their high frequency of occurrence in the sample, their importance as indicators of certain vegetation types defined by Gordon & White (1994) (Ceanothus tomentosus, Xylococcus bicolor, Adenostoma sparsifolium, Artemisia californica), or their having been the subject of previous modeling efforts (Ceanothus greggii, Malosma laurina; Westman 1991) .
Mapping the environmental variables
Climate variables and derived bioclimatic indices represent primary environmental regimes related to the physiological tolerances of organisms (Box 1981 (Box , 1996 Woodward 1987; Woodward & Williams 1987; Mackey & Sims 1993; Mackey 1993 Mackey , 1994 . They are measures of, or surrogates for, energy and water inputs, seasonal extreme conditions, and conditions during growing and dormant seasons and have been used to model and predictively map biotic distributions (reviewed in Austin et al. 1994a, p. 11; Franklin 1995; and see also Leathwick 1995, 1998; Brzeziecki et al. 1995; Beerling et al. 1995; Huntley et al. 1995; Guisan et al. 1998) . Several approaches to interpolating climate variables on a geographic and topographic grid have been developed and tested (Hutchinson 1984 (Hutchinson , 1987 Daly et al. 1994; Hutchinson et al. 1996) .
J. Michaelsen (unpubl.) provided 1-km gridded estimates of 28 climate variables for the southwest ecoregion: mean minimum and maximum monthly temperature for each month, and annual and trimesterly mean precipitation. The surfaces were interpolated from climate station data using elevation from a digital elevation model. Universal kriging (Cressie 1991) was the interpolation method used in a two-component model. Ordinary kriging was used to model the spatial dependence of residuals from regression models predicting the climate variables from up to four variables: location (latitude, longitude), elevation, and a topographic barrier index to capture the rainshadow effect. Then the regression model was re-estimated using the variogram model of spatial dependence, and this was repeated until the estimates converged (as suggested by Bailey & Gatrell 1995; Michaelsen pers. comm.) .
These interpolated values of the climate variables at the vegetation plot locations are estimated with error (0.5 -2.0°C for the temperature variables), and this will add unexplained variance to the models described below. Further, the climate variables are interpolated to a resolution (1 km × 1 km) which is much larger than the vegetation plot (0.03 ha). However, because climate is slowly-varying in space, relative to individual plants, or topography, this scale problem should not introduce additional noise.
Because there is a body of literature and theory linking bioclimatic gradients to plant distributions, and because the models are intended to be predictive rather than exploratory, explanatory variables were chosen a priori (Judge et al. 1985, p. 869) . Three of the climate variables were selected for modeling: annual precipitation (strongly related to growing season precipitation in this Mediterranean-type climate -precipitation in the dormant season is near zero): 'ppt.yr'; mean minimum temperature of the coldest month (December): 'dec.mint'; and mean maximum temperature of the warmest month (July): 'jul.maxt' (Fig. 2) . The deviation of the coldest temperature from the annual mean (suggested by Leathwick 1995) was also examined, but was strongly correlated with jul.maxt for this data set (Pearson's r = -0.72).
Potential solar radiation (insolation) was estimated using the Atmospheric and Topographic Model (ATM) of solar radiation (Dozier 1980 (Dozier , 1989 Dozier & Frew 1990; Dubayah 1992; Dubayah & Rich 1995) implemented in the Image Processing Workbench (IPW ; Frew 1990 ). This approach has sufficient physical realism to simulate the terrain-distributed surface energy balance, and has been validated using field data (Dubayah 1992; Dubayah & Rich 1995) . However, for the purpose of modeling species response surfaces I was primarily interested in the relative radiation balance of different landscape positions (related to potential evapotranspiration; Dubayah 1994) . Therefore, I estimated only clear-sky potential incoming shortwave radiation using a number of simplifying assumptions (uniform land surface albedo, constant uniform atmospheric optical properties for the entire model year). Topographic variables (elevation, slope and aspect) used in radiation modeling were derived from USGS 7.5' 30 m × 30 m resolution DEMs. Incoming solar radiation was calculated for each grid cell in the DEM, for a single day each month, and then multiplied by the number of days as an estimate of monthly potential radiation. These values were summed to estimate quarterly and annual solar radiation.
Quarterly estimates of solar radiation for the growing season (spring: Mar-May), and driest quarter (summer: Jun-Aug) were highly correlated (r = 0.88), and therefore only winter (Dec-Feb) and spring values were used in modeling ('psi.win', 'psi.spr'). In southern California, the difference in energy balance and potential evapotranspiration between north-and south-facing slopes is greatest during the spring and summer (Miller et al. 1983 ). However, winter potential insolation showed a strong empirical correlation with vegetation patterns, probably because illumination differences between north-and south-facing slopes are most pronounced due to low sun angle (Davis & Goetz 1990; McCullough 1995; Franklin et al. in press) .
Errors commonly found in DEMs (related to the method used to derive the elevation grid) are amplified when first-and second-order difference operations are applied to derive slope, aspect and other terrain variables (Zevenberger & Thorne 1987; Skidmore 1989; Weibel & Heller 1991; Brown & Bara 1994; reviewed in Franklin et al. in press) . In this dataset, the correlation between elevation recorded with the field data (from topographic maps) and the DEM-derived elevation for the plot locations was r = 0.99, while the correlations for field-versus DEM-estimated slope (angle or gradient; r = 0.48) and aspect (r = 0.46) were much lower (see also Davis & Goetz 1990 ). This had an unknown effect on the estimates of potential solar radiation. However, differences between the values may be due to scale differences in the measurements (discussed by Franklin et al. in press) .
Additional mapped variables, related to environmental gradients, have been found important in vegetation modeling (reviewed by Franklin 1995) including soil type, landform, geology, and terrain variables related to soil depth and texture (slope angle, slope curvature, hillslope position) and potential soil moisture (drainage Moore et al. 1991) . Digital maps of substrate or lithology were not available for the entire study area at an appropriate scale. Slope aspect is strongly related to, and was used to model, potential solar radiation (Dubayah 1994 ) and therefore was not included separately. Other terrain variables such as slope curvature and TMI were evaluated but not used, due to the errors the DEM described above. The only additional variable that was tested was slope which was calculated using the IPW software and a second order finite difference method (Skidmore 1989; Frew 1990 ). Explanatory variables used in the vegetation models are summarized in Table 1 .
Finally, many statistical models of species response surfaces have ignored the potential for untreated spatial dependence (autocorrelation) in the response variable to inflate the estimated explanatory power of these models. Some studies have tested for spatial autocorrelation in the explanatory variables, and then used systematic sampling at a distance interval for which spatial randomness could be assumed, to generate a sample that met the independence assumption of a generalized linear model (Davis & Goetz 1990) . If the spatial patterning of species distributions is caused entirely by spatial patterning of the explanatory environmental variables, then it may not be necessary to parameterize the spatial structure of the dependent variable in the model (Smith 1994) . However, if there is spatial structure in the species data that is not shared by the environmental data, it may reflect biotic processes such as dispersal, predation and competition, as has been discussed at length in the literature (Pielou 1977; Ripley 1981) . While characterizing the spatial structure of the species distribution may produce more accurate predictions of its distribution within the study area, removing spatial structure from the model may make it sufficiently general to extrapolate outside the study area (Harvey 1996) .
A technique that has been used is to generate a trend surface model for the dependent variable, predicting its response using a quadratic or cubic trend surface regression based on the geographic coordinates (x, y) of the observations, and combine this with a model based on environmental variables using Bayesian or other techniques (Pereira & Itami 1991; Le Duc et al. 1992 ; see also Bocard et al. 1992) . Another approach is to use an estimate of clustering as an additional explanatory variable in a statistical model (Smith 1994; Leathwick 1998) . I developed models both with and without geographic coordinates as explanatory variables. This addresses geographic patterning but not spatial dependence or clustering in the dataset.
Methods of analysis
Three modeling frameworks being used with increasing frequency to describe species' response surfaces are generalized linear models (GLM, McCullagh & Nelder 1989; Crawley 1993) , generalized additive models (GAM, Hastie & Tibshirani 1990; Yee & Mitchell 1991) and decision trees or classification and regression trees (Breiman et al. 1984; Clark & Pregibon 1992) . These modeling approaches were reviewed in Franklin (1995) and Austin et al. (1994a; see also Leathwick 1995 see also Leathwick , 1998 Bio et al. 1998 ). , and compared these and several other modeling approaches. In the present study, I used species presence/absence as the dependent variable, and so the logistic link function and binomial error term were used in the GAMs and GLMs, and classification trees (CT) were developed to predict species presence or absence.
GAMs were first parameterized using all environmental and spatial variables, and smoothing splines, to assess the validity of the linear model for each bivariate relationship, and to explore the shape of the response curve and strength of the relationship between each species and explanatory variable. Then, GLMs were parameterized using all variables and using response functions suggested by the GAM. The following restrictions were imposed: all response functions were modeled as either linear, quadratic (approximating a unimodal or symmetric Gaussian response curve), or a higher-order polynomial. For simplicity, and because the sample did not span the entire species ranges, skewed quadratic responses were not parameterized, although they are frequently cited in the literature (Minchin 1987; Austin et al 1994b; but see Oksanen 1997 and Austin & Nicholls (Bayes & Mackey 1991; Mackey 1993) . Interaction terms were initially evaluated for significance in the GLMs, and although they were occasionally significant, they were not included in the models presented below.
Variables in the GLMs were tested for significance, and deleted if not significant (backward elimination), and the remaining variables again tested for significance. Finally, classification trees were developed for each species. A cut-off of five observations per terminal node was used, beyond which no splitting of the dataset occurred. Cross-validation was used to determine the optimum tree size yielding the most robust predictions (Clark & Pregibon 1992; Venables & Ripley 1994; Michaelsen et al. 1994) . Cross-validation suggested that deviance was minimized at about 10 -24 terminal nodes for many of the species models; therefore, for expediency, all trees were pruned to the 22 'best' nodes based on a costcomplexity measure (deleting those 'branches' that reduce deviance the least). Then the tree was pruned interactively to the smallest size possible without increasing model error (by aggregating terminal nodes that gave the same prediction). This generally resulted in models that used a subset of the explanatory variables. Statistical analyses were carried out using the S-Plus software version 3.3 for Windows (Anon. 1995).
It has been noted that when observations from outside the biogeographic range of the species are used to develop a model, this can inflate the amount of deviance explained by the model (Austin et al. 1995, p. 18 ; see also Guisan et al. 1998) . have recommended that these 'structural zeroes' or 'naughty noughts' (Austin & McKenzie 1988) be removed from the dataset. They suggest deleting observations that are beyond the last positive observation by greater than 1% of the sample, sorted by an important environmental variable. I included the last positive observation +/-10% of the sample, and so the fit of my models may still be overestimated somewhat. For example, there were roughly 1000 observations (906), and if they are sorted by mean minimum temperature of the coldest month, and the first occurrence of a species is in the 200th observation and the last in the 500th, I selected the 100th-600th observations, sorted thus, and use that subset of the data to develop models for that species. I sorted, iteratively, for up to three climatic variables.
Model evaluation
In all three of these modeling frameworks, the model fit and significance of the variables are evaluated using the residual deviance (analogous to the residual sum of squares in the linear model). This is not as intuitively meaningful as the 'proportion of variance explained' from a linear model, but residual deviances can be compared with analysis of variance using a χ 2 -test. However, because the CT-model is restricted to a normal error function (Austin et al. 1995, p. 74) , rather than one more appropriate for binary data, comparisons of residual deviance between trees and the other types of models are invalid. The models were also assessed by examining the number of observations (presence/absence) correctly predicted by each model, as well as the proportion of omission (type I) and commission (type II) errors -predicting the species to be absent when it is present, and vice versa. Both can be important types of error in species distribution models. Further, because these models predict the probability, p, of the response variable being true, in this case of the species being present -which I will refer to as p(P) -commission and omission errors should be examined as a function of p for each model. An optimum threshold value of p should be chosen that minimizes omission and commission errors (Pereira & Itami 1991; Guisan et al. 1998 used the Cohen's k for calibrating this threshold probability value). This is important because when a species is rare in the sample, a 'model' that predicted it to be absent everywhere would have high overall accuracy (but high omission error), and vice versa. Although the data used to estimate model fit and prediction accuracy are the same as those used to develop the models, the diagnostics are still useful for comparisons among models.
Results
GAMs and GLMs: Variable selection and response curves
GAMs parameterized for the 20 species suggested skewed quadratic or piecewise linear responses to annual precipitation (ppt.yr) and winter monthly minimum temperature (dec.mint) for the chaparral species (Table 2, Fig. 3 ), but mainly piecewise linear responses for the coastal sage species (Table 2, Fig. 4) . The latter are reaching their upper elevational limit within the study area (the National Forest lands do not extend to the coast, Fig. 1 ). The pattern of response to summer monthly maximum temperature (jul.maxt) was reversed -usually piecewise linear for chaparral species and skewed quadratic for coastal sage species (Table 2) . This may be because highest jul.maxt occurs in the interior valleys and middle elevations of the study area, where coastal sage species are found (Fig. 2) . The response functions for geographic coordinates ranged from linear to fourth-order polynomial. Plots of the smoothing functions for the GAMs suggested no apparent relationship to spring potential solar insolation (psi.spr) for about a third of the species, or to winter insolation (psi.win) in about a quarter of the cases (Table 2 ). These plots usually suggested a stronger relationship for psi.win than for psi.spr (Figs. 3, 4) . Slope angle (slope.deg) had no apparent relationship to species response for half of the species (Table 2, Fig.  3 ).
GLMs parameterized using linear terms and secondorder polynomials (higher-order polynomials only for geographic coordinates) showed that the precipitation, temperature and geographic variables, especially dec.mint, were retained in the models most frequently (significant at p < 0.05, Table 2 ). These first five variables, when significant, always explained the most deviance in the GLMs, although the exact magnitude and order of importance of the variables varied greatly among the species. Potential winter insolation (psi.win) was also significant in more than half of the chaparral models and most of the coastal sage models, but always explained less deviance than the previous five variables. Spring potential insolation (psi.spr) was significant in less than half of the models. Slope (slope.deg) was significant for only five of the species (Table 2, Fig. 4) . Table 3 . Frequency with which the five bioclimatic and two spatial variables (Table 1) were selected in the tree model for the chaparral species (n = 15) and coastal sage scrub species (n = 5). The ranking indicates where in the tree model the variable was first selected, e.g., a variable ranked 1 -3 was used in splits 1 -3 of the tree (explained the highest amount of deviance). Fig. 3 . GAM smoothing functions with 95% confidence intervals (dashed lines) for the eight environmental variables described in Table 1 , for Quercus berberidifolia. The y-axis in each plot is the smoothing function applied to the variable. Fig. 4 . GAM smoothing functions with 95% confidence intervals (dashed lines) for the eight environmental variables described in Table 1 , for Artemisia californica. See caption Fig. 3 .
Classification trees: Variable selection
Based on the variable selection for the GLMs, and preliminary testing of classification tree models, slope was not included as a variable in the tree models presented here. CT-models developed using the remaining seven variables, and pruned as described above (number of terminal nodes ranged from 9 -18), selected the temperature and geographical variables and psi.win for almost all species, while ppt.yr and psi.spr were selected in about two thirds of the cases (Table 3) . Further, variables are selected in a CT-model in order of how much deviance they explain; dec.mint, jul.maxt and utm.e (related to distance from the coast) were most frequently selected first, second or third, while psi.spr and psi.win were most frequently selected fourth or fifth (Table 3) . This not only mirrors the pattern found in the GLMs, it suggests that the tree model may be capturing a hierarchical interaction between the climatic and topographically-distributed insolation variables that was not captured in the GLMs where insolation variables were significant less frequently. For example, the CT-model based on bioclimatic variables for Arctostaphylos glandulosa (Fig. 5) can be interpreted as follows: when precipitation is low (left main branch), the species is present only if summer maximum temperature is also low. If precipitation is not so low (right main branch), and if winter minimum temperature is not too high, and if psi.win is high (but not too high), and if summer maximum temperature is moderate, then the species is present. In the CT-model for Ceanothus tomentosus based on five bioclimatic variables (tree not shown), the species is predicted to be present at lower psi.win (< 489 W/m 2 ) if summer maximum temperature is high (29 -32°C), while it is predicted to be present at higher psi.win (up to 536 W/m 2 ) if summer maximum temperature is lower (< 27°C).
CT-models were then developed excluding the geographic variables. The number of nodes ranged from 9 -21. The five remaining variables were retained more frequently in the models. The temperature variables were most frequently selected first or second, ppt.yr and psi.win third or fourth, and psi.spr last (Table 4) .
Further, the 'response functions' as they are approximated in the tree models by the selection of threshold Table 6 ). Abbreviations used for variables are given in Table 1 . The ellipses represent internal nodes and rectangles terminal nodes of the pruned tree. Symbols P = Present, A = Absent are the models' prediction of the species' presence/absence at each node. The ratio below each node is the proportion of observations misclassified at that node. Table 5 . Summary of generalized additive models and generalized linear models for the 20 species analyzed. n obs = number of observation (plots) used in species' model; n pres = number of those plots in which the species was present; Null Dev = null deviance; Resid Dev = residual deviance (unexplained by model); Resid DF = residual degrees of freedom; n var = number of variables used in the model ( Table 2 ) -note that the number of variables in the GAMs is always 8; Error = proportion of observations incorrectly predicted when probability threshold, p(P), = 0.5; pr χ 2 = probability that the GAM and GLM are not significantly different based on the χ 2 -test. values of variables, were generally ecologically rational (sensu Austin et al. 1995, p. 77 ) based on observations of the species' abundance versus environmental variables (not shown). However, interactions between variables modeled by their nested selection within the tree are admittedly difficult to evaluate for their ecological rationality, even for these relatively simple or parsimonious trees (discussed in ).
GAM GLM
All models: Predictions and error
When GAMs developed using all (eight) variables are compared to the GLMs that only retain significant variables (three-seven), the GAMs are almost always significantly better (p < 0.01) based on the χ 2 -test (Table 5) -they explain more deviance relative to the number of degrees of freedom lost to estimate the smoothing functions. The GAMs and GLMs appeared to explain a modest proportion of the deviance (high residual deviance; Table 5 ), but this is typical for this type of study and is related to the binary nature of the dependent variable (discussed in Bio et al. 1998) . Perhaps a more easily understood measure of their fit is the prediction error (proportion of observations incorrectly predicted present and absent, Table 5 ). This ranges from 2% to 27% for the GAMs and 5% to 30% for the GLMs. On average the GLM had 2% higher prediction error than the GAM for the same species for reasons discussed above (range 0.02%-5%). Prediction accuracy was generally higher for those species that were relatively rare in the sample and which tended to be restricted to certain portions of the environmental gradients (for example, Xylococcus bicolor, Malosma laurina, Ceanothus tomentosus). Recall that these prediction errors may mask very high omission or commission errors (as shown below) and should be mainly used for comparisons among the models. Table 4 . Frequency with which the five bioclimatic variables only were selected in the tree model for the chaparral species (n = 15) and coastal sage scrub species (n = 5). See Table 3 Table 6 . Summary of classification tree models for each species based seven variables (Table 3) , versus five bioclimatic variables only (Table 4) ; node = the number of terminal nodes in the final model (pruned from 22 nodes as described in the text); other columns are as described in Fig. 6 . Prediction accuracy for species presence and absence, as a function of the p-value (probability of species presence) of the GLM (Tables 2 and 5 ) and CT models (based on all seven variables, Tables 3 and 6 ), for Adenostoma fasciculatum and Ceanothus tomentosus.
The CT-models based on up to seven bioclimatic and spatial variables explained more deviance than the GAMs or on the GLMs based on all eight original variables (Table 6 ). Tree models based on the five bioclimatic variables only also explained more deviance than almost all of the GLMs which included spatial variables (19 of 20), and many of the GAMs which included all eight variables (11 of 20). Recall, it is not possible to test the significance of these differences.
Prediction error was 2 -25 % for the tree models with spatial variables, and 3 -25 % for those without spatial variables -on average 4.5 % lower than for the GLMs (range 0.03 -8 %).
Recall that each of these models predicts a probability of the binary dependent variable (based on the logit link function, or the proportion of class membership in the terminal node in the case of CTs). When omission and commission error are calculated for the models as a function of the predicted probability of species presence, p(P), the overall prediction error at the 'optimum' threshold value of p(P), when omission and commission errors are both minimized, is always higher than those reported above which are for p(P) = 0.5 (compare Fig. 6 with Tables 5, 6 ). CT-models based on five variables had overall errors of 5 -31 % at the optimum value of p(P), 0-15% higher than for p(P) = 0.5, and GLMs had errors of 12-39%, 0-18% higher. Further, the optimum value of p(P) was roughly equal to how frequently the species occurred in the sample used to develop the model. For example, Xylococcus bicolor, Ceanothus tomentosus, Quercus berberidifolia and Adenostoma fasciculatum occurred in 8%, 11%, 46% and 95% of the sample and the optimum p(P) was 0.1, 0.3, 0.4 and 0.7, respectively.
A simple way to view the spatial distribution of model predictions, prior to mapping them in a GIS (geographic information system), is to plot the locations of observations from the sample that were predicted present and absent, and compare this to the actual presence/absence of the species in the sample (Fig. 7) . In the example shown, the predictions from the classification tree based only on the bioclimatic variables for Arctostaphylos glauca are compared to the predictions from the GLM, using the optimum value of p(P). The CTmodel is more accurate (20% vs. 26% total error); however it shows a pattern of omission errors in the southeast corner of the study area, while the GLM shows even more marked omission errors in the northwest corner (Fig. 7) . This is in spite of the fact that the GLM included both spatial variables (utm.n explained the most deviance and utm.e was the fourth-most important), while the CT-model shown here did not include the spatial variables. The information could be used to help identify important additional explanatory variables. 
Discussion
GAMs were useful for examining the shape of the response functions and evaluating them for ecological rationality. These models explained slightly more deviance than GLMs when all variables were included and smoothed. GLMs provided a useful modeling framework for testing alternative hypotheses about the shape of response functions and significance of variables describing environmental gradients. As has been previously noted (McCullough 1995; , even simple tree models (4 -7 variables, 10 -20 terminal nodes) can be difficult to interpret in terms of the ecological response functions they approximate and hierarchical interactions they describe.
Many of the models presented here appear to be sufficiently accurate to be used for prediction of species distributions -interpolation within the study areaalthough they should be evaluated using independent data. All three modeling frameworks, because they predict a probability of class membership -species presence, p(P) -can be used to map probability surfaces which can be interpreted as an index of habitat suitability (Aspinall & Veitch 1993) , or probability of species establishment or occurrence at the site. Presence is more informative than absence in a sample of plant locations (because plants do not occupy every site that they potentially could). However, it is unwise to choose a p(P) value that minimizes errors of omission, and assume that omission errors simply indicate additional sites where the species could exist but is absent in the sample. This would result in a model that predicts an abundant species to occur everywhere and a rare species almost nowhere (Fig. 6) .
Mean minimum temperature of the coldest month was generally the most important climatic variable, followed by mean maximum temperature of the warmest month, and/or annual precipitation. While there is precedent for using these climate variables directly in species response models (Westman 1991; Mackey 1993 for example), bioclimatic indices with a physiological basis may yield results that are more interpretable or comparable to other studies. These include moisture balance (based on precipitation and potential evapotranspiration; cf. Leathwick 1998), growing season warmth (growing degree days) and absolute minimum temperature (Box 1996) . This will be addressed in future research.
Previous work suggests that topographic and topohydrologic variables related to soil moisture and nutrient status (slope, hillslope position, upslope catchment area, topographic moisture index, topographicallymodeled soil moisture) are also related to plant species distributions and useful in predictive models (reviewed in Franklin 1995) . Only slope was explored in this study, and its poor predictive power may be related to its inaccurate estimation from the USGS DEMs, discussed above. In a previous study using some of the same DEMs but smoothing them using a linear low-pass filter, slope, slope curvature and the topographic moisture index were found to be significant predictors of chaparral species assemblages (McCullough 1995; Franklin et al. in press) . Future research will address the accuracy and resolution requirements for digital terrain data used to estimate the variables cited above, in order to thoroughly test their significance in predictive models for these species.
Species response functions can be evaluated not just by their fit, but by their ecological rationality (Austin et al. 1995, p. 77) . Climatic variables were frequently modeled using a quadratic response function (see also Westman 1991) , although a linear response was not surprising for species sampled over a subset of their biogeographical range. Potential solar insolation was modeled using a linear response function, or, in the case of CT-models, was found at lower levels in the tree, showing a nested hierarchical relationship with the climatic variables (see Michaelsen et al. 1994 for discussion). Spatial variables (geographic position) often showed complex (third and fourth order polynomial) response functions, which may reflect the pattern of the subjectively located plots as much as the spatial distribution of the species, or any biotic clustering or patchiness (Bocard et al. 1992) . It may also be related to the spatial patterning in the explanatory variables (Fig. 2) although this remains to be tested. Because of strong clustering of some species among the sample plots, spatial variables accounted for large proportions of the explained deviance in some GAMs and GLMs. However, CT-models that included spatial variables only accounted for a small increase in prediction accuracy over those that did not. While it was noted previously that these models should be used primarily for interpolation within the study area, use of geographic coordinates as explanatory variables would preclude the use of the models for any extrapolation beyond the ecoregion.
