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Abstract
For a minimal diffusion process on (a, b), any possible extension of it to a stan-
dard process on [a, b] is characterized by the characteristic measures of excursions
away from the boundary points a and b. The generator of the extension is proved
to be characterized by Feller’s boundary condition.
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1 Introduction
The generator of a minimal diffusion process on an interval (a, b) can be characterized
by the second order differential operator L = DmDs in Feller’s canonical form, where m
and s are strictly-increasing continuous functions on (a, b). Feller ([4] and [6]) determined
all possibilities of boundary conditions to make L a generator of some Feller semigroup,
which we call Feller’s boundary conditions. If the boundary points a and b are both
accessible, Feller’s boundary condition is of the form
Φa(f) = Φb(f) = 0 (1.1)
where
Φa(f) = p1f(a)− p2Dsf(a) + p3Lf(a)− p4[f − f(a)] (1.2)
and
Φb(f) = q1f(b) + q2Dsf(b) + q3Lf(b)− q4[f − f(b)] (1.3)
for some non-negative constants pi, qi, i = 1, 2, 3 and some non-negative measures p4 on
(a, b] and q4 on [a, b). Here, for a measure µ and an integrable function f , we write
µ[f ] =
∫
fdµ .
The purpose of this paper is to determine, for a given minimal diffusion process on (a, b),
all possibilities of its extensions to standard processes on [a, b]. For such an extension, we
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give the characteristic measure of excursions away from the boundary {a, b}, construct
the process by piecing together excursions and prove that its Cb-generator is characterized
by Feller’s boundary condition. The results of this paper complement the ealier results
obtained by Itoˆ–McKean [10], Itoˆ [9] and Rogers [12]. For an invariance principle for such
processes, see Yano [13]. Note that Fukushima [7] recently determined, by the help of the
Dirichlet form theory, all possibilities of the extensions to symmetric diffusion processes
for any minimal one-dimensinoal diffusion process possibly with killing inside (a, b). Our
objects exclude killing inside (a, b), but are out of scope of [7] since they have jumps from
the boundary so that they are not necessarily symmetric.
For this purpose, we shall appeal to the excursion theory; the sample path which starts
from a up to the killing time or the first hitting time of b, whichever comes earlier, will
be constructed from the stagnancy rate p3 and the characteristic measure of excursions
away from a given as
n(b)a = p1δ∆ + p2n
(b)
a,refl +
∫
(a,b]
p4(dx)P
stop
x , (1.4)
where ∆ stands for the excursion which stays at the cemetery for all time, n
(b)
a,refl for the
characteristic measure of excursions away from a of the diffusion process reflected at a
and stopped at b, and P stopx for the law of the L-diffusion process started at x and stopped
at a or b. The possible behaviors at a of a generic sample path are as follows:
(i) it is killed (i.e., jumps to the cemetery) according to the rate p1;
(ii) it enters the interior (a, b) continuously according to the rate p2;
(iii) it stagnates at a according to the rate p3;
(iv) it jumps into an interior point x of (a, b] picked accordingly to the rate p4(dx).
We may carry out the same construction of the sample path which starts from b as that
from a, where pi’s are replaced by qi’s. We shall prove that the Cb-generator of the process
constructed in such a way as above is characterized by Feller’s boundary conditions (1.1).
This paper is organized as follows. In Section 2, we introduce several notations from
the theory of excursions and state our main theorems. We give a very general formula
about the resolvents and give theorems about Cb-generators. In Section 3, we prove the
resolvent formula. In Section 4, we study several properties of the resolvent operator
of the minimal diffusion process. Section 5 is devoted to the proofs of the theorems of
Cb-generators.
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2 Notations and main theorems
2.1 Excursions and resolvents
Let ∆ denote an isolated point attached to [−∞,∞] and we call ∆ the cemetery. For any
function f defined on an subinterval of [−∞,∞], we always extend f so that f(∆) = 0.
Let W denote the space consisting of all ca`dla`g functions w : [0,∞) → [−∞,∞] ∪ {∆}
such that, for some 0 ≤ T∆ ≤ ∞, w(t) ∈ [−∞,∞] for all 0 ≤ t < T∆ and w(t) = ∆ for
all t ≥ T∆. We equip W with the σ-field generated by the cylinder sets. We denote the
coordinate process of W by (X(t))t≥0 = (Xt)t≥0:
X(t)(w) = Xt(w) = w(t) for t ≥ 0. (2.1)
We denote the first hitting time of x ∈ [−∞,∞] ∪ {∆} by
Tx = Tx(X) = inf{t > 0 : Xt = x} (2.2)
and the first exit time of x ∈ [−∞,∞] by
τx = τx(X) = inf{t > 0 : Xt 6= x} (2.3)
Here we adopt the usual convention that inf ∅ =∞.
Let a ∈ [−∞,∞]. We write E(a) for the set of all e ∈ W such that e(t) is constant for
all t ≥ Ta ∧ T∆, where s ∧ t = min{s, t}. Each element e of E(a) is called an excursion
away from a. We utilize the theory of excursions away from a; see, e.g., [2, Chap. III]
and [1, Chap. IV]. Let I be a subinterval of [−∞,∞] and let {(Xt)t≥0, (Px)x∈I} be a
standard process on I, i.e., a strong Markov process such that Xt ∈ I for all t < T∆ a.s.
with respect to Px for x ∈ I, and such that its sample paths are right-continuous and
quasi-left-continuous up to T∆; see, e.g., [3]. Suppose that a ∈ I. We write P
(a)
x for the
law under Px of the stopped process (X
(a)
t )t≥0 defined as
X
(a)
t =
{
Xt if t < Ta,
a if t ≥ Ta.
(2.4)
For the process {(Xt)t≥0, Pa}, we would like to obtain a positive additive functional
(La(t))t≥0 which increases only when the process stays at a, and a non-negative constant
ςa called the stagnancy rate. The following three cases are only possible:
(i) Suppose that a is regular-for-itself, i.e., Pa(Ta = 0) = 1, and also that a is instanta-
neous, i.e., Pa(τa = 0) = 1. Let La(t) be a choice of the local time at a up to time
t. Then there exists a constant ςa ≥ 0 such that∫ t
0
1{Xs=a}ds = ςaLa(t). (2.5)
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(ii) Suppose that a is regular-for-itself but not instantaneous. Then a is holding, i.e.,
Px(τa > 0) = 1. Let ςa > 0 be a fixed constant and set
La(t) =
1
ςa
∫ t
0
1{Xs=a}ds. (2.6)
(iii) Suppose that a is irregular-for-itself. Then we have Pa(Ta > 0) = 1. Then the
set {t > 0 : Xt = a} is locally finite so that can be enumerated as {τ1 < τ2 <
· · · }. Extending the probability space, we let {en}
∞
n=0 be a sequence of independent
standard exponential variables which is independent of (Xt)t≥0. We now define
La(t) = e0 +
∞∑
n=1
en1{τn≤t} (2.7)
and define ςa = 0.
Let ηa(l) = inf{t > 0 : La(t) > l}. Then, in any one of the above three cases (i)-
(iii), the process (ηa(l))l≥0 is a subordinator which explodes at La(∞). We define a point
process (pa(l))l∈Da taking values in E(a) as
pa(l)(t) =
{
X(t+ ηa(l−)) if 0 ≤ t < ηa(l)− ηa(l−),
X(ηa(l)) if t ≥ ηa(l)− ηa(l−)
(2.8)
for all l belonging to the domain Da = {l : ηa(l−) < ηa(l)}. We see that (pa(l))l∈Da is a
stationary Poisson point process stopped at La(∞), so that it is called the excursion point
process. Its characteristic measure will be denoted by na and called the characteristic
measure of excursions away from a. The process (ηa(l))l≥0 can be recovered from the
excursion point process as
ηa(l) = ςal +
∑
s≤l
Ta(pa(s)). (2.9)
By (2.9), we have Pa[e
−rηa(l)] = e−lψa(r), where
ψa(r) = ςar + na
[
1− e−rTa
]
. (2.10)
Since Pa(ηa(l) <∞) > 0, we obtain
na
[
1− e−Ta
]
<∞, (2.11)
and, in particular, na is σ-finite. If a is regular-for-itself, the process ηa(l) is strictly
increasing until it explodes, so that we have
ςa > 0 or [na(Ta < t) =∞ for all t > 0]. (2.12)
We know that the strong Markov property holds in the following sense: for any stopping
time T , any constant time t and any non-negative Borel functions f and g, one has
na[f(XT )g(XT+t)] = na
[
f(XT )P
(a)
XT
[g(Xt)]
]
. (2.13)
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If we write
ka = na({∆}), νa(·) = na(·;X0 = a), ja(·) = na(X0 ∈ ·), (2.14)
then na may be represented as
na = kaδ∆ + νa +
∫
I\{a}
ja(dx)P
(a)
x . (2.15)
The quantities ka, νa and ja, respectively, are called the killing rate, the characteristic
measure of excursions of continuous entrance, and the jumping-in measure, respectively.
Remark 2.1. Suppose that 0 < na(X0 = a) < ∞. Then the first index λ such that
pa(λ)(0) = a is positive and finite a.s., so that ηa(λ) is a finite stopping time such that
X(ηa(λ)) = a. Hence it follows that a may not be regular-for-itself and that na = νa =
P
(a)
a .
Let Bb(I) or simply Bb denote the set of all bounded Borel functions on I. Let us study
the resolvent operator:
Rrg(x) = Px
[∫ ∞
0
e−rtg(Xt)dt
]
for g ∈ Bb, r > 0 and x ∈ I. (2.16)
Let b ∈ I \ {a} be fixed and write
Ta,b = Ta ∧ Tb = inf{t > 0 : Xt ∈ {a, b}}. (2.17)
Let ς
(b)
a and n
(b)
a be the stagnancy rate and the characteristic measure of excursions away
from a for the process {(X(b)t )t≥0, Pa} starting from a and stopped at b. For r > 0, we
define
ψ(b)a (r) = ς
(b)
a r + n
(b)
a
[
1− e−rTa
]
(2.18)
and, for r > 0 and g ∈ Bb, we define
N (b)a,r(g) = ς
(b)
a g(a) + n
(b)
a
[∫ Ta,b
0
e−rtg(Xt)dt
]
. (2.19)
The following resolvent formula will play a key role:
Theorem 2.2. One has
ψ(b)a (r)Rrg(a) = N
(b)
a,r(g) + n
(b)
a
[
e−rTb ;Tb <∞
]
Rrg(b). (2.20)
Theorem 2.2 will be proved in Section 3. We remark that Theorem 2.2 contains Theo-
rem 5.3 of Itoˆ [9] and Theorem 1 of Rogers [12] as special cases where b is not accessible.
Before closing this subsection, we introduce another notation. Recall that the resolvent
operator is defined in (2.16). It is easy to see that the resolvent equation
Rr − Rq + (r − q)RrRq = 0 (2.21)
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holds. Let Cb(I) or simply Cb denote the set of all bounded continuous functions on I. If
g ∈ Cb, we see, by the dominated convergence theorem, that rRrg(x) converges to g(x)
as r → ∞ for all x ∈ I. Hence we see that the range Rr(Cb) does not depend on r > 0
and that Rr : Cb → Rr(Cb) is injective. Now we define the operator G as{
D(G) = Rr(Cb),
Gf = rf − R−1r f for f ∈ D(G),
(2.22)
which turns out to be independent of the choice of r > 0. We call G the Cb(I)-generator
or simply the Cb-generator.
2.2 Feller’s boundary classification
Let us prepare several notations of Feller’s characteristics of one-dimensional diffusions.
Let (a, b) be a subinterval of [−∞,∞]. Let m and s be strictly-increasing continuous
functions on (a, b) with values in [−∞,∞]. We extend such functions so that m(a) =
m(a+), m(b) = m(b−), s(a) = s(a+) and s(b) = s(b−). For a ≤ x < y ≤ b, we write
m(x, y) = m(y)−m(x) and s(x, y) = s(y)− s(x).
We adopt Feller’s classification of boundaries taken from [4] and [5] as follows(1). Let
c ∈ (a, b). We use the following terminology:{
a is called accessible if
∫ c
a
ds(x)
∫ c
x
dm(y) <∞,
a is called enterable if
∫ c
a
dm(x)
∫ c
x
ds(y) <∞,
(2.23)
where we write
∫ c2
c1
for
∫
(c1,c2]
if c1 ≤ c2 and for −
∫
(c2,c1]
if c1 > c2. These classifications do
not depend on the particular choice of c ∈ (a, b). We also use the following terminology:

a is called regular if it is both accessible and enterable,
a is called exit if it is accessible but not enterable,
a is called entrance if it is enterable but not accessible,
a is called natural if it is neither accessible nor enterable.
(2.24)
The same classification is made for the boundary b by switching the roles between a and
b.
2.3 Minimal one-dimensional diffusion processes
We call {(Xt)t≥0, (P
0
x )x∈(a,b)} a minimal diffusion process if it is a standard process on
(a, b) such that the following conditions hold Px-a.s. for all x ∈ (a, b):
(1)The term “enterable” in the second line of (2.23) has never been used in the literatures. We prefer,
however, to adopt this unfamiliar terminology rather than to use the term “entrance”, which was used
in Itoˆ–McKean’s textbook [11], for the sake of consistency with (2.24).
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(i) t 7→ Xt is continuous in t < T∆;
(ii) Xt ∈ (a, b) for all t < T∆;
(iii) Xt → a or Xt → b as t→ T∆−.
In addition, we assume the following condition:
Px(Ty <∞) > 0 for all x, y ∈ (a, b). (2.25)
We denote its resolvent by
R0rg(x) = P
0
x
[∫ ∞
0
e−rtg(Xt)dt
]
for g ∈ Bb((a, b)), r > 0 and x ∈ (a, b). (2.26)
It is well-known that there exist some strictly-increasing continuous functions m and s
such that
P 0x (Ta′ > Tb′) =
s(a′, x)
s(a′, b′)
for all a < a′ < x < b′ < b (2.27)
and
P 0x [Ta′ ∧ Tb′ ] =
∫
(a′,b′)
Ka′,b′(x, y)dm(y) for all a < a
′ < x < b′ < b, (2.28)
where
Ka′,b′(x, y) = Ka′,b′(y, x) =
s(a′, x)s(y, b′)
s(a′, b′)
for all a′ ≤ x ≤ y ≤ b′. (2.29)
The functions m and s will be called the speed measure and the canonical scale, re-
spectively. We write D(Ds) for the set of measurable functions f on [a, b] such that
f(x) − f(y) =
∫ y
x
g(z)ds(z) for all x, y ∈ (a, b) for some locally s-integrable function g,
and in this case, we write Dsf = g. We write D(L) for the set of measurable functions
f on [a, b] such that f ∈ D(Ds) and Dsf(x)−Dsf(y) =
∫ y
x
g(z)dm(z) for all x, y ∈ (a, b)
for some locally m-integrable function g, and in this case, we write Lf = DmDsf = g.
For f ∈ D(L), we say that Lf ∈ Cb([a, b)) if Lf(a+) exists, and in this case we write
Lf(a) = Lf(a+). We will use the following property for the resolvent (R0r)r>0.
Proposition 2.3. For all g ∈ Bb((a, b)) and r > 0, it follows that
R0rg ∈ D(L) and LR
0
rg = rR
0
rg − g (2.30)
and that f = R0rg satisfies the following:
(i) f(a+) = 0, if a is accessible;
(ii) f(a+) = ur(a)
∫ b−
a
g(x)vr(x)dm(x) and Dsf(a+) = 0, if a is entrance;
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(iii) f(a+) = g(a+)/r, if a is natural and the limit g(a+) exists.
For the proof of Proposition 2.3, see, e.g., [8, Theorem 62.1]. We note that, when a is
entrance, r
∫ b−
a
vr(x)dm(x) = Dsvr(b)−Dsvr(a) <∞.
For x = a and b, let γ(x) = 1 if x is accessible and γ(x) = 0 otherwise. The Cb((a, b))-
generator G0 of the minimal diffusion process can be characterized as follows.
Theorem 2.4. The Cb((a, b))-generator G
0 of the resolvent (R0r)r>0 is given as
D(G0) = {f ∈ D(L) : f,Lf ∈ Cb((a, b)), γ(a)f(a+) = γ(b)f(b−) = 0} (2.31)
and
G0f(x) = Lf(x) for f ∈ D(G0) and x ∈ (a, b). (2.32)
Theorem 2.4 is well-known, so that we omit the proof.
2.4 Extensions of the minimal process
Let {(Xt)t≥0, (P
0
x )x∈(a,b)} be a minimal diffusion process and let m and s be the corre-
sponding speed measure and the canonical scale, respectively. Let I = [a, b) or [a, b]
and let {(Xt)t≥0, (Px)x∈I} be an extension to a standard process of the minimal process
{(Xt)t≥0, (P
0
x )x∈(a,b)}, i.e., the killed process (X
0
t )t≥0 defined by
X0t =
{
Xt if 0 ≤ t < Ta ∧ Tb,
∆ if t ≥ Ta ∧ Tb
(2.33)
considered under Px has the law P
0
x for all x ∈ (a, b). We have essentially the following
four cases:
1◦). I = [a, b), a is accessible and b is not;
2◦). I = [a, b], a is accessible, and b is not;
3◦). I = [a, b], and neither a nor b is accessible;
4◦). I = [a, b], and both a and b are accessible.
In each case, we would like to characterize the Cb(I)-generator of the extension.
As we will discuss the case of 4◦) after a while, let us assume that a is accessible. For
the stopped process {(X
(b)
t )t≥0, Pa}, we let ς
(b)
a and n
(b)
a be the stagnancy rate and the
characteristic measure of excursions away from a. Let ς
(a)
b and n
(a)
b be their counterparts
for the stopped process {(X
(a)
t )t≥0, Pb}.
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If a is regular, then there exists, uniquely in the sense of law, a conservative diffusion
process on [a, b] which is stopped at b and whose stagnancy rate at a is zero. This process
will be called the reflected process at a. We denote by n
(b)
a,refl the characteristic measure of
excursions away from a which is normalized so that
n
(b)
a,refl(Tx <∞) =
1
s(a, x)
for x ∈ (a, b). (2.34)
We do not define n
(b)
a,refl if a is exit.
For the stopped process {(X(b)t )t≥0, Pa}, we have
n(b)a = p1δ∆ + p2n
(b)
a,refl +
∫
(a,b]
p4(dx)P
stop
x (2.35)
for some non-negative constants p1 and p2 and some non-negative measure p4; in fact, we
have the representation (2.15) so that νa should be proportional to n
(b)
a,refl if a is regular.
We let p3 = ς
(b)
a . If a is exit, νa should be zero, so that we let p2 = 0 and discard the term
p2n
(b)
a,refl. By the conditions (2.11) and (2.12), the coefficients must satisfy the conditions:∫
(a,b]
p4(dx)P
stop
x
[
1− e−Ta
]
<∞ (2.36)
and
p2 + p3 > 0 or [p4((a, a+ ε)) =∞ for all ε > 0]. (2.37)
Remark 2.5. The condition (2.36) is equivalent to the following condition:
(i)
∫ a+ε
a
p4(dx)s(a, x) <∞ for some ε > 0 if a is regular;
(ii)
∫ a+ε
a
p4(dx)
∫ x
a
m(y, c)ds(y) <∞ for some ε > 0 if a is exit.
Remark 2.6. The behavior at a of the process {(Xt)t≥0, (Px)x∈[a,b]} is as follows:
(i) a is regular-for-itself and instantaneous if either one of the following holds:
(i-1) a is regular and either p2 > 0 or p4((a, a+ ε)) =∞ for all ε > 0;
(i-2) a is exit and p4(a, a+ ε) =∞ for all ε > 0;
(ii) a is regular-for-itself but not instantaneous if either one of the following holds:
(ii-1) a is regular, p2 = 0 and p4((a, a+ ε)) <∞ for some ε > 0;
(ii-2) a is exit and p4((a, a+ ε)) <∞ for some ε > 0.
We state our main theorems which determine the Cb-generator of all possible exten-
sions. The proofs will be given in Section 5.
1◦). Suppose that I = [a, b), a is accessible and b is not. The following theorem
generalizes Theorem 5.3 of Itoˆ [9].
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Theorem 2.7. The Cb([a, b))-generator G is such that its domain is given as
D(G) ={f ∈ D(L) : f,Lf ∈ Cb([a, b)) and Φa(f) = 0} , (2.38)
where Φa has been defined in (1.2), and it satisfies
Gf(x) = Lf(x) for f ∈ D(G) and x ∈ [a, b). (2.39)
Remark 2.8. If, in addition, b is entrance, then one has, for any f ∈ D(G),
Dsf(b−) = 0. (2.40)
This remark holds true also in any other case below.
2◦). Suppose that I = [a, b], a is accessible and that b is not. If b is entrance and
irregular-for-itself, then we have
ς
(a)
b = 0 and n
(a)
b = P
stop
b . (2.41)
Otherwise, we have
q3 := ς
(a)
b > 0 and n
(a)
b = q1δ{∆} +
∫
[a,b)
q4(dx)P
stop
x (2.42)
for some non-negative constant q1 and some non-negative finite measure q4 on [a, b), and
we put q2 = 0 for convenience.
Theorem 2.9. The domain of the Cb([a, b])-generator G is given as follows: if b is en-
trance and irregular-for-itself, then
D(G) = {f ∈ D(L) : f,Lf ∈ Cb([a, b]), Φa(f) = p4({b})f(b)}; (2.43)
if b is natural or [entrance and regular-for-itself ], then
D(G) = {f ∈ D(L) : f,Lf ∈ Cb([a, b]), Φa(f) = p4({b})f(b), Φb(f) = 0}, (2.44)
where Φb has been defined in (1.3). In both cases, one has, for any f ∈ D(G),
Gf(x) = Lf(x) for x ∈ [a, b]. (2.45)
3◦). Suppose that I = [a, b] and neither a nor b is accessible. We only state a spe-
cial case; the necessary modifications in the other cases are obvious. Let us assume
that a is natural and that b is entrance and irregular-for-itself. For the stopped process
{(X
(b)
t )t≥0, Pa}, we have
p3 := ς
(b)
a > 0 and n
(b)
a = p1δ{∆} +
∫
(a,b]
p4(dx)P
stop
x (2.46)
for some non-negative constant p1 and some non-negative finite measure p4 on (a, b], and
we put p2 = 0 for convenience. For the stopped process {(X
(a)
t )t≥0, Pb}, we have
ς
(a)
b = 0 and n
(a)
b = P
stop
b . (2.47)
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Theorem 2.10. The Cb([a, b])-generator G is such that its domain is given as
D(G) ={f ∈ D(L) : f,Lf ∈ Cb([a, b]), Φa(f) = p4({b})f(b)}. (2.48)
For any f ∈ D(G), one has
Gf(x) = Lf(x) for x ∈ [a, b]. (2.49)
4◦). Suppose that I = [a, b] and both a and b are accessible. For the stopped process
{(X
(a)
t )t≥0, Pb}, we have
n
(a)
b = q1δ∆ + q2n
(a)
b,refl +
∫
[a,b)
q4(dx)P
stop
x (2.50)
for some non-negative constants q1 and q2 and some non-negative measure q4 on [a, b)
such that, ∫
[a,b)
q4(dx)P
stop
x
[
1− e−Ta
]
<∞ (2.51)
and, for q3 := ς
(a)
b ,
q2 + q3 > 0 or [q4((b− ε, b)) =∞ for all ε > 0]. (2.52)
Theorem 2.11. The Cb([a, b])-generator G is such that its domain is given as
D(G) ={f ∈ D(L) : f,Lf ∈ Cb([a, b]) and Φa(f) = Φb(f) = 0} , (2.53)
and it satisfies
Gf(x) = Lf(x) for f ∈ D(G) and x ∈ [a, b]. (2.54)
3 The resolvent formula
Let {(Xt)t≥0, (Px)x∈[a,b]} be a standard process and follow the notations in Subsection 2.1.
We utilize the following lemma:
Lemma 3.1. For any r > 0, one has∫ ηa(l)
0
e−rt1{X(t)=a}dt = ςa
∫ l
0
e−rηa(s)ds for all l ≥ 0, Pa-a.s. (3.1)
Proof. Take a sample point from a set of full probability. Note that∫ ηa(l)
0
1{X(t)=a}dt = ηa(l)−
∑
s≤l
{ηa(s)− ηa(s−)} = ςal. (3.2)
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Let ε > 0. Then we have∫ ηa(l+ε)
ηa(l)
e−rt1{X(t)=a}dt ≤ e
−rηa(l)
∫ ηa(l+ε)
ηa(l)
1{X(t)=a}dt = e
−rηa(l)ςaε (3.3)
and ∫ ηa(l+ε)
ηa(l)
e−rt1{X(t)=a}dt ≥ e
−rηa(l+ε)
∫ ηa(l+ε)
ηa(l)
1{X(t)=a}dt = e
−rηa(l+ε)ςaε. (3.4)
By (3.3), we see that the function F (l) =
∫ ηa(l)
0
e−rt1{X(t)=a}dt is absolutely continuous,
so that there exists a locally integrable function f(l) such that F (l) =
∫ l
0
f(s)ds. By
(3.3) and (3.4), we have the right-derivative of F (l) is equal to ςae
−rηa(l). Hence we obtain
f(l) = ςae
−rηa(l) for almost every l ≥ 0. The proof is now complete.
For the proof of Theorem 2.2, we prove three more lemmas in what follows.
Let us construct a sample path of the process {(Xt)t≥0, Pa}. Let (p
(b)
a (l))l∈D(b)a be a
Poisson point process with characteristic measure n
(b)
a and let (Xb(t))t≥0 be a process
with law Pb. We assume that (p
(b)
a (l))l≥0 and (Xb(t))t≥0 are independent. We define the
subordinator (η
(b)
a (l))l≥0 as
η(b)a (l) = ς
(b)
a l +
∑
s≤l
Ta,b(p
(b)
a (s)) for l ≥ 0. (3.5)
Note that we have
E
[
e−rη
(b)
a (l)
]
=exp
{
−l
(
ς(b)a r + n
(b)
a
[
1− e−rTa,b
])}
(3.6)
= exp
{
−l
(
ψ(b)a (r)− n
(b)
a
[
e−rTb;Tb <∞
])}
. (3.7)
Let λ denote the first index l ≥ 0 that p
(b)
a (l) hits b, or in other words,
λ = inf{l ≥ 0 : Tb(p
(b)
a (l)) <∞}. (3.8)
We define the process (X
(b)
a (t) : 0 ≤ t < η
(b)
a (λ)) as
X(b)a (t) =
{
p
(b)
a (l)(t− η
(b)
a (l−)) if η
(b)
a (l−) ≤ t < η
(b)
a (l) for some 0 ≤ l ≤ λ,
a otherwise.
(3.9)
Now we construct the process (Xa(t))t≥0 as
Xa(t) =
{
X
(b)
a (t) if t < η
(b)
a (λ),
Xb(t− η
(b)
a (λ)) if t ≥ η
(b)
a (λ).
(3.10)
Then it is obvious that the process (Xa(t))t≥0 is a realization of the process {(Xt)t≥0, Pa}.
The first one of the three lemmas is the following.
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Lemma 3.2. Let g ∈ Bb. Then
E
[∫ ∞
η
(b)
a (λ)
e−rtg(Xa(t))dt
]
=
n
(b)
a
[
e−rTb ;Tb <∞
]
ψ
(b)
a (r)
· Rrg(b). (3.11)
Proof. Let (p0a(l))l∈D0a denote the restriction of (p
(b)
a (l))l∈D(b)a on the set of excursions which
fail to hit b; more precisely, we define
D0a = {l ∈ D
(b)
a : Tb(p
(b)
a (l)) =∞} (3.12)
and p0a(l) = p
(b)
a (l) for all l ∈ D0a. Let ǫ = p
(b)
a (λ). Then we see that the three quantities
(p0a(l))l≥0, λ and ǫ are mutually independent, and that (p
0
a(l))l∈D0a is a Poisson point
process with characteristic measure n
(b)
a (·;Tb =∞), the law of λ is given as
P (λ > l) = e−l·n
(b)
a (Tb<∞) (3.13)
and the law of ǫ is given as
P (ǫ ∈ ·) =
n
(b)
a (·;Tb <∞)
n
(b)
a (Tb <∞)
. (3.14)
If we write
η0a(l) = ς
(b)
a l +
∑
s≤l
Ta(p
0
a(s)), (3.15)
we have E[e−rη
0
a(l)] = e−lψ
0
a(r), where
ψ0a(r) = ς
(b)
a r + n
(b)
a
[
1− e−rTa ;Tb =∞
]
. (3.16)
By definition, we have
η(b)a (λ) = η
0
a(λ) + Tb(ǫ). (3.17)
Thus we obtain
E
[∫ ∞
η
(b)
a (λ)
e−rtg(Xa(t))dt
]
=E
[
e−rη
(b)
a (λ)
∫ ∞
0
e−rtg
(
Xa(t+ η
(b)
a (λ))
)
dt
]
(3.18)
=E
[
e−rη
(b)
a (λ)
]
E
[∫ ∞
0
e−rtg(Xb(t))dt
]
(3.19)
=E
[
e−rη
0
a(λ)−rTb(ǫ)
]
Rrg(b) (3.20)
=E
[
e−rη
0
a(λ)
]
· E
[
e−rTb(ǫ)
]
Rrg(b). (3.21)
The expectations in the last expression can be computed as
E
[
e−rη
0
a(λ)
]
= E
[
e−λψ
0
a(r)
]
=
n
(b)
a (Tb <∞)
n
(b)
a (Tb <∞) + ψ0a(r)
(3.22)
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and
E
[
e−rTb(ǫ)
]
=
n
(b)
a
[
e−rTb;Tb <∞
]
n
(b)
a (Tb <∞)
. (3.23)
Since
n(b)a (Tb <∞) + ψ
0
a(r) = ς
(b)
a r + n
(b)
a
[
1− e−rTa
]
= ψ(b)a (r), (3.24)
we complete the proof.
The second one is the following.
Lemma 3.3. Let g ∈ Bb. Then
E
[∫ η(b)a (λ)
0
e−rtg(Xa(t))1{Xa(t)=a}dt
]
= ς(b)a g(a)
1
ψ
(b)
a (r)
. (3.25)
Proof. By Lemma 3.1, we have
the left-hand side of (3.25) =g(a)E
[∫ η(b)a (λ)
0
e−rt1{Xa(t)=a}dt
]
(3.26)
=g(a)E
[
ς(b)a
∫ λ
0
e−rη
(b)
a (l)dl
]
(3.27)
=ς(b)a g(a)E
[∫ λ
0
e−rη
0
a(l)dl
]
. (3.28)
Since λ is independent of (η0a(l))l≥0, we have
E
[∫ λ
0
e−rη
0
a(l)dl
]
=E
[∫ λ
0
e−lψ
0
a(r)dl
]
(3.29)
=
1
ψ0a(r)
E
[
1− e−λψ
0
a(r)
]
(3.30)
=
1
ψ0a(r)
{
1−
n
(b)
a (Tb <∞)
n
(b)
a (Tb <∞) + ψ0a(r)
}
(3.31)
=
1
n
(b)
a (Tb <∞) + ψ0a(r)
(3.32)
=
1
ψ
(b)
a (r)
, (3.33)
which completes the proof.
The third one is the following.
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Lemma 3.4. Let g ∈ Bb. Then
E
[∫ η(b)a (λ)
0
e−rtg(Xa(t))dt
]
=
1
ψ
(b)
a (r)
N (b)a,r(g). (3.34)
Proof. By the construction of the process Xa(t), we have
E
[∫ η(b)a (λ)
0
e−rtg(Xa(t))1{Xa(t)6=a}dt
]
(3.35)
=E
[∑
l≤λ
∫ η(b)a (l)
η
(b)
a (l−)
e−rtg(Xa(t))dt
]
(3.36)
=E
[∑
l≤λ
e−rη
(b)
a (l−)
∫ Ta,b(p(b)a (l))
0
e−rtg(p(b)a (l)(t))dt
]
. (3.37)
By the compensation formula, we have
(3.37) =E
[∫ λ
0
e−rη
(b)
a (l)dl
]
· n(b)a
[∫ Ta,b
0
e−rtg(Xt)dt
]
. (3.38)
By (3.17) and by (3.29)-(3.33), we have
E
[∫ λ
0
e−rη
(b)
a (l)dl
]
= E
[∫ λ
0
e−rη
0
a(l)dl
]
=
1
ψ
(b)
a (r)
. (3.39)
Combining these results with the result of Lemma 3.3, we obtain the desired result.
Theorem 2.2 is therefore immediate from Lemmas 3.2 and 3.4.
4 The resolvent of the minimal diffusion
4.1 Non-negative increasing and decreasing eigenfunctions
Let {(Xt)t≥0, (P
0
x )x∈(a,b)} be a minimal diffusion process and follow the notations in Sub-
section 2.3.
We recall non-negative increasing and decreasing eigenfunctions of L. All results in
this subsection are well-known; see, for example, [11] for details.
Let c ∈ (a, b) and r > 0 be fixed. Let v = ϕr and ψr denote the unique non-negative
increasing solutions of Lv = rv such that
ϕr(c) = 1, Dsϕr(c) = 0, (4.1)
ψr(c) = 0, Dsψr(c) = 1. (4.2)
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These solutions can be obtained via successive approximation by solving the following
integral equations:
ϕr(x) =1 + r
∫ x
c
ds(y)
∫ y
c
ϕr(z)dm(z), (4.3)
ψr(x) =s(x)− s(c) + r
∫ x
c
ds(y)
∫ y
c
ψr(z)dm(z). (4.4)
Then any solution of Lv = rv with v(c) = 1 is of the form v = ϕr − γψr. Note that
v = ϕr − γψr is non-negative and decreasing when restricted on [c, b), then so is it on
the whole interval (a, b). Let γ and γ¯ denote the infimum and the supremum among
all γ > 0 such that ϕr − γψr is a non-negative decreasing function. Then we see that
0 < γ ≤ γ¯ <∞ and that ϕr−γψr is a non-negative decreasing function for all γ ≤ γ ≤ γ¯.
Now we take the minimal one: vr = ϕr − γ¯ψr. The boundary behaviors of vr at a are as
follows:
vr(a)
{
∈ (0,∞) if a is accessible
=∞ otherwise
vr(b)
{
∈ (0,∞) if b is entrance
0 otherwise
−Dsvr(a)
{
∈ (0,∞) if a is enterable
=∞ otherwise
−Dsvr(b)
{
∈ (0,∞) if b is accessible
= 0 otherwise
We also note that
∫ b−
c
vr(x)dm(x) < ∞ in any case. By the same way, we obtain a
non-negative increasing solution u = ur of Lu = ru whose boundary behaviors are as
follows:
ur(a)
{
∈ (0,∞) if a is entrance
0 otherwise
ur(b)
{
∈ (0,∞) if b is accessible
=∞ otherwise
Dsur(a)
{
∈ (0,∞) if a is accessible
= 0 otherwise
Dsur(b)
{
∈ (0,∞) if b is enterable
=∞ otherwise
We also note that
∫ c
a
ur(x)dm(x) <∞ in any case.
4.2 Several limits at the boundary points
We multiply ur (or vr) by a certain constant and we may assume without loss of generality
that
vr(x)Dsur(x)− ur(x)Dsvr(x) = 1 for all x ∈ (a, b). (4.5)
We prove the following proposition.
Proposition 4.1. One has
Dsur(a) =
1
vr(a)
and Dsvr(b) = −
1
ur(b)
. (4.6)
Here we understand 1
+∞
= 0 and 1
+0
= +∞.
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Proof. By the symmetry, it suffices only to prove that Dsur(a) = 1/vr(a). If a is not
accessible, then this is obvious, because we have Dsur(a) = 0 and vr(a) =∞.
Suppose that a is accessible. By (4.5), we have
Dsur(a) = lim
x→a+
1− ur(x)Dsvr(x)
vr(x)
. (4.7)
Hence it suffices to show that
lim
x→a+
{−ur(x)Dsvr(x)} = 0. (4.8)
Since ur satisfies Lur = rur and ur(a) = 0, we have
ur(x) = ks(a, x) + r
∫ x
a
ds(y)
∫ y
a
ur(z)dm(z), (4.9)
where we denote k = Dsur(a) ∈ (0,∞). Differentiating both sides, we have
Dsur(x) = k + r
∫ x
a
ur(z)dm(z). (4.10)
Let ε > 0 be fixed. Then there exists δ > 0 such that |Dsur(x) − k| ≤ ε for all x with
a < x < a+ δ. Then we have
|ur(x)− ks(a, x)| ≤
∫ x
a
|Dsur(y)− k|ds(y) ≤ εs(a, x) for a < x < a+ δ. (4.11)
By (4.5), we see that Ds(vr/ur) = −1/u
2
r and that
vr(x)
ur(x)
=
vr(b)
ur(b)
+
∫ b−
x
ds(y)
ur(y)2
=
∫ b−
x
ds(y)
ur(y)2
. (4.12)
From this and by (4.5), we have
0 ≤ −ur(x)Dsvr(x) =1− vr(x)Dsur(x) (4.13)
=1− ur(x)Dsur(x)
∫ b−
x
ds(y)
ur(y)2
(4.14)
≤1− (k − ε)2s(a, x)
∫ b−
x
ds(y)
{(k + ε)s(a, y)}2
(4.15)
≤1−
(k − ε)2
(k + ε)2
s(a, x)
{
1
s(a, x)
−
1
s(a, b)
}
(4.16)
≤1−
(k − ε)2
(k + ε)2
+
(k − ε)2
(k + ε)2
·
s(a, x)
s(a, b)
. (4.17)
Since s(a, a) = 0 and since ε > 0 is arbitrary, we obtain (4.8) and hence we obtain the
desired result.
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4.3 The resolvent of the minimal diffusion process
Define
R0r(x, y) = R
0
r(y, x) = ur(x)vr(y) for a < x ≤ y < b. (4.18)
Then it is well-known that the resolvent operator (R0r)r>0 of the minimal diffusion process
defined in (2.26) is the integral operator with kernel R0r(x, y)dm(y), i.e.,
R0rg(x) =
∫ b−
a
R0r(x, y)g(y)dm(y) for g ∈ Bb and x ∈ (a, b). (4.19)
From Theorem 2.4, it follows that
if f ∈ D(G0), then R0rLf = rR
0
rf − f. (4.20)
In our study, however, we need R0rLf for f ∈ D(L) with f,Lf ∈ Cb. The formula (4.20)
can be generalized to the following proposition:
Proposition 4.2. For any f ∈ D(L) with f,Lf ∈ Cb, one has
R0rLf = rR
0
rf − f + f(a)
vr
vr(a)
+ f(b)
ur
ur(b)
. (4.21)
In addition, one has
Dsf(a) = 0 if a is entrance. (4.22)
Proof. Since L = DmDs, we have
Dsf(x)−Dsf(y) =
∫ x
y
Lf(z)dm(z) for x, y ∈ (a, b). (4.23)
Since Lur = rur and Lvr = rvr, we see that, for any x, y ∈ (a, b),
Dsur(x)−Dsur(y) = r
∫ x
y
ur(z)dm(z), (4.24)
Dsvr(x)−Dsvr(y) = r
∫ x
y
vr(z)dm(z). (4.25)
Let x ∈ (a, b) and take c ∈ (a, x) arbitrarily. We have∫ x
c
Lf(y)ur(y)dm(y) (4.26)
=
∫ x
c
dm(y)Lf(y)
{
ur(c) +
∫ y
c
Dsur(z)ds(z)
}
(4.27)
=ur(c){Dsf(x)−Dsf(c)}+
∫ x
c
ds(z)Dsur(z)
∫ x
z
Lf(y)dm(y) (4.28)
=ur(c){Dsf(x)−Dsf(c)}+
∫ x
c
ds(z)Dsur(z){Dsf(x)−Dsf(z)} (4.29)
=ur(x)Dsf(x)− ur(c)Dsf(c)−
∫ x
c
ds(z)Dsur(z)Dsf(z). (4.30)
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Using the formula (4.24), we have∫ x
c
ds(z)Dsur(z)Dsf(z) (4.31)
=
∫ x
c
ds(z)Dsf(z){Dsur(x)− (Dsur(x)−Dsur(z))} (4.32)
=Dsur(x){f(x)− f(c)} − r
∫ x
c
ds(z)Dsf(z)
∫ x
z
ur(y)dm(y) (4.33)
=Dsur(x){f(x)− f(c)} − r
∫ x
c
dm(y)ur(y)
∫ y
c
Dsf(z)ds(z) (4.34)
=Dsur(x){f(x)− f(c)} − r
∫ x
c
f(y)ur(y)dm(y) + f(c) · r
∫ x
c
ur(y)dm(y). (4.35)
Using the formula (4.24) again, we have
(4.35) =Dsur(x){f(x)− f(c)} − r
∫ x
c
f(y)ur(y)dm(y) + f(c){Dsur(x)−Dsur(c)}
(4.36)
=f(x)Dsur(x)− f(c)Dsur(c)− r
∫ x
c
f(y)ur(y)dm(y). (4.37)
Hence we obtain∫ x
c
Lf(y)ur(y)dm(y) = W [ur, f ](x)−W [ur, f ](c) + r
∫ x
c
f(y)ur(y)dm(y), (4.38)
where we write
W [f, g](x) = f(x)Dsg(x)− g(x)Dsf(x). (4.39)
Since f and Lf are bounded and since
∫ c
a
ur(y)dm(y) is finite, we see that the limit
Qa := lim
z→a+
{−W [ur, f ](z)} (4.40)
exists finitely and that∫ x
a
Lf(y)ur(y)dm(y) = Qa +W [ur, f ](x) + r
∫ x
a
f(y)ur(y)dm(y) (4.41)
holds. In the same way, we see that the limit
Qb := lim
z→b−
W [vr, f ](z) (4.42)
exists finitely and that∫ b−
x
Lf(y)vr(y)dm(y) = Qb −W [vr, f ](x) + r
∫ b−
x
f(y)vr(y)dm(y) (4.43)
holds. Adding (4.41) times vr(x) and (4.43) times ur(x), we obtain
(R0rLf)(x) = Qavr(x) +Qbur(x)− f + rR
0
rf(x). (4.44)
Now let us prove that Qa = f(a)/vr(a) as follows:
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(i) Suppose that a is accessible. Let ‖g‖ = supx |g(x)| <∞. Since vr is decreasing and
by (4.8), we have
ur(c)|Dsf(x)−Dsf(c)| ≤ur(c)
∫ x
c
|Lf(z)|dm(z) (4.45)
≤
‖Lf‖
vr(x)
ur(c)
∫ x
c
vr(z)dm(z) (4.46)
=
‖Lf‖
rvr(x)
ur(c){Dsvr(x)−Dsvr(c)} (4.47)
→0 as c→ a+ for fixed x. (4.48)
Hence we obtain limc→a+{−ur(c)Dsf(c)} = 0. Hence, by Proposition 4.1, we obtain
Qa = f(a)Dsur(a) = f(a)/vr(a).
(ii) Suppose that a is not accessible. On one hand, we have vr(a) = ∞. On the other
hand, since f and Lf are bounded, we see by (4.44) that Qavr(x) should be bounded
near a. Hence we obtain Qa = 0 = f(a)/vr(a).
We can make the same argument for b and obtain Qb = f(b)/ur(b). Therefore, from
(4.44), we obtain the formula (4.21).
If a is entrance, then we have ur(a) ∈ (0,∞) and Dsur(a) = 0. Since Qa = 0, we obtain
Dsf(a) = 0.
The proof is now complete.
5 The Cb-generator
We now suppose that {(Xt)t≥0, (Px)x∈[a,b]} is an extension to a standard process of the
minimal process {(Xt)t≥0, (P
0
x )x∈(a,b)} and follow the notations in Subsection 2.4. It is
well-known that
Estopx
[
e−rTa ;Ta < Tb
]
=
vr(x)
vr(a)
and Estopx
[
e−rTb ;Ta > Tb
]
=
ur(x)
ur(b)
for r > 0. (5.1)
5.1 Φa(vr) and Φa(ur)
We need the following lemma for later use.
Lemma 5.1. If a is accessible, one has
Φa(vr)
vr(a)
=p3r + n
(b)
a
[
1− e−rTa
]
= ψ(b)a (r). (5.2)
If a and b are both accessible, one has
Φa(ur)
ur(b)
=− n(b)a
[
e−rTb;Tb <∞
]
. (5.3)
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Proof. By (2.34) and (5.1), we have
−
Dsvr(a)
vr(a)
= lim
x→a+
1
s(a, x)
{
1−
vr(x)
vr(a)
}
(5.4)
= lim
x→a+
n
(b)
a,refl(Tx <∞)
{
1− P stopx
[
e−rTa ;Ta <∞
]}
(5.5)
= lim
x→a+
n
(b)
a,refl(Tx <∞)
{
P stopx
[
1− e−rTa ;Ta <∞
]
+ P stopx (Tb <∞)
}
. (5.6)
Note that, under the measure n
(b)
a,refl, the hitting time Tx decreases to 0 as x does to a. By
the strong Markov property of n
(b)
a,refl and by the dominated convergence theorem, we have
(5.6) = lim
x→a+
{
n
(b)
a,refl
[
1− e−r(Ta−Tx);Tx < Ta <∞
]
+ n
(b)
a,refl(Tx < Tb <∞)
}
(5.7)
=n
(b)
a,refl
[
1− e−rTa ;Ta <∞
]
+ n
(b)
a,refl(Tb <∞) (5.8)
=n
(b)
a,refl
[
1− e−rTa
]
. (5.9)
Hence, by (2.35), we have
−p2
Dsvr(a)
vr(a)
= n(b)a
[
1− e−rTa ;X0 = a
]
. (5.10)
By (5.1) and by (2.35), we have∫
(a,b]
p4(dx)
{
1−
vr(x)
vr(a)
}
(5.11)
=
∫
(a,b]
p4(dx)
{
P stopx
[
1− e−rTa ;Ta <∞
]
+ P stopx (Tb <∞)
}
(5.12)
=n(b)a
[
1− e−rTa ;Ta <∞, X0 ∈ (a, b]
]
+ n(b)a (Tb <∞, X0 ∈ (a, b]). (5.13)
Since p1 = na({∆}) and since {∆} ∪ {Tb <∞} = {Ta =∞}, we obtain
Φa(vr)
vr(a)
=p1 − p2
Dsvr(a)
vr(a)
+ p3
Lvr(a)
vr(a)
+
∫
(a,b]
p4(dx)
{
1−
vr(x)
vr(a)
}
(5.14)
=p3r + n
(b)
a
[
1− e−rTa ;Ta <∞
]
+ n(b)a ({∆}) + n
(b)
a (Tb <∞) (5.15)
=p3r + n
(b)
a
[
1− e−rTa
]
. (5.16)
Now we obtain (5.2).
Since a is regular, we have ur(a) = 0. By (2.34) and (5.1), we have
Dsur(a)
ur(b)
= lim
x→a+
1
s(a, x)
ur(x)
ur(b)
(5.17)
= lim
x→a+
n
(b)
a,refl(Tx <∞)P
stop
x
[
e−rTb ;Tb <∞
]
(5.18)
= lim
x→a+
n
(b)
a,refl
[
e−r(Tb−Tx);Tx < Tb <∞
]
(5.19)
=n
(b)
a,refl
[
e−rTb;Tb <∞
]
. (5.20)
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Hence we have
p2
Dsur(a)
ur(b)
= n(b)a
[
e−rTb;Tb <∞, X0 = a
]
. (5.21)
By (5.1) and by (2.35), we have∫
(a,b]
p4(dx)
ur(x)
ur(a)
=
∫
(a,b]
p4(dx)P
stop
x
[
e−rTb ;Tb <∞
]
(5.22)
=n(b)a
[
e−rTb ; Tb <∞, X0 ∈ (a, b]
]
. (5.23)
Since ur(a) = 0, we have
Φa(ur)
ur(b)
=p1
ur(a)
ur(b)
− p2
Dsur(a)
ur(b)
+ p3
Lur(a)
ur(b)
−
∫
(a,b]
p4(dx)
ur(x)− ur(a)
ur(b)
(5.24)
=− n(b)a
[
e−rTb ;Tb <∞
]
. (5.25)
The proof is now complete.
The following proposition is important in the proof of our main theorem.
Proposition 5.2. If a and b are both accessible, one has
Φa(vr)
vr(a)
·
Φb(ur)
ur(b)
−
Φb(vr)
vr(a)
·
Φa(ur)
ur(b)
> 0 for r > 0. (5.26)
That is, the matrix
A =
(
Φa(vr)/vr(a) Φa(ur)/ur(b)
Φb(vr)/vr(a) Φb(ur)/ur(b)
)
(5.27)
has strictly positive determinant.
Proof. Let us write Fx = (1− e
−rTx)1{Tx<∞} for x = a and b. By Lemma 5.1 and by that
where a and b are switched, we have
Φa(vr)
vr(a)
·
Φb(ur)
ur(b)
−
Φb(vr)
vr(a)
·
Φa(ur)
ur(b)
(5.28)
≥
{
p3r + n
(b)
a [Fa] + n
(b)
a ({∆})
}
·
{
q3r + n
(a)
b [Fb] + n
(a)
b ({∆})
}
+ n(b)a (Tb <∞) · n
(a)
b (Ta <∞)− n
(b)
a
[
e−rTb ;Tb <∞
]
· n
(a)
b
[
e−rTb;Ta <∞
]
(5.29)
≥
{
p3r + p2n
(b)
a,refl[Fa] + p1 +
∫
(a,b)
p4(dx)P
stop
x [Fa]
}
·
{
q3r + q2n
(a)
b,refl[Fb] + q1 +
∫
(a,b)
q4(dx)P
stop
x [Fb]
}
. (5.30)
The last quantity turns out to be positive because of the conditions (2.37) and (2.52).
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5.2 N
(b)
a,r(g) and Φa(R
0
rg)
Let us prove the following lemma.
Lemma 5.3. Suppose that a is accessible. Then, for any g ∈ Bb, one has
N (b)a,r(g) = −Φa(R
0
rg). (5.31)
Proof. By Proposition 2.3, we note that R0rg(a) = 0.
Suppose a is regular for a while. By the strong Markov property of n
(b)
a,refl, we have
DsR
0
rg(a) = lim
x→a+
1
s(a, x)
R0rg(x) (5.32)
= lim
x→a+
n
(b)
a,refl(Tx <∞)P
stop
x
[∫ Ta,b
0
e−rtg(Xt)dt
]
(5.33)
= lim
x→a+
n
(b)
a,refl
[∫ Ta,b−Tx
0
e−rtg(Xt+Tx)dt ; Tx <∞
]
(5.34)
= lim
x→a+
n
(b)
a,refl
[∫ Ta,b
Tx
e−r(t−Tx)g(Xt)dt ; Tx <∞
]
. (5.35)
Since ∣∣∣∣
∫ Ta,b
Tx
e−r(t−Tx)g(Xt)dt
∣∣∣∣ ≤ ‖g‖r (1− e−rTa,b) (5.36)
and since n
(b)
a,refl[1 − e
−rTa,b ] < ∞, we may apply the dominated convergence theorem to
see that
DsR
0
rg(a) = n
(b)
a,refl
[∫ Ta,b
0
e−rtg(Xt)dt
]
. (5.37)
By Proposition 2.3, we have
LR0rg(a) = rR
0
rg(a)− g(a) = −g(a). (5.38)
Therefore we obtain
−Φa(R
0
rg) =− p1R
0
rg(a) + p2DsR
0
rg(a)− p3LR
0
rg(a) + p4[R
0
rg − R
0
rg(a)] (5.39)
=p3g(a) +
(
p2n
refl
a +
∫
(a,b]
p4(dx)P
stop
x
)[∫ Ta,b
0
e−rtg(Xt)dt
]
(5.40)
=p3g(a) + n
(b)
a
[∫ Ta,b
0
e−rtg(Xt)dt
]
. (5.41)
The proof is now complete.
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5.3 The case of 1◦).
Let us prove Theorem 2.7
Proof of Theorem 2.7. Suppose that a is accessible and that b is not. Let g ∈ Bb =
Bb([a, b)). Noting that the process cannot hit b before hitting a, we have the Dynkin
formula:
Rrg = R
0
rg +Rrg(a)
vr
vr(a)
on [a, b). (5.42)
By Proposition 2.3, we have Rrg ∈ D(L), and we have
LRrg = rR
0
rg − g +Rrg(a)
rvr
vr(a)
= rRrg − g on [a, b). (5.43)
Using Lemmas 5.1 and 5.3 and then using Theorem 2.2, we have
Φa(Rrg) =Φa(R
0
rg) +Rrg(a)
Φa(vr)
vr(a)
(5.44)
=−N (b)a,r(g) + Rrg(a)ψ
(b)
a (r) (5.45)
=Rrg(b)n
(b)
a [e
−rTb ;Tb <∞] (5.46)
=0. (5.47)
Thus we obtain the following:
if g ∈ Bb, we have Rrg ∈ D(L) and Φa(Rrg) = 0. (5.48)
Set
D˜ ={f ∈ D(L) : f,Lf ∈ Cb([a, b)) and Φa(f) = 0} . (5.49)
Let us prove that D(G) = D˜.
Let f ∈ D(G). Let r > 0 be fixed and set g = (r − G)f . Then we have f = Rrg.
By (5.42), (5.43), (5.48) and Proposition 2.3, we have f,Lf ∈ Cb([a, b)) and Φa(f) = 0.
Hence we obtain D(G) ⊂ D˜. By (5.43), we have
Lf = L(Rrg) = rRrg − g = Gf. (5.50)
Conversely, let f ∈ D˜. Let r > 0 be fixed and set g = (r − L)f ∈ Cb([a, b)). Then, by
Proposition 4.2, we have
R0rg =rR
0
rf − R
0
rLf (5.51)
=rR0rf −
{
rR0rf − f + f(a)
vr
vr(a)
}
(5.52)
=f − f(a)
vr
vr(a)
. (5.53)
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Set h = Rrg − f . By (5.48), we have Φa(Rrg) = 0, and hence we have Φa(h) = 0. From
(5.42) and (5.53), it follows that
h ={Rrg(a)− f(a)}
vr
vr(a)
. (5.54)
By Lemma 5.1, we have
0 = Φa(h) ={Rrg(a)− f(a)}
Φa(vr)
vr(a)
={Rrg(a)− f(a)}ψ
(b)
a (r). (5.55)
By the condition (2.37), we have ψ
(b)
a (r) > 0, so that we obtain Rrg(a)− f(a) = 0. This
shows that h = 0, which implies that f = Rrg. Now we conclude that D(G) ⊃ D˜, and
thus the proof is complete.
5.4 The cases of 2◦) and 3◦).
We prove Theorem 2.9.
Proof of Theorem 2.9. Suppose that a is accessible and b is not. Let g ∈ Bb = Bb([a, b]).
In this case, we have the Dynkin formula
Rrg = R
0
rg +Rrg(a)
vr
vr(a)
on [a, b). (5.56)
Hence we have Rrg ∈ D(L) and we have the formula
LRrg = rRrg − g on [a, b). (5.57)
In the same way as (5.44)-(5.46), we have
Φa(Rrg) =n
(b)
a [e
−rTb ;Tb <∞]Rrg(b) (5.58)
=p4({b})Rrg(b). (5.59)
Thus we obtain the following:
if g ∈ Bb, we have Rrg ∈ D(L) and Φa(Rrg) = p4({b})Rrg(b). (5.60)
(1) Suppose that b is entrance and irregular-for-itself. Set
D˜ = {f ∈ D(L) : f,Lf ∈ Cb([a, b]), Φa(f) = p4({b})f(b)}. (5.61)
Let us prove that D(G) = D˜.
Let f ∈ D(G). Let r > 0 be fixed and set g = (r − G)f . Then we have f = Rrg.
By (5.56), (5.57), (5.60) and Proposition 2.3, we have f ∈ Cb([a, b)) with finite left limit
f(b−), Lf ∈ Cb([a, b]) and Φa(f) = p4({b})f(b). Since P
(a)
b = P
stop
b , we see that the
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Dynkin formula (5.56) holds also for x = b. This shows that f(b−) = f(b), hence we
obtain D(G) ⊂ D˜. By (5.57), relation (2.45) is now obvious.
We suppose that f ∈ D˜. Let r > 0 be fixed and set g = (r − L)f ∈ Cb([a, b]). Then,
by Proposition 4.2, we have
R0rg = f − f(a)
vr
vr(a)
. (5.62)
Set h = Rrg − f . By (5.60), we have Φa(Rrg) = p4({b})Rrg(b), and hence we have
Φa(h) = p4({b})h(b). From (5.56) and (5.62), it follows that
h ={Rrg(a)− f(a)}
vr
vr(a)
. (5.63)
Hence, by Lemma 5.1 and by (5.1), we have
0 =Φa(h)− p4({b})h(b) (5.64)
={Rrg(a)− f(a)}
{
Φa(vr)
vr(a)
− p4({b})
vr(b)
vr(a)
}
(5.65)
={Rrg(a)− f(a)}
{
ψ(b)a (r)− p4({b})P
stop
b [e
−rTa ]
}
. (5.66)
Since
lim
r→∞
ψ(b)a (r) =∞ (5.67)
by the assumption (2.37) and since
lim
r→∞
P stopb [e
−rTa ] = 0, (5.68)
we see that ψ
(b)
a (r0)−p4({b})P
stop
b [e
−r0Ta ] > 0 for some r0 > 0. Hence, by (5.66) we obtain
Rr0g(a)− f(a) = 0 and by (5.63) we obtain f = Rr0g. Now we conclude that D(G) ⊃ D˜.
(2) Suppose that b is natural or [entrance and regular-for-itself]. Set
D˜ = {f ∈ D(L) : f,Lf ∈ Cb([a, b]), Φa(f) = p4({b})f(b), Φb(f) = 0}. (5.69)
Let us prove that D(G) = D˜.
Let g ∈ D(G). Let r > 0 be fixed and set g = (r−G)f . In the same way as (1), we can
prove that f = Rrg and that f ∈ Cb([a, b)) with finite left limit f(b−), Lf ∈ Cb([a, b])
and Φa(f) = p4({b})f(b). For any r > 0, we can find g ∈ Cb([a, b]) such that f = Rrg.
Using Theorem 2.2 where the roles of a and b are switched, and using the Dynkin formula
(5.56), we have
ψ
(a)
b (r)f(b) =q3g(b) +
∫
(a,b)
q4(dx)R
0
rg(x) + q4({a})Rrg(a) (5.70)
=q3g(b) + q4[f ]. (5.71)
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Noting that g = (r − G)f , that g(b) = g(b−) = rf(b−)− Lf(b), and that
ψ
(a)
b (r) = q3r + n
(a)
b [1− e
−rTb ] = q1 + q3r + q4([a, b)), (5.72)
we have
{q1 + q4([a, b))}f(b) + q3r{f(b)− f(b−)} + q3Lf(b) = q4[f ]. (5.73)
This shows that
Φb(f) + q3r{f(b)− f(b−)} = 0. (5.74)
Since q3 > 0 and since r > 0 is arbitrary, we obtain Φb(f) = f(b)− f(b−) = 0. Hence we
obtain D(G) ⊂ D˜.
Suppose that f ∈ D˜. Let r > 0 be fixed. Set g = (r − L)f ∈ Cb([a, b]). Then, in the
same way as (1), we can prove that f = Rrg on [a, b], and hence we obtain D(G) ⊃ D˜.
The proof is now complete.
The proof of Theorem 2.10 is quite similar to that of Theorem 2.9, and so we omit it.
5.5 The case of 4◦).
Now we prove Theorem 2.11
Proof of Theorem 2.11. Suppose that both a and b are accessible. Let g ∈ Bb = Bb([a, b]).
By the strong Markov property, we obtain the Dynkin formula:
Rrg = R
0
rg +Rrg(a)
vr
vr(a)
+Rrg(b)
ur
ur(b)
. (5.75)
By Proposition 2.3, we have Rrg ∈ D(L), and we have
LRrg =rR
0
rg − g +Rrg(a)
rvr
vr(a)
+Rrg(b)
rur
ur(b)
(5.76)
=rRrg − g. (5.77)
Using Lemmas 5.1 and 5.3 and then using Theorem 2.2, we have
Φa(Rrg) =Φa(R
0
rg) +Rrg(a)
Φa(vr)
vr(a)
+Rrg(b)
Φa(ur)
ur(b)
(5.78)
=−N (b)a,r(g) +Rrg(a)ψ
(b)
a (r) +Rrg(b)
{
−n(b)a [e
−rTb ;Tb <∞]
}
(5.79)
=0. (5.80)
Replacing the roles of a and b, we obtain Φb(Rrg) = 0. Thus we obtain the following:
if g ∈ Bb, we have Rrg ∈ D(L) and Φa(Rrg) = Φb(Rrg) = 0. (5.81)
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Let f ∈ D(G). Let r > 0 be fixed and set g = (r − G)f . Then we have f = Rrg.
By (5.81), we have Φa(f) = Φb(f) = 0. Hence we see that D(G) is contained in the
right-hand side of (2.53). By (5.77), we have
Lf = L(Rrg) = rRrg − g = Gf. (5.82)
Conversely, let f ∈ D(L) such that f,Lf ∈ Cb([a, b]) and suppose that Φa(f) =
Φb(f) = 0. Let r > 0 be fixed and set g = (r −L)f . Then, by Proposition 4.2, we have
R0rg =rR
0
rf − R
0
rLf (5.83)
=rR0rf −
{
rR0rf − f + f(a)
vr
vr(a)
+ f(b)
ur
ur(b)
}
(5.84)
=f − f(a)
vr
vr(a)
− f(b)
ur
ur(b)
. (5.85)
Set h = Rrg − f . By (5.81), we have Φa(Rrg) = Φb(Rrg) = 0, and hence we have
Φa(h) = Φb(h) = 0. From (5.75) and (5.85), it follows that
h ={Rrg(a)− f(a)}
vr
vr(a)
+{Rrg(b)− f(b)}
ur
ur(b)
. (5.86)
Since Φa(h) = Φb(h) = 0, we obtain(
0
0
)
= A
(
Rrg(a)− f(a)
Rrg(b)− f(b)
)
, (5.87)
where A is the matrix defined in (5.27). Hence, by Proposition 5.2, we obtain
Rrg(a)− f(a) = Rrg(b)− f(b) = 0. (5.88)
This shows that h = 0, which implies that f = Rrg. Now we conclude that the right-hand
side of (2.53) is contained in D(G), and thus the proof is complete.
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