Q e of the most challenging problems in computer graphics is to generate images that appear realistic, that is, images that can fool a human observer when displayed on a screen. The quest for this "Holy Grail" began in earnest in the early 1970's when memory prices dropped enough to make raster technologies costeffective compared with the currently prevailing calligraphic displays. Calligraphic displays could draw only a limited number of lines, and even the most capable of these displays allowed for only a handful of colors. Previous research had concentrated on removing "hidden lines" from objects drawn on calligraphic displays. The displayed objects were obviously not realistic but contained enough information for specific tasks, such as computer-aided design. Raster technology, by subdividing the screen into pixels, allowed whole regions of the screen to be filled with colors having a wide variety of intensities and tints. This new technology was capable of displaying realistic images and thus opened up the research outlined in this article.
Rendering
Rendering takes a three-dimensional description of a scene and generates a two-dimensional array (typically 1024x1024) of intensities (pixels) that will be displayed on a CRT. The objects in the scene are usually described by polygons, although higher order surfaces are sometimes used. The scene also contains light sources that are often point sources located outside the intended field of view. Finally, the position and viewing direction of the eye/camera are required to completely specify what is to be displayed on the CRT (a pinhole camera model is almost universally used).
Rendering begins by transforming the objects into the eye-coordinate system. Objects that will be outside the field of view are clipped away. After the perspective transformation is performed, the remaining objects must be compared to see which objects, and/or portions of objects, are visible.
As the visible surfaces are found, they must be broken down into pixels and shaded correctly. This process must take into account the position and color of the light sources and the position, orientation, and surface properties of the visible object.
Sorting is an integral part of the visible-surface prob-lem, and typically algorithms try to capitalize on coherence properties in the final image to reduce the amount of sorting required.' Three popular visible-surface algorithms are the z-buffer, priority, and scan-line algorithms. In the z-buffer approach, a separate 2D array is kept (called the z-buffer), indicating the depth (z value) of the pixel currently displayed in the frame buffer. As polygons are broken down into pixel-size pieces, the depth of each piece (assuming a constant depth per piece) is compared with that in the z-buffer. If the piece is closer than the current pixel, it is written into the frame buffer and the z-buffer is updated to reflect the depth of this new piece. This algorithm, though memory intensive, is very simple and requires no presorting or storage of polygons.
The second visibility algorithm is the priority algorithm. The main idea here is that the polygons are sorted back-to-front and written in the frame buffer in that order. As more and more polygons are sent to the frame buffer, they overwrite the more distant polygons. Unlike the previous algorithm, no z-buffer is required; however, the polygons must be sorted with respect to depth, and this requires both space and time.
The final visible-surface algorithm to be outlined is the scan-line algorithm. There are several variations, but each typically sorts the polygons in one direction (topdown, with a bucket sort) to reduce the number of polygons that must be considered for each horizontal scan line. The algorithm concentrates on finding the visible polygons for each scan line. This reduces the domain of the visible-surface problem from polygons to lines, a much easier problem. The variants of this algorithm differ in their strategies for finding these visible lines, also called spans, and in propagating relevant information to neighboring scan lines to reduce subsequent computation (by capitalizing on spatial coherence).
Shading
Let's examine the interaction of light with matterparticularly point light sources shining on the surfaces of objects. The light reflected off a surface can be broken down into two components: diffuse and specular. When light hits an ideal diffuse surface, it is reradiated equally in all directions. Examples of real surfaces that radiate mostly diffuse light are chalk and flat paints. Ideal specular surfaces reradiate light in only one direction, the reflected light direction. Examples of specular surfaces are mirrors and shiny surfaces on which highlights are visible. Physically, the difference between these two components is that specular light bounces off the surface of an object while diffuse light penetrates the surface and is scattered internally before emerging again.
The light reflected from real objects contains both diffuse and specular components, and both must be modeled to create realistic images. Consider and L are unit vectors that point to the eye and light source, respectively; E' is a unit vector that indicates the ideal light direction (the reflected eye direction); and N is the unit vector indicating the surface normal at the point P. Computing the diffuse component is very simple: it is N * L, which is the well-known Lambert's law. Note that since diffuse light is radiated equally in all directions, the position of the eye is not required by the computation, and the maximum intensity occurs when the surface is perpendicular to the light source.
The specular component is not as easy to compute. Real objects are nonideal specular reflectors, and some light is also reflected slightly off axis from the ideal light direction (El. This is because the surface is never perfectly flat but contains microscopic deformations.
The first reasonable approximation to the specular component in computer graphics was proposed by Bui Thong Phong.? It was an empirical approximation and took the form
where t is the incident angle and a is the angle between E' and L. For real objects, as the angle of incidence changes, the ratio of incident light to reflected light also changes, and W(t) is intended to model the change. In practice, however, W(L) has been ignored by most implementers.
The value n is the shininess factor. Cosn(a) reaches a maximum when the light is in the E direction (a = 0). As n increases, the function dies off much more quickly in the off-axis direction. Thus, a shiny surface with a concentrated highlight would have a large value of n, while a dull surface with the highlight covering a larger area January 1987 
Sampling and fi'lteg
Many computer-synthesized images exhibit annoying defects such as jagged edges, distortions of very small objects, and inconsistencies in areas of complicated detail ( Figure 5 ). These distortions result from improper sampling of the original image and are called aliasing artifacts. To understand why we get these problems and how we solve them (by performing antialiasing), we must look briefly at sampling theory.
Suppose we sample a continuous signal I(x) at n regularly spaced points in some interval of x. Is it possible to reconstruct the original signal from the samples? This depends on the frequency components of the original signal. If it contains no frequencies greater than n/2 cycles per sampling interval, we can reconstruct the original signal; if it contains frequencies greater than n/2, the reconstructed signal will always be incorrect. '2 In other words, a discrete signal of n points can only represent frequencies below n/2 cycles per sampling interval; all higher frequencies in the original signal will be incorrectly represented (or aliased) somewhere between o and n/2. If we look at the frequency components of this reconstructed signal, we cannot tell whether they are legitimate or distortions introduced by the undersampling of the original signal ( Figure 6 ).
In computer graphics, the signal I(x,y) is a twodimensional function that represents the intensity of light passing through the viewing screen. We sample this intensity function to obtain a pixel-based representation of intensity. These samples are stored in a frame buffer, and the intensity function is reconstructed on the monitor by the display hardware. Unfortunately, I(x,y) will typically contain high-frequency components. Therefore, when we sample I(x,y) to get the pixel intensities, aliasing problems are inevitable. What we need, then, is a way to remove the offending high-frequency components in I(x,y) before sampling.
The simplest solution is to increase the sampling rate. As n increases, we can represent higher frequencies. Alas, computing time also increases in proportion to the number of samples. Also, display hardware limits the number of pixels we can display, thus limiting the sampling rate. We can try to go around the hardware limitation by supersampling (sampling at higher than screen resolution and averaging), but this is just as expensive. Figure  7 ). In both cases, the filter usually does not spread over an area greater than three by three pixels (an approximation of the major lobe of the ideal sampling filter when the cut-off frequency is n/2) and many times is confined to the area of one pixel.
The intensity function approximation begins with the observation that as we sample along a polygon, the signal will change relatively slowly. It is only when we cross polygon boundaries that great fluctuations in the intensity will occur. Thus we can assume that within a pixel the intensity of each polygon is constant. This implies that we have to calculate the shade of each polygon within a pixel only once-a great saving in computation. Consequently, the area and position that a polygon covers within a pixel, along with just one shade computation for that polygon, are enough to calculate the polygon's contribution to the intensity function at that pixel.
The sampling theory outlined above was first applied to computer graphics by Crow'3 in the middle seventies. He Many feel that this noise is less objectionable to the human observer than the aliasing that results when sampling at regularly spaced points. The work so far has concentrated on finding good sampling distributions and filtering methods, and on adaptively increasing the number of samples in regions of the image where high frequencies are present. Stochastic sampling has been used primarily in ray tracing (discussed later) because that technique is inherently an expensive point-sampling process that has proved difficult to antialias.
Ibxture
To provide the illusion of reality, we must be able to display complex scenes. For example, if we are modeling a room, we should be able to include portraits on the wall or Persian rugs on the floor. These objects, rich in high frequencies, could be modeled by many individual polygons, but as the number of polygons increases by several orders of magnitude, they can easily swamp the modeling and display programs. Texture mapping was introduced by Catmull3" to provide this illusion of complexity at a reasonable cost (Figure 8 ). Basically, it is a method of "wallpapering" the existing polygons. Each vertex on a textured polygon contains coordinates in a two-dimensional texture space. As each pixel is shaded, the texture coordinates are interpolated and a lookup is performed in a two-dimensional array of colors containing the texture. The value in this array is used as the color of the polygon at a specific pixel, thus providing the "wallpaper" (Figure 9 ).
Unfortunately, textures are very susceptible to aliasing, since they contain high frequencies. Also, the polygon using the textures may occupy a small portion of the screen, forcing many texture points onto the same pixel. Blinn Crow4' has proposed a taxonomy of shadow algorithms consisting of three classes: shadow computation during scan-out,42"44 division of object surfaces into shadowed and unshadowed areas prior to scanout,45-48 and inclusion of shadow volumes in the object data. 41 Appel was one of the first computer graphics researchers to study shadows extensively.42 He suggested three different solutions: Two are variations of ray casting (still to be discussed), and the third is a variation of a hidden-line algorithm he had used previously. He would create spans generated by the intersection of a plane passing through the eye, the viewing screen, and the objects in the scene. These spans would represent shadowing. During scan-out, only the marked polygons would be checked against the span.
Goldstein and Nagel used a visible-surface algorithm called ray casting,44 which sends a ray from the eye, through the pixel center, and into the world (Figure 10 ). The points of intersection between the ray and the objects in the scene are found, and the one closest to the eye represents the visible surface. An advantage of this algorithm is that objects such as ellipsoids or cones need not be broken down into polygons but can be intersected directly. To get shadow information, Goldstein and Nagel simply fired a ray from the intersection point toward the light source. If it intersected anything, the visible surface was in shadow. This method of finding shadows is very simple, but the cost of computing the intersections is usually very high.
Nishita and Kakamae4s introduced a two-step shadow algorithm for convex polyhedra made up of convex polygons. The first step consisted of a visible-surface determination from the light source. Then, by clipping the polygons to the silhouettes of the polyhedra, they were able to subdivide them into two categories: visible and shadowed. In the second step, the polygons were marked and a second visible-surface determination, from the eye, was performed. Since the polygons were appropriately marked, the shadow computations were trivial.
Atherton, Weiler, and Greenberg46 extended this approach to handle more general environments by incorporating a more powerful polygon-clipping algorithm that allowed for concave polygons.
Williams48 also used a two-pass process. However, he used a z-buffer algorithm in both steps. The advantages of this approach were its simplicity and its ability to easily accommodate nonplanar objects. Unfortunately, the z-buffer algorithm suffers from aliasing problems, and this was exacerbated by the first pass from the light source. Williams suggested solutions to reduce the aliasing problem, although they do not work well in many situations. Hourcade and Nicolas47 modify Williams' basic approach by using a priority algorithm for the first pass with a better method of antialiasing so that the sampling problems are not as evident.
Crow4' has advocated computing the volumes swept out by the shadows of objects and including them in the database (in the form of "shadow" polygons). The shadow polygons defining these volumes are invisible, but the visible-surface algorithm (a scan-line algorithm) uses these polygons to check whether any of the visible polygons it has found are within the shadow volumes. Thus a polygon is in shadow only if it is straddled by at least two shadow polygons, one indicating the front face of a shadow volume and another indicating the same shadow volume's rear face.
Solving the shadow problem when we have nonpoint light sources is more difficult. Nishita and Nakamae have extended Crow's idea of using shadow volumes to per- Figure 10 . A ray, shot through pixel center, intersects objects in scene.
mit the generation of penumbras that are cast by area49 and linear'0 light sources. The environment is assumed to be made up of convex polyhedra.
When extending the work of Goral et al.5 on ambient light determination so that visible surfaces could be computed, Cohen and Greenberg50 and Nishita and Nakamae5' were also able to compute the shadows cast by nonpoint sources. Unfortunately, the techniques are expensive and can handle only limited environments. More solutions to this problem will be discussed in the next section.
Optical effects and ray tracing
Recently, much research has been done on optical effects and ray tracing. This topic includes the modeling of transparency, reflection, refraction, and camera models with lenses instead of the pinhole camera model. This last element allows for such visual effects as focusing and depth of field.
There are two reasons for recent work in this field. First, these effects are very important in the modeling of reality; second, the approach to solving these problems-ray tracing-is very simple both conceptually and algorithmically.
Ray tracing was developed by Whitted20 and is an extension of the ray casting process used by Appel42 and Goldstein and Nagel.44 As in ray casting, a ray is fired from the eye, through the pixel, and into the world. The closest intersection between this ray and the objects in the world determines the visible surface. Shadows are determined by firing rays toward the light sources. Whitted extended this ray casting process into ray tracing by firing two additional rays from the intersection point, one along the reflected direction and the other along the direction of transmission (Figures 11 and 12) . Using ray optics, he was able to model accurately the distortions of reflecting and refracting surfaces, thus producing stunning images.
There had been earlier attempts to model some of these effects. For example, reflection had been modeled by Blinn and Ray tracing, with its beautiful images and computationally straightforward approach, persuaded many researchers to continue in this direction. They concentrated on four areas: finding intersection algorithms for various objects, extending the range of optical effects that could be captured using ray tracing, antialiasing, and reducing the total number of intersection tests. Most early research concentrated on quickly finding the intersections of rays with more complicated objects.53-60 An advantage over the traditional approach to rendering was that, in general, the objects did not have to be broken down into polygons (with the resulting inaccuracies and extra intersection calculations) but could be directly rendered in their "natural" representation.
To speed up the intersection calculations and improve on antialiasing, Heckbert and Hanrahan worked with a cluster of rays at a time.61 For simple scenes, this reduced the computations dramatically, but the approach could not handle curved objects or refraction very well.
Another way to help solve the aliasing problem when ray tracing was to generalize the concept of a ray from a line to a cone representing the cross-sectional area of a pixel.62 Now the intersection calculation could return IEEE CG&A -0-R T::
.; i the area of intersection between an object and a ray, thus providing a way of filtering. This approach also allowed for the computation of dull reflections and penumbras cast by nonpoint sources (Figure 13) . Unfortunately, the intersection calculations became more complicated.
Potmesil and Chakravarty63 used the information generated by ray tracing to compute the effects of using a camera with a lens and aperture. Cook, Porter, and Carpenter 26 have also extended Whitted's original work regarding highlight generation using ray tracing. In so doing, they were able to model soft shadows, dull reflections, depth of field, and temporal antialiasing. Their approach was to supersample and distribute the samples effectively among the various dimensions to be sampled (stratified sampling). For example, when modeling a dull reflection, the reflected rays do not just follow the ideal reflected direction but are perturbed in proportion to how dull the surface is to appear. Though it is not mentioned explicitly in the paper, they used stochastic sampling to reduce aliasing. As mentioned earlier, Lee, Redner, and Uselton29 and Dippe and Wold30 have done similar work with antialiasing.
Two types of approaches can reduce the number of intersections. The first is to envelop each complex object in a tree of bounding volumes.20'53'64 Subobjects within a branch of a tree are intersected only if the ray pierces the bounding volume of the branch. The second approach consists of subdividing space itself into regions and noting the objects in each region.65-67 As a ray propagates from one region to the next, the objects in each region become candidates for ray intersection. Thus the nearest objects are the first candidates for intersection, leading to a quick determination of the closest object. To be really useful, a space subdivision scheme must work not only for primary rays (the original rays sent from the eye) but also for shadows and reflected and refracted rays.
Moravec's work68 stands apart from the work above. Ray tracing depends on the particle model of light. Moravec suggested using a wave model instead. A wave front would be propagated through the volume occupied by the objects, and reflections and refractions would be modeled by new wave fronts bouncing off the objects in the scene. Though intriguing, the images generated were disappointing, and the approach proved much too expensive.
Modeling
Most graphics packages work with polygons when performing transformations and modeling the visible surfaces of objects. Unfortunately, determining complex objects with such simple, low-level primitives is timeconsuming, complicated, and unnecessary for the user. Higher level modeling primitives that describe objects within a scene are required.
Some of the most popular higher level modeling primi- Figure 13 . A ray-traced scene using cones. Figure 14 . 
Conclusions
We have reached the stage where computersynthesized images are acceptable for some special effects in the movie industry (for example, TRON, Star Trek II, and The Last Starfighter) and in TV commercials, but we still have not found our "grail." Overall, computer-synthesized images have a "sanitized" look: no dirt or garbage in the corners, straight lines and perfectly flat faces instead of the familiar flaws, plainlooking scenes with a distinct lack of detail, and simple, rigid motions instead of motions that flow and deform the object. Only when we overcome these limitations will we approach reality.
