A new method is proposed to prove the absolute continuity of distributions of solutions of stochastic differential equations with jumps. The method is based on the differentiation in time in the space of functionals of the Poisson point measure. In contrast to the known Bismut and Picard methods, our approach can be applied to point measures with arbitrary Lévy measures. We obtain sufficient conditions for the absolute continuity of the solutions expressed in terms of the coefficients of the equation; the conditions do not involve assumptions on properties of the Lévy measure.
Introduction
We present an approach that allows one to introduce a Malliavin type calculus for functionals of general Lévy processes and to obtain sufficient conditions for the absolute continuity of solutions of stochastic differential equations with jumps (we do not pose any assumptions about regularity of the intensity of the jumps). Our investigations are motivated by a pioneering idea due to Bismut [1] and developed further by many authors. The idea is to extend the Malliavin approach to regularity of Wiener functionals to more general probability spaces by introducing a smooth structure in these spaces in terms of a "differentiation rule", integration-by-parts formula, and by further applications of the stochastic calculus of variations to smooth functionals with nondegenerate derivatives. Another approach for solving this problem, the Davydov "stratification method", also requires the existence of some smooth structure on a probability space; namely, it requires a measurable group of transformations of the space.
The first question arising in the realization of the above idea is how to introduce an appropriate smooth structure on the space of trajectories of Lévy processes. The answer to this question depends essentially on properties of the Lévy measure of the initial process. The most studied is the case where the Lévy measure has the (regular) density with respect to the Lebesgue measure in R d . A necessary integration-by-parts formula can be obtained in this case by changing the value of the jumps and by introducing the compensating transformation of the Girsanov measure. This case is studied by many authors: among them are J. M. Bismut, K. Bichteler, J. Jacod, J. Norris, R. Leandre, H. Kunita, T. Komatsu, just to mention a few (see [1] - [4] and the references therein). Conditions for a solution to have a smooth distribution are obtained in this case for stochastic differential equations governed by an appropriate Poisson random point measure.
The paper is organized as follows. To make the paper self-contained we provide in Section 2 a brief summary of differentiation with respect to time. A general result on the absolute continuity of differentiable functionals on the Poisson space is given in Section 3. We apply this result in Section 4 and obtain sufficient conditions for the regularity of distributions of a solution of a stochastic differential equation with jumps. It turns out that the density is not smooth in the general case. This is due to some specific features of the problem caused by both the structure of the initial vector fields and "bad" local properties of the initial noise. A corresponding counterexample is given in Section 5.
Admissible transformations and stochastic derivative for a general Lévy process
In this section, we briefly describe the construction of the stochastic derivative in the space of trajectories of a general Lévy process. More detail and proofs can be found in [9] . We touch only a few aspects of this topic and do not discuss others (such as the extended stochastic integral with respect to the compensated Poisson point measure or the joint stochastic derivative), since we do not need them in what follows (an interested reader can find necessary definitions in [9, 10] ).
Let ν be a Poisson point measure on R + × R d with the Lévy measure Π (that is, the measure of intensity of ν is equal to λ 1 × Π), ν the corresponding compensated measure, and
the canonical representation of the Lévy process ξ (necessary details of this construction can be found in [11] ). We assume that the probability space (Ω, F, P) is such that F = σ(ν); that is, any random variable is a functional of ν (or of ξ).
, and
For a fixed h ∈ H 0 we introduce the family {T t h , t ∈ R} of transformations of R + by defining T t h x, x ∈ R + , as the value of the solution of the Cauchy problem
at the point s = t. One can check that
where r h (t) = 
and an arbitrary Borel function
It follows from assertion a) of Lemma 2.1 that T Γ h generates the corresponding family of transformations of random variables, since F is generated by ν. We denote these transformations by the same symbol T Γ h . Let C be the set of functionals f ∈ L ∞ (Ω) such that, for all Γ ∈ Π fin , there exists a random element 
Remark 2.1. A pair satisfying conditions 1)-3) is called a complete admissible differentiation (see [9] ). A discussion concerning this and some related notions can also be found in the paper [9] .
Proof. Conditions 1) and 2) follow from the definition of the class C and Lemma 2.1, while condition 3) holds in view of the following examples.
is the value of the point process associated with the measure ν at the moment τ The following example exhibits another property that appears neither in the case of the Skorokhod derivative in the Wiener space nor in the case of the spatial derivative of Lévy processes. Example 2.3. For all ∆, Γ ∈ Π fin , and t > 0, the process ν(t, ∆) is not D Γ -differentiable, since the process ν(·, ∆) is not mean square differentiable. To avoid problems caused by the nondifferentiability of the initial noise we introduce the following notion.
Definition 2.2.
A functional f is called almost surely differentiable with respect to a family 
The main idea of the proof is to apply an analog of the Davydov stratification method (see [12] for more details concerning this method). Unfortunately the straightforward application of the corresponding results, say Theorem 1 of [13] , is not possible, since the differential structure constructed in Section 2 is nonflat as shown in the following example. In what follows we make use of the result proved in [9] that the flat differentiation can be substituted for the ordinary differentiation in the case of the Poisson process with the help of some nonlinear transformation of the space. The precise statement is as follows.
We assume that
where
If Ω 1 and Ω 2 are corresponding spaces of trajectories, then P 1 and P 2 are corresponding distributions of Poisson point intensity measures Π| Γ and Π| R d \Γ , respectively. Define the mappings Ψ:
respectively (τ Γ k is defined in Example 2.1). Denote by γ ∞ the infinite product of the measures
where γ 1 is the measure on R with the density
It is easy to see that the image of the measure P under the transformation Ψ is equal to the product γ ∞ × P 2 . To make the notation shorter, let
Since the mapping Ψ : Ω → X maps P to κ, it generates the mapping
that is isometric in any space L p ; the latter mapping is denoted by the same symbol Ψ. Further, we introduce the linear shift Q z in X by
Since the logarithmic derivative of the measure γ 1 is square integrable, the measure κ is differentiable with respect to the group of shifts Q = {Q z , z ∈ 2 }, and its logarithmic derivative has the weak moment of the second order. Thus one can apply the construction of the preceding section to the measure κ and then introduce the stochastic derivative D γ with respect to the family Q. We also introduce the almost sure derivative D γ with respect to Q similarly to Definition 2.2 but, instead of the set H 0 , we use the set 0 of the sequences whose members become zero starting with some number.
Finally we define for all ω ∈ Ω, the unbounded operators
The following result describes the relationship between derivatives on the spaces (Ω, P) and (X , κ).
, H). Then f = ΨF has the stochastic derivative with respect to T Γ , and this derivative is equal to
Then F = Ψ −1 f has the stochastic derivative with respect to Q, and this derivative is equal to
has the almost sure derivative with respect to Q, and this derivative is equal to
Proof. Assertions 1) and 2) are similar to Lemma 4.1 in [9] and can be proved in the same way with the help of Lemmas 2.1 and 2.2 of [9] . Now we turn to the proof of assertion 3). Assume that z 1 , . . . , z m ∈ 0 are fixed and N is such that z j n = 0 for all n > N, j = 1, . . . , m. Fix α = {α j }, β = {β j }, and c such that
We show that
for κ-almost all x of the set 
for some constant ζ = ζ(α, β, c) > 0 and all vectors η = (η 1 , . . . , η N ) such that η < ζ, where e j = (0, . . . , 1j, 0, . . . ). This together with Definition 2.2 implies (3.1) for almost all x ∈ X α,β,c . Choosing all well-ordered families of rational numbers as α, β, and c, we obtain the assertion desired. The lemma is proved.
Proof of Theorem 3.1. According to Lemma 3.1, we may assume in what follows that the initial functional is defined on the product space equipped with the linear differentiation. Thus we can apply the standard technique of the stratification method. Now the result for stochastic differentiable functionals follows from Theorem 1 of [13] if the moment conditions of Lemma 3.1 hold. These conditions can be checked with the help of the corresponding localization arguments (we omit the details). Theorem 3.1 in the case of almost surely differentiable functionals can be obtained with the help of the stratification method and by using the following result, which is a particular case of Theorem 3.1.16 in [14] .
Theorem 3.1 is proved.
4. The regularity of distributions of solutions of stochastic differential equations
We assume that the coefficients a :
are measurable functions that are differentiable with respect to the variables (s, x) and locally bounded together with their derivatives. We also assume that there exists a constant K < +∞ such that
Thus equation (4.1) has a unique strong solution whose trajectories have limits on the left and are right continuous. We further assume that
and put a(s,
where ∇ x is the vector derivative with respect to the variable x. 
is such that
Proof. Let t > 0 be fixed. Since Π(Γ) < +∞, Ω = k≥0 Ω k almost surely, where
To prove Lemma 4.1 it is sufficient to prove that (2.1) holds almost surely on every set Ω k , k ≥ 0. The case of k = 0 is trivial; we consider the case of k = 1 in more detail (the reasoning for general k > 1 is the same). By τ we denote the moment of the unique jump of ν that happens before the time t and belongs to the set Γ. For h ∈ H 0 , we introduce the process z h by
where τ is the moment of the next jump belonging to the set Γ. Thus it remains to prove that z h is almost surely Frechét differentiable in h and the corresponding derivative satisfies equality (4.3). Put h = εh 0 . Considering the limit behavior, as ε → 0, of terms on the right-hand side of (4.4) we have
This implies that
Without loss of generality one can assume that
for some fixed R, all s ≤ t, and all sufficiently small h . Put 
Analogously, differentiating the third and fourth terms in (4.4) with respect to the lower bound of integration we obtain almost surely
and 0, respectively. Differentiating formally (4.4) we get equation (4.3). In order to justify this formal differentiation we apply the former results and the following estimate:
where O(ε)/ε is almost surely and uniformly bounded for v > τ + δ and |ε| < ε 0 . Now we apply the Gronwall-Bellman lemma and obtain that the fraction
ε is almost surely and uniformly bounded for the same v and ε. This allows one to differentiate (4.4) with respect to the parameter h.
Up to this moment we have considered a fixed direction h 0 ∈ H. Since
uniformly in v ≤ t and h ∈ B H (0, 1), the previous estimates hold uniformly in
where B H (0, 1) is the unit ball in H. This means that z h (t) is Frechét differentiable. The remaining part of the proof is similar to what we proved already; thus we omit the details. The lemma is proved.
In what follows we use the additional assumption 
and {E t r , 0 ≤ r ≤ t} is a process assuming values in the space of m×m matrices satisfying the following stochastic differential equation:
(s, x(s−), u)E s− r ν(ds, du).
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Our first result concerning the absolute continuity of the distribution of solution (4.1) follows from Theorem 2.1 and Lemma 3.1. By S t we denote the linear span of the set of vectors
where the moments τ are taken from the domain of the point process associated with the random point measure ν.
Proof. First we introduce a generalized almost sure derivative. Since this notion does not look natural in the general case, we did not mention it in Sections 1 and 2. The main problem can be explained as follows. Lemma 4.1 can be treated as a result concerning the differentiability of solutions of the initial equation with respect to a direction indexed with a function h(s) · 1 I Γ (u). A usual approach in the Wiener case consists of two steps. The first step is to evaluate the gradient derivative that "collects all the properties" of the directional derivatives. After studying the set where the gradient derivative is nondegenerate one uses a general result about the regularity of distributions (similar to Theorem 3.1 in our case). The method described above meets with some problems in our case because the gradient derivative is a random element in a space of rather complicated structure (see [9] ), namely in the space of (random) kernels. To avoid these problems we follow another approach extending the space of directions of the differentiability.
Let 0 < α 1 < β 1 < α 2 < · · · < β N < ∞ be fixed. By H α,β we denote the set of stochastic processes of the form
changes the point process associated with the measure ν only in the interval (α k , β k ). The values of ν on subsets of this interval are independent of F α k . Thus the transformation
is well defined at every point. Given g of the form (4.6), we put
The following result contains the main properties of the family of transformations 
almost surely for all g 1 , . . . , g n ∈ H α,β . Moreover, the mapping Dx(t) can be written explicitly:
3) Let the functionals f 1 , . . . , f m be differentiable almost surely with respect to T α,β ,
Denote by σ the corresponding matrix of derivatives. Let
The proof of assertions 1)-3) is absolutely analogous to the proofs of Lemma 2.1, Lemma 4.1, and Theorem 3.1 (details are omitted). Now we come back to the proof of Theorem 4.1. For arbitrary α and β, denote by 
It follows from assertion 3) that
It remains to prove that
except for some set of probability zero. The mapping Dx(t) defined in statement 2) of Lemma 4.2 is continuous in the space of all anticipating processes with respect to the distance in the space
If condition (4.5) holds, then the matrix E t 0 is almost surely nondegenerate. Since the set (α,β) A α,β is dense in the space of all anticipating processes, the matrix
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use is degenerate almost surely on the set
for any anticipating process ψ :
, h, r > 0 and putting
we get the matrix
that almost surely is nondegenerate on Ω t . The theorem is proved.
According to Theorem 4.1, the sufficient condition for the existence of the density of the distribution of x(t) is that the random space S t is almost surely equal to the whole space R m . Our next aim is to obtain another sufficient condition expressed in terms of coefficients (this kind of condition is more convenient to check).
Theorem 4.2. Let
Proof. We need the following auxiliary result.
Lemma 4.3. If condition (4.7) holds for any compact subset
First we derive Theorem 4.2 from (4.8); then we provide the proof of Lemma 4.3.
Without loss of generality, we assume that there exists a compact set K ⊂ R m such that x(s) ∈ K almost surely, s ≤ t. It is seen from the proof of Theorem 4.1 that the absolute continuity of the distribution of x(t) holds if there is a sequence of anticipating
Let ψ n (s, u) = 0 for u < n −1 , and
It is clear that the rank of the matrix M t (ψ n ) is a nondecreasing function in t. Thus it remains to prove that
and ζ n = inf{s : rank M s (ψ n ) = m}. One can show that there exists an anticipating R m -valued process {l t , t ≥ 0} such that with probability 1, a) the process {l t } is constant on every interval of the form (τ
In other words, the process {l t } is an appropriate vector, being orthogonal to the linear span S n (t) of the vectors
Using the above notation we get
and does not depend on the σ-algebra G n k generated by the random measure ν on
by moments {τ 
we obtain the estimate
The distribution of the number N n s,t of k is such that τ n k ∈ (s, t] is Poisson with intensity (t − s)λ n , whence
The theorem is proved.
Proof of Lemma 4.3. Without loss of generality, we assume that 
where K k and S k are some finite (3Lk) −1 -and (3k) −1 -coverings of the compact sets K and S, respectively. Now the proof is completed by applying the following analog of the Dini theorem. 
for an arbitrary sequence z n → z. Then the sequence f k tends to +∞ uniformly on X.
Proof. The proof is simple: if the sequence f k does not tend to +∞ uniformly on X, then there exists a sequence of points z k → z, k → ∞, such that
Thus f k (z) ≤ C, k ≥ 1, in view of the monotonicity and semicontinuity. The latter inequality does not hold by condition a). Properties a) and b) are easy to check in the case of X = K × S and
This together with (4.10) completes the proof.
Remark 4.1. The measure Π of the set
is finite for all T, R < +∞ in view of (4.2). Put
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If condition (4.5) does not hold, then we proceed in the same way as in the proof of Theorem 4.1 and obtain that
where S z,t is the linear span of the vectors
Since the solution of equation (4.1) is evolutionary, we get for all R < +∞ that
Note that P(Ω z,t,R ) → 1 as R → +∞ and z → t−. On the other hand, it is shown in the proof of Theorem 4.2 that P(Ω z,t ) = 1, z < t, if condition (4.7) is satisfied. Thus Theorem 4.2 holds even if condition (4.5) is not assumed.
To conclude Section 4 we discuss condition (4.7) in more detail. It can be viewed as a natural condition that the vector function ∆ is nondegenerate; namely, it says that the intensity is infinite for any proper subspace L ⊂ R m and for
This condition is equivalent to the assumption that a combination of certain differential and difference operators is nondegenerate. This interpretation is close to the well-known Hörmander condition for diffusion. Below we give a related statement for a homogeneous-in-time equation.
In what follows we need a family of operators {Ψ u , u ∈ R d }, where any operator Ψ u acts from C 1 (R m ) to C(R m ) and the function u → Ψ u f (x) is measurable for all fixed x ∈ R m and f ∈ C 1 (R m ). 
respectively, where I is the unit operator. If the family
is nondegenerate with respect to the measure Π, then the distribution of the random variable x(t) has the density with respect to λ m for all t > 0.
Proof. Theorem 4.3 follows from the relation
which can be checked directly. 
If all the assumptions of Theorem 4.3 hold, then the fundamental solution of the equation
is an ordinary (not generalized) function.
Smooth density: A counterexample
A natural question arises on whether or not the density defined in Theorems 4.2 and 4.3 is regular (continuous or of the class C ∞ )? We mentioned in Section 1 that the positive answer follows from some conditions posed on the regularity of the intensity measure Π. Thus it is interesting to clarify whether the approach based on the differentiation in time allows one to obtain any result concerning the smoothness of the density (recall that this approach does not require any condition posed on Π).
The standard idea (see [2, 12] ) is to apply several times the integration-by-parts formula and finally use a variant of the Sobolev Lemma.
There are two problems when following this idea in our case. Being combined, these problems do not allow one to apply the integration-by-parts formula more than one time. The first of these problems is that the logarithmic derivative of the initial measure is not stochastically differentiable (see Example 2.3). In other words, this means that the initial measure is differentiable only once with respect to T Γ . Another problem is that the solution of a stochastic differential equation also is not stochastically differentiable.
In order to show that the problems mentioned above are principal (and not explained by the method, which can be inadequate in our case) we construct an example of an equation of the form (4.1) for which the conditions of Theorems 4.2 and 4.3 hold but the density of the distribution is discontinuous. Since the condition (3.7) posed on the coefficients of the equation holds at every point, one may conjecture that the smoothness of the density is not determined by properties of the coefficients of the equation; it also depends on the properties of the intensity measure.
Consider the equation we have to prove that lim sup ε→0+ 1 ε k+1 P(η t < ε) = +∞. We have
For the sequence ε m = 2 −m , we get
Now p t ∈ C k (R) if λt/ ln 2 < k + 1. In particular, if λt does not exceed ln 2, then the density p t is discontinuous.
The above construction may also serve as a counterexample for another method of proving the regularity of solutions of stochastic differential equations with jumps used by Picard [15] . The Picard method is based on the perturbation of the point measure by extending it with new points (details of this approach can be found in [15] ). The Picard method requires that the Lévy measure is such that u <ε
for some β ∈ (0, 2) and for all ζ ∈ R d such that ζ = 1, where a ε b ε means that the fraction a ε /b ε is far away from both 0 and +∞. In the above example, β = 2. This means that the upper bound β < 2 is essential for the Picard method.
