Abstract. Each straight infinite line defined by two vertices of a finite square point lattice contains (covers) these two points and a-possibly empty-subset of points that happen to be collinear to these. This work documents vertex subsets of minimum order such that the sum of the infinite straight lines associated with the edges of their complete subgraph covers the entire set of vertices (nodes). This is an abstraction to the problem of sending a light signal to all stations (receivers) in a square array with a minimum number of stations also equipped with transmitters to redirect the light to other transmitters.
Geometry of the Optimization Problem
Given a (n+1)×(n+1) regular square lattice, we aim at a quantitative assessment of the following optimization problem considered by Alon [1] : a subset of vertices of minimum size (order) t is to be found such that each of the (n + 1) 2 vertices of the square lattice lies on at least one of the infinite lines defined by connecting all pairs of the t points. The number of these lines is generally t 2 = t(t − 1)/2, once a subset of vertices has been selected, but may actually be smaller if some of the vertices of that subset are collinear.
The requirement that solutions cover points by straight lines puts this in the category of geometric optimizations rather than reduction problems in graph theory which deal with the topology and connectivity of the full square lattice. It also defines this as a model for distribution of a signal via classical optical (straight) light from one of the vertices to all the others, supposed that (i) most of them are of some kind of semi-transparent receivers, and (ii) those that we selected as a sublattice (transmitters) can in addition dispatch (redirect) the signal to others of their kind. Our optimization calls for the cheapest solution, which minimizes the number of-supposedly more versatile and more expensive-transmitters. It also minimizes broadcast times if the signal is distributed along some Eulerian trail between the transmitters.
Solutions to this task are not necessarily unique. First, there is a generic multiplicity of solutions associated with the symmetry group 4mm of the square [6] : there are up to 8 equivalent (congruential) geometries, when any setup with a sublattice of t(n) vertices is rotated by multiples of 90 degrees (operations δ . The actual multiplicity depends on how far the sublattice itself shows the full symmetry of the square or 'breaks' this symmetry. Second, as we shall see, sets of incongruential solutions may display the same minimum count t(n) of vertices to span the lines.
The results are put into two categories: Section 2 summarizes minimum solutions for the cases of small lattices n = 3 to n = 6 for which the entire configuration space has been scanned: the corresponding t(n) are proven to be minimum at those individual n. One representative of each of the incongruential solutions will be drawn for n = 3 to 5, and some incongruential solutions for n = 6. Section 3 addresses larger n in the range n = 7 to 110, where solutions have been searched by a mixture of heuristics; those small t(n) actually found establish only upper bounds since even smaller t(n) may have evaded detection.
Optimum Solutions
The graphs show the general square lattice vertices as grey squares, the vertices of the spanning sublattice in Red-darker in black&white printouts.
All base lines between the vertices of the red sublattice are drawn, which allows a visual verification of the matching requirement that each vertex is hit by at least one line. (Unlike some associated 'attacking Queens' problems on chess boards, the slope of the lines is not constrained to multiples of 45 degrees.)
The obvious two incongruential solutions for n = 2 with sublattices of t(2) = 4 are shown in Figure 1 , and the two incongruential solutions for n = 3 with t(3) = 4 in Figure 2 . Moving on to n = 6, some (but perhaps not all) choices of coverage by t(6) = 7 vertices follow in Figure 9 . 3.2. From Recursion: Tapering Corners. Once a covering for some n is found, a covering for n + 1 is obtained by adding one row and one column to the lattice, and choosing three additional sublattice vertices: (i) at the intersection of the new row and column, (ii) one additional vertex of the new row, and (iii) one additional vertex of the new column. These obviously add (at least) two new lines which cover the new row and column:
This is often a weaker bound than (1) because the growth of (1) is only t(n) ∼ t(n − 1) + 2. This kind of relative growth estimate may result in better bounds if small t(n − 1) have been found by any of the other means.
In an improved variant of this technique, one may upgrade any solution for a (n − 1) × (n − 1) lattice to a solution for a (n + 1) × (n + 1) lattice by placing four additional sublattice vertices just outside the four corners of the smaller lattice [5] . Coverage of the two new rows and two new columns that circumnavigate the four edges is ensured-see Fig. 11 : Although it needs one more sublattice point than (2), it generally is advantageous since the index of t has been advanced by 2, not just by 1 as in (2).
Areal Subdivision (Tiling).
If n is odd, the lattice can be subdivided into four square blocks (Northeast, Northwest, Southeast, Southwest) of size (n+ 1)/2 × (n + 1)/2 each. Covering each of these blocks with t[(n − 1)/2] vertices ensures coverage of the entire lattice. The same construction with partially overlapping 4 square blocks of size (n/2 + 1) × (n/2 + 1) works for even n, so (4) t(n) ≤ 4t(⌊n/2⌋).
Similar formulas can be worked out by subdivision into 9, 16, 25 etc square blocks for n larger than some evident minimum. Another aspect of this approach is that solutions equipped with sublattice vertices at each of the 4 corners can be stacked horizontally and vertically with one column and one row overlap, exploiting sublattice vertices points of these overlaps more than once. Taking the left case of Figure 2 as the building block, we arrive at designs with n = 3, 6, 9, . . . and the estimate The generic disadvantage of these estimates from subdivision is that they grow with some second order polynomial of n, so eventually they are not found to be competitive with the other approaches.
From Central Star.
If one places one base line point at the lattice center (n even) or at a point closest to the center (n odd), coverage of the lattice is ensured if lines originating from there include the finite set of inclinations m = ∆y/∆x needed to reach the other vertices displaced by ∆x horizontally and ∆y vertically from there [2, 3] . Scanning only one quadrant from one such vintage vertex (say, the Northeast, that is, under the constraint ∆y > 0, ∆x ≥ 0) yields a number of directions with 'visible' vertices essentially counted by sequence A049632 in the Online Encyclopedia of Integer Sequences [4] , including the central vertex itself. Moving this vertex near the middle of the lattice takes advantage of the fact that the lines also cut backwards into the opposite quadrant, reduces the size of the quadrant to monitor to ⌊(n + 3)/2⌋ × ⌊(n + 3)/2⌋, and needs to scan one more quadrant to cover the full (n + 1) × (n + 1) lattice. The number of reduced fractions ∆y/∆x, plus one for the center point, provides another upper bound, with reference to another sequence of Sloane's data base [4] .
Obviously there is no improvement in comparison to (1) if no further pruning of vertices is possible.
3.5. Monte Carlo Samples. Distribution of red vertices randomly as an alternative to a massive complete search of all possible configurations leads to additional bounds, with examples in the final Figures 13-18 . These are results of two search strategies, one allowing for random placement of the sublattice nodes, and a 'symmetric' version which ensures that they are placed as pairs on opposite sides of one of the two diagonals or pairs on opposite sides of the horizontal or vertical through the center. (This is inspired by the experience that at least one of the optimum solutions of the smaller n is of this class.) One solution for each n in the range 12 to 36, then in larger steps up to n = 110 is put into Table 1 . This rendering of results saves space in comparison to figurative presentations, but symmetries of the sublattices are no longer evident. n t(n) sublattice coordinates 12 ≤ 11 (0,0) (0,3) (2,12) (3,6) (3,9) (6,3) (6,12) (9,6) (9,9) (12,0) (12,3) 13 ≤ 12 (1,1) (2,5) (2,8) (3,10) (5,2) (5,11) (7,6) (8,2) (8,11) (11,5) (11,8) (12,12) 14 ≤ 13 (4,4) (4,8) (5,5) (5,7) (6,6) (6,7) (6,8) (7,5) (7,6) (7,8) (8,4) (8,6) (8,7) 15 ≤ 13 (5,7) (5,8) (6,6) (6,7) (6,9) (7,7) (7,8) (7,9) (8,6) (8,7) (8,9) (9,7) (9,8) 16 ≤ 14 (0,6) (0,9) (3,3) (3,12) (5,6) (6,0) (6,12) (6,15) (9,0) (9,15) (12,3) (12,12) (15,6) (15,9) 17 ≤ 15 (0,7) (0,10) (3,4) (3,13) (6,1) (6,16) (9,1) (9,16) (12,4) (12,13) Table 1 : Examples of coverage of some larger arrays. The sublattice points' Cartesian coordinates (x, y) are listed in the range 0 ≤ x, y ≤ n.
Summary
Square lattices of size 3 × 3 or 4 × 4 can be covered by base lines spanned by sublattices of order t = 4. For square lattices of size 5 × 5 or 6 × 6, sublattices must be at least of order t = 6, for size 7 × 7 of order t = 7. For all other (n + 1) × (n + 1) lattices studied, the order stayed below an upper limit of t(n) < (n+1) 2/3 log(n+1).
