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In this contribution we introduce SWeMoF, a semantic framework to discover 
patterns in learning networks and the blogosphere. Based on a description of the 
state of the art in data mining, text mining and blog mining we discuss the 
architecture of the Semantic Weblog Monitoring Framework (SWeMoF) and 
provide an outlook and an evaluation perspective for future research and 
development. 
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1   Introduction 
In the past we have concentrated on the evaluation of Latent Semantic Analysis 
(LSA) to approximate the prior knowledge of learners in learning networks. We could 
show that Latent Semantic Analysis (LSA) is a promising method to support this 
process [1].  Several other examples show that semantic services and language 
technology have the potential to help to reduce tutor load and to increase efficiency in 
technology-enhanced learning [2]. We expect that the application of such approaches 
can help in personalization processes, the automatic generation of metadata and the 
discovery of structural patterns in learning networks. On the other hand we made the 
experience that the effort to develop and evaluate learner support services based on 
text- and data-mining methods is a very challenging task since a lot of different tools 
and sources are involved and manually processing of data is needed. Based on this 
aspect and the need to extend our research to other methods and approaches we have 
developed a prototypical solution that can help to find semantic patterns in learning 
networks. In this contribution we present the Semantic Weblog Monitoring 
Framework (SWeMoF). The prototypical framework that we discuss in this article 
employs feed parsing techniques and data- and text-mining algorithms for several 
types of experiments and prototyping scenarios.  
A similar framework as proposed here has been described by Joshi & Belsare as 
BlogHarvest [3] and Chau et al. [4]. The BlogHarvest framework is a conceptual 
framework for opinion and sentiment analysis that employs part-of-speech tagging, 
association rules and several miners for clustering and classification. The second 
proposal by Chau et al. consist of a blog spider to collect content, a blog parser to 
extract information, a blog analyzer and a blog visualizer. On the other hand this is a 
very general framework without any prototype or a detailed architecture. 
 The Semantic Weblog monitoring Framework (SWeMoF) enables researchers, 
course designers and learning technology developers to conduct several kinds of 
semantic experiments using different algorithms from natural language processing 
and data mining. We expect this framework to support the development of semantic 
technologies and web services to solve some basic problems in educational 
technology like formulated by Koper [5]. Applying common data and text mining 
techniques for discovery, recommendation and similarity classification can help to 
overcome problems of efficiency and effectiveness of the learning process and the 
workload of tutors. In the next part of the paper we describe the state-of-the art in data 
mining, text mining and blog mining. Afterwards we introduce the architecture of 
SWeMoF and provide an evaluation outlook. 
2 Data Mining, Blog Mining and Text Mining 
Data Mining is a process to find patterns in large numbers of data [6]. While data 
mining is applied most of the time to numerical data in large databases the application 
of techniques from data mining to textual data is called text mining. Inside the text 
mining research the application of text mining to weblogs is called blog mining.  
The target of data mining is to discover meaning in a vast amount of data and to find 
patterns that are not recognizable by traditional statistical measurement and direct 
visual inspection. Witten and Frank refer to an increasing gap in today’s society 
between the generation of data and the understanding of it [6]. In this sense data 
mining does not have the target to generate new data but to use existing data and to 
find structures which have not been explored before. Fayyad et al. describe the data 
mining process as an interactive and iterative process which involves several steps 
with different tasks [8]. A special focus on using data mining in educational settings 
and with educational data has been developed in the last years and applied to different 
educational problems [9] .  
The same procedure as described above can also be applied to non-numeric data. If 
data mining is applied to text the process is called text data mining or text mining. 
Hearst defines text mining as a means of exploratory data analysis and he stresses the 
distinction between text mining and information retrieval [9]. While information 
retrieval and information access are only about finding information which are hard to 
find because of a lot of similar information text mining in his opinion is a process 
which has the target to discover information that have never been encountered before. 
Several disciplines contribute to text mining research, the most important one 
computational linguistics/natural language processing (NLP) [10]. In addition several 
disciplines from literature studies to genetics and bio-informatics have applied text 
mining to solve some basic problems in their domain of research. The application of 
data mining techniques and text mining problems to weblogs is coined as Blog 
Mining. Blog mining is a very recent research direction. Barone provides a good 
overview of research done in this area until 2007 [11]. The framework proposed in 
this contribution will allow blog mining experiments with a special focus on 
discovery, classification and clustering. In the next part we describe the architecture 
of the framework. 
3   Architecture of the Semantic Weblog Monitoring Framework 
SWeMoF is an object-oriented, web-based application designed for semantic 
experiments on the basis of content produced from weblogs and other text-based 
applications which offer an RSS-feed. Within this framework several data 
mining/natural language processing experiments are possible. Every experiment takes 
the content of one or more weblogs as input, applies one or more algorithms/miners to 
the content and gives an output which can be downloaded. The level of input can be 
the whole content of a weblog (set level), content from a dedicated category in a 
weblog (category level) or even only dedicated postings (document level). 
The prototype has implemented 5 example algorithms/miners for three different 
experiments: Semantic Similarity, Classification and Clustering. The prototype is 
written in Java and makes use of an integrated database and the Echo framework for 
the interface. The example algorithms are implemented using the Weka framework, 
but the SWeMoF framework does not depend on it. Both filters and text mining 
algorithms can be written from scratch or by using any available components and 
libraries. For the design of the system the following use cases have been defined: 
 
• Corpus Creation 
A corpus has to be defined before an experiment can be created. This corpus can 
be constructed from several RSS-Feeds and/or OPML files. Besides this 
functionality, the domain corpus can be combined with a general language corpus 
which has been discussed as an important option in several information retrieval 
scenarios. For classification experiments several examples need to be classified 
manually before an experiment can be executed. In the classification experiment 
these ‘gold standard’ examples are needed to allow a semantic comparison 
between the classified documents and the unclassified documents. This step can 
be done by inspecting the corpus directly or during the creation of an experiment. 
 
• Experiment Creation 
In the experiment creation phase the parameters for a text mining experiment can 
be configured. These parameters consist of a corpus, an optional general 
language corpus, filters and a text mining algorithm. Further, the level on which 
the experiment is conducted (set, category or document) must be configured. It is 
also possible to disable a part of the corpus on any level: set, category or 
document. After an experiment has been created it can be executed. This division 
between experimentation and execution allows for repeating experiments and 
comparing results with different settings. 
 
• Result Presentation & Download 
After the execution of an experiment the results are presented to the user and the 
user can download the results. 
 
• Adding of additional miners 
In the current prototype the following miners have been implemented: Naive 
Bayes Classifier, IB1 Classifier, EM Clusterer, Simple K-Means Clusterer and a 
similarity rater using LSA. In addition, LSA can be combined with the miners 
implemented. But it is easy to add additional miners into the system. 
 
The SWeMoF Framework allows the user to either create new experiments or retrieve 
and execute older experiments that have been stored. The parameters of an 
experiment (corpus, general language corpus, filters, miner, mining level) are saved in 
an experiment configuration.  The following figure shows how a text mining 
experiment is conducted with SWeMoF. 
 
 
Fig.1. Overview of the components of the SWeMoF system 
The Input module is responsible for the import of text. Single texts (e.g. single web 
posts) are organized in groups to create a hierarchy. Single text documents must be 
grouped in a document category, document categories must be grouped in document 
sets. Since SWeMoF’s main focus is on web feeds, this design has been chosen to 
reflect the structure of these feeds. Even when only a single text document is imported 
it will have to be placed inside a document category, and the document category 
inside a document set. It is important to note that the corpus is not created by the 
Input module but by the Corpus module. For the feed parsing we have used the 
ROME library. ROME is a set of open source Java tools for parsing, generating and 
publishing RSS and Atom feeds. The Corpus module is responsible for the 
aggregation of documents generated from the input text by the input module. A 
corpus contains a collection of document sets. The structure within these sets is as 
described in the Input module section.  After execution of an experiment the results 
are generated. The View module can display these results in different ways. In the 
prototype the View module is not implemented, instead a textual output is generated 
directly from the Result object. Three types of information can be stored through the 
DAO module: the corpus, the configuration parameters of the experiment, and the 
results of an experiment. Finally a GUI takes care of the interaction with the user, 
enabling him to create new experiments, retrieve old experiments, retrieve results of 
experiments, and set parameters of an experiment. The GUI takes care of the 
interaction between users and the SWeMoF application. It is designed to let the user 
select text to convert (single document or web feeds); select filters (preprocessors) to 
generate the appropriate text corpus; select an experiment and choose a way to study 
the outcomes of the experiment. The GUI has been implemented with the Echo web 
framework. 
The SWeMoF framework can be extended on several areas. The framework 
focuses on weblog monitoring and thus the focus for the prototype has been on 
implementing RSS and OPML as the document source. The input module however is 
designed in such a way that it can easily be extended with other input sources by 
implementing the appropriate interfaces. The second more important part where 
SWeMoF can be extended is in the filters and miners. To add a new filter or text 
mining algorithm all that needs to be done is implement the interface Filter or Miner 
and create a descriptor. The descriptor will tell the GUI what the Filter or Miner does 
and which options can be set.  After this has been done, the descriptor can be added in 
to the registry. SWeMoF will then automatically make this filter or miner available to 
the end user. 
4   Discussion, Outlook and Future Work 
At the current stage of the development we could conduct several tests related to code 
functionality and result quality. After the components have been tested alone the 
integrated system has been tested to see if the system supports the use cases for which 
it was designed for. In addition we have compared the system results with the results 
of using Weka directly. The integration testing confirmed that the system is able to 
support the use cases and the comparison to Weka was successful as well. A real end-
user and usability testing could not be conducted yet, but we are planning to present 
the system to researchers and learning technology developers with different levels of 
prior knowledge about data and text mining. For this purpose we are planning to 
combine traditional usability testing with the hedonic and pragmatic approach 
developed by Hassenzahl [13]. In this framework the “hedonic quality” aspect covers 
non-task-oriented quality aspects like innovativeness or originality and takes 
appealingness of a software system into account as well.  
As a next step we will conduct an end-user testing with colleagues in the field. 
Based on the feedback of the potential end-users we will improve the system. The full 
code of the framework has been released under a GPL license [14] and a 
demonstration of the framework is available [15]. Depending on the reaction of end-
users of the system we might improve the storage and presentation of the results. In 
addition we are going to extend the system with more miners from Weka and use it as 
an evaluation instrument for the development of several semantic web-services in the 
future. 
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