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We propose a systematic approach to obtain various forms of insulating titanium oxynitrides
TinN2O2n−3 and we conduct a detailed study on its n = 2 case, Ti2N2O. We study the energet-
ics and the electronic structures of Ti2N2O and compare these results with those of pristine and
nitrogen-doped TiO2 within the framework of the density-functional theory (DFT) and the GW ap-
proximation. We find that Ti2N2O is semiconducting with the calculated band-gap of 1.81 eV, which
is significantly smaller than those of pristine TiO2 rutile (3.14 eV) or anatase (3.55 eV). Further-
more, the reduction of the band-gap of Ti2N2O is realized not by lowering of the conduction-band
minimum but by rising the valence-band maximum. Therefore the proposed Ti2N2O has suitable
band-edge alignment for water-splitting photocatalysis. Finally, total energy calculations indicate
that Ti2N2O is potentially easier to synthesize than nitrogen-doped TiO2. Based on these results,
we propose Ti2N2O as a promising visible-light photocatalytic material.
I. INTRODUCTION
Titanium dioxide TiO2 is extensively studied as a func-
tional material with the potential of being used in various
technological applications such as photocatalysis, photo-
voltaics, and oxide electronics.1–4 One of the most in-
teresting applications is the photocatalysis of water into
hydrogen and oxygen gas.5–8 However, the experimental
optical band gap of TiO2 is 3.0 eV in rutile and 3.2 eV
in anatase phase.9–14 Therefore pristine TiO2 is not pho-
toactive under a large part of the solar spectrum.6,8 How-
ever, to improve water splitting efficiency, it is not enough
to just reduce the band gap. TiO2 must maintain appro-
priate band energy alignment with water oxidation and
reduction levels. While the conduction band in TiO2 is
already aligned well with water reduction level, its va-
lence band is too low in energy. In order to optimize the
photocatalytic performance, the band-gap reduction in
titanium oxide must come from an upward energy shift
of the valence band, not from a downward shift of the
conduction band.8,15
Several methods such as impurity doping and form-
ing solid solutions have been proposed in earlier reports
to improve photocatalytic activity of TiO2 under visible
light.8,16–19 As for the solid-solution method, the TiO2-
ZrO2 solid solution was reported to have the absorption
tail in the visible-light region.20 Also, the reduction of
the band gap was theoretically predicted for the TaON-
TiO2 solution.
21 On the other hand, nitrogen doping was
shown to add the absorption tail in the visible-light re-
gion by Asahi et al.22 and this was followed with many
other experimental and theoretical studies.15,23–40 The
effectiveness of the nitrogen doping is derived from the
fact that atomic 2p nitrogen states are higher in energy
than atomic 2p oxygen states. Therefore nitrogen doping
raises the valence band of TiO2 as it is formed primarily
from oxygen 2p states.41,42,44
However, nitrogen doping into TiO2 does not give a
new peak in the visible-light region. Instead, it just
adds a shoulder to the original peak in the ultravio-
let region.23–27 Most likely, this happens because the
nitrogen concentration is so small that the absorption
via the nitrogen-induced states only occurs around the
nitrogen dopants. Therefore, to enhance visible-light
absorption with nitrogen doping, it is necessary to in-
crease the nitrogen concentration level. To the best of
our knowledge, the highest reported nitrogen concentra-
tion in TiO2 is 15 %.
34 Several studies suggested that
oxygen vacancies play a crucial role in stabilizing nitro-
gen substitution,45,46 as is expected from the electron-
counting rule. Since concentration of oxygen vacancies
in native TiO2 such as rutile or anatase is relatively low,
there is a natural limit to the amount of nitrogen one can
substitute into TiO2.
Here we propose an alternative way to achieve much
higher nitrogen concentrations in titanium oxide systems.
Instead of focusing on TiO2 stoichiometry with a limited
number of native oxygen vacancies, we consider here or-
dered compounds with composition TinO2n−1, where n
2is any positive integer. These systems can be viewed as
ordered oxygen-deficient variants of TiO2 with a large
concentration of oxygen vacancies. Since oxygen vacan-
cies stabilize nitrogen substitutions, one can expect that
these systems could achieve much higher nitrogen concen-
trations than TiO2. The compound with n = 2 has the
well known corundum structure as its ground state47–49
while the structures of n ≥ 3 compounds are known as
Magne´li phases.50–52
Since the nominal titanium valency in TinO2n−1 is
less than +IV, one might expect them to be metallic
due to partially occupied d-levels on titanium. How-
ever, it is found experimentally that corundum Ti2O3
and several Magne´li phases exhibit the metal-insulator
transition53–63 with a small charge-ordering gap one or
two orders of magnitude less than in TiO2.
64–66 (The val-
ues of the charge-order gap in these systems are between
27 and 250 meV.54,55,66–72) Therefore, to achieve large-
gap insulating state without charge ordering, one needs
to replace two out of 2n− 1 oxygen atoms with nitrogen,
thus achieving composition
TinN2O2n−3 (n ≥ 2)
restoring the highly stable +IV valency of titanium. We
propose this as a purely insulating titanium oxynitride.
It is highly notable that this approach has high controlla-
bility over electronic properties since one can tune the ni-
trogen concentration while keeping the titanium valency
+IV by choosing the appropriate value for n.
Nitrogen substitution into TinO2n−1 systems was first
reported by Hyett and his co-workers for the n = 3 case
(Ti3−δO4N, 0.06 < δ < 0.25)
73,74 and later extended
to larger n (5 ≤ n ≤ 8) cases by Mikami and Ozaki
(Tin(O,N)2n−1).
75 However, the resistivity of their sam-
ples is quite low (10–1000 µΩm). Therefore these sam-
ples are likely quite far away from the ideal TinN2O2n−3
configuration. As far as we know, insulating solid ma-
terial with nominal TinN2O2n−3 configuration has not
been synthesized up to now while there is an experimen-
tal report on the existence of molecules with the com-
position Ti2N2O, which corresponds to the n = 2 case.
76
On the other hand, theoretical prediction of TinN2O2n−3
solid compounds has been done for the n = 3 case
(Ti3N2O3) by Wu and his co-workers via a high through-
put screening method within the density functional the-
ory (DFT).77 They predicted Ti3N2O3 based on the
structure of Ta3N5,
78 which is almost isomorphic to the
α-Ti3O5 structure. Within the ∆-sol method they ob-
tained the band gap of 2.37 eV with a favorable band-
edge position for water splitting.79
In this paper, we focus on the oxynitride Ti2N2O
(n = 2 case) with corundum-like structure since it has the
highest nitrogen concentration among all n ≥ 2. How-
ever, our conclusions might extend to Magne´li phases
(n ≥ 3) as well. In addition, we study nitrogen-doped
TiO2 so that we can compare the nitrogen substitutional
energy and the electronic structure with those of Ti2N2O.
II. METHODS
Our electronic-structure calculations are based on the
framework of the density-functional theory (DFT).80,81
We also employ the GW approach82–84 to compute quasi-
particle band structures of pristine TiO2.
In DFT calculations we use the generalized gradi-
ent approximation (GGA)85 with the Perdew-Burke-
Ernzerhof (PBE) exchange-correlation functional.86 We
expand the Kohn-Sham orbitals in plane-wave expan-
sion with the cut-off energy of 200 Ry. We employ
the pseudopotential method with the Troullier-Martins
norm-conserving pseudopotentials.87 We generated pseu-
dopotentials for Ti, O, and N with the charged Ti4+
and neutral O and N configurations. In generating the
pseudopotential for Ti, the 3s and 3p semicore states
are treated as valence states and the cutoff radii for the
3s, 3p, and 3d states are set to be 0.90 aB, 0.90 aB,
and 1.00 aB, respectively, where aB is the Bohr radius.
In generating the pseudopotentials for O and N, the
cutoff radii both for the 2s and 2p states are set to
be 1.05 aB. The k-points sampling is performed using
the Monkhorst-Pack method88 with 4×4×6, 4×4×2, and
6×6×2 grids for the primitive unit cell of rutile TiO2, and
the conventional unit cells of anatase TiO2 and corundum
Ti2O3, respectively. For metallic systems, we use the
Methfessel-Paxton first-order spreading with the sear-
ing of 0.01 Ry in the Brillouin-zone integration.89 The
structural optimization is performed based on the Wentz-
covitch damped molecular dynamics.90 The electronic-
structure calculation within the DFT is performed using
the Quantum ESPRESSO package.91
Quasiparticle band structures are calculated by the
one-shot GW approach82–84 within the generalized
plasmon-pole (GPP) model.92 As the starting point for
the one-shot GW calculation, we use the DFT results ob-
tained through the above-mentioned DFT methodology.
The number of the calculated bands within the DFT cal-
culation is 1000 per TiO2 formula unit. The frequency
cut-off for the dielectric matrix calculation is set to be
40 Ry. These parameters for the GW calculation were
confirmed to give well converged results in a recent GW
study for rutile TiO2.
93 The GW calculation is performed
using the BerkeleyGW package.94
III. STRUCTURE
In this section, we discuss structural models of
nitrogen-substituted TiO2 and Ti2O3 used in our study.
A. Nitrogen substituted TiO2
Figure 1 shows the crystal structure of pristine ru-
tile and anatase TiO2, which are representative phases
among TiO2 polymorphs. Rutile has a primitive tetrag-
onal structure with the space group P42/mnm (D
14
4h). Its
3unit cell contains two TiO2 formula units. Anatase has a
body-centered tetragonal structure with the space group
I41/amd (D
19
4h). Its primitive unit cell also contains only
two TiO2 units.
All oxygen sites in rutile and anatase are crystallo-
graphically equivalent. Therefore, there is only one sym-
metry equivalent way to substitute a single oxygen atom
with a nitrogen atom in these structures. In our calcula-
tion we replace one out of thirty-two oxygen atoms with
nitrogen, both in rutile and anatase phase. After this
substitution we fully relax the internal structural coor-
dinates and lattice constants. In the case of rutile this
requires a 2×2×2 supercell and in the case of anatase
2×2×1 supercell of its conventional unit cell. These su-
percells are shown in Fig. 2.
(a) (b)
FIG. 1. (Color online) (a): The unit cell of rutile. (b): The
conventional unit cell of anatase.
(a) (b)
FIG. 2. (Color online) (a): Structural model for nitrogen-
doped rutile. One oxygen atom is replaced by one nitrogen
atom in the 2×2×2 supercell of rutile. (b): Structural model
for nitrogen-doped anatase. One oxygen atom is replaced by
one nitrogen atom in the 2×2×1 supercell of the conventional
unit cell of anatase.
B. Nitrogen substituted Ti2O3: Ti2N2O
The crystal structure of corundum Ti2O3 is shown in
Fig. 3. The corundum structure has rhombohedral sym-
metry with the space group R3¯c (D63d) and its primitive
unit cell contains two Ti2O3 units.
We use hexagonal conventional unit cell of Ti2O3 with
twelve titanium and eighteen oxygen atoms as a starting
point to obtain structure of titanium oxynitride Ti2N2O.
We constructed seven representative structural models
of Ti2N2O by replacing twelve out of eighteen oxygen
atoms with nitrogen. Afterwards we relax the structure
until it reaches total energy minimum. Seven structures
of Ti2N2O we considered are shown in Fig. 4 and we la-
bel them as Ti2N2O-I through Ti2N2O-VII in the order
of the energetic stability (Ti2N2O-I is the most stable).
We find that the differences in the formation energy of
these seven models are well correlated with the nitrogen
and oxygen coordination of titanium atoms. Four out
of seven models have all titanium atoms surrounded by
four nitrogen and two oxygen atoms. These four mod-
els have a very similar calculated total energy (it varies
at most 73 meV per Ti2N2O formula unit). Remaining
three models are significantly less energetically stable (up
to 239 meV per Ti2N2O formula unit) which we relate to
the fact that some of their titanium atoms are surrounded
with six nitrogen and no oxygen atoms, as shown in Ta-
ble I.
TABLE I. Total energy (Etot) in meV per Ti2N2O formula
unit relative to the most stable configuration (model I). We
also categorize the titanium atom by its coordination (the
numbers of neighboring oxygen and nitrogen atoms) and list
the number of each category of titanium atoms in the com-
putational cell. There are twelve titanium atoms per cell in
total. The most stable structures (with lowest Etot) have all
titanium atoms surrounded with four nitrogen and two oxy-
gen atoms. On the other hand, titanium atoms surrounded
with six nitrogen and no oxygen atoms are energetically un-
favored.
Model Etot Titanium coordination
(meV/Ti2N2O) #N 6 4 3 0
#O 0 2 3 6
I 0 0 12 0 0
II 21 0 12 0 0
III 21 0 12 0 0
IV 73 0 12 0 0
V 102 4 0 8 0
VI 130 4 0 8 0
VII 239 6 0 4 2
4(a) (b)
(c) (d)
FIG. 3. (Color online) The conventional unit cell of corundum
Ti2O3 are shown in four ways. (a): Bird-eye view. (b): Pro-
jection in the direction of b. (c): Projection in the direction
of a + b. (d): Projection in the direction of −c (top view).
IV. NITROGEN SUBSTITUTION ENERGY
Now we compare energy required to substitute a nitro-
gen atom into TiO2 and Ti2O3. Since there are no oxy-
gen vancancies in TiO2 we expect that energy required
for substitution in TiO2 will be significantly larger than
that in Ti2O3.
We define the substitutional energy Es per single ni-
trogen atom in the case of TiO2 and Ti2O3 as,
Es(TiO2) = Etot(Ti16O31N)− 16Etot(TiO2) +
1
2
Etot(O2)−
1
2
Etot(N2) (1)
Es(Ti2O3) =
1
2
[Etot(Ti2N2O)− Etot(Ti2O3) + Etot(O2)− Etot(N2)] . (2)
Where Etot(TiO2) and Etot(Ti2O3) are calculated total
energies of pristine phases while Etot(O2) and Etot(N2)
are calculated total energies of molecular oxygen and ni-
trogen.
Calculated values of substitutional energy Es are
shown in Table II for the cases of TiO2 and Ti2O3. In
the case of TiO2, Es values are 5.74 eV for the rutile
phase and 5.89 eV for the anatase phase. In the case
of Ti2O3, on the other hand, Es values are significantly
lower, in the range of 3.30–3.42 eV. Therefore, nitrogen
substitution into Ti2O3 is energetically more favorable
than nitrogen doping into TiO2, as is expected from the
titanium valency of +IV in Ti2N2O. This result shows
that Ti2N2O could be created in the laboratory and the
existence of Ti2N2O molecules
76 also supports this con-
clusion.
V. ELECTRONIC STRUCTURE
We now discuss its effect on the electronic struc-
ture. As is well known, Kohn-Sham energies in the
DFT calculation tend to underestimate electronic gaps
in most semiconductors.83,84,95,96 Therefore, we use here
GW approximation to obtain improved electron gaps.
Since these calculations are rather computationally de-
manding, we performed them on pristine TiO2 rutile
and anatase and use them to infer GW corrections in
nitrogen-substituted cases.
5(a): Ti2N2O-I (b): Ti2N2O-II (c): Ti2N2O-III
(d): Ti2N2O-IV (e): Ti2N2O-V (f): Ti2N2O-VI
(g): Ti2N2O-VII
FIG. 4. (Color online) Side views of seven proposed struc-
tural models for titanium oxynitride Ti2N2O. These figures
are projected along the a+ b direction.
A. Pristine TiO2 and Ti2O3
Figure 5 shows DFT (dashed red line) and GW-
corrected (solid blue line) band structures of pristine ru-
tile and anatase TiO2. We find that the GW-corrected
band structure is nearly rigidly opened-up compared to
the DFT band structure (scissor-shifted).
We find that the rutile TiO2 has a direct band gap of
1.87 eV at the Γ point within a DFT calculation. In-
clusion of the GW correction changes this direct band
gap to 3.19 eV and produces a somewhat smaller indi-
rect Γ-to-R gap of 3.14 eV. This result shows that the
scissor-shift due to the GW correction is not completely
rigid. Similar result was obtained in a recent GW study
as well.93 Nevertheless, this variation is relatively small.
In the case of anatase TiO2 we find conduction-band
minimum (CBM) at the Γ point but the valence-band
maximum (VBM) on the Γ–M line, close to the M point,
both in DFT and GW-corrected results. Therefore, the
band gap in anatase is indirect. Its magnitude is 2.13 eV
within DFT and 3.55 eV with the GW correction.
In the case of pristine Ti2O3, we find it to be metallic
within the DFT approximation. Therefore, further de-
tailed studies are needed both experimentally and theo-
retically to discuss the small charge-ordering gap found in
previous experiments.53–58 On the other hand, oxynitride
Ti2N2O does not possess such difficulty and is insulating
with the substantial gap even within DFT as expected
from the electron counting argument, which is shown in
the following subsection.
Here, we analyze GW corrections to the band gap
in pristine rutile and anatase TiO2. We label GW-
corrected and DFT band gaps as EGWg and E
DFT
g , re-
spectively, and define the GW correction to the band gap
as ∆Eg ≡ E
GW
g − E
DFT
g . We plot the ∆Eg with respect
to EDFTg both for rutile and anatase TiO2 in Fig. 6. As
one can see from the figure, two data point for rutile and
anatase are almost collinear with the original point, indi-
cating that ∆Eg is approximately proportional to E
DFT
g
in titanium oxide systems. The proportional trend of the
GW correction to the band gap has also been found in
the previous literatures.97–99 Once we assume the pro-
portionality between ∆Eg and E
DFT
g , we obtain
∆Eg ≈ 0.67E
DFT
g (3)
from the least squares fitting. We use Equation (3) to ap-
proximate the scissor-shifts in nitrogen-substituted cases.
B. Nitrogen-substituted cases
Now we are ready to discuss the electronic structure of
nitrogen-substituted systems. We list the electron gap,
the conduction band maximum (CBM), and the valence
band maximum (VBM) calculated based on DFT in Ta-
ble II for the cases of TiO2-derived and Ti2O3-derived
systems. In order to align the energy levels, we use the
oxygen 2s core level in each system as the reference en-
ergy instead of the vacuum level since the calculation
of the vacuum level requires detailed analysis of surface
conditions. Although energy-level alignment referenced
to the oxygen 2s level is an approximation, we expect
that it works well in this case since it reproduces the ru-
tile/anatase band alignment in pristine TiO2 both mea-
sured by XPS100 and predicted by DFT100,101 as well
as the band-edge shift induced by nitrogen doping into
rutile or anatase predicted in a previous study.102
Our results also show that CBM and VBM of anatase
are lower than those of rutile by 0.03 eV and 0.45 eV,
respectively.
After energy level alignment we introduce the GW
scissor-shift correction by adding ∆Eg/2 to CBM and
subtracting it from VBM. Therefore total gap is increased
by ∆Eg.
Aligned and scissor-shifted energy levels are reported
in Table II. We also list the values without the scissor-
shifting in the parentheses for references. In the case of
6(a): Rutile (b): Anatase
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FIG. 5. (Color online) DFT (dashed red line) and GW-corrected (solid blue line) band structures of pristine rutile and anatase.
The valence band maximum calculated with GW correction is taken as zero.
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FIG. 6. (Color online) The GW corrections to the band gap,
∆Eg, are plotted with respect to the DFT band gap E
DFT
g
both for pristine rutile and anatase.
nitrogen-doped TiO2, we define the gap as the energy
difference between CBM and the Fermi energy (Fermi
energy is treated as VBM) since the Fermi energy is on
the localized impurity state as discussed later.
Figure 7 compares projected density of states into tita-
nium d, oxygen p, and nitrogen p orbitals together with
the total density of states calculated based on DFT. In
this figure, energy levels are aligned and both conduction
and valence bands are GW scissor-shifted in the same
way as in Table II.
We now discuss these results in more detail.
1. Nitrogen substituted TiO2
Substituting nitrogen into either rutile or anatase TiO2
induces localized states just above the valence band max-
imum. These localized states are 0.25 eV above valence
bands in rutile and 0.20 eV in anatase. In both cases
Fermi level is crossing the localized band.
However, nitrogen substitution not only introduces lo-
calized states, but also shifts valence and conduction
bands relative to the undoped case. As a result, upon
nitrogen substitution, the gap of rutile TiO2 shifts from
3.14 eV to 3.11 eV while the gap of anatase TiO2 changes
from 3.55 eV to 2.98 eV. Similar band-edge shifts are also
predicted in a previous DFT study.102
As can be seen from Fig. 7 in pristine and nitrogen
substituted rutile and anatase TiO2 the valence band is
composed mostly of oxygen p states, while the isolated
impurity band is dominated by the nitrogen p states.
2. Nitrogen substituted Ti2O3: Ti2N2O
Now we discuss electronic structure of seven nitrogen-
substituted (Ti2N2O) models. We find that all seven
models are semiconducting as expected from the electron-
counting rule.
The calculated band-gap values of Ti2N2O models
range from 1.81 to 2.32 eV. Among the seven Ti2N2O
models, Ti2N2O-I has the smallest band gap. This model
is also energetically the most stable one. The band gap
of Ti2N2O-I is therefore significantly smaller than that
of pristine rutile, anatase, or even nitrogen-doped rutile
and anatase. In addition, in Ti2N2O, the top of the con-
duction band is not formed by the localized band as in
the case of nitrogen substituted rutile and anatase.
However, as discussed earlier, photocatalytic activity
of TiO2 depends not only on the electronic band gap but
it depends also on energy level alignment.
We find that the top of the valence band of the seven
Ti2N2O models are higher than that of pristine rutile
TiO2 by 0.96–1.76 eV. This alignment is therefore more
preferable for water splitting purposes.
Conduction band minimum of most Ti2N2O models
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FIG. 7. (Color online) Projected density of states of all systems that we studied. Dotted straight lines indicate VBM (or the
Fermi energy for metals). Energy levels are aligned and scissor-shifted as in Table II.
are higher than that of pristine rutile TiO2. The most
stable model (I) had nearly the same conduction band
maximum as pristine rutile TiO2.
Therefore, the reduction of band-gap values in Ti2N2O
is achieved mostly by the upward shift of VBM, not by
the downward shift of CBM. Therefore Ti2N2O possesses
suitable band-edge position for photocatalytic water de-
composition. In all the Ti2N2O models, the upper part
of the valence band is composed of mainly nitrogen 2p
states, as shown in Fig. 7. This result shows the effec-
tiveness of nitrogen substitution to shift up the VBM and
thus to form a narrower band gap. The amount of band-
edge shift in Ti2N2O-I, the most stable model, is highly
notable because it is the most likely candidate among
the seven models. Its VBM and CBM shifts from those
of pristine rutile TiO2 are 1.34 eV and 0.01 eV in the
upward direction, respectively.
VI. SUMMARY
In this paper, we have presented a general approach
to obtain a variety of purely insulating titanium oxyni-
tride compounds TinN2O2n−3 and we conducted detailed
analyses in the cases with the highest nitrogen concen-
tration (n = 2). The resulting oxynitride, Ti2N2O, is
predicted to have suitable band-edge position for photo-
catalytic water decomposition. Its band gap (1.81 eV)
is much smaller in pristine TiO2 (3.14–3.55 eV). Impor-
tantly, most of the band gap reduction originates from
the upward shift in energy of the valence band maximum.
Furthermore, the energy required to substitute a nitrogen
atom into Ti2O3 to form Ti2N2O is smaller than that into
TiO2. These results show that Ti2N2O is a more promis-
ing material than nitrogen-doped TiO2. We hope that
this approach would be extended to cases with lower ni-
trogen concentration and to other transition-metal oxyni-
trides.
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TABLE II. Summary of results for a conventional substitu-
tion of nitrogen into TiO2 as well as substitution of nitrogen
into Ti2O3 forming oxynitride Ti2N2O. We show substitu-
tional energy per single nitrogen atom Es, electron gap, con-
duction band minimum (CBM) and valence band maximum
(VBM). CBM and VBM are aligned in energy by using the
oxygen 2s core level in each system as a reference. After
aligning the energy levels, we introduce the scissor-shift by
adding ∆Eg/2 to CBM and subtracting it from VBM. ∆Eg
is obtained from the GW calculation in pristine cases and is
approximated by Eq. (3) in nitrogen-substituted cases. Values
without scissor-shifts are listed in the parentheses as a refer-
ence. For both values with and without scissor-shift, we take
VBM of pristine rutile as zero in energy. Parent Ti2O3 phase
is metallic within DFT so we only list in the Table location
of the Fermi level (within DFT and without scissor-shift).
Es Gap CBM VBM
(eV) (eV) (eV) (eV)
Pristine TiO2
Rutile 3.14 3.14 0.00
(1.87) (1.87) (0.00)
Anatase 3.55 3.11 −0.45
(2.13) (1.76) (−0.37)
TiO2 with 1/32 N substitution
Rutile 5.74 3.11 3.17 0.06
(1.86) (1.91) (0.05)
Anatase 5.89 2.98 3.00 0.03
(1.78) (1.77) (−0.01)
Pristine Ti2O3
Fermi level at 3.27 eV
Ti2N2O oxynitride
I 3.30 1.81 3.15 1.34
(1.08) (2.15) (1.07)
II 3.31 2.19 3.16 0.96
(1.31) (2.08) (0.77)
III 3.31 2.11 3.12 1.01
(1.26) (2.06) (0.80)
IV 3.34 2.06 3.28 1.22
(1.23) (2.23) (1.00)
V 3.35 2.32 3.35 1.03
(1.39) (2.25) (0.86)
VI 3.37 2.01 3.26 1.25
(1.20) (2.22) (1.02)
VII 3.42 1.99 3.74 1.76
(1.19) (2.71) (1.52)
