A PDE system consisting of the momentum balance, mass balance, and energy balance equations for displacement, capillary pressure, and temperature as a model for unsaturated fluid flow in a porous viscoelastoplastic solid is shown to admit a solution under appropriate assumptions on the constitutive behavior. The problem involves two hysteresis operators accounting for plastic and capillary hysteresis.
Introduction
In a deformable porous solid filled with two immiscible fluids (water and air, say), two sources of hysteresis are observed: the solid itself is subject to irreversible plastic deformations, and the fluid flow exhibits capillary hysteresis which is often explained by the surface tension on the interfaces between the two fluids. A lot of works have been devoted to this phenomenon, see, e. g., [1, 2, 3, 4, 10, 11, 13] . Mathematical analysis of various mechanical porous media models with capillary hysteresis and without temperature effects has been carried out in [6, 7, 22, 23] . A PDE system for elastoplastic porous media flow with thermal interaction was derived in [5] , but the existence of solutions was only proved for the isothermal case.
Here, we focus on the qualitative analysis of the model derived in [5] , assuming in addition that the heat conductivity depends in a controlled way on the temperature similarly as in the phase transition model considered in [21] . Indeed, we borrow here some techniques employed in [21] and [5] in order to prove existence of a weak solution for the initial boundary value problem
The structure of the paper is as follows. The model from [5] is briefly summarized in Section 1. In Section 2 we recall the definitions and main results of the theory of hysteresis operators that are used here. Section 3 contains the mathematical hypotheses and statements of the main results. In Section 4 we regularize the problem by adding a small parameter δ accounting for "micro-movements" and a large cut-off parameter R to control the nonlinearities, and solve the regularized problem by the standard Faedo-Galerkin method. In Section 5 we let δ tend to 0 and R to ∞ and prove that in the limit, we obtain a solution to the original problem.
The model
Consider a domain Ω ⊂ R 3 filled with a deformable solid matrix material with pores containing a mixture of liquid and gas. We state the balance laws in referential (Lagrangian) coordinates, assume the deformations small, and denote for x ∈ Ω and time t ∈ [0, T ] u(x, t) ... displacement vector of the referential particle x at time t; ε(x, t) = ∇ s u(x, t) ... linear strain tensor, (∇ s u) ij := θ(x, t) ... absolute temperature;
A(x, t) ... relative gas content.
For the stress σ and gas content A we assume the empirical constitutive relations
where P is a hysteresis operator describing the elastoplastic response of the solid, see Subsection 2.1, B is a constant symmetric positive definite fourth order viscosity tensor, β ∈ R is the relative solid-liquid thermal expansion coefficient, θ c > 0 is a fixed referential temperature, 1 is the Kronecker tensor, and G is a hysteresis operator as on Figure 1 , see Subsection 2.2. We will see that both hysteresis operators P and G admit hysteresis potentials V P (clockwise) and V G (counterclockwise) and dissipation operators D P , D G such that for all absolutely continuous inputs ε, p, the inequalities
hold almost everywhere, where · * is a seminorm in R We assume the heat conductivity κ(θ) depending on θ , and as in [5] , we obtain the system of momentum balance (1.4), mass balance (1.5), and energy balance equations (1.6) in the form 6) where c 0 > 0 is a constant specific heat, ρ S , ρ L are the mass densities of the solid and liquid, respectively, B is a positive definite viscosity matrix, β ∈ R is the relative thermal expansion coefficient, and g is a given volume force (gravity, e.g.).
We complement the system with initial conditions
and boundary conditions 8) where γ p , γ θ : ∂Ω → [0, ∞) are given smooth functions.
Hysteresis operators
We recall here the basic concepts of the theory of hysteresis operators that are needed in the sequel.
The operator P
In (1.1), P stands for the elastoplastic part σ ep of the stress tensor σ . We proceed as in [18] with a constant symmetric positive definite fourth order elasticity tensor A e , for the description of the behavior of σ p , we split also the strain tensor ε into the sum ε = ε e + ε p of the elastic strain ε e and plastic strain ε p , and assume
again with a constant symmetric positive definite fourth order elasticity tensor A p , and for a given time evolution ε(t) of the strain tensor, t ∈ [0, T ], we require σ p to satisfy the constraint
where Z ⊂ R
3×3
sym is the domain of admissible plastic stress components. We assume that it has the form
where Lin{1} is the 1D space spanned by the Kronecker tensor 1 and Z 0 is a bounded convex closed subset with 0 in its interior of the orthogonal complement Lin{1} ⊥ of Lin{1} (the deviatoric space). The boundary ∂Z of Z is the yield surface. The time evolution of ε p is governed by the flow rule ε 5) which implies that ε 6) where M Z * is the Minkowski functional of the polar set Z * to Z . The physical interpretation of (2.5) is the maximal dissipation principle. Geometrically, it states that the plastic strain rate ε p t points in the outward normal direction to the yield surface at the point σ p . Indeed, if σ p is in the interior of Z , then ε p t = 0. It follows from (2.4) that there exist σ p 0 ∈ Z 0 (plastic stress deviator) and c ∈ R (pressure) such that σ p = σ p 0 − c1. On the other hand, putting in (2.5)σ = σ p 0 − ρ1 for an arbitrary ρ ∈ R, we obtain ε p t : 1 = 0 (in other words, no volume changes occur during plastic deformation), so that
We can eliminate the internal variables ε e , ε p and write (2.5) in the form
We now define a new scalar product ·, · A p in R
sym by the formula ξ, η A p = (A p ) −1 ξ : η for generic tensors ξ, η , and rewrite (2.8) as
We prescribe a canonical initial condition for σ p , namely 10) where Proj Z is the orthogonal projection R 3×3 sym → Z with respect to the scalar product ·, · A p and is characterized by the variational inequality
(2.11)
We list here some properties of the variational problem (2.3), (2.9), (2.10). The proof can be found in [15, Chapter I] . (2.10) . The solution mapping
has the following properties.
sym ) is strongly continuous, and admits an extension to a strongly continuous mapping
(ii) There exists a constant C > 0 such that for every ε 1 , ε 2 ∈ W 1,1 (0, T ; R 3×3 sym ) and every t ∈ [0, T ] we have
sym ), the energy balance equation
is satisfied almost everywhere in (0, T ), where M Z * is the Minkowski functional of the polar set Z * to Z .
It follows from Proposition 2.1 that the operator P in (1.1) can be represented in the form 14) and the first energy identity in (1.3) holds with the choice
The operator G
Similarly as in (2.14) , the operator G is considered as a sum
where f is a monotone function satisfying Hypothesis 3.1 (iii) below, and G 0 is a Preisach operator that we briefly describe here.
The construction of the Preisach operator G 0 is also based on a variational inequality of the type (2.9). More precisely, for a given input function p ∈ W 1,1 (0, T ) and a memory parameter r > 0, we define the function ξ r (t) as the solution of the variational inequality
with a prescribed initial condition
This is indeed a scalar version of (2.9) with Z replaced by the interval [−r, r], ε replaced by p, and σ p replaced by p − ξ r . Here, we consider the whole continuous family of variational inequalities (2.17) parameterized by r > 0. We introduce the memory state space 18) and its subspace
We fix K > 0 and an initial state λ −1 ∈ λ K , and choose the initial condition as
We have indeed for all r > 0 the natural bound
The mapping p r : (2.20) is called the play. This concept goes back to [14] , and the proof of the following statements can be found, e. g., in [15, Chapter II] . 
Moreover, for each p ∈ W 1,1 (0, T ), the energy balance equation
and the identity
hold almost everywhere in (0, T ).
Proposition 2.3. Let λ −1 ∈ Λ K be given, and let {p r : r > 0} be the family of play operators. Then for every p ∈ C[0, T ] and every t ∈ [0, T ] we have
Given a nonnegative function ρ ∈ L 1 ((0, ∞)×R) (the Preisach density), we define the Preisach operator G 0 as a mapping that with each p ∈ C[0, T ] associates the integral
For our purposes, we adopt the following hypothesis on the Preisach density.
, and we put
For the reader who is more familiar with the original Preisach construction in [20] based on non-ideal relays, let us just point out that for integrable densities, the variational setting in (2.25) is equivalent, as shown in [16] .
From (2.23), (2.24), and (2.25) we immediately deduce the Preisach energy identity
provided we define the Preisach potential V 0 and the dissipation operator D 0 by the integrals
The second identity in (1.3) then holds with the choice
A straightforward computation shows that G 0 (and, consequently, G) are Lipschitz continuous in C[0, T ]. Indeed, using (2.22) and Hypothesis 2.4, we obtain for
We similarly get, using (2.21), bounds for the initial time t = 0, namely
The Preisach operator admits also a family of "nonlinear" energies. As a consequence of (2.23), we have for a. e. t the inequality
for every nondecreasing function h : R → R. Hence, for every absolutely continuous input p, a counterpart of (2.27) in the form
holds with a modified potential
This is related to the fact that for every absolutely continuous nondecreasing functionĥ : R → R, the mapping Gĥ := G 0 •ĥ is also a Preisach operator, see [17] .
Main results
We denote
for q > 1, and reformulate Problem (1.4)-(1.6) in variational form for all test functions φ ∈ X 0 , ψ ∈ X , and ζ ∈ X q * for a suitable q * > 2 as follows:
Hypothesis 3.1. We assume that Ω is a bounded domain with C 1,1 boundary. We fix an arbitrary final time T > 0, a constantθ > 0, and functions p
The coefficients ρ S , ρ L are constant and positive, and B is the isotropic symmetric positive definite fourth order tensor of the form
with constants η > 0, ω > 0. The nonlinearities in (3.2)-(3.4) satisfy the following conditions
are fixed constants, and we set
and there exist constants 0 < a < b < 27 5
, where G 0 is the Preisach operator from Subsection 2.2 with an initial memory state λ −1 ∈ Λ K for some K ≥ sup |p * |. The dissipation operator D G associated with G is defined in (2.28)-(2.29), and f : R → (0, f 1 ) for some f 1 > 0 is a C 1 function such that there exist 0 < f 2 < f 3 with the property
sym denote the space of symmetric 3 × 3 tensors. We assume that the operator
sym ) has the form (2.14) with P 0 defined in Proposition 2.1, and with dissipation operator D P defined in (2.15).
We prescribe initial conditions (1.7) with u
Condition (ii) in Hypothesis 3.1 is a slight generalization of Hypothesis (I) of [21] . We will see the role that it plays in the existence proof.
The main result of this paper reads as follows. 
We first regularize the problem, prove the existence of a solution for the regularized system, derive estimates independent of the regularization parameters, and pass to the limit.
Regularization
We choose regularizing parameters R > K with K from Hypothesis 2.4 and δ > 0 with the intention to let R → ∞ and δ → 0, and define mappings Q R : R → [0, R] and K R : R → R by the formulas
It follows from a vector counterpart of [12 (Ω) ∩ X 0 , that is, there exist positive constants C 1 < C 2 such that for every v ∈ W 2,2 (Ω; R 3 ) ∩ X 0 we have
We replace (3.2)-(3.4) by the system
with test functions φ ∈ W 2,2 (Ω; R 3 ) ∩ X 0 , ψ, ζ ∈ X and initial conditions (1.7). 
, where X * is the dual of X . System (4.4)-(4.6) for each fixed R > 0 and δ > 0 will be solved by Faedo-Galerkin approximations. We choose
(Ω) to be the complete orthonormal systems of eigenfunctions defined by
with µ 0 = 0, λ k > 0, µ j > 0 for j, k ≥ 1, and put for n ∈ N
with coefficients u k : [0, T ] → R, θ j : [0, T ] → R which will be determined as the solution of the system
for k = 1, . . . , n and j = 0, 1, . . . , n, and for all ψ ∈ X . We prescribe initial conditions
This is an ODE system (4.9), (4.11) coupled with a standard PDE with hysteresis (4.10), which has a strong solution in a maximal interval of existence, which coincides with the whole interval [0, T ] provided we prove that the solution remains bounded in the maximal interval of existence.
Put E n = {e k ; k = 1, 2, . . . , n} and W n = {w j ; j = 0, 1, 2, . . . , n}. Then (4.9)-(4.11) can be equivalently written as
with test functions φ ∈ Span E n , ζ ∈ Span W n , and ψ ∈ X .
We now derive a series of estimates. By C we denote any positive constant depending only on the data, by C R any constant depending on the data and on R, and by C R,δ any constant depending on the data, on R, and on δ , all independent of the dimension n of the Galerkin approximation.
To simplify the presentation, we introduce from now on the notation |·| q for the norm in L q (Ω), and by · q the norm in L q (Ω × (0, T )). We will systematically use the Gagliardo-Nirenberg inequality in the form
which holds for every w ∈ W 1,r (Ω) and every
. For the proof, see, e. g., [8, §15] .
Estimate 1
We test (4.14) with φ = u (n) t and (4.15) with ψ = p (n) and sum up the results to obtain
Integrating in time from 0 to t and using the energy identities (1.3) we obtain for all t ∈ (0, T ) the estimate
Estimate 2
We choose in (4.15) ψ = M(p (n) ) t with M given by (3.6). By Proposition 2.2 and formula (2.25), we have
and we obtain for all t ∈ (0, T ) the estimate
By comparison in Eq. (4.15), we see that
Estimate 3
Choosing in (4.14) φ = u
We now integrate in time again and use Proposition 2.1, estimate (4.20), as well as the Gronwall argument, to conclude for all t ∈ (0, T ) that
Estimate 4
We choose in (4.16) ζ = θ (n) . The only superlinear term in (4.16) is B∇ s u
has to be estimated in L 4 (Ω × (0, T )). This will be done using the Gagliardo-Nirenberg inequality (4.17), which yields for every t ∈ (0, T ) that
by virtue of (4.19) and (4.3). Note also that we have the pointwise inequalities
which follow from (2.28), (2.24), (2.15), (2.7), and Proposition 2.1 (i). We thus obtain
for all t ∈ (0, T ). Finally, let ζ ∈ L 2 (0, T ; X) be arbitrary, ζ(x, t) = ∞ j=0 ζ j (t)w j (x). We test (4.16) with ζ = ζ j (t) and obtain using the previous estimates that 4.5 Passage to the limit as n → ∞
We keep for the moment the regularization parameters R and δ fixed, and let n tend to ∞. By a standard argument based on compact anisotropic embeddings, see [8] , we infer, passing to a subsequence, if necessary, that there exist functions (u, p, θ) such that the following convergences take place: .14), (2.12), (2.16), (2.30), and (1.3). We can therefore let n tend to ∞ in (4.4)-(4.6) and conclude that the limit (u, p, θ) satisfies the conditions of Proposition 4.1.
The convergences of the hysteresis terms
P [∇ s u (n) ], G[p (n) ] t , D P [∇ s u (n) ] t * , |D G [p (n) ] t | follow indeed from (2
Proof of Theorem 3.2
In this section, we show that a sequence of solutions to (4.4)-(4.6) converges to a solution to (3.2)-(3.4) as R → ∞ and δ → 0. To this end, we fix sequences
and choose a sequence {u
We further denote by (
. The next step is to derive some properties of the sequence (u (i) , p (i) , θ (i) ) independent of i.
Positivity of temperature
We first observe that there exists a constant C > 0 such that for every nonnegative test function ζ ∈ X we have by virtue of (4.6) that
Let v(t) be the solution of the ODE
that is,
For every nonnegative test function ζ ∈ X we have in particular
Subtracting (5.3) from (5.6) we obtain
(5.7) We now choose any smooth convex function F : R → R such that F (s) = 0 for s ≤ 0, F (s) > 0 for s > 0, and test (5.
and we conclude for every i ∈ N that
We now pass to a series of estimates independent of i. To simplify the presentation, we occasionally omit the indices {} (i) in the computations in Subsections 5.2-5.9 below, and write simply (u, p, θ) instead of (u (i) , p (i) , θ (i) ) whenever there is no risk of confusion. The symbol C denotes as before any constant independent of i.
Estimate 5
Test (4.4) by φ = u t = u (i) t , (4.5) by ψ = p = p (i) , and (4.6) by ζ = 1. Summing up the three resulting equations we obtain by virtue of (1.
where we setK
′ dp ′ for p ∈ R and R i > 0. Integrating in time and using (2.15) and (5.2), we get for every t ∈ (0, T ) the estimate
(5.11)
Estimate 6
We test (4.6) by ζ = θ −a = (θ (i) ) −a with a from Hypothesis 3.1 (ii), and observe that
Integrating in time and using (5.9), (5.11), and Hypothesis 3.1 (ii), we obtain in particular
The integral on the right hand side can be estimated by Hölder's inequality
, which entails that
Applying the Gagliardo-Nirenberg inequality (4.17) with s = 1, r = 2, and q = 2−a and using (5.11), we estimate the right hand side of (5.14) from above by C(1 + ∇θ
(1−a)6/5 2 ). Thus, for
, inequality (5.14) has the form H ≤ C(H ω + 1) with ω = (1 − a)3/5 < 1, and
. Choosing, for example, δ = 1/C , we obtain
Using (4.17) again with s = 1, r = 2, and q = 8/3, we obtain
Estimate 7
Test (4.4) by φ = u t = u (i) t and (4.5) by ψ = p = p (i) . The sum of the two equations yields
By (1.3) and (2.29), we have
Integrating in time, taking into account (5.2) and the previous estimates, we get
for all t ∈ (0, T ). Consequently, as γ p does not identically vanish on ∂Ω by Hypothesis 3.1, we also have p
From Proposition 2.1, (5.15), Korn's inequality, and (5.18) it follows that
for every t ∈ (0, T ).
Estimate 9
We rewrite (4.4) in the form
for all φ ∈ W 2,2 (Ω; R 3 ) ∩ X 0 , where
We have f ∈ L 2 (Ω; R 3 ) by (5.15), (5.18) , and Hypothesis 3.1. To estimate h in L 2 , we use (2.12) and proceed as follows. Let E l , l = 1, 2, 3, be the l -th coordinate vector, let (x, t) ∈ Ω × (0, T ) be an arbitrary Lebesgue point of ∂ x l P [∇ s u], and let s 0 ∈ R be sufficiently small such that x + sE l ∈ Ω for |s| < s 0 . By (2.12) and (2.14) we have
so that in the limit as s → 0 we have 
It follows e. g. from (5.18) that the series
We now test (5.22) by φ = Bu (n) t , where u (n) is as in (4.8) with coefficients u k (t) given by (5.28). Then
By (5.2), we can integrate this inequality from 0 to t, pass to the limit as n → ∞, and use Gronwall's argument to obtain in particular that
The next computation based on (4.17) is to check that
Indeed, we choose any α ∈ [0, 1/6) and put
− α . By (5.21), (5.32), and (4.17) we have
, and by (4.17) for α > 0 we have
We then obtain (5.33) for rγ = p, that is,
Estimate 10
In this subsection, we prove the following statement.
Proposition 5.1. Let Hypothesis 3.1 hold. Then there exists a constant C * > 0 such that
Note that by (5.33), we have As a preliminary step before we pass to the proof of Proposition 5.1, we prove the following auxiliary result for p = p (i) .
Lemma 5.2. There exist constants c > 0 and C > 0 independent of m such that for every m ≥ 1 and every t ∈ [0, T ] we have
Proof. We choose an arbitrary Q > 0 and m ≥ 1, and test (4.5) by h Q,m (p), where we set as a consequence of (2.36) and (2.21), with C independent of Q and m. We estimate the right hand side of (5.41) as follows
For the boundary term, we have
On the left hand side of (5.41), we have
We claim that for every p ∈ R we have
The upper bound is easy. We have for z > 0 that f ′ (z)h Q,m (z) ≤ f 3 z|z| 2m and similarly for z < 0, and it suffices to integrate. To get the lower bound, set
Then for p > Q we haveF
, which is exactly (5.43). The case p < 0 is symmetric.
Summarizing the above estimates, we obtain by integrating (5.41) from 0 to t that
In particular, the function w m (t) := Ω min{|p|, Q} 2m (x, t) dx satisfies the inequality
and by Gronwall's argument (note that U 2 ∈ L 1 (0, T ) by (5.38)), there exists a constant C(m) depending on m and independent of Q such that sup t∈[0,T ] w m (t) ≤ C(m). Hence, we can let Q tend to ∞ in (5.44) and obtain , and we conclude that |w(t)| The right hand side of (5.54) is a convergent series, and V 1 is finite by virtue of (5.46), so that we can conclude that the sequence {V k } is uniformly bounded independently of i, which we wanted to prove. we have by (5.70) that θ ẑ = w using also (5.79), we select a subsequence and pass to the weak limit in the linear terms in (4.4)-(4.6), and to the strong limit in all nonlinear non-hysteretic terms. Obviously, if θ (i) converge strongly to θ in L 8 (Ω × (0, T )), then Q R i (θ (i) ) → θ strongly in L 8 (Ω × (0, T )) as well, and if (Ω × (0, T )), and that the limit as i → ∞ yields a solution to (3.2)-(3.4) with φ ∈ W 2,2 (Ω; R 3 ) ∩X 0 . By density we conclude that φ ∈ X 0 is an admissible test function, which completes the proof of Theorem 3.2.
