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Forthcoming Papers
C.L. Sidner, C. Lee, C. Kidd, N. Lesh and C. Rich, Explorations in engagement for
humans and robots
This paper explores the concept of engagement, the process by which individuals in an interaction
start, maintain and end their perceived connection to one another. The paper reports on one aspect
of engagement among human interactors—the effect of tracking faces during an interaction. It also
describes the architecture of a robot that can participate in conversational, collaborative interactions
with engagement gestures. Finally, the paper reports on findings of experiments with human partici-
pants who interacted with a robot when it either performed or did not perform engagement gestures.
Results of the human–robot studies indicate that people become engaged with robots: they direct
their attention to the robot more often in interactions where engagement gestures are present, and
they find interactions more appropriate when engagement gestures are present than when they are
not.  2005 Published by Elsevier B.V.
J.-A. Shin and E. Davis, Processes and continuous change in a SAT-based planner
The TM-LPSAT planner can construct plans in domains containing atomic actions and durative ac-
tions; events and processes; discrete, real-valued, and interval-valued fluents; reusable resources, both
numeric and interval-valued; and continuous linear change to quantities. It works in three stages. In
the first stage, a representation of the domain and problem in an extended version of PDDL+ is
compiled into a system of Boolean combinations of propositional atoms and linear constraints over
numeric variables. In the second stage, a SAT-based arithmetic constraint solver, such as LPSAT or
MathSAT, is used to find a solution to the system of constraints. In the third stage, a correct plan is
extracted from this solution. We discuss the structure of the planner and show how planning with
time and metric quantities is compiled into a system of constraints. The proofs of soundness and
completeness over a substantial subset of our extended version of PDDL+ are presented.  2005
Published by Elsevier B.V.
K. Kask, R. Dechter, J. Larrosa and A. Dechter, Unifying tree decompositions for
reasoning in graphical models
The paper provides a unifying perspective of tree-decomposition algorithms appearing in various
automated reasoning areas such as join-tree clustering for constraint-satisfaction and the clique-
tree algorithm for probabilistic reasoning. Within this framework, we introduce a new algorithm,0004-3702/2005 Published by Elsevier B.V.
doi:10.1016/j.artint.2005.05.001
266 Forthcoming Papers / Artificial Intelligence 165 (2005) 265–266called bucket-tree elimination (BTE), that extends Bucket Elimination (BE) to trees, and show that
it can provide a speed-up of n over BE for various reasoning tasks. Time-space tradeoffs of tree-
decomposition processing are analyzed.  2005 Published by Elsevier B.V.
I. Pratt-Hartmann, Temporal prepositions and their logic
A fragment of English featuring temporal prepositions and the order-denoting adjectives first and last
is defined by means of a context-free grammar. The phrase-structures which this grammar assigns to
the sentences it recognizes are viewed as formulas of an interval temporal logic, whose satisfaction-
conditions faithfully represent the meanings of the corresponding English sentences. It is shown that
the satisfiability problem for this logic is NEXPTIME-complete. The computational complexity of
determining logical relationships between English sentences featuring the temporal constructions in
question is thus established.  2005 Published by Elsevier B.V.
A. Gerevini, Incremental qualitative temporal reasoning: Algorithms for the point
algebra and the ORD-Horn class
In many applications of temporal reasoning we are interested in processing temporal information
incrementally. In particular, given a set of temporal constraints (a temporal CSP) and a new con-
straint, we want to maintain certain properties of the extended temporal CSP (e.g., a solution), rather
than recomputing them from scratch. The Point Algebra (PA) and the Interval Algebra (IA) are two
well-known frameworks for qualitative temporal reasoning. The reasoning algorithms for PA and the
tractable fragments of IA, such as Nebel and Bürckert’s maximal tractable class of relations (ORD-
Horn), have originally been designed for “static” reasoning. In this paper, we study the incremental
version of the fundamental reasoning problems in the context of these tractable classes. We pro-
pose a collection of new polynomial algorithms that can amortize their complexity when processing
a sequence of input constraints to incrementally decide satisfiability, to maintain a solution, or to
update the minimal representation of the CSP. Our incremental algorithms improve the total time
complexity of using existing static techniques by a factor of O(n) or O(n2), where n is the num-
ber of the variables involved by the temporal CSP. An experimental analysis focused on constraints
over PA confirms the computational advantage of our incremental approach.  2005 Published by
Elsevier B.V.
