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Resumen: Se postula que el tratamiento dado al componente semántico 
en los programas dominantes del establecimiento de correspondencias 
analógico (e.g., SME) reduce la semántica a la influencia de similitudes pre-
establecidas sobre el emparejamiento de elementos proposicionales, y que 
la concepción teórica que subyace a este tratamiento supone importantes 
limitaciones. Se sostiene, junto a la teoría de percepción de alto nivel 
(TPAN), que los intentos de simulación computacional del establecimiento 
de correspondencias deberían proponerse incorporar en los programas 
habilidades semánticas tales como el establecimiento de similitudes contex-
tuales y la construcción de representaciones de los análogos según las exi-
gencias que plantea el establecimiento de correspondencias. Se apoya la 
idea de la TPAN de que programas como SME carecen de comprensión 
de las analogías que realizan y suponen un modo falaz de simulación com-
putacional. Se postula que las respuestas dadas a las críticas formuladas por 
la TPAN no son adecuadas y que estas críticas deberían recibir mayor 
atención en el área del pensamiento por analogía. 
Palabras clave: Analogía; establecimiento de correspondencias; semánti-
ca; modelos computacionales. 
 Title: The limits of the standard model about the semantic factor in ana-
logical mapping. 
Abstract: We argue that the treatment given to semantics by the standard 
programs of analogical mapping (e.g., SME) reduces semantics to the in-
fluence of pre-established similarities between propositional elements on 
the mapping of these elements, and that the theoretical conception under 
this treatment supposes serious limits. We claim, in accordance with the 
High Level Perception Theory, that attempts to simulate analogical map-
ping should aim to equip programs with semantic abilities such as the de-
tection of contextual similarities and the construction of analogue repre-
sentations in response to mapping demands. We agree with the High 
Level Perception Theory in that programs like SME do not understand 
the analogies they produce, and in that they suppose a fallacious way of 
computational modeling. We argue that the responses given to the criti-
cisms formulated by the High Level Perception Theory are not adequate, 
and that these criticisms deserve more attention in the field of analogical 
thinking.  
Key words: Analogy; mapping; semantics; computational models. 
 
 
Establecer una analogía consiste en descubrir las similitudes 
estructurales que mantienen dos situaciones superficialmente 
diferentes (Gentner, 1983; Holyoak, 1984). Entre los sub-
procesos en que es descompuesto el proceso analógico (para 
una presentación detallada de estos subprocesos, véase de la 
Fuente & Minervino, 2004), el establecimiento de corres-
pondencias entre los elementos de los análogos base y obje-
tivo es considerado el paso central y definitorio del proceso 
analógico (Gentner, 1989; Holyoak & Thagard, 1989; Keane, 
Ledgeway, & Duff, 1994), y será el subproceso por el que 
nos interesaremos en este estudio. 
Los modelos computacionales del establecimiento de co-
rrespondencias incluyen un conjunto de principios para re-
ducir, por una parte, las múltiples formas alternativas en que 
pueden ser apareados los elementos del análogo base con los 
del análogo objetivo (condiciones iniciales), y, por otra, los di-
versos modos en que pueden ser agrupados los apareamien-
tos generados a partir de estas condiciones iniciales (restriccio-
nes). Aunque las teorías sobre el establecimiento de corres-
pondencias comparten la idea de que los programas deben 
incorporar este tipo de principios para evitar explosiones 
combinatorias que no son plausibles psicológicamente, difie-
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ren con respecto a la naturaleza de estos principios y a su 
importancia relativa.  
A partir de los 80, dos teorías han dominado la discusión 
acerca del establecimiento de correspondencias y la formula-
ción de inferencias analógicas: a) la teoría de proyección de 
la estructura (TPE) de Gentner et al. (Gentner, 1983, 1989; 
Gentner & Markman, 1997), implementada computacional-
mente en SME (Falkenhainer, Forbus & Gentner, 1989) y en 
I-SME (Forbus, Ferguson & Gentner, 1994); y b) la teoría 
de las múltiples restricciones (TMR) de Holyoak, Thagard et 
al. (Holyoak, 1984; Holyoak & Thagard, 1989, 1995), im-
plementada en ACME-CWSG (Holyoak & Thagard, 1989; 
Holyoak, Novick & Melz, 1994) y en LISA (Hummel & Hol-
yoak, 1997, 2002). (Para un panorama general sobre la histo-
ria de los modelos computacionales de pensamiento por 
analogía, véase French, 2002; para una revisión sobre los 
modelos de establecimiento de correspondencias más im-
portantes, véase Ripoll & Coulon, 2001). SME y ACME-
CWSG constituyen los programas más desarrollados y pues-
tos a prueba por la TPE y la TMR, respectivamente, por lo 
que en este trabajo centraremos en ellos nuestros análisis. 
La diferencia más destacable entre la TPE y la TMR co-
mo teorías del establecimiento de correspondencias consiste 
en que mientras que la primera sostiene que los principios 
pragmáticos operan sólo antes y después del establecimiento 
de correspondencias (Gentner, 1983, 1989; Gentner & 
Markman, 1997), la segunda mantiene en cambio que estos 
principios actúan también durante este paso (Holyoak & 
Thagard, 1989, 1995). Las teorías coinciden de forma impor-
tante en cuanto a los principios sintácticos y semánticos que 
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operan en el establecimiento de correspondencias, aunque 
estos principios han sido tratados como reglas estrictas por 
la TPE y, en su mayoría, como presiones flexibles por la 
TMR. 
En este estudio nos interesaremos exclusivamente por el 
problema del papel del componente semántico en el estable-
cimiento de correspondencias. El objetivo central de este 
trabajo consiste en defender la idea de que el tratamiento 
que recibe el componente semántico en programas como 
SME y ACME padece de importantes insuficiencias, y que 
estas insuficiencias se deben en buena medida a una concep-
ción inadecuada que mantienen la TPE y la TMR acerca del 
rol de lo semántico en el establecimiento de corresponden-
cias. Es importante aclarar que no está entre nuestros objeti-
vos hacer un análisis crítico de los límites y posibilidades de 
las diversas arquitecturas en las que se han intentando im-
plementaciones computacionales del establecimiento de co-
rrespondencias (e.g., simbólicas, híbridas o conexionistas), ni 
de los diversos formatos representacionales utilizados en di-
chos intentos, así como tampoco sugerir caminos de solu-
ción en este plano. Nuestro único propósito consiste en 
hacer un análisis crítico de la concepción teórica del papel de 
la semántica en el establecimiento de correspondencias que 
subyace a los programas que analizaremos. Creemos que si 
no se advierten las insuficiencias de esta concepción, los in-
tentos de implementación computacional serán inevitable-
mente descaminados. Nuestra crítica extiende la que ha 
hecho a estos modelos la teoría de percepción de alto nivel 
(TPAN), de Hofstadter et al. (Chalmers, French, & Hofstad-
ter, 1992; Hofstadter & Fluid Analogies Research Group 
[FARG], 1995). En nuestra opinión, esta crítica es de suma 
importancia y no ha sido debidamente entendida ni respon-
dida, por lo que consideramos necesario ahondar en su desa-
rrollo y mostrar sus implicaciones para el área del pensa-
miento por analogía.  
  
La participación del componente semántico 
en SME y ACME 
 
La TPE postula que el conocimiento humano se halla repre-
sentado en forma de proposiciones, que incluyen: a) entidades: 
elementos que representan objetos, tales como japón, b) atri-
butos: predicados de un solo argumento que representan pro-
piedades de objeto, tales como "PEQUEÑO (japón)" (en 
este trabajo emplearemos mayúsculas para los predicados y 
minúsculas para las entidades), c) funciones: predicados de un 
solo argumento utilizados para indicar alguna dimensión de 
un objeto, tales como "TAMAÑO (japón)", d) relaciones de 
primer orden: predicados de más de un argumento que vincu-
lan dos o más objetos, tales como “ATACAR (japón, pearl-
harbor)”, e) relaciones de segundo orden: predicados que conec-
tan relaciones, tales como “CAUSAR (ATACAR [japón, 
pearl-harbor], BOMBARDEAR [estados unidos, japón])”.  
De acuerdo con la TPE, en una analogía se expresa que 
dos situaciones comparten un sistema de relaciones organi-
zadas por relaciones de orden superior, más allá de las dife-
rencias que mantienen los elementos apareados en cuanto a 
sus propiedades. En una similitud literal se postula en cambio 
que las situaciones mantienen además similitudes en este ni-
vel de atributos de objeto (Gentner, 1983, 1989). La distin-
ción entre analogías y similitudes literales se plantea en algu-
nas ocasiones (e.g., Blanchette & Dunbar, 2000) en términos 
de dominios: mientras que las analogías conectan dominios 
semánticos distantes, las similitudes literales son compara-
ciones dentro de un mismo dominio. En este trabajo llama-
remos analogías tanto a las comparaciones interdominio 
como a las intradominio, considerando que éste es el signifi-
cado empleado mayoritariamente por la comunidad de cien-
tíficos que trabajan en este campo y que la distinción entre 
lo inter y lo intradominio es muy vaga y problemática (de la 
Fuente & Minervino, 2004).   
SME es un sistema simbólico que toma como input des-
cripciones proposicionales de los análogos. El programa tie-
ne como objetivo hallar, entre las interpretaciones coheren-
tes posibles de una comparación, aquella que sea la más 
grande y profunda. El sistema no considera los atributos de 
objeto (en las analogías, según las define la TPE, los objetos 
no se parecen), y descarta las relaciones que no forman parte 
de la interpretación elegida. SME aplica las siguientes condi-
ciones iniciales: a) identidad formal: sólo se pueden formular 
hipótesis de correspondencia entre elementos del mismo ti-
po formal: objetos con objetos, relaciones de n argumentos 
con relaciones de n argumentos, relaciones de primer orden 
con relaciones de primer orden, etc.; b) identidad semántica pa-
ra las relaciones: sólo pueden ser puestas en correspondencia 
aquellas relaciones que son idénticas en significado; y c) iden-
tidad de roles para objetos y funciones: sólo se generan hipótesis de 
correspondencia entre objetos y funciones si éstos son ar-
gumentos de relaciones ya emparejadas, y de acuerdo a sus 
roles (e.g., agente, paciente, etc.). 
El programa agrupa luego, de forma progresiva, los apa-
reamientos generados, para crear unas pocas colecciones de 
hipótesis de correspondencia. Cada una de éstas deberá sa-
tisfacer las siguientes restricciones (exigencia de consistencia es-
tructural): a) conectividad paralela: si un par de predicados de los 
análogos base y objetivo son puestos en correspondencia, 
sus argumentos deben ser también apareados; y b) correspon-
dencias 1-1: cada elemento de un análogo puede ser empare-
jado con un y sólo un elemento del otro análogo. Los prin-
cipios de SME son de carácter inviolable.  
En la etapa de formulación de inferencias, SME predica 
acerca del análogo objetivo, de forma literal, las relaciones 
que forman parte del sistema base elegido para transferir, 
pero que no estaban presentes inicialmente en el análogo ob-
jetivo; los objetos son exportados como entidades hipotéti-
cas. Finalmente, cada interpretación recibe una puntuación 
de evaluación estructural, basada en el número de hipótesis 
de correspondencia que incluye, y en la profundidad del sis-
tema del que forman parte estas hipótesis de corresponden-
cia (principio de sistematicidad; Gentner, 1983).  
anales de psicología, 2006, vol. 22, nº 1 (junio) 








Figura 1: A. Representaciones de los dominios base y objetivo de una tarea analógica, y de las correspondencias e inferencias que haría SME a partir de estas 
representaciones. B. Representaciones de los dominios base y objetivo de una tarea analógica y de las correspondencias e inferencias que haría ACME a partir 
de estas representaciones. Las líneas punteadas indican inferencias y las flechas con dos puntas correspondencias. 
 
Supongamos que SME recibe un análogo base (véase la 
Figura 1, parte A) en el que se describe que “Japón atacó 
Pearl Harbor y que eso causó que Estados Unidos bombar-
deara Japón”. El análogo incluye además la información de 
que “Alemania atacó Francia". El análogo objetivo contiene 
la descripción de dos hechos: “Cuba atacó Panamá” y “Es-
tados Unidos bombardeó Cuba”. SME interpretaría que “así 
como el hecho de que Japón atacó Pearl Harbor causó que 
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Estados Unidos bombardeara Japón, el hecho de que Cuba 
atacó Panamá causó que Estados Unidos bombardeara Cu-
ba”. La interpretación alternativa supondría emparejar “Ale-
mania atacó Francia” con “Cuba atacó Panamá”. Esta inter-
pretación no permite realizar empero ninguna inferencia so-
bre el análogo objetivo, por lo que da lugar a una menor 
cantidad de apareamientos y es menos profunda que la pri-
mera. Esto hace que reciba una puntuación de evaluación es-
tructural relativamente menor, y que no sea por lo tanto ele-
gida.   
ACME-CWSG es un sistema híbrido que combina re-
presentaciones proposicionales de los análogos con un pro-
cesamiento de estilo conexionista. El programa incluye co-
mo única condición inicial la de identidad formal, la cual es 
de carácter estricto. El sistema construye una red en la que 
los nodos representan hipótesis de correspondencia y los en-
laces restricciones de procesamiento, todas éstas de carácter 
flexible. Las restricciones sintácticas de ACME son similares 
a las de SME. Para promover la consistencia estructural, el 
sistema incluye conexiones excitatorias entre aquellas hipó-
tesis de correspondencia que satisfacen la restricción de co-
nectividad paralela y por roles, y conexiones inhibitorias en-
tre hipótesis de correspondencia que violan la restricción 1-
1. 
SME y ACME difieren en cuanto a la forma en que in-
corporan sus principios semánticos. Mientras que SME lo 
hace a través de la condición inicial inviolable de identidad 
semántica para las relaciones, en ACME el componente se-
mántico opera como una restricción flexible que apoya aque-
llas hipótesis de correspondencia que incluyen elementos 
similares. El programa conecta todas las hipótesis de corres-
pondencia que emparejan predicados similares a una unidad 
semántica especial, con pesos que varían de acuerdo al grado 
de similitud que mantienen los predicados. La TMR no 
comparte la distinción que hace la TPE entre analogías y si-
militudes literales (trata a las similitudes literales o intrado-
minio también como analogías; véase, e.g., Holyoak & Tha-
gard, 1995), razón por la cual ACME, a diferencia de SME, 
alienta no sólo apareamientos de relaciones similares, sino 
también emparejamientos de objetos que comparten propie-
dades.   
Una vez que la red de hipótesis de correspondencia ha 
sido construida, un algoritmo actualiza en paralelo, a través 
de un cierto número de ciclos de actividad, el grado de acti-
vación de sus unidades, hasta que éstas alcanzan cierta esta-
bilidad. El conjunto de hipótesis de correspondencia de ma-
yor activación define la interpretación más adecuada de la 
analogía. A través de la aplicación implícita de un principio 
de evaluación similar al principio de sistematicidad de SME, 
ACME favorece colecciones de hipótesis de corresponden-
cia grandes y profundas sobre otras más pequeñas y superfi-
ciales. ACME es complementado con CWSG (Holyoak et al., 
1994), un mecanismo de formulación de inferencias que ex-
porta hacia el análogo objetivo las relaciones u objetos que 
no han encontrado correspondencias, en calidad de relacio-
nes y objetos hipotéticos. 
Supongamos que ACME recibe un análogo base como el 
que recibía SME en el ejemplo anterior (véase la Figura 1, 
parte B), con la única diferencia de que “el bombardeo de 
Estados Unidos a Japón” fue causado esta vez por el hecho 
de que “Japón destruyó Pearl Harbor”, y un análogo objetivo 
que contiene dos candidatos para causa de “Estados Unidos 
bombardeó Cuba”: “Cuba amenazó a Panamá” y “Cuba inva-
dió Panamá”. La relación “ATACAR (alemania, francia)” se-
ría dejada de lado por ACME por razones pragmáticas (Hol-
yoak & Thagard, 1989). Este programa postularía como cau-
sa del bombardeo a Cuba el hecho de que “Cuba invadió 
Panamá”, considerando que INVADIR, en comparación 
con AMENAZAR, se asemeja más a DESTRUIR.  
Debido a su condición inicial estricta de identidad se-
mántica para las relaciones, a SME le resultaría imposible in-
terpretar esta analogía, a menos que el programador se en-
cargase de reformular y presentar al programa, de forma ad 
hoc, las relaciones DESTRUIR e INVADIR re-representadas 
como ATACAR. Esta no sería más que una forma velada de 
informar acerca del parecido que mantienen las dos primeras 
relaciones. Es importante aclarar que también en el caso de 
ACME es el programador quien le informa al sistema, si-
guiendo criterios intuitivos acordes a una red semántica de 
tipo ES-UN, que DESTRUIR e INVADIR mantienen una 
similitud superior a la que mantienen DESTRUIR y AME-
NAZAR, por lo que la superioridad en capacidades de cóm-
puto semántico entre los programas son apenas apreciables 
(Minervino & Adrover, 2003). La TPE se propuso también 
en su momento flexibilizar la condición de identidad semán-
tica (cf. Falkenhainer et al., 1989) a través de la incorporación 
de una red de tipo ES-UN, algo que concretó, por ejemplo, 
Falkenhainer (1987), en PHINEAS, pero que no fue incor-
porado como un mecanismo permanente de SME.   
En resumen, la participación del componente semántico 
en SME y ACME consiste en que los sistemas dan lugar a la 
intervención de información relativa a similitudes semánticas 
generales, establecidas previamente a la analogía, entre ele-
mentos proposicionales de los análogos (e.g., predicados). 
Es importante señalar, como primer límite de estos modelos, 
que estas similitudes son estimadas y provistas por el pro-
gramador, ya que los sistemas carecen de conocimientos pa-
ra identificarlas por sí mismos. En aquellos casos en que se 
ha proyectado dotar a los programas de estos conocimientos 
se ha pensando en asociarlos a redes de tipo ES-UN. 
LISA (Hummel & Holyoak, 1997) es un programa de ti-
po híbrido desarrollado por la TMR con el que esta teoría ha 
intentado, entre otras cosas, combinar la flexibilidad semán-
tica de la que son capaces los modelos conexionistas y la 
sensibilidad a lo sintáctico que caracteriza a los modelos 
simbólicos. En LISA, cada proposición perteneciente a un 
análogo (e.g., "Juan ama a María") es codificada en la memo-
ria de largo plazo a través de una jerarquía de tres tipos de 
unidades de estructura. En el nivel superior, se hallan las uni-
dades de proposición ("Juan ama a María"); en el nivel medio, las 
unidades de sub-proposición, las que representan las ligaduras ro-
les-llenadores de roles de una proposición (juan-ama1, por 
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"Juan-amador", y maría-ama2, por "María-amada"); y, en el 
nivel inferior, las unidades de predicado (ama1, por amador, y 
ama2, por amada) y de objeto (juan y maría). Las unidades pro-
posicionales tienen conexiones excitatorias bidireccionales 
con sus sub-proposiciones, y éstas con sus unidades de pre-
dicado y objeto. Cada unidad de predicado codifica local-
mente los primitivos semánticos de un rol de un predicado. 
Por ejemplo, la unidad ama1 tiene conexiones excitatorias 
bidireccionales con todas las unidades semánticas que repre-
sentan a ese rol (e.g., actor, emoción1, positivo1, fuerte1, etc.); 
ama2 tiene conexiones del mismo tipo con todas las unida-
des semánticas que representan a ese rol (e.g., paciente, emo-
ción2, positivo2, fuerte2, etc.). Las unidades de objeto son simi-
lares a las de predicados, con la diferencia de que represen-
tan entidades en vez de roles. Por ejemplo, la unidad de ob-
jeto maría podría estar conectada con unidades semánticas 
tales como humano, adulto, femenina, etc., en tanto que juan 
podría estar conectada a humano, adulto, masculino, etc.  
Considérese una situación en la que en un análogo se ac-
tiva la proposición "Juan ama a María", que puede ser puesta 
en correspondencia con las dos siguientes proposiciones en 
el otro análogo: "a Bruno le gusta Agustina" y "Pedro le te-
me a Sofía". Cuando la sub-proposición de Juan como 
amante se dispara en el primer análogo, activará juan y ama1, 
lo que activará sus unidades semánticas (e.g., humano, masculi-
no, adulto, y emoción1, positivo1, respectivamente). Este patrón 
de activación excitará unidades de objeto y predicado en el 
otro análogo, que competirán por devenir activas. Humano, 
masculino, y adulto excitarán bruno y pedro; humano y adulto exci-
tarán agustina y sofía. En esta competencia, bruno y pedro de-
vendrán igualmente activos e inhibirán agustina y sofía. Al 
mismo tiempo, emoción1, y positivo1 excitarán el predicado gus-
ta1, pero sólo emoción1 excitará teme1. Dado que gusta1 inhibi-
rá teme1, LISA comenzará a actuar como si ama1 se corres-
pondiese con gusta1. Debido a que gusta1 se hallará más acti-
vo que teme1, la sub-proposición bruno-gusta1 recibirá un ma-
yor input de abajo-arriba -y devendrá por lo tanto más acti-
va- que la sub-proposición pedro-teme1. Las sub-
proposiciones excitan las unidades proposicionales a las que 
pertenecen, de tal forma que la unidad "a Bruno le gusta 
Agustina" devendrá más activa que la unidad "Pedro le tema 
a Sofía". De esta forma, LISA concluirá que "Juan ama a 
María" se corresponde con "a Bruno le gusta Agustina" y no 
con "Pedro le teme a Sofía". Las correspondencias entre 
sub-proposiciones también le permiten a LISA resolver las 
correspondencias, semánticamente ambiguas, entre juan con 
bruno vs. juan con pedro. Las sub-proposiciones devuelven ac-
tivación a sus unidades de predicado y objeto, dándole a bru-
no una ventaja sobre pedro. LISA concluye entonces que juan 
se corresponde con bruno y no con pedro. Operaciones análo-
gas harán que LISA concluya que maría se corresponde con 
agustina y no con sofía, y que ama2 se corresponde con gusta2.  
LISA parece suponer un progreso importante por lo que 
respecta al modelado del factor semántico en el estableci-
miento de correspondencias. En primer lugar, el programa 
incorpora una serie de mecanismos y representaciones que 
permiten evitar la alimentación ad hoc que, como hemos vis-
to, requieren ACME o SME. LISA es capaz de emparejar 
conceptos parcialmente similares sin que el programador le 
"sugiera" esos emparejamientos. En segundo lugar, la aso-
ciación de símbolos locales a representaciones distribuidas 
de su significado parece otorgarle al programa una flexibili-
dad semántica que no parece sencillo incorporar a través del 
agregado de redes de tipo ES-UN (Hummel & Holyoak, 
1997). 
 
Los límites del tratamiento que recibe el com-
ponente semántico en SME y ACME: la re-
ducción del factor semántico a la influencia de 
similitudes extra-contextuales 
 
Una misma concepción teórica (en adelante nos referiremos 
a ésta como modelo estándar) parece subyacer al tratamiento 
que recibe el componente semántico en SME y ACME. De 
acuerdo al modelo estándar, el papel del componente se-
mántico durante el establecimiento de correspondencias 
consiste, como hemos dicho, en la actuación de principios 
que favorecen hipótesis de correspondencia entre elementos 
proposicionales (e.g., dos predicados o dos objetos) que 
mantienen similitudes generales establecidas antes e inde-
pendientemente del establecimiento de correspondencias 
(disponibles, por ejemplo, en redes ES-UN). Estas similitu-
des entre elementos son consideradas de forma aislada con 
respecto a las estructuras de las que forman parte, tales co-
mo proposiciones, análogos y analogías. Minervino y Moli-
nari Marotto (2004) se han referido a este tipo de similitudes 
como similitudes extra-contextuales, queriendo indicar con ello 
que se trata de similitudes establecidas y evaluadas fuera del 
contexto específico de la comparación que se está desarro-
llando, y las han contrapuesto a las similitudes contextuales, 
aquellas que se establecen y/o evalúan en el marco de la 
comparación que se está llevando a cabo. Esta distinción es 
independiente de la clásica distinción entre similitudes super-
ficiales y estructurales (Gentner, 1989; Holyoak, 1984). Así, 
por ejemplo, una similitud extra-contextual puede resultar 
superficial en una analogía y estructural en otra. Veamos, a 
través de un ejemplo, los límites que puede implicar el mo-
delo estándar para la simulación del establecimiento de co-
rrespondencias.  
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Figura 2: Representaciones de los dominios base y objetivo de una tarea analógica y de las correspondencias e inferencias que harían ACME y SME frente a 
ella. Las líneas punteadas indican inferencias y las flechas con dos puntas correspondencias. 
 
 
Supongamos que SME y ACME reciben un análogo base 
en el que se describe que “Japón atacó militarmente Pearl 
Harbor y eso causó que Estados Unidos bombardeara Ja-
pón” (véase la Figura 2). El análogo objetivo que recibe el 
programa contiene la descripción de tres hechos: “Venezuela 
atacó militarmente la Bahía de Cochinos”, “Venezuela apoyó 
militarmente a las FARC” y “Estados Unidos bombardeó Ve-
nezuela” (en adelante nos referiremos a esta comparación 
como a la "analogía de las FARC"). Ambos programas infe-
rirían que el hecho de que "Venezuela atacó militarmente la 
Bahía de Cochinos" causó que Estados Unidos bombardeara 
Venezuela. La interpretación alternativa supondría postular 
como causa de este bombardeo el hecho de que "Venezuela 
apoyó militarmente a las FARC". Esta interpretación es im-
posible para SME, dada su condición inicial de identidad 
semántica para las relaciones, y no sería elegida tampoco por 
ACME, debido al menor parecido extra-contextual que man-
tienen los elementos (relaciones y objetos) que deberían ser 
apareados. Sin embargo, es probable que un buen número 
de personas encuentren que es el supuesto apoyo militar de 
Venezuela a las FARC el que debería ser equiparado con el 
ataque de Japón a Pearl Harbor, debido a que ambos hechos 
pueden ser interpretados como dos casos de, por ejemplo, 
“oponerse militarmente a Estados Unidos”.  
Para elegir esta interpretación, los programas de estable-
cimiento de correspondencias deberían ser capaces de resis-
tir la presión que ejercen las similitudes extra-contextuales y 
atender a otras similitudes que se muestren como más rele-
vantes en el contexto de una comparación determinada (si-
militudes contextuales), tal como son capaces de hacerlo las 
personas (Gentner & Toupin, 1986; Minervino & Molinari 
Marotto, 2004). El problema radica en que el establecimien-
to de similitudes contextuales parece requerir la disposición 
de un conjunto de habilidades y conocimientos con los que 
no cuentan programas como SME y ACME. 
La conceptualización de similitudes contextuales parece 
requerir, en algunas ocasiones, operaciones de re-
representación de los hechos comparados. Por ejemplo, en 
la analogía de las FARC, "Japón atacó militarmente Pearl 
Harbor" y "Venezuela apoyó militarmente a las FARC" de-
berían ser re-representados como dos casos de, por ejemplo, 
"un país se opone militarmente a Estados Unidos". Es im-
portante señalar que los predicados ATACAR y APOYAR 
pueden ser interpretados como dos casos de OPONER de-
bido a los argumentos a los que se aplican (e.g., en "ATA-
CAR [tos, juan]", no cabe interpretar atacar como oponer), y a 
lo que es capaz de inferir el sistema a partir de conocimien-
tos previos con los que cuenta (e.g., si Estados Unidos cola-
bora con Colombia en su combate contra las FARC, apoyar a 
éstas supone oponerse a Estados Unidos). En resumen, la 
re-representación de ATACAR y APOYAR como casos de 
OPONER no puede ser explicada considerando los predi-
cados de forma aislada en relación a las proposiciones y los 
análogos de los que forman parte. 
La descripción de los hechos emparejados como dos 
formas de “oponerse militarmente a Estados Unidos" no 
aparenta ser únicamente el resultado de considerar el signifi-
cado de los hechos en sus dominios, sino que parece ser ge-
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nerada para destacar, en un nivel apropiado de abstracción y 
en el contexto de la comparación, lo que tienen en común 
ambos eventos. Si el ataque militar de Japón a Pearl Harbor 
hubiese sido equiparado, por ejemplo, con el "asesinato en 
Venezuela de periodistas norteamericanos" (causa del bom-
bardeo estadounidense a Venezuela), estos hechos podrían 
haber sido descritos tal vez como dos formas de "agraviar se-
riamente a Estados Unidos". En síntesis, la re-
representación de los predicados ATACAR y APOYAR 
como dos casos de OPONER no puede ser explicada sin 
considerar su relación con otra información disponible en 
cada una de las proposiciones y análogos de los que estos 
predicados forman parte, y sin tener en cuenta la analogía en 
desarrollo. No puede ser explicada por lo tanto a través de 
una búsqueda de conceptos supraordenados en una red de 
tipo ES-UN de propósito general (adviértase que APOYAR 
es un antónimo de ATACAR y no un caso de éste), ya que 
estas redes no pueden considerar los predicados en el con-
texto de las proposiciones, los análogos y las analogías a los 
que pertenecen. De forma más general, las descripciones que 
reciben ciertos hechos (no sólo ya elementos proposiciona-
les aislados) en una analogía parecen resultar en buena me-
dida de los análogos de los que forman parte y, por otra par-
te, de con qué hechos del otro análogo intentan ser equipa-
rados. Nos interesa en este sentido destacar que las decisio-
nes que toma quien hace una analogía en cuanto a qué ele-
mentos o hechos poner en correspondencia marcha a la par 
de procesos de re-representación de estos elementos y 
hechos, esto es, que los pasos de construcción de represen-
taciones y establecimiento de correspondencias interactúan 
fuertemente en el pensamiento analógico. Si bien a nivel in-
formal se ha reconocido la importancia del subproceso de 
re-representación en el proceso analógico (e.g., Bowdle & 
Gentner, 2005; Gentner & Wolf, 2000; Hummel & Holyoak, 
1997, 2002), el modelo estándar no se ha preocupado por 
incorporarlo en sus modelos computaciones. 
En la medida en que una analogía implica aceptar que 
ciertos eventos, en un contexto comparativo determinado, 
pueden ser considerados, bajo ciertas re-representaciones, 
como contrapartes de otros a pesar de sus diferencias, pare-
ce necesario que los sistemas cuenten con habilidades para 
centrarse en ciertos componentes semánticos de las concep-
tos en juego y dejar de lado otros cuando es oportuno, 
haciendo un uso flexible, y contextualmente sensible, de di-
chos conceptos. Determinar si el apoyo de Venezuela a las 
FARC o el asesinato de periodistas norteamericanos en Ve-
nezuela puede o no cumplir el rol de causa de una respuesta 
militar de Estados Unidos supone un análisis respecto a si el 
significado del concepto que describe a la causa base (el ata-
que de Japón a Pearl-Harbor) admite una reconceptualiza-
ción ad hoc que permita tratar a los primeros hechos como 
contrapartes aceptables de éste. Los procesos de re-
representación a los que nos referíamos anteriormente pare-
cen acompañar en algunos casos este uso flexible de concep-
tos (e.g., el asesinato de periodistas norteamericanos en Ve-
nezuela sólo puede ser equiparado al ataque de Japón a Pearl 
Harbor si la conceptualización de este hecho se reformula 
como, por ejemplo, un caso de serio agravio a Estados Uni-
dos).   
En síntesis, la concepción del modelo estándar según la 
cual las similitudes que intervienen en el establecimiento de 
correspondencias son similitudes generales, establecidas pre-
viamente, entre elementos proposicionales considerados de 
forma aislada con respecto a las proposiciones, los análogos 
y las analogías de los que forman parte, parece insuficiente. 
Aunque las similitudes extra-contextuales jueguen un papel 
en el establecimiento de correspondencias (e.g., Ross, 1987, 
1989), también parecen tenerlo ciertas similitudes entre ele-
mentos -y conjuntos agrupados de elementos- que son con-
ceptualizadas en el contexto del proceso comparativo. Resul-
ta claro además que las habilidades para establecer similitu-
des contextuales sólo son posibles en sistemas que cuenten 
con bases apropiadas de conocimientos, y con la capacidad 
para utilizarlos a efectos de re-representar y hacer un uso 
flexible, y contextualmente sensible, de conceptos, en fun-
ción de las demandas específicas que plantee el estableci-
miento de correspondencias en desarrollo, un paso que in-
teractúa fuertemente con el de construcción de representa-
ciones. En la medida en que ni ACME ni SME cuentan con 
estos conocimientos y habilidades, no parecen ser buenos 
candidatos para modelar el papel de las similitudes contex-
tuales en el establecimiento de correspondencias.  Más im-
portante aún, en la medida en que la TPE y la TMR se sigan 
orientado por la concepción descrita del papel de lo semán-
tico en el establecimiento de correspondencias, sus intentos 
irán detrás de objetivos inadecuados. 
A pesar de que LISA, como hemos comentado, supone 
ciertos avances en el tratamiento de lo semántico en el esta-
blecimiento de correspondencias, el programa no comporta 
una concepción alternativa a la del modelo estándar. En 
efecto, el sistema, al igual que SME o ACME, carece de re-
cursos para resistir la influencia de similitudes extra-
contextuales a favor de similitudes contextuales, ya que tam-
poco dispone de mecanismos para detectar este tipo de simi-
litudes. Por ejemplo, en la analogía de las FARC (véase la Fi-
gura 2), LISA, al igual que SME y ACME, elegiría la corres-
pondencia basada en similitudes extra-contextuales, ya que 
las unidades semánticas activadas por atacar1 y atacar2 del 
análogo objetivo llevarían a activar atacar1 y atacar2 del aná-
logo base, mientras que apoyar1 y apoyar2, al mantener víncu-
los con unidades semánticas algo distintas, no llevarían a ac-
tivar en igual medida estas unidades de predicado. En cuanto 
a los objetos, bahía-de-cochinos compartiría más unidades con 
pearl-harbor que con FARC, por lo que la correspondencia 
entre los dos primeros elementos se vería favorecida (las al-
ternativas japón-venezuela o japón-cuba parecen tener iguales 
posibilidades). Sigue presente en LISA la idea de que mode-
lar el papel del factor semántico durante el establecimiento 
de correspondencias consiste en incorporar la influencia de 
similitudes de tipo general entre elementos proposicionales 
(predicados y objetos), considerados éstos de forma aislada 
con respecto a las proposiciones, los análogos y las analogías 
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de los que forman parte. La concepción persiste por otra 
parte en intentos más recientes por modelar el pensamiento 
analógico (e.g., la teoría del camino de correspondencias, de Sal-
vucci y Anderson, 2001; el programa DRAMA, de Eliasmith 
y Thagard, 2001; o el programa CAB, de Larkey & Love, 
2003).  
 
La crítica de la TPAN a la forma en que SME 
y ACME modelan el establecimiento de co-
rrespondencias 
  
La TPAN cree contar con una explicación para el hecho de 
que SME y ACME sean consideradas simulaciones relativa-
mente exitosas del establecimiento de correspondencias a 
pesar de que carecen, tal como pensamos junto a la TPAN, 
de algunas habilidades básicas para ejecutar este proceso. De 
acuerdo a la TPAN, SME y ACME logran productos com-
parables a los humanos en diversas tareas analógicas debido 
al estado de avance y estructuración ad hoc de las representa-
ciones de los análogos que reciben, y no, como puede erró-
neamente creerse, en virtud de contar con recursos para rea-
lizar analogías. Por ejemplo, dado que SME es incapaz de 
realizar la interpretación de la analogía de las FARC que 
atiende a las similitudes contextuales (véase la Figura 2), sus 
programadores se encargarían de presentar las proposiciones 
base y objetivo a emparejar de una forma "adecuada" para el 
sistema. El programa recibiría, por ejemplo, la proposición 
base "OPONER-MILITARMENTE (japón, estados uni-
dos)" y la proposición objetivo "OPONER-
MILITARMENTE (venezuela, estados unidos)", las que se-
rían equiparadas automáticamente por el programa. A su 
vez, las proposiciones a ser emparejadas les serían presenta-
das a los programas como siendo idénticas en términos for-
males. Por ejemplo, si el programador tuviese en mente in-
gresar una proposición base como “OPONER-
MILITARMENTE (japón, estados unidos, armas)”, debería 
suprimir en ésta el tercer argumento (armas). De otro modo, 
SME (lo mismo le ocurriría a ACME) sería incapaz de reali-
zar la analogía esperada (LISA supone un intento por super-
ar la restricción de n-ariedad; cf. Hummel & Holyoak, 1997). 
Es esta preconfiguración ad hoc de las representaciones ini-
ciales de los análogos lo que les permite a éstos alcanzar 
productos similares a los humanos, aún cuando no cuentan 
con habilidades para re-representar, conceptualizar similitu-
des contextuales, hacer un uso flexible de conceptos, etc. Pa-
ra Hofstadter y FARG (1995), el mayor problema de esta es-
trategia falaz de simulación es que el trabajo de estableci-
miento de correspondencias, una labor abierta que incluye 
análisis semánticos y pragmáticos complejos, queda reducido 
a un juego relativamente simple, consistente en aplicar unos 
principios mayormente formales a unas representaciones or-
ganizadas de acuerdo a las distinciones sintácticas por las 
que se guían precisamente los principios incorporados al 
programa.  
La crítica de la TPAN a SME y ACME no se refiere úni-
camente a la incapacidad de estos programas para re-
representar información a los efectos de dar con similitudes 
contextuales y tomar en base a ello decisiones de estableci-
miento de correspondencias, sino que apunta a una cuestión 
previa de mayor importancia. El trabajo de representación 
inicial de los análogos (construcción de representaciones) es 
una actividad esencial de la realización de analogías que suele 
marchar a la par del establecimiento de correspondencias, y 
que no es incluida en SME y ACME (tampoco en LISA). En 
efecto, estos programas tratan al establecimiento de corres-
pondencias como una tarea que trabaja sobre análogos bien 
definidos, en los que ha quedado demarcado, antes de ini-
ciado el proceso comparativo, cuál es la información a con-
siderar, así como bajo qué descripciones y tipificación formal 
(e.g., objetos, relaciones) deberá ser ésta considerada. Los 
sistemas no pueden agregar nueva información, ni re-
representar semántica o formalmente la existente. La TPAN 
considera en cambio al pensamiento analógico como un ca-
so de percepción de alto nivel (reserva el concepto de percepción de 
bajo nivel para los procesos sensoriales más básicos), en el que 
una situación (el análogo objetivo) es recortada dentro de un 
dominio (el dominio objetivo) y recibe una determinada or-
ganización conceptual y formal (representación) a partir de 
su contemplación en términos de la situación que le sirve 
como modelo (un análogo base recortado dentro de un do-
minio base), la que a su vez debe ser considerada (represen-
tada) de una forma particular para que pueda ser aplicada al 
análogo objetivo. La demarcación, dentro de los dominios 
en comparación, entre información relevante e irrelevante, 
su descripción semántica y clasificación formal, etc., son pa-
ra la TPAN en buena medida el producto del proceso com-
parativo, y no su punto de partida. De esta forma, el tipo de 
análogos con que suelen ser alimentados programas como 
SME y ACME son, para esta teoría, el output antes que el in-
put del proceso analógico. La tarea analógica es para la 
TPAN, en gran parte, un trabajo de construcción de repre-
sentaciones orientado a satisfacer los requisitos del estable-
cimiento de correspondencias. Supone la construcción de 
una estructura conceptual que permita describir a ambos 
análogos, la que no está inicialmente declarada y recortada 
en los dominios a comparar. Esta teoría considera que estas 
estructuras a ser construidas les son anticipadas a ACME y 
SME por sus programadores: a ACME a través de la plas-
mación de un mismo patrón formal en las representaciones 
de los análogos y de la provisión de información semántica o 
pragmática adicional, y a SME a través de la definición de 
análogos formal y semánticamente idénticos.  
La crítica de la TPAN no apunta, tal como malinterpre-
tan en nuestra opinión Forbus et al. (1998), a que los subpro-
cesos de construcción de representaciones y establecimiento 
de correspondencias no pueden ser distinguidos concep-
tualmente o incluso modelados en programas distintos, sino 
a que estos pasos mantienen una interacción tan fuerte que 
un estudio separado de los mismos, que no contemple su 
mutua influencia, conlleva el serio riesgo de desvirtuar nues-
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tra visión del pensamiento analógico. El peligro aumenta 
cuando se simula el establecimiento de correspondencias, tal 
como ocurre en los casos de SME y ACME, con representa-
ciones iniciales que no cabe concebirlas como construidas 
antes y separadamente del desarrollo del establecimiento de 
correspondencias. En situaciones de este tipo, el programa 
realiza el establecimiento de correspondencias a través de 
procesos diferentes a los que emplearía un ser humano fren-
te a “la misma analogía”, ya que se lo hace partir de repre-
sentaciones iniciales muy diferentes a aquellas de las que par-
tiría el ser humano. El siguiente ejemplo nos permitirá ilus-






Figura 3: A. Una metáfora de V. Wolf tratada por Gentner et al. (1988). B. Información proposicional contenida en la enunciación de la metáfora. C. Repre-
sentaciones de las que parte SME para interpretar la metáfora; las líneas punteadas y las cursivas indican inferencias generadas (adaptada de la figura de Gent-
ner et al, 1988, p. 173). 
 
Parte A. Metáfora: “She allowed life to waste like a tap left running” (Ella permitió que su vida se malgastase como quien deja correr un grifo) 
 
Parte B. Representación proposicional de la información que incluye el enunciado de la metáfora:  
DEJAR-CORRER (agente, grifo)                       ANÁLOGO BASE 
PERMITIR-MALGASTAR (ella, vida)              ANÁLOGO OBJETIVO 
 
Parte C. Representación proposicional de la información de la que parte SME para interpretar la metáfora 
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Gentner, Falkenhainer y Skorstad (1988) analizaron el 
procesamiento de la siguiente metáfora de Virginia Woolf 
(véase la Figura 3): “She allowed life to waste like a tap left 
running” (Ella permitió que su vida se malgastase como 
quien deja correr un grifo). (La TPE considera que ciertos 
tipos de metáforas pueden ser tratadas como si fueran ana-
logías; cf. Gentner et al., 2001). En términos estrictos, la in-
formación inicial de la que el programador debería hacer que 
partiera SME sería la siguiente: "PERMITIR-MALGASTAR 
(ella, vida)" (análogo objetivo), y "DEJAR-CORRER (agen-
te, grifo)" (análogo base). Sin embargo, los autores asumen 
que SME comienza con los siguientes conocimientos del 
análogo base (véase la Figura 3): a) el agua fluye desde un 
grifo hacia un desagüe y esto causa que el agua se pierda 
desde el grifo hacia el desagüe; y b) si ocurre también que un 
agente deja que tal flujo tenga lugar sin propósito alguno, 
eso conduce a que el agente malgaste el agua. Con respecto 
al análogo objetivo, quien hace la analogía sabe que: a) la vi-
da fluye desde el presente hacia pasado y esto causa que la 
vida se pierda desde el presente hacia el pasado; y b) que la 
protagonista está malgastando su vida. A partir de estas re-
presentaciones, quien hace la analogía inferiría que “ella está 
dejando fluir su vida, del presente al pasado, sin ningún pro-
pósito, y que esto la está conduciendo a malgastarla”.  
En contra de la idea de la TPE de que estas representa-
ciones constituyen el input del proceso de establecimiento de 
correspondencias, consideramos más sensato suponer que 
son el ouput de un desarrollo conjunto y concertado de los 
subprocesos de construcción de representaciones y estable-
cimiento de correspondencias. Por ejemplo, la descripción 
de la vida como “algo que fluye y se pierde desde el presente 
hacia el pasado” tiene toda la apariencia (nuestras considera-
ciones con respecto a cómo se interpreta esta metáfora son 
puramente especulativas y toman como referente las repre-
sentaciones que incluye la TPE) de estar destinada a lograr 
su equiparación con la descripción del agua como un ele-
mento que “fluye y se pierde desde el grifo hacia el desagüe” 
(esta descripción es por su parte el resultado de una elabora-
ción en el análogo base). La afirmación de que “un agente 
malgasta el agua” (análogo base) es postulada a partir del su-
puesto (también elaborado) de que el agente dejó abierto el 
grifo sin propósito, y su postulación parece responder a la bús-
queda de una contraparte para "ella malgastó su vida". Lo 
que queremos ilustrar con este ejemplo es que, en el co-
mienzo de un proceso de interpretación analógica, no siem-
pre está claro cuáles serán, en cada análogo, los hechos rele-
vantes, ni tampoco bajo qué descripciones semánticas y 
formales deberán ser considerados para lograr una interpre-
tación coherente de la analogía; la selección y la descripción 
de hechos parece resultar del proceso comparativo y no con-
sistir en cambio, tal como las trata la TPE, en su punto de 
partida. Si se considera una metáfora diferente como, por 
ejemplo, "ella dejaba que su vida se malgastase como quien 
pierde en el juego una fortuna heredada", la descripción de 
la vida “como algo que fluye y se pierde desde el presente 
hacia el pasado” muy probablemente no surgiría, y sí se ge-
neraría en cambio una descripción de la misma como, por 
decir algo, "un don que se arriesga irresponsablemente". De 
esta forma, diversas descripciones de "un mismo hecho" 
(e.g., la vida en “ella dejaba malgastar su vida”) pueden ser 
incluidos y destacados en un análogo de acuerdo a la analo-
gía propuesta, por lo que tratar a estos aspectos como in-
cluidos inicialmente en las representaciones de los análogos 
implica no advertir que su inclusión es un efecto del proceso 
comparativo. Supone no ver, por otra parte, que incluirlos 
en las representaciones iniciales de los análogos reduce el es-
tablecimiento de correspondencias a algo en lo que no con-
siste: el subproceso es tratado como una actividad que no in-
teractúa con el paso de construcción de representaciones, en 
tareas analógicas en las que claramente lo hace. 
Para la TPAN, la codificación “a mano” en que incurren 
la TPE y la TMR encubre una insuficiencia fundamental de 
programas como SME y ACME: estos programas carecen de 
toda capacidad para comprender los análogos y las analogías 
que realizan, ya que carecen por completo de conceptos y 
conocimientos. Dadas estas carencias, no pueden realizar el 
establecimiento de correspondencias y formular inferencias 
más que en virtud de la estrategia falaz de codificación a 
mano. Es importante aclarar que la crítica de la TPAN a es-
tos programas no guarda vínculo alguno con el conocido ar-
gumento de Searle (1980) de la habitación china, según el 
cual los programas computacionales están condenados por 
principio a la sintaxis sin tener acceso a la semántica, sino 
que es de filiación turingiana: la TPAN considera que estos 
programas no comprenden las analogías que realizan a partir 
de que no muestran conductas similares a las de los seres 
humanos frente a las misma tareas. 
Morrison y Dietrich (1995) han argumentado que la críti-
ca de la TPAN a SME cabría si SME pretendiese ser un pro-
grama capaz de simular el descubrimiento de analogías, pero 
en verdad SME sólo pretende simular la comprensión de 
analogías formuladas por otros (algo similar ha afirmado 
Boden, 1999). Morrison y Dietrich argumentan entonces que 
la separación entre la construcción de representaciones (de-
legada en el caso de SME al programador) y el estableci-
miento de correspondencias (realizado por el programa) es 
legítima: las representaciones de los análogos son presenta-
das, de forma organizada, por quien desarrolló la analogía, y 
quien la interpreta se limita a realizar el establecimiento de 
correspondencias a partir de ellas.    
Lo primero que debe señalarse es que, como admiten los 
mismos Morrison y Dietrich (1995), y en contra de lo que 
afirman Forbus et al. (1998), no está claro que la TPE haya 
presentado a SME como un programa que sólo es capaz de 
comprender analogías pero no de descubrirlas (véase, e.g., 
Gentner et al., 1997). Cabe indicar en segundo lugar que 
comprender una analogía puede suponer trabajos de cons-
trucción de representaciones tan complejos como los que 
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implica su descubrimiento (Desai, 1997), algo que hemos 
ejemplificado a partir de la metáfora de Virginia Wolf pre-
sentada. En tercer lugar, debemos decir que incluso para 
analogías en las que las representaciones de los análogos son 
presentadas de forma acabada por quien desarrolló la analo-
gía, la crítica de la TPAN a SME (y a ACME) conserva su 
valor: los programas no comprenden en absoluto las situa-
ciones y las analogías que se le exponen. Una forma sencilla 
de mostrar la absoluta falta de comprensión de estos pro-
gramas consiste en atender a las inferencias que generan. 
Supongamos que SME o ACME reciben un análogo base en 
el que se describe que “Japón atacó Pearl Harbor y que eso 
causó que Estados Unidos bombardeara Japón”. El análogo 
objetivo que recibe el programa contiene la descripción de 
un sólo hecho: “Hofstadter atacó la TPE”. Cualquiera de los 
dos programas (también LISA) formularía, de forma auto-
mática, la inferencia de que eso “causó que la TPE bombar-
deara [sic] a Hofstadter”. Los programas, carentes de toda 
comprensión conceptual, son incapaces de ejercer el más 
mínimo control inteligente a la hora de generar inferencias, 
por lo que formulan inferencias absurdas que no proponen 
en cambio las personas (Minervino, 1998; Minervino & 
Adrover, 2000). 
Forbus et al. (1998) han contestado a la crítica de la codi-
ficación a mano de la TPAN alegando que SME no siempre 
ha operado con representaciones provistas por sus progra-
madores, sino también con representaciones generadas por 
otros programas, los que cuentan con importantes bases de 
conocimientos (e.g., PHINEAS). Debemos señalar que ésta 
ha sido la excepción más que la norma y, más importante 
aún, que esta asociación entre SME con otros programas no 
ha supuesto, en ningún caso, la incorporación en SME de 
habilidades para la identificación de similitudes contextuales, 
re-representación, uso flexible de conceptos, etc., por lo que 
las representaciones recibidas desde otros programas han es-
tado tan bien estructuradas como cuando son brindadas de 
forma directa por los programadores. La cuestión en discu-
sión es si SME puede realizar analogías a partir de represen-
taciones mal estructuradas y no si recibe las representaciones 
por parte de un programador o desde otro sistema computa-
cional.     
 Entendemos que mientras se considere erróneamente 
que programas como SME y ACME simulan adecuadamente 
el establecimiento de correspondencias analógico y no se ad-
vierta la forma falaz en que lo hacen, pasarán desapercibidas 
las insuficiencias de la concepción teórica sobre la semántica 
que subyace a ellos.  
La TPAN ha implementado su enfoque alternativo del 
proceso analógico y el papel de la semántica en éste en di-
versos programas, entre los que se ha destacado Copycat 
(Mitchell, 1993). Este programa fue diseñado para resolver 
analogías en un micromundo conceptual  muy sencillo (e.g., 
“si abc se transformó en abd, ¿cómo haría usted para trans-
formar de la misma forma aabbcc?), el cual carece en verdad 
de interés intrínseco para sus propios autores (Hofstadter & 
FARG, 1995). Éstos afirman haber buscado no obstante que 
los mecanismos de Copycat sean representativos, al menos 
metafóricamente, de aquellos implicados en la resolución de 
analogías naturales, ausentes en programas como SME o 
ACME. Por razones de espacio, no podemos exponer y eva-
luar los alcances y límites de los programas de la TPAN. En 
este contexto, sólo nos interesa señalar que una estrategia 
empleada por la TMR (e.g., Burns & Holyoak, 1994) y la 
TPE (e.g., Forbus et al., 1998) para responder a las críticas de 
la TPAN a sus programas ha consistido en analizar las limi-
taciones de los programas de la TPAN. Consideramos que 
las críticas desarrolladas por la TPAN pueden ser evaluadas 
de forma independiente a cualquier juicio que se pueda reali-
zar respecto a los logros computacionales de esta teoría 
(muy modestos en nuestra opinión), tal como hemos inten-
tado hacerlo en este trabajo. Respecto a estos, sólo estamos 
en condiciones de afirmar que se hallan inspirados en una 
concepción más adecuada del papel de lo semántico en el es-
tablecimiento de correspondencias que aquella que guía al 
modelo estándar y que intenta evitar el modo falaz de simu-




El tratamiento que recibe el componente semántico por par-
te de teorías como la TPE y la TMR en sus modelos compu-
tacionales del establecimiento de correspondencias se reduce 
a dar lugar a la intervención de similitudes extra-
contextuales. Consideramos que este tratamiento es concep-
tualmente insuficiente, ya que la realización de analogías su-
pone con frecuencia la identificación de similitudes contex-
tuales. Compartimos con la TPAN la idea de que programas 
como SME y ACME carecen de habilidades fundamentales 
para la realización de analogías (algunas de ellas vinculadas a 
la posibilidad de detectar similitudes contextuales), tales co-
mo la capacidad para representar y re-representar análogos, 
hacer uso flexible de conceptos, etc., así como la idea de que 
el estilo de simulación que suponen estos programas no 
permite apreciar el alto grado de interacción que mantienen 
la construcción de representaciones y el establecimiento de 
correspondencias durante el proceso analógico. Nos ad-
herimos a la idea de la TPAN de que las incapacidades de 
SME y ACME remiten en definitiva a la completa carencia 
en estos sistemas de bases de conceptos y conocimientos, y 
que todas estas insuficiencias son salvadas por los progra-
madores de estos sistemas a través de una estrategia falaz de 
simulación, consistente en brindar representaciones dema-
siado avanzadas de los análogos, apropiadas para un conjun-
to de reglas (esencialmente formales) que se les ha incorpo-
rado a los programas. En nuestra opinión, a pesar de su ade-
cuación e importancia, las críticas de la TPAN no han sido 
debidamente comprendidas ni respondidas en el campo del 
pensamiento por analogía. 
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