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2.4.5 Spolupráca . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
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Abstract: The thesis describes the possibilities and issues of existing videoconfer-
encing systems. We focus on open-source solutions for group-to-group com-
munication especially the AccessGrid technology that utilizes the multicast
packet delivery method of multimedia content. We describe AccessGrid node
created for CIANT organization, which has been taken as a starting point
for defining the architecture of a videoconferencing system based exclusively
on open-source components, particularly Linux and related software. We ad-
dress issues related to firewalls and NAT traversal and provide a comparison of
various videoconference-related codecs and protocols. Finally, the text touches
the question of recording and archiving of conference sessions and provides
a new integrated recording application – StreamVNC. The tool allows users
to prepare their presentations using localhost recording facility which includes
AGVCR for recoding RTP packets, EVIC for grabbing the VNC display and
camera source and RAT as an audio encoder.
Keywords: AccessGrid, CIANT, RTP, MBone, VIC, RAT, VRVS, VNC, Videocon-





The dawn of videoconferencing technologies is tightly coupled with the invention
of television broadcast. Event NASA utilized two independent radio frequencies
as audio-visual signal carrier in both directions during their first space missions.
The market brought the first video-phones and video-conferencing services later
on. Thse services, however, mostly required purchase of inflexible devices. The
expansion of cheap videoconferencing systems was only possible when the fast digital
networks in the late eighties were introduced (for example 128Kbit/s ISDN services).
Later, in the early nineties, the progressive development of the Internet and it’s IP
protocol laid the foundations of flexible videoconferencing technologies. The world
of telecomunications lost their exclusive position in the field of multimedia
transmissions. More historical-related information is available in the literature
[51], [44].
TRANSLATE: V dobe vzniku tohto textu sa bežne stretávame s takzvanou
desktop-to-desktop komunikáciou: text messages exchange using common chat ap-
plications such as IRC, ICQ or Jabber, transmission of sound and image using appli-
cations such as Skype or MS NetMeeting, which even provide conferencing function-
ality among multiple users. There are, however, cases when these services simply
do not suffice, when groups become participants of a communication – so called
group-to-group communication. The differences appear immediatelly in increased
hardware and software demands. Each group usually makes use of multiple cameras
Figure 1.1: Videoconferencing system 1968. (source [51])
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and other vizualization tools. Sound quality within the conferencing rooms plays an
important role in this context. The participants have to deal with sound feedback
and other intrusive effects.
TRANSLATE: Nech už sa jedná o skupiny vedeckých pracovńıkov, členov rôznych
teamov ale aj o komunikáciu medzi vyučujúcimi a študentmi, the most important
issue always touches the simplicity, availability and affordability of the particular
technology. Nowadays, remote scientific workplaces as well as universities dispose of
high-speed computer networks. TRANSLATE: Ponúka sa teda možnost’ využit’ ex-
isting infrastructure for videoconferencing purposes as well. As an example we could
point out the Masaryk University in Brno, where this approach has been adopted in
the implementation of videoconferencing node called AccessGrid Point. The idea has
been further described in paper [24], where the authors E. Hladká and P. Holub refer
to the possibility of extension of computational grids1 using devices enabling virtual
meetings (videoconferences). This principle has also been popular among founders
of grid-related projects thus along with the grid infrastructure also the AccessGrid
network, composed of special videoconferencing rooms, has been developed. This
rooms have been equipped to facilitate distant high-quality collaboration.
Pre nás je podstatné, že okrem množstva komerčných aplikácíı existujú alter-
nat́ıvne riešenia založené na open-source nástrojoch. Hlavným problémom však os-
táva jednoduchost’ inštalácie a použ́ıvania. Videokonferenčné systémy majú obvykle
vyššie nároky na už́ıvatel’ov, správcov aj použitý hardvér. Vel’akrát je pre už́ıvatel’a
jednoduchšie zakúpit’ drahé zariadenie, ako prispôsobit’ open-source aplikáciu svo-
jim požiadavkom2.
V práci boli stanovené dva základné ciele:
1. Nájst’ spôsob, ako s využit́ım výhradne open-source technológíı vytvorit’ funkčný
videokonferenčný uzol pre group-to-group komunikáciu. Systém bude zamer-
aný na Unixové prostredie, konkrétne platformu Linux.
2. Poṕısat’ možnosti nahrávania, úpravy a zálohovania konferencie.
Ústredným bodom nášho záujmu bude technológia AccessGrid. Pokúsime sa ju
porovnat’ s inými dostupnými technológiami, poukázat’ na jej výhody a nevýhody a
ponúknut’ návod na jej budúce vylepšenie. Pomocou existujúcej videokonferenčnej
miestnosti pribĺıžime túto technológiu bežným už́ıvatel’om.
1Grid – distributed system which provides facilities to solve computationally complex problems
using parallel algorithms such as the problems concerning physics of high energies, astrophisics or
biology.




Zadanie tejto práce zámerne vylučuje využitie iného ako open-source software. Chceme
navrhnút’ vol’ne dostupný modifikovatel’ný systém a preto potrebujeme pŕıstup
k zdrojovým kódom všetkých použitých komponentov. Problémom komerčných
produktov však nie je iba cena, ale aj v obtiažnost’ portovania na nové platformy,
v našom pŕıpade na platformu Linux. (Samozrejme neuvažujeme rôzne formy emulá-
cie typu VMWare, či Wine). Ďaľsou nevýhodou uzavretých systémov sú uzavreté
protokoly, čo st’ažuje pridávanie a úpravu vlastnost́ı do existujúceho systému.
Našou snahou je teda využ́ıvat’ vhodné štandardy akými sú napŕıklad IETF1
protokoly. IETF je organizácia, ktorá sa zaoberá vývojom štandardov použ́ıvaných
v rámci internetu. Členstvo v tejto organizácii je dobrovol’né a celý štandardizačný
proces prebieha verejne. Množstvo informácíı môžeme čerpat’ z tzv. RFC2 dokumen-
tov, ktoré vznikli za prispenia komunity a odborńıkov zo špecifických oblast́ı podl’a
zamerania daného dokumentu. Z RFC budeme čerpat’ napr. informácie o spôsobe
prenosu obrazu a zvuku nad protokolom IP.
Napriek všetkým nevýhodám uzavretých technológíı sa necháme inšpirovat’ ich
vlastnost’ami. Poskytnú nám cenné informácie o použitel’nosti a ergonómii. Pro-
dukty akými sú VRVS [13], či InSORS sú dokonca priamo vystavané na základoch
vol’ne dostupných komponentov (napr. MBone tools). Môžeme tak priamo využit’
niektoré ich časti vo vlastnom projekte.
Nakoniec, ako uvádza [50], si muśıme uvedomit’, že požiadavky na videokonfer-
enčný systém, ktoré má vedecká komunita sa budú ĺı̌sit’ od požiadaviek komerčného
sektora.
V krátkosti poṕı̌seme niekol’ko vybraných aplikácíı, pričom spomenieme vždy
ich najdôležiteǰsie výhody a nevýhody.Nasledujúci výber je založený na osobných
skúsenostiach a preferenciách autora, samozrejme s ohl’adom na praktickú použitel’nost’.
1Internet Engineering Task Force
2Request For Comments
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1 Uzol sa pripojí na superuzol.
2 Uzol a superuzol detekujú NAT/Firewall.
3 Uzol sa pripojí na login server.
4 Login server autentifikuje užívateľa.
5 V prípade úspešnej autentifikácie, vráti login server zoznam kontaktov.
6 V závislosti na prenosovej kapacite sa môže uzol stať novým superuzlom.
CALL
7 Uzol žiada od superuzla informácie o pripojených užívateľoch.
8 Najskôr lokálne vyhľadávanie, v prípade neúspechu kontaktuje ďalší supernode.
9 Uzly komunikujú prostredníctvom zašifrovaného spojenia.
node
9
Figure 2.1: Architektúra systému Skype.
2.2 Vybrané komerčné systémy
2.2.1 Skype
Systém Skype sme vybrali ako zástupcu komerčne úspešného a masovo použ́ıvaného
systému s jednoduchou inštaláciou a obsluhou.
Obrázok 2.1 znázorňuje spôsob komunikácie medzi uzlami v sieti Skype. Uzly
umiestnené za siet’ovým firewallom komunikujú s okolitým svetom prostredńıctvom
tzv. superuzlov3. Prihlasovanie do siete sa uskutočňuje pomocou login servera. Po
úspešnej autentifikácii sprostredkujú superuzly multimediálny prenos medzi koncov-
ými klientmi. Nadväzovanie spojenia prebieha tak, že klient postupne kontaktuje
najbližšie superuzly, ktoré rekurźıvne kontaktujú svojich susedov až pokial’ nie je
známa trasa k volanému klientovi. Výsledné smerovanie multimediálnych paketov
je zabezpečené na aplikačnej úrovni (podl’a modelu ISO/OSI) a využ́ıva sa decen-
tralizovaná povaha siete Skype.
Spomı́naná závislost’ na superuzloch je priamo spojená s uzavretost’ou protokolu
Skype. Ako vid́ıme na obrázku 2.1, klient, ktorý disponuje dostatočne rýchlym
pripojeńım a vlastnou IP adresou, sa meńı na tzv. superuzol. Ako uvádza zdroj [35],
pokial’ by existovali alternat́ıvne rozhrania, mohli by takéto aplikácie zabraňovat’
vzniku superuzlov, čo by sa následne odrazilo na celkovej kvalite prenosu v celej
sieti Skype. Autori preto nemajú záujem na zverejňovańı svojho protokolu.
Automatický vznik superuzlov vedie k využ́ıvaniu prenosovej kapacity bez vedo-
mia vlastńıka siete. Problém sa prejav́ı pri spoplatnenom objeme prenesených dát,
3V d’aľsom texte uvid́ıme ešte iné pŕıstupy k riešeniu problémov spojených s firewallmi
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v Českej Republike napr. v sieti rozvodov káblovej telev́ızie a internetu UPC alebo
s pripojeńım ADSL.
Výhody
- Jednoduchá inštalácia a obsluha.
- Distribuovaná povaha aplikácie umožňuje prekonat’ NAT/firewall pomocou
siete superuzlov (obrázok 2.1).
- Aplikácia je v súčasnosti zdarma, poskytovatel’ umožňuje aj telefonické hovory
do komerčných siet́ı.
- Aplikácia je k dispoźıcii pre platformy Windows, Mac, Linux a Pocket PC.
- Možnost’ uskutočnit’ videokonferencie pomocou d’aľśıch modulov – text, audio,
video, selekt́ıvne zdiel’anie pracovnej plochy.
- Komunikácia medzi uzlami je šifrovaná. Výmena kl’účov je zabezpečná pomo-
cou 2048-bit RSA šifry a samotný prenos využ́ıva 256-bit AES.
Neýhody
- Uzavretý protokol.
- Rozhranie pre platformu Linux zatial’ vo verzii 1.3.0.53 neumožňuje prenos
obrazu.
- Vznik superuzlov, využ́ıvanie prenosovej kapacity bez vedomia vlastńıka siete.
- Aplikácia neumožňuje ovplyvňovat’ kvalitu prenosu priamo, nastavenie pre-
bieha automaticky.
- Systém nie je možné použ́ıvat’ bez internetového pripojenia (napr. v izolovanej
sieti LAN). Vždy je nutné kontaktovat’ Login server (obrázok 2.1).
2.2.2 Adobe Flash
Technológia Flash vzhl’adom na svoje rozš́ırenie vo väčšine súčasných internetových
prehliadačov môže ponúknut’ spôsob ako dopravit’ videokonferenčné riešenie k už́ı-
vatel’ovi bez nutnosti inštalácie. Najnovšia verzia Flash 9 je dostupná pre platformy
Windows, Mac a Linux, staršie verzie existujú pre platformy Solaris, HP-UX, BeOS
a d’aľsie. Ako pŕıklad videokonferenčných riešeńı postavených na tejto technológii













Figure 2.2: Architektúra Flash Media Server.
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Na obrázku 2.2 je znázornená centralizovaná povaha systému. Predpokladá sa,
že centrálny prvok Flash Media Server disponuje verejnou IP adresou, a dosta-
točne rýchlym pripojeńım aby zvládla spracovat’ komunikáciu pripojených klientov
(na obrázku označených ako ”node“). Takto centralizovaná architektúra umožňuje
prekonávat’ NAT/firewall, pretože dokáže v krajnom pŕıpade zabalit’ komunikáciu
do TCP paketov.
Prenos multimediálnych paketov zabezpečuje proprietárny Real Time Messaging
Protocol (RTMP4). Pretože neexistuje vol’ne dostupná špecifikácia RTMP, vznikol
open-source projekt Red5 [18], ktorý pomocou reverse engineeringu5 implementuje
jeho podstatnú čast’ [2]. Protokol RTMP využ́ıva UDP port 1935 a v pŕıpade bloko-
vania tunel cez TCP port 80 (HTTP).
Výhody
- Technológia dostupná pre rôzne platformy.
- Pokial’ odhliadneme od nutnosti inštalovat’ samotný internetový prehliadač
a flash-plugin, nevyžadujú d’aľsie aplikácie žiadnu inštaláciu. Komunikácia
prebieha priamo z internetového prehliadača.
- Jednoduché nastavenie a kalibrácia kamery a mikrofónu.
- Ďaľsie vlastnosti, ktoré uvádza výrobca, ako napr. komunikácia cez SSL, vy-
važovanie zát’aže, QoS.
- Množstvo open-source projektov súvisiacich s technológiou flash [15].
Neýhody
- Systém je určený pre relat́ıvne malé konferencie vzhl’adom na vyššie hard-
warové nároky samotnéhu flash-pluginu v porovnańı napr. s VRVS alebo Ac-
cessGridom popisovaných neskôr v tomto texte.
- Zatial’ neexistuje plnohodnotná open-source implementácia ani iná nat́ıvna
implementácia pre architektúry x86-64, PowerPC, ARM.
- Závislost’ na reverse engineeringu.
2.2.3 InSORS
Riešenie InSORS IG2 je postavené na technológii MBone o ktorej budeme hovorit’ v
d’aľśıch kapitolách v súvislosti s AccessGridom (kapitola 2.3.2). InSORS prináša in-
tegrované prostredie, ktoré zahŕňa softwarové aj hardwarové komponenty. Zákazńık
tak môže źıskat’ vyladený videokonferenčný systém, ktorý je ale zatial’ dostupný iba
pre platformu Windows.
Podobne ako v pŕıpade AccessGridu, prebieha komunikácia bud’ prostredńıctvom
multicastovej siete, alebo pomocou premosteńı z unicastovej siete (obrázok 2.3).
Systém disponuje nástrojom IG Recorder, ktorý umožňuje okrem zvuku a obrazu
nahrávat’ zdiel’ané prezentácie. Záznamy z konferencíı je možné zároveň prehrat’
v prebiehajúcej videokonferencíı.
4Nezamieňat’ s Routing Table Maintenance Protocolom z rodiny AppleTalk.
5Autori označujú tento akt ako
”
discovery through observation“.
















Figure 2.3: Architektúra systému s použit́ım multicastovej siete.
Výhody
- Nahrávanie zdiel’aných konferencíı a prezentácíı.
- Integrované prostredie – možnost’ zakúpit’ zároveň software aj hardware.
- Integrácia s ostatnými VoIP technológiami, premostenie systémov H.323 a
AccessGrid.
- InSORS využ́ıva otvorené štandardy ako napr. kodeky H.261, H.263, H.264
(kapitoly 4.2.2, 4.2.3, 4.2.4). Prenos multimediálnych dát je riešený pomocou
protokolu RTP (kapitola 3.2.1).
Neýhody
- Aplikácia je k dispoźıcii jedine pre platformu Windows.
- Videokonferencia pomocou InSORS je spoplatnená.
2.2.4 VRVS + EVO
Posledným zástupcom komerčných videokonferenčných riešeńı, ktorý v tejto práci
poṕı̌seme, je Virtual Rooms Videoconferencing Systems (VRVS) a jeho následńık
EVO. VRVS je distribuovaný systém určený pre komunikáciu v reálnom čase pŕıs-
tupný cez webové už́ıvatel’ské rozhranie, ktoré využ́ıva platformovo závislé apliká-
cie na strane klienta. Ide o upravené verzie MBone nástrojov akými sú napr. VIC
(kapitola 7.5.2) a RAT (kapitola 7.5.3) z projektu OpenMash (kapitola 7.5.1). Ďaľsie
komponenty, ako napr. premostenia pre softwarové alebo hardwarové H.323 klienty,
použ́ıvajú technológiu Java.
VRVS disponuje siet’ou reflektorov – serverov rozmiestnených na rôznych mies-
tach sveta, ktoré sprostredkovávajú komunikáciu medzi VRVS klientmi. Špeciálnym
pŕıpadom takéhoto reflektoru je VRVS-AG Reflector, ktorý umožňuje komuniko-
vat’ s uzlami AccessGridu. Nezálež́ı, či klient disponuje unicast alebo multicast
pripojeńım, VRVS transparentne premost’uje technológie AccessGrid, QuickTime a
H.323.
Monitorovanie stavu VRVS siete umožňuje upravená verzia systému MonaLisa6.
Jeho grafické rozhranie vid́ıme na obrázku 2.4. Vl’avo je na svetovej mape zná-
zornená siet’ reflektorov umiestnených v Európe, vpravo je tá istá siet’ znázornená
vo forme prehl’adného grafu.
6Moitoring Agents using a Large Integrated Services Architecture
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Figure 2.4: Monitorovanie distribuovaného systému VRVS reflektorov pomocou ap-
likácie MonaLisa.
Zauj́ımavou funkciou, ktorá minimalizuje nároky na prenosovú kapacitu, je funk-
cia ”Voice Switched mode“. Autori VRVSV uvádzajú v publikácii [13] nasledujúci
pŕıklad:
Pŕıklad: Garantovaná kapacita siete je 1024Kbit/s. Videokonferencie sa
zúčastňuje 15 partnerov. Každý vysiela kvalitný obraz (s datovými tokmi
okolo 800Kbit/s). Kapacita siete by teda mala byt’ aspoň 12Mbit/s:
Počet účastńıkov x 800 Kbit/s + 64Kbit/s (minimálny audio tok) = =
(15 x 800 + 64) Kbit/s = 12064Kbit/s.
Riešenie: Použijeme ”Voice Switched“ mode, takže vytvoŕıme požiadavku
na VRVS reflektor, aby posielal len video tok od toho partnera, ktorý
práve rozpráva. Splneńım tejto požiadavky dosiahneme obmedzenie toku
na úroveň:
1 x 800Kbit/s (video) + 64Kbit/s (audio) = 864Kbit/s.
Podobne ako InSORS a AccessGrid, podporuje VRVS aj nahrávanie konferen-
cíı. To však prebieha na strane servera, kde poverený operátor manuálne ovláda
nahrávanie RTP paketov z vybranej virtuálnej miestnosti.
Aj ked’ ide o komerčný projekt California Institute of Technology, je systém
dostupný zdarma pre vedeckú komunitu. Rozširovanie siete VRVS reflektorov je
spravované autormi systému. Po splneńı kritéríı môže záujemca poskytovat’ svoj
vlastný reflektor pripojený do VRVS siete. Už́ıvatelia sú združeńı do skuṕın podl’a
oblasti záujmu, tzv. VRVS komunity (Internet2, SLOVAKIA. . . )
V septembri 2003, bola otvorená Slovenská akademická videokonferenčná siet’,
ktorá je k dispoźıcíı všetkým univerzitám, výskumným ústavom SAV a vládnym
organizáciám pripojených na optickú siet’ SANET (Association of users of Slovak
Academic data NETwork). Vznikol tak priestor pre experimentálne projekty ako
napr. otvorené alebo dǐstančné vzdelávanie.
Nasledovńıkom VRVS sa má v bĺızkej budúcnosti stat’ aplikácia EVO. Rozhranie
je vytvorené v Jave a oproti VRVS podporuje navyše: Instant Messaging, Private
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Meetings (videokonferencia bez virtuálnej miestnosti), kryptovanie textových správ,
výmenu súborov atd’. Aplikácia je tiež multiplatformná.
Výhody
- Dostupnost’ priamo z webového rozhrania – automatická inštalácia.
- Integrovaný systém rezervácie virtuálnych miestnost́ı.
- P2P-siet’ reflektorov.
- Premostenie rozdielnych technológíı.
- Monitorovanie stavu siete.
- Voice Switched mode.
Neýhody
- Nutná výstavba siete reflektorov.
- Už́ıvatel’ muśı inštalovat’ Javu, potvrdzovat’ certifikáty.
2.3 Vybrané vol’ne dostupné systémy
2.3.1 VoIP riešenia
Z tejto kategórie vyberieme nasledujúce aplikácie: Linphone, Ekiga, Wengo-
phone a Asterisk. Všetky existujú pre plaformy Windows aj Linux, sú dostupné
pod licenciou GPL7, podporujú protokol SIP, pŕıpadne H.323 (kapitola 3.3).
Aplikácia Linphone umožňuje iba prenos zvuku. Ekiga a Wengophone využ́ıvajú
pripojenú webkameru na prenos obrazu. Navyše poskytujú pre nových už́ıvatel’ov
bezplatný SIP účet username@ekiga.net resp. username@voip.wengo.fr. Wengo-
phone dokonca poskytuje kredit pre volanie do pevnej a mobilnej telefónnej siete,
pŕıpadne prepája hovory priamo na SIP účet. Podporuje aj posielanie SMS správ.
Prenos obrazu je v oboch aplikáciách vo vel’kosti CIF (obrázok 2.7), každý uzol
môže odosielat’ iba jeden obrazový a jeden zvukový dátový tok, čo znevýhodňuje
nasadenie týchto aplikácíı pre účely rozsiahlej videokonferencie, naopak postačuje
pre účely desktop-to-desktop komunikácie.
Okrem SIP a H.323 klientov by sme radi spomenuli software určený pre chod
telefónej ústredne (PBX). Asterisk podporuje prenos zvuku pomocou niekol’kých
protoklov (IAX2, SIP, H.323), voicemail, adresárové služby, konferenčné hovory,
odkazovač, prij́ımanie spojeńı čakajúcich vo fronte a d’aľsie . . . . Design protokolu
IAX2 umožňuje prekonávat’ problémy s NAT/firewallmi. Protokol SIP tiež pod-
poruje preposielanie multimediálnych paketov cez tzv. STUN proxy server (napr.
stun.ekiga.net). Nie je však natol’ko úspešný ako práve IAX2.
Výhody
- Existencia pre rôzne platformy, open-source, SIP je IETF štandard. IAX2 je
vo fáze návrhu (IETF Internet-Draft [56]).
- Jednoduchá inštalácia a použ́ıvanie.
7General Public License ⇒ open-source
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- Design IAX2 a STUN server pre SIP riešia problémy s NAT/firewallom.
- Integrácia s telefónnymi linkami.
- Kvalitné a efekt́ıvne kodeky ako napr. Speex.
- Vstavané odstaňovanie spätnej väzby.
- Pre Asterisk existuje špeciálna distribúcia Linuxu, dokonca aj vo formáte
VMWare appliance.
Neýhody
- Riešenia primárne určené pre telefonovanie.
- Fixná vel’kost’ obrazu CIF a fixný počet dátových tokov obmedzuje použitie
na desktop-to-desktop komunikáciu. Je to však problém konkrétnej implemen-
tácie, nie architektúry.
- Kombinácia rôznych SIP klientov častokrát vedie k chybám pri spojovańı a
komunikácii – vol’ba nesprávneho kodeku, rozdielne implementácie protokolov.
2.3.2 AccessGrid
Ciel’om projektu AccessGrid (AG) je umožnit’ čo najprirodzeneǰsiu interakciu medzi
účastńıkmi konferencie s využit́ım existujúcej siet’ovej infraštruktúry. Tento ro-
bustný nástoj pozostáva zo sady softwarových a hardwarových komponentov škálo-
vatel’ných na mieru potrebám videokonferencie, od komunikácie medzi jednotlivcami
až po celé skupiny.
Po softwarovej stránke tu môžeme nájst’ komponenty určené na prenos obrazu,
zvuku, zdiel’anie prezentácíı, vizualizačné a riadiace programy. Pre konferenciu
prostredńıctvom AG je obvykle vyhradená špeciálna miestnost’, čo umožňuje zabezpečit’
kvalitnú komunikáciu aj pri vel’kom počte účastńıkov. Technológia AG je priamo
navrhnutá pre spoluprácu medzi skupinami vedcov, kde prezentácia a vizualizácia
výsledkov výskumu vyžaduje viac projekčnej techniky, kamier, náročneǰsie spracov-
ánie zvuku, a teda aj väčšie množstvo výpočtovej techniky potrebnej pre kódovanie
zvuku a obrazu.
Obvykle takúto miestnost’ označujeme ako uzol AccessGridu (AG node). Obrá-
zok 2.5 znázorňuje pŕıklad typickej architektúry AG node. Hned’ na prvý pohl’ad
si môžeme všimnút’ distribuovanú povahu celého systému. Na obrázku sú znázor-
nené štyri oddelené poč́ıtače – Display Computer, Video Capture Computer, Audio
Capture Computer a Control Computer. Po softwarovej stránke je AG zložený
z komponentov VenueServer, VenueClient, NodeManager, NodeService a Bridge.
Venue server predstavuje virtuálnu miestost’, v ktorej sa nachádzajú účastńıci kon-
ferencie. Obsahuje súbory určené pre stiahnutie zdiel’anými aplikáciami. Na Venue-
Server sa klienti pripájajú pomocou svojich VenueClientov, kde sa každý účastńık
autentifikuje pomocou certifikátu8. NodeManager umožňuje ovládat’ distribuované
prvky systému, zaṕınat’ a vyṕınat’ streamovacie služby. To sa deje prostredńıctvom
NodeService – služieb spájajúcich oddelený hardware do distribuovaného systému,
8O certifikát muśı účastńık dopredu požiadat’ certifikačnú autoritu. K tomuto účelu slúži
špeciálny nástroj pomenovaný
”
Certificate Request Tool“. V pŕıpade nutnosti je možné použit’
anonymný certifikát.
























Figure 2.5: Typická architektúra AccessGridu. (zdroje [24][8])
ktorý komunikuje pomocou XML-RPC. Posledným komponentom je Bridge, ktorý
je určený na spostredkovanie služby pre účastnikov bez multicastovej siete.
V porovnańı s ostatnými technológiami sa môže zdat’ AG ako pŕılǐs zložitý
systém. Kvalitný zážitok z videokonferencie za účasti vel’kého počtu osôb, však
vyžaduje viac invest́ıcíı do zariadenia miestnosti. Obraz je na rozdiel od monitoru
zobrazovaný na projekčné plátno niekol’kými projektormi.
Výhody
- Škálovatel’né riešenie podl’a vel’kosti konferencie.
- Množstvo zdiel’aných aplikácíı a iných nástrojov.
- Vysoká kvalita obrazu a zvuku.
- Možnost’ prenosu prostredńıctvom unicast aj multicast siete.
- Multiplatformnost’: Linux, Windows, MacOS X, FreeBSD
Neýhody
- Architektúra vyžaduje rýchle siet’ové pripojenie.
- Bežný už́ıvatel’ môže mat’ problémy pri inštalácii a nastaveńı AG.
- Vyššie nároky na priestor a vyššie finančné náklady na nákup potrebného
hardware.
- Problémy s multicastovým pripojeńım.
- Problémy s prekonávańım NAT.
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2.4 Požiadavky a parametre zvoleného riešenia
Predchádzajúci výber aplikácíı nebol náhodný. Z komerčných riešeńı sme vybrali
Skype pre jeho masové rozš́ırenie v oblasti IP telefonie a jeho schopnost’ prekoná-
vat’ NAT/firewall pomocou distribuovaného systému superuzlov. Adobe Flash sme
vybrali pre jeho dostupnost’ vo väčšine internetových prehliadačov a jednoduchost’
inštalácie. InSORS nás oslovil spôsobom, ktorým využ́ıva technológiu MBone a
d’aľsie otvorené štandardy, ktoré ponúka v l’ahko ovládatel’nom baĺıku s možnost’ou
zakúpenia spolu so špecializovaným hardwarom. Systém VRVS je pre nás pŕıkladom
aplikácie spustitel’nej priamo z webu (teda bez nutnosti inštalácie) a pŕıkladom
distribuovanej siete reflektorov monitorovaných systémom MonaLisa (obrázok 2.4).
Z nekomerčných aplikácíı sme vybrali Wengophone a Ekigu ako zástupcov SIP a
H.323 a AccessGrid ako zástupcu robustného open-source videokonferenčného rieše-
nia.
Ciel’om nasledujúceho textu je definovat’ zoznam požiadaviek, ktoré kladieme
na výsledný systém na základe skúsenost́ı z existujúcich videokonferencčných riešeńı.
V skutočnosti nemuśı existovat’ systém, ktorý by vyhovoval všetkým požiadavkom,
stač́ı ak sa tomuto ideálu pribĺıži.
2.4.1 Základné požiadavky
Škálovatel’nost’: Architektúra videokonferenčného systému by mala byt’ dosta-
točne flexibilná na to, aby umožňovala zároveň komunikáciu medzi vel’kým aj malým
počtom účastńıkov, tým sa otvoria možnosti nasadenia v organizáciách nezávisle
na ich vel’kosti. Vel’ké organizácie budú mat’ možnost’ nasadit’ distribuovanú verziu
systému, zatial’ čo malé organizácie vystačia so základným nastavańım. Pŕılǐs za-
t’ažený systém by mal byt’ jednoducho rozš́ıritel’ný o nové hardwarové kompo-
nenty. Túto myšlienku by sme mohli rozvinút’ až tak d’aleko, že budeme uvažovat’
o vytvoreńı virtuálnej univerzity s množstvom simultánne prebiehajúcich prednášok.
Bezpečnost’: Umožnit’ šifrovanú komunikáciu v rámci konferencie. V ideálnom
pŕıpade úplné šifrovanie všetkých správ. Možnost’ vol’by miery zabezpečenia. Ďaľsou
funkčnost’ou môže byt’ autentifikácia a autorizácia účastńıkov tak, aby mali pŕıstup
do vybranej podmnožiny prebiehajúcich konferencíı. V pŕıpade bezpečnosti budeme
taktiež požadovat’, aby dátové prenosy nemohli byt’ modifikované neznámimi sub-
jektmi (integrita). Pre niektoré organizácie býva práve táto požiadavka kl’účová.
Dostupnost’: Hlavne vyriešenie problémov spojených s firewallmi, NAT a proxy
servermi. Množstvo klientov sa nachádza za istou formou NAT kvôli problémom
adresovania v IPv4 sieti. Siet’ býva navyše obohatená o firewall, pŕıpadne rôzne
formy tzv. transparent proxy. Dokonalý prechod cez všetky siet’ové prekážky by bol
vel’mi komplikovaný, ale systém by mal poč́ıtat’ aspoň s najbežneǰśımi problémami,
hlavne NAT.
Modifikovatel’nost’: Možnost’ zmeny komponentov systému.





























Figure 2.6: Dôsledky oneskorenia zvuku podl’a ITU-T G.114 [29].
Stabilita: Stabilita v čase. Systém by mal byt’ schopný bežat’ nepretržite bez
pádu. V pŕıpade poruchy by mal zanechat’ konzistentnú množinu dát.
Prenosová kapacita: Úspech videokonferencie výrazne záviśı na rýchlosti siete,
ktorou účastńıci disponujú.
One-way Latency: Jednosmerná reakčná odozva je doba medzi odoslańım paketu
na strane odosielatel’a a prijat́ım paketu na strane pŕıjemcu. V d’aľsom texte nás
bude hlavne zauj́ımat’ hodnota Round-trip Latency.
Round-trip Latency: Túto veličinu definujeme ako dobu medzi odoslańım poži-
adavku a prijat́ım odpovede (≈ 2 × onewaylatency). V texte ju budeme použ́ıvat’
pod názvom Reakčná odozva resp. Latency. V literatúre [29] sa uvádza, že
v pŕıpade zvuku by nemala presahovat’ 300ms, inak si účastńıci rozhovoru prestá-
vajú rozumiet’. Znázorňuje to aj obrázok 2.6. V pŕıpade prenosu obrazu môže byt’
táto hodnota bez problémov niekol’konásobne väčšia. V multimediálnej komunikácii
preto uprednostńıme nespol’ahlivé nepotvrdzované doručovanie tzv. Unreliable
Unicast/Multicast. Doručovanie pomocou UDP pred TCP.
Jitter: Rozptyl reakčnej odozvy definujeme ako zmenu reakčnej odozvy v čase.
Garancia maximálnej hodnoty pre jitter umožňuje odhadnút’ vel’kosti bufferov. Použi-
tie bufferov je však obmedzené celkovou latenciou.
Hardwarové nároky: Zamýšl’aný systém bude spracovávat’ desiatky nezávislých
dátových tokov. Použité kodeky musia byt’ v tom pŕıpade nenáročné na výpočtový
výkon. Hardwarovo náročné procesy môžu zhoršit’ reakčnú odozvu systému. Tento
problém sa týka hlavne spracovania obrazu.




















Figure 2.7: Porovnanie rôznych vel’kost́ı obrazu.
Štandardy: Budeme použ́ıvat’ štandardizované komunikačné protokoly a kodeky.
Táto požiadavka plynie už z nášho zámeru pož́ıvat’ jedine open-source software. Pre
prenos multimediálnych paketov tak prichádza do úvahy protokol RTP (kapitola
3.2.1).
Dostupnost’ pre rôzne platformy: Umožnit’ sledovanie konferencie minimálne
na systémoch Linux a Windows.
2.4.2 Obraz
Vel’kost obrazu: Systém by mal umožnit’ vol’bu vel’kost́ı obrazu. Mysĺıme tým
hlavne rozdiely medzi sńımańım vel’kej miestnosti s množstvom účastńıkov oproti
detailnému sńımaniu tváre. Predpokladáme, že jednotlivé obrazové toky budeme zo-
brazovat’ na vel’ké projekčné plátno pomocou data-projektora, preto doporučujeme
použit’ aspoň formát D1 PAL 720x576 (vid’ obrázok 2.7). Implicitným formátom
väčšiny súčasných videokonferenčných systémov býva totiž formát CIF 352x288 resp.
352x240 (vid’ obrázok 2.7). Toto obmedzenie sa týka hlavne použitého kodeku H.261
(pozri kap. 4.2.2).
Popisované systémy Skype a Flash (kap. 2.2.1, 2.2.2) pracujú s fixnou vel’kost’ou
obrazu. Výhodou je jednoduchšia implementácia a ovládanie zo strany už́ıvatel’a.
Naopak systémy AccessGrid, InSORS a VRVS (kap. 2.3.2, 2.2.3, 2.2.4) dávajú
možnost’ vol’by na úkor jednoduchosti.
Kódovanie pohybu: Obraz z miestnosti, kde prebieha konferencia, može mat’
statickú alebo dynamickú povahu, čo by sme mali zohl’adnit’ aj pri vol’be vhodného
kodeku. Za statický obraz v tomto pŕıpade pokladáme napr. skupinu sediacich
l’ud́ı, ktoŕı sú sńımańı kamerou z niekol’kometrovej vzdialenosti pri konštantných
svetelných podmienkach. Pŕıkladom dynamického obrazu môže byt’ napr. jedna
osoba sńımaná z bĺızka, pŕıpadne množstvo pohyblivých objektov. Slabé osvetlenie
navyše spôsobuje nárast dátového toku, pretože kamery pridávajú do obrazu rôzne
artefakty.
Kvalita obrazu: Pokial’ nám ide o komunikáciu medzi jednotlivcami, ktoŕı navyše
disponujú prenosovou kapacitou menšou ako 1Mbit/s, prirodzene nám postač́ı nižšia
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kvalita obrazu ako v pŕıpade rozsiahlej konferencie, kde obvykle vyžadujeme aspoň
10 Mbit/s. V pŕıpade požiadavku na prenosy vo vysokej kvalite muśıme poč́ıtat’
dokonca s kapacitou 25Mbit/s pre jeden dátový tok (komprimované video vo formáte
HDV). Rozpracovanie tejto problematiky je možné nájst’ napr. v článku [25].
2.4.3 Zvuk
Kvalita zvuku: Na kvalitu zvuku kladieme vyššie nároky než na kvalitu obrazu.
Človek je ovel’a citliveǰśı na drobné výpadky zvuku ako na úplnú absenciu obrazu.
(V kapitole 3.2.1, pojednávame o protokole RTP, ktorý práve z tohto dôvodu použ́ıva
oddelené UDP porty pre prenos zvuku a obrazu). Pokial’ chceme prenášat’ reč
a nezauj́ıma nás prenos hudby v najvyššej kvalite, vystač́ıme s frekvenciou okolo
8000Hz. Najväčš́ım nepriatel’om pre nás bude latency (reakčná odozva) resp. jitter
(rozptyl reakčnej odozvy).
Problém spätnej väzby: V podmienkach ozvučenej miestnosti sa muśı systém
vyrovnat’ so vznikom spätnej väzby a inými nevhodnými zvukovými efektmi. Pot-
lačenie ozveny má vyššiu prioritu ako samotná kvalita zvukového signálu.
2.4.4 Prezentácia/Vizualizácia
Podporované formáty: Od poskytovatel’a videokonferenčnej technológie sa očakáva,
že bude v maximálnej miere vychádzat’ v ústrety účastńıkom a podporovat’ široké
portfólio formátov. V ideálnom pŕıpade by účastńıci nemali byt’ obmedzovańı pri
výbere formátu, ktorý chcú prezentovat’. V reálnom svete však muśı poskytovatel’
definovat’ zoznam podporovaných formátov a oboznámit’ s ńım všetkých zaintereso-
vaných účastńıkov s dostatočným predstihom.
Video sekvencie: Mali by sme podporovat’ rôzne kodeky a vel’kosti od súborov
s desiatkami MiB až po video uložené vo formáte DVD. Typickým požiadavkom
už́ıvatel’a môže byt’ spustenie video sekvenice, ktorú je možné ovládat’ minimálne
tlač́ıtkom PLAY/PAUSE.
Automatické konverzie medzi video formátmi zvládajú napr. nástroje FFMPEG,
MPlayer a VLC. Zvukové súbory môžeme konvertovat’ pomocou nástroja sox. Pre
interakt́ıvnu úpravu zvuku je vhodná aplikácia Audacity, v pŕıpade obrazu poslúži
napr. Avidemux.
Prezentácia vo forme statických sńımkov: Obvyklým formátom pre pŕıpravu
prezentácie bývajú formáty PDF a PPT. V našom riešeńı budeme uprednostňovat’
formát PDF. Účastńıci videokonferencie budú totiž núteńı vypustit’ videosekvencie
a animované prechody medzi sńımkami zo svojich prezentácíı. Zmenš́ı sa tak objem
prenesených dát aj zát’až procesoru.
Účastńıci, ktoŕı inklinujú k prostrediu typu Unix budú pravdepodobne použ́ıvat’
formáty PDF, PS (PostScript) alebo ODF (Open Document Format). Už́ıvatelia
Windows prinesú pravdepodobne formáty PPT, PDF alebo ODF. Automatickú
konverziu je možné zabezpečit’ jednoduchým skriptom, ktorý využ́ıva OpenOffice
makrojazyk (zdroj [12]) Ďaľsie úpravy vektorových formátov pokrývajú nástroje
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pstoedit, a2ping a xpdf. Automatické konverzie medzi rastrovými formátmi je možné
zabezpečit’ pomocou baĺıka NetPbm a ImageMagick. Pre vizualizáciu dát pomocou
skriptov môžeme využit’ programy Gnuplot, R či Graphviz.
Interakt́ıvne 2D/3D simulácie: Do tejto kategórie patria rôzne 3D modely a
prostredia vytvorené v špecializovaných aplikáciách typu 3D Studio Max, Blender,
SolidEdge či AutoCad. Patria sem aj prostredia vytvorené pre niektorý z herných
enginov ako napr. Unreal, Half-Life, Quake a mnoho d’aľśıch. Medzi prostredia,
ktoré by sme mohli podporovat’ patŕı d’alej OpenInventor a VRML.
Spôsoby prezentácie by sme mohli rozdelit’ do štyroch skuṕın:
1. Programy spustené na externom poč́ıtači, ktorý je pripojený S-Video signálom.
2. Programy použ́ıvajúce VNC display.
3. Programy, ktoré priamo podporujú kolaboráciu.
4. Programy emulované pomocou VMWare.
Počas videokonferencíı Polylogues sa ukázalo, že najstabilneǰśım riešeńım je použitie
externého poč́ıtača pripojeného cez S-Video. Už́ıvatel’ tak môže priniest’ vlastné
prostredie, na ktorom má odladenú svoju prezentáciu.
Obraz z externého zdroja: Už sme spomenuli, že vhodným riešeńım je použit’
externý hardware pripojený cez S-Video do digitalizačnej karty. Nevýhodou môže
byt’ nutnost’ zakúpenia d’aľsieho hardwarového komponentu. Niekedy však už́ıvatel’
nedisponuje ani S-Video výstupom, takže muśıme pristúpit’ napr. k inštalácii VNC.
Kvalita: Pri prenose videosekvencíı spolu so zvukom platia rovnaké pravidlá ako
sme stanovili v požiadavkoch na obraz a zvuk. Navyše muśıme brat’ do úvahy, že pri
prezentácii sńımkov, ktoré majú väčšinou statickú povahu budeme použ́ıvat’ iné tech-
niky, kodeky, vel’kosti obrazu. Situáciu mierne komplikujú prezentácie, ktoré v sebe
obsahujú videosekvencie. Z toho dôvodu uprednostňujeme prezentáciu vo formáte
PDF.
Ovládanie: Účastńıci konferencie by mali dostat’ možnost’ ovládat’ prebiehajúcu
prezentáciu. V pŕıpade AccessGridu je to napr. SharedPresentation alebo Shared-
PDF.
2.4.5 Spolupráca
Riešenie by malo podporovat’ rôzne formy spolupráce medzi účastńıkmi konferencie.
Od jednoduchého zdiel’ania súborov až po zdiel’anú pracovnú plochu. V tomto
pŕıpade môžeme znova využit’ vlastnosti VNC.
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2.5 Vybraný systém
V prvej kapitole sme poṕısali niekol’ko existujúcich aplikácíı, vyberali sme hlavne
prakticky odskúšané riešenia z oblasti closed-source aj open-source software. Snažili
sme sa poṕısat’ technológie vhodné pre desktop-to-desktop komunikáciu ako aj pre
group-to-group komunikáciu a poukázali sme na rozdiely medzi oboma pŕıstupmi.
Pre každú aplikáciu sme pripravili zoznam ich výhod a nevýhod. Vytvorili sme obraz
ideálneho videokonferenčného systému tak, že sme poskytli detailný zoznam požia-
daviek. To nám umožńı vybrat’ vhodné protokoly, kodeky a komponenty. Z vol’ne
dostupných technológíı vyberáme AccessGrid, pretože vo svete open-source sa jedná





Vzhl’adom na skutočnost’, že v rámci videokonferencie spolu komunikuje istá skupina
uzlov, začneme túto kapitolu vysvetleńım rozdielov medzi spôsobmi doručovania
paketov v kontexte skupinovej komunikácie. Vysvetĺıme rozdiely medzi stratégiami
unicast a multicast1. Z pohl’adu spol’ahlivosti nám pôjde o nespol’ahlivé a nespojo-
vané služby, ktoré sú vhodné pre multimediálne prenosy. Zabezpečenie spol’ahlivého
doručovania by malo za následok nárast latencie. Rozdiel v efektivite doručovania
sme schematicky znázornili na obrázku 3.1. Je dôležité si uvedomit’, že popisujeme
situáciu, kedy jeden odosielatel’ posiela rovnakú správu skupine pŕıjemcov. Nielenže
chceme riešit’ otázku efektivity, ale aj otázku adresovania skupiny pŕıjemcov.
Unicast: Je spôsob doručovania, kde odosielatel’ muśı každému pŕıjemcovi oso-
bitne zaslat’ každý paket. Je to základný spôsob doručovania v súčasnom internete,
ktorý však plytvá prenosovou kapacitou siete, pretože vyžaduje duplikovanie pake-
1Doručovanie formou broadcastu nás zauj́ımat’ nebude, pretože sa väčšinou obmedzuje na


















Figure 3.1: Rozdiely medzi doručovańım metódou unicast a multicast.
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tov. Navyše odosielatel’ muśı poznat’ adresu každého pŕıjemcu. Na obrázku 3.1 (1)
je táto situácia znázornená ako 4 dátové toky vychádzajúce od odosielatel’a.
Multicast: Je spôsob doručovania, kedy odosielatel’ posiela pakety na skupinovú
adresu. Pakety sú duplikované až pri prechode medzi siet’ami. Multicast tak
šetŕı prenosovú kapacitu. Pre správne fungovanie musia všetky uzly v sieti vrá-
tane preṕınačov a smerovačov podporovat’ tento spôsob doručovania, čo vyžaduje
úpravy v pôvodnom unicastovom spôsobe doručovania (RFC 1112 [11]). V protokole
IPv4 je pre multicast vyhradená skupina adries tzv. class D. Sú to adresy zač́ınajúce
v binárnom zápise prefixom 1110, v protokole IPv6 prefixom 11111111. Každá adresa
určuje multicastovú skupinu pre doručovanie. Členstvo v týchto skupinách riadi
protokol IGMP. Skupina zariadeńı, ktoré podporujú protokol IGMP, tvoŕı v rámci
internetu virtuálnu siet’ MBone (multicast backbone). Siet’ je tvorená bud’ špecial-
izovanými hardwarovými komponentmi, alebo poč́ıtačmi s podporou IGMP v op-
eračnom systéme. Smerovanie multicastových paketov navyše vyžaduje podporu
niektorého z multicastových routovaćıch protokolov DVMRP (multicastová verzia
RIP), MOSPF (multicastová verzia OSPF) alebo PIM (Protocol Independent Mul-
ticasting). Táto práca však o routovańı nepojednáva.
V súčasnosti je dostupnost’ multicastových služieb na ńızkej úrovni a pre bežných
už́ıvatel’ov prakticky nedostupná. Zmenu by mal priniest’ prechod na protokol IPv6,
ktorý obsahuje multicast ako svoju neoddelitel’nú súčast’. Každopádne, univerzity
a iné vybrané inštitúcie majú k multicastu väčšinou pŕıstup.
3.1.1 IGMP
Pre pochopenie multicastových služieb v IPv4 sieti je nutné poznat’ protokol IGMP –
Internet Group Management Protocol, ktorý pomáha udržovat’ informácie o zložeńı
skuṕın na danom siet’ovom segmente. Pre správne doručovanie multicastových pake-
tov muśı byt’ podporovaný všetkými koncovými uzlami a smerovačmi. (Smerovače
môžu byt’ totiž členmi multicastovej skupiny).
Táto informácia je dôležitá hlavne pri nákupe potrebného hardware. Smerovače
s podporou IGMP sú totiž podstatne drahšie ako ich bežné ekvivalenty. V dobe
tvorby tohto textu sa cena najlacneǰsieho zariadenia2 pohybovala okolo 5000 CZK
bez DPH. Priemerná cena je však okolo 10000 CZK.
4b 1b 3b 8b 16b




Table 3.1: Formát IGMP paketu.
Multicastový smerovač na každom segmente vysiela periodické správy Member-
hip Query (tab. 3.2), kde Group Address = 0 (tzv. General Membership Query).
2Allied Telesyn AT-AR300V2SECPK
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Uzol, ktorý je členom tejto skupiny, odpovie zaslańım správy typu Membership Re-
port (tab. 3.3). Aby nedochádzalo k zahlteniu segmentu odpoved’ami od všetkých
uzlov v skupine, každý uzol čaká náhodne zvolený interval pred tým, než začne
vysielat’.
Uzol, ktorý sa prihlasuje alebo opúšt’a skupinu, zasiela tzv. State Change Report,
čo je modifikovaný Membership Report (tab. 3.3). Pri odchode uzla zo skupiny
môže nastat’ situácia, že skupina už neobsahuje d’aľsie uzly. V takom pŕıpade by
mala skupina zaniknút’. Po každom odchode nejakého uzla odošle smerovač Group
Specific Membership Query (znova modifikovaná verzia Membership Query) a uzly
odpovedajú znova pomocou Membership Report.
Detailný popis protokolu IGMP sa nachádza v RFC 3376 [6].
4b 1b 3b 8b 16b
Type = 0x11 Max Resp Code Checksum
Group address




Table 3.2: IGMP Membership Query.
8b 8b 16b
Type = 0x22 Reserved Checksum




Group Record má nasledujúci formát:
8b 8b 16b






Table 3.3: IGMP Membership Report.
3.1.2 SAP
Session Announcement Protocol (SAP), definovaný v RFC 2327 [22], umožňuje pe-
riodicky vysielat’ informácie o prebiehajúcom multimediálnom prenose na vybrané
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multicastové adresy. Potenciálni pŕıjemcovia SAP paketu môžu tento popis použit’
na spustenie a nastavenie potrebného dekódovacieho nástroja.
3b 1b 1b 1b 1b 1b 8b 16b
V = 1 A R T E C auth len msg id hash




. . . 0 . . .
payload
Table 3.4: Formát SAP paketu.
Pŕıklad: Nech existuje odosielatel’, ktorý generuje RTP pakety na multi-
castovú adresu 224.0.0.1. Obraz zakódovaný kodekom H.263 odosiela na
port 10000, zvuk zakódovaný ako L16 na port 20000. Pre pŕıjem obrazu
a zvuku je preto nutné spustit’ na strane pŕıjemcu aplikácie VIC a RAT:







Table 3.5: Formát MADCAP paketu.
Tento protokol podobný DHCP umožňuje dynamicky alokovat’ multicastové adresy.
Funguje ako alternat́ıva k statickej alokácii, kde adresy prirad’uje administrátor.
Podl’a modelu ISO/OSI hovoŕıme o protokole aplikačnej vrstvy. Použ́ıva port 2535
(UDP). Klienti kontaktujú niektorý z MADCAP serverov pomocou unicastu alebo
multicastu. Server odpovedá vždy pomocou unicastu. Protokoly DHCP a MADCAP
sa použ́ıvajú v disjunktných sférach.
3.1.4 UMTP
Riešenie problémov spojených s nedostupnost’ou multicastových služieb by mal riešit’
protokol UMTP [14], ktorého štandardizácia je v stave IETF Internet-Draft. Ako
ukazujú výsledky z najnovšej verzie AccessGridu 3, môžeme sa tešit’ na silný nástroj,
ktorý rieši problémy spojené s prechodom cez NAT a firewall. Jednou z prvých im-
plementácíı je aplikácia AGConnector, ktorej fungovanie znázorňuje obrázok 7.7.
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3.2 Multimedia-related protocols
3.2.1 RTP and RTCP
RTP (Real Time Transport Protocol) je protokol navrhnutý pre prenos dát v reál-
nom čase. Podl’a modelu ISO/OSI ide o protokol aplikačnej vrstvy. Spolu s pro-
tokolom RTCP (Real Time Control Protocol) tvoŕı rámec vhodný hlavne na prenos
multimediálnych dát prostredńıctvom unicastovej alebo multicastovej siete.
Zatial’ čo RTP prenáša samotné dáta, RTCP umožňuje monitorovat’ a riadit’
doručovanie RTP paketov. Protokoly neobsahujú funkcie pre rezerváciu zdrojov
ani QoS (quality of service), pre ktoré je potrebná spolupráca s nižš́ımi vrstvami3.
Umožňujú ale identifikovat’ možné zmeny v sieti a prispôsobit’ vlastnosti vysielača
alebo prij́ımača napr. zmenou kodeku, kvality alebo bufferovania. Oba protokoly sú
navrhnuté tak, aby boli nezávislé na použitých siet’ových a transportných vrstvách.
Detailný popis oboch protokolov sa nachádza v RFC 3550 [53]. Pre naše účely je
vhodné spomenút’, že pri videokonferenčných prenosoch bude zvuk a obraz prenášaný
nezávislými dátovými tokmi. Každý tok je reprezentovaný dvoma UDP portami –
obvykle port s párnym č́ıslom N pre RTP-data a port N +1 pre RTCP pakety. Tvor-
covia protokolu vychádzali z predpokladu, že niektoŕı účastńıci môžu požadovat’ iba
pŕıjem niektorých dátových tokov (napr. iba pŕıjem zvuku z dôvodu pomalej linky).
Takéto rozdelenie však v praxi spôsobuje problémy pri prechode cez NAT/firewall.
Úspešneǰśı sa zdá byt’ protokol IAX2 (kapitola 3.3.3), ktorý prenáša všetky dáta na
jednom UDP porte.
RFC 3550 popisuje aj využitie RTP mixerov, ktoré umožňujú multiplexing dá-
tových tokov a RTP translatorov, meniacich obsah dátového toku napr. pri preklade
medzi multicastovou a unicastovou siet’ou.
Synchronizácia dátových tokov je zabezpečená časovými raźıtkami obsiahnutými
v rámci RTCP.
0b 0b 0b 0b 0b 0b 0b
V=2 P X CSRC count M payload type sequence number
timestamp
synchronization source (SSRC) identifier
contributing source (CSRC) identifiers
...
Table 3.6: Formát RTP paketu.
Tabul’ka 3.6 popisuje formát RTP paketu, z ktorého sú pre nás najdôležiteǰsie
nasledujúce položky:
payload type: Informácia o obsahu paketu, ktorá je bud’ implicitne definovaná
v RFC 3551 [52], alebo dohodnutá mimo RTP.
sequence number: Č́ıslo inkrementované s každým paketom umožňuje detekciu
straty paketov. Na začiatku session býva obvykle zvolená náhodná hodnota.
3Pre rezerváciu zdrojov a QoS je možné použit’ protokol RSVP poṕısaný v kapitole 3.2.2.
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timestamp: časové raźıtko dátového toku, zálež́ı na obsahu, umožňuje výpočet
hodnoty jitter (rozptyl reakčnej odozvy). Na začiatku session je hodnota obvykle
volená náhodne a inkrementovaná podl’a vnútorných hod́ın odosielatel’a.
synchronization source (SSRC) identifier: Umožňuje pŕıjemcovi identifikovat’
entitu, ktorá paket odoslala.
3.2.2 RSVP
Resource Reservation Protocol (RSVP) [5] umožňuje pŕıjemcovi požadovat’ rezervá-
ciu siet’ových zdrojov počas unicastových alebo multicastových dátových prenosov.
Pre správne fungovanie QoS musia všetky smerovače na ceste od zdroja k pŕıjem-
covi podporovat’ RSVP. Podl’a modelu ISO/OSI ide o protokol transportnej vrstvy,
ktorý pracuje nad IPv4 alebo IPv6. RSVP neprenáša aplikačné dáta, funguje len
ako riadiaci mechanizmus. RSVP sa zaoberá iba nastaveńım QoS pre prenášané
pakety na rozdiel od smerovaćıch protokolov, ktoré rozhodujú o ceste paketov.
4b 8b 16b 32b
V=2 flags Message Type RSVP Checksum
Send TTL Reserved RSVP Length
RSVP header structure
Table 3.7: Formát RSVP paketu.
3.2.3 RTSP
Real Time Streaming Protocol (RTSP) [54] môžeme podl’a modelu ISO/OSI zaradit’
medzi protokoly aplikačnej vrstvy. Využ́ıva sa pri streamovańı multimediálnych dát.
Umožňuje prij́ımajúcej strane ovládat’ priebeh streamovania. Syntax pripomı́na
HTTP a podporovanými metódami sú napr. PLAY, RECORD, SETUP, PAUSE
atd’. . . . Protokol RTSP nie je určený na prenos dát, ten je riešený iným mecha-
nizmom, napr. pomocou RTP. Môžeme ho nájst’ implementovaný napr. v aplikácii
MPlayer ako jeden z možných spôsobov prenosu multimediálneho obsahu.
Pŕıklad: mplayer rtsp://path/to/stream
3.2.4 SDP
Session Description Protocol (SDP), poṕısaný v RFC 2327 [21], je vhodný na popis
multimediálnych dátových tokov v unicastovej alebo multicastovej sieti. Umožňuje
nastavit’ parametre aplikácie, ktorá bude tieto dáta interpretovat’. Podl’a modelu
ISO/OSI ide o protokol aplikačnej vrstvy.
Pŕıklad: Streamovaćı server na adrese 239.255.42.42 má uložené pred-
nášky, ktoré môže klient prijat’ vo vysokej alebo v ńızkej kvalite. Každý
takýto dátový tok je reprezentovaný SDP súborom. Pre pŕıjem môže
použit’ napr. aplikáciu MPlayer:
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mplayer sdp://presentation_01_low.sdp
. . . Pŕıslušný SDP súbor môže vyzerat’ nasledovne:
v=0
o=- 49451 3 IN IP4 127.0.0.1
s=Test MPEG Audio+Video session




m=audio 6666 RTP/AVP 14
c=IN IP4 239.255.42.42/127




Session Initiation Protocol je otvorený signalizačný protokol určený pre uskutočňo-
vanie telefónnych hovorov prostredńıctvom IP siete. Jedná sa o textovo-orientovaný
protkol aplikačnej vrstvy, je definovaný v RFC 3261 [49]. Spojenie je zabezpečené
prostredńıctvom dvoch typov uzlov – User Agent a Server. Spojenie môže byt’
naviazané aj medzi dvoma klientmi bez účasti servera. Niekol’ko aplikácíı, použ́ı-
vajúcich SIP, sme poṕısali v kapitole 2.3.1. Už́ıvatel’ je adresovaný pomocou URL
sip:username@hostname. Prechod cez firewall a NAT je zabezpečený pomocou
STUN servera.
3.3.2 H.323
Protokol z diel’ne ITU, ktorý konkuruje protokolu SIP. Je integrovaný v niektorých
hardwarových zariadeniach určených pre IP telefóniu. Túto kapitolu uvádzame iba z
didaktických dôvodov, pretože na niekol’kých miestach v texte práce spomı́name zari-
adenia podporujúce H.323. Napŕıklad systém VRVS disponuje premosteńım zo sveta
H.323.
3.3.3 IAX2
Inter Asterisk Exchange je binárny protokol určený pre komunikáciu telefónnych
ústredńı Asterisk4 a d’aľsie VoIP služby. Jeho štandardizácia je zatial’ v štádiu
IETF Internet-Draft [56]. Podl’a modelu ISO/OSI je IAX protokolom aplikačnej
vrstvy. Využitie by mohol nájst’ aj vo vel’kých videokonferenčných systémoch akým
je AccessGrid, pŕıpadne ako protokol pre streamovanie multimediálneho obsahu.
Kombinuje v sebe vlastnosti kontrolného, transportného a signalizačného pro-
tokolu, takže zastupuje funkčnost’ protokolov RTP/RTCP, SIP, H.323. Na prenos
4Asterisk PBX uvádzame v kapitole 2.3.1
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všetkých IAX paketov sa využ́ıva jeden statický UDP port 4569, to mu umožňuje
prekonávat’ problémy spojené s firewallmi a NAT. IAX nepotrebuje externý proxy
server ako napŕıklad SIP, ani žiadne špeciálne nastavenie firewallu (okrem neblokova-
nia portu 4569). Môžeme preto tvrdit’, že by mohol nahradit’ protokoly RTP/RTCP,
SIP, H.323.
3.4 Evaluation of selection of protocols
Spomı́nané protokoly pokrývali tri dôležité oblasti.
Prvá skupina sa týkala multicastu, takže bolo potrebné spomenút’ najdôležiteǰśı
protokol IGMP, bez ktorého multicast nefunguje. Protokolom MADCAP sme chceli
poukázat’ na možnosti automatickej konfigurácie multicastových skuṕın. V budúc-
nosti by to mohla byt’ cesta ako vniest’ poriadok do inak chaotického sveta náhodne
volených multicastových adries. Navyše nám umožňuje dosiahnut’ rovnaké pokroky
ako DHCP vo svete statických IP adries. Protokol SAP zas umožňuje poṕısat’ už
existujúci multicastový prenos.
Druhá skupina sa týkala transportu a riadenia toku multimediálnych dát. Naj-
doležiteǰśı protokol RTP, spolu s jeho partnerom RTCP, sme poṕısali podrobneǰsie,
pretože táto téma súviśı s informáciami v d’aľsom texte. RTSP a SDP sme spomenuli
v súvislosti so streamovańım multimediálneho obsahu. Ukázali sme aj krátky pŕık-
lad prehrávania pomocou aplikácie MPlayer. Protokol RSVP spomı́name pre jeho
QoS vlastnosti.
Poslednou popisovanou skupinou boli protokoly, ktoré sú využ́ıvané VoIP ap-
likáciami. Najzauj́ımaveǰśım sa nám jav́ı protokol IAX2, najmä jeho schopnost’
bezproblémového prechodu cez NAT/firewall a schopnost’ nahradit’ niekol’ko vyššie
popisovaných protokolov. Protokol SIP sme spomı́nali v súvislosti so STUN serverom




Kodek je softwarový komponent poskytujúci dve najdôležiteǰsie funkcie pre prácu
so signálom – kódovanie a dekódovanie. Kodér zabezpečuje prevod analógového
resp. digitálneho obrazu v pôvodnom formáte (raw format) do formátu s inými
vhodnými parametrami (encoded format), v prostred́ı poč́ıtačových siet́ı je dôležitým
parametrom vel’kost’ prenášaných dát. Zńıženie vel’kosti sa dosahuje za cenu nižšej
kvality a nárastu latencie resp. jitteru počas kódovania. Prevod kódovaných dát
naspät’ do pôvodného tvaru má za úlou komponent dekodér. V pŕıpade videokon-
ferencie sa proces kódovania a dekódovania dotýka signálov analógovej povahy, teda
zvuku a obrazu. Preto budeme hovorit’ o tzv. video a audio kodekoch.
4.1 Need of codecs
Ukážeme, prečo je vôbec nutné použ́ıvat’ kódovanie obrazu. Prečo nestač́ı použ́ıvat’
signál v originálnej podobe. (Podobný pŕıklad je možné uviest’ aj v pŕıpade prenosu
audio signálu.)
Obraz v reálnom svete je sńımaný niekol’kokrát za sekundu a rozdelený do
sńımkov (frames). Túto hodnotu označ́ıme fps (frames per second). Každý frame
sa skladá z bodov (pixels), kde každý pixel je reprezentovaný ako n-tica bitov a táto
kombinácia predstavuje istú farbu vo farebnom priestore RGB.
Pŕıklad: Pre jednoduchost’ predpokladajme, že máme obraz v rozĺı̌seńı
CIF 352x288 pixelov pri použit́ı 24-bitovej farebnej h́lbky s frekvenciou
20fps. (24bit RGB predstavuje : 256 = 28 hodnôt červnej farby, 256 = 28
hodnôt zelenej farby, 256 = 28 hodnôt modrej farby = 224 = 16777216
rôznych farieb.) Výsledný dátový tok pre jeden takýto signál by dosiahol:
width × height × depth × fps = 352× 288× 24× 20 = 48660480b/s =
5.7MiB/s
Táto hodnota je d’aleko za možnost’ami súčasných siet́ı, ked’ si predstav́ıme, že
v rámci konferencie sa muśı prenášat’ súčasne niekol’ko obrazových tokov. V pŕıpade
vel’kosti D1 PAL táto hodnota vychádza dokonca 23MiB/s.
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4.2 Video and audio transmission using RTP protocol
V nasledujúcej časti uvedieme niektoré vybrané kodeky využ́ıvané dnešnými videokon-
ferenčnými nástrojmi. Väčšina týchto systémov použ́ıva na prenos protokol RTP/RTCP,
čo špecifikuje RFC 3551 [52]. V pŕıpade obrazu sú to kodeky: CelB, JPEG (Motion
JPEG), H.261, H.263 H.263-1998 (H.263+), MPV, MP2T, nv. V pŕıpade zvuku
sú to kodeky: DVI4, G722, G723, G726-40, G726-32, G726-24, G726-16, G728,
G729, G729D and G729E, GSM, GSM-EFR, L8, L16, LPC, MPA, PCMA, PCMU,
QCELP, RED a VDVI.
Ďaľśım dôležitým dokumentom je RFC 2198 [45], kde je poṕısaný spôsob prenosu
audio paketov v siet’ach, kde môže dochádzat’ k ich strate. Aby sa zabránilo výpad-
kom zvuku, použ́ıva sa niekol’ko redundantných kódovańı okrem hlavného kódovania.
4.2.1 Video: NV
Historický video-kodek od Xerox PARC implementovaný napr. v aplikácii VIC
z dielne UCL.
4.2.2 Video: H.261
V roku 1990 bol štandardizovaný dodnes použ́ıvaný ńızkolatenčný kodek H.261,
navrhnutý pre prenos obrazu vel’kosti QCIF a CIF (obrázok 2.7). Na obrázku 4.1
je znázornený lepš́ı pomer kvality k dátovému toku oproti staršiemu kodeku NV.
Podporu H.261 nájdeme v širokom spektre aplikácíı (vic, mplayer, vlc, ffmpeg),
hlavne z dôvodu kompatibility so starš́ımi systémami. Prenosom obrazu kódovaného
pomocou H.261 sa zaoberá aj RFC 2032 [61].
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Figure 4.1: Porovnanie kodeku H261 a NV. (zdroj [42])
4.2.3 Video: H.263
Kodek H.263 je prirodzeným následńıkom H.261. Štandardom sa stal v roku 1996.
Kombinuje znaky z H.261 spolu s technológiou MPEG a optimalizuje ich pre ńızke
dátové toky. V porovnańı s jeho starš́ım kolegom je ovel’a efekt́ıvneǰśı pri všetkých
dátových tokoch, ako vid́ıme na obrázku 4.2, navyše podporuje viac vel’kost́ı obrazu:
Sub-QCIF, QCIF, CIF, 4CIF, 16CIF. Prenosom obrazu kódovaného pomocou H.263
sa zaoberá RFC 2190 [64].
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2) H.263 w/o options
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Figure 4.2: Porovnanie kodeku H261 a H263. (zdroj [19])
4.2.4 Video: H.264 (MPEG-4 AVC)
Jeden z najnovš́ıch kodekov určený pre videokonferenčné účely, ktorý by mal nahradit’
kodek H.263, čo znázorňuje obrázok 4.3. Je to štandard, ktorý by mal zastrešovat’
kódovanie obrazu pre účely interakt́ıvnej komunikácie, streamovania, a broadcastu.
Najväčš́ım problémom pri rozširovańı tohto kodeku sú jeho vyššie nároky na pro-
cesor, kde sa uvádza až 8-krát zložiteǰsie kódovanie a 3-krát zložiteǰsie dekódovanie
oproti MPEG-2 (zdroj [20]). Prenosom H.264 pomocou protokolu RTP sa zaoberá
RFC 3984 [62].






















Figure 4.3: Porovnanie kodeku H263 a H264. (zdroj [30])
4.2.5 Video: MPEG-2
Tento kodek umožňuje komunikáciu vo vysokej kvalite pri š́ırke pásma 1.5Mbit/s
až 15Mbit/s. Problémy s kompatibilitou medzi rôznymi implementáciami však
zabraňujú jeho masovému rozš́ıreniu. Pokial’ hovoŕıme o kvalite kódovania, vykazuje
horšie parametre ako H.264 (obrázok 4.4). Na druhej strane je však menej náročný
na procesor.
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Figure 4.4: Porovnanie kodeku H264 a MPEG-2. (zdroj [30])
4.2.6 Video: Motion JPEG
MJPEG kóduje obrazové sńımky ako osobitné JPEG obrázky, ktoré sú pri prenose
rozdelené do RTP paketov (RFC 2435 [4]). Výhodou je rýchlost’ kompresie a dekom-
presie ako aj možnost’ úpravy obrazového toku bez dopoč́ıtavania prechodov medzi
jednotlivými sńımkami. Táto jeho vlastnost’ sa využ́ıva pri úpravách obrazu v reál-
nom čase. MJPEG navyše umožňuje posielat’ prakticky l’ubovolné vel’kosti obrazu
vo vysokej kvalite, čo sa využ́ıva napr. pri posielańı sńımkov pracovnej plochy.
Nevýhodami sú vyššie nároky na prenosovú kapacitu a väčšia náchylnost’ k chybám
spôsobených nekvalitným spojeńım a stratou RTP paketov.
4.2.7 Audio: L16
Jednoduchý audio-kodek, ktorý umožňuje prenos nekomprimovaného zvukového signálu
v rozĺı̌seńı 16 bitov. Úroveň signálu je rozložená na hodnoty -32768 až 32767.
Použ́ıva sa ako implicitný kodek v aplikácii RAT (kapitola 7.5.3). Jedna z verzíı
tohto kodeku (16KHz mono) je kompatibilná so štandardom G.711 [28]. Dokument
RFC 3551 [52] špecifikuje RTP Payload profile pre L16 Audio 44100Hz 1/2ch.
4.2.8 Audio: GSM
GSM (Groupe Speciale Mobile) definuje EU standard GSM 06.10 pre kódovanie
hlasu s dátovým tokom 13,200 b/s. Dokument RFC 3551 [52] špecifikuje RPT
Payload profile pre GSM Audio 8000Hz 1ch.
4.2.9 Audio: G.722
Tento proprietárny kodek sa použ́ıva v hardwarových H.323 klientoch, špecifikovaný
v ITU-T G.722 [27].
4.2.10 Audio: Speex
Kodek vznikol ako otvorený štandard a nie je zat’ažený softwarovými patentami. Za-
tial’ ešte nevzniklo RFC pre RTP Payload Format kodeku Speex, ale existuje draft
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Codec B/ frm frm/ pak/ pay B/ bits/ latency
frm (ms) pak sec (B) pak sec
G723.1 20 30 1 33.33 20 60 16000 30
G723.1 24 30 1 33.33 24 64 17067 30
GSM 33 20 1 50 33 73 29200 20
GSM 33 20 2 25 66 106 21200 40
G.711 240 30 1 33.33 240 280 74667 30
LPC10 7 22.5 1 44.44 7 47 16711 23
LPC10 7 22.5 2 22.22 14 54 9600 45
Speex-5.95 15 20 1 50 15 55 22000 20
Speex-5.95 15 20 2 25 30 70 14000 40
Speex-8k 20 20 1 50 20 60 24000 20
Speex-8k 20 20 2 25 40 80 16000 40
Speex-11k 28 20 1 50 28 68 27200 20
Speex-11k 28 20 2 25 56 96 19200 40
Speex-15k 38 20 1 50 38 78 31200 20
Speex-15k 38 20 2 25 76 116 23200 40
Speex-18.2 46 20 1 50 46 86 34400 20
Speex-18.2 46 20 2 25 92 132 26400 40
Speex-24.6 62 20 1 50 62 102 40800 20
Speex-24.6 62 20 2 25 124 164 32800 40
Table 4.1: Audio kodeky s latenciou maximálne 50ms. (zdroj [55])
dokument [23], ktorý sa touto problematikou zaoberá. Speex má šancu stat’ sa na-
jpouž́ıvaneǰśım kodekom vo videokonferenčných aplikáciách s otvoreným zdrojovým
kódom, pre jeho vol’bu hovoria parametre uvedené v literatúre [55].
4.3 Evaluation of selection of codecs
Poṕısali sme niekol’ko bežne použ́ıvaných kodekov, ktoré sú vhodné pre videokon-
ferenčné účely. Uviedli sme dôvody, prečo je počas siet’ového prenosu vôbec nutné
uvažovat’ nad kódovańım multimediálnych dát. Z video-kodekov sme vybrali ako na-
jvhodneǰsieho kandidáta kodek H.263 pre jeho rozš́ırenie v existujúcich systémoch
a kodek H.264 pre jeho výborný kompresný pomer. Z audio-kodekov dávame svoje
preferencie kodeku Speex. Vzhl’adom na využitie G722 a H.261 v mnohých hard-
warových H.323 klientoch je vhodné uvažovat’ aj o tejto podpore.
Na záver kapitoly by sme ešte radi uviedli tabul’ku 4.1, ktorá obsahuje audio-
kodeky s latenciou maximálne 50ms. Ide o ńızkolatenčné kodeky, ktoré môžeme




Jedným z hlavných výsledkov tejto diplomovej práce je videokonferenčý uzol v
neziskovej organizácii CIANT, ktorý môže inšpirovat’ aj d’aľsie inštitúcie v snahe
źıskat’ videokonferenčnú technológiu.
CIANT (International Centre for Art and New Technologies) je nevládna nezisková
organizácia založená v roku 1998. Pôsob́ı na mezinárodnej úrovni v kultúrnej,
vzdelávacej a výzkumnej oblasti v spojeńı s novými technológiami. Prevádzkuje mul-
timediálne laboratórium so zamerańım na medziodborovú spoluprácu. Práve orien-
tácia na nové technológie umožnila vznik jedného z prvých AccessGrid uzlov v Českej
republike. Významnú podporu v tomto projekte poskytla Česká akademická siet’
CESNET vo forme multicastového pripojenia s rýchlost’ou 15 Mbit/sec. Odborné
konzultácie poskytli v úvode projektu Petr Holub, Masarykova Univerzita v Brne a
Grzesiek Sedek, Wimbledon School of Art.
Naš́ım pôvodným ciel’om nebolo vytvorit’ plnohodnotný videokonferenčný uzol.
Chceli sme najskôr preskúmat’ možnosti ponúkaného riešenia vo forme AccessGridu.
Postupne sme však prispôsobili jednu z miestnost́ı pre videokonferenčné účely a
okrem paśıvnej účasti sme nakoniec prešli až k implementácii unicast-to-multicast
mostu a spŕıstupnili sme tak pripojenie aj pre už́ıvatel’ov bez multicastového pripo-
jenia.
Za hlavný úspech považujeme spoluprácu s ostatnými AccessGrid uzlami zo
skupiny MARCEL network, ktorá združuje umelcov, vedcov a inštitúcie so záujmom
o spoluprácu prostredńıctvom vysokorýchlostnej siete. Ciel’om je podpora interdisci-
plinárnej komunikácie vo vedeckých a umeleckých projektoch. Typickým pŕıkladom
je cyklus konferencíı Polylogues, ktorému je venovaná kapitola 5.1. MARCEL má
v dnešnej dobe vyše 100 členov z viac ako 17 kraj́ın a jedným z členov sa najnovšie
stala aj Karlova Univerzita.
5.1 Series of Polylogue video-conferences
Uzol AccessGridu sa vyv́ıja od roku 2005 a je zaregistovaný v zozname AGCentral
[66]. Má za sebou niekol’ko úspešných videokonferencíı organizovaných v rámci
projektu Polylogues 2006, kde sa uplatnila spolupráca s Filozofickou fakultou
Univerzity Karlovej, katedrou nových medíı a MARCEL network.
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Museums of the Future[32]: Prvý videokonferenčný prenos z cyklu Polylogues
sa konala 15.2.2006. Okrem uzla v Ciante sa na ňom podiel’ali uzly z USA – Univer-
sity of Maine, Georgia Institute of Technology, uzol z Vel’kej Británie – University of
East London a prvý AccessGridový uzol z Českej Republiky – ANTLab, Masarykova
Univerzita v Brne.
Game Engines/Social Engines[31]: S mesačným odstupom nasledoval druhý
prenos 29.3.2006, kde sa zúčastnili uzly Georgia Institute of Technology, University
of East London a Masarykova Univerzita v Brne.
Visualizations in Art and Science[33]: Posledný prenos z cyklu Polylogues
sa konal 24.5.2006 za účasti University of East London a Masarykovej Univerzity
v Brne.
5.2 AccessGrid in the art community
Ukazuje sa, že technológia AccessGrid, pôvodne určená pre spoluprácu vedeckých t́ı-
mov, vyžaduje v kontexte kultúry a umenia nástroje s novými vlastnost’ami. V rámci
združenia MARCEL sa preto pripravuje projekt s pracovným názvom Artists’
needs for a multicasting platform, ktorého hlavným ciel’om je umožnit’ um-
eleckej komunite efekt́ıvne využ́ıvat’ priestor vysokorýchlostných siet́ı. Umenie akým
je tanec, hudba, divadlo a iná interakt́ıvna komunikácia medzi umelcami a ich
publikom vyžaduje niekol’ko výrazných zmien v súčasnej architektúre AccessGridu.
Vznikol tak zoznam nasledujúcich požiadaviek:
1. Minimalizácia latencie, vel’mi striktný limit 50 milisekúnd. Táto požiadavka
ovplyvńı hlavne výber kodeku a protokolov určených na prenos multimediál-
neho obsahu.
2. Dôležitým faktorom pri komunikácii v umeńı je priamy očný kontakt, ktorý
vyžaduje správnu polohu a ovládanie kamery.
3. Nový systém muśı viac vychádzat’ v ústrety technicky menej skúsenej časti
populácie. Táto požiadavka si vyžiada nielen zjednodušenie samotného AG
nástroja, ale aj vytvorenie nových aplikácíı založených na webových tech-
nológiách dostupných kedykol’vek z internetového prehliadača. Účastńıci by
mali dostat’ nástroj umožňujúci lepšiu orientáciu v priestore virtuálnych mi-
estnost́ı a udalost́ı.
4. Rozš́ırené možnosti monitorovania technického stavu celého systému. Táto
funkcia ale muśı byt’ skrytá pred bežnými už́ıvatel’mi pre udržanie dostatočnej
miery jednoduchosti.
5. Osvetlenie divadelnej scény má byt’ závislé na podmienkach siet’ového prenosu.
6. Manipulácia s obrazom v reálnom čase, aplikovanie špeciálnych efektov.
7. Možnost’ vizuálne zväčšit’ rozmery miestnosti napŕıklad pomocou vel’koplošnej
projekcie na zadnú stenu.
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8. Lepšie možnosti nahrávania videokonferenčného prenosu s možnost’ou simultánne
nahrávat’ dianie vo všetkých uzloch.
9. Interaktivita s publikom prostredńıctvom webu a distribúcia multimediálneho
obsahu vo forme video-on-demand.
Pri návrhu a implementácii čast́ı požiadaviek sa môžeme inšpirovat’ existujúcimi
riešeniami ako napr. VRVS/EVO, či InSORS. Požiadavky č́ıslo 2, 5, 6, 7 a 8 sú
však unikátne a nie sú zatial’ implementované žiadnym videokonferenčným systé-
mom spomı́naným v kapitole 2. Systém VRVS môže ponúknut’ vzor pre spôsoby
monitorovania infraštruktúry pomocou distribuovanej siete MonaLisa. Navyše pre
bežného už́ıvatel’a je práca s VRVS-rozhrańım jenoduchšia už aj preto, že aplikáciu
je možné spustit’ priamo z internetového prehliadača. Systém reflektorov a zabu-
dovaný nástroj RTP-proxy rieši niektoré problémy spojené s NAT/firewallom.
Požiadavka minimálnej latencie v 1. bode obmedzuje použité zvukové kodeky
na množinu uvedenú v tabul’ke 4.1. Ako najperspekt́ıvneǰśı sa jav́ı open-source
kodek Speex. Súčasná verzia aplikácie RAT však tento kodek zatial’ nepodporuje.
5.3 Information portal
Dôležitou súčast’ou projektu bola myšlienka informačného portálu, ktorý by obsa-
hoval všetky informácie o plánovaných i archivovaných konferenciách, rôzne návody
a popis nastavenia AG a zároveň by umožnil lepšie zdiel’anie informácíı v rámci
organizácie. Pre tento účel sa osvedčil jednoduchý systém Wiki, ktorý s odstupom
času hodnot́ıme ako vysoko produkt́ıvny. Preto by sme ho radi doporučili každej
organizácii, ktorá uvažuje o vytvoreńı videokonferenčného uzla.
Pri výbere sme porovnávali množstvo existujúcich wiki enginov, nakoniec sa
však jednoduché riešenie ukázalo ako najpoužitel’neǰsie. Rozhodli sme sa pre engine
PmWiki. Presvedčili nás tieto vlastnosti:
- PmWiki ukladá stránky do súborov narozdiel napr. od MediaWiki, ktorá
použ́ıva relačnú databázu. Aj napriek tomu je vyhl’adávanie v relat́ıvne vel’kom
množstve stránok dostatočne rýchle. Odpadá tak nutnost’ inštalácie a správy
databázy.
- Vel’mi jednoduchá inštalácia – stač́ı rozbalit’ arch́ıv, nastavit’ heslá pre pŕıstup
k stránkam a zmenit’ logo.
- PmWiki umožňuje nastavit’ globálne heslo pre editovanie, upload, prezeranie
stránok, ako aj heslá špecifické pre skupiny stránok a dokonca aj pre samostatné
stránky.
- Základný engine je možné obohatit’ o d’aľsie moduly (plugins).
PmWiki bolo nutné pred použit́ım značne upravit’. Môžeme spomenút’ napŕık-
lad implementáciu kódovania UTF-8, podporu PHP5, prispôsobenie vzhl’adu tak,
aby ul’ahčoval orientáciu a úpravu stránok, hlavne prácu s obrázkami a sekciami.
Pridaných bolo aj niekol’ko bezpečnostných prvkov, hlavne podporu pre SSL pri
editácii stránok a pri práci s heslami. Takto upravenú verziu je možné stiahnut’
na stránkach projektu [68]. Už́ıvatel’ dostane do rúk funkčné a odskúšané riešenie.
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5.4 Components used during the node setup
Pri vol’be komponentov uzla sme kládli dôraz na minimalizáciu finančných nákladov.
Snahou bolo využit’ maximum existujúcej techniky, infraštruktúry a zakúpených
licencíı na software. Pôvodne sme uvažovali aj o zakúpeńı komerčných produktov,
no postupne sa vykryštalizovala myšlienka postavit’ uzol založený čisto na vol’ne
dostupných komponentoch.
Hardware: Organizácia disponovala siet’ovým unicastovým pripojeńım s rýchlost’ou
15Mbit/s. Multicastové pripojenie poskytol CESNET na žiadost’ organizácie. K dis-
poźıcii bolo niekol’ko hardwarových komponentov, z ktorých sa podarilo poskladat’
tri funkčné poč́ıtače. Medzi komponentami sa nachádzali aj dve PCI karty určené
na digitalizáciu videa. Dva použité projektory už organizácia vlastnila, rovnako ako
zvukový zosilňovač, mixér, mikrofón a kamery.
Additionally purchased hardware:
- Ethernetový preṕınač (switch) s podporou protokolu IGMP.
- Systém na potlačenie spätnej väzby – Gentner AP-800.
- Systém reproduktorov.
- Bodové osvetlenie.
- Sekundárna grafická karta do PCI, ktorá umožňuje zapojit’ d’aľsie dva projek-
tory alebo monitory.
- Polohovatel’ný stojan na projektor.
- Niekol’ko metrov VGA a STP káblových rozvodov.
Software: Po softwarovej stránke nebolo potrebné zakupovat’ žiadne nové licen-
cie aj napriek tomu, že na jednom z poč́ıtačov bol nainštalovaný OS Windows a
komerčný baĺık Microsoft Office. Tieto licencie už organizácia vlastnila. Na ostat-
ných miestach bol použitý operačný systém Linux, ktorý je k dispoźıcii zdarma.
Deployment diagram: Obrázok 5.1 znázorňuje schému zapojenia všetkých hard-
warových komponentov. Zát’až systému je rozložená na tri poč́ıtače podl’a ich zam-
erania – zobrazovanie, kódovanie a premostenie.
5.4.1 AG-Display
Jeho hlavnou úlohou je zobrazovat’ všetkých účastńıkov konferencie pomocou pro-
jektorov na projekčné plátno. Aby sme źıskali dostatočný počet VGA výstupov,
nainštalovali sme dve grafické karty (dual-head). Jednu z kariet sme navyše prinútili
klonovat’ obraz z VGA výstupu na S-Video výstup, čo umožnilo nahrávanie signálu
na mini-DV kazetu.
Operačný systém Windows bolo nutné použit’ z dôvodu zdiel’aných prezentá-
cíı z aplikácie PowerPoint. V dnešnej dobe už však existuje tzv. uno-driver pre
OpenOffice.org, ktorý poskytuje rovnakú funkčnost’. Druhým dôvodom použitia
Windows je software určený na ovládanie systému Gentner AP-800. Dnes už máme
možnost’ emulovat’ túto aplikáciu v prostred́ı Wine.












Figure 5.1: Architektúra Ciant AG node.
AG-Display comprises of following components
- CPU Intel Celeron 1.4GHz, RAM 512MiB, 100Mbit Ethernet.
- Windows 2000 Professional operating system.
- Direct connection to IPv4 multicast-capable network.
- Three VGA outputs to external beamers, single VGA output to LCD monitor.
- AccessGrid version 2.4.
- MS Office suite.
- G-Ware: Gentner AP-800 controlling software.
5.4.2 AG-AudioVideo
Jadrom nášho videokonferenčného systému je poč́ıtač s operačným systémom Linux,
ktorý obsahuje dve PCI karty určené na digitalizáciu obrazu pomocou S-Video vs-
tupu. Do týchto kariet sú zapojené primárna a sekundárna kamera (obrázok 5.1).
V našej implementácii sme nepostupovali presne podl’a doporučeńı uvedených v
dokumente Access Grid Hardware Specification [38], ale rozhodli sme sa spojit’
do jedného hardwarového celku komponenty Video Capture Computer, Audio Cap-
ture Computer a Control Computer. Výkon procesoru v našom systéme bol zatial’
postačujúci aj pre desiatky účastńıkov.
AG-AudioVideo comprises of following components
- CPU Intel Celeron 1.4GHz, RAM 512MiB, 100Mbit Ethernet, SB Live.
- Operačný systém Linux Suse 9.3.
- Priame pripojenie na IPv4 siet’ s podporou multicastu.
CHAPTER 5. CIANT ACCESSGRID NODE 36
Figure 5.2: Gentner AP-800 echo cancellation device.
- VGA výstup na LCD monitor.
- AccessGrid verzia 2.4.
5.4.3 AG-Bridge
Problémy s pripojeńım klientov bez multicastovej siete rieši server AG-Bridge. Pre-
mostenie unicast-multicast je zabezpečené pomocou komponentu QuickBridge. Stále
však ostáva problém s doručovańım UDP paketov ku klientom za firewallom.
AG-Bridge comprises of following components
- CPU Intel Celeron 300MHz, RAM 255MiB, 100Mbit Ethernet.
- Operačný systém Debian GNU/Linux.
- Priame pripojenie na IPv4 siet’ s podporou multicastu.
- AccessGrid verzia 2.4, z toho použ́ıvame iba VenueServer a QuickBridge.
5.4.4 Gentner AP-800
Obrázok 5.2 ilustruje zariadenie špeciálne navrhnuté pre potlačenie spätnej väzby,
ktorá prirodzene vzniká pri sńımańı zvuku citlivým mikrofónom v miestnosti ozvučenej
sústavou reproduktorov. Matica vstupov a výstupov 12x12 je programovatel’ná po-
mocou aplikácie G-Ware. Obvykle sa cena tohto zariadenia pohybuje v prepočte
okolo 75000 CZK. Ponuky na eBay sa pohybujú v prepočte okolo 12000 CZK. Exis-
tujú aj lacneǰsie verzie napr. AP-400.
5.5 Videoconferencing room
Miestnost’, ktorú sme sa rozhodli využit’ pre účely AccessGridu, slúžila pôvodne
ako kancelária organizácie. Pri návrhu sme preto mali stanovené obmedzujúce pod-
mienky, pretože sme museli zachovat’ jej pôvodnú funkciu. Spôsob, ktorým sme
sa vysporiadali s týmto problémom, ukazuje, že je možné aj v iných organizáciách
postupovat’ podobne s minimálnymi nákladmi. Hlavné zmeny:
- Pŕıprava projekčných plôch, kde sme využili dve steny, ktoré sme pred použit́ım
museli premal’ovat’ novou vrsvou bielej farby.
- Inštalovali sme reproduktory v rohoch miestnosti.
- Inštalovali sme dodatočné bodové osvetlenie v rohu miestnosti.
- Pripravili sme sústavu káblových rozvodov, ktoré pozostávajú z VGA (pc–
projektor), S-VIDEO (kamera–pc), STP (pc–switch) a audio (mikrofón–mixer,
zosilňovač–reproduktory) rozvodov.















Figure 5.3: Miestnost’ určená pre videokonferenčné účely.
Obrázok 5.3(A) popisuje rozloženie objektov v miestnosti. Pre účely video-
projekcie sme použili dve biele steny (6a, 6b). Projekciu zabezpečujú 3 projektory
(5a, 5b), čo je znázornené na obrázku 5.3(C), pripojené k poč́ıtaču AG-Display (8).
Mikrofón (2) je umiestnený v prednej časti miestnosti. Umožňuje sńımat’ zvuk pod
dostatočne vel’kým uhlom, čo je zázornené aj na obrázku 5.3(D) spolu s rozložeńım
reproduktorov (7a,7b,7c) v rohoch miestnosti. Zvuk z mikrofónu je prenášaný cez
audio-mixér (3) priamo do poč́ıtača AG-AudioVideo (8). Dôležitou podmienkou je
správne fungovanie zariadenia na potlačenie ozveny (Gentner AP-800). Z obrázku
5.3(D) je zrejmé, že mikrofón bude sńımat’ vel’kú čast’ zvuku pochádzajúceho z re-
produktorov, čo by viedlo ku vzniku nepŕıjemnej ozveny vo všetkých pripojených
uzloch.
Vzhl’adom na malé rozmery nemôže v miestnosti sediet’ viac ako 15 l’ud́ı, čo sa
zatial’ neukázalo ako problém, pretože sme tento počet ešte nedosiahli. Účastńıci sú
rozdeleńı do dvoch kategóríı – akt́ıvni a paśıvni. V prednej časti miestnosti, okolo
mikrofónu (2), sedia akt́ıvni účastńıci. Na mieste označenom (1) sed́ı moderátor.
Tým je určené aj rozloženie kamier (4a, 4b) znázornené na obrázku 5.3(B). Hlavná
kamera (4a) sńıma postavu moderátora a jeho najbližš́ıch susedov. Vedl’aǰsia kamera
(4b) sńıma väčšinu publika. Operátor sed́ı na mieste (8) a má na starosti technickú
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stránku konferencie. V pŕıpade problémov komunikuje s ostatnými operátormi v tex-
tovej forme.
5.6 Day-to-day operation experience
Pôvodne sme poč́ıtali s využit́ım troch projektorov, kde dva hlavné mali slúžit’
pre zobrazovanie obrazu z aplikácie VIC a tret́ı mal slúžit’ pre zobrazovanie ovlá-
daćıch prvkov poč́ıtača AG-Display a zobrazovanie zdiel’anej prezentácie. V priebehu
niekol’kých konferencíı sme však zistili, že vystač́ıme s dvoma projektormi. Navyše
spôsob nahrávania konferencie, ktorý sme vtedy použ́ıvali umožňoval zaznamenat’
obraz iba jedného projektora.
Prvé pokusy o nahrávanie konferencie sa aj napriek svojej jednoduchosti a prob-
lémom ukázali vel’mi použitel’né. Výsledky si záujemcovia môžu prezriet’ na wiki–
stránkach projektu [68], konkrétne záznamy z už spomı́naných konferencíı Polylogues
[32], [31] a [33].
Nahrávanie prebiehalo tak, že sme využili schopnost’ grafickej karty klonovat’
obraz jedného VGA výstupu na S-Video výstup. Tento signál sme preniesli do dig-
itálnej kamery a nahrali na Mini-DV kazety. Po skončeńı konferencie sme záznam
zdigitalizovali do výsledného FLV pŕıpadne MPEG súboru.
Výhodou tohto riešenia vid́ıme hlavne v jeho jednoduchosti a v tom, že žiadnym
spôsobom nezasahuje do konferencie po softwarovej stránke. Nemuśıme spracová-
vat’ dátový tok RTP paketov a odpadajú problémy so zvyšovańım latencie a jitter.
Výsledkom je Mini-DV kazeta, ktorá zároveň slúži ako vhodné zálohovacie médium.
Nevýhod je však hned’ niekol’ko. Obraz z grafickej karty vo forme S-Video signálu
neposkytuje rozĺı̌senie viac ako 1024x768. Už toto rozĺı̌senie je hardwarovo preškálo-
vané na 800x600, takže nahrávaný obraz má o niečo nižšiu kvalitu ako pôvodný
obraz zobrazovaný na projekčné plátno. Obraz, s ktorým teda môžeme disponovat’
nevyuž́ıva možnosti technológie AccessGrid. Navyše môžeme takto nahrávat’ iba
obraz z jedného projektora. Toto obmedzenie sme riešili tak, že sme d’aľsie pro-
jektory jednoducho nepouž́ıvali, pŕıpadne sme na ne umiestňovali menej dôležitý
obsah. V tom pŕıpade muśı operátor konferencie správne rozhodovat’ o dôležitosti
jednotlivých video signálov a zdiel’aných prezentácíı. Pre operátora to znamená
zvýšenú psychickú zát’až, pretože okrem technického zabezpečenia priebehu muśı
venovat’ svoju pozornost’ aj obsahu konferencie. Obzvlášt’ náročné to môže byt’ v
pŕıpade, ked’ sa konferencia zaoberá pre operátora pŕılǐs vzdialenou problematikou.
Ďaľsou nevýhodou je nutnost’ dodatočnej konverzie Mini-DV formátu do formátu
MPEG. Toto riešenie navyše neumožňuje priame prehrávanie uložených dátových
tokov v novej konferencii. Všetky zložky sú zmixované v jednom obrazovo-zvukovom
zázname tak, ako ich účastńıci videli pomocou projekcie.
Už sme spomenuli, že kapacita našej miestnosti je 15 l’ud́ı. V takto preplnenom
priestore je nutné zabezpečit’ dobré odvetrávanie, čo ale naše riešenie v podstate
ignoruje. Odvetrávanie je riešené jednoduchým spôsobom – otvoreńım okna. Už pri
našich prvých prenosoch sa však objavil problém, ked’ zvuk a svetlo mimo miest-
nost’ rušilo citlivé podmienky vo vnútri miestnosti. Otvorenie okna tak nepripadalo
do úvahy a účastńıci museli vydržat’ nepŕıjemné teplo a vydýchaný vzduch.
Dôležitým faktorom je osvetlenie miestnosti. Na jednej strane požadujeme tmavé
prostredie pre správne fungovanie projekcie. Na strane druhej potrebujeme sńımat’
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obraz pomocou kamery, a preto potrebujeme dostatočne osvetlit’ účastńıkov konfer-
encie. Túto ambivalenciu sme vyriešili v prospech osvetlenia, pretože sa ukázalo, že
tmavé prostredie nielenže zhoršuje kvalitu sńımaného obrazu a uspáva účastńıkov,
ale dokonca zvyšuje dátový tok obrazu. Kamera totiž pri horš́ıch svetelných pod-
mienkach pridáva do obrazu rôzne náhodné artefakty, ktoré zvyšujú náročnost’ jeho
kódovania.
Pri inštalácíı káblových rozvodov sme museli dbat’ na správne odtienenie jed-
notlivých prvkov. Stávalo sa totiž, že pri vedeńı VGA spolu s elektrickými a S-Video




Preklad adries (anglicky Network Adress Translation) rieši problém s nedostatkom
32 bitových IPv4 adries. Umožňuje totiž opätovne využ́ıvat’ privátne adresy v
podsiet’ach, ktoré medzi sebou nekomunikujú. Komunikáciu s okolitým svetom
zabezpečuje uzol s dvoma siet’ovými rozhraniami. Prvé z nich má priradenú privátnu
IP adresu a druhé verejnú IP adresu. Medzi zariadeniami je spustený preklad adries
– NAT. Situáciu znázorňuje obrázok 6.1. Hlavným komponentom pri preklade je
mapovacia tabul’ka, ktorá udržuje informácie o mapovańı adries a portov v pake-
toch prechádzajúcich medzi privátnou a verejnou siet’ou. Položky v paketoch, ktoré
NAT ovplyvňuje, sú:
- zdrojová adresa a port (prechod z privátnej do verejnej siete),
- ciel’ová adresa a port (prechod z verejnej do privátnej siete),
- kontrolný súčet (pri každom preklade).
V prichádzajúcom pakete z privátnej siete je zdrojová adresa nahradená verejnou
adresou brány. Pŕıjemca si tak mysĺı, že prij́ıma pakety z brány a generuje odpoved’
s ciel’ovou adresou brány. Pri pŕıchode odpovede sa porovná zdrojová adresa a port a
podl’a mapovania v tabul’ke sa naspät’ uprav́ı ciel’ová adresa a port. Takto upravený
paket je doručený uzlu v privátnej sieti. Mechanizmus NAT muśı zabezpečit’ v oboch
pŕıpadoch správne dopoč́ıtanie kontrolného súčtu v paketoch.
Základným dokumentom, z ktorého vychádzame, je RFC 3022 [57] (Traditional











Figure 6.1: Architektúra NAT.
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6.1 NAT-related issues
Pri preklade adries je upravená iba hlavička paketu. Je zrejmé, že tento mechanizmus
nespolupracuje s protokolmi, ktoré vkladajú informácie o adresách do tela paketu.
Už vôbec nemôže fungovat’ v pŕıpade šifrovaných paketov.
Mechanizmus NAT umožňuje, aby uzly z privátnej siete kontaktovli uzly s vere-
jnou IP adresou. Problém však nastane v opačnom smere. Táto nevýhoda môže
slúžit’ ako istá forma bezpečnostného prvku, ale znepŕıjemňuje komunikáciu VoIP
technológiám. V našom pŕıpade sa problém prejav́ı pri premost’ovańı multicas-
tovej siete pomocou nástroja QuickBridge. Pakety smerované uzlom za NATom
sú doručené len v pŕıpade, že existuje pŕıslušný záznam v mapovacej tabul’ke NATu.
Mapovanie je možné vytvorit’ jediným paketom vychádzajúcim od uzla z privátnej
siete a muśı byt’ udržované periodicky vysielanými paketmi (keepalive).
Nepŕıjemnou vlastnost’ou niektorých typov NAT je mapovanie portov v pŕıpade,
že viac uzlov z privátnej siete komunikuje s rovnakým verejným uzlom na rovnakom
porte.
6.2 A simple NAT-traversal test
Prechod UDP paketov cez NAT je možné v praxi overit’ nasledujúcim pokusom.
Testovacia konfigurácia obsahuje komponenty: gateway, server a klient.
NAT gateway: Poč́ıtač s operačným systémom Linux, ktorý disponuje dvomi
siet’ovými kartami – $NAT_PUB_DEV s adresou $NAT_PUB_IP smerujúcou do vere-
jnej siete a $NAT_PRIV_DEV s adresou $NAT_PRIV_IP smerujúcou do privátnej siete.
Pomocou nástroja iptables sme na zariadeńı $NAT_PUB_DEV spustili preklad adries.
Server with public IP address: Verejná adresa serveru je $SERVER_IP. Pre
testovacie účely sme použili nástroj netcat, ktorý nám umožńı vytvorit’ UDP server
na porte $SERVER_PORT. Obsah každého doručeného paketu bude vyṕısaný na štan-
dardný výstup (stdout) a štandardný vstup (stdin) bude odoslaný naspät’ vo forme
UDP paketu na rovnakú adresu a port.
Client with private IP address: Umiestnený v privátnej sieti s privátnou adresou
$CLIENT_IP. Parametre uzla boli nastavené pomocou DHCP, kde hodnota default
gateway bola nastavenená ako NAT_PRIV_IP. Znova sme využili nástroj netcat.
Štandardný vstup (stdin) je odosielaný na adresu servera a prichádzajúce pakety sú
vypisované na štandardný výstup (stdout).
Prvý UDP paket odoslaný z uzla s privátnou IP adresou na server s verejnou IP
adresou vytvoŕı cestu pre UDP pakety v oboch smeroch. NAT prekladá pakety zo
strany servera na základe vytvoreného mapovania. Táto cesta môže zaniknút’ pri
reštarte NAT, pŕıpadne po vypršańı časového limitu ak uzly prestanú komunikovat’.
# gateway: spustenie NAT
iptables -t nat -A POSTROUTING -j MASQUERADE -o $NAT_PUB_DEV
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netcat -u $SERVER_IP $SERVER_PORT
6.3 Tunneling
Prechádzajúci test ukazuje jednoduchý spôsob prechodu cez NAT v pŕıpade, že ko-
munikácia je inicializovaná z vnútra privátnej siete a d’alej prebieha obojsmerne po-
mocou jediného portu. Ponúka sa teda možnost’ istým spôsobom zabalit’ požadované





- tunelovanie multicastových paketov,
- tunelovanie iných protokolov okrem UDP, napr. IPX
- a iné služby . . .
Pre multimediálne prenosy je vhodné použ́ıvat’ nespol’ahlivé doručovanie s min-
imálnymi nárokmi na balenie a rozbal’ovanie obsahu. Šifrovanie môže negat́ıvne ov-
plyvnit’ latenciu systému. V pŕıpade AccessGridu je najžiadaneǰsie tunelovanie mul-
ticastových paketov s čo najväčšou transparentnost’ou vzhl’adom k už́ıvatel’ovi. Ti-
eto požiadavky sṕlňa aplikácia AGConnector, ktorá pre tunelovanie multicastových
paketov použ́ıva protokol UMTP.
6.3.1 NAT-to-NAT communication
Doteraz sme uvažovali o situácii, kedy klient za NATom komunikoval so serverom
s verejnou adresou. Existuje aj možnost’ ako môžu spolu komunikovat’ dva uzly,
ktoré sa oba nachádzajú za NATom.
Nasledujúci pŕıklad využ́ıva aplikáciu nat-traverse a protokol PPP na vytvore-
nie tunelu. Riešenie funguje iba za predpokladu, že NAT na oboch stranách nemeńı
č́ısla portov. V pŕıklade má NAT gateway pre klienta adresu ${CLIENT_IP}, NAT
gateway pre server má adresu ${CLIENT_IP}. UDP pakety si oba uzly vymieňajú
na porte 40000.
#client: vytvori zariadenie ppp0
nat-traverse --cmd= pppd updetach noauth passive notty ipparam \
vpn 10.0.0.1:10.0.0.2 40000:${CLIENT_IP}:40000
#server: akceptuje PPP spojenie
nat-traverse --cmd= pppd nodetach notty noauth \
40000:${SERVER_IP}:40000
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Po vytvoreńı tunelu je nutné nastavit’ smerovacie tabul’ky na oboch stranách.
Cez vytvorený tunel je možné posielat’ pakety z aplikácie QuickBridge, alebo je
možné tunelovat’ multicastové pakety, čo však vyžaduje inštaláciu multicastového
smerovača. Nastavenie navyše vyžaduje administrátorské práva aby mohlo vzniknút’
PPP siet’ové rozhranie (typicky ppp0).
#client: smerovanie multicastových paketov
route add -net 224.0.0.0 netmask 255.0.0.0 gw ppp0
route add -net 239.0.0.0 netmask 255.0.0.0 gw ppp0
#server: smerovanie paketov
echo 1 > /proc/sys/net/ipv4/ip_forward
mrouted
Aplikáciu nat-traverse je možné využit’ okrem PPP aj v spojeńı s OpenVPN, čo




V tejto kapitole poṕı̌seme výstavbu uzla založeného na vol’ne dostupných kompo-
nentoch. Ako základ architektúry použijeme existujúci AG uzol v organizácii Ciant.
Naš́ım pŕıspevkom pre AG komunitu je niekol’ko aplikácíı vol’ne dostupných na wiki-
stránkach projektu [68]. V súvislosti so zdiel’anými aplikáciami spomenieme hlavne
SharedMPlayer.
Fundamental rules:
- Zńıžit’ množstvo potrebného hardwaru na minimum.
- Spŕıstupnit’ pripojenie uzlom za firewallom a NAT.
- Využit’ operačný systém Linux a vol’ne dostupné komponenty.
7.1 Emplacement
Podl’a E. Hladkej a P. Holuba [24], je potrebné pred implementáciou videokonfer-
enčného uzla zvážit’ jeho priestorovú náročnost’. Uvádza sa [37], že je potrebné
vyhradit’ miesto aspoň pre troch účastńıkov, poč́ıtače a projekčnú techniku. Inak
nemá zmysel uvažovat’ o jeho vytvoreńı. Muśıme však rozlǐsovat’ medzi plnohod-
notným videokonferenčným uzlom, mobilným videokonferenčným uzlom [41] a tzv.
personal interface to grid (PIG), ktorý má zabezpečit’ pripojenie pre jednotlivcov
bez použitia drahej projekčnej techniky. Rozdiely sú hlavne v množstve potrebného
hardware. Zatial’ čo pri výstavbe plnohodnotného alebo mobilného uzla uvažujeme
o použit́ı niekol’kých projektorov, v pŕıpade AG PIG vystač́ı účastńık aj s jedným
prenosným poč́ıtačom dokonca bez vlastnej kamery a mikrofónu. Má teda na výber,
či chce paśıvne sledovat’ vysielanie, alebo prispievat’ aj vlastnými dátovými tokmi.
Ďalej sa uvádza, aké problémy môžu vzniknút’ pri komunikácii účastńıkov z rôznych
časových pásiem. Aby sme zmiernili účinky únavy, musia sa účastńıci ćıtit’ v miest-
nosti pohodlne, čo môžeme ovplyvnit’ správnym výberom nábytku a osvetlenia.
7.2 Network connectivity
Pre rozhranie PIG (Personal Interface to Grid) stač́ı použit’ siet’ s kapacitou okolo
1Mbit/s. Pre plnohodný uzol je táto hodnota niekol’konásobne vyššia, odporúča
44
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sa aspoň 10Mbit/s. V pŕıpade PIG rozhrania môže účastńık využit’ unicastové
pripojenie cez premostenie (ak existuje), v pŕıpade plnohodnotného uzla sa vyžaduje
kvalitné multicastové pripojenie.
7.3 Hardware
Venujme sa teraz hardwaru, ktorý je potrebný na výstavbu plnohodnotného uzla.
Hardwarová konfigurácia môže vychádzat’ z architektúry, ktorú sme poṕısali v kapi-
tole 5.4. Použijeme teda poč́ıtač AG-Display na zobrazovanie pomocou projektorov,
AG-AudioVideo na kódovanie obrazu a kódovanie/dekódovanie zvuku a poč́ıtač
AG-Bridge na premostenie multicastu. Z použitých komponentov je dôležité za-
kúpit’ niekol’ko kariet na digitalizáciu obrazu pre poč́ıtač AG-AudioVideo a niekol’ko
grafických kariet pre AG-Display. V pŕıpade, že chceme použ́ıvat’ multicastovú siet’,
nevyhneme sa nákupu siet’ového preṕınača1 (switch) s podporou protokolu IGMP
(kapitola 3.1).
V pŕıpade, že použijeme sluchátka s mikrofónom pre každého účastńıka konfer-
encie, nemuśıme investovat’ finančné prostriedky do nákupu zariadenia na odstraňo-
vanie spätnej väzby. Muśıme si však uvedomit’, že sa tým zńıži celkové pohodlie
účastńıkov. V oboch pŕıpadoch je dôležité dôkladne skontrolovat’ kvalitu zvuku.
Nestač́ı, že počujeme ostatných účastńıkov konferencie. Muśıme zabezpečit’, aby aj
zvuk z nášho uzla bol v dobrej kvalite.
Čo sa týka projekčnej techniky, odporúčame použit’ aspoň dva projektory. Jeden
bude slúžit’ pre projekciu sńımkov z prezentácie, druhý bude zobrazovat’ obrazy
účastńıkov.
Pred nákupom odporúčame preštudovat’ stránky accessgrid.org, hlavne databázu
hardware [39], ktorú vytvorili členovia AG komunity. Stránky poskytujú prehl’ad
o konkrétnych hardwarových prvkoch, akými sú videokamery, webkamery, mikrofóny,
zvukové karty, projektory a mnoho d’aľśıch, vrátane ich parametrov, fotografíı a od-
kazov na stránky výrobcu.
Important notice: Multicastový most muśı byt’ inštalovaný na osobitnom poč́ı-
tači. V pŕıpade, že z jedného socketu č́ıtajú dáta dva procesy, źıska tieto dáta
posledný proces, ktorý otvoril socket systémovým volańım bind(). Riešeńım by
bolo zrkadlenie paketov istou formou proxy servera implementovaného ako user-
space proces alebo priamo v jadre operačného systému.
7.4 Operating system and esential software
AccessGrid ako multiplatformná aplikácia existuje v rôznych obmenách pre niekol’ko
najvýznamneǰśıch operačných systémov vrátane Windows, Linux, FreeBSD, MacOS.
Pre nás zauj́ımavým, je operačný systém Linux. Pri výbere distribúcie hrala hlavnú
úlohu dostupnost’ inštalačných baĺıkov. Aj ked’ oficiálnu podporu má distribúcia
1Je možné použit’ namiesto tohto špecializovaného hardware poč́ıtač s niekol’kými siet’ovými kar-
tami a s podporou multicast routingu v jadre operačného systému. Z dôvodu latencie, spol’ahlivosti
a spotreby elektrickej energie však odporúčame použit’ hardwarový preṕınač.
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Fedora, dali sme prednost’ OpenSuse 10.0 na základe skúsenost́ı s uzlom v organizácii






- + všetky potrebné závislosti
Druhým použitým systémom je Debian GNU/Linux 3.1. Z pohl’adu AG 2.4
nie je táto vol’ba naǰst’astneǰsia, pretože inštalačné baĺıky existujú iba pre pŕıbuznú
distribúciu Ubuntu. Bolo však potrebné využit’ existujúci server, na ktorom, okrem
iného bež́ı aj wiki-stránka projektu Ciant AG node. Server je v súčasnej dobe
umiestnený na adrese ciant114.cesnet.cz.
Installed packages:
- accessgrid2.4-1.4 (z distribúcie Ubuntu)
- + všetky potrebné závislosti
7.5 Video and audio transmission
Jednou z najdôležiteǰśıch súčast́ı AG sú tzv. MBone tools, nástroje pre komuniká-
ciu pomocou multicastovej siete. V rôznych obmenách sa použ́ıvajú aj v systémoch
VRVS a InSORS. Ide o aplikácie určené na prenos obrazu, zvuku a zdiel’anie tex-
tových dokumentov, kde dátové prenosy sú uskutočňované pomocou multicastového
rozš́ırenia IPv4 protokolu (kapitola 3.1). Rozdiely medzi rôznymi verziami sú hlavne
v množstve podporovaných kodekov a vo vzhl’ade už́ıvatel’ského rozhrania.
Ak chceme využit’ tieto nástroje mimo AccessGrid, sú k dispoźıcii na adrese
ktorú uvádzame v použitej literatúre pod označeńım [43], pre praktické použitie
však odporúčame využit’ niektorú s ponúkaných modifikácíı. Niekol’ko odskúšaných
verzíı sme záujemcom pripravili na stránkach projektu Ciant AG node [68], ako
súčast’ tejto diplomovej práce.
7.5.1 OpenMash framework
Open Mash [50] bol navrhnutý pre vedeckú komunitu ako dôsledok potreby práce
s multimediálnymi dátovými tokmi v rámci videokonferenčných systémov. Tento
baĺık bol navrhnutý s ohl’adom na preklenutie problémov, ktoré sa objavovali v podob-
ných, starš́ıch systémoch. Išlo hlavne o ich slabú prenositel’nost’ do iných operačných
systémov, než pre ktoré boli navrhnuté, nedostupnost’ zdrojového kódu a neúplná
alebo len malá podpora IETF protokolov. Idea vzniku tejto aplikácie pochádza od
Larry Rowa a Steve McCanna. Vznik sa datuje do roku 1999. Aplikačný baĺık
OpenMash (re)implementuje projekty ako sdr, nv, vic, vat, wb, mtrace vyv́ıjaných
v komunite MBone.
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Figure 7.1: Aplikácie určené na prenos obrazu (vic-ucl, vic-vrvs, vievo).
Po implementačnej stránke je OpenMash riešený ako kombinácia jazyka C/C++
s jazykom TCL/Tk [60]. TCL je jednoduchý ale vel’mi silný skritpovaćı jazyk určený
nielen pre prototypovanie aplikácíı ale aj pre vývoj skutočne prenostitel’ných systé-
mov. Jeho multiplatformná grafická nadstavba Tk sa použ́ıva aj v iných jazykoch,
napŕıklad Python. OpenMash navyše použ́ıva d’aľsie rozš́ırenie – OTCL [63], ktoré
pridáva podporu objektov do inak funkcionálneho jazyka. Zatial’ čo jazyk C++ je
použitý pre výpočtovo náročné procedúry, interpretovaný jazyk TCL/Tk je vhodný
ako spojovaćı nástroj a pre interakciu s už́ıvatel’om pomocou grafického rozhrania.
OpenMash je dostupný pre všetky hlavné platformy, čo z neho rob́ı ideálny
nástroj pre multiplatformné videokonferenčné riešenie. Tejto skutočnosti si boli ve-
domı́ aj tvorcovia úspešného videokonferenčného systému VRVS a EVO, ktorý sme
poṕısali v kapitole 2.2.4. Autori použili OpenMash pre aplikácie na prenos obrazu
a zvuku.
Jazyk TCL/Tk nám umožnil modifikovat’ existujúce aplikácie VIC-VRVS a VIEVO
z projektu VRVS A EVO a vytvorit’ novú aplikáciu EVIC, ktorú poskytujeme záu-
jemcom na stránkach Ciant AG node [68].
7.5.2 VIC
Video Conferencing Tool (VIC) umožňuje prenos obrazu v reálnom čase pomocou
protokolu RTP, ktorý uvádzame v kapitole 3.2.1. Prenos zvuku však muśı byt’
riešený inou aplikáciou. Obsahuje podporu pre niekol’ko kodekov a ich množstvo
a kvalita implementácie sa ĺı̌si v závislosti na verzii. Asi najstabilneǰśımi verziami
sú VIC-2.8ucl1.1.3 z baĺıka AG a VIC z projektu OpenMash. VIC umožňuje viac-
bodovú komunikáciu s využit́ım multicastovej siete. Špeciálnym pŕıpadom, ktorý
využijeme, je možnost’ posielat’ RTP pakety na siet’ové loopback zariadenie (local-
host). To nám umožńı pŕıpravu prezentácie, jej nahrávanie a opätovné zdiel’anie
v konferencii. Obsah RTP paketov je možné pred odoslańım zakódovat’ a zvýšit’ tak
bezpečnost’ prenosu. Potenciálny útočńık ale stále vid́ı odosielatel’a a pŕıjemcu RTP
paketu, ako aj množstvo d’aľśıch ”užitočných“ informácíı. Implicitným kodekom je
H.261. Ako uvádzame v kapitole 4.2.2, tento kodek je až 3-krát efekt́ıvneǰśı ako
pôvodný kodek NV. Ďaľśımi významnými kodekmi sú H.263 a H.263+ (kapitola
4.2.3), ktoré ale v niektorých verziách VICu spôsobujú pád aplikácie. To sa našt’astie
netýka verzie založenej na OpenMash, ktorý chceme využ́ıvat’. Existuje aj vývojová
verzia VICu s podporou kodeku H.264 (kapitola 4.2.4).
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Figure 7.2: Aplikácie určené na prenos zvuku (vat, rat, rat-vrvs).
Na obrázku 7.1 vid́ıme rôzne verzie aplikácie VIC. Vl’avo je originálna verzia
VIC-2.8ucl1.1.3, v strede verzia zo systému VRVS založená na upravenom OpenMash
6.1 a vpravo je značne upravená verzia z projektu EVO, ktorá však nepatŕı medzi
open-source software. Tento problém sa čiastočne pokúšame riešit’ reimplementáciou
v aplikácii EVIC.
7.5.3 RAT
Robust Audio Tool (RAT) je podobne ako aplikácia VIC určená na prenos multi-
mediálneho obsahu v reálnom čase pomocou RTP paketov medzi úžastńıkmi mul-
ticastovej skupiny. Multimediálnym obsahom je v pŕıpade RATu zvuk. K dis-
poźıcii je niekol’ko zvukových kodekov, ako napr. GSM, L16 a dokonca v niektorých
verziách aj MP3. Ĺı̌sia sa medzi sebou kvalitou zvuku a spotrebou prenosového
pásma. Podobne ako VIC, aj RAT podporuje šifrovanie RTP obsahu a vyskytuje
sa v niekol’kých verziách, ktorých pŕıklady vid́ıme na obrázku 7.2. Vpravo pôvodná
aplikácia VAT, ktorá umožňovala prenos zvuku a obrazu súčasne, v strede originálna
verzia RAT z baĺıka AG a vpravo verzia z projektu VRVS.
V kapitole 8.5.2 je poṕısaná hybridná verzia aplikácie RAT, ktorá vznikla spo-
jeńım zdrojových kódov z projektu RAT-VRVS a RAT-UCL a umožňuje nahrávat’
zvuk pomocou siet’ového loopback zariadenia (localhost). Takto opravenú verziu
ponúkame záujemcom na stránkach Ciant AG node [68].
7.6 Shared applications
Už v základnej inštalácii AG sa nachádza niekol’ko zdiel’aných aplikácíı a navyše je
možné túto množinu rozš́ırit’ pomocou jazyka Python. Architektúra zidel’aných ap-
likácíı je zázornená na obrázku 7.3. AG Toolkit poskytuje triedu SharedAppClient,
ktorá implementuje všetky operácie potrebné pre komunikáciu pomocou zbernice
Event Channel. Trieda ul’ahčuje doručovanie správ a synchronizáciu klientov. Ko-
munikácia medzi klientami (Application Client) prebieha pomocou XML-RPC.
Ďaľśım prostriedkom pre vytvorenie zdiel’aného prostredia je Virtual Network
Computing (VNC) [48]. Systém využ́ıva Remote Frame Buffer protokol (RFB)
[47]. Protokol prenáša informácie o zmenách na zdiel’anej obrazovke a informá-















Figure 7.3: Architektúra zdiel’aných aplikácíı AccessGridu.
ciách o stlačených klávesách a tlač́ıtkach myši. Jeho serverová aj klientská čast’ je
platformovo nezávislá. Protokol RFB je bezstavový a na server môže byt’ súčasne
pripojených niekol’ko už́ıvatel’ov. VNC použ́ıva doručovaciu metódu unicast, takže
môže vzniknút’ problém pri vel’kom množstve účastńıkov. Projekt VNCast [58] by
mal prenášat’ VNC pomocou multicastových služieb tak, že zakóduje VNC obraz
pomocou Motion JPEG (kapitola 4.2.6) do RTP paketov. Zatial’ je však iba v štádiu
vývoja.
Pomocou schémy na obrázku 7.4 chceme poukázat’ na možnost’ využitia VNC
ako integračného nástroja formátov, pre ktoré neexistuje špeciálna zdiel’aná apliká-
cia. Uvažujeme o možnosti nahrávania obrazu z VNC vo forme RTP paketov alebo
pomocou vncproxy/vncrec/transcode.
# Prı́klad prevodu VNC obrazu do formátu XviD
vncrec -record file.vnc :0
transcode -x vnc -y xvid -i file.vnc -o file.avi -z -k
Komunikáciu protokolom XML-RPC nie je možné nahrávat’ tak jednoducho ako
RTP alebo RFB pakety. Pre účely nahrávania by bolo najvýhodneǰsie vysielat’ vedl’a
bežného obrazu aj sńımky pracovnej plochy.
Len pre úplnost’ uvádzame, že existuje ešte robustneǰśı protokol pôvodom z Mi-
crosoft Terminal Services s názvom RDP ITU T.128, ktorý prenáša aj zvuk,
súbory a zdiel’ané disky. V tejto práci však budeme použ́ıvat’ jednoduchš́ı systém
VNC.
7.6.1 Shared presentations
Linuxová verzia AG 2.4 obsahuje nástroje SharedBrowser, SharedPresentation a
SharedPDF. SharedPresentation použ́ıva OpenOffcie pre zobrazovanie prezentá-
cíı vo formáte PPT (MS PowerPoint), ODP (Open Document Presentation) a SXI



































Figure 7.4: Využitie rôznych formátov v prezentácii.
(Staršia verzia OpenOffice/StarOffice). SharedPDF umožňuje zdiel’at’ prezentácie
uložené vo formáte PDF a pod Linuxom využ́ıva aplikáciu xpdf. SharedBrowser
využ́ıva internetový prehliadač Mozilla.
Už́ıvatel’ iste naraźı na niekol’ko nepŕıjemných chýb (alebo vlastnost́ı?) týchto
aplikácíı. V pŕıpade SharedPDF sa zobrazujú vždy dve rovnaké okná s PDF doku-
mentom, pričom by stačilo len jedno. Využitie by iste našla aj podpora pre prehli-
adač KPDF. V pŕıpade SharedBrowser muśı byt’ ručne doinštalovaný modul pre
Python, ktorý vytvoŕı rozhranie pre prehliadač Mozilla, inak aplikácia nefunguje.
Navyše chýba podpora pre prehliadače Konqueror a Opera. SharedPresentation zas
neumožňuje ovládanie fullscreen prezentácie a chýba filter pre súbory s pŕıponou
ODP. Opravenú verziu ponúkame záujemcom na stránkach projektu Ciant AG node
[68].
7.6.2 Shared desktop
AccessGrid tiež obsahuje dva VNC nástroje – starš́ı VenueVNC a jeho nástupcu
SharedDektop [65]. Zdiel’anú pracovnú plochu je možné využit’ nielen pri prezentá-
ciách ale aj ako nástroj pri riešeńı technických problémov.
Zauj́ımavý projekt sl’ubujú stránky Vislabu, ktoré popisujú aplikáciu Shared-
Desktop [40]. Zmenou oproti klasickému VNC je prenos zvuku, 3D akcelerácia a
zobrazovanie kurzorov myši všetkých pripojených klientov. Vývoj tejto aplikácie
však postupuje vel’mi pomaly a zatial’ neexistuje žiadna použitel’ná verzia.
7.6.3 Shared media player
Aplikácia Shared Media Player bola zatial’ doménou výlučne operačného systému
Windows [26]. Rozhodli sme sa preto vytvorit’ zdiel’anú aplikáciu podobného typu
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aj pre systém Linux. Riešenie sa opiera o schopnosti prehrávača MPlayer, ktorý
je dostupný pre široké spektrum unixových operačných systémov a dokonca aj pre
systém Windows. Pri tvorbe sme vychádzali z aplikácie SharedPDF, ktorá umožňuje
zdiel’anú prezentáciu PDF dokumentov. Rozhranie k xpdf sme nahradili rozhrańım
k aplikácii MPlayer.
Inštalačný baĺık poskytujeme na wiki-stránkach projektu Ciant AG node [67].
Inštalácia vyžaduje spustenie pŕıkazu:
agpm.py -z SharedMPlayer.zip
7.6.4 Further shared applications
Pre úplnost’ by sme ešte radi spomenuli aplikáciu SharedRasmol [36], ktorá umožňuje
3D vizualizáciu molekúl, Shared Question Tool [1] pre zdiel’anú tvorbu otázok a
odpoved́ı a AGBasicImage, ktorá umožňuje zdiel’ané prezeranie obrázkov a úpravu
ich metadát. Ďalej Media Lecture Board, ktorá umožňuje zdiel’anú tvorbu doku-
mentov. V praxi sa však ukázala ako vel’mi nestabilná.
7.7 G-Ware configuration tool
Zariadenia na potlačenie spätnej väzby od firmy ClearOne (predtým Gentner) sa
konfigurujú pomocou jednotného nástroja G-Ware. AG uzol v organizácii CIANT
využ́ıva verziu AP-800. Ešte donedávna bola situácia komplikovaná tým, že soft-
ware existuje iba vo verzii pre operačný systém Windows. Aplikácia sa śıce použ́ıva
iba pri výrazných zásahoch do parametrov miestnosti, ale bolo nutné vlastnit’ as-
poň jednu licenciu na inak nevyuž́ıvaný operačný systém. Najnovšie verzie Wine a
CrossoverOffice však už bezproblémov dokážu tento nástroj emulovat’ v prostred́ı
Linuxu (obrázok 7.5). Tým skončila posledná závislost’ na OS Windows. Inšta-
lačný baĺık G-Ware s vel’kost’ou cca 20MiB je možné źıskat’ na stránkach výrobcu
ClearOne [9] spolu so všetkými potrebnými manuálmi.
Detailný popis inštalácie pre staršie verzie Wine poskytujú stránky Vislabu [59],
autori popisujú kompiláciu zo zdrojových kódov vrátane potrebného patch súboru.
7.8 Bridging the multicast
Architektúra AccessGridu je do vel’kej miery závislá na multicastovom pripojeńı.
Jeho správne fungovanie sa overuje pomocou nástroja Multicast Beacon. Môže však
nastat’ situácia, kedy niektorý z uzlov dočasne alebo permanentne nepodporuje mul-
ticast. Problémy spojené s dostupnost’ou muticastu je možné rozdelit’ na 3 skupiny:
1. Siet’ bez podpory multicastu.
2. Vznik izolovaných multicastových oblast́ı.
3. Problémy spojené s prechodom cez NAT a firewall.
V historii AccessGridu sa objavilo niekol’ko pokusov o prekonanie týchto prob-
lémov. Vznikli tak projekty RCBridge, QuickBridge, AGConnector a komerčný
InSORS Enterprise Manager.
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Figure 7.5: G-Ware emulovaný pomocou Wine.
RCBridge: Je nástroj naṕısaný v jazyku Java s webovým rozhrańım, ktorý for-
warduje pakety medzi multicastovou a unicastovou siet’ou. Nástroj však nie je inte-
grovaný s architektúrou AccessGridu.
QuickBridge: Je jednoduchý UDP forwarder naṕısaný v jazyku C, ktorý je dodá-
vaný ako súčast’ inštalačného baĺıka AccessGridu 2.4. Nevýhodou je neúspech pri
prekonávańı NAT.
AGConnector: Riešenie založené na myšlienke tunelovania multicastových pake-
tov pomocou jedného UDP spojenia. Obsahuje dva hlavné komponenty – UMTP
Agent a UMTP Server. Táto aplikácia existuje len pre AccessGrid 3.0.
InSORS Enterprise Manager: Komerčné riešenie, ktoré okrem multicastového
mostu ponúka navyše H.323 bridge a IG Pix Presentation Server pre nahrávanie
zdiel’aných prezentácíı.
7.8.1 QuickBridge
Funkcia komponentu QuickBridge je znázornená na obrázku 7.6. Aplikácia preposiela
pakety medzi multicastovou siet’ou a unicastovými uzlami použité UDP porty je
možné l’ubovolne nastavovat’. Detailná dokumentácia, popis inštalácie a zdrojové
kódy sa nachádzajú na stránkach projektu AccessGrid [10].
Pre zjednodušenie si predstavme nasledujúcu situáciu: Všetky uzly odosielajú a
prij́ımajú UDP pakety na multicastovej adrese 224.0.0.1 na porte 10000. Jedným

















Figure 7.6: Premostenie multicastu pomocou QuickBridge.
z uzlov je aj QuickBridge, ktorý navyše akceptuje unicastové spojenia vo forme UDP
paketov na porte 20000. QuickBridge si vedie zoznam akt́ıvnych uzlov, ktoré mu
poslali UDP pakety na tento port. Každý UDP paket z unicastovej siete preposiela
do multicastovej siete a naopak. Pokial’ unicastový uzol po istú dobu neodpovedá,
QuickBridge ho vyškrtne zo zoznamu a už mu nepreposiela nové pakety. Takúto
jednoduchú situáciu môžeme namodelovat’ pŕıkazom:
QuickBridge -g 224.0.0.1 -m 10000 -u 20000
V prostred́ı AccessGridu sa QuickBridge konfiguruje vždy pre nejaký Venue-
Server a to pomocou konfiguračného súboru BridgeServer.cfg. Ako pŕıklad kon-
figurácie môžeme uviest’ existujúce nastavenie pre uzol v organizácii CIANT, ktorý








# Use this port range for the bridge server as a whole
portMin = 20000
portMax = 20005
# Name of Lobby that you wish to provide a bridge to
[https://195.113.187.114:8000/Venues/default]
type = Venue
Problém použitia QuickBridge v prostred́ı s NAT spoč́ıva vo vlastnosti protokolov
RTP/RTCP. Pre jedno dátové spojenie sa použ́ıvajú vždy dva UDP porty – 2k pre
RTP a 2k+1 pre RTCP. Cez NAT tak prejde RTCP informácia ale opačným smerom
už RTP neprejde.





















Figure 7.7: Premostenie multicastu pomocou AGConnector. (zdroj [34])
7.8.2 AGConnector
Tento software nahradzuje QuickBridge v novej verzii AccessGridu (verzia 3.0). Rieši
problém prenosu multicastových paketov medzi multicastovými ostrovmi, špeciálne
pŕıpad siete za firewallom a NATom. AGConnector využ́ıva protokol UMTP 3.1.4,
pomocou ktorého tuneluje multicastové UDP pakety medzi multicastovými ostrovmi
(obrázok 7.7). Prenos zabezpečuje jediný UDP port 8010 UDP, ktorý nesmie byt’
blokovaný firewallom. Inštalácia prebieha pŕıkazom:
agpm.py -z AG_Connector.zip
7.9 Results and suggestions
Všetky komponenty potrebné pre chod plnohodnotného AccessGridového uzla je
možné prevádzkovat’ v operačnom systéme Linux. Problémovými aplikáciami boli
G-Ware a SharedMediaPlayer. V rámci tejto práce sme vytvorili zdiel’anú aplikáciu
SharedMPlayer, ktorá poskytuje podobné funkcie ako SharedMediaPlayer pre Win-
dows. Navyše t’až́ıme z obrovského množstva kodekov, ktoré podporuje MPlayer.
Ostatné zdiel’ané aplikácie, ktoré sme popisovali, existujú pre obe platformy. G-
Ware je možné emulovat’ v prostred́ı Wine.
Stav videokonferenčného uzla je potrebné prevent́ıvne testovat’. Pre tento účel
usporiadava komunita AG pravidelné stretnutia zameraná na odhal’ovanie a odstraňo-
vanie problémov za pomoci skúsených už́ıvatel’ov AG. Užitočné informácie o odstraňo-
vańı problémov so zvukom, obrazom, siet’ovým pripojeńım a zdiel’anými aplikáciami




8.1 Recording vs archivation
Na úvod kapitoly zdôrazńıme rozdiel medzi pojmami nahrávanie a archivácia. Zatial’
čo pri nahrávańı je ciel’om vytvorit’ záznam, ktorý je možné následne zrekonštruo-
vat’, pri archivácii sa navyše berie do úvahy celkový kontext, v ktorom bol záz-
nam vytvorený. Na túto skutočnost’ by sme radi poukázali hlavne v súvislosti s
referenčným modelom OAIS [7], ktorý je ISO štandardom a tvoŕı framework pre
archiváciu s d’alekým časovým horizontom (long-term preservation). Pomerne obsi-
ahly štandard je možné vystihnút’ jednoduchou ”rekurźıvnou“ myšlienkou:
Archivácia dát vyžaduje archiváciu metadáta aj nástrojov, ktoré tieto
dáta dokážu interpretovat’. Tento postup sa rekurźıvne opakuje a zachádza
až k archivácii popisu použitých protokolov a kódovańı.
Je zrejmé, že z pohl’adu archivácie budú uprednostňované otvorené technológie
využ́ıvajúce otvorené štandardy, pred uzavretými, nedokumentovanými systémami.
Dostávame sa tak až na úroveň zdrojových kódov. Takýto pŕıstup zaručuje, že
archivované dáta bude možne spätne rekonštruovat’ dokonca aj o niekol’ko desat’roč́ı.
Systém založený na vol’ne dostupných komponentoch, je teda prvým krokom
k úspešnej archivácii. Ostáva už len doriešit’ otázku samotného záznamu, definovat’,
ktoré aspekty komunikácie je vhodné archivovat’ a podl’a toho nájst’ vhodné nástroje.
8.2 Data-streams within the AccessGrid session
AccessGrid pozostáva z niekol’kých vzájomne prepojených komponentov. Spôsob
komunikácie medzi nimi môžeme rozdelit’ na dve hlavné skupiny:
1. prenos multimediálnych dát,
2. prenos riediacich správ.
V kapitole 3.1 sme ako jeden zo spôsobov doručovania popisovali multicast, čo
je vhodná prenosová metóda hlavne pre multimediálne dáta pri skupinovej komu-
nikácii. Pre samotný prenos sa využ́ıva protokol RTP.
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Na druhej strane, riadiace správy tvoria len malú čast’ celkovej komunikácie a
pre ich prenos sa využ́ıva jednoduchš́ı unicast. Ak hovoŕıme konkrétne o komunikácii
medzi VenueServerom a ostatnými komponentami AG, táto prebieha v istej forme
XML-RPC.
8.2.1 Candidates for archivation
Najvhodneǰśımi kandidátmi pre nahrávanie, archiváciu a spätnú rekonštrukciu budú
multimediálne prenosy – zvuk a obraz. Hned’ za nimi nasleduje obraz prezentácie
a d’alej pracovná plocha. Nevhodným kandidátom sú riadiace správy, či rôzne frag-
menty správ týkajúce sa bezpečnosti.
Zvukový a obrazový signál má iste bezstavovú povahu. Mierne komplikácie
prinášajú kodeky, ktoré namiesto jednotlivých sńımkov generujú prechody medzi
kl’účovými sńımkami. Tento problém sa v najhoršom pŕıpade rieši preskočeńım k
nasledujúcemu kl’účovému sńımku. To plat́ı aj pre fragmentáciu dát v jednotlivých
ISO/OSI vrstvách. Chceme tým naznačit’, že obraz a zvuk vo forme RTP paketov
bude pomerne jednoduché archivovat’. V pŕıpade rekonštrukcie poškodeného záz-
namu bude najkomplikovaneǰsou čast’ou rekonštrukcie nájst’ nasledujúci kl’účový
sńımok, čo záviśı na použitom kodeku.
Ďaľśım kandidátom je protokol RFB použ́ıvaný v komunikácii medzi VNC serverom
a klientom. Protokol je bezstavový a konzistenciu VNC session nepoškod́ı ani
ukončenie, či výpadky spojenia.
Už sme spomenuli, že AG použ́ıva pre ovládanie svojich komponentov protokol
XML-RPC. V podstate nás táto komunikácia nemuśı zauj́ımat’ až na jednu výn-
imku – pomocou XML-RPC sa totiž synchronizujú zdiel’ané aplikácie AccessGridu.
Hlavne zdiel’aná prezentácia je horúci kandidát na nahrávanie. Jedným z možných
riešeńı by bolo ukladat’ udalosti prechodov medzi sńımkami pomocou špeciálne up-
ravenej verzie SharedPresentation. Problémom je však tvorba univerzálneho nahrá-
vacieho nástroja pre všetky zdiel’ané aplikácie. Navyše takto uložené informácie je
možné spätne prehrávat’ len rovnakým spôsobom, akým boli vytvorené. V kontexte
OAIS by sme museli archivovat’ aj všetky použité prehliadače a zdiel’ané aplikácie.
8.2.2 Conversion to common format
. . . or how to avoid n2 conversion tools while using solely n formats
Aby sme proces archivácie čo najviac zjednodušili, rozhodli sme sa všetky udalosti,
ktoré vzniknú počas videokonferenčného prenosu, previest’ do audio-vizuálnaho for-
mátu, ktorý ulož́ıme ako RTP pakety. Pri prevode sa kvalita pôvodných dát môže
mierne zhoršit’, no źıskame jednotný formát, pre ktorý môžeme neskôr vytvorit’
nástroje na prehrávanie a úpravu.
VNC display: Prevod vyžaduje sńımanie obrazu pracovnej plochy a kódovanie
pomocou vhodného kodeku do formátu RTP.
Zdiel’aná prezentácia: Stač́ı ak budeme sńımat’ tú čast’ pracovnej plochy, ktorá
obsahuje zobrazenú prezentáciu. Vhodne uplatńıme prechádzajúci pŕıpad a využi-




Figure 8.1: Prostredie pre archiváciu podl’a OAIS[7].
jeme VNC pre zobrazovanie prezentácie. Toto riešenie sa neobmedzuje iba na
zdiel’anie prezentácíı vo formáte PDF, či ODP.
Referenčný model OAIS definuje 4 prvky archivačného prostredia (obrázok 8.1).
Z nášho pohl’adu bude ”Producer“ každá aplikácia, ktorá vysiela RTP pakety, teda
VIC a RAT. Prvok ”Consumer“ bude už́ıvatel’, ktorý sa snaž́ı archivovaný záz-
nam znova rekonštruovat’ a prehrat’ napr. pomocou aplikácie VIC a RAT. Ak by
sme chceli postupovat’ podla referenčného modelu, muśıme zabezpečit’ aj existen-
ciu entity ”Management“, ktorá nastavuje zásady dodržované v rámci archivačného
prostredia OAIS. O údržbu arch́ıvu sa teda nestará management ale štruktúry vo
vnútri samotného arch́ıvu.
Implementácia modelu OAIS je mimo záber tejto práce a d’aľśı text je nezávislý
na použitej archivačnej paradigme.
8.3 Existujúce nástroje pre nahrávanie
8.3.1 Tcpdump – Packet sniffer
Tcpdump umožňuje ukladat’ pakety prechádzajúce siet’ovým zariadeńım. Na prvý
pohl’ad by sa zdalo, že ide o ideálny nástroj na zachytenie kompletnej informácie
v dátovom prenose. Problémom záznamu RTP paketov je však ich správne časovanie.
Vysledný súbor śıce obsahuje všetky audio-vizuálne dáta, ale spätná rekonštrukcia
časovania je obtiažna. Tcpdump teda nie je vhodným nástrojom.
8.3.2 RTPtools
Je sada nástrojov pre prácu s RTP dátovým tokom. Nájdeme tu nástroje rtprecord,
rtpplay a rtpproxy. Ďaľśım nástrojom je RTP reflekctor, ktorý umožňuje zrkadlit’
prichádzajúce dáta, dokáže mixovat’ rôzne RTP toky a transparentne prekódovat’
komunikáciu pomocou iného kodeku. Všetky nástroje sa spúšt’ajú z pŕıkazového
riadku a poskytujú iba základné funkcie.
8.3.3 AGVCR – RTP recorder/player
Zatial’ najvhodneǰśım nástrojom určeným pre nahrávanie RTP paketov je AGVCR
od D. Pipera [46], Indiana University. Poskytuje grafické aj textové rozhranie
(dokonca pomocou Telnetu), umožňuje automatické spúšt’anie aplikácii určených
na nahrávanie a prehrávanie multimédíı. Výsledkom nahrávania je samostatný sú-
bor, ktorý obsahuje informáciu o všetkých prijatých dátových tokoch a ich časovańı.
Ďalej umožňuje export podmnožiny týchto dát rozdeleńım na menšie časti.
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8.4 Nahrávanie prebiehajúcej konferencie
Účelom nahrávania je záznamenat’ v čo najverneǰsej podobe priebeh konferencie
z pohl’adu jedného uzla. Najjednoduchšou možnost’ou, ktorú sme použili aj v pŕı-
pade uzla v organizácii Ciant, je nahrávanie signálu z grafickej karty napr. vo forme
S-Video signálu. Výhody a nevýhody tohto riešenia sme popisovali v kapitole 5.6.
Druhý komplexneǰśı pŕıstup využ́ıva práve nástroj AGVCR. Nahrávanie vyžaduje
osobitný poč́ıtač, pretože nie je možné v jednom operačnom systéme zároveň nahrá-
vat’, prezerat’ a vysielat’ pakety pomocou rovnakého soketu. Vždy posledná apliká-
cia, ktorá použije volanie bind(), bude dostávat’ pakety, ostatné môžu iba vysielat’
pomocou volania send() alebo sendto().
V pŕıpade vel’kej konferencie je nutné dbat’ na dostatočný výkon, diskový priestor
a kvalitné siet’ové pripojenie takéhoto nahrávacieho uzla. Bude totiž ukladat’ všetky
pakety, ktoré sa v konferencii objavia. Uzol našt’astie nemuśı kódovat’ ani dekódovat’
žiadne dátové toky, jedinou úlohou je ukladanie RTP paketov.
8.5 StreamVNC – Nový nástroj pre lokálne nahrávanie
Problém nahrávania konferencie viedol k myšlienke vytvorit’ nástroj, ktorý by umožňo-
val pŕıpavu prezentácie vysielańım na lokálne siet’ové zariadenie – localhost. Pri
tvorbe systému sme brali do úvany nasledujúce požiadavky:
- Jednoduchá obsluha.
- Existencia grafického rozhrania.
- Schopnost’ ukladat’ obraz pracovnej plochy, napr. s bežiacou prezentáciou.
- Dostatočná kvalita záznamu.
- Nı́zke nároky na prenosovú kapacitu.
- Podpora nahrávania zvuku aj obrazu.
- Využitie existujúcich komponentov.
- Jednoduchá úprava výsledného záznamu (strih).
- Možnost’ jednoduchého prehrávania.
Prvým problémom, bolo źıskanie vhodných komponentov, ktoré by spolu dokázali
komunikovat’ a boli by dostatočne konfigurovatel’né a ovládatel’né. Museli pokryt’
nasledujúce oblasti:
- Nahrávanie RTP paketov.
- Spracovanie zvuku.
- Spracovanie obrazu z kamery.
- Spracovanie obrazu pracovnej plochy.
- Spŕıstupnenie vhodných prezentačných nástrojov.
Modelová situácia je znázornená na obrázku 8.2. Kl’účovým prvkom je systém
VNC (1), ktorý umožňuje zobrazit’ aplikáciu (2) bez interakcie s okolitou pracovnou
plochou. Obrázok znázorňuje, že obsah VNC je odosielaný na lokálnu adresu ap-
likáciou VIC (3) spolu so zvukom z aplikácie RAT (4) a d’aľśım obrazom z kamery
(5). Všetky tri dátové toky sú nahrávané pomocou AGVCR (6).
























Figure 8.2: Pŕıprava prezentácie pre neskoršie použitie.
8.5.1 Otázka nahrávania RTP paketov
Výborný nástroj AGVCR nám ul’ahčil situáciu pri výbere vhodného nahrávacieho
nástroja. Nástroj nevyžadoval žiadne d’aľsie zmeny, pretože vykazuje vysokú stabil-
itu, výkonnost’ a konfigurovatel’nost’. Jediný problém vid́ıme v chýbajúcej funkcii,
ktorá by umožňovala vystrihnút’ čast’ uloženého záznamu. V dobe ṕısania textu
sme už túto požiadavku adresovali autorovi aplikácie.
8.5.2 Otázka spracovania zvuku
Aplikáciu RAT, ktorá umožňuje prenos zvuku pomocou RTP paketov sme museli
pred použit́ım mierne upravit’. Problém štandardne dodávanej verzie RAT 4.3
z dielne UCL sa prejavil pri zapnutom firewalle. Aplikácia sa odmietala spustit’,
čo bolo pre naše účely neakceptovatel’né. Problém spôsobovala komunikácia kompo-
nentu ”mbus“ použitého v rámci RATu, ktorý sa vždy pri štarte snažil kontaktovat’
jednu z multicastových adries, čo spôsobovalo zamrznutie v pŕıpade spusteného fire-
wallu. Po čase sa podarilo nájst’ inú upravenú verziu RATu z diel’ne VRVS, ktorá
štartovala bez problémov. Nevýhodou bola absencia rozhrania pre zvukový systém
ALSA (Advanced Linux Sound Architecture), podporovaným bolo iba rozhranie
OSS (Open Sound System), ktoré vykazovalo ńızky výkon a problémy pri spolupráci
s inými aplikáciami pracujúcimi so zvukom. Použili sme teda zdrojové kódy oboch
implementácíı a vytvorili sme hybridnú verziu RAT-SVNC, ktorá kombinuje výhody
oboch.
8.5.3 Otázka spracovania obrazu pracovnej plochy
Pre spracovanie obrazového signálu je v AG určená aplikácia VIC. Znova sme však
nemohli použit’ originálnu verziu z diel’ne UCL. Aplikácia totiž blokuje soket, na ktorý
vysiela RTP pakety. Znamená to, že AGVCR nedokáže tieto pakety nahrat’. Navyše
obsahuje podporu kodeku H.263 pochybnej kvality, pretože jeho použitie často vedie
k chybe ”segmentation fault“. Verzia VICu zo systému VRVS, ktorý je založený
na projekte OpenMash však obsahovala funkčný H.263 kodek a navyše disponovala
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kompaktneǰśım designom, dôležitým hlavne pre koncového už́ıvatel’a. V projekte
EVO sme d’alej objavili novšiu verziu VICu s názvom Vievo, ktorej design nás zau-
jal a rozhodli sme sa použit’ jeho základ aj v novom nástroji.
Názov pre novú verziu VICu sme zvolili EVIC. Obsahuje jadro z projektu Open-
Mash podl’a VIC-VRVS a časti designu z Vieva. Do kódu sme pridali ovládacie
prvky umožňujúce prepnút’ ovládanie nahrávania na externý X11 display. Túto
vlastnost’ využ́ıvame pri nahrávańı obsahu VNC, kedy ovládanie môžeme umiestnit’
na reálny X11 display.
Výkon VICu z projektu OpenMash nám umožňuje dosiahnut’ 2fps pri rozĺı̌seńı
PAL a 10fps pri rozĺı̌seńı CIF. Pre účely prezentácie tieto hodnoty postačujú, navyše
sa tým šetŕı prenosová kapacita siete. V budúcnosti je však určite potrebné zvýšit’
výkon tejto komponenty. Testy ukázali, že pri 8fps v rozĺı̌seńı PAL bolo dosiahnuté
100% využitie procesoru Pentium 4 – 1.8GHz.
8.5.4 Otázka spracovania obrazu z kamery
Aplikáciu VIC sme tiež úspešne použili pre sńımanie obrazu z kamery pri 25fps
pri rozĺı̌seńı CIF. Rozĺı̌senie PAL nie je zatial’ podporované, obraz z kamery je za-
mýšl’aný ako dodatočná informácia k dôležiteǰsej prezentácii a zvuku.
8.5.5 Podpora prezentačných nástrojov
Pri vol’be prezentačných nástrojov bol braný ohl’ad hlavne na podporu PDF, Open-
Document Format (ODF) a PowerPoint (PPT). Ďalej podpora prehliadača obrázkov,
prezentácia webových stránok, obmedzená prezentácia video sekvencíı a podpora pre
virtuálny stroj VMWare. Samozrejmost’ou je jednoduchá rozš́ıritel’nost’ o d’aľsie ap-
likácie. Verzia TightVNC ktorú použ́ıvame, neobsahuje podporu pre 3D akceleráciu,
preto zatial’ nie sú podporované ani aplikácie využ́ıvajuce OpenGL.
Pre VNC display sme ešte okrem samotnej aplikácie potrebovali vhodný window
manager. Pri výbere hrali dôležitú ulohu faktory ako vel’kost’, náročnost’ na sys-
témové prostriedky, a umiestnenie dekorácii okien. Nakoniec sme vybrali FLWM,
ktorý umiesňuje dekorácie okien na ich l’avú stranu. Opticky tak nekolidujú s deko-
ráciami samotného vncviewera. Pred použit́ım sme FLWM mierne upravili, okrem
iného aj pridańım parametra -e, ktorý umožňuje po štarte FLWM spustit’ d’aľśı
program. Umožňuje nám to napr. nastavit’ pozadie obrazovky pomocou pŕıkazu
xsetroot -solid ’#004455’.
8.5.6 Architektúra StreamVNC
Všetky komponenty spomenuté v predchádzjúcom texte boli integrované do jedného
systému – StreamVNC – znázorneného na obrázku 8.3.
Pri minimálnych nárokoch na už́ıvatel’a je umožnená vysoká miera konfigurovatel’nosti.
Použitými jazykmi sú C, TCL/Tk a Shell Script. Spustenie vyžaduje bežiaci X
server, na ktorý sa umiestnia všetky ovládacie prvky. Hlavnými prvkami architek-
túry sú:
- nahrávanie RTP paketov,
- sńımanie zvuku,




























Figure 8.3: Architektúra systému StreamVNC.
- VNC – server, viewer a sńımanie pracovnej plochy,
- sńımanimanie obrazu z kamery,
- aplikácie.
Použitie Xvnc (TightVNC server) vyžaduje existenciu fontov fixed a helvetica.
Cesta k fontom obvykle býva správne nastavená v danej distribúcii Linuxu ako je
tomu napr. v OpenSuse. Niektoré distribúcie, napr. Gentoo, však vyžadujú explic-
itné nastavenie fontpath pomocou Xvnc -fp <dir>. Preto je v rámci StreamVNC
poskytnutá binárna podoba Xvnc a najnutneǰśıch fontov spolu s defińıciami fonts.dir
a fonts.alias. Server Xvnc sa teda nespúšt’a priamo, ale pomocou skriptu vnc/Xvnc-run,
ktorý nastav́ı vlastné umiestnenie fontpath. V pŕıpade potreby teda stač́ı zmenit’
obsah tohto skriptu.
8.5.7 Implementované profily
Hlavný script agvcr-run sa spúšt’a bud’ bez parametrov, alebo s jedným parametrom
reprezentujúcim názov súboru, ktorý sa má prehrat’. Aplikácia teda rozlǐsuje dva
profily pomocou dvoch rozdielnych konfiguračných súborov – nahrávanie použ́ıva
.agvcr.conf a reprodukcia použ́ıva .play.conf.
nahrávanie (record profile): Implicitný profil určený pre nahrávanie prezentá-
cie. Programy znázornené sivou farbou na obrázku 8.4 sa spúšt’ajú iba v tomto
profile. Už́ıvatel’ dostane k dispoźıcii menu, v ktorom zvoĺı jednu z aplikácíı.
reprodukcia (playback profile): V tomto profile začne AGVCR automaticky
vysielat’ RTP pakety zo súboru, ktorý dostal ako jeden z parameterov. Spúšt’a sa iba














Aplikácie spustené iba pri nahrávaní
Figure 8.4: Náväznost’ programov spustených v rámci StreamVNC.
jedna inštancia aplikácie EVIC po tom, ako prijme jeden RTCP paket. Naopak VNC
server ani VNC viewer sa nespúšt’ajú, pretože pri prehrávańı by zbytočne zaberali
priestor na obrazovke. Vysielané RTP pakety sú automatický prijaté aplikáciou
RAT a EVIC a už́ıvatel’ vid́ı obsah uloženej prezentácie.
8.5.8 Správa bežiacich procesov
Kedže sa jedná o integrovaný systém pozostávajúci z množstva komunikujúcich pro-
cesov, bola otázka ich správy jednou z najdôležiteǰśıch. Hlavný spustitel’ný program
s názvom stream-vnc je vytvorený v Shell scripte. Má za úlohu štartovat’ synovské
procesy, kontrolovat’ ich činnost’ a v pŕıpade potreby ich aj všetky ukončit’. Na-
jväčšou prekážkou bola malá flexibilita tzv. ”job control“ v Shell scripte
1, ktorú sme
nakoniec vyriešili nasledovne:
Hlavný program si vedie zoznam procesov $REQ, ktoré by mali pri skončeńı spô-
sobit’ ukončenie celého systému. Registruje sighandler pre signal SIGCHLD, čo spô-
sob́ı, že ak niektorý zo synovských procesov skonč́ı, dostane rodičovský proces od
jadra operačného systému automaticky správu (signál 17). Pŕıkazom jobs -pr shell
zist́ı zoznam bežiacich synovských procesov. Ak medzi nimi chýba nejaký proces
zo zoznamu $REQ, spust́ı sa ukončovacia sekvencia, kedy rodičovský proces rozosiela
bežiacim synovským procesom signál SIGTERM. Navyše všetky procesy použ́ıvajúce
VNC display sa automaticky ukončia spolu s VNC serverom.
Iný pŕıstup, ktorý sme sa pokúšali implementovat’, využ́ıval funkciu terminálu,
ktorú poskytuje operačný systém. Terminál je špeciálne zariadenie určené na medzipro-
cesovú komunikáciu. Operačný systém poskytuje systémové volania pre tvorbu
a správu tohto zariadenia. Proces, ktorý zariadenie vytvoril, sa stáva vedúcim
skupiny procesov, ktoré budú so zariadeńım komunikovat’. Skupina je identifiko-
vaná pomocou skupinového PID, čo je PID jej vedúceho. V pŕıpade, že vedúci
ukonč́ı svoju činnost’, operačný systém by mal rozoslat’ signál SIGHUP všetkým pro-
cesom v danej skupine. Výhodou je automatické rozosielanie signálov, na rozdiel
od nášho aplikačného riešenia v shell scripte. Nevýhodou je, že niektoré verzie
1Konkrétne ǐslo o verziu GNU bash 3.00.16(1)-release (i586-suse-linux)
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Shell-interpretov neposkytujú žiadne ekvivalenty systémových volańı grantpt(),
unlockpt() a ptsname(), čo muśıme riešit’ jednoduchým programom v C. Ten
otvoŕı špeciálny súbor /dev/ptmx, ktorý vytvoŕı ”master“ – jednu stranu komu-
nikačného kanálu. Unix API obsahuje funkcie posix_openpt(), grantpt(master),
unlockpt(master), ptsname(master). Posledná spomı́naná funkcia vráti názov
súboru /dev/pts/X, kde X predstavuje ”slave“ – druhú stranu komunikačného kanálu.
Jednoduchý program teda otvoŕı pseudo terminál, nastav́ı správne svoje filedescrip-
tory, použije funkciu setsid() pre vytvorenie novej session skupiny procesov a stane
sa vedúcim tejto skupiny. Následne môže zavolat’ niektorú z foriem funkcie exec()
a spustit’ iný proces vo svojom pamät’ovom priestore. Praktické skúsenosti s použ́ı-
vańım StreamVNC však ukázali, že mechanizmus, ktorý sme zvolili je postačujúci.
8.5.9 Test konzistencie prostredia
Aby sme ul’ahčili indentifikáciu problémov v pŕıpade chýbajúcich aplikácíı, poskytli
sme v rámci scriptu stream-vnc parameter --check. Pred prvým použit́ım je teda
vhodné spustit’ ./stream-vnc --check, ktorý skontroluje konzistenciu systému a
identifikuje najbežneǰsie problémy. Okrem iného detekuje aj bežiaci vmmon modul




Ciele stanovené v úvode práce sa podarilo úspešne splnit’. Našli sme spôsob tvorby
videokonferenčného uzla založeného výhradne na vol’ne dostupných komponentoch.
Nástroje, ktoré vznikli v priebehu tejto práce, umožňujú pŕıpravu a nahrávanie
konferencie. Spôsob, ktorým sme spojili existujúce komponenty, je v prostred́ı
AccessGridu unikátny.
Za hlavné pŕınosy považujeme:
1. Vytvorenie videokonferenčného uzla v organizácii Ciant. Ide o druhý uzol
AccessGridu v Českej Republike, ktorý môže slúžit’ ako model pre uzly v d’aľśıch
organizáciách.
2. V rámci tvorby uzla boli vytvorené internetové stránky, ktoré okrem informá-
cíı, týkajúcich sa samotného uzla, obsahujú aj kolekciu nástrojov súvisiacich
s videokonferenčnými technológiami. Engine použitý pri ich tvorbe je k dis-
poźıcii záujemcom.
3. Kontakty źıskané počas uplynulých aktiv́ıt uzla využijeme v budúcej spolupráci
medzi MFF UK a MARCEL network, ktorá by mohla vygenerovat’ d’aľsie
zauj́ımavé projekty ako zdroje bakalárskych, magisterských aj dizertačných
prác.
4. Praktické skúsenosti źıskané pri tvorbe uzla umožnili navrhnút’ AccessGridový
uzol zložený výlučne z vol’ne dostupných komponentov. Bolo nutné zabezpečit’
chýbajúce aplikácie, inak dostupné v komerčných platformách.
5. Vytvorenie zdiel’aného multimediálneho prehrávača pre operačný systém Linux
– SharedMPlayer, ktorý doteraz v AccessGride chýbal. Za zmienku stoj́ı aj
oprava existujúcej verzie SharedPresentation.
6. Ďaľśı softwarový prvok, ktorý vznikol na základe tejto práce, je EVIC – up-
ravená verzia aplikácie VIC z projektu VRVS. Hlavným ciel’om bolo nájst’
vhodného kandidáta na nahrávanie obrazovky VNC, čo pôvodný VIC z dielne
UCL neumožňoval. EVIC sa stal súčast’ou nástroja StreamVNC a poskytuje
ovládacie prvky umiestnené na vzdialený X11 display.
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7. Pre účely pŕıpravy prezentácíı vhodných pre vysielanie do AccessGridovej kon-
ferencie vznikol integrovaný nástroj StreamVNC. Umožňuje lokálne nahrá-
vanie obsahu VNC, zvuku a obrazu z kamery. Dátový tok vo forme RTP
paketov ukladáme pomocou nástroja AGVCR.
8. Po teoretickej stránke sme poṕısali hlavné problémy AccessGridu a videokon-
ferenčných technológíı vôbec. Na malých pŕıkladoch sme ukázali možnost’ pre-
chodu cez NAT a firewall, možnosti tunelovania a premostenia multicastovej
siete. Pre uzol v organizácii Ciant sme postavili QuickBridge, ktorý čiastočne
rieši problém s nedostupnost’ou multicastovej siete. V budúcnosti uvažujeme
o nasadeńı novšej verzie AG 3, ktorá obsahuje kvalitneǰsie premostenie pomo-
cou UMTP.
Podstatná čast’ spomı́naných výsledkov môže v budúcnosti generovat’ nové pro-
jekty. Videokonferenčné technológie sa neustále vyv́ıjajú a už́ıvatelia kladú stále nové
požiadavky na kvalitu prenosu, funkčnost’ a jednoduchost’ použitia. AccessGrid
potrebuje nové kvalitné zvukové a obrazové kodeky, čo implikuje vylepšenie exis-
tujúcich komponentov VIC a RAT. Podl’a modelu InSORS a VRVS je vhodné im-
plementovat’ nové premostenia (SIP, Skype, H.323, Asterisk . . . ). Taktiež navrhu-
jeme upravit’ súčasnú robustnú architektúru pre použitie v stiesnených podmienkach
bez negat́ıvneho účinku na kvalitu prenosu v ostatných miestach siete. Použitel’nost’
sa zvýši zjednodušeńım rozhrania VenueClient, napr. podl’a modelu EVO, VRVS
alebo InSORS.
Veŕıme, že projekt Ciant AG node bude d’alej pokračovat’ a záujemcov radi
priv́ıtame na našich wiki-stránkach [68], kde sa nachádzajú najnovšie verzie všetkých
spomenutých komponentov a samozrejme aj tento text v elektronickej podobe.

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2.1 Architektúra systému Skype. . . . . . . . . . . . . . . . . . . . . . . 4
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