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Yttrium Iron Garnet is the prototypical material used to study pure spin currents. It is a complex material with
20 magnetic atoms in the unit cell. Almost all theories and experimental analysis approximates this complicated
material to a simple ferromagnet with a single spin wave mode. We use the method of atomistic spin dynamics
to study the temperature evolution of the full 20 mode exchange spin wave spectrum. Our results show a strong
frequency dependence of the modes in quantitative agreement with neutron scattering experiments. We find this
causes in a reduction in the net spin pumping due to the thermal occupation of optical modes with the opposite
chirality to the FMR mode.
Introduction – Spin transport in magnetic insulators has at-
tracted much interest since the experimental demonstration
of the Spin Seebeck effect (SSE) [1]. The field of study is
broadly termed spin caloritronics and encompasses the cou-
pling between spin, charge and heat currents [2]. Typical ex-
perimental setups consist of bilayers made of a ferrimagnetic
insulator coated with a thin metallic film possessing a large
spin Hall angle. Of special interest is the ferrimagnetic insu-
lator Yttrium Iron Garnet (YIG) due to its very low damping,
α ≈ 10−5 and therefore long-lived spin waves [3, 4]. The
magnetism is carried by localised Fe moments in 8 tetrahe-
dral (minority) and 12 octahedral (majority) oxygen cages per
unit cell, with an anti-parallel ferrimagnetic state between the
two coordinations. However, most recent theories and exper-
iments treat YIG as a ferro-magnet with a single, parabolic
spin wave mode [5, 6], simply because the influence of YIG’s
complex electronic and magnetic structure on spin transport
is not known. Ohnuma et al. [7] introduced a simple two
mode model to describe the basic aspects of ferrimagnetic dy-
namics, but its spectrum bares little resemblance to that of
YIG [3]. In this Letter we show that the frequencies and line
widths of spin waves in YIG are strongly temperature depen-
dent. We find that at room temperature higher frequency spin
wave modes are significant occupied. Optical modes with op-
posite chirality to the acoustic mode turn out to have a dis-
proportionate effect on spin transport and must be taken into
account when modelling or interpreting, for example, the spin
Seebeck effect.
Experimentally, techniques such as Brillouin light scatter-
ing give access to the long wavelength, GHz frequency, dipole
spin waves [8]. Studying the THz frequency ‘exchange’ spin
wave modes requires expensive inelastic neutron scattering
experiments [9]. The role of the high frequency ‘thermal’
magnons remains poorly understood, despite their importance
in interpreting recent experiments [10–14]. Since spin wave
spectra are material specific, improving the understanding of
general characteristics could aid in the selection of materi-
als to progress towards applications such as sensing and heat
scavenging [15, 16].
Atomistic model – YIG is an insulator with a large elec-
tronic band gap. The Fe3+ ion d-shells are half-filled with
spin value of S = 5/2 and can be modeled with the Heisen-
berg Hamiltonian
H = −1
2
∑
ij
JijSi · Sj −
∑
i
µs,iB · Si. (1)
Here Jij is the isotropic exchange energy between (normal-
ized) spins with |Si| = 1, where the indices i, j enumerate
sites on the YIG crystal lattice. The Fe3+ magnetic moment is
µs = g
√
S(S + 1)µB = 5.96µB (µB is the Bohr magneton).
An external field Bz = 0.01 T defines the spin quantization
(z) axis. The crystal magnetic anisotropy and dipolar interac-
tion of YIG are negligibly small compared to THz frequencies
of thermal spin waves and disregarded here. Neutron scat-
tering [9] indicates that nearest neighbor exchange dominates
and we adopt Jad = −9.60×10−21 J, Jdd = −3.24×10−21 J
and Jaa = −0.92×10−21 J [3], where the subscripts refer
to the majority (d) and minority (a) spins. All couplings are
antiferromagnetic, which in principle could produce a frus-
trated state, but the dominating Jad is so large that a per-
fectly anti-collinear ground state is stable. By Metropolis
Monte-Carlo calculations [17] we compute the magnetization
m = 1Na
∑
i Sa,i +
1
Nd
∑
i Sd,i as a function of temperature
and find a Curie temperature of 520 K close to the experimen-
tal value of 559 K [18] and in agreement with other calcula-
tions [19]. Throughout this work we address a bulk system by
periodic boundary conditions for a supercell of repeated unit
cells.
The spin wave spectrum can be obtained by diagonalizing
the Hamiltonian (1) [3] but non-linear effects such magnon-
magnon interactions, thermal noise and damping require a
different approach. At finite temperatures, the spin moments
fluctuate around the local equilibrium state. The exchange
coupling correlates the motion of all moments, giving rise to
collective spin waves. The dynamical structure factor (or spin
wave power spectrum) as measured by inelastic neutron scat-
tering is the Fourier transform of spatio-temporal spin-spin
correlation functions. Here we compute the local spin dy-
namics, and from them the structure factor, thereby avoiding
a magnon ansatz and including magnon-magnon interactions
to all orders.
The spin dynamics is described by the atomistic Landau-
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FIG. 1. (Color online) YIG spin wave spectrum as calculated for different temperatures. The dashed lines mark 2pi~f = kBT . The red/blue
coloring denotes the +/- mode chirality relative to the magnetization direction.
Lifshitz-Gilbert equation (LLG) based on the Hamiltonian (1)
∂Si
∂t
= − |γ|
(1 + λ2)µs,i
(Si ×Hi + λSi × Si ×Hi). (2)
The local effective field is Hi = ξi − ∂H/∂Si where ξi is a
stochastic term with
〈ξi(t)〉 = 0; 〈ξi(t)ξj(t′)〉 = δijδ(t− t′)2λµskBT/γ. (3)
where 〈· · · 〉 denotes the statistical time average. The gyro-
magnetic ratio is γ = 1.76×1011 rad s−1T−1. The mea-
sured Gilbert damping α of ferrimagnets is a combination
of the damping parameters of the sublattices. According to
Wangsness’ formula α = (λaMa +λdMd)/(Md−Ma) [20].
Here we use the damping parameter λ = λa = λd = 2×10−5
giving α = 10−4, which is a typical (although not record)
value. We solve the stochastic Langevin equation (2) with
the Heun method, using a time step of ∆t = 0.1 fs. The
low damping requires careful equilibration. We first use a
Metropolis Monte-Carlo algorithm to converge to the equilib-
rium magnetization. We then integrate the LLG dynamically
for 1 ns, which is sufficient to achieve a steady state regime in
the presence of noise. Finally we collect data for 0.1 ns which
is Fourier transformed in space and time to distill the spectral
information.
In our classical formalism the thermal noise is white, and
through equipartition the system obeys Rayleigh-Jeans rather
than Planck or Bose-Einstein statistics for magnons. Our re-
sults at low temperatures and high energies do not capture
possible quantum effects. However, at elevated temperatures
quantum effects are suppressed by magnon-magnon interac-
tions and classical spin models can be expected to give a good
agreement with experiments.
The spin wave spectrum is revealed in terms of structures in
the space-time Fourier transform of the spin fluctuations. The
Fourier representation of the spin dynamics reads
Sk(q, ω) = 1√
2pi
1
Nc
Nc∑
n=1
∑
r
eiq·(r−pn)
∫ +∞
−∞
eiωtSk,n(r, t)dt
(4)
where pn is the position of the n-th spin (of a total of Nc =
20) in the unit cell and k = x, y, z. The q-space resolution
is determined by the system size of 64 × 64 × 64 unit cells
(5,242,880 spins).
Thermal spin motive force is proportional to the trans-
verse dynamical susceptibility or equal-time spin correla-
tion function [5] which is related to the correlation function〈
S˙y,i(0)Sx,i(0)− S˙x,i(0)Sy,i(0)
〉
that is equivalent to the
wave vector and frequency integral of the power spectrum
〈ωSx(q, ω)S∗y (q, ω)〉 − 〈ωSy(q, ω)S∗x(q, ω)〉. This correla-
tion function is a Stoke’s parameter V = −2Im(SxS∗y ) and
the sign identifies the chirality or polarization of the eigenvec-
tors [21]. The label ‘+’ chirality implies counter-clockwise
rotation i.e. the precession direction of a magnetic moment in
an applied field e.g. under FMR.
Spin wave spectrum – In Fig. 1 we display the calculated
spin wave spectra for different temperatures. The coloring in-
dicates the chirality of the modes. Red modes have the ‘+’
chirality, while the blue modes precess in the opposite direc-
tion. The latter (optical) modes are energetically costly due
to the strong exchange field between the two sublattices, so
emerge only at frequencies above the exchange splitting.
At the lowest temperature considered (1 K) the ampli-
tude of the excitations (or number of magnons) is small and
magnon interactions are very weak. The calculated spec-
trum therefore agrees well with the linearized spin wave the-
ory [3]. The following discussion is focused on the two
nearly rigidly shifted parabolic modes with opposite chirality.
The lowest frequency mode is the ferromagnetic-like acous-
tic mode. The second mode is blue shifted by a spin wave
gap caused by the exchange field between the two sublattices
∆ = 3Jad〈Sz,a〉 − 2Jad〈Sz,d〉 ≈ 10 THz and is the optical,
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FIG. 2. (color online). Temperature dependence of the spin wave
gap. Blue circles are the calculations in this work, red points are the
neutron scattering data of Plant [9]. The shaded area marks ~ω <
kBT . The dashed line is the reduction in exchange field due to spin
fluctuation.
antiferromagnetic-like mode between the two sublattices. We
observe 5 additional flat modes in the 5 and 10 THz range that
are thermally excited at room temperature. Since their mass is
very high, they are expected to only weakly contribute to spin
transport than the highly dispersive ones.
Thermal fluctuations reduce the magnetic order 〈Sz,a〉,
〈Sz,d〉 and thereby the exchange field ∆, as observed in Fig. 1.
Our calculations agree very well with neutron scattering ex-
periments [9] (Fig. 2). We emphasize that our exchange con-
stants Jij are not temperature dependent - the effect is caused
by statistical mechanics alone. Below ~ω = kBT (dashed
line) spin waves modes are thermally occupied. The occupa-
tion above this line is small and technically governed by quan-
tum statistics, but unimportant for (near to) equilibrium prop-
erties. Far below room temperature only the ferromagnetic-
like acoustic mode is significantly occupied and the use of
a single parabolic spin wave model is justified. However, at
room temperature and above, this approach breaks down and
the effects reported here must be taken into account in order
to understand the properties of YIG.
Our method allows a comprehensive treatment of the non-
linear thermodynamics from low temperatures up to the mag-
netic phase transition. The magnon ansatz often used to de-
scribe spin dynamics is based on the Holstein-Primakoff trans-
formation expanded to low order in the number of magnons.
A larger number of thermally excited magnons initially can
be captured by magnon-magnon interactions. These reduce
the magnon lifetime as reflected by an increased broaden-
ing of the spectral function. When the broadening becomes
larger than the spin wave energy splittings, the magnon con-
cept breaks down completely. This picture is illustrated by
Fig. 1 in which we observe that with increasing temperature
the flat modes completely melt into an incoherent background
that can no longer be interpreted in terms of spin waves. How-
ever, the coherence of the fundamental acoustic and optical
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FIG. 3. (color online). Examples of the on-site correlations from
different points in the unit cell a) FeA at (0, 1/2, 0) and b) FeA at
(1/2, 0, 0) in fractional coordinates.
modes turns out to be remarkably robust against thermal fluc-
tuations: the line widths as well as the parabolic curvature,
a metric of spin wave stiffness, hardly change with tempera-
ture. Our formalism can provide information about individual
local moment fluctuations irrespective of the coherence of the
spin wave excitations, which can be used to shed light into this
remarkable behavior. In Fig. 3 we plot the site-resolved con-
tributions to the power spectrum. We clearly see that the fun-
damental acoustic and optic modes are homogeneously spread
over the unit cell, while the other modes are strongly localized
on one of the local moments that are consequently coupled by
the small Jaa and Jdd exchange constants. The spin waves
with a flat dispersion are slack and susceptible to thermal agi-
tation.
The resilience of both fundamental modes agrees with ob-
servations [22] but appears to contradict common wisdom
that the spin waves stiffness decreases linearly with tem-
perature [23]. The reason for the anomalous behaviour of
YIG have not been well understood, especially in the higher
temperature regime where the optical magnons become in-
volved [3]. The present results indicate that the decoupling
of the fundamental extended modes from the floppy localized
modes, as discussed above, protects the spin wave stiffness as
well as the lifetime.
Spin pumping – is the emission of spin currents from a mag-
netic material into metal contacts by the magnetization dy-
namics. The latter can be driven for example by microwaves
and ferromagnet resonance or by thermal excitations. In the
presence of a temperature difference, the imbalance between
thermal spin pumping and spin transfer torque from the metal
causes net spin currents that can be converted into voltages by
the inverse spin Hall effect, i.e. the spin Seebeck effect. Spin
pumping and SSE are interface effects that are proportional
to the spin-mixing interface conductance and equal time and
space spin correlation functions of the magnet at the interface
[5]. When the interface correlations are identical to that in
4the bulk, i.e. are not perturbed by the presence of the inter-
faces (Golden Rule or tunneling approximation), our simula-
tions provide direct access to the spin Seebeck effect except
for a constant that contains the spin mixing conductance, spin
Hall angle and temperature gradient. Our approach does not
address surface spin wave states or spin-pumping induced en-
hanced damping. For samples much thicker than the magnon
relaxation lengths thermal gradients induce magnon spin and
heat transport in the bulk of the ferromagnet, which have been
held responsible for e.g. YIG layer thickness dependence of
the SSE [6, 10, 12]. These effects are beyond the scope of the
present study, however.
The spin mixing conductance of an interface between a
metal and a magnetic insulator with local moments is gov-
erned by the exchange integrals between the local moments
and the conduction electrons [24]. The DC pumped spin cur-
rent then reads
〈I〉A = ~
4pi
Re g↑↓
NA
NA∑
i
〈Si × S˙i〉 (5)
where NA are the number of moments at the interface A. Av-
eraging over the (weak) dependence of the mixing conduc-
tance on the specific interface [24] and to leading order in the
transverse dynamics 〈I〉 = ~Re g↑↓S/ (4pi) , where the equal
time and space correlation function
S = 1
Nc
Nc∑
i
〈S˙y,iSx,i − S˙x,iSy,i〉 (6)
can be obtained either directly from the simulations or by in-
tegrating the spectral power functions discussed above over
frequency and momenta. At equilibrium this current is ex-
actly compensated by the thermal spin transfer torque-induced
currents from the metal. The observed spin Seebeck voltage
then reads, to leading order, ∆VSSE ∼ S∂T, where ∂T is
the temperature gradient over the sample. We do not address
the proportionality constant here. The correlation functions
that govern electric spin injection, chemical potential-driven
transport [13], which might be relevant for the spin Seebeck
effect [25], as well as bulk magnonic transport that dominates
the signal for thick ferromagnets, are subject of ongoing study.
In Fig. 4 we plot S as a function of temperature for YIG as
well as for a hypothetical ferromagnet with parallel moments
on a simple BCC lattice (FM) that is tuned to the same satura-
tion magnetization and Curie temperature as YIG.
Both the ferrimagnet YIG and the FM show similar fea-
tures. An increasing temperature initially increases spin
pumping by enhanced thermal agitation. Close to the criti-
cal temperature spin pumping collapses to zero at TC together
with the net magnetization. The YIG spin pumping is max-
imized close to 300 K, i.e. far from the critical region of
the phase transition. This is caused by the increasing ther-
mal occupation of the high frequency optical mode with op-
posite chirality, which plays a significant role above 300 K
(see Fig. 2). A similar effect causes the low temperature sign
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FIG. 4. (color online). Spin pumping (Eq. 6) of YIG and a hypothet-
ical ferromagnet into a metal contact as a function of temperature.
change of the spin Seebeck signal in GdIG [14]. On the other
hand, the thermal occupation of the optical modes actually en-
hances the net magnetization rather than decreasing it [3].
Uchida et al. [26] observed a power law ∆VSSE ∼ (TC −
T )3 close to the Curie temperature TC , while the magnetiza-
tion scales ∼ (TC − T )
1
2 as expected from mean-field theory.
Here we find the same critical exponent 12 for both the mag-
netization and SSE effect, which can be rationalized in terms
of the spin wave gap that is closed in proportion with the ex-
change field. The anomalous scaling found experimentally
must be attributed to physical effects not related to the dy-
namic susceptibility. A strong suppression of spin transport in
the ferrimagnet by large thermal fluctuations is a possible ex-
planation. On the other hand, the present spin Seebeck theory
is based on the Landau-Lifshitz-Gilbert equation which might
not hold close to the phase transition. More study is needed to
understand the spin Seebeck effect close to the critical regime.
Conclusion – We present atomistic simulations of the spin
dynamics of the electrically insulating ferrimagnet yttrium
iron garnet with application to the spin Seebeck effect. The
calculations transcend previous theories by taking fully into
account (i) the complicated crystal and ferrimagnetic struc-
ture and (ii) the non-linearities caused by magnon-magnon in-
teractions at elevated temperatures. We observe a remarkable
resilience of the fundamental acoustic and optical modes with
respect to thermal agitation, which is explained by their large
dispersion and spatial isolation from numerous floppy modes
with large heat capacity. At room temperature and above, the
ferrimagnetic optical mode is significantly occupied. Its neg-
ative chirality leads to a suppression of thermal spin pumping
and spin Seebeck effect. The critical exponent observed for
the spin Seebeck effect [26] remains as yet unexplained.
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