DEFINITION A Bernoulli scheme (E, 0, SF, P, T) is a probability space together with a transformation T, where (i) E = {1, • • • , n} for some positive integer n, or E = {1, 2, • • •}, (ii) 0= {co=( • • • , co_i, coo, ctfi, • • • )\cûiÇzE for all i),
(iii) ff is the smallest <r-algebra containing all sets ^4*= {co|co 4 =fc}, (iv) g*>0 is defined for kÇ-E with 2* e jy <z* = l, P is the product measure on 5 defined by P{^4j} = g> for all i, (v) P is the shift transformation defined on Q, i.e., Pco = co' if and only if oe! =co t -+ i for all i.
We shall sometimes refer to a Bernoulli scheme as a (gi, For a detailed discussion of entropy see, e.g., Halmos [l] . It is well known that entropy is an invariant with respect to isomorphism, i.e., any two isomorphic Bernoulli schemes have the same entropy. It is not known whether entropy is a complete invariant, that is, whether two Bernoulli schemes with the same entropy are isomorphic.
In this note we state a theorem which gives conditions under which two Bernoulli schemes are isomorphic. This generalizes results due to Meshalkin [2] . Below is a sketch of Meshalkin's work. 3. DEFINITION 4. Let (Q, 3F) be a measurable space. A maximal partition of (fl, &) is a partition of Î2 into measurable disjoint sets such that every measurable subset of 0 is the union of sets in the partition.
DEFINITION 5. Let E be as above and let 2 be the o*-algebra of all subsets of E. Let P be a probability measure defined on 2 which assigns positive probability to each nonempty subset of E. Let SoCSiCS be (r-algebras, let 11= (pu pii • • * ) be a finite or infinite sequence of positive numbers with 2£,-«=l, and let 0<a;gl. Si is a (i) &i is a decomposition of (B* of weight on with respect to II t -, (ii) (&i is the smallest cr-algebra containing each C5t y and j<&i, (iii) 2 is the smallest cr-algebra containing each Q,i, (iv) So = j8* lf (v) each e(EE is in only a finite number of compartments of simple decompositions. Now let (E, Q, IF, P, P) and (E', 0 ; , ^', P', V) be Bernoulli schemes. Then P and P' may be considered as probability measures on the cr-algebras 2 and 2
; consisting of all subsets of E and E l respectively. Let 2 0 = {0, E} and 2 0 ' = {0, E' ), where 0 is the empty set. The proof of the theorem will be given elsewhere, together with some applications of the theorem.
