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 
Abstract—Unmanned Surface Vehicle (USV) is an important 
application of unmanned systems and these USVs provide safe 
and secure operation in hostile environments. But these USVs are 
highly reliant on their positioning system such as Global Position 
System (GPS) and loss of positioning information from GPS can 
cause catastrophe. To overcome this positioning challenge for a 
USV under GPS denial environment, we propose a real-time 
positioning algorithm based on radar and satellite images to 
determine the USV position. The algorithm takes coastline as a 
registration feature to implement an image registration between a 
horizontal viewing angle image from a radar and a vertical 
viewing angle image from a satellite. The contributions of this 
paper consist of two parts. Firstly, a coastline feature extraction 
method based on edge gray features for both radar and satellite 
images is provided. Secondly, a high efficiency image registration 
method which takes the dimensionality reduction distance as an 
indicator was proposed for USV embedded system. The results 
from six typical application scenarios show that the maximum 
positioning error of the proposed algorithm is 28.02 m under the 
worst case. A continuous positioning experiment shows that the 
average error of the algorithm is 9.77m, which indicates that the 
algorithm can meet the positioning requirements of a USV under 
GPS denial environment.  
 
Index Terms—unmanned surface vehicle, GPS denial, 
Radar, Image registration, position estimation. 
I. INTRODUCTION 
Unmanned systems such as Unmanned Ground Vehicles 
(UGVs), Unmanned Aerial Vehicles (UAVs) and USVs rely on 
information from GPS and this information is an important 
reference for the automated operations of these unmanned 
systems. Any disturbance or denial of GPS signals can 
seriously affect the operations of these unmanned systems. The 
automatic identification system, electronic chart display, 
navigation system and information system of these unmanned 
vehicles are all dependent on healthy operation of the GPS. 
GPS denial can not only lead to malfunction in the operation of 
these unmanned vehicles, but also threatens the safety of their 
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surroundings. Recent advancements in sophisticated hacking 
techniques and the availability of highly efficient and 
computationally powerful chipsets also pose a threat to safe 
operation of these unmanned systems. Some experiments have 
shown that a 1.58W GPS jamming device can shield all the 
GPS signals on a wide range of sea area and this jamming 
technology has been used by military [1]. In November 2011, a 
US UAV was captured by Iran using GPS spoofing [2].  North 
Korean GPS jamming, directed into South Korea, most likely 
had precipitated a sequence of events that led to some mistakes 
made by the South Korean drone operators and eventually led 
to a crash [3]. 
Since the UAV industry has a relatively long history and its 
development is fast, many studies have been conducted on 
UAV navigation under GPS denial environment. Main methods 
include inertial guidance based on inertial measurement unit, 
positioning based on aviation image registration, and 
Lidar-based positioning. The inertial guidance is generally used 
together with image registration due to reduced cumulative 
errors [4], and image registration requires some reference 
elements to implement, such as artificial markers [5], 
intersection [6] or some known location markers [7]. Some 
studies have also used elevation together with 2D-image as 
inputs for 3D-based registration [8]. In addition to image 
registration, INS accuracy can also be improved by fusing the 
velocity and altitude information provided by the dynamic 
image [9]. Inertial guidance can also be used in conjunction 
with GPS to improve the GPS accuracy [10] but can also deal 
with short-time GPS failures [11]. Experiments show that the 
error of vehicle positioning using INS is about 3.2±1.1% of 
the distance traveled [12], which also shows that independent 
INS can only be used for short-range positioning. For a UAV, 
positioning methods based on image registration have 
significant advantages because of the following reasons:  
1) Top View: Images obtained by the UAV have a consistent 
top view perspective with the satellite. Therefore, it is 
easy to register the UAV images with satellite images 
such as google earth images; 
2) Wider Range: Wide range of ground images can be 
obtained from a top view angle, meaning that the 
extraction of registration features is much easier. For 
example, lakes, coastline, and road intersections are good 
registration feature points.  
Optical flow sensors instead of cameras are used in some 
studies to assist the process of UAV positioning. This solution 
has a lower cost. Lidar-based methods provide high accuracy 
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and better environmental adaptability. In addition to accuracy, 
in the dusk environment, Lidar's physical recognition capability 
is much higher than the camera [13]. Therefore, they are widely 
used in indoor UAV navigation, pedestrian [14], grass, road, 
vehicles and other objects detection [15]. In addition, together 
with the Simultaneous Localization and Mapping (SLAM) 
technology, adaptive UAV navigation can be achieved [16]. 
Because of these advantages, current UGVs mainly use this 
kind of Lidar-based methods to achieve high-accuracy 
environmental data, thus achieving autopilot. Of course, in 
order to obtain both color and depth information, Lidar and 
camera are usually used in combination [17]. The disadvantage 
of this Lidar-based methods is that the sensor used in this 
method is very expensive. Furthermore, its measuring range is 
generally small, which is not suitable for the detection of 
long-distance marine landmarks [18]. 
Compared with UAVs and UGVs, the development of USVs 
is slow. Since USV’s positioning scenarios are relatively 
special, little research has been carried out in this area. Dead 
reckoning method can be used to estimate the position of a USV 
but this method has high cumulative errors. Experiments on a 
600-meter-wide river show that the algorithm based on dead 
reckoning has a positioning error of about 200 m in such short 
distance [19], which suggests that DR can only be used to 
improve GPS accuracy [20] or to provide integrated navigation 
for unmanned devices with other sensors [21]. Image 
registration has also been used to determine location and 
position information of a USV. Han et al have calculated USV 
position using some known location landmarks, such as bridge 
piers and have shown that image registration has higher 
performance than the dead reckoning method [22]. However, 
images obtained by a USV are limited by a number of factors 
and are generally used for navigation in a small area and under 
certain scenarios. For example, if the GPS signals are blocked 
by a bridge then in this case, the image registration method can 
be used for navigation based on the known structure and shape 
of the bridge. In an open sea area, it is difficult to find 
landmarks for positioning because of the following restricting 
factors:  
1) Landmarks recognition is restricted by light conditions. 
For example, it is not conductive to the acquisition of 
landmarks if it is too dark or too bright, or it is rainy, 
foggy etc.  
2) Landmarks recognition is restricted by the imaging range 
of cameras. Unlike a telescope used by a captain, the 
range of image obtained by the camera on a USV is much 
closer. 
3) Landmarks recognition is restricted by the stability of a 
USV. Since USV cameras are generally mounted on the 
hull of a USV, it is difficult for a small USV to obtain 
stable images because of the large fluctuations of the 
screen.  
4) Landmarks recognition is restricted by the computational 
complexity. To calculate positions of a USV based on a 
landmark, we typically need two or more cameras to 
obtain high-precision three-dimensional images of the 
landmark, putting forward higher requirements on the 
computational capability of the system [23].  
Therefore, images obtained by cameras are mainly used for 
obstacle detection at a close range [24]and for USV control in 
narrow inland waterways [25] by detecting the coastline [26]. 
So this method also has the potential to replace sonar to achieve 
low-cost obstacle marking [27]。 
Radar is a good supplementary positioning means for 
manned boats with higher measuring accuracy and its signals 
are less subjected to variable weather conditions. It has been 
studied as a tool for UGV positioning many years ago. The 
method is that a millimeter-wave radar was used to measure the 
position of a fixed radar beacon and to estimate the position of 
the vehicle [28]. Since the cost of the radar-beacon positioning 
method is relatively high for automotive vehicles and difficult 
to implement, it is not widely used [29]. At present, 
millimeter-wave radar is mainly used to detect obstacles within 
400m for UGV. Radar is very common in marine application, 
and even now can be found on many small yachts. The reason is 
that it is a useful electronic aid, and has position-fixing and 
collision-avoidance capabilities [30]. In addition, S or X wave 
radars for the marine application can provide a measurement 
distance of more than 150 km, which can meet the positioning 
requirements of offshore USVs, compared to Lidar, 
millimeter-wave radar and cameras, which provide 
measurement distances of less than 400m. Therefore, mariners 
can determine the position of a boat roughly by combining 
radar images with sea charts. In this paper, we propose the use 
of radar and satellite images to determine the feature space 
from the two sets of images. The radar images provide a 
horizontal view while the satellite images provide vertical view 
as shown in Fig. 1, we use the conjunction of the two views, 
horizontal and vertical, to determine the USV’s position under 
GPS denial environment. Section II provides detailed 
methodology employed in the paper. Results and discussion of 
results are provided in Section III followed by conclusion in 
Section IV.  
 
II. METHODOLOGY 
A. Problem description 
 Fig. 1. Image of satellite and radar with different viewing angles. 
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Since there are two sets of images, one from the radar and the 
other from satellite, with different viewing angles, the image 
registration methods cannot be applied as used in UAV. Fig.1(a) 
is a satellite image and provides the top-view. All the objects on 
the sea or on land within the range of this satellite image range 
are shown in Fig. 1(a). Fig. 1(b) is a radar image, in which the 
USV is at the center. The distances between the USV and 
surrounding obstacles are also provided in the figure. Also that 
in Fig. 1(b), width of the red shaded area in a certain direction 
reflects the horizontal projection of an obstacle in that direction. 
This information cannot be inferred from satellite image. 
However, the radar image cannot provide any information 
about objects behind the obstacles. Hence, in order to determine 
the USV’s position based on radar and satellite images, we 
propose a fast image registration method between radar image 
with a horizontal viewing angle and satellite image with a 
vertical viewing angle. The method we proposed is called 
Dimensionality Reduction Registration (DRR) and this method 
can be used for real-time applications. Each pixel on a satellite 
image map has its own known coordinates. Therefore, the 
coordinates of the radar can be calculated by establishing a 
registration between a satellite image and a radar image. In 
order to carry out image registration between the two kinds of 
images, we extract their common features. As shown in Fig. 1 
(c), the coastline is the intersection line of the satellite image 
plane and the radar image plane. Therefore, it can be used as an 
image registration feature. 
In order to implement image registration between a radar 
image and a satellite image, we extract coastline as a 
registration feature, from both kinds of images. There are some 
methods to extract the coastline information from a radar image. 
Zhongling et al. proposed a method using the combination of 
K-means and object-based region-merging, while Ferdinando 
et al. proposed dual-polarization scattering model based 
method [31, 32]. These methods have a good performance in 
extracting the coastline information feature, but these methods 
need to perform the complex operations which are time taking, 
hence making these methods unsuitable for real time 
application. Our proposed coastline feature extraction method 
addresses the aforementioned drawbacks and its minor 
complexity coupled with fast registration makes it suitable for 
real time applications. 
In our method, we convert a typical radar image into a 
grayscale image as shown in Fig. 2. The concentric circles in 
the figure are uniformly-spaced, which are centered at the 
coordinates of radar as ଵܲሺݔ௥, ݕ௥ሻ. Gray blocks around the radar represent different obstacles, such as boats, buildings or trees 
along the coastline or on land, etc. In this figure, we take the 
radar signal feature which has an angle α with the direction of 
north as an example. The yellow dotted line in the Fig. 2 is an 
auxiliary line in that direction. It can be seen that the auxiliary 
line has 9 points from ଵܲ to  ଽܲ, where ଵܲ is the radar and  ଶܲ, ଷܲ are boat projections in the horizontal direction, whereas 
ସܲ, ହܲ, ଻ܲ, ଽܲ  are intersection points of the auxiliary line and 
uniformly-spaced lines. 	 ଺ܲ, ଼ܲ  are the projections of onshore 
obstacles in the horizontal direction, and ଺ܲ	ሺݔ௖, ݕ௖ሻ	  can be 
considered as a coastline point in the direction α. In other words, 
we can extract the coastline points in this direction according to 
the gray scale values of pixels of the auxiliary line. 
The gray values of each pixel of the auxiliary line are shown 
in Fig. 3. With the help of the gray values, we can obtain the 
size of obstacles from this figure and we can further identify 
different objects. Since the distance between 	 ଶܲ			and	 ଷܲ	  is 
small, it indicates that the obstacle is a small object, such as 
boats or navigation buoy. Since the distance between ଺ܲ	and	଼ܲ  
is large, it indicates that the size of the object is big. Such big 
obstacles have high probability of being land. It can be seen 
from the Fig. 3 that different intersection points have different 
gray values. The gray values of the pixel points representing 
uniformly-spaced lines are low and the gray values of the points 
representing large land obstacles are high, while the gray values 
of the points representing small obstacles such as boats fall in 
between. Based on this information, we can obtain the coastline 
position ଺ܲ	ሺݔ௖, ݕ௖ሻ for the angle α. 
As shown in Fig. 4(a), the shape of the coastline (highlighted 
in yellow) around the USV can be obtained using the above 
method. The figure reveals that most of the yellow coastline 
Fig. 2.  Coastline extraction based on a radar image. 
 
Fig. 3.  Gray values of pixels of the auxiliary line in α direction. 
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points are a close match. Note that radar cannot identify all 
parts of the coastline in range as it is only line-of-sight and 
cannot look around corners. Errors are possible when the 
coastline is not correctly detected by the yellow lines. In Fig. 4 
(a), marked by red ellipses, distant coastlines are detected along 
with other boats. These error points will affect the image 
registration accuracy, so the image registration algorithm 
should be robust against outliers, e.g. it should be capable of 
removing lone yellow dots. 
We also extract the coastline which is located in the range of 
activity of the USV from satellite images. For this we initially 
set up several virtual radar positions (VRP) in satellite image 
and then extract the coastline shape from different angles using 
these VRPs. Finally, we combine all the coastline points 
extracted by the VRPs to obtain the entire coastline feature set. 
The VRPs are selected ensuring that the shape of each part of 
the coastline is covered. The coastline feature, extracted using 
satellite images for Portsmouth in United Kingdom is shown in 
Fig. 4(b). To cover the entire range of USV’s mobile activity, 
we used multiple VRPs to extract the coastline of the region. 
B. Image registration  
The coastline feature, extracted from radar and satellite 
images, is used as the registration feature. This coastline 
registration feature should satisfy Equation (1), where ሺݔ, ݕሻ is 
a coastline point from the radar image, while ሺݔீ, ݕீሻ is a point 
corresponding to the coastline from the satellite image. ܵ௫ and 
ܵ௬	 are scale transformation factors each in both directions.  θ is 
the rotational transformation factor between the two images. ܾ௫ 
and ܾ௬ are translation transformation factors each in different 
coordinate directions. An objective of image registration 
process is to determine the optimal translation factors, 
rotational factor and scale factors with minimal complexity. 
     (1) 
In order to increase the processing speed, the radar is set to 
north up mode. In this way, we can obtain a radar image whose 
orientation is consistent with that of the satellite’s image. 
Before image registration, the distance resolution of the radar 
image and the satellite’s image is adjusted to the same value.  
The registration process of feature points for the radar image 
and for satellite image is a search process for the center of the 
radar image. In this search process, we first find an indicator to 
measure the effect of the registration and based on this measure 
we determine the optimal registration solution. Hausdorff 
distance is usually taken as the indicator of the image 
registration [33, 34] and is represented using Equation (2), 
where is the directed Hausdorff 
distance from to , while  , max m in
a Ab B
h B A a b    is the 
directed Hausdorff distance from B  to A . The distances of all 
the pair of points between Set A and Set B needs to be 
calculated. Therefore, this method is unsuitable for scenarios 
which have high real-time requirements, or image registration 
with high resolutions. For the application in this paper, all the 
possible scenarios and areas that a USV may cover, needs the 
Hausdorff distance to be calculated. Since the area covered by a 
satellite image to be registered will be very large, it will be 
difficult to meet the real-time operational requirements of a 
USV to determine the position under GPS denial if this 
indicator is used as the registration indicator for radar and 
satellite images. 
                        , max , , ( , )H A B h A B h B A                 (2) 
To meet the requirements of real time positioning, we take 
Dimensionality Reduction (DR) distance as the indicator to 
measure the effect of registration. Based on this DR indicator, 
fast registration between radar and satellite features can be 
performed. The feature points of radar and satellite images can 
be represented by nonempty sets  R ൌ ሼܽଵ, ܽଶ, … , ܽ௡ሽ and G ൌሼܾଵ, ܾଶ, … , ܾ௠ሽ	 respectively, where ‘a’ and ‘b’ are the 
coordinates ሺݔ, ݕሻ of feature points. We take the image center 
as the origin and convert ሺݔ, ݕሻ from Cartesian coordinates to 
ሺݎ, ߠሻ in polar coordinates, where r is the polar radius, and θ is 
cos sin[ ] sin cos
xG
x y
yG
bx x
s s
by y
 
 
                   
 , max min
b Ba A
h A B a b 
A B
 Fig. 4.  Coastlines extraction for radar and google earth image. 
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the polar angle. The feature point set can be expressed by 
Equation (3), where ߠ௔௜ ∈ ܴఏ, ߠ௕௜ ∈ ܩఏ  , 	ܴఏ  and ܩఏ  have the 
same angular resolution. Using Equation (4), we adjust the 
number of dimensions of the two point sets to the same value. 
At this point, the distance between the two point sets, which is 
the sum of the radius differences of two points, can be defined 
as Equation (5), where ݎ௔௜	and  ݎ௕௜ are the radii at the angle ߠ௜. 
Using this approach, we improve the computational efficiency 
by:  
1) Converting two-dimensional distance calculation into 
one-dimensional distance calculation.  
2) Calculating the distance between two points with the same 
angle only, rather than the distance between any two 
points as in Hausdorff method. 
        
        
1 1 2 2
1 1 2 2 m m
, , , ,..., , ,..., ,
, , , ,..., , ,..., ,
a a a a ai ai an an
b b b b bi bi b b
R r r r r
G r r r r
   
   

               (3) 
                      
 
 
1 2
1 2 bm
= , ,...,
= , ,...,
0 | ,
0 | ,
a a an
b b
ai i i
bi i i
R
G
r R G
r R G


 
 
  
  
 
 
  
  
                                 (4) 
               |ai bi i R GD r r                                     (5) 
The distance ‘D’ between the feature points of the radar 
image and the satellite image is shown in Fig. 5. The distance 
varies significantly with varying position of the center of the 
radar image. The search process looks for the best possible 
minimum value for D and as the search range is gradually 
approaching the best match point, the distance value gradually 
reduces and eventually reaches its minimum value at the best 
match point. We take this best match point as the pixel position 
of the radar. Since each pixel of the satellite image has its 
corresponding GPS coordinates, after obtaining the best match 
point, we can calculate the coordinates of the radar, and 
ultimately achieve the goal of determining the position of USV 
based on radar signals. 
An example of our proposed image registration method is 
shown in Fig. 6. The resolution of the satellite image is 3584 x 
3584, and the coverage area is 18.32 km2. The resolution of the 
radar image is 1280 x 1024, and its search radius is 0.25 
nautical miles. It can be seen from the Fig. 6 that although there 
are some incorrect coastline points caused by boats around the 
radar or poor image quality in both radar and satellite images, 
the number of incorrect points is very small compared to the 
total number of points. So these incorrect coastline points have 
no significant effect on the DR distance indicator, which means 
the method can depress the noises in the figure to a certain 
extent. Fig. 6 also shows that this matching method has an 
approximate positioning error of 14m with respect to actual 
GPS coordinates. 
III. RESULT AND DISCUSSION 
The performance of DRR algorithm is evaluated using two 
metrics: a) computational complexity and b) positioning 
accuracy. Since the speed of image registration is mainly 
determined by the efficiency of the distance calculation, 
therefore we compare the computing performance of the DR 
distance algorithm and Hausdorff distance algorithm using 
different number of feature points to evaluate the 
computational complexity of the proposed algorithm. We 
evaluate the positioning accuracy of our proposed algorithm by 
using six typical scenarios as test cases to evaluate and analyze 
the potential affecting factors. 
A. Computing speed 
The computing complexity of the DR distance algorithm is 
compared with that of the Hausdorff distance algorithm, and 
the results are shown in Fig. 7. We use five sets with different 
number of points as elements to carry out the performance test 
e.g., A = 100 means that there are 100 points in Set A and then 
we compare the average computing time over 100 executions. 
Since the absolute computation time depends on the 
performance of the computer, for ease of illustration, we use a 
relative time as the indicator. That is to say, the computation 
time of the DR distance algorithm when A = 100, B = 100 is 
used as a unit time in this case.  
It can be seen from Fig. 7 that the calculating time of both 
 Fig. 5. Distances the radar image and satellite image at different search
positions. 
 Fig. 6. Matching effect of the feature points of the radar image and the satellite
image. 
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algorithms increases with the increase in the size of the point set. 
Take the DR distance calculation as an example, it takes 1-unit 
time to finish the computing when A = 100 and B = 100, while 
calculating Hausdorff distance will need 39 unit times in this 
case. This gap increases with the increase of the size of the 
point set. When A = 1000 and B = 1000, the computing speed 
of calculating the DR distance is 315 times faster than that of 
calculating the Hausdorff distance. This indicates that the 
registration speed of the DRR algorithm with the DR distance 
as the registration indicator is very fast. 
 
B. Positioning accuracy 
Our proposed DRR algorithm uses the coastline as the 
registration feature and inaccuracies in obtaining the will result 
is poor accuracy in determining the position. Hence, we 
evaluate the factors that can lead to inaccuracies in coastline 
extraction from radar and satellite images. 
In certain scenarios, the radar images may not provide 
sufficient and accurate coastline information. These scenarios 
include: 
1) Deep sea applications:  
For deep-sea boats, this method cannot be used as there is no 
coastline for reference.  
2) Inappropriate radar scanning range:  
Different radar scanning ranges may result in different 
coastline feature points obtained from radar images. A large 
radar scanning range can cover greater coastline area and 
feature points, but will introduce excessive interference, such 
as boats, navigation marks along with lose greater coastline 
details. A small radar scanning range can get more coastline 
details, but the obtained coastline range is limited.  
3) Too many interference factors around the radar:  
If there are many boats surrounding the radar, these boats 
will block the measurement of coastline. This may result in 
errors in coastline feature points obtained from the radar image.  
Similarly, in some scenarios the satellite images may not 
provide sufficient and accurate coastline. These scenarios can 
include:  
1) Non-real time Update: 
Satellite images are not updated in real time; in fact, these 
images may be updated once every few months or even years. 
Therefore, if there are any moving objects such as boats, etc. in 
the satellite images, some errors may be introduced as the 
positions of these objects may have changed over time 
2) Varying tidal level: 
The coastline features of a satellite image may be different from 
the coastline feature of a radar image under varying conditions 
of tide. This is because some coastline features may disappear 
under a high tide such as on a low-slope beaches. 
Coastline extraction errors, whether they come from radar 
images or satellite images, will eventually lead to decreased 
positioning accuracy. However, these two situations could be 
treated differently. In order to provide real-time positioning 
information, a USV needs to process radar images in real time. 
However, the coastline feature points from satellite images do 
not need real-time processing. Satellite images are 
pre-processed off-line and can be stored in the system. 
Therefore, human intervention can be introduced into the 
off-line processing of the coastline feature from satellite images, 
such as removing obstacles and adjusting the position of the 
actual coastline, to obtain higher accuracy. Feature extraction 
of radar images is completely dependent on the algorithm itself. 
and for this we evaluate the factors affecting the feature 
extraction of radar images. 
 Fig. 8 shows six different test cases used for evaluation of 
position determination using feature extraction from radar 
images. These six cases are from four different locations and 
related dataset is collected from open-sources [35-37].  
 Fig. 7.  Computing speed comparison between the two algorithms (different
distance) at different feature points. 
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In Case 1 and Case 2, the boat is located at the same place in 
Yaquina Bay. The difference between the two cases is that both 
cases use different radar scan ranges. In Case3 and Case4, the 
boat is located in Hillsdale Lake with the boat at different 
positions and radar mode is also different for both cases. In 
Case 5, the boat is located in Sawyer Cove, and there are high 
number of boats around the radar onboard the boat. In Case 6, 
the boat is located in Galveston Channel. In this case the radar 
image does not come directly from the radar system but comes 
from a camera shooting the radar screen, which is different 
from previous cases. Since the radar images come from 
different devices with different settings, we process the images 
before image registration. In this processing, we only leaving 
the obstacle information scanned by the radar, as shown in Fig. 
4. The orientation and plotting scale of the images are also 
labeled based on the information provided by the images. In 
practical applications, the algorithm calibration need only to be 
performed only once assuming the radar settings are not 
changed. 
The accuracy of our proposed DRR algorithm was 
determined by comparing our algorithm’s estimated 
coordinates with actual GPS coordinates. Table 1 shows that 
the maximum test error of the six test cases is 28.02m and the 
minimum test error is 14.20m. The average positioning error is 
19.86m. It is evident from Table 1 that for Case 1 and Case 2, 
the radar scanning range does have some impact on the 
positioning accuracy to a certain extent and gives an accuracy 
difference of 5.64m between the Case 1 and the Case 2. Case 3 
has better positioning accuracy than Case 4. The reason is that 
for Case 4 the radar works in pulse expansion mode, which 
provides the ability to increase the duration of the transmit 
pulse and helps maximize the energy on targets. It means that 
this mode often provides larger target sizes on the chart plotter 
but also reduces the edge accuracy of the coastline and some 
reference buildings. In addition, this mode also introduces 
some interferences. Some small moving objects, such as birds 
and ships, are overlaid with each other to form a pattern similar 
to the coastline.  These two factors reduce the localization 
accuracy of the algorithm on Case 4. In Case 5, there are large 
number of boats around the radar. However, these objects do 
not have large impact on the positioning accuracy because the 
boats are scattered all around the radar and some of the boats 
complement each other during the minimal distance search 
process. This indicates that the algorithm proposed in this paper 
has some anti-interference abilities against the obstacles around 
the radar. Unlike in other cases, the images in Case 6 is derived 
from a camera shot rather than a screen shot. The fisheye effect 
of the lens and the tilt of the shooting angle can cause the 
camera photo to be deformed, resulting in a reduction in 
positioning accuracy. So, the image is subjected to fisheye 
TABLE 1 
POSITIONING ACCURACY OF DIFFERENT SCENARIOS 
 Location Radar Range 
GPS Coordinate 
(degree) 
Computed Coordinate 
(degree) 
Radar 
Mode Image Source 
Error 
(m) 
1 Yaquina Bay, USA 1/8 nm 44.62490 N 124.05545 W 44.62483 N 124.05560 W Normal Screen shot 14.20 
2 Yaquina Bay, USA 1/4 nm 44.62490 N 124.05545 W 44.62487 N 124.05570 W Normal Screen shot 19.84 
3 Hillsdale Lake, USA 3/4 mi 38.66190 N   94.90659 W 38.66173 N   94.90656 W Normal Screen shot 19.38 
4 Hillsdale Lake, USA 1/2 mi 38.65265 N   94.91720 W 38.65269 N   94.91752 W Pulse Expansion Screen shot 28.02 
5 Sawyer Cove, USA 1/4 nm 44.53230 N   67.59252 W 44.53229 N   67.59225 W Normal Screen shot 16.05 
6 Galveston Channel, USA 1 mi 29.32423 N   94.77880 W 29.32405 N   94.7788 W Normal Camera 21.65* 
*  The original image is corrected by keystone and fisheye correction algorithms. 
 Fig. 8.  Radar images of the six test cases. 
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correction and keystone correction before applying the 
positioning algorithm. The position error after correction is 
reduced from the original 32.06m to 21.65m. It should be noted 
that Case 4 and Case 6 were selected to evaluate the 
performance of the algorithm in a variety of environments. In 
the actual positioning scenario, the radar should not be set to a 
special operating mode or a camera would not be selected as an 
input to the algorithm. 
In order to improve the positioning accuracy of the algorithm 
the following aspects need to be considered: 1. Pulse width and 
other parameters of radar should be set so that the contours of 
the coastlines are clear; 2. The scanning range and display 
range of the radar should be set according to the ship's distance 
from the coastline; 3. The radar image used for positioning 
should from screen-shot rather than camera-shot. 
 
C. Comparing with dead reckoning algorithm 
In order to further verify the performance of DRR, this paper 
implemented an experiment in which the ship navigated out of 
the Portsmouth harbor. The ship's speed was set at 5 knots, the 
state of the ocean was choppy, and the mission lasted 1,200 
seconds. The ship was equipped with radar, Doppler velocity 
log (DVL), GPS and radar was used to scan the coastline. DVL 
was used to measure the speed over the ground and GPS was 
used to provide reference. The advantage of DVL over INS is 
that the INS can only measure the motion of the ship relative to 
the water flow, while the DVL can measure the motion of the 
ship relative to the seafloor. Radar operates in normal mode 
with a scanning radius of 3 nm. The output frequency of the 
radar image is 15s and the DVL and GPS are 1s. 
As shown in Fig. 9, this paper compares the trajectory of 
DVL-based dead reckoning algorithm and radar based DRR 
algorithm. It can be seen from the figure that the positioning 
error of the dead reckoning algorithm increases with the 
distance traveled, but the results of the DRR algorithm are 
stable in the whole process. It can be seen from Fig. 10, after the 
1200s-sailing task, the error of adopting dead reckoning 
algorithm is 243.57m. In contrast, the radar-based DRR 
algorithm has a maximum error of 20.81 m and an average error 
of 9.77 m over the course of travel. The comparison shows that 
the DRR algorithm has the advantage over the dead reckoning 
algorithm in long-distance ship positioning. There are two 
reasons for the better accuracy: Firstly, the radar setting in this 
test takes into account both the scanning range and the 
measurement accuracy, which are the two factors influencing 
the positioning accuracy. Secondly, the images used for 
positioning are derived directly from the radar system, which is 
high resolution and has no deformation. 
 
IV. CONCLUSION AND FUTURE WORK 
DRR algorithm, which can obtain the real-time position of a 
USV through image registration between a radar image and a 
satellite image, is proposed in this paper to solve the positioning 
problem of a USV under GPS denial environment. Features of 
radar images with a horizontal viewing angle and satellite 
image with a vertical viewing angle are analyzed in this paper. 
The coastline is adopted as the image registration feature for the 
two kinds of images. A coastline feature extraction method 
based on edge gray features, which is suitable for both radar 
and satellite images, is also given. The method can eliminate 
the interference caused by boats around the radar to some 
extent, achieving more accurate feature extraction. In addition, 
we have proved that the DR distance can be used as an indicator 
of the measure of an image registration method. Compared with 
the common Hausdorff distance, with the DR distance as an 
indicator of the image registration, the registration speed can be 
significantly improved, especially in cases with relatively large 
point set size. We have also evaluated the positioning accuracy 
of the proposed algorithm using six typical application 
scenarios. The test results show that, in the six test cases, the 
maximum positioning error is 28.02m, and the average 
positioning accuracy is 19.86m. We have also implemented a 
1200s-continuous test mission out of the Portsmouth harbor, 
the test results show that the maximum positioning error is 
20.81m for the entire trip. 
With respect to both computing speed and positioning 
accuracy, the DRR algorithm proposed in this paper can meet 
the real-time positioning requirements of an operational USV. 
Fig. 10.  Positioning accuracy comparison between DVL based dead
reckoning algorithm and radar based DRR algorithm. 
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The performance of our proposed algorithm may further be 
enhanced by: a) carrying out tests in more application scenarios, 
such as fast-moving boats, to improve the universality of the 
algorithm, b) integrating with methods which can quickly 
determine approximate locations, such as dead reckoning, to 
narrow satellite image area to be registered to improve the 
efficiency of image registration, c) evaluating the positioning 
performance of the algorithm under different coastline 
scenarios, d) combining with other sensors such as Lidar or 
camera to improve the in harbor positioning accuracy.  
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