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I. INTRODUCTION

L
ET denote a finite field and let be a positive integer. In this paper, we consider codes over the extension alphabet . Given such a code of length , the codewords of can be transformed in a one-to-one manner into words of simply by concatenating the -blocks over that are formed by the entries (in ) within each codeword. The set of words thus obtained will be denoted by . We say that is an -linear code over if is a linear code (in the traditional sense) of length over . It is clear from this definition that an -linear code is a vector space over .
Let be an -linear code of length over and let denote its minimum Hamming distance (measured with respect to the alphabet ). Note that, as in conventional linear codes, is the minimum Hamming weight of any nonzero codeword of . Letting denote the dimension of (or ) as a vector space over , we denote by the (rational) quantity and refer to as an -linear code over (we may sometimes omit the parameter and refer to simply as an -linear code over ). We call the normalized dimension of , and the redundancy of is defined accordingly by . A matrix is said to be a parity-check (respectively, generator) matrix of if it is a parity-check (respectively, generator) matrix of . Such a matrix is called (weakly) systematic if it contains the (respectively, ) identity matrix as a submatrix. (To be consistent with the terms in [5] , the qualifier "weakly" indicates that the identity matrix does not have to be aligned with -blocks that are formed by the symbols of ; yet, we will hereafter omit this qualifier, since this work does not deal with any stronger systematic properties.)
From the Singleton bound for linear and nonlinear codes [8] , the parameters of every -linear code over must satisfy An -linear code over is called maximumdistance separable (in short, MDS), if it attains the Singleton bound with equality. In particular, is an integer in this case.
-linear MDS codes over were studied in several papers, including [3] - [5] , [13] , and [14] . These codes have various applications in storage systems, where the alphabet size is typically large. In such applications, it is also desirable that the number of redundancy symbols that need to be modified for each update of an information symbol (the so-called update complexity) be as small as possible. Given an -linear code over , consider a codeword and let denote the codeword of constructed by concatenating the -blocks of . The symbols of can be partitioned into information symbols and redundancy symbols. Letting denote the subvector of whose entries are the information symbols, we can compute by multiplying by a suitable systematic generator matrix of . Thus, for , updating the th information symbol of requires modification of additional redundancy symbols, where denotes the number of nonzero entries in the th row of . Hence, minimizing the update complexity translates into minimizing the number of nonzero entries in some systematic generator matrix of the code (see [5] for a discussion of this in disk arrays). There is also an advantage in having low-density parity-check (LDPC) matrices, as the latter allow fast syndrome computation.
It was shown in [5] that each row in a parity-check (respectively, generator) matrix of an -linear MDS code over must contain at least (respectively, ) nonzero entries. We say that a parity-check (respectively, generator) matrix of has lowest density if it meets this lower bound for every row. We call a lowest density MDS code if it has a systematic lowest density parity-check matrix; this is equivalent to requiring that have a systematic lowest density generator matrix [5, Proposition 6.1].
It was also shown in [5] that when is the binary field GF and , any lowest density MDS code over must satisfy When this bound is met, we will say that is a maximum-length lowest density MDS code.
This work studies a certain class of -linear codes over whose length is a prime such that divides and their redundancy equals . These codes are not always MDS; yet, when they are, then they are also lowest density MDS. In addition, if GF and , then the codes are maximum-length lowest density MDS.
These codes, which we denote by and define in Section II, were initially proposed by Zaitsev, Zinov'ev, and Semakov in [14] for the special case ; for this value of , these codes are always MDS (and for GF they are maximum-length lowest density MDS). A generalization of these codes to larger was suggested in [5] , yet the resulting codes are no longer necessarily MDS.
In this work, we identify a range of parameters for which the codes are MDS. We first define the codes in Section II and then summarize our main results in Section III. In Section IV, we associate with the code certain cyclic codes over an extension field of and show that the latter codes are MDS if and only if is. Based on this relationship between and its extension-field counterparts, we then show in Section V that the code is MDS for , whenever has characteristic and is primitive modulo . In Section VI, we present a sufficient condition that a given cyclic code of prime length is MDS. This condition is then applied in Section VII to show that the codes are MDS when the field is sufficiently large and is primitive modulo . Hereafter, the notation stands for the finite field GF and for the nonzero elements of .
II. THE CONSTRUCTION
Let be a finite field and be a prime. Fix to be a divisor of and write . Define the relation on as follows: for any two elements Clearly, is an equivalence relation, and it partitions into equivalence classes: an equivalence class , which consists of the zero element only, and equivalence classes, denoted , of size . Each of the latter classes can be expressed as , where is an element of multiplicative order in and is an element in (in other words, these classes are the cosets of the cyclic subgroup in ). Throughout this paper, we will find it occasionally convenient to index entries of vectors, or rows or columns of matrices, by the elements of . To express such vectors or matrices concretely, one then needs to assume some ordering on . To this end, we will assume the standard lexicographic ordering . With each element we will associate a nonnegative rational integer , which is the ordinal number of ; thus, , , and so on. Denote by the binary matrix over whose rows are indexed by , whose columns are indexed by , and whose entries are given by if otherwise,
Note that contains exactly one " " in each row, one " " in the first column, and " "s in each of the other columns. Let be the permutation matrix over whose rows and columns are indexed by and
Thus, if we use the standard lexicographic ordering on the elements of , a left-multiplication by the matrix realizes a downward-cyclic shift operator.
Define the matrix over by
We will index the columns of by pairs , where and . The rows of will be indexed by . Using this convention, the entries of are given by if otherwise.
Next we construct the matrix over by deleting from the first row and every column that contains a " " in the (deleted) first row; that is, we delete all the columns that are indexed by
The code is now defined as the -linear code of length over whose parity-check matrix is given by . It can be readily verified that the matrix is systematic and, so, . It follows that the normalized dimension of the code equals namely, is an -linear code over . Next we turn to analyzing the density of . First, it is easy to see that each of the rows of contains nonzero entries (all of which equal " "). Consider the columns that were deleted from when constructing . One of these columns contains only one " ", while each of the other columns contains " "s. Hence, the number of " 's" in is (4) Now, when the code is MDS, each row in must contain at least nonzero entries; so, from (4) it follows that each row in contains exactly nonzero entries. In fact, this property of holds also when is not MDS, as stated next.
Proposition 2.1:
Each row of contains nonzero entries. Proposition 2.1 was mentioned in [5] yet no proof was given. We provide a proof in the Appendix.
We conclude from Proposition 2.1 that when the code is MDS then it is lowest density MDS. And since the length of is , a stronger claim can be made for and : when is MDS then it is maximum-length lowest density MDS.
The following proposition implies that the study of the MDS properties of can be reduced to the case where is a prime field. The code was initially proposed by Zaitsev et al. in [14] , and was shown to be maximum-length lowest density MDS. 1 The generalization, , of these codes to larger (for ) was suggested in [5] , but the resulting codes are not necessarily MDS. The authors of [5] provide a list of pairs for which they determined by exhaustive search whether the corresponding codes are MDS.
III. MAIN RESULTS
We next state the main results of the paper. The first two theorems deal with the case where has characteristic and .
Theorem 3.1:
Let be a finite field of characteristic and let be a prime of the form , for some positive integer . If is primitive in , then is a lowest density MDS code over . Note that by Dirichlet's theorem [6, p. 251] , there are infinitely many primes which are primitive modulo any given prime . Hence, given and , there are infinitely many prime fields for which the code is lowest density MDS over .
IV. ALTERNATE REPRESENTATION
In this section, we show a correspondence between and certain cyclic codes over extension fields of . This corre- 1 Specifically, the paper [14] analyzes the code over F that is defined by the parity-check matrix H (p; 2) and identifies the uncorrectable single-error patterns to be those with an error value that is a multiple of the all-one vector in F . The transformation from H (p; 2) to H (p; 2) then excludes such error patterns.
spondence, in turn, will be used in subsequent sections to prove our main results.
Let be the field and let , and be as in Section II. Throughout this section we assume that is a primitive element in . In this case, the polynomial is irreducible over (see [7, p. 65, Theorem 2.47(ii)]). We denote by and the extension fields and , respectively. Since divides , the field is a subfield of . Since divides , the field contains elements of multiplicative order . Fix to be such an element; the minimal polynomial of with respect to is then given by (indeed, ). We define the code over by where stands for (since the multiplicative order of is , any power of is uniquely determined by the residue class of the exponent modulo ). We will hereafter associate with each vector over an extension field of the polynomial Using this association, the code can be expressed as
It is easy to see that is a cyclic code over whose roots are given by and its conjugates with respect to ; i.e., the set of roots of is
Letting be an element of with multiplicative order , this set can also be written as (5) We next turn to analyzing the code , with the ultimate goal of relating it to the code . To this end, we will make use of the following definitions.
Let be the equivalence classes defined in Section II and for , define the polynomial by (6) Consider the value Raising to the th power, we obtain (7) Now, since , the set is equal to and, therefore, the rightmost sum in (7) Given a word in , let be the following word in : for every , the -block (over ) contains a zero entry at the (unique) index for which , whereas the remaining entries of form a -block which equals . Next we define the mapping whose value for every word is given by where is the mapping in Lemma 4.1.
Lemma 4.2:
The mapping is linear over and it is weight-preserving: for every word , the Hamming weight of (over ) is equal to the Hamming weight of (over ). Proof: The linearity of follows from the linearity of . To see why is weight-preserving, notice that for every , the -block contains a zero entry. Thus, by Lemma 4.1, only if .
Since is weight-preserving, its kernel contains only the allzero word; hence, is one-to-one and onto .
We next state the main result of this section.
Proposition 4.3:
Assuming that is primitive in , the codes and are related by and the minimum Hamming distance of (over ) is the same as that of (over ).
Our proof of Proposition 4.3 involves operations in the extension field and, to this end, we select the following representation of this field: elements are represented as column vectors in , where the column vector represents the element of . Now, every element of can be expressed as a polynomial in of degree less than , and, so, every element of has at least one representation. In fact, such an element has exactly distinct representations: recalling that , the vectors all represent the same element , and it can be easily verified that these are all the representations of . While this representation of is not one-to-one, it does possess two useful properties. First, observe that multiplication and division by can be carried out by applying cyclic shifts to the representation: for any element (whose representation is ) and any integer , we have
where is given by (2 Notice that by the result of Zaitsev et al. in [14] , Corollary 4.5 holds for even if is not primitive in . We point out that there is a simple decoding algorithm that corrects one error in codewords of . As a first decoding step, we compute the syndrome of the received word with respect to the parity-check matrix ; this computation requires additions in . In the second decoding step, we enumerate over the possible locations of the error and, for each location, we check whether there is a respective error value (in ) which is consistent with the computed syndrome. Due to the structure of , the check for each location requires at most comparisons between elements of . Therefore, the overall decoding complexity is additions and comparisons in .
We end this section with the following definition, which will turn out to be useful in the next section. Define the extension-field code as the cyclic code of length over whose set of roots is (5 Using matrix notation, this set of equations can be written as (13) where is the matrix (14) over the polynomial ring . (Equation (14) can be found at the top of the following page.) Now, there are 15 possible partitions of into three pairs and possible assignments to and . This totals to sets of linear equations of the form (13), and we need to show that none of these sets has a (14) solution whose components are nonzero and distinct. We next show that, indeed, every solution of (13) has either a zero component or repeating entries; such solutions will be called invalid.
Since is an element of multiplicative order in , it is a root of the polynomial . Therefore, in determining whether (13) has a nontrivial solution, we can first compute the determinant of -denoted hereafter by -as if the latter matrix were over the integer polynomial residue ring , and then substitute and complete the arithmetic in . The value of in will take the form for some integers and . Since it follows that, in , Consequently, is zero in only if divides the rational integer . This integer is known as the norm of in [6, pp. 172-173] and we will denote it here by (we will mention some of the properties of norms in Section VI; these properties, however, are not required in this proof).
Using a computer, we have computed in for each of the 960 sets of equations. It turns out that each set belongs to one of the following three categories. 1) and the largest prime divisor of is at most . In this case, is nonsingular in if , and (13) is solved then only by . Obviously, this solution is invalid. 2) and there is a linear combination of the rows of over that yields a vector of the form or , where is a nonzero integer whose largest prime divisor is at most . This implies that when , every solution of (13) must contain at least one zero entry; such a solution is therefore invalid.
3) The same as in category 2), except that the linear combination yields a vector of the form or . Therefore, when , every solution of (13) must contain repeating entries, thus making it invalid. We conclude that each of the 960 sets of equations obtained by (13) has only invalid solutions.
We remark that the exclusion of the case from Theorem 3.2 is necessary, as it was verified in [5, p. 57 ] that the code is not MDS over .
VI. CYCLIC MDS CODES OF PRIME LENGTH
In this section, we derive a sufficient condition that a given cyclic code of prime length is MDS. Then, in Section VII, we apply this condition to the codes and their dual codes over .
Let be a finite field with characteristic and let denote a cyclic code over , where is a prime and (we do not require in this section that be a divisor of , neither do we assume that is primitive in ). We index the coordinates of by the elements of . It is known that is MDS when either or (see [12] ). Hence, we assume hereafter in this section that , in which case there exists an extension field of that contains an element of multiplicative order . And since the generator polynomial of divides , the roots of are all simple and are powers of . Let (15) be the set of roots of . We have By the BCH bound it follows that is MDS when , and since the cyclic MDS property is preserved under duality, it is MDS also when . Therefore, we will focus from now on in this section on the range . Following arguments similar to those made at the end of Section IV, we can conclude that is MDS over if and only if the cyclic code over , whose set of roots is given by (15), is MDS over . An parity-check matrix of over , in turn, is given by
Thus, we can check whether is MDS by analyzing the submatrices of . Similarly to what we have done in the proof of Theorem 3.2, we do this analysis by lifting the computations to an extension ring of , as we describe next.
Let denote a primitive th root of unity in the complex field and let denote the th cyclotomic extension of the rational field , where is regarded here as a polynomial over . That is, is the smallest field containing both and and its elements are all the rational polynomials in of degree less than ; multiplication in is carried out modulo . We briefly summarize here several properties of . Let be a primitive element of . The mapping , defined by (17) is a generator of the automorphism group of , where
The conjugacy class of an element with respect to is given by where is the smallest positive integer such that . The minimal polynomial of is given by , and this polynomial is an irreducible polynomial over . The norm of over , denoted , is given by , and is a rational number. The norm is multiplicative: for every two elements in we have . An element such that the coefficients of its minimal polynomial are all integers, is called an algebraic integer. An element is an algebraic integer if and only if are integers. The norm of an algebraic integer is an integer. The set of algebraic integers of is a ring, and is denoted here by . The mapping , which is defined by (18) is a homomorphism from to . See [9] for a discussion of cyclotomic and general number fields.
Turning back to the analysis of , let denote the collection of all the subsets of of size . Given a subset in , define the matrix over by (here we assume some ordering on the elements of , say, the lexicographic ordering on ). The determinant of , which we denote by , is a polynomial in . Observe that the value (in ) is the determinant of the matrix over ; this matrix, in turn, is the submatrix that is formed by the columns of in (16) The next proposition presents a property of the norm .
Proposition 6.1: Given a subset , let denote the size of the conjugacy class of with respect to the field . The following holds.
i) The norm is a nonzero (rational) integer. ii) Every (rational) prime factor of other than is bounded from above by (20) We prove Proposition 6.1 later on in this section, but first we present the following theorem and corollary, which are proved based on Proposition 6.1. Up to a sign change, is the free coefficient of the minimal polynomial of (the algebraic integer) with respect to . As such, must be an integer and it is related to the norm by Therefore, we get from (23) that the multiplicity of in the prime factorization of (in ) is bounded from below by
On the other hand, by Lemma 6.4, we have
We conclude that every prime factor of other than is bounded from above by as claimed.
VII. FINITE FIELDS WITH LARGE CHARACTERISTIC
In this section, we prove Theorem 3.3 by applying the results of Section VI. We let be the field and let , , and be as in Section II. As we will also use the results of Section IV, we assume that is a primitive element in ; this, in turn, implies that the characteristic of is also primitive in . Based on Proposition 2.2, we can replace with its prime subfield. Thus, we assume throughout this section that is both primitive in and prime.
In applying the results of Section VI, we take the fields and as and , respectively, and the code is selected to be either or the dual code over . Letting be an element of multiplicative order in , the set of roots of is given by (5) while that of the dual code is (24) (see [8, p. 199] Denote by the matrix that is obtained by raising each entry of to the th power. Raising to this power, in turn, is equivalent to applying the automorphism (assuming, with no loss of generality, that is the th power of the primitive element used in the definition of in (17)). Hence, On the other hand, we can get the same matrix also by shifting the rows of cyclically one position down; namely, is obtained from by interchanges of rows. Thus, the determinant of is related to that of by From the last two equations we obtain that Hence, when is odd we get that , which readily implies that . For even we have which means that . This completes the proof of part i).
The proof of part ii) is similar, except that now is a subset in and is a matrix defined with respect to the roots in (24). We again obtain by raising each entry of to the th power, and it can be verified that the same matrix can be obtained also by interchanges of rows in .
Proof of Theorem 3.3:
The cases and correspond, respectively, to the parity code over and to (a code equivalent to) the repetition code over , and the case is proved in [14] . We assume from now on that . Using Proposition 2.2, we first reduce to the case where is the prime field . Then, recalling that the MDS property is preserved under duality, we apply Corollary 4.6 to claim that it suffices to find sufficient conditions as to when either or is MDS over . Next we apply Theorem 6.2 to and , similarly to the proof of Corollary 6.3, except that now we replace in the right-hand side of (21) by the upper bounds on and which are implied by Lemma 7.1.
APPENDIX
Proof of Proposition 2.1: Fix a row index of . We count the number of " "s that were deleted from row when constructing . From (3) we see that a " " was deleted from entry of if and only if both and It follows that the number of deleted " "s from row is given by the number of elements that satisfy This relation can be satisfied only when and it is therefore equivalent to (25) Letting denote an element of multiplicative order in , the solutions of (25) for are given by Thus, " "s were deleted from row of , which means that the number of " "s in the respective row in is .
