Application of machine learning techniques at the CERN Large Hadron Collider by Van der Veken, Frederik et al.
Application of machine learning techniques at the
CERN Large Hadron Collider
F.F. Van der Veken∗a,b, G. Azzopardia,b, F. Blancc, L. Coylea,c, E. Fola,d ,
M. Giovannozzia, T. Pielonia,c, S. Redaellia, L. Rivkinc,e, B. Salvachuaa,
M. Schenka,c, R. Tomás Garciaa, and G. Valentinoa,b
aCERN, Beams Department
1211, Meyrin, Switzerland
bUniversity of Malta
MSD2080, Msida, Malta
cEcole Polytechnique Federale Lausanne,
1015, Lausanne, Switzerland
dJohann-Wolfgang-Goethe University
60323, Frankfurt am Main, Germany
ePaul Scherrer Institut
5232, Villigen, Switzerland
E-mail: frederik.van.der.veken@cern.ch
Machine learning techniques have been used extensively in several domains of Science and En-
gineering for decades. These powerful tools have been applied also to the domain of high-energy
physics, in the analysis of the data from particle collisions, for years already. Accelerator physics,
however, has not started exploiting machine learning until very recently. Several activities are
flourishing in this domain, in view of providing new insights to beam dynamics in circular accel-
erators, in different laboratories worldwide. This is, for instance, the case for the CERN Large
Hadron Collider, where since a few years exploratory studies are being carried out. A broad
range of topics have been addressed, such as anomaly detection of beam position monitors, anal-
ysis of optimal correction tools for linear optics, optimisation of the collimation system, lifetime
and performance optimisation, and detection of hidden correlations in the huge data set of beam
dynamics observables collected during the LHC Run 2. Furthermore, very recently, machine
learning techniques are being scrutinised for the advanced analysis of numerical simulations data,
in view of improving our models of dynamic aperture evolution.
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1. Introduction
In recent years, Machine Learning (ML) techniques have found their way into the field of
accelerator physics. The first attempts to use these techniques in beam diagnostics and beam control
systems already date from a few decades ago [1, 2], but only recently some sizeable progress has
been made. At the CERN Large Hadron collider (LHC), several ML applications are under study
and in full development, of which we selected four different examples to provide a global overview
of the field.
In Section 2 it is detailed how supervised ML has reduced the time needed to align the LHC
collimation system. In Section 3 we use unsupervised ML to clean optics measurements, and su-
pervised ML to correct optics functions in the machine. In Section 4 it is shown how unsupervised
ML can be used in tracking simulations to detect outliers efficiently. Finally, in Section 5 we use
supervised ML to create a model that directly relates measured beam lifetime to certain machine
settings.
2. Alignment of the LHC Collimators
The LHC relies on a collimation system to absorb unavoidable beam losses before they reach
the superconducting magnets and eventually lead to a quench [3]. The collimation system makes
use of 100 collimators, whereby each of them is made of two parallel absorbing blocks positioned
symmetrically around the beam. The position of each collimator’s jaws must respect a hierarchy,
with the settings determined following a beam-based alignment (BBA) established in [4]. This
procedure moves collimator jaws separately towards the beam halo, whilst monitoring the mea-
sured beam loss signal. Each collimator has a dedicated Beam Loss Monitoring (BLM) device
positioned immediately downstream, to detect beam losses generated when halo particles impact
the collimator jaws. A collimator is said to be aligned when both jaws are centred around the beam
after touching the beam halo.
Collimators must be aligned each year during beam commissioning, to ensure the correct setup
for the LHC prior to achieving nominal operation. They are aligned for different machine states;
at injection (450 GeV) 79 collimators are aligned, and at flat top (6.5 TeV) 75 collimators are
aligned. Their settings are monitored along the year, and different collimator setups are required
when machine parameters are changed. This alignment procedure is crucial as it is a prerequisite
for every machine configuration to set up the system for high intensity beams.
The alignment of a jaw relies on the ability to classify between alignment spikes and non-
alignment spikes in the BLM signal. A collimator must continuously move towards the beam,
ignoring any non-alignment spikes, until a clear alignment spike is observed. An alignment spike
indicates that the moving jaw touched the beam halo and is hence aligned. It consists of a steady-
state signal before the spike, the loss spike itself, the temporal decay of losses, and a steady-state
signal after the spike. The steady-state is a result of the continuous scraping of halo particles when
the jaw positions are fixed. The further a jaw cuts into the beam halo the more the steady-state
signal increases, as the density of the particles near the jaw increases. Any other spikes which do
not follow this pattern are classified as non-alignment spikes. They do not have a fixed structure
and can contain spurious high spikes. Such non-alignment spikes arise due to other factors, i.e.
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beam instabilities or mechanical vibrations of the opposite jaw, thus indicating that the jaw has not
yet touched the beam and must resume its alignment [5].
To fully-automate the BBA, the process of spike recognition was automated by casting it as
a classification problem, as explained in [5]. ML models were trained to distinguish between
the two spike patterns in the BLM losses. A dataset was assembled from previous alignment
campaigns in 2016 and 2018. Fourteen manually-engineered features were extracted from this
dataset and were analysed. The five most important features (1 feature for spike height, 3 features
for exponential decay, 1 feature for collimator position) were used to train six machine learning
models for comparison (Logistic Regression, Neural Network, Support Vector Machine, Decision
Tree, Random Forest, Gradient Boost). Each model was analysed in-depth, optimised using hyper-
parameters, and thoroughly tested on unseen data.
The machine learning model was incorporated into the BBA software [6], together with the
necessary threshold-selection algorithm [7] and cross-talk analysis [8], in order to fully automate
the alignment. This new alignment software was successfully used for all alignments throughout
2018, and decreased the alignment time of 79 collimators at injection by 71.4% compared to the
semi-automatic alignment in 2017, namely from 2.8 hours to 50 minutes [9, 10].
3. Optics Measurements and Corrections
ML techniques are incorporated into optics measurements and corrections at the LHC in two
different forms, namely supervised and unsupervised learning. Supervised methods are used to
explore the opportunities to build regression models that aim to reconstruct magnet errors from
optics perturbations caused by these errors. Unsupervised learning is needed in order to detect
faulty Beam Position Monitor (BPM) signals, which produce nonphysical outliers in the optical
functions computed from BPM data.
The aim of optics corrections is to reduce the difference between measured and design op-
tical functions by trimming the quadrupolar fields. Currently, optics corrections in the LHC are
performed in two steps, i.e. local corrections using the Segment-by-Segment technique [11] and
global corrections using the Response Matrix technique[12]. Several regression models have been
trained on MAD-X simulations, producing input-output pairs for supervised training. Each pair
contains the errors in the circuits (quadrupoles powered in series to be trimmed) as input, and the
horizontal and vertical phase advances of the simulated optics, perturbed with the given errors in
the circuits, as output. After training, models are tested on simulated optics perturbed with single
quadrupoles, in order to examine the method performance on more realistic data. The comparison
of β -beating corrections achieved by different regression models is given in Table 1. The results
clearly demonstrate the ability of ML-based regression models to compute the corrections needed
to reduce the deviations from the design optics. The details on the presented study can be found in
[13] and recent advances in [14].
The application of unsupervised learning in optics measurements is motivated by the appear-
ance of nonphysical spikes in the optics functions computed from BPM turn-by-turn readings. The
presented cleaning technique uses harmonic analysis of the BPM signal (tune, amplitude and noise
to amplitude ratio) as input, in order to detect faulty BPMs as anomalies before the optical functions
are obtained from these data. Several clustering methods have been compared; the Isolation Forest
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β -beating % peak rms
Uncorrected 32±10 11±3
Response Matrix 11±5 3±2
Orthogonal Matching Pursuit 11±2 3.5±0.8
Convolutional Neural Network 11±2 3.2±0.5
Ridge regression 10±2 2.9±0.8
Linear regression 9±2 2.6±1.7
Table 1: Comparison of β -beating averaged over 100 simulations considering the standard deviation as
uncertainty. The optics measurements are simulated using the β ∗ = 40 cm optics, 2016 for Beam 1.
(IF) algorithm [15] achieves the best results. The comparison of the β -beating computed from data
cleaned with previously-existing techniques, based on threshold cuts and Singular Value Decom-
position (SVD) [16], and data additionally cleaned using the IF algorithm, is shown in Fig. 1. This
method recently became a standard part of optics measurements at the LHC, and has been suc-
cessfully used during beam commissioning and machine development for different optics settings
in 2018. The presented method, the statistics of its application in operation, and the performance
evaluation of different algorithms on the simulated dataset are demonstrated in [17].
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Figure 1: The comparison between beta-beating computed before and after IF cleaning demonstrates that
IF anomaly detection significantly reduces the number of nonphysical spikes. The optics is computed for
Beam 2 in the horizontal plane with β ∗ = 50 cm.
4. Dynamic Aperture Studies
One of the important tools in the study of beam dynamics is the concept of Dynamic Aperture
(DA), which represents the size of the smallest connected volume in phase space that is stable for
a given amount of time. It can be estimated from tracking simulations, where it is calculated for
different random realisations of the machine (the so-called seeds) and over a given set of initial
conditions uniformly distributed in polar co-ordinates in physical space.
It is not uncommon that for a given seed and angle the DA differs a lot from the value obtained
for the other seeds. It is, hence, an outlier. There can be several underlying reasons for generating
3
Application of machine learning techniques at the LHC F.F. Van der Veken
an outlier. It might be due to a numerical error or file corruption, in which case a remedy should
be found. Or it might be the result of a particular sensitivity of the seed to the underlying physics
(e.g. due to internal cancellations or closeness to resonances), then it could be argued that it is not
representative of a real-life scenario and it should be removed from the following analyses. We
have used ML techniques in large-scale DA simulations to flag certain results as outliers, which
can then be dealt with accordingly.
One has to make sure to distinguish a set of outliers from a justifiable split of a set of points
into a certain number of clusters. For this reason, the outlier detection is done in several steps.
First, for each angle the DA values for the different seeds are rescaled between the minimum
and maximum values. These points are then clustered with help of the Density-Based Spatial
Clustering of Applications with Noise (DBSCAN) algorithm [18], where a cluster is defined as
including at least three points. For those points that are not assigned to any cluster after applying the
algorithm, the Local Outlier Factor (LOF) is calculated to quantify their outlier strength. Finally, a
minimum threshold on the distance between an outlier and the nearest cluster is imposed, and we
only recognise a DA value as an outlier only when it is a minimum or a maximum for that angle.
To ensure that no potential outlier is missed, we have tuned the algorithm to avoid false nega-
tives as much as possible. The flagged outliers are reviewed manually anyway and false positives
are thus removed. On the left side of Fig. 2, we see an example of a point that is clearly an outlier,
and correctly identified as such by the algorithm. On the right side, we see an example of a point
that is an outlier for this specific angle, however, when comparing it to its neighbouring angles this
might not necessarily be true anymore. If one or both minima of the neighbouring angles are points
from the same seed and have a value similar to the outlier, it might be a false positive instead and
could be kept. On the other hand, the governing dynamics that define the DA can be very different
from angle to angle, so even when the neighbouring points are similar the point might still be an
outlier, e.g. due to resonance structures. It is clear that particular care needs to be taken in these
cases before drawing any conclusions, and additional investigations might be advisable. So far,
this investigation is performed manually, but we are currently implementing it into the algorithm as
well. It would be very interesting to set up a centralised supervised learning system, using the man-
ual verification of flagged outliers as training. The first steps towards an overall implementation
are now being taken.
It is also very useful to investigate the dependence of the number of outliers on the angular
distribution and on the seed number. For most studies, we indeed observe that outliers are far more
present at high angles and that certain seeds contain far more outliers than others. This potentially
gives us more insight into the sensitivity of the underlying physics; investigations on this matter
are still on-going.
A final investigation of the usage of ML techniques in DA studies concerns the evolution of
DA. It is known from theory that over time the DA shrinks, following well-defined scaling laws
[19 – 22]. These laws can be used to extrapolate a CPU-intensive simulation, done for a relatively
short tracking time, to realistic and hence much larger timescales. So far this has lead to very
promising results, however, the fitting procedure is rather sensitive to several details. This implies
that even though the scaling laws are very suitable to describe the data, they are less reliable for
prediction. We conducted some very preliminary research into using a Recurrent Neural Network
(RNN) to extrapolate the DA. This is of course an overly simplistic brute-force approach as it con-
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Figure 2: Left: Example of a DA computation where an outlier is correctly flagged. Right: Example of a
false positive.
tains no information on the theoretical knowledge about the actual scaling law. However, it was
mainly meant to explore the possibilities of a Neural Network in this context. The results indicate
that the RNN is not really able to make an accurate prediction. We only used a basic implemen-
tation however, so improvements can probably be made. On the other hand, one very interesting
approach, which is currently being investigated, is not to completely discard the theoretical knowl-
edge, but to use ML techniques to improve the above-described fitting procedure, e.g. by finding a
set of optimal fitting weights for the deterministic models.
5. Beam Lifetime Optimisation
The LHC is a complex machine with numerous intertwined systems, each potentially impact-
ing the dynamics and stability of the beams. As such, building a rigorous model of particle losses
occurring in the LHC is a very daunting task, but it would offer valuable insight into the inner
workings of the machine, to push further its performance.
The main goal behind this work, is to develop a system capable of determining the optimal set
of operational knobs, so as to maximise the beams’ intensity lifetimes, given a specific machine
configuration. This system could then assist operators in the control room in the decision-making
process.
The approach we took to develop such a system, is to make use of the swaths of LHC data ac-
quired through the several instrumentation systems, in order to build a data-driven surrogate model
of the beams’ lifetime. This could then be coupled with an optimisation algorithm to determine the
optimal operational knobs.
This problem was treated with a supervised-learning framework. The output of the model is
the beam lifetime, and the inputs are the operational knobs of the machine, i.e. tunes, chromatic-
ities and magnet currents. The data cover an entire operational year, but in order to simplify the
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input/output relationship, the data are taken from a small section of the complete machine cycle,
corresponding to the injection energy. This would of course need to be extended.
Several supervised learning models were trained and compared, and the best performance was
achieved with a Gradient Boosted Decision Tree model [23]. Once a surrogate model is trained, it
can be paired with a variety of optimisers. In our case, an off-the-shelf simplex optimiser [24] was
used to extract the optimal machine configuration from the trained lifetime response.
We observed, however, that the distribution of the input data was far from ideal. This is to be
expected, as the operators, rightfully, do not explore the input parameter space during physics runs.
This hindrance could potentially severely hamper the predictive power of the surrogate model.
The parameter space was further explored with the help of a dedicated machine experiment, in
which multiple random tune scans were performed over varying machine configurations. The data
collected during this study are used to benchmark and supplement the current model. We observed
a number of instabilities that increased the beams’ emittances, thus reducing the machine’s perfor-
mance. Such instabilities are not taken into account by the model and are an obvious weakness of
this setup. Nonetheless, ignoring this blind spot and restricting ourselves to the, albeit naive, life-
time optimisation problem, the model does agree with the lifetime optimal regions of the vertical
Qv vs horizontal Qh tune diagrams, see Fig. 3. The model is capable of moving towards the optimal
regions but as of yet, falls short of the maximum. To treat this problem rigorously, this naive model
Figure 3: Beam lifetime as a function of the LHC working point as measured for Beam 1. Red dot: Lifetime-
optimised working point, as determined by the model. The model prediction is close, but not exactly equal,
to the measured maximum.
will need to be built upon to take into account the emergence of instabilities in a multi-objective
optimisation framework.
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This work is a first approach to using data-driven ML techniques to develop surrogate models
of beam lifetimes at the LHC. The models developed have severe limitations at present, but are
nonetheless able to generate optimal values that are close to the experimental measurements.
6. Conclusions
In this paper, a few applications of ML at the Large Hadron Collider at CERN, using a va-
riety of algorithms based on both supervised and unsupervised learning, have been presented and
discussed.
We have used unsupervised learning to detect outliers in the optics function measurements to
avoid being dominated by faulty BPMs, and to detect outliers in DA results from beam tracking
simulations to spot numerical errors or remove unlikely realisations of the acceleration lattice. In
both cases, the algorithms work as expected and will be fine-tuned further during their usage. In
the latter case we will implement a centralised supervised learning approach, in which every user
automatically contributes by using the manual verification of flagged outliers as training for the
Neural Network.
We have used supervised learning to automatise the alignment of collimators during LHC
beam commissioning, to correct optics functions during machine operation, and to predict the
beam lifetime based on the operational settings of the machine. For the collimators’ alignment,
the time gain as compared to manual alignments has been impressive enough to make the ML
implementation the default one. A continued cross-talk analysis in the future will allow to do
more alignments in parallel. Concerning the optics corrections, already the basic Neural Network
implementation produced very interesting and efficient results. A larger dataset is being generated
and more error sources and non-linearities are being added in order to create a more general model.
Finally, the beam lifetime ML model showed satisfactory results, once the parameter space was
uncorrelated by a dedicated machine experiment run of the machine. Of course, this is but a first
implementation, which will be used as a basis to build upon to further ameliorate the framework.
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