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Resumen
En este trabajo se considera la ecuacio´n de Korteweg-de Vries (KdV):
∂tu+ ∂
3
xu+ u∂xu = 0,
u = u(x, t), x ∈ R, t ∈ R y se demuestra que si u(·, 0) y u(·, 1) tienen soporte en un intervalo
espacial [−∞, B], para cierto B > 0, entonces u es ide´nticamente nula.
i
Summary
In this work will be considered the equation of Korteweg-de Vries (KdV):
∂tu+ ∂
3
xu+ u∂xu = 0,
u = u(x, t), x ∈ R, t ∈ R and will be proved that if u(·, 0) y u(·, 1) have support in an spatial
interval [−∞, B], for some B > 0, then u is identically zero.
ii
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Introduccio´n
En este trabajo consideramos la ecuacio´n de Korteweg-de Vries (KdV)
∂tu+ ∂
3
xu+ u∂xu = 0, (0.1)
donde u = u(x, t) con x ∈ R y t ∈ R. Esta ecuacio´n es un modelo para describir la propagacio´n
de una onda unidireccional no lineal en un medio dispersivo. Para la ecuacio´n KdV, y para
otras ecuaciones dispersivas no lineales como la ecuacio´n de Schro¨dinger, se han estudiado en
an˜os recientes, entre otros aspectos, el buen planteamiento local y global en espacios de Sobo-
lev de baja regularidad y los principios de continuacio´n u´nica. En estos u´ltimos se pretende
obtener condiciones de cara´cter local sobre dos soluciones de la ecuacio´n que garanticen que
ambas soluciones sean ide´nticas.
Acerca del buen planteamiento local y global, en [KPV1] Kenig, Ponce y Vega demostra-
ron que el problema de Cauchy asociado a la ecuacio´n (0.1) esta´ localmente bien planteado
en espacios de Sobolev Hs(R) con s > −34 . Posteriormente, en [CKSTT] Colliander, Keel,
Stafillani, Takaoka y Tao probaron que el buen planteamiento global para este problema se
presenta tambie´n para s > −34 .
Con respecto a los principios de continuacio´n u´nica, en [SS] Saut y Scheurer consideraron una
clase de ecuaciones que incluye a la ecuacio´n KdV y probaron que si una solucio´n suficiente-
mente suave de una ecuacio´n de la clase se anula en un abierto espacio-temporal Ω, entonces,
la solucio´n se anula en todas las componentes horizontales de Ω, es decir, en R×Pt(Ω) donde
Pt(Ω) = {t | ∃x (x, t) ∈ Ω}.
Posteriormente, en [B], mediante el uso de funciones anal´ıticas, Bourgain demostro´ que si u
es una solucio´n suficientemente regular de la ecuacio´n KdV, y existe B > 0 tal que el soporte
de u(t) := u(·, t) esta´ contenido en [−B,B] para todo tiempo t en un intervalo temporal no
trivial, entonces u es ide´nticamente nula. Si bien el resultado de [SS] es ma´s fuerte que el
de [B], este u´ltimo ha sido fa´cilmente generalizado para estudiar ecuaciones en dimensiones
espaciales mayores que uno.
Posteriormente, en [KPV2] Kenig, Ponce y Vega probaron que si u es una solucio´n suficiente-
mente suave de (0.1), que se anula en una semirrecta x > B para dos tiempos diferentes t1 y t2,
entonces u es ide´nticamente nula. Para demostrar este resultado, en [KPV2] se desarrollo´ un
estimativo de tipo Carleman para la parte lineal de la ecuacio´n (0.1) en espacios Lp(R2) con
peso exponencial con varios ı´ndices p. Luego, a partir de este estimativo, se demostro´ que
la solucio´n se anula en una semibanda [R,+∞) × [t1, t2], de lo cual se concluyo´, usando el
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resultado de [SS], que u ≡ 0.
En trabajos posteriores, los mismos autores, junto con Escauriaza, han estudiado principios
de continuacio´n u´nica para la ecuacio´n KdV con condiciones menos restrictivas y con algunas
hipo´tesis adicionales de decaimiento. Es as´ı como en [KPV3] se estudia un problema ana´logo
al de [KPV2] para dos soluciones u1 y u2 cuya diferencia se anula en dos semirrectas x > B
en t = t1 y t = t2, y se prueba que ambas soluciones coinciden. En [EKPV] se demuestra que
dos soluciones u1 y u2 son iguales si su diferencia presenta cierto decaimiento exponencial en
x > 0, para dos tiempos diferentes.
Nuestro propo´sito es presentar una demostracio´n detallada y simplificada del resultado de
[KPV2]. En esta demostracio´n se ha simplificado el estimativo tipo Carleman, considerando
so´lo espacios con peso exponencial de tipo L2 y dando una demostracio´n que usa te´cnicas
elementales de transformada de Fourier. La obtencio´n de este estimativo tipo Carleman sigue
el esquema desarrollado en [IM].
Ma´s concretamente, en este trabajo se demuestra el siguiente teorema:
Teorema 1. Sea u ∈ C([0, 1];H6(R))∩C1([0, 1];H3(R)) una solucio´n de (0.1), es decir, una
funcio´n tal que
∂tu(t) + ∂
3
xu(t) + u(t)∂xu(t) = 0 en H
3(R) para todo t ∈ [0, 1].
Supongamos que para cierto B > 0 supp u(0) ⊆ (−∞, B] y supp u(1) ⊆ (−∞, B]. Entonces
u ≡ 0.
El trabajo esta´ organizado como sigue. En el primer cap´ıtulo se efectu´an estimativos aprio-
ri para la solucio´n de la ecuacio´n (0.1) que muestran que si una solucio´n tiene decaimiento
exponencial a la derecha (x > 0) en el instante t = 0, entonces dicho decaimiento se mantie-
ne en el tiempo. Se demuestra adema´s una propiedad similar para las derivadas de la solucio´n.
Esta persistencia en el tiempo del decaimineto exponencial es necesaria para desarrollar, en
el cap´ıtulo 2, un estimativo de tipo Carleman, el cual expresa una propiedad de acotamiento,
en espacios L2 con peso exponencial, del inverso del operador asociado a la parte lineal de la
ecuacio´n (0.1). El estimativo tipo Carleman se utiliza luego en la demostracio´n del teorema
principal, realizada en el cap´ıtulo 3, para mostrar que si una solucio´n de la ecuacio´n (0.1)
cumple las hipo´tesis del Teorema 1, entonces dicha solucio´n es nula en una banda de la forma
[R,∞)× [0, 1], lo cual, junto con el resultado de Saut y Scheurer mencionado anteriormente,
implica que la solucio´n es ide´nticamente nula.
A lo largo de este trabajo la letra C denotara´ diversas constantes que pueden variar de l´ınea a
l´ınea, pero cuya dependencia de los para´metros que aparecen en los procedimientos esta´ bien
determinada en cada caso. En ocasiones, para hacer e´nfasis en el hecho de que una constante
depende de un para´metro, dicho para´metro se usara´ como sub´ındice de la constante.
v
Cap´ıtulo 1
Decaimiento exponencial
En este cap´ıtulo se mostrara´ que la ecuacio´n de Korteweg-de Vries preserva para tiempos
positivos el decaimiento exponencial espacial a la derecha del dato inicial y de sus derivadas.
Lema 1.1. Sea u ∈ C([0, 1];H6(R) ∩ C1([0, 1];H3(R)) una solucio´n de la ecuacio´n KdV, es
decir
∂tu(t) + ∂
3
xu(t) + u(t)∂xu(t) = 0, en H
3(R) ∀t ∈ [0, 1]. (1.1)
Supongamos que para algu´n β > 0, eβxu(0) ∈ L2(R). Entonces
sup
t∈[0,1]
||eβxu(t)||L2(R) <∞.
Prueba. Sea φ ∈ C∞(R) una funcio´n decreciente tal que φ(x) = 1, si x < 1 y φ(x) = 0, si
x > 10. Para n ∈ N definamos θn(x) :=
∫ x
0 φ(
s
n) ds. Consideremos la sucesio´n de funciones ϕn
definidas por ϕn(x) := e
2βθn(x). Observemos que ϕn es creciente con las siguientes caracter´ıs-
ticas:
(1) Si x ≤ n, ϕn(x) = e2β
∫ x
0 1ds = e2βx.
(2) Si x > 10n, de acuerdo con la definicio´n de φ, la integral de la funcio´n φ( .n) entre 0
y x esta dominada por 10n. Por lo tanto θn(x) ≤ 10n. De esto u´ltimo se concluye que
ϕn(x) ≤ e2β10n.
(3) Como para n ∈ N φ( xn+1) ≥ φ(xn), entonces
∫ x
0 φ(
s
n)ds ≤
∫ x
0 φ(
s
n+1)ds. Luego, ϕn(x) ≤
ϕn+1(x).
(4) De (1) y de (3) se sigue que ϕn(x) −−−→
n→∞ e
2βx, para todo x ∈ R, de manera mono´tona.
De otra parte, para n ∈ N,
ϕ′n = 2βθ
′
n(x)e
2βθn(x) = 2βφ(
x
n
)e2βθn(x).
Se tiene entonces que:
|ϕ′n(x)| = 2β|φ(
x
n
)ϕn(x)| ≤ 2βϕn(x).
1
Adema´s,
|ϕ′′n(x)| ≤ 2β|φ′(
x
n
) · 1
n
e2βθn(x) + φ(
x
n
) · 2βφ(x
n
)e2βθn(x)|.
Luego
|ϕ′′n(x)| ≤ 2β
(
C + 2β
)
ϕn(x).
En general, puede verse que para β > 0 y j ∈ N, existe una constante Cj,β tal que
|ϕ(j)n (x)| ≤ Cj,βϕn(x), ∀n ∈ N,∀x ∈ R.
Para t ∈ [0, 1], multipliquemos la ecuacio´n (1.1) por ϕn(·x)u(t)(·x) e integremos respecto a la
variable espacial para obtener∫
R
ϕnu(t)∂tu(t)dx+
∫
R
ϕnu(t)∂
3
xu(t)dx+
∫
R
ϕnu
2(t)∂xu(t)dx = 0. (1.2)
Para estudiar el primer te´rmino de (1.2) denotemos por 〈 ·, ·〉 el producto interno en el espacio
de funciones de valor real L2(R) y probemos que la funcio´n
t 7−→
∫
ϕnu
2(t)dx = 〈ϕnu(t), u(t)〉
es una funcio´n de clase C1 en [0, 1] y que
1
2
d
dt
∫
ϕnu
2(t)dx =
∫
ϕnu(t)∂tu(t)dx. (1.3)
En efecto, como u ∈ C1([0, 1];L2(R)), se tiene que
1
h
(〈ϕnu(t+ h), u(t+ h)〉 − 〈ϕnu(t), u(t)〉)− 2〈ϕnu(t), ∂tu(t)〉
=
1
h
(〈ϕnu(t+ h), u(t+ h)〉 − 〈ϕnu(t+ h), u(t)〉+ 〈ϕnu(t+ h), u(t)〉
− 〈ϕnu(t), u(t)〉)− 2〈ϕnu(t), ∂tu(t)〉
=〈ϕnu(t+ h), u(t+ h)− u(t)
h
〉+ 〈u(t+ h)− u(t)
h
, ϕnu(t)〉 − 2〈ϕnu(t), ∂tu(t)〉
−−−→
h→0
0,
por la bicontinuidad y la conmutatividad del producto interno 〈 ·, ·〉. De esta manera hemos
obtenido (1.3).
Realizando integracio´n por partes con respecto a la variable espacial y teniendo en cuenta que
2
u ∈ C([0, 1];H6(R)), para el segundo te´rmino de (1.2) tenemos que:∫
ϕnu(t)∂
3
xu(t)dx = −
∫
∂x[ϕnu(t)]∂
2
xu(t)dx
= −
∫
[ϕn∂xu(t) + ϕ
′
nu(t)]∂
2
xu(t)dx
= −
∫
ϕn∂xu(t)∂
2
xu(t)dx−
∫
ϕ′nu(t)∂
2
xu(t)dx
= −
∫
ϕn · 1
2
∂x[∂xu(t)]
2dx+
∫
∂x[ϕ
′
nu(t)]∂xu(t)dx
=
1
2
∫
ϕ′n[∂xu(t)]
2dx+
∫
[ϕ′n∂xu(t) + ϕ
′′
n(x)u(t)]∂xu(t)dx
=
1
2
∫
ϕ′n[∂xu(t)]
2dx+
∫
ϕ′n[∂xu(t)]
2dx+
∫
ϕ′′nu(t)∂xu(t)dx
=
3
2
∫
ϕ′n[∂xu(t)]
2dx+
∫
ϕ′′n
1
2
∂x[u(t)]
2dx
=
3
2
∫
ϕ′n[∂xu(t)]
2dx− 1
2
∫
ϕ(3)n u
2(t)dx. (1.4)
De otra parte, para el tercer te´rmino de (1.2) se sigue que∫
ϕnu
2(t)∂xu(t)dx =
∫
ϕn
1
3
∂x[u(t)]
3dx = −1
3
∫
ϕ′nu
3(t)dx. (1.5)
Por tanto, de (1.2), (1.3), (1.4) y (1.5) se obtiene que
1
2
d
dt
∫
ϕnu
2(t)dx+
3
2
∫
ϕ′n[∂xu(t)]
2dx =
1
2
∫
ϕ(3)n u
2(t)dx+
1
3
∫
ϕ′nu(t)u
2(t)dx. (1.6)
Como u ∈ C([0, 1];H6(R)), existe M > 0 tal que
||u(t)||H6(R) ≤M ∀t ∈ [0, 1].
Como ||u(t)||H6(R) ≥ ||u(t)||H1(R) para todo t ∈ [0, 1], entonces
||u(t)||H1(R) ≤ ||u(t)||H6(R) ≤M <∞.
Por el teorema de inmersio´n de Sobolev H1(R) ↪→ L∞(R), y por tanto existe C > 0 tal que
||u(t)||L∞(R) ≤ C||u(t)||H1(R) ∀t ∈ [0, 1].
De esto u´ltimo se obtiene de la igualdad (1.6) que
1
2
d
dt
∫
ϕnu
2(t)dx+
3
2
∫
ϕ′n[∂xu(t)]
2dx
≤ 1
2
∫
ϕ(3)n u
2(t)dx+
1
3
||u(t)||L∞(R)
∫
ϕ′nu
2(t)dx.
3
El segundo te´rmino del lado izquierdo de la desiguldad anterior es no negativo y como
|ϕ(j)n (x)| ≤ Cj,βϕn(x), se tiene que
1
2
d
dt
∫
ϕnu
2(t)dx ≤ 1
2
C3,β
∫
ϕnu
2(t)dx+
C1,β
3
||u(t)||L∞(R)
∫
ϕnu
2(t)dx
≤
(
C3,β
2
+
C1,β
3
||u(t)||L∞(R)
)∫
ϕnu
2(t)dx
≤
(
C3,β
2
+
C1,βC
3
||u(t)||H1(R)
)∫
ϕnu
2(t)dx
≤
(
C3,β
3
+
C1,βC
3
M
)∫
ϕnu
2(t)dx
≡ K
∫
ϕnu
2(t)dx,
donde K depende de β, j, y u pero no de t ni de n. Por lo tanto
d
dt
∫
ϕnu
2(t)dx ≤ 2K
∫
ϕnu
2(t)dx.
Si llamamos g(t) :=
∫
ϕnu
2(t)dx, la anterior expresio´n queda
g′(t) ≤ 2Kg(t).
Se tiene entonces por lema de Gronwall que g(t) ≤ g(0)e2Kt, es decir∫
ϕnu
2(t)dx ≤
(∫
ϕnu
2(0) dx
)
e2Kt ≤
(∫
e2βxu2(0) dx
)
e2K ∀t ∈ [0, 1].
Usando el teorema de la convergencia mono´tona se tiene que∫
ϕnu
2(t)dx −−−→
n→∞
∫
e2βxu2(t)dx,
luego ∫
e2βxu2(t)dx ≤
(∫
e2βxu2(0)dx
)
e2K <∞.
y por lo tanto
sup
t∈[0,1]
||eβxu(t)||L2(R) ≤ ||eβxu(0)||L2(R)eK ∀t ∈ [0, 1],
y se tiene el lema.
De modo ma´s general que el expresado por el Lema 1.1 se tiene que las derivadas de la solucio´n
u tambie´n preservan el decaimiento exponencial a la derecha. Ma´s concretamente, podemos
probar el siguiente lema.
Lema 1.2. Para la solucio´n u del Lema 1.1 supongamos que eβx∂jxu(0) ∈ L2(R), para j =
0, 1, 2, 3 entonces
sup
t∈[0,1]
||eβx∂jxu(t)||L2(R) <∞, para j = 0, 1, 2, 3.
4
Prueba. Definamos v(t) = ∂xu(t). Observemos que como ∂tu ∈ C([0, 1];H3(R)) entonces
∂x∂tu ∈ C([0, 1];H2(R)).
Probemos que ∂tv(t) = ∂x[∂tu(t)] en H
2(R). En efecto, sabemos por definicio´n que
u(t+ h)− u(t)
h
−−−→
h→0
∂tu(t) en H
3(R).
Dado que el operador ∂x : H
3(R)→ H2(R) es continuo, entonces
v(t+ h)− v(t)
h
=
∂xu(t+ h)− ∂xu(t)
h
= ∂x
[
u(t+ h)− u(t)
h
]
−−−→
h→0
∂x[∂tu(t)] en H
2(R).
De lo anterior se concluye que ∂tv(t) = ∂x[∂tu(t)].
Consideremos ahora la ecuacio´n (1.1) y derivemos respecto a x para obtener:
∂tv(t) + ∂
3
xv(t) + u(t)∂xv(t) + v
2(t) = 0. (1.7)
Multipliquemos (1.7) por v(t)ϕn, donde ϕn es la misma funcio´n definida en Lema 1.1, e
integremos respecto a la variable espacial para obtener:∫
ϕnv(t)∂tv(t)dx+
∫
ϕnv(t)∂
3
xv(t)dx+
∫
ϕnv(t)u(t)∂xv(t)dx+
∫
ϕnv
3(t)dx = 0. (1.8)
Usando integracio´n por partes, como se hizo en la demostracio´n del Lema 1.1, se tiene que:∫
ϕnv(t)∂
3
xv(t)dx =
3
2
∫
ϕ′n[∂xv(t)]
2dx− 1
2
∫
ϕ(3)n v
2(t)dx. (1.9)
En cuanto al tercer te´rmino de (1.8) se tiene que∫
ϕnu(t)v(t)∂xv(t)dx =
∫
ϕnu(t)
1
2
∂x[v(t)]
2dx
= −1
2
∫
∂x[ϕnu(t)]v
2(t)dx
= −1
2
∫
[ϕn∂xu(t) + ϕ
′
nu(t)]v
2(t)dx
= −1
2
∫
ϕnv(t)v
2(t)dx− 1
2
∫
ϕ′nu(t)v
2(t)dx.
De (1.8), (1.9) y esta u´ltima expresio´n se obtiene que
1
2
d
dt
∫
ϕnv
2(t)dx+
3
2
∫
ϕ′n[∂xv(t)]
2dx
=
1
2
∫
ϕ(3)n v
2(t)dx+
1
2
∫
ϕ′nu(t)v
2(t)dx− 1
2
∫
ϕnv
3(t)dx.
5
Luego, teniendo en cuenta que el segundo te´rmino del lado izquierdo de la anterior igualdad
es positivo obtenemos que
d
dt
∫
ϕnv
2(t)dx ≤ C3,β
∫
ϕnv
2(t)dx+ C1,βC||u(t)||C([0,1];H1(R))
∫
ϕnv
2(t)dx
+ C||v(t)||C([0,1];H1(R))
∫
ϕnv
2(t)dx
≤
(
C3,β + C1,βC||u(t)||C([0,1];H1(R)) + C||u(t)||C([0,1];H2(R))
)∫
ϕnv
2(t)dx
≤ K
∫
ϕnv
2(t) dx,
donde K es una constante que no depende de n ni de t.
De esta u´ltima expresio´n y procediendo como se hizo en la prueba del Lema 1.1, se concluye
que
||eβx∂xu(t)||L2(R) ≤ ||eβx∂xu(0)||L2(R)eK .
Por un razonamiento similar al anterior y procediendo inductivamente se muestra entonces
que para una funcio´n u ∈ C([0, 1];H6) ∩ C1([0, 1];H3), solucio´n de la ecuacio´n (1.1) se tiene
que
sup
t∈[0,1]
||eβx∂jxu(t)||L2(R) <∞, para j = 0, 1, 2, 3,
si eβx∂jxu(0) ∈ L2, para j = 0, 1, 2, 3.
A continuacio´n usaremos la inmersio´n de Sobolev de H1(R) en L∞(R) para mostrar que la
funcio´n u del lema anterior decae exponencialmente en x > 0 de manera puntual y que este
decaimiento es uniforme en t ∈ [0, 1].
Lema 1.3. Sea u como en el Lema 1.2, entonces existe M tal que
|eβxu(t)(x)| ≤M ∀x ∈ R,∀t ∈ [0, 1] (1.10)
y
|eβx∂xu(t)(x)| ≤M ∀x ∈ R,∀t ∈ [0, 1] . (1.11)
Prueba. Del Lema 1.2 se tiene que
sup
t∈[0,1]
||eβx∂jxu(t)||L2(R) <∞, para j = 0, 1, 2, 3.
Por lo tanto, para todo t ∈ [0, 1]
||eβxu(t)||H1(R) = ||eβxu(t)||L2(R) + ||∂x[eβxu(t)]||L2(R)
= ||eβxu(t)||L2(R) + ||eβx∂xu(t) + βeβxu(t)||L2(R)
≤ ||eβxu(t)||L2(R) + ||eβx∂xu(t)||L2(R) + ||βeβxu(t)||L2(R)
≤ K,
donde K no depende de t ∈ [0, 1]. Por el Teorema de inmersio´n de Sobolev, H1(R) ↪→ L∞(R),
y as´ı se tiene que
||eβxu(t)||L∞(R) ≤ C||eβxu(t)||H1(R) ≤ CK ≡M,
6
donde M no depende de t ∈ [0, 1]. Luego, como para todo t ∈ [0, 1], u(t) es una funcio´n
continua de la variable espacial ya que u(t) ∈ H6(R), se sigue que
|eβxu(t)(x)| ≤ ||eβxu(t)||L∞(R) ≤M,∀x ∈ R,∀t ∈ [0, 1].
y se tiene (1.10). Para mostrar (1.11) observemos que si t ∈ [0, 1], entonces
||eβx∂xu(t)||H1(R) = ||eβx∂xu(t)||L2(R) + ||∂x[eβx∂xu(t)]||L2(R)
= ||eβx∂xu(t)||L2(R) + ||eβx∂2xu(t) + βeβx∂xu(t)||L2(R)
≤ ||eβx∂xu(t)||L2(R) + ||eβx∂2xu(t)||L2(R) + ||βeβx∂xu(t)||L2(R)
≤ K.
donde K es independiente de t ∈ [0, 1]. Nuevamente del Teorema de inmersio´n de Sobolev, se
sigue que
||eβx∂xu(t)||L∞(R) ≤ C||eβx∂xu(t)||H1(R) ≤ CK ≡M,
y por lo tanto
|eβx∂xu(t)(x)| ≤ ||eβx∂xu(t)||L∞(R) ≤M, ∀x ∈ R, ∀t ∈ [0, 1]
y se tiene (1.11)
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Cap´ıtulo 2
Estimativo tipo Carleman.
En este cap´ıtulo demostraremos un estimativo de tipo Carleman en el que se expresa una
propiedad de acotamiento en espacios L2(e2βxdx) del operador inverso de ∂t + ∂
3
x, el cual es
el operador lineal asociado a la ecuacio´n KdV. Este estimativo se enuncia ma´s abajo en el
Teorema 2 y se utiliza para demostrar, en el Cap´ıtulo 3, que la solucio´n u dada en el Teorema
1 se anula en una banda de la forma [R,+∞)× [0, 1]. Comenzamos el Cap´ıtulo con dos lemas.
El Lema 2.1 afirma que si una funcio´n pertenece a L2(e2βxdx) para todo β > 0, entonces
pertenece tambie´n a L1(eβxdx) para todo β > 0.
El Lema 2.2 muestra una propiedad de diferenciacio´n temporal bajo la aplicacio´n de la trans-
formada de Fourier espacial.
Lema 2.1. Sea f : R −→ R tal que eβxf ∈ L2(R) para todo β > 0, entonces eβxf ∈ L1(R),
para todo β > 0.
Prueba. Estimemos ||eβxf ||L1(R):∫ ∞
0
eβx|f(x)|dx =
∫ ∞
0
e−βxe2βx|f(x)|dx
≤
(∫ ∞
0
e−2βxdx
) 1
2
·
(∫ ∞
0
e4βx|f(x)|2dx
) 1
2
=
1√
2β
||e2βxf ||L2(R) <∞.
(2.1)
De otra parte,∫ 0
−∞
eβx|f(x)|dx =
∫ 0
−∞
e
β
2
xe
β
2
x|f(x)|
≤
(∫ 0
−∞
eβxdx
) 1
2
·
(∫ 0
−∞
eβx|f |2dx
) 1
2
≤ 1√
β
||eβ2 f ||L2(R) <∞. (2.2)
De esto u´ltimo y de (2.1) se concluye que eβxf ∈ L1(R).
En adelante f̂ denotara´ la transformada de Fourier de una funcio´n f de la variable espacial.
Lema 2.2. Sea w ∈ C1([0, 1];L2(R)) tal que para todo β > 0 la funcio´n t 7−→ eβxw(t) es
una funcio´n acotada de [0, 1] con valores en L2(R), y tal que t 7−→ eβxw′(t) := eβx∂tw(t) es
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un elemento de L1([0, 1];L2(R)). Entonces, para todo ξ ∈ R la funcio´n t 7−→ ̂eβxw(t)(ξ) es
absolutamente continua con derivada ̂eβxw′(t)(ξ), a.e. t ∈ [0, 1].
Prueba. Dado que eβxw(t) ∈ L2(R) para todo β > 0, entonces, por lema 2.1 eβxw(t) ∈ L1(R)
para todo β > 0. Sean β > 0, t ∈ [0, 1], ξ ∈ R y N ∈ N. Denotemos por χ[−N,N ] la funcio´n
caracter´ıstica del intervalo [−N,N ] y definamos
GN (t) :=
∫
R
eβxe−iξxχ[−N,N ](x)w(t)(x)dx. (2.3)
Es decir,
GN (t) = 〈w(t), eiξxeβxχ[−N,N ](x)〉L2(R).
Como w ∈ C1([0, 1];L2(R)) entonces
d
dt
GN (t) = 〈w′(t), eiξxeβxχ[−N,N ](x)〉L2(R) para todo t ∈ [0, 1].
En virtud de la continuidad del producto interno 〈 ·, · 〉 se tiene que la funcio´n
t 7−→ 〈w′(t), eiξxeβxχ[−N,N ](x)〉L2(R) ∈ C([0, 1];R).
Luego por el teorema Fundamental del Ca´lculo, para t ∈ [0, 1]
GN (t)−GN (0) =
∫ t
0
〈w′(τ), eiξxeβxχ[−N,N ](x)〉L2(R)dτ. (2.4)
Esto es ∫
R
e−iξxeβxχ[−N,N ](x)w(t)(x)dx =
∫ t
0
∫
R
e−iξxeβxχ[−N,N ](x)w′(τ)(x)dxdτ (2.5)
+
∫
R
e−iξxeβxχ[−N,N ](x)w(0)(x)dx. (2.6)
Como
|e−iξxeβxχ[−N,N ](x)w(t)(x)| = |eβxχ[−N,N ](x)w(t)(x)|
≤ |eβxw(t)(x)|, a.e x ∈ R,
y dado que eβxw(t) ∈ L1(R), entonces por Teorema de la Convergencia Dominada (T.C.D)∫
R
e−iξxeβxχ[−N,N ](x)w(t)(x)dx −−−−→
N→∞
∫
R
e−iξxeβxw(t)(x)dx (2.7)
y ∫
R
e−iξxeβxχ[−N,N ](x)w(0)(x)dx −−−−→
N→∞
∫
R
e−iξxeβxw(0)(x)dx. (2.8)
Por otro lado, dado que para todo β > 0 eβxw′ ∈ L1([0, 1];L2(R)), entonces del Lema 2.1, y
teniendo en cuenta los estimativos (2.1) y (2.2) (con w′(τ) τ ∈ [0, 1], en lugar de f), se tiene
que eβxw′ ∈ L1([0, 1];L1(R)). As´ı, para casi todo τ ∈ [0, 1] se sigue que
|e−iξxeβxχ[−N,N ](·x)w′(τ)(·x)| ≤ |eβxw′(τ)(·x)| ∈ L1(Rx), a.e τ ∈ [0, 1].
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Y del T.C.D se tiene que a.e. τ ∈ [0, 1]
gN (τ) ≡
∫
R
e−iξxeβxχ[−N,N ](x)w′(τ)(x)dx −−−−→
N→∞
∫
R
e−iξxeβxw′(τ)(x)dx ≡ g(τ).
Adema´s,
|gN (τ)| ≤
∫
R
eβx|w′(τ)(x)|dx,
y como el lado derecho de la anterior desigualdad es integrable en la variable τ en el intervalo
[0, 1], por el T.C.D se obtiene entonces que∫ t
0
gN (τ)dτ −−−−→
N→∞
∫ t
0
g(τ)dτ.
Es decir,∫ t
0
∫
R
e−iξxeβxχ[−N,N ](x)w′(τ)(x)dxdτ −−−−→
N→∞
∫ t
0
∫
R
e−iξxeβxw′(τ)(x)dx dτ. (2.9)
De (2.4) a (2.9) se tiene que∫
R
e−iξxeβxw(t)(x)dx =
∫ t
0
∫
R
e−iξxeβxw′(τ)(x)dxdτ +
∫
R
e−iξxeβxw(0)(x)dx.
De aqu´ı concluimos que el lado izquierdo de la anterior igualdad define una funcio´n absoluta-
mente continua de la variable t ∈ [0, 1] y que
d
dt
∫
e−iξxeβxw(t)(x)dx =
∫
R
e−iξxeβxw′(τ)(x)dx a.e t ∈ [0, 1].
Es decir,
d
dt
̂eβxw(t)(ξ) = ̂eβxw′(t)(ξ) a.e t ∈ [0, 1].
Teorema 2. (Estimativo tipo Carleman). Sea w ∈ C([0, 1];H3(R)) ∩ C1([0, 1];L2(R)).
Supongamos que:
1. t 7−→ eβx∂jxw(t) es una funcio´n acotada de [0, 1] con valores en L2(R) para todo β > 0
y para j = 0, 1, 2, 3 y
2. t 7−→ eβxw′(t) es una funcio´n acotada de [0, 1] con valores en L2(R) para todo β > 0.
Entonces para todo λ > 0,
||eλxw||L2(R×[0,1]) ≤ ||eλxw(0)||L2(R) + ||eλxw(1)||L2(R) + ||eλx(w′ + ∂3xw)||L2(R×[0,1]). (2.10)
Prueba. Del Lema 2.2, para ξ ∈ R fijo, la funcio´n t 7−→ ̂eλxw(t)(ξ) es absolutamente continua
en [0, 1] y ddt
̂eλxw(t)(ξ) = ̂eλxw′(t)(ξ) a.e t ∈ [0, 1].
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Definamos g := eλxw y h := eλx(w′ + ∂3xw). Entonces
h =eλxw′ + eλx∂3xw = e
λxw′ + eλx∂3x(e
−λxg)
=eλxw′ + eλx(∂3x(e
−λx)g + 3∂2x(e
−λx)∂xg + 3∂x(e−λx)∂2xg + e
−λx∂3xg)
=eλxw′ + eλx(−λ3e−λxg + 3λ2e−λx∂xg − 3λe−λx∂2xg + e−λx∂3xg)
=eλxw′ + ∂3xg − 3λ∂2xg + 3λ2∂xg − λ3g.
Notemos que del Lema 2.1, la evaluacio´n en t ∈ [0, 1] de todos los te´rminos del lado derecho
de la anterior igualdad (y por tanto tambie´n h(t)) pertenecen a L1(R) ∩ L2(R). Luego, para
todo ξ ∈ R, aplicando el Lema 2.2 obtenemos que a.e t ∈ [0, 1]
ĥ(t)(ξ) = ̂eλxw′(t)(ξ) + ∂̂3xg(t)(ξ)− 3λ∂̂2xg(t)(ξ) + 3λ2∂̂xg(t)(ξ)− λ3ĝ(t)(ξ)
=
d
dt
̂eλxw(t)(ξ) + (iξ)3ĝ(t)(ξ)− 3λ(iξ)2ĝ(t)(ξ) + 3λ2(iξ)ĝ(t)(ξ)− λ3ĝ(t)(ξ)
=
d
dt
̂eλxw(t)(ξ) + [i(−ξ3 + 3λ2ξ)− λ3 + 3λξ2]ĝ(t)(ξ)
=
d
dt
ĝ(t)(ξ) + [−imλ(ξ)− aλ(ξ)]ĝ(t)(ξ),
donde mλ(ξ) = ξ
3 − 3λ2ξ y aλ(ξ) = λ3 − 3λξ2
Por lo tanto
d
dt
[e−imλ(ξ)t−aλ(ξ)tĝ(t)(ξ)] = e[−imλ(ξ)−aλ(ξ)]tĥ(t)(ξ), a.e t ∈ [0, 1].
Como t 7−→ e−imλ(ξ)te−aλ(ξ)tĝ(t)(ξ) es absolutamente continua en [0, 1], entonces:
• Si aλ(ξ) ≤ 0, escribimos
e−imλ(ξ)te−aλ(ξ)tĝ(t)(ξ)− ĝ(0)(ξ) =
∫ t
0
e−imλ(ξ)τe−aλ(ξ)τ ĥ(τ)(ξ)dτ.
Por lo tanto
ĝ(t)(ξ) = eimλ(ξ)teaλ(ξ)tĝ(0)(ξ) +
∫ t
0
eimλ(ξ)[t−τ ]eaλ(ξ)[t−τ ]ĥ(τ)(ξ)dτ. (2.11)
• Si aλ(ξ) > 0, escribimos
e−imλ(ξ)·1e−aλ(ξ)·1ĝ(1)(ξ)− e−imλ(ξ)te−aλ(ξ)tĝ(t)(ξ) =
∫ 1
t
e−imλ(ξ)τe−aλ(ξ)τ ĥ(τ)(ξ)dτ,
y por lo tanto
ĝ(t)(ξ) = e−imλ(ξ)[1−t]e−aλ(ξ)[1−t]ĝ(1)(ξ)−
∫ 1
t
e−imλ(ξ)[t−τ ]e−aλ(ξ)[t−τ ]ĥ(τ)(ξ)dτ. (2.12)
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Entonces, para todo t ∈ [0, 1], de (2.11) y (2.12) se puede concluir que
|ĝ(t)(ξ)| ≤ |ĝ(0)(ξ)|+ |ĝ(1)(ξ)|+
∫ 1
0
|ĥ(τ)(ξ)|dτ.
Luego de la desigualdad de Minkowski se sigue que
‖ĝ(t)‖L2(R) ≤ ‖ĝ(0)‖L2(R) + ‖ĝ(1)‖L2(R) +
(∫
R
(∫ 1
0
|ĥ(τ)(ξ)|dτ)2dξ)1/2.
De la desigualdad de Cauchy-Schwarz se obtiene que
||ĝ(t)||L2(R) ≤ ||ĝ(0)||L2(R) + ||ĝ(1)||L2(R) +
(∫
R
(∫ 1
0
12dτ
)
·
(∫ 1
0
|ĥ(τ)(ξ)|2dτ
)
dξ
) 1
2
≤ ||ĝ(0)||L2(R) + ||ĝ(1)||L2(R) +
(∫
R
(∫ 1
0
|ĥ(τ)(ξ)|2dτ
)
dξ
) 1
2
= ||ĝ(0)||L2(R) + ||ĝ(1)||L2(R) +
(∫ 1
0
(∫
R
|ĥ(τ)(ξ)|2dξ
)
dτ
) 1
2
≤ ||ĝ(0)||L2(R) + ||ĝ(1)||L2(R) +
(∫ 1
0
||ĥ(τ)||2L2(R) dτ
) 1
2 .
Del teorema de Plancherel se tiene que
||g(t)||L2(R) ≤ ||g(0)||L2(R) + ||g(1)||L2(R) +
(∫ 1
0
||h(τ)||2L2(R)dτ
) 1
2
= ||g(0)||L2(R) + ||g(1)||L2(R) + ‖h‖L2(R×[0,1]) .
Observemos que
||g||L2(R×[0,1]) =
(∫ 1
0
∫
R
|g(t)|2dxdt
) 1
2
=
(∫ 1
0
||g(t)||2L2(R)dt
) 1
2
≤ ||g(0)||L2(R) + ||g(1)||L2(R) + ‖h‖L2(R×[0,1])
(∫ 1
0
dt
) 1
2 ,
lo que concluye la demostracio´n del Teorema.
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Cap´ıtulo 3
Prueba del Teorema 1
En este cap´ıtulo utilizamos los estimativos apriori obtenidos en el Cap´ıtulo 1 y el estimativo
tipo Carleman desarrollado en Cap´ıtulo 2 para probar el resultado central de este trabajo.
Prueba. Sea ψ ∈ C∞(R) no-decreciente tal que ψ(x) = 0, si x < 0 y ψ(x) = 1, si x > 1. Para
R > B definamos φR(x) ≡ φ(x) = ψ(x − R). Consideremos w definida por w(t) := φu(t),
t ∈ [0, 1]. Veamos que se cumplen las hipo´tesis del Teorema 2 para w:
Dado que u ∈ C([0, 1];H6(R)) ∩ C1([0, 1];H3(R)), entonces claramente
w ∈ C([0, 1];H3(R)) ∩ C1([0, 1];L2(R)).
Como supp u(0) ⊂ (−∞, B] entonces para todo β > 0 y para todo j = 0, 1, 2, 3,
eβx∂jxu(0) ∈ L2(R).
Luego para j = 0, 1, 2, 3, β > 0 y t ∈ [0, 1], por el Lema 1.2 se tiene que:
||eβx∂jxw(t)||L2(R) = ||eβx∂jx(φu(t))||L2(R)
= ||
j∑
k=0
eβxCk,jφ
(j−k)∂kxu(t)||L2(R).
≤ C
j∑
k=0
||eβx∂kxu(t)||L2(R).
≤ Cj,β.
De lo anterior se concluye que la funcio´n t 7−→ eβx∂jxw(t) es acotada de [0, 1] con valores en
L2(R). Por otro lado, para todo β > 0 se tiene
||eβxw′(t)||L2(R) = ||eβxφu′(t)||L2(R)
= ||eβxφ[−∂3xu(t)− u(t)∂xu(t)]||L2(R)
≤ ||eβx∂3xu(t)||L2(R) + ||eβxu(t)∂xu(t)||L2(R)
≤ ||eβx∂3xu(t)||L2(R) + ||u||C([0,1];H1)||eβx∂xu(t)||L2(R)
≤ Cβ,
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debido al Lema 1.2. De esta forma se tiene entonces que la funcio´n t 7−→ eβxw′(t) es acotada
de [0, 1] con valores en L2(R). As´ı, w satisface las hipo´tesis del Teorema 2.
Observemos que como supp u(0) ⊆ (−∞, B] y supp u(1) ⊆ (−∞, B], y R > B, entonces de
la definicio´n de w tenemos que w(0) = w(1) = 0. Del Teorema 2 se sigue entonces que para
todo λ > 0
||eλxw||L2(R×[0,1]) ≤ ||eλxw(0)||L2(R) + ||eλxw(1)||L2(R) + ||eλx(w′ + ∂3xw)||L2(R×[0,1])
= ||eλx(w′ + ∂3xw)||L2(R×[0,1]). (3.1)
Como
∂3xw = ∂
3
x(φu) = φ∂
3
xu+ {3φ′∂2xu+ 3φ′′∂xu+ φ′′′u} ≡ φ∂3xu+ Fφ,u,
entonces de (3.1) se sigue, usando el hecho de que u es solucio´n de la ecuacio´n KdV, que
||eλxw||L2(R×[0,1]) ≤ ||eλx(φu′ + φ∂3xu+ Fφ,u)||L2(R×[0,1])
= ||eλx(−φu∂xu+ Fφ,u)||L2(R×[0,1])
≤ ||eλxφu∂xu||L2(R×[0,1]) + ||eλxFφ,u||L2(R×[0,1]). (3.2)
Dado que las funciones φ′, φ′′ y φ′′′esta´n soportadas en [R,R + 1] y son acotadas con cota
independiente de R, entonces se tiene que
||eλxFφ,u||2L2(R×[0,1]) =
∫ 1
0
∫ R+1
R
e2λx|3φ′(x)∂2xu(t)(x) + 3φ′′(x)∂xu(t)(x) + φ′′(x)u(t)(x)|2dxdt
≤ Ce2λ(R+1)
∫ 1
0
∫ R+1
R
(
|∂2xu(t)(x)|2 + |∂xu(t)(x)|2 + |u(t)(x)|2
)
dxdt
≤ Ce2λ(R+1)
∫ 1
0
∫
R
(
|∂2xu(t)(x)|2 + |∂xu(t)(x)|2 + |u(t)(x)|2
)
dxdt
≤ Ce2λ(R+1)||u||2C([0,1];H2(R)) ·
∫ 1
0
1dt
= Cue
2λ(R+1), (3.3)
donde Cu depende de u pero no de λ ni de R. Por otro lado, del Lema 1.3 se sabe que para todo
β > 0, |eβx∂xu(t)(x)| ≤ Cβ, para todo x ∈ R y para todo t ∈ [0, 1]. As´ı, |∂xu(t)(x)| ≤ Cβe−βx.
Observamos entonces, con β = 1, que
||eλxφu∂xu||2L2(R×[0,1]) =
∫ 1
0
∫ ∞
R
e2λx|φ(x)u(t)(x)|2 · |∂xu(t)(x)|2dxdt
≤
∫ 1
0
∫ ∞
R
e2λx|φ(x)u(t)(x)|2 · C21e−2xdxdt
≤ C21e−2R
∫ 1
0
∫ ∞
R
e2λx|φ(x)u(t)(x)|2dxdt
≤ C21e−2R||eλxφu||2L2(R×[0,1]). (3.4)
Por tanto, de (3.2), (3.3) y (3.4)
||eλxφu||L2(R×[0,1]) ≤ C1e−R||eλxφu||L2(R×[0,1]) + C
1
2
u e
λ(R+1).
14
Dado que φ ≤ 1, del Lema 1.2 se observa que ||eλxφu||L2(R×[0,1]) < ∞. Tomando R > B tal
que C1e
−R < 12 se obtiene que
||eλxφu||L2(R×[0,1]) ≤
1
2
||eλxφu||L2(R×[0,1]) + C
1
2
u e
λ(R+1).
Y de esta manera nos queda que
1
2
||eλxφu||L2(R×[0,1]) ≤ C
1
2
u e
λ(R+1). (3.5)
Por otro lado,
||eλxφu||2L2(R×[0,1]) =
∫ 1
0
∫
R
e2λxφ2u2(t)(x)dxdt
≥
∫ 1
0
∫ ∞
2R
e2λxu2(t)(x)dxdt
≥ e4λR
∫ 1
0
∫ ∞
2R
u2(t)(x)dxdt. (3.6)
Luego de (3.5) y (3.6)
e2λR
(∫ 1
0
∫ ∞
2R
u2(t)(x)dxdt
) 1
2
≤ ||eλxφu||L2(R×[0,1]) ≤ 2C
1
2
u e
λ(R+1).
Obtenemos entonces que para toda λ > 0(∫ 1
0
∫ ∞
2R
u2(t)(x)dxdt
) 1
2
≤ 2C
1
2
u e
−λ(R−1).
En virtud de que R > 1, y tomando λ −→∞ se concluye que(∫ 1
0
∫ ∞
2R
u2(t)(x)dxdt
) 1
2
= 0.
Por tanto u ≡ 0 en [2R,∞)× [0, 1]. As´ı por el resultado de Saut y Scheurer se tiene que u ≡ 0
en R× [0, 1].
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