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UNIFORMIZATION OF METRIC SURFACES USING
ISOTHERMAL COORDINATES
TONI IKONEN
Abstract. We establish a uniformization result for metric sur-
faces — metric spaces that are topological surfaces with locally
finite Hausdorff 2-measure.
Using the geometric definition of quasiconformality, we show
that a metric surface that can be covered by quasiconformal im-
ages of Euclidean domains is quasiconformally equivalent to a
Riemannian surface. To prove this, we construct suitable iso-
thermal coordinates.
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1. Introduction
The Riemann mapping theorem states that given a simply con-
nected proper subdomain U of R2, there exists a conformal map
φ : D → U, where D is the Euclidean disk. Recall that conformal
maps preserve angles but they do not necessarily preserve lengths
of paths or areas. We say that domains U and V are conformally
equivalent if there exists a conformal map from U to V.
When the topology of U is more complicated, so is the classific-
ation result. For example, if U = A(1, r) ⊂ R2 in an Euclidean
annulus of inner radius 1 and outer radius r > 1, two such annuli
A(1, r) and A(1, r′) are conformally equivalent if and only if r = r′.
If we relax the definition of conformal map to allow for distortion
of infinitesimal balls in a uniformly controlled manner, we obtain
the class of quasiconformal maps. With this relaxation, it turns out
that for every pair of outer radii 1 < r and 1 < r′, there exists a
quasiconformal map from A(1, r) onto A(1, r′).
Such a map takes the infinitesimal Euclidean balls in A(1, r) to
infinitesimal ellipses in A(1, r′), and the distortion is determined
from the eccentricity of the ellipses. For a fixed r > 1, the distortion
of every quasiconformal map η : A(1, r) → A(1, r′) has a lower
bound Cr′ that blows up as r
′ → ∞.
Similar questions can be considered when the topology type of
the surface is more complicated. This is the domain of Teichmüller
theory of surfaces; see for example [Leh87, IT92, Hub06]. Roughly
speaking, the Teichmüller theory classifies Riemann surfaces up to
conformal maps, and quasiconformal maps measure how far apart
two Riemann surfaces are from one another. We are interested in
metric surfaces therefore it is more natural to consider Riemannian
surfaces instead of Riemann surfaces.
Quasiconformal maps also arise when we try to find isothermal
coordinates in a given Riemannian surface. Indeed, given a Rieman-
nian surface (Y, g) and a smooth chart f : V → U ⊂ R2, by consid-
ering a smaller open set V ′ ⊂ V, we may assume without loss of
generality that f is quasiconformal. We interpret the Riemannian
metric g on V as a particular choice of an ellipse at each point of
V. Then the chart f maps these ellipses to ellipses in U. We ask
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whether it is possible to find a diffeomorphism η : U → W ⊂ R2
such that the particular ellipses in V are mapped to Euclidean balls
by η ◦ f .
The existence of such a diffeomorphism η is guaranteed by the
measurable Riemann mapping theorem; see for example [AB60,
AIM09]. When we apply this theorem to the ellipse field of f , the
composition η ◦ f maps the ellipses in V to Euclidean balls. Classic-
ally, the coordinates η ◦ f are called isothermal coordinates.
We are interested in two questions. Given a metric space Y homeo-
morphic to a surface, what conditions guarantee that there exists
a Riemannian surface Z and a quasiconformal map f : Y → Z?
Moreover, is it possible to find a good notion of isothermal coordin-
ates on Y?
One approach to these questions is to use quasisymmetric paramet-
rizations. Quasisymmetric maps are homeomorphisms that distort
all shapes in a controlled manner, not just infinitesimal ones.
We recall some known results. Suppose that Y is homeomorphic
to S2 and Y is Ahlfors 2-regular (see Section 6.3). Then the Bonk–
Kleiner theorem [BK02] shows that the surface Y is quasisymmet-
rically equivalent to S2 if and only if Y is linearly locally contract-
ible (see Section 6.3). This approach has applications to group the-
ory; see [BK02, BK05, Raj17] and references therein. Similar results
hold when Y is compact and orientable [GW18] or if Y is homeo-
morphic to a planar domain [MW13]. If the surface Y is locally
Ahlfors 2-regular and locally linearly locally contractible (as defined
in [Wil10]), the surface Y has quasisymmetric coordinates [Wil10].
Such coordinates are a possible metric analog of smooth coordinates
on Y.
We use a different approach motivated by [Raj17]. Theorem 1.4
of [Raj17] states the following. Suppose that Y is homeomorphic
to R2 and has locally finite Hausdorff 2-measure. Then there exists
a quasiconformal map f : Y → U into a planar domain U ⊂ R2 if
and only if Y is a reciprocal disk. We use the geometric definition of
quasiconformality (see (1.2)). Geometrically quasiconformal maps
distort families of paths in a controlled manner; to quantify this we
use the (path) modulus (see (1.1)).
The space Y is a reciprocal disk if it satisfies the following two
conditions. First, we require that there exists a constant κ > 0 such
that for any set Q ⊂ Y homeomorphic to [0, 1]2, the moduli of paths
M→ and M↑ joining the opposite sides of ∂Q in Q control each other
in the following quantitative way: for such a Q,
κ−1 ≤ M→ ·M↑ ≤ κ.
This condition is defined precisely in (1.3) and (1.4). The second
condition requires that points have zero modulus in a suitable sense
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(see (1.5)). As an example, if the Hausdorff 2-measure of the metric
balls of Y of radius r are bounded from above by a constant multiple
of r2, then the space Y is reciprocal [Raj17, Theorem 1.6].
One of the reasons why Theorem 1.4 of [Raj17] requires that the
Hausdorff 2-measure is locally finite is that the distance d of Y
uniquely determines this measure. Moreover, in order to guaran-
tee that quasiconformal maps have good properties, the spaces in
question need to have a lot of rectifiable paths with respect to mod-
ulus; the local finiteness of the Hausdorff 2-measure combined with
coarea estimates and planar topology guarantee a wealth of rectifi-
able paths in Y. Usually, the existence of large families of rectifiable
paths is guaranteed by strong assumptions on the geometry of the
space via Poincaré inequalities [Che99, DEKS18, FO19], synthetic
curvature lower bounds [Stu06a, Stu06b, LV09], or strong control
on the measure of balls (Ahlfors regularity) and strong connectivity
properties of the space via modulus estimates (Loewner property)
[HK98, HKST01].
We are interested in generalizing the notion of reciprocal disks
to surfaces Y with non-trivial fundamental group. Suppose that Y
is a metric space with locally finite Hausdorff 2-measure homeo-
morphic to some surface. In this paper, such a Y is called a metric
surface, and we say that Y is locally reciprocal if it can be covered by
reciprocal disks. We know from Theorem 1.4 of [Raj17] that local
reciprocality of Y is equivalent to requiring that every point of Y
has a neighbourhood that is quasiconformally homeomorphic to a
domain in R2.
Suppose that V ⊂ Y is a reciprocal disk and f : V → U ⊂ R2
is a quasiconformal map. We ask whether it is possible to find a
quasiconformal map η : U → W ⊂ R2 such that η ◦ f is isothermal
in some meaningful way; compare this to the Riemannian setting
outlined above.
It turns out that we can associate to U and f a measurable field
of convex bodies whose shapes govern the distortion of f (and the
distortion of f controls the shapes of the bodies). Then we obtain a
quasiconformal map η from the measurable Riemann mapping the-
orem by associating to the field of convex bodies a canonical choice
of a field of ellipses and requiring that η maps the ellipses to Euc-
lidean balls. This idea was used in [Raj17] to minimize the distortion
of f , where the particular choice of an ellipse was the John ellipse.
The key idea of [Rom19] was to use the distance ellipse— a canonical
choice of an ellipse related to the Banach–Mazur distance (see for
example [TJ89, Chapter 37], [Rom19], or Section 4). We use the latter
approach and the resulting map η ◦ f will be our notion of isothermal
coordinates (see Section 4). In general, the map η ◦ f is not conformal
but its distortion is still well-controlled, and what we prove is that
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the atlas of isothermal coordinates yield a natural choice of ellipses
(conformal structure) on Y and thus a natural choice of a Rieman-
nian distance dG on Y. Analogously to the classical uniformization
result, the distance dG is constructed in such a way that (Y, dG)
is complete and has constant curvature −1, 0 or 1 (see Section 4).
We prove that the homeomorphism f = id : (Y, d) → (Y, dG) is
quasiconformal (see Section 5). We also prove that f has the smal-
lest distortion among all choices of Riemannian surface (Z, dG′) and
quasiconformal map h : (Y, d) → (Z, dG′) (see Section 6.1).
To get a better understanding of the above, we consider the Eu-
clidean annulus Y = A(1, r) with an outer radius r > 1 and dis-
tance d induced by different ‖·‖p-norms for ∞ ≥ p ≥ 1. First,
consider the case p = 2. In this case, the Riemannian surface
(Y, dG) = (A(1, r), dG) is complete and has constant curvature −1.
We emphasize that since (Y, d) is not complete and it has constant
curvature 0, the distance dG is not the Euclidean distance d = ‖·‖2.
However, the map
f = id : (A(1, r), ‖·‖2) → (A(1, r), dG)
is conformal. The existence of such a distance dG is the Riemannian
version of the classical uniformization result.
Fix some ∞ ≥ p ≥ 1 with p 6= 2 and consider the metric sur-
face (Y, d) = (A(1, r), ‖·‖p). It turns out that, even if p 6= 2, the
Riemannian surface
(Y, dG) = (A(1, r), dG)
obtained from our methods is the same surface as in the case p = 2.
However, now the map
fp = id : (A(1, r), ‖·‖p) → (A(1, r), dG)
is not conformal; the distortion of fp equals a constant Dp > 1. In
fact, the results of Section 6.1 imply that the distortion Dp is the
Banach–Mazur distance between the Banach spaces (R2, ‖·‖p) and
(R2, ‖·‖2) (see [TJ89, Chapter 37]). The distortion is bounded from
above by
√
2 and equals
√
2 if p = 1 or p = ∞. As p → 2, the
distortion Dp converges to one.
Suppose that (Z, dG′) is a Riemannian surface quasiconformally
equivalent to (Y, dG). We prove in Section 6.1 that the distortion of
any quasiconformal map
h : (A(1, r), ‖·‖p) → (Z, dG′)
is bounded from below by Dp. Our methods imply that the Rieman-
nian surface (Y, dG) is unique up to conformal maps in the follow-
ing sense: The distortion of h equals Dp if and only if the com-
position h ◦ f−1p : (Y, dG) → (Z, dG′) is conformal (see Section 6.1).
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Therefore, for r′ > 1, a quasiconformal map
h : (A(1, r), ‖·‖p) → (A(1, r′), ‖·‖2)
can have the optimal distortion Dp only if r
′ = r.
1.1. Preliminaries. In this paper, Y refers to a topological surface,
i.e., a 2-manifold that is connected. We do not assume that Y is ori-
entable. Moreover, we assume that Y has a distance d that induces
the surface topology. We do not assume that (Y, d) is complete. The
Hausdorff 2-measure induced by d is denoted by H2d. For topolo-
gical reasons H2d is positive on open subsets of Y [HW41, Chapter
7].
The triple Yd = (Y, d, H2d) is a metric surface if Y and d are as
above and H2d is locally finite. If there is no chance for confusion,
we omit the subscript d from Yd and from the measure H2d.
Consider a metric surface Y. The modulus of a family of paths Γ
in Y is
(1.1) mod Γ = inf
∫
Y
ρ2 dH2,
where the infimum is taken over all Borel functions ρ : Y → [0, ∞]
that satisfy
∫
γ ρds ≥ 1 for all locally rectifiable paths γ ∈ Γ. If E, F
and G are subsets of Y, the notation Γ(E, F; G) refers to the family
of paths joining E to F in G.
A homeomorphism φ : Y → Z betweenmetric surfaces is quasicon-
formal (in the geometric sense) if there exists a constant K ≥ 1 such
that
K−1mod Γ ≤ mod φΓ ≤ Kmod Γ(1.2)
for all path families Γ in Y, where φΓ = {φ ◦ γ | γ ∈ Γ}. The smal-
lest constant K ≥ 1 for which (1.2) holds for all path families is
called the maximal dilatation of φ and is denoted by K(φ). The map
φ is K-quasiconformal if K(φ) ≤ K. We say that a 1-quasiconformal
map is conformal (in the geometric sense).
The inner dilatation of a quasiconformal map φ is the smallest con-
stant KI(φ) ≥ 1 for which the latter inequality in (1.2) holds for all
path families. The outer dilatation of φ is KI(φ
−1) and it is denoted
by KO(φ). The distortion of φ is [KO(φ)KI(φ)]
1/2.
We recall known results from the simply connected setting. To
that end, we say that a compact set Q ⊂ Y in a metric surface is a
quadrilateral if it is homeomorphic to the closed square [0, 1]2 with
its boundary arcs ξ1, ξ2, ξ3 and ξ4 labelled in cyclic order.
We say that an open subset V ⊂ Y of a metric surface is a disk if
it is homeomorphic to R2. A disk V ⊂ R2 is reciprocal (a reciprocal
disk) if there exists a constant κ = κ(V) > 0 such that for every
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quadrilateral Q ⊂ V the following three conditions hold: First, the
product of the moduli of opposite sides has the upper bound
mod Γ (ξ1, ξ3; Q)mod Γ (ξ2, ξ4; Q) ≤ κ.(1.3)
Secondly, the product has the lower bound
(1.4)
1
κ
≤ mod Γ (ξ1, ξ3; Q)mod Γ (ξ2, ξ4; Q) .
Thirdly, whenever x ∈ Q and R > 0 such that V \ B(x, R) 6= ∅, then
(1.5) lim
r→0+
mod Γ
(
B(x, r) ∩V, V \ B(x, R); B(x, R) ∩V) = 0.
The lower bound (1.4) holds for a uniform κ for quadrilaterals in
metric surfaces [RR19]. Therefore only (1.3) and (1.5) can fail for a
disk in a metric surface. Reciprocal disks have the following char-
acterization.
Theorem 1.1 (Theorems 1.4 and 1.5, [Raj17]). A disk V in a metric sur-
face is reciprocal if and only if there exists a quasiconformal map f : V →
U ⊂ R2. Moreover, the map f can be taken to be 2-quasiconformal.
Romney proved that f can be taken to be a quasiconformal map
with KO( f ) ≤ π2 and KI( f ) ≤ 4π . Romney’s result is sharp due to
Example 2.2 of [Raj17].
A central goal of this paper is to generalize Theorem 1.1 to cases
where Y has a non-trivial fundamental group.
Definition 1.2. A metric surface Y is locally reciprocal if it can be
covered by reciprocal disks.
By Theorem 1.1, a metric surface is locally reciprocal if and only
if it can be covered by quasiconformal images of subdomains of R2.
As a consequence, local reciprocality is a quasiconformal invariant.
We also recall Theorem 1.6 of [Raj17]: A disk D ⊂ Yd is reciprocal
if there exists a constant C = C(D) > 0 such that for every x ∈ D
and r > 0
(1.6) H2d(B(x, r) ∩ D) ≤ Cr2.
We see from this result that Riemannian surfaces, or metric surfaces
that have locally 2-bounded geometry in the sense of Heinonen–
Koskela [HK98, HKST01] are locally reciprocal.
A local mass upper bound of the type (1.6) is not a necessary
condition for local reciprocality: there exists a distance dw on R
2
for which the identity map id : R2 → R2dw is conformal and that the
Hausdorff 2-density of H2dw at the origin is ∞; see [RRR19, Section
5.1] for details.
There are metric surfaces that are not locally reciprocal. An ex-
ample is obtained by collapsing a small geodesic disk of a Rieman-
nian surface to a point y and endowing the quotient space Y with
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the quotient metric [LW17a, Example 5.9]. The space Y \ {y} is loc-
ally reciprocal but every domain containing y violates (1.5). See also
Example 2.1 of [Raj17].
1.2. Main results. We introduce three main theorems in this sec-
tion. The first result provides a characterization of locally reciprocal
surfaces. The latter results are applications.
Theorem 1.3. A metric surface Yd is locally reciprocal if and only if there
exists a complete Riemannian surface ZdG of curvature−1, 0, or 1 together
with a π2 -quasiconformal map
(1.7) φ : ZdG → Yd,
such that the outer dilatation KO(φ) ≤ 4π , the inner dilatation KI(φ) ≤ π2 ,
and the distortion [KO(φ)KI(φ)]
1/2 ≤ √2. The bounds on the dilatations
and the distortion are best possible.
We prove a stronger version of Theorem 1.3 in Section 6.1; see
Theorem 6.2 and Corollary 6.3.
The classical uniformization theorem and Theorem 1.3 imply the
following.
Corollary 1.4. Let Yd be a locally reciprocal metric surface. Then every
disk D ⊂ Yd is reciprocal.
Corollary 1.4 implies that reciprocality is a local condition: a disk
in a metric surface is reciprocal if and only if it is locally reciprocal.
When we apply our techniques to Alexandrov surfaces we obtain
the following uniformization result.
Theorem 1.5. Any Alexandrov surface Yd is locally reciprocal and the
map in Theorem 1.3 can be taken to be conformal and absolutely continuous
in measure.
Alexandrov spaces are metric spaces that satisfy a generalized
curvature lower bound; see for example [BBI01, Chapter 10]. We
prove the result in Section 6.2.
We obtain the following quasisymmetric uniformization of com-
pact metric surfaces.
Theorem 1.6. Suppose that Yd is a compact Ahlfors 2-regular linearly
locally contractible metric surface. Then the map in Theorem 1.3 can be
taken to be η-quasisymmetric with η depending only on the data of Yd.
The data of Yd refers to the constants in the definition of Ahlfors
2-regularity and linear local contractibility. The main point of The-
orem 1.6 is that we have optimal control on the dilatations of φ,
and at the same time, good control on the quasisymmetric dis-
tortion function of φ. Also Yd does not have to be orientable, cf.
[GW18, Theorem 2], [BK02, Theorem 1.1]. Similar dilatation control
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is achieved in [LW17a] when Yd is homeomorphic to the sphere S
2.
We prove Theorem 1.6 in Section 6.3.
1.3. Structure of the paper. We recall some important results from
analysis on metric spaces in Section 2. Readers familiar with path
modulus and Newtonian–Sobolev spaces [Sha00, HKST15] may con-
sider skipping this section.
In Section 3, we define pointwise outer and inner dilatations for
quasiconformal maps; these pointwise quantities describe the in-
finitesimal behaviour of quasiconformal maps. We prove that the
quantities satisfy useful composition laws. Moreover, we show that
the outer and inner dilatations of quasiconformal maps can be re-
covered from the corresponding pointwise quantities.
We recall some known results for Sobolev maps from planar do-
mains into metric spaces. These results allow us to associate a field
of convex bodies to a given quasiconformal map in Section 4, where
we also construct the isothermal coordinates and a Riemannian dis-
tance dG on a given locally reciprocal surface.
We outline the construction of the isothermal coordinates. Sup-
pose that V is an open subset of a metric surface and that there
exists a quasiconformal homeomorphism φ : R2 ⊃ U → V. We as-
sociate a field of ellipses to the field of convex bodies of φ. The
ellipse field is defined using the Banach–Mazur distance and the
techniques of [Rom19]. We solve the corresponding Beltrami equa-
tion and prove that the solution g : U → W ⊂ R2 is such that the
product of the pointwise outer and inner dilatations of φ ◦ g−1 is
minimal among all choices of g. The map f = (φ ◦ g−1)−1 provides
isothermal coordinates for V.
We prove that the transition maps between isothermal coordin-
ates are conformal, thus every locally reciprocal surface has a nat-
ural atlas. The distance dG is then constructed following a proof of
the classical uniformization theorem.
In Section 5, using the results in Section 3 and Section 4, we as-
sociate a field of convex bodies to a given locally reciprocal surface
Y. We prove that studying quasiconformal maps between locally
reciprocal surfaces reduces to understanding these bodies and how
they are distorted by such maps. We express the Jacobians, minimal
upper gradients, and pointwise dilatations of quasiconformal maps
using these bodies.
In Section 6, we show some applications of the theory of Section 5.
In Section 6.1, we prove that given a locally reciprocal surface Yd and
the Riemannian surface YdG constructed in Section 4, the uniformiza-
tion map u = idY : YdG → Yd provides a (global) isothermal parametriz-
ation of Y: The product of the pointwise dilatations of u is minimal
over all other parametrizations of Yd by Riemannian surfaces. The
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results of this section imply that the distance dG is unique up to a
conformal map. We prove that the uniformization map satisfies the
conclusions of Theorem 1.3.
In Section 6.2, we study the conformal automorphism group of a
locally reciprocal surface Yd. They turn out to be conformal auto-
morphisms of the Riemannian surface YdG , which improves the reg-
ularity of such maps. Also, we show that a locally reciprocal sur-
face Yd is conformally equivalent to a Riemannian surface if and
only if the convex bodies associated to Yd are ellipses. Equivalently,
the uniformization map u is conformal. We prove that if Yd is an
Alexandrov surface, the uniformization map u is conformal and ab-
solutely continuous in measure thereby showing Theorem 1.5.
Section 6.3 is split into two parts. In the first part, we prove that
the uniformization map u is locally η-quasisymmetric if and only
if the metric surface Yd has an atlas of η
′-quasisymmetric charts.
The quasisymmetric distortions η and η′ depend on each other in a
quantitative way. This statement has a qualitative version as well.
In the second part, we prove a quantitative quasisymmetric uni-
formization result when Yd is an Ahlfors 2-regular linearly locally
contractible compact metric surface. Using the isothermal charts
constructed in Section 4 and by slightly modifying the proof of
Theorem 2 of [GW18], we prove that the uniformization map u is
η-quasisymmetric, where η depends only on the data of Yd. If Yd
is homeomorphic to the sphere S2, the precise claim requires some
care due to the abundance of Möbius transformations of S2. The-
orem 1.6 follows from this result. We highlight some open problems
in Section 7.
Acknowledgements. Part of this paper was completed when the
author was visiting the University of Michigan, Ann Arbor. The
author thanks the Department of Mathematics for their hospitality.
This paper is part of the author’s PhD thesis. The author thanks
his advisor Kai Rajala and Matthew Romney for many helpful con-
versations.
2. Newtonian–Sobolev spaces
We introduce some terminology and notation. The reader familiar
with modulus and Newtonian–Sobolev spaces may consider skip-
ping this section.
Definition 2.1. A metric measure space is a triple U = (U, d, µU),
where (U, d) is a separable metric space and µU is a nonnegative Borel
regular outer measure on U that is positive on metric balls of U and such
that µU is locally finite.
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2.1. Paths. We recall some basic properties of paths in metric spaces.
A path γ in a metric space U is a continuous map from a subinterval
∅ 6= I ⊂ R into U. The set I is the domain of γ and is denoted by
dom(γ). A compact path is a path whose domain is compact. The
length of a compact path is
(2.1) L(γ) = sup
n
∑
i=0
d(γ(ti), γ(ti+1)),
where the supremum is taken over finite partitions min I = t0 ≤
t1 ≤ . . . ≤ tn+1 = max I.
A path γ is rectifiable if the path is compact and L(γ) < ∞. A path
γ′ is a subpath of γ if γ′ = γ
∣∣
I ′ for some subinterval I
′ of the domain
of γ. A path γ is locally rectifiable if every compact subpath of γ is
rectifiable.
Given a path γ : I → U, the metric speed of γ at t ∈ I is
(2.2) vγ(t) = lim
I∋s→t
d(γ(s), γ(t))
|s− t|
whenever the limit exists.
A path γ : I → U is absolutely continuous if γ is rectifiable and γ
maps sets N ⊂ I of m1-measure zero to sets of H1-measure zero in
U; the measure m1 is the Lebesgue measure on R and H1 the Haus-
dorff 1-measure on U. The collection of compact absolutely con-
tinuous paths of U is denoted by AC(U). The elements of AC(U)
that have positive length are denoted by AC+(U).
A path γ′ : I ′ → U is a reparametrization of a path γ if there exists
a non-decreasing, continuous and surjective function p : I → I ′ such
that γ = γ′ ◦ p. If p is also absolutely continuous, we say that γ′ is
an absolutely continuous reparametrization of γ.
A path γs is a unit speed (re)parametrization of a path γ if γ = γs ◦ s
for some non-decreasing, continuous and surjective function s and
that vγs = 1 m1-almost everywhere in the domain of γs. A path has
unit speed if γ = γs.
We recall some basic results concerning paths; see for example
[HKST15, Section 5.1] or [Dud07] for proofs. Any rectifiable path γ
has a unit speed parametrization γs. Additionally, the unit speed
parametrization γs of a rectifiable path is Lipschitz and thus abso-
lutely continuous.
If γ = γs ◦ s is a unit speed parametrization of a rectifiable path
γ, then γ is absolutely continuous if and only if γs is an absolutely
continuous reparametrization of γ (if and only if s is absolutely
continuous). If γ is absolutely continuous, then the metric speed vγ
exists at m1-almost every t ∈ dom(γ).
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Definition 2.2. Suppose that ρ : U → [0, ∞] is a Borel function and γ is
a rectifiable path. Then the path integral of ρ over γ is
(2.3)
∫
γ
ρds =
∫
dom(γs)
ρ ◦ γs ds,
where γs is a unit speed parametrization of γ.
The notation ds refers to the integration over the Lebesgue meas-
ure m1 of dom(γs).
Suppose that γ is absolutely continuous path and γ′ is an abso-
lutely continuous reparametrization of γ. Then there exists a non-
decreasing, continuous, surjective and absolutely continuous func-
tion p for which γ = γ′ ◦ p. The metric speeds vγ and vγ′ satisfy the
chain rule
(2.4) vγ =
(
vγ′ ◦ p
)
p′ ∈ L1(dom(γ)),
where the right-hand side is interpreted to be zero whenever p′ = 0.
This is proved by Theorem 3.16 and Remark 3.4 of [Dud07].
If γ : I → U is absolutely continuous, then via the chain rule (2.4),
(2.5)
∫
γ
ρds =
∫
I
ρ(γ(s))vγ(s)ds.
If γ is absolutely continuous, the measure vγm1 is the variation meas-
ure of γ. The measure vγm1 is defined as follows: For Borel sets
A ⊂ dom(γ),
vγm1(A) =
∫
A
vγ dm1.
If γ is a locally rectifiable path, the path integral of a Borel function
ρ : U → [0, ∞] over γ is defined as∫
γ
ρds = sup
∫
γ′
ρds,
where the supremum is taken over compact subpaths γ′ of γ.
2.2. Modulus. An important tool for this paper is the path modu-
lus, which we defined in (1.1). The definition extends to a metric
measure space U = (U, d, µU), where the Hausdorff 2-measure is
replaced by the measure µU (recall Definition 2.1).
A property holds for almost every path if the family of paths where
the property fails has zero modulus. If A is a Borel subset of U,
then Γ+A is the collection of locally rectifiable paths γ of U for which
L(γ ∩ A) =
∫
γ
χA ds > 0.
A locally rectifiable path γ has positive length in A if γ ∈ Γ+A and zero
length in A otherwise.
We recall some basic properties of modulus. See Section 5.2 of
[HKST15] or Section 2 of [Wil12] for the proofs.
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(a) The family of paths that are not locally rectifiable has zero
modulus. If a path family contains a constant path, the mod-
ulus of that path family is infinite.
(b) The modulus is an outer measure.
(c) If ρ ∈ L2loc(U) is a Borel function, then ρ is integrable along
almost every path.
(d) A path family Γ has zero modulus if and only if there exists
a nonnegative Borel function ρ ∈ L2(U) such that for every
locally rectifiable γ ∈ Γ,∫
γ
ρds = ∞.
(e) If A ⊂ U is a Borel set and µU(A) = 0, then Γ+A has zero mod-
ulus; almost every locally rectifiable path γ has zero length
in A. We sharpen this result in Lemma 3.7.
2.3. Upper gradients. We fix a metric measure spaceU = (U, d, µU)
as in Definition 2.1. Moreover, suppose that V is a separable metric
space and h : U → V is a map.
A Borel function ρ : U → [0, ∞] is an upper gradient of h if for every
absolutely continuous path γ : [a, b] → U,
(2.6) d(h ◦ γ(a), h ◦ γ(b)) ≤
∫
γ
ρds.
The triple (h, ρ, γ) satisfies the upper gradient inequality if (2.6) holds.
We say that ρ is a weak upper gradient of h if (2.6) holds for almost
every path in U.
A weak upper gradient ρ ∈ L2loc(U) of h is minimal if for every
other weak upper gradient ρ′ ∈ L2loc(U) of h we have that ρ ≤ ρ′
µU-almost everywhere. Such a function ρ is called a minimal upper
gradient of h and denoted by ρh.
Every map h : U → V that has a weak upper gradient in L2loc(U)
has a minimal one. Moreover, suppose that ρ is a minimal upper
gradient of h. Then a Borel function ρ1 : U → [0, ∞] is a minimal
upper gradient of h if and only if ρ1 = ρ µU-almost everywhere (see
for example Section 6 of [HKST15]). Therefore it makes sense to talk
about theminimal upper gradient of h and about its representatives.
Lemmas 3.2 and 3.3 of [Wil12] establish that a Borel function
ρ : U → [0, ∞] ∈ L2loc(U) is a weak upper gradient of h if and only if
for almost every γ ∈ AC+(U), the composition h ◦γ is an absolutely
continuous path for which
(2.7) vh◦γ ≤ (ρ ◦ γ)vγ ∈ L1(dom(γ))
m1-almost everywhere in dom(γ).
Sometimes (2.7) is stated only when γ is rectifiable and when
the path γ is replaced by the unit speed parametrization γs of γ.
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However, if γ = γs ◦ s is absolutely continuous, the chain rule (2.4)
shows that (2.7) holds since vh◦γ equals
(
vh◦γs ◦ s
)
s′ and vγ equals s′
m1-almost everywhere, where
(
vh◦γs ◦ s
)
s′ is interpreted to be zero
in the set {s′ = 0}.
Definition 2.3. A map h : U → V is in the Newtonian–Sobolev space
N1, 2loc (U, V) if h ∈ L2loc(U, V) and h has a minimal upper gradient ρh ∈
L2loc(U).
The map h is in the Newtonian–Sobolev space N1, 2(U, V) if h ∈
N1, 2loc (U, V), h ∈ L2(U, V) and ρh ∈ L2(U).
We only apply the definition of L2(U, V) when µU(U) < ∞. In
this case, L2(U, V) consists of measurable maps u : U → V such
that ux(v) = d(u(v), x) ∈ L2(U) for some x ∈ V.
The space L2loc(U, V) consist of measurable maps u : U → V for
which every point x ∈ U has a neighbourhood Ux with finite µU-
measure and for which u
∣∣
Ux
∈ L2(Ux, V).
Lemma 2.4. If h ∈ N1, 2loc (U, V), then for almost every γ ∈ AC+(U), the
map h ◦ γ is absolutely continuous.
Recall that AC+(U) refers to absolutely continuous paths of posit-
ive length. Lemma 2.4 follows from (2.7) and the fact that (ρ ◦ γ) vγ ∈
L1(dom(γ)) for almost every γ ∈ AC+(U).
3. Analytic properties of quasiconformal maps
We recall some known results of quasiconformal maps in Sec-
tion 3.1. We prove in Lemma 3.3 that quasiconformal maps be-
have well along almost every path and quasiconformal maps have
good measure-theoretic properties outside a particular set (Propos-
ition 3.4).
Pointwise dilatations of quasiconformal maps are defined and
studied in Section 3.2. We prove that they satisfy a composition law
(Lemma 3.11) and global dilatations can be recovered from them
(Corollary 3.12). We state these results for metric measure spaces.
We show in Section 3.3 that when the domain of the quasicon-
formal map is an open subset of R2, we can associate a field of
norms (of convex bodies) to such maps.
3.1. Basic properties. For this section U = (U, d, µU) and V =
(V, d, µV) are metric measure spaces in the sense of Definition 2.1.
Also, the map φ : U → V is a homeomorphism. We recall some
basic terminology from measure theory.
The φ-pullback measure of µV is the measure φ
∗µV defined by
φ∗µV(B) = µV(φ(B)) for Borel sets B ⊂ U. The Jacobian of φ is
the Radon–Nikodym derivative of the absolutely continuous part
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of φ∗µV with respect to µU ; see [Bog07, Section 3.1]. The Jacobian
of φ is denoted by Jφ.
The measure φ∗µU is the φ−1-pullback of µU. It is also called the
φ-pushforward measure.
The map φ satisfies Condition (N) if φ∗µV is absolutely continuous
with respect to µU : that is, for any Borel set B ⊂ U, µU(B) = 0 im-
plies that µV(φ(B)) = φ
∗µV(B) = 0. The map φ satisfies Condition
(N−1) if φ−1 satisfies Condition (N).
The following statement is the two-dimensional case of Theorem
1.1 of [Wil12]. Recall that ρφ is the minimal upper gradient of φ.
Theorem 3.1. Let φ : U → V be a homeomorphism. The following condi-
tions are equivalent with the same constant K:
(a) The map φ is in the Newtonian–Sobolev space N1, 2loc (U, V) and
(3.1) ρ2φ ≤ KJφ
µU-almost everywhere in U.
(b) For every path family Γ in U,
(3.2) mod(Γ) ≤ Kmod(φΓ),
where φΓ = {φ ◦ γ | γ ∈ Γ}.
The smallest positive constant for which (3.2) holds for all path
families is called the outer dilatation of φ and is denoted by KO(φ).
The inner dilatation of φ is KO(φ
−1) and is denoted by KI(φ). The
maximal dilatation K(φ) is the maximum of KO(φ) and KI(φ). We
recall from (1.2) that we say that φ is quasiconformal if the maximal
dilatation K(φ) is finite. The map φ is K-quasiconformal if K(φ) is
bounded from above by K.
We show in Section 5.2 that if φ is a quasiconformal map between
locally reciprocal surfaces, then KO(φ) ≥ 1, KI(φ) ≥ 1 and K(φ) ≥
1. Therefore for our purposes, the definition we stated just now
coincides with the one in Section 1.1. It is more convenient to not
restrict K(φ), KO(φ), and KI(φ) from below in this section.
For the purposes of the next definition, recall that AC+(U) is the
collection of absolutely continuous paths on U that have positive
length. The collection AC+(V) is defined similarly.
Definition 3.2. Consider a homeomorphism φ : U → V. The collection
of φ-good paths, denoted by ΓG(φ), consists of paths with the following
properties.
(a) The paths γ and φ ◦ γ are elements of AC+(U) and AC+(V),
respectively;
(b) The variation measures vγm1 and vφ◦γm1 of γ and φ ◦ γ, respect-
ively, are mutually absolutely continuous.
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The collection of locally rectifiable paths for which every compact subpath
of positive length is an element of ΓG(φ) is denoted by Γ
loc
G (φ).
The locally rectifiable paths of U that have positive length and that are
not elements of ΓlocG (φ) are called φ-singular paths and their collection is
denoted by ΓS(φ).
Lemma 3.3 (Singular paths). For a quasiconformal map φ : U → V, the
φ-singular paths ΓS(φ) have zero modulus, and for Borel sets B ⊂ U,
φ : ΓlocG (φ) ∩ Γ+B → ΓlocG (φ−1) ∩ Γ+φ(B), γ 7→ φ ◦ γ
is well-defined and bijective. Moreover, its restriction to ΓG(φ) ∩ Γ+B in-
duces a bijection onto ΓG(φ
−1) ∩ Γ+
φ(B)
.
Proof. We start with the claim that the φ-singular paths ΓS(φ) have
zero modulus. Fix minimal upper gradients ρφ ∈ L2loc(U) and
ρφ−1 ∈ L2loc(V) of φ and φ−1, respectively. Then, by recalling (2.7)
and Lemma 2.4, there exist path families Γφ and Γφ−1 of zero mod-
ulus such that the following properties hold.
First, for every γ ∈ AC+(U) \ Γφ, the path φ ◦ γ is in AC(V) and
(3.3) vφ◦γ ≤
(
ρφ ◦ γ
)
vγ ∈ L1(dom(γ))
m1-almost everywhere. Secondly, for every φ ◦ γ in AC+(V) \ Γφ−1 ,
γ is in AC(U) and
(3.4) vγ ≤ ρφ−1 ◦ (φ ◦ γ)vφ◦γ ∈ L1(dom(γ))
m1-almost everywhere.
Define Γ0 = Γφ ∪ φ−1(Γφ−1). The family Γ0 has zero modulus
by construction. Given γ ∈ AC+(U) \ Γ0, the inequalities (3.3) and
(3.4) hold for m1-almost every point in dom(γ). Therefore the vari-
ation measures vγ ·m1 and vφ◦γ ·m1 are absolutely continuous with
respect to one another.
We have deduced that AC+(U) \ Γ0 are φ-good paths. This im-
plies that AC+(U) \ ΓG(φ) has zero modulus. Then Property (d)
of modulus shows that there exists an L2-integrable Borel function
ρ : U → [0, ∞] whose path integral over every θ ∈ AC+(U) \ ΓG(φ)
is ∞. Thus if γ ∈ ΓS(φ) is locally rectifiable,
∫
γ ρds = ∞. Property
(d) of modulus implies that ΓS(φ) has zero modulus.
Fix a Borel set B ⊂ U. The restriction of the map γ 7→ φ ◦ γ to
Γ+B ∩ ΓG(φ) is a bijection onto Γ+φ(B) ∩ ΓG(φ−1) since the measures
vγ · m1 and vφ◦γ · m1 are mutually absolutely continuous; the path
γ ∈ ΓG(φ) has zero length in a Borel set B if only if φ ◦ γ has zero
length in φ(B). This implies that the map
φ : ΓlocG (φ) ∩ Γ+B → ΓlocG (φ−1) ∩ Γ+φ(B), γ 7→ φ ◦ γ
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is well-defined and bijective. 
Proposition 3.4 (Absolute continuity). Suppose that φ : U → V is
quasiconformal. Then there exists a Borel set B0 ⊂ U such that ρidU =
χU\B0 and ρidV = χV\φ(B0) are minimal upper gradients of idU and idV ,
respectively.
Additionally, the following four conditions are equivalent for Borel sets
B ⊂ U,
ρidUµU(B) = 0; mod Γ
+
B = 0;
ρidVµV(φ(B)) = 0; mod Γ
+
φ(B)
= 0.
In particular, the map φ : (U, ρidUµU) → (V, ρidVµV) satisfies Condi-
tions (N) and (N−1).
Remark 3.5. We postpone the proof of Proposition 3.4 until the end of
Section 3.1. Note that if µU(B0) = 0, then the map φ satisfies Condition
(N−1) as a map
φ : (U, µU) → (V, ρidVµV).
Several important geometric assumptions imply µU(B0) = 0. For ex-
ample, if U has locally 2-bounded geometry in the sense of Heinonen–
Koskela [HK98, HKST01] or if U is a PI-space in the sense of [Che99].
We do not need these facts, so we omit the proofs.
Recall that a metric surface Ud is a metric measure space (U, d, H2d),
where U is homeomorphic to a surface and d is a distance inducing the
surface topology. The measure is the Hausdorff 2-measure induced by d.
Proposition 17.1 of [Raj17] provides an example of a metric surface Y ⊂
R3 (that is locally reciprocal), where B0 has positiveH2d-measure. The fact
that B0 has positive measure follows from Corollary 3.6. This means that
in general we cannot simply take B0 = ∅ in Proposition 3.4.
Corollary 3.6. Suppose that Ud is a metric surface biLipschitz homeo-
morphic to a planar domain.
Then the minimal upper gradient ρidU equals χU H2d-almost everywhere,
and any quasiconformal map φ : Ud → V satisfies Condition (N−1).
Furthermore, the map φ satisfies Condition (N) if and only if ρidV = χV
µV-almost everywhere.
Proof of Corollary 3.6 assuming Proposition 3.4. We use the following
two facts. A biLipschitz map between metric surfaces is quasicon-
formal and satisfies Conditions (N) and (N−1). Also, ifW is a planar
domain, then χW is a minimal upper gradient of idW . Combining
these two facts with Proposition 3.4 implies that for any metric sur-
face U biLipschitz homeomorphic to a planar domain, ρidU = χU
H2d-almost everywhere.
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Suppose that φ : Ud → V is a quasiconformal map and that Ud is
biLipschitz homeomorphic to a planar domain. Since ρidU > 0 H2d-
almost everywhere, the Borel set B0 in Proposition 3.4 has zero H2d-
measure. Since µV(φ(B)) = 0 implies ρidVµV(φ(B)) = 0, Condition
(N−1) of φ follows from Proposition 3.4. In this case, the map φ
satisfies Condition (N) if and only if µV(φ(B0)) = 0 but this happens
if and only if ρidV = χV µV-almost everywhere. 
We pass to the proof of Proposition 3.4. We start with the follow-
ing lemma.
Lemma 3.7. There exists a Borel set B ⊂ U such that χU\B is a minimal
upper gradient of idU . Moreover, the following are equivalent for all Borel
sets B˜ ⊂ U:
mod Γ+
B˜
= 0, µU(B˜ \ B) = 0 and ρidUµU(B˜) = 0.
The weighted measure ρidUµU is independent of the representative of the
minimal upper gradient ρidU of idU.
Proof. Since idU ∈ L2loc(U, U) and χU ∈ L2loc(U) is an upper gradient
of idU, the minimal upper gradient ρidU ∈ L2loc(U) exists. Fix a
representative ρ of ρidU . We prove that ρ equals a characteristic
function µU-almost everywhere.
If A = {ρ < 1}, then almost any path cannot have positive length
in A: For almost every path γ, the inequality vγ ≤ ρvγ holds at m1-
almost every t ∈ dom(γ) by (2.7). This immediately implies that
the family Γ+A has zero modulus.
The minimality of ρ implies that we must have ρ ≤ χU µU-almost
everywhere. This means that the paths that have positive length in
A′ = {ρ > 1} have zero modulus (property (e) of modulus). We
conclude that B1 = A ∪ A′ satisfies mod Γ+B1 = 0.
Suppose that B is a Borel set such that mod Γ+B = 0. We claim
that ρ′ = ρχU\B is a minimal upper gradient of idU. To that end, for
almost every rectifiable path γ 6∈ Γ+B , i.e., almost every rectifiable
path γ, we have that∫
γ
ρ′ ds =
∫
γ
χU\Bρds =
∫
γ
ρds ≥ d(γ(a), γ(b));
the second equality follows from the fact that γ has zero length in
B. The inequality follows from the upper gradient inequality.
We have deduced that ρ′ is a weak upper gradient of idU. Since
ρ′ ≤ ρ everywhere, ρ′ is a representative of ρidU . This means that
the equality ρ′ = ρ holds µU-almost everywhere. This happens if
and only if the set B \ {ρ = 0} has zero µU-measure.
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In particular, if B = B1, then ρ
′ = χU\B1 equals ρ µU-almost every-
where, hence χU\B1 is a representative of ρidU . We proved the first
part of the claim.
Next we prove the equivalence of the three statements. Since
minimal upper gradients are unique up to µU-measure zero, the
measure ν = ρidUµU is independent of the chosen representative
of the minimal upper gradient. We still consider the representative
ρ′ = χU\B1 constructed above. We deduce that ν(B˜) = 0 if and only
if µU(B˜ \ B1) = 0.
We proved during the construction of ρ′ above that if mod Γ+
B˜
= 0,
then
0 = µU
(
B˜ \ {ρ′ = 0}) = µU (B˜ \ B1) = ν(B˜).
Conversely, if ν(B˜) = 0, then B˜ \ B1 has zero µU-measure and thus
mod Γ+
B˜\B1
= 0 (property (e) of modulus). Then the subadditivity
and monotonicity of modulus imply that mod Γ+
B˜
≤ mod Γ+
B˜∩B1
≤
mod Γ+B1 = 0. We have deduced that ν(B˜) = 0 if and only if
mod Γ+
B˜
= 0. 
Proof of Proposition 3.4. We first show the existence of B0. Lemma 3.7
implies that ρidU = χU\B1 and ρidV = χV\B2 for some Borel sets
B1 ⊂ U and B2 ⊂ V. Then the same statement shows that for Borel
sets B ⊂ U,
µU(B \ B1) = 0 if and only if mod Γ+B = 0 and(3.5)
mod Γ+
φ(B)
= 0 if and only if µV(φ(B) \ B2) = 0.(3.6)
Since the φ- and φ−1-singular paths have zero modulus, Lemma 3.3
and the quasiconformality of φ establish that
(3.7) mod Γ+B = 0 if and only if mod Γ
+
φ(B)
= 0.
We deduce from these statements that the symmetric difference of
B1 and φ
−1(B2) has zero µU-measure (similar result holds on the
image side). Then B0 = B1 ∪ φ−1(B2) is the desired Borel set B0.
The rest of the claim follows from Lemma 3.7 and the equivalences
(3.5), (3.6) and (3.7). 
Corollary 3.8. Suppose that ρφ and ρφ−1 are representatives of minimal
upper gradients of φ and φ−1, respectively. If B = ρ−1φ (0) ∪ (ρφ−1 ◦
φ)−1(0), then we can set B0 = B in Proposition 3.4.
In particular, the restriction of φ to the complement of B satisfies Con-
ditions (N) and (N−1).
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Proof. Fix Borel representatives ρidU = χU\B′ of the minimal up-
per gradient of idU and ρφ of φ. By arguing as in the proof of
Lemma 3.3, we deduce that
ρ1 =
(
ρφ−1 ◦ φ
)
ρφ
is a weak upper gradient of idU. The function ρ1 is an element of
L2loc(U) as a consequence of (3.1). The minimality of ρidU implies
that ρidU ≤ ρ1 holds µU-almost everywhere. From this fact and as
ρ1 is zero µU-almost everywhere in B, it follows that
µU
(
B \ B′) = 0.
The modulus of Γ+B′ equals zero as a consequence of Lemma 3.7.
Then by arguing as in the proof of Lemma 3.7, the map
ρ = ρφχU\B′ ∈ L2loc(U)
is a minimal upper gradient of φ. This implies that
µU
(
B′ \ B) ≤ µU (B′ \ ρ−1φ (0)) = 0.
We have proved that the symmetric difference B′∆B has zero µU-
measure and hence χU\B is a minimal upper gradient of idU.
By applying Proposition 3.4, we can assume without loss of gen-
erality that χV\φ(B′) is a minimal upper gradient of idV . Then by ar-
guing as above, we see that χV\φ(B) is a minimal upper gradient of
idV . We have proved that we can set B0 = B in Proposition 3.4. 
3.2. Pointwise dilatations. For this section, we fix a quasiconformal
map φ : U → V.
Definition 3.9. The pointwise outer dilatation KO(φ) and pointwise
inner dilatation KI(φ) of φ are
KO(φ)(x) =
ρ2φ(x)
Jφ(x)
and KI(φ)(x) = ρ
2
φ−1 ◦ φ(x)Jφ(x),
respectively, which are defined ρidUµU-almost everywhere. The pointwise
maximal dilatation K(φ) of φ is the maximum of the pointwise dilata-
tions KO(φ) and KI(φ).
Remark 3.10. With a slight abuse of notation, we denote by KO(φ) both
the outer dilatation of φ and the pointwise analog. Similarly for KI(φ) and
K(φ).
Lemma 3.11 (Composition Laws). Suppose that φ : U → V is quasicon-
formal. Then the pointwise dilatations satisfy
KO(φ) = KI(φ
−1) ◦ φ and KI(φ) = KO(φ−1) ◦ φ(3.8)
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ρidUµU-almost everywhere. If ψ : W → U is quasiconformal, then the
pointwise dilatations satisfy
KO(φ ◦ ψ) ≤ KO(φ) ◦ ψKO(ψ) and(3.9)
KI(φ ◦ ψ) ≤ KI(φ) ◦ ψKI(ψ)(3.10)
ρidWµW-almost everywhere.
Proof. Proposition 3.4 shows that the maps
ψ : (W, ρidWµW) → (U, ρidUµU),
φ : (U, ρidUµU) → (V, ρidVµV), and
φ ◦ ψ : (W, ρidWµW) → (V, ρidVµV)
satisfy Conditions (N) and (N−1). This implies that
Jφ◦ψ = Jφ ◦ ψJψ
holds ρidWµW-almost everywhere; here the Jacobians are taken with
respect to the unweighted measures not with respect to the weighted
measures ρidWµW et cetera. Nevertheless, we still have the above
identity. Then (3.9) is equivalent to showing that
ρφ◦ψ ≤ ρφ ◦ ψρψ
ρidWµW-almost everywhere. But this follows from the fact that ρφ ◦
ψρψ ∈ L2loc(W) (recall (3.1)) is a weak upper gradient of φ ◦ψ (which
follows by arguing as in the proof of Corollary 3.8). Thus we obtain
the inequality (3.9).
We only prove the first identity in (3.8) since the latter one is
proved in a similar way. The equality Jφ =
1
J
φ−1
◦ φ holds ρidUµU-
almost everywhere, hence
KI(φ) = ρ
2
φ−1 ◦ φJφ =
ρ2
φ−1 ◦ φ
Jφ−1 ◦ φ
= KO(φ
−1) ◦ φ
holds ρidUµU-almost everywhere.
Conditions (N) and (N−1) reduce the inequality (3.10) to showing
that
ρ(φ◦ψ)−1 ≤ ρψ−1 ◦ φ−1ρφ−1
ρidVµV-almost everywhere. This follows by arguing as above as in
the proof of (3.9). 
Corollary 3.12 (Global Dilatations). The outer and inner dilatations of
a quasiconformal map φ : U → V satisfy
KO(φ) = ess sup
{
KO(φ)(x) | x ∈ (U, ρidUµU)
}
and(3.11)
KI(φ) = ess sup
{
KI(φ)(x) | x ∈ (U, ρidUµU)
}
.(3.12)
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Proof. Proposition 3.4 and the latter identity in (3.8) imply that (3.12)
follows from the identity (3.11). Therefore we only prove (3.11).
Fix representatives of ρφ and Jφ. Then Proposition 3.4 and Corol-
lary 3.8 show that for every constant C > 0,
µU
({
ρ2φ > CJφ
})
=
(
ρidUµU
) ({
ρ2φ > CJφ
})
.
This implies that the L∞-norms of
ρ2φ
Jφ
with respect to µU and with
respect to ρidUµU coincide; let C
′ denote that norm. A simple ap-
plication of Theorem 3.1 for the cases C > C′ and C′ > C imply
that C ≥ KO(φ) and KO(φ) ≥ C, respectively. We conclude that
C′ = KO(φ). 
3.3. Approximate metric differentials. Let U ⊂ R2 be open and V
a metric space. Then a map φ : U → V is approximately metrically
differentiable at x ∈ U if there exists a seminorm s on R2 such that
(3.13) aplim
y→x
d(φ(x), φ(y))− s[x− y]
‖x− y‖2
= 0.
We recall the definition of approximate limits. In the following, the
measure m2 refers to the Lebesgue 2-measure on R
2.
Definition 3.13. If f : U → [−∞, ∞] is an m2-measurable function, then
aplimy→x f (y) = 0 if there exists a Lebesgue measurable set L ⊂ U that
has x ∈ L as a Lebesgue density point and
(3.14) lim
L∋y→x
f (y) = 0.
Equation (3.14) implies that if the approximate limit exists, it is
unique. If the approximate limit (3.13) exists, the seminorm s is the
approximate metric differential of φ at x and is denoted by Fφ(x).
The map φ has an approximate metric differential Fφ if (3.13) exists
m2-almost everywhere. In this case, we say that the approximate
metric differential Fφ exists.
The space of seminorms on R2 is endowed with the topology
of locally uniform convergence. The topology is equivalent to the
convergence in the Banach space C(S1, R), where the space C(S1, R)
uses the supremum norm. If s is a seminorm on R2, the Jacobian of
s is
(3.15) J2(s) =
π
m2 ({s ≤ 1}) .
The above definition is from [Kir94, AK00]. The Jacobian J2(s) is
non-zero only if s is a norm. The map s 7→ J2(s) depends continu-
ously on the seminorm s. The following proposition is essentially
Proposition 4.3 of [LW17b].
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Proposition 3.14. Let φ : U → V be quasiconformal, where U ⊂ R2 is
open and V is an open subset of a metric surface. Then the approximate
metric differential Fφ exists and is an element of L
2
loc(U, C(S1, R)).
Moreover, there exists a Borel set N ⊂ U of zero m2-measure and count-
ably many pairwise disjoint compact sets Ki ⊂ U partitioning U \ N in
such a way that for every i = 1, 2, . . . the following properties hold:
(a) the restriction of φ to Ki is Lipschitz, the approximate metric dif-
ferential Fφ(x) exists at every x ∈ Ki, and the restriction of Fφ(x)
to Ki is continuous;
(b) for every ǫ > 0 there exists a radius r = r(i, ǫ) > 0 such that for
every x ∈ Ki and every x+ v, x+ w ∈ Ki ∩ B(x, r),
(3.16)
∣∣d(φ(x + v), φ(x+w))− Fφ(x)[v−w]∣∣ ≤ ǫ ‖v−w‖2 .
Additionally, the following properties hold:
(c) for every Borel measurable function ρ : U → [0, ∞],
(3.17)
∫
U
ρ(x)J2(Fφ)(x)dm2(x) =
∫
V\φ(N)
ρ ◦ φ−1(y)dH2d(y);
(d) the restriction of φ to U \ N satisfies Condition (N).
Remark 3.15. There are metric surfaces whereH2d(φ(N)) > 0; see [Raj17,
Proposition 17.1]. That is the main reason why we developed the theory
of Sections 3.1 and 3.2.
Proof. The map φ is an element of the Newtonian–Sobolev space
N1, 2loc (U, V) as a consequence of Theorem 3.1. We cover U by a
countable union of open quadrilaterals Qi = (ai, bi) × (ci, di) in
such a way that the closure Qi is contained in U for every integer
i = 1, 2, . . . . Then for each i, the restriction of φ to Qi is an element
of N1, 2(Qi, X). Recall that quadrilaterals support a (1, 1)-Poincaré
inequality and the Lebesgue measure is Ahlfors 2-regular on Qi.
Therefore Corollary 10.2.9 of [HKST15] shows that the Newtonian–
Sobolev space N1, 2(Qi, X) coincides with the Hajłasz–Sobolev space
W1, 2(Qi, X).
Fix i. Recall that f ∈ W1, 2(Qi, X) if f ∈ L2(Qi, X) and there
exists N ⊂ Qi with m2(N) = 0 and g ∈ L2(Qi) such that
(3.18) d( f (x), f (y)) ≤ |x− y| (g(x) + g(y))
for all x and y in Qi \ N.
We apply the machinery developed in [LW17b]. We note that the
definition ofW1, 2(Qi, X) stated here (essentially) coincides with the
definition of Sobolev spaces used in [LW17b]; see [LW17b, Propos-
ition 3.2]. Therefore Proposition 4.3 of [LW17b] shows that Fφ(z)
exists m2-almost everywhere in Qi; the fact that the map
z 7→ Fφ(z)
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is an element of L2(Qi, C(S1, R)); and that there exist countably
many pairwise disjoint compact sets Kij which cover m2-almost all of
Qi in such a way that properties (a) and (b) hold for the compact sets
Kij (except the fact that the restriction of Fφ to each K
i
j is continuous).
Since C(S1, R) is separable, we apply Lusin’s theorem [Fed69,
Theorem 2.3.5] which implies the following: up to omitting a set of
m2-measure zero and passing to smaller compact sets, the restriction
of Fφ to each K
i
j is continuous. Therefore by passing to smaller
compact sets, properties (a) and (b) hold.
By inspecting the proof of Proposition 4.3 of [LW17b], we see
that the restriction of φ to each Kij is also Lipschitz. Thus the area
formula (3.17) follows from the area formula for Lipschitz maps
[Kir94, AK00]. Property (d) follows from property (a).
We proved the claim for an arbitrary integer i. We repeat the
argument for all integers. Then we consider the countable collection
of compact sets
{
Kij
}
i, j∈N
. By omitting a set of m2-measure zero
and passing to smaller sets, we can assume that the compact sets
are pairwise disjoint and that properties (a) to (d) hold. 
The following result is a key result in this paper. The proof is
originally from Section 14 of [Raj17].
Corollary 3.16 (Norm Field). Let φ : R2 ⊃ U → V be a quasiconformal
homeomorphism. Then the approximate metric differential Fφ is a norm
m2-almost everywhere.
Proof. Let N denote the set of m2-measure zero obtained from Pro-
position 3.14. Let N˜ denote the union of N and the points for which
J2(Fφ) = 0. Then H2d(φ(N˜ \ N)) = 0 by the change of variables
formula (3.17). Since φ satisfies Condition (N−1) (Corollary 3.6), the
set N˜ \ N has zero m2-measure. Since m2(N) = 0, we deduce that
N˜ has zero m2-measure. As a consequence, J2(Fφ) > 0 m2-almost
everywhere, i.e., Fφ is a norm m2-almost everywhere. 
Suppose that φ ∈ N1, 2loc (U, V) is quasiconformal. Let N ⊂ U and
{Ki}∞i=1 be as in Proposition 3.14.
Consider an open set W ⊂ R2 and suppose that ψ : W → U is
a quasiconformal homeomorphism. Let N0 denote the union of
ψ−1(N), the collection of points where ψ fails to be classically dif-
ferentiable, and the collection of points of ψ−1(Ki) that are not Le-
besgue density points of ψ−1(Ki) for i = 1, 2, . . . . Recall that ψ
satisfies Conditions (N) and (N−1) and is classically differentiable
m2-almost everywhere [AIM09, Section 3.3]. As a consequence, the
set N0 has zero m2-measure.
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Proposition 3.17 (Chain Rule). The map φ ◦ ψ is quasiconformal and
m2(N0) = 0. Moreover, for every y ∈ W \ N0, the approximate metric
differential Fφ◦ψ(y) exists and
(3.19) Fφ◦ψ(y) = Fφ ◦Dψ(y).
Remark 3.18. If ψ is a diffeomorphism, it can be proved directly using
(3.14) that Fφ◦ψ(y) = Fφ ◦Dψ(y) whenever Fφ◦ψ(y) or Fφ(ψ(y)) exists.
Proof of Proposition 3.17. Suppose that y ∈ W \ N0 and define s =
Fφ ◦Dψ(y). The point y is a density point of some L = ψ−1(Ki) by
definition of N0. Fix ǫ > 0. Since Fφ(ψ(y)) is a seminorm and as ψ
is classically differentiable at y,
(3.20)
∣∣Fφ(ψ(y))[ψ(y + v)− ψ(y)] − s[v]∣∣ ≤ o(‖v‖2).
Since ψ is classically differentiable at y,
(3.21)
‖ψ(y+ v)− ψ(y)‖2
‖v‖2
≤ ‖Dψ‖ (y) + o(‖v‖2)‖v‖2
,
where ‖Dψ‖ is the operator norm of Dψ. Fix ǫ > 0. By combin-
ing the inequalities (3.20) and (3.21) with Property (b) of Proposi-
tion 3.14, we find that
lim sup
L∋z→y
∣∣∣∣d(φ ◦ ψ(z), φ ◦ ψ(y))− s[z− y]‖z− y‖2
∣∣∣∣ ≤ ǫ ‖Dψ‖ (y).
Since this holds for any ǫ > 0, we obtain the claim. 
4. Uniformization
From this points onwards, we only consider metric surfaces. We
introduce the definition and some results about isothermal para-
metrizations in Section 4.1. We prove them in Section 4.3. As an
intermediate step, we study more general quasiconformal paramet-
rizations in Section 4.2.
The isothermal parametrizations are used to construct a conformal
atlas on a locally reciprocal surface, and the atlas is used to construct
a Riemannian distance on the surface; this is the topic of Section 4.4.
4.1. Isothermal parametrizations. Suppose that U is an open sub-
set of R2, V is a metric surface, and φ : U → V is a quasiconformal
homeomorphism.
Definition 4.1. The quasiconformal map φ is an isothermal parametriz-
ation of V if for every quasiconformal map ψ : W → U, where W ⊂ R2,
the pointwise dilatations satisfy
(4.1) (KO(φ)KI(φ))(x) ≤ [KO(φ ◦ ψ)KI(φ ◦ ψ)] ◦ ψ−1(x)
m2-almost everywhere. Such a φ is said to be isothermal.
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The pointwise dilatations were defined in Definition 3.9. Since
the minimal upper gradient ρidU of idU equals χU m2-almost every-
where, the quantities in (4.1) are well-definedm2-almost everywhere
in U.
Theorem 4.16 provides several equivalent definitions of isothermal
parametrizations. Isothermal parametrizations appear in the work
of Romney in [Rom19], though they are not explicitly defined; see
Theorem 4.16 and the proof of Theorem 1.2 of [Rom19]. The main
contribution of Section 4.1 (and Section 4.3) is Theorem 4.3 (and
Theorem 4.16).
Lemma 4.21 proves that if V is an open subset of a Riemannian
surface, then Definition 4.1 coincides with the classical definition
of isothermal parametrizations, i.e., in that case every isothermal
parametrization is a diffeomorphism and conformal.
The following proposition establishes the existence of isothermal
parametrizations.
Proposition 4.2. Let V be a metric surface and φ : R2 ⊃ U → V be
quasiconformal. Then there exists a 4πKI(φ)-quasiconformal map ψ : R
2 ⊃
W → U such that φ ◦ ψ is isothermal.
Theorem 4.3 shows that isothermal parametrizations are unique
up to conformal maps. Before stating the theorem we recall some
terminology. When we say that a homeomorphism ψ between planar
domains is conformal in the classical sense, we mean that ψ is a biject-
ive holomorphic or antiholomorphic map.
Recall that a homeomorphism between planar domains is con-
formal in the geometric sense if and only if it is conformal in the
classical sense (Weyl’s lemma – Lemma A.6.10 of [AIM09]).
Theorem 4.3. Suppose that φ is isothermal and that ψ˜ : W˜ → V is a
quasiconformal map for W˜ ⊂ R2. Then ψ˜ is isothermal if and only if
ψ = φ−1 ◦ ψ˜ : W˜ → U is conformal in the classical sense.
Definition 4.4. Let M and N be norms on R2. Then GL2[M, N] is the
collection of invertible linear maps S : (R2, M) → (R2, N).
The multiplicative Banach–Mazur distance from M to N is
(4.2) ρ(M, N) = inf
{
[KO(S)KI (S)]
1/2 | S ∈ GL2[M, N]
}
.
Recall from (3.9) that the distortion [KO(S)KI(S)]
1/2 equals the
product of the minimal upper gradients of S and S−1. The min-
imal upper gradients coincide with the operator norms of S and
S−1, respectively. This means that (4.2) agrees with the standard
definition of the (multiplicative) Banach–Mazur distance (see [TJ89,
Chapter 37]). Moreover, by John’s theorem, ρ(M, N) ≤ 2 and by a
compactness argument, the infimum in (4.2) is a minimum.
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Definition 4.5. Let M and N be norms on R2. Then S ∈ GL2[M, N]
is a Banach–Mazur minimizer from M to N if S attains the infimum
in (4.2). If the domain and codomain of the linear map S is clear from the
context, we say that S is a Banach–Mazur minimizer.
Proposition 4.6. Suppose that φ : U → V is quasiconformal. Then φ is
isothermal if and only if
[KO(φ)KI(φ)] (x) = ρ
2(‖·‖2 , Fφ)(x)(4.3)
m2-almost everywhere.
Our method of proving (4.3) actually shows that
D id : (TU, ‖·‖2) → (TU, Fφ)
is a Banach–Mazur minimizer m2-almost everywhere. Here TU is
the tangent bundle of U, where the notation (TU, Fφ) is used to
emphasize that the approximate metric differential Fφ of φ depends
on the basepoint. We show the following.
Corollary 4.7. Suppose that φ : U → V is isothermal. Then φ satisfies
2
π
ρ2(‖·‖2 , Fφ)(x) ≤ KO(φ)(x) ≤
4
π
and(4.4)
π
4
ρ2(‖·‖2 , Fφ)(x) ≤ KI(φ)(x) ≤
π
2
(4.5)
for m2-almost every x ∈ U. In particular, KO(φ)(x) ≤ 4π , KI(φ)(x) ≤ π2
and KO(φ)(x)KI (φ)(x) ≤ 2 for m2-almost every x ∈ U.
Corollary 4.7 is a reformulation of [Rom19, Theorem 1.2]. The-
orem 4.3 is essential for the rest of the paper.
Before proving the results stated in Section 4.1, we need to under-
stand the pointwise outer and inner dilatations appearing in Defin-
ition 4.1. This is the content of Section 4.2.
4.2. Analytic properties of parametrizations. Let Fφ denote the ap-
proximate metric differential of a quasiconformal map φ : U → V
(as defined in Section 3.3). We study the map
(4.6) D id : (TU, ‖·‖2) → (TU, Fφ)
in this section. For each basepoint x ∈ U ⊂ R2, we identify TxU
with R2 in the standard way.
Since φ may fail to satisfy Condition (N), we have to be very care-
ful with measurability considerations. For this reason, let N˜ be a
Borel set of m2-measure zero for which Fφ χU\N˜ is a norm every-
where in U \ N˜ and such that
x 7→ Fφ χU\N˜(x)
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is Borel measurable. Proposition 3.14 Property (a) and Corollary 3.16
imply that such a set N˜ exists. Let N denote the Borel set of zero
m2-measure appearing in Proposition 3.14. Then by Proposition 3.14
Property (d), the set φ(N˜) \ φ(N) has H2d-measure zero. We assume
without loss of generality that N˜ ⊃ N.
A crucial point about the set N˜ is that φ satisfies Conditions (N)
and (N−1) in the complement of N˜ (Proposition 3.14 and Corol-
lary 3.6, respectively). Fix such a Borel set N˜.
Let Iφ : U → [0, ∞] denote the operator norm of (4.6) in U \ N˜
and zero in N˜. Let
Iφ−1 : V → [0, ∞]
be defined similarly: In the complement of N˜, pointwise Iφ−1 ◦ φ
equals the operator norm of the inverse of (4.6). In N˜, Iφ−1 ◦φ equals
zero.
The functions Iφ and Iφ−1 are Borel measurable, since the operator
norm depends continuously on the norms on the domain and codo-
main of D id. The Jacobian J2(D id) of D id from (4.6) is (defined to
be) the Jacobian J2(Fφ) of the norm Fφ (recall (3.15)). The dilatations
of D id from (4.6) are defined pointwise.
Proposition 4.8. The Borel functions Iφ and Iφ−1 are minimal upper
gradients of φ and φ−1, respectively. The Jacobian of φ equals the Jac-
obian of D id from (4.6) m2-almost everywhere.
Moreover, the pointwise outer and inner dilatations of φ satisfy
KO(φ) = KO(D id) and KI(φ) = KI(D id)
m2-almost everywhere in U, where the domain and codomain of D id are
determined by (4.6).
We express the minimal upper gradients of φ and φ−1 in Propos-
ition 4.9 and the corresponding Jacobians in Proposition 4.12 using
the norm field Fφ. Proposition 4.8 follows immediately from these
two results, Corollary 4.10, and from Lemma 3.11.
4.2.1. Minimal upper gradients. Recall that N˜ is a Borel set of zero m2-
measure and the approximate metric differential Fφ is well-defined
and a norm everywhere in the complement of N˜.
Let Γ0 denote the family of paths that are φ-singular (recall Defini-
tion 3.2) or paths that have positive length in N˜. Lemmas 3.3 and 3.7
imply that Γ0 and φ(Γ0) have zero modulus.
By construction, the absolutely continuous paths of AC+(U) \ Γ0
are φ-good (recall Definition 3.2) and they have zero length in the
Borel set N˜. The key property for the paths in AC+(U) \ Γ0 is that
the variation measures vγ ·m1 and vφ◦γ ·m1 are absolutely continous
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with respect to one another. Therefore the path φ ◦γ has zero length
in φ(N˜) and it makes sense to talk about the differential Dγ of γ for
vφ◦γ ·m1-almost every point. This means that the expression Fφ ◦Dγ
makes sense vφ◦γ ·m1-almost everywhere.
Proposition 4.9. The maps Iφ and Iφ−1 are minimal upper gradients of φ
and φ−1, respectively.
Additionally, if γ ∈ AC(U) \Γ0 , the triple (φ, Iφ, γ) satisfies the upper
gradient inequality. Moreover, for any such γ, φ ◦ γ ∈ AC(V) \ φ(Γ0)
and the triple (φ−1, Iφ−1 , φ ◦ γ) satisfies the upper gradient inequality.
Corollary 4.10. The characteristic functions χU\N˜ and χV\φ(N˜) are min-
imal upper gradients of idU and idV , respectively.
Proof. This is an immediate consequence of Corollary 3.8 and the
fact that Iφ and Iφ−1 are minimal upper gradients of φ and φ
−1,
respectively. 
We prove Proposition 4.9 using the following lemma.
Lemma 4.11. For every path γ ∈ AC(U) \ Γ0 , in particular, almost every
absolutely continuous path, the metric speed vφ◦γ of φ ◦ γ satisfies
(4.7) vφ◦γ = Fφ ◦Dγ ∈ L1(dom(γ))
m1-almost everywhere in dom(γ).
Proof. If γ is a constant path, then there is nothing to prove. There-
fore it suffices to consider paths γ ∈ AC+(U) \ Γ0. Since every path
γ ∈ AC+(U) \ Γ0 is φ-good, it suffices to show (4.7) when γ has unit
speed with respect to the Euclidean norm.
By Proposition 3.14 Property (b) and the construction of N˜, there
exists a partition {Bi}∞i=1 of U \ N˜ by Borel sets with the following
property: For every ǫ > 0, there exists a radius r = r(i, ǫ) > 0 such
that for every x ∈ Bi and every x+ v ∈ Bi ∩ B(x, r),
(4.8)
∣∣d(φ(x + v), φ(x))− Fφ(x)[v]∣∣ ≤ ǫ ‖v‖2 .
Recall that Fφ(x) is a norm for every x ∈ U \ N˜.
The set γ−1(N˜) has zero m1-measure since the path γ has zero
length in N˜ and γ has unit speed. As a consequence, m1-almost
every t in the domain of γ is a density point of some γ−1(Bi).
The absolute continuity of γ yields that for m1-almost every t ∈
dom(γ), the differential Dγ(t) exists and
γ(s) = γ(t) + Dγ(t)(s − t) + o(|s− t|).(4.9)
Also, the path φ ◦ γ is absolutely continuous hence at m1-almost
every t ∈ dom(γ), the metric speed vφ◦γ(t) exists and
d(φ(γ(s)), φ(γ(t))) = vφ◦γ(t) |s− t|+ o(|s− t|).(4.10)
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In conclusion, m1-almost every t ∈ dom(γ) is a Lebesgue density
point of some γ−1(Bi) for which (4.9) and (4.10) hold. Fix such
a t. By the continuity of γ, the Lebesgue density of γ−1(Bi) at t,
and (4.8), for every positive integer n there exists tn ∈ γ−1(Bi) with
0 < |tn − t| ≤ 2−n and∣∣d(φ(γ(tn), φ(γ(t))) − Fφ(γ(t))[γ(tn )− γ(t)]∣∣(4.11)
≤ 2−n ‖γ(tn)− γ(t)‖2 .
By combining (4.9), (4.10), (4.11), and using the fact that Fφ(γ(t)) is
a norm, we obtain that
(4.12)
∣∣vφ◦γ(t)− Fφ ◦Dγ(t)∣∣ ≤ o(|tn − t|)|tn − t| + 2−n ‖Dγ(t)‖2
for every n. The identity (4.7) at t follows by passing to the limit
n → ∞. Since m1-almost every t in dom(γ) is of this form, the proof
is complete. 
Proof of Proposition 4.9. Lemma 4.11 and the definition of the oper-
ator norm of linear maps yield that for every γ ∈ AC(U) \ Γ0,
vφ◦γ ≤ (Iφ ◦ γ)vγ and vγ ≤ Iφ−1 ◦ (φ ◦ γ)vφ◦γ(4.13)
for m1-almost every t ∈ dom(γ); here we use the fact that γ has
zero length in N˜. Integrating (4.13) over the domain of γ implies
the claimed upper gradient inequalities. Since Γ0 has zero modulus
in U, the map Iφ is a weak upper gradient of φ. Similar conclusions
hold for the path family φ(Γ0) in V and the maps Iφ−1 and φ
−1.
We fix representatives of the minimal upper gradients ρφ and ρφ−1
for the rest of the proof.
Part (1): We show that ρφ ≥ Iφ m2-almost everywhere. This imme-
diately yields that ρφ = Iφ m2-almost everywhere by the minimality
of ρφ.
Proof of Part (1): Let Γ1 denote the family of absolutely continu-
ous paths γ ∈ AC+(U) \ Γ0 for which
m1
({
vφ◦γ >
(
ρφ ◦ γ
)
vγ
})
> 0.
Then the path family Γ = Γ0 ∪ Γ1 has zero modulus.
In the following, we use the exponential map R ∋ θ 7→ exp (iθ) ∈
S1. Fix θ ∈ R, x ∈ U and a small r > 0. Consider the square
Qr = {x+ exp (iθ) t+ i exp (iθ) s | t, s ∈ [−r, r]} .
For −r ≤ s ≤ r, consider the arcs
[−r, r] ∋ t 7→ γs(t) = x+ exp (iθ) t+ i exp (iθ) s.
Observe that Dγs(t) = exp (iθ) and for m1-almost every −r ≤ s ≤ r,
the path γs is in the complement of Γ. Therefore for m1-almost every
UNIFORMIZATION OF METRIC SURFACES 31
−r ≤ s ≤ r for m1-almost every −r ≤ t ≤ r, we have that
Fφ(γs(t))[exp (iθ)] = vφ◦γs(t) ≤ ρφ ◦ γs(t)vγs (t)(4.14)
= ρφ ◦ γs(t).
Then Fubini’s theorem implies that for m2-almost every y ∈ Qr,
(4.15) Fφ(y) [exp (iθ)] ≤ ρφ(y).
Consider a countable dense subset D ⊂ R. Let G denote the inter-
section of the Lebesgue points of ρφ ∈ L2loc(U) and the functions
Fφ [exp (iθ)] ∈ L2loc(U)
as θ ∈ D varies. The complement of G has zero m2-measure. For
every (x, θ) ∈ G× D, we have that
Fφ(x) [exp (iθ)] = lim
r→0+
∫
Qr
Fφ(y) [exp (iθ)] dm2(y) and(4.16)
ρφ(x) = lim
r→0+
∫
Qr
ρφ(y)dm2(y).(4.17)
The horizontal bar in the integral sign refers to the integral average
over the domain of integration. We combine (4.15) with the identit-
ies (4.16) and (4.17) in order to deduce that for every (x, θ) ∈ G×D,
(4.18) Fφ(x) [exp (iθ)] ≤ ρφ(x).
Fix x ∈ G \ N˜. Since (4.18) holds independently of θ ∈ D, the ρφ(x)
must be bounded from below by the number
Iφ(x) = sup
{
Fφ(x)[v] | ‖v‖2 = 1
}
.
We have deduced that Iφ ≤ ρφ m2-almost everywhere and hence
Part (1) is proved.
Part (2): We show that ρφ−1 ≥ Iφ−1 forH2d-almost every point in V.
Since Iφ−1 equals zero in φ
(
N˜
)
, it is sufficient to show the claimed
inequality in V \ φ(N˜), or equivalently that
(4.19) ρφ−1 ◦ φ ≥ Iφ−1 ◦ φ
for m2-almost every point in U \ N˜; this equivalence follows from
the fact that φ satisfies Conditions (N) and (N−1) in the comple-
ment of N˜ (Proposition 3.14 and Corollary 3.6, respectively). Once
again, after this is shown, we conclude that Iφ−1 = ρφ−1 H2d-almost
everywhere in V by the minimality of ρφ−1 .
The definition of Iφ−1 yields that for every x ∈ U \ N˜, we have
that
Iφ−1(φ(x)) =
1
inf
{
Fφ(x)[v] | ‖v‖2 = 1
} .
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Proof of Part (2): Fix θ ∈ R, x ∈ U, and a small r > 0. We define
Qr = {x+ exp (iθ) t+ i exp (iθ) s | t, s ∈ [−r, r]} .
Let γs be as in Part (1). Then for m1-almost every −r ≤ s ≤ r for
m1-almost every −r ≤ t ≤ r, we have that
1 = vγs(t) ≤ ρφ−1(φ ◦ γs(t)) Fφ(γs(t))[exp (iθ)].
We divide both sides with Fφ(γs(t))[exp (iθ)] and multiply the in-
equality with the Jacobian J2(Fφ(γs(t))). Then we apply Fubini’s
theorem and the change of variables formula (3.17): we obtain that
∞ >
∫
φ(Qr)
ρφ−1 dH2d ≥
∫
Qr
ρφ−1 ◦ φJ2(Fφ)dm2(4.20)
≥
∫
Qr
1
Fφ [exp (iθ)]
J2(Fφ)dm2.
We deduce from (4.20) that ρφ−1 ◦ φJ2(Fφ) and 1Fφ[exp(iθ)] J2(Fφ) are
elements of L2loc(U).
Fix a countable dense subset D ⊂ R. By arguing as in Part (1), we
deduce that for m2-almost every x ∈ U \ N˜, for every θ ∈ D ⊂ R,
(4.21) ρφ−1(φ(x))J2(Fφ(x)) ≥
1
Fφ(x)[exp (iθ)]
J2(Fφ(x)).
Fix such an x ∈ U \ N˜. Since x ∈ U \ N˜, we can divide both sides of
(4.21) with the Jacobian ∞ > J2(Fφ(x)) > 0. We take the supremum
over θ ∈ D and deduce that
ρφ−1(φ(x)) ≥
1
inf
{
Fφ(x)[v] | ‖v‖2 = 1
} .
The right-hand side coincides with Iφ−1(φ(x)) in U \ N˜. The proof
is complete. 
4.2.2. Jacobians. Recall that φ : R2 ⊃ U → V is a quasiconformal
map, where V is a metric surface. We express the Jacobians Jφ and
Jφ−1 in the complement of the Borel set N˜ ⊂ U of m2-measure zero.
The approximate metric differential of φ is denoted by Fφ. The
Borel set N˜ ⊂ U has m2-measure zero in such a way that the ap-
proximate metric differential Fφ exists and is a norm everywhere in
U \ N˜ (see the beginning of Section 4.2).
Recall that the Jacobian of Fφ is
J2(Fφ) =
π
m2
({
Fφ ≤ 1
})
whenever Fφ is well-defined. At every x ∈ U \ N˜, the number
J2(Fφ)(x) is the Jacobian of the map D id : (TU, ‖·‖2) → (TU, Fφ)
from (4.6).
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Proposition 4.12. The Jacobian Jφ of the quasiconformal map φ coincides
with J2(D id) m2-almost everywhere. Moreover,
(4.22) Jφ−1 =
1
J2(D id)
◦ φ−1 = J2((D id)−1) ◦ φ−1
H2d-almost everywhere in V \ φ(N˜).
Proof. The change of variables formula (3.17) and Lebesgue differ-
entiation theorem yield that Jφ = J2(Fφ) m2-almost everywhere in
U \ N˜.
Proposition 3.4 and Corollary 4.10 show that the set where the φ-
pullback measure φ∗H2d andm2 fail to be absolutely continuous with
respect to one another is concentrated on the set N˜. This implies
that
(
Jφ ◦ φ−1
)
Jφ−1 = 1 for H2d-almost every point in V \ φ(N˜). The
proof is complete. 
4.3. Existence of isothermal parametrizations. In this section, we
study a quasiconformal map φ : R2 ⊃ U → V, where V is a subset
of a metric surface Yd. Let Fφ denote the approximate metric dif-
ferential of φ obtained from Corollary 3.16. Following [Rom19], we
show that we can associate a Beltrami differential µφ to Fφ and thus
to φ in a natural way. Instead of defining µφ using the John ellipses
of the norms of Fφ as in [Raj17], the approach of [Rom19] uses the
Banach–Mazur distance (Definition 4.4) and the associated Beltrami
differential (see Lemma 4.14).
Some of the results of this section are proved in [Rom19]. Our
main contribution is Theorem 4.16 and its corollaries (excluding Co-
rollary 4.7 which corresponds to Theorem 1.2 of [Rom19]).
We recall some notations. The group O2 is the group of isometries
of R2 and R+ · O2 refers to the invertible linear maps L = λ · S,
where λ > 0 and S ∈ O2. The group SO2 are the elements of O2
with determinant equal to 1. The group R+ ·O2 is the conformal
automorphism group of R2 and R+ · SO2 the subgroup of R+ ·O2
whose elements have positive determinant.
The result we state next corresponds to Lemmas 2.1 and 2.2 of
[Rom19]. Recall the definition of Banach–Mazur minimizer from
Definition 4.5.
Lemma 4.13. Let M be a norm on R2 and L :
(
R2, M
)→ (R2, ‖·‖2) a
Banach–Mazur minimizer. Then
π
4
ρ2(M, ‖·‖2) ≤ KO (L) ≤
π
2
and(4.23)
2
π
ρ2(M, ‖·‖2) ≤ KI (L) ≤
4
π
.(4.24)
Moreover, L′ ∈ GL2[M, ‖·‖2] is a Banach–Mazur minimizer if and only
if L′ ◦ L−1 ∈ R+ ·O2.
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Proof. The inequalities (4.23) and (4.24) are slight reformulations of
Lemma 2.1 of [Rom19]. Let L be the minimizer as in the claim. We
claim that
L′ ◦ L−1 ∈ R+ ·O2
if and only if KO(L)KI (L) = KO(L
′)KI(L′). If L′ ◦ L−1 ∈ R+ ·O2,
then KO(L)KI (L) = KO(L
′)KI(L′) since the group R+ · O2 is the
conformal automorphism group of R2 (recall the composition laws
of dilatations from Lemma 3.11). The converse is harder to show
and corresponds to Lemma 2.2 of [Rom19]. 
Lemma 4.14. Suppose that M is a norm on R2. Then there exists a unique
complex number µM in the Euclidean ball D such that
(4.25) TM = id+µM · id :
(
R
2, M
)
→
(
R
2, ‖·‖2
)
is a Banach–Mazur minimizer from M to ‖·‖2. Moreover, µM and TM
depend continuously on the norm M.
Proof. Since the group R+ · O2 contains the conjugate map z 7→
z, there are orientation-preserving Banach–Mazur minimizers L ∈
GL2[M, ‖·‖2] (Lemma 4.13). Then for any orientation-preserving
Banach–Mazur minimizer L, there exists S ∈ R+ · SO2 such that
L′ = S ◦ L is of the form TM. Any such L′ is also a Banach–Mazur
minimizer by Lemma 4.13 and µL′ = µL. The existence and unique-
ness of TM and µM follow immediately.
The continuity of M 7→ µM and M 7→ TM are equivalent, there-
fore it suffices to focus on the continuity of M 7→ TM. We only
sketch the argument. If (Mn) is a sequence of norms converging to
a norm M, then every subsequence of (TMn) has a convergent sub-
sequence due to Arzelà–Ascoli theorem. It suffices to show that an
arbitrary convergent subsequence
(
TMnj
)
j
converges to TM. To that
end, suppose that
Tj = TMnj → T
locally uniformly. Such a limit is of the form T = id+µ · id for some
µ in the Euclidean unit ball.
Let ρj denote the Banach–Mazur distance ρ(Mnj , ‖·‖2) and D the
distortion of T ∈ GL2 [M, ‖·‖2] (the distortion is the product of the
operator norms of T and T−1). Since the norms Mnj converge to M
and the minimizers Tj to T locally uniformly, the distortions ρj of Tj
converge to D (since the ρj are the distortions of Tj). Let ρ denote the
Banach–Mazur distance ρ(M, ‖·‖2). The distances ρj must converge
to ρ since the Mnj converge to M locally uniformly. In conclusion,
D = ρ. We deduce that T is a Banach–Mazur minimizer from M to
‖·‖2, and by uniqueness of µM, T = TM. 
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Definition 4.15. The Beltrami differential of φ is µFφ and it is denoted by
µφ.
The measurability of x 7→ µφ(x) follows from the measurability
of x 7→ Fφ(x) and the continuity of M 7→ µM shown in Lemma 4.14.
We observe in the proof of Theorem 4.16 that the L∞-norm of µφ is
bounded from above by a constant C = C(KI(φ)) < 1. The follow-
ing theorem is the main result of this section.
Theorem 4.16. Let ψ : R2 ⊃ W → U be a quasiconformal map, possibly
orientation-reversing. Then the following are equivalent:
(a) Either ψ−1 or ψ−1 is an orientation-preserving solution of the
Beltrami equation µ f = µφ;
(b) The map D(ψ−1) : (TU, Fφ) → (TW, ‖·‖2) is a Banach–Mazur
minimizer pointwise m2-almost everywhere;
(c) The map D idW : (TW, Fφ◦ψ) → (TW, ‖·‖2) is a Banach–Mazur
minimizer pointwise m2-almost everywhere;
(d) The pointwise dilatations satisfy the equality
(4.26) KO(φ ◦ ψ)KI(φ ◦ ψ) = ρ2(‖·‖2 , Fφ◦ψ)
m2-almost everywhere in W;
(e) The composition φ ◦ ψ is isothermal;
(f) The equality µφ◦ψ = 0 holds m2-almost everywhere.
Proof of Theorem 4.16. Consider the equivalence of Claims (a) and
(b). Lemma 4.13 yields that
D(ψ−1) : (TU, Fφ) → (TW, ‖·‖2)
is a Banach–Mazur minimizer m2-almost everywhere if and only
if there exists a measurable map x 7→ S(x) ∈ R+ · O2 such that
D(ψ−1) = S ◦ TFφ pointwise m2-almost everywhere. The map ψ
is orientation-preserving if and only if S is orientation-preserving
m2-almost everywhere. In that case µψ−1 = µφ holds m2-almost
everywhere. Otherwise ψ−1 is orientation-preserving and µ
ψ−1 =
µφ holds m2-almost everywhere. We conclude that Claims (a) and
(b) are equivalent.
The equivalence of Claims (b) and (c) follows from the fact that
Dψ : (TW, Fφ◦ψ) → (TU, Fφ) is an isometry pointwise m2-almost
everywhere due to the chain rule Proposition 3.17.
Proposition 4.8 yields that if
D idW : (TW, ‖·‖2) → (TW, Fφ◦ψ),
then the pointwise dilatations satisfy
KO(φ ◦ ψ) = KO(D idW) and KI(φ ◦ ψ) = KI(D idW)
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m2-almost everywhere. The equivalence of (c) and (d) is immediate.
We also deduce from these identities that m2-almost everywhere, by
the definition of the Banach–Mazur distance (4.2), that the pointwise
dilatations satisfy
KO(φ ◦ ψ)KI(φ ◦ ψ) ≥ ρ2(‖·‖2 , Fφ◦ψ).(4.27)
Also if ψ1 and ψ2 are two maps for which φ ◦ ψ1 and φ ◦ ψ2 are
isothermal (Definition 4.1), then m2-almost everywhere
KO(φ ◦ ψ1)KI(φ ◦ ψ1) = [KO(φ ◦ ψ2)KI(φ ◦ ψ2)] ◦ (ψ−12 ◦ ψ1).(4.28)
By applying (4.27) and (4.28), the equivalence of Claims (a) to (d)
and Claim (e) follows if it can be shown that there exists a quasicon-
formal map ψ such that the equality in (4.27) holds m2-almost every-
where. By Claim (a), it suffices to solve the Beltrami equation
µ f = µφ induced by φ.
Suppose that we know that the L∞-norm of µφ is bounded from
above by some constant C < 1 (depending only on the inner dilata-
tion of φ). Then we extend µφ as zero to the Euclidean plane and let
f be the normalized solution to the corresponding Beltrami equa-
tion. The existence of f is guaranteed by the measurable Riemann
mapping theorem; see for example [AIM09]. The restriction of f−1
to the appropriate domain is the desired map ψ.
Thus we only need to find such a bound C. To that end, consider
the maps
L = TFφ : (TU, Fφ) → (TU, ‖·‖2),
L1 = TFφ : (TU, ‖·‖2) → (TU, ‖·‖2), and
L2 = D id : (TU, ‖·‖2) → (TU, Fφ).
By construction of TFφ and µφ,∥∥µφ∥∥L∞(U) = ess sup
x∈U
KI(L1)(x)− 1
KI(L1)(x) + 1
.
Therefore it suffices to bound the pointwise dilatation KI(L1) from
above. Also m2-almost everywhere
KI(φ) = KI(L2).
The composition laws for dilatations (Lemma 3.11) yield that
KI(L1) = KI(L ◦ L2) ≤ KI(L)KI (φ)
m2-almost everywhere. Lemma 4.13 shows that KI(L) ≤ 4π at m2-
almost every point. We conclude that m2-almost everywhere
KI(L1) ≤ 4
π
KI(φ).
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By Corollary 3.12, the pointwise dilatations KI(φ) are less than the
(global) inner dilatation of φ m2-almost everywhere, therefore
C =
4
πKI(φ)− 1
4
πKI(φ) + 1
is a bound of the desired form.
The equivalence of (f) to the rest of the claims follows from the
observation that φ ◦ ψ is isothermal if and only if (φ ◦ ψ) ◦ idW is
isothermal. 
Recall Proposition 4.2.
Proposition 4.2. Let V be a metric surface and φ : R2 ⊃ U → V be
quasiconformal. Then there exists a 4πKI(φ)-quasiconformal map ψ : R
2 ⊃
W → U such that φ ◦ ψ is isothermal.
Proof of Proposition 4.2. Such a ψ was constructed during the proof
of Theorem 4.16. 
Recall Theorem 4.3.
Theorem 4.3. Suppose that φ is isothermal and that ψ˜ : W˜ → V is a
quasiconformal map for W˜ ⊂ R2. Then ψ˜ is isothermal if and only if
ψ = φ−1 ◦ ψ˜ : W˜ → U is conformal in the classical sense.
Proof of Theorem 4.3. Since φ is isothermal, we know that µφ = 0
by Theorem 4.16. Moreover, since ψ˜ = φ ◦ ψ, we know that ψ˜ is
isothermal if and only if ψ−1 or ψ−1 solves the Beltrami equation
µ f = µφ = 0 (Theorem 4.16) if and only if ψ
−1 is conformal in the
classical sense (Weyl’s lemma – Lemma A.6.10 of [AIM09]). 
Recall Proposition 4.6.
Proposition 4.6. Suppose that φ : U → V is quasiconformal. Then φ is
isothermal if and only if
[KO(φ)KI(φ)] (x) = ρ
2(‖·‖2 , Fφ)(x)(4.3)
m2-almost everywhere.
Proof of Proposition 4.6. This is a special case of Theorem 4.16. 
Recall Corollary 4.7.
Corollary 4.7. Suppose that φ : U → V is isothermal. Then φ satisfies
2
π
ρ2(‖·‖2 , Fφ)(x) ≤ KO(φ)(x) ≤
4
π
and(4.4)
π
4
ρ2(‖·‖2 , Fφ)(x) ≤ KI(φ)(x) ≤
π
2
(4.5)
for m2-almost every x ∈ U. In particular, KO(φ)(x) ≤ 4π , KI(φ)(x) ≤ π2
and KO(φ)(x)KI (φ)(x) ≤ 2 for m2-almost every x ∈ U.
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Proof of Corollary 4.7. Theorem 4.16 shows that if φ is isothermal,
then L = D idU : (TU, Fφ) → (TU, ‖·‖2) is a Banach–Mazur minim-
izer pointwise m2-almost everywhere. Recall from Proposition 4.8
that the pointwise dilatations satisfy
KO(φ) = KI(L) and KI(φ) = KO(L).
Then the claim follows from Lemma 4.13. 
4.4. Conformal surfaces. We study a locally reciprocal surface Yd
(Definition 1.2) in this section. Recall that a locally reciprocal surface
can be covered by quasiconformal images of Euclidean disks.
Let Id = {(Vi, fi)}i∈I denote the collection of isothermal charts
(also called isothermal coordinates). This means that φi = f
−1
i : Ui →
Vi is an isothermal parametrization of Vi. The subscript d refers to
the dependence of the atlas on the distance of Y.
In Proposition 4.18, we prove that the pair (Y, Id) is a conformal
surface (Definition 4.17). Then following along a proof of the clas-
sical uniformization theorem, we construct a Riemannian metric on
(Y, Id) (Lemma 4.22 and Proposition 4.20). The main content of this
section is Propositions 4.18 and 4.20.
Definition 4.17. A conformal atlas D is an atlas whose transition maps
are conformal in the classical sense.
A conformal atlas D is maximal if for every other conformal atlas D′
with D ∩D′ 6= ∅, we have D′ ⊂ D.
If D is a maximal conformal atlas, the pair (Y, D) is a conformal
surface. A smooth surface is defined analogously.
The transition maps of a conformal atlas are either holomorphic
or antiholomorphic maps. Conformal surfaces are sometimes called
Klein or dianalytic surfaces.
Proposition 4.18. The pair (Y, Id) is a conformal surface.
Proof. Since Yd is locally reciprocal, it can be covered by disks from
which there are quasiconformal charts into R2. Proposition 4.2 im-
plies that without loss of generality the charts are isothermal charts.
This means that the open sets Vi, i ∈ I cover Yd.
Theorem 4.16 Part (f) shows that the restrictions of isothermal
charts to open subsets of their domains are isothermal charts. The-
orem 4.3 implies that Id is a conformal atlas of Yd and that Id is
maximal. 
We define and recall some terminology from Riemannian geo-
metry. A Riemannian norm (field) G on a conformal (or a smooth)
surface (Y, A) is a map G : TY → R for which there exists a smooth
Riemannian metric g such that G(v) = [g(v, v)]1/2 for v ∈ TY. Here
TY is the tangent bundle of Y.
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The length distance induced by g is denoted by dG. We say that
dG is the Riemannian distance induced by G. The metric space YdG has
constant curvature k if the corresponding Riemannian metric g has
constant curvature k. The curvature refers to Gaussian curvature.
A Riemannian surface is a conformal (or smooth) surface with a
Riemannian norm field.
Definition 4.19. A map ν : (Y1, G1) → (Y2, G2) between Riemannian
surfaces is conformal in the Riemannian sense if ν is a diffeomorphism
and there exists a positive smooth function h : Y2 → (0, ∞) such that the
pushforward Riemannian norm field ν∗G1 equals h · G2.
A Riemannian norm G is compatible with a conformal atlas I if every
chart (V, f ) ∈ I is conformal in the Riemannian sense.
Proposition 4.20. The conformal surface (Y, Id) has a Riemannian dis-
tance dG such that G is compatible with the isothermal charts Id of Yd
and YdG is complete and has constant curvature −1, 0 or 1. Additionally,Id = IdG and the charts (V, f ) ∈ IdG are conformal in the Riemannian
sense.
The equality Id = IdG means that (V, f ) is an isothermal chart of
Yd if and only if it is an isothermal chart of YdG .
Before proving Proposition 4.20, we show a couple of auxiliary
results. Lemma 4.21 proves that on Riemannian surfaces, our iso-
thermal charts coincides with the classical ones.
Lemma 4.21. Let YdG be a smooth Riemannian surface and I a maximal
conformal atlas on Y.
The Riemannian norm field G is compatible with the conformal atlas I
if and only if I = IdG . This happens if and only if I ∩ IdG contains a
conformal atlas of Y.
In particular, the isothermal charts of YdG are conformal in the Rieman-
nian sense.
Proof. The intersection property follows from the fact that every con-
formal atlas is contained in a unique maximal conformal atlas. The
rest of the proof is split into two subclaims.
Claim (1): The Riemannian surface (Y, G) has a maximal atlas A
of charts that are conformal in the Riemannian sense. AlsoA ⊂ IdG .
Proof of Claim (1): It suffices to construct an atlasA′ of charts that
are conformal in the Riemannian sense and isothermal. To that end,
we consider a chart (V, f ) compatible with the smooth structure of
Y. By restricting to a small domain V ′ ⊂ V, we can and do assume
that f is quasiconformal.
Let f∗G denote the pushforward Riemannian norm G ◦ D( f−1),
Tf∗G the map defined in Lemma 4.14, and W = f (V). Then
(4.29) Tf∗G = id+µ f∗Gid : (TW, f∗G) → (TW, ‖·‖2)
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is conformal since G is a Riemannian norm. Consequently, the inner
product
H =
1(
det Tf∗G
)2TTf∗GTf∗G
is comparable to the pushforward metric f∗g. Section 2.3 of [AIM09]
shows that there is a smooth map
W ∋ z 7→ µ f∗g(z) ∈ D
The explicit expression (2.19) of [AIM09] for µ f∗g and a direct com-
putation (using the fact that the determinant of H equals one and
that H is comparable to f∗g) shows that
µ f∗g =
2µ f∗G
2− ∥∥µ f∗G∥∥2 + ∥∥µ f∗G∥∥4 .
The map
D ∋ z 7→ 2z
2− ‖z‖22 + ‖z‖42
∈ D
is a diffeomorphism of the Euclidean ball onto itself. Therefore
W ∋ z 7→ µ f∗G(z) is smooth.
By considering a subdomain of V, we can and will assume that
z 7→ µ f∗G(z) is the restriction of a Beltrami differential µ′ ∈ C∞0 (R2)
that satisfies ‖µ′‖L∞(R2) = k < 1. Let ν denote the normalized solu-
tion to the Beltrami equation induced by µ′ whose existence is guar-
anteed by Theorem 5.2.4 of [AIM09]. The same theorem guarantees
that ν is a diffeomorphism mapping R2 onto itself.
The map f˜ = ν ◦ f : V → W˜ ⊂ R2 is a diffeomorphism that
is isothermal (as F f−1 = f∗G everywhere and since Theorem 4.16
holds). The Banach–Mazur distance between f∗G and ‖·‖2 equals
one, therefore Theorem 4.16 implies that f˜ is conformal in the geo-
metric sense. Since f˜ is also a diffeomorphism, the map f˜ is con-
formal in the Riemannian sense. The existence of the atlas A′ fol-
lows by considering the charts of the form (V, f˜ ).
Claim (2): The atlas IdG coincides with the maximal atlas A of
charts that are conformal in the Riemannian sense.
Proof of Claim (2): Claim (1) shows that the atlas A is a subset
of IdG . Since the transition maps between A and IdG are conformal
in the classical sense (Theorem 4.3), every chart (V, f ) ∈ IdG is a
diffeomorphism and conformal in the geometric sense. The proof
of Claim (2) is complete.
Claim (2) proves that the atlas IdG of isothermal charts coincide
with the atlas A of charts that are conformal in the Riemannian
sense. As a consequence, a maximal conformal atlas I is compatible
with the Riemannian norm G if and only if I = IdG . 
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Lemma 4.22. Suppose that (Y, I) is a conformal surface. Then there
exists a universal cover (Ω, π) of Y, where Ω is either the hyperbolic
plane H2, the Riemann sphere S2, or the Euclidean plane R2; the map
π : Ω → (Y, I) is locally conformal; and the covering group of π acts by
isometries on Ω.
Proof. First of all, the existence of a universal cover of (Y, I) follows
by pulling back the conformal structure I to a topological universal
cover. The classical uniformization theorem allows us to assume
that the universal cover is µ1 : Ω → (Y, I), where Ω is one of the
listed spaces. Clearly, the covering group G1 of µ1 acts by conformal
maps on Ω. In the following, we identify S2 with the extended plane
R2 ∪ {∞} by using the stereographic projection that fixes the unit
circle S1 = S1 × {0} ⊂ R3 and that maps the south pole (0, 0, −1)
to the origin 0 ∈ R2. The claim splits into three cases.
(a) Ω = H2 or R2 and we can take π = µ1.
(b) Ω = S2 and the covering group G1 only contains the identity
element. Then we can take π = µ1.
(c) Ω = S2 and the covering group G1 has two elements. Then
there exists a(n orientation-preserving linear) conformal map
L : Ω → Ω such that the covering group of µ2 = µ1 ◦ L is
generated by the antipodal map
z 7→ −1
z
.
In particular, we can set π = µ2.
Proof of Case (a): If Ω = H2, then every conformal map from Ω
onto itself is an isometry of Ω (by the standard construction of the
Riemannian structure on Ω) therefore G consists of isometries of Ω.
Consider the case Ω = R2. Then for every h ∈ G, we have
two cases. If h is orientation-preserving, then it is a translation
or the identity map (otherwise it would have fixed points). If h is
orientation-reversing, then h2 is orientation-preserving and hence it
is either a translation or the identity map. This fact implies that
h(z) = az+ c for some a ∈ S1 and c ∈ R2. The proof of Case (a) is
complete.
If Ω = S2, the group of orientation-preserving elements of G1 is
a singleton; recall that orientation-preserving Möbius transforma-
tions have fixed points. Thus we are in the setting of Case (b) or (c).
In Case (b), the covering group is trivial and so is the claim. Other-
wise the group G1 is generated by an orientation-reversing Möbius
involution σ : Ω → Ω which has no fixed points.
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Proof of Case (c): The characterization of Möbius transformations
of S2 implies that
σ(z) =
Az+ B
Cz+ D
,
where A, B, C and D are complex numbers. We assume without loss
of generality that AD − BC = 1. Since σ does not have any fixed
points, we observe that B 6= 0 6= C. Consider the constants µ1 = AC ,
µ2 =
B
C 6= 0, and µ3 = DC . Since σ2 = id, a direct computation shows
that
(a) µ3 = −µ1 (σ2 fixes ∞);
(b) µ1µ2 + µ2µ3 = 0 (σ
2 fixes 0);
(c) ‖µ1‖22 + µ2 = µ2 + ‖µ3‖22 (σ2 fixes 0, 1, and ∞);
(d) C−2 = µ1µ3 − µ2 (the normalization AD− BC = 1).
The first and third conditions imply that µ2 ∈ R \ {0}, and hence
C−2 = −µ2 − ‖µ1‖22 ∈ R by the fourth condition.
We show that C ∈ R \ {0}. First, the fact that C−2 is real implies
that either the real or imaginary part of C equals zero. Secondly, for
z 6= ∞, the equation z = σ(z) is equivalent to ‖z− µ1‖22 = −C−2.
Since σ has no fixed points, C cannot be imaginary. Therefore C ∈
R \ {0}.
A direct computation shows that given the linear map
L(z) = C−1z+ µ1,
the Möbius transformation σ˜ = L−1 ◦ σ ◦ L is the antipodal map.
Then the covering group of µ2 = µ1 ◦ L is generated by the antipodal
map σ˜ which is an isometry of S2. 
Proof of Proposition 4.20. For convenience, we suppress the notation
for I = Id in the following argument. Fix a universal cover
π : Ω → Y,
where π is locally conformal, its covering group G acts by isometries
on Ω, and Ω is either the hyperbolic plane H2, the Euclidean plane
R2, or the Riemann sphere S2. The existence of π follows from
Lemma 4.22. As the covering group G acts by isometries on Ω, the
Riemannian inner product gΩ of Ω can be pushed forward to an
inner product g on Y in such a way that
π : (Ω, gΩ) → (Y, g)
is a local isometry in the Riemannian sense; see for example [Lee18,
Chapter 2]. Let G denote the corresponding Riemannian norm on
Y. Then the metric surface YdG has the same curvature as Ω (since π
is a local isometry) and complete (as a consequence of Hopf–Rinow
theorem and completeness of Ω).
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Let K denote the atlas consisting of the inverses of the restrictions
of π to small open subsets of R2 ∩ Ω. Since the elements of K
are local isometries and gΩ is comparable to the Euclidean inner
product in R2 ∩ Ω, the elements of K are isothermal charts that
are compatible with G. Therefore Lemma 4.21 implies that G is
compatible with I . 
5. Quasiconformal maps between reciprocal surfaces
We generalize the analysis of quasiconformal parametrizations
(Section 4.2) to analysis of quasiconformal maps between locally
reciprocal surfaces. Let dG denote the Riemannian distance obtained
from Proposition 4.20. Given two locally reciprocal surfaces Yd1 and
Yd2 , we make the following simplifications for i = 1, 2.
(a) The triple Ydi = (Yi, di, H2di) is denoted by Yi = (Yi, di, H2i ).
(b) The triple YGi = (Yi, dGi , H2Gi) refers to the triple YdGi =
(Yi , dGi , H2dGi ).
(c) The minimal upper gradient of idYdi
is denoted by ρi.
(d) The weighted measure ρiH2i (introduced in Section 3) is de-
noted by νi.
(e) The map ui = idYi : YGi → Yi is called the uniformization map.
(f) Proposition 4.20 implies that every isothermal parametriza-
tion of a subdomain of Yi (the metric surface Ydi) is of the
following form: There exists a homeomorphism
φ : R2 ⊃ U → V ⊂ YGi
conformal in the Riemannian sense for which ui ◦ φ is an iso-
thermal parametrization of ui(V) ⊂ Yi. Unless it is otherwise
stated, we express isothermal parametrizations of Yi in this
way.
If we are studying a single locally reciprocal surface, we omit the
subscript i.
5.1. Norm fields.
Lemma 5.1. Let Y be a locally reciprocal surface. Then there is a measur-
able section F = Fd of the norm bundle of Y, where for every isothermal
parametrization
u ◦ φ : R2 ⊃ U → V ⊂ Y,
and its approximate metric differential Fu◦φ, we have that
(5.1) Fu◦φ = Fd ◦Dφ.
Proof. Since the transition maps of IdG are diffeomorphisms, the ex-
pression
Fu◦φ ◦D(φ−1)
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depends only on the image point of φ, not on the isothermal para-
metrization φ (recall the chain rule Remark 3.18). Corollary 3.16
and Proposition 3.14 show that Fu◦φ exists and is a norm m2-almost
everywhere in U. Thus Fd : TY → R is well-defined H2G-almost
everywhere in V.
The norm bundle of Y is defined using the isothermal charts of
YG: A real-valued map N : TY → R is a measurable section of
the norm bundle of Y if for any isothermal parametrization φ of
V ⊂ YG, we have that N ◦ Dφ is measurable as a map into C(S1, R)
that is also a norm at m2-almost every point. This holds for F as a
consequence of Proposition 3.14 and Corollary 3.16. 
Lemma 5.2. There exists a Borel set B ⊂ Y of H2G-measure zero for which
y 7→ (F χY\B +GχB)(y) is a Borel measurable section of the norm bundle
of Y.
Proof. We fix a countable subatlas J ⊂ Id. By applying Proposi-
tion 3.14 and Corollary 3.16, given any parametrization φ : U → V
with (V, f = φ−1) ∈ J , there exists a Borel set B′ ⊂ U such that
x 7→
(
Fu◦φ χU\B′ + G ◦ DφχB′
)
(x) is Borel measurable as a map
into C(S1, R) and a norm everywhere. Define B f = φ(B′) and
B =
⋃
(V, f )∈J
B f .
Then B has zero H2G-measure. Also, the map
y 7→
(
F χY\B + GχB
)
(y)
is Borel measurable (section of the norm bundle) and a norm every-
where. 
The uniformization map u = idY : YG → Y is defined on (e) at the
beginning of this section.
Lemma 5.3. The uniformization map u : YG → Y is π2 -quasiconformal
and if φ : U → V ⊂ YG is an isothermal parametrization of V ⊂ YG, the
pointwise dilatations of u satisfy
(5.2) KO(u) = KO(u ◦ φ) ◦ φ−1 and KI(u) = KI(u ◦ φ) ◦ φ−1.
Proof. To see that u is π2 -quasiconformal, we recall that u ◦ φ is π2 -
quasiconformal (Corollary 4.7) and φ is conformal (Proposition 4.20).
The pointwise identities for dilatations of u follow from the com-
position laws for dilatations (Lemma 3.11) and the fact that φ is
conformal. 
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Corollary 5.4. Let u be the uniformization map. Then H2G-almost every-
where the pointwise dilatations of u satisfy
(5.3) ρ2(G, F) = KO(u)KI(u),
where ρ(G, F) is the Banach–Mazur distance between the Banach spaces
(TY, G) and (TY, F).
The Banach–Mazur distance in Definition 4.4 generalizes to dis-
tances between Banach spaces, however, we can also apply Defin-
ition 4.4 directly in the following equivalent way: Given an iso-
thermal parametrization φ : U → V ⊂ YG, we define ρ(Fd, G) ◦ φ to
be equal to ρ(Fd ◦Dφ, G ◦ Dφ).
Proof. Since Fd ◦Dφ = Fu◦φ (Lemma 5.1) and G ◦ Dφ is comparable
to the Euclidean norm (Proposition 4.20), the corresponding claim
about u ◦ φ (Proposition 4.6) establishes (5.3). 
Lemma 5.5. The map u : (Y, H2G) → (Y, ν) satisfies Conditions (N) and
(N−1).
Proof. The claim is an immediate consequence of the fact that u is
quasiconformal (Lemma 5.3), the fact that the minimal upper gradi-
ent of idYG equals χYG (Corollary 3.6), and Proposition 3.4. 
In the following sections, it is sometimes convenient to consider
the differential
Du : (TY, G) → (TY, F),
where we consider the norm field F to be well-defined ν-almost
everywhere in Y. This makes sense due to Lemma 5.5.
5.2. Quasiconformal maps. Our goal is to understand the analogs
of Lemma 5.3 and Corollary 5.4 for two locally reciprocal surfaces
Y1 and Y2 and for an arbitrary quasiconformal map
(5.4) Ψ : Y1 → Y2.
To that end, since the map
Ψ˜ = u−12 ◦Ψ ◦ u1 : YG1 → YG2
is quasiconformal as a map between two Riemannian surfaces, it
is classically differentiable H2G1-almost everywhere and it satisfies
Conditions (N) and (N−1); see Section 3.3 of [AIM09].
Lemma 5.6. The differential
(5.5) DΨ : (TY1, F1) → (TY2, F2)
is well-defined ν1-almost everywhere. Moreover,
D(Ψ−1) ◦ DΨ = D idY1
ν1-almost everywhere.
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Proof. Since Lemma 5.5 holds and Ψ˜ satisfies Conditions (N) and
(N−1), the claim follows from Lemma 5.2 and the fact that D(Ψ˜−1) ◦
DΨ˜ = D idG1 H2G1-almost everywhere. 
Fix a point x, where F1(x) and F2(Ψ(x)) are norms and where
DΨ(x) is an invertible linear map, i.e., ν1-almost any point x ∈ Y1
(Lemma 5.6). Then the operator norm of
(5.6) DΨ(x) : (TxY1, F1(x)) → (TΨ(x)Y2, F2(Ψ(x))).
is a minimal upper gradient of DΨ(x). We denote it by ‖DΨ‖ (x).
The Jacobian of DΨ(x) is defined as in Definition 4.1 of [AK00]
and is denoted by J2(DΨ)(x). The operator norm of the inverse of
DΨ(x) is denoted by
∥∥DΨ−1∥∥ (Ψ(x)). It is the minimal upper gradi-
ent of D(Ψ−1)(Ψ(x)). The outer and inner dilatation of DΨ(x) are
denoted by KO(DΨ)(x) and KI(DΨ)(x), respectively. The maximal
dilatation of DΨ(x) is denoted by K(DΨ)(x). The following result
is a consequence of Lemma 5.6.
Lemma 5.7. The operator norm ‖DΨ‖ of DΨ and its Jacobian J2(DΨ)
are well-defined ν1-almost everywhere. Also the pointwise outer dilatation
KO(DΨ), inner dilatation KI(DΨ) and maximal dilatation K(DΨ) of DΨ
are well-defined ν1-almost everywhere.
Definition 5.8. We say that the differential DΨ is conformal ν1-almost
everywhere if KO(DΨ)KI(DΨ) = χY1 ν1-almost everywhere. Equival-
ently, the maximal dilatation K(DΨ) = χY1 ν1-almost everywhere.
Remark 5.9. Note that KO(DΨ) and KI(DΨ) are greater than χY1 ν1-
almost everywhere. This is a consequence of the following argument. Given
two two-dimensional Banach spaces E1 and E2 and an invertible linear
map L : E1 → E2, the metric balls satisfy the following inclusions:
BE2
(
0,
1
‖L−1‖
)
⊂ L(BE1(0, 1)) ⊂ BE2 (0, ‖L‖) .
Given these inclusions, using the monotonicity of the Hausdorff 2-measure,
and by applying the change of variables formula for L (see [AK00]), we de-
duce that min {KO(L), KI(L)} ≥ 1. We conclude from this fact that
K(L) = 1 if and only if KO(L)KI(L) = 1. As a consequence, the con-
formality of DΨ is well-defined.
Let B0 be a Borel set ofH2G1-measure zero such that the restrictions
of u1 and u2 ◦ Ψ˜ to YG1 \ B0 satisfy Conditions (N) and (N−1). The
existence of such a set is guaranteed by Lemma 5.5, by the fact that
Ψ˜ satisfies Conditions (N) and (N−1), and by Proposition 3.4. We
fix such a set for the rest of this section.
Lemma 5.10. The Jacobian JΨ of Ψ equals J2(DΨ) H21-almost everywhere
in Y1 \ u1(B0). In particular, this identity holds ν1-almost everywhere.
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Proof. The claim is local so it suffices to consider the claim using
isothermal charts of Y1 and of Y2. The isothermal charts satisfy Con-
ditions (N) and (N−1) when restricted to the complement of u1(B0)
and Ψ ◦u1(B0), respectively. Then the claim follows from the change
of variables formula stated in Proposition 3.14, the chain rule of ap-
proximate metric differentials (Proposition 3.17), and the chain rule
of Jacobians of linear maps between Banach spaces [AK00, Lemma
4.2]. 
We fix a Borel set B1 ⊃ B0 of zero H2G1-measure for which the
following properties hold:
(a) The maps Y1 \ u1(B1) ∋ y 7→ F1(y) and Y2 \Ψ(u1(B1)) ∋ y 7→
F2(y) are norms everywhere and also Borel measurable;
(b) The maps Y1 \ u1(B1) ∋ y 7→ DΨ(y) and Y2 \ Ψ(u1(B1)) ∋
y 7→ D(Ψ−1)(y) are Borel measurable and the chain rule
D(Ψ−1) ◦ DΨ = D idY1 holds everywhere in Y1 \ u1(B1).
Recall that Ψ˜ satisfies Conditions (N) and (N−1). The existence of B1
satisfying property (a) is guaranteed by Lemma 5.2. The existence
of B1 satisfying property (b) follows by a similar reasoning.
The main point of B1 is that the operator norm of DΨ from (5.6)
and of its inverse D(Ψ−1) are well-defined everywhere in the com-
plement of u1(B1) and Ψ(u1(B1)), respectively. The restriction of Ψ
to the complement of u1(B1) satisfies Conditions (N) and (N
−1).
Definition 5.11. We define IΨ as the operator norm ‖DΨ‖ in Y1 \ u1(B1)
and zero otherwise. The function IΨ−1 is defined as the operator norm∥∥D(Ψ−1)∥∥ in Y2 \Ψ(u1(B1)) and zero otherwise.
Proposition 5.12. The Borel functions IΨ and IΨ−1 are minimal upper
gradients of Ψ and Ψ−1, respectively.
We state some consequences of Proposition 5.12 before proving
the statement itself. Recall the definition of Banach–Mazur minim-
izers from Definition 4.5.
Corollary 5.13. The equalities KO(Ψ) = KO(DΨ) and KI(Ψ) = KI(DΨ)
hold ν1-almost everywhere. In particular, the pointwise dilatations satisfy
(5.7) KO(DΨ)KI(DΨ) ≥ ρ2(F1, F2 ◦DΨ)
ν1-almost everywhere. The equality (5.7) holds ν1-almost everywhere if
and only if the differential
DΨ : (TY1, F1) → (TY2, F2)
is a Banach–Mazur minimizer ν1-almost everywhere.
Proof. Lemma 5.5 implies that u1(B1) has zero ν1-measure. There-
fore it suffices to show the claimed identities in the complement of
u1(B1).
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The identities of the pointwise dilatations of Ψ are immediate con-
sequences of the expression of the Jacobian JΨ of Ψ (Lemma 5.10),
the expressions of minimal upper gradients of Ψ and Ψ−1 (Pro-
position 5.12), and the definitions of the pointwise dilatations of Ψ
(Definition 3.9) and of DΨ (Lemma 5.7).
The inequality (5.7) follows from the definition of Banach–Mazur
minimizers (Definition 4.5). The same definition implies that the
equality holds as claimed. 
Corollary 5.14. A quasiconformal map Ψ : Y1 → Y2 between locally re-
ciprocal surfaces is conformal if and only if DΨ : (TY1, F1) → (TY2, F2)
is conformal ν1-almost everywhere. This happens if and only if
KO(DΨ)KI(DΨ) = ρ
2(F1, F2 ◦DΨ) = χY1
ν1-almost everywhere.
Proof. First, we consider the claim about the conformality of Ψ and
DΨ being equivalent.
As we defined in Section 1.1, the map Ψ is conformal if its (global)
maximal dilatation equals one. The pointwise dilatations of Ψ can
be expressed using the corresponding dilatations of DΨ (Corol-
lary 5.13). The latter dilatations are greater than χY1 (Remark 5.9
and Definition 5.8). Therefore the maximal dilatation Ψ equals one
if and only if the pointwise dilatations of Ψ equal χY1 ν1-almost
everywhere. This happens if and only if the product of the point-
wise dilatations equals χY1 ν1-almost everywhere.
We conclude that Ψ is conformal if and only if the differential DΨ
is conformal ν1-almost everywhere.
The Banach–Mazur distance between two Banach spaces is always
greater than one, therefore (5.7) implies that Ψ is conformal if and
only if
KO(DΨ)KI(DΨ) = ρ
2(F1, F2 ◦DΨ) = χY1
ν1-almost everywhere. The proof is complete. 
Proof of Proposition 5.12. We fix the Borel set B1 as before. We re-
call the relevant properties. The set u1(B1) has zero ν1-measure
(Lemma 5.5) and the restriction of Ψ to the complement of u1(B1)
satisfies Conditions (N) and (N−1). The restriction of u1 to the com-
plement of B1 satisfies Conditions (N) and (N
−1). Also properties
(a) and (b) in the definition of B1 yield the following — they state
that the differential DΨ is well-defined and invertible everywhere
in the complement of u1(B1). Also the norm field F1 is a norm
everywhere in the complement of u1(B1).
Similar properties hold for the set u−12 (Ψ ◦ u1(B1)) and the maps
u2 and Ψ
−1. Also D(Ψ−1) and F2 are well-defined in the comple-
ment of Ψ(u1(B1)).
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Let Γ denote the Ψ-, u−11 -, and u
−1
2 ◦Ψ-singular paths (recall Defin-
ition 3.2). The family Γ has zero modulus by Lemma 3.3. Let Γ+
u1(B1)
denote the paths that have positive length in u1(B1) ⊂ Y1. That
family has zero modulus by Lemma 3.7. Let Γ1 denote the union of
Γ and Γ+
u1(B1)
. This family has zero modulus.
We prove two claims. Claim (1): The operator norm
IΨ = ‖DΨ‖ χY1\u1(B1)
is a weak upper gradient of Ψ.
Claim (2): If ρΨ is a minimal upper gradient of Ψ, then IΨ ≤ ρΨ
H21-almost everywhere.
These claims imply that IΨ = ρΨ H21-almost everywhere which is
what we wanted to prove. The argument for IΨ−1 is similar so we
only prove Claims (1) and (2). Since Y1 can be covered by isothermal
charts, it suffices to prove Claims (1) and (2) in the image of an
arbitrary isothermal parametrization.
Consider an isothermal parametrization u1 ◦ φ1 : U1 → V1 ⊂ Y1
and letV2 = Ψ(V1). Fix an isothermal parametrization u2 ◦φ2 : U2 →
V2. (The existence of φ2 follows from Proposition 4.2.) Define a
quasiconformal map ψ : U1 → U2 by the formula Ψ ◦ (u1 ◦ φ1) =
(u2 ◦ φ2) ◦ ψ.
Proof of Claim (1): Let N˜1 ⊂ U1 denote a Borel set of zero m2-
measure that contains φ−11 (B1) and the points where the chain rule
(5.8) F(u2◦φ2)◦ψ = Fu2◦φ2 ◦Dψ
fails to hold. (The existence of N˜1 is implied by the chain rule Pro-
position 3.17, the Condition (N−1) of φ1, and the fact that B1 has
zero H2G1-measure.)
Let Γ0 denote the union of Γ
+
N˜1
and (u1 ◦ φ1)−1(Γ1). This path
family has zero modulus. The paths in AC+(U1) \ Γ0 are (u1 ◦ φ1)-,
Ψ ◦ (u1 ◦ φ1)-, and ψ-good by the construction of Γ1 and the fact that
φ1 and φ2 are diffeomorphisms.
The classical chain rule for differentials and (5.8) imply that every-
where in U1 \ N˜1,
FΨ◦(u1◦φ1) = F2 ◦DΨ ◦ D(u1 ◦ φ1) and(5.9)
Fu1◦φ1 = F1 ◦D(u1 ◦ φ1).(5.10)
Then Lemma 4.11, together with (5.9) and (5.10), imply that for
every γ ∈ AC(U1) \ Γ0,
vΨ◦(u1◦φ1◦γ) = F2 ◦DΨ ◦ D(u1 ◦ φ1) ◦ Dγ and(5.11)
vu1◦φ1◦γ = F1 ◦D(u1 ◦ φ1) ◦ Dγ(5.12)
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m1-almost everywhere in dom(γ). By definition of the operator
norm ‖DΨ‖ and of IΨ, (5.11) and (5.12) imply that
(5.13) vΨ◦(u1◦φ1◦γ) ≤ IΨ ◦ (u1 ◦ φ1 ◦ γ)vu1◦φ1◦γ
m1-almost everywhere in dom(γ); here we use the fact that the path
γ has zero length in N˜1 and that the path is Ψ ◦ (u1 ◦ φ1)- and u1 ◦
φ1-good. Since the path family u1 ◦ φ1(Γ0) has zero modulus, we
deduce from (5.13) that Claim (1) holds.
Proof of Claim (2): Fix a representative of the minimal upper
gradient of ρΨ. The claim follows from a slight modifications of the
proof of Proposition 4.9, therefore we only point out the important
details. The modifications require the observations that if γ is an
arc segment in U and it is not in the path family Γ0, then (5.11) and
(5.12) hold and such path segments are Ψ ◦ (u1 ◦ φ1)- and (u1 ◦ φ1)-
good paths. Using these observations, Fubini’s theorem, and the
change of variables formula for u1 ◦ φ1, it is possible to prove that
for any θ ∈ R for m2-almost every x ∈ U1 \ N˜1,
∞ > ρΨ ◦ (u1 ◦ φ1)(x)J2(Fu1◦φ1)(x)(5.14)
≥ F2 ◦DΨ ◦ D(u1 ◦ φ1)(x)[exp (iθ)]
F1 ◦D(u1 ◦ φ1)(x)[exp (iθ)] J2(Fu1◦φ1)(x),
where R ∋ θ 7→ exp (iθ) ∈ S1 is the exponential map. By consider-
ing a countable dense set D ⊂ R, we deduce from (5.14) that
ρΨ ◦ (u1 ◦ φ1)(x) ≥ ‖DΨ‖ ◦ (u1 ◦ φ1)(x)
m2-almost every x ∈ U1 \ N˜1, i.e., m2-almost every x ∈ U1 \ φ−11 (B1).
This inequality combined with the fact that φ1 and the restriction of
u1 to the complement of B1 satisfy Conditions (N) and (N
−1) yield
that
(5.15) ρΨ ≥ ‖DΨ‖ = IΨ
H21-almost everywhere in V1 \u1(B1). Since IΨ equals zero in u1(B1),
we deduce that the inequality (5.15) holds H21-almost everywhere in
V1. The proof of Claim (2) is complete. 
Remark 5.15. The proof of Proposition 5.12 implies the following. Let
φ1 : U1 → V1 and φ2 : U2 → V2 be isothermal parametrizations and sup-
pose that Ψ : u1(V1) → u2(V2) is quasiconformal. Define ψ : U1 → U2
by the identity (u2 ◦ φ2) ◦ ψ = Ψ ◦ (u1 ◦ φ1) and L by
L = Dψ : (TU1, F1 ◦Dφ1) → (TU2, F2 ◦Dφ2).
Then for m2-almost every x ∈ U1 and y = u1 ◦ φ1(x),
KO(Ψ)(y) = KO (L) (x) and KI(Ψ)(y) = KI (L) (x).(5.16)
In conclusion, the pointwise dilatations of Ψ can be computed using iso-
thermal charts.
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6. Applications
6.1. Isothermal parametrizations using Riemannian surfaces. We
start this section by generalizing local isothermal parametrizations
of locally reciprocal surfaces by planar domains (Definition 4.1) with
global isothermal parametrizations by Riemannian surfaces (Defin-
ition 6.1). The main result of this section is Theorem 6.2. We con-
clude the section with the proof of Theorem 1.3.
Definition 6.1 (Isothermal parametrizations). Let ZdG be a Rieman-
nian surface and Ψ : ZdG → Yd a quasiconformal map.
We say that the pair (ZdG , Ψ) is an isothermal parametrization of
Yd if for every other Riemannian surface Z˜d
G˜
and quasiconformal map
Ψ˜ : Z˜d
G˜
→ Yd we have that
(6.1) (KO(Ψ)KI(Ψ))(x) ≤
[
KO(Ψ˜)KI(Ψ˜)
]
◦ (Ψ˜−1 ◦Ψ)(x)
at H2dG-almost every x ∈ ZdG . If the image of the map (ZdG , Ψ) is clear
from the context, we say that (ZdG , Ψ) is isothermal. If also the domain
is clear, we simply say that Ψ is isothermal.
Recall that u = idY : YdG → Yd is the uniformization map defined
in the beginning of Section 5. The following theorem is analogous
to Theorem 4.16.
Theorem 6.2. The uniformization map u is isothermal. Isothermal para-
metrizations are unique in the following sense.
For a quasiconformal map Ψ : ZdG → Yd, the following are equivalent.
(a) The map Ψ is isothermal;
(b) The composition u−1 ◦Ψ is conformal in the Riemannian sense.
Moreover, (a) and (b) are equivalent to any one of the following properties.
(c) The map DΨ : (TZ, G) → (TY, Fd) is a Banach–Mazur minim-
izer H2dG-almost everywhere;
(d) The identity
(6.2) ρ2(G, Fd ◦DΨ) = KO(Ψ)KI(Ψ)
holds H2dG-almost everywhere in ZdG .
(e) The pointwise dilatations satisfy
(6.3) KO(Ψ)KI(Ψ) ◦ (Ψ−1 ◦ u) = KI(u)KI (u)
H2dG-almost everywhere in YdG .
Proof. For the duration of the proof, we denote ZdG by Z and the
Riemannian norm of Z by GZ to avoid confusion with the Rieman-
nian norm G of YdG = YG. The Hausdorff 2-measure on Z is denoted
by H2Z and the Hausdorff 2-measure of YG by H2G.
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First, the equivalence between Claim (c) and (d) is established by
Corollary 5.13.
Secondly, since Ψ : ZGZ → Y is quasiconformal, Corollary 5.13
shows that
KO(Ψ)KI(Ψ) ≥ ρ2(GZ, Fd ◦DΨ)(6.4)
= ρ2(GZ ◦ D(Ψ−1) ◦ Du, Fd ◦Du) ◦ (u−1 ◦Ψ),
where the terms in (6.4) are well-defined and the chain of inequal-
ities holds H2Z-almost everywhere in Z.
The composition GZ ◦D(Ψ−1) ◦Du is a norm induced by a Rieman-
nian normH2G-almost everywhere in Y. ThereforeH2Z-almost every-
where, the identity
ρ2(GZ ◦D(Ψ−1) ◦Du, Fd ◦Du) ◦ (u−1 ◦Ψ)
= ρ2(G, Fd ◦Du) ◦ (u−1 ◦Ψ)
holds. Applying Corollary 5.4 to the latter term shows that
ρ2(GZ ◦D(Ψ−1) ◦Du, Fd ◦Du) ◦ (u−1 ◦Ψ)(6.5)
= KO(u)KI (u) ◦ (u−1 ◦Ψ)
H2Z-almost everywhere in Z. Now (6.4) and (6.5) show that
(6.6) KO(Ψ)KI(Ψ) ◦ (Ψ−1 ◦ u) ≥ KO(u)KI(u)
H2G-almost everywhere in YG. We deduce from (6.6) that the uni-
formization map u is isothermal.
The map Ψ is isothermal if and only if the inequality in (6.6) is an
equalityH2G-almost everywhere, and by (6.4) and (6.5), this happens
if and only if
(6.7) DΨ : (TZ, GZ) → (TY, Fd)
is a Banach–Mazur minimizer H2Z-almost everywhere. An immedi-
ate consequence of this observation is that Claims (a), (c), (d), and
(e) are equivalent.
To prove the equivalence of Claims (c) and (b), it suffices to show
the equivalence in the domain of an arbitrary isothermal chart of Z.
After this is shown, the proof is complete.
Fix isothermal parametrizations u1 ◦ φ1 : U1 → V1 ⊂ Z and u ◦
φ2 : U2 → V2 = Ψ(V1) ⊂ Y. Define ψ : U1 → U2 by the identity
(u ◦ φ2) ◦ ψ = Ψ ◦ (u1 ◦ φ1) and L by
L = Dψ : (TU1, F1 ◦Dφ1) → (TU2, Fd ◦Dφ2).
Then Remark 5.15 (pointwise dilatations of Ψ can be computed us-
ing L) and Corollary 5.13 (pointwise dilatations of Ψ coincide with
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the dilatations of DΨ) yield that pointwise m2-almost everywhere
in U1,
KO(DΨ) ◦ (u1 ◦ φ1) = KO(L) and KI(DΨ) ◦ (u1 ◦ φ1) = KI(L).
Recall that Fd ◦Dφ2 = Fu◦φ2 by construction (Lemma 5.1). The do-
main of Ψ is the Riemannian surface Z therefore Lemma 4.21 yields
that F1 ◦Dφ1 = Fu1◦φ1 = GZ ◦ D(u1 ◦ φ1) is comparable to the Euc-
lidean norm ‖·‖2. Therefore
L˜ = Dψ : (TU1, ‖·‖2) → (TU2, Fu◦φ2)
satisfies
KO(L) = KO(L˜) and KI(L) = KI(L˜).
We conclude that the differential DΨ from (6.7) is a Banach–Mazur
minimizerH2Z-almost everywhere in the image of u1 ◦φ1 if and only
if L˜ is a Banach–Mazur minimizer m2-almost everywhere.
The differential L˜ is a Banach–Mazur minimizer m2-almost every-
where if and only if (u ◦ φ2) ◦ ψ is isothermal (Theorem 4.16). This
happens if and only if φ2 ◦ ψ is conformal in the Riemannian sense
(Proposition 4.20). Since u1 ◦ φ1 is conformal in the Riemannian
sense (Lemma 4.21), the map φ2 ◦ ψ is conformal in the Riemannian
sense if and only if
(6.8) u−1 ◦Ψ : Z ⊃ V1 → u−1(V2) ⊂ YG2
is conformal in the Riemannian sense.
In conclusion, the differential DΨ from (6.7) is a Banach–Mazur
minimizer H2Z-almost everywhere in the image V1 of u1 ◦ φ1 if and
only if the restriction of u−1 ◦ Ψ to V1 is conformal in the Rieman-
nian sense. Since u1 ◦ φ1 was an arbitrary isothermal chart of Z, the
proof is complete. 
Corollary 6.3. Let Yd be locally reciprocal. Then the complete constant
curvature Riemannian surface YdG from Proposition 4.20 and the uniform-
ization map u = idY : YdG → Yd provide an isothermal parametrization of
Yd. Moreover,
2
π
ρ2(G, F)(x) ≤ KO(u)(x) ≤ 4π and
π
4
ρ2(G, F)(x) ≤ KI(u)(x) ≤ π
2
for H2dG-almost every x ∈ YdG . In particular, the pointwise dilatations
satisfy KO(u) ≤ 4π , KI(u) ≤ π2 and KO(u)KI (u) ≤ 2 H2dG-almost every-
where.
Proof. The uniformization map is isothermal by Theorem 6.2. The
dilatation bounds for u follow from Corollary 5.4 and Lemmas 5.3
and 4.13. 
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Recall the statement of Theorem 1.3. We are ready to prove it.
Theorem 1.3. A metric surface Yd is locally reciprocal if and only if there
exists a complete Riemannian surface ZdG of curvature−1, 0, or 1 together
with a π2 -quasiconformal map
(1.7) φ : ZdG → Yd,
such that the outer dilatation KO(φ) ≤ 4π , the inner dilatation KI(φ) ≤ π2 ,
and the distortion [KO(φ)KI(φ)]
1/2 ≤ √2. The bounds on the dilatations
and the distortion are best possible.
Proof of Theorem 1.3. The "if" direction is clear since local reciprocal-
ity is a quasiconformal invariant.
The "only if" direction follows from Corollary 6.3. That result
proves that the uniformization map u : YG → Y and the related
Riemannian surface YG satisfy the claimed dilatation bounds.
The first part of the claim is proved. Next we prove that the upper
bounds on the outer dilatation KO(φ), inner dilatation KI(φ) and the
distortion [KO(φ)KI(φ)]
1/2 are optimal. The following construction
implies that every quasiconformal equivalence class of locally recip-
rocal surfaces has a representative where the equalities are achieved.
The following construction is motivated by the simply connec-
ted example of (R2, ‖·‖∞), where ‖·‖∞ is the supremum norm; see
Example 2.2 of [Raj17].
Fix a complete Riemannian surface Z = ZdG of curvature −1, 0,
or 1. Then for x ∈ Z and small r > 0, there exists an orthonormal
frame {E1, E2} with respect to G defined in the metric ball B(x, 3r).
Fix a smooth function 0 ≤ φ ≤ 1 that equals zero in the complement
of B(x, 2r) and one in B(x, r). Consider a smooth vector field X =
X1E1 + X2E2 defined in B(x, 3r). We define H[X] = supi=1, 2 |Xi|
and
F[X] = φH[X] + (1− φ)G[X].
The continuous norm field F is initially defined in B(x, 3r) but it
extends to Z due to the choice of φ. By minimizing the length func-
tional induced by F along absolutely continuous paths, we obtain a
length distance dF on Z that is
√
2-biLipschitz equivalent to dG.
Since F is continuous, it is not difficult to see that FdF = F every-
where (see for example [DCP95]). Then we construct
TF : (TZ, F) → (TZ, G)
as in Lemma 4.14; due to potential issues with the non-orientability
of Z, the map TF is only defined locally, say in a single isothermal
chart. The following argument is local so we ignore this issue.
The definition of the Banach–Mazur distance implies that fiber-
wise, the pullback norm G ◦ TF is induced by an inner product that
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is invariant under the isometry group of the corresponding fiber of
(TZ, F). We claim that this implies that G ◦ TF must be comparable
to G and thus TF equals D idZ. This requires an argument.
The construction of F implies that the John’s ellipse of the unit
ball of F is the unit ball of G everywhere. Also the fibers of (TZ, F)
have at least as many isometries as the corresponding fibers of
(TZ, G). Therefore, using the terminology of [TJ89], the fibers of
(TZ, F) have enough symmetries. Then Proposition 16.5 of [TJ89]
states that the inner product induced by TF is comparable to the
inner product induced by the John’s ellipse of the unit ball of F, i.e.,
comparable to the Riemannian metric associated to G. Therefore
the construction of TF implies that TF = D idZ.
Since TF equals D idZ, we deduce that the map Ψ = idZ : ZdG →
ZdF is isothermal (Theorem 6.2 Part (c)). Additionally,
(6.9) ρ2(G, F ◦DΨ) = 2
everywhere in B(x, r) (see for example Proposition 37.4 of [TJ89]).
Then (6.9) and the lower bounds stated in Corollary 6.3 imply that
in B(x, r),
KO(Ψ) =
4
π
, KI(Ψ) =
π
2
and KO(Ψ)KI(Ψ) = 2.
This shows the sharpness of Theorem 1.3. 
6.2. Conformal automorphisms. We study when a locally recip-
rocal surface is conformally equivalent to a Riemannian surface.
We start the discussion with trying to understand conformal maps
between reciprocal surfaces.
As an application, we show that the conformal automorphism
groups of reciprocal disks characterize when a metric surface is con-
formally equivalent to a Riemannian surfaces (see Proposition 6.6).
We apply Proposition 6.6 to Alexandrov surfaces in order to show
that the uniformization map of an Alexandrov surface is conformal
thereby proving Theorem 1.5. See the end of this section.
Let Y1 and Y2 be two locally reciprocal surfaces and φ1 : ZG1 →
Y1 and φ2 : ZG2 → Y2 isothermal parametrizations by Riemannian
surfaces (the existence of which is guaranteed by Theorem 6.2).
Proposition 6.4. Suppose that Ψ : Y1 → Y2 is quasiconformal. If Ψ is
conformal, the map
(6.10) Ψ˜ = φ−12 ◦Ψ ◦ φ1 : ZG1 → ZG2
is conformal in the Riemannian sense. In particular, Ψ˜ is a diffeomorphism.
Let YG denote the Riemannian surface obtained from Proposi-
tion 4.20. We obtain the following result from Corollary 6.3 and
Proposition 6.4.
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Corollary 6.5. The conformal automorphisms of Y are conformal auto-
morphisms of YG.
Proof of Proposition 6.4. If Ψ is conformal, then the pointwise dilata-
tions satisfy
(6.11) KO(Ψ ◦ φ1)KI(Ψ ◦ φ1) = KO(φ1)KI(φ1)
by Lemma 3.11.
Let u2 = idY2 : YG2 → Y2 be the uniformization map (see Sec-
tion 5). An application of (6.11) and Theorem 6.2 shows that Ψ ◦
φ1 = φ2 ◦ Ψ˜ is isothermal. The same theorem shows that this hap-
pens if and only if u−12 ◦ (φ2 ◦ Ψ˜) is conformal in the Riemannian
sense. Since u−12 ◦ φ2 is also conformal in the Riemannian sense by
the same theorem, so is the map Ψ˜. 
Let u = idY : YG → Y denote the uniformization map. For each
disk D ⊂ YG, let G denote the conformal automorphism group of
D and H the conformal automorphism group of u(D) ⊂ Y. The-
orem 6.2 implies that the restriction of u to D is an isothermal para-
metrization of u(D). Proposition 6.4 implies that the conjugation
map
(6.12) Cu−1 : H → G, h 7→ u−1 ◦ h ◦ u
∣∣
D
is a well-defined homomorphism. It is obviously injective. Recall
that Y has a norm field F = Fd associated to it by Lemma 5.1.
Proposition 6.6. The conjugation map (6.12) is an isomorphism if and
only if the restriction of u to D is conformal. This happens if and only if
the norm field F of Y is induced by an inner productH2G-almost everywhere
in D.
Proof. The fact that the restriction of u to D is conformal if and only
if the norm field F of Y is induced by an inner product H2G-almost
everywhere in D follows from Corollaries 5.4 and 5.14. If the restric-
tion of u to D is conformal, the surjectivity of the conjugation map
is clear. Thus it suffices to consider the case where the conjugation
map is surjective.
To that end, the classical uniformization theorem implies that
there exists a conformal map φ : U → D ⊂ YG, where U is the
Euclidean plane R2 or the Euclidean disk D. Let ψ = u ◦ φ and
let M denote the conformal automorphism group of U. Then by
construction, the conjugation map
(6.13) Cψ−1 : H → M, h 7→ ψ−1 ◦ h ◦ ψ
is an isomorphism.
We apply Proposition 3.14 and Corollary 3.16 to the map ψ. We
obtain anm2-null set N0 ⊂ D and countably many Borel sets {Bi}∞i=1
UNIFORMIZATION OF METRIC SURFACES 57
partitioning U \ N0 in such a way that for each i, Fψ
∣∣
Bi
is a norm
pointwise everywhere and continuous as a map into C(S1, R).
Consider a Lebesgue density point x ∈ Bi for some i and fix
λ ∈ S1. Then there exists an orientation-preserving Möbius trans-
formation m ∈ M that fixes x and for which Dm(x) = λ. (The
existence of such an m is readily verified by first considering the
special case x = 0 and then reducing the general case to x = 0 by
considering a Möbius transformation of M that maps 0 to x.)
Consider the Borel set B = Bi ∩ m−1(Bi). Since m is a diffeo-
morphism that fixes x, the point x is a density point of B as well. By
recalling Remark 3.18, Fψ◦m exists at x ∈ B if and only if Fψ exists at
m(x) ∈ B, and in either case,
(6.14) Fψ◦m(x) = Fψ ◦Dm(x).
Consequently, the restriction of Fψ◦m to B is continuous.
Since h = ψ ◦m ◦ ψ−1 is conformal, Remark 5.15 implies that the
set K ⊂ U of points where the differential
(6.15) Dm : (TU, Fψ) → (TU, Fψ)
is conformal has the full measure of U. At every y ∈ K, we find that
(6.16) Fψ ◦Dm(y) = C(y) Fψ(y)
for the operator norm C(y) of (6.15). The chain rule (6.14) implies
that
(6.17) C(y) =
∥∥D id : (TU, Fψ) → (TU, Fψ◦m)∥∥ (y).
The norms Fψ◦m and Fψ are continuous in B by construction of B
thus C from (6.17) is continuous in B. We deduce that (6.16) holds
at Lebesgue density points of B (which are limit points of B ∩ K)
and especially at y = x.
We conclude that for y = x and for m ∈ M with m(x) = x and
Dm(x) = λ ∈ S1, (6.16) shows that for every v ∈ R2,
(6.18) Fψ(x)[λv] = C(x) Fψ(x)[v].
Iterating (6.18) for vn = λn yields that C(x) = 1. Thus for every
v ∈ R2,
(6.19) Fψ(x)[λv] = Fψ(x)[v].
Since the conjugation map (6.13) is an isomorphism, (6.19) holds for
every λ ∈ S1. We deduce that Fψ(x) = c(x) ‖·‖2 for some constant
0 < c(x) < ∞. The argument goes through for an arbitrary density
point of Bi for any i, hence such a constant c(x) exists for m2-almost
every x ∈ U. This conclusion combined with Proposition 4.6 and
Corollary 5.14 imply that ψ is conformal. This means that
u
∣∣
D
= ψ ◦ φ−1
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is conformal as well. The proof is complete. 
Next we prove Theorem 1.5. Recall the statement.
Theorem 1.5. Any Alexandrov surface Yd is locally reciprocal and the
map in Theorem 1.3 can be taken to be conformal and absolutely continuous
in measure.
We elaborate on the precise statement of Theorem 1.5 a bit more.
We recall that a two-dimensional Alexandrov space X can be written
as a union of a surface Y and topological boundary ∂Y = X \ Y in
such a way that every point of Y has a neighbourhood biLipschitz
homeomorphic to a planar domain. Also recall that at H2d-almost
every point of Y, the Gromov–Hausdorff tangents are isometric to
R2. See Sections 10.8 and 10.10 of [BBI01] for details. We prove the
theorem for the surface part Y = Yd.
The uniformization map u is the map refered as "the map in The-
orem 1.3"; recall the proof of Theorem 1.3. When we say that the
uniformization map is absolutely continuous, we mean that it satis-
fies Condition (N).
Proof. The existence of biLipschitz charts of Y imply that the min-
imal upper gradient of idYd has χYd as its representative, therefore
the uniformization map u satisfies Conditions (N) and (N−1) (Co-
rollary 3.6).
The chain rule (5.1) and Proposition 6.6 reduce the claim to show-
ing that for an arbitrary isothermal parametrization φ : D → V ⊂ Yd
of a disk V ⊂ Yd, the approximate metric differential Fφ is induced
by an inner product m2-almost everywhere.
We use two facts. First, the Gromov–Hausdorff tangents of Yd are
unique and isometric to R2 H2d-almost everywhere in Yd. Secondly,
an application of Proposition 3.14 and a standard blow-up argu-
ment at density points along the lines of [LD11, Proposition 3.1]
imply that for m2-almost every x ∈ D, the tangents of Yd at φ(x) are
isometric to (R2, Fφ(x)). We deduce that Fφ must be induced by an
inner product m2-almost everywhere. The proof is complete. 
6.3. Reciprocality and quasisymmetric maps. We consider the con-
nections between local reciprocality and quasisymmetric maps. First
we introduce some definitions that are needed later on in this sec-
tion.
Let Y and Z be metric spaces. For a homeomorphism φ : Y → Z,
y ∈ Y and r > 0, let
Lφ(y, r) = sup {dZ(φ(y), φ(w)) | dY(y, w) ≤ r} and
lφ(y, r) = inf {dZ(φ(y), φ(w)) | dY(y, w) ≥ r} .
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The map φ is η-quasisymmetric if there exists a homeomorphism
η : [0, ∞) → [0, ∞) for which for every y ∈ Y and 0 < r1, r2 <
diamY,
(6.20) Lφ(y, r1) ≤ η
(
r1
r2
)
lφ(y, r2).
Such a homeomorphism η is called the (quasisymmetric) distortion
function of φ. The map φ is locally quasisymmetric if every y ∈ Y has
a neighbourhood V = V(y) such that the restriction of φ to V is ηV-
quasisymmetric for some distortion function ηV with ηV depending
on V. If the neighbourhood V can be chosen in such a way that the
restriction of φ to V is η-quasisymmetric, with η independent of the
point y ∈ Y, the map φ is locally η-quasisymmetric.
A metric surface Yd is Ahlfors 2-regular if there exists a constant
C ≥ 1 such that for every y ∈ Y and diamY > r > 0,
(6.21) C−1r2 ≤ H2(B(y, r)) ≤ Cr2.
Such a constant is refered to as the Ahlfors regularity constant of Y
and is denoted by CA.
Let λ ≥ 1. A metric surface Yd is λ-linearly locally contractible if for
every y ∈ Y and 0 < r < diamYλ , the metric ball B(y, r) is contractible
inside the ball B(y, λr). That is, there exists y0 ∈ B(y, λr) and a
continuous map H : B(y, r)× [0, 1] → B(y, λr) such that for every
z ∈ B(y, r), H(z, 0) = z and H(z, 1) = y0. The constant λ is refered
to as the linear local contractibility constant of Yd.
The rest of the section is split into two parts. Section 6.3.1 studies
when the uniformization map of a locally reciprocal surface is loc-
ally quasisymmetric. We prove a quantitative and a qualitative char-
acterization, when the uniformization map u is locally quasisym-
metric. In Section 6.3.2, we prove that given a Ahlfors 2-regular
linearly locally contractible compact metric surface, the uniformiz-
ation map is quasisymmetric. We prove Theorem 1.6 in the latter
part.
6.3.1. Local quasisymmetric uniformization. Suppose that Yd is a loc-
ally reciprocal surface. Let u : YdG → Yd be the uniformization map
from Corollary 6.3. Recall that u is an isothermal parametrization
of Yd and therefore
π
2 -quasiconformal.
Theorem 6.7. Let Yd be a locally reciprocal metric surface. Then the
following are equivalent, quantitatively.
(a) The uniformization map u : YdG → Yd is locally η-quasisymmetric;
(b) The space Yd has an atlas of η
′-quasisymmetric charts.
We need two auxiliary results for the proof of Theorem 6.7.
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Lemma 6.8. Suppose that U is an open subset of the plane, V is locally
reciprocal and φ : U → V is an η-quasisymmetric homeomorphism. Then
φ is K-quasiconformal with K depending only on η.
If U is the Euclidean disk D, there exists a π2K-quasiconformal map
ψ : D → D such that ψ(0) = 0 and the composition φ ◦ψ is an isothermal
η′-quasisymmetric map with η′ depending only on η.
Proof. It follows from Theorem 3.13 of [Tys00] and Proposition 5.5 of
[Wil12] that such a map φ satisfies the assumptions of Theorem 3.1
with K depending only on η, i.e., KO(φ) ≤ K < ∞. We can as-
sume without loss of generality that there exists an isothermal chart
f : V →W ⊂ R2.
The composition f ◦ φ satisfies KO( f ◦ φ) ≤ π2K (since φ is π2 -
quasiconformal by Corollary 4.7), hence by Theorem 3.1, the com-
position is an element of N1, 2loc (U, W). If we set K
′ = KO( f ◦ φ),
the map f ◦ φ is K′-quasiconformal (see for example [AIM09, Defin-
ition 3.1.1 and Theorem 3.7.7]). Then the map φ = f−1 ◦ ( f ◦ φ) is
quasiconformal with KI(φ) ≤ π2K′ ≤
(
π
2
)2
K and KO(φ) ≤ K.
Now suppose that U = D. We prove the existence of the map
ψ. Since φ is K(φ)-quasiconformal, Proposition 4.2 shows that there
exists a π2K(φ)-quasiconformal map ψ : R
2 ⊃ W → D for which
φ ◦ψ is isothermal. Due to the Riemannmapping theorem (and The-
orem 4.3), we can assume without loss of generality thatW = D and
that ψ(0) = 0. Then ψ : D → D is a K0 = π2K(φ)-quasiconformal
map that fixes the origin. Such a map is η0-quasisymmetric, where
η0 depends only on K0: Extend the map ψ via reflection to a K0-
quasiconformal map ψ˜ from R2 onto itself that fixes the origin
and that maps the unit circle onto itself (the existence of ψ˜ fol-
lows for example from Theorem 5.9.1 of [AIM09]). Then ψ˜ is η0-
quasiconformal with η0 depending only on K0; see for example Co-
rollary 3.10.4 of [AIM09]. Therefore ψ is η0-quasisymmetric.
The composition φ ◦ψ is η ◦ η0-quasisymmetric. Since η0 depends
only on K0 and K0 only on η, the distortion function η ◦ η0 depends
only on η. 
The author got the idea for the following proposition from [GW18].
Proposition 6.9. Let YdG be a complete Riemannian surface of curvature−1, 0, or 1 and
φ : D → YdG
a conformal embedding.
Suppose that YdG is not homeomorphic to the sphere S
2 or that
2 diamφ(D) ≤ diamYdG .
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Then there exists a constant 2−1 > β > 0 and a distortion function η˜ for
which
(6.22) φ(βD) ⊂ BdG
(
φ(0),
lφ(0,
1
2)
6
)
and the restriction of φ to βD is η˜-quasisymmetric. The constant β and
distortion function η˜ are independent of φ and the surface YdG .
Proof. First suppose that YdG is not homeomorphic to the sphere S
2.
The surface YG := YdG has a universal cover π : Ω → YG, where π
is a local isometry and where Ω is either the hyperbolic disk Dhyp,
the Euclidean plane R2, or the Riemann sphere S2 (see for example
Proposition 4.18 and the proof of Proposition 4.20). If Ω = S2, the
covering group of π is generated by the antipodal map.
Suppose that φ : D → YG is as in the claim. Then there exists a
conformal embedding ψ : D → Ω for which φ = π ◦ ψ. Since φ is
an embedding so are ψ and the restriction of π to the image of ψ.
Claim (1): There exists a 2−1 > β′ > 0 and a distortion function η
for which the restriction of ψ to β′D is η-quasisymmetric.
Proof of Claim (1): If Ω is the hyperbolic disk or the Euclidean
plane, the existence of β′ and η follow from Propositions 5 and
7 of [GW18] (which are stated for the case when ψ is orientable.
However, the non-orientable case follows from the orientable one
by recalling that z 7→ z is an isometry of the Euclidean unit disk D).
Consider the case Ω = S2. We rotate the sphere S2 in such a way
that ψ(0) = (0, 0, −1). Moreover, we identify S2 with the extended
plane R2 ∪ {∞} using the stereographic projection which fixes the
equator S1 = S1 × {0} ⊂ R3 and maps the south pole (0, 0, −1) to
0. With this identification, the stereographic projection maps the
southern hemisphere to the unit disk D. Let τ : S2 → R2 ∪ {∞}
denote the stereographic projection. Recall that τ is a conformal
map.
By construction, the restriction of π to the image of ψ is in-
jective. This means that the image of ψ cannot compactly con-
tain the southern hemisphere. As a consequence, we must have
that for every ‖x‖2 = 10−1, the point ψ(x) is contained in the
southern hemisphere (equivalently, ‖τ ◦ ψ(x)‖2 < 1). Suppose not.
Then a growth estimate for conformal embeddings [Dur83, The-
orem 2.6] implies that ‖(τ ◦ ψ)′(0)‖2 is sufficiently large in order
to deduce that τ ◦ ψ(2−1D) contains the closed unit disk D by the
same growth estimate. This contradicts the fact that the restriction
of π to the image of ψ is injective. In conclusion, ψ(10−1D) is con-
tained in the southern hemisphere.
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The restriction of the stereographic projection τ to the southern
hemisphere is a biLipschitz map. Also the restriction of τ ◦ ψ to the
disk 10−1D is η′-quasisymmetric with η′ independent of ψ [AIM09,
Theorem 3.6.2]. The existence of β′ and η follows.
Claim (2): Let β′ > 0 be as in Claim (1). Then there exists a
constant β′ > β′′ > 0 such that
(6.23) ψ(β′′D) ⊂ BdΩ
(
ψ(0),
lψ(0,
1
2)
6
)
.
Proof of Claim (2): Suppose that β′ > 0 and η are as in Claim (1)
and consider β′ > β′′ > 0. Since the restriction of ψ to the disk β′D
is η-quasisymmetric,
Lψ(0, β
′′) ≤ η
(
β′′
β′
)
lψ(0, β
′) ≤ η
(
β′′
β′
)
lψ
(
0,
1
2
)
.
Therefore it suffices to pick β′′ > 0 so small that η
(
β′′
β′
)
<
1
6 . Claim
(2) follows.
We complete the proof of the claim using Claims (1) and (2) (when
YdG is not homeomorphic to S
2). Recall that the restriction of π to
ψ(D) is injective. Let β′′ > 0 be as in Claim (2). Since
BdΩ
(
ψ(0), lψ
(
0,
1
2
))
⊂ ψ
(
2−1D
)
,
the restriction of π to BdΩ
(
ψ(0), lψ
(
0, 12
))
is an isometry onto its
image. This is an immediate consequence of the fact that
(6.24) dG(x, y) = inf
{
dΩ(x
′, y′) | x′ ∈ π−1(x) and y′ ∈ π−1(y)
}
.
The identity (6.24) follows from the fact that π is a covering map
that is also a local isometry between length spaces. In conclusion,
the map ψ can be replaced with φ and Ω with YG everywhere in
Claims (1) and (2). We define β = β′′ as in Claim (2) and η˜ = η as
in Claim (1) to conclude the proof of Proposition 6.9 when YG is not
homeomorphic to S2.
We are left to consider the case when YG is homeomorphic to S
2.
Then there exists an isometry π : S2 → YG. Therefore there exists a
conformal embedding ψ : D → S2 for which φ = π ◦ ψ. By rotating
the sphere, we can assume that ψ(0) is the south pole. The diameter
bound on the image of φ implies that ψ(10−1D) is contained in the
southern hemisphere. The rest of the proof is argued as above. 
Proof of Theorem 6.7. Suppose that u is locally η1-quasisymmetric. Fix
a conformal homeomorphism φ : D → V ⊂ YdG = YG for which the
restriction of u to V is η1-quasisymmetric. We also assume that
2 diamV ≤ diamYG.
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Let 2−1 > β > 0 be as in Proposition 6.9. Then the restriction of
φ to βD is η˜-quasisymmetric, where η˜ is independent of u, Y, and
YG. Therefore the restriction of u ◦ φ to βD is η2-quasisymmetric,
where η2 depends only on η1. The classical uniformization theorem
implies that as φ varies such restrictions of u ◦ φ provide an η2-
quasisymmetric atlas for Y.
Conversely, suppose that Y has an atlas of η2-quasisymmetric
charts. Suppose that z ∈ YG. The proof is complete if we find a
neighbourhood Wz of z and a distortion function η depending only
on η2, where the restriction of u to Wz is η-quasisymmetric.
Since Y has the aforementioned atlas, there exists a neighbour-
hood V of z and an η2-quasisymmetric chart f : u(V) →W ⊂ R2.
There exists a radius r > 0 for which D = D( f (u(z)), r) ⊂ f ◦
u(V) and W = u−1 ◦ f−1(D) satisfies 2 diamW ≤ diamYG. By
translating and rescaling D and applying Lemma 6.8, we deduce
that there exists an η3-quasisymmetric isothermal chart F : W → D
with F(z) = 0, where η3 depends only on η2.
Let 2−1 > β > 0 and η˜ be as above. Let φ denote the restriction
of u−1 ◦ F−1 to βD and W ′ = φ (βD). The restriction of u to W ′
coincides with F−1 ◦ φ−1. As a consequence, the restriction of u to
W ′ is η1-quasisymmetric, where η1 depends only on η3 and η˜. The
set W ′ is the desired neighbourhood of z and η1 the corresponding
distortion function. 
The proof of Theorem 6.7 implies the following qualitative ver-
sion.
Lemma 6.10. The uniformization map u of a locally reciprocal surface Yd
is locally quasisymmetric if and only if Yd has an atlas of quasisymmetric
maps.
The metric surface Yd is locally Ahlfors 2-regular with constant CA
if for every compact set K ⊂ Y, there exists a radius 0 < r < rK such
that for all y ∈ K and 0 < r < rK, the inequalities (6.21) hold with
the constant CA.
The metric surface Yd is locally linearly locally contractible with
constant λ if for every compact set K ⊂ Y, there exists a radius
0 < r < rK such that for all y ∈ K and 0 < r < rK, the ball B(y, r) is
contractible inside the ball B(y, λr).
Remark 6.11. If the metric surface Yd is locally Ahlfors 2-regular with
constant CA ≥ 1 and locally linearly locally contractible with constant
λ ≥ 1, the surface Yd has an atlas of η′-quasisymmetric charts, where
η′ depends only on CA and λ [Wil10, Theorem 4.1]. Locally Ahlfors 2-
regular surfaces are locally reciprocal due to (1.6), therefore Theorem 6.7
applies to the aforementioned surfaces. We can apply Lemma 6.10 to the
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more general surfaces studied in [Wil10], where the constants CA and λ
are allowed to vary locally uniformly.
Proposition 17.1 of [Raj17] provides a locally reciprocal surface which
is not 2-rectifiable. Therefore that surface cannot have a quasisymmetric
atlas (which can be argued using Proposition 17.2 of [Raj17] and Proposi-
tion 3.14). Therefore u cannot be locally quasisymmetric.
In [NR18], Ntalampekos and Romney construct a metric surface Yd ⊂
R3 that has a quasisymmetric parametrization φ : R2 → Yd which does
not satisty Condition (N−1). Consequently, the metric surface Yd cannot
be locally reciprocal. (If Yd were locally reciprocal, Proposition 17.2 of
[Raj17] would imply that φ satisfies Condition (N−1).)
6.3.2. Global parametrizations of compact surfaces. When we say that
something in this section depends only on the data of Yd, we mean
that the "something" depends only on the Ahlfors regularity con-
stant CA and linear local contractibility constant λ.
The main motivation of this section is Theorem 1.2 of [GW18].
Geyer and Wildrick proved that if Yd is a compact and orientable
metric surface that is Ahlfors 2-regular and linearly locally contract-
ible, then there exists a Riemannian metric d˜ of constant curvature
−1, 0, or 1 on Y such that the identity map
(6.25) w = idY : Yd → Yd˜
is η-quasisymmetric with η depending only on the data of Yd. The
author was interested whether it is possible to choose d˜ in such a
way that w is isothermal; recall Proposition 4.20 and Corollary 6.3.
We prove that this is the case and that Yd does not have to be ori-
entable. Therefore the distance d˜ can be chosen in such a way that
we have optimal control on the pointwise dilatations of w (recall
Corollary 5.4) and good control on the quasisymmetric distortion of
w. We prove these results in Theorems 6.13 and 6.14. Theorem 1.6
is proved as a corollary at the end of this section.
Proposition 6.12. Suppose that Yd is an Ahlfors 2-regular metric surface
that is linearly locally contractible and homeomorphic to S2. Then there
exists an isothermal parametrization
(6.26) φ : S2 → Yd
that is η-quasisymmetric with η depending only on the data of Yd.
We postpone the proof of Proposition 6.12.
Theorem 6.13. Suppose that Yd is as in Proposition 6.12. Then there
exists a Riemannian distance dG on Y of constant curvature 1 for which
the uniformization map
u = idY : YdG → Yd
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is isothermal and η-quasisymmetric with η depending only on the data of
Yd.
Proof of Theorem 6.13 assuming Proposition 6.12. Let YdG = YG denote
the Riemannian surface obtained from Proposition 4.20. The sur-
face has curvature equal to one. The uniformization map u =
idY : YdG → Yd is isothermal and therefore π2 -quasiconformal (Co-
rollary 6.3).
If φ is the map from (6.26), the composition u−1 ◦φ is conformal in
the Riemannian sense (Theorem 6.2). We push forward the distance
of S2 using u−1 ◦ φ. Let dG′ denote the obtained distance and w =
idY : YdG → YdG′ . Then
ψ = w ◦
(
u−1 ◦ φ
)
: S2 → YdG′
is an isometry. Therefore w = ψ ◦ (u−1 ◦ φ)−1 is conformal in the
Riemannian sense. Consider the map
u′ = idY : YdG′ → Yd.
Then Theorem 6.2 and the fact that u−1 ◦ u′ = w−1 prove that u′ is
isothermal. Since ψ is an isometry and u′ = φ ◦ ψ−1, the map u′ is
η-quasisymmetric. We replace dG and u with dG′ and u
′ to complete
the proof. 
Theorem 6.14. Suppose that Y is a compact Ahlfors 2-regular and linearly
locally contractible metric surface that is not homeomorphic to S2. Then
the uniformization map
(6.27) u = idY : YdG → Yd
is η-quasisymmetric, where η depends only on the data of Yd.
Remark 6.15. An interesting difference between Theorems 6.13 and 6.14
is that we do not need to change the Riemannian distance dG on Y to obtain
the latter result.
Proof of Proposition 6.12. The Bonk–Kleiner theorem [BK02, Theorem
1.1 and Section 10] establishes that there exists an η′-quasisymmetric
map φ′ : S2 → Yd with η′ depending only on the data of Yd. Then
by Lemma 6.8, the map φ′ is K-quasiconformal with K depending
only on η′.
A simple consequence of the measurable Riemann mapping the-
orem and Proposition 4.2 is that there exists a π2K-quasiconformal
map ψ : S2 → S2 with two properties. First, the map ψ fixes the
north and south poles of S2 and a point from the equator. Secondly,
the composition φ = φ′ ◦ ψ is isothermal.
The map ψ is η′′-quasisymmetric with η′′ depending only on π2K
hence only on η′ (see for example Proposition 9.1 and Section 3
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of [BK02]). Therefore the composition φ ◦ ψ is η-quasisymmetric,
where η depends only on the data of Yd. 
Proof of Theorem 6.14. For the rest of the section, we assume that
diamYd = 1. This can be done without loss of generality since
rescaling does not change the data of Yd, the relevant quasisymmet-
ric distortion functions, or the isothermal charts or parametrizations
of Yd. The diameter normalization is needed for the results we use
from [GW18].
The next result is an immediate consequence of Theorem 9 of
[GW18] and Lemma 6.8.
Theorem 6.16. There is a quantity A0 ≥ 1 and a distortion function η,
each depending only on the data of Yd, such that for every 0 < R ≤ 1A0
and y ∈ Yd, there is a neighbourhood U of y for which
(a) B(y, RA0 ) ⊂ U ⊂ B(y, A0R);
(b) there exists an η-quasisymmetric homeomorphism f : U → D that
is an isothermal chart of Yd with f (y) = 0.
Here D is the Euclidean unit disk.
We combine Theorem 6.16 and Proposition 6.9 with Lemma 10 of
[GW18] to conclude the following.
Lemma 6.17. Suppose that 2−1 > β > 0 is the universal constant from
Proposition 6.9 and η is as in Theorem 6.16. Then there exist radii α and
r0 > 0 and a positive integer n such that the following statements hold.
(a) There exists an atlas Aβ =
{(
Uj, f j
)}n
j=1
, where every f j is an
η-quasisymmetric isothermal chart of Yd with f j(Uj) = D.
(b) Let xj = f
−1
j (0). The collection
{
B(xj, r0)
}n
j=1
is pairwise dis-
joint.
(c) The collection
{
B(xj, 2r0)
}n
j=1
covers Yd.
(d) For each j = 1, . . . , n, it holds B(xj, 10r0) ⊂ Uj and
αD ⊂ f j(B(xj, r0)) ⊂ f j(B(xj, 10r0)) ⊂ βD.
The radii α and r0, and the integer n depend only on the data of Yd and β.
The function η depends only on the data of Yd.
The rest of the proof follows along the proof of Theorem 12 of
[GW18], therefore we only recall the main points. We prove that
v = u−1 = idY : Yd → YdG is η2-quasisymmetric with η2 depending
only on the data of Yd. This is sufficient for the claim.
Claim (α): For each j = 1, 2, . . . , n, the restriction of v to each
ball B(xj, 10r0) is η1-quasisymmetric with η1 depending only on
the data of Yd.
Proof of Claim (α): For each j = 1, 2, . . . , n, let φj denote the
restriction of v ◦ f−1j to the set Wj = f j(B(xj, 10r0)). Lemma 6.17
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Part (d) and Proposition 6.9 show that φj is η˜-quasisymmetric with
η˜ independent of the data of Yd. By assumption, the restriction of
f j to B(xj, 10r0) is η-quasisymmetric with η depending only on the
data of Yd. In conclusion,
v
∣∣
B(xj, 10r0)
= φj
∣∣
Wj
◦ f j
∣∣
B(xj, 10r0)
is η1 = η˜ ◦ η-quasisymmetric. This concludes the proof.
Claim (β): The Lebesgue number L of the cover
{
B(xj, 10r0)
}n
j=1
is 8r0. This is clear from (c) of Lemma 6.17.
Claim (γ): For each x, x′ ∈ Yd with d(x, x′) = 4r0, we have that
dG(v(x), v(y)) ≥ δ = C−1 diamYdG ,
where C depends only on the data of Yd.
Proof of Claim (γ): This is a delicate part of the proof of [GW18,
Theorem 12]. See [GW18] for the proof.
A theorem by Tukia and Väisälä [TV80, Theorem 2.23] (see also
[GW18, Theorem 4]) states that v is η2-quasisymmetric, where η2
depends only on η1 from Claim (α), and the ratios
diamYd
L =
1
L and
diamYdG
δ . Then Claims (α) to (γ) and Lemma 6.17 show that η2 de-
pends only on the data of Yd. 
Next we prove Theorem 1.6. Recall the statement.
Theorem 1.6. Suppose that Yd is a compact Ahlfors 2-regular linearly
locally contractible metric surface. Then the map in Theorem 1.3 can be
taken to be η-quasisymmetric with η depending only on the data of Yd.
By recalling the proof of Theorem 1.3, we find that "the map in
Theorem 1.3" is the uniformization map. Therefore the claim fol-
lows from Theorems 6.13 and 6.14.
7. Open problems
After proving Corollary 5.13, we have a better understanding of
quasiconformal maps between locally reciprocal surfaces. Also, Co-
rollary 5.14 and Proposition 6.4 provide insight to when two such
surfaces are conformally equivalent.
Open Problem A. Let Yd be locally reciprocal. Is the metric surface
Yd conformally equivalent to a metric surface Zd where Zd has desirable
geometric properties?
Some of the desirable properties are listed below.
(a) The space Zd is
√
2-biLipschitz equivalent to YdG . Here YdG is
the complete Riemannian surface of constant curvature −1,
0 or 1 obtained from Proposition 4.20;
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(b) The space Zd is biLipschitz equivalent to a complete Rieman-
nian surface whose curvature is bounded from below;
(c) The space Zd has locally 2-bounded geometry in the sense of
[HKST01];
(d) The minimal upper gradient of idZ equals χZ H2Z-almost
everywhere;
(e) The space Zd is 2-rectifiable.
The Properties (a) to (e) are listed in such a way that the preceding
one is always stronger.
Property (a) is motivated by the Riemannian version of the clas-
sical uniformization theorem. The classical result states that every
smooth Riemannian metric is conformally equivalent to a Rieman-
nian metric of constant curvature. In the setting of locally reciprocal
surfaces, Property (a) would be a close analog of this statement. We
outline an argument below why this would be expected to be true.
Suppose Yd is a smooth surface whose distance d is obtained from
a continuous Finslerian norm field F. This means that F(x) is a
norm at every point of x ∈ Yd and that the map x 7→ F(x) is a con-
tinuous section of the norm bundle of Y. The distance d is obtained
by minimizing the length functional induced by F over the paths
that are absolutely continuous with respect to the smooth structure
on Y. This is what we mean when we say that d is obtained from
the continuous norm field F.
Let G denote the Riemannian norm field obtained from Propos-
ition 4.20. Then the norm field Fd has F as its representative (this
is not difficult to prove using the continuity of F but it also follows
from [DCP95]). We rescale the Finslerian norm Fd with the operator
norm of
D id : (TY, Fd) → (TY, G),
which is the minimal upper gradient of the inverse of the uniform-
ization map, to obtain a continuous Finslerian norm H that satisfies
G ≤ H ≤ ρ(G, Fd)G,
where ρ(G, Fd) is the Banach–Mazur distance between G and Fd.
The latter inequality uses the fact that the uniformization map is
isothermal.
John’s theorem implies that ρ(G, Fd) ≤
√
2. If dH is the geodesic
distance induced by H, then YdH has Property (a): the metric space
Zd = YdH is
√
2-biLipschitz equivalent to YdG and the identity map
from Yd to Zd is conformal. Consequently, Open Problem A can be
answered affirmatively if the distance d is obtained from a continu-
ous Finslerian distance.
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More generally, the norm field Fd does not have much regularity
aside from L2loc-integrability (recall that the minimal upper gradi-
ents of the uniformization map u and its inverse u−1 are elements
of L2loc). Nevertheless, suppose that we try to define H as above.
Then the distance dH should be the same even if we change the
representative of Fd (or H). Even if we take this into account by
defining dH carefully — for example, by following the techniques
of Section 3 of [DCP95] — it is not clear that we can guarantee that
H = FdH almost everywhere; see Section 5 of [DCP95] for a related
problem on Lipschitz manifolds.
Open Problem B. Even if the norm field Fd of the distance d is not
continuous, is the surface YdH always conformally equivalent to the locally
reciprocal surface Yd? If not, which geometric or analytic assumptions on
the surface Yd guarantee that YdH is conformally equivalent to Yd?
If Fd is induced by an inner product almost everywhere, we can
set Zd = YdG to guarantee Property (a) since the uniformization
map is conformal in this case (Proposition 6.6). The property (ET)
studied in [LW17b, Section 11] is relevant to this special case.
Continuing down the list of desirable properties, clearly Property
(a) implies (b). Property (b) implies (c), see [HKST01]. Property
(c) implies (d) by Lemma 8.17 of [HKST01] and Lemma 3.7. Prop-
erty (d) implies (e) as a consequence of Corollary 3.6 and Proposi-
tion 3.14. We recall from Proposition 17.1 of [Raj17] that there exists
a locally reciprocal surface that is not 2-rectifiable. That example is
conformally equivalent to R2, therefore Property (a) holds in that
case.
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