We study the full-time dynamics of the initial value problem, for u = u (x, t),
Introduction
In this paper, we study the full-time dynamics of solutions to the initial value problem u t (x, t) = 2 u xx − f (u ), x ∈ R, t > 0, u (x, 0) = u 0 (x), x ∈ R, (1.1) where is a small positive parameter and f (·) is a smooth function having exactly three zeros at {−1, 0, 1} and satisfying f (±1) > 0, f (0) < 0, and 1 −1 f (s) ds = 0; a typical example of f is f = u 3 − u. The initial value u 0 (·) is assumed to be a bounded continuous function which is independent of , changes sign only finitely many times, and lim inf x→∞ |u 0 (x)| > 0.
Problem (1.1) arises in the study of phase boundary motion in crystalline materials [12, 4] , as well as in population genetics and nerve pulse propagation [5] .
Starting from u 0 as described, the evolution of u (t) = u (·, t) to (1.1) undergoes four stages.
In the first stage, the diffusion term 2 u xx can be ignored since is small and u 0 is independent. Thus, u
(x, t) ≈ W (u 0 (x), t) where W (a, t) is the solution to
As ±1 are assumed to be the only stable equilibria of this ode system, after certain amount of time, three regions emerge: Two phase regions where u ≈ 1 and −1, respectively, and an interfacial region which is very thin and connects the phase regions. We call this initial behavior where (1.1) is approximated by (1.2) as phase separation. This stage, also referred to as the generation of interface, was studied rigorously first by Fife-Hsiao [23] , then by de Mottoni-Schatzman [19] , Chen [17] , Chen [14, 15] , Soner [33] , and others. In [14] and also in this paper, we show that in this phase separation stage, u can be approximated by W (u 0 , t), or more accurately, by W (ū(x, 2 t), t) whereū =ū xx . Clearly, the dynamics of (1.1) cannot follow (1.2) too long. After O(| ln |) time, W (u 0 (x), t) will have a spatial gradient of size −1 , and consequently 2 u xx will play its role. The reaction term f (u ) separates the phases whereas the diffusion term 2 u xx does the opposite. A perfect balance of these two forces is characterized by the homoclinic orbit of the following ode:
It is easy to see that for any z ∈ R, w ± (z; x) = (± −1 (x − z)) is an equilibrium to (1.1). This kind of single interfaced equilibria are globally exponentially stable, as shown by Fife-McLeod [24] . After the phase separation, the dynamics of (1.1) enters the second stage where the diffusion and the reaction forces compete, and after certain amount of time, balance each other, thus making the solution u extremely close to the wave profile w ± (z i ; x) near each interface x = z i . In this paper, we shall show that, after O( −1 ) time, the solution u will be O(e − / ) close to the profile w ± (z i ; x) near each interface x = z i , where = min i { ± (z i+1 − z i )} and ± = f (±1) with the ± sign indicating the phase of the interval (z i , z i+1 ). We refer to this O( −1 ) time behavior as the generation of metastable patterns, for reasons to be explained below. After the second stage, the reaction and diffusion forces are almost balanced. As a result, thus generated are very nice patterns: between each two middle points z i−1/2 := 1 2 (z i−1 + z i ) and z i+1/2 = 1 2 (z i + z i+1 ) of three neighboring interfacial points z i−1 , z i and z i+1 (z 0 = −∞), the solution u is O(e − / ) close to w ± (z i ; x). Though these patterns are not equilibria of (1.1), they are very persistent, and subject to change only by extremely small forces roughly measured by the derivative difference of the neighboring wave profiles w ± (z i ; x) and w ∓ (z i+1 ; x) at the middle point x = z i+1/2 , which is of size O(e − ± (z i+1 −z i )/ ). Carr and Pego, in their fundamental work [13] , derived rigorously a system of odes approximating the motion of interfaces, and proved that interfaces remain separated for at least O(e / ) long. Persisting such a long time, the patterns are thus called metastable patterns.
The third stage dynamics interlaces a fourth stage O(1) time dynamics where interfaces annihilate when they are O( ) close. After every annihilation, new metastable patterns are developed and the super-slow motions of remaining interfaces are resumed. Eventually, u approaches a stable equilibrium which has only one or none interface.
The pioneer work of Carr-Pego [13] , Fusco [25] and Fusco-Hale [26] towards the super-slow motions of metastable patterns uses a geometric approach which requires the initial data to be O(e − / ) close to the metastable pattern that described earlier.
Hence, one would like to ask, as Wang did in his recent paper [35] and also in our private communication, that if a reasonable independent initial data for (1.1) will ever evolve into an O(e − / ) neighborhood of the metastable patterns, so that the metastability described in [13, 25, 26 ] is a general phenomenon for (1.1). Motivated by Wang's inquiry, this paper answers his question: There is a second stage of O( −1 ) long making a reasonable initial configuration enter an O(e − / ) neighborhood of a metastable pattern.
To do this, we shall assume, throughout this paper, the following: Our main result can be roughly stated as follows. Assume (F) and (U), and let z 0 = (z 1 0 , . . . , z n 0 )(n 2) be the zeroes of u 0 and be a positive constant sufficiently small. Denote by O(1) a generic quantity bounded by a constant depending only on n and f .
(1) (Theorems 2.1 & 2.
2) There exist 1 and 1 which depend only on n and f such that u (t 1 ) ∈ X(z 1 , 1 ) for some t 1 ∈ (0, 1
, where
If in addition u 0 is C 1 and all roots of u 0 are non-degenerate, then , and 0 > 0 depending only on f .
In addition, at T , min i {z i+1 − z i } =ˆ 0 for someˆ 0 > 0 depending only on n and f .
(4) (Theorem 5.2) There exists
and z solves the ode systeṁ
where A ± are positive constants depending only on f . This paper is organized as follows. In Section 2, we reproduce certain results in [23, 19, 14] concerning the phase separation (the initial O(| ln |) behavior), with simplified arguments. In this section, we consider only the case when u 0 satisfies the following:
Relaxation from condition (U1) to (U) will be done in Section 8, by comparison and energy estimate arguments. Section 3 is the original purpose and the key of this paper. In it we study the generation of metastable patterns, the O( −1 ) time behavior of solutions of (1.1). In particular, we show that after O( −1 ) time, the solution will be O(e −c / ) close to the metastable patterns, where c ∈ (0, 1] is not necessarily equal to 1 for a direct application of Carr-Pego's result.
For this reason, we repeat the Carr-Pego's argument [13] , with simplification. We first describe in Section 4 their geometric approach in a general abstract setting, and then in Section 5 apply it to (1.1) with initial data obtained from Section 3.
In Section 6, we briefly study the ode system (1.5), to provide estimates for T . Also, with the higher-order term removed, we provide an exact solution which has n interfaces annihilate at almost the same time. It suggests that all interfaces moving to an O( ) neighborhood in the same time can happen only if initially their spaces are specially arranged, accurate up to an order beyond any power of .
In Section 7, we study the annihilation of interfaces (diminution of metastable patterns), which is not analyzed rigorously in [13] .
Thus, we provide a complete analytic treatment to the dynamics of (1.1) from an independent initial data to its final destination described by a global stability result of Fife-McLeod [24] .
The geometric approach has also been used by Alikakos-Bates-Fusco [3] , AlikakosFusco [1, 2] , and Bates-Xun [7, 8] for the Cahn-Hilliard equations, by HattoriMischaikow [28] for a Korteweg theory of capillarity, and Chen-Kowalczyk [16] for the Gierer-Meinhardt system. An alternative approach, the energy method which estimates the rate of energy decay to show that metastable patterns persist at least O(e c / ) (or a little weaker, O( −k ) for any integer k) long, was used by Bronsard-Kohn [11] , Bronsard-Hilhorst [9] , and by Grant [27] for a later improvement and Kalies-VorstWanner [34] a generalization. A previous study closely related to our current work can be found in Ward [36] . When f is unbalanced, i.e., the traveling wave has a positive speed, annihilation of interfaces was recently studied by Morita and Mimoto [31] .
We remark that in high-space dimensions, there are no metastable patterns of (1.1) for convex domains, since the O( 2 ) size effect of the mean curvature of the interface enters the dynamics; see [10, 18, 20, 14, 21, 29, 32] and a recent article of [6] . When the domain is not convex, say it is a barbell and contains a long horizontal tube, then metastable patterns exist; see for example, Kowalczyk [30] and the references therein.
Phase separation
If u 0 does not change sign, assumption (U) implies a u 0 (·) b for some constants a and b with ab > 0. It then follows by a comparison principle that W (a, t) u (·, t) W (b, t) for all t 0, where W is as in (1.2) . Therefore, for all t > 0,
whereâ = sgn(a) := 1 if a > 0 and := −1 if a < 0. Hence, uniformly in , u approaches sgn(u 0 ) exponentially fast as t → ∞.
In the sequel, we shall assume that u 0 changes sign n times with n 1. For convenience, for every > 0 and z = (z 1 , . . . , z n ) with min i {z i+1 − z i } > 2 , we define X(z, ) as in (1.4) . Note that the continuity of ∈ X(z, ) implies that in each In this section, we shall prove the following. (ii) From the proof, one will see that the number 1 2 in (1.4) can be replaced by any constant strictly less than 1. As a consequence,
Indeed, to prove such a limit, one needs only u 0 be bounded and uniformly continuous.
For results in subsequent sections to apply also to u 0 satisfying only (U), here we state an analogous theorem. The proof is very technical and will be given at the end of this paper. 
"Decomposition" of reaction and diffusion
Lemma 2.1. Let W be the solution to (1.2). The following holds: 
by first solving the heat equation g = g xx with initial value g(·, 0) = u j (≈ u(·, j ) ) to obtain g(·, ), and then setting u j +1 = W (g(·, ), / 2 ). In particular, for sufficiently small positive , the second step can be replaced by a simple quantization process: u j +1 = sgn(g(·, )). In high-space dimension, such obtained solutions approximate the motion by mean curvature flow; see Evans [22] and the references therein. Remark 2.3. In [14] , more general sub/supsolutions were constructed via U =W (g, t) whereW t = −f (W ) andf is an appropriate modification of f . In one space dimension, we do not need these powerful sophisticated constructions.
Proof of Lemma 2.1.
Differentiating (1.2) with respect to a and solving the resulting equation, we obtain 
Since W a > 0, the assertion of the lemma thus follows.
A diffusion problem
Let u 0 satisfy (U1). Consider the heat equation
We are interested in the zero level set ofū. By Green's formula, for all x ∈ R and > 0,ū
where K(y, ) is the fundamental solution to K = K yy and is given by 
Proof of Theorem 2.1
We define
By (iii) of Lemma 2.1, one can verify that g ± is a super/sub solution to (2.1) on R × [0, ∞). Hence,
To complete the proof, we shall use Lemma 2.1 (ii). By the definition of t 1 ,
From the property we established forū, there holds, for all sufficiently small positive ,
In then follows that
The assertion of the lemma, with z i =x i ( 2 t 1 ) and C = 2(a * +C 2 ) , thus follows from (2.4) and Lemma 2.1 (ii).
Remark 2.4.
Since f (0) = 0, the number of roots to u (·, t) = 0 is non-increasing in t. Theorem 2.1 shows that u (·, t 1 ) = 0 has at least n roots, so that for all t ∈ [0, t 1 ], u (·, t) = 0 has exactly n roots, each of which is in an
Generation of metastable patterns
We continue the study of (1.1) after phase separation. Shifting the time, we consider the initial value problem, for u = u (t) = u (·, t),
where u 0 ∈ X(z 0 , ) for some > 0 and z 0 ∈ R n satisfying For ∈ (0, 1], let u be the solution to (3.1) with u 0 ∈ X(z 0 , ) for some > 0 and z 0 satisfying (3.2). Set
Then there exists
where w * is defined as follows:
In particular, we have the following:
Remark 3.1. With Theorem 3.1 (the particular part) one immediately conclude from Theorem 2.2 that starting from an independent initial data u 0 satisfying (U), the solution to (1.1) enters an exponential small (O(e −c/ )) neighborhood of a metastable pattern, at time t =t 1 + t 2 .
The proof of the theorem, based on an idea used by de Mottoni and Schatzman [19] , relies on two well-known facts: (i) a "resembling" wave approaches a true wave exponentially (O(e − 0 t )) fast [24] , and (ii) for v t = 2 v xx + Av, an initial perturbation can only diffuse to a distance d at a relative magnitude O(1)e At−d 2 /(4 2 t) . Hence, affected by neighboring waves from distance d, an initially resembling wave will be within an O(1)e − 0 t +O(1)e At−d 2 /(4 2 t) distance from a true wave. The optimal distance is exponential small, attained at t
In [24] , 0 is a resembling wave if 0 ∈ L ∞ (R) and lim inf y→−∞ 0 (y) < 0 < lim sup 0 (y). Here we mean that 0 ∈ X(0, ), i.e., || 0 || ∞ 2 and
We first recall a global stability result of Fife-McLeod [24] for the initial value problem 
where
To prove Theorem 3.1, here we provide a localized version of Proposition 3.1. We define 
Note that v t = v yy + a(y, t)v with a(y, t) A
The assertion of the lemma thus follows by setting
Proof of Theorem 3.1.
. This proves (3.3). The consequence (i) for n = 1 follows from the definition that z 2 0 = −z 0 0 = d 0 = ∞. The consequence (ii) is a direct evaluation of (3.3) at t 2 . This completes the proof.
A theory for quasi-invariant manifolds
To study the super-slow motion of the transition layers, we employ a geometric approach [13] for quasi-invariant manifolds. To extract the idea out of tedious and yet subtle calculations, in this section we describe this approach in an abstract setting.
The manifold and its tubular coordinates
Let H be a Hilbert space with inner product ·, · and norm | · |. Let M be a finite dimensional manifold in H. For each w ∈ M, we denote by T w M the tangent space of M at w, and by P w the projection from
Consider the evolution equation
We wish to find quantitative conditions for M to be "quasi" (i.e. almost) invariant, and near M, for (4.1) to be approximated by its projection on M:
As w → P w L(w) is a tangent vector field on M, (4.2) defines a flow on M.
For simplicity, we assume that M can be described by a single chart ( , w) where 
Writing solutions to (4.2) as w = w(z(t)), then (4.2) is equivalent to the ODE systeṁ
3)
Notice that z is a horizontal vector and S 0 is the induced metric of M on .
For every compact sub-domainˆ of and positive constant , we define
Visually M(ˆ , ) is a tube of radius . Since M is smooth, there exists a 0 > 0 such that for each u ∈ M(ˆ , 0 ), there are unique
Thus (z, v) can be regarded as a tubular coordinates for M(ˆ , 0 ).
For z ∈ˆ and small , the following matrix has an inverse:
Equations in the tubular coordinates
Let ∈ (0, 0 ) be a small number. Assume that u(t) : [0, ∞) → B ⊂ D(L) is a smooth solution to (4.1), with u(0) ∈ M(ˆ , ). We denote by [0, T ) the maximal interval on which u(·) ∈ M(ˆ , ). Then there exist z(·) ∈ C 1 ([0, T ) →ˆ ) and v(·) ∈ C 1 ([0, T ) → H) such that
u(t) = w(z(t)) + v(t), v(t) ∈ (T w(z(t)) M)
⊥ for all t ∈ [0, T ).
Equation (4.1) then becomes
Taking the inner product of (4.6) with v and using v, w z = 0, we obtain
Taking the inner product of (4.6) with w z and using w z j , v t = − w zz j , v ·ż, we obtainż
where S is as in (4.5) and L z * is the adjoint of L z .
Quasi-invariance of the manifold
For M to be quasi-invariant, essentially we impose two conditions: (i) The spectrum
and L z * w z are small. The following quantitative conditions, for all z ∈ˆ , are the bases for the method to work.
We remark that only conditions (C1) and (C4) are essential for the theory to apply. The condition (C3) merely gives the definition of C 2 , whereas the condition (C2) can be ensured by taking small, since N z (v) is quadratic in v and B is typically a compact subset of H.
The conditions (C1), (C3) and (C4) depend only on the manifold M constructed. The inequalities involving C 1 in (C2) and C 2 in (C3) are expressed in such a way that when applied to (1.1), C 1 and C 2 are independent of . Here (C3) implies, since
Theorem 4.1. Assume that (C1)-(C4) hold. Then for all t ∈ [0, T ),
11)
Proof. Using v, R |v||R|, (C1), and (C2), we obtain from (4.7) that To obtain (4.9), we calculate It then follows from (C4) that the right-hand side of (4.14) is non-positive. The Gronwall's inequality then gives (4.9). We can write (4.8) as (4.10) where
Upon substituting (4.9) to the right-hand side, we then obtain (4.11) and (4.12). In addition, L z , the second-order variation of the functional E(u), is self-adjoint, so that
(iv) In [13] , |v(0)| is assumed to be of the same size as |R(z(0))|. Here we shall remove this requirement by noticing that, after O( −1 ) time, the influence of v(0) will diminish into a size |v(0)|e − t >O(e −cd/ ). Comparing to the O(e / ) long super-slow motion of interfaces, the initial O( −1 ) time behavior from coarse initial data to fine structure is merely a preface.
Application of the theory
In this section, we apply the theory in the previous section to (1.1).
The wave profile
The standing wave in ( 
The manifold M
Let n 2 be the number of interfaces under consideration. We define
One observes that lim x→−∞ w(z; x) = 1 and near each z i , w
The manifold M we used here is different from that constructed by Carr-Pego [13] who used the periodic solutions to U − f (U) = 0 with periods 2 −1 (z i+1 − z i ), i = 0, . . . , n.
For convenience, we define 
where = (z) and J i = 2(c 
Similar estimate holds also for functions such as
, we obtain, 
+ (1+ax){f (y)−yf (y)+yf (−a)}+(1−az){f (y)−yf (y)+yf (a)} by using Q xy (x,ŷ, a) = Q xy (−a,ŷ, a) + O(1)(x + a), a 2 = 1, and an analogous for Q yz (−a,ŷ,ẑ).
Taking a = a i , we then obtain, for all x ∈ I i ,
Hence,
Summing over i and noting that se −s is decreasing for s > 1, we then obtain
As the proceeding estimates valid for differentiation, we can also establish the required estimates for R z . It remains to prove (5.7).
Note that we then obtain
after integration by parts twice. After a similar calculation for the term involving i+1 ,
we then obtain (5.7).
The Hilbert space H
Since we study (1.1) on R with L ∞ (R) initial data, the L 2 (R) space does not serve our needs. We use a weighted L 2 space with weight e 2 where is non-positive and approaches −∞ linearly as |x| → ∞.
To define , we have noticed that the interfaces are bounded in 
where 0 is as in Proposition 3.1. To indicate R dependence, we also write ·, · as
is not self-adjoint in H. Indeed, it is easy to verify that for any bounded smooth function , 
Proof. The needed estimates follow from a calculation similar to what we did for R.
To prove the in addition part, one first considers the case = 1, which is not difficult to verify, and then make a scaling change for the general ∈ (0, 1]. This completes the proof.
Eigenvalue analysis
In this subsection, we verify the most critical condition (C1). We begin with the standard L 2 (R) space. We denote by P the L 2 (R) orthogonal projection from L 2 (R) to span {w z 1 , . . . , w z n }.
Lemma 5.4.
There exist a positive constant 0 depending only on f and a positive constant 3 depending only on n and f such that for all ∈ (0, 1], z ∈ ∞, 3 , and
We remark that 0 here is the same as that in Proposition 3.1.
Proof. By scaling, we can assume that = 1. We divide the proof into three steps.
Step 1: Assume that w = (x), i.e., Lv = v xx − f ( )v. Then 0 is an eigenvalue of L with the positive eigenfunction
and 0 is the maximum and simple eigenvalue of L. Hence, there exists 0
Consequently, by continuity and lim sup |x|→∞ f ( (x)) > 0, there exists˜ 3 > 0 such that
for all >˜ 3 , where = ( ) = || || −1 and is the characteristic function of the set (− , ).
Step 2: Let >˜ 3 and z ∈ ∞,2 be arbitrary. Set I j = (z j − , z j + ) and j = ((−1) j (x − z j ) ). We denote by j the characteristic function of the set I j and byP the projection from
. . , n n } is an orthonomal basis forP(L 2 (R)), we can drive that ||(I − P)P|| 1 − 1 . Hence, for any ,
Step 3: Let v ∈ H 2 (R) be arbitrary. Using the definition of 2 and 3 , and (5.14), we obtain
Note that j (v, 
The set B
The solution u to (1.1) is bounded by W (±||u 0 || ∞ , t), so that for some t 1 depending only ||u 0 ||, ||u (t)|| ∞ 2 for all t t 1 . Consequently, by a local parabolic estimate, there exists a constant c 0 depending only on f such that ||u(t)|| ∞ + ||u x (t)|| ∞ < c 0 for all t t 1 + 1. For |x| > R, we will see from Lemma 8.1 that u is 2 close to 1 or −1 after O(| ln |) time. Therefore, for all t
From Section 3, we know that after O( −1 ) time, solutions to (1.1) will enter an exponential small neighborhood of M. Hence, we study initial value problem (3.1) with initial value u 0 satisfying, for some appropriate positive , R, and , 
Next, we prove (5.17). Since u (t) ∈ B, we need only consider
, and also (5.17).
The estimate (5.18) follows immediately from (5.17) and
H .
Equations for the motion of interfaces
Now we are ready to apply the theory in Section 4. 
Let [0, T ) be the maximal interval in which we can write u (t, ·) = w(z(t); ·) + v(t; ·)
with z(t) ∈ R, , ||v|| H , and v, w z = 0. Then in [0, T )
where , In conclusion, we can find a small positiveˆ 0 and a large constantˆ 0 , all depending only on n and f , such that Theorem 4.1 can be applied. Note that C 3 in (4.12) is bounded. We then obtain assertions ( 
Then for all small positive , T t 3 and |z(t 3 ) − z 0 | .
In addition, for all
The assumption on (z 0 ) and ||v(0)|| H then gives |z(t) − z(0)| C 0 e 2t 3 + 1 2 for all t ∈ [0,t 3 ]. Thus, for small positive ,t 3 = t 3 .
Finally in [t 3 , T ), e − 0 t/3 e −2 R/ e −2 / −2 / . The assertion of the lemma thus follows from (5.20)-(5.22).
The super-slow motion of metastable patterns
In this section, we briefly investigate the motion of the metastable patterns by studying the governing ODE system (5.23) in Theorem 5.2.
For convenience, we define weighted distance i and stretched distance l i by
Then the ode system (5.23) can be written as
An exact solution to the reduced ODE system
We study the ODE system 
where A n = max 1 i n−1 i . This solution has the following properties:
Proof. Substituting (6.3) into (6.2) one sees that (6.3) is a solution if and only if
This is a finite difference scheme for xx = −1/ with homogeneous Dirichelet boundary conditions. This system has a unique solution, and the solution is positive. When f (1) = f (−1), all i are the same, and we can easily solve the system to obtain Assertions (i)-(iii) then follow by direct substitution. This completes the proof.
Remark 6.1. (i) Formula (6.4) tells us that if initially there are n interfaces whose weighted distances are almost equal, then such a pattern could persist n 2T long, wherê
. That is, the persistence of the metastable pattern increases quadratically with respect to n. Nevertheless, as one shall see later, if such a special initial pattern is perturbed such that only one pair has the shortest weighted distance (0) and all the other pairs have distance (0) + C for C large, then the pair of closest interfaces move to an O( ) distance in 2 2T [1 + o(1)] time, whereas all the remaining interfaces merely move.
(ii) The ODE system (6.2) can be regarded as a semi-discretization for the PDE u t = (e −u ) xx which is backward parabolic. Hence, the initial value problem is not stable, as we explained in (i).
On the other hand, knowing a future configuration, one can accurately trace its origin, since the PDE u = −(e −u ) xx with = T − t is parabolic. Indeed, we can show the following: Given any initial data, the unique solution to (6.2) for t < 0 approaches, as t → −∞, to a translation of the solution in our proposition, with speed o(t −1 ). As a consequence, if we know that a solution (l 1 , . . . , l n−1 ) to (6.2) at T = Ae (0)/ are all positive and O(1) size, the at time t = 0, the weighted distances must obey
Indeed, one can even show that this conclusion holds for the full system (6.1). For brevity, we shall not provide the rigorous analysis here.
An "entropy" inequality
We define an "entropy" E and an "entropy flux" J by
Then it is easy to see from (6.1) thaṫ 
Proof. Integrating the inequalityl
From (6.7), we haveĖ
Similarly, setting (t) = min [0,t] (l i + ln E) we have
Thus, there exist positive constantsĈ 1 andC 2 such that for all t ∈ [0, T ], there holds
Consequently, as long as (t) Ĉ 1 ,
since ln E − l − ln and E is strictly increasing. 
Upon dividing both sides of (6.9) by l i (0) we then obtain the assertion of the lemma. This completes the proof.
Estimation of T
Integrating (6.7) gives
Hence we have the following.
Proposition 6.3. Let T be defined as before. Then
where E is as in (6.5), = min{ + , − } and = max{ + , − }.
Next we show that when there is only one pair of interfaces has the shortest distance, T is almost the same as if there were only two interfaces.
Proposition 6.4. Assume that
Proof. Note that (6.11) is stronger than (6.10) only if i =i 0 e l(0)−l i (0) is small. Hence, we assume that
we see from the previous subsection that i (t) 
The assertion of the proposition thus follows by integrating (6.6).
Remark 6.2.
Results similar to Propositions 6.2-6.4 can be found in [13] .
Diminution of metastable patterns
In this section, we study the solution beyond T . We show that at least one pair of interfaces will be annihilated in O(1) time. In addition, in O(1) time, the solution enters M( R,ˆ 0 ,ˆ 0 √ ) (with at least two less interfaces), so that Theorem 5.1 can be applied again. Thus, depending on the initial configuration of the positions of interfaces, super-slow motion and annihilation of interfaces alternately dominate the dynamics. Eventually when there is only one or none interface left, the final stable pattern is reached.
Grouping interfaces into clusters
At t = T , at least one pair of interfaces are inˆ 0 distance. If all the others are not very close to each other, a simple application of Theorem 3.1 will give us a new profile at t = T + O(1) having well separated phase regions which are two less than that at time T . However, there may exist a cluster of more than two interfaces, and there may exist several clusters at different locations. To treat the general case, we group the interfaces into clusters so that different clusters are well separated.
In the following lemma, the function h(l) (to be defined later and depending only on n and f ) is a length such that if an interval contains a cluster of interfaces having width l , then it will become a single interface or a pure phase region within a time interval [0, t (l)] during which effects due to the initial values outside of an h(l) neighborhood of the cluster can be neglected. Our purpose is to find a minimum l and a grouping for interfaces, such that each group (regarded as a cluster) has length l and different groups are at least h(l) distance away. Thus each cluster of interfaces evolves almost independently, and all of them complete their annihilation process in t (l) time. bounded by a constant depending only on n,ˆ 0 and h(·) . In addition, there exist an integerñ < n and a set I (z) = ∪ñ (ii) The number l = (z n − z 1 ) −1 is always an upper bound of l (z) since by taking I = [z 1 , z n ],h(l) = ∞. When all the interfaces are very close, is necessary to gather them together as a single cluster, so that all interfaces will be considered as annihilating simultaneously.
(iii) If for some i 0 ,
. . , z n }, and only the annihilation of {z i 0 +1 , z i 0 } needs to be considered at the time.
Proof. Define l 0 = 0, l 1 =ˆ 0 , and recursively define l j +1 = h((n − 1)l j ) for j 1. Since h(·) is increasing and
We claim that l (z) max{(n − 1)l 1 , . . . , (n − 1)l n−1 }. To show this, consider sets
Let k be the first integer such that I k+1 is an empty set. Since 0 < min i {z i+1 −z i } ˆ 0 , I 1 is nonempty so that k 1. On the other hand, each I 1 , . . . , I k contains at least one element and all I 1 , . . . , I k are disjoint. It then follows that k n − 1.
Finally noting that contains finite elements and {I ∈ |L(I ) l} = {I ∈ |L(I ) l + } for each l > 0 and all small positive ; it then follows thath(·) is a constant over [l, l + ) for all small positive . Thus, the inf in the definition of l (z) can be obtained. This completes the proof.
In this case, we have ||u (t * ) − w * || ∞ 1 4 , so that u (t * ) ∈ X(z * , * ). The assertion of the theorem thus follows, if we take any positive increasing function h(·) satisfying h(l) max{h 1 (l), h 2 (l)} for all l > 0.
Entering the neighborhood of metastable patterns
We continue to show that if we take suitably large h, then u (·, t * ) is indeed in a small neighborhood of Metastable patterns, so that our theory in Section 5 applies.
Let h max{h 1 , h 2 } be still to be determined. We adopt the notation in the previous subsections. Now we regard the manifold M, constructed in Section 5, to be the union for all n 2.
For our theory in Sections 4 and 5 to apply, we need to show that u(·, t * ) is within aˆ 0 √ neighborhood of M. We first calculate the difference between w * and w(z * ). Set y = x, we see that
after a calculation similar to that in the proof of Lemma 5.1. Here C 0 is a constant depending only on n * and f . Since d(z * ) h − l − 2 * − 2 0 , we see that ||w * − w(z * )||
Next, we calculate the difference between u(·, t * ) and w * . We define the "interfacial region" (at t = 0) as
, and the "phase region" as Without loss of generality, we assume lim inf x→−∞ u 0 > 0. We divide the proof into five steps.
Step 1 = ∞, and c is a positive constant independent of . Since the number of roots to u (·, t) = 0 is non-increasing in t, we see that, for t e (z 0 )/ (2 ) , u (·, t) = 0 has exactly n roots, in (z i 0 − , z i 0 + ) for i = 1, . . . , n.
Step 2: As ||u || ∞ 2 for t −1 , a local parabolic estimate gives sup t 2 −1 ||u x (t)|| ∞ c 0 , for some c 0 depending only on f . Local parabolic estimates also give, for all x z 1 0 − 1 and all x z n 0 + 1, 
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