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Abstract
In this paper, we study an optimal boundary control problem for a model for phase sep-
aration taking place in a spatial domain that was introduced by P. Podio-Guidugli in Ric.
Mat. 55 (2006), pp. 105–118. The model consists of a strongly coupled system of non-
linear parabolic differential inclusions, in which products between the unknown functions
and their time derivatives occur that are difficult to handle analytically; the system is com-
plemented by initial and boundary conditions. For the order parameter of the phase sep-
aration process, a dynamic boundary condition involving the Laplace–Beltrami operator
is assumed, which models an additional nonconserving phase transition occurring on the
surface of the domain. We complement in this paper results that were established in the
recent contribution appeared in Evol. Equ. Control Theory 6 (2017), pp. 35–58, by the
two authors and Gianni Gilardi. In contrast to that paper, in which differentiable poten-
tials of logarithmic type were considered, we investigate here the (more difficult) case of
nondifferentiable potentials of double obstacle type. For such nonlinearities, the standard
techniques of optimal control theory to establish the existence of Lagrange multipliers for
the state constraints are known to fail. To overcome these difficulties, we employ the fol-
lowing line of approach: we use the results contained in the preprint arXiv:1609.07046
[math.AP] (2016), pp. 1–30, for the case of (differentiable) logarithmic potentials and per-
form a so-called “deep quench limit”. Using compactness and monotonicity arguments, it
is shown that this strategy leads to the desired first-order necessary optimality conditions
for the case of (nondifferentiable) double obstacle potentials.
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†Weierstrass Institute for Applied Analysis and Stochastics, Mohrenstraße 39, 10117 Berlin and Depart-
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1 Introduction
Let Ω ⊂ IR3 denote some open, connected and bounded domain with smooth boundary Γ (we
should at least have Γ ∈ C2), and let T > 0 be a fixed final time and Q := Ω× (0,T ), Σ :=
Γ× (0,T ). We denote by ∂n , ∇Γ , ∆Γ , the outward normal derivative, the tangential gradient,
and the Laplace–Beltrami operator on Γ, in this order. We study in this paper the following
optimal boundary control problem:
(P0 ) Minimize the cost functional
J ((µ,ρ ,ρΓ),uΓ) :=
β1
2
‖µ − µˆQ‖
2
L2(Q) +
β2
2
‖ρ− ρˆQ‖
2
L2(Q)
+
β3
2
‖ρΓ− ρˆΣ‖
2
L2(Σ)+
β4
2
‖ρ(T )− ρˆΩ‖
2
L2(Ω)
+
β5
2
‖ρΓ(T )− ρˆΓ‖
2
L2(Γ) +
β6
2
‖uΓ‖
2
L2(Σ) (1.1)
over a suitable set Uad ⊂ (H
1(0,T ;L2(Γ))∩L∞(Σ)) of admissible controls uΓ (to be specified
later), subject to the state system
(1+2g(ρ))µt +µ g
′(ρ)ρt−∆µ = 0 a. e. in Q, (1.2)
∂nµ = 0 a. e. on Σ, µ(0) = µ0 a. e. in Ω, (1.3)
ρt −∆ρ +ξ +pi(ρ) = µ g
′(ρ) a. e. in Q, (1.4)
ξ ∈ ∂ I[−1,1](ρ) a. e. in Q, (1.5)
∂nρ +∂tρΓ−∆ΓρΓ+ξΓ +piΓ(ρΓ) = uΓ, ρΓ = ρ|Σ, a. e. on Σ, (1.6)
ξΓ ∈ ∂ I[−1,1](ρΓ) a. e. on Σ, (1.7)
ρ(0) = ρ0 a. e. in Ω, ρΓ(0) = ρ0Γ a. e. on Γ. (1.8)
Here, βi , 1≤ i ≤ 6, are nonnegative weights, and µˆQ, ρˆQ ∈ L
2(Q), ρˆΣ ∈ L
2(Σ), ρˆΩ ∈ L
2(Ω),
and ρˆΓ ∈ L
2(Γ) are prescribed target functions.
The physical background behind the control problem (P0 ) is the following: the state sys-
tem (1.2)–(1.8) constitutes a model for phase separation taking place in the container Ω and
originally introduced in [32]. In this connection, the unknowns µ and ρ denote the associ-
ated chemical potential, which in this particular model has to be nonnegative, and the order
parameter of the phase separation process, which is usually the volumetric density of one of
the involved phases. We assume that ρ is normalized in such a way as to attain its values in the
interval [−1,1]. The nonlinearities pi ,piΓ,g are assumed to be smooth in [−1,1], and ∂ I[−1,1]
denotes the subdifferential of the indicator function of the interval [−1,1]. As is well known,
we have that
I[−1,1](ρ) =
{
0 if ρ ∈ [−1,1]
+∞ otherwise
, ∂ I[−1,1](ρ) =


(−∞,0] if ρ =−1
{0} if −1< ρ < 1
[0,+∞) if ρ = 1
. (1.9)
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The state system (1.2)–(1.8) is singular, with highly nonlinear and nonstandard couplings. It
has been the subject of intensive study over the past years for the case that (1.6) is replaced by
a zero Neumann condition. In this conncetion, we refer the reader to [8–11, 13–16]. In [12],
an associated control problem with a distributed control in (1.2) was investigated for the special
case g(ρ) = ρ , and in [18], the corresponding case of a boundary control for µ was studied.
A nonlocal version, in which the Laplacian −∆ρ in (1.4) was replaced by a nonlocal operator,
was discussed in the contributions [21–23].
In all of the works cited above a zero Neumann condition was assumed for the order param-
eter ρ . In contrast to this, we study in this paper the case of the dynamic boundary condition
(1.6). It models a nonconserving phase transition taking place on the boundary, which could be
induced by, e. g., an interaction between bulk and wall. The associated total free energy of the
phase separation process is the sum of a bulk and a surface contribution and has the form
Ftot[µ(t),ρ(t),ρΓ(t)]
:=
∫
Ω
(
I[−1,1](ρ(x, t))+ pˆi(ρ(x, t)) − µ(x, t)g(ρ(x, t)) +
1
2
|∇ρ(x, t)|2
)
dx
+
∫
Γ
(
I[−1,1](ρΓ(x, t))+ pˆiΓ(ρΓ(x, t)) −uΓ(x, t)ρΓ(x, t) +
1
2
|∇ΓρΓ(x, t)|
2
)
dΓ , (1.10)
for t ∈ [0,T ], where pˆi(r) =
∫ r
0 pi(ξ )dξ and pˆiΓ(r) =
∫ r
0 piΓ(ξ )dξ . In the recent contribution
[24], the state system (1.2)–(1.8) was studied systematically concerning existence, uniqueness,
and regularity. A boundary control problem resembling (P0) was solved in [25] for the case of
potentials of logarithmic type.
The mathematical literature on control problems for phase field systems involving equations
of viscous or nonviscous Cahn–Hilliard type is still scarce and quite recent. We refer in this
connection to the works [5, 6, 19, 20, 29, 35]. Control problems for convective Cahn–Hilliard
systems were studied in [33,36,37], and a few analytical contributions were made to the coupled
Cahn–Hilliard/Navier–Stokes system (cf. [27, 28, 30, 31]). The contribution [17] dealt with the
optimal control of a Cahn–Hilliard type system arising in the modeling of solid tumor growth.
For the optimal control of Allen–Cahn equations with dynamic boundary condition, we refer
to [7, 26] (see also [4]).
In this paper, we aim to employ the results established in [25] to treat the nondifferentiable
double obstacle case when ξ ,ξΓ satisfy the inclusions (1.5), (1.7). Our approach is guided
by a strategy that was introduced in [7] by the present authors and M.H. Farshbaf-Shaker: in
fact, we aim to derive first-order necessary optimality conditions for the double obstacle case
by performing a so-called “deep quench limit” in a family of optimal control problems with
differentiable logarithmic nonlinearities that was treated in [25], and for which the correspond-
ing state systems were analyzed in [24]. The general idea is briefly explained as follows: we
replace the inclusions (1.5) and (1.7) by the identities
ξ = ϕ(α)h′(ρ), ξΓ = ϕ(α)h
′(ρΓ), (1.11)
where h is defined by
h(ρ) :=
{
(1−ρ) ln(1−ρ)+(1+ρ) ln(1+ρ) if ρ ∈ (−1,1)
2 ln(2) if ρ ∈ {−1,1}
, (1.12)
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and where ϕ is continuous and positive on (0,1] and satisfies
lim
αց0
ϕ(α) = 0. (1.13)
We remark that we can simply choose ϕ(α) = α p for some p> 0. Now observe that h′(y) =
ln
(
1+y
1−y
)
and h′′(y) = 2
1−y2
> 0 for y ∈ (−1,1). Hence, in particular, we have
lim
αց0
ϕ(α)h′(y) = 0 for −1< y< 1,
lim
αց0
(
ϕ(α) lim
yց−1
h′(y)
)
= −∞, lim
αց0
(
ϕ(α) lim
yր+1
h′(y)
)
= +∞ . (1.14)
We thus may regard the graph ϕ(α)h′ as an approximation to the graph of the subdifferential
∂ I[−1,1] .
Now, for any α > 0 the optimal control problem (later to be denoted by (Pα)), which results
if in (P0) the relations (1.5), (1.7) are replaced by (1.11), is of the type for which in [25] the
existence of optimal controls uαΓ ∈ Uad as well as first-order necessary optimality conditions
have been derived. Proving a priori estimates (uniform in α > 0), and employing compactness
and monotonicity arguments, we will be able to show the following existence and approximation
result: whenever {uαnΓ } ⊂Uad is a sequence of optimal controls for (Pαn), where αn ց 0 as
n→ ∞, then there exist a subsequence of {αn}, which is again indexed by n, and an optimal
control u¯Γ ∈Uad of (P0) such that
u
αn
Γ → u¯Γ weakly-star in X as n→ ∞, (1.15)
where, here and in the following,
X := H1(0,T ;HΓ)∩L
∞(Σ) (1.16)
will always denote the control space. In other words, optimal controls for (Pα) are for small
α > 0 likely to be ‘close’ to optimal controls for (P0). It is natural to ask if the reverse holds,
i. e., whether every optimal control for (P0) can be approximated by a sequence {u
αn
Γ } of
optimal controls for (Pαn), for some sequence αn ց 0.
Unfortunately, we will not be able to prove such a ‘global’ result that applies to all optimal
controls for (P0). However, a ‘local’ result can be established. To this end, let u¯Γ ∈ Uad be
any optimal control for (P0). We introduce the ‘adapted’ cost functional
J˜ ((µ,ρ ,ρΓ),uΓ) := J ((µ,ρ ,ρΓ),uΓ) +
1
2
‖uΓ− u¯Γ‖
2
L2(Σ) (1.17)
and consider for every α ∈ (0,1] the adapted control problem of minimizing J˜ subject to
uΓ ∈ Uad and to the constraint that (µ,ρ ,ρΓ) solves the approximating system (1.2)–(1.4),
(1.6), (1.8), (1.11). It will then turn out that the following is true:
(i) There are some sequence αnց 0 and minimizers u¯
αn
Γ ∈Uad of the adapted control problem
associated with αn , n ∈ IN, such that
u¯
αn
Γ → u¯Γ strongly in L
2(Σ) as n→ ∞. (1.18)
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(ii) It is possible to pass to the limit as α ց 0 in the first-order necessary optimality conditions
corresponding to the adapted control problems associated with α ∈ (0,1] in order to derive
first-order necessary optimality conditions for problem (P0).
The paper is organized as follows: in Section 2, we give a precise statement of the problem
under investigation, and we derive some results concerning the state system (1.2)–(1.8) and
its α – approximation which is obtained if in (P0) the relations (1.5) and (1.7) are replaced
by the relations (1.11). In Section 3, we then prove the existence of optimal controls and the
approximation result formulated above in (i). The final Section 4 is devoted to the derivation of
the first-order necessary optimality conditions, where the strategy outlined in (ii) is employed.
During the course of this analysis, we will make repeated use of Ho¨lder’s inequality, of the
elementary Young’s inequality
ab ≤ γ|a|2 +
1
4γ
|b|2 ∀a,b ∈ IR ∀γ > 0, (1.19)
and of the continuity of the embeddings H1(Ω) ⊂ Lp(Ω) for 1 ≤ p ≤ 6. We will also use the
denotations
Qt := Ω× (0, t), Σt := Γ× (0, t), for 0< t ≤ T. (1.20)
Throughout the paper, for a Banach space X we denote by ‖ · ‖X its norm and by X
∗ its
dual space. The only exemption from this rule are the norms of the Lp spaces and of their
powers, which we often denote by ‖ · ‖p , for 1≤ p≤+∞. By 〈v,w〉X we will denote the dual
pairing between elements v ∈ X∗ and w ∈ X . About the time derivative of a time-dependent
function v, we warn the reader that we may use both the notation ∂tv and the shorter one vt .
2 General assumptions and state equations
In this section, we formulate the general assumptions of the paper, and we state some prepara-
tory results for the state system (1.2)–(1.8) and its α– approximations. To begin with, we
introduce some denotations. We set
H := L2(Ω), V := H1(Ω), W := {w ∈ H2(Ω) : ∂nw= 0 on Γ},
HΓ := L
2(Γ), VΓ := H
1(Γ), V := {(v,vΓ) ∈V ×VΓ : vΓ = v|Γ},
and endow these spaces with their standard norms. Notice that we have V ⊂ H ⊂ V ′ and
VΓ ⊂ HΓ ⊂V
′
Γ , with dense, continuous and compact embeddings.
We make the following general assumptions:
(A1) µ0 ∈W , µ0 ≥ 0 in Ω, ρ0 ∈ H
2(Ω), ρ0Γ := ρ0|Γ ∈ H
2(Γ), and
−1 < minx∈Ω ρ0(x), maxx∈Ω ρ0(x) < +1. (2.1)
(A2) pi ,piΓ ∈C
2[−1,1]; g ∈C3[−1,1] is nonnegative and concave on [−1,1].
(A3) Uad = {uΓ ∈X : u∗ ≤ uΓ ≤ u
∗ a. e. on Σ and ‖uΓ‖X ≤ R0} , where
u∗,u
∗ ∈ L∞(Σ) and R0 > 0 are such that Uad 6= /0.
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Now observe that the set Uad is a bounded subset of X . Hence, there exists a bounded open
ball in X that contains Uad . For later use it is convenient to fix such a ball once and for all,
noting that any other such ball could be used instead. In this sense, the following assumption is
rather a denotation:
(A4) Let R> 0 be such that Uad ⊂UR := {uΓ ∈X : ‖uΓ‖X < R}.
For the quantities entering the cost functional J (see (1.1)), we assume:
(A5) The constants βi , 1≤ i≤ 6, are nonnegative but not all equal to zero, and we
have that µˆQ, ρˆQ ∈ L
2(Q), ρˆΣ ∈ L
2(Σ), ρˆΩ ∈ L
2(Ω), ρˆΓ ∈ L
2(Γ).
We observe at this point that if (A1), (A2) and uΓ ∈ UR hold true, then all of the general
assumptions made in [24] are satisfied provided we put, in the notation used there, βˆ = βˆΓ =
I[−1,1] . We thus may conclude from [24, Thm. 2.1 and Rem. 3.1] the following well-posedness
result:
THEOREM 2.1: Suppose that the assumptions (A1)–(A4) are fulfilled. Then the state system
(1.2)–(1.8) has for every uΓ ∈UR a unique solution (µ,ρ ,ρΓ) with µ ≥ 0 a. e. in Q, which
satisfies
µ ∈C0([0,T ];V )∩Lp(0,T ;W )∩L2(0,T ;W 2,6(Ω))∩L∞(Q) ∀ p ∈ [1,+∞), (2.2)
µt ∈ L
p(0,T ;H)∩L2(0,T ;L6(Ω)) ∀ p ∈ [1,+∞), (2.3)
ρ ∈W 1,∞(0,T ;H)∩H1(0,T ;V )∩L∞(0,T ;H2(Ω)), (2.4)
ρΓ ∈W
1,∞(0,T ;HΓ)∩H
1(0,T ;VΓ)∩L
∞(0,T ;H2(Γ)), (2.5)
ρ ∈ [−1,1] a. e. in Q, ρΓ ∈ [−1,1] a. e. on Σ, (2.6)
ξ ∈ L∞(0,T ;H), ξΓ ∈ L
∞(0,T ;HΓ). (2.7)
Moreover, there is a constant K∗1 > 0, which depends only on the data of the state system and
on R, such that
‖µ‖H1(0,T ;H)∩C0([0,T ];V )∩L2(0,T ;W )∩L∞(Q) + ‖ρ‖W 1,∞(0,T ;H)∩H1(0,T ;V )∩L∞(0,T ;H2(Ω))
+ ‖ρΓ‖W 1,∞(0,T ;HΓ)∩H1(0,T ;VΓ)∩L∞(0,T ;H2(Γ)) + ‖ξ‖L∞(Q) + ‖ξΓ‖L∞(Σ) ≤ K
∗
1 , (2.8)
whenever (µ,ρ ,ρΓ) is a solution to (1.2)–(1.8) which corresponds to some uΓ ∈UR and sat-
isfies (2.2)–(2.7).
REMARK 2.2: Thanks to Theorem 2.1, the control-to-state operator S0 : uΓ 7→ (µ,ρ ,ρΓ)
is well defined as a mapping from UR into the space specified by the regularity properties
(2.2)–(2.5). Moreover, in view of (2.4), it follows from well-known embedding results (see,
e. g., [34, Sect. 8, Cor. 4]) that ρ ∈ C0([0,T ];Hs(Ω)) for 0 < s < 2. In particular, we have
ρ ∈C0(Q), so that ρΓ = ρ|Γ ∈C
0(Σ).
We now turn our interest to the α – approximating system that results if we replace (1.5) and
(1.7) by (1.11), with h given by (1.12) and ϕ satisfying (1.13). We then obtain the following
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system of equations:
(1+2g(ρα))µαt +µ
α g′(ρα)ραt −∆µ
α = 0 a. e. in Q, (2.9)
∂nµ
α = 0 a. e. on Σ, µα(0) = µ0 a. e. in Ω, (2.10)
ραt −∆ρ
α +ϕ(α)h′(ρα)+pi(ρα) = µα g′(ρα) a. e. in Q, (2.11)
∂nρ
α +∂tρ
α
Γ −∆Γρ
α
Γ +ϕ(α)h
′(ραΓ )+piΓ(ρ
α
Γ ) = u
α
Γ , ρ
α
Γ = ρ
α
|Σ a. e. on Σ, (2.12)
ρα(0) = ρ0 a. e. in Ω, ρ
α
Γ (0) = ρ0Γ a. e. on Γ. (2.13)
By virtue of [25, Thm. 2.4], the system (2.9)–(2.13) has for every uαΓ ∈ UR a unique solu-
tion (µα ,ρα ,ραΓ ) satisfying µ
α ≥ 0 in Q and (2.2)–(2.5). Moreover, there are constants
r∗(α),r
∗(α) ∈ (−1,1), which depend only on R, α , and the data of the system, such that,
for all (x, t) ∈ Q,
−1< r∗(α)≤ ρ
α(x, t)≤ r∗(α)< 1, −1< r∗(α)≤ ρ
α
Γ (x, t)≤ r
∗(α)< 1. (2.14)
Again it follows (recall Remark 2.2) that ρα ∈ C0(Q) and ραΓ ∈ C
0(Σ). Therefore, we may
infer from (A2) that there is a constant K∗2 > 0, which depends only on R and the data of the
system, such that
max
0≤i≤3
∥∥∥g(i)(ρα)∥∥∥
C0(Q)
+ max
0≤i≤2
(∥∥∥pi(i)(ρα)∥∥∥
C0(Q)
+
∥∥∥pi(i)Γ (ραΓ )
∥∥∥∥
C0(Σ)
)
≤ K∗2 , (2.15)
for every solution triple (µα ,ρα ,ραΓ ) corresponding to some uΓ ∈ UR and any α ∈ (0,1].
Observe that a corresponding estimate cannot be concluded for the derivatives of ϕ(α)h, since
it may well happen that r∗(α)ց−1 and/or r
∗(α)ր+1, as α ց 0.
According to the above considerations, for every α ∈ (0,1] the solution operator Sα : uαΓ ∈
UR 7→ (µα ,ρα ,ραΓ ) is well defined as a mapping into the space that is specified by the regularity
properties (2.2)–(2.5). We now aim to derive some a priori estimates for (µα ,ρα ,ραΓ ) that are
independent of α ∈ (0,1]. We have the following result.
PROPOSITION 2.3: Suppose that (A1)–(A4) are satisfied. Then there is some constant K∗3 >
0, which depends only on R and on the data of the system, such that we have: whenever
(µα ,ρα ,ραΓ ) = Sα(u
α
Γ ) for some u
α
Γ ∈UR and some α ∈ (0,1], then it holds that
‖µα‖H1(0,T ;H)∩C0([0,T ];V )∩L2(0,T ;W )∩L∞(Q)
+ ‖ρα‖W 1,∞(0,T ;H)∩H1([0,T ];V )∩L∞(0,T ;H2(Γ))
+ ‖ραΓ ‖W 1,∞(0,T ;HΓ)∩H1([0,T ];VΓ)∩L∞(0,T ;H2(Γ))
+‖ϕ(α)h′(ρα)‖L∞(0,T ;H) + ‖ϕ(α)h
′(ραΓ )‖L∞(0,T ;HΓ) ≤ K
∗
3 . (2.16)
PROOF: Let uαΓ ∈ UR and α ∈ (0,1] be arbitrary and (µ
α ,ρα ,ραΓ ) = Sα(u
α
Γ ). The result
will be established in a series of a priori estimates. To this end, we will in the following denote
by C > 0 constants that may depend on the quantities mentioned in the statement, but not on
α ∈ (0,1]. For the sake of a better readability, we will omit the superscript α of (µα ,ρα ,ραΓ )
during the estimations, writing it only at the end of each estimate. We will also make repeated
use of the general bounds (2.15) without further reference.
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FIRST ESTIMATE:
First, note that ∂t((
1
2
+g(ρ))µ2) = (1+2g(ρ))µt µ + g
′(ρ)ρt µ
2 . Thus, multiplying (2.9) by
µ and integrating over Qt , where t ∈ (0,T ], we find the estimate
∫
Ω
(
1
2
+g(ρ(t))
)
|µ(t)|2dx +
∫ t
0
∫
Ω
|∇µ|2 dxds =
∫
Ω
(
1
2
+g(ρ0)
)
|µ0|
2dx . (2.17)
Hence, as g(ρ)≥ 0 by (A2), it follows that
‖µα‖L∞(0,T ;H)∩L2(0,T ;V ) ≤ C ∀α ∈ (0,1]. (2.18)
SECOND ESTIMATE:
Next, we multiply (2.11) by ϕ(α)h′(ρα) and integrate over Qt and by parts, where t ∈ (0,T ].
We obtain the identity
ϕ(α)
∫
Ω
h(ρ(t))dx+ ϕ(α)
∫
Γ
h(ρΓ(t))dΓ +
∫ t
0
∫
Ω
|ϕ(α)h′(ρ)|2dxds
+
∫ t
0
∫
Γ
|ϕ(α)h′(ρΓ)|
2dΓds + ϕ(α)
∫ t
0
∫
Ω
h′′(ρ) |∇ρ |2dxds
+ ϕ(α)
∫ t
0
∫
Γ
h′′(ρΓ) |∇ΓρΓ|
2dΓds
= ϕ(α)
∫
Ω
h(ρ0)dx + ϕ(α)
∫
Γ
h(ρ0Γ)dΓ
+
∫ t
0
∫
Ω
(µ g′(ρ)−pi(ρ))ϕ(α)h′(ρ)dxds
+
∫ t
0
∫
Γ
(uαΓ −piΓ(ρΓ))ϕ(α)h
′(ρΓ)dΓds . (2.19)
Obviously, all of the terms on the left-hand side are nonnegative, while the first two summands
on the right-hand side are bounded independently of α ∈ (0,1]. Thus, applying Ho¨lder’s and
Young’s inequalities to the last two integrals in (2.19), and invoking (2.15) and (2.18), we readily
find that ∥∥ϕ(α)h′(ρα)∥∥
L2(Q)
+
∥∥ϕ(α)h′(ραΓ )∥∥L2(Σ) ≤ C ∀α ∈ (0,1]. (2.20)
THIRD ESTIMATE:
We now add ρ on both sides of (2.11) and ρΓ on both sides of (2.12). Then we multiply the
first resulting equation by ρt and integrate over Qt , where t ∈ (0,T ]. Employing (2.15), we
then obtain an inequality of the form
∫ t
0
∫
Ω
|ρt|
2dxds +
∫ t
0
∫
Γ
|∂tρΓ|
2dxds +
1
2
(
‖ρ(t)‖2V + ‖ρΓ(t)‖
2
VΓ
)
≤
1
2
(
‖ρ0‖
2
V +‖ρ0Γ‖
2
VΓ
)
+
∫ t
0
∫
Ω
|ρt|(|ρ | + |ϕ(α)h
′(ρ)| +C(1+ |µ|))dxds
+
∫ t
0
∫
Γ
|∂tρΓ|(|ρΓ| + |ϕ(α)h
′(ρΓ)| + |u
α
Γ |)dΓds . (2.21)
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Using (A1), (2.18), and (2.20), and employing Young’s inequality and Gronwall’s lemma, we
thus conclude that
‖ρα‖H1(0,T ;H)∩L∞(0,T ;V ) + ‖ρ
α
Γ ‖H1(0,T ;HΓ)∩L∞(0,T ;VΓ) ≤ C ∀α ∈ (0,1] . (2.22)
FOURTH ESTIMATE:
We now take advantage of the estimates (2.15), (2.18), (2.20) and (2.22). Indeed, comparison
in (2.11) yields that
‖∆ρ‖L2(Q) ≤ C . (2.23)
Now observe that, owing to [3, Thm. 3.2, p. 1.79], we have the estimate
∫ T
0
‖ρ(t)‖2
H3/2(Ω)
dt ≤ C
∫ T
0
(
‖∆ρ(t)‖2H +‖ρΓ(t)‖
2
VΓ
)
dt,
so that
‖ρ‖L2(0,T ;H3/2(Ω)) ≤ C. (2.24)
Hence, by the trace theorem (cf. [3, Thm. 2.27, p. 1.64]), we infer that
‖∂nρ‖L2(0,T ;HΓ) ≤ C, (2.25)
whence, by comparison in (2.12),
‖∆ΓρΓ‖L2(0,T ;L2(Γ)) ≤ C. (2.26)
Thus, by the boundary version of elliptic estimates, we deduce that
‖ρΓ‖L2(0,T ;H2(Γ)) ≤ C, (2.27)
whence, by virtue of standard elliptic theory, it turns out that
‖ρ‖L2(0,T ;H2(Ω)) ≤ C. (2.28)
Since the embeddings
(H1(0,T ;H)∩L2(0,T ;H2(Ω)))⊂C0([0,T ];V )
and
(H1(0,T ;HΓ)∩L
2(0,T ;H2(Γ)))⊂C0([0,T ];VΓ)
are continuous, we have thus shown the estimate
‖ρα‖C0([0,T ];V )∩L2(0,T ;H2(Ω)) + ‖ρ
α
Γ ‖C0([0,T ];VΓ)∩L2(0,T ;H2(Γ)) ≤ C ∀α ∈ (0,1]. (2.29)
FIFTH ESTIMATE:
In this step of the proof, we adopt a formal argument that can be made rigorous by using finite
differences in time. Namely, we differentiate (2.11) formally with respect to time, multiply the
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resulting identity by ρt , and integrate over Qt , where 0 < t ≤ T , and (formally) by parts. We
then arrive at an inequality of the form
1
2
(
‖ρt(t)‖
2
H +‖∂tρΓ(t)‖
2
HΓ
)
+
∫ t
0
∫
Ω
|∇∂tρ |
2dxds +
∫ t
0
∫
Γ
|∇Γ∂tρΓ|
2dΓds
+ ϕ(α)
∫ t
0
∫
Ω
h′′(ρ)|ρt|
2dxds + ϕ(α)
∫ t
0
∫
Γ
h′′(ρΓ)|∂tρΓ|
2dΓds
≤
1
2
(
‖ρt(0)‖
2
H +‖∂tρΓ(0)‖
2
HΓ
)
+
4
∑
j=1
I j, (2.30)
where the expressions I j , 1 ≤ j ≤ 4, will be specified and estimated below. Notice that all of
the terms on the left-hand side are nonnegative. At first, using (A1), (A2), the trace theorem,
and the fact that uαΓ ∈Uad , we find that
‖ρt(0)‖H ≤ ‖∆ρ0−ϕ(α)h
′(ρ0)−pi(ρ0)+µ0 g
′(ρ0)‖H ≤ C,
‖∂tρΓ(0)‖H ≤ ‖∂nρ0‖H + ‖∆Γρ0Γ −ϕ(α)h
′(ρ0Γ)−piΓ(ρ0Γ)+u
α
Γ (0)‖H ≤ C. (2.31)
Next, recalling (2.15) and (2.22), we have that
I1 :=−
∫ t
0
∫
Ω
pi ′(ρ) |ρt|
2 dxds ≤ C, (2.32)
as well as, by also using Young’s inequality,
I4 :=
∫ t
0
∫
Γ
(∂tu
α
Γ −pi
′
Γ(ρΓ)∂tρΓ)∂tρΓdΓds ≤ C. (2.33)
In addition, since µ g′′(ρ)≤ 0, it turns out that
I2 :=
∫ t
0
∫
Ω
µ g′′(ρ) |ρt|
2dxds ≤ 0. (2.34)
The estimation of the remaining term
I3 :=
∫ t
0
∫
Ω
µt g
′(ρ)ρt dxds
is more delicate. To this end, we use the identity (cf. (2.9))
µt = (1+2g(ρ))
−1(∆µ −µ g′(ρ)ρt),
where, obviously, 1/(1+2g(ρ))≤ 1. Substitution of this identity and integration by parts yield
that
I3 =
∫ t
0
∫
Ω
1
1+2g(ρ)
[
∆µ −µ g′(ρ)ρt]g
′(ρ)ρt dxds
= −
∫ t
0
∫
Ω
∇µ(s) ·∇
( g′(ρ)ρt
1+2g(ρ)
)
dxds −
∫ t
0
∫
Ω
(g′(ρ))2
1+2g(ρ)
µ |ρt|
2dxds , (2.35)
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where the second summand on the right is obviously nonpositive. We thus obtain the inequality
I3 ≤ C
∫ t
0
∫
Ω
|∇µ| |∇ρt |dxds +C
∫ t
0
∫
Ω
|∇µ| |∇ρ | |ρt|dxds := J1+ J2 . (2.36)
Obviously, owing to Young’s inequality and (2.18), we infer that
J1 ≤
1
4
∫ t
0
∫
Ω
|∇ρt|
2dxds + C. (2.37)
On the other hand, thanks to Ho¨lder’s and Young’s inequalities, we also have that
J2 ≤ C
∫ t
0
‖∇µ(s)‖2 ‖∇ρ(s)‖4‖ρt(s)‖4dxds
≤
1
4
∫ t
0
‖ρt(s)‖
2
V ds +C
∫ t
0
‖∇µ(s)‖2H ‖∇ρ(s)‖
2
V ds
≤ C +
1
4
∫ t
0
∫
Ω
|∇ρt |
2dxds +C
∫ t
0
‖∇µ(s)‖2H‖∇ρ(s)‖
2
V ds . (2.38)
The last integral cannot be controlled in this form. We thus try to estimate the expression
‖∇ρ(s)‖2V in terms of the expressions ‖∂tρ(s)‖
2
H and ‖∂tρΓ(s)‖
2
HΓ
which can be handled
using the first summand on the left-hand side of (2.30). To this end, we use the regularity theory
for linear elliptic equations and (2.29) to deduce that
‖∇ρ(s)‖2V ≤ C
(
‖ρ(s)‖2V + ‖∆ρ(s)‖
2
H
)
≤ C
(
1 + ‖∆ρ(s)‖2H
)
. (2.39)
We now multiply, just as in the second estimate above, (2.11) by ϕ(α)h′(ρ(s)), but this time
we only integrate over Ω. We then obtain, for almost every s ∈ (0, t),
‖ϕ(α)h′(ρ(s))‖2H + ‖ϕ(α)h
′(ρΓ(s))‖
2
HΓ
+ ϕ(α)
∫
Ω
h′′(ρ(s)) |∇ρ(s)|2dx
+ ϕ(α)
∫
Γ
h′′(ρΓ(s)) |∇ΓρΓ(s)|
2dΓ
=
∫
Ω
ϕ(α)h′(ρ(s))
(
−ρt(s)−pi(ρ(s))+µ(s)g
′(ρ(s))
)
dx
+
∫
Γ
ϕ(α)h′(ρΓ(s))(−∂tρΓ(s)−piΓ(ρΓ(s))+∂tu
α
Γ (s)) dΓ , (2.40)
whence, thanks to the already proven estimates and to Young’s inequality,
‖ϕ(α)h′(ρ(s))‖2H + ‖ϕ(α)h
′(ρΓ(s))‖
2
HΓ
≤ C
(
1+‖∂tρ(s)‖
2
H +‖∂tρΓ(s)‖
2
HΓ
)
for a. e. s ∈ (0, t). (2.41)
Comparison in (2.11) then yields that
‖∆ρ(s)‖2H ≤ C
(
1+‖∂tρ(s)‖
2
H +‖∂tρΓ(s)‖
2
HΓ
)
for a. e. s ∈ (0, t). (2.42)
Combining the estimates (2.36)–(2.42), we have thus shown that
I3 ≤ C+
1
2
∫ t
0
∫
Ω
|∇ρt |dxds + C
∫ t
0
‖∇µ(s)‖2H
(
‖ρt(s)‖
2
H +‖∂tρΓ(s)‖
2
H
)
dxds , (2.43)
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where the mapping s 7→ ‖∇µ(s)‖2H is known to be bounded in L
1(0,T ), uniformly with respect
to α ∈ (0,1]. We thus may combine (2.30)–(2.34) with (2.43) to infer from Gronwall’s lemma
that
‖ρα‖W 1,∞(0,T ;H)∩H1(0,T ;V ) + ‖ρ
α
Γ ‖W 1,∞(0,T ;HΓ)∩H1(0,T ;VΓ) ≤ C ∀α ∈ (0,1]. (2.44)
Therefore, we can conclude from (2.41) and (2.42) that also, for all α ∈ (0,1],
‖ϕ(α)h′(ρα)‖L∞(0,T ;H) + ‖ϕ(α)h
′(ραΓ )‖L∞(0,T ;HΓ) + ‖∆ρ
α‖L∞(0,T ;H) ≤ C. (2.45)
Since we already know from (2.29) the bound for ‖ραΓ ‖C0([0,T ];VΓ) , we can follow the same
chain of estimates as in the fourth a priori estimate above, eventually obtaining that
‖ρα‖L∞(0,T ;H2(Ω)) + ‖ρ
α
Γ ‖L∞(0,T ;H2(Γ)) ≤ C ∀α ∈ (0,1]. (2.46)
SIXTH ESTIMATE:
Next, we multiply (2.9) by µt and integrate over Qt , where t ∈ (0,T ]. Recalling that g(ρ) is
nonnegative, and using Ho¨lder’s and Young’s inequalities, we obtain from (A1) that∫ t
0
∫
Ω
|µt |
2dxds +
1
2
‖∇µ(t)‖2H ≤
1
2
‖∇µ0‖
2
H + C
∫ t
0
∫
Ω
|µt | |µ| |ρt|dxds
≤ C +C
∫ t
0
‖µt(s)‖2‖µ(s)‖4 ‖ρt(s)‖4ds
≤ C +
1
2
∫ t
0
∫
Ω
|µt |
2dxds +C
∫ t
0
‖ρt(s)‖
2
V ‖µ(s)‖
2
V ds , (2.47)
where, owing to (2.44), the mapping s 7→ ‖ρt(s)‖
2
V is bounded in L
1(0,T ), uniformly in α ∈
(0,1]. We thus can infer from Gronwall’s lemma that
‖µ‖H1(0,T ;H)∩L∞(0,T ;V ) ≤ C. (2.48)
Comparison in (2.9) then shows that also
‖∆µ‖L2(0,T ;H) ≤ C, (2.49)
whence, by virtue of standard elliptic estimates,
‖µ‖L2(0,T ;W ) ≤ C. (2.50)
Since the embedding (H1(0,T ;H)∩ L2(0,T ;H2(Ω))) ⊂ C0([0,T ];V ) is continuous, we have
thus shown the estimate
‖µα‖H1(0,T ;H)∩C0([0,T ];V )∩L2(0,T ;W ) ≤ C ∀α ∈ (0,1]. (2.51)
Next, we use the continuity of the embedding
(L∞(0,T ;H)∩L2(0,T ;V ))⊂ L7/3(0,T ;L14/3(Ω)),
which, in view of (2.44), implies that
‖ραt ‖L7/3(0,T ;L14/3(Ω)) ≤ C ∀α ∈ (0,1]. (2.52)
With this estimate shown, we may argue as in the proof of [11, Thm. 2.3] to conclude that
‖µα‖L∞(Q) ≤ C ∀α ∈ (0,1]. (2.53)
Hence, the assertion is completely proved.
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3 Existence and approximation of optimal controls
In this section, we aim to approximate optimal pairs of (P0). To this end, we consider for
α ∈ (0,1] the optimal control problem
(Pα ) Minimize the cost functional J ((µα ,ρα ,ραΓ ),u
α
Γ ) for u
α
Γ ∈Uad , subject to
the state system (2.9)–(2.13).
According to [25, Thm. 4.1], this optimal control problem has an optimal pair ((µα ,ρα ,ραΓ ),
uαΓ ), for every α ∈ (0,1]. Our first aim in this section is to prove the following approximation
result:
THEOREM 3.1: Suppose that the assumptions (A1)–(A5) are satisfied, and let the sequences
{αn} ⊂ (0,1] and {u
αn
Γ } ⊂Uad be given such that αnց 0 and u
αn
Γ → uΓ weakly-star in X for
some uΓ ∈Uad . Then it holds, for (µ
αn ,ραn,ραnΓ ) = Sαn(u
αn
Γ ), n ∈ IN,
µαn → µ weakly-star in H1(0,T ;H)∩L∞(0,T ;V )∩L2(0,T ;W )∩L∞(Q), (3.1)
ραn → ρ weakly-star in W 1,∞(0,T ;H)∩H1(0,T ;V )∩L∞(0,T ;H2(Ω)), (3.2)
ραnΓ → ρΓ weakly-star in W
1,∞(0,T ;HΓ)∩H
1(0,T ;VΓ)∩L
∞(0,T ;H2(Γ)), (3.3)
as well as
ϕ(αn)h
′(ραn)→ ξ weakly-star in L∞(0,T ;H), (3.4)
ϕ(αn)h
′(ραnΓ )→ ξΓ weakly-star in L
∞(0,T ;HΓ), (3.5)
where (µ,ρ ,ρΓ,ξ ,ξΓ) is the unique solution to the state system (1.2)–(1.8) associated with uΓ .
Moreover, with S0(uΓ) = (µ,ρ ,ρΓ) it holds that
J (S0(uΓ),uΓ) ≤ liminf
n→∞
J (Sαn(u
αn
Γ ),u
αn
Γ ), (3.6)
J (S0(vΓ),vΓ) = lim
n→∞
J (Sαn(vΓ),vΓ) ∀vΓ ∈Uad. (3.7)
PROOF: Let {αn} ⊂ (0,1] be any sequence such that αn ց 0 as n → ∞, and suppose
that u
αn
Γ → uΓ weakly-star in X for some uΓ ∈ Uad . By virtue of Proposition 2.3, there are
a subsequence of {αn}, which is again indexed by n, and some quintuple (µ,ρ ,ρΓ,ξ ,ξΓ)
such that the convergence results (3.1)–(3.5) hold true. In particular, we have µ(0) = µ0 and
ρ(0) = ρ0 . Moreover, from standard compact embedding results (cf. [34, Sect. 8, Cor. 4]) we
can infer that
µαn → µ strongly in C0(0,T ;H)∩L2(0,T ;V ), (3.8)
ραn → ρ strongly in C0(Q), (3.9)
also including
ραnΓ → ρΓ strongly in C
0(Σ), (3.10)
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whence we infer that ρΓ = ρ|Σ . Therefore, we obviously have that
Ψ(ραn)→ Ψ(ρ) strongly in C0(Q), for Ψ ∈ {g,g′,pi}, (3.11)
piΓ(ρ
αn
Γ )→ piΓ(ρΓ) strongly in C
0(Σ), (3.12)
and (3.2) implies that ∂nρ
αn → ∂nρ weakly in L
2(Σ). Further, we easily verify that, at least
weakly in L1(Q),
g(ραn)µαnt → g(ρ)µt , µ
αn g′(ραn)ραnt → µ g
′(ρ)ρt, µ
αn g′(ραn)→ µ g′(ρ). (3.13)
Combining the above convergence results, we may pass to the limit as n→∞ in the equations
(2.9)–(2.13) (written for α = αn) to find that the quintuple (µ,ρ ,ρΓ,ξ ,ξΓ) satisfies the equa-
tions (1.2)–(1.4), (1.6), and (1.8). In addition, we have µ ≥ 0 in Q, and the properties in (2.6)
are fulfilled. We also notice that the regularities in (2.2)–(2.3) follow from µ0 ∈W (cf. (A1)) and
the regularity theory for solutions to linear uniformly parabolic equations with continuous coef-
ficients and right-hand side in L∞(0,T ;H)∩L2(0,T ;L6(Ω)) (comments are given in [24, Sec-
tion 3, Step 4 and Remark 3.1]). Then, in order to show that the quintuple (µ,ρ ,ρΓ,ξ ,ξΓ) is
in fact the unique solution to problem (1.2)–(1.8) corresponding to uΓ , it remains to show that
ξ ∈ ∂ I[−1,1](ρ) a. e. in Q and ξΓ ∈ ∂ I[−1,1](ρΓ) a. e. in Σ.
Now, recall that h is convex in [−1,1] and both h and ϕ are nonnegative. We thus have, for
every n ∈ IN,
0 ≤
∫ T
0
∫
Ω
ϕ(αn)h(ρ
αn)dx dt
≤
∫ T
0
∫
Ω
ϕ(αn)h(z)dx dt +
∫ T
0
∫
Ω
ϕ(αn)h
′(ραn)(ραn− z)dx dt
for all z ∈K := {v ∈ L2(Q) : |v| ≤ 1 a.e. in Q} . (3.14)
Thanks to (1.13), the first integral on the central line of (3.14) tends to zero as n→ ∞. Hence,
invoking (3.4) and (3.9), the passage to the limit as n→ ∞ yields
∫ T
0
∫
Ω
ξ (ρ− z) dx dt ≥ 0 ∀z ∈K . (3.15)
Inequality (3.15) entails that ξ is an element of the subdifferential of the extension I of
I[−1,1] to L
2(Q), which means that ξ ∈ ∂I (ρ) or, equivalently (cf. [2, Ex. 2.3.3., p. 25]),
ξ ∈ ∂ I[−1,1](ρ) a. e. in Q. Similarly, we can prove that ξΓ ∈ ∂ I[−1,1](ρΓ) a. e. in Σ.
We have thus shown that, for a suitable subsequence of {αn}, we have the convergence
properties (3.1)–(3.5), where (µ,ρ ,ρΓ,ξ ,ξΓ) is a solution to the state system (1.2)–(1.8). But
this solution is known to be unique, which entails that the above convergence properties are
valid for the entire sequence. This finishes the proof of the first claim of the theorem.
It remains to show the validity of (3.6) and (3.7). In view of (3.1)–(3.3), the inequal-
ity (3.6) is an immediate consequence of the weak sequential semicontinuity properties of
the cost functional J . To establish the identity (3.7), let vΓ ∈ Uad be arbitrary and put
(µα
n
,ραn,ραnΓ ) = Sαn(vΓ), for n ∈ IN. Taking Proposition 2.3 into account, and arguing as
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in the first part of this proof, we can conclude that Sαn(vΓ) converges to (µ,ρ ,ρΓ) = S0(vΓ)
in the sense of (3.1)–(3.3) and (3.8)–(3.10). In particular, we have
Sαn(vΓ)→S0(vΓ) strongly in C
0([0,T ];H)×C0([0,T ];H)×C0([0,T ];HΓ).
As the cost functional J is obviously continuous in the variables (µ,ρ ,ρΓ) with respect to the
strong topology of C0([0,T ];H)×C0([0,T ];H)×C0([0,T ];HΓ), we may thus infer that (3.7)
is valid.
COROLLARY 3.2: The optimal control problem (P0) has a least one solution.
PROOF: Pick an arbitrary sequence {αn} such that αn ց 0 as n → ∞. Then, by virtue
of [25, Thm. 4.1], the optimal control problem (Pαn ) has for every n ∈ IN an optimal pair
((µαn ,ραn,ραnΓ ),u
αn
Γ ), where u
αn
Γ ∈ Uad and (µ
αn ,ραn,ραnΓ ) = Sαn(u
αn
Γ ). Since Uad is a
bounded subset of X , we may without loss of generality assume that uαnΓ → uΓ weakly-star in
X for some uΓ ∈Uad . Then, for the unique solution (µ,ρ ,ρΓ,ξ ,ξΓ) to (1.2)–(1.8) associated
with uΓ , we conclude from Theorem 3.1 the convergence properties (3.1)–(3.7). Invoking the
optimality of ((µαn ,ραn,ραnΓ ),u
αn
Γ ) for (Pαn ), we then find, for every vΓ ∈Uad , that
J ((µ,ρ ,ρΓ),uΓ) = J (S0(uΓ),uΓ) ≤ liminf
n→∞
J (Sαn(u
αn
Γ ),u
αn
Γ )
≤ liminf
n→∞
J (Sαn(vΓ),vΓ) = limn→∞
J (Sαn(vΓ),vΓ) = J (S0(vΓ),vΓ), (3.16)
which yields that uΓ is an optimal control for (P0) with the associate state (µ,ρ ,ρΓ,ξ ,ξΓ).
The assertion is thus proved.
Corollary 3.2 does not yield any information on whether every solution to the optimal con-
trol problem (P0) can be approximated by a sequence of solutions to the problems (Pα). As
already announced in the Introduction, we are not able to prove such a general ‘global’ result.
Instead, we can only give a ‘local’ answer for every individual optimizer of (P0). For this
purpose, we employ a trick due to Barbu [1]. To this end, let u¯Γ ∈Uad be an arbitrary optimal
control for (P0), and let (µ¯ , ρ¯ , ρ¯Γ, ξ¯ , ξ¯Γ) be the associated solution quintuple to the state sys-
tem (1.2)–(1.8) in the sense of Theorem 2.1. In particular, (µ¯ , ρ¯ , ρ¯Γ) = S0(u¯Γ). We associate
with this optimal control the adapted cost functional
J˜ ((µ,ρ ,ρΓ),uΓ) := J ((µ,ρ ,ρΓ),uΓ) +
1
2
‖uΓ− u¯Γ‖
2
L2(Σ) (3.17)
and a corresponding adapted optimal control problem,
(P˜α ) Minimize J˜ ((µ,ρ ,ρΓ),uΓ) for uΓ ∈Uad , subject to the condition that (2.9)–
(2.13) be satisfied.
With a standard direct argument that needs no repetition here, we can show the following result.
LEMMA 3.3: Suppose that the assumptions (A1)–(A5), (1.12)–(1.13) are satisfied, and let
α ∈ (0,1]. Then the optimal control problem (P˜α) admits a solution.
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We are now in the position to give a partial answer to the question raised above. We have the
following result.
THEOREM 3.4: Let the assumptions (A1)–(A5), (1.12)–(1.13) be fulfilled, suppose that u¯Γ ∈
Uad is an arbitrary optimal control of (P0) with associated state quintuple (µ¯ , ρ¯, ρ¯Γ, ξ¯ , ξ¯Γ),
and let {αn} ⊂ (0,1] be any sequence such that αn ց 0 as n→ ∞. Then there exist a sub-
sequence {αnk} of {αn}, and, for every k ∈ IN, an optimal control u
αnk
Γ ∈Uad of the adapted
problem (P˜αnk ) with associated state triple (µ
αnk ,ραnk ,ρ
αnk
Γ ) such that, as k→ ∞,
u
αnk
Γ → u¯Γ strongly in L
2(Σ), (3.18)
the properties (3.1)–(3.5) are satisfied, where (µ,ρ ,ρΓ,ξ ,ξΓ)
is replaced by (µ¯ , ρ¯ , ρ¯Γ, ξ¯ , ξ¯Γ) and the index n is replaced by nk, (3.19)
J˜ ((µαnk ,ραnk ,ρ
αnk
Γ ),u
αnk
Γ )→J ((µ,ρ ,ρΓ),uΓ) . (3.20)
PROOF: Let αn ց 0 as n → ∞. For any n ∈ IN, we pick an optimal control u
αn
Γ ∈ Uad
for the adapted problem (P˜αn) and denote by (µ
αn ,ραn,ραnΓ ) = Sαn(u
αn
Γ ) the associated so-
lution triple of problem (2.9)–(2.13) for α = αn . By the boundedness of Uad , there is some
subsequence {αnk} of {αn} such that
u
αnk
Γ → uΓ weakly-star in X as k→ ∞, (3.21)
with some uΓ ∈Uad . Thanks to Theorem 3.1, the convergence properties (3.1)–(3.5) hold true,
where (µ,ρ ,ρΓ,ξ ,ξΓ) is the unique solution to the state system (1.2)–(1.8). In particular, the
pair (S0(uΓ),uΓ) = ((µ,ρ ,ρΓ),uΓ) is admissible for (P0).
We now aim to prove that uΓ = u¯Γ . Once this is shown, then the uniqueness result of Theorem
2.1 yields that also (µ,ρ ,ρΓ,ξ ,ξΓ) = (µ¯ , ρ¯, ρ¯Γ, ξ¯ , ξ¯Γ), which implies that (3.19) holds true.
Now observe that, owing to the weak sequential lower semicontinuity of J˜ , and in view of
the optimality property of ((µ¯, ρ¯ , ρ¯Γ), u¯Γ) for problem (P0),
liminf
k→∞
J˜ ((µαnk ,ραnk ,ρ
αnk
Γ ),u
αnk
Γ )≥ J ((µ,ρ ,ρΓ),uΓ) +
1
2
‖uΓ− u¯Γ‖
2
L2(Σ)
≥ J ((µ¯, ρ¯ , ρ¯Γ), u¯Γ) +
1
2
‖uΓ− u¯Γ‖
2
L2(Σ) . (3.22)
On the other hand, the optimality property of ((µαnk ,ραnk ,ρ
αnk
Γ ),u
αnk
Γ ) for problem (P˜αnk )
yields that for any k ∈ IN we have
J˜ ((µαnk ,ραnk ,ρ
αnk
Γ ),u
αnk
Γ ) = J˜ (Sαnk (u
αnk
Γ ),u
αnk
Γ ) ≤ J˜ (Sαnk (u¯Γ), u¯Γ) , (3.23)
whence, taking the limit superior as k→ ∞ on both sides and invoking (3.7) in Theorem 3.1,
limsup
k→∞
J˜ ((µαnk ,ραnk ,ρ
αnk
Γ ),u
αnk
Γ )
≤ J˜ (S0(u¯Γ), u¯Γ) = J˜ ((µ¯, ρ¯ , ρ¯Γ), u¯Γ) = J ((µ¯ , ρ¯, ρ¯Γ), u¯Γ) . (3.24)
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Combining (3.22) with (3.24), we have thus shown that 1
2
‖uΓ− u¯Γ‖
2
L2(Σ)
= 0 , so that uΓ = u¯Γ
and thus also (µ,ρ ,ρΓ,ξ ,ξΓ) = (µ¯ , ρ¯ , ρ¯Γ, ξ¯ , ξ¯Γ). Moreover, (3.22) and (3.24) also imply that
J ((µ¯, ρ¯ , ρ¯Γ), u¯Γ) = J˜ ((µ¯, ρ¯ , ρ¯Γ), u¯Γ) = liminf
k→∞
J˜ ((µαnk ,ραnk ,ρ
αnk
Γ ),u
αnk
Γ )
= limsup
k→∞
J˜ ((µαnk ,ραnk ,ρ
αnk
Γ ),u
αnk
Γ ) = lim
k→∞
J˜ ((µαnk ,ραnk ,ρ
αnk
Γ ),u
αnk
Γ ) , (3.25)
which proves (3.20) and, at the same time, also (3.18). This concludes the proof of the assertion.
4 The optimality system
In this section, we aim to establish first-order necessary optimality conditions for the optimal
control problem (P0). This will be achieved by a passage to the limit as α ց 0 in the first-
order necessary optimality conditions for the adapted optimal control problems (P˜α) that can
by derived as in [25] with only minor and obvious changes. This procedure will yield certain
generalized first-order necessary optimality conditions in the limit. In this entire section, we
assume that h is given by (1.12) and that (1.13) and the general assumptions (A1)–(A5) are
satisfied. We also assume that a fixed optimal control u¯Γ ∈Uad for (P0) is given, along with
the corresponding solution quintuple (µ¯, ρ¯ , ρ¯Γ, ξ¯ , ξ¯Γ) of the state system (1.2)–(1.8) established
in Theorem 2.1. That is, we have (µ¯ , ρ¯, ρ¯Γ) = S0(u¯Γ) as well as ξ¯ ∈ ∂ I[−1,1](ρ¯) a. e. in Q and
ξ¯Γ ∈ ∂ I[−1,1](ρ¯Γ) a. e. on Σ.
In order to be able to take advantage of the analysis performed in [25, Sect. 4], we impose
the following additional compatibility condition:
(A6) It holds that (β4(ρ¯(T )− ρˆΩ) , β5(ρ¯Γ(T )− ρˆΓ)) ∈ V .
Obviously, (A6) is fulfilled if β4 = β5 (especially if β4 = β5 = 0) and (ρˆΩ, ρˆΓ) ∈ V . In view of
the fact that always (ρ¯(T ), ρ¯Γ(T )) ∈ V , these conditions for the target functions ρˆΩ and ρˆΓ
seem to be quite reasonable.
We begin our analysis by formulating the adjoint state system for the adapted control problem
(P˜α). To this end, let us assume that uαΓ ∈Uad is an arbitrary optimal control for (P˜α) and
that (µα ,ρα ,ραΓ ) is the solution triple to the associated state system (2.9)–(2.13). In particular,
(µα ,ρα ,ραΓ ) = Sα(u
α
Γ ), the solution has the regularity properties (2.2)–(2.5), and it satisfies
the global bounds (2.15), (2.16), as well as the separation property (2.14). Moreover, it follows
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from [25, Thm. 4.2] that the associated adjoint system
− (1+2g(ρα)) pαt −g
′(ρα)ραt p
α −∆pα = g′(ρα)qα +β1(µ
α − µˆQ)
a. e. in Q, (4.1)
∂np
α = 0 a. e. on Σ, pα(T ) = 0 a. e. in Ω, (4.2)
−qαt −∆q
α +(ϕ(α)h′′(ρα)+pi ′(ρα)−µα g′′(ρα))qα
= g′(ρα)(µα pαt −µ
α
t p
α)+β2(ρ
α − ρˆQ) a. e. in Q, (4.3)
∂nq
α −∂tq
α −∆Γq
α
Γ +(ϕ(α)h
′′(ραΓ )+pi
′
Γ(ρ
α
Γ ))q
α
Γ = β3(ρ
α
Γ − ρˆΣ),
and qαΓ = q
α
|Σ, a. e. on Σ, (4.4)
qα(T ) = β4(ρ
α(T )− ρˆΩ) a. e. in Ω, q
α
Γ (T ) = β5(ρ
α
Γ (T )− ρˆΓ)
a. e. on Γ (4.5)
has a unique solution (pα ,qα ,qαΓ) such that
pα ∈ H1(0,T ;H)∩C0([0,T ];V )∩L2(0,T ;W ), (4.6)
qα ∈ H1(0,T ;H)∩C0([0,T ];V )∩L2(0,T ;H2(Ω)), (4.7)
qαΓ ∈ H
1(0,T ;HΓ)∩C
0([0,T ];VΓ)∩L
2(0,T ;H2(Γ)). (4.8)
In addition, as in the proof of [25, Cor. 4.3], it follows the validity of the variational inequality
∫ T
0
∫
Γ
(
qαΓ +β6u
α
Γ +(u
α
Γ − u¯Γ)
)
(vΓ−u
α
Γ ) dΓ dt ≥ 0 ∀vΓ ∈Uad . (4.9)
We now prove an a priori estimate that will be fundamental for the derivation of the optimality
conditions for (P0). To this end, we introduce some further function spaces. At first, we put
Y := H1(0,T ;V ∗)∩L2(0,T ;V ), YΓ := H
1(0,T ;V ∗Γ )∩L
2(0,T ;VΓ), (4.10)
W :=
(
H1(0,T ;V ∗)×H1(0,T ;V ∗Γ )
)
∩L2(0,T ;V ), (4.11)
W0 := {(η,ηΓ) ∈W : (η(0),ηΓ(0)) = (0,0)}, (4.12)
which are Banach spaces when equipped with the natural norm of Y ×YΓ . Moreover, we
have the dense and continuous injections Y ⊂ L2(0,T ;V ) ⊂ L2(Q) ⊂ L2(0,T ;V ∗) ⊂ Y ∗ and
YΓ ⊂ L
2(0,T ;VΓ)⊂ L
2(Σ)⊂ L2(0,T ;V ∗Γ )⊂ Y
∗
Γ , where it is understood that
〈z,v〉Y =
∫ T
0
〈z(t),v(t)〉V dt
for all z ∈ L2(0,T ;V ∗) and v ∈ L2(0,T ;V ), (4.13)
〈zΓ,vΓ〉YΓ =
∫ T
0
〈zΓ(t),vΓ(t)〉VΓ dt
for all zΓ ∈ L
2(0,T ;V ∗Γ ) and vΓ ∈ L
2(0,T ;VΓ). (4.14)
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We also note that the embeddings Y ⊂ C0([0,T ];H) and YΓ ⊂ C
0([0,T ];HΓ) are continuous.
Likewise, we have the dense and continuous embeddings W ⊂ L2(0,T ;V ) ⊂ L2(0,T ;H ×
HΓ)⊂ L
2(0,T ;V ∗)⊂W ∗ , as well as the continuous injection W ⊂C0([0,T ];H×HΓ), which
gives the initial condition encoded in (4.12) a proper meaning. Furthermore, since W0 is a
closed subspace of Y ×YΓ , we deduce that the elements F = (z,zΓ) ∈W
∗
0 are exactly those that
are of the form
〈F,(η,ηΓ)〉W0 = 〈z,η〉Y + 〈zΓ,ηΓ〉YΓ for all (η,ηΓ) ∈W0, (4.15)
where z∈Y ∗ and zΓ ∈Y
∗
Γ . In particular, for z ∈ L
2(0,T ;V ∗) and zΓ ∈ L
2(0,T ;V ∗Γ ) the formulas
(4.13) and (4.14) apply. Observe that these representation formulas allow us to give a proper
meaning to statements like
(zα ,zαΓ )→ (z,zΓ) weakly in W
∗
0 .
In addition to the spaces introduced in (4.10)–(4.12), we also define
Z := (L∞(0,T ;H)×L∞(0,T ;HΓ))∩L
2(0,T ;V ), (4.16)
which is a Banach spaced when endowed with its natural norm.
We have the following result.
PROPOSITION 4.1: Let the general assumptions (A1)–(A6), (1.12)–(1.13) be satisfied, and
let
(λ α ,λ αΓ ) :=
(
ϕ(α)h′′(ρα)qα , ϕ(α)h′′(ραΓ )q
α
Γ
)
∀α ∈ (0,1]. (4.17)
Then there exists a constant K∗3 > 0, which depends only on the data of the system and on R,
such that for all α ∈ (0,1] it holds
‖pα‖H1(0,T ;H)∩C0([0,T ];V )∩L2(0,T ;W ) + max
0≤t≤T
(‖qα(t)‖H+‖q
α
Γ (t)‖HΓ)
+ ‖(qα ,qαΓ )‖L2(0,T ;V ) + ‖(λ
α ,λ αΓ )‖W ∗0
+ ‖(∂tq
α ,∂tq
α
Γ )‖W ∗0
≤ K∗3 . (4.18)
PROOF: In the following, C> 0 denote positive constants that may depend on the data of the
system but not on α ∈ (0,1]. We make repeated use of the global estimates (2.15) and (2.16)
without further reference.
First, we add pα on both sides of (4.1), multiply the result by −pαt , and integrate over
Ω× (t,T ], where t ∈ [0,T ). Using the fact that pα(T ) = 0, we obtain the inequality∫ T
t
∫
Ω
|pαt |
2dxds +
1
2
‖pα(t)‖2V ≤ I1+ I2+ I3, (4.19)
where the quantities I j , 1≤ j ≤ 3, are specified and estimated below. At first, Young’s inequal-
ity yields that
I1 := −
∫ T
t
∫
Ω
(pα + β1(µ
α − µˆQ)) p
α
t dxds
≤
1
5
∫ T
t
∫
Ω
|pαt |
2dxds +C +C
∫ T
t
∫
Ω
|pα |2dxds . (4.20)
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Likewise, we have that
I2 := −
∫ T
t
∫
Ω
g′(ρα)qα ραt dxds ≤
1
5
∫ T
t
∫
Ω
|ραt |
2dxds +C
∫ T
t
∫
Ω
|qα |2 dxds . (4.21)
Moreover, by also invoking Ho¨lder’s inequality and the continuity of the embedding V ⊂ L4(Ω),
we deduce that
I3 := −
∫ T
t
∫
Ω
g′(ρα)ραt p
α pαt dxds ≤ C
∫ T
t
‖ραt (s)‖4‖p
α(s)‖4‖p
α
t (s)‖2ds
≤
1
5
∫ T
t
∫
Ω
|pαt |
2dxds +C
∫ T
t
‖ραt (s)‖
2
V ‖p
α(s)‖2V ds , (4.22)
where the mapping s 7→ ‖ραt (s)‖
2
V is bounded in L
1(0,T ) uniformly with respect to α ∈ (0,1].
Next, we multiply (4.3) by qα and integrate over Ω× (t,T ], where t ∈ [0,T ). Taking (4.4)
into account, we obtain the identity
1
2
(
‖qα(t)‖2H+‖q
α
Γ (t)‖
2
HΓ
)
+
∫ T
t
∫
Ω
|∇qα |2dxds +
∫ T
t
∫
Γ
|∇Γq
α
Γ |
2dΓds
+
∫ T
t
∫
Ω
ϕ(α)h′′(ρα) |qα |2dxds +
∫ T
t
∫
Γ
ϕ(α)h′′(ραΓ ) |q
α
Γ |
2dΓds
=
1
2
(
‖qα(T )‖2H +‖q
α
Γ (T )‖
2
HΓ
)
+
∫ T
t
∫
Ω
(
µα g′′(ρα)−pi ′(ρα)
)
|qα |2dxds +
∫ T
t
∫
Ω
β2(ρ
α − ρˆQ)q
α dxds
−
∫ T
t
∫
Γ
pi ′Γ(ρ
α
Γ ) |q
α
Γ |
2dΓds +
∫ T
t
∫
Γ
β3(ρ
α
Γ − ρˆΣ)q
α
Γ dxds
+
∫ T
t
∫
Ω
g′(ρα)µα pαt q
α dxds −
∫ T
t
∫
Ω
g′(ρα)µαt p
α qα dxds . (4.23)
Since ϕ(α)h′′ ≥ 0, all summands on the left-hand side are nonnegative. Moreover, invoking
(4.5) and Young’s inequality, it is readily seen that the first five summands on the right-hand
side are bounded by an expression of the form
C
(
1 +
∫ T
t
∫
Ω
|qα |2dxds +
∫ T
t
∫
Γ
|qαΓ |
2dΓds
)
. (4.24)
It thus remains to estimate the last two summands on the right-hand side, which we denote
by J1 and J2 , respectively. By virtue of Ho¨lder’s and Young’s inequality, we first have that
J1 ≤ C
∫ T
t
‖µα (s)‖∞‖p
α
t (s)‖2‖q
α(s)‖2ds
≤
1
5
∫ T
t
∫
Ω
|pαt |
2dxds +C
∫ T
t
∫
Ω
|qα |2 dxds , (4.25)
while, also using the continuity of the embedding V ⊂ L4(Ω),
J2 ≤C
∫ T
t
‖µαt (s)‖2‖p
α(s)‖4‖q
α(s)‖4ds
≤
1
2
∫ T
t
‖qα(s)‖2V ds +C
∫ T
t
‖µαt (s)‖
2
H ‖p
α(s)‖2V ds , (4.26)
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where the mapping s 7→ ‖µαt (s)‖
2
H is known to be bounded in L
1(0,T ), uniformly in α ∈ (0,1].
Therefore, combining the estimates (4.19)–(4.26), we obtain from Gronwall’s lemma, taken
backward in time, the estimate
‖pα‖H1(0,T ;H) + max
0≤t≤T
(‖pα(t)‖V + ‖q
α(t)‖H + ‖q
α
Γ (t)‖HΓ)
+ ‖(qα ,qαΓ )‖L2(0,T ;V ) ≤ C. (4.27)
Now observe that ∥∥g′(ρα)ραt pα∥∥2L2(Q) ≤ C
∫ t
0
∫
Ω
|ραt |
2 |pα |2 dxdt
≤ C
∫ T
0
‖ραt (s)‖
2
4‖p
α(s)‖24ds ≤ C.
Thus, by comparison in (4.1), we find out that ‖∆pα‖L2(Q) ≤ C , whence, by virtue of (4.2) and
standard elliptic estimates,
‖pα‖L2(0,T ;W ) ≤ C. (4.28)
Next, we derive the bound for the time derivatives. To this end, let (η,ηΓ) ∈ W0 be arbi-
trary. Using the continuity of the embeddings Y ⊂C0([0,T ];H) and YΓ ⊂C
0([0,T ];HΓ), and
invoking the estimate (4.27), we obtain from integration by parts that
〈(∂tq
α ,∂tq
α
Γ ),(η,ηΓ)〉W =
∫ T
0
∫
Ω
qαt η dxdt +
∫ T
0
∫
Γ
∂tq
α
Γ ηΓdΓdt
=
∫
Ω
qα(T )η(T )dx +
∫
Γ
qαΓ (T )ηΓ(T )dΓ
−
∫ T
0
〈ηt(t),q
α(t)〉V dt −
∫ T
0
〈∂tηΓ(t),q
α
Γ(t)〉VΓ dt
≤ ‖qα(T )‖H ‖η(T )‖H + ‖q
α
Γ (T )‖HΓ ‖ηΓ(T )‖HΓ
+
∫ T
0
‖ηt(t)‖V∗ ‖q
α(t)‖V dt +
∫ T
0
‖∂tηΓ(t)‖V∗Γ ‖q
α
Γ (t)‖V dt,
whence
〈(∂tq
α ,∂tq
α
Γ ),(η,ηΓ)〉W
≤C max
0≤t≤T
(‖η(t)‖H +‖ηΓ(t)‖HΓ)
+C‖(qα ,qαΓ )‖L2(0,T ;V )
(
‖ηt‖L2(0,T ;V ∗)+‖∂tηΓ‖L2(0,T ;VΓ∗)
)
≤ C‖(η,ηΓ)‖W0 .
We thus have shown that
‖(∂tq
α ,∂tq
α
Γ )‖W ∗0
≤ C. (4.29)
Now, let (η,ηΓ) ∈W0 be arbitrary. We define the functions
vα1 :=
(
µαg′′(ρα)−pi ′(ρα)
)
qα + g′(ρα)µα pαt , v
α
2 :=−g
′(ρα)µαt p
α ,
wα :=−pi ′Γ(ρ
α
Γ )q
α
Γ . (4.30)
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Multiplying (4.3) by η , and invoking (4.4), we then easily infer the identity
〈(λ α ,λ αΓ ),(η,ηΓ)〉W0 =
∫ T
0
∫
Ω
λ α η dxdt +
∫ T
0
∫
Γ
λ αΓ ηΓdΓdt
=
∫ T
0
∫
Ω
η qαt dxdt +
∫ T
0
∫
Γ
ηΓ ∂tq
α
Γ
−
∫ T
0
∫
Ω
∇qα ·∇η dxdt −
∫ T
0
∫
Γ
∇Γq
α
Γ ·∇ΓηΓ dΓdt
+
∫ T
0
∫
Ω
vα1 η dxdt +
∫ T
0
∫
Ω
vα2 η dxdt +
∫ T
0
∫
Γ
wα ηΓdΓdt
+
∫ T
0
∫
Ω
β2(ρ
α − ρˆQ)dxdt +
∫ T
0
∫
Γ
β3(ρ
α
Γ − ρˆΣ)dΓdt. (4.31)
Now observe that vα1 and w
α are known to bounded in L2(Q) and in L2(Σ), respectively,
uniformly in α ∈ (0,1]. Also, using the continuity of the embedding H2(Ω)⊂ L∞(Ω), we have
that ∫ T
0
∫
Ω
vα2 η dxdt ≤ C
∫ T
0
‖µαt (t)‖2‖η(t)‖2‖p
α(t)‖∞dt
≤ C max
0≤t≤T
‖η(t)‖H ‖µ
α
t ‖L2(Q) ‖p
α‖L2(0,T ;H2(Ω)) ≤ C‖η‖Y . (4.32)
Therefore, taking (4.27) and (4.29) into account, we have shown that
‖(λ α ,λ αΓ )‖W ∗0 ≤ C . (4.33)
This concludes the proof of the assertion.
After these preliminaries, we are now in a position to establish first-order necessary optimal-
ity conditions for (P0) by performing a limit as α ց 0 in the approximating problems. To
this end, recall that a fixed optimal control u¯Γ ∈Uad for (P0), along with a solution quintuple
(µ¯ , ρ¯ , ρ¯Γ, ξ¯ , ξ¯Γ) of the associated state system (1.2)–(1.8) is given.
Now, we choose an arbitrary sequence {αn} such that αn ց 0 as n → ∞. By virtue of
Theorem 3.4, we can find a subsequence, which is again indexed by n, such that, for any n∈ IN,
we can find an optimal control u
αn
Γ ∈Uad for (P˜αn) with associated state triple (µ
αn ,ραn,ραnΓ )
that satisfies the convergence properties (3.18)–(3.20). From [34, Sect. 8, Cor. 4], without loss
of generality we may assume that
µαn → µ¯ strongly in C0([0,T ];Lp(Ω)) for 1≤ p< 6, (4.34)
ραn → ρ¯ strongly in C0(Q), ραnΓ → ρ¯Γ strongly in C
0(Σ), (4.35)
which entail that
Ψ(ραn)→ Ψ(ρ¯) strongly in C0(Q) for Ψ ∈ {g,g′,g′′,pi ,pi ′} (4.36)
ΨΓ(ρ
αn
Γ )→ ΨΓ(ρ¯) strongly in C
0(Σ) for Ψ ∈ {piΓ,pi
′
Γ}. (4.37)
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Moreover, thanks to Proposition 4.1 and to [34, Sect. 8, Cor. 4], we may assume that the
associated adjoint variables (pαn ,qαn,qαnΓ ) satisfy
pαn → p weakly-star in H1(0,T ;H)∩L∞(0,T ;V )∩L2(0,T ;W )
and strongly in C0([0,T ];Lp(Ω)) for 1≤ p< 6, (4.38)
(qαn,qαnΓ )→ (q,qΓ) weakly-star in Z , (4.39)
(∂tq
αn,∂tq
αn
Γ )→ (∂tq,∂tqΓ) weakly in W
∗
0 , (4.40)
(λ αn,λ αnΓ )→ (λ ,λΓ) weakly in W
∗
0 , (4.41)
for suitable limits (p,q,qΓ) and (λ ,λΓ), where λ ∈ Y
∗ and λΓ ∈ Y
∗
Γ , as explained around
(4.15). Obviously, (4.38) implies that ∂np = 0 almost everywhere on Σ and p(T ) = 0 almost
everywhere in Ω. Therefore, passing to the limit as n→ ∞ in the variational inequality (4.9),
written for αn , n ∈ IN, we obtain that (p,q,qΓ) satisfies∫ T
0
∫
Γ
(qΓ + β6 u¯Γ)(vΓ− u¯Γ)dΓdt ≥ 0 ∀vΓ ∈Uad. (4.42)
Next, we aim to show that in the limit as n→∞ a limiting adjoint system for (P0) is satisfied.
At first, it easily follows from the convergence properties stated above that
g(ραn) pαnt → g(ρ¯) pt , g
′(ραn)ραnt p
αn → g′(ρ¯) ρ¯t p, g
′(ραn)qαn → g′(ρ¯)q, (4.43)
all weakly in L1(Q). It thus follows, by taking the limit as n→ ∞ in (4.1) and (4.2), that the
limits p,q satisfy
−(1+2g(ρ¯)) pt−g
′(ρ¯) ρ¯t p−∆p = g
′(ρ¯)q+β1(µ¯− µˆQ) a. e. in Q, (4.44)
∂np= 0 a. e. on Σ, p(T ) = 0 a. e. in Ω. (4.45)
The limiting equation corresponding to (4.3)–(4.5) has to be formulated in a weak form. To
this end, we multiply (4.3), written for αn , n ∈ IN, by an arbitrary (η,ηΓ) ∈W0 and integrate
the resulting equation over Q. Integrating by parts with respect to time and space, and invoking
the endpoint conditions for q and qΓ , as well as the zero initial conditions for (η,ηΓ), we arrive
at the identity∫ T
0
∫
Ω
λ αn η dxdt +
∫ T
0
∫
Γ
λ αnΓ ηΓ dΓdt +
∫ T
0
〈∂tη(t),q
αn(t)〉V dt
+
∫ T
0
〈∂tηΓ(t),q
αn
Γ (t)〉VΓ dt+
∫ T
0
∫
Ω
∇qαn ·∇η dxdt +
∫ T
0
∫
Γ
∇Γq
αn
Γ ·∇ΓηΓdΓdt
−
∫ T
0
∫
Ω
v
αn
1 η dxdt −
∫ T
0
∫
Ω
v
αn
2 η dxdt −
∫ T
0
∫
Γ
wαn dΓdt
= β2
∫ T
0
∫
Ω
(ραn− ρˆQ)η dxdt + β3
∫ T
0
∫
Γ
(ραnΓ − ρˆΣ)ηΓdΓdt
+ β4
∫
Ω
(ραn(T )− ρˆΩ)η(T )dx + β5
∫
Γ
(ραnΓ (T )− ρˆΓ)ηΓ(T )dΓ . (4.46)
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Now, owing to (4.13)–(4.15), the sum of the first two integrals on the left-hand side of (4.46)
is equal to 〈(λ αn,λ αnΓ ),(η,ηΓ)〉W0 , which, by (4.41), converges to 〈(λ ,λΓ),(η,ηΓ)〉W0 . More-
over, it is straightforward to verify (and this may be left to the reader) that also the remaining
integrals in (4.46) converge. We therefore obtain, for every (η,ηΓ) ∈W0 ,
〈(λ ,λΓ)(η,ηΓ)〉W0 +
∫ T
0
〈∂tη(t),q(t)〉V dt +
∫ T
0
〈∂tηΓ(t),qΓ(t)〉VΓ dt
+
∫ T
0
∫
Ω
∇q ·∇η dxdt +
∫ T
0
∫
Γ
∇ΓqΓ ·∇ΓηΓdΓdt +
∫ T
0
∫
Γ
pi ′Γ(ρ¯Γ)qΓ ηΓdΓdt
+
∫ T
0
∫
Ω
[
(pi ′(ρ¯)− µ¯ g′′(ρ¯))q + g′(ρ¯)(µ¯t p− µ¯ pt)
]
η dxdt
= β2
∫ T
0
∫
Ω
(ρ¯− ρˆQ)η dxdt + β3
∫ T
0
∫
Γ
(ρ¯Γ− ρˆΣ)ηΓdΓdt
+ β4
∫
Ω
(ρ¯(T )− ρˆΩ)η(T )dx + β5
∫
Γ
(ρ¯Γ(T )− ρˆΓ)ηΓ(T )dΓ . (4.47)
Next, we show that the limit pair ((λ ,λΓ),(q,qΓ)) satisfies some sort of a complementarity
slackness condition. To this end, observe that (cf. (4.17)) for all n ∈ IN we obviously have∫ T
0
∫
Ω
λ αn qαn dxdt =
∫ T
0
∫
Ω
ϕ(αn)h
′′(ραn) |qαn|2 dxdt ≥ 0 .
An analogous inequality holds for the corresponding boundary terms. Hence, it is found that
liminf
n→∞
∫ T
0
∫
Ω
λ αn qαn dxdt ≥ 0, liminf
n→∞
∫ T
0
∫
Γ
λ αnΓ q
αn
Γ dΓdt ≥ 0 . (4.48)
Finally, we derive a relation which gives some indication that the limit (λ ,λΓ) should somehow
be concentrated on the set where |ρ¯ | = 1 and |ρ¯Γ| = 1 (which, however, we cannot prove
rigorously). To this end, we test the pair (λ αn,λ αnΓ ) by the function(
(1− (ραn)2)φ ,(1− (ραnΓ )
2)φΓ
)
that belongs to V , since (φ ,φΓ) is any smooth test function satisfying
(φ(0),φΓ(0)) = (0,0),
∫
Ω
(1− (ραn)2)φ(t) dx= 0 ∀ t ∈ [0,T ]. (4.49)
As h′′(r) = 2/
(
1− r2
)
for every r ∈ (−1,1), we obtain that
lim
n→∞
(∫ T
0
∫
Ω
λ αn (1− (ραn)2)φ dxdt ,
∫ T
0
∫
Γ
λ αnΓ (1− (ρ
αn
Γ )
2)φΓdΓdt
)
= lim
n→∞
(
2
∫ T
0
∫
Ω
ϕ(αn)q
αn φ dxdt , 2
∫ T
0
∫
Γ
ϕ(αn)q
αn
Γ φΓdΓdt
)
= (0,0) . (4.50)
We now collect the results established above. We have the following statement.
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THEOREM 4.2: Let the assumptions (A1)–(A6) and (1.12)–(1.13) be satisfied. Moreover,
let u¯Γ ∈ Uad be an optimal control for (P0) with the associated quintuple (µ¯ , ρ¯, ρ¯Γ, ξ¯ , ξ¯Γ)
solving the corresponding state system (1.2)–(1.8) in the sense of Theorem 2.1. Moreover,
let {αn} ⊂ (0,1] be a sequence with αn ց 0 as n → ∞ such that there are optimal pairs
((µαn ,ραn,ραnΓ ),u
αn
Γ ) for the adapted control problem (P˜αn ) satisfying (3.18)–(3.20) (such
sequences exist by Theorem 3.4) and having the associated adjoint variables (pαn,qαn,qαnΓ ).
Then, for any subsequence {nk}k∈IN of IN, there are a subsequence {nkℓ}ℓ∈IN and some quin-
tuple (p,q,qΓ,λ ,λΓ) such that
p ∈ H1(0,T ;H)∩C0([0,T ];V )∩L2(0,T ;H2(Ω)),
(q,qΓ) ∈Z , (∂tq,∂tqΓ) ∈W
∗
0 , (λ ,λΓ) ∈W
∗
0 , (4.51)
and such that the relations (4.38)–(4.41) are valid (where the sequences are indexed by nkℓ and
the limits are taken as ℓ→∞). Moreover, the variational inequality (4.42) and the adjoint state
equations (4.44), (4.45), and (4.47) are satisfied.
REMARK 4.3: Unfortunately, we cannot show that the limit quintuple
(p,q,qΓ,λ ,λΓ)
solving the adjoint problem associated with the optimal pair
((µ¯, ρ¯ , ρ¯Γ, ξ¯ , ξ¯Γ), u¯Γ)
is unique. Therefore, it may well happen that the limits differ for different subsequences. How-
ever, it turns out that for any such limit (p,q,qΓ,λ ,λΓ) the component qΓ should satisfy the
variational inequality (4.42).
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