In early classification of time series the objective is to build models which are able to make class-predictions for time series as accurately and as early as possible, when only a part of the series is available. It is logical to think that accuracy and earliness are conflicting objectives, since the more we wait, more data points from the series are available, and it is easier to make accurate class-predictions. Considering this, the problem can be very naturally formulated as a multi-objective optimization problem, and solved as such. However, the solutions proposed in the literature up to now, reduce the problem into a single-objective problem by combining both objectives somehow. In this paper, we present a novel multi-objective formulation of the problem of early classification, and we design a solution using multi-objective optimization techniques. This method will provide a variety of solutions which find different trade-offs between both objectives, allowing the user to select the most suitable solution a-posteriori, depending on the accuracy and earliness requirements of the problem at hand. To prove the usefulness of our proposal, we carry out an extensive experimentation process using 45 benchmark databases and we present a case study in the financial domain.
Introduction
Lately, the analysis and pattern extraction from temporally ordered data, has become one of the most popular areas in data mining, due mainly to the proliferation of databases containing this type of data. Time series, ordered and real valued sequences of finite length [36] , are among the most typical type of temporal data, and over the years, researchers have tried to extend many classical data mining solutions and algorithms to databases in which the instances are time series [9] . The main characteristic of this type of data is the temporal correlation between the measurements [12] .
In this paper, we will focus on a supervised learning problem denominated early classification of time series, a variant of the classic classification problem. This problem appears when the new instances which are to be classified are time series and they are collected over time. In this context, the main objective is to learn a classification model, using a training set of complete and labeled time series, which will be able to predict the classes of new unlabeled time series as accurately and also as early as possible, preferably before their full-length is available [27] .
As can be seen, this problem can be quite naturally understood as a multiobjective problem, where the accuracy and earliness of the class-predictions must be optimized simultaneously. These two objectives are conflicting, but equally important and different trade-offs between them can be useful on each occasion: some users may be interested in very early predictions, even if they must sacrifice on accuracy, and other more conservative users, may be willing to wait more in order to ensure the accuracy of the predicted labels. As such, it makes sense to try to find a set of solutions which range over all the possible trade-offs instead of just finding one solution. Then, the user can choose the solution which is more suitable for the specific application at hand.
The early classification methods proposed in the literature can be divided into two main groups. The first group of methods is based on shapelets [38] , which are subsections of the time series which are useful to discriminate between the classes. In early classification, the aim is to search for shapelets which appear early in time [14, 16, 37] . The second group combines a set of classifiers, built in different timestamps, with one or various conditions or trigger functions which will evaluate the reliability of the predictions at different timestamps and help us decide whether the obtained prediction must be considered or discarded [13, 15, 26, 27, 28, 36] . Most of these methods focus on obtaining the 100% of the accuracy that would be obtained if the full time series were available, but earlier in time. As such, they are not designed to treat the two objectives equally and they tend strongly towards one of the objectives: accuracy. Some of them such as [6, 26, 27, 28, 32] , include some user-defined parameters which somehow enable modifying this stiff trade-off between the two objectives, but these parameters are usually difficult to tune in advance, and, additionally, in order to obtain solutions with varying trade-offs, we must execute the algorithms more than once. Indeed, to the best of our knowledge, all the proposed solutions reduce the problem of early classification to a single-objective problem by combining the two objectives in some manner.
In this context, and with the aim of dealing with these drawbacks, we formulate the problem of early classification of time series as a multi-objective problem for the first time and analyze the multiple benefits of this approach. Then, departing from a single-objective early classification method proposed in [27] , we propose a framework which deals with the problem of early classification of time series using multi-objective optimization techniques. For the first time, an early classification method will provide a set of solutions which will offer different trade-offs between accuracy and earliness in only one execution of the algorithm. This will enable the user to choose the solution which best suits his/her needs, in advance.
The rest of the paper is organized as follows. In Section 2, we define the problem of early classification of time series and introduce some other basic concepts and definitions. In Section 3, we present our proposal based on a multi-objective definition of the early classification problem. In Section 4 we perform extensive experiments to prove the validity of our approach and in Section 5 we summarize the obtained results. Next, in Section 6, we propose a real case study, based on the analysis of financial data from the Spanish Market, which will serve as an illustration of the applicability of the method. Finally, in Section 7 we draw the final conclusions and propose some research lines for the future.
Early classification of time series: problem setting
In order to properly define the problem of early time series classification, we must first define some basic concepts: Definition 1. A time series is an ordered sequence of pairs (timestamp, value) of finite length L [36] :
where the timestamps {t i } L i=1 take positive and ascending real values and the values of the time series (x i ) take univariate or multivariate real values. Definition 2. We will denominate T S| t to the time series T S, truncated, so that only the first t pairs are available, that is, T S| t = {(t i , x i ), i = 1, ..., t}.
Definition 3. Suppose we have a training set X = {(T S 1 , CL 1 ), (T S 2 , CL 2 ), . . . , (T S n , CL n )} of labeled time series, where T S i are time series, and CL i ∈ {1, 2, . . . , k} their respective class labels. Time series classification is a supervised learning task in which the objective is to build a mapping from the time series to their class labels by using X [2] , which will be able to predict the classes of new unlabeled time series as accurately as possible (see Figure 1 ). With these definitions at hand, we are now able to understand the definition of early classification of time series as defined initially by [36] : Definition 4. Suppose we have a training set X = {(T S 1 , CL 1 ), (T S 2 , CL 2 ), . . . , (T S n , CL n )} of labeled time series, where T S i are time series, and CL i ∈ {1, 2, . . . , k} their respective class labels. Early time series classification is a supervised learning task which attempts to build a mapping from the time series to their class labels by using X, which will be able to predict the classes of new unlabeled time series as early as possible, using only a part of the series T S| t * , but maintaining the accuracy that would be obtained if the whole time series were available. As can be seen in Figure 2 , usual early classifiers, do not always output a prediction. On the contrary, as new data becomes available, they evaluate if a reliable prediction can be made at that time, and if not, they abstain.
If we analyze the definitions and Figures 1 and 2 , we can understand the difference between time series classification and early time series classification. In the first problem, the sole objective is to make accurate predictions, whereas in the second problem, we introduce the concept of earliness. It is quite logical to think that accuracy and earliness are usually conflicting objectives: the more data points are available from the time series, the more information we have and it is, thus, easier to make accurate predictions. On the contrary, if we want to make very early predictions, we will not have a lot of information about the series and so, it will be difficult to make accurate predictions.
In this context, early classification is of special interest when collecting additional measurements from the time series incurs in costs or when making late predictions has negative consequences [27] . Some examples are monitoring hospital patients and trying to identify crises as soon as possible [10] , classifying different types of faults in an industrial plant [4] , predicting stock crisis as early as possible [14] or trying to identify different bird species as early as possible using their songs, with the aim of automatically triggering recording devices [26] .
In the original definition of the problem of early classification of time series proposed in [36] , the accuracy which must be obtained is fixed in advance, and so the objective of many methods has focused essentially on minimizing the earliness. Typically, researchers have adopted this definition of the problem and, thus, they have given more importance to accuracy. However, this requirement is quite strict, and it is possible that, on many application domains, users are willing to sacrifice a bit on accuracy in order to obtain earlier predictions. Some recent solutions [6, 26, 27, 28, 32] include parameters or mechanisms to tune the weight associated to the accuracy and the earliness, finding different trade-offs between these two objectives. However, all these methods combine both objectives in some manner, formulating the problem as a single-optimization problem. The weight assigned to each objective must be defined in advance and, in order to obtain different trade-offs, the algorithms must be executed more than once with varying weight parameters. In summary, early classification of time series has never been dealt with using multi-objective methods, where all the possible trade-offs are sought simultaneously.
In this context, we propose a novel and more general definition of the problem of early classification:
Definition 5. Suppose we have a training set X = {(T S 1 , CL 1 ), (T S 2 , CL 2 ), . . . , (T S n , CL n )} of labeled time series, where T S i are time series, and CL i ∈ {1, 2, . . . , k} their respective class labels. Early time series classification is a supervised learning task in which the objective is to build a mapping from the time series to their class labels by using X, which will be able to predict the classes of new unlabeled time series as early and as accurately as possible.
This definition inevitably leads us to treat the problem as a multi-objective problem, where the goal is to optimize the costs of accuracy and earliness at the same time.
Early time series classification using multi-objective optimization techniques
In this section, we will introduce our early classification framework, which will be an extension of a previous approach presented in [27] , which we will call the baseline method.
The aim of the baseline method was to obtain a pair
is an ordered sequence of classifiers, one for each timestamp, and s γ * is a trigger function, optimized taking accuracy and earliness into account. The purpose of the classifiers is to output class predictions at each timestamp, and the trigger function will be in charge of deciding whether these class predictions should be considered or not.
Contrary to the baseline method, in our proposal, the goal is to obtain a set of pairs { ((h 1 , h 2 
In this case, instead of providing only one optimized trigger function, the method will yield a set of trigger functions, {s γ 1 , s γ 2 , ..., s γg }, all of them optimized considering accuracy and earliness, but based on the multi-objective perspective, explained in the previous section. Each of these trigger functions will acquire a different trade-off between earliness and accuracy. The user will then choose, based on the obtained results, one of these trigger functions based on the requirements of the problem at hand.
Both the baseline method and our proposal are built following three steps. First, a set of probabilistic classifiers are trained (Section 3.1). Then, in the second step, a specific shape for the trigger functions is chosen (Section 3.2). Finally, in the third step, shown in Section 3.3, these trigger functions are optimized. The first two steps will be identical in the baseline method and in our proposal; however, they will be explained in detail because they are essential aspects of both frameworks. The main novelty of our approach lies in the third step: the baseline method will formulate and solve a single-objective optimization problem while in this work an alternative multi-objective formulation is introduced. Both approaches will be presented for comparison and the benefits of using our proposal will also be discussed in this section.
Training the classifiers
The first step is to obtain a set of classifiers which will be used to obtain classpredictions at each timestamp. Recall that this step is identical in the baseline method and our proposal. As formulated above, we will train a set of classifiers (h 1 , h 2 , ..., h L ), one for each timestamp, using the training set of labeled time series X, following the procedure shown in Figure 3 . As can be seen, in order to build a classifier for timestamp t, we take all the training series in X and truncate them to this timestamp. Note that this timestamp t can be defined as an absolute value, or as a percentage of the length of the series. This second formulation must be used, for example, if the database contains series of different lengths. Then, instead of building the classifier using the raw time series, we build a distance matrix first by using a distance measure d of choice.
This technique has been used in studies such as [19, 27, 26] and it allows to include specific time series distance measures such as Dynamic Time Warping (DTW) [29] into the framework. Since typical learning algorithms for classification require an input of a fixed dimension, learning with the distance matrix, instead of the raw values of the series, allows working with databases which contain series of different lengths. For this, we must simply choose a distance measure which is able to compare series of different lengths, such as DTW. Additionally, learning with the distance matrix also has many other benefits such as including time-flexibility into the classification framework, dealing with noise or outliers, etc. [1] . Finally, the classifier is trained using this distance matrix as input.
In order to train the classifiers, we can choose any learning algorithm of our choice. The only requirement, which will be understood better in the following sections, is that the classifier must be able to output class-probabilities (probabilities of membership to each class), instead of outputting only a class prediction.
Definition of the trigger function
The next step is to define the trigger functions. As mentioned earlier, and as can be seen in Figure 4 , the trigger functions will be responsible for deciding whether a class prediction issued by a given classifier h t at a given timestamp t is reliable and should be considered, or we should not trust it, and wait for more data. For making this decision, the trigger functions will use certain information regarding the prediction. In this case, as can be seen in Figure 4 , we will use the class-probabilities,
outputted by the selected classifier h t , at the given timestamp t, together with the timestamp in which the prediction is made (t). The main reason for using the class-probabilities is that we suppose that the distribution of the class probabilities over time will provide us information about the reliability of the prediction. Indeed, this intuition has shown to be wellfounded in previous studies [26, 27] , so it has been directly adopted. As can be seen in Figure 4 , the trigger function outputs a value of 0 or 1. If the trigger function decides that the prediction is reliable (output 1), then, the class prediction is made by choosing the class with the highest predicted probability. On the contrary, if the trigger function determines that the prediction is not yet reliable (output 0), then we will have to wait until we collect more data.
With these input variables we could construct many different trigger functions, with different shapes. However, we have decided to use a linear stopping rule of the following shape, which was proposed as part of the the baseline method in [27] :
where p This trigger function has shown a competitive performance when used within the baseline method in comparison to other more complex rules and has outperformed the results of the state-of-the-art methods [27] . As such, as in the baseline method, all the trigger functions obtained by our proposal will have this shape, and the difference between them will be the γ selected in each case. Now, a method must be designed to select the γ parameters which will allow us to obtain optimal results in terms of accuracy and earliness.
Finding the optimal set of trigger functions
As mentioned, in order to completely define a trigger function defined as in Equation 2, the γ parameter vector must be chosen. If we substitute the γ i parameters by randomly chosen values in [−1, 1], the trigger function may already be used. However, probably, the classification results that will be obtained with this trigger function will not be optimal in terms of earliness and accuracy. But what does it mean to be optimal in terms of earliness and accuracy? First we must find a manner to evaluate a given trigger function in terms of these two objectives, and then, we can focus on finding the optimal one or ones.
Evaluation of a trigger function
To evaluate a trigger function in terms of accuracy and earliness, we will use two evaluation measures, which have been previously used in all the previous early classification studies for evaluation purposes. On the one hand, the evaluation of the earliness, will be carried out using the following measure:
t *
x being the earliest timestamp in which a class-prediction is obtained for series x, and L x being the length of x. In our case, t * x corresponds to the first time that the chosen trigger function s γ outputs a value of 1. As can be seen, this measure measures the average time that we must wait to obtain class-predictions for the series in X with trigger function s γ , and it is represented as a percentage of the length of the series in X.
On the other hand, the accuracy is typically evaluated by calculating the classification error, or percentage of incorrectly classified time series:
whereĈ L x is the predicted class at instant t * x for time series x, and CL x is its true class value. I(·) takes a value of 1 if the condition is true, and 0 otherwise. In our case, since the classifiers output class-probabilities,Ĉ L x corresponds to the class with the highest assigned probability at instant t * x . In order to calculate C e (X, s γ ) and C a (X, s γ ) for a given trigger function we will use the training set of time series X. Note that, in order to calculate C e , we must obtain the first timestamp in which the trigger function s γ would return 1 for each of the series in X. For this, we need the class-probabilities of all the series in X at all the possible timestamps.
To obtain these class-probabilities we could use the (h 1 , h 2 , ..., h L ) classifiers presented in Section 3.1, but recall that these were trained by using the same training set X. So if we use these classifiers to evaluate the trigger functions, we might overfit and the results might be overly optimistic. Instead, we have followed a 5-fold cross-validation procedure: the training set is divided into 5 folds, and 5 classifiers are built at each timestamp by leaving one fold out in each iteration. The procedure used to build these classifiers will be identical to that followed to train (h 1 , h 2 , ..., h L ). Then, the class-probabilities for each x ∈ X are obtained with a classifier which has not seen this instance before, and, thus, we avoid overfitting.
Optimization of the trigger functions
Now that we know how to evaluate a specific trigger function in terms of accuracy and earliness, we can focus on trying to find a trigger function which minimizes these two objectives simultaneously. However, as mentioned on more than one occasion, earliness and accuracy are conflicting objectives. So, how do we optimize them simultaneously?
In the baseline method [27] , the authors proposed a single-objective formulation of the problem which combined the measures C e and C a in a unique linear cost function, where each of the objectives was weighted by a user-defined parameter α which ranged between 0 and 1. Once this cost function was defined, it was minimized using a genetic algorithm.
With this approximation, the baseline method only provides one solution, subject to a certain parameter (α) that the user must define in advance. Something similar happens in every other early classification method proposed in the literature until now. However, which early classifier is better, one which obtains an accuracy of 80% and predicts using only 20% of the length of the series, or a solution which yields an accuracy of 90% but needs 30% of the length of the series? It depends on the needs and requirements of the application area at hand and the interests of the user, but, other than that, we can not say that one is better than the other. Indeed, even if the user has a clear idea of the accuracy and earliness values that the problem requires, this α parameter does not provide any intuition regarding the exact accuracy or earliness values that will be obtained by the method, only the importance that will be given to each objective. In this sense, it is quite difficult to choose a specific value in advance.
The Pareto Optimality criterion states that one solution is better than another (dominates), if it is better in at least one objective, while obtaining at least equal solutions in all the rest of the objectives. Thus, the goal is to find the set of nondominated solutions also called Pareto optimal solutions, which dominate all the rest of the solution space.
So, if the early classification problem can be seen as a multi-objective optimization problem, why not try to obtain all the possible non-dominated trigger functions at the same time? Then, the user can choose the most suitable on each occasion based on the obtained solutions, instead of having to decide beforehand. Precisely in this aspect lies the main novelty of the proposed method: for the first time, we will solve the problem of early classification using techniques from the multi-objective optimization area of knowledge. As such, instead of finding one optimal trigger function s γ * , we will find a set {s γ 1 , s γ 2 , ..., s γg }, which will provide non-dominated results in accuracy and earliness. For this, we will consider the cost functions defined in Equations 3 and 4, simultaneously and separately and we will try to solve the following optimization problem:
As in the baseline method [27] , in this case, we will also solve this multiobjective optimization problem using meta-heuristic algorithms due to the complexity of the two objective functions.
The advantages of the multi-objective approach are evident. Firstly, if we combine the two cost function as in the baseline method, C a and C e must be scaled into the same interval, so that one of them does not dominate the search. Secondly, in the single-objective approach, the weight assigned to each of the objectives has to be decided in advance, and the α parameter is usually not easy to choose, since the two cost functions do not vary in the same manner and its meaning is different in each database. Finally, in order to obtain various solutions with different tradeoffs between the two objectives, in the single-objective case, the algorithm must be executed more than once, whereas in the multi-objective case a set of nondominated solutions is obtained in only one execution. The user can decide with much more information at hand, which solution is the most suitable for its needs. All these arguments could be used similarly with other state-of-the art methods such as [26, 28] which also include parameters which allow to tune the trade-off between the two objectives.
Usage of the proposed early classification framework
Now that we know how our early classification framework can be built, we will remember what type of solutions are obtained and how they can be used. As mentioned, in our proposal, we will obtain a set of pairs { ((h 1 , h 2 
.., h L ), s γg )}. So, instead of having only one trigger function the method will output a Pareto set of trigger functions. For example, in Figure 5 , each of the points represents one of the trigger functions in the Pareto set, obtained by the proposed multi-objective early classification framework. The accuracy and earliness values obtained by this trigger function are represented by its values in the two coordinate-axes. For example, the solution shown in red is a trigger function which obtains a 65% of accuracy approximately and uses the 13% of the length of the time series to make predictions on average. Note, of course, that these performance values are calculated on the training set, which is the dataset we use to build the Pareto set. As can be seen, the methodology, provides us with a set of solutions with different trade-offs between the two objectives. Once the Pareto set of solutions is obtained, the user can choose the trigger function (s γ * ) which best fits to its accuracy and earliness requirements by analyzing the different solutions (see Figure 6 ). Of course, we must emphasize again that the results shown to the user are calculated on the training set, and, thus, it can not be guaranteed that the same exact values will be obtained for new time series. However, if the training and testing sets are independent but similarly distributed, the approximation should be good enough to make this decision and they can be used as a reference when choosing one solution over another. In this context, given the Pareto set in Figure 5 , a user with high accuracy requirements will choose a solution which is located on the right top-side of the graphic and, on the contrary, a user with high earliness requirements will choose a solution on the left bottom-side of the graphic.
Once a specific solution is chosen, we can use this trigger function together with the (h 1 , h 2 , ..., h L ) classifiers to make early class predictions of new time series using the procedure shown in the gray rectangle of Figure 6 .
Experiments
In this section, we present the experimental setup used to evaluate our multiobjective early classification framework, we define the parameter settings of our method and the state-of-the-art methods we will use for comparison, and we explain how the early classification proposals will be evaluated.
Data
The UCR archive [5] , is a large repository of time series databases, specifically prepared for experimenting with new time series classification and clustering methods. Most of the previous early classification methods, as well as most 
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User Selected trigger-function Figure 6 : Usage of the multi-objective early classification framework time series classification and clustering proposals are evaluated and tested on these datasets.
In this experimentation 45 databases from this archive have been used, which will be specified in the following sections. These databases have been chosen because results for various early classification state-of-the-art methods, which we will use for comparison, are available and published for these 45 databases. All these datasets are conformed of univariate time series and the lengths of the series within each database are equal. However, the datasets are obtained from different contexts, they are of different dimensions and they contain variate number of classes. Additionally, bear in mind that the framework can also be used for databases which contain series of different lengths. For this, the step-size for learning the classifiers must be defined as a percentage of the length of the series, and a suitable distance measure such as DTW must be used (see Section 3.1).
Comparison with other state-of-the-art methods
To begin with, we have a special interest in comparing our methodology with the performance of the method from which we have departed: the baseline method [27] . The main reason for this is that the two methods are both based on cost minimization techniques, but the baseline method proposes a solution based on single-objective optimization, while this work proposes a multi-objective generalization. The idea is to directly analyze if the multi-objective approach provides better and more useful results than the single-objective solution approach.
The parameter settings of the baseline method are set based on the original paper. Firstly, the posterior probabilities are obtained from Gaussian Process classifiers, using an extension of the vbmp package in R [21] , since these classifiers report the best results in the study. The classifiers are built every %5 of the length of the series, as in the original paper, choice which will be discussed more in depth in the following section. The optimization is carried out using the genetic algorithm with default parameters implemented in the GA package of R [30] . A real-valued vector codification is used and the initial population is chosen uniformly at random. Selection is carried out by using fitness proportional selection with linear scaling, arithmetic crossover operator is applied with a probability of 0.8, and mutation is performed with a probability of 0.1 using the nonuniform random mutation operator. At each iteration (100 in total), 5% of the best individuals from the initial population will survive and will replace the worst 5% obtained from the genetic operations. Next, the α parameter, which tunes the trade-off between earliness and accuracy has to be chosen. In this case, since the objective is to compare these solutions with the set of solutions obtained by the multi-objective framework, we will select a more comprehensive set of α values, in comparison to the original work, which only considered values which benefited the accuracy. Indeed, we will consider α ∈ {0.05, 0. Additionally, to further validate our proposal, we have also compared it with the four most relevant state-of-the-art early classification methods with available source codes: ECTS 1 , EDSC 2 Rel.Class. 3 and ECDIRE 4 . These methods have different variants and the selection of the parameters for these methods has been made based on the original papers (see Table 1 for details). Note that for some methods we obtain only one solution per database, and for others, due to different parameter configurations, we obtain more than one. However, in all cases, the methods give more importance to accuracy, so the obtained solutions tend towards high accuracy values. 
Parameter settings of our proposal
In order to completely define our early classification framework, we must make two important decisions. On the one hand, we must select a multi-objective optimization algorithm to solve the problem. On the other hand, we need to select a learning algorithm to build the classifiers (see Figure 3) .
With regards to the first aspect, we have mentioned that we will use metaheuristic algorithms. Analyzing the performance of different evolutionary algorithms to solve this task is beyond the scope of this paper, and, indeed, different algorithms will probably obtain varying solutions in different databases. In this context, in order to perform our experimentation, we have chosen the NSGA II optimization algorithm [7] , a fast and elitist multi-objective genetic algorithm which is one of the most popular multi-objective meta-heuristics. Note that we have made this choice simply based on the popularity of the algorithm and in order to establish a parallelism with the baseline method, which also uses genetic algorithms. However, this is a parameter of the framework and, thus, the choice of the evolutionary algorithm could be modified by the user when looking for the best performing configuration for a particular problem or database.
The NSGA II algorithm, has been implemented using the mco package from R [25] . As in the baseline method, the parameter settings of the optimization method have not been tuned, we have used the default values of function nsga2 of R. As in the baseline method, a vector representation is used and the initial population is chosen randomly. Then, the default genetic operators and parameters of the nsga2 function are applied: binary tournament selection, binary simulated crossover and polinomial mutation with parameters cprob = 0.7 (crossover probability), mprob = 0.2 (mutation probability), cdist = 5 (crossover distribution index) and mdist = 10 (mutation distribution index). Only the population size has been changed to 56 for similarity with the baseline method, which uses a population size of 50 by default 5 . Note that the population size will influence the final number of trigger functions provided by the method. Since genetic algorithms are randomized heuristics, we have executed the NSGA II algorithm 30 times, as in the baseline method. Since in the multi-objective case it does not make sense to calculate the median cost of the obtained solution set, we have chosen the solution set with the median hypervolume, which is an evaluation measure for multi-objective solutions, which will be explained more in detail in the next section. As with the choice of the evolutionary algorithm, the choice of the parameters of the evolutionary algorithm could also be adapted to each database or fine-tuned, also possibly obtaining even better results.
In relation to the second decision, the choice of the classifiers, we have selected the same type of probabilistic classifiers used in the baseline method, Gaussian Process classifiers trained using vbmp, also with the objective of being fair in the comparisons.
Also following the choices made in the baseline method, the classifiers are built every 5% of the length of the series, instead of on each timestamp. This is mainly done in order to limit the computational burden associated to the experimentation. Additionally, the reason for choosing a percentage of the length as the step-size and not an absolute number of data-points is that the experimentation has been carried out using many different databases, each of them containing series of very different lengths (some contain series of only 24 data-points whilst others contain series of more than 1000 data-points). In this context, choosing an absolute value which is valid for all databases and which is affordable in terms of computational time is not possible. Nevertheless, when applying this framework to only one database, this step-size could be better tuned, choosing an absolute number of data points, or even considering uneven sampling rates, based on domain knowledge.
Finally, since the databases that we use in the experimentation do not contain series of different lengths, the distance matrices, which will be the input to the classifiers are built using the Euclidean distance. This distance measure was also used in the baseline method and we also maintain it to be fair in the comparative.
However, remember that if our database contained series of different lengths, the framework could be easily accommodated by simply choosing another distance measure which is capable of working with this type of database, such as DTW.
Evaluation
As in previous early classification studies, we have used the train/test evaluation framework, using the pre-defined splits provided in the UCR archive. This means that the early classification framework is built using training set X and then, these solutions are applied to an independent testing set.
In order to measure the quality of the solutions, we use the two costs associated to the problem: C e and C a defined in equations 3 and 4. However, since we want to take into account the bi-objective nature of the problem, we will use different evaluation measures obtained from the multi-objective optimization area of knowledge:
• Number of non-dominated solutions: these values will be obtained by following the Pareto optimality criterion, which as mentioned previously tells us that a solution dominated another if it improves in at least one objective, while obtaining equal results in the others. We will compare the methods pairwise: we will consider all the solutions obtained by both methods, we will evaluate them on the testing set, and finally, we will count the number of non-dominated solutions obtained by each of the methods. See Figure 7 , to view an example of this process: in the first figure, the solutions obtained by the baseline method for a specific database and evaluated on the testing set are plotted; in the second figure, the same process is followed for our proposed method; in the last figure, we combine the results of the two methods and plot only the non-dominated ones.
Since the number of solutions provided by each method is different, we will base our analysis regarding domination counts on the proportion of nondominated solutions.
• Spread and diversity: In addition to obtaining good results in terms of domination counts, we are also interested in obtaining well-spread solution sets, which will take over a large part of the search space and which are as diverse as possible. To measure the goodness of the obtained solution sets regarding these aspects we use different measures. To begin with, we calculate the ∆ method as proposed in [7] :
Computation of domination counts for the CBF database from the UCR, when comparing the baseline method with our proposal
where d l and d f are the Euclidean distances to the two extreme solutions, the d i values are the Euclidean distances between neighboring solutions, andd is the mean of all the d i values (see Figure 8 ). This measure takes a value of 0 in the best possible case, when all the solutions are distributed uniformly over the solution space. This measure will only be considered when the number of solutions is higher than 2.
Additionally, we calculate the maximum spread, M 3 as the Euclidean distance between the two most extreme solutions (see solutions shown in red in Figure 8 ). Logically. we will only calculate this measure when the number of solutions is at least 2.
• Dominated hypervolume: this measure measures the hypervolume of the space that a solution set dominates with respect to a reference point [7] (see grayed area in Figure 8) . A solution set which yields a higher hypervolume is considered better, since it dominates a larger part of the solution space and covers a larger part of it. In this sense, the hypervolume is a quite general measure, which measures both the quality and the diversity of the solution set. In our case, we have used the hypervolume calculator from the mco package [25] . As can be seen in Figure 8 we have taken (100,100) as the reference point, since this is the worst possible solution, considering that we are minimizing costs C a and C e . Based on its formulation, we will only calculate this measure when the number of solutions is at least 2. Note that the hypervolume and the spread will only be calculated when comparing to the baseline method. The reason is that the rest of the methods are aimed at obtaining high accuracy values, and so, they obtain very few solutions in most cases, all situated in a specific zone of the solution space. Additionally, as can be seen in Figure 7 , we must emphasize that the solutions, when applied to the testing set, might not all be non-dominated. However, when calculating the spread metrics and the hypervolume, we will remove the dominated solutions within each method.
Results
To begin with, in Table 2 we show the proportions of non-dominated solutions obtained when comparing our method and the other state-of-the-art methods pairwise. These are calculated following the procedure shown in Figure 7 . In each case, we show the number of non-dominated solutions/the total number of solutions that the corresponding the method provides. The first column always refers to our method and the second to the competitor which is named in the column header. In bold we highlight the highest proportion in each comparison. Additionally, we have carried out a paired Wilcoxon test with an alternative hypothesis stating that the mean proportion of non-dominated solutions obtained by our Table 2 : Number of non-dominated solutions obtained from pairwise comparisons between methods. For each of the competing methods, the first column refers to our multi-objective method and the second column to the competitor. Each pair of numbers represents the following: number of non-dominated solutions of the method/ number of total solutions of the method. In bold we show the method which obtains a higher proportion of non-dominated points for each pairwise comparison. for the rest of the methods respectively, all in favour of our method. In fact, we must emphasize, that these p-values are very low, and that the proportion of non-dominated solutions of the competitors, except maybe the baseline method, are very frequently 0, which proves that our methodology dominates all the solutions proposed by these methods, even if these are designed to obtain very high accuracy values. We have also performed plots, similar to Figure 7 for all the 45 datasets and all the considered competitors, where the exact non-dominated solutions can be seen. Due to the lack of space we do not include these figures in the paper, but they are made available in our website 6 . In addition to the domination counts, we provide a more detailed comparison with the baseline method to further validate the goodness of our approach. Recall that we are interested in obtaining uniform spread and diverse solutions. To analyze this aspect, in Figure 9 we represent the differences obtained in ∆, M 3 and hypervolume when comparing the baseline method and our proposed method in the 45 datasets (the subtraction is done in this order). As can be seen, for the first evaluation measure, ∆, the box lays just over the 0 value, so most differences are positive. Recall that this value measures the uniformity of the spread of the solutions over the solution space, and smaller values, represent better spread solutions. As such, we can say, that in most cases our method obtains more suitable solution sets in this sense. The second evaluation measure, M 3 , measures the distance between the two more distant solutions, and so, higher values would indicate better solution sets. In this case, the box lays just below the 0 value, and so, in most cases, our proposal obtains higher M 3 values than the baseline method. Finally, in the case of the hypervolume, the entire box lays below the 0 value. This indicates that in most cases, our method obtains a higher hypervolume, and thus a better solution set. The actual values obtained for these measures by the baseline method and our proposal are available as supplemental material in our website. Additionally, we have also performed a Wilcoxon test on these differences, to test whether their mean is greater than 0 (H 1 : µ > 0) in the case of the ∆ parameter or lower than 0 (H 1 : µ < 0) for the M 3 and hypervolume parameters, and we have obtained p-values of 0.001679, 0.002093 and 3.827 · 10 −7 , respectively, in favor of our proposal. As such, the multi-objective approach outperforms the single-objective approach also in diversity and spread. 
Case study: Ibex 35
In order to show the usefulness of the proposed multi-objective approach in a real context, we have carried out a case-study in the field of economics.
In spite of the predominance of the theory of Efficient Markets [11] , which states that the prices of the stocks have a random behaviour and that the precision of its prediction can not exceed 50% [3] , there are various theoretical and practical indications that state that this leads to an inefficient financial market [24] . Indeed, the stock market has a long memory, even long term (Hu et al, 2015) , which implies that the prices of financial assets have a predictable component that repeats certain patterns over time. Detecting them in advance would lead to a superior performance and subsequently to beat the stock market.
Specially in the past decades there have been abundant attempts to try to model the behavior of financial assets using not only convencional statistical methodologies but also machine learning [20, 34] . However, despite all the hard work, prediction of the stock index remains a defiant matter due to the amount of factors that interact in the market [35] and the complex, highly noisy, dynamic, nonlinear, nonparametric, high dimensional and chaotic nature of this type of data [8] .
The goal of these experiments is to apply the early classification framework explained above to predict, as soon as possible, whereas a specific financial index will increase or decrease during a given trading session. Based on the obtained results and since stock prices direction prediction is a key reference for designing better trading strategies [18, 22] , it would be possible to generate advanced indicators that could be used in the trading systems to give advice of when to buy and sell during a session and to create a system to alert investor of the markets sudden movements.
The data used in the experimentation is obtained from the Spanish Market, and the measurements correspond to the intra day trading prices of the index traded Ibex 35 obtained from BME Market Data, which belongs to the "Grupo de Bolsas y Mercados Españoles" (The Spanish Stock Exchange), specialized in the processing, generating and commercializing the information that originates for the different Regulated Markets and Multilateral Negotiation Systems of the BME Group. We have selected the Ibex 35 because it is an indicator that shows the markets evolution as a whole, since it represents approximately 90% of the effective trade in the Spanish Stock exchange. The sample period spans from 2nd of January 2015 to the 27th of October 2017. The raw data that has been used to execute the experiments are price ticks from Ibex 35 for each of the trading sessions sampled every 3 seconds starting from 9.00 a.m to the closure of the session at 17:30 p.m. After some pre-processing to remove missing data, the resulting database consists of 724 time series, one per trading session, of length 961 which consist of measurements aggregated to every 30 seconds. The first 506 sessions (70%) are used for training the early classification framework, whereas the rest are used for testing (30%). Then, the class variable is defined in two different ways:
• Binary class: -1 if the price has decreased and 1 if it has increased over a trading session.
• Three-category class: -1 if the price has decreased more than a 0.5% of the initial daily price, 1 if it has increased more than a 0.5% and, 0 in the rest of the cases.
As in the previous sections, the (h 1 , h 2 , ..., h L ) classifiers and built only every 5% of the length of the series, in order to reduce computational burden, and the rest of the parameters of the multi-objective early classification framework are also left unchanged. We train the probabilistic classifiers using the training set and run the NSGA II optimization algorithm to obtain the set of non-dominated trigger functions for this specific problem. Then, these solutions are applied to the testing set and the early class-predictions are obtained and evaluated. In Figure 10 To begin with the interpretation of the results, we must say that in both the 2-class and the 3-class problems, the class-frequencies of the training and testing datasets are balanced, and also the class-accuracies obtained by the method. As can be seen in the figure, in the binary-class case, the accuracy results vary between 54% and a bit over 60%, whereas the earliness goes from around 5% to a bit over 50%. Note that all the accuracies obtained are higher than those that would be obtained by a random classifier, and they are all reached at the latest at midday, when only half of the series has been seen on average. In the case of the three-class problem, the accuracy results vary from around 45% to almost 50%, and the earliness results are even better that in the previous case, with a maximum of around 26%. As in the previous case, the accuracy results are better than those that would be obtained by the random classifier, and these are obtained very early in the day.
The economic implications of the obtained results are also significant. Firstly, they confirm the predictability of the movement of the index Ibex 35 and its return on intraday momentum. In general terms we can point out that prediction accuracy increases when the available information is more abundant, as expected. This is because the longer we wait, the more information we have and the higher resistance of our prediction to noise [23, 31] . Secondly, the return predictabil-ity is particularly important in the shorter forecast horizon. The shorter the time interval, the more times a trading strategy can be applied to take advantage and so the greater the potential for high annualized returns [33] . Thirdly, and most significantly, an optimal combination of the three key aspects to implement costeffective trading strategies is achieved with our early classification framework: speed, accuracy and simplicity in terms of the number of inputs required. Despite using only univariate time series (only the actual stock prices) and a simple linear stopping rule combined with a set of classifiers, results are always higher than those that would be obtained by random classifiers and, depending on the time of day, we can obtain up to 60% of accuracy in the two-class problem.
We also generate early signals for each trading session so that you can have an informative advantage. Traders continuously pursue these advantages even if it is of short duration, as it can generate higher returns [17] .
Finally, the early classification framework allows designing different strategies according to investors' risk aversion. Thus, a very risk-averse investor will choose a high hit probability and can expect to wait for more time, while a less risk-averse investor will choose a lower probability of success but take advantage of taking positions faster.
Conclusions and Future Work
Early classification is a supervised learning task which can be very naturally interpreted and formulated as a multi-objective optimization problem. In this paper, we have formally defined this problem as such for the first time, and we have proposed a novel framework, which deals with the problem using multi-objective optimization methods.
The advantages of this method are quite evident. In only one execution of the algorithm, we obtain a complete set of solutions which balances the two objectives, earliness and accuracy, in different possible ways. The user can then select the solution most suited to its needs without having to tune or select any specific parameters in advance, as in other previous early classification methods.
We have evaluated our method using 45 benchmark datasets, obtaining superior results in terms of dominance and other multi-objective evaluation measures, when comparing to other state-of-the-art solutions. Additionally, we have presented a real case study from the financial domain, which shows the applicability of the proposed solution.
As an interesting future research line, we propose automatically learning the shape of the stopping rule using genetic programming algorithms. Additionally, we would also like to work further on the case-study in the financial area, adapting the methodology to this specific problem, for example, considering other common prediction horizons, or designing cost functions more adapted to the problem at hand.
