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River dunes and antidunes are induced by the morphological instability of stream-
sediment boundary. Such bedforms raise a number of subtle theoretical questions and
are crucial for many engineering and environmental problems. Despite their impor-
tance, the absolute/convective nature of the instability has never been addressed. The
present work fills this gap as we demonstrate, by the cusp map method, that dune
instability is convective for all values of the physical control parameters, while the an-
tidune instability exhibits both behaviors. These theoretical predictions explain some
previous experimental and numerical observations and are important to correctly plan
flume experiments, numerical simulations, paleo-hydraulic reconstructions, and river
works. C 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4902901]
I. INTRODUCTION
Morphological stability analysis of a loose granular bed interacting with a turbulent free-
surface stream is a long standing problem in fluid mechanics, and it shares many affinities with
open shear flow instabilities. A cross-disciplinary scientific community is repeatedly intrigued by
a number of issues in sediment bed form dynamics, from the uppermost theoretical ones (transient
behavior,1 role of 3D effects2) to important questions concerning the anthropic activity in rivers
and several environmental aspects. In this paper, dunes and antidunes are considered. They are
micro-scale river bedforms; periodic patterns that scale with the water depth and that induce a free
surface perturbation. When the free surface is out of phase with respect to the bedforms, dunes
occur. This usually happens in subcritical conditions (F < 1, where F is the stream Froude number)
and leads to downstream migrating bedforms. If the free surface is in phase with respect to the
bedforms, instead, antidunes arise. This is common for supercritical streams (F > 1) and leads to
upstream migrating bedforms, even if some recent analyses have shown that in subcritical streams,
downstream migrating antidunes may occur.3
In spite of the incredible theoretical, numerical, and experimental efforts, devoted to the anal-
ysis of dune inception, growth, and nonlinear behavior, the absolute/convective nature of dunes and
antidunes remains unexplored. This topic has been proven to provide key information on unstable
open flow hydrodynamic systems,4 as well as on meso- and macro-scale morphodynamic systems,
such as bars5 and meanders.6 The assessment of the absolute/convective nature of the instability is
a fundamental analysis (carried out at the linear level) that adds new key information with respect
to those obtainable only from a stability analysis (typical results of a stability analysis are the
growth rate, the phase velocity, the direction of migration, the most amplified wavenumber of the
perturbation). Physically speaking, a system is convectively unstable if the response to an impulsive
perturbation increases in time but migrates and decays to zero at all spatial locations, or absolutely
unstable if the response grows exponentially in time at all spatial locations. To unveil the nature
of instability of micro-scale bedforms allows flume experiments and numerical simulations to be
correctly set and the obtained results to be correctly interpreted and understood. Furthermore, such
an investigation is fundamental for the correct interpretation of paleohydraulic reconstruction7 and
can play a key role in the design of river infrastructures.
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In order to discriminate between these two kinds of instabilities, one needs to determine if
the wave with the zero group velocity is growing (absolute) or decaying (convective). This is an
easy task only in a limited number of cases, where the dispersion relation is provided analytically.
Unfortunately, this is not the case for micro-scale bedforms which require a refined modeling of
the flow field along the non-homogeneous vertical direction. This drawback is the reason for the
gap in the literature, if compared to the case of other morphodynamic instabilities (e.g., bars5 and
meanders6) which are shallow water-driven and do not require to solve for the eigenfunction in
the vertical direction. In order to circumvent this difficulty, we will apply the so-called cusp map
method described by Kupfer et al.8 to the present problem.
Over the last 50 years, since the seminal work of Kennedy,9 progresses have been made in the
theoretical study of dunes and antidunes,10–14 and it is now understood that bedforms are the result
of a morphological linear/nonlinear instability of the stream-sediment interface.15 Very refined
and reliable models12,14,16,17 can capture the key physical mechanisms of bedforms inception and
provide very good matching with experimental observations from laboratory and field data. Nev-
ertheless, some issues are still debated, and a universally recognized and fully accepted complete
mathematical model describing all phases of the inception, the growth, and the nonlinear evolution
of dunes is still a matter of current research. The main reason for this difficulty is the complexity
of the sediment transport processes that ultimately drive the morphological evolution of the bottom.
As a matter of fact, complex mechanisms such as the entrainment of particles in the sediment flux,
the collision between particles, and the fluid-particle interactions make the precise modeling of
the sediment transport extremely difficult and challenging. Over the last decade, in particular, two
aspects have attracted researchers’ interest.
The first aspect is the particle inertia. In non-uniform conditions, in fact, sediment particles
require a non-negligible time for adapting to changes of the velocity of the surrounding fluid. This
implies that the adaptation of the sediment discharge to changing in the shear stress is not instanta-
neous, rather, it takes place over a finite distance called saturation length. This saturation length was
found to be a key parameter for the growth of regular patterns, through the selection of a dominant
wavelength, in sub-aqueous bedforms.14
The second aspect is the transfer of momentum from the liquid phase to the sediment particles
occurring in the bedload layer. The bedload layer is the thin layer in which all moving grains that are
rolling, sliding, or saltating are concentrated. The energy transfer from fluid to particles alters the
fluid stress profile inside the bedload layer.18,19 This implies that the fluid shear stress responsible
for the sediment discharge, and therefore for the morphological evolution of the bottom, is the stress
acting at the top of the bedload layer rather than the stress acting at the bottom.
Different assumptions in the modeling of the sediment transport allow the identification of
different physical mechanisms driving the bedform evolution, especially for what concerns the
origin of dunes. On one side, sediment inertia is considered to be the key factor that allows for the
inception of regular patterns of ripples, while Fourriere et al.14 and Charru et al.20 suggested that
dunes arise from the nonlinear coarsening of this early ripple pattern. On the other side, if the shear
stress responsible for the sediment transport is evaluated at the top of the bedload layer, both dunes
and ripples arise as primary instability.12,17
It is not the aim of the paper to review the details of the two different approaches (as already
done by two of the authors21), and in the following, bedforms will be modeled through the Colom-
bini’s12 approach. We have adopted the aforementioned model for its physical strength and for the
very good performances in testing against experimental data. In particular, (i) the main assumption,
i.e., the shear stress responsible of the motion of sediment particles is not the shear stress acting
at the water-sediment interface but the shear stress acting at the top of the bedload layer finds its
theoretical justification and experimental validation in several works;18,19 (ii) the match with the
fundamental set of experimental benchmark data of Guy et al.22 is very good; (iii) ripple instability
can be predicted as well, provided that smooth and transitional flow regimes are considered in the
mathematical formulation of the model;17 (iv) the wavelength selection occurring in the transitory
period of evolution from flat bed to fully developed bedforms can be attributable to linear interac-
tions among non-orthogonal modes21 while, to the authors knowledge, no theoretical proof has ever
clarified the role of nonlinearities in the mechanism of ripple coarsening; (v) the outcomes from the
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nonlinear analysis23 of the same model, as well as from the inclusion of 3D effects,2 provide very
good matching with experimental data.
II. MODEL ANDMETHODS
A turbulent incompressible open channel flow on erodible cohesionless sand bed is considered.
The (homogeneous) sediment is characterized by the relative grain diameter, ds = d∗s/D0 (D0 is the
mean flow depth and d∗s the dimensional grain diameter), and the sediment-to-water density ratio,
R = ρs/ρ. The friction velocity uτ and D0 are used for the scaling of all quantities and hydrody-
namics is considered adiabatically slaved to the bed topography evolution (the quasi-steady approx-
imation). The right-handed Cartesian frame {x, y, z} reported in figure 1 is adopted, indicating the
dimensionless stream-wise, span-wise, and normal-to-the bed coordinates, respectively. The stream
is bounded by the free surface z = H(x, y, t) and by the fluid-sediment interface z = Θ(x, y, t).
Suspended and washed loads are neglected, so that the overall sediment transport takes place in
form of bedload only, wholly contained in the so-called saltation layer (0 < z − Θ < δ), where δ is
the thickness of the saltation layer.
In order to address the fundamental dynamics of bed forms instabilities, and to ease the compar-
ison with experiments24 and simulations,25 we will focus on 2D patterns (∂/∂ y = 0). Colombini
et al.2 have recently showed that three dimensional effects become crucial when either the channel
width/depth ratio or the grain size to depth ratio is very large. Also, most of laboratory data obtained
in narrow flumes show essentially 2D structures26 and the early development of the bed perturbations
is preferentially observed as two-dimensional.27 Since bed forms evolve on a slow time scale, the
water layer is quasi steady and governed by the dimensionless Reynolds and continuity equations
u · ∇u + ∇P + ∇ · T + f = 0, (1a)
∇ · u = 0, (1b)
where u = {u, w} is the velocity vector, P the pressure, T the deviatoric turbulent stress tensor,
f = {−1,1/ tan β} the body force vector, and β the channel mean inclination with respect to the
horizontal. The open-channel hydrodynamic problem is completed by suitable boundary conditions
at the free surface (z = Θ + D), u · n = n · T = 0, and at the bottom (z = D), u = 0 (unit vector n is
defined in Fig. 1).
For analytical and numerical convenience, we apply a Prandtl-like mapping to the above
equations which rectangularizes the domain: z ∈ [Θ,Θ + D] → ζ = (z − Θ)/D ∈ [0,1]. In order
to evaluate the deviatoric stress tensor in (1a), we adopt a Boussinesq-type turbulence closure
model, i.e., T = −2νTS, where S is the deformation rate tensor and the eddy viscosity is evalu-
ated according to a mixing length model:28 νT = l2D2[2S · S]1/2. Empirical data29 provide l = κ
FIG. 1. Sketch of the physical problem. Unperturbed, flat bed (dashed line) and perturbed bed (thick continuous line).
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(1 − ζ)1/2(ζ + ζr), where κ is von Karman constant and ζr = ds/12 is the roughness displacement12
here assumed to be linked to the grain diameter.
Finally, stream dynamics is coupled with the bed evolution by the sediment mass balance,















where φ is the sediment porosity, C = (1/κ) ln(4.43/ds) is a friction coefficient, g is the gravity
acceleration, and Φ is the dimensionless sediment transport rate.
The latter term is computed as Φ = r(Φeq), where Φeq is the sediment flux rate evaluated under
equilibrium (unperturbed) conditions while the function r accounts for local variations induced
by the bottom perturbation. After suitable scaling, most of the known formulas for Φeq can be
recast as21 Φeq ∼ (θδ − θc)σ, where σ is an empirical coefficient while θ = τ∗/[(ρs − ρ)gd∗s] refers
to the Shields dimensionless shear stress, where τ∗ is the dimensional shear stress exerted by the
fluid (the meaning of subscripts are explained in the following). Incidentally, we recall that the
hydrodynamic-to-morphodynamic timescale ratio (∼Q0) is usually O(10−2) or less, which justifies
the choice of the quasi–steady approximation.
It is customary to complement the above model with three further specifications. First, Colom-
bini12 demonstrated that the Shields stress responsible for the motion of the sediment particle
has to be accounted for at the top of the saltation layer,18,19 namely, θδ B θ |ζ=δ. This choice is
crucial to model the occurrence of both dunes and antidunes correctly. Second, the slope-dependent
threshold value θc, below which the flow is not able to move sediment particles, is set to θc
= θth[1 − (tan β − Θ,x)/µ], where comma notation refers to the partial derivative, θth is the Shields
stress threshold for sediment transport in a nearly horizontal channel and µ = 0.10 is a dimension-
less constant.31 Third, the inertial adaptation of the sediment particles to the topography-induced
changes in the shear stress is taken into account according to a flow saturation approach32 which
imposes LsΦ,x = Φeq − Φ. This is equivalent to set r = Φeq[1 + Ls∂x]−1. The saturation length, Ls,
is the typical length required by the sediment flow to reach its equilibrium value Φeq.14
Following the outcomes by Camporeale,21 a Meyer-Peter-Muller-like formulation (σ = 3/2)
will be adopted in the sequel, with the setting Ls = 0 and δ = lbds, where lb = 1 + 1.3[(τ |ζ=0
− τc)/τc]0.55 as suggested by Colombini12 on the basis of experimental data.33,34 This choice was
proved to be the minimum requirement for a correct prediction of dunes and antidunes instability
in the parameter space. In the present case of sub-aqueous bedforms, further efforts to improve
the setting of the saturation length or the saltation layer thickness are not rewarded by a better
agreement with the experimental benchmark.
We now perturb the vector g = {u, w,P,Θ,D} as g = G + ϵ gˆ exp[i(k x + ωt)] + c.c., where
G = {u0(ζ),0,p0(ζ),0,1} is the (streamwise independent) basic state, gˆ = {uˆ(ζ), wˆ(ζ), pˆ(ζ),1, dˆ},
k = kr + iki is the complex longitudinal wavenumber, ω = ωr + iωi the complex frequency, and
“c.c.” denotes the complex conjugate. The zero order (ϵ0) basic flow corresponds to the logarithmic
profile for the longitudinal velocity and the hydrostatic distribution for the pressure.
Likewise to the standard derivation of the Orr-Sommerfeld equation in hydrodynamic stability
theory,35 after cross-deriving the Reynolds equations at order (ϵ1), using continuity equation and the
steady-state kinematic condition (i.e., wˆ = iku0 at ζ = 1), we arrive at
aiD iwˆ + dˆ = 0, (3a)
[b(n, t)j D jwˆ]ζ=1 + dˆ = 0, (3b)
wˆ |ζ=−1 = [2wˆ ′ − iku′0]ζ=−1 = 0, (3c)
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where the coefficients ai (i = 0,4) and b
(n, t)
j ( j = 0,2) can be found in the Camporeale et al.,
36 su-
perscripts n and t refer to the normal and tangential components of dynamic condition, respectively,
and D i = ∂i/∂ζ i (Einstein’s summation notation has been adopted).
The above problem has been solved by a spectral Galerkin technique with numerical integra-
tion where boundary conditions at the free surface (3b) are imposed in weak-form, and in (3a), the
fourth-order derivatives are reduced to second-order derivatives using systematic integrations by part
against a suitable test function (further details can be found in the literature36). The solution of the
flow field is therefore obtained from a discretized algebraic system and the required shear stress
θδ is substituted into the Exner equation, from which one finally arrives to the dispersion relation
D(k,ω; F,ds) = 0. Note that the dispersion relation depends on the two control parameters F and ds.
It is well known that the space-time dynamics of an infinitesimal wavy perturbation can be
investigated by the impulse response of the linearized system, namely, the Green’s function.4 It
reads





ei[k x−ωt]D−1(k,ω; F,ds)dω dk, (4)
where L and F are the Laplace and Fourier contours in the complex frequency and wavenumber
planes, respectively.
In convectively unstable systems, the Green’s function decays asymptotically to zero along
the ray x/t = 0,37 whereas it tends to infinity in an absolutely unstable system. This implies that
convectively unstable systems behave as “noise amplifiers,” displaying extrinsic dynamics, since in
the absence of continuous forcing, the response decays back to zero, whereas absolutely unstable
systems are characterized by intrinsic dynamics and behave as “oscillators.”38
By definition, the complex absolute wavenumber k0, which represents the long time behavior
of Eq. (4) at x fixed, corresponds to the solution of the saddle point condition, D(ω, k) = ω,k(k) = 0,
provided that the causality principle is satisfied, i.e., that k0 is a pinch point. Moreover, ω0i
= Im[ω(k0)] is the associated absolute growth rate (hereafter the subscript i refers to the imaginary
part). If only real wavenumbers are considered, equation ωi,k = 0 is satisfied by the wavenumber
kmax which displays the maximum temporal growth rate ωi,max = ωi(kmax). The criteria state that the
instability is convective if ωi(kmax) > 0 and ω0i < 0. On the contrary, the flow is absolutely unstable
if ωi(kmax) > 0 and ω0i > 0. Recalling that the jth spatial branch of the dispersion relation k j(ω˜i)
associated with the growth rate ω˜i is the locus of complex wave numbers in which ωi(k) = ω˜i, it
can be demonstrated that points where ω,k = 0 are pinch points only if at least two spatial branches
km(ω0i) and kn(ω0i) pinching in k0 are well confined within opposite ki half-planes when ωi is
increased.37
The pinch point criteria usually require a mapping from the complex frequency plane to the
complex wave number plane, thus the dispersion relation has to be solved for k as a function of ω.
Unfortunately in many physically relevant cases (e.g., the bedform evolution herein investigated),
the dispersion relation is a transcendental function of k while it is polynomial only in ω. In order to
circumvent this difficulty, Kupfer et al.8 refined previous works39 and developed a technique, called
cusp map method, for the assessment of the convective/absolute nature of the instability requiring
only a k → ω mapping.
The cusp map method basically follows two conceptual steps: (i) to detect the points that
have null group velocity in the complex ω-plane, and (ii) to determine whether these zero group
velocity complex frequencies are actually pinch points in the complex wavenumber plane or not.
The former task is accomplished recalling that (in the frequency plane) a point ω0 that sat-
isfies D(ω0, k) = D,k(ω0, k) = 0 (the saddle point condition) and D,kk(ω0, k) , 0, has a local map
(ω − ω0) ∼ (k − k0)2. From a topological point of view, this implies that when a curve lying in the
complex k-plane and passing through k0 is mapped into the complex ω-plane, it displays a cusp-like
singular point at the branch point ω0. Kupfer et al.8 suggested to map the contour ki = k∗i , for
different values of k∗i , beginning from k
∗
i = 0 and then decreasing to lower values. The mapping
of all contour points with ki = k∗i generates in the complex frequency plane the curve Ω(k∗i ). A
branch point is obtained when Ω(k∗i ) displays a cusp-like singularity (occurring at ω0), and this
occurs exactly when k∗i = Im(k0). Finally, the check for the pinch point condition is performed by
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considering the relative position of ω0 with respect to ω˜F, the latter being the mapping of k∗i = 0
into the ω-plane (i.e., the usual temporal branch). It can be demonstrated that branch points ω0
that are “covered” an odd number of times by ω˜F are pinch points.8 This counting can be done by
drawing a vertical line extending upward from ω0 and counting the number of crossing with the
curve ω˜F.40
Moreover, we recall that a relation between temporal and spatial theories has been derived by
Gaster.41 This leads to the celebrated Gaster’s transformation, valid rigorously only for a convective
instability, and close to threshold. It states that, at threshold, the maximum wavenumber for the
temporal theory (kmax) and the real part of the maximum wave number for the spatial theory are
the same but that the imaginary part of the maximum wave number for the spatial theory is nega-
tive and equal to the maximum temporal growth rate ωmax divided by the group velocity at kmax.
Lesser known is the fact that, under the Gaster’s assumptions, the real part of the absolute complex
wavenumber k0r equals kmax c, the maximum wave number for the spatial theory. This property is
not generic and in particular not true away from threshold and not generic and in particular not true
if the dispersion relation is more complex than the asymptotic approximation used by Gaster.
III. RESULTS AND VALIDATION
The results obtained by the application of the cusp-map method to the bedform instability are
provided in Fig. 2 for three values of Froude numbers that are chosen to encompass both antidunes
FIG. 2. Cusp maps in the ω-plane for ds = 1 · 10−3 and three different values of F . The left part of the panels shows
ω˜F ≡ Ω(0) and Ω(k0i), this latter displaying a branch point in ω0. The right part of each panels is a zoom in of the white box
surrounding the branching point (ω˜F: thick solid lines; Ω(k0i): thin solid lines; selected mappings of Ω(k∗i ): dashed lines.
The dotted lines only visible in the left panels are the ωi = 0 line).
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(panels (a) and (b)) and dunes (panel (c)). The left part of the panels shows a plot in the ω-plane
of the above mentioned curve ω˜F and the curve, Ω(k0i), that is the mapping of a horizontal line in
k-plane passing through the zero-group velocity point k0. This latter curve shows a cusp indicative
of a branch point in ω0, whose position with respect to the contour ω˜F can be studied. A white
box surrounding the branch point is highlighted, corresponding to the close up plotted on the right
where, along with ω˜F and Ω(k0i), some mappings Ω(k∗i ) with 0 > k∗i > k0i are displayed. It can be
observed that a reduction of k∗i from 0 to k0i causes a progressive sharpening of contours Ω(k∗i ) that
ultimately leads to the occurrence of the singular point at ω0.
At F = 1.3, one observes that, with the lowering of the values of k∗i , the contours of the mapp-
ing Ω(k∗i ) get closer to the branch point, until the curve Ω(−0.07) displays a cusp-like singularity
at the branch point ω0 = (−44.72,4.69) · 10−3 (see panel (a), right part). Once the branch point is
detected, its position is compared with respect to ω˜F and it turns out that ω0 is “covered” only once
by ω˜F since a vertical line passing through the cusp will cut only twice the ωF contour (panel (a),
left part). The branch point in the ω-plane therefore corresponds to a pinching point in the k-plane.
It follows that, since ω0i = 4.69 · 10−3 > 0, the flow is absolutely unstable.
The same procedure has been repeated for the case F = 1.0 (panel (b)), where the branch
point is detected at k∗0i = −0.15, with ω0i < 0. Such a branch point is not a pinch point since it is
twice covered by the ω˜F curve (three intersections of ω˜F by a vertical line passing through ω0).
Since this cusp is the first one encountered while lowering the F contour and it already has a
negative part, the first pinch point will have an even more negative ωi and the flow is therefore
convectively unstable. Finally, the dune case reported in Fig. 2(c) (F = 0.6) displays a branch point
at ω0 = (117.81,−96.13) · 10−3 on the curve for k∗0i = 0.24. As for the previous case, ω0 is covered
twice by ω˜F, the branch point does not correspond to a pinch point, but since its ω0i is already
negative, the flow is convectively unstable.
In order to check the robustness of the analysis, the sensitivity of the results reported in Fig. 2
has been studied (Fig. 3). In particular, it has been assessed how changes on the parameter δ and
the introduction of the saturation length (Ls) alter the curves ω˜F (reported with thick lines) and
Ω(k0i) (thin lines). The parameter δ has been altered (±20%) with respect to the value suggested
FIG. 3. Sensitivity of the curves ω˜F (thick) and Ω(k0i) (thin) reported on the left panels of Fig. 2 on the main model
parameters. Panels (a)–(c): effect of an increase (+20%, dashed gray lines) and of a reduction (−20%, continuous gray lines)
of the parameter δ with respect to the value suggested in literature12 (continuous black lines). Panels (d)–(f): cusp maps
considering the saturation length (Ls = 8 ·ds, continuous gray lines) and not considering it (Ls = 0, continuous black lines).
Curves evaluated with Ls = 7 · ds and Ls = 9 · ds are indistinguishable from the curves evaluated with Ls = 8 · ds.
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in the literature12 (δ = lb · ds), and the curves evaluated with a reduced (increased) δ are drawn
in continuous (dashed) gray in panels (a)–(c). A reduction (increase) of δ causes a displacement
towards lower (higher) ωi of both ω˜F and Ω(k0i). Despite the large alteration imposed to δ, the
picture of the cusp maps remains substantially the same as reported in Fig. 2; for F = 1.3, the pinch
point ω0 remains above the line ωi = 0 and is still covered only once by ω˜F (i.e., the absolute
character of the instability is preserved), while for lower F, Im(ω0) < 0, and the instability remains
convective.
Second, a saturation length has been added to the sediment transport model. The curves eval-
uated considering Ls = 8 · ds (a usual value adopted by several authors14,20 for the analysis of
subaqueous bedforms) are drawn in gray in panels (d)–(f). The introduction of such value has a very
negligible effect (gray and black curves, that refer to Ls = 0, are barely distinguishable). The anal-
yses were repeated also for Ls = 7 · ds and Ls = 9 · ds, but the curves obtained with these values
overlap almost perfectly with the curves evaluated with Ls = 8 · ds. The very small sensitivity of
dune dynamics on Ls is likely due to the different spatial scales at which saturation length occurs
(∼10ds) with respect to the typical spatial scale of bedforms (∼103ds).
An extensive and systematic analysis by the cusp-map method over the (ds,F) parameter space is
reported in Fig. 4, in the ranges ds = 0.006–0.01 and F = 0.16–1.8. This analysis provides the main
result of the present study. In the region where ω0i > 0, one needs to check whether the
causality principle is satisfied, namely, whether every branch point associated with the cusp singu-
larity is a pinch point. Five different zones emerge in the parameter space: (i) absence of the sediment
transport (θδ < θc, hatched zone); (ii) stable flat bed conditions (ωi,max < 0, white zone); (iii) convec-
tive downstream migrating instabilities (i.e., the phase velocity is positive, namely, ω0r > 0), here
named convective dunes (CD); (iv) convective upstream migrating instabilities (negative phase
velocity, corresponding here to ω0r < 0), named convective antidunes (CA); (v) absolute upstream
migrating instabilities, named absolute antidunes (AA). Moreover, the contours θ = 0.4 (dotted) and
θ = 1 (dot-dash) are reported. These two values are the lower and higher thresholds reported in the
literature above which the inception of sheet-flows is observed.42 In the occurrence of sheet flows,
the mathematical model adopted in this analysis no longer represents all physical process involved in
the sediment transport, and caution should be used in interpreting the results of the present analysis
in the case of both very fine sediments and very high Froude number. It appears that dune patterns are
invariably convectively unstable, whereas antidunes can be either absolutely or convectively unstable,
FIG. 4. (a) Contour map of the absolute growth rate, ω0i, (b) the absolute frequency, ω0r , (c) the absolute wave number,
k0r , by the cusp map method as a function of the sediment diameter and Froude number. Hatched zone indicates no sediment
transport (points where θ < θc ∼ 0.05). The dotted (dotted-dashed) line reports θ = 0.4 (θ = 1.0). Thick black lines
separate stable from unstable regions. A dashed line highlights ω0i = 0 and separates AA from CA. Point A (ds = 0.0043,
F = 0.7) and point B (ds = 0.0032, F = 0.29) mark the parameters used in the numerical simulation by Giri et al.25 and in
the experiments of Venditti et al.24 respectively.
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slightly depending on the relative roughness, ds, but to a great extent on the Froude number. Note that
in some regions of the CA domain and in the whole CD domain, the reported branch point and the
associated value of ω0 and k0 are meaningless as already explained. Fig. 4 also shows the absolute
frequency and the absolute wave number. They only matter in the absolute domain AA where they
predict the linear instability that should appear in the absence of any continuous forcing. The absolute
frequency at the convective/absolute threshold is negative, since the antidunes lead the transition, and
its magnitude increases from 0.06 at ds = 10−3 to 0.14 at ds ∼ 10−2 and decreases for larger values.
On the contrary, the absolute wavenumber at threshold stays nearly constant at about 0.4 (Fig. 4(c)).
The above theoretical analysis is compared with some numerical and experimental works of
the existing literature on dune formation. In the paper by Giri and Shimizu25 a numerical code for
the computation of sand dune migration was developed and tested against a large amount of exper-
imental data, thus demonstrating that simulations are able to reproduce some key features, such as
velocity profiles, turbulence characteristics, dune migration, and amalgamation processes. Stream
dynamics was modeled through Reynolds Averaged Navier-Stokes equations, the Reynolds stresses
being evaluated by a nonlinear k − ϵ turbulence closure model. The morphological evolution of the
bottom was described by deposition/pick-up particle rates, evaluated through an Eulerian stochastic
approach.43 Simulations were performed in a rectangular computational domain, where a flat bed
with very small random perturbations was set as initial conditions. A summary of the outcomes
of a run by Giri and Shimizu25 set at the conditions of point A of Fig. 4, are reported in (Figs.
5(a)-(c)). Downstream to the point x∗ = 60 cm, the first perturbations in the domain become visible
at t = 280 s. At t = 349 s, dune patterns are present in the region x = 75−140 cm, while upstream
the perturbation has completely reverted to a flat bed. This behavior continues forward in time and,
at t = 490 s (panel (c)), flat bed recovery stretches out on the region x∗ < 95 cm. Numerical simula-
tions therefore show that the bed perturbations decay to zero with time, since they are convected out
of the domain; in other words, the instability has been observed to be convective, in agreement with
our theoretical prediction (see Fig. 4), since it grows in amplitude but is convected away.
Another set of observations to which we may compare has been provided by Venditti et al.,24
which developed an experimental work on the onset of sandy bedforms. The experiments were
conducted in a 15.2 m long and 1 m wide flume, with the median grain size d∗s = 0.5 mm. The
initial flat bed was artificially perturbed to allow dune formation and the bed evolution was detected
by an eco-sounder. An illustrative case, adapted from their results, is reported in (Figs. 5(d)-(f))
for the conditions represented by point B in Fig. 4. Both positive and negative initial perturbations
(conical sand heap or hole, respectively) were considered. The response to the positive perturbation
is shown by a lateral longitudinal section reported in panels (Figs. 5(d)-(f)). In this case, after one
hour, the perturbation has significantly grown and spread downstream (till x∗ ∼ 100 cm) but, apart
FIG. 5. (a)-(c) Results of a 2D numerical simulation by Giri and Shimizu25 performed at ds = 0.0043 and F = 0.70,
adapted from the original figure. (d)-(f) Flume experiments by Venditti et al.24 Notice (both in panels (a)-(c) and (d)-(f)) that
the horizontal scale is several times lower than the vertical scale, and bedforms have a wavelength to depth ratio of about 3-4,
corresponding to dunes instability.
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from random noise comparable to d∗s, the perturbation has relaxed back to the flat bed at locus of the
localized initial deformation (x∗ = 30). In the next frame, after 147 min (panel (f)), the amplitude
has kept increasing downstream whereas a complete recovery of a flat bed occurs at x∗ < 40 cm.
These flume experiments confirm dunes to be convectively unstable, as predicted by the presented
theoretical analysis.
IV. CONCLUDING REMARKS
We have demonstrated that river dunes are due to a convective morphological instability, while
antidunes are due to an instability which may be either convective or absolute, depending on the
physical control parameters. The absolute antidune instability occurs for Froude numbers above
a threshold value that varies weakly with the grain size ratio, ds, from FA = 1.2 at ds = 10−3 to
FA reaching unity at ds = 10−1. For the dune regime, the present prediction is consistent with the
numerical results of Giri and Shimizu25 and with the experimental results of Venditti et al.24 For an-
tidunes, the possibility of a transition from convective to absolute instability, while increasing either
F or ds, is calling for experimental or numerical validation. These findings also play an important
role in the interpretation of flume or field experiments. For example, in laboratory, experiments run
in the parameter range where either dunes or antidunes are convectively unstable (domains CD and
CA in Fig. 4), one has to take into account the fact that experiments are highly affected by flume
imperfections, as the sediment bed behaves like a noise amplifier; similarly, actual river bed forms
should be interpreted as the result of the spatial development and nonlinear evolution of instabilities
forced by the upstream perturbation. On the contrary, in the AA domain, the dynamics should be
the intrinsic result of the nonlinear evolution of an absolute instability that should prevail over the
noise, allowing the experimental result to be less dependent on the facility. In numerical simulations
these aspects have to be considered as well; the common trick of a periodic setting of the boundary
conditions is unable to reproduce the dynamics neither of convective nor of absolute instability. As
a matter of fact, only when the flow is strongly convective (i.e., ω0i ≪ 0) or the instability incipient,
the temporal growth observed in periodic domain can be transformed in a spatial growth for the real
flow by the Gaster’s41 transformation. This transformation states that the maximum wavenumber for
the temporal theory (kmax) and the real part of complex wave number (kCmax) with the largest spatial
growth rate for the spatial theory are the same, whereas the imaginary part of this spatial wavenum-
ber is related to the maximum temporal growth rate through kCi,max = −ωi,max/(dω/dk |kmax).
We stress that the analyses here performed are based on the Meyer-Peter-Müller closure rela-
tion for bedload transport. In some previous tests, we have verified that the growth rate and the
celerity of the bedforms are very little influenced by the change of the sediment transport closure
relation. In particular, the absolute values of the growth rate and the celerity change in a very
narrow range and, more importantly, their sign is never altered. This means that, at linear level, the
bedforms dynamics is mainly driven by the stream dynamics, and the results presented here are
valid for any bedload transport relationship.
We also recall (Fig. 4) that ds does not play a major role in determining the absolute/convective
nature of the bedforms instability. We therefore expect that bedforms in heterogeneous sediments
exhibit instabilities in accordance to the results reported here.
Summing up, the marginal role played by the sediment transport closure relationship and by
the sediment heterogeneity implies that the results here described are valid for real rivers; dunes are
expected to exhibit a convective behavior and antidunes to exhibit an absolutely unstable behavior
for stream Froude number exceeding the threshold of about 1.1.
It is also worth to revisit the results from paleo-hydraulic reconstructions. This technique has
been successfully used in the past7,44,45 for the estimation of the flow rate from the morphology
of bedforms found in rock records. This work does not pretend to directly address this issue, but
the findings here reported can have an important implication in this context. In fact, convective
instabilities behave like noise amplifiers, regardless of the role of nonlinearities4 and therefore
their response is strongly affected by initial conditions. It means that convective bedforms exhibit
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different wavelength under the same flow. On the contrary, absolute instabilities behave like oscilla-
tors and their response is less affected by initial conditions, as they impose their intrinsic dynamics.
It means that absolute antidunes will exhibit the same wavelength under the same flow. It follows
that paleohydraulic reconstructions are more robust for absolute instabilities than for convective
ones. This is likely the reason why all reported cases of paleohydraulic reconstruction to our
knowledge were performed by analyzing antidune patterns.
Our findings can also be crucial in river engineering, especially where bedforms interact with
infrastructures or navigation. As a matter of fact, we have demonstrated that convective instabilities
of the bed are triggered and are controlled by upstream disturbances. Therefore, the reduction of
the amplitude of the disturbance that triggers the bedform pattern can result in a mitigation of
bed disturbances. We stress that this approach is limited by the strong spatial amplification of the
upstream disturbances. Finally, the transition from convective to absolute antidunes (by increasing
F or ds) can play an important role in the understanding of complex spatial morphological patterns
occurring in rivers under non-uniform flow conditions. Non-uniform conditions are very frequent,
e.g., due to bed slope changes, gates, etc., and their interplay with antidunes can significantly affect
the global stability of the system.4,46
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