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Abstract
We introduce the transition rule formats rooted SBSNNI and CP_BNDC. We prove that the
non-interference property rooted SBSNNI introduced in the present paper, and the already known
non-interference property CP_BNDC, are preserved by constructs of all process algebras with SOS
transition rules respecting the restrictions of the formats rooted SBSNNI and CP_BNDC, respect-
ively. To show that our formats have practical applications, we prove that a slight variant of Focardi
and Gorrieri’s Security Process Algebra, the Kleene star recursion construct, the replication construct
of polyadic π -calculus, and a process algebra extending BPAτ to deal with two level systems,
respect both formats. By means of some counterexamples, we prove also that all restrictions of the
formats are necessary.
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1. Introduction
One of the typical problems in computer security is the necessity to guarantee that only
legitimate users can access some kind of protected information. To face this problem, one
should take into account that malicious users could attempt to access protected information
not only directly, but also indirectly through so called covert channels, which permit to
infer protected information from unprotected one.
In multilevel systems [4], users are bound to several levels of security, and it must be
guaranteed that users at any level cannot interfere with users at lower levels and cause
a different status of the system in which they operate to be perceived. This means that
information flow from high levels to lower levels must be prevented. A drastic solution to
this kind of problems is to avoid at all these possible interferences. A lot of non-interference
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definitions have been proposed in the literature since [15], for several formal models of
interaction between users. For simplicity, multilevel systems are usually represented by
two level systems: Users are bound either to a high level of security, or to a low level of
security. In [2,9–11,29,30] some of the non-interference definitions given in the literature
have been translated into the context of Process Algebras.
The most successful non-interference definition in [9–11] is called Bisimulation-based
Non-Deducibility on Compositions (BNDC, for short). Intuitively, a two level system en-
forces BNDC if, by interacting with any possible high level user, the system always appears
the same to low level users. Among the other non-interference definitions in [9–11], we
mention Strong Bisimulation Strong Non-deterministic Non-Interference (SBSNNI, for
short), which is stronger than BNDC, and has the advantage of being compositional with
respect to parallel composition. The mentioned properties are studied for systems specified
by using the language of Security Process Algebra (SPA, for short), which is an extension
of CCS [26] tailored to deal with two level systems. BNDC has been a successful non-
interference definition for systems lying in static contexts. In [12] it has been shown
that BNDC is too weak for systems running into a dynamic environment that can be
reconfigured at run-time, or, equivalently, for systems that can migrate on the network
during their computation. For this reason, the more restrictive non interference definition
named Persistent BNDC (P_BNDC, for short) has been introduced. Intuitively, a system
enforces P_BNDC if every state that can be reached by the system during its computation
enforces BNDC. This means that even if the environment changes during the execution
of the system, the security of the system is not compromised. In [12] it has been proved
that P_BNDC is equivalent to SBSNNI, meaning that any system enforces P_BNDC if and
only if it enforces SBSNNI.
All the mentioned non-interference properties are not, in general, compositional, mean-
ing that there are constructs of SPA that do not preserve them. This is a critical issue,
since one is not guaranteed that by putting a secure system (according to the chosen non
interference property) into a SPA context, the obtained system is, in turn, secure. Another
consequence of non-compositionality is that the non-interference properties cannot be
checked compositionally with respect to the syntactic structure of systems [11,20]. To solve
this problem, two different solutions have been proposed in [6,7]. In [6] a proof system for
the property P_BNDC has been presented, so that one is sure that P_BNDC is preserved
when systems are composed according to the rules admitted by the proof system. In partic-
ular, the compositions that may give rise to non-P_BNDC systems are forbidden. In [7] the
non-interference property named Compositional P_BNDC (CP_BNDC, for short) has been
proposed. CP_BNDC is strictly stronger than P_BNDC and is preserved by all operations
of SPA, except high prefixing (i.e. prefixing by a high action), which, intrinsically, cannot
preserve any non-interference property. The two approaches are related as follows: On
one side, some CP_BNDC (and, therefore, P_BNDC) processes cannot be constructed by
means of the proof system of [6]; on the other side, some P_BNDC processes admitted by
the proof system are not CP_BNDC.
In this paper we introduce a new non-interference property, called rooted SBSNNI. Also
rooted SBSNNI is strictly stronger than P_BNDC and is preserved by all operations of
SPA, except, clearly, high prefixing. We shall prove that CP_BNDC is strictly stronger
than rooted SBSNNI.
In the present paper we argue that there are some semantic properties of SPA constructs
that imply that they preserve both properties rooted SBSNNI and CP_BNDC. This implies
that other process algebras having constructs with the same semantic properties enjoy the
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same useful properties. This is a typical situation in process algebras: A big amount of
results depend on general semantic properties of the language constructs and do not depend
on the particular language that is considered. An interesting challenge is to develop a meta
theory for process algebras to study which semantic properties the constructs must have to
preserve non-interference properties. To this purpose, we recall that since the pioneering
work [31], the concept of rule format has played a major rôle to develop meta theories for
process algebras endowed with a structural operational semantics [28] (SOS, for short).
A rule format consists of a set of restrictions on the syntax of the SOS transition rules
admitted. In particular, several rule formats have been proposed for ensuring that a given
behavioral preorder (resp. equivalence) notion over processes is a precongruence (resp.
congruence) (see [1] for a survey).
Now, in the present paper we present the rule format rooted SBSNNI and the rule format
CP_BNDC, and we prove that any process algebra construct preserves the non-interference
property rooted SBSNNI (resp. CP_BNDC), provided that the operational semantics of
such a construct is given by SOS transition rules respecting the format rooted SBSNNI
(resp. CP_BNDC). Restrictions of format rooted SBSNNI are stronger than restrictions
of format CP_BNDC, thus implying that format rooted SBSNNI works also for property
CP_BNDC. By comparing our two formats, we draw two conclusions. On one side, the
advantage of the format rooted SBSNNI is that it deals with a more general non interference
property. On the other side, the advantage of format CP_BNDC is that it has a simpler
definition and it is less restrictive.
We prove that a slight variant of the process algebra SPA, a process algebra extend-
ing BPAτ [3,35] to deal with two level systems, the Kleene star [18] recursion con-
struct, and the replication construct of polyadic π-calculus [27] respect both the formats
rooted SBSNNI and CP_BNDC, thus showing that our formats have practical applications.
Finally, we prove that all restrictions of both formats are necessary. More precisely, we
give counterexamples showing that there are constructs violating the restrictions of
the considered format that do not preserve the considered non-interference
property.
We note that another paper dealing with rule formats for non interference properties
is [32], where a format for the property SBSNNI has been proposed. Relations between
the present paper and [32] will be discussed in the conclusion of the paper. Moreover, we
note that the problem of compositionality for non-interference properties has been already
studied in [16,19,21–24]. These papers assume that the behavior of a system is given by
its set of traces, whereas all non-interference properties considered in the present paper
assume the finer notion of weak bisimulation [26]. Also relations between our approach
and results in [16,19,21–24] will be discussed in the conclusion of the paper.
The paper is organized as follows. In Section 2 we recall some notions on the theory of
structural operational semantics and on the theory of non-interference in process algebras.
In Section 3 we introduce the property rooted SBSNNI, and we prove that it is weaker
than CP_BNDC. In Section 4 we introduce the rule format rooted SBSNNI, and in Section
5 we prove its soundness, i.e. we prove that all constructs respecting the format preserve
property rooted SBSNNI. In Section 6 we show that the constructs of SPA and BPAτ , the
Kleene star construct, and the replication construct respect the format rooted SBSNNI.
In Section 7 we show that all restrictions imposed by the format rooted SBSNNI are
necessary. In Section 8 we introduce the format CP_BNDC, in Section 9 we prove its
soundness, and in Section 10 we discuss applications of the format and the necessity of all
its restrictions. In Section 11 we draw some conclusions. Finally, the reader interested in
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viewing an application of the new rooted SBSNNI property can found a practical example
in Appendix A.
2. SOS and non-interference in process algebras
In this section we firstly recall some well-known notions in the area of structural op-
erational semantics, and then we recall the language SPA [9] and the non-interference
properties for SPA processes.
2.1. Structural operational semantics
Let us begin with reviewing the model of labeled transition systems [17,28].
Definition 1. A labeled transition system (LTS) is a tuple
〈S,Act, { µ−→ |µ ∈ Act}, P red〉
where:
• S is a set of states, ranged over by s
• Act is a set of actions, ranged over by µ, ν
• µ−→⊆ S × S is a transition relation for every µ ∈ Act ; as usual, we write s µ−→ s′ for
(s, s′) ∈ µ−→
• P ⊆ S is a predicate for every P ∈ Pred; as usual, we write sP for s ∈ P .
Binary transition relations s µ−→ s′ and unary predicates sP are called transitions.
Without loss of generality, an LTS can be identified by its set of transitions.
Let us recall now the notion of terms over a signature.
Let us consider a countable set of variables Var, ranged over by x, y, z. A signature
 is a set of operation symbols (or function symbols), disjoint from Var, together with an
arity mapping that assigns a natural number ar(f ) to every operation symbol f in . If
ar(f ) is 0, then f is called a constant. The set of (open) terms T() over , ranged over
by t , is the least set such that:
• each variable x ∈ Var is a term
• f (t1, . . . , tar(f )) is a term whenever f ∈  and t1, . . . , tar(f ) are terms.
Terms that do not contain variables are called closed terms.
The abstract syntax of process description languages is usually given by a signature ,
whose closed terms are called processes.
A substitution is a mapping σ : Var → T(). A substitution extends to a mapping from
terms to terms, i.e., σ(t) is the term obtained by replacing all occurrences of variables x in
term t by σ(x).
Let us introduce now the notions of transition system specification and of transition
provable from a transition system specification [14].
Definition 2. A transition rule (with positive premises) ρ is of the form H
α
(written also
H/α), where H is a collection of transitions of the form t µ−→ t ′ and tP, called premises,
and α is a transition of the form t µ−→ t ′ or tP, called conclusion.
A transition system specification (TSS) is a collection of transition rules.
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Term t is called the source of a transition rule with conclusion t µ−→ t ′ or tP, and term
t ′ is called the target of a transition rule with conclusion t µ−→ t ′. A transition rule is called
a closed transition rule if it contains only closed terms.
Definition 3. Let T be a TSS. A proof from T of a closed transition rule H/α is a well-
founded, upwardly branching tree whose nodes are labeled by closed transitions, whose
root is labeled by α, whose leaves are labeled by the premises in H , and, if K is the
(possibly empty) set of labels of the nodes directly above a node labeled by β, then K/β
is a closed substitution instance of a transition rule in T .
A closed transition rule ρ is provable from T iff there is a proof of ρ from T .
A closed transition t µ−→ t ′ (resp. tP) is provable from T iff there is a proof of
∅/t µ−→ t ′ (resp. ∅/tP) from T .
The meaning of a TSS with positive premises T is the LTS having as transitions the set
of the closed transitions provable from T .
2.2. Security Process Algebra
The Security Process Algebra (SPA) [9] models systems where the set Act of the actions
that can be performed by each (sub)system is partitioned into a set of visible input actions,
ranged over by a, a1, . . . , a set of visible output actions, ranged over by a, a1, . . . , and
the invisible action τ , which models an internal computation step that cannot be observed
outside the system. A complementation function ( ) : Act → Act is defined over actions
such that a = a, for each a ∈ Act \{τ }, and τ = τ . The intuition is that actions a and a
performed by two subsystems running in parallel can synchronize, thus producing action τ .
To reflect two different levels of security, the set of (input and output) visible actions
is partitioned into the set H of high actions, ranged over by h, h, h1, h1, . . ., and the
set L of low actions, ranged over by l, l, l1, l1, . . . Both sets H and L are closed under
complementation.
The abstract syntax of SPA is given by the following grammar:1
t ::= 0 | µ · t | t1 + t2 | t1 | t2 | t\A | t[f ]
where t ranges over SPA terms, µ ranges over Act , A ranges over sets of actions in Act\{τ }
closed w.r.t. complementation, and f : Act → Act ranges over relabeling functions over
actions such that f (τ) = τ , f (l) ∈ L ∪ {τ } for each l ∈ L, and f (h) ∈ H ∪ {τ } for each
h ∈ H .
Term 0 does nothing. Term µ · t performs action µ and then behaves as t . Term t1 + t2
chooses non-deterministically to behave like either t1 or t2. Term t1 | t2 is the parallel
composition of t1 and t2, which interleave and can synchronize on complementary actions,
thus producing action τ . Term t\A behaves as t , but it cannot perform actions in A. Finally,
term t[f ] behaves as the term t where all actions are relabeled by function f . The TSS in
Table 1 associates an LTS with the language SPA.
As in [11], for any set of actions A ⊆ Act , we denote by t/A the term t[fA] such that:
fA(µ) =
{
τ if µ ∈ A
µ otherwise.
1 Recursion will be treated in Section 6.2.
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Table 1
The TSS for SPA
µ · x µ−→ x
x1
µ−→ y1
x1 + x2 µ−→ y1
x2
µ−→ y2
x1 + x2 µ−→ y2
x1
µ−→ y1
x1 | x2 µ−→ y1 | x2
x2
µ−→ y2
x1 | x2 µ−→ x1 | y2
x1
µ−→ y1 x2 µ−→ y2





µ 	∈ A x
µ−→ y
x[f ] f (µ)−→ y[f ]
2.3. Non-interference in SPA
From now on, we let p, q range over processes and ≡ denote the syntactic identity over
processes.
Following the notation used in [1], let t µ⇒ t ′ be either a shorthand for t ( τ−→)∗ µ−→
(
τ−→)∗t ′, if µ is an action in Act \{τ }, or a shorthand for t ( τ−→)∗t ′, if µ = τ . (As usual
(
τ−→)∗ denotes a possibly empty sequence of τ transitions.)
Let t ⇒ t ′ denote that t ′ is reachable from t , i.e., there is a sequence µ1 · · ·µn ∈ Act∗
such that t µ1⇒ · · · µn⇒ t ′.
Let us recall now the notion of weak bisimulation. The definition below is standard (see,
e.g., [1]) and extends the original definition of [26] to deal with predicates. For process
algebras without predicates, such as SPA, the second condition in the definition should not
be considered.
Definition 4. A relation R over processes is a weak bisimulation if R is symmetric and
(p, q) ∈ R implies:
1. if p µ−→ p′ for some action µ and process p′, then there is a process q ′ such that
q
µ⇒ q ′ and (p′, q ′) ∈ R
2. if pP for some predicate P , then there is a process q ′ such that q τ⇒ q ′, q ′P and
(p, q ′) ∈ R.
The union of all weak bisimulations is a weak bisimulation and is denoted with ≈. We
will write p ≈ q for (p, q) ∈ ≈.
Let us recall the notion of BNDC [9–11]. Let SPAH denote the set of all SPA processes
having only actions in H ∪ {τ }.
Definition 5. A process p enforces the property of Bisimulation-based Non-Deducibility
on Compositions, written p is BNDC, iff
for each process q ∈ SPAH , it holds that (p | q)\H ≈ p/H
As explained in [9–11], p/H is what a low level observer can see of p, i.e. the part
of p with which such an observer can synchronize. Hence, p is BNDC if, for each high
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level process q, a low level observer cannot distinguish (under the point of view of relation
≈) p from (p | q)\H , i.e. what the low level observer can see of p is not modified by
composing any high level process q in parallel with p and by forcing synchronization on
high actions between p and q.
In [12] it is shown that BNDC guarantees non-interference only in static contexts. To
guarantee non-interference in completely dynamic hostile environments, the property of
Persistent BNDC has been defined.
Definition 6. A process p enforces the property of Persistent BNDC, written p is P_BNDC,
iff
for each process q, p ⇒ q implies that q is BNDC
The property P_BNDC requires that each state that can be reached from a process is
BNDC. The following example, given in [12], shows that P_BNDC is strictly stronger
than BNDC.
Example 7. Let p ≡ l1 · (τ · 0 + τ · l2 · 0) + l1 · h · l2 · 0. It can be proved that p is
BNDC, whereas p is not P_BNDC since it can reach the state h · l2 · 0, which is not
BNDC. Intuitively, the system represented by p is secure in a static context, but, if the
system migrates on the network in state h · l2 · 0, it becomes insecure.
We recall also the property SBSNNI [9–11], which has been proved to be equivalent to
P_BNDC and does not require universal quantification over high level processes.
Definition 8. A process p enforces the property of Strong Bisimulation Strong Non-
deterministic Non-Interference, written p is SBSNNI, iff
for each process q, p ⇒ q implies that q\H ≈ q/H
3. The non-interference property rooted SBSNNI
The non-interference properties recalled in Section 2.3 are not compositional w.r.t. op-
erations of SPA. In [11] it has been proved that BNDC is not compositional w.r.t. parallel
composition. Here we are interested in non-interference properties for systems running in
dynamic contexts, so we consider SBSNNI (and, therefore, the equivalent P_BNDC).
The following example shows that SBSNNI is not compositional w.r.t. non-deterministic
choice.
Example 9. Let p ≡ h · l1 · 0 + l1 · 0 and q ≡ l2 · 0. Process p is SBSNNI. Intuitively,
the reason is that h guards an action l1 that can be performed by p also without per-
forming h, and, therefore, the performance of h does not affect the low level behavior.
Process q is trivially SBSNNI. The non-compositionality arises since process p + q is
not SBSNNI. Intuitively, the reason is that action h guards a process that cannot per-
form action l2, whereas p + q can perform l2 in its initial state. Therefore, the perform-
ance of h affects the low level behavior. Formally, the process reachable from p + q
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violating the condition of Definition 8 is p + q itself, since (p + q)\H ≡ l1 · 0 + l2 · 0 	≈
τ · l1 · 0 + l1 · 0 + l2 · 0 ≡ (p + q)/H .
Intuitively, process p + q of Example 9 is not SBSNNI since the high action h of p
forces p + q to discard q.
We note that a quite similar reason implies another well-known problem of operation +,
i.e. that it does not preserve weak bisimulation. In fact, it is well known that notwithstand-
ing τ · a · 0 ≈ a · 0, it holds that τ · a · 0 + b · 0 	≈ a · 0 + b · 0. Here the problem is that
action τ of τ · a · 0 + b · 0 forces τ · a · 0 + b · 0 to discard b · 0.
Two solutions have been proposed in the literature to make weak bisimulation a con-
gruence w.r.t. non-deterministic choice.
The first solution is to force operation + to be patient, meaning that, given any process
p + q, the performance of some action τ by p (resp. q) should not imply discarding q
(resp. p). To this purpose, as it has been observed in [5,13,25,34], SOS transition rules of
Table 1 for operation + must require that µ is not action τ , and, moreover, patient rules
for operation + must be added as follows:
x1
τ−→ y1
x1 + x2 τ−→ y1 + x2
x2
τ−→ y2
x1 + x2 τ−→ x1 + y2
Patient + preserves weak bisimulation (see, e.g., [5,25]).
The second solution is to take the rooted version of weak bisimulation, also called rooted
τ -bisimulation in [3] and observational congruence in [26], as recalled below.
Let t µˆ⇒ t ′ be shorthand for t ( τ−→)∗ µ−→ ( τ−→)∗t ′, for every µ ∈ Act . (Notice that
t
µˆ⇒ t ′ differs from t µ⇒ t ′ only if µ = τ .)
Definition 10. A relation R over processes is a rooted weak bisimulation if R is sym-
metric and (p, q) ∈ R implies:
1. if p µ−→ p′ for some action µ and process p′, then there is a process q ′ such that
q
µˆ⇒ q ′ and p′ ≈ q ′
2. if pP for some predicate P , then qP .
The union of all rooted weak bisimulations is a rooted weak bisimulation and is de-
noted with ≈r . We will write p ≈r q for (p, q) ∈ ≈r . Relation ≈r is a congruence w.r.t.
operation + (see [5]).
Notice that ≈r is defined in terms of ≈, meaning that Definition 10 requires that the
processes p′ and q ′ reached from p and q are related by ≈ and not, in turn, by ≈r . Notice
also that Definition 10 is strictly more restrictive that Definition 4. As an example, pro-
cesses a · 0 and τ · a · 0 are weak bisimilar but not rooted weak bisimilar. The difference
between Definition 10 and Definition 4 is that the former definition requires that an initial
τ move by p must be simulated by at least one τ move by q, whereas the latter definition
admits that an initial τ move by p can be simulated by no move by q.
Patience version of operation “+” and rooted version of bisimulation relation suggest
two possible ideas to solve the non-compositionality problem for the non-interference
property SBSNNI. The first idea is to modify the semantics of operation + by endowing
the operation with patience rules and with high-patience transition rules, i.e. transition
rules for high actions similar to the patience ones, so that action h of process h · l1 · 0 +
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l1 · 0 + l2 · 0 of Example 9 takes the process to l1 · 0 + l1 · 0 + l2 · 0. The second idea is
to define the non-interference property by exploiting rooted weak bisimulation instead of
weak bisimulation. Now, the first strategy has been investigated in [32]; we pursue here the
second strategy, by defining the non-interference property rooted SBSNNI:
Definition 11. A process p enforces the property of rooted SBSNNI iff
p\H ≈r p/H and, for each process q, p ⇒ q implies q\H ≈ q/H
The property given in Definition 11 is finer than the property in Definition 8. As an
example, process p ≡ h · l1 · 0 + l1 · 0 of Example 9 is SBSNNI but not rooted SBSNNI.
In fact, p\H ≡ l1 · 0 and p/H ≡ τ · l1 · 0 + l1 · 0 are weak bisimilar but not rooted weak
bisimilar. A rooted SBSNNI version of this process is p′ ≡ h · l1 · 0 + τ · l1 · 0. Notice that
p′ + l2 · 0 is rooted SBSNNI, whereas we have seen in Example 9 that p + l2 · 0 is not SB-
SNNI. Intuitively, p′ + l2 · 0 is rooted SBSNNI since the process l1 · 0 that cannot perform
l2 and that can be reached by performing action h, can be reached also by performing
action τ .
At first glance, it could seem that rooted SBSNNI is too restrictive compared to SB-
SNNI. As an example, the SPA process h · 0, which enforces BNDC, P_BNDC and SB-
SNNI, is not rooted SBSNNI, and it could seem that there is no reason to consider such
a process insecure, since the high level behavior of h · 0 does not influence the low level
behavior.
Our idea is that there is no reason to consider h · 0 insecure under the assumption that
a process must be secure when no information flow arises whenever the process runs in
isolation. On the contrary, it is reasonable to consider h · 0 insecure under the assumption
that a process must be secure when no information flow arises whenever the process runs
in any arbitrary context. If we take this second strategy, h · 0 cannot be secure, since if
we put it in the context _ + l · 0, we obtain the process h · 0 + l · 0, which is not BNDC,
P_BNDC and SBSNNI, and which is intuitively insecure, since the low level action l can
be performed only if the high level action h has not been yet performed. Now, we believe
that the second strategy is needed if we aim to develop large and complex systems, where
compositionality of non-interference is required. In this view, rooted SBSNNI is a good
non-interference property, and it is worth developing a rule format for rooted SBSNNI. We
note that developing a rule format for SBSNNI or other properties that are not composi-
tional w.r.t. SPA operations is less interesting, since most of well-known process algebras
could not respect it.
Moreover, we note that there are at least two immediate methods to transform a SBSNNI
process p into a rooted SBSNNI process: We can either prefix p with a τ , or prefix low
and τ actions of p with a τ . More precisely, let us rewrite p as the “head normal form”
(see, e.g., [25])∑i∈I1 hi · pi +∑i∈I2 li · p′i +∑i∈I3 τ · p′′i . It holds that, if p is SBSNNI,
then both τ · p and∑i∈I1 hi · pi + τ · [∑i∈I2 li · p′i +∑i∈I3 τ · p′′i ] are rooted SBSNNI.
Let us give now a characterization of rooted SBSNNI that does not employ rooted weak
bisimulation.
Proposition 12. A process p is rooted SBSNNI iff the following conditions are satisfied:
1. for each predicate P, p\HP if and only if p/HP
2. p/H τ−→ p′/H implies p\H τˆ⇒ p′′ \H and p′′ \H ≈ p′/H
3. for each process q, p ⇒ q implies q\H ≈ q/H.
362 S. Tini / Journal of Logic and Algebraic Programming 60–61 (2004) 353–400
Proof. “Only if”. Since p is rooted SBSNNI, then, by Definition 11, it holds that p\H ≈r
p/H . This implies conditions 1 and 2 above. Moreover, the second part of Definition 11
coincides with condition 3 above.
“If”. Since condition 3 above coincides with the second part of Definition 11, we have
to prove only that p\H ≈r p/H . Hence, we have to prove four properties. The first two
say that, given any predicate P , p\HP implies p/HP , and, conversely, p/HP implies
p\HP . The conjunction of these properties coincides with condition 1 above. The third
property says that p/H µ−→ p′/H implies p\H µˆ⇒ p′′ \H and p′′ \H ≈ p′/H , for some
process p′′. Now, if µ is τ then this property is ensured by condition 2 above. Other-
wise, if µ /= τ , we are sure that µ ∈ L. Now, condition 3 above implies that p\H ≈
p/H (we instantiate q as p), and, therefore, p/H µ−→ p′/H implies p\H µˆ⇒ p′′ \H
with p′/H ≈ p′′ \H , as required. The last property says that p\H µ−→ p′′ \H implies
p/H
µˆ⇒ p′/H and p′′ \H ≈ p′/H , for some process p′. Now, p\H µ−→ p′′ \H implies
p
µ−→ p′′, which implies p/H µ−→ p′′/H , since µ 	∈ H . Condition 3 above ensures that
p′′ \H ≈ p′′/H , and, therefore, p′′ is the process p′ we were looking for. 
3.1. The non-interference property CP_BNDC
Let us recall that in [7] the non-interference property CP_BNDC has been presented,
and it has been proved to preserve non-deterministic choice. We do not give here the
original definition, but a characterization that has been proved by the proposers in [7].
Definition 13. A process p enforces the property of Compositional P_BNDC, written p
is CP_BNDC, iff
for each q with p ⇒ q, q h−→ q ′ implies q τˆ⇒ q ′′ and q ′ \H ≈ q ′′ \H
Properties CP_BNDC and rooted SBSNNI are related as follows:
Proposition 14. For all process algebras where p\HP iff p/HP for each process p
and predicate P, the property CP_BNDC is strictly stronger than the property rooted
SBSNNI.
Proof. First of all, let us assume a CP_BNDC process p and prove that p is also rooted
SBSNNI. Since p is CP_BNDC, each process q reachable from p is CP_BNDC. Hence, q
is P_BNDC and SBSNNI.
Hence, we have to prove that p\H ≈r p/H . This follows by the condition of the
proposition and the following properties:
1. Given any move p\H µ−→ q\H , it is immediate that p µ−→ q and, since µ 	∈ H ,
p/H
µ−→ q/H . Moreover, q\H ≈ q/H follows by the fact that q is reachable from
p and is SBSNNI.
2. Given any move p/H µ−→ q/H , with µ ∈ L, it is immediate that p µ−→ q and p\
H
µ−→ q\H . Moreover, q\H ≈ q/H follows by the fact that q is reachable from p
and is SBSNNI.
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3. Let us assume a move p/H τ−→ q/H . If this transition is inferred from p τ−→ q,
then we can reason as in case 2. If, on the contrary, p/H τ−→ q/H is inferred from
p
h−→ q, then, by Definition 13, p h−→ q implies p τˆ⇒ q ′ for some process q ′ with
q\H ≈ q ′ \H . Now p τˆ⇒ q ′ implies p\H τˆ⇒ q ′ \H . Since q and q ′ are reachable
from p, both q and q ′ are SBSNNI and, therefore, q\H ≈ q/H and q ′ \H ≈ q ′/H .
These relations, relation q\H ≈ q ′ \H , and the fact that weak bisimulation is an equi-
valence relation, imply that q ′ \H ≈ q/H . Hence, we have proved that p/H τ−→ q/H
implies p\H τˆ⇒ q ′ \H with q ′ \H ≈ q/H , as required.
Now, we must give an example of a process that is rooted SBSNNI and not CP_BNDC.
Let us take the SPA process p ≡ l · h · 0. Process p is not CP_BNDC, since it can reach
state h · 0, which does not satisfy conditions of Definition 13. On the contrary, p is rooted
SBSNNI (note that h · 0 is SBSNNI). 
Notice that the condition of Proposition 14 is not too restrictive. It is satisfied for free by
all process algebras that do not deal with predicates, such as SPA. Moreover, it is satisfied
by process algebras dealing only with the predicate ↓ of possible termination, such as
BPAτ .
Hence, despite the definition of CP_BNDC is cleaner than the definition of rooted SB-
SNNI, we believe that it worths studying both properties, since rooted SBSNNI is less
restrictive.
4. The format rooted SBSNNI
In this section we present the rule format rooted SBSNNI.
Observation 1. Given an arbitrary process p, the process p\H is rooted SBSNNI. In fact,
it cannot perform high actions, and, therefore, (p\H)\H is isomorphic to (p\H)/H.
Hence, the operation _\H, that is needed to have a meaningful definition of the prop-
erty rooted SBSNNI, can be added to any signature  being sure that it preserves rooted
SBSNNI, also if it violates the format.
Observation 2. Given an arbitrary process p that is able to perform some action in L, it
is immediate that process h · p is not rooted SBSNNI. Therefore, on one side, high pre-
fixing cannot preserve the property rooted SBSNNI and cannot be admitted by the format
rooted SBSNNI. On the other side, high prefixing is needed to let processes perform high
actions.
Observations 1 and 2 suggest to consider languages having a set of operations  respect-
ing the format rooted SBSNNI, operation _\H , and high prefixing. In this way, operations
in  and _\H preserve property rooted SBSNNI, and high prefixing is the only operation
that does not preserve it.
Before introducing the format rooted SBSNNI, we need some preliminary notions.
For a signature , let C[ ] denote a context, being a syntactically well-written term in
T() with one occurrence of the context symbol [ ].
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Following [13], let us assign either label tame or label wild to every argument of each
operation in . According to such a labeling, a context is wild nested if the context symbol
[ ] occurs inside a nested string of wild arguments.
Definition 15. The collection of wild nested contexts is defined inductively as follows:
• [ ] is wild nested
• if C[ ] is wild nested and argument i of operation f is wild, then
f (t1, . . . , ti−1, C[ ], ti+1, . . . , tn)
is wild nested.
We recall that labels “tame” and “wild” have been used in [5] before [13]. The definition
of [13] is in some sense finer, since in [5] these labels are assigned to operations and not to
arguments of operations.
Intuitively, the rôle of tame/wild labels is that our format guarantees that each process
q reachable from a rooted SBSNNI process p is such that every subprocess occurring in q
that is SBSNNI but not rooted SBSNNI only occurs at wild nested positions.
Definition 16. A set of operations  are rooted SBSNNI w.r.t. a tame/wild labeling of their
arguments if their TSS respects the following requirements:
1. Transition rules ρ of the following form are admitted:






(a) each i ∈ I1(ρ) is a wild argument of f ; I1(ρ) ∩ I2(ρ) = ∅
(b) li ∈ L for each i ∈ I1(ρ) and µ ∈ L ∪ {τ }
(c) →x and →y are the only variables in ρ; variables xi for i ∈ I1(ρ) do not occur in t ;
variables yi for i ∈ I1(ρ) and xj for j a wild argument of f only occur at wild
nested positions in t
2. Transition rules ρ of the following form are admitted:




µ−→ f (→z )
where:
(a) each i ∈ I1(ρ) is a wild argument of f ; I1(ρ) /= ∅ = I1(ρ) ∩ I2(ρ)
(b) hi ∈ H for each i ∈ I1(ρ) and µ ∈ H ∪ {τ }
(c) for each i argument of f , zi ≡
{
yi if i ∈ I1(ρ)
xi otherwise






τ−→ f (x1, . . . , xi−1, yi, xi+1, . . . , xar(f ))
Moreover, for each action h1 ∈ H , there is a H-patient transition rule for some action






µ−→ f (x1, . . . , xi−1, yi, xi+1, . . . , xar(f ))
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4. Transition rules ρ of the following form are admitted:






(a) each i ∈ I1(ρ) is a tame argument of f ; I1(ρ) ∩ I2(ρ) = ∅
(b) µi ∈ L ∪ {τ } for each i ∈ I1(ρ) and µ ∈ L ∪ {τ }
(c) →x and →y are the only variables in ρ; variables yi for i ∈ I1(ρ) and xj for j a wild
argument of f only occur at wild nested positions in t
(d) there are terms t1 and t2 with variables {xi |xi is in t} ∪ {x1i |yi is in t} and
{xi |xi is in t} ∪ {x2i |yi is in t}, respectively
(e) the following transition rules are provable from the TSS:




ν−→ t1[{x1j := xj | j /= i}]
i ∈ I1(ρ), ν ∈ H ∪ {τ } (1)










ν−→ t1[x1i := x1
′
i ]
i ∈ I1(ρ), ν ∈ H ∪ {τ } (3)
{x1i













ν−→ t2[x2i := x2
′
i ]
i ∈ I1(ρ), ν ∈ H ∪ {τ } (6)
{x2i ν−→ yi}
t2[{x2j := yj | j /= i}] ν−→ t
i ∈ I1(ρ), ν ∈ H ∪ {τ } (7)
5. Transition rules ρ of the following form are admitted:






(a) each i ∈ I1(ρ) is a tame argument of f ; I1(ρ) ∩ I2(ρ) = ∅ /= I1(ρ)
(b) µi ∈ H ∪ {τ } for each i ∈ I1(ρ) and µ ∈ H
(c) →x and →y are the only variables in ρ; variables yi for i ∈ I1(ρ) and xj for j a wild
argument of f only occur at wild nested positions in t
(d) there is a term t1 with variables {xi |xi is in t} ∪ {x1i |yi is in t}
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(e) the following transition rules are provable from the TSS:




τ−→ t1[{x1j := xj | j /= i}]





τ−→ t1[x1i := x1
′
i ]
i ∈ I1(ρ) (9)
{x1i τ−→ yi}
t1[{x1j := yj | j /= i}] τ−→ t
i ∈ I1(ρ) (10)
(f) if I1(ρ) contains only one index i, then there is the following rule:






6. Transition rules ρ of the following form are admitted:




Moreover, if f is either _\H or _/H , then P1 must be P and the transition rule is
required.
7. No other transition rules are admitted.
In the following sections we shall prove that format rooted SBSNNI guarantees that the
property rooted SBSNNI is compositional, and we shall show that all syntactic restrictions
of the format are necessary. Here we explain the rôle of the tame/wild labeling, the rôle
of the patience and H-patience transition rules, and the rôle of transition rules (1)–(7) and
(8)–(11) in Definitions 16.4 and 16.5.
Let us explain the idea of tame/wild labeling in Definition 16. Let us assume any
operation f in , and some rooted SBSNNI processes p1, . . . , par(f ). Let us assume
also processes q1, . . . , qar(f ) that can be reached by means of at least one move from
p1, . . . , par(f ), respectively. By Definition 11, processes q1, . . . , qar(f ) are surely SB-
SNNI, but we are not sure that they are also rooted SBSNNI. Now, Definition 16 guarantees
that any process p that can be reached from f (p1, . . . , par(f )) is such that q1, . . . , qar(f )
can occur in p only at wild nested positions. In fact, all transition rules ρ for any operation
g(
→
x ) require that any variable yi such that xi
µ−→ yi is a premise of ρ, and any variable
xj such that j is a wild argument of g, only occur at wild nested positions in the target of
ρ. (Such a requirement is implicit in Definition 16.2 and Definition 16.3.)
Let us explain now the reason for having patience and H-patience transition rules for
wild arguments. As we have already seen in previous sections, the notion of patience trans-
ition rule is well known in the literature (see, e.g., [5,13,34]) and requiring for patience
transition rules is a standard [5,13,34]. Requiring for H-patience transition rules has sense
only in formats dealing with high level and low level actions, and, therefore, classical
papers on rule formats do not consider them. Let f be any operation having only one
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where l1, l2 ∈ L. Assume a process p such that p\H ≈ p/H (as it happens if p is SB-
SNNI) and p l1−→ q. Our aim is to show that patience and H-patience rules can be exploited
to have that p\H ≈ p/H implies f (p)\H ≈ f (p)/H , which is needed to have that
SBSNNI is preserved by f . By ρ we obtain that p l1−→ q implies f (p) l2−→ q, which
implies (since l2 ∈ L) f (p)\H l2−→ q\H . Now, p l1−→ q implies p\H l1−→ q\H , which
implies (since p\H ≈ p/H ) that p/H l1⇒ q ′/H , i.e. p/H τ⇒ p1/H l1−→ q1/H τ⇒
q ′/H , with q\H ≈ q ′/H , for some processes p1 and q1. This implies p {τ }∪H⇒ p1 l1−→
q1
{τ }∪H⇒ q ′ ({τ }∪H⇒ denotes a possibly empty sequence of τ and high actions). We can
now exploit patience and H-patience rules to obtain f (p) {τ }∪H⇒ f (p1). By ρ we obtain
f (p1)
l2−→ q1. Finally, q1 {τ }∪H⇒ q ′. Summarizing, f (p) {τ }∪H⇒ f (p1) l2−→ q1 {τ }∪H⇒ q ′,
which implies f (p)/H τ⇒ f (p1)/H l2−→ q1/H τ⇒ q ′/H , i.e. f (p)/H l2⇒ q ′/H . So,
f (p)\H l2−→ q\H implies f (p)/H l2⇒ q ′/H , with q\H ≈ q ′/H , as required.
Now, there are several operations offered by process algebras, such as low prefixing and
non-deterministic choice, that do not offer patience and H-patience transition rules. Since
these operations preserve rooted SBSNNI, and we aim to maintain them in the format, we
cannot require patience and H-patience transition rules for all arguments of all operations.
Our solution is inspired by [13], where the tame/wild labeling for arguments of operations
has been introduced. The idea is that an argument i of an operation f requires the patience
and H-patience transition rules, and is labeled wild, only if there is a transition rule ρ with
a premise x µ−→ y and y appearing in the target of ρ in the ith argument of f . Moreover,
wild labels are propagated as required by Definitions 16.1c, 16.4c, and 16.5c. (Note that
such a requirement is implicit in Definitions 16.2 and 16.3.)
Finally, let us explain the rôle of rules (1)–(7) in Definition 16.4. First of all we note that
similar transition rules can be found, e.g., also in the format of [5], which guarantees that
the behavioral equivalence notion of rooted weak bisimulation is a congruence, and that,
therefore, also requiring for (1)–(7) is a standard. Let f be any operation having only one





where l1, l2 ∈ L. Assume a process p such that p\H ≈r p/H (as it happens if p is rooted
SBSNNI) and p l1−→ q. Our aim is to show that rules (1)–(7) can be exploited to have
that p\H ≈r p/H implies f (p)\H ≈r f (p)/H , which is needed to have that rooted
SBSNNI is preserved by f . By ρ we obtain that p l1−→ q implies f (p) l2−→ q, which
implies (since l2 ∈ L) f (p)\H l2−→ q\H . Now, p l1−→ q implies p\H l1−→ q\H , which
implies (since p\H ≈r p/H ) that p/H lˆ1⇒ q ′/H , i.e. p/H τ⇒ p1/H l1−→ q1/H τ⇒
q ′/H , with q\H ≈ q ′/H , for some processes p1 and q1. This implies p {τ }∪H⇒ p1 l1−→
q1
{τ }∪H⇒ q ′. More precisely, let us assume that p ({τ }∪H)m⇒ p1 l1−→ q1 ({τ }∪H)
n⇒ q ′, for some
m, n  0. Now, if m = 0 and n = 0, it holds that p l1−→ q ′, and, by ρ, f (p) l2−→ q ′, which
implies that f (p)/H lˆ2⇒ q ′/H . So f (p)\H l2−→ q\H implies f (p)/H lˆ2⇒ q ′/H , with
q\H ≈ q ′/H , as required.
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If m = 0 and n > 0, let q ′1 be the process such that q1
({τ }∪H)n−1⇒ q ′1
{τ }∪H−→ q ′. We use
rule (2) to get transition
f (p)
l2−→ q1
Now, we apply rule (6) n − 1 times, giving us transitions
q1
{τ }∪H⇒ q ′1 (12)
Then, we apply rule (7), giving a transition
q ′1
{τ }∪H−→ q ′ (13)
So, f (p) l2−→{τ }∪H⇒ q ′, which implies f (p)/H lˆ2⇒ q ′/H , with q\H ≈ q ′/H , as required.
If m > 0 then let p′1 be the process such that p
{τ }∪H−→ p′1
({τ }∪H)m−1⇒ p1. We use rule (1)
to get a transition
f (p)
τ∪H−→ p′1
We use rule (3) m − 1 times, giving us transitions
p′1
{τ }∪H⇒ p1
Now there are two subcases.
If n = 0 then we use rule (5) to obtain transition
p1
l2−→ q ′
So, f (p) {τ }∪H⇒ l2−→ q ′, which implies f (p)/H lˆ2⇒ q ′/H , with q\H ≈ q ′/H , as required.
If n > 0 then we use rule (4), giving a transition
p1
l2−→ q1
By relations (12) and (13), it holds that q1 {τ }∪H⇒ q ′, which implies the transitions
f (p)/H
{τ }∪H⇒ l2−→{τ }∪H⇒ q ′/H , i.e. f (p)/H lˆ2⇒ q ′/H , with q\H ≈ q ′/H , as required.
The rôle of rules (8)–(11) in Definition 16.5 is analogous to the rôle of rules (1)–(7) in
Definition 16.4.
5. Soundness of the format rooted SBSNNI
In this section we prove that operations respecting the format rooted SBSNNI preserve
the non-interference property rooted SBSNNI.
Let us introduce some notations.
We write t H∪{τ }−→ t ′ to denote that t µ−→ t ′ for some µ ∈ H ∪ {τ }.
We write t H∪{τ }⇒ t ′ to denote that t µ1−→ · · · µn−→ t ′ for some µ1, . . . , µn ∈ H ∪ {τ } with
n  0.
Finally, we write t
ˆH∪{τ }⇒ t ′ to denote that t µ1−→ · · · µn−→ t ′ for some µ1, . . . , µn ∈ H ∪
{τ } with n ≥ 1.
Theorem 17. Rooted SBSNNI is preserved by rooted SBSNNI operations.
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Proof. Let R and B be the least symmetric relations over processes that satisfy the
following requirements:
• p\H R q/H if p\H ≈r q/H and p, q are rooted SBSNNI
• p\H B q/H if p\H ≈ q/H and p, q are SBSNNI
• f (→p)\H R f (→q )/H if
· pi \H R qi/H , pi \H R pi/H , qi \H R qi/H for each argument i of f
• f (→p)\H B f (→q )/H if
· pi \H R qi/H , pi \H R pi/H , qi \H R qi/H for each tame argument i of f
· pi \H B qi/H , pi \H B pi/H , qi \H B qi/H for each wild argument i of f .
Notice that p\H R p/H , if p is rooted SBSNNI, and p\H B p/H , if p is SBSNNI. An
immediate induction over the definition above proves the following result.
Lemma 18. If p\H R q/H then both p\H R p/H and q\H R q/H. Moreover, if
p\H B q/H then both p\H B p/H and q\H B q/H.
Let us consider the following properties, for processes p and q with p\H R q/H :
p\H µ−→ p′ \H implies q/H µˆ⇒ q ′/H, with p′ \H B q ′/H (14)
q/H
µ−→ q ′/H implies p\H µˆ⇒ p′\H, with p′ \H B q ′/H (15)
p\HP implies q/HP (16)
q/HP implies p\HP (17)
and the following properties, for processes p and q with p\H B q/H :
p\H µ−→ p′ \H implies q/H µ⇒ q ′/H, with p′ \H B q ′/H (18)
q/H
µ−→ q ′/H implies p\H µ⇒ p′ \H, with p′ \H B q ′/H (19)
p\HP implies q/H τ⇒ q ′/HP, with p\H B q ′/H (20)
q/HP implies p\H τ⇒ p′ \HP, with p′ \H B q/H (21)
We shall prove properties (14)–(21), which imply that R is a rooted weak bisimulation and
that B is a weak bisimulation.
For a set of rooted SBSNNI processes
→
p and any operation f , (14)–(21) and Lemma
18 imply that f (
→
p)\H ≈r f (
→
p)/H and that p′′ \H ≈ p′′/H for any process p′′ reach-
able from f (
→
p), thus implying that also f (
→
p) is rooted SBSNNI, and, since
→
p and
f are arbitrary, that rooted SBSNNI is compositional. In fact, by the definition of R,
for each pi in
→
p , relation pi \H R pi/H holds. By the definition of R it holds also
that f (
→
p)\H R f (→p)/H , which implies, since R is a rooted weak bisimulation, that
f (
→
p)\H ≈r f (
→
p)/H . Moreover, for any p′′ that is reachable from f (
→
p), it holds that
p′′/H is reachable from f (
→
p)/H and, by (14)–(21), there is some p′′′ \H reachable
from f (
→
p)\H such that p′′′ \H B p′′/H . By Lemma 18, p′′′ \H B p′′/H implies p′′ \
H B p′′/H , and, since B is a weak bisimulation, p′′ \H ≈ p′′/H .
Hence, to prove the thesis it suffices to prove (14)–(21). We give before some prelimin-
ary results.
370 S. Tini / Journal of Logic and Algebraic Programming 60–61 (2004) 353–400
Lemma 19. For any term t and substitutions σ and σ ′, if σ(x)\H R σ ′(x)/H for all
variables x occurring in t, then σ(t)\H R σ ′(t)/H.
Proof. By induction over t , the thesis is immediate for the base case t ≡ x. Let us take
t ≡ f (t1, . . . , tar(f )). For each argument i of f , if the thesis holds for term ti , i.e. if
σ(ti)\H R σ ′(ti)/H , then σ(ti)\H R σ(ti)/H and σ ′(ti)\H R σ ′(ti)/H by Lemma 18.
Hence, σ(f (
→
t ))\H = f (σ (t1), . . . , σ (tar(f )))\H R f (σ ′(t1), . . . , σ ′(tar(f )))/H =
σ ′(f (
→
t ))/H by the definition of R.
Lemma 20. If for all variables x occurring in any term t, and for any substitutions σ
and σ ′, either σ(x)\HRσ ′(x)/H, or x only occurs at wild nested positions in t and
σ(x)\H B σ ′(x)/H, then σ(t)\H B σ ′(t)/H.
Proof. On the line of the proof of Lemma 19.
We give now the proofs of properties (14)–(21). We reason by induction over the defin-
ition of R and B.
Let us consider first the base case where p\H R q/H is due to p\H ≈r q/H and the
fact that p, q are rooted SBSNNI, and where p\H B q/H is due to p\H ≈ q/H and the
fact that p, q are SBSNNI.
Let us begin with (14). If p\H µ−→ p′ \H then, since p\H ≈r q/H , it holds that
q/H
µˆ⇒ q ′/H with p′ \H ≈ q ′/H . Moreover, since p′ (resp. q ′) is reachable from p
(resp. q) and p (resp. q) is rooted SBSNNI, p′ (resp. q ′) is SBSNNI. By the definition of
B, p′ \H ≈ q ′/H and p′, q ′ SBSNNI imply p′ \H B q ′/H , as required.
The proof of (15) is analogous to the proof of (14).
Let us consider (16). If p\HP then, since p\H ≈r q/H , it holds that q/HP , as
required.
The proof of (17) is analogous to the proof of (16).
The proofs of properties (18), (19), (20), (21) are analogous to the proofs of properties
(14), (15), (16), (17), respectively.
Let us consider now the inductive step. In this case, p\H R q/H derives from p ≡
f (
→
p), q ≡ f (→q ), and pi \H R qi/H , pi \H R pi/H , qi \HRqi/H for each argument
i of f . Moreover, p\H B q/H derives from p ≡ f (→p), q ≡ f (→q ), pi \H R qi/H , pi \
H R pi/H , qi \H R qi/H for each tame argument i of f , and pi \H B qi/H , pi \H B
pi/H , qi \H B qi/H for each wild argument i of f . By the inductive hypothesis, (14)–
(21) hold for pi \H and qi/H .
Proof of property (14). We distinguish four cases.
Case (14.1). Transition f (→p)\H µ−→ p′ \H is enabled by a proof







x )\H µ−→ t\H
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with the first rule ρ as in Definition 16.1. Let σ and σ ′ be substitutions such that
σ(xi) = pi , σ(t) = p′ and σ ′(xi) = qi . For each i ∈ I1(ρ), σ(xi) li−→ σ(yi) with li ∈ L
implies σ(xi)\H li−→ σ(yi)\H , which, by the inductive hypothesis, implies
σ ′(xi)/H
lˆi⇒ σ ′(yi)/H and σ(yi)\H B σ ′(yi)/H . Therefore, there exist σa(xi) and
σb(yi) such that σ ′(xi)
H∪{τ }⇒ σa(xi) li−→ σb(yi) H∪{τ }⇒ σ ′(yi). Let σa and σb map xj to
qj , for j 	∈ I1(ρ). By patience and H-patience rules we obtain
{σ ′(xi) H∪{τ }⇒ σa(xi) | i ∈ I1(ρ)}
σ ′(f (→x )) H∪{τ }⇒ σa(f (→x ))
σ ′(f (→x ))/H τ⇒ σa(f (→x ))/H
Notice that we can apply patience and H-patience rules since each argument i ∈ I1(ρ) is
labeled wild.
Now, for each i ∈ I2(ρ), σ(xi)Pi implies σ(xi)\HPi , which, by the inductive hypo-
thesis, implies σa(xi)/HPi (σa(xi) = σ ′(xi)), which, in turn, implies σa(xi)Pi . So, we
can apply rule ρ to obtain









Now, for each i ∈ I1(ρ), process σb(yi) occurs in σb(t) only at wild nested positions. So,
we can apply patience and H-patience rules to obtain
{σb(yi) H∪{τ }⇒ σ ′(yi) | i ∈ I1(ρ)}
σb(t)
H∪{τ }⇒ σ ′(t)
σb(t)/H
τ⇒ σ ′(t)/H
So, σ ′(f (→x ))/H = f (→q )/H µˆ⇒ σ ′(t)/H . Since p′ \H ≡ σ(t)\H B σ ′(t)/H by
σ(yi)\H B σ ′(yi)/H for i ∈ I1(ρ), σ(xj )\H R σ ′(xj )/H for j 	∈ I1(ρ), constraints in
Definition 16.1c (i.e. yi appears only at wild nested positions in t) and Lemma 20, σ ′(t) is
the process q ′ we were looking for.
Case (14.2). Transition f (→p)\H µ−→ p′ \H , with µ = τ , is enabled by a proof







x )\H τ−→ t\H
with the first rule ρ as in Definition 16.2. Let σ and σ ′ be substitutions such that
σ(xi) = pi , σ(t) = p′ and σ ′(xi) = qi . For each i ∈ I (ρ), σ(xi) hi−→ σ(yi) with hi ∈
H implies σ(xi)/H
τ−→ σ(yi)/H . Since σ(xi)\H R σ ′(xi)/H implies, by Lemma 18,
σ(xi)\H R σ(xi)/H , σ(xi)/H τ−→ σ(yi)/H implies σ(xi)\H τˆ⇒ σa(yi)\H for some
process σa(yi) such that σa(yi)\H B σ(yi)/H . It follows, by the inductive hypothesis,
that there is a process σ ′(yi) such that σ ′(xi)/H
τˆ⇒ σ ′(yi)/H and σa(yi)\H B σ ′(yi)/H
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(So, we infer σ(yi)\H B σ ′(yi)/H from σ(yi)\H B σ(yi)/H B σa(yi)\H B σ ′(yi)/H ,
where σ(yi)\H B σ(yi)/H follows from σa(yi)\H B σ(yi)/H and Lemma 18.) Now,
σ ′(xi)/H
τˆ⇒ σ ′(yi)/H is due to a sequence of transitions σ ′(xi)
ˆH∪{τ }⇒ σ ′(yi). By pa-
tience and H-patience rules and the form of t (t ≡ f (→z ), see Definition 16.2) we obtain
{σ ′(xi)
ˆH∪{τ }⇒ σ ′(yi) | i ∈ I1(ρ)}
σ ′(f (→x ))
ˆH∪{τ }⇒ σ ′(t)
σ ′(f (→x ))/H τˆ⇒ σ ′(t)/H
So, σ ′(f (→x ))/H = f (→q )/H µˆ⇒ σ ′(t)/H . Since p′ \H ≡ σ(t)\H B σ ′(t)/H by
σ(yi)\H B σ ′(yi)/H for i ∈ I1(ρ), σ(xj )\H R σ ′(xj )/H for j 	∈ I1(ρ), the form of
t and Lemma 20, σ ′(t) is the process q ′ we were looking for.









x )\H τ−→ t\H
with the first rule ρ as in Definition 16.3. Let σ and σ ′ be substitutions such that
σ(xi) = pi , σ(t) = p′ and σ ′(xi) = qi . Since σ(xi) τ−→ σ(yi), it holds that σ(xi)\H τ−→
σ(yi)\H , which, by the inductive hypothesis, implies σ ′(xi)/H τˆ⇒ σ ′(yi)/H and
σ(yi)\H B σ ′(yi)/H . The sequence of transitions σ ′(xi)/H τˆ⇒ σ ′(yi)/H is inferred
by σ ′(xi)
ˆH∪{τ }⇒ σ ′(yi). By patience and H-patience rules we obtain
σ ′(xi)
ˆH∪{τ }⇒ σ ′(yi)
σ ′(f (→x ))
ˆH∪{τ }⇒ σ ′(t)
σ ′(f (→x ))/H τˆ⇒ σ ′(t)/H
So, σ ′(f (→x ))/H ≡ f (→q )/H µˆ⇒ σ ′(t)/H . Since p′ \H = σ(t)\H B σ ′(t)/H by
σ(xj )\H R σ ′(xj )/H for j /= i, σ(yi)\H B σ ′(yi)/H , the form of t and Lemma 20,
σ ′(t) is the process q ′ we were looking for.
Case (14.4). Transition f (→p)\H µ−→ p′ \H is enabled by a proof







x )\H µ−→ t\H
with the first rule ρ as in Definition 16.4. Let σ and σ ′ be substitutions such that
σ(xi) = pi , σ(t) = p′ and σ ′(xi) = qi . For each i ∈ I1(ρ), σ(xi) µi−→ σ(yi) with µi ∈
L ∪ {τ } implies σ(xi)\H µi−→ σ(yi)\H , which, by the inductive hypothesis, implies
σ ′(xi)/H
τmi⇒ σb(x1i )/H
µi−→ σc(x2i )/H τ
ni⇒ σ ′(yi)/H , where σ(yi)\H B σ ′(yi)/H .
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This implies σ ′(xi)
({τ }∪H)mi⇒ σb(x1i )
µi−→ σc(x2i )
({τ }∪H)ni⇒ σ ′(yi). Moreover, for each
i ∈ I2(ρ), σ(xi)Pi implies σ(xi)\HPi , which, by the inductive hypothesis, implies σ ′(xi)/
HPi , which, in turn, implies σ ′(xi)Pi . Let σb and σc map xi to qi for each i ∈ I1(ρ).
Now, if
∑
i∈I1(ρ) mi = 0 and
∑
i∈I1(ρ) ni = 0, it holds that σ ′(xi)
µi−→ σ ′(yi) for each




µ−→ σ ′(t), which implies f (→q )/H µ−→ σ ′(t)/H , where p′ \H ≡ σ(t)\H B σ ′(t)/
H by σ(xi)\H R σ ′(xi)/H , σ(yi)\H B σ ′(yi)/H , constraints of Definition 16.4c (i.e.




i∈I1(ρ) mi = 0 and ni > 0 for some i ∈ I1(ρ), we use rule (2) to get transition
σ ′(f (→x )) = f (→q ) µ−→ σc(t2)
Now, we apply rule (6)∑i∈I1(ρ) ni − 1 times, giving us transitions
σc(t
2)
{τ }∪H⇒ σd(t2) (22)
where σc(x2i )
τni−1⇒ σd(x2i )
τ−→ σ ′(yi), σd(x2j ) = σ ′(yj ) for j /= i, and σd(xj ) = qj . Then,
we apply rule (7), giving a transition
σd(t
2)
{τ }∪H−→ σ ′(t) (23)
So, σ ′(f (→x )) = f (→q ) µ−→({τ }∪H)
∗
−→ σ ′(t), which implies f (→q )/H µˆ⇒ σ ′(t)/H , where
p′ \H ≡ σ(t)\H B σ ′(t)/H by σ(xi)\HRσ ′(xi)/H , σ(yi)\H B σ ′(yi)/H , constraints
of Definition 16.4c and Lemma 20. So, σ ′(t) is the process q ′ we were looking for.
If mi > 0 for some i ∈ I1(ρ), we use rule (1) to get a transition
σ ′(f (→x )) = f (→q ) {τ }∪H−→ σa(t1)
where σ ′(xi)
{τ }∪H−→ σa(x1i )
({τ }∪H)mi−1⇒ σb(x1i ), σa(x1j ) = σ ′(xj ) for j /= i, and σa(xj ) =
qj . We use rule (3)
∑




Now there are two subcases.
If
∑




So, σ ′(f (→x )) = f (→q ) {τ }∪H⇒ µ−→ σ ′(t), which implies f (→q )/H µˆ⇒ σ ′(t)/H , where
p′ \H ≡ σ(t)\H B σ ′(t)/H by σ(xi)\H R σ ′(xi)/H , σ(yi)\H B σ ′(yi)/H , cons-
traints of Definition 16.4c and Lemma 20. So, σ ′(t) is the process q ′ we were looking for.




By relations (22) and (23), we obtain σc(t2) {τ }∪H⇒ σ ′(t). Summarizing, we have
σ ′(f (→x )) = f (→q ) {τ }∪H⇒ µ−→{τ }∪H⇒ σ ′(t), which implies f (→q )/H µˆ⇒ σ ′(t)/H , where
p′ \H ≡ σ(t)\H B σ ′(t)/H by σ(xi)\H R σ ′(xi)/H , σ(yi)\H B σ ′(yi)/H , cons-
traints of Definition 16.4c and Lemma 20. So, σ ′(t) is the process q ′ we were looking for.
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Proof of property (15). We have four cases that are analogous to cases 14.1–14.4 in the
proof of property (14). We note that in the proof of the case analogous to case 14.2 we
need the constraint I1(ρ) /= ∅ of Definition 16.2. In addition, we have now two new cases
that we analyze below.











with the first rule ρ as in Definition 16.3. Let σ and σ ′ be substitutions such that σ ′(xi) =
qi , σ
′(t) = q ′ and σ(xi) = pi . Since σ ′(xi) h1−→ σ ′(yi), it follows that σ ′(xi)/H τ−→
σ ′(yi)/H , which, by the inductive hypothesis, implies that σ(xi)\H τˆ⇒ σ(yi)\H and
σ(yi)\H B σ ′(yi)/H . The sequence of transitions σ(xi)\H τˆ⇒ σ(yi)\H is inferred by
a sequence σ(xi)









x ))\H τˆ⇒ σ(t)\H
So, σ(f (
→
x ))\H ≡ f (→p)\H µˆ⇒ σ(t)\H . Since σ(t)\H B σ ′(t)/H ≡ q ′/H by
σ(xj )\H R σ ′(xj )/H for j /= i, σ(yi)\H B σ ′(yi)/H , the form of t and Lemma 20,
σ(t) is the process p′ we were looking for.
Case (15.2). Transition f (→q )/H µ−→ q ′/H , with µ = τ , is enabled by a proof









with the first rule ρ as in Definition 16.5. Let σ and σ ′ be substitutions such that σ ′(xi) =
qi , σ
′(t) = q ′, and σ(xi) = pi . For each i ∈ I1(ρ), σ ′(xi) µi−→ σ ′(yi) with µi ∈ H ∪ {τ }
implies σ ′(xi)/H
τ−→ σ ′(yi)/H , which, by the inductive hypothesis, implies
σ(xi)\H τ
mi⇒ σb(x1i )\H
τ−→ σ(yi)\H andσ(yi)\H B σ ′(yi)/H , for somemi  0. This
implies that σ(xi)
τmi⇒ σb(x1i )
τ−→ σ(yi). Moreover, for each i ∈ I2(ρ), σ ′(xi)Pi implies
σ ′(xi)/HPi , which, by the inductive hypothesis, implies σ(xi)\HPi , which, in turn, im-
plies σ(xi)Pi .
Now, if I1(ρ) contains only i, and mi = 0, then σ(xi) τ−→ σ(yi), and, by rule (11), we
obtain σ(f (
→
x )) = f (→p) τ−→ σ(t), which implies f (→p)\H τ−→ σ(t)\H , where σ(t)\
H B σ ′(t)/H = q ′/H by σ(yi)\H B σ ′(yi)/H , σ(xj )\H R σ ′(xj )/H , constraints in
Definition 16.5c and Lemma 20. So, σ(t) is the process p′ we were looking for.
Otherwise, since I1(ρ) /= ∅, we can use rule (8) to get a transition
σ(f (
→
x )) = f (→p) τ−→ σa(t1)
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where σ(xi)
τ−→ σa(x1i )
τmi−→ σ(yi) for some i ∈ I1(ρ), σa(x1j ) = σ(xj ) = pj for j /= i,




where i ∈ I1(ρ) is an index such that σc(x1i ) = σb(x1i ), σc(x1j ) = σ(yj ) for j /= i, and
σc(xj ) = pj .






x )) = f (→p) τ⇒ τ−→ σ(t), which implies f (→p)\H τˆ⇒ σ(t)\H . Since σ(t)\
H B σ ′(t)/H = q ′/H by σ(xi)\H R σ ′(xi)/H , σ(yi)\H B σ ′(yi)/H , constraints in
Definition 16.5c and Lemma 20, σ(t) is the process p′ we were looking for.
Proof of property (16). Transition f (→p)\HP is enabled by a proof







with the first rule ρ as in Definition 16.6. Let σ and σ ′ be substitutions such that σ(xi) = pi
and σ ′(xi) = qi . For each i ∈ I (ρ), σ(xi)Pi implies σ(xi)\HPi , which, by the inductive
hypothesis, implies σ ′(xi)/HPi , which, in turn, implies σ ′(xi)Pi . By rule ρ it holds that
{σ ′(xi)Pi | i ∈ I (ρ)}
σ ′(f (→x ))P
σ ′(f (→x ))/HP
So, σ ′(f (→x ))/H = f (→q )/HP , as required.
Proof of property (17). Transition f (→q )/HP is enabled by a proof







with the first rule ρ as in Definition 16.6. Let σ and σ ′ be substitutions such that σ(xi) = pi
and σ ′(xi) = qi . For each i ∈ I (ρ), σ ′(xi)Pi implies σ ′(xi)/HPi , which, by the inductive
hypothesis, implies σ(xi)\HPi , which, in turn, implies σ(xi)Pi . By rule ρ it holds that









x ))\H = f (→p)\HP , as required.
The proofs of properties (18), (19), (20), and (21) are analogous to the proofs of prop-
erties (14), (15), (16), and (17), respectively. We show the proof of property (20) for
completeness.
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Proof of property (20). Transition f (→p)\HP is enabled by a proof







with the first rule ρ as in Definition 16.6. Let σ and σ ′ be substitutions such that σ(xi) = pi
and σ ′(xi) = qi . For each i ∈ I (ρ), transition σ(xi)Pi implies σ(xi)\HPi , which, by the
inductive hypothesis, implies either that σ ′(xi)/HPi , if i is a tame argument of f , or that
both σ ′(xi)/H
τˆ⇒ σ ′a(xi)/HPi and σ(xi)\H B σ ′a(xi)/H , for some process σ ′a(xi), if i
is a wild argument of f .
If σ ′(xi)/HPi for each i ∈ I (ρ), it follows that σ ′(xi)Pi for each i ∈ I (ρ), and, by
applying rule ρ, we obtain
{σ ′(xi)Pi | i ∈ I (ρ)}
σ ′(f (→x ))P
σ ′(f (→x ))/HP
So, σ ′(f (→x ))/H = f (→q )/HP , as required.
Otherwise, let I ⊆ I (ρ) be the set of the wild arguments of f . For each index i ∈ I ,
σ ′(xi)/H
τˆ⇒ σ ′a(xi)/HPi implies σ ′(xi)
ˆH∪{τ }⇒ σ ′a(xi) Pi for each i ∈ I . Let σ ′a map xj
to qj , for j 	∈ I . We can apply patience and H-patience rules and obtain
{σ ′(xi)
ˆH∪{τ }⇒ σ ′a(xi) | i ∈ I }
σ ′(f (→x ))
ˆH∪{τ }⇒ σ ′a(f (
→
x ))
σ ′(f (→x ))/H τˆ⇒ σ ′a(f (
→
x ))/H
Then, by applying rule ρ, we obtain







So, σ ′(f (→x ))/H = f (→q )/H τˆ⇒ σ ′a(f (
→
x ))/HP . Since from σ(xi)\H B σ ′a(xi)/H for
each i ∈ I we infer f (→p)\H B σ ′a(f (
→
x ))/H , the thesis follows. 
5.1. The format rooted SBSNNI and behavioral equivalences
Since the definition of property rooted SBSNNI employs rooted weak bisimulation and
weak bisimulation, an interesting issue is to understand whether these behavioral equi-
valences are preserved by our format rooted SBSNNI. The answer is immediately negative
for weak bisimulation, since weak bisimulation is not a congruence w.r.t. non-deterministic
choice, which is admitted by the format (see Section 6).
Unfortunately, the answer is also negative for rooted weak bisimulation. We can show
this by an example.
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Example 21. Let f be the operation defined by the following transition rules, where h1













If the argument of operation f is labeled tame, then f is admitted by the format rooted
SBSNNI. In fact, transition rules for f are admitted either by Definition 16.4, if the ac-
tion is τ , or by Definition 16.5, if the action is high. In the former case, Definition 16.4






























for ν ∈ H ∪ {τ }. In the latter case, Definition 16.5 requires that there is a term t1 ≡ x11

















In both cases it is immediate that the required transition rules are provable.
Now, let us take the SPA processes p ≡ τ · h1 · 0 and q ≡ h1 · 0 + τ · h1 · 0. It holds
that p ≈r q and f (p) 	≈r f (q). In fact, f (p) is isomorphic to p, whereas f (q) is iso-
morphic to h2 · 0 + q and can perform action h2, whereas f (p) cannot.
Intuitively, the format rooted SBSNNI does not distinguish between different high ac-
tions. This is reasonable when we consider non-interference properties, since all high
actions play the same role in affecting or not the low level behavior. On the contrary, when
considering behaviors that are and are not equivalent under the point of view of rooted
weak bisimulation, different high actions must be distinguished, as happens, for instance,
for actions h1 and h2 in Example 21.
6. Applications of format rooted SBSNNI
In this section we show that a slight variant of SPA, an extension of BPAτ to deal
with two level systems, the Kleene star recursion construct, and the π-calculus replication
construct respect the format rooted SBSNNI, thus showing that our format has practical
applications.
6.1. Application to SPA
Let us assume the process algebra SPA′ in Table 2. SPA′ is obtained by modifying SPA
as follows:
• operation _\L′ requires that L′ ⊆ L, so that its argument, which must be labeled as
wild, has H-patience transition rules
378 S. Tini / Journal of Logic and Algebraic Programming 60–61 (2004) 353–400
Table 2
The TSS for SPA′, where L′ ⊆ L
µ · x µ−→ x
x1
µ−→ y1
x1 + x2 µ−→ y1
x2
µ−→ y2
x1 + x2 µ−→ y2
x1
µ−→ y1
x1 | x2 µ−→ y1 | x2
x2
µ−→ y2
x1 | x2 µ−→ x1 | y2
x1
µ−→ y1 x2 µ−→ y2





µ 	∈ L′ x
µ−→ y
x\H µ−→ y\H
µ 	∈ H x
µ−→ y
x[f ] f (µ)−→ y[f ]
• operation _\H is explicitly added to SPA′, as suggested by Observation 1.
Let us consider the following tame/wild labeling: Both arguments of operation _ | _, the
argument of _\L′ and the argument of _ [f ] are wild, whereas both arguments of _ + _ and
the argument of µ · _ are tame. With such a labeling, all operations of SPA′ except high
prefixing (i.e. h · _) and _\H are rooted SBSNNI. Since process p\H is trivially rooted
SBSNNI for any p, it follows that all operations of SPA′ except high prefixing preserve the
property rooted SBSNNI.
Transition rules for operations _|_, _\L′ and _[f ] are admitted by Definitions 16.1,
16.2 and 16.3. Moreover, all arguments of these operations have patience and H-patience
transition rules.
Transition rules for _ + _ are admitted either by Definition 16.4, if µ ∈ L ∪ {τ }, or
by Definition 16.5, if µ ∈ H . In the former case, Definition 16.4 requires that, for each
i ∈ {1, 2}, there are terms t1 ≡ x1i and t2 ≡ x2i such that the following transition rules are
provable from Table 2
xi
ν−→ x1i
x1 + x2 ν−→ x1i
xi
µ−→ x2i





















for ν ∈ H ∪ {τ }. In the latter case, Definition 16.5 requires that, for each i ∈ {1, 2}, there
is a term t1 ≡ x1i such that the following transition rules are provable from Table 2:
xi
τ−→ x1i











x1 + x2 τ−→ yi
In both cases it is immediate that the required transition rules are provable from Table 2.
The transition rule for µ · _, with µ ∈ L ∪ {τ }, is admitted by Definition 16.1. If µ ∈ H ,
the transition rule for µ · _ is not admitted by Definition 16. In particular, we note that the
transition rule is admitted neither by Definition 16.2 nor by Definition 16.5, since trans-
itions rules admitted by these definitions require that the set of premises is not
empty.
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6.2. SPA and recursion
For specifying infinite processes, the syntax of SPA is enriched in [9] with recursive
specifications [25]. A recursive specification E is a finite set of equations {Xi = ti | i =
1, . . . , n}, where the Xi are recursion variables, and the ti are open terms over , with pos-
sible occurrences of recursion variables. The syntactic construct 〈Xi |E〉 denotes a solution
of Xi w.r.t. E. The syntactic construct 〈ti |E〉 denotes the term ti where each occurrence of
each recursion variable Xi is replaced by 〈Xi |E〉. The semantics of 〈Xi |Ei〉 is given by the
following transition rules.
〈ti |E〉 µ−→ y
〈Xi |E〉 µ−→ y
µ ∈ Act (24)





µ ∈ Act (25)
where t is an arbitrary term, y is a variable, and c is a constant.
Now, the transition rules (24) are in the same form of rules (25). (Expression 〈Xi |E〉
can be considered as a constant [13].) Hence, by proving that also the extended version of
the format is correct, we obtain a format capturing SPA′ plus recursion.
Theorem 22. Theorem 17 holds also if the format rooted SBSNNI of Definition 16 is
enriched with the transition rules (25).
Proof. As in the proof of Theorem 17, it suffices to prove properties (14)–(21) by induc-
tion over the definition of relations R and B. The proof of the base case is the same. Also
the proof of the inductive step for properties (16), (17), (20), and (21), which deal with
predicates, is the same. The proof of the inductive step for property (14) must be enriched
with the following case:
Case (14.5). Transition f (→p)\H µ−→ p′ \H is enabled by a proof
〈ti |E〉 µ−→ y
〈Xi |E〉 µ−→ y
〈Xi |E〉\H µ−→ y\H
where µ 	∈ H , and f is the constant 〈Xi |E〉. Let σ be a substitution such that σ(y) = p′.
By the definition of R, it holds that 〈Xi |E〉\H R q/H follows from 〈Xi |E〉\H ≈r q/H
and the fact that 〈Xi |E〉 and q are rooted SBSNNI. Hence, 〈Xi |E〉\H µ−→ p′ \H implies
q/H
µˆ⇒ q ′/H with p′ \H ≈ q ′/H . Now, since p′ and q ′ are reachable from 〈Xi |E〉 and
q, respectively, they are SBSNNI. If follows that p′ \H B q ′/H , as required.
Also properties (15), (18) and (19) require a case similar to Case (14.5). 
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6.3. Application to BPAτ
Let us assume the process algebra BPAτ [3,35] enriched with operations _\H and _/H
as in Table 3. Predicate ↓ represents possible successful termination of processes. Prefixing
takes as arguments two processes, whereas in SPA prefixing takes as argument an action
and a process.
Let us consider the following tame/wild labeling: Both arguments of _ + _ are tame, the
first argument of _ · _ is wild, the second argument of _ · _ is tame, and the argument of
_/H is wild. With such a labeling, all operations except the constant µ with µ ∈ H , and
_\H are rooted SBSNNI, which guarantees that also in this case all operations except high
prefixing preserve the property rooted SBSNNI. (The constant µ with µ ∈ H is not rooted
SBSNNI since µ\H does not perform any operation, whereas µ/H performs action τ and
then terminates successfully.)
The transition rules for operation _/H are admitted by Definitions 16.1, 16.2, 16.3 and
16.6, and the argument has patience and H-patience transition rules.
The transition rule for constant  is admitted by Definition 16.6.
The transition rules for _ + _ are admitted by Definitions 16.6, 16.4 and 16.5. The
second and the third case require transition rules provable from Table 3 as in the case




x1 · x2 µ−→ y1 · x2
is admitted either by Definition 16.1, if µ ∈ L, or by Definition 16.2, if µ ∈ H , or by
Definition 16.3, if µ = τ . If µ = τ (resp. µ ∈ H ), then such a transition rule is the patience
transition rule (resp. H-patience transition rule) for the first argument of _ · _. Transition
rule
x1 ↓ x2 µ−→ y2
x1 · x2 µ−→ y2
Table 3
The TSS for BPAτ enriched with operations \H and /H
µ
µ−→   ↓
x1 ↓
x1 + x2 ↓
x2 ↓
x1 + x2 ↓
x1
µ−→ y1
x1 + x2 µ−→ y1
x2
µ−→ y2
x1 + x2 µ−→ y2
x1
µ−→ y1
x1 · x2 µ−→ y1 · x2
x1 ↓ x2 µ−→ y2
x1 · x2 µ−→ y2
x1 ↓ x2 ↓








µ 	∈ H x
µ−→ y
x/H
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is admitted either by Definition 16.4, if µ ∈ L ∪ {τ }, or by Definition 16.16, if µ ∈ H . In
the former case, Definition 16.4 requires that there are terms t1 ≡ x12 and t2 ≡ x22 such that
the following transition rules are provable from Table 3.
x1 ↓ x2 ν−→ x12
x1 · x2 ν−→ x12
x1 ↓ x2 µ−→ x22





















for ν ∈ H ∪ {τ }. In the latter case, Definition 16.5 requires that there is a term t1 ≡ x12
such that the following transition rules are provable from Table 3:
x1 ↓ x2 τ−→ x12









x1 ↓ x2 τ−→ y2
x1 · x2 τ−→ y2
In both cases it is immediate that the required transition rules are provable from Table 3.
Finally, transition rule
x1 ↓ x2 ↓
x1 · x2 ↓
is admitted by Definition 16.6.
The transition rule for the constant µ, with µ ∈ L ∪ {τ }, is admitted by Definition 16.1.
If µ ∈ H , the transition rule for µ is not admitted by Definition 16. In particular, we note
that the transition rule is admitted neither by Definition 16.2 nor by Definition 16.5, since
transitions rules admitted by these definitions require that the set of premises is not empty.
6.4. BPAτ and recursion
To add recursion to BPAτ , we can consider the Kleene star operation [18] as in Table
4. If we label the argument of _∗ tame, then also this operation is rooted SBSNNI. The
first transition rule is admitted by Definition 16.6. The second transition rule is admitted
either by Definition 16.4, if µ ∈ L ∪ {τ }, or by Definition 16.5, if µ ∈ H . In the former
case, Definition 16.4 requires that there are terms t1 ≡ x11 · x∗1 and t2 ≡ x21 · x∗1 , such that








µ−→ x21 · x∗1
x11
ν−→ x1′1










µ−→ y1 · x∗1
x21
ν−→ x2′1





x21 · x∗1 ν−→ y1 · x∗1
Table 4





µ−→ y1 · x∗1
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Table 5






µ−→ y1 · x+1
for ν ∈ H ∪ {τ }. In the latter case, Definition 16.5 requires that there is a term t1 ≡ x11 · x∗1




τ−→ x11 · x∗1
x11
τ−→ x1′1









τ−→ y1 · x∗1
In both cases it is immediate that the required transition rules are provable from Tables 3
and 4.
Another recursion operation is the operation _+ described in Table 5. Process p+ differs
from p∗ since p+ terminates only if p does, whereas p∗ can terminate autonomously. Since
the first rule for operation _+ is admitted by Definition 16.6, also _+ preserves rooted
SBSNNI.
6.5. The replication construct
Let us consider now the replication operation of polyadic π-calculus [27] described in
Table 6. If we label the argument of _! tame, then also this operation is rooted SBSNNI. The
first transition rule is admitted by Definition 16.6. The second transition rule is admitted
either by Definition 16.4, if µ ∈ L ∪ {τ }, or by Definition 16.5, if µ ∈ H . In the former
case, Definition 16.4 requires that there are terms t1 ≡ x11 | x1! and t2 ≡ x21 | x1!, such that
the following transition rules are provable from Tables 2 and 6:
x1
ν−→ x11
x1! ν−→ x11 | x1!
x1
µ−→ x21
x1! µ−→ x21 | x1!
x11
ν−→ x1′1










µ−→ y1 | x1!
x21
ν−→ x2′1





x21 | x1! ν−→ y1 | x1!
for ν ∈ H ∪ {τ }. In the latter case, Definition 16.5 requires that there is a term t1 ≡ x11 | x1!
such that the following transition rules are provable from Tables 2 and 6:
x1
τ−→ x11
x1! τ−→ x11 | x1!
x11
τ−→ x1′1





x11 | x1 ! τ−→ y1 | x1!
x1
τ−→ y1
x1! τ−→ y1 | x1!
Table 6





x1 ! µ−→ y1 | x1 !
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In both cases it is immediate that the required transition rules are provable from Tables 2
and 6.
We note that in [8] it has been proved that the replication construct preserves also the
non-interference property P_BNDC.
7. Counterexamples for the format rooted SBSNNI
In this section we show by means of some counterexamples that the restrictions of the
format rooted SBSNNI are necessary.
First of all we show that the format rooted SBSNNI cannot admit transition rules where
either high actions appear in premises and the action of the rule is low, or low actions
appear in premises and the action of the rule is high.
Example 23. Let p ≡ l1 · l2 · 0 be a SPA′ process. Process p is trivially rooted SBSNNI.









Process f (p) is isomorphic to h · l2 · 0 and is not rooted SBSNNI.
Let p ≡ l1 · h1 · 0 and q ≡ l1 · h2 · 0 be SPA′ processes. Processes p and q are rooted
SBSNNI. Let f be the operation having patience and H-patience transition rules and such
that:
x1
l1−→ y1 x2 l1−→ y2
f (x1, x2)
l1−→ f (y1, y2)
x1
h1−→ y1 x2 h2−→ y2
f (x1, x2)
l−→ f (y1, y2)
Process f (p, q) is isomorphic to l1 · (h1 · h2 · 0 + h2 · h1 · 0 + l · 0), and it is not rooted
SBSNNI. The reason is that h1 · h2 · 0 + h2 · h1 · 0 + l · 0 is not SBSNNI, since it can
perform action l, which cannot be performed by the subprocesses guarded by h1 and h2.
We show now that negative premises cannot be admitted in format rooted SBSNNI.
Negative premises in transition rules are premises of the form t 	 µ−→, meaning that there is
no term t ′ such that t µ−→ t ′.
Example 24. Let p ≡ h · (l1 · τ · l2 · 0 + l1 · l2 · 0) + τ · l1 · l2 · 0 be a SPA′ process. It
can be proved that p is rooted SBSNNI. Intuitively, the reason is that the subprocess l1 ·
τ · l2 · 0 + l1 · l2 · 0 that is guarded by h is weak bisimilar to the subprocess l1 · l2 · 0 that













Process f (p) is not rooted SBSNNI. In fact, f (p) can perform l3 only in the branch
guarded by h. Note that the subprocess l1 · τ · l2 · 0 + l1 · l2 · 0 in p that is guarded by
h is weak bisimilar to the subprocess l1 · l2 · 0 that is guarded by τ since ≈ does not dis-
tinguish l1 · τ · l2 · 0 and l1 · l2 · 0. On the contrary, processes f (l1 · τ · l2 · 0 + l1 · l2 · 0)
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and f (l1 · l2 · 0), which can be reached from f (p) by actions h and τ , respectively, are not
weak bisimilar. In fact, the former process can perform l1 and reach g(τ · l2 · 0), whereas
if the latter process performs l1, it can reach only g(l2 · 0). Now, τ · l2 · 0 cannot perform
l2, and, therefore, g(τ · l2 · 0) can perform l3, whereas l2 · 0 can perform l2, and, therefore,
g(l2 · 0) cannot perform l3.
Since negative premises are useful elements of SOS, it could be interesting to under-
stand whether some limited form of negative premises could be added to our format, by
following ideas in [5,13,33,34].
The following three cases suggest that a similar task is very hard.
1. Let p be the SPA process l · (h · l · 0 + l · 0). Let us enrich SPA with operation f and







Process p is trivially rooted SBSNNI, whereas f (p) is not. In fact, f (p) performs l
and reaches f (h · l · 0 + l · 0). Now, f (h · l · 0 + l · 0) does not satisfy P , whereas it
can perform h thus reaching f (l · 0), which satisfies P .
2. Let p be the SPA process h · l · 0 + τ · l · 0. Let us enrich SPA with operation f such
that:







µ ∈ L ∪ H
Operation f gives to the high action h initial higher priority than τ . Process p is rooted
SBSNNI, whereas f (p) is not.
3. Let p be the SPA process h · l · 0 + τ · l · 0 + l · 0. Let us enrich SPA with operation
f such that:







µ ∈ L ∪ H
Operation f gives to the low action l initial higher priority than τ . Process p is rooted
SBSNNI, whereas f (p) is not.
We show now that double testing cannot be admitted in format rooted SBSNNI. Double
testing means that a transition rule has two (or more) premises x µ1−→ y1 and x µ2−→ y2
with the same variable x in the left side.
Example 25. Let p ≡ h · (l1 · 0 + l2 · 0 + τ · (τ · l1 · 0 + τ · l2 · 0)) + τ · (τ · l1 · 0 + τ ·
l2 · 0) be a SPA′ process. It can be proved that p is rooted SBSNNI. The reason is that the
subprocess l1 · 0 + l2 · 0 + τ · (τ · l1 · 0 + τ · l2 · 0) that is guarded by h is weak bisimilar
to the subprocess τ · l1 · 0 + τ · l2 · 0 that is guarded by τ . Let f be the operation having
patience and H-patience transition rules and such that:
x
l1−→ y1 x l2−→ y2
f (x)
l3−→ 0
Process f (p) is not rooted SBSNNI, since it can perform l3 only in the branch guarded by
h. As seen above, the subprocess l1 · 0 + l2 · 0 + τ · (τ · l1 · 0 + τ · l2 · 0) in p guarded by
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h is weak bisimilar to the subprocess τ · l1 · 0 + τ · l2 · 0 that is guarded by τ . On the con-
trary, f (l1 · 0 + l2 · 0 + τ · (τ · l1 · 0 + τ · l2 · 0)) and f (τ · l1 · 0 + τ · l2 · 0), which can
be reached from f (p) by performing actions h and τ , respectively, are not weak bisim-
ilar. In fact, since l1 · 0 + l2 · 0 + τ · (τ · l1 · 0 + τ · l2 · 0) can perform both l1 and l2, the
former process performs l3, whereas no subprocess reachable by τ · l1 · 0 + τ · l2 · 0 can
perform both l1 and l2 and, therefore, the latter process cannot perform l3.
We show now that look ahead cannot be admitted in format rooted SBSNNI. Look
ahead means that a transition rule has two premises x µ−→ y and y ν−→ z with the same
variable y appearing both in the right side of the first premise and in the left side of the
second premise.
Example 26. Let p ≡ h · (l1 · l2 · 0 + l1 · τ · l2 · 0) + τ · l1 · τ · l2 · 0 be a SPA′ process.
It can be proved that p is rooted SBSNNI. Intuitively, the reason is that the subprocess l1 ·
l2 · 0 + l1 · τ · l2 · 0 guarded by h is weak bisimilar to the subprocess l1 · τ · l2 · 0 guarded
by τ . Let f be the operation having patience and H-patience transition rules and such that:
x







for any l ∈ L
The process f (p) is not rooted SBSNNI. In fact, f (p) can perform l3 only in the branch
guarded by h. Note that the subprocess l1 · l2 · 0 + l1 · τ · l2 · 0 in p that is guarded by
h is weak bisimilar to the subprocess l1 · τ · l2 · 0 that is guarded by τ since ≈ does not
distinguish between l1 · l2 · 0 and l1 · τ · l2 · 0. On the contrary, f (l1 · l2 · 0 + l1 · τ · l2 · 0)
and f (l1 · τ · l2 · 0), which can be reached from f (p) by performing actions h and τ ,
respectively, are not weak bisimilar. In fact, since l1 · l2 · 0 can perform action l1 followed
by l2, the former process can perform l3, whereas actions l1 and l2 in l1 · τ · l2 · 0 are
separated by τ and, therefore, f (l1 · τ · l2 · 0) cannot perform l3.
We show now that format rooted SBSNNI cannot admit transition rules where there are
variables that occur in left hand side of premises, that are wild arguments of the source,
and that occur also in the target.
Example 27. Let p be the rooted SBSNNI SPA′ process of Example 25. Let f be the
operation having patience and H-patience transition rules (which imply that the argument





for any l ∈ L
The process f (p) is not rooted SBSNNI, since it can perform infinite sequences of actions
l1 and l2 only in the branch guarded by h. As we have seen in Example 25, the subpro-
cess l1 · 0 + l2 · 0 + τ · (τ · l1 · 0 + τ · l2 · 0) in p guarded by h is weak bisimilar to the
subprocess τ · l1 · 0 + τ · l2 · 0 that is guarded by τ . On the contrary, the processes f (l1 ·
0 + l2 · 0 + τ · (τ · l1 · 0 + τ · l2 · 0)) and f (τ · l1 · 0 + τ · l2 · 0), which can be reached
from f (p) by performing actions h and τ , respectively, are not weak bisimilar. In fact,
since l1 · 0 + l2 · 0 + τ · (τ · l1 · 0 + τ · l2 · 0) can perform l1 and l2, the former process
can perform l1 and l2 and can remain in the same state, i.e. it can perform an infinite
sequence with both l1 and l2, whereas no subprocess reachable by τ · l1 · 0 + τ · l2 · 0 can
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perform both l1 and l2 and, therefore, the latter process cannot perform an infinite sequence
with both l1 and l2.
Finally, we show that restrictions of Definition 16.6 are needed.





The constant c is not rooted SBSNNI. In fact c\H 	≈r c/H , since c\HP whereas c/HP
does not hold. If we would add the transition rule xP
x/HP
required by Definition 16.6, c
would be rooted SBSNNI.





The constant c is not rooted SBSNNI. In fact c\H 	≈r c/H , since c/HP whereas c\HP
does not hold.
8. The format CP_BNDC
In this section we present the rule format CP_BNDC.
Observation 3. Given an arbitrary process p that is able to perform some action in L, it
is immediate that process h · p is not CP_BNDC. Therefore, on one side, high prefixing
cannot preserve the non interference property CP_BNDC and cannot be admitted by the
format CP_BNDC. On the other side, high prefixing is needed to let processes perform
high actions.
Observation 3 suggests to consider languages having a set of operations  respecting
the format CP_BNDC, and, moreover, high prefixing. In this way, operations in  preserve
the property CP_BNDC, and high prefixing is the only operation that does not preserve it.
Definition 29. A set of operations  are CP_BNDC w.r.t. a tame/wild labeling of their
arguments if their TSS respects the requirements of Definition 16, with the following
differences:
1. Definition 16.3 is replaced by the following weaker requirement:






τ−→ f (x1, . . . , xi−1, yi, xi+1, . . . , xar(f ))
2. Definition 16.4 is replaced by the following more permissive definition:
Transition rules ρ of the following form are admitted:
S. Tini / Journal of Logic and Algebraic Programming 60–61 (2004) 353–400 387






(a) each i ∈ I1(ρ) is a tame argument of f ; I1(ρ) ∩ I2(ρ) = ∅
(b) µi ∈ L ∪ {τ } for each i ∈ I1(ρ) and µ ∈ L ∪ {τ }
(c) →x and →y are the only variables in ρ; variables yi for i ∈ I1(ρ) and xj for j a wild
argument of f only occur at wild nested positions in t .
3. Definition 16.6 is replaced by the following more permissive definition:
Transition rules ρ of the following form are admitted:




Moreover, if f is _\H , then P1 must be P and the transition rule is required.
Hence, Definition 29 asks neither for the H-patience transition rules that are required in
Definition 16.3 for wild arguments of operations, nor for the transition rules (1)–(7) that are
required in Definition 16.4, nor for the transition rule xP
x/HP
required in Definition 16.6.
Intuitively, these features were required for the format rooted SBSNNI since the definition
of property rooted SBSNNI employs the hiding operation _/H , which is not employed
in the definition of property CP_BNDC. In order to avoid these features, one should give
a characterization of rooted SBSNNI that does not employ hiding operation. We observe
that this cannot be done immediately by exploiting the characterization of SBSNNI given
in [6], since such a characterization is based on the equivalence between SBSNNI and
P_BNDC, which has been proved for SPA but not for arbitrary languages respecting the
format rooted SBSNNI.
We can intuitively explain the reasons for including in Definition 29 the transition rules
(8)–(11) that originate from Definition 16.5.





Let us assume that f does not offer the patience transition rule. Our aim is to show that
(8)–(11) ensure that, given any CP_BNDC process p, then also f (p) is CP_BNDC. Let us
take any CP_BNDC process p such that p h1−→ p′. By ρ we infer f (p) h2−→ p′. Since
p is CP_BNDC, p h1−→ p′ implies p τˆ⇒ p′′ for some process p′′ such that p′ \H ≈
p′′ \H . More precisely, let us assume that p τm⇒ p′′, for some m  1, meaning that p
performs m silent actions to reach p′′. If m = 1, then we can apply rule (11), thus obtaining
f (p)
τ−→ p′′. If m > 1, then we can apply rule (8), thus obtaining f (p) τ−→ p1, for a
suitable process p1. Then, we apply rule (9) m − 2 times, thus obtaining p1 τ⇒ p2, for a
suitable process p2. Finally, we apply rule (10), thus obtaining p2 τ−→ p′′. Summarizing,
both in the case m = 1 and in the case m > 1, f (p) h2−→ p′ implies f (p) τˆ⇒ p′′ with
p′ \H ≈ p′′ \H , as required.
By looking at our two formats, we can conclude that, on one side, the advantage of the
format rooted SBSNNI is that it deals with a more general non-interference property, and,
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on the other side, the advantage of the format CP_BNDC is that it has a simpler definition
and it is less restrictive.
9. Soundness of the format CP_BNDC
In this section we prove that the format CP_BNDC is correct.
Theorem 30. The property CP_BNDC is preserved by CP_BNDC operations.
Proof. Let R be the least relation such that:
• p\H R q\H if p\H ≈ q\H and both p and q are CP_BNDC
• p\H R q\H if p\HRs\H and s\H R q\H for some process s
• f (→p)\H R f (→q )\H if:
· pi \H R qi \H for each wild argument i of f
· pi \H R qi \H and pi ≡ qi for each tame argument i of f .
Relation R is transitive by definition, and it is compositional, in the sense established by
the following lemma.
Lemma 31. For any term t and substitutions σ and σ ′, if σ(x)\H R σ ′(x)\H for all
variables x occurring in t, and σ(x) = σ ′(x) for all variables x occurring in tame posi-
tions in t, then σ(t)\H R σ ′(t)\H.
Proof. By an immediate induction over t . 
Moreover, relation R is closed w.r.t. reflexivity, in the sense established by the following
lemma.
Lemma 32. If p\H R q\H, then both p\H R p\H and q\H R q\H.
Proof. By an immediate induction over the definition of R. 
Let us consider now the following properties, for arbitrary processes p and q such that
p\H R q\H :
p\H µ−→ p′ \H implies q\H µ⇒ q ′ \H, with p′ \H R q ′ \H (26)
q\H µ−→ q ′ \H implies p\H µ⇒ p′ \H, with p′ \H R q ′ \H (27)
p\HP implies q\H τ⇒ q ′ \HP, with p\H R q ′ \H (28)
q\HP implies p\H τ⇒ p′ \HP, with p′ \H R q\H (29)
p
h−→ p′ implies p τˆ⇒ p′′ with p′ \H R p′′ \H (30)
We shall prove properties (26)–(30), which imply the thesis. In fact, properties (26)–(29)
imply that relation R is a weak bisimulation. Moreover, given CP_BNDC processes
→
p
and a function f , property (30) implies that also f (→p) is CP_BNDC. In fact, let p be any
S. Tini / Journal of Logic and Algebraic Programming 60–61 (2004) 353–400 389
process reachable from f (
→
p). Definition 29 ensures that there is a term t with variables
→
x such that p = t[
→
pˆ \→x ], where pˆi is reachable from pi , for each pˆi in
→
pˆ . Now, since
pˆi is reachable from pi , pˆi is CP_BNDC. Moreover, since pˆi \H ≈ pˆi \H , by the first
item of the definition of R it holds that pˆi \H R pˆi \H . By Lemma 31, this last relation
implies p\HRp\H . By (30), this last relation ensures that p h−→ p′ implies p τˆ⇒ p′′
with p′ \H R p′′ \H , and, since R is a weak bisimulation, p′ \H ≈ p′′ \H , as required.
Hence, to prove the thesis it suffices to prove (26)–(30). We reason by induction over
the definition of R.
Let us consider first the base case, where p\H R q\H is due to p\H ≈ q\H and the
fact that both p and q are CP_BNDC.
Let us begin with (26). If p\H µ−→ p′ \H then, since p\H ≈ q\H , it holds that q\
H
µ⇒ q ′ \H with p′ \H ≈ q ′ \H . Moreover, since p′ (resp. q ′) is reachable from p (resp.
q) and p (resp. q) is CP_BNDC, also p′ (resp. q ′) is CP_BNDC. Hence, by the first item
of the definition of R, p′ \H R q ′ \H , as required.
Property (27) is analogous to (26).
Let us consider now (28). If p\HP then, since p\H ≈ q\H , it holds that q\H τ⇒
q ′ \HP with p\H ≈ q ′ \H . Since q ′ is reachable from q, also q ′ is CP_BNDC. Hence,
by the first item of the definition of R, p\H R q ′ \H , as required.
Property (29) is analogous to (28).
Finally, let us consider (30). If p h−→ p′ then, since p is CP_BNDC, p τˆ⇒ p′′ and
p′ \H ≈ p′′ \H . Since p′ and p′′ are reachable from p and p is CP_BNDC, also p′ and
p′′ are CP_BNDC, and, therefore, by the first item of the definition of R, p′ \HRp′′ \H .
The inductive step where p\H R q\H follows from p\H R s\H and s\H R q\H ,
for some process s, is immediate.
Finally, let us consider the last inductive step, wherep ≡ f (→p), q ≡ f (→q ),pi \H R qi \
H for each argument i of f , and pi ≡ qi for each tame argument i of f . By the inductive
hypothesis, (26)–(30) hold for pi \H and qi \H .
Proof of property (26). We have four cases.
Case (26.1). Transition f (→p)\H µ−→ p′ \H is enabled by a proof







x )\H µ−→ t\H
with the first rule ρ as in Definition 16.1. Let σ and σ ′ be substitutions such that
σ(xi) = pi , σ(t) = p′ and σ ′(xi) = qi . For each i ∈ I1(ρ), σ(xi) li−→ σ(yi) with li ∈ L
implies σ(xi)\H li−→ σ(yi)\H , which, by the inductive hypothesis, implies
σ ′(xi)\H li⇒ σ ′(yi)\H and σ(yi)\H R σ ′(yi)\H . Therefore, there exist processes
σa(xi) and σb(yi) such that σ ′(xi)
τ⇒ σa(xi) li−→ σb(yi) τ⇒ σ ′(yi). Let σa and σb map
xj to qj , for j 	∈ I1(ρ). Since each i ∈ I1(ρ) is a wild argument of f , we can apply patience
rules, thus obtaining
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{σ ′(xi) τ⇒ σa(xi) | i ∈ I1(ρ)}
σ ′(f (→x )) τ⇒ σa(f (→x ))
σ ′(f (→x ))\H τ⇒ σa(f (→x ))\H
Now, for each i ∈ I2(ρ), σ(xi)Pi implies σ(xi)\HPi , which, by the inductive hypothesis,
implies either that σa(xi)\HPi , or that σa(xi)\H τ⇒ σ ′a(xi)\HPi (we recall that
σa(xi) = σ ′(xi) for i ∈ I2(ρ)). In the first case, it follows that σa(xi)Pi ; in the second
case that σa(xi)
τ⇒ σ ′a(xi)Pi . In the second case, we can apply patience rules (since
σ(xi) 	≡ σa(xi) ≡ σ ′(xi) implies that i is a wild argument of f ), and we can reduce to
the first case. So, let us assume that σa(xi)Pi . We can apply rule ρ to obtain







x ))\H µ−→ σb(t)\H
Now, for each i ∈ I1(ρ), yi occurs in t only at wild nested positions (see constraints in
Definition 16.1c). So, we can apply patience rules to obtain
{σb(yi) τ⇒ σ ′(yi) | i ∈ I1(ρ)}
σb(t)
τ⇒ σ ′(t)
σb(t)\H τ⇒ σ ′(t)\H
So, σ ′(f (→x ))\H = f (→q )\H µ⇒ σ ′(t)\H . Since p′ \H ≡ σ(t)\H R σ ′(t)\H by
σ(yi)\H R σ ′(yi)\H for each i ∈ I1(ρ), σ(xj )\H R σ ′(xj )\H for each j 	∈ I1(ρ), con-
straints in Definition 16.1c (i.e. yi for i ∈ I1(ρ) and xj for j a wild argument of f appear
only at wild nested positions in t), and Lemma 31, σ ′(t) is the process q ′ we were looking
for.
Case (26.2). Transition f (→p)\H µ−→ p′ \H , with µ = τ , is enabled by a proof







x )\H τ−→ t\H
with the first rule ρ as in Definition 16.2. Let σ and σ ′ be substitutions such that σ(xi) =
pi , σ(t) = p′ and σ ′(xi) = qi . For each i ∈ I1(ρ), σ(xi) hi−→ σ(yi) with hi ∈ H implies,
by the inductive hypothesis, that there is a process σa(yi) such that σ(xi)
τˆ⇒ σa(yi) with
σ(yi)\H R σa(yi)\H . Now, σ(xi) τˆ⇒ σa(yi) implies σ(xi)\H τˆ⇒ σa(yi)\H , which,
by the inductive hypothesis, implies σ ′(xi)\H τ⇒ σ ′(yi)\H with σa(yi)\H R σ ′(yi)\
H , which, in turn, implies σ ′(xi)
τ⇒ σ ′(yi). Since each i ∈ I1(ρ) is a wild argument of
f , we can apply patience rules, thus obtaining
{σ ′(xi) τ⇒ σ ′(yi) | i ∈ I1(ρ)}
σ ′(f (→x )) τ⇒ σ ′(t)
σ ′(f (→x ))\H τ⇒ σ ′(t)\H
So, σ ′(f (→x ))\H = f (→q )\H µ⇒ σ ′(t)\H . Since p′ \H ≡ σ(t)\H R σ ′(t)\H by
σ(yi)\HRσ ′(yi)\H for each i ∈ I1(ρ) (note that σ(yi)\H R σ ′(yi)\H follows from
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σ(yi)\H R σa(yi)\HRσ ′(yi)\H and the transitivity of R), σ(xj )\H R σ ′(xj )\H for
each j 	∈ I1(ρ), the form of t (which permits applying Lemma 31), and Lemma 31, σ ′(t)
is the process q ′ we were looking for.









x )\H τ−→ t\H
with the first rule ρ as in Definition 29.1. Let σ and σ ′ be substitutions such that σ(xi) =
pi , σ(t) = p′ and σ ′(xi) = qi . Since σ(xi) τ−→ σ(yi), it holds also that σ(xi)\H τ−→
σ(yi)\H , which, by the inductive hypothesis, implies that σ ′(xi)\H τ⇒ σ ′(yi)\H and
σ(yi)\H R σ ′(yi)\H . The sequence of transitions σ ′(xi)\H τ⇒ σ ′(yi)\H is inferred
by σ ′(xi)




σ ′(f (→x )) τ⇒ σ ′(t)
σ ′(f (→x ))\H τ⇒ σ ′(t)\H
So, σ ′(f (→x ))\H ≡ f (→q )\H µ⇒ σ ′(t)\H . Since p′ \H = σ(t)\H R σ ′(t)\H by
σ(xj )\H R σ ′(xj )\H for j /= i, σ(yi)\HRσ ′(yi)\H , the form of t (which permits
applying Lemma 31), and Lemma 31, σ ′(t) is the process q ′ we were looking for.
Case (26.4). Transition f (→p)\H µ−→ p′ \H is enabled by a proof







x )\H µ−→ t\H
with the first rule ρ as in Definition 29.2. Let σ and σ ′ be substitutions such that σ(xi) =
pi , σ(t) = p′ and σ ′(xi) = qi . For each i ∈ I1(ρ), σ(xi) µi−→ σ(yi) and σ(xi) ≡ σ ′(xi)
(we know that σ(xi) ≡ σ ′(xi) since i is a tame argument of f ) imply σ ′(xi) µi−→ σ ′(yi),
with σ ′(yi) ≡ σ(yi). Now, for each i ∈ I2(ρ), σ(xi)Pi implies σ(xi)\HPi , which, by the
inductive hypothesis, implies either that σ ′(xi)\HPi , or that σ ′(xi)\H τ⇒ σ ′a(xi)\HPi ,
for some process σ ′a(xi). In the first case, it follows that σ ′(xi)Pi ; in the second case that
σ ′(xi)
τ⇒ σ ′a(xi)Pi . In the second case, we can apply patience rules (since σ(xi) 	≡ σ ′(xi)
implies that i is a wild argument of f ), and we can reduce to the first case. So, let us assume
that σ ′(xi)Pi . We can apply rule ρ to obtain
{σ ′(xi) µi−→ σ ′(yi) | i ∈ I1(ρ)} ∪ {σ ′(xi)Pi | i ∈ I2(ρ)}
σ ′(f (→x )) µ−→ σ ′(t)
σ ′(f (→x ))\H µ−→ σ ′(t)\H
So, σ ′(f (→x ))\H ≡ f (→q )\H µ⇒ σ ′(t)\H . Since p′ \H = σ(t)\H R σ ′(t)\H by
σ(xj )\H R σ ′(xj )\H for all j , σ(yi)\HRσ ′(yi)\H for each i ∈ I1(ρ), constraints of
Definition 16.4c, and Lemma 31, σ ′(t) is the process q ′ we were looking for.
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We note that there cannot be a fifth case where f (
→
x )\H µ−→ p′ \H follows by a trans-
ition rule admitted by Definition 16.5, since from Definition 16.5 only high level action
transitions are originated which are blocked by operation _\H .
Proof of property (27). Analogous to property (26).
Proof of property (28). Transition f (→p)\HP is enabled by a proof







with the first rule ρ as in Definition 16.6. Let σ and σ ′ be substitutions such that σ(xi) = pi
and σ ′(xi) = qi . For each i ∈ I (ρ), σ(xi)Pi implies σ(xi)\HPi , which, by the induct-
ive hypothesis, implies either that σ ′(xi)\HPi , or that σ ′(xi)\H τˆ⇒ σ ′a(xi)\HPi and
σ(xi)\H R σ ′a(xi)\H , for some process σ ′a(xi).
If σ ′(xi)\HPi for each i ∈ I (ρ), it follows that σ ′(xi)Pi for each i ∈ I (ρ), and, by
applying rule ρ, we obtain
{σ ′(xi)Pi | i ∈ I (ρ)}
σ ′(f (→x ))P
σ ′(f (→x ))\HP
So, σ ′(f (→x ))\H = f (→q )\HP , as required.
Otherwise, if σ ′(xi)\H τˆ⇒ σ ′a(xi)\H Pi for each index i in a set I ⊆ I (ρ), it follows
that σ ′(xi)
τˆ⇒ σ ′a(xi)Pi for each i ∈ I . Let σ ′a map xj to qj , for j 	∈ I . Since for each
i ∈ I σ (xi) 	≡ σ ′(xi) implies that i is a wild argument of f , we can apply patience rules
and obtain
{σ ′(xi) τˆ⇒ σ ′a(xi) | i ∈ I }
σ ′(f (→x )) τˆ⇒ σ ′a(f (
→
x ))
σ ′(f (→x ))\H τˆ⇒ σ ′a(f (
→
x ))\H
Then, by applying rule ρ, we obtain







So, σ ′(f (→x ))\H = f (→q )\H τˆ⇒ σ ′a(f (
→
x ))\HP . Since from σ(xi)\H R σ ′a(xi)\H
we infer f (
→
p)\H R σ ′a(f (
→
x ))\H , the thesis follows.
Proof of property (29). Analogous to property (28).
Proof of property (30). We have two cases.
Case (30.1). Transition f (→p) h−→ p′ is obtained by applying a rule ρ
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pˆ ) ≡ p′
admitted by Definition 16.2, where pˆi ≡ p′i , if i ∈ I1(ρ), and pˆi ≡ pi , otherwise. Now,
by the inductive hypothesis, pi
hi−→ p′i implies pi τˆ⇒ p′′i for some process p′′i such that
p′i \H R p′′i \H . By applying patience rules to the wild arguments of f , we infer







where p∗i ≡ p′′i , if i ∈ I1(ρ), and p∗i ≡ pi , otherwise. Now, for each i ∈ I1(ρ), we have
proved that pˆi \H R p∗i \H . Moreover, for each i 	∈ I1(ρ), pˆi \H R p∗i \H follows by
pˆi ≡ p∗i ≡ pi , pi \H R qi \H , and Lemma 32. Since pˆi 	≡ p∗i only when i is a wild argu-




h−→ p′ implies f (→p) τˆ⇒ p′′, with p′ \HRp′′ \H , as required.
Case (30.2). Transition f (→p) h−→ p′ is obtained by applying a rule ρ





admitted by Definition 16.5. Now, by the inductive hypothesis, pi
µi−→ p′i with µi ∈ H
implies pi
τˆ⇒ p′′i for some process p′′i with p′i \H R p′′i \H . Moreover, if pi
µi−→ p′i
with µi = τ , we take p′′i to be p′i , and, also in this case, we have that pi
τ−→ p′′i with
p′i \H R p′′i \H . Let p′′ be the process p′[{p′i := p′′i | i ∈ I1(ρ)}]. For each i ∈ I1(ρ), let
mi be the natural  0 such that pi τ
mi⇒ τ−→ p′′i .
If the set I1(ρ) contains only one index i, and mi = 0, then pi τ−→ p′′i , and, by rule (11)
of Definition 16.5, we obtain f (
→
p)
τ−→ p′′. Moreover, p′ \HRp′′ \H by p′i \H R p′′i \H ,
the constraints in Definition 16.5c (which permits applying Lemma 31) and Lemma 31. So,
p′′ is the process we were looking for.






where σa is a substitution such that there is some index i ∈ I1(ρ) such that
pi
τ−→ σa(x1i ) τ
mi⇒ p′′i , σa(x1j ) = pj for j /= i and j ∈ I1(ρ), and σa(xj ) = pj for all j .




where σc is a substitution such that there is some index i ∈ I1(ρ) such that
pi
τmi⇒ σc(x1i )
τ−→ p′′i , σc(x1j ) = p′′j for j /= i and j ∈ I1(ρ), and σc(xj ) = pj for all j .








τˆ⇒ p′′ and p′ \H R p′′i \H by p′i \HRp′′i \H for each i ∈ I1(ρ), the
constraints in Definition 16.5c and Lemma 31. So, p′′ is the process we were
looking for. 
Since the format rooted SBSNNI is more restrictive than format CP_BNDC, from
Theorem 30 the following result follows immediately.
Corollary 33. The property CP_BNDC is preserved by rooted SBSNNI operations.
10. Applications and counterexamples for the format CP_BNDC
We note that, since the format rooted SBSNNI is more restrictive than format CP_BNDC,
all examples given in Section 6 showing applications of the format rooted SBSNNI hold
also for format CP_BNDC. Moreover, since the format CP_BNDC does not require for
H-patience transition rules, operation _\H is admitted, and, therefore, the format applies
also to SPA, and not only to SPA′ as format rooted SBSNNI.
Moreover, we can exploit examples in Section 7 to show that format CP_BNDC cannot
admit negative premises, double testing, look ahead, transition rules with variables appear-
ing in left hand side of premises, being wild arguments of the source, and occurring also
in the target, and transition rules with low actions in the premises and high action in the
conclusion.
We show that format CP_BNDC cannot admit transition rules where high actions appear
in premises and the action of the rule is low (Example 23 of Section 7 cannot be exploited).
Example 34. Let p be the SPA process h1 · (h2 · 0 + τ · 0) + τ · (h3 · 0 + τ · 0). Process

















Process f (p) is isomorphic to h1 · (h2 · 0 + τ · 0) + τ · (l · 0 + τ · 0), and it is not
CP_BNDC.
11. Conclusions and related work
We have considered the problem of compositionality for the non interference proper-
ties rooted SBSNNI and CP_BNDC. As argued in [10,12,20], the property of compos-
itionality of a non interference property permits us to obtain secure (according to the
chosen non-interference property) systems by composing secure systems, and to check
non-interference compositionally with respect to the syntactic structure of the system.
Our contribution is the definition of the rule formats rooted SBSNNI and CP_BNDC.
We have proved that non-interference properties rooted SBSNNI and CP_BNDC are com-
positional with respect to the constructs of any process algebra with SOS transition rules
respecting the formats rooted SBSNNI and CP_BNDC, respectively. We have also proved
that all restrictions imposed by our formats are necessary. Finally, to show that our rule
S. Tini / Journal of Logic and Algebraic Programming 60–61 (2004) 353–400 395
formats have practical applications, we have proved that there exist well-known process
algebras respecting them. By comparing our two formats, it turns out that, on one side, the
format CP_BNDC is simpler and less restrictive, and, on the other side, the format rooted
SBSNNI deals with a more general property.
We note that in [32] we have already dealt with rule formats for non-interference prop-
erties. More precisely, we have proposed a rule format for the property SBSNNI and for the
more restrictive property SBNDC (see [11]). The main difference between the present pa-
per and [32] is that the rule formats rooted SBSNNI and CP_BNDC introduce a tame/wild
labeling for arguments of operations and require patience and H-patience transition rules
only for wild arguments, whereas the formats in [32] do not introduce any labeling and
require patience and H-patience transition rules for all arguments of all operations. As
a consequence, both operation _ + _ of SPA and BPAτ and operation _ · _ of BPAτ
violate the rule formats in [32], and, in order to make these operations compatible with
those formats, one should consider their patience version. Hence, we believe that our new
formats, compared to our formats in [32], besides considering different non interference
properties, are more natural and have more practical applications.
As we have already mentioned in the introduction of the paper, the problem of compos-
itionality of non-interference properties has been already considered in [16,19,21–24]. A
common assumption in these papers is that the behaviors of a system are specified by the
set of its possible traces. Some non-interference properties studied in the mentioned papers,
such as restrictiveness [21], forward correctability [22], separability [16], turn out to be
preserved by any arbitrary composition, whereas other properties are preserved only by
compositions satisfying suitable requirements. In [23,24] a set of trace constructors, called
selective interleaving functions, have been introduced for combining traces (i.e. behaviors)
of systems, and several non-interference properties have been proved to be preserved by
classes of these selective interleaving functions. In [19] it is shown that all compositionality
results of [16,21–24] can be explained as instantiations of a more general result, called
generalized zipping lemma (which is obtained by extending the zipping lemma of [16]).
Now, as in [23,24] and [19], our idea is to look for restrictions of composition in
order to ensure that a given non interference property is compositional. The main dif-
ference between our approach and those in [23,24] and [19] is that we are considering
non-interference properties based on the weak bisimulation notion of system behaviors,
whereas in [23,24] and [19] the considered non-interference properties are based on the
trace notion of system behaviors. Since the results of [23,24] and [19] apply only to prop-
erties based on traces, these results cannot apply to rooted SBSNNI, BNDC, P_BNDC,
SBSNNI and CP_BNDC. Being weak bisimulation finer than traces, properties based on
weak bisimulation permit to reveal attacks that cannot be captured by considering only
traces (see [9–12]). For this reason, our results extend those in [23,24] and [19] in an
interesting direction.
Moreover, we note that in [23,24] and [19] it is possible to work directly on traces,
meaning that the idea is to limit combinations of traces to ensure that, by combining sets
of traces (behaviors) enjoining the non-interference property, one obtains sets of traces
enjoining the same property. In our case, since rooted SBSNNI and CP_BNDC do not
depend on the sets of the traces of a system, we cannot work directly on traces. We need
to work on process operations that give rise to behaviors. A possible combination of our
approach and those of [23,24] and [19] could be the following. One defines a rule format for
the non-interference properties based on traces that have been considered in [23,24] and [19].
Then, one shows that the limitations on the combination of processes that are imposed by the
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format correspond to the limitations on the combination of the traces formulated in [23,24]
and [19], i.e. one explains the results of [23,24] and [19] in the process algebra setting.
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Appendix A. The access monitor
In [7,9–12] practical applications of the non-interference properties BNDC, SBSNNI,
and CP_BNDC can be found. In this section we give a practical example of the application
of the property rooted SBSNNI defined in the present paper. More precisely, we give a
practical example of an access monitor that satisfies rooted SBSNNI and that is obtained
by composing rooted SBSNNI modules. The property of rooted SBSNNI of the access
monitor follows from the property of rooted SBSNNI of its modules, since operations used
to combine them respect the format rooted SBSNNI.
We consider an extension of a non-trivial example that was exploited in [11] to asses the
merits of the various non-interference definitions. The system analyzed in [11] is an access
monitor that handles read and write requests on two variables enforcing the multilevel
security policy. More precisely, high level and low level users can request to perform read
and write operations on a high level and a low level object. The access monitor achieves
no read up and no write down rules, by allowing high level users to read from both objects
and write only on the high one, and by allowing low level users to write on both objects
and read only from the low one. Both objects are initialized to value 0 and can take values
over a finite set Z.
We consider here a slight variant of the access monitor in [11],2 in which the low and
high objects are initialized to some value k ∈ Z. The access monitor system that initializes
the objects to k is called Access_Monitor(k) and is described in Fig. 1.
As we can see in Fig. 1, users interact with Access_Monitor(k) by means of the follow-
ing access actions:
• a_r(k, l, x), a request from level l ∈ {0, 1} (where l = 0 means low, and l = 1 means
high) to read from object x ∈ {0, 1} (x = 0 means low, and x = 1 means high)
• a_w(k, l, x, z), a request from level l ∈ {0, 1} to write the value z ∈ Z on object x ∈
{0, 1}
• put(k, l, y), the response to level l ∈ {0, 1} for a previous read request; y ∈ Z ∪ {err}
is the returned value, where y ∈ Z if the read request has been satisfied, and y = err
if the request has violated the no read up policy
For each x ∈ {0, 1}, z ∈ Z and y ∈ Z ∪ {err}, actions a_r(k, 1, x), a_w(k, 1, x, z) and
put(k, 1, y) are used for interaction with high level users, whereas actions a_r(k, 0, x),
a_w(k, 0, x, z) and put(k, 0, y) are used for interaction with low level users. Hence, the
set H of high actions contains a_r(k, 1, x), a_w(k, 1, x, z) and put(k, 1, y), and the set L
of low actions contains a_r(k, 0, x), a_w(k, 0, x, z) and put(k, 0, y). The other actions in
Fig. 1 are used only for communication between the components of Access_Monitor(k),
2 We refer to the last version of the access monitors considered in [11].
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Fig. 1. The system Access Monitor(k).
and cannot be observed by the external users. In fact, synchronization on these actions
between components of Access_Monitor(k) is forced by means of operation “\”.
The system Access_Monitor(k) is the parallel composition of the process Monitor(k),
the low level object Object(k, 0, y) (y is the current value of the variable), the high level
object Object(k, 1, y), the low level interface Interf(k, 0), and the high level interface
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Interf(k, 1). The low (resp. high) level interface temporarily stores the output value of the
monitor (passing it later to the users and thus making communication asynchronous), and
guarantees mutual exclusion within the low (resp. high) level. As it has been explained in
[11,12], the interface is crucial to guarantee SBSNNI property.
In Fig. 1, as in [11], for readability we have used construct if_then_else_, that is not in
the syntax of the process algebras considered in the present paper. Construct if_then_else_
can be immediately removed in the body of Monitor(k) by explicitly writing the actions
access_r(k, l, x) and access_w(k, l, x, z) for each l, x ∈ {0, 1} and z ∈ Z.
The access monitor in [11] corresponds to Access_Monitor(0), and has been proved to
be SBSNNI. With the same arguments of [11], one can prove that Access_Monitor(k) is
SBSNNI for each k ∈ Z.
Let us assume that Z = {k1, . . . , k|Z|}, and let us consider the system
Monitor(Z) ≡ Access_Monitor(k1) + · · · + Access_Monitor(k|Z|)
The system Monitor(Z) is the non-deterministic choice of the |Z| monitors
Access_Monitor(k1), . . . , Access_Monitor(k|Z|), which initialize their objects to k1, . . . ,
k|Z|, respectively. Hence, the first user that interacts with Monitor(Z) can select the initial
value of the objects, meaning that the user can choose any of the |Z| access monitors in
Monitor(Z).
Notwithstanding Access_Monitor(ki) is SBSNNI, for each ki ∈ Z, it is immediate that
the system Monitor(Z) is not SBSNNI. In fact, the low action a_w(k1, 0, 0, 0) can be
performed by Monitor(Z) in the initial state, but, given any k2 /= k1, it turns out that
a_w(k1, 0, 0, 0) cannot be performed in the subprocess that is guarded by the high ac-
tion a_w(k2, 1, 1, 0). Hence, Monitor(Z)\H 	≈ Monitor(Z)/H . The problem arises also
if we replace a_w(k1, 0, 0, 0) with any low read/write request to Access_Monitor(k1), and
a_w(k2, 1, 1, 0) with any high read/write request to Access_Monitor(k2). Intuitively, any
low level user that is unable to perform operation requests to Monitor(k1) and that has
observed that no other low level user has performed any operation, can infer that some
high level user has successfully requested some operation to Access_Monitor(k2), for some
k2 /= k1. This is clearly an information flow from high level to low level.
Now, we can see that the system Access_Monitor(k) is not rooted SBSNNI. In fact, the ini-
tial state of Access_Monitor(k)/H has a τ move in correspondence with each high action
a_w(k, 1, x, z) and a_r(k, 1, x) that can be performed by the initial state of
Access_Monitor(k). On the contrary, the initial state of Access_Monitor(k)\H has no τ
move, and, as a consequence, it holds that Access_Monitor(k)\H 	≈r Access_Monitor
(k)/H .
In Fig. 2 we modify the process Interf(k, 0) to make Access_Monitor(k) rooted SB-
SNNI, as suggested in Section 3. The new interface Interf(k, 0) confuses low level users
by introducing τ actions before the initial low actions a_r(k, 0, x) and a_w(k, 0, x, z). The
initial state of Access_Monitor(k)\H has now the τ moves to simulate the τ moves that can
be performed by the initial state of Access_Monitor(k)/H . In fact, for instance, let q be the
Fig. 2. The new interface Interf(k, 0).
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state reached from Access_Monitor(k) through a_w(k, 1, x, z), and q/H the correspond-
ing state reached from Access_Monitor(k)/H through τ . Now, Access_Monitor(k)\H can
perform a τ action and reach a state p\H , in which it can choose between a_w(k, 0, x, z)
and a_r(k, 0, x). It holds that p\H ≈ q/H .
It can be proved that the new system Access_Monitor(k) is rooted SBSNNI, and, since
system Monitor(Z) is obtained from systems Access_Monitor(k1), . . . , Access_Monitor
(k|Z|) by using only operations preserving rooted SBSNNI property, also Monitor(Z)
is rooted SBSNNI. Notice that in Monitor(Z) a state that cannot perform the low ac-
tion a_w(k1, 0, 0, 0) of Access_Monitor(k1) can be reached also through a τ action of
Access_Monitor(k2), and not only through a high action of Access_Monitor(k2). Hence,
any low level user that is unable to perform operation requests to Monitor(k1) and that has
observed that no other low level user has performed any operation, cannot infer that some
high level user has successfully requested some operation to Access_Monitor(k2) for some
k2 /= k1.
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