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Abstract 
In [ 11 some new ideas that justifL the use of artificial intelligence techniques in 
cryptanalysis are presented. The main objective of that paper was to show that the theoretical next 
bit prediction problem can be transformed into a classification problem, and this classification 
problem could be solved with the aid of some AI algorithms. In particular, they showed how a 
well-known classifier called c4.5 could predict the next bit generated by a linear feedback shift 
register (LFSR, a widely used model of pseudorandom number generator) very efficiently and, 
most importantly, without any previous knowledge over the model used. 
In this paper we look for other classifiers, apart from c4.5, that could be useful in the 
prediction of LFSRs. We conclude that the selection of c4.5 in [ l]  was adequate, because it shows 
the best accuracy of all the classifiers tested. However, we have found other classifiers that produce 
interesting results, and we suggest that these algorithms must be taken into account in the future, 
when trying to predict more complex LFSR-based models. Finally, we show some other properties 
that make the c4.5 algorithm the best choice for this particular cryptanalytic problem. 
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Introduction 
A linear feedback shift register (LFSR) is a particular model of pseudorandom number 
generator (PRNG), that is, an algorithm that is able of generating a sequence of pseudorandom 
binary digits. It consists of a series of cells that are filled with the value of an binary initialisation 
vector. At every step, the contents of the cells are shifted right one position and the XOR of the 
values of a subset of the cells is placed in the leftmost cell, producing the rightmost bit. A 
schematic representation of this procedure can be seen in the image below: 
........ b 
Figure 1: General scheme of a Linear Feedback Shift Register, where the contents of some 
of the cells are xored to fill the leftmost cell 
LFSRs have the interesting property of being easily analysed and represented using 
algebraic techniques. For example, the subset of cells that generate, by XORing their contents, the 
new leftmost bit, sometimes called the feedback bit, can be seen as a polynomial over GF(2). So if 
the feedback bit is obtained by XORing the contents of cell 0, cell 7 and cell 11 we can, 
alternatively, say that the feedback bit is produced by the polynomial XI’+ x7 +1 over GF(2), etc. .. 
so we refer to it as the feedback polynomial. This feedback polynomial P(X), with the number of 
cells L and its initial value IV, characterize any LFSR. 
To get a maximal period LFSR (i.e. an LFSR with period 2L-1) we need three conditions: 
1) The degree of the feedback polynomial equals the number of cells (deg(P(X))=L 
2) The feedback polynomial is primitive 
3)  The initial value at least one cell is not null (not null IV) 
Compared with other models of PRNGs, LFSRs are particularly quick and simple, and 
specially well suited for hardware implementations. Apart from that, the binary sequences that 
maximal-period LFSRs generate have extremely good random properties. In particular they satis@ 
all Golomb’s randomness postulates: 
Let s be a sequence of period N, then the Golomb’s postulates require that: 
R1) 
R2) 
In the cycle sN of s the number of 1’s differs from the number of 0’s by, at most, 1. 
In the cycle sN at least half the runs have length 1, at least one-fourth have length 2, 
at least one-eighth have length 3, etc. Moreover, for each of these lengths there are 
almost equally many gaps (groups of consecutive 0’s) and blocks (groups of 
consecutive 1 ’s). 
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R3) ’ The autocorrelation fbnction C(t) is two-valued. That is, for some integer K, 
N i f t = O  
K i f l S t < N - l  
N -1 
N C(t )  = C ( 2 S *  - 1)(2Si+t - 1) = 
i=O 
Every binary sequence that satisfies Golomb’s randomness postulates is called a 
pseudorandom noise sequence or pn-sequence. So maximal period LFSRs generate pn-sequences. 
In spite of these excellent random properties, LFSRs have one strongly undesirable 
property: they are easily predictable. Using the Berlekamp-Massey [2 3 algorithm (a powerfbl 
mathematical framework as said in [5 1) any LFSR with a feedback polynomial of degree L can be 
predicted with the knowledge of only 2L consecutive output bits. 
Despite these bad prediction properties, LFSRs are the basic building block of most stream 
ciphers proposed in the cryptographic literature. Nowadays state-of-the-art stream ciphers usually 
combine the output of multiple LFSRs using a highly non-linear function. However, the study of 
new alternatives for predicting LFSRs remain interesting because they can provide new ways of 
attacking real-life strong stream ciphers that are highly based in combining LFSRs. 
In [ 11 the authors try to show that some techniques inherited from the field of artificial 
intelligence can be very useful in cryptanalysis. By approximating the next bit prediction 
theoretical problem with a classification problem, they justi@ the use of AI classifiers in 
cryptanalysis. In particular, they prove that a well-known classifier algorithm called c4.5 is able to 
predict, without any previous knowledge, the output of two different models of pseudorandom 
number generators, namely a linear congruential generator (LCG) and an LFSR, after learning and 
extracting rules from their output. Furthermore, they showed how the c4.5 classifier could predict 
the LFSR with 100% accuracy and how it was capable of finding relationships between the output 
bits that implied they were generated by a feedback polynomial. So c4.5 was able not only to 
predict the LFSR but also to discover the pseudorandom number generator model used. 
In this work we look for other classifiers, apart from c4.5, that could be useful in predicting 
LFSRs. In [l] c4.5 was selected and shown to be useful, but with some lack of solid arguments in 
its favour. In this article we want to compare c4.5 against other classifiers to see if our previous 
election was correct and, if not, to find better candidates. 
For this, we have tested around twelve different classifiers, some of them with changing 
parameters, at predicting two different LFSRs. This two LFSRs have been chosen to be quite 
different in degree and weight, for testing how this differences could affect the prediction. The two 
LFSRs used had degrees 15 and 17, and primitive feedback polynomials x”+x+ 1 and 
x~’+x**+x~~+~9+x6+x4+1. 
The general working procedure was to use these LFSRs output to generate a different 
number of classification instances (from 250 to 32.000) following the method presented in [ 11. 
Then, we used the 66% of them to train the classifiers, and the rest to test their prediction accuracy. 
It is important to note than the test set is formed with previously unseen instances, so the classifiers 
are fronted with completely new instances to test the goodness of the models they have created over 
the training data. 
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We have used the Waikato Environment for Knowledge Analysis (WEKA) tool [4] as a 
common interface for all the classifiers tested. WEKA is free and open, so it would be easy for 
other researchers to veri@ or even extend our results. Another advantage of WEKA is that it has 
been developed in Java, so it is also platform independent. WEKA has also some drawbacks: the 
tool is far from efficient and have serious difficulties in working with large sets of instances. 
However, it is nowadays one of the best tools at hand. 
8000 50,5895% 50,5895% 47,7892% 
16000 50,0736% 48,5278% 47,7181% 
49,4105% 87,8408% 98,7472% 
49,9264% 89,8785% 100,0000% 
As expected, the prediction problem (at least stated in this way) is too difficult for most 
classifiers. Most classifiers do not achieve results significantly better, not worse, than those that 
could be expected at random. For these classifiers, increasing the number of instances to learn from 
does not produce better results. With some of them, a huge increase in the number of instances will 
be needed, but with others even this will not be enough. Anyway, it is clear that we must reject this 
classifjring algorithms because, in contrast, with exactly the same problem and information, others 
achieve a perfect 100% accuracy. 
We have used the same name notation of WEKA to help other researches follow our results. 
At first sight, we can conclude that the best classifier of all is c4.5 (WEKA’S 548) because it has the 
better accuracy for every different number of instances. This confirms that the election of c4.5 as a 
reference classifier was correct, and now it is totally justified. However, our work has also revealed 
the existence of other classifiers that, although not as good as c4.5, offer very interesting results. 
243 
Authorized licensed use limited to: Univ Carlos III. Downloaded on March 26, 2009 at 11:15 from IEEE Xplore.  Restrictions apply.
It is important to note that in real life cryptanalysis, any prediction result that is consistently 
and significantly better than random is enough to reveal a weaknesses and to discard a particular 
pseudorandom number generator, so perfect accuracy is never the real objective but an additional 
advantage. In both tables above we see how, when a given classifier performs significantly better 
than just by chance, increasing the number of classification instances to learn generally increases 
the accuracy result, to end always with a result very close to a 90 percent, or better. 
Now, let us see the results obtained by the different classifiers over the output generated by 
the LFSR with feedback polynomial X'~+X'~+X'~+X~+X~+X~+~ : 
Table 2A. Percentage of correctly classified instances by different classifiers over the output of 
the LFSR with feedback polynomial X ~ ~ + X ' ~ + X ~ ~ + X ~ + X ~ + X ~ + ~  
Table 2B. Percentage of correctly classified instances by different classifiers over the output of 
the LFSR with feedback polynomial x " + ~ ' ~ + x ~ ~ + x ~ + x ~ + x ~ + 1  
Table 2C. Percentage of correctly classified instances by different classifiers over the output of 
the LFSR with feedback polynomial X ' ~ + X ~ ~ + + X ' ~ + X ~ + X ~ + X ' + ~  
The above tables confirm the conclusions we extracted from the LFSR of the last example. 
They clearly show that c4.5-based classifiers (WEKA implements two variants, 548.548 and 
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J48.PART) achieve better than the rest. We have included more classifiers in our test than in the 
example above, but none of the new classifiers performs significantly better than chance. 
Only the classifiers IB-1, IB1, ID3, the two 348 variants, Prism and Kernel Density produce 
results that are consistently and significantly better that those that could be expected at random. 
Even in these cases, the results are significantly poorer than those of the last example. This is due 
more to the increase in the weight (7 instead of 3, more than the double) of the primitive 
polynomial than to the slight increase (1 7 for 15) in its degree. The best results in the tables above 
are worse than those of tables 1A and lB, even though we have used twice the number (32000 
instead of 16000) of learning examples. This shows that the problem of predicting this LFSR is 
clearly harder. 
To which extend the increase in the weight of the polynomial must be followed with an 
increase of the number of training examples to get exactly the same prediction accuracy is a very 
interesting point, but completely out of the scope of the present article. It is sufficient, for our 
purpose, to know that for this kind of prediction methodology based in AI classifiers, an increase in 
the weight of the primitive polynomial makes the problem much harder than the same increase in 
the degree of the feedback polynomial. Anyway, most of the feedback polynomials used in LFSRs 
nowadays are sparse. 
Additional c4.5 advantages 
We have completely justified the use of the c4.5 classifier in [ 11, showing that it produces 
the best results when compared against other algorithms. Only the Prism classifier achieves 
comparable results, but has some drawbacks that make it less recommendable than the c4.5 
algorithm. Between then, perhaps the most important is that it does not guarantee that all test 
instances will be classified, something completely unacceptable in our particular application. When 
working with so many instances, efficiency starts playing an important role, and again, the c4.5 
algorithm is slightly more efficient in time and memory than Prism. 
Another advantage of the c4.5 algorithm is its tree pruning phase, in which it prunes long 
subtrees that do not increase the prediction accuracy significantly. As a result of this phase, simpler 
and usually better models arise, as seen in the next Figure: 
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This is one of the greatest advantages of c4.5: when the training data is enough, it also 
discovers the relation between the output bits induced by the feedback polynomial. In the example 
above, as shown in Figure 2, we can see the pruned tree: 
5 = 0  
I 4 = 0: 0 (1949.0) 
5 = 1  
I 4 = 0 :  1 (2012.0) 
1 4 = 1: 0 (2008.0) 
I 4 = 1: l(2012.0) 
that can be interpreted as 
if the bit in the position 5 is 0 
then 
if the bit in the position 4 is 0 then class is 0 
else class is 1 
if the bit in the position 4 is 0 then class is 1 
else class is 0 
else 
This rules are equivalent to 
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class = bit4 XOR bit 5 
In the training and test data, that had a framelength value of 20 (from bit0 to bit19), the class was 
represented by bit 19. So we have 
.bit 19 = bit 4 XOR bit 5 
or, alternatively, 
And, adding x19 to both terms of the equation we get 
that is equivalent to 
X I 9  CD xs @ x4 = 0 
and dividing over x4 we get 
Which is exactly the feedback polynomial of the LFSR. 
So c4.5, apart from being able to predict with perfect accuracy the output of this 
pseudorandom number generator, did also discovered the model used by finding its feedback 
polynomial. 
In the case of the second LFSR, due to its more than double weight, c4.5 needed more 
instances to learn but achieved a 97.69% accuracy with 32000 instances. Increasing the number of 
instances would also slightly increase the accuracy to reach a loo%, and would make c4.5 discover 
the feedback polynomial. 
Conclusions 
It is clear that this work cannot pretend to be definitive or exhaustive in the matter. There 
are many other classifiers that had not been tested, and many additional possibilities (combining 
multiple classifiers, bagging, boosting, etc.) that could also achieve good results. However, we feel 
we have provided enough evidence, after testing more than 15 different classifiers, to prove that the 
c4.5 algorithm is probably the best option for the cryptanalytic problem of predicting an LFSR. 
As a result of this search for other good classifiers, we have also found a bunch of other 
algorithms that, in this particular problem, perform consistently and significantly better that chance. 
This is exactly what a cryptanalyst could dream of the exact accuracy obtained, being a 60% or a 
95% is not so important as far as a significant statistical deviation from random behaviour proves 
the existence of a weaknesses. 
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LFSRs, the pseudorandom number generator model used in this work, are very simple 
generators. Furthermore, there are much more efficient algorithms for predicting them like the 
Berlekamp-Massey algorithm. 
We feel, anyway, that our new prediction approach is interesting at least for two reasons: 
Firstly, the particular model of generator used is supposed by the Berlekamp-Massey algorithm but 
not by our classifier-based model. This implies that the Berlekamp-Massey algorithm could not 
predict any other non-LFSR based model. On the other hand, as our classifier-based model does not 
suppose (and does not take advantage of it) any underlying generator model, it could be used to 
predict different types of non-LFSR based generators. 
In this way, we are approaching the ideal concept of a general next bit predictor that, 
starting with zero knowledge can learn from different instances of a pseudorandom number 
generator to finally be able to predict it. Finally, this basic approach, when extended and improved, 
will offer a new way for trying to break modern state-of-the-art stream ciphers that are based in the 
combination of various LFSRs. 
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