Abstract. We continue the theory of evasion and prediction which was introduced by Blass and developed by Brendle, Shelah, and Laflamme. We prove that for arbitrary sufficiently different f, g ∈ ω ω, it is consistent to have eg < e f , where e f is the evasion number of the space n<ω f (n). For this we apply a variant of Shelah's "creature forcing".
Introduction
In [B] , Blass introduced the concept of evasion and prediction in order to study a certain property of subgroups of (Z ω , +), called the Specker phenomenon. A predictor for the space ω ω is a family Π = (π n : n ∈ D) such that D ∈ [ω] ω and π n :
n ω → ω. Then Π is said to predict x ∈ ω ω if for all except finitely many n ∈ D, π n (x n) = x(n); otherwise x evades Π. The evasion number e is defined as the minimal cardinality of a set X ⊆ ω ω such that for every predictor Π, some x ∈ X evades Π. It is easy to see that ω 1 ≤ e ≤ c holds. Blass proved various relations between e and the standard cardinal invariants of the continuum.
In [Br] , Brendle continued this investigation, and he discovered that this concept is related to yet another algebraic phenomenon, namely the existence of Gross spaces, i.e. a certain kind of vector spaces which are equipped with a bilinear form, which had previously been studied extensively (see [Sp] , [ShSp1] ). Brendle also started to develop a more general theory of evasion and prediction. Given any f ∈ ω ω, we can analogously define a predictor for the space n<ω f (n) = {x ∈ ω ω : (∀n)x(n) < f(n)} as a familiy (π n : n ∈ D) such that π n : i<n f (i) → f (n). The corresponding evasion number e f is then defined as the minimal cardinality of a set X ⊆ n<ω f (n) with the property that every predictor for n<ω f (n) is evaded by some x ∈ X. By i<n f (i) above we meant the cartesian product of natural numbers taken as sets of their predecessors. However, below we will sometimes use the same notation for the arithmetic product.
It is clear that for f ≤ g we have that e ≤ e g ≤ e f . Brendle (see [Br, Lemma 2, p.525] ) proved that for constant f , e f is constant, and he denoted the common value by e fin . Moreover, he defined e ubd , the unbounded evasion number, as min{e f : f ∈ ω ω}. In [Br, p. 526] , Brendle proved the consistency of e < e ubd and of e ubd < e fin .
Slaloms producing predictors
Define cardinal invariants as follows:
It is easy to see that
Note that (I n : n < ω) is a partition of ω into adjacent intervals such that the nth interval I n has size n + 1. Note that if f(n) ≥ 2 always, then P (f ) > n for all n < ω. The following theorem is essentially proved in [B] .
Proof. Let X ⊆ n<ω f (n) with |X| < b 0 (d, P (f )). We have to find a predictor which predicts X. Let I n be as in Definition 1.3. For x ∈ X letx = (x I n : n < ω).
ω such that for all x ∈ X, for almost all n ∈ A,x(n) ∈ S(n). We may interpret S(n) as a subset of the (n + 1)-dimensional Q-vector space Q
In . Since |S(n)| = n, there exists a non-zero linear functional c n : Q In → Q which annihilates every vector in S(n). For i ∈ I n let e i ∈ Q
In be the unit vector defined by e i (j) = δ ij (Kronecker), let c n i = c n (e i ), and let d n = max{i ∈ I n : c n i = 0}. It is then clear that for every x ∈ X and n ∈ A withx(n) ∈ S(n), rewriting c n (x(n)) = 0, we have
Therefore, if we define a predictor Π = (
then Π predicts X. Definition 1.5. For functions f, g ∈ ω ω with f (n) ≥ 2 for all n < ω, we say that g runs away from f if there exists A ∈ [ω] ω with increasing enumeration (a n : n < ω) such that the following holds: If we let
) ,
Remark 1.6. For every f ∈ ω ω with f (n) ≥ 2 for all n < ω there exists g which runs away from f . (See the introduction for a stronger result.) Definition 1.7. Assuming that f, g, A and C(n) are as in Definition 1.5, we define a logarithmic measure || || n+1 on [f (a n+1 )] an+1 as follows:
OTMAR SPINAS
Our main result is the following theorem: Theorem 1.9. Let f, g ∈ ω ω be such that f (n) ≥ 2 for all n < ω and g runs away from P (f ). Then there exists a model of ZFC where e g < e f . Remark 1.10. Note that by the remarks before and after the Fact from the Introduction, by Theorem 1.9, for every f ∈ ω ω we can get g ∈ ω ω such that consistently e g < e f .
The proof of Theorem 1.9 will be given in the following two sections. We will construct a forcing Q(P (f ), g, A), where A witnesses that g runs away from P (f ), such that if we force over a model V for CH with a countable support iteration of Q(P (f ), g, A) of length ω 2 , then in the extension b 0 (d, P (f )) = ω 2 is true, but on the other hand there is no predictor for the space n<ω g(n) which predicts n<ω g(n) ∩ V , and therefore e g = ω 1 . By Theorem 1.4, this suffices. The forcing Q(P (f ), g, A) will add a genericd-slalom S with domain A such that for every
Creating creatures
Definition 2.1. Given f, g ∈ ω ω such that f ≥d and g runs away from f , as witnessed by A = {a 0 < a 1 < a 2 < . . . }, define a forcing Q(f, g, A) as follows: Conditions are subtrees p of the tree
such that (1) There exists σ ∈ p such that for every τ ∈ p with σ ⊆ τ , succ p (τ) has at least two elements, but succ p (σ n) has one element for all n < |σ|. Here, by succ p (σ) we denote the set of all x such that σˆ x ∈ p.
(2) For every branch x of p we have that lim n→∞ ||succ p (x n)|| n+1 = ∞.
The order on Q(f, g, A) is inclusion.
Note that σ as in (1) is unique. It will be denoted by stem(p). The collection of τ ∈ p which extends stem(σ) will be denoted by p − . As usual, the set of branches of p is denoted by [p] . The set of nodes of p of length j will be denoted by p j. Given σ ∈ p, let p(σ) be the set of τ ∈ p which either extend σ or are contained in σ.
Remark 2.2. It is easy to see that a filter which is
<ω with |S(a n )| = a n for all a n ∈ A such that for every x ∈ n<ω f (n) ∩ V , for almost all a n ∈ A, x(a n ) ∈ S(a n ). Moreover, from Lemma 2.4 below it easily follows that Q(f, g, A) is proper. By standard results from [Sh3] it follows that a countable support iteration of Q(f, g, A) of length ω 2 has the ℵ 2 -c.c. Therefore, if we iterate forcing with Q(f, g, A) ω 2 times, b 0 (d, f ) = ω 2 will hold, and hence, if f = P (h) for some h with h(n) ≥ 2 always, then by Theorem 1.4, e h = ω 2 will hold. Hence we are left with proving that this iteration does not add a predictor for the space n<ω g(n) which predicts all x ∈ n<ω g(n) ∩ V . This will be proved in Corollary 3.7 below. Definition 2.3. Let p, q ∈ Q(f, g, A) and j, k, N < ω with j ≤ k. Define:
(1) q ≤ * p if q ≤ p and in addition, for all σ ∈ q − ,
and for all σ ∈ p with ||succ p (σ)|| |σ|+1 < N we have
For the rest of this paper we fix f, g ∈ ω ω such that g runs away from f , as witnessed by A ∈ [ω] ω , and we denote Q(f, g, A) by Q.
Lemma 2.4. Suppose p ∈ Q and τ is a Q-name for an element of V and N < ω.
Then the following hold:
(1) There exist q ≤ * N p and j < ω such that for every σ ∈ q j, q(σ) decides τ . (2) If there are no more than C(n) possibilities for τ , for some n < ω, and if q, j are as in (1), then for every
(1) is proved in the proof of [Sh2, Lemma 2.21] . (2) follows from the proof of [Sh2, Lemma 3.7] ; in fact, the argument (decide a finite disjunction by shrinking levels of a condition in a downwards process, dropping norms by at most 1, as long as the completeness of the logarithmic measures permits it) is one of the main features of "creature forcing", and it will used and explained in detail at many places throughout this paper.
Let p ∈ Q and j < ω be such that for every σ ∈ p j, p(σ) decidesḋ and πḋ, say as d(σ) and π(σ). Let n * be minimal such that a n * ≥ min{d(σ) : σ ∈ p j}. Then there exists q ≤ * [n * ,j−1] p such that for each σ ∈ q j it is true that if we let
and πḋ (and so clearly as d(σ) and π(σ)).
, dropping the norm by at most 1. We do this for all ν ∈ p j − 1 and thus obtain a tree p j ≤ * [j−1] p. We repeat this process at level j − 2 of p j , as follows. Let ν ∈ p j j − 2. Note that for each σ ∈ succ pj (ν), either p j (σ) "ḋ > a j−1 ", or else p j (σ) decidesḋ and π, say as
be as defined above, and let B(ν) = {σ ∈ succ pj (ν) : p j (σ) "ḋ > a j−2 "}. As before we may shrink succ pj (ν) for each ν ∈ p j j − 2 to obtain p j−1 ≤ * [j−2] p j with the property that for every ν ∈ p j−1 j − 2, succ pj−1 (ν) equals either B(ν) or A (d, π, ν) for some d, π, and therefore we have that either p j−1 (ν) "ḋ > a j−2 " or else p j−1 (ν) decidesḋ and πḋ. In this fashion we continue until we obtain p n * +1 ≤ Now let q = p n * +1 . It follows immediately from the construction that q ≤ * [n * ,j−1]
p. Now let σ ∈ q j and let i * be defined as in the Lemma. By construction we have that for every i * ≤ i ≤ j, either q(σ i) decidesḋ and π, or else q(σ i) "a i <ḋ". But the second alternative is impossible for i * .
Corollary 2.6. Letḋ, πḋ, p, j, q, d(σ) and π(σ) be as in Lemma 2.5. Then for
for some σ ∈ q j, and let i * = min{j, min{i : a i ≥ d}}. By Lemma 2.5, there are at most 0<i≤i * f (ai) ai many functions π : i<d g(i) → g(d) such that π = π(σ) for some σ ∈ q j. Since by Definition 1.5(ii) we have that
not in the range of any π(σ) with σ ∈ q j and d(σ) = d. It is now easy to find x as desired.
Iterating creatures
(2) By induction on α * = max(F ) we define simultaneously when (σ α : α ∈ F ) is p-possible of length j, and p(
k be such that p is (F, j)-determined. Let τ be a P ω2 -name and X ⊆ V be finite such that p "τ ∈ X", and the size of X is restricted as follows:
Moreover, suppose that for some N < ω, for all α ∈ F we have that
Then there exists an (F, j)-determined q ≤ * F,N p such that for every q-possible (σ α : α ∈ F ) of length j, q(σ α : α ∈ F ) decides τ , and moreover q α "q(α) j = p(α) j", for all α ∈ F .
Proof. We prove it by induction on max(F ). Let α = max(F ). Working in V
Pα , there exists a Q α -name q 1 for a condition in P α+1,ω2 such that Qα "q 1 ≤ p [α + 1, ω 2 ) ∧ q 1 decides τ ". By Lemma 2.4 there exists q(α) ≤ * N p(α) with q(α) j = p(α) j, such that for every σ ∈ q(α) j, q(α)(σ) decides how q 1 decides τ . So in V we have a P α -name for a function from 0<i≤j
into X whose restriction to q(α) j describes these decisions. There are no more than
) such functions, and
Therefore, by induction there exists some (F ∩ α, j)-determined q 0 ≤ * F ∩α,N p α such that for every β ∈ F ∩ α, q 0 β "q 0 (β) j = p(β) j", and moreover for every q 0 -possible (σ β : β ∈ F ∩ α) of length j and every σ ∈ q(α) j as determined
<ω , and let τ be a P ω2 -name for an element of V . Then there exist j 1 ≥ j 0 and an (F, j 1 )-determined q ≤ * F,N p such that for every q-possible (σ α : α ∈ F ) of length j 1 , q(σ α : α ∈ F ) decides τ , and, moreover, for all α ∈ F we have that
Proof. By induction on max(F ). Let α = max(F). Work in V
Pα first. There we have a Q α -name q 1 for a condition in P α+1,ω2 below p [α + 1, ω 2 ) such that Qα "q 1 decides τ ". By Lemma 2.4, there exist q(α) ≤ * N p(α) and j 2 ≥ j 0 such that for every σ ∈ q(α) j 2 , q(α)(σ) decides how q 1 decides τ , and moreover for all i ≥ j 2 and σ ∈ q(α) i, ||succ q(α) (σ)|| i+1 ≥ N . By the induction hypothesis there exist j 3 ≥ j 0 and (F ∩ α, j 3 )-determined q 2 ≤ * F ∩α,N p α such that for every q 2 -possible (σ β : β ∈ F ∩ α) of length j 3 the following hold:
(
Let j 4 be the maximum over all the j 2 (σ β : β ∈ F ∩ α). Now we may apply (part of) the induction hypothesis once more to obtain j 1 ≥ max{j 3 , j 4 , |F | − 2} and (F ∩ α, j 1 )-determined q 3 ≤ * F ∩α,N q 2 such that for all β ∈ F ∩ α we have that
Finally we apply Lemma 3.2 with p = q 3 , F = F ∩ α, j = j 1 , and τ = q(α) j 1 , to obtain (F ∩ α, j 1 )-determined q 0 ≤ * F ∩α,N q 3 . For this, note that there are less than N 3 (j 1 ) possibilities for τ , and by Definition 1.5 and the choice of j 1 we have
Then j 1 and q = q 0ˆq (α)ˆq 1 are as desired.
Proof. Let F = {α 0 < α 1 < · · · < α i * −1 }. Fix some p-possible (σ αi : i < i * − 1) of length j, and let ν = σ α i * −2 j − 1.
By N 3 (j − 1)-completeness of || || j we may shrink succ p(α i * −2 ) (ν), dropping the norm by at most 1, to some set S such that p(α i * −1 ) j, as determined by p(σ α0 , . . . , σ α i * −3 , σ) α i * −1 , is constant as we vary σ ∈ S. We do this shrinking for each succ p(α i * −2 ) (ν), where for some p-possible (σ α0 , . . . , σ α i * −2 ) of length j, ν = σ α i * −2 j − 1, thus obtaining some p i * −2 ≤ * [j−1] {α i * −2 } p. Now fix some p i * −2 -possible (σ αi : i < i * − 2) of length j, and let ν = σ α i * −3 j − 1. We want to shrink succ p(α i * −3 ) (ν), dropping the norm by at most 1, to some set S such that
(1) p(α i * −2 ) j − 1, as determined by p(σ α0 , . . . , σ α i * −4 , σ) α i * −2 , is constant as we vary σ ∈ S, and (2) p(α i * −1 ) j − 1, as determined by p(σ α0 , . . . , σ α i * −4 , σ, ρ), is constant as we vary σ ∈ S, for every ρ ∈ p(α i * −2 ) j − 1.
For this we need N 3 (j −1)( 0<i≤j1
ai N 3 (j −1))-completeness of || || j , which we have by Remark 1.8. By doing this shrinking for all succ p(α i * −3 ) (ν) as above we
Continuing similarly, finally we obtain p 0 ≤ * [j−1] {α0} p 1 . For this last step we will need that || || j is
Hence we need
But this holds by Remark 1.8. Let p j−1 = p 0 . Then p j−1 is (F, i)-determined for i ∈ {j, j − 1}, and we have
Continuing similarly, we construct
Continuing similarly, we obtain a descending chain of conditions
Note that in the process of constructing p
This is true by remark 1.8. We let q = p i * . Then q is as desired. We displayed the completeness of || || i * +1 needed to get p i * rather than the general case (completeness of || || i+1 needed to get p i ), since it is here that we need |F | ≤ i * , whereas in the general case we only need |F | ≤ i.
Corollary 3.5. Let Π = (π d : d ∈Ḋ) be a P ω2 -name for a predictor for the space n<ω g(n). Let (ḋ(n) : n < ω) be the increasing enumeration ofḊ, and let p ∈ P ω2 . There exist q ≤ p and sequences (F n : n < ω) and (j n : n < ω) such that the following hold:
(1)
Proof. Using Lemma 3.3 and a standard bookkeeping, it is straightforward to construct sequences (F n : n < ω), (j n : n < ω), (N n : n < ω) and (q n : n ∈ ω) such that the following hold:
(1) |F n | = n, F n ⊆ F n+1 , and for every α ∈ dom(q n ) there exists m with α ∈ F m ; (2) q n is (F n , j n )-determined and q n+1 ≤ * Fn+1,Nn+1 q n ; (3) for every q n+1 -possible (σ α : α ∈ F n+1 ) of length j n+1 , q n+1 (σ α : α ∈ F n+1 ) decidesḋ(a jn ) and πḋ (aj n 
It is then easy to see that (q n : n < ω) has an infimum, which we call q 0 . Next we construct (q
q n 0 , and q n+1 0 is (F n+1 , i)-determined for every i ∈ [a jn , j n+1 ], for every n < ω. This is possible by Lemma 3.4, using that |F n+1 | = n + 1 < a jn for all n. Since by (3) and (4) we have that j n+1 ≥ a jn > j n for all n, we conclude that (q n 0 : n < ω) has an infimum, which we call q. Then q is as desired.
Lemma 3.6. Letḋ, πḋ be P ω2 -names such that Pω 2 "ḋ ∈ ω ∧ πḋ : i<ḋ g(i) → g(ḋ)". Suppose p ∈ P ω2 is (F, j)-determined and for every p-possible (σ α : α ∈ F ) of length j, p(σ α : α ∈ F ) decidesḋ and πḋ, say as d(σ α : α ∈ F ), π(σ α : α ∈ F ). Let n * be minimal such that a n * ≥ min{d(σ α : α ∈ F ) : (σ α : α ∈ F) is p-possible of length j}. Moreover assume that p is even (F, i)-determined for all i ∈ [n * , j], and that |F | ≤ n * . Then there exists q ≤ * [n * ,j−1] F p such that for every q-possible (σ α : α ∈ F ) of length j, if i * = min{j, min{i :
Proof. Let F = {α 0 < α 1 < · · · < α n * −1 }. The case |F| < n * is similar. By applying Lemma 2.5 to p(α n * −1 ) in V Pα n * −1 we obtain q(α n * −1 ) ≤ * [n * ,j−1] p(α n * −1 ) as there. Moreover, since p is (F, j)-determined, for each p-possible (σ αi : i < n * − 1) of length j we may perform the shrinking of p(α n * −1 ) j as determined by p(σ αi : i < n * − 1) α n * −1 in V . Hence we may obtain q(α n * −1 ) such that p n * −1 := p α n * −1ˆ q(α n * −1 ) ˆp [α n * −1 + 1, ω 2 ) is (F, j)-determined. Now suppose that for some r < n * −1 we have already obtained (F, j)-determined p r+1 ≤ * [n * ,j−1] {αr+1,...,α n * −1 } p, such that for every p r+1 -possible (σ α : α ∈ F ) of length j the following holds:
(1) If i * = min{j, min{i : a i ≥ d(σ α : α ∈ F )}}, then p r+1 (σ α0 , . . . , σ αr , σ αr+1 i * , . . . , σ α n * −1 i * )
"ḋ = d(σ α : α ∈ F ) ∧ πḋ = π(σ α : α ∈ F )".
