Abstract. Continuous linear programs have attracted considerable interest due to their potential for modelling manufacturing, scheduling and routing problems. While efficient simplex-type algorithms have been developed for separated continuous linear programs, crude time discretization remains the method of choice for solving general (non-separated) problem instances. In this paper we propose a more generic approximation scheme for non-separated continuous linear programs, where we approximate the functional decision variables (policies) by polynomial and piecewise polynomial decision rules. This restriction results in an upper bound on the original problem, which can be computed efficiently by solving a tractable semidefinite program. To estimate the approximation error, we also compute a lower bound by solving a dual continuous linear program in (piecewise) polynomial decision rules. We establish the convergence of the primal and dual approximations under Slater-type constraint qualifications. We also highlight the potential of our method for optimizing large-scale multiclass queueing systems and dynamic Leontief models.
Introduction
We consider continuous linear programming problems of the form CLP: minimize CLP is perceived to be a very hard problem. Analytical methods based on continuous-time dynamic programming can only be used to solve small and wellstructured instances. The most common numerical solution technique, which was pioneered by Buie and Abrham [7] , is to convert CLP to a finite-dimensional linear program through time discretization. This approach was later refined by Pullan [23] , Philpott and Craddock [22] and Luo and Bertsimas [16] a.e., see Anderson [2] . We remark that SCLP has a more benign structure than CLP as it separates integral and pointwise constraints. If the problem data is piecewise constant/linear, SCLP can be shown to admit a piecewise constant solution, see Anderson et al. [3] . This desirable property is heavily exploited in most existing time discretization schemes and has also motivated attempts to develop simplex-type algorithms for SCLP, see Lehman [14] , Segers [24] , Hartberger [10] , Perold [21] and Weiss [28] .
Despite the superior modeling power of CLP over SCLP, research on nonseparated continuous linear programs has stagnated over the last decades. Due to a lack of structural results about their optimal solutions, time discretization remains the state-of-the-art method to solve generic instances of CLP. In this paper we propose a new solution technique that is not based on time discretization.
Instead, we approximate the policies in CLP by polynomial and piecewise polynomial decision rules. This restriction results in a conservative approximation for CLP and an upper bound on its optimal value. The aproximation accuracy is controlled by a single parameter, that is, the degree of the polynomial decision rules. We remark that this approach is quite natural since arbitrary polynomials can emerge as solutions to CLP even if the problem data is time-independent. a.e., which can be recognized as an instance of CLP. It is easily seen that all inequalities are binding and that x 1 (t) = a 0 + a 1 t + · · · + a d t d at optimality. Note that it is also possible to construct instances of CLP for which piecewise polynomial or piecewise exponential functions are optimal by suitably generalizing this example.
A key feature of the polynomial decision rule approach advocated in this paper is that the best polynomial policy of a given fixed degree can be found efficiently by solving a tractable conic optimization problem. Indeed, restricting the policies in CLP to polynomials yields a semi-infinite optimization problem with polynomial inequality constraints. By using sums-of-squares techniques due to Nesterov [20] , we will show the equivalence of this problem to a semidefinite program that can be solved in polynomial time.
Another attractive property of our approach is that the approximation quality can be measured reliably and efficiently. By solving the dual of CLP in (piecewise)
polynomial decision rules, we obtain a lower bound on the true optimal value.
The gap between the upper and lower bounds associated with the primal and dual approximations, respectively, estimates the degree of suboptimality of the best polynomial policy. This optimality gap can be computed efficiently since the upper and lower bounds are equal to the optimal values of two tractable conic optimization problems.
We remark that the polynomial decision rule approach may also be useful to solve instances of SCLP with piecewise constant/linear data. Indeed, the complexity of SCLP is unknown, but there is evidence suggesting that the number of breakpoints of the optimal solutions can grow exponentially [8] . For large instances of SCLP it may therefore be unreasonable to search for an exact solution.
In this case, the best (piecewise) polynomial policy (with a moderate number of breakpoints) may incur an acceptable loss of optimality at an affordable computational cost.
Finally, we emphasize that our approach is asymptotically consistent; we will demonstrate that the approximation error can be driven to zero by increasing the degree of the (piecewise) polynomial decision rules (and/or by partitioning the planning horizon).
In summary, the main contributions of this paper are:
• We propose an approximation scheme for generic continuous linear programs with (piecewise) polynomial data. Specifically, we restrict the func-tional form of the policies in CLP to (piecewise) polynomials of a fixed degree and demonstrate that the arising approximate problem is equivalent to a tractable semidefinite program, which can be solved efficiently.
• By applying our approximation not only to CLP but also to its dual, we obtain upper and lower bounds on the minimum of CLP, respectively. The gap between the bounds quantifies the degree of suboptimality of the best polynomial policy, and the trade-off between the precision and complexity of our approximation is controlled by the degree of the polynomial policies.
• We establish the convergence of the primal and dual approximations as the degree of the polynomial decision rules tends to infinity.
The rest of this paper is structured as follows. Section 2 discusses algebraic conditions ensuring the solvability of CLP, while Section 3 develops polynomial decision rule approximations for CLP and its dual, respectively, and derives tractable conic programming reformulations of the arising approximate problems.
In Section 4 we demonstrate the asymptotic consistency of this approximation as the degree of the polynomials tends to infinity. A refined approximation based on piecewise polynomial decision rules is elaborated in Section 5, and Section 6 presents computational results that highlight the potential of our method for optimizing large-scale multiclass queueing systems and dynamic Leontief models.
Notation We denote by |v| the Euclidean norm of a vector v ∈ R n . For any matrix A ∈ R n×m , A = sup v =0 |Av|/|v| is the operator norm of A and pos(A) = {Av : v ≥ 0} ⊆ R n the cone generated by the columns of A. Moreover, I denotes the identity matrix and e stands for the vector of ones; their dimensions will always be clear from the context. We define S n as the space of all symmetric n × n matrices. For A, B ∈ S n , the relation A B means that A − B is positive semidefinite, and tr(A) denotes the trace of A. CLP: minimize
In the remainder, we often assume that CLP satisfies the following conditions. The requirement in (C1) that G and H be time-independent seems restrictive, but it could easily be relaxed at the expense of additional notation. Condition (C2) ensures feasibility of CLP, while (C3) ensures dual feasibility; see [9, Corollary 7] . We emphasize that these assumptions are very mild. Note that (C2), for instance, is trivially satisfied if pos(
which, by cone duality, is equivalent to {x : Gx ≥ 0, x ≥ 0} = {0}. The latter condition can always be enforced when the feasible set of CLP is bounded (by appending redundant constraints if necessary). Moreover, it is a sufficient condition for boundedness of the feasible set [26, Lemma 7] . Note that we require the constraints in CLP to hold only for almost every t ∈ [0, 1]. This standard convention allows us later to use existing duality results in a straightforward way [9] . 
, where P d denotes the truncation operator that maps ζ(t) to ζ d (t). In the remainder of this section we will assume that problem CLP has polynomial data. Thus, we tighten condition (C1) as follows.
(C1') b and c are polynomials of degree d ∈ N, while G ∈ R m×n and H ∈ R m×n .
Assumption (C1') implies that the right hand side vector and the cost rate of CLP are representable as b(t) = Bζ d (t) and c(t) = Cζ d (t) for some coefficient matrices B ∈ R m×(d+1) and C ∈ R n×(d+1) , respectively. Note that (C1') implies the weaker condition (C1 
Upper Bound Approximation
Finding the optimal value and/or an optimal policy for CLP is hard, see e.g. [8] .
Thus, we subsequently pursue the more modest goal of finding the best polynomial policy of a given degree. By restricting the decision rules in CLP to polynomials, we obtain an upper bound on its optimal value. In this section we demonstrate that finding the best polynomial policy (which is generically suboptimal) is a computationally tractable problem.
Select first the degree θ ∈ N of the polynomial decision rule. Note that θ is a design parameter, which allows the modeler to control the approximation quality.
In the following, we focus on polynomial decision rules of the form x(t) = Xζ θ (t)
for some X ∈ R n×(θ+1) . Substituting this expression into CLP yields
where M = where the integration operator J is defined through J ij = 1/i if j = i + 1; = 0 otherwise, i, j ∈ N. Thus, the inequality constraints in CLP θ are equivalent to
By exploiting now standard sums-of-squares techniques, we can reformulate these inequalities in terms of manifestly tractable conic constraints. This reformulation relies in the following two theorems due to Nesterov [20] .
Theorem 3.1 (Nonnegative Polynomials-Even Case). Assume that p = 2q for some q ∈ N. Then, for any x ∈ R p+1 the following statements are equivalent:
Proof. To keep this paper self-contained, we repeat the short proof of this result using our notation. Define
and
where 
It is easy to verify that the linear operators Λ 1 and Λ * 1 as well as Λ 2 and Λ * 2 are adjoint to each other in the sense that
Assume now that there exist Y 1 ∈ S q+1 and Y 2 ∈ S q such that Y 1 0, Y 2 0 and
. Thus, we have
. By the Markov-Lukács theorem [12] , there exist x 1 ∈ R q+1 and x 2 ∈ R q such that
where
Theorem 3.2 (Nonnegative Polynomials-Odd Case). Assume that p = 2q + 1 for some q ∈ N. Then, for any x ∈ R p+1 the following statements are equivalent:
Proof. The proof parallels that of Theorem 3.1 and is therefore omitted.
For the further argumentation we define
as the cone of nonnegative univariate α-dimensional polynomials of degree β, where α, β ∈ N. By Theorems 3.1 and 3.2, the cone K β α is computationally tractable as it is representable as the image of a 2α-fold product of semidefinite cones under a linear mapping.
Note that the infinite column matrix GXP θ + HXP θ J − BP d contains only zeros in all columns i > η = max{d, θ + 1}. These zero columns can be removed by postmultiplying by P η . Thus, the polynomial inequality constraints in CLP θ can be reexpressed as
In summary, the semi-infinite program CLP θ is therefore equivalent to the following tractable conic program. Proof. Under mild assumptions, interior point methods can solve semidefinite programs of the type
Moreover, if all matrices A i have a block-diagonal structure with blocks A ij ∈ S q j , j = 1, . . . , J, with j q j = q, then the computational effort can be reduced to O(p 2 q The main insights of this section are summarized in the following theorem.
Theorem 3.4 (Upper Bounds). If (C1') holds, then inf CLP θ ≥ inf CLP, and inf CLP θ that can be computed efficiently for any fixed θ ∈ N by solving the conic program (3.2).
Lower Bound Approximation
The approximation scheme proposed in Section 3.1 has the desirable property that the best polynomial policy of a given fixed degree is implementable in reality (as it is feasible in CLP). Even more importantly, this policy can be computed efficiently. A weakness of the method is that it provides no information about the degree of suboptimality of the best polynomial policy. In order to measure the loss of optimality incurred by the approximation, we now investigate the dual of CLP. Solving this dual problem in polynomial policies will enable us to estimate the degree of suboptimality of the best primal polynomial policy.
For the further argumentation, we consider the following dual problem of CLP.
Proof. See e.g. [9, Theorem 1]. We remark that if CLP * is feasible, the claim can be established even if only (C1) and (C2) hold.
Theorem 3.6.
(i) If (C1) holds, then inf CLP ≥ sup CLP * (Weak Duality).
(ii) If (C1)-(C3) hold, then min CLP = max CLP * (Strong Duality). [9] .
Solving CLP * in polynomial decision rules of degree θ ∈ N results in the following approximate problem.
Note that CLP * θ is obtained by reducing the feasible set of the original dual problem, and thus we have sup CLP * θ ≤ sup CLP * . If the conditions for weak duality are satisfied (see Theorem 3.6), then we further have sup CLP * θ ≤ inf CLP. It can be shown that CLP * θ is equivalent to the tractable conic program
where the adjoint integration operator J * is defined through
that is, J * ij = 1/i if j = 1 or j = i + 1; = 0 otherwise, i, j ∈ N. Problem (3.3) is equivalent to a semidefinite program that can be solved to any accuracy in polynomial time O(η The insights of this section culminate in the following theorem. 
Convergence
If the degree θ of the primal and dual polynomial decision rules grows, we expect the optimal values of the tractable approximate problems CLP θ and CLP * θ to converge from above and below, respectively, to the optimal value of the original problem CLP. We prove this convergence result under two additional mild assumptions, which are obtained by tightening (C2) and (C3). To prove the postulated convergence result, we first demonstrate that (C2') and (C3') imply strict feasibility of CLP and CLP * , respectively.
, is strictly feasible in CLP if there exists δ > 0 with
(4.1a)
Similarly, a dual policy y ∈ L Proof. Assume that (C1) and (C2') hold. Then, CLP is strictly feasible iff
Hx(r)dr ≥ b(t) + δe a.e., x(t) ≥ 0 a.e.} (4.2)
for some δ > 0. Next, set δ = ε/ √ m and notice that b(t) + δe ∈ pos(G, −I) due to condition (C2'). Thus, the feasibility problem on the right hand side of (4.2)
satisfies the conditions (C1) and (C2), which guarantee gap-free duality, see the proof of Theorem 3.6. The inequality (4.2) is therefore equivalent to is true, which implies that CLP is strictly feasible. Strict feasibility of CLP * is proved in a similar way.
Strict feasibility will enable us to approximate the optimal (generically nonsmooth and/or discontinuous) policies of CLP and CLP * by feasible polynomial policies. In order to construct these polynomial approximations, we will need the concept of a mollifier. We thus introduce a sequence {φ v } v∈N of mollifier functions with the following properties [1] .
(i) φ 1 : R → R is continuous.
(ii) φ 1 (t) > 0 for |t| < 1 and φ 1 (t) = 0 for |t| ≥ 1.
(iv) φ v (t) = vφ 1 (vt) for all t ∈ R and v ∈ N.
Moreover, for any v, w ∈ N we introduce a linear mollification operator defined as
where the dependence of M v on w is notationally suppressed.
Lemma 4.3. The mollification operators M v , v ∈ N, satisfy:
w the following implication holds:
Proof. Basic properties of mollifiers are established in [1] . Proof. The conditions (C1') and (C3') imply that CLP is solvable, while (C1') and (C2') imply that it is strictly feasible, see Theorem 2.1 and Proposition 4.2.
Thus, there exists x (1) ∈ L ∞ n feasible in CLP with ϕ(x (1) ) = ϕ opt , and there exists
n that satisfies the strict feasibility condition (4.1a) with δ (2) > 0. For λ ∈ [0, 1] consider the convex combination
For every λ ∈ (0, 1], x λ is strictly feasible in CLP. Since the function λ → ϕ(x λ ) is affine and thus continuous, there exists λ 0 ∈ (0, 1] such that x (3) = x λ 0 is strictly feasible in CLP with δ (3) = λ 0 δ (2) and satisfies
By using the mollification operators, we can define policies 
Note that v 1 exists by Lemma 4.3(iii) since the right hand side vector b of the constraints in CLP is a continuous polynomial. Moreover, select v 2 ∈ N such that
The existence of v 2 is guaranteed by Lemma 4.3(ii). Next, definev = max{v 1 , v 2 } and set x (4) = xv. We argue now that x (4) is strictly feasible in CLP with . Moreover, we have
where the inequality follows from Proposition 4.3(iv) and the strict feasibility of
This establishes strict feasibility of x (4) in CLP. Finally, we find
where the first inequality holds due to Hölder's inequality, and the second inequality follows from (4.6). We have thus shown that x (4) represents a near-optimal and strictly feasible policy which is continuous.
Next, set
By the Stone-Weierstrass theorem [11] there exists a polynomial x (0) : [0, 1] → R n of unspecified degree with the property that
We next show that x (0) is strictly feasible in CLP with δ (0) = δ (4) /2 > 0. To this end, we define z (4) (t) = t 0 x (4) (r)dr and z (0) (t) = t 0 x (0) (r)dr and observe that
Next, we obtain
where the first inequality holds due to (4.8) and (4.9), while the second inequality follows from the definition of η and the strict feasibility of x (4) . From (4.8) it is also clear that
We have thus shown that x (0) represents a strictly feasible and polynomial policy which is near-optimal. Indeed, the estimates (4.4), (4.7) and (4.10) imply that |ϕ opt − ϕ(x (0) )| ≤ . This observation completes the proof.
We remark that the theorem remains valid if only (C1') and (C2') hold while CLP has a finite optimal value (but may not be solvable). 
where ϕ * (x) = 1 0 b(t) y(t)dt, and ϕ * opt denotes the optimal value of CLP * .
Proof. The proof widely parallels that of Theorem 4.4 and is therefore omitted.
The theorem remains valid if only (C1') and (C3') hold while CLP * has a finite optimal value.
Corollary 4.6. If (C1')-(C3') hold, then {inf CLP θ } θ∈N and {sup CLP * θ } θ∈N converge from above and below, respectively, to sup CLP * = inf CLP.
Piecewise Polynomial Decision Rules
It is well-known that the optimal solutions of CLP and CLP * can have kinks or even discontinuities, which are difficult to approximate with polynomials. In order to improve the approximation quality and to tighten the bounds of Section 3, one could therefore allow for more flexible decision rules with kinks and jumps. In view of our previous results, it is natural to investigate the class of piecewise polynomial policies with a finite set of preassigned breakpoints at 0 = t 0 < t 1 < · · · < t k = 1. Having introduced the notation for discontinuous policies, we can relax condition (C1') to allow for piecewise polynomial right hand side vectors and cost rate functions without further complicating our exposition.
(C1") b and c are polynomials of degree d ∈ N on the interval t ∈ [t l−1 , t l ) for each l = 1, . . . , k, while G ∈ R m×n and H ∈ R m×n .
Condition (C1") implies that there exist
. . , k. The more restrictive condition (C1') is recovered by setting B l = B 1 and C l = C 1 for all l.
Denote by CLP k,θ a restriction of CLP in which we optimize only over piecewise polynomial policies of degree θ ∈ N, that is, policies of the form x(t) =
provide a finite parameterization of the policy space. Using arguments familiar from Section 3.1 it can be shown that CLP k,θ is equivalent to The conic program (5.11) also involves generalized cones of the type
for α, β ∈ N and l = 1, . . . , k, which are representable as linear images of 2α-fold products of semidefinite cones; see Theorems 3.1 and 3.2. This implies that CLP k,θ is computationally tractable for fixed k and θ.
In analogy to the discussion above, we can introduce a restriction CLP * l,θ of the dual problem CLP * in which we optimize only over polynomial policies of
Here, the matrices Y l ∈ R n×(θ+1) , l = 1, . . . , k, provide a finite parameterization of the policy space. Using arguments familiar from Section 3.2 it can be shown that CLP * k,θ is equivalent to Remark 5.2. Instead of using preassigned breakpoints and a uniform fixed degree for the polynomial policies on all subintervals, one could devise an adaptive algorithm that sequentially adds or removes breakpoints and increases or decreases the polynomial degrees on the subintervals with the goal to minimize the optimality gap subject to size constraints on the arising conic programs. Adaptive algorithms for the placement of breakpoints in SCLP have been suggested by Pullan [23] . Luo and Bertsimas [16] went even further by treating the length of each discretization interval as a decision variable.
Numerical Examples
We illustrate the performance of the proposed solution methods on example problems from queueing theory and economics. Problems of this kind have motivated much of the research on continuous linear programming. All computations are performed within Matlab 2008b and by using the YALMIP interface [15] of the SDPT3 optimization toolkit [25] .
Multiclass Queueing Networks
Consider the multiclass queueing network depicted in Figure 1 , which could represent a multi-tier web system [17] . The system consists of four front servers (A-D) and two back-end servers (E and F), and it accepts eight different classes of requests that arrive in a single burst. We assume that class i requests arrive at rateḃ i (t) = κ i max{t − 10 3 t 2 , 0}, where κ i is specified in Table 1 . This is a stress case for a real system since handling burstiness is a difficult unsolved problem in system management [18] . Requests processed by the front servers are either routed to the back-end servers with probability (EXIT). Upon processing, the back-end servers feed the requests back to the front servers. Class i requests are processed at rate x f,i (t) by the front servers and at rate Denote by τ i the time required to process a class i request on a single processor, see Table 1 . If a front server is not fully loaded (e.g., it has idle processors), its output rate for class i requests is therefore bounded above by n f,i (t)/τ i . This implies τ i x f,i (t) ≤ n f,i (t). Similarly, we have τ i x b,i (t) ≤ n b,i (t) for partially loaded back-end servers. Assume now that each front (back-end) server accommodates Table 1 : Parameters of request classes in parallel by front server A, τ 1 x f,1 (t) + τ 2 x f,2 (t), may never exceed N f . Similar constraints hold for all other servers in the system. Completed requests flow out of the system at rate x out (t) = 1 5
We choose the servers' processing rates in order to minimize the average backlog of the system over a planning horizon T = 2.2, that is, we seek to minimize
The control problem outlined above can be viewed as an instance of CLP with piecewise polynomial data. Note that the problem cannot be reformulated as an instance of SCLP because the output rate constraints for partially loaded servers couple the output rates with the queue lengths. We obtain upper and lower bounds on its optimal value by solving the conic programs CLP k,θ and CLP * k,θ , respectively, for different values of k and θ. One breakpoint is always placed at t = , where theḃ i (t) have a kink. All other k − 1 breakpoints are equally spaced on the interval [0, T ]. Figure 2 reports the optimality gaps
and the CPU times τ k,θ for solving both CLP k,θ and CLP * k,θ . First we notice that polynomial policies of degree 4 and 5 without breakpoints achieve a smaller optimality gap than piecewise constant policies with 20 breakpoints. Moreover, the polynomial policies can be computed about 3 times faster. To showcase the merits of using piecewise polynomial policies, we determine for each time budget τ the smallest optimality gap ∆(τ ) = min{∆ k,θ : τ k,θ ≤ τ } that can be computed in time less than τ . Similarly, we determine the smallest optimality gap ∆ 0 (τ ) = min{∆ k,0 : τ k,0 ≤ τ } achievable with piecewise constant policies only. We emphasize that even if the arrival ratesḃ i (t) were time independent, most algorithms for separated continuous linear programs could not be applied to the example problem at hand since the capacity constraints couple the output rates with the queue lengths. 
Continuous-Time Leontief Models
Consider a closed economy consisting of n industries, each producing a different homogeneous good i = 1, . . . , n. We denote by A ∈ R n×n the economy's consumption matrix, where A ij represents the input amount of good i consumed by the jth industry in order to produce a unit output of good j. Thus, in order to sustain the output rate x(t) ∈ R n the economy requires an input rate Ax(t),
implying that the net production rate amounts to (I − A)x(t). We require that there should be no disinvestment of stocks of goods in the production process at any time, that is, (I − A)x(t) ≥ 0 a.e. If α ∈ R n denotes the initial stock then the program with constant data, which was originally discussed in [26] .
a.e.
(6.1)
We solve an instance of (6.1) with n = 25 industries and a planning horizon of T = 30 years. The input data of the problem is provided in Tables 2 and 3 . The consumption matrix A and the initial stock α are based on aggregate data for the US economy [13, § 2.6]. We obtain upper and lower bounds on the optimal value of problem (6.1) by solving the associated conic programs CLP k,θ and CLP * k,θ , respectively, for different values of k and θ. As usual, the breakpoints are equally spaced within the interval [0, T ], and the optimality gaps ∆ k,θ are computed as in Section 6.1. We remark that the approximations corresponding to k = 0 coincide with the approximations based on time discretization described in [26] ; to the best of our knowledge these are the only existing approximations applicable to (non-separated) problems of the type (6.1).
The best piecewise constant policy found within 200 s has k = 39 uniform breakpoints and achieves a disappointing optimality gap of 46%. In contrast, the best piecewise polynomial policy found within the same time frame corresponds to k = 10 and θ = 3 and achieves an excellent optimality gap of 1%. Figure 3 illustrates the trade-off between accuracy and complexity of the various approximations. As usual, the solid line traces out the best gap for a given time budget over all policies, while the dashed line traces out the best gap achieved with piecewise constant policies only. Even though the optimality gaps for the piecewise constant approximations (θ = 0) are known to converge to zero as k tends to infinity, the convergence is much slower than for the piecewise polynomial approximations (θ > 0). The polynomial decision rules outperform the piecewise constant decision rules more clearly than in the example of Section 6.1 because the optimal policies of the Leontief model are highly nonlinear while those for the queueing model tend to be constant on a sizeable portion of the planning period. 
