This paper considers a portfolio selection problem in which portfolios with minimum number of active assets are sought. This problem is motivated by the need of inducing sparsity on the selected portfolio to reduce transaction costs, complexity of portfolio management, and instability of the solution. The resulting problem is a difficult combinatorial problem. We propose an approach based on the definition of an equivalent smooth concave problem. In this way we move the difficulty of the original problem to that of solving a concave global minimization problem. We present as global optimization algorithm a specific version of the Monotonic Basin Hopping method which employs, as local minimizer, an efficient version of the Frank-Wolfe method. We test our method on three data sets (of small, medium and large dimension) involving real-world capital market indices from major stock markets. The obtained results show the effectiveness of the presented methodology in terms of global optimization. Furthermore, also the out-of-sample performances of the selected portfolios, as measured by Sharpe ratio, appear satisfactory.
Introduction
Portfolio selection theory studies how to allocate an investor's available capital into a prefixed set of assets with the aims of maximizing the expected return and minimizing the investment risk. We denote by n the number of available assets, by µ ∈ R n the vector of expected returns of the assets, and by Q ∈ R n×n the symmetric positive semidefinite matrix whose generic element q ij is the variance of returns of asset i and asset j. Usually both the vector µ and the matrix Q are not known analytically but can be estimated using historical data. Let us assume that one unit of capital is available and that we want it to be fully invested. Then, let x ∈ R n be the vector of decision variables, where x i is the fraction of the available capital to be invested into asset i, with i = 1, . . . , n. Since the available capital is to be entirely used for investment and no short positions are allowed, vector x must satisfy the constraints e T x = 1, x ≥ 0, where e ∈ R n denotes the column vector of all ones. Then, by this notation, µ T x is the expected return of the portfolio and x T Qx is the variance of the portfolio which can be used as a measure of the risk connected with the investment [18] . Hence, the classical Markowitz portfolio selection model [18] seeks for solutions that minimize the risk (x T Qx) while maximizing the expected return (µ T x) of the portfolio. In the traditional Markowitz portfolio selection model [18] this bi-objective problem is transformed into a single-objective optimization problem, where the objective function is the risk of the portfolio (x T Qx), and the expected return (µ T x) of the assets is fixed to a chosen value. Formally, the optimization problem is stated as the following convex quadratic program
where β is the desired expected return of the portfolio. The main drawback of problem (1) is that means and covariances of the assets are not sufficiently accurate since they have to be estimated from historical (and typically) noisy data. Indeed, it is extremely difficult to estimate the mean returns to working precision and this is a known phenomenon referred to as mean blur [16, 19] . Besides, the mean-variance model (1) is very sensitive to distributional input parameters. As a result, the model amplifies any estimation error thus yielding extreme portfolios which, as it can be seen, perform poorly in out-of-sample tests [4, 9, 10, 20] . Several variants of the Markowitz model have been proposed and many attempts have been undertaken to ease the mentioned amplification of estimation errors and yield more stable portfolios. In [3] Bayesian estimation of means and covariances has been employed. In [7, 14] additional portfolio constraints have been imposed in the model in order to guide the optimization process towards more diversified portfolios. In [8] the use of a James-Steiner estimator for the means have been proposed which steers the optimal allocations towards the minimum-variance portfolio. The employment of robust estimators has been investigated in [10] . In [2, 5, 11] an important class of portfolio selection problems has been defined by limiting the number of assets to be held in the portfolio so as to reduce both the transaction costs and the complexity of portfolio management. Such a constraint, as argued in [5] , helps inducing sparsity of the selected portfolio and can be a remedy to the high instability of classic methods for portfolio selection.
In particular, in [1, 2, 6] the Markowitz model has been modified by adding to problem (1) a constraint on the number of assets that can be held in the portfolio. This kind of problems, usually called cardinality-constrained portfolio selection problems, are stated as follows
where x 0 is the so-called zero-norm of x, and indicates the number of nonzero com-ponents of x; -the parameter K is the chosen limit of assets to be held in the portfolio.
Optimal portfolios consisting of a limited number of assets can be achieved by fixing parameter K in (2) to a sufficiently small value, or (as in [5] ) by adding a tunable penalty term (typically the l 1 norm of x) to the objective function of (1) thus promoting sparse solutions. Summarizing, we can say that modern portfolio selection problems involve three partially conflicting objectives:
(a) the risk connected with the portfolio selection (x T Qx), to be minimized, (b) the expected return of the portfolio (µ T x), to be maximized, (c) the number of assets ( x 0 ) held in the portfolio, to be minimized.
As such, we have different alternatives to model the portfolio selection problem as a single-objective optimization problem. In this work we focus on the sparsest portfolio, that is, on the following nonsmooth optimization problem
where β is the desired expected return of the portfolio, and α is the maximum acceptable level of risk. As shown in [2] , Problem (3) is a difficult, in fact NP-hard, combinatorial problem.
Following [17] and [21] , we choose to tackle it by replacing the non-smooth objective function x 0 with a suitable smooth concave approximating function. This leads to an "equivalent" (in a sense to be specified later) concave optimization problem.
In this way, we move the difficulty of solving (3) to that of solving a concave global minimization problem. As a global optimization strategy we adopt the Monotonic Basin Hopping (MBH) method (see, e.g., [15] , [13] ) employing as local minimization procedure an efficient version of the Frank-Wolfe method [12] , useful to solve large dimensional problems. Summarizing, the main contributions of the work are:
-the development of a theoretical analysis aimed to prove the equivalence between a general class of zero norm minimization problems (including (3)) and smooth concave minimization problems; -the design and implementation of a specific version of the (MBH) global optimization method that can be applied to efficiently solve, as pointed out by the numerical experiments, the class of portfolio selection problems here considered.
The paper is organized as follows. In Section 2 we present the concave optimizationbased approach to transform the combinatorial problem (3) into a theoretical equivalent smooth problem. In Section 3 we briefly describe a version [22] of the well-known Frank-Wolfe method employed as local optimizer within our global optimization framework. The proposed global optimization algorithm is presented in Section 4. The results of the numerical experiments are reported in Section 5. Finally, Section 6 contains some concluding remarks.
Concave formulations of zero norm minimization problems
In this section we describe an approach for transforming a zero norm minimization problem, which is nonsmooth, into an equivalent (in some sense) smooth concave optimization problem. The approach used here is very general and can be applied not only to the portfolio selection problem, but to any optimization problem which involves the minimization of the zero norm function over a compact set. Hence, let us consider the problem
where we assume that S ⊂ R n is a compact set. In order to illustrate the idea underlying the concave approach, we observe that the objective function of problem (4) can be written as follows
where s : R → R + is the step function such that s(t) = 1 for t > 0 and s(t) = 0 for t ≤ 0. The approach was originally proposed in [17] , and is based on the idea of replacing the discontinuous step function by a continuously differentiable concave function 1 − e −αt , with α > 0, thus obtaining a problem of the form
x ∈ S, x ≥ 0.
It has been shown in [17] that, by assuming that S is a polyhedral set, the approximating problem (5) is equivalent to the given nonsmooth problem (4) , that is, for α sufficiently large, there exists a solution of (5) which yields a solution of the original problem (4). A similar concave optimization-based approach has been proposed in [23] , where the idea is that of using the logarithm function instead of the step function. The adoption of the logarithm function is practically motivated by the fact that, due to the form of the logarithm function, it is better to increase one variable while setting to zero another one rather than doing some compromise between both, and this should facilitate the computation of a sparse solution. This leads to a concave smooth problem of the form
The equivalence of (6) with (4), namely that for ǫ sufficiently small there exists a solution of (6) which yields a solution of the original problem (4), has been proved in [21] under the assumption that S is a polyhedral set.
Here we remove the assumption that S is a polyhedral set, and we study the equivalence between problem (4) and a problem of the form
where f u : R + → R is a smooth function depending on a parameter u ∈ U ⊆ R.
To this aim we introduce the following assumptions on the parametrized function f u . There existsū ∈ U such that, for any infinite sequence {u k } →ū, we have that:
(iii) for anyx i > 0, and for any sequence
(iv) for each x i ≥ 0, one of the following conditions holds: either
It can be shown that, setting U = R + , we have that assumptions (i)-(iv) above are satisfied, for instance:
-by the function f u (x i ) = (1 − e −uxi ), withū = +∞; -by the function f u (x i ) = log(u + x i ), withū = 0.
In particular, the function f u (x i ) = (1 − e −uxi ) satisfies condition (8) , and function f u (x i ) = log(u + x i ) satisfies condition (9) . Note that whenever condition (8) holds we have
Let {u k } be any sequence convergent toū. For each k, let x k be a solution of (7) with u = u k . Thus, by definition, we have for all k and for each
We prove that any limit point of {x k } is a solution of the original problem (4) . In this way we provide a theoretical justification regarding the transformation of (4) into the class of smooth problems defined by (7) .
Theorem 2.1 Let {u k } be a sequence such that lim k→∞ u k =ū. Let {x k } be a sequence such that x k solves problem (7) with u = u k . Then, the sequence {x k } admits accumulation points, and all of them solve problem (4).
Proof Since, for all k, x k solves Problem (7) , that is, in particular, x k ∈ S, x k ≥ 0. Thus, compactness of S implies that {x k } admits accumulation points. Now, letx be a limit point of {x k } and x ⋆ be a solution of (4). By compactness of S, we have thatx ∈ S,x ≥ 0. Assume by contradiction thatx is not a solution of (4), that is
Consider any i ∈ {1, . . . , n} such thatx i > 0. From assumption (iii) it follows
Then, given any ǫ < 1, two positive integers k 1 (ǫ), k 2 (ǫ) exists such that
Thus, for k sufficiently large, we obtain
Now, let us consider any index i ∈ {1, . . . , n} such thatx i = 0. Using assumption (ii) we have, for all k
¿From (14) and (15) we get that for k sufficiently large we can write
Conditions (11) and (16) imply, as
Now let us distinguish the two cases.
Case I: suppose that condition (8) holds. Using (10) we have
Hence, taking the limits for k → ∞ in (17) we obtain
¿From the above relation and (12) it follows
which contradicts the fact that ǫ < 1.
Case II: suppose that condition (9) holds. First we rewrite relation (17) as follows
Taking limits for k → ∞, using (12) and condition (9) we get that the left member of the above relation tends to +∞, while the right member tends to a finite value (see assumption (ii)), thus yielding a contradiction.
Frank-Wolfe method as local optimizer
In this section we describe an efficient version of the Frank-Wolfe algorithm for minimizing a concave function over a compact convex set and recall some theoretical results about its global convergence (see [22] for further details and proofs). The main motivations for using the Frank-Wolfe algorithm as a local minimizer are the following:
-no need to make a line search when minimizing a concave function over a compact convex set (see Proposition 3.1 below); -possibility to reduce the problem dimension at each step of the algorithm, which leads to significant savings in the computational time (see Propositions 3.2 and 3.3 below).
Let us consider the problem
where S ⊂ R n is a non empty compact convex set having the following form
and f : R n → R is a concave, continuously differentiable function, bounded below on S. A version of the Frank-Wolfe algorithm with unitary stepsize can be described as follows.
Frank-Wolfe -Unitary Stepsize (FW1) Algorithm 1. Let x 0 ∈ R n be the starting point;
The global convergence property of FW1 algorithm is stated in the following proposition [17] .
Proposition 3.1 Let {x k } be a sequence generated by the Frank-Wolfe unitary stepsize algorithm. Then every limit pointx of {x k } is a stationary point of problem (18) .
where φ j : R → R, for j = 1, . . . , n are concave, continuously differentiable functions. We assume that f is bounded below on S.
We observe that problem (21) includes as special cases the concave programming problems presented in the previous section. The next proposition shows that, under suitable conditions on the concave functions φ j , the algorithm does not change a variable once that it has been fixed to zero. 
On the basis of Proposition 3.2 it is possible to define the following version of the Frank-Wolfe algorithm with unitary stepsize, where the problems to be solved are of reduced dimension. In particular, whenever a variable is set to zero at an iteration, the method removes this variable for all the following ones. 
else exit.
The special treatment given in the algorithm to the case k = 0 accounts for the possibility that the method is started from an infeasible point. Note that the problem (22) is equivalent to a problem of dimension n − |I k |, and that I k ⊆ I k+1 , so that the problems to be solved are of nonincreasing dimensions. This yields obvious advantages in terms of computational time. Since Algorithm FW1-RD is different from the standard Frank-Wolfe method, its convergence properties cannot be derived from the known result given by Proposition 3.1. Next proposition shows the convergence of the algorithm to a stationary point.
Proposition 3.3
Let {x k } be a sequence generated by the FW1-RD Algorithm. Suppose there exists a value M such that φ ′ j (0) ≥ M for j = 1, . . . , n, then every limit pointx of {x k } is a stationary point.
Concerning the separable concave objective functions of problems (5), (6), we have, for j = 1, . . . , n and α, ǫ > 0,
Therefore, the assumption of Proposition 3.3 holds for suitable values of the parameters of the above concave functions, so that Algorithm FW1-RD can be applied to solve problems (5), (6).
Global optimization using the Basin Hopping method
In this section we present the global optimization method we used to solve the concave optimization problem. The problem introduced in the previous sections is the minimization of a concave objective function over a compact convex region, that is
where f u : R + → R is a concave function depending on a parameter u and satisfying assumptions (i)-(iv) of Section 2. Although concave minimization is quite a special case of global optimization, with many important properties which may guide towards designing good optimization algorithm, it remains nonetheless an NP-hard problem. Concavity in particular implies that the global optimum will be located at an extreme point of the feasible region; as we saw, Frank-Wolfe algorithm can be employed to find a stationary point which surely belongs to the frontier of the feasible set. Note that each iteration of Frank-Wolfe algorithm applied to (24) requires to solve a problem with linear objective function, one convex quadratic constraint, and linear constraints, and this can be efficiently performed by using modern solvers. However, local optimization is not enough, as the problem under consideration has, in general, many local optima which are not global. Thus there is a need to employ some global optimization strategy in order to fully exploit the interesting properties of the proposed Frank-Wolfe local method. The most elementary strategy for global optimization is Multistart, which merely consists of repeatedly running a local optimization method from randomly chosen starting points and retaining the best local optimum found. A few experiments within the context of the problem described in this paper quickly showed that Multistart is too inefficient, leading to an extremely slow and computationally expensive convergence to the global optimum. Our choice was to try a slightly more elaborated method, Monotonic Basin Hopping (MBH) ( [15] , [13] ). This is a simple iterated local search algorithm which consists in applying a perturbation to the current locally optimal solution and starting a local search from the perturbed point. If the local search leads to an improvement, then the current local optimum is updated; otherwise, it is left unchanged and the procedure is repeated until, for a prefixed number of iterations, no improvement is observed. This MBH procedure might be considered as a refined local search method and included in a Multistart framework. Thus, several runs of MBH are performed starting from randomly selected points. In order to define a MBH-based method some procedures have to be defined and some parameters chosen. In particular, we need:
• a procedure G(), which generates a random starting point • a procedure P(x), which generates a perturbed solution in a prescribed neighborhood of the current point x • a procedure L(f, X, x), which, starting from a point x, produces a local minimum of the objective function f over the feasible set X
Among the parameters to be chosen, most relevant are the number N of Multistart trials to be performed and the number M N I of iterations without improvement after which the current MBH run is stopped. A simplified scheme for Multistart/MBH is the following:
(1) let f best := ∞ (2) for i = 1, . . . , N // N Multistart runs (3) let x := G() // a random starting point (4) let x ⋆ := L(x, X, f ) // a local optimum (5) let k := 0 (6) while (k < M N I) do: // start of MBH (7) let y := P(x ⋆ ) // perturbation (8) let y ⋆ := L(y, X, f ) // local optimization (9) if f (y ⋆ ) < f (x ⋆ ) then // improvement (10) let x ⋆ := y ⋆ (11) let k := 0 (12) else // no improvement (13) let k := k + 1 (14) end if (15) end while // end of an MBH run (16) if
The choice of the perturbation procedure P is one of the keys for the success of MBH; in fact choosing too small a neighborhood makes MBH get stuck at a local optimum, wasting local searches. On the other hand, choosing too large a neighborhood makes MBH behave like pure Multistart, thus loosing efficiency. The most frequently used perturbation consists in choosing a radius r and uniformly generating the perturbed point y in a ball of radius r centered at x ⋆ . In this case it is crucial to choose a radius r which is neither too small nor too large, the ideal being somewhat larger than the radius (i.e., half the diameter) of the region of attraction of the current local optimum x ⋆ . This strategy, with many different choices for the radius r, has been attempted for the concave portfolio optimization problem, but only with very limited success. A possible explanation might be that the local optima obtained through the Frank-Wolfe procedure belong to quite a large basin of attraction which includes large portions of the boundary of the feasible region; thus, usually, a new local optimization from a nearby point will most likely lead to the same local optimum. More refined generation procedures might be tried, exploiting the fact that perturbed points should be preferably located on the boundary but not too close to the current one. In this paper, however, we preferred a more combinatorial perturbation mechanism which turned out to be quite efficient for the problem under consideration. At each iteration we choose to "swap" the values of some variables of the current solution x ⋆ which are non zero, with other variables which are currently null. This way we performed a perturbation, in some sense, in a space more closely related to the zero-norm. In the experiments we choose to swap min{20, 0.5 x ⋆ 0 } pairs. For what concerns the other procedures, we choose as L the FW1-RD procedure described before. Finally, some care had to be taken also for the initial random generation G. In fact the feasible set is the intersection of a simplex with an ellipsoid and with an half-space: generating a uniform point in such a set might not be a trivial task. In our experiments we choose to uniformly generate a point in the unit simplex surface by means of a standard procedure which consists in the uniform generation of n−1 points in the interval [0, 1]: the vector composed of the n lengths of the partition of the unit interval induced by these points turns out to be a uniform point in the n-dimensional simplex surface. After this, feasibility with respect to the other constraints was checked and the whole procedure repeated until a feasible point was eventually produced. Thus the generation tool was a mix of a rigorous generator in the unit simplex coupled with an acceptance/rejection method for the remaining constraints. Apart from pathological cases, this procedure turned out to be quite efficient. It might be observed that in the generation phase we choose to generate feasible points (and this is motivated from some experiments which showed a significant improvement obtained thanks to feasible point initialization). However, in the perturbation phase we usually obtain an unfeasible starting point (which, in any case, satisfies the unit simplex constraints). This was considered not to be too harmful as, after a perturbation, usually the local optimization algorithm was able to restore feasibility by moving in the neighborhood of the current point. For what concerns other algorithmic choices, we choose a relatively small value for the M N I parameter (equal to 10) and ran Multistart until either 500 calls to the FW1-RD procedure have been made, or until 1 hour of CPU time has passed.
Numerical results

Implementation details and test problems
We considered formulation (24) with logarithmic concave function, namely the problem
with ǫ = 10 −6 . We employed CPLEX 12.0 to solve the subproblem defined at each iteration of the Frank-Wolfe method.
In the computational experiments, we used three publicly available data sets for mean-variance portfolio optimization described in [6] . These test problems refer to the following capital market indices: For each test problem, we have:
- As for parameter α, for each value of β we select five equally spaced values in the interval [α min β , α max β ] where:
α min β is the minimum risk value, according to the classical Markowitz model, when the expected return is equal to β.
α max β is the solution reported in [6] when the expected return is equal to β and K = 10, that is a value that allows to obtain solutions with no more than 10 active assets.
This choice seems reasonable since, on the one hand, we are interested in sparse portfolios with a limited risk (as near as possible to the Markowitz lower bound) and, on the other hand, we are interested in comparing the sparsity of our solutions to that of the Markowitz ones. Summarizing, a grid of 5N β (α, β) pairs for each portfolio optimization problem was used to generate all the test instances of the experimentation. The aims of the experiments were the following: The results concerning point (a) will be presented in the next subsection, while those regarding point (b) will be shown in subsection 5.3.
Global optimization results and comparison with mixed integer formulation
The original problem (3) can be easily formulated as a mixed-integer programming problem with a single quadratic constraint, which can be solved exactly by a number of solvers. Let us consider the following formulation:
It can be easily shown that problem (3) is equivalent to problem (25). For each of the three test problems, we attempted to solve all the instances of (25) obtained with the values of parameters α and β as described in subsection 5.1. CPLEX was able to exactly solve in a reasonable amount of time only the instances of FTSE problem. We have verified that in all instances of FTSE problem the solutions found by CPLEX and MBH/FW1-RD algorithm were the same. This behaviour was also quite robust, as only 4.2% of the local minimizations in the multistart framework returned a solution with a zero norm value worse than the optimal one. In order to evaluate the efficiency of our solver, we choose to compare the time our algorithm needs to compute the solution with the time spent by CPLEX to solve problem (25). However a straightforward comparison would not produce meaningful results, as CPLEX is designed to prove the optimality of the solution, a task which is computationally very expensive and which our algorithm is unable to perform. In order to overcome such difficulty, we adopted the following procedure. For every chosen value of α and β, we execute the algorithm described in section 4, and we record the best solution x * α,β found and the time spent to find it. Then we execute the CPLEX solver on the same problem using the formulation described in (25). However, we terminate the program execution as soon as the current objective function value becomes equal or less than x * α,β , and we record again the time spent by the algorithm to find such objective function value. We execute this procedure on the FTSE, S&P and NASDAQ problems. At the end of such runs we obtain the time needed by both algorithms in order to find the same objective function value x * α,β on the same problems. Then we can finally compare the average time spent by the two algorithms which are displayed, in seconds, on the following Clearly MBH/FW1-RD algorithm outperforms CPLEX in terms of computational time. We did not have any exact time for integer formulation on the S&P and NASDAQ problems as, for every tested value of α and β, after 1 day of execution cplex was not able to reach the same K α,β found by MBH/FW1-RD, so we decided to interrupt its execution.
Result validation on out-of-sample data
In this subsection we evaluate the out-of-sample performance of the sparse portfolios obtained by using the proposed concave programming strategy. Moreover, we compare these solutions with reference to portfolio solutions obtained by using the classical Markowitz model. First, let us briefly recall how the historical data have been used in the experimentation. For a given set of assets, available historical data refer to a period of 264 weeks extending from March 2003 to March 2008. The covariance matrix Q and the vector of expected returns µ are computed by using the first 212 weeks of the data (the training period) thus leaving out 52 weeks (from April 2007 to March 2008, the so-called out-of-sample data that we reference to as the testing period) that we use for testing. In particular, the out-of-sample data are used to evaluate the obtained sparse portfolios and to compare them against other reasonable ones (e.g. the Markowitz solutions). We assess the quality of a portfolio solution by means of a one-parameter performance measure. In particular, given the weekly returns of the portfolio on the testing period we compute their average m and standard deviation σ and we adopt the Sharpe ratio SR = m/σ as a measure of the trade-off between returns and volatility of the portfolio. Let us denote, for a given value of β such that (1) is feasible, by x β the solution of Problem (1), i.e. the classical Markowitz problem. Furthermore, for given values of the parameters α and β defining the risk and return constraints, respectively, let us denote by x * α,β the approximate solution of problem (4) determined by the proposed method. In the following we make a comparison between the solutions x β of the Markowitz problem for varying values of parameter β and our corresponding sparse solutions x * α,β for varying values of the risk parameter α. In Figure 1 , for each dataset and for each x β 0 , we report by a squared marker the Markowitz solution which yields the highest SR on the testing period. Similarly, in Figure 1 we report, for each dataset and for each value of x * α,β 0 obtained by our method, the solution which yields the highest SR on the testing period. The figures show that for small and medium size datasets, i.e. datasets FTSE and S&P, our solutions and those provided by the Markowitz model are comparable in terms of number of active assets. As for the quality of the solutions, measured by the Sharpe ratio, we note that our solutions are comparable with the Markowitz ones on the small dataset but perform better on the medium one. On the large dataset considered, NASDAQ, our solutions clearly outperforms the Markowitz ones both in terms of achieved sparsity and of portfolio quality as measured by the SR coefficient. The computational results show that the proposed approach provides sparse and efficient portfolios for suitable values of the expected return and allowable risk. Therefore, it may be a useful tool for financial experts, who are responsible for selecting appropriate values of β and α to obtain a sparse portfolio yielding good performance on out-of-sample data.
Concluding remarks
In this paper we have shown how to design a novel algorithm to solve, in a quite efficient way, the problem of choosing the sparsest portfolio which guarantees prefixed expected return and risk. From the point of view of optimization algorithms, the proposed approach can be seen as a quite general method to deal with sparse optimization, not necessarily related to portfolio optimization. Starting from a continuous equivalent formulation of the original discrete problem, the tools employed are Frank-Wolfe method as a local optimizer and iterated local search as a global method. It has been shown that a quite efficient algorithm can be defined by exploiting a concave formulation. Applying this computational scheme to the sparsest portfolio problem, it has been shown that the achieved computational efficiency is orders of magnitude higher than that obtained by using a state of the art solver for an equivalent mixed integer formulation. So the first result in this paper is that of having introduced a new optimization technique whose efficiency is significant for the class of sparse optimization problems over the intersection of a polytope with an ellipsoid. Moreover, it has been shown that, when applied to optimal portfolio problems, this approach is capable of producing high quality portfolios, achieving a very good Sharpe Ratio, in particular when applied to datasets consisting of a large number of assets. Thus it can be safely affirmed that an efficient heuristic capable of producing good quality, sparse portfolios has been proposed. Future research directions might include the application of sparse optimization tools in different contexts, like, e.g., that of image restoration. Further research directions are also possible for portfolio problems in order to deal with more general models. 
