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Abstract
In this paper we study a nonlinear evolution equation t ((|E|)E) + ∇ × ∇ × E = F in a bounded domain subject to appropriate
initial and boundary conditions. This governs the evolution of the electric ﬁeld E in a conductive medium under the inﬂuence of a
force F. It is an approximation of Bean’s critical-state model for type-II superconductors. We design a nonlinear numerical scheme
for the time discretization. We prove the convergence of the proposed method. The proof is based on a generalization of div–curl
lemma for transient problems. We also derive some error estimates for the approximate solution.
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1. Introduction
Let  be a bounded domain in R3 with sufﬁciently smooth boundary  and let  be the outward unit normal vector
on . We study the following nonlinear evolution problem:
t ((|E|)E) + ∇ × ∇ × E = F in (0, T ) × ,
× E = 0 on (0, T ) × ,
E(0, x) = E0(x) in , (1)
where
(s) = max{R−, s−} for s > 0 (2)
in the time interval [0, T ] for a given large R > 0 and 0< < 1. Bold letters stand for vectors in R3, ∇× represent the
curl operator.
Let us note that problem (1) admits a unique weak solution. This follows from the theory of monotone operators,
see Theorem 3.1. The initial datum satisﬁes
E0 ∈ H(curl;), ∇ · ((|E0|)E0) ∈ L2(). (3)
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For the right-hand side F we assume
F ∈ L2((0, T ),L2()), ∇ · F ∈ L1((0, T ),L2()). (4)
If we would assume that ∇ ·E=0, then (1a) would contain the − operator instead of the ∇×∇×, and we would obtain
the porousmedia equation.A lot of results are known and awide range of numerical methods has been developed for this
situation. Most of them are based on the compact embedding H 1() ↪→↪→ L2() and the regularity results for elliptic
equations. Here we do not assume that E is divergence free. The presence of the∇×∇× operator substantially increases
the difﬁculties in the proof of convergence of any numerical method, because the embedding H(curl;) ↪→ L2() is
not compact.
To see the motivation of our study, we recall the London model of the nonlinear diffusion in superconductors, see
[11,12]. It is well known that high-ﬁeld (hard) type-II superconductors are not ideal conductors of electric current.
From the point of view of phenomenological electrodynamics, type-II superconductors can be treated as electrically
nonlinear conductors. The process of electromagnetic ﬁeld penetration in such devices is the process of nonlinear
diffusion. Understanding of this process is of practical and theoretical importance and it helps by evaluation of magnetic
hysteresis and the study of creep phenomena. For a very nice overview of models with some hierarchy structure we
refer the reader to [5,8].
To derive a mathematical model we start with the quasi-static Maxwell equations of the form
∇ × H = J,
tB + ∇ × E = 0, (5)
where H stands for a magnetic ﬁeld, J is the current density, B represents the magnetic induction and E denotes the
electric ﬁeld. In the ﬁrst equation we have neglected the term ε0tE, where ε0 is the permitivity of the free space.
The idea of using nonlinear diffusion equations for the description of ﬂux creep can be traced back to [1,4]. Actual
resistive transitions are gradual and it is customary to describe them by the following power law (cf. [13]):
J = c|E|1/p−1E, p > 1, (6)
where c is some parameter that coordinates the dimensions of both sides in expression. In the case as p → 1 we
obtain the linear Ohm law, and for p → ∞ we obtain the Bean critical-state model—see [3,16,17]. Assuming linear
materials, i.e., B = 0H, where 0 denotes the magnetic permeability of free space, we easily derive the following
relation:
0ct (|E|1/p−1E) + ∇ × ∇ × E = 0.
We assume a slightly modiﬁed nonlinearity in (1), namely, we presume that the  function is cut-off for large arguments
by a constant in order to guarantee the coercivity of the corresponding operator. Thus, the function (s)s is linearized
for large arguments.
We recall that one can also use the power law (6) in the form
E = −pc |J|p−1J, p > 1
instead of (6). Then, the equation for the magnetic ﬁeld H reads as
0tH + ∇ × (−pc |∇ × H|p−1∇ × H) = 0.
Despite the practical importance, there is little analysis for problem (1). We recall that the magnetization of type-II
superconductors in a nonstationary external magnetic ﬁeld can also be formulated in terms of a scalar p-Laplacian
equation if the magnetic ﬁeld H lies only in one direction. The scalar p-Laplacian equation has been studied by many
authors. Authors in [2] showed that the limit as p → ∞ for the scalar p-Laplacian is a solution to Bean’s model. The
Hölder continuity of solution has been studied in [19].
In the present paper we let the nonlinearity under the time derivative. We design a time discrete nonlinear approx-
imation scheme. We apply the theory of monotone operators to guarantee the existence of a solution at any time step
of a time partitioning. We prove some energy a priori estimates for the approximation in suitable function spaces.
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In the next step we show the compactness of the approximations. Here, we generalize the Murat argument of com-
pensated compactness for steady-state problems (cf. div–curl lemma in [6]) to a transient case. Finally, involving the
Minty–Browder argument (see [7]), we prove the convergence of the approximation to the weak solution of (1).
Remark 1.1. C, ε, Cε denote generic positive constants (i.e., they can differ from place to place) independent of the
time step  (ε is small and Cε = C(ε−1) is large).
2. Stability
We denote by (w, z) be the usual L2-inner product of any real or vector-valued functions w and z in , i.e., (w, z) =∫
 w · z and ‖w‖ =
√
(w,w). We will work in standard Hilbert spaces H(curl;),H0(curl;),H(div;). The norm
in H(curl;) is deﬁned as
‖‖2H(curl;) = ‖‖2 + ‖∇ × ‖2.
The variational formulation of (1) reads as (for any  ∈ H0(curl;))
(t ((|E|)E),) + (∇ × E,∇ × ) = (F,). (7)
The time discretization is based on backward Euler’s method. We use an equidistant partitioning with a time step
 = T/n, for any n ∈ N. Therefore, we divide the time interval [0, T ] into n subintervals [ti−1, ti] for ti = i. We
introduce the following notation:
zi = z(ti), zi = zi − zi−1

.
We suggest the following nonlinear recurrent approximation scheme for i = 1, . . . , n:
((|ei |)ei ) + ∇ × ∇ × ei = Fi in (0, T ) × ,
× ei = 0 on (0, T ) × ,
e0 = E0. (8)
The corresponding variational formulation reads as (for any i = 1, . . . , n and  ∈ H0(curl;))
(((|ei |)ei ),) + (∇ × ei ,∇ × ) = (Fi ,). (9)
The existence of a weak solution on each time step is guaranteed by the following lemma.
Lemma 2.1. Assume (2), E0 ∈ H(curl;) and F ∈ L2((0, T ),L2()). Then there exists a uniquely determined
ei ∈ H0(curl;) solving (8) for any i = 1, . . . , n.
Proof. We are going to apply the theory of monotone operators—see [18]. First, we introduce the nonlinear operator
a(x) : R3 → R3 deﬁned as
a(x) := (|x|)x. (10)
The gradient of a(x) in the direction h is
〈grad a(x),h〉 = 〈grad (|x|)x,h〉 = ′(|x|)h · x|x| x + (|x|)h.
Therefore, for the monotonicity of a(x) we deduce for some 	 ∈ (0, 1)
[a(x + h) − a(x)] · h = 〈grad a(x + 	h),h〉 · h
= (|x + 	h|)|h|2 + ′(|x + 	h|) (h · (x + 	h))
2
|x + 	h|
[(|x + 	h|) − |′(|x + 	h|)‖x + 	h|]|h|2
min{1, 1 − }
R
|h|2. (11)
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One can easily see that a(x) is demicontinuous, a(0) = 0 and coercive with
a(x) · xmin{1, 1 − }
R
|x|2.
Let H−1(curl;) be the dual space to H0(curl;). We consider the nonlinear operator A(E) : H0(curl;) →
H−1(curl;) deﬁned as
A(e) := a(e)

+ ∇ × ∇ × e.
From the properties of a(e) we can see that A(e) is strictly monotone, coercive, demicontinuous and A(0) = 0. Thus
equation A(e) = f has a unique solution for any f ∈ H−1(curl;). 
Next lemma shows the basic energy estimates for ei .
Lemma 2.2. Assume (2), E0 ∈ H(curl;) and F ∈ L2((0, T )L2()). Then there exists a positive C such that (for
any j = 1, . . . , n)
j∑
i=1
‖ei‖2+ ‖∇ × ej‖2 +
j∑
i=1
‖∇ × (ei − ei−1)‖2C.
Proof. Setting = ei in (9) and summing up for i = 1, . . . , j we have
j∑
i=1
(a(ei ), ei )+
j∑
i=1
(∇ × ei ,∇ × (ei − ei−1)) =
j∑
i=1
(Fi , ei ).
The rest of the proof follows from (11), Cauchy’s andYoung’s inequalities. 
Next result concerns the stability of a(ej ) and a(ej ).
Lemma 2.3. Assume (2), E0 ∈ H(curl;) and F ∈ L2((0, T )),L2()). Then there exists a positive C such that (for
any j = 1, . . . , n)
(i) ‖ej‖ + ‖a(ej )‖C,
(ii) ∑ji=1‖a(ei )‖2H−1(curl;)C.
Proof. The proof can be readily obtained from Lemma 2.2, ej = e0 + ∑ji=1ei and the deﬁnition of the norm in
H−1(curl;). 
The following lemma gives the stability result for a(ej ) in H(div;), which we will need for compensated com-
pactness in the proof of convergence.
Lemma 2.4. Assume (2)–(4). Then there exists a positive C such that (for any j = 1, . . . , n)
‖∇ · a(ej )‖C.
Proof. Eq. (8a) is valid in H−1(curl;). We apply the divergence operator to both sides, sum it up for i = 1, . . . , j
and get
∇ · a(ej ) =
j∑
i=1
∇ · Fi+ ∇ · a(e0),
from which we obtain the desired result. 
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3. Convergence
Here we prove convergence of our approximate solution to a weak solution of (1). This will be based on the method
of Minty–Browder, which employs the monotonicity to justify passing to weak limits within a nonlinearity, see [7].
Next lemma plays a crucial role. It is a generalization of the well known div–curl lemma from the steady-state to a
transient case.
Lemma 3.1 (Compactness). Assume vk ⇀ v, wk ⇀ w in L2((0, T ),L2()) and
(i) ∫ T0 [‖twk‖2 + ‖∇ × wk‖2]C,
(ii) ∫ T0 ‖∇ · vk‖2C.
Then for any 
 ∈ C∞0 () it holds limk→∞
∫ T
0 (
vk,wk) =
∫ T
0 (
v,w).
Proof. Consider for each k = 1, 2, . . . the vector ﬁeld uk solving
−uk = wk in ,
uk = 0 on . (12)
Applying [9, Theorem 8.13] we see that uk belongs to L2((0, T ),H2()).We differentiate (12) with respect to the time
variable and we get
−tuk = twk in ,
tuk = 0 on . (13)
Due to the fact that
∫ T
0 ‖twk‖2C, we easily deduce from [9, Theorem 8.13] that
tuk ∈ L2((0, T ),H2()). (14)
This, together with H2() ↪→↪→ H1() imply the compactness of uk in L2((0, T ),H1()), see [10, Lemma 1.3.8].
One can easily see that z = ∇ × uk solves
−z = ∇ × wk in ,
z = ∇ × uk on . (15)
We have ∇×uk ∈ L2((0, T ),H1()). Using [9, Theorem 8.8] we get ∇×uk ∈ L2((0, T ),H2(′)) for any subdomain
′ ⊂⊂ . From (14) we have t∇ × uk ∈ L2((0, T ),H1()), which according to H2() ↪→↪→ H1() gives the
compactness of ∇ × uk in L2
(
(0, T ),H1(′)
)
.
Therefore, upon passing to subsequences as necessary, we have
uk → u in L2((0, T ),H1()),
∇ × uk → ∇ × u in L2((0, T ),H1(′)), (16)
where u ∈ L2((0, T ),H2()) solves
−u = w in ,
u = 0 on , (17)
which has been obtained from (12) passing to the limit as k → ∞.
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Now, using the identity −M=∇ × (∇ ×M)−∇(∇ ·M), which is valid for any vector M, we can write for arbitrary

 ∈ C∞0 ()∫ T
0
(
vk,wk) =
∫ T
0
(
vk,−uk)
=
∫ T
0
(
vk,∇ × ∇ × uk) −
∫ T
0
(
vk,∇(∇ · uk))
=
∫ T
0
(
vk,∇ × ∇ × uk) +
∫ T
0
(∇ · (
vk),∇ · uk)
=
∫ T
0
(
vk,∇ × ∇ × uk) +
∫ T
0
(∇
 · vk,∇ · uk)
+
∫ T
0
(
∇ · vk,∇ · uk).
Using
∫ T
0 ‖∇ · vk‖2C we get ∇ · vk ⇀ ∇ · v in L2((0, T ),L2()). From (16) we obtain∫ T
0
(
vk,wk) →
∫ T
0
(
v,∇ × ∇ × u) +
∫ T
0
(∇
 · v,∇ · u) +
∫ T
0
(
∇ · v,∇ · u)
=
∫ T
0
(
v,∇ × ∇ × u) +
∫ T
0
(∇ · (
v),∇ · u)
=
∫ T
0
(
v,∇ × ∇ × u) −
∫ T
0
(
v,∇(∇ · u))
=
∫ T
0
(
v,−u)
=
∫ T
0
(
v,w). 
We introduce the piecewise linear in time vector ﬁelds en, an (i = 1, . . . , n) given by
en(0) = E0,
en(t) = ei−1 + (t − ti−1)ei for t ∈ (ti−1, ti]
and
an(0) = (|E0|)E0,
an(t) = (|ei−1|)ei−1 + (t − ti−1)(|ei |)ei for t ∈ (ti−1, ti].
Next, we deﬁne the step vector ﬁelds en and Fn
en(0) = E0, en(t) = ei ,
Fn(0) = F0, Fn(t) = Fi for t ∈ (ti−1, ti].
Using the new notation we rewrite (9) as (for any  ∈ H0(curl;))
(tan(t),) + (∇ × en(t),∇ × ) = (Fn(t),). (18)
Now, we are in a position to prove the convergence of approximate solution to a weak solution of (1). The following
theorem is valid for a subsequence, which is denoted by the same symbol again as the whole sequence.
Theorem 3.1 (Convergence). Let the assumptions of Lemma 2.4 be fulﬁlled. Then
(i) en ⇀ E, en ⇀ E in L2((0, T ),L2()),∇ × en ⇀ ∇ × E, ∇ × en ⇀ ∇ × E in L2((0, T ),H−1(curl;)),
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(ii) a(en) ⇀ a(E) in L2((0, T ),L2()),
(iii) an ⇀ a(E) in L2((0, T ),H−1(curl;)),
(iv) (an(t),) → (a(E(t)),) for all t ∈ [0, T ] and  ∈ H0(curl;),
(v) E is the weak solution of (1).
Proof. (i) Lemma 2.2 implies that en ⇀ E in L2((0, T ),L2()), due to the reﬂexivity of the space. The derivative
ten is bounded in L2((0, T ),L2()), which implies en ⇀ E in L2((0, T ),L2()). Further, for any  from the space
L2((0, T ),H0(curl;)) we have∫ T
0
(∇ × en,) =
∫ T
0
(en,∇ × ) →
∫ T
0
(E,∇ × ) =
∫ T
0
(∇ × E,).
Analogously we proceed for ∇ × en.
(ii) Let 
 ∈ C∞0 () be nonnegative. Then for any u ∈ L2((0, T ),L2())∫ T
0
(a(en) − a(u),
(en − u)) +
∫ T
0
(a(en) − a(u),
(en − en))
=
∫ T
0
(a(en) − a(u),
(en − u))0. (19)
Using Lemmas 2.2 and 2.3 we can see that
∣∣∣∣
∫ T
0
(a(en) − a(u),
(en − en))
∣∣∣∣ C‖
‖∞
√∫ T
0
‖a(en)‖2 + ‖a(u)‖2
√∫ T
0
‖ten‖2
→ 0 as  → 0. (20)
From Lemma 2.3 we know that a(en) ⇀ a in L2((0, T ),L2()), thus
∫ T
0 (a(en),
u) →
∫ T
0 (a,
u). From (i) we have
that
∫ T
0 (a(u),
en) →
∫ T
0 (a(u),
E). Lemma 3.1 for wn = en and vn = a(en) yields
∫ T
0 (a(en),
en) →
∫ T
0 (a,
E).
Therefore, passing to the limit in (19), we obtain∫ T
0
(a − a(u),
(E − u))0.
Setting u = E + εz for any z ∈ L2((0, T ),L2()) and ε > 0, we get∫ T
0
(a − a(E + εz),
z)0.
Passing to ε → 0 and setting z = a − a(E) we deduce∫ T
0
∫


|a − a(E)|20, ∀
 ∈ C∞0 (),
from which we see that a = a(E) a.e. in .
(iii) We can easily see that∣∣∣∣
∫ T
0
(an − a(en),)
∣∣∣∣ C
∫ T
0
‖tan‖H−1(curl;)‖‖H(curl;)
C
√∫ T
0
‖‖2H(curl;).
This together with (ii) gives the desired result.
(iv) Due to the reﬂexivity of L2((0, T ),H−1(curl;)) we see that
(an(t),) − (an(0),) =
∫ t
0
(tan,) →
∫ t
0
(z,).
M. Slodicˇka / Journal of Computational and Applied Mathematics 215 (2008) 568–576 575
According to (iii) we deduce that z = ta(E), i.e.,
(an(t),) → (a(E0),) +
∫ t
0
(z,) = (a(E(t)),).
(v) We integrate Eq. (18) in time and get
(an(t),) +
∫ t
0
(∇ × en,∇ × ) =
∫ t
0
(Fn,).
We pass to the limit for n → ∞ and using (i)–(iv) we obtain
((|E(t)|)E(t),) +
∫ t
0
(∇ × E,∇ × ) =
∫ t
0
(F,).
We recall that (|E(t)|)E(t) exists in all points from [0, T ] and it has a.e. in [0, T ] a derivative. Now, we differentiate
the identity with respect to the time variable to conclude the proof. 
4. Error estimates
The aim of this section is to derive the error estimates for the approximation scheme (8). For this purpose we have to
know a little bit more about the right-hand side F. The proof technique is based on the variational technique for porous
media equation developed in [14,15].
Theorem 4.1. Let the assumptions of Lemma 2.4 be fulﬁlled. Moreover we assume that tF ∈ L2((0, T ), L2()).
Then there exists a positive constant C such that
∫ T
0
‖en − E‖2 +
∥∥∥∥
∫ T
0
∇ × (en − E)
∥∥∥∥
2
C.
Proof. We subtract (7) from (18), integrate with respect to the time variable, then we set  = en − E ∈ H0(curl;)
and again integrate in time. We get∫ T
0
(a(en) − a(E), en − E) +
∫ T
0
(∫ t
0
∇ × (en − E),∇ × (en − E)(t)
)
=
∫ T
0
(∫ t
0
(Fn − F), (en − E)(t)
)
+
∫ T
0
(a(en) − an, en − E). (21)
For the ﬁrst term on the left we use the coercivity (11) of the operator a(e) and get for some positive constant C0∫ T
0
(a(en) − a(E), en − E)C0
∫ T
0
‖en − E‖2.
For the second term on the left we have∫ T
0
(∫ t
0
∇ × (en − E),∇ × (en − E)(t)
)
= 1
2
∥∥∥∥
∫ T
0
∇ × (en − E)
∥∥∥∥
2
.
The ﬁrst term on the right can be estimated using the assumption on tF, the Cauchy and theYoung inequalities∣∣∣∣
∫ T
0
(∫ t
0
(Fn − F), (en − E)(t)
)∣∣∣∣ ε
∫ T
0
‖en − E‖2 + Cε2.
Finally, applying Lemma 2.3 we can write
∣∣∣∣
∫ T
0
(a(en) − an, en − E)
∣∣∣∣ C
√∫ T
0
‖tan‖2H−1(curl;)
√∫ T
0
‖en − E‖2H(curl;)C.
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We summarize the relations above and we obtain
(1 − ε)
∫ T
0
‖en − E‖2 +
∥∥∥∥
∫ T
0
∇ × (en − E)
∥∥∥∥
2
C+ Cε2.
Fixing a small positive ε we conclude the proof. 
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