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Abstract
As emerging topological nodal-line semimetals, the family of ZrSiX (X = O, S, Se, Te) has at-
tracted broad interests in condensed matter physics due to their future applications in spintonics.
Here, we apply a scanning tunneling microscopy (STM) to study the structural symmetry and
electronic topology of ZrSiSe. The glide mirror symmetry is verified by quantifying the lattice
structure of the ZrSe bilayer based on bias selective topographies. The quasiparticle interference
analysis is used to identify the band structure of ZrSiSe. The nodal line is experimentally deter-
mined at ∼ 250 meV above the Fermi level. An extra surface state Dirac point at ∼ 400 meV
below the Fermi level is also determined. Our STM measurement provides a direct experimental
evidence of the nodal-line state in the family of ZrSiX.
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The topology of electronic bands is closely correlated with intrinsic symmetries in topolog-
ical materials [1]. The three dimensional (3D) Dirac semimetals host a fourfold degenerate
Dirac point, which is protected by spatial inversion symmetry, time reversal symmetry and
additional threefold or fourfold rotational symmetry along the z-axis [2, 3]. If one symmetry
is broken, the spin-doublet degeneracy of the bands is removed and the Dirac point is changed
to the twofold degenerate Weyl point, leading to a Weyl semimetal [4–7]. In contrast, the
topological nodal-line semimetals host a loop of Dirac points in the momentum space, which
has recently been predicted theoretically and verified experimentally [8–10]. The formation
of a nodal line requires extra symmetries, such as mirror reflection symmetry [8] or glide
mirror symmetry [9]. The appearance of Dirac or Weyl points near the Ferimi level gives
rise to exotic electronic properties, such as large magnetoresistance [11–14], high carrier
density [15] and mobility [11, 12, 16]. The nodal-line semimetals are thus good candidates
of spintronics for both fundamental research and future applications.
In a previous study, a nodal line was observed in the band structure of PaTaSe2 [8]. Due to
interference of other bands, the investigation of nodal-line Dirac fermions is difficult around
the Fermi level. In a different family of ZrSiX (X = O, S, Se, Te) semimetals with glide
mirror symmetry, the nodal line is theoretically predicted [9]. The calculation shows that
the Dirac cone is linearly dispersed in a large energy range (∼ 2 eV), without interference
of other bands. Through the measurement of the band structure below the Fermi level,
angle-resolved photoemission spectroscopy (ARPES) has probed the linear band dispersions
of ZrSiS and ZrSiSe [17–19]. However, the theoretical prediction of the nodal line is above
the Fermi level so that ARPES cannot make a direct measurement. Instead, scanning
tunneling microscope (STM) is a powerful tool to detect both the topography and local
density of states (LDOS), which provides a transparent view of microscopic properties. A
quasiparticle interference (QPI) technique can be used to extract the band structure in a
broad energy above and below the Fermi level [20]. The previous STM measurements on
ZrSiS however did not really determine the nodal-line state due to their limitations in data
acquisition and analysis [21, 22].
In this paper, we take the STM measurement on ZrSiSe. Our study resolves a bias
selective topography and precisely identifies an atomic shift between Zr and Se sublattices,
giving an evidence of the glide mirror symmetry in ZrSiSe. The QPI analysis visualizes the
linear band dispersion, which determines a nodal line located at ∼ 250 meV above the Fermi
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FIG. 1. (a) A schematic diagram of ZrSiSe. Two 20 nm × 20 nm topographic images of the same
FOV under the tunneling current of I = 400 pA and the bias voltages of (b) Vb = 500 mV and (c)
Vb = −500 mV. The local topographic images of two defects labelled by the red and yellow crosses
are enlarged in (d), where the upper and lower panels correspond to the positive and negative bias
voltages, respectively.
level and a Dirac point located at ∼ 400 meV below the Fermi level. Our measurement is
thus the first STM determination of the nodal-line state in the family of ZrSiX.
High-quality single crystals of ZrSiSe in our experiment are grown by the chemical vapor
transport method. STM measurements are carried out in a commercial ultra-high vacuum
system [23]. The samples are cleaved in situ at liquid nitrogen temperature and immediately
inserted into the STM head. An electrochemically etched tungsten tip is treated with the
field emission on a single crystalline of Au(111) surface. All data are acquired at liquid
helium temperature (∼ 4.5 K).
The crystal structure of ZrSiSe is in the space group of P4/nmm [9]. As shown in
Fig. 1(a), each Si square layer is sandwiched by two sets of ZrSe bilayers. The crystal is
cleaved in between two adjacent ZrSe bilayers and a Se square layer is exposed to be the
surface plane. Figures 1(b) and 1(c) display topographies under two opposite bias voltages
in the same field of view (FOV). The detected lattice is shifted from the top to hollow sites
when the bias voltage is switched. As an illustration, we present enlarged images of two
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FIG. 2. (a) A 8 nm × 8 nm topographic image where the bias voltage is switched from Vb = 600
mV to Vb = −600 mV when crossing the dashed line. (b) The relative displacement of each site
(top or hollow) along the blue and red linecuts in (a). Data are offset vertically for clarity. The
up-triangles represent the experimental result and the solid lines are from a linear fitting. The
solid and open up-triangles refer to the top and hollow sites, respectively. (c) The two ‘supercell’
images obtained for the left and right topographic images in (a). The bright and dark spots refer to
the averaged top and hollow sites, with red and white dots labeling their centers. (d) The average
dI/dV spectra at the top (orange) and hollow (red) sites under the negative bias voltage.
defects in Fig. 1(d). Under the positive bias voltage [Fig. 1(d), upper panels], the centers of
the diamond and cross shaped defects are at the top and hollow sites, respectively. Under
the negative bias voltage [Fig. 1(d), lower panels], these two centers are switched to their
opposite sites. Two different sublattices are detected in the STM, each selected by a specific
bias voltage polarity.
To further explore the atomic structure of ZrSiSe, we perform a designed experiment on
a clean surface. As shown in Fig. 2(a), the topography is scanned along the left-to-right
direction. The applied bias voltage is initially positive and suddenly switched to a negative
value at an intermediate position [Fig. 2(a), dashed line]. With respect to this switching
line, the left and right topographies are shifted due to the change of the bias voltage. Two
linecuts (blue and red) along the x- and y-directions are selected as a demonstration. The
red line crosses the top sites under the positive bias and then the hollow sites under the
negative bias. In Fig. 2(b), we record the sequence of these sites and plot their relative
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displacements, which are in a perfect linear relation with the site index. The same behavior
is observed for the sites along the blue line. The hollow sites under the negative bias are
thus extended from the top sites under the positive bias, and vice versa.
For each of the left and right topographies, a ‘supercell’ technique [24–26] is applied to
extract an averaged image with a significantly reduced error. The (±a0/2, ±a0/2) spatial
displacement with the lattice constant a0 = 3.62 A˚ is precisely determined between neigh-
boring top and hollow sites for both topographies [Fig. 2(c)]. Under a given bias voltage,
the top and hollow sites form two different sublattices, attributed to two planes of the ZrSe
bilayer. To identify their components, we average the dI/dV spectra over the top and hollow
sites separately. The local density of unoccupied states at the hollow sites is consistently
larger than that at the top sites [Fig. 2(d)]. The 5d orbitals of Zr atoms are highly unoccu-
pied while the 4p orbitals of Se atoms are highly filled. Thus, the sublattices of the top and
hollow sites with the negative bias correspond to the Se and Zr layers, respectively. The op-
posite result can be obtained for the positive bias. Our topography measurement visualizes
the atomically resolved structure of the ZrSe bilayer, which obeys a key requirement of the
glide mirror symmetry in ZrSiSe.
The Fourier transformed scanning tunneling spectroscopy (FT-STS) is next employed
to detect the electronic topology of ZrSiSe, which is resulted directly from its structural
symmetry. With a bias voltage of 500 mV, the topography of a new FOV is displayed
in Fig. 3(a), in which a specific cross-shaped impurity is found on the top right corner.
The dI/dV conductance map simultaneously taken under the same bias voltage is drawn
in Fig. 3(b). This specific cross-shaped impurity induces a strong elastic scattering, which
mixes the electronic eigenstates of different wavevectors (ki and kf ) but the same energy.
The QPI is signalled by a standing wave in the LDOS around the impurity, as shown by an
enlarged image in the inset of Fig. 3(b). The Fourier transform of this local conductance
map is drawn in Fig. 3(d). The QPI patterns in the momentum q-space can be used to
identify the wavevector difference before and after the elastic scattering (q = kf − ki),
which helps building the contour of constant energy (CCE). As shown in Fig. 3(d), the
centrally symmetric QPI patterns can be mainly partitioned into three groups: a diamond,
two concentric squares, and four sets of triplet lines. For these pattern groups, we assign
their typical scattering wavevectors, labelled from q1 to q4 in different colors. Other QPI
patterns cannot be ruled out due to the resolution of our FT-STS map. In addition, the
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FIG. 3. (a) A 25 nm × 25 nm topographic image with bias voltage Vb = 500 mV. (b) The dI/dV
conductance map at V = 500 mV simultaneously taken with (a). The insets of (a) and (b) show
the enlarged images around a cross-shaped impurity labelled by a white arrow. (c) A CCE model
in the momentum k-space. (d) The experimental QPI map in the momentum q-space using Fourier
transform of the local conductance map in the inset of (b). (e) and (f) are the calculated QPI
maps using the CCE model with and without a selection rule (see text). The typical scattering
wavevectors responsible for the major QPI patterns are shown in (c)-(e).
structure of QPI patterns changes with the scattering impurity and more discussions are
provided in Supplementary Materials.
To interpret the three groups of QPI patterns, we propose a model CCE with two groups
of E(k) patterns in Fig. 3(c). The first group includes four pairs of short arcs around four
X points, contributing to the diamond (q1) and triplet (q2 and q
′
2) QPI patterns. The
diamond pattern results from scattering between the arcs of the same pair, while the triplet
pattern results from scattering between the arcs at the diagonal corners. The second group
consists of two concentric squares of E(k), contributing to the concentric squares of the
QPI patterns (q3 and q4). The two groups of CCE patterns are similar to those observed
in ARPES [19]. However, a key difference is that only the occupied states below the Fermi
level are detected in ARPES. To reproduce the experimental QPI patterns, we introduce
a selection rule that the elastic scattering only occurs between the CCE patterns of the
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FIG. 4. (a) and (b) present the QPI energy dispersions along the green and red dashed lines in the
q-space [Fig. 3(d)]. The energy dispersions of the wavevectors relevant to the electronic topology
are highlighted in dashed lines in (a) and (b). (c) and (d) present the DFT calculation of the slab
band structure along the M-X-M and M-Γ-M directions in the k-space.
same group. The physical mechanism behind this selection rule is that the two CCE groups
belong to the surface and bulk bands separately [17]. The QPI map calculated based on
the CCE model and the selection rule [Fig. 3(e)] shares the same major features as those
from the experimental measurement [Fig. 3(d)]. As a comparison, the calculation without
the selection rule [Fig. 3(f)] clearly deviates from the experimental result.
Next we measure the energy dependent conductance maps around this impurity and study
the energy dispersion relations. Figure 4(a) presents the result of q(E) along the green line
in the q-space [Fig. 3(d)]. The triplet QPI pattern [Fig. 3(d)] is gradually compressed as the
energy approaches the Fermi level from above. A linear energy dispersion of the scattering
wavevectors, q2 and q
′
2, is observed. Their difference, ∆q2 = q
′
2 − q2, vanishes roughly at
the bias voltage of ∼ −400 mV, indicating a Dirac cone in the electronic band structure.
Due to the scattering within the same CCE group, a simple relation, ∆q2 = 2q1, holds. The
energy dispersion of q1 (not shown) follows the same behavior of ∆q2, further confirming
the existence of the Dirac cone. In Fig. 4(c), we provide the density functional theory
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(DFT) calculation of the slab band structure along the M-X-M direction in the k-space.
The predicted Dirac point, if ignoring the small gap due to the spin-orbital coupling (SOC),
is consistent with our experimental measurement. In addition, this Dirac cone is a surface
derived state since it is not observed in the DFT calculation of the bulk ZrSiSe.
Figure 4(b) presents the result of q(E) along the red line in the q-space [Fig. 3(d)]. As the
energy approaches the Fermi level from above, the sizes of the two concentric QPI squares
[Fig. 3(d)] are both enlarged, but with different speeds. These two squares are merged into a
single square, indicating the appearance of a nodal line. The linear energy dispersion is also
found for the scattering wavevectors, q3 and q4. As the amplitude of q3 is increased fast than
that of q4, the crossing point of these two wavevectors leads to an estimation of the nodal
line at the energy of ∼ 250 meV above the Fermi level. In our CCE model, q3 arises from
the scattering within the inner square, while q4 arises from the scattering between the two
opposite sides of the inner and outer squares [Fig. 3(c)]. A possibility causing the change of
the q3 and q4 is that the inner square is expanded and the outer square is shrunk with the
decrease of energy. In Fig. 4(d), we present the DFT calculation of the slab band structure
along the M-Γ-M direction in the k-space. The above conjecture of the dispersion relation
of the two bands is confirmed theoretically. In addition to q3 and q4, another scattering
wavevector q5 is also observed due to the scattering between the same sides of the inner and
outer CCE squares [Fig. 3(c)]. The dispersion relation of q5 [Fig. 4(b)] confirms the nodal
line at the same energy level as that estimated from the mergence of q3 and q4. Compared
to the surface derived Dirac point at the X point, this nodal line is attributed to the bulk
band structure, as shown by the DFT calculation. An interesting phenomenon is that the
QPI pattern due to the scattering within the outer CCE square is missing, which is possibly
due to the impurity sensitivity on the band scattering.
In summary, we perform a sophisticated STM experiment on a novel 3D topological
semimetal, ZrSiSe. The bias selective topographies allow us to identify the lattice structure
of the ZrSe bilayer with a sub-atomic resolution, which confirms the glide mirror symmetry
in ZrSiSe. The QPI technique in the FT-STS measurement is further applied to extract
the electronic structure of ZrSiSe. By analyzing QPI patterns with assistance of the CCE
model and DFT calculation, we determine the nodal line in the bulk band, at ∼ 250 meV
above the Fermi level. In addition, a Dirac point is also determined at ∼ 400 meV below the
Fermi level. Compared to an indirect determination in previous ARPES studies, our STM
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measurement directly visualizes the topological nodal-line state in ZrSiSe. This method can
be generalized to other nodal-line semimetals in the same family, including two dimensional
films.
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FIG. S1. (a) 30 nm × 30 nm topographic image of ZrSiSe (V = 500 mV, I = 400 pA). Insets
show the process in which an adatom (white dashed circle) is generated from a Zr site defect. Inset
images are taken with a junction of V = -500 mV, I = 100 pA. (b) dI/dV conductance map at
500 meV in the same FOV as (a). (c) Fourier transform of the conductance map in (b). (d)-(f)
The same as (a)-(c) but with the data taken at another FOV (V = 600 mV, I = 800 pA, 28 nm
× 28 nm). White arrows denote the defects which dominate the scattering.
IMPURITY DEPENDENT QPI PATTERNS
Figure S1(a) and S1(d) are two chosen topographies, mainly with the Zr site defects and
Se site defects in the field of view (FOV), respectively. The conductance map simultaneously
taken with Fig. S1(a) has dominant standing wave patterns around the cross shaped Zr site
defects [Fig. S1(b)]. As shown in Fig. S1(c), the quasiparticle interference (QPI) in this area
shows a scattering mainly along the direction of the lattice axes. In contrast, the scattering
QPI pattern in Fig. S1(e)-(f) is along a direction with an angle of 45◦ to lattice axes. The
impurity dependent QPI dispersion is also observed in ZrSiS (ref. 21), possibly originating
from the different sensitivity of various defects to the band structure.
The cross-shaped Zr site in Fig. S1(a) is different from that in Fig. 1 in the main text. In
Fig. S1(a), we also notice an adatom on top of the surface, as denoted by the white dashed
circle. As shown in the inset of Fig. S1(a), the lower inset with an adatom is evolved from
the upper inset after several images taken in the same FOV. We thus conclude that the
adatom is generated from the cross shaped Zr site defect.
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FIG. S2. (a) QPI dispersion along the X-Γ-X direction. The q1 vector is highlighted by the green
dashed line. (b) and (c) QPI dispersion along the M-X-M and M-Γ-M directions. DFT calculations
of the QPI dispersion are superimposed on the experimental data.
COMPARISON OF THE QPI DISPERSION BETWEEN THE EXPERIMENT AND
DFT CALCULATION
Figure S2(a) presents the experimental QPI dispersion along the X-Γ-X direction. The
q1 vector shows a nearly linear dispersion within the energy range we measured. It also
forms a Dirac cone at ∼ -400 meV, which is consistent with the dispersion of q2 and the
relation between ∆q2 and q1. The experimental QPI dispersion along the M-X-M and M-Γ-
M directions are reproduced from Fig. 4(a) and 4(b), as shown in Fig. S2(b) and S2(c). With
the density functional theory (DFT) calculation of the slab band structure and a selection
rule discussed in the main text, we further calculate the QPI dispersion along these high-
symmetry directions. The calculated QPI dispersion is superimposed on its experimental
data, as shown in Fig. S2(b) and S2(c). A quantitative consistence between the experiment
and the DFT calculation further verify our analysis of the scattering wavevectors in the
main text.
FULL ENERGY RANGE OF THE QPI PATTERNS
The full evolution of the QPI patterns about the single defect in the inset of Fig. 3(a) is
available in Movie S1.
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