Asymptotic estimates of Laplace-Stieltjes integrals, that are finite on the real negative semi-axis, are obtained. Unimprovable conditions for such estimates are being considered.
Introduction
Basics of Wiman-Valiron's theorem can be found in ( [6] - [7] ). In Skaskiv's article ( [4] ) a classical Wiman's inequality has been extended to entire (absolutely convergent in the whole complex plane C) Dirichlet series with monotonic coefficients F (z) = +∞ n=0 a n e λnz (z ∈ C), 0 = λ 0 < λ n ↑ +∞ (1 ≤ n ↑ +∞). (1) A Wiman's type inequality for the Laplace-Stieltjes integrals of the form
dependent on the small parameter x < 0, was obtained in [3] . A sharp Wiman's type inequality for integrals from the class I(ν) was obtained in [2] , where I(ν) is the notation of the class of functions F (x) of the form (2). Formula (2) gives the notation of the Laplace-Stieltjes integral, where f (u) is a positive ν−measured function on R, ν -countable measure on σ-algebra B(R + ) of Borel's sets on R + , such that ν({x : 0 ≤ x ≤ b}) < +∞ for every
For any a ∈ (−∞, +∞] let us use I a (ν) as the notation of the class of functions F : (−∞, a) → R + of the form (2). For x < a and F ∈ I a (ν) µ * (x) = sup{f (u)e xu : u ∈ supp ν}, µ * (x) = sup{f (u)e xu : u ∈ R}, where supp ν -is the carrier of measure ν, i.e. a closed set E =: supp ν, such that ν(R \ E) = 0 and ν({u ∈ R : |u − u 0 | < r}) > 0 for any u 0 ∈ E and r > 0.
Let L -be the class of positive continuous functions ψ :
Preliminary Notes
On proving statements from this article Chebyshev's inequality is being used. Given x < 0 on probability space Ω = R + with the measure
According to the Chebyshev's inequality for ε = cD[ξ], c > 1
So,
i.e. for all x < 0
Main Results
Let us prove Theorem 1, which is similar to Wiman's ineaquality, obtained by T. Kovari for analytic in a unit disc functions ([1], [5] ).
Then for every ε > 0 exists such a set E ⊂ (−∞; 0) of finite logarithmic measure m ln (E) < +∞, that for all x ∈ [−1, 0) \ E the following inequality is true
Proof of Theorem 1. According to (4) and (3) for all x < 0 we get
For functions ψ ∈ L 1 , h ∈ {g(x), g (x)} define the set
Thus, m ln (E(g) ∪ E(g )) < +∞ and for all x ∈ [−1, 0) outside the exceptional set of finite logarithmic measure
Choosing ψ(t) = t 1+δ , c(x) ≡ 2, and δ > 0 infinitely small, from (6) we get,
Theorem 1 is proved.
Powers 1 + ε and 1/2 + ε in inequality (5) can not be replaced by ones, less than 1 and 1/2, respectively. The following theorem points out at it.
Theorem 2. For every measure ν such that (∀x ∈ R − ) :
exists function F ∈ I 0 (ν), for which
Proof of Theorem 2. Consider function F , given by integral (2) and function
where h(u, x) = u ε + xu, ε ∈ (0, 1). Obviously, F ∈ I 0 (ν). Indeed, given x < 0 for all sufficiently large u ≥ u 0 : u ε ≤ u|x|/2, then, because of
It is clear that
For every x < 0 a point of maximum of the integrand could be found from the equation
Thus,
But h u (u, x) = ε(ε − 1) · u ε−2 and h u (u(x), x) = 0. From the Taylor's formula with Lagrange form of the remainder x) ) (x → −0) and due to condition (7) when x → −0
where c 3 = exp{−ε(1 − ε)/3}. It follows from (9) that
then from (10) we finally obtain that lim x→−0 Remark 2. Lebesque's measure ν(dx) = dx satisfies conditions of Theorem 1 and 2. Therefore, for every function F ∈ I 0 (dx) inequality (5) holds for all x < 0 outside an exceptional set of finite logarithmic measure. On the other hand, exists such a function F ∈ I 0 (dx) (i.e. written by the Laplace integral) for which both inequality (8) holds and µ * (x, F ) = µ * (x, F ) = sup{f (u)e xu : u ≥ 0}.
