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Abstract
We consider geometric operators, such as the geodesic length and the volume of
hypersurfaces, in the context of the Asymptotic Safety scenario for quantum gravity.
We discuss the role of these operators from the Asymptotic Safety perspective, and
compute their anomalous dimensions within the Einstein-Hilbert truncation. We
also discuss certain subtleties arising in the definition of such geometric operators.
Our results hint to an effective dimensional reduction of the considered geometric
operators.
1 Introduction
In the Asymptotic Safety (AS) scenario, quantum gravity is described by a path inte-
gral which is well-defined thanks to the presence of an ultraviolet non-Gaussian fixed point
having a finite number of relevant directions [1, 2]. As such, most of the investigations
in this setting have focussed on the presence of a suitable fixed point. The framework
which is employed to test the presence of such a fixed point is the functional renormal-
ization group (FRG) based on the so called effective average action (EAA) [3], which is a
scale dependent generalization of the standard effective action that realizes the Wilsonian
renormalization program. The extension of the EAA employed to study quantum gravity
has been proposed in [2]. The FRG provides an exact functional equation that can be
studied by implementing some approximation scheme. The presence of a suitable fixed
point has been tested under many different approximations such as the curvature expan-
sion and the vertex expansion. All these different approximations confirm the presence of
a suitable UV fixed point.
The aim of this work lies on a different research line than the study of the nature
of the AS fixed point. Assuming that a suitable fixed point exists and, for all practical
purposes, employing the fixed point stemming from the Einstein-Hilbert truncation, we
study the quantum properties of geometrical objects such as the volume of hypersurfaces in
spacetime and the geodesic length. The purpose of looking into such geometric operators is
the following. As discussed in [4], in order to make contact with gravitational observables,
some further effort is needed on top of studying the renormalization of the EAA and
finding the critical exponents associated to the AS fixed point. (This is true also for other
quantities such as the entanglement entropy [5].) Moreover, in a gravitational theory,
it is rather natural to ask how geometric quantities, like the volume of a submanifold,
behave at the quantum level. Indeed, even if such quantities are not true (diffeomorphism
invariant) observables, their study may hint at the presence of certain general features of
the underlying quantum theory, such as the dynamical dimensional reduction, which has
been already observed via different criteria and means in the literature [6–8].
The paper is organized as follows. In section 2 we first present some general considera-
tions regarding the geometric operators that we consider in this work. Then we introduce
our general framework by discussing the gravitational EAA and explaining how to take
into account geometric operators. In section 3 we study the volume of arbitrary hyper-
surfaces and their scaling properties. Section 4 is devoted to the study of the geodesic
length. We first emphasise the role of different possible initial or boundary conditions
defining the geodesic length and then we discuss the scaling properties accordingly. We
summarize our findings in section 5.
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2 Asymptotic Safety and geometric operators
2.1 Geometric operators in Asymptotic Safety
The core idea of the AS program is to provide a well-defined path integral over
geometries. Ultimately, the purpose is to use such a path integral to make predictions
for the relevant quantum gravitational observables. A particularly interesting example is
that of fixed geodesic length correlation functions of two operators, which is defined by
(see e.g. [9, 10])
G (r) =
〈 1
Vol
∫
ddx
√
g (x)
∫
ddy
√
g (y)O1 (x)O2 (y) δ (r − ℓg (x, y))
〉
(2.1)
where ℓg (x, y) is the geodesic length between x and y.
In the fixed point regime, where scale invariance is realized, one expects G (r) ∝ rα.
The question is then how to predict the scaling exponent α. Scaling arguments regarding
correlation functions such as G (r) have been developed, and particular attention has been
paid to the two dimensional case [11, 12], see [4, 13, 14] for a FRG perspective.
The crucial point which we would like to emphasize here is that, in order to perform
analogous scaling reasonings, it is essential not only to know the scaling behaviour of
operators such as
√
g (x)O1 (x), which may be characterized by a critical exponent, but
also of the geodesic length ℓg (x, y), which is typically not contained in the EAA as we
shall argue in section 2.2.
Besides correlation functions like G (r), in a quantum gravitational theory one may
be interested also in further geometric properties of spacetime. For instance, one can ask
about the effective Hausdorff dimension of the spacetime, or the spectral and the walk
dimensions. These latter quantities have been estimated in the AS scenario in [6,7,15,16].
As far as the Hausdorff dimension dH is concerned, it turns out that it coincides with the
topological dimension d of the manifold, i.e. dH = d. We shall briefly come back to this
point in section 4.4, by extrapolating the Hausdorff dimension from the scaling behaviour
of a geodesic ball of radious r in the limit for r → 0. Note that this definition of the
Hausdorff dimension involves geometric quantities, such as the volume of a geodesic ball,
that are again difficult to access within the standard gravitational EAA approach.
The spectral dimension and the kinematical properties of the propagator hint at an
effective dimensional reduction near the fixed point [7], see [8] for a general discussion
regarding dimensional reduction in quantum gravity. One may thus wonder if there are
other signatures of a similar dimensional reduction when approaching the fixed point. A
possibly simple way is the following.
Let us consider a generic hypersurface in Euclidean spacetime characterized by a scale
L. Classically, if this hypersurface has dimension dσn , one expects that the volume of the
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hypersurface, denoted Vσn , scales as 〈Vσn〉 ∝ Ldσn . At the quantum level, one expects
corrections to the classical scaling though. In section 3 we will provide a first estimate of
such corrections. As we shall see, they hint again at an effective dimensional reduction
when approaching the AS fixed point.
2.2 The gravitational EAA
The EAA is defined by introducing a scale k below which the integration of momentum
modes is suppressed. This is achieved by adding the term ∆Sk =
1
2
∫
χRkχ to the bare
action, with χ being the fluctuating field andRk a suitable kernel. The scale dependence of
the EAA is governed by the following exact equation, called the functional renormalization
group equation [3, 17, 18],
∂tΓk =
1
2
STr
[(
Γ
(2)
k +Rk
)−1
∂tRk
]
(2.2)
where Γ
(2)
k is the Hessian of the effective average action Γk.
In order to actually solve equation (2.2) it is necessary to introduce some approximation
scheme. A possible strategy is to expand the EAA in a finite number of monomials:
Γk ≡
m∑
i=1
giMi , (2.3)
where Mi ∈
{∫ √
g,
∫ √
gR, · · ·}. Such truncations have been studied in an increasing or-
der of complexity by including higher curvature terms [19–26], the Goroff-Sagnotti coun-
terterm [27], and polynomials of the Ricci scalar of high order [28–31]. Also functional,
i.e. infinite dimensional, truncations have been investigated in various settings [32–46].
Along a different direction, ansa¨tze taking into account the bimetric character of the flow
have been studied [47–50]. A further possible approximation scheme which tackles the
bimetric character of the EAA is the following one. The EAA is expanded in a series of
vertices, which are defined schematically by taking functional derivatives of the EAA,
Γ
(m,n)
k ≡
δm+nΓk
δg¯mδhn
, (2.4)
where g¯ is the background metric and h the average fluctuation field. This approach also
leads to a picture which is consistent with the AS fixed point [51–57]. Moreover, the AS
fixed point persists also in presence of a suitable matter content, see e.g. [58–62].
To summarize, general EAA truncations are built out of (possibly infinitely many)
quasilocal operators. It follows that such truncations do not carry any information re-
garding non-local operators such as the geodesic length. Moreover, since one has to resort
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to some approximation scheme it must not be given for granted that a given scheme is
suitable for all operators. Hence it is convenient to have a framework that allows one to
study a given operator and its renormalization over and above the standard EAA renor-
malization. As we shall see in section 2.3, such a framework is provided by a source
dependent extension of the standard EAA.
As far as the EAA is concerned, in the present work we shall employ the Einstein-
Hilbert truncation [2] defined in (2.5) below. In the gravitational EAA framework for
metric gravity, the metric gµν is expressed via the sum of a background metric g¯µν and
the fluctuating metric hµν , i.e. gµν = g¯µν + hµν . (Also, different parametrizations have
been investigated, see e.g. [63].) However, the gauge-fixing and the cutoff action break
the split symmetry [47] so that a generic ansatz for Γk depends not only on gµν but also
on g¯µν (or, equivalently, on g¯µν and hµν). In the present work, we will restrict ourselves
to a single metric type of truncations in which the EAA is a functional depending only
on gµν = g¯µν + hµν and has the form
Γk [g] =
1
16πGk
∫
ddx
√
g (2Λk − R) . (2.5)
For later convenience we introduce Gk ≡ G¯/ZNk and κ2 ≡ (32πGk)−1. We equip the
ansatz (2.5) with the Feynman-de Donder gauge fixing, which gives a particularly simple
Hessian, see for instance [22]. Moreover, we set the cutoff kernel to be
Rgravk [g]µνρσ ≡ κ2Rgravk [g]µνρσ , (2.6)
where the conformal (i.e., trace) mode is treated as proposed in [2]
Rgravk [g]
µνρσ ≡
(
(I− Pφ)µνρσ + 2− d
2
(Pφ)
µνρσ
)
Rk
(−D2) . (2.7)
In (2.7) we introduced the following tensors
Iαβκτ =
1
2
(gακgβτ + gατgβκ) (2.8)
(Pφ)αβκτ =
1
d
gαβgκτ , (2.9)
Pφ being the projector on the trace mode. Eventually, we will also write the function
Rk (−D2) as Rk (−D2) ≡ ZNkk2R(0)(−D2/k2) where R(0) determines the cutoff shape.
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In this setting the inverse Hessian of the EAA – which is the modified propagator for
gravitons – takes the simple form(
1
κ2
Γ
(2)
k [g] +R
grav
k [g]
)−1
ρσαβ
= (I− Pφ)ρσαβ a−1T (−D2)
+
2
2− d(Pφ)ρσαβa
−1
S (−D2) . (2.10)
Here, with D2 = gµνDµDν the covariant Laplacian, aT (−D2) and aS(−D2) are the oper-
ators that arise in the Hessian after having split the metric h into a traceless and a trace
part. These operators are given by
a−1T (−D2) =
1
ZNk
[
−D2 + k2R(0)(−D2/k2)− 2Λk + d(d− 3) + 4
d(d− 1) R
]−1
,
a−1S (−D2) =
1
ZNk
[
−D2 + k2R(0)(−D2/k2)− 2Λk + d− 4
d
R
]−1
.
2.3 Geometric objects as composite operators
In this section we argue that a possible way to tackle the description of the geometric
operators mentioned in section 2.1 is to deal with them as composite operators. Thus, let
us first introduce composite operators in the FRG framework.
(A) Suppose that we have a generic ansatz for the EAA,
Γk =
m∑
i=1
gi
∫
ddxAi (x) , (2.11)
where g1, · · · , gm are the coupling constants. The scaling properties of the operators
{Ai (x)} are determined by the critical exponents θi. In particular, the scaling mass
dimension ∆i is given by ∆i = d − θi where quantum correction are taken into account.
Clearly, the actual scaling operator, having scaling dimension ∆i, is given by a combination
of the operators A1(x), · · · , Am(x), which is determined by the linearized RG flow around
the fixed point.
Given the ansatz (2.11) for Γk, one may ask if it is possible to extract the scaling of an
operator other than Ai (x). This is possible at the expense of introducing further sources
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which are conjugate to the composite operators of interest. To see how this comes about,
let us consider the following modified generating functional:1
eWk[J,ε] ≡
∫
Dχ e−S[χ]−∆Sk[χ]+J ·χ−ε·O (2.12)
where, on top of the standard source J coupled to the elementary field, we have introduced
the sources {εi (x)} which are conjugate to the set of composite operators {Oi (x)}, where
i = 1, · · · , N . By taking functional derivatives with respect to the source εi (x) one obtains
information on the insertion of a composite operator, in particular
〈Oi (x)〉J = −δWk[J, ε]
δεi (x)
∣∣∣∣∣
ε=0
. (2.13)
The functionalWk [J, ε] is then used to defined a generalized EAA Γk [ϕ, ε], which depends
on the average field ϕ and on the sources ε (on which no Legendre transform has been
performed). The insertion of a composite operator is then defined by taking a single
functional derivative with respect to the associated source:
[Ok(x)]i ≡
δ
δεi(x)
Γk [ϕ, ε]
∣∣∣
ε=0
= 〈Oi (x)〉J [ϕ] , (2.14)
where k indicates the RG scale and the subscript i labels the N different composite
operators that we take into account.
We can write the flow equation for composite operators as [64–67]
∂t (ε · [Ok]) = −1
2
Tr
[(
Γ
(2)
k +Rk
)−1 (
ε · [Ok](2)
)(
Γ
(2)
k +Rk
)−1
∂tRk
]
. (2.15)
Again, to concretely solve equation (2.15) some approximation scheme must be imple-
mented. In particular, one may expand the composite operator [Ok]i on the truncated set
of operators {O1, · · · , ON}, i.e.
[Ok(x)]i =
N∑
j=1
Zij(k)Oj(x) . (2.16)
Given the ansatz (2.16), one can show that the scaling operators of the theory have
dimension, quantum corrections included, given by the eigenvalues of the matrix [66]
diδij +
(
Z−1∂tZ
)
ij
1Whenever a dot appears, as in J · χ, deWitt summation and integration convention is understood,
i.e., J · χ = ∫ ddxJa (x)χa (x).
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where di is the (classical) mass dimension of the operator Oi.
The matrix γZ,ij ≡ (Z−1∂tZ)ij can be directly found manipulating equation (2.15).
Inserting the ansatz (2.16) and taking a functional derivative with respect to εi, we find
∑
j
∂t (ZijOj (x)) = −1
2
Tr
[(
Γ
(2)
k +Rk
)−1(∑
j
ZijO
(2)
j (x)
)(
Γ
(2)
k +Rk
)−1
∂tRk
]
(2.17)
which implies
∑
j
γZ,ijOj (x) = −1
2
Tr
[(
Γ
(2)
k +Rk
)−1 (
O
(2)
i (x)
)(
Γ
(2)
k +Rk
)−1
∂tRk
]
. (2.18)
In this work we shall employ non-mixing ansa¨tze for the composite operators. This
means that we shall consider composite operators approximated by the simple parametriza-
tion [Ok] = ZO (k)O. In this approximation, assuming that [Ok] is independent of the
ghost fields, the anomalous dimension is given by γO ≡ γZO ≡ Z−1O ∂tZO and can be read
off from
γO(k)O[g](x) =− 1
2
Tr
[(
1
κ2
Γ
(2)
k [g] +R
grav
k [g¯]
)−1
ρσαβ
1
κ2
O(2)[g](x)αβκτ
×
(
1
κ2
Γ
(2)
k [g] +R
grav
k [g¯]
)−1
κτµν
(∂tR
grav
k [g¯]
µνρσ)
]
. (2.19)
(B) After this general introduction, let us turn to the use of composite operators in the
present work. As an example, let us consider the case of the volume of an n-dimensional
hypersurface σn which is defined by
Vσn =
∫
σn
dnu
√
x∗g . (2.20)
Here, x∗g is the pullback of the spacetime metric g onto the surface σn. The latter
is characterized by the map u 7→ xµ (u) and parametrized by n coordinates ua with
a = 1, · · · , n (more details can be found in section 3). We then extend the action S by
including also the term ∫
σn
dnu ε (u)
√
x∗g . (2.21)
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At the level of the source-dependent functional Γk [ϕ, ε], the above operator acquires a scale
dependence which we parametrize by employing the following source-dependent term:∫
σn
dnu ε (u)Zσn (k)
√
x∗g . (2.22)
The anomalous dimension associated to the running of Zσn (k) is given by γσn = Z
−1
σn ∂tZσn .
Recalling that the anomalous dimension γσn adds to the mass dimension, we have that a
n-dimensional volume scales with an exponent −n + γσn , rather than the classical value
−n.
From the technical point of view, let us note that for our purposes it will be enough
to consider spacetime-point independent sources when solving equation (2.15) since we
neglect any mixing with total derivative operators. In our case the source ε is constant
and serves as a bookkeeping parameter.
We also wish to emphasize that our work is of exploratory and qualitative nature. In
order to reach quantitative predictions for the anomalous dimension a systematic study
of increasingly complex truncations for the EAA and for the composite operators must be
implemented. However, we believe that the present simplified treatment paves the way
for a detailed study of the geometric operators in AS and may already highlight certain
relevant features of the AS scenario for quantum gravity.
3 Volume of hypersurfaces in spacetime
(A) Definition of the surface volume. We consider the volume of an n-dimensional
submanifold σn that is embedded in the d-dimensional spacetime manifoldM . To simplify
our task, we assume that σn can be covered by a single chart, in the following sense.
Let x = (x1, · · · , xd) : U ⊂M → U ′ ⊂ Rd be a chart of M , and u = (u1, · · · , un) : U˜ ⊂
σn → U˜ ′ ⊂ Rn a chart of σn. By pulling back the metric g on M with the inclusion map
ı : σn →֒ M , a metric ı∗g on σn is induced. For p ∈ U ∩ U˜ this induced metric is locally
given by
gab(p) ≡ (ı∗g)p(∂/∂ua|p, ∂/∂ub|p) = gµν(p) ∂
∂ua|p (x
µ ◦ ı) ∂
∂ub|p (x
ν ◦ ı) .
As σn ⊂ M is an embedded submanifold, the inclusion map ı : σn →֒ M is an
immersion, i.e. dıp : Tpσn → TpM is injective for all p ∈ M . This means that we can
identify the tangent space Tpσn with the subset dıp(Tpσn) ⊂ TpM . Consequently, we can
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also identify the canonical vector fields (∂/∂u1, · · · , ∂/∂un) : U˜ ⊂ σn → Tσn as vector
fields on U˜ mapping to TM such that we can write
gab(p) = gµν(p) dx
µ|p(∂/∂ua|p) dxν |p(∂/∂ub|p)
= gµν(p)
∂xµ
∂ua
∣∣∣∣p∂xν∂ub
∣∣∣∣p .
Finally, we can trade the p-dependence by some dependence on n-dimensional coordinates
and write
gab(u) = gµν(x(u))
∂xµ(u)
∂ua
∂xν(u)
∂ub
. (3.1)
The volume µ[g] of the submanifold σn restricted to U ∩ U˜ can then be written as
µ[g] ≡
∫
U∩U˜
ωn =
∫
U˜ ′′
dnu
√
det g(u) (3.2)
where U˜ ′′ ≡ u(U ∩ U˜ ) ⊂ Rn and ωn denotes the volume form given by the induced metric.
(B) Some useful formulae. The crucial element that enters the flow equation (2.15)
is the Hessian of the composite operator. Thus, let us compute the Hessian of the volume
of the n-dimensional submanifold σn. In practice, we wish to evaluate
〈
x |µ(2)[g]αβκτ | y〉 = 1√
g¯(x)g¯(y)
∫
U˜ ′′
dnu
δ2
√
det g(u)
δgαβ(z)δgκτ (y)
. (3.3)
Therefore, we express gµν in terms of gab and use the chain rule so that we can rewrite a
functional derivative with respect to gµν as a functional derivative with respect to gab,
δ
δgµν(y)
=
∫
dnu
δgab(u)
δgµν(y)
δ
δgab(u)
=
∫
dnu
∂xµ
∂ua
∂xν
∂ub
δ(d)(x(u)− y) δ
δgab(u)
.
Therewith, we can calculate the Hessian step by step, starting with the first functional
derivative of the integrand
√
det g(u) of (3.2),
δ
√
det g(u)
δgµν(y)
=
1
2
1√
det g(u)
∫
dnu′
∂xµ
∂u′a
∂xν
∂u′b
δ(d)(x(u′)− y) δ det(g(u))
δgab(u′)
.
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Next, we can use Jacobi’s formula for the variation of the determinant,
δ det(g(u))
δgab(u′)
= adjT (g(u))ab δ
(n)(u− u′) (3.4)
where adj(A) denotes the adjunct of the (square) matrix A which is the transpose of its
cofactor matrix. The adjunct matrix is related to the inverse matrix,2 that we will denote
with upper indices as usual, by a factor of the determinant,
gab(u) ≡ (g(u)−1)ab = 1
det g(u)
adj(g(u))ab . (3.5)
As the adjunct of a symmeric matrix is symmetric as well, i.e. adj(g(u))ab = adj
T (g(u))ab,
we can express the functional derivative of
√
det g(u) by means of the inverse gab,
δ
√
det g(u)
δgµν(y)
=
1
2
√
det g(u)
∂xµ
∂ua
∂xν
∂ub
gab(u) δ(d)(x(u)− y) . (3.6)
Next, it is straightforward to build the second functional derivative of
√
det g(u) using
the product rule,
δ2
√
det g(u)
δgαβ(z)δgµν(y)
=
1
2
δ
√
det g(u)
δgαβ(z)
∂xµ
∂ua
∂xν
∂ub
gab(u) δ(d)(x(u)− y)
+
1
2
√
det g(u)
∂xµ
∂ua
∂xν
∂ub
δgab(u)
δgαβ(z)
δ(d)(x(u)− y) . (3.7)
In the first term, we can use our result (3.6) for the first functional derivative while in the
second term we can again use the chain rule to calculate the functional derivative of gab,
δgab(u)
δgαβ(z)
=
∫
dnu′
∂xα
∂u′c
∂xβ
∂u′d
δ(d)(x(u′)− z) δ(g
−1(u))ab
δgcd(u′)
(3.8)
with
δ(g−1(u))ab
δgcd(u′)
= −gae(u) δgef(u)
δgcd(u′)
gfb(u)
= − (gac(u)gdb(u) + gad(u)gcb(u)) δ(n)(u− u′) .
2It should be emphasized that the relation (3.1) cannot be inverted in the sense that x(u) cannot be
uniquely solved for u. However, the inverse of g(u) is naturally well-defined as det g(u) 6= 0.
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Plugging these results into the RHS of (3.7) we obtain the final result for the second
functional derivative of
√
det g(u),
δ2
√
det g(u)
δgαβ(z)δgµν(y)
=
1
4
√
det g(u)
∂xα
∂uc
∂xβ
∂ud
∂xµ
∂ua
∂xν
∂ub
δ(d)(x(u)− y) δ(d)(x(u)− z)
×
[
gab(u)gcd(u)− gac(u)gdb(u)− gad(u)gcb(u)
]
. (3.9)
Furthermore, the following traces will be needed:
Iαβµν
∂xα
∂uc
∂xβ
∂ud
∂xµ
∂ua
∂xν
∂ub
(
gabgcd − gacgdb − gadgcb)
=
1
2
(gacgbd + gbcgad)
(
gabgcd − gacgdb − gadgcb) = −n2 (3.10)
and
(Pφ)αβµν
∂xα
∂uc
∂xβ
∂ud
∂xµ
∂ua
∂xν
∂ub
(
gabgcd − gacgdb − gadgcb)
=
1
d
gcdgab
(
gabgcd − gacgdb − gadgcb) = 1
d
(n2 − 2n) . (3.11)
Note that in the traces (3.10) and (3.11) the partial derivatives ∂x/∂u combine with I and
Pφ in such a way to form a tensor depending solely on the metric gab so that the trace
gives just a simple number.
(C) The anomalous dimension. In order to compute the anomalous dimension we
insert the Hessian (3.3) into the flow equation (2.19). One finds
γσn(k)µ[g] = −
1
2
Tr
[
1
κ2
µ(2)[g]αβκτ∂tRk(−D2)
×
{
(I− Pφ)κταβ
(
a−1T (−D2)
)2
+ (Pφ)κταβ
2
2− d
(
a−1S (−D2)
)2}]
. (3.12)
Using (3.10) and (3.11), it can be checked that equation (3.12) takes the form
γσn(k)µ[g] = 4πG¯
∫
U˜ ′′
dnu
√
det g(u)
[
(d+ 1)n2 − 2n
d
〈
x(u)|∂tRk(−D
2)
a2T (−D2)
|x(u)〉
+
4n− 2n2
2d− d2
〈
x(u)|∂tRk(−D
2)
a2S(−D2)
|x(u)〉] . (3.13)
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Now we wish to expand the RHS of (3.13) and retain only the term proportional to
µ[g], from which we can read off the anomalous dimension. Therefore, with A(−D2) ≡
−D2 + k2R(0)(−D2/k2)− 2Λk, let us expand the operators appearing in (3.13) in powers
of the scalar curvature R:
a−1T/S(−D2) =
1
ZNk
[A(−D2) + cT/SR]−1
=
1
ZNk
(A(−D2)−1 − cT/SA(−D2)−2R)+O(R2) ,
respectively,(
a−1T/S(−D2)
)2
=
1
Z2Nk
(A(−D2)−2 − 2cT/SA(−D2)−3R)+O(R2) . (3.14)
Furthermore, we define N (−D2) ≡ ∂tRk(−D2)/(2ZNk) such that we can expand the
operators appearing in the matrix elements of (3.13),
∂tRk(−D2)
(
a−1T/S(−D2)
)2
=
2
ZNk
N (−D2)
A(−D2)2 +O(R) . (3.15)
Note that this expression is T - and S-independent at order R0 and thus the corresponding
matrix elements in (3.13) coincide.
The matrix elements can be evaluated by employing the heat kernel technique, see
e.g. [22, 24]. By considering the Laplace transform of N /A2,
(N /A2) (−D2) = ∫ ∞
0
ds N˜ /A2(s) esD2 , (3.16)
we obtain〈
x(u)| (N /A2) (−D2) |x(u)〉 = ∫ ∞
0
ds N˜ /A2(s)〈x(u)| esD2|x(u)〉
=
∫ ∞
0
ds N˜ /A2(s)
(
1
4πs
)d/2 (
1 +
s
6
R
)
+O(R2) .
Here, we have used the asymptotic expansion of the untraced diagonal heat kernel, see
e.g. [68]. Again dropping all curvature terms, we arrive at
〈
x(u)| ∂tRk(−D
2)
a2T/S(−D2)
|x(u)〉 = 2
ZNk
(
1
4π
)d/2
Qd/2[N /A2] +O(R) (3.17)
where we have introduced the Q-functionals defined by Qn[W ] ≡
∫∞
0
ds s−n W˜ (s).
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Let us note that we computed the matrix element appearing in (3.13) by exploiting
the (untraced) heat kernel. We did so in order to make it explicit that we did not have to
choose a particular background. It is straightforward though to re-obtain the expression
(3.17) choosing to project on a flat background. In this latter case indeed one can rewrite
the matrix element in terms of its Fourier transform and arrive at the same result.
The Q-functionals can be expressed in terms of the threshold functions [2],
Φpn(w) ≡
1
Γ(n)
∫ ∞
0
dzzn−1
R(0)(z)− zR(0)′(z)
[z + R(0)(z) + w]
p and
Φ˜pn(w) ≡
1
Γ(n)
∫ ∞
0
dzzn−1
R(0)(z)
[z +R(0)(z) + w]
p .
Introducing the dimensionless cosmological constant λk ≡ Λk/k2 and the anomalous di-
mension of the Newton constant ηN(k) ≡ −∂t lnZNk, we can rewrite Qn[N /Am] as
Qn[N /Am] = k2+2(n−m)
[
Φmn (−2λk)−
1
2
ηN(k)Φ˜
m
n (−2λk)
]
. (3.18)
This formula leads us to the final form of the truncated FRGE, on whose RHS we drop
all curvature terms,
γσn(k)µ[g] = 4πG¯
∫
U ′′
dnu
√
det g(u)
[
(d+ 1)n2 − 2n
d
+
4n− 2n2
2d− d2
]
× 2
ZNk
(
1
4π
)d/2
Qd/2[N /A2]
= 4πG¯ µ[g]
[
(d+ 1)n2 − 2n
d
+
4n− 2n2
2d− d2
]
× 2
ZNk
(
1
4π
)d/2
kd−2
[
Φ2d/2(−2λk)−
1
2
ηN(k)Φ˜
2
d/2(−2λk)
]
. (3.19)
Let us note that dropping the curvature terms in the expansions of (3.13) and (3.17)
amounts to an approximation. It corresponds to the non-mixing type of ansa¨tze that we in-
troduced in section 2.3. In this sense the neglected operators, such as
√
g (x (u))R (x (u)),
are those that one would add in a more refined mixing truncation for the composite
operators.
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From equation (3.19) it is straightforward to extract the anomalous dimension. Defi-
ning the dimensionless Newton constant gk ≡ kd−2G¯/ZNk, we have
γσn(λk, gk) ≡ γσn(k) = 2
(
1
4π
) d
2
−1 [
(d+ 1)n2 − 2n
d
+
4n− 2n2
2d− d2
]
× gk
[
Φ2d/2(−2λk)−
1
2
ηN (gk, λk)Φ˜
2
d/2(−2λk)
]
. (3.20)
Equation (3.20) constitutes one of our main results.
Few comments are in order. First of all, the anomalous dimension in (3.20) is obtained
after applying a number of approximations. In particular, the Einstein-Hilbert truncation
for the EAA has been employed. It follows that more refined EAA truncations may bring
(possibly important) corrections to our result. In a non-mixing truncation for composite
operators, such as those employed in this work, one may project equation (2.19) on flat
spacetime. In this latter case, it is clear that the terms in the EAA up to the curvature
squared are those which may play a non-trivial role, since these terms appear in the
regularized propagators in equation (2.19). In view of this, and since the gravitational
fixed point includes a relevant direction characterized by a term quadratic in curvature,
the extension of our calculation to include higher curvature terms is an important task
that we leave for future work.
Let us recall that, within our approximations, equation (3.20) encodes the RG flow
of the composite operators also away from the fixed point. Employing the effective field
theory (EFT) interpretation of the EAA [71], one notes that the composite operators
have a (running) anomalous dimension also in the EFT framework. Note, however, that
away from the fixed point (scaling) regime it is more difficult to interpret the anomalous
dimension since dimensionful quantities may be present at intermediate RG scales and
make the scaling analysis more involved.
(D) Four dimensional Asymptotic Safety. We evaluate the numerical value of the
anomalous dimension γσn of (3.20) in the case of d = 4 at the Asymptotic Safety fixed
point (λ∗, g∗). We consider two approximations.
First, we compute the one-loop value of γσn , which can be retrieved from (3.20) by
omitting the terms proportional to the anomalous dimension ηN and by taking the leading
order in a coupling expansion of the threshold functions.
Second, we compute the numerical value of γσn in the fully fledged Einstein-Hilbert
truncation.
In table 1 we report the numerical values obtained for γσn . We denote by γ
opt
σn the
anomalous dimension obtained using the optimized cutoff R(0)(z) = (1− z)Θ(1− z) [72],
and by γexpσn the one obtained using the exponential cutoff R
(0)(z; s) = sz/(exp(sz)−1) at
s = 1. (Regarding the exponential cutoff, we numerically checked that our results exhibit
a very mild s-dependence, i.e. the relative error in the region s ∈ [0.7, 1.5] was found to
be ∼ 3% of the value of the anomalous dimension.)
Table 1. Fixed point values of γσn for d = 4. The first two columns show the one-
loop result obtained via the optimized and the exponential cutoff. The third and fourth
columns display the results for the full fledged single metric Einstein-Hilbert truncation.
γopt,1Lσn (g
opt,1L
∗ ) γ
exp,1L
σn (g
exp,1L
∗ ) γ
opt
σn (λ
opt
∗ , g
opt
∗ ) γ
exp
σn (λ
exp
∗ , g
exp
∗ )
n = 1 0.0682 0.0671 0.0997 0.1006
n = 2 0.5455 0.5368 0.7973 0.8044
n = 3 1.4318 1.4091 2.0930 2.1116
By looking at the values in table 1 we deduce that the anomalous dimension of a surface
σn is positive and it grows with n. Remarkably, the fact that the anomalous dimension is
positive implies an effective dimensional reduction at the UV fixed point.
Indeed, as anticipated in section 2.3, the mass scaling dimension of σn is given by
−n + γσn, which corresponds to a lowered effective dimension deffσn = n− γσn .
As already mentioned, in the Asymptotic Safety scenario an effective dimensional re-
duction has already been observed in other contexts and with a slightly different meaning.
In particular, predictions for the spectral and the walk dimensions of the whole manifold
have been put forward, indicating an effective reduction to two dimensions in the UV
limit [6,7]. At the same time, however, the Hausdorff dimension is still equal to the topo-
logical dimension, i.e. dH = 4 [7]. In this section we estimated a kind of effective scaling
dimension of hypersurfaces (submanifolds). Despite our rough approximations, our results
hint consistently that an effective dimensional reduction is indeed a general feature of the
Asymptotic Safety scenario. It should be noted also that the phenomenon of dimensional
reduction is present in several quantum gravity models [8].
Let us emphasize that either the use of the one-loop or the full-fledge Einstein-Hilbert
truncation constitute still a rather crude approximation. In fact these truncations do not
take into account the bimetric nature of the gravitational EAA [69]. More precise values
of the anomalous dimension ηN can be obtained in more refined truncations, see [70] for
an overview. It turns out that in these schemes, at least for pure gravity, the anomalous
dimension ηN is smaller than its single metric absolute value of 2 so that one may suspect
the numerical one-loop value not to be an unreasonable approximation in this respect.
(This can be checked explicitly using some results from the literature but we leave a more
complete analysis for future work.)
Furthermore, one can express the scaling of the hypersurfaces not only via the exter-
nally prescribed length L, but also via the different geometrical entities, such as the length
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of a given curve. To do so, let us consider the following argument. Since the volume Vσn
scales like Ln−γσn and the geometric length ℓ = Vσ1 scales like L
1−γσ1 , one also obtains the
scaling relation Vσn ∝ ℓ
n−γσn
1−γσ1 .
It would be interesting to generalize the above analysis to other types of theories of
gravity that have shown compatibility with the Asymptotic Safety program, such as the
first order formalism [75,76], extended theories of gravity [77–79], and theories on foliated
spacetimes [80–84].
Another interesting extension of our work consists in the analysis of the flow equation
for composite operators away from d = 4. Being a detailed analysis in this case outside
the scope of the present work, we limit ourselves to observe that in dimension d = 3
the one-loop anomalous dimension of the parametrized hypersurfaces takes a particular
simple form, namely γ1Ln
d=3
= n(n−1)
5
, which is independent of the cutoff profile.
4 The geodesic length
As explained in section 2.1 the geodesic length is extremely useful in defining certain
diffeomorphism invariant observables. In this section we study the geodesic length from
the composite operator point of view and explore in particular its scaling behavior in
Asymptotic Safety.
4.1 Selecting a geodesic
For a given Euclidean spacetime metric g, the geodesic length ℓg is defined by
ℓg ≡
∫ 1
0
dτ
√
gµν (xg (τ)) x˙
µ
g (τ) x˙νg (τ) , (4.1)
where xg (τ), τ ∈ [0, 1], is a solution of the geodesic equation:
x¨µg (τ) + Γ
µ
α β (xg(τ)) x˙
α
g (τ) x˙
β
g (τ) = 0 . (4.2)
Clearly, the geodesic xg (τ) is fully defined only when equation (4.2) is equipped with
suitable initial or boundary conditions. As we shall see, such a choice plays a major role
at the quantum level and one must carefully address the different possibilities separately.
Let us list three options for the supplementary conditions with which to equip equation
(4.2).
Boundary value problem. The solution of equation (4.2) is fixed by requiring that
the geodesic passes through the point xµ0 at the initial “time” τ = 0 and through
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the point xµ1 at the final time τ = 1; thereby the points x
µ
0 and x
µ
1 are externally
prescribed: {
xµ (0) = xµ0
xµ (1) = xµ1 .
(4.3)
In this case ℓg ≡ ℓg(x1, x2) is referred to as the geodesic distance of the two points.3
Initial value problem. The solution of equation (4.2) is fixed by requiring that the
geodesic passes through the point xµ0 at the initial time τ = 0 with a certain “veloc-
ity” vµ0 , with x
µ
0 and v
µ
0 externally prescribed:{
xµ (0) = xµ0
x˙µ (0) = vµ0 .
(4.4)
Now the final point, xµg (1) arises as the result of actually solving (4.2) with initial
data (x0, v0).
Normalized initial value problem at fixed geodesic length. The solution of equa-
tion (4.2) is fixed by requiring that the geodesic passes through a prescribed point
xµ0 , at the initial time τ = 0, and that its initial direction is parallel to an externally
given normalized “velocity” vector ξµ0 . Being the velocity vector normalized, we still
need to impose one further condition. In particular one can require that the geodesic
length itself equals a prescribed value r:
xµ (0) = xµ0
x˙µ(0)
‖x˙0‖
= ξµ0
ℓg(x0, xg(1)) = r .
(4.5)
Each of these choices provides a set of 2d conditions which select a unique solution of
the geodesic equation (4.2).
We shall focus our attention to the condition (4.3) mostly since the geodesic distance
of points appears in many correlation functions of considerable physical interest, such as
(2.1) for example.4 Interestingly, boundary conditions involving a fixed geodesic length
instead, as in the case of (4.5), have been used in the literature to define correlators
〈φ (x)φ (y)〉 of a kind different from (2.1), see e.g. [85, 86].
3Here and in the following we assume that x1 and x2 are sufficiently close so that no caustics occur
and the solution to (4.2) with (4.3) is unique.
4 In fact, the initial point x and the end point y appearing in ℓg (x, y) in (2.1) are taken as given
numbers, i.e. they are independent of the metric and give rise to no graviton vertex.
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4.2 Anomalous dimension of the geodesic length
In this section we discuss the anomalous dimension associated to (4.1). As a preliminary
observation, we note that the length of an arbitrary one dimensional curve, corresponding
to (3.2) for n = 1, is given by an integral fully analogous to (4.1). There is, however, a
crucial difference between the case of an arbitrary curve and that of the geodesic distance.
In the former case the curve, say xµ (u), is arbitrary and taken to be independent of
the underlying metric. On the contrary, in the latter case, the geodesic xµg (τ) depends
functionally on the metric, as is obvious from the geodesic equation. Therefore, in the case
of the geodesic length, there are further gravitational vertices to be taken into account.
They are caused by the fact that the curve under consideration depends non-trivially on
the metric.
We now proceed to compute the novel contributions to the Hessian of ℓg. We choose to
work on a flat background, g¯µν = δµν , and express the geodesic trajectory as a functional
series expansion in the fluctuating metric hµν ,
xµg (τ) = x
µ
0
[
h0
]
(τ) + xµ1 [h] (τ) +
1
2
xµ2
[
h2
]
(τ) + · · · . (4.6)
For our purposes it is enough to compute this expansion up to the second order in hµν ,
since we will eventually set hµν = 0 in the flow equation. Such choice of background and
fluctuation fields implies that the LHS of the flow equation (2.19) is proportional to
ℓg
∣∣∣
g¯=δ,h=0
=
∫ 1
0
dτ
√
δµν x˙
µ
0 (τ) x˙
ν
0 (τ) =
√
δµν x˙
µ
0 x˙
ν
0 (4.7)
where we exploit the fact that x˙µ0 (τ) does not actually depend on τ , as we shall see in a
moment. We also note that ℓg ∝ ‖x˙0‖ in this case. The RHS of the flow equation (2.19)
will generate also terms different from ℓg. We will neglect such terms and select only
those that can be matched with our ansatz on the LHS. These latter terms can then be
identified by looking at which terms are proportional to ‖x˙0‖ on the RHS.
To calculate the Hessian, we wish to keep orders up to O (h2), which is why we expand
the connection in the geodesic equation as
x¨µg (τ) +
(
Γ µα β
∣∣∣
g¯=δ
+ δΓ µα β
∣∣∣
g¯=δ
+
1
2
δ2Γ µα β
∣∣∣
g¯=δ
)
x˙αg (τ) x˙
β
g (τ) = 0 . (4.8)
We now proceed to solve the geodesic equation (4.8) order by order in h, taking the
boundary conditions (4.3) into account. At zeroth order the equation simply reads
x¨µ0 (τ) = 0 (4.9)
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whose solution is
xµ0 (τ) = x
µ
0 + ξ
µ
0 τ . (4.10)
Here, one has ξµ0 ≡ xµ1 − xµ0 so that the boundary conditions (4.3) are already taken into
account at order O(h0). In turn, this implies that the higher order corrections to (4.10),
which appear in (4.6), satisfy xi (0) = xi (1) = 0.
Next, the equation for x1 (τ) takes the form
x¨µ1 (τ) + δ
µν [∂αhβν (x0 (τ)) + ∂βhαν (x0 (τ))− ∂νhαβ (x0 (τ))] ξα0 ξβ0 = 0 . (4.11)
Defining
fµ1 (τ) ≡ δµν [∂αhβν (x0 (τ)) + ∂βhαν (x0 (τ))− ∂νhαβ (x0 (τ))] ξα0 ξβ0 , (4.12)
one can check that the general solution of (4.11) reads
xµ1 (τ) = a+ bτ −
∫ τ
0
dη2
∫ η2
0
dη1 f
µ
1 (η1) . (4.13)
Implementing the boundary conditions (4.3) one obtains
xµ1 (τ) =
(∫ 1
0
dη2
∫ η2
0
dη1 f
µ
1 (η1)
)
τ −
∫ τ
0
dη2
∫ η2
0
dη1 f
µ
1 (η1) . (4.14)
Let us note that x1 (τ), being linear in f1, is proportional to (ξ0)
2. As we mentioned
before, we can drop from the RHS of the flow equation (2.19) all terms that are not
proportional to ‖x˙0‖1/2 = ‖ξ0‖1/2. Since the RHS of (2.19) is proportional to the Hessian
of ℓg, and since ξ0 appears only in this Hessian, it is enough to identify the terms that are
proportional to ‖ξ0‖1/2 in the Hessian of ℓg. It turns out that, since x1 (τ) ∝ (ξ0)2, the
contribution to the Hessian of ℓg coming from x1 (τ) gives rise solely to terms which we
neglect within our approximation.
A very similar analysis can be performed for the contribution coming from x2 (τ).
Also, in this case the Hessian generates terms which are of higher order in ξ0 and can be
neglected in our approximation.
Thus the important result is that for the case of a geodesic the only relevant contribu-
tions to the Hessian of ℓg are precisely those which appeared already when we considered
the length of arbitrary, prescribed curves. This implies that, for a non-mixing ansatz for
ℓg, we obtain that γℓg = γσn=1 , whose numerical values have already been reported in table
1.
Nevertheless, let us emphasise that we still generally expect that γℓg 6= γσn=1 for more
refined mixing ansa¨tze. Indeed, as soon as mixing ansa¨tze are considered, the neglected
19
operators on the RHS must be taken into account: the graviton vertices due to x1 and x2
will play a role leading to a different anomalous dimension. Tentatively, one may interpret
the fact of having γℓg = γσn=1 at the level on non-mixing ansa¨tze as hinting that the two
anomalous dimensions are not very much different. This, however, should be supported
by a systematic enlargement of the truncation for the composite operators at hand. We
leave this task for the future.
4.3 On different choices of initial conditions
In this section we consider both types of initial conditions, i.e. those given in (4.4) and
(4.5).
(A) Initial value problem (4.4). We rewrite the geodesic length (4.1) in terms of the
initial condition (4.4). Recall that the integrand in (4.1), i.e.
√
gµν (xg (τ)) x˙
µ
g (τ) x˙νg (τ),
is actually a constant of motion. Therefore we can write
ℓg =
∫ 1
0
dτ
√
gµν (x (τ)) x˙µ (τ) x˙ν (τ) =
∫ 1
0
dτ
√
gµν (x (0)) x˙µ (0) x˙ν (0)
=
√
gµν (x0) v
µ
0 v
ν
0 (0) , (4.15)
where in the second line we exploited the fact that the τ -integration is trivial.
We observe that, being fixed initial conditions, both xµ0 and v
µ
0 do not have any metric
dependence. Thus, the only metric dependence in ℓg is the explicit one in (4.15).
In the present situation, the evaluation of the Hessian of ℓg and the subsequent trace
calculation proceeds very much like in the case of an arbitrary curve. It follows that, at
the current level of accuracy, γℓg = γσn=1.
It must be noted that, once again, the equality γℓg = γσn=1 is just approximate and
holds only at the level of non-mixing ansa¨tze. Actually, given that the Hessian of ℓg differs
with regard to the choice of boundary conditions (4.3) or initial conditions (4.4), also the
anomalous dimension γℓg depends on the type of problem one wishes to consider.
(B) Normalized initial value problem (4.5). In this case we rewrite the geodesic
length (4.1) in terms of the initial condition (4.5).
This time the task is trivial because the third equation among the conditions (4.5)
tells us that ℓg = r. It follows that, by definition, ℓg is nothing but a given fixed number
r, independent of the metric. Thus, there cannot be any quantum corrections to the
dimension of ℓg since it is not influenced by gravitational fluctuation at all (equivalently,
in line with our previous treatment, the Hessian of ℓg is trivial). Hence, γlg = 0 in this
case.
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The choice of initial conditions (4.5) is not particularly interesting for our present
purposes. However, such initial conditions have been used in the literature to define a
different type of correlation function at fixed geodesic length. For instance, one may
consider applying this choice to correlation functions of scalar fields 〈φ (x)φ (y)〉. In this
case, the endpoint y depends on the metric whereas the geodesic distance between x and
y does not [85, 86]. This is of course very different from the boundary conditions (4.3),
where both x and y are fixed.
4.4 Comment on the volume of a geodesic ball
In this section we consider the volume of a geodesic ball from the point of view of Asymp-
totic Safety. Given the center of the ball, say x0, the volume of a geodesic ball with radius
r is defined by
Vball (r) ≡
∫
B
ddx
√
g , (4.16)
where the integration domain is
B ≡ {x : ℓg (x, x0) ≤ r} , (4.17)
with ℓg (x, x0) denoting the geodesic distance between x and x0.
In the limit of vanishing radius, the scaling of V (r) can be used to extract the Hausdorff
dimension dH via [7]:
lim
r→0
〈
Vball (r)
〉
∝ rdH . (4.18)
As we have seen in section 4.1, it is crucial to state the boundary conditions that define
our problem precisely. In particular, we shall be interested in the case where the ball radius
r is a given fixed quantity independent of the metric, i.e. the domain of integration (4.17)
is specified by the fixed center of the ball x0 and the fixed radius r.
To make progress, let us consider the Riemann normal coordinate expansion for the
geodesic length. Let us denote by ξµ the Riemann normal coordinates based at x0. By
definition, they correspond to the initial “velocity” vector of the geodesic at x0. The
integration domain B in (4.17) is then rewritten as
B =
{
ξ :
√
gµν (x0) ξµξν ≤ r
}
, (4.19)
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where we used the fact that the integrand in the definition of ℓg is actually a constant of
motion. The volume element can be expanded as follows
√
g (ξ) ≈
√
g (x0)
{
1− 1
6
Rµν (x0) ξ
µξν
}
. (4.20)
Thus, the volume of the geodesic ball can be rewritten as
Vball (r) =
∫
B
ddξ
√
g (ξ) =
∫
B
ddξ
{√
g (x0) +O (R, ξ)
}
. (4.21)
For the time being, let us consider only the first term on the RHS of (4.21) and
neglect higher order curvature terms. The geodesic length can be further rewritten using
the vielbein eaµ given by gµν = δab e
a
µe
b
ν ,√
gµν (x0) ξµξν =
√
δabeaµ (x0) e
b
ν (x0) ξ
µξν =
√
δabyayb , (4.22)
with ya ≡ eaµ (x0) ξµ. Using the y-coordinates it is straightforward to check that∫
B
ddξ
√
g (x0) =
πd/2
Γ
(
d
2
+ 1
)rd , (4.23)
which is the standard result for flat space.
Since, by definition, the radius r is a fixed number independent of the metric, we obtain
for the expectation value of (4.23):
〈∫
B
ddξ
√
g (x0)
〉
=
πd/2
Γ
(
d
2
+ 1
)rd . (4.24)
Higher order terms can be found in an analogous way, see [73] for a detailed pre-
sentation. For instance, the second term in the brackets on the RHS of (4.20) gives a
contribution of the following kind:〈∫
B
ddξ
√
g (x0)Rµν (x0) ξ
µξν
〉
∝
〈
R (x0)
〉
rd+2 . (4.25)
Contrary to the leading term (4.23), we have some metric dependence in (4.25). However,
there is no reason for 〈R (x0)〉 to be a function of r (〈R (x0)〉 may be expected to be a
function of x0). Assuming its r-dependence, and that similar properties are shared by
the other terms in the expansion (4.21), we limit ourselves to consider just the leading
term (4.23) and neglect the higher terms which are suppressed by further powers of r in
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the limit r → 0. At the end of the section we will state the condition under which this
approximation is possible and provide an argument for it.
Let us now come back to the Hausdorff dimension defined by equation (4.18). In the
limit r → 0, the relevant leading term to deduce the scaling power in (4.18) is given by
equation (4.24), which is not affected by any anomalous scaling due to the fact that r is
independent of the metric. This implies that in the EAA approach to Asymptotic Safety
the Hausdorff dimension of spacetime is equal to the topological dimension: dH = d. This
is one of our main results. It confirms the result already obtained in [7] via a different
argument.
Several comments are in order here. Let us consider under which condition one is
allowed to neglect the higher order curvature terms. In order to have an idea of the
behaviour of these terms approaching the UV fixed point, let us employ a “mean field”
kind of estimate: 〈
R (x0)
〉
≈ R (x0)
∣∣∣
gµν=g¯scµν
. (4.26)
Here g¯scµν is the so called “self-consistent background metric” [74], which is a special back-
ground field configuration such that 〈hµν〉 = 0 which implies 〈gµν〉 = g¯scµν . The metric g¯scµν
is k-dependent, and in the UV fixed point limit it behaves as g¯scµν ∝ k−2. It follows that
in the UV fixed point regime we expect〈
R (x0)
〉
∝ k2 . (4.27)
Thus, in the UV limit k →∞ the average curvature blows up.
The estimate (4.27) seems to prevent us from truncating the expansion (4.21) to its
leading term (4.24). However, one must note that the higher order terms are suppressed
by higher powers of the radius r. Let us consider the example of the next-to-leading term
(4.25), we expect〈∫
B
d4ξ
√
g (x0)Rµν (x0) ξ
µξν
〉
∝
〈
R (x0)
〉
rd+2 ∝ rd (kr)2 . (4.28)
From (4.28) we see that our procedure is justified as long as kr ≪ 1. The scale k−1
corresponds to the largest length that we have integrated out in the flow. Therefore the
condition kr ≪ 1 corresponds to requiring that the radius r is inside the range of lengths
that have already been integrated by the flow, i.e. 0 < r ≪ k−1. This requirement is a
physical one since only in this way the ball is affected by all the relevant modes.
Our argument can not be applied straightforwardly if the estimate (4.27) is not a good
approximation. Thus, let us provide a further argument that does not rely on (4.27),
but which is less physically intuitive. In our non-mixing ansatz the operator Vball (r)
renormalizes multiplicatively. The anomalous dimension is in general scale dependent:
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γVball = γVball (k). At the UV fixed point one expects γVball to tend to a constant in a
smooth way. Furthermore, from the numerical viewpoint, one expects that close enough
to the fixed point, say at a scale kbig, we have γVball (kbig) ≈ γVball (∞). For all practical
purposes then, we could limit ourselves to compute γVball (kbig) via the usual flow equation.
Now, at a finite (but large) scale kbig, even the average curvature 〈R〉 is expected to be
finite and the higher order terms in (4.21) are expected to be negligible for r → 0, so that
we could limit ourselves to consider only the leading order term (4.23).
5 Summary
In this work we have made the first step in addressing the study of geometric opera-
tors, such as the volume of hypersurfaces and the geodesic length, in the context of the
Asymptotic Safety scenario for quantum gravity.
In section 2 we have argued that geometric operators are important quantities which
reflect characteristic features of the Asymptotic Safety scenario, and they may be used
to make contact with full fledged observables. We have also detailed our main tools and
approximation schemes.
In section 3 we studied the anomalous scaling of hypersurfaces. The calculation of
the anomalous dimension associated to such hypersurfaces shows an effective dimensional
reduction in the fixed point regime. The anomalous dimension grows with the topological
dimension of the hypersurface, but the sign of the correction always implies an effective
dimensional reduction.
In section 4 we have studied the geodesic distance and its scaling properties. Such
properties are important in making contact with the scaling of observable correlation
functions, such as that in (2.1). We first noted that a crucial role is played by the
precise definition of the geodesic distance and that one must carefully distinguish between
boundary and initial conditions. Such choices do indeed lead to different operators at
the quantum level. Nevertheless, it turned out that in our approximation scheme the
anomalous dimension of the geodesic distance is small and it is the same as that of the
length of a arbitrary prescribed curve, considered in section 3. We argued that this is due
to the simple approximations that are employed in this exploratory work. Finally, we also
considered the Hausdorff dimension via the scaling of the volume of a geodesic ball and
argued that it coincides with the topological dimension.
Summarizing, we have considered various interesting geometric operators and com-
puted their scaling properties for the first time in the Asymptotic Safety scenario. The
results obtained in this work can be extended to more refined truncation schemes. Two
such directions are possible. The first consists in extending the ansatz for the EAA to
more complex truncations. The second is the introduction of mixing ansa¨tze which is
essentially unexplored. In the long run, such calculations will hopefully be useful to shed
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light on the possible connection of the Asymptotic Safety scenario with other quantum
gravity approaches, such as Causal Dynamical Triangulations [87].
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