Abstract. We establish the existence of a positive fully nontrivial solution (u, v) to the weakly coupled elliptic system
Introduction
We study the weakly coupled elliptic system The solutions to this system are solitary waves for a system of coupled Gross-repel, they separate spatially. This phenomenon is called phase separation and has been described in [28] . Motivated by their physical applications, weakly coupled elliptic systems have received much attention in recent years, and there are many results for the cubic case -where α = β = 2 and 2 * is replaced by 4 -in low dimensions N ≤ 3; see, e.g., [1, 2, 3, 7, 15, 16, 18, 19, 23, 24, 25, 29] . In this case, the nonlinear terms are subcritical.
In contrast, there are only few results for the critical case. For a Brezis-Nirenberg type system in a bounded domain of dimension N ≥ 4 existence results were recently obtained by Chen and Zhou in [5, 6] . They also exhibited phase separation for N ≥ 6. An unbounded sequence of sign-changing solutions for N ≥ 7 and α = β was obtained in [17] , and spiked solutions were constructed in [22] for N = 4. Some existence and multiplicity results for a Coron type system in a bounded domain with one or multiple small holes were recently obtained in [20, 21] .
We are interested in solutions to the system (1.1) in the whole space R N . When λ = 0 this system reduces to the single equation w, solve (1.1). So the system has infinitely many solutions with one trivial component. We are interested in solutions where both components, u and v, are nontrivial. They are called fully nontrivial solutions. A solution is said to be positive if u ≥ 0 and v ≥ 0, and it is said to be synchronized if it is of the form (su, tu) with s, t ∈ R.
In the cooperative case, i.e., when λ > 0, Chen and Zou established the existence of a positive least energy fully nontrivial solution to the system (1.1) with α = β = 2 translations and dilations, that allow functions to travel to infinity and to blow up without changing their energy value.
But the conformal invariance of the system (1.1) can also be used to our advantage. There are groups of conformal transformations of R N which have the property that all of their orbits have positive dimension. So, as blow-up can only occur at points, looking for solutions which are invariant under such group actions will restore compactness. W. Ding used this fact in [8] to establish the existence of infinitely many sign-changing solutions for the single equation (1.2) . Note that linear isometries of R N , on the other hand, do not serve this purpose, because the origin is always a fixed point.
Let O(N + 1) be the group of linear isometries of R N +1 and let Γ be a closed subgroup of O(N + 1). We write Γp := {γp : γ ∈ Γ} for the Γ-orbit of a point p ∈ S N . We shall look for solutions to the system (1.1) which are invariant under the conformal action of Γ on R N induced by the stereographic projection σ : S N → R N ∪ {∞}. Namely, for each γ ∈ Γ, we consider the map γ :
, which is well defined except at a single point. The reason for considering this action is that O(N + 1) contains subgroups Γ, which do not act transitively on S N (i.e., Γp = S N for every p ∈ S N ), with the property that the Γ-orbit Γp of every point p ∈ S N has positive dimension. We may take, for example, Γ := O(m) × O(n) with m + n = N + 1, m, n ≥ 2. These were the groups considered by W. Ding in [8] ; see Examples 3.4 below. A function u will be said to be Γ-invariant if
and a pair of functions (u, v) will be said to be Γ-invariant if each of them is Γ-invariant. We will prove the following results.
Theorem 1.1. Let Γ be a closed subgroup of O(N + 1) such that Γ does not act transitively on S N and the Γ-orbit of every point p ∈ S N has positive dimension.
Then, the following statements hold true:
(a) The system (1.1) has a positive fully nontrivial Γ-invariant solution for each λ < 0. (b) If µ 1 = µ 2 =: µ and α = β, then, for each λ ≤ − µ α , the system (1.1) has infinitely many fully nontrivial Γ-invariant solutions, which are not conformally equivalent.
(c) There exists a λ * < 0, which depends on µ 1 , µ 2 , α, β, such that the system (1.1) does not have a fully nontrivial synchronized solution if λ < λ * .
The next result says that there is phase separation for the positive solutions. with λ = λ k given by Theorem 1.1(a). Then, after passing to a subsequence, we have that
, the functions u ∞ and
, and v ∞ solves the problem
and Ω 2 are Γ-invariant and connected,
We wish to stress that Theorem 1.2 gives very precise information on the domains Ω 1 and Ω 2 , as the following result shows.
Then, after adding a point at infinity and up to relabeling, the domains Ω 1 and Ω 2 given by Theorem 1.2 have the following shape:
is diffeomorphic to B m × S n−1 , and their common boundary is diffeomorphic to S m−1 × S n−1 , where B k and S k−1 denote the open unit ball and the unit sphere in
This paper is organized as follows. In Section 2 we discuss the variational setting and we prove part (c) of Theorem 1.1. Part (a) is proved in Section 3 and part (b) in Section 4. Section 5 is devoted to the proof of Theorem 1.2 and Proposition 1.3.
The variational setting
The solutions to the system (1.1) are the critical points of the functional E : D → R defined by
Note that, as α, β > 1, this functional is of class C 1 . We write
The fully nontrivial solutions to (1.1) lie on the set
which is called the Nehari manifold and has the following properties.
Proposition 2.1.
(a) For every (u, v) ∈ N , one has that
where S is the best constant for the embedding
(b) N is a closed C 1 -submanifold of codimension 2 of the Hilbert space D, and the tangent space to N at the point (u, v) is the orthogonal complement in D of the linear subspace generated by ∇f (u, v) and ∇h(u, v). (c) N is a natural constraint for the functional E, i.e., a critical point of the restriction of E to N is a critical point of E.
Since u = 0 and v = 0, using the Sobolev inequality we get that
This proves (a).
(b) Statement (a) implies that N is closed in D. Next we show that ∇f (u, v) and ∇h(u, v) are linearly independent for every (u, v 
where c 0 := min{µ
(1, 2] and λ < 0, we have that
We use these inequalities, and the fact that α, β ∈ (1, 2] and α + β = 2 * , to estimate the determinant
It follows that
Thus, in both cases, s = t = 0. This proves that ∇f (u, v) and ∇h(u, v) are linearly independent for every (u, v) ∈ N . Therefore, N is a C 1 -submanifold of D and the tangent space to N at the point (u, v) is the orthogonal complement in D of the linear subspace generated by ∇f (u, v) and ∇h(u, v).
(c) If (u, v) ∈ N is a critical point of the restriction of E to N , then ∇E(u, v) = s∇f (u, v) + t∇h(u, v) for some s, t ∈ R. Taking the scalar product with (u, 0) and (0, v) we get that
But we have already shown that this implies that s = t = 0. Hence, ∇E(u, v) = 0, i.e., (u, v) is a critical point of E.
(d) Fix (u, v) ∈ N and let (ŝ,t) be a critical point of the function e(s, t) := E(su, tv) in (0, ∞) × (0, ∞). Then, as s ∂e ∂s (s, t) = f (su, tv) and t ∂e ∂t (s, t) = h(su, tv), we have that (ŝu,tv) ∈ N . Moreover,
Hence,
∂t 2 (ŝ,t) < 0 and, as shown in part (b),
Therefore, (ŝ,t) is a strict local maximum of e. This implies that (1, 1) is the only critical point of e in (0, ∞) × (0, ∞) and it is a global maximum; see Lemma A.2 in the appendix.
The following statement was proved in [5, 6] for α = β = 2 * 2 . We give a simpler proof which applies to all α, β.
N/2 and this value is not attained by E on N .
Proof. If (u, v) ∈ N , then Proposition 2.1(a) yields
To prove the opposite inequality, we choose a sequence of functions
Such a sequence exists because
for every domain Ω in R N ; see, e.g., [26] . Fix ξ ∈ R N with |ξ| = 1 and define
This proves that inf
To show that this value is not attained, we argue by contradiction. Assume that 
and from the Sobolev inequality we derive
Proposition 2.3. There exists a λ * < 0, depending on µ 1 , µ 2 , α, β, such that
Proof. To highlight the role of λ, we write N λ , f λ and h λ , instead of N , f and h. Arguing by contradiction, assume there exists a sequence (λ k ) with
. We may also assume that
, we obtain that (s k , t k ) solves the system we get that
It follows that both sequences (
) are unbounded. This is a contradiction.
Symmetries and compactness
Let (S N , g) be the standard sphere and q ∈ S N be the north pole. The stere-
coordinates of the standard metric g in the chart given by σ
For u ∈ C ∞ (S N ), we set u := ψ(u • σ −1 ) and we write ∇ g u for its gradient.
4(n−1) R h , where ∆ h := div h ∇ h is the Laplace-Beltrami operator (without a sign) and R h is the scalar curvature with respect to the metric h, is called the conformal Laplacian. It has a certain conformal invariance, which in our case is expressed by the identity
see, e.g., [13, Proposition 6.1.1]. Note that the Riemannian volume element on (S N , g) is dV g = det(g ij )dx = ψ 2 * dx. So, multiplying this identity by u and integrating by parts, we obtain
This is the first identity in the statement of the lemma. The other two are immediate.
as the norm in H 1 g (S N ), we obtain a linear isometry of Hilbert spaces ι :
S N is invariant under the action of the group O(N + 1) of linear isometries of
Therefore, the composition ι
This gives an action of O(N + 1) on D, defined by γ(u, v) := (γu, γv), where
is a conformal map and γ −1 is a linear isometry, we
Using Lemma 3.1 it is easy to see that the functional E is invariant under this action, i.e.,
and so are f and h. If Γ is a closed subgroup of O(N + 1), we write
Γ-invariant in the sense defined in the introduction. Define
Recall that a group Γ is said to act transitively on a set X if X has only one Γ-orbit. Proof. Since Γ does not act transitively on S N , there are two points in S N whose Γ-orbits are disjoint. Taking two nontrivial Γ-invariant functions in C ∞ (S N ) whose supports lie in disjoint neighborhoods of these orbits, and composing them with the inverse of the stereographic projection, we obtain a pair of nontrivial functions
we get that (su, tv) ∈ N Γ .
We assume from now on that Γ does not act transitively on S N .
It is easy to see that 
Proof. It is shown in [8, 14] that the embedding
The map defined in (3.1) is an isometry between the Γ-fixed point spaces
Therefore, the embedding
is compact, and so is
as claimed.
Let us give some examples.
so the Γ-orbit of every point p ∈ S N has positive dimension iff m, n ≥ 2.
(2) For N odd, another example is obtained by taking Γ := S 1 to be the group of unit complex numbers acting on C (N +1)/2 ≡ R N +1 by multiplication on each complex coordinate. Then, the Γ-orbit of every point in S N is a circle.
We write ∇ N E(u, v) for the orthogonal projection of ∇E(u, v) onto the tangent space of N at (u, v).
we have that ((u k , v k )) is bounded in D. This easily implies that (∇f (u k , v k )) and (∇h(u k , v k )) are bounded in D. Let s k , t k ∈ R be such that
As (u k , v k ) ∈ N and ∇ N E(u k , v k ) → 0, taking the scalar product of this identity with (u k , 0) and (0, v k ), we get that s k and t k solve the system
12 := −λαβ
After passing to a subsequence, we have that
Therefore, the system (3.4) has a unique solution (s k , t k ) for large enough k and, as ((u k , v k )) is bounded in D, after passing to a subsequence, we conclude that s k → 0 and t k → 0. From the identity (3.3) we get that ∇E(u k , v k ) → 0, as claimed.
Proposition 3.6. If the Γ-orbit of every point p ∈ S N has positive dimension, then
contains a convergent subsequence.
Proof. By Lemma 3.5 and Proposition 3.3,
is compact. So, after passing to a subse- is attained. As E(|u| , |v|) = E(u, v), E has a positive minimizer on N Γ .
Multiplicity for the symmetric system
To obtain multiple solutions, we adapt a C 1 -Ljusternik-Schnirelmann result, which was proved by A. Szulkin in [27] .
Let X be a real Banach space with an action of the group Z 2 := {1, −1} by linear isometries. A point z ∈ X is called a fixed point if (−1) · z = z. A Z 2 -invariant subset of X is called fixed point free if it does not contain a fixed point.
Let Σ be the collection of all closed Z 2 -invariant subsets of X which are fixed point free. If Z ∈ Σ is nonempty, the genus of Z is the smallest integer j ≥ 1 such that there exists a continuous function φ : Z → S j−1 which is Z 2 -equivariant, i.e., φ((−1) · z) = −φ(z) for all z ∈ Z. We denote this integer by genus(Z). If no such j exists we set genus(Z) := ∞. We define genus(∅) := 0. Proof. Let K c := {z ∈ M : F (z) = c and F ′ (z) = 0}, and set
Since F is bounded below, Σ j+1 ⊂ Σ j and the sets Z in Σ j are compact, we have that
The proof of Theorem 3.1 in [27] can be adapted, in a straightforward manner, to
show that, if c j = · · · = c j+m =: c for some m ≥ 0, then
One needs only to replace cat M by genus, and take care that the sets involved are We derive the following result. Proof. Consider the action of the group Z 2 on D given by
As µ 1 = µ 2 =: µ and α = β, we have that (−v, −u) ∈ N Γ iff (u, v) ∈ N Γ , and
which is a contradiction. This means that E and N Γ are Z 2 -invariant, and N Γ is fixed point free. We have already shown that E is bounded below and satisfies the Palais-Smale condition on N Γ ; see Propositions 2.2 and 3.6. So, all that is left, is to show is that N Γ contains a compact Z 2 -invariant subset of genus ≥ j, for each j ≥ 1.
Fix j ≥ 1. As Γ does not act transitively on S N , we may choose 2j pairwise disjoint open Γ-invariant subsets U 1 , ..., U 2j of R N and nontrivial Γ-invariant func-
let t w be the unique positive number such that R N |∇(t w w)| 2 = µ R N |t w w| 2 * and, for (u, v) ∈ D Γ with u = 0 and v = 0, define
.., e j } be the canonical basis of R j . The boundary of the convex hull of the set {±e 1 , ..., ±e j }, which is given by
is symmetric with respect to the origin and radially homeomorphic to the unit sphere S j−1 . Setting h(e i ) := ̺(u i , v i ) and h(−e i ) := ̺(−v i , −u i ), and extending this map by
we obtain a map h : Q → N Γ which is well defined, continuous and Z 2 -equivariant.
Then, the set Z := h(Q) is compact and
Borsuk-Ulam theorem implies that k ≥ j. Hence, genus(Z) ≥ j This finishes the proof.
Proof of Theorem 1.1. The statements (a) and (b) follow from Theorems 3.7 and 4.2 respectively. The statement (c) follows from Proposition 2.3.
Phase separation
This section is devoted to the proof of Theorem 1.2. We assume throughout that Γ is a closed subgroup of O(N + 1) which does not act transitively on S N and that the Γ-orbit of every point p ∈ S N has positive dimension. To highlight the dependence on λ, we write
, and we set
We denote by J and M Γ the energy functional and the Nehari manifold of the problem (5.1)
where w + := max{w, 0} and w − := min{w, 0}, i.e.,
The sign-changing solutions of (5.1) lie on the set
, u ≥ 0 and v ≥ 0, then there exist unique numbers s, t ∈ (0, ∞) such that su ∈ M Γ and −tv ∈ M Γ , namely,
Arguing as in the proof of Lemma 3.2, we see that there exist u and v with these properties. Hence, E Γ = ∅. We define
. Then, after passing to a subsequence, we have that
Γ , and these functions satisfy This implies, in particular, that 1
So, after passing to a subsequence, there exist
Hence, u ∞ ≥ 0 and
and, using Fatou's lemma, we obtain
Thus, u ∞ v ∞ = 0. On the other hand, Proposition 2.1(a) yields
Therefore, u ∞ = 0 and v ∞ = 0. Then, as in (5.2), there exist s, t ∈ (0, ∞) such that su ∞ , −tv ∞ ∈ M Γ and su ∞ − tv ∞ ∈ E Γ . So, after passing to a subsequence, we obtain
and that
and, as su k ⇀ su ∞ and tv k ⇀ tv ∞ weakly in
This shows that u ∞ , v ∞ ∈ M Γ , and completes the proof of (a) and (b).
Thus, we have shown that u ∞ − v ∞ is a minimizer for J on E Γ . Since the embed-
is compact, J satisfies the Palais-Smale condition on M Γ . So the same argument given in [4] to prove Lemma 2.6 leads to the conclusion that u ∞ − v ∞ is a critical point of J. This proves (c).
. By Proposition 5.1, after passing to a subsequence, we have that
and u ∞ − v ∞ is a nontrivial solution to the problem (5.1). Then, a well known regularity argument shows that u ∞ − v ∞ ∈ C 1 (R N ); see, e.g., Appendix B in [26] . 
and v ∞ solves the problem
This finishes the proof. 
and Γ-invariant, and
and their common boundary
Proof. Consider the function π : S N → R 2 given by π(x, y) := (|x|, |y|) where
Then π is continuous and Γ-invariant. Its image is the arc Then, π −1 ( A i ) = U i and π −1 (s 0 , t 0 ) = ∂ U 1 = ∂ U 2 . Therefore, these sets satisfy (a) and (b).
Proof of Proposition 1.3. Adding a point at infinity and applying the inverse of the stereographic projection to Ω 1 and Ω 2 , we obtain two nonempty Γ-invariant open connected subsets U 1 and U 1 of S N which, thus, satisfy (a) and (b) of Lemma 5.2.
As m + n = N + 1 and m, n ≥ 2, the codimension of the sets S m−1 × {0} and {0} × S n−1 in R N is at least 2. Therefore, D Setting R := max{R 1 , R 2 }, we obtain our claim.
Lemma A.2. If every critical point of e in V is a strict local maximum, then (1, 1) is the only critical point of e in V and it is a global maximum.
Proof. Let Q be as in Lemma A.1. Then, Q is strictly positively invariant under the (positive) gradient flow of e, so this flow defines a map η : R × Q → Q.
As the critical points of e in V are contained in the interior of Q and they are is also continuous and it is surjective. As Q is connected, Θ cannot have more than one component. Therefore, e has only one critical point and it is a global maximum. Acknowledgement 1. We wish to thank the anonymous referee for his/her careful reading and valuable comments.
