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Abstract
The Riemann jump problem is solved for analytic functions of several complex variables with the unit
torus as the jump manifold. A well-posed formulation is given which does not demand any solvability
conditions. The higher dimensional Plemelj–Sokhotzki formula for analytic functions in torus domains is
established. The canonical functions of the Riemann problem for torus domains are represented and applied
in order to construct solutions for both of the homogeneous and inhomogeneous problems. Thus contrary
to earlier research the results are similar to the respective ones for just one variable. A connection between
the Riemann and the Riemann–Hilbert boundary value problem for the unit polydisc is explained.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The motivation behind the study of the Riemann and Riemann–Hilbert problems in higher
dimensional torus domains comes from both the theoretical significance and the numerous ap-
plications of their one-dimensional analogue from crack problems in engineering to analysis of
Markov processes with a two-dimensional state space in queuing system theory.
The Riemann problem is interesting not only for theoretical reasons but also with respect to
applications. On this topic numerous research has been done and rich results are achieved in the
plane case [4,9,17,22]. They lead to the development of new promising techniques for the analy-
sis of a large class of problems [6,16,18]. The Riemann problem is also tightly connected with
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in mathematics, mathematical physics and applied mathematics [7]. However, the studies of the
Riemann problem are mainly restricted in the plane case and thus higher dimensional considera-
tions are necessary.
It is well known that the polydisc and the ball in the higher dimensional space are typical
different natural extensions of the disc in the complex plane. Problems of the ball are well studied,
but problems of polydomains are almost untouched due to geometrical complexity and some
special properties of the polydomain in the higher dimensional space [3]. In this paper we study
the Riemann problem for polydomains.
In the higher dimensional space, in general, the zero sets of analytic functions of several com-
plex variables can be connected and thus the index method which was vital in the one variable
case is questionable to apply. There is also no any convincible higher dimensional analogue of
the Plemelj–Sokhotzki formula for analytic functions in torus domains which is fundamental for
finding solutions of the one-dimensional problem. To develop the higher dimensional Plemelj–
Sokhotzki formula for analytic functions in torus domains, the existing one-dimensional theorem
is far from being satisfactory. More deeper inside knowledge is needed. Because of these difficul-
ties, although there were some papers about the Shilov boundary related special inhomogeneous
Riemann problem in Cn (n > 1) [5,11,15], no one has given a solution which is constructed by
the canonical function for true higher dimensional torus domains so far, except [10,12] for bi-disc
domains. However, the latter results have been found incorrect or inadequate [2].
Among the previous studies there was no one which could work for solving the correspond-
ing homogeneous problem. The reason is that every attempt was based on the ready form of
the one-dimensional Cauchy kernel, the one-dimensional Plemelj–Sokhotzki formula and the
one-dimensional Noether condition. They were repeatedly applied for the problem variable by
variable. These techniques work well for one inner and its outer domain in the plane. To apply
these techniques for torus domains the problem was considered variable by variable so that one
inner and its outer domain are always available. Thus because of the Noether condition for an-
alytic functions of the outer domain in the plane, analytic functions of some torus domains get
more strict restrictions [11] than necessary and adequate [1,20].
The problem in the one variable case essentially is about one pair of analytic functions, i.e.,
about one pair of domains. In the case of a torus there are pairs of domains which could be iden-
tified neither as definitive inner nor outer domains, every pair has nothing to do with the others
[20,21]. In this sense previous studies have treated an analytic function of a torus domain also
in other irrelevant torus domains. Additionally in order to obtain values of an analytic function
of a torus domain, its values on the whole boundary of the domain were needed [5,15] which is
contradictory to the statement that an analytic function in a polydomain can be fully determined
by the boundary values of this function on the torus [13]. The viewpoint of the previous studies
is always one of the n variables rather than one pair of the 2n torus domains in Cn.
Only very recently some kind of special Rieman and Riemann–Hilbert problems for holomor-
phic functions have been treated from a new perspective. Necessary and sufficient conditions for
the existence of finitely linearly independent solutions and finitely many solvability conditions
were derived [8]. For the Riemann problem they are a special subject of our consideration.
An interesting topic which was not considered by the former studies is the connection between
the Riemann problem and the Riemann–Hilbert problem in the several variables case, although
in the one variable case it is [4]. For this reason applying Fourier series method and analyzing
the structure of boundary values of analytic functions, some complementary concepts about the
Noether condition [11], for higher dimensional torus domains have been clarified [1,20], which
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tions in general and so lead to some artificial assumptions. The rearranged form of the boundary
values of holomorphic functions in polydomains by the modified Cauchy kernel [1,20] and the
well-posed formulation of the Riemann problem are the key factors for the establishment of the
connection between the two problems for polydomains.
Taking all these above facts into account and taking advantage of the geometrical nature of the
Shilov boundary we treat the problem applying the Fourier series method in the Hölder function
space.
For certain reason we need to define a set of complex-valued functions
W(∂D,C) =
{
f
∣∣∣∣∣ f (ζ ) =
+∞∑
−∞
akζ
k, ζ ∈ ∂D, ‖f ‖W :=
+∞∑
−∞
|ak| < ∞
}
which is called the one-dimensional Wiener algebra [19] and simply denoted by W 1. By the
Weierstrass theorem the Fourier series of functions from the Wiener algebra are also uniformly
convergent. Because of the independence of the variables on the Shilov boundary ∂0Dn (n > 1),
we have the Wiener algebra for torus as
Wn =
{
f
∣∣∣∣∣ f (z) =
+∞∑
−∞
aκζ
κ , ζ ∈ ∂0Dn, ‖f ‖Wn :=
+∞∑
−∞
|aκ | < ∞
}
.
For the sake of simplicity the Wiener algebra is applied as the function space in some cases
as we want to see the essence of the one-dimensional problem so that we could reach a better
understanding of the higher dimensional problem.
In [23] a special Riemann problem was studied in a higher dimensional space. Having diffi-
culties with the resolution their result was restricted to the Wiener algebra. It was not possible to
get the same result in Cα , 0 < α < 1. However according to the Bernstein theorem Cα(∂0Dn,C)
turns out to be the Wiener algebra for α > 1/2 [14]. In this sense the Hölder function space with
α > 1/2, i.e., the Wiener algebra is applied only for clarifying the structure—the Cauchy ker-
nel of the respective analytic functions in different torus domains [1,20]. Our discussion on the
Riemann problem moreover will not be restricted to the Wiener algebra, but only to the Hölder
function space Cα(∂0Dn,C) with 0 < α < 1. In this sense we have lost nothing at all compared
with the one-dimensional case.
We begin our discussion with the original Riemann problem in the one variable case so that
one can see the essence of the one-dimensional problem and the differences between the one and
the higher dimensional cases easily.
Let D be a simply connected bounded domain with smooth boundary and G,g ∈ Cα(∂D,C),
0 < α < 1, with G(ζ) = 0 on ∂D. The Riemann problem demands to find analytic functions φ+
in D+ = D and φ− in D− = C ∪ {∞}\(D+ ∪ ∂D) such that
φ+(ζ ) = G(ζ)φ−(ζ ) + g(ζ ), ζ ∈ ∂D. (1)
Here two functions on the boundary are given and two functions, analytic in two domains, have
to be found. These two domains are uniquely determined by the given boundary and they cover
the whole plane.
This problem is well studied and there are numerous results [4,9,17,22]. The following is the
most important one.
Theorem 1. For 0  κ the homogeneous Riemann boundary value problem (g = 0) has κ + 1
linearly independent solutions:
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+(z), z ∈ D+;
φ−k (z) = zk−κeγ
−(z), z ∈ D−, 0 k  κ;
γ (z) := 1
2πi
∫
∂D
log
{
ζ−κG(ζ )
} dζ
ζ − z , z /∈ ∂D, κ := indG =
1
2πi
∫
∂D
d logG(ζ). (2)
The general solution contains κ + 1 arbitrary complex constants. For κ < 0 the homogeneous
problem (g = 0) is only trivially solvable.
The function
X(z) =
{
X+(z) = eγ+(z), z ∈ D+,
X−(z) = z−κeγ−(z), z ∈ D−,
is called canonical function of the RIEMANN problem.
Clearly Eq. (2) can be written equally as{
φ+κ (z) = Pκ(z)eγ+(z) = Pκ(z)X+(z), z ∈ D+,
φ−κ (z) = Pκ(z)z−κeγ−(z) = Pκ(z)X−(z), z ∈ D−,
(3)
where Pκ(z) is a polynomial in D+ at most of degree κ with arbitrary coefficients. However
Pκ(z) is not a polynomial in D−. A polynomial in D− at most of degree κ with arbitrary coeffi-
cients must look like Pκ(1/z) in order to behave regular at infinity. So it is more meaningful to
write down Eq. (2) as{
φ+κ (z) = Pκ(z)eγ+(z) =: P+κ (z)X+0 (z), z ∈ D+,
φ−κ (z) = Pκ
(
z−1
)
eγ
−(z) =: P−κ (z)X−0 (z), z ∈ D−.
(4)
Of course Eqs. (3) is equivalent to Eqs. (4).
More detailed discussions about the Plemelj–Sokhotzki formula, the solutions of the inhomo-
geneous Riemann problem and the connection between the Riemann and the Riemann–Hilbert
problem can be found again in [4,9,17,22].
In the following section we establish the Plemelj–Sokhotzki formula for torus domains.
2. The Plemelj–Sokhotzki formula and the well-posed formulation of the Riemann
problem for torus domains
It is well known that the Plemelj–Sokhotzki formula is a key factor for achieving the canonical
function of the Riemann problem and so for constructing the solutions both of the homogeneous
and the inhomogeneous Riemann problem in plane domains. For the polydomains one has to find
a proper method to obtain and prove the Plemelj–Sokhotzki formulas.
2.1. A simple proof of the Plemelj–Sokhotzki formula for the disc
We give first a simple proof of the formula for one variable.
Let ϕ ∈ W(∂D,C), i.e.,
ϕ(ζ ) =
+∞∑
αkζ
k, ζ ∈ ∂D,
+∞∑
|αk| < +∞. (5)−∞ −∞
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ϕ(ζ ) =
+∞∑
−∞
αkζ
k =
∞∑
k=0
αkζ
k +
∞∑
k=1
α−kζ−k =: ϕ+(ζ ) + ϕ−(ζ ), ζ ∈ ∂D.
Then from (2) for z ∈ D we have
φ(z) = 1
2πi
∫
∂D
ϕ(ζ )
1
1 − zζ
dζ
ζ
= 1
2πi
∫
∂D
[+∞∑
−∞
αkζ
k
][+∞∑
h=0
(zζ )h
]
dζ
ζ
=
+∞∑
k=0
αkz
k, z ∈ D,
and for z ∈ D−,
φ(z) = 1
2πi
∫
∂D
ϕ(ζ )
z−1
z−1ζ − 1 dζ =
1
2πi
∫
∂D
ϕ(ζ )
[
− z
−1ζ
1 − z−1ζ
]
dζ
ζ
= − 1
2πi
∫
∂D
[+∞∑
−∞
αkζ
k
][+∞∑
h=1
(
z−1ζ
)h] dζ
ζ
= −
+∞∑
k=1
α−kz−k, z ∈ D−.
Again due to ϕ ∈ W(∂D,C) it is clear that for η ∈ ∂D,
(i) the series
+∞∑
k=0
αkη
k and
+∞∑
k=1
α−kη−k
are absolutely and uniformly convergent. Therefore
φ+(η) := lim
z→η
z∈D+
φ(z) =
+∞∑
k=0
αkη
k and φ−(η) := lim
z→η
z∈D−
φ(z) = −
+∞∑
k=1
α−kη−k,
further this means
φ+(η) − φ−(η) = ϕ(η), η ∈ ∂D; (6)
(ii) φ(η) exits for η ∈ ∂D as Cauchy principal value and
φ(η) = 1
2πi
∫
∂D
ϕ(ζ )
dζ
ζ − η =
∞∑
k=0
αk
1
2πi
∫
∂D
ζ k
dζ
ζ − η +
∞∑
k=1
α−k
1
2πi
∫
∂D
ζ−k dζ
ζ − η .
However
∞∑
k=0
αk
1
2πi
∫
∂D
ζ k
dζ
ζ − η =
1
2
∞∑
k=0
αkη
k, η ∈ ∂D,
and
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k=1
α−k
1
2πi
∫
∂D
ζ−k dζ
ζ − η =
∞∑
k=1
α−k
1
2πi
∫
∂D
[(
1
ζ − η −
1
ζ
)
1
ηk
−
k∑
=2
ζ η−k−1
]
dζ
=
∞∑
k=1
α−k
1
ηk
(
1
2
− 1
)
= −1
2
∞∑
k=1
α−kη−k, η ∈ ∂D.
Clearly
2φ(ζ ) =
∞∑
k=0
αkζ
k −
∞∑
k=1
α−kζ−k = φ+(ζ ) + φ−(ζ ), ζ ∈ ∂D. (7)
Further arbitrary given function ϕ ∈ W(∂D,C) is the sum of boundary values of two functions,
analytic in D+ and D−, respectively, i.e., ϕ ∈ ∂H+ ⊕ ∂H− where ∂H+ (∂H−) is the set of the
boundary values of functions which are analytic in D+ (D−). By (6) it is obvious that φ+(ζ ) ∈
∂H+ and φ−(ζ ) ∈ ∂H−.
The method applied here can be used to get a respective Plemelj–Sokhotzki formula for the
torus related domains.
2.2. Formulation of the problem and the Plemelj–Sokhotzki formula
In order to get a better insight in the problem we begin our discussion at first with the two-
dimensional case and the formulation of the problem.
The Riemann problem so far studied in the literature has the following formulation.
Problem R1. Let G++,G+−,G−+,G−−, g ∈ W 2, with G++(ζ ),G+−(ζ ),G−+(ζ ),
G−−(ζ ) = 0 on ∂0D2. Find analytic functions φ++, φ+−, φ−+, φ−− in D++,D+−,D−+,D−−
such that
φ++(ζ )G++(ζ ) + φ+−(ζ )G+−(ζ ) + φ−+(ζ )G−+(ζ ) + φ−−(ζ )G−−(ζ ) = g(ζ ),
ζ ∈ ∂0D2, (8)
where W 2 is the Wiener algebra on ∂0D2.
Here we have four different domains divided by the torus and we have to find four analytic
functions in the respective domains. However, to our understanding for a given value, an analytic
function that can be defined in a respective torus domain has nothing in common with the analytic
functions defined in the other respective torus domains, except with the analytic function defined
in the totally opposed torus domain [1,20]. In this sense Eq. (8) has put two totally different kind
of functions together taking into account that in the one variable case there is one equation on
the boundary. In that case there is one boundary, one inner domain and one outer domain. One
can say that there is one equation for one pair of domains. However, for ∂0D2 there are two pairs
of domains—not only one inner domain D++ and its outer domain D−− but there are also two
other neighboring domains D+−, D−+ [20,21] and if we take D+− as inner domain then D−+
can be treated as its outer domain.
So the natural question is why there should be just only one equation for two pairs of domains?
Of course (8) can be seen as one kind of higher dimensional analogue of the one-dimensional
problem. As a consequence this version of the problem implies that only D++ is the inner domain
and all the others are treated as the outer domain of D++. This means however, the problem
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not on the torus [5,15]. This then contradicts the conclusions of [13], i.e., any analytic function
in polydiscs is determined only by its values on the torus but not by the values on the whole
boundary. Although the other investigations have applied the Fourier method, they have used
one-dimensional techniques and assumptions twice, i.e., the problem is treated once on ∂D1 and
once on ∂D2. That means again the problem is treated actually on the whole boundary.
Thus if we insist in one equation for one pair of domains which can be seen as the essence of
the one-dimensional formulation of the problem, we can formulate the two-dimensional problem
as follows.
Problem G1. Let G++,G+−,G−+,G−−, g1, g2 ∈ W 2 with G++(ζ ),G+−(ζ ),G−+(ζ ),
G−−(ζ ) = 0 on ∂0D2. Find analytic functions φ++, φ+−, φ−+, φ−− in D++,D+−,D−+,D−−
such that{
φ++(ζ )G++(ζ ) + φ−−(ζ )G−−(ζ ) = g1(ζ ), ζ ∈ ∂0D2,
φ+−(ζ )G+−(ζ ) + φ−+(ζ )G−+(ζ ) = g2(ζ ), ζ ∈ ∂0D2. (9)
Evidently adding these two equations one obtains Eq. (8) if one takes g1(ζ ) + g2(ζ ) = g(ζ ).
Moreover, by this formulation here we have one equation for every pair of analytic functions in
reflective domains of the torus. Actually Eq. (9) is another equivalent formulation of Eq. (8) in
the sense of pairs of domains (D++,D−−) and (D−+,D+−), if we take g1 as the relevant part
of g for (D++,D−−) and g2 = g − g1 for (D−+,D+−). Hence for (D++,D−−) the boundary
values of (φ−+, φ+−) provide no nontrivial value [1,20].
Again Eq. (9) can be transformed into the following:{
φ++(ζ ) + φ−−(ζ )G1(ζ ) = g01(ζ ), ζ ∈ ∂0D2,
φ+−(ζ ) + φ−+(ζ )G2(ζ ) = g02(ζ ), ζ ∈ ∂0D2,
(10)
where
G1(ζ ) = G−−(ζ )/G++(ζ ) = 0, g01(ζ ) = g1(ζ )/G++(ζ ),
G2(ζ ) = G−+(ζ )/G+−(ζ ) = 0, g02(ζ ) = g2(ζ )/(G+−ζ ).
Formulation (10) is a much better one than (8). But (10) may not yet be a well-formulated prob-
lem. Go back to Eq. (1). That equation was established for one pair of functions φ+ and φ−,
analytic in D+ and D−, respectively. Every one of the given functions G,g in (1) is the sum of
boundary values of two functions, analytic in D+ and D−, respectively, i.e., G,g ∈ ∂H+ ⊕ ∂H−.
The coefficients of (10) do not possess this property in general—they are sums of the boundary
values of four analytic functions in respective domains, i.e., G1,G2, g01, g
0
2 ∈ ∂H++ ⊕ ∂H−− ⊕
∂H+− ⊕ ∂H−+. Suppose for simplicity g = 0. Taking log from both sides of (10) we have{
logφ++(ζ ) − logφ−−(ζ ) = log[−G1(ζ )], ζ ∈ ∂0D2,
logφ+−(ζ ) − logφ−+(ζ ) = log[−G2(ζ )], ζ ∈ ∂0D2. (11)
One can see that the left-hand side of Eq. (11) belongs to ∂H++ ⊕ ∂H−− and ∂H+− ⊕
∂H−+, respectively. Thus in order Eq. (11) to be solvable conditions G1 ∈ ∂H++ ⊕ ∂H−− and
G2 ∈ ∂H+− ⊕ ∂H−+ have to be satisfied. Here we have some restrictions. Thus we see how to
formulate a well-defined problem.
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φ++, φ+−, φ−+, φ−− in D++,D+−,D−+,D−− such that{
φ++(ζ ) + φ−−(ζ )G01(ζ ) = g∗1(ζ ), ζ ∈ ∂0D2,
φ+−(ζ ) + φ−+(ζ )G02(ζ ) = g∗2(ζ ), ζ ∈ ∂0D2,
(12)
where
G01 = G|∂H++⊕∂H−−, g∗1 = g|∂H++⊕∂H−−,
G02 = G|∂H+−⊕∂H−+, g∗2 = g|∂H+−⊕∂H−+ .
This is a well-posed problem. Introducing proper notations this formulation can be easily ex-
tended for any higher dimensional torus.
In [1,20] the division of the boundary values has been considered, the structure of the respec-
tive analytic functions and the torus related Cauchy integrals are defined.
Let the real-valued function ϕ belong to W(∂0D2). Then by the divided boundary values
which are uniformly and absolutely convergent, respective analytic functions can be defined, see
[1,20],
ϕ(ζ1, ζ2) =
+∞∑
k1=−∞
+∞∑
k2=−∞
ak1,k2ζ
k1
1 ζ
k2
2 ,
ak1,k2 =
1
(2πi)2
∫
∂0D2
ϕ(η1, η2)η
−k1
1 η
−k2
2
dη1
η1
dη2
η2
,
a−k1,−k2 = ak1,k2 , k1, k2 ∈ Z, (ζ1, ζ2) ∈ ∂0D2,
+∞∑
k1=0
+∞∑
k2=0
ak1,k2z
k1
1 z
k2
2 =
1
(2πi)2
∫
∂0D2
ϕ(ζ )
ζ
ζ − z
dζ
ζ
=: φ++(z), z ∈ D2,
+∞∑
k1=0
k1+k2>0
+∞∑
k2=0
a−k1,−k2z
−k1
1 z
−k2
2 =
1
(2πi)2
∫
∂0D2
ϕ(ζ )
[
z
z − ζ − 1
]
dζ
ζ
=: φ−−(z), z ∈ D−2,
+∞∑
k1=1
+∞∑
k2=1
ak1,−k2z
k1
1 z
−k2
2 =
−1
(2πi)2
∫
∂0D2
ϕ(ζ )
z1
ζ1 − z1
ζ2
ζ2 − z2
dζ
ζ
=: −φ+−(z), z ∈ D+ × D−,
+∞∑
k1=1
+∞∑
k2=1
a−k1,k2z
−k1
1 z
k2
2 =
−1
(2πi)2
∫
∂0D2
ϕ(ζ )
ζ1
ζ1 − z1
z2
ζ2 − z2
dζ
ζ
=: −φ−+(z), z ∈ D− × D+. (13)
Evidently, the Cauchy kernels for every analytic function differ from each other substantially.
Therefore, making the definition of a common Cauchy integral as starting point to discuss the
torus related inhomogeneous Riemann problem, as it was done in [5], does not look very proper.
A. Mohammed / J. Math. Anal. Appl. 326 (2007) 533–555 541Of course only in the one variable case the Cauchy kernel is the same for φ+(z) and φ−(z) as
well.
Due to ϕ ∈ W(∂0D2,R) in (13) the analytic functions φ++, φ−−, φ+−, φ−+ are also uni-
formly and absolutely convergent even on ∂0D2. Taking this fact into account, for complex-
valued ϕ instead of a real one in (13), we have
φ++(η) − φ+−(η) − φ−+(η) + φ−−(η) = ϕ(η), η ∈ ∂0D2, (14)
or equivalently{
φ++(η) + φ−−(η) = ϕ++(η) + ϕ−−(η), η ∈ ∂0D2,
−φ+−(η) − φ−+(η) = ϕ+−(η) + ϕ−+(η), η ∈ ∂0D2, (15)
where
ϕ++(η) + ϕ−−(η) ∈ ∂H++ ⊕ ∂H−−, ϕ+−(η) + ϕ−+(η) ∈ ∂H+− ⊕ ∂H−+,
ϕ++(η) + ϕ−−(η) + ϕ+−(η) + ϕ−+(η) = ϕ(η), ζ ∈ ∂0D2.
Define
φ(z) := 1
(2πi)2
∫
∂0D2
ϕ(ζ )C(ζ, z)
dζ
ζ
, (16)
where
C(ζ, z) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
ζ
ζ−z , z ∈ D2,
z1
ζ1−z1
ζ2
ζ2−z2 , (z1, z2) ∈ D+−,
ζ1
ζ1−z1
z2
ζ2−z2 , (z1, z2) ∈ D−+,[
z
z−ζ − 1
]
, z ∈ D−−,
ζ
ζ−z , z ∈ ∂0D2.
Since ϕ ∈ W 2, the function φ(η) on ∂0D2 exists as a Fourier series which is absolutely and
uniformly convergent. Applying (13) to (16) for η ∈ ∂0D2 we have
φ(η) = 1
(2πi)2
∫
∂0D2
ϕ(ζ )
dζ
ζ − η
= 1
(2πi)2
∫
∂0D2
[ +∞∑
k1=1
ζ
k1
1 + 1
][ +∞∑
k2=1
ζ
k2
2 + 1
]
ak1,k2
dζ
ζ − η
+ 1
(2πi)2
∫
∂0D2
[( +∞∑
k1=1
ζ
−k1
1 + 1
)( +∞∑
k2=1
ζ
−k2
2 + 1
)
− 1
]
a−k1,−k2
dζ
ζ − η
+ 1
(2πi)2
∫
∂0D2
[ +∞∑
k1=1
ζ
k1
1
+∞∑
k2=1
ζ
−k2
2 ak1,−k2 +
+∞∑
k1=1
ζ
−k1
1
+∞∑
k2=1
ζ
k2
2 a−k1,k2
]
dζ
ζ − η
= 1
22
[ +∞∑
η
k1
1 + 1
][ +∞∑
η
k2
2 + 1
]
ak1,k2k1=1 k2=1
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22
[( +∞∑
k1=1
η
−k1
1 − 1
)( +∞∑
k2=1
η
−k2
2 − 1
)
− 1
]
a−k1,−k2
− 1
22
[ +∞∑
k1=1
η
k1
1
+∞∑
k2=1
η
−k2
2 ak1,−k2 +
+∞∑
k1=1
η
−k1
1
+∞∑
k2=1
η
k2
2 a−k1,k2
]
,
i.e., the first, the third and the fourth terms are φ++(η), φ+−(η) and φ−+(η). But the second
term is not equal to φ−−(η). So for ∂0D2 we do not have an analogue of (9). Why could not we
get such a formula? By the above Cauchy integral of ϕ on ∂0D2 we see that
φ(η) = 1
22
[
φ++∗ (η) + φ+−∗ (η) + φ−+∗ (η) + φ−−∗ (η)
]
, η ∈ ∂0D2, (17)
where
φ++∗ (η) =
1
(πi)2
∫
∂0D2
φ++(ζ ) dζ
ζ − η = φ
++(η),
φ+−∗ (η) =
−1
(πi)2
∫
∂0D2
φ+−(ζ ) dζ
ζ − η = φ
+−(η),
φ−+∗ (η) =
−1
(πi)2
∫
∂0D2
φ−+(ζ ) dζ
ζ − η = φ
−+(η),
φ−−∗ (η) =
1
(πi)2
∫
∂0D2
φ−−(ζ ) dζ
ζ − η = φ
−−(η)
and
φ++(ζ ) = lim
z→ζ∈∂0D2
z∈D++
φ(z), φ−−(ζ ) = lim
z→ζ∈∂0D2
z∈D−−
φ(z),
φ−+(ζ ) = lim
z→ζ∈∂0D2
z∈D−+
φ(z), φ+−(ζ ) = lim
z→ζ∈∂0D2
z∈D+−
φ(z).
We call φ++∗ (η),φ−−∗ (η),φ+−∗ (η),φ−+∗ (η) the boundary integral conjugate of φ++(η),φ−−(η),
φ+−(η),φ−+(η), η ∈ ∂0D2, respectively.
Interestingly for η ∈ ∂0D2 we have (also for the other three pairs of functions)
1
(πi)2
∫
∂0D2
φ−−(ζ ) dζ
ζ − η = φ
−−∗ (η),
1
(πi)2
∫
∂0D2
φ−−∗ (ζ )
dζ
ζ − η = φ
−−(η). (18)
Although the formula (14) and the formula (15) are equivalent, having the formula (14) in the
form of (15) has more advantage: (15) is about two pluriharmonic functions in D2 (D−2) and
D
+− (D−+). If the right-hand side is real, then it can be reduced to two Schwarz problems for
analytic functions in D2 (D−2) and D+− (D−+). The formula (17) does not hold for the origi-
nal analytic functions in the two-dimensional space but for their boundary integral conjugates.
Actually this is not strange at all. Because in the one variable case we have
φ+∗ (η) =
1
πi
∫
φ+(ζ ) dζ
ζ − η = φ
+(η), φ−∗ (η) =
−1
πi
∫
φ−(ζ ) dζ
ζ − η = φ
−(η), (19)∂D ∂D
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2φ(ζ ) = φ+∗ (ζ ) + φ−∗ (ζ ), ζ ∈ ∂D. (20)
We see that the conjugates and the original ones are identical. Now we see a different perspective
of the Plemelj–Sokhotzki formula: on one hand it is about the series representation and on the
other about the integral of the given functions on the boundary.
However, the relationship (18) can reveal enough information to determine the original ones.
There are two ways to formulate the Riemann problem in the higher dimensional space: in the
form (8) and in the equivalent form of (9) or (12).
We study the problem on the torus but just not on the whole boundary, i.e., the form (8) has to
be reduced to the form (9) or (12). For (8) there is no inside and outside in the sense of the torus,
but for (9) or (12) there is. If (9) or (12) is solvable, undoubtedly (8) is solvable. So splitting
the form (8) into (9) or (12) is very comprehensive. We can even formulate the problem directly
in the form of (9) or (12). At least it is sure that if we could solve the problem (9) or (12) the
problem (8) is always solvable.
Clearly
φ+−(0, z2) = 0, φ+−(z1,∞) = 0, |z1| 1, |z2| 1;
φ−+(∞, η2) = 0, φ−+(η1,0) = 0, |η1| 1, |η2| 1, φ−−(∞,∞) = 0. (21)
But φ−−(z1,∞) and φ−−(∞, z2) are not necessarily zero as it was needed in [11], except at
most φ−−(∞,∞) = 0.
It is known that for η ∈ ∂D,
1
2πi
∫
∂D
ζ k
dζ
ζ − η =
1
2
ηk,
1
2πi
∫
∂D
ζ−h dζ
ζ − η = −
1
2
η−h,
k ∈ N ∪ {0} =: Z+, h ∈ N. (22)
Although simple checking methods for holomorphic functions (22) worked well in [5] due to
their unanimous form of the Cauchy kernel, to our case, due to the varying form of the Cauchy
kernel, it is useless. So we have to find another checking method.
In [20] a simple checking method for boundary values of holomorphic functions in any torus
domains is given. In order to know whether φ− ∈ ∂H− in one variable case it is enough to
know if φ− ∈ ∂H+ satisfying φ−(∞) = 0. This idea can be applied to check boundary values
of holomorphic functions in arbitrary torus domains. However, we need to introduce a slightly
modified version of a complex conjugate.
As we have seen the given function ϕ ∈ W(∂0D2,C) in (13) can be split into four respective
parts φ++, φ−−, φ+−, φ−+ so that φ++ ∈ ∂H++, φ−− ∈ ∂H−−, φ+− ∈ ∂H+−, φ−+ ∈ ∂H−+.
In [1,20] some equivalent methods are provided for a given function to check if the function
values are boundary values of an analytic function in a polydisc. For the boundary values
of analytic functions in the other torus domains the concept of partial conjugate is intro-
duced. Thus φ−− ∈ ∂H−−, φ+− ∈ ∂H+−, φ−+ ∈ ∂H−+ is equivalent to Cζ [φ−−] = φ−−,
Cζ2[φ+−],Cζ1 [φ−+] ∈ ∂H++ satisfying condition (21) in respective domains.
So far we have established the Plemelj–Sokhotzki formula and the well-posed formulation
of the Riemann problem in the two variable case. Now we can move to the higher dimensional
case. Although one can write the equation in the form of (8) in C2 it would be very inconvenient
in higher dimensional spaces. One has to find a better way of description. For this reason we
introduce the following notation, see also [20].
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χ1, . . . , χn ∈ {+,−}, 0 ν  n, 1 σ1 < · · · < σν  n,
1 σν+1 < · · · < σn  n, {σ1, . . . , σn} = {1, . . . , n}, χσ1 = −, . . . , χσν = −,
χσν+1 = +, . . . , χσn = +, χ(ν) = χσ1···σν (ν),
where ν gives the number of minus (−) signs and the indices σ1, . . . , σν show the position of
these minus sign components. χ(ν) obviously has (n − ν) plus (+) sign components at the
positions σν+1, . . . , σn. In addition χ(ν) = χσ1···σν (ν) = −χρ1···ρn−ν (n − ν) = −χ(n − ν), for
0  ν  n and {ρ1, . . . , ρn−ν} = {1, . . . , n}\{σ1 · · ·σν} = {σν+1 · · ·σn}, when treating χ(ν) as a
vector.
For convenience we denote D−σ1 × · · · × D−σν × D+σν+1 × · · · × D+σn as Dχσ1 ···σν (ν) and D+σ1 ×
· · · × D+σν × D−σν+1 × · · · × D−σn as D−χσ1 ···σν (ν).
Actually χσ1···σν (ν),0  ν  n, can be understood as signs of vertices of the n-dimensional
cube [−1,+1]n. In the case n = 2 the signs (+,+), (+,−), (−,+), (−,−) correspond to the
signs of the vertices (1,1), (1,−1), (−1,1), (−1,−1) of the unit square. Therefore we denote
χ∗ as the vertices of the [−1,+1]n cube, while χ represents the respective multi-sign.
Let the real-valued ϕ belong to ∈ W(∂0Dn,C). Then ϕ can be represented as
ϕ(η) =
∑
κ∈Zn
ακη
κ, ακ = 1
(2πi)n
∫
∂0Dn
ϕ(ζ )ζ−κ dζ
ζ
, ακ = α−κ , κ ∈ Zn. (23)
This Fourier series is absolutely and uniformly convergent to ϕ(η), η ∈ ∂0Dn, because of ϕ ∈
W(∂0Dn,C) and it can be split into 2n parts:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[
n∏
t=1
( +∞∑
kt=1
ζ
−kt
t + 1
)
− 1
]
α−k1,...,−kn
=
∑
|κ|>0, κ∈Zn+
α−κζ−κ =: (−1)nφχ(n)(ζ ), ζ ∈ ∂0Dn,
n∏
t=1
( +∞∑
kt=1
(
ζ
χ∗t
t
)kt + δχt
)
αχ∗1 k1,...,χ∗n kn =: (−1)νφχ(ν)(ζ ), 0 ν < n, ζ ∈ ∂0Dn,
(24)
where
δ
χt
t =
|χ∗t + χ∗t∗+1|
2
, 1 t  n, t∗ = t mod (n).
Every φχ(ν)(ζ ) is the boundary value of a holomorphic function φχ(ν)(z) in Dχ(ν). Denote⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
[
n∏
t=1
( +∞∑
kt=1
ζ
−kt
t − 1
)
− (−1)n
]
α−k1,...,−kn =: φχ(n)∗ (ζ ), ζ ∈ ∂0Dn,
ν∏
t=1
( +∞∑
kσt =1
ζ
−kσt
σt − δ−σt
)
n∏
t=ν+1
( +∞∑
kσt =1
ζ
kσt
σt + δ+σt
)
αχ∗1 k1,...,χ∗n kn =: φ
χ(ν)∗ (ζ ),
n
(25)0 ν < n, ζ ∈ ∂0D ,
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1
(πi)n
∫
∂0Dn
φχ(ν)(ζ )
dζ
ζ − η = φ
χ(ν)∗ (η),
1
(πi)n
∫
∂0Dn
φ
χ(ν)∗ (ζ )
dζ
ζ − η = φ
χ(ν)(η). (26)
Correctness of the partition of (23) as (24) can be proven by the following lemma, see [1,20].
Lemma 1.
n∏
t=1
(at + at + 1) + 1 =
n∏
t=1
[(
at + δ+t
)+ (at + δ−t )]
=
n∑
ν=0
∑
1σ1<···<σνn
1σν+1<···<σnn
ν∏
t=1
(
aσt + δ−σt
) n∏
t=ν+1
(
aσt + δ+σt
)
for at ∈ C, 1 t  n, where
cd{σ1, . . . , σν, σν+1, . . . , σn} = n, χ∗σ1 = · · · = χ∗σν = −1,
χ∗σν+1 = · · · = χ∗σn = +1.
If the δk are treated as numbers, then there is an interesting fact:
1 = |χ
∗
t+1 + 1|
2
+ |χ
∗
t+1 − 1|
2
=: δ+t + δ−t , 1 t  n − 1,
1 = |χ
∗
1 + 1|
2
+ |χ
∗
1 − 1|
2
=: δ+n + δ−n .
However, throughout our paper we interpret δh (1 h n) as components of an n-dimensional
tuple. Any element of the tuple is composed of exactly just n components, including some δk
or at (k + t = n, 0 k, t  n). The dimension of this kind of tuples n must satisfy n 2. Any
of δk alone does not make any sense, unless it comes with the other n − 1 components together
with an element of the set of tuples.
By the definition of boundary values (24), an arbitrary analytic function φχ(ν)(z) in Dχ(ν)
with boundary values in Wn and continuous on ∂0Dn, without loss of generality, possesses the
form ⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
n∏
t=1
( +∞∑
kt=1
(
z
kt
t
)χ∗t + δχt
)
αχ∗1 k1,...,χ∗n kn =: (−1)νφχ(ν)(z), 0 ν < n, z ∈ Dχ(ν),[
n∏
t=1
( +∞∑
kt=1
z
−kt
t + 1
)
− 1
]
α−k1,...,−kn =: (−1)nφχ(n)(z), z ∈ D−n,
(27)
and they converge absolutely and uniformly even on ∂0Dn.
After having the boundary values of holomorphic functions classified and the respec-
tive Cauchy kernels established in W(∂0Dn,C), we define respective Cauchy integrals in
Cα(∂0Dn,C), 0 < α < 1, not restricting our discussion to W(∂0Dn,C).
We define for ϕ ∈ Cα(∂0Dn,C), 0 < α < 1, an integral
φ(z) = 1
(2πi)n
∫
n
ϕ(ζ )C(ζ, z)
dζ
ζ
, (28)∂0D
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C(ζ, z) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(−1)ν ∏nk=1[ (zkζ−1k )χ∗k1−(zkζ−1k )χ∗k + δχk
]
, 0 ν  n − 1, z ∈ Dχ(ν),
(−1)n[ z
z−ζ − 1
]
, ν = n, z ∈ D−n,
ζ
ζ−z , z ∈ ∂0Dn.
Obviously by the division of the boundary values (24) all the related analytic functions can be
represented as (28). We call (28) the torus related Cauchy integral.
The function φχ(ν)(z) defined by (28) has the following property.
Let k be a fixed integer in {1, . . . , n}, χ(ν) be a fixed sign and z ∈ Dχ(ν).{
φχ(ν)(z)
∣∣
zk∗=∞= 0, for k∗ ∈ {σ1, . . . , σν} and k∗ + 1 ∈ {σν+1, . . . , σn},
φχ(ν)(z)
∣∣
zk∗=0= 0, for k∗ ∈ {σν+1, . . . , σn} and k∗ + 1 ∈ {σ1, . . . , σν}.
(29)
The analytic functions defined by (27) can be obtained from (28) in the respective domains and
their boundary values (24) can also be given by
φχ(ν)(ζ ) := lim
z→ζ∈∂0Dn
z∈Dχ(ν)
φ(z).
Interestingly
n∏
t=1
(
a
χt
t + δχt
)= n∏
t=1
(
a
−χt
t + δχt
)
so if ϕ(η) is real and ϕ(0) = 0, then
(−1)νφχ(ν)(ζ ) :=
n∏
t=1
( +∞∑
kt=1
(
ζ
kt
t
)χ∗t + δχt ,
)
αχ∗1 k1,...,χ∗n kn
=
n∏
t=1
( +∞∑
kt=1
(
ζ
kt
t
)−χ∗t + δχt
)
α−χ∗1 k1,...,−χ∗n kn
= (−1)νφ−χ(ν)(ζ ), ζ ∈ ∂0Dn, 0 ν  n,
holds and φχ(ν)(ζ ) can be seen as the reflection of φ−χ(ν)(ζ ) with respect to ∂0Dn. This property
of the boundary values will be quite useful in our further discussions.
Paying attention to (23) and (24), using Lemma 1 and applying (22) to (28) and taking the
definition of the boundary integral conjugate into account the next result is evident.
Theorem 2 (Plemelj–Sokhotzki formula for torus domains). Under the condition ϕ ∈
Cα(∂0Dn,C) with 0 < α < 1, the boundary values of the function φχ(ν) which is holomorphic in
D
χ(ν) and defined as in (28) satisfy
(−1)νφχ(ν)(ζ ) + (−1)n−νφ−χ(ν)(ζ ) = ϕχ(ν)(ζ ) + ϕ−χ(ν)(ζ ), ζ ∈ ∂0Dn, (30)
2nφ(ζ ) =
∑
χ(ν)
φ
χ(ν)∗ (ζ ), ζ ∈ ∂0Dn, (31)
where ϕχ(ν)(ζ ) ∈ ∂Hχ(ν), can be given by Fourier series for ϕ(ζ ) on ∂0Dn, i.e.,
ϕχ(ν)(ζ ) + ϕ−χ(ν)(ζ ) = ϕ(ζ )|∂Hχ(ν)⊕∂H−χ(ν) , ζ ∈ ∂0Dn.
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over χ(ν) actually runs over all σ s, see Lemma 1.
In order to know if a given function is the boundary value of a holomorphic function in Dχ(ν)
we can apply a simple method. Therefore we introduce a simple concept.
We define the partial complex conjugate of φχ(ν) as
Cζ
[
φχ(n)(ζ )
] := [φχ(n)(ζ )]ζ :=
[
n∏
t=1
(
1 +
+∞∑
kt=1
ζ
−kt
t
)
α−k1,...,−kn − α0,...,0
]
=
[
n∏
t=1
(
1 +
+∞∑
kt=1
ζ
kt
t
)
α−k1,...,−kn − α0,...,0
]
, ζ ∈ ∂0Dn, (32)
Cζσ1 ···ζσν
[
φχ(ν)(ζ )
]=: [φχ(ν)(ζ )]ζσ1 ···ζσν
:=
[
ν∏
t=1
(
δ−σt +
+∞∑
kσt =1
ζ
−kσt
σt
)
n∏
t=ν+1
(
δ+σt +
+∞∑
kσt =1
ζ
kσt
σt
)
αχ∗1 k1,...,χ∗n kn
]
=
[
n∏
t=1
(
δ
χt
t +
+∞∑
kt=1
ζ
kt
t
)
αχ∗1 k1,...,χ∗n kn
]
, 0 < ν < n, ζ ∈ ∂0Dn. (33)
Obviously φχ(ν)(ζ ) ∈ ∂H(Dχ(ν)) (0 < ν  n) is equivalent to Cζσ1 ···ζσν [φχ(ν)(ζ )] ∈ ∂H(Dn)(0 < ν  n) if condition (29) is satisfied. Thus we have
Theorem 3. Let φχ(ν) ∈ Cα(∂0Dn,C) with 0 < α < 1 and continuous in Dχ(ν). Suppose φχ(ν)
satisfies condition (29) and φχ(n)(∞) = 0 for ν = n. Then Cζσ1 ···ζσν [φχ(ν)(ζ )] ∈ ∂H(Dn) is the
necessary and sufficient condition for φχ(ν)(ζ ) ∈ ∂H(Dχ(ν)).
Now we come to the formulation of the problem. Although there was no truly n(n > 2)-
dimensional consideration of the problem, from the former investigations one can see that the
formulation of the Riemann problem in torus related domains generally had the following form.
Problem Rn (n 1). Let G,g ∈ Cα(∂0Dn,C), 0 < α < 1. Find analytic functions φχ(ν)(ζ ) in
Dχ(ν), 0 ν  n, such that∑
χ(ν)
Gχ(ν)(ζ )φχ(ν)(ζ ) = g(ζ ), ζ ∈ ∂0Dn, (34)
where Gχ(ν)(ζ ) = G(ζ)|∂Hχ(ν)⊕∂H−χ(ν) with Gχ(ν)(ζ ) = 0, ζ ∈ ∂0Dn.
According to [1,20] the whole space Cn is split into 2n−1 pairs of different polydomains by
the torus. For every pair, one domain is the reflection of its counterpart domain through the torus,
one can be considered as the inner domain and the other as its outer domain. A given function
on the torus can be split uniquely into boundary values of analytic functions in the respective
domains. Boundary values of an analytic function in one polydomain have at most some effect
on the boundary values of analytic functions in its reflection domain, i.e., any domain Dχ(ν) has
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through ∂0Dn. This means Eq. (34) is actually a sum of 2n−1 single equations. Every single
equation deals with boundary values of a pair of analytic functions in a respective domain pair.
Therefore Eq. (34) actually can be split into
(−1)νφχ(ν)(ζ )Gχ(ν)(ζ ) + G−χ(ν)(ζ )φ−χ(ν)(ζ )
= gχ(ν)(ζ ) + g−χ(ν)(ζ ), ζ ∈ ∂0Dn, (35)
where gχ(ν) + g−χ(ν) is defined by the Fourier series of g on ∂0Dn, i.e., gχ(ν) + g−χ(ν) =
g|∂Hχ(ν)⊕∂H−χ(ν) .
The viewpoint or subject of this formulation is always a single pair of analytic functions or a
single pair of torus domains but not a single variable as it was done in [2,12].
However, the formulation (35) might not be well posed (some solvability conditions must
be satisfied, if Gχ(ν),G−χ(ν) /∈ ∂Hχ(ν) ⊕ ∂H−χ(ν)). So we prefer a better formulation of the
problem.
Problem Gn. Let G,g ∈ Cα(∂0Dn,C), 0 < α < 1. For a fixed 0  ν  n find functions
φχ(ν), φ−χ(ν) analytic in Dχ(ν),D−χ(ν), respectively, such that
φχ(ν)(ζ ) + φ−χ(ν)(ζ )Gχ(ν)(ζ ) = gχ(ν)(ζ ), ζ ∈ ∂0Dn, (36)
where Gχ(ν)(ζ ) = G(ζ)|∂Hχ(ν)⊕∂H−χ(ν) with Gχ(ν)(ζ ) = 0 and gχ(ν)(ζ ) = g(ζ )|∂Hχ(ν)⊕∂H−χ(ν) ,
ζ ∈ ∂0Dn, 0 ν  n.
Now every function in Eq. (36) belongs to the same space ∂Hχ(ν) ⊕ ∂H−χ(ν) just like in the
one variable case. Thus for solving Eq. (36) we do not need any restrictions. We already restricted
everything in Eq. (36) to the space ∂Hχ(ν) ⊕ ∂H−χ(ν). Hence, this is a well-posed formulation
of the Riemann problem for the truly higher dimensional torus.
So far we have obtained the Plemelj–Sokhotzki formula for higher dimensional torus related
domains, a better way of notation of functions and a well-posed formulation of the Riemann
problem for the truly n(2 n)-dimensional torus.
It is known that the zero set of analytic functions in higher dimensional space can be connected
and that makes the application of the index method questionable for higher dimensional space in
general. However, variables of analytic functions in torus domains are independent. So we can
apply index methods of one variable to every variable while fixing the others. Connected sets of
zeros is not a problem for torus related domains.
3. Canonical Riemann functions and the homogeneous problem
Theorem 4. The homogeneous problem (36) with gχ(ν) = 0 is nontrivially solvable if and only if
sign
[
K
(
χ(ν)
)]= χ(ν) (37)
holds for K(χ(ν)) = (−Kσ1, . . . ,−Kσν ,Kσν+1, . . . ,Kσn) with Kστ  0 for 1  τ  n, i.e., the
sign of the domain is the same as the sign of the index K(χ(ν)), where
Kσi :=
∣∣∣∣ 1(2πi)
∫
∂Dσ
d log
(−Gχ(ν)(ζ ))∣∣∣∣ ∈ N ∪ {0}.i
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|K(χ(ν))| + 1 linearly independent solutions{
φχ(ν)(z) = z−kσ1σ1 · · · z−kσνσν z
kσν+1
σν+1 · · · zkσnσn eγ χ(ν)(z), z ∈ Dχ(ν),
φ−χ(ν)(z) = zKσ1−kσ1σ1 · · · zKσν −kσνσν z
kσν+1−Kσν+1
σν+1 · · · zkσn−Kσnσn eγ−χ(ν)(z), z ∈ D−χ(ν),
(38)
where 0 kστ Kστ , 1 τ  n, and
γ±χ(ν)(z) := 1
(2πi)n
∫
∂0Dn
log
{
ζ−K(χ(ν))
(−Gχ(ν)(ζ ))}C(ζ, z) dζ
ζ
, z ∈ D±χ(ν).
The canonical function is{
Xχ(ν)(z) = eγ χ(ν)(z), z ∈ Dχ(ν),
X−χ(ν)(z) = z−K(χ(ν))eγ−χ(ν)(z), z ∈ D−χ(ν). (39)
The general solution to the homogeneous problem is{
φχ(ν)(z) = PK(χ(ν))(z)Xχ(ν)(z), z ∈ Dχ(ν),
φ−χ(ν)(z) = PK(χ(ν))(z)X−χ(ν)(z), z ∈ D−χ(ν), (40)
where PK(χ(ν))(z) is a polynomial of z ∈ Dχ(ν) = D−σ1 × · · · × D−σν × D+σν+1 × · · · × D+σn with
degree up to Kχ(ν) with arbitrary coefficients.
Remark. The solution (40) can be represented also as⎧⎨
⎩φ
χ(ν)(z) = Pχ(ν)
K+(χ(ν))(z)e
γ χ(ν)(z), z ∈ Dχ(ν),
φ−χ(ν)(z) = P−χ(ν)
K+(χ(ν))(z)e
γ−χ(ν)(z), z ∈ D−χ(ν),
(41)
where K+(χ(ν)) = (Kσ1 , . . . ,Kσν ,Kσν+1, . . . ,Kσn) and Pχ(ν)K+(χ(ν))(z) represents a polynomial
with degree at most K+(χ(ν)) in Dχ(ν). The polynomials P±χ(ν)
K+(χ(ν))(z) in (41) are polynomials
with arbitrary coefficients. Thus if we denote{
X
χ(ν)
0 (z) = eγ
χ(ν)(z), z ∈ Dχ(ν),
X
−χ(ν)
0 (z) = eγ
−χ(ν)(z), z ∈ D−χ(ν), (42)
as simple canonical function of the Riemann problem, then the solution to the homogeneous
problem is⎧⎨
⎩φ
χ(ν)(z) = Pχ(ν)
K+(χ(ν))(z)X
χ(ν)
0 (z), z ∈ Dχ(ν),
φ−χ(ν)(z) = P−χ(ν)
K+(χ(ν))(z)X
−χ(ν)
0 (z), z ∈ D−χ(ν).
(43)
Proof. It is known that the variables of the torus domains are independent. If the condition (37)
does not hold for one variable z among (z1, . . . , zn), then problem (36) due to Theorem 1 is not
solvable for this variable.
Due to the fact that variables of analytic functions in torus domains are independent and the
components of the multi-index are calculated independently, without worrying about possible
connected zeros of analytic functions we can apply some part of the one-dimensional tech-
nique [4] to solve the problem.
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ζστ , ν + 1 τ  n, of ζ ∈ ∂0Dχ(ν). Let N−σμ be the number of zeros of φχ(ν)(ζσμ, .) and N+στ be
the number of zeros of φχ(ν)(ζστ , .). Clearly
−N−σμ = indexφχ(ν)(ζσμ, .) = index
(−G(ζσμ, .)φ−χ(ν)(ζσμ, .))
= index(−G(ζσμ, .))+ index(φ−χ(ν)(ζσμ, .))= −Kσμ + N+σμ, 1 μ ν,
N+στ = indexφχ(ν)(ζστ , .) = index
(−G(ζστ , .)φ−χ(ν)(ζστ , .))
= index(−G(ζστ , .))+ index(φ−χ(ν)(ζστ , .))= Kστ − N−στ , ν + 1 τ  n,
i.e., Kσμ = N+σμ + N−σμ  0, Kστ = N+στ + N−στ  0.
If K(χ(ν)) = 0 then N−στ = N+στ = 0 for all 1 τ  n and φ±χ(ν) is a single-valued analytic
function in every component zστ of z ∈ Dχ(ν). Then the function log(−Gχ(ν)(ζ )) is also single-
valued [4].
Taking log from both sides of (36) with gχ(ν) = 0 we have
logφχ(ν)(ζ ) − logφ−χ(ν)(ζ ) = log(−Gχ(ν)(ζ )), ζ ∈ ∂0Dn. (44)
Clearly log(−Gχ(ν)(ζ )) satisfies the conditions of the Plemelj–Sokhotzki formula (30). Hence
we can apply the formula (30) to this equation. However, between the formula and the equa-
tion depending on the values of n and ν a difference about the sign of logφ−χ(ν)(ζ ) could
appear. If there is no difference we apply the Plemelj–Sokhotzki formula (30) to this equation
directly. If there is a difference we replace logφχ(ν)(ζ ) and logφ−χ(ν)(ζ ) with logφχ(ν)0 (ζ )
and − logφ−χ(ν)0 (ζ ) and then apply the Plemelj–Sokhotzki formula (30) to the equation of
logφχ(ν)0 (ζ ) and − logφ−χ(ν)0 (ζ ). Afterwards we can go back to the original solution. So having
this fact in mind we neglect the possible difference of sign and represent the solutions of (44) by
the Cauchy integral
logφ±χ(ν)(z) = 1
(2πi)n
∫
∂0Dn
log
(−Gχ(ν)(ζ ))C(ζ, z) dζ
ζ
=: γ±χ(ν)(z), z ∈ D±χ(ν). (45)
Thus φχ(ν)(z) = eγ χ(ν)(z), i.e., φ±χ(ν)(z) = eγ±χ(ν)(z), z ∈ D±χ(ν), satisfies (36) with gχ(ν) = 0
on ∂0Dn. Moreover, the values of φ±χ(ν)(z) at partial (componentwise) infinity can vary from a
constant to some analytic functions of some components of z ∈ D±χ(ν) just as (29).
The case Kστ > 0 for some or all 1 τ  n can be proved similarly. For details one can look
at e.g. [4]. 
3.1. The inhomogeneous problem
Theorem 5. If the sign of the index [K(χ(ν))] of Gχ(ν)(ζ ) in (36) is exactly the same as χ(ν),
the solution to the problem can be given by
φ±χ(ν)(z) = X±χ(ν)(z)[ψ±χ(ν)(z) + P±χ(ν)+ (z)], z ∈ D±χ(ν). (46)K (χ(ν))
A. Mohammed / J. Math. Anal. Appl. 326 (2007) 533–555 551If the sign[K(χ(ν))] has τ +μ (0 τ  ν, 0 μ n− ν, 0 < μ+ τ  n) opposite components
compared with χ(ν) (i.e., Kσi < 0 (1  i  τ  ν), Kσν+j < 0 (1  j  μ  n − ν) and the
remaining K ′σi s are nonnegative), the solvability condition
1
(2πi)n
∫
∂0Dn
gχ(ν)(ζ )
Xχ(ν)(ζ )
τ∏
α=1
ζ
kσα
σα
ν∏
β=τ+1
ζ
kσβ
σβ
ν+μ∏
j=ν+1
ζ
kσj
σj
n∏
θ=ν+μ+1
ζ
kσθ
σθ
dζ
ζ
= 0 (47)
with
0 kσα −Kσα (1 α  τ), 0 kσj −Kσj (ν + 1 j  ν + μ),
0
τ∑
α=1
kσα +
ν+μ∑
j=ν+1
kσj −
τ∑
α=1
Kσα −
ν+μ∑
j=ν+1
Kσj − 1, kσβ , kσθ ∈ Z+
must be satisfied. Then the solution is
φ±χ(ν)(z) = X±χ(ν)(z)ψ±χ(ν)(z), z ∈ D±χ(ν), (48)
where
ψ±χ(ν)(z) = 1
(2πi)n
∫
∂0Dn
[
gχ(ν)(ζ )
/
Xχ(ν)(ζ )
]
C(ζ, z)
dζ
ζ
, z ∈ D±χ(ν). (49)
Proof. Suppose condition (37) is satisfied. Dividing (36) by Xχ(ν) gives
φχ(ν)(ζ )
Xχ(ν)(ζ )
+ φ
−χ(ν)(ζ )
X−χ(ν)(ζ )
= g
χ(ν)(ζ )
Xχ(ν)(ζ )
, ζ ∈ ∂0Dn, (50)
where Xχ(ν)(ζ ) = Gχ(ν)(ζ )X−χ(ν)(ζ ), ζ ∈ ∂0Dn is applied.
Because gχ(ν) ∈ Cα(∂0Dn,C), 0 < α < 1, it is easy to see that Xχ(ν) ∈ Cα(∂0Dn,C),
0 < α < 1, and therefore [gχ(ν)(ζ )/Xχ(ν)(ζ )] ∈ Cα(∂0Dn,C), 0 < α < 1, see [4]. Again due to
Gχ(ν), gχ(ν),X±χ(ν) ∈ ∂Hχ(ν) ⊕ ∂H−χ(ν) it is not difficult to prove that [gχ(ν)(ζ )/Xχ(ν)(ζ )] ∈
∂Hχ(ν) ⊕ ∂H−χ(ν).
Thus Eq. (50) satisfies the conditions of the Plemelj–Sokhotzki formula (30) if we neglect the
fact that there could be a trivial argument about the difference of one sign as we have mentioned
in the homogeneous case. So the solution to this problem can be given by (49). Therefore ψ±χ(ν)
satisfies
ψχ(ν)(ζ ) + ψ−χ(ν)(ζ ) = g
χ(ν)(ζ )
Xχ(ν)(ζ )
, ζ ∈ ∂0Dn.
Hence because [φχ(ν)/Xχ(ν)] − ψ±χ(ν) is continuous on ∂0Dn we have
φχ(ν)
Xχ(ν)
− ψχ(ν) = φ
−χ(ν)
X−χ(ν)
− ψ−χ(ν) on ∂0Dn.
Again [φχ(ν)/Xχ(ν)] − ψχ(ν) is an analytic function in D−σ1 × · · · × D−σν × D+σν+1 × · · · × D+σn
and [φ−χ(ν)/X−χ(ν)]−ψ−χ(ν) is analytic in D+σ1 × · · ·×D+σν ×D−σν+1 × · · ·×D−σn having a pole
at (zσ1 = 0, . . . , zσν = 0, zσν+1 = ∞, . . . , zσn = ∞) of order K(χ(ν)), i.e., [φ−χ(ν)/X−χ(ν)] −
ψ−χ(ν) could have at most a term like z−Kσ1σ1 · · · z−Kσνσν z
Kσν+1
σν+1 · · · zKσnσn for |zσ1 | < 1, . . . , |zσν | < 1,|zσν+1 | > 1, . . . , |zσn | > 1.
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we can expect⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Xχ(ν)(z) = eγ χ(ν)(z), z ∈ Dχ(ν),
X−χ(ν)(z) =
τ∏
i=1
z
Kσi
σi
ν∏
i=τ+1
z
Kσi
σi
ν+μ∏
i=ν+1
z
−Kσi
σi
n∏
i=ν+μ+1
z
−Kσi
σi e
γ−χ(ν)(z),
z ∈ D−χ(ν),
(51)
where Kσi < 0 (1  i  τ  ν), Kσν+j < 0 (1  j  μ  n − ν) and the remaining K ′σi s are
nonnegative.
In this case due to the factor zKσ1σ1 · · · zKστστ z
−Kσν+1
σν+1 · · · z
−Kσν+μ
σν+μ of X−χ(ν)(z) the function
ψ−χ(ν)(z) cannot be an arbitrary holomorphic function in D−χ(ν) if φ−χ(ν)(z) =
X−χ(ν)(z)ψ−χ(ν)(z) has to be holomorphic in D−χ(ν). Therefore it is necessary and sufficient
that ψ−χ(ν)(z) does not include all the terms zσi (1  i  τ ) up to −Kσi and the terms zσν+j
(1 j  μ) up to −Kσν+j . These conditions may be expressed in terms of (47) by looking at the
coefficients of the Fourier series of the function ψ−χ(ν)(z) or equally in the form of
ψ−χ(ν)(ζ ) = ζ−Kσ1σ1 · · · ζ−Kστστ ζ
Kσν+1
σν+1 · · · ζ
Kσν+μ
σν+μ ϕ(ζ ),
ϕ(ζ ) ∈ ∂Hχσ1 ···σν (ν) ⊕ ∂H−χσ1 ···σν (ν). (52)
Thus if τ = μ = 0 then sign[K+(χ(ν))] = χ(ν), i.e., they have the same sign components and
the solution is given by (46) without condition. If τ + μ > 0 then the solution is given by (48)
with the solvability condition (47). 
If τ = ν and μ = n − ν, i.e., if τ + μ = n, then sign[K(χ(ν))] = −χ(ν), i.e., they both have
totally opposite signs. In this case we have the following.
Lemma 2. If sign[K(χ(ν))] = −χ(ν), then the solvability condition
1
(2πi)n
∫
∂0Dn
gχ(ν)(ζ )
Xχ(ν)(ζ )
ν∏
α=1
ζ
kσα
σα
n∏
j=ν+1
ζ
kσj
σj
dζ
ζ
= 0 (53)
with
0 kσα −Kσα (1 α  ν), 0 kσj −Kσj (ν + 1 j  n),
0
ν∑
α=1
kσα +
n∑
j=ν+1
kσj −
ν∑
α=1
Kσα −
n∑
j=ν+1
Kσj − 1
must be satisfied. Then the solution to problem (36) is (48).
Specially, if ν = 0 and sign[K(χ(0))] = −χ(0), i.e., K(χ(0)) = (−K1, . . . ,−Kn) with
Ki  0, then a finite number of solvability conditions, namely
1
(2πi)n
∫
∂0Dn
gχ(0)(ζ )
Xχ(0)(ζ )
ζ k
dζ
ζ
= 0, 0 k−K(χ(0))− ei, i = 1, . . . , n, (54)
must be satisfied, where 0 = (0, . . . ,0),k = (k1, . . . , kn),
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n︷ ︸︸ ︷
0, . . . ,0,1︸ ︷︷ ︸
i
,0, . . . ,0), 0
n∑
j=1
kj −
n∑
j=1
Kj − 1.
Then the solution to problem (36) is (48).
3.2. The connection between the Riemann problem and the Riemann–Hilbert problem
To our knowledge no study has been made yet about the connection between the Riemann
problem and the Riemann–Hilbert problem for polydomains. A unique relevant study in this
aspect on the Riemann–Hilbert problem in the polydisc Dn is made by [3]. However this study
is just for one pair of all torus domains, for the rest the Riemann–Hilbert problem is still open.
Through this connection problem one can see that without making some restrictions on the
form of analytic functions, the conversion between these two problems simply is impossible on
the basis of the former studies. This obstacle could be overcome by a slight modification of the
corresponding Cauchy kernel [1,20] and thus the conversion works well due to the fact that the
reflection principle holds for boundary values of analytic functions in every pair of torus domains
by the new classification.
The Riemann–Hilbert problem for analytic functions and for inhomogeneous Cauchy–
Riemann systems in polydiscs were considered in [3]. One has to find φ from the general
Riemann–Hilbert boundary value problem
Re
{
λ(ζ )φ(ζ )
}= ϕ(ζ ), ζ ∈ ∂0Dn,
for λ ∈ C(∂0Dn,C), |λ(ζ )| = 1, ζ ∈ ∂0Dn.
In order this equation to be solvable λ and ϕ have to satisfy some solvability conditions.
Calculation of these solvability conditions needs much effort. Clearly this is not a well-posed
formulation. Thus we at first give a well-posed formulation of the Riemann–Hilbert boundary
value problem for torus domains and then mention some facts about the connection to the Rie-
mann problem.
Problem Gn(C). Let λ ∈ Cα(∂0Dn,C), ϕ ∈ Cα(∂0Dn,R), 0 < α < 1. Find an analytic function
φχ(ν) (0 ν  n) in Dχ(ν) such that
Re
{
λχ(ν)(ζ )φχ(ν)(ζ )
}= ϕχ(ν)(ζ ), ζ ∈ ∂0Dn, (55)
where λχ(ν)(ζ ) := λ(ζ )|∂Hχ(ν)⊕∂H−χ(ν) with |λχ(ν)(ζ )| = 1 and ϕχ(ν)(ζ ) := ϕ(ζ )|∂Hχ(ν)⊕∂H−χ(ν)
for ζ ∈ ∂0Dn.
The reason why this is a well-posed formulation and why we formulate the problem in this
way is the same as (36). So we omit the explanation.
We have mentioned that for analytic functions defined by the modified Cauchy kernel (28) the
relationship
(−1)νφχ(ν)(ζ ) = (−1)νφ−χ(ν)(ζ ), ζ ∈ ∂0Dn, 0 ν  n,
holds for ϕ(η) real on ∂0Dn and ϕ(0) = 0 (without ϕ(0) = 0 we have one free parameter to fix).
Therefore with the transformation from (36) to (55) we do not need to put any restriction on the
form of analytic functions, i.e., we have not to cut out some branches of analytic functions to get
the transformation as all known studies have to do if they try to establish the connection. This
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boundary values is properly made.
Theorem 6. The solution of the Riemann problem (36) with
Gχ(ν)(ζ ) = λ
χ(ν)(ζ )
λχ(ν)(ζ )
, gχ(ν)(ζ ) = 2ϕ
χ(ν)(ζ )
λχ(ν)(ζ )
is a solution of the Riemann–Hilbert problem (55), if some free complex parameters are chosen
properly.
We have the solutions of the Riemann problem (36). However for the Riemann–Hilbert prob-
lem (55) we have the solution only for ν = 0 see [3], for the other ν, 1 ν  n, the solution to
the Riemann–Hilbert problem (55) has to be found. It will be given in another paper. Thus the
proof is omitted here.
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