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ON A CONSTANT CURVATURE STATISTICAL MANIFOLD
SHIMPEI KOBAYASHI AND YU OHNO
Abstract. We will show that a statistical manifold (M, g,∇) has a constant curvature if
and only if the dual connection ∇∗ of the torsion-free affine connection ∇ is projectively flat
and the curvature R of∇ is conjugate symmetric, that is, R = R∗, where R∗ is the curvature
of ∇∗. Moreover, if a statistical manifold (M, g,∇) is trace-free, then the above condition of
the conjugate symmetry of R can be replaced by the conjugate symmetry of Ricci curvature
Ric of ∇, that is, Ric = Ric∗. Finally, we will see that the conjugate symmetry is more
fundamental than the constant curvature for a natural one-parameter family of connections,
the so-called α-connections.
Introduction
On a pseudo-Riemannian manifold (M, g), consider a torsion-free affine connection ∇ on
(M, g) and a (0, 3)-tensor field C defined by
(0.1) C(X, Y, Z) = (∇Xg)(Y, Z).
This pair (g,∇) is called a statistical structure if C is totally symmetric, and the tensor C
will be called the cubic form or the cubic tensor. A pseudo-Riemannian manifold (M, g) with
a statistical structure (g,∇) will be called the statistical manifold and it will be denoted by
a triad (M, g,∇). It is important to consider the dual torsion-free affine connection ∇∗ for
a statistical manifold (M, g,∇) defined by
(0.2) Xg(Y, Z) = g(∇XY, Z) + g(Y,∇
∗
XZ).
Note that ∇ = ∇∗ if and only if ∇ is the Levi-Civita connection for the metric g. Thus the
statistical manifold is a natural generalization of a pseudo-Riemannian manifold. For the
theory of statistical manifolds, we refer the readers to [1].
For a statistical manifold (M, g,∇) let R denote the curvature tensor field of ∇, and it is
said to be the constant curvature k if
(0.3) R(X, Y )Z = k {g(Y, Z)X − g(X,Z)Y }
holds for any vector fields X, Y and Z and some real constant k, see [8]. The curvature R is
said to be the conjugate symmetric if
(0.4) R = R∗
holds, where R∗ is the curvature of∇∗, see [10]. Moreover, it is well known that the projective
flatness is a fundamental notion in projective differential geometry [5], that is, it is defined
on the equivalence classes of affine connections on a manifold M , see Definition 1.6.
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In this paper, we will show that a statistical manifold has a constant curvature if and only
if the curvature R of the torsion-free affine connection ∇ is conjugate symmetric and its
dual connection ∇∗ is projectively flat, Theorems 2.8. Moreover, for a trace-free statistical
manifold, which is an analogue to Blaschke immersions of affine differential geometry, we
will show that they are also equivalent to the conjugate symmetry of the Ricci curvature
and the projective flatness of ∇∗, Theorem 2.10. It should be remarked that the sufficient
part of Theorem 2.8 has been proved in [16] (see [17, Theorem 2]) and [11, Theorem 3.3].
For a statistical manifold, it is natural to consider a family of affine connections, the so-called
α-connections {∇α}α∈R such that αC(X, Y, Z) = (∇
α
Xg)(Y, Z) holds. In Proposition 2.12,
we will show that if the metric g is not constant curvature, the α-connections of a constant
curvature statistical manifold are not constant curvature except the original and its dual
ones. On the one hand, it is easy to see that the α-connections for a conjugate symmetric
statistical manifold are again conjugate symmetric for any α ∈ R. Therefore, we will see
that the conjugate symmetry is a more fundamental object than the constant curvature for
the family of α-connections.
Acknowledgement: We would like to thank Prof. Jun-ichi Inoguchi and Porf. Hitoshi
Furuhata for comments on the manuscripts and letting us know several related references.
1. Tensor analysis for a statistical manifold
In this section, we recall the basic facts about a statistical manifold, see for examples [13,
14, 6, 3].
1.1. Preliminaries. Let∇ be a torsion-free affine connection on a pseudo-Riemannian man-
ifold (M, g) and let ∇∗ be the dual torsion-free affine connection in the sense of (0.2) . Then
it is easy to see that
−C(X, Y, Z) = (∇∗Xg)(Y, Z)
holds and thus (g,∇) is a statistical structure if and only if (g,∇∗) is. For a statistical
manifold (M, g,∇), we define a tensor field K of type (1, 2) by
(1.1) K(X, Y ) = ∇XY − ∇̂XY
and it will be called the difference tensor, where ∇̂ is the Levi-Civita connection of the
pseudo-Riemannian metric g. Moreover, defining the (1, 1)-tensor KX by KXY = K(X, Y ),
we have
(1.2) KX = ∇X − ∇̂X .
Since ∇ and ∇̂ are torsion-free, thus K(X, Y ) is symmetric. Then from the compatibility of
g, that is ∇̂g = 0, we have (∇Xg)(Y, Z) = (KXg)(Y, Z). We also compute
(KXg)(Y, Z) = −g(KXY, Z)− g(Y,KXZ).
From the definition of C in (0.1) and the symmetry of C, we have
(1.3) C(X, Y, Z) = −2g(K(X, Y ), Z).
The relation −C(X, Y, Z) = (∇∗Xg)(Y, Z) also implies
(1.4) KX = −∇
∗
X + ∇̂X .
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Therefore the Levi-Civita connection ∇̂ is the mean of ∇ and its dual ∇∗:
∇̂XY =
1
2
(∇XY +∇
∗
XY ).
Moreover, from (1.1) and ∇̂g = 0, it is easy to see that
(1.5) (∇̂XC)(Y, Z,W ) = −2g((∇̂XK)(Y, Z),W )
holds. We now characterize the total symmetry of the covariant derivative ∇̂C of the cubic
form C as follows.
Lemma 1.1 (Lemma 1 in [3]). For a statistical manifold (M, g,∇), the followings are mu-
tually equivalent:
(1) ∇C is totally symmetric.
(2) ∇̂C is totally symmetric.
(3) ∇̂K is totally symmetric.
The proof can be found in Appendix A.
Remark 1.2. Lemma 1.1 has been proved in [3] for the statistical structure induced by
Blaschke hypersurfaces of affine differential geometry, but the proof can be easily generalized
to any statistical manifold.
Let R denote the curvature tensor field of the connection ∇, that is,
(1.6) R(X, Y )Z = ∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z,
and let R∗ denote the curvature tensor field of its dual connection ∇∗. Moreover, let R̂
denote the curvature tensor field of the Levi-Civita connection ∇̂.
Lemma 1.3 (Proposition 9.1 in [13]). For a statistical manifold (M, g,∇) the following
identities hold:
R(X, Y ) = R̂(X, Y ) + (∇̂XK)Y − (∇̂YK)X + [KX , KY ],(1.7)
= R̂(X, Y ) + (∇XK)Y − (∇YK)X − [KX , KY ],
R∗(X, Y ) = R̂(X, Y )− (∇̂XK)Y + (∇̂YK)X + [KX , KY ],(1.8)
= R̂(X, Y )− (∇XK)Y + (∇YK)X + 3[KX , KY ].
Moreover, the following identities also hold:
1
2
R(X, Y )−
1
2
R∗(X, Y ) = (∇̂XK)Y − (∇̂YK)X ,(1.9)
= (∇XK)Y − (∇YK)X − 2[KX , KY ],
1
2
R(X, Y ) +
1
2
R∗(X, Y ) = R̂(X, Y ) + [KX , KY ].(1.10)
The proof can be found in Appendix A.
We now assume that M is orientable and take the pseudo-Riemannian volume form ωg on
(M, g):
ωg =
√
| det g| dx1 ∧ · · · ∧ dxn.
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Then it is easy to see that the covariant derivative ∇X of ωg as
∇Xωg =
1
2
trg(∇Xg)(·, ·)ωg.
From the symmetry of C we see that trg(∇Xg)(·, ·) = trg(∇·g)(·, X), and the relation (1.3)
and the self-adjointness of K imply that
1
2
trg(∇·g)(·, X) = −g(trgK(·, ·), X) = − trKX ,
and therefore we have
(1.11) ∇Xωg = −τg(X)ωg with τg(X) = trKX .
The Ricci curvature tensor Ric of ∇ is defined by
Ric(Y, Z) = tr{X 7→ R(X, Y )Z}.
Similarly, the Ricci curvature tensor Ric∗ (resp. R̂ic) of ∇∗ (resp. ∇̂) can be defined
analogously.
Lemma 1.4 (Section 3 in [15]). For an orientable statistical manifold (M, g,∇) with the
1-form τg in (1.11), the following identities hold:
Ric(Y, Z) = R̂ic(Y, Z) + (div∇̂K)(Y, Z)− (∇̂Y τg)(Z) + τg(KY Z)− g(KY , KZ),
= R̂ic(Y, Z) + (div∇K)(Y, Z)− (∇Y τg)(Z)− τg(KY Z) + g(KY , KZ),
Ric∗(Y, Z) = R̂ic(Y, Z)− (div∇̂K)(Y, Z) + (∇̂Y τg)(Z) + τg(KY Z)− g(KY , KZ),
= R̂ic(Y, Z)− (div∇K)(Y, Z) + (∇Y τg)(Z) + 3τg(KY Z)− 3g(KY , KZ).
Moreover, the following identities also hold:
1
2
Ric(Y, Z)−
1
2
Ric∗(Y, Z) = (div∇̂K)(Y, Z)− (∇̂Y τg)(Z),(1.12)
= (div∇K)(Y, Z)− (∇Y τg)(Z),
1
2
Ric(Y, Z) +
1
2
Ric∗(Y, Z) = R̂ic(Y, Z) + τg(K(Y, Z))− g(KY , KZ).(1.13)
The proof can be found in Appendix A.
From Lemma 1.4, it is clear that the Ricci curvature of a statistical manifold is not symmetric
in general. We now recall that a torsion-free affine connection is called locally equiaffine (resp.
equiaffine) if there exists a volume form ω around any point on M (resp. a volume form ω
onM) such that ∇ω = 0. In particular if the volume form is the pseudo-Riemannian volume
form ωg, then ∇ωg = 0 is equivalent to
trKX = 0,
so it is natural to call such a structure as the trace-free.
Corollary 1.5. The Ricci curvature of the connection ∇ of a statistical manifold (M, g,∇)
is symmetric if and only if it is locally equiaffine.
We next recall the projective equivalence of affine connections.
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Definition 1.6. Two torsion-free locally equiaffine connections ∇ and ∇ on M are called
projectively equivalent if there exists a closed 1-form ρ such that
∇XY = ∇XY + ρ(X)Y + ρ(Y )X
holds. In particular when∇ is flat, then∇ is called projectively flat. Moreover the projectively
curvature tensor P is defined as
(1.14) P (X, Y )Z = R(X, Y )Z −
1
n− 1
{Ric (Y, Z)X − Ric (X,Z)Y } .
It is classically known that that the projectively flat connections has been characterized as
follows:
Theorem 1.7 (p.88 and p.96 in [5]). A torsion-free locally equiaffine connection ∇ on M is
projectively flat if and only if the following condition holds:
(1) If dimM = 2, ∇Ric is totally symmetric. In this case the projective curvature tensor
P automatically vanishes.
(2) If dimM ≥ 3, the projective curvature tensor P identically vanishes. In this case
∇Ric is automatically totally symmetric.
The sketch of proof can be found in Appendix A.
1.2. Curvature identities. We also collect the basic identities for curvatures.
Lemma 1.8. The following identities hold:
(1) R(X, Y ) = −R(Y,X) and R∗(X, Y ) = −R∗(Y,X).
(2) g(R(X, Y )Z,W ) = −g(Z,R∗(X, Y )W ).
(3) R(X, Y )Z +R(Y, Z)X +R(Z,X)Y = 0 (Bianchi 1st identity),
(4) (∇XR)(Y, Z) + (∇YR)(Z,X) + (∇ZR)(X, Y ) = 0 (Bianchi 2nd identity).
The proof can be found in Appendix A.
We now define (0, 4)-tensors associated to the curvatures as follows:
(1.15) L(X, Y, Z,W ) = g(L(X, Y )Z,W ),
where L denotes respectively the curvatures of ∇,∇∗ or ∇̂, that is, L = R,R∗ or Rˆ. It is
well known [4] that the Riemannian curvature R̂ satisfies the following identities:
(a) R̂(X, Y, Z,W ) + R̂(Y, Z,X,W ) + R̂(Z,X, Y,W ) = 0,
(b) R̂(X, Y, Z,W ) + R̂(Y,X, Z,W ) = 0,
(c) R̂(X, Y, Z,W ) + R̂(X, Y,W,Z) = 0,
(d) R̂(X, Y, Z,W ) = R̂(Z,W,X, Y ).
Similarly from Lemma 1.8 the curvatures R̂, R and R∗ have the following relations.
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Lemma 1.9. The following identities hold:
R(X, Y, Z,W ) = R̂(X, Y, Z,W )−
1
2
(∇̂XC)(Y, Z,W ) +
1
2
(∇̂YC)(X,Z,W )(1.16)
+ g([KX, KY ]Z,W ),
R∗(X, Y, Z,W ) = R̂(X, Y, Z,W ) +
1
2
(∇̂XC)(Y, Z,W )−
1
2
(∇̂YC)(X,Z,W )(1.17)
+ g([KX, KY ]Z,W ).
Moreover, the following identities hold:
R(X, Y, Z,W )− R∗(X, Y, Z,W ) = −(∇̂XC)(Y, Z,W ) + (∇̂YC)(X,Z,W ),
1
2
R(X, Y, Z,W ) +
1
2
R∗(X, Y, Z,W ) = R̂(X, Y, Z,W ) + g([KX , KY ]Z,W ).
Proof. These formulas are obtained by inserting the formulas in Lemma 1.3 into the defini-
tions of (0, 4)-tensors. 
Combining Lemma 1.9 and the Riemannian curvature identities, we have the following for-
mulas.
Proposition 1.10. Then the following identities hold:
R(X, Y, Z,W ) +R(Y, Z,X,W ) +R(Z,X, Y,W ) = 0,(1.18)
R(X, Y, Z,W ) +R(Y,X, Z,W ) = 0,(1.19)
R(X, Y, Z,W ) +R(X, Y,W,Z) = (∇̂YC)(X,Z,W )− (∇̂XC)(Y, Z,W ),(1.20)
R(X, Y, Z,W ) +R(Y,X,W,Z) = R(Z,W,X, Y ) +R(W,Z, Y,X).(1.21)
Moreover,
(1.22) R(X, Y, Z,W ) +R∗(X, Y,W,Z) = 0
holds and the identities (1.18), (1.19), (1.21), where R is replaced by R∗, and
(1.23) R∗(X, Y, Z,W ) +R∗(X, Y,W,Z) = (∇̂XC)(Y, Z,W )− (∇̂YC)(X,Z,W ),
hold.
Proof. The equation (1.18) is just the Bianchi 1st identity. The equation (1.19) follows from
the skew symmetry of R. The equations (1.20), (1.21) and (1.22) follow from Lemma 1.9.
The rest of the formulas are verbatim. 
Unfortunately, the curvatures R and R∗ does not satisfy the identities (c) and (d) of the
fundamental identities of (a), (b), (c) and (d) of the Riemannian curvature R̂, however, the
mean of R and R∗ satisfies all identities.
Corollary 1.11. Let S be a (0, 4)-tensor field of the mean of R and R∗
S =
R +R∗
2
= R̂ + [K,K].
Then S satisfies
(a) S(X, Y, Z,W ) + S(Y, Z,X,W ) + S(Z,X, Y,W ) = 0,
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(b) S(X, Y, Z,W ) + S(Y,X, Z,W ) = 0,
(c) S(X, Y, Z,W ) + S(X, Y,W,Z) = 0,
(d) S(X, Y, Z,W ) = S(Z,W,X, Y ).
Remark 1.12. The tensor field S has been called the statistical curvature tensor in [6] or the
sectional ∇-curvature in [14], respectively.
2. Characterization of constant curvature statistical manifolds
In this section, we characterize constant curvature statistical manifolds in terms of various
conjugate symmetries and the projective flatness of the dual connection.
2.1. Conjugate symmetries. We first define various conjugate symmetries for a statistical
manifold.
Definition 2.1. Let (M, g,∇) be a statistical manifold, and let R and R∗ denote the cur-
vatures of the connection ∇ and its dual connection ∇∗, respectively. Moreover, let Ric and
Ric∗ denote the Ricci curvatures of ∇ and ∇∗, respectively. Then ∇, R or Ric will be called
the conjugate symmetric if
(2.1) ∇ = ∇∗, R = R∗ or Ric = Ric∗
holds, respectively.
From now on we always assume that a manifoldM is orientable. Then we have the following.
Lemma 2.2. The conjugate symmetry of the connection ∇ (resp. the curvature R) of a
statistical manifold (M, g,∇) implies the conjugate symmetry of the curvature R (resp. the
Ricci curvature Ric). Moreover, the conjugate symmetry of Ric implies that the symmetry
of Ric, that is, Ric(X, Y ) = Ric(Y,X).
Proof. The first statements follow immediately from the definition. We now assume the
conjugate symmetry of the Ricci curvature. From the formulas in Lemma 1.4, we have
(2.2) 0 = Ric(Y, Z)− Ric∗(Y, Z) = 2(div∇̂K)(Y, Z)− 2(∇̂Y τg)(Z).
In particular, (∇̂Y τg)(Z) is symmetric with respect to Y and Z, and thus dτg(Y, Z) =
(∇̂Y τg)(Z)− (∇̂Zτg)(Y ) = 0 follows. Then the claim follows immediately from (A.1). 
From (2.2), we have the following corollary.
Corollary 2.3. The followings are mutually equivalent:
(1) The Ricci curvature is conjugate symmetric.
(2) (div∇̂K)(Y, Z) = (∇̂Y τg)(Z).
On the one hand, we can immediately characterize the conjugate symmetry of ∇ from the
relations in (0.1) and (1.2).
Proposition 2.4. The followings are mutually equivalent:
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(1) ∇ is conjugate symmetric.
(2) C = 0.
(3) K = 0.
We next characterize the conjugate symmetry of the curvature R.
Proposition 2.5. The followings are mutually equivalent:
(1) R is conjugate symmetric.
(2) ∇C is totally symmetric.
(3) ∇̂C is totally symmetric.
(4) ∇̂K is totally symmetric.
(5) R(X, Y, Z,W ) = −R(X, Y,W,Z).
Proof. The equivalences of (2), (3) and (4) follow from Lemma 1.1. The equivalence of (1)
and (4) follows from the formula in (1.9). The equivalence of (3) and (5) follows from the
formula in (1.20). 
2.2. Characterization of constant curvature statistical manifolds. It is known that
constant statistical manifolds have been introduced in [8].
Definition 2.6. A statistical manifold (M, g,∇) is called constant curvature k if
R(X, Y )Z = k {g(Y, Z)X − g(X,Z)Y }
holds for any vector fields X, Y and Z, and real constant k ∈ R.
Then the following lemma can be used for the characterization of a constant curvature
statistical manifold.
Lemma 2.7. Let S be the (1, 1)-tensor S defined by Ric(X, Y ) = (n− 1)g(SX, Y ). Assume
that Ric and ∇Ric are totally symmetric. Then if there exists a smooth function λ such
SY = λY for any vector field Y , then λ is constant.
Proof. Using the definition of ∇XRic and the symmetry of Ric we compute
(∇XRic)(Y, Z) = XRic(Y, Z)− Ric(∇XY, Z)− Ric(Y,∇XZ),
= (n− 1) {Xg(SY, Z)− g(SY,∇XZ)− g(SZ,∇XY )} ,
= (n− 1) {g(∇∗X(λY ), Z)− g(λZ,∇XY )} .
By using the total symmetry of ∇Ric we compute
0 =
1
n− 1
(∇XRic)(Y, Z)−
1
n− 1
(∇YRic)(X,Z),
= g(∇∗X(λY ), Z)− g(λZ,∇XY )− g(∇
∗
Y (λX), Z) + g(λZ,∇YX),
= g((Xλ)Y − (Y λ)X,Z).
Thus we obtain (Xλ)Y − (Y λ)X = 0 and Xλ = 0 follows, that is, λ is constant. 
We now characterize a constant statistical manifold.
Theorem 2.8. For a statistical manifold (M, g,∇), the followings are mutually equivalent:
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(1) It has a constant curvature.
(2) R is conjugate symmetric and ∇∗ is projectively flat.
Proof. (1) ⇒ (2): From the formula (1.22) and the constancy of the curvature, that is,
R(X, Y )Z = k {g(Y, Z)X − g(X,Z)Y }
for some constant k, we have
R∗(X, Y, Z,W ) = −R(X, Y,W,Z),
= −g(k {g(Y,W )X − g(X,W )Y } , Z),
= g(k {g(Y, Z)X − g(X,Z)Y } ,W ),
= R(X, Y, Z,W ).
Since W is arbitrary, thus the conjugate symmetry of the curvature R follows.
The Ricci curvature for a constant curvature statistical manifold is easily computed as
(2.3) Ric(Y, Z) = (n− 1)kg(Y, Z),
and therefore the projective curvature P in (1.14) vanishes. Thus for n ≥ 3, ∇ is projectively
flat, see Theorem 1.7. Since R = R∗, ∇∗ is also projectively flat.
For n = 2, the projective flatness of ∇ is equivalent to the total symmetry of ∇Ric, however
from (2.3) it is equivalent to the total symmetry of ∇g, which is of course true by the
definition of the statistical manifold (M, g,∇). Then the projective flatness of ∇∗ follows
from the duality.
(2) ⇒ (1): We first note that since R = R∗, the Ricci curvature Ric is symmetric and the
projective flatness of ∇∗ implies that the projective flatness of ∇. We next define a (1, 1)-
tensor S by Ric(X, Y ) = (n − 1)g(SX, Y ), then from the symmetry of Ric, g(SX, Y ) =
g(X,SY ) follows. Moreover, the projective flatness of∇ implies that the projective curvature
tensor P vanishes, that is,
(2.4) R(X, Y )Z = g(SY, Z)X − g(SX,Z)Y.
By using the formula (2) in Lemma 1.8, R = R∗ and the equation above, we computes
g(R(X, Y )Z,W ) = −g(Z,R(X, Y )W ),
= −g(Z, g(SY,W )X − g(SX,W )Y ),
= g(g(Z, Y )SX − g(Z,X)SY,W ).
Since W is an arbitrary, thus we have
(2.5) R(X, Y )Z = g(Y, Z)SX − g(X,Z)SY.
We now choose a vector field X so that g(X, Y ) = 0, and moreover set Z = X . Then from
(2.4) and (2.5), we compute
g(SY,X)X − g(SX,X)Y = −g(X,X)SY.
Then the inner product of both sides of the above equation with X implies g(SY,X) = 0
and thus g(SX,X)Y = g(X,X)SY follows. Therefore there exists a smooth function λ such
that
(2.6) SY = λY
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holds. The projective flatness of∇ also implies that∇Ric is totally symmetric. Thus Lemma
2.7 implies that λ is constant and thus R is of constant curvature. 
Remark 2.9. It should be remarked that the sufficient part of Theorem 2.8 has been proved
in [16] (see [17, Theorem 2]) and [11, Theorem 3.3].
We next characterize a trace-free constant statistical manifold.
Theorem 2.10. For a trace-free statistical manifold (M, g,∇), the followings are mutually
equivalent:
(1) (M, g,∇) is a constant curvature.
(2) R is conjugate symmetric and ∇∗ is projectively flat.
(3) Ric is conjugate symmetric and ∇∗ is projectively flat.
Proof. The equivalence of (1) and (2) is just Theorem 2.8, and (2) clearly implies (3). We
show that (3) implies (1). From the projective flatness of ∇∗, we have
R∗(X, Y )Z =
1
n− 1
{Ric∗(Y, Z)X − Ric∗(X,Z)Y } .
We then define a (1, 1)-tensor field S∗ by Ric∗(X, Y ) = (n − 1)g(S∗X, Y ). Note that
g(S∗X, Y ) = g(X,S∗Y ) by the symmetry of Ric∗. Using the formula (1.8) and the pro-
jective flatness in terms of the (1, 1)-tensor S∗ implies that
g(R̂(X, Y )Z,W ) =g(S∗Y, Z)g(X,W )− g(S∗X,Z)g(Y,W )
+ g((∇̂XK)Y Z,W )− g((∇̂YK)XZ,W )− g([KX , KY ]Z,W ).
We now add the above equation and the above equation with interchanged Z and W , and
using the property g(R̂(X, Y )W,Z) = −g(W, R̂(X, Y )Z):
0 =2g((∇̂YK)XZ,W )− 2g((∇̂XK)Y Z,W )
− g(Y, Z)g(S∗X,W ) + g(X,Z)g(S∗Y,W )
− g(Y,W )g(S∗X,Z) + g(X,W )g(S∗Y, Z).
Note that we also used the self-adjointness of (∇̂YK)X with respect to g. This is equivalent
to
2(∇̂YK)XZ − g(Y, Z)S
∗X − g(S∗X,Z)Y
= 2(∇̂XK)Y Z − g(X,Z)S
∗Y − g(S∗Y, Z)X.
We now take the trace of the above equation with respect to Y :
2(div∇̂K)(X,Z) = 2 trace{Y 7→ (∇̂XK)YZ} − ng(X,Z)H
∗ + ng(S∗X,Z),
where we set H∗ = trS∗/n. Note that we used the symmetry of Ric∗. We now show
trace{Y 7→ (∇̂XK)YZ} = 0 as follows: First we know (∇̂XK)Y Z = (∇̂XK)ZY and thus
trace{Y 7→ (∇̂XK)Y Z} = tr(∇̂XK)Z . Moreover, the trace-free condition implies that
tr(∇̂XK)Z = tr(∇̂X(KZ))− tr(K∇̂XZ) = X(trKZ) = 0.
Therefore we have
(2.7) div∇̂K(X,Z) =
n
2
{g(S∗X,Z)− g(X,Z)H∗} =
n
2
g(S0∗X,Z),
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where S0∗ = S∗ − H∗I is the traceless part of S∗. From the formula in (1.12) and the
trace-free condition trKX = 0 implies that
Ric(X,Z)− Ric∗(X,Z) = 2(div∇̂K)(X,Z).
Therefore, the conjugate symmetry of Ric implies that S∗ = H∗I and thus S∗Y = H∗Y .
Moreover, from Lemma 2.7, H∗ is constant. This completes the proof. 
Remark 2.11. Theorem 2.10 is a generalization of [13, Corollary 9.5], which is a corollary
about Blascke hypersurfaces of affine differential geometry. The tensor Lˆ in [13, Corollary
9.5] is just the tensor div∇̂K.
2.3. Conjugate symmetric α-connections. For a statistical manifold (M, g,∇), it is nat-
ural to consider a family of statistical structure (g,∇α) as follows:
(2.8) ∇α = ∇̂+ αK,
where α is a real constant. Note that ∇1 = ∇, and from (1.4) we have ∇−1 = ∇∗. Moreover,
∇−α = (∇∗)α
holds. The family of connections {∇α}α∈R has been called the α-connections, see [1]. It is
easy to see that (g,∇α) is a statistical structure for any α ∈ R, and if ∇ (resp. R or Ric) is
conjugate symmetric, then ∇α (resp. Rα or Ricα) is conjugate symmetric for any α ∈ R.
The following proposition is a slight generalization of Proposition 4.1 in [15].
Proposition 2.12. Let (M, g,∇) be a constant curvature statistical manifold, and let ∇α
the α-connection in (2.8) for α ∈ R. Assume that the pseudo-Riemannian metric g is not
constant curvature. Then the statistical manifold (M, g,∇α) does not have constant curvature
except α = ±1, that is the cases for ∇1 = ∇ and ∇−1 = ∇∗.
Proof. From Theorem 2.8, the constant curvature property of (M, g,∇) is equivalent to the
conjugate symmetry of R and the projective flatness of ∇∗. By the conjugate symmetry of
R, we have
(2.9) R(X, Y ) = R̂(X, Y ) + [KX , KY ].
Moreover, the projective flatness of ∇∗ can be written as
R(X, Y )Z = R∗(X, Y )Z =
1
n− 1
{Ric(Y, Z)X − Ric(X,Z)Y } .
Then Since ∇α = ∇̂+ αK, we have
(2.10) Rα(X, Y ) = R̂(X, Y ) + α2[KX , KY ] = R(X, Y ) + (α
2 − 1)[KX , KY ].
Assume that (M, g,∇α) has a constant curvature when α 6= ±1. Then from Theorem 2.8,
∇α (and ∇−α) is projectively flat, that is, by (2.10), there exists a (0, 2)-tensor γ such that
[KX , KY ]Z = γ(Y, Z)X − γ(X,Z)Y
holds. Then by (2.9), ∇̂ is projectively flat and thus g is constant curvature, which is a
contradiction to the assumption. 
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Remark 2.13. The assumption of non-constant curvature of the pseudo-Riemannian metric
g in Proposition 2.12 is a mild restriction. In fact, many Fisher metrics determined from
statistics are not constant curvature, for examples, the multivariate normal distributions and
the gamma distributions etc, see [10].
Appendix A. Proofs of the basic facts
In this appendix we collect the proofs of basic facts.
The proof of Lemma 1.1. The equivalence of (2) and (3) follows from (1.5). We show the
equivalence of (1) and (2). From the relations C(X, Y, Z) = −2g(KXY, Z), ∇X = ∇̂X +KX
and the identity KXC(U, V,W ) = 0, we can compute
(∇XC)(U, V,W )
= (∇̂XC)(U, V,W ) + (KXC)(U, V,W )
= (∇̂XC)(U, V,W )− C(KXU, V,W )− C(U,KXV,W )− C(U, V,KXW )
= (∇̂XC)(U, V,W )− C(KXU, V,W ) + 2g(KUW,KXV ) + 2g(KUV,KXW ).
It is easy to see that the term −C(KXU, V,W )+ 2g(KUW,KXV ) + 2g(KUV,KXW ) is sym-
metric with respect to X and U . Thus the claim follows. 
The proof of Lemma 1.3. By the definition of R(X, Y ) = [∇X ,∇Y ]−∇[X,Y ] and the relation
in (1.2), we have
R(X, Y ) = [∇̂X +KX , ∇̂Y +KY ]− ∇̂[X,Y ] −K[X,Y ],
= R̂(X, Y ) + [∇̂X , KY ] + [KX , ∇̂Y ] + [KX , KY ]−K[X,Y ].
Since (∇̂XK)Y = ∇̂XKY − KY ∇̂X − K∇̂XY , the first formula follows. Then the second
formula follows from the relation
(∇XK)Y = (∇̂XK)Y + (KX ·K)Y = (∇̂XK)Y + [KX , KY ]−KKXY .
The rest of formulas are verbatim. 
The proof of Lemma 1.4. We compute trace of the first equation in (1.7) with respect to X .
A straightforward computation shows that
Ric(Y, Z) =
n∑
i=1
{
g((∇̂eiK)(Y, Z), ei)− g((∇̂YK)(ei, Z), ei) + g(ei, [Kei, KY ]Z)
}
,
where {e1, . . . , en} is an orthonormal basis around some point x0 such that ∇̂ei = 0 at x0.
The first term of the right hand side is (div∇̂K)(Y, Z). The third term can be computed as
n∑
i=1
g(ei, [Kei, KY ]Z) =
n∑
i=1
{g(ei, KeiKY Z))− g(ei, KYKeiZ)} ,
= −g(KY , KZ) + τg(KY Z).
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We now choose the vector fields Y, Z such that ∇̂Y = ∇̂Z = 0 at x0. Then the second term
can be computed as
−
n∑
i=1
g((∇̂YK)(ei, Z), ei) = −
n∑
i=1
Y g(KeiZ, ei),
= −
n∑
i=1
Y g(Keiei, Z),
= −Y g(trgK(·, ·), Z),
= −Y τg(Z),
= −(∇̂Y τg)(Z).
Here we use ∇̂Y g = 0 and the self-adjointness of Kei. Then the first formula follows imme-
diately. The second formula follows from the same computation for the second formula in
(1.7). The rest of the formulas are verbatim. 
The proof of Corollary 1.5. From the formulas in Lemma 1.4 and symmetries of R̂ic(Y, Z)
and (div∇̂K)(Y, Z) + τg(K(Y, Z)) − g(KY , KZ) with respect to Y and Z, it is easy to see
that
(A.1) Ric(Y, Z)− Ric(Z, Y ) = −(∇̂Y τg)(Z) + (∇̂Zτg)(Y ) = −dτg(Y, Z).
Recall that the 1-form τg is defined by ∇Xωg = −τg(X)ωg. Let ω be an another volume
form M and define a 1-form τ by
∇Xω = τ(X)ω.
Since ω = φωg for some function φ, and a straightforward computation shows that τ =
d logφ− τg and therefore,
dτg(Z, Y ) = −dτ(Z, Y ).
Then the necessary and sufficient condition of the symmetry of the Ricci curvature is clear.

The sketch of proof of Theorem 1.7. We follow the proof of [2]. Denote the normalized Ricci
tensor γ as
γ =
1
n− 1
Ric,
thus P (X, Y )Z = R(X, Y )Z − [γ(Y, Z)X − γ(X,Z)Y ]. Then introducing the suspension of
a bilinear map A
(A ∧ Id)X,YZ := A(Y, Z)X − A(X,Z)Y,
we can rephrase the projective curvature tensor P as
P = R− γ ∧ Id.
A straightforward computation shows that if two torsion-free locally equiaffine connections
∇ and ∇ are projective equivalent as ∇XY = ∇XY + ρ(X)Y + ρ(Y )X by a closed 1-form
ρ, then the following identities hold:
P = P and γ = γ −∇ρ+ ρ⊗ ρ.
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The brief computation as follows: Choosing ∇-parallel vector fields at a point p, we have
R(X, Y ) = [∇X ,∇Y ].
Since ∇X = ∇X + ρ˜X , where we define ρ˜X by ρ˜XY = ρ(X)Y + ρ(Y )X ,
R(X, Y ) = [∇X ,∇Y ] = R(X, Y ) + [∇X , ρ˜Y ]− [∇Y , ρ˜X ] + [ρ˜X , ρ˜Y ].
Then
[∇X , ρ˜Y ]− [∇Y , ρ˜X ] = (∇X ρ˜)Y − (∇Y ρ˜)X = dρ(X, Y )Id− (∇ρ ∧ Id)X,Y = −(∇ρ ∧ Id)X,Y ,
where we use the closedness of ρ. Moreover, we compute
[ρ˜X , ρ˜Y ] = [ρ⊗X, ρ⊗ Y ] = ((ρ⊗ ρ) ∧ Id)X,Y .
Thus we have the conclusion.
Next, we denote δP (X, Y )Z := tr{V 7→ ∇V P (X, Y )Z} and introduce the Cotton tensor
Cot(X, Y, Z) = (∇Xγ)(Y, Z)− (∇Y γ)(X,Z).
Then for n > 2, considering the second Bianchi identity, we have
δP (X, Y )Z = (n− 2)Cot(X, Y, Z).
The brief computation as follows: By taking the trace of the Bianchi 2nd identity in Lemma
1.8,
0 = δR(X, Y )Z + tr(V 7→ (∇XR)(Y, V )Z + (∇YR)(V,X)Z),
= δR(X, Y )Z − (∇XRic)(Y, Z) + (∇YRic)(X,Z),
= δP (X, Y )Z + tr {V 7→ (∇Xγ ∧ Id)X,YZ} − (n− 1)Cot(X, Y, Z),
= δP (X, Y )Z − (n− 2)Cot(X, Y, Z),
where we used tr {V 7→ A(X, Y, V )Z} = A(X, Y, Z). An another straightforward compu-
tation shows that if two torsion-free locally equiaffine connections ∇ and ∇ are projective
equivalent as ∇ = ∇ + ρ˜, then
Cot− Cot = ρ(P ).
The brief computation as follows: Choosing ∇-parallel vector fields at a point p, we have
(∇Xγ)(Y, Z) = (∇Xγ)(Y, Z)− γ(ρ˜XY, Z)− γ(Y, ρ˜XZ),
= (∇Xγ)(Y, Z)−∇X∇Y ρ(Z) + (∇Xρ(Y ))ρ(Z) + ρ(Y )∇Xρ(Z),
− γ(ρ˜XY, Z)− γ(Y, ρ˜XZ) +∇Y ρ(ρ˜XZ)− ρ(Y )ρ(ρ˜XZ).
By using the symmetry of ρ˜XY = ρ˜YX , we have
Cot(X, Y, Z)− Cot(X, Y, Z) = −(R(X, Y )ρ)(Z)− ρ(X)γ(Y, Z) + ρ(Y )γ(X,Z),
= ρ(R(X, Y )Z)− ρ((γ ∧ Id)X,Y Z),
= ρ(P (X, Y )Z).
It is known that for n = 2, the projective curvature tensor always vanishes. Note that the
vanishing of the Cotton tensor is equivalent with the total symmetry of ∇Ric. From these
facts, the necessary conditions are clear.
To show the sufficient part, we assume P = 0 and Cot = 0. Then
R = γ ∧ Id
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holds. Then we need find a closed 1-form ρ such that ρ = ∇γ− γ ⊗ γ. This can be achieved
by the Frobenius theorem. 
The proof of Lemma 1.8. The item (1) follows directly from the definition of the curvature
R in (1.6).
(2): Using the definition of the conjugate connection∇∗, we computeXY g(Z,W ), Y Xg(Z,W )
and [X, Y ]g(Z,W ) as
XY g(Z,W ) = g(∇X∇YZ,W ) + g(∇YZ,∇
∗
XW )
+ g(∇XZ,∇
∗
YW ) + g(Z,∇
∗
X∇
∗
YW ),
Y Xg(Z,W ) = g(∇Y∇XZ,W ) + g(∇XZ,∇
∗
YW )
+ g(∇YZ,∇
∗
XW ) + g(Z,∇
∗
Y∇
∗
XW )
and
[X, Y ]g(Z,W ) = g(∇[X,Y ]Z,W ) + g(Z,∇
∗
[X,Y ]W ),
respectively. Then the item (2) follows easily from the above equations.
(3): A direct computation shows that
R(X, Y )Z +R(Y, Z)X +R(Z,X)Y = ∇Y∇XZ −∇X∇Y Z +∇[X,Y ]Z
+∇Z∇YX −∇Y∇ZX +∇[Y,Z]X +∇X∇ZY −∇Z∇XY +∇[Z,X]Y
= ∇Y [X,Z] +∇Z [Y,X ] +∇X [Z, Y ]−∇[Y,X]Z −∇[Z,Y ]X −∇[X,Z]Y
= [Y, [X,Z]] + [Z[Y,X ]] + [X, [Z, Y ]] = 0,
where the last equation follows from the Jacobi identity.
(4): We choose the geodesic frame {ei} that is, ∇eiej = 0. A direct computation shows by
using the Jacobi identity that
(∇eiR)(ej , ek) + (∇ejR)(ek, ei) + (∇ekR)(ei, ej)
= ∇ei(R(ej, ek)) +∇ej(R(ek, ei)) +∇ek(R(ei, ej))
= −∇ei∇[ej ,ek] −∇ej∇[ek,ei] −∇ek∇[ei,ej ]
= −∇[ei,[ej ,ek]] −∇[ej,[ek,ei]] −∇[ek,[ei,ej ]]
= 0.

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