Higher-order solitons, as well as simple N -soliton solutions, of the Gerdjikov-Ivanov equation are derived by the dressing method based on the technique of regularization. By the dressing transformation for the eigenfunction associated with a seed solution, the regularity conditions of the dressed eigenfunctions are found to establish the relationship between the potential and the scattering data.
Introduction
The Gerdjikov-Ivanov (GI) equation [1] , given as iq t (x, t) + q xx (x, t) − iq 2 (x, t)q x (x, t) + 1 2 q 3 (x, t)q 2 (x, t) = 0, (
is a generalization of the derivative nonlinear Schrödinger equation [2] [3] [4] , which has important applications in the fields of mathematics and physics. Here q = q(x, t), q t = ∂q/∂t, q xx = ∂ 2 q/∂x 2 , andq denotes the complex conjugation of q. It is also noted that the GI equation can be regarded as an extension of the nonlinear Schrödinger equation (NLS). Various approaches have been proposed to construct the solitons of the GI equation such as the Hirota bilinear method [3] , Darboux transformation and Hamiltonian structures [5] [6] [7] , rogue wave [7, 8] , algebro-geometric solutions [9, 10] , and others [11, 12] . The higher-order rogue wave solutions of the GI equation have been obtained by virtue of the generalized Darboux transformation [7] .
From the theoretical basis of the inverse scattering transform method, it is known that the soliton solutions of an integrable equation are determined by the poles of the associated reflection coefficient. Several distinct simple poles producing multisoltion solutions can be coalesced to obtain a multiple-pole solution, if such coalescing is a regular limit [13, 14] . We note that these poles are also the poles of the soliton dressing matrix, which is a rational matrix function, and that distinct simple poles of the dressing matrix yield multiple poles by the coalescing procedure. Thus, this limit is singular. We reiterate that a higher-order pole in the soliton dressing matrix can not be obtained in a regular way by coalescing simple poles in the generic mulisoliton mantrx. In this sense, it is interesting to study the higher-order solitons. While information regarding higher-order solitons can be found elsewhere [13] [14] [15] [16] [17] , these results, in contrast to those of multisoliton solutions, are scarce. In this paper, we intend to derive the higher-order soliton solutions of the GI equation by means of the dressing method [18] . The simple N-soliton solutions of the GI equation are also obtained.
In the application of the dressing method, we present two cases of the dressing factor with simple poles and two-order poles, respectively. By the dressing transformation for the eigenfunction associated with a seed solution, the regularity conditions regarding the dressed eigenfunctions are obtained, and the relationship between the potential and the scattering data is then established. In this way, the simple N-soliton and the higher-order soliton solutions of the GI equation are obtained.
Lax representation
The GI equation (1.1) admits the following Lax representation ψ x + ik 2 σ 3 ψ = U(x, t, k)ψ, ψ t + 2ik 4 σ 3 ψ = V (x, t, k)ψ.
Here k is a spectral parameter, and the following definitions are applied:
(2.2)
We assume that q is a smooth potential with sufficient decay as |x| → ∞, and that the eigenfunction ψ satisfies the following symmetry conditions:
where the bar denotes complex conjugation. We next introduce the transformation: 4) such that Ψ satisfies the following linear system:
We consider the Jost solutions Ψ ± of the spectral equation in (2.5) obeying the asymptotic conditions Ψ ± → I as x → ±∞. 
It is readily verifiable that the sectionally analytic function ψ admits the symmetries (2.3). We note that the eigenfunction ψ defined by (2.6) is singular for k = ∞ and has a jump across the contour R ∪ iR.
Analysis of the eigenfunctions
We consider a seed solution q 0 of the GI equation (1.1) and the corresponding eigenfunction ψ 0 obeying the symmetries (2.3). In this case, the dressed eigenfunction ψ can be constructed in the following form [18] :
where the dressing factor G is given as
We note that (3.2) is obtained by virtue of the symmetry conditions
in terms of (2.3) and (3.1). One can see that {k j ,k j } N 1 ⊂ C is a collection of simple poles, and that A j and −σ 3 A j σ 3 are the corresponding residues. It is apparent that G and G −1 are analytic at k = ∞.
Differentiation of (3.1) with respect to x and t implies that
Note that
where U 0 and V 0 are defined by (2.2) with the seed solution q 0 or Q 0 . It is worthwhile to mention that N-solitonic solution of the focusing nonlinear Schrödinger equation with nonvanishing boundary conditions has been derived in Ref. [19] .
It follows from equations (3.4) and (3.5) that ψ x ψ −1 and ψ t ψ −1 are singular at the points k = ∞ and {k j ,k j } N 1 . To investigate the singularity at k = ∞, we consider the asymptotic behavior of G and G −1 as k → ∞, and let
where O(k −4 ) is of order k −4 as k → ∞, and
and
It is noted from (3.7) that the matrices G 2l−1 and G 2l , (l = 1, 2, · · · ) are offdiagonal and diagonal, respectively.
Substitution of (3.6) and (3.5) into (3.4) implies the following asymptotic behaviors as k → ∞:
in view of (3.8) , where Q (1) and Q (0) are some certain functions to be determined.
Hence, the representations 10) are analytic near k = ∞. In other words, these representations are analytic on the entire Riemann k-sphere except possibly at points in the set {±k j , ±k j } N 1 . However, these singularities can be eliminated by the proper selection of some A j in (3.7) and Q (1) , Q (0) . We now assume that such a selection has been made, which means that the functions in (3.10) are analytic on the entire Riemann ksphere. In this case, because the representations in (3.10) tend to zero as k → ∞, it follows from Liouville's theorem that they both vanish identically. Thus, we have the following pair of equations:
It must be mentioned that, while the functions Q (1) and Q (0) are properly selected, their identity remains unknown. To identify these functions, we retain the assumption that A j in (3.7) are chosen properly. In this case, the expansions in (3.9) remain valid, but the term O(k −1 ) is zero, which implies that
Hence, we have the Lax representation (2.1). In addition, from (3.9) and (3.7), we obtain the solution of the GI equation:
(3.12)
The dressing transformation
In this section, we determine A j in (3.7) ensuring that the functions ψ x ψ −1 and ψ t ψ −1 are regular at the points {±k j , ±k j } N 1 . To this end, we consider the following series of N consecutive dressing transformations, each of which adds two poles [18] :
where the eigenfunction ψ 0 is chosen to be regular and
The regularization of the functions ψ j,x ψ 
The assumption regarding ψ j−1 , together with (4.2), implies that the right-hand side of (4.3) is analytic at the points {±k l , ±k l } j−1
1 . We must therefore determine the conditions ensuring that ψ j,x ψ −1 j is regular at the simple poles ±k j and ±k j .
We note that the residue of ψ j,x ψ −1 j at the point k j is given by
For algorithmic convenience, we take
where |z j = z j | † is a column vector and y j | = |y j † a row vector. Hence,
equation (4.4) reduces to
Now, if we take
is regular at the point k j . Similar regularization of ψ j,t ψ −1 j at the point k j requires conditions (4.7) and ( y j |ψ j−1 (k j )) t = 0. The latter condition, together with (4.8), implies that y j (x, t)| can be defined as
where β j is an arbitrary constant row vector. Thus, to construct the concrete expression of B j in (4.5), one must determine the representation of |z j (x, t) . We note that condition (4.7), together with (4.2) and (4.5), produces
The Hermitian conjugation of this equation implies that
where α j is defined by
It follows from (4.10) that |z j (x, t) takes the form
We note that the 2 × 2 matrix-valued function B j (x, t) is defined by (4.5), (4.9) and (4.12).
With B j (x, t) in hand, one finds, from the second equation of (4.2), that
which further imply that 14) in terms of the definition (4.11). Moreover, it follows from the first equation of
We now seek to determine A j in (3.7). We note that A j is the residue of G(k) in (3.2) at k j . Thus, from (4.1), one obtains
Equation (4.16), together with (4.14) and (4.15), implies that
On the other hand, we note that the definition 
which can be further rewritten as 19) in terms of (4.5). Here, the constant row vector β j in (4.9) is chosen as (b j , b −1 j ), and the functions r j (x, t) and s j (x, t) can be determined by the following system:
Proposition 1 Let N be a positive integer and let {k j , b j } N 1 be nonzero complex constants such that k j = k l for j = l. Assume that q 0 satisfies (1.1), and let ψ 0 (x, t, k) be an associated eigenfunction obeying the symmetries (3.3) . Then, the following function q(x, t) is also a solution of (1.1):
where A j is given by (4.19) , with the functions 
where the entries of the N × N matrix K = K(x, t) are defined by
Analysis of the eigenfunctions with multiple poles
In this section, we extend the approach used in the above two sections to study higher-order solitons of the GI equation. For convenience, we consider only the case of two-order poles. Let q 0 be a seed solution of the GI equation (1.1) and ψ 0 be the corresponding eigenfunction obeying the symmetries (3.3), and then seek a dressed eigenfunction ψ of the form
Here the matrixG has the form
in terms of the symmetry conditions
obtained from (3.3) and (5.1). We note that {k j ,k j } N 1 ⊂ C is a collection of poles of order 2. Then, the functions ψ x ψ −1 and ψ t ψ −1 can be derived similarly as in (3.4) , which have the same singularity at ∞, but have two-order singularities at the points {±k j , ±k j } N 1 . According to a similar discussion concerning the regularization of the functions ψ x ψ −1 and ψ t ψ −1 at k = ∞ conducted in Section 2, we find, under a proper assumption regarding A j andÃ j , that
whereG j , (j = 1, 2, · · · ) are defined as in (3.6), but, here, they are specificallỹ
To finish the regularization, we find A j andÃ j in (5.5) to ensure that the functions
and ψ j,t ψ −1 j are regular at the points ±k j and ±k j . To this end, we consider the following series of N consecutive dressing transformations, each of which adds two poles of order 2:
Here,
where B j (x, t) andB j (x, t) are 2 × 2 matrix-valued functions. 
where (ψ
Given these vectors and the points k j andk j , we define a set of scalar functions:
where |y j = y j | † , |ỹ j = ỹ j | † . Define the functions B j (x, t) andB j (x, t) as
where the column vectors |z j and |z j are define as
Here the 2 × 2 matrices Λ j ,Λ j , Ω j andΩ j are diagonal ones, denoted conveniently
The entries of these diagonal matrices are defined as
where 
The assumption on ψ j−1 together with (5.7) and (5.8) implies that the right-hand side of (5.16) is analytic at the points {±k l , ±k l } j−1
1 . We must therefore show that ψ j,x ψ −1 j is regular at points ±k j and ±k j . Firstly, we note that ψ j,x ψ −1 j has the following asymptotic behavior near the point k j :
where the definition of (D 
and 19) then the regularization of ψ j,x ψ −1 j at the point k j is realized. Because the symmetries in (2.3) are valid for (5.6), we deduce that ψ j,x ψ −1 j is also analytic at the points −k j and ±k j . Similar arguments establish the regularity conditions of
j . Equation (5.18 ) and the analogous equation with respect to t imply that the complex constants Υ j andΥ j exist:
which give (5.9). Moreover, the equations in (5.19) are equivalent to
Substituting (5.7) and (5.8) into (5.21) and taking the Hermitian conjugate of the result equations yields
where
and the matrix K ± (k) is defined [14] as
Here, σ T + denotes the transpose of σ + in (5.12). Given |y j and |ỹ j , |z j and |z j can be solved from (5.22) as
where M j ± N j takes the form 26) in terms of the definition (5.14). It is easy to show that It is convenient to rewrite G(k) in (5.6) as
Then, near the point k = k j , we have the expansion
which implies, in view of (3.2) , that
and T ′ j (k j ) has an equivalent definition. BecauseB j = |z j y j |, B j = |z j y j | + |z j ỹ j | and ψ j−1 (k) = T j (k)ψ 0 (k), it follows that
in terms of (5.20) . Similarly,
which reduces to
Equation (5.4) implies that the solution of the GI equation is still given by (3.12), but the form of A j is different. As an example, we shall consider the case of N = 1, that is, the case of the two-order soliton solution.
It is noted that, for N = 1, G = D 1 , and A 1 = B 1 , the two-order soliton can be derived directly. In this case, The zero seed solution and associated eigenfunction ψ 0 are chosen as disscused in Section 3. Because
the vectors in (5.9) can be written as
where α 1 , α 2 and θ 1 are defined as
in terms of the chosen constant vectors Υ 1 = (β 1 , β
). Furthermore, if we let k 1 = ξ 1 + iη 1 and θ 1 = −r 1 + iφ 1 , then
where r 0 and φ 0 are real constants defined by β 1 = e −r 0 +iφ 0 . For the two-order solution of the GI equation, we find, from (5.11) for j = 1 (omitted here for convenience), that
(5.39)
With these representations in hand, we find that 
(5.40)
In addition, from (5.12)−(5.14), we know that
(5.41)
Note that k 1 = ξ 1 + iη 1 , and, by taking ρ := α 2 − α 1 , we have 
Here r 1 and φ 1 are defined according to (5.38). The Figure   1 illustrates the two-order soliton. 
Discussions
We note that the relationship betweenB j in (5.12) and D
which is similar to the equation given in (4.14). However, the relationship between 
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Appendix
In this Appendix, we derive the relation (6.1). To this end, we introduce a set of Lemmas. 
Moreover, we have
2)
3) 4) or equivalentlyζ
Proof: The proof of (7.1) and (7.2) can be finished by directly calculation from the definition (5.11). We proceed to prove the first case of (7.3). For algorithmic convenience, we take the column vectors |y j , |ỹ j in the form
Here, we note, for the column vector (a + , a − ) T , that
where the star denotes an arbitrary element and can be chosen as zero in particularly. On use of the definition (5.11), we have
Then the first case of (7.3) is proved, and the second case can be proved similarly.
Proof: To prove the first case of (7.9), we note from the definition (5.11) that
Then the left-hand side of (7.9) in the first case reduces to
This finished the prove of the first case of (7.9). The prove for the second case of (7.9), as well as for (7.8) and (7.10) are similar.
Lemma 3 Let the row vectors y j |, ỹ j | and the column vectors |z j , |z j are defined by Proposition2, then 11) and This complete the prove of the first case of (7.11). The second case of (7.11) can be proved similarly.
We are now turning to the proof of (7.12) . For the first case, by using the definition (5.13), we find that the left-hand side of (7.12) becomes I + σ 3 2 I + 2(ζ 
