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Im Anfang war das Wort, : : :
So lautet es nicht nur in der Bibel, sondern auch Lao Tzu hat einige Jahrhunderte vor
Christus das gleiche in Tauteking angedeutet.
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Kapitel 1
Einleitung
Die vorliegende Arbeit besch

aftigt sich mit der adaptiven numerischen Integration. An
Stelle einer N

aherung wird gem

a einer geforderten Genauigkeit ein Intervall berechnet,
welches das exakte Integral garantiert einschliet. Alle Elemente aus dem berechneten
Intervall sind N

aherungen f

ur das Integral. Im Gegensatz zu N

aherungsverfahren liefern
Einschlieungsverfahren eine mathematisch gesicherte Aussage.
1.1 Motivation und

Ubersicht
1.1.1 Numerische Integration
Da einerseits selbst f

ur einfache Funktionen f : 
  IR
n
! IR das bestimmte Inte-
gral I(f) :=
R


f(~x) d~x nicht immer analytisch berechnet werden kann (vg. [47], S. 1),
und andererseits die Stammfunktionen, wenn sie sich in geschlossenen Formen darstellen
lassen, numerisch schwierig auswertbar sein k

onnen (vgl. [40], S. 2), ist die numerische
Integration, die sich mit der n

aherungsweisen Berechnung der Integrale von Funktionen
besch

aftigt, erforderlich. Die numerische Integration ist eines der

altesten mathematischen
Probleme und wird in verschiedenen wissenschaftlichen Bereichen angewendet (vgl. [15],
[152]).
Zur Durchf

uhrung der numerischen Integration sind zwei Teilaufgaben zu bew

altigen.
Eine besch

aftigt sich mit der Konstruktion von Integrationsformeln und die andere mit
der Absch

atzung der Approximationsg

ute der Integrationsformeln. F

ur die beiden Tei-
laufgaben wurden lange Zeit haupts

achlich Funktionen in einer Ver

anderlichen betrachtet
(vgl. [146], [32], [104]).
Mit Hilfe von Integrationsformeln, die endliche Linearkombinationen von Funktionswer-
ten darstellen, wird das gesuchte Integral n

aherungsweise berechnet, d. h. I(f)

= S(f) :=
P
M
i=1
w
i
f(~x
i
). Im Eindimensionalen werden diese Formeln als Quadratur- und im Mehr-
dimensionalen als Kubaturformeln bezeichnet. Die interpolatorischen Quadraturformeln,
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die mit den Orthogonalpolynomen zusammenh

angen, bilden eine wichtige Klasse von In-
tegrationsformeln. Im Mehrdimensionalen ist die numerische Integration wesentlich kom-
plizierter als im Eindimensionalen. Dies liegt daran, da es im Mehrdimensionalen un-
endlich viele Integrationsbereiche gibt, die bzgl. aner Abbildungen nicht

aquivalent sind
(vgl. [146]). Auerdem lassen sich im Mehrdimensionalen nicht immer gute Kubatur-
formeln konstruieren, auch wenn mehrdimensionale Orthogonalpolynome herangezogen
werden (vgl. [32]). F

ur die mehrdimensionale numerische Integration werden interpolato-
rische vollsymmetrische Kubaturformeln mit geringer Knotenzahl bevorzugt. Eine weitere
wichtige Klasse von Kubaturformeln sind die Produktformeln, die sich nur f

ur gewisse Inte-
grationsbereiche durch Tensorproduktbildung aus den Integrationsformeln in niedrigeren
Dimensionen konstruieren lassen.
Zur Beurteilung der Approximationsg

ute der Integrationsformeln wird der Diskretisie-
rungsfehler E(f) := I(f),S(f) betrachtet. Im konkreten Fall erweist sich die Bestimmung
g

unstiger Fehlerschranken oft als schwierig und aufwendig. F

ur diese Aufgabe werden in
der Literatur (z. B. [47], [40]) verschiedene Methoden, wie z. B. die Kernmethode f

ur
hinreichend oft dierenzierbare Funktionen und die ableitungsfreie Methode (siehe auch
[2], [135]) f

ur Integranden, die in einem komplexen Gebiet holomorph fortsetzbar sind,
angegeben. In dieser Arbeit wird die Kernmethode, die urspr

unglich von Peano f

ur den
Quadraturfehler hergeleitet und sp

ater von Sard auf den Kubaturfehler verallgemeinert
wurde, eingesetzt. Die Sard-Kerndarstellung gilt sowohl f

ur Nicht- als auch f

ur Produktfor-
meln (vgl. [146]). F

ur Produktformeln existieren jedoch noch weitere Fehlerdarstellungen,
unter denen die Nikolskii'sche Methode am g

unstigsten ist. Im allgemeinen l

at sich der
Kubaturfehler einer Produktformel auf die Approximationsfehler der zugrundliegenden
Integrationsformeln zur

uckf

uhren (vgl. [99]).
Unter der Bedingung, da die Integranden hinreichend oft stetig dierenzierbar sind, wird
bei Anwendung der Kernmethode der Diskretisierungsfehler mit Hilfe von dualen Normen
abgesch

atzt.

Ublicherweise wird die Supremum-Norm f

ur die (partiellen) Ableitungen der
Integranden und die L
1
-Norm f

ur die Kernfunktionen verwendet. In der Praxis ist es aller-
dings schwierig, die Supremum-Norm der (partiellen) Ableitungen zu gewinnen. Mit Hilfe
der Intervall- und der Dierentiationsarithmetik lassen sich jedoch die Wertebereiche der
Ableitungen ezient und zuverl

assig absch

atzen (vgl. [111]). Aber auch die Berechnung
der L
1
-Norm der Kernfunktionen erweist sich als eine schwierige Aufgabe. Daher wurde
meistens diese L
1
-Norm wiederum durch numerische Integration n

aherungsweise berech-
net (vgl. [147], [146], [102]). Mit der Verikationsnumerik kann jedoch diese Aufgabe
durch Einsatz von

Uberdeckungsmethoden, bei denen die Nullstellen der Kernfunktionen
explizit bzw. implizit ber

ucksichtigt werden, zuverl

assig gel

ost werden.
Bis jetzt wurden mit den Hilfsmitteln der Verikationsnumerik nur die Fehlerkonstan-
ten bzgl. der eindimensionalen Peano-Kerne berechnet ([144], vgl. auch [69]). Verizierte
Berechnung der Fehlerkonstanten bzgl. der Sard-Kerne wird in dieser Arbeit erstmals
durchgef

uhrt. F

ur diese Aufgabe waren die Untersuchungen viel umfangreicher als f

ur die
Peano-Kerne, da es im Mehrdimensionalen mehrere L

osungsans

atze und mehrere Teilas-
pekte zu ber

ucksichtigen gibt.
1.1. Motivation und

Ubersicht 3
1.1.2 Adaptive Strategien
Um f

ur die Integraln

aherung die erw

unschte Genauigkeit eektiv zu erreichen, erweist es
sich als zweckm

aig, den Integrationsbereich, abh

angig vom Funktionsverhalten des In-
tegranden und von der geforderten Genauigkeit, dynamisch in verschiedene Teilbereiche
zu zerlegen. F

ur jeden Teilbereich wird dann eine Integrationsformel verwendet. Die dy-
namische Zerlegung des Integrationsbereiches wird auch adaptive Verfeinerung genannt.
Falls zus

atzlich die lokalen Integrationsformeln unterschiedliche Exaktheitsgrade besitzen,
spricht man von adaptiven Exaktheitsgraden. H

aug bezieht sich die adaptive numerische
Integration auf diese doppelte Adaption.
F

ur die Bereichsverfeinerung unterteilen sich die verwendeten Methoden in zwei Klassen,
die als die lokale bzw. die globale Strategie bezeichnet werden. Bei der globalen Strategie
wird die gesamte Genauigkeit gepr

uft. Erf

ullt die erzielte Integraln

aherung bzw. Inte-
graleinschlieung die geforderte Genauigkeit nicht, dann wird der Teilbereich mit dem
maximalen lokalen Fehler weiter unterteilt. Hingegen mu bei der lokalen Strategie je-
de Teilintegraln

aherung bzw. jede lokale Fehlereinschlieung jeweils eine lokale Genauig-
keit erf

ullen. Alle Teilbereiche, f

ur welche die lokalen Genauigkeiten nicht erf

ullt werden
k

onnen, werden weiter unterteilt. Im Extremfall kann dadurch ein unendlicher Programm-
lauf verursacht werden. Es bestehen zwar M

oglichkeiten, den unendlichen Programmlauf
zu unterbrechen, jedoch mu man eine sehr grobe Integraleinschlieung bzw. eine ziem-
lich lange Rechenzeit in Kauf nehmen (s. Kapitel 5). Diese Problematik l

at sich bei
Anwendung der globalen Strategie vermeiden, da unerreichbare Genauigkeiten rechtzeitig
entdeckt werden k

onnen. Dadurch werden unn

otige Berechnungen erspart. Die gew

ohn-
lichen automatischen Integratoren sind im allgemeinen nicht in der Lage, unerreichbare
Genauigkeiten zu entdecken (s. numerische Beispiele in Kapitel 6). Mit den verizierten
automatischen Integratoren, in denen die lokale Verfeinerungsstrategie verwendet wird,
lassen sich unerreichbare Genauigkeiten nur passiv entdecken. Dies bedeutet im Extrem-
fall eine F

ulle von unn

otigem Rechenaufwand.
Um einen stabilen automatischen Integrator zu implementieren, wird in dieser Arbeit die
globale Strategie eingesetzt. Bei Anwendung der globalen Strategie m

ussen Informationen
zu s

amtlichen Teilbereichen abgespeichert werden. F

ur einen ezienten Zugri auf den
Teilbereich mit dem maximalen lokalen Fehler spielt die Datenstruktur zur Registrierung
der lokalen Informationen eine wichtige Rolle. Aus Ezienzgr

unden wird in dieser Ar-
beit ein balancierter partiell geordneter Baum verwendet, da f

ur jeden neuen Knoten der
Sortierungsaufwand logarithmisch ist (s. Kapitel 5).
1.1.3 Automatische Ergebnisverikation
Das Zahlensystem in einer Rechenanlage ist nur eine endliche Teilmenge der reellen
Zahlen. Im einfachsten Fall spricht man von einem einfach genauen Gleitkommasystem
R(b; l; e
min
; e
max
) (single precision oating-point numbers). F

ur h

ohere Genauigkeitsan-
forderungen wird ein doppelt genaues Gleitkommasystem D(b; 2 l; ~e
min
; ~e
max
) verwendet,
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dessen Raster feiner als R ist. Hierbei bezeichnet b die Basis des Zahlensystems, l die ma-
ximale Mantissenl

ange, e
min
den kleinsten Exponenten und e
max
den gr

oten Exponenten.
Das numerische Rechnen vollzieht sich nicht nur in diesen Zahlenmengen sondern auch in
den davon abgeleiteten Produktr

aumen.
IR  D  R
IR
n
 D
n
 R
n
IR
mn
 D
mn
 R
mn
Bei vielen Anwendungen treten noch komplexe R

aume auf. Davon wird in dieser Arbeit
kein Gebrauch gemacht.
Da die Gleitkommasysteme echte Teilmengen der reellen Zahlen sind, folgt, da nicht
alle reellen Zahlen in R bzw. D exakt dargestellt werden k

onnen. Viele Eingangsgr

oen
und Zwischenergebnisse eines numerischen Algorithmus werden deshalb gerundet abge-
speichert. Numerische L

osungen, die auf dieser Basis berechnet sind, weichen wegen der
Rundungsfehler von den exakten L

osungen ab. In manchen F

allen k

onnen die akkumulier-
ten Rundungsfehler sogar die numerischen Ergebnisse total verf

alschen. Aussagen

uber die
Genauigkeit bzw. Statistiken

uber den Rechenaufwand sind besonders wertvoll, wenn man
die numerischen Ergebnisse verizieren kann. Eine genaue Analyse der Fortpanzung von
Rundungsfehlern ist wegen der Komplexit

at der numerischen Algorithmen h

aug nicht
m

oglich. Um die Rundungsfehler zu minimieren, ist es zweckm

aig, eine Rechnerarith-
metik zu verwenden, welche die Verkn

upfungsergebnisse maximal genau berechnet. Dies
bedeutet, da alle Grundoperationen, insbesondere die, die in den Produktr

aumen de-
niert sind, so durchgef

uhrt werden, da das Rechenergebnis nur mit einer Rundung aus
der exakten Gr

oe bestimmt wird und zwischen dem gerundeten und dem exakten Ergeb-
nis keine weitere Gleitkommazahl (bzw. Gleitkommamatrix) liegt. In [89] wird eine solche
Rechnerarithmetik vorgestellt, die nach dem Prinzip des Semimorphismus deniert ist.
Damit auch die Rundungsfehler ber

ucksichtigt werden k

onnen, mu f

ur die automatische
Ergebnisverikation die Intervallarithmetik eingesetzt werden. Neben den Skalar- und
Produktr

aumen sind also zus

atzlich Intervallr

aume zu betrachten :
IIR  ID  IR
IIR
n
 ID
n
 IR
n
IIR
mn
 ID
mn
 IR
mn
Die arithmetischen Operationen auf IIR werden durch die Operationen auf IR deniert :
[a]  [b] := f a  b j a 2 [a]; b 2 [b] g; [a]; [b] 2 IIR:
Es wird hier angenommen, da auer den maximal genauen Grundoperationen in den
Skalarr

aumen auch s

amtliche inneren und

aueren Verkn

upfungen in den Produkt- und
Intervallr

aumen maximal genau deniert und standardm

aig im Computersystem als
Grundoperationen bereitgestellt sind, so da die automatische Ergebnisverikation zu-
verl

assig und einfach durchgef

uhrt werden kann. In den XSC-Programmiersprachen, die
f

ur die automatische Ergebnisverikation entwickelt wurden, ist eine solche maximal ge-
naue Rechnerarithmetik realisiert.
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1.2 Automatische und Verizierte Berechnung
Ein wichtiges Ziel der automatischen Ergebnisverikation ist die Zuverl

assigkeit und
i. a. eine hohe Genauigkeit des berechneten Ergebnisses. Um dieses Ziel zu erreichen,
wird als Basis eine maximal genaue Rechnerarithmetik ben

otigt. F

ur Skalar- und Pro-
duktr

aume m

ussen die Rundungen , 4 bzw.
5
bereitgestellt werden, welche das exakte
Ergebnis jeweils auf die n

achstgelegene, die n

achstgr

oere bzw. die n

achstkleinere Gleit-
kommazahl abbilden. Speziell f

ur die Intervallrechnung wird noch die Intervallrundung
3 ben

otigt, die ein reelles Intervall auf das kleinste einschlieende Gleitkommaintervall
abbildet.
1.2.1 Selbstverizierende Algorithmen
Auer einer maximal genauen Rechnerarithmetik m

ussen f

ur die automatische Ergebnis-
verikation Algorithmen entwickelt werden, welche sowohl die Rundungsfehler als auch
die Diskretisierungsfehler automatisch und zuverl

assig erfassen. Um all diese Fehler sicher
erfassen zu k

onnen, mu Intervallarithmetik verwendet werden. Damit berechnet man
an Stelle einer N

aherung ein (enges) Intervall, welches die exakte L

osung garantiert ein-
schliet. Derartige Algorithmen werden als selbstverizierende Algorithmen bezeichnet.
Enge Wertebereichseinschlieungen von Funktionen k

onnen erhalten werden, indem man
eine Verfeinerungsstrategie auf den Denitionsbereich anwendet.
Durch Einsatz selbstverizierender Algorithmen l

at sich nicht nur die absolute sondern
h

aug auch die relative Genauigkeit zuverl

assig erfassen. Ferner k

onnen mit selbstveri-
zierenden Algorithmen unter Verwendung von Fixpunkts

atzen h

aug auch die Existenz
und die Eindeutigkeit der exakten L

osung in dem Suchgebiet

uberpr

uft werden. Im all-
gemeinen sind solche Algorithmen komplizierter als entsprechende Algorithmen aus der
gew

ohnlichen Numerik und deshalb auch aufwendiger zu implementieren. Zahlreiche An-
wendungen selbstverizierender Algorithmen ndet man in [61] und [87].
1.2.2 Die Programmiersprache PASCAL-XSC
Die Softwareprogramme, die im Rahmen dieser Arbeit f

ur die numerischen Untersuchun-
gen implementiert wurden, sind in der Programmiersprache PASCAL-XSC (PASCAL-
eXtension for Scientic Computation) geschrieben. PASCAL-XSC wurde zum Zweck der
automatischen Ergebnisverikation entwickelt und in der ist eine maximal genaue Rech-
nerarithmetik implementiert (vgl. [84]).
Die vier Grundoperationen f+; ,; ; = g stehen im PASCAL-XSC nicht nur f

ur ganze
Zahlen und Gleitkommazahlen zur Verf

ugung, sondern auch f

ur Vektoren, Matrizen und
Intervalle, die ebenfalls als arithmetische Standarddatentypen deniert sind. Bei der Mul-
tiplikation von Matrizen, wird das optimale Skalarprodukt f

ur jede Komponente automa-
tisch durchgef

uhrt, d. h. jede Komponente der Ergebnismatrix wird nur mit einer einzigen
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Rundung berechnet. Ferner sind alle in PASCAL-XSC verf

ugbaren elementaren Funktio-
nen auf 1 Ulp (Unit in the last place) genau, d.h., da zwischen dem exakten und dem
berechneten Ergebnis keine weitere Gleitkommazahl liegt. F

ur intervallm

aige elementare
Funktionen ist die Abweichung h

ochstens 2 Ulp.
Dar

uber hinaus k

onnen die monotonen Rundungen f ; 4;
5
; 3 g sowohl f

ur arithmeti-
sche Standarddatentypen als auch f

ur arithmetische Ausdr

ucke explizit verwendet werden.
Dies erm

oglicht eine exible Kontrolle der Rundungen.
Um f

ur die selbstverizierenden Algorithmen eine hohe Genauigkeit zu erlangen, wurde in
PASCAL-XSC der neue Datentyp dotprecision eingef

uhrt. Anhand des Festkommaforma-
tes (langer Akkumulator vom BereichR(b; 2 l; 2 e
min
; 2 e
max
) mitR = R(2; 53;,1021; 1024))
erlaubt dotprecision eine exakte Summation von beliebigen Produkten zweier Gleitkom-
mazahlen. Skalarprodukte, die man ohne Rundung berechnen m

ochte, k

onnen durch das
Lattenkreuzsymbol # gekennzeichnet werden.
Neben den maximal genauen Rundungen und Operatoren unterst

utzt PASCAL-XSC auch
noch Konzepte moderner Programmiersprachen und moderner Programmiermethoden.
U. a. sind dies z. B. das universelle Operatorkonzept (benutzerdenierte Operatoren),
Funktionen und Operatoren mit beliebigem Ergebnistyp,

Uberladen von Prozeduren,
Funktionen und Operatoren, das Modulkonzept und dynamische Felder. Diese Eigen-
schaften verst

arken die Benutzerfreundlichkeit (Schreibbarkeit), erh

ohen die Lesbarkeit
der Programme und erleichtern die Programmwartung. F

ur die Implementierung selbst-
verizierender Algorithmen, welche im allgemeinen komplizierter als die entsprechenden
Algorithmen aus der gew

ohnlichen Numerik sind, sind diese Konzepte besonders f

orderlich
und erforderlich.
1.3

Uberblick

uber die vorliegende Arbeit
Im n

achsten Kapitel wird zuerst eine kurze Einf

uhrung in die Intervallrechnung gegeben.
Danach werden verschiedene Hilfsmitteln, die f

ur die Absch

atzung der Diskretisierungs-
fehler von Integrationsformeln notwendig sind, diskutiert.
Die Grundlagen der numerischen Quadratur werden in Kapitel 3 beschrieben und die
Grundlagen der numerischen Kubatur in Kapitel 4. In den beiden Kapiteln wird der
Schwerpunkt auf die Betrachtung des Diskretisierungsfehlers gelegt. Insbesondere werden
die Eigenschaften der Kernfunktionen untersucht.
Mit Hilfe der Werkzeuge der Verikationsnumerik wurde im Rahmen dieser Arbeit ein
automatischer Integrator implementiert. Die verschiedenen Teilaspekte zur adaptiven
Durchf

uhrung der numerischen Quadratur und Kubatur mit automatischer Ergebnisveri-
kation werden in Kapitel 5 behandelt.
In Kapitel 6 wird anhand von verschiedenen Beispielen die Eektivit

at des implemen-
tierten automatischen Integrators demonstriert. Abschlieend werden in Kapitel 7 die
durchgef

uhrten Arbeiten zusammengefasst und weitere Untersuchungsm

oglichkeiten vor-
gestellt.
Kapitel 2
Grundlagen der Verikationsnumerik
2.1 Rundungen und maximal genaue Verkn

upfungen
Die numerischen R

aume IR  D  R, IR
n
 D
n
 R
n
und IR
mn
 D
mn
 R
mn
, die
mit Verkn

upfungen und Ordnungsrelationen versehen sind, bilden geordnete algebraische
Strukturen. Da die Gleitkommasysteme R und D endliche Teilmengen der reellen Zahlen
IR sind, m

ussen f

ur die Berechnungen auf elektronischen Rechenanlagen die reellen Zahlen
zun

achst durch Rundungen in R bzw. D abgebildet werden :
IR

,! R bzw. D;

2 f ;4 ;
5
g;
wobei eine reelle Zahl auf die n

achstgelegene Gleitkommazahl abbildet, und 4 bzw.
5
jeweils die n

achstgr

oere bzw. die n

achstkleinere Gleitkommazahl liefert.
Diese Abbildungen sind weder isomorph noch homomorph. Beispiele daf

ur ndet man in
[92]. F

ur

:M ! N , M; N numerische R

aume mit M  N , mu gelten ([92]) :
(R1)
^
a2N

a = a (Rundung)
(R2)
^
a; b2M
(a  b )

a 

b) (Monotonie)
(RG)
^
a; b2N
a


b :=

(a  b);  Verkn

upfung in M
Zus

atzlich gilt f

ur 4 bzw.
5
(R3)
^
a2M
a  4 a (nach oben gerichtet)
^
a2M
5
a  a (nach unten gerichtet)
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und f

ur
(R4)
^
a2M
(,a) = , a (Antisymmetrie)
Die Rundungen ;4 ;
5
bzw. die Verkn

upfungen

, 4

,
5

auf N , die gem

a (R1),
(R2) und (RG) erkl

art sind, sind maximal genau, d.h. zwischen a und

a bzw. zwischen
a  b und

(a  b),

2 f ;4 ;
5
g, existiert kein weiteres Element aus N .
Ferner impliziert die Antisymmetrie eine symmetrische Struktur von N :
0 2 N ^ a 2 N =)
(R4)
(R1)
, a 2 N:
Die Antisymmetrie gilt nur f

ur nicht jedoch f

ur 4 und
5
wegen
4(,a) = ,
5
(a) und
5
(,a) = ,4(a) f

ur a 2 M:
Eine antisymmetrische, monotone Rundung, deren Einschr

ankung auf die Bildmenge ein
Homomorphismus ist, wird in der Literatur [92] als Semimorphismus bezeichnet.
Bei der Realisierung von (RG) im Rechner wird das Skalar a  b durch eine darstellbare
Zahl a
~
 b mit der Eigenschaft

(a  b) =

(a
~
 b) ersetzt, falls a  b in einem Computer
nicht exakt darstellbar ist. Ferner ist gem

a (RG) die Matrixmultiplikation druch das
optimale Skalarprodukt deniert, d.h., da jede Komponente der Ergebnismatrix nur mit
einer Rundung berechnet wird :
a

b :=

(a  b) =

 
n
X
k=1
a
ik
 b
kj
!
:
Entsprechend wird f

ur die Intervallarithmetik (s. Abschnitt 2.2) auch eine Intervallrun-
dung 3 : IIR ! IR (bzw. ID) eingef

uhrt. Die Intervallrundung 3 erf

ullt ebenfalls
(R1), (R4) und (RG). Zus

atzlich gilt f

ur die Inklusionsrelation ""
(R2)
^
[a]; [b]2 IIR
([a]  [b] ) 3 [a]  3 [b])
und
(R3)
^
[a]2 IIR
[a]  3 [a]:
Nach dieser Denition wird ein reelles (Punkt-)Intervall auf das kleinste umfassende Gleit-
kommaintervall abgebildet, 3 [a; a] := [
5
a; 4 a].
Da die Operationen +;  auf Vektorintervall- bzw. Matrixintervallr

aumen nicht durchf

uhr-
bar sind, werden bei der Implementierung dieser Verkn

upfungen die Intervallvektor- und
Intervallmatrixr

aume betrachtet. In [92] wird gezeigt, da diese R

aume isomorph sind.
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IIR
mn
 ! (IIR)
mn
ID
mn
 ! (ID)
mn
IR
mn
 ! (IR)
mn
Es seien A := ( [a
ij
] ); B := ( [b
ij
] ) zwei Intervallmatrizen passender Dimension. Die
Operationen f+;  g f

ur die reellen Intervallmatrizen A; B, mit [a
ij
]; [b
ij
] 2 IIR, sind
deniert durch
A + B := ( [a
ij
] + [b
ij
] )
und A  B :=
 
n
X
k=1
[a
ik
]  [b
kj
]
!
:
Laut (RG) gilt also f

ur [a
ij
]; [b
ij
] aus IR bzw. ID
A 3
+
B := 3 ( [a
ij
] + [b
ij
] ) = ( [a
ij
] 3
+
[b
ij
] ) ;
A 3

B := 3
 
n
X
k=1
[a
ik
]  [b
kj
]
!
=
 
3
n
X
k=1
[a
ik
]  [b
kj
]
!
:
Alle Komponenten werden nur einmal gerundet. Diese Operationen sind isomorph zu den
maximal genauen Verkn

upfungen, die auf IR
mn
bzw. ID
mn
gem

a (RG) deniert sind
([92]).
2.2 Reelle Intervallarithmetik
Die Intervallarithmetik ist ein unentbehrliches Werkzeug f

ur die automatische Verikation
von numerischen Ergebnissen. Die Rundungsfehler, die die Begrenzheit des Computerzah-
lensystems verursacht, sowie die Diskretisierungsfehler, die durch die Anwendung nume-
rischer Verfahren entstehen, lassen sich mit Hilfe der Intervallarithmetik u. U. zuverl

assig
absch

atzen, d. h. der Gesamtfehler wird durch eine Unter- und eine Oberschranke sicher
eingeschlossen. Man erh

alt so statt einer N

aherung ein (enges) Intervall, das die exakte
L

osung einschliet. Ausf

uhrliche Behandlungen und Anwendungen der Intervallarithme-
tik sind in [111], [66], [5], [112], [6], [124], [16], [115] enthalten. In diesem Abschnitt werden
nur einige Grundbegrie zusammengestellt.
Die Menge aller abgeschlossenen Intervalle A := [a] := [a; a]

uber den reellen Zahlen IR
wird mit IIR bezeichnet :
IIR := f [a; a] j a; a 2 IR; a  a g:
Sind die untere und obere Intervallgrenze identisch, a = a, so heit [a] ein Punktintervall.
Da Intervalle Mengen sind, gelten die Relationen =, 2, , , ,  und die Verkn

upfungen
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\, [ wie in der Mengenlehre erkl

art. Zus

atzlich wird die Relation

 und die Verkn

upfung
Intervallh

ulle
[
,
eingef

uhrt :
[a]

 [b] :() b < a ^ a < b:
[a]
[
,
[b] := [minfa; bg; maxfa; bg]:
Zwischen zwei Intervallen [a] und [b] wird der Abstand folgendermaen deniert :
q([a]; [b]) := maxf ja, bj; ja, bj g:
Nach dieser Vereinbarung gilt q([a]; [b]) = 0, genau dann wenn [a] = [b] ist.
Der Durchmesser eines abgeschlossenen Intervalls [a] ist durch die Intervallgrenzen erkl

art
d([a]) := a , a:
F

ur die Berechnung des Durchmessers ist insbesondere zu bemerken :
d([a] [b]) = d([a]) + d([b]):
Stellt das Intervall [a] eine Einschlieung des exakten Wertes a dar, so bezeichnet d([a])
den maximalen absoluten Fehler der N

aherungen ~a 2 [a]. Der Mittelpunkt von [a]
m([a]) :=
a+ a
2
besitzt dann einen absoluten Fehler von h

ochstens
d([a])
2
.
Mit Hilfe des Betrags und des Betragsminimums eines Intervalls [a]
j[a]j := maxf jaj j a 2 [a] g = maxf jaj ; jaj g;
h[a]i := minf jaj j a 2 [a] g;
wird der relative Fehler
j~a, aj
jaj
, ~a 2 [a], abgesch

atzt durch
j~a, aj
jaj

d([a])
h[a]i
.
F

ur Intervallvektoren A := ([a
i
]) 2 (IIR)
n
und Intervallmatrizen A := ([a
ij
]) 2 (IIR)
mn
sind die oben erw

ahnten Begrie komponentenweise erkl

art.
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2.2.1 Intervallrechnung

uber den endlichen Zahlen
Die arithmetischen Grundoperationen  2 f+; ,; ; = g auf IIR sind deniert durch
[a]  [b] := f a  b j a 2 [a]; b 2 [b] g; 0 62 [b] f

ur  = =: (2.1)
Da die Grundoperationen +; ,; ; = stetige Operatoren sind, ist die Verkn

upfungsmenge
[a]  [b],  2 f+; ,; ; = g, wieder ein Intervall ([16]), d.h.  : IIR  IIR ! IIR.
Aufgrund der Monotonie l

at sich das Intervall [a]  [b] wie folgt angeben :
[a] + [b] = [ a+ b ; a+ b ];
[a] , [b] = [ a, b ; a, b ];
[a]  [b] = [minfa b; a b; a b; a bg ; maxfa b; a b; a b; a bg ];
[a] = [b] = [a]  [1=b; 1=b]; 0 62 [b]:
Wie bei reellen Zahlen, gelten die Assoziativit

at und die Kommutativit

at bzgl. + und
 auch f

ur die Intervallrechnung. Das Punktintervall [0] := 0 ist das neutrale Element
bzgl. + und das Punktintervall [1] := 1 ist das Einselement bzgl. . Die additiven und
multiplikativen inversen Elemente existieren allerdings nur f

ur Punktintervalle. F

ur Nicht-
Punktintervalle [a] = [a; a], mit a 6= a, gelten
0 = [0]

=
=
[a] , [a] und
1 = [1]

=
=
[a] = [a]:
Ferner kann die Distributivit

at auch nur unter bestimmten Voraussetzungen erf

ullt werden
(vgl. [139], [123]). F

ur die Intervallverkn

upfungen + und  gilt speziell die Subdistributi-
vit

at
[a]  ([b] + [c])  [a]  [b] + [a]  [c] :
Eine weitere Eigenschaft, die direkt aus der Denition (2.1) folgt, ist die Inklusionsisotonie
[a]  [c]; [b]  [d] ) [a]  [b]  [c]  [d];  2 f+; ,; ; = g:
Diese Eigenschaft gilt auch f

ur die intervallmige Auswertung von Funktionen, die im
Abschnitt 2.3 besprochen wird.
F

ur Intervallmatrizen gelten die Kommutativit

at und die Assoziativit

at jedoch nur in
Bezug auf die Addition. Wegen der Subdistributivit

at der Intervallrechnung ist die Mul-
tiplikation von Intervallmatrizen im allgemeinen nicht assoziativ
A  (B  C)
i:a:
6= (A B)  C; A; B; C Intervallmatrizen:
Die Gleichheit ergibt sich, wenn z. B. A und C Matrizen von Punktintervallen sind ([103]).
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2.2.2 Erweiterte Intervallrechnung
Im Abschnitt 2.2.1 wurde f

ur die Intervalldivision [a]=[b] vorausgesetzt, da 0 62 [b] ist. Bei
konkreten Anwendungen k

onnte jedoch auch 0 2 [b] vorkommen. In diesem Fall ist [a]=[b]
eine Vereinigungsmenge von unendlichen Intervallen (,1; ], [;1) bzw. (,1;1) mit
;  2 IR. Durch Hinzunahme von 1 und ,1 wird IR auf IR := IR [ f1g [ f,1g
erweitert. Die erweitere Division [a]=[b] 2 IIR von zwei endlichen Intervallen [a]; [b] 2 IIR
ist dann deniert durch (vgl. [128])
[a]=[b] :=
8
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
:
[a]  [1=b; 1=b] f

ur 0 62 [b]
[a=b;1] f

ur 0 < a und 0 = b < b
[,1; a=b] [ [a=b;1] f

ur 0 < a und b < 0 < b
[,1; a=b] f

ur 0 < a und b < b = 0
[,1; a=b] f

ur a < 0 und 0 = b < b
[,1; a=b] [ [a=b;1] f

ur a < 0 und b < 0 < b
[a=b;1] f

ur a < 0 und b < b = 0
; f

ur 0 62 [a] und 0 = [b]
[,1;1] f

ur 0 2 [a] und 0 2 [b]:
(2.2)
Diese erweiterte Intervalldivision tritt beispielsweise bei Anwendung des Intervall-Newton-
Verfahrens (s. Abschnitt 2.4.1)
[x]
fk+1g
:=
 
m([x]
fkg
) ,
f(m([x]
fkg
))
f
0
([x]
fkg
)
!
\ [x]
fkg
(2.3)
auf, welches zur verizierten Bestimmung der Nullstellen 1-dimensionaler reellwertiger
Funktionen eingesetzt wird.
Seien nun m := m([x]
fkg
) und [q] :=
f(m([x]
fkg
))
f
0
([x]
fkg
)
, so l

at sich die Dierenz m , [q] wie
folgt berechnen :
m, [q] :=
8
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
:
[m, q;1] f

ur [q] = [,1; q]
[m, q ; m, q] f

ur [q] = [q; q]
[,1; m, q] f

ur [q] = [q;1]
[,1; m, q
2
] [ [m, q
1
;1] f

ur [q] = [,1; q
1
] [ [q
2
;1]
[,1;1] f

ur [q] = [,1;1]:
; f

ur [q] = ;:
(2.4)
Es ist leicht zu pr

ufen, da die Verkn

upfungen (2.2) und (2.4) auf IIR der Inklusionsiso-
tonie gen

ugen.
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2.3 Wertebereichseinschlieung reeller Funktionen
In der Verikationsnumerik spielen die Wertebereiche von Funktionen eine groe Rolle.
Beispielsweise wird in dem Intervall-Newton-Schritt (2.3) der Wertebereich f
0
([x]
fkg
) der
Ableitung f
0
ben

otigt. Da der exakte Wertebereich einer beliebigen Funktion im allge-
meinen unbekannt ist, werden Einschlieungen des Wertebereichs herangezogen, die mit
Hilfe der Intervallarithmetik berechnet werden.
F

ur n  1 sei f = f(x
1
; : : : ; x
n
) : D  IR
n
! IR eine n-dimensionale reellwertige Funktion
und X = (X
i
) 2 (IIR)
n
sei ein n-dimensionaler Intervallvektor mit X  D. Es stellt sich
die Frage, wie man den Wertebereich von f bzgl. X
f(X) := f f(x) j x 2 X g
m

oglichst gut einschlieen kann.
Eine intuitive Methode, eine Einschlieung des Wertebereichs f(X) zu nden, ist die
direkte Anwendung der Intervallerweiterung F : X 7! F (X) 2 IIR. Dies erfolgt durch
die Substitution s

amtlicher Variablen x
i
in der Darstellung von f durch die Intervalle
X
i
sowie die anschlieende intervallm

aige Auswertung. F

ur eine gegebene Funktion f ist
die Intervallauswertung F (X) nicht eindeutig, denn je nach der angewendeten Darstellung
von f kann F (X) zu unterschiedlichen Ergebnissen f

uhren. IstX ein Punktintervallvektor,
n

amlich X = x, dann gilt F (x) = f(x).
Die Intervallerweiterung F eines arithmetischen Ausdrucks f , dessen Operationen aus-
schlielich aus den Grundoperationen +; ,; ; = bestehen, ist inklusionsisoton
Y  X ) F (Y )  F (X);
da die Grundoperatoren selbst inklusionsisoton sind (Abschnitt 2.2.1). Ferner sind die
Funktionen f , deren Intervallerweiterungen gem

a F (X) := f(X) bestimmt werden, auf
nat

urliche Weise inklusionsisoton. Diese sind z. B. die elementaren Funktionen
f 2 f sin; cos; tan; cot; exp; sqr;    g:
In [112] und [124] wurde gezeigt, da f

ur die inklusionsisotone Intervallerweiterung F gilt:
f(X)  F (X): (2.5)
Mathematische Ausdr

ucke, die sich aus den Grundoperationen +; ,; ; = und Funktionen
f , deren Intervallerweiterungen F inklusionsisoton sind, zusammensetzen, erf

ullen also
stets die Einschlieungseigenschaft (2.5).
Die Gleichheit in (2.5) gilt, falls jede Variable x
i
in der Darstellung von f h

ochstens einmal
auftritt ([124]). F

ur Polynome p(x) der Gestalt p(x) =
P
n
k=0
a
k
x
k
kann insbesondere
die Wertebereichseinschlieung der Ableitung p
0
(x) durch Anwendung des Hornerschemas
verbessert werden ([6], S. 32).
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2.3.1 Die Konvergenz und die Mittelwertform
Es sei D  IR
n
und X = (X
i
) 2 (IIR)
n
mit X  D. Ferner bezeichne I(D) die Menge
aller n-dimensionaler Intervalle X  D. Eine Intervallfunktion F : I(D) ! IIR heit
Lipschitz, wenn eine Konstante K  0 existiert, so da die folgende Lipschitzbedingung
erf

ullt wird (vgl. [124], S. 25) :
d(F (X))  K  max
1in
fd(X
i
)g; K  0 : (2.6)
In [124], S. 28, wurde gezeigt, da der Wertebereich f(X) einer reellwertigen Funktion
f : D ! IR die Lipschitzbedingung (2.6) erf

ullt, falls f auf X Lipschitz ist, d.h. 9K  0
: jf(x), f(y)j  K  max
1in
jx
i
, y
i
j; 8 x; y 2 X.
Ferner erf

ullt die Intervallerweiterung F einer reellwertigen Funktionen f ebenfalls die
Lipschitzbedingung (2.6), wenn sich f aus den Grundoperationen +; ,; ; = sowie den
Funktionen g

, deren Intervallerweiterungen stetig und Lipschitz sind, zusammensetzt
(vgl. [124], S. 26). Hierbei ist nur die normale Intervalldivision zul

assig.
Die Lipschitzbedingung (2.6) besagt eine lineare Konvergenz der Intervallerweiterung
F (X) gegen den Wertebereich f(X) (Beweis vgl. [6]) :
q(F (X); f(X))    max
1in
fd(X
i
)g;   0: (2.7)
Eine weitere Einschlieungsm

oglichkeit, die zu einer quadratischen Konvergenz gegen den
Wertebereich f(X) f

uhrt, l

at sich realisieren durch den Einsatz von zentrierten Formen.
Die allgemeine Denition zentrierter Formen ndet man z. B. in [124]. H

aug wird die
Mittelwertform betrachtet, die auf dem Mittelwertsatz basiert.
F

ur X 2 IIR ergibt sich durch Anwendung des Mittelwertsatzes die folgende Gleichung
f(x) = f(m(X)) + f
0
()  (x,m(X));  2 X:
Daraus resultiert die eindimensionale Mittelwertform
F
m
(X) := F (m(X)) + F
0
(X)  (X ,m(X)); (2.8)
wobei F
0
die Intervallerweiterung der Ableitung f
0
bezeichnet. F

ur die Anwendung der
Formel (2.8) wird vorausgesetzt, da f auf X dierenzierbar ist und f
0
(X)  F
0
(X) ist.
Die direkte Erweiterung der Formel (2.8) auf mehrere Dimensionen f

uhrt zu
F
m
(X) := F (m(X)) + rF (X)  (X ,m(X)): (2.9)
Hierbei stellt rF die Intervallerweiterung des Gradienten rf(x) := (f
x
1
(x);    ; f
x
n
(x))
dar, mit f
x
i
:=
@f
@x
i
.
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Mittels der Idee von Hansen [65] kann die Formel (2.9) durch sequentielle Anwendungen
des Mittelwertsatzes auf jede Komponenten x
i
verbessert werden. Es gilt n

amlich
f(x
1
;    ; x
n
) = f(x
1
;    ; x
n 1
; m(X
n
))
+ f
x
n
(x
1
;    ; x
n 1
; 
n
)  (x
n
,m(X
n
))
= f(x
1
;    ; x
n 2
; m(X
n 1
); m(X
n
))
+ f
x
n 1
(x
1
;    ; x
n 2
; 
n 1
; m(X
n
))  (x
n 2
,m(X
n 2
))
+ f
x
n
(x
1
;    ; x
n 1
; 
n
)  (x
n
,m(X
n
))
=   
.
.
.
= f(m(X
1
);    ; m(X
n
))
+ f
x
1
(
1
; m(X
2
);    ; m(X
n
))  (x
1
,m(X
1
))
.
.
.
+ f
x
n
(x
1
;    ; x
n 1
; 
n
)  (x
n
,m(X
n
)):
(2.10)
Daraus resultiert die verbesserte Mittelwertform
^
F
m
(X) := F (m(X)) + (F
x
1
(X
(1)
);    ; F
x
n
(X
(n)
))  (X ,m(X)): (2.11)
Hierbei bezeichnet F
x
i
(X
(i)
) die Intervallerweiterung der folgenden Funktion :
f
x
i
(x
(i)
) :=
@
@x
i
f(x
1
;    ; x
i
; m(X
i+1
);    ; m(X
n
)): (2.12)
Die Voraussetzungen f

ur die Anwendung von (2.9) und (2.11) sind ebenfalls die Existenz
von f
x
i
und die Einschlieungseigenschaft f
x
i
(X)  F
x
i
(X). Unter diesen Voraussetzungen
werden die folgenden Zusammenh

ange sichergestellt :
f(X)  F
m
(X) bzw. f(X) 
^
F
m
(X):
Durch Einf

uhrung der Mittelpunktem(X
j
) in den Argumenten der partiellen Ableitungen
f
x
i
stellt die Formel (2.11) eine Teilmenge von (2.9) dar.
Gen

ugen die Intervallerweiterungen F
0
(X), F
x
i
(X) bzw. F
x
i
(X
(i)
) der Lipschitzbedingung
(2.6), dann konvergieren die Mittelwertformen (2.8), (2.9) bzw. (2.11) quadratisch gegen
den Wertebereich f(X) ([124], S. 66, 71) :
q(
^
F
( )
m
(X); f(X))    max
1in
fd(X
i
)
2
g;   0: (2.13)
F

ur Intervallvektoren X mit kleinem Durchmesser, z. B. d(X
j
) < 1, 8 j, sind die Mittel-
wertformen F
m
(X) und
^
F
m
(X) vorteilhafter als die Intervallerweiterung F (X). Dabei ist
die Oberschranke 1 eine erfahrungsm

aige Absch

atzung aber kein absolutes Ma.
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2.3.2 Einschlieung durch Verfeinerung
Die Einschlieungen F (X), F
m
(X) und
^
F
m
(X) des Wertebereichs f(X) k

onnen durch
die Verfeinerung des Intervalls X weiter verbessert werden.
Sei X =
S
L
=1
X

, X

2 (IIR)
n
, eine beliebige Zerlegung von X. Wegen f(X

)  F (X

)
gilt
f(X) 
L
S
=1
F (X

):
(2.14)
Tritt jede Variable x
i
in der Darstellung von f h

ochstens einmal auf, so folgt aus f(X

) =
F (X

) :
f(X) =
L
S
=1
F (X

):
(2.15)
Die Eigenschaft (2.14) gilt auch f

ur die Mittelwertformen F
m
und
^
F
m
unter den gleichen
Voraussetzungen.
Dar

uberhinaus k

onnen die Konvergenzeigenschaften (2.7) und (2.13) auch durch die Ver-
feinerung von X beibehalten werden (vgl. [107]) :
q(f(X);
L
S
=1
F (X

))   max
i; 
fd(X

i
)g;
q(f(X);
L
S
=1
F
m
(X

))   max
i; 
fd(X

i
)
2
g;
q(f(X);
L
S
=1
^
F
m
(X

))   max
i; 
fd(X

i
)
2
g;
(2.16)
da diese Eigenschaften ebenfalls f

ur jeden Teilbereich X

g

ultig sind.
Die Ungleichungen in (2.16) deuten an, da die Einschlieungen
S
F (X

),
S
F
m
(X

) und
S
^
F
m
(X

) um so besser sind, je feiner das Intervall X zerlegt wird.
2.4 Nullstellenbestimmung einer reellwertigen
Funktion
In den Abschnitten 3.4.3 und 4.3.4 wird gezeigt, da sich die Restgliedfaktoren der
Quadratur- und Kubaturformeln mit Hilfe von Nullstellen der Kernfunktionen veri-
ziert berechnen lassen. Die Kernfunktionen sind ein- und mehrdimensionale reellwertige
Funktionen. Zur Bestimmung ihrer Nullstellen wird das gem

a (2.10) verallgemeinerte
Intervall-Newton-Verfahren eingesetzt. Im folgenden wird zun

achst der eindimensionale
Fall betrachtet und danach die Verallgemeinerung auf mehrere Dimensionen.
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2.4.1 Erweitertes Intervall-Newton-Verfahren
Sei f : D  IR ! IR auf D stetig dierenzierbar. Ferner sei das Intervall X 2 IIR eine
Teilmenge von D. Ist x

2 X eine Nullstelle von f , dann gilt laut Mittelwertsatz
0 = f(x

) = f(m(X)) + f
0
()  (x

,m(X));  2 X:
Daraus folgt die n

achste Nullstelleneinschlieung (vgl. [61]) :
x

= m(X) ,
f(m(X))
f
0
()
2 m(X) ,
f(m(X))
f
0
(X)
 
 m(X) ,
F (m(X))
F
0
(X)
!
=: N (X):
Hierbei ist 0 2 f
0
(X) zugelassen.
Um die Nullstellen von f in X zu bestimmen, f

angt das Intervall-Newton-Verfahren mit
dem Startintervall X
f0g
:= X an und der Intervall-Newton-Schritt
X
fk+1g
:= X
fkg
\ N (X
fkg
); k = 0; 1; 2; : : : (2.17)
wiederholt sich solange bis die Schnittmenge X
fk+1g
die Bedingung d(X
fk+1g
)  " erf

ullt,
wobei " eine vorgegebene Schranke ist. Stellt N (X) wegen 0 2 f
0
(X) eine Vereinigungs-
menge N (X) = N
1
[ N
2
dar, mit N
1
;N
2
2 IIR, so wird das Intervall-Newton-Verfahren
jeweils f

ur die Teilbereiche X \ N
1
und X \N
2
fortgef

uhrt.
Durch die Schnittbildung (2.17) wird das Intervall-Newton-Verfahren nie divergieren und
somit k

onnen alle Nullstellen, die in X liegen, in die Teilbereiche von X einbezogen
werden. Die Existenz der Nullstellen von f in X f

uhrt zu X
fkg
\N (X
fkg
) 6= ;, d. h., die
Funktion f besitzt in X keine Nullstelle, wenn X
fkg
\ N (X
fkg
) = ; ist. Ferner wird die
Existenz einer eindeutiger Nullstelle in X
(k)
durch N (X
fkg
) 6= ; und N (X
fkg
)

 X
fkg
festgestellt.
2.4.2 Die Methode von Hansen/Neumaier
Das erweiterte Intervall-Newton-Verfahren kann auf die mehrdimensionalen reellwertigen
Funktionen f = f(x
1
; : : : ; x
n
) : D  IR
n
! IR verallgemeinert werden. Die Idee besteht
darin, da der Mittelwertsatz sequentiell auf jede Komponente x
i
anzuwenden ist. Diese
Idee wurde erstmals von Hansen [65] 1968 f

ur die L

osung des nichtlinearen Gleichungs-
systems f : IR
n
! IR
n
entwickelt und sp

ater hat Neumaier [114] 1988 diese Anwendung
f

ur das allgemeinere Gleichungssystem f : IR
n
! IR
m
, n  m, ausgebaut. Im folgenden
beschr

ankt sich die Betrachtung auf die reellwertigen Funktionen f : IR
n
! IR.
Es sei f auf D stetig dierenzierbar und X = (X
i
) 2 (IIR)
n
mit X  D. Gem

a (2.10)
gilt f

ur die Nullstelle x

2 X von f
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0 = f(x

1
;    ; x

n
) = f(m(X
1
);    ; m(X
n
))
+ f
x
1
(
1
; m(X
2
);    ; m(X
n
))  (x

1
,m(X
1
))
.
.
.
+ f
x
n
(x

1
;    ; x

n 1
; 
n
)  (x

n
,m(X
n
)):
Mit x
(k)

:= (x

1
;    ; x

k 1
; 
k
; m(X
k+1
);    ; m(X
n
)) l

at sich die i-te Komponente der Null-
stelle x

durch
x

i
= m(X
i
) ,
f(m(X)) +
P
j 6=i
f
x
j
(x
(j)

)  (x

j
,m(X
j
))
f
x
i
(x
(i)

)
(2.18)
formulieren. Sei X
(k)
:= (X
1
;    ; X
k
; m(X
k+1
);    ; m(X
n
)). Ersetzt man in (2.18) die
unbekannten Komponenten x


und die unbekannten Zwischenstellen 

durch die ein-
schlieenden Intervalle X

, so ergibt sich wegen der Teilmengeneigenschaft :
x

i
2 m(X
i
) ,
f(m(X)) +
P
j 6=i
f
x
j
(X
(j)
)  (X
j
,m(X
j
))
f
x
i
(X
(i)
)
=: N
i
(X): (2.19)
Hierbei ist ebenfalls 0 2 f
x
i
(X
(i)
) zul

assig. In diesem Fall stellt N
i
(X) die Vereinigungs-
menge zweier Intervalle N
i1
;N
i2
2 IIR dar, N
i
(X) = N
i1
[ N
i2
.
Soll f in X eine Nullstelle x

2 X haben, so mu gelten
x

2 N (X) \ X := (N
i
(X)) \ (X
i
) = (N
i
(X) \ X
i
):
Existiert hingegen ein j, so da N
j
(X)\X
j
= ; gilt, dann besitzt f in X keine Nullstelle.
Die Eindeutigkeit der L

osungsmannigfaltigkeit 0 = f(x) wird durch N
i
(X) 6= ; und
N
i
(X)

 X
i
, f

ur i = 1(1)n, identiziert (Beweis siehe [115]).
Bei intervallm

aiger Auswertung kann N
i
(X) verbessert werden, falls d(X
j
), 1  j  n,
klein genug sind und sich f
x
kj
direkt formelm

aig auswerten lassen. Es sei f
x
k
(x
(k)
) :=
f
x
k
(x
1
;    ; x
k
; m(X
k+1
);    ; m(X
n
)) und 
(k)
:= (x
1
;    ; x
k 1
; 
k
; m(X
k+1
);    ; m(X
n
)).
Unter sequentieller Anwendung des Mittelwertsatzes jeweils auf x
j
, j = k(,1)1, ergibt
sich
f
x
k
(x
(k)
) = f
x
k
(m(X)) + f
x
k1
(
(1)
)  (x
1
,m(X
1
)) +    + f
x
kk
(
(k)
)  (x
k
,m(X
k
))
2 F
x
k
(m(X)) + F
x
k1
(X
(1)
)  (X
1
,m(X
1
)) +    + F
x
kk
(X
(k)
)  (X
k
,m(X
k
))
=:
^
F
m
x
k
(X
(k)
).
(2.20)
Die Voraussetzungen f

ur (2.20) sind die Existenz von f
x
kj
(x
(j)
) :=
@
2
f
@x
k
@x
j
(x
(j)
) und f
x
kj
(X
(j)
) 
F
kj
(X
(j)
), j = 1(1)k. Gen

ugen F
x
kj
(X
(j)
) der Lipschitzbedingung, dann konvergiert
^
F
m
x
k
(X
(k)
)
quadratisch gegen f
x
k
(X
(k)
). Im Eindimensionalen ist (2.20)

aquivalent zu
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^
F
m
x
1
(X
(1)
) = (F
0
)
m
(X) := F
0
(m(X)) + F
00
(X)  (X ,m(X)); (2.21)
wobei F
0
und F
00
die Intervallerweiterungen von f
0
bzw. f
00
darstellen.
Sei " eine vorgegebene Schranke. Die Einschlieungen s

amtlicher Nullstellen von f in X
k

onnen durch die folgenden Interationsschritte verfeinert werden (vgl. auch [72]).
Algorithmus 2.1 : VerallgemeinXIN(f; X; NListe; ")
1. X
old
:= X:
2. if max
1in
d(X
i
) < 1 then W :=
^
F
m
(X) else W := F (X).
3. if 0 =2 W then exit.
4. if max
1in
d(X
i
)  " then X ! NListe; exit.
5. for i = 1 to n do
if max
1ji
d(X
j
) < 1 then W :=
^
F
m
i
(X
(i)
) else W := F
i
(X
(i)
).
if (0 =2 W ) and (d(X
i
) > ") then Berechne N
i
(X) gem

a (2.19);
X
i
:= X
i
\ N
i
(X);
if X
i
= ; then exit.
6. for i = 1 to n do
if max
1ji
d(X
j
) < 1 then W :=
^
F
m
i
(X
(i)
) else W := F
i
(X
(i)
).
if (0 2 W ) and (d(X
i
) > ") then
Berechne N
i
(X) := N
i1
[ N
i2
gem

a (2.19);
if N
i
(X) 6= [,1;1] then
X
i1
:= X
i
\ N
i1
; X
i2
:= X
i
\ N
i2
;
if X
i1
= ; and X
i2
= ; then exit;
if X
i1
6= ; and X
i2
6= ; then X
i
:= X
i2
;
VerallgemeinXIN(f; X; NListe; ");
X
i
:= X
i1
else X
i
:= X
i1
[X
i2
.
7. if X
old
6= X then VerallgemeinXIN(f; X; NListe; ")
else Bisektion(X; X
1
; X
2
);
VerallgemeinXIN(f; X
1
; NListe; ");
VerallgemeinXIN(f; X
2
; NListe; ").
Die Laufzeit kann dadurch optimiert werden, da in den Schritten 5 und 6 die Wertebe-
reichseinschlieung W erst dann erneut berechnet wird, wenn diese noch nicht vorhanden
ist bzw. wenn sichX ver

andert hat. F

ur die Unterteilungsrichtung der Bisektion(X; X
1
; X
2
)
im Schritt 7 sind in [126] verschiedene Auswahlskriterien diskutiert.
F

ur n = 1 reduziert sich der Algorithmus 2.1 auf das eindimensionale erweiterte Intervall-
Newton-Verfahren.
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2.5 Dierentiationsarithmetik
Die (partiellen) Ableitungen reellwertiger Funktionen kommen oft bei der Behandlung
von numerischen Problemen vor. Z. B. sind in der Mittelwertform, Abschnitt 2.3.1, und
bei dem Intervall-Newton-Verfahren, Abschnitt 2.4, die (partiellen) Ableitungen erster
bzw. zweiter Ordnung zu ber

ucksichtigen.
F

ur die Aufgaben, die speziell auf bestimmte Funktionsgestalten zugeschnitten sind,
k

onnen die Funktionswerte der Ableitungen formelm

aig berechnet werden, falls nur Ab-
leitungen von gewissen Ordnungen zu betrachten sind und die Formeln der Ableitungen
ohne Problematik hergeleitet werden k

onnen. Beispielsweise ist es f

ur die Bestimmung
der Fehlerkonstanten von numerischen Integrationsformeln zweckm

aig, die Ableitungen
der Kernfunktionen formelm

aig auszuwerten (s. Abschnitt 3.4.2). Im Falle, da Funk-
tionen von beliebiger Gestalt betrachtet werden sollen, bzw. die Ordnung der ben

otigten
Ableitung hoch ist oder variiert, ist es nicht mehr einfach, die Ableitungen formelm

aig
auszuwerten. Dies ist z. B. bei der Fehlerabsch

atzung zur numerischen Quadratur und
Kubatur (s. Abschnitte 3.4.1 und 4.3) der Fall. F

ur diese Aufgaben wurden die ana-
lytisch hergeleiteten Darstellungen der Quadratur- und Kubaturfehler in der Praxis nie
angewendet, bis die Dierentiationsarithmetik in Kombination mit der Intervallarithmetik
eingesetzt wurde (vgl. [111], [38]).
Bei der Dierentiationsarithmetik, die auch automatische Dierentiation genannt wird,
werden die Taylorkoezienten berechnet. D. h. die Werte der Ableitungen werden direkt
berechnet. Daher ist die Dierentiationsarithmetik ezienter als die symbolische Die-
rentiation und zuverl

assiger als die numerische Dierentiation. Denn bei der symbolischen
Dierentiation m

ussen zuerst die expliziten Darstellungen der Ableitungen berechnet wer-
den, und bei der numerischen Dierentiation k

onnen nur N

aherungen der Ableitungen
bestimmt werden.
Im folgenden werden die Rechenregeln f

ur die ein- und zweidimensionalen Taylorkoe-
zienten zusammengestellt bzw. hergeleitet. Diese Diskussion beruht auf der sogenannten
Vorw

artsmethode (vgl. [111]).
2.5.1 Eindimensionale Taylorkoezienten
Die rekursive Berechnung der Taylorkoezienten eindimensionaler reellwertiger Funktio-
nen wurde bereits von Gibbons 1960 und Moore [111] 1966 in Programme implementiert
(vgl. [60], [87]). In diesem Abschnitt werden ausschlielich einige wichtige Eigenschaften
und Resultate zusammengestellt. Um die Division durch Null bzw. durch ein Intervall,
das Null enth

alt, zu vermeiden, wird aus heuristischer

Uberlegung eine Modikation der
Rechenregeln der Taylorkoezienten f

ur die Potenzfunktion f
a
angegeben.
Ist f : IR ! IR in einer Umgebung von t
0
analytisch, so l

at sich f als Taylor-Reihe
f(t) =
1
X
k=0
f
(k)
(t
0
)
k!
(t, t
0
)
k
(2.22)
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darstellen. F

ur die Taylorkoezienten
f
(k)
(t
0
)
k!
wird h

aug die Abk

urzung (f)
k
verwendet.
Es gilt
(f
0
)
k
=
f
(k+1)
(t
0
)
k!
= (k + 1)  (f)
k+1
:
(2.23)
Gem

a (2.22) lassen sich die folgenden Formeln f

ur konstante Funktion f(t) = c und die
unbekannte f(t) = t direkt angeben :
(c)
0
= c; (c)
k
= 0 f

ur k  1 ;
(2.24)
(t)
0
= t
0
; (t)
1
= 1 (t)
k
= 0 f

ur k  2 :
(2.25)
F

ur die Verkn

upfungen zweier Funktionen f(t) und g(t) folgen die nachstehenden Formeln
ebenfalls direkt aus (2.22).
(f  g)
k
= (f)
k
 (g)
k
(2.26)
(f  g)
k
=
k
X
j=0
(f)
j
 (g)
k j
 
=
k
X
j=0
(f)
k j
 (g)
j
!
: (2.27)
Sei h = f=g. Dann kann die rekursive Formel f

ur die Division durch Anwendung der
Rechenregel (2.27) auf h  g = f erhalten werden :
(f = g)
k
=
1
(g)
0
 
(f)
k
,
k
X
j=1
(g)
j

 
f
g
!
k j
!
: (2.28)
Die rekursiven Formeln der Taylorkoezienten f

ur die Quadratwurzel
p
f und die Qua-
dratfunktion f
2
lassen sich ebenfalls durch Anwendung der Rechenregel (2.27) auf
p
f 
p
f = f bzw. f  f = f
2
herleiten. F

ur k  1 gilt
(
p
f)
k
=
8
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
:
1
2(
p
f)
0
 
(f)
k
, 2
k 1
2
X
j=1
(
p
f)
j
(
p
f)
k j
!
; k ungerade
1
2(
p
f)
0
 
(f)
k
, 2
k 2
2
X
j=1
(
p
f)
j
(
p
f)
k j
, (
p
f)
2
k=2
!
; k gerade
(2.29)
bzw.
(f
2
)
k
=
8
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
:
2
k 1
2
X
j=0
(f)
j
(f)
k j
; k ungerade
2
k 2
2
X
j=0
(f)
j
(f)
k j
+ (f)
2
k=2
; k gerade
(2.30)
mit (f
2
)
0
= (f)
2
0
und (
p
f)
0
=
q
(f)
0
.
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Diese Technik gilt auch f

ur die Potenzfunktion f
a
=: g. Unter Ber

ucksichtigung von
g
0
f = a f
a
f
0
und (2.23) ergibt sich
(f
a
)
k
=
1
k (f)
0
k 1
X
j=0
(a(k , j), j) (f
a
)
j
(f)
k j
; k  1; (2.31)
wobei (f
a
)
0
= (f)
a
0
ist.
Bei Anwendung der Kettenregel, des Zusammenhangs (2.23) und der Rechenregel (2.27)
k

onnen noch weitere rekursive Formeln f

ur verschiedene Standardfunktionen g hergeleitet
werden. Beginnend mit (g(f))
0
= g((f)
0
) gelten z. B. f

ur k  1
(e
f
)
k
=
1
k
k 1
X
j=0
(k , j)(e
f
)
j
(f)
k j
; (2.32)
(sin f)
k
=
1
k
k 1
X
j=0
(k , j)(cos f)
j
(f)
k j
; (2.33)
(cos f)
k
= ,
1
k
k 1
X
j=0
(k , j)(sin f)
j
(f)
k j
; (2.34)
(sinh f)
k
=
1
k
k 1
X
j=0
(k , j)(cosh f)
j
(f)
k j
; (2.35)
(cosh f)
k
=
1
k
k 1
X
j=0
(k , j)(sinh f)
j
(f)
k j
: (2.36)
Die rekursiven Formeln der Taylorkoezienten f

ur weitere Standardfunktionen sind in
[87] zusammengestellt.
In der Formel (2.31) wird der k-te Taylorkoezient (f
a
)
k
durch die Division durch (f)
0
erzielt. Gilt (f)
0
= 0 bzw. 0 2 f([t
0
]), so ist es unm

oglich, (f
a
)
k
, k  1, zu bestimmen.
Sei w
0
:= 1. F

ur a  k kann dieses Problem vermieden werden. Gem

a (2.31) gilt
(f
a
)
1
=
1
(f)
0
a (f
a
)
0
(f)
1
= (f)
a 1
0
(a(f)
1
) =: (f)
a 1
0
 w
1
;
(f
a
)
2
=
1
2(f)
0
f2a (f
a
)
0
(f)
2
+ (a, 1) (f
a
)
1
(f)
1
g
=
(f)
a 2
0
2
f2a (f)
0
w
0
(f)
2
+ (a, 1)w
1
(f)
1
g =: (f)
a 2
0
 w
2
;
(f
a
)
3
=
1
3(f)
0
f3a (f
a
)
0
(f)
3
+ (2a, 1) (f
a
)
1
(f)
2
+ (a, 2) (f
a
)
2
(f)
1
g
=
(f)
a 3
0
3
n
3a (f)
2
0
w
0
(f)
3
+ (2a, 1) (f)
0
w
1
(f)
2
+ (a, 2)w
2
(f)
1
o
=: (f)
a 3
0
w
3
;
.
.
.
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Durch Einf

uhrung von w
k
(siehe auch [115], S. 46f) mit
8
>
>
<
>
>
:
w
0
:= 1;
w
k
:=
1
k
k 1
X
j=0
(a (k , j), j) (f)
k j 1
0
w
j
(f)
k j
; k  1
(2.37)
l

at sich (f
a
)
k
wie folgt berechnen :
(f
a
)
k
= (f)
a k
0
 w
k
: (2.38)
2.5.2 Zweidimensionale Taylorkoezienten
Beruhend auf der Idee von Moore werden in diesem Abschnitt die rekursiven Formeln der
zweidimensionalen Taylorkoezienten hergeleitet (siehe auch [83], [85]).
Es sei D
1
:=
@
@x
und D
2
:=
@
@y
. F

ur die Funktionen f , die in einer Umgebung von (x
0
; y
0
)
analytisch ist, gilt
f(x; y) =
1
X
k=0
1
k!
(h
1
D
1
+ h
2
D
2
)
k
f(x
0
; y
0
); h
1
:= x, x
0
; h
2
:= y , y
0
=
1
X
k=0
1
k!
 
k
X
i=0
 
k
i
!
(h
1
D
1
)
i
(h
2
D
2
)
k i
!
f(x
0
; y
0
)
=
1
X
k=0
k
X
i=0
f
(i;k i)
(x
0
; y
0
)
i! (k , i)!
(x, x
0
)
i
(y , y
0
)
k i
=
1
X
k=0
k
X
i=0
(f)
i;k i
(x, x
0
)
i
(y , y
0
)
k i
: (2.39)
Dabei bezeichnet (f)
i;k i
:=
f
(i;k i)
(x
0
; y
0
)
i! (k , i)!
den (i; k, i)-ten Taylorkoezienten von f
an der Stelle (x
0
; y
0
).
Wenn nicht anders ausdr

ucklich gemacht ist, seien im Rest dieses Abschnittes 0  k und
0  i  k.
Ist f eine konstante Funktion f(x; y) = c, so gilt
(f)
0;0
= c; (f)
i;k i
= 0 f

ur k  1: (2.40)
F

ur die Unbekannten f(x; y) = x und g(x; y) = y lassen sich die Taylorkoezienten
folgendermaen angeben :
(f)
0;0
= x
0
; (f)
1;0
= 1; (f)
0;1
= 0; (f)
i;k i
= 0 f

ur k  2; (2.41)
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bzw.
(g)
0;0
= y
0
; (g)
1;0
= 0; (g)
0;1
= 1; (g)
i;k i
= 0 f

ur k  2: (2.42)
Es seien nun f(x; y) und g(x; y) zwei beliebige Funktionen. Die nachstehenden Rechenre-
geln folgen direkt aus der Taylor-Reihe (2.39)
(f  g)
i;k i
= (f)
i;k i
 (g)
i;k i
(2.43)
(f  g)
i;k i
=
i
X
l=0
k i
X
m=0
(f)
l;m
 (g)
i l;k i m
 
=
i
X
l=0
k i
X
m=0
(f)
i l;k i m
 (g)
l;m
!
: (2.44)
F

ur Division h = f=g werden die Taylorkoezienten unter Verwendung der Rechenregel
(2.44) auf f = h  g mit Hilfe der Formel
(f)
i;k i
=
i
X
l=0
k i
X
m=0
(g)
l;m
(h)
i l;k i m
= (h)
i;k i
(g)
0;0
+
i
X
l=0

k i
X
m=0

(g)
l;m
(h)
i l;k i m
hergeleitet :
(f = g)
i;k i
=
1
(g)
0;0
 
(f)
i;k i
,
i
X
l=0

k i
X
m=0

(g)
l;m

 
f
g
!
i l;k i m
!
; (2.45)
wobei
P

bedeutet, da der Term mit dem Index (l; m) = (0; 0) nicht aufsummiert wird.
Die Taylorkoezienten der Quadratfunktion f(x; y)
2
lassen sich ebenfalls mit Hilfe der
Rechenregel (2.44) herleiten. F

ur k  1 gilt :
(f
2
)
i;k i
=
8
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
:
2
i 1
2
X
l=0
k i
X
m=0
(f)
l;m
(f)
i l;k i m
; i ungerade;
2
i 2
2
X
l=0
k i
X
m=0
(f)
l;m
(f)
i l;k i m
+ 2
k i 1
2
X
m=0
(f)
i=2;m
(f)
i=2;k i m
;
i gerade, k , i ungerade,
2
i 2
2
X
l=0
k i
X
m=0
(f)
l;m
(f)
i l;k i m
+ 2
k i 2
2
X
m=0
(f)
i=2;m
(f)
i=2;k i m
+(f)
i=2;(k i)=2
(f)
i=2;(k i)=2
; i gerade, k , i gerade.
(2.46)
Durch Anwendung der Rechenvorschrift (2.44) k

onnen rekursive Formeln der Taylorkoe-
zienten f

ur weitere rationale Funktionen f(x; y) hergeleitet werden. F

ur die Quadratwurzel
q
f(x; y), f(x; y)  0 ergibt sich, wegen
p
f 
p
f = f ,
(
p
f
)
i;k i
=
1
2(
p
f)
0;0
 
(f)
i;k i
,
i
X
l=0

k i
X
m=0


p
f

l;m

p
f

i l;k i m
!
; k  1 :
Hierbei bedeutet
P

, da die Terme mit den Indizes (l; m) = (0; 0) und (l; m) = (i; k, i)
nicht aufsummiert werden. Analog zu der Quadratfunktion besitzt diese Formel auch
ezientere Darstellungen :
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 i ungerade
(
p
f)
i;k i
=
1
2(
p
f)
0;0
 
(f)
i;k i
, 2
i 1
2
X
l=0

k i
X
m=0

(
p
f)
l;m
(
p
f)
i l;k i m
!
;
(2.47)
 i gerade, k , i ungerade
(
p
f)
i;k i
=
1
2(
p
f)
0;0
 
(f)
i;k i
, 2
i 2
2
X
l=0

k i
X
m=0

(
p
f)
l;m
(
p
f)
i l;k i m
, 2
k i 1
2
X
m=0

(
p
f)
i=2;m
(
p
f)
i=2;k i m
!
;
(2.48)
 i gerade, k , i gerade
(
p
f)
i;k i
=
1
2(
p
f)
0;0
 
(f)
i;k i
, 2
i 2
2
X
l=0

k i
X
m=0

(
p
f)
l;m
(
p
f)
i l;k i m
, 2
k i 2
2
X
m=0

(
p
f)
i=2;m
(
p
f)
i=2;k i m
, (
p
f)
i=2;(k i)=2
(
p
f)
i=2;(k i)=2
!
:
(2.49)
F

ur k = 0 gilt (f
2
)
0;0
= (f)
2
0;0
und (
p
f)
0;0
=
q
(f)
0;0
.
Um die rekursiven Formeln der Taylorkoezienten f

ur andere Standardfunktionen her-
zuleiten, werden noch die folgenden Zusammenh

ange zwischen (f)
i;k i
und (f
(1;0)
)
i;k i
bzw. zwischen (f)
i;k i
und (f
(0;1)
)
i;k i
ben

otigt :
8
>
>
>
>
>
<
>
>
>
>
>
:
(f
(1;0)
)
i;k i
=
f
(i+1;k i)
(x
0
; y
0
)
i! (k , i)!
= (i+ 1)  (f)
i+1;k i
;
(f
(0;1)
)
i;k i
=
f
(i;k i+1)
(x
0
; y
0
)
i! (k , i)!
= (k , i + 1)  (f)
i;k i+1
.
(2.50)
F

ur die Exponentialfunktion e
f(x;y)
=: g(x; y) gilt g
(1;0)
= g f
(1;0)
bzw. g
(0;1)
= g f
(0;1)
.
Bei Anwendung der Rechenregel (2.44) auf g
(0;1)
und g
(1;0)
ergibt sich
i  (g)
i;k i
= (g
(1;0)
)
i 1;k i
= (g  f
(1;0)
)
i 1;k i
=
i 1
X
l=0
k i
X
m=0
(g)
l;m
(f
(1;0)
)
i 1 l;k i m
=
i 1
X
l=0
k i
X
m=0
(g)
l;m
 (i, l)  (f)
i l;k i m
=
i
X
l=0
k i
X
m=0
(g)
l;m
 (i, l)  (f)
i l;k i m
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(k , i)  (g)
i;k i
= (g
(0;1)
)
i;k i 1
= (g  f
(0;1)
)
i;k i 1
=
i
X
l=0
k i 1
X
m=0
(g)
l;m
(f
(0;1)
)
i l;k i 1 m
=
i
X
l=0
k i 1
X
m=0
(g)
l;m
 (k , i,m)  (f)
i l;k i m
=
i
X
l=0
k i
X
m=0
(g)
l;m
 (k , i,m)  (f)
i l;k i m
.
Daraus folgt
(e
f
)
i;k i
=
1
k
i
X
l=0
k i
X
m=0
(k , l ,m)  (e
f
)
l;m
 (f)
i l;k i m
; k  1 :
(2.51)
Die Rechenregeln der Taylorkoezienten f

ur sin(f(x; y)) und cos(f(x; y)) k

onnen auf
gleiche Weise hergeleitet werden.
(sin f)
i;k i
=
1
k
i
X
l=0
k i
X
m=0
(k , l ,m)  (cos f)
l;m
 (f)
i l;k i m
; k  1 ; (2.52)
(cos f)
i;k i
= ,
1
k
i
X
l=0
k i
X
m=0
(k , l ,m)  (sin f)
l;m
 (f)
i l;k i m
; k  1 : (2.53)
Es ist erforderlich, die Taylorkoezienten von sin f und cos f paarweise zu berechnen.
Dies gilt auch f

ur die Hyperbelfunktionen sinh(f(x; y)) und cosh(f(x; y)) :
(sinh f)
i;k i
=
1
k
i
X
l=0
k i
X
m=0
(k , l ,m)  (cosh f)
l;m
 (f)
i l;k i m
; k  1 ;(2.54)
(cosh f)
i;k i
=
1
k
i
X
l=0
k i
X
m=0
(k , l ,m)  (sinh f)
l;m
 (f)
i l;k i m
; k  1 : (2.55)
Die Formeln (2.51), (2.52), (2.53), (2.54) und (2.55) gelten nur f

ur k  1. Ist k = 0, dann
gibt es nur den (0; 0)-ten Taylorkoezienten zu berechnen. F

ur beliebige Kompositionen
g  f gilt stets (g(f))
0;0
= g((f)
0;0
). Auerdem verschwindet jeweils der Term f

ur (l; m) =
(i; k , i) in den Summen.
Die Rechenregel der Taylorkoezienten der Potenzfunktion f(x; y)
a
lassen sich auf

ahn-
liche Weise herleiten. Es gilt
8
<
:
(f
a
)
(1;0)
 f = a  f
a
 f
(1;0)
(f
a
)
(0;1)
 f = a  f
a
 f
(0;1)
.
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Verwendet man die Rechenregel (2.44) f

ur diese Gleichungen, so ergibt sich
8
>
>
>
>
>
>
<
>
>
>
>
>
:
i  (f
a
)
i;k i
 (f)
0;0
=
i
X
l=0
k i
X
m=0
(a(i, l), l)  (f
a
)
l;m
 (f)
i l;k i m
(k , i)  (f
a
)
i;k i
 (f)
0;0
=
i
X
l=0
k i
X
m=0
(a(k , i,m),m)  (f
a
)
l;m
 (f)
i l;k i m
.
Daraus folgt f

ur k  1
(f
a
)
i;k i
=
1
k (f)
0;0
i
X
l=0
k i
X
m=0
(a(k , l ,m), l ,m)  (f
a
)
l;m
 (f)
i l;k i m
: (2.56)
Gilt f(x
0
; y
0
) = 0 bzw. 0 2 f([x
0
]; [y
0
]), dann k

onnen (f
a
)
i;k i
, f

ur k  1, gem

a (2.56)
nicht berechnet werden. Deshalb werden (f
a
)
i;k i
analog zu (2.31) mit Hilfe von w
i;k i
,
welche durch
8
>
>
>
<
>
>
>
:
w
0;0
:= 1;
w
i;k i
:=
1
k
i
X
l=0
k i
X
m=0
(a(k , l ,m), l ,m)  (f)
k l m 1
0;0
w
l;m
 (f)
i l;k i m
; k  1;
deniert sind, wie folgt bestimmt :
(f
a
)
i;k i
= (f)
a k
0;0
 w
i;k i
: (2.57)
Die Formel (2.57) ist nur f

ur k  a anwendbar, falls f(x
0
; y
0
) = 0 bzw. 0 2 f([x
0
]; [y
0
])
gilt.
Kapitel 3
Eindimensionale numerische
Integration
Bei der numerischen Approximation des eindimensionalen bestimmten Integrals
I(f) :=
Z
b
a
w(x) f(x) dx (3.1)
wird vorausgesetzt, da w(x) eine vorgegebene zul

assige Gewichtsfunktion ist, d. h., da
w(x)  0 ist, die Momente 
k
:=
R
b
a
w(x) x
k
dx; k = 0; 1; 2; : : : ; existieren und endlich
sind und zus

atzlich 
0
=
R
b
a
w(x) dx > 0 gilt.
Um N

aherungen des Integrals (3.1) zu berechnen, werden Quadraturformeln eingesetzt,
welche Linearkombinationen von Punktfunktionalen darstellen :
S(f) :=
M
X
i=1
w
i
f(x
i
) : (3.2)
In der Summe (3.2) wird w
i
als Gewicht, x
i
als St

utzstelle undM als Knotenzahl bezeich-
net. Die Quadraturformel S hat den Exaktheitsgrad d, in Zeichen degS := d, falls sie
f

ur alle Polynome vom Grad kleiner oder gleich d exakt und f

ur mindestens ein Polynom
vom Grad d+ 1 nicht exakt ist.
Die Abweichung zwischen I(f) und S(f) wird durch das Fehlerfunktional E beschrieben
E(f) := I(f), S(f) : (3.3)
I, S und E sind stetige lineare Funktionale auf dem Funktionenraum C[a; b], der mit
der Supremum-Norm k  k
1
versehen ist. Aus der Denition der Operatornorm kOk :=
supf jO(f)j j f 2 C[a; b]; kfk
1
 1 g folgt (vgl. [104])
kIk =
Z
b
a
w(x) dx ; kSk =
M
X
i=1
jw
i
j ; kEk = kIk + kSk : (3.4)
F

ur deg S  0 gilt kIk = I(1) =
P
w
i
. Ist dar

uber hinaus S positiv, d. h. w
i
 0 f

ur
i = 1(1)M , dann ergibt sich kIk = kSk.
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3.1 Integration durch Transformation
Durch die ane Transformation
x = a+ (~x, ~a)
b, a
~
b, ~a
=: T (~x) ;
wird [~a;
~
b] auf [a; b] abgebildet. Mit Hilfe von T kann das bestimmte Integral (3.1) wie
folgt erhalten werden :
I(f) :=
Z
b
a
w(x) f(x) dx =
b, a
~
b, ~a

Z
~
b
~a
~w(~x)
~
f(~x) d~x =:
b, a
~
b, ~a

~
I(
~
f) ;
wobei ~w(~x) := w(T (~x)) und
~
f(~x) := f(T (~x)) sind. F

ur w(x)  1 gilt w(x)  ~w(~x)  1.
Bestehen zwischen der N

aherung S(f) =
P
M
i=1
w
i
f(x
i
) von I(f) und der N

aherung
~
S(
~
f) =
P
M
i=1
~w
i
f(T (~x
i
)) von
~
I(
~
f) die folgenden Beziehungen :
x
i
= a+ (~x
i
, ~a)
b, a
~
b, ~a
; w
i
= ~w
i
b, a
~
b, ~a
;
dann heit S die ane Transformierte von
~
S und umgekehrt. F

ur w 6 1 stellen die
anen Transformierten einer Quadraturformel die Integrationsformeln dar, die jeweils
auf verschiedene Gewichtsfunktionen zugeschnitten sind.
In dieser Arbeit werden haupts

achlich die interpolatorischen Quadraturformeln, die mit
den Orthogonalpolynomen zusammenh

angen, betrachtet. Diese beschreibt der n

achste
Abschnitt.
3.2 Interpolationsquadraturen
S heit eine Interpolationsquadraturformel, wenn sie f

ur alle Polynome P aus IP
M 1
exakt ist, d. h. E(P ) = 0 f

ur P 2 IP
M 1
([22]). Hierbei bezeichnet IP
M 1
die Menge aller
Polynome vom Grad kleiner oder gleich M , 1. Dies bedeutet degS  M , 1, wenn S
interpolatorisch ist. Dar

uber hinaus ist zu jedem System a  x
1
< x
2
<    < x
M
 b
die Interpolationsquadraturformel S, die diese Punkte als St

utzstellen besitzt, eindeutig
bestimmt (vgl. Bra [22]).
In [40] (S. 74) haben Davis und Rabinowitz gezeigt, da zu dem System a  x
1
< x
2
<
: : : < x
M
 b zwei M

oglichkeiten bestehen, die Gewichte w
i
zu bestimmen :
1. Die w
i
k

onnen unter Verwendung der Lagrangeschen Interpolationsformel wie folgt
berechnet werden :
w
i
=
Z
b
a
w(x)L
i
(x) dx =
Z
b
a
w(x)
!(x)
(x, x
i
)!
0
(x
i
)
dx ;
wobei !(x) =
Q
M
i=1
(x, x
i
) das Knotenpolynom darstellt.
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2. Die Gewichte w
1
; w
2
; : : : ; w
M
k

onnen durch L

osung des linearen Gleichungssystems
Z
b
a
w(x) f(x) dx,
M
X
i=1
w
i
f(x
i
) = 0 ;
mit f(x) = 1; x; x
2
; : : : ; x
M 1
, erhalten werden.
Die beiden Methoden f

uhren zum gleichen Ergebnis.
3.2.1 Symmetrische Quadraturformeln
Ist die Interpolationsquadraturformel S symmetrisch, d. h. gilt
1: w(x) = w(a+ b, x) ; x 2 [a; b] ;
2. w
i
= w
M+1 i
und x
i
, a = b, x
M+1 i
; i = 1; 2; : : : ;M ;
dann folgt E(IP
2s+1
) = 0 stets aus E(IP
2s
) = 0 (vgl. Bra [22], S. 76). Eine symme-
trische Quadraturformel hat also stets einen ungeraden Exaktheitsgrad.
3.2.2 Orthogonalpolynome
Zur Konstruktion von Quadraturformeln mit nicht

aquidistanten St

utzstellen, werden
h

aug die Nullstellen von Orthogonalpolynomen verwendet.
Der Funktionenraum C[a; b] sei mittels des Skalarproduktes
(f; g) :=
Z
b
a
w(x) f(x) g(x) dx
bzgl. der Gewichtsfunktion w(x) ein Skalarproduktraum, wobei w(x)  0 ( w 6 0)
vorausgesetzt wird.
Erf

ullen die Funktionen f
1
; f
2
; : : : die Bedingungen
(f
i
; f
j
) = 0 ; i 6= j und (f
i
; f
i
) 6= 0 ; i = 1; 2; : : : ;
dann bilden sie ein Orthogonalsystem (vgl. Szeg

o [148]). Gilt dar

uber hinaus (f
i
; f
i
) = 1,
i = 1; 2; : : :, so spricht man von einem Orthonormalsystem.
Bekanntlich (s. z. B. [47]) gibt es zu jeder zul

assigen Gewichtsfunktion w(x) stets ein
System von Orthogonalpolynomen fP
k
g, die bis auf einen Normierungsfaktor eindeutig
bestimmt sind. Diese Polynome gen

ugen der Rekursionsformel (vgl. [141])
P
k+1
= (x, 
k+1
)  P
k
(x) , 
2
k+1
 P
k 1
(x) ; f

ur k  0 ;
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mit P
 1
(x) := 0, P
0
(x) = 1 und den Koezienten

k+1
:=
(xP
k
; P
k
)
(P
k
; P
k
)
; f

ur k  0 ;

2
k+1
:=
8
>
<
>
:
0 ; f

ur k = 0 ;
(P
k
; P
k
)
(P
k 1
; P
k 1
)
; f

ur k  1 :
Die Nullstellen dieser Polynome sind reell, einfach und liegen im oenen Intervall (a; b)
(vgl. [141]).
F

ur [a; b] = [,1; 1] werden die Orthogonalpolynome bzgl. w(x) = (1 , x
2
)
 1=2
als
Tschebysche-Polynome erster Art T
n
(x) := cos (n arccos x) bezeichnet. Ist w(x) =
(1 , x
2
)
1=2
, dann heien die entsprechenden Orthogonalpolynome die Tschebysche-
Polynome zweiter Art U
n
, wobei U
n
(x) =
1
n+1
T
0
n+1
(x) gilt (vgl. [40]).
Verwendet man die Nullstellen x
i
, i = 1(1)M , des M -ten Orthogonalpolynoms P
M
als
St

utzstellen, so l

at sich eine Interpolationsquadraturformel konstruieren, f

ur welche gilt:
Z
b
a
w(x) f(x) dx =
M
X
i=1
w
i
f(x
i
) ; 8 f 2 IP
M 1
; (3.5)
wobei die Gewichte w
i
die L

osung des linearen Gleichungssystems
M
X
i=1
w
i
P
k
(x
i
) =
8
<
:
(P
0
; P
0
) ; f

ur k = 0 ;
0 ; f

ur k = 1; 2;    ;M , 1
sind (vgl. [141]). Diese St

utzstellen x
i
und die zugeh

origen Gewichte w
i
k

onnen auch mit
Hilfe der Tridiagonalmatrix
J
M
=
2
6
6
6
6
6
6
4

1

2

2

2

  
  
M

M

M
3
7
7
7
7
7
7
5
berechnet werden, da x
i
, i = 1(1)M , die Eigenwerte der Tridiagonalmatrix J
M
darstellen
und f

ur w
i
die Gleichung w
i
= (v
(i)
1
)
2
gilt, wobei v
(i)
= (v
(i)
1
;    ; v
(i)
M
) der Eigenvektor zum
Eigenwert x
i
von J
M
ist (vgl. [59], [141]).
Sind s

amtliche Gewichte einer Folge von Interpolationsquadraturformel S
M
positiv, dann
konvergiert sie f

ur alle Riemann-integrierbaren Funktionen f gegen I(f) (vgl. Bra [22],
S. 35):
lim
M!1
S
M
(f) = I(f) :
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3.3 Spezielle Quadraturformeln
Bei Anwendung eines adaptiven numerischen Integrationsverfahrens wird der Integrati-
onsbereich, je nach dem Funktionsverhalten der Integranden, dynamisch in verschiedene
Teilbereiche zerlegt. F

ur w 6 1 bedeutet dies, da viele verschiedene Quadraturformeln
vorher konstruiert werden m

ussen, was in der Praxis nur schwierig zu realisieren ist. Aus
diesem Grund wird die folgende Betrachtung, wie

ublich bei der adaptiven numerischen
Integration, auf w  1 beschr

ankt.
3.3.1 Gau-Legendre-Quadratur
Im Fall w(x) = w(x) handelt es sich um die Gau-Quadratur. Bei der Gau-Quadratur
gilt die Gleichung (3.5) f

ur alle Polynome f 2 IP
2M 1
(vgl. [40]). Keine Quadraturformel
mitM St

utzstellen kann alle Polynome des Grades 2M exakt integrieren, d. h. deg S
M

2M , 1. Die Gau-Quadraturformeln mit M St

utzstellen besitzen also den h

ochsten Ex-
aktheitsgrad 2M , 1 und sie sind interpolatorisch und positiv (vgl. [141]). Ist w(x) sym-
metrisch, d. h. w(x) = w(a + b , x), 8 x 2 [a; b], so sind die auf w(x) zugeschnittenen
Gau-Formeln auch symmetrisch (vgl. [135], S. 6).
F

ur [a; b] = [,1; 1] und w(x)  1 sind die Orthogonalpolynome P
k
bis auf einen Nor-
mierungsfaktor gerade die Legendre-Polynome. Die St

utzstellen x
1
; x
2
; : : : ; x
M
der Gau-
Legendre-Quadraturformeln sind die Nullstellen des M -ten Legendre-Polynoms. Veri-
zierte Berechnung von x
i
und w
i
der Gau-Legendre-Formeln, die die Tridiagonalmatrix
J
M
heranzieht, wurde in [142] durchgef

uhrt (vgl. auch [153]).
F

ur beliebige Integrationsbereiche [a; b] k

onnen die ben

otigten Gewichte ~w
i
und St

utz-
stellen ~x
i
bzgl. w  1 aus der Gau-Legendre-Formeln mit x
i
2 [,1; 1] transformiert
werden:
~x
i
=
b, a
2
x
i
+
a + b
2
; ~w
i
=
b, a
2
w
i
:
(3.6)
Die Gau-Quadraturformeln sind positiv und deshalb konvergent f

ur Riemann-integrierbare
Funktionen. Diese Konvergenz kann auch aus der Sicht der Riemann-Stieltjesschen In-
tegrale erkl

art werden. Da die Gau-Quadraturformeln Riemann-Stieltjessche Summen
darstellen (vgl. Stroud & Secrest [147]), gilt die Konvergenz f

ur f 2 R[a; b] unter der
Voraussetzung 0 
R
b
a
w(x) dx < 1.
3.3.2 Clenshaw-Curtis-Quadratur
Die Clenshaw-Curtis-Quadraturformeln sind u. a. bzgl. w(x)  1 konstruiert. Sie sind
symmetrisch und interpolatorisch. Ihre St

utzstellen sind die Extremalstellen des Tschebysche-
Polynoms 1. Art T
M 1
:
x
i
= , cos
i, 1
M , 1
 2 [,1; 1] ; i = 1(1)M :
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Die Gewichte der Clenshaw-Curtis-Quadraturformeln sind positiv und lassen sich wie folgt
berechnen
w
1
= w
M
=
8
>
>
>
<
>
>
:
1
(M , 1)
2
; M gerade ,
1
M(M , 2)
, M ungerade ,
w
k
=
8
>
<
>
:
1,
b
M 1
2
c
X
j=1

2
4j
2
, 1
cos
2j(k , 1)
M , 1

9
>
=
>
;
2
M , 1
; k = 2(1)M , 1 ;
wobei
P

bedeutet, da der letzte Summand halbiert werden soll, falls M ungerade ist
(vgl. Bra [22]).
Der Exaktheitsgrad der Clenshaw-Curtis-Formeln betr

agtM,1 (fallsM gerade) bzw.M
(falls M ungerade). F

ur M = 2 erh

alt man die Trapezregel, f

ur M = 3 die Simpsonregel.
Die Transformationsformel (3.6) gilt ebenfalls f

ur Clenshaw-Curtis-Quadraturformeln.
3.4 Quadraturfehler
Bei Anwendung von Integrationsformeln ist es wichtig, die G

ute der erzielten Integraln

ahe-
rungen zu beurteilen. F

ur diese Aufgabe werden in diesem Abschnitt zun

achst die von
Peano aufgestellte Kern-Darstellung des Quadraturfehlers sowie die Eigenschaften der
Peano-Kerne betrachtet. Anschlieend wird zur Einschlieung des Quadraturfehlers eine
Diskussion durchgef

uhrt, die sich auf den erweiterten Mittelwertsatz der Integralrechnung
st

utzt und f

ur beliebige Quadraturformeln allgemeing

ultig ist.
Zur verizierten Berechnung der Restgliedfaktoren bzgl. der Kernfunktionen, die auf dem
Integrationsbereich nicht denit sind bzw. deren Denitheit nicht bekannt ist, werden
in dieser Arbeit die Nullstellen der Kernfunktionen ber

ucksichtigt. Diese Methode wird
als die exakte Methode bezeichnet (vgl. [147], S. 65). In [144] wurden die Restgliedfak-
toren der Gau-Quadraturformeln mit der exakten Methode veriziert berechnet. Die
Eektivit

at dieser Methode kann weiter erh

oht werden, wenn im Intervall-Newton-Schritt
die Mittelwertform f

ur die erste Ableitung eingesetzt wird und bei der Berechnung der
Restgliedfaktoren die Symmetrie und die lokale Denitheit der Kernfunktionen beach-
tet werden. Diese Teilaspekte werden im Abschnitt 3.4.3 besprochen. Die Restgliedfak-
toren der Gau-Legendre-Quadraturformeln, die mit diesem modizierten Ansatz veri-
ziert berechnet wurden, sind in Tabelle 3.2 aufgef

uhrt. In Tabelle 3.5 werden die von
Bra/F

orster [28] f

ur die Restgliedfaktoren der Clenshaw-Curtis-Quadraturformeln ange-
gebenen Absch

atzungen und die veriziert berechneten Werten zusammengestellt.
Um die Diskussion zu vereinfachen, werden zuerst einige Bezeichnungen eingef

uhrt.
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Denition 3.4.1
1: (x, t)
hri
:=
(x, t)
r
r!
; r 2 IN
0
:
2: (x, t)
r
+
:=
8
<
:
(x, t)
r
; f

ur x  t ;
0 ; f

ur x < t :
3: (x, t)
r
 
:=
8
<
:
0 ; f

ur x  t ;
(x, t)
r
; f

ur x < t :
(3.7)
Dabei wird 0
0
:= 1 vereinbart. Aus diesen Bezeichnungen folgt unmittelbar der n

achste
Zusammenhang :
Bemerkung 3.4.1 (x, t)
r
= (x, t)
r
+
+ (x, t)
r
 
:
Dar

uber hinaus lassen sich die Intervallauswertungen dieser Funktionen wie folgt angeben:
Denition 3.4.2 Sei [z] := [x], [t]. Es ist
1: ([x], [t])
+
:=
8
<
:
([x], [t]) \ [0;1) ; f

ur z > 0 ;
0 ; f

ur z  0 .
2: ([x], [t])
 
:=
8
<
:
0 ; f

ur z  0 ;
([x], [t]) \ (,1; 0] ; f

ur z < 0 :
(3.8)
Die Funktionen in (3.8) sind inklusionsisoton, stetig und Lipschitz.
3.4.1 Peanosche Kerndarstellung
Nach der Denition ist der Quadraturfehler das lineare Funktional E(f) := I(f),S(f).
Ersetzt man die Funktion f , f 2 C
r
[a; b], durch ihre Taylor-Formel bzgl. des Entwick-
lungspunktes a mitsamt des Integralrestgliedes
f(x) =
r 1
X
=0
f
()
(a)  (x, a)
hi
+
Z
x
a
f
(r)
(t)  (x, t)
hr 1i
dt ;
so erh

alt man die folgende Integraldarstellung des Quadraturfehlers ([22]).
3.4. Quadraturfehler 35
Satz 3.4.1 (Peano [1913]) F

ur 1  r  degS + 1 und f 2 C
r
[a; b] gilt
E(f) =
Z
b
a
K
r
(t) f
(r)
(t) dt (3.9)
mit K
r
(t) := E

(x, t)
hr 1i
+

. Hierbei wird das Fehlerfunktional E auf x angewendet.
Die Funktion K
r
(t) heit der r-te Peano-Kern der Quadraturformel S. Die Peano-Kerne
h

angen nur von der Quadraturformel und dem Integrationsbereich ab, nicht jedoch von der
zu integrierenden Funktion und dem Entwicklungspunkt in der Taylor-Formel (vgl. [104],
S. 15). F

ur die Anwendung der Peanoschen Fehlerdarstellung wird vorausgesetzt, da f
auf [a; b] mindestens einmal stetig dierenzierbar ist.
Verschiedene Eigenschaften der Peano-Kerne wurden von Bra [22] ausf

uhrlich untersucht.
Diejenigen, die f

ur die sp

atere Diskussion n

utzlich sind, werden hier dargestellt.
Stetigkeit und Dierenzierbarkeit
Der Peano-Kern K
r
ist auf [a; b] (r, 2)-mal stetig dierenzierbar, 2  r  degS+1. F

ur
r = 1 besitzt K
r
Sprungstellen in den St

utzstellen x
i
, die im halboenen Intervall [a; b)
liegen. Ferner gilt
K
()
r
(t) = (,1)

K
r 
(t) ;  = 0;    ; r , 2 : (3.10)
Symmetrie
Eine symmetrische Quadraturformel S hat symmetrische Peano-Kerne :
K
r
(t) = (,1)
r
K
r
(b + a, t) f

ur t 2 [a; b] und 2  r  degS + 1 : (3.11)
Im Fall r = 1 gilt die Gleichung in (3.11) nur f

ur t 2 [a; b]nfx
1
;    ; x
M
g (vgl. [104]).
Denitheit
Hat eine Funktion keinen Vorzeichenwechsel, so heit sie denit. Eine hinreichende und
notwendige Bedingung f

ur die Denitheit der Peano-Kerne enth

alt der n

achste Satz
(vgl. [22], S. 57).
Satz 3.4.2 K
r
(t) hat genau dann auf [a; b] keinen Vorzeichenwechsel, wenn gilt :
E(f) =
f
(r)
()
r!
E(x
r
) ;  2 [a; b] : (3.12)
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F

ur denite Kernfunktionen ist (3.12) eine direkte Folgerung aus der Peanoschen Fehler-
darstellung (3.9). Denn in diesem Fall l

at sich der erweiterte Mittelwertsatz der Integral-
rechnung auf (3.9) anwenden :
E(f) = f
(r)
() 
Z
b
a
K
r
(t) dt ;  2 [a; b] :
Es ergibt sich dann
E(x
r
) = r! 
Z
b
a
K
r
(t) dt :
Die Denitheit gilt h

ochstens f

ur die Kernfunktionen von h

ochster Ordnung, K
d+1
, mit
d = degS. F

ur 1  r  d und f(x) = x
r
gilt wegen des Exaktheitsgrads
0 = E(f) =
Z
b
a
f
(r)
(t)K
r
(t) dt = r! 
Z
b
a
K
r
(t) dt :
Ist K
r
 0, dann mu die Quadraturformel f

ur beliebige Funktionen f 2 C
r
[a; b] exakt
sein, weil E(f)  0 ist. Dies widerspricht dem Exaktheitsgrad der Quadraturformel. Also
m

ussen die Kernfunktionen K
r
, 1  r  d, einen Vorzeichenwechsel haben.
F

ur die Clenshaw-Curtis-Formeln mit M  4 sind die Kernfunktionen von h

ochster Ord-
nung nicht denit (Akrivis/F

orster [3]).
Anzahl der Nullstellen
Die Peano-Kerne besitzen nur endlich viele Nullstellen. Zur Bestimmung der Nullstel-
len von Peano-Kernen soll das erweiterte Intervall-Newton-Verfahren in begrenzter Zeit
beendet sein.
Die maximale Anzahl der Nullstellen eines Peano-Kerns formuliert der n

achste Satz
(vgl. [104], S. 16).
Satz 3.4.3 K
r
hat im Intervall [a; b] h

ochstens (M + 1)r verschiedene Nullstellen.
Im Spezialfall w  1 besitzt K
r
h

ochstens r + 2M Nullstellen, wobei die Vielfachheiten
mitgez

ahlt sind ([104], S. 16 f).
Wegen K
r
(t) = E
x

(x, t)
hr 1i
+

gilt K
r
(a) = K
r
(b) = 0, f

ur 2  r  d+1. Ist x
1
> a, so
gilt K
1
(a) = 0; ist x
M
< b, so gilt K
1
(b) = 0. Aus (3.10) folgt, da in den Endpunkten des
Integrationsbereichs [a; b] der Peano-Kern K
r
, r = 2;    ; d + 1, jeweils eine mindestens
(r , 1)-fache Nullstelle besitzt (vgl. [104]).
Speziell f

ur die Gau-Quadratur existiert noch die n

achste Aussage (vgl. Bra [22], S. 149).
Satz 3.4.4 F

ur die Gau-Quadraturformeln besitzt der Peano-KernK
2M 
,  = 0;    ; 2M,
2 auf dem oenen Intervall (a; b)  Nullstellen.
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3.4.2 Bestimmung der Fehlerschranken
Bei der Absch

atzung des Quadraturfehlers lassen sich zwei F

alle unterscheiden, n

amlich
Peano-Kerne mit Vorzeichenwechsel und Peano-Kerne ohne Vorzeichenwechsel.
Beiden F

allen liegt der erweiterte Mittelwertsatz der Integralrechnung zugrunde. F

ur die
nicht deniten Kernfunktionen werden zus

atzlich die folgenden Bezeichnungen verwendet:
K
+
(t) := max(K(t); 0) ;
K
 
(t) := max(,K(t); 0) :
(3.13)
Es ist K
+
(t); K
 
(t)  0. Mit diesen Bezeichnungen lassen sich die Funktionen K(t) und
jK(t)j wie folgt darstellen :
K(t) = K
+
(t) , K
 
(t) ;
jK(t)j = K
+
(t) + K
 
(t) :
(3.14)
Im Rest dieses Kapitels bezeichne d den Exaktheitsgrad der betrachteten Quadraturformel
S, d := degS. Die Fehlerabsch

atzung f

ur den Fall, da die Kernfunktion K
d+1
denit ist,
wird im folgenden zuerst behandelt.
Denite Kernfunktion K
d+1
F

ur hinreichend oft stetig dierenzierbare Funktionen f

uhrt Gleichung (3.12) direkt zu
der Einschlieungsformel (3.15).
Satz 3.4.5 Hat K
d+1
(t) auf [a; b] keinen Vorzeichenwechsel, so gilt f

ur f 2 C
d+1
[a; b] :
E(f) 2
f
(d+1)
([a; b])
(d+ 1)!
 E(x
d+1
) (3.15)
mit
E(x
d+1
) :=
8
>
>
>
<
>
>
:
b
d+2
, a
d+2
d+ 2
, S(x
d+1
) ; f

ur w(x)  1 ;
~
S(x
d+1
) , S(x
d+1
) ; f

ur beliebige w(x) :
(3.16)
Dabei ist
~
S eine auf die Gewichtsfunktion w(x) zugeschnittene Quadraturformel, mit
deg
~
S  d+ 1.
Der Wertebereich f
(d+1)
([a; b]) in (3.15) kann mit Hilfe der eindimensionalen Intervall-
Taylorkoezienten veriziert abgesch

atzt werden. Und f

ur die Fehlerkonstante E(x
d+1
)
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ist (3.16) eine direkte Folgerung aus der Denition E(x
d+1
) := I(x
d+1
),S(x
d+1
). Das be-
stimmte Integral I(x
d+1
) =
R
b
a
w(x) x
d+1
dx kann mit Hilfe der Stammfunktion bzw. einer
Quadraturformel
~
S, mit deg
~
S  d+1 und folglich I(x
d+1
) =
~
S(x
d+1
), bestimmt werden.
Unter der Voraussetzung von Satz 3.4.5 ist der Restgliedfaktor E(x
d+1
) in (3.15) f

ur belie-
bige Quadraturformeln allgemeing

ultig. F

ur spezielle Quadraturverfahren kann man auch
die einzeln hergeleiteten Restglieddarstellungen anwenden. Z. B. lassen sich die Restglied-
faktoren bzgl. K
d+1
der Gau-Quadraturformeln auch durch Berechnung des Skalarpro-
duktes (P
M
; P
M
) erhalten ([141]), wobei P
M
das M -te Orthogonalpolynom darstellt. In
[147], [144] und [88] wurden die Restgliedfaktoren bzgl. K
d+1
der Gau-Legendre-Formeln
unter Verwendung des Skalarproduktes bestimmt.
Kernfunktion K
r
mit Vorzeichenwechsel
F

ur eine Kernfunktion K
r
, die auf dem Integrationsbereich das Vorzeichen wechselt, wird
h

aug in der Literatur der Quadraturfehler zu
jE(f)j  kf
(r)
k
1

Z
b
a
jK
r
j dt (3.17)
abgesch

atzt. Die G

ute dieser Absch

atzung h

angt davon ab, wie gut man die Maximum-
norm kf
(r)
k
1
und die L
1
-Norm
R
b
a
jK
r
j dt bestimmen bzw. absch

atzen kann.
Eine Oberschranke des Restgliedfaktors
R
1
 1
jK
d+1
(t)j dt f

ur die Clenshaw-Curtis-Formeln
hat Bra/F

orster [28] angegeben.
Satz 3.4.6 Sei [a; b] = [,1; 1]. F

ur die Clenshaw-Curtis-Formeln mit M  4 gilt
jE(f)j 
M , 1
2
M 4
(M
2
, 4)M(M , 4)
 (1 + "
M
) 
kf
(M+1)
k
1
(M + 1)!
; M ungerade ;
jE(f)j 
1
2
M 4
(M
2
, 1)(M , 3)
 (1 + "
M
) 
kf
(M)
k
1
M !
; M gerade
(3.18)
mit "
4
<
1
19
, "
6
<
1
52
, "
M
< 10
 6
f

ur M > 8, "
M
< 10
 20
f

ur M > 20 und "
M
< 10
 2
f

ur
andere M .
W

ahrend Bra ([22], [28]) f

ur die Clenshaw-Curtis-Formeln die L
1
-Norm kK
d+1
k
1
ab-
gesch

atzt hat, haben Stroud und Secrest [147] auer kK
d+1
k
1
(s. o.) noch die L
1
-Norm
kK
r
k
1
, 1  r < d + 1, f

ur die Gau-Legendre-Formeln berechnet. Die Berechnungen ver-
wendeten jeweils die exakte Methode f

ur r = 1; 2 und die Approximationsmethode f

ur
gewisse r  3. Bei der exakten Methode werden die Teilbereiche, auf welchen die Kern-
funktionen keinen Vorzeichenwechsel haben, mit Hilfe der Nullstellen der Kernfunktionen
identiziert.

Uber solchen Bereichen l

at sich kK
r
k
1
direkt berechnen. Bei der Approxima-
tionsmethode werden hingegen die Integrale
R
b
a
jK
r
(t)j dt mit Hilfe von Quadraturformeln
n

aherungsweise bestimmt, I(jK
r
j)  S(jK
r
j).
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Obwohl die Fehlerabsch

atzung (3.17) l

angst in der Literatur diskutiert wird, wurde sie
dennoch in der Praxis noch nicht angewendet. Dies liegt daran, da die Maximumnorm
kf
(r)
k
1
schwierig zu gewinnen ist. Mit Hilfe der eindimensionalen Intervall-Taylorkoezi-
enten l

at sich der Wertebereich f
(r)
([a; b]) zuverl

assig und ezient absch

atzen. Enge Wer-
tebereichseinschlieungen von f
(r)
k

onnen durch Verfeinerung des Denitionsbereichs [a; b]
erhalten werden (s. Kapitel 2). Diese Rechentechnik wurde bereits f

ur die Einschlieung
der Quadraturfehler bzgl. der deniten Kernfunktionen eingesetzt.
Um den Quadraturfehler E(f) bzgl. der Kernfunktionen, die nicht denit sind bzw. de-
ren Denitheit unbekannt sind, einzuschlieen, werden die am Anfang dieses Abschnitts
eingef

uhrten Bezeichnungen (3.13) und (3.14) herangezogen. Es folgt aus dem Satz von
Peano
E(f) =
Z
b
a
K
+
r
(t) f
(r)
(t) dt ,
Z
b
a
K
 
r
(t) f
(r)
(t) dt :
Unter Verwendung des erweiterten Mittelwertsatzes der Integralrechnung ergibt sich
E(f) = f
(r)
() 
Z
b
a
K
+
r
(t) dt , f
(r)
() 
Z
b
a
K
 
r
(t) dt ; ;  2 [a; b] :
Ersetzt man  und  durch das einschlieende Intervall [a; b], so l

at sich der Quadratur-
fehler wie (3.19) eingrenzen (vgl. [144]).
Satz 3.4.7 F

ur den Quadraturfehler E(f) mit der Darstellung (3.9) gilt
E(f) 2 P
r
 f
(r)
([a; b]) + N
r
 f
(r)
([a; b]) ; (3.19)
dabei sind P
r
:=
Z
b
a
K
+
r
(t) dt und N
r
:= ,
Z
b
a
K
 
r
(t) dt.
Die Konstanten E(x
d+1
),
R
b
a
jK
r
j, P
r
und N
r
werden gemeinsam als Restgliedfaktoren
bzw. Fehlerkonstanten bezeichnet, es gilt P
r
,N
r
=
R
b
a
jK
r
j dt.
F

ur 1  r  d haben die Restgliedfaktoren P
r
und N
r
, wegen
R
b
a
K
r
(t) dt = 0 und
K
r
= K
+
r
,K
 
r
, den gleichen Betrag, d. h.
P
r
= ,N
r
; 1  r < d+ 1 : (3.20)
Die Gleichung (3.20) ist f

ur beliebige Quadraturverfahren g

ultig, auch wenn die betrach-
tete Quadraturformel S nicht symmetrisch ist.
Ist K
r
nicht denit, so sind K
+
r
und K
 
r
auf [a; b] h

ochstens stetig aber an den Null-
stellen von K
r
nicht stetig dierenzierbar. F

ur die verizierte Bestimmung der Integrale
R
b
a
K
+
r
(t)dt und
R
b
a
K
 
r
(t)dt kann deshalb die Peanosche Fehlerdarstellung nicht eingesetzt
werden. Um diese Fehlerkonstanten P
r
und N
r
zu berechnen, werden in dieser Arbeit eben-
falls die Nullstellen der Kernfunktionen ber

ucksichtigt. Die konkrete Durchf

uhrung dieser
Methode wird im n

achsten Abschnitt beschrieben.
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3.4.3 Verizierte Berechnung der Restgliedfaktoren
Restgliedfaktor bzgl. der deniten Kernfunktion K
d+1
Gem

a (3.16) l

at sich der Restgliedfaktor bzgl. der deniten Kernfunktion K
d+1
di-
rekt bestimmen. In der Tabelle 3.1 sind f

ur M = 2(1)10 so berechnete Restgliedfaktoren
E(x
d+1
) der Gau-Legendre-Quadraturformeln

uber dem Integrationsbereich [,1; 1] er-
fat.
Tabelle 3.1: Restgliedfaktoren E(x
d+1
) der Gau-Legendre-Formeln
M d E(x
d+1
)
2 3 1:7777777777777(
8
7
)E , 1
3 5 4:571428571428(
6
5
)E , 2
4 7 1:160997732426(
4
2
)E , 2
5 9 2:93181245562(
3
1
)E , 3
6 11 7:3807866015(
70
63
)E , 4
7 13 1:8546591973(
2
1
)E , 4
8 15 4:654830926(
7
5
)E , 5
9 17 1:16731054(
20
19
)E , 5
10 19 2:92559033(
2
0
)E , 6
Wegen des Rundungsfehlers ist zu bemerken, da f

ur die Restgliedfaktoren E(x
d+1
) sich
die Anzahl der exakt berechneten Stellen mit wachsender Knotenzahl bzw. wachsendem
Exaktheitsgrad verringert.
Restgliedfaktor bzgl. der nicht deniten Kernfunktion K
r
Bei der exakten Methode werden die Restgliedfaktoren P
r
und N
r
mit Hilfe der Nullstel-
len der Kernfunktion K
r
berechnet. Dieser Ansatz ist auch f

ur denite Kernfunktionen
m

oglich. Zur Bestimmung der Nullstellen erweist es sich als zweckm

aig, die expliziten
Darstellungen der Kernfunktionen zu betrachten.
Laut dem Satz von Peano sind die Kernfunktionen durch K
r
(t) := E
x

(x, t)
hr 1i
+

,
mit 1  r  d + 1 und d := degS, deniert. Wegen E() := I() , S() l

at sich die
Kernfunktion E
x

(x, t)
hr 1i
+

wie folgt schreiben :
E
x

(x, t)
hr 1i
+

:=
b
Z
a
w(x) (x, t)
hr 1i
+
dx ,
M
X
i=1
w
i
(x
i
, t)
hr 1i
+
=
Z
b
t
w(x) (x, t)
hr 1i
dx ,
M
X
i=1
w
i
(x
i
, t)
hr 1i
+
: (3.21)
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Wenn f

ur w(x) 6 1 die Stammfunktion zu w(x) (x , t)
hr 1i
bekannt ist, dann kann die
Kernfunktion K
r
(t) analog zum Fall w(x)  1 behandelt werden. L

at sich hingegen das
unbestimmte Integral
R
w(x) x
r
dx, w(x) 6 1, in keiner geschlossenen Form darstellen,
so f

uhrt die Nullstellenbestimmung der Kernfunktion K
r
zu einer schwierigen Aufgabe.
Andererseits ist es meist nicht sinnvoll die Restgliedfaktoren zu w(x) 6 1

uber [a; b] f

ur
ein adaptives Integrationsverfahren zu verwenden, auch wenn sie sich berechnen lassen
(vgl. auch [88]). Aus diesen Gr

unden wird die folgende Behandlung auf den Fall w(x)  1
beschr

ankt.
Satz 3.4.8 F

ur w(x)  1 besitzt der Peano-Kern K
r
, 1  r  d+1, die folgenden beiden
Darstellung
K
r
(t) =
8
>
>
>
>
>
<
>
>
>
>
>
>
:
(b, t)
hri
,
M
X
i=1
w
i
(x
i
, t)
hr 1i
+
; (?1)
(a, t)
hri
+
M
X
i=1
w
i
(x
i
, t)
hr 1i
 
: (?2)
Beweis : Die Darstellung (?1) ist eine ausgeschriebene Form von (3.21).
Wegen (b, t)
hri
=
Z
b
t
(x, t)
hr 1i
dx
=
Z
b
a
(x, t)
hr 1i
dx ,
Z
t
a
(x, t)
hr 1i
dx
=
M
X
i=1
w
i
(x
i
, t)
hr 1i
+ (a, t)
hri
=
M
X
i=1
w
i

(x
i
, t)
hr 1i
+
+ (x
i
, t)
hr 1i
 

+ (a, t)
hri
ergibt sich (?2). 2
Abh

angig vom Wert r besitzen die Summen
M
P
i=1
w
i
(x
i
, t)
hr 1i

2
M
P
i=1
[w
i
] ([x
i
], t)
hr 1i

und
die Kernfunktion K
r
unterschiedliche Funktionsverhalten :
r
P
M
i=1
w
i
(x
i
, t)
hr 1i

K
r
1 Treppenfunktion Sprungfunktion mit Sprungstellen x
i
2 Polygonzug (2 C
0
[a; b]) an x
i
nicht stetig di. Funktion
 3 Splinefunktion vom Grad r , 1 Monospline(2 C
r 2
[a; b]) (vgl. [20])
Die Einschr

ankung von K
r
auf [x
i
; x
i+1
], i = 0(1)M , mit x
0
:= a und x
M+1
:= b, ist ein
Polynom vom Grad r. F

ur Polynome sind die Stammfunktionen bekannt.
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Da einerseits das Intervall-Newton-Verfahren zur Bestimmung der Nullstellen eindimen-
sionaler reellwertiger Funktionen nur f

ur die stetig dierenzierbare Funktionen einsetzbar
ist und andererseits statt x
i
nur die Einschlieungen [x
i
] bekannt sind, wird das Intervall-
Newton-Verfahren st

uckweise auf [x
i
; x
i+1
] angewendet. Daher k

onnen alle Kernfunktio-
nen einheitlich behandelt werden. Mit den dadurch erzielten Nullstelleneinschlieungen
[z
ik
]  [x
i
; x
i+1
], z
ik
< z
i;k+1
, ist man in der Lage, die Teilfaktoren
P
ik
r
:=
Z
z
i;k+1
z
ik
K
+
r
(t) dt ; N
ik
r
:= ,
Z
z
i;k+1
z
ik
K
 
r
(t) dt
zu bestimmen, wobei gilt :
Z
z
i;k+1
z
ik
K

r
(t) dt =
Z
z
i;k+1
z
ik
K
r
(t) dt bzw. 0 :
Das bestimmte Integral
R
z
i;k+1
z
ik
K
r
(t) dt kann dann direkt mit Hilfe der Stammfunktion
Z
K
r
(t) dt =
8
>
>
>
>
>
>
<
>
>
>
>
>
:
,(b, t)
hr+1i
+
M
X
i=1
w
i
(x
i
, t)
hri
+
,(a, t)
hr+1i
,
M
X
i=1
w
i
(x
i
, t)
hri
 
auf [a; b]
gewonnen werden. Bei konkreter Durchf

uhrung wird die Einschlieungsfunktion [K
r
(t)] :=
([b], t)
hri
,
P
M
i=1
[w
i
]([x
i
], t)
hr 1i
+
betrachtet. Unter Verwendung der Maschinenintervall-
arithmetik werden die Einschlieungen der Restgliedfaktoren [P
ik
r
] und [N
ik
r
] erzielt.
F

ur die Teilbereiche [x
i
] sind die Restgliedfaktoren wie folgt zu berechnen:
P
x
i
r
:=
R
[x
i
]
K
+
r
(t) dt 2 [K
+
r
([x
i
])]  d([x
i
]) =: [P
x
i
r
] ;
N
x
i
r
:= ,
R
[x
i
]
K
 
r
(t) dt 2 ,[K
 
r
([x
i
])]  d([x
i
]) =: [N
x
i
r
] :
Hierbei werden K
+
r
([x
i
]) und K
 
r
([x
i
]) anhand der Schnittbildungen
[K
+
r
([x
i
])] := [K
r
([x
i
])] \ [0;1) ;
[K
 
r
([x
i
])] := ,[K
r
([x
i
])] \ [0;1)
bestimmt. [P
z
ik
r
] und [N
z
ik
r
]

uber [z
ik
] werden den Faktoren [P
x
i
r
] und [N
x
i
r
] entsprechend
berechnet. Die gesuchten Fehlerkonstanten [P
r
] und [N
r
] k

onnen dann durch Aufsummie-
ren der berechneten Teilfaktoren erhalten werden :
[P
r
] =
X
i;k
[P
ik
r
] +
X
i
[P
x
i
r
] +
X
i;k
[P
z
ik
r
] ;
[N
r
]
=
X
i;k
[N
ik
r
] +
X
i
[N
x
i
r
] +
X
i;k
[N
z
ik
r
] .
(3.22)
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Das Prinzip (3.22) zur verizierten Bestimmung der Restgliedfaktoren wurde in [144]
erstmals angewendet. Die Eektivit

at des erweiterten Intervall-Newton-Verfahrens kann
dennoch durch Anwendung der Mittelwertform (2.21) f

ur die erste Ableitung K
0
r
weiter
erh

oht werden. Ferner braucht die Berechnung von P
r
und N
r
f

ur symmetrische Quadra-
turformeln, wie z. B. die Gau-Legendre- und die Clenshaw-Curtis-Formeln, wegen der
Symmetrieeigenschaft (3.11), nur

uber [a;
b+a
2
] oder [
b+a
2
; b] durchgef

uhrt zu werden. Seien
~
P
r
und
~
N
r
die gem

a (3.22)

uber [a;
b+a
2
] (bzw.

uber [
b+a
2
; b]) erzielten Faktoren. Dann gilt
wegen (3.11)
(1) P
r
=
~
P
r
,
~
N
r
; N
r
=
~
N
r
,
~
P
r
; r ungerade ;
(2) P
r
=
~
P
r
+
~
P
r
, N
r
=
~
N
r
+
~
N
r
, r gerade .
(3.23)
F

ur symmetrische Quadraturformeln wird der Rechenaufwand unter Ber

ucksichtigung
von (3.23) auf 1=2 reduziert. Dabei soll die Darstellung (?1) im Satz 3.4.8 f

ur den Bereich
[
b+a
2
; b] bzw. die Darstellung (?2) f

ur den Bereich [a;
b+a
2
] angewendet werden, denn dann
kann weiterer Rechenaufwand gespart werden.
Mit den dualen Darstellungen (?1) und (?2) im Satz 3.4.8 ist es leicht nachzupr

ufen, da
die Peano-Kerne K
r
(t) auf [a; x
1
] und [x
M
; b] ihre Vorzeichen nicht wechseln. (F

ur r = 1
wird t = x
M
ausgenommen.) Das Intervall-Newton-Verfahren mu dann nicht f

ur diese
Bereiche eingesetzt werden, falls a 6= x
1
bzw. x
M
6= b ist. Da f

ur r  2 die Grenzpunkte a; b
(r, 1)-fache Nullstellen sind, k

onnen dadurch mehrere Iterationsschritte gespart werden.
F

ur groes r w

urde dies eine einureiche Ersparnis des Rechenaufwands bedeuten.
Weiter ist zu bemerken, da f

ur [t] = [x
k
] der k-te Term in der Summe
P
M
i=1
[w
i
] ([x
i
],[t])
0
+
gem

a ([x
k
] , [x
k
])
0
+
:= [0; 1] bestimmt werden soll, und die Wertebereichseinschlieung
der Ableitungen K
0
r
formelm

aig auszuwerten ist, da die Kernfunktionen f

ur beliebige
Quadraturverfahren von gleicher Gestalt sind. Durch Einsatz der Mittelwertform von K
0
r
wird der Rechenaufwand betr

achtlich verringert. Die Wertebereichseinschlieung von K
0
r
kann zwar auch mit Hilfe der Intervall-Taylorkoezienten berechnet werden, jedoch ist
das Ergebnis i. a. gr

ober als die Intervallerweiterung von K
0
r
. Deshalb sollten sie erst
f

ur Funktionen von beliebiger Gestalt angewendet werden. Dar

uber hinaus konnte durch
Einsatz der Intervallsteigung bzw. der Intervallsteigungsarithmetik auch keine bessere
Recheneektivit

at f

ur die Fehlerkonstanten geliefert werden. F

ur die st

uckweise polyno-
mialen Kernfunktionen ist die Intervallsteigungsarithmetik sogar viel inezienter als die
Dierentiationsarithmetik.
Die Restgliedfaktoren der Gau-Legendre- und der Clenshaw-Curtis-Formeln, die mit den
oben beschriebenen Ideen berechnet wurden, sind in Tabelle 3.2 und Tabelle 3.4 aufgeli-
stet. Der betrachtete Integrationsbereich war [,1; 1].
Speziell f

ur die Restgliedfaktoren der Gau-Legendre-Formeln werden die verschiedenen
bekannten Rechenergebnisse (vgl. [147], [101], [144]) in Tabelle 3.3 zusammengestellt. Sie
sind im allgemeinen von gleicher Gr

oenordnung und ihre ersten Ziern k

onnen mitein-
ander

ubereinstimmen. Insbesondere liefert das Programm, das im Rahmen dieser Arbeit
implementiert wurde, bei geringer Rechenzeit die beste G

ute.
44 3. Eindimensionale numerische Integration
F

ur die Fehlerkonstanten der Clenshaw-Curtis-Formeln sind in Tabelle 3.5 die veri-
ziert berechneten Ergebnisse und die von Bra/F

orster [28] aufgestellten Absch

atzun-
gen zum Vergleich zusammengestellt. Diese numerischen Ergebnisse zeigen, da die von
Bra/F

orster [28] angegebenen Oberschranken im allgemeinen gut abgesch

atzt sind.
Die in diesem Abschnitt beschriebenen Ideen zur Berechnung der L
1
-Norm der Peano-
Kerne k

onnen auch f

ur die eindimensionalen Sard-Kerne, die in der Fehlerdarstellungen
der Kubaturfehler zu nden sind, angewendet werden. Die numerische Kubatur wird im
n

achsten Kapitel behandelt.
Tabelle 3.2: Restgliedfaktoren r!
R
1
 1
K
+
r
und r!
R
1
 1
K
 
r
der Gau-Legendre-Formeln
M r r! [P
r
] r! [N
r
]
2 1 2:5598306414370(
8
7
)E , 01 ,2:5598306414370(
7
8
)E , 01
2 2 8:112906564241(
82
78
)E , 02 ,8:112906564241(
7
9
)E , 02
2 3 5:754991027012(
6
4
)E , 02 ,5:754991027012(
4
6
)E , 02
2 4 1:7777777777777(
9
7
)E , 01 0:000000000000000E + 00
3 1 1:78669008626(
500
498
)E , 01 ,1:78669008626(
498
500
)E , 01
3 2 3:74355436143(
32
29
)E , 02 ,3:743554361433(
0
1
)E , 02
3 3 1:644551573889(
4
2
)E , 02 ,1:644551573889(
2
4
)E , 02
3 4 1:09059248140(
40
39
)E , 02 ,1:09059248140(
3
5
)E , 02
3 5 1:17473328183(
8
6
)E , 02 ,1:17473328183(
6
8
)E , 02
3 6 4:571428571428(
7
5
)E , 02 0:000000000000000E + 00
4 1 1:3799698495825(
8
7
)E , 01 ,1:3799698495825(
7
8
)E , 01
4 2 2:185660935053(
2
0
)E , 02 ,2:185660935053(
0
2
)E , 02
4 3 7:05030204561(
6
4
)E , 03 ,7:05030204561(
4
6
)E , 03
4 4 3:23380262898(
8
7
)E , 03 ,3:23380262898(
7
8
)E , 03
4 5 2:0887884341(
12
09
)E , 03 ,2:0887884341(
09
12
)E , 03
4 6 1:89187913485(
2
0
)E , 03 ,1:89187913485(
0
2
)E , 03
4 7 2:50538225491(
3
2
)E , 03 ,2:50538225491(
2
3
)E , 03
4 8 1:160997732426(
4
2
)E , 02 0:000000000000000E + 00
5 1 1:125829506307(
1
0
)E , 01 ,1:125829506307(
0
1
)E , 01
5 2 1:43896206101(
2
0
)E , 02 ,1:43896206101(
0
2
)E , 02
5 3 3:7016725888(
4
3
)E , 03 ,3:7016725888(
3
4
)E , 03
5 4 1:31743000686(
5
3
)E , 03 ,1:31743000686(
3
5
)E , 03
5 5 6:362993401(
9
6
)E , 04 ,6:362993401(
6
9
)E , 04
3.4. Quadraturfehler 45
Restgliedfaktoren der Gau-Legendre-Formeln (Forts.)
M r r! [P
r
] r! [N
r
]
5 6 4:006894882(
30
27
)E , 04 ,4:006894882(
27
29
)E , 04
5 7 3:2888558211(
4
0
)E , 04 ,3:2888558211(
0
4
)E , 04
5 8 3:58564086647(
7
4
)E , 04 ,3:5856408664(
7
9
)E , 04
5 9 5:57270393592(
7
0
)E , 04 ,5:57270393592(
0
7
)E , 04
5 10 2:93181245562(
3
1
)E , 03 0:000000000000000E + 00
6 1 9:512839671176(
8
5
)E , 02 ,9:512839671176(
5
8
)E , 02
6 2 1:0208633409(
91
89
)E , 02 ,1:0208633409(
89
90
)E , 02
6 3 2:191652812(
1
0
)E , 03 ,2:191652812(
0
1
)E , 03
6 4 6:4152420577(
3
1
)E , 04 ,6:4152420577(
1
3
)E , 04
6 5 2:5067105883(
8
4
)E , 04 ,2:5067105883(
4
8
)E , 04
6 6 1:2423240022(
9
7
)E , 04 ,1:2423240022(
6
9
)E , 04
6 7 7:697268215(
9
7
)E , 05 ,7:697268215(
7
9
)E , 05
6 8 5:933865104(
6
4
)E , 05 ,5:933865104(
4
6
)E , 05
6 9 5:747673862(
4
2
)E , 05 ,5:747673862(
2
4
)E , 05
6 10 7:2285933639(
9
6
)E , 05 ,7:22859336(
393
401
)E , 05
6 11 1:2670625483(
7
6
)E , 04 ,1:2670625483(
6
7
)E , 04
6 12 7:3807866015(
70
63
)E , 04 0:000000000000000E + 00
7 1 8:238052155035(
4
1
)E , 02 ,8:238052155035(
1
4
)E , 02
7 2 7:62508037150(
8
5
)E , 03 ,7:62508037150(
6
8
)E , 03
7 3 1:4070381397(
11
09
)E , 03 ,1:4070381397(
09
11
)E , 03
7 4 3:5087997949(
2
0
)E , 04 ,3:5087997949(
0
3
)E , 04
7 5 1:157840152(
2
1
)E , 04 ,1:157840152(
1
2
)E , 04
7 6 4:77711538(
61
59
)E , 05 ,4:77711538(
596
601
)E , 05
7 7 2:417372631(
9
7
)E , 05 ,2:417372631(
7
9
)E , 05
7 8 1:48025476(
20
18
)E , 05 ,1:48025476(
1
2
)E , 05
7 9 1:092721891(
3
2
)E , 05 ,1:092721891(
2
3
)E , 05
7 10 9:77103353(
5
3
)E , 06 ,9:77103353(
37
41
)E , 06
7 11 1:0763421(
9
8
)E , 05 ,1:0763421(
8
9
)E , 05
7 12 1:513085200(
5
4
)E , 05 ,1:51308520(
0
1
)E , 05
7 13 2:9255381(
701
699
)E , 05 ,2:9255381(
699
701
)E , 05
7 14 1:8546591973(
3
1
)E , 04 0:000000000000000E + 00
46 3. Eindimensionale numerische Integration
Restgliedfaktoren der Gau-Legendre-Formeln (Forts.)
M r r! [P
r
] r! [N
r
]
8 1 7:26547519371(
11
08
)E , 02 ,7:26547519371(
08
11
)E , 02
8 2 5:9147750865(
81
77
)E , 03 ,5:9147750865(
78
80
)E , 03
8 3 9:5787033421(
3
0
)E , 04 ,9:5787033421(
0
3
)E , 04
8 4 2:0842646798(
3
1
)E , 04 ,2:0842646798(
0
3
)E , 04
8 5 5:969542487(
8
6
)E , 05 ,5:969542487(
6
8
)E , 05
8 6 2:119450374(
9
7
)E , 05 ,2:119450374(
7
9
)E , 05
8 7 9:13119978(
9
7
)E , 06 ,9:13119978(
7
9
)E , 06
8 8 4:6914810(
10
08
)E , 06 ,4:6914810(
08
10
)E , 06
8 9 2:84869914(
9
7
)E , 06 ,2:84869914(
7
9
)E , 06
8 10 2:03693234(
8
6
)E , 06 ,2:03693234(
6
8
)E , 06
8 11 1:718980(
3
1
)E , 06 ,1:718980(
1
3
)E , 06
8 12 1:72815254(
8
6
)E , 06 ,1:72815254(
6
8
)E , 06
8 13 2:1105611(
1
0
)E , 06 ,2:1105611(
0
1
)E , 06
8 14 3:253173196(
3
0
)E , 06 ,3:25317319(
5
7
)E , 06
8 15 6:8294665(
81
79
)E , 06 ,6:8294665(
79
81
)E , 06
8 16 4:654830926(
7
5
)E , 05 0:000000000000000E + 00
9 1 6:498745348793(
8
6
)E , 02 ,6:498745348793(
6
8
)E , 02
9 2 4:72312020667(
8
2
)E , 03 ,4:72312020667(
3
7
)E , 03
9 3 6:8185108495(
5
3
)E , 04 ,6:8185108495(
3
5
)E , 04
9 4 1:3172995041(
4
1
)E , 04 ,1:317299504(
1
2
)E , 04
9 5 3:33831851(
41
38
)E , 05 ,3:33831851(
38
41
)E , 05
9 6 1:04282(
5
4
)E , 05 ,1:04282447(
88
90
)E , 05
9 7 3:926616(
60
55
)E , 06 ,3:926616E(
55
60
)E , 06
9 8 1:7477208(
3
2
)E , 06 ,1:7477208(
2
3
)E , 06
9 9 9:0898058(
4
0
)E , 07 ,9:0898058(
0
4
)E , 07
9 10 5:4843309(
4
1
)E , 07 ,5:4843(
29
31
)E , 07
9 11 3:826695(
5
4
)E , 07 ,3:826695(
4
5
)E , 07
9 12 3:090481(
2
0
)E , 07 ,3:0904811(
5
9
)E , 07
9 13 2:904707(
1
0
)E , 07 ,2:904707(
0
1
)E , 07
9 14 3:214531(
6
4
)E , 07 ,3:21453(
1
2
)E , 07
9 15 4:280204(
4
1
)E , 07 ,4:280204(
1
4
)E , 07
9 16 7:13372165(
5
3
)E , 07 ,7:1337216(
4
7
)E , 07
9 17 1:6076081(
5
3
)E , 06 ,1:6076081(
3
5
)E , 06
9 18 1:16731054(
3
1
)E , 05 0:000000000000000E + 00
3.4. Quadraturfehler 47
Restgliedfaktoren der Gau-Legendre-Formeln (Forts.)
M r r! [P
r
] r! [N
r
]
10 1 5:878635205337(
4
2
)E , 02 ,5:878635205337(
2
4
)E , 02
10 2 3:85926976046(
5
0
)E , 03 ,3:85926976046(
1
4
)E , 03
10 3 5:0274739573(
4
1
)E , 04 ,5:0274739573(
1
4
)E , 04
10 4 8:73914888(
90
87
)E , 05 ,8:73914888(
87
91
)E , 05
10 5 1:98795273(
8
6
)E , 05 ,1:98795273(
6
8
)E , 05
10 6 5:55227032(
8
5
)E , 06 ,5:55227032(
5
7
)E , 06
10 7 1:86083533(
4
2
)E , 06 ,1:86083533(
2
4
)E , 06
10 8 7:3292574(
7
4
)E , 07 ,7:3292574(
4
7
)E , 07
10 9 3:3489199(
8
6
)E , 07 ,3:3489199(
6
8
)E , 07
10 10 1:75900(
50
48
)E , 07 ,1:759004(
89
91
)E , 07
10 11 1:056043(
7
6
)E , 07 ,1:056043(
6
7
)E , 07
10 12 7:22688(
95
89
)E , 08 ,7:226889(
2
4
)E , 08
10 13 5:63804(
3
2
)E , 08 ,5:63804(
2
3
)E , 08
10 14 5:030959(
3
1
)E , 08 ,5:0309(
58
60
)E , 08
10 15 5:1726(
41
39
)E , 08 ,5:1726(
39
41
)E , 08
10 16 6:20952(
9
7
)E , 08 ,6:209527(
85
95
)E , 08
10 17 8:904119(
7
5
)E , 08 ,8:904119(
5
7
)E , 08
10 18 1:58824075(
9
6
)E , 07 ,1:588240(
7
8
)E , 07
10 19 3:808900(
12
08
)E , 07 ,3:808900(
08
12
)E , 07
10 20 2:92559033(
2
0
)E , 06 0:000000000000000E + 00
Bemerkung 3.4.2 F

ur 108 Kernfunktionen ben

otigt die Berechnung der obigen Feh-
lerkonstanten auf der Maschine Sun 5/110 circa 29.89 CPU Sekunden, wenn in dem
Intervall-Newton-Schritt die Mittelwertform (2.21) eingesetzt wird. Ohne diesen Einsatz
wird die Rechenleistung um das 4-fache langsamer. Die Ezienz steht f

ur die Bestimmung
der Fehlerkonstanten zwar nicht im Vordergrund, dennoch erweist die Recheneektivt

at,
da mit dem Ansatz aus der Verikationsnumerik diese m

uhsame Aufgabe recht wirkungs-
voll gel

ost werden kann.
48 3. Eindimensionale numerische Integration
Tabelle 3.3: Vergleich der Restgliedfaktoren r!
R
1
 1
K
+
r
der Gau-Legendre-Formeln
r! [P
r
]
M r Verikation
Stroud & Secrest
Storck [144]
( Lether [101] )
2 1 2:5598306414370(
8
7
)E , 01 2:560E , 01
2 2 8:112906564241(
82
78
)E , 02 8:115E , 02
2 3 5:754991027012(
6
4
)E , 02 ( 5:76E , 02 )
2 4 1:7777777777777(
9
7
)E , 01 1:778E , 01
3 1 1:78669008626(
500
498
)E , 01 1:787E , 01
3 2 3:74355436143(
32
29
)E , 02 3:744E , 02
3 4 1:09059248140(
40
39
)E , 02 1:091E , 02
3 5 1:17473328183(
8
6
)E , 02 ( 1:18E , 02 )
3 6 4:571428571428(
7
5
)E , 02 4:571E , 02
4 1 1:3799698495825(
8
7
)E , 01 1:380E , 01
4 2 2:185660935053(
2
0
)E , 02 2:186E , 02
4 4 3:23380262898(
8
7
)E , 03 3:235E , 03
4 7 2:50538225491(
3
2
)E , 03 ( 2:51E , 03 )
4 8 1:160997732426(
4
2
)E , 02 1:161E , 02
5 1 1:125829506307(
1
0
)E , 01 1:126E , 01
5 2 1:43896206101(
2
0
)E , 02 1:439E , 02
5 4 1:31743000686(
5
3
)E , 03 1:318E , 03
5 8 3:58564086647(
7
4
)E , 04 3:586E , 04
5 9 5:57270393592(
7
0
)E , 04 ( 5:57E , 04 )
5 10 2:93181245562(
3
1
)E , 03 2:932E , 03
6 1 9:512839671176(
8
5
)E , 02 9:515E , 02
6 2 1:0208633409(
91
89
)E , 02 1:021E , 02 1:02086(
5
3
)E , 02
6 4 6:4152420577(
3
1
)E , 04 6:420E , 04 6:41(
7
5
)E , 04
6 6 1:2423240022(
9
7
)E , 04 1:(
3
2
)E , 04
6 8 5:933865104(
6
4
)E , 05 5:935E , 05
6 11 1:2670625483(
7
6
)E , 04 ( 1:27E , 04 )
6 12 7:3807866015(
70
63
)E , 04 7:381E , 04
Bemerkung 3.4.3 In [101] hat Lether bewiesen, da f

ur r = 2M,1 die Kernfunktionen
K
r
(t) der Gau-Legendre-Formeln nur eine einzige Nullstelle t = 0 in (,1; 1) besitzen.
Daher l

at sich kK
r
k
1
, r=2M-1, direkt berechnen.
3.4. Quadraturfehler 49
Vergleich der Restgliedfaktoren der Gauss-Legendre-Formeln (Forts.)
r! [P
r
]
M r Verikation
Stroud & Secrest
Storck [144]
( Lether [101] )
7 1 8:238052155035(
4
1
)E , 02 8:240E , 02
7 2 7:62508037150(
8
5
)E , 03 7:625E , 03
7 4 3:5087997949(
2
0
)E , 04 3:508E , 04
7 8 1:48025476(
20
18
)E , 05 1:480E , 05
7 13 2:9255381(
701
699
)E , 05 ( 2:93E , 05 )
7 14 1:8546591973(
3
1
)E , 04 1:855E , 04
8 1 7:26547519371(
11
08
)E , 02 7:265E , 02
8 2 5:9147750865(
81
77
)E , 03 5:915E , 03 5:914775086(
8
5
)E , 03
8 4 2:0842646798(
3
1
)E , 04 2:085E , 04 2:0842(
8
6
)E , 04
8 6 2:119450374(
9
7
)E , 05 2:(
3
1
)E , 05
8 8 4:6914810(
10
08
)E , 06 4:693E , 06
8 15 6:8294665(
81
79
)E , 06 ( 6:80E , 06 )
8 16 4:654830926(
7
5
)E , 05 4:655E , 05
9 1 6:498745348793(
8
6
)E , 02 6:500E , 02
9 2 4:72312020667(
8
2
)E , 03 4:723E , 03
9 4 1:3172995041(
4
1
)E , 04 1:317E , 04
9 8 1:7477208(
3
2
)E , 06 1:746E , 06
9 16 7:13372165(
5
3
)E , 07 7:130E , 07
9 17 1:6076081(
5
3
)E , 06 ( 1:61E , 06 )
9 18 1:16731054(
3
1
)E , 05 1:167E , 05
10 1 5:878635205337(
4
2
)E , 02 5:880E , 02
10 2 3:85926976046(
5
0
)E , 03 3:860E , 03 3:859(
4
2
)E , 03
10 4 8:73914888(
90
87
)E , 05 8:705E , 05 8:(
9
7
)E , 05
10 6 5:55227032(
8
5
)E , 06 (
6:8
5:5
)E , 06
10 8 7:3292574(
7
4
)E , 07 7:330E , 07
10 16 6:20952(
9
7
)E , 08 6:215E , 08
10 19 3:808900(
12
08
)E , 07 ( 3:81E , 07 )
10 20 2:92559033(
2
0
)E , 06 2:926E , 06
Bemerkung 3.4.4 F

ur 1  r < d + 1 gilt stets kK
r
k
1
= 2P
r
. Da f

ur Gau-Legendre-
Formeln K
d+1
positiv ist, gilt kK
d+1
k
1
= P
d+1
. Stroud und Secrest [147] haben r! kK
r
k
1
berechnet.
50 3. Eindimensionale numerische Integration
Tabelle 3.4: Restgliedfaktoren r!
R
1
 1
K
+
r
und r!
R
1
 1
K
 
r
der Clenshaw-Curtis-Formeln
M r r! [P
r
] r! [N
r
]
4 1 2:067901234567(
91
89
)E , 01 ,2:067901234567(
89
91
)E , 01
4 2 5:304069501600(
5
3
)E , 02 ,5:304069501600(
3
5
)E , 02
4 3 2:983539094650(
3
1
)E , 02 ,2:983539094650(
1
3
)E , 02
4 4 6:84008196582(
504
496
)E , 02 ,1:734152991583(
2
3
)E , 03
5 1 1:5496873619571(
5
4
)E , 01 ,1:5496873619571(
4
5
)E , 01
5 2 2:846674953941(
9
6
)E , 02 ,2:846674953941(
7
8
)E , 02
5 3 1:093620989454(
9
7
)E , 02 ,1:093620989454(
7
9
)E , 02
5 4 6:30018223588(
82
78
)E , 03 ,6:3001822358(
87
89
)E , 03
5 5 5:81066503674(
4
2
)E , 03 ,5:81066503674(
2
4
)E , 03
5 6 1:912748923633(
5
4
)E , 02 ,7:98701887155(
89
92
)E , 05
6 1 1:240629401369(
9
7
)E , 01 ,1:240629401369(
7
9
)E , 01
6 2 1:77329139838(
1
0
)E , 02 ,1:77329139838(
0
1
)E , 02
6 3 5:1376007135(
91
88
)E , 03 ,5:1376007135(
88
91
)E , 03
6 4 2:08803109031(
3
1
)E , 03 ,2:08803109031(
1
3
)E , 03
6 5 1:20616921636(
6
4
)E , 03 ,1:20616921636(
4
6
)E , 03
6 6 2:40365781924(
8
6
)E , 03 ,2:270543829(
3
6
)E , 05
7 1 1:032498143996(
4
3
)E , 01 ,1:032498143996(
3
4
)E , 01
7 2 1:21350444789(
3
2
)E , 02 ,1:21350444789(
2
3
)E , 02
7 3 2:860324310(
900
898
)E , 03 ,2:860324310(
898
900
)E , 03
7 4 9:2413622546(
7
5
)E , 04 ,9:2413622546(
4
7
)E , 04
7 5 4:0196109422(
7
5
)E , 04 ,4:0196109422(
5
7
)E , 04
7 6 2:2736592671(
4
2
)E , 04 ,2:2736592671(
2
4
)E , 04
7 7 1:766177611(
80
78
)E , 04 ,1:766177611(
78
80
)E , 04
7 8 7:93702114965(
8
0
)E , 04 ,5:132131450572(
2
4
)E , 08
8 1 8:844221753772(
6
2
)E , 02 ,8:844221753772(
2
6
)E , 02
8 2 8:83408561898(
7
3
)E , 03 ,8:83408561898(
3
7
)E , 03
8 3 1:760461607(
30
28
)E , 03 ,1:760461607(
28
30
)E , 03
8 4 4:75573543(
601
598
)E , 04 ,4:75573543(
598
601
)E , 04
8 5 1:7085796017(
6
3
)E , 04 ,1:7085796017(
3
6
)E , 04
8 6 7:824840341(
8
6
)E , 05 ,7:824840341(
6
8
)E , 05
8 7 5:037383811(
5
3
)E , 05 ,5:037383811(
3
5
)E , 05
8 8 1:9841511680(
3
1
)E , 04 ,2:418388871452(
6
8
)E , 09
3.4. Quadraturfehler 51
Restgliedfaktoren der Clenshaw-Curtis-Formeln (Forts.)
M r r! [P
r
] r! [N
r
]
9 1 7:73315230513(
81
78
)E , 02 ,7:73315230513(
78
81
)E , 02
9 2 6:7240498247(
62
59
)E , 03 ,6:7240498247(
59
61
)E , 03
9 3 1:16326354702(
8
6
)E , 03 ,1:16326354702(
6
8
)E , 03
9 4 2:7094985515(
9
7
)E , 04 ,2:709498551(
57
60
)E , 04
9 5 8:331816916(
8
6
)E , 05 ,8:331816916(
6
8
)E , 05
9 6 3:20083498(
90
88
)E , 05 ,3:200834988(
87
92
)E , 05
9 7 1:526665430(
8
6
)E , 05 ,1:526665430(
6
8
)E , 05
9 8 9:642888888(
5
1
)E , 06 ,9:64288888(
79
88
)E , 06
9 9 1:341969299(
8
7
)E , 05 ,1:341969299(
7
8
)E , 05
9 10 7:215010731(
82
75
)E , 05 ,3:51678290921(
68
71
)E , 11
10 1 6:87077103753(
71
67
)E , 02 ,6:87077103753(
67
71
)E , 02
10 2 5:29115936615(
6
1
)E , 03 ,5:29115936615(
1
5
)E , 03
10 3 8:0934542827(
8
4
)E , 04 ,8:0934542827(
4
8
)E , 04
10 4 1:659061048(
7
6
)E , 04 ,1:659061048(
6
7
)E , 04
10 5 4:469057064(
4
1
)E , 05 ,4:469057064(
1
4
)E , 05
10 6 1:49071518(
6
4
)E , 05 ,1:49071518(
4
6
)E , 05
10 7 6:08543835(
4
2
)E , 06 ,6:08543835(
2
4
)E , 06
10 8 3:30890720(
4
1
)E , 06 ,3:30890720(
2
4
)E , 06
10 9 3:44630893(
7
5
)E , 06 ,3:44630893(
5
7
)E , 06
10 10 2:2546899(
701
699
)E , 05 ,2:15281260569(
29
31
)E , 12
11 1 6:18116236166(
6
5
)E , 02 ,6:18116236166(
5
6
)E , 02
11 2 4:27347094122(
7
1
)E , 03 ,4:27347094122(
2
6
)E , 03
11 3 5:8620633896(
9
6
)E , 04 ,5:8620633896(
6
9
)E , 04
11 4 1:074143057(
7
6
)E , 04 ,1:074143057(
6
7
)E , 04
11 5 2:579109676(
7
4
)E , 05 ,2:579109676(
4
7
)E , 05
11 6 7:62618029(
7
4
)E , 06 ,7:62618029(
5
7
)E , 06
11 7 2:72460158(
8
6
)E , 06 ,2:72460158(
6
8
)E , 06
11 8 1:17242353(
3
1
)E , 06 ,1:17242353(
1
3
)E , 06
11 9 6:7248045(
9
6
)E , 07 ,6:7248045(
6
9
)E , 07
11 10 7:46062208(
3
1
)E , 07 ,7:4606220(
78
87
)E , 07
11 11 1:2503329(
7
6
)E , 06 ,1:2503329(
6
7
)E , 06
11 12 8:67188369(
36
28
)E , 06 ,2:1393218558(
29
31
)E , 14
52 3. Eindimensionale numerische Integration
Restgliedfaktoren der Clenshaw-Curtis-Formeln (Forts.)
M r r! [P
r
] r! [N
r
]
12 1 5:61759919979(
5
3
)E , 02 ,5:61759919979(
3
5
)E , 02
12 2 3:5241778131(
3
2
)E , 03 ,3:5241778131(
2
3
)E , 03
12 3 4:383179339(
70
66
)E , 04 ,4:383179339(
66
70
)E , 04
12 4 7:26445130(
82
78
)E , 05 ,7:26445130(
78
82
)E , 05
12 5 1:57422192(
5
3
)E , 05 ,1:57422192(
3
5
)E , 05
12 6 4:18405576(
9
6
)E , 06 ,4:18405576(
6
9
)E , 06
12 7 1:33531478(
2
0
)E , 06 ,1:33531478(
0
2
)E , 06
12 8 5:0713701(
3
0
)E , 07 ,5:0713701(
0
3
)E , 07
12 9 2:4998699(
2
0
)E , 07 ,2:4998699(
0
2
)E , 07
12 10 2:016975(
4
3
)E , 07 ,2:016975(
3
4
)E , 07
12 11 4:5774853(
4
0
)E , 07 ,4:5774853(
0
4
)E , 07
12 12 3:03515928(
8
6
)E , 06 ,1:5309505475(
798
800
)E , 15
13 1 5:148167635817(
4
0
)E , 02 ,5:148167635817(
0
4
)E , 02
13 2 2:9564684646(
1
0
)E , 03 ,2:95646846460(
4
8
)E , 03
13 3 3:364147284(
21
18
)E , 04 ,3:364147284(
18
21
)E , 04
13 4 5:09175374(
40
37
)E , 05 ,5:09175374(
37
40
)E , 05
13 5 1:00619993(
5
4
)E , 05 ,1:00619993(
4
5
)E , 05
13 6 2:4325726(
42
39
)E , 06 ,2:4325726(
39
41
)E , 06
13 7 7:0374032(
8
5
)E , 07 ,7:0374032(
5
8
)E , 07
13 8 2:3956997(
3
1
)E , 07 ,2:3956997(
1
3
)E , 07
13 9 9:735972(
7
5
)E , 08 ,9:735972(
5
7
)E , 08
13 10 5:337373(
5
3
)E , 08 ,5:337373(
3
5
)E , 08
13 11 5:576316(
9
6
)E , 08 ,5:576316(
6
9
)E , 08
13 12 7:6441745(
5
2
)E , 08 ,7:644174(
48
58
)E , 08
13 13 1:735909(
4
2
)E , 07 ,1:735909(
2
4
)E , 07
13 14 1:21406371(
5
3
)E , 06 ,1:10405171463(
0
1
)E , 17
3.4. Quadraturfehler 53
Restgliedfaktoren der Clenshaw-Curtis-Formeln (Forts.)
M r r! [P
r
] r! [N
r
]
14 1 4:75124380654(
4
2
)E , 02 ,4:75124380654(
2
4
)E , 02
14 2 2:5159097293(
3
1
)E , 03 ,2:5159097293(
1
3
)E , 03
14 3 2:638644472(
9
7
)E , 04 ,2:638644472(
7
9
)E , 04
14 4 3:675607711(
6
2
)E , 05 ,3:67560771(
1
2
)E , 05
14 5 6:67708337(
4
1
)E , 07 ,6:67708337(
1
4
)E , 07
14 6 1:4806845(
6
5
)E , 06 ,1:4806845(
5
6
)E , 06
14 7 3:9172373(
4
1
)E , 07 ,3:9172373(
1
4
)E , 07
14 8 1:212006(
1
0
)E , 07 ,1:212006(
0
1
)E , 07
14 9 4:40626(
3
2
)E , 08 ,4:40626(
2
3
)E , 08
14 10 2:0672(
10
08
)E , 08 ,2:0672(
08
10
)E , 08
14 11 1:6140(
8
6
)E , 08 ,1:6140(
6
8
)E , 08
14 12 2:9444506(
9
6
)E , 08 ,2:94445(
0
1
)E , 08
14 13 6:2100(
20
16
)E , 08 ,6:2100(
16
20
)E , 08
14 14 4:5527389(
4
2
)E , 07 ,8:76886953428(
6
8
)E , 19
15 1 4:41114009942(
3
2
)E , 02 ,4:41114009942(
2
3
)E , 02
15 2 2:1671480669(
1
0
)E , 03 ,2:1671480669(
0
1
)E , 03
15 3 2:108056786(
8
7
)E , 04 ,2:108056786(
7
8
)E , 04
15 4 2:72048522(
30
28
)E , 05 ,2:7204852(
28
30
)E , 05
15 5 4:5746053(
60
56
)E , 06 ,4:5746053(
56
60
)E , 06
15 6 9:3765762(
5
1
)E , 07 ,9:3765762(
2
5
)E , 07
15 7 2:2892914(
9
6
)E , 07 ,2:2892914(
6
9
)E , 07
15 8 6:51910(
92
89
)E , 08 ,6:51910(
89
92
)E , 08
15 9 2:153(
901
899
)E , 08 ,2:153(
899
901
)E , 08
15 10 8:5389(
9
6
)E , 09 ,8:5389(
6
9
)E , 09
15 11 4:968(
4
2
)E , 09 ,4:968(
2
4
)E , 09
15 12 5:01(
400
398
)E , 09 ,5:01398(
7
9
)E , 09
15 13 6:2(
400
398
)E , 09 ,6:2(
398
400
)E , 09
15 14 1:100594(
9
7
)E , 08 ,1:10059(
4
5
)E , 08
15 15 2:4989(
9
8
)E , 08 ,2:4989(
8
9
)E , 08
15 16 1:874657(
3
1
)E , 07 ,4:79189873164(
6
7
)E , 21
54 3. Eindimensionale numerische Integration
Restgliedfaktoren der Clenshaw-Curtis-Formeln (Forts.)
M r r! [P
r
] r! [N
r
]
16 1 4:11652382586(
3
1
)E , 02 ,4:11652382586(
1
3
)E , 02
16 2 1:8862879340(
3
1
)E , 03 ,1:8862879340(
1
2
)E , 03
16 3 1:710917815(
4
3
)E , 04 ,1:710917815(
3
4
)E , 04
16 4 2:05691967(
6
4
)E , 05 ,2:05691967(
4
6
)E , 05
16 5 3:21986441(
5
1
)E , 06 ,3:21986441(
1
5
)E , 06
16 6 6:1358083(
8
3
)E , 07 ,6:1358083(
4
7
)E , 07
16 7 1:390393(
6
5
)E , 07 ,1:390393(
6
5
)E , 07
16 8 3:662990(
5
0
)E , 08 ,3:662990(
0
5
)E , 08
16 9 1:11071(
2
0
)E , 08 ,1:11071(
0
2
)E , 08
16 10 3:936(
21
18
)E , 09 ,3:936(
18
22
)E , 09
16 11 1:892(
5
3
)E , 09 ,1:892(
5
3
)E , 09
16 12 1:585(
5
3
)E , 09 ,1:585(
3
5
)E , 09
16 13 2:42(
11
08
)E , 09 ,2:42(
08
11
)E , 09
16 14 4:0198(
80
78
)E , 09 ,4:0198(
9
7)E , 09
16 15 9:600(
62
51
)E , 09 ,9:600(
51
62
)E , 09
16 16 7:364724(
8
6
)E , 08 ,4:10102797828(
2
4
)E , 22
17 1 3:85880162882(
23
18
)E , 02 ,3:85880162882(
18
23
)E , 02
17 2 1:6567686868(
6
5
)E , 03 ,1:6567686868(
5
6
)E , 03
17 3 1:407745855(
1
0
)E , 04 ,1:407745855(
0
1
)E , 04
17 4 1:5842603(
10
09
)E , 05 ,1:5842603(
09
10
)E , 05
17 5 2:32020706(
3
0
)E , 06 ,2:32020706(
0
3
)E , 06
17 6 4:1326920(
8
5
)E , 07 ,4:1326920(
5
8
)E , 07
17 7 8:74528(
62
59
)E , 08 ,8:74528(
59
62
)E , 08
17 8 2:14911(
4
2
)E , 08 ,2:14911(
2
4
)E , 08
17 9 6:0646(
4
1
)E , 09 ,6:0646(
1
4
)E , 09
17 10 1:97(
70
69
)E , 09 ,1:97(
69
70
)E , 09
17 11 8:06(
9
7
)E , 10 ,8:06(
7
9
)E , 10
17 12 5:4(
20
18
)E , 10 ,5:4(
18
20
)E , 10
17 13 5:1(
84
79
)E , 10 ,5:1(
79
84
)E , 10
17 14 6:038(
8
2
)E , 10 ,6:038(
3
8
)E , 10
17 15 8:96(
6
1
)E , 10 ,8:96(
1
6
)E , 10
17 16 1:6032(
5
4
)E , 09 ,1:603(
2
3
)E , 09
17 17 3:935(
3
0
)E , 09 ,3:935(
0
3
)E , 09
17 18 3:100936(
8
6
)E , 08 ,1:75507719079(
5
6
)E , 24
3.4. Quadraturfehler 55
Restgliedfaktoren der Clenshaw-Curtis-Formeln (Forts.)
M r r! [P
r
] r! [N
r
]
18 1 3:63147449119(
2
1
)E , 02 ,3:63147449119(
1
2
)E , 02
18 2 1:466776752(
41
39
)E , 03 ,1:466776752(
39
41
)E , 03
18 3 1:17225971(
21
19
)E , 04 ,1:17225971(
19
21
)E , 04
18 4 1:24007833(
1
0
)E , 05 ,1:24007833(
0
1
)E , 05
18 5 1:706356(
60
59
)E , 06 ,1:706356(
59
60
)E , 06
18 6 2:853157(
7
5
)E , 07 ,2:853157(
58
62
)E , 07
18 7 5:66197(
4
3
)E , 08 ,5:66197(
3
4
)E , 08
18 8 1:30242(
9
7
)E , 08 ,1:30242(
7
9
)E , 08
18 9 3:425(
6
4
)E , 09 ,3:425(
4
6
)E , 09
18 10 1:026(
4
2
)E , 09 ,1:02(
6
7
)E , 09
18 11 3:65(
6
5
)E , 10 ,3:6(
5
6
)E , 10
18 12 1:9(
80
78
)E , 10 ,1:9(
78
81
)E , 10
18 13 1:(
9
7
)E , 10 ,1:(
7
9
)E , 10
18 14 2:3(
3
1
)E , 10 ,2:3(
19
21
)E , 10
18 15 3:3(
4
2
)E , 10 ,3:3(
2
4
)E , 10
18 16 6:2377(
8
1
)E , 10 ,6:2377(
1
9
)E , 10
18 17 1:5(
60
58
)E , 09 ,1:56(
58
60
)E , 09
18 18 1:25975(
6
5
)E , 08 ,1:588861019(
099
101
)E , 25
19 1 3:42944585198(
1
0
)E , 02 ,3:42944585198(
0
1
)E , 02
19 2 1:3077248002(
9
8
)E , 03 ,1:3077248002(
8
9
)E , 03
19 3 9:8656497(
101
095
)E , 05 ,9:8656497(
095
101
)E , 05
19 4 9:8462759(
83
79
)E , 06 ,9:8462759(
78
84
)E , 06
19 5 1:2777754(
6
5
)E , 06 ,1:2777754(
5
6
)E , 06
19 6 2:013688(
2
1
)E , 07 ,2:013688(
1
2
)E , 07
19 7 3:76401(
6
5
)E , 08 ,3:76401(
5
6
)E , 08
19 8 8:150(
210
196
)E , 09 ,8:150(
19
22
)E , 09
19 9 2:016(
8
6
)E , 09 ,2:016(
6
8
)E , 09
19 10 5:6(
80
77
)E , 10 ,5:6(
77
80
)E , 10
56 3. Eindimensionale numerische Integration
Restgliedfaktoren der Clenshaw-Curtis-Formeln (Forts.)
M r r! [P
r
] r! [N
r
]
19 11 1:8(
8
7
)E , 10 ,1:8(
7
8
)E , 10
19 12 8:5(
9
3
)E , 11 ,8:5(
4
8
)E , 11
19 13 (
9:6
6:1
)E , 11 ,(
6:1
9:6
)E , 11
19 14 5:9(
8
2
)E , 11 ,(
5:8
6:1
)E , 11
19 15 (
7:1
6:5
)E , 11 ,(
6:5
7:1
)E , 11
19 16 8:(
61
52
)E , 11 ,8:5(
5
8
)E , 11
19 17 1:(
4
3
)E , 10 ,1:(
3
4
)E , 10
19 18 2:531(
4
2
)E , 10 ,2:53(
0
2
)E , 10
19 19 6:5(
5
2
)E , 10 ,6:5(
2
5
)E , 10
19 20 5:3989(
8
3
)E , 09 ,5:46537151922(
6
9
)E , 28
20 1 3:24872614871(
7
6
)E , 02 ,3:24872614871(
6
7
)E , 02
20 2 1:173232529(
41
39
)E , 03 ,1:173232529(
39
40
)E , 03
20 3 8:38147083(
13
06
)E , 05 ,8:38147083(
06
13
)E , 05
20 4 7:9176837(
40
35
)E , 06 ,7:9176837(
34
41
)E , 06
20 5 9:7223866(
6
1
)E , 07 ,9:7223866(
1
6
)E , 07
20 6 1:448928(
5
4
)E , 07 ,1:448928(
4
5
)E , 07
20 7 2:55945(
9
7
)E , 08 ,2:55945(
7
9
)E , 08
20 8 5:2313(
4
1
)E , 09 ,5:2313(
1
4
)E , 09
20 9 1:21(
90
88
)E , 09 ,1:21(
88
90
)E , 09
20 10 3:20(
9
6
)E , 10 ,3:20(
6
9
)E , 10
20 11 9:(
8
6
)E , 11 ,9:(
6
8
)E , 11
20 12 3:(
8
6
)E , 11 ,3:(
5
8
)E , 11
20 13 2:(
8
2
)E , 11 ,2:(
2
8
)E , 11
20 14 2:(
4
0
)E , 11 ,2:(
0
4
)E , 11
20 15 (
3:5
2:4
)E , 11 ,(
2:4
3:5
)E , 11
20 16 3:2(
5
0
)E , 11 ,3:2(
0
5
)E , 11
20 17 (
6:0
5:1
)E , 11 ,(
5:1
6:0
)E , 11
20 18 1:0(
10
08
)E , 10 ,1:0(
0
2
)E , 10
20 19 2:(
70
66
)E , 10 ,2:(
66
70
)E , 10
20 20 2:2495(
8
5
)E , 09 ,5:16954808982(
6
8
)E , 29
3.4. Quadraturfehler 57
Tabelle 3.5: Vergleich der Restgliedfaktoren r!
R
1
 1
jK
r
j der Clenshaw-Curtis-Formeln
(d+ 1)!  kK
d+1
k
1
M d Bra/F

orster Verikation
4 3 7:017543859649122E , 02 7:013497264983(
37
28
)E , 02
5 5 1:923809523809524E , 02 1:92073594250(
51
49
)E , 02
6 5 2:426739926739926E , 03 2:4263632575(
43
39
)E , 03
7 7 8:015873015873014E , 04 7:937534362(
803
795
)E , 04
8 7 2:003968253968254E , 04 1:984175351(
91
89
)E , 04
9 9 7:215014430014429E , 05 7:215014248(
60
54
)E , 05
10 9 2:254692009379510E , 05 2:254690185(
4
1
)E , 05
11 11 8:671892343767343E , 06 8:67188371(
50
42
)E , 06
12 11 3:035162320318570E , 06 3:03515928(
9
7
)E , 06
13 13 1:214064928127428E , 06 1:21406371(
5
3
)E , 06
14 13 4:552743480477855E , 07 4:5527389(
4
2
)E , 07
15 15 1:874659080196764E , 07 1:874657(
3
1
)E , 07
16 15 7:364732100773001E , 08 7:364724(
8
6
)E , 08
17 17 3:100939831904421E , 08 3:100936(
8
6
)E , 08
18 17 1:259756806711171E , 08 1:25975(
6
5
)E , 08
19 19 5:398957743047877E , 09 5:3989(
8
3
)E , 09
20 19 2:249565726269948E , 09 2:2495(
8
5
)E , 09
Bemerkung 3.4.5 Im allgemeinen liefern die von Bra/F

orster [28] f

ur die Fehler-
konstanten der Clenshaw-Curtis-Formeln angegebenen Absch

atzungsformeln relativ gute
Oberschranken.
Kapitel 4
Mehrdimensionale numerische
Integration
W

ahrend es im Eindimensionalen bis auf ane Abbildungen nur einen kompakten und
zusammenh

angenden Bereich gibt, existieren im Mehrdimensionalen eine groe Zahl von
kompakten und zusammenh

angenden Gebieten, die sich unter anen Abbildungen nicht
ineinander

uberf

uhren lassen. Z. B. gibt es im Zweidimensionalen das Quadrat, den Kreis
und das Dreieck usw., f

ur welche die Kubaturformeln einzeln konstruiert werden m

ussen.
Wegen dieser Vielf

altigkeit ist die numerische Integration im Mehrdimensionalen viel kom-
plizierter als im Eindimensionalen. Um die Diskussion zu vereinfachen, wird im folgenden
nur die zweidimensionale numerische Integration betrachtet.
4.1 Integration durch Transformation
F

ur die Integrationsbereiche, die an

ahnlich sind, k

onnen die Integrale

uber solchen Be-
reichen mit Hilfe von anen Transformationen aus Integralen

uber einfacheren Bereichen
erhalten werden. Dies gilt z. B. f

ur Rechteck und Quadrat. Es sei 


= [a; b] [c; d] und
~



= [,1; 1] [,1; 1]. Durch die Transformation T (~x; ~y) = (x; y) mit
8
>
>
<
>
>
>
:
x =
(b, a)~x + a+ b
2
;
y =
(d, c)~y + c+ d
2
,
(4.1)
wird
~



auf 


abgebildet. Umgekehrt wird das Rechteck 


durch T
 1
auf das Quadrat
~



zur

uckgef

uhrt. Das Integral einer Funktion f bzgl. der Gewichtsfunktion w

uber 


kann dann mit Hilfe der Transformation T aus dem Integral

uber
~



erhalten werden :
Z Z



w(x; y) f(x; y) dx dy =
Z Z
~



w(T (~x; ~y)) f(T (~x; ~y)) j detJ j d~x d~y ;
(4.2)
wobei J die Abbildungsmatrix von T darstellt.
4.2. Kubaturformeln 59
Der Kreis ist zwar nicht an

aquivalent zum Rechteck, jedoch l

at er sich durch nichtane
Abbildungen in ein Rechteck

uberf

uhren. Sei nun 


:= f (x; y) j x
2
+ y
2
 c
2
g ein Kreis.
Durch die Transformation
T (r; ) = (r cos ; r sin ) (4.3)
bzw.
~
T (~x; ~y) = (~x;,
p
c
2
, ~x
2
+ 2~y
p
c
2
, ~x
2
) (4.4)
wird das Rechteck [0; c]  [0; 2] bzw. [,c; c]  [0; 1] auf 


abgebildet. Das bestimmte
Integral
R R



w(x; y) f(x; y) dx dy

uber dem Kreis 


kann ebenfalls gem

a (4.2) mit
Hilfe der Transformation aus Integralen

uber Rechteckbereichen erhalten werden. Analog
lassen sich die Dreieckbereiche ebenfalls durch nichtane Transformationen in Rechtecke

uberf

uhren (vgl. [146]).
4.2 Kubaturformeln
Um f

ur zweidimensionale Funktionen f das bestimmte Integral
I(f) :=
Z Z



w(x; y) f(x; y) dx dy ; (4.5)
numerisch zu bestimmen, ist es h

aug notwendig, Kubaturformeln der Form
S(f) :=
M
X
i=1
w
i
f(x
i
; y
i
) (4.6)
mit
I(f) = S(f) + E(f)
einzusetzen. Hierbei wird vorausgesetzt, da die Gewichtsfunktion w(x; y) positiv ist und
der Ungleichung I(1) < 1 gen

ugt, alle St

utzstellen (x
i
; y
i
) der Integrationsformel (4.6)
in 


liegen und s

amtliche Gewichte w
i
reell sind. Das Funktional E wird in diesem Fall
als Kubaturfehler bezeichnet.
Die Kubaturformel S hat genau dann den Exaktheitsgrad d, in Zeichen degS := d, wenn
gilt
1. E(p) = 0, 8 p 2 IP
d
,
2. E(q) 6= 0, 9 q 2
_
IP
d+1
mit IP
d
:= Spann ( f x
i
y
j
j 0  i + j  d g ) und
_
IP
d
:= Spann ( f x
i
y
j
j i + j = d g ).
Ist deg S = d, dann gilt f

ur die Basis ff
1
; f
2
;    ; f
^
d
g von IP
d
mit
^
d = dim IP
d
=
(d+1)(d+2)
2
S(f
i
) = I(f
i
); i = 1(1)
^
d : (4.7)
Um Kubaturformeln der Form (4.6) zu konstruieren, wurden verschiedene Methoden un-
tersucht, die sich im allgemeinen in zwei Klassen unterscheiden. Die eine benutzt den
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Zusammenhang zwischen den mehrdimensionalen Orthogonalpolynomen und den Kuba-
turformeln, die andere versucht, das nichtlineare Gleichungssystem (4.7) direkt zu l

osen.
In dieser Arbeit werden die in [45] erzielten vollsymmetrischen Kubaturformeln, die durch
die L

osung des nichtlinearen Gleichungssystems (4.7) unter Ber

ucksichtigung der Kon-
sistenzbedingung konstruiert wurden, f

ur die zweidimensionale numerische Integration
verwendet. Insbesondere wurden die Fehlerkonstanten dieser vollsymmetrischen Kuba-
turformeln im Rahmen dieser Arbeit veriziert berechnet (s. Abschnitt 4.3).
4.2.1 Vollsymmetrische Kubaturformeln
Eine Kubaturformel heit unter der Abbildung ' invariant, falls der Integrationsbereich



, die Gewichtsfunktion w(x; y) und die Menge der St

utzstellen f(x
i
; y
i
)g bzgl. ' inva-
riant sind und die Gewichte zu den Knoten, welche bzgl. ' auf der gleichen Bahn liegen,
identisch sind. Es gilt n

amlich
8
>
>
<
>
>
>
:
1: '(


) = 


;
2: w(x; y) = w  '(x; y);
3: S(f) = S(f  '); 8 f:
(4.8)
Eine Kubaturformel

uber dem Quadrat bzw. Kreis heit vollsymmetrisch, falls sie D
4
-
invariant ist, wobei D
4
die Diedergruppe des regelm

aigen 4-Ecks ist (vgl. [45], S. 11). F

ur
das Dreieck ist eine Kubaturformel vollsymmetrisch, wenn (4.8) f

ur alle Permutationen
der drei Ecken gilt (vgl. [32], [45]).
Speziell f

ur den Bereich R

2
:= [,a; a]  [,c; c] bzw. C

2
:= f(x; y) j x
2
+ y
2
 r
2
g
wird eine Kubaturformel als symmetrisch bezeichnet, falls die Bedingungen in (4.8) f

ur
alle Abbildungen ' aus der Menge A
s
:= f (x; y) 7! (x;y) g gelten. Sind dar

uber
hinaus die Kubaturformeln, die bzgl. R

2
bzw. C

2
konstruiert sind, auch invariant unter
den Abbildungen ' 2 A
vs
:= f (x; y) 7! (x;y); (x; y) 7! (y;x) g, so heien sie
vollsymmetrisch.
F

ur den Fall 


= R

2
bzw. C

2
wird h

aug die Schreibweise
S(f) =
M
X
i=1
w
i
f(x
i
; y
i
) =
M
0
X
i=1
w
i
f f(x
i
;y
i
) g
f

ur symmtrische Kubaturformeln und die Schreibweise
S(f) =
M
X
i=1
w
i
f(x
i
; y
i
) =
M
0
X
i=1
w
i
f f(x
i
;y
i
) + f(y
i
;x
i
) g
f

ur vollsymmtrische Kubaturformeln verwendet, wobei die Abk

urzung f(x
i
;y
i
) durch
f(x
i
;y
i
) := f(x
i
; y
i
) + f(,x
i
; y
i
) + f(x
i
;,y
i
) + f(,x
i
;,y
i
)
deniert ist.
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4.2.2 Produktformeln
F

ur die mehrdimensionale numerische Integration bilden die Produktregeln eine weitere
wichtige Klasse von Approximationsformeln.
Sei 


:= [a; b]  [c; d]. Das Integral (4.5) kann z. B. durch Anwendung eindimensionaler
Quadraturformeln n

aherungsweise berechnet werden, falls die Gewichtsfunktion in der
Form w(x; y) = u(x)  v(y) zerlegbar ist. Ausgehend von den Quadraturformeln, die auf
die Gewichtsfunktionen u(x) und v(y)

uber [a; b] bzw. [c; d] zugeschnitten sind :
Z
b
a
u(x) g(x) dx =
M
1
X
i=1
a
i
g(x
i
) + E
x
(g) ; (4.9)
Z
d
c
v(y) h(y) dy =
M
2
X
j=1
b
j
h(y
i
) + E
y
(h) ; (4.10)
erh

alt man die folgende M
1
M
2
-punktige Produktformel

uber 


bzgl. der Gewichtsfunk-
tion w(x; y)
Z Z



w(x; y) f(x; y) dx dy =
M
1
X
i=1
M
2
X
j=1
a
i
b
j
f(x
i
; y
j
) + E(f) : (4.11)
Die Formeln (4.9), (4.10) und (4.11) k

onnen durch Anwendung der Operatorschreibweise

ubersichtlicher dargestellt werden (vgl. [104]):
I
x
(g) = S
x
(g) + E
x
(g)
I
y
(h) = S
y
(h) + E
y
(h)
I
y
I
x
(f) = S
y
S
x
(f) + E(f).
(4.12)
Nach der Denitionen von I; S und E sind diese Operatoren kommutativ. Es gilt n

amlich
f

ur O
x
2 f I
x
; S
x
; E
x
g und O
y
2 f I
y
; S
y
; E
y
g
O
x
O
y
(f) = O
y
O
x
(f) ;
wobei O
x
O
y
(f) durch O
x
(O
y
(f(x; y))) erkl

art wird.
Der Exaktheitsgrad der so konstruierten Produktformel S
y
S
x
ist gleich dem kleinsten
Exaktheitsgrad der zugrundliegenden Quadraturformeln, d. h. degS
y
S
x
= min(d
1
; d
2
),
mit deg S
x
=: d
1
und degS
y
=: d
2
(vgl. [146], S. 27).
Die Produkformeln lassen sich nicht nur f

ur Rechteckbereiche sondern auch f

ur andere
Bereiche, wie z. B. Kreis, Dreieck und Parallelogramm, konstruieren (vgl. [146], Ch. 1,
2). F

ur zweidimensionale Bereiche, die durch ane bzw. nicht ane Transformationen in
Rechteckbereiche

uberf

uhrt werden k

onnen, lassen sich die Produktformeln anwenden.
Die Approximationsfehler E der Produktformeln werden im Abschnitt 4.3 eingehend dis-
kutiert.
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4.3 Kubaturfehler
F

ur die Fehlerbetrachtung bei den Kubaturformeln werden in diesem Abschnitt zuerst die
von Nikol'skii und Stancu f

ur die Produktformeln aufgestellten Methoden diskutiert. Da-
nach wird die Kernmethode, die urspr

unglich von Peano f

ur den eindimensionalen Quadra-
turfehler hergeleitet und sp

ater von Sard auf mehrere Dimensionen verallgemeinert wurde,
betrachtet. Die Kernmethode gilt sowohl f

ur Produkt- als auch f

ur Nicht-Produktformeln.
Obwohl die Sard-Kerndarstellung f

ur die Fehlerabsch

atzung der Produktformeln weniger
g

unstig ist, wird sie dennoch zur Vervollst

andigung der Diskussion betrachtet.
Um die Eigenschaften der Sard-Kerne, die f

ur die Berechnung der Fehlerkonstante not-
wendig sind, herzuleiten, wird im Abschnitt 4.3.3 eine Diskussion durchgef

uhrt, die allge-
meiner und

ubersichtlicher ist als die Herleitung von Lether [102].
Trotz fehlender Kenntnisse

uber die Denitheit der Sard-Kerne k

onnen die Fehlerkonstan-
ten bzgl. der Sard-Kerne mit Hilfe der

Uberdeckungsmethode veriziert berechnet werden.
In dieser Arbeit wurden f

ur die eindimensionalen Sard-Kerne die Fehlerkonstanten, wie bei
den Peano-Kernen, mit Hilfe des erweiterten Intervall-Newton-Verfahrens unter Ber

uck-
sichtigung der lokalen Denitheit und der Symmetrieeigenschaft der Kernfunktionen be-
rechnet. Dar

uber hinaus wurden die Fehlerkonstanten bzgl. der zweidimensionalen Sard-
Kerne mit Hilfe des von Hansen/Neumaier verallgemeinerten Intervall-Newton-Verfahrens
bestimmt, wobei die lokale Denitheit, die Symmetrie- und die Vollsymmetrieeigenschaft
der Sard-Kerne ebenfalls beachtet wurden. Dies wird im Abschnitt 4.3.4 besprochen.
4.3.1 Der Approximationsfehler von Produktformeln
Bei Anwendung der Operatorschreibweise (4.12) gilt (vgl. [104])
I
y
I
x
(f) = I
y
(S
x
(f) + E
x
(f) ) = I
y
S
x
(f) + I
y
E
x
(f)
= S
y
S
x
(f) + E
y
S
x
(f) + I
y
E
x
(f) ,
bzw.
I
y
I
x
(f) = S
x
S
y
(f) + E
x
S
y
(f) + I
x
E
y
(f) .
Daraus folgen die auf Nikol'skii zur

uckgehenden Fehlerdarstellungen (vgl. Stroud & Se-
crest [147], Luik [104]).
Satz 4.3.1 F

ur die Approximationsfehler der Produktformeln gilt
E(f) = E
y
S
x
(f) + I
y
E
x
(f) ; (4.13)
bzw.
E(f) = E
x
S
y
(f) + I
x
E
y
(f) : (4.14)
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Ersetzt man in (4.13) S
x
durch I
x
, E
x
und in (4.14) S
y
durch I
y
, E
y
, so ergeben sich
die Fehlerdarstellungen von Stancu (vgl. [104], S. 64).
Satz 4.3.2 F

ur den Approximationsfehler der Produktformeln gilt
E(f) = E
y
I
x
(f) + I
y
E
x
(f) , E
y
E
x
(f) ; (4.15)
bzw. die Variante
E(f) = E
y
S
x
(f) + S
y
E
x
(f) + E
y
E
x
(f) : (4.16)
Gem

a der Darstellungen (4.13), (4.14), (4.15) und (4.16) lassen sich die Fehler der Pro-
duktformeln auf die Quadraturfehler der zugrundliegenden Quadraturformeln zur

uckf

uhren.
Die Nikol'skiische Methode ben

otigt nur zwei Terme zur Berechnung. Sie ist damit g

unsti-
ger als die Darstellung von Stancu. In [104], S. 65, hat Luik erw

ahnt, da f

ur Quadra-
turformeln mit negativen Gewichten die Methode von Stancu bessere Fehlerabsch

atzung
liefern kann.



x
und 


y
seien die Projektionen von 


auf die x- und y-Achse. F

ur positive Quadra-
turformeln f

uhrt die Nikol'skiische Fehlerdarstellung zu den Einschlieungsformeln (4.17)
und (4.18).
Satz 4.3.3 Sind die zugrundliegenden Quadraturformeln einer Produktregel positiv, dann
l

at sich der Kubaturfehler wie folgt absch

atzen :
E(f) 2 kS
x
k  E
y
(f(


x
; )) + E
x
(kI
y
k  f(;


y
)) ; (4.17)
bzw.
E(f) 2 kS
y
k  E
x
(f(;


y
)) + E
y
(kI
x
k  f(


x
; )) : (4.18)
Dabei mu kI
x
k bzw. kI
y
k f

ur Nicht-Rechteckgebiete keine Konstante sein.
Beweis : Da die linaren Operatoren I, S und E kommutativ sind, folgt aus (4.13)
E(f) =
M
1
X
i=1
a
i
 E
y
(f(x
i
; )) + E
x
(I
y
(f(; y)))
2
M
1
X
i=1
a
i
 E
y
(f(


x
; )) + E
x
(kI
y
k  f(;


y
))
= kS
x
k  E
y
(f(


x
; )) + E
x
(kI
y
k  f(;


y
)) .
Die letzte Gleichheit gilt wegen a
i
 0 f

ur i = 1(1)M
1
. Die Einschlieungsformel (4.18)
l

at sich auf gleiche Weise herleiten. 2
F

ur den Inklusionsschritt im obigen Beweis sei angemerkt, da die Einschlieungsfor-
mel nur f

ur die Funktionen gilt, f

ur welche die intervallm

aige Auswertung f(


x
;


y
)
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m

oglich ist. Da f

ur E
y
anstatt

uber (x
i
; [y(x
i
)]), i = 1(1)M
1
, nur die Taylorkoezienten

uber (


x
;


y
)  


zu berechnen sind, kann die Einschlieungsformel im konkreten Fall
g

unstiger sein. F

ur achsenparallele Rechtecke 


gilt (


x
;


y
) = 


und in diesem Fall
sind kI
x
k und kI
y
k Konstanten.
Ein anderer Zugang zur Darstellung der Kubaturfehler der Produktformeln ist die von
Sard erweitertete Kernmethode, die im n

achsten Abschnitt besprochen wird.
4.3.2 Sard-Kerndarstellungen und Fehlereinschlieungen
Die Peanosche Fehlerdarstellung hat Sard [133] und [134] auf die Kubaturfehler verall-
gemeinert. Die vollst

andige Theorie von Sard ist sehr umfangreich ([134], Chap. 4). Im
folgenden wird die Diskussion von Stroud [146] eingeschlagen und die Betrachtung be-
schr

ankt sich zun

achst auf die folgenden Funktionenr

aume
C
(r)
:= f f : 
! IR j f
(i;j)
2 C(
); 0  i + j  r g;
C
k;l
:= f f : 
! IR j f
(i;j)
2 C(
); 0  i  k; 0  j  l g;
wobei 
 := 

x


y
:= [a; b][c; d] ein Rechteckgebiet ist, welches den Integrationsbereich



einschliet.
Als Hilfsmittel f

ur die Diskussion werden die folgenden Treppenfunktionen eingef

uhrt (vgl.
[134]).
Denition 4.3.1
1. (x; t) :=
8
>
<
>
:
1 f

ur x  t
0 f

ur x < t
2.  (; ; ) :=
8
>
>
>
>
>
<
>
>
>
>
>
:
1 f

ur    < 
,1 f

ur    < 
0 sonst
Aus den Denitionen 4.3.1 und 3.4.1 ergeben sich unmittelbar die n

achsten Zusam-
menh

ange.
Bemerkung 4.3.1
1. (t; x) = 1 , (x; t) f

ur x 6= t
4.3. Kubaturfehler 65
2. (,x;,t) = (t; x)
3. (x, t)  (x; t) = (x, t)
+
4. (x, t)  (t; x) = (x, t)
 
5. (x, t)  (t; x) = (x, t)  (1, (x; t))
6.  (; ; ) = (; ) , (; )
Der Ausgangspunkt der Sard-Kerndarstellungen f

ur die Kubaturfehler E(f) := I(f) ,
S(f) ist wie bei den Peano-Kernen ebenfalls die Taylor-Formel der Funktion f bzgl. des
Entwicklungspunktes (a
0
; c
0
) 2 
 mitsamt der Integralrestglieder.
Kubaturfehler im Raum B
p;q
(a
0
; c
0
)
Sei (a
0
; c
0
) 2 
. F

ur p; q 2 IN und r = p + q lassen sich die Funktionen f aus C
(r)
wie
folgt entwickeln (vgl. Stroud [146] S. 145) :
f(x; y) =
X
i+j<r
(x, a
0
)
hii
 (y , c
0
)
hji
 f
(i;j)
(a
0
; c
0
)
+
X
j<q
(y , c
0
)
hji

Z
x
a
0
(x, u)
hr j 1i
 f
(r j;j)
(u; c
0
) du
+
X
i<p
(x, a
0
)
hii

Z
y
c
0
(y , v)
hr i 1i
 f
(i;r i)
(a
0
; v) dv
+
Z
x
a
0
Z
y
c
0
(x, u)
hp 1i
 (y , v)
hq 1i
 f
(p;q)
(u; v) du dv:
(4.19)
Die Taylor-Formel (4.19) gilt auch f

ur die Funktionen f , f

ur welche f
(i;j)
(a
0
; c
0
), i+ j < r,
existieren, die partiellen Ableitungen f
(r j;j)
(u; c
0
) auf [a; b], f
(i;r i)
(a
0
; v) auf [c; d] und
f
(p;q)
(u; v) auf [a; b][c; d] Riemann-integrierbar sind, mit 0  i  p,1 und 0  j  q,1,
und sich der Funktionswert f(x; y) stets wie (4.19) darstellen l

at. Die Menge solcher
Funktionen wird als B
p;q
(a
0
; c
0
) bezeichnet. Hierbei stellt B
p;q
(a
0
; c
0
) eine Obermenge von
C
(r)
dar.
Wendet man das Fehlerfunktional E = I,S auf (4.19) an, so l

at sich der Kubaturfehler
E(f), f 2 B
p;q
(a
0
; c
0
), wie folgt darstellen ([146] S. 145 f) :
Satz 4.3.4 Es seien p; q 2 IN , p+ q =: r und 2  r  d+ 1. Ist die Kubaturformel S
exakt auf IP
d
, dann gilt f

ur (a
0
; c
0
) 2 
 und f 2 B
p;q
(a
0
; c
0
)
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E(f) =
q 1
X
j=0
Z
b
a
K
r j;j
(u)  f
(r j;j)
(u; c
0
) du
+
p 1
X
i=0
Z
d
c
K
i;r i
(v)  f
(i;r i)
(a
0
; v) dv
+
Z
b
a
Z
d
c
K
p;q
(u; v)  f
(p;q)
(u; v) du dv ;
(4.20)
mit den Sard-Kernen
K
p;q
(u; v) = E

(x, u)
hp 1i
  (a
0
; u; x)  (y , v)
hq 1i
  (c
0
; v; y)

;
K
r j;j
(u) = E

(x, u)
hr j 1i
  (a
0
; u; x)  (y , c
0
)
hji

;
K
i;r i
(v) = E

(x, a
0
)
hii
 (y , v)
hr i 1i
  (c
0
; v; y)

:
(4.21)
Die Sardschen Kernfunktionen h

angen von der Kubaturformel, dem Integrationsbereich
und dem Entwicklungspunkt (a
0
; c
0
) ab. F

ur symmetrische Betrachtung erweist sich (a
0
; c
0
)
= (
a+b
2
;
c+d
2
) als g

unstig (s. Abschnitt 4.3.3).
Um den Kubaturfehler (4.20) einzuschlieen, werden wiederum die Bezeichnungen
K
+
() := max(K(); 0); K
 
() := max(,K(); 0)
(4.22)
verwendet. Es gilt K() = K
+
() , K
 
() und jK()j = K
+
() + K
 
():
Wegen K
+
; K
 
 0 l

at sich der Kubaturfehler (4.20) unter Verwendung des erweiterten
Mittelwertsatzes f

ur die ein- und mehrfache Integralrechnung wie folgt einschr

anken :
Satz 4.3.5 Sei f 2 B
p;q
(a
0
; c
0
). Unter den Bedingungen von Satz 4.3.4 gilt
E(f) 2
q 1
X
j=0

f
(r j;j)
(

x
; c
0
) 
Z


x
K
+
r j;j
(u) du , f
(r j;j)
(

x
; c
0
) 
Z


x
K
 
r j;j
(u) du

+
p 1
X
i=0
 
f
(i;r i)
(a
0
;

y
) 
Z


y
K
+
i;r i
(v) dv , f
(i;r i)
(a
0
;

y
) 
Z


y
K
 
i;r i
(v) dv
!
+ f
(p;q)
(
) 
Z


K
+
p;q
(u; v) du dv , f
(p;q)
(
) 
Z


K
 
p;q
(u; v) du dv (4.23)

q 1
X
j=0

f
(r j;j)
(
) 
Z


x
K
+
r j;j
(u) du , f
(r j;j)
(
) 
Z


x
K
 
r j;j
(u) du

+
p 1
X
i=0
 
f
(i;r i)
(
) 
Z


y
K
+
i;r i
(v) dv , f
(i;r i)
(
) 
Z


y
K
 
i;r i
(v) dv
!
(4.24)
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+ f
(p;q)
(
) 
Z


K
+
p;q
(u; v) du dv , f
(p;q)
(
) 
Z


K
 
p;q
(u; v) du dv:
Die Einschlieung (4.24) ist zwar gr

ober als (4.23), l

at sich jedoch ezienter berechnen.
Denn bei (4.24) braucht man nur die Taylorkoezienten

uber 
 zu berechnen, w

ahrend
in (4.23) die Taylorkoezienten

uber 

x
 [c
0
], [a
0
]  

y
und 
 zu bestimmen sind. Im
konkreten kann damit bei Verwendung von (4.24) das Verfahren schneller zu Ziel f

uhren
als bei Verwendung von (4.23).
Die Fehlerdarstellung in Satz 4.3.4 sowie die Fehlereinschlieung in Satz 4.3.5 gelten so-
wohl f

ur Rechteck- als auch f

ur Nicht-Rechteckgebiete. Ist der Integrationsbereich 


ein
Rechteck, dann soll 
 gleich 


gew

ahlt werden. Ist hingegen 


ein Kreis, dann ist es
zweckm

aig, 
 und (a
0
; c
0
) so zu w

ahlen, da 
 den Kreis 


einschreibt und der Ent-
wicklungspunkt gleich dem Mittelpunkt des Kreises ist, d. h. (a
0
; c
0
) = (
a+b
2
;
c+d
2
). Ferner,
f

ur das Dreieck T

2
= f(x; y) j x  0; y  0; x + y  1g, sollten 
 = [0; 1]  [0; 1]
und (a
0
; c
0
) = (0; 0) gesetzt werden. Denn mit diesen Entwicklungspunkten verschwindet
K
p;q
(u; v) identisch auf 
n


(vgl. Stroud [146], S. 169f).
Kubaturfehler im Raum B
dk;le
(a
0
; c
0
)
Sei IP
d
1
;d
2
:= Spann ( f x
i
y
j
j 0  i  d
1
; 0  j  d
2
g ). Die betrachtete Kubaturformel
S erf

ulle E(f) = 0, f

ur alle Polynome aus IP
d
1
;d
2
.
F

ur k; l 2 IN und (a
0
; c
0
) 2 
 lassen sich die Funktionen f aus C
k;l
wie folgt entwickeln
(vgl. Stroud [146] S. 157)
f(x; y) =
X
i<k
j<l
(x, a
0
)
hii
 (y , c
0
)
hji
 f
(i;j)
(a
0
; c
0
)
+
X
j<l
(y , c
0
)
hji

Z
x
a
0
(x, u)
hk 1i
 f
(k;j)
(u; c
0
) du
+
X
i<k
(x, a
0
)
hii

Z
y
c
0
(y , v)
hl 1i
 f
(i;l)
(a
0
; v) dv
+
Z
x
a
0
Z
y
c
0
(x, u)
hp 1i
 (y , v)
hq 1i
 f
(p;q)
(u; v) du dv:
(4.25)
Die Taylor-Formel (4.25) ist auch f

ur Funktionen f 2 B
dk;le
(a
0
; c
0
) g

ultig, wobeiB
dk;le
(a
0
; c
0
)
die Menge der Funktionen f bezeichnet, f

ur welche f
(i;j)
(a
0
; c
0
), i < k, j < l, existieren,
die partiellen Ableitungen f
(k;j)
(u; c
0
) auf [a; b], f
(i;l)
(a
0
; v) auf [c; d] und f
(k;l)
(u; v) auf
[a; b] [c; d] Riemann-integrierbar sind, mit 0  i  k, 1 und 0  j  l, 1, und sich der
Funktionswert f(x; y) stets wie (4.25) darstellen l

at. Der Funktionenraum B
dk;le
(a
0
; c
0
)
ist oenbar eine Obermenge von C
k;l
.
Durch die Anwendung des Fehlerfunktionals E := I,S auf (4.25) ergibt sich der n

achste
Satz ([146] S. 158).
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Satz 4.3.6 Es seien 1  k  d
1
+ 1, 1  l  d
2
+ 1 und (a
0
; c
0
) 2 
. Ist die
Kubaturformel S exakt auf IP
d
1
;d
2
, dann gilt f

ur f 2 B
dk;le
(a
0
; c
0
)
E(f) =
l 1
X
j=0
Z
b
a
K
k;j
(u)  f
(k;j)
(u; c
0
) du
+
k 1
X
i=0
Z
d
c
K
i;l
(v)  f
(i;l)
(a
0
; v) dv
+
Z
b
a
Z
d
c
K
k;l
(u; v)  f
(k;l)
(u; v) du dv;
(4.26)
mit den Sard-Kernen
K
k;l
(u; v) = E

(x, u)
hk 1i
  (a
0
; u; x)  (y , v)
hl 1i
  (c
0
; v; y)

;
K
k;j
(u) = E

(x, u)
hk 1i
  (a
0
; u; x)  (y , c
0
)
hji

;
K
i;l
(v) = E

(x, a
0
)
hii
 (y , v)
hl 1i
  (c
0
; v; y)

:
(4.27)
Die Funktionaldarstellungen der Kernfunktionen in (4.27) und (4.21) sind identisch, falls
die Entwicklungspunkte (a
0
; c
0
) gleich gew

ahlt sind und die Indizes der Kernfunktionen
miteinander

ubereinstimmen. In diesem Fall unterscheiden sich die Kernfunktionen ei-
gentlich durch den zugrundliegenden Integrationsbereich 


und die verwendeten Kuba-
turformeln wegen E = I , S.
Die Fehlerdarstellung (4.26) gilt ebenfalls f

ur die Integrationsbereiche, die von Rechtecken
verschieden sind (vgl. [146], S. 169f). F

ur Produktformeln ist die Fehlerdarstellung in Satz
4.3.6 ad

aquat. Lether [99] hat gezeigt, da bei Produktformeln sich die Sard-Kerne (4.27)
auf die Peano-Kerne K
x
k
und K
y
l
(s. Kapitel 3) der zugrundlegenden Quadraturformeln
S
x
und S
y
, mit d
1
:= degS
x
und d
2
:= degS
y
, zur

uckf

uhren lassen.

Ubersichtlichere
Darstellungen f

ur die Zusammenh

ange zwischen den Sard-Kernen und den Peano-Kernen
wurden von Luik [104] angegeben :
Satz 4.3.7 F

ur die Produktformeln, die den Voraussetzungen in Satz 4.3.6 gen

ugen, gilt
K
k;l
(u; v) = K
x
k
(u)  I
y

(y , v)
hl 1i
  (c
0
; v; y)

+ K
y
l
(v)  I
x

(x, u)
hk 1i
  (a
0
; u; x)

, K
x
k
(u) K
y
l
(v) ;
(4.28)
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K
k;j
(u) = K
x
k
(u)  I
y

(y , c
0
)
hji

;
K
i;l
(v) = K
y
l
(v)  I
x

(x, a
0
)
hii

:
(4.29)
Mit Hilfe der Darstellungen in (4.29) l

at sich unmittelbar nachweisen, da die beiden
univariaten Sard-Kerne identisch verschwinden, falls (a
0
; c
0
) = (
a+b
2
;
c+d
2
) und i; j ungerade
sind.
Bemerkung 4.3.2 Sind i; j ungerade und a
0
=
a+b
2
bzw. c
0
=
c+d
2
, dann gilt
K
k;j
(u)  0; bzw. K
i;l
(v)  0:
Analog zum Satz 4.3.5 l

at sich der Kubaturfehler (4.26) unter Verwendung des Mittel-
wertsatzes f

ur mehrfache Integralrechnung wie folgt eingrenzen :
Satz 4.3.8 Sei f 2 B
dk;le
(a
0
; c
0
). Unter den Bedingungen vom Satz 4.3.6 gilt
E(f) 2
l 1
X
j=0

f
(k;j)
(

x
; c
0
) 
Z


x
K
+
k;j
(u) du , f
(k;j)
(

x
; c
0
) 
Z


x
K
 
k;j
(u) du

+
k 1
X
i=0
 
f
(i;l)
(a
0
;

y
) 
Z


y
K
+
i;l
(v) dv , f
(i;l)
(a
0
;

y
) 
Z


y
K
 
i;l
(v) dv
!
+ f
(k;l)
(
) 
Z


K
+
k;l
(u; v) du dv , f
(k;l)
(
) 
Z


K
 
k;l
(u; v) du dv (4.30)

l 1
X
j=0

f
(k;j)
(
) 
Z


x
K
+
k;j
(u) du , f
(k;j)
(
) 
Z


x
K
 
k;j
(u) du

+
k 1
X
i=0
 
f
(i;l)
(
) 
Z


y
K
+
i;l
(v) dv , f
(i;l)
(
) 
Z


y
K
 
i;l
(v) dv
!
(4.31)
+ f
(k;l)
(
) 
Z


K
+
k;l
(u; v) du dv , f
(k;l)
(
) 
Z


K
 
k;l
(u; v) du dv:
Die Einschlieung (4.31) ist zwar angesichts des Rechenaufwandes g

unstiger als (4.30),
jedoch ben

otigt sie mehr Berechnungen als die Einschlieung (4.17) nach Nikol'skii. Denn
gem

a (4.17) werden nur zwei Reihen von Taylorkoezienten, (f(
))
0;j
und (f(
))
i;0
mit

 := 


x



y
, ben

otigt, w

ahrend in der Darstellung (4.31) die Taylorkoezienten (f(
))
i;j
mit i = 0;    ; k und j = 0;    ; l zu bestimmen sind. Ferner l

at sich die Fehlereinschlie-
ung (4.24) auch f

ur Produktformeln anwenden, wobei d = min(d
1
; d
2
) ist. Mit (4.24)
sind die Taylorkoezienten (f(
))
i;j
mit 0  i + j  r zu berechnen. F

ur r = min(k; l)
ben

otigt (4.24) h

ochstens 1/2 Rechenaufwand als (4.31).
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4.3.3 Eigenschaften der Sard-Kerne
Die Erfahrung f

ur die Bestimmung der Restgliedfaktoren bzgl. der Peano-Kerne zeigt,
da es n

utzlich ist, die Eigenschaften der Kernfunktionen wie z. B. die lokale Denitheit
und die Symmetrie zu ber

ucksichtigen. Aus diesem Grund werden in diesem Abschnitt
die Eigenschaften der Sard-Kernfunktionen untersucht. In [102] hat Lether zwar f

ur die
vollsymmetrischen Kubaturen die Symmetrie- und die Vollsymmetrieeigenschaften der
Sard-Kerne hergeleitet, dennoch wurde die Betrachtung auf den Spezialfall mit w  1,



= [,1; 1] [,1; 1] und (a
0
; c
0
) = (0; 0) beschr

ankt. Mit der dort ausgef

uhrten Diskus-
sion kann man die Eigenschaften der Sard-Kerne im Zusammenspiel mit dem Entwick-
lungspunkt schwer nachvollziehen. Auerdem wurde in der Diskussion von Lether eine
vollsymmetrische Kubaturformel als gewichtete Summe von Produktformeln aufgefasst.
Die dadurch hergeleiteten Darstellungen der Kernfunktionen lassen sich f

ur diese Arbeit
nicht direkt anwenden.
Im folgenden wird f

ur Nicht-Produkt-Kubaturformeln eine allgemeine Diskussion

uber die
Eigenschaften der Sard-Kerne durchgef

uhrt. Insbesondere werden explizite Darstellungen
der Sard-Kerne aufgestellt, die viel

ubersichtlicher und direkter anwendbar sind als es die
von Lether angegebenen Darstellungen sind. F

ur die Diskussion wird vorausgesetzt, da
(a
0
; c
0
) 2 


ist.
Abh

angigkeit vom Entwicklungspunkt
Im Gegensatz zu den Peano-Kernen h

angen die Sard-Kerne von dem Entwicklungspunkt
der Taylor-Formel des Integranden ab. Um diese Abh

angigkeit zu verdeutlichen, wird
zun

achst der Entwicklungspunkt (a
0
; c
0
) 2 [a; b] [c; d] ausgezeichnet :
K
a
0
;c
0
p;q
(u; v) := E

(x, u)
hp 1i
  (a
0
; u; x)  (y , v)
hq 1i
  (c
0
; v; y)

;
K
a
0
;c
0
r j;j
(u) := E

(x, u)
hr j 1i
  (a
0
; u; x)  (y , c
0
)
hji

;
K
a
0
;c
0
i;r i
(v) := E

(x, a
0
)
hii
 (y , v)
hr i 1i
  (c
0
; v; y)

;
mit p+ q = r; i; j = 0(1)r , 2; 2  r  d+ 1 und d := degS.
Die univariaten Sard-Kerne K
a
0
;c
0
r j;j
(u) und K
a
0
;c
0
i;r i
(v) besitzen, wie die Peano-Kerne, auch
eine Doppel-Darstellung. Diese Darstellungen sowie ihre Abh

anigkeit vom Entwicklungs-
punkt sind in Satz 4.3.9 und Satz 4.3.10 zusammengefasst.
Satz 4.3.9 F

ur (a
0
; c
0
) 2 


und u 2 [a; b] gelten die folgenden Eigenschaften :
1. K
a
0
;c
0
r j;j
(u) ist unabh

angig von a
0
.
Schreibweise : K
 ;c
0
r j;j
(u) := K
a
0
;c
0
r j;j
(u)
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2. K
 ;c
0
r j;j
(u) = ,E

(x, u)
hr j 1i
 
 (y , c
0
)
hji

3. K
 ;c
0
r j;j
(u) = E

(x, u)
hr j 1i
+
 (y , c
0
)
hji

Beweis : Nach der Denition ist
K
a
0
;c
0
r j;j
(u) = E

(x, u)
hr j 1i
 (a
0
; u; x)  (y , c
0
)
hji

:
Ersetzt man  (a
0
; u; x) durch (u; a
0
), (u; x), so ergibt sich
K
a
0
;c
0
r j;j
(u) = E

(x, u)
hr j 1i
(u; a
0
)  (y , c
0
)
hji

, E

(x, u)
hr j 1i
(u; x)  (y , c
0
)
hji

= ,E

(x, u)
hr j 1i
(u; x)  (y , c
0
)
hji

:
(4.32)
Wegen (x, u)  (u; x) = (x, u)  (1, (x; u)) und r , j , 1  1 folgt aus (4.32)
K
a
0
;c
0
r j;j
(u) = , E

(x, u)
hr j 1i
 (y , c
0
)
hji

+ E

(x, u)
hr j 1i
(x; u)  (y , c
0
)
hji

= E

(x, u)
hr j 1i
(x; u)  (y , c
0
)
hji

:
(4.33)
Die Darstellungen (4.32) und (4.33) f

ur die Behauptungen 2 bzw. 3 sind unabh

angig von
a
0
. 2
Eine

ahnliche Doppel-Darstellung l

at sich auch f

ur K
a
0
;c
0
i;r i
(v) herleiten.
Satz 4.3.10 F

ur (a
0
; c
0
) 2 


und v 2 [c; d] gelten die folgenden Eigenschaften :
1. K
a
0
;c
0
i;r i
(v) ist unabh

angig von c
0
.
Schreibweise : K
a
0
; 
i;r i
(v) := K
a
0
;c
0
i;r i
(v)
2. K
a
0
; 
i;r i
(v) = ,E

(x, a
0
)
hii
 (y , v)
hr i 1i
 

3. K
a
0
; 
i;r i
(v) = E

(x, a
0
)
hii
 (y , v)
hr i 1i
+

Beweis : Analog zu Satz 4.3.9 ersetzt man in der Denition
K
a
0
;c
0
i;r i
(v) = E

(x, a
0
)
hii
 (y , v)
hr i 1i
 (c
0
; v; y)

:
 (c
0
; v; y) durch (v; c
0
), (v; y), so ist die Darstellung im Punkt 2 zu erzielen.
Wegen (y , v)
hr i 1i
 
= (y , v)
hr i 1i
 (1 , (y; v)) folgt aus Punkt 2 die Darstellung 3.
Die Darstellungen 2 und 3 sind oenbar unabh

angig von c
0
. 2
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W

ahrend K
a
0
;c
0
r j;j
(u) von a
0
und K
a
0
;c
0
i;r i
(v) von c
0
unabh

angig ist, h

angt die Darstel-
lung des bivariaten Sard-Kerns K
a
0
;c
0
p;q
(u; v) jedoch zugleich von der gegenseitigen Lage
zwischen a
0
und u bzw. zwischen c
0
und v ab.
Satz 4.3.11 F

ur (a
0
; c
0
) 2 


; (u; v) 2 
 gilt :
K
a
0
;c
0
p;q
(u; v) =
8
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
:
E

(x, u)
hp 1i
+
 (y , v)
hq 1i
+

; u  a
0
; v  c
0
,E

(x, u)
hp 1i
 
 (y , v)
hq 1i
+

; u < a
0
; v  c
0
,E

(x, u)
hp 1i
+
 (y , v)
hq 1i
 

; u  a
0
; v < c
0
E

(x, u)
hp 1i
 
 (y , v)
hq 1i
 

; u < a
0
; v < c
0
Beweis : Ersetzt man, in der Denition von K
a
0
;c
0
p;q
(u; v),  (a
0
; u; x) durch (u; a
0
),
(u; x) und  (c
0
; v; y) durch (v; c
0
), (v; y), so ergibt sich
K
a
0
;c
0
p;q
(u; v) = E

(x, u)
hp 1i
 
 (y , v)
hq 1i
 

, E

(x, u)
hp 1i
 (y , v)
hq 1i
 

 (u; a
0
)
, E

(x, u)
hp 1i
 
 (y , v)
hq 1i

 (v; c
0
) :
(4.34)
Die Funktionaldarstellung von K
a
0
;c
0
p;q
(u; v) l

at sich dann in vier F

alle unterscheiden.
1. u  a
0
; v  c
0
:
Wegen (u; a
0
) = (v; c
0
) = 1 und
E

(x, u)
hp 1i
 
 (y , v)
hq 1i

= ,E

(x, u)
hp 1i
+
 (y , v)
hq 1i

gilt K
a
0
;c
0
p;q
(u; v) = , E

(x, u)
hp 1i
+
 (y , v)
hq 1i
 

+ E

(x, u)
hp 1i
+
 (y , v)
hq 1i

= E

(x, u)
hp 1i
+
 (y , v)
hq 1i
+

:
2. u < a
0
; v  c
0
:
Die Behauptung gilt wegen (u; a
0
) = 0 und (v; c
0
) = 1.
3. u  a
0
; v < c
0
:
Die Behauptung gilt wegen (u; a
0
) = 1 und (v; c
0
) = 0.
4. u < a
0
; v < c
0
:
Die Behauptung gilt wegen (u; a
0
) = (v; c
0
) = 0. 2
Der bivariate Sard-Kern K
a
0
;c
0
p;q
(u; v) besitzt eventuell Spr

unge entlang der Gerade u = a
0
bzw. v = c
0
, falls er auf beiden Seiten dieser Geraden verschiedene Vorzeichen hat.
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Stetigkeit und Dierenzierbarkeit
Die univariaten Sard-Kerne K
a
0
;c
0
r j;j
(u) und K
a
0
;c
0
i;r i
(v) sind jeweils auf [a; b] (r , j , 2)-
mal bzw. auf [c; d] (r, i,2)-mal stetig dierenzierbar. Und f

ur den bivariaten Sard-Kern
K
a
0
;c
0
p;q
(u; v) mit p; q  2 giltK
p;q
(u; v) 2 C
p 2;q 2
(
nf(u; v) j u = a
0
bzw. v = c
0
g). Ferner
bestehen zwischen diesen Sard-Kernen und ihren (partiellen) Ableitungen die folgenden
Beziehungen :
K
()
r j;j
(u) = (,1)

K
r j ;j
(u);  = 0(1)r , j , 2 ;
K
()
i;r i
(v) = (,1)

K
i;r i 
(v);  = 0(1)r , i, 2 ;
K
(;)
p;q
(u; v) = (,1)
+
K
p ;q 
(u; v);  = 0(1)p, 2 ;  = 0(1)q , 2 :
(4.35)
Aussagen

uber die Nullstellen
Aus den Darstellungen in den S

atzen 4.3.9 und 4.3.10 folgen unmittelbar f

ur die univa-
riaten Sard-Kerne die n

achsten Zusammenh

ange :
K
r j;j
(a) = K
r j;j
(b) = 0 ;
K
i;r i
(c) = K
i;r i
(d) = 0 :
F

ur den bivariaten Sard-Kern gilt gem

a Satz 4.3.11
K
p;q
(b; v) = 0 f

ur 2  p bzw. p = 1 und x^ < b ;
K
p;q
(u; d) = 0 f

ur 2  q bzw. q = 1 und y^ < d
mit x^ := max
1iM
x
i
und y^ := max
1iM
y
i
.
Ist dar

uber hinaus a < a
0
bzw. c < c
0
, dann gilt zus

atzlich
K
p;q
(a; v) = 0 f

ur a < a
0
;
K
p;q
(u; c) = 0 f

ur c < c
0
:
Die Vielfachheit dieser Nullstellen bzw. Nullstellengeraden der Sard-Kerne l

at sich direkt
aus den Zusammenh

angen in (4.35) ablesen. Die univariaten Sard-Kerne K
r j;j
(u) und
K
i;r i
(v) besitzen in den Punkten u = a; b bzw. v = c; d mindestens (r, j, 1)- bzw. (r,
i , 1)-fache Nullstellen und der bivariate Sard-Kern K
p;q
(u; v) (p; q  2) besitzt entlang
der Geraden u = a; b bzw. v = c; d, mit a < a
0
und c < c
0
, mindestens (p,1)- bzw. (q,1)-
fache Nullstellen.
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Die Symmetrieeigenschaften
Zur Vereinfachung der Diskussion wird im folgenden der Integrationsbereich auf das
Rechteck R

2
und den Kreis C

2
beschr

ankt. Ohne Beschr

ankung der Allgemeinheit sei-
en R

2
:= [,a; a] [,c; c] und C

2
:= f(x; y) j x
2
+ y
2
 r
2
g .
Gem

a Satz 4.3.9, Satz 4.3.10 und Satz 4.3.11 lassen sich die Sard-Kerne gemeinsam in
der Form
E

f
()
(x; u)  g
()
(y; v)

;
darstellen, wobei f und g Polynome von der Gestalt (x, u)
hsi
, (y, v)
hti
, (x, a
0
)
hii
bzw. (y , c
0
)
hji
sind. Nach der Denition ist das Fehlerfunktional E() gleich der
Dierenz des bestimmten Integrals I() und der gewichteten Summe S()
E() := I() , S() ;
mit I ( f(x; u)  g(y; v) ) =
Z Z



w(x; y)  f(x; u)  g(y; v) dx dy
und S ( f(x; u)  g(y; v) ) =
M
X
k=1
w
k
 f(x
k
; u)  g(y
k
; v).
F

ur symmetrische Kubaturformeln S

uber dem symmetrischen Bereich 


= R

2
bzw. C

2
besitzen die St

utzstellen (x
k
;y
k
) ein gemeinsames Gewicht w
k
. Weiter sind
auf der Knotenmenge M
s
= f (x
k
;y
k
); k = 1(1)M
0
g die folgenden Selbstabbildungen
(x; y) 7! (,x; y)
(x; y) 7! (x;,y)
(x; y) 7! (,x;,y)
9
>
=
>
;
(4.36)
bijektiv. Daraus folgt das n

achste Lemma.
Lemma 4.3.1 F

ur symmetrische Kubaturformeln bleibt die gewichtete Summe S() in
K
r j;j
(u), K
i;r i
(v) und K
p;q
(u; v) unver

andert unter den Abbildungen (4.36).
Diese Invarianz gilt ebenfalls f

ur das bestimmte Integral I().
Lemma 4.3.2 F

ur symmetrische Kubaturformeln

uber dem symmetrischen Bereich R

2
bzw. C

2
bleibt das bestimmte Integral I() in K
r j;j
(u), K
i;r i
(v) und K
p;q
(u; v)
unver

andert unter den Abbildungen (4.36).
Beweis : F

ur den univariaten Sard-Kern K
r j;j
(u) einer symmetrischen Kubaturformel
gilt
Z Z



w(x; y) (x, u)
hr j 1i
+
(y , c
0
)
hji
dy dx
=
Z Z



w(,x; y) (,x, u)
hr j 1i
+
(y , c
0
)
hji
dy dx
=
Z Z



w(x; y) (,x, u)
hr j 1i
+
(y , c
0
)
hji
dy dx
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und
Z Z



w(x; y) (x, u)
hr j 1i
+
(y , c
0
)
hji
dy dx
=
Z Z



w(x;,y) (x, u)
hr j 1i
+
(,y , c
0
)
hji
dy dx
=
Z Z



w(x; y) (x, u)
hr j 1i
+
(,y , c
0
)
hji
dy dx :
Daraus folgt die Behauptung f

ur K
r j;j
(u). Die Beweise f

ur die Sard-Kerne K
i;r i
(v) und
K
p;q
(u; v) sind analog. 2
Man erh

alt also aus Lemma 4.3.1 und Lemma 4.3.2, in Bezug auf x und y, die symmetri-
sche Invarianz der Sard-Kerne.
Satz 4.3.12 F

ur symmetrische Kubaturformeln

uber dem symmetrischen Bereich R

2
bzw. C

2
sind die Sard-Kerne K
r j;j
(u), K
i;r i
(v) und K
p;q
(u; v) invariant unter den
Abbildungen (4.36).
Mit der auf x und y bezogenen symmetrischen Invarianz der Sard-Kerne und aufgrund
der Eigenschaft
(,x + u)   (a
0
;,u;,x) = ,(x, u)  , (,a
0
; u; x); u 6= ,a
0
ist man in der Lage, die folgenden wichtigen symmetrischen Eigenschaften der Sard-Kerne
herzuleiten.
Satz 4.3.13 Es seien 


= R

2
bzw. C

2
und (a
0
; c
0
) 2 


. F

ur symmetrische
Kubaturformeln gilt
1. K
 ;c
0
r j;j
(,u) = (,1)
r j
K
 ;c
0
r j;j
(u)
2. K
a
0
; 
i;r i
(,v) = (,1)
r i
K
a
0
; 
i;r i
(v)
3. K
a
0
;c
0
p;q
(,u; v) = (,1)
p
K
 a
0
;c
0
p;q
(u; v), u 6= ,a
0
4. K
a
0
;c
0
p;q
(u;,v) = (,1)
q
K
a
0
; c
0
p;q
(u; v), v 6= ,c
0
5. K
a
0
;c
0
p;q
(,u;,v) = (,1)
r
K
 a
0
; c
0
p;q
(u; v), u 6= ,a
0
^ v 6= ,c
0
Im Fall p = 1 gilt die Behauptung 3 nur auf [a; b]nfx
1
;    ; x
M
g und f

ur q = 1 gilt die
Behauptung 4 nur auf [c; d]nfy
1
;    ; y
M
g. Ist p = q = 1, dann gilt die Behauptung 5 nur
f

ur (u; v) 2 [a; b] [c; d]nf(u; v) j u = x
k
_ v = y
k
; k = 1(1)Mg.
Beweis vom Satz 4.3.13 :
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zu 1 : Aus der symmetrischen Invarianz unter der Abbildung (x; y) 7! (,x; y) folgt
K
 ;c
0
r j;j
(u) = ,E

(,x, u)
hr j 1i
 
 (y , c
0
)
hji

:
Wegen r , j , 1  1 und (,x+ y)
 
= ,(x, y)
+
gilt
K
 ;c
0
r j;j
(,u) = ,E

(,x + u)
hr j 1i
 
 (y , c
0
)
hji

= (,1)
r j
E

(x, u)
hr j 1i
+
 (y , c
0
)
hji

:
Nach Punkt 3 in Satz 4.3.9 ergibt sich
K
 ;c
0
r j;j
(,u) = (,1)
r j
K
 ;c
0
r j;j
(u) .
zu 2 : Analog zu 1 gilt die Behauptung wegen der symmetrischen Invarianz unter
der Abbildung (x; y) 7! (x;,y).
zu 3 : Aus der Invarianz von K
p;q
(u; v) unter der Abbildung (x; y) 7! (,x; y) folgt
K
a
0
;c
0
p;q
(,u; v) = E

(,x + u)
hp 1i
 (a
0
;,u;,x)  (y , v)
hq 1i
 (c
0
; v; y)

:
Wegen E() = I(), S() und f

ur p  2 bzw. f

ur p = 1 ^ x 6= u
(,x + u)
hp 1i
 (a
0
;,u;,x)
= (,x + u)
hp 1i
((,u; a
0
), (,u;,x))
= (,x + u)
hp 1i

(1, (u;,a
0
)), (1, (u; x))

, u 6= ,a
0
= (,x + u)
hp 1i
((u; x), (u;,a
0
))
= (,x + u)
hp 1i
 , (,a
0
; u; x)
gilt daher K
a
0
;c
0
p;q
(,u; v) = (,1)
p
K
 a
0
;c
0
p;q
(u; v) f

ur u 6= ,a
0
unter der
Voraussetzung p  2 bzw. p = 1 ^ x
i
6= u f

ur i = 1(1)M .
zu 4 : Analog zu 3 gilt die Behauptung wegen  (c
0
;,v;,y) = , (,c
0
; v; y) und
der symmetrischen Invarianz unter der Abbildung (x; y) 7! (x;,y).
zu 5 : Wegen  (a
0
;,u;,x) = , (,a
0
; u; x) und  (c
0
;,v;,y) = , (,c
0
; v; y)
folgt die Behauptung, analog zu 3, aus der symmetrischen Invarianz unter der
Abbildung (x; y) 7! (,x;,y).
2
Der Satz 4.3.13 impliziert, da bei Anwendung der symmetrischen Kubaturformeln der
Rechenaufwand f

ur die Bestimmung der Restgliedfaktoren bzgl. der univariaten Sard-
Kerne K
a
0
;c
0
r j;j
(u) und K
a
0
;c
0
i;r i
(v) mit a
0
= ,a
0
und c
0
= ,c
0
auf 1=2 reduziert werden
kann. Dies gilt auch f

ur den bivariaten Sard-Kern K
a
0
;c
0
p;q
(u; v), falls entweder ,a
0
= a
0
oder ,c
0
= c
0
ist. Sind zugleich ,a
0
= a
0
und ,c
0
= c
0
, dann kann der Rechenaufwand
f

ur die Bestimmung der Fehlerkonstanten der bivariaten Sard-Kern K
a
0
;c
0
p;q
(u; v) sogar auf
1=4 reduziert werden.
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Fazit : Seien 
 = R

2
bzw. C

2
und (a
0
; c
0
) = (0; 0). Zur Berechnung der Rest-
gliedfaktoren von symmetrischen Kubaturformeln sind nur die folgenden Bearbeitungen
n

otig:
1. K
r j;j
(u)

uber [ 0; a ] bzw. [ 0; r ]
2. K
i;r i
(v)

uber [ 0; c ] bzw. [ 0; r ]
3. K
p;q
(u; v)

uber f(x; y) 2 
 j x  0 ^ y  0g
Die Vollsymmetrieeigenschaften
Da vollsymmetrische Kubaturformeln auch symmetrisch sind, gilt der Satz 4.3.13 ebenfalls
f

ur vollsymmetrische Kubaturformeln.
Sei nun R

2
:= [,a; a] [,a; a] und S eine vollsymmetrische Kubaturformel

uber dem
vollsymmetrischen Bereich R

2
bzw. C

2
, dann besitzen die St

utzstellen (x
k
;y
k
)
und (y
k
;x
k
) von S ein gemeinsames Gewicht w
k
. Auf der Knotenmenge M
vs
=
f (x
k
;y
k
); (y
k
;x
k
); k = 1(1)M
0
g ist die Selbstabbildung
(x; y) 7! (y; x) (4.37)
bijektiv, daher gilt das n

achste Lemma.
Lemma 4.3.3 F

ur vollsymmetrische Kubaturformeln

uber R

2
bzw. C

2
bleibt die ge-
wichtete Summe S() in K
r j;j
(u), K
i;r i
(v) und K
p;q
(u; v) unver

andert unter der
Abbildung (4.37).
Ebenfalls gilt diese Invarianz f

ur das bestimmte Integral I()
Lemma 4.3.4 F

ur vollsymmetrische Kubaturformeln

uber dem vollsymmetrischen Be-
reich R

2
bzw. C

2
bleibt das bestimmte Integral I() in K
r j;j
(u), K
i;r i
(v) und
K
p;q
(u; v) unver

andert unter der Abbildung (4.37).
Beweis : F

ur den univariaten Sard-Kern K
r j;j
(u) einer vollsymmetrischen Kubaturfor-
mel gilt
Z Z



w(x; y) (x, u)
hr j 1i
+
(y , c
0
)
hji
dy dx
=
Z Z



w(y; x) (y , u)
hr j 1i
+
(x, c
0
)
hji
dx dy
=
Z Z



w(x; y) (y , u)
hr j 1i
+
(x, c
0
)
hji
dx dy :
Daraus folgt die Behauptung f

ur K
r j;j
(u). Die Beweise f

ur die Sard-Kerne K
i;r i
(v) und
K
p;q
(u; v) sind analog. 2
Man erh

alt also aus Lemma 4.3.3 und Lemma 4.3.4, in Bezug auf x und y, die vollsym-
metrische Invarianz der Sard-Kerne.
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Satz 4.3.14 F

ur vollsymmetrische Kubaturformeln

uber dem vollsymmetrischen Bereich
R

2
bzw. C

2
sind die Sard-Kerne K
r j;j
(u), K
i;r i
(v) und K
p;q
(u; v) invariant unter
der Abbildung (4.37).
Aus dem obigen Satz und der Denition von K
r j;j
(u), K
i;r i
(v) und K
p;q
(u; v) folgt
der n

achste Satz.
Satz 4.3.15 Es seien 


= R

2
bzw. C

2
und (a
0
; c
0
) 2 


. F

ur vollsymmetrische
Kubaturformeln

uber 


gilt
1. K
 ;c
0
r j;j
(u) = K
c
0
; 
j;r j
(u) f

ur j = 0(1)r , 2
2. K
a
0
; 
i;r i
(v) = K
 ;a
0
r i;i
(v) f

ur i = 0(1)r , 2
3. K
a
0
;c
0
p;q
(u; v) = K
c
0
;a
0
q;p
(v; u) mit p+ q = r
Der Satz 4.3.15 impliziert, da f

ur eine vollsymmetrische Kubaturformel S die univariaten
Sard-KerneK
r j;j
(u) und K
i;r i
(v) das gleiche Funktionsverhalten besitzen, falls a
0
= c
0
,
i = j und r, i = r, j sind. Dar

uber hinaus lassen sich die Funktionswerte des bivariaten
Sard-Kerns K
p;q
(u; v) aus den Funktionswerten von K
q;p
(u; v) erhalten, falls a
0
= c
0
ist, da in diesem Fall die Funktionswerte der beiden bivariaten Sard-Kerne unter der
Abbildung (4.37) aufeinander abgebildet werden.
Aus Satz 4.3.13 und dem obigen Satz kann das n

achste Fazit gezogen werden.
Fazit : Es seien 


= R

2
bzw. C

2
und (a
0
; c
0
) = (0; 0). Zur Berechnung der
Restgliedfaktoren f

ur vollsymmetrische Kubaturformeln

uber 


sind nur die folgenden
Bearbeitungen n

otig :
1. K
r j;j
(u)

uber [ 0; a ] bzw. [ 0; r ], j = 0(1)r , 2
2. K
r q;q
(u; v)

uber f(x; y) 2 
 j x  0 ^ y  0g q = 1(1)b
r
2
c
Explizite Darstellungen und lokale Denitheiten
In den S

atzen 4.3.9, 4.3.10 und 4.3.11 wurden verschiedene Funktionaldarstellungen f

ur die
Sard-Kerne angegeben. Auf dieser Basis werden in diesem Abschnitt explizite Darstellun-
gen hergeleitet, die durch die Gewichte und die Koordinaten der St

utzstellen der betrach-
teten Kubaturformel ausgedr

uckt sind. Mit Hilfe dieser expliziten Darstellungen k

onnen
speziell f

ur die univariaten Sard-Kerne der symmetrischen Kubaturformeln bzgl. des Ent-
wicklungspunktes (a
0
; c
0
) = (0; 0) zus

atzliche g

unstige Eigenschaften hergeleitet werden.
Im folgenden wird die Betrachtung auf w(x; y)  1 beschr

ankt.
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Satz 4.3.16 Seien w(x; y)  1, 


= [a; b]  [c; d] und (a
0
; c
0
) 2 


. Es gilt f

ur
j = 0(1)r , 2, 2  r  d+ 1, d := degS
1. K
 ;c
0
r j;j
(u) = (a, u)
hr ji
 k
c
0
1;j
+
M
X
k=1
w
k
 (x
k
, u)
hr j 1i
 
 (y
k
, c
0
)
hji
2. K
 ;c
0
r j;j
(u) = (b, u)
hr ji
 k
c
0
1;j
,
M
X
k=1
w
k
 (x
k
, u)
hr j 1i
+
 (y
k
, c
0
)
hji
mit k
c
0
1;j
= (d, c
0
)
hj+1i
, (c, c
0
)
hj+1i
.
Beweis : Wegen E() = I(), S() folgt die Darstellung 1 aus Satz 4.3.9, Punkt 2, und
die Darstellung 2 folgt aus Satz 4.3.9, Punkt 3, wobei gilt
k
c
0
1;j
=
Z
d
c
(y , c
0
)
hji
dy . 2
Seien x := min
1iM
x
i
und x^ := max
1iM
x
i
. Mit den Darstellungen in Satz 4.3.16 sind zwei
lokale Denitheiten von K
a
0
;c
0
r j;j
(u) trivialerweise zu erkennen.
Korollar 4.3.16 Unter den Bedingungen des obigen Satzes ist K
 ;c
0
r j;j
(u) denit auf
[a; x] und [x^; b].
Zur Berechnung der Restgliedfaktoren bzgl. K
 ;c
0
r j;j
(u) braucht keine Nullstelle im Inneren
der beiden Teilbereiche bestimmt zu werden.
Der univariate Sard-Kern K
a
0
; 
i;r i
(v) l

at sich

ahnlich wie K
 ;c
0
r j;j
(u) darstellen.
Satz 4.3.17 Es seien w(x; y)  1, 


= [a; b]  [c; d] und (a
0
; c
0
) 2 


. F

ur
i = 0(1)r , 2, 2  r  d+ 1 und d := degS gilt
1. K
a
0
; 
i;r i
(v) = k
a
0
2;i
 (c, v)
hr ii
+
M
X
k=1
w
k
 (x
k
, a
0
)
hii
 (y
k
, v)
hr i 1i
 
2. K
a
0
; 
i;r i
(v) = k
a
0
2;i
 (d, v)
hr ii
,
M
X
k=1
w
k
 (x
k
, a
0
)
hii
 (y
k
, v)
hr i 1i
+
mit k
a
0
2;i
= (b, a
0
)
hi+1i
, (a, a
0
)
hi+1i
.
Beweis : Die Darstellung 1 folgt aus Satz 4.3.10, Punkt 2, und die Darstellung 2 folgt
aus Satz 4.3.10, Punkt 3, wobei gilt
k
a
0
2;i
=
Z
b
a
(x, a
0
)
hii
dx . 2
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Seien y := min
1iM
y
i
und y^ := max
1iM
y
i
. In Analogie zu K
 ;c
0
r j;j
(u) besitzt K
a
0
; 
i;r i
(v)
ebenfalls zwei triviale lokale Denitheiten.
Korollar 4.3.17 Unter den Voraussetzungen des letzten Satzes ist K
a
0
; 
i;r i
(v) denit auf
[c; y] und [y^; d].
Die explizite Darstellung des bivariaten Sard-Kerns folgt direkt aus Satz 4.3.11, welche
im n

achsten Satz formuliert wird.
Satz 4.3.18 Es seien w(x; y)  1, 


= [a; b][c; d] und (a
0
; c
0
) 2 


. F

ur p+q = r,
2  r  d+ 1 und d := deg S gilt
K
a
0
;c
0
p;q
(u; v) =
8
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
>
:
(b, u)
hpi
 (d, v)
hqi
,
M
X
k=1
w
k
 (x
k
, u)
hp 1i
+
 (y
k
, v)
hq 1i
+
;
u  a
0
; v  c
0
;
(a, u)
hpi
 (d, v)
hqi
+
M
X
k=1
w
k
 (x
k
, u)
hp 1i
 
 (y
k
, v)
hq 1i
+
;
u < a
0
; v  c
0
;
(b, u)
hpi
 (c, v)
hqi
+
M
X
k=1
w
k
 (x
k
, u)
hp 1i
+
 (y
k
, v)
hq 1i
 
;
u  a
0
; v < c
0
;
(a, u)
hpi
 (c, v)
hqi
,
M
X
k=1
w
k
 (x
k
, u)
hp 1i
 
 (y
k
, v)
hq 1i
 
;
u < a
0
; v < c
0
:
Beweis : Nach Satz 4.3.11 braucht man, wegen E() = I(),S(), nur noch die explizte
Darstellung des bestimmten Integrals I() herzuleiten.
1. F

ur u  a
0
; v  c
0
gilt
I

(x, u)
hp 1i
+
 (y , v)
hq 1i
+

=
Z
b
u
(x, u)
hp 1i
dx 
Z
d
v
(y , v)
hq 1i
dy
= (b, u)
hpi
 (d, v)
hqi
.
2. Die Diskussionen f

ur die anderen drei F

alle sind analog zu 1. 2
Seien x := min
1iM
x
i
, x^ := max
1iM
x
i
, y := min
1iM
y
i
und y^ := max
1iM
y
i
. Ferner seien
^
x^ := max(x^; a
0
),
^
y^ := max(y^; c
0
),

x := min(x; a
0
) und

y := min(y; c
0
). Mit den
Darstellungen in Satz 4.3.18 l

at sich unmittelbar pr

ufen, da der bivariate Sard-Kern die
folgenden lokalen Denitheiten besitzt.
Korollar 4.3.18 Unter der Bedingungen des obigen Satzes besitzt der bivariate Sard-
Kern die folgenden Denitheiten.
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 K
a
0
;c
0
p;q
(u; v) ist positiv auf [
^
x^; b] [c
0
; d] und [a
0
; b] [
^
y^; d].
 K
a
0
;c
0
p;q
(u; v) ist denit auf [a;

x] [c
0
; d] und [a; a
0
] [
^
y^; d].
 K
a
0
;c
0
p;q
(u; v) ist denit auf [
^
x^; b] [c; c
0
] und [a
0
; b] [c;

y].
 K
a
0
;c
0
p;q
(u; v) ist denit auf [a;

x] [c; c
0
] und [a; a
0
] [c;

y].
Ist p = 1, dann gelten die Denitheiten nur f

ur u 6= x^. Ebenfalls gelten die Denitheiten
nur f

ur v 6= y^, falls q = 1 ist.
Aus den Darstellungen in Satz 4.3.16 und Satz 4.3.17 k

onnen weitere g

unstige Eigen-
schaften f

ur die univariaten Sard-Kerne der symmetrischen Kubaturformeln bzgl. des
Entwicklungspunktes (a
0
; c
0
) = (0; 0) hergeleitet werden.
Satz 4.3.19 Es seien w(x; y)  1, 


:= [,a; a]  [,c; c] und (a
0
; c
0
) = (0; 0). F

ur
symmetrische Kubaturformel S, mit degS =: d, gilt
1. k
1;j
:= k
0
1;j
=
8
<
:
0 ; j ungerade
2 c
hj+1i
; j gerade
2. k
2;i
:= k
0
2;i
=
8
<
:
0 ; i ungerade
2 a
hi+1i
; i gerade
3. K
r j;j
(u) =
8
>
>
<
>
>
:
0 ; j ungerade
(a, u)
hr ji
 k
1;j
,
M
X
k=1
w
k
 (x
k
, u)
hr j 1i
+
 y
hji
k
; j gerade
4. K
i;r i
(v) =
8
>
>
<
>
>
:
0 ; i ungerade
k
2;i
 (c, v)
hr ii
,
M
X
k=1
w
k
 x
hii
k
 (y
k
, v)
hr i 1i
+
; i gerade ,
mit 2  r  d+ 1 und i; j = 0(1)r , 2.
Beweis : Die Behauptungen in Punkten 1 und 2 folgen unmittelbar aus Satz 4.3.16 und
Satz 4.3.17. F

ur den Sard-Kern K
0;0
r j;j
(u) gilt nach Satz 4.3.16
K
0;0
r j;j
(u) = (b, u)
hr ji
 k
1;j
,
M
X
k=1
w
k
 (x
k
, u)
hr j 1i
+
 y
hji
k
:
Der erste Term verschwindet f

ur ungerade j, wegen k
1;j
= 0. F

ur symmetrische Kuba-
turformeln kann der zweite Term in die Form
M
X
k=1
w
k
 (x
k
, u)
hr j 1i
+
 y
hji
k
=
M
0
X
k
0
=1
w
k
0
 (x
k
0
, u)
hr j 1i
+
 (y
k
0
)
hji
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umgeschrieben werden. Diese Summe verschwindet auch f

ur ungerade j, wegen (,y
k
0
)
j
=
,y
j
k
0
. Daraus folgt die Behauptung 3.
F

ur die Behauptung 4 ist die Diskussion

ahnlich. 2
Der Satz 4.3.19 zeigt, da f

ur symmetrische Kubaturformeln

uber dem symmetrischen
Integrationsbereich 


:= [,a; a]  [,c; c] die univariaten Sard-Kerne bzgl. des Ent-
wicklungspunkts (a
0
; c
0
) = (0; 0) identisch verschwinden, falls sie ungerade Indizes i; j
besitzen. Der

Ubersichtlichkeit halber werden f

ur diesen Spezialfall die Symmetrieeigen-
schaften der univariaten Sard-Kerne im n

achsten Korollar zusammengefasst.
Satz 4.3.20 Es seien w(x; y)  1, 


:= [,a; a] [,c; c] und (a
0
; c
0
) = (0; 0). F

ur
symmetrische Kubaturformeln gilt :
1. K
r j;j
(u)  K
i;r i
(v)  0, falls i; j ungerade,
2. K
r j;j
(,u) = (,1)
r
K
r j;j
(u), falls j gerade,
3. K
i;r i
(,v) = (,1)
r
K
i;r i
(v), falls i gerade,
4. K
p;q
(,u; v) = (,1)
p
K
p;q
(u; v), u 6= 0
5. K
p;q
(u;,v) = (,1)
q
K
p;q
(u; v), v 6= 0
6. K
p;q
(,u;,v) = (,1)
r
K
p;q
(u; v), mit r = p+ q und u 6= 0 ^ v 6= 0.
F

ur p = 1 bzw. q = 1 gelten die Behauptungen 4, 5 und 6 wie in Satz 4.3.13. Unter den
Voraussetzungen in Satz 4.3.20 kann der Aufwand f

ur die Bestimmung der Restgliedfak-
toren der symmetrischen Kubaturformeln um den Faktor 4 reduziert werden.
Sind dar

uber hinaus S und 


vollsymmetrisch, so kann der Rechenaufwand, gem

a dem
Satz 4.3.15, insgesamt um den Faktor 8 verringert werden. Denn in diesem Fall erf

ullen
die Kernfunktionen zus

atzlich die folgenden Eigenschaften.
Korollar 4.3.15 Es seien w(x; y)  1, 


:= [,a; a] [,a; a] und (a
0
; c
0
) = (0; 0).
F

ur vollsymmetrische Kubaturformeln S gilt :
1. K
r j;j
(u) = K
i;r i
(v), falls i = j und u = v sind,
2. K
p;q
(u; v) = K
q;p
(v; u), mit p+ q = r.
Bemerkung 4.3.3
F

ur Kubaturformeln, die bzgl. des Kreises 


= C

2
= f(x; y) j x
2
+ y
2
 1g konstruiert
sind, lassen sich die Sard-Kerne nicht in einer allgemeinen expliziten Formel darstellen. Die
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expliziten Darstellungen k

onnen nur einzeln angegeben werden, wenn die Indizes bekannt
sind. Beispielsweise gilt f

ur den univariaten Sard-Kern K
0;0
r j;j
(u) einer symmetrischen
Kubaturformel S bzgl. w  1

uber C

2
:
K
0;0
6;2
(u) =
1
2  5!

,
5
128
u ,
5
24
u
3
 ,
1
8
u
5
 +
5
12
p
1, u
2
u
4
+
5
96
(1, u
2
)
3=2
u
2
+
325
1512
(1, u
2
)
5=2
u
2
+
5
64
p
1, u
2
u
2
+
1
6
u
6
(1, u
2
)
3=2
+
5
64
u arcsin(u)
+
1
4
u
6
p
1, u
2
+
5
18
u
4
(1, u
2
)
3=2
+
1
4
u
5
arcsin(u) +
16
945
(1, u
2
)
5=2
+
5
12
u
3
arcsin(u) +
125
756
(1, u
2
)
5=2
u
4

, S((x, u)
h5i
+
 y
h2i
) ; u  0 ;
K
0;0
2;2
(u) =
1
2

,
1
8
u +
2
15
(1, u
2
)
5=2
+
1
4
p
1, u
2
u
2
+
1
6
(1, u
2
)
3=2
+
1
4
u arcsin(u)

, S((x, u)
h1i
+
 y
h2i
) ; u  0
und
K
0;0
2;0
(u) =

,
1
2
u +
2
3
(1, u
2
)
3=2
+
p
1, u
2
u
2
+ u arcsin(u)

, S((x, u)
h1i
+
 y
h0i
) ; u  0
usw..
Die expliziten Darstellungen der Sard-Kerne K
0;0
i;r i
(v) und K
0;0
p;q
(u; v) k

onnen ebenfalls nur
einzeln angegeben werden.
Aus dem Grund, da diese expliziten Darstellungen recht komplizierte Gestalt besitzen
k

onnen, und da bei Anwendung eines adaptiven numerischen Integrationsverfahrens die
kreisf

ormigen Intergrationsbereiche in Rechteckgebiete transformiert werden m

ussen, ist
es entbehrlich, die Fehlerkonstanten f

ur die Kubaturformeln

uber dem Kreis C

2
zu be-
rechnen.
Die Betrachtung in diesem Kapitel beschr

ankt sich zwar auf das Zweidimensionale, jedoch
lassen sich sowohl die Fehlerdarstellungen der Kubaturformeln als auch die Herleitung der
Symmetrie- und Vollsymmetrieeigenschaften auf h

ohere Dimensionen verallgemeinern.
Graphische Darstellungen
Um die Eigenschaften des bivariaten Sard-Kerns, die in Satz 4.3.20 und Korollar 4.3.15
erw

ahnt wurden, zu veranschaulichen, werden im folgenden die Graphen von K
0;0
p; q
(u; v),
f

ur vollsymmetrische Kubaturformeln,

uber dem Integrationsbereich 
 := [,1; 1][,1; 1]
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dargestellt. Dabei wird im Rest dieser Arbeit die Abk

urzung V SK
M
f

ur die vollsymmetri-
sche Kubaturformel, PGL
M
f

ur die Produkt-Gau-Legendre-Formel und PCC
M
f

ur die
Produkt-Clenshaw-Curtis-Formel, welche M St

utzstellen besitzen, verwendet.
Graphen des bivariaten Sard-Kerns K
0;0
p;q
(u; v) von V SK
4
mit Exaktheitsgrad 3
-1
-0.5
0 0
0.5
1-0.1
-0.05
0
0.05
0.1
0
0.5
1 0
0.5
1
-0.1
-0.05
0
0.05
0.1
-1
-0.5
0 -1
-0.5
0
-0.1
-0.05
0
0.05
0.1
0
0.5
1 -1
-0.5
0-0.1
-0.05
0
0.05
0.1
K
0;0
3; 1
(u; v), degS = 3
Der Sard-Kern K
3; 1
(u; v) ist eine ungerade Funktion, sowohl bzgl. u als auch bzgl. v.
Wegen q = 1 ist K
3; 1
(u; v) bzgl. v eine Sprungfunktion.
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-1
-0.5
0 0
0.5
1-0.1
-0.05
0
0.05
0
0.5
1 0
0.5
1-0.1
-0.05
0
0.05
-1
-0.5
0 -1
-0.5
0-0.1
-0.05
0
0.05
0
0.5
1 -1
-0.5
0-0.1
-0.05
0
0.05
K
0;0
2; 2
(u; v), degS = 3
F

ur p = 2 und q = 2 ist der Sard-Kern K
2; 2
(u; v) bzgl. u bzw. v jeweils eine gerade
Funktion.
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-1
-0.5
0 0
0.5
1-0.1
-0.05
0
0.05
0.1
0
0.5
1 0
0.5
1
-0.1
-0.05
0
0.05
0.1
-1
-0.5
0 -1
-0.5
0
-0.1
-0.05
0
0.05
0.1
0
0.5
1 -1
-0.5
0-0.1
-0.05
0
0.05
0.1
K
0;0
1; 3
(u; v), degS = 3
Das Schaubild von K
0;0
1; 3
(u; v) ist identisch zu dem Spiegelungsbild von K
0;0
3; 1
(u; v) zu
der Achse u = v.
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-1
-0.5
0 0
0.5
1
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0
0.5
1 0
0.5
1
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
-1
-0.5
0 -1
-0.5
0-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
0
0.5
1 -1
-0.5
0-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
K
0;0
2; 1
(u; v), degS = 3
In diesem Fall ist der bivariate Sard-Kern bzgl. u eine gerade und bzgl. v eine ungerade
Funktion ist.
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-1
-0.5
0 0
0.5
1-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
0
0.5
1 0
0.5
1
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
-1
-0.5
0 -1
-0.5
0-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
0
0.5
1 -1
-0.5
0
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
K
0;0
1; 2
(u; v), degS = 3
Die Funktionswerte von K
0;0
1; 2
(u; v) k

onnen ebenfalls durch die Spiegelung von K
0;0
2; 1
(u; v)
zu der Achse u = v erhalten werden, n

amlich K
0;0
1; 2
(u; v) = K
0;0
2; 1
(v; u).
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-1
-0.5
0 0
0.5
1
-0.5
0
0.5
1
0
0.5
1 0
0.5
1-1
-0.5
0
0.5
-1
-0.5
0 -1
-0.5
0-1
-0.5
0
0.5
0
0.5
1 -1
-0.5
0
-0.5
0
0.5
1
K
0;0
1; 1
(u; v), degS = 3
F

ur (p; q) = (1; 1) ist der bivariate Sard-Kern K
1; 1
(u; v) eine Sprungfunktion, die
bzgl. u bzw. v eine ungerade Funktion ist.
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Um die Informationen

uber die bivariaten Sard-Kern K
0;0
p;q
(u; v), p = r, q, einer vollsym-
metrischen Kubaturformel zu erfahren, braucht man K
r q;q
(u; v) nur

uber [0; 1] [0; 1],
f

ur q = 1(1)b
r
2
c, zu betrachten (vgl. auch das Fazit zum Satz 4.3.15).
Im folgenden werden die Graphen des bivariaten Sard-Kerns K
r q;q
(u; v) der voll-
symmetrischen Kubaturformel V SK
12
mit dem Exaktheitsgrad 7 zusammen mit den
Nullstellenkurven K
r q;q
(u; v) = 0 dargestellt.
Graphen des bivariaten Sard-Kerns K
0;0
p;q
(u; v) von V SK
12
mit dem Exaktheitsgrad 7
0
0.25
0.5
0.75 0.25
0.5
0.75
1
-0.25
0
0.25
0.5
0.75
0
0.25
0.5
0.75 0.25
0.5
0.75
1
5000 K
0;0
7; 1
(u; v) K
0;0
7; 1
(u; v) = 0
0
0.25
0.5
0.75 0.25
0.5
0.75
1
-0.25
0
0.25
0.5
0.75
0
0.25
0.5
0.75 0.25
0.5
0.75
1
5000 K
0;0
6; 2
(u; v) K
0;0
6; 2
(u; v) = 0
K
0;0
p; q
(u; v), degS = 7
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0
0.25
0.5
0.75 0.25
0.5
0.75
1
-0.25
0
0.25
0.5
0.75
0
0.25
0.5
0.75 0.25
0.5
0.75
1
5000 K
0;0
5; 3
(u; v) K
0;0
5; 3
(u; v) = 0
0
0.25
0.5
0.75 0.25
0.5
0.75
1
-0.25
0
0.25
0.5
0.75
0
0.25
0.5
0.75 0.25
0.5
0.75
1
5000 K
0;0
4; 4
(u; v) K
0;0
4; 4
(u; v) = 0
0
0.25
0.5
0.75 0.25
0.5
0.75
1
-0.25
0
0.25
0.5
0.75
0
0.25
0.5
0.75 0.25
0.5
0.75
1
1000 K
0;0
6; 1
(u; v) K
0;0
6; 1
(u; v) = 0
K
0;0
p; q
(u; v), deg S = 7
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0
0.25
0.5
0.75 0.25
0.5
0.75
1
-0.25
0
0.25
0.5
0.75
0
0.25
0.5
0.75 0.25
0.5
0.75
1
1000 K
0;0
5; 2
(u; v) K
0;0
5; 2
(u; v) = 0
0
0.25
0.5
0.75 0.25
0.5
0.75
1
-0.25
0
0.25
0.5
0.75
0
0.25
0.5
0.75 0.25
0.5
0.75
1
1000 K
0;0
4; 3
(u; v) K
0;0
4; 3
(u; v) = 0
0
0.25
0.5
0.75 0.25
0.5
0.75
1
-0.25
0
0.25
0.5
0.75
0
0.25
0.5
0.75 0.25
0.5
0.75
1
500 K
0;0
5; 1
(u; v) K
0;0
5; 1
(u; v) = 0
K
0;0
p; q
(u; v), degS = 7
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0
0.25
0.5
0.75 0.25
0.5
0.75
1
-0.25
0
0.25
0.5
0.75
0
0.25
0.5
0.75 0.25
0.5
0.75
1
500 K
0;0
4; 2
(u; v) K
0;0
4; 2
(u; v) = 0
0
0.25
0.5
0.75 0.25
0.5
0.75
1
-0.25
0
0.25
0.5
0.75
0
0.25
0.5
0.75 0.25
0.5
0.75
1
500 K
0;0
3; 3
(u; v) K
0;0
3; 3
(u; v) = 0
0
0.25
0.5
0.75 0.25
0.5
0.75
1
-0.25
0
0.25
0.5
0.75
0
0.25
0.5
0.75 0.25
0.5
0.75
1
100 K
0;0
4; 1
(u; v) K
0;0
4; 1
(u; v) = 0
K
0;0
p; q
(u; v), degS = 7
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0
0.25
0.5
0.75 0.25
0.5
0.75
1
-0.25
0
0.25
0.5
0.75
0
0.25
0.5
0.75 0.25
0.5
0.75
1
100 K
0;0
3; 2
(u; v) K
0;0
3; 2
(u; v) = 0
0
0.25
0.5
0.75 0.25
0.5
0.75
1
-0.25
0
0.25
0.5
0.75
0
0.25
0.5
0.75 0.25
0.5
0.75
1
25 K
0;0
3; 1
(u; v) K
0;0
3; 1
(u; v) = 0
0
0.25
0.5
0.75 0.25
0.5
0.75
1
-0.25
0
0.25
0.5
0.75
0
0.25
0.5
0.75 0.25
0.5
0.75
1
25 K
0;0
2; 2
(u; v) K
0;0
2; 2
(u; v) = 0
K
0;0
p; q
(u; v), degS = 7
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0
0.25
0.5
0.75 0.25
0.5
0.75
1
-0.25
0
0.25
0.5
0.75
0
0.25
0.5
0.75 0.25
0.5
0.75
1
10 K
0;0
2; 1
(u; v) K
0;0
2; 1
(u; v) = 0
0
0.25
0.5
0.75 0.25
0.5
0.75
1
-0.25
0
0.25
0.5
0.75
0
0.25
0.5
0.75 0.25
0.5
0.75
1
K
0;0
1; 1
(u; v) K
0;0
1; 1
(u; v) = 0
K
0;0
p; q
(u; v), degS = 7
F

ur die betrachtete vollsymmetrische Kubaturformel mit dem Exaktheitsgrad 7, bestehen
die Konturlinien zur H

ohe null bzgl. des bivariaten Sard-Kerns K
0;0
p; q
(u; v) aus einer
bzw. mehreren (geschlossenen) Kurven.
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4.3.4 Verizierte Berechnung der Restgliedfaktoren
Es erweist sich als schwierige Aufgabe, die Fehlerkonstanten der Integrationsformeln mit
Hilfe der Nullstellen der Kernfunktionen zu bestimmen. Die Komplexit

at nimmt insbeson-
dere im Mehrdimensionalen zu. Bereits f

ur die eindimensionalen Quadraturfehler haben
Stroud und Secrest [147] nur die Fehlerkonstanten bzgl. der Peano-Kerne erster und zwei-
ter Ordnung mit Hilfe der Nullstellen der Kernfunktionen berechnet. F

ur die Peano-Kerne
h

oherer Ordnungen und die Sard-Kerne (vgl. [146]) hat er jedoch die L
1
-Norm n

aherungs-
weise bestimmt. Weiter hat Lether [101], [102] die L
1
-Norm der Sard-Kerne ebenfalls mit
Hilfe von Kubaturformeln approximativ errechnet. Bislang bestanden noch keine veri-
zierten numerischen Ergebnisse f

ur die L
1
-Norm der Sard-Kerne.
Im Abschnitt 3.4.3 wurde zwar anhand von numerischen Ergebnissen gezeigt, da die L
1
-
Norm der Peano-Kerne mit Hilfe des erweiterten Intervall-Newton-Verfahrens bestimmt
werden kann, jedoch l

at sich dieser Ansatz, die Fehlerkonstanten mittels der Nullstellen
der Kernfunktionen zu berechnen, nicht problemlos auf das Mehrdimensionale erweitern,
da folgende Schwierigkeiten auftreten :
1. Die Nullstellenbstimmung f

ur die mehrdimensionalen reellwertigen Funktionen ist
viel aufwendiger als dieselbe Aufgabe im Eindimensionalen.
2. Im Eindimensionalen ist es einfach, die Integrale
R
K
+
und
R
K
 
direkt

uber den
gr

oten zusammenh

angenden deniten Teilbereichen zu berechnen, wodurch sowohl
der Rechenaufwand als auch der Rundungsfehler reduziert werden kann. Im Mehr-
dimensionalen ist es jedoch schwierig, m

oglichst groe zusammenh

angende Teilbe-
reiche, auf denen die Kernfunktionen keinen Vorzeichenwechsel haben, zu nden.
Auerdem sind f

ur die st

uckweise Betrachtung mehrdimensionaler Kernfunktionen mehr
Sortierungen der einzelnen Koordinaten der St

utzstellen notwendig. Trotz dieser Schwie-
rigkeiten bzw. des Zusatzaufwandes wurden in dieser Arbeit die Restgliedfaktoren bzgl. der
Sard-Kerne auch mit Hilfe der Nullstellen der Kernfunktionen berechnet und zwar aus
zwei Gr

unden. Zum einen waren f

ur die herangezogenen vollsymmetrischen Kubaturfor-
meln noch keine Fehlerkonstanten vorhanden, und zum anderen kann garantiert werden,
da unter Ber

ucksichtigung der Nullstellen sich die Fehlerkonstanten ohne

Uber- und Un-
tersch

atzung bestimmen lassen, falls der Rundungsfehler nicht

uberwiegend gro ist. F

ur
weitere Betrachtungen stehen dann die in dieser Arbeit erzielten numerischen Ergebnisse
als Referenzdaten zur Verf

ugung.
Im allgemeinen lassen sich die im Abschnitt 3.4.3 beschriebenen Berechnungsideen f

ur die
Bestimmung der Fehlerkonstanten bzgl. der Sard-Kerne anwenden. Im Abschnitt 3.4.3
wurde erkl

art, da die Bestimmung der Restgliedfaktoren nur f

ur w  1 sinnvoll ist. Aus
gleichem Grund wird die folgende Diskussion ebenfalls auf w  1 beschr

ankt. Unter dieser
Voraussetzung reicht es aus, ausschlielich den Standardintegrationsbereich 
 := [,1; 1]
[,1; 1] zu betrachten. F

ur andere Rechteckbereiche k

onnen die Fehlerkonstanten durch
Transformationen aus den berechneten Werten erhalten werden.

Uber [,1; 1]  [,1; 1]
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sind die Extrema der Kernfunktionen von der Gr

oenordnung O(1), was sich mit Hilfe
der expliziten Darstellung der Kernfunktionen einfach pr

ufen l

at.
Die Fehlerkonstanten
R
K
+
und
R
K
 
bzgl. der eindimensionalen Sard-Kerne k

onnen, wie
bei den Peano-Kernen, mit Hilfe des erweiterten Intervall-Newton-Verfahrens berechnet
werden.
F

ur die mehrdimensionalen Sard-Kerne lassen sich die Nullstellen durch Einsatz des von
Hansen und Neumaier verallgemeinerten Intervall-Newton-Verfahrens (s. Abschnitt 2.4.2)
bestimmen. Um die Integrale
R
K
+
und
R
K
 

uber m

oglichst groe denite Teilbereiche
zu berechnen, wird der Intervall-Newton-Schritt iteriert durchgef

uhrt, bis der bearbeite-
te Teilbereich, auf dem die Kernfunktion das Vorzeichen wechselt, nicht mehr verkleinert
werden kann. Aus der

Uberlegung der Stetigkeit und der Dierenzierbarkeit der Kernfunk-
tionen wird die konkrete Berechnung, wie im Eindimensionalen, jeweils

uber den Teilberei-
chen, die durch die Grenzen der St

utzstelleneinschlieungen [x
i
] und [y
i
] begrenzt werden,
durchgef

uhrt. F

ur die St

utzstellen (x
i
; y
i
) wird vorausgesetzt, da die Einschlieungen
[x
i
]; [y
j
] hinreichend fein sind.
Es sei a =: x
0
 x
1
<    < x
M
 x
M+1
:= b und c =: y
0
 y
1
<    < y
M
 y
M+1
:= d.
Dabei mu (x
i
; y
i
) keine St

utzstelle sein. Mit der oben erw

ahnten Zerlegung werden die
folgenden Integraleinschlieungen
Z
x
i
x
i
Z
y
j+1
y
j
K
+= 
dy dx 2 K
+= 
([x
i
]; [y
j
; y
j+1
])  d([x
i
])  (y
j+1
, y
j
) ; (4.38)
Z
x
i+1
x
i
Z
y
j
y
j
K
+= 
dy dx 2 K
+= 
([x
i
; x
i+1
]; [y
j
])  d([y
j
])  (x
i+1
, x
i
) (4.39)
und
Z
x
i
x
i
Z
y
j
y
j
K
+= 
dy dx 2 K
+= 
([x
i
]; [y
j
])  d([x
i
])  d([y
j
]) (4.40)
berechnet.
Durch Anwendung des verallgemeinerten Intervall-Newton-Verfahrens auf [x
i
; x
i+1
] [y
j
;
y
j+1
] sind neue Teilbereiche entstanden, auf welchen die Sard-Kerne entweder denit sind
oder das Vorzeichen wechseln.

Uber den deniten Teilbereichen lassen sich die Integrale
R
K
+= 
mit Hilfe der Stammfunktion berechnen. F

ur die verbleibenden Teilbereiche [z
x
]
[z
y
] mit 0

2 K([z
x
]; [z
y
]) und d([z
x
]); d([z
y
])  " werden die Integraleinschlieungen
Z
[z
x
]
Z
[z
y
]
K
+= 
dy dx 2 K
+= 
([z
x
]; [z
y
])  d([z
x
])  d([z
y
])
bestimmt.
Damit k

onnen die gesuchten Restgliedfaktoren [
R


K
+= 
] durch Aufsummieren der be-
rechneten Teilintegraleinschlieungen gewonnen werden. Hierbei ist zu bemerken, da die
Einschlieungen (4.38), (4.39) und (4.40) wegen der kleinen Gr

oenordnung der Extrema
der Kernfunktionen und aufgrund der kleinen Durchmesser d([x
i
]) und d([y
j
]), praktisch
sehr kleinen Beitrag zu den Fehlerkonstanten
R


K
+= 
liefern.
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Gem

a der oben beschriebenen Ideen wurden die Fehlerkonstanten bzgl. der ein- und zwei-
dimensionalen Sard-Kerne f

ur die in [45] konstruierten vollsymmetrischen Kubaturformeln
von Exaktheitsgraden 3 und 7, unter Ber

ucksichtigung der Symmetrie-, der Vollsymme-
trieeigenschaften und der lokalen Denitheit, veriziert berechnet. Um die Ezienz zu
erh

ohen, wurden in dem Intervall-Newton-Schritt die verbesserte Mittelwertform f

ur die
partiellen Ableitungen eingesetzt. Diese numerischen Ergebnisse sind in Tabellen 4.1, 4.2,
4.3 und 4.4 aufgelistet.
Aus gleichemGrund wie bei den Peano-Kernen sind
R
1
 1
K
r j;j
(u)du = 0,
R
1
 1
K
i;r i
(v)dv =
0 und
R
1
 1
R
1
 1
K
p;q
(u; v) du dv = 0, f

ur i; j = 0(1)r, 2, p+ q = r und 2  r < d+1. Daher
gelten die folgenden Gleichungen
P
r j;j
:=
Z
1
 1
K
+
r j;j
(u) du =
Z
1
 1
K
 
r j;j
(u) du =: ,N
r j;j
;
P
i;r i
:=
Z
1
 1
K
+
i;r i
(v) dv =
Z
1
 1
K
 
i;r i
(v) dv =: ,N
i;r i
,
P
p;q
:=
Z
1
 1
Z
1
 1
K
+
p;q
(u; v) du dv =
Z
1
 1
Z
1
 1
K
 
p;q
(u; v) du dv =: ,N
p;q
mit i; j = 0(1)r , 2, p+ q = r, 2  r < d+ 1 und d := degS.
(4.41)
Diese Identit

aten sind f

ur beliebige Kubaturformeln S g

ultig, auch wenn S nicht symme-
trisch ist.
In [146] hat Stroud f

ur verschiedene Kubaturformeln die L
1
-Norm der Sard-Kerne K be-
rechnet, es gilt kKk
1
= P ,N . Da die Fehlerkonstanten ein weiteres Ma zur Beurteilung
der Integrationsformeln bieten, werden die Restgliedfaktoren, die im Rahmen dieser Ar-
beit veriziert berechneten wurden, und die von Stroud angegebenen Fehlerkonstanten
in den Tabellen 4.5, 4.6, 4.7 und 4.8 zum Vergleich zusammengestellt. Die betrachteten
Kubaturformeln haben zwar verschiedene Knotenzahl, jedoch ist die Dierenz nicht gro.
Ferner sind die Fehlerkonstaten bzgl. Kubaturformeln mit gr

oerer Knotenzahl nicht un-
bedingt kleiner.
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Tabelle 4.1: 1-dim. Fehlerkonstanten : V SK
4

uber [,1; 1] [,1; 1] vom Grad 3
r j (r , j)! j! [P
r j;j
] (r , j)! j! [N
r j;j
]
2 0 1:6225813128483(
7
5
)E , 01 ,1:6225813128483(
5
7
)E , 01
3 0 1:150998205402(
6
4
)E , 01 ,1:150998205402(
4
6
)E , 01
4 0 3:5555555555555(
7
5
)E , 01 0:000000000000000E + 00
4 2 5:408604376161(
22
19
)E , 02 ,5:408604376161(
1
3
)E , 02
Tabelle 4.2: 2-dim. Fehlerkonstanten : V SK
4

uber [,1; 1] [,1; 1] vom Grad 3
p q p! q! [P
p;q
] p! q! [N
p;q
]
1 1 4:9202258114172(
5
2
)E , 01 ,4:9202258114172(
2
5
)E , 01
1 2 2:27700(
8
6
)E , 01 ,2:27700(
6
8
)E , 01
1 3 1:1890(
3
1
)E , 01 ,1:1890(
1
3
)E , 01
2 2 9:3743(
50
43
)E , 02 ,9:3743(
43
50
)E , 02
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Tabelle 4.3: 1-dim. Fehlerkonstanten von V SK
12

uber [,1; 1] [,1; 1] vom Grad 7
r j (r , j)! j! [P
r j;j
] (r , j)! j! [N
r j;j
]
2 0 2:5696377921(
5
3
)E , 02 ,2:5696377921(
3
5
)E , 02
3 0 7:735598956(
24
17
)E , 03 ,7:735598956(
17
24
)E , 03
4 0 3:559164873(
7
6
)E , 03 ,3:559164873(
6
7
)E , 03
4 2 1:4041060935(
6
5
)E , 02 ,1:4041060935(
5
6
)E , 02
5 0 2:301854937(
6
5
)E , 03 ,2:301854937(
5
6
)E , 03
5 2 6:470633179(
63
59
)E , 03 ,6:470633179(
59
63
)E , 03
6 0 2:1085230146(
2
0
)E , 03 ,2:108523014(
5
7
)E , 03
6 2 4:36905157(
802
799
)E , 03 ,4:36905157(
798
804
)E , 03
6 4 1:5148887692(
3
2
)E , 02 ,1:5148887692(
2
3
)E , 02
7 0 2:8040832105(
3
0
)E , 03 ,2:8040832105(
0
3
)E , 03
7 2 4:992542858(
41
38
)E , 03 ,4:992542858(
38
41
)E , 03
7 4 7:7362999664(
5
1
)E , 03 ,7:7362999664(
1
5
)E , 03
8 0 1:318511144(
30
29
)E , 02 0:000000000000000E + 00
8 2 2:0441347270(
7
5
)E , 02 0:000000000000000E + 00
8 4 1:6218454827(
5
4
)E , 03 ,1:1656688688(
2
4
)E , 02
8 6 2:4556440235(
2
0
)E , 02 ,4:115092964(
47
50
)E , 03
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Tabelle 4.4: 2-dim. Fehlerkonstanten von V SK
12

uber [,1; 1] [,1; 1] vom Grad 7
p q p! q! [P
p;q
] p! q! [N
p;q
]
1 1 1:8245(
4
2
)E , 01 ,1:8245(
2
4
)E , 01
1 2 8:8110(
5
1
)E , 02 ,8:8110(
1
5
)E , 02
1 3 7:5258(
55
43
)E , 02 ,7:5258(
43
55
)E , 02
2 2 2:1273(
7
4
)E , 02 ,2:1273(
4
7
)E , 02
1 4 6:83982(
6
1
)E , 02 ,6:83982(
1
6
)E , 02
2 3 1:7703(
12
09
)E , 02 ,1:7703(
09
12
)E , 02
1 5 6:1998(
51
47
)E , 02 ,6:1998(
47
51
)E , 02
2 4 1:6366(
12
09
)E , 02 ,1:6366(
09
12
)E , 02
3 3 1:2427(
9
8
)E , 02 ,1:2427(
8
9
)E , 02
1 6 5:68319(
7
2
)E , 02 ,5:68319(
2
7
)E , 02
2 5 1:5228(
8
7
)E , 02 ,1:5228(
7
8
)E , 02
3 4 9:833(
20
16
)E , 03 ,9:833(
16
20
)E , 03
1 7 5:32166(
8
2
)E , 02 ,5:32166(
2
8
)E , 02
2 6 2:5540(
4
2
)E , 02 ,5:09(
894
900
)E , 03
3 5 6:6096(
7
1
)E , 03 ,6:6096(
1
7
)E , 03
4 4 3:085(
62
59
)E , 03 ,1:3120(
4
5
)E , 02
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Tabelle 4.5: Vergleich 1-dim. Fehlerkonstanten

uber [,1; 1] [,1; 1] mit deg S = 3
(r , j)! j! kK
r j;j
(u)k
1
Verikation Stroud
r j V SK
4
PGL
4
V SK
5
V SK
9
2 0 3:2451626256967(
4
1
)E , 01 3:25E , 01 3:95E , 01 3:95E , 01
3 0 2:30199641080(
51
49
)E , 01 2:30E , 01 3:33E , 01 3:33E , 01
4 0 3:5555555555555(
60
52
)E , 01 3:56E , 01 5:33E , 01 5:33E , 01
4 2 1:0817208752322(
45
36
)E , 01 1:08E , 01 8:89E , 01 1:67E , 01
Tabelle 4.6: Vergleich 2-dim. Fehlerkonstanten

uber [,1; 1] [,1; 1] mit deg S = 3
p! q! kK
p;q
(u; v)k
1
Verikation Stroud
p q V SK
4
PGL
4
V SK
5
V SK
9
1 1 9:8404516228344(
9
4
)E , 01 9:89E , 01 8:21E , 01 7:77E , 01
1 2 4:55401(
5
2
)E , 01 4:56E , 01 7:16E , 01 4:38E , 01
1 3 2:3780(
5
3
)E , 01 2:38E , 01 8:33E , 01 2:90E , 01
2 2 1:8748(
70
68
)E , 01 1:87E , 01 8:89E , 01 2:06E , 01
Bemerkung 4.3.4 Die in [45] erzielte vollsymmetrische Kubaturformel V SK
4
hat un-
gef

ahr die gleiche G

ute wie die Produkt-Gau-Legendre-Formel PGL
4
. Die anderen beiden
vollsymmetrischen Kubaturformeln V SK
5
und V SK
9
besitzen nicht nur mehr St

utzstel-
len, sondern auch ihre Fehlerkonstanten sind i. a. etwas gr

ober.
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Tabelle 4.7: Vergleich 1-dim. Fehlerkonstanten

uber [,1; 1] [,1; 1] mit deg S = 7
(r , j)! j! kK
r j;j
(u)k
1
Verikation Stroud
r j V SK
12
PGL
16
V SK
12
V SK
13
2 0 5:139275584(
30
27
)E , 02 8:74E , 02 5:14E , 02 6:81E , 02
3 0 1:5471197912(
5
3
)E , 02 2:82E , 02 1:55E , 02 1:96E , 02
4 0 7:118329747(
4
2
)E , 03 1:29E , 02 7:12E , 03 8:02E , 03
4 2 2:8082121871(
2
0
)E , 02 2:91E , 02 2:81E , 02 2:24E , 02
5 0 4:603709875(
2
0
)E , 03 8:36E , 03 4:60E , 03 4:60E , 03
5 2 1:2941266359(
3
1
)E , 02 9:40E , 03 1:29E , 02 6:40E , 03
6 0 4:217046029(
3
1
)E , 03 7:57E , 03 4:22E , 03 3:64E , 03
6 2 8:73810315(
605
598
)E , 03 4:31E , 03 8:74E , 03 2:58E , 03
6 4 3:0297775384(
6
5
)E , 02 1:75E , 02 3:03E , 02 3:01E , 02
7 0 5:6081664210(
6
0
)E , 03 1:00E , 02 5:61E , 03 4:23E , 03
7 2 9:985085716(
82
76
)E , 03 2:79E , 03 9:99E , 03 1:44E , 03
7 4 1:5472599932(
9
8
)E , 02 5:64E , 03 1:55E , 02 1:93E , 02
8 0 1:318511144(
30
29
)E , 02 2:32E , 02 1:32E , 02 8:53E , 03
8 2 2:0441347270(
7
5
)E , 02 5:22E , 03 2:04E , 02 1:13E , 03
8 4 1:3278534171(
1
0
)E , 02 2:59E , 03 1:33E , 02 3:10E , 02
8 6 2:8671533199(
7
5
)E , 02 1:25E , 02 2:87E , 02 3:46E , 02
Bemerkung 4.3.5 Die in [45] erzielte vollsymmetrische Kubaturformel V SK
12
hat un-
gef

ahr die gleiche G

ute wie die von Stroud [146] betrachtete vollsymmetrische Kubatur-
formel V SK
12
. Die anderen beiden Kubaturformeln PGL
16
und V SK
13
besitzen mehr
St

utzstellen und ihre Fehlerkonstanten sind nicht unbedingt kleiner als die Fehlerkonstan-
ten der beiden V SK
12
(vgl. auch Tabelle 4.8).
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Tabelle 4.8: Vergleich 2-dim. Fehlerkonstanten

uber [,1; 1] [,1; 1] mit deg S = 7
p! q! kK
p;q
(u; v)k
1
Verikation Stroud
p q V SK
12
PGL
16
V SK
12
V SK
13
1 1 3:6490(
7
4
)E , 01 4:11E , 01 3:64E , 01 3:67E , 01
1 2 1:7622(
1
0
)E , 01 1:91E , 01 1:75E , 01 1:79E , 01
1 3 1:5051(
71
68
)E , 01 1:36E , 01 1:49E , 01 1:38E , 01
2 2 4:254(
74
69
)E , 02 4:39E , 02 4:23E , 02 3:88E , 02
1 4 1:36796(
6
4
)E , 01 1:10E , 01 1:36E , 01 1:23E , 01
2 3 3:5406(
24
19
)E , 02 2:31E , 02 3:53E , 02 2:75E , 02
1 5 1:2399(
71
69
)E , 01 9:29E , 02 1:23E , 01 1:17E , 01
2 4 3:2732(
24
18
)E , 02 1:84E , 02 3:27E , 02 3:03E , 02
3 3 2:4855(
7
6
)E , 02 1:17E , 02 2:49E , 02 1:61E , 02
1 6 1:1366(
40
38
)E , 01 7:88E , 02 1:13E , 01 1:14E , 01
2 5 3:0457(
6
4
)E , 02 1:56E , 02 3:04E , 02 3:32E , 02
3 4 1:9666(
4
3
)E , 02 7:07E , 03 1:97E , 02 1:98E , 02
1 7 1:06433(
4
2
)E , 01 6:64E , 02 1:06E , 01 1:10E , 01
2 6 3:0639(
4
2
)E , 02 1:33E , 02 3:05E , 02 3:46E , 02
3 5 1:3219(
4
2
)E , 02 4:75E , 03 1:31E , 02 2:31E , 02
4 4 1:6206(
1
0
)E , 02 4:13E , 03 1:62E , 02 3:10E , 02
Kapitel 5
Verizierte automatische Integration
Die Aufgabe eines adaptiven numerischen Integrationsverfahrens, welches auch automa-
tischer Integrator genannt wird, ist, f

ur das bestimmte Integral
I := I(f) :=
Z


f(~x) d~x ; 
  IR
n
;
eine N

aherung I

derart zu liefern, da (vgl. de Boor [41], [42])
jI , I

j  max("
a
; "
r
 jIj) (5.1)
gilt, wobei "
a
und "
r
die vom Benutzer vorgegebenen Oberschranken der absoluten Genau-
igkeit bzw. der relativen Genauigkeit sind. Weiter wird vorausgesetzt, da sich 
 durch
Transformationen in einen Standardbereich, f

ur welchen numerische Integrationsformeln
vorhanden sind,

uberf

uhren l

at.
Da das exakte Integral I im allgemeinen unbekannt ist, ist die Genauigkeitsanforderung
(5.1) mit der reellen Arithmetik nicht realisierbar. Dieses Problem kann jedoch mit der
Verikationsnumerik zuverl

assig gel

ost werden. Mit Hilfe der veriziert berechneten Ap-
proximationssumme [S] und der Schranken des Diskretisierungsfehlers [E] wird eine Ein-
schlieung des exakten Integrals I gewonnen :
[I] := [S] + [E] :
F

ur I

2 [I] kann die Genauigkeitsanforderung (5.1) gesichert werden, wenn gilt
d([I])  max("
a
; "
r
 h[I]i) : (5.2)
Denn aus (5.2) folgt f

ur I

2 [I]
jI , I

j  d([I])
(5:2)
 max("
a
; "
r
 h[I]i
| {z }
jIj
)  max("
a
; "
r
 jIj) :
D. h. unter der Voraussetzung (5.2) ist jedes I

2 [I] eine N

aherung von I, welche (5.1)
erf

ullt.
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Um die geforderte Genauigkeit eektiv erreichen zu k

onnen, wird der Integrationsbereich

 abh

angig vom Funktionsverhalten des Integranden f und von der erw

unschten Genau-
igkeit dynamisch in verschiedene Teilbereiche 

j
zerlegt :

 =
L
[
j=1


j
mit



i
\



j
= ; f

ur i 6= j :
Im allgemeinen lassen sich diese Teilbereiche durch ane Abbildungen auf einen Stan-
dardbereich 

s
zur

uckf

uhren. F

ur jeden Teilbereich 

j
wird dann jeweils eine Integrati-
onsformel S
(j)
angewendet, die die ane Transformierte einer der vorhandenen Integrati-
onsformeln S
1
;    ; S
T
darstellt. Hierbei sind die Integrationsformeln S
1
;    ; S
T
, bzgl. des
Standardbereichs 

s
konstruiert. Durch Summation der Approximationen [S
(j)
] bzw. der
Approximationsfehler [E
(j)
] werden
[S] :=
L
X
j=1
[S
(j)
(f)] bzw. [E] :=
L
X
j=1
[E
(j)
(f)]
erhalten. Im konkreten Fall kann es auch vorkommen, da der Integrationsbereich 

in Teilbereiche zerlegt wird, welche durch ane Transformationen in unterschiedliche
Standardbereiche

uberf

uhrt werden.
F

ur den Fall, da die Integraleinschlieung [I] = [S] + [E] gr

ober als die geforderte Ge-
nauigkeit ist, d. h.
d([I]) > max("
a
; "
r
 h[I]i) ;
mu die Zerlegung f

1
;    ;

L
g weiter verfeinert werden, bis sie der Bedingung (5.2)
gen

ugt bzw. bis festgestellt wird, da die Genauigkeitsanforderung unerreichbar ist.
Die unerreichbare Genauigkeit rechtzeitig zu erkennen und darauolgend die Berechnung
zu unterbrechen, ist ein sehr wichtiges Kriterium f

ur die Zuverl

assigkeit. Dies ist bei der
gew

ohnlichen Numerik schwierig zu verwirklichen, da ohne Hilfe der maximal genauen
Maschinenintervallarithmetik es kaum m

oglich ist, den Fehler richtig zu ber

ucksichtigen.
Wie die unerreichbaren Genauigkeiten erkannt werden k

onnen, wird im Abschnitt 5.3
behandelt.
Die Fragen, welche Integrationsformel f

ur den Teilbereich 

j
angewendet werden soll
bzw. wie die Zerlegung f

1
;    ;

L
g weiter verfeinert werden kann, werden im n

achsten
Abschnitt diskutiert.
5.1 Doppelte adaptive Strategien
Die adaptive numerische Integration, die mittels der dynamischen Verfeinerung des In-
tegrationsbereichs durchgef

uhrt wird, wird seit Anfang der 60er Jahre untersucht und
entwickelt. Die verwendeten Verfeinerungsmethoden unterteilen sich in zwei Klassen. Die
eine wird als lokale und die andere als globale Strategie bezeichnet. Bei diesen Strategi-
en werden die Teilbereiche, die noch zu unterteilen sind, nach verschiedenen Prinzipien
5.1. Doppelte adaptive Strategien 107
ausgew

ahlt. Die Untersuchung der lokalen Verfeinerungsstrategie (vgl. [108]) liegt circa
10 Jahre vor der ersten Anwendung der globalen Methode ([39]). Nachdem Malcolm und
Simpson [106] 1975 diese beiden Methoden anhand konkreter Beispiele verglichen haben,
wird fast nur noch die globale Strategie betrachtet. F

ur die Ezienz

uberlegung spielt bei
Anwendung der globalen Strategie die Datenstruktur zur Registrierung der lokalen Infor-
mationen der Teilbereiche eine wichtige Rolle. Beispielsweise ist f

ur das Suchen nach dem
Element mit dem gr

oten Fehler ein partiell geordneter balancierter Baum g

unstiger als
eine linear geordente Liste. Dies wird sp

ater besprochen.
Numerische Integrationsverfahren, die auer der adaptiven Bereichsverfeinerung noch ver-
schiedene Exaktheitsgrade f

ur die lokalen Integrationsformeln zulassen, heien doppelt
adaptiv. Diese Verfahren wurden am Anfang der 70er Jahre eingef

uhrt (vgl. Oliver [118]).
Wenn man heute von adaptiver numerischer Integration spricht, bezieht man sich fast
immer auf die doppelte Adaption.
In der Verikationsnumerik wurde der erste Beitrag zur eindimensionalen adaptiven nu-
merischen Integration von Corliss und Rall [38] 1987 geleistet, in dem die globale Strategie
und die adaptiven Exaktheitsgrade ber

ucksichtigt wurden. Jedoch weicht die Implemen-
tierung der Methoden in [38] von der Implementierung im Softwareprogramm VANI ab,
welches in Rahmen dieser Arbeit f

ur die ein- und zweidimensionale automatische Integra-
tion entwickelt wurde. Diese Abweichungen werden in den Abschnitten 5.1.1 und 5.1.2
beschrieben. Weitere Literartur

uber die doppelt adaptive numerische Integration mit
automatischer Ergebnisverikation sind z. B. in [46], [83] und [144] zu nden, in denen
das lokale Kriterium betrachtet wird. Konkret verwenden sie unterschiedliche Reihenfol-
gen, den Integrationsbereich zu unterteilen. In [143] wurde zweidimensionale numerische
Integration mit automatischer Ergebnisverikation anhand vom Extrapolationsverfahren
durchgef

uhrt, wobei adaptive Exaktheitsgrade ber

ucksichtigt wurden.
Bemerkenswert ist, da im Extremfall, wenn z. B. der Graph des Integranden eine sehr
scharfe Spitze besitzt, das lokale Kriterium Schwierigkeit hat, Integraleinschlieungen zu
liefern. Es sei denn, zus

atzliche Manahmen werden ergrien, um eine unendliche Be-
reichsverfeinerung zu verhindern.
Im folgenden werden zuerst die adaptiven Verfeinerungsstrategien behandelt, und danach
die Adaption der Exaktheitsgrade.
5.1.1 Adaptive Verfeinerungsstrategien
Die lokale Strategie f

ur die Bereichsverfeinerung ist zwar gem

a den numerischen Unter-
suchungsergebnissen i. a. weniger ezient als die globale Strategie (insbesondere wenn bei
der globalen Strategie eine g

unstige Datenstruktur f

ur die Bereichsverwaltung verwendet
ist), dennoch bietet sie eine praktische Richtlinie f

ur die Auswahl der lokalen Integrati-
onsformeln und deshalb wird sie an dieser Stelle beschrieben.
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Die lokale Strategie
Bei dem lokalen Kriterium wird verlangt, da f

ur jeden Teilbereich 

j
die n

achste Bedin-
gung
d([I
(j)
])  "
j
; j = 1(1)L ; (5.3)
erf

ullt werden mu. Hierbei ist [I
(j)
] := [S
(j)
] + [R
(j)
] und "
j
wird durch
"
j
:=
j

j
j
j
j
 " ; " := max("
a
; "
r
 h[I]i) ; (5.4)
bestimmt. Gilt (5.3) f

ur einen Teilbereich nicht, dann mu er weiter unterteilt werden.
Die Reihenfolge, welches Teilgebiet als das n

achste behandelt wird, ist unwesentlich, wenn
(5.2) erreicht werden kann.

Ublicherweise wird ein Stapel (Stack) verwendet, um die Teil-
bereiche festzuhalten. In der Praxis wird jedoch eine rekursive Durchf

uhrung bevorzugt.
Die globale Strategie
Im Gegensatz zu (5.3) wird bei der globalen Methode die Bedingung
L
X
j=1
d([I
(j)
])  " (5.5)
gepr

uft. Gilt (5.5) mit der aktuellen Zerlegung nicht, dann wird das Teilgebiet 

m
, das
den maximalen Fehler besitzt
d([I
(m)
])  d([I
(j)
]); j = 1(1)L; j 6= m ;
unterteilt. Um auf dieses Gebiet schnell zugreifen zu k

onnen, ist es zweckm

aig, die Teil-
bereiche in einer Baumstruktur so festzuhalten, da das in der Wurzel jedes Teilbaums
plazierte Element einen gr

oeren Fehler als alle seine unmittelbaren Nachkommen besitzt.
Zwischen den benachbarten Elementen ist die Relation unwesentlich. Dies soll am Beispiel
des balancierten bin

aren Baumes erl

autert werden.
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wird durch ein neues Element ersetzt
   neue Elemente werden angef

ugt
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Der Baum ist so partiell geordnet, da f

ur den Durchmesser gilt d([I
1
])  max(d([I
2
]); d([I
3
])),
d([I
2
])  max(d([I
4
]); d([I
5
])) und d([I
3
])  max(d([I
6
]); d([I
7
])) usw.. Die Relation zwi-
schen d([I
2
]) und d([I
3
]) bzw. zwischen den anderen benachbarten Elementen ist irrelevant.
Das Element, das an der Spitze des Baumes sitzt, hat also den gr

oten Fehler. F

ur die
weitere Verfeinerung wird dieses Element entfernt und unterteilt. Das neue Element mit
dem gr

oten Fehler wird in die Wurzel des gesamten Baumes gesetzt. Die anderen neuen
Elemente werden dann an den Baum so angef

ugt, da der Baum balanciert ist. D. h. die
neuen Elemente werden immer von links nach rechts (bzw. in umgekehrter Richtung)
innerhalb der tiefsten Schicht angef

ugt. Sie werden erst in eine tiefere Schicht plaziert,
wenn die letzte Schicht voll ist (vgl. [86]). Nachdem ein neues Element eingef

ugt ist,
wird es gleich an seinen richtigen Platz herunter- bzw. hochsortiert. Die Sortierung eines
neuen Elementes ist fertig, sobald der aktuell betrachtete Teilbaum der partiellen Ordnung
gen

ugt. F

ur einen balancierten Baum betr

agt der gesamte Sortierungsaufwand O(L logL)
(vgl. [106]).
Bei manchen Anwendungen (z. B. [62], [19]) wird ein tern

arer Baum eingesetzt. In [38]
wurde hingegen eine linear geordente Liste zum Festhalten der Teilbereiche verwendet,
f

ur die der gesamte Sortierungsaufwand O(L
2
) ist.
Die Tatsache, da die lokale Strategie strenger als die globale Strategie ist, kann auch ana-
lytisch erkl

art werden. Die Ungleichung (5.5) ist eine notwendige Bedingung f

ur (5.3). Im
Extremfall kann das lokale Kriterium (5.3)

uber dem problematischen Teilbereich u. U. nie
erf

ullt werden. Der unendliche Programmlauf l

at sich z. B. dadurch abbrechen, da eine
Oberschranke f

ur die Anzahl von Funktionsauswertungen bzw. eine Unterschranke f

ur die
Durchmesser der Teilbereiche gesetzt werden. Die Integraleinschlieungen, die in dieser Si-
tuation erzielt werden, k

onnen u. U. sehr grob sein bzw. sehr lange Rechenzeit ben

otigen.
Hingegen m

ussen bei der globalen Verfeinerungsstrategie s

amtliche Teilbereiche abgespei-
chert werden. Der Speicherbedarf, der von dem Integranden, der geforderten Genauigkeit
und der Dimension abh

angig ist, k

onnte insbesondere im mehrdimensionalen betr

acht-
lich sein. Zum Vergleich der beiden Verfeinerungsstrategien seien die Bemerkungen von
Malcolm und Simpson ([106], S. 145, 146) zu zitieren :
"The advantage of global strategies over local strategies were seen to be in
some sense a space-time tradeo. The reduced numbers of required functi-
on evaluations and the apparent increase in domain of applicability using
the global strategy comes at the expense of additional memory requirements.
However, the memory requirements of ... are not unreasonable for many ap-
plications, and when a higher order local quadrature rule is used, such as ...,
the additional memory requirements are very small."
" It demonstrates that interval acceptance criteria need not be totally local as
... or totally global as ... and doubtless a variety of such intermediate stages
are possible."
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5.1.2 Adaptive Exaktheitsgrade
Um (5.2) mit m

oglichst geringem Aufwand zu erreichen, soll vermieden werden, da das
adaptive numerische Integrationsverfahren eine wesentlich bessere Integraleinschlieung
[I] Genauigkeit liefert, d. h. d([I])  max("
a
; "
r
 h[I]i). Es ist daher wichtig, die Inte-
grationsformeln mit den am besten geeigneten Exaktheitsgraden zu verwenden. Dadurch
lassen sich

uber

ussige Funktionsauswertungen vermeiden.
Zur Auswahl der lokalen Integrationsformeln stellt die Bedingung (5.3) eine geeignete
Richtlinie dar, obwohl f

ur die Erf

ullung des globalen Kriteriums (5.5) die Bedingung (5.3)
nicht gelten mu. Da, bevor entschieden wird, welche Integrationsformel f

ur den Teilbe-
reich 

j
anzuwenden ist, keine Approximationssumme S
(j)
zur Verf

ugung steht, wird f

ur
die Auswahl der lokalen Regel anstatt [I
(j)
] die Fehlereinschlieung [E
(j)
] betrachtet.
Ist f

ur jede Integrationsformel S
i
, i = 1(1)T , der lokale Diskretisierungsfehler gr

oer als
die Genauigkeit "
j
, d. h.
d([E
(j)
i
]) > "
j
; i = 1(1)T ;
so wird diejenige Integrationsformel, deren Diskretisierungsfehler und Knotenzahl am
kleinsten ist, zur Approximation des Teilintegrals ausgew

ahlt. Im Falle, da Integrati-
onsformeln S
i
existieren, f

ur welche
d([E
(j)
i
])  "
j
gilt, wird aus diesen Integrationsformeln diejenige, die die geringste Knotenzahl hat, f

ur
die Berechnung der lokalen Approximation ausgew

ahlt.
if d([E
(j)
i
]) > "
j
; 8 S
i
2 fS
1
;    ; S
T
g then
w

ahle S
(j)
so, da d([E
(j)
]) = min
1iT
fd([E
(j)
i
])g (?)
else if 9 S

j
2 fS
1
;    ; S
T
g mit d([E
(j)

j
])  "
j
then
w

ahle S
(j)
2 fS

j
g so, da S
(j)
minimale Knotenzahl hat.
Erf

ullen mehrere Integrationsformeln die Gleichung in (?), dann soll diejenige mit mini-
maler Knotenzahl ausgew

ahlt.
Gem

a der Genauigkeitsanforderung (5.1) bzw. (5.2) kann "
j
f

ur die Auswahl lokaler
Integrationsformeln zwar eine strenge Fehlerschranke sein, jedoch wird dadurch die Anzahl
der Funktionsauswertungen f([~x
i
]) wesentlich st

arker reduziert als bei dem Ansatz, bei
dem die lokalen Integrationsformeln direkt gem

a (5.2) ausgew

ahlt sind.
Dieses Prinzip wurde bereits in [46], [83] und [144] ber

ucksichtigt. Hingegen wurde in [38]
das strengere Kriterium (?) angewendet. Diese Anwendung ben

otigt viele Funktionsaus-
wertungen und hat damit zur Folge, da die dadurch erzielten Integraleinschlieungen viel
feiner als erw

unscht sein werden.
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5.2 Unterteilung eines Integrationsbereichs
Bei Anwendung einer Verfeinerungsstrategie wird jedes Teilgebiet 

j
in q Teilbereiche
zerlegt, welche i. a. von gleichem Volumen sind und sich durch ane Abbildungen in
einen (oder mehreren) Standardbereich(e)

uberf

uhren lassen.

Ublicherweise wird q = 2 bzw. 2
n
gesetzt. Im Eindimensionalen sind die bin

are und die
2
n
-Unterteilung identisch. Hingegen sind die Zerlegungsm

oglichkeit von mehrdimensiona-
len Gebieten vielf

altig. Beispielsweise gibt es jeweils 3, 2 und 0 M

oglichkeiten, ein Dreieck
in 2 Teildreiecke, ein Rechteck in 2 Teilrechtecke bzw. einen Kreis in Teilkreise, wobei
die Teilbereiche vom gleichen Volumen sind, zu zerlegen. Weiter ist die 2
n
-Zerlegung f

ur
Rechtecke eindeutig. Dennoch gibt es mehrere M

oglichkeiten, ein Dreieck in 2
2
Teildrei-
ecke zu unterteilen. Da Kreise und Dreiecke sich durch nichtane Transformationen in
Rechteckbereiche

uberf

uhren lassen, wird die folgende Betrachtung auf das Rechteckgebiet
beschr

ankt, welches auch das am besten untersuchte Gebiet ist.
5.2.1 Zerlegung in 2
n
Teilbereiche
Die 2
n
-Unterteilung eines n-dimensionalen Quaders l

at sich durch rekursive Aufrufe der
bin

aren Unterteilung in jeder Richtung realisieren.
Algorithmus 5.1 : AllBisection(Quader; QListe)
1. dir := 1; no := 1:
2. Bisections(Quader; QListe; dir; no).
Algorithmus 5.2 : Bisections(Quader; QListe; dir; no)
1. Bisection(Quader; T eilQuader; dir)
2. if dir = n then
QListe[no] := TeilQuader[1];
QListe[no + 1] := TeilQuader[2];
no := no + 2
else Bisections(TeilQuader[1]; QListe; dir + 1; no);
Bisections(TeilQuader[2]; QListe; dir + 1; no).
Die tats

achliche bin

are Unterteilung des Quaders in der dir Richtung wird von der Pro-
zedur Bisection(Quader; T eilQuader; dir) gemacht.
5.2.2 Bin

are Unterteilung
F

ur die bin

are Unterteilung eines Rechtecks wird die Unterteilungsrichtung mit Hilfe der
Absch

atzung des Approximationsfehlers der angewendeten Integrationsformel bestimmt.
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Bei den Produktformeln ben

otigt die Nikol'skiische Fehlerdarstellung am wenigsten Re-
chenaufwand. Und f

ur die Nicht-Produktformeln ist die Sard-Darstellung ad

aquat. Im
allgemeinen lassen sich diese Fehlerbetrachtungen als die Kernmethode bezeichnen. Bei
der Kernmethode wird der Diskretisierungsfehler einer Integrationsformel anhand der
Taylorkoezienten und der Fehlerkonstanten abgesch

atzt. F

ur groe Integrationsberei-
che sind die unmittelbaren Wertebereichseinschlieungen der (partiellen) Ableitungen der
zu integrierenden Funktion, die mit Hilfe der Dierentiations- und Intervallarithmetik be-
rechnet werden, wegen des Aufbl

ahungseekts der Intervallrechnung oft sehr grob. Diese

Ubersch

atzung kann durch Verfeinerung des Integrationsbereichs reduziert werden. Die
adaptive Verfeinerungsstrategie ist also nicht nur f

ur gute Integraln

aherungen in vielen
F

allen wichtig, sondern auch f

ur eine angemessene Fehlereinschlieung unentbehrlich.
Bei Anwendung von Produktformeln
Gem

a (4.17) l

at sich der Approximationsfehler einer Produktregel als Summe von den
Fehlern in der x- und y-Richtung darstellen :
[E
(j)
] = [E


x
] + [E


y
] :
Die Unterteilungsrichtung wird anhand der Durchmesser der Einschlieungen [E


x
] und
[E


y
] entschieden :
if d([E


x
])  d([E


y
]) then dir := 1 else dir := 2
Bei Anwendung von Produktformeln gibt es insgesamt d
1
+ d
2
+ 3 Taylorkoezienten
bzgl. 

j
zu berechnen.
f
(0;0)
f
(0;1)
f
(1;0)
  
f
(0;d
2
+1)
6
.
.
.
f
(d
1
+1;0)
-
Bei Anwendung von Nicht-Produktformeln
Nach der Einschlieungsformel (4.24) ist der Diskretisierungsfehler [E] einer Nicht-Produkt-
formel gleich der Summe der Fehler in x-, y-Richtung und auf 
 :
[E
(j)
] = [E


x
] + [E


y
] + [E


] :
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In welcher Richtung ein Teilgebiet weiter unterteilt wird, beschreibt das n

achste Schema:
if d([E


x
])  max

d([E


y
]); d([E


])

then dir := 1
else if d([E


y
])  max

d([E


x
]); d([E


])

then dir := 2
else if d(f
(p;0)
(

j
))  d(f
(0;q)
(

j
)) then dir := 1 else dir := 2
Die letzte Fallunterscheidung liegt daran, da f

ur [E


] die Ableitung f
(p;q)
zu ber

ucksich-
tigen ist.
F

ur Nicht-Produktformeln gibt es insgesamt O(d
2
) Taylorkoezienten bzgl. 

j
zu berech-
nen. Der Rechenaufwand f

ur einen lokalen Approximationsfehler ist bei Anwendung der
Nicht-Produktformeln deshalb wesentlich gr

oer als bei Anwendung der Produktformeln
von gleichen Exaktheitsgraden.
f
(0;0)
f
(0;1)
f
(1;1)
f
(1;0)
  
f
(0;d+1)

.
.
.



f
(d+1;0)
-
5.3 Zuverl

assige und eziente Fehlerbehandlung
Bei der Intervallrechnung gilt f

ur [S] + [E] = [I]
d([I]) = d([S]) + d([E]) :
Sei S :=
P
[w
i
]  F
3
([~x
i
]) = [m]  b
e
mit jmj := 0:m
1
m
2
   und m
1
6= 0, dann besitzt der
Durchmesser von [S] eine Unterschranke, d([S])  b
e l
, die nicht unterschritten werden
kann. Hingegen l

at sich die Fehlereinschlieung [E] durch feinere Zerlegung des Inte-
grationsbereichs und darauolgende Anwendungen der lokalen Integrationsformeln, im
Rahmen des Gleitkommasystems, quasi beliebig verfeinern.
Wegen der Unterschranke von d([S]) kann es vorkommen, da mit beliebiger Zerlegung
f

1
;    ;

L
g die Ungleichung d([I]) > max("
a
; "
r
 h[I]i) gilt. Ein zuverl

assiger auto-
matischer Integrator soll die unerreichbare Genauigkeitsanforderung rechtzeitig erkennen
k

onnen und in diesem Fall die Berechnung abbrechen.
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Auer der Zuverl

assigkeit ist die Ezienz ebenfalls ein wichtiges Kriterium f

ur die au-
tomatische Integration. Es ist daher wichtig, das Genauigkeitskriterium (5.2) sowie das
Abfangen der unerreichbaren Genauigkeit mit m

oglichst kleinem Aufwand zu behandeln.
In der folgenden Diskussion wird vorausgesetzt, da f

ur die betrachteten Integrationsfor-
meln die Einschlieungen [w
i
] und [~x
i
] hinreichend fein berechnet sind.
5.3.1 Reine absolute Fehlerbehandlung
F

ur den Rechenaufwand erweist sich die Anzahl der Funktionsaufrufe als eine wichtige
Metrik. Um f

ur eine reine absolute Genauigkeitsanforderung, d. h. "
r
= 0, die Anzahl der
Funktionsaufrufe gering zu halten, wird bei der absoluten Fehlerbehandlung die N

aherung
S(f) erst dann berechnet, wenn gilt
d([E(f)])  "
a
: (5.6)
In [83], [144] und [88] wurde f

ur die absolute Genauigkeitspr

ufung nur die Bedingung (5.6)
ber

ucksichtigt. Diese Fehlerbehandlung ist jedoch nicht vollst

andig, insbesondere wenn
die globale Verfeinerungsstrategie eingesetzt wird. Denn es kann durchaus passieren, da
unter der Voraussetzung (5.6) die Einschlieung [S] + [E] immer noch zu grob ist.
Gilt unter der Voraussetzung (5.6)
d([S(f)]) + d([E(f)])  "
a
;
so ist die erw

unschte absolute Genauigkeit erreicht.
Ist umgekehrt
d([S(f)]) + d([E(f)]) > "
a
;
dann soll gepr

uft werden, ob die Einschlieung [S(f)] zu grob ist. Im Fall
d([S])  "
a
(5.7)
kann die geforderte absolute Genauigkeit mit den Gegebenheiten [~x
i
], [w
i
] und F
3
([~x
i
])
nicht erreicht werden. Denn unter der Bedingung (5.7) l

at sich d([S]) nicht wesentlich
verbessern (vgl. auch [38]). Der automatische Integrator soll diesen Tatbestand berichten
und einen Abbruch veranlassen. Andernfalls, d. h. wenn
d([S]) < "
a
;
soll das adaptive numerische Integrationsverfahren weiter durchgef

uhrt werden, bis eine
der folgenden Situationen zustande kommt :
 d([S]) + d([E])  "
a
.
 Die maximal zul

assige Anzahl der Funktionsaufrufe ist

uberschritten.
 Die maximal zul

assige Anzahl der Teilbereiche ist

uberschritten.
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5.3.2 Absolute und relative Fehlerbehandlung
Ist "
r
6= 0, dann wird f

ur die Fehlerbehandlung stets die Bedingung (5.2) gepr

uft. Es
ist jedoch schwierig, f

ur die relative Genauigkeit ein Kriterium zu nden, so da die
automatische Integration in einer ersten Phase ohne Berechnung von [S] durchgef

uhrt
werden kann. Dieser Sachverhalt l

at sich wie folgt darlegen.
F

ur [I] = [S] + [E] besitzt h[I]i eine Oberschranke
h[S] + [E]i = minf js+ rj j s 2 [S]; r 2 [R] g
 minf jsj+ jrj j s 2 [S]; r 2 [R] g
= h[S]i + h[E]i :
Ist d([S]) + d([E])  "
r
 h[I]i, dann mu gelten
d([S]) + d([E])  "
r
 (h[S]i + h[E]i) :
Sei [S] = [m]  b
e
mit jmj = 0:m
1
m
2
   und m
1
6= 0. Da f

ur "
r
> b
1 l
und 0 62 [S]
(, 0 62 [m]) h

aug gilt
d([S]) = d([m])  b
e
 "
r
 h[m]i  b
e
= "
r
 h[S]i (sogar d([S])  "
r
 h[S]i) ;
ist erforderlich, da f

ur [E] zumindestens die Bedingung
d([E])  "
r
 h[S]i f

ur h[E]i = 0 (5.8)
bzw. d([E])  "
r
 h[E]i f

ur h[E]i 6= 0 (5.9)
erf

ullt wird, damit die relative Genauigkeitsanforderung m

oglicherweise erreicht werden
kann. Bei dem h

aug auftretenen Fall h[E]i = 0 bedeutet dies, da die N

aherung S stets
berechnet werden mu. Die Situation h[E]i 6= 0 wird wegen der Anwendung von adap-
tiven Exaktheitsgraden in der Praxis selten vorkommen. Wird in (5.8) d([E]) mit einer
beliebigen Absch

atzung [
~
S] gepr

uft, dann hat dies in vielen F

allen, z. B. f

ur oszillieren-
de Funktionen bzw. f

ur Funktionen mit Peak, d([E]) > "
r
 h[S]i zur Folge. Aus diesem
Grund und da (5.8) und (5.9) notwendige aber keine hinreichenden Bedingungen f

ur eine
erreichbare relative Genauigkeit darstellen, soll bei einer zuverl

assigen Fehlerbehandlung
stets die Bedingung
d([S]) + d([E])  max("
a
; "
r
 h[I]i) (5.10)
mit den wahren Werten [E], [S] und [I] gepr

uft werden.
Die unerreichbare Genauigkeit ist nach dem im Abschnitt 5.3.1 beschriebenen Grund
durch
d([S]) > max("
a
; "
r
 h[I]i) und d([E])  max("
a
; "
r
 h[I]i) (5.11)
zu erkennen. Im Spezialfall I
:
= 0 wird das Verfahren wegen 0 2 [I], und folglich
0 = h[I]i, in einen unendlichen Lauf eintreten. In diesem Fall wird die Berechnung abge-
brochen, wenn die maximal zul

assige Anzahl von Funktionsauswertungen f(x
i
) bzw. die
maximal zul

assige Anzahl von Teilbereichen 

j

uberschritten wird.
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5.4 Verikation

uber dem Bereichsrand
Die bisherige Diskussion setzt voraus, da die Grenzen des Integrationsbereichs in Gleit-
kommazahlen exakt dargestellt werden k

onnen. F

ur Integrationsbereiche, deren Grenzen
keine Gleitkommazahlen sind, wie z. B. 0:1 bzgl. eines bin

aren Zahlenformates, ist der
Konvertierungsfehler zu ber

ucksichtigen. Mit Hilfe der Maschinenintervallarithmetik kann
man solche reellen Zahlen in das engst m

ogliche Gleitkommaintervall einschlieen. Bei-
spiele f

ur die richtige Handhabung des Konvertierungsfehlers sind in [61] angegeben.

Uber
diesen Randbereichen soll die Integration anders behandelt werden.
5.4.1 Eindimensionaler Bereich
Im Eindimensionalen ist die Verikation

uber den Intervallgrenzen direkt. Nach der De-
nition (vgl. [38])
Z
[b]
[a]
f(x) dx :=

Z
t
s
f(x) dx




s 2 [a]; t 2 [b]

l

at sich das Integral
R
[b]
[a]
f(x) dx durch die folgende Summe darstellen :
Z
[b]
[a]
f(x) dx =
Z
a
[a]
f(x) dx +
Z
b
a
f(x) dx +
Z
[b]
b
f(x) dx :
F

ur enge Intervalle [a], [b] kann man das erste und dritte Integral mit Hilfe der Riemann-
schen Summe einschlieen. Es gilt
Z
a
[a]
f(x) dx :=
(
Z
a
s
f(x) dx




s 2 [a]
)
 
=

f(
s
)  (a, s)




s 2 [a] ; 
s
2 [s; a]

; f 2 C[s; a]
!


f([s; a])  (a, s)




s 2 [a]

 f([a])  [0; a, a] ;
und analog
Z
[b]
b
f(x) dx  f([b])  [0; b, b] :
5.4.2 Mehrdimensionaler Bereich
Im folgenden wird vorausgesetzt, da b , a; d , c  b
1 l
ist. Die Verikation

uber
mehrdimensionalen Randbereichen unterscheidet mehrere F

alle. F

ur ein zweidimensio-
nales Rechteckgebiet gibt es z. B. 2 Klassen von Randbereichen zu behandeln.
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Z
[b]
[a]
Z
[d]
[c]
f(x; y) dydx
=
Z
a
[a]
Z
c
[c]
f dydx +
Z
a
[a]
Z
d
c
f dydx +
Z
a
[a]
Z
[d]
d
f dydx
+
Z
b
a
Z
c
[c]
f dydx +
"
Z
b
a
Z
d
c
f dydx
#
+
Z
b
a
Z
[d]
d
f dydx
+
Z
[b]
b
Z
c
[c]
f dydx +
Z
[b]
b
Z
d
c
f dydx +
Z
[b]
b
Z
[d]
d
f dydx
[b][a]
[c]
[d]
0 0
0 0
1
1
1 1
Z
b
a
Z
d
c
f(x; y) dy dx
F

ur die Randbereiche vom Typ 0 (siehe Figur) ist die Behandlung

ahnlich wie im Eindi-
mensionalen. Beispielsweise gilt f

ur [[a]; a] [[c]; c]
Z
a
[a]
Z
c
[c]
f(x; y) dy dx  f([a]; [c])  [0; a, a]  [0; c, c] : (5.12)
Die Integraleinschlieungen

uber den Randbereichen vom Typ 1 f

uhrt zu eindimensionaler
Integration. Zum Beispiel lassen sich die Integrale

uber [[a]; a] [c; d] bzw. [a; b] [[c]; c]
wie folgt einschlieen :
Z
a
[a]
Z
d
c
f(x; y) dy dx  [0; a, a] 
Z
d
c
f([a]; y) dy
| {z }
=:I
y
;
Z
b
a
Z
c
[c]
f(x; y) dy dx  [0; c, c] 
Z
b
a
f(x; [c]) dx
| {z }
=:I
x
:
Sei I
inn
:=
R
b
a
R
d
c
f(x; y)dxdy. Ferner seien [I
(0)
i
] und [I
(1)
j
] die Teilintegraleinschlieungen

uber dem Randbereich vom Typ 0 bzw. Typ 1. Wegen [I] = [I
inn
]+
P
n
0
i=1
[I
(0)
i
]+
P
n
1
j=1
[I
(1)
j
]
folgt aus der Genauigkeitsanforderung (5.2)
d([I]) = d([I
inn
]) +
n
0
X
i=1
d([I
(0)
i
]) +
n
1
X
j=1
d([I
(1)
j
])
 max("
a
; "
r
 h[I]i)
 max
0
@
"
a
; "
r

8
<
:
h[I
inn
]i+
n
0
X
i=1
h[I
(0)
i
]i+
n
1
X
j=1
h[I
(1)
j
]i
9
=
;
1
A
;
wobei n
0
die Anzahl der Randbereiche vom Typ 0 und n
1
die Anzahl der Randbereiche
vom Typ 1 ist.
Da [I
inn
], [I
(0)
i
] und [I
(1)
j
] getrennt berechnet werden m

ussen, ist es unm

oglich die Genau-
igkeitsanforderung max("
a
; "
r
 h[I]i) direkt mit [I] zu pr

ufen. Um f

ur die gesamte Inte-
graleinschlieung [
R
[b]
[a]
R
[d]
[c]
f(x; y) dxdy] =: [I] die Genauigkeitsanforderung (5.2) m

oglichst
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gut erf

ullen zu k

onnen, wird I
inn
gem

a
d([I
inn
])  max("
a

A
A
; "
r
 h[I
inn
]i) (5.13)
mit [A] := ([b], [a])  ([d], [c]) bestimmt.
F

ur das Integral [I
(1)
j
], ohne Beschr

ankung der Allgemeinheit sei [I
(1)
j
] := [0; a , a]  [I
y
],
gilt
d([I
(1)
j
]) =
8
<
:
(a, a)  j[I
y
]j; 0 62 [I
y
]
(a, a)  d([I
y
]); 0 2 [I
y
]
und
h[I
(1)
j
]i = 0  h[I
y
]i  (a, a)  j[I
y
]j  (a, a) :
Wegen h[I
(1)
j
]i = 0 wird die Bedingung
d([I
(1)
j
])  max(c
j
 "
a
; "
r
 h[I
(1)
j
]i)
mit c
j
:=
(a, a)
(b, a)

(d, c)
(d, c)

(a, a)
(b, a)
f

ur "
a
= 0 nie erf

ullt. Im Fall 0 62 [I
y
] l

at sich [I
y
]
im Prinzip gem

a
j[I
y
]j  max
 
1
(b, a)
 "
a
; "
r
 h[I
y
]i
!
bestimmen. Da aber die beiden Ungleichungen j[I
y
]j  "
r
 h[I
y
]i und j[I
y
]j  "
r
 j[I
y
]j nicht
erf

ullbar sind, und da f

ur ein festes I
y
die Bedingung j[I
y
]j 
1
(b a)
 "
a
u. U. nie gelten
kann, wird deshalb [I
y
] gem

a
d([I
y
])  max
 
1
(b, a)
 "
a
; "
r
 j[I
y
]j
!
(5.14)
berechnet, damit das Softwareprogramm f

ur die Verikation

uber den Randbereichen
nicht in einen unendlichen Lauf eintritt, und alle Integraleinschlieungen [I
(1)
j
] berechnet
werden k

onnen, wenn "
a
6= 0 oder "
r
6= 0 ist und die maximal zul

assige Anzahl von
Funktionsauswertungen gro genug ist.
Die Integraleinschlieung [I
x
] wird entsprechend gem

a
d([I
x
])  max
 
1
(d, c)
 "
a
; "
r
 j[I
x
]j
!
(5.15)
bestimmt.
Im konkreten werden zuerst [I
(0)
i
], [I
(1)
j
] und danach [I
inn
] berechnet, da die Bedingung
(5.13) im Fall h[I
inn
]i = 0 und "
r
6= 0 einen unendlichen Programmlauf veranlassen kann,
welcher dann mit Hilfe der maximalen Anzahl von Funktionsauswertungen bzw. Teilbe-
reichen abgebrochen wird.
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5.5 Das Programm VANI
Das Softwareprogram VANI (Validated Adaptive Numerical Integration) wurde f

ur die
ein- und zweidimensionale adaptive numerische Integration mit automatischer Ergebnis-
verikation entwickelt. F

ur die zweidimensionale Integration werden zur Zeit in VANI nur
Rechteckgebiete ber

ucksichtigt. Integrale

uber Kreise und Dreiecke k

onnen in Integrale

uber Rechtecke transformiert werden (s. Kapitel 4). Diese Transformationen werden zur
Zeit dem Benutzer

uberlassen.
5.5.1 Benutzerschnittstellen
Zur Durchf

uhrung der automatischen Integration mu der Benutzer zuerst in dem Modul
User Func die zu integrierenden Funktionen denieren. Der Benutzer kann gleichzeitig
mehrere Integranden angeben. Durch

Uberladen von Funktionen unter PASCAL-XSC
werden die ein- und zweidimensionalen Funktionen gleich benannt. Die Variable x ei-
ner eindimensionalen Funktion ist vom Typ itaylor, und die Variablen x und y einer
zweidimensionalen Funktion sind vom Typ ditaylor2.
Beispielsweise lassen sich folgende ein- und zweidimensionale Funktionen
f
1
(x) =
100
(1 + (10  x)
2
)
f
2
(x) = 2x  e
x
2
 sin(e
x
2
)
f
3
(x) =
1
a
2
+ (3x, 1)
2
,
1
a
2
+ (3x, 4)
2
+
1
a
2
+ (3x, 7)
2
,
1
a
2
+ (3x, 10)
2
; a = 0:1
f
1
(x; y) =
1
(6, 2x, y)
2
f
2
(x; y) = cos(2 + 
1
x + 
2
y);  = 0:25; 
1
= 75; 
2
= 25
f
3
(x; y) =
10
X
k=1
(2 + 2k , e
kx
, e
ky
)
2
durch die n

achsten zwei Programmabschnitte denieren.
GLOBAL FUNCTION f( x : itaylor; no : INTEGER ) : itaylor[lb(x)..ub(x)];
VAR ex : itaylor[lb(x)..ub(x)];
a : INTERVAL;
BEGIN
CASE no OF
1 : f := 100 / ( 1 + sqr(10*x) );
2 : BEGIN
ex := exp(sqr(x)); f := 2*x*ex*sin(ex);
END;
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3 : BEGIN
a := sqr(intval(1)/10);
f := ( 1/(a+sqr(3*x-1)) - 1/(a+sqr(3*x-4))
+ 1/(a+sqr(3*x-7)) - 1/(a+sqr(3*x-10)));
END;
END;
END;
GLOBAL FUNCTION f( x,y : ditaylor2; no : INTEGER )
: ditaylor2[lb(x,1)..ub(x,1), lb(x,2)..ub(x,2)];
VAR k : INTEGER;
tmp : ditaylor2[lb(x,1)..ub(x,1), lb(x,2)..ub(x,2)];
BEGIN
CASE no OF
1 : f:= 1/sqr(6-2*x-y);
2 : f:= cos(2*pi*0.25+75*x+25*y);
3 : BEGIN
tmp:= 0.0;
FOR k:= 1 TO 10 DO
tmp := tmp + sqr( 2 + 2*k - exp(k*x) - exp(k*y) );
f:= tmp;
END;
END;
END;
Hierbei ist pi eine globale Konstante, die in dem Modul User Func deniert ist (s. Seite
127). Ferner ist das Auswahlargument no f

ur die Syntax notwendig, auch wenn in der CASE-
Anweisung nur eine Funktion deniert ist. Die zugeh

origen Integrationsbereiche dieser
Integranden m

ussen zusammen in der Funktion IntegrationArea() mit der folgenden
Syntax angegeben werden.
GLOBAL PROCEDURE IntegrationArea( VAR a, b : IVECTOR; dim, no : INTEGER );
VAR aa,bb : IVECTOR[1..dim];
i : INTEGER;
BEGIN
CASE dim OF
1 : CASE no OF
1 : BEGIN
aa[1] := intval(-1);
bb[1] := intval(1);
END;
2 : BEGIN
aa[1] := intval(0);
bb[1] := intval(2);
END;
3 : BEGIN
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aa[1] := intval(0);
bb[1] := intval(4);
END;
END;
2 : CASE no OF
1 : BEGIN
aa[1] := intval(-1);
bb[1] := intval(1);
aa[2] := intval(0);
bb[2] := intval(1.6);
END;
2 : FOR i := 1 TO dim DO
BEGIN
aa[i] := intval(0);
bb[i] := intval(1);
END;
3 : FOR i := 1 TO dim DO
BEGIN
aa[i] := intval(-1);
bb[i] := intval(1);
END;
END;
END;
a := aa;
b := bb;
END;
Da der eigentliche Integrationsbereich in [a,b] festgehalten wird, sind die letzten zwei
Zuweisungen unentbehrlich. Hierbei stellen a und b die dynamischen Intervallvektoren
dar, deren L

ange von dem Parameter dim bestimmt wird. Die Anzahl der Dimensionen
wird durch interaktive Abfrage gesetzt.
Auer der Variable dim hat der Benutzer noch die Freiheit, die folgenden Attributen
w

ahrend der Laufzeit durch interaktive Auswahl bzw. Angabe zu setzen :
dim 1- oder 2-Dimension
bd Integrationsbereich (wird von no bestimmt)
no Funktionsnummer
cat Kategorie der Integrationsformeln
dim = 1 : Gau-Legendre- bzw. Clenshaw-Curtis-Quadraturformeln
dim = 2 : Produkt-Gau-Legendre-, -Clenshaw-Curtis-Formeln
bzw. vollsymmetrische Kubaturformeln
part 2 oder 2
dim
-Unterteilung
abs err Oberschranke der absoluten Genauigkeit
rel err Oberschranke der relativen Genauigkeit
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N max maximal zul

assige Anzahl von Funktionsaufrufen
L max maximal zul

assige Anzahl von Teilbereichen
BinTerT bin

arer oder tern

arer Baum
Als Ergebnis des Programms VANI werden die folgenden Infomationen ausgegeben.
[I] die erzielte Integraleinschlieung
N total die Anzahl aller Funktionsaufrufen w

ahrend des Programmablaufs
L total die Anzahl der zu der letzten Zerlegung zugeh

origen Teilbereiche
LL tot die Anzahl der insgesamt bearbeiteten Teilbereiche
err Typ des Fehlers
0 kein Fehler
1 die erw

unschte Genauigkeit ist wegen des Rundungsfehlers nicht
erreichbar
2 N max ist

uberschritten
3 L max ist

uberschritten
All die obigen Informationen werden zusammen in einer strukturierten Variable data
festgehalten, die als Ganzes an die n

achste Prozedur

ubergeben wird.
Weitere Ausgaben sind noch die erreichte absolute Genauigkeit d([I]) sowie die erreichte
relative Genauigkeit, welche wie folgt angegeben wird :
8
>
>
<
>
>
:
d([I])
h[I]i
; 0 =2 [I] ;
d([I]) , 0 2 [I] .
5.5.2 Der verwendete Baum
Die Teilintegrationsbereiche, die w

ahrend der automatischen Integration durch Zerlegung
entstanden sind, werden zur Zeit in dem Programm VANI in einem Baum mit statischer
Struktur festgehalten. In dem Baum enth

alt jeder Knoten die folgenden Informationen :
bd Integrationsteilbereich
S Einschlieung der lokalen Approximationssumme S
(j)
R Einschlieung des lokalen Fehlers E
(j)
d Durchmesser der lokalen Integraleinschlieung [S
(j)
] + [E
(j)
]
dir die Unterteilungsrichtung 

j
N die Anzahl der St

utzstellen der verwendeten lokalen Integrationsformel
Nach der Beschreibung im Abschnitt 5.1.1 sollen die in dem partiell geordneten balancier-
ten Baum neu eingef

ugten Knoten an ihre richtigen Pl

atze sortiert werden. Diese Sortie-
rungen machen die Prozeduren BubbleDown(n) und BubbleUp(n), wobei n die Anzahl der
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gesamten Knoten des aktuellen Baums darstellt. In VANI hat der Benutzer die M

oglich-
keit, den Baum bin

ar bzw. tern

ar zu gestalten. Um diesen Unterschied in den beiden
Prozeduren zu erkennen, werden 2 zus

atzliche Variablen nnodes und counter verwendet.
F

ur den bin

aren Baum gilt
nnodes := 2; counter := 1;
und f

ur den tern

aren Baum
nnodes := 3; counter := 2;
Algorithmus 5.2 : BubbleDown(n)
1. i := 1.
2. if (nnodes = 3) then j := nnodes  i, 1 else j := nnodes  i.
3. changed := TRUE.
4. while (j <= n) and changed do
if (j = n) then ExchangeNode(i; j; changed)
else m := j + counter;
if (n < m) then m := n;
for k := j + 1 to m do
if (Node[j]:d < Node[k]:d) then j := k;
ExchangeNode(i; j; changed).
if changed then
i := j;
if (nnodes = 3) then j := nnodes  i, 1 else j := nnodes  i.
In der Prozedur ExchangeNode(i; j; changed) werden die Knoten Node[i] und Node[j] mit
i < j nur dann vertauscht, wenn Node[i]:d < Node[j]:d gilt.
Algorithmus 5.2 : BubbleUp(n)
1. i := n.
2. if (nnodes = 2) then j := di=nnodese else j := d(i + 1)=nnodese.
3. changed := TRUE.
4. while (j > 0) and changed do
ExchangeNode(j; i; changed);
if changed then
i := j;
if (nnodes = 2) then j := di=nnodese else j := d(i + 1)=nnodese.
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5.5.3 Programmaufbau
Die verschiedenen Teilaspekte, die in diesem Kapitel behandelt werden, sind in dem Soft-
wareprogramm VANI ber

ucksichtigt. Das n

achste Diagramm zeigt die hierarchische Struk-
tur der 14 Bausteine des Programms VANI.
itaylor ditaylor2
User Func
Prod Rule FSCu Rule
Quad Rule
Tree Stru
Loc Rules Subdivide Tree Proc Data Stru
Glob Adap
Set Param
Valid Int
 Data Struc und Set Param
Im Modul Data Struc werden die im Abschnitt 5.5.1 erw

ahnte Datenstruktur zum
Abspeichern der Eingabeparameter und der Ausgabedaten deniert.
Die Prozeduren und Funktionen f

ur die Abfrage und das Abspeichern der Werte der
einzelnen Eingabeparameter sind im Modul Set Param implementiert.
 Tree Struc und Tree Proc
Im Modul Tree Struc wird die Datenstruktur des angewendeten Baums deniert.
Die notwendigen Baumoperationen sind im Modul Tree Proc enthalten. Unter an-
derem sind dies die Initialisierung des Baums, das Vertauschen von Baumknoten,
5.5. Das Programm VANI 125
die Denition von neuer Wurzel, die Anf

ugung, die Hoch- und Heruntersortierung
von Knoten.
 Subdivide
In diesem Modul sind die Prozeduren f

ur die bin

are und die 2
n
-Unterteilung eines
Teilintegrationsbereichs deniert.
 Loc Rules
Dieses Modul enth

alt die Prozeduren f

ur die Initialisierung von Integrationsformeln.
D. h. die St

utzstellen-, die Gewichte- und die Fehlerkonstanteneinschlieungen des
ausgew

ahlten Integrationsverfahrens werden von Dateien in Matrizen eingelesen und
der maximale Exaktheitsgrad dieser Integrationsformeln wird gesetzt.
Dar

uber hinaus enth

alt dieses Modul die Zug

ange zu den verschiedenen vorhandenen
Quadratur- bzw. Kubaturverfahren.
Die in VANI zur Verf

ugung gestellten Integrationsformeln sind die Gau-Legendre-
Formeln, die in [144] erzielten wurden, die Clenshaw-Curtis-Formeln, die sich direkt
berechnen lassen (s. Abschnitt 3.3.2), und die vollsymmetrischen Kubaturformeln,
die in [45] konstruiert wurden. Dabei wurden ihre zugeh

origen Fehlerkonstanten im
Rahmen dieser Arbeit veriziert berechnet.
 Valid Int
Im Hauptprogramm Valid Int werden die folgenden Teilaufgaben durchgef

uhrt :
1. Die notwendigen Parameter werden interaktiv abgefragt und in einer struktu-
rierten Variablen festgehalten.
2. Die vom Benutzer ausgew

ahlten Integrationsformeln werden initialisiert.
3. Die Integrale

uber den Randbereichen werden berechnet, falls die Grenzen des
Integrationsbereichs keine Gleitkommazahlen sind. In diesem Fall werden die
zweidimensionalen Funktionen als eindimensionale Funktionen betrachtet, f

ur
welche dann das adaptive numerische Integrationsverfahren eingesetzt wird.
4. F

ur das Integral

uber dem inneren Integrationsbereich wird die adaptive nume-
rische Integration, die der Dimension des Integranden entspricht, durchgef

uhrt.
5. Die numerischen Ergebnisse und der Fehlerzustand werden berichtet.
 Glob Adap
In diesemModul ist die globale Verfeinerungsstrategie unter Ber

ucksichtigung der im
Abschnitt 5.3 beschriebenen Fehlerbehandlung implementiert. Diese ist im n

achsten
Algorithmus zusammengefasst.
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Algorithmus 5.2 : GlobalAdaption(N
max
; L
max
; "
a
; "
r
; S; E)
1. if "
r
= 0 then flag := 0 else flag := 1.
2. if flag = 0 then berechne [E]

uber 
; [S] := 0
else berechne [S] und [E]

uber 
.
3. F

uge (
; [S]; [E]; d([S] + [E])) im Baum ein.
4. return := FALSE.
5. if flag = 0 and d([E])  "
a
then return := TRUE
else if flag = 1 and d([I])  max("
a
; "
r
 h[I]i) then return := TRUE.
6. err := 0.
7. if #(Funktionsaufrufe) > N
max
then err := 2
else if #(Teilbereiche) > L
max
then err := 3
else if flag = 1 and

d([E])  max("
a
; "
r
 h[I]i) and d([S])  max("
a
; "
r
 h[I]i)

then err := 1:
8: while not return and err = 0 do
8.1. Entferne die Wurzel (

w
; [S
w
]; [E
w
]; d([S
w
] + [E
w
])) aus dem Baum.
8.2. E := E , E
w
; E := E , E
w
.
8.3. if flag = 1 then S := S , S
w
; S := S , S
w
.
8.4. Zerlege 

w
in q Teilbereiche 

j
von gleicher Volume.
8.5. Berechne f

ur jeden neuen Teilbereich [E
(j)
]; [S
(j)
] := 0.
8.6. [E] := [E] +
P
q
j=1
[E
(j)
].
8.7. if flag = 1 then berechne [S
(j)
]; [S] := [S] +
P
q
j=1
[S
(j)
].
8.8. F

uge die neuen Teilbereiche im Baum ein.
8.9. Sortiere den Baum nach d([I
(j)
]).
8.10. Bestimme return gem

a 5.
8.11. Bestimme err gem

a 7.
9. if flag = 0 then
Traversiere den Baum und berechne [S] =
P
q
j=1
[S
(j)
];
flag := 1; return := FALSE;
Bestimme return gem

a 5;
Bestimme err gem

a 7;
goto 8.
 Prod Rule und FSCu Rule und Quad Rule
Diese Module enthalten jeweils zwei Prozeduren.
Die eine berechnet den lokalen Diskretisierungsfehler, bestimmt die best geeignete
Integrationsformel, die f

ur den betrachteten Teilbereich angewendet werden soll,
und legt die Unterteilungsrichtung fest.
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Die andere verwendet die ausgew

ahlte Integrationsformel, um die lokale Approxi-
mationssumme zu berechnen.
 User Func
In diesem Modul werden die zu integrierenden Funktionen deniert. Es besitzt das
folgende Syntaxskelett.
MODULE User_Func;
USE GLOBAL itaylor;
USE GLOBAL ditaylor2;
VAR pi : INTERVAL;
GLOBAL FUNCTION f( x : itaylor; no : INTEGER )
: itaylor[lb(x)..ub(x)];
BEGIN
END;
GLOBAL FUNCTION f( x,y : ditaylor2; no : INTEGER )
: ditaylor2[lb(x,1)..ub(x,1), lb(x,2)..ub(x,2)];
BEGIN
END;
GLOBAL PROCEDURE IntegrationArea( VAR a, b : IVECTOR;
dim, no : INTEGER );
BEGIN
END;
BEGIN
pi := 2*arcsin(intval(1.0));
END.
Die beiden Funktionen f() und die Prozedur IntegrationArea() m

ussen nach der
im Abschnitt 5.5.1 beschriebenen Syntax deniert werden.
 itaylor und ditaylor2
Im Modul itaylor sind die Funktionen und Operatoren zur Berechnung eindimen-
sionaler Taylorkoezienten (f)
i
, i = 0(1)UB(x) implementiert. Die unabh

angige
Variable x und die Konstante c werden deniert durch
expand(f; x) bzw. f := c :
F

ur die Berechnung zweidimensionaler Taylorkoezienten (f)
i;j
enth

alt das Modul
ditaylor2 die notwendigen Operatoren und Funktionen. Die unabh

angigen Variablen
x und y werden nach der folgenden Syntax
expand(fx; x; 1) bzw. expand(fy; y; 2)
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deniert. Konstanten sind ebenfalls durch Zuweisungen zu denieren.
In ditaylor2 werden nur die Taylorkoezienten mit den folgenden Indizes berechnet.
8
<
:
i = 0(1)UB
1
; j = 0(1)UB
2
, i f

ur UB
1
 UB
2
i = 0(1)UB
1
; j = 0(1)min(UB
2
; UB
1
, i) f

ur UB
1
> UB
2
 
 
 
 
 
 
 
 
 
 
UB
1
= UB
2
 
 
 
 
 
 
 
 
 
 
UB
1
< UB
2
 
 
 
 
 
 
 
UB
1
> UB
2
Abbildung 5.1: Zweidimensionale Taylorkoezienten in Dreieckanordnungen
Kapitel 6
Numerische Beispiele
In diesem Kapitel wird die ein- und zweidimensionale adaptive numerische Integration
mit automatischer Ergebnisverikation, die zur Zeit in dem Programm VANI implemen-
tiert ist, anhand verschiedener Beispiele (glatte Funktionen, Funktionen mit Peak und
oszillierende Funktionen) demonstriert. F

ur die Integrationsbereiche, deren Grenzen kei-
ne Gleitkommazahlen sind, ist die Verikation

uber dem Bereichsrand notwendig, dies
wird ebenfalls betrachtet. Die Berechnungen, die auf der Maschine Sun Ultra 1 Model
170E durchgef

uhrt wurden, verwendeten die bin

are Unterteilung f

ur die Bereichsverfei-
nerung und den bin

aren Baum f

ur die Informationsregistrierung der Teilbereiche. Ferner
wurden f

ur die Betrachtung die Fehlereinschlieungen [E(f)] bzgl. der Kernfunktionen
von maximalen Ordnungen r = d+1 berechnet, wobei d := degS ist (s. Kapitel 3 und 4).
6.1 Numerische Quadratur
In dem Programm VANI werden f

ur die eindimensionale automatische Integration die
Clenshaw-Curtis- und die Gau-Legendre-Quadraturformeln zur Verf

ugung gestellt. Die
Exaktheitsgrade dieser Formeln sind 3(2)19. Die verwendeten Knotenzahlen bei den Clen-
shaw-Curtis-Formeln sind M = 4; 5(2)19 und bei den Gau-Legendre-Formeln M =
2(1)10. Die Ezienz der Gau-Legendre-Quadratur l

at sich weiter erh

ohen, wenn die
Gau-Legendre-Formeln von h

oheren Exaktheitsgraden eingesetzt werden. Es ist dennoch
schwierig, ihre kompletten Fehlerkonstanten zu berechnen. Die folgenden numerischen
Ergebnisse beabsichtigen deshalb nicht, die Ezienz der beiden Quadraturverfahren zu
vergleichen, vielmehr wird der Anwendungsbereich der zur Zeit in VANI implementierten
Quadraturverfahren demonstriert.
6.1.1 Glatte Funktionen
F

ur glatte Funktionen haben, bei Anwendung von VANI, die Gau-Legendre- und die
Clenshaw-Curtis-Quadratur ungef

ahr die gleiche Eektivit

at (vgl. die Bemerkung oben).
Diese Ergebnisse zeigen die n

achsten beiden Beispiele.
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Beispiel 1 (vgl. [61])
0
50
100
150
200
-1 -0.5 0 0.5 1
f(x) =
10
2
1 + (10x)
2

 = [,1; 1]
Gau-Legendre :
"
abs
[I] d([I]) #f #

j
sec err
10
 1
29:(
5
4
) 4:15  10
 2
52 14 0:12 0
10
 3
29:42(
3
2
) 5:36  10
 4
76 16 0:12 0
10
 6
29:42255(
4
3
) 3:86  10
 7
120 16 0:12 0
10
 9
29:42255348(
7
5
) 3:93  10
 10
170 22 0:17 0
10
 12
29:42255348607(
6
4
) 7:57  10
 13
240 28 0:19 0
10
 15
29:422553486074(
8
6
) 3:20  10
 14
292 32 0:23 1
Clenshaw-Curtis :
"
abs
[I] d([I]) #f #

j
sec err
10
 1
29:(
5
3
) 8:22  10
 2
104 8 0:07 0
10
 3
29:42(
3
2
) 4:93  10
 4
110 14 0:12 0
10
 6
29:422553(
6
4
) 1:57  10
 7
176 16 0:13 0
10
 9
29:42255348(
62
59
) 2:20  10
 10
252 16 0:15 0
10
 12
29:42255348607(
5
4
) 5:47  10
 13
334 22 0:20 0
10
 15
29:422553486074(
8
6
) 4:97  10
 14
457 29 0:26 1
Beispiel 2 (vgl. [37])
0
0.5
1
1.5
2
-1 -0.5 0 0.5 1
f(x) =
1
1 + x
2

 = [,1; 1]
6.1. Numerische Quadratur 131
Gau-Legendre :
"
abs
[I] d([I]) #f #

j
sec err
10
 1
1:(
6
5
) 4:08  10
 2
8 2 0:02 0
10
 3
1:57(
2
0
) 7:38  10
 4
16 2 0:03 0
10
 6
1:57079(
7
6
) 1:33  10
 7
22 4 0:04 0
10
 9
1:57079632(
7
6
) 3:31  10
 10
30 4 0:04 0
10
 12
1:57079632679(
6
4
) 9:75  10
 13
38 4 0:04 0
10
 15
1:570796326794(
90
89
) 1:78  10
 15
62 8 0:07 1
10
 16
1:57079632679489(
8
5
) 1:33  10
 15
68 8 0:07 1
Clenshaw-Curtis :
"
abs
[I] d([I]) #f #

j
sec err
10
 1
1:(
6
5
) 4:64  10
 2
10 2 0:03 0
10
 3
1:57(
1
0
) 3:70  10
 4
18 2 0:04 0
10
 6
1:57079(
7
5
) 7:16  10
 7
34 2 0:04 0
10
 9
1:570796326(
9
7
) 6:11  10
 11
48 4 0:04 0
10
 12
1:57079632679(
50
48
) 5:73  10
 14
64 4 0:05 0
10
 15
1:570796326794(
90
89
) 3:33  10
 15
83 5 0:07 1
10
 16
1:570796326794(
90
89
) 2:66  10
 15
94 6 0:07 1
6.1.2 Funktionen mit Peak
Zu dieser Funktionsklasse wird die Funktion f(x) =
1
a
2
+(3x 1)
2
,
1
a
2
+(3x 4)
2
+
1
a
2
+(3x 7)
2
,
1
a
2
+(3x 10)
2
mit a = 0:1 und a = 0:001 betrachtet. Den Funktionsgraphen f

ur a = 0:1 zeigt
das n

achste Bild. F

ur a = 0:001 werden die Spitzen an den Stellen x =
1
3
;
4
3
;
7
3
;
10
3
um das
10
4
-fache verst

arkt.
Im allgemeinen ist die in VANI implementierte Clenshaw-Curtis-Quadratur f

ur diese
Funktionen ezienter als die Gau-Legendre-Quadratur in VANI.
Beispiel 3 (vgl. [61])
-100
-50
0
50
100
0 0.5 1 1.5 2 2.5 3 3.5 4
a=0.1
f(x) =
1
a
2
+ (3x, 1)
2
,
1
a
2
+ (3x, 4)
2
+
1
a
2
+ (3x, 7)
2
,
1
a
2
+ (3x, 10)
2
a = 0:1; 
 = [0; 4]
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Gau-Legendre :
"
abs
[I] d([I]) #f #

j
sec err
10
 1
,0:1(
1
9
) 6:70  10
 2
269 52 1:07 0
10
 3
,0:15(
1
3
) 9:92  10
 4
388 63 1:30 0
10
 6
,0:15196(
3
5
) 8:72  10
 7
561 84 1:78 0
10
 9
,0:15196394(
1
3
) 7:85  10
 10
769 92 1:99 0
10
 12
,0:15196394223(
2
4
) 9:58  10
 13
1108 126 2:80 0
10
 15
,0:15196394223(
2
4
) 4:69  10
 13
1425 161 3:56 1
Clenshaw-Curtis :
"
abs
[I] d([I]) #f #

j
sec err
10
 1
,0:1(
2
8
) 5:15  10
 2
337 52 1:10 0
10
 3
,0:15(
1
3
) 4:49  10
 4
546 52 1:19 0
10
 6
,0:15196(
3
5
) 9:90  10
 7
855 65 1:54 0
10
 9
,0:15196394(
1
3
) 8:48  10
 10
1174 86 2:07 0
10
 12
,0:15196394223(
2
4
) 9:79  10
 13
1624 98 2:50 0
10
 15
,0:15196394223(
2
4
) 4:44  10
 13
2060 124 3:16 1
Beispiel 4
Z
4
0
1
a
2
+ (3x, 1)
2
,
1
a
2
+ (3x, 4)
2
+
1
a
2
+ (3x, 7)
2
,
1
a
2
+ (3x, 10)
2
dx; a = 0:001
Gau-Legendre :
"
abs
[I] d([I]) #f #

j
sec err
10
 1
(
 1:1
 2:1
) 9:75  10
 2
1033 154 3:34 0
10
 3
,1:5(
2
4
) 9:87  10
 4
1276 177 3:88 0
10
 6
,1:5292(
1
3
) 8:83  10
 7
1764 223 4:93 0
10
 9
,1:529219(
7
9
) 4:76  10
 9
2429 282 6:34 1
10
 12
,1:529219(
7
9
) 3:69  10
 9
3136 346 7:89 1
Clenshaw-Curtis :
"
abs
[I] d([I]) #f #

j
sec err
10
 1
,1:(
3
8
) 4:18  10
 2
1457 136 3:19 0
10
 3
,1:5(
2
4
) 9:60  10
 4
1992 138 3:48 0
10
 6
,1:5292(
1
3
) 9:44  10
 7
2624 182 4:59 0
10
 9
,1:529219(
7
9
) 4:44  10
 9
3532 224 5:75 1
10
 12
,1:529219(
7
9
) 3:89  10
 9
4777 287 7:65 1
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6.1.3 Oszillierende Funktionen
F

ur oszillierende Funktionen ben

otigen die Clenshaw-Curtis-Quadratur von VANI mehr
Rechenzeit als die Gau-Legendre-Quadratur von VANI, auch wenn die Integranden ein-
fache Funktionen sind.
Beispiel 5 (vgl. [61])
-250
-200
-150
-100
-50
0
50
100
150
200
250
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
f(x) = 2xe
x
2
sin (e
x
2
)

 = [0; 2]
Gau-Legendre :
"
abs
[I] d([I]) #f #

j
sec err
10
 1
,0:(
95
88
) 5:93  10
 2
57 8 0:79 0
10
 3
,0:91(
12
07
) 3:60  10
 4
73 10 1:03 0
10
 6
,0:91096(
45
35
) 9:35  10
 7
102 12 1:35 0
10
 9
,0:9:1096403(
96
89
) 6:02  10
 10
139 16 1:85 0
10
 12
,0:91096403926(
8
4
) 2:20  10
 12
192 21 2:51 1
10
 15
,0:91096403926(
7
5
) 1:48  10
 12
263 28 3:44 1
Clenshaw-Curtis :
"
abs
[I] d([I]) #f #

j
sec err
10
 1
,0:(
93
89
) 2:27  10
 2
86 6 0:98 0
10
 3
,0:91(
11
08
) 2:54  10
 4
108 8 1:28 0
10
 6
,0:91096(
42
39
) 2:77  10
 7
144 10 1:69 0
10
 9
,0:910964039(
6
0
) 5:21  10
 10
205 13 2:36 0
10
 12
,0:91096403926(
7
4
) 1:96  10
 12
274 16 3:10 1
10
 15
,0:91096403926(
7
5
) 1:35  10
 12
382 22 4:37 1
Beispiel 6
Z
3:2
0:1
sin x dx
Der Integrationsbereich dieses Beispiels kann nicht in Gleitkommazahlen exakt dargestellt
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werden. Die Verikation

uber dem Bereichsrand ist daher notwendig, wof

ur zus

atzlich zwei
Funktionsauswertungen ben

otigt werden.
Gau-Legendre :
"
abs
[I] d([I]) #f #

j
sec err
10
 1
(
2:0
1:9
) 7:01  10
 2
4 1 0:05 0
10
 3
1:993(
3
2
) 1:57  10
 5
6 1 0:07 0
10
 6
1:99329(
91
89
) 1:06  10
 7
7 1 0:08 0
10
 9
1:99329894(
2
0
) 4:86  10
 10
8 1 0:09 0
10
 12
1:9932989410727(
9
7
) 6:88  10
 15
10 1 0:10 0
10
 15
1:9932989410727(
8
7
) 2:66  10
 15
11 1 0:11 1
10
 16
1:9932989410727(
8
7
) 2:66  10
 15
11 1 0:11 1
Clenshaw-Curtis :
"
abs
[I] d([I]) #f #

j
sec err
10
 1
(
2:0
1:9
) 2:77  10
 2
6 1 0:08 0
10
 3
1:99(
4
3
) 6:07  10
 4
7 1 0:10 0
10
 6
1:9932989(
5
4
) 2:61  10
 9
11 1 0:14 0
10
 9
1:9932989410(
8
6
) 5:72  10
 12
13 1 0:13 0
10
 12
1:993298941072(
8
7
) 1:53  10
 14
15 1 0:15 0
10
 15
1:9932989410727(
9
7
) 5:11  10
 15
17 1 0:18 1
10
 16
1:9932989410727(
9
7
) 5:11  10
 17
17 1 0:18 1
F

ur die numerische Betrachtung in diesem Kapitel bezeichnet #f die Anzahl der gesamten
Funktionsauswertungen f([x
i
]), #

j
die Anzahl der auf die letzte Zerlegung bezogenen
Teilbereiche. Bei Anwendung einer bin

aren Unterteilung betr

agt f

ur jede Durchf

uhrung
adaptiver numerischer Integration die Anzahl der gesamten bearbeiteten Teilbereiche
#
~


j
= 2 #

j
, 1.
Die numerischen Ergebnisse in diesem Abschnitt zeigen, da das Programm VANI die
eindimensionalen Integraleinschlieungen recht ezient berechnen und die unerreichbaren
Genauigkeiten in relativ kurzer Zeit ermitteln kann.
6.2 Numerische Kubatur
In diesem Abschnitt wird die zweidimensionale adaptive numerische Integration demon-
striert. F

ur die Betrachtung werden zum Vergleich noch die von dem Softwarepaket
Cubpack++ (vgl. [34], [35]) erzielten numerischen Ergebnisse zusammengestellt. Das
Softwarepaket Cubpack++ ist speziell f

ur die zweidimensionale automatische Integration
entwickelt, wobei vollsymmetrische Kubaturformeln verwendet werden. Vollsymmetrische
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Kubaturformeln besitzen im allgemeinen weniger Knoten als die Produktformeln. Da die
Intervallarithmetik, auf der das Programm VANI beruht, in Software implementiert ist,
ist es nicht gerechtfertig, die ben

otigte Rechenzeit der beiden Programme direkt zu ver-
gleichen.
6.2.1 Zum Vergleich der vorhandenen Kubaturverfahren
F

ur die zweidimensionale automatische Integration stehen im Programm VANI die Produ-
kt-Gau-Legendre-, die Produkt-Clenshaw-Curtis- und die vollsymmetrische Kubaturfor-
meln

uber dem Quadrat [,1; 1]  [,1; 1] zur Verf

ugung. Die Produktformeln besitzen
ungerade Exaktheitsgrade 3(2)19. Hingegen haben die in VANI vorhandenen vollsymme-
trischen Kubaturformeln die Exakheitsgrade 3 und 7, welche sich f

ur die meisten Inte-
granden als unzureichend herausgestellt haben. Unter diesen Integrationsformeln zeigte
das Produkt-Gau-Legendre-Verfahren die beste Ezienz. Dies wird anhand des Beispiels
8 demonstriert. Aus diesem Grund wurden die numerischen Ergebnisse der weiteren Bei-
spiele in diesem Abschnitt mit Hilfe der Produkt-Gau-Legendre-Formeln berechnet.
Knotenzahl der in VANI herangezogenen Kubaturverfahren
degS 3 5 7 9 11 13 15 17 19
M
PGL
4 9 16 25 36 49 64 81 100
M
PCC
16 25 49 81 121 169 225 289 361
M
VSK
4 - 12 - 28 - 44 - 68
Beispiel 7
-1
-0.5
0
0.5
1
-1
-0.5
0
0.5
1
0
1
2
3
4
5
6
exp(x  y); 
 = [,
4
3
;
4
3
]
2
Da die Grenzen von 
 keine Gleitkommazahlen sind, gibt es insgesamt 4 Randbereiche
vom Typ 1 zu ber

ucksichtigen. Die Integraleinschlieungen [I
(1)
j
] und [I
inn
] werden jeweils
mit Hilfe 1- bzw. 2-dimensionaler adaptiver numerischer Integrationsverfahren berechnet.
F

ur diese einfache Funktion ben

otigt Cubpack++ i. a. mehr Funktionsausertungen als
VANI. Die unerreichbare Genauigkeitsanforderung "
a
= 10
 15
kann Cubpack++ nicht
innerhalb von angemessener Zeit erkennen. Das Programm wird erst abgebrochen, wenn
die maximale Anzahl von Funktionsauswertungen

uberschritten ist.
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VANI | PGL :
"
abs
[I] d([I]) #f #

j
#
~


j
sec err
10
 1
8:48(
6
3
) 1:81  10
 3
30 5 5 0:13 0
10
 3
8:4846(
8
6
) 1:61  10
 5
41 5 5 0:15 0
10
 6
8:484671(
78
67
) 9:69  10
 8
56 5 5 0:18 0
10
 9
8:48467172(
41
36
) 4:23  10
 10
71 5 5 0:22 0
10
 12
8:4846717238619(
7
3
) 2:66  10
 14
105 5 5 0:28 0
10
 15
8:4846717238619(
7
3
) 2:13  10
 14
128 5 5 0:36 1
VANI | PCC :
"
abs
[I] d([I]) #f #

j
#
~


j
sec err
10
 1
8:(
52
45
) 5:32  10
 2
39 5 5 0:15 0
10
 3
8:484(
8
6
) 1:24  10
 4
65 5 5 0:20 0
10
 6
8:48467(
20
15
) 3:96  10
 7
101 5 5 0:29 0
10
 9
8:48467172386(
4
0
) 2:80  10
 12
191 5 5 0:47 0
10
 12
8:4846717238619(
7
3
) 3:91  10
 14
249 5 5 0:58 0
10
 15
8:4846717238619(
7
3
) 3:02  10
 14
317 5 5 0:69 1
VANI | VSK :
"
abs
[I] d([I]) #f #

j
#
~


j
sec err
10
 1
8:48(
7
2
) 4:32  10
 3
62 8 11 0:29 0
10
 3
8:48(
51
43
) 7:70  10
 4
88 10 15 0:42 0
10
 6
8:48467(
22
12
) 8:91  10
 7
296 27 49 1:23 0
10
 9
8:48467172(
5
3
) 9:67  10
 10
1150 98 191 4:87 0
10
 12
8:48467172386(
3
1
) 9:98  10
 13
6048 468 931 29:68 0
10
 15
8:48467172386(
22
17
) 3:41  10
 13
23200 1935 3865 98:63 1
Cubpack++ :
"
abs
I

jI , I

j
est
#f sec in/out
10
 1
8:484671722887295 4:15  10
 4
185 0:01 in
10
 3
8:484671722887295 4:15  10
 4
185 0:01 in
10
 6
8:484671723812260 2:66  10
 7
481 0:01 in
10
 9
8:484671723861949 3:31  10
 10
1961 0:04 in
10
 12
8:484671723861936 7:81  10
 13
6697 0:10 in
10
 15
8:484671723861327 9:42  10
 14
10000101 142:16 out
Liegen die von Cubpack++ erzielten Integraln

aherungen in den entsprechenden Integral-
einschlieungen, die gem

a gleichen Genauigkeitsanforderungen von VANI berechnet sind,
werden diese als "in" bezeichnet, ansonsten "out".
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6.2.2 Glatte Funktionen
Beispiel 8 (vgl. [135])
-1
-0.5
0
0.5
1
1.5 -1
-0.5
0
0.5
1
1.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
1
(6, 2x, y)
2
, 
 = [,1; 1:6]
2
F

ur diese einfache Funktion kann das Programm VANI die Integraleinschlieungen re-
lativ ezient berechnen. Da sich die Bereichsgrenze 1:6 im bin

aren Zahlenformat nicht
exakt darstellen l

at, ist die Verikation

uber den Randbereichen vom Typ 0 und Typ 1
notwendig. In VANI wird die 1-dimensionale adaptive numerische Integration

uber den
Randbereichen vom Typ 1 mit Hilfe von Gau-Legendre-Formeln durchgef

uhrt.
VANI | PGL :
#f
"
abs
[I] d([I])




n



#

j
#
~


j
sec err
10
 1
0:(
45
38
) 6:37  10
 2
256 12 12 21 0:22 0
10
 3
0:40(
7
5
) 8:83  10
 4
435 24 14 25 0:33 0
10
 6
0:40587(
7
6
) 6:99  10
 7
881 37 20 37 0:50 0
10
 9
0:40587646(
2
1
) 7:76  10
 10
1237 52 27 51 0:71 0
10
 12
0:40587646148(
42
36
) 4:24  10
 13
2224 68 37 71 1:11 0
10
 15
0:40587646148389(
7
5
) 9:99  10
 16
9127 90 98 193 4:16 0
10
 16
0:40587646148389(
7
5
) 9:99  10
 16
4628 105 68 133 2:31 1
Die unerreichbare Genauigkeitsanforderung "
a
= 10
 15
kann Cubpack++ nicht rechtzeitig
erkennen. Die daf

ur erzielte N

aherung ist sogar schlechter als die N

aherung bzgl. "
a
=
10
 12
. In diesem Fall kann Cubpack++ den absoluten Fehler nicht angemessen absch

atzen.
Cubpack++ :
"
abs
I

jI , I

j
est
#f sec in/out
10
 1
0:4058480953535884 3:62  10
 3
37 0:01 in
10
 3
0:4058764521783579 6:96  10
 6
259 0:01 in
10
 6
0:4058764613523304 1:12  10
 7
407 0:02 in
10
 9
0:4058764614836839 2:01  10
 10
999 0:02 in
10
 12
0:4058764614838951 5:36  10
 13
2479 0:04 in
10
 15
0:4058764614832955 4:51  10
 15
100000011

1250:45 out
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Beispiel 9
-0.5
0
0.5
1
-0.5
0
0.5
0.09
0.1
0.11
0.12
0.13
0.14
0.15
0.16
1
2
 exp (
,x
2
, y
2
2
),

 = f (x; y) j x
2
+ y
2
 1 g
F

ur dieses Beispiel wird in VANI das folgende transformierte Integral berechnet :
Z Z


1
2
 exp (
,x
2
, y
2
2
) dx dy =
Z
2
0
Z
1
0
1
2
 r  exp (
,r
2
2
) dr d :
Da 2 keine Gleitkommazahl ist, wurde Verikation

uber dem Randbereich von Typ 1
durchgef

uhrt. Um die Genauigkeit "
a
= 10
 15
zu erf

ullen, braucht das Programm VANI
162 Funktionsauswertungen

uber



.
VANI | PGL :
#f
"
abs
[I] d([I])




n



#

j
#
~


j
sec err
10
 1
0:39(
4
1
) 1:56  10
 3
4 2 2 2 0:07 0
10
 3
0:393(
50
46
) 2:94  10
 5
9 3 2 2 0:08 0
10
 6
0:393469(
4
0
) 3:73  10
 7
16 5 2 2 0:08 0
10
 9
0:393469340(
30
26
) 2:70  10
 11
36 6 2 2 0:13 0
10
 12
0:393469340287(
5
3
) 1:70  10
 13
49 7 2 2 0:14 0
10
 15
0:39346934028736(
7
6
) 7:77  10
 16
162 9 3 4 0:51 0
10
 16
0:39346934028736(
7
6
) 8:33  10
 16
81 9 2 2 0:26 1
Ohne Hilfe der maximalgenauen Intervallarithmetik ist es schwierig, den Rundungsfehler
richtig zu behandeln. F

ur "
a
= 10
 15
ben

otigt Cubpack++ mehr als 10
8
Funktionsaufrufe,
und die dabei erzielte N

aherung ist nur von der absoluten Genauigkeit 10
 11
.
Cubpack++ :
"
abs
I

jI , I

j
est
#f sec in/out
10
 1
0:3934693402530517 4:06  10
 9
36 0:01 in
10
 3
0:3934693402530517 4:06  10
 9
36 0:01 in
10
 6
0:3934693402530517 4:06  10
 9
36 0:01 in
10
 9
0:3934693402873665 2:27  10
 14
220 0:01 in
10
 12
0:3934693402873665 2:27  10
 14
220 0:02 in
10
 15
0:3934693402869063 4:37  10
 15
100000009

2022:90

out
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6.2.3 Funktionen mit Peak
F

ur diese Funktionsklasse ben

otigt das Programm VANI recht viele Funktionsauswer-
tungen, und der Integrationsbereich 
 wird, insbesondere in der N

ahe der Peaks, in
sehr feine Teilbereiche zerlegt. Dies liegt daran, da die Wertebereichseinschlieungen
der partiellen Ableitungen der zu integrierenden Funktionen, die mit Hilfe der Intervall-
Taylorkoezienten berechnet werden, in der N

ahe der Peaks i. a. recht grob sind. Dadurch
wird eine l

angere Rechenzeit ben

otigt.
Beispiel 10
0
0.5
1 0
0.5
1
0
200000
400000
600000
800000
1
((x, 0:3)
2
+ a)  ((y , 0:5)
2
+ a)
,
a = 0:001, 
 = [0; 1]
2
VANI | PGL :
"
rel
[I]
d([I])
h[I]i
#f #

j
#
~


j
sec err
10
 1
(
9:5
8:6
)  10
3
9:85  10
 2
37662 386 771 20:62 0
10
 3
9:0(
25
15
)  10
3
9:87  10
 4
48193 470 939 25:80 0
10
 6
9:0199(
63
53
)  10
3
9:94  10
 7
77338 616 1231 38:33 0
10
 9
9:0199580(
43
33
)  10
3
9:94  10
 10
149212 981 1961 70:47 0
10
 12
9:0199580383(
73
63
)  10
3
9:99  10
 13
260672 1578 3155 119:36 0
10
 15
9:0199580383677(
6
0
)  10
3
5:65  10
 15
438349 2467 4933 196:59 1
10
 16
9:0199580383677(
5
0
)  10
3
4:84  10
 15
941414 6390 12779 459:11 1
In Cubpack++ wird nur die absolute Genauigkeit abgesch

atzt, auch wenn der relative
Fehler betrachtet ist.
Cubpack++ :
"
rel
I

jI , I

j
est
#f sec in/out
10
 1
8:951260307816057  10
3
7:68  10
+2
1073 0:03 in
10
 3
9:019918759498198  10
3
7:90  10
 0
2701 0:05 in
10
 6
9:019958040323838  10
3
8:44  10
 3
7585 0:10 in
10
 9
9:019958038351622  10
3
8:93  10
 6
20165 0:25 in
10
 12
9:019958038367722  10
3
9:01  10
 9
60347 0:76 in
10
 15
9:019958038369139  10
3
1:03  10
 10
100000085

1228:08

out
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Beispiel 11
-1
-0.5
0
0.5
1 -1
-0.5
0
0.5
1
-100
-50
0
50
100
150
,
1
((5x, 3)
2
+
1
10
)((5y , 3)
2
+
1
10
)
+
1
((5x+ 3)
2
+
1
11
)((5y , 3)
2
+
1
11
)
,
1
((5x+ 3)
2
+
1
10
)((5y + 3)
2
+
1
10
)
+
1
((5x, 3)
2
+
1
11
)((5y + 3)
2
+
1
11
)
,

 = [,1; 1]
2
VANI | PGL :
"
abs
[I] d([I]) #f #

j
#
~


j
sec err
10
 1
0:(
80
69
) 9:98  10
 2
48767 1049 2097 104:36 0
10
 3
0:74(
2
0
) 9:90  10
 4
74630 1264 2527 136:62 0
10
 6
0:74081(
7
5
) 1:00  10
 6
137842 1682 3363 210:20 0
10
 9
0:7408157(
90
88
) 9:98  10
 10
231860 2848 5695 356:79 0
10
 12
0:74081578940(
5
3
) 9:97  10
 13
375320 4379 8757 559:00 0
10
 15
0:740815789404(
5
4
) 8:30  10
 14
604620 6437 12873 867:47 1
10
 16
0:740815789404(
5
4
) 8:29  10
 14
771750 8297 16593 1095:80 1
F

ur "
a
= 10
 15
liegt die von Cubpack++ erzielte N

aherung auerhalb der entsprechenden
Integraleinschlieung. Diese unerreichbare Genauigkeit kann Cubpack++ nicht innerhalb
vern

unftiger Zeit ermitteln.
Cubpack++ :
"
abs
I

jI , I

j
est
#f sec in/out
10
 1
0:7404799805326308 9:75  10
 2
3737 0:05 in
10
 3
0:7408154278349426 9:93  10
 4
10693 0:15 in
10
 6
0:7408157894235132 9:80  10
 7
28675 0:38 in
10
 9
0:7408157894045704 9:94  10
 10
78551 1:06 in
10
 12
0:7408157894044466 9:97  10
 13
204573 2:76 in
10
 15
0:7408157894043598 1:45  10
 13
100000085

1381:52 out
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6.2.4 Oszillierende Funktionen
Im Vergleich zu Cubpack++ ben

otigt das Programm VANI f

ur die betrachteten oszillie-
renden Funktionen relativ wenige Funktionsauswertungen, um die Integraleinschlieungen
zu berechnen, obwohl die Einschlieungen mit Hilfe der Produktformeln errechnet sind,
welche i. a. mehr Funktionsauswertungen ben

otigen als die vollsymmetrischen Kubatur-
formeln.
Beispiel 12
0 1 2 3 4 5 6 7 0
1
2
3
4
5
6
7
-1
-0.5
0
0.5
1
sin (x  y); 
 = [0; 7]
2
VANI | PGL :
"
abs
[I] d([I]) #f #

j
#
~


j
sec err
10
 1
4:(
52
45
) 6:09  10
 2
426 7 13 3:44 0
10
 3
4:48(
9
8
) 6:13  10
 4
548 8 15 4:39 0
10
 6
4:48860(
93
83
) 3:83  10
 7
881 9 17 6:93 0
10
 9
4:48860905(
5
3
) 5:12  10
 10
1915 22 43 15:11 0
10
 12
4:48860905381(
6
4
) 8:15  10
 13
3005 31 61 23:63 0
10
 15
4:48860905381(
52
49
) 2:36  10
 13
6792 74 147 53:60 1
10
 16
4:48860905381(
52
49
) 2:39  10
 13
8620 90 179 68:07 1
Bzgl. der unerreichbaren Genauigkeit "
a
= 10
 15
besitzt die von dem Programm Cub-
pack++ erzielte N

aherung einen absoluten Fehler, der gr

ober als 10
 12
ist.
Cubpack++ :
"
abs
I

jI , I

j
est
#f sec in/out
10
 1
4:488608608137418 9:98  10
 2
3885 0:08 in
10
 3
4:488609055042244 9:35  10
 4
9213 0:15 in
10
 6
4:488609053815131 9:85  10
 7
22459 0:35 in
10
 9
4:488609053815022 9:86  10
 10
66933 0:98 in
10
 12
4:488609053815053 9:99  10
 13
190217 2:81 in
10
 15
4:488609053812540 3:22  10
 13
100000085

1456:80

out
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Beispiel 13
0
0.5
1 0
0.5
1
-1
-0.5
0
0.5
1
cos (2 + 
1
x + 
2
y);
 = 0:25; 
1
= 75; 
2
= 25,

 = [0; 1]
2
Wegen des Rundungsfehlers ist bereits die relative Genauigkeitsanforderung "
r
= 10
 9
nicht erreichbar. F

ur die relative Fehlerbehandlung beinhaltet #f in VANI auch noch die
vergeblichen Funktionsauswertungen. Trotzdem braucht VANI f

ur diesen oszillierenden
Integranden mindestens 10-mal weniger Funktionsauswertungen als Cubpack++.
VANI | PGL :
"
rel
[I]
d([I])
h[I]i
#f #

j
#
~


j
sec err
10
 1
7:(
5
2
)  10
 6
2:19  10
 2
3004 16 31 23:46 0
10
 3
7:34(
30
26
)  10
 6
3:44  10
 5
6204 32 63 48:11 0
10
 6
7:34279(
72
68
)  10
 6
4:38  10
 8
12604 64 127 97:62 0
10
 9
7:3427970(
3
0
)  10
 6
3:13  10
 9
25204 127 253 195:62 1
10
 12
7:3427970(
3
0
)  10
 6
2:45  10
 9
156724 1023 2045 1242:54 1
10
 15
7:3427970(
3
0
)  10
 6
2:56  10
 9
438629 2866 5731 3688:27 1
F

ur dieses Beispiel hat Cubpack++ bereits mit "
r
= 10
 12
Schwierigkeit, den Rundungs-
fehler richtig zu ber

ucksichtigen. Im Fall "
r
= 10
 15
braucht es sogar mehr als 10
9
Funk-
tionsaufrufe, wobei keine N

aherung geliefert werden konnte.
Cubpack++ :
"
rel
I

jI , I

j
est
#f sec in/out
10
 1
7:342796914808474  10
 6
7:12  10
 7
36297 0:51 in
10
 3
7:342797011054294  10
 6
7:30  10
 9
70929 0:99 in
10
 6
7:342797011983157  10
 6
7:34  10
 12
215081 3:02 in
10
 9
7:342797011983646  10
 6
7:34  10
 15
596625 8:51 in
10
 12
7:342797011981981  10
 6
7:19  10
 15
100000085

1516:84 in
10
 15
,,, ,,, 1000000000

1953:24
-
Kapitel 7
Zusammenfassung und Ausblick
Im Rahmen dieser Arbeit wurde das Programm VANI (s. Kapitel 5) f

ur die ein- und zwei-
dimensionale adaptive numerische Integration mit automatischer Ergebnisverikation im-
plementiert. Die Koppelung der ein- und zweidimensionalen automatischen Integratoren
in einem Programm beruht darauf, da f

ur die zweidimensionalen Integrationsbereiche,
deren Grenzen keine Gleitkommazahlen sind, das Integral

uber dem Bereichsrand mit
Hilfe eines eindimensionalen adaptiven Integrationsverfahrens berechnet werden soll.
Mit Methoden der Verikationsnumerik wurde bis jetzt noch kein zweidimensionaler au-
tomatischer Integrator zu allgemeinem Zweck implementiert. Diese Aufgabe besitzt eine
wesentlich gr

oere Komplexit

at als im Eindimensionalen, was daran liegt, da es im Mehr-
dimensionalen eine groe Zahl von Integrationsbereichen gibt, die sich durch ane Ab-
bildungen nicht ineinandern

uberf

uhren lassen. Wegen dieser Komplexit

at wird zur Zeit
im Programm VANI die zweidimensionale adaptive numerische Integration auf Rechteck-
bereiche beschr

ankt. Integrale

uber Kreisen bzw. Dreiecken lassen sich durch nichtane
Abbildungen in Integrale

uber Rechtecken transformieren. Diese Transformationen werden
bei der Anwendung von VANI zur Zeit dem Benutzer

uberlassen.
F

ur die eindimensionale numerische Integration werden im Programm VANI die Gau-
Legendre-Formeln, die in [144] berechnet wurden, und die Clenshaw-Curtis-Formlen zur
Verf

ugung gestellt. Die Clenshaw-Curtis-Formeln (s. Abschnitt 3.3.2) erwecken zwar seit
langem das Interesse der Numeriker, wurden jedoch in der Verikationsnumerik bisher
noch nicht betrachtet. F

ur die zweidimensionale numerische Integration werden im Pro-
gramm VANI auer den Produktformeln, die auf die vorhandenen Quadraturformeln
zur

uckgreifen, noch die in [45] konstruierten vollsymmetrischen Kubaturformeln bereitge-
stellt.
Um die Approximationsfehler der Integrationsformeln zuverl

assig abzusch

atzen, werden
im Programm VANI die von Peano 1913 aufgestellte und sp

ater von Sard 1952 verall-
gemeinerten Kerndarstellungen verwendet. Bei Anwendung der Kernmethode wird

ubli-
cherweise der Diskretisierungsfehler einer Integrationsformel anhand der L
1
-Norm der
Kernfunktionen und der Maximumnorm der (partiellen) Ableitungen des Integranden
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abgesch

atzt. Die L
1
-Norm einer Kernfunktion wird auch als Fehlerkonstante bzw. Rest-
gliedfaktor bezeichnet.
Im Rahmen dieser Arbeit wurden f

ur die Berechnung der Fehlerkonstanten herangezo-
gener Integrationsformeln verschiedene

Uberdeckungsmethoden, wie z. B. die Intervall-
Riemann-Summe, die Bisektionsmethode und das komponentenweise Intervall-Newton-
Verfahren usw., die die Nullstellen der Kernfunktionen explizit bzw. implizit ber

ucksich-
tigen, untersucht. F

ur die eindimensionalen Kernfunktionen, welche auch in der Fehler-
darstellung einer Kubaturformel zu ber

ucksichtigen sind, besitzt das erweiterte Intervall-
Newton-Verfahren die beste Eektivit

at und f

ur die zweidimensionalen Kernfunktionen
leistet dies die von Hansen 1967 und Neumaier 1988 verallgemeinerte Methode (s. Ab-
schnitte 2.3, 2.4, 3.4.3 und 4.3.4). Um den Rechenaufwand zu reduzieren wurden noch
verschiedene Eigenschaften der Kernfunktionen, wie z. B. die Stetigkeit, die Dierenzier-
barkeit, die Vielfachheit der Nullstellen, die Symmetrie, die Vollsymmetrie, die lokale
Denitheit und g

unstigere Darstellungsformeln untersucht bzw. hergeleitet (s. Abschnitte
3.4.1, 3.4.3, 4.3.3 und 4.3.4). Dar

uberhinaus wurde der Rechenaufwand durch Einsatz der
Mittelwertform f

ur die (partiellen) Ableitungen der Kernfunktionen drastisch verringert.
Die Maximumnorm der (partiellen) Ableitungen der zu integrierenden Funktionen, die bei
der gew

ohlichen Numerik schwierig zu gewinnen ist, kann mit Hilfe der Dierentiations-
und Intervallarithmetik, n

amlich mit den Intervall-Taylorkoezienten, zuverl

assig abge-
sch

atzt werden. Es werden die Wertebereichseinschlieungen der (partiellen) Ableitungen
berechnet. F

ur die Berechnung der eindimensionalen Taylorkoezienten steht das Mo-
dul itaylor zur Verf

ugung. F

ur die zweidimensionalen Funktionen wurden im Rahmen
dieser Arbeit rekursive Formeln und Module zur Berechnung der zweidimensionalen Tay-
lorkoezienten h

oherer Ordnungen hergeleitet bzw. implementiert (s. Abschnitt 2.5.2).
Aus Ezienzgr

unden werden im Modul ditaylor2 nur die Taylorkoezienten, die in dem
linken oberen Dreieck der Matrix liegen, berechnet (s. Abschnitt 5.5.3).
Zur adaptiven Durchf

uhrung der numerischen Integration wird im Programm VANI die
globale Strategie (s. Abschnitt 5.1.1) f

ur die Bereichsverfeinerung angewendet und f

ur die
lokale Approximation werden adaptive Exaktheitsgrade zugelassen (s. Abschnitt 5.1.2).
F

ur die Bereichsunterteilung kann zur Zeit bei Anwendung des Programms VANI ein zwei-
dimensionales Rechteckgebiet wahlweise in 2 oder 4 Teilbereiche mit gleichem Volumen
zerlegt werden. Dabei wird f

ur die bin

are Unterteilung im Zweidimensionalen die Untertei-
lungsrichtung mit Hilfe der ein- und zweidimensionalen Fehler festgelegt. Bei Anwendung
von Nicht-Produktformeln werden gegebenenfalls noch die Intervall-Taylorkoezienten
zur Festlegung der Unterteilungsrichtung eingesetzt (s. Abschnitt 5.2.1 und 5.2.2). Zur
Registrierung der Informationen der Teilbereiche bietet VANI den partiell geordneten
balancierten bin

aren und tern

aren Baum zur Wahl an. (s. Abschnitt 5.5.2).
Um f

ur eine reine absolute Genauigkeitsanforderung die numerische Integration ezient
und zuverl

assig durchzuf

uhren, wird das im Programm VANI implementierte Integrations-
verfahren in zwei Phasen durchgef

uhrt. In der ersten Phase wird nur die Fehlereinschlie-
ung [E] ber

ucksichtigt. Erst nachdem d([E])  "
a
mit der absoluten Fehlerschranke "
a
erreicht ist, wird die Einschlieung der Integraln

aherung [S] berechnet. Ist d([S])  "
a
, so
kann die geforderte absolute Genauigkeit wegen des Rundungsfehlers nicht erreicht wer-
den. Ansonsten geht das Verfahren in die zweite Phase

uber. In dieser Phase wird stets
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die Integraleinschlieung [I] = [S] + [E] betrachtet und das adaptive Integrationsverfah-
ren wird fortgef

uhrt, bis d([I])  "
a
gilt oder bis die maximale Anzahl der Teilbereiche
bzw. der Funktionsaufrufe

uberschritten ist (s. Abschnitt 5.3.1). Bei einer zuverl

assigen
relativen Fehlerbehandlung soll jedoch stets die Bedingung d([I])  max("
a
; "
r
 h[I]i) mit
dem wahren Wert [I] gepr

uft werden (s. Abschnitt 5.3.2). Die unerreichbare Genauigkeit
kann durch d([S])  max("
a
; "
r
h[I]i) und d([E])  max("
a
; "
r
h[I]i) erkannt werden.
F

ur Integrationsbereiche, deren Grenzen keine Gleitkommazahlen sind, ist die Verika-
tion

uber dem Bereichsrand erforderlich. Im Eindimensionalen werden die Teilintegrale

uber den Bereichsgrenzen direkt mit Hilfe der Intervall-Riemann-Summe veriziert be-
rechnet (s. Abschnitt 5.4.1). Hingegen lassen sich die Randbehandlung eines zweidimen-
sionalen Rechteckgebiets in zwei Klassen einteilen (s. Abschnitt 5.4.2). Die Integrale

uber
den Randbereichen vom Typ 0 werden analog zu dem eindimensionalen Fall mit Hilfe
der Intervall-Riemann-Summe berechnet.

Uber den Randbereichen vom Typ 1 wird je-
doch eine eindimensionale adaptive numerische Integration durchgef

uhrt. Hierf

ur wird
das Integral

uber dem inneren Integrationsbereich gem

a einer modizierten Genauigkeit
berechnet, damit die Genauigkeitsanforderungen m

oglichst gut erf

ullt werden k

onnen.
Die Ezienz des in VANI implementierten adaptiven numerischen Integrationsverfahrens
k

onnte noch erh

oht werden, wenn z. B. die maximale Ordnung der Kernfunktionen der lo-
kalen Integrationsformeln variiert w

urde, was mit hinreichend vielen Beispielen untersucht
werden soll. Um die Eektivt

at des herangezogenen vollsymmetrischen Kubaturverfahren
vollst

andig zu pr

ufen, sollen noch Integrationsformeln h

oherer Exaktheitsgrade konstru-
iert und ihre Fehlerkonstanten berechnet werden. Dar

uber hinaus l

at sich die Funktiona-
lit

at des Programms durch weitergehende Arbeiten, wie z. B. die Behandlung von gewissen
Singularit

aten oder die automatische Durchf

uhrung der nichtanen Transformationen f

ur
eine breitere Klasse von Integrationsbereichen, erweitern. F

ur die zweidimensionale au-
tomatische Integration kann z. B. auch noch untersucht werden, wie die bin

are und die
2
n
-Unterteilung gemischt verwendet werden k

onnen.
Anhang A
Programm zur verizierten
Berechnung der Fehlerkonstante
bzgl. der Peano-Kerne
PROGRAM Ks_XIN_MWF_sub;
USE mvi_ari;
USE i_ari;
USE x_real;
priority inn = =;
{**********************************************************************}
{*} OPERATOR INN ( A : REAL; VAR B : INTERVAL ) INRIR : BOOLEAN; {*}
{**********************************************************************}
BEGIN { operator --- in interior }
INRIR:= ( B.INF < A ) AND ( A < B.SUP )
END;
{*****************************************************************}
{*} FUNCTION power( x : INTERVAL; i : INTEGER ) : INTERVAL; {*}
{*****************************************************************}
VAR r, s : INTERVAL;
BEGIN
r := 1.0;
s := x;
WHILE i>0 DO
BEGIN
IF odd(i) THEN r := r*s;
s := sqr(s);
i := i div 2;
END;
power := r;
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END; { power }
{************************ E N D *************************}
{~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~}
{} CONST {}
{} n_max = 16; {}
{ n_max = 20; }
{} n_min = 2; {}
{} d_max = 31; {}
{} quadrature = 'G'; {}
{} in_data = 'GL_x_w_n2to24.dat'; {}
{} out_data = 'GL_ErrConst_n2to16.dat'; {}
{ in_data = 'CC_x_w_n2to20.dat'; }
{ out_data = 'CC_ErrConst_n2to20.dat2'; }
{} plus_infinity = maxreal; {}
{} minus_infinity = -maxreal; {}
{~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~}
VAR w, y : IMATRIX[2..n_max, 1..n_max]; { weights and nodes }
rest : IVECTOR[2..n_max]; { to store error constant of }
{ highest order }
ErrP, ErrN : IMATRIX[2..n_max, 0..d_max]; { error constants }
n, s : INTEGER; { no. of nodes; order of kernel }
epsilon : REAL; { resolution --- diam. of a box }
first, last : REAL; { lb & ub of an integration-area }
cnt1, cnt2 : INTEGER; { no. of boxes; no. of integration }
{**************************************************************}
{*} FUNCTION positivDiff( x, y : INTERVAL; ) : INTERVAL; {*}
{**************************************************************}
VAR z : INTERVAL;
BEGIN
z := x - y; { z = x - y; if x >= y }
IF z.sup <= 0 THEN z := 0 { z = 0; if x < y }
ELSE IF z.inf < 0 THEN z.inf := 0;
positivDiff := z;
END;
{******************************************************************}
{*} FUNCTION dKernel(t : INTERVAL; lb : INTEGER) : INTERVAL; {*}
{******************************************************************}
VAR diff : IVECTOR[lb..n];
temp : INTERVAL;
i : INTEGER;
BEGIN { the first derivative of kernel }
FOR i := lb TO n DO { the functional part : S() }
IF s = 0 THEN
diff[i] := 0
ELSE BEGIN
diff[i] := positivDiff(y[n,i],t);
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IF (diff[i] <> 0) THEN
IF (s=1) AND (y[n,i].inf < t.sup) THEN diff[i] := intval(-1,0)
ELSE IF (s=1) THEN diff[i] := -1
ELSE diff[i] := -s*power(diff[i], s-1)
END;
temp := -power(1.0-t, s); { the functional part : I() }
dKernel := ##( temp - FOR i := lb TO n SUM(w[n,i]*diff[i]) );
END;
{*****************************************************************}
{*} FUNCTION Kernel(t : INTERVAL; lb : INTEGER) : INTERVAL; {*}
{*****************************************************************}
VAR diff : IVECTOR[lb..n];
temp, inv : INTERVAL;
i : INTEGER;
BEGIN { function value of kernel }
FOR i := lb TO n DO { the functional part : S() }
BEGIN
diff[i] := positivDiff(y[n,i],t);
IF diff[i] <> 0 THEN
IF (s=0) AND (y[n,i].inf < t.sup) THEN diff[i] := intval(0,1)
ELSE IF (s=0) THEN diff[i] := 1
ELSE diff[i] := power(diff[i], s)
END;
inv := 1.0/intval(s+1); { the functional part : I() }
temp := power(1.0-t, s+1);
Kernel := ##( temp*inv - FOR i := lb TO n SUM(w[n,i]*diff[i]) );
END;
{*******************************************************************}
{*} FUNCTION ddKernel(t : INTERVAL; lb : INTEGER) : INTERVAL; {*}
{*******************************************************************}
VAR diff : IVECTOR[lb..n];
temp : INTERVAL;
i : INTEGER;
BEGIN { the second derivative of kernel }
FOR i := lb TO n DO { the functional part : S() }
IF (s = 0) OR (s = 1) THEN
diff[i] := 0
ELSE BEGIN
diff[i] := positivDiff(y[n,i],t);
IF (diff[i] <> 0) THEN
IF (s=2) AND (y[n,i].inf < t.sup) THEN diff[i] := intval(0,1)
ELSE IF (s=2) THEN diff[i] := 1
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ELSE diff[i] := s*(s-1)*power(diff[i], s-2)
END;
temp := s*power(1.0-t, s-1); { the functional part : I() }
ddKernel := ##( temp - FOR i := lb TO n SUM(w[n,i]*diff[i]) );
END;
{****************************************************************}
{*} PROCEDURE IntegrateKernel( VAR PP, NN : IDOTPRECISION; {*}
{*} a, b : REAL; {*}
{*} lb : INTEGER ); {*}
{****************************************************************}
VAR xx : IVECTOR[lb..n];
diff, inv : INTERVAL;
tmp1, tmp2 : INTERVAL;
i : INTEGER;
Int : IDOTPRECISION; { subintegral }
BEGIN { integrate kernel over [a,b] }
cnt2 := cnt2 +1;
inv := 1.0/intval(s+2);
tmp1 := power(1.0-intval(a), s+2); { the functional part : I() }
tmp2 := power(1.0-intval(b), s+2);
diff := positivDiff(tmp1,tmp2);
FOR i := lb To n DO { the functional part : S() }
BEGIN
tmp1 := power(y[n,i]-a, s+1);
tmp2 := power(y[n,i]-b, s+1);
xx[i] := positivDiff(tmp1, tmp2);
END;
{ subintegral over [a,b] }
Int := #( diff*inv - FOR i := lb To n SUM(w[n,i]*xx[i]) );
a := #<(Int.inf); b := #>(Int.sup); { add to the error constants }
IF ( a >= 0) THEN PP := #( PP + Int )
ELSE IF ( b <= 0) THEN NN := #( NN + Int )
ELSE BEGIN
PP := #( PP + intval(0, b) );
NN := #( NN + intval(a, 0) );
END;
END;
{***********************************************************************}
{*} FUNCTION RangeOfdKernel( x : INTERVAL; lb : INTEGER ) : INTERVAL; {*}
{***********************************************************************}
VAR m, dKm, ddK : INTERVAL;
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EGIN { (sub)range of derivative -- MWF }
IF (diam(x) < 1) THEN
BEGIN
m := mid(x); dKm := dKernel( m, lb ); m := x - m;
ddK := ddKernel( x, lb );
RangeOfdKernel := ##( dKm + ddK * m );
END
ELSE RangeOfdKernel := dKernel( x, lb );
END;
{**********************************************************************}
{*} FUNCTION RangeOfKernel( x : INTERVAL; lb : INTEGER ) : INTERVAL; {*}
{**********************************************************************}
VAR m, Km, dK : INTERVAL;
BEGIN { (sub)range of kernel -- MWF }
IF (diam(x) < 1) THEN
BEGIN
m := mid(x); Km := Kernel( m, lb ); m := x - m;
dK := RangeOfdKernel( x, lb );
RangeOfKernel := ##( Km + dK * m );
END
ELSE RangeOfKernel := Kernel( x, lb );
END;
{***************************************************************}
{*} PROCEDURE EncloseIntegral(VAR PP, NN : IDOTPRECISION; {*}
{*} KV, x : INTERVAL); {*}
{***************************************************************}
VAR d, KP, KN : INTERVAL;
BEGIN { to enclose the subintgral }
cnt1 := cnt1 +1;
d := ##(x.sup-x.inf)*(s+1); { base "area" }
IF (0 INN KV) THEN
BEGIN
KP := intval( 0, KV.sup ); { positive range }
KN := intval( KV.inf, 0 ); { negative range }
END
ELSE IF (KV.inf >= 0) THEN
BEGIN
KP := KV; KN := 0; { positive only ! }
END
ELSE IF (KV.sup <= 0) THEN
BEGIN
KP := 0; KN := KV; { negative only ! }
END;
PP := #( PP + KP * d ); { add to error constants }
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NN := #( NN + KN * d );
END;
{********************************************************}
{*} PROCEDURE XINewton(VAR PP, NN : IDOTPRECISION; {*}
{*} x : INTERVAL; {*}
{*} lb : INTEGER ); {*}
{********************************************************}
forward;
{**********************************************************}
{*} PROCEDURE ExtDivision( VAR PP, NN : IDOTPRECISION; {*}
{*} infinity, dK : REAL; {*}
{*} m, Km, x : INTERVAL; {*}
{*} lb : INTEGER ); {*}
{**********************************************************}
VAR y : INTERVAL;
BEGIN { single step of extended division }
y := infinity +* ( m - Km / dK );
IF NOT ( y >< x ) THEN XINewton(PP, NN, y**x, lb);
END;
{************************************************************}
{*} PROCEDURE ExtensionPart( VAR PP, NN : IDOTPRECISION; {*}
{*} m, Km, dK, x : INTERVAL; {*}
{*} lb : INTEGER ); {*}
{************************************************************}
BEGIN { extended division --- division by zero is allowed ! }
IF Km.inf > 0 THEN { case one }
BEGIN
IF dK.sup <> 0 THEN
ExtDivision( PP, NN, minus_infinity, dK.sup, m, Km, x, lb );
IF dK.inf <> 0 THEN
ExtDivision( PP, NN, plus_infinity, dK.inf, m, Km, x, lb );
END
ELSE IF Km.sup < 0 THEN { case two }
BEGIN
IF dK.inf <> 0 THEN
ExtDivision( PP, NN, minus_infinity, dK.inf, m, Km, x, lb );
IF dK.sup <> 0 THEN
ExtDivision( PP, NN, plus_infinity, dK.sup, m, Km, x, lb );
END
ELSE BEGIN { result of division --- ( -infinity , +infinity ) }
XINewton(PP, NN, intval(x.inf, m.sup), lb);{ bisection --- 1. part }
XINewton(PP, NN, intval(m.inf, x.sup), lb);{ bisection --- 2. part }
END;
END;
{********************************************************}
{*} PROCEDURE XINewton(VAR PP, NN : IDOTPRECISION; {*}
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{*} x : INTERVAL; {*}
{*} lb : INTEGER ); {*}
{********************************************************}
VAR m, y, IW : INTERVAL;
Km, dK : INTERVAL;
BEGIN
IF diam(x) <= epsilon THEN { the resolution is reached }
BEGIN
IF first < x.inf THEN { the first subarea over which }
IntegrateKernel( PP, NN, first, x.inf, lb );{ kernel is definit }
IW := RangeOfKernel( x, lb ); { range of kernel over [zero] }
EncloseIntegral( PP, NN, IW, x ); { error constants over [zero] }
first := x.sup; { reset the lower bound }
END
ELSE BEGIN { the resolution is not yet reached }
m := mid(x); { prepare for the newton-step }
Km := Kernel( m, lb );
dK := RangeOfdKernel( x, lb ) ;
IF NOT ( 0 in dK ) THEN { normal division }
BEGIN
y := m - Km / dK;
IF NOT ( y >< x ) THEN
BEGIN
y := y**x;
IF (y = x) THEN
BEGIN
y := intval(x.inf, m.sup);
XINewton(PP, NN, y, lb);
y := intval(m.inf, x.sup);
XINewton(PP, NN, y, lb);
END
ELSE XINewton(PP, NN, y, lb);
END
END
ELSE ExtensionPart( PP, NN, m, Km, dK, x, lb );{ extended division }
END;
END;
{*********************************************************}
{*} PROCEDURE SubFactor(VAR PP, NN : IDOTPRECISION; {*}
{*} a, b : REAL; {*}
{*} lb : INTEGER ); {*}
{*********************************************************}
VAR IW : INTERVAL;
BEGIN
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IW := RangeOfKernel( intval(a,b), lb ); { range over [a,b] -- MWF }
IF NOT( 0 INN IW ) THEN { kernel is definit over [a,b] }
IntegrateKernel(PP, NN, a, b, lb)
ELSE BEGIN { kernel has a changed sign }
XINewton(PP, NN, intval(a,b), lb);
{ XIN step -- to find out all zeros }
IF first <> last THEN { the last subarea over which }
IntegrateKernel(PP, NN, first, last, lb); { kernel is definit }
END;
END;
{********************************************************************}
{*} PROCEDURE FactorOverSubRegions(VAR PP, NN : IDOTPRECISION; {*}
{*} lb : INTEGER ); {*}
{********************************************************************}
VAR i : INTEGER;
BEGIN { error constants over [x_i.sup, x_(i+1).inf] }
IF 0 < y[n,lb].inf THEN { over the first possible subinterval }
BEGIN
first := 0; last := y[n,lb].inf;
{ initial. bounds of integration-area }
SubFactor(PP, NN, first, last, lb); { to find out all subareas for }
END; { integration of kernel }
FOR i := lb TO n-1 DO { over [x_i.sup, x_(i+1).inf] }
BEGIN
first := y[n,i].sup; last := y[n,i+1].inf;
SubFactor(PP, NN, first, last, i+1);
END;
IF y[n,n].sup < 1 THEN { over the last subinterval }
BEGIN
first := y[n,n].sup; last := 1;
IntegrateKernel(PP, NN, first, last, n+1); { kernel is definit }
END;
END;
{****************************************************************}
{*} PROCEDURE EncloseSubIntegrals( VAR PP, NN : IDOTPRECISION; {*}
{*} lb : INTEGER ); {*}
{****************************************************************}
VAR IW : INTERVAL;
i : INTEGER;
BEGIN { to enclose the subintegrals over [x_i] }
FOR i := lb TO n DO
BEGIN
IW := Kernel( y[n,i], i );
EncloseIntegral( PP, NN, IW, y[n,i] );
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END;
END;
{************************************************************}
{*} PROCEDURE SymmetricSum( VAR PP, NN : IDOTPRECISION; ); {*}
{************************************************************}
VAR temp : IDOTPRECISION;
BEGIN { error constants over [-1,0] }
IF odd(s) THEN { kernel is an even function }
BEGIN
PP := #( PP + PP );
NN := #( NN + NN );
END
ELSE BEGIN { kernel is an odd function }
temp := PP;
PP := #( PP - NN );
NN := #( NN - temp );
END;
END;
{******************************}
{*} PROCEDURE WriteData; {*}
{******************************}
VAR i, j, d : INTEGER;
out_file : FILE OF INTERVAL;
BEGIN
REWRITE(out_file, out_data); { to write error constants in a file }
FOR i := n_min TO n_max DO
BEGIN { to set degree }
CASE quadrature OF
'G' : d := 2*i-1; { Gauss-Legendre }
'C' : IF odd(i) THEN d := i ELSE d := i-1; { Clenshaw-Curtis }
END;
FOR j := 0 TO d DO
BEGIN
write(out_file, ErrP[i,j]);
write(out_file, ErrN[i,j]);
END;
END;
END;
{************************************}
{*} PROCEDURE CalculateFactor; {*}
{************************************}
VAR PP, NN :IDOTPRECISION;
lb : INTEGER;
BEGIN
IF odd(n) THEN lb := trunc( (n+1)/2 ) { only one half of the nodes }
ELSE lb := trunc( n/2 ) + 1; { are to be processed }
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{ here -- the positive nodes }
PP := #( intval(0) ); NN := PP; { initialize the error constants }
EncloseSubIntegrals( PP, NN, lb ); { process over [x_i] }
FactorOverSubRegions( PP, NN, lb );
{ process over [x_i.sup, x_(i+1).inf] }
SymmetricSum( PP, NN ); { concern the symmetry of kernel }
ErrP[n,s] := ##(PP);
ErrN[n,s] := ##(NN);
writeln('(',n,',',s,') ', ErrP[n,s]);
writeln(' ', ErrN[n,s]); writeln;
writeln('PP-NN = ', ##(PP-NN)); writeln;
writeln('-----------------------------------------------------------');
writeln('cnt1 = ',cnt1);
writeln('cnt2 = ',cnt2);
writeln;
END;
{*****************************}
{*} PROCEDURE ReadData; {*}
{*****************************}
VAR i, j : INTEGER;
in_file : FILE OF INTERVAL;
BEGIN
RESET(in_file, in_data); { to read the data }
FOR i := n_min TO n_max DO
CASE quadrature OF
'G' : { Gauss-Legendre rules }
BEGIN
FOR j := 1 TO i DO read(in_file, y[i,j]); { to read nodes }
FOR j := 1 TO i DO read(in_file, w[i,j]); { to read weights }
READ(in_file, rest[i]); { error constants of highest order }
END;
'C' : { Clenshaw-Curtis rules }
BEGIN
FOR j := 1 TO i DO
BEGIN
read(in_file, y[i,j]); { to read nodes }
read(in_file, w[i,j]); { to read weights }
END;
END;
END;
END;
{************************ Main Program *************************}
VAR d : INTEGER;
BEGIN
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ReadData; { input weights and nodes }
FOR n := n_min TO n_max DO
BEGIN { set the necessary resolution }
CASE quadrature OF
'G' : { Gauss-Legendre rules }
BEGIN
IF n <= 6 THEN epsilon := 1e-6
ELSE IF n <= 9 THEN epsilon := 1e-7
ELSE IF n <= 14 THEN epsilon := 1e-8
ELSE epsilon := 1e-9;
d := 2*n-1;
END;
'C' : { Clenshaw-Curtis rules }
BEGIN
epsilon := 1e-8;
IF odd(n) THEN d := n
ELSE d := n-1;
END;
END;
FOR s := 0 TO d DO
BEGIN
cnt1 := 0; cnt2 := 0; { set counters to zero }
CalculateFactor; { to calculate the error constants }
END;
END;
WriteData; { output error constants }
END.
Anhang B
Das Modul ditaylor2
MODULE ditaylor2;
USE GLOBAL i_ari;
USE GLOBAL mvi_ari;
{----------------------------------------------------------------------}
{ This module ditayor2 contains operators and functions for the }
{ recursive computation of Taylor coefficients for functions of }
{ two variables. }
{ ============= }
{ These operators and functions are: }
{ +,-(unary),+,-,*,/,sqr,exp,power,sin,cos }
{ }
{ There is a modification for the function "power". }
{----------------------------------------------------------------------}
{----------------------------------------------------------------------}
{ The data type of Taylor coefficients for functions of two variables }
{ is a 2-dimensional dynamic array of interval. }
{ A variable of type ditaylor2 represents the Taylor coeffcients, i.e.}
{ u[0,0] = (u)_0,0, ..., u[i,j] = (u)_i,j }
{ All operands are assumed to have the same index ranges starting }
{ from [0,0]. This is never checked however ! }
{ }
{ In this Modul only the Taylor coefficients which lies in the upper }
{ left triangle of the array will be computed. (see the dissertation }
{ of Chin-Yun Chen) }
{----------------------------------------------------------------------}
FUNCTION UpperBound( a, b, i : INTEGER ) : INTEGER;
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VAR m : INTEGER;
BEGIN
IF (a<=b) THEN m := b - i
ELSE BEGIN
m := a - i;
IF (b<m) THEN m := b;
END;
UpperBound := m;
END;
GLOBAL TYPE ditaylor2 = GLOBAL DYNAMIC ARRAY [*,*] OF INTERVAL;
{----------------------------------------------------------------------}
{ define a constant of type ditaylor2 by assigning a value }
{----------------------------------------------------------------------}
GLOBAL OPERATOR := ( VAR u : ditaylor2; c : INTERVAL );
VAR i,j,m : INTEGER;
BEGIN
u[0,0]:= c;
FOR i:= 1 TO ub(u,2) DO u[0,i]:= 0.0;
FOR i:= 1 TO ub(u,1) DO
BEGIN
m := UpperBound( ub(u,1), ub(u,2), i );
FOR j:= 0 TO m DO u[i,j]:= 0.0;
END;
END;
GLOBAL OPERATOR := ( VAR u : ditaylor2; c : REAL );
VAR i,j,m : INTEGER;
BEGIN
u[0,0]:= c;
FOR i:= 1 TO ub(u,2) DO u[0,i]:= 0.0;
FOR i:= 1 TO ub(u,1) DO
BEGIN
m := UpperBound( ub(u,1), ub(u,2), i );
FOR j:= 0 TO m DO u[i,j]:= 0.0;
END;
END;
GLOBAL OPERATOR := ( VAR u : ditaylor2; v : ditaylor2 );
VAR i,j,m : INTEGER;
BEGIN
u[0,0]:= v[0,0];
FOR i:= 1 TO ub(u,2) DO u[0,i]:= v[0,i];
FOR i:= 1 TO ub(u,1) DO
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BEGIN
m := UpperBound( ub(u,1), ub(u,2), i );
FOR j:= 0 TO m DO u[i,j]:= v[i,j];
END;
END;
{----------------------------------------------------------------------}
{ define expansion point u0 and make u the independent variable }
{----------------------------------------------------------------------}
GLOBAL PROCEDURE expand( VAR u : ditaylor2; u0 : INTERVAL; id : INTEGER );
BEGIN
u:= u0;
CASE id OF
1 : IF ub(u,1) > 0 THEN u[1,0]:= 1.0;
2 : IF ub(u,2) > 0 THEN u[0,1]:= 1.0;
END;
END;
GLOBAL PROCEDURE expand( VAR u : ditaylor2; u0 : REAL; id : INTEGER );
BEGIN
u:= u0;
CASE id OF
1 : IF ub(u,1) > 0 THEN u[1,0]:= 1.0;
2 : IF ub(u,2) > 0 THEN u[0,1]:= 1.0;
END;
END;
{----------------------------------------------------------------------}
{ Unary +, - for ditaylor2 }
{----------------------------------------------------------------------}
GLOBAL OPERATOR + ( u : ditaylor2 )
it2_plus : ditaylor2[0..ub(u,1), 0..ub(u,2)];
VAR i,j,m : INTEGER;
BEGIN
FOR i:= 0 TO ub(u,1) DO
BEGIN
m := UpperBound( ub(u,1), ub(u,2), i );
FOR j:= 0 TO m DO it2_plus[i,j]:= u[i,j];
END;
END;
GLOBAL OPERATOR - ( u : ditaylor2 )
it2_minus : ditaylor2[0..ub(u,1), 0..ub(u,2)];
VAR i,j,m : INTEGER;
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BEGIN
FOR i:= 0 TO ub(u,1) DO
BEGIN
m := UpperBound( ub(u,1), ub(u,2), i );
FOR j:= 0 TO m DO it2_minus[i,j]:= -u[i,j];
END;
END;
{----------------------------------------------------------------------}
{ binary operators ditaylor2 & ditaylor2 }
{----------------------------------------------------------------------}
GLOBAL OPERATOR + ( u,v : ditaylor2 )
it2it2_add : ditaylor2[0..ub(u,1), 0..ub(u,2)];
VAR i,j,m : INTEGER;
BEGIN
FOR i:= 0 TO ub(u,1) DO
BEGIN
m := UpperBound( ub(u,1), ub(u,2), i );
FOR j:= 0 TO m DO it2it2_add[i,j]:= u[i,j] + v[i,j];
END;
END;
GLOBAL OPERATOR - ( u,v : ditaylor2 )
it2it2_sub : ditaylor2[0..ub(u,1), 0..ub(u,2)];
VAR i,j,m : INTEGER;
BEGIN
FOR i:= 0 TO ub(u,1) DO
BEGIN
m := UpperBound( ub(u,1), ub(u,2), i );
FOR j:= 0 TO m DO it2it2_sub[i,j]:= u[i,j] - v[i,j];
END;
END;
GLOBAL OPERATOR * ( u,v : ditaylor2 )
it2it2_mul : ditaylor2[0..ub(u,1), 0..ub(u,2)];
VAR i,j,k,l,m : INTEGER;
tmp : INTERVAL;
BEGIN
FOR i:= 0 TO ub(u,1) DO
BEGIN
m := UpperBound( ub(u,1), ub(u,2), i );
FOR j:= 0 TO m DO
BEGIN
tmp:= 0;
FOR k:= 0 TO i DO
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FOR l:= 0 TO j DO tmp:= tmp + u[k,l] * v[i-k,j-l];
it2it2_mul[i,j]:= tmp;
END;
END;
END;
GLOBAL OPERATOR / ( u,v : ditaylor2 )
it2it2_div : ditaylor2[0..ub(u,1), 0..ub(u,2)];
VAR i,j,k,l,m : INTEGER;
w : ditaylor2[0..ub(u,1), 0..ub(u,2)];
tmp : INTERVAL;
BEGIN
FOR i:= 0 TO ub(u,1) DO
BEGIN
m := UpperBound( ub(u,1), ub(u,2), i );
FOR j:= 0 TO m DO
BEGIN
tmp:= 0; w[i,j]:= 0.0;
FOR k:= 0 TO i DO
FOR l:= 0 TO j DO tmp:= tmp + w[k,l] * v[i-k,j-l];
w[i,j]:= ( u[i,j] - tmp ) / v[0,0];
it2it2_div[i,j]:= w[i,j];
END;
END;
END;
{---------------------------------------------------------------------}
{ binary operators ditaylor2 & INTERVAL }
{---------------------------------------------------------------------}
GLOBAL OPERATOR + ( u : ditaylor2; v : INTERVAL )
it2i_add : ditaylor2[0..ub(u,1), 0..ub(u,2)];
BEGIN
it2i_add:= u;
it2i_add[0,0]:= u[0,0] + v;
END;
GLOBAL OPERATOR - ( u : ditaylor2; v : INTERVAL )
it2i_sub : ditaylor2[0..ub(u,1), 0..ub(u,2)];
BEGIN
it2i_sub:= u;
it2i_sub[0,0]:= u[0,0] - v;
END;
GLOBAL OPERATOR * ( u : ditaylor2; v : INTERVAL )
it2i_mul : ditaylor2[0..ub(u,1), 0..ub(u,2)];
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VAR i,j,m : INTEGER;
BEGIN
FOR i:= 0 TO ub(u,1) DO
BEGIN
m := UpperBound( ub(u,1), ub(u,2), i );
FOR j:= 0 TO m DO it2i_mul[i,j]:= u[i,j]*v;
END;
END;
GLOBAL OPERATOR / ( u : ditaylor2; v : INTERVAL )
it2i_div : ditaylor2[0..ub(u,1), 0..ub(u,2)];
VAR i,j,m : INTEGER;
BEGIN
FOR i:= 0 TO ub(u,1) DO
BEGIN
m := UpperBound( ub(u,1), ub(u,2), i );
FOR j:= 0 TO m DO it2i_div[i,j]:= u[i,j] / v;
END;
END;
{---------------------------------------------------------------------}
{ binary operations INTERVAL & ditaylor2 }
{---------------------------------------------------------------------}
GLOBAL OPERATOR + ( u : INTERVAL; v : ditaylor2 )
iit2_add : ditaylor2[0..ub(v,1), 0..ub(v,2)];
BEGIN
iit2_add:= v;
iit2_add[0,0]:= u + v[0,0];
END;
GLOBAL OPERATOR - ( u : INTERVAL; v : ditaylor2 )
iit2_sub : ditaylor2[0..ub(v,1), 0..ub(v,2)];
BEGIN
iit2_sub:= -v;
iit2_sub[0,0]:= u - v[0,0];
END;
GLOBAL OPERATOR * ( u : INTERVAL; v : ditaylor2 )
iit2_mul : ditaylor2[0..ub(v,1), 0..ub(v,2)];
VAR i,j,m : INTEGER;
BEGIN
FOR i:= 0 TO ub(v,1) DO
BEGIN
m := ub(v,2)-i;
IF m < 0 THEN m := 0;
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FOR j:= 0 TO m DO iit2_mul[i,j]:= u*v[i,j];
END;
END;
GLOBAL OPERATOR / ( u : INTERVAL; v : ditaylor2 )
iit2_div : ditaylor2[0..ub(v,1), 0..ub(v,2)];
VAR i,j,k,l,m : INTEGER;
tmp : INTERVAL;
w : ditaylor2[0..ub(v,1), 0..ub(v,2)];
BEGIN
FOR i:= 0 TO ub(v,1) DO
BEGIN
m := ub(v,2)-i;
IF m < 0 THEN m := 0;
FOR j:= 0 TO m DO
IF (i=0) AND (j=0) THEN
w[i,j]:= u / v[0,0]
ELSE BEGIN
w[i,j]:= 0.0; tmp:= 0;
FOR k:= 0 TO i DO
FOR l:= 0 TO j DO tmp:= tmp + w[k,l] * v[i-k,j-l];
w[i,j]:= -tmp / v[0,0];
END;
END;
iit2_div:= w;
END;
{---------------------------------------------------------------------}
{ binary operators ditaylor2 & REAL }
{---------------------------------------------------------------------}
GLOBAL OPERATOR + ( u : ditaylor2; v : REAL )
it2r_add : ditaylor2[0..ub(u,1), 0..ub(u,2)];
BEGIN
it2r_add:= u;
it2r_add[0,0]:= u[0,0] + v;
END;
GLOBAL OPERATOR - ( u : ditaylor2; v : REAL )
it2r_sub : ditaylor2[0..ub(u,1), 0..ub(u,2)];
BEGIN
it2r_sub:= u;
it2r_sub[0,0]:= u[0,0] - v;
END;
GLOBAL OPERATOR * ( u : ditaylor2; v : REAL )
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it2r_mul : ditaylor2[0..ub(u,1), 0..ub(u,2)];
VAR i,j,m : INTEGER;
BEGIN
FOR i:= 0 TO ub(u,1) DO
BEGIN
m := UpperBound( ub(u,1), ub(u,2), i );
FOR j:= 0 TO m DO it2r_mul[i,j]:= u[i,j]*v;
END;
END;
GLOBAL OPERATOR / ( u : ditaylor2; v : REAL )
it2r_div : ditaylor2[0..ub(u,1), 0..ub(u,2)];
VAR i,j,m : INTEGER;
BEGIN
FOR i:= 0 TO ub(u,1) DO
BEGIN
m := UpperBound( ub(u,1), ub(u,2), i );
FOR j:= 0 TO m DO it2r_div[i,j]:= u[i,j] / v;
END;
END;
{----------------------------------------------------------------------}
{ binary operators REAL & ditaylor2 }
{----------------------------------------------------------------------}
GLOBAL OPERATOR + ( u : REAL; v : ditaylor2 )
rit2_add : ditaylor2[0..ub(v,1), 0..ub(v,2)];
BEGIN
rit2_add:= v;
rit2_add[0,0]:= u + v[0,0];
END;
GLOBAL OPERATOR - ( u : REAL; v : ditaylor2 )
rit2_sub : ditaylor2[0..ub(v,1), 0..ub(v,2)];
BEGIN
rit2_sub:= -v;
rit2_sub[0,0]:= u - v[0,0];
END;
GLOBAL OPERATOR * ( u : REAL; v : ditaylor2 )
rit2_mul : ditaylor2[0..ub(v,1), 0..ub(v,2)];
VAR i,j,m : INTEGER;
BEGIN
FOR i:= 0 TO ub(v,1) DO
BEGIN
m := ub(v,2)-i;
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IF m < 0 THEN m := 0;
FOR j:= 0 TO m DO rit2_mul[i,j]:= u*v[i,j];
END;
END;
GLOBAL OPERATOR / ( u : REAL; v : ditaylor2 )
rit2_div : ditaylor2[0..ub(v,1), 0..ub(v,2)];
VAR i,j,k,l,m : INTEGER;
tmp : INTERVAL;
w : ditaylor2[0..ub(v,1), 0..ub(v,2)];
BEGIN
FOR i:= 0 TO ub(v,1) DO
BEGIN
m := ub(v,2)-i;
IF m < 0 THEN m := 0;
FOR j:= 0 TO m DO
IF (i=0) AND (j=0) THEN
w[i,j]:= u / v[0,0]
ELSE BEGIN
w[i,j]:= 0.0; tmp:= 0;
FOR k:= 0 TO i DO
FOR l:= 0 TO j DO tmp:= tmp + w[k,l] * v[i-k,j-l];
w[i,j]:= -tmp / v[0,0];
END;
END;
rit2_div:= w;
END;
{----------------------------------------------------------------------}
{ elementary functions for ditaylor2 }
{----------------------------------------------------------------------}
GLOBAL FUNCTION sqr( u : ditaylor2 )
: ditaylor2[0..ub(u,1), 0..ub(u,2)];
VAR i,j,k,l,m,n, up : INTEGER;
tmp : INTERVAL;
w : ditaylor2[0..ub(u,1), 0..ub(u,2)];
BEGIN
FOR i:= 0 TO ub(u,1) DO
BEGIN
up := UpperBound( ub(u,1), ub(u,2), i );
FOR j:= 0 TO up DO
IF (i=0) AND (j=0) THEN w[0,0]:=sqr(u[0,0])
ELSE IF odd(i) THEN { case 1 : i odd }
BEGIN
tmp:= 0.0;
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IF (i>1) THEN m:= (i-1) DIV 2 ELSE m:=0;
FOR k:= 0 TO m DO
FOR l:= 0 TO j DO tmp:= tmp + u[k,l] * u[i-k,j-l];
w[i,j]:= 2*tmp;
END
ELSE IF odd(j) THEN { case 2 : i even and j odd }
BEGIN
tmp:= 0.0;
IF (i>=2) THEN
BEGIN
IF (i>2) THEN m:= (i-2) DIV 2 ELSE m:=0;
FOR k:= 0 TO m DO
FOR l:= 0 TO j DO tmp:= tmp + u[k,l] * u[i-k,j-l];
END;
IF (i>0) THEN m:= i DIV 2 ELSE m:=0;
IF (j>1) THEN n:= (j-1) DIV 2 ELSE n:=0;
FOR l:= 0 TO n DO tmp:= tmp + u[m,l] * u[m,j-l];
w[i,j]:= 2*tmp;
END
ELSE { case 3 : i even and j even }
BEGIN
tmp:= 0.0;
IF (i>=2) THEN
BEGIN
IF (i>2) THEN m:= (i-2) DIV 2 ELSE m:=0;
FOR k:= 0 TO m DO
FOR l:= 0 TO j DO tmp:= tmp + u[k,l] * u[i-k,j-l];
END;
IF (j>=2) THEN
BEGIN
IF (i>0) THEN m:= i DIV 2 ELSE m:=0;
IF (j>2) THEN n:= (j-2) DIV 2 ELSE n:=0;
FOR l:= 0 TO n DO tmp:= tmp + u[m,l] * u[m,j-l];
END;
IF (j<2) THEN m:= i DIV 2;
IF (j>0) THEN n:= j DIV 2 ELSE n:=0;
w[i,j]:= 2*tmp + sqr(u[m,n]);
END;
END;
sqr:= w;
END;
GLOBAL FUNCTION power( u : ditaylor2; a : INTERVAL )
: ditaylor2[0..ub(u,1), 0..ub(u,2)];
VAR i,j,k,l,m : INTEGER;
uu : INTERVAL;
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tmp : INTERVAL;
w : ditaylor2[0..ub(u,1), 0..ub(u,2)];
BEGIN
FOR i:= 0 TO ub(u,1) DO
BEGIN
m := UpperBound( ub(u,1), ub(u,2), i );
FOR j:= 0 TO m DO
IF (i=0) AND (j=0) THEN
w[i,j]:= 1.0
ELSE BEGIN
w[i,j]:= 0.0; tmp:= 0.0;
FOR k:= 0 TO i DO
FOR l:= 0 TO j DO
BEGIN
IF (i=k) AND (j=l) THEN uu := 0.0
ELSE IF ((i+j-k-l)=1) THEN uu := (a*(i+j-k-l)-k-l) *
u[i-k,j-l]
ELSE uu:= (a*(i+j-k-l)-k-l) * u[i-k,j-l] *
power(u[0,0], intval(i+j-k-l-1));
tmp:= tmp + w[k,l] * uu;
END;
w[i,j]:= tmp / (i+j);
END;
END;
FOR i:= 0 TO ub(u,1) DO
BEGIN
m := UpperBound( ub(u,1), ub(u,2), i );
FOR j:= 0 TO m DO
IF (a-i-j <> 0) THEN w[i,j]:= w[i,j] * power(u[0,0], a-i-j);
END;
power:= w;
END;
GLOBAL FUNCTION power( u : ditaylor2; a : REAL )
: ditaylor2[0..ub(u,1), 0..ub(u,2)];
BEGIN
power:= power( u, INTVAL(a) );
END;
GLOBAL FUNCTION exp( u : ditaylor2 )
: ditaylor2[0..ub(u,1), 0..ub(u,2)];
VAR i,j,k,l,m : INTEGER;
uu,tmp : INTERVAL;
w : ditaylor2[0..ub(u,1), 0..ub(u,2)];
BEGIN
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FOR i:= 0 TO ub(u,1) DO
BEGIN
m := UpperBound( ub(u,1), ub(u,2), i );
FOR j:= 0 TO m DO
IF (i=0) AND (j=0) THEN
w[i,j]:= exp( u[0,0] )
ELSE BEGIN
w[i,j]:= 0.0; tmp:= 0.0;
FOR k:= 0 TO i DO
FOR l:= 0 TO j DO
BEGIN
uu:= (i+j-k-l) * u[i-k,j-l];
tmp:= tmp + w[k,l] * uu;
END;
w[i,j]:= tmp / (i+j);
END;
END;
exp:= w;
END;
GLOBAL PROCEDURE sin_cos( u : ditaylor2; VAR w_sin,w_cos : ditaylor2 );
VAR i,j,k,l,m : INTEGER;
uu : INTERVAL;
tmp_sin : INTERVAL;
tmp_cos : INTERVAL;
BEGIN
FOR i:= 0 TO ub(u,1) DO
BEGIN
m := UpperBound( ub(u,1), ub(u,2), i );
FOR j:= 0 TO m DO
IF (i=0) AND (j=0) THEN
BEGIN
w_sin[i,j]:= sin( u[0,0] );
w_cos[i,j]:= cos( u[0,0] );
END
ELSE BEGIN
w_sin[i,j]:= 0.0; tmp_sin:= 0.0;
w_cos[i,j]:= 0.0; tmp_cos:= 0.0;
FOR k:= 0 TO i DO
FOR l:= 0 TO j DO
BEGIN
uu:= (i+j-k-l) * u[i-k,j-l];
tmp_sin:= tmp_sin + w_cos[k,l] * uu;
tmp_cos:= tmp_cos + w_sin[k,l] * uu;
END;
w_sin[i,j]:= tmp_sin / (i+j);
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w_cos[i,j]:= - tmp_cos / (i+j);
END;
END;
END;
GLOBAL FUNCTION sin( u : ditaylor2 )
: ditaylor2[0..ub(u,1), 0..ub(u,2)];
VAR w_sin,w_cos : ditaylor2[0..ub(u,1), 0..ub(u,2)];
BEGIN
sin_cos( u, w_sin, w_cos );
sin:= w_sin;
END;
GLOBAL FUNCTION cos( u : ditaylor2 )
: ditaylor2[0..ub(u,1), 0..ub(u,2)];
VAR w_sin,w_cos : ditaylor2[0..ub(u,1), 0..ub(u,2)];
BEGIN
sin_cos( u, w_sin, w_cos );
cos:= w_cos;
END;
END.
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