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We derive a combinatorial stochastic process for the evolution of the transmission tree over the infected
vertices of a host contact network in a susceptible-infected (SI) model of an epidemic. Models of
transmission trees are crucial to understanding the evolution of pathogen populations. We provide an
explicit description of the transmission process on the product state space of (rooted planar ranked
labelled) binary transmission trees and labelled host contact networks with SI-tags as a discrete-state
continuous-time Markov chain. We give the exact probability of any transmission tree when the host
contact network is a complete, star or path network – three illustrative examples. We then develop a
biparametric Beta-splitting model that directly generates transmission trees with exact probabilities as a
function of the model parameters, but without explicitly modelling the underlying contact network, and
show that for speciﬁc values of the parameters we can recover the exact probabilities for our three
example networks through the Markov chain construction that explicitly models the underlying contact
network. We use the maximum likelihood estimator (MLE) to consistently infer the two parameters
driving the transmission process based on observations of the transmission trees and use the exact MLE
to characterize equivalence classes over the space of contact networks with a single initial infection. An
exploratory simulation study of the MLEs from transmission trees sampled from three other determi-
nistic and four random families of classical contact networks is conducted to shed light on the relation
between the MLEs of these families with some implications for statistical inference along with pointers
to further extensions of our models. The insights developed here are also applicable to the simplest
models of “meme” evolution in online social media networks through transmission events that can be
distilled from observable actions such as “likes”, “mentions”, “retweets” and “þ1s” along with any con-
comitant comments.
& 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).r Ltd. This is an open access article
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. Sainudiin),1. Introduction
The detailed picture of the path an epidemic takes through a
population over its course is encapsulated in the transmission tree.
The transmission tree represents the physical continuum of con-
tacting hosts and thus frames the host-level structure within
which pathogens are transmitted in a communicable disease.under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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standing the evolution of pathogen populations. Constructing
models of transmission trees is the main focus of this paper. Al-
though we limit ourselves here to the epidemiological context of
transmissions of a communicable disease over a contact network
of hosts for concreteness of language and notions from a ﬁeld with
a longer research history, most of our basic results and insights are
naturally applicable, as brieﬂy discussed in Section 5.2, to the
cultural context of transmissions of “memes” (Dawkins, 1976 p.
192) over a social network of individuals, such as Twitter (Solon,
2013). More generally, they can be used to model transmission
events in Finite Markov Information Exchange processes (Aldous,
2013, Section 2.2) as described below.
To understand the process by which a transmission tree grows, we
need to consider (i) the structure of the population in which the epi-
demic spreads and (ii) the state of the individuals in the population as
the epidemic spreads. Network models are a natural candidate for de-
scribing population structure where the population is identiﬁed with a
network in which each vertex represents an individual and an arc (a
directed weighted edge) from vertex ıi to ıj, given by a non-negative
∈ [ ∞)w 0,i j, , represents the propensity with which the infection can be
transmitted from ıi to ıj. This propensity can be given meaning in terms
of frequency of contacts by taking each >w 0i j, to specify independent
rate-wi j, Poisson process for the contact times between ıi and ıj, for
instance (this is the “meeting process” of Aldous, 2013). We call these
networks contact networks and assume that they are ﬁxed or static
through time. Thus, the contact network of a population summarizes
“who can contact whom and how frequently” and is depicted in Fig. 1
(a) for a small population with vertices labelled by individuals
ı ı ı…, , ,1 2 9 (the edges are undirected). Note that we sometimes label
the vertices starting from ı0 to stay true to the indexing convention in
sageMath/python (but this should be clear from the context).
The epidemic state of each individual at a given time can be in one
of the several possible states, depending on the particularities of the
epidemic model. The simplest case, known as the SI model, involves
only two states that indicate whether an individual at a given time is
susceptible (S) to or infected (I) by a pathogen. Under this model, the
only possible state transition is from S to I as speciﬁed by the contact
network. In other words, a susceptible individual can be infected by
any individual in its in-neighborhood who is already infected. The
contact network with its individual vertices further “tagged” by their
epidemic states (S or I) is called the tagged contact network. The epi-
demic states of the individuals in the population after some time are
shown by tagging (coloring) the infected or susceptible individuals
with I or S tags (red or white colors) in Fig. 1(b).
The transmission digraph is a directed edge-labelled subgraph of
the contact network containing all infected vertices and directed
edges labelled by the time of transmission. It is a basic object of
interest and is depicted in Fig. 1(b). The transmission digraph can
also be represented by the more convenient transmission tree
shown in Fig. 1(c). The internal vertices of the transmission tree
correspond to times of transmission events, the below (or left) and
above (or right) planar sub-trees encode who infected whom, andFig. 1. Spread of an epidemic over (a) the contact network of a population as shown by (
time of event and the infected vertices are colored red and (c) the corresponding transm
reader is referred to the web version of this paper.)the leaf vertices correspond to the set of infected individuals. Since
the tagged contact network co-evolves with the transmission tree,
the transmission process is naturally seen as a Markov chain on
the product space of tagged contact networks and transmission
trees. We consider a stochastic model, as opposed to a determi-
nistic one, to be natural because the spread of an epidemic is in-
herently probabilistic (Andersson and Britton, 2000).
The transmission tree captures several details about how an infec-
tion spreads through the population, including combinatorial structural
information such as who infected whom, order and timing of infection
events, the time it takes for a speciﬁed set of individuals to be infected,
tree shape statistics such as indices of Sackin (1975) and Colless (1982),
number of cherries or sub-terminal vertices (McKenzie and Steel, 2000),
etc., various isomorphism classes, such as (un)ranked/(non)planar un-
labelled trees and so on, but also classical epidemiological univariate
statistics, such as prevalence and incidence through time, reproduction
numbers and total time of epidemic.
Furthermore, by a natural extension of the pure-birth process
underpinning the SI model to a birth-and-death process that is
combinatorially more involved with an additional epidemic state
indicating whether the individual is “removed” (R) from the po-
pulation, one can extend the transmission process developed here
for the SI epidemic model to the more realistic susceptible–in-
fected–recovered (SIR) epidemic model. With such an extension,
which we will not pursue in this elementary study of the simplest
SI epidemic model (for reasons explained below), the leaves of the
SIR transmission trees will not only be tagged by I but also by R
and they will naturally capture various univariate statistics of in-
terest to applied epidemiologists including the ﬁnal-size or total
number of infections (Ludwig, 1975; Pellis et al., 2008; House et al.,
2012). We outline a set of combinatorial steps needed towards
such a future direction of work in Section 5.1.
While various analytical results (e.g. Andersson and Britton, 2000)
and computationally intensive methods (e.g. House et al., 2012) are
available for various univariate epidemiological statistics and can often
be obtained without explicitly modelling the tree, most insights about
the structural information in the tree (even for the simplest SI epidemic
model) are difﬁcult to derive analytically and so are based on simulation
studies over parametric families of speciﬁc models.
Empirical efforts to understand the transmission process have
historically focused on time series and individual event times
(such as infection or recovery times) as the main data source.
These relatively sparse forms of data have been difﬁcult to collect
and not particularly informative, providing limited information
about the transmission tree (but see Haydon et al., 2003; Wallinga
and Teunis, 2004) or the underlying contact network.
Recently, there has been an increasing attention paid to using the
large amounts of viral and bacterial genomic data now available to
study outbreaks. The key observation suggesting this data will be in-
formative about the transmission tree is that, if there is little within-
host viral genetic diversity, the phylogenetic tree of pathogenic gen-
omes will match the transmission tree (though, in many cases, this
assumption does not hold, Romero-Severson et al., 2014; Ypma et al.,b) a sub-network where edges representing transmission events are labelled by the
ission tree. (For interpretation of the references to color in this ﬁgure caption, the
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phylodynamics (Grenfell et al., 2004), that speciﬁcally treats genomic
data in the context of infectious diseases.
The ultimate goal of phylodynamic methods would be to re-
construct the transmission tree (or some sampled subtree) and
therefore any interesting properties of the epidemic process. To
approach this goal, we need to have good models of how trans-
mission trees grow which, in turn, requires a thorough under-
standing of how the structure of the network inﬂuences the to-
pology of the transmission tree (Frost et al., 2015).
Previous work on how network structure inﬂuences tree topol-
ogy used computer simulations to vary some property of the net-
work while attempting to hold others constant and observing their
inﬂuence on simulated transmission trees. For example, Leventhal
et al. (2012) investigated a number of standard random network
models (Erdős–Rényi, Barabási–Albert preferential attachment and
Watts–Strogatz small-world – we also analyze these networks via
simulations in Section 4.2 in addition to seven other families of
contact networks in Section 4) with a range of parameter values to
show that gross changes in the network structure can cause sig-
niﬁcant and detectable changes in the resulting transmission tree,
as measured using the Sackin index of tree imbalance. Frost and
Volz (2012) suggest that while this effect is real, it may be swamped
by other effects such as sampling strategy. O'Dea and Wilke (2011)
concentrate on varying degree heterogeneity in the contact net-
work while holding mean degree constant and also ﬁnd that het-
erogeneity is detectable in the transmission tree using standard
phylogenetic methods. Welch (2011) employs a simulation ap-
proach to study the effect of clustering on transmission trees using
exponential family random graph models (ERGMs). Clustering is the
most basic of pure network properties, reﬂecting transitivity (or
anti-transitivity) in relationships: if edges (i, j) and (i, k) are present,
then high (low) clustering in the network implies that ( )j k, is more
(less) likely present than when (i, j) and (i, k) are not present. While
some changes in various measures of the transmission tree are
observed as clustering changes over a wide range of values with
degree distribution held constant, a strong effect is not observed
suggesting that inference of the clustering property would be dif-
ﬁcult. More recent work (Colijn and Gardy, 2014) describes a
method that roughly classiﬁes epidemics into host population
structures such as homogeneous, super-spreading (Lloyd-Smith
et al., 2005) or having a path-like contact network using machine-
learning classiﬁers trained on simulated data.
There is no work that we know of that explicitly estimates a
contact network as we have described it here based on transmission
trees or genetic data, though some early, ad hoc attempts exist (Leigh
Brown et al., 2011). There is a series of papers (Britton and O'Neill,
2002; Groendyke et al., 2011, 2012) that uses time-series data from
epidemics to infer the parameters of an ERGM but the transmission
tree here is incidental and poorly inferred. It is suggested in Groen-
dyke et al. (2012) that inference within this framework would be
greatly improved by having more informative data.
Thus, insights in the literature about the structural or topolo-
gical information in the tree are primarily based on simulation-
intensive programs over parametric families of speciﬁc models of
the epidemic and the contact network. Formalizing a large class of
such simulation programs as a discrete-time Markov chain with
transition probabilities in Eq. (2.1) that is embedded in the con-
tinuous-time Markov chain with generator in Eq. (2.2) is our ﬁrst
contribution. Such a formalization along with the SageMath/Py-
thon code in Appendix A.1 concretizes the meaning of the trans-
mission process, which currently does not seem to be deﬁned
unambiguously in the literature.
Models for population structure have increased in complexity
over the years; from simple homogeneous models over a static
complete network in which each individual has an equalpropensity to infect any other individual, to ones which in-
corporate varying degrees of heterogeneity across the population
(who can infect whom) and through time (time-varying contact
networks). Recent reviews in Pastor-Satorras et al. (2015) and
Holme (2015) summarize this literature.
Basic population genetic models such as the coalescent (King-
man, 1982) that are used for phylodynamic inference assume a
fully mixing population of genomes, an assumption that is typi-
cally violated in host populations when observed on the epidemic
time-scale. Moving to a more complex model such as the struc-
tured coalescent (Hudson, 1990; Notohara, 1990) or multi-type
branching process (Stadler and Bonhoeffer, 2012) allows in-
corporation of a few large population features such as country of
sampling, but struggles to deal with more than four or ﬁve
homogeneously mixing population groups at a time (Vaughan
et al., 2014; Stadler and Bonhoeffer, 2012; Rasmussen et al., 2014)
and is therefore far from the ﬁne scale heterogeneity of a given
static contact network – our main focus in this paper.
Although static networks are epidemiologically reasonable ap-
proximations when the speed of epidemic spread is much faster than
the speed of change in the population's structure or vice versa in the
case of annealed networks (Pastor-Satorras et al., 2015, III.E), our re-
striction to static networks in this paper is motivated by ﬁnding the
simplest and yet interesting mathematical setting to formulate the
transmission process. We restrict our attention to the simplest epi-
demic model on a given static contact network in order to focus on
explicitly modelling the random transmission tree itself, as the epi-
demic spreads through the population. To the best of our knowledge,
Markov models of transmission trees, over a ﬁxed contact network,
and their probabilities are not available explicitly as a function of both
branch-lengths and tree topologies even for well-known networks. A
straightforward derivation of the probabilities of transmission trees in
Section 2.1 for some simple static contact networks from the general
Markov chains of Eqs. (2.1) and (2.2) is the second contribution of this
paper. These examples are meant to illustrate that the general for-
mulae hold for some special cases of contact networks.
We also restrict our attention in this paper to the most basic
transmission process given by an SI epidemic model in which hosts
are either susceptible (S) to or infected (I) by a pathogen. Our re-
striction to the simplest model is due to the following reasons. First,
this model can be seen as the two-state Finite Markov Information
Exchange (FMIE) process (Aldous, 2013, Section 2.2) called the Pan-
demic Process (Aldous, 2013, Section 7) that is shown to be a fun-
damental building-block (Aldous, 2013, Section 3.2,7) for a large class
of FMIE processes which includes various classical epidemic models
(see Sections 8, 9 and references therein Aldous, 2013). For instance,
the SI model exhibits the fastest possible spread of information in
any FMIE model (Aldous, 2013, Section 3.2) and it approximates the
initial time evolution of the SIS (where infectious hosts return to
susceptibility) and SIR (where infectious hosts are removed from the
population) models (Pastor-Satorras et al., 2015, II.A). Second, we are
mainly interested in allowing the underlying contact network to be
essentially “arbitrary”, but ﬁxed. Speciﬁcally, we develop a bipara-
metric Beta-splitting family of models for the growth of transmission
trees in Section 3 that has the following properties:
 gives the exact probability of any transmission tree as a function
of α and β (Theorem 1),
 avoids having to explicitly model the underlying contact net-
work that is typically unobservable,
 can be interpreted in terms of a Beta-splitting construction for
the “infection potential” of the infector and the infectee in a
transmission event,
 contains the models generated by the complete, star and path
networks when α β( ), equals ( )0, 0 , approaches (∞ − ), 1 and
approaches ( − ∞)1, , respectively,
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from independent observations of transmission trees and their
sufﬁcient statistics (Theorem 2),
 speciﬁes an equivalence class of contact networks that have the
same α β( ), -speciﬁed distribution of transmission trees (Theo-
rem 3) and
 is amenable to exact probability calculations for various
equivalence classes of transmission trees as rooted (leaf-un-
labelled) trees that are (un)ranked/(non)planar with or without
continuous branch-lengths based on the results for the same
Beta-splitting model, but studied in the context of species di-
versiﬁcation (Sainudiin and Véber, 2016).
The Beta-splitting model is the third and perhaps the most
important contribution of this paper and is to be contrasted with
what is typically done in the literature since 2000 according to
Aldous (2013, Section 2.4), whereby various quantitative statements
(not of the structural properties of the transmission tree itself but of
its univariate summary statistics such as the time for a random
individual to be infected) are made on more complex models with
increasingly elaborate update rules while considering only a stan-
dard number of ﬁxed network “geometries’ (or structures) as
speciﬁc contact networks or as speciﬁc random contact networks.
Finally in Section 4 we explore, mostly by simulations, the nature
of distributions on transmission trees that are induced by classical
families of three other deterministic and four random contact net-
works through their most likely Beta-splitting model parameters.
Furthermore, using a sequential family of contact networks that in-
terpolates in the space of contact networks from the star network to
the circular path network via the complete network by means of edge
addition and deletion operations, we show that the maximum like-
lihood estimate of the Beta-splitting model that are obtained from the
induced transmission trees over each contact network in the family
also smoothly interpolates, in the parameter space [ − ∞]1, 2, between
that for the complete, star and path networks. These insights lead to
some implications for statistical inference as described in Section 4.4.
This is the fourth and ﬁnal contribution of our paper.
In summary, the rest of the paper is organized as follows. In
Section 2 we introduce the model for the random growth of a
transmission tree over an arbitrary contact network as a discrete-
state continuous-time Markov chain and give examples of trans-
mission trees on three speciﬁc deterministic networks. In Section
3 we introduce a parametric Beta-splitting model for the trans-
mission tree, derive the likelihood for a given tree, explore the
relationship between this Beta-splitting model and the coupled
transmission tree-contact network Markov chain model described
in Section 2, obtain sufﬁcient statistics, derive numerically robust
expressions for the maximum likelihood estimator, and char-
acterize the equivalence class of contact networks with the same
Beta-splitting model of transmission trees. In Section 4 we gatherFig. 2. A sequence of states from the product state space of transmission trees and contac
transmission process. Initially (left panel) the transmission tree has the root vertex labell
network k3 with vertices colored by their susceptible (lightly shaded) or infected status (
ﬁrst transmission event from ı2 to ı3 with probability 1/2, the transmission tree splits wi
labelling its left leaf vertex and the ﬁrst infectee ı ı=( )i 1 3 labelling its right leaf vertex
transmission tree has a new internal vertex labelled by 2 for the second infection even
labelled by the second infectee ı ı=( )i 2 1. (For interpretation of the references to color ininsights through the most likely Beta-splitting models ﬁtted to
independent samples drawn from the distributions over trans-
mission trees that are induced by various deterministic and ran-
dom contact networks carefully chosen from several classical fa-
milies of networks with implications for statistical inference. In
Section 5 we discuss future directions that this work may take.2. Model
Consider a population of n individuals with labels inI ı ı ı= { … }, , ,n n1 2 . Let Z( ) → [ ]+i z n: be a map from the set of non-
negative integers Z ≔{ …}+ 0, 1, 2, to the set of natural numbers no
greater than n, [ ]≔{ … }n n1, 2, , , so that, Iı ∈( )i z n denotes the z-th
infected individual as the epidemic evolves in the population.
Thus, ı ( )i 0 is the initially infected individual in the population. In
the example of Fig. 2, ı ı=( )i 0 2.
Augment each vertex ıj in In with a binary status tag:
⎪
⎪⎧⎨
⎩
ı
ı
=s
1 if is susceptible
0 if is infectedj
j
j
Thus the status of each vertex Iı ∈j n is:
I Iı≔{ ∈ } ∈ { }s s : 0, 1j j n n
Let kn be the complete weighted directed graph or network over
the vertex set In with weighted directed edge setIı ı ı ı ı ı≔{ ( ) ∈ [ ∞) ≠ ( ) ∈ }w w , 0, : , ,n i j i j i j n2 . Let 2wn be the power set of
wn, i.e., the set of all subsets of wn. For the given set of labelled
individuals in the population In, let the susceptible–infected contact
network or SICN be the double
I*= ( ) ∈ ≔ × { }c w s, 2 0, 1n wn n
that is composed of a weighted directed edge set ∈w 2wn and
status tags of the individuals I∈ { }s 0, 1 n. Now, for each Z∈ +z , letZ *( ) →+c z : n give the SICN at discrete time z standing for the z-th
infection event.
We can view the discrete-time discrete-space Markov chain
with state space ; *×n n, the product space of ;n, rooted planar
ranked leaf-labelled binary transmission trees, and *n, the set of
SICNs on In. A sample path of this Markov chain for a population of
size 3 is shown in Fig. 2. We give the one-step transition prob-
abilities for this Markov chain next.
Let τ( ( ))L m z; or τ( ( ))R m z; denote the label of the left or right
vertex, respectively, subtending from the internal vertex labelled
by m in τ( )z , the transmission tree at time z. Let L τ( ( ))z denote the
set of leaf vertices, i.e., the set of potential infectors, of τ( )z and let
ı ı( ( ))w c z, ;i j denote the weight of the edge between vertices la-
belled by ıi and ıj in c(z), the SICN at time z. Then, the one-step
transition probabilities for the discrete-time discrete-space trans-
mission Markov chain is:t networks in the discrete-time discrete-space jump Markov chain embedded in the
ed by the ﬁrst infected individual ı ı=( )i 0 2 with the corresponding complete contact
darkly shaded) over a population of 3 individuals labelled by I ı ı ı= { }, ,3 1 2 3 . After the
th the internal vertex labelling the ﬁrst infection event by 1 and the ﬁrst infector ı2
(middle panel). In the ﬁnal absorbing state (right panel), with probability 1/2, the
t with its left leaf vertex labelled by the second infector ı3 and its right leaf vertex
this ﬁgure caption, the reader is referred to the web version of this paper.)
L I
⎧
⎨
⎪⎪
⎩
⎪⎪
( )τ τ
τ τ
ı ı
τ τ
( ( + ) ( + ))|( ( ) ( )) =
( ( + ( + )) ( + ( + )) ( ))
∑ ∑ ( ( ))
( ( ) ( ))≺( ( + ) ( + ))
( )
τ
ı
∀ℓ∈ ( ( ))
∀ ∈
( )=
ℓz c z z c z
w L z z R z z c z
w c z
z c z z c z
Pr 1 , 1 ,
1; 1 , 1; 1 ;
, ;
if , 1 , 1
0 otherwise. 2.1
z j
n
sj z
j
:
1
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τ( ( + ) ( + ))z c z1 , 1 , we mean that τ( ( + ) ( + ))z c z1 , 1 can be ob-
tained from τ( ( ) ( ))z c z, by a single transmission event. Note that
τ( + ( + ))L z z1; 1 and τ( + ( + ))R z z1; 1 are the latest or ( + )z 1 -th
infector and infectee labels in In.
Thus, in other words, the transition probability of reaching
state τ( ( + ) ( + ))z c z1 , 1 from state τ( ( ) ( ))z c z, is τ( ( + ( + ))w L z z1; 1 ,
τ( + ( + )) ( ))R z z c z1; 1 ; , the weight of the edge from the ( + )z 1 -th
infector to the ( + )z 1 -th infectee, that is normalized by the sum of
the edge-weights ı ı( ( ))ℓw c z, ;j from every potential infector, i.e.,Lı τ∀ ∈ ( ( ))ℓ z , to every potential infectee within its susceptible out-
neighborhood of the SICN at time z, i.e., Iı∀ ∈j n such that ( ) =s z 1j .
Independent samples of transmission trees from the Markov
chain with transition probabilities in Eq. (2.1) over a given SICN C
and an initial infected individual initialI can be generated
using transmissionProcessTC(C,initialI), an algorithmic
implementation using SageMath/Python (http://www.sagemath.
org) in Appendix A.1.
By allowing the time for each infection event to be ex-
ponentially distributed with rate λ > 0, we obtain a continuous-
time discrete-space Markov chain from the jump chain in Eq. (2.1)
with the following generator:L I
⎧
⎨
⎪⎪⎪
⎩
⎪⎪⎪
( ) ∑ ∑τ τ
λ τ τ
τ τ
λ ı ı τ τ( ( ) ( )) ( ( + ) ( + )) =
( ( + ( + )) ( ( ) ( ))
( + ( + )) ( )) ≺( ( + ) ( + ))
− ( ( )) ( ( ) ( )) = ( ( + ) ( + ))
( )
τ
ı
∀ℓ∈ ( ( ))
∀ ∈
( )=
ℓ
q z c z z c z
w L z z z c z
R z z c z z c z
w c z z c z z c z, , 1 , 1
1; 1 , if ,
1; 1 ; 1 , 1
, ; if , 1 , 1
0 otherwise. 2.2
z
s z
j:
1
j n
jNote that the parameter λ is usually called β in the epide-
miology literature; we use λ to avoid confusion with notation in-
troduced later in the article.
Remark 1. This continuous-time transmission Markov chain and
its embedded jump chain are nonparametric since the underlying
state space allows for transmission trees to encode an SI epidemic
evolving on arbitrary contact networks, i.e., any element of 2wn. We
mainly formulate the model to be concrete about what is typically
simulated by computational epidemiologists. We will often, as
done in epidemiology, assume that the edges are bi-directional or
“undirected”. We also focus on connected contact graphs under the
assumption that the ideas can be applied to each connected
component of a disconnected contact network (but see Section 5
for generalization to generic digraphs that may contain a strongly
connected giant component).
To gain concrete insights, let us consider the generator of
Eq. (2.2) for three speciﬁc cases of the contact network.
2.1. Examples
Let us look at Eq. (2.2) for speciﬁc initial SICN and initialdistributions for the 0-th infected individual. We focus on three of
the simplest contact networks to concretely study the effect on the
transmission tree distributions they induce.2.1.1. Transmission on complete network
If the contact network is initially the complete network, i.e.,
complete weighted directed graph, kn on In with weights
ı ı( ) =w , 1i j for each ı ı≠i j, then since there are z infected individuals
and −n z individuals in each of their susceptible out-neighbor-
hoods after the z-th infection event, the one-step transition prob-
ability in Eq. (2.1) simpliﬁes to the following:
⎧
⎨⎪
⎩⎪
( )
( )
τ τ
τ τ
( ( + ) ( + ))|( ( ) ( )) = ( − )
( ( ) ( ))≺( ( + ) ( + ))
2.3
z c z z c z z n z
z c z z c z
Pr 1 , 1 ,
1 if , 1 , 1
0 otherwise,
and the generator in Eq. (2.2) simpliﬁes to the following:L
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λ τ τ
λ τ τ
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( ( ) ( )) ( ( + ) ( + ))
=
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− ( − ) ( ( ) ( )) = ( ( + ) ( + ))
| ( ( ))| =
( )
q z c z z c z
z c z z c z
z n z z c z z c z
z z
, , 1 , 1
if , 1 , 1
if , 1 , 1 ,
0 otherwise. 2.4
If we assume that the ﬁrst infected individual ı ( )i 0 is uniformly
distributed in In, then the probability of a discrete transmission
tree τ( )m with m infection events, where ≤ <m n1 is
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟
∏
∏
τ τ τ τ( ( ) ( )) = ( ( ) ( )) × (( ( ) ( ))|( ( − )
( − ))) = × ×
−
= ( − − )!
! ! ( )
=
=
m c m c z c z z
c z
n z n z
n m
n m
Pr , Pr 0 , 0 Pr , 1 ,
1
1 1 1 1
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z
m
z
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1
1
Due to independent exponential waiting times at rate λ, the
probability of a transmission tree with branch-lengths
≔( … )t t t t, , ,m m1: 1 2 belonging to +t dtm m1: 1: , afterm infection events,
is:
Fig. 3. A sequence of states from the product state space of transmission trees and contact networks in the discrete-time discrete-space jump Markov chain embedded in the
transmission process. Initially (left panel) the transmission tree has the root vertex labelled by the ﬁrst infected individual ı ı ı= =( ) ⋆i 0 3 with the corresponding star network
⋆3 with vertices colored by their susceptible (lightly shaded) or infected status (darkly shaded) over a population of 3 individuals labelled by I ı ı ı= { }, ,3 1 2 3 . After the ﬁrst
transmission event from ı3 to ı1 with probability 1/2, the transmission tree splits with the internal vertex labelling the ﬁrst infection event by 1 and the ﬁrst infector ı3
labelling its left leaf vertex and the ﬁrst infectee ı ı=( )i 1 1 labelling its right leaf vertex (middle panel). In the ﬁnal absorbing state (right panel), with probability 1, the
transmission tree has a new internal vertex labelled by 2 for the second infection event with its left leaf vertex labelled by the second infector ı3 and its right leaf vertex
labelled by the second infectee ı ı=( )i 2 2. (For interpretation of the references to color in this ﬁgure caption, the reader is referred to the web version of this paper.)
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Note that when = −z n 1 and the entire population is infected,
then each of the discrete transmission trees (ignoring the branch-
lengths) with n leaves labelled by In is equally likely:
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟∏τ( ( − ) ( − )) = × × − = !( − )!=
−
n c n
n j n j n n
Pr 1 , 1
1 1 1 1
1j
n
1
1
Thus, the number of discrete transmission trees over the complete SI
contact network, initialized uniformly at random from any individual
in In, for different values of ∈ { …}n 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, is
given respectively by:
{
…}
1, 2, 12, 144, 2880, 86400, 3628800, 203212800, 14631321600,
1316818944000, .
2.1.2. Transmission on star network
If the only initially infected individual is Iı ı= ∈( ) ⋆i n0 and the
initial SI contact network is the star network, ⋆n, centered at ı⋆
with directed edge weights Iı ı ı ı{ ( ) = ∈ ⧹ }⋆ ⋆w , 1:j j n , then since
there are −n z individuals in the non-empty susceptible out-
neighborhood of the only possible infector ı⋆ after the z-th in-
fection event, the one-step transition probability in Eq. (2.1) sim-
pliﬁes to the following:
⎧
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⎩⎪
( )τ τ
τ τ
( ( + ) ( + ))|( ( ) ( ))
= ( − )
( ( ) ( ))≺( ( + ) ( + ))
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z c z z c z
n z
z c z z c z
Pr 1 , 1 ,
1
if , 1 , 1
0 otherwise, 2.7
and the generator in Eq. (2.2) simpliﬁes to the following:
L
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λ τ τ
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| ( ( ))| =
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q z c z z c z
z c z z c z
n z z c z z c z
z z
, , 1 , 1
if , 1 , 1
if , 1 , 1 ,
0 otherwise. 2.8
Let ı( ) =ı ( )⋆ 1i 0 if the only initially infected individual is ı⋆ on the
star SICN with source vertex ı⋆, and 0 otherwise. Then the prob-
ability of a discrete transmission tree τ( )m with m infection events,
where ≤ <m n1 is⎛
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∏
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Due to independent exponential waiting times at rate λ, the
probability of a transmission tree with branch-lengths
≔ ( … )t t t t, , ,m m1: 1 2 belonging to +t dtm m1: 1: , after m infection
events, is:
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∏
∏
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Note that if = −z n 1 and the entire population is infected then
each of the discrete transmission trees, with the “left-branching
comb” topology (ignoring the branch-lengths) such that the left-
most leaf is labelled by the ﬁrst infected individual ı ı=( ) ⋆i 0 and the
remaining −n 1 leaves are labelled uniformly from I ı⧹ ⋆n , is equally
likely as follows:
∏τ ı ı( ( − ) ( − )) = ( ) × − = ( ) ( − )!ı ı( ) =
−
( )⋆ ⋆ n c n n j nPr 1 , 1
1 1
1
.i
j
n
i0
1
1
0
Thus, the number of discrete transmission trees over a star contact
network on In with the initially infected individual having degree
−n 1 is ( − )!n 1 (Fig. 3).
2.1.3. Transmission on path network
If the contact network is the path network on In with directed
edge weights equalling 1 along a linear path, and the initial in-
fected individual ı ( )i 0 is at the beginning or source vertex of the
path, then since there is exactly 1 individual in the non-empty
susceptible out-neighborhood of the only possible infector after
the z-th infection event, the one-step transition probability in Eq.
(2.1) simpliﬁes to the following:
⎧⎨⎩
( )τ τ
τ τ
( ( + ) ( + ))|( ( ) ( ))
= ( ( ) ( ))≺( ( + ) ( + ))
( )
z c z z c z
z c z z c z
Pr 1 , 1 ,
1 if , 1 , 1
0 otherwise, 2.11
and the generator in Eq. (2.2) simpliﬁes to the following:
⎧
⎨⎪
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( )τ τ
λ τ τ
λ τ τ
( ( ) ( )) ( ( + ) ( + ))
=
( ( ) ( ))≺( ( + ) ( + ))
− ( ( ) ( )) = ( ( + ) ( + ))
( )
q z c z z c z
z c z z c z
z c z z c z
, , 1 , 1
if , 1 , 1 ,
if , 1 , 1 ,
0 otherwise, 2.12
Let ı( ) =ı ( )↪ 1i 0 if the only initially infected individual is ı↪ at the
Fig. 4. A sequence of states from the product state space of transmission trees and contact networks in the discrete-time discrete-space jump Markov chain embedded in the
transmission process. Initially (left panel) the transmission tree has the root vertex labelled by the ﬁrst infected individual ı ı=( )i 0 3 with the corresponding path network with
directed edge set ı ı ı ı{( ) ( )}, , ,3 1 1 2 and vertices colored by their susceptible (lightly shaded) or infected status (darkly shaded) over a population of 3 individuals labelled byI ı ı ı= { }, ,3 1 2 3 . After the ﬁrst transmission event from ı3 to ı1 with probability 1, the transmission tree splits with the internal vertex labelling the ﬁrst infection event by 1 and the
ﬁrst infector ı3 labelling its left leaf vertex and the ﬁrst infectee ı ı=( )i 1 1 labelling its right leaf vertex (middle panel). In the ﬁnal absorbing state (right panel), with probability 1,
the transmission tree has a new internal vertex labelled by 2 for the second infection event with its left leaf vertex labelled by the second infector ı1 and its right leaf vertex
labelled by the second infectee ı ı=( )i 2 2. (For interpretation of the references to color in this ﬁgure caption, the reader is referred to the web version of this paper.)
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discrete transmission tree τ( )m with m infection events, where
≤ <m n1 , is
∏τ τ τ τ
ı
( ( ) ( )) = ( ( ) ( )) × (( ( ) ( ))|( ( − ) ( − )))
= ( ) ( )ı
=
( )↪
m c m c z c z z c zPr , Pr 0 , 0 Pr , 1 , 1
2.13
z
m
i
1
0
Due to independent exponential waiting times at rate λ, the
probability of a transmission tree with branch-lengths
≔ ( … )t t t t, , ,m m1: 1 2 belonging to +t dtm m1: 1: , after m infection
events, is:
∏
τ τ
ı λ λ
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= ( ) × ( − )ı ( )
=
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m c m t dt m c m t dt
t dt
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m m m m
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m
z z
1: 1: 1: 1:
0
1
Thus when = −z n 1 and the entire population is infected, the
discrete transmission tree with the “right-branching comb” to-
pology (ignoring the branch-lengths) with the right-most leaf la-
belled by the latest infectee is the only possible one (Fig. 4).
2.2. Branch-lengths
We can obtain the expected branch-length of the transmission
tree between the ( − )z 1 -th and z-th infection event or equivalently
when there are z infected individuals by simply taking the mean of
the exponentially distributed holding-time random variable in theFig. 5. Expected branch-lengths when there are z infection events or +z 1 infected indiv
network pn of Section 2.1.3, λ( ) = ( ( − )) = ( − )E T n z z1/ 1/ 50z with the star network ⋆n of S
Section 2.1.1 as z ranges in { … − = }n1, 2, , 1 49 .generators given by Eqs. (2.4), (2.8) and (2.12) as shown in Fig. 5.
Here we take the 0-th infection event as the initial infection.
Thus, if the underlying SI contact network is kn then initially at the
start of the transmission, the transition rate is λ × ( − )n1 1 with
expected branch-length λ( ) = ( ( − ))E T n1/ 11 , where T1 is the duration
of the epoch when there is only one infected individual. In general, Tz
is the duration of time when there are z infected individuals and is
the length of the transmission tree when there are z branches, where
∈ [ − ]z n 1 . The transition rate λ × ( − )z n z increases and the ex-
pected branch-length λ( ) = ( × ( − ))E T z n z1/z decreases at the z-th
infection event as z increases to n/2. The expected branch-length is
smallest at λ( )n4/ 2 when =z n/2 and then starts increasing to
λ( ( − ))n1/ 1 as → −z n 1 when all n individuals are infected. This is
shown as a “bath-tub” curve in Fig. 5. This means that the branch
length of the tree at the z-th transmission step, which gives the
duration of continuous time taken for the z-th infection event, will
have mean length λ( × ( − ))z n z1/ , such that any one of the z infected
leaf vertices can branch with uniform probability z1/ at equal rate
λ( − )n z to infect one of the ( − )n z susceptible (and yet uninfected)
individuals with uniform probability ( − )n z1/ . The sampling dis-
tribution of branch-lengths between consecutive infection events
from 500 independent simulations of the transmission tree is shown
in Fig. 6 and two typical transmission trees with branch-lengths and
topologies over the complete SI contact network for a population of
size n¼50 is shown in Fig. 7.
Furthermore, by rescaling time in units of population size with
λ = ( − )n1/ 1 , the time of the z-th infection event, Tz, is in-
dependent exponential random variable with rate ( − ) ( − )z n z n/ 1iduals, ( )E Tz , for the three cases. Here n¼50 and λ = 1. λ( ) = =E T 1/ 1z with the path
ection 2.1.2 and λ( ) = ( ( − )) = ( ( − ))E T z n z z z1/ 1/ 50z with the complete network kn of
R. Sainudiin, D. Welch / Journal of Theoretical Biology 410 (2016) 137–170144and satisﬁes the following randomly shifted-logistic-limit (see for
e.g. Aldous, 2013, Eq. 7.13):
− → ( ) + < <⌊ ⌋ −T n F u G ulog , 0 1,un
d 1
where F is the logistic function:
( ) = ( )
+ ( )
− ∞ < < ∞F t t
t
t
exp
1 exp
,
and G has Gumbel distribution with ( < ) = ( )−G x ePr exp x .
The expected branch-length ( )E Tz , as a function of
∈ { … − }z n1, 2, , 1 , when the SI contact network is the star net-
work (⋆n) or the path network (pn), is inversely proportional to
( − )n z or independent of z and n with ( )E Tz equalling λ( ( − ))n z1/
or λ1/ , respectively, as depicted in Fig. 5.3. A biparametric Beta-splitting transmission process
We gave a non-parametric description of the transmission pro-
cess for arbitrary contact networks in the previous section. This
Markov construction over the state space of SI contact networks and
transmission trees can be too detailed. Often, one does not have
knowledge of the state space at this detailed resolution so it is useful
to construct transmission processes without explicitly tracking the
underlying SI contact network. Here, we give a parametric con-
struction for such a process, by integrating over a Beta-splitting fa-
mily of transmission trees with interval-labelled leaves, that captures
the three Examples in Sections 2.1.1–2.1.3 as special cases.
The biparametric Beta-splitting model is described in Sainudiin
and Véber (2016) for evolutionary trees. We adapt that construc-
tion here for transmission trees. To match the standard deﬁnition
of the Beta distribution, for any α β >, 0 we call ) α β( ), the dis-
tribution on [ ]0, 1 with density α β( ) ( − )α β− − −B x x, 11 1 1, where0
2
4
6
0 10 20 30 40 50
Event
Ti
m
e
Fig. 6. The sampling distribution of Tz, branch-lengths (times in y-axis) of the
transmission tree when there are exactly z infected individuals or between the
( − )z 1 -th and z-th infection event (x-axis), where ∈ { … − }z n1, 2, , 1 , from 500
independent simulations of the transmission tree over the complete SI contact
network for a population of size n¼50 (as box plots) and the median branch-
lengths given by λ( ) = ( ( − ))−E T z n zlog2 log2z 1 , with λ = ( − )n1/ 1 (as red solid line).
(For interpretation of the references to color in this ﬁgure caption, the reader is
referred to the web version of this paper.)∫α β( )≔ ( − ) ( )α β− −B x x dx, 1 . 3.10
1
1 1
If α β= , this distribution is symmetric: if ) β β∼ ( )X , , then
) β β− ∼ ( )X1 , . We call ) α β( + + )1, 1 as the Beta-splitting den-
sity (for α β > −, 1), with density proportional to ( − )α βx x1 . This
parametric choice corresponds to that used by Aldous (2001) for
the symmetric case with α β= .
We ﬁx α β > −, 1. Let ( …)B B, ,1 2 be a sequence of independent
and identically distributed (i.i.d.) random variables, with the
) α β( + + )1, 1 distribution. Let ( …)U U, ,1 2 be a sequence of i.i.d.
random variables with the uniform distribution on [ ]0, 1 that is
independent of ( …)B B, ,1 2 . Thus, each of these variables takes its
values in [ ]0, 1 . We call N( = ( )) ∈G U B,z z z z the generating sequence for
the Beta-splitting trees. It will be the basis of an incremental
construction of transmission tree as a labelled ranked planar
binary tree with m leaves and −m 1 internal vertices.
Our core idea relies on decomposing the transmission tree con-
struction into two stages: (1) constructing a random transmission
tree without infector–infectee leaf labels such that it biparametrically
captures an essential aspect of the underlying SI contact network's
structure and (2) labelling the leaf vertices with infected individuals
from In for each transmission or splitting event from stage (1). Stage
(2) is optional and the construction of transmission trees without leaf
labels from In can be obtained just from stage (1) — such leaf-un-
labelled transmission trees can still provide useful prior distributions
for integration during inference with partial observations.
Stage (1) of the transmission tree construction involves a de-
terministic mapping followed by an integration. We ﬁrst describe
the deterministic mapping that takes a realization of the gen-
erating sequence N( ) ∈Gz z and turns it into a Beta-splitting tree, i.e. a
planar binary tree in which the internal vertices are ranked with
integer labels and the leaves are labelled by subintervals that
partition [ ]0, 1 . We then describe an integration over α β( ), -speciﬁc
random partitions by such sub-intervals.
As we shall see below, the integer labels of the internal vertices
will give the order in which these vertices have been split during the
construction, i.e., the order of infections or successful transmissions.
The interval labels of the leaves will form a partition of the interval
[ ]0, 1 and will be used to decide which leaf is split and becomes an
internal vertex in the next step. The left and right leaf vertices re-
sulting from a split stand for the infector and infectee in the under-
lying (unobserved) SI contact network after the infection event.
Let N( = ( )) ∈g u b,z z z z be a realization of the generating sequence.
The organizing map O(g) proceeds incrementally as follows, until
the tree created has m internal vertices and +m 1 leaves. We start
with a single root vertex, labelled by the interval [ ]0, 1 .
 Step 1: Split the root into a left leaf with interval label [ ]b0, 1 and
a right leaf labelled by [ ]b , 11 . Change the label of the root to the
integer 1.
 Step 2: If ∈ [ ]u b0,2 1 , then split the left child vertex of the root
into a left leaf and a right leaf labelled by [ ]b b0, 1 2 and [ ]b b b,1 2 1 ,
respectively. If ∈ [ ]u b , 12 1 , then instead split the right child
vertex of the root into left and right leaves with respective la-
bels [ + ( − ) ]b b b b, 11 1 1 2 and [ + ( − ) ]b b b1 , 11 1 2 . Label the former
leaf that is split during this step by 2.
 Step z: Find the leaf whose label [ ]a b, contains uz. Change its
label to the integer z and split it into a left leaf with label
[ + ( − ) ]a a b a b, z and a right leaf with label [ + ( − ) ]a b a b b,z . Stop at the end of Step m.
In other words, at each step z, the interval labels of the leaves form a
partition of the interval [ ]0, 1 . We ﬁnd the next leaf vertex to be split
by checking which leaf interval contains the corresponding uz and
then bz is used to split the interval of that former leaf, say with
510150
Time
510150
Time
Fig. 7. Two of the 500 independent simulations of the (unlabelled) transmission tree with branch-lengths over the complete SI contact network for a population of size 50
from Fig. 6. Notice the variation in branch-lengths (times between infection events) at the start and end of the epidemic when the variance is largest.
Fig. 8. An example of a Beta-splitting tree construction for m¼3.
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the width of the left interval of a current leaf vertex that is about to
be split should be constructed by the Beta-splitting density such that
it is proportional to all infection events that will subtend from the
current infector and its future infectees after this infection event.
Similarly, the width of the right leaf label of this current leaf vertex
should be such that it is proportional to all infection events that will
subtend from the current infectee and its future infectees. Intuitively,
one can think of the width of the interval label of a leaf vertex as the
infection potential of the individual associated with that leaf and the
widths of the left and right interval labels upon a split or an infection
event as the infection potentials of the infector and the infectee, re-
spectively, after the event. Thus, the Beta-splitting trees capture the
essence of transmission trees that are co-evolving with underlying SI
contact networks, without explicitly requiring complete knowledge
of the networks during their construction. The internal vertex just
created is then labelled by z to record the order of the splits. At the
end of step z, the tree has +z 1 leaves, and so we stop the procedure
at step m to ensure +m 1 leaves, where ≤ ≤ −m n1 1. Fig. 8 shows
an example of such a Beta-splitting tree construction for m¼3.
After the Beta-splitting construction, we ﬁrst integrate over
N( ) ∈Gz z to “erase” the interval-valued leaf labels and then assign
infected individuals in In as leaf labels to obtain transmission trees
from integrated Beta-splitting trees. These trees have m integer-
labelled internal vertices or splits and +m 1unlabelled leaves. The
process of assigning leaf labels from In via a pre-order traversal on
the m internal vertices, in increasing order, i.e., Stage (2) of the
construction, is described next.
We start with the internal vertex labelled 1 and assign the initial
infected individual ı ( )i 0 to its left child vertex. Then we assign the
ﬁrst infectee to the right child vertex of 1. In general, as we descend
down the internal vertices of the integrated Beta-splitting tree in
increasing order of its integer labels we slide the individual label ıℓ
to the left of the split and assign a new label to the right vertex as
the infectee ıj chosen according to the infectee distribution for ıℓ:
Iı ı ı ı∼ { { ⇝ } ∈ } ( )ℓPr : , 3.2j z j j n
the probability that ıℓ infects ıj at discrete time-step z. This distribution
is deﬁned to be generic on purpose, without necessarily making ex-
plicit reference to c(z), the underlying SI contact network at time z,
that is typically unknown or partially known. We can always obtainspeciﬁc form for Eq. (3.2) by making explicit assumptions on c(z) via
the infector–speciﬁc infectee distribution within Eq. (2.1):
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3.1. Probability of a given Beta-splitting transmission tree
For a given (leaf-unlabelled) ranked planar tree, and an internal
vertex labelled by i, let us write siL (resp., siR) for the number of
internal vertices in the left (resp., right) subtree below vertex i. In
particular, if vertex i subtends two leaves, then = =s s0iL iR.
Theorem 1. The probability of any discrete transmission tree τ( )m
with m splits and +m 1 leaves under the integrated Beta-splitting
model is:
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where α β( )B , was deﬁned in Eq. (3.1) and
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Proof (Outline). The second term in the product of Eqs. (3.4) and
(3.5) given by Eq. (3.6) is due to the independent assignment of
infected individual according to Eq. (3.2) as we recursively des-
cend through the infection events encoded by the ranked internal
vertices of the tree after the initial infection with ı{ }( )Pr i 0 .
We now focus on the ﬁrst term in Eq. (3.4) which results from
integrating over the ( ) ∈[ ]U B,z z z m , for ≤ ≤ −m n1 1. Remember that
if a leaf is labelled by an interval [ ]a b, , the probability that it is split
during the z-th step is −b a, the probability that the uniform
random variable Uz falls within [ ] ⊂ [ ]a b, 0, 1 . If it is chosen to split,
it is given label z and the left and right leaves created are labelled
by intervals of respective lengths ( − )B b az and ( − )( − )B b a1 z .
Then these intervals may split later, but into intervals of lengths
that are always proportional to Bz or − B1 z (respectively). Now the
probability of the tree τ is the product of the m probabilities of
choosing a given leaf to split at each step, each of which is equal to
the length of the interval labelling that leaf. As a consequence,
each split occurring in the left subtree below vertex z brings in
another Bz in the product, or another − B1 z if the split occurs in
the right subtree below vertex z. Averaging over the possible va-
lues of the Bz's, which are independent ) α β( + + )1, 1 random
variables, yields the result.
Finally, to prove the ﬁrst term in Eq. (3.5) we exploit the fact
that sL and sR are non-negative integers and repeatedly apply the
following elementary properties of the beta function:
( + ) = ( )
+
( + ) = ( )
+
▫
( )
B x y B x y
x
x y
B x y B x y
y
x y
1, , , , 1 , .
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Remark 2. Note that the expression for the probability of a
transmission tree with m infection events given by Eq. (3.5) as a
function of the parameters α and β, i.e., the likelihood function,
only involves additions, multiplications and divisions. It is there-
fore numerically more robust during local optimization for max-
imum likelihood estimation in Section 3.3 than the expression in
Eq. (3.4), which further requires numerical evaluations of the beta
function.
3.2. Examples
Now we reconsider the three speciﬁc SI contact networks and
show that they arise for speciﬁc values of α and β.
Recall that α β( )B , is related to the Gamma function Γ by the
equality
α β Γ α Γ β
Γ α β
α β( ) = ( ) ( )
( + )
>
( )
B , , , 0,
3.8
and that Γ β β β β( ) = ( − )!=( − )( − )⋯ ·1 1 2 2 1 if Nβ ∈ .
3.2.1. Complete network underlies Beta-splitting transmission trees
with α β= = 0
Let us assume that the initial infection is uniformly distributed
in In and that the SICN is the complete contact network kn with
unit weights as in Section 2.1.1 and show that the probability of
the discrete transmission tree after m infections has the sameprobability as Section 2.5.
The ﬁrst term in Eq. (3.4) with α β= = 0 simpliﬁes as follows:
∏ ∏( + + )( ) =
! !
( + + )!
=
! ( )= =
B s s
B
s s
s s m
1, 1
1, 1 1
1
,
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m
z
L
z
R
z
m
z
L
z
R
z
L
z
R
1 1
where the second equality is obtained by observing that
+ +s s 1zL zR is the number of internal vertices of the tree rooted at
vertex z, which is the left or the right subtree below the internal
vertex z. Hence, each term !szL in the numerator of the product
cancels with the term in the denominator that corresponds to the
left child vertex of z, except if =s 0zL and the left child vertex of z is
a leaf. But in this case, !=0 1 by convention. The same holds true
for each of the !szR . Likewise, the terms in the denominator which
are not compensated by some term in the numerator are those
corresponding to internal vertices having no ancestral vertices. But
the only such vertex is the root (z¼1) with + + =s s m1L R1 1 . This
gives us the result.
From Eq. (3.3), the infectee probability is uniformly distributed
over −n z infectees for each infector at time-step z and thus the
second term in Eq. (3.4) simpliﬁes to:
∏
∏
ı τ τ{ } {( ( ) ( )) ⇝ ( ( ) ( ))}
=
−
= ( − − )!
! ( )
( )
=
−
=
L z z R z z
n n z
n m
n
Pr Pr ; ;
1 1 1
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i
z
m
z
z
m
0
1
1
1
Finally, putting Eqs. (3.9) and (3.10) into Eq. (3.4), we get the de-
sired identity with Eq. (2.5). Since the probabilities of the discrete
transmission trees are identical between the integrated Beta-
splitting trees with α β= = 0 and the construction of Section 2.1.1
with an explicit complete SI contact network, the continuous-time
process will also be identical to Eq. (2.4) due to independent Ex-
ponential rates for the infection events.
Remark 3. The transmission tree thus constructed with α β= = 0
corresponds to Yule (1924) model for evolutionary trees (ignoring
planarity and leaf labels). This Beta-splitting construction is very
different from the standard evolutionary construction of the Yule
tree, in which the next leaf to split is chosen uniformly at random
from among the current set of leaves. Here the choice of the next
split is dictated by the lengths of the intervals labelling the current
leaves, which will all be distinct with probability one. However, by
averaging over the law of the generating sequence (when
α β= = 0) yields the same uniform distribution on rooted ranked
planar binary trees with m splits and +m 1 unlabelled leaves.
These !m many trees are in bijective correspondence with per-
mutations of { … }m1, , through the increasing binary tree-lifting
operation (Flajolet and Sedgewick, 2009, Ex 17, p. 132).
3.2.2. Star network underlies Beta-splitting transmission trees with
α β→ ∞ → −, 1
To obtain a left-branching comb we let α β( ), approach the
limiting bottom-right corner (∞ − ), 1 of the parameter space. As
α → ∞ from the left and β → − 1 from the above, the
) α β( + + )1, 1 distribution concentrates on the boundary of the
support at 1. In the limit, each random variable Bz in the generating
sequence takes the value 1, with probability 1. Thus, the root is ﬁrst
split into a left leaf with label [ ]0, 1 and a right leaf with label { }1
(i.e., an interval reduced to a single point 1). Next, the uniform
random variable U2 belongs to the interval [ ]0, 1 with probability
one, so that the left leaf labelled by [ ]0, 1 is necessarily that chosen
to split next. Again, it is split into two leaves with left leaf label [ ]0, 1
and right leaf label { }1 , implying that the next leaf to split is again
the left one which inherited the full interval [ ]0, 1 with probability
one. This recursive reasoning can be carried on until step m with
+m 1 leaves. Hence, morally the tree corresponding to α → ∞ and
SS
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+m 1 leaves. See Fig. 9 for an example withm¼3. Recall that this is
exactly the transmission tree obtained when the underlying SICN is
the star network of Section 2.1.2.
For Stage (2) of the construction where we assign leaf labels to
the integrated Beta-splitting tree we assume that the underlying
SICN is the star network initialized at the source vertex. Since
there is only one discrete transmission tree topology, i.e., the left-
branching comb, we can label the leaves of the integrated Beta-
splitting tree in ( )∏ = −zm n z1 1 many ways to obtain the same prob-
ability in Eq. (2.9) for the discrete transmission tree with in-
dividual leaf labels from In.
3.2.3. Path network underlies Beta-splitting transmission trees with
α β→ − → ∞1,
By an analogous argument to that in Section 3.2.2 with β → ∞
and α → − 1, the ) α β( + + )1, 1 distribution concentrates on the
boundary of the support at 0 and each random variable Bz in the
generating sequence takes the value 0, with probability 1. Thus,
the only discrete transmission tree topology for the Beta-splitting
tree with α β( ) → ( − ∞), 1, , the limiting top-left corner of the
parameter space, is the right-branching comb shown in Fig. 9 (b),
the same one obtained by assuming that the underlying SICN is
the path network in Section 2.1.3. By further assuming that the
underlying SICN is the path network for the leaf-labelling Stage
(2) with the initial infection spreading from the individual ı↪ at the
beginning of the path as in Section 2.1.3, we obtain exactly one
possible labelling and obtain the same probability in Eq. (2.13).
3.3. Maximum likelihood estimation and sufﬁcient statistics
In order to ﬁnd the maximum likelihood estimates of α and β for
the Beta-splitting model that give the most likely explanation for
the transmission trees sampled from an arbitrary SICN (under the
likelihood principle), we use the following inferential procedure:
tep 1: Generate a sample of r independent transmission trees
τ τ τ( … ), , , r1 2 from: the given SICN C and
 initial infected individual initialI
by calling transmissionProcessTC(C,initialI) in
Appendix A.1 r times.
tep 2: Compute l lα β( ), , the maximum likelihood estimate (MLE) of
the parameters by maximizing the likelihood function as
follows:
l l ∏α β τ α β( ) = ( )
α β( )∈(− ∞)×(− ∞) =
, arg max Pr ; , .
i
r
i
, 1, 1, 1Fig. 9. (a) The discrete transmission tree corresponding to the limiting case α → ∞
and β → − 1 is a left-branching comb and (b) the discrete transmission tree cor-
responding to the limiting case β → ∞ and α → − 1 is a right-branching comb.The probability of the tree τi for a given α β( ), , τ α β( )Pr ; ,i , is ob-
tained from a post-order traversal of τi to compute the ﬁrst term in
Eq. (3.4). To focus on the jump chain's discrete structural informa-
tion in the transmission trees, our likelihood of the transmission
tree ignores leaf labels and the waiting times between events as
implemented in Appendix A.2. Note that such additional informa-
tion can be easily incorporated into more elaborate likelihood
functions derived from Eq. (2.2) as outlined in Remarks 6 and 7.
Theorem 2. The likelihood of all r transmission tree topologies only
depends on the sufﬁcient statistic of split-pair frequencies:
: :{ ( ) ( ) ∈ } ≔{( ) ∈ { … − }
+ ≤ − } ( )
f s s s s where s s n
s s n
, : , , , 0, 1, , 2 :
2 . 3.11
L R L R
n n
L R
L R
2
Therefore, the maximum likelihood point estimate for the Beta-split-
ting model based on r independent transmission trees, each with n
leaves, is obtained by maximizing the per-vertex loglikelihood:
:
⎛
⎝
⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟
l l ∑α β
β
β α
α
α β
αβ
α β α β
( ) = ^( )
×
∏ +
+ +
∏ +
+ + + +
( + )( + + ) ( )
α β( )∈(− ∞) ( )∈
= =
P s s
j
j
i
i s
, arg max ,
log
1
1
,
3.12
s s
L R
j
s
i
s
R
, 1, ,
0 0
L R
n
R L
2
where, ^( )≔ ( ) ( − )P s s f s s n r, , / 1L R L R and ( )f s s,L R is the frequency of the
( − )n r1 many internal vertices across all r trees that have sL and sR
many splits in their left and right sub-trees, provided >n 1.
Proof. From Eq. (3.4) in Theorem 1 and the assumption of in-
dependence across all r trees:
0
∏ ∏ ∏τ α β α βα β( ) =
( + + + + )
( + + ) ( )τ= = ∈ ( )
B s s
B
Pr ; ,
1, 1
1, 1 3.13i
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⎞
⎠⎟∏ ∏τ α β
α β
α β
( ) = ( + + + + )
( + + ) ( )= ( )∈
( )
B s s
B
Pr ; ,
1, 1
1, 1
.
3.14i
r
i
s s
L R f s s
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Using the fact that sL and sR are non-negative integers we can
exploit the properties of the beta function given by Eq. (3.7) to
further simplify the likelihood function from Eq. (3.14), as follows:
:
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
∏ ∏
( )
τ α β
β
β α
α
α β
αβ
α β α β
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( + )( + + )
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sL
R
f sL sR
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0 0
,
Thus, the likelihood function only depends on the transmission
trees up to the split-pair frequencies as claimed above Eq. (3.11) in
the theorem.
Next we derive the maximum likelihood estimate (MLE) in Eq.
(3.12). The MLE l lα β( ), obtained by maximizing the logarithm of
the likelihood function in Eq. (3.15), for the purposes of point es-
timation, is equivalent to maximizing the per-vertex loglikelihood
by ignoring the constant ( − )n r1 as follows:
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To focus on the jump chain's discrete structural information
about the combinatorial skeletons of the contact network buried
within the distribution over discrete transmission trees, as a ne-
cessary prelude to Theorem 3, our likelihood expressions in Eqs.
(3.12)–(3.15) are skeletal and ignore leaf labels and the waiting
times between events (see code in Appendix A.2). However, the
likelihood function can be extended as discussed in Section 4.4.3.
The demonstration at the end of Appendix A.2 shows two in-
dependent MLE computations based on r¼10 independent
transmission trees (without branch-lengths and leaf labels) that
were sampled from the complete SICN on n¼50 vertices. The MLE
l lα β( ), takes the following realizations: ( − − )0.0664, 0.0502 and
( − )0.0047, 0.0430 . As expected, these are close to α β( ) = ( ), 0, 0 ,
the parameters of the Beta-splitting model corresponding to the
transmission tree distribution generated from the complete SICN.
The variability in MLE is expected due to natural sampling varia-
bility. The MLE is ( )0.0279, 0.0325 from another trial based on
r¼1000 independent transmission trees drawn from the same
complete SICN on 50 vertices. Fig. 10 shows the sufﬁcient statistics
for the parameters α and β in these three trials.
3.4. Equivalence class of contact networks with the same Beta-
splitting model
The maximum likelihood estimate and the sufﬁcient statistics
for the parameters from Section 3.3 ﬁnally lead to a partitioning of
all contact networks by an equivalence relation of having the same
effective Beta-splitting model for transmission trees. Consider *n0, the
set of all initial SICNs, i.e., the set of all SI-tagged contact networks
on n vertices with a single initial infector labelled without loss of
generality by ı0 and from whom the infection can spread to the
remaining −n 1 individuals: ı ı ı… −, , , n0 1 1. Thus, *n0 is the set of allFig. 10. Sufﬁcient statistic of split-pair frequencies ( )f s s,L R on :50 from transmission tr
trials involving ten independent trees and subplot (c) is for a trial involving 1000 indepinitial distributions starting from a single individual for our Mar-
kov chain in (2.11), i.e. with initial condition τ( ( ) ( ))c0 , 0 , where τ( )0
is the tree with ı0 as its only vertex and ( )c 0 is the initial SICN. Note
that ( )c 0 , being an SICN, encodes that ı0 is infected and all other
vertices are uninfected initially. Let τ( ( ))cPr ; 0 be the probability
distribution on the space of transmission trees with n leaves
(without branch-lengths) at the end of the transmission process
(when all n individuals are infected) after starting from ( )c 0 ac-
cording to (2.11). Finally let :{ (( ) ( )) ( ) ∈ }s s c s sPr , ; 0 : ,L R L R n be the
probability distribution on the split-pairs in :n that is further in-
duced by τ( ( ))cPr ; 0 . Note that as the number of independent
transmission trees r approaches inﬁnity, the empirical relative
frequency ^(( ) ( ))≔ ( ) ( − )P s s c f s s n r, ; 0 , / 1L R L R that is obtained from r
trees sampled from τ( ( ))cPr ; 0 , will converge with probability 1 by
Borel's law of large numbers to the probabilities for each split-pair
( )s s,L R in :n, as follows:
:^(( ) ( )) = (( ) ( )) ( ) ∈
→∞
P s s c s s c s slim , ; 0 Pr , ; 0 , for each , .
r
L R L R L R
n
Thus, the use of (( ) ( ))s s cPr , ; 0L R instead of ^(( ) ( ))P s s c, ; 0L R in the
per-vertex loglikelihood of Eq. (3.12) will produce an asymptotic or
exact and possibly set-valued MLE in a deterministic manner
without any standard error that is caused by ﬁnite r. We use this
fact to prove Theorem 3.
Theorem 3. Let the equivalence relation on *n0 given by:
:
(
)
( ) ∼ ′( ) ⟺ (( ) ( )) = (( ) ′( ))
( ) ∈ ( )
c c s s c s s c
for each s s
0 0 Pr , ; 0 Pr , ; 0
, , 3.16
L R L R
L R
n
deﬁne the equivalence class [ ( )]≔{ ′( ) ( ) ∼ ′( )}c c c c0 0 : 0 0 , such that the
set of equivalence classes C ≔{[ ( )]}c 0n0 form a partition of *n0 up to
being identiﬁed by each distribution in
S C:{ }{ }≔ (( ) [ ( )]) ( ) ∈ [ ( )] ∈ ( )s s c s s cPr , ; 0 : , : 0 , 3.17n L R L R n n0 0
the set of all distributions over the split-pairs in :n that is generated
by the transmission process unfolding on the product space of
transmission trees and SICNs with any initial SICN in each C[ ( )] ∈c 0 .n0
Then for each equivalence class [ ( )]c 0 we can obtain its effective
Beta-splitting model with parameters α β( )⁎ ⁎, given by the exact MLE
involving (( ) [ ( )])s s cPr , ; 0L R over each :( ) ∈s s,L R n as speciﬁed by Eq.
(3.19). In other words, if two initial SICNs in *n0 have the same dis-
tribution of split-pairs on :n then they are indistinguishable by the
exact MLE of the Beta-splitting model. We refer to the following map
as the Beta-projection of the initial SICNs into the quarter-plane:
) *α β( ( )) = ( ) → ( − ∞) ( )↓ ⁎ ⁎c 0 , : 1, , 3.18n0 2ees on the complete network over 50 vertices. Subplots (a) and (b) are for the two
endent trees. The frequencies are displayed as ( + ( ))f s slog 1 ,L R .
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Proof (Outline). The ﬁrst part of the theorem is merely deﬁning
the equivalence class. The proof is a direct consequence of all in-
itial SICNs in [ ( )]c 0 being indistinguishable by the asymptotic
maximum likelihood estimator that is conﬁned to the information
in { (( ) [ ( )])}s s cPr , ; 0L R under the Beta-splitting model:
:
⎛
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β α
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We simply deﬁne the map and its inverse image in Eq. (3.18). □
Note that this equivalence relation is based on the rooted
ranked planar binary topology of the tree and ignores other in-
formative statistics of the transmission tree, including waiting
times and individual labels.
Remark 4. In practice, we will only be able to obtain the estimated
effective Beta-splitting model associated with an initial SICN by
ﬁnding l lα β( ), , the MLE from ﬁnitely many transmission trees drawn
from the transmission process (i.e., with < ∞r and positive stan-
dard error). As shown in Table 1 and Fig. 11, the MLEs can distin-
guish different underlying contact networks even when r is ﬁnite.
3.4.1. Elements from the equivalence class of the source-initialized
path network
To show that this equivalence relation is non-trivial, we give
a concrete example of an equivalence class that not only con-
tains the path network initialized at the source vertex (as in
Section 3.2.3) but also n other initial SICNs. Recall that the only
discrete transmission tree topology for the Beta-splitting tree
with α β( ) → ( − ∞), 1, is the right-branching comb, the same
one obtained by assuming that the underlying SICN is the path
network with the initial infection spreading from the individual,
say ı0, at the beginning of the path or the source vertex as in
Section 2.1.3. To obtain other initial SICNs in the same equiva-
lence class as the path network that is initially infected at the
source vertex, let us consider the unidirectional circular network
on n vertices given by ı ı ı{ … }−, , , n0 1 1 and n directed edges given
by ı ı ı ı ı ı ı ı{( ) ( ) … ( ) ( )}− − −, , , , , , , ,n n n0 1 1 2 2 1 1 0 . We can imagine the
network being laid out on the plane along a circle. It is clear that
we can have the infection initialized from any ıi and it will
spread sequentially along the circular path until all remaining
individuals are infected in tandem, say anti-clockwise. Thus the
transmission tree (ignoring leaf labels) generated on the uni-
directional circular network by starting from any one of the n
individuals is identical to the right-branching comb under the
path network initialized at the source vertex. This simple con-
struction gives us +n 1 initial SICNs that belong to this
equivalence class from two different underlying networks,
namely circular and linear (unidirectional) path networks, but
with the same relative split-pair frequencies given by the fol-
lowing uniform distribution on a side boundary of :n, provided
≥n 2:
:
⎪
⎪⎧⎨⎩
( )
( − )
= ( − ) ( ) ∈ {( − ) ( − ) … ( )} ⊂f s s
n r
n s s n n,
1
1/ 1 if , 0, 2 , 0, 3 , , 0, 0
0 otherwise.
L R L R
n
This is due to each of the r independent transmission trees being
identically equal to the right-branching comb with split-pairs:
{( − ) ( − ) … ( ) ( )}n n0, 2 , 0, 3 , , 0, 1 , 0, 0 . Furthermore, in this simpleexample the probability of a split-pair is identical to its relative frequency
for any ≥r 1 due to all probability being concentrated on one tree, i.e.,
( ) = ^( )≔ ( ) ( − ) = ( − ) = ( − )s s P s s f s s n r r n r nPr , , , / 1 / 1 1/ 1L R L R L R .4. Classical families of contact networks and some inferential
implications
We have already seen the values of α and β that prescribe the
exact distribution over transmission trees when the SI-tagged
contact network or SICN is the complete, path or star network.
Here we explore other families of deterministic and random
contact networks, primarily via simulations (using the generic
code in Appendices A.1 and A.3), in order to obtain the sampling
distributions they induce on the space of transmission trees. We
further use samples from this distribution to obtain the maximum
likelihood estimates (MLEs) for their corresponding effective Beta-
splitting models (with code in Appendix A.2). These explorations
are meant to strengthen one's intuition about the inﬂuence of
various classical families of SICNs on the MLEs and their standard
errors over ⎡⎣ )− ∞1, 2 , the shared parameter space of their effective
Beta-splitting models. As discussed in Section 4.4, there are some
natural inferential implications from these insights that can go
well beyond the classical frequentist point estimation under the
likelihood principle that is primarily pursued here.
More concretely, we simulate r transmission trees from various
classical families of host contact networks using the Markov chain
in Eq. (2.1) and tabulate the maximum likelihood estimates for α
and β corresponding to their effective Beta-splitting models in the
practical sense of Theorem 3 (with < ∞r ) as per Remark 4. We
study transmissions on three more deterministic and four random
contact networks or parametric families of them. The mean and
standard error (s.e.) of the MLEs α^ and β^ based on transmission
trees simulated from various contact networks over a few trials are
tabulated in Table 1 with their IDs, and these IDs are depicted
pictorially in Fig. 11. These simulation results, which we will try to
make sense of below, do indicate that the MLEs can indeed dis-
tinguish different underlying contact networks to an extent even
when r is ﬁnite. A more exhaustive study of other contact net-
works is possible by extending the generic code in Section Ap-
pendices A.1 and A.2 beyond the ten models studied here (as co-
ded in Appendix A.3). We warn that the local optimization rou-
tines used here are non-rigorous although we have been careful by
using multiple initial conditions and choosing the numerically
most stable expressions for the likelihood functions for each case.
Ideally, the MLEs should be rigorously enclosed using interval ar-
ithmetic even through the natural interval extension (Hofschuster
and Krämer, 2003) of the per-vertex likelihood function (which we
have not done here).
4.1. Deterministic contact networks
We have already seen the complete, path and star networks as our
guiding examples in Section 2.1 and their corresponding exact Beta-
splitting models in Section 3.2. We also saw that the unidirectional
circular network is in the same effective Beta-splitting equivalence
class as the path network in Section 3.4.1. In this section we explore a
few key families of deterministic contact networks to further extend
our insights by interpolations of the ones already seen, when possible.
4.1.1. Bidirectional circular path network
Let us extend the unidirectional circular network of Section 3.4.1
to a bidirectional circular network by making each edge bidirected
Table 1
The mean and standard error (s.e.) of the MLEs α^ and β^ based on transmission trees simulated from various contact networks in replicated trials. Here, s.e. is the sample
standard deviation over the trials.
ID Contact network n r Trials α^ (s.e.) β^ (s.e.)
1 Complete 1000 1 5 0.006952 (0.06853) 0.05208 (0.1005)
2 Star 1000 1 5 ∞(0.0000) 1.0000 (0.0000)
3 Path 1000 1 5 1.0000 (0.0000) ∞(0.0000)
4 Bidirectional circular 50 1 5 0.9880 (0.0006) 1.4584 (0.1534)
5 Bidirectional circular 50 100 5 0.9879 (0.0000) 1.5189 (0.0067)
6 ( )BalancedTree 2, 9 1023 1 5 0.4052 (0.0000) 0.1477 (0.0000)
7 ( )BalancedTree 3, 6 1093 1 5 0.06452 (0.0000) 0.5215 (0.0000)
8 ( )BalancedTree 4, 5 1365 1 5 0.06556 (0.0000) 0.7109 (0.0000)
9 ( )BalancedTree 6, 4 1555 1 5 0.2350 (0.0000) 0.8510 (0.0000)
10 ( )BalancedTree 10, 3 1111 1 5 0.9249 (0.0000) 0.9156 (0.0000)
11 ( )BalancedTree 32, 2 1057 1 5 1.1624 (0.0000) 0.9853 (0.0000)
12 ( )BalancedTree 999, 1 1000 1 5 ∞(0.0000) 1.0000 (0.0000)
13 2D toroidal grid 1024 1 5 0.8612 (0.008425) 0.5606 (0.03219)
14 2D toroidal grid 10000 1 5 0.89346 (0.0022) 0.6626 (0.0106)
15 3D toroidal grid 1000 1 5 0.6849 (0.01479) 0.3515 (0.03451)
16 3D toroidal grid 10 648 1 5 0.7628 (0.007956) 0.4968 (0.01641)
17 ( )ER 100, 0.030 100 30 5 0.6063 (0.01383) 0.4052 (0.02710)
18 ( )ER 100, 0.040 100 30 5 0.5179 (0.01855) 0.3151 (0.02244)
19 ( )ER 100, 0.050 100 30 5 0.4059 (0.02020) 0.2246 (0.01952)
20 ( )ER 100, 0.10 100 30 5 0.1997 (0.03106) 0.1280 (0.03063)
21 ( )ER 100, 0.20 100 30 5 0.1074 (0.03961) 0.06166 (0.03020)
22 ( )ER 100, 0.40 100 30 5 0.02247 (0.06603) 0.01541 (0.05499)
23 ( )ER 100, 0.64 100 30 5 0.01097 (0.03984) 0.01046 (0.05112)
24 ( )ER 100, 1.0 100 30 5 0.001787 (0.04347) 0.01555 (0.04019)
25 ( )RandReg 1000, 3 1000 1 5 0.7504 (0.004186) 0.06260 (0.06322)
26 ( )RandReg 1000, 4 1000 1 5 0.5530 (0.04513) 0.002305 (0.09785)
27 ( )RandReg 1000, 6 1000 1 5 0.3520 (0.03464) 0.06042 (0.06586)
28 ( )RandReg 1000, 10 1000 1 5 0.1939 (0.06167) 0.07274 (0.1238)
29 ( )RandReg 1000, 100 1000 1 5 0.06378 (0.04519) 0.1084 (0.05844)
30 ( )RandReg 1000, 999 1000 1 5 0.01496 (0.08893) 0.006464 (0.04166)
31 ( )⁎ ○SWRN 50, 2, 0.0, 50 30 5 0.9878 (0.0001516) 1.514 (0.01222)
32 ( )⁎SWRN 50, 2, 0.1 50 30 5 0.9618 (0.003047) 0.4147 (0.03203)
33 °( )SWRN 50, 2, 0.1 50 30 5 0.9652 (0.002863) 0.3828 (0.1171)
34 ( )⁎SWRN 50, 2, 0.2 50 30 5 0.9375 (0.004620) 0.5683 (0.0193)
35 ( )⁎SWRN 50, 2, 0.5 50 30 5 0.8632 (0.008181) 0.6471 (0.03722)
36 ( )⁎SWRN 50, 5, 0.1 50 30 5 0.7530 (0.01572) 0.4751 (0.04671)
37 °( )SWRN 50, 5, 0.1 50 30 5 0.7918 (0.01596) 0.5130 (0.03323)
38 °( )SWRN 50, 5, 0.2 50 30 5 0.6881 (0.03277) 0.3595 (0.06002)
39 °( )SWRN 50, 5, 0.5 50 30 5 0.5264 (0.04687) 0.2138 (0.09471)
40 °( )SWRN 100, 2, 0.2 100 1 5 0.9479 (0.01509) 0.3991 (0.5065)
41 °( )SWRN 100, 2, 0.2 100 30 5 0.9493 (0.003869) 0.6027 (0.03475)
42 ( )⁎SWRN 100, 2, 0.5 100 1 5 0.9023 (0.03411) 0.7139 (0.03929)
43 ( )⁎SWRN 100, 2, 0.5 100 30 5 0.8878 (0.006687) 0.6821 (0.02189)
44 °( )SWRN 100, 2, 0.5 100 1 5 0.8714 (0.05584) 0.6533 (0.09257)
45 °( )SWRN 100, 2, 0.5 100 30 5 0.8920 (0.005128) 0.6786 (0.02189)
46 °( )SWRN 100, 5, 0.99 100 30 5 0.5079 (0.02371) 0.2290 (0.03059)
47 °( )SWRN 100, 10, 0.99 100 30 5 0.2027 (0.07641) 0.05611 (0.06949)
48 ( )⁎PrefAttach 100, 1 100 30 10 0.3275 (0.04932) -0.8215 (0.01121)
49 ( )⁎PrefAttach 100, 2 100 30 10 0.2443 (0.03283) -0.6647 (0.01294)
50 °( )PrefAttach 100, 1 100 30 10 0.3813 (0.04908) 0.8254 (0.005460)
51 °( )PrefAttach 100, 2 100 30 10 0.3339 (0.03884) 0.6743 (0.01657)
52 °( )PrefAttach 100, 3 100 30 10 0.2545 (0.04181) -0.5863 (0.01652)
53 °( )PrefAttach 100, 5 100 30 10 0.1748 (0.04214) -0.4698 (0.03110)
54 °( )PrefAttach 100, 10 100 30 10 0.1196 (0.03449) 0.3089 (0.02663)
55 °( )PrefAttach 100, 1 100 1 5 0.2472 (0.2698) 0.7993 (0.05843)
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ı ı ı ı ı ı ı ı ı ı ı ı{( ) ( ) ( ) ( ) … ( ) ( )}− −, , , , , , , , , , , ,n n0 1 1 0 1 2 2 1 1 0 0 1 is the edge set for
this bidirectional circular network. With bidirectionality, we can
have randomness in the transmission trees unlike the deterministic
right-branching comb for the unidirectional case. This is becausethe next infection event can be either in the left or the right subtree
of the root vertex encoding the ﬁrst infection event. The initial in-
fector could be any one of the vertices due to circular symmetry of
the network and we take this to be ı0 without loss of generality.
Thus the probability that the next infection is in the right or the left
Fig. 11. A pictorial depiction of the mean MLEs α^ along x-axis and β^ along y-axis based on transmission trees simulated from various contact networks indexed by their ID
from Table 1. Different IDs from the same parametric family are shown in the same color with lines connecting them if there is a natural parametric interpretation within the
family (see description in text). The top ﬁgure is a zoom-in of the bottom one. (For interpretation of the references to color in this ﬁgure caption, the reader is referred to the
web version of this paper.)
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leaves (number of individuals infected) is less than n and each edge-
weight in this contact network is 1. Finally each of these subtrees
will be deterministically right-branching combs due to the fact that
there is only one infected individual in each subtree that is capable
of infecting its only uninfected out-neighbor, if any. We call such
trees with only right-branching subtrees of the root vertex as orbsor
trees. Two such orbsor trees generated from the bidirectional con-
tact network with n¼6 and initialized from ı0 are shown in Fig. 12.
Putting all these facts together we can directly see that the
probability distribution on transmission trees is uniformly dis-
tributed over the −2n 1 orbsor trees that form as subset of the
!( − )!n n 1 many possible transmission trees, as follows:
⎧
⎨⎪
⎩⎪
τ τ( ) =
( )
− nPr
1
2
if is an orbsor tree with leaves,
0 otherwise. 4.1
n 1
For comparison with our three core examples, recall that the
distribution on transmission trees induced by the complete, star
and path networks are also uniformly distributed on the following
subsets of the set of transmission trees: the entire set, the set of
( − )!n 1 left-branching comb trees and the singleton set of the
right-branching comb tree, respectively. Thus, our ﬁrst four de-
terministic contact networks induce uniform distributions on
various subsets of the set of all transmission trees.
As shown in Table 1, l lα β( ), , the mean MLE of the effective Beta-
splitting model based on r¼1 or r¼100 transmission trees drawn
from such a network over n¼50 individuals is close to ( − )0.98, 1.5 .They are depicted by IDs 4 and 5 on the top left corner of the zoomed-
out image at the bottom of Fig. 11. Although some combinatorial book-
keeping may allow one to analytically pursue the transformation of
the distribution in Eq. (4.1) to :n (see last paragraph of Sections 4.4.1
and 5.3), we begin to content ourselves with mere simulation results
in preparation for more complicated networks that are not easily
amenable to extractions of exact expressions. The mean MLE of
( − )0.98, 1.5 for this bidirectional path network, that is binomially
composing the right-branching comb of the path network on either
side of its root vertex, makes intuitive sense because it is not as ex-
treme as ( − ∞)1, , the MLE of the path network at the boundary of
the parameter space in its limit (with ID 3 that can be imagined in
Fig. 11).
4.1.2. Balanced tree network
( )d hBalancedTree , is the perfectly balanced tree of height ≥h 1
and whose root has degree ≥d 2. The number of vertices in this
network is = + + + ⋯ + = ( − ) ( − )+n d d d d d1 1 / 1h h2 1 and the
number of edges is −n 1. Balanced tree networks can be thought
of as a biparametric extension of the star network which is
equivalent to ( − )nBalancedTree 1, 1 .
The transmission tree generated on such perfectly balanced
tree contact networks is unique if we ignore vertex labels and
branch-lengths. We refer to them as left-branching d-sharks in the
visual spirit of left-branching combs for star networks. Instead of
giving a recursive formula for these trees we illustrate them by
examples for ( )BalancedTree 3, 2 and ( )BalancedTree 2, 3 in Fig. 13.
Thus, the ( )d hBalancedTree , contact network produces a dis-
tribution on transmission trees that is concentrated on a single
012
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Fig. 12. The bidirectional circular contact network (left) and two sampled transmission trees from it (right).
Fig. 13. The contact networks ( )BalancedTree 3, 2 (top left) and ( )BalancedTree 2, 3 (bottom left) and their corresponding transmission trees initialized from ı0 are given by the
left-branching 3-shark (top right) and 2-shark (bottom right) trees, respectively.
Fig. 14. Toroidal 2D grid contact network with n¼9 (top left) and three sample transmission trees from it with initial infection at ı0.
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lengths) and when = −d n 1 and h¼1 the left-branching
( − )n 1 -shark tree is the left-branching comb tree for the star
contact network. The mean MLE of the effective Beta-splitting
models are shown in Table 1 for various values of d and h. As d and
h approach −n 1 and 1, respectively, while keeping the population
size n as close to 1000 as possible, the corresponding mean MLEs
are approaching (∞ − ), 1 , the limiting MLE of the star network
with ID 2 and the ( )BalancedTree 999, 1 with ID 12 as expected. This
tendency toward (∞ − ), 1 is depicted by the sequence of IDs 6–11
in Fig. 11. The standard errors are zero due to the uniqueness of thetransmission tree (at the sufﬁcient but not minimally sufﬁcient
resolution of rooted, unranked, planar and leaf-unlabelled tree)
that is realized under each ( )d hBalancedTree , contact network.
4.1.3. Toroidal regular grid network
We identify the vertices along the two pairs of opposite edges
and the three pairs of opposite faces in the regular ﬁnite 2-di-
mensional (2D) square grid with × =n n n individual vertices
and the 3-dimensional (3D) cube grid with × × =n n n n3 3 3
individual vertices, respectively. A 2D toroidal grid with n¼9 is
shown in Fig. 14. The ﬁgure also shows the sampling variation in
three independent transmission trees grown on the network with
initial infection at ı0.
Due to the toroidal structure, the transmission tree distribu-
tions are invariant to the initial infection (ignoring leaf labels). The
mean MLEs of the effective Beta-splitting model corresponding to
2D and 3D toroidal grids with n around 103 and 104 are depicted in
Table 1. The mean MLEs based on one transmission tree seem to be
fairly concentrated about ( − − )0.9, 0.66 and ( − − )0.76, 0.5 for
contact networks on toroidal 2D and 3D grids with about =n 104
individuals, respectively. There is also an effect towards ( − − )1, 1
for the 2D and 3D cases as n increases from about 103 to 104 as
depicted by the ID pairs (13, 14) and (15,16) in Fig. 11, respectively.Fig. 15. The maximum likelihood estimates α^ and β^ as a function of average vertex
degree λ in the Erdős–Rényi random network ( )n pER , on n¼100 vertices with edge
probability λ=p n/ . The estimates are based on r¼30 independent transmission
trees grown on independent realizations of λ( )ER 100, /100 in ﬁve replicate trials.4.2. Random contact networks
Although random graph models of contact networks add another
level of randomness, we can informally think of a static contact net-
work as a typical realization of a random network model (Aldous,
2013, Section 2.5). Thus the transmission process on any given static
contact network can be used to provide insights into the sampling
distribution of transmission trees for a large class of random network
models already available in SageMath's graph libraries. For example,
the following code:can produce 1000 independent samples of transmission trees from
1000 independent realizations of the random k-regular graph over n
vertices. We explore some basic random graph models to gain insights
into the distribution of transmission trees and the MLEs of their ef-
fective Beta-splitting models.
Remark 5. Let us note that one may also study the distribution of
transmission trees for a speciﬁc realization of a given random
contact network or its partially observed sub-network. Such subtle
distinctions, which in turn will depend on the exact decision
problem and the available data at hand, can be pursued by mod-
ifying our basic code in Appendix Appendix A. But here we limit
ourselves to the random sense involving multiple independent
trials such that each trial is a realization of a full transmission tree
with n leaves on each realization of a given random contact net-
work with an initially infected node (i.e., a static initial SICN).
4.2.1. Erdős–Rényi random network
The Erdős–Rényi random network denoted by ( )n pER , on n
vertices is obtained by inserting each of the ( − )n n 1 /2 undirected
edges independently with probability p (Erdős and Rényi, 1959;
Gilbert, 1959). We interpret the undirected edges as being bidir-
ected to obtain our random contact network ( )n pER , to study
transmission trees evolving on the connected component of
( )n pER , containing the initially infected individual ı0. Thus ( )n pER ,
becomes more dense and approaches the complete network as the
edge probability →p 1 or equivalently as the average vertex de-
gree λ≔ →np n. We observed more than 90 vertices on average in
the connected component containing ı0 if >p 0.03 when n¼100.
This is sensible because ( )n pER , is known theoretically to have a
unique giant component containing a positive fraction of the
vertices almost surely if λ > 1. We are primarily interested in the
regime where > ( ) = ( ) ≊p n nlog / log 100 /100 0.0461 (in Table 1) or
λ > ( )≊log 100 4.61 (in Table 15) when ( )n pER , is known theoreti-
cally to be connected almost surely so that all n individuals can be
eventually infected from the initial infection at ı0.
Maximum likelihood estimates lα and lβ of the effective Beta-
splitting model based on r¼30 independent transmission trees that
were grown on independent realizations of λ( )ER 100, /100 and re-
plicated in ﬁve independent trials are shown in Fig. 15 as a function of
λ. The mean and standard errors of the MLEs are also given in Table 1.
Note that the standard errors are higher when compared to those of
the deterministic contact networks if r¼1 (results not shown). This is
naturally due to the additional randomness introduced by distinct
realizations of the ( )n pER , random contact network across the trials.
The standard errors in Table 1 have been reduced by increasing r to
30. As expected, the MLEs plotted as points in Fig. 15 and the mean
MLEs in Table 1 and their corresponding IDs 17–24 in Fig. 11 approach
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becomes the complete network.
Interestingly ID 6 of the deterministic ( )BalancedTree 2, 9 has its
MLE fairly close to the mean MLE of ( )ER 100, 0.050 with ID 19. When
h is increased by 1 from 6 (with n¼127) to 9 (with n¼1023), the
mean MLE of ( )BalancedTree 2, 9 starts from ( − − )0.3259, 0.05752
and reaches ( − − )0.4052, 0.1477 piece-wise linearly with different
slopes slightly over 1. These results are in sync with a standard
probability trick of approximating a sparse connected ER using trees.
4.2.2. Random regular network
Each vertex in a d-regular graph has the same degree d or
number of neighbors. A d-regular directed graph or network must
also satisfy the stronger condition that the indegree and outdegree
of each vertex are equal to each other. A random d-regular graph is
a graph drawn uniformly at random from the set of all d-regular
graphs on n vertices, where ≤ <d n3 and nd is even (Bollobás,
2001). We merely interpret the undirected edges as being bidir-
ected to obtain ( )n dRandReg , , the random d-regular network on n
vertices. Note that ( )n dRandReg , approaches the complete net-
work on n vertices as d approaches −n 1. This is evident in the
behavior of the mean MLEs obtained from r¼1 transmission tree
grown on the ( )n dRandReg , contact network on n¼1000 vertices
for values of d in { }3, 4, 6, 10, 100, 999 as shown in Table 1 and by
their IDs 25–30 approaching ID 0 of the complete network with
the same n and r at the origin in Fig. 11. Note that Model ID 28 with
d¼10 and n¼1000 nearly satisﬁes the condition that = ( )−ϵd O n1/3
for the underlying randomized algorithm (Steger and Wormald,
1999) to generate an asymptotically uniform random d-regular
graph on n vertices (Kim and Vu, 2003).
4.2.3. Connected small-world random network
The small-world random graph model of Watts and Strogatz
(1998) on n vertices is constructed by ﬁrst creating a ring over n
vertices (undirected circular path graph). Then each vertex in the
ring is connected with its m nearest neighbors if m is even (and its
−m 1 nearest neighbors if m is odd). Finally edges are rewired as
follows: for each edge (u,v) in the underlying n-ring with m nearest
neighbors graph, with probability p rewire (u,v) as the new edge (u,
w) with randomly chosen existing vertex w. The undirected edges
are interpreted as bidirected and we repeatedly sample until we
obtain a connected small world random network ( )n m qSWRN , , that
is speciﬁed by the three parameters: n for the number of vertices,m
for the number of nearest neighbors each vertex is connected to and
q for the probability of rewiring each edge. Thus, ( )n m qSWRN , ,
accounts for clustering and at least partially explains the “small-
world” phenomena that is observed in a variety of real-world net-
works while retaining the short average path lengths of the Erdős–
Rényi random graph ( )n pER , .
We consider two possible initializations, i.e. two different in-
itial SICNs for a given realization of ( )n m qSWRN , , . In the ﬁrst case,
denoted by ( )⁎ n m qSWRN , , , we grow the transmission tree from
the vertex with the largest out-degree. If more than one vertex has
the maximal out-degree then we choose the vertex with the
smallest label. In the second case, denoted by °( )n m qSWRN , , , we
grow the transmission tree from a randomly chosen vertex. The
maximum likelihood estimates for their effective Beta-splitting
models are obtained from r independent transmission trees grown
on these random networks with the two initializations having
different parameters as shown in Table 1 with their IDs. The two
initializations basically coincide when q¼0.
We mainly explore the case withm equalling 2 and 5 with 1 and
2 neighbors, respectively, on either side of each vertex initially, for a
few values of the rewiring probability ∈ { }q 0.2, 0.5, 0.99 with
∈ { }n 50, 100 and ∈ { }r 1, 30 as shown in Table 1 and depicted with
their IDs 31–47 in Fig. 11. More interpretable IDs, in the sense ofhaving variation in only one parameter in the family, are shown by
the same color with lines connecting them.
( )n m qSWRN , , interpolates between the n-ring with m
nearest neighbors network and ( )n pER , , such that, as →q 1,
( )( ) → ( ( − ))n m q n nm n nSWRN , , ER , / 1 . When q is close to 1, we do
ﬁnd that the MLEs of °( )SWRN 100, 5, 0.99 with ID 46, with initial
infection chosen uniformly at random just as in the ( )n pER , con-
tact network, are roughly closer to those for ( )ER 100, 0.050
with ID 19 since ( ( − ))≊nm n n/ 1 0.05 when compared with
°( )qSWRN 100, 5, with smaller values of q (results not shown).
An interesting observation is the proximity of the mean MLEs for
certain 2D and 3D toroidal grids to certain SWRN s: (i) ID 15 of the
3D toroidal grid with n¼1000 vertices (each connected to its six
nearest neighbors) and ID 38 of °( )SWRN 50, 5, 0.2 (each of its 50
vertices initially connected to its four nearest neighbors before
being rewired with probability 0.2), (ii) ID 16 of the 3D toroidal
grid with n¼10 648 and IDs 36 and 37 corresponding to
( )⁎SWRN 50, 5, 0.1 and °( )SWRN 50, 5, 0.1 , respectively, and (iii) ID 14
of the 2D toroidal grid with =n 104 and °( )SWRN 100, 2, 0.5 with ID
45. More extensive simulations are necessary to systematically
understand these proximities (using rigorous global interval opti-
mization techniques, say in Hofschuster and Krämer (2003), for the
MLEs as opposed to the local optimizations used here). Insights
from such rigorous simulations may lead to further analysis towards
understanding the nature of such proximities between these dis-
tinct model families under the Beta-projections of Eq. (3.18), espe-
cially for different values of n. Other insights from Fig. 11 include the
effect of changing n and the initialization strategy.
4.2.4. Preferential attachment random network
Next we explore the random network created using the pre-
ferential attachment model of Barabási and Albert (1999). Real-
world networks are best described by a scale-free power-law dis-
tribution for their degrees. The preferential attachment model,
unlike the other random graph models here, produces such a
power-law degree distribution through two generic mechanisms:
(i) networks are grown by the addition of new vertices and (ii) new
vertices attach preferentially to existing vertices that are already
well connected (i.e. with a high degree). The randomized algorithm
for the construction of the preferential attachment network
( )n mPrefAttach , is as follows. First, a graph with m vertices and no
edges is initialized, and a graph of n vertices is grown by attaching
new vertices, each with m edges, to existing vertices independently
according to probability proportional to their degrees. This results
in a preferential attachment behavior whereby new vertices are
attached to existing vertices that already have a high degree. We
interpret the undirected edges as bidirected to obtain a network.
We also use two different initializations to grow a random
transmission tree on a realization of this random contact network.
In the °( )n mPrefAttach , random SICN we initialize the infection
uniformly at random from one of the initial m individuals with no
edges at the beginning of its construction. For the ( )⁎ n mPrefAttach ,
contact network we ﬁnd the smallest vertex label with the largest
out-degree, i.e. the most preferentially attached vertex (which may
not necessarily be the ﬁrst vertex to be attached), as the initial in-
fected individual. We make the distinction because transmission
trees can only be grown on ( )⁎ n mPrefAttach , after the preferential
attachment model has completed its construction of the network
with all n vertices. In contrast, for °( )n mPrefAttach , we can grow
the transmission tree evenwhile the preferential attachment model
is constructing the underlying contact network. The mean MLEs of
the effective Beta-splitting model corresponding to r¼30 in-
dependent transmission trees grown over independent realizations
of these two variants of the preferential attachment contact net-
works are shown in Table 1. The bursty or starry nature of the hubs
or popular vertices is evident in the left-branching tendency of the
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as shown in Fig. 16. The IDs 50–54 correspond to ( )mPrefAttach 100,
where m takes the values 1, 2, 3, 5 and 10, respectively, show the
mean MLEs approach toward the origin where the mean MLE of the
complete SICN occurs in Fig. 11 – it cannot reach the origin since
≪m n for ( )n mPrefAttach , . This is sensible since more of the m
vertices will get attached to in the initial steps of the algorithm that
is constructing the preferential attachment network and thereby
reduce the preferential attachment tendency for larger values of m.
4.3. A family of contact networks interpolating the star, complete
and path networks
In Section 3.2 we saw that the distribution on discrete trans-
mission trees generated by the Beta-splitting model with α β( ),
taking (limiting) values (∞ − ), 1 , ( )0, 0 , and ( − ∞)1, corresponds
exactly to that under ⋆n (the star SICN), kn (the complete SICN) and
pn (the path SICN), respectively. Since these three speciﬁc SICNs
seem to be isolated instances of all possible SICNs, we next show
that other SICNs that sequentially interpolate between ⋆n, kn and
pn can be constructed such that their transmission tree distribu-
tions correspond to that under the Beta-splitting model with α β( ),
values that also sequentially interpolate between (∞ − ), 1 , ( )0, 0
and ( − ∞)1, . Using the inferential procedure of Section 3.3 we
can consistently estimate the α β( ), parameters of the best-ﬁtting
(most likely) Beta-splitting transmission process from a set of
transmission trees generated from the transmission process on
any given SICN. Next we present a family of SICNs that interpolate
our three SICNs: one at the origin and two at extremes of our
parameter space α β( − ∞) ∋( )1, ,2 .
A circulant network or digraph on n vertices labelled byV = { … − }n0, 1, , 1 is speciﬁed by a set A V⊂ , such that there is a
directed edge from vertex i to vertex j if and only if ( − )j i nmod is
an element of A. We denote a circulant digraph on n vertices with
edge-specifying set A by A( )nC , . First note that
( { … − })n nC , 1, 2, , 1 is the complete network kn and ( { })n dC , has
constant degree sequence with degree d since each vertex i is
connected to d neighbors in { ( − ) ∈ { }}j j i n k: mod .
The transmission process on the linear path network pn is
identical to that on the circular path network ( { })nC , 1 when the
infection starts at vertex 0 (at the source vertex of pn) since the
extra directed edge ( − )n 1, 0 in ( { })nC , 1 plays no role in the SI
model due to vertex 0 already being infected. Thus, we do not
distinguish between the circular path and linear path in the se-
quel. By letting A = { … }i1, 2, ,i we get the sequence of circulant
graphs to interpolate from the path network to the complete
network:
A ( )( )( ) = ( { }) ( { }) ( { … − })=−n n n n nC , C , 1 , C , 1, 2 , C , 1, 2, , 1i in 11Fig. 16. A realization of the ( )⁎ n mPrefAttach , contact network with n¼25 and m¼1 (le
spreading from the maximal degree vertex ı2.This sequence is shown for n¼5 in the bottom row of Fig. 17 (going
from right to left). To achieve an interpolating sequence from the
star network to the complete graph we note that ( ∅)nC , has no
edges. By letting A = ∅0 , we can obtain the desired sequence by
simply adding the edges of the star network,
{( ) ∈ { … }i i n0, : 1, 2, , , to the edge set of each A( )nC , i in
A( )( ) =−nC , i in 02, as shown in the top row of Fig. 17 for n¼5. Putting
this sequence of networks between ⋆n and kn and the other be-
tween kn and pn we get a total of −n2 2 networks (including ⋆n, kn
and pn). This sequence can be generated for any n using the
function star2Complete2Path(n) in Appendix A.4.
We can ﬁnally see in Fig. 18 how the probability density function
(PDF) of the MLEs, l lα β( ), , change as we sequentially vary the SICN in
the family that interpolates from the star network (red hue) to the
circular path network (pink hue) via the complete network (blue
hue). The MLEs is based on 10 independent transmission trees si-
mulated from each SICN in the sequence of 98 SICNs over a popu-
lation of size n¼50. In Fig. 18, the hue of the PDFs sequentially
change from red which is concentrated entirely on the boundary at
1 (star network), to orange and yellow which are decreasing their
concentration at 1 due to disappearance of the star's signal from the
larger neighborhoods of the circulant graphs A( )nC , i . As i ap-
proaches −n 1 the green and azure hues of the PDFs become in-
creasingly uniform around blue when the SICN is the complete
network. The hue of the PDFs becomes purple and start con-
centrating at 0 as the SICN approaches the path network that is fully
concentrated at 0 (pink hue). The pattern of the PDFs is stochastic
since it is based on MLEs from just 10 samples. However, it clearly
demonstrates that the interpolating sequence in the space of SICNs
does convey continuity in the parameter space of α β( ), . In other
words, this suggests that there is an α β( ), under the Beta-splitting
model (recall that the Beta-splitting model need not explicitly refer
to the contact network), that best ﬁts the distribution of transmis-
sion trees generated from any speciﬁc contact network.
The sufﬁcient statistics of split-pair frequencies for α and β
from various stages of the interpolating family of SICNs spanning
the star, complete and path network are shown in Fig. 19. Note
how these sufﬁcient statistics are also changing gradually as
expected.
4.4. Implications for statistical inference
We have deliberately conﬁned the inferential aspects of this
study to the classical maximum likelihood estimator in the sim-
plest sampling setting involving fully grown transmission trees
with n leaves over r independent trials. This merely amounts to
inferring the underlying contact network via multiple random
breadth-ﬁrst expansions that are encoded through rooted, ranked,
planar, labelled, and binary (spanning) trees, i.e. our transmissionft) and a realization of the transmission tree grown on it (right) with the infection
Fig. 17. A path from star network to circular path network through the complete network with 5 vertices (in z-pattern layout).
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approaches to inference for applied network scientists and also
provide some natural extensions of the likelihood function.4.4.1. An L1 perspective
We could have also deﬁned the effective Beta-splitting model by
minimizing the total variation distance between (( ) [ ( )])s s cPr , ; 0L R ,
the probabilities on :n generated by the transmission process un-
folding on the product space of transmission trees and SICNs with
initial SICNs in [ ( )]c 0 , and α β(( ) )s sPr , ; ,L R , the probabilities gener-
ated by the Beta-splitting model as follows:Fig. 18. Probability density function (PDF) of the ) α β( + + )1, 1 distribution at the max
each SICN in the sequential family that interpolates from the star network (red hue) to th
vertices. The hue of the PDFs sequentially change from red (star network), orange, yell
azure, blue, purple, to pink (path network) as shown in the bottom plot. (For interpretat
version of this paper.):
∑
( )
α β α β( )≔ (( ) [ ( )]) − (( ) )
α β
⁎ ⁎
( )∈(− ∞) ( )∈ 4.2
s s c s s, arg min
1
2
Pr , ; 0 Pr , ; , .
sL sR n
L R L R
, 1, 2 ,
One elegant aspect of this L1-minimizing rule, as opposed to the
likelihood maximizing rule behind MLE, is its desirable non-para-
metric decision-theoretic properties, such as being a metric on all
probability distributions over :n, having easily interpretable dis-
tances in the universal scale of [ ]0, 1 , and having well-known re-
lations to other statistical notions of divergence. For these reasons
we believe that the L1-minimizing rule, if efﬁciently implementable,
would lead to better statistical properties for the task of char-
acterizing the equivalence class based on empirical P^ of relativeimum likelihood estimates of α and β based on 10 sampled transmission trees from
e circular path network (pink hue) via the complete network (blue hue) with n¼50
ow and green (complete network) as shown on the top plot and continue on with
ion of the references to color in this ﬁgure caption, the reader is referred to the web
Fig. 19. The sufﬁcient statistics of split-pair frequencies for α and β shown as the empirical mass function from 1000 independent transmission trees over a population of size
n¼100 at various stages of the interpolating family spanning the star, complete (in the center of the panel with 100 vertices and 9900 edges) and path networks (the sub-
plots are labelled by the number of vertices and edges in the host contact network).
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(4.2).
Unfortunately, an efﬁcient numerical procedure for the mini-
mization problem above is not yet available as it would require ex-
pressions for α β{ (( ) )}s sPr , ; ,L R as a function of α β( ) ∈ ( − ∞), 1, 2
analogous to the loglikelihood expressions. Such efﬁcient expressions
require further transformation of the probabilities at the rooted un-
ranked planar and leaf-unlabelled resolution of transmission trees
(Sainudiin and Véber, 2016, Lemma 4.1) onto :n, which is nothing
but the planar unordered cousin of Aldous' shape statistics sequence
(Sainudiin et al., 2015, Eq. (4.1)). Note that Aldous' shape statistics
sequence, even in its original non-planar form (Aldous, 2001), can
itself be further projected to various tree shape statistics (Sainudiin
et al., 2015, p. 1231) used routinely in simulation-based studies of
transmission trees sketched earlier in Section 1.
4.4.2. A Bayesian perspective
We saw that the L1 perspective has some merits, provided
appropriate expressions can be obtained. In defense of the like-
lihood principle on the other hand, the exact likelihood expres-
sions developed here are most useful to Bayesian methods of in-
ference that further incorporate prior information with the like-
lihood function based on ﬁnite samples. For example, if we know
that the underlying contact network is complete then we can in-
voke appropriate parametric families of prior distributions cen-
tered at (0,0), the known MLE for the complete network, with
variance in priors reﬂecting our extent of this prior knowledge.
Using the simulation-based approach of Section 4 we can obtain
the effective Beta-splitting model parameters with standard errors
that can inform the formulation of appropriate prior distributions.
Such a prior formulation can not only reﬂect the sample sizes,
number of leaves in possibly partially observed transmission trees,
etc. at our disposal, but also various aspects of the contact net-
works from other sources of information such as (i) transportation
networks and cell-signal triangulated or GPS-based location net-
works, etc. that underpin coarse structural information of the hostcontact process in the context of a communicable disease or
(ii) Twitter follower networks in the context of “cultural” trans-
mission events that are deﬁned merely to be retweets or men-
tions, for example (see Section 5.2).
Thus, inducing priors over the parameter space ⎡⎣ )− ∞1, 2 for
more complex analytically intractable models through their ef-
fective Beta-splitting models will now be possible, due to our ef-
ﬁcient likelihood expressions, using current semi-parametric and
variational Bayes methods, including the composition of different
effective Beta-splitting models as ﬁnite mixtures with possibly
unknown number of components over different sub-network
neighborhoods covering the entire contact network.
4.4.3. Natural extensions of the likelihood function
Next we provide some natural extensions of the likelihood
expressions developed here.
Remark 6. The likelihood function can be extended to include
branch-lengths – especially under the independent but possibly
non-identical exponential waiting-times assumption in the gen-
erator of the encompassing continuous time Markov chain given
by Eq. (2.2), as is the case for the complete, star and path networks
studied here. Leaf labels can also be added according to a tractable
labelling process of the population as per Eq. (3.6).
Remark 7. More crucially, the likelihood expressions naturally
generalize to transmission trees that are only partially grown or in
the process of growing at the time of observation so that they have
fewer than n leaves encoding all currently infected individuals. For
such partial likelihood expressions one merely needs to specify
0 τ( )i , the set of internal vertices in the i-th partially grown trans-
mission tree τi, in Eq. (3.13) and let this speciﬁcation imply to its
consequent expressions. Also note that the second product over
internal vertices within tree τi in Eq. (3.13) allows each 0 τ( )i to be
distinct with its own size, i.e., 0 τ| ( )| ∈ { … − }n1, 2, , 1i . Such natural
extensions of the likelihood expressions may be necessary in
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with larger standard errors at least in some cases (results not
shown here). However, their asymptotic consistency is expected to
depend on the details of the SICN itself and on how often one
samples trees with nearly n leaves and/or on the initialization
mechanisms for the ﬁrst infector across the r independently drawn
partial trees. These partial likelihoods are implementable by
modifying the lists being comprehended over vertices in Appendix
A.1 and/or Appendix A.2, for instance.
In this work, for concreteness and clarity, we keep the trans-
mission trees full with n leaves representing the ﬁnal state when
the infection has invaded the whole population. Due to this as-
sumption, the unordered split-fair frequencies in Eq. (3.11) become
sufﬁcient for α and β. When allowing for multiple but in-
dependent partial trees of possibly different sizes less than n as
per Remark 7, the unordered split-fair frequencies will still remain
sufﬁcient, provided the sampling strategy is asymptotically con-
sistent for the underlying initial SICN, albeit one may only be ob-
serving split-pair frequencies over a subset of :n.
The sufﬁciency of unordered split-fair frequencies over :n may
no longer hold for (i) more complex extensions of the likelihood
which may involve non-static or temporally varying networks or
for (ii) multiple simultaneous partial transmission trees grown on
the same static network up to possibly random discrete stopping
timeM from a set of initially infected vertices (especially when the
set of their infected vertices become mutually incident before time
M). Simplest extensions of the Beta-splitting model via ﬁnite
mixtures for instance could be constructed to approximate such
more realistic models by limiting oneself to the sufﬁcient statistics
of ordered split-pair frequencies:
:{ ( ) ( ) ∈ × { … }} ( )f s s z s s z M, , : , , 0, 1, 2 , , 4.3L R L R n
where z is the discrete time index, and over products of such or-
dered split-pair frequencies. We could allow z to belong to Z0 and
even allow → ∞n in order to study contact networks in the large
population limit with or without appropriate rescaling of discrete
time into the continuum, for the purposes of ignoring combina-
torial complications of the modelled individuals in such limits,
where possible and sensible.5. Discussion
We give a probabilistic description of the transmission process
in Section 2 as a Markov chain on the product space of SI-tagged
contact networks (SICNs) and transmission trees in discrete and
continuous time. The Markov chain is also constructed as a ran-
domized algorithm in the SageMath/Python code in Appendix A.1.
This formalizes a large class of simulation programs in the com-
putational epidemiology literature as a transmission process. The
probabilities of transmission trees as an explicit function of both
branch-lengths and tree topologies are derived in Section 2.1 from
the general Markov chains of Eqs. (2.1) and (2.2) for some simple
static contact networks.
Although the Markov chain model is general and only needs a di-
rected weighted graph, our examples were limited to simple connected
networks with each weight set to 1 in order to focus on the combi-
natorial skeletons of their associated topological Markov chains. It is
relatively straightforward to consider the dynamics on more general
networks using the richer language for digraphs (Pastor-Satorras et al.,
2015, Fig. 4). For example, the epidemic will spread to the strongly
connected giant component (if it exists) and the giant out-component,
provided the infection starts from one of the vertices in either the
strongly connected giant component or in a giant in-component.
We then develop a biparametric Beta-splitting family of models forthe growth of transmission trees in Section 3 that gives the exact
probability of any transmission tree as a function of α > − 1 and
β > − 1. The model can be interpreted in terms of a Beta-splitting
construction for the “infection potential” of the infector and the in-
fectee. Thus, the model captures aspects of the underlying contact
network up to how its contact structure affects the infection potential
of the infector and infectee after the infection event. The approach
avoids the explicit modelling of the underlying contact network (that is
typically unobserved or only partially observed) in order to grow
transmission trees, unlike the general Markov chain models of Eqs.
(2.1) and (2.2). The Beta-splitting family of models is shown analyti-
cally to contain the models generated by the complete network (kn)
when α β( ), equals ( )0, 0 , star network (⋆n) when α β( ) → (∞ − ), , 1
and path network (pn) when α β( ) → ( − ∞), 1, . We also derive ex-
plicit expressions for the maximum likelihood estimator and sufﬁcient
statistics of split-pair frequencies for the Beta-splitting model from
independent observations of the transmission trees. Using the dis-
tributions on split-pairs we specify equivalence classes of initial SICNs
that are indistinguishable by their Beta-splitting transmission trees
with the same effective Beta-splitting model through their Beta-pro-
jections into the quarter-plane ( − ∞)1, 2 as conjectured in Sainudiin
and Welch (2015). We have also shown by simulations coupled with
an inferential maximum likelihood procedure that the best-ﬁtting
parameters of the effective Beta-splitting models based on samples of
trees grown over (i) six deterministic contact networks and four ran-
dom contact networks seem to be well-separated under their Beta-
projections into ( − ∞)1, 2 and (ii) the Beta-projections of a sequential
family of SI-tagged contact networks from ⋆n to kn to pn do indeed
change gradually in ( − ∞)1, 2 from (∞ − ), 1 to ( )0, 0 to ( − ∞)1, . Various
natural implications for statistical inference were outlined for future
work. In the following sections we discuss some obstacles that need to
be overcome for a few other important extensions of this work.
5.1. Towards births and deaths
Recall from Section 1 that our construction needs a tagged contact
network. We only focus on the simplest binary tags (S and I) here and
thus limited ourselves to SI-tagged contact networks (SICNs). This
simple setting allowed us to obtain our main results here because of
the underlying core process being one of the pure birth events,
whereby individuals “are born” from the set of vertices tagged by S
into the set tagged by I at some rate. Thus, there is no “death” here, in
the sense of vertices with tag I being retagged for “removal”with tag R
(SIR model). The tag R denotes recovery from the infection (after
having learnt how to ﬁght the infection at some other rate). In the SIR
model the R-tagged individual does not get retagged by S or I. One
could represent such a sequence of birth and death events by a binary
sequence that could be encoded by Dyck paths that satisfy natural
conditions depending on the encoding for the SIR model. By further
incorporating such Dyck paths and the three tags one could extend the
Markov chains deﬁned here and try to study the distributions they
induce on trees with leaves recruited from the vertices with the tag S
into vertices with tag I and those with tag I replaced by tag R (and
frozen, in the sense of not having any further descendants) at different
rates. Extensions to SIR model which allows for the “removal” of in-
fected individuals from the population at a given rate is also con-
ceivable via mapping to percolation on semi-directed networks (see
Pastor-Satorras et al., 2015, V.B.4 and the references therein).
By considering birth and death processes, as opposed to a pure
birth process, one can also make progress on developing transmission
processes with only two tags for themore complex SIS epidemicmodel
that not only allows susceptible individuals to become infected by any
infected individual at a given “birth” rate but also allows infected in-
dividuals to become susceptible again according to a given “death” rate.
Such as model is interesting from a discrete dynamics viewpoint since
one could allow the discrete time z to continue to inﬁnity and study
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set of transmission trees for the Markov chains developed here, but
with the number of leaf nodes being allowed to be any appropriate
number in { … }n0, 1, , at time Z∈z 0, and with all leaf vertices tagged
by I (as implicitly done here) with an absorbing state when the tree has
0 leaves with no infected individual or by conditioning on speciﬁc set of
Dyck paths (Addario-Berry and Reed, 2008) that remove such ab-
sorption events. The Markov chains for these problems will need more
complicated state spaces and immediate precedence rules for state
transitions that take the possibly conditioned Dyck paths into account.
It is not clear how one could extend the Beta-splitting construction in
an interpretable manner for these settings.
5.2. Towards cultural transmissions
The insights developed here through the SICNs and their trans-
mission trees are also applicable to the simplest models of “meme”
(Dawkins, 1976, p. 192) evolution in online social media networks
(Solon, 2013) through transmission events that can be distilled (ad-
mittedly naively) from observable actions such as “likes”, “mentions”,
“retweets” and “þ1s” along with any concomitant comments. See a
dataset spotlight (Risdal, 2016) in the ofﬁcial blog of Kaggle.com for a
speciﬁc extremist cultural context. We would like to point out that the
55 models and their parameter choices were partly informed by em-
pirical insights from extracting, transforming, loading and exploring
the raw tweets available to Twitter developers via DataFrame and
GraphFrame APIs in Apache Spark (Zaharia et al., 2010).
Although the SI model studied here is the simplest two-state Finite
Markov Information Exchange (FMIE) process (Aldous, 2013, Section
2.2) called the Pandemic Process (Aldous, 2013, Section 7), it is shown
to be a fundamental building-block (Aldous, 2013, Section 3.2,7) for a
large class of FMIE processes which includes various classical epidemic
models (see Aldous, 2013, Sections 8, 9) and has some remarkable
properties: (i) SI model exhibits the fastest possible spread of in-
formation in any FMIE model (Aldous, 2013, Section 3.2) and (ii) it
approximates the initial time evolution of the SIS (where infectious
hosts return to susceptibility) and SIR (where infectious hosts are re-
moved from the population) models (Pastor-Satorras et al., 2015, II.A).
These properties of the model make the Beta-splitting tree distribu-
tions we provide here particularly useful for extensions into applied
operations research along Markov control processes that are aimed at
inﬂuencing the growth of certain undesirable aspects of transmission
trees, over carefully ﬁltered (Risdal, 2016) extremist cultural networks,
through interventions orchestrated from appropriate control spaces,
including artiﬁcially intelligent chatbots, for instance.
5.3. Towards other tree resolutions
We only looked at the resolution of leaf-labelled and leaf-un-
labelled transmission trees with and without branch-lengths in
this work. Transmission trees are rooted, binary, ranked, and pla-
nar. Fortunately, it is straightforward to carry over these prob-
abilities to planar unranked trees, nonplanar ranked trees and
nonplanar unranked trees using the explicit formulae and code in
Sainudiin and Véber (2016). These formulae can be used to con-
duct simulation intensive inference based on projections of the
transmission trees onto coarser tree shape statistics or used as
prior distributions to constrain the micro-structure of the con-
tinuum of contacting hosts in space–time within which the pa-
thogens can evolve through transmission events.
5.4. Towards dynamic contact networks
The jump Markov chain of the transmission process on static SI-
tagged contact networks (SICNs) is a prerequisite for contemplating
appropriate partial orders on the set of all SICNs in order to deﬁnenatural transitions in the state space that can allow for contact net-
works to vary in time by possibly depending on the current state of
the tagged contact network as well as the transmission tree – a natural
state space for formalizing epidemics over adaptive or coevolving
contact networks. Such adaptive contact networks are known in si-
mulation studies to be highly sensitive to the structure of the initial
contact network (see Pastor-Satorras et al., 2015, VII.B.7 and the re-
ferences therein) in complete agreement with Theorem 3 on equiva-
lence classes over initial SICNs.
Let 5n be the poset under subset ordering of the connected ele-
ments of 2wn, the power set of the edge set wn of kn, the complete
network with unit edge-weights. By ﬁxing an initial infector, say ı0, we
can use the Beta-projection: ) 5( ) → ( − ∞)↓ w : 1,n 2, to map each
(connected) contact networkw in 5n to the exact maximum likelihood
estimate α β( ) ∈ ( − ∞), 1, 2 while maintaining the partial ordering
between contact networks in 5n. Such a planar geometric embedding
of the contact networks, given by ) α β( )↓ , into the quarter-plane can
help one gain a more systematic understanding of the connection
between the transmission tree distributions speciﬁed by the Beta-
splitting model at α β( ), and that speciﬁed directly by the initial contact
networks in ) α β( )↑ , . Future research on Markov chains with transi-
tions over partially ordered contact networks as well as transmission
trees could build upon insights from our simpler setting here.Authors' contributions
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This code is publicly shared in sagemathcloud at https://cloud.sagemath.com/projects/58dfa924-55ae-4b6c-9fd4-1cd0ef49eb7c/
ﬁles/2015-10-25-165503.sagews. The code was mainly used to aid intuition during this study and is not written to be efﬁcient for large
scale simulation studies. The code is presented here instead of pseudo-code in order to communicate the Algorithms used in this study
in a more concrete and reproducible manner. This also allows the reader to perform computational experiments in sage/Python im-
mediately to further extend this work.A.1. Simulating the transmission process
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path networksA.5. Transmission tree distributions
See (Sainudiin and Véber, 2016, Appendix: Algorithms) for simulating transmission trees and obtaining the probability for various
equivalence classes of trees under the Beta-splitting model.References
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