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Abstract
Fracture networks in underground reservoirs are important pathways for fluid
flow and therefore a deciding factor in the development of geothermal reser-
voirs. Yet, they are difficult to characterize since they usually cannot be
directly accessed. Subject of the doctoral project is to study induced seis-
micity in enhanced geothermal systems to characterize the underground frac-
ture network. The main objectives are to get a better understanding of the
structures controlling the fluid flow and the processes responsible for induced
seismicity.
The first part of this work focuses on the case study of the Rittershof-
fen deep geothermal reservoir. It is demonstrated how the integration of
advanced processing techniques like template matching detection, relative
relocation and waveform clustering can lead to a deeper insight into the
structure of the fault system and its reaction to repeated fluid injection. The
well GRT1 at Rittershoffen offers unique conditions for such a study. It un-
derwent a sequence of thermal, chemical and hydraulic stimulation, giving
the opportunity to perform a detailed monitoring of the seismic response of
the fault systems to fluid injections with different operational set-ups. By
the applied processing, a much higher level of detail in the tempo-spatial
resolution was derived than in previous studies on the induced seismicity at
Rittershoffen. The results demonstrate the development of the successively
activated fault network over the injection steps by tracing the influence of
the different stimulations and allow for an analysis of the mechanisms be-
hind the induced seismicity. Two spatially separated fault segments became
seismically active over the course of the stimulation sequence, one during
the injections itself, the other at the very end of the hydraulic stimulation
and then again four days after shut-in. Seismicity on this two fault segments
shows distinct characteristics in terms of event migration and waveform clus-
ters, hinting at different fault activation mechanism. Seismicity on the first
fault shows similar characteristics for the thermal and hydraulic stimulation
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in the area active during both injections. The well-known geological setting
and unique operational set-up in combination with the detailed analysis al-
lowed to derive a deeper understanding of the hydro-mechanical interactions
in the reservoir and demonstrated a change in the mechanical state of the
fault between seismicity onset during thermal and hydraulic stimulation. In
the case of the seismicity induced at Rittershoffen, the relative re-location of
the events made two planar fault segments apparent, whose orientations and
extends are well confined. Yet, it may be that despite the precise re-location
of induced seismic events, the associated structures in other underground
reservoirs remain unclear because the seismicity forms a rather dense spatial
cloud, which makes individual features difficult to detect. Therefore, in the
second part of this work, a new method is proposed to highlight the frac-
ture network in seismic clouds that do not form apparent planar structures.
With this method, the likelihood of having a fracture at a given location is
computed from the distribution of seismic events and their source parame-
ters. The result takes the form of a so-called Pseudo Probabilistic Fracture
Network (PPFN). Contrary to other methods that try to highlight fracture
networks in seismic clouds, the PPFN takes into account not only the event
hypocenters but also their magnitudes and focal mechanisms, to keep a closer
link with the geophysical properties of the earthquakes. The basic principle
of the PPFN is to estimate the connectivity between any spatial position in
the seismic cloud and the events based on the distance to each event, the
minimum size of the rupture plane derived from the event magnitude, and
the orientation provided by the focal mechanism. The PPFN is tested on a
set of synthetic datasets, where it is demonstrated that the method is able to
reproduce fault planes placed in a cloud of randomly distributed events. The
PPFN is then applied to the seismic cloud induced during the stimulation of
the GPK2 well, at Soultz-sous-Forêts deep geothermal site. It reveals a large
prominent fault in the deep-northern part of the seismic cloud, supporting
conclusions from previous work, and a minor structure in the southern upper
part, which may be a branch of the main fault.
Zusammenfassung
Kluftnetzwerke in unterirdischen Reservoiren sind wichtige Fließwege für
Fluide und daher ein entscheidender Faktor bei der Entwicklung geother-
mischer Systeme. Sie sind jedoch schwer zu charakterisieren, da sie in der
Regel nicht direkt zugänglich sind. Gegenstand dieser Dissertation ist die
Untersuchung der induzierten Seismizität in sogenannten Enhanced geother-
mal systems zur Charakterisierung des unterirdischen Kluftnetzwerks. Ziel ist
das Erlangen eines besseren Verständnisses der Strukturen, die den Fluidfluss
steuern, und der Prozesse, die für die induzierte Seismizität verantwortlich
sind.
Der erste Teil dieser Arbeit konzentriert sich auf die Fallstudie des tiefen
geothermischen Reservoirs Rittershoffen. Es wird gezeigt, wie die Integra-
tion moderner Analysemethoden wie Template Matching Detection, relative
Erdbebenlokation und Waveform-Clustering zu einem tieferen Einblick in die
Struktur des Störungssystems und seiner Reaktion auf wiederholte Fluidin-
jektion führen kann. Die Bohrung GRT1 in Rittershoffen bietet einzigartige
Bedingungen für eine solche Untersuchung. Es wurde einer Sequenz beste-
hend aus thermischer, chemischer und hydraulischer Stimulation unterzogen,
wodurch sich die Möglichkeit ergibt, die seismische Reaktion des Störungssys-
tems auf Fluidinjektionen mit verschiedenen operativen Parametern zu über-
wachen. Durch die angewandte Methodik in der Datenprozessierung konnte
ein deutlich höherer Detailgrad in der zeitlichen und räumlichen Auflösung
der induzierten Seismizität erreicht werden als in vorhergehenden Studien.
Das Ergebnis zeigt die Entwicklung des sukzessiv aktivierten Störungssys-
tems über die verschiedenen Injektionsschritte hinweg. Dies ermöglicht den
Einfluss der verschiedenen Stimulationen auf das Reservoir nachzuvollziehen
sowie eine Analyse der Mechanismen, die zu der induzierten Seismizität führ-
ten. Zwei räumlich getrennte Störungssegmente wurden im Verlauf der Sti-
mulationssequenz seismisch aktiv, eines während der Injektionen selbst, das
andere ganz am Ende der hydraulischen Stimulation und ein weiteres Mal vier
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Tage nach Einstellen der Fluidinjektion. Die seismischen Ereignisse assoziiert
mit diesen beiden Störungssegmenten zeigen deutliche Unterschiede in Bezug
auf räumlich-zeitliche Migration und Wellenformen, was auf unterschiedliche
Aktivierungsmechanismen beider Störungen hindeutet. Die Seismizität auf
der ersten Störung zeigt ähnliche Charakteristika für thermische und hy-
draulische Stimulation in dem Bereich des Reservoirs, der während beider
Injektionsvorgänge seismisch aktiv war. Das gut charakterisierte geologische
Umfeld und die einzigartige Stimulationsabfolge ermöglichen in Kombination
mit der detaillierten Analyse ein tieferes Verständnis der hydromechanischen
Wechselwirkungen im Reservoir und zeigen eine Änderung des mechanischen
Zustands der ersten Störung zwischen dem Einsetzen der Seismizität während
der thermischen und der hydraulischen Stimulation.
Im Fall der in Rittershoffen induzierten Seismizität machte die relative
Relokalisierung der Ereignisse zwei planare Störungssegmente sichtbar, de-
ren Orientierungen und Ausdehnungen gut eingegrenzt werden konnten. In
anderen Fällen kann es jedoch sein, dass trotz genauer Verortung der in-
duzierten seismischen Ereignisse das zugrundeliegende Störungssystem im
Reservoir unklar bleibt, weil die Seismizität eine räumlich dichte Wolke bil-
det, wodurch einzelne Strukturen schwer zu identifizieren sind. Deshalb wird
im zweiten Teil dieser Arbeit eine neue Methode vorgeschlagen, um das Stö-
rungsnetzwerk in seismischen Wolken, die keine klar ersichtlichen planaren
Strukturen bilden, sichtbar zu machen. Mit dieser Methode wird aus der
Verteilung der seismischen Ereignisse und weiterer ihrer Eigenschaften die
Wahrscheinlichkeit der Lokation einer Kluft an einem bestimmten Ort be-
rechnet. Das Ergebnis hat die Form eines sogenannten Pseudo Probabilistic
Fracture Network (PPFN). Im Gegensatz zu anderen Methoden, die zum Ziel
haben, Kluftnetzwerke in seismischen Wolken zu identifizieren, berücksich-
tigt das PPFN nicht nur die Hypozentren der seismischen Ereignisse, sondern
auch deren Magnituden und Herdflächenlösungen, um einen engeren Zusam-
menhang mit den geophysikalischen Eigenschaften der Erdbeben zu erhalten.
Das Grundprinzip der PPFN Identifizierung besteht darin, die Konnektivi-
tät zwischen einer beliebigen räumlichen Position in der seismischen Wolke
und den einzelnen seismischen Ereignissen abzuschätzen. Dies geschieht auf
der Grundlage der Entfernung jedes räumlichen Punktes zu jedem Ereignis,
der minimalen Größe der Bruchfläche, die von der Magnitude der Ereignisse
abgeleitet wird, und der Orientierung, die durch die Herdflächenlösungen be-
reitgestellt wird. Die Methode wird an synthetischen Datensätzen getestet,
wobei gezeigt wird, dass sie in der Lage ist, Störungsflächen zu reproduzie-
ren, die in einer Wolke zufällig verteilter seismischer Ereignisse liegen. Die
PPFN Identifizierung wird dann auf die seismische Wolke angewendet, die
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während der Stimulation der Bohrung GPK2 am Geothermiestandort Soultz-
sous-Forêts induziert wurde. Das Ergebnis zeigt eine prominente Störung im
tiefen, nördlichen Teil der seismischen Wolke, was in Übereinstimmung mit
früheren Studien steht, sowie eine kleinere Struktur im südlichen oberen Be-
reich, die ein Zweig der Hauptstörung sein könnte.
xii
Résumé
Les réseaux de fractures dans les réservoirs souterrains sont des voies impor-
tantes d’écoulement des fluides et donc un facteur décisif dans le développe-
ment des réservoirs géothermiques. Pourtant, ils sont difficiles à caractériser
car ils ne sont généralement pas directement accessibles. Le sujet de cette
thèse de doctorat est l’étude de la sismicité induite dans les systèmes géother-
miques améliorés afin de caractériser le réseau de fractures souterraines. Les
principaux objectifs sont de mieux comprendre les structures qui contrôlent
l’écoulement des fluides et les processus responsables de la sismicité induite.
La première partie de ce travail se concentre sur l’étude de cas que consti-
tue le réservoir géothermique profond de Rittershoffen. Il est démontré com-
ment l’intégration de techniques de traitement avancées, telles que la détec-
tion par « template matching », la relocalisation relative et le regroupement
de formes d’onde, peut conduire à une meilleure compréhension de la struc-
ture du système de failles et de sa réaction à l’injection répétée de fluide. Le
puits GRT1 de Rittershoffen offre des conditions uniques pour une telle étude.
Il a été soumis à une séquence de stimulation thermique, chimique et hydrau-
lique, ce qui a permis d’effectuer un suivi détaillé de la réponse sismique des
systèmes de failles aux injections de fluides avec différents dispositifs opé-
rationnels. Grâce au traitement appliqué, la résolution spatio-temporelle a
atteint un niveau de détail beaucoup plus élevé que celui des études précé-
dentes sur la sismicité induite à Rittershoffen. Les résultats démontrent le
développement progressif du réseau de failles activées au cours des étapes
d’injection en retraçant l’influence des différentes stimulations et permettent
d’analyser les mécanismes à l’origine de la sismicité induite. Deux segments
de faille séparés dans l’espace sont devenus sismiquement actifs au cours de
la séquence de stimulation, l’un pendant les injections elles-mêmes, l’autre
à la toute fin de la stimulation hydraulique, puis à nouveau quatre jours
après l’arrêt. La sismicité sur ces deux segments de faille présente des carac-
téristiques distinctes en termes de migration d’événements et de similarité
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de formes d’onde, ce qui laisse supposer des mécanismes d’activation de la
faille différents. La sismicité sur la première faille présente des caractéris-
tiques similaires pour la stimulation thermique et hydraulique dans la zone
active pendant les deux injections. La bonne connaissance des contextes géo-
logique et opérationnel, combinée à l’analyse détaillée, a permis de mieux
comprendre les interactions hydromécaniques dans le réservoir et a démontré
un changement de l’état mécanique de la faille entre l’apparition de la sismi-
cité pendant la stimulation thermique et pendant la stimulation hydraulique.
Dans le cas de la sismicité induite à Rittershoffen, la relocalisation relative des
événements a fait apparaître deux segments de faille planaire, dont les orien-
tations et les étendues sont bien confinées. Cependant, il se peut qu’en dépit
de la relocalisation précise des événements sismiques induits, les structures
associées dans d’autres réservoirs souterrains restent floues car la sismicité
forme un nuage spatial assez dense, ce qui rend les caractéristiques indivi-
duelles difficiles à détecter. C’est pourquoi, dans la deuxième partie de ce
travail, une nouvelle méthode est proposée pour mettre en évidence le ré-
seau de fractures dans les nuages sismiques qui ne forment pas de structures
planes apparentes. Avec cette méthode, la probabilité d’avoir une fracture
à un endroit donné est calculée à partir de la distribution des événements
sismiques et de leurs paramètres à la source. Le résultat prend la forme de ce
que j’ai appelé un réseau de fractures pseudo probabilistes (PPFN). Contrai-
rement à d’autres méthodes qui tentent de mettre en évidence les réseaux
de fractures dans les nuages sismiques, le PPFN prend en compte non seule-
ment les hypocentres des événements mais aussi leurs magnitudes et leurs
mécanismes au foyer, afin de garder un lien plus étroit avec les propriétés
géophysiques des séismes. Le principe de base du PPFN est d’estimer la
connectivité entre toute position spatiale dans le nuage sismique et les évé-
nements en se basant sur la distance de chaque événement, la taille minimale
du plan de rupture dérivée de la magnitude de l’événement et l’orientation
fournie par le mécanisme au foyer. Le PPFN est testé sur un ensemble de
données synthétiques, où il est démontré que la méthode est capable de re-
produire des plans de rupture placés dans un nuage d’événements répartis de
manière aléatoire. Le PPFN est ensuite appliqué au nuage sismique induit
pendant de la stimulation du puits GPK2, sur le site géothermique profond
de Soultz-sous-Forêts. Il révèle une faille importante dans la partie nord et
profonde du nuage sismique, ce qui corrobore les conclusions de précédents
travaux, et une structure mineure dans la partie supérieure sud, qui pourrait
être une branche de la faille principale.
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1.1 The role and potential of enhanced geother-
mal systems in the current energy market
The current energy markets of many countries worldwide aim at expanding
the share of renewable energies to reduce CO2 emissions. In countries with
suitable geological conditions, most importantly with areas of high heat flow
near the surface in naturally permeable rocks, geothermal energy already
contributes majorly to that goal. Iceland is already covering 90% of its space
heating and 29% of its electricity demand by geothermal energy in 2019 (the
remaining 71% of electricity is produced from hydro-energy) (Orkustofnun,
2020). The major advantage of geothermal energy to most other renewable
energy sources is its potential to provide base load power without high fluc-
tuations like wind or solar energy. Current geothermal plants operate with
capacity factors of 0.5 to 0.9 (IEA, 2017). Yet, while geothermal energy is
principally available everywhere on earth, its safe and economical extraction
is still a challenge in most regions.
A look at the renewable energy statistics 2020 of the International Renew-
able Energy Agency (IRENA, 2020) shows that currently geothermal power
plants worldwide have a total installed capacity of about 14 GWe, which is
only 0.5% of the capacity supplied by renewable energies. A main reason for
this is that the economically most viable and comparatively easy to harness
hydrothermal systems are not found on earth in abundance. In countries
without major hydrothermal resources, enhanced geothermal systems (EGS)
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will have to play an important role to reach a significant increase in geother-
mal energy usage. EGSs aim at accessing hot brine in reservoirs with a
natural permeability too low for direct extraction at economically sufficient
flowrates. Therefore, permeability in the underground has to be increased
artificially by reservoir engineering (Breede et al., 2013). This is a technically
complex process that involves coupled hydro-mechanical-chemical processes
between the wellbore, the reservoir rock and the brine that are still not fully
understood and predictable. Research in this area is ongoing and experiences
in the last decades have already lead to great advancements in this area and
to a growing number of research but also commercially viable EGS sites.
The first research site that explored the feasibility of enhancing reser-
voir permeability is the Fenton Hill site in New Mexico, whose development
started as early as 1974 (Brown, 2009). The project demonstrated the gen-
eral technical feasibility of creating an underground fracture network, making
thermal energy exploitable. One of the most important EGS sites worldwide
is the Soultz-sous-Forêts site located in the French part of the Upper Rhine
Graben. It was initiated as a research site in 1986 and a huge volume of sci-
entific data on EGS has been gathered since (Genter et al., 2010). In 2009,
a 1.5 MWe ORC power plant was commissioned and is in operation to date.
The experiences gained at Soultz sparked the development of other EGS sites
in the Upper Rhine Graben in France and Germany like Insheim (Küperkoch
et al., 2018), Bruchsal (Herzberger et al., 2010), Landau (Vasterling et al.,
2017) and Rittershoffen (Baujard et al., 2017) and the currently developed
sites of Vendenheim (Sanjuan et al., 2020) and Illkirch (Glaas et al., 2020).
In Iceland, at the Reykjanes site, EGS technology is explored in the DEEP-
EGS project (Friðleifsson et al., 2019) to reach supercritical fluids at 5 km
depth that may have the potential to generate 10 times more power than a
traditional geothermal dry steam well (Fridleifsson et al., 2007).
However, there are also drawbacks in the development of EGS sites. The
world’s largest EGS power plant was scheduled to be operational in Ha-
banero, Australia, by 2015 with 40 MWe installed in the first phase. While a
1 MWe demonstration plant went operational at the beginning of May 2013,
the Habanero project was abandoned in 2015, due to unmet economic expec-
tations (Hogarth and Holl, 2017). The development of the largest planned
Asian EGS site in Pohang, Korea, had to be suspended because of a 5.5
magnitude earthquake that might be associated with the field development
(Grigoli et al., 2018). The same fate suffered the EGS project at Basel that
had to be stopped after a magnitude 3.4 earthquake (Häring et al., 2008).
Only if such incidents can be mitigated in future projects, the EGS tech-
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nology can exploit its full potential, which is quite large. Studies show that,
on the European continent, the technical potential for EGSs in a depth up
to 5 km and temperatures above 150°C is nearly 300 GWe (Chamorro et al.,
2014). While this is only a rough estimate not considering specific geological
conditions, it shows that there is considerable room for growth in the use of
EGS in Europe. However, Olasolo et al. (2016), who analyzed specifically
the economics of EGSs, came to the conclusion that significant technological
improvements are required to make EGS facilities profitable and capable of
competing financially with other renewable energy sources by 2030. There-
fore, research has to be concentrated in making development of EGS systems
on the one hand less expensive and on the other hand safer, especially in
terms of induced seismicity.
1.2 Fracture dominated geothermal reservoirs
Many geothermal systems are located in fractured reservoirs (Vidal and Gen-
ter, 2018), characterizing fluid flow in fracture networks is therefore key in
geothermal heat exploitation. Fractures in the subsurface develop in response
to stresses in the rock mass and can be of various origins like lithostatic pres-
sure, fluid pore pressure, tectonic forces or thermal stresses from heating
and cooling. They vary in scale from microns to hundreds of kilometers and
have a significant effect on flow and transport processes in the earth crust,
acting as hydraulic pathways as well as barriers (NRC, 1996). However,
not all fractures are equally hydraulically significant in flow systems. Often
more critical to fluid flow than the amount of fractures is their connectiv-
ity and their inter-connection (Berkowitz, 2002). It has been observed that
among a large number of fractures intersecting a well, only a few may actu-
ally transmit fluid (Evans et al., 2005b; Vidal et al., 2017). Parameters like
fracture density, orientation, size and conductivity as well as the geometry
of the overall network dictate the hydraulic and mechanical properties of the
reservoir, making the assessment of the flow behavior of the geothermal fluid
challenging.
For geothermal reservoirs, the success of the field development is highly
dependent on a fracture network that enables subsurface fluid circulation.
The intersection between the wells and the fracture system is crucial, mak-
ing local fault zones often the main targets during exploration. In the Upper
Rhine Graben, temperature data show a spatial link between high tempera-
tures in the underground and local faults due to hydrothermal circulation
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in the associated fracture networks (Baillieux et al., 2013; Pribnow and
Schellschmidt, 2000). The higher the flowrate at which the fluids can be
extracted and the higher the temperatures, the more geothermal power can
be gained and the more economic the system. However, while too low perme-
ability makes the system uneconomic, very high fracture transmissivities can
also be problematic, since large, highly connected fractures can act as short
circuits between production and injection wells (Brown et al., 1999). In such
cases, reinjected fluids do not have enough residence time in the reservoir to
absorb much heat.
Unlike hydrothermal systems, EGSs initially lack a conductive enough
fracture network for economic operation. Therefore, the natural fracture net-
work is enhanced by reservoir stimulation. These operations require knowl-
edge about the subsurface stresses and the initial fracture geometry to be
safe and efficient. For example, in the Upper Rhine Graben, fault zones
are steeply dipping, therefore vertical wells have a low probability of ideally
intersecting them and connection between fracture zones and wells may be
weak (Vidal and Genter, 2018). The most recent wells drilled in the URG
were deviated to reach higher intersection with the fracture system associ-
ated with the fault zone. These deviated wells show high hydraulic yields,
even making reservoir stimulation unnecessary as observed at wells in Rit-
tershoffen (GRT-2), Brühl (GT-1) or Insheim (GTI-2) (Vidal and Genter,
2018).
Over the course of reservoir development and exploitation, the stress state
of the rock mass and the mechanical and hydraulic properties of the frac-
ture network are perturbed by injection and extraction of fluids (Taron and
Elsworth, 2010). These processes take place inevitably but are also used
intentionally to influence the fracture network in stimulation operations of
EGSs to increase rock permeability. However, processes during fluid extrac-
tion and injection are complex and not always predictable. Pore pressure
changes, thermal effects and chemical reactions may cause movement on
existing fractures, create new ones, lead to dissolution or precipitation of
minerals and can over a lifetime of a reservoir lead to a net increase as well
as decrease of the fracture network permeability depending on the specific
conditions (André et al., 2006; Blöcher et al., 2016; Koh et al., 2011).
Fracture networks in underground reservoirs can be characterized by dif-
ferent approaches that each have advantages and disadvantages and provide
different levels of detail. To get a direct, physical image of the fractures in the
reservoir, the only way is the analysis of well-logs and cores (Dezayes et al.,
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2004; Dezayes et al., 2010; Vidal et al., 2017). They provide an impression
of fracture density, size, aperture and orientation and an indication of their
connectivity. The major drawback is that logs and cores only provide a very
limited spatial image in the direct vicinity of the well, not the 3D layout of
the fracture network in the reservoir. Similar limitations has the mapping
of outcrops as reservoir analogues (Cilona et al., 2016; Watkins et al., 2018).
Here, the general pattern of fracture interconnection can be studied in 2D
but outcrops can only be assumed to be representative of the underground
conditions, which is not always the case (Howell et al., 2014; Watkins et al.,
2015).
To analyse fluid flow in the reservoir, the fracture network properties
estimated from logs, cores and/or outcrops can be used to build a fracture
network model and simulate the hydraulic conditions. A huge amount of
research has been performed in this domain (e.g. Kohl and Mégel, 2007;
Tóth, 2010; Darcel et al., 2003b; Follin et al., 2014) but it is not subject of
this thesis.
Instead, the focus is on the use of induced seismicity for reservoir imaging.
Seismicity may be induced by activities like drilling, circulation and hydraulic
stimulation of geothermal reservoirs (e.g. Maurer et al., 2020; Cuenot et
al., 2008) due to shearing on fracture surfaces (Chapter 2). Therefore, the
locations of induced earthquakes can be used to image the fracture network.
This approach cannot provide a detailed map of the mesoscale fractures but
it is able to image important fault zones across the 3D reservoir on a scale
starting at several tens of meters. However, it has to be kept in mind that
only seismogenic structures are highlighted, which may not represent the
entirety on the fracture network.
1.3 Stimulation of enhanced geothermal sys-
tems and induced seismicity
Most environments do not provide ideal conditions for harnessing geothermal
energy from the underground. A common obstacle is that the permeability
of the fracture network in the potential reservoir is not high enough to allow
fluid extraction at sufficient flowrates. In such a case, the reservoir might
be stimulated by different approaches to increase the permeability by open-
ing/widening fractures that act as fluid pathways. The geothermal system
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is then considered an enhanced geothermal system (EGS) in contrast to hy-
drothermal systems that do not require permeability enhancement. The most
commonly used stimulation approach is hydraulic stimulation (Breede et al.,
2013), during which fluid at high pressures is injected into the underground to
induce shear movement on the fractures that leads to an increase in aperture
(McClure and Horne, 2014). In regions with very hot reservoir tempera-
tures like Iceland, thermal stimulation is a widely employed technique. The
high temperature differences between injected fluid and reservoir rock causes
widening of pre-existing fractures due to shrinkage of the rock mass as well
as creation of new fractures by thermal cracking (Axelsson et al., 2006). If
minerals are plugging the fractures, they can be dissolved by injecting special
chemicals in a chemical stimulation operation (Portier et al., 2009). Often
wells are stimulated several times, applying different stimulation techniques
to efficiently increase permeability of the fracture network.
Reservoir stimulation at EGS sites is regularly accompanied by induced
seismicity, especially hydraulic stimulation operations (Evans et al., 2012).
Small earthquakes are the expected and natural result of shearing on the
fracture surfaces that leads to enhanced permeability. The conditions under
which seismicity is induced depend on the local stress field in the underground
that is building up due to tectonic forces over geological time scales (Zang and
Stephansson, 2009). Natural earthquakes are one of the main mechanisms to
release these stresses when they exceed the strength of pre-existing planes of
weakness. Induced earthquakes follow the same principal, they occur when
either the local stress field is perturbed or the strength of the fracture is
reduced in a way that it is not stable anymore (Trifu, 2002). The initial
cause of the stress perturbation is in most cases assumed to be the increasing
pore pressure following fluid injection as also observed in other contexts like
wastewater disposal (Keranen et al., 2014), oil- and gas-recovery (Maxwell
et al., 2010) or CO2-sequestration (Rutqvist et al., 2016). Other processes
like temperature variations and chemical reactions in the reservoir can also
influence stress state and fault stability and lead to rock failure.
Seismicity at EGS sites is routinely monitored real-time to adjust the
injection scheme to the level of induced seismicity. The majority of seismic
events induced during development and exploitation of geothermal fields is
below magnitudes that would cause damage or can be felt by the population
(Evans et al., 2012). Still, induced seismicity can reach unexpectedly high
magnitudes and lead to the abandonment of a project. One such example
is the Basel Deep Heat Mining project where stimulation caused an event
of magnitude 3.4 after shut-in (Häring et al., 2008). The situation is even
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more complicated and unpredictable when injection triggers seismicity on
nearby fault structures that were not directly targeted. This happened likely
at the Pohang geothermal site were a magnitude 5.5 earthquake occurred
near the project site (Grigoli et al., 2018). That induced seismicity can be
observed even after injection stopped or farther away from the project site
is attributed to mechanisms like pore pressure diffusion, poro-elastic effects,
aseismic stress transfer by slow movements or event-to-event triggering (Eyre
et al., 2019; Fan et al., 2019; Mukuhira et al., 2017; Schoenball et al., 2012).
The interactions between all these mechanisms cannot be easily traced or
predicted.
Approaches to forecast induced seismicity are either based on the statis-
tics of already monitored induced seismicity, on physical models of the geo-
mechanical processes in the geothermal reservoir or the combination of both
concepts (Gaucher et al., 2015b). Statistical models use the pattern of al-
ready monitored seismicity to predict changes of seismicity rate and mag-
nitudes in relation to the stimulation operational parameters (e.g. Bach-
mann et al., 2011). Based on this approach, so called traffic-light systems
have been developed to prevent large magnitude events during geothermal
reservoir stimulation (e.g. Bommer et al., 2006). To date, for quantitative
forecasts of induced seismicity during reservoir stimulation mostly statistical
models are used. They are easy to implement, allow real-time application
and have proven their ability to forecast induced seismicity during the main
stimulation phase (e.g. Mena et al., 2013). However, they fail to predict
large magnitude events during or after shut-in (Häring et al., 2008). The
underlying reason for this limitation is the missing physical link between the
processes at the origin of the induced seismicity and the seismic catalogue.
Such a link is provided by physics-based forecasting methods (e.g. Koh
et al., 2011; Kohl and Mégel, 2007; McClure and Horne, 2014). They aim
at predicting induced seismicity by modelling the underlying geomechanical
processes during stimulation operations and therewith rely on an accurate
description and parameterization of the reservoir conditions. Quantitative
forecast based on physical models is still challenging due to the outlined
complex processes that lead to induced seismicity. In hybrid models, the ad-
vantages of both, statistical and physics-based approaches, are combined (e.g.
Shapiro et al., 2007; Shapiro and Dinske, 2009; Gischig and Wiemer, 2013;
Goertz-Allmann and Wiemer, 2012), making them promising candidates for
the use as reliable forecasting methods.
Since induced seismicity is a potential risk and one of the main reasons
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for public rejection of EGS projects (Evans et al., 2012), it is important to
advance prediction and mitigation of especially large magnitude event by
getting a deeper understanding of the processes behind induced seismicity.
Several factors can influence seismicity rate and event magnitudes like in-
jection flowrate and pressure, total injected volume, injection depth, local
stress field, rock type, natural seismicity in the area and proximity to faults
(Gaucher et al., 2015a). Studies of induced seismicity at EGS projects have
shown that the largest magnitude event cannot be reliably related to one sin-
gle operational parameter like maximum injection pressure, injected volume
or injection flowrate (Evans et al., 2012). This makes it difficult to predict
the reaction of the reservoir to fluid injection and despite extensive research
having been carried out in the last years in the field of induced seismicity,
it is still not controllable to a sufficient degree to consider it a non-issue for
future EGS projects.
While induced seismicity is a potential risk in the development and op-
eration of EGS, it can also be a valuable tool for reservoir characterization
(Cuenot et al., 2008; Deichmann et al., 2014; Lengliné et al., 2017). Since
seismicity is induced on fractures whose permeability is enhanced during
stimulation, the earthquake hypocenters can be used to image at least part
of the underground fracture network that otherwise often remains highly
speculative. The tempo-spatial distribution of induced seismicity in com-
bination with the operational parameters during stimulation can also give
insight into the mechanisms behind the induced seismicity (Maurer et al.,
2020). Induced seismicity can therewith help to get a clearer picture of the
pathways and processes that guide fluid flow in the reservoir.
1.4 Thesis overview
The objective of this thesis is to demonstrate how induced seismicity in en-
hanced geothermal systems can be used to characterize the underground fault
network. The main points are to identify the geometry of the fault network
and to understand its mechanical reaction during reservoir stimulation oper-
ations that lead to induced seismicity. The geometry of the fault network is
a deciding factor for fluid flow in the reservoir and therefore the exploitation
of hot brine, while induced seismicity is one of the main show-stoppers in the
current development of EGSs. This thesis aims at contributing to a better
understanding of these two key points to make development of EGSs safer
and better predictable.
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To get a theoretical understanding of why seismicity is induced during
stimulation of enhanced geothermal systems and can be used for fault net-
work characterization, Chapter 2 provides the geomechanical background of
earthquake generation. Chapter 3 gives an overview over earthquake detec-
tion and location techniques to explain the choices in methodology made in
this work. In Chapter 4, the two sites of the enhanced geothermal systems
Rittershoffen and Soultz-sous-Forêts are introduced. The seismicity induced
during the stimulation of the well GRT1, Rittershoffen, and GPK2, Soultz-
sous-Forêts, is compared since the analysis that constitute this thesis are
based on these two seismic catalogues.
In the main part of the thesis, two different cases of fault network char-
acterization from induced seismicity are presented in two individual studies
that are accepted for publication or submitted to international journals. The
first study (Chapter 5) is a detailed interpretation of the seismicity induced
over the injection sequence of thermal, chemical and hydraulic stimulation
of the well GRT1 of the deep geothermal reservoir Rittershoffen. In this
study, advanced methodologies like template matching detection, relative re-
location and waveform clustering are integrated to obtain a comprehensive
seismic catalogue. This catalogue is the basis for a detailed analysis of the
tempo-spatial event distribution, the mechanical state of the fault and its
changes over the injection sequence, and the processes behind the induced
seismicity.
The second study (Chapter 6) presents a new method to highlight the
geometry of the fault network in seismic clouds that do not exhibit obvious
planar features even after precise event location. Instead of trying to infer
the definite layout of the fault system, this method computes a measure
of likelihood to have a fracture at a given location in the seismic cloud.
For the computation, the spatial distribution of the event hypocenters, their
magnitudes and their focal mechanisms are used, thus keeping a close link
with the geophysical properties of the earthquakes. The method is applied
to a set of synthetic datasets to demonstrate its feasibility and then to the
seismicity induced during the stimulation of the well GPK2 of the Soultz-
sous-Forêts geothermal site.
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Chapter 2
Earthquake geomechanics
In this chapter, an introduction to basic principles of rock mechanics and
earthquake generation as well as to the seismological foundations of earth-
quake source characterization is given. There exist various textbooks on
these topics, the descriptions and explanations in this chapter follow mainly
the monographs of Zoback (2010), Cornet (2015), Shearer (2019) and Aki
and Richards (2009).
2.1 Stress in rock masses
Stress is the amount of force per unit area experienced by a material, e.g.
the rock mass in the underground. Stresses in the underground rock mass
are the result of different forces acting on it, like the overburden of overlying
rocks causing lithostatic or confining stress equal from all directions and tec-
tonic forces introducing deviatoric stresses or differential stresses that can be
tensional, compressional or shear stresses (Fig. 2.1). The rock mass responds
to the experienced stress with strain, which is a measure of deformation of
the material.
Depending on several factors like pore pressure, strain rate, rock strength,
temperature, stress intensity, time, and confining pressure the rock may re-
spond with elastic deformation, ductile deformation or brittle deformation.
Elastic deformation is reversible, meaning the rock mass returns to its orig-
inal state when the stress would be removed. In this case, the experienced
13
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Figure 2.1 – Different types of differential stresses acting on a rock volume causing
strain.
stress is lower than the yield strength of the rock. Ductile deformation and
brittle deformation occur when the yield strength of the rock is surpassed by
the applied stress and lead to permanent deformation. While during ductile
deformation, the rock mass stays in one piece, during brittle deformation the
rock breaks and a fracture is created (Fig. 2.2).
Shear stress released on such fractures by sliding rock masses is what
causes earthquakes. This can be explained by the elastic rebound theory
(Reid, 1910). When rock is strained to the point that it undergoes brittle
deformation, it has already experienced a certain amount of elastic defor-
mation during which energy is stored. Once rupture occurs, the rocks on
both sides of the fault slip past each other to recover their original shape.
This is called elastic rebound and releases the stored energy in form of heat
and seismic waves (Fig. 2.3). After the rupture, the fault blocks may be
locked together by friction and if stresses build up over time again, they can
overcome the frictional resistance, the fault blocks slip again and the next
earthquake occurs. In locations where the fault blocks are not locked, the ap-
plied stress causes continuous, gradual displacement between the fault blocks
called fault creep.
Whether rock failure and slippage occur when stresses are applied to
the rock mass in an underground reservoir is majorly dependent on the pre-
existing stresses in the underground and therewith the local stress field as well
as the orientation of pre-existing fractures. Stresses can be described by a so-
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Figure 2.2 – Schematic stress-strain-diagram, indicating the different types of
deformation with increasing stress and strain.
Figure 2.3 – Schematic of the earthquake-generation process. With increasing
stress built-up, the rock mass first deforms elastically, then it ruptures and the
stored elastic energy is released in form of seismic energy as an earthquake.
called stress tensor (Shearer, 2019). If an elementary volume in the rock mass
is considered, stresses can act on every side of that volume in three directions
x, y, z, resulting in three stress vectors for each side that can be summarized
in form of a 2 dimensional tensor. This resulting stress tensor would consist
of 9 components σij with i, j = 1, 2, 3, with i denoting the direction of the
plane normal on the elementary volume and j the direction in which the
stress is acting (Fig. 2.4). The diagonal elements of the tensor, where i = j,
are the normal stresses, meaning the stress is acting perpendicular to the
plane. All other elements, where i 6= j, are shear stresses denoted by τij.
Because the elementary volume is assumed to be in static equilibrium,
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Figure 2.4 – Stress acting on an elementary volume in three different orientations
on each surface, resulting in the nine components of the stress tensor.
angular momentum has to be conserved so that τij = τji. Therefore, the
stress tensor is symmetric and consists of only six independent components
that describe the stress state at each point in the rock mass:
σ =
σxx τxy τxzτxy σyy τyz
τxz τyz σzz
 . (2.1)
In any stress field, one can find a set of three orthogonal planes such that
there are no shear stresses acting on these planes and the stress tensor thus
takes a diagonal form:
σ =
σ1 0 00 σ2 0
0 0 σ3
 . (2.2)
This transformation can be done by calculating the eigenvalues of the tensor.
The corresponding eigenvectors are orthogonal and define the so-called prin-
cipal stress axes of the stress field. In rock mechanics, the principal stresses
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Figure 2.5 – Different modes of faulting, depending on the local stress regime.
are conventionally sorted in the following order:
σ1 ≥ σ2 ≥ σ3 , (2.3)
where σ1 and σ3 are called the maximum and the minimum principal stress
respectively.
In an underground reservoir, normally the vertical stress σv caused by the
overburden is assumed to be one of the principal stresses (Andersonian stress
system (Anderson, 1951)). The other two principal stresses would then be
the maximum horizontal stress σH and the minimum horizontal stress σh.
The stress magnitudes depend on the tectonic setting and determine the
dominant mode of faulting in the area (Anderson, 1951). If σv > σH > σh,
the expected faulting mode would be normal faulting, if σH > σv > σh, it
would be strike-slip-faulting and if σH > σh > σv it would be thrust or reverse
faulting (Fig. 2.5). Conversely, the stress regime of a site can be deduced
from observed faults.
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2.2 Rock failure on fault planes
2.2.1 Mohr-Coulomb failure criterion
Whether slippage occurs on a fracture depends on the normal and shear
stresses acting on it, which are again dependent on the fracture orientation
relative to the local stress field. In the following, the case of an arbitrary
x-y coordinate system in 2D space is discussed: A plane with angle θ to the
direction σxx (that is relative to the x-axis), is subjected to the normal stress




(σxx + σyy) +
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(σyy − σxx) sin(2θ) + τxy cos(2θ) . (2.5)
Equations (2.4) and (2.5) are the parametric equations of the so-called Mohr-
circle (Mohr, 1914), which is drawn in σ-τ space. The Mohr-circle visualizes
the possible relationships between the normal and shear stresses acting on a
plane of any orientation (see Fig. 2.6, left). Center and radius of the Mohr-













+ τ 2xy . (2.6)
This can be seen as the equation of a circle with the general form:
(x− a)2 + (y − b)2 = r2 , (2.7)








+ τ 2xy (2.8)
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, (2.9)
putting the Mohr-circle on the σ-axis in the σ-τ diagram. The minimum and
maximum normal stresses (left and right intersection of the Mohr-circle with




















+ τ 2xy . (2.11)
If the coordinate system is chosen such that the axes are parallel to the
principal stresses, the τij components become zero (see Eq. (2.2)) and there-
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2
(σ1 − σ2) cos(2θ) (2.12)
τ = −1
2
(σ1 − σ2) sin(2θ) , (2.13)
where θ is now the angle between maximum principal stress σ1 and plane












(σ1 − σ2) . (2.15)
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Figure 2.6 – Mohr-circles plotted in the σ-τ diagram. Left: in 2D space, the
angle θ is the angle of the plane to the σ1 direction. Right: in 3D space, the stress
state of any plane lies within the radius of the σ1-σ3 circle but outside the σ1-σ2
and the σ2-σ3 circle.
The above equations are 2D representations for the x-y, or σ1-σ2 space but
could just as well be set up for the σ2-σ3 and σ1-σ3 space. All three Mohr-
circles are shown in Fig. 2.6. A full 3D treatment shows that normal and






































One can read these as relationships between σ, τ , the Mohr-radii rij =
1
2
|σi − σj| and their circle centers aij = 12(σi + σj). In effect, only those
points (σ, τ) which lie within the biggest but outside of the two smaller cir-
cles are valid configurations for normal and shear stress for any plane in 3D
space (see Fig. 2.6).
To decide if a plane of a certain orientation would slip, a failure crite-
rion can be applied that divides stable from unstable conditions. The plane
slips when the shear stress on the plane is larger than the forces stabilizing
the plane. One commonly applied failure criterion is the Coulomb failure
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criterion (Coulomb, 1773). Failure is reached when:
τ = µσ + c (2.17)
The forces stabilizing the plane have two different origins: On the one
hand, shear movement is opposed by friction caused by the normal stress σ
acting on the plane and the friction coefficient µ of the material. On the
other hand, the material possesses a certain internal strength, expressed by
its cohesion c. The Coulomb failure criterion can be plotted together with
the Mohr-circle in the σ-τ diagram for the σ1-σ3 space (Fig. 2.7), since it
assumes that failure is controlled by the maximum shear stress. If the Mohr-
circle touches or crosses the failure criterion, faults with orientations in the
area where the Mohr-circle lies above the failure criterion would slip in the
present stress field, while planes with orientations below the failure line would
be stable. The angle θ between a fault plane with an optimal orientation for
failure and the σ1-direction direction, that is the angle for which the failure









where φ = arctanµ. If the rock was initially intact, this is the angle a newly
created fracture will have relative to σ1.
The Mohr-Coulomb criterion is the most commonly applied failure crite-
rion to evaluate rock stability because it is simply and intuitive. However,
other failure criteria exist, some of them also considering the influence of the
intermediate stress σ2 on rock strength (Zoback, 2010).
In the earth crust, fractures and faults exist in a stable state until an
event or process changes the conditions in a way that the failure criterion
is met. Looking at the Mohr-Coulomb criterion, this can either be due to
a disturbance of the stress field, causing the effective stresses acting on the
fault plane to decline, or a change in the mechanical rock properties, namely
cohesion and friction coefficient. During stimulation operations in geothermal
reservoirs, it is assumed that the most common cause for rock failure and
therewith for induced seismicity is the applied fluid pressure. However, more
and more research indicates that other effects may play an important role as
well (Gaucher et al., 2015a).
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Figure 2.7 – Coulomb failure criterion (straight line) and Mohr circle. Left: the
fault plane optimally oriented for failure has the angle θ to the σ1 direction. c
is the cohesion, φ is the friction angle of the rock. Right: the pore pressure p is
reducing the total stresses and can move the Mohr-circle from stable to unstable
conditions.
2.2.2 Pore fluid pressure
In the above section, the stress conditions under which rock breaks and slip-
page on a fracture occurs have been outlined. However, one important factor
that has been neglected in this examination so far is the fluid present in
the underground. Since geothermal energy production relies on circulation
of fluids in the reservoir and stimulation operations involve the injection of
fluids partly at high pressures, the influence of the fluid pressure on rock
stability is a crucial factor. As already explained in the introduction, many
geothermal reservoirs are fractured reservoirs and as such fluid flow is guided
by the fractures and faults while flow in the rock matrix plays a minor role.
The flow rate Q of a fluid in a fracture is dependent on the fracture
aperture a, the permeability k and the dynamic viscosity µ of the fluid and
the pore fluid pressure p:
Q = −a · k
µ
· ∇p . (2.19)





This results in a cubic relationship between flowrate and fracture aperture,
known as the cubic law (Snow, 1965). However, this relationship is an ap-
proximation strictly valid only for flow between parallel plates, the roughness
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of the fracture surfaces or small-scale variations in the fracture aperture and
orientation are not considered. Still, flow in the reservoir is highly depen-
dent on fracture aperture and the fracture aperture can change under applied
pressure, an effect which is used during reservoir stimulation.
When injecting fluid at high pressure, the fracture first reacts by an elastic
response, resulting in widening of the fracture and therefore an increase in
aperture. This makes more space available for the fluid, which in turn reduces
the further build-up of fluid pressure if injection flowrate is not increased. The
elastic stresses resulting from the widening of the fractures are distributed by
diffusion into the reservoir away from the injection point (Biot, 1941; Wang,
2000).
When even higher fluid pressure is applied, the fracture approaches a crit-
ical state and slips, resulting in a displacement of the fracture walls against
each other leading to a permanent increase of aperture and therewith reser-
voir permeability (Barton et al., 1985; Willis-Richards et al., 1996). The
reason fractures slip under increased fluid pressure is that the pore fluid
pressure in the reservoir is acting against the rock mass (Terzaghi, 1936).
Therewith, pore pressure reduces the stress in the rock mass to the so-called
effective stress:
σi,eff = σi,tot − p , (2.21)
where the total stress σtot is the stress on the rock resulting from the local
stress field and p is the pore fluid pressure. When investigating rock failure
with the Mohr-Coulomb analysis, the effective stress has to be considered
not the total stress. Since pore pressure reduces the effective stress, the rock
might fail even if it would be stable if only the total stress would act on it
(Fig. 2.7). This effect is used during hydraulic stimulation. The injection
of fluid leads to an increase in pore pressure, the effective stresses acting on
the rock are decreased and failure ensues, resulting in the creation of higher
permeability.
2.2.3 Alternative causes for rock failure
In geothermal systems, the fluid transport is closely linked to heat transport
processes and temperature changes also introduce stress perturbation in the
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rock mass. Fluid and rocks react to the heating and cooling with expansion
and contraction, leading to thermally induced stresses (Jeanne et al., 2017).
Similar to pore pressure, a temperature decrease reduces the effective stress
by the thermo-elastic effect. Rapid cooling of the rock mass can lead to
thermal cracking due to contraction while the expansion of the fluid during
heating can lead to an additional increase in pore pressure (Gens et al., 2007;
Axelsson et al., 2006). Because the cold injected fluid during stimulation
heats up quickly, it is assumed that thermal effects initially are restricted
to the direct vicinity of the well, however, during long-term fluid circulation
larger parts of the reservoir can be effected over time. Next to hydraulic
and thermal effects, fluid injection can also lead to chemical reactions on the
fracture surfaces. This is of course especially true for chemical stimulations
(Portier et al., 2009) but the thermal perturbation alone during hydraulic
or thermal stimulations can initiate chemical reactions like dissolution or
precipitation. Such chemical reactions can cause changes in the mechanical
properties of the fractures and may result in a reduction of cohesion and/or
friction coefficient, bringing the fracture closer to failure.
Next to effects directly caused by the injection fluid, other mechanism can
be provoked by the initial stress perturbation. This may also lead to induced
seismicity in larger distances from the injection point than reached by the
migrating fluid. As already explained, the initial reaction of the fractures
to increased pore pressure is elastic opening. This leads to elastic stresses
in the surrounding rock matrix that are distributed by poro-elastic stress
transfer (Biot, 1962; Rice and Cleary, 1976). Poro-elastic stress transfer can
result into failure on faults that would not slip due to increased pore fluid
pressure alone (Fan et al., 2019). It can also cause seismicity on faults in
large distances from the injection source where pore fluid pressure increase is
minor and the elastic stress response can be much quicker than pore pressure
diffusion if the permeability is low (Deng et al., 2016).
Another mechanism that may contribute to induced seismicity is static
stress transfer and the related effect of event-to-event triggering. Resulting
from slip on a fault plane, stresses are re-distributed in the surrounding rock
mass. While stress is released along the fracture plane, stresses build up
at the fracture tips. This stress re-distribution is analytically described for
the simplified case of a homogeneous half-space by Okada (1992) and for
more complex settings by Wang et al. (2003) and Wang et al. (2006). Static
stress transfer can lead to failure on other previously near-critical fractures
in the vicinity of the initial rupture plane and may cause further induced
seismicity by event-to-event triggering, where the stress changes related to
2.3. EARTHQUAKE SOURCE CHARACTERIZATION 25
one seismic event trigger another event and so on. This can lead to aftershock
sequences following large earthquakes (King et al., 1994). The role of static
stress transfer for seismicity induced during the stimulation of geothermal
reservoirs is analyzed for example in Schoenball et al. (2012) or Lengliné et
al. (2017).
Lately, aseismic slip has attracted much attention as possible stress trans-
fer mechanism in geothermal reservoirs. Aseismic slip or creep describes the
slow movement on fault planes without apparent seismicity. It may occur on
faults with low frictional strength, where the fault blocks are not locked, or
when low normal stresses are acting on the fault plane, which can also be a
result of elevated pore-fluid pressure. Aseismic slip has been observed in the
Soultz-sous-Forêts geothermal reservoir by several studies that show that the
amount of slippage and stress release on the fractures cannot be explained
by the induced seismicity alone (Cornet et al., 1997; Bourouis and Bernard,
2007; Calò et al., 2011). Such field observations are confirmed by experiments
and numerical models evidencing that aseismic slip can play an important
role for stress distribution and triggering induced seismicity. Schmittbuhl et
al. (2014) investigated the link between aseismic slip and induced seismicity
by conducting a laboratory experiment in which they tracked the evolution
of an interfacial crack subjected to a load in time and space using optical
and acoustic sensors. They showed that creep can trigger induced seismicity
when heterogeneities exist along the fault and that seismic event occurrences
in time and space are strongly related to the development of the aseismic
motion. The models of Eyre et al. (2019) and Bhattacharya and Viesca
(2019) evidence that the overpressure caused by fluid injection may activate
aseismic slip over large distances and that the stress transfer resulting from
aseismic slip can outpace the pore pressure diffusion front. All in all, there
is ample evidence that aseismic stress transfer can be an important driver of
induced seismicity in geothermal reservoirs.
2.3 Earthquake source characterization
2.3.1 Earthquake focal mechanism
The geometry of the source of an earthquake caused by rock failure can
be described by the so-called focal mechanism or fault plane solution. It
can be defined by strike (0◦ ≤ ϕ < 360◦), dip (0◦ ≤ δ ≤ 90◦) and rake
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Figure 2.8 – Schematic of slip on a fault with slip vector ~l, strike ϕ, dip δ and
rake λ. N is the north-direction, Z is the depth-direction.
(0◦ ≤ λ < 360◦), and the magnitude of the slip vector ~l (Fig. 2.8). Focal
mechanisms are commonly derived either from the seismic moment tensor
(e.g. Hingee et al., 2011) or from the pattern of first motion polarities of the
seismic waves recorded at different seismic stations (e.g. Lentas, 2018).
The seismic moment tensor of an earthquake is the representation of
the distribution of body forces resulting from the rupture (Shearer, 2019).
The internal forces caused by slip on a fault plane must counteract each
other to ensure conservation of momentum, resulting in two force vectors of
the same magnitude and opposite orientation termed force couple. If the
two vectors are separated by a distance perpendicular to their orientation,
angular momentum has to be conserved by a second force couple of the same
magnitude acting perpendicular to the first one. Such a pair of perpendicular
force couples is termed double couple. In 3D space, nine different force
couplesMij pointing in direction i and separated in direction j can be defined
(Fig. 2.9). They are summarized in the moment tensor M that consists of
three double couples Mij = Mji and three isotropic components with i = j:
M =
Mxx Mxy MxzMyx Myy Myz
Mzx Mzy Mzz
 . (2.22)
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Figure 2.9 – The nine force double-couples of the moment tensor acting in three
directions i separated in direction j. After Shearer (2019).
Although the moment tensor is an idealized representation of the internal
forces acting at a point source, it can be used as an approximation for seismic
sources that are small in comparison to the seismic wavelengths.
The moment tensor of an earthquake is characteristic for its focal mecha-
nism. Strike ϕ, dip δ and rake λ of the rupture plane of a double-couple source
are related to the components of the moment tensor (Aki and Richards, 2009):
28 CHAPTER 2. EARTHQUAKE GEOMECHANICS
Mxx =−M0
[
sin(δ) cos(λ) sin(2ϕ) + sin(2δ) sin(λ) sin2(2ϕ)
]
Mxy = M0 [sin(δ) cos(λ) cos(2ϕ) + 0.5 sin(2δ) sin(λ) sin(2ϕ)]
Mxz =−M0 [cos(δ) cos(λ) cos(ϕ) + cos(2δ) sin(λ) sin(ϕ)]
Myy = M0
[
sin(δ) cos(λ) sin(2ϕ)− sin(2δ) sin(λ) cos2(ϕ)
]
Myz =−M0 [cos(δ) cos(λ) sin(ϕ)− cos(2δ) sin(λ) cos(ϕ)]
Mzz = M0 [sin(2δ) sin(λ)] . (2.23)
The scalar seismic momentM0 is a basic measure of earthquake strength and









With the above relationships (2.23) and (2.24), the focal mechanism of an
earthquake can be obtained by determining its moment tensor. The moment
tensor is related to the displacement on the earth’s surface that is measured
in seismograms by the so-called Green’s function (Jost and Herrmann, 1989).
The Green’s function describes the response of the rock mass to the seismic
waves traveling through the earth from earthquake source to seismic station.
From the Green’s function and the measured seismogram, the moment tensor
can be determined by moment-tensor inversion.
Even though the focal mechanism of a seismic source can be obtained
by its moment tensor, routine waveform inversion techniques are usually
mostly suitable for medium to large magnitude earthquakes that are detected
by stations at teleseismic distances (Hingee et al., 2011; Ritsema and Lay,
1995). An alternative approach to obtain the focal mechanism of the source,
e.g. for smaller earthquakes on a local scale, is to evaluate waveform first
motion polarities (Schneider et al., 1987; Lentas, 2018). The polarity and the
amplitude of the first arrival of a seismic wave recorded at a seismic station
depend on the wave type, the position of the station relative to the earthquake
source and the underlying focal mechanism (Bormann et al., 2012). Figure
2.10 shows the example of a left lateral shear displacement along a fault plane
(mapview). At the stations aligned with the strike of the fault (stations 1
and 5), no P-wave will be recorded because its motion pattern has opposite
polarities on both sides of the fault that cancel each other out. The station
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Figure 2.10 – Schematic of a left-lateral strike-slip fault and 5 seismic stations
(black triangles) aligned with the fault (1 and 5), perpendicular to the fault (3)
and in angles of 45◦ to the fault plane (2 and 4). After Bormann et al. (2012).
perpendicular to the fault (station 3) will also not receive a P-wave because
the P-wave displacement acts only in direction of the wave propagation.
Stations 2 and 4 on the other hand, positioned at a 45◦ angle to the fault,
are receiving the P-wave arrivals at their maximum amplitudes but with
opposite polarity. Therefore, by observing the P-wave polarities at various
stations with high azimuthal coverage around the earthquake hypocenter,
the fault plane solution of the earthquake can be obtained.
Fault plane solutions are usually depicted as graphical representations,
the so-called beach balls (Fig. 2.11). The beach ball is representing the
focal sphere, an arbitrarily small sphere around the seismic source. It can
be divided into four quadrants separated by the nodal lines, which are the
projections of the fault plane and its perpendicular auxiliary plane.
The P-wave polarity is the same in each quadrant but the amplitudes are
large in the center and zero at the fault plane and the auxiliary plane. While
opposite quadrants are characterized by the same P-wave polarity, adjunc-
tive quadrants show polarities inverse to each other. How the quadrants are
arranged on the focal sphere depends on the orientation of the fault (strike
and dip) and on the slip direction (rake) (Bormann et al., 2012). This is
illustrated by Fig. 2.11, which shows the beach ball representations for dif-
ferent types of faults. Black represents quadrants of positive P-wave polarity
and resulting compressional stress and white represents quadrants of negative
P-wave polarity and resulting tensional stress.
Due to the fact that the first-motion patterns are symmetric, which can
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Figure 2.11 – Graphical representation (often referred to as beach balls) of the
focal mechanisms of a thrust fault (left), normal fault (middle) and strike-slip fault
(right).
be also seen in the seismic moment tensor, whereMij = Mji, there are always
two fault planes with indistinguishable displacement fields and therefore the
same focal mechanism representation. Discriminating between the real fault
plane and the auxiliary plane for an obtained fault plane solution requires
further geological constraints like knowledge about the local stress field and
dominant fracture orientations in the region (Schoenball et al., 2014).
2.3.2 Earthquake strength and source size
The strength of an earthquake is most commonly given by its magnitude,
which is an indirect approximation of the released energy. The first earth-
quake magnitude was introduced by Richter (1935) and is now called the
local magnitude ML. The local magnitude is determined from the maximum
waveform amplitude and relies on calibration to a reference event. There-
fore, it is only valid within a specific source region. While the transferability
of the original local magnitude scale is limited since it has been specifically
designed for southern California, the principal of deriving ML can be trans-
ferred to other regions by defining appropriate calibration functions. Related
toML is the coda magnitude (e.g. Suteau and Whitcomb, 1979), which is not
derived from the maximum amplitude but from the amplitude of the scat-
tered waves (the coda) following the first P and S arrivals (Shearer, 2019).
Coda magnitudes are often more stable thanML because they use an average
over the radiation pattern instead of relying on a single value. Another local
magnitude scale is the duration magnitude Md, which is based on the signal
duration of the earthquake (e.g. Castello et al., 2007). The signal duration
can be determined by different means but is basically the time span from
P-wave arrival to the point when the earthquake signal becomes indistin-
guishable from the seismic noise.
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For teleseimic earthquakes, wave propagation in the deep earth is more
regular than for shallower, local events, permitting the establishment of glo-
bally applicable magnitude scales like the body wave magnitude Mb and the
surface wave magnitude Ms (Bormann et al., 2012). While Mb and Ms have
been developed to be in agreement with ML for seismicity in California as
far as possible, alignment cannot be reached for the full range of event sizes
(Utsu, 2002a). The reason is that the various magnitudes are calculated
from different waveform periods and the frequency distribution of the earth-
quake source spectrum changes as a function of event size. Below a certain
frequency, the so-called corner frequency fc, there is a linear relationship
between magnitude and seismic moment of an earthquake but at frequen-
cies higher than fc this linearity breaks down, causing a dealignment of the
magnitude scale and the increasing source size (Shearer, 2019). The cor-
ner frequency moves to lower frequencies for larger events. When the event
size exceeds a certain value, the corner frequency moves below the frequency
used for determining the magnitude. Then, the magnitude is not increasing
anymore in accordance with the event size, a phenomenon called magnitude
saturation.
In contrast to the above described magnitude scales, the moment magni-
tudeMw is not derived from instrumental measurements but directly from the
seismic moment M0. The moment magnitude is therefore directly related to
the source properties and not subjected to magnitude saturation. The scalar
seismic moment is next to the moment tensor (see Eq. (2.24)) also related to
the size of the rupture plane and the length of the displacement (Aki, 1966):
M0 = GdA , (2.25)
where G is the shear modulus, d the average length of the fault displacement,
and A the fault plane area. From the seismic moment, Kanamori (1977)




− 6.07 , (2.26)
with M0 measured in Nm.
The magnitude of an event is related to the size of its source, since the
larger the source size, the larger the energy released during slip. This rela-
tionship is most obvious for the moment magnitude, which is directly derived
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from the area of the rupture plane (Eq. (2.26)). However, the radius of a





where β is the S-wave velocity. k is a constant of different values for different
models, e.g. 0.21 for Madariaga (1976) or 0.37 for Brune (1970). The corner
frequency on the other hand can be empirically related to the local or dura-
tion magnitude of an event for a specific site (e.g. Charléty et al., 2007) and
therefore a relationship between the measured magnitude and source size can
be derived.
It can be observed for natural as well as induced seismicity that earth-
quakes of small magnitudes occur much more frequently than large magni-
tude earthquakes. Indeed, the relationship between event magnitude and
frequency can be quantified by a power law that has been derived by Guten-
berg and Richter (1954):
log(N) = a− bM . (2.28)
In this Gutenberg-Richter-relationship, N is the number of events with mag-
nitudes ≥ M and a describes the overall seismic activity. The parameter b
is referred to as the b-value and is a measure of the ratio between large and
small earthquakes (Utsu, 2002b). The larger b, the more small magnitude
events are present compared to large magnitude events. For natural seis-
micity, the b-value typically lies between 0.8 and 1.2 for regions worldwide
and different ranges of magnitudes (El-Isa and Eaton, 2014). For seismicity
induced by fluid injection, the b-value can be much higher in some cases, up
to around 2.0, indicating a higher relative occurrence of small earthquakes





Earthquakes are recorded by seismic stations, consisting mainly of a seis-
mometer, a recording unit, a GPS antenna and a power supply. Simply
speaking, a seismometer measures the ground-motion velocity or accelera-
tion, which is recorded and displayed in form of a waveform in a seismogram
(Shearer, 2019). Instruments may measure only vertical motion or motion in
three perpendicular directions (commonly vertical, north-south, east-west).
Usually a seismic station records continuously over time, so the earthquakes
have to be identified in the continuous data stream that consists otherwise
of natural and anthropogenic background noise. Earthquake detection could
be done manually, by inspecting the continuous waveform in the seismogram
and searching for spikes in the waveform amplitude marking the P- and/or
S-wave arrivals of the earthquakes (Fig. 3.1). However, if more than a short
time span is of interest, this is a very time consuming process and therefore
not very practical for most applications. Instead, automatic detection algo-
rithms are used to discriminate an earthquake signal from the background
noise.
Widely used detection algorithms are based on so-called STA/LTA de-
tection, also referred to as energy detectors. The basic principle is that the
short-term-average (STA), so the average energy over a short time window
33
34 CHAPTER 3. EARTHQUAKE DETECTION AND LOCATION
Figure 3.1 – Example of a seismogram from an earthquake induced during stimu-
lation of the Rittershoffen reservoir. The P-wave arrives first and is most prominent
on the vertical component, while the slower S-wave is more prominent on the two
horizontal components.
of the waveform, is compared to the long-term-average (LTA), so the average
energy over a longer time window. If the ratio between the two is signifi-
cantly larger than one, this shows that a spike in amplitude exists in the short
time window that could be caused by an earthquake, so a trigger is declared
when a certain threshold is exceeded (Allen, 1982; Withers et al., 1998).
This method has the advantage that it can be applied at any measurement
site without much a priori knowledge about the expected seismic waveforms.
In addition, STA/LTA detection algorithms are simple and computationally
efficient, so in a short time, a high amount of data can be processed, which
is ideal for real-time earthquake detection. STA/LTA detectors are able to
identify earthquakes with prominent p-wave and s-wave arrivals, resulting
in a high signal-to-noise ratio (SNR). Therefore, for general monitoring pro-
cesses that aim at capturing the larger magnitude events to assess seismic
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risk, STA/LTA detection may be considered sufficient and is widely applied.
However, energy detectors have a limited detection capacity when it comes
to small magnitude events or noisy environments. STA and LTA are not
sufficiently different in such cases to trigger a detection. Furthermore, the P-
and/or S-wave arrivals are often determined not very precisely and have to
be manually corrected in order to obtain reliable locations of the earthquake
hypocenters (see Chapter 3.2). Therefore, seismic catalogues generated by
purely automatic STA/LTA detection may not be sufficient to answer spe-
cific research questions relying on a high data volume or precise earthquake
locations and usually have to be manually post-processed (Maurer et al.,
2020).
Over the last years, a second type of detector has become more widely
applied, based on the so-called template matching or match-filtering tech-
nique (Lengliné et al., 2016; Shelly et al., 2007; Skoumal et al., 2015). Con-
trary to the STA/LTA detection, where only the energy of the earthquake is
used, template matching exploits similarities in the shape of seismic wave-
forms. Therefore, template matching detection requires an initial database of
known earthquakes, the so-called template events, providing a reference for
possible event waveforms. During the detection process, these templates are
compared with the continuous waveform signal in search for similar patterns
that indicate additional events, working on the assumption that events with
proximate hypocenters have similar waveforms. In practice, the detection
algorithm computes the Pearson correlation coefficient CC between the tem-
plate x and an equally sized time window of the continuous waveform data













The time window is sliding over the whole range of the continuous data in
small time steps. If the correlation coefficient exceeds a specified threshold,
a new detection is declared (Slinkard et al., 2014).
The advantage of template matching is the ability to detect events with
a small SNR since the technique does not solely rely on the difference in am-
plitude between event and noise like during STA/LTA detection. Therefore,
small magnitude events can be detected even in noisy environments (Gib-
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bons and Ringdal, 2006; Schaff and Waldhauser, 2010). Furthermore, the
arrival times of the seismic waves will be consistent for all events detected
by one template, since they are picked always at the same position in the
waveform. Of course, any imprecision in the arrival pick of the template
will be also transferred to the new detections. Naturally, the final seismic
catalogue generated by template matching detection is highly reliant on the
initial template database. Only new events with waveforms similar enough
to the templates are detected, creating a systematic bias favoring specific
groups of events. It is essential that the template database is representative
of the seismicity of interest and that it is reliable and does not e.g. contain
accidental noise picks, otherwise the template matching algorithm will just
detect more noise.
Other detection methods have been proposed that are based on principles
similar to template matching, namely waveform cross correlation, but try to
avoid the strong dependence on the template waveforms. One such example
are subspace detectors (Barrett and Beroza, 2014; Harris, 2006). Instead
of real earthquakes, subspace detectors use an artificial set of waveforms as
templates that are created from a selection of the catalogue events. The
singular value decomposition (SVD) of these selected events is calculated to
find their orthonormal representation and extract the most important com-
mon features that are then used as templates. The idea is that since the
artificial waveforms are more general, they may be able to detect a wider
variety of waveforms not only those that are very similar to specific template
events. Another, even more general approach based on waveform cross cor-
relation would be autocorrelation, which does not require a-priori template
waveforms (Brown et al., 2008). The continuous waveform data are parti-
tioned into short, overlapping time windows and all of these windows are
correlated among each other. Autocorrelation provides the high sensitivity
of template matching detection and yet enables detection of events with pre-
viously unknown waveforms. The major drawback of the technique is that
it is computationally highly intensive and therefore unfeasible for detecting
earthquakes in larger data sets. This limitation has proposed to be overcome
by locality-sensitive hashing (LSH) (Yoon et al., 2015). LSH allows to sort
similar items into common ‘buckets’ and can therefore be used for data clus-
tering. The comparison of dissimilar pairs is avoided and correlation is only
performed for a shorter list of waveform pairs in each bucket that are likely
to be similar with high probability.
Recently, the use of machine learning (ML) and artificial neural networks
(ANN) for earthquake detection has been explored. Earthquake detection
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can be seen as a pattern recognition problem and ML strategies have the
potential to find unseen patterns in large datasets. A large range of ANN have
been proposed for earthquake detection, employing assisted, semi-supervised
or unsupervised learning (Rojas et al., 2019).
In Chapter 5 of this thesis, template matching detection is used to ob-
tain a comprehensive catalogue of the seismicity induced during the stimu-
lation of the Rittershoffen reservoir. As template database, the STA/LTA
detected and manually revised catalogue presented in Maurer et al. (2020) is
used. Template matching detection was chosen because it is an advanced yet
well-established detection method with high detection sensitivity for small
magnitude events in a noisy environment. It proofed to be indeed efficient in
the case of the Rittershoffen stimulation, since the amount of detected events
compared to the STA/LTA catalogue was tripled. Despite the fact that the
STA/LTA template catalogue contains many events with very similar wave-
forms, the whole catalogue was used as template database to detect as many
new events as possible. The basic steps of the template matching algorithm
are shown in Fig. 3.2, details can be found in Chapter 5.2.2.
Lengliné et al. (2017) also applied detection based on waveform cross-
correlation on the seismicity induced during the hydraulic stimulation at
Rittershoffen but they used an approach comparable to subspace detection.
They clustered the events of a STA/LTA detected catalogue into 13 clusters
of similar waveforms and created an average waveform for each cluster. This
results in a synthetic waveform comparable to using the first vector of the
SVD of the clustered events. In the study of Lengliné et al. (2017), detection
with these synthetic waveforms led to a doubling of the amount of events
compared to the STA/LTA database and therefore to less new detections
than with the template matching detection approach used in Chapter 5 of
this thesis. It is likely that events uniquely similar to the original STA/LTA
detected events are missed by using synthetic templates. While SVD or
averaging waveforms captures the most common features among the events,
it loses the specifics of the single templates.
The bias introduced by template matching that favors the detection of
events belonging to always the same families also has advantages. The high
waveform similarity can be exploited to obtain better constrained relative
locations of the events (see Chapter 3.2) and to perform a waveform clus-
tering analysis. Furthermore, the catalogue emphasizes structures that are
repeatedly seismically active, so likely the dominant fault structures in the
reservoir. The focus on structures with permanent seismic activity allows
38 CHAPTER 3. EARTHQUAKE DETECTION AND LOCATION
Figure 3.2 – Basic steps of the template matching detection algorithm applied to
the seismicity induced at the Rittershoffen reservoir.
tracing their behavior over the different stimulation periods in the Ritter-
shoffen study (Chapter 5).
3.2 Location techniques
The location of an earthquake usually referrers to its hypocenter, so the
spatial position of energy release in the underground. Without knowing
the earthquake hypocenter, other characteristics such as magnitude or focal
mechanism of the event cannot be determined. The absolute event location
is defined within a fixed geographic coordinate system, while the relative
location is given as the distance to another spatial reference point, usually
another earthquake. Basically, to locate an earthquake, the arrival times of
the seismic waves at the seismic stations are needed, the coordinates of the
seismic stations and a velocity model that specifies the wave-speeds in the sec-
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Figure 3.3 – Sketch of two earthquakes, a surface network of three seismic stations
and the raypaths of the seismic waves travelling through the underground from
source (earthquake) to receiver (seismic station).
tion of the underground that is travelled by the waves from source to receiver
(Fig. 3.3) (Karasözen and Karasözen, 2020; Lomax et al., 2011). Ideally, ve-
locity models represent the whole 3D velocity structure of the underground
but to reach faster computation times or due to a lack of information, often
1D velocity models are used that represent only different velocity layers with
depth but no lateral changes.
Earthquake location techniques can be classified based on the spatial
type of the earthquake location (absolute or relative) that is obtained or
the methodology applied to solve the location problem that can be grouped
into linearized or nonlinear techniques (Karasözen and Karasözen, 2020).
At its core, earthquake location is a nonlinear inverse problem with four
unknowns: the hypocenter coordinates (x0, y0, z0) and the origin time t0.
The origin m0 = (x0, y0, z0, t0) is determined by minimizing the residuals
between observed and predicted arrival-times of the seismic waves (P- and/or
S-waves) at N seismic stations. Predicted arrival-times are calculated by
forward modeling in the given velocity model by assuming the originm0. The
theory of earthquake location is described in textbooks on seismology (e.g.
Shearer, 2019) or different studies on location techniques (e.g. Karasözen
and Karasözen, 2020; Lomax et al., 2011). In the following, the basic steps
are outlined.
Assuming an homogeneous medium with constant velocity v for a given
wave type, the arrival-time ti at the ith seismic station with coordinates
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(xi, yi, zi) for an earthquake with origin m0 = (x0, y0, z0, t0) is given by:




(xi − x0)2 + (yi − y0)2 + (zi − z0)2 . (3.2)
Usually, the velocity varies spatially and the arrival-time is calculated by
integration along the ray path of the wave. Since the travel-time is nonlin-
early dependent on the source location (x0, y0, z0), it becomes apparent that
earthquake location is an inherently nonlinear problem.
The observed arrival times at each station tobsi can be related to the origin
m0 = (x0, y0, z0, t0) of the earthquake by the function F :
tobsi = Fi(m0) , (3.3)
where F is specific for the velocity model and the N locations of the seismic
stations.
The goal is now to solve the inverse problem to find the originm0. Simpli-
fied, this can be done in a grid search by calculating predicted arrivals times
tprei for every possible origin m0 on a grid using Fi(m0). The predicted arrival
times are then compared with the observed arrivals times to find the minimal
residuum between the two. Grid search algorithms have been one of the ear-
liest earthquake location methods (Reid, 1910) and can potentially calculate
the complete probabilistic solution to the inverse problem over the model
space (Lomax et al., 2011). Yet, despite advancements in the computing
power that made grid search methods more feasible for earthquake location
(Husen et al., 2003; Lomax, 2005; Sambridge and Kennett, 1986), they are
still computationally demanding for larger datasets. Therefore, linearized,
iterative location methods are widely applied in routine earthquake location
since they are easy to implement and computationally efficient. Based on the
first linearized method proposed by Geiger (1910), various linearized location
algorithms have been developed (Klein, 2002; Lahr, 1999; Lin and Shearer,
2006).
The linearization procedure starts with an initial guess for the origin:
mstart = (xstart, ystart, zstart, tstart) . (3.4)
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This initial guess is then perturbed by a small shift of the origin:
m = mstart + ∆m, (3.5)
with m being a new location at a small distance ∆m from mstart. It is as-
sumed that heterogeneities between the earthquake locations are sufficiently
small that a linear approximation is valid.
The predicted arrival times at m are approximated using the first term
in the Taylor series expansion for the predicted arrival times at mstart:






with j = 1, 2, 3, 4 for the four parameters in m = (x, y, z, t). The residuals













∆mj or ri(mstart) = G∆m, (3.8)
with G being the matrix of partial derivatives Gij =
∂tprei
∂mj
, i = 1, 2, . . . , N ,
j = 1, 2, 3, 4. ∆m can be obtained by finding the least squares solution to
Eq. (3.8). The model parameters are then updated iteratively, such that
m′start = mstart + ∆m, until the location converges (Shearer, 2019).
The drawbacks of linearized methods are that they are highly sensitive
to the initial guess of the location. If it is not sufficiently close to the true
hypocenter, the linearized solution might converge to a local minimum of the
residuals between observed and predicted arrival times, instead of the global
minimum. If the dataset contains outliers or if there are strong variations
in the velocity structure, the iteration process could be unstable and fail
to converge (Karasözen and Karasözen, 2020). Also, contrary to nonlinear
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methods, linearized methods usually do not represent a complete probabilis-
tic solution over the whole area and only provide one optimized earthquake
location (Lomax et al., 2011).
Earthquake locations are always subjected to errors, which are a combina-
tion of measurement and modeling errors resulting in location uncertainties
and location inaccuracies (Kinnaert et al., 2016). Location uncertainties are
mainly a result of uncertainties in the arrival times of the seismic waves,
and, depending on the applied algorithm, could be estimated by taking into
account known arrival time uncertainties during the location process (Lomax
et al., 2011). Location inaccuracies on the other hand are the result of mod-
eling errors due to effects that are not accounted for in solving the inverse
problem. This can lead to a systematic bias in the computation of the earth-
quake location and a wrong positioning of the earthquake hypocenter. The
most important cause for location inaccuracies is the use of a velocity model
not representative of the real underground conditions due to unknown ve-
locity heterogeneities or intentionally simplified velocity models (Bardainne
and Gaucher, 2010; Kinnaert et al., 2016).
Relative earthquake location methods attempt to correct for relative lo-
cation inaccuracies without actually solving for the velocity structure itself
by taking advantage of the observation that the introduced bias tends to be
nearly constant for spatially proximate earthquakes (Lin and Shearer, 2005).
Therefore, it can be assumed that the difference between the travel-times of
two events accounts only for their spatial offset. However, this assumption is
only valid if the distance between two event hypocenters is small in compari-
son to the event-station distance and to the scale of velocity heterogeneities.
While relative location methods effectively reduce the relative errors among
nearby events, they cannot improve absolute location accuracy because this
would again require knowledge of the true three-dimensional velocity struc-
ture.
Several relative relocation algorithm have been developed, among them
the frequently used joint hypocenter determination (JHD), hypocentroidal
decomposition (HD) and double-difference (DD) algorithms, which are com-
pared in Lin and Shearer (2005). In the study on the seismicity induced
at the Rittershoffen site presented in Chapter 5 of this thesis, the software
HypoDD is used, which is based on a linearized double-difference approach.
DD equations are similar to those for linearized location of single events. The
difference is that instead of the residuals between observed and calculated
travel-times t for each single event, the differences of the residuals between
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all event pairs are computed, resulting in a double-difference dd. Therefore,
Eq. (3.7) becomes for two earthquakes a and b at one station:
ddab = (ta − tb)obs − (ta − tb)pre . (3.9)
More technical details about the DD technique and the HypoDD software
can be found in Waldhauser and Ellsworth (2000).
The DD technique has been chosen in Chapter 5 to re-locate the seismic-
ity induced during the stimulation of the Rittershoffen reservoir for several
reasons. To obtain high precision relative locations was essential for the
study since it aims at detailing the geometry of the fault network, there-
fore, a relative location technique was the logical choice. Furthermore, the
geological setting in the study area is complex, making errors introduced
by heterogeneities in the velocity structure likely, which are mitigated by a
relative location technique. The dataset is well suitable for relative location
since it is a dense seismic cloud with limited spatial extent. The DD algo-
rithm specifically was chosen because it allows the direct use of high-precision
travel time differences obtained by waveform cross correlation of P- and/or
S-waves, which can be easily obtained after performing template matching
detection like in the Rittershoffen study.




Soultz-sous-Forêts and Rittershoffen are two neighboring geothermal sites in
the French part of the Upper Rhine Graben (URG). The URG is part of the
Cenozoic rift system and formed in response to the NNE trending Alpine com-
pression (Bourgeois et al., 2007). The faulted granitic basement is overlain
by sedimentary layers of varying thickness, that were already well explored
in the area around Soultz and Rittershoffen before geothermal exploration
in the URG began because they host the Pechelbronn-Merkwiller oil field.
Prior to 1970, more than 5000 oil wells were drilled and seismic surveys had
been carried out, so the stratigraphy and structures in the sedimentary cover
are well characterized (Brun and Wenzel, 1991). In several hundred of these
wells temperature measurements were performed that highlighted thermal
anomalies with high temperature gradients at Soultz and Rittershoffen as
well as several other sites in the URG (Haas and Hoffmann, 1929; Pribnow
and Schellschmidt, 2000). It could be observed that these thermal anoma-
lies are linked to fault zones that compart the URG into horst and graben
structures (Bächler et al., 2003; Baillieux et al., 2013).
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4.1 Setting and development of the Soultz-sous-
Forêts site
Soultz-sous-Forêts is the very first geothermal site that has been developed
in the URG and one of the most important EGS sites worldwide. Its history
and site characteristics are well documented (e.g. Baria et al., 1999; Genter
et al., 2010; Schill et al., 2017). At Soultz, the crystalline basement that hosts
the geothermal reservoir consists of highly fractured granites and is overlain
by about 1.4 km of sedimentary cover (Fig. 4.1). Mesoscale fractures are
ubiquitous in the granites but they are poorly connected and only have a
minor contribution to the reservoir permeability. The dominant orientations
vary from N175◦E± 30◦ with steep dips to the east or to the west (Dezayes
et al., 2010). The main transmissive pathways are large scale fault zones of
highly clustered fractures with thicknesses of up to 60 m and an average strike
of N160◦E± 15◦ but other orientations are present as well. The average dip
is higher than 60◦ dominantly to the west (Dezayes et al., 2010). These fault
zones generally show a high level of hydrothermal alteration, while the rest of
the granite is largely unaltered. The local stress field at Soultz is consistent
with the URG setting. The minimum principle stress is horizontal but nearly
equal to the vertical stress at reservoir depth. The maximum horizontal stress
is oriented NNW-SSE. Studies have shown that many fractures are critically
stressed in this local stress field, yet are stable up until a certain injection
pressure, implying non-negligible cohesion on the fracture surfaces (Cornet
et al., 2007). As already mentioned, the Soultz site is characterized by a heat
anomaly. The temperature profile in the upper, sedimentary section down
to 1 km depth shows a very high temperature gradient of about 110 °C/km.
Below 1 km, the temperature gradient changes suddenly to a much lower
value of about 5 °C/km, indicating a change in the dominant heat transport
process from conduction to advection. The temperature gradient increases to
30 °C/km below 3.3 km, indicating again a conductive heat transport (Genter
et al., 2010). This compartment of the geothermal gradient in three sections
indicates significant fluid movement enabling advective heat transport in the
depth range between 1 and 3.3 km.
Site development at Soultz started in 1987. In total four production /
injection wells have been drilled, three of which reaching about 5 km depth
and a reservoir temperature of about 200 °C (Fig. 4.1). The first well that
was drilled, GPK1, initially reached 2002 m depth but was deepened in
1992 to 3590 m depth where it reached a temperature of about 170 °C.
The second well GPK2, drilled in 1995, targeted the same depth at a lateral
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Figure 4.1 – Schematics of the Soultz-sous-Forêts (left) and Rittershoffen (right)
reservoirs in North-Depth cross-sections. The black lines are the different wellpaths.
distance of 450 m to GPK1. Both wells were hydraulically stimulated and
circulation was performed between them for 4 month (Baria et al., 1999).
This first, shallower reservoir, was the first EGS that was constructed at
Soultz. In 1999, GPK2 was deepened to 5000 m depth to reach a bottom
hole temperature of 200 °C. Drilling of two more wells, GPK3 and GPK4,
down to the same depth was finished in 2004, the bottom whole sections
having a lateral distance of about 600-650 m to each other (Genter et al.,
2010). All three deep wells underwent massive hydraulic stimulation that led
to a significant improvement of injectivity/productivity for GPK2 and GPK4
but only a minor change for GPK3 (Schill et al., 2017). After the hydraulic
stimulations, all three deep wells were subjected to chemical stimulations.
All in all, injectivity/productivity increased for GPK2 from 0.02 L/s/bar to
0.5 L/s/bar, for GPK3 from 0.1 L/s/bar to 0.4 L/s/bar and for GPK4 from
48 CHAPTER 4. THE SOULTZ AND RITTERSHOFFEN SITES
0.01 L/s/bar to 0.5 L/s/bar (Portier et al., 2009).
The first circulation test between the three deep wells was conducted in
2005 for 5 month, revealing a good connectivity between GPK2 and GPK3
but a poor connection to GPK4 (Genter et al., 2010). In 2008, another cir-
culation test was performed as part of the power-plant commissioning phase
and in 2009, a 1.5 MWe Organic Rankine Cycle (ORC) power plant went
operational. Since then it has been experimented with different produc-
tion/injection schemes to optimize reservoir performance while preventing
induced seismicity (Genter et al., 2012). In 2016, a new ORC unit went
operational, whose capacity reaches 1.7 MWe for an annual electricity pro-
duction of about 11 GWh/year (Ravier et al., 2019). Under the current
set-up, GPK2 is used as the only production well, while GPK3 and GPK4
are used as re-injection wells. Geothermal brine is produced at a flowrate
of 30 kg/s with a production temperature of 150 °C on the surface and an
injection temperature of 70 °C.
4.2 Setting and development of the Rittershof-
fen site
The Rittershoffen geothermal site is located close to Soultz-sous-Forêts, about
6 km east. The reservoir has been accessed through the well doublet GRT1/
GRT2, which targets a fault zone at 2.5 km depth and extracts hot brine
of about 170◦ at a flow rate of 70 L/s to supply a near bio-refinery with
24 MWt (Baujard et al., 2017) (Fig. 4.1). At the Rittershoffen site, the
transition from sedimentary cover to crystalline basement is located deeper
than at the Soultz site at about 2200 m depth (Aichholzer et al., 2016). Like
at Soultz, the rock units are intersected by the horst and graben structures
prevalent in the Upper Rhine Graben, wherein the Rittershoffen site is sit-
uated in a lower compartment between two horsts. Similarly to the Soultz
site, the crystalline basement consists of a partly highly altered and fractured
granite, crossed by large scale fault zones (Baujard et al., 2017; Vidal et al.,
2017). Specifically, the well doublet GRT1/GRT2 is designed to intersect
the so-called Rittershoffen fault, a fault zone already characterized through
reprocessed vintage seismic profiles available for the Rittershoffen area prior
to the development of the geothermal site. The orientation of the Rittershof-
fen fault has been determined to be N355◦E, becoming N-S at the well site,
with a dip estimated between 45◦ and 83◦ to the west by different studies
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(Baujard et al., 2017; Lengliné et al., 2017; Vidal et al., 2017; Vidal et al.,
2016). The temperature profile is different from the one measured in Soultz
but with the same characteristic of a high geothermal gradient in the upper
depth section and a sudden change to a very low gradient in the lower depth
section. From the surface down to the top of the Muschelkalk in 1650 m
depth, the temperature gradient is constant with values of 85-87 °C/km for
GRT1 and GRT2, so slightly lower than in Soultz. Below, the temperature
profile changes to a low value of 3 °C/km for GRT1 and of 18 °C/km for
GRT2 (Baujard et al., 2017).
The first well GRT1 has been drilled vertically down to 2580 m MD from
September to December 2012. The open hole section of the well crosses clastic
sandstones from the Buntsandstein and Permian before reaching the granitic
basement at 2200 m TVD and intersecting the Rittershoffen fault just below.
A series of hydraulic tests on GRT1 indicated a low initial productivity of
about 0.45 L/s/bar at the nominal flowrate of 70 L/s. To enhance the pro-
ductivity/injectivity of the well GRT1, a thermal, a chemical and a hydraulic
stimulation were conducted. The GRT2 well was drilled from March to July
2014 to a final depth of 2707 m TVD. The well is deviated with an inclina-
tion of up to 37◦ directed to the north. Due to a high natural productivity of
2.8-3.5 L/s/bar the well was not stimulated (Baujard et al., 2017). Stimula-
tion of the well GRT1 started with the thermal stimulation carried out from
the 23th to the 25th of April 2013 for 62 hours, 20 minutes. A total volume
of 4,230 m3 brine, previously extracted from GRT1, with a temperature of
12 °C was injected at flow rates up to 25 L/s (Baujard et al., 2017; Maurer
et al., 2020). The chemical stimulation was performed two month later from
June 23rd to June 25th in three different depth intervals in 1922 to 2530 m
MD (Baujard et al., 2017). The chemical stimulation was directly followed
by the hydraulic stimulation on the 27th and 28th of June, lasting 26 hours,
20 minutes. The injection flowrate was increased stepwise to 80 L/s and then
stepwise decreased until shut-in again. At the end of the stimulation, on the
28th of June 11:00 to 17:30, an injection test was performed at flowrates up
to 60 L/s. In total, a volume of 3,180 m3 brine had been injected during the
hydraulic stimulation and 820 m3 during the injection test (Baujard et al.,
2017; Maurer et al., 2020). All three stimulation procedures leaded to a clear
enhancement of the injectivity of GRT1 with a final injectivity index of about
2.5 L/s/bar (Baujard et al., 2017).
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4.3 Seismicity induced at the Soultz-sous-Forêts
and Rittershoffen sites
The hydraulic stimulations of the different wells at Soultz-sous-Forêts induced
microseismic activity of thousands of earthquakes (Tab. 4.1). Seismicity was
monitored by a combined downhole and surface network of seismic stations
(Baria et al., 2004). While most events induced during reservoir stimula-
tions at Soultz had low magnitudes, several exceeded magnitude 2 with the
largest magnitude being 2.9, alarming the neighbouring population. Like
observed at other EGS sites, the highest magnitude events tended to occur
shortly after shut-in of the wells. The seismicity induced during the various
hydraulic stimulations at Soultz has been thoroughly investigated. Several
studies analysed the mechanisms behind induced seismicity including aseis-
mic motion (Bourouis and Bernard, 2007; Calò et al., 2011; Cornet et al.,
1997), poroelasticity (Schoenball et al., 2010) and triggering (Schoenball et
al., 2012). Others focused on the analysis of the stress regime and faulting
mechanisms (Cuenot et al., 2006; Horálek et al., 2010; Schoenball et al., 2014)
on the hydraulic properties of the reservoir (Delépine et al., 2004; Shapiro
et al., 1999) or on the fault network geometry (Evans, 2000; Evans et al.,
2005a; Moriya et al., 2002; Moriya et al., 2003; Phillips, 2000). Charléty
et al. (2007) analysed the characteristics of large magnitude earthquakes,
Cuenot et al. (2008) concentrated on the link between induced seismicity
and operational parameters and Dorbath et al. (2009) on the comparison of
the seismicity induced during different stimulation operations.
During the thermal and hydraulic stimulation of the Rittershoffen GRT1-
well, several hundred induced events have been detected by STA/LTA de-
tection with magnitudes up to 1.6 (Maurer et al., 2020) and over 1000 for
the hydraulic stimulation alone by template matching detection (Lengliné
et al., 2017). Most notable is the observation that after four seismically
Table 4.1 – Overview over the seismicity induced during hydraulic stimulation
operations at the Soultz reservoir.





GPK1 9/10 1993 156 1.9 (Cornet et al., 1997)
GPK2 2000 7215 2.6 (Dorbath et al., 2009)
GPK3 2003 3253 2.9 (Dorbath et al., 2009)
GPK4 2004/2005 1341 2.7 (Dorbath et al., 2009)
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quiet days following shut-in of the hydraulic stimulation seismicity suddenly
raised again in a sudden burst of a few hundred events within two hours.
The highest magnitude events belong to this delayed seismicity. In contrast
to the wealth of studies on the seismicity induced at Soultz-sous-Forêts, seis-
micity induced during the stimulation at Rittershoffen has been addressed
only by two studies so far, which are introduced in more detail in Chapter
5. One of these studies (Maurer et al., 2020) provides an overview over the
seismicity induced during drilling and stimulation operations but relies on
STA/LTA detection and absolute locations and does not provide enough de-
tail for a thorough analysis of the fault system and mechanical processes in
the reservoir. The other study by Lengliné et al. (2017) reaches a higher
level of spatial detail by applying template matching detection and relative
relocation but concentrates only on the hydraulic stimulation. Therefore, in
Chapter 5, template matching detection and relative relocation is applied to
the whole stimulation sequence of GRT1 and additionally a waveform clus-
tering analysis is performed to get insight into the internal fault structure
and mechanisms behind the induced seismicity. The aim is a detailed inter-
pretation of the effects the stimulation sequence had on the fault network
and ultimately to provide new insights on the Rittershoffen deep geothermal
reservoir.
While the Rittershoffen case study demonstrates that relative relocation
is a valuable technique for imaging underground fault systems, this approach
may not be successful to image the fault network in all seismic clouds. The
example of the seismicity induced during the stimulation of the well GPK2
at Soultz sous Forêts shows that even after advanced processing (Calò et al.,
2011) a seismic cloud may not converge into sharp, spatial features. While
the Rittershoffen seismic cloud clearly exhibites two separate fault segments
with different shape and orientations (see Chapter 5), the internal structure
of the GPK2 seismic cloud remained rather unclear despite a large data
volume of over 7000 events and precise relative relocation. The cloud has
been analysed in different studies by Cuenot et al. (2008), Dorbath et al.
(2009) and Calò et al. (2011).
Cuenot et al. (2008) describe the GPK2 seismic cloud as a dense, flat
ellipsoidal shape that is aligned in the direction of the maximum horizontal
stress of the local stress field. They analyse the temporal evolution of the
seismic cloud in relation to the injection flowrate during stimulation and note
that the general direction of extension of the cloud is roughly in agreement
with the geometrical pattern of the fault structures observed in the Soultz
reservoir. Dorbath et al. (2009) also observe the seismicity induced during
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the GPK2 stimulation as compact, homogenous cloud without visible internal
structures. They relate the dense, homogeneous nature of the cloud to the
observation that fracture zones in GPK2 are formed by complex clusters
of medium-scale fractures surrounded by highly altered rock mass that was
reactivated during stimulation. Calò et al. (2011) relocated the seismic events
and simultaneously performed a 4D tomography with a double-difference
tomography code. They also concentrated on the temporal development of
the cloud and their observations largely agree with those of Cuenot et al.
(2008) and Dorbath et al. (2009). For the late seismicity after shut-in they
observe that the seismic cloud takes a Y shape in its northern part. They
interpret this shape as two main internally active structures striking NW–SE
to NNW–SSE.
However, none of these studies focused on deconstructing the internal
structure of the cloud and except for a visual inspection of the event hypocen-
ters no further processing is performed to highlight hidden features in the
cloud. Therefore, in Chapter 6, a new method is proposed to deduce fracture
networks from seismic clouds if precise relative relocation is not sufficient to
highlight the underlying geometry. The method is described in detail and
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Abstract
Induced seismicity in deep geothermal reservoirs can give valuable insight
into the fault network and ongoing mechanical processes during fluid injec-
tion. The well GRT1 at the deep geothermal site Rittershoffen (France)
underwent a sequence of thermal, chemical and hydraulic stimulation from
April to June 2013 that was continuously seismically monitored. By an
integrated approach of advanced methodologies like template matching de-
tection, relative relocation and waveform clustering a high level of detail in
the tempo-spatial resolution was derived. The results demonstrated the de-
velopment of the successively activated fault network over the injection steps
by tracing the influence of the different stimulations and allowed for an anal-
ysis of the mechanisms behind the induced seismicity. It could be shown
that the same near-vertical, NNE-SSW striking fault was seismically active
at a different spatial extent during the different stimulation periods. The
events in fault areas activated during both stimulations could not be dis-
tinguished, both in terms of their location and their waveform. At the end
of the hydraulic stimulation, a spatially separated N-S striking fault became
seismically active, which then showed major activity again after a seismically
quiet period of 4 days following shut-in. The waveform-clusters are point-
ing towards a transition of fault activation mechanisms with the majority
of events on this second fault having waveforms very differently from the
injection related seismicity. Our study shows that repeated fluid injections
on the same fault plane produces an extension of the seismically active area,
eventually triggering distant seismicity.
5.1 Introduction
In classical Enhanced Geothermal Systems (EGS), the initial natural pro-
ductivity/injectivity of the deep fractured geothermal reservoir is too low to
allow a sufficient fluid circulation for heat extraction at economic rates and
minimum seismic risk (e.g. Lu, 2018). It is therefore a general requirement to
increase the reservoir permeability to achieve higher flow rates. This can be
accomplished by stimulation techniques based on either hydraulic, thermal
or chemical methods (e.g. Axelsson et al., 2006; McClure and Horne, 2014;
Portier et al., 2009) whereas hydraulic stimulation is most commonly used
in EGS to date (Breede et al., 2013). The underlying mechanism of ther-
mal and hydraulic stimulation is the enhancement of reservoir permeability
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through mechanical processes like fracturing, aiming at the creation of new
fractures, or shearing, whereby slip on existing fractures is induced (Jeanne
et al., 2014; Norbeck et al., 2018). The common assumption for EGS is that
stimulation occurs mainly through shearing with fracturing having a rather
minor effect on the overall reservoir permeability. This contrasts Hot Dry
Rock (HDR) systems that rely mostly on the generation of a new fracture
network. In all cases, the knowledge of the in situ pre-existing stress field is
crucial, since it determines the conditions under which rock failure can occur.
For instance, shearing requires a differential stress field with a suitable ori-
entation relative to the orientation of the fractures (e.g. Cornet et al., 2007).
Fracturing/shearing is achieved in case of hydraulic stimulation by injecting
fluids at high pressure and flow rates to increase pore pressure, whereas ther-
mal stimulation foresees the injection of cold fluids to induce thermal stresses
(Jeanne et al., 2017). Chemical stimulation on the other hand aims at dis-
solving minerals sealing fluid pathways and at changing their mechanical
properties through alteration (Portier et al., 2009).
It is widely observed that stimulation operations at EGS sites may be
accompanied by induced seismicity, especially during hydraulic stimulations
(e.g. Dorbath et al., 2009; Zang et al., 2014). Induced seismicity should
be controlled because of the potential risk it may pose to nearby infrastruc-
ture and population, but it gives valuable information on the geomechanical
processes in the reservoir and highlights the fault structure (e.g. Cuenot et
al., 2008; Eisner et al., 2010). In this context, seismic monitoring became a
central task in the development and operation of EGS.
Herein, we use induced seismicity to follow the development of the fault
system of the Rittershoffen deep geothermal reservoir caused by repeated
fluid injection during different stimulation operations. The site is located in
the French part of the Upper Rhine Valley and consists of the well doublet
GRT1/GRT2 drilled down to 2.5 km depth. The targeted reservoir is located
at the transition from the sedimentary cover to the granitic basement and is
intersected by a major fault system. The site development and the hydraulic
conditions have been thoroughly investigated (Baujard et al., 2017) and the
regional stress field is well known due to extensive studies in the nearby
Soultz-sous-Forêts geothermal site (Cornet et al., 2007; Evans et al., 2005a).
In April to June 2013, GRT1 underwent a sequence of thermal, chemical and
hydraulic stimulation. Since these individual injections were conducted in
the same depth interval, they allow to trace the reaction of the fault system
to each step. All operations have been continuously monitored by at least 12
seismic stations within 15 km distance from the wellheads (Lengliné et al.,
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2017; Maurer et al., 2015; Maurer et al., 2020). The site therewith offers
particularly suitable conditions to study the seismic response of the fault
system in the reservoir to the sequence of different stimulation approaches.
A first study of the induced seismicity during the GRT1 hydraulic stim-
ulation by Lengliné et al. (2017) applied template matching detection and
relative relocation of the seismic events. Herein, we also use both meth-
ods but at a largely extended and completely new database accounting for
the total GRT1 stimulation sequence in 2013. The advantage of template-
matching is the high detection capability allowing to detail the development
of the fault system over the different injection periods. Template-matching
algorithms are exploiting waveform similarity of events generated under simi-
lar conditions, in close proximity to each other, by computing the correlation
coefficient between a database of known events, i.e. the templates, and the
continuous seismic signal. This technique is able to detect events up to one
order of magnitude smaller than conventional energy detectors (Schaff and
Waldhauser, 2010) and identifies events in data with low SNR (Schaff, 2008)
in various geological settings, including mining-induced seismicity (Gibbons
and Ringdal, 2006), earthquake swarms (Shelly et al., 2013), pre-eruptive
seismicity in volcanic settings (Lengliné et al., 2016) and seismicity induced
in hydrocarbon fields (Song et al., 2010). The template matching technique
creates a systematic bias in the catalogue since only events with waveforms
similar to the templates are detectable. However, this also means it focuses
rather on structures with permanent seismic activity and thus allows to trace
their behavior over the different stimulation periods in this study.
The recent work of Maurer et al. (2020) presents the seismicity induced
during the whole stimulation sequence and the drilling operation of GRT1
and GRT2. They established a manually revised catalogue of events detected
by an automatic STA/LTA system (Allen, 1982; Withers et al., 1998) and
computed absolute earthquake locations. Maurer et al. (2020) present an
overview on the seismicity but did not have the detection performance and
location accuracy to analyse spatial specifics of the earthquake sequence.
In contrast, we focus on the details of the fault network development. The
main topics analysed in this study are the mechanical state of the fault net-
work and the associated variations over the course of the injection sequence,
the characterization of the mechanisms behind the induced seismicity and the
spatial and temporal distribution of the events. Small magnitude events likely
to be missed by classical detection methods as used by Maurer et al. (2020)
but grasped by template matching can help to discriminate the seismogenic
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response of the fault system to the individual stimulation operations, espe-
cially in combination with high resolution relative re-location of the events.
Seismicity onset, temporal development and spatial distribution of the events
will be determined more precisely and may reveal additional details. Also,
the extension of the catalogue will lead to a larger database for statistical
analyses. The waveform similarities used in the template matching and rel-
ative relocation are further evaluated in a clustering analysis. Waveform
clustering can highlight the internal structure of larger faults by pointing at
repeated reactivation of the same fault patches. Different waveform clusters
can also hint at different fault activation mechanisms.
In the following, the seismic data used in this study are introduced. Then,
the applied template matching algorithm is described as well as the chosen
relative relocation and the cluster analysis procedure. The following section
describes the results obtained, focusing on the seismic response to the indi-
vidual stimulations in terms of activated fault structures and tempo-spatial
distribution as well as event clustering based on waveform similarities. The
results are then jointly discussed.
5.2 Material and Methodology
5.2.1 Seismic monitoring network and database
The Rittershoffen geothermal site was monitored by several networks of seis-
mic stations since the start of any drilling operations in 2012. Operating
during all stages of the reservoir development and production is a perma-
nent network composed of 6 seismic stations dedicated to the monitoring of
the Rittershoffen field and 6 stations belonging to the monitoring network of
the nearby Soultz-sous-Forêts geothermal site. Therefore, a total of 12 per-
manent stations are used for this study. During the thermal stimulation of
GRT1, the permanent network was the only one operational (Maurer et al.,
2020). In June 2013, 5 additional temporary stations were deployed to sup-
plement the permanent stations and were operational during the chemical
and hydraulic stimulations of GRT1. A map of the seismic networks oper-
ating during thermal and chemical/hydraulic stimulation is shown in Fig.
5.1.
The catalogue published and described in detail in Maurer et al. (2020)
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Figure 5.1 – Left: seismic monitoring network operational during thermal stim-
ulation of GRT1 (black squares) and during chemical and hydraulic stimulation
of GRT1 (additionally blue triangles). Right: Seismic catalogue used as template
database for thermal stimulation (orange) and hydraulic stimulation (violet). The
wellpaths of GRT1 and GRT2 are shown as red lines. Coordinates are in the
Lambert II etendu (m) system.
forms the template database for this study. This catalogue was generated
by automatic detection based on a STA/LTA method applied to the prepro-
cessed vertical components of each station and manually checked. By this
time-consuming process, false detections were disregarded, the automatic
detected arrivals were repicked, and new arrivals were identified on further
channels. For the thermal stimulation of GRT1, on the 24th and 25th of
April 2013, the template catalogue contains 146 events. For the hydraulic
stimulation of GRT1, the template catalogue contains 990 events in the time
period from the 27th of June to the 4th of July, 2013. For the chemical
stimulation, no seismic event is included in the catalogue (see Tab. 5.1).
5.2.2 Earthquake detection with template matching
Template matching detection uses a known signal, the template, to detect
events with similar waveforms (Ross et al., 2019; Skoumal et al., 2015).
This is done by computing the correlation coefficient between the template
waveform and the continuous waveform at each time step of a given length.
Because this technique uses the whole shape of the waveform, events can be
potentially detected even if the signal to noise ratio is lower than 1. Since only
events with waveforms similar to the template waveforms can be detected, the
choice of the templates has to be well considered to minimize biased results.
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The template matching algorithm employed in this study is similar to the one
in Lengliné et al. (2017), but we decided to use all events in the previously
introduced catalogue as templates instead of only selected representatives to
minimize the chance of missed detections.The template windows for detection
are 2.56 s (256 time samples) long and start 0.5 s (50 samples) before the
P-wave pick.
Before correlation, the waveforms are preprocessed to improve the signal
to noise ratio, remove data gaps, detrend and normalize the signal. All tem-
plates and continuous waveforms are resampled to 100 Hz and filtered with a
10-45 Hz bandpass filter. These values have been chosen after a comparative
analysis of the power spectral density of the template waveforms and periods
of noise for each channel. We built a list of all seismic stations ranked accord-
ing to the number available P- and S-wave picks in the template catalogs.
The correlation is computed on the first six channels of this list, when tem-
plate waveforms and continuous waveforms are available e. g. because the
current template could not be picked at that channel or due to the station be-
ing not operational. Since the seismic network changed between the thermal
and the chemical and hydraulic stimulation, the list of channels is different
for each period. The correlation procedure follows that of Lengliné et al.
(2017) and returns the average Pearson correlation coefficient at each time
step measured over these 6 channels. Then, the mean correlation coefficient
has to exceed a given threshold for a new detection to be considered.
Tests on subsets of the data have shown that the distribution of the cor-
relation values depends on the channels chosen for correlation and the tem-
plates themselves. Therefore, we decided to use a case adaptive approach
similar to Slinkard et al. (2014) and Slinkard et al. (2016) to make an ob-
jective selection of the correlation threshold in order to achieve a given false
alarm rate. Namely, we used a time-reversed and polarity reversed version
of the template signal in order to obtain the statistics of false detection. The
advantage of this approach is that the adaptive threshold takes into account
the signal contained in a given template (i.e. the signal to noise ratio of the
template waveform and its time-bandwidth product), the quality of the sig-
nal at each station where the detection is performed and the network quality
(i.e. inter-station distance, geometry). The reversed signal is detrended and
normalized and then correlated with the continuous waveforms as described
above for the real templates. These correlation coefficients thus represent
typical values when no event is present in the signal and can be used to infer
a probability of false detection. Here we set the correlation threshold for each
template and each day based on this distribution of correlation coefficients of
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the flipped version. Each threshold is set such that the probability for each
template to make a false detection is 1/10 000 per year.
Several events of the template catalogue are likely induced in close prox-
imity to each other, on the same geological structures. Consequently, they
may have similar waveforms and, when applying the waveform cross-cor-
relation, this similarity could result in the detection of the same events by
different templates. To prevent duplicate events in the final catalogue, the
multiple detections of the same event should be discarded. Therefore, the
detection times when the correlation exceeds the threshold for the different
templates are compared. If they overlap or are separated by less than one
second, the detections are merged and assigned to the template that detected
the event with the highest correlation. Waveforms of the detected events are
then extracted. Windows of 5.12 s starting 1 s before the assumed P-wave
arrival are taken from all channels (including those not used for detection).
They will be later used to compute the travel time differences between the
events that are needed for the relative locations. The number of detected
events for each period is given in Tab. 5.1.
5.2.3 Relative relocation of the detected events
Events detected by the same template have a strong waveform similarity.
It implies that travel-time measurements from cross-correlation analysis can
be achieved on these data with high precision. It is therefore conceivable
that precise relative locations between the events can be obtained through
relocation with a double-difference based algorithm. Travel time differences
between the detected events are computed by correlation of the extracted
waveforms of all channels filtered with a 10-45 Hz bandpass filter on 1.1 s
long windows (110 samples). The windows are centered on the direct P-wave
arrivals for the vertical components and the direct S-wave arrivals for the
horizontal components, where the S-wave arrival times are estimated from
the average Vp/Vs-ratio of 1.9 computed from the templates and the P-wave
travel time. We chose a relatively short window length to ensure that the
windows do not contain P- and S-wave arrival at once and too much noise
before and after the arrivals. The obtained travel time differences are then
filtered according to the following criteria: they must have been computed
with a correlation coefficient higher than or equal to 0.5 and for the same
event-pair this correlation coefficient must have been reached on at least 6
channels. This ensures that the relation of an event pair is stable and prevents
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that outliers are given too much weight into the inversion. The relocation is
performed with the software HypoDD (Waldhauser and Ellsworth, 2000) in
the 1D velocity model used by Kinnaert et al. (2016). The initial locations
of all the events for relocation are set on the wellpath of GRT1 at 2300 m
depth, where hydraulic injection occurred. After the first relocation iteration,
the result is filtered by removing events that are linked as defined above
(correlation coefficient ≥ 0.5 on at least 6 channels) to less than 1% of all
others. The second relocation iteration is performed without them.
For the relocated events relative magnitudes are computed from the mag-
nitudes of the template event that detected each respective event based on
the differences in maximum waveform amplitudes. The magnitudes of the
template events are given in Maurer et al. (2020) and have been corrected
for the new hypocenters after relative re-location.
5.2.4 Clustering analysis
To find clusters of similar waveforms among the events, we applied a modified
k-means clustering algorithm (Arthur and Vassilvitskii, 2007; Lloyd, 1982).
The k-means algorithm is a widely used approach to group large amount of
data into clusters of similar properties by iteratively minimizing the within-
cluster distances between each cluster member and the cluster center. The
original k-means algorithm aims at partitioning n observations, where each
observation is a d-dimensional real vector, into k clusters by minimizing the
sum of squared Euclidean distances between each cluster member and the
cluster mean, which is the within-cluster variance. However, other distance
measures than the variance can be applied. The number k of clusters has
to be specified beforehand and the cluster centers are adapted with each
iteration to find the best cluster representation.
In the present case, we perform k-means clustering not on the correla-
tion between two events but on the correlation pattern of each event with all
other events. Thus, we use the cross-correlation matrix between all events,
treating each row of the matrix as an observation belonging to a single event.
As distance measure for the k-means clustering, we use the Pearson corre-
lation distance (1-Pearson correlation coefficient), so we perform correlation
between the pattern of correlation coefficients for each event with the pattern
that represents the cluster center.
We consider this clustering approach less prone to the miss-assignment
64 CHAPTER 5. FAULT ACTIVATION AT RITTERSHOFFEN
of events without obvious cluster affiliation or to correlation of noisy signals.
For example, if two waveforms would contain the same concise noise pat-
tern, they could get a high correlation coefficient that is not based on the
actual signal. Yet, it is unlikely that the same noise pattern is present over
the 3000 event waveforms, so the overall correlation sequence in the corre-
lation matrix between the noise-distorted events and all other events would
be only slightly perturbed. Furthermore, using the correlation patterns in-
stead of single correlations can help to highlight connections and especially
distinctions between events that are otherwise ambiguous.
5.3 Results
5.3.1 Overview and detection statistics
In this study, we aim at following the development of the fault system in
the reservoir over the course of the stimulation sequence applied to the well
GRT1. Before going into details of spatial event distribution and waveform
clustering, each stimulation period is introduced and an overview on the
induced seismicity is given. The seismic catalogue derived using the described
methodology that is the basis of the following analysis is presented in terms
of available detections and event locations in Tab. 5.1.
The thermal stimulation was carried out from the 23th to the 25th of
April 2013 for 62.5 hours. A total volume of 4,230 m3 brine was injected at
flow rates up to 25 L/s (Baujard et al., 2017; Maurer et al., 2020). During
the thermal stimulation, 324 events could be detected with the template
matching, where all events but 4 of the initial template database of 146 events
have been recovered. Our final catalogue thereby contains 328 events for
the thermal stimulation, new detections and templates together. Templates
cannot be re-detected or new detections might be missed if they are too close
in time to other detections. In that case, the algorithm does not discriminate
between the events and we only recover the first one. The magnitudes of
the events range from -1.2 to 0.3 with a magnitude of completeness of -0.7.
Magnitude of completeness has been calculated by taking the magnitude bin
with the highest event frequency in the non-cumulative frequency-magnitude-
distribution with bins of 0.1 magnitude intervals. 285 of the detected events
have been relocated, the remaining events did not meet the criteria we applied
for the relative relocation.
5.3. RESULTS 65
Table 5.1 – For each stimulation, summary of the number of events in the tem-
plate database, detected by the template matching algorithm (including recovered
templates), in the final catalogue and number of relocated events. The percentage
of recovered templates is also given.
Stimulation Template
events





146 324 97.3 328 285
Chemical
stimulation
- 2 - 2 -
Hydraulic
stimulation
990 2910 92.9 2980 2824
Injection int.
hyd. stim.
831 2443 91.8 2511 2386
Delayed int.
hyd. stim.
159 467 98.7 469 439
The chemical stimulation was performed two months later from June 23rd
to June 25th. The application of the template matching algorithm led to 2
detections, but there were also 3 detections the day prior to the chemical
stimulation and 1 the day after, so the seismicity level is not distinguishable
from the background noise. A manual inspection of these detections could
not clearly confirm that they are indeed seismic events and not only noise de-
tections. This is supported by the fact that no locations could be determined
for these detections because the SNR is too low.
The chemical stimulation was directly followed by the hydraulic stimula-
tion on the 27th and 28th of June, lasting 21 hours, 42 minutes. The injection
flowrate was increased stepwise to 80 L/s and then stepwise decreased un-
til shut-in. Directly after the stimulation, an injection test was performed
at flowrates up to 60 l/s. In total, a volume of 3,180 m3 brine had been
injected during the hydraulic stimulation and 820 m3 during the injection
test (Baujard et al., 2017; Maurer et al., 2020). For the hydraulic stimu-
lation 2910 events have been detected with the template matching, with a
recovery of 92.9 % of the template database of 990 events. The recovery is
noticeably lower than for the thermal stimulation, which is due to the higher
seismicity rate: more events are occurring in the same time window. The
final catalogue for the hydraulic stimulation therewith contains 2980 events,
templates and new detections together. Among these events, 2824 have been
relocated. The hydraulic stimulation can be divided into two intervals of
high seismicity, one accompanying the stimulation itself, one four days after
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shut-in. Events belonging to the injection related interval have magnitudes
between -1.1 and 1.0 with a magnitude of completeness of -0.7, while events
from the delayed seismicity interval have magnitudes between -1.0 and 1.6
and a magnitude of completeness of -0.1. Between these two intervals and
after the second interval, there are also occasional seismic events.
The catalogue for the hydraulic stimulation of Lengliné et al. (2017) con-
tains 1395 events and therefore about half the number of our final catalogue.
The reasons for this are a smaller initial STA/LTA database (674 events)
used in Lengliné et al. (2017) to obtain the templates and their approach
to select only 13 templates representing different waveform families of these
initial 674 events for the template matching detection. Compared to the cat-
alogue of Maurer et al., 2020 we were able to triple the amount of detections
and reduce the magnitude of completeness by about 0.1.
To give an overview over the development of the seismicity over the course
of thermal and hydraulic stimulation, Fig. 5.2 shows flowrate, seismicity rate
and wellhead pressure (WHP) over time. The time is the relative time since
injection started, with thermal and hydraulic stimulation plotted over each
other to ease the comparison of the seismicity development. During thermal
stimulation, with each new injection step, the WHP reaches a maximum of
2.7-2.8 MPa and then declines. Onset of seismicity occured nearly 24 hours
after injection start and about 1 hour after flowrate was increased to 20 L/s
at a WHP of 2.7 MPa. Seismicity rate then remained constant at a low level
before it increased after a short injection break. The maximum seismicity
rate of 56 events/hour was reached at 25 L/s and a WHP of 2.8 MPa, before
declining and reaching zero nearly 10 hours before injection stop.
The seismicity detected during the injection interval of the hydraulic
stimulation starts at a flowrate of 26.5 L/s and WHP of 1.1 MPa (DHP
= 1.5 MPa), 5.5 hours after injection started. WHP at the beginning of
the hydraulic stimulation is much lower than during thermal stimulation,
even when higher flowrates are reached. Contrarily to the thermal stimu-
lation, after seismicity onset the seismicity rate follows closely the flowrate
and pressure development over the injection steps up to a seismicity rate of
415 events/hour at maximum flowrate and pressure. During the subsequent
injection test, only four events are detected. On the 2nd of July, after a four
days quiet period following shut-in, seismicity raises again with a sudden
burst of 399 events within two hours.
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Figure 5.2 – Top: Injection flowrate during thermal stimulation (orange curve)
and hydraulic stimulation (blue curve) plotted against time since injection start
for each stimulation; The vertical blue dotted-dashed line marks the seismicity
onset during hydraulic stimulation, the orange vertical dotted-dashed line marks
the seismicity onset of thermal stimulation. Bottom: Seismicity rate in 1h bins for
thermal stimulation (orange bars) and hydraulic stimulation injection interval (blue
bars) plotted against time since injection start for each stimulation; The orange
curve is the WHP during thermal stimulation and the blue curve is the WHP
during hydraulic stimulation; The black vertical dashed line marks the injection
start for both stimulations, the blue vertical dashed line marks the shut-in of the
hydraulic stimulation and the orange vertical dashed line the shut-in of the thermal
stimulation.
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5.3.2 Spatial distribution of seismic events
The epicentre map after relative relocation (Fig. 5.3, top) shows that the
seismic events induced during thermal stimulation are arranged in a SW-NE
elongated cloud, extending over a distance of about 300 m. The position
relative to the well for all events of both stimulations was fixed by putting
the first event of the thermal stimulation at the well GRT1 at 2352 m depth
(TVD), where a major fault had been observed in image logs (Vidal et al.,
2017). For the hydraulic stimulation, the hypocenters of the majority of the
events from the injection related seismic interval are clearly distinct from
those of the delayed seismicity. Similar to the events of the thermal stimula-
tion, they are forming a SW-NE elongated cloud partly occupying the same
part of the reservoir previously active. Yet, the cloud is larger, extending
farther south-eastward and to a broader width. A subset of 56 events from
the injection related interval of the hydraulic stimulation is separated from
the main cloud and co-located with the events from the delayed interval. The
delayed events stretch north of GRT1 towards GRT2 with varying orienta-
tions from SW-NE to N-S. The north-depth cross-section (Fig. 5.3, bottom)
shows that all three seismic clouds are horizontally aligned and located ap-
proximately in the same depth range between 2150 and 2400 m. While the
depth range has to be treated with care because of the artificial placement
of the first event after relative relocation, the seismic cloud seems to cover
the whole range of the oxidized and hydrothermally altered granite, reaching
about 50 m into the Buntsandstone at the upper horizontal limit and 50 m
into the unaltered granite at the lower horizontal limit (Vidal et al., 2017).
While the spatial distribution of the seismic events obtained in this study
and by Lengliné et al. (2017) are similar (for the hydraulic stimulation),
the spatial distribution obtained by Maurer et al. (2020) is rather different.
Contrary to the narrow depth range we obtained for the seismic clouds,
in Maurer et al. (2020) the epicenters are distributed over a wide depth
range of about 1 km, which they themselves consider rather unlikely in the
present geological setting. They suspected their limitations in the absolute
location process, especially the trade-off between depth determination and
origin time. We performed relative relocation with different initial locations
of the events, starting from the locations of the templates and from a single
location in different depths, all leading to similar results. This suggests a
certain robustness of the locations. However, it has to be acknowledged
that the usage of a 1D instead of a 3D velocity model, especially in the
complex geological setting at the boundary between granitic basement and
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sedimentary cover intersected by a fault could distort the locations.
5.3.2.1 Activated fault structures
Since the seismic clouds show a clearly narrower extension in one dimension
than the other two, they can be approximated by planar structures. To find
the best fitting planes to the event clouds of thermal stimulation and injection
related and delayed seismic intervals of hydraulic stimulation, the root mean
square (RMS) of the orthogonal distance between each event and an assumed
plane of any geometry is calculated for each cloud. The orientation associated
with the smallest RMS is considered to be the orientation of the best fitting
plane. The RMS for each orientation and the best fitting orientation is shown
as stereoplot for each seismic interval in Fig. 5.4.
For the thermal stimulation and the injection interval of the hydraulic
stimulation, the RMS distribution is similar, with best fitting orientations of
N24◦±7◦E dipping 88◦±6◦W and N15◦±9◦E dipping 86◦±8◦W respectively.
For the delayed interval of the hydraulic stimulation, orientations with a N-S
strike and a steep dip have the lowest RMS values, with a minimum RMS
at N5◦ ± 4◦E dipping 80◦ ± 8◦W. The mapview of the cloud of the delayed
interval of the hydraulic stimulation though suggests that the strike of the
structure is not constant over its whole length. Consequently, the calculated
best fitting plane is to be seen as the average orientation of the structure.
According to the locations and the orientations of the event clouds of
the thermal stimulation and injection interval of hydraulic stimulation, it
is very likely that the same fault was seismically active, yet during the hy-
draulic stimulation a larger part of this fault. The second fault segment,
mainly seismically active during the delayed interval of the hydraulic stim-
ulation, may highlight an en-echelon fault structure (Lengliné et al., 2017).
We assume that the fault activated during thermal and injection interval of
hydraulic stimulation is the targeted Rittershoffen fault, whose orientation
has been determined in previous studies by different means: from seismic
profiles, which estimated a fault orientation of N175◦E, dipping 45◦W (Bau-
jard et al., 2017), acoustic imaging (Vidal et al., 2016; Vidal et al., 2017)
which gave an orientation of N170− 175◦E, dipping 55− 65◦W and two seis-
mic studies by Maurer et al. (2020) and Lengliné et al. (2017). Maurer et al.
(2020) determined a best fitting plane with orientation N5◦E and vertical dip
for the whole seismicity and Lengliné et al. (2017) a best fitting plane ori-
ented N25◦E dipping 70◦W for the cloud induced during the injection interval
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Figure 5.3 – Top: Mapview of the relocated events induced during thermal stim-
ulation (left side, orange dots) and hydraulic stimulation (right side, the injection
related seismic interval of the hydraulic stimulation is in blue, the delayed seismic
interval in violet); Wellpaths GRT1 and GRT2 as black lines. Bottom: North-depth
cross-section of the relocated events.
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Figure 5.4 – Stereoplots showing the root mean square (RMS) of the orthogo-
nal distance between the seismic events and a plane with varying orientation: dip
from 0°to 90° and dip direction from 0° to 360°, in steps of 1°. Orange: thermal
stimulation, blue: injection interval hydraulic stimulation, violet: delayed interval
hydraulic stimulation. The small colored circles show the orientation with mini-
mum RMS.
of the hydraulic stimulation. Our results are therewith in good agreement
with the other studies on induced seismicity in the Rittershoffen reservoir.
The orientation of the fault given by the seismic profile and acoustic imag-
ing is rather NNW-SSE than NNE-SSW and the dip is not as steep. These
discrepancies stem most likely from the different observation scales and the
complexity of the fault zone geometry. As already observed in fault zones in
the Soultz-sous-Forêts geothermal reservoir, small-scale fractures and larger
scale fault zones do not necessarily have the same orientations (Dezayes et
al., 2004; Dezayes et al., 2010). The orientation derived for the second fault
cannot be verified by other studies since it was not calculated by Lengliné
et al. (2017) and Maurer et al. (2020) and is not intersecting either well,
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therefore being not captured by well-logging.
5.3.2.2 Reservoir volume active during both, thermal and hy-
draulic stimulation
Since part of the event cloud induced during the injection interval of the hy-
draulic stimulation is occupying the same reservoir volume as the event cloud
induced during the thermal stimulation, we want to investigate whether in-
side that volume there is a distinction between the two sets of events. To
quantify the overlap of the stimulated volumes during the thermal and hy-
draulic stimulation, we developed the following approach. The volume of
the reservoir which is occupied by the seismic clouds of both stimulations is
divided into regular cubes. The number of seismic events for both stimula-
tions is calculated in each cube. The size of the cubes is chosen according to
an estimation of the event location uncertainty. It corresponds to the scale
for which a change in the dimensionality of the cloud is observed (Fig. 5.5).
The assumption is that the events are induced on fault planes and therefore
the seismic cloud should have a dimension of 2. However, owing to location
uncertainties, the events may deviate at small scales from that planar struc-
tures and form a more 3-dimensional cloud. To find this transition from 3D
to 2D in the dimension of the seismic cloud, we computed the correlation
integral (Grassberger and Procaccia, 1983). More specifically, we calculated
the cumulative number of pairs beneath a certain distance for all possible
distances (Fig. 5.5, left). We indeed observe a transition between two simple
euclidean geometries going from small to large scales: a line of slope 3 can be
fitted for small inter-event distances and a line of slope 2 for large inter-event
distances. The intersection of these lines gives an estimate of the distance
where the dimensionality of the cloud changes and therewith of the location
uncertainty. In the present case, this change happens at a distance of 15 m
(Fig. 5.5, left). This value is not to be seen as an exact quantification of the
location uncertainty but rather as an estimate of its order of magnitude. To
overestimate the location error, we double this value to 30 m, and assign it
to the cube size.
The whole volume between the minimum and maximum x, y and z-
coordinates of the events of the thermal stimulation is divided into 30 ×
30 × 30 m cubes. The subset of events of the hydraulic stimulation falling
inside the cubes is plotted in Fig. 5.5 (right) together with the events of the
thermal stimulation. Out of the 122 cubes, 89 cubes contain events of both
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Figure 5.5 – Left: Estimation of the order of magnitude of the location uncertainty
by investigation of the change in dimensionality of the whole seismic cloud; the
cumulative number of all event pairs is plotted against the distance between the
event pairs in double logarithmic scale (blue dots), the lower part of the curve can
be fitted with a line of slope 3, the upper part with a line of slope 2 (black lines),
the intersection (red cross) marks the change from an euclidean dimension of 3
to 2. Right: Close-up on the reservoir volume seismically active during thermal
stimulation (orange dots) and hydraulic stimulation (blue dots).
stimulations and 33 cubes contain only events of the thermal stimulation.
However, these 33 cubes are located at the edges of the investigated area and
contain in total only 48 events, so in average little more than one event per
cube. Therefore, it seems that inside the volume occupied by events from
thermal and hydraulic stimulation, no clear spatial distinction between the
two sets can be made. This shows that likely the same structures on the
fault plane have been activated during both stimulation sequences, so both
stimulations had a similar effect on the fault in this part of the reservoir.
5.3.2.3 Tempo-spatial event distribution
To link the spatial and temporal distribution of the seismic events, their
order of appearance is shown projected on a vertical cross-section oriented
along the best fitting plane for each of the seismic clouds (Fig. 5.6). For
the thermal stimulation, no clear migration of the events with time can be
observed (Fig. 5.6, top left). Overall, the event-distribution in time as well
as space is quite homogenous without showing any clear development except
a growing number of events in the same part of the fault over the course of
the thermal stimulation.
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For the injection related interval of the hydraulic stimulation, it can be
observed that the earliest events also concentrate mostly in the volume pre-
viously activated by the thermal stimulation. This is especially true for the
first 150 events, which are distributed exclusively in that part of the reser-
voir. Like already observed in Lengliné et al. (2017), later events migrate
southeast- and upwards, into a region where the reservoir had been previ-
ously inactive but there are also still occurrences in the earliest active zone.
The latest events of the main interval of the hydraulic stimulation are located
either in the southeast-uppermost part of the cloud or separated from the
main cloud north of GRT1, in the zone connected to the delayed seismicity
(Fig. 5.6, top right).
For the delayed interval of the hydraulic stimulation we can confirm the
observation of Lengliné et al. (2017) that the seismicity started in the middle
of the cloud, at the edges of both spatial sub-clusters. Seismicity then mi-
grated to the southeast towards GRT1, but without reaching the well, and
to the northwest, creating a quasi-symmetrical pattern (Fig. 5.6, bottom).
5.3.3 Spatial and temporal waveform clustering
Template matching detection and relative relocation rely on waveform simi-
larity between the events, when deploying these techniques it is therefore an
assumption that there is a certain level of commonality among the events
induced at one site. Yet, waveform similarity may vary among the events
and can give insight on relations between them and substructures in the seis-
mic cloud. To investigate these relations, we applied a modified k-means
clustering algorithm as described in the methodology section.
K-means clustering requires an initial choice of the number of clusters
(k). Since we do not know beforehand which number of clusters might rep-
resent best our current dataset, we performed clustering with 3 ≤ k ≤ 10.
With increasing values of k, the event clouds of thermal stimulation and in-
jection interval of hydraulic stimulation are further partitioned into spatially
separated clusters with relatively minor overlap, except for cluster 5, which
is distributed over the whole area. For k = 8, the cluster that contains the
events from the delayed interval of the hydraulic stimulation is split into two
clusters, corresponding to the two spatial sub-clusters of the cloud (Fig. 5.7,
top). We chose k = 8 as the maximum suitable number of clusters to rep-
resent the seismic clouds since for k = 9 and 10, new clusters contain only
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Figure 5.6 – Event cloud of the thermal stimulation (top left), main interval
of hydraulic stimulation (top right) and delayed interval of hydraulic stimulation
(bottom) projected on a vertical cross section oriented along the best fitting planes.
The colors show the order of appearance, with dark blue for the earliest events and
yellow for the latest ones.
few events that are distributed over the whole active fault area. That the
event cloud can be partitioned into smaller and smaller spatial patches with
increasing number of clusters shows that spatial proximity of the events seem
to have a major influence on waveform similarity.
The temporal development of the cumulative number of events per cluster
over the course of all seismic intervals shows that during thermal stimulation,
the events belong mostly to clusters 1, 4 and 7 (Fig. 5.7, bottom). When
looking closer at the seismicity onset during hydraulic stimulation, it can
be seen that the first 150 events also belong to these three clusters. Then,
clusters 2, 5 and 6 become additionally active. Cluster 3 and cluster 8 are
mainly active during the delayed interval of the hydraulic stimulation, but
cluster 3 already shows some activity at the end of the injection interval.
Almost all events from the injection interval that belong to cluster 3 are part
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Figure 5.7 – Top: Spatial distribution of clusters for k = 8 clusters in North-
Depth cross-section. Different clusters are represented in different colors according
to the color bar. Bottom: Cumulative number of events per cluster (colored curves,
color corresponds to cluster number shown in the color bar) in relation to flow rate
(black curve) during thermal and hydraulic stimulation. The two grey dashed lines
mark the beginning of the injection interval of the hydraulic stimulation and the
beginning of the main activity of the delayed interval of the hydraulic stimulation.
The time is shown as hours passed since injection started for the thermal stim-
ulation up to the first grey dashed line and then as hours passed since injection
started for the hydraulic stimulation.
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of the subset of 56 events co-located with the delayed seismicity. On the
other hand, not all of these 56 events belong to cluster 3, Fig. 5.7 (top)
shows that few also belong to clusters 1, 5, 6 or 7.
Despite the time gap of two month and the chemical stimulation in be-
tween, the same waveform clusters active during thermal stimulation are
re-activated during hydraulic stimulation. This shows that the mechanics of
the fault patches during seismic slip remain largely the same and seem to
be independent of time and applied stimulation operation. This is confirmed
by the fact that clusters generally do not overlap each other significantly
while events from thermal stimulation and injection interval of the hydraulic
stimulation occupy the same reservoir volume.
5.4 Discussion
In this chapter, we combine the tempo-spatial development of the seismicity
with the results of the clustering analysis and operational parameters to
obtain an integrated analysis of the fault network development.
During the thermal and the hydraulic stimulation a fault with near-
vertical dip and NNE-SSW strike was activated. It is evident from Figure 2
that during thermal stimulation, seismicity is starting at a WHP of 2.7 MPa
at the 3rd injection step with a flowrate of 20 L/s (24 h after injection start,
1 h into the injection step). Under the common assumption that the WHP
is causative for seismic slip, we present here a corresponding Mohr-Coulomb
analysis. This requires adequate values of the stress state and the failure
criterion. The local stress field was analysed in detail at the nearby Soultz-
sous-Forêts geothermal site by Cornet et al. (2007) who give an overview on
the different studies and have deduced a stress tensor of:
Sv = 33.8 + 0.0255 · (z − 1377)
Sh = 0.54 · Sv
Pf = 0.9 + 0.0098 · z , (5.1)
with Sv: vertical stress, Sh: minimum horizontal stress, Pf : pore fluid pres-
sure, all in MPa, and z: depth in m.
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Based on the findings of Lengliné et al. (2017) and Maurer et al. (2020),
we assume strike-slip conditions with maximum horizontal stress SH being
slightly higher than Sv at reservoir depth: SH = 1.01 ·Sv. The orientation of
SH at the injection depth is estimated by Cornet et al. (2007) to be 170◦ ±
10◦. The resulting Mohr-circle for the stress state of the fault without fluid
injection and for WHP = 2.7MPa is presented in Fig. 5.8. Assuming the
friction coefficient µ of Cornet et al. (2007) for Soultz in the range of 0.8−0.96,
it becomes apparent that for an optimally oriented plane there has to be
cohesion present on the fault, otherwise it would slip at much lower fluid
pressure.
To better constrain the fault conditions, we look at seismicity onset dur-
ing hydraulic stimulation. It can be seen in Fig. 5.2 that seismicity started
at a WHP of 1.1 MPa (DHP = 1.5 MPa) and the Mohr circle for this DHP
is also shown in Fig. 5.8. It becomes clear that, if the onset of seismicity is
related to pore pressure, the failure criterion for the fault must have changed
between both stimulations. Onset of seismicity during hydraulic stimulation
could be explained with no cohesion on the fault using µ = 0.95, which is in
agreement with the value range proposed by Cornet et al. (2007). Assuming a
constant friction coefficient, cohesion c would have to change over the course
of the injection sequence by about c = 1.1 MPa between the thermal and
the hydraulic stimulation on a fault optimally oriented in the stress field.
For µ = 0.95 the optimal orientation of a fault plane for failure would be
N13◦± 10◦E with vertical dip in the assumed stress field. If we alternatively
assume a lower friction coefficient of µ = 0.85, typical for rocks at low normal
stress (Byerlee, 1978), cohesion would be overall higher: c = 2.1 MPa for the
beginning of the thermal stimulation and c = 1.1 MPa for the beginning of
the hydraulic stimulation. In this case the optimal orientation of a plane
for failure would be N15◦ ± 10◦E and therewith match exactly the orienta-
tion calculated for the best fitting fault plane for the injection interval of
the hydraulic stimulation (N15◦ ± 9◦E) and also for the thermal stimulation
(N24◦ ± 7◦E) within the uncertainty range. Thus, the criticality of the fault
plane in the local stress field can be confirmed. The calculated initial cohe-
sion of 1.1 to 2.1 MPa for µ = 0.95 to 0.85 is in the lower range of what was
proposed by Cornet et al. (2007) for Soultz.
In the above Mohr-Coloumb analysis for seismicity onset during thermal
and hydraulic stimulation, it is assumed that the reached WHP at seismicity
onset is initiating the seismicity. However, the thermal stimulation shows no
obvious link between seismicity rate, pressure development and flowrate as
illustrated in Fig. 5.2. We therefore analyse the different injection steps of
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Figure 5.8 – Mohr-circles and failure criteria for seismicity onset during thermal
stimulation (orange) at WHP = 2.7 MPa and c = 1.1 MPa, seismicity onset during
hydraulic stimulation (blue) at DHP = 1.5 MPa and c = 0 MPa and after the first
150 events of the hydraulic stimulation (black) at DHP = 2.4 MPa and c = 0.9
MPa. The grey dashed circle shows the state of stress without fluid injection. The
failure criteria have been calculated for a friction coefficient of 0.95.
the thermal stimulation more closely now.
The 1st injection step was carried out at 10 L/s with fluctuating WHP
up to 1.5 MPa without being accompanied by any seismicity. At the 2nd
injection step, the flowrate was increased to 15 L/s and WHP jumped to 2.8
MPa before slowly declining down to 2.3 MPa. Still, no seismicity was ob-
served, despite the WHP remaining relatively high during the whole injection
step. This suggests that the fluid was distributed into the reservoir through
uncritical fractures that did not react strongly mechanically. The 3rd injec-
tion step at 20 L/s is divided by a short shut-in phase and seismicity shows
distinct behavior before and after the injection break. Seismicity starts 1 h
into the 3rd injection step at near maximum WHP of 2.7 MPa and remains
at low level until the break. Afterwards, seismicity increases drastically. The
increase of seismicity after the short shut-in shows that seismicity rate seems
to react to the rate with which the flowrate is changed, so the length and
magnitude of injection steps. This indicates that seismicity is lower when
the system has time to adjust to the flowrate.
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There are three possible routes of explanation for the upcoming seismicity
at similar WHP compared to the seismically quiet 2nd injection step: 1)
Criticality of fractures: The pressure front of the injected fluid has reached
a more critically oriented fracture set or the initially uncritical fractures
became critical due to changing mechanical properties in the previous steps.
2) Driving mechanism of induced seismicity: Instead of the WHP, seismicity
is caused by thermal effects, increase in hydraulic energy (Baujard et al.,
2014) or the structural load of the fluid mass on the fractures over a prolonged
period. 3) The effective reservoir pressure is different from the measured
WHP and actually higher during the 3rd than during the 2nd injection step.
At the fourth injection step, when flowrate is increased to 25 L/s, WHP
reaches its peak value of 2.8 MPa again, accompanied by maximum seismicity
rate before both subsequently decline. This time, the increase in injectivity
is accompanied by a decrease in seismicity. This behaviour would be typi-
cal for a hydraulic stimulation: fractures slip seismically thereby increasing
permeability, that leads to pressure decrease and consequently drop of the
seismicity rate even at ongoing fluid injection. Overall, it remains unclear if
the seismicity onset and development during thermal stimulation is related
directly to pressure changes, to injection flowrate, to cumulative injected
volume or to a combination of these factors. The calculated value for co-
hesion on the fault is only valid if the reached WHP caused the seismicity
onset. However, even if this is not the case, it still gives a lower threshold
for the mechanical stability of the fault regarding pore pressure since it did
not seismically slip at lower WHP during the first 24 hours of injection.
The conditions of the thermal stimulation with flowrates below 25 L/s
over 2.5 days are clearly different from the hydraulic stimulation with flow-
rates of up to 80 L/s over 22 hours. This is impacting also the induced
seismicity. Fig. 5.2 shows that, contrary to the thermal stimulation, seis-
micity during hydraulic stimulation follows a pattern of increasing seismicity
rate with increasing pressure. The different behaviour of the system dur-
ing thermal and hydraulic stimulation suggests that either the mechanical
state of the fault has changed between the two stimulations or that the rela-
tion between operational parameters and seismicity changes above a certain
flowrate. Since during hydraulic stimulation seismicity rate and WHP de-
velop in close correlation, a pressure related criterion for fault activation is
not unlikely.
Baujard et al. (2017) report that injectivity during thermal stimulation
was increased from 0.6 L/s/bar to 1.3 L/s/bar at a flowrate of 20 L/s and that
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this injectivity increase was retained during the two month break before the
chemical stimulation. This suggests that the fractures activated during ther-
mal stimulation were then still open. The shear stress along the fault should
have been reduced after the slippage during the thermal stimulation. The
Kaiser-effect (Kaiser, 1950; Lavrov, 2003) claims that the fault should not be
re-activated at a pressure level below the 2.8 MPa. However, seismicity was
detected at less than half this WHP during the hydraulic stimulation. This
suggests that the fractures were more critical before the hydraulic than prior
to the thermal stimulation and that the value of cohesion has been impacted
by the thermal and/or the chemical stimulation that took place immediately
before the hydraulic stimulation. Seismicity could not be detected during this
chemical stimulation despite a slightly decreased magnitude of completeness
resulting from our method. The impact of the chemical treatment had how-
ever a clear impact on the well due to the increased injectivity (Baujard
et al., 2017). Mineral reactions could have changed the mechanical state
along parts of the fault, leading to a re-activation at lower pressure. The
event locations show that within an approx. 200 m distance of the injection
well, the initial, approx. 150 seismic events of the hydraulic stimulation and
the events of the thermal stimulation are spatially indistinguishable. That
means the same part of the fault got activated twice. This behaviour cannot
be explained by a Kaiser-effect under the assumption of static mechanical
parameters.
After the first phase of the hydraulic stimulation, the seismic cloud starts
to migrate along the fault, about one hour after the increase of flowrate to 40
L/s at a DHP of 2.4 MPa. The detailed event re-location allows for a Mohr-
Coulomb analysis of the onset of this migration along the hitherto seismically
quiet part of the fault as shown in Fig. 5.8. It is characterized by a cohesion
of 0.9 MPa for µ = 0.95 or 1.8 MPa for µ = 0.85, which is in correspondence
to the determined cohesion of the fault at onset of seismicity during thermal
stimulation. Above 40 L/s, Baujard et al. (2017) also observed a change of
the state of the well by a linear increase of the downhole differential pressure
with the flowrate. This is reflected in the described change of the tempo-
spatial seismicity distribution: While during thermal and early hydraulic
stimulation a whole part of the fault close to the well became seismogenic at
once, after the flowrate increase to 40 L/s during the hydraulic stimulation,
the events changed towards a directed migration along the fault. Reaching a
final injectivity index of up to 2.5 L/s/bar, Baujard et al. (2017) concluded
that the hydraulic stimulation of GRT1 led to a drastic enhancement of near-
well hydraulic properties and the development of a good connection with
the reservoir over a high-conductive feature. Our analysis confirms these
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statements since seismicity and therewith pressure reached farther into the
reservoir as evidenced by the larger activated fault-area.
The clustering analysis supports the above layout: There is largely a
spatial division between clusters in both fault parts, the area activated during
both stimulations closer to the well and the area becoming active only during
hydraulic stimulation. Furthermore, the temporal development of the event
clusters shows that the same fault patches are repeatedly activated over the
whole duration of both stimulations. Noteworthy, the cluster activity is not
linked to thermal or hydraulic stimulation. Thus, it is likely that the same
fault activation mechanism took place.
A subset of 65 events induced at the end of the injection during the hy-
draulic stimulation is spatially separated from the rest of the cloud, situated
on a second fault that became seismically active again four days later during
the delayed seismic interval unrelated to on-site operations. The clustering
analysis shows that 72% of the subset events belong to cluster 3 and their
waveforms are therefore characteristic for the delayed interval. Despite being
closely co-located, few events belong to cluster 1 (8%), 5 (3%), 6 (9%) and 7
(8%), having characteristic waveforms for the injection related interval. This
confirms that location is not the only factor influencing the waveforms and
may suggest that the fault activation mechanism plays a role. The co-location
of events belonging to different clusters hints at the dynamic conditions in
the reservoir with a transition of fault activation mechanisms taking place
on the second fault.
The origin and mechanism for the delayed seismicity interval on the
second fault segment is discussed in Lengliné et al. (2017), who proposes
Coulomb stress transfer by aseismic slip followed by event-to-event trigger-
ing to be responsible. Aseismic movement could be favoured by clay minerals
that are associated to the fault zones in the Rittershoffen reservoir (Vidal et
al., 2018). Well tests and tracer tests between GRT1 and the later drilled
well GRT2 give evidence of an existing pressure but a rather poor flow con-
nection with a tracer breakthrough occurring only 12-14 days after tracer
injection (Baujard et al., 2017; Sanjuan et al., 2016). These observations
highlight the importance of stress transfer in the rock matrix. The existence
of a good pressure connection may hint at poroelasticity as another possible
driving mechanism of the delayed seismicity.
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5.5 Conclusion
We derived a comprehensive seismic catalogue by template matching de-
tection whose events were relocated by a relative relocation procedure and
sorted into waveform clusters. This processing allowed for a detailed evalu-
ation of the temporal and spatial distribution of the seismic events induced
during the stimulation sequence of GRT1. The method yields reproducible
and stable results. Specifically, a comparison with Lengliné et al. (2017)
shows that the overall spatial distribution of events for hydraulic stimulation
was reproduced from different initial template databases and velocity mod-
els. In comparison with the classical methods with STA/LTA detection and
absolute locations (as used by Maurer et al. (2020)) our processing reveals
more details, allowing us to highlight features of the reservoir that would
otherwise remain invisible. In particular, the temporal development of the
events over the injection steps and the shape and orientation of the different
segments of the fault network is becoming evident. Overall, the amount of
events has been tripled compared to the template catalogue, while the mag-
nitude of completeness could be reduced by 0.1, making the catalogue only
slightly more complete regarding the low-magnitude events.
Herein, we successfully applied this methodology to the seismicity in-
duced during thermal and hydraulic stimulation of the well GRT1 of the
Rittershoffen geothermal reservoir and characterized the development of the
corresponding fault network. We detected two seismogenic fault segments in
a depth range between 2150 and 2400 m, in the altered granite just below
the transition from the Buntsandstein. Our high resolution re-location allows
the conclusion that there is no direct and continuous migration of seismicity
from one structure to the other and therewith stress transfer between the
two faults had to be aseismic.
Our analysis has shown that GRT1 intersects a NNE-SSW striking fault
that is highly critically oriented in the local stress field and was seismically
activated during thermal and hydraulic stimulation. The multiple injection
sequence on the same fault plane allows us to propose a scenario of progres-
sive change of the fault condition. On the basis of the seismicity, the pressure
conditions and the stress field, an initial cohesion of ≈1-2 MPa was derived
under the assumption that the pore pressure is causative for the seismicity
onset and a friction coefficient between 0.85 and 0.95. Other mechanisms
that might have contributed are thermal effects, flowrate or the cumulative
injected volume. The chemical stimulation did not cause seismicity but likely
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affected the fracture network as evidenced by an increase of injectivity (Bau-
jard et al., 2017). The thermal and/or chemical stimulation seemingly caused
a reduction or even complete loss of cohesion, allowing seismic reactivation of
the same part of the fault at lower fluid pressure during the hydraulic stim-
ulation. Further indication for a change of the mechanical conditions can be
seen in a detailed spatial comparison of the hypocentres of the thermal and
the hydraulic stimulation showing that the locations are indistinguishable in
the same reservoir volume. Also, the activated clusters show that the events
from both stimulations in this part of the fault do not have distinct charac-
teristics and therewith were most likely caused by the same fault activation
mechanics. Seismicity started to migrate further into the reservoir and acti-
vated a new area of the fault and new clusters at flowrates > 40 L/s. The
onset of the migration occurred at a similar pressure like onset of seismicity
during thermal stimulation, confirming the obtained failure criterion for the
unperturbed fault.
We identified a second fault with an orientation varying from NNE-SSW
to N-S, situated north of the first one. It was primarily active during the de-
layed interval of seismicity four days after shut-in of the hydraulic stimulation
but a subset of events induced during the late injection phase is also located
on this fault. The delayed seismicity as well as most of the subset events
belong to distinct clusters compared to the majority of the injection related
events. This observation supports the hypothesis made by Lengliné et al.
(2017) that the delayed seismicity was caused by a different mechanism than
the injection related seismicity and is not directly related to fluid migration.
However, a few of the late injection related events from the subset located
on the second fault belong to waveform clusters active during the injection
interval. This suggests that at the end of the injection a transition of fault
activation mechanism took place. The triggering of a second fault after four
days of quiescence shows that aseismic stress transfer plays an important role
and can lead to unexpected seismicity on structures that may have not been
targeted originally.
Our study provides new perspectives to understand the hydraulic pro-
cesses in a faulted underground reservoir. The performed stimulation se-
quence at Rittershoffen gave us the opportunity to perform a detailed mon-
itoring of the seismic response and therewith the mechanical state of a fault
system to fluid injections with different operational set-ups. Especially our
clustering analysis indicates the complexity and dynamics of the processes.
The well-controlled setting in combination with our detailed integrated anal-
ysis allowed us to derive a deeper understanding of the hydro-mechanical
5.5. CONCLUSION 85
interactions in the reservoir and can thus contribute to the mitigation of
seismicity in future operations and projects.
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Abstract
Fracture networks in underground reservoirs are important pathways for fluid
flow and can therefore be a deciding factor in the development of such reser-
voirs for geothermal energy, oil and gas production or underground storage.
Yet, they are difficult to characterize since they usually cannot be directly
accessed. We propose a new method to compute the likelihood of having
87
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a fracture at a given location from induced seismic events and their source
parameters. The result takes the form of a so-called Pseudo Probabilistic
Fracture Network (PPFN). In addition to the hypocenters of the seismic
events used to image the fracture network, their magnitudes and focal mech-
anisms are also taken into account, thus keeping a closer link with the geo-
physical properties of the rupture and therefore the geology of the reservoir.
The basic principle of the PPFN is to estimate the connectivity between any
spatial position in the cloud and the seismic events. This is done by apply-
ing weighting functions depending on the distance between a seismic event
and any location, the minimum size of the rupture plane derived from the
event magnitude, and the orientation of the rupture plane provided by the
focal mechanism. The PPFN is first tested on a set of synthetic datasets to
validate the approach. Then, it is applied to the seismic cloud induced by
the deep hydraulic stimulation of the well GPK2 of the enhanced geother-
mal site of Soultz-sous-Forêts (France). The application on the synthetic
datasets shows that the PPFN is able to reproduce fault planes placed in a
cloud of randomly distributed events but is sensitive to the free parameters
that define the shape of the weighting functions. When these parameters are
chosen in accordance with the scale of investigation, i.e. the typical size of the
structures of interest, the PPFN is able to determine the position, size and
orientation of the structure quite precisely. The application of the PPFN to
the GPK2 seismic cloud reveals a large prominent fault in the deep-northern
part of the seismic cloud, supporting conclusions from previous work, and a
minor structure in the southern upper part, which could also be a branch of
the main fault.
6.1 Introduction
Applications like geothermal energy, oil and gas production, wastewater dis-
posal or gas storage that use the subsurface as reservoir or storage facility
involve the extraction, injection and circulation of fluids. In many such reser-
voirs, especially when located in low porosity rocks, fracture networks can
be the main pathways for the injection/extraction of these fluids (Gale et
al., 2014; Vidal et al., 2018). They may, however, be a potential source of
induced seismic events (Gellasch et al., 2013; Rutqvist et al., 2016). Conse-
quently, the characterization of these fracture networks controlling the fluid
flow is of major importance for a safe and efficient utilization (Aydin, 2000;
Berkowitz, 2002). However, since they are typically located too far below
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direct access, such a characterization is challenging and has been addressed
by different approaches, including outcrop mapping, the evaluation of well-
logs and drill-cores, stochastic and geomechanical modelling or, like in this
study, analyzing induced seismicity. Each of these techniques has its own
advantages and disadvantages (Lei et al., 2017):
The mapping of outcrops as reservoir analogues (Cilona et al., 2016;
Watkins et al., 2018) or the evaluation of well-logs and drill-cores, which
allow direct insight into the reservoir (Barthélémy et al., 2009; Aghli et al.,
2016) have the advantage to provide a direct physical image of the fracture
networks. However, they supply only limited, very localized data and logs
and cores are potentially disturbed by the drilling process, whereas outcrops
can only be assumed representative analogues of the underground condi-
tions, an assumption which has its restraints (Howell et al., 2014; Watkins
et al., 2015). Furthermore, these techniques basically only provide 1D and
2D information whereas knowledge about the 3D fracture network would be
desirable.
Stochastic models may use such limited 1D/2D data sets to obtain a
full 3D distribution of a fracture network in a reservoir (Kohl and Mégel,
2007; Tóth, 2010) with the fracture properties (i.e. location, density, size or
orientation) following probability distributions (Darcel et al., 2003a; Follin
et al., 2014). Another modelling approach is to simulate the formation of
the fracture network under the geological and geomechanical conditions of
the reservoir (Nick et al., 2011; Spence and Finch, 2014). However, due to
the complexity of the geological processes, which are involved in fracture
formation, a fully accurate representation is difficult to reach. All models,
whether stochastic or geomechanical, can be only estimations of the actual
fracture network in the reservoir, since a generic fracture network is created
with characteristics aimed to be as similar as possible to the real fracture
network instead of mapping the present underground conditions.
Herein, the imaging of the fracture network in the reservoir will be char-
acterized by the induced seismicity resulting from changes in the stress field
due to man-made activity like drilling, circulation and hydraulic stimulation
(Maurer et al., 2020; Gaucher et al., 1998; Cuenot et al., 2008). This ap-
proach has the advantage that it provides 3D information directly about the
reservoir. An implicit assumption is the spatial correlation of the seismic
events with the distribution of at least some of the fluid pathways (Cornet
and Scotti, 1993). To locate the induced seismicity as precisely as possible
and describe their geometrical pattern is considered a promising way to im-
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age the 3D reservoir (Fehler et al., 2001). Many studies focus on the location
aspect, resulting in techniques, which allow location uncertainties as low as a
few tens of meters. Those techniques include for example automatic refining
of phase picking to reduce picking inconsistencies (Rowe et al., 2002), wave-
form cross correlation (Moriya et al., 2002; Lengliné et al., 2017) and event
clustering (Phillips et al., 1997; Deichmann et al., 2014), multiplet relocation
(Poupinet et al., 1985) double-difference relocation (Waldhauser, 2002; Po-
liannikov et al., 2013) and 4D tomography (Calò et al., 2011). Yet, despite
the precise location of induced seismic events, the associated structures in
the reservoir may remain unclear because the seismicity forms a rather dense
spatial cloud of earthquakes, which makes individual features difficult to de-
tect. Methods proposed to emphasize the fracture network from seismicity
clouds are for example the three-point-method by Fehler et al. (1987) aiming
at identifying major plane directions, the collapsing method by Jones and
Stewart (1997) and the detection of structures in a point cloud by utilizing
a 3D Hough transform (Sarti and Tubaro, 2002; Wang and AlRegib, 2014).
All of these methods assume that the seismicity should belong to planar
structures but rely solely on the seismic event hypocenters and their location
uncertainties in the case of Jones and Stewart (1997) to detect structures
in the seismic cloud. However, seismic events possess other properties than
just their locations such as their magnitudes and focal mechanisms, which
describe the rupture geometry of the seismic source and thus can help to
provide a stronger link to the geology in the reservoir and better define the
fracture network. Eisner et al. (2010) used such additional information to
create a discrete fracture network in a hydraulic fracturing case study in
continental USA. They assigned a plane to each seismic event with an orien-
tation derived from the source mechanism of the event and a size calculated
from its seismic moment. In this work, we extend the approach of Eisner
et al. (2010) by applying a probabilistic rather than a discrete approach and
by including a criterion on the radius of influence of an event in addition
to the hypocenter, magnitude and focal mechanism. As a consequence, a
spatial probabilistic distribution of fracture planes will be associated to each
event leading to a pseudo-probabilistic fracture network when all of them are
jointly considered.
In the following, the new method, called pseudo-probabilistic fracture
network identification (PPFN), is described in detail and its capability to
detect and locate dominant structures in seismic clouds is demonstrated from
synthetic datasets. On these synthetic datasets, the functionalities of the
PPFN are evaluated and conclusions are drawn for the application to real-
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world datasets. In the next step, the PPFN is applied to the catalogue of
induced seismicity generated during the hydraulic stimulation of the well
GPK2 of the enhanced geothermal site of Soultz-sous-Forêts (France). The
subsequent discussion relates our results for the case study to other works,
which analyzed the fracture network of the Soultz-sous-Forêts geothermal
reservoir (Dezayes et al., 2004; Dezayes et al., 2010; Sausse et al., 2010) and
gives recommendations for the application of the PPFN.
6.2 Pseudo probabilistic fracture network iden-
tification (PPFN)
We developed a method, which aims at detecting the spatial distribution
of fractures in a seismic cloud by estimating the connectivity between any
spatial position and the seismic events. The principle of the method is quite
straight-forward and driven by the seismic source parameters, namely the
event hypocenters, magnitudes and focal mechanism. The intrinsic assump-
tion is that it is more likely that two events belong to the same structure when
they are spatially closer than when they are farther apart. It is also assumed
that the magnitude of an event is related to the size of its rupture plane and
that two events whose rupture planes spatially intersect belong to the same
structure. These assumptions are used to design weighting functions that
assign decreasing weights with increasing distance from an event either by
considering the distance from the event alone or by also taking into account
their magnitudes. Both weighting schemes have a relatively similar distance
weighting effect but the first one can be used in the absence of magnitude
information. Lastly, the focal mechanisms of the events are used to gain
information on the orientation of the structure an event originates from and
thus connect events belonging to similar oriented planes. The combination
of this information leads to a 3D map of weights, which shows where, in the
seismic cloud, the dominant structures are located. Like all techniques based
on seismic events, the method is conceptually limited to highlight only seis-
mically active and connected structures, which may not reflect the entirety of
the fracture network (Cornet and Scotti, 1993). Furthermore, the resolution
of the method is limited by the location errors of the seismic events, so only
structures larger than these location errors should be interpreted.
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Figure 6.1 – Illustration of the first computation step of the PPFN: The area of
the point cloud (red dots) is covered by a 3D grid of cubic cells (left side), then the
connection vectors (red arrows) between each single point (red dot) and the center
of each cell (black dots) are computed (right side).
6.2.1 Distance, magnitude and focal mechanism weight-
ing
The first step of the methodology consists in meshing the seismic cloud vol-
ume with cubic cells. Then, the connection vector between each event and
the center of each cell is calculated. The procedure is illustrated in Fig. 6.1:
on the left-hand side, a hypothetic point cloud (red dots) is enclosed by a 3D
mesh (in black) and on the right-hand side one sample event (red dot) and
the center of each cubic cell (black dots), here in a 2D view, are connected
by a vector (red arrows).
In case of the distance weighting, each cell is assigned a weight associated








where d is the length of the connection vector and the standard deviation
σd a free parameter that affects the shape of the weight distribution. Equa-
tion (6.1) is comparable to a probability density function, except that it is
not normalized and therefore we call this approach pseudo-probabilistic frac-
ture network (PPFN) identification. The larger σd is chosen, the slower the
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weighting function is declining with distance, such that events farther away
from each other are connected more strongly. Thereby, it is possible to adjust
the method to detect smaller or larger structures and to adapt it to geolog-
ical conditions, if there is a priori knowledge about the scale of the fracture
network of interest. With the weighting function for each cell, as many dif-
ferent values as events in the cloud are derived. All these values are then
summed per cell, which gives a 3D distribution of weights Wd covering the
investigated volume. Where the weights are high, the dominant structures
are most likely located. In the following, the PPFN based on this weighting
scheme is referred to as distance PPFN.
Other information than the inter-event distances can be included, de-
pending on their availability. The weighting associated with the distance
may be given an additional physical meaning when the size of the rupture is
known. Indeed, for a given earthquake, we can consider that any cell within
its source radius is fully connected and assigned these cells a weight of 1.
Beyond this distance, a Gaussian-like weighting is applied similar to the dis-









σM(M) = F · r(M) , (6.3)
where d is again the length of the connection vector, r(M) is the radius of
the rupture plane of the event depending on the magnitude M and F a free
parameter, which influences the shape of the curve. Thus, all cells within
the radius of the rupture plane of the event are connected with certainty to
the event and then the connection will be less likely or decrease as cells get
farther away. Like for the distance weighting, the weights are calculated for
each event and each cell and then are summed per cell to give a final 3D
weight map. In the following, the weighting approach in Eq. (6.2) will be
referred to as the magnitude PPFN because the magnitude will be used to
estimate the source radius.
Several models could be used to estimate the earthquake source size under
assumption of a circular rupture plane (Madariaga, 1976; Brune, 1970; Sato
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where k is a constant of different value for the different models, fc is the
corner frequency and β is the S-wave velocity. Depending on which model is
used to compute the source radius, the radius of influence of an event could
vary significantly, e.g. by a factor of 1.8 between Madariaga’s (k = 0.21) and
Brune’s (k = 0.37) models. As can be seen from Eqs. (6.2) and (6.3), the
source radius influences on the one hand site the range up to which a weight
of 1 is assigned to a cell and on the other hand the steepness of the weighting
function beyond that range. The larger the estimated radius, the larger is the
area around an event that is assigned high weights. Furthermore, while Eq.
(6.4) assumes a circular rupture plane, more complex slip geometry could be
considered instead. Ide (2001) and Lanza et al. (1999) have shown spatial
variability in the slip distribution of small earthquakes and Rubin and Gillard
(2000) and Rubin (2002) found systematically elongated rupture planes along
the strike direction in their studies about small aftershock events. In such
cases, unilateral or bilateral Haskell (1964) models may be applied.
To calculate the source radius from the event magnitude, the corner fre-
quency in Eq. (6.4) can be related to the magnitude of the event. However,
this connection between corner frequency and magnitude is not universal and
like the source rupture model should be always adapted to the seismological
data under consideration. Independently from the definition of the PPFN
itself, what matters is the reliability of the estimated source radius. If the
confidence is low, the denominator of Eq. (6.2) could be increased to flatten
the PPFN and decrease its value of information.
In the present work, we use the Soultz-sous-Forêts dataset as a case study
and therefore assume the relationships between source radius, corner fre-
quency and duration magnitude previously used for the same dataset by
Charléty et al. (2007). They follow Abercrombie (1995) to relate corner fre-
quency to source radius and consequently rely on the source rupture model
of Madariaga (1976). Charléty et al. (2007) highlight a correlation between
the event corner frequency fc and its duration magnitude Md for the Soultz
dataset:
fc = 35.06− 8.20 ·Md . (6.5)
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Using Eqs. (6.4) and (6.5), it is thus possible to estimate the event source
radius r from its magnitude Md. For the synthetic datasets we also use
Madariaga’s source rupture model and Eq. (6.5) to obtain the source radius,
yet we also investigate how the weights calculated by the magnitude PPFN
would change if we would apply Brune’s model instead of Madariaga’s.
The distance and the magnitude PPFN are connecting cells in all direc-
tions from the event, but the fault or fracture structure on which the event
occurred is likely more or less planar. Consequently, there will be areas high-
lighted by high weights around the events, which are not lying in direction
of the actual structure. It is now desirable to include also a directional in-
formation, to assign higher values to cells that are likely lying in the actual
direction of the fault plane. This can be achieved by considering the focal
mechanisms of the events if available. Again, a Gaussian-like weighting func-
tion is formulated, this time depending on the spatial angle α between the
orientation of the fault plane given by the focal mechanism and the orienta-








where σf , the standard deviation, is a free parameter that affects the shape
of the probability distribution and should be at least equal to the uncertainty
of the focal plane orientation in degrees. To calculate the angle α, first the
normal vector on the fault plane given by the focal mechanism is computed.
Then the angle β between this normal vector and the connection vector
between event and cell is calculated via the scalar product and then α =
90◦−β. By applying the directional weighting, cells along the rupture plane
of an event are assigned higher weights than the others.
For a given event, the distance-/magnitude-weighting is direction inde-
pendent and the focal mechanism-weighting is distance independent. These
two types of information can be combined to constrain the areas of high
weights around the events in size as well as orientation. This can be achieved
by multiplying the distance PPFN/magnitude PPFN with the focal mecha-
nism PPFN to assign each cell a weight reflecting distance and directional
information. Once this multiplication is done, the results for all events are
again summed for each cell to obtain the final PPFN map.
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6.2.2 Normalization of the PPFN
In a last step, the weights resulting from the application of Eqs. (6.1), (6.2)
or (6.6) are normalized to enable comparison of different PPFN results and
to make them more meaningful. Specifically, after normalization, cells that
show the presence of a fault should have weights larger than zero to allow easy
identification. The PPFN is based on the concept that weights are higher
in areas with expected faults than in areas where the events are randomly
distributed. If the events would be randomly distributed among the whole
area the cloud covers, the weights for the cells should be smaller than if a









> Wr + SF , (6.7)
where W is the weight of each cell after applying the PPFN to the actual
dataset,Ws the sum ofW over all cells,Wr the mean weight of each cell after
applying the PPFN to 100 random datasets Wrs the sum of Wr over all cells
and SF a scaling factor to account for variations in the randomly distributed
point clouds.
Therefore, normalization can be performed by subtracting the term on
the right hand side of Eq. (6.7) from the term on the left hand side, meaning
the background noise resulting from randomly distributed events is removed,




−Wr − SF . (6.8)
Then, cells with Wn > 0 are expected to belong to faults. To calculate Wr
and Wrs, the PPFN is applied to 100 random datasets and the mean weight
of these 100 datasets is calculated for each cell. To design these random
datasets, the volume of the actual event cloud is divided into cubes and the
same amount of points per cube is randomly distributed in each cube, with
the overall number of points being the same as the number of seismic events
in the actual cloud. In case the number of points cannot be distributed evenly
on the cubes, the remaining points are distributed again randomly among the
cubes. The size of the cubes has to be small enough to approximate the shape
of the actual seismic cloud but not too small to prevent from having many
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(empty) cells that would unnecessarily increase the computation time. The
PPFNs for 100 of these randomly distributed point clouds are calculated and
then averaged, resulting in the value Wr. We chose a number of 100 datasets
to ensure the distribution is not dominated by accidental accumulation of
events in single random datasets. Higher numbers can be used to further
mitigate this effect but the higher the number of datasets, the longer the
computation time.
The scaling factor SF in Eq. (6.8) has to be high enough to account for
fluctuations in the weight distribution over the cells for randomly distributed
point clouds due to random accumulation of points in certain areas or the
overall shape of the cloud. If the normalized PPFN is applied to a random
dataset, Eq. (6.8) should only result in weights smaller than zero because no





and SF can be determined by the following procedure: the PPFNs for the 100
random point clouds are calculated and normalized according to Eq. (6.8)
with SF = 0. The weights for each of the resulting PPFNs will naturally
vary and to capture the maximum weight produced by the random noise the
maximum weight among all the weights is taken from each of the 100 resulting
normalized PPFNs. Then the distribution of these maximum weights for
the 100 random point clouds is calculated. This distribution represents the
maximum noise, which is still present after normalizing a random distribution
of points and therefore a value, which has to be additionally subtracted from
the PPFN for the actual dataset. The factor SF is calculated from this
distribution as:
SF = Wmr +D · smr , (6.10)
withWmr the mean of the distribution of maximum weights after the normal-
ization of the 100 random point clouds, smr the standard deviation of this
distribution and D a factor to weight the standard deviation, here chosen
to be D = 5. At last, after the normalization of the actual dataset, every
weight value larger than zero indicates an area where a preferred structure
is located.
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6.3 Assessment of the PPFN on synthetic
datasets
6.3.1 Synthetic datasets
Three sets of synthetic datasets are created to confirm that the PPFN is
working as intended and to test the influence of the parameters σd for the
distance PPFN and F for the magnitude PPFN. The synthetic datasets do
not have the purpose to simulate real seismicity clouds, they are merely
designed to be sufficient to evaluate whether the methods work technically
as expected. For this purpose, a simple geometry is favorable because it is
more robust to design errors, easy to manipulate and leads to clear results
easy to verify.
The datasets consist each of 500 points distributed randomly within a
sphere of 1000 m radius, except for a subset of points distributed on one
or two rectangles assumed to represent fault planes. The point cloud is
placed in a 3D Cartesian coordinate system, with the three axis defined
to represent northing, easting and depth (with 0/0/0 being the uppermost,
southernmost and westernmost corner) to be consistent with the description
of the orientation of geological fault planes in real-world settings. Dataset
1 contains one rectangle of length 1000 m and width 500 m located in the
middle of the cloud and orientated 45◦/180◦ (dip/dip direction), meaning
the plane is dipping 45◦ to the south, having a E-W strike. Out of the 500
points, this rectangle is defined by 100 points in dataset 1a, by 50 points in
dataset 1b and by 25 points in dataset 1c. Dataset 2 contains two parallel
rectangles close to opposite margins of the cloud (Fig. 6.2) of length 500 m
and width 250 m and are both orientated 45◦/180◦. They are each defined
by 50 of the 500 points for dataset 2a, 25 points for dataset 2b and 15 points
for dataset 2c. Finally, dataset 3 has the same characteristics as dataset 2,
but the rectangles are orthogonal, orientated 45◦/180◦ and 45◦/270◦. The
characteristics of the synthetic datasets are summarized in Tab. 6.1.
Testing magnitude and focal mechanism PPFN requires to artificially as-
sign a magnitude and a focal mechanism to each event of the clouds. The
magnitudes are simulated by real numbers, with one decimal, between 0 and
2.5 following a distribution according to the Gutenberg-Richter magnitude-
frequency power law with a generic b-value of 1, and are randomly assigned
to the points. The value of 2.5 is chosen here because this is the maxi-
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Figure 6.2 – Synthetic dataset 2a: Spheric cloud of 1 km radius consisting of
400 randomly distributed points and two rectangles of size 500 mx250 m oriented
45/180 (dip/dip direction) consisting of 50 points each.
mum magnitude for the real dataset of the hydraulic stimulation of GPK2
in the Soultz reservoir that is later used to apply the PPFN to a field case.
Higher values for the magnitudes could be chosen, there is no theoretical
limit in the method. To simulate the focal mechanisms random orientations
are assigned to all points except the points on the planes, which are assigned
the orientation of the plane they are forming. We test the PPFN first for
all synthetic datasets using the distance- and magnitude-weighting only and
then we combine distance and magnitude PPFN with the focal mechanism-
weighting. The size of the cubic cells of the grid when meshing the cloud
volume should be chosen according to the location error of the events in the
seismic cloud. For the application of the PPFN to the synthetic cases, a cube
side of 50 m is used because 50 m is the average location error of the events
in the GPK2 seismic dataset, so this will be also the grid resolution we use
for the applied case.
6.3.2 Application of the PPFN to the synthetic datasets
The scaling free parameters σd, F and σf are playing a central role when
applying the PPFN. They determine the shape of the Gaussian weighting
100 CHAPTER 6. PSEUDO-PROBABILISTIC FRACTURE NETWORK
Table 6.1 – Characteristics of the three groups of synthetic datasets for the eval-
uation of the PPFN.
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functions and therefore how many points may connect. Since it is the goal
to connect the points on each plane but not too many points beyond, it is
sensible to relate the choice of σd and F to the size of the plane that has to be
detected. Since the distance and magnitude weightings connect points in all
directions, we choose as reference length for the Gaussian distributions half
the size of the larger dimension of the plane, which is in our test cases also the
size of the smaller dimension of the plane. In the following, three cases are
tested. For the distance weighting, σd is chosen to be 1/2 length, 1/4 length
and 1/6 length of the larger dimension of the plane, which means for dataset
1 σd = 500 m, 250 m and 125 m and for the datasets 2 and 3 σd = 250 m,
125 m and 83 m. For the magnitude weighting, the distribution depends
not only on the parameter F but also on the magnitude of the event (see
Eq. (6.3)). To still relate the weighting to the size of the plane, the scaling
free parameter F is calibrated for the mean magnitude of the events, so that
σM(M) = 1/2 length, 1/4 length or 1/6 length of the larger dimension of the
plane. For events with magnitudes smaller than the mean magnitude, the
weighting function will decline steeper whereas for events with magnitudes
larger than the mean magnitude, the weighting function will be flatter. Yet,
as discussed in the previous section, for the magnitude PPFN next to the
parameter F also the choice of the source rupture model can influence the
weighting function. However, due to the calibration of F such that σM(M)
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Figure 6.3 – Influence of σM and k on the weighting function: Red: weighting
functions for k = 0.21 (Madariaga, 1976), blue: weighting functions for k = 0.37
(Brune, 1970), straight line: σM (M) = 250 m, dashed line: σM (M) = 125 m,
dotted line: σM (M) = 83 m. Weighting functions are shown for an event with
magnitude 1.
is a fixed value related to the fault size, F also becomes dependent on r and
in return σM(M) becomes independent of k. Therefore, k only determines
the cut-off point but not the shape of the weighting function, giving it as
a whole a rather minor influence as shown for an event of magnitude 1 in
Fig. 6.3. In the following, therefore k is fixed to 0.21 according to the
model of Madariaga (1976) and in agreement with the Soultz case study
performed in the next chapter. To quantify the performance of the different
values for σd and σM(M), the center of mass, the orientation derived from
principal component analysis and the dimensions of the detected structures
are computed and compared with the actual features of the planes.
The results of the application of the distance and magnitude PPFN for
dataset 2a are presented in Fig. 6.4. The two planes dipping 45◦ south
are made visible by weights larger than zero. Figure 6.4 shows, as color
distribution, the PPFN for σd = 250 m and σM(M) = 250 m and the thresh-
olds of positive weights for σd = 250 m, σd = 125 m and σd = 83 m and
σM(M) = 250 m, σM(M) = 125 m, σM(M) = 83 m. The planes them-
selves are plotted as white rectangles. It becomes apparent that the higher
102 CHAPTER 6. PSEUDO-PROBABILISTIC FRACTURE NETWORK
σd and σM(M) are chosen, the larger is the area of positive weights around
the planes. Consequently, it is more difficult to precisely determine size and
orientation of the plane for high values of σd and σM(M). For σd = 250 m
and σM(M) = 250 m the deviation of the determined dip from the dip of the
designed rectangle is 6◦ and 8◦ respectively for one of the planes, the devia-
tion of the dip direction 25◦ and 38◦. For σd = 83 m and σM(M) = 83 m on
the other hand, the deviation of the dip for this plane is about 1◦ for both,
distance and magnitude PPFN, and of the deviation of the dip direction close
to 0◦. The size of the same plane has been determined to be 640 m/ 650
m/600 m (length/width/height) for σd = 250 m and 600 m/550 m/600 m for
σM(M) = 250 m. For σd = 83 m and σM(M) = 83 m the dimensions of the
structure could be determined much more precisely but might be slightly un-
derestimated with length/width/height being 420 m/350 m/210 m for both
weighting methods. Appendix B Tab. B.1 summarizes the characteristics of
the detected structures for quantification of the results.
The results for the magnitude and the distance weighting are very similar.
The differences between the two weighting functions, which lie in the fact that
the cells inside the radius of the rupture plane are assigned a weight of 1 and
that the decline of weights with distance also depends on the magnitude not
only on the scaling factor for the magnitude weighting, has only a minor
influence. This is due to the fact that the assigned magnitudes are rather
small. Even for the highest magnitude of 2.5, the radius is only 147 m. At
this distance, the distance weight is still 0.84 for σd = 250 m.
In the next step, the distance- and magnitude-PPFN are combined with
the focal mechanism PPFN to test whether adding directional information
can improve the identification of planar structures. For σf , we chose the
value 5◦ to be very restrictive on the directional weighting, since we assume
that the orientation of the rupture plane is known from the focal mechanism
and we want to heavily take it into account. The results for the combina-
tion of magnitude and focal mechanism PPFN are shown in Fig. 6.5 for
σM(M) = 250 m and σM(M) = 83 m. The PPFNs are shown as color distri-
butions cut at the zero threshold. It can be seen that the orientation of the
planes becomes much more obvious now compared to the distance/magnitude
PPFN alone, but for σd = 250 m and σM(M) = 250 m the size of the planes
is highly overestimated. This is confirmed by a quantification of the results
(Appendix B Tab. B.1): The combination with focal mechanism weighting
leads to a deviation in dip of not more than 1◦ and in dip direction of not
more than 2◦ from the actual orientation all values of σd and σM(M) con-
sidered. On the other hand, for σd = 250 m and σM(M) = 250 m, plane
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Figure 6.4 – Distance and Magnitude PPFN applied to the dataset 2a:Left: Dis-
tance PPFN, right: Magnitude PPFN. The color map shows the weight distribution
for σd and σM (M) = 250 m, the synthetic fault planes are plotted in white. The
thresholds forWd andWM = 0 are plotted as contours for σd and σM (M) = 250 m,
σd and σM (M) = 125 m, σd and σM (M) = 83 m.
dimensions are overestimated in length more than 2 times and in width even
up to nearly 4 times. Only the height of the structures is better constrained
now compared to the distance/magnitude PPFN alone, letting the structures
better be recognized as planar features. The overestimation of length and
width of the planes leads also to an imprecise determination of the center up
to nearly 200 m away from the real center.
The application of the different weighting methods on the synthetic data-
sets 3a and 1a leads to the same conclusions as for dataset 2a. The results
for σd and σM(M) = 83 m combined with the focal mechanism weighting are
overall the most precise considering the combination of position, size and ori-
entation of the planes. For the higher values of σd and σM(M), the dimensions
of the planes are overestimated and much more when the focal mechanism
weighting is combined with the distance/magnitude weighting. The center
of the planes can be determined quite precisely with distance/magnitude
weighting alone but the orientation cannot be determined reliably. When
combined with the focal mechanism weighting, it is the other way round:
The orientation can be determined precisely but the size and center of the
structures may be way of from those of the actual planes.
When applied to the datasets 1b, 2b and 3b and the datasets 1c, 2c
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Figure 6.5 – Magnitude combined with focal mechanism PPFN applied to dataset
2a: The color maps show the weight distribution above the threshold weight of
WM/f = 0 for the combined magnitude and focal mechanism PPFN with the
parameters σM (M) = 250 m and σf = 5◦ on the left and with the parameters
σM (M) = 83 m and σf = 5◦ on the right.
and 3c a second effect becomes clear: when the point density on the planes
is getting lower only areas of the plane with a locally higher point density
are highlighted, especially for small values of σd and σM(M). This can be
seen in Fig. 6.6 for datasets 1a, 1b and 1c with the combined magnitude
and focal mechanism weighting for σM(M) = 83 m. The actual plane is
outlined by the black rectangle, the zero weight threshold for dataset 1a
as pale yellow, for dataset 1b as orange and for dataset 1c as red shape.
In such cases with low point density the best results, that is with center,
dimensions and orientation closest to the actual planes, are achieved by the
combined distance/magnitude and focal mechanism weighting for σd and
σM(M) = 250 m. For the datasets 2c and 3c and σd = 83 m, only one of the
planes can be detected at all, at this low point density (15 points per plane)
the detection capacity of the method is reached.
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Figure 6.6 – Magnitude combined with focal mechanism PPFN for datasets 1a,
1b and 1c: Black outline: predefined size of the synthetic fault plane of the datasets
1a,b,c; light yellow shape: WM/f = 0 threshold for the combined magnitude and
focal mechanism PPFN with σM (M) = 83 m and σf = 5◦ applied to dataset
1a (100 points on the plane); orange shape: WM/f = 0 threshold for the same
parameters applied to dataset 1b (50 points on the plane); red shapes: WM/f = 0
threshold for the same parameters applied to dataset 1c (25 points on the plane).
6.3.3 Influence of uncertainties on the focal mechanism
and random choice between nodal planes
To take into account the focal mechanisms of seismic events, we first designed
a case where all events on a plane have focal mechanisms oriented exactly like
this plane. For σf a low value of 5◦ was chosen, which would correspond to
an assumed uncertainty of the orientation of the focal mechanism of 5◦. This
ideal scenario was chosen to highlight the differences between the use of only
distance related information, i.e. distance and magnitude PPFN, and the
combined use of distance and directional information. It was demonstrated
that the consideration of focal mechanism can lead to a more precise determi-
nation of the fault plane orientation. However, in reality, the determination
of focal mechanism is a complex process and the quality of the results may
be lower because of sparse or not ideally distributed seismic stations or high
noise on the seismic signals. Furthermore, additional information like inde-
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pendent estimations of the stress field or dominating fracture orientations are
necessary to discriminate the fault plane from the auxiliary plane (Schoen-
ball et al., 2014). If no such additional information are available, both nodal
planes are equally likely to represent the fault plane.
To test the influence of higher uncertainty of the focal mechanisms we
distributed dip and direction for the events on the planes (according to a
Gaussian distribution) with a mean equal to the orientation of the plane and
a standard deviation of 5◦, 10◦ and 20◦ respectively. We chose σf to be 5◦,
10◦ and 20◦ accordingly, so that the weighting function for the focal mech-
anism PPFN reflects the uncertainty on the focal mechanism. The results
are shown in Fig. 6.7, left column, for the combined magnitude and focal
mechanism PPFN for σM(M) = 250 m applied to dataset 2a. In a second
step, we chose randomly between the two nodal planes for all three cases
(focal mechanism uncertainties and σf of 5◦, 10◦ and 20◦) to reflect the situ-
ation when no additional information to choose the fault plane are available.
The results are shown in Fig. 6.7, right column, for the combined magnitude
and focal mechanism PPFN for σM(M) = 250 m applied to dataset 2a. The
quantification of the results shown in Fig. 6.7 is summarized in Appendix B,
Tab. B.2.
It can be seen that an increase of the uncertainty of the focal mecha-
nisms by 5◦ or 10◦ can lead to less overestimating length and width of the
planes compared to the ideal focal mechanisms that are oriented exactly like
the planes. For the ideal focal mechanisms the length of the two planes is
overestimated partly more than twice, width even up to four times. For
uncertainties of 5◦ and 10◦, the size of the planes is still overestimated but
with a range of 640 m to 810 m for the length and 600 m to 800 m for the
width not as strongly as for the ideal focal mechanism. This effect, that the
size of the plane is better restrained for slightly larger uncertainties in the
focal mechanisms, is due to the interaction of the magnitude and the focal
mechanism PPFN. The smaller σf is chosen and the more the orientations of
all the points on the plane are aligned, the stronger is the focal mechanism
PPFN focused in one direction and dominates the shape of the area of high
weights in the whole grid. Therewith, high weights are assigned to cells rela-
tively far away from the plane as long as they are aligned with the orientation
of that plane, despite the influence of the magnitude weighting that should
restrict high weights to the close surrounding of the planes. When the ori-
entation of the focal mechanisms on the planes vary and σf is chosen larger,
the concentration of the focal mechanism PPFN in one direction decreases
and is restricted by the magnitude PPFN to cells closer to the plane. So, for
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Figure 6.7 – Combined magnitude and focal mechanism PPFN for σM (M) =
250 m and different values of σf and with and without random choice of the nodal
plane: Left column: always correct nodal plane is used, right column: orientation
is chosen randomly between the two nodal planes. Top row: σf = 5◦, middle row:
σf = 10
◦, bottom row: σf = 20◦.
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a small uncertainty on the focal mechanisms, the effects of the directional
weighting and the distance/magnitude weighting are more balanced than for
a perfect alignment of the focal mechanism. When the uncertainty of the
focal mechanism is increased to 20◦, the reverse effect can be observed: The
magnitude PPFN starts to dominate the shape of the area of high weights
around the plane because the focal mechanism PPFN is spreading too much
and especially the height (dimension perpendicular to the plane) of the struc-
ture becomes less constrained (Fig. 6.7). For a random distribution of focal
mechanism on the planes, the focal mechanism PPFN would add no addi-
tional information to the distance/magnitude PPFN. For very high values
of σf , the combined directional and distance PPFN would therefor become
similar to the distance/magnitude PPFN alone.
In a second step, we chose randomly between fault plane and auxiliary
plane keeping all other parameters as described above. For an uncertainty
of 5◦, one of the planes can be barely detected and for an uncertainty of
10◦, only part of both planes is highlighted (Fig. 6.7). Only few cells on
these planes show values larger than zero after normalization, leading to an
underestimation of the length of the planes. For an uncertainty of 20◦ on
the other hand, both planes are clearly identified albeit with a near-circular
shape around them that leads to an imprecise determination of the plane
orientation. This shows again that the combined magnitude and focal mech-
anism PPFN is dominated by the directional weighting for low uncertainties
and low values of σf and by the magnitude weighting for high uncertainties
and values of σf . In the first case, the two strong but contradicting preferred
orientations lead to a cancellation effect even though the magnitude PPFN
alone can identify the plane. For σf = 20◦ however, the directional informa-
tion becomes so diffuse that it only slightly influences the shape of the area
of high weights around the planes compared to the magnitude PPFN alone.
To summarize, a variation of the orientation of the focal mechanisms on
the planes by 5◦ to 10◦ and the corresponding choice of σf does not lead to
an overall drop in performance of the PPFN. While the orientation of the
planes may be determined with slightly less precision length and width of
the planes are less overestimated than with ideal focal mechanisms because
the alignment in one direction is not so strong. When the variation becomes
higher, the influence of the focal mechanism PPFN becomes less pronounced
and the results similar to the magnitude PPFN alone. When the choice
between the two nodal planes is random, this can lead, for low values of σf ,
to the effect that the two strong perpendicular orientations cancel each other
out and that the planes cannot be clearly identified. For large values of σf ,
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this effect again decreases and the result gets closer to the one produced by
the magnitude PPFN alone. We also tested the different values of σf and the
random choice between the nodal planes for σM(M) = 83 m. Qualitatively,
similar effects like with σM(M) = 250 m can be observed although much
less pronounced. Since for σM(M) = 83 m, the results of the magnitude
weighting alone and with combination of the focal mechanism PPFN with
ideal focal mechanism are already similar, adding uncertainty or choosing
randomly between the nodal planes has only a minor influence.
6.3.4 Conclusions on the synthetic datasets
It has to be kept in mind, that the setting in the synthetic datasets is rather
unnatural. The planes are clearly separated from each other, while in a real
fracture network, the planes may intersect each other and have changing
orientations, which will make the detection more difficult.
Yet, the results for the synthetic datasets are promising. The distance
and magnitude weighting lead to the identification of a PPFN, which is in
good agreement with the actual planes present in our synthetic cases. The
precision with which the center, the dimensions and the orientation of the
planes can be determined depends on the parameter setting. The combina-
tion with a focal mechanism weighting leads to a more precise determination
of the orientation of the planes but can lead to an overestimation of their
dimensions. The choice of the parameters σd and F depends on the size of
the plane and the density of points on the plane. In any case, σd and σM(M)
should be smaller than the size of the plane to prevent from connecting
points outside the plane and consequently overestimate the plane size. For
high point density on the plane, low values of σd and σM(M), in the range of
1/6 dimension of the plane, lead to relatively precise results whereas for low
point densities higher values, in the range of half the plane dimension, should
be chosen to connect a sufficient amount of points to detect the plane. Also,
σd and σM(M) should be chosen at least as large as the cell size of the grid
and therewith the location error, since smaller distances cannot be resolved
by the PPFN anyway. For the focal mechanism PPFN, σf should be chosen
according to the uncertainties of the focal mechanism. If there are large un-
certainties of more than 10◦ on the focal mechanisms, the focal mechanism
PPFN likely brings no additional asset to the magnitude/distance PPFN.
The choice of the wrong nodal plane could lead to the effect that a structure
is not detected unless the associated uncertainties are large.
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The PPFN derived from magnitude weighting is designed to connect
events with overlapping rupture area and then to decline at larger distances
depending on the magnitude itself and the parameter F. For the current syn-
thetic dataset and the choice of σd = σM(M) = 1/2, 1/4 and 1/6 length
of the plane, the magnitude weighting leads to a quite similar PPFN like
the distance weighting. However, in a real application, the dimension of the
faults is probably not known. The advantage of the magnitude weighting
in this case is that a priory information about the fracture size is available
from the relation between magnitude and size of the rupture plane. The
magnitude can therefore give an indication of the minimum size of the frac-
tures. Based on that assumption, an alternative approach for the magnitude
weighting would be to not assume a fracture size at all to set the parameter
F. Since σM(M) is directly related to the radius r(M) of the rupture plane
anyway (Eq. (6.3)), F could be seen as factor to set the multiples of r(M)
with which the weighting should decline. For F = 0, there would be a clear
cut after the radius is reached, assigning each cell within the radius a weight
of 1 and each cell outside a weight of 0. However, since the radii are mini-
mum estimates of the fault size, it seems reasonable to choose F in a way that
cells outside the radius but still close are assigned a value larger than 0. For
example, F = 1/2 would mean that the cells closer than r(M) are connected
to the event for sure but cells in a distance of 1.5 r(M) would still lie in the
1σ-range of the weighting function and thus get relatively strongly connected
to the event. Given the rather small magnitudes of the present datasets, this
approach would lead to a very steep decline of the weighting function, which
has the advantage that the fault size will not be overestimated and a de-
tailed layout of the fracture distribution can be potentially highlighted if the
event density is high enough. On the other hand, if the event density is low,
this approach will not be suitable to detect the faults as indicated for the
synthetic datasets with low point densities on the planes and small values
for σM(M). This second approach of applying the magnitude weighting will
be tested for different values of F directly on the real dataset of the GPK2
seismic cloud, which is a very dense seismic cloud and therewith suitable for
this approach.
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6.4 Application of the PPFN to the seismicity
induced during the stimulation of GPK2,
Soultz-sous-Forêts
6.4.1 The Soultz-sous-Forêts geothermal site
After evaluating the PPFN on synthetic datasets, the method will be applied
on a well-known real dataset to discuss the value of the techniques. For this
purpose, the induced seismicity cloud recorded during the hydraulic stimu-
lation of the well GPK2 of the Soultz-sous-Forêts deep geothermal reservoir
is chosen. The Soultz-sous-Forêts geothermal site is located in the Upper
Rhine Valley in Alsace, France, and is one of the most studied enhanced
geothermal systems worldwide (Genter et al., 2010). It consists of four main
wells, GPK1 with a depth of 3.6 km and GPK2, GPK3 and GPK4 reaching
nearly 5 km depth. All wells have been stimulated to enhance their injectiv-
ity/productivity by developing the naturally present fracture network (Schill
et al., 2017).
During the years, a huge amount of data has been collected on the Soultz
reservoir, so the conditions there are well known compared to other geother-
mal systems. The granitic basement that hosts the deep reservoir is covered
by a 1.4 km sedimentary section and can be roughly divided into two differ-
ent units along the wells. Down to about 4.5 km depth a grey porphyritic
monzo-granite is dominating, below a grey, fine-grained two-mica granite
(Genter et al., 2000; Hooijkaas et al., 2006). The granitic basement is pen-
etrated by individual small scale fractures scattered pervasively throughout
the granite but also by larger fault zones of highly clustered fractures, which
extend from several tens to several hundred meters or even a few kilometers.
These fracture arrangements have been studied by analyzing drill-cores and
well-logs (Dezayes et al., 2004; Dezayes et al., 2010). Additionally, vertical
seismic profiles (Sausse et al., 2010) and induced seismicity (Evans et al.,
2005a; Cuenot et al., 2008; Dorbath et al., 2009) have been studied to image
at least the major structures farther from the wells. Sausse et al. (2010)
created a 3D structural model of the reservoir to visualize the spatial distri-
bution of the fault zones by combining all available information. We will use
their work later, in the discussion part, to evaluate our own findings.
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6.4.2 Seismicity induced during the hydraulic stimula-
tion of GPK2
For this study, the seismicity induced during the hydraulic stimulation of the
well GPK2 in June-July 2000, described in detail in Cuenot et al. (2008) is
used. During the 6 days of stimulation, a total volume of 23, 400m3 water
was injected in three steps: 30 L/s for 24 h, 40 L/s for 27 h and 50 L/s
for 90 h (Weidler et al., 2002). The operation was monitored by a seismic
network consisting of five downhole stations and four permanent as well as
14 temporary surface stations deployed around the geothermal site. The
recorded seismicity was processed and is described by Cuenot et al. (2008).
The resulting dataset consists of 7215 located seismic events with a maximum
moment magnitude MW of 2.5. The hypocenter locations were recomputed
by Calò et al. (2011), in the course of a 4D tomographic inversion, resulting
in location errors of about +/-30 m horizontally and +/-50 m vertically. This
dataset is in the following referred to as the large dataset. Additionally, focal
mechanisms have been computed by Schoenball et al. (2012) for a subset of
the large dataset (Cuenot et al., 2008) that was used in the study of Dorbath
et al. (2009) containing 715 events with MW > 1, in the following referred to
as the small dataset. Figure 6.8 shows both seismic clouds, where the large
dataset is represented in black and the small dataset in red.
The choice of the nodal plane, which is assumed to be the fault plane, is
described in Schoenball et al. (2014). It is based on a combination of two
types of information: the orientation of fractures in the reservoir measured
from well-logs and a hydromechanical constraint associated with injection
pressure during stimulation. With both, Schoenball et al. (2014) estimated a
probability for each nodal plane to be the fault plane. The focal mechanism
catalogue contains the nodal planes with the higher probability to be the
fault plane. Figure 6.9 shows the distribution of the orientations of the focal
mechanisms on a stereoplot presented on a brown-scale from light-brown for
a 50% probability to black for a 100% probability that the chosen nodal plane
is the fault plane. It can be seen that the orientations can be divided into
two sets: one scattered over SSW to NW orientations dipping 40◦ to 90◦ and
the other one over NNE to SE orientations and dip values between 40◦ and
90◦. However, the second set shows a concentration between 30◦ and 90◦ dip
direction and 50◦ and 70◦ dip. While two sets of preferred orientations can
be seen, the orientations are spread over a relatively wide range, which might
impede their usefulness for the focal mechanism PPFN.
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Figure 6.8 – Cloud of seismic events induced during hydraulic stimulation of
GPK2, Soultz-sous-Forêts: Black dots: 7215 seismic events forming the large
dataset; red dots: 715 seismic events with magnitude larger than 1 forming the
small dataset; black line: wellpath GPK2. Left: 3D view of the seismic cloud.
Right: Map view of the seismic cloud.
To apply the distance PPFN to the GPK2 datasets, we have to assume a
fault size to make a sensible parameter choice for σd. As reference, we take the
fracture model of the Soultz reservoir by Sausse et al. (2010) who estimate a
typical fault size of 300 m for the majority of the faults. Like for the synthetic
case, the distance PPFN is applied to the large and the small dataset with
σd = 1/6, 1/4 and 1/2 of the fault size, giving σd = 50 m, 75 m and 150 m.
For the small dataset, the same approach is used for the magnitude PPFN,
so σM(M) = σd. The large dataset has a very high event density, which
makes it a promising candidate for the application of the magnitude PPFN
without assuming any prior fault size and only starting from the size of the
rupture plane given by the magnitudes themselves. To test again a range of
parameters, the magnitude PPFN is applied with F = 1/2, F = 1 and F =
2, meaning the standard deviation of the weighting function beyond the cells
within the radius itself is half the radius, the radius or two times the radius
of the fracture plane.
For the small dataset, focal mechanisms are available, so the combined
distance and focal mechanism PPFN and the combined magnitude and focal
mechanism PPFN are applied. For the application of the focal mechanism
PPFN, we consider the probabilities for the focal mechanisms to represent
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Figure 6.9 – Stereoplot of the focal mechanism of the small GPK2 dataset: Dip
is 0◦ at the center and 90◦ at the outer most circle, Dip direction ranges from 0◦
(North) over 90◦ (East), 180◦ (South), 270◦ (West) back to 0◦ around the circle.
Each focal mechanism is shown as a cross in a brown shade between light brown and
black according to the probability that this orientation is the correct nodal plane
(light brown: 50%, black: 100%). Focal mechanisms adopted from Schoenball et
al. (2014))
the fault plane given by Schoenball et al. (2014) by multiplying the focal
mechanism PPFN with a scaled factor ranging from 0 for a probability of
50% to 1 for a probability of 100%. Therewith, focal mechanisms with low
probability are not or very weakly considered contrarily to high-probability
focal mechanisms. For σf , we chose a value of 5◦ because the uncertainty of
the focal mechanism is given to be 4.05◦ by Schoenball et al. (2014). The
size of the grid cells is chosen to be 50x50x50 m3 to reflect the size of the
location error.
6.4.3 Application of the PPFN on the GPK2 seismic
cloud
Before applying the PPFN, we remove events from the datasets, which are
sparsely distributed. To do so, when meshing the seismic cloud with cubic
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cells of 100 m side length, all events falling in cubes with less than a specified
amount of events are discarded from the analysis. For the large dataset, 3
events are chosen as the threshold, for the small dataset, 2. Following this
is a pre-processing step, the finer mesh (50 m side length) is generated to
calculate the PPFN. This data filtering prevents from having many close to
empty cells in the final PPFN mesh, which would unnecessarily slow down
the computation process and make the normalization unstable.
The distance PPFN applied to the large dataset shows that the highest
weights are concentrated in the deeper-northern part of the event cloud. The
detected fault structure is dipping steeply towards WSW. Figure 6.10 (top)
shows the contour at the Wd = 0 threshold for σd = 50 m, 75 m and 150 m
and the color map for σd = 50 m. Like for the synthetic datasets, the area
of high weights is the smallest for the smallest value of σd (50 m) and the
largest for the largest value of σd (150 m). In fact, for σd = 150 m nearly
the whole cloud is included in the Wd = 0 threshold. For σd = 50 m, the
PPFN is more differentiated than for the higher values of σd, showing that
in the lower northern part, the area of weights above Wd = 0 is forming a
narrow ellipsoid that becomes wider towards the upper southern part while
the values of Wd become lower. The overall orientation of this deformed
ellipsoid is 83◦/249◦ (dip/dip direction).
The magnitude PPFN, which was applied without a-priori assumption
on the fault size, is in this case more suitable than the distance PPFN to
distinguish different features in the cloud. While the results for F = 2 are
similar to the distance weighting with σd = 50 m, for F = 1 and F = 1/2,
smaller features of high weights emerge from the volume already highlighted
by the distance PPFN. Figure 6.10 (bottom) shows the results for the mag-
nitude PPFN as contour at the threshold for WM = 0 for all values of F and
as color map for F = 1/2. For F = 1, the main structure with the highest
weights in the deeper northern part splits into two sup-structures with lower
weights in the southern part of the cloud. For F = 1/2, only the upper of
this two sub-structures is connected as a narrower branch to the deep main
part while the lower one only contains small, isolated areas of high weights
exceeding the WM = 0 threshold.
To better see the strike of the structure and the changes in depth, Fig.
6.11 (bottom) displays three depth sections of the magnitude PPFN for F
= 1/2 as color map and the distance PPFN for σd = 50 m as contour at
the Wd = 0 threshold. The position of the depth slices is indicated in Fig.
6.11 (top), they are lying in 4900 m, 5150 m and 5350 m depth. The up-
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Figure 6.10 – Distance PPFN (top) and magnitude PPFN (bottom) applied to
the large GPK2 dataset for varying values of σd and F: Top: Distance PPFN for
σd = 50 m as color map and contour for the Wd = 0 threshold, distance PPFN for
σd = 75 m as contour for Wd = 0 and distance PPFN for σd = 150 m as contour
for Wd = 0. Bottom: Magnitude PPFN for F = 1/2 as color map and contour for
Wd = 0, magnitude PPFN for F = 1 as contour for Wd = 0 and magnitude PPFN
for F = 2 as contour for Wd = 0. Wellpath GPK2 as black line.
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permost section shows that in the upper part, the fault highlighted by the
PPFN is striking NW-SE with the northwestern part directly at the well
GPK2. In the second depth section, the fault stretches farther north and
south and is oriented more NNW-SSE. While the distance PPFN shows a
continuous contour, the magnitude PPFN shows several small, disconnected
patches aligned in the NNW-SSE strike. The deepest section shows for the
distance PPFN approximately the same size and extension of the fault as
in the middle section. For the magnitude PPFN, a large area in the north-
ern part is highlighted while the southern part is not marked as part of the
fault. The cross sections confirm that there is a main fault stretching from
the upper southern to the lower northern part of the seismic cloud getting
more pronounced in the lower part. In the middle section of the magnitude
PPFN, there is an isolated area in the south, which may be a substructure
of the main fault.
The results obtained for the small dataset are similar to the large one.
Since the seismic cloud is much less dense, the magnitude PPFN was applied
with σM(M) = σd = 50 m, 75 m and 150 m. Like for the synthetic datasets,
the results are quite similar for both weighting approaches. The results for the
magnitude PPFN are shown in Fig. 6.12 (left), as contours for all parameters
at theWM = 0 threshold and as color map for σM(M) = 50 m. The distance
PPFN and the magnitude PPFN are producing an asymmetric ellipsoid of
high weights in the deeper-northern part of the cloud for σM(M) = σd = 50 m
with an orientation of 83◦/248◦, very much like for the large dataset. Like for
the large dataset, the shallower southern part of the cloud is also highlighted
by elevated weights, but here, this area is detached from the main structure
in the northern part. For σM(M) = 75 m, the two areas get connected and
a second area in the lower southern part gets highlighted and connected to
the main structure. For σM(M) = 150 m, the ellipsoid around the main
structure gets larger and encloses the whole lower part of the cloud, yet,
unlikely for the large dataset, not the upper part.
Since there are focal mechanisms available for the small dataset, the dis-
tance and the magnitude PPFN are now combined with the focal mechanism
PPFN for the same values of σd and σM(M) as before. To take into account
the difficulty to distinguish between the two nodal planes, before combining
the distance/magnitude PPFN with the focal mechanism PPFN, the latter is
multiplied with an additional weighting according to the probability given by
Schoenball et al. (2014) that the selected nodal plane is indeed the fault plane
(as explained earlier). In both cases, the joint PPFN shows different results
than for the distance and magnitude PPFN alone, but the results with and
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Figure 6.11 – Distance and Magnitude PPFN applied to the large dataset of the
GPK2 seismic cloud: The color map shows the weights for the magnitude PPFN
applied with F = 1/2; The distance PPFN with σd = 50 m is shown as contour
for the Wd = 0 threshold. Black dots: seismic events, black line: wellpath GPK2.
Top: 3D view, the three black outlines around the contour indicate the depths of
the slices in the bottom. Bottom: Three slices at different depth sections indicated
in the 3D view.
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Figure 6.12 –Magnitude PPFN and combined magnitude-focal mechanism PPFN
with additional weighting according to the probability that the chosen nodal plane
is the fault plane applied to the small dataset of the GPK2 seismic cloud: Left: The
color map shows the weight distribution for the magnitude PPFN with σM (M) =
50 m and the contours above the threshold value Wd = 0 for σM (M) = 50m,
75 m and 150 m. Right: Combined magnitude and focal mechanism PPFN with
additional nodal plane weighting for different values for σM (M): The color map
shows the weight distribution for σM (M) = 50 m, The Wd = 0 threshold is shown
as contour for σM (M) = 50 m, σM (M) = 75 m and σM (M) = 150 m.
without the additional probability weighting of the focal mechanism PPFN
are very much the same. The orientation of the ellipsoid of high weights
in the deeper-northern part of the cloud has changed slightly compared to
the distance/magnitude PPFN alone to 87◦/247◦. Moreover, the area in the
southern part of the cloud is now not highlighted any more. The results are
presented for the combined magnitude and focal mechanism PPFN including
the additional weighting for the focal plane probability in Fig. 6.12 (right) for
all values of σM(M) (50 m, 75 m and 150 m) as contour at the WM/f/W = 0
threshold and for σM(M) = 50 m as color map. It can be seen that again the
area of high weights is the largest for σM(M) = 150 m, but here the effect is
not as pronounced as for the large dataset.
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6.5 Discussion
6.5.1 Evaluation of the PPFN from the results obtained
for synthetic and real datasets
The PPFN uses event locations, inter-event distances, magnitudes and fo-
cal mechanism to determine the spatial distribution of fracture networks in
seismic clouds. Applied to synthetic datasets, the PPFN showed promising
results: location, size and orientation of rectangles representing fault planes
placed in a random point cloud have been successfully identified. However, it
became apparent that the choice of the weighting method and the scaling free
parameters σd and F have a strong influence on the results and have to be
chosen carefully and appropriately for the specific case and scientific ques-
tion. Focal mechanisms should be considered only when the uncertainties
are relatively low, otherwise the focal mechanism PPFN brings no additional
constraint to the distance/magnitude PPFN. Furthermore, only focal mech-
anisms with relatively certain fault plane should be considered because the
use of the wrong nodal plane could reduce the detection capability of the
method. For the application on the two datasets of the GPK2 seismic cloud,
different values for σd and σM(M) were tested and the results from the syn-
thetic datasets could be confirmed: the larger σd and σM(M) are chosen, the
larger get the areas of weights above the W = 0 threshold until nearly the
entire point cloud is included. The smaller the values, the more differenti-
ated the area becomes. The synthetic as well as the applied case therefore
highlight the influence of the weighting-scheme and parameter choice.
When the magnitude PPFN is applied like the distance PPFN by assum-
ing a fault size and choosing the parameters σd and σM(M) accordingly both
weighting methods yield to very similar results. The distance PPFN and the
magnitude PPFN calibrated to an a priori assumed fracture size can connect
events, which are farther away from each other and therefore detect large,
primary structures. Here, the parameters σd and σM(M) should be chosen
smaller than the desired investigation length of structures in the range of
half the investigation length for sparse clouds and 1/6 of the investigation
length for dense clouds. Although the real extent of the faults activated dur-
ing the stimulation of GPK2 is unknown, we consider σd = σM(M) = 50 m
as the most reasonable parameter choice for the following reasons: the syn-
thetic cases show that especially for a high event density it is more likely
to overestimate than to underestimate the size of the structures, therefore
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small values for σd and σM(M) should be preferred. The study of Sausse
et al. (2010) gives for most faults in the Soultz reservoir a size of about 300
m. This gives a starting point for the parameter choice, leading to σd and
σM(M) = 50 m since 50 m would be 1/6 of the fault size. Smaller values
should not be chosen because the location error and therewith the mesh size
of 50 m imposes a limit to the resolution. Tests with larger values have not
resulted in useful information since just the whole inner part of the cloud is
detected as fault.
Another approach for the magnitude PPFN is to start from the size of
the rupture plane given by the magnitude itself. In this case the magnitude
PPFN is far more restricted to the direct surrounding of an event than the
distance PPFN. In this second case, mainly events with overlapping rupture
planes get connected and hence requires either a very dense event cloud
or high magnitudes to work as intended. For such a case, quite detailed
structures in the cloud potentially get visible. For the large GPK2 seismic
cloud, which is quite local and dense, the distance PPFN with σd = 50 m
already connected so many events, that only one large ellipsoidal structure
could be identified. Therefore, we applied the magnitude PPFN with F =
1/2, 1 and 2. For F = 2, the results are similar to the distance weighting with
σd = 0.05 but the magnitude PPFN applied with F = 1/2, while highlighting
overall a similar area, reveals more details of the inner structure of the fault.
The application of the PPFN to the seismic cloud of the GPK2 hydraulic
stimulation, with the parameters we consider the best for this case (σd =
σM(M) = 50 m for the small dataset, σd = 50 m and F = 1/2 for the
large dataset), revealed a major structure in the lower-northern part of the
cloud, which steeply dips WSW, and a less prominent feature in the southern
part of the cloud. For the large dataset and the distance PPFN, these two
features are connected with each other and form one large, deformed ellipsoid,
narrow in the north and getting wider towards south. For the magnitude
PPFN, the structure forms one slim branch from the upper south to the
lower north and a few small, disconnected patches in the lower southern
part of the ellipsoid. For the small dataset, the main structure in the lower
northern part is separated from the southern upper part. So, while the results
are overall consistent, the structures detected in the seismic cloud are more
or less pronounced, connected or separated from each other and varying in
size, shape and slightly in orientation. This may be because the different
features are part of a larger structure, which is differentiated into several
sub-structures, depending on the chosen parameters.
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Including directional information in the form of focal mechanism greatly
enhanced the results for the synthetic datasets regarding the orientation of
the planes and reducing the dimension orthogonal to the plane. For the
GPK2 small dataset, including the focal mechanism PPFN slightly changed
the orientation of the main structure. Additionally, the southern structure
was not highlighted anymore. This may indicate that the seismic cloud there
presents a large variability of rupture plane orientations as defined by the
focal mechanisms and cannot enhance a preferred direction. The distribution
of the focal mechanism in Fig. 6.9 shows a relative high dispersion in their
orientation. Additionally, the orientation of the main structure is dipping
steeply WSW while the highest concentration of focal mechanisms is ENE
with intermediate dip. As shown for the synthetic case for the random choice
of nodal plane, a mismatch in the orientation of the fault plane and the focal
mechanisms can lead to the effect that the fault is not detected anymore.
Another parameter, which controls the detection capability of the PPFN
besides the weighting scheme, is the cube size of the grid that is used to
mesh the area of the seismic cloud. The cube size sets a lower limit to the
resolution of fault structures by the PPFN approach. It should be chosen
according to the uncertainty of the event hypocenters, for this study: 50 m.
This means that the precision of the PPFN can be enhanced by using event
locations with low uncertainties as input, which can be obtained e.g. by
double difference relocation techniques or clustering analysis.
6.5.2 Comparison with other studies
In a final step, we compare these results with previous investigations on the
fracture and fault networks in the Soultz-sous-Forêts geothermal reservoir.
The orientation of fractures and fault zones is well known in the vicinity of
the wells due to the analysis of drill-cores, BHTV and UBI logs (Dezayes
et al., 2004; Dezayes et al., 2010). Unfortunately, for GPK2 UBI-logs are not
available beneath a depth of 3800 m. Yet, since the orientations of fractures
in the granite are relatively consistent in the other wells, it can be assumed
that they are similar in GPK2 as well (Dezayes et al., 2004). Overall, the
reservoir granite is dominated by two conjugated fracture sets. These fracture
sets have an average orientation of N170◦E varying mostly from N160◦E to
N180◦E with nearly vertical dips to the east and to the west (Dezayes et al.,
2004; Dezayes et al., 2010). The distribution of fracture orientation with
depth shows that the eastward dip direction is more prominent in the upper
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part of the granite, the westward dip direction in the lower part (Dezayes et
al., 2004). These observations come from the analysis of mesoscale fractures
scattered throughout the granite (Dezayes et al., 2004; Dezayes et al., 2010).
Yet, the granite is also crossed by fracture zones, where the fractures are
locally very concentrated over 0.5 to 60 m thickness intervals (Dezayes et
al., 2010). In GPK2, Dezayes et al. (2010) identified eight such fracture
zones by the analysis of temperature- and flow-logs, four of them in the
depth interval relevant to our study. Unfortunately, their orientation has
not been determined because of the missing UBI-log. All wells considered,
the fracture zones in the granite have an average orientation of N160◦±15◦E
and are dipping westward with angles steeper than 60◦ (Dezayes et al., 2010).
Hence, the mean orientation of the fracture zones fits perfectly the orientation
of the major structure obtained with the PPFN, which is dipping 83 − 87◦
in a 247− 249◦ dip direction.
Sausse et al. (2010) combined the fracture zones detected by Dezayes et
al. (2010) from well logs with VSP-data and induced seismicity analysis to
gain a 3D fracture model of the Soultz-sous-Forêts geothermal reservoir. To
compare their model with our results, only the part of the reservoir relevant
to our study is described, which contains five known fracture zones. The
fracture zone GPK3-FZ4770 has been observed in GPK3 at 4775 m measured
depth and is supposed to fit with the fracture zone GPK2-FZ3900 observed
in GPK2 at 3900 m measured depth. The orientation of GPK3-FZ4770 has
been measured to be 64◦/234◦, whereas the orientation of GPK2-FZ3900
could not be measured and is therefore assigned the same orientation by
Dezayes et al. (2010). Sausse et al. (2010) corrected the orientation of GPK3-
FZ4770 to 71◦/234◦ by fitting the plane to some major seismic events from the
GPK3 stimulation. They assigned the fault zone a minimum radius of 3 km.
Additionally, Dezayes et al. (2010) detected three deep fault zones crossing
GPK2 at 4760 m, 4890 m and 5060 m measured depth, whose orientations
could not be measured and were assigned a generic orientation of 65◦/250◦
by the authors. Sausse et al. (2010) assigned these fracture zones radii of 400
m, 300 m and 400 m respectively. These three planes, GPK2-FZ3900 and
GPK3-FZ4770 are plotted in Fig. 6.13 as green and grey planes together
with our results from the distance PPFN for σd = 0.05 as contour at the
Wd = 0 threshold and from the magnitude PPFN for F = 1/2 as color map
applied to the large dataset. They are shown as 3D view as well as sections
in the same three depth intervals like used in Fig. 6.11.
To include in their model information in addition to the fracture zones
derived from well-logs, Sausse et al. (2010) performed a clustering analysis
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Figure 6.13 –Magnitude PPFN and distance PPFN applied to the large dataset of
the GPK2 seismic cloud and fracture zones intersecting GPK2: Top left: Magnitude
PPFN with F = 1/2 as color map, distance PPFN for σd = 50m as contour at the
Wd = 0 threshold and 4 fracture zones from flow logs as green planes. Middle right:
best fitting plane MS-GPK2-2000a from cluster analysis performed by Sausse et al.
(2010) of the seismic cloud as grey plane added and fracture zone GPK3-FZ4770
as large grey plane added. Bottom: three slices at the same depth sections as in
Fig. 6.11, fault planes as green and white lines. Black dots: seismic events, black
line: wellpath GPK2; blue line: wellpath GPK3. Position, orientation and size of
the fracture planes from Sausse et al. (2010)
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on 718 events of the GPK2 seismic cloud with magnitudes larger than 1
with 3D regular grid (voxet) functions available in the GOCAD software.
They detected two clusters. The larger cluster contains the majority of
the seismic events and its corresponding major plane, also plotted in Fig.
6.13, is oriented 86◦/244◦. This is in good agreement with the orientation of
83◦−87◦/247◦−249◦ we determined with the PPFN for the major structure
in the lower-northern part of the seismic cloud. Sausse et al. (2010) pro-
pose that the seismic clusters they detected belong to the huge fault zone,
which is observed as GPK3-FZ4770 in GPK3 and as GPK2-FZ3900 in GPK2.
However, especially the depth sections in Fig. 6.13 (bottom) show that this
structure crosses the GPK2 seismic cloud rather peripheral. Of cause, it may
well be that the orientation of the fault does not remain constant between the
two wells. A curved shape of the structure with steeper and more westward
dip in the deep part of GPK2 would be necessary for the fault zone to go
through the main part of the GPK2 seismic cloud, intersect GPK2 at 3900
m and GPK3 at 4775 m measured depth.
On the other hand, the three smaller fracture zones that cross GPK2 at
4760 m, 4890 m and 5060 m measured depth fall in the depth range where
the GPK2 seismic cloud is the closest to the well. These three structures
plotted as green planes in Fig. 6.13 fit quite well the southern part of the
seismic cloud in orientation and position. Since their size is only restrained
by flow anomalies and the distance to the neighboring wells (Sausse et al.,
2010) it may well be possible that one, two or all of these fracture zones
extend farther north and downwards in the main area of the seismic cloud
and become more seismically active. They would then fit with the steeply
westward dipping main structure we detected with the PPFN.
6.6 Conclusion
We proposed a new method to visualize faults in an induced seismicity cloud
as 3D pseudo-probabilistic fracture networks. Herewith, not only event loca-
tions but also inter-event distances, magnitudes and focal mechanisms can be
included in the reservoir characterization. These parameters provide a link
with the physical rupture characteristics supporting the events. Tests on syn-
thetic datasets showed the potential of the PPFN: it works well to identify
size, orientation and location of planes in a point cloud if there is a sufficient
fracture density and if the scaling parameters are chosen in accordance with
the scale of investigation. With the distance PPFN, large structures can be
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identified in clouds with low event density, with the magnitude PPFN de-
tailed structures in dense clouds. The focal mechanism PPFN additionally
brings consistency between the network and the rupture plane orientations,
hence offers the perspective to carry out analyses consistent with geomechan-
ical information. The application of the different PPFNs to the two GPK2
datasets gave an overview of the main features in the seismic cloud, which
consist of a dominating connected structure in the deeper northern part of
the cloud and a secondary feature located in the upper southern part, which
may be connected to the northern main structure. The main fault structure
in the lower-northern part of the cloud also coincides with a major seismic
cluster detected by Sausse et al. (2010) from the GPK2 seismic cloud with a
clustering analysis.
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Reservoir stimulation operations in enhanced geothermal systems are usually
accompanied by induced seismicity (Breede et al., 2013). These reservoirs are
predominantly located in fractured rocks where matrix porosity only plays a
minor role for reservoir permeability. The main pathways for fluid flow are
fault zones, which comprise of highly clustered small scale fractures (Vidal
and Genter, 2018). The seismicity induced during stimulation operations is
an expression of the reaction of such fault zones to the injection of fluids.
The increased pore pressure disturbs the stress state in the reservoir and
leads to rock failure mostly on favorably oriented pre-existing faults (Cornet
et al., 2007). Other effects may also contribute to rock failure but pore
pressure increase is usually the dominating effect during reservoir stimulation
in enhanced geothermal systems (Gaucher et al., 2015a). Due to the fact
that induced seismicity originates from slipping faults, it can be used as
an imaging tool to highlight such seismogenic faults in the reservoir and to
deduce their mechanical state (e.g. Lengliné et al., 2017). Induced seismicity
can also help to understand how different stimulation set-ups influence the
reservoir and in return to design stimulation schemes to mitigate especially
large magnitude events. This is of key importance since induced seismicity
is still a major concern in the development of deep geothermal systems as
contributors to the green energy mix.
In this thesis, two concepts of fault network characterization from in-
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duced seismicity analysis and their application to two different EGS sites
in the URG have been presented. The first study focuses on applying an
optimized workflow consisting of template matching detection, relative relo-
cation and waveform clustering analysis to obtain a comprehensive seismic
catalogue for a thorough reservoir interpretation (Chapter 5). The procedure
has been applied to the stimulation sequence of thermal, chemical and hy-
draulic stimulation of the well GRT1 of the Rittershoffen reservoir and has
proven to be effective to highlight the fault network and give insight into
geomechanical processes in the reservoir. The interpretation of the obtained
catalogue led to a better understanding of the effects the different stimulation
steps had on the fault network and new insights on how reservoir stimulation
can effect the reservoir beyond the initially targeted fault.
The comparison with the study of Maurer et al. (2020) highlights the
importance of the application of advanced processing for a detailed as well
as reliable reservoir interpretation. In comparison to the seismic catalogue
obtained by STA/LTA detection (Maurer et al., 2020) the newly generated
catalogue by template matching detection contains thrice as many events.
This allowed for a more precise analysis of the temporal development of the
induced seismicity and especially for a more exact determination of the onset
of seismicity. This is of major importance for determining the rock failure
criterion and revealed a major drop of cohesion on the fault between seis-
micity onset during thermal and hydraulic stimulation on the same fault.
The application of relative relocation compared to absolute event locations
gave a much clearer view on the geometry of the fault network. It revealed
two spatially separated seismogenic fault segments between which aseismic
stress transfer took place at the end of the hydraulic stimulation, trigger-
ing delayed seismicity on the second fault segment four days after shut-in.
The performed clustering analysis allowed to draw the conclusion that the
processes behind the induced seismicity seem to be similar during thermal
and hydraulic stimulation since the same waveform clusters were activated
during both stimulations. The delayed seismicity on the other hand showed
very distinct waveforms, suggesting a different fault activation mechanism
and confirming the hypothesis that seismicity during the delayed interval is
rather triggered than induced. This shows that aseismic stress transfer can
lead to unexpected seismicity on structures that may not have been targeted
originally. All these conclusions could not be drawn from the STA/LTA gen-
erated catalogue with absolute locations of Maurer et al. (2020). Without a
comprehensive database, meaningful interpretation of the induced seismicity
is seriously impeded and may even produce misleading results.
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This also suggests that it could be worthwhile to apply template matching
detection as a real-time monitoring tool during the development of geother-
mal reservoirs instead of STA/LTA detection, which is mostly used to date.
Vasterling et al. (2017) implemented a real-time cross-correlation detector
as a SeisComP3 module, however, it is currently not routinely applied for
reservoir monitoring. The results from the Rittershoffen study show that
many additional information can be gained from template matching detec-
tion especially when coupled with relative relocation. This would allow the
operators to adapt their stimulation schedules more precisely to the situa-
tion in the reservoir and could give earlier warning of a potential seismic risk.
One difficulty when implementing template matching for real time detection
is the needed template database. In case of the algorithm of Vasterling et
al. (2017), initial template events are needed before the template matching
detection can be applied. They demonstrated the capability of template
matching for real time detection on the induced seismicity of the geothermal
reservoirs Landau and Insheim with one template for each of the reservoirs.
An alternative approach would be to couple the template matching directly
to STA/LTA detection to obtain a subsequently updated template database.
A potential drawback could be that, if the template database becomes too
large, this could slow down the detection to a point were it could not be
considered real-time anymore. Considering the pay-off of a much more com-
prehensive view on the induced seismicity the route of template matching for
real-time detection should be pursuit further.
The second study in this thesis shows a possible way to go forward if the
above described procedure does not lead to conclusive results and the fracture
network geometry remains unclear despite precise event locations (Chapter
6). This can happen when the seismic cloud has a rather compact, dense
shape instead of being aligned in planar features like for the stimulation of the
well GPK2 of the Soultz-sous-Forêts reservoir in 2000 (Cuenot et al., 2008).
The reason for this may be that the induced seismicity is generated from
a complex, widely distributed network of mesoscale fractures instead of one
dominating fault zone. However, it is still likely that such a network has an
internal structure and that one or several structures are majorly responsible
for the induced seismicity. The PPFN is a new pseudo-probabilistic method
developed to uncover this internal structure from the seismic cloud and has
proven to be successful on synthetic datasets as well as the GPK2 seismic
cloud.
Contrarily to other methods used for fracture network identification from
seismic clouds (e.g. Jones and Stewart, 1997), the PPFN uses not only event
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locations but also magnitudes and focal mechanisms to derive a 3D map
of weights in the area covered by the seismic cloud. High weights indicate
where the dominant seismogenic structures are located within the cloud. The
PPFN works well to identify planes in a synthetic point cloud but the result
depends highly on the choice of the parameters for the weighting functions.
They should be chosen appropriately for the approximate fracture size in
the reservoir, otherwise the size of structures might be highly overestimated.
In the Soultz-case, the reservoir was already thoroughly studied, therefore
this information on the approximate fracture size was available. The PPFN
was able to detect a dominating structure in the deeper northern part of
the cloud and a secondary feature located in the upper southern part, which
may be connected to the northern main structure. This is in agreement with
previous studies on the reservoir (Sausse et al., 2010).
Besides the possibility to directly combine distance and directional infor-
mation in the PPFN and therewith to keep a close link to the earthquake
source characteristics, another unique feature of the PPFN is its probabilistic
character. Other methods give one specific proposal for the fracture network,
maybe with an error estimate on fault orientation. The PPFN provides a full
representation of the 3D space covered by the seismic cloud by giving an es-
timate of the likelihood a fracture is present at any location. This allows for
a more comprehensive view on the seismic cloud and a better understanding
of the reliability of the proposed fracture network. While the weights are
not actual probabilities, they can give a sense of the certainty of the derived
result.
To refine the PPFN further, a synthetic dataset that is more complex
and representative of real seismic clouds should be designed. Such a dataset
would be key to get a better understanding of the strengths and limits of the
method and for a better calibration of the weighting parameters. However,
the design of a realistic, synthetic seismic cloud is not an easy task in itself.
It should be representative of seismicity induced by fluid injection into a
real fracture network and the underlying fracture network should be easy to
control and modify to test different fracture network layouts. Maybe such a
cloud could be designed by modelling the seismic response of an artificially
created and therewith controllable fault network. The PPFN should also be
tested on other case studies to verify its applicability.
The two presented studies on the Soultz and Rittershoffen reservoirs have
shown that it is possible to improve the knowledge about the underground
fracture network gained from induced seismicity analysis with the appropriate
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methodology. It has to be kept in mind though that this imaging capability
is limited to large-scale seismogenic structures, so only part of the fracture
network is highlighted. Highly conductive faults may not show a seismic
response when stimulation is applied since not enough pore pressure will
build up in such faults to induce slip. Sealing faults without any fluid flow
remain also invisible but may be important in guiding the underground fluid
flow as barriers. However, induced seismicity highlights those faults that
are strongly affected by the reservoir stimulation operations and are likely
majorly responsible for any injectivity/productivity increase. These faults
are also the structures, which pose the highest risk to generate earthquakes
and therefore the ones the operators of the reservoir have to be aware of to
mitigate major seismic events.
7.2 Perspectives
Induced seismicity during stimulation operations is a widely discussed topic
because here the main seismic activity is expected. This thesis also focused on
stimulation induced seismicity. However, successful geothermal systems are
ideally operated for many years and the continuous fluid circulation will also
effect the underground fault network. Indeed, seismicity has been observed
also during reservoir operation (Genter et al., 2012; Vasterling et al., 2017)
and the analysis of this seismicity would help to get a better understanding
on the implications of long-term fluid circulation for the fault network and
may help to make predictions on the future reservoir behavior.
Induced seismicity at the Rittershoffen reservoir is continuously moni-
tored since start of the reservoir development in 2012. The application of
template matching detection to the period from July 2013 to the end of 2017
revealed over 5000 induced events (Fig. 7.1). Preliminary processing indi-
cates that the induced seismicity is not distributed equally over this time
period. From July 2013 to June 2016 the seismicity rate stayed below 50
events per week with an average of 10 events per week, except for the 26th
of March and the 19th of June 2014 when 269 and 79 events were detected
respectively that are linked to the drilling of GRT2. In the second half of
June 2016 the overall seismicity rate started to increase considerably to an
average of 52 events per week. This change in seismicity rate coincidences
with the time when the power plant went operational (Baujard et al., 2017).
However, the detected seismicity has not been revised for false detections
yet and the analysis of the seismicity during chemical stimulation of GRT1
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Figure 7.1 – Seismicity rate during the time period July 2013 to December 2017
of the Rittershoffen geothermal reservoir. Top: seismicity rate in bins of one week.
Bottom: cumulative number of seismic events.
indicates that about 1-2 false detections per day might occur (Chapter 5).
Such a false detection rate is rather insignificant for the analysis of hundreds
of events within hours like during stimulation operations but becomes impor-
tant for periods of low seismicity. The next steps would be to compare the
development of the seismicity rate with on-site operations, to relocate the
seismic events and perform the waveform clustering analysis to derive results
comparable to the ones obtained for the stimulation sequence. Applying the
same processing to the operation period will show if the same faults con-
tinue to get re-activated, seismicity migrates further into the reservoir and if
previously inactive fault segments may become active. Since the conditions
during operation are more stable in terms of flowrate/pressure than during
stimulation, the analysis of operation induced seismicity could provide an ad-
ditional viewpoint on the geomechanical processes in the reservoir and help
to improve the understanding of the mechanisms behind induced seismicity.
Further steps to improve the seismicity analysis at the Rittershoffen reser-
voir would be the determination of location uncertainties and the computa-
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tion of focal mechanisms. The location uncertainties have been estimated
to be around 30 m from the change of dimensionality of the seismic cloud.
However, a more precise determination of location uncertainties would help
to quantify the reliability of the derived geometry of the fault network. This
is especially important to confirm the spatial gap between the two seismo-
genic fault segments. Focal mechanisms of the induced seismic events would
give information on the dominating faulting mode and show if the orienta-
tions of the earthquake sources are in agreement with the determined overall
orientation of the fault segments.
The Rittershoffen case study has shown that induced seismicity has the
potential to reveal effects of stimulation operations that are not restricted
to the targeted fault zone. An even more extreme example is the seismicity
induced at the Vendenheim geothermal reservoir near Strasbourg that is
currently under development. Here, seismicity was triggered on a fault 4-5
km away from the injection well, the largest event having a local magnitude
of 3.0 (Schmittbuhl et al., 2020). Without induced seismicity, the fact that
the reservoir stimulation operations had an effect on the underground way
beyond the targeted reservoir would remain unknown. Induced seismicity is a
unique means to follow the stress propagation in the underground over larger
distances. However, while induced seismicity on distant faults makes it clear
that stress induced by stimulation operations may travel large distances, from
seismic observations alone it is difficult to deduce the exact mechanisms of
this stress transfer. This is especially true when the stress transport itself is
aseismic over a larger distance like in the Vendenheim case. To investigate
the mechanisms behind the triggering of seismicity on faults not directly
targeted by the injection, it would be worthwhile to combine the seismicity
analysis with a reservoir modeling of fluid flow and stress transfer to get a
better understanding of the geomechanical processes.
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Introduction
The Upper Rhine Graben (URG) currently hosts several enhanced geothermal system 
(EGS) plants that are in the exploitation phase, such as those in Rittershoffen and Soultz-
sous-Forêts in France (Baujard et  al. 2017; Genter et  al. 2018), Landau and Insheim in 
Germany (Ganz et al. 2013; Küperkoch et al. 2018) and Riehen in Switzerland. Other EGS 
projects in France are in the drilling phase (Vendenheim and Illkirch-Graffenstaden) or 
Abstract 
The development of the Rittershoffen deep geothermal field (Alsace, Upper Rhine Gra-
ben) between 2012 and 2014 induced unfelt seismicity with a local magnitude of less 
than 1.6. This seismicity occurred during two types of operations: (1) mud losses in the 
Muschelkalk formation during the drilling of both wells of the doublet and (2) thermal 
and hydraulic stimulations of the GRT-1 well. Seismicity was also observed 4 days after 
the main hydraulic stimulation, although no specific operation was performed. During 
chemical stimulation, however, no induced seismicity was detected. In the context of 
all field development operations and their injection parameters (flow rates, overpres-
sures, volumes), we detail the occurrence or lack of seismicity, its magnitude distribu-
tion and its spatial distribution. The observations suggest the presence of the rock 
stress memory effect (Kaiser effect) of the geothermal reservoir as well as uncritically 
stressed zones connected to the GRT-1 well and/or rock cohesion. A reduction of the 
seismic rate concurrent with an increase of injectivity was noticed as well as the reac-
tivation of a couple of faults, including the Rittershoffen fault, which was targeted by 
the wells. These results are derived from the homogeneous and consistent catalogue 
of more than 1300 local earthquakes that is provided. This reference catalogue is based 
on a standard detection method, whose output was manually verified and improved. 
The given absolute locations have been computed in a calibrated, geologically realistic 
3D velocity model. Our work builds on previous analyses addressing the seismicity 
induced by the GRT-1 hydraulic stimulation and places the results into a historical 
context, thus considering the full dynamics of the observed phenomena. This paper 
also complements existing descriptions of the hydrothermal characteristics of the deep 
reservoir by providing insights separate from the wells.
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in an earlier stage (Eckbolsheim, Hurtigheim, Wissembourg), demonstrating the growing 
interest and viability in utilizing deep geothermal resources in the current energy mix. All 
of these EGS fields exploit hot local geothermal brine that is circulating in fracture and 
fault networks of Triassic sediments and the underlying granitic fractured basement. The 
geological context of this extensional basin hosts many faults bounding local horst and 
graben structures (Schumacher 2002), and the high geothermal gradient observed (Bail-
lieux et al. 2013) strongly contributes to the geothermal development of this area.
EGS technology consists of increasing the low natural hydraulic performance of 
deep geothermal reservoirs by thermal, chemical and/or hydraulic stimulations. These 
stimulations aim to improve the connection of the wells with the nearby formation and 
increase the permeability in a reservoir, allowing the geothermal brine to be produced 
or reinjected at economically viable flow rates (Baujard et  al. 2017; Nami et  al. 2008; 
Portier et al. 2009; Schindler et al. 2010). In the course of these stimulations, seismicity 
is often induced (Majer et al. 2007; Zang et al. 2014), which, on the one hand, provides 
insight into the reservoir properties but, on the other hand, must be mitigated to pre-
vent harmful effects on the population and goods, and on the project sustainability and 
acceptability (Deichmann and Giardini 2009; Gaucher et al. 2015). Seismicity can also be 
temporarily or continuously induced during the exploitation itself, i.e., during the inter-
well circulation of the geothermal fluid (Baujard et al. 2018; Cuenot and Genter 2015; 
Evans et al. 2012; Megies and Wassermann 2014).
Worldwide, approximately 30 EGS sites have been or are being developed, and far 
fewer sites are active. This observation calls for continuous investigations of existing 
geothermal sites and an extensive description of any new site to increase the maturity 
level of such a technology, especially from a seismic risk perspective. Our work intends 
to contribute to this effort: we detail the occurrence or lack of seismicity, its magnitude 
distribution and its spatial distribution, in the light of all field operations and their injec-
tion parameters (flow rates, over-pressures, volumes). Thus, detailed description of the 
microseismic activity in parallel with the geothermal operations is presented for the first 
time for the Rittershoffen geothermal site. This paper complements the hydrothermal 
characterization of the Rittershoffen deep reservoir, performed by Baujard et al. (2017), 
and the seismicity analysis of Lengliné et al. (2017), by considering all reservoir opera-
tions, in addition to the hydraulic stimulation of the first well.
In this paper, first, we discuss the context of the Rittershoffen deep geothermal field. 
Then, the seismic networks implemented to monitor the field are described, as well as 
the processing, which was applied to the continuous records. Finally, the local seismicity 
identified during the major development phases (drillings, stimulations), which covers 
the period December 2012–June 2014, is characterized and discussed in the context of 
the field operational parameters.
Geothermal field context
Upper Rhine Graben geological setting
The deep geothermal field of Rittershoffen is located on the western margin of the NE–
SW-striking central segment of the URG. The URG is a 300-km-long, 40-km-wide rift 
zone with an azimuthal extension averaging N20° E between Mainz (Germany) and 
Basel (Switzerland) (Fig. 1) (Ziegler 1992). It is associated with the Rhine valley, which is 
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structurally bounded in the south by the folded Jura, in the west by the low-relief Vosges 
mountain range, in the east by the Black Forest massif and in the north by the Vogels-
berg volcanic massif.
Tectonically, the western and the eastern edge of the URG are limited by major nor-
mal faults. A regional extension began 40 My ago, which is at the origin of the spacing 
between the Western and Eastern Rhine faults. Moreover, in the center of the graben, 
the sedimentological filling of the basin is syn-tectonic. The sedimentary cover is also 
affected by numerous normal faults, which also contributed to the opening of the URG.
Very favorable temperature gradients, higher than 60 °C/km, may be encountered at 
relatively shallow depths, and strong high-temperature anomalies also exist (Baillieux 
et  al. 2013). Typically, from the surface to the top of the Middle Triassic (Muschel-
kalk), a conductive zone is observed, which is located above a multi-kilometric 
convective zone into which the geothermal fluid circulates (Fig. 2). The natural per-
meability in the convective zone is shown to be governed by the natural fracture sys-
tem embedded in an approximately impermeable matrix (Baujard et al. 2017; Dezayes 
Fig. 1 Simplified geological map of the Upper Rhine Graben indicating the geothermal gradients and status 
of current deep geothermal fields (modified from the final report of the GeORG Project INTERREG IV 2013)
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et al. 2010; Genter et al. 2010; Sanjuan et al. 2016). Consequently, natural faults play a 
major role in geothermal reservoir circulation and are the primary targets for exploi-
tation. Therefore, almost all projects in the URG exploit the deep, fractured reservoirs 
located within the Triassic sediments and/or the crystalline basement (Soultz-sous-
Forêts, Landau, Insheim, Rittershoffen) (Fig. 2).
Rittershoffen geothermal site development
Rittershoffen is located in northern Alsace, ~ 7  km southeast of Soultz-sous-Forêts. 
Designed for direct use of geothermal heat, the deep geothermal plant of Rittershof-
fen is one of very few plants of that kind currently operating in Europe. The plant 
currently produces a thermal power of 24 MWth, with a production temperature of 
170  °C and a production flow rate of 70  L/s. The geothermal heat is provided to a 
biorefinery located in the city of Beinheim, 15 km away from the geothermal plant, 
through a specific transport loop.
The historic exploitation of oil and gas in the area highlighted the high-temperature 
anomalies at the Rittershoffen site. Furthermore, the reprocessing of 2D vintage seis-
mic reflection profiles provided a preliminary structural model of the subsurface and 
revealed a major fault that affects the entire sedimentary cover and propagates into 
the granitic basement at a relatively shallow depth (~ 2.2 km below surface). Accord-
ingly, Rittershoffen was selected for the development of a geothermal site and the Rit-
tershoffen normal fault selected as target for the geothermal wells.
The first well, GRT-1, reached a final measured depth (MD) of 2580 m at the end 
of December 2012 (Fig.  3). Its open-hole section crosses the Buntsandstein sand-
stone and the fractured Paleozoic granite (Duringer et al. in press). Various logs and 
hydraulic tests were performed throughout the year 2013. Because the initial well 
injectivity index was low, a strategy was defined to enhance the connection of the well 
to the reservoir and the fracture system. Stimulation operations were applied in two 
Fig. 2 a East–West simplified vertical section of the Rhine Graben crossing the Soultz-sous-Forêts GPK–2 and 
the Rittershoffen GRT-1 wells (from Edel et al. 2018); b temperature logs, at equilibrated thermal conditions, 
for the Soultz-sous-Forêts GPK-2 well (from Genter et al. 2010) and for the Rittershoffen GRT-1 well (from 
Baujard et al. 2017) (vertical scale is in MD)
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sequences: first in April 2013, with a thermal stimulation and, second in June 2013, 
with both chemical and hydraulic stimulations.
The injection temperature being similar in thermal and hydraulic stimulations (about 
10 °C), the main difference lies in the injection flow rate. In a thermal stimulation, fluid 
injection is performed under reduced flow rate, which is expected to predominantly acti-
vate thermo-mechanical effects to enhance the reservoir permeability. On the contrary, 
higher flow rates are applied during hydraulic stimulation to activate hydro-mechanical 
effects.
After successful stimulation, which increased the initial injectivity index by a factor of 
five (Baujard et al. 2017), an active 2D seismic survey was performed. The main purpose 
was to define the trajectory of the second well of the doublet, GRT-2, and to improve the 
structural model of the underground (see subsection “Velocity model”). Thus, the drill-
ing of GRT-2 started in March 2014 and ended in August 2014. GRT-2 is a deviated well, 
3200 m in length, that reaches 2707 m TVD GL.
Production and circulation tests were performed after the drilling phase. No reservoir 
enhancement was necessary because production tests revealed that the initial produc-
tivity index was high enough, between 2.8 and 3.5 L/s/bar for the expected exploitation 
flow rate (Baujard et  al. 2017). The year 2015 was dedicated to constructing the heat 
transport loop and the geothermal plant, which was commissioned in May 2016 and has 
been continuously operating since.
Six months prior to any field operation, seismicity was monitored by several networks 
(see subsection “Seismic monitoring”). No seismicity (natural or induced) was detected 
during this period. Four main seismogenic periods were later identified (Maurer et al. 
2015): first, during the drilling of the first well, GRT-1; second, during the thermal stim-
ulation of GRT-1; third, during the hydraulic stimulation; and fourth, during the drilling 
of GRT-2. This paper focuses on these four seismogenic periods.
Velocity model
In such a geological context, using a 1D velocity model is not the best method to 
accurately locate the seismicity induced at the Rittershoffen site. Moreover, the fault 
Fig. 3 Timeline of the operations performed during the development of the Rittershoffen deep geothermal 
field. The seismogenic periods of interest (during GRT-1 drilling, thermal and hydraulic stimulations and GRT-2 
drilling) are indicated by black triangles
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identified as the most permeable zone in the area and targeted by the geothermal 
doublet exhibits ~ 350-m offset (~ 200-m vertically). Accordingly, a 3D velocity model 
was developed for the area. This model is based on the active seismic interpretation 
and the geological and geophysical logs acquired in GRT-1.
First, the numerous vintage seismic lines were reprocessed to better represent the 
deep formations. Following the June 2013 active seismic survey, two seismic lines, 
centered on Rittershoffen and oriented NNW–SSE and W–E, were added to the 3D 
seismic processing flow. Hence, five main seismic horizons were identified: the top of 
the “Fish shale” (Oligocene top), the top of the Lias (Jurassic top), the marl–calcare-
ous lithological transition (Keuper or Trias top), the calcareous–sandstone lithologi-
cal transition (top of the Buntsandstein) and the altered crystalline basement (top of 
the basement). In addition to the horizon selection, many faults were identified and 
incorporated for interpretation. Time-to-depth conversion of the horizons was con-
strained using vertical seismic profiles (VSPs), available sonic logs or check-shots. In 
the Rittershoffen zone, only the VSP data associated with the GRT-1 well were avail-
able and thus used. The five main horizons could be accurately positioned in depth at 
and around the GRT-1 well. With this active seismic interpretation, a regional model 
covering ~ 250 km2 was obtained (Maurer et al. 2016).
In the second step, the VSP, the sonic log and the stratigraphic interpretation of 
GRT-1 (Aichholzer et al. 2016; Duringer et al. in press) were compared to better con-
strain the velocity model near GRT-1. As a result, two interfaces exhibiting noticeable 
velocity contrasts were added to the five main seismic interfaces. One corresponds to 
the bottom of the weathered zone, positioned 80 m below the surface. Its topography 
was assumed to follow the ground surface topography. The second interface corre-
sponds to the top of the Muschelkalk formation, which is located between the Keuper 
and Buntsandstein formations. The top of the Buntsandstein surface was considered 
to be representative of the top of the Muschelkalk formation.
Once the underground layers were defined, the VSP data were used again to com-
pute P-wave interval velocities (Vp) for each formation. Although the velocity is com-
puted along GRT-1, it is assumed to be representative of the entire Rittershoffen area.
To develop the S-wave velocity (Vs) model, the full sonic log was used. From this 
log, average Vp/Vs ratios were calculated for the identified layers, thus providing 
interval S-wave velocities. Because the full sonic log was acquired below ~ 450 m MD, 
the Vp/Vs ratio was fixed to 2.12 for the two shallowest formations, i.e., until the top 
of the “Fish shale”. This ratio corresponds to the median value measured at the top of 
the “Fish shales”.
The final Vp, Vs and Vp/Vs values for each formation of the final 3D model are pro-
vided in Table  1. Figure  4 shows the corresponding profiles along GRT-1 with the 
entire sonic log. As observed, the P-wave velocity derived from the VSP (red curve) is 
consistent with the P-wave velocity derived from the full sonic log (dark gray curve). 
Furthermore, the main interfaces considered in the final model correspond to notice-
able velocity contrasts in the sonic log. Figure  4 also shows as background a verti-
cal South–North section of the 3D P-wave velocity model, next to GRT-1 and GRT-2 
wells (red curves).
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To detect any seismicity induced by the Rittershoffen field operations, a permanent 
seismic network, of four surface stations, was deployed 6  months before any drilling 
operation, which was in compliance with the French mining authorities. This network 
completed the eastern part of the network dedicated to the surveillance of the Soultz-
sous-Forêts geothermal plant, composed of eight surface stations in operation since 
Table 1 Interval seismic velocities applied in the 3D velocity model
The velocity parameters apply below the depth of the mentioned interfaces, which is given along GRT1
Interface Depth in GRT1 (m TVD 
MSL)
Vp (m/s) Vs (m/s) Vp/Vs
Surface (at GRT1) − 151 1300 613 2.12
Bottom of weathered zone − 71 2315 1092 2.12
Top of “Fish shales” 272 2961 1544 1.92
Top of Lias 1023 3332 1778 1.87
Top of Keuper 1298 4307 2413 1.78
Top of Muschelkalk 1504 5236 2821 1.86
Top of Buntsandstein 1649 4818 2858 1.69
Top of unaltered granite 2209 5951 3351 1.78
Fig. 4 Vertical profile of the 3D velocity model along GRT-1 overlaying a vertical South–North section of the 
3D P-wave velocity model next to GRT-1 and GRT-2 wells (red curves). The red velocity profile indicates the Vp 
derived from the VSP, the blue velocity profile indicates the Vs derived from the VSP and the Vp/Vs ratio of the 
full sonic (see text for further explanations). The Vp and Vs measured by the full sonic log are presented for 
comparison in dark and light gray, respectively
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2002. Thus, since 2012, the micro-seismic activity of the Rittershoffen geothermal pro-
ject has been monitored by a permanent seismic network of 12 surface stations (Fig. 5).
The Soultz-sous-Forêts network is composed of 1-Hz short-period seismometers, con-
sisting of one or three components (L4C/L4C-3D), deployed at the surface. Signals are 
digitized on site, sampled at 150 Hz and transmitted to a central site. At the central site, 
a SeisComp3 (Hanka et al. 2010) plugin enables the École et Observatoire des Sciences 
de la Terre of the University of Strasbourg (EOST) to get the data in real-time via an 
internet connection. The Rittershoffen network is also composed of 1-Hz, short-period, 
three-component seismometers (L4C-3D) deployed at the surface. The signals were ini-
tially digitized at a sampling rate of 100 Hz that was increased to 200 Hz beginning of 
2014. The digital data are sent in real-time to a central site where a SeisComp3 server 
allows EOST to access them via an internet connection.
This permanent seismic network was the only one actively monitoring prior to the 
chemical and hydraulic stimulation of GRT-1 in June 2013 (Fig. 5 and Table 4).
Temporary monitoring network
In addition to the permanent network, several temporary surface stations were deployed 
in June 2013, using equipment belonging to the Geophysical Instrument Pool Potsdam 
Fig. 5 Map of the location of the 43 seismological stations monitoring the Rittershoffen geothermal field. 
The 12 permanent stations are indicated with black squares; these were active during all development 
operations. The five temporary stations recording from the start of GRT-1 chemical and hydraulic stimulation 
are displayed as black inversed triangles. The 26 temporary stations added before GRT-2 drilling commenced 
are displayed as black triangles. The trajectories of the Rittershoffen and Soultz-sous-Forêts geothermal wells 
are also indicated in red
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(GIPP) of the GFZ German Research Centre for Geosciences (Gaucher et al. 2018). The 
primary objective was to improve the detection and location capabilities of the seismic 
monitoring during the field development operation (i.e., well tests; chemical and hydrau-
lic stimulations of GRT-1; drilling, stimulation, and production tests of GRT-2; and fur-
ther circulation tests). A secondary objective was to apply and test several processing 
techniques based on dense seismic networks (Gaucher et al. 2013). Hence, a dense net-
work lay-out was designed as a large antenna focusing on the geothermal wells and pro-
viding homogeneous coverage. It consisted of three circles centered on the wellheads 
with radius up to 5 km (i.e., about twice the depth of the geothermal reservoir) and a 
distance between the stations ranging between 1.5 and 2 km. Consequently, 31 three-
component seismometers were added temporarily to the permanent network. Short-
period, 1-Hz seismometers (L4C-3D) were selected because microseismicity was the 
main focus. The signals were digitized, sampled at 300 Hz and stored as miniSEED files. 
Several stations periodically uploaded the files to the SeisComp3 server at EOST, thus 
providing shortly delayed seismograms complementing the permanent network data.
During the chemical and hydraulic stimulations of GRT-1—the third seismogenic 
phase of the project (June 2013)—a total of 17 seismic stations (12 permanent, five tem-
porary) were monitoring (Fig. 5 and Table 4). From April to November 2014—the fourth 
and final seismogenic phase of the project—all temporary stations were operational and 
recording. Thus, during that period, which includes the GRT-2 drilling, 43 stations were 
continuously monitoring the area.
Figure 5 shows the location of all seismic stations constituting the monitoring network 
installed between 2012 and 2014 around the Rittershoffen geothermal field. The dense 
part of the network centered around GRT-1 and GRT-2 is clearly visible as well as the 
relatively regular spacing between the stations. The periods during which the stations 
were active are also indicated in Table 4: Appendix provides the exact location of the sta-
tions and their operational periods.
Data processing
During real-time monitoring, the SeisComp3 automatic detection parameters were 
changed over time, as knowledge was gained from the identified seismicity. These 
changes led to inhomogeneous detection capabilities hence an inconsistent seismologi-
cal catalogue over time. To correct from this bias, all continuous waveforms acquired 
around the seismogenic periods were processed again using a homogeneous automatic 
detection procedure based on the SeisComp3 toolbox. This detection procedure com-
bined the grid-search method of the “scautoloc” module with the density-based clus-
tering algorithm (Ester et al. 1996) of the “scanloc” module (Clinton et al. 2018; Grigoli 
et al. 2017). The latter can use S-picks and performs generally better than the former. 
The scanloc detection parameters were tuned using a parameter sweep method, on an 
initial database that contained all induced earthquakes identified by manual and system-
atic review of the data recorded during the first 6 h of the GRT-1 hydraulic stimulation. 
The recovery rate of the final automatic system applied to this initial database reached 
96%. This re-processing stage guarantees homogeneous detection capabilities over the 
period of interest. Once applied, all events detected automatically were manually con-
trolled. For the local earthquakes, correction or addition of the P- and S-wave onset 
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times with the associated uncertainties was done and, when possible, the peak-to-peak 
amplitude of the P-wave on the vertical component and the associated half-period were 
measured. Then, the earthquakes were located in the 3D velocity model (see subsection 
“Velocity model”) using the NonLinLoc software (Lomax et al. 2000, 2009; Lomax 2018) 
with the application of the Bayesian inversion approach proposed by Tarantola and Val-
ette (1982) and the oct-tree importance sampling algorithm (Lomax and Curtis 2001). 
The location provides the earthquake hypocenter together with its uncertainty given as 
a 3D uncertainty ellipsoid (Lomax 2018). For simplicity, in the following, the location 
uncertainty will be quantified by one parameter only: the largest half-length of the major 
axis of the uncertainty ellipsoid.
Although the velocity model is relatively well defined from prior data, a major source 
of location error still lies in the S-wave velocity value of the superficial layers (see sub-
section “Velocity model”). To decrease the impact of such an unknown and to increase 
the hypocenter accuracy, the velocity model was calibrated using a seismic event 
recorded while drilling the GRT-2 well. On May 26, 2014, the drill bit became stuck in 
the GRT-2 at a depth of 1862  m MD (the total depth was 2123  m MD at that time), 
in the Middle Muschelkalk formation (Trias). During one of the attempts to free the 
bottom-hole assembly, the mud pressure increased, resulting in mud losses and induced 
seismicity. Interestingly, the drilling of this well section was performed with a rate of 
penetration that was higher than in the previous and next depth intervals, which sup-
ports the existence of a weak or fractured zone at this depth and could well explain the 
adherence of the bottom-hole assembly and the subsequent mud losses and induced 
seismicity. Consequently, we can reasonably assume that the initial seismicity occurred 
at the well at that depth. Hence, one of the first recorded earthquakes associated with 
this incident was positioned at 1862 m MD in GRT-2 and used as a “calibration shot” 
(event 2014-05-26T13:33:24.622974Z). This event was chosen because 73 seismic phases 
were picked, among which were 38 P-waves; thus, both phases were observed on almost 
all 43 stations of the network. The event location was determined using the 3D veloc-
ity model and only the P-wave arrivals to avoid contamination from the unconstrained 
S-wave velocity in the first 450  m of the model and because the network coverage at 
that time was sufficiently homogeneous. Hence, the earthquake origin time could be 
estimated and used to compute the observed travel times of both P- and S-waves to the 
seismic stations. After subtracting the latter from the theoretical travel times computed 
between the 1862 m MD reference point in GRT-2 and the stations, time differences at 
each station for both phase types were obtained. By adding the time differences to the 
corresponding observed wave arrivals, the calibration shot could be perfectly relocated 
to its expected position. Finally, such a time correction was systematically applied to the 
picked arrival times prior to locating any identified earthquake and compensates, to a 
certain extent, for the inadequacy of the 3D velocity model in the superficial layers.
Once the earthquake hypocenter was obtained, the magnitude determined at the sta-
tion KUHL was assigned to the earthquake. Usually, the event magnitude is estimated 
from the average magnitude obtained at the different stations of the network. However, 
this procedure was not applied for three reasons. First, the coverage and the number of 
stations of the seismological network changed over time, which would lead to chang-
ing average magnitude for a similar event. Second, the KUHL station is a permanent 
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station that was operating during all seismogenic periods. It is located approximately 
2.5 km NNW from the well pad (Fig. 5) and shows a good signal-to-noise ratio around 
the P-wave arrival, also for weak events. Therefore, a local magnitude at this station 
could be estimated for 95% of the located earthquakes, which was not the case for any 
other station of the network. Finally, the seismic focal mechanisms inverted for the dif-
ferent seismogenic periods (see subsection “Spatial distribution”) show similar rupture 
geometry when the latter is well determined, or, at least, consistent polarities at the 
measured stations, when many solutions may fit. So, the radiation coefficient to station 
KUHL may be considered relatively constant over time. Consequently, the magnitude 
determined at the single permanent station KUHL is the most consistent over time and 
will allow comparisons between the four seismogenic periods. (When the P-wave ampli-
tude could be measured at a station different from KUHL, its associated magnitude 
was computed. This showed that, on average, the difference in magnitude between the 
KUHL station and the other station remained consistent for all processed events.) To 
calculate the magnitude, the formula of Bakun and Joyner (1984) was applied using their 
default parameters. The approach using the P-wave peak-to-peak amplitude and the cor-
responding half-period, measured on the vertical component of KUHL, was selected 
because it is less sensitive to high low-frequency noise that may contaminate a weaker 
higher-frequency seismic arrival. This is particularly noticeable for small magnitude 
local earthquakes, for which magnitude determination is always critical (Kendall et al. 
2019).
To estimate the magnitude of completeness of the seismic catalogue, or part of it, 
and the b-value for the corresponding earthquake set, we applied the goodness-of-fit 
approach, as described by Wiemer and Wyss (2000) and Aki (1965), which assumes that 
the frequency–magnitude distribution of the seismic events follows a Gutenberg–Rich-
ter power law (see subsection “Magnitude distribution”).
Results
The processing procedure was applied to the continuous seismic data recorded during 
and around all major development operations: GRT-1 drilling, stimulations and testing; 
and GRT-2 drilling (Fig. 3). The result is a reference seismic catalogue, which is available 
as Additional file 1. Geographical coordinates are given in “Lambert II étendu” and the 
reference selected for depths is the mean sea level (MSL). The altitude of the geothermal 
platform is 149 m. This catalogue is more exhaustive and consistent than the preliminary 
catalogue presented by Maurer et al. (2015).
Table 2 summarizes the characteristics of the observed seismicity in parallel with the 
primary characteristics of the reservoir development operations.
In total, 1348 earthquakes were detected: 26 during GRT-1 drilling, 146 during GRT-1 
thermal stimulation, 992 during hydraulic stimulation of the same well and 184 dur-
ing GRT-2 drilling. Thus, the hydraulic stimulation of GRT-1 was the most seismogenic 
operation.
The local magnitude of the seismicity ranged between − 1.5 and 1.6 and the magnitude 
of completeness was estimated to be between − 0.65 and 0.05 (see next subsections for 
details). None of the induced events was felt by the population.
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In the following subsections, the seismicity, which was recorded during GRT-1 drill-
ing, GRT-1 thermal, chemical and hydraulic stimulations and during GRT-2 drilling is 
described in greater detail. Interpretation of these results and comparison of the seismo-
genic behaviors between these different phases is presented in the “Discussion” section.
Seismicity during GRT‑1 and GRT‑2 drilling
During the drilling of the GRT-1 well, seismicity was induced and was most likely due to 
circulation losses while setting the 9–5/8″ pipe in the 12″1/4 open-hole section, between 
1029 and 1773 m TVD MSL. The mud parameters had a flow rate of 17 L/s and an injec-
tion pressure of 4.8 to 6 MPa. A total of 26 earthquakes were recorded on November 29, 
2012, within a period of 30 min (between 22:23 and 22:51 UTC). The magnitude ranged 
between − 1.3 and 0.6.
Figure 6 shows the location of these events. As observed, the hypocenters are gener-
ally oriented in a South–North direction. However, as emphasized by the depth sections, 
Table 2 Summary of the seismicity observed during the development of the Rittershoffen 
geothermal reservoir
For each period, NEVT represents the number of located events, MMIN and MMAX are the minimum and maximum observed 
magnitudes, respectively, and ΔDepth is the depth interval containing 80% of the events. Finally, QMAX,  WHPMAX, Volume 
and Duration correspond to the maximum flow rate, maximum wellhead pressure, total injected or produced volume and 
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they are divided into two clusters: a northern one between 1200 and 1400  m and a 
southern one between 1800 and 2000 m that is near GRT-1. The low number of events 
and their weak magnitudes prevent a reliable interpretation of the associated hypocent-
ers. Furthermore, the network configuration may bias the results as explained in the sub-
section “Spatial distribution” of “Discussion”.
As previously mentioned (see section “Data processing”), earthquakes were also 
induced on May 26, 2014 during GRT-2 drilling operations (Fig. 7). A total of 184 earth-
quakes were detected, 177 within 3 h (between 13:00 and 16:00 UTC) (Fig. 7. However, 
most of the seismicity occurred within approximately 1  h, between 13:30 and 14:30 
UTC). The maximum seismic rate was 45 events in 15  min. The magnitude range of 
these local earthquakes was between − 1.5 and 1.
As observed in Fig. 6, the first hypocenters are centered on GRT-2 at the depth of the 
mud losses (1517  m TVD MSL), as expected from the location calibration procedure 
(see subsection “Data processing”). However, the seismicity later divided into two clus-
ters, about 200  m apart, one to the south and one to the north of the well. They are 
Fig. 6 Epicenter map (left) and South–North vertical projection (right) of the seismicity recorded during the 
GRT-1 drilling (magenta circles) and GRT-2 drilling (blue circles)
Fig. 7 GRT-2 drilling. Seismic rate, per 15 min, and local magnitudes of the recorded earthquakes
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aligned in a N7° E direction and both are approximately at the same depth interval in 
the Muschelkalk. During GRT-2 drilling, 80% of the hypocenters exhibited uncertainties 
between ± 20 m and ± 200 m, with a median of ± 55 m. Therefore, the location uncer-
tainties cannot affect the observation of the two clusters that may be associated with real 
geological features.
Seismicity during GRT‑1 thermal stimulation
The first significant induced seismicity occurred during GRT-1 thermal stimulation in 
April 2013, which was 4 months after drilling (Fig. 8). A total of 146 induced earthquakes 
were detected and located. The stimulation consisted of injecting reservoir fluids, previ-
ously discharged from GRT-1, at an ambient temperature of 10  °C into the open-hole 
section of the well (1773 to 2431 m TVD MSL) that was drilled into sandstone and gran-
ite (silicate rocks), which had a temperature of approximately 160  °C. Thus, between 
April 23 and 25, 2013, over the course of 62.6 h, 4135 m3 of brine were injected. The 
initial injection flow rate of 10 L/s was increased stepwise by 5 L/s, up to 25 L/s, and 
then decreased stepwise to 15 L/s before ending. The wellhead pressure (WHP) quickly 
increased to 2.8 MPa at 15 L/s; the pressure subsequently remained below that level but 
was generally above 1.8  MPa, regardless of the injection rate. No downhole pressure 
gauge was available during GRT-1 thermal stimulation.
The first detected induced event occurred 26 h after the beginning of the injection. Con-
sidering the WHP, this event occurred 21 h after a first raise of the WHP to the maximum 
value of 2.8 MPa, at 15 L/s, or 3 h after the WHP reached its maximum value again at 
20 L/s. However, the majority of the seismic activity occurred 39 h after the start of injec-
tion, when the flow rate reached 20 L/s, then 25 L/s, with a maximum rate of approxi-
mately one event per minute. Interestingly, the seismic rate decreased strongly while the 
injection was on-going at 25 L/s, whereas the WHP decreased from 2.7 to 2.2 MPa. A last 
burst of seismicity was observed at 25 L/s (1.9 MPa). These events occurred 4 h before the 
decrease of the injection rate from 25 to 20 L/s or 11 h before the injection was stopped.
In total, 146 events were detected and located, with magnitudes ranging from − 1.5 to 
0.3. Most of the seismicity occurred between 22:00 and 06:00 local time, which explains 
the ability of the system to detect small magnitude earthquakes, as low as Mlv = − 1.5.
As presented in Fig. 8, most of the earthquakes are clustered around and north of the 
GRT-1 well. After removal of the outliers, the best plane fitting the hypocenter distri-
bution (least-squares criterion) has a N3° E direction, dipping 86° W. The length of the 
primary cloud is ~ 1500 m along its main direction and is ~ 500 m wide. Eighty percent 
(between the 10th and 90th percentiles) of the hypocenters are located between 1300 
and 3050 m depth (the deepest events are not visible in Fig. 8) and have location uncer-
tainties between ± 80 m and ± 250 m, with a median of ± 135 m. The shallowest events 
are the northernmost and the deepest are the southernmost. Deeper and to the south of 
the primary seismic cloud, earthquakes along the main direction are observed.
Seismicity during GRT‑1 chemical and hydraulic stimulations
In June 2013, additional stimulations were performed in GRT-1 (Fig. 9). Following a 
pre-stimulation test on June 22, chemical treatments of three different sections of the 
open-hole isolated by packers were performed on June 23, 24 and 25. In total, 269 m3 
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of fluid, of which 216 m3 were biodegradable acids, were injected (Baujard et al. 2017). 
No seismic activity was detected during these operations (Fig. 9).
On June 27 and 28, 2013, hydraulic stimulation of the GRT-1 open-hole section was 
performed, followed by a short injection test (Fig. 10). During hydraulic stimulation, 
the injection flow rate was raised stepwise from 5 to 80 L/s and then decreased step-
wise. Approximately 3180 m3 of brine were injected within approximately 21.7 h. The 
maximum WHP was 3.3 MPa, and the maximum downhole overpressure (DHP) was 
3.0 MPa, both of which were reached at the end of the highest injection rate period 
(80 L/s). During the post-stimulation test, 820 m3 of brine were injected at a speci-
fied flow rate, which was also increased stepwise up to 60  L/s and then decreased 
Fig. 8 GRT-1 thermal stimulation: epicenter map (a) and South–North vertical projection (b) of the seismicity 
recorded (red circles); injection flow rate and wellhead pressure over time (c) in parallel with the seismic rate 
per 15 min and the local magnitude (d)
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stepwise. The post-stimulation test began 2  h after the hydraulic stimulation for a 
total duration of approximately 6.5 h. The maximum WHP and DHP were both equal 
to 2.2 MPa.
In total, 824 earthquakes were detected and located during the hydraulic stimula-
tion. The seismic activity began 6 h after injection began, when the flow rate changed 
from 26.5 to 40 L/s and the WHP reached 1.5 MPa (DHP = 1.8 MPa). Then, seismicity 
occurred continuously with an increase of the seismic rate. Starting with an average of 
40 events per hour, the rate reached an average of 80 events per hour. The maximum 
observed rate was 50 events per 15 min, which was observed at the time the flow rate 
increased from 40 to 50 L/s and the WHP reached 2.2 MPa (DHP = 2.4 MPa). Seismicity 
observed during the injection for the most part stopped during the injection step down, 
when the rate was back to 50 L/s and WHP = 2.2 MPa (DHP = 2.4 MPa), i.e., 2.5 h before 
injection stopped. The magnitude of the observed events ranged between − 1.4 and 0.9, 
and the largest event occurred during the time of the highest injection rate of 80 L/s.
During the short injection test, no seismicity was recorded, even if the flow rate was 
raised as high as 60 L/s with a WHP = 2.2 MPa (DHP = 2.4 MPa). However, one event 
was recorded 1.5 h later.
In addition to the six earthquakes recorded on the June 30 and July 1, 2  days after 
injection (34 h), the most striking observation was a burst of seismicity on July 2, 4 days 
after injection (425  h) and in the absence of any on-site operation (Fig.  10). Within 
approximately 1.5 h, 146 earthquakes were recorded with a magnitude range between 
− 0.9 and 1.6.
The earthquakes observed during the hydraulic stimulation were located around 
GRT-1 and extended to the north (Fig. 10). The cloud they formed was approximately 
Fig. 9 GRT-1 pre-stimulation test, chemical and hydraulic stimulations. Injection flow rate and wellhead 
pressure (top) in parallel with the seismic rate per hour and local magnitude (bottom)
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Fig. 10 GRT-1 hydraulic stimulation: epicenter map (a) and South–North vertical projection (b) of the 
seismicity recorded during GRT-1 hydraulic stimulation (yellow circles), including the following crisis of July 
(green circles); injection flow rate, wellhead pressure and downhole overpressure over time (c) in parallel with 
the seismic rate per 15 min and the local magnitude (d); seismic rate per 15 min and local magnitude of the 
earthquakes recorded during the July crisis while no injection operation was on-going (e)
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1800  m long and less than 500  m wide. The best least-squares fitting plane passing 
through the hypocenters is oriented N1° E, dipping 89° W, i.e., almost vertical. Most of 
the hypocenters were located between 1200 and 2000 m depth. The events at approxi-
mately 2000-m depth were located near the injection depth, whereas shallower events 
were located North of the injection. The earthquakes associated with the July 2013 burst 
extended the main stimulation cloud further NNE, in a N13° E direction, and a slight 
overlap between the hypocenters of both sequences was observed. This burst of seis-
micity was concentrated at two different depth intervals, between 1300 and 1500 m in 
the sedimentary layers, above the Muschelkalk, and between 1900 and 2100 m near the 
interface between the basement and sedimentary cover.
During the hydraulic stimulation, 80% of the hypocenters exhibited uncertainty 
between ± 35 m and ± 255 m, with a median of ± 95 m, whereas during the burst, 80% 




Despite the injection temperature being similar in thermal and hydraulic stimulations 
(about 10 °C), the main difference lies in the injection flow rate. In a thermal stimulation, 
the flowrate is reduced to predominantly activate thermal effects contrarily to hydraulic 
stimulation that would enhance permeability to elevated pore pressure and shear slip of 
pre-existing fractures. According to Vidal et al. (2016), thermal stimulation is typically 
performed to enhance the near-well field permeability, which may have been reduced 
by drilling (cuttings and mud clogging feed zones), and thus this stimulation is gener-
ally performed immediately after drilling. As modeled by Gentier et al. (2004), during 
cold injection, thermal microcracking of quartz within the fractured zone is observed, 
which creates preferential flow paths and thus leads to preferential cooling in these 
fractures. At Rittershoffen, all identified permeable fractures are associated with quartz 
veins, which could enhance the thermal effect of cold reinjection through the fractured 
zones (Vidal et al. 2019). This technique is not usually applied to EGS geothermal wells 
in the URG, but has produced satisfactory results in high-temperature systems in vol-
canic environments.
During the GRT-1 thermal stimulation, seismicity started 26 h after the beginning 
of the injection, or 21 h after the WHP reached 2.8 MPa at 15 L/s (Fig. 8). Interest-
ingly, this WHP was the largest observed over the entire operation and was also 
measured immediately after the 15 to 20 L/s and the 20 to 25 L/s injection steps. The 
lack of seismicity at the beginning of injection indicates that uncritically stressed 
zones connected to the open-hole existed and/or that rock cohesion was present. In 
the first case, it means that substantial pore pressure increase is needed to reach the 
Coulomb failure envelop, the latter meaning that the rock can sustain shear stress 
even though effective normal stress is null. From another perspective, the seismicity 
began 3 h following constant injection at 20 L/s and when the WHP was decreasing, 
which is evidence of increased injectivity and enhanced fluid circulation in the forma-
tion. This observation suggests that neither the flow rate nor the pressure observed 
when the first event occurred were at the origin of the seismicity, but rather delayed 
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(thermo-) mechanical effects on the rock mass due to the earlier part of the injection. 
Most of the seismicity occurred at the end of the 20-L/s injection plateau, when the 
WHP was increasing, and during the first half of the 25-L/s injection plateau. Then, 
the seismic rate decreased significantly while the injection was on-going at 25 L/s but 
the WHP was decreasing again. Finally, a last burst of seismicity was observed 11 h 
before injection ended. Thus, seismicity occurred only during a relatively short period 
of the injection.
Two months after thermal stimulation, the pre-stimulation test, chemical stimula-
tion, hydraulic stimulation and injectivity test were conducted (Fig.  9). The seismic 
activity associated with these operations began only 6  h after start of the hydraulic 
stimulation, when the flow rate increased from 26.5 to 40 L/s, and the WHP reached 
1.5  MPa (DHP = 1.8  MPa). Therefore, no seismicity was recorded during the pre-
stimulation test, neither during the chemical stimulation nor during the injectiv-
ity test. The first two operations involved a limited volume of injected fluid, 626 m3, 
which represents approximately 1/6 of the volume injected during thermal stimula-
tion. Moreover, the injections were conducted at a maximum flow rate of 27 L/s and 
WHP of 2.5 MPa, which are levels not exceeding those observed during thermal stim-
ulation, and under an injectivity index that was similar to that observed when the 
thermal stimulation ended (1.2 L/s/bar). Aware of the stimulation history, we would 
interpret the delayed seismicity to be a rock stress memory effect rather than a result 
of aseismic slips or creeping as suggested by Lengliné et al. (2017). Nonetheless, the 
latter cannot be excluded, especially for the first part of the thermal stimulation and 
if we consider that clay in fractured zones due to hydrothermal alteration could favor 
creeping rather than shearing (Meller and Kohl 2014). The rock stress memory effect 
implies that repeated loading of a rock mass generates seismicity only when and 
where maximum stress previously experienced is exceeded. Also known as the “Kai-
ser effect” (Kaiser 1950; Lavrov 2003), this characteristic has been observed in many 
EGS sites during forced fluid injection operations, e.g., Soultz-sous-Forêts (Dorbath 
et  al. 2009), Cooper Basin—Australia (Baisch et  al. 2015) and Berlín—El Salvador 
(Kwiatek et al. 2014). Nonetheless, in the present case, seismicity began only once the 
injection flow rate exceeded the largest rate applied (27 L/s) but at a WHP that was 
lower than previously measured (1.5 MPa vs. 2.8 MPa), which strictly differs from the 
Kaiser effect. This observation may be an evidence that the chemical stimulation was 
effective by creating new fluid pathways, not hydraulically stimulated yet.
Once seismicity began during the hydraulic stimulation, it continuously occurred 
and exhibited increasing seismic rates in correlation with increasing flow rates, except 
when the 60 to 70 L/s step was preceded by a 20-min injection at 27 L/s. A decrease 
in the seismicity rate was also observed during the 40-L/s injection plateau and when 
the WHP (and DHP) began to decrease, implying an increase of well injectivity, which 
was also observed at the end of the thermal stimulation. Thus, the decrease in seis-
micity is linked to an increase in injectivity throughout the course of the injection. 
Furthermore, seismicity almost vanished once the injection step-down phase began, 
which was also the case for the thermal stimulation, and no event was identified dur-
ing the injectivity test following the hydraulic stimulation (except a single episode 
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approximately 1.5 h after injection stopped). These observations could also be inter-
preted as evidence of the Kaiser effect.
Figure 11 presents the distribution of the number of earthquakes above a minimum 
magnitude as a function of the injected volume for the thermal and hydraulic stimula-
tions. The lowest minimum magnitude applied in both cases corresponds to the esti-
mated magnitude of completeness (Fig. 12). For the hydraulic stimulation, the isolated 
burst of seismicity in July 2013 is not considered in the plot. As observed, there is no 
linear relation between both parameters during the thermal stimulation. During hydrau-
lic stimulation, however, a linear tendency is observed after the first 500 m3 are injected. 
This change in behavior may reflect an initialization phase of the main physical pro-
cesses that induce seismicity and/or are a result of the previously conducted thermal 
stimulation. Deviation from the linear tendency was also observed and was expected; 
we noticed previously that seismicity decreased with increasing injectivity, and the seis-
micity rate increased with the injection steps, which implies hydro-mechanical coupling. 
Thus, the seismogenic index concept proposed by Shapiro et al. (2007) may not be appli-
cable in a simple manner to the present case and that the underlying hypotheses are not 
fully satisfied. Specifically, it is questionable whether the pressure front diffusion in an 
infinite and homogeneous medium would be the mechanism responsible for controlling 
the seismicity occurrence (Cornet 2000).
Magnitude distribution
Figure 12 presents the frequency–magnitude distribution of the seismicity, which was 
identified during the GRT-1 thermal stimulation (145 events), the hydraulic stimulation 
(781 events), the following burst (152 events), and the drilling of GRT-2 (168 events). 
Given the low number of earthquakes recorded during the drilling of GRT-1, they 
are not considered in this analysis. As observed, a Gutenberg–Richter power law can 
explain more than 95% of the frequency–magnitude distribution of the seismic events 
at the given magnitudes of completeness (MC). The MC for these periods is very similar, 
Fig. 11 Distribution of the number of earthquakes above a minimum magnitude (MMin) as a function of the 
injected volume for the thermal stimulation (left) and hydraulic stimulation (right)
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approximately MC = − 0.6, except for the seismicity burst in July 2013, where MC = 0.05. 
The occurrence of the seismicity during the seismicity burst, primarily between 7:00 
and 9:00, which is when anthropogenic noise is relatively high, may explain the higher 
observed MC value.
During the thermal stimulation and hydraulic stimulation, the b-values were estimated 
to 1.53 ± 0.15 and 1.16 ± 0.05, respectively. These are significantly higher than the typi-
cal tectonic value of 1, although only 42 events were used to calculate the b-value during 
the thermal stimulation (against 107 for the hydraulic stimulation). However, such high 
values are very common in injection-induced seismicity (Bachmann et al. 2011; Cuenot 
et al. 2008; Dorbath et al. 2009) and may be interpreted as the creation or reopening of 
small cracks and fractures in the rock mass due to high stress variation near the injection 
interval (El-Isa and Eaton 2014; Scholz 1968; Zang et al. 2014). Furthermore, the larger 
b-value measured during thermal stimulation may indicate relatively higher volumetric 
effects than the hydraulic stimulation, if not due to the low number of event used to 
calculate it. Thermal stimulation is supposed to activate thermomechanical effects and, 
to a lesser extent, hydro-mechanical effects, thus resulting in different rock responses. 
Fig. 12 Frequency–magnitude distribution of induced earthquakes: cumulative number (black circles) 
and histogram (gray bars), and an estimate of the magnitude of completeness and b-values. The results are 
given for the GRT-1 thermal stimulation (top left), GRT-2 drilling (bottom left), GRT-1 hydraulic stimulation—
June (top right) and July burst (bottom right). The axis scales are different among the plots
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In particular, the variable thermal properties of the minerals constituting the stimu-
lated rock would lead to greater homogeneous breakdown of the matrix near the cold 
front. In the granite, fractures filled with secondary euhedral quartz (Glaas et al. 2018a, 
b) could be prone to thermal cracking (Wang et al. 1989). The event burst in July 2013 
and the events induced by GRT-2 drilling, conversely, exhibit b-values of 0.92 ± 0.08 and 
0.96 ± 0.07, respectively, which is more consistent with the reactivation of existing faults. 
In these periods, 61 and 75 events, respectively, could be used to calculate these val-
ues. These measurements corroborate the variation in the b-value between the hydraulic 
stimulation and the subsequent burst that was mentioned by Lengliné et al. (2017). They 
also highlight that different structures of different scales were activated by the hydraulic 
stimulation.
During the GRT-1 thermal and hydraulic stimulations, there was no tendency for 
higher magnitude events to occur as the stimulation was on-going.
Finally, the largest magnitude earthquakes observed during the thermal stimulation 
were much weaker than those of the hydraulic stimulation. Both stimulations involved 
the same amount of injected fluid; however, when considering the hydraulic stimula-
tion as being complementary of the thermal stimulation (and chemical stimulation), this 
observation is in accordance with the general idea that the largest induced earthquake is 
related to the injected volume (Galis et al. 2017; McGarr 2014). However, this argument 
will not be further investigated because previously discussed observations suggest that 
the seismogenic response is more complex than the assumptions made in these mod-
eling approaches.
Spatial distribution
In Fig. 13, the epicenter map shows that the cloud of seismicity associated with the ther-
mal and hydraulic stimulations of GRT-1, as well as the July 2013 burst of seismicity, 
extends from the injection depth up to the GRT-2 well (which did not exist at that time) 
along an approximately N5° E vertical plane. The depth range of the cloud is relatively 
large. The deepest part roots in the granite and at the Buntsandstein–granite interface, 
which also corresponds to the intersection of the Rittershoffen fault with the well. Thus, 
the events clustered at approximately ~ 2000-m depth and extending to the north pos-
sibly occurred on the Rittershoffen fault, as also proposed by Lengliné et al. (2017). The 
shallowest part of the cloud reaches the 1300- to 1500-m depth interval, in the Keuper 
formation above the Muschelkalk. Thus, overall, the cloud appears to highlight a major 
vertical structure. Nonetheless, the observed vertical extension is questionable. First, 
this extension from more than 500 m cannot be a consequence of the location uncer-
tainties, which are smaller than ± 255 m for more than 80% of the events. Second, the 
vertical distance to the injection point is relatively large, of the same order as the hori-
zontal distance to the injection point. Such a development of seismicity is not in accord-
ance with the expected normal- to strike–slip faulting regime of the region (Azzola et al. 
2019; Cornet et al. 2007; Hehn et al. 2016), which favors a horizontal (rather than verti-
cal) extension of seismicity. Third, the observed vertical distribution does not follow the 
dip of the Rittershoffen fault and would require the presence of another fault that was 
not identified, neither from drilling logs nor from active seismic processing. Fourth, the 
Keuper formation is not suspected to be very seismogenic because it is predominantly 
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composed of evaporates and clays, which have a rather rheological ductile behavior. 
Moreover, it is noteworthy that, first, absolute locations are considered, even though 
being calibrated until the Muschelkalk. Second, the seismic network was composed of 
the permanent stations during the thermal stimulation with a few additional temporary 
stations: five stations during the hydraulic stimulation and eight stations during the July 
burst. All stations were exclusively located in the northern part of the GRT-1 well (Fig. 5). 
As discussed by Kinnaert et al. (2016), a large coverage gap may lead to strong uncertain-
ties in the location and, interestingly, the average inclination of the seismic clouds (espe-
cially during hydraulic stimulation) is consistent with the location uncertainty direction. 
Further investigations highlighted a tendency of the hypocenters to belong to the deeper 
cluster when the number of seismic phases selected to locate an event was larger. Thus, 
the combined northern and vertical extension of the seismic events located south of the 
network may be, to some extent, a trade-off between depth and time resolution of the 
hypocenters due to the approximately exclusive northern coverage of the network prior 
to the GRT-2 drilling. (Such a trade-off could also explain both clusters associated with 
GRT-1 drilling.) Although relative earthquake location by double-differences (Polian-
nikov et al. 2013; Waldhauser and Ellsworth 2000) are beyond the scope of this paper, 
they may minimize or remove such effects by adding more constraints in the likelihood 
function of the earthquake hypocenters and origin times (Poliannikov et al. 2013). Con-
sequently, the apparent vertical extension of the “GRT-1 cloud”, especially up to 1300 m, 
and its apparent connection with the seismicity recorded during GRT-2 drilling should 
be further investigated before providing any definitive conclusions.
The suspected Kaiser effect highlighted by the occurrence of seismicity during stimu-
lations should be supported by the location of the associated hypocenters. The Kaiser 
Fig. 13 Epicenter map (left) and South–North vertical projection (right) of the seismicity recorded during the 
development of the Rittershoffen deep geothermal site: GRT-1 drilling (magenta circles), thermal stimulation 
(red circles), hydraulic stimulation (yellow circles), burst of seismicity (green circles) and GRT-2 drilling (blue 
circles). Focal mechanisms have been computed for two representative events for each seismogenic period 
(except for GRT-1 drilling)
186 APPENDIX A.
Page 24 of 31Maurer et al. Geotherm Energy             (2020) 8:5 
effect is clearly observed between the seismicity occurring during the hydraulic stimula-
tion and the following burst of seismicity (Fig. 13). Indeed, the July burst of seismicity 
is exclusively located at the northern rim of the seismicity induced during the hydrau-
lic stimulation itself. However, the relatively widespread cloud of events associated with 
the thermal stimulation appears to cover a volume similar to the seismogenic zone of 
the hydraulic stimulation. Indeed, no evolution of the hypocenter distance to the well 
as a function of time was observed in this study. Yet, without relative location of the 
seismicity, detailed spatio-temporal interpretation is limited because the absolute hypo-
center uncertainties can range between ± 20 m and ± 250 m. Figure 14 shows the hypo-
center uncertainty as a function of the earthquake magnitude, for each period. As seen, 
the seismicity induced during thermal stimulation is less certain (median of ± 135 m) 
than seismicity induced during hydraulic stimulation (median of ± 95  m). This is first 
due to the smaller seismic network monitoring the thermal stimulation and second to 
lower magnitude events induced during that period (see Fig. 12). One can also note that 
the smallest hypocenter uncertainties are associated with earthquakes recorded during 
GRT-2 drilling (blue circles), that is when the monitoring network was the most com-
plete. As expected, Fig.  14 highlights that the less certain hypocenters are associated 
with small magnitude events. However, small magnitude events do not necessarily lead 
to large hypocenter uncertainties because the seismic background noise also affects the 
imprecision of the P- and S-phase picking.
Focal mechanisms
Focal mechanisms were determined for earthquakes, which occurred during the 
thermal and hydraulic stimulations, the July burst and the GRT-2 drilling. They were 
assumed double-couples and were determined using FOCMEC (Snoke 2017) with 
Fig. 14 Hypocenter uncertainty as a function of the earthquake magnitude for the GRT-1 drilling (magenta 
circles), thermal stimulation (red circles), hydraulic stimulation (yellow circles), burst of seismicity (green 
circles) and GRT-2 drilling (blue circles). Please note the logarithmic scale of the vertical axis
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the polarity of the P-wave arrivals. Relative weighting of the polarities was applied to 
allow possible polarity mismatch close to the focal planes. Two earthquakes per seis-
mogenic period were considered. To maximize the chances of determining the focal 
mechanism on the relatively noisy data, the earthquakes with the highest number of 
P-wave picks and the highest magnitudes were preselected. Then, the earliest and lat-
est events of the sequence were chosen to form the pair assuming the chance that the 
focal mechanisms would differ higher. Table  3 gives the characteristics of the eight 
inverted mechanisms and the corresponding earthquake. Among all focal plane solu-
tions, the solution associated with the median plane dip is given on the lower hemi-
sphere in gray in Fig. 13, as well as all other possible solutions (with a maximum of 
500 solutions).
As seen, all earthquakes induced during and after hydraulic stimulation and during 
drilling of GRT-2 have sinistral strike–slip focal mechanisms. The network coverage 
for the earthquakes induced during thermal stimulation is clearly too small and pre-
vents determining the rupture geometry unambiguously. However, sinistral strike–
slip is one of the numerous possible solutions.
These results show that a common rupture with strike, dip and rake in the intervals 
195 to 210° N, 85 to 90° and − 5 to 20°, respectively, could be attributed to the earth-
quakes associated with the stimulation operations, at least for the strongest ones. 
Interestingly, Azzola et al. (2019) identified a maximal horizontal stress direction of 
N15° in the Buntsandstein, which is consistent with the observed strike range and 
the earthquake depths. The corresponding focal plane is relatively consistent with the 
earthquake distribution as well as the Rittershoffen fault orientation. Hence, during 
thermal and hydraulic stimulations, the Rittershoffen fault was undoubtedly activated 
Table 3 Characteristics of the earthquakes for which focal mechanism was determined
The column NPOL gives the number of P-wave polarities used to determine the focal mechanism. The focal plane angles 
follow the standard convention (Aki and Richards 1980)
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beside other smaller faults or fractures as suggested by the b-values higher than 1. 
The seismicity recorded in July would belong exclusively to that structure, which is 
supported by the b-value of 0.92. These results also indicate that the hypothesis of 
attributing the local magnitude calculated at the KUHL station to the earthquakes is 
reasonable. Moreover, P-wave polarity at station KUHL is always negative (dilation) 
and supports this hypothesis in case of undetermined focal mechanism.
Conclusion
We presented and discussed the seismicity associated with the Rittershoffen field devel-
opment, its occurrence, its magnitude distribution and its spatial distribution in the 
light of all field operations and their injection parameters. The development of the Rit-
tershoffen geothermal reservoir was associated with unfelt seismicity. More than 1300 
earthquakes were processed. Mud losses in the Muschelkalk formation, in the course of 
the drilling of both wells of the doublet, led to several tens (GRT-1) to several hundreds 
(GRT-2) of events located near the wells, all with local magnitudes smaller than 1.0.
Most of the recorded seismicity, 85%, was induced directly or indirectly by the GRT-1 
stimulations. The initial 2.5-day thermal stimulation was the first operation that induced 
substantial seismicity. The latter, however, was recorded more than 1 day after the begin-
ning of the injection and did not coincide with an abrupt change of the injection flow 
rate, nor the maximum injection flow rate (25 L/s), nor a WHP peak, nor the maximum 
WHP (2.8  MPa), showing that uncritically stressed zones connected to the open-hole 
may exist or/and that rock cohesion should be considered. Furthermore, a reduction of 
the seismic rate related to an increase of injectivity was observed during thermal and 
hydraulic stimulations. There was no clear evidence of a linear relationship between the 
number of recorded earthquakes and the injected volume.
Several observations are interpreted as a typical signature of the rock stress memory 
effect, or “Kaiser” effect, e.g., the lack of seismicity recorded during the pre-stimulation 
test of GRT-1 (the first injection following the thermal stimulation), during the chemical 
stimulations, for the first 6 h of the hydraulic stimulation and during the final injection 
test. This Kaiser effect signature was difficult to further support based on the earthquake 
hypocenters obtained from absolute location methods that are not sufficiently accurate, 
with the exception of the earthquakes associated with the burst of seismicity, which were 
located to the north of the previously active zone.
During stimulations, b-values were larger than 1.1, which may be interpreted as the 
creation or reopening of small cracks and fractures in the rock mass due to high stress 
variation near the injection. However, b-values decreased to 0.9 during the burst of seis-
micity following the hydraulic stimulation, which is interpreted as the reactivation of an 
existing major structure—possibly the Rittershoffen fault. During the seismicity burst, 
the largest event induced at Rittershoffen, Mlv = 1.6, occurred and the events typically 
had larger magnitudes than previously observed.
The absolute location of the seismicity as well as the determination of a few focal 
mechanisms support the idea that pre-existing faults were reactivated above the inter-
section between the Rittershoffen fault and the GRT-1 well, in the Buntsandstein–base-
ment interface during the thermal and the hydraulic stimulations. The limited coverage 
of the seismic network before GRT-2 drilling, however, prevents strong conclusions 
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from being made on the veracity of the depth extension of the stimulated zone up to 
the Keuper formation, thus necessitating further investigations. The relative locations of 
future earthquakes will minimize systematic bias and will improve the geometrical inter-
pretation of induced seismicity to understand better the development and the behavior 
of the Rittershoffen geothermal reservoir.
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Appendix
See Table 4.
Table 4 Seismic station locations (in the  extended Lambert II Cartesian coordinate 
system) and  associated recording periods: P1: from  beginning of  monitoring; P2: 
from GRT-1 chemical and hydraulic stimulation; and P3: before GRT-2 drilling
Network Station Easting (m) Northing (m) Depth (m MSL) P1 P2 P3
Permanent BETS 1,009,624.3 2,447,374.9 − 146 1 1 1
FORA 1,004,921.7 2,452,089.6 − 156 1 1 1
GUNS 999,344.6 2,449,908.1 − 224 1 1 1
KEFF 1,005,387.2 2,455,522.6 − 208 1 1 1
KUHL 1,009,871.8 2,449,753 − 176 1 1 1
LAMP 1,000,768.6 2,454,636.3 − 257 1 1 1
OBER 1,012,458.4 2,451,824.5 − 177 1 1 1
OPS 1,006,369.1 2,450,232.9 − 198 1 1 1
RITT 1,012,306.7 2,447,654.7 − 138 1 1 1
SCHW 1,005,375.8 2,447,345.1 − 143 1 1 1
STUN 1,014,315.6 2,450,563.5 − 146 1 1 1
SURB 1,003,874.7 2,449,430.3 − 203 1 1 1
Temporary E3022 1,005,972.5 2,448,936.6 − 182 0 0 1
E3024 1,007,780.7 2,443,765.9 − 156 0 0 1
E3025 1,009,739.1 2,442,950.1 − 140 0 0 1
E3030 1,013,616 2,444,769 − 136 0 0 1
E3033 1,014,891.8 2,447,162.2 − 134 0 0 1
E3034 1,011,363.2 2,452,718.8 − 150 0 0 1
E3078 1,012,931.8 2,448,467 − 161 0 0 1
E3087 1,006,194.1 2,445,682.7 − 160 0 0 1
E3088 1,009,872.2 2,449,747.5 − 185 0 0 1
E3091 1,014,489.8 2,449,656.8 − 129 0 0 1
E3094 1,007,480.1 2,451,506.2 − 152 0 0 1
E3096 1,010,572.3 2,447,695.7 − 153 0 0 1
E3099 1,011,863.9 2,442,894.2 − 137 0 0 1
E3100 1,010,661.2 2,447,676.4 − 153 0 0 1
E3101 1,009,269.3 2,452,535.8 − 148 0 0 1
E3300 1,013,394.7 2,449,956.1 − 129 0 0 1
E3301 1,011,395.5 2,448,938.1 − 172 0 1 1
E3302 1,009,983.8 2,451,388.6 − 145 0 0 1
E3304 1,013,385.8 2,446,283 − 131 0 0 1
E3305 1,011,216.5 2,446,617.3 − 149 0 0 1
E3306 1,007,340.8 2,446,496.7 − 154 0 0 1
E3307 1,009,955.2 2,444,680 − 139 0 0 1
E3308 1,007,578.8 2,448,349.6 − 174 0 1 1
E3310 1,008,593.7 2,445,272.5 − 147 0 0 1
E3311 1,009,752.3 2,446,444.8 − 159 0 0 1
E3312 1,015,300 2,445,164.7 − 128 0 0 1
E3313 1,008,256.6 2,450,042 − 182 0 1 1
E3314 1,014,234.2 2,448,519.4 − 147 0 0 1
E3315 1,009,443.4 2,448,820 − 175 0 1 1
E3316 1,012,177 2,444,781.8 − 132 0 0 1
E3317 1,011,370.6 2,450,674.4 − 144 0 1 1
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