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Abstract: Advances in metering technologies and emerging energy forecast strategies provide
opportunities and challenges for predicting both short and long-term building energy usage. Machine
learning is an important energy prediction technique, and is significantly gaining research attention.
The use of different machine learning techniques based on a rolling-horizon framework can help to
reduce the prediction error over time. Due to the significant increases in error beyond short-term
energy forecasts, most reported energy forecasts based on statistical and machine learning techniques
are within the range of one week. The aim of this study was to investigate how facility managers can
improve the accuracy of their building’s long-term energy forecasts. This paper presents an extensive
study of machine learning and data processing techniques and how they can more accurately predict
within different forecast ranges. The Clarendon building of Teesside University was selected as a
case study to demonstrate the prediction of overall energy usage with different machine learning
techniques such as polynomial regression (PR), support vector regression (SVR) and artificial neural
networks (ANNs). This study further examined how preprocessing training data for prediction
models can impact the overall accuracy, such as via segmenting the training data by building modes
(active and dormant), or by days of the week (weekdays and weekends). The results presented in this
paper illustrate a significant reduction in the mean absolute percentage error (MAPE) for segmented
building (weekday and weekend) energy usage prediction when compared to unsegmented monthly
predictions. A reduction in MAPE of 5.27%, 11.45%, and 12.03% was achieved with PR, SVR and
ANN, respectively.
Keywords: buildings; data segmentation; energy; prediction; polynomial regression; support vector
regression; artificial neural networks
1. Introduction
Building energy use prediction models can either be produced during a building’s
design, calibration, or occupancy period, to assist in the creation of optimised building
and management plans for the reduction in building energy usage. Whereas design stage
models tend towards using either physics engines, statistical models or historical data from
other sites, calibration and occupancy period models have the advantage of being able to
use data from the actual building site to enhance their building energy use predictions. An
issue that can occur with energy use prediction models is that the accuracy can deteriorate
over time due to changes in overall energy usage. As a building ages, its physical properties
change, as does the usage of the building by the building occupants. These changes may
be beneficial, for example, in the cases of renovations to improve overall building energy
efficiency, or negative, for example, in the case of materials decaying over time. Whether
the change is beneficial or negative, the result is that if a building’s prediction model is not
retrained or remade with up-to-date data, the ability to accurately predict the energy use
will decrease. This can lead to a reduced ability of a facility manager to effectively predict
their building energy usage and enact energy plans and policies appropriately due to their
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ability to incorporate and map the large (often up to date) datasets typically associated with
building management systems. Machine learning (ML) techniques tend towards being
more accurate than physics models for predicting building energy use “when training data
is abundant”. Machine learning techniques are, however, less generalist and predict less
accurately when extrapolating outside of available training data [1]. In recent years, there
has been increased interest in using machine learning for predicting building energy usage
during the occupancy stage in academic research, with multiple direct comparisons of the
ability of the machine learning technique to predict building energy usage using the same
datasets. It is considerably rarer, however, when multiple machine learning techniques are
compared over multiple ranges [2–6]. Comparisons involving multiple ranges of building
energy forecasts usually occur only when testing a singular learning technique. Although
the accuracy of machine learning techniques can be compared and evaluated when tested
on a single dataset, the observed error is of limited value for comparative purposes with
machine learning techniques trained upon different datasets, such as those of different time
periods, sites or sources. This limits the ability to compare the impact of using different
machine learning techniques across multiple case studies, as it is not known how the
machine learning techniques would have performed with the use of alternative datasets.
This study focused on the impact of using different machine learning techniques, as the
forecast range increases, on the accuracy of said building level energy use predictions. This
was to investigate if the error of long-term predictions (monthly) can be reduced through
data segmentation to or below the level of the average error in short-term predictions (daily
and weekly). This study was performed as part of a greater research project investigating
the impact of using different machine learning techniques on the accuracy of predicting
building energy usage over a rolling horizon framework, and how forecasting error can
be reduced using data segmentation. An example of the latter is the examination of
whether it would be more accurate to model each energy meter in a building and sum
their predictions, or only model the net building energy usage. Data segmentation is the
process of dividing and grouping datasets based on pre-chosen parameters, which, in
the case of this study, were timeframes (i.e., building active and dormancy periods, and
weekday and weekend energy use). This is done so that the datasets can be used more
effectively to create two distinct prediction models for the separate groups of data, which,
in theory, would predict the segments more accurately than a model trained on both. It
was assumed by the authors of this paper that it would be possible to improve the accuracy
of building level energy use predictions via data segmentation and the creation of multiple
predictive models, compared to a singular model, via better accommodation of the different
building energy use behaviours that occur in the Clarendon building. It is envisioned that,
by improving the ability of facility managers to predict their building’s energy use, they
may be able to implement building energy management policies and programs, such as
building demanded response systems, more effectively. The increased effectiveness of their
ability to predict their building energy use can contribute to a reduction in the increase in
building energy usage across the developed and developing world [7]. Data segmentation
has been used historically in marketing to better predict the success of marketing to
different groups, by developing different models for potential customers based on their
demographics, lifestyles, behaviours, and value (as a customer) [8]. First defined in 1956,
market segmentation is one of the most widely accepted and increasingly important
concepts in academic research into marketing and predicting consumer needs [9,10].
The impact of attempts to make use of data segmentation to improve the accuracy of
building energy prediction models have been mixed. In comparison to predictions based
on control data, the average accuracy of building energy use forecasts was reduced by 80%
via the removal of outliners in the training data in one case study [11]. Within the scope
of the energy use of event venues, however, it was identified that the difference in energy
use between event and non-event days in an unsegmented model was unable to accurately
accommodate both on- and off-event days. This issue was resolved through the creation of
separate models for on- and off-event days, which allowed for accurate predictions of both
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periods to occur separately [12]. There is the potential to either increase or decrease the
accuracy of building energy forecasts dependent upon how the datasets are segmented. To
test the potential of data segmentation to improve predictions, methods of modelling and
predicting building energy use were selected after reviewing the literature published within
the last five years on predicting building energy usage. The most used ML techniques
in the field of forecasting building energy use were: artificial neural networks (ANNs),
support vector machines (SVMs), distribution regression, and clustering [13]. Due to their
capacity to interpret nonlinear data in irregular energy usage environments, ANNs and
SVR were selected for use for modelling within this study. SVRs generally possess greater
accuracy when only smaller datasets are available than ANNs, but are outperformed by
ANNs when larger datasets are available [12]. Additionally, PR is used as a comparative
tool with ANN and SVR, due to its ease and speed of use. Although hybrid models often
outperform monotype models, the hybridisation often increases the complexity of use of
such models, requiring additional skills to use these more advanced systems. It cannot be
assumed that facility managers that may wish to improve the long-term building energy
predictions will have familiarity with advanced machine learning techniques. Hybrid
models are ignored in this study in favour of easier-to-use predictive systems.
This paper considers the predictive forecasting of net building energy use, using a case
study of the Clarendon building at Teesside University Campus in the UK, to demonstrate
overall building energy forecasts over a range of three time intervals: daily, weekly, and
monthly for each season of 2018. Due to its data rich environment provided by its Building
Management System (BMS), the Clarendon building of Teesside University was selected
for use in this study. Previous studies of this building utilising regression squared analysis
typically had a baseline of 20% mean absolute prediction error (MAPE) for the demands
of each asset in day-ahead forecasts [14]. To test the impact of data segmentation, in this
study the Clarendon building’s energy use was forecasted using multiple machine learning
techniques (PR, SVR and ANN). The data was divided into three groups: a control group, a
group that was segmented into weekdays and weekends, and a group that was segmented
into building active and building dormancy periods. Each of the variables was tested over
the three time intervals of each season. It was initially hypothesised in this experiment
that: (i) as the forecast range increases, the accuracy of all of the learning techniques
will decrease and, although SVR would perform more accurately for the short-term daily
predictions, ANN would perform more accurately in the long-term monthly predictions;
(ii) that summer and winter would, on average, have higher accuracy in their predictions
than autumn or spring, as they would require more regular heating ventilation and air
conditioning (HVAC) usage, which in theory should be easier to identify and predict, than
the expected erratic use in spring and autumn; and (iii) by segmenting the prediction
models to accommodate for the different energy use patterns that occur during the day
and week, the net accuracy of these models’ predictions would both be higher than the
unsegmented models’ predictions the same period.
The remainder of this paper is structured as follows: Section 2 presents a review of
related work and highlights the contribution of the current paper. Section 3 describes
the research methods used, and Section 4 describes how the models used in the research
method were calibrated. Section 5 describes the impact of data segmentation on the three
models used to predict building energy usage over multiple forecast ranges. Section 6
concludes the paper and outlines areas for future work.
2. State of the Art
It was predicted by the Organisation for Economic Cooperation and Development
(OECD), that for member nations, including Australia, New Zealand, United Kingdom, and
United States of America, energy consumption by buildings (commercial and residential)
would grow from 2012 to 2040, on average, by 1.5% per year. Non-OECD nations, pre-
dominately developing nations, have a predicted 2.1% growth per year of building energy
consumption over the same period [7]. To reduce this trend, of which many approaches
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have and are being attempted, the development of increasingly efficient building systems
is essential [15]. With regards to reducing the energy consumption of smart buildings,
precise predictions for building energy consumption loads have the potential to confer
significant benefits. These allow for accurate demand response strategies for peak load
reduction, reducing electricity use and integrating distributed energy resources [16]. Al-
though numerous software systems have been developed for designing and estimating the
energy efficiency and consumption of new buildings (e.g., EnergyPlus, eQUEST, BLAST,
and DeST), it is difficult to predict future building energy usage because the building
energy behaviour is influenced by multiple independent factors [17]. A building’s en-
ergy consumption is influenced by its thermal properties (construction materials, window
size, and material shape and volume), lighting, heating, cooling, air ventilation, and the
occupants’ electricity demands [17,18]. Whereas buildings thermal properties are fixed
(subject to deterioration over time), the remaining influential factors are not, and are subject
to the occupants’ schedules and local weather conditions [18]. Due to these factors, it is
difficult to make accurate building energy consumption predictions with a forecast horizon
of greater than one hour. This is also due to the massive amount of data that must be
processed for this prediction to occur. These predictions are often not useful due to the
error that can occur in the prediction beyond a one-hour range [19]. To address this issue,
many forms of machine learning have been used historically, with an increasing trend
towards hybridisation to accommodate the inherent strengths and weakness of the machine
learning techniques [15,20–23]. Hybridisation increases the accuracy of the predictions, at
the cost of increased model complexity and skill requirements.
The recent and significant increase in research related to the forecasting of energy
consumption of buildings is facilitated by and partially due to the increasing number
of buildings that are equipped with smart meters that gather related load data at sub-
hourly granularities [16]. In this study, an alternative approach to hybridisation was taken,
investigating the potential for enhancing smart meter data and its structure, to improve
model accuracy, rather than attempting to directly improve the structure of the machine
learning techniques. This was part of a greater push to improve the data available for
use in models, rather than the models themselves [24]. The impact of different types of
data input on predicting building energy use has been analysed by numerous researchers.
Indoor occupancy of the building plays a major, precarious, and demanding role in energy
prediction modelling for buildings [25]. One approach to improve the accuracy of the
modelling prediction can be accomplished through the integration of a clear and fixed
occupancy schedule, based on fixed time ranges, in terms of either hours or weekdays and
weekends, as an input to the building energy model. Rather than inputting the expected
occupancy, which is difficult to predict in a university complex, or a specification of the
occupancy period (weekdays and weekends), this study examined the creation of entirely
separate models for predicting each occupancy period. In theory, this should allow each
model to more easily identify, and then adapt to, the variances inherent in building energy
consumption caused by occupancy, of which the most pronounced variations exist between
weekdays and weekends, and workhours and non-work hours [26].
To identify the scope for improvement and realise the potential of machine learning
techniques, a review of the current and previous research projects within the past five years
(2016 to 2021), using the most used machine learning techniques (ANN, SVR and multiple
linear regression (MLR)) [27] for predicting building energy use was conducted [2,3,5,7,15–74].
Although an objective of this review was to identify twenty-five papers corresponding to
each learning technique, due to the overlap of comparative papers containing multiple ma-
chine learning techniques, which thus appeared in separate systematic searches, only sixty-
five rather than seventy-five papers were reviewed. The percentages in Sections 2.1–2.3
refer to the number of papers that correlate with the statements before them. From this
process, it was identified that building energy consumption prediction has historically
been categorised into four main groups based upon their forecast horizon: very short
forecasts from a minute to an hour; short-term for forecasts from one day to one week
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ahead; medium-term for forecasts for two weeks to multiple months ahead; and long-term
for load forecasts from a few months to years [16]. However, in this study, they were
defined as very short (predictions up to an hour), short (predictions above an hour, up to
a day), medium (predictions above a day, up to a week), long (predictions above a week,
up to a month) and very long (for any predictions longer than a month). These definitions
were chosen because they offer a better description for studies in which forecast ranges fall
between the previous definitions.
In a previous paper by Mounter et al. (2020), investigations into the impact of data
segmentation on extreme learning machine (ELM) predictions using Clarendon building
HVAC data were carried out. The obtained results indicate a reduction in the average
monthly prediction’s percent error of the building’s cooling system from 44.33% to 19.03%,
which is a reduction of 25.29% in the MAPE [44]. The potential of data segmentation was
investigated as a proof of concept, such as by investigating the impact of segmenting the
training data into difference ranges from the point of forecasting, which found that having a
similar training range to the prediction range produced, on average, more accurate results.
Our contribution in the current study is a considerably more detailed investigation of
the potential of data segmentation, exploring its impact upon multiple machine learning
methods, over a period of a full year, for predicting net building energy use compared
to the energy use of a specific building system. The prediction techniques identified to
improve prediction accuracy can be potentially used in reducing building energy costs and
usage, through assisting building energy use optimisation techniques, such as in building
demand response systems.
2.1. MLR
Linear regression (LR), or multilinear regression (MLR) in cases where there is more
than one input or output, was first developed by Adrien-Marie Legendre in 1805 as a
means of finding a rough linear fit to a set of points and Carl Friedrich Gauss in 1809 for
the prediction of planetary movement [47]. Subsequently, it was popularised by Adolphe
Quetelet through his extensive use of the technique in the social sciences. Compared
with other regression methods, LR is easier to use, with no specific expertise required, is
computationally efficient, and requires only very small datasets to be effective [29]. In
some scenarios, the prediction accuracy of the regression method can be better than that of
artificial neural networks [48]. Although the method is limited by its nature, LR performs
very poorly in predicting nonlinear data. LR can be performed using:
Y = SX + I (1)
where Y is the energy used (kWh), X is the timestamp, S is the slope, and I is the intercept.
The slope (S) is calculated from each training dataset using the formula:
S = C(SD(Y)× SD(X)) (2)
where SD(Y) is the standard deviation of the Y values, SD(X) is the standard deviation of















where N is the number of values
Then, using the slope values (S), the intercept value can be calculated via:
I = Y − SX (4)
Using the regression formula calculated from the training datasets, the testing datasets
can be predicted by substituting the X values (timestamps) in the formula. The predicted Y
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values (predicted energy use) can then be recorded and compared with the actual energy
use at time X.
Due to its ease of use, LR and its alternatives (e.g., PR) are commonly used within
the research field of predicting building energy usage, prominently in short-term (33.33%)
and very short-term (44.44%) energy prediction. Additionally, LR is often used as a quick
and efficient method of investigating the correlation between well-known parameters.
For example, LR was used to investigate the relationship between window-to-wall ratios
and building energy use, and for use in predicting building energy consumption in the
design phase of future buildings [49]. However, longer-term predictions are significantly
rarer, such as medium-term (11.11%) and long-term (18.52%) predictions, and no very
long-term (0.00%) predictions observed in this study. Due to the nonlinear nature of the
data obtained from the Clarendon building’s BMS, of the regression techniques identified
in the literature, polynomial regression was selected for use in this experiment. This was
because PR maintains the ease and speed of use of LR, while possessing a greater capacity
for predicting nonlinear data, which in LR is limited due to its nature as a linear prediction
technique.
2.2. ANN
Artificial neural networks (ANNs) are a family of machine learning techniques that
mimic the functions of biological neural networks, originally developed by Warren McCul-
loch and Walter Pitt in 1943 as a method inspired by the human central nervous system [27].
ANNs consist of neurons arranged in layers. All ANNs have input and output layers with
several neurons equal to the number of input and output data types. The main variance in
their structure is due to the number of layers between the input and output layers, and
the number of neurons in these “hidden layers”. Thus, the number of hidden layers is
increased to accommodate larger building energy datasets for prediction and regression,
and the number of neurons per layer is increased as the number of individual inputs and
outputs increases. However, the excessive use of hidden layers or neurons can lead to
“overfitting” and the reduction in the overall model accuracy [29]. The optimum num-
ber and type of each depends on the type and quantity of the data being processed and
predicted. As one of the most popular machine learning techniques [30], ANNs attract
significant attention because they can be used to effectively extract and map complex
and nonlinear relationships between the input and output values used in their training
process [19]. This enables the wide application of ANNs in solving complex problems
and predicting the outputs of complex systems across numerous fields [30]. ANNs have
been used extensively in predicting building energy usage, focusing predominantly on
Very Short (42.42%) and Short (33.33%) term predictions compared to Medium (9.09%),
Long (18.18%) and Very Long (12.12%) term building energy predictions. Furthermore,
given the significant interest in the region of study, a large variety of topics have been
investigated within the subject. Although the bulk of research is focused on predicting
building level energy usage [31,32], predictions vary from larger scales, encompassing
multiple buildings or entire districts [22,33], to significantly smaller scales, such as build-
ings’ HVAC systems [34,35], and their individual components, such as heating and cooling
loads [24,36]. The test sites for ANN building energy use prediction models encompass
residential areas [34,37], office spaces [5,38] and educational buildings [18].
Most research involving ANNs and predicting building energy usage tend to fall
into four main categories. First, ANNs are used as comparative tools for testing a new
machine learning technique, such as by Hai Zhong [38], who used an ANN (among other
machine learning techniques) as a comparison against a novel vector field-based support
vector regression method for predicting building cooling loads. Second, ANNs are used
as a stepping stone to produce predicted simulated data for use in tested optimisation
tools, such as in “A zone-level, building energy optimisation combining an artificial neural
network, a genetic algorithm, and model predictive control” [28], in which a small office
building in Cardiff, UK, was divided into zones for which heating loads were simulated
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by an ANN for use in a genetic algorithm for optimising heating loads on an hourly
basis. The third category is the investigation into improving the ANNs themselves, either
through ensembling with optimisers, most commonly using gradient booting, genetic
algorithms or particle swarm optimisation. Additionally, the research has examined
the enlargement of ANNs into deep learning, although this is less effective when not
applied to significantly larger datasets. This issue was explored by Jonathan Reynolds [39],
where two deep learning models were created and tested for addressing the issue of
predicting building energy use with deep learning in a data-poor environment. The
fourth category comprises investigations into manipulating or providing different input
data, with the aim of improving output accuracy, such as in “A parallel solution with
GPU technology to predict energy consumption in spatially distributed buildings using
evolutionary optimisation and artificial neural networks” [18], where unconventional
inputs (e.g., occupancy rates and weather conditions) were used to predict a university
campus’ energy use. The study found that occupancy had a significantly greater impact on,
and correlation with, energy use than the weather data (temperature and humidity), which
also affected the results, but to a lesser extent for working days. Considering the variety
of ANNs observed, and because the optimum number of neurons and hidden layers of
ANNs depends on the data being used, it was decided that, due to the relatively small
quantity of data, a deep neural network would be unsuitable for prediction in this study.
In contrast, creating an “optimum” ANN for the data through the creation of an ELM
(extreme learning machine) was proposed. The parameters and structure of the ELM were
expanded until no further improvements in prediction accuracy were observed.
2.3. SVR
Support vector regression (SVR) is a supervised learning model with associated
learning algorithms that analyse data used for regression analysis. Using similar principles
to those of support vector machines (SVM), SVR regresses training data to allow for the
prediction of future data, whereas SVM classifies training data to allow for the classification
of new data. SVR is built upon SVM, although the inequality constraint for classification
is effectively replaced by an equality constraint for regression. The SVR method can then
use the “non-linear mapping of kernel function to project data into a higher dimensional
space, where solving the regression task is easier than in the original space” [2]. SVR was
first identified by Vladimir Vapnik in 1996, four years after his identification of SVMs in
1992 [75]. Analogous to the ANN, one of the main advantages of SVR, and the reasons for
its popularity in predicting building energy usage, is due to its ability to effectively capture
and predict nonlinearity using kernels [40]. Due to the similarity of SVR to ANN in terms
of their ability to predict nonlinear building energy usage patterns, SVR is often used in
circumstances in which ANNs may be used. However, due to SVR’s better capacity for
modelling smaller datasets compared to that of ANN, research involving this technique
tends to be heavily weighted towards very short-term predictions (42.31%), and evenly
distributed in the forecast ranges beyond very short-term predictions: short (19.23%),
medium (7.69%), long (15.38%) and very long term (15.38%). Similar to ANNs, SVR is used
for a range of predictions, from very large provincial scales of building energy usage [23]
and building level predictions of building energy use [32], to amalgamated systems, such
as air conditioning and thermal loads [31,42]. SVR building energy prediction models vary
from residential sites [42] and office buildings [43], to commercial centres [3].
A large proportion of papers (42.31%) involving SVR focused on improving predictive
accuracy through hybridisation. However, no distinct common patterns emerged because
the techniques and optimisers used vary from paper to paper. Most of these were successful
in improving the overall predictive accuracy, such as Yan Ding’s work in optimising
SVR with wavelet decomposition and genetic algorithms for predicting building cooling
loads in office buildings [5]. It was found that genetic algorithm hybridisation improved
short-term predictions, whereas wavelet decomposition hybridisation improved very
short-term predictions. However, it was noted in “Time series forecasting for building
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energy consumption using weighted Support Vector Regression with differential evolution
optimization technique” [40] that genetic algorithm and particle swarm optimisation are
the most used optimisers for SVR.
In addition to optimisation and hybridisation, SVR has been used as a comparative
tool for testing other machine learning techniques, such as by Cheng Fan [45], who used
SVR to compare deep learning techniques in predicting building energy consumption. SVR
has been prominently used in research to investigate its ability to predict building energy
usage (or specific elements of building energy usage). An example of these predictions can
be found in “Employing artificial bee colon and particle swarm techniques for optimising a
neural network in prediction of heating and cooling loads of residential buildings” [23],
which investigated the potential of SVR to predict building energy usage at the province
level. In addition, the impact of the inputs available to the SVR model has been investigated,
such as in “Data driven prediction models of energy use of appliances in a low-energy
house” [46], which examined the impacts of different types of data on prediction accuracy.
This involved filtering data available for use in predictions, and the data types, and then
ranking the data according to their impact. However, in contrast to ANNs, SVR has not
been used to create simulated data for use in testing building behaviour optimisers.
2.4. Machine Learning Method Comparison Summary
In general, MLR is quick to perform and relatively easy for a facility manager to learn
due to the low skill requirements compared to SVR and ANN. MLR can be used to predict
cumulative energy use but, due to its linear nature, cannot predict the daily fluctuations in
building energy use, which are complex and nonlinear. To interpret and predict nonlinear
data, greater degrees of polynomials are required (PR) (linear regression operates at one
degree of polynomial). Although PR is quicker and requires less training to perform than
ANN or SVR, ANN and SVR tend to outperform PR in predicting building energy usage, at
the cost of being generally slower and requiring a greater familiarity with machine learning
techniques to create and use. In predicting building energy usage, SVR tends to outperform
ANN in short-term building energy predictions, and when training data is more limited.
Conversely, ANN tends to outperform SVR in long-term building energy predictions, and
when an abundance of training data is available.
3. Research Method
From the Clarendon building, building level and specific meter energy use datasets
were available from the BMS from January 2018 to December 2018. These datasets contained
building elements’ energy usage, in addition to sensory data of the internal and external
environmental temperatures in a 15 min resolution. From this data, the building level
energy use of the building, with their associated timestamps, were extracted for use in
this investigation. The five areas that were explored were: (i) the impact of each learning
technique on the overall accuracy of the building energy usage predictions; (ii) the impact
of seasonality on model accuracy; (iii) the impact of varying the forecast range from one
day to one month on model accuracy; (iv) the impact of segmenting training and testing
data into weekdays and weekends segments; and (v) the impact of segmenting the training
and testing data into active building periods and inactive periods.
For do purpose, the datasets were segmented into their individual seasons. The first
month of each season was used as the training data for the machine learning techniques,
and the second month of each season was used to create one day, one week and one month
forecasting periods to act as the testing data. The use of building energy during these
training and testing periods can be observed in Figures A1–A4 in Appendix A. To create the
segmented training and testing datasets, the created control training and testing datasets
were divided into datasets of: (i) building active periods (08:00 to 18:00), (ii) building
dormancy periods (18:15 to 07:45), (iii) weekdays (Mondays to Fridays) and (iv) weekends
(Saturdays to Sundays). These datasets were then used to train a PR, ANN and SVR model
to forecast the following day, week, and month of their respective season and segments.
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These forecasts were then compared in terms of their respective mean absolute errors
(MAPEs) to determine the impact of each segmentation technique in comparison with the
baseline (unsegmented) model’s predictions. The process is visualised in Figure 1.
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Figure 1. A flowchart of the creation and comparison of building energy prediction models based on
segmented a g ented d ta.
4. Forecasting Model Calibration
This section describes th selectio of internal properties of the PR, ANN and SVR
models used in this ca e study. This includes exploring how altering the internal structures
of the machine learning techniques impacts their forecasting accuracy over a range of one
day, one week and one month in each season of 2018. The aim was to select the “best
case scenario” structure for each technique for use in comparison and investigation of the
impact of data segmentation.
4.1. ANN Calibration
In this section, the process of selecting the optimum number of hidden layers, the
number of neurons on each layer and the training algorithm for the ANN is presented.
The optimum number and type of each layer depends on the type and quantity of the
data being processed and predicted. Due to the impracticality of simultaneously testing
all three variables, they were tested sequentially, by substituting in th optimum variable
where it was found, or arbitrary variables otherwise. Each variation was then tested using
the unsegmented data, by comparing their MAPEs for the prediction of monthly building
energy use. The variations with the smallest average MAPE were then used in the ANN
model in this study.
Three training algorithms were selected for testing, and the network training tech-
niques were: (i) Levenberg–Marquardt (LM), also known as the damped least-squares
(DLS) method, which is a supervised learning backpropagation algorithm that, on average,
requires more memory but less time than other ANN training algorithms [76]. In LM, train-
ing automatically stops when generalisation stops improving, as indicated by an increase in
the mean square error of the validation samples. (ii) Bayesian Regularisation (BR), which is
a supervised lea ning backpropagation algorithm that requires or time but, on average,
result in bett r generation for difficult, small, or noisy datasets than other ANN training
algorithms [76]. BR functions similarly to LM, but “minimizes a combination of squared
errors and weights, and then determines the correct combination to produce a network that
generalizes well” [77]. In BR, training stops according to “adaptive weight minimisation”.
(iii) Scaled Conjugate Gradient (SCG), also known as the Scaled Conjugate Method, which
is a supervised learning backpropagation algorithm that, on average, typically requires
less memory and, as such, can perform better than other training algorithms when used
on more limited hardware [78]. In SCG, training automatically stops when generalisation
stops improving, as indicated by an increase in the mean square error of the validation
samples.
The initial ranges of hidden layers and neurons tested were one to five and one to
ten respectively, with the aim to increase the range if accuracy continued to increase, up
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to the limits of the range. Arbitrarily, the initial number of neurons was set to ten and the
number of hidden layers was one, because these were the default settings of the software
used. Furthermore, a split of the training data of 75% for training, 20% for validation, and
5% for testing were used in the training process. A testing value of 0% was preferred,
but the technical limitations of the software (MATLAB) used to facilitate the predictions
required a minimum of 5% of the data to be used in testing. The selected testing value was
low because its ability of the testing data to predict the training data was irrelevant in this
study. The MAPE values of the training data were randomly selected, and testing data was
ignored in favour of comparing the models in terms of the MAPEs of their predictions for
the periods following the training data.
4.1.1. Training Algorithm Selection
Figure 2 depicts a comparison of the predictions of the three training algorithms—
Levenberg–Marquardt, Bayesian Regularisation and Scaled Conjugate Gradient—for one
month, one week and one day into the future of each season from their respective training
months.
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The results showed that there were no significant differences in the MAPEs or pre-
dictions of each of the training methods (a difference of less than 5%). Because Levenberg–
Marquardt training algorithm performed slightly better on average (0.32%), it was se-
lected for use in later models. The similarity of the predictions of each training algorithm 
is highlighted in Figure 3, which shows the overlap between each of the algorithm’s pre-
dictions in comparison to the actual building’s energy usage. 
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Figure 2. The comparative MAPE of ANN training algorithms.
The results sho ed that there ere no significant differences in the MAPEs or predic-
tions of each of the training methods (a difference of less than 5%). Because Levenberg–
arquardt training algorithm performed slightly better on average (0.32%), it was selected
for use in later models. The similarity of the predictions of each training algorithm is high-
lighted in Figure 3, which shows the overlap between each of the algorithm’s predictions
in comparison to the actual building’s energy usage.
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4.1.2. Neuron Selection 
Because Levenberg–Marquardt was identified as the optimum ANN, during the se-
lection of the training algorithm, ANNs were trained with the LM training algorithm, us-
ing only one hidden layer. One to ten neurons were tested, predicting one day, one week 
and one month into the future once per season. 
Figure 4 shows that by increasing the number of neurons from one to three increased 
the accuracy of predictions. However, beyond three neurons, accuracy did not increase, 
and only the time taken to process and predict the data increased. Figure 5 shows the 
energy predictions using different numbers of neurons. 
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4.1.2. Neuron Selection
Because Leve berg–Marquardt as identified as the optimum ANN, during the
selection of th training algorithm, ANNs ere trained with the LM training algorithm,
using only one hidden layer. One to ten neurons were tested, predicting one day, one week
and one month into the future once per season.
Figure 4 shows that by increasing the number of neurons from one to three increased
the accuracy of predictions. However, beyond three neurons, accuracy did not increase,
and only the time taken to process and predict the data increased. Figure 5 shows the
energy predictions using different numbers of neurons.
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Figure 5. Comparison of ANN predictions using different numbers of neurons.
Because ANNs are considered to be “black box” models, it is unknown why at two
neurons, the predictions became flat, i.e., constant. However, it should be noted that the
predicted value was the average of all of the energy uses, i.e., 17.81 kWh. A selection
of three neurons resulted in the best prediction accuracy, and increasing the number of
neurons further only resulted in the same prediction accuracy and a longer convergence
time. Additionally, information such as the root mean square error (RMSE) and standard
error (SE) of the impact of varying the number of neurons can be found in Table A1.
4.1.3. Hidden Layer Selection
Using an ANN wit three neurons per layer, and a Levenberg–Marquardt training
algorithm, one to five hidden layers were investigated. The results for the monthly predic-
tions are shown in Figure 6.
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Figure 6. A comparison of how varying the number of hidden layers impacts ANN predictions.
There was no observed increase or relationship between the number of hidden layers
and the predictive accuracy of the ANNs. As such, one hidden layer was selected because it
displayed the quickest convergence. This can be explained due to the factors of the limited
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number of inputs, the size of the datasets, and the respective nature of the data, which did
not require additional layers to accommodate their complexity. As a result, the increase in
the number of layers did not correlate with the increase in accuracy. However, it was noted
that three hidden layers was divergent and produced anomalous predictions with lower
accuracy than those with more and fewer hidden layers. Because ANNs are a black box
process, it is not known why this occurred when using three hidden layers. Additionally,
information such as the RMSE and SE of the impact of varying the number of hidden layers
can be found in Table A2.
Other than the anomalous predictions that occurred during the use of three hidden
layers, the main variance that occurred between the different number of hidden layers
was at the “peak” of their daily predicted energy use. Using five hidden layers, the ANN
identified that actual daily energy usage is not a perfect curve that peaks slightly before
midday, rather than at midday. This was shown as a small but sharp drop in predicted
energy use shortly before midday. This was not observed in the predictions made using
four, two or one hidden layers. Despite this, the MAPE from the use of five hidden layers
was negligibly different from that from using one layer, despite the increase in computation
time. As such, one hidden layer was selected for use in the calibrated ANN.
4.2. SVR Calibration
To select a suitable kernel for the SVR model, linear, Gaussian, and polynomial kernels
were selected to be tested using the unsegmented data, by comparing their respective
MAPEs in predicting monthly building energy use. It was intended that the kernel with
the smallest average MAPE would be used in the SVR model for comparative purposes
in the later stages of the study. To select a suitable kernel, monthly predictions of each of
the seasons were performed with each of the kernels. Linear kernels were discarded early
during the model exploration because these resulted in an unacceptably high degree of
error, signifying the nonlinear behaviour in the data. Hence, polynomial and Gaussian
SVR models were used, and their predictions are presented in Figure 7.
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Figure 7. A comparison of SVR kernel predictions.
Amongst the two selected kernels, Gaussian SVR models perfor e significantly
(more than 5%) accurately than the polynomial SVR models, on averag . This was
because of the poor fit of the distribution of the polynomial predictions to the actual energy
consumption. Polynomial kernels had a te dency to return to zero at the end of each day’s
cycle, which do s not occur in the actual building’s energy usage. Thus, a Gaus ian kernel
was selected for use in the SVR model in this experiment.
4.3. PR Calibration
To select a suitable regression model for regressing and predicting building energy
usage, linear to decic regression models were selected. These were then tested using unseg-
mented data, by comparing their respective MAPEs in predicting monthly building energy
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use. The regression model with the smallest average MAPE was used for comparative
purposes, as discussed in Section 5. To select a suitable model, monthly predictions of
each season were made using a regression of the previous month, by varying the order of
polynomial regression from one (linear) to ten (decic), and selecting the order of the polyno-
mial regression with the least MAPE. The range of the order of polynomial regression was
increased if the MAPE continued to decrease without plateauing within the initial range.
Figure 8 shows that by increasing the order of regression from one to six, the accuracy
of the predictions of monthly energy use increased; however, beyond six degrees, the
accuracy reached a plateau. However, the simplicity of regression meant that increasing the
order of regression beyond six did not increase the computational time. Because increasing
the order beyond six produced only negligible impacts, a sixth-order polynomial regression
was selected for use in the experiment’s PR model. Figure 9 shows energy predictions
using different orders of polynomials.
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5. Results and Discussion 
This section explores the impact of seasonality and segmenting training data on ma-
chine learning techniques. We investigated and compared the impact of segmenting the 
training data of PR, SVR and ANNs, into weekday/weekends and building active/dor-
mancy periods, on the MAPEs of building energy forecasts in each season over the range 
of a month. 
5.1. Forecasting Result Based on Polynomial Regression 
This section highlights and discusses the impact of segmenting PR training data into 
weekday/weekends and building active/dormancy periods in comparison with control 
non-segmented data. 
5.1.1. Daily, Weekly, and Monthly Control Building Energy Predictions 
Using the previously established PR optimisation, to provide the PR with its “best 
case scenario”, a PR model using six degrees of polynomial regression was used in the 
following predictions. Using each season’s monthly training data, the following day, 
week, and month were predicted. The resulting MAPEs ranged from 17.67% at their low-
est in autumn day energy forecasts, to 40.95% at the highest in spring week predictions, 
with internal ranges of 10.64% in daily predictions, 14.32% in weekly predictions and 
2.58% in monthly predictions. These MAPEs are shown in Figure 10. 
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5. Results and Discussion
This section explores the impact of seasonality and segmenting training data on
machine learning techniques. We investigated and compared the impact of segment-
ing the training data of PR, SVR and ANNs, into weekday/weekends and building ac-
tive/dormancy periods, on the MAPEs of building energy forecasts in each season over
the range of a month.
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Figure 10 shows that, with the exception of spring, the MAPE increased as hypoth-
esised, i.e., increasing as the forecast range increased. The increase in MAPE was not
proportional to the increase in forecast; for example, the MAPE for a thirty day forecast was
not thirty-fold that of a one day forecast. Instead, the bulk of the increase in error occurred
in the transition from a one day forecast to a one week forecast, suggesting that greater
deviation occurs within each week, than the deviation that may occur between each week.
In particular, the spike in inaccuracy occurring in the spring week forecast (and the spring
day forecast), contributed to the largest range in accuracy of 14.37% between the spring and
summer forecast (and the large range in the daily forecast MAPE of 10.64% between spring
and autumn predictions). The increase in the deviation in spring did not continue into the
monthly forecast, where the greatest range between MAPEs was significantly smaller at
2.57%, and occurred between winter and summer forecasts. The fact that spring no longer
contributed to the maximum range of the MAPEs at the monthly level, with such a low
range in place, highlights that the main cause of the deviation from the training data in
spring occurred within the first week of the spring test period. This was confirmed upon
conducting data exploration of the testing data. As shown in Figure A5, the first week of
spring did not feature a consistent incline towards “peak” midday energy use. In contrast,
the energy use spiked to reach its peak immediately after the building left its dormancy
state, which may have been due to a heat spike leading to an increase in HVAC usage.
5.1.2. Weekend and Day Data Segmentation
From each of the training months of each season, four segmented training sets and
one control sets were constructed. These segmented training sets were then used to train
models to predict the same segment of the month in the following month of the season.
The MAPEs of these predictions were then compared with the MAPEs of the predictions
of the model trained using unsegmented data, to predict the same segments predicted
by the models trained with segmented data. Figure 11 compares the resulting MAPEs
of the models trained using weekday and weekend data with those of the predictions of
the weekday and weekend produced by the control model. The total period refers to the
MAPE that occurred over the entirety of the forecast range, regardless of the segments that
may occur within them.
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Figure 1 . A comparison of eek a te prediction’s APEs.
s res i i i g ata bet een w ekdays and
weekends, and modelling them separately, produced a significant reduction in MAPE across
all predictions (with the exception of summer weekday predictions). The most significant
reduction in inaccuracy occurred in weekend predictions. As can be observed in Figure A6,
the segmentation of the training data allowed for a greater level of specialisation in the
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PR models. This enabled the segmented PR models to independently map the different
energy usage patterns of the weekday and weekend periods, rather than averaging the two
to produce a model capable of predicting both. In turn, this allowed for a better reflection
of the low energy use occurring during weekends due to lower building occupancy and
activity. Conversely, as a result of the removal of the weekends from the weekday models,
the weekday models increased the size of their predicted peaks, in accordance with actual
weekday energy use, thus increasing overall accuracy.
The small peaks in both unsegmented and segmented results (in grey and orange),
shown around times 100, 195, 290, 385 and 580 in Figure A6, occur in the region of the
cross-over between the days of the week at midnight. Following data exploration, it was
identified that these peaks were due to the manner in which the specific time of day (00:00 to
24:00) was interpreted numerically in the datasets (0 to 1). Due to the manner in which time
was interpreted linearly, rather than cyclically, and due to the slight variance in the timing
of the trough in building energy use during training, the model did not recognise that a
smooth trend should exist between the predicted events before and after midnight. Rather,
the incline towards the following day started early, and the decline from the previous day
occurred later, both to a minor degree, compared to the actual inclines and declines.
5.1.3. Active and Dormancy Period Segmentation
As stated in Section 5.1.2, from each of the training months of each season, four
segmented training sets and one control set were made. These segmented training sets
were then used to train models to predict the same segment of the month in the following
month in the season. The MAPEs of these predictions were then compared with the
MAPEs of the predictions of the model trained using unsegmented data, to predict the
same segments predicted by the models trained with segmented data. In Figure 12, the
resulting MAPEs of the models trained using building active and dormancy periods are
compared with the predictions of the building active and dormancy periods produced by
the control model. The total period refers to the MAPE of the entirety of the forecast range,
regardless of the segments that may occur within them.
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Figure 12. A comparison of building active and dormant segmented and non-segmented PR prediction’s MAPEs.
i i , lt ti li l
i ’ il i ,
c ri s tic ff t i ti
is was in contrast to the pr vious bservations when predicting specific m ters,
where the prediction accuracy of the Clarendon building’s cooling system was increased by
building active/dormancy period segmentation, thus highlighting the difference between
the pattern of building HVAC energy use and net energy usage. Figure A7 demonstrates
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that segmenting by building active period and building dormancy period did not lead to
any significant changes in the pattern of PR-predicted building energy use. Additionally, it
demonstrates that, in net building energy usage, dormancy and active energy use are part
of the same pattern of energy use. Rather than a set rise or drop in energy use occurring
between the two periods, the two periods phase in and out of each other.
5.2. Forecasting Result Based on Articifial Neural Networks
This section highlights and discusses the impact of segmenting ANN training data into
weekday/weekends and building active/dormancy periods in comparison with control
unsegmented data.
5.2.1. Daily, Weekly and Monthly Control Building Energy Predictions
Using the previously established ANN optimisation to provide the ANN with its
“best case Scenario”, an ANN with three neurons, one hidden layer and trained with
the Levenberg–Marquardt algorithm was used in the following predictions. Using each
season’s monthly training data, the following day, week and month were predicted. The
resulting MAPEs ranged from 17.26% at their lowest in autumn day energy forecasts, to
39.65% at their highest in spring week predictions, with internal ranges of 9.88% in daily
predictions, 12.83% in weekly predictions and 0.95% in monthly predictions. The resulting
MAPEs are compared in Figure 13.
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APE is the result of the data, rather than any specific machine learning technique’s ability
to predict the data. However, when usi g ANNs, the range a d overall sc e of the errors
was mildly reduced compared to when using PR. For example, th range of rrors was
reduced to 9.88% between spring and summer in day forecasts, 12.38% between spring a d
summer in week fo ecasts, and to minimal range of 1.68% b tween autumn and sum er
monthly forecasts. This highlights a pattern in which summer is the best season to predict
data. ANN predictions at this stage are unable to ccommodate for the peaks of weekday
energy use, or the low day time energy use occurring on weekends, as shown in Figure A8.
5.2.2. Weekend and Day Data Segmentation
In Figure 14, the resulting MAPEs of ANN models trained using weekday and week-
end day are compared with the predictions of the weekday and weekend produced by the
ANN control model.
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Figure 14. A co parison of eekday and eekend seg ented and non-seg ented A prediction’s APEs.
fi
al predictions, with the same exception f summer w ekday predictions as observed
in Figure 11. Segmenting the data into weekends and weekdays resulted in lowering the
MAPEs of the ANN models t similar levels as ob erved in daily forecasting. The most
significa t reduction in i accura y o curred in the w ek nd predictions, a observed in
Figure A9, where th weekend segmented mo el more cl s ly aligns with weekend energy
use than the control ANN model, althoug the weekend/weekday ANN is not able to
accurately predict the highest peaks of weekday energy use. The largest re ctio s i
PE of 72.40% and 69.39%, respectively, can be observed in the weekends of spring
and autumn, with summer having the least reduction in weekend MAPE of 36.69%. The
finding that summer had the smallest reduction in MAPE during weekends fro weekend
seg ent odels is predominantly due to the higher building energy usage that occurs
on Saturdays during summer. As a result of this higher energy use on Saturdays, which
is likely due to increased building use during summer activities, the energy use of the
weekend period is similar to that of weekdays, thus reducing the difference between the
weekend and weekday building energy use patterns. The increased similarity in building
energy patterns results in less error in the unsegmented predictions, thus reducing the
scope of the segmented models to improve predictive accuracy.
5.2.3. Active and Dormancy Period Segmentation
Figure 15 compares the resulting MAPEs of the ANN models trained using building
active and dormancy periods with the predictions of the building active and dormancy
periods produced by the control model.
Segmenting into active and dormant periods resulted in no significant change in
accuracy (less than 5%) across all predictions, with a decrease in the MAPE of 0.35%,
on average, among the total MAPE of the forecasted periods. This decrease in MAPE is
potentially due to the randomly selected nature of the data used to train, validate and test
the training model, given the small size of the variances. It can be noted that the active
dormancy ANN model is poorly aligned with the actual energy consumption where the
actively trained model meets the inactively trained model at 18:00–18:15. This lack of
connection in the predicted building energy usage, which creates a gap that does not follow
actual building energy usage, can be observed in Figure A10.
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Segmenting into active and dormant periods resulted in no significant change in ac-
curacy (less than 5%) across all predictions, with a decrease in the MAPE of 0.35%, on 
average, among the total MAPE of the forecasted periods. This decrease in MAPE is po-
tentially due to the randomly selected nature of the data used to train, validate and test 
the training model, given the small size of the variances. It can be noted that the active 
dormancy ANN model is poorly aligned with the actual energy consumption where the 
actively trained model meets the inactively trained model at 18:00–18:15. This lack of con-
nection in the predicted building energy usage, which creates a gap that does not follow 
actual building energy usage, can be observed in Figure A10. 
5.3. Forecasting Result Based on Support Vector Regression 
This section highlights and discusses the impact of segmenting weekday/weekends 
and building active/dormancy periods in comparison with the control unsegmented data 
on SVR building energy forecasts. 
5.3.1. Daily, Weekly and Monthly Control Building Energy Predictions 
Using the previously established SVR optimisation, to provide the SVR with its “best 
case scenario”, a SVR model using a Gaussian kernel was used in the following predic-
tions. Using each season’s monthly training data, the following day, week and month 
were predicted. The resulting MAPEs ranged from 18.58% at their lowest in summer day 
energy forecasts, to 39.27% at their highest in spring week predictions, with internal 
ranges of 3.71% in daily predictions, 14.69% in weekly predictions and 2.13% in monthly 
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Figure 15. A comparison of building active and dormant segmented and non-segmented PR prediction’s MAPEs.
5.3. Forecasting Result Based on Support Vector Regression
This section highlights and discusses the impact of segmenting weekday/weekends
and building active/dormancy periods in comparison with the control unsegmented data
on SVR building energy forecasts.
5.3.1. Daily, Weekly and Monthl Control Building Energy Predictions
Using the previously established SVR optimisation, to provide the SVR with its “best
case scenario”, a SVR model using a Gaussian kernel was used in the following predictions.
Using each season’s monthly training data, the following day, week and month were
predicted. The resulting MAPEs ranged from 18.58% at their lowest in summer day energy
forecasts, to 39.27% at their highest in spring week predictions, with internal ranges of
3.71% in daily predictions, 14.69% in weekly predictions and 2.13% in monthly prediction .
These MAPEs are presented in Figure 16.
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As shown in Figure 16, with the exception of the daily and weekly spring forecasts, 
the SVR forecasting error increased with the forecasting range. Most of the increase in the 
error occurred between the shift from daily forecasts to weekly forecasts. This again con-
firms that the minor drift in building energy use due to seasonality that occurs between 
weeks over a monthly period causes less variation in the data, than the variations in build-
ing energy use that occur between the days of the week. These variations in daily building 
energy use over the course of a week are shown in Figure A11. As can be observed on a 
weekly basis in Figures A1–A4, the two lower peaks between event 500 and 700 in the 
daily actual building energy use in Figure A11 are the result of reduced building activity 
during the weekend periods. The forecast is unable to accurately predict the weekend 
period because the forecasting model needs to accommodate both the weekend and week-
day periods. Because the weekday period is larger than the weekend period, the average 
prediction is weighted in favour of the weekdays. 
5.3.2. Weekend and Day Data Segmentation 
In Figure 17, the resulting MAPEs of the SVR models trained using weekday and 
weekend data are compared with the weekday and weekend predictions produced by the 
control model. 
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Figure 16. A comparison of SVR prediction MAPEs.
As shown in Figure 16, with the exception f the daily and weekly spring forecasts, the
SVR forecasting error increased with the forecasting range. Most of the increase in th error
occu red between th shift from daily forecasts to weekly forecasts. Thi aga n confirms
that the minor dr ft in building energy us due to seasonality that occurs between weeks
Energies 2021, 14, 5947 24 of 42
over a monthly period causes less variation in the data, than the variations in building
energy use that occur between the days of the week. These variations in daily building
energy use over the course of a week are shown in Figure A11. As can be observed on a
weekly basis in Figures A1–A4, the two lower peaks between event 500 and 700 in the daily
actual building energy use in Figure A11 are the result of reduced building activity during
the weekend periods. The forecast is unable to accurately predict the weekend period
because the forecasting model needs to accommodate both the weekend and weekday
periods. Because the weekday period is larger than the weekend period, the average
prediction is weighted in favour of the weekdays.
5.3.2. Weekend and Day Data Segmentation
In Figure 17, the resulting MAPEs of the SVR models trained using weekday and
weekend data are compared with the weekday and weekend predictions produced by the
control model.
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Figure 17. A comparison of weekday and weekend segmented and unsegmented SVR predictions’ MAPEs.
As is shown in Figure 17 (and Figure A12), using a weekday and weekend model
to forecast building energy use resulted in greater accuracy for predictions of the distinct
building energy use periods. This was due to removal of the main source of deviation in
the weekly cycle, which would be required to be accommodated by a singular forecast.
Weekday/weekend segmentation resulted in a decrease in the average MAPE of monthly
predictions from 31.18% to 19.73%, making it more accurate than unsegmented weekly
forecasts (30.65%). However, the unsegmented daily prediction was 2.33% more accurate
than the monthly weekday/weekend segmentation forecast. This is hypothesised to be
due to either the drift in HVAC energy usage from the training period caused by changes
in weather patterns, or changes in build use occupancy patterns caused by holidays and
lesson scheduling (because the main source of error from weekend/weekday differences
was removed).
5.3.3. Active and Dormancy Period Segmentation
Figure 18 compares the resulting MAPEs of the SVR models trained using building
active and dormancy periods with the predictions of the building active and dormancy
periods produced by the control model.
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As can be observed in Figure 18 (and Figure A13), building active and dormancy 
period segmentation had a negligible impact (<5%) on the accuracy of the SVR building 
energy predictions. In previous studies that produced predictions for the Clarendon 
building’s chiller system, it was found that segmentation into building active and dor-
mancy periods improved forecast accuracy. This discrepancy between the two studies is 
most likely due to the difference in energy usage between the building’s chillers and the 
building’s total energy use; whereas the chillers have a distinct on/off transition, and a 
clear divide between the active and dormancy periods, the building’s total energy use is 
a continuous pattern of peaks and troughs. Unlike the previous (PR and ANN) building 
active/dormancy segmented models, the “gap” during which the active and dormancy 
periods meet occurs within the range from 07:45 to 08:00. This contrasts with previous 
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energy predictions. In previous studies that produced predictions for the larendon
building’s chiller system, it was found that segmentation into building active and dormancy
periods improved forecast accuracy. This discrepancy between the t o studies is most likely
due to the difference in energy usage between the building’s chillers and the building’s total
energy use; whereas the chillers have a distinct on/off transition, and a clear divide between
the active and dormancy periods, the building’s total energy use is a continuous pattern
of peaks and troughs. Unlike the previous (PR and ANN) building active/dormancy
segmented models, the “gap” during which the active and dormancy periods meet occurs
within the range from 07:45 to 08:00. This contrasts with previous similarly segmented
models, in which this gap occurred in the range of 18:00–18:15.
5.4. Comparison and Discussion
Here, we present the collected results from the “best case scenario” of each of the
tested machine learning techniques, for use in comparison and determination of the most
accurate technique under a range of circumstances.
5.4.1. Daily, Weekly and Monthly Predictions
Using the “best case scenario” predictions from Sections 5.1.1, 5.2.1 and 5.3.1, the
daily, weekly and monthly forecast MAPE values of each machine learning technique are
presented for their respective seasons in Figure 19.
For short-term daily predictions, it can be observed in Figure 19 that SVR reliably
performs most accurately in each season, with the smallest variance in the accuracy of
the three techniques observed, followed by the ANN and then PR. This is consistent with
historical examples, in which SVR has traditionally outperformed other machine learning
techniques in the prediction of short-term building energy loads. Similarly, regarding
the daily predictions, at the weekly forecast range it can be observed in Figure 19 SVR
reliably performs most accurately in each season; however, as the forecast range increases,
the difference between the MAPEs of SVR and ANN predictions decreases, such that the
difference in accuracy is represented by an MAPE difference of only 1.35% on average.
The trends of SVR performing most accurately, on average, and the difference between
the MAPE of SVR and ANN predictions decreasing as the forecast range increases, was
also found in the monthly predictions, as shown in Figure 19. However, at the monthly
forecast range, the difference in the accuracy between ANN and SVR is insignificant (<5%),
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represented by a difference in the MAPE of 0.7%, and there are two examples in which
the ANN predictions are more accurate than SVR predictions. In contrast, in summer and
autumn, the ANN model was 1.06% and 0.37%, respectively, more accurate than the SVR
model. There is a possibility that the ANN model would be more accurate than SVR at
increased forecast ranges if the trend continued. However, at these increased ranges, the
MAPE would likely be beyond an acceptable threshold for use in prediction purposes, thus
limiting its practical use.
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Figure 19. A comparison of daily, weekly, and monthly predictions’ MAPEs produced by the machine learning techniques.
5.4.2. Building Active/Dormancy Segmented Predictions
Segmenting the energy prediction models by building active and dormancy periods
decreased the MAPE of PR, SVR and ANN models by, on average, 0.24%, 0.12% and 0.32%
respectively, as shown in Figure 20. However, the magnitude of these reductio s as
negligible and sufficiently small t t they may be attributed to the random ss of the
data selected to train the model, and the data used to validate it. i il l , lative to t
monthly predictions produced by the control, the accuracy of SVR was greatest, followed
by that of the ANN, by a very small margin (0.49%), on av rage.
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5.4.3. Building Weekday/Weekend Segmented Predictions
Conversely to the building active/dormancy period segmentation, segmenting by
weekdays and weekends significantly (>5%) reduced the MAPE of all of the tested machine
learning techniques, as shown in Figure 21. The overall MAPE of PR, SVR and ANN
predictions was reduced by over 10% in all cases, such that the ANN prediction was more
accurate than the SVR prediction by 0.41%. This was the first case in which any other
technique outperformed SVR, on average. This highlights that, although data segmentation
can be used to improve a model’s accuracy, it is highly dependent on the basis on which
the data is segmented. In cases in which there is a significant difference between the
behaviour of the Clarendon building’s energy use, such as in the case of weekdays and
weekends, segmentation improves the model’s accuracy. However, where the data follows
a continuous pattern, such as between building active and dormancy periods, segmentation
decreases the model accuracy.
As can be seen in Figure 22, which compares the weekday and weekend building
energy usage during the first week of autumn, the two different behavioural patterns of
building energy use can be clearly observed. Energy use during weekday periods reached
46 kWh, whereas weekend energy use did not exceed 13 kWh. Similarly, Figure 22 also
highlights the issues associated with segmenting the active period from 8:00 am to 18:00
pm (and the active period of the building’s cooling systems [44]). Although this period
represents the bulk of occupancy, and contains the spikes in energy use due to students, it
does not effectively divide the data into separate energy use patterns or produce datasets
that are significantly easier for a machine learning technique to map.
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As can be seen in Figure 22, which compares the weekday and weekend building 
energy usage during the first week of autumn, the two different behavioural patterns of 
building energy use can be clearly observed. Energy use during weekday periods reached 
46 kWh, whereas weekend energy use did not exceed 13 kWh. Similarly, Figure 22 also 
highlights the issues associated with segmenting the active period from 8:00 am to 18:00 
pm (and the active period of the building’s cooling systems [44]). Although this period 
represents the bulk of occupancy, and contains the spikes in energy use due to students, 
it does not effectively divide the data into separate energy use patterns or produce da-
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Figure 21. A comparison of weekday/weekend segmented machine learning techniques’ monthly MAPE.




Figure 22. A comparison of a week’s weekday and weekend building energy use. 
5.4.4. Impact of Seasonality on Prediction Results 
Although seasonality had a different impact on all of the predictions of each machine 
learning technique, forecasting range and data segmentation, certain trends emerges. In 
all unsegmented medium- and long-term forecasts, summer predictions had greater ac-
curacy than spring, autumn and winter forecasts. Summer predictions were only outper-
formed by autumn predictions in the PR, ANN and SVR daily predictions (by 1.45%, 
2.86% and 0.46%, respectively). On average, the performance of the two autumn periods 
was 1.57% worse than that of the summer predictions. Compared to the summer predic-
tions, the performance of the winter predictions was 4.73% worse and that of the spring 
predictions was 8.54% worse. 
The initial assumption was that this was due to changes in the building energy usage 
that occurred month-to-month due to changing weather patterns and external tempera-
tures. For example, as the temperature increases in spring, less energy is spent on heating 
by the building’s HVAC system. This would be difficult to predict by the models if the 
heat load dropped below that recorded in any historical training data. However, the com-
parison of the differences in the average energy use between each season’s monthly train-
ing and testing data shown in Table 1 shows that, rather than summer having the smallest 
differences between the mean energy use, and spring having the largest, spring had the 
smallest differences, and summer was ranked second. In Table 1, a negative value is the 
result of the testing value being smaller than the training value, and a positive value is the 
result of the testing value being larger than the training value. 
Table 1. The change in net energy use between training and testing datasets. 
 Season 
Difference between Training and Testing Datasets Spring Summer Autumn Winter 
Mean energy use (kWh) −0.7 −0.78 −0.96 1 
Mean percent energy use (%) −3.65% −4.47% −5.66% 5.30% 
This suggested that the 8.54% difference in prediction accuracy between summer and 
spring occurred for reasons other than a net shift in building energy usage. Data explora-
tion of the actual building energy use revealed three points of interest between the spring 
and summer data testing sets: 
- During weekdays, the Clarendon building had higher peaks of energy use during 
the spring than the summer. There was a three day dormancy period in the first two 
weeks of the spring period that disrupted the normal building energy usage patterns. 
Figure 22. A comparison of a week’s weekday and weekend building energy use.
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5.4.4. Impact of Seasonality on Prediction Results
Although seasonality had a different impact on all of the predictions of each machine
learning technique, forecasting range and data segmentation, certain trends emerges. In all
unsegmented medium- and long-term forecasts, summer predictions had greater accuracy
than spring, autumn and winter forecasts. Summer predictions were only outperformed
by autumn predictions in the PR, ANN and SVR daily predictions (by 1.45%, 2.86% and
0.46%, respectively). On average, the performance of the two autumn periods was 1.57%
worse than that of the summer predictions. Compared to the summer predictions, the
performance of the winter predictions was 4.73% worse and that of the spring predictions
was 8.54% worse.
The initial assumption was that this was due to changes in the building energy usage
that occurred month-to-month due to changing weather patterns and external temperatures.
For example, as the temperature increases in spring, less energy is spent on heating by
the building’s HVAC system. This would be difficult to predict by the models if the
heat load dropped below that recorded in any historical training data. However, the
comparison of the differences in the average energy use between each season’s monthly
training and testing data shown in Table 1 shows that, rather than summer having the
smallest differences between the mean energy use, and spring having the largest, spring
had the smallest differences, and summer was ranked second. In Table 1, a negative value
is the result of the testing value being smaller than the training value, and a positive value
is the result of the testing value being larger than the training value.
Table 1. The change in net energy use between training and testing datasets.
Season
Difference between Training and Testing Datasets Spring Summer Autumn Winter
Mean energy use (kWh) −0.7 −0.78 −0.96 1
Mean percent energy use (%) −3.65% −4.47% −5.66% 5.30%
This suggested that the 8.54% difference in prediction accuracy between summer
and spring occurred for reasons other than a net shift in building energy usage. Data
exploration of the actual building energy use revealed three points of interest between the
spring and summer data testing sets:
- During weekdays, the Clarendon building had higher peaks of energy use during
the spring than the summer. There was a three day dormancy period in the first two
weeks of the spring period that disrupted the normal building energy usage patterns.
Removing this period from long-term spring ANN predictions (the most accurate
predictor of this period) resulted in a reduction in the MAPE of 3%. (This occurred
between event 370 and 660 in Figure 23). However, the remaining and significant
difference in the MAPE of 5.4% between the spring and summer predictions suggested
this may not have been the main reason for the difference in the error.
- By comparison, in spring, during weekends, energy usage behaved similarly to that
during winter and autumn weekends, when the building entered a low energy use
state. During the summer period on Sundays, the Clarendon building entered a
dormancy state, whereas, on Saturdays, the energy use of the building was roughly
half that of weekdays. (This occurred at event 340 and 1000 in orange in Figure 23).
Because the weekend energy use during summer was closer to the weekday energy
use than in any other season, the overall prediction error was reduced during the Saturday
periods of summer. Conversely, there was an increase in prediction error during spring
due to the unusual dormancy period occurring between event 370 and 640. In combination,
these events accounted for the significantly higher prediction error of spring compared to
summer, despite the fact that spring’s training data, on average, was more similar to its
forecast horizon. Following the segmentation of weekday and weekend predictions into
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two separate models, which allowed the models to specialise on the local data patterns, it
was observed that, on average, the accuracy of the spring predictions was 7.4% greater than
that of the summer predictions. Although the predictions of both seasons were improved,
the advantage of Saturdays during summer, in which weekend energy use is similar to that
of weekdays, is no longer relevant when there are separate models for predicting the two
periods.
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Overall, it is clear from the data that seasonality impacts the accuracy of predicting
building energy usage. Month-to-month building energy usage changes due to variations
in external environmental conditions, such as higher heating loads during the cooler
months, and lower heating loads during warmer months. Energy usage can also be
affected by scheduled and unscheduled changes in building use and occupancy, as in the
case of increased building activity on Saturdays during the summer period. To minimise
the impact of seasonality on predicting building energy usage, this study recommends
only using training data of the same season when predicting seasons, or using historical
data from shortly before the predicted period, in addition to exploring the historical data
and the planned schedule of the building for which energy use is to be predicted. For
example, if it were known in advance that building works were to be performed (i.e., the
three day dormancy period), this could be considered, and the forecast period predicted
using a model trained with less active energy usage (such as during dormancy periods or
weekends), leading to a more accurate prediction of future building energy use.
6. Co clusions and Recommendations
6.1. Conclusions
This study investigated the potential of three prediction and forecasting methods,
using a case study of the energy usage of the Clarendon building across different seasons
on a short-, medium- and long-term basis. The research further explored how long-term
prediction may be augmented via data segmentation to reduce forecast inaccuracies in the
short- to medium-term. Based on the results shown above, several core conclusions can by
drawn with reference to the project’s original hypothesis and objectives. A summary of the
impact of each approach is shown in Table 2.
First, it was initially hypothesised that SVR would outperform PR and ANNs for short-
term buil ing forecasts, with ANN increasing in relative accuracy to SVR as the forecast
range increased, and eventually resulting in more accurate ANN predictions than SVR
predictions at a monthly forecast range. In practice, as the forecast range increased, the gap
between the MAPE values of ANN and SVR decreased, and SVR resulted in a lower MAPE
than that of ANN or PR, on average, at all unsegmented forecast horizons. SVR was only
outperformed, on average, by ANN during the monthly predictions of weekday/weekend
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segmented horizons. This indicates that, overall, when working with limited datasets with
few inputs and outputs, SVR can outperform ANN, even over longer prediction periods in
which ANNs have traditionally exceled. If larger datasets, increased inputs and outputs,
or larger forecasting ranges are used, it may be expected that ANN models would produce
better predictions than the SVR models, with regards to the Clarendon building.
Table 2. The impact of segmenting training data on machine learning models in prediction of building energy usage.
Type of Data Segmentation PR ANN SVR
Unsegmented trained model
prediction
PR was outperformed by
ANN and SVR in all daily,
weekly and monthly forecasts.
ANN outperformed PR, but
was in turn outperformed by
SVR in all daily, weekly and
monthly forecasts.
SVR outperformed ANN and





There was no significant
impact of segmenting the
training data and predictions
of PR building energy use. We
specifically note a lack of any
improvement in the
prediction of the active or
dormancy period. PR was still
outperformed by ANN and
SVR in all daily, weekly and
monthly forecasts.
There was no significant
impact of segmenting the
training data and predictions
of PR building energy use,
with specific note of a lack of
any improvement to the
prediction of the active or
dormancy period. ANN still
outperformed PR, and was in
turn outperformed by SVR in
all daily, weekly and monthly
forecasts.
There was no significant
impact of segmenting the
training data and predictions
of PR building energy use,
with specific note of a lack of
any improvement to the
prediction of the active or
dormancy period. SVR still
outperformed ANN and SVR




There was a significant
positive impact of segmenting
the training data and
predictions of PR building
energy use, compared to
unsegmented predictions.
Minor improvements were
made to the predictive
accuracy of weekday periods,
and major improvements to
the accuracy of weekend
periods. PR was still
outperformed by ANN and
SVR in daily, weekly and
monthly forecasts.
There was a significant
positive impact of segmenting
the training data and
predictions of PR building
energy use, compared to
unsegmented predictions,
with minor improvements in
the predictive accuracy of
weekday periods, and major
improvements in the accuracy
of weekend periods. A
variation of note was that in
weekday/weekend
segmented predictions, on
average, the monthly ANN
forecasts were outperformed
by monthly SVR forecasts.
ANN was outperformed by
SVR in daily and weekly
forecasting.
There was a significant
positive impact of segmenting
the training data and
predictions of PR building
energy use, compared to
unsegmented predictions,
with minor improvements in
the predictive accuracy of
weekday periods, and major
improvements in the accuracy
of weekend periods. A
variation of note was that in
weekday/weekend
segmented predictions, on
average, the monthly SVR
forecasts were outperformed
by monthly SVR forecasts.
SVR outperformed ANN in
daily and weekly forecasting.
Second, seasonality had a significant impact on the accuracy of building energy model
predictions. Although it was expected that the accuracy of summer and winter predictions
would, on average, be higher than that of autumn or spring, in practice, summer had
the highest accuracy, with autumn and winter being 5% worse, on average, and spring
being 10% worse, on average, in unsegmented predictions. This was due to a combination
of factors, for example, the different occupancy rates caused by different building use
schedules between seasons, rather than just the monthly differences that occur in external
environmental conditions.
Third, it was expected that, as the forecast range increased, the MAPE of the predic-
tions would increase proportionally, from the smallest forecast to the largest. In practice,
the main increase in MAPE was caused by the shift from daily to weekly predictions, rather
than that from weekly to monthly predictions, and some monthly predictions were more
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accurate than the weekly predictions. This implies that the internal deviations within each
week were of greater consequence for the prediction of the Clarendon building’s energy
usage than the week-to-week deviations in the building energy usage.
Finally, predicting building energy usage via two separate models that were trained
on BMS data, and segmented in terms of weekdays and weekends, significantly reduced
the MAPE of all tested machine learning techniques. This approach enabled each model to
more effectively map the different patterns of building energy use that occurred over each
period, due to the difference in building occupancy over these periods. Conversely, the
prediction of energy usage via two separate models that were trained on BMS data, and
segmented in terms of building active and dormancy periods, had a negligible to negative
impact on model accuracy. This was due to “breaking up” the normal energy use patterns
of the Clarendon building, rather than separating the different patterns so that they could
be better mapped.
6.2. Recommendations
The following recommendations are made for facility managers attempting to predict a
building’s energy use during its occupancy phase with limited BMS data using conventional
and non-ensemble machine learning techniques: (i) Use SVR for datasets smaller than
those used in this study, for forecast ranges of one month or less, and for similar numbers
of inputs and outputs. In contrast, for datasets larger than those used in this study, for
forecast ranges greater than one month, and for a larger number of inputs or outputs,
ANNs should be used. (ii) Segment the training data and forecasts of their building’s
energy use to account for regular variations in the pattern of building energy usage; for
example, segmenting the building’s weekday and weekend energy use if occupancy is
significantly impacted by the shift between weekdays and weekends. This should be
undertaken with caution to avoid segmenting singular consistent patterns, such as the
active and dormancy periods in the case of the Clarendon building. (iii) Due to the changes
in building energy usage across the different seasons of the year, if practical, the training
data should be restricted to either historical data directly before the predicting period, or to
historical data from the same season.
This study has highlighted potential areas for further investigation. These include
investigating the potential of data segmentation for improving building energy usage,
potentially through integration with demand response activities (e.g., optimal control
of HVAC and chillers via pre-cooling), rather than only improving building energy use
predictions. In addition, the impact of segmenting a building’s energy use into each of its
electric meters and systems can be investigated by comparing the accuracy of predictions
produced by models trained with energy use data at the building level to a summation of
models trained individually with each meter’s readings. Future work will also compare the
impact of segmenting energy prediction models, to adding a specification of the dataset’s
segment, as an additional input of a singular model. Historically, data segmentation has
been identified as a method of incorporating “stable history periods” of two or more years
in vegetation modelling, in which the different periods of vegetation growth are modelled
using stable sections of historical seasonal data segments, resulting in improved accuracy
compared to using whole periods [79]. Thus, the practicality of seasonal segmentation
to effectively incorporate larger training datasets can be investigated, such as datasets
comprising multiple previous years of seasonal building energy use, compared with models
trained only with the significantly shorter period immediately prior to the forecasted region.
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Table A1. The impact of altering the number of neurons on the ANN monthly predictions’ RMSE and SE.
Number of Neurons
kWh One Two Three Four Five Six Seven Eight Nine Ten
Spring
(RMSE) 12.03 9.17 8.83 8.84 8.84 8.82 8.87 8.83 8.84 8.84
Summer
(RMSE) 9.79 7.41 7.32 7.43 7.40 7.42 7.29 7.32 7.41 7.40
Autumn
(RMSE) 9.44 10.52 7.44 7.45 7.43 7.49 7.47 7.48 7.47 7.54
Winter
(RMSE) 10.96 11.36 8.28 8.29 8.30 8.27 8.21 8.23 8.26 8.22
Spring
(SE) 0.22 0.17 0.16 0.16 0.16 0.16 0.16 0.16 0.16 0.16
Summer
(SE) 0.18 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.13
Autumn
(SE) 0.17 0.20 0.14 0.14 0.14 0.14 0.14 0.14 0.14 0.14
Winter
(SE) 0.20 0.21 0.15 0.15 0.15 0.15 0.15 0.15 0.15 0.15
Table A2. The impact of altering the number of hidden layers on the ANN monthly predictions’
RMSE and SE.
Number of Hidden Layers
kWh One Two Three Four Five
Spring
(RMSE) 8.76 8.73 12.99 8.75 8.72
Summer
(RMSE) 7.20 7.26 7.26 7.26 9.78
Autumn
(RMSE) 7.49 7.51 9.44 7.42 7.55
Winter
(RMSE) 8.24 8.32 8.23 10.98 8.26
Spring (SE) 0.16 0.16 0.24 0.16 0.16
Summer (SE) 0.13 0.13 0.13 0.13 0.18
Autumn (SE) 0.14 0.14 0.18 0.14 0.14
Winter (SE) 0.15 0.15 0.15 0.20 0.15
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Figure A6. A comparison of weekday and weekend segmented weekly PR prediction, to actual consumption and the
unsegmented predicted consumption, in the first week of autumn.
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Figure A7. A comparison of building active and dormancy period segmented weekly PR prediction, to actual consumption
and the unsegmented predicted consumption, in the first week of autumn.
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Figure A9. A comparison of weekday and weekend segmented weekly ANN predictions, to actual consumption and the
unsegmented predicted consumption, in the first week of autumn.
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