In current paper, distortions in digital demodulation schemes with harmonic phase modulation for interferometric optical sensors are considered. In particular, the influence of target signal variations on phase demodulation errors is theoretically evaluated. An analytical expression, describing the phase error magnitude dependence on first derivative and mean value of measured signal and amplitude of the phase modulation in case of simple 4-point demodulation algorithm is derived. After that, an approach for synthesizing algorithms with suppressed sensitivity to target signal variations is developed. Based on this approach, a novel 4+1 demodulation algorithm is proposed. It is shown analytically that the demodulation error of new 4+1 algorithm is proportional to the second derivative of target signal, and therefore, is typically several orders of magnitude smaller than in case of 4-point algorithm. The correspondence between analytical expressions and real phase errors, induced by target signal variations is verified by means of numeric simulation.
INTRODUCTION
Optical fiber sensors gain extensive attention from both academia and industry during past several decades. Among others, interferometric sensors have ability to perform measurement of various physical quantities, offering high resolution and dynamic range, ability for remote sensing and to perform in harsh environments.
Interferometric measurements inevitably require demodulation approach, extracting the target phase difference from interference signal u(t). One of the most widely used and efficient methods utilizes auxiliary phase modulation of interference signal argument. This modulation is used in various interferometric systems, sometimes optical schemes are intentionally modified in order to allow introduction of phase modulation [1] [2] [3] [4] [5] [6] [7] . In case of digital representation of interference signal with sampling frequency fd, one has to deal with stream of samples of the following form
where ψi = ψ(ti), ti = i/fd, φ -target phase difference, carrying information about the actual measurand, U0 and Um -constant part and amplitude of interference signal, ψ(t) -known periodical signal of phase modulation with frequency fM, i -sample number. As follows from technical feasibility, modulation and sampling frequencies are chosen such that fd =N fM is integer multiple of fM and N is number of samples on modulation period. Generally, parameters U0, Um can vary with respect to time due to fluctuations in optical setup as well as φ(t) is nonstationary due to changes of target signal. However, spectrum width of φ(t) signal is much lower than the frequencies fd and fM. Initially, interferometric systems utilized analog modulation and demodulation methods [1, [8] [9] [10] , although, some of them are used nowadays. However, most state of the art interferometric systems utilize digital demodulation techniques, allowing more flexibility to algorithm design [2, 3, 7, [11] [12] [13] [14] . Such techniques generally imply some demodulation interval, formed by Q signal samples. In most cases it is assumed that parameters U0, Um and φ are constant on this interval and can be found (or just the latter one) as a solution of a system of linear equations (SLE) where u (q) , q = 0, 1, 2 ... Q -1 are samples of interference signal. In case of Q=3 the system has a unique exact solution for three unknowns U0, Um and φ. Otherwise, in case of Q > 3, an approximate solution of eq. (2) must be found, for example, by means of least squares approach (see Appendix 1) . The ensemble of ψ (q) , determined by ψ(tq) signal and equation, used for solving eq. (2) is a basis of demodulation approach. Moreover, demodulation approach implies positions of demodulation intervals with respect to the whole signal u(t) and periods of phase modulation. In simplest and most feasible case demodulation intervals are offset from one another at kN samples (k -integer). Otherwise different equations for calculating φ from u (q) , corresponding to different sets ψ (q) will be needed.
A vast number of references, dealing with such approaches, are dedicated to interferogram analysis and processing [1] [2] [3] 7, 11, 15, 16] , where the target phase is a two-dimensional function of two coordinates, however, it is stationary with respect to time. In this case, samples of signal (1) become two-dimensional interference pictures; however, the initial calculation of phase in every point is performed in the same manner. In most cases ψ(tq) is linear function of time with fixed increment π/2 between adjacent samples, resulting in most simple and convenient form of solutions of eq. (2). However, application of these principles to interferometric sensors, when the measurand varies with respect to time [17] is somehow different.
First of all, in sensors, registering temporal signals, reproducibility of ψ (q) sets is needed, requiring periodic character of signal ψ(t). A direct analogy to linearly increasing ψ(t) is saw-tooth periodic modulation with amplitude 2π. However, due to various reasons other types of modulation, such as harmonic may be attractive and even preferable. Despite the fact that phase harmonic modulation is widely used in interferometric measurements, the theory and analysis are not enough developed. In most cases consideration is limited to specialized cases, for example, in [18] an algorithm with N=12 and fixed amplitude is developed, in [19, 20] an algorithm with minimized influence of additive noises is developed. However, in known literature equations for calculating phase in closed form in general case of arbitrary N are absent.
Secondly, target phase signal φ(t) is variable with respect to time by its nature. Therefore, calculating phase according to solution of eq. (2) will yield an erroneous result, distorted with respect to the true phase, which requires additional analysis and measures in order to decrease the obtained distortion.
In the current paper, an improved algorithm, enabling one to decrease the distortion, produced by variation of target phase on demodulation interval, is presented.
Simple algorithm with harmonic modulation
In general, harmonic modulation signal can be written in a form
where ψm and θ are amplitude and initial phase of modulation signal. In case of arbitrary θ analysis becomes quite complicated, therefore, for certainty we'll consider the simplest for practical implementation case θ=0.
In case when the first points of demodulation interval and modulation period coincide, modulation samples can be written as
As was already mentioned, interference signal (1) has at least three parameters: φ, U0 and Um, which are assumed to be unknown, and therefore, at least three equations, forming a nondegenerate SLE in eq. (2) are required. The nondegeneracy condition in this case is inequality of at least three ψ (q) values by modulo 2π. Therefore, the shortest possible demodulation interval corresponds to Q=N=3 and each single value of target phase φ is calculated based on u (0) , u (1) and u (2) . However, the ratio fd/fM=3 is sometimes technically inconvenient and therefore, the case N=4 occurs to be more practical. Then in case of demodulation interval coinciding with modulation period, Q=N=4, ψ (0) = ψ (2) = 0, ψ (1) = -ψ (3) = ψm, and according to solution of SLE (2) 
The function atan2 is more commonly written as a function of two arguments atan2(y, x), where y and x are nominator and denominator of atan function. The atan2 function takes into account signs of x and y and therefore returns φr within [-π, π) range. In this and consequent equations for target phase calculation the factor [1-cos(ψm)]/sin(ψm) must be treated as a part of nominator. It also should be noted that ψm has limited range space in order to avoid nondegeneracy of SLE in eq. (2) . The demodulation approach, based on eq. (6), will further be denoted as OLS-4. Although eq. (6) is a special case of a well-known general OLS solution of system (2) in case of harmonic modulation (4) and N=Q=4, it isn't presented in explicit form in any known literature.
In further sections we will consider the problem of demodulated phase distortion caused by signal phase variations on demodulation interval (also referred to as dynamic distortion). This problem is relevant for most of the algorithms for interference signal demodulation, however, in order to be specific, we will consider the case of N=4 and algorithm (6).
Signal distortion, induced by temporal variations of target phase
Solutions of eq. (2) in eqs. (A1-3) and (6) were obtained under assumption of stationary target phase φ. However, in practical interferometric sensors φ contains information about the actual measurand and therefore, inevitably changes with respect to time. Strictly, each point of interference signal corresponds to particular value of target phase φ (q) , varying with respect to q. Therefore, generally, calculated value φr will not be equal to any of the φ (q) . In order to learn how the target phase change on the demodulation interval will affect φr, one needs to find a relation between phase variation φ (q) and φ0 -a value to be considered as true target phase on demodulation interval and then analyze the phase error ∆φ = φr -φ0 for every considered demodulation algorithm.
If the frequency band of target phase oscillations is much smaller than fM and target phase increment on demodulation interval (with length 1/fM) is small, approximate analytical consideration is possible. For that one needs to linearize target phase change in close vicinity of some point t0 in form φ(t) ≈ φ0 + [dφ(t)/dt]•(t -t0), where φ0 = φ(t0) and derivative value at point t = t0 is taken. Since Q samples of interference signal are used for target phase calculation, it is convenient to relate the point t = t0 with the middle of the interval between moments at which u (0) and u (Q-1) samples were taken. In system of discrete samples linear phase change on demodulation interval can be characterized by increment between adjacent samples δ = [φ (Q -1) -φ (0) ]/Q = [dφ(t)/dt]/fd, then the target phase samples can be written as
where φ0 can be expressed in terms of φ (q) samples as
Therefore, instead of considering fixed target phase value on demodulation interval, we consider an approximate of true phase value φ0 and small parameter δ << 1, characterizing target phase derivative.
Using representation of phase samples in form of (7) and (8), deviations of real samples of signal u(t) from ideal form (2) can be considered and the resultant difference between demodulated value φr and true value φ0 can be evaluated analytically. Let us demonstrate such result in case of N=4 and algorithm (6) . In this case according to eqs. (7) and (8) 
In case of target phase being constant during the demodulation interval, the eq. (6) is correct and φr = φ0 = atan2(S/C), where S and C are proportional to sin and cos of φ0 with the same factor of proportionality. Coefficients C and S are found from samples of interference signal according to eq. (6) under assumptions φ (q) =φ0 and δ = 0. However, if one plugs u (q) samples, accounting for changing φ (q) in case of nonzero δ into eq. (6), coefficients Sr and Cr are obtained. It should be noted that Sr and Cr are dependent on δ and generally different from S and C. Therefore, calculated phase value φr = atan2(Sr/Cr) also depends on δ and generally is different from φ0. Under assumption of small phase error, one can expand φr into Tailor series with respect to δ. Neglecting the terms with order of smallness greater than first, the phase error ∆φ can be written as
where expressions for Sr, Cr, S and C as well as for derivatives of Sr and Cr with respect to δ, denoted as S' and C' are given in Appendix 3. Substituting eqs. (A3-1) -(A3-3) into eq. (10) and making several simplifications, the following equation for phase error is obtained 
Eq. (11) enables one to estimate the value of phase demodulation error for a target signal with given parameters φ0 and δ, phase modulation with amplitude ψm and in case when eq. (6) is used for phase calculation. Detailed analysis of eq. (11) will be presented below, however, even from a brief look it can be seen that the error Δφ increases as modulation amplitude ψm approaches zero or a multiple of π. Also, for each ψm value, values of φ0 exist, minimizing and maximizing the resultant error.
Synthesis of algorithms with reduced phase errors
Since only three samples of interference signal are required for unambiguous calculation of target phase φr in case of different ψ (q) values, the rest samples are redundant and may be used to extract additional information about the phase signal. Therefore, algorithms with Q>3 can be used in order to reduce the resulting phase error ∆φ. Error reduction will take place if the interference signal's samples u (q) correspond to different phase shifts (it should be noted that target phase shifts also are taken into account, therefore, terms ψ (q) + δ·[q -(Q -1)/2] must be different for different q). As before, inequality is considered in terms of modulo 2π.
Two approaches for reduction of error, caused by quasilinear variation of target phase, can be proposed. The first one is based on solving the system of trigonometric equations with four variables φ0, U0, Um and δ. This approach enables one to provide full rejection of the phase error, however, generally it is quite complicated and may even not have an analytical solution. Examples of algorithms developed with the use of such approach in case of linear phase modulation and for suppression of other distortions, can be found in [3, 7, 21] .
In case of harmonic phase modulation, another approach is more efficient. It doesn't provide total rejection of the phase error, however, enables one to sufficiently reduce it, in particular -the phase error becomes proportional to high order powers of δ and high order derivatives of target signal. This approach is much more successful than the first one and will be utilized below.
This approach was implemented in different ways in [3, 12, 21] . The most simple and general way was proposed in [22] . Although [22] was dedicated to linear modulation and analysis of different type of distortions, this approach can be applied in other cases, including our task.
Let us assume that the equation for calculating target phase has the following form
where aq and bq -fixed coefficients. Substituting expressions for some particular u (q) for given Q and phase modulation format, one can obtain expressions, proportional to sin(φ) and cos(φ) in nominator and denominator, respectively. For correct performance of atan2 function, proportionality factors must be equal and both positive. According to these requirements, aq and bq coefficients must fulfill the following conditions It can be seen from eq. (12) that it will still hold for all aq, bq multiplied at the same nonzero number. Therefore, the value of any aq or bq coefficient can be set arbitrarily and the rest coefficients -expressed in terms of it. In such a manner, for any particular Q, one must find 2Q-1 unknown coefficients, while eq. (13) provides only five equations. Therefore, some voluntarism takes place in process of aq, bq coefficients selection, enabling a possibility of algorithm synthesis under additional conditions on the algorithm properties.
In order to reduce the phase error ∆φ, additional conditions on aq and bq coefficients, such that different particular components of error become equal to zero. For that, an expression, analogous to eq. (11) must be derived from eq. (12) and set to zero, defining additional conditions on aq and bq coefficients. Coefficients for the sought errorsuppressed algorithm can be found from the resulting equations.
This generalized approach can be used for synthesis of particular algorithms, reducing specified distortion mechanisms and working in case of given phase modulation mode. As such particular case, let us consider dynamic distortion, caused by linear increment of target phase and harmonic phase modulation given by eq. (4), N=4.
It can be seen in eq. (9) that in case of N=Q=4 we have four samples with different phase shifts, indicating an ability to obtain errorreduction algorithm. However, as shown in Appendix 2, the resulting structure of signal samples doesn't fulfill all arising conditions and therefore, error-reduction algorithm for these parameters can't be synthesized. In spite of this, let us consider ability of error-compensation in case of N=4 and Q=5, i.e., when four samples from the current modulation period and one sample from next modulation period are processed in order to find the target phase. Algorithms, using such set of samples are often denoted as N+1 [22] [23] [24] . The next section is devoted to design and analysis of 4+1 algorithm, which can be considered as an enhanced alternative of algorithm (6).
4+1 algorithm with reduced phase errors
In case of phase modulation given be eq. (4) with N =4 and Q =5 and taking into account quasi-linear variation of target phase according to eqs. 
Since demodulation interval includes 5 samples, center t0 corresponds to sample u (2) and φ0= φ (2) . Five signal samples in eq. (14) have different phase shifts and hence, provide an ability to compensate two error components, for example, the ones proportional to δ and δ 2 . For harmonic modulation given by eq. (4) in case of N = 4 and Q = 5 eq. (13) will be rewritten as
Further we find an expression for phase error ∆φ in case of demodulation performed according to eq. (12) from interference signal samples set given by eq. (14) . This can be done in a similar manner to the way eq. (11) was derived, substituting samples in eq. (14) into eq. (12), expanding φr = atan2(Sr/Cr) into Tailor series with respect to δ and omitting all terms smaller than third order of magnitude, resulting in the following approximate equation 
Using first and second derivatives of Sr and Cr with respect to δ, denoted as S', C', S'' and C'', introduced in Appendix 3, eq. (16) can be rewritten as
In order to ensure the condition ∆φ=0, one needs to find such coefficients aq and bq, that both terms in eq. (17) 
where 
Fulfillment of conditions A1=0, B1=0, D1=0 and A2=0, B2=0, D2=0
eliminates the error components, proportional to δ and δ 2 , respectively. As a result of eqs. (15) 
It was taken into account that one of the coefficients (a1 in this case) can be chosen arbitrarily. Taking into account the condition on the signs of nominator and denominator in eq. (12), the choice a1= -4[1-cos(ψm)]/sin(ψm) occurs to be feasible, leading to the following equation for target phase calculation 
The comments to eq. (6) below it hold for eq. (21) as well. As a result of suppressing error components, proportional to δ and δ 2 , residual phase error ∆φ for the developed 4+1 algorithm will be primarily determined by second derivative of target phase signal, particularly, by parameter γ =[d 2 φ(t)/dt 2 ]/fd 2 (derivative value at time moment t0 is implied, t0 being the center of interval between u (0) and u (Q-1) ). Taking into account second derivative, target signal can be written as
Plugging eq. (22) 
In the same way as eqs. (14) and (19) were derived, one can estimate the target phase error in case of algorithm based on eq. (21) . Considering the error component proportional to γ, one obtains the following
By this means, the proposed 4+1 algorithm produces a residual phase error, which is proportional to γ, but is independent of both φ0 and ψm. In case of ψm close to multiple of π, on the one hand, phase error ∆φ increases, which will be shown in analysis below and on the other hand, eq. (24) becomes inadequate in terms of describing the phase error.
Numeric simulation
In order to test the algorithms (6) and (21) and verify the phase error estimates given by eqs. (11) and (24), a numeric modeling was carried out. Modeling was chosen to examine the proposed algorithms instead of live experiment due to several reasons: -in most current interference systems the observed signal is much alike the one in eq. (1) -for those noises and distortions, present in the experimental interference signal, it is not always easy to determine where they originate from.
Therefore, as the aim of this paper is to investigate the influence of target phase variation during demodulation interval on the resultant phase error, simulation is a better choice for testing the developed theory since it doesn't produce any other error sources.
The modeling was performed in the following way -interference signal was modeled according to eq. (1), where the amplitude of phase modulation ψm was varied within the interval (0, π). In the presented examples, a practical value of modulation frequency 25 kHz was used, corresponding to sampling frequency 100 kHz. The signals were calculated for a time interval 0.1 seconds length. Target phase signal φ was chosen to be harmonic signal in order to simplify the evaluation of phase error magnitude. Frequency and amplitude of target signal φ were varied within [10 - Points correspond to signal samples ui, while the solid curve illustrates continuous signal shape.
Such signals were calculated for all variants of modulation amplitude and signal properties (frequency, amplitude and constant component). After that, two above-mentioned algorithms described by eqs. (6) and (21) were applied to simulated interference signals, producing two demodulated signals. Demodulation errors were estimated at each demodulation interval (for each sample of demodulated signal) as differences between the values of initial target signal at center of demodulation interval and demodulated signal samples. In figure 2 comparison of demodulated signal φr and errors in case of two algorithms ∆φOLS-4 and ∆φ4+1 is shown for target signal with 5 radians amplitude and 100 Hz frequency. Modulation amplitude ψm was 0.7 radians and constant component of target phase φ0=4 radians (subtracted for φr).
For the same target signal, a comparison of phase errors as functions of modulation amplitude is presented in figure 3 . The curves in figure 3 illustrate maximal phase error values with respect to constant phase component. For OLS-4 method, maximal error value with respect to constant phase φ0 is presented, while for 4+1 method the error is independent of the φ0.
As can be seen in figure 3 , there is a good agreement between theoretical estimations according to eqs. (11) and (24) and results of numeric modeling, which proves the correctness of our derivations. However, despite the fact that demodulation error for 4+1 algorithm is constant and very close to theoretical prediction for most of modulation amplitude values, in case of ψm close to zero and π, resultant error substantially increases due to degeneracy of SLE eq. (2).
However, as well as providing two-three order of magnitude lower error, 4+1 algorithm is efficient in case of much wider range of modulation amplitudes ([0. 
Summary
Initially, in this article we assumed to choose method (6) of phase signal demodulation as main one. The principal considered problem arises due to the fact that signal phase in eq. (6) is considered to be constant on demodulation interval. However, target oscillations of phase φ(t) disturb phase constancy and increase of frequency or amplitude of these oscillations will lead to sufficient phase variation on demodulation interval. In order correctly take into account this distortion mechanism, an equation (11), describing the resultant phase error in case of phase demodulation based on eq. (6) was derived. Moreover, a generalized approach for synthesis of algorithms with improved immunity to dynamic distortion was utilized to synthesize a modified algorithm given by eq. (21) of 4+1 form (with N=4 and Q=5). The level of residual error caused by dynamic distortion was also analytically estimated for 4+1 algorithm. The obtained equations for Δφ allow to evaluate possible distortions in case of given signal or to evaluate applicable parameters of target signals and estimate applicability of algorithms (6) or (21). The described approaches for error analysis and algorithm synthesis can be applied in case of other values of N and Q.
However, both equations (6) and (21) were obtained under assumption of phase modulation with given initial phase shift θ=0 and amplitude ψm (both methods will work correctly in case of arbitrary, yet known value of ψm). For real-world devices these conditions are satisfied with finite accuracies and in case of deviation of real values of phase shift from 0 and modulation amplitude from a given value ψm (used in (6) or (21)), distortions of demodulated signal can arise. These errors can be considered by analogy with dynamic perturbations, however, phase modulation is formed in modulation hardware and fluctuation of its parameters is technical problem, which can be handled by corresponding means. Moreover, an auxiliary feedback, including analysis of interference signal parameters for θ and ψm estimation and control of modulator's driving signal. Therefore, the influence of these error sources can be suppressed, although theoretical analysis is relevant due to necessity to define the requirements to modulation hardware in case of application of one of the developed demodulation algorithms. Nevertheless, these questions are not considered in the current article since they can be reduced by technical means, while dynamic perturbation is inevitable error source, which is unknown and cannot be controlled by any means.
Moreover, for practical applications of algorithm (21) as alternative to algorithm (6) , it is desirable to estimate the noise level of demodulated signal for both of them in case of equal noise levels of initial interference signals under processing. However, this question also falls out of the scope of this article and requires individual analysis.
In such a way, this article is dedicated to the analysis of dynamic distortion of demodulated phase. An equation for the error arising in case of calculation according to algorithm (6) is derived. A modified algorithm (21) with reduced dynamic distortion of demodulated phase is synthesized. Its efficiency in terms of error suppression, as well as the correctness of the expressions, describing the error magnitude for OLS-4 and 4+1 algorithms, obtained analytically is proved by means of numeric simulation.
Appendix 1
In [24] general solution of SLE in eq. (2) 
Analysis of this system of equations allows to find the ratio U1/U2 and therefore obtain the expression for target phase as 
Appendix 2
In case of Q=4 demodulation period contains four samples with different phases, potentially allowing to develop an algorithm, meeting additional requirements, for example, reducing the phase error component proportional to δ. Then, conditions in eq. (13) In order to obtain noise-reduction algorithm, values aq and bq, providing A=B=D=0 and fulfilling conditions in eq. (A2-1). In such a manner, we get eight equations and seven variables, however, in this particular case all eight conditions can't be fulfilled simultaneously (for example, B and D can't be simultaneously set to zero).
This means that error compensating algorithm in case of harmonic modulation and N=Q=4 is impossible. This reflects the fact that redundancy of samples on demodulation interval alone doesn't enable one to develop a demodulation algorithm with arbitrary additional requirements. As like as not, compensation of error, induced by linear phase increment can be performed in case of modulation signal of a general form in eq. (3) with θ≠0, but this case is out of scope of the current work. Moreover, having 4 samples of the same form as eq. (9), enables compensation of another error source -for example, of small parasitic deviation of θ from zero, however, this question also falls out of scope of this paper.
Appendix 3
In derivation of eqs. (10) and (11) where second derivatives with respect to δ can be expressed as
