Abstract
Introduction
In many computer vision applications it is required that three-dimensional information can be estimated from two-dimensional images. It is possible to estimate threedimensional parameters related to structure and/or motion, given a sequence of images, by employing an algorithm that utilizes information from all images in the sequence as input data. An overview of this type of algorithms can be found in e.g. [7] , [11] . Another class of algorithms uses a dynamic systems formulation for the purpose of estimation. The quantities to be estimated are then expressed as states † This work was partially supported by the SRC project 621-2002-4831 or parameters of a dynamic system, and the estimation task is posed as a problem of state or parameter estimation. The resulting estimation algorithm typically performs recursive estimation, where the estimated variables are updated each time a new image is processed.
The use of dynamic systems theory for estimation of motion is described e.g. in [19] . Estimation of structure using dynamic systems is described e.g. in [18] , which contains results regarding observability, and also presents algorithms and experimental results.
The algorithms presented in [18] and [19] describe structure and motion estimation using a camera as the only measurement device. Algorithms can also be developed for situations where additional measurement devices are used, or where additional knowledge of specific quantities are available, e.g. situations where the linear and/or angular velocity of an object is measured or estimated. This type of algorithms includes e.g. estimation of orientation, using a camera and an inertial measurement unit, as shown in [17] , or estimation of orientation and position, using a camera moving with known angular and linear velocities, as presented in [1] .
Recursive estimation of the three-dimensional position of one or more feature points on a rigid object, assuming measurements or estimated values of the angular and the linear velocities, can be approached using an extended Kalman filter [2] , [12] , or other types of more specialized nonlinear observers [3] - [5] , [10] , [13] .
The observers in [3] - [5] , [10] , [13] estimate the position of a single feature point. This paper investigates performance issues in the simultaneous position estimation of multiple points. An extended Kalman filter is used for the estimation. It is exemplified how the estimation can be improved using a connected filter, under the assumption of a special process noise structure.
Perspective system
The object motion is described using a dynamic perspective system. The perspective system combines a set of stochastic differential equations for the position of a number of feature points on an observed object, with noise corrupted measurement equations in the form of perspective projections defined using an appropriate camera model. In this section the corresponding deterministic dynamic system is presented under the assumptions of rigid body motion and a simple frontal pinhole imaging model. A coordinate transformation is employed to obtain a useful alternative system formulation. The mathematical model is then extended to include process and measurement noise, and consequently re-formulated in stochastic differential form.
Dynamic system
The three-dimensional position of an arbitrarily selected feature point on a given object is described using coor-
where n is the number of points. Under the assumption of rigid body motion, x i satisfies the differential equatioṅ
where A is the skew-symmetric matrix
parameterized by the angular velocity vector ω = ω 1 ω 2 ω 3 T , and b is the vector
where d denotes the vector from the origin of an inertial coordinate system to the origin of a local coordinate system, attached to the body, as illustrated in Fig. 1 . For a detailed description of the characteristics of rigid body motion, see e.g. [15] . A camera model is defined as a transformation of the three-dimensional coordinates of a feature point x i , resulting in projected image coordinates y i for the point. Considering an object point with three-dimensional coordinates expressed by the vector x i , and using a frontal pinhole imaging model [11] , where the optical axis is chosen to coincide with the direction of x i,3 , the following transformation rule can be derived,
where the parameter f is the focal length, s ≥ 0 is the skew factor, describing the situation where the image coordinate Combining (1) and (2), a dynamic system with state vectors x i , i = 1...n and corresponding output vectors y i = y i,1 y i,2 T can be constructed aṡ
Since the system (3) describes the motion of threedimensional feature points observed by images obtained under perspective projection, it is usually denoted a perspective system [6] , or sometimes more specifically, since the state equations are linear in the states, a linear perspective system [9] . In the case of rigid body motion, the parameter matrices A and b in (3) are usually time-varying. Also the internal camera parameters in C could change with time, e.g. as a consequence of zooming. Equation (3) then constitutes an affine, time-varying, dynamic system for the threedimensional state x i , combined with a time-varying nonlinear output equation. For the sake of clarity of presentation, the time-dependency of A, b and C will in the following in general not be made explicit.
For the purpose of this paper the camera is assumed to be calibrated and the motion parameters given, either by construction or by measurements, i.e. the matrices A, b and C are assumed known.
Coordinate transformation and stochastic generalizations
Introduce the coordinate transformation
which is used also in e.g. [3] - [5] , [10] . Also define the new parameter matrices
The system (3) can then be transformed to a new system in the z-coordinates aṡ
Note that due to the transformation, the output equation is now linear in the states, and that the nonlinearities have been shifted to the state equations. An important issue in many computer vision-related estimation applications is the presence of noise inputs, due to e.g. motion inaccuracies and measurement disturbances, as well as uncertainties in the mathematical model itself. To obtain more general models, it is therefore desirable to include stochastic elements in the dynamic system equations. This can be done in various ways, and here we consider the following generalizations of (3) and (6), represented by stochastic integral equations written in differential form as
and
for i = 1...n, where the integrated measurement representationsȳ
have been introduced. The noise influence is described using mutually independent vector-valued standard Wiener processes β wi and β vi , two functions G x and G z , and a matrix D. β wi and β vi are referred to as process noise and measurement noise respectively. A detailed treatment of the formalism and interpretation of stochastic differential equations on the form (6) can be found in [16] .
Filter algorithm
A structure from motion filter design problem can now be formulated as the task of recursively estimating n unknown states x i , each governed by the system model (7), at the time t, given the corresponding perspective measurements y i up to that instant, in a way that is in some sense optimal. Another possibility is to use the transformed formulation (8) for the estimation, and then recover the three-dimensional position by an inverse transformation.
In designing a filter for either of the systems (7) and (8) it is possible to consider the motion of each point as a separate 3-state system, and apply to each an individual filter. Thus the state estimation is performed using independent filters for the n points. In this approach obviously no improvement in the estimate for any individual point is made compared to the single point case. Another approach is to assemble the n feature point equations into a single 3n-dimensional system, and construct a connected filter which can utilize any common information present. For example, it is a reasonable conjecture that if there exists some kind of correlation or other dependency between the noise input vectors, the connected filter approach rightly handled will lead to a better estimation.
The extended Kalman filter
State estimation in a system of equations can be performed in various ways. A widely used technique for nonlinear filtering is the extended Kalman filter (EKF) [14] .
Consider a nonlinear dynamic system in the rather general form
For simplicity of notation, introduce the diffusion strength matrices Q and R, such that Q . = BB T and R . = DD T . It is assumed in the following that B and D are known, and that R is positive definite. Also let F(ẑ,t) and H(ẑ,t) denote the partial derivative matrices of f and h, respectively, with respect to z, evaluated at z =ẑ. In the EKF, the estimate update equation is then given bẏ
with the gain K computed as
and P determined by the continuous time matrix Riccati differential equatioṅ
Note that this formulation of the EKF assumes that measurements are continuously available, while in many applications, especially in computer vision, it is more natural to consider the outputs as being given at discrete time points. Details on the EKF algorithm for the case of discrete time measurements can be found e.g. in [14] . It has been observed in the literature, see e.g. [8] , that the standard filters, such as the EKF, in general performs poorly when applied directly to perspective-type systems. It has also been demonstrated by simulations and experiments that by applying a coordinate transformation of the type (4) , that linearizes the measurement equations and shifts the nonlinearities to the state equations, these adverse effects can be significantly reduced [8] . It is therefore motivated to perform the structure from motion filtering in the system (8) .
Now from (8) we obtain the following functions corresponding to those present in (10) and (11) 
Observing multiple points with identical process noise
Assume that n points are being observed under perspective projection. Further make the assumption that the motion of each individual point x i is such that it can be described in the transformed coordinates z i by a dynamic system of the type (8). As mentioned above, it is expected that the estimation performance improvement when using a connected filter will be more significant when the process noise is correlated. As an extreme case, assume that the process noise vectors influencing each coordinate z i are identical, i.e. β wi = β w for i = 1...n. The measurement noise vectors β vi on the other hand, are assumed to be different for different points. The systems can then be described in the transformed coordinates as
for i = 1...n, where B is assumed to be a constant matrix. Define z,ȳ and β β β v to be the vectors obtained by stacking the n vectors z i ,ȳ i and β vi respectively, andb the vector obtained by stacking n copies ofb. Further let A and C be the matrices obtained by tiling n copies ofĀ and C into diagonal matrices. Similarlyc is defined to be the 3n × 3n block diagonal matrix with diagonal elements c T z i I 3×3 , and D the 2n × 2n-dimensional block diagonal matrix with diagonal elements D i . The system (12) can then be written as
where B and β β β w are chosen as follows. Applying n independent filters to the system (13) is equivalent to choosing B to be a block diagonal matrix with n copies of B as its diagonal elements and zeros elsewhere, i.e.
To keep dimensions consistent, β β β w is then defined to be the vector obtained by stacking n copies of β w . On the other hand, a connected filter with n points is obtained by selecting B as the matrix
where n copies of B have been used, and defining β β β w to be equal to β w . The choice of structure for B determines the structure of Q in (11) , and it can be seen by inspection that, given a diagonal initial matrix P 0 , a block diagonal B as in (14), will yield a block diagonal solution P(t), whereas a choice according to (15) will lead to a full solution matrix P(t).
A perspective system example
This section illustrates the improvement gained by utilizing the proposed connected filter design on a stochastic perspective system with time-varying parameters. All simulations were done using Matlab.
Consider the transformed stochastic perspective system (12) governed by the parameter vectors and matrices ω = π 0.4 0.5 0.5
and with the perspective projection parameters in (2) given by f = m 1 = m 2 = 1 and s = 0. The system (12) was simulated by employing an explicit fixed-step second order differential equation solver on a grid of step size 0.001. The effect of the noise terms was approximated by addition of pseudo-random normal distributed numbers of zero mean and the proper variance, in each step of the integration. To initiate the Riccati differential equation (11) employed in the EKF filter, the initial covariance matrix was set to P 0 = 300·I 3×3 . The filter was implemented using the Dormand-Prince algorithm. In order to investigate the influence of a connected filter on this system a hundred-run Monte Carlo simulation was performed. It included estimation using both independent filters and a connected filter for up to five threedimensional points for each noise realization. For each realization identical process noise was injected, as in (12), to each three-dimensional transformed state vector z i . The results for one of these points are shown for comparison in Fig. 2 and Fig. 3 . Let a normalized variance V 0 be defined as
, where superscripts c and p denotes the estimates obtained using the connected filter and the independent filters respectively. For the difference estimation error plot, shown in the lower plot in Fig. 3 , V 0 was similarly constructed. In both cases, V 0 was computed based on the data from the same time interval as that shown in Fig. 2 . It can be seen in the upper plot in Fig. 2 that the connected filter tends to center the estimation error around zero, thus decreasing the drift seen in the independent filter estimation. In Fig. 3 it is clearly seen that utilizing several points and a connected filter in the estimation process leads to a significantly decreased variance for the estimation error, compared to using independent filters. It can also be seen that the decrease in the difference estimation error variance is even more distinct when connecting two or more filters. On the other hand the differences in error variances when comparing a connected filter with two or more points are more modest.
Explicit analysis of a linear example
This section is intended to further study and exemplify the idea that if a connected filter is used, the state estimation results can be improved for a certain class of noise models. 
Analytical variance comparison for single state systems
For the purpose of illustration, consider two onedimensional linear systems, with corresponding linear output equations, affected by the same process noise, according to
where as before β w and β vi , i = 1, 2, are mutually independent vector-valued standard Wiener processes. The parameter a is assumed to be a real constant, and η and σ are assumed to be strictly positive. Introducing the system matrices
and assuming stationarity, i.e.Ṗ = 0, the Riccati differential equation becomes
Here the structure of the matrix B determines the filter design philosophy. Equation (17) is a second order matrix polynomial equation, with solutions
The solution to (18) now splits into two cases, depending on the method chosen to construct the Kalman filter.
Independent filters:
The filters for the two states are run in parallel. This is accomplished by letting B = I, and thus, by (18) ,
Since P is a covariance matrix and η, σ > 0, the minus sign yields an infeasible solution. Hence one obtains an expression for the covariance matrix for the independent filters as
Connected filter: Here a connected filter is constructed to utilize the common noise information. This implies B = 1 1 T , and hence
Consequently, by (18),
Using the decomposition W = V −1 DV , with D diagonal (which always exists since W is symmetric) gives
For this simple system it is easy to find analytical expressions for the decomposition matrices D and V as
The minus sign in (20) clearly gives an infeasible solution, and the expression for the covariance matrix for the connected filter becomes
Thus for a ≥ 0 (unstable systems),
Similarly for a < 0 (stable systems),
Denote by V p , V cu and V cs the estimation error variance for one of the states, i.e. one of the diagonal elements in (19) , (21) and (22) respectively. By straightforward analysis it can be shown that V p ≥ V cu for a ≥ 0 and η, σ > 0, and that V p ≥ V cs for a < 0 and η, σ > 0. For the case a > 0, introducing
The inequality V p ≥ V cu is thus proven if it can be shown that g(κ) .
It thus suffices to show that g(κ) is monotone. But this follows directly from the inequality
Similarly it can be shown that V p ≥ V cs for a < 0 and η, σ > 0. Consequently the connected filter strategy results in a decrease in the variance of the estimation error.
The above analysis can easily be extended to n onedimensional systems, yielding for example for a < 0
In Fig. 4 the variance ratio V cs /V p is plotted against the number of points n for the parameter values a = −10, σ = 10 −2 and η = 10 −4 . By comparison with the upper plot in Fig. 3 it can be seen that the behavior is similar. By comparing the lower and upper plots in Fig. 3 it can be seen that the improvement in the difference estimation error variance is slightly better than that for the depth estimation error variance. This type of improvement can be seen also in the linear example. For example, in the stable system case all elements of the estimation error covariance matrix are equal, as can be seen in (22). Therefore the stationary value of the variance of the difference in estimation errors is identically zero in this case.
More accurate noise modeling
In section 3.2 identical additive process noise was introduced in the z-coordinates, as can be seen in (12) .
The addition of identical process noise to each feature point in a rigid body dynamic system can be interpreted as the modeling of actuating forces or other influences affecting all of the observed points in a way that preserves the rigid structure. This implies however, that the process noise should be added identically to each point in the xcoordinates, i.e. as
In this case, also the process noise should be transformed when applying the transformation (4). In integrating stochastic differential equations one needs to make a choice on the interpretation of the integral of the noise term, which in turn has implications e.g. for transformations performed on the state variables. One possible interpretation of the integral is the Itô interpretation [16] . For a stochastic differential
and a transformation of the type
where U i are scalar functions that are twice continuously differentiable in x and one time continuously differentiable in t, this choice of interpretation then leads to the Itô formula Further, for simplicity assuming that B is diagonal with all elements equal to σ , and using the Itô formula (25), yields the transformed system 
Clearly the transformation destroys the additive input noise structure assumed for the rigid body model. The analysis of filters for systems such as (26), especially in the context of connected filters and improved structure estimation, is a subject for future research.
Conclusions
Three-dimensional structure information can be estimated from two-dimensional images. In this paper, we have investigated the use of a nonlinear connected filter for recursive structure estimation in a rigid body motion perspective vision system, possibly affected by both measurement noise and process noise.
The filter is derived using the EKF algorithm for a transformed perspective dynamic system. A comparison between a connected filter and n independent filters, shown in Fig. 2 and Fig. 3 , indicates that the estimation error performance is improved when more feature points are included in the connected filter. The comparison was done using identical process noise for all feature points in the transformed system.
A theoretical analysis of an idealized linear system with identical process noise for all states is presented. Analytical expressions for the estimation error variance are derived. It can be seen how the estimation performance is affected by the noise properties and the number of points used in the connected filter.
