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Abstract
We establish regularity results for solutions of some degenerate elliptic PDEs, with right-hand side in a
suitable Orlicz–Zygmund class. The nonnegative function which measures the degree of degeneracy of the
ellipticity bounds is assumed to be exponentially integrable. We find that the scale of improved regularity
is logarithmic and we indicate its exact dependence on the degree of the degeneracy of the problem.
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1. Introduction
Let Ω be an open subset of Rn. We consider the following equation
divA(x,Du) = divF in Ω ⊂Rn (1)
for a function u :Ω → R. Following the lead of the familiar p-harmonic operator, we suppose
that A :Ω ×Rn →Rn satisfies the following assumptions, for almost every x ∈ Ω , all ξ, η ∈Rn
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∣∣A(x, ξ) − A(x,η)∣∣ k(x)(|ξ | + |η|)p−2|ξ − η|, (2)
〈
A(x, ξ) − A(x,η), ξ − η〉 1
k(x)
|ξ − η|p, (3)
A(x,λξ) = |λ|p−2λA(x, ξ) (4)
where 2 p  n, k(x) 1. The above three conditions imply the following inequality
|ξ |p + ∣∣A(x, ξ)∣∣q K(x)〈A(x, ξ), ξ 〉, (5)
where K(x) = k(x)(k(x)q + 1) and q denotes the Hölder conjugate exponent of p, i.e. q = p
p−1 .
In what follows K(x) will be exponentially integrable, i.e.
exp
(
βK(x)) ∈ L1loc(Ω) (6)
for a fixed β > 0.
This assumption together with relation (5), via Hölder’s inequality, implies that the gradient
of a solution of Eq. (1) lies in the Orlicz–Zygmund space Lp log−1 Lloc(Ω), provided the energy
of the solution defined as
E[u] =
∫
Ω
〈
A(x,Du),Du
〉
dx (7)
is finite. Recall that the Orlicz–Zygmund space Lp logα Lloc(Ω), 1 < p < +∞, α ∈ R, is the
Orlicz space defined via the function P(t) = tp logα(e+ t), endowed with the Luxemburg norm.
On the other hand, a solution whose gradient belongs to Lp logα Lloc(Ω), α ∈ R, may have
infinite energy.
Definition 1.1. A function u ∈ W 1,1(Ω), such that Du ∈ Lp logα Lloc(Ω), α ∈ R, is a solution
of Eq. (1) if
∫
Ω
〈
A(x,Du),DΦ
〉
dx =
∫
Ω
〈F,DΦ〉dx
for all Φ ∈ C∞0 (Ω).
We will refer to solutions with infinite energy as very weak solutions. The notion of very weak
solution has been introduced by Iwaniec and Sbordone in [13], whenK(x) is bounded. After [13],
many papers have been devoted to the study of the regularity of such solutions (see for exam-
ple [11,14,15,18]). When K(x) is unbounded, regularity results of homogeneous p-harmonic
type equations are available in [5,12,16]). The motivation for relaxing the boundedness of K(x)
partially arises from nonlinear elasticity, in connection with the study of mappings of finite dis-
tortion.
Here, differently from all quoted results, we fix the degeneracy of the problem, i.e. the expo-
nent β in assumption (6) and determine how the gradient of a very weak solution can be far from
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improves logarithmically. Namely, we have
Theorem 1.1. Let A(x, ξ) satisfy assumptions (2)–(4) and let (6) hold for a fixed β > 0. Then
there exists α0 = min{ qq+1 , βc(n,p) } > 0 such that, for every 0  α < α0, if u is a very weak
solution of (1) with
Du ∈ Lp log−α−1 Lloc(Ω)
and F belongs to Lq log
α+1
p−1 Lloc(Ω), then
〈
A(x,Du),Du
〉 ∈ L1loc(Ω).
Next theorem shows the higher integrability of the gradient of a solution of Eq. (1). It also
indicates exactly how the degree of the improved regularity depends on β .
Theorem 1.2. Let A(x, ξ) be as in Theorem 1.1 and let (6) hold for a fixed β > 0. There exists
α0 = c(n,p)β > 0 such that, for every 0 < α < α0, if u is a solution of (1) and F belongs to
Lq log
αp+1
p−1 Lloc(Ω), then
Du ∈ Lp logα−1 Lloc(Ω).
Moreover the following uniform bound holds
‖Du‖p
Lp logα−1 L(B)  c‖F‖
q
Lq log
αp+1
p−1 L(2B)
+ c∥∥〈A(x,Du),Du〉∥∥
L1(2B) (8)
where c = c(n,p,α,β) and B is a ball such that 2B is strictly contained in Ω .
The presence of a right-hand side different from zero prevents us to use the techniques de-
veloped in previous papers, that strongly rely on regularity properties of nonnegative div-curl
couples. The basic idea in our proofs is to use a continuous test function obtained truncating
the maximal function of the gradient along the level sets in the fashion of the pioneering pa-
per by Acerbi and Fusco [1]. Then we adapt a well-known technique due to Lewis [15] to the
case of K(x) unbounded. Finally a deep use of the properties of the Hardy–Littlewood maximal
functions and their composition leads us to the result.
We do not know if our results are optimal. However, by means of an Example (see Section 4),
we show that assumption (6) in Theorem 1.2 cannot be relaxed. The plan of the paper is the
following: In Section 2 we introduce the notations and recall some relevant results framing our
considerations. Sections 3 and 4 are devoted to the proofs of Theorems 1.1 and 1.2, respectively.
In the concluding Section 5 we give some regularity results for very weak solution of a degenerate
equation that differs from a p-Laplace type equation by a perturbation which is small with respect
to the EXP-norm.
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The right spaces for the gradient of a solution of Eq. (1), with assumption (6) and inequality
(5), are the Orlicz–Zygmund spaces Ls logα L, 1  s < ∞, α ∈ R, generated by the function
P(t) = t s logα(e + t) and equipped by the Luxemburg norm, i.e.
‖f ‖Ls logα L = inf
{
λ > 0:
∫ |f |s
λs
logα
(
e + |f |
λ
)
dx  1
}
. (9)
Let us recall that for α  0 the nonlinear functional
[f ]s,α =
[∫
|f |s logα
(
e + |f |‖f ‖s
)] 1
s
is comparable with the Luxemburg norm in the sense that
‖f ‖Ls logα L  [f ]s,α  2‖f ‖Ls logα L.
If Ω is a measurable subset of Rn, with positive and finite measure, if s > 1 the following
relations are straightforward
Ls log−1 L(Ω) ⊂ Ls−ε(Ω) ∀ε > 0
and
f ∈ Ls log−1 L(Ω) implies lim
ε→0 ε
∫
Ω
|f |s−ε dx = 0.
We have also the following Hölder type estimates
‖fg‖Lc logγ L  C(α,β)‖f ‖La logα L‖g‖Lb logβ L (10)
whenever a, b > 1 and α,β ∈R are coupled by the relations
1
c
= 1
a
+ 1
b
,
γ
c
= α
a
+ β
b
.
Moreover the following Sobolev inequality holds (for the proof see [8]).
Lemma 2.1. Let u ∈ W 1,10 (Ω) be a function such that Du ∈ Lp logα L(Ω), where 1 < p < n
and α ∈R. Then u ∈ L npn−p log nαn−p L(Ω) and
‖u‖
L
np
n−p log
nα
n−p L(Ω)
C(n,p,α)‖Du‖Lp logα L(Ω).
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function Mf (x) is defined as
Mf (x) = sup
Qx
−
∫
Q
∣∣f (y)∣∣dy
and, for f ∈ Lsloc(Rn), s > 1, Msf (x) is the maximal function defined with respect to the Ls
norm
Msf (x) = sup
Qx
(
−
∫
Q
∣∣f (y)∣∣s dy
) 1
s
.
The supremum is taken over all cubes Q containing x. Recall that the maximal function acts
boundedly between Orlicz–Zygmund classes. More precisely, it is known that
Lemma 2.2. For a function f ∈ Lp logα(Rn)L, p > 1, α ∈R, we have that Mf ∈ Lp logα L(Rn)
and
‖Mf ‖Lp logα L  C(n)‖f ‖Lp logα L.
Moreover we state the following well-known weak type estimate for the maximal function.
For the proof we refer to [20].
Lemma 2.3. For a function f ∈ L1(Rn) and for every t > 0 we have that
1
2nt
∫
|f |>t
∣∣f (x)∣∣dx  ∣∣{x ∈Rn: Mf (x) > t}∣∣ 2 · 3n
t
∫
|f |>t/2
∣∣f (x)∣∣dx.
Concerning the behaviour of the composition between maximal functions we refer to [6]. In
particular, we shall use the following
Lemma 2.4. Let f ∈ Lsloc(Ω), s > 1. Then there exist two positive constants c1 = c1(s, n) and
c2 = c2(s, n) such that
c1Msf (x)Ms
(
Mf (x)
)
 c2Msf (x)
for almost every x ∈ Ω .
Previous two lemmas allow us to prove that
Lemma 2.5. Let f ∈ L1, fi ∈ Lpi (Rn), 1 < pi and let 1 αi , for i = 1, . . . ,m. Assume that
Mf (x) C
m∑[
Mpi (Mfi)
]αi (11)i=1
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∫
|f |>λ
∣∣f (x)∣∣dx  C
m∑
i=1
λ
1− pi
αi
∫
|fi |>λ
1
αi
∣∣fi(x)∣∣pi dx. (12)
Proof. Our assumption together with Lemma 2.4, implies that
Mf (x) C
m∑
i=1
[
Mpi (fi)
]αi . (13)
Previous inequality can be written as
Mf (x) C
m∑
i=1
[
M
(
f
pi
i
)] αi
pi (14)
and this yields that
∣∣{x ∈Rn: Mf (x) > λ}∣∣
m∑
i=1
∣∣{x ∈Rn: M(f pii )(x) > Cλ
pi
αi
}∣∣. (15)
Using Lemma 2.3, we get
1
λ
∫
|f |>λ
∣∣f (x)∣∣dx  C
m∑
i=1
1
λ
pi
αi
∫
|fi |>λ
1
αi
∣∣fi(x)∣∣pi dx (16)
form which the conclusion follows, multiplying both sides by λ. 
Finally, we state the following version of the Sobolev–Poincaré inequality [13].
Lemma 2.6. For each matrix field A ∈ L1loc(Ω;Rn) with divA(x) ∈ Lr(Rn), 1 < r < n, there
exists a divergence free matrix field Ao ∈ L1loc(Ω;Rn) such that
(∫
B
∣∣A(x) − Ao∣∣ nrn−r dx
) n−r
nr
C(n, r)
(∫
B
∣∣divA(x)∣∣r dx
) 1
r
(17)
for every ball B strictly contained in Ω .
3. Proof of Theorem 1.1
This section is devoted to the study of the regularity of a very weak solution of Eq. (1).
Actually, we will show that a very weak solution is a finite energy solution, provided its degree
of integrability is not too far from the natural one.
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C∞0 (B) such that 0  ϕ  1, suppϕ ⊂ B and ϕ = 1 on B2 . Consider u˜ = ϕq · u extended to
zero in Rn \ B and observe that it belongs to the Sobolev space W 1,r (B) for all r < p, by the
assumption on u. Introduce the operator defined by
A(x) = ϕpA(x,Du) − ϕpF = A(x,ϕqDu)− ϕpF (18)
thanks to the assumption (4). Since u solves Eq. (1), we have
divA(x) = ∇(ϕp)(A(x,Du) − F ). (19)
Then applying the divergence operator to (18), we get
div
(
A
(
x,ϕqDu
)− ϕpF )= div(A(x) −A0) (20)
where A0 can be any divergence free vector field. We choose as A0 the one determined by
Lemma 2.6, in order to have that A(x) −A0 ∈ L nsn−s (B), for every s < q . Formula (20) yields
that u˜ solves the following equation
divA(x,Du˜) = divH(x) (21)
where
H(x) = [A(x) −A0]+ [A(x,Du˜) − A(x,ϕqDu)]+ ϕpF. (22)
Thanks to the assumption (2) we have that
∣∣A(x,Du˜) − A(x,ϕqDu)∣∣K(x)(|Du˜| + ∣∣ϕqDu∣∣)p−2∣∣u∇(ϕq)∣∣. (23)
Sobolev imbedding stated in Lemma 2.1 and the assumption on F imply thatH ∈ Lq log α+1p−1 L(B).
Denote for λ > 0,
Fλ =
{
x ∈ B: M(|Du˜|)(x) λ and x is a Lebesgue point of u}. (24)
It can be shown [1] that u˜ is cλ-Lipschitz continuous in the set Fλ ∪ (Rn \ B), c = c(n) > 1,
and we denote by uλ its Lipschitz extension by the McShane theorem. Such a function is an
admissible test function for Eq. (21), then we have
∫
B
〈
A(x,Du˜),Duλ
〉
dx =
∫
B
〈H,Duλ〉dx (25)
and hence
∫
Fλ
〈
A(x,Du˜),Du˜
〉
dx 
∫
B\Fλ
∣∣A(x,Du˜)∣∣|Duλ|dx +
∫
Fλ
|H||Du˜|dx +
∫
B\Fλ
|H||Duλ|dx. (26)
Therefore, using the Lipschitz continuity property of uλ, we get
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∫
Fλ
〈
A(x,Du˜),Du˜
〉
dx  c(n)λ
∫
B\Fλ
∣∣A(x,Du˜)∣∣dx +
∫
Fλ
|H||Du˜|dx + c(n)λ
∫
B\Fλ
|H|dx. (27)
Now, consider the function
Φ(λ) = 1
λ
(
log−α−1 λ − (1 + α) log−α−2 λ) (28)
where α > 0 will be chosen later. Multiplying both sides of (27) by Φ(λ) and integrating with
respect to λ between λ0 and ∞ for λ0 > max{e1+α, e2α} we get
1
2α
∫
M(|Du˜|)<λ0
〈A(x,Du˜),Du˜〉
logα λ0
dx + 1
2α
∫
M(|Du˜|)>λ0
〈A(x,Du˜),Du˜〉
logα M(|Du˜|) dx
 1
α
∫
B
〈A(x,Du˜),Du˜〉
logα max{λ0,M(|Du˜|)} dx −
∫
B
〈A(x,Du˜),Du˜〉
logα+1 max{λ0,M(|Du˜|)}
dx
 c(n)
∫
M(|Du˜|)>λ0
|A(x,Du˜)|M(|Du˜|)
log1+α M(|Du˜|) dx
+ 1
α
∫
B
|H|M(|Du˜|)
logα max{λ0,M(|Du˜|)} dx + c(n)
∫
M(|Du˜|)>λ0
|H|M(|Du˜|)
log1+α M(|Du˜|) dx
 c(n)
∫
M(|Du˜|)>λ0
|A(x,Du˜)|q
log1+α M(|Du˜|) dx + c(n)
∫
M(|Du˜|>λ0
|M(|Du˜|)|p
log1+α M(|Du˜|) dx
+ 1
α
∫
B
|H|M(|Du˜|)
logα max{λ0,M(|Du˜|)} dx + c(n)
∫
M(|Du˜|)>λ0
|H|M(|Du˜|)
log1+α M(|Du˜|) dx (29)
where in the last estimate we used Young’s inequality. Note that for λ > e1+α the function Φ(λ)
is nonnegative. Using the growth assumption inequality at (2) we get
∣∣A(x,Du˜)∣∣q  kq(x)|Du˜|p. (30)
The elementary inequality
ab a log(1 + a) + eb − 1
for nonnegative real numbers, implies
kq(x)|Du˜|p  2
β
[
exp
(
β
2
K(x)
)
+ k
q(x)
K(x) |Du˜|
p log
(
1 + k
q(x)
K(x) |Du˜|
p
)]
. (31)
Therefore, combining (30) and (31) we obtain in the set where M(|Du˜|) > λ0
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log1+α M(|Du˜|) 
2
β
[
exp(β2K(x))
log1+α M(|Du˜|) +
kq (x)
K(x) |Du˜|p log(1 + k
q (x)
K(x) |Du˜|p)
log1+α M(|Du˜|)
]
 c(p)
β
[
exp(β2K(x))
log1+α M(|Du˜|) +
kq (x)
K(x) |Du˜|p
logα M(|Du˜|)
]
 c(p)
β
[
exp(β2K(x))
log1+α M(|Du˜|) +
kq+1(x)
K(x) 〈A(x,Du˜),Du˜〉
logα M(|Du˜|)
]
 c(p)
β
[
exp(β2K(x))
log1+α M(|Du˜|) +
〈A(x,Du˜),Du˜〉
logα M(|Du˜|)
]
where we used assumption (3) and that kq+1(x) < K(x). Integrating over the set where
M(|Du˜|) > λ0, we obtain
∫
M(|Du˜|)>λ0
|A(x,Du˜)|q
log1+α M(|Du˜|) dx 
c(p)
β
∫
M(|Du˜|)>λ0
[
exp(β2K(x))
log1+α λ0
+ 〈A(x,Du˜),Du˜〉
logα M(|Du˜|)
]
dx.
Now combining last inequality with (29), we have
1
2α logα λ0
∫
M(|Du˜|)<λ0
〈
A(x,Du˜),Du˜
〉
dx

(
c
β
− 1
2α
) ∫
M(|Du˜|)>λ0
〈A(x,Du˜),Du˜〉
logα M(|Du˜|) dx
+ c
β
∫
M(|Du˜|)>λ0
exp(β2K(x))
log1+α λ0
dx + c(n)
∫
M(|Du˜|)>λ0
|H|M(|Du˜|)
log1+α M(|Du˜|) dx
+ 1
α
∫
B
|H|M(|Du˜|)
logα max{λ0,M(|Du˜|)} dx + c(n)
∫
M(|Du˜|)>λ0
|M(|Du˜|)|p
log1+α M(|Du˜|) dx
where c = c(n,p). In order to have c
β
− 1
2α
negative, we choose α < β2c , c = c(n,p), thus
obtaining
1
2α logα λ0
∫
M(|Du˜|)<λ0
〈
A(x,Du˜),Du˜
〉
dx
 c
β
∫
M(|Du˜|)>λ0
exp(β2K(x))
log1+α λ0
dx + c(n)
∫
M(|Du˜|)>λ0
|H|M(|Du˜|)
log1+α M(|Du˜|) dx
+ 1
α
∫
B
|H|M(|Du˜|)
logα max{λ0,M(|Du˜|)} dx + c(n)
∫ |M(|Du˜|)|p
log1+α M(|Du˜|) dx. (32)M(|Du˜|)>λ0
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∫
M(|Du˜|)>λ0
〈A(x,Du˜),Du˜〉
logα M(|Du˜|) dx < +∞ (33)
for every λ0 > max{e2α, e1+α}. Then, by assumptions (3) and (6), this yields |Du˜|plogα M(|Du˜|) ∈
L log−
1
q+1 L(B), i.e.
∫
B
|Du˜|p
logα+
1
q+1 (e + M(|Du˜|))
dx < +∞. (34)
Since the function log−α−
1
q+1 (e + M(|Du˜|)) is an Ar weight for every r > 1 [10], we are legiti-
mate in applying the maximal theorem to find that
∫
B
|M(Du˜)|p
logα+
1
q+1 (e + M(|Du˜|))
dx < c
∫
B
|Du˜|p
logα+
1
q+1 (e + M(|Du˜|))
dx < +∞ (35)
and obviously that
∫
M(|Du˜|)>λ0
|M(Du˜)|p
logα+
1
q+1 (e + M(|Du˜|))
dx < +∞. (36)
Let α < min{ q
q+1 ,
β
2c } and multiply both sides of (32) by logα λ0. Letting λ0 to ∞, it follows by
monotone convergence theorem and Lebesgue dominated convergence theorem that
∫
B
〈
A(x,Du˜),Du˜
〉
dx 
∫
B
|H|M(|Du˜|)dx (37)
since, thanks to the assumptions on K and Du˜ and (35), the functions
exp
(
β
2
K(x)
)
,
|M(|Du˜|)|p
log
1
q+1 +α M(|Du˜|)
and |H|∣∣M(Du˜)∣∣
are integrable. Since ϕ = 1 on B2 previous inequality implies that 〈A(x,Du),Du〉 ∈ L1loc(Ω)
which concludes the proof. 
Theorem 1.1 can be obviously applied to the nondegenerate case, as the p-Laplace equation
div
(|Du|p−2Du)= divF, (38)
with right-hand side in a suitable Orlicz–Zygmund class. Indeed, we get that every weak solution
of Eq. (38) whose gradient lies in Lp log−α−1 Lloc(Ω) is actually a finite energy solution, i.e.,
u ∈ W 1,ploc (Ω), thus extending previous higher integrability results (see [2,3]) to the scale of the
Orlicz–Zygmund spaces.
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In this section we will prove Theorem 1.2, which is a regularity result for finite energy solu-
tions of Eq. (1).
Proof of Theorem 1.2. As in the proof of Theorem 1.1, let us fix a ball B strictly contained in Ω
and a cut-off function ϕ ∈ C∞0 (Ω), such that 0 ϕ  1, suppϕ ⊂ B and ϕ = 1 on B2 . Consider
u˜ = ϕq · u extended to zero in Rn \B and observe that it belongs to the Sobolev space W 1,r (B),
for every r < p, since Du ∈ Lp log−1 L. Moreover, u˜ is a finite energy solution of the equation
divA(x,Du˜) = divH(x) (39)
where H is the function defined in (22). In order to simplify the notation, we set
μ = −
∫
B
2
〈
A(x,Du˜),Du˜
〉
dx
and
w = u˜
μ
1
p
, G = H
μ
1
q
.
Now, let us fix a ball BR such that B2R  B and let η ∈ C∞0 (B2R) be a cut-off function
between BR and B2R , such that 0 η 1 and |∇η| CR . Consider w˜ = ηq · (w−w2R) extended
to zero in Rn \B2R and observe that it belongs to the Sobolev space W 1,r (B2R), for every r < p,
since Dw ∈ Lp log−1 L. Moreover, w˜ is a finite energy solution of the equation
divA(x,Dw˜) = divG(x) (40)
where G is the function defined as
G(x) = [A(x) −A0]+ [A(x,Dw˜) − A(x,ηqDw)]+ ηpG (41)
and obviously satisfies the estimate (37), i.e.
∫
B2R
〈
A(x,Dw˜),Dw˜
〉
dx 
∫
B2R
|G|M(|Dw˜|)dx. (42)
By the definition of w˜ and G, estimate (42) can be written as follows
∫
BR
〈
A(x,Dw),Dw
〉
dx

∫
|A−A0|
∣∣M(Dw)∣∣dx +
∫
|A−A0|
∣∣M(∇(ηq)(w − w2R))∣∣dx
B2R B2R
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∫
B2R
K∣∣M(Dw)∣∣p−1∣∣∇(ηq)(w − w2R)∣∣dx
+
∫
B2R
K∣∣M(Dw)∣∣∣∣M(∇(ηq)(w − w2R))∣∣p−1 dx
+
∫
B2R
K|Dw|p−2∣∣M(∇(ηq)(w − w2R))∣∣2 dx +
∫
B2R
K∣∣M(∇(ηq)(w − w2R))∣∣p dx
+
∫
B2R
|G|∣∣M(Dw)∣∣dx +
∫
B2R
|G|∣∣M(∇(ηq)(w − w2R))∣∣dx
= I1 + I2 + I3 + I4 + I5 + I6 + I7 + I8. (43)
Using Hölder’s and Young’s inequalities and Lemma 2.6, we get
I1 
( ∫
B2R
|A−A0|
nq
n+1−q dx
) n+1−q
nq
( ∫
B2R
∣∣M(Dw)∣∣ npn+1 dx
) n+1
np

( ∫
B2R
|divA| nqn+1 dx
) n+1
nq
( ∫
B2R
∣∣M(Dw)∣∣ npn+1 dx
) n+1
np
 c
R
( ∫
B2R
∣∣A(x,Dw)∣∣ nqn+1 + |G| nqn+1 dx
) n+1
nq
( ∫
B2R
∣∣M(Dw)∣∣ npn+1 dx
) n+1
np
 c
R
( ∫
B2R
∣∣A(x,Dw)∣∣ nqn+1 + |G| nqn+1 dx
) n+1
n + c
R
( ∫
B2R
∣∣M(Dw)∣∣ npn+1 dx
) n+1
n
. (44)
Using in the same way Lemma 2.6, Hölder’s, Young’s and Poincaré’s inequalities and Lemma 2.2
we get
I2 
( ∫
B2R
|A−A0|
nq
n+1−q dx
) n+1−q
nq
( ∫
B2R
∣∣M(∇(ηq)(w − w2R))∣∣ npn+1 dx
) n+1
np

( ∫
B2R
|divA| nqn+1 dx
) n+1
nq
( ∫
B2R
∣∣∇(ηq)(w − w2R)∣∣ npn+1 dx
) n+1
np
 c
R
( ∫
B2R
∣∣A(x,Dw)∣∣ nqn+1 + |G| nqn+1 dx
) n+1
nq
( ∫
B2R
|Dw| npn+1 dx
) n+1
np
 c
R
( ∫ ∣∣A(x,Dw)∣∣ nqn+1 + |G| nqn+1 dx
) n+1
n + c
R
( ∫ ∣∣M(Dw)∣∣ npn+1 dx
) n+1
n
. (45)
B2R B2R
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I3 
( ∫
B2R
|k| nrnr−np+r dx
) nr−np+r
nr
( ∫
B2R
∣∣M(Dw)∣∣r dx
) p−1
r ·
( ∫
B2R
∣∣∇(ηq)(w − w2R)∣∣ nrn−r dx
) n−r
nr
 c(p,n,β)Rn−
np
r
( ∫
B2R
∣∣M(Dw)∣∣r dx
) p
r
(46)
and
I4 + I5  c(p,n,β)Rn− npr
( ∫
B2R
∣∣M(Dw)∣∣r dx
) p
r
(47)
where, we choose np
n+1 < r < min{pn2 , nq}. We have also that
I6 
( ∫
B2R
|k| nqn+1 dx
) n+1
nq
( ∫
B2R
∣∣M(∇(ηq)(w − w2R))∣∣ npn+1−p dx
) n+1−p
np
 c(p,n,β)Rn−
n+1
p
( ∫
B2R
|Dw| npn+1 dx
) n+1
np
. (48)
Moreover
I8 
( ∫
B2R
|G| nqn+1 dx
) n+1
nq
( ∫
B2R
∣∣M(∇(ηq)(w − w2R))∣∣ npn+1−p dx
) n+1−p
np
 c
R
( ∫
B2R
|G| nqn+1 dx
) n+1
nq
( ∫
B2R
|Dw| npn+1 dx
) n+1
np
 c
R
( ∫
B2R
|G| nqn+1 dx
) n+1
n + c
R
( ∫
B2R
∣∣M(Dw)∣∣ npn+1 dx
) n+1
n
. (49)
Then inserting (44)–(49) in (43), dividing by |B2R| and taking the supremum over all balls
contained in Ω , we deduce that
M
(〈
A(x,Dw),Dw
〉)
(x)
 c
[
M nq
n+1
(∣∣A(x,Dw)∣∣)]q(x) + c[M np
n+1
(
M(Dw)
)]p
(x)
+ c[M nq
n+1 (G)
]q
(x) + c[Mr(M(Dw))]p(x) + cM np
n+1 (Dw)(x) + cM
(
GM(Dw)
)
(x)
which by Lemma 2.5 yields
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∫
〈A(x,Dw),Dw〉λ
〈
A(x,Dw),Dw
〉
dx
 cλ
1
n+1
∫
|A(x,Dw)|qcλ
∣∣A(x,Dw)∣∣ nqn+1 (x) dx + cλ 1n+1
∫
|Dw|pcλ
|Dw| npn+1 (x) dx
+ cλ 1n+1
∫
|G|qcλ
|G| nqn+1 (x) dx + cλ1− rp
∫
|Dw|pcλ
|Dw|r (x) dx
+ cλ1− pnn+1
∫
|Dw|cλ
|Dw| npn+1 (x) dx + c
∫
GM(|Dw|)cλ
GM
(|Dw|)(x) dx. (50)
Consider the function
Ψ (λ) = 1
α(n + 1) log
α λ + logα−1 λ
and observe that
Φ(λ) = Ψ ′(λ) = 1
n + 1
1
λ
logα−1 λ + α − 1
λ
logα−2 λ > 0
for all λ > λ1 = en+1 and that
λ
1
n+1 Φ(λ) = d
dλ
(
λ
1
n+1 logα−1 λ
)
.
Multiplying both sides of (50) by Φ(λ) and integrating with respect to λ over (λ0,+∞), for
λ0 > λ1 and changing the order of integration, we get
∫
〈A(x,Dw,Dw〉λ0
〈
A(x,Dw),Dw
〉
(x)
〈A(x,Dw),Dw〉∫
λ0
Φ(λ)dλdx
 c
∫
|A(x,Dw)|qcλ0
∣∣A(x,Dw)∣∣ nqn+1 (x)
|A(x,Dw)|q∫
λ0
λ
1
n+1 Φ(λ)dλdx
+ c
∫
|Dw|pcλ0
|Dw| npn+1 (x)
|Dw|p∫
λ0
λ
1
n+1 Φ(λ)dλdx
+ c
∫
q
|G| nqn+1 (x)
|G|q∫
λ
1
n+1 Φ(λ)dλdx|G| cλ0 λ0
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∫
|Dw|pcλ0
|Dw|r (x)
|Dw|p∫
λ0
λ
1− r
p Φ(λ)dλdx
+ c
∫
|Dw|cλ0
|Dw| npn+1 (x)
|Dw|∫
λ0
λ1−
np
n+1 Φ(λ)dλdx
+ c
∫
GM(Dw)λ0
GM(Dw)
GM(Dw)∫
λ0
Φ(λ)dλdx (51)
that implies
∫
〈A(x,Dw),Dw〉λ0
〈
A(x,Dw),Dw
〉[
Ψ
(〈
A(x,Dw),Dw
〉)− Ψ (λ0)]dx
 c
∫
|A(x,Dw)|qcλ0
∣∣A(x,Dw)∣∣q logα−1∣∣A(x,Dw)∣∣q dx
+ c
∫
|Dw|pcλ0
|Dw|p logα−1 |Dw|p dx + c
∫
|G|qcλ0
|G|q logα−1 |G|q dx
+ c
∫
GM(Dw)λ0
GM(Dw)
[
Ψ
(
GM(Dw)
)− Ψ (λ0)]
and taking into account the definition of Ψ , we have
1
α
∫
〈A(x,Dw),Dw〉λ0
〈
A(x,Dw),Dw
〉
logα
〈
A(x,Dw),Dw
〉
dx
 c
∫
|A(x,Dw)|qcλ0
∣∣A(x,Dw)∣∣q logα−1∣∣A(x,Dw)∣∣q dx
+ c
∫
|Dw|pcλ0
|Dw|p logα−1 |Dw|p dx + c
∫
|G|qcλ0
|G|q logα−1 |G|q dx
+ c
α
∫
GM(Dw)λ0
GM(Dw) logα GM(Dw)
+ c
α
∫ 〈
A(x,Dw),Dw
〉
. (52)〈A(x,Dw),Dw〉λ0
M. Carozza et al. / J. Differential Equations 242 (2007) 248–268 263Now, inequality (5) and the elementary inequality
ab logα−1(ab) c(n)
β
a logα a + c(α,β,n) exp(βb)
used for a = 〈A(x,Dw),Dw〉 and b =K(x) allow us to estimate the first and the second integral
in the right-hand side of (52), thus obtaining
1
α
∫
〈A(x,Dw),Dw〉λ0
〈
A(x,Dw),Dw
〉
logα
〈
A(x,Dw),Dw
〉
dx
 c
β
∫
〈A(x,Dw),Dw〉cλ0
〈
A(x,Dw),Dw
〉
logα
〈
A(x,Dw),Dw
〉
dx
+ c
∫
|G|qcλ0
|G|q logα−1 |G|q dx + c
α
∫
GM(Dw)λ0
GM(Dw) logα GM(Dw)
+ 1
α
∫
〈A(x,Dw),Dw〉λ0
〈
A(x,Dw),Dw
〉+ c(n,α)
∫
Ω
exp(βK) dx. (53)
Now, choosing α < β
c
, we get
∫
〈A(x,Dw),Dw〉λ0
〈
A(x,Dw),Dw
〉
logα
〈
A(x,Dw),Dw
〉
dx
 c(n,α)
∫
Ω
exp(βK) dx + c
∫
|G|qcλ0
|G|q logα−1 |G|q dx
+ c
α
∫
GM(Dw)λ0
GM(Dw) logα GM(Dw)dx
+ 1
α
∫
〈A(x,Dw),Dw〉λ0
〈
A(x,Dw),Dw
〉
dx. (54)
This immediately implies that
∫
B
〈
A(x,Dw),Dw
〉
logα
〈
A(x,Dw),Dw
〉
dx
 c(n,α)
∫
B
exp(βK) dx + c
∫
B
〈
A(x,Dw),Dw
〉
dx
+ ‖G‖
Lq log
αp+1
p−1 L(B)
‖Dw‖Lp log−1 L(B) + ‖G‖q
q
αp+1
p−1
. (55)
L log L(B)
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∫
B
2
〈
A(x,Du),Du
〉
logα
(
e + 〈A(x,Du),Du〉−∫B
2
〈A(x,Du),Du〉
)
dx
 c(n,α)
(∫
B
exp(βK) dx
)
−
∫
B
2
〈
A(x,Du),Du
〉
dx
+ c‖Du˜‖p
Lp log−1 L(B) + c‖H‖
q
Lq log
αp+1
p−1 L(B)
. (56)
Finally, by the definition of H at (22) we observe that
‖H‖q
Lq log
αp+1
p−1 L(B)
 c‖Du˜‖p
Lp log−1 L(B) + ‖F‖
q
Lq log
αp+1
p−1 L(B)
. (57)
Combining (56) and (57) and using the assumption (3) we get the conclusion. 
Example. Following the lead of an example given in [17], we consider the mapping f =
(u, v) :B(0, e−γ ) ⊂R2 →R2, defined as
f (x) = x|x| log
−γ 1
|x| ,
with γ > 0. One can easily check that
|Df |2(x) = |x|−2∣∣log |x|∣∣−2γ
Setting
A(x) = 1
uxvy − uyvx
[
u2y + v2y −uxuy − vxvy
−uxuy − vxvy u2x + v2x
]
we have that
1
k(x)
|ξ |2  〈A(x)ξ, ξ 〉 k(x)|ξ |2,
for k(x) = 1
γ
log 1|x| and also that
divA(x)∇u = 0, divA(x)∇v = 0.
It is shown in [17] that the energy of the solution u is L1loc, but does not exist any α > 0 such that
it belongs to L logα L. The problem consists in the fact that the distortion functionK= k(k2 +1)
does not satisfy assumption (6) for any β > 0, when γ = 3.
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lutions is better deduced from the results in [5,12,16]. Namely, the degree of higher integrability
in our results strongly depends on the degeneracy of the problem that we fixed a priori. In other
words, we treat the problem from a different point of view with respect to the quoted results,
in which the degree of the higher integrability is fixed a priori and determines the class of the
admissible degenerating problems.
5. The degeneracy in exp(Ω)
The degeneracy of the problems we treated until here is assumed to be exponentially inte-
grable, i.e. belonging to the space EXP(Ω). It is obvious that a function f belongs to the space
EXP(Ω) if and only if
E(f ) = inf
{
λ > 0:
∫
Ω
e
|f |
λ < ∞
}
< ∞.
In particular, if g ∈ L∞(Ω) then E(g) = 0. Recall that L∞(Ω) is not a dense subspace of
EXP(Ω) and it has been proved (see [7]) that the closure of the bounded functions with re-
spect to the EXP-norm, denoted by exp(Ω), is the space of functions h such that E(h) = 0. Then
if h ∈ exp(Ω)
∫
Ω
e
|h|
λ < ∞ ∀λ > 0. (58)
The aim of this section is to analyze the regularity of solutions of Eq. (1) when the distortion func-
tion belongs to the space exp(Ω). In this case our operator A(x, ξ) is a nondegenerate p-Laplace
type operator plus a perturbation which is small with respect to the EXP-norm. More precisely, if
the distortion function K(x) ∈ exp(Ω) then for every ε > 0 there exists a function gε ∈ L∞(Ω)
such that
‖K− gε‖EXP(Ω) < ε.
Our first result is the following
Theorem 5.1. Let A(x, ξ) satisfy assumptions (2)–(4) and let the distortion function K belong to
exp(Ω). If F ∈ Lr , with r > n
p−1 , then every finite energy solution u of Eq. (1) is locally bounded
and
‖u‖L∞(B)  c|B|
1
n
− 1
r(p−1) (59)
for every ball B strictly contained in Ω .
Proof. We may argue as we did in Theorems 1.1 and 1.2 to reduce our equation to a Dirichlet
problem in a ball strictly contained in Ω . So, let us fix a ball B strictly contained in Ω and a
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u˜ = ϕq · u extended to zero in Rn \ B is a finite energy solution of the equation
divA(x,Du˜) = divH(x) (60)
where H ∈ Lr is the function defined in (22). Thanks to the assumptions on K and F we are
entitled to apply Theorem 1.2 to the solution u˜, finding that Du˜ ∈ Lp logα L and A(x,Du˜) ∈
Lq logα L, for every α > 0. Then, for α  1, Du˜ and A(x,Du˜) belong to dual Orlicz–Zygmund
classes. Following [4], we use as test function in Eq. (1) the function
w = sign(u˜)max{|u˜| − t,0}, t > 0.
Since Du = Dw a.e. on the set B(t) = {x ∈ B: |u˜(x)| > t} and Dw = 0 a.e. otherwise, then
∫
B(t)
1
k(x)
|Du˜|p dx 
∫
B(t)
〈
A(x,Du˜),Du˜
〉
dx =
∫
B(t)
〈H,Du˜〉
 1
2
∫
B(t)
1
k(x)
|Du˜|p dx + c
∫
B(t)
k(x)|H|q (61)
where we used assumption (2) and Young’s inequality. Hölder’s inequality and (61) yield
∫
B(t)
|Du˜|r ′ dx 
( ∫
B(t)
1
k(x)
|Du˜|p dx
) r′
p
( ∫
B(t)
k(x)
r′
p−r′ dx
) p−r′
p
 c
( ∫
B(t)
k(x)|H|q
) r′
p ‖k‖EXP(Ω)
∣∣B(t)∣∣ p−r′p
 c
( ∫
B(t)
|H|r
) qr′
rp
( ∫
B(t)
k(x)
r
r−q dx
) (r−q)r′
rp ∣∣B(t)∣∣ p−r′p
C
∣∣B(t)∣∣1− qr′rp (62)
where C = C(‖k‖
L
r
r−q ,‖H‖Lr ). Applying Sobolev inequality to the function w and using (62)
we get
( ∫
Ω
|w|(r ′)∗ dx
) r′
(r′)∗
 c
∫
Ω
|Dw|r ′ dx = c
∫
B(t)
|Du|r ′ dx  C∣∣B(t)∣∣1− qr′rp . (63)
Using the definition of w, we obtain for τ > t > 0
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∫
Ω
|w|(r ′)∗ dx =
∫
B(t)
∣∣|u| − t∣∣(r ′)∗ dx 
∫
B(τ )
∣∣|u| − t∣∣(r ′)∗ dx

∫
B(τ )
|τ − t |(r ′)∗ dx = |τ − t |(r ′)∗ ∣∣B(τ )∣∣. (64)
Combining (63) and (64), we get
∣∣B(τ )∣∣ C |B(t)|
(1− qr′
rp
)
(r′)∗
r′
|τ − t |(r ′)∗
for every τ and t , with τ > t > 0. Thanks to the assumption on r one can easily check that
γ = (1 − qr ′
rp
)
(r ′)∗
r ′ > 1. Thus applying Lemma 4.1 of [19] we conclude that
∣∣B(d)∣∣= 0 where d = c|B| γ−1(r′)∗
that implies
sup
B
|u| c|B|
γ−1
(r′)∗
i.e. the conclusion. 
If the distortion function belongs to exp(Ω), in the limit case p = n, our results give the
continuity of the solutions to degenerate n-Laplacian type equations with right-hand side in a
suitable Orlicz–Zygmund class. Namely, we have the following
Theorem 5.2. Let A(x, ξ) satisfy assumptions (2)–(4) with p = n and let the distortion function
K belong to exp(Ω). Let f belong to L logγ L(Ω), some γ > 1 and let u be a very weak solution
of equation
divA(x,Du) = f in Ω (65)
with Du ∈ Ln log−γ Lloc(Ω). Then we have that
u ∈
⎧⎪⎨
⎪⎩
EXP n
n−γ (Ω) if γ < n + 1,
EXPEXPn′ (Ω) if γ = n + 1,
Cb(Ω) if γ > n + 1.
(66)
Proof. Let us consider a solution F to the equation divF = f , which can be expressed explicitly
in terms of the vector Riesz potential as follows
F(x) = 1
nωn
∫
x − y
|x − y|n f (y) dy,
Ω
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potential (see [8]) we get F ∈ L nn−1 log nγn−1 −1(Ω) and
‖F‖
L
n
n−1 log
nγ
n−1 −1(Ω)
 c‖f ‖L logγ L(Ω).
Then u is a very weak solution of the equation
divA(x,Du) = divF in Ω (67)
and applying Theorems 1.1 and 1.2 for α = γ − 1, we get that Du ∈ Ln logγ−2 Lloc(Ω). The
conclusion follows easily by the Sobolev imbedding theorems in Orlicz spaces (see [8,9]). 
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