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In the Heisenberg group setting, we consider the ﬂuid jet functional∫ ∣∣∇Hn w(ξ)∣∣2 + Q (ξ)χ{|w|<1}(ξ)dξ
and we prove some density estimates for local minima. In particular, for large r, the
measure of the minimal jet in balls of radius r centered at the jet is of the order of rQ −1,
while the measure of the exterior medium is of the order of rQ , where Q = 2(n + 1) is
the homogeneous dimension. Also, we obtain that |∇Hn u(ξ)| = √Q (ξ), in a suitable weak
sense, at the free boundary ξ ∈ ∂{|u| < 1}.
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1. Introduction
In this paper, we study the functional
FΩ(w) =
∫
Ω
∣∣∇Hn w(ξ)∣∣2 + Q (ξ)χ{|w|<1}(ξ)dξ, (1)
with 0 < Qmin  Q  Qmax < +∞.
Here, Ω is an open subset of R2n+1, and χ is the characteristic function of a set, that is
χA(ξ) =
{
1 if ξ ∈ A,
0 otherwise.
Also, Hn denotes the Heisenberg group, that is R2n+1 endowed with the following group law: for every (x1, y1, t1),
(x2, y2, t2) ∈ Rn × Rn × R
(x1, y1, t1) ◦ (x2, y2, t2) =
(
x1 + x2, y1 + y2, t1 + t2 + 2(x2 · y1 − x1 · y2)
)
,
where x · y denotes the usual Euclidean inner product in Rn. This law is non-commutative, the inverse of (x, y, t) ∈ R2n+1
is (−x,−y,−t), and a group of dilations is deﬁned as follows: for every λ ∈ R+ and for every (x, y, t) ∈ R2n+1,
δλ(x, y, t) =
(
λx, λy, λ2t
)
.
We introduce the vector ﬁelds
X j = ∂x j + 2y j∂t and Y j = ∂y j − 2x j∂t, for j = 1, . . . ,n,
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∇Hn w =
n∑
j=1
(X jw)X j + (Y jw)Y j .
In general we denote as HPHn = span{X1(P ), . . . , Xn(P ), Y1(P ), . . . , Yn(P )} the horizontal vector space at P ∈ R2n+1.
It is also customary to introduce the metric 〈·,·〉P on HPHn deﬁned as that one which makes orthonormal the vectors
{X1(P ), . . . , Xn(P ), Y1(P ), . . . , Yn(P )}.
As a consequence, for every v(1), v(2) ∈HPHn , with
v( j) = v( j)1 X1 + · · · + v( j)n Xn + v( j)n+1Y1 + · · · + v( j)2n Yn, j = 1,2,
we deﬁne
〈
v(1), v(2)
〉
P =
2n∑
k=1
v(1)k v
(2)
k . (2)
In particular for every v ∈HPHn we denote
|v| =√〈v, v〉P .
The subscript P will often be omitted in the notation 〈·,·〉. Notice that
∣∣∇Hn w(P )∣∣=
√√√√ n∑
i=1
((
Xiw(P )
)2 + (Yiw(P ))2).
Moreover, whenever W =∑ni=1(Ui Xi + ViYi) is any smooth vector ﬁeld, we write
divHn W =
n∑
i=1
(XiUi + YiV i).
In the Heisenberg group framework, given (x, y, t) ∈ Rn × Rn × R, it is also standard to introduce the gauge norm∥∥(x, y, t)∥∥= g(x, y, t) = 4√(|x|2 + |y|2)2 + t2.
Also, the gauge ball Br(ξ0), of radius r > 0 and centered at ξ0, is given by
Br(ξ0) =
{
η ∈ Hn s.t. g(η−1 ◦ ξ0)< r}.
For further details on the Heisenberg group we refer to [8,12,22,23,17]. See also [11,5] for motivations and real-world
applications of the Heisenberg group. It is worth to say that the notion of the intrinsic normal in the Heisenberg group is
crucial. Indeed if u is C1 function in the classical meaning, then the vector
ν(x) = ∇Hnu(x)|∇Hnu(x)|
is the intrinsic normal vector to the surface {u = 0} at the point x ∈ {u = 0} whenever x is not characteristic for {u = 0}.
The point x is characteristic for the surface {u = 0} if x ∈ {u = 0} and the tangent space of {u = 0} at x coincides with the
vector space HxHn.
In the study of the Euclidean free boundary problems, characteristic points do not play much of a role because whenever
the free boundary is smooth the classical normal may be deﬁned. On the contrary, considering free boundary problems with
degenerate operators as in the Heisenberg group, we cannot exclude a priori that the intrinsic normal ν(x) is ill-deﬁed, even
when the free boundary is smooth and ∇u(x) 
= 0, because of the characteristic points.
The functional in (1) may be considered as the natural extension of the ﬂuid jet models of [1–4] to the subelliptic case
(the name of “ﬂuid jet model” in the title comes from this fact). A brief sketch of the physical motivation for the ﬂuid jet
model in the Euclidean case will be recalled in Appendix A, together with a connection with the anisotropic heat ﬂow.
Given an open set Ω ⊆ R2n+1, it is customary to say that u is a local minimum of FΩ if FU (u) is well deﬁned and
ﬁnite for any bounded open set U ⊂ Ω , and
FU (u)FU (u + ψ)
for any ψ ∈ C∞(U ). That is, u is a local minimum if its energy increases under compact perturbations.0
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as |u| 1 on ∂Ω . Thus, in the rest of this paper, a local minimum of FΩ will be always implicitly assumed to take value
in [−1,1].
The main purpose of this paper is to prove a density estimate for local minima of a functional arising in the Heisenberg
group (see Theorem 1 here below). For this, we recall that in [6] functionals of the type
F˜Ω(w) =
∫
Ω
∣∣∇Hn w(ξ)∣∣2 + F (ξ,w)dξ (3)
were studied, for very general “double-well” potentials F , the most common example being the Ginzburg–Landau–Allen–
Cahn potential
F (ξ,w) = Q (ξ)(1− w2)2,
with 0 < Qmin  Q  Qmax < +∞.
Some density estimates for interfaces were proved in [6]: namely, given any δ > 0, if a local minimum u in Ω satis-
ﬁes u(0) 99/100, the Lebesgue measure | · | of the interface was estimated by∣∣Br ∩ {u  9/10}∣∣ C(δ)rQ (4)
for a suitable constant C(δ) > 0 as long as r  C(δ) and Br+δ ⊆ Ω (see Theorem 1.1(ii) in [6] for further details). Above
and in the sequel, Q = 2(n + 1) denotes the natural dimension of the space (of course, no confusion arises between the
constant Q and the function Q (ξ), which are completely unrelated).
Analogously, when u(0)−99/100, the estimate in (4) is replaced by∣∣Br ∩ {u −9/10}∣∣ C(δ)rQ . (5)
The next result deals with the particular case in which F (ξ,w) = Q (ξ)χ{|w|<1}(ξ). Note that, in such case, F˜Ω in (3)
reduces to FΩ in (1). For this particular model, we show that the density estimates in (4) and (5) can be made more
precise, according to the following result:
Theorem 1. Fix δ > 0. Let u be a local minimum ofFΩ with |u(0)| < 1.
Then,
C(δ)rQ −1 
∣∣Br ∩ {|u| < 1}∣∣ c(δ)rQ −1 and
min
{∣∣Br ∩ {u = −1}∣∣, ∣∣Br ∩ {u = +1}∣∣} c(δ)rQ (6)
for suitable constants C(δ) > c(δ) > 0 as long as r  C(δ) and Br+δ ⊆ Ω .
The study of these type of geometric estimates were started in [13] in the Euclidean setting and they have very important
consequences.
For instance, by repeating the argument at the beginning of page 69 of [28], it follows from Theorem 1 that if uε is a
local minimum for the scaled functional∫
Ω
ε
∣∣∇Hn w(ξ)∣∣2 + Q (ξ)
ε
χ{|w|<1}(ξ)dξ
with uε L1loc-converging, as ε → 0+ , to a step function χE − χΩ\E , for some E ⊆ Ω , then {|uε| < 1} converges to ∂E locally
uniformly, which means that for any K Ω and for any δ > 0 there exists εK ,δ > 0 such that for any ε ∈ (0, εK ,δ) and
for any ξ ∈ {|uε| < 1} ∩K there exists η ∈ ∂E for which ‖ξ − η‖ δ.
We also remark that Theorem 1 immediately gives a strengthening of the results in [6] concerning plane-like minimizers
in periodic media in the particular case of the functional F : that is, in this case, in Theorem 1.4 of [6] the quantity δ may
be dropped and formula (1.4) there may be replaced by the following stronger one:{|uω| < 1}⊆ {ξ = (z, t) ∈ R2n × R s.t. |z · ω| M0|ω|}.
That is, in case of periodic Q (ξ), that is Q ((k,0) ◦ ξ) = Q (ξ) for any k ∈ Z2n , given any direction ω ∈ Q2n \ {0}, there exists
a locally minimizing ﬂuid jet described by uω which is contained in the slab {|z · ω|  M0|ω|} – also, such uω satisﬁes
additional geometric features as stated in (1.5), (1.6) and (1.7) of [6]. The reason for such a strengthening is simply in the
use of Theorem 1 here instead of Theorems 1.1 and 1.3 of [6] for proving Theorem 1.4 of [6].
Density estimates and uniform convergence of level sets are also very important topics in the proof of some rigidity
results (such as [29,31,35,20,30], see also [33,34] for rigidity results for ﬂuid jet models), since they allow the sliding
method to start.
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minimum satisﬁes along the free boundary. In this spirit, the following Theorem 2 may be seen as a free boundary condition
of Bernoulli type. Namely, in the Euclidean case Bernoulli’s law prescribes that the velocity is balanced by the square root
of the normalized pressure at the boundary of the ﬂuid (see (74) and (84) here and, more precisely, Theorem 2.5 of [1]),
and the next result may be seen as the analogue in the Heisenberg group case:
Theorem 2. Suppose that Q ∈ C1(Ω) with ∇Q ∈ C(Ω,R2n+1). Let u be a local minimum ofFΩ , with
∂tu ∈ L2
(
Ω ∩ {|u| < 1}). (7)
Then, ∫
Ω∩{|u|<1}
divHn
(
Q η + |∇Hnu|2η − 2〈∇Hnu, η〉∇Hnu
)= 0 (8)
for any
η =
n∑
i=1
η1,i Xi + η2,i Y i ∈ C∞0
(
Ω,H Hn
)
. (9)
Also, let κ±j > 0 be such that
1
lim
j→+∞
κ±j = 0 and {∇Hnu = 0} ∩
{
u = 1− κ+j
}= ∅ = {∇Hnu = 0} ∩ {u = −1+ κ−j }.
Then,
lim
j→+∞
∫
Ω∩∂{−1+κ−j <u<1−κ+j }
(
Q − |∇Hnu|2
)〈η,ν〉dH Q −1S = 0, (10)
where ν is the intrinsic exterior normal.
In particular, if, for some so > 0, we have that Γ := ∂{|u| < 1} ∩ Bso is a C1-hypersurface, with
lim
ξ∈Ω∩{|u|<1}
ξ→ξo
∣∣∇Hnu(ξ)∣∣ 
= 0 for any ξo ∈ Γ and
(Xu, Yu, ∂tu) ∈ C
((
Ω ∩ {|u| < 1})∪ Γ,R2n+1), (11)
then
lim
ξ∈Ω∩{|u|<1}
ξ→ξo
∣∣∇Hnu(ξ)∣∣=√Q (ξo) (12)
for any ξo ∈ Γ .
The statement of Theorem 2 may look complicated at a ﬁrst glance. The technical diﬃculty in it lies, basically, in the fact
that the free boundary ∂{|u| < 1} may be singular or characteristic somewhere and the function u may lose its regularity
when approaching it. Nevertheless, Theorem 2 gives a quite precise description on how u behaves near the free boundary,
especially when we compare Theorem 2 with the analogue in the Euclidean case (i.e., Theorem 2.5 in [1]): indeed, in the
Euclidean case, it holds that
lim
j→+∞
∫
Ω∩∂{−1+κ−j <u<1−κ+j }
(
Q − |∇u|2)η · ν dH n−1 = 0,
which means that, at least in a suitable, weak sense,
|∇u| =√Q on ∂{|u| < 1}.
In this spirit, (10) and (12) may be seen as the analogue results in the Heisenberg group.
1 We remark that the existence of κ±j is a consequence of the Sard lemma in the Heisenberg group setting, see, for instance [25,26].
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data that depends on t , one constructs minimizers that depend on t too (see Section 2, where we prove the existence of
the minima).
We think it would be nice to better understand if condition (7) is really necessary for our analysis, to further investigate
the rigidity and regularity features of the free boundary in this context, and to consider even more general sub-Riemannian
frameworks.
In any case, we consider our result as “a ﬁrst step” of the program described in [1] in order to understand the properties
of the local minima of functionals for ﬂuid jet models associated with degenerate operators.
The paper is organized as follows. In the forthcoming Section 2 we prove the existence of local minima and show that
they are Hn-harmonic away from the free boundary.
In Section 3 we check that local minima present a linear growth from the free boundary. Then, in Section 4, we prove
Theorem 1, while Theorem 2 is proved in Section 5.
2. Existence of minimizers
Proposition 3. Let Ω , Ωo be bounded domains of R2n+1 , with Ω ⊂ Ωo . Let uo : R2n+1 → [−1,1] be such thatFΩo (uo) < +∞. Let
X(Ω,uo) :=
{
u :R2n+1 → R s.t. u(x) = uo(x) for any x ∈ R2n+1 \ Ω
}
.
Then,FΩ attains its minimum on X(Ω,uo).
Proof. Let Z be the vector ﬁeld (X1, . . . , Xn, Y1, . . . , Yn).
The proof is a variation of a compactness argument in [1]: we take a minimizing sequence uk ∈ X(Ω,uo), say
FΩ(uk) inf
u∈X(Ω,uo)
FΩ(u) + 1
ek
FΩ(uo) + 1. (13)
By possibly cutting uk at levels ±1, which makes the energy decrease, we may and do suppose that
|uk| 1. (14)
Also, ∫
Ω
|Zuk|2 =
∫
Ω
∣∣∇Hnuk(ξ)∣∣2 FΩ(uo) + 1.
Thus, since uk = uo in Ωo \ Ω ,∫
Ωo
|Zuk|2 =
∫
Ωo
∣∣∇Hnuk(ξ)∣∣2 FΩo (uo) + 1. (15)
Hence, up to subsequences, vk := (Zuk) converges weakly in L2(Ωo) to some v .
Then,∫
Ω
∣∣∇Hnuk(ξ)∣∣2 = ∫
Ω
|vk|2 =
∫
Ω
(|vk − v|2 + 2vk · v − |v|2)

∫
Ω
(
2vk · v − |v|2
)
and so
lim inf
k→+∞
∫
Ω
∣∣∇Hnuk(ξ)∣∣2  ∫
Ω
(
2v · v − |v|2
)= ∫
Ω
|v|2. (16)
Moreover, by (14), (15) and the Sobolev-type compactness in the Heisenberg group (see, e.g., Corollary 3.3 in [15]), we have
that, up to subsequences, uk converges in L2(Ωo) and almost everywhere to some u .
Therefore, using (14), the dominated convergence theorem and the weak convergence of vk ,∫
Ω
v · φ = lim
k→+∞
∫
Ω
vk · φ = lim
k→+∞
∫
Ω
(Zuk) · φ
= − lim
k→+∞
∫
Ω
uk · (Zφ) = −
∫
Ω
u · (Zφ)
for any φ ∈ C∞(Ω,R2n+1).0
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lim inf
k→+∞
∫
Ω
∣∣∇Hnuk(ξ)∣∣2  ∫
Ω
|Zu|2 =
∫
Ω
|∇u|2. (17)
Now, we claim that, for almost any x ∈ Ω ,
lim inf
k→+∞
χ{|uk |<1}  χ{|u|<1}. (18)
Indeed, ﬁx x in the full measure subset of Ω of pointwise convergence of uk . If |u(x)| 1, then the right-hand side of (18)
vanishes and so (18) is obviously true. If |u(x)| < 1, then there exists k(x)  1 such that |uk(x)| < 1 for any k  k(x) and
so (18) holds in this case too.
By collecting the results in (17) and (18), and using Fatou lemma, we obtain that
lim inf
k→+∞
FΩ(uk)FΩ(u).
This and (13) imply the desired result. 
We notice that the local minima that we have just constructed are Hn-harmonic in {|u| < 1}:
Lemma 4. If u is a local minimum forFΩ , then u is Hn-harmonic in Ω ∩ {|u| < 1}.
Proof. Let ξo ∈ Ω with |u(ξo)| < 1. That is, for some δo ∈ (0,1/2), |u(ξo)|  1 − 2δo . Since u is continuous (see [27]), we
have that
Bro (ξo) ⊂ Ω ∩
{|u| < 1− δo},
for a suitable ro > 0.
Let φ ∈ C∞0 (Bro (ξo)). For any ε ∈ R with 0 < |ε| < δo/(2‖φ‖L∞(Bro (ξo))), we deﬁne uε := u + εφ. Notice that if ξ ∈ Bro (ξo),
both |u(ξ)| < 1 and |uε(ξ)| < 1. Then, since u is minimal,
0
FBro (ξo)(uε) −FBro (ξo)(u)
|ε|
=
∫
Bro (ξo)
2 signε〈∇Hnu,∇Hnφ〉 + |ε||∇Hnφ|2.
Hence, the claim follows by sending ε → 0± . 
3. Growth from the free boundary
The purpose of this section is to point out the following result, concerning the linear growth of a local minimum from
the free boundary. For this, we consider here the functional
EΩ(w) =
∫
Ω
∣∣∇Hn w(ξ)∣∣2 + Q (ξ)χ{w>0}(ξ)dξ, (19)
with 0 < Qmin  Q  Qmax < +∞. Of course, the difference between (1) and (19) lies in the phases detected by the
characteristic function.
We point out the following result:
Lemma 5. If u is a local minimum of EΩ , then it is locally Lipschitz continuous with respect to the gauge norm and for every K Ω
such that K ∩ ∂{u > 0} 
= ∅ we have
sup
K
|∇Hnu| C,
for a suitable C only depending on n, Qmin , Qmax and the distance between K and ∂Ω .
The proof of Lemma 5 follows verbatim the ones given for Lemma 3.2 and Theorem 3.3 in [18], with the following
modiﬁcations:
• The Euclidean balls get replaced by the gauge balls, as well as the Euclidean distance gets replaced by the gauge one.
• The number p in [18] is simply 2.
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• The Harnack inequality and the maximum principle are the ones in the setting of [9,10].
• Formula (3.9) in [18] may be obtained via the following one, which uses that vk is minimal and wk is Hn-harmonic:
indeed, denoting Xv = (X1v, . . . , Xnv) and Y v = (Y1v, . . . , Ynv), we have∫
B3/4
∣∣∇Hn(wk − vk)∣∣2 = ∫
B3/4
|∇Hn vk|2 +
∫
B3/4
|∇Hn wk|2 − 2
∫
B3/4
Xwk · Xvk − 2
∫
B3/4
Y wk · Y vk

∫
B3/4
|∇Hn wk|2 +
∫
B3/4
λ2kχ{wk>0}
−
∫
B3/4
λ2kχ{vk>0} +
∫
B3/4
|∇Hn wk|2 − 2
∫
B3/4
Xwk · Xvk − 2
∫
B3/4
Y wk · Y vk
= 2
∫
B3/4
Xwk · (Xwk − Xvk) + 2
∫
B3/4
Y wk · (Y wk − Y vk) +
∫
B3/4
λ2k (1− χ{vk>0})
= 2
∫
B3/4
〈∇Hn wk,∇Hn (wk − vk)〉+ ∫
B3/4
λ2k (1− χ{vk>0}) Cλ2k ,
for some C > 0 (the above λk agrees with the one deﬁned in [18], see the formula below (3.7) there, and it is the
sequence needed for the computations in (3.8) and (3.9) of [18]).
We now recall a mean value property in the Heisenberg setting.
For this, we consider the fundamental solution of Hn , that is the function
Γo(ξ) = cQ g(ξ)2−Q = cQ‖ξ‖Q −2 , (20)
where cQ > 0 is chosen in such a way that HnΓo = δ0.
We also denote, for any ξ ∈ Hn \ {0},
K (ξ) = ∣∣∇Hn g(ξ)∣∣2.
A straightforward computation gives that, writing ξ = (x, y, t) = (z, t), with (x, y) = z ∈ R2n and t ∈ R and denoting
|z| =√|x|2 + |y|2 where |x|2 = x · x and |y|2 = y · y and the internal dot is the usual Euclidean dot in Rn , we have
K (ξ) = |z|
2(|z|4 + t2)
|ξ |6 =
|z|2
|ξ |2  1. (21)
We remark that the following representation formulas hold (see formulas (1.5)–(1.10) in [7] and also [14]): for any
smooth function v on Hn , we have that
v(ξ) = Mr(v)(ξ) − Nr(Hn v)(ξ), (22)
for any ξ ∈ Hn and r > 0, where
Mr(v)(x) = mQ
rQ
∫
Br(ξ)
K
(
ξ−1 ◦ η)u(η)dη
and
Nr(w)(ξ) = mQ
rQ
r∫
0
ρQ −1
∫
|η|<ρ
w(ξ ◦ η)(‖η‖2−Q − ρ2−Q )dηdρ.
Here, mQ ,nQ are positive constants only depending on Q .
We say that a function h is Hn-subharmonic (in the weak sense) in a domain Ω if |∇Hnh| ∈ L1loc(Ω) and∫
U
〈∇Hnh,∇Hnφ〉dξ  0
for any φ ∈ C∞(U ), with φ  0 and for any bounded open U ⊂ Ω .0
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Lemma 6. If h is continuous and Hn-subharmonic in some domain U ⊆ Hn, then
h(ξ) mQ
rQ
∫
Br(ξ)
K
(
ξ−1 ◦ η)h(η)dη. (23)
If also h 0, then
h(ξ) mQ
rQ
∫
Br(ξ)
h(η)dη (24)
for any ξ ∈ Hn and any r > 0 for which Br(ξ) ⊂ Ω .
Proof. Let  > 0. Following (23) in [16], we consider a positive molliﬁer ρ ∈ C∞0 (Hn) and the intrinsic convolution
h(ξ) =
∫
Hn
h
(
η−1 ◦ ξ)ρ(η)dη.
One can easily check that h ∈ C∞(Hn) and is Hn-subharmonic, so Hnh  0. Hence, by (22), we obtain
h(ξ)
mQ
rQ
∫
Br(ξ)
K
(
ξ−1 ◦ η)h(η)dη.
Then, (23) follows by sending  to 0+ .
Finally, (24) follows from (23) and (21). 
The connection between the above remarks and the functional in (19) lies in the following observation (which may also
be seen as a counterpart of Lemma 4):
Lemma 7. If u is a local minimum for EΩ , then u is Hn-subharmonic.
Proof. Let U be a bounded open subset of Ω . Then,
+∞ > EU (u)
∫
U
|∇Hnu|2 dξ,
so |∇Hn u| ∈ L1loc(Ω).
Now, let φ ∈ C∞0 (U ), with φ  0 and  > 0. Then, χ{u−φ>0}  χ{u>0} . Hence, by the minimality of u,
0 EU (u − φ) −EU (u)
=
∫
U
2|∇Hnφ|2 − 2〈∇Hnu,∇Hnφ〉 + Q (χ{u−φ>0} − χ{u>0})dξ

∫
U
2|∇Hnφ|2 − 2〈∇Hnu,∇Hnφ〉dξ.
Dividing by  and sending  → 0+ , one sees that u is Hn-subharmonic. 
The following is a result analogous to the one proved in Lemma 3.4 of [1] in the Euclidean case. Several technical
modiﬁcations are needed here to take care of the more complicated geometry of the average integrals.
Lemma 8. For any κ ∈ (0,1/4) there exists a constant Cmin ∈ (0,1), possibly depending on κ , such that for each local minimum u of
the functional EΩ in (19) and for each ball Br ⊂ Ω the following conclusion holds:
1√
κr
sup
B√κr
u  Cmin (25)
implies u = 0 in Bκr .
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ur(ξ) = u(ξ0 ◦ δr(ξ
−1
0 ◦ ξ))
r
,
where δr(x, y, t) = (rx, ry, r2t) is the standard Heisenberg group dilation, we see that if u is a local minimum in Br(x0) then
ur is a local minimum in B1(0).
Hence we can assume that u is deﬁned in B1 = B1(0) and that (25) boils down to proving that
1√
κ
sup
B√k(0)
u  Cmin (26)
implies u = 0 in Bκ .
We deﬁne
φ
Q
R (s) = cQ
((
s
R
)2−Q
− 1
)
and
v(ξ) = Cmin
√
κ
−φQκ (√κ)
max
{−φQκ (‖ξ‖),0}.
Note that
v  u on ∂B√κ (27)
because of (26), and therefore, by the minimality of u, we have∫
B√κ
(|∇Hnu|2 + Q χ{u>0}) ∫
B√κ
(∣∣∇Hn min{u, v}∣∣2 + Q χ{min{u,v}>0}). (28)
Furthermore,
v = 0 in Bκ (29)
and so∫
B√κ
(∣∣∇Hn min{u, v}∣∣2 + Q χ{min{u,v}>0})= ∫
B√κ\Bκ
(∣∣∇Hn min{u, v}∣∣2 + Q χ{min{u,v}>0}). (30)
Therefore, from (28) and (30),∫
Bκ
(|∇Hnu|2 + Q χ{u>0})− ∫
B√κ\Bκ
(|∇Hnu|2 + Q χ{u>0})+ ∫
B√κ\Bκ
(∣∣∇Hn min{u, v}∣∣2 + Q χ{min{u,v}>0})

∫
B√κ\Bκ
(∣∣∇Hn min{u, v}∣∣2 − |∇Hnu|2)−2 ∫
B√κ\Bκ
〈∇Hn max{u − v,0},∇Hn v〉. (31)
We now denote by H Q −1S the intrinsic measure given by the (Q − 1)-dimensional spherical Hausdorff measure in the
Heisenberg group times a constant a = a(n) (see page 486 of [22], see also [23] for further details), we use the divergence
theorem (see page 487 of [22]), the fact that v is Hn-harmonic in Bκ \ B√κ , and (27) and (29) to deduce that
−
∫
B√κ\Bκ
〈∇Hn max{u − v,0},∇Hn v〉= − ∫
B√κ\Bκ
divH
(
max{u − v,0}∇Hn v
)
= −C˜κCmin
∫
B√κ\Bκ
divH
(
max{u − v,0}∇HnΓo
)
= CˆκCmin
∫
∂Bκ
u〈∇HnΓo, ν〉dH Q −1S , (32)
for some C˜κ , Cˆκ > 0, where ν is the intrinsic exterior normal of ∂Bκ (see pages 482–484 of [22]).
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Bs =
{
Γo > cQ /s
Q −2},
and so, by (iii) on page 484 of [22], we have that
ν = ∇HnΓo|∇HnΓo|
and so
〈∇HnΓo, ν〉 0. (33)
Thus, gathering the results in (31), (32) and (33), we obtain that∫
Bκ
(|∇Hnu|2 + Q χ{u>0}) CκCmin ∫
∂Bκ
u〈∇HnΓo, ν〉dH Q −1S , (34)
for an appropriate Cκ > 0.
From now on, we ﬁx s = κ/10. Since Γo is the fundamental solution,∫
Bκ\Bs
u divH(∇HnΓo) = 0. (35)
Then, we use (33) and once more the divergence theorem to obtain that∫
∂Bκ
u〈∇HnΓo, ν〉dH Q −1S =
∫
Bκ\Bs
〈∇Hnu,∇HnΓo〉 +
∫
∂Bs
u〈∇HnΓo, ν〉dH Q −1S

∫
Bκ\Bs
|∇Hnu||∇HnΓo| + sup
Bs
u
∫
∂Bs
〈∇HnΓo, ν〉dH Q −1S
 Cs
( ∫
Bκ\Bs
|∇Hnu| + sup
Bs
u
)
,
for a suitable Cs > 0.
That is, there exists ξs ∈ Bs for which∫
∂Bκ
u〈∇HnΓo, ν〉dH Q −1S  Cs
( ∫
Bκ\Bs
|∇Hnu| + u(ξs)
)
. (36)
We now exploit Lemma 7 and (24) to deduce from (36) that∫
∂Bκ
u〈∇HnΓo, ν〉dH Q −1S  C ′s
( ∫
Bκ\Bs
|∇Hnu| +
∫
Bs(ξs)
u
)
 C ′s
(∫
Bκ
(|∇Hnu| + u)), (37)
for a conveniently large constant C ′s .
On the other hand, by Cauchy inequality,∫
Bκ
(|∇Hnu| + u) ∫
Bκ
(
2|∇Hnu|χ{u>0} + uχ{u>0}
)

∫
Bκ
(|∇Hnu|2 + χ{u>0} + uχ{u>0})

(
1+ sup
Bκ
u
)∫
Bκ
(|∇Hnu|2 + χ{u>0})

(
1+ sup
Bκ
u
)(
1+ 1
Qmin
)∫ (|∇Hnu|2 + Q χ{u>0}).
Bκ
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∂Bκ
u〈∇HnΓo, ν〉dH Q −1S  C ′κ
∫
Bκ
(|∇Hnu|2 + Q χ{u>0}), (38)
for a suitable C ′κ > 0.
Hence, (34) and (38) give that∫
Bκ
(|∇Hnu|2 + Q χ{u>0}) C∗κCmin ∫
Bκ
(|∇Hnu|2 + Q χ{u>0}),
for some C∗κ > 0 and therefore, if Cmin < 1/C∗κ , we conclude that u vanishes in Bκ . 
As a consequence, we obtain:
Lemma 9. Let u be a local minimum for EΩ and Br(ξ) ⊂ Ω .
Suppose that
ξ ∈ ∂{u > 0}. (39)
Then,
sup
Br(ξ)
u  cr, (40)
for a suitable c ∈ (0,1).
Proof. We note that u cannot vanish identically in Br/100(ξ), because, from (39), we know that there are points of {u > 0}
arbitrarily close to ξ . Therefore, by Lemma 8 (applied here with κ = 1/100), we have that
1
r/10
sup
Br/10(ξ)
u > Cmin,
for a suitable Cmin ∈ (0,1), possibly depending on δ. Hence,
sup
Br(ξ)
u  sup
Br/10(ξ)
u >
Cmin
10
r. 
It is worth mentioning that Lemma 9 may be used to exclude that some u is a minimizer. For instance, let B ⊂ R2n be a
Euclidean ball, and M, κ > 0. Let Q := B × [−M,M] and, for any (x, y, t) ∈ Rn × Rn × R, deﬁne
u(x, y, t) :=
{
0 if t  0,
κt if t > 0.
Then, inﬂuenced by the Euclidean experience, one might think that u is a minimizer, at least for a suitable choice of κ . But
this is not the case, because 0 ∈ ∂{u > 0} and
sup
Br
u = u(0,0, r2)= κr2.
This is in contradiction with (40) for small r, hence u is not minimal.
4. Heisenberg-type ﬂuid jet models and proof of Theorem 1
We now consider the setting described in the statement of Theorem 1 and we use the modiﬁcation of some arguments
taken from [32].
Suppose that |u(0)| < 1 and ﬁx δ > 0, with r suitably large and Br+δ ⊆ Ω . From Theorem 1.1(i) in [6], we have that
C1(δ)r
Q −1 
∫
Br
∣∣∇Hn w(ξ)∣∣2 + Q (ξ)χ{|w|<1} dξ
for some C1(δ) > 0, and therefore
C1(δ)rQ −1
Qmin

∣∣Br ∩ {|u| < 1}∣∣ (41)
and this is one of the inequalities claimed in (6).
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there exists C2(δ) such that if r  C2(δ) then Br ∩ {|u| = 1} 
= ∅. (42)
Indeed, if Br ⊆ {|u| < 1} we would have, from (41), that
C1(δ)rQ −1
Qmin
 |Br | = C(Q )rQ
for some C(Q ) > 0, and so r  C1(δ)/(C(Q )Qmin). This proves (42).
Therefore, by (42), possibly exchanging the roles of −1 and +1, we suppose that there exists ξ− ∈ BC2(δ)+1 for which
u(ξ−) = −1. Since |u(0)| < 1, we may also suppose ξ− ∈ ∂{|u| < 1}. In particular,
Br ∩ ∂{u > −1} 
= ∅. (43)
Moreover, if −1  u < 1 in some domain U , then 1 + u is a local minimum of EU , as deﬁned in (19), so we may use
Lemma 9 for it.
In fact, the sets {u = −1} and {u = +1} are uniformly separated, since u is uniformly continuous (see [27]) and so,
by (43) and the gradient bounds of Lemma 5,
sup
Br
|∇Hnu| C(δ), (44)
for an appropriate C(δ) > 0.
We now show that
there exist C3(δ) > 0 and ξ+ ∈ BC3(δ) such that u(ξ+) = +1. (45)
To check this, we suppose that −1 u < 1 in Br(ξ¯ ), with ξ− ∈ ∂Br(ξ¯ ) and we make use of Lemma 9 (applied here to 1+u):
we obtain that
sup
Br(ξ−)
(1+ u) c(δ)r,
for a suitable c(δ) ∈ (0,1). Therefore,
sup
B2/(c(δ))(ξ−)
u  2− 1= 1,
which proves (45).
The situation we deal is thus the following: there are ξ± ∈ BC4(δ) in such a way that u(ξ±) = ±1. Therefore, by (4)
and (5),∣∣Br(ξ+) ∩ {u  9/10}∣∣ C5(δ)rQ and∣∣Br(ξ−) ∩ {u −9/10}∣∣ C5(δ)rQ . (46)
We observe that∣∣Br \ Br(ξ±)∣∣+ ∣∣Br(ξ±) \ Br∣∣ C6(δ)rQ −1, (47)
since |ξ±| C4(δ).
As a consequence of (46) and (47), we obtain that
min
{∣∣Br ∩ {u  9/10}∣∣, ∣∣Br ∩ {u −9/10}∣∣} C7(δ)rQ , (48)
provided that r is conveniently large.
Let now
ar = 1|Br |
∫
Br
u.
We claim that∫
Br
|u − ar | C8(δ)rQ . (49)
Indeed, if ar  0, then
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Br
|u − ar |
∫
Br∩{u9/10}
|u − ar |
∫
Br∩{u9/10}
(u − ar) 9
10
∣∣Br ∩ {u  9/10}∣∣
and (49) follows from (48).
On the other hand, if ar  0,∫
Br
|ar − u|
∫
Br∩{u−9/10}
|ar − u|
∫
Br∩{u−9/10}
(ar − u) 9
10
∣∣Br ∩ {u −9/10}∣∣,
and (49) follows again from (48). The above estimates prove (49).
From (49) and Poincaré inequality (see [24,21,17]),
C8(δ)r
Q −1  1
r
∫
Br
|u − ar | C˜
∫
Br
|∇Hnu| = C˜
∫
Br∩{|u|<1}
|∇Hnu|,
for some constant C˜ . This and (44) give that
C9(δ)r
Q −1 
∣∣Br ∩ {|u| < 1}∣∣,
which is another of the estimates claimed in (6).
We now prove the last inequality claimed in (6). For this scope, we employ (41) and (48) to conclude that
C7(δ)r
Q 
∣∣Br ∩ {u  9/10}∣∣

∣∣Br ∩ {u > −1}∣∣

∣∣Br ∩ {|u| < 1}∣∣+ ∣∣Br ∩ {u = +1}∣∣
 C1(δ)r
Q −1
Qmin
+ ∣∣Br ∩ {u = +1}∣∣.
Therefore,∣∣Br ∩ {u = +1}∣∣ C(δ)rQ , (50)
for large r.
Analogously, one sees that∣∣Br ∩ {u = −1}∣∣ C(δ)rQ , (51)
and so the last claim in (6) follows from (50) and (51).
This ends the proof of Theorem 1.
5. Free boundary prescriptions and proof of Theorem 2
If η is as in (9), we write
η⊥ :=
n∑
i=1
η2,i Xi − η1,i Y i . (52)
Also, we introduce the following notation, for any a 0. If gε : Ω → R is a sequence of functions, we say that gε = o(εa) if
gε ∈ L1(Ω) and lim
ε→0+
ε−a
∫
Ω
gε(ξ)dξ = 0. (53)
If sε ∈ R is a sequence, we say that sε = o(εa) if
lim
ε→0+
ε−asε = 0.
We observe that ∂{−1+ κ−j < u < 1− κ+j } is a smooth set, on which
ν = ∇Hnu|∇Hnu|
and therefore
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We write
η1 := (η1,1, . . . , η1,n), η2 := (η2,1, . . . , η2,n),
and we take, for any ξ = (x, y, t) ∈ Ω and any small ε 
= 0 the transformation
ϑε(ξ) := ξ ◦
(
εη1(ξ), εη2(ξ),0
)−1
. (55)
That is,
ϑε(x, y, t) = (x, y, t) − ε
(
η1(x, y, t),η2(x, y, t),2
(
η1(x, y, t) · y − η2(x, y, t) · x
))
. (56)
Notice that ϑε is a diffeomorphism of Ω , so we deﬁne its inverse by τε := ϑ−1ε . By (55), we have that, for any
ξ = (x, y, t) ∈ Ω ,
τε(ξ) = ξ ◦
(
εη1
(
τε(ξ)
)
, εη2
(
τε(ξ)
)
,0
)
,
that is
τε(x, y, t) = (x, y, t) + ε
(
η1
(
τε(x, y, t)
)
, η2
(
τε(x, y, t)
)
,2
(
η1
(
τε(x, y, t)
) · y − η2(τε(x, y, t)) · x)). (57)
Also, due to (56), the Jacobian of τ−1ε (i.e., of θε) may be written as∣∣det Dτ−1ε ∣∣= 1− ε divHn η + o(ε), (58)
where D := (∂x1 , . . . , ∂xn , ∂y1 , . . . , ∂yn , ∂t) = (∂x, ∂y, ∂t).
We deﬁne
uε(ξ) := u
(
τε(ξ)
)
.
Let us perform some estimates on the potential energy. For this, we remark that, using (56), for any ξ = (x, y, t) ∈ Ω ,
Q
(
τ−1ε (ξ)
)= Q (ξ) − ε∂xQ (ξ) · η1(ξ) − ε∂y Q (ξ) · η2(ξ) − 2ε∂t Q (ξ)(η1(ξ) · y − η2(ξ) · x)+ o(ε)
= Q (ξ) − ε〈∇Hn Q (ξ),η(ξ)〉+ o(ε)
= Q (ξ) − ε divHn
(
Q (ξ)η(ξ)
)+ εQ (ξ)divHn η(ξ) + o(ε).
Therefore, using (58) and the change of variables μ := τε(ξ),∫
Ω
Q (ξ)χ(−1,1)
(
uε(ξ)
)
dξ =
∫
Ω
Q
(
τ−1ε (μ)
)
χ(−1,1)
(
u(μ)
)∣∣det Dτ−1ε (μ)∣∣dμ
=
∫
Ω∩{|u|<1}
(
Q (μ) − ε divHn
(
Q (μ)η(μ)
)+ εQ (μ)divHn η(μ))
× (1− ε divHn η(μ))dμ + o(ε)
=
∫
Ω∩{|u|<1}
Q (μ)dμ − ε
∫
Ω∩{|u|<1}
divHn
(
Q (μ)η(μ)
)
dμ + o(ε). (59)
Now, we estimate the gradient term: we remark that this kind of estimates are more delicate than the potential ones since
u is not smooth across ∂{|u| < 1}, so no asymptotic for u is directly available, and a long, careful computation will be
needed to overcome such a diﬃculty.
We use the notation
Z = (Z1, . . . , Z2n) := (X1, . . . , Xn, Y1, . . . , Yn)
and we observe that, in Ω ∩ {|u| < 1},
(Z j Zi − Zi Z j)u =
⎧⎨⎩
−4∂tu if j  n and i = j + n,
4∂tu if i  n and j = i + n,
0 otherwise.
As a consequence, in Ω ∩ {|u| < 1},
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i, j=1
Ziuη j(Z j Zi − Zi Z j)u = 4∂tu(Xu · η2 − Yu · η1) = 4∂tu
〈∇Hnu, η⊥〉, (60)
where the notation in (52) has been used. On the other hand, in Ω ∩ {|u| < 1}, the fact that u is Hn-harmonic (recall
Lemma 4) gives that
divHn
(|∇Hnu|2η − 2〈∇Hnu, η〉∇Hnu)− |∇Hnu|2 divHn η
= 〈∇Hn |∇Hnu|2, η〉− 2〈∇Hn 〈∇Hnu, η〉,∇Hnu〉
= 2
2n∑
i, j=1
Ziuη j(Z j Zi − Zi Z j)u − 2
2n∑
i=1
〈∇Hnu, Ziη〉Ziu.
From this and (60),
divHn
(|∇Hnu|2η − 2〈∇Hnu, η〉∇Hnu)− |∇Hnu|2 divHn η
= 8∂tu
〈∇Hnu, η⊥〉− 2 2n∑
i=1
〈∇Hnu, Ziη〉Ziu (61)
in Ω ∩ {|u| < 1}.
Now, if ξ = (x, y, t) ∈ Ω and ξε = (xε, yε, tε) = τε(ξ), we make use of (57) to see that
x− xε = −εη1
(
τε(x, y, t)
)
and y − yε = −εη2
(
τε(x, y, t)
)
and that
Xiτε(ξ) = (ei,0,2yi)
+ ε(Xi(η1(τε(ξ))), Xi(η2(τε(ξ))),2(Xi(η1(τε(ξ))) · y − Xi(η2(τε(ξ))) · x))
− 2ε(0,0, η2,i(τε(ξ)))
= (ei,0,2yε,i)
+ ε(Xi(η1(τε(ξ))), Xi(η2(τε(ξ))),2(Xi(η1(τε(ξ))) · yε − Xi(η2(τε(ξ))) · xε))
− 4ε(0,0, η2,i(τε(ξ)))+ ε2(0,0,R1(ξ)),
for a suitable R1 ∈ L∞(Ω), where ei is the ith vector of the standard Euclidean base of Rn , for i = 1, . . . ,n (and 0 is here
the zero vector of Rn).
Consequently, denoting by ∇ := (∂x1 , . . . , ∂xn , ∂y1 , . . . , ∂yn , ∂t) = (∂x, ∂y, ∂t) the Euclidean gradient and by · the standard
Euclidean product (not to be confused with 〈·,·〉, deﬁned in (2)), for any ξ ∈ Ω ∩ {|uε| < 1} (i.e., τε(ξ) ∈ Ω ∩ {|u| < 1}), we
have that
∇u(τε(ξ)) · Xiτε(ξ) = Xiu(τε(ξ))+ ε[〈∇Hnu(τε(ξ)), Xi(η(τε(ξ)))〉− 4∂tu(τε(ξ))η2,i(τε(ξ))]
+ ε2∂tu
(
τε(ξ)
)
R1(ξ). (62)
Also,
Xi
(
η
(
τε(ξ)
))= Xiη(τε(ξ))+ εR2(ξ), (63)
for a suitable R2 ∈ L∞(Ω).
Making use of (62) and (63), and recalling (7) and Lemma 5,
∇u(τε(ξ)) · Xiτε(ξ) = Xiu(τε(ξ))+ ε[〈∇Hnu(τε(ξ)), Xiη(τε(ξ))〉− 4∂tu(τε(ξ))η2,i(τε(ξ))]+ ε2R3(ξ),
for a suitable R3 ∈ L2(Ω).
Accordingly,
Xiuε(ξ) = Xi
(
u
(
τε(ξ)
))
= ∇u(τε(ξ)) · Xiτε(ξ)
= Xiu
(
τε(ξ)
)+ ε[〈∇Hnu(τε(ξ)), Xiη(τε(ξ))〉− 4∂tu(τε(ξ))η2,i(τε(ξ))]+ ε2R3(ξ). (64)
By (7) and Lemma 5, we also have that the map
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lies in L2(Ω), and so (64) becomes∣∣Xiuε(ξ)∣∣2 − ∣∣Xiu(τε(ξ))∣∣2
= 2ε[〈∇Hnu(τε(ξ)), Xiη(τε(ξ))〉Xiu(τε(ξ))− 4∂tu(τε(ξ))Xiu(τε(ξ))η2,i(τε(ξ))]+ ε2R4(ξ)
for a suitable R4 ∈ L1(Ω), i.e., in the notation given by (53),∣∣Xiuε(ξ)∣∣2 − ∣∣Xiu(τε(ξ))∣∣2
= 2ε[〈∇Hnu(τε(ξ)), Xiη(τε(ξ))〉Xiu(τε(ξ))− 4∂tu(τε(ξ))Xiu(τε(ξ))η2,i(τε(ξ))]+ o(ε), (65)
for any ξ ∈ Ω ∩ {|uε| < 1}.
A similar computation, with some careful analysis of the signs, gives that∣∣Yiuε(ξ)∣∣2 − ∣∣Yiu(τε(ξ))∣∣2
= 2ε[〈∇Hnu(τε(ξ)), Yiη(τε(ξ))〉Yiu(τε(ξ))+ 4∂tu(τε(ξ))Yiu(τε(ξ))η1,i(τε(ξ))]+ o(ε), (66)
for any ξ ∈ Ω ∩ {|uε| < 1}.
By summing up (65) and (66), we obtain∣∣∇Hnuε(ξ)∣∣2 − ∣∣∇Hnu(τε(ξ))∣∣2
= 2ε
[
2n∑
i=1
〈∇Hnu(τε(ξ)), Ziη(τε(ξ))〉Ziu(τε(ξ))− 4∂tu(τε(ξ))〈∇Hnu(τε(ξ)), η⊥(τε(ξ))〉
]
+ o(ε), (67)
for any ξ ∈ Ω ∩ {|uε| < 1}.
Taking μ := τε(ξ) ∈ Ω ∩ {|u| < 1}, we write (67) as∣∣∇Hnuε(τ−1ε (μ))∣∣2 − ∣∣∇Hnu(μ)∣∣2
= 2ε
[
2n∑
i=1
〈∇Hnu(μ), Ziη(μ)〉Ziu(μ) − 4∂tu(μ)〈∇Hnu(μ),η⊥(μ)〉
]
+ o(ε). (68)
In particular,∣∣∇Hnuε(τ−1ε (μ))∣∣2 = ∣∣∇Hnu(μ)∣∣2 + o(1)
for any μ ∈ Ω ∩ {|u| < 1}.
As a consequence, recalling (58),∫
Ω∩{|uε |<1}
∣∣∇Hnuε(ξ)∣∣2 dξ = ∫
Ω∩{|u|<1}
∣∣∇Hnuε(τ−1ε (μ))∣∣2∣∣det Dτ−1ε (μ)∣∣dμ
=
∫
Ω∩{|u|<1}
∣∣∇Hnuε(τ−1ε (μ))∣∣2 − ε∣∣∇Hnu(μ)∣∣2 divHn η(μ)dμ + o(ε). (69)
By exploiting (68) and (69) (and using now ξ and μ as mute variables of integration if needed), we obtain
1
ε
[∫
Ω
∣∣∇Hnuε(ξ)∣∣2 dξ − ∫
Ω
∣∣∇Hnu(ξ)∣∣2 dξ]
= 1
ε
[ ∫
Ω∩{|uε |<1}
∣∣∇Hnuε(ξ)∣∣2 dξ − ∫
Ω∩{|u|<1}
∣∣∇Hnu(μ)∣∣2 dμ]
=
∫
Ω∩{|u|<1}
2
[
2n∑
i=1
〈∇Hnu(μ), Ziη(μ)〉Ziu(μ) − 4∂tu(μ)〈∇Hnu(μ),η⊥(μ)〉
]
− ∣∣∇Hnu(μ)∣∣2 divHn η(μ)dμ + o(1).
Accordingly, making use of (61),
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ε
[∫
Ω
∣∣∇Hnuε(ξ)∣∣2 dξ − ∫
Ω
∣∣∇Hnu(ξ)∣∣2 dξ]
= −
∫
Ω∩{|u|<1}
divHn
(∣∣∇Hnu(μ)∣∣2η(μ) − 2〈∇Hnu(μ),η(μ)〉∇Hnu(μ))dμ + o(1). (70)
Now, we use the minimality of u, from which
FΩ(uε) −FΩ(u) 0.
Dividing this inequality by ε, taking alternatively ε > 0 and ε < 0, and then sending ε → 0, the computations in (59) and
(70) give that
0=
∫
Ω∩{|u|<1}
divHn
(
Q (μ)η(μ) + ∣∣∇Hnu(μ)∣∣2η(μ) − 2〈∇Hnu(μ),η(μ)〉∇Hnu(μ))dμ,
hence (8).
Consequently, using the divergence theorem (see page 487 of [22]),
0= lim
j→+∞
∫
Ω∩{−1+κ−j <u<1−κ+j }
divHn
(
Q (μ)η(μ) + ∣∣∇Hnu(μ)∣∣2η(μ)
− 2〈∇Hnu(μ),η(μ)〉∇Hnu(μ))dμ
= lim
j→+∞
∫
Ω∩∂{−1+κ−j <u<1−κ+j }
〈
Q (μ)η(μ) + ∣∣∇Hnu(μ)∣∣2η(μ)
− 2〈∇Hnu(μ),η(μ)〉∇Hnu(μ),ν〉dH Q −1S (μ)
= lim
j→+∞
∫
Ω∩∂{−1+κ−j <u<1−κ+j }
Q 〈η,ν〉 + |∇Hnu|2〈η,ν〉
− 2〈∇Hnu, η〉〈∇Hnu, ν〉dH Q −1S .
This and (54) imply (10).
Now, we prove (12). For this, we observe that u can be smoothly extended across Γ , i.e. there exists u˜ : Bso → R with
(Xu˜, Y u˜, ∂t u˜) ∈ C(Bso ,R2n+1) such that u˜(ξ) = u(ξ) if ξ ∈ {|u| < 1} (see, e.g., page 729 of [34] for an explicit construction),
so that (11) gives that
∇Hn u˜(ξ) 
= 0
for any ξ in a suitably small neighborhood N ⊆ Ω ∩ Bso such that Γ ⊂ N . In particular
ν(ξ) = ∇Hn u˜(ξ)|∇Hn u˜(ξ)| for any ξ ∈ N.
So, we take an arbitrary φ ∈ C∞0 (N) and we set
η(ξ) := ν(ξ)φ(ξ).
Then, using the divergence theorem as above, formula (8) translates into∫
Γ
(
Q − |∇Hn u˜|2
)〈η,ν〉dH Q −1S = 0,
which implies (12), thus completing the proof of Theorem 2.
Remark 10. We observe that a different diffeomorphism could be chosen in (55), i.e. one could choose a domain perturba-
tion only in the last coordinate, such as
ϑε(x, y, t) := (x, y, t) − ε
(
0,0, φ(x, y, t)
)
,
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with φ ∈ C∞0 (Ω). This would give a version of Theorem 2 in a mixed Heisenberg and Euclidean setting, in the sense that,
under the appropriate integrability conditions, one would obtain that
0= lim
j→+∞
2
∫
Ω∩∂{−1+κ−j <u<1−κ+j }
∂tu|∇Hnu|φ dH Q −1S
−
∫
Ω∩∂{−1+κ−j <u<1−κ+j }
(|∇Hnu|2 + Q )φνE2n+1 dH 2n, (71)
where ν E = (ν E1 , . . . , ν E2n+1) := ∇u/|∇u| is the Euclidean normal to the level set. This may be interpreted as
2∂tu|∇Hnu|dH Q −1S =
(|∇Hnu|2 + Q ) ∂tu|∇u| dH 2n (72)
along the free boundary. This prescription, for our taste, is not really different from the one obtained in Theorem 2, since if
we interpret Theorem 2 as saying that |∇Hn u| = √Q along ∂{|u| < 1} and we write the coarea change of variable, see [22],
dH Q −1S = |∇Hn u|/|∇u|dH 2n , we see that Theorem 2 and (71) are formally the same (but we prefer the formulation of
Theorem 2 because it is more intrinsic).
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Appendix A. Physical motivation for the ﬂuid jet model
We now consider an ideal ﬂuid in the plane and we show that it satisﬁes (see Fig. 1)
u = 0 in {|u| < 1}, (73)
and that,
|∇u| =√Q . (74)
This is the physical motivation for JΩ . We take an ideal ﬂuid jet occupying a region W ⊂ R2. We suppose that no
gravitation is involved. The ideal ﬂuid is homogeneous and it has uniform density equal to ρ .
As a consequence, since ideal ﬂuids are incompressible, the continuity equation gives that
ρ div(v) = div(ρv) = 0, (75)
where v(x) is the velocity of the particle of the ﬂuid at the point x ∈ W .
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v= ∇Ψ, (76)
for a suitable potential Ψ .
From (75) and (76), it follows that
Ψ = 0, (77)
and so the differential form ω = Ψy dx−Ψx dy is closed, hence exact, in the plane. Therefore, ω = dU for some function U ,
that is
Ψx = −Uy and Ψy =Ux. (78)
By (77) and (78),
Uxx +Uyy = (Ψy)x − (Ψx)y = 0. (79)
Also, from (76) and (78),
|v| = |∇Ψ | = |∇U |.
Therefore, from Bernoulli’s law,
|∇U |2
2
+ p
ρ
= |v|
2
2
+ p
ρ
is constant along the streamlines of the ﬂuid,
where p is the pressure.
In particular, on the two streamlines at the boundary of the ﬂuid,
|∇U | =
√
2
(
c − p
ρ
)
on ∂W , (80)
for a suitable c.
Also, if we denote by x(t) the trajectory at time t on the streamline of the ﬂuid, we have that v(x(t)) = x˙(t), and
d
dt
U
(
x(t)
)= 〈∇U (x(t)),v(x(t))〉= 〈(Ux,Uy), (Ψx,Ψy)〉x(t)
= 〈(Ux,Uy), (−Uy,Ux)〉x(t) = 0, (81)
thanks to (76) and (78).
Then, (81) says that
U is constant along the streamlines. (82)
In particular, the two boundaries of the ﬂuid are parameterized by two values of the function U , say a and b, that is
∂W = {U = a} ∪ {U = b}. (83)
Then, if a 
= b, we can deﬁne
u(x) = 2
b − a
(
U (x) − a)− 1.
Then, from (82), u is constant along the streamlines. Also, (83) gives that ∂W = {u = ±1}, and, by (80),
|∇u| = 2
b − a
√
2
(
c − p
ρ
)
on ∂W . (84)
Finally, from (79),
u = 0 in W . (85)
Thus, (84) and (85) say that the ﬂuid jet stream function u satisﬁes (73) and (74).
This relates the functional JΩ to the physical model of ideal jets of ﬂuid. Therefore, the functional in (1) may be seen
as the Heisenberg analogue of JΩ , in which the Newtonian (i.e., Euclidean) differential structure underneath (75) and (76)
is replaced by the non-commutative differential structure surfacing in the Heisenberg group.
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Another physical motivation for the problem studied here surfaces from the study of the heat ﬂow, according to the
interpretation given on page 44 of [19]: in this case, u is the temperature (or the chemical concentration) in a (possibly
unbounded) smooth region Ω ⊂ R3. If we take a subregion V ⊂ Ω , which is smooth and with exterior normal ν , the Fourier
ansatz is that the rate of change of u in V is balanced by the net ﬂux through ∂V , with the ﬂux F proportional to the
temperature gradient, i.e. denoting by τ the time variable,
d
dτ
∫
V
u =
∫
∂V
F · ν,
with
F = A∇u.
Hence,
uτ = div F = div(A∇u) in Ω. (86)
The stationary case consists in taking solutions of (86) independent of τ , i.e., the temperature of any given point of the
region does not change in time: then (86) becomes
div(A∇u) = 0 in Ω. (87)
Particularly interesting solutions of (87) are the ones that stay at a given constant temperature on any connected portion
of ∂Ω and for which the size of the two-dimensional projection of the ﬂux through ∂Ω is prescribed, say, to be equal to
some
√
Q . If, for instance, Ω is a region contained between two graphs ∂−Ω and ∂+Ω , one can ﬁx two given temperatures
(say, −1 and +1) on the two portions of ∂Ω = ∂−Ω ∪ ∂+Ω . Also, if we write A∇u = (v1, v2, v3), we obtain, projecting the
ﬂux on the plane x, y:
u = ±1 on ∂±Ω, and∣∣(v1, v2)∣∣=√Q on ∂Ω. (88)
While the standard heat equation is derived by taking A := I , it is also interesting to consider cases in which A is not
constant. If we endow R3 with coordinates (x, y, t) and we choose A to be the matrix( 1 0 2y
0 1 −2x
2y −2x 4(x2 + y2)
)
,
we have that
A∇u = (ux + 2yut,uy − 2xut,2yux − 2xuy + 4(x2 + y2)ut),
hence
(v1, v2) = (Xu, Yu).
This says that∣∣(v1, v2)∣∣= |∇H1u|
and so (88) becomes
u = ±1 on ∂±Ω, and
|∇H1u| =
√
Q on ∂Ω.
Moreover,
div(A∇u) = H1u,
so (87) reduces to
H1u = 0 in Ω.
This may be seen as a further motivation for the problem studied here, in the perspective of stationary solutions of
anisotropic diffusion equations.
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