Abstract. The fingerprint-based wireless local area network (WLAN) positioning has gained significant interest in recent years. Indoor localization methods based on WLAN and RSS with advantage of low cost are most widely used. In this paper, we propose an improved indoor positioning method based on Affinity Propagation (AP) algorithm to obtain better accuracy: k coordinate points measured through KNN algorithm at the stage of orientation are clustered through Affinity Propagation (AP) algorithm into the largest cluster whose center node serves as the ultimate coordinate point. Experimental results conducted in the real environments show that our proposed algorithm can obtain improvement of the mean error distance of 18.68% and 34.72%, compared with the KNN method and traditional NN method, respectively.
At present, indoor localization mainly includes positioning of wireless electric wave and ultrasonic wave, A-GPS [1] positioning, the optical track positioning [2] and also the positioning based on signal intensity [3] . With the rapid development of wireless local area network, it has covered every corner of our life. Meanwhile, its related positioning technology and applications constantly come to forth, among which indoor positioning method based on Wireless Local Area Network (WLAN) and signal intensity has attracted wide attention due to its low cost and wide coverage.
Local-based service (LBS) [4] is a kind of distributed computing application which provides services based on user's location. It aims to provide targeted services for users according to their location information. LBS is of great practical value for it has a great application room in facilitating people's lives. For example, LBS can help users to look for underground parking place and assist them to berth. It can help warehouse keepers to look for stored goods in large warehouses. In the field of medical care, it can provide the specific location of medical workers and also medical equipment, safeguard the seniors and prevent children loss.
The indoor localization based on Wireless Fidelity (WIFI) can realize positioning through present WLAN without extra hardware equipment and other configuration. If in the case of absent or unusable WLAN, to build a WLAN equipment requires little cost and time, in other words, it's simple and rapid to build a WLAN. Due to the wide coverage of WLAN, it can satisfy the need of positioning in indoor environment with relatively large room. The RADAR [5] system put forward by Bahl al is the earliest indoor positioning system which applies the technology of WIFI indoor positioning. The RADAR system adopted nearest neighbor (NN) algorithm [6] to position. On the basis of the RADAR system, later researchers conducted localization and optimization in a comprehensive way. At present, the k nearest neighbor algorithm (KNN) [7] was mainly adopted in the indoor localization, but multiple obstacles and disturbances in real environment requires that the positioning accuracy should be further improved in the KNN positioning algorithm.
The paper, by analyzing and studying the status quo of indoor location, presents an improved location algorithm to solve the problem of low accuracy of the indoor positioning system, namely, the algorithm based on affinity propagation. This algorithm is testified to improve location accuracy through experimentation and tests in real environment.
Preliminary knowledge

NN
The NN algorithm means nearest neighbor. Specifically speaking, in the feature space, a sample falls in the same category with its nearest sample and both share the same attributes. Therefore, features of a given sample can be predicted and described according to its nearest sample. Find the nearest is equivalent to find it.
KNN
KNN: k nearest neighbor algorithm is one of the simplest methods in data mining and differential counting. KNN means k nearest neighbors, and each sample can be represented by its k nearest neighbors. The core of the KNN algorithm is that if most of k nearest neighbors of a sample in the feature space fall in the same category, this sample belongs to this category and shares the same property. In terms of determining classification, this method determines the category of a given sample only according to the category of its nearest one sample or several samples. In determining category, the KNN method is only related with extremely few nearest samples. The KNN method is more suitable for category crossing or overly redundant samples since it mainly relies on surrounding and limited nearest samples without determining class field. According to the theory of KNN algorithm, we can get k RPs within the most effective distance, the coordinate of Test Point [8] (TP) is estimated to be the center of k RPs. According to the NN algorithm, the nearest RP is the estimated location value of TP.
AP
AP: Affinity Propagation [9] (AP) is a kind of clustering algorithm. It conducts clustering according to the similarity among N data points. These similarities can be symmetrical which means that two data points share the same similarity between each other (for example, Euclidean distance); they can also be unsymmetrical, which means that the similarity is not equivalent between two data points. These similarities altogether comprise the matrix S of N×N (N means N data points). The AP algorithm is unnecessary to predestine the clustering number, instead, it makes all data points as the latent clustering center which is called exemplar. The numerical value s(k, k) on the diagonal line of the matrix S is the criterion which determines whether point k can become the clustering center. Therefore, the larger this numerical value is, the more possible that this point will become the clustering center, and the numerical value is also called p (preference). The number of clusters is influenced by p, and if it is proposed that every data point may be the clustering center, p should have the same numerical value. If the input average value of similarity is chosen as p, the number of clusters is medium. If the minimum value is chosen, we can get relatively few clusters. The AP algorithm won't stop updating attraction degree and membership grade through iteration until m high-quality exemplars are produced and extra data points are distributed within the relevant cluster.
Specific steps of the improved algorithm
The framework of the indoor positioning algorithm that we put forward is presented in the figure1. This algorithm comprises two phases: (1) Offline phase, during which we collected the signal intensity in a certain location of the fixed area and then build storage of database. (2) Online phase of positioning. During this period, we got k coordinates by calculating samples and data collected in the first phase into Euclidean distance, and then cluster these coordinates with (AP) algorithm. Finally, through clustering we got the biggest cluster whose central coordinate was the ultimate positioning result. 
In the database table, M stands for the number of reference points, N stands for the number of access points. In the real experiment, we chose five access points, and from each referent coordinate, we've collected signal number for ten times. RSS ij mu , the average value of signal intensity of each access point is regarded as the signal intensity of each access point of this reference point.
Online phase
During the online phase, firstly we used phone to collect the most updated RSS j u of the j th access point in the location of user. The following is the Euclidean distance R i of signal intensity between RSS u and each coordinate of database table. 
To obtain reference points
RSS ij here is the sampling value of signal intensity (RSS) of the j th access point in the i th reference point (RP), RSS j u is the j th real-time sampling value of RSS of access point [10] . Then all values of Euclidean distance is sorted in ascending order. The first one is the Euclidean distance of the nearest neighbor, whose corresponding coordinate is the result of nearest neighbor positioning. The former k data points is arranged as where1<k<m. The result of these k coordinates through KNN algorithm is the positioning result of KNN.
Clustering of reference point
K signal intensity is clustered through AP algorithm. Firstly we build the matrix with k steps, in which s(i,j) is the Euclidean distance between the i th signal intensity and the j th signal intensity, and i ≠j i=1,2,…,K; j=1,2,…,K. The mid-value of the matrix is the reference degree p. During the clustering, The RP i will send responsible message to each candidate cluster center RP j ,so as to transmit the accumulated fitness value to the clustering center of RP j of the chosen RP i . If all potential clustering centers j th of RP i are taken into consideration, we can get the following formula:
Where a(i, j) is the availability message, as defined in Equation (5). Meanwhile, the self-responsibility r(i,i) itself is defined, which means that the input mid-value reference degree of similarity decides the clustering number. 
To iterate the clustering process
In the above paragraph, we have known that information is transmitted among adjacent reference points till the best clustering center is searched out. When updating the messages, it is very important to damp them in order to avoid the vibration of data value under some circumstances. Every piece of information is set as λ times of the previous iterated value plus 1-λ times of prescribed and updated value with the damp ranging from 0 to 1. Each iteration comprises three steps: (1) updating responsibilities through the Eq. (7); (2) updating availabilities through the Eq. (8); integrating responsibilities and defining clustering center through the Eq.(9). In our experiment, this process is lasted until the clustering center did not change after ten iterations or constant iterations exceeded 600 times.
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Environment and result of the experiment
The experiment environment are two linked working office rooms. Given that the floor is 0.6 meter square, we decided to set the distance of adjacent data coordinates collected during the offline stage as 0.6 meter. Our equipment is a Lenovo desktop which acted as the server and run the server-side script, a Huawei phone that run client program. During the offline stage, we used phone to collect signal intensity for ten times at each coordinate and then timely upload them to the server. The server will preprocess collected signal intensity and choose the average value as the final signal intensity to be stored in the database. Finally we have collected 320 coordinates in two experiment rooms whose length and width is x and y respectively.
We used phone to make real-time test and worked out the positioning result through NN, KNN and AP clustering algorithm. In order to make experiment result more accurate, we finally tested 50 sampling points. The line chart which describes positioning errors of each algorithm is presented at Figure 2 . (The result is based on the condition that k=7) Figure 2 .Experiment results Through statistics, we've found that KNN and AP clustering algorithm is more accurate than NN. Besides, 60% of AP clustering positioning are more accurate than KNN, and the average error optimization is more than 10% with positioning errors more concentrated.
Due to great fluctuations caused by the multipath effect of signal and error disturbances, positioning accuracy of the NN algorithm is not very desirable in every aspect. As the improved algorithm of NN, KNN optimized disturbances in the experiments at all points, thus getting a more desirable result. Since the final result of KNN is based on distance, the center of k results calculated by distance and results based on other rules are indeed prior to single result. As these k results that we achieved are all error points, we should find the error point which more close to the unknown final result and is more similar to the coordinate of the final result. Our AP clustering algorithm is based on only information similarity of the fingerprint positioning algorithm to position. Among k results, we've found the corresponding coordinate of signal intensity that is more similar to the signal intensity collected during the online positioning stage. The experiment result of AP clustering positioning is more superior to KNN on the condition that K ranges from 5 to 11. When k is 7 (In the experiment, we've tested various values of k with obvious optimization. Here, we've chosen 7 to demonstrate our experiment result), specific statistics is presented at Table2. According to the experiment result, AP clustering algorithm, as an improved positioning technology, has less average errors, smaller fluctuations of positioning errors and greater stability than NN and KNN.
Conclusion
We have put forward a kind of improved positioning technology based on affinity propagation algorithm. For affinity propagation algorithm, its clustering is more representative, and the accuracy of its clustering center as the positioning result is practical theoretically. The affinity propagation algorithm clusters signal intensity of each coordinate by treating them as vectors and eliminates points with smaller similarity, which is more reasonable than traditional way of eliminating points of relatively large deviations in terms of distance. In real experiment, compared with traditional positioning algorithm such as NN and KNN, this algorithm is improved in positioning accuracy. However, our experiment environment is set at traditional office rooms without other occasions being tested and analyzed through this algorithm. Therefore, in the future work, the author will constantly improve this algorithm so as to adapt to more complex environment.
