Density Functional Theory (DFT) has become the quasi-standard for ab-initio simulations for a wide range of applications. While the intrinsic cubic scaling of DFT was for a long time limiting the accessible system size to some hundred atoms, the recent progress with respect to linear scaling DFT methods has allowed to tackle problems that are larger by many orders of magnitudes. However, as these linear scaling methods were developed for insulators, they cannot, in general, be straightforwardly applied to metals, as a finite temperature is needed to ensure locality of the density matrix. In this paper we show that, once finite electronic temperature is employed, the linear scaling version of the BigDFT code is able to exploit this locality to provide a computational treatment that scales linearly with respect to the number of atoms of a metallic system. We provide prototype examples based on bulk Tungsten, which plays a key role in finding safe and long-lasting materials for Fusion Reactors. We believe that such an approach might help in opening the path towards novel approaches for investigating the electronic structure of such materials, in particular when large supercells are required.
I. INTRODUCTION
One of the big challenges towards the use of Fusion as a source of clean and safe energy is the design of appropriate reactor components. During the past years, Tungsten-based materials have emerged as very promising candidates, thanks to their high melting point, high thermal conductivity, low coefficient of thermal expansion, high sputtering threshold energy, low tritium retention and low neutron activation 1 . These materials will sustain high radiation levels which will produce defects that alter their mechanical and transport properties. Understanding the nature of these defects, such as their atomic structure as well as electronic and magnetic properties, is fundamental to build predictive models of microstructure evolution under irradiation. In this quest, first principles calculations have been crucial to elucidate the properties and characteristics of the smallest defects, single self-interstitials and vacancies 2,3 . But up to now, only clusters with just a few defects can be studied with these methods.
Over the past decades Kohn-Sham (KS) Density Functional Theory 4,5 (DFT) has become the most popular method for first principles quantum mechanical calculations thanks to the good balance between precision and efficiency offered by this approach. In particular, DFT offers a much better scaling with respect to the system size compared to other ab-initio approaches. More precisely, the computational cost scales as the third power of the number of Kohn-Sham orbitals, i.e. it is O(N 3 ). Nevertheless, this inherent cubic scaling still limits the accessible system sizes to some hundred atoms, and routine DFT calculations are usually only done in this regime. Fortunately, it is still possible to reduce the cubic complexity of DFT calculation by using so-called linear scaling approaches 6, 7 , meaning that doubling the number of atoms in a system leads to a computation time that is only twice as large. The foundation of the linear scaling approaches lies in the locality of the density matrix F (r, r ′ ). The so-called nearsightedness principle 8 states that the properties of the density matrix at a point r depend only on points r ′ in a localized region around r, and indeed it can be shown that the matrix elements F (r, r ′ ) decay exponentially with the distance |r − r ′ | for insulators and metals at finite temperatures 9-13 . Since the density matrix is enough to completely describe a quantum mechanical system, this allows to eventually reach a DFT algorithm that scales linearly with system size.
These theoretical foundations have led to a large variety of approaches to perform linear scaling DFT calculations 14-30 ; an overview over linear scaling methods can be found in Refs. 6 and 7. Together with the steadily increasing capacity of today's supercomputers, this has led to various DFT codes that exhibit such a linear scaling algorithm, as for instance ONETEP or BigDFT [42] [43] [44] ; an overview of popular electronic structure codes and methods for large scale calculations can be found in Ref. 45 .
However, these various implementations of linear scaling DFT are usually only applied to systems exhibiting a finite gap, and abundant demonstrations for metallic systems are missing. Still there are a few examples of reduced scaling methods for metals in the literature 46 . With respect to ONETEP, a recent implementation based on a direct free energy minimization technique allows to perform calculations for metallic systems, thereby reducing the computational workload 47 . In OPENMX, there is an implementation of a divide-andconquer approach within a Krylov subspace that allows to perform linear scaling calculations for metals; however the method seems to require a careful tuning before it can be applied to large systems 41 . Furthermore it has been shown that the approach by Suryanarayana et. al.
48 , which calculates the electronic charge density and the total energy directly by performing Gauss quadratures over the spectrum of the Hamiltonian and in this way is capable to reach a linear complexity, also works for metallic systems 49 . These pioneering examples demonstrate that, even if their application is possible, reduced scaling approaches for large metallic systems have to be considered under a different perspective. As for such systems the number of degrees of freedom is very large and the electronic structure is complicated, first-principles calculation become a useful tool only when complementing other approaches, like for instance force fields, which are unable to provide quantum-mechanical information. When such kind of information is required, like for example when studying the arrangement of electrons close to a defective region, investigation techniques like the ones presented above are or utmost importance.
In this paper we report on the capabilities of BigDFT to perform reduced and eventually also linear scaling calculations for a metallic system at finite temperature. Whereas previous publications have highlighted in detail the accuracy, efficiency and linear scaling capabilities of this code for systems with a finite HOMO-LUMO gap 43, 44 , metals have so far not been considered. In this paper we demonstrate that the basic algorithm of BigDFT remains stable also for systems with vanishing gap and thus allows to routinely perform accurate linear scaling calculation for large metallic systems without the need of additional adjustments. As specific example we have chosen Tungsten due to its relevance for finding safe and long-lasting materials for fusion reactors.
The outline of this paper is as follows: In Sec. II we focus on the theoretical background, with Sec. II A summarizing the principles of the linear scaling version of BigDFT, and Sec. II B discussing how BigDFT can mitigate the challenges arising for metallic systems. In Sec. III we then present numerical results, with Sec. III A demonstrating the precision that we obtain with the linear scaling version of BigDFT and Sec. III B showing various performance figures.
II. THEORY A. Overview of the algorithm
The detailed implementation of the linear scaling algorithm of BigDFT has been presented in detail in Refs. 43 and 44. Here we will give a brief overview over the most important concepts.
The central quantity on which the algorithm is based, namely the density matrix, is represented in a separable way via a set of localized and adaptive basis functions {φ α (r)}, from now on also called "support functions", as
where the matrix K denotes the "density kernel". From this expression we can easily get the electronic charge density as ρ(r) = F (r, r) and use it for the construction of the Kohn-Sham Hamiltonian,
where the Kohn-Sham potential
contains the Hartree and exchange-correlation potential, and V P SP denotes the pseudopotential 50 that is used to describe the union of the nuclei and core electrons. This Hamiltonian operator gives rise to the Hamiltonian matrix H, defined as
which can then be used to determine a new density kernel; methods to do so will be discussed later.
In order to obtain a linear scaling behavior, it is necessary to employ a set of localized support functions that eventually lead to sparse matrices. What distinguishes BigDFT from other similar approaches is the special set of localized support functions that it uses. These are expanded in an underlying basis set of Daubechies wavelets 51 and are optimized in-situ. Daubechies wavelets offer the outstanding property of being at the same time orthogonal, systematic and exhibiting compact support. The in-situ optimization, together with an imposed approximative orthonormality, results in a set of quasi-systematic support functions offering a very high precision. This allows to work with a minimal set of support functions, meaning that only very few functions per atom are necessary to obtain a very high accuracy. Obviously, this in-situ optimization comes at some cost compared to an approach working with a fixed set of non-optimized support functions. However, in the latter case we would require a much larger set to obtain the same precision 52 , and all matrix operations in the subspace of the support functions, whose scaling is cubic in the worst case, would become considerably more costly. Apart from that, the use of a minimal basis set also has additional advantages, as for instance an easy and accurate fragment identification and associated population analysis for large systems 52 , which can be used for a reliable effective electrostatic embedding 53 .
B. Advantages of BigDFT for metallic systems
DFT calculations for metallic systems are a challenging task. Due to the non-zero density of states at the Fermi energy, the occupation of the eigenstates around that energy value can easily jump between occupied and empty during the self-consistency cycle, leading to a phenomenon called "charge sloshing". A solution to this problem is to introduce a finite electronic temperature, leading to the grand-canonical extension of DFT as derived by Mermin 54 . In such a setup, the occupations are smoothed out around the Fermi level and the selfconsistency cycle becomes more stable.
In the context of linear scaling approaches, the introduction of a finite temperature has the additional advantage that it intensifies the decay properties of the density matrix, as mentioned in Sec. I, and thus justifies the exploitation of the nearsightedness principle. Nevertheless, linear scaling calculations for metals remain very challenging. First of all, the used electronic temperatures must not be too large -otherwise one would change the physics in a too drastic way -and thus the density matrix decays much slower compared to finite gap systems. Moreover, the vanishing gap complicates the calculation of the density kernel. In BigDFT, we use for this task the CheSS library 55 -one of the building-blocks of the BigDFT program suite -that offers several different solvers. In the Fermi Operator Expansion (FOE) method 14,15 , which is the linear scaling solver available within CheSS, one has to approximate the function that assigns the occupation numbers -typically the Fermi function -with Chebyshev polynomials. Obviously this method is most efficient if the degree of the polynomial expansion is small. This is the case if first the spectral width of the involved matrices is very small, and second if the Fermi function that must be approximated with the polynomials is smooth. Unfortunately the latter condition is violated for metals, since -even when using a small finite temperature -the Fermi function that must be approximated exhibits a sharp drop at the Fermi energy and we thus have to approximate a rather step-like function. As a consequence, it is questionable whether the FOE method can be used in practice for calculations with metals.
Fortunately it turns out that the special properties of the support functions used by BigDFT lead to such a small spectral width that FOE can still be used for metallic systems. In Fig. 1 we show the density of states for the 11x11x11 supercell of body centered cubic (bcc) Tungsten, containing 2662 atoms. As can be seen, the spectral width is even smaller than the default [−1, 1] interval for the Chebyshev polynomials. In this way the polynomial degree required to accurately represent the Fermi function can be kept reasonably small even for metallic systems.
This small spectral width is a direct consequence of two concurrent elements. First of all, the usage of PSP helps by eliminating the need for the treatments of core electrons whilst smoothening the behavior of the valence KS orbitals close to the nuclei. The second important point is the special way in which BigDFT optimizes the support functions. As is explained in more detail in Ref. 43 , a confining potential is used in order to properly localize the support functions during the optimization, and this confinement also seems to help in reducing the spectral width. In Fig. 2 we show the polynomial degree used by CheSS as function of the temperature for two sets of atomic orbitals. Both were obtained by solving the Schrödinger equation for the isolated atom within the pseudopotential approach, but in one case we additionally added the confining potential. In this latter setup, the resulting set of atomic orbitals exhibits a much smaller spectral width (36.7 eV) compared to the case without confinement (186.4 eV), leading to much smaller polynomial degrees.
Nevertheless it is important to note that FOE, even though it can be used very efficiently within BigDFT, is an O(N ) method designed for very large systems.
For intermediate system size, alternative solvers within CheSS, such as diagonalization using LA-PACK 56 /ScaLAPACK 57 or PEXSI 58 , might thus be more efficient. The first method does not exploit the sparsity of the matrices and thus exhibits a cubic scaling, whereas the second one scales as O(N ), O(N 3/2 ) and O(N 2 ) for one-, two-and three-dimensional systems, respectively. Still, FOE is the method of choice in the limit of very large systems since it is the only solver which scales strictly linearly with system size.
III. TESTS AND CONSIDERATIONS
In order to demonstrate the accuracy and performance of the linear scaling version of BigDFT for metallic systems, we focus on one specific system, namely bcc Tungsten. All runs were performed using a grid spacing of at most 0.38 atomic units, the exchange-correlation part was described by the PBE functional 59 , and the Krack HGH pseudopotential 60 was used. As we are interested in systems requiring the usage of very large supercells, we did not considered k-points in our calculations. Nevertheless, we still choose as test-bed for our approach a bulk-like system that can be easily simulated via k-points and small supercells, in order to verify the accuracy of our linear scaling approach.
A. Accuracy of the linear scaling version
Energy versus volume
As a first test we demonstrate that the linear scaling version can accurately calculate the equation of state relating energy and volume. To this end, we scaled the lattice vectors of the Tungsten system by ±4% around its equilibrium value. We compare four different setups: (1)/(2) the linear scaling version of BigDFT using a 9x9x9 supercell (containing 1458 atoms) and no k-points, using as solver both diagonalization (DIAG) and FOE; (3) the cubic scaling version of BigDFT using the 2-atoms unit cell and a 9x9x9 k-point mesh; (4) the same setup as (3), but run with the Abinit code [61] [62] [63] [64] . In Fig. 3 we compare the energy-vs-volume curves for all four setups. In the same figure we also show, for all four setups, the variation of the pressure as a function of the volume. As can bee seen from this test, the linear scaling approach correctly determines the optimal lattice parameter.
Density of states
As a second test we compare the density of states (DoS) in order to verify that the electronic structure is correctly described. In Fig. 3 we compare the DoS of the reference calculation with the cubic version of BigDFT and the one obtained with the linear version with diagonalization. As can be seen, both setups yield an identical DoS for the occupied states. For the unoccupied ones, the linear version of BigDFT shows some deviations. However, this is not surprising, since the optimization of the support functions only takes into account the occupied states, and a good accuracy can thus only be expected for the latter. However, as shown in Ref. 65 it is possible to include extra states in the optimization of the support functions in case that the user is interested in low-energy conduction states. Overall, we see that, thanks to the in-situ optimization of the support functions, the linear scaling version of BigDFT is able to correctly reproduce the electronic structure of a metallic system.
B. Performance

Scaling with system size
As anticipated, we expect that DFT calculations of metallic systems at large scales will be time-consuming compared to similar simulations for insulators. In Fig. 5 we show the total runtime as a function of the number of atoms in the system, going from the 4x4x4 supercell (128 atoms) up to the 12x12x12 supercell (3456 atoms). As can be seen, each of the three approaches that we compare -cubic, linear with diagonalization and linear with FOE -is characterized by a typical system size at which the method outperforms the other ones. For the small systems, the cubic approach is clearly the fastest one. Above about 500 atoms, the linear approach using diagonalization becomes the method of choice, since the cubic scaling of the diagonalization exhibits a rather small prefactor. For system sizes beyond about 1000 atoms, however, this cubic scaling starts to become a dominant part, and thus the truly linear scaling approach with FOE becomes the fastest option.
Considerations about the computational cost
We have demonstrated that the linear scaling version of BigDFT can offer an unbiased and unconstrained description of metallic systems and is thus capable of yielding results that are of the same quality as those of a tra- The FOE operations to construct the density kernel take a little less than 40% of the overall walltime.
ditional cubic scaling approach. However, the inspection of the overall walltime clearly shows that the application to metals is much heavier compared to insulators. Considering the CPU-minutes per atom, which can be used as a metric to quantify the computational workload for O(N ) codes 44 , and comparing with values obtained for systems such as organic molecules of light atoms, reveals that the latter run up to two order of magnitude faster (!) on the same platform.
Nonetheless, this behavior is not related to the absence of a gap, but is due to the the unbiased nature of the description, which requires support functions optimized in-situ. The reasons for this claim are explained in the following. In Fig. 6 we show the percentage of the time spent in the different sections of the code for the FOE runs of Fig. 5 . We see that about 40% of the time is spent in the application of the KS Hamiltonian, 40% in the determination of the density matrix and some 20% in communications, and this over a wide range of number of atoms. All these calculations converged in about 15 iterations of the combined self-consistent optimization of the support functions and the density kernel. This fact shows, on the one hand, that FOE calculations of the kernel are not necessarily a bottleneck, even when higher polynomial degrees are needed, i.e. systems without a gap can be calculated efficiently with our method. On the other hand, it will be of much interest to work with pre-optimized basis functions that exhibit a similar accuracy, in the same spirit as the fragment-based approach that has been employed using molecular fragments with BigDFT 65, 66 ; this would provide results in only one (instead of 15) iterations and therefore lead to calculations running more than one order of magnitude faster. Work is ongoing in this direction.
IV. CONCLUSIONS AND OUTLOOK
In this work we have demonstrated, by applying our code BigDFT to the case of large Tungsten systems, that it is possible to perform accurate and efficient linear scaling DFT calculations for metals with this code. Even though the linear scaling version of BigDFT was designed -as most other codes -for insulating systems, the obtained performance -considering also the very high accuracy of the resulting description -for metallic systems is excellent. We have shown that the results obtained with the linear scaling version of BigDFT are of equal quality as those obtained with traditional cubic scaling approaches, but the reduced scaling allows to tackle much larger systems. The crossover point between the cubic and linear scaling treatment lies at about 500 atoms.
Thanks to these achievements, the possibility of addressing the challenge of unbiased first-principles investigation for systems with such a large degree of complexity opens up new interesting opportunities, as now more realistic conditions, like for instance lower concentrations of supercell defects, can be considered. Nevertheless it has to be pointed out that, despite the very good performance offered by our approach, calculations like the one presented remain extremely challenging from a firstprinciples point of view. Therefore, exploiting the full potential of quantum-mechanical investigations of metallic systems at such sizes will only be possible if they are considered as complementary investigation techniques alongside other approaches at this scale. 
