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Almtract~In  this Imper, we consider the numerical solution of a boundary value problem (BVP) 
by the multiple shooting teeh.lque, using Runge-Kutta (RK) methods for the integration of the 
usociated initial value problems (IVP). A special RK method, with minimum computational cost per 
step, k designed with the purpo~ of saving Jacobian evaluatimm in the integration of the variational 
equation. Finally, some numerical experiments are presented showing a sul~tantial reduction in the 
number d Jacoblan evaluatimm. 
1. INTRODUCTION 
Let the following nonlinear two-point boundary value problem 
y'(g) = f(t, y(t)), t • [a, b], 
g(~(,,), y(b)) = O, 
(1.1a) 
(1.1b) 
be given, with y, f,  g • r and f ,  g sufficiently smooth. We assume the existence of an isolated 
solution of (1.1) in the sense defined by [1]. 
It is well known that in parallel shooting [1-5], the interval [a,b] is subdivided by a mesh 
a - tx < t2 < . . .  < tN+,  ---- b. For each i, let us denote the solution of the IVP 
Y'Ct) =/ ( t ,  Y(O), i = 1,.. . ,  N, 
v(t+) = 8~, t • ( t~,t~+l) ,  (1.2) 
by y~(t, s~). The n x N parameters 
• " = 
must be chosen so that the functions p+(t, si), i = 1, . . . ,  N can be put together in order to obtain 
a continuous function satisfying the boundary conditions. 
These requirements can be formulated as the problem of finding s • R "xN such that 
F(,) = / as -  y~(t3;82) 
18N -- YN-I(~N; BN-1) ---~ O. (1.3) 
L O(S,,yN(b;SN)) 
Let s k be the Newton iteration for solving (1.3) by the damped Newton's method 
,~+, = ,~ _ ~ (F'(,~)) -~ F(,~), 
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where A~ E (0, I] is the damping factor used in the k-iteration. The Jacobian matrix F'(s) is of 
the form 
"-Yl(t2) I 
-Y,(t.) I 
".o 
--YN-I(tN) I 
Ba B~YN(b) 
F'(s) - (1.4) 
where l~(t) -" l~(t;ti, si) is the n x n fundamental solution of the linearized problem defined by 
Y/(O = JdOYdt), t e (t~,t,+~), (1.5) 
I~(t , )  = I,  i = 1 , . . . ,N ,  
with J i(t)= ~(t,y(t,s,)), Ba - ~(u,v),  Bb = ~(u,v) and u = Sl, v--yN(b;SN). 
From the foregoing analysis, we see the need of integrating both IVP's (1.2) and (1.5) in order 
to compute the elements of F(s) and F'(s); this requires lengthy computation. 
Usually (see [6]), the classical technique is to consider the IVP of dimension + n 2 given in 
matrix form by 
U' = F(t, U), (1.6a) 
u(tz) = 
with 
U = (y, YI,. . . ,Y'~) G R nx(n+O, 
F(t, U) (f($, Of 
(1.6b) 
where y l , . . .  ,yN, y i  E R n are the n columns of the variational Equation (1.5) and to apply a 
numerical integrator, e.g., an RK method to (1.6a). 
In a previous paper [7], a procedure has been proposed for integrating the IVP's (1.2), (1.5). 
That procedure was intended to replace Jacohian evaluations using two different RK methods. 
In Section 2, we give an efficient companion RK method of fifth order and six stages by taking 
as main integrator for (1.2) the RK method CMR7(5) [8], which is a RK pair of orders 7 and 5 
with 9 stages. This companion method requires only 3 Jacobian evaluations per step. In Section 
3, an implementation f the multiple shooting method has been carded out, comparing our results 
with those obtained by the code DBVPMS of the library IMSL, and showing that the number 
of Jacobian evaluations required by the new technique is about 30% of the number of function 
evaluations. 
2. A F IFTH-ORDER RK METHOD FOR THE INTEGRATION OF 
THE VARIATIONAL EQUATION 
In [7], the author proposed the following algorithm to integrate (1.5): 
(1) We advance the integration of (1.2) from tt to ta + h, obtaining 9z÷1 at the point ta + h by 
an s stage RK method of order p. 
(2) If the step is accepted, we construct a continuous RK [9], denoted by p~(t), of order p~(< p). 
(3) With another RK method of order q and s ~ stages, specially designed for finear equations 
with variable coefficients [10], we integrate the variational Equation (1.5). 
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The stages to be computed in step (3) are: 
Of  (tI,pz(t,)) Yt, Gl =-~p 
Of (tt -{- e2h,pt(tt + c2h)) (]~ + h a2l GI), G2 = 
G, = -~v (t~ + cih, pa 
j=l 
$I 
j----1 
{ - -  3 ,  • • • ~ 8'~ 
(2.1) 
On  the other hand, it is well known that the local error of a RK  method can be written as 
e(tt+~) = Y(t t  + h;tz)  - Ys+, = 
hp(T) 
pO')>* 
where r denotes a rooted tree of order p(r), the vector Fs(r) G R n is the elementary differential 
associated with z at the point (ta, Ya) and the scalar C(r) is the corresponding weight. It must 
be remarked that C(r) depends only on the parameters of the RK formula. 
So, we axe interested in the construction of special RK methods (not embedded pairs) to inte- 
grate (1.5) with minimum computational cost, but taking into account hat the main integrator 
has order 7, we choose for the companion one order q - 5 with s' - 6 stages and with as many 
equal coefficients dis as possible. The selection of the order for the companion formula is taken 
q - 5 since less accurate results are acceptable for the variational equation, because its solution 
is just used to adjust parameters in (1.2). 
Symbolizing the RK method by the tableau 
c A 
b T 
let us use the assumptions 
bTA = b T - (b.c) T, (2.2a) 
.4 c = c2/2 - (cI/2) e2, (2.2b) 
b2 = 0, (2.2c)  
in searching for such methods. Obviously, the last equation of (2.2a) implies ce -- 1, so that the 
last evaluation of the Jacobian matrix in a step can be re-nsed in the following step. From (2.1), a 
good option could be to take c2 - ca, c4 - c5 and evaluate only three times per step the Jacobian 
matrix. Using (2.2), the only order conditions to obtain fifth order are 
bTcJ = 1 
(j+ 1)' 
bT(Ac2.c ) _ 1 
15' 
bT ( Ae2.c) -" O. 
j -  0, . . . ,4,  
(2.3) 
Operating with (2.3) we arrive at a family of RK methods with four free parameters 7 = 
(c2, c4, a42, bs). 
130 L.  R~NDEZ 
One way of choosing the free parameters would be to make the principal truncation error term 
(PTET) as small as possible. Minimizing the expression of the Euclidean orm of the PTET 
IITelh = C( r )  ~ , 
p s 
(2.4) 
where C(r) are the coefficients of the elementary differential of sixth order, a good option for 7 
5-  v~ -4  
c2 --- ca = 10 , a42-- "~-, 
5+v~ 1 
c4=c5-  10 ' b5 =~,  
is given by 
with HTo[[2 = 7.32 x 10 -4. The method in Butcher's notation is 
0 
s-qg 
10 
5+,/g 
lO 
5-I-v~ 
lO 
1 
10 
5-qi 5-q'~ 
20 20 
_ ,~ _4 
lo  3 
is,/Z !~-15,/~ 
120 144 ,B-I 
4 2 
ss+ev~ 
30 
- ,~ ~ 
2 
5 0 is 1 1 1 
3. NUMERICAL EXPERIMENTS 
We have implemented a multiple shooting code following closely the ideas given in [2] for the 
damped Newton's method using a stable linear solver based on a special Gaussian elimination for 
the matrix (1.4). Also, for the simultaneous numerical integration of the IVP's (1.2) and (1.5), 
we have chosen the CMR7(5) and the new RK method given in the above section, respectively. 
In our program, the initial damping factor for the damped Newton's method has been taken as 
A0 - 0.1 and the iteration continues until the residual is less than 10 -7. The comparisons have 
been done with the code DBVPMS of the IMSL library. This code uses as integrator a RK pair 
of orders 6 and 5 with 8 stages per step [11]. 
The computations were carried out on a VAX-station 3100 computer in double precision with 
tolerances 10 -2i, i - 1,... ,5. 
As a first example, consider the BVP 
y" ( t )  = yS(t)  - (1 + sin 2 t) sint, t 6 (0, lr) 
y(0) = ~(~) = 0, 
given as an example in the user's manual of the library IMSL with the exact solution y(t) - sin(t). 
Considering the numerical solution on a mesh with N - 6 shooting points, and the initial 
approximation yo(t)  -- 0, t E [0, lr], the results obtained with our code and are shown in Table 1, 
where 
error = m.ax Hy(ti) - Yi[[oo. 
! 
The second example is the well known Troesch's problem [2-5] 
~"(t) = ,  shC,y(~)), t • (0, 1) 
y(o) = 0, y(1) = 1, 
which describes the confinement of a plasma column by radiation pressure. This problem was 
solved on a equidistant mesh with several values of N for p - 1 and/~ = 5. In this example, we 
take the initial approximation yo(t)  = 0, V t • [0, 1]. 
TOL 
10-2 
10--4 
10-6 
10-s 
10-1o 
Nfcn 
1540 
1556 
1962 
3336 
6119 
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Table 1. 
Nfcn NJac 
NJac error 
IMSL IMSL 
550 2.80 -- 09 2304 2200 
553 2.80 -- 09 2319 2215 
637 4.20 -- 09 2499 2372 
1102 4.88- I I  3523 3301 
2032 6 .24-  13 6270 5847 
error 
IMSL 
8.85 - 08 
8.85 - 08 
8.80-- 08 
1.00 -- 08 
4 .67-  11 
131 
TOL 
10-2 
10--4 
lO-S 
10-s  
10-1o 
Table 2. ~ ---- I ,  N -- I I .  
Nfcn 
Nfca NJac 
IMSL 
1400 500 16104 
1400 500 16104 
1400 500 16104 
1400 500 16104 
1400 500 16136 
NJac 
IMSL 
16000 
16000 
16000 
16000 
16000 
Table 3. ~ = 5, N -- 16. 
Nfcn NJac 
TOL Nfcn NJac 
IMSL IMSL 
10 -2  3360 1200 18179 18075 
10 -4 3424 1212 18956 18829 
10 -6 3793 1272 20827 20589 
10 -6 4455 1446 29466 29078 
10 -1° 6031 2046 49417 39801 
4. CONCLUSIONS 
It is not easy to compare the performance of our code and the DBVPMS because several 
aspects of the implementation are different, e.g., the choice of damping factor Ak, . . . .  However, 
our main aim is to show the important reduction in the number of Jacobian evaluations while 
the global error obtained is of secondary interest. 
From the above tables it may be concluded that for non-linear BVP, the new RK method 
developed in Section 2 seems to be very efficient o integrate the variational equation; the ratio 
of the number of Jacobian evaluations to the number of function evaluations i about 0.3 in our 
code while in the DBVPMS is near unity. 
On the other hand, in Example 2 the number of function evaluations of the code DBVPMS 
is very large. We have examined this example and have found that these large values of Nfcn 
and NJac are due to the instability in solving the linear system in each iteration of Newton's 
method. Recall that the DBVPMS code uses the compactification algorithm and it suffers from 
instability, much like the single shooting method [2]. 
Also, the computational cost in the integration of (1.5) in matrix--matrix multiplications i
reduced, since with the classical technique [6] using the CMRT(5) it is about 9 n s flops while with 
the new ItK it is 6 n 8 flops. 
Finally, other possibilities to evaluate the Jacobian matrix can be used if we work with other 
RK methods. So, for a main integrator like the DOPKI5(4)7FM [12], we can use as companion 
formula the classical RK method or the England method [13] of order 4 and 4 stages with 2 
evaluations per step of Jacobian matrix. 
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