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ON THE GLOBAL WELLPOSEDNESS OF THE KLEIN-GORDON
EQUATION FOR INITIAL DATA IN MODULATION SPACES.
L. CHAICHENETS AND N. PATTAKOS
Abstract. We prove global wellposedness of the Klein-Gordon equation with power non-
linearity |u|α−1u, where α ∈
[
1, d
d−2
]
, in dimension d ≥ 3 with initial data in M1p,p′(R
d)×
Mp,p′(R
d) for p sufficiently close to 2. The proof is an application of the high-low method
described by Bourgain in [1] where the Klein-Gordon equation is studied in one dimension
with cubic nonlinearity for initial data in Sobolev spaces.
1. Introduction and Main Results
We are interested in the following Cauchy problem
(1)


utt(t, x)−∆u(t, x) + u+ |u|α−1u = 0,
u(0, x) = φ(x),
ut(0, x) = ψ(x),
with initial data in modulation spaces M sp,q(R
d)×M s−1p,q (Rd) (see Definition 3). Before we
state our main results let us mention that equation (1) plays a fundamental role in the
study of the kinematics of relativistic particles (see [18]) and has been studied extensively,
see e.g. [3], [10], [11], [12], [13], [14], [19], [20], [17] and [24]. This selection is far from
exhaustive and we refer the interested reader to the references cited in the previously
mentioned papers. The Cauchy problem (1) is globally wellposed in H1(Rd)× L2(Rd) for
energy subcritical nonlinearities, i.e.
(2) 1 ≤ α < 1 + 4
d− 2 ,
and we have the following theorem from [9, Proposition 3.2]
Theorem 1. Let t0 ∈ R and (φ,ψ) ∈ H1(Rd) × L2(Rd). Then, equation (1) has a
unique global solution u in L∞loc(R,H
1(Rd)) with u(t0) = φ, ∂tu(t0) = ψ. In addition,
u ∈ C(R,H1(Rd)) ∩ C1(R, L2(Rd)) and satisfies the energy conservation
(3) E(u(t), ∂tu(t)) = E(φ,ψ),
Date: October 17, 2019.
c©2019 by the authors. Faithful reproduction of this article, in its entirety, by any means is permitted
for noncommercial purposes.
2010 Mathematics Subject Classification. 35A01, 35A02, 35L70.
Key words and phrases. Klein-Gordon equation, modulation spaces, global wellposedness, high-low fre-
quency decomposition method.
1
2 L. Chaichenets and N. Pattakos
where the energy is defined as
(4) E(φ,ψ) = ‖ψ‖2L2(Rd) + ‖φ‖2H1(Rd) +
1
α+ 1
‖φ‖α+1
Lα+1(Rd)
.
Let us mention that the solution to the linear Klein-Gordon equation
(5)


utt(t, x)−∆u(t, x) + u = F (t, x),
u(0, x) = φ(x),
ut(0, x) = ψ(x),
is formally given by the formula
(6) u(t, x) = K ′(t)φ(x) +K(t)ψ(x) +
ˆ t
0
K(t− τ)F (τ, x) dτ,
where
(7) K(t) =
sin t(I −∆) 12
(I −∆) 12
and K ′(t) = cos t(I −∆) 12 .
Notice that the (semi-)group given by
(8) K(t) =
(
K ′(t) K(t)
(∆− Id)K(t) K ′(t)
)
∀t ∈ R
is isometric on H1(Rd)× L2(Rd) with the domain of its generator being
D = H2(Rd)×H1(Rd).
Next, we need the following definition of admissible pairs for the Klein-Gordon equation
from [16, Definition 6.3.1]:
Definition 2. We say that the pair (q, r) ∈ [2,∞]× [2,∞) is (wave-)admissible if
(9)
1
q
+
d− 1
2r
≤ d− 1
4
.
We will denote by qa(r) = q the unique solution of the gap condition
(10)
1
q
+
d
r
=
d
2
− 1.
Our goal is to study (1) for initial data in modulation spaces, whose definition is given
below.
Definition 3. Consider s ∈ R and p, q ∈ [1,∞]. We say that a distribution f ∈ S′(Rd)
belongs to the Banach space M sp,q(R
d) if
(11) ‖f‖Msp,q =
∥∥∥{〈k〉s‖kf‖p}
k∈Zd
∥∥∥
lq(Zd)
<∞,
where 〈k〉 = (1 + |k|2) 12 is the Japanese bracket and the operators k are the isometric
decomposition operators given by
(12) k = F−1σkF ,
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and {σk(·) = σ0(· − k)}k∈Zd is a smooth partition of unity with σ0 supported in the ball
B(0,
√
d) and equal to 1 in the unit cube Q = [−12 , 12)d.
These spaces first appeared in [7] and since then they have become canonical for both
time-frequency and phase-space analysis. It can be proved that different choices of the
function σ0 lead to equivalent norms in M
s
p,q(R
d) (see e.g. [4, Proposition 2.9] and [23,
Proposition 3.4]). When s = 0 we denote the space M0p,q(R
d) by Mp,q(R
d). In the special
case where p = q = 2 we have M s2,2(R
d) = Hs(Rd) where
(13) Hs(Rd) =
{
f ∈ S′(Rd)
∣∣∣ ‖f‖Hs(Rd) = (
ˆ
Rd
〈ξ〉2s|fˆ(ξ)|2dξ
) 1
2
<∞
}
.
Every time we write ‖f‖p or ‖f‖Lp we mean the usual p-norms in the Lebesgue spaces
Lp(Rd). In addition, for a given interval I ⊂ R we use the notation ‖f‖Lp
I
for the Lp norm
of f over I. Finally, for p ∈ [1,∞] we denote by p′ the conjugate exponent of p that is the
number that satisfies 1
p
+ 1
p′
= 1.
Our main results are the following theorems.
Theorem 4. Assume that the dimension d ≥ 3 and the power nonlinearity in (1) satis-
fies1α ∈
[
1, d
d−3
]
∩ R. Then, the Cauchy problem (1) with initial data
(φ,ψ) ∈ H1(Rd)× L2(Rd) +M12α,(2α)′ (Rd)×M2α,(2α)′(Rd)
is locally wellposed and the solution u lies in
(14) C([0, T ],H1(Rd)) ∩ Lqa(2α)([0, T ], L2α(Rd)) + C([0, T ],M12α,(2α)′ (Rd))
with ∂tu ∈ C([0, T ], L2(Rd)) + C([0, T ],M2α,(2α)′ (Rd)), where the guaranteed time of exis-
tence T = T (‖(φ,ψ)‖H1(Rd)×L2(Rd)+M1
2α,(2α)′
(Rd)×M2α,(2α)′ (R
d)) > 0.
Moreover, if T∗ is the maximal time of existence then the blowup alternative holds, i.e.
(15) T∗ <∞ ⇒ lim sup
t→T−∗
‖(u(t, ·), ∂tu(t, ·))‖H1(Rd)×L2(Rd)+M1
2α,(2α)′
(Rd)×M2α,(2α)′ (R
d) =∞.
Remark 5. The restrictions on α appear because of Strichartz estimates. For more details,
see Remark 11 after the proof of Theorem 4.
Theorem 6. For α ∈
[
1, d
d−2
]
and real initial data (φ,ψ) ∈ M1p,p′(Rd) ×Mp,p′(Rd) with
p ∈ (2, pmax), where we have
(16) pmax =
{
2α (α+1)(α−2)+2
α(α+1)(α−2)+2 , if α ∈ (2,∞)
2α, if α ∈ [1, 2]
the local solution u of (1) constructed in Theorem 4 extends globally and lies in
(17) u ∈ C(R,H1(Rd)) +C(R,M12α,(2α)′ (Rd)),
1In the case d = 3 the expression d
d−3
shall be understood as ∞ and no upper bound on α is required.
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with ∂tu ∈ C(R, L2(Rd)) + C(R,M2α,(2α)′(Rd)).
Remark 7. To the best of the authors’ knowledge Theorem 6 is the first global wellposedness
result for the Klein-Gordon equation on modulation spaces (which do not coincide with
Sobolev spaces).
Remark 8. The restriction α ∈
[
1, d
d−2
]
appears because in the proof of Theorem 6 we
estimate an L2α(Rd) norm of a function by its H1(Rd) norm. Thus, 2α ∈ [2, 2d
d−2 ] by the
assumptions of the Sobolev embedding (20).
The restrictions on p arise from (51) where we make use of the identities α˜ = θ
θ−1 and
1
p
= 1−θ2 +
θ
2α in order to obtain the upper bound for p in terms of the nonlinearity α.
Remark 9. In dimensions d ∈ {1, 2} Theorem 6 holds with no restrictions on α and the
restriction p ∈ (2, pmax) with pmax given by (16) remains. This is due to the fact that one
has enough control from the Sobolev embeddings and does not require Strichartz estimates
for the local wellposedness argument. The proof of the global existence remains the same
and is presented in the next section.
Remark 10. The method used to prove Theorem 6, i.e. the high-low method, was used in
[4] and [5] to study the NLS equation
(18)
{
iut +∆u± |u|α−1u = 0 , (t, x) ∈ Rd+1
u(0, x) = u0(x) , x ∈ Rd
with initial data in modulation spaces Mp,p′(R
d) with p close to 2. Global existence was
obtained for the cubic nonlinearity α = 3 and d = 1 in [5] and then this result was
generalised for all α ∈ (1, 1 + 4
d
) and d ≥ 1 in [4].
At the heart of the high low method is the following idea. The initial datum and the
solution are split into two parts, namely the good part (low frequencies) and the bad part
(high frequencies), such that the linear propagation of the bad part shall not pose a problem,
whereas the nonlinear interaction of the high and low frequencies can be controlled by the
nonlinear smoothing effect inherent to the PDE.
Before we proceed to the proofs of Theorems 4 and 6 let us state some known facts which
are going to be used in the proofs of the main theorems in the next and last section.
By [22, Proposition 2.7] it is known that for any 1 < p ≤ ∞ we have the embedding
Mp,1(R
d) →֒ Lp(Rd) ∩ L∞(Rd) which together with the fact that M2,2(Rd) = L2(Rd) and
interpolation, imply that for any p ∈ [2,∞] we have the embedding
(19) Mp,p′(R
d) →֒ Lp(Rd).
In [7, Theorem 6.6] (see also [22, Proposition 2.4]) it is proved that for all σ, s ∈ R and
p, q ∈ [1,∞] the map (Id−∆)σ2 is an isomorphism from M sp,q(Rd) onto M s−σp,q (Rd). We will
use this fact in Section 2 for σ = 1.
For d ≥ 3 by the Sobolev embedding theorem in [2, Theorem 9.9] we have that
(20) H1(Rd) →֒ Lp(Rd),
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for all p ∈ [2, 2d
d−2 ].
If u is the solution to (6) with initial data (φ,ψ) ∈ H1(Rd) × L2(Rd) then we have the
following well known Strichartz estimate (see [15, Corollary 1.3], [16, Theorem 6.4.1], [24,
Estimate 1.1] and [8, Section 2.2])
‖u‖Lq([0,T ],Lr(Rd)) + ‖u‖C([0,T ],H1(Rd)) + ‖∂tu‖C([0,T ],L2(Rd))(21)
. ‖φ‖H1(Rd) + ‖ψ‖L2(Rd) + ‖F‖L1([0,T ],L2(Rd)),
for every admissible pair (q, r) that satisfies the gap condition described in Definition 2,
i.e.
q =
(
d
(
1
2
− 1
r
)
− 1
)
−1
, r ∈
[(
1
2
− 1
d− 1
)
−1
,
2(d+ 1)
d− 3
]
.
The operators K(t) and K ′(t) defined in (7) are bounded on modulation spaces (see [6,
Corollary 3.2]) . More precisely, for s ∈ R, p, q ∈ [1,∞] and every T > 0 there is a positive
constant CT = CT (p, q, s) such that
(22) ‖K(t)f‖
Ms+1p,q (Rd)
+ ‖K ′(t)f‖Msp,q(Rd) ≤ CT ‖f‖Msp,q(Rd)
for all f ∈M sp,q(Rd) and all |t| ≤ T .
2. Proofs of the Main Theorems
Proof of Theorem 4. Since our initial data (φ,ψ) lies in the space
X := H1(Rd)× L2(Rd) +M12α,(2α)′ (Rd)×M2α,(2α)′(Rd)
we may write (φ,ψ) = (φ0, ψ0) + (φ˜0, ψ˜0) with
(φ0, ψ0) ∈ H1(Rd)× L2(Rd) and (φ˜0, ψ˜0) ∈M12α,(2α)′(Rd)×M2α,(2α)′ (Rd).
In the following we present the Banach contraction argument for the first coordinate
of the solution (u, ∂tu), i.e. for u only, since by (21) the argument for ∂tu is similar. In
addition, we only treat the case where α ∈
(
d
d−2 ,
d
d−3
]
, since in the remaining interval[
1, d
d−2
]
Strichartz estimates are not required to finish the argument.
We are going to work in the Banach space X(T ) = X1(T ) +X2(T ) with
X1(T ) = L
∞([0, T ],H1(Rd)) ∩ Lqa(2α)([0, T ], L2α(Rd))
and
X2(T ) = L
∞([0, T ],M2α,(2α)′ (R
d)).
The norm in X(T ) is given by
(23) ‖u‖X(T ) = inf
u=u1+u2
u1∈X1(T ),u2∈X2(T )
[
‖u1‖X1(T ) + ‖u2‖X2(T )
]
6 L. Chaichenets and N. Pattakos
and the operator we are interested in is
(24) T u = K ′(t)φ0 +K(t)ψ0 +K ′(t)φ˜0 +K(t)ψ˜0 −
ˆ t
0
K(t− τ)(|u|α−1u) dτ
for u in the ball M(R,T ) = {u ∈ X(T )|‖u‖X(T ) ≤ R}. The claim is that for some positive
numbers R and T the operator T is a contraction in M(R,T ).
We start with the self-mapping property of T . Let us fix u ∈ M(R,T ) and consider a
splitting u = v + w with v ∈ X1(T ) and w ∈ X2(T ).
For the linear evolution part of T we have that the norm∥∥∥K ′(t)φ0 +K(t)ψ0 +K ′(t)φ˜0 +K(t)ψ˜0∥∥∥
X(T )
is controlled by ∥∥∥K ′(t)φ0 +K(t)ψ0∥∥∥
X1(T )
+
∥∥∥K ′(t)φ˜0 +K(t)ψ˜0∥∥∥
X2(T )
.
For the first term we use the Strichartz estimate stated in (21) which implies∥∥∥K ′(t)φ0 +K(t)ψ0∥∥∥
X1(T )
. ‖φ0‖H1(Rd) + ‖ψ0‖L2(Rd)
and for the second term the boundedness of K(t) and K ′(t) stated in (22) implies∥∥∥K ′(t)φ˜0 +K(t)ψ˜0∥∥∥
X2(T )
. C(T )
(
‖φ˜0‖M1
2α,(2α)′
+ ‖ψ˜0‖M2α,(2α)′
)
. ‖φ˜0‖M1
2α,(2α)′
+ ‖ψ˜0‖M2α,(2α)′
where, without loss of generality, we assumed for the time of existence T ≤ 1. As the
splitting of the initial data (φ,ψ) was arbitrary we have that
(25)
∥∥∥K ′(t)φ+K(t)ψ∥∥∥
X(T )
. ‖(φ,ψ)‖X .
This suggests the choice
(26) R ≈ 2 ‖(φ,ψ)‖X .
Before we deal with the integral part of the operator T let us observe that since the
modulation space M2α,(2α)′ (R
d) →֒ L2α(Rd) (see (19)) and L∞[0,T ] →֒ L
qa(2α)
[0,T ] , we trivially
obtain
(27) X(T ) →֒ Lqa(2α)([0, T ], L2α(Rd)).
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The integral part in (24) is estimated in the X1(T ) norm using (21) by∥∥∥ ˆ t
0
K(t− τ)(|u|α−1u) dτ
∥∥∥
Lqa(2α)([0,T ],L2α(Rd))
. ‖|u|α−1u‖L1([0,T ],L2(Rd))
= ‖u‖αLα([0,T ],L2α(Rd)
≤ T d+2−α(d−2)2 ‖u‖α
Lqa(2α)([0,T ],L2α(Rd))
. T
d+2−α(d−2)
2 ‖u‖αX(T )
≤ T d+2−α(d−2)2 Rα,
where at the third step we used Ho¨lder’s inequality and at the forth step (27). Thus, the
operator T is a self-mapping of M(R,T ) if
T
d+2−α(d−2)
2 Rα ≤ R
2
or equivalently,
(28) T . R
2(1−α)
d+2−α(d−2) ≈
(
‖(φ,ψ)‖X
) 2(1−α)
d+2−α(d−2)
.
For the contraction property of T we have by using the same considerations as above
for u1, u2 ∈ X(T ) and the size estimate
(29) ||u1|α−1u1 − |u2|α−1u2| . (|u1|α−1 + |u2|α−1)|u1 − u2|
that the following holds
‖T (u1)− T (u2)‖X1(T )
. T
d+2−α(d−2)
2
(
‖u1‖α−1
L
qa(2α)
[0,T ]
L2α
+ ‖u2‖α−1
L
qa(2α)
[0,T ]
L2α
)
‖u1 − u2‖Lqa(2α)
[0,T ]
L2α
. T
d+2−α(d−2)
2 Rα−1 ‖u1 − u2‖Lqa(2α)
[0,T ]
L2α
.
Hence, by choosing a possibly smaller implicit constant we have that T is a contraction on
M(R,T ) and the proof is complete. 
Remark 11. The restrictions on α stated in Theorem 4 appear because of the number
q = qa(2α) which is defined by the gap condition (10) and it is equal to
(30)
1
q
=
α(d− 2)− d
2α
.
Since we must have q ≥ 2 we obtain the restriction α ≤ d
d−3 .
Proof of Theorem 6. Consider functions (φ,ψ) ∈ M1p,p′(Rd) ×Mp,p′(Rd). Using complex
interpolation (see [7, Theorem 6.1 D]) we write
(31) [H1(Rd),M1r,r′(R
d)]θ˜ =M
1
p,p′(R
d), [L2(Rd),Mr,r′(R
d)]θ˜ =Mp,p′(R
d)
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where 2 < p < r = 2α < ∞, θ˜ ∈ (0, 1) and 1
p
= 1−θ˜2 +
θ˜
r
. Then, for (φ,ψ) ∈ M1p,p′(Rd) ×
Mp,p′(R
d) and any large enough N > 0 (to be found later) we decompose
(32) (φ,ψ) = (φN , ψN ) + (φ
N , ψN ) ∈ H1(Rd)× L2(Rd) +M1r,r′(Rd)×Mr,r′(Rd)
with
(33) ‖φN‖H1 , ‖ψN‖L2 . N α˜, ‖φN‖M1
r,r′
, ‖ψN‖Mr,r′ .
1
N
where α˜ = θ˜
1−θ˜
. This is possible since the complex interpolation spaces mentioned above
embed in the real interpolation spaces (see [21, Theorem 1.10.3/1])
(H1(Rd),M1r,r′(R
d))
θ˜,∞
, (L2(Rd),Mr,r′(R
d))
θ˜,∞
whose norm is given by the K functional
‖u‖θ˜,∞ = sup
t>0
(
t−θ˜ inf
u=φ+ψ
φ∈H1, ψ∈M1
r,r′
[
‖φ‖H1 + t‖ψ‖M1
r,r′
])
(similarly for the pair L2 and Mr,r′). Then for any given N ∈ R+ setting t = N α˜+1 and
θ˜ = α˜
α˜+1 shows (33).
By Theorem 4 for real initial data (φ,ψ) we know that there is a real-valued local solution
u to (1). From the blowup alternative we know that if the norm
(34) ‖(u(t, ·), ∂tu(t, ·))‖H1(Rd)×L2(Rd)+M1
2α,(2α)′
(Rd)×M2α,(2α)′ (R
d)
does not blow up in finite time then the solution u exists globally. Therefore, our goal is
to show that we can control the quantity (34) on bounded time intervals.
To simplify the notation we make the change of variables (as in [1, Equation IV.2.4])
(35) v = u+ iB−1ut,
where B2 = Id−∆ and we rewrite (1) in the form
(36) ivt −Bv −B−1(|Re v|α−1Re v) = 0,
and initial data v(0) = u(0)+iB−1(ut(0)) = ΦN+Φ
N where we set ΦN := φN+iB
−1(ψN ) ∈
H1(Rd) and ΦN := φN + iB−1(ψN ) ∈M1r,r′(Rd). From (33) we have the norm estimates
(37) ‖ΦN‖H1 . N α˜, ‖ΦN‖M1
r,r′
.
1
N
,
and more generally,
(38) ‖(u(t, ·), ut(t, ·))‖H1×L2+M1
2α,(2α)′
×M2α,(2α)′
≈ ‖v(t, ·)‖H1+M1
2α,(2α)′
.
The Hamiltonian of (36) (see [1, Equation IV.2.7]) is formally given by the formula
(39) H(v) =
ˆ
Rd
[1
2
|Bv|2 + 1
α+ 1
|Re v|α+1
]
dx.
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However, we cannot use it to control the full solution v, since (39) does not make sense for
general v(t, ·) ∈ H1+M12α,(2α)′ . From (22) the linear evolution e−itBΦN never blows up in
modulation spaces on any bounded time interval I = [0, T ]. More precisely we have that
(40) ‖e−itB‖M1
2α,(2α)′
(Rd)→M1
2α,(2α)′
(Rd) . 1,
for all t ∈ I. Therefore, we are left to control
(41) v˜ := v − e−itBΦN
in H1 on I (see Equation [1, IV.2.21]) using the Hamiltonian.
Observe that v˜(0) = ΦN and ‖v˜‖H1 . N α˜. Let us also define I(t) = H(v˜(t)) which at 0
is controlled by
(42) I(0) . N2α˜ +N α˜(α+1) . N α˜(α+1)
where we have used the Sobolev embedding (20) for the second summand. Our goal is
to estimate the time T (as a function of N) that preserves (42), i.e. T such that for all
0 ≤ t ≤ T we have
(43) I(t) =
ˆ
Rd
[1
2
|Bv˜(t, x)|2 + 1
α+ 1
|Re v˜(t, x)|α+1
]
dx ≤ 2 I(0) . N α˜(α+1).
At least formally we have
(44) I ′(t) = Im
〈
Bv˜, |Re v|α−1 Re v − |Re v˜|α−1Re v˜
〉
(see [1, Equation IV.2.26]). Invoking the Cauchy-Schwarz inequality we estimate the last
quantity in absolute value by
(45) ‖Bv˜‖2 ‖|Re v|α−1Re v − |Re v˜|α−1Re v˜‖2.
The first factor is estimated by I(t), namely
(46) ‖Bv˜‖2 . I(t)
1
2 . N
α˜(α+1)
2 .
For the second factor we have the pointwise size estimate (see (29))∣∣|Re v|α−1 Re v − |Re v˜|α−1Re v˜∣∣ . |e−itBΦN |(|Re v|α−1 + |Re v˜|α−1)(47)
. |e−itBΦN ||v˜|α−1 + |e−itBΦN |α.
Therefore, by Ho¨lder’s inequality for the first summand and with the use of the embedding
of modulation spaces into Lebesgue spaces (19) and the Sobolev embedding (20) we obtain
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the estimate∥∥|Re v|α−1 Re v − |Re v˜|α−1Re v˜∥∥
2
. ‖e−itBΦN‖2α‖v˜‖α−12α + ‖e−itBΦN‖α2α
. ‖e−itBΦN‖M2α,(2α)′ ‖v˜‖α−12α + ‖e−itBΦN‖αM2α,(2α)′(48)
. ‖ΦN‖M1
2α,(2α)′
‖v˜‖α−1
H1
+ ‖ΦN‖α
M1
2α,(2α)′
. ‖ΦN‖M1
2α,(2α)′
I(t)
α−1
2 + ‖ΦN‖α
M1
2α,(2α)′
. N
α˜(α+1)(α−1)
2
−1 +N−α.
At the third inequality we used the boundedness of the operator e−itB on modulation
spaces from Equation (22).
Thus, from the mean value theorem, it follows that for 0 ≤ t ≤ T and some τ ∈ [0, t] we
have the estimate
|I(t)− I(0)| ≤ T |I ′(τ)|(49)
. TN
α˜(α+1)
2
(
N
α˜(α+1)(α−1)
2
−1 +N−α
)
= T
(
1
N1−
α˜(α+1)α
2
+
1
Nα−
α˜(α+1)
2
)
.
For (43) to be true it suffices that the last expression of (49) satisfies
(50) T
(
1
N1+
α˜(α+1)(2−α)
2
+
1
Nα+
α˜(α+1)
2
)
. 1.
Since N is going to be large we want that both exponents of N in the last expression are
positive. Therefore, we require
(51)
α˜(α+ 1)(α − 2)
2
< 1.
The last condition is satisfied due to the assumption p ∈ (2, pmax). Also, it is straightfor-
ward to see that
(52) 1 +
α˜(α+ 1)(2− α)
2
≤ α+ α˜(α+ 1)
2
.
Hence, (43) holds for T ∼ N1+ α˜(α+1)(2−α)2 and by putting everything together we obtain for
0 ≤ t ≤ T
(53) ‖v(t)− e−itBv(0)‖H1(Rd) < I(t)
1
2 + ‖ΦN‖H1(Rd) . N
α˜(α+1)
2 ∼ T
α˜(α+1)
2+α˜(α+1)(2−α)
or in other words
(54) ‖(u(t), ut(t))−K(t)(u(0), ut(0))‖H1×L2 . (1 + t)
α˜(α+1)
2+α˜(α+1)(2−α)
for all t ∈ [0, T ] which finishes the proof of Theorem 6.

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