We consider a class of cosmological solutions of d = 4, N = 2 supergravity theories coupled to vector multiplets. The solutions result from performing a compactification to three dimensions, where the theory reduces to a symmetric space sigma model coupled to gravity and where the resulting equations of motion are integrable. We describe in detail how the three-dimensional solutions can be uplifted to four dimensions again. The four-dimensional cosmologies are generically characterized by an algebra of translational isometries that is of Heisenberg type. We give explicit examples of these cosmologies for the S-T -U model and comment also on their uplift to 10 dimensions by interpreting them as solutions of a truncation of type IIB supergravity on a K3 × T 2 /Z 2 orientifold.
Introduction
In the last years there has been a lot of interest in cosmological applications of string theory and supergravity. In this context, attention has been devoted to cosmological solutions of supergravity theories, in particular with regard to questions pertaining to inflation, brane-world scenario's, accelerating universes and the like (see e.g. [1] , [2] , [3] , [4] , [5] , [6] for some reviews). The main feature of supergravity cosmology is the presence of extra dimensions and corresponding scalar fields. In relation with them, there arises the interesting phenomenon which goes under the name of the cosmic billiard paradigm. This refers to the generic feature that cosmological scale factors undergo repeated changes, resulting in the fact that certain directions start decreasing after a regime in which they increased and vice versa (see e.g. [7] , [8] and references therein). In a series of papers [9] , [10] , [11] , [12] , [13] , it was shown that exact supergravity solutions displaying this billiard phenomenon, can be systematically derived relying on the algebraic structure of the duality algebras underlying supergravity. It has even been proven that the supergravity field equations, reduced to only time-dependence, constitute an integrable system and the general integral depending on all integration constants can in fact be constructed in an algorithmic manner.
The main point of this integration relies on the strategy of reducing supergravity to low dimensions d ≤ 3, where all bosonic degrees of freedom are represented by scalar fields, effectively reducing the theory to a sigma model. In case this sigma model is a symmetric space, the resulting equations of motion are integrable. This reduction does not lose generality in finding solutions as long as we are interested only in time-dependence, as is the goal of cosmology. So far, the discussion of the inversion of this procedure, namely the reconstruction (or oxidation) of higher-dimensional cosmological supergravity solutions obtained from the above method has been only briefly touched upon. A thorough investigation of the properties of these cosmologies and the visualization of what the billiard phenomenon actually means in higher, physical dimensions has not been presented. This is the main goal of the present paper.
In this paper, we will focus mainly on oxidation to four dimensions; we can however apply similar techniques to oxidize to higher dimensions, if possible. Indeed, we will also present an example in which we oxidize to ten dimensions. Anticipating one of the results of this paper, we can already mention that the higher-dimensional (d ≥ 4) cosmologies, that are accessible to our general integration method, correspond to cosmologies in which the algebra of translational isometries is non-trivial. At this point, it is useful to note the intrinsic meaning of considering time-dependent solutions. Cosmologies are usually characterized by asserting the homogeneity of space, leading to the existence of a certain number of translational Killing vectors. The algebra satisfied by these translations can be abelian ("flat universes") or non-abelian. The higher-dimensional cosmologies we find are characterized by an algebra of translation generators {T i , c} that is of Heisenberg type:
Such algebras represent a mild deformation of flat universes. To make this more explicit, we mention one of the examples considered in this paper, that corresponds to type IIB supergravity compactified on a K3 × T 2 /Z 2 orientifold. We will show that using our method, we can find an exact solution of the supergravity field equations in which the metric assumes the form: The above metric (1.2) exhibits a certain number of translational isometries that act as ordinary translations on the T 2 -coordinates and act as follows on x, y and z: δx = a , δy = b ,
These translations indeed close an algebra of Heisenberg type (1.1).
In this paper, we focus in particular on oxidation to N = 2 ungauged theories in four dimensions with vector multiplets, which often can be traced back to compactifications of superstring theory on Calabi-Yau manifolds. For this class of theories, the bosonic Lagrangian depends on the metric and a certain number of scalars and vector fields. The cosmological solutions of such a Lagrangian which we are able to construct by our method, are of the following form:
(1.5)
The integration algorithm not only allows to determine the explicit analytic expression for the involved time-dependent functions ∆(t), B(t); it also determines the explicit value of the constant α and the explicit time-dependent expressions for the scalars and the vectors. The solutions depend on a complete set of integration constants , given in terms of the number n V of vector multiplets as: number of integration constants = 8n V + 8 .
(1.6)
Our goal was furthermore to enlighten the billiard features exhibited by solutions of this type.
From the general results of previous papers we know that asymptotically at t = ±∞ the solutions tend to simplify and have the general appearance of Kasner metrics. The asymptotic metrics at t = −∞ and t = +∞ furthermore turn out to be related to each other via the action of the Weyl group of the isometry group of the sigma model that appears after reduction to three dimensions. We will therefore explicitly show how the Weyl group acts on solutions of the type (1.5) above. The organization of this paper is as follows. In section 2, we will give a theoretical discussion on how we can combine previous results on obtaining time-dependent solutions of lower-dimensional supergravities, with the process of dimensional reduction/oxidation, to obtain cosmologies of N = 2, d = 4 supergravity. We will describe the dimensional reduction from four to three dimensions in detail and summarize the integration algorithm that can be used to obtain time-dependent solutions of the three-dimensional theory. After that, we will give a detailed account on how one can reinterpret the latter solutions as complete solutions of the original four-dimensional supergravity. After this theoretical discussion, we will put the theory into practice in the context of a specific N = 2, d = 4 supergravity in section 3. After a general discussion on the choice of supergravity, we will give three examples of exact cosmological solutions of this model. For each of these examples, we will give explicit solutions, indicate some properties and highlight their asymptotic behavior and its relation with the relevant Weyl group. The supergravity model of section 3 can be obtained by performing a K3 × T 2 /Z 2 orientifold compactification of type IIB supergravity. This allows us to reinterpret the solutions of section 3 as solutions of ten-dimensional supergravity. This step will be taken in section 4. Finally, we end the paper with some appendices containing technical results and conventions.
Cosmological solutions of d = 4, N = supergravity
This section describes the method used to construct the class of four-dimensional cosmological solutions, discussed in this paper. We will exhibit the method as a three step process. The first step consists in studying the dimensional reduction of d = 4, N = 2 supergravity to a non-linear sigma model coupled to gravity in d = 3. In order to establish our notation, we will describe this reduction in detail. This step will be described in section 2.1. In the second step, we obtain time-dependent solutions of the reduced three-dimensional theories. In order to find these solutions, we use the techniques developed in [9, 11, 12, 13] . For the benefit of the reader, we have shortly summarized these techniques in section 2.2. Finally, in the third step, the three-dimensional time-dependent solutions are reinterpreted as cosmological solutions of four-dimensional N = 2 supergravity. In order to do this, one needs a precise mapping between four-dimensional and three-dimensional fields. This mapping can be constructed by relying on the discussion of section 2.1 and on group theoretical arguments. This will be explained in more detail in section 2.3.
2.1
Step 1 : Dimensional reduction of d = 4, N = 2 supergravity
In this section, we describe the dimensional reduction of four-dimensional supergravity with 8 supercharges to three dimensions in detail. Although this dimensional reduction is well-known (see e.g. [14, 15] ), we prefer to repeat it here both in order to establish notation as well as to highlight some steps that will be useful later on.
The class of cosmological solutions we will consider in this paper, corresponds to solutions of d = 4, N = 2 supergravity coupled to n V vector multiplets. The bosonic Lagrangian for the theories under consideration is then given by [16, 17, 18] :
In the above Lagrangian, we have denoted by w α , α = 1, . . . , n V the n V complex scalars in the vector multiplets. They span a non-linear sigma model where the target space is a special Kähler manifold with metric g αβ . The Lagrangian (2.1) also contains n V + 1 vector fieldsÂ Î µ , I = 0, . . . , n V , whose field strengths are denoted byF
. The so-called period matrix N IJ , that determines the terms involving the vector fields is a symmetric, complex matrix that depends on the scalar fields w α (as well as their complex conjugateswᾱ) and whose imaginary part is negative definite. Note that we have adopted a notation in which four-dimensional indices are denoted with a hat. For the fields themselves a similar notation is used, except for the scalar fields, as their reduction is trivial.
Denoting the compact coordinate by z and using ordinary, non-hatted indices for the noncompact three-dimensional coordinates, the reduction then proceeds by taking the usual KaluzaKlein ansatz for the line element:
For the vector fields on the other hand, the following ansatz is used:
Using the above formulas, one obtains the following Lagrangian in three dimensions:
The above Lagrangian still contains the three-dimensional vector fields. In three dimensions however, vectors are dual to scalar fields; thus one can obtain a Lagrangian where only scalar fields and the metric are present. In order to dualize the vectors, we add the Lagrange multipliers σ I and ω to L 3d by writing:
Considering L = L 3d + L mult and imposing
the following duality relations are obtained:
Using these relations in L, we obtain a three-dimensional Lagrangian that is solely expressed in terms of the metric and the scalar fields:
Summarizing, upon dimensional reduction, the four-dimensional fields lead to scalars in three dimensions according to the following scheme:
In the last column of this scheme, we have mentioned the real number of degrees of freedom represented by each entity. The σ I and ω scalars are respectively obtained from dualization of the three-dimensional vectors A I µ and A
µ . From the above scheme, one notes that in total 4(n V + 1) scalars appear in the three-dimensional Lagrangian. The three-dimensional Lagrangian takes the form of a non-linear sigma model coupled to gravity. It is well-known that the target space manifold of this non-linear sigma model is quaternionic-Kähler [14, 15] .
The quaternionic-Kähler manifolds, obtained by dimensional reduction of d = 4, N = 2 supergravity coupled to vector multiplets are in fact called special quaternionic-Kähler manifolds. The class of special quaternionic-Kähler manifolds is rather general, however an interesting subclass of it is given by manifolds that are also homogeneous. They are thus given by coset spaces G/H, where G corresponds to the isometry group of the manifold and H to its isotropy group. A proper subclass of these homogeneous quaternionic-Kähler manifolds is given by those that are also symmetric spaces. In this case, the Lie algebra G of G admits a decomposition in terms of the Lie algebra H of H and the orthogonal complement K: 10) such that the following commutation relations hold:
The Lie algebra G is an appropriate real form of a complex Lie algebra G C of rank r, while H is the maximal compact subalgebra of G. One can then define the non-compact rank r nc of G/H as the dimension of the non-compact Cartan subalgebra CSA nc :
When r nc < r, the manifold is called non-maximally non-compact, while for a so-called maximally non-compact space one has r nc = r. Note that in supergravity, the symmetric spaces that appear as target spaces of non-linear sigma models are generically non-maximally non-compact.
In the following section, we will consider cosmological solutions of three-dimensional theories exhibiting symmetric, special quaternionic-Kähler geometry. After that, we will show how one can use the previous formulae to obtain time-dependent solutions of d = 4, N = 2 supergravity.
2.2
Step 2 : Obtaining cosmological solutions of d = 3 supergravity with 8 supercharges
The three-dimensional Lagrangian (2.8) can be schematically written as a non-linear sigma model, coupled to gravity:
where we have collectively denoted the scalars by φ A . We will look for time-dependent solutions of this model, where the metric has a three-dimensional Friedmann-Lemaître-Robertson-Walker form:
where B(t) is a function that needs to be determined by solving the Einstein equations. In the background of a metric of the form (2.14), the equations of motion for the scalar fields are given by the geodesic equations in the target space with metric g AB (φ):
It furthermore turns out that the function B(t) in (2.14) is determined by the constant arclength γ of the geodesic, traced out by the scalars:
The above discussion shows that a large class of cosmological solutions of the three-dimensional theory (2.13) is determined by the solutions of the geodesic equations (2.15). In a series of papers [9, 12, 13] methods to solve these geodesic equations were developed for symmetric target spaces and as a consequence, it was shown that in this case the equations (2.15) are integrable. In the following, we will shortly summarize the algorithmic approach to solve the geodesic equations (2.15) .
A crucial ingredient in the construction of the algorithm is a theorem [19] that states that the symmetric space G/H is metrically equivalent to a solvable group manifold M Solv , obtained by exponentiating a solvable Lie algebra Solv(G/H):
For more details regarding the construction of this solvable Lie algebra, we refer to [20, 21, 22] . Furthermore, using a general theorem (see e.g. [23] ), one can take a matrix representation of Solv(G/H), such that all of its elements are given by upper triangular matrices. As a consequence, one can choose a coset representative L(φ) that is given by the matrix exponential of an upper triangular matrix. We will comment on the precise definition of L(φ), that is relevant in oxidizing the three-dimensional solutions to four dimensions, in the next section. For purely time-dependent solutions, the coset representative L also becomes purely timedependent, via its dependence on the supergravity scalars φ(t) : L(φ(t)) = L(t). Denoting by {K i } and {H } orthonormal bases for K and H respectively, one defines the Lax operator L(t) and the connection operator W (t) as follows:
Note that these are operators that depend on the first order time derivatives of the scalars. In [12] , it was shown that the geodesic equations (2.15) for the coset manifold G/H reduce to the matrix
The connection W (t) is moreover related to the Lax operator L(t) as follows: 20) where L >0 (<0) denotes the strictly upper (resp. lower) triangular part of the Lax operator L. The relation (2.20) stems from the fact that the coset representative L(φ) from which the Lax operator is extracted is taken in the solvable parametrization.
The Lax equation (2.19 ) is a differential equation for the Lax operator L. Once an explicit solution L sol (t) for L(t) has been found, one is still left to solve a system of first order equations in order to find the solutions for the scalars fields. The latter first order system is obtained by comparing the definition of the Lax operator L(t) in (2.18) with the explicit solution L sol (t). It turns out that, due to the choice of solvable parametrization, this last integration step can be performed in an iterative manner. We will refer to solving the Lax equation (2.19) as 'the first integration step', while solving the resulting system of first order equations will be called 'the second integration step'.
The crucial step thus lies in solving the Lax equation (2.19) , with W of the form (2.20) . This first integration step can however be performed in an algorithmic manner, as was shown in [24, 25] and reviewed in [12, 13] . Essentially, the algorithm, which is nothing else but an instance of the inverse scattering method, proceeds as follows. The equation (2.19) represents the compatibility condition for the following linear system exhibiting the iso-spectral property of L:
where Ψ(t) is the matrix whose i-th row is the eigenvector ϕ(t, λ i ) corresponding to the eigenvalue λ i of the Lax operator L(t) at time t and Λ is the diagonal matrix of eigenvalues, which are constant throughout the whole time flow:
The solution of (2.21) for the Lax operator is given by the following explicit form of its matrix elements:
The eigenvectors of the Lax operator at each instant of time, which define the eigenmatrix Ψ(t), and the columns of its inverse Ψ −1 (t), can be expressed in closed form in terms of the initial data at some conventional instant of time, say at t = 0. Explicitly we have: 24) where the time-dependent matrix c ij (t) is defined as
are the eigenvectors and their adjoints calculated at t = 0. These constant vectors as well as the eigenvalues λ k constitute the initial data of the problem and provide the integration constants for the first integration step. Finally D k (t) denotes the determinant of the k × k matrix with entries c ij (t):
Note that c ij (0) = δ ij and D k (0) = 1. Let us finally comment on how the initial conditions can be conveniently parametrized in this formalism. Note that at any instant of time t, the Lax operator L(t) is an element of the Lie algebra G that lies in the orthogonal complement K. Diagonalizing L(t) as in (2.21) then simply means that one brings the Lax operator inside the non-compact Cartan subalgebra CSA nc . This can always be performed by conjugation with an element of the maximal compact subgroup H. There thus exists a matrix O ∈ H, such that the Lax operator L 0 at t = 0 can be written as
where C 0 ∈ CSA nc . The initial data can therefore be given as a pair
The matrix O then neatly summarizes the initial conditions (2.26), while C 0 contains the eigenvalues λ k of the Lax operator.
Step 3 : Uplifting to four-dimensional solutions
We will now explain how the time-dependent solutions of the model described by (2.8) can be uplifted to solutions of the four-dimensional theory (2.1). The problem consists in finding a coset representative L(φ) such that the coset metric, derived from it, leads to a non-linear sigma model of the form displayed in (2.8).
The key point in constructing the correct coset representative is the observation that the threedimensional U-duality algebra G = U d=3 admits the following decomposition [26] :
In the above decomposition, U d=4 represents the U-duality algebra in four dimensions. W contains generators that transform in the representation (W, 2) with respect to the adjoint action of adj(U d=4 ) ⊕ adj(SL(2, R) E ), where W denotes the symplectic representation of U d=4 . As a consequence of this decomposition, the solvable algebra that represents the homogeneous quaternionicKähler manifold, determining the sigma model in three dimensions, admits the following decomposition:
where by the notation W (W,1 + ) we indicate that we take half of the generators contained in W (W,2) , namely the generators that have positive grading with respect to SL(2, R) E . Solv(U d=4 ) then denotes the solvable algebra that represents the homogeneous special Kähler manifold, that determines the sigma model spanned by the four-dimensional scalar fields. In order to discuss the above decompositions in more detail, we will resort to the description of homogeneous quaternionic-Kähler manifolds that was devised by Alekseevsky. It was shown in [19, 27, 28, 29] that homogeneous quaternionic-Kähler manifolds are metrically equivalent to solvable group manifolds, whose solvable algebras have a particular structure and are correspondingly called quaternionic algebras. More specifically, the ranks of these quaternionic algebras can range from 1 to 4. In case the rank is equal to 4, the algebra is characterized by three integers q, P andṖ and its generators can be summarized in the following scheme:
(2.32) Each entry in the above diagram represents either one generator or a multiplet of generators. All entries in one row of the diagram however contain an equal amount of generators, that is given in the last column of the table. Note that D q+1 denotes the dimension of the irreducible representations of the real Clifford algebra in q + 1 Euclidean dimensions. These dimensions can for instance be found in [27] . The generators in an entry of type Y , together with the generators in the entry of type Z below it, span a space of dimension (P +Ṗ )D q+1 . The dimension of the manifold M Q obtained by exponentiating the quaternionic algebra represented by (2.32) is thus given by:
Note that n V is indeed equal to the number of vector multiplets that was present in the fourdimensional supergravity that leads to the quaternionic algebra (2.32) upon dimensional reduction. The Cartan subalgebra of the quaternionic algebra is given by {h 0 , h 1 , h 2 , h 3 }. The gradings of the other generators in the diagram (2.32) with respect to this Cartan subalgebra are indicated in brackets. When an entry in the diagram represents a multiplet of generators, all generators in this multiplet have the same gradings. In case the rank of the quaternionic algebra is less than four, a similar scheme can be obtained by making a suitable truncation of (2.32). We refer to [30] for more details regarding this point.
With reference to the decomposition (2.31), we see that the following identifications hold:
Note that the generators identified with W (W,1 + ) indeed all have positive grading with respect to the Cartan generator h 0 of SL(2, R) E . From a physical point of view, each generator in the table (2.32) is associated to a scalar field in the three-dimensional supergravity. Referring to (2.9), the generators identified with adj(Solv(U d=4 )) correspond to the scalars w α , that were already present in four dimensions. The generators in adj(Solv(SL(2, R) E )) correspond to the scalars ∆ and ω, obtained from the reduction of the metric, while the generators of W (W,1 + ) are associated to the scalars χ I and σ I , that come from reducing the four-dimensional vectorsÂ Î µ . The fact that the generators of W form a symplectic representation of the four-dimensional U-duality group is then easily understood as a consequence of electric-magnetic duality in four dimensions [31] . Indeed, in four dimensions, electric-magnetic duality acts as an invariance of the combined system of equations of motion and Bianchi identities. Under these duality transformations, the field strengthsF Î µν , together with their dualsĜ Iμν transform as a symplectic vector under the U-duality group:
where the dual field strengthsĜ Iμν are defined aŝ
Since upon dimensional reduction the scalars χ I come from the reduction of the vectors via (2.3), while the σ I come from the duals of the vectors via (2.7), it is therefore not surprising that their associated generators in W also transform as a symplectic vector under the four-dimensional Uduality group. Using the above discussion, we can now present the precise formula for the coset representative L(φ). Our notations concerning the scalar fields associated to the different generators are summarized in the following table:
With the above notations, the coset representative is calculated as follows:
where L SK contains the scalar fields that were already present in four dimensions: 39) and e W contains the scalars of type χ I and σ I :
Which of the scalars in e W are of type χ I and which are of type σ I can be determined group theoretically, by studying the symplectic representation W of the four-dimensional U-duality group, in which these scalars transform. This will be made more clear in a specific example in the next section.
Using the coset representative L in (2.38) one can calculate the metric on the coset space in the usual way. With the order of exponentiation of (2.38) and the identifications for the scalar fields made above, this metric indeed has the structure displayed in (2.8). In particular, it is straightforward to extract the period matrix N IJ from the expression of the coset metric. This shows that this identification of the coset representative L and the scalars is the one that allows to easily uplift three-dimensional solutions to four dimensions. Once a solution for the threedimensional scalar fields has been found, one simply has to use the various formulae of section 2.1 to obtain the solutions for the four-dimensional fields.
In order to reconstruct the four-dimensional metric and vector fields, one has to use the formulas (2.2) and (2.3), that contain the vector fields that were present in three dimensions before dualization to scalar fields. These can be obtained by integrating the equations (2.7). This integration is however particularly simple when taking into account the Bianchi identities for the three-dimensional vectors and the ansatz for the three-dimensional solutions, explained in section 2.2. Indeed, by using the ansatz (2.14) for the three-dimensional metric, one obtains that the only non-zero components of the three-dimensional field strengths are:
The Bianchi identities for the three-dimensional field strenghts F (0) µν , F I µν then imply that
In other words, F
xy and F I xy are constant for the solutions under consideration. Note that this gives a non-trivial check for the solutions for the three-dimensional scalar fields, generated by the Lax algorithm, as it implies that the right-hand sides of (2.41) should be constants of motion of the flow. Denoting the constant values of F (0) xy , F I xy by α, β I respectively, a possible solution for the vectors in three dimensions is then given by
Using these formulas, full four-dimensional solutions can be easily constructed. The four-dimensional metric is for instance explicitly given by: µ determined above. One can also see that the four-dimensional electric and magnetic fields only have the following non-zero components:
Finally, note that due to the fact that according to (2.33) the dimension of the three-dimensional sigma model is equal to 4(n V + 1), the four-dimensional solutions will depend on twice this number of integration constants.
In the following section, we will consider a specific d = 4, N = 2 supergravity model. We will use the above described method to find time-dependent solutions and discuss some of their properties.
Examples

The choice of model
In order to give some examples of four-dimensional cosmologies obtained with the described method, we will consider a three-dimensional supergravity for which the non-linear sigma model (2.8) is determined by the following symmetric quaternionic-Kähler manifold of rank 4:
This model can be uplifted to d = 4, N = 2 supergravity, coupled to three vector multiplets. The scalar fields in four dimensions then span the following special Kähler manifold of complex dimension three:
The choice of this model is determined both by the desire to have a model that is computationally easy and yet captures interesting behavior, as by the fact that the above model has also a nice ten-dimensional interpretation. Indeed, as we will discuss in more detail in section 4, this case corresponds to the well-known S-T -U -model, that can be obtained by performing a compactification of type IIB supergravity on a K3 × T 2 /Z 2 -orientifold. In order to discuss the relation between the solvable coordinates (2.37) and the scalars w α , χ I , σ I , ∆, ω that appear in (2.8), we will start from the decompositions (2.30) and (2.31), which for our example are given by:
The solvable algebra that generates the symmetric space (3.1) is a truncation of the algebra given in (2.32): With reference to the notations of (2.37), the scalar fields h k (t), g k (t), k = 1, 2, 3 can be combined in the three complex scalars that parametrize the special Kähler manifold (3.2). The scalars p i (t), q i (t) can be identified with the fields χ I , σ I that appear upon dimensional reduction of the four vector fields. We will determine which of the p i (t), q i (t) are "electric" (i.e. of type χ I ) and which are "magnetic" (i.e. of type σ I ) by using their grading with respect to h 1 . The generators with positive grading with respect to h 1 are then associated to the χ I -scalars, while the ones with negative grading are assigned to the scalars of type σ I . Furthermore, our identification is such that the scalars of type χ I and their corresponding σ I have opposite gradings with respect to h 1 , h 2 and h 3 . In summary, we obtain the following identification:
Using these identifications, the metric on the coset space can be calculated. The components have the form dictated by (2.8). Using the Lax algorithm, described in section 2.2, explicit timedependent solutions for the fields of the three-dimensional supergravity can be determined by use of a computer program. By virtue of the above identifications, these solutions can then be interpreted as solutions of the four-dimensional theory, as explained in section 2.3. Note that, from the expression for the metric on the coset space (3.1), one can infer the period matrix that determines the couplings of the scalar fields to the vector fields in the four-dimensional Lagrangian (2.1). The explicit expression for this matrix is given in appendix A. Appendix B then contains the conventions we used in constructing the solvable algebra of M Q .
In the following, we will give some explicit examples of four-dimensional cosmological solutions obtained by our method. The initial conditions, needed as input for the Lax algorithm, will be parametrized as in (2.29) . In this case, the diagonal matrix C 0 is given by: 6) and is thus determined by giving the four constants c i . The matrix O is an element of SO(4)×SO(4).
In the following, we will parametrize it using 12 Euler angles. Denoting the 12 positive roots of the SO(4, 4) algebra (corresponding to g i , p i , q i , (i = 0, . . . , 3)) collectively by E α I , (I = 1, . . . , 12), one writes:
We refer to appendix B for more information regarding our conventions for the solvable algebra of SO(4, 4) and the precise identification of the E α I generators. The 16 initial conditions for the Lax algorithm are then given by the 4 constants c i and the 12 Euler angles θ I . Note that the second integration step introduces another set of 16 integration constants. The solutions will thus in general depend on 32 integration constants.
Asymptotic behavior of the solutions
Before turning to explicit solutions, let us first comment on their general behavior. The asymptotic behavior of the solutions can be inferred from the asymptotic behavior of the Lax operator. It was shown in [24, 25] that the Lax operator becomes constant and diagonal at asymptotic times t = ±∞. Furthermore it was noted in [13] that these asymptotic states are connected to the state of the solution at t = 0 via elements of the Weyl group W (SO(4, 4) ) of G = SO(4, 4). Due to (2.28), (3.6) and the conventions summarized in appendix B, the Lax operator at t = 0 can be diagonalized to
As explained in more detail in appendix C, the Weyl group W (SO(4, 4)) naturally acts on the constants c i in a linear fashion:
The Lax operators L ±∞ = lim t→±∞ L(t) are then related to C 0 via the action of two elements σ ±∞ ∈ W (SO(4, 4)):
Let us introduce the following notation for the Cartan scalars at asymptotic times:
The system of differential equations to be solved in the second integration step, then reduces for asymptotic times t = ±∞ to:
We thus find that at asymptotic times, the solution simplifies to:
where a i ±∞ , i = 0, · · · , 3 are integration constants introduced in the second integration step. The other scalars are just constant at asymptotic times. We thus see that the non-trivial timedependence of the solutions at asymptotic times is determined by the integration constants c i , that serve as input for the Lax algorithm and by the Weyl group elements σ ±∞ . Stated differently, to each solution, one can associate a unique Weyl group element σ = σ +∞ σ −1 −∞ that acts on asymptotic states of the form in (3.13) as:
The solutions produced by the Lax algorithm thus interpolate between two asymptotic states of the form given in (3.13) according to the action of the Weyl group element σ. So far, we have discussed the asymptotics of our time-dependent solutions and the corresponding action of the Weyl group in terms of the three-dimensional scalar fields. Now we can also interpret the above discussion in terms of asymptotics of four-dimensional fields. Let us first of all note that the fact that only the three-dimensional Cartan fields exhibit non-trivial time-dependent behavior at asymptotic times, can be confirmed by considering the behavior of the different terms in (2.1) for explicit solutions. As can be confirmed in explicit examples, the terms involving the vector fields in the four-dimensional Lagrangian, rapidly tend to zero when t → ±∞. The only non-trivial asymptotic dynamics is thus contained in the first two terms of (2.1). Moreover, regarding the second term, involving the scalar fields, inspection of our solutions shows that only the Cartan fields h k (t), k = 1, 2, 3 evolve non-trivially at asymptotic times. As the four-dimensional sigmamodel (3.2) is endowed with a Euclidean metric when truncated to the Cartan fields, we can truncate the action (2.1) to the following one: 15) for the purpose of investigating the asymptotic behavior of the solutions. Adopting the following ansatz for the four-dimensional metric at t = ±∞: 16) one can obtain the following equations of motion from the Lagrangian (3.15):
The first two of these equations imply that at t = −∞ and t = +∞, the solutions for ∆(t) and h i (t) are indeed of the form given in (3.13). Using these solutions in the Einstein equations, the functions B ±∞ (t) are determined by the following equation:
Note however that according to (C.8), the quantities on the right-hand-side of this equation are invariant under the Weyl group, i.e.:
This implies that the functions B ±∞ (t) obey the same differential equation. This equation is solved by an exponential function: 20) where C ±∞ are integration constants. By comparing with the form of the exact solution (2.16), we see that
Using the above consideration, the action of the Weyl group element σ = σ +∞ σ −1 −∞ can then be interpreted as changing the metric at t = −∞:
to the following metric at t = +∞ 1 :
The action of the Weyl group on the four-dimensional solution thus consists in changing the scale factors of the asymptotic form of the metric as well as changing the behavior of the scalar fields h 1 (t), h 2 (t), h 3 (t) as indicated in (3.13).
Three examples
Let us now illustrate the above discussion with three examples. The examples are given in order of increasing complexity. For each of the three examples, we will take initial conditions for which the eigenvalues of the Lax operator at t = 0 are determined by the following values of c i in (3.6):
The initial conditions that correspond to the Euler angles θ I in (3.7) will however be taken different for the different examples. We will each time explicitly mention which choice for these angles was taken.
In order to give a physical interpretation of the solutions, it is also useful to analyze the various parts of the four-dimensional energy-momentum tensor. The full energy-momentum tensor derived from (2.1) consists of two parts:
where T 0 µν is associated to the four-dimensional scalars fields: 26) and T 1 µν denotes the contribution of the vector fields:
Note that in the examples, the energy-momentum tensor and metric will often (but not always) be diagonal. We will then define the energy and pressure densities associated to the full energymomentum tensor or the part associated to the scalars or the vectors respectively in the following way:
Example 1
Our first example is characterized by the following choice for the Euler angles (3.7):
Applying the Lax algorithm with these initial conditions as input, leads to the following solutions for the three-dimensional scalar fields: Note that the above solution not only depends on the initial conditions (3.24) and (3.29) for the Lax integration, but also on 16 integration constants C[1], . . . , C [16] that appear in the second integration step, as explained in section 2.2. One can moreover explicitly check that the right-hand sides of equations (2.41) are constants of motion. In this specific case, the constants α and β I are zero.
Using the solutions from table 1, one can construct a solution of the four-dimensional field equations. The four-dimensional metric is given by:
where the various scale factors are given by:
The solutions for the four-dimensional scalar fields h 1 (t), h 2 (t), h 3 (t), g 1 (t), g 2 (t), g 3 (t) can be found in table 1, while the four-dimensional field strengthsF Î µν are all zero for this solution. Thus the energy momentum tensor gets a contribution coming only from the scalar fields. Explicitly, it is given by: The energy and pressure densities in the various directions are then given by:
Note the behavior of the scalar h 1 (t) in the above solution. For t → −∞, h 1 (t) behaves as 2t, while for t → +∞ this behavior is inverted to −2t. This behavior is caused by the action of the Weyl group as explained in section 3.2. For this specific solution, σ −∞ acts as the identity on the constants c i , whereas σ +∞ acts as:
According to (3.13) , this implies that the asymptotic behavior of ∆(t), h 2 (t), h 3 (t) is not changed in going from t = −∞ to t = +∞, while the behavior of h 1 (t) indeed changes with a minus sign. Finally, let us give the solution in terms of the cosmic time τ , by making the coordinate transformation:
In terms of this new time coordinate, the four-dimensional metric becomes:
This allows us to determine the time evolution of the total volume V (τ ) = (r [1] (τ )) 2r [2] (τ ) of the four-dimensional space-time:
We thus find that the total volume grows linearly with cosmic time τ . In terms of the cosmic time, the energy and pressure densities are given by:
(3.39)
Example 2
For our second example, we choose the following values for the Euler angles (3.7):
This leads to the following solutions for the three-dimensional scalar fields:
3 + e 4t
+2C [11] ,
3 + e 4t + C [12] ,
3 + e 4t + C [13] , 3 + e 4t + C [15] . One can again explicitly check that this solution is such that F (0) xy and F I xy are constant. More specifically, one obtains:
C [10] ,
Let us again look at the asymptotic behavior of the Cartan scalars, summarized in the following table:
Again this behavior can be explained in terms of the action of the Weyl group on the initial conditions c i . In this case, the Weyl group element σ +∞ acts as the identity on the constants c i , while σ −∞ acts as:
(3.43)
Using the explicit values (3.24) , this action of the Weyl group indeed reconstructs the asymptotic behavior (3.42), in agreement with the discussion in section 3.2. Constructing the corresponding four-dimensional solution, we find that the four-dimensional metric is of the form (3.30), with the scale factors given by: [10] ,
These scale factors are plotted in figure 1 . In this case, the four-dimensional solution is characterized by non-trivial electric and magnetic fields. The non-zero components of the electric fields point in the z-direction and are given by:
while the magnetic fields point in the z-direction with constant strength:
Plots of the electric fields can be found in figure 2 . Considering the total four-dimensional energy- The energy density and pressure densities that are associated to the scalar part of the energymomentum tensor are given by: while for the vector part, one obtains: We have plotted these quantities in figures 3, 4 and 5. We can again introduce the cosmic time τ as in (3.35) . In this case, the cosmic time is given as a complicated hypergeometric function of t:
Considering the time evolution of the total volume V (τ ) as in example 1, we again find that the total volume shows a linear behavior in τ , as is shown in figure 6 . The previous two examples were such that the four-dimensional metric was diagonal. As can be seen from (2.2) and (2.43), this is due to the fact that the constant α is equal to zero in these examples. This situation is however not generic. The following example illustrates that solutions with non-diagonal four-dimensional metrics can also be addressed rather easily, using our methods. 
Example 3
For the third example, we have used the following values for the Euler angles (3.7):
As the explicit solutions for the scalar fields are rather lengthy, we prefer to give only the solutions for the three-dimensional scalars associated to the Cartan generators: Again, the asymptotic behavior of the Cartan fields, summarized in the following table, is noteworthy:
Note that h 3 (t) tends to a constant value for t → −∞. To illustrate this asymptotic behavior, we have plotted the Cartan fields in figure 7 . The tendency of h 3 (t) to become constant for t → −∞ is clearly visible.
(1 + e 8t ) (2 + 3e 2t (1 + e 8t )) , g yy = e −5t e √ 30t 1 + e 8t 2 + 3e 2t 1 + e 8t + 48e 10t x 2
(1 + e 8t ) (2 + 3e 2t (1 + e 8t ))C [1] ,
(1 + e 8t ) (2 + 3e 2t (1 + e 8t ) ) ,
Note however that for t → ±∞, the off-diagonal components of the metric (as well asĝ zz ) tend to zero, due to the asymptotic behavior of ∆(t). Considering the solutions for the electromagnetic field strengths, one now finds that there are also non-trivial electric fields in the x-and y-directions. The electric fields in the z-direction only depend on time, while the electric fields in the x-and y-direction also contain parts that linearly depend upon y and x respectively. All electric fields however tend to 0 at t = ±∞. These electric fields are plotted in figure 8 . The magnetic fields are now no longer constant. There is a time-dependent magnetic field in the z-direction that interpolates between two different constant values at ±∞. Plots of the magnetic fields can be found in figure 9 .
Ten-dimensional interpretation
As already mentioned, the d = 4, N = 2 supergravity described by the special Kähler manifold (3.2), can be obtained as a truncation of type IIB supergravity, compactified on a K3 × T 2 /Z 2 orientifold (see e.g. [32, 33, 34, 35, 36] ). In this section, we will re-interpret the four-dimensional solutions of section 3.3 as solutions of ten-dimensional type IIB supergravity.
Three-dimensional supergravity solutions as type IIB solutions
Let us consider the K3 × T 2 /Z 2 orientifold compactification in some more detail. In the following, we will use indices i, j = 1, 2 to denote the T 2 -coordinates. Along K3, we will take complex coordinates z m ,zm, m = 1, 2. As in the above discussion, we will continue to useμ,ν = 0, · · · , 3, as indices for the four non-compact coordinates. We will use capital latin letters M, N to denote all ten-dimensional indices collectively.
The Z 2 -orientifold projection is generated by (see for instance [36] ):
where Ω is the worldsheet orientation reversal, (−1) F L is the operation that changes the sign of the left-moving space-time fermions and I 45 is the orbifold projection that reverses the torus coordinates : x i → −x i . The ten-dimensional fields transform in the following way under the action of Ω and Using this orientifold action, together with the Hodge diamond of K3:
we can determine the four-dimensional low-energy spectrum of the K3 × T 2 /Z 2 compactification. The dilaton φ and the RR axion C (0) reduce trivially and lead to two real scalar fields in four dimensions. From (4.2), one sees that the orientifold truncation only keeps components of B (2) M N and C (2) M N that have one index along the T 2 -directions. From the Hodge numbers (4.3), one can furthermore infer that the K3 × T 2 /Z 2 -compactification of B (2) M N and C (2) M N only retains four fourdimensional vectors B (2) µi and C (2) µi , i = 1, 2. After taking the self-duality condition into account, one similarly deduces that the reduction of the RR 4-form leads to 1 real scalar C (4) mnpq , that corresponds to the harmonic (2, 2)-form on K3 and 22 real scalars C (4) ijmn , C (4) ijmn and C (4) ijmn , that correspond to the 22 harmonic two-forms on K3. Finally, the reduction of the metric leads to the metriĉ gμν in four dimensions. The metric excitations g ij along the torus lead to three scalar fields in four dimensions, one of which corresponds to the T 2 -volume, while the other 2 parametrize the T 2 complex structure. The metric excitations along K3 correspond as usual to Kähler structure deformations and complex structure deformations. The Kähler structure deformations δg mn are in one-to-one correspondence with harmonic (1, 1)-forms, so they lead to 20 real degrees of freedom. The complex structure deformations on the other hand are of the form:
where Ω mn corresponds to the holomorphic 2-form on K3 and ω mn is a closed (1, 1)-form. Note however that the above formula gives zero when ω is given by the Kähler form of K3. We thus find that there are h 1,1 − 1 = 19 independent complex structure deformations, that correspond to complex scalars in four dimensions. The moduli space of K3 metrics is thus 58-dimensional and can be shown to be given by the following symmetric space: 5) where the factor R + K3 parametrizes the K3-volume. A summary of the bosonic four-dimensional spectrum of the K3 × T 2 /Z 2 reduction of type IIB supergravity can be found in table 5. In total, this spectrum contains 86 scalar fields, as well as 4 vectors. The resulting theory corresponds to four-dimensional, N = 2 supergravity coupled to three vector multiplets and 20 hypermultiplets. The bosonic spectrum then indeed includes four vectors (one graviphoton and three vectors from the vector multiplets) and 86 scalar fields, of which 6 belong to the vector multiplets and 80 to the hypermultiplets. These scalars span a manifold that contains (4.5) and that is the product of a special Kähler manifold SK and a quaternionic-Kähler manifold QK:
, QK = SO(4, 20) SO(4) × SO (20) .
µi (2) The model considered in section 3.3 thus corresponds to a K3 × T 2 /Z 2 orientifold of type IIB supergravity where the hypermultiplets have been truncated. Of the 86 scalars in table 5, only the dilaton φ, the RR axion C (0) , one scalar V K3 corresponding to the K3-volume, the scalar C (4) mnpq and the T 2 -complex structure belong to the vector multiplets. All other scalars belong to the hypermultiplets and are truncated. Thus in the following, we will assume that only the scalars of the vector multiplets are non-trivial. The six scalars of the vector multiplets are organized in three complex combinations, consistent with d = 4, N = 2 supersymmetry. These complex scalars are often denoted as S, T and U , hence the name S-T -U -model. Explictly, S, T and U are defined as:
J denoting the Kähler form on K3.
Let us now give the 10-dimensional fields in terms of the three-dimensional scalar fields. The ansatz for the ten-dimensional metric, dilaton φ, RR axion C (0) and RR 4-form C (4) can be conveniently summarized by expressing the scalars S, T and U in terms of the three-dimensional fields. For the metric, this can be seen by the fact that the ansatz for the ten-dimensional metric depends on the four-dimensional scalars (4.7) as follows:
where we have used real coordinates u, v for the two-torus and ds 2 K3 denotes the K3-metric. The scalars S, T and U depend in the following way on h 1 (t), h 2 (t), h 3 (t), g 1 (t), g 2 (t) and g 3 (t):
The two-forms on the other hand, can be expressed in terms of the four-dimensional vector fields:
The final expressions for the ten-dimensional solutions can be simplified by introducing the following one-form on the four-dimensional non-compact space-time:
Note that Ω is not closed, rather it obeys:
Using (4.7), (4.8), (4.9) and (4.10), we can obtain the formulas that express the ten-dimensional fields in terms of the three-dimensional scalar fields, summarized in table 6 2 .
= − g 1 (t) (g 1 (t)) 2 + e 2h 1 (t) J ∧ J . Table 6 : Summary of the ten-dimensional fields in terms of the three-dimensional scalar fields for the K3 × T 2 /Z 2 orientifold compactification of type IIB supergravity.
Note that the asymptotic behavior of these ten-dimensional cosmologies can be described in terms of the Weyl group of SO (4, 4) , in precisely the same way as described in section 3.2 for the four-dimensional solutions. More specifically, the Weyl group will determine the asymptotic timedependent behavior of the metric, the dilaton and the RR four-form, as these depend on the Cartan 2 Note that we do not give the full solution for the RR four-form C (4) . The solution given here should be supplemented with components along the four-dimensional space-time and T 2 . These can however be determined by the components along K3 by requiring the field strength of C (4) to be self-dual.
scalars ∆(t), h 1 (t), h 2 (t), h 3 (t). For the metric, the Weyl group thus explains how its various scale factors and the complex structure of the two-torus change in going from −∞ to +∞.
Examples
We can now reinterpret the solutions given in section 3.3 as solutions of ten-dimensional type IIB supergravity. We will do this for the examples given in sections 3.3.2 and 3.3.3. For reasons of clarity, we will however put some of the integration constants that appear in the second integration step, equal to zero. This is enough to show the general structure, as the solutions with all integration constants non-trivial often contain a lot of repetition. From table 6, we can for instance see that the structure of B (2) and C (2) is very similar. We will thus choose the integration constants of the second integration step such that only B (2) or C (2) is non-trivial.
Example 1
As our first example, we consider the second example considered in section 3.3.2. For simplicity we will assume that
In this case, the full 10-dimensional metric is given by:
= − e −t+2 √ 30t+ The RR two-form C RR (2) is equal to zero, while the Kalb-Ramond field is given by
3 + e 4t dz ∧ dv . (4.14)
The dilaton φ and the RR axion C (0) are finally given by
while
(4.16)
Example 2
Let us also consider the ten-dimensional interpretation of the example considered in section 3.3.3. Again, for the sake of simplicity, we will assume some integration constants to be zero:
The full ten-dimensional metric is then given by:
= − e In this case, the Kalb-Ramond field B (2) is zero, whereas the RR two-form is given by:
Furthermore, the RR four-form is zero in this case (due to the fact that it is proportional to C [5] ), while the dilaton and RR axion are respectively given by:
Conclusions and outlook
In this paper, we have considered the problem of finding cosmological solutions of higher-dimensional (d ≥ 4) supergravity theories. The method we used to find a large class of cosmologies consists in performing a dimensional reduction to three dimensions, where the theory reduces to a non-linear sigma model coupled to gravity. In case the target space of the resulting non-linear sigma model is a symmetric space, the field equations of the three-dimensional theory are integrable and can be solved for metrics of Friedmann-Lemaître-Robertson-Walker (FLRW) type, via techniques that were developed earlier. We have described how the three-dimensional solutions can be uplifted to higher dimensions in an algorithmic manner via the process of dimensional oxidation. In this way, we obtain an interesting class of higher-dimensional cosmologies. In this paper, we were mainly concerned with finding cosmological solutions of N = 2, d = 4 supergravity theories with only vector multiplets present. We have applied our algorithm to the so-called S-T -U model, in which three vector multiplets are present and that stems from a K3 × T 2 /Z 2 orientifold compactification of type IIB supergravity. Some examples of explicit solutions have been given and their properties have been discussed. More specifically, we have devoted attention to the asymptotic behavior of these solutions and we have exhibited how the asymptotic states at t = −∞ and t = +∞ are related to each other via the action of the Weyl group of the three-dimensional duality algebra. We also showed how these solutions of the S-T -U model can be seen as solutions of type IIB supergravity. Although the solutions in three dimensions are of FLRW-form, in higher dimensions they correspond to cosmologies where the algebra of translational isometries is non-abelian of the Heisenberg type.
Let us comment on some restrictions that were assumed in this paper, and how they can be removed. First of all, let us note that, although we mainly oxidized to four dimensions, this is not really a restriction. Indeed, for the class of N = 2 supergravities considered here, the highest dimension to which the three-dimensional theory can be oxidized is d = 5 or even d = 6 (see [27] , [30] , [37] ). Similar uplifting formulas as described in this paper can then be used to perform the uplift to these higher dimensions. Indeed, we have for instance shown how to do the uplift to ten dimensions for the S-T -U model. Secondly, the explicit example considered in this paper corresponded to a three-dimensional sigma model, whose symmetric target space is maximally noncompact. The theoretical discussion given in section 2 was however rather general and also holds for the more general case in which the three-dimensional sigma model is a non-maximally non-compact symmetric space. Finding time-dependent solutions in three dimensions can then be done by using the technique of Tits-Satake projections, as has been explained in [11] , [13] and [30] . The uplift of these solutions can then be performed along the general lines explained in section 2. Thirdly, let us note that also the hypermultiplets can be included. The scalars of the hypermultiplets span a quaternionic-Kähler manifold by themselves and reduce trivially to three dimensions, resulting in a three-dimensional target space that is the direct product of two quaternionic-Kähler manifolds. The geodesic equations (2.15) then decouple for both factors of this direct product and can be solved separately for each factor. Three-dimensional solutions can then be searched for in the usual manner and their uplifts can be considered.
Let us also note that in order to obtain more realistic cosmologies, we should not only look at ungauged supergravities, as was done in this paper, but we should consider gauged supergravities instead. These can for instance be obtained by considering flux compactifications and they exhibit non-trivial potential terms for the scalars. One then expects a much richer behavior, including cosmologies exhibiting inflationary periods and universes with accelerated expansion. It is therefore of obvious interest to see how our methods can also be adapted to the case of gauged supergravities. Finally, we would also like to mention that our solutions are restricted in the sense that they correspond to FLRW-cosmologies in three dimensions. In order to relax this restriction and to allow for different scale factors for all spatial dimensions, we would have to consider dimensional reductions to two dimensions and even to one single dimension. In these dimensions, the relevant duality algebras are no longer finite dimensional, but correspond to infinite-dimensional Kac-Moody algebras, as is well-known (see e.g. [38] , [39] , [40] ). It is therefore an interesting problem to extend our methods to these cases. We hope to report on this in due course.
Appendix
A The period matrix
In this appendix, we collect the components of the symmetric matrix N IJ that determines the couplings between scalars and vector fields in the four-dimensional supergravity Lagrangian. The non-zero independent components of the imaginary part of this matrix are given by: (ImN ) For the real part of the period matrix, one has the following non-zero independent components: (ReN ) 1,4 = g 1 (t) e 2h 1 (t) +g 1 (t) 2 , (ReN ) 2,3 = g 1 (t) e 2h 1 (t) +g 1 (t) 2 .
B The solvable algebra of SO (4, 4) Throughout the paper, the following conventions were used for the solvable algebra of SO (4, 4) . We have used the following form of the SO(4, 4)-invariant metric:
where ω 4 is the matrix with entries 1 on the minor diagonal and all other entries zero: For the positive roots g i , p i and q i , i = 0, · · · , 3, the following representation was used:
g 0 = E α 9 = E 1,7 − E 2,8 , p 0 = E α 8 = E 1,6 − E 3,8 , q 0 = E α 4 = E 2,3 − E 6,7 , g 1 = E α 1 = E 1,2 − E 7,8 , p 1 = E α 2 = E 1,3 − E 6,8 , q 1 = E α 11 = E 2,6 − E 3,7 , g 2 = E α 12 = E 3,5 − E 4,6 , p 2 = E α 10 = E 2,5 − E 4,7 , q 2 = E α 3 = E 1,4 − E 5,8 , g 3 = E α 6 = E 3,4 − E 5,6 , p 3 = E α 5 = E 2,4 − E 5,7 , q 3 = E α 7 = E 1,5 − E 4,8 .
(B.8) In order to determine in which order these positive roots should be exponentiated in e.g. formula (3.7), we have also indicated to which positive roots α I , I = 1, · · · , 12 the generators g i , p i and q i correspond.
C Explicit construction of the Weyl group of SO(4, 4)
The action (3.9) of the Weyl group of SO(4, 4) on the constants c i in (3.8) can be explicitly constructed in the following manner. First, one constructs the 12 matrices exp π 2
where E α I correspond to the positive root generators of SO (4, 4) . By taking all possible products of these 12 matrices, one can close a discrete group W(SO(4, 4)), which was called the 'generalized Weyl group' in [13] . Performing this procedure explicitly, shows that W(SO (4, 4) ) is a discrete subgroup of SO(4) × SO (4) and that W (SO(4, 4)) acts on C 0 by conjugation as in (C.2). For σ ∈ W (SO(4, 4)), one thus concludes that the action of σ on c i can be obtained via the following formula:
It can be checked explicitly that this action of W (SO(4, 4)) on the constants c i is realized via orthogonal transformations, i.e.:
