any fields, ranging from bioinformatics to databases to large-scale integrated circuits, deal with the interrelation between elementary objects. Objects are represented as vertices and the relationships between them are represented as nets (edges that connect two or more vertices) in the form of a hypergraph. We seek a placement of vertices that groups like objects and separates unlike objects. This involves separating related objects into a few, possibly disjoint, blocks. These hypergraph-partitioning problems are NP-hard so cannot be solved exactly, except for very small instances. We develop and use a numerical technique based on eigenvector decomposition of the connectivity matrix associated with the circuit netlist to partition hypergraphs emanating from circuit netlists. The eigenvector components of the circuit connectivity matrix are then used to determine vertex coordinates in one dimension that are then rounded in some fashion to determine block assignments. The inherent difficulty with eigenvector techniques is that the eigenvector components tend to cluster, making it difficult to determine correct block assignments. Our technique uses weights on nets, vertices, and fixed vertices to obtain a more "discrete" placement of vertices, making it easier to determine correct block assignments.
Introduction
Allocation of electronic switching units has many implications with respect to criteria such as routability, wiring congestion, and timing performance. When units with numerous wiring connections between themselves are placed in proximity to one another, these criteria are more likely to be met. A circuit is represented as a hypergraph where switching units are vertices weighted by the number of incoming wire segments and signal nets are edges with two or more endpoints. Additionally, circuits must connect to the outside world through input/output terminals. In this paper, a hypergraph is composed of V vertices (some of which may be fixed terminals), E nets, and k blocks.
Our goal is to divide V vertices into k blocks such that the number of nets between the blocks, called the net cut, is minimized. The rationale behind this is that switching units (vertices) that perform related tasks have numerous connections between them and should be assigned to the same block; those that have few connections between them are assigned to different blocks. Techniques that use eigenvectors usually partition into two blocks, so in our results, k is assumed to be two. However, our technique is by no means limited to the case where k = 2. Recently, it has also become essential to include fixed terminals into the partitioning formulation (Alpert et al. 2000) .
The problem we have just described appears at several stages of the very large scale integrated (VLSI) circuit design process and has generated a great deal of interest in the VLSI-CAD community over the last 30 years. Current partitioning techniques include multilevel interchange-based methods (Karypis et al. 1997) and methods that use eigenvectors of graphs to obtain vertex placements that are subsequently split in some fashion to yield block assignments (Hall 1970 , Fiedler 1973 , Pothen et al. 1990 ). Problems associated with using eigenvectors to obtain block assignments are as follows.
(a) The eigenvector components tend to cluster, which results in poor one-dimensional placements and, hence, partitions.
(b) Eigenvector methods work with graph representations of hypergraphs-any graph representation of a hypergraph is merely an approximation of the hypergraph.
(c) Eigenvector approaches are generally not amenable to inclusion of fixed vertices, so they cannot be made to model problems from circuit design very effectively.
With regard to (a), what is required, in essence, are means to make the eigenvector components more monotone. There are several ways of improving the monotonicity of eigenvector components:
(i) by linearly combining eigenvectors corresponding to several of the largest or smallest eigenvalues (Hall 1970 , Frankle and Karp 1986 , Chan et al. 1994 , Alpert et al. 1999  (ii) by assigning weights to vertices (and not only nets); (iii) by including fixed vertices in the formulation (Riess et al. 1994 , Hendrickson et al. 1996 . INFORMS Journal on Computing 18(2), pp. 197-208, © 2006 INFORMS We focus on the theoretical development of a unique eigenvector-based method based on points (ii) and (iii) to obtain better placements. We avoid linearly combining eigenvectors as in Alpert et al. (1999) due to the high computational cost associated with carrying multiple eigenvectors. Although we use a graph representation of a hypergraph, we assign weights to vertices and edges to approximate the hypergraph better than if we had used weights on edges alone. With respect to point (iii), our technique can be extended in a straightforward manner to handle fixed vertices.
Our method is based on a technique introduced by Otten (1982) , which is used to order vertices into a one-dimensional placement. We formulate the eigenvector technique as an optimization problem where the solution is in the form of an eigenvector. The eigenvector, when sorted, is used to determine the relative row and column orderings of the incidence matrix of a hypergraph. We show how our technique may be used to determine k-way block assignments of hypergraphs. Furthermore, in practical applications, some of the vertices in the hypergraph may be fixed to specific blocks. We show how fixed vertices may be incorporated into the formulation. Results indicate that our technique yields significantly smaller net cuts than do two other well-studied eigenvector methods. If fixed vertices are incorporated into the formulation, then the net cut is improved by an additional 15% on average.
The rest of the paper is structured as follows. Section 2 covers previous eigenvector-partitioning approaches. Section 3 introduces a modified eigenvector technique that uses weights on vertices, nets, and fixed vertices to determine good vertex placements. Section 4 demonstrates how this technique can be used on a few simple examples. Section 5 contains results on circuit-test problems. Finally, §6 restates the problems associated with eigenvector techniques and summarizes how we solved these problems.
Previous Approaches
Given a graph G V E , vertices u ∈ V and v ∈ V , let x v = 1 if vertex v belongs to block 1 and x v = −1 if vertex v belongs to block 2. Let w uv represent the weight of the edge connecting vertices u and v. We wish to minimize the number of edges with endpoints in both blocks. Since x v = ±1, this is equivalent to minimizing the one-dimensional (integer) distance between all pairs of connected vertices (Tsay and Kuh 1991) :
The nonzero pattern in the summand results in the matrix formulation
where P is the V × E node-arc incidence matrix defined as
L is the Laplacian matrix of the graph and W is a diagonal matrix containing edge weights. The graphpartitioning formulation includes block assignment constraints on the vertices (Hall 1970 , Pothen et al. 1990 :
Due to its discrete nature, this problem is very difficult to solve exactly for instances larger than several thousand vertices. In practice, the integer constraints are approximated by constraints that spread vertices about the median (constraints (4)) so there are an approximately equal number of vertices on both sides of the median (constraints (5)). For convenience we define e as the vector of all ones. Thus, the optimization problem is
This formulation essentially replaces the solution space consisting of the vertices of the ±1 unit hypercube with the points on the surface of the Euclidean unit sphere. (5) is the eigenvector corresponding to the second smallest eigenvalue ( 2 ) of the Laplacian (Hall 1970 , Fiedler 1973 .
Theorem 1. A globally optimal solution to (3)-
The eigenvector corresponding to 2 is known as the Fiedler vector and is denoted by u 2 . The components of the Fiedler vector that are negativevalued represent the coordinates of vertices in the first block; nonnegative components of the Fiedler vector represent the coordinates of vertices in the second block. The effect is that the eigenvector components of strongly (weakly) connected vertices are close (far away), so strongly connected vertices are more likely to be assigned to the same block. Since it minimizes the distance between pairs of vertices, the technique we have just described can be used as a one-dimensional placement of vertices (Tsay and Kuh 1991) . In §3, we use a better one-dimensional placement of vertices to determine a partition of vertices.
The components of u 2 are sorted into ascending order to yield u opt 2 . The coordinates of u opt 2 with respect to u 2 determine the ordering of the vertices. The net cut is the smallest cut between columns 0 45 V and 0 55 V of P.
In the classical Fiedler optimization problem, the solution is a vector of vertex coordinates from −1 to 1. Fixed vertices can be modelled as vertices lying at the extreme ends of the −1 1 range. Hendrickson et al. (1996) extend the Fiedler formulation to include fixed vertex information as follows:
where g i > 0 denotes a preference for vertex i toward the block corresponding to +1. This is an extended eigenproblem for which, although it has multiple solutions, the solution that minimizes the objective function is always the x vector associated with the smallest possible value of that satisfies the constraints. Barnes' method tries to find a partition-assignment matrix that "best approximates" an adjacency matrix and thus determines how vertices should be assigned to blocks that minimize the number of edges that are cut (Barnes 1982) . He uses the following definition. The eigenvalues of B are 1 2 k 0 0 . Barnes (1982) restates k-way graph partitioning in terms of finding a block-assignment matrix B so that the distance (in a two-norm sense) between B and the adjacency matrix A is as small as possible. The rationale is that if vertices i and j are adjacent (i.e., a ij = 1) then they should end up in the same block (i.e., b ij = 1). In mathematical terms we would like to find B such that
is as small as possible. Since the sums of eigenvalues and E are known constants,
We consider the k orthonormal eigenvectors u j of A corresponding to the k largest eigenvalues of A, blocks. The optimal partition assignment is attained when the components
are sorted from smallest to largest. Since eigenvectors can be positive or negative, Barnes suggests selecting the largest, in magnitude, of the four possible ± combinations of the two eigenvectors. We use the sorted order ofā i to order the adjacency matrix and compute the cut position between rows 0 45 m and 0 55 m of P. Some authors propose using several eigenvectors to determine one-dimensional placements of vertices that minimize the number of cuts. The reasoning behind using multiple eigenvectors (instead of just the second eigenvector) is that the subsequent eigenvectors provide additional information regarding where vertices should be assigned to minimize the net cut. Frankle and Karp (1986) and Alpert et al. (1999) divide the set of vertices into groups such that the two norm of the sum of the vertex coordinates in each group is maximized. Chan et al. (1994) use the cosine of the angle between two rows of the V × k eigenvector matrix V to determine how close the vertices are to each other. If the cosine between two vectors is close to 1, then the corresponding vertices must belong to the same block. Their k-way partitioning heuristic consists of constructing k prototype vectors with distinct directions (to represent blocks) and placing into the corresponding block the vertices that have corresponding vectors within /8 radians of the prototype vector. Riess et al. (1994) use the Fiedler vector to fix the vertices corresponding to the ten smallest eigenvector components and ten largest eigenvector components to locations 1.0 and 0.0, respectively. The center of gravity of the remaining vertices is fixed at location 0.5. They solve a quadratic program to reposition the free vertices so the overall wire length is reduced. In the next pass of the algorithm, the 5% of vertices with the largest (smallest) resulting coordinate are moved so their center of gravity is at x i = 0 95 x i = 0 05 . After performing the optimization and repositioning, the process is repeated at the center of gravity of x i = 0 9 and x i = 0 1, and so on. The process is repeated ten times so there are ten different placements, and the placement that gives the best partition is selected.
Since eigenvector methods work with Laplacian matrices of graphs, it is necessary to represent hypergraphs as equivalent graphs. Often, a hypergraph is represented as clique graph. A clique is a subgraph of graph G V E in which every vertex is adjacent to every other vertex, so a net on e vertices will be represented by e 2 edges. In order that large nets do not have a disproportionate influence in the determination of the net cut, graph edges of the net are weighted so that, regardless of how vertices in the graph are partitioned, the number of cuts should come as close as possible to 1. Unfortunately, there exists no weighting scheme that models the cut properties of nets with more than three vertices exactly, so any graph representation of a hypergraph is merely an approximation (Ihler et al. 1993 ).
A Weighted-Vertex-and-Edge Model
The problem we address in this paper is how to assign vertices to coordinates on a horizontal axis from −1 to +1 so that the number of nets that have vertices with both positive and negative coordinates is minimized given that both nets and vertices have nonunit weights. In effect, our formulation minimizes the overall connection distance between all pairs of vertices and is thus a one-dimensional placement of vertices.
The distinguishing feature that will allow us to obtain good-quality placements is weighting vertices according to their vertex degree (i.e., switching unit size) into the formulation. Since the target application of our work is VLSI physical design in which switching units of varying sizes are represented as vertices, the abstraction we present in this section models the vertex-placement problem better than previous approaches. Our model is formulated as a quadratic objective function with quadratic constraints, of which the solution is in the form of an eigenvector.
Recall that the Fiedler vector is an approximate solution to the problem that tries to map vertices to discrete locations x i = ±1. However, the components of the Fiedler vector will tend to cluster tightly about the origin because it is minimizing over a hypersphere defined by x T x = 1. In our formulation we spread out the ±1 vector by minimizing over the hyperellipse with principal axes scaled by vertex weights. The resulting eigenvector components are reasonably spread out and can be used to order vertices.
The basis of this method is a direct representation of a hypergraph through a vertex-edge incidence matrix where edges may connect more than two vertices. Let m = V be the number of vertices and let n = E be the number of nets. Define an m × n vertex-edge incidence matrix P where
In order to obtain a good partitioning solution, we transform the incidence matrix into a form where the nonzeros in every row and column are consecutive, called a perfect sequence. The rationale behind this is that if an incidence matrix has the consecutive ones property in the rows and columns, then every vertex in the corresponding linear arrangement is placed next to only its immediate neighbors and the overall net length is minimized. In the example below, the rows and columns of an incidence matrix are permuted into the perfect-sequence form. 
When we compute the number of rows between the ones in each column, the matrix on the left has a total net length of 2 + 2 + 4 + 0 + 3 = 11 units, whereas the perfect sequence matrix on the right has a total netlength of 0 + 1 + 1 + 1 + 1 = 4 units. Assume we have a hypergraph defined by a set of vertices and nets. We obtain a vertex placement by mapping vertices to the horizontal axis between −1 and +1 according to their weights multiplied by a sign factor (assuming vertex weights are greater than 0, but less than 1). Let r i be the coordinate of vertex i and let c ii be the weight of vertex i; then r i = ±c ii . In other words, c ii r i = 0 where the second constraint indicates that the total weight of vertices on the left side of the origin is equal to the total weight of vertices on the right side of the origin. In VLSI terminology, where vertex weight corresponds to switching unit area, this corresponds to having an approximately equal area on either side of the origin.
Let d jj be the inverse of the weight of net j and let w ik be the weight of the net segment connecting vertices i and k:
Now w ik is the i k th entry of the matrix PD 2 P T where P is the incidence matrix and D is an n × n diagonal matrix with nonzero entries d jj . The matrix PD 2 P T is the summation of the weights of all net segments that are connected to vertices i and k. Note that w ik = w ki -we will use this property in our derivation.
The origin of the model presented here lies in a weighted distance-minimization problem that minimizes the overall distance between all pairs of connected vertices. This formulation is similar to the formulation in Hall (1970) Using the above weighting scheme, through some mathematical manipulation, the optimization problem (9)- (11) becomes
We can restate (12)-(14) in terms of matrices, where C and D are diagonal matrices containing vertex and net weights as defined previously:
Define matrix F = CPD CPD T , which is formed by pre-and post-multiplying the square matrix in the objective function (15) by the vertex-scaling matrix C. The solution of (15)- (17) is the vector r, which corresponds to an ordering of rows of the matrix P (i.e., vertices in the hypergraph). We also use a vector k = D 2 P T r, which corresponds to an ordering of the columns of P (i.e., nets in the hypergraph). To obtain an ordering of rows and columns of P, we sort the components of r and k from smallest to largest components; call these sorted vectors r opt and k opt , respectively. The coordinates of r opt with respect to r and k opt with respect to k give a good ordering of P. The value of r is found according to Theorem 2. Let u 2 be the eigenvector corresponding to the second-largest eigenvalue of the matrix F. A globally optimal solution to (15)- (17) is r = Cu 2 .
A rigorous proof of the above theorem is fairly involved and is in the online supplement to this paper at http://joc.pubs.inform.org/. The following theorem shows that the largest eigenvalue of F is 1 and justifies why we use the eigenvector corresponding to the second eigenvalue of F instead of the eigenvector corresponding to the largest eigenvalue of F. T is a row stochastic matrix. The largest eigenvalue of C 2 PD 2 P T is 1 = 1 with corresponding eigenvector e. Therefore, CPD 2 P T CC −1 e = C −1 e. Normalizing the eigenvector by letting u 1 = C −1 e/ C −1 e , we have shown that CPD CPD T u 1 = u 1 . Note that all eigenvalues/eigenvectors of
Thus, the corresponding eigenvalues of CPD CPD
T are the same as C 2 PD 2 P T and the corresponding eigenvectors of CPD CPD T are C −1 u i . Accordingly, 1 is the largest eigenvalue of CPD CPD T with corresponding eigenvector u 1 = C −1 e/ C −1 e . Since the largest eigenvalue of F corresponds to an eigenvector u 1 = C −1 e/ C −1 e , the placement of the vertices and nets of the hypergraph would be determined from the vectors
which assigns the same coordinate to all vertices.
Incorporating Fixed Terminals into the Formulation
We use an analytical approach similar to Hendrickson et al. (1996) to incorporate fixed vertices into the formulation. Fixed vertices are connected to exactly one net so the vertex weight is c ii = 1. Since we fix vertices to the right block using r i ≈ 1, it is also true that r i ≈ r 2 i . This approximation will enable us to solve the optimization problem using conventional rather than specialized eigenvector solvers. We modify (15) to read
where G is diagonal with entry g ii = c if vertex i is fixed and c is a constant called the fixed-terminal scaling parameter. The value of c is experimentally determined in §5. The "+" sign in the objective function (18) is there because we are maximizing instead of minimizing as in (6).
Bipartitioning
In this section, we discuss what it means to partition an incidence matrix. Given a hypergraph and its incidence matrix P, a balanced bipartitioning of the hypergraph corresponds to a decomposition of P into
where P 1 and P 2 have m/2 and m/2 rows, respectively. The horizontal line represents the cut line.
Matrix N 1 N 2 T has at least one nonzero in each column, so the number of columns of N 1 N 2 T represents the net cut. In a perfect netlist, because each row and column has its nonzeros consecutively, the number of columns of N 1 (i.e., the net cut) will tend to be small, although we do not make any claims regarding optimality.
Calculating the Net Cut
In this section, we examine how we might extract netcut information from an ordering of the rows and columns of the incidence matrix P. Recall that the rows of P correspond to vertices and the columns to nets. Thus, P is an abstraction of an arrangement of vertices where vertices are numbered from 1 to m according to their position in the linear arrangement. Given k blocks, algorithm kway-net cut in Figure 1 finds the smallest net cut for all vertices located between vertex a and vertex b. The algorithm then updates the net cut and removes the cutset from the set N . Since b − a = 1/10 k − 1 , the complexity of this routine is given by O k − 1 /10 k − 1 = O 1 . Using this algorithm, it is possible to compute the number of cuts for algorithm kway-net cut (netlist, k) N set of all nets V set of all vertices net cut = 0 
Examples
The concepts presented above are illustrated with the aid of some simple examples. Our first example, borrowed from Otten (1982) is represented by the following incidence matrix: The placement before and after using our technique is in Figure 3 . Calculating the objective value yields r T Pk = r opt T P opt k opt = 0 84 = 2 and the result is a perfect netlist. If we divide the vertices into two blocks such that S 1 = 4 8 7 1 5 and S 2 = 2 9 6 3 10 , we would have to cut nets 6, 8, and 5. Alternatively, if we divide the vertices into three blocks S 1 = 4 8 7 S 2 = One-Dimensional Placement Before and After Ordering Using the Eigenvector Technique 1 5 2 9 , and S 3 = 6 3 10 , we would have to cut nets 3, 6, 5, and 1. In our second example, we demonstrate that simply having monotone eigenvector components does not guarantee a perfect netlist. We can construct such an example by modifying row 3 of the matrix in the first example so p 3 5 = 1: The result reveals that vertex 5 is in the bottom block, as desired.
Experimental Results
We use the hypergraph (.hgr) and fixed vertex file (.fix) formats used by hMetis (Karypis and Kumar 1998) . For the smaller test problems, we use our own .hgr and .fix files from test problems described in Kozminski (1991) . We also use test problems described in Alpert (1998) and Caldwell et al. (1999) . Our results were compiled on a 1.5 GB Pentium running Linux.
The most time-consuming part of our technique was computing the second eigenvector of F-we use the Lanczos method for finding a few eigenvectors and eigenvalues of this matrix. The Lanczos method converges to the outer eigenvalues and corresponding eigenvectors of the connectivity matrix very quickly (Watkins 1991 , Demmel 1997 . From the # steps column in Table 1 , at most 30 iterations are required for all test problems-most problems require fewer than 15 iterations to converge. The time it takes the Lanczos routine to find the correct eigenvector depends on both the size of the problem and the number of Lanczos iterations involved. The first column in Figure 4 lists the test problems we use in this paper; the second and third columns are the number of vertices and the number of nets; the fourth column contains the second eigenvalue of F; the fifth column contains the number of Lanczos steps required to compute the second eigenvalue; finally, the last column contains the time required to compute the second eigenvalue, in seconds.
In Figure 4 , we observe an approximately linear relationship between run time and (# steps) × (# vertices).
Bipartitioning Results
The first experiment compares our eigenvector formulation "eig" to eigenvector formulations "Fiedler" described in Hall (1970) and to the Barnes (1982) method "Barnes." To reduce memory usage incurred in multiplying dense columns of P with dense rows of P T in the computations to determine L and F, nets that connect more than 100 vertices are removed. The second and third columns of Table 2 Table 2 are results obtained using Fiedler's method. To obtain the results cited, we first constructed the Laplacian of the graph representation of the various netlists with net weights w uv equal to the inverse of the sum of each row of the adjacency matrix. In the last two columns of Table 2 are results obtained using Barnes' method. In terms of net cut, hMetis produces the best results, followed by eig, Fiedler, and Barnes. In terms of CPU time, our technique appears overall to be the fastest, followed by hMetis and Barnes, with Fiedler a fair bit slower. The "-" in the Fiedler columns for rows ibm15-ibm18 indicate that the Lanczos routine had exceeded the time-out value point of 1,800 seconds (30 minutes) to compute eigenvectors and eigenvalues.
Although for eig, the net cut is inferior to that of hMetis, we can glean significant insight into the structure of the netlist by using the placement produced by eig. We can use this information to determine whether it is better to partition the hypergraph into two or three or more blocks. For example, in the Figure 5 , by using eig, we can see that the best way to partition ibm02 is into three nearly equal-sized blocks, rather than two. eig is intended to be a complementary method to hMetis by providing insight on the number of blocks and block sizes, which hMetis cannot do in advance.
Technique eig obtains the smallest net cuts compared to other eigenvector methods because it takes both vertex and net weights into account when performing the optimization. The components of the eigenvector are more spread out than the components of the Fiedler vector or the eigenvector components used by Barnes. The plots comparing eigenvector components resulting from eig, Fiedler, and Barnes confirm that this is indeed the case. For problem ibm01, Fiedler's method produces a net cut nearly as small as eig: this is evidenced by the fact that the eigenvector components of Fiedler's method follow almost the same distribution as the components resulting from eig (see Figure 6 ).
Limits of Interchange-Based Partitioning
Multilevel partitioners use vertex-matching techniques to merge vertices of small degree into vertices of larger degree. Matchings may be selected randomly or by decreasing net size (Karypis et al. 1998) . After clustering, the average vertex weight increases, but the average net degree decreases. If it is not "obvious" which nets are of largest degree, then multilevel techniques will have difficulties deciding on the right vertices to merge. The purpose of the following experiment is to see what happens when the vast majority of nets have exactly the same degree. To simplify matters, we generate block-diagonal 1 000 × 1 000 matrices with k orders below the diagonal and k orders above the diagonal, so most nets are connected to 2k + 1 vertices. The goal is to partition them into two blocks such that the net cut is minimized (the globally minimal net cut for such netlists is exactly 2k). Table 2 Bipartitioning Results for Different Eigenvector Methods hMetis eig Fiedler Barnes In Table 3 , the names of the matrices are given by circuit-k; "d.n.c." (did not converge) indicates the partitioner was not able to solve the problem. When the density exceeds approximately 5%, the multilevel partitioner is no longer able to determine the net cut, whereas eig is able to do so even for reasonably dense problems. 0 2,000 4,000 6,000 8,000 10,000 12,000 14,000 16,000 18,000 
Bipartitioning Results with Fixed Terminals
The purpose of this experiment is to see whether there is any improvement in performance when fixed terminals are included. Typically, circuit blocks that have switching units of widely varying size and complexity (e.g., everything from the smallest inverter to the largest adder) will require more power, ground, and logistic signals from the outside, so more fixed terminals are required. Results are provided in Table 4 where eigFT indicates eig with fixed terminal information, eig indicates no fixed terminal information is used, c is the fixed terminal scaling parameter, and ft is the average net degree of nets that are attached to fixed terminals. The net cut in the eig column is generated by setting the fixed-terminal scaling parameter to c = 0; the net cut in the eigFT column is generated by finding the best fixed-terminal scaling parameter through trial and error.
The secondary purpose of this exercise is to gather information about the terminal-scaling parameter. The terminal-scaling parameter is related to the average size of nets that are connected to terminals: Why eig Yields Smaller Net-Cuts than Fiedler and Barnes Note. In cases where eig obtains a much smaller net-cut than do Fiedler and Barnes (baluP and ibm16), the components of the second eigenvector obtained using eig are more spread out than eigenvector components obtained by the Fiedler and Barnes methods witness the small values of c for test problems test, struct, avq.small, and avq.large. It is not surprising that these circuits also have higher terminal-net degree than the rest. In these circuits, the fixed terminals naturally have much impact on how vertices are ordered. Only a small amount of extra weight is required to place all fixed vertices in the correct block as in the case of struct (the net-cut obtained there is in fact the globally optimal net-cut with fixed termi- The results show that for the most part, including fixed terminals in the eigenvector formulation produces better vertex placements than if no fixed terminals are included. Figure 7 demonstrates that in cases where the net cut is better with fixed terminals, the eigenvector components follow a more monotone distribution.
Conclusions
This paper discussed a partitioning technique that uses the second eigenvector of an adjacency-like matrix. Our technique yields superior results to two other well-known eigenvector techniques because we assign weights to vertices, nets, and fixed vertices. We pointed out that by weighting vertices and nets, the components of the eigenvector that are used to determine placements follow a more monotone distribution, which ultimately results in better-quality partitions. We also extended the technique to incorporate fixed vertices that represent input/output terminals of a chip, and observed that the monotonicity of the eigenvector components is further strengthened and in many cases, the net cut improved. Since our technique uses the second largest eigenvector of the modified adjacency matrix, we were able to solve the largest test problems in reasonable time. In particular, our technique scales approximately linearly with the number of vertices. An important feature of this new eigenvector model is that it complements the multilevel partitioners like hMetis by providing important insight into the "naturally occurring" number of blocks and block sizes that are not easily gauged in these competitive partitioners.
