We consider smooth solutions to the biharmonic heat equation on ℝ × [0, ] for which the square of the Laplacian at time is globally bounded from above by 0 / for some 0 in ℝ + , for all ∈ [0, ]. We prove local, in space and time, estimates for such solutions. We explain how these estimates imply uniqueness of smooth solutions in this class.
Introduction
In this paper we prove local in space and time estimates for solutions : ℝ × [0, ] → ℝ of the biharmonic heat ow, for some 1 ∈ ℝ, where 0 ( ⋅ ) := ( ⋅, 0). Then there exists an = ( , 0 , 1 ) > 0 such that
The paper is organised as follows. Section 3 contains the proof of Theorem 1.1 and Theorem 1.2. These proofs require some energy estimates for solutions to (1.1) , which is the subject of Section 2. Section 4 contains the proof of Theorem 1.3, and Section 5 contains full details on the Tychono -type solutions discussed above. We present in Section 6 details on the construction of the example mentioned above which shows that control of the form (1.2) is natural. We also show that the solution in this example has a speed which is not integrable.
Some of the estimates from Section 3 and Section 2 rely on interpolation inequalities which are not readily available in the current literature. These interpolation inequalities are proved in the Appendix.
A priori energy estimates
In this section we shall prove some estimates for the weighted energies
where ∈ ℕ 0 and : ℝ × [0, ] → ℝ is a smooth solution to (1.1). In the above equation and in that which follows all integrals are with respect to Lebesgue measure. Note that are all nite for any ∈ ℕ 0 and ∈ [0, ] since : ℝ × [0, ] → ℝ is smooth. The purpose of the a priori estimates in this section is to quantify how global quantities such as the various Sobolev norms of the solution behave along the ow (1.1). Lemma 2.1. Let : ℝ × [0, ] → ℝ be a smooth solution to (1.1) . For all ∈ [0, ],
for all ∈ ℕ 0 .
Proof. Di erentiating gives
Rearranging gives the lemma.
We now specialise by setting = , > 0 to be chosen, and ∈ ∞ loc (ℝ ) satisfying (0) ≤ ≤ 2 (0) , > 0, and |∇ | ≤ , |∇ 2 | ≤ 2 , ( ) where ≥ 1 is an absolute constant depending only on . In the following proofs we make extensive use of the elementary inequality Proof. Throughout the proof denote positive parameters to be chosen. Using (2. 3) and ( ),
We choose = ( , , ) > 0 so that 
Proof. Again, throughout the proof > 0 denote positive parameters to be chosen. Integrating by parts yields
Lemma 2.2 deals with the rst term:
where we used the fact that −2 ( ⋅ ) ≤ −4 ( ⋅ ), which is true since 0 ≤ ( ⋅ ) ≤ 1 on ℝ . Lemma 7.2 yields the estimate
where 2 = ( 2 , , ) = 2 4 ( 1 2 + 2 9 4 4 ). Combining this with (2.9), we get
Combining (2.10) with (2.7)-(2.8) and choosing = ( , , ) > 0 so that
yields the result. One possible choice is 
where 3 ( , ) is constant depending only on and .
Proof. We combine Lemmata 2.1-2.3 as follows. Lemma 2.1 states that
The two terms on the right hand side are estimated by Lemma 2.2 and Lemma 2.3 respectively. Adding together the estimates, we nd, for any 1 , 2 > 0,
In particular choosing = 1 4 and combining this with (2.11), we have
where 3 is a constant depending only on and . Absorbing the rst term on the right into the left yields the claimed estimate. 
where 4 ( , ) is a constant depending only on and .
Proof. We rst consider the case where = 1. Using Lemma 2.1 and integration by parts, we nd
We claim that
hold. Given the above estimates, we may conclude the required statement for the case = 1 as follows. Choosing = 1 2 in each of (2.13), (2.14) and combining with (2.12), we nd
whereupon subtraction of 2 ( ) from both sides yields the desired estimate. The estimate (2.14) is (2.9) with 1 = 2 and = 1. It remains to prove the estimate (2.13). We compute
Absorbing the second term on the right into the left, we obtain , where 3 ( , ) is as in the previous Corollary, yields 
which, after absorbing the rst term on the right into the left, becomes
as required.
A blowup argument
Let : ℝ × [0, ] → ℝ be a smooth solution to (1.1). We consider the scale invariant quantity (∇̃ )(̃ ,̃ ) = (∇ )( , ), and hence (∇ ̃ )(̃ ,̃ ) = (∇ )( , ), ̃ (̃ ,̃ ) = 4 ( , ), and hence ̃ (̃ ,̃ ) = 4 ( , ),
where here ( ) refers to time derivatives, and ∇ refers to spatial derivatives, and we are assuming that ∈ ℕ ( ̸ = 0). Therefore
and ( , ) =̃ (̃ ,̃ ) as claimed. Note that
in view of the de nitions of the terms involved.
In the following, we will assume that
for some xed 0 ∈ ℝ + . That is, the quantity
may approach in nity as ↘ 0, but it is only allowed to do so at a controlled, but non-integrable rate. Note that we have ( , ) = 4 ( ) ( , ) and ( , ) = ( , ). The function ( , ) is also scale invariant in the following sense: If we de nẽ ,̃ and̃ as above, theñ (̃ ,̃ ) := (̃ )(̃ ,̃ ) = ( , ) and hencẽ (̃ ,̃ ) ≤ 0 < ∞ for all ∈ ℝ and all̃ ∈ [0,̃ ]. The scale invariance of may be veri ed with an argument similar to the one we used above to show that is scale invariant. We are interested in the local behaviour of solutions to (1.1) which satisfy (A1). In particular, if at time zero 0 = ( ⋅ , 0) satis es
for some xed 1 ∈ ℝ + , then we show that the solution satis es estimates on a smaller ball for a short well-de ned time interval. The following theorem is Theorem 1.1 of the introduction.
Theorem 3.1. Let : ℝ × [0, ] → ℝ, < ∞, be a smooth solution to (1.1) which satis es assumptions (A1) and (A2). Then there exists an = ( , 0 , 1 ) > 0 such that
For our theorem on higher order regularity, we modify the quantities above. Let ∈ ℕ, ≥ 2, be given and xed, and de ne
These quantities are scale invariant in the sense explained above: for̃ ,̃ ,̃ ,̃ and̃ de ned as above, and̃ (̃ ,̃ ) := (̃ )(̃ ,̃ ) we havẽ
For this set-up we require
for all ∈ ℝ , ∈ [0, ], and for some xed 0 ∈ ℝ + , ≥ 2, ∈ ℕ; and
for some xed 1 ∈ ℝ + . In this context we obtain the following variant of Theorem 3.1 above.
Theorem 3.2. Let : ℝ × [0, ] → ℝ, < ∞, be a smooth solution to (1.1) which satis es assumptions (A 1) for some ∈ , ≥ 2 and (A 2). Then there exists an = ( , 0 , 1 , ) > 0 such that
for all , which satisfy
Note that this theorem is equivalent to Theorem 1.2 of the introduction. Under the same assumptions as Theorem 3.2, but with the condition that ≥ 4, we also obtain a local supremum bound for | |:
Assume everything is as in Theorem 3.2 but that ≥ 4. Then we also have
for all , which satisfy ∈ 1 (0), 4 ( ) ≥ , ≤ 1 , where is as in the conclusion of Theorem 3.2 above.
Proof of Corollary 3.3.. Let ( , 0 ) be a point which satis es 4 ( ) ≥ 0 and 0 ≤ 1 . Then 4 ( ) ≥ and ≤ 1 for all ≤ 0 . Hence, taking = 4 in Theorem 3.2 we see that Integrating this from 0 to 0 and using the two estimates which we just derived, we see that
Using that 4 ( ) ≥ 0 , we obtain the result. Now we prove Theorem 3.1.
Assume that the conclusion of the theorem is false, and let ∈ ℕ. Note that ( , 0) ≤ 0 where 0 is the constant appearing in (A2). Without loss of generality > 0 . The set of ∈ 1 (0), ∈ [0, ] for which 1 ≥ 4 ( ) ≥ and ≤ 1 is a compact set in ℝ × [0, ] which we denote by . By compactness of and continuity of and the fact that ( , 0) ≤ 0 < for all ∈ 1 (0), there must be a rst time 0 ∈ (0, 1 ] and (at least) one point 0 ∈ 1 (0) such that ( 0 , 0 ) = . That is: ( , ) < for all ( , ) ∈ with < 0 , and ( 0 , 0 ) = for some point ( 0 , 0 ) ∈ . Clearly we have ( 0 ) > 0 for such a point, that is, 0 ∈ 1 (0), since ( 0 , 0 ) > 0. Rescale the solution tõ (̃ ,̃ ) := ( ̃ , 4̃ ) − 0 , where 0 := ( ̃ 0 , 0), and > 0 is chosen so that̃ 4 (̃ 0 ) = . It is possible to choose in this way:̃ (̃ ) = 1 ( ), so we choose 4 = 4 ( 0 ) , which is larger than zero since ( 0 ) > 0 as we explained above. Our choice of 0 guarantees that̃ (̃ 0 , 0) = 0. Note for later use that
and ↘ 0 as → ∞. Now
due to scaling, and hencẽ
Similarly,
for all̃ ∈ 1/ (0) with̃ 4 (̃ ) ≥̃ and̃ ≤̃ 0 . Note that inequality (3.4) is also valid for all̃ with̃ 4 (̃ ) ≥̃ and̃ ≤̃ 0 , sincẽ (̃ ) = 0 outside of 1/ (0) (here we de ne 0 = ∞ for > 0). As in the paper [9] we consider two cases:
. We start with Case 1.
for all̃ ≤̃ 0 . Hence, we see that̃
for all̃ ≤̃ 0 in view of (3.5) and (3.4) . We also have that̃ 4 (̃ 0 ) = ≥ 2 and so the above estimate also holds for̃ =̃ 0 and̃ =̃ 0 . We calculate
Furthermore,̃ 4 (̃ 0 ) = implies |̃ 0 | = − 
in view of (3.6) and the de nition of̃ 0 and̃ 0 .
Case 2.
In this case we have 1 ≥̃ 0 > 1 2 . For all̃ ≤ 1 2 and̃ with̃ 4 (̃ ) ≥ 2 we havẽ
in view of (3.4). For̃ 0 ≥̃ ≥ 1 2 we havẽ (̃ ,̃ ) ≤ 0̃ ≤ 2 0 ,
in view of (A1). Note that we may assume without loss of generality that 0 ≥ 1. Now we know from (3.8) that ∈ 1 4 /400 (̃ 0 ) implies that̃ 4 (̃ ) ≥ 2 . Hence, using inequalities (3.10) and (3.11) , we see that (̃ ,̃ ) ≤ 2 0 and̃ (̃ 0 ,̃ 0 ) = 1 (3.12) for all ∈ 1 4 /400 (̃ 0 ) and ∈ [0,̃ 0 ]. We have shown that in both Case 1 and Case 2 we obtain (3.12). Now we use Corollary 2.5 to obtain a contradiction.
We use : (0) × [0,̃ 0 ] → ℝ to denote the rescaled solutioñ :
The de nition of̃ guarantees that̃ (̃ 0 , 0) = 0, and hence we have (0, 0) = 0. Also, using (A2) and the fact that 4 ≤ 1 and > 1, we see that
Hence, combining this estimate with the fact that (0, 0) = 0 and by choosing su ciently large, we may assume without loss of generality that as we mentioned above) and = ( ) = + 1. Then → ∞ as → ∞. Corollary 2.5 implies that
for all ≤̃ 0 for all > 4 + 4, where = , and is a cuto function as in ( ), and = ( , ). Choose = 4 ( ) + 5 = 4 + 9, so that = ( ). We know from (3.12) that ( ) = |Δ | 2 ≤ 2 0 on (0) × [0,̃ 0 ] and hence, combining this with (3.15), we have
which implies that
where we have used assumption (A2) again, the de nition of , the scaling properties of the derivatives of ( , 0), and the fact that 1 ≥ 2 ≥ . In particular,
in view of the fact that = ( ) = + 1. We have shown that
for all ≤̃ 0 ≤ 1 where ( 0 , 1 , , ) → 0 as → ∞, that is, as → ∞. We can similarly show that
We also have
in view of Young's inequality and the estimate just shown, and hence, after integrating in time from 0 tõ 0 ≤ 1, we see that
for all ∈ [0,̃ 0 ≤ 1] with −2 ( ) → 0 as → ∞: we leave out dependence on 1 , 0 , since these variables are xed. More explicitly:
satis es ( ) ≤ 0 for all 0 ≤ ≤̃ 0 and
in view of (3.14), and so, integrating from 0 to 0 , we see that the estimate (3.17) is true. Continuing in this way, we get, for su ciently large, for all 0 ≤ ≤ 2 = 2 + 2, wherê ( ) → 0 as → ∞ (choose = ( ) = (4 ( )) −1 , so that 1 − 2 = 1 2 ). Applying the Sobolev-Morrey inequality [2, Theorem 6, Section 5.6.3], with , there equal to 2, 2 + 2 respectively, we see that
and hencẽ (0, 0 ) → 0 as → ∞.
This contradicts the fact that̃ (0, 0 ) = 1.
The proof of Theorem 3.2 is essentially the same as the proof of Theorem 3.1.
Proof of Theorem 3.2.. Replace ( , ) by ( , ), ( , ) by ( , ), ( , ) by ( , ), and ( ) by ( ) and repeat the above proof. At the point where |Δ | 2 = ( ) ≤ 2 0 on (0) × [0,̃ 0 ] is used in inequality (3.16), use instead the fact that |Δ | 2 ≤ |∇ 2 | 2 ≤ ( ) ≤ 2 0 . Also choose ( ) = + 2 or = + ( +1) 2 in the proof: whichever is an integer. The last part of the proof, where Morrey's embedding theorem is used, has to be slightly modi ed: ( )(0, 0 ) = 1 implies that |∇ |(0, 0 ) ≥ ( ) > 0 for some ∈ {1, . . . , } for some small ( ) > 0: otherwise the sum of the terms appearing in ( )(0, 0 ) would be less than one. Applying the Sobolev-Morrey inequality [2, Theorem 6, Section 5.6.3] with , there equal to 2, 2 + respectively, we see that
which leads to a contradiction if is chosen large enough, sincê ( ) → 0 as → ∞.
Uniqueness
In this section we prove that smooth solutions to (1.1) which satisfy |Δ | 2 ( ⋅ , ) ≤ 0 are uniquely determined by their initial values. Then ≡ 0.
Proof.
Since
for any > 0 (cf. (A2)), Theorem 3.1 tells us that |Δ | 2 (0, ) ≤ 2 ( , 0 ) for some = ( , 0 ) ∈ ℝ for all ≤ 1 . By setting̃ ( ⋅ , ) = ( ⋅ − 0 , ) and using Theorem 3.1 for̃ , we see that |Δ | 2 ( 0 , ) ≤ ( , 0 ) for all ≤ 1 , for all 0 ∈ ℝ . Corollary 2.5 implies that
where is now xed and chosen to be ( ) = + 1, and is a non-negative cuto function with = 1 on (0), and = ( ). To see this repeat the argument from inequality (3.15) up to (3.16) but use this (instead of the appearing there) and use the fact that 0 = 0, and |Δ | 2 ≤ for all ≤ 1 for this . This implies that
for all ≤ 1 ≤ 1, since ( ) is non-negative, and ( )(0) = 0. Letting → ∞, we see that
for all ≤ 1 . Now use
which tells us, after integrating, that
for all ≤ 1 . Di erentiating ∫ 1 (0) |Δ −3 | 2 with respect to time and using ∫ 1 (0) |Δ −1 | 2 = 0, we obtain, using the same argument, that
for all ≤ 1 . Continuing in this way, we nd that
for all 0 ≤ ≤ , for all ≤ 1 . Similarly, we obtain
for all 0 ≤ ≤ , for all ≤ 1 for all 0 ∈ ℝ . In particular, by choosing = 0, we see that ( ⋅ , ) = 0 for all ≤ 1 , ≤ . Repeating this argument for the functioñ ( ⋅ ,̃ ) = ( ⋅ ,̃ + 1 ), we see that ( ⋅ , ) = 0 for all ≤ , as required. 
A Tychono -type solution and non-uniqueness
In this section we describe a simple modi cation to the classical Tychono counterexample, see [11] , which establishes non-uniqueness for complete solutions of the polyharmonic heat equation. We follow the construction given in [7, Chapter 7, Section 1 (a), pp. 211-213]. Let ∈ ℕ and consider a solution : ℝ × [0, ] → ℝ to
We shall construct in nitely many solutions to (5.1)-(5.2) which have zero as their initial data. For functions : [0, ] → ℝ to be chosen, set
The convergence of this series will be guaranteed by our choice of , and veri ed later. Di erentiating formally, we nd for all ∈ ℕ 0 . We are thus led to the recurrence relation
for all ∈ ℕ 0 . We set ( ) = ( , ) ( ) 0 ( ), where ( 0 ) refers to temporal derivatives of 0 , and ( , ) is a constant to be determined depending only on , . Using this choice of , we see that (5. 3) is satis ed, provided that Using (0, ) = 1, we see that this implies that ( , ) = 1 (2 )! for all ∈ ℕ 0 (we use 0! := 1) . Let us now set
for > 0 and > 1. For ∈ ( ), we have
Note that 0 does not depend on . So we may choose > 1 such that 0 < 2 : this is possible since 0 < 2 . We then have cos( ) ≥ cos( 0 ) =: 0 > 0 for all ∈ (− 0 , 0 ). Since ≤ 2 , we may estimate
for all ∈ (− 0 , 0 ), which combined with our earlier estimate (5.5) yields sup ∈ ( ) |ℎ( )| ≤ exp(− 0 (2 ) − ).
Inserting this into the estimate (5.4) and choosing = 2 nishes the proof.
Here we have used
which may be seen using induction. Therefore is well de ned for every > 0. Moreover, > 1 implies that the rst term above always dominates for small and so converges uniformly to zero on compact subsets of ℝ as ↘ 0. More precisely, let be a compact subset of ℝ with diameter and 0 ∈ . Then | | ≤ and for ∈ ,
A similar argument shows that all derivatives of exist and converge uniformly to zero on compact subsets of ℝ as ↘ 0. We explain this in the following. Assuming = 1 satis es | | ≤ where ≥ 1 and taking spatial derivatives formally, we nd
which goes to zero as ↘ 0. Here we used that
which may be veri ed using induction on . Since time derivatives of are formally given by 2 spatial derivatives of , we see that all mixed derivatives (space and time) of exist for > 0 and converge uniformly on (spatial) compact sets ⊂ ℝ to 0. By extending to be zero for all ≤ 0 we have a solution ∈ ∞ (ℝ × (−∞, ∞)) to (5.1)-(5.2) which is non-zero for > 0 and satis es ≡ 0 for all ≤ 0.
An example
Let 0 : ℝ → ℝ be given by
with : ℝ × (0, ∞) → ℝ the bi-harmonic heat kernel on ℝ , we see that the function : ℝ × (0, ) → ℝ is smooth and solves ( , ) = −Δ 2 ( , ) for all > 0 for all ∈ ℝ , and that ( ⋅ , ) → 0 ( ⋅ ) uniformly on any compact set contained in ℝ \ { ∈ ℝ : 1 = 0}. Furthermore, there exists a 0 > 0 such that for all > 0 there exists an ∈ ℝ such that |Δ | 2 ( , ) = 0 . The biharmonic heat kernel is given by
We verify of all these facts below.
We have (see [8, Appendix] , and the papers [3] [4] [5] .
( * )
Then is the Fourier transform of the function : ℝ → ℝ, ( ) := −| | 4 which is in S, the so-called Schwartz space (see [10, Section I.3] where this set of functions is de ned and called the space of testing functions). Hence itself is in S (see [10, Section I.3, Theorem 3.2]), in particular
for any ∈ ℕ 0 and any multi-index = ( 1 , . . . , ): ∈ ℕ 0 for all = 1, . . . , , | | := 1 + 2 + ⋅ ⋅ ⋅ + , and we have used the notation ∇ := ∇ 1 ∇ 2 . . . ∇ . Using the representation ( * ) and the fact that is in S, we get
which proves the estimate (6.1) since ∈ ℕ 0 was arbitrary. This shows that the function
is well de ned for any measurable ∞ function 0 : ℝ → ℝ for all > 0, and is di erentiable in time and space for all > 0 for all ∈ ℝ and the derivative is given by di erentiating under the integral sign (in view of the Lebesgue Dominated Convergence Theorem):
Using the fact that = −Δ 2 (see below for an explanation), we get : ℝ × (0, ∞) → ℝ is smooth and satis es = −Δ 2 . Notice also that
(the last equality is explained below). Hence, for ∈ ( ) where = ( 1 , . . . , ) has 1 > 2 , we have
for > 2 + 4 for ≤ 1 which goes to zero as → 0. Similarly | ( , )| ≤ ( , , ) 2 goes to zero for all ∈ ( ) where = ( 1 , . . . , ) has 1 < −2 . Hence ( ⋅ , ) → 0 uniformly on compact sets ⊆ ℝ \ { ∈ ℝ : 1 = 0}.
The de nition of 0 and guarantees that ( , 4 ) = ( , ) for all , > 0. We verify this now. Notice rst that
that is, ( , 4 ) = − ( , ) for all ∈ ℝ for all > 0. Also, the de nition of 0 guarantees that 0 ( ) = 0 ( ) for all ∈ ℝ and all > 0. Making a change of variable = in the de nition of , and then using ( , 4 ) = − ( , ) and the property of 0 just mentioned, we calculate There must exist a point ( 0 , 0 ) ∈ ℝ × ℝ + with Δ ( 0 , 0 ) ̸ = 0: if not, then = −Δ 2 = 0 for all > 0, and hence ( , ) = ( , ) for all 0 < < , and hence, using → 0 on ℝ \ { ∈ ℝ : 1 = 0} as ↘ 0 as explained above, we have ( , ) = 1 on ℝ ∩ { ∈ ℝ : 1 > 0}, ( , ) = 0 on ℝ ∩ { ∈ ℝ : 1 < 0} for all > 0, which contradicts the fact that ( ⋅ , ) : ℝ → ℝ is smooth for > 0.
So there exists ( 0 , 0 ) ∈ ℝ × ℝ + with |Δ ( 0 , 0 )| 2 ̸ = 0. Now ( , 4 , ) = ( , ) for all > 0, for all ∈ ℝ implies that (take the Laplacian with respect to of both sides) 2 (Δ )( , 4 ) = (Δ )( , ) which implies |Δ | 2 ( , 4 ) = 1 4 |Δ | 2 ( , ). In particular, choosing = 0 , 4 = ( 0 ) and = 0 we nd
and hence |Δ | 2 ( , ) = 0 where 0 = 0 |Δ ( 0 , 0 )| 2 ̸ = 0 and = ( 0 ) 1 4 0 . Using an almost identical argument, we see that for all > 0, there must be points ( ) ∈ ℝ such that (Δ 2 )( ( ), ) = 1 for some xed 1 ∈ ℝ, 1 ̸ = 0. The fact that = −Δ 2 can be seen as follows. Using [10, Section I.1, Theorem 1.7], we have
and hence, taking the inverse of the Fourier transform, we get ( ) = −Δ 2 (note that ( ̂ )( , ) =( )( , ) is true in view of the Lebesgue Dominated Convergence Theorem and the estimates (6.1), and the inverse of the Fourier transform exists in view of [10, Section I.1, Corollary I.21] and the fact that is in S). The fact that ∫ ℝ ( , 1) = 1 may be seen by looking at how was derived: Let 0 : ℝ → ℝ be a smooth function which is equal to 1 on 1 (0) and has compact support on 2 (0). Hence 0 is in S, and the Fourier trans-form̂ 0 of 0 is also in S. We only take the Fourier transform in the space direction in that which follows. Write ( , ) = ( ( ⋅ , ) * 0 )( ) so = −Δ 2 as explained above, and in view of (6.1), which shows ( ⋅ , ) converges uniformly in the supremum norm to ( 1 0 ) ̸ = 1 on 1/2 (0) as ↘ 0, which contradicts the fact that ( ⋅ , ) converges to 0 in the 2 norm as ↘ 0. Similarly, if ℝ = 0, one shows ( , ) → 0 uniformly in the supremum norm on 1/2 (0) as ↘ 0, which contradicts the fact that ( ⋅ , ) converges to 0 in the 2 norm as ↘ 0. 
