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GROWTH AT INFINITY AND INDEX OF POLYNOMIAL MAPS
CARLES BIVIÀ-AUSINA AND JORGE A.C. HUARCAYA
Abstract. Let F : Kn → Kn be a polynomial map such that F−1(0) is compact, where
K = R or C. Then we give a condition implying that there is a uniform bound for the
ÃLojasiewicz exponent at infinity in certain deformations of F . This fact gives a result about
the invariance of the global index of F .
1. Introduction
Given a polynomial map F : Rn → Rn such that F−1(0) is finite, in this article we study
the problem of determining which monomials can be added to each component function of
F leading to a map having the same global index than F . We recall that the global index
of F , that we denote by ind(F ), is defined as ind(F ) =
∑
x∈F−1(0) indx(F ), where indx(F )
denotes the index, or topological degree, of F at each point x ∈ F−1(0). The local version
of this question, which is analyzed in the articles [1], [8], [15] and [20], takes part in the
wider problem of determining which monomials in the Taylor expansion of a smooth vector
field determine the local phase portrait (see for instance [3] and [4]). The first step in this
approach to the study of global indices is the result of Cima-Gasull-Mañosas [7, Proposition
2] on the index of maps whose monomials of maximum degree with respect to some vector of
weights have an isolated zero. We call these maps pre-weighted homogeneous (see Definition
7.1 for a precise formulation of this concept).
Apart from [7], our motivation to study global indices comes from the estimation of the
ÃLojasiewicz exponent at infinity of a given polynomial map F : Kn → Kp, where K = R
or C (see the article of Krasiński [17] for a detailed survey about ÃLojasiewicz exponents at
infinity). This number, which is denoted by L∞(F ), is defined as the supremum of those real
numbers α such that there exist constants C, M > 0 such that
(1) ‖x‖α 6 C‖F (x)‖
for all x ∈ Kn such that ‖x‖ > M . It is known that this number exists if and only if F−1(0) is
compact and, in this case, this is a rational number. The exact computation or the estimation
of L∞(F ) from below is a non-trivial problem [10], [17], [19], [24]. This number is intimately
related with questions about the injectivity of polynomial maps [5] and the equivalence at
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infinity of polynomial vector fields [25]. We give a sufficient condition that implies that there
is a uniform ÃLojasiewicz inequality associated to a homotopy of the form F + tG, t ∈ [0, 1],
where G denotes another polynomial map, and this gives our result about the invariance of
the index (Theorem 8.1). That condition is given in terms of Newton polyhedra and non-
degeneracy conditions on maps. We point that inequality (1) can be generalized in many
directions, as can be seen in [11], where Newton polyhedra and non-degeneracy are also
applied to derive very interesting computations.
In this article we generalize the notion of pre-weighted homogeneous polynomial map
Kn → Kp thus leading to the notion of strongly adapted map to a given convenient global
Newton polyhedron in Rn (Section 4). This is the key idea that allows us to show one of the
main results, Theorem 4.4, which gives an estimation of the region in Rn determined by the
monomials that we call special with respect to F (Definition 4.1). These monomials play a
role analogous to the monomials belonging to the integral closure of a given ideal of the ring
An of analytic functions f : (Kn, 0) → K. Section 5 is devoted to the proof of this result.
In Sections 6 and 7 we apply Theorem 4.4 to establish a positive lower bound for L∞(F )
(Corollary 6.3 and Proposition 7.3) and to derive a consequence about the injectivity of
polynomial maps, which is Corollary 6.5. We remark that in [2] the first author developed a
technique to obtain a lower bound for ÃLojasiewicz exponents at infinity that only works in
the real case (see Remark 6.6). The proofs in the present paper are mostly self contained and
work simultaneously for real and complex polynomial maps.
Finally in Section 8 we apply the argument of the proof of Theorem 4.4 to obtain a result
about the global index of polynomial maps.
2. Newton polyhedra at infinity. Preliminary concepts
In this section we expose some basic definitions and results that we will need in subsequent
sections.
Definition 2.1. Let Γ̃+ ⊆ Rn>0. We say that Γ̃+ is a global Newton polyhedron, or a Newton
polyhedron at infinity, if there exists some finite subset A ⊆ Zn>0 such that Γ̃+ is equal to the
convex hull in Rn of A ∪ {0}.
Let us fix a global Newton polyhedron Γ̃+ ⊆ Rn>0. If w ∈ Rn then we define
`(w, Γ̃+) = min





k ∈ Γ̃+ : 〈w, k〉 = `(w, Γ̃+)
}
(3)
where we denote by 〈 , 〉 the standard scalar product in Rn. If w ∈ Rn r {0}, then ∆(w, Γ̃+)
is called a face of Γ̃+. The set ∆(w, Γ̃+) is also called the face of Γ̃+ supported by w. The
hyperplane given by the equation 〈w, k〉 = `(w, Γ̃+) is called a supporting hyperplane of Γ̃+
(this concept can be extended naturally to any convex and closed subset of Rn).
The dimension of a face ∆ of Γ+, denoted by dim(∆), is defined as the minimum among
the dimensions of the affine subspaces containing ∆. The faces of Γ̃+ of dimension 0 are
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called the vertices of Γ̃+ and the faces of Γ̃+ of dimension n − 1 are called facets of Γ̃+. We
define the dimension of Γ̃+ as
dim(Γ̃+) = max
{
dim(∆) : ∆ is a face of Γ̃+ such that 0 /∈ ∆
}
.
For any w = (w1, . . . , wn) ∈ Rn, we denote by w0 the minimum of the coordinates of w.
Then we define Rn0 = {w ∈ Rn : w0 < 0} and Rn0 (i) = {w ∈ Rn0 : w0 = wi}, for all i = 1, . . . , n.
Let us remark that if Γ̃+ ⊆ Rn is a global Newton polyhedron then
(4) Γ̃+ = {k ∈ Rn>0 : 〈k, w〉 > `(w, Γ̃+), for all w ∈ Rn0}.
Let w ∈ Zn. We say that w is primitive when w 6= 0 and w is the vector of smallest length
between all vectors of Zn of the form λw, for some λ > 0.
Let Γ̃+ be a global Newton polyhedron in Rn such that dim(Γ̃+) = n − 1. We denote by
F(Γ̃+) the family of primitive vectors w ∈ Zn such that dim ∆(w, Γ̃+) = n − 1. Since Γ̃+ is
a polytope, i.e. the convex hull of a finite subset of Rn, and dim(Γ̃+) = n− 1 then F(Γ̃+) is
finite and any face of Γ̃+ can be expressed as an intersection ∩w∈J∆(w, Γ̃+), for some subset
J ⊆ F(Γ̃+) (see [14, p. 33]). We denote by F0(Γ̃+) the set of vectors w ∈ F(Γ̃+) such that
∆(w, Γ̃+) does not contain the origin.
Lemma 2.2. Let Γ̃+ ⊆ Rn>0 be a global Newton polyhedron. Let J be a subset of F(Γ̃+). Then
the following conditions are equivalent:
(i) ∩w∈J∆(w, Γ̃+) 6= ∅;







w∈J w, Γ̃+) =
∑
w∈J `(w, Γ̃+).
Proof. The result follows as a direct consequence of the definition of `(w, Γ̃+) and ∆(w, Γ̃+),
for a given vector w ∈ Rn. ¤
Let Γ̃1+, . . . , Γ̃
p
+ be global Newton polyhedra in Rn. Then the Minkowski sum of Γ̃1+, . . . , Γ̃
p
+
is defined as Γ̃1+ + · · · + Γ̃p+ = {k1 + · · · + kp : ki ∈ Γ̃i+, for all i = 1, . . . , p}. It is well known
that Γ̃1+ + · · ·+Γ̃p+ is again a global Newton polyhedron. The following lemma is also known.
Lemma 2.3. Let Γ̃1+, . . . , Γ̃
p
+ be global Newton polyhedra in Rn. Let Γ̃+ = Γ̃1+ + · · ·+ Γ̃p+ and
let w ∈ Rn r {0}. Then
(i) `(w, Γ̃+) = `(w, Γ̃
1
+) + · · ·+ `(w, Γ̃p+)
(ii) ∆(w, Γ̃+) = ∆(w, Γ̃
1
+) + · · ·+ ∆(w, Γ̃p+).
Proof. It arises as a consequence of the definition of Minkowski sum. ¤
Let {e1, . . . , en} denote the canonical basis in Rn. Given a global Newton polyhedron
Γ̃+ ⊆ Rn, we say that Γ̃+ is convenient if Γ̃+ intersects each coordinate axis in a point
different from the origin, that is, if for any i ∈ {1, . . . , n} there exists some r > 0 such that
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rei ∈ Γ̃+. In this case we define
ri(Γ̃+) = max{r > 0 : rei ∈ Γ̃+}, i = 1, . . . , n(5)
r0(Γ̃+) = min
{
r1(Γ̃+), . . . , rn(Γ̃+)
}
.(6)
Lemma 2.4. Let Γ̃+ be a convenient global Newton polyhedron in Rn. Let w ∈ Rn r {0}.
Then the following conditions are equivalent:
(i) 0 /∈ ∆(w, Γ̃+);
(ii) `(w, Γ̃+) < 0;
(iii) w0 < 0.
Proof. It is analogous to [2, Lemma 4.2]. ¤
Lemma 2.5. Let Γ̃+ be a convenient global Newton polyhedron. Then




: w ∈ Rn0 (i)
}
, for all i = 1, . . . , n
Proof. Equality (7) follows as an immediate consequence of Lemma 2.4 and relation (4). ¤
Let us fix coordinates x1, . . . , xn in Kn and let k ∈ Z>0. Then we write xk to denote the
monomial xk11 · · · xknn .
Definition 2.6. Let h ∈ K[x1, . . . , xn], h 6= 0. Let us suppose that h is written as h =∑
k akx
k. Then the support of h, denoted by supp(h), is defined as the set
(8) supp(h) =
{
k ∈ Zn>0 : ak 6= 0
}
.
The Newton polyhedron at infinity of h is defined as the convex hull of supp(h) ∪ {0} and
is denoted by Γ̃+(h). If we denote the vector (1, . . . , 1) ∈ Rn>0 by e, then we observe that
`(−e, h) = − deg(h).
If h = 0, then we set supp(h) = ∅ and Γ̃+(h) = ∅. If we consider a map F = (F1, . . . , Fp) :
Kn → Kp, then the Newton polyhedron at infinity of F , that we denote by Γ̃+(F ), is defined
as the convex hull of Γ̃+(F1) ∪ · · · ∪ Γ̃+(Fp). We say that F is convenient when Γ̃+(F ) is
convenient.
Lemma 2.7. Let F : Kn → Kp be a polynomial map such that F (0) = 0 and #F−1(0) is
compact. Then F is convenient.
Proof. Let F1, . . . , Fp denote the component functions of F . If F is not convenient, then there
exists some i ∈ {1, . . . , n} such that Γ̃+(Fj) does not intersect the xi-axis, for all j = 1, . . . , p.
In particular we have that F vanishes on the xi-axis, since F (0) = 0, and hence #F
−1(0) is
not compact. ¤
There is a notion of Newton polyhedron associated to germs of analytic functions (Kn, 0) →
K. If f : (Kn, 0) → K is an analytic function germ and f = ∑k akxk is the Taylor expansion
of f around the origin, then the Newton polyhedron of f , which is denoted by Γ+(f), is defined
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as the convex hull of {k + v : ak 6= 0, v ∈ Rn+} (see [2, Section 4]). If h ∈ K[x1, . . . , xn] then




where d denotes the degree of h. In general, the set of compact faces of dimension n − 1 of
Γ+(G(h)) is not bijective with the set of facets of Γ̃+(h) not passing through the origin, as
can be seen in [2, Example 4.8]. The set Γ+(G(h)) is applied in [2] to obtain information
about the ÃLojasiewicz exponent at infinity of real polynomial maps.
3. Maps adapted to Newton polyhedra
Let us fix a convenient global Newton polyhedron Γ̃+ ⊆ Rn. In this section we will expose
a condition on a given polynomial map F : Kn → Kp that allows us to obtain information
about L∞(F ) in terms of Γ̃+.




w ∈ Rn r {0}, then we define
`(w, h) = min{〈w, k〉 : k ∈ supp(h)}
∆(w, h) = {k ∈ supp(h) : 〈w, k〉 = `(w, h)}.
We define the principal part of h with respect to w, denoted by pw(h), as the sum of those
terms akx
k such that 〈k, w〉 = `(w, h). We observe that if h denotes a monomial xk then
pw(h) = h, for any w ∈ Rn r {0}. If F = (F1, . . . , Fp) : Kn → Kp is a polynomial map, then
we denote the map (pw(F1), . . . , pw(Fp)) : Kn → Kp by pw(F ).
Example 3.2. Let h ∈ K[x, y] be the polynomial given by h(x, y) = x2 + x2y + xy2. Then
supp(h) = {(2, 0), (2, 1), (1, 2)}. Let w = (3,−1), then we have `(w, h) = 1 and this minimum
is attained only at the point (1, 2) ∈ supp(h). Then ∆(w, h) = {(1, 2)} and pw(h) = xy2. Let
us remark that `(w, Γ̃+(h)) = 0 and ∆(w, Γ̃+(h)) = {(0, 0)}. In general it is immediate to
see that, if g ∈ K[x1, . . . , xn] and v ∈ Rr {0} then `(v, Γ̃+(g)) 6 `(v, g) and equality holds if
and only if `(v, g) 6 0.
Given a subset J ⊆ F(Γ̃+) and h ∈ K[x1, . . . , n], we denote by ∆J(h) the intersection
∩w∈J∆(w, h). We define the principal part of h with respect to J , which we will denote by
pJ(h), as the sum of all terms akx
k such that k ∈ ∆J(h). If ∆J(h) = ∅, then we set pJ(h) = 0.
We denote by |A| the cardinal of a given finite set A. If ∆ is a face of Γ̃+, then we
denote by J(∆) the family of those subsets J ⊆ F(Γ̃+) such that ∆ = ∩w∈J∆(w, Γ̃+) and
dim ∆ = n − |J |. Then we observe that J(∆) is formed by all subsets J ⊆ F(Γ̃+) that
minimally satisfy the condition ∆ = ∩w∈J∆(w, Γ̃+). In particular, if ∆ is a vertex of Γ̃+ then
|J | = n, for all J ∈ J(∆).
Definition 3.3. Let F : Kn → Kp be a polynomial map. We say that F is adapted to Γ̃+
when for any face ∆ of Γ̃+ such that 0 /∈ ∆ and for all J ∈ J(∆) we have
{
x ∈ Kn : pJ(F1)(x) = · · · = pJ(Fp)(x) = 0
} ⊆ {x ∈ Kn : x1 · · · xn = 0}.
6 CARLES BIVIÀ-AUSINA AND JORGE A.C. HUARCAYA
We will also refer to the above inclusion as the condition (CF,J). We will denote the map
(pJ(F1), . . . , pJ(Fp)) by pJ(F ).
The previous definition is motivated by the notion of pre-weighted homogeneous map (see
Definition 7.1) and the Newton non-degeneracy condition on germs of analytic functions
(Kn, 0) → K studied by Kouchnirenko [16] and Yoshinaga [27].
Remark 3.4. Let us consider a polynomial map F : Kn → Kp such that some of the
component functions of F is a monomial xk, for some k ∈ Zn>0, k 6= 0. Since pJ(xk) = xk, for
any J ⊆ F(Γ̃+), then F is automatically adapted to Γ̃+. This fact suggests that we need to
strengthen the above definition in order to obtain a sufficiently restrictive class of polynomials
F : Kn → Kp for which it is possible to obtain a lower bound for L∞(F ).
Let I ⊆ {1, . . . , n}, I 6= ∅. We define KnI = {x ∈ Kn : xi = 0, for all i /∈ I} and we denote
by πI the natural projection Rn → RnI .




denote by hI the sum of all terms akx
k such that k ∈ supp(h) ∩ RnI . If supp(h) ∩ RnI = ∅
then we set hI = 0. If F = (F1, . . . , Fp) : Kn → Kp is a polynomial map then we define
F I = (F I1 , . . . , F
I
p ) : KnI → Kp. Let us denote by Γ̃I+ the projection πI(Γ̃+ ∩RnI ). It is easy to
find examples of polyhedrons Γ̃+ such that Γ̃
I
+ is not equal to πI(Γ̃+).
Definition 3.5. Let F : Kn → Kp denote a polynomial map. We say that F is strongly
adapted to Γ̃+ when the map F
I : KnI → Kp is adapted to Γ̃I+, for any non-empty subset
I ⊆ {1, . . . , n}.
We will characterize the above notion in the next result. Let w ∈ F(Γ̃+) and let h ∈
K[x1, . . . , xn]. Then we define
`∗(w, h) =
{
`(w, h), if `(w, Γ̃+) < 0
0, if `(w, Γ̃+) = 0.
Let us suppose that h is written as h =
∑
k akx
k. If J ⊆ F(Γ̃+), then we denote by p∗J(h) the
sum of all terms akx
k such that 〈k, w〉 = `∗(w, h), for all w ∈ J . If the set of such terms akxk
is empty, then we set p∗J(h) = 0.
Let us observe that, since Γ̃+ is convenient, then F(Γ̃+) = F0(Γ̃+)∪{e1, . . . , en}. Therefore,
if w ∈ F(Γ̃+), then the condition `(w, Γ̃+) = 0 is equivalent to saying that w is equal to some
vector ei. Thus if J ∩ {e1, . . . , en} = ∅, then pJ(h) = p∗J(h). If J ∩ {e1, . . . , en} 6= ∅ then
(9) p∗J(h) =
{
pJ(h), if `(w, h) = 0, for all w ∈ J ∩ {e1, . . . , en}
0, otherwise.
Proposition 3.6. Let F : Kn → Kp be a polynomial map. Then the following conditions are
equivalent:
(i) F is strongly adapted to Γ̃+.
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(ii) For any face ∆ of Γ̃+ such that 0 /∈ ∆ and for all J ∈ J(∆) we have
(10) {x ∈ Kn : p∗J(F1)(x) = · · · = p∗J(Fp)(x) = 0} ⊆ {x ∈ Kn : x1 · · · xn = 0}.
Proof. Let J ⊆ F(Γ̃+). Then we can express J as J = J1 ∪ J2, where J2 = J ∩ {e1, . . . , en}
and J1 = J r J2. Let I ⊆ {1, . . . , n}, I 6= ∅. Using the definition of principal part with
respect to J it is immediate to see that, for any polynomial h ∈ K[x1, . . . , xn], we have
(11) p∗J(h) = pπI(J1)(h
I).
Let ∆ be a face of Γ̃+. By the definition of J(∆), we deduce that if I denotes the minimal
subset of {1, . . . , n} such that ∆ is contained in the coordinate subspace RnI , then
F(Γ̃I+) = {πI(w) : w ∈ F(Γ̃+), ∆(w, Γ̃+) ∩ RnI 6= ∅ and dim ∆(πI(w), Γ̃I+) = |I| − 1}(12)
J(πI(∆)) = {πI(J1) : J ∈ J(∆)}.(13)
Then the equivalence between (i) and (ii) follows as an immediate application of (11), (12)
and (13). ¤
We will refer to inclusion (10) as the condition (C∗F,J).
Corollary 3.7. Let us suppose that Fi is convenient, for all i = 1, . . . , p. Then the following
conditions are equivalent:
(i) F is adapted to Γ̃+.
(ii) F is strongly adapted to Γ̃+.
Proof. It follows as an immediate application of (9) and Proposition 3.6. ¤
The following definition is concerned only with polynomial maps. That is, it is not applied
to pairs (F, Γ̃+) formed by a polynomial map F and a Newton polyhedron Γ̃+ (see Definitions
3.3 and 3.5). Thus, once we fix coordinates in Kn, it can be considered as an intrinsic property
of polynomial maps Kn → Kp.
Definition 3.8. Let F : Kn → Kp be a polynomial map. We say that F is non-degenerate
when for all w ∈ Rn0 we have
{
x ∈ Kn : pw(F1)(x) = · · · = pw(Fp)(x) = 0
} ⊆ {x ∈ Kn : x1 · · ·xn = 0}.
We will refer to the above inclusion as the condition (CF,w).
Proposition 3.9. Let F : Kn → Kp be a polynomial map such that Fi is convenient, for all
i = 1, . . . , p. Then the following conditions are equivalent:
(i) F is non-degenerate.
(ii) F is adapted to the Minkowski sum Γ̃+ = Γ̃+(F1) + · · ·+ Γ̃+(Fp).
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Proof. Let us see (i) ⇒ (ii). Let ∆ be a face of Γ̃+ such that 0 /∈ ∆. Let J ∈ J(∆).
In particular ∆ = ∩w∈J∆(w, Γ̃+) 6= ∅. If k ∈ ∆ and we write k = k1 + · · · + kp, where
ki ∈ Γ̃+(Fi), for all i = 1, . . . , p, then we have ki ∈ ∆(w, Γ̃+(Fi)), for all i = 1, . . . , p and
all w ∈ J , as a consequence of Lemma 2.3(i). In particular ∩w∈J∆(w, Γ̃+(Fi)) 6= ∅, for all
i = 1, . . . , p, and then ∩w∈J∆(w, Γ̃+(Fi)) = ∆(
∑
w∈J w, Γ̃+(Fi)), for all i = 1, . . . , p. Let
us observe that ∆(w,Fi) = ∆(w, Γ̃+(Fi)), for all i = 1, . . . , p and all w ∈ J , since each
polynomial Fi is convenient. Then we obtain the equality of polynomials pJ(Fi) = pv(Fi), for
all i = 1, . . . , p, where v =
∑
w∈J w. Thus condition (CF,J) is equivalent to condition (CF,w)
and the result follows.
Let us see (ii) ⇒ (i). Let v ∈ Rn r {0}. Then there exists some J ⊆ F(Γ̃+) such that
∆(v, Γ̃+) = ∩w∈J∆(w, Γ̃+) 6= ∅ and J ∈ J(∆(v, Γ̃+)). Then, similarly to the proof of the
other implication, we deduce that pv(Fi) = pJ(Fi), for all i = 1, . . . , p, and hence the result
follows. ¤
4. Special monomials with respect to polynomial maps
We say that a given condition holds for all ‖x‖ À 1 when there exists a constant M > 0
such that the said condition holds for all x ∈ Kn for which ‖x‖ > M .
Definition 4.1. Let F : Kn → Kp be a polynomial map. We say that an element h ∈
K[x1, . . . , xn] is special with respect to F when there exists some constant C > 0 such that
‖h(x)‖ 6 C‖F (x)‖
for all ‖x‖ À 1.
In view of the results of Lejeune-Teissier [18] we can consider the previous definition as a
kind of global or polynomial version of the notion of integral element over an ideal in a local
ring. Let us fix coordinates x1, . . . , xn in Kn. Then we define the set:
S(F ) =
{
k ∈ Zn>0 : xk is special with respect to F
}
.
If S(F )r {0} 6= 0, then it is obvious that there exists some M > 0 such that
F−1(0) ∩ {x ∈ Kn : ‖x‖ > M} ⊆ {x ∈ Cn : x1 · · · xn = 0}.
Proposition 4.2. Let F : Kn → Kp be a polynomial map. Then S(F ) ⊆ Γ̃+(F ).
Proof. Let us suppose that S(F ) 6= ∅. Let w = (w1, . . . , wn) ∈ Rn0 and let us consider the
meromorphic curve ϕw : K r {0} → Kn given by ϕw(t) = (tw1 , . . . , twn). If k ∈ S(F ), then
there exists a constant C > 0 such that
(14) |xk| 6 C‖F (x)‖
for all ‖x‖ À 1. Since w0 < 0, then limt→0 ‖ϕw(t)‖ = ∞. In particular, if we compose with
ϕw(t) both sides of inequality (14) then we obtain that the limit limt→0 |t〈k,w〉|/‖F (ϕw(t))‖
exists, which is equivalent to saying that the order of t〈k,w〉 is bigger than or equal to the
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order of ‖F (ϕw(t))‖. That is, 〈k, w〉 > min{`(w, F1), . . . , `(w, Fp)} > `(w, Γ̃+(F )). Therefore
〈k, w〉 > `(w, Γ̃+(F )), for all w ∈ Rn0 , which means that k ∈ Γ̃+(F ), by (4). ¤
We remark that when S(F ) 6= ∅, then it is easy to check that S(F ) is convex. That is, if
k, k′ ∈ S(F ) then λk + (1− λ)k′ ∈ S(F ), for all λ ∈ [0, 1] such that λk + (1− λ)k′ ∈ Zn>0.
In the remaining section we denote by Γ̃+ a convenient global Newton polyhedron in Rn.
Let us recall that F(Γ̃+) = F0(Γ̃+)∪{e1, . . . , en}, where e1, . . . , en denotes the canonical basis
of Rn and F0(Γ̃+) are the primitive vectors supporting some face of Γ̃+ of dimension n − 1
not passing through the origin.
The next two results are tools that allow to give approximations to the set S(F ).
Theorem 4.3. Let F = (F1, . . . , Fp) : Kn → Kp be a polynomial map. Let us suppose that F
is adapted to Γ̃+. Let k ∈ Zn>0 such that
(15) 〈k, w〉 > max{`(w, F1), . . . , `(w,Fp)},
for all w ∈ F(Γ̃+). Then k ∈ S(F ).
We will see the proof of the previous result in Section 5. Let us remark that inequality
(15) is assumed for any w ∈ F(Γ̃+) in Theorem 4.3. We will see that the same conclusion
holds if we assume (15) only for the vectors w ∈ F(Γ̃+) such that 0 /∈ ∆(w, Γ̃+) and F is
strongly adapted to Γ̃+. This fact is shown in the following result, which is independent from
Theorem 4.3.
Theorem 4.4. Let F = (F1, . . . , Fp) : Kn → Kp be a polynomial map. Let us suppose that F
is strongly adapted to Γ̃+. Let k ∈ Zn>0 such that
〈k, w〉 > max{`(w, F1), . . . , `(w,Fp)},
for all w ∈ F0(Γ̃+). Then k ∈ S(F ).
In Section 5 we give first the proof of Theorem 4.4. As we will see, the proof of Theorem
4.3 will follow a similar argument. We remark that in Sections 6, 7 and 8 we derive some
consequences of the argument of the proof of Theorem 4.4.
5. Proof of Theorem 4.4
We need to introduce some definitions and results before proving Theorem 4.4.
Let a1, . . . , ar ∈ Rn such that ai 6= 0, for all i = 1, . . . , r. The set σ = R>0a1 + · · ·+R>0ar
is called the cone spanned, or generated, by a1, . . . , ar. This is also known as the positive
hull of a1, . . . , ar. If σ is minimally generated by a1, . . . , ar and ai is a primitive vector of Zn,
for all i = 1, . . . , r, then we will say that a1, . . . , ar are the primitive generators of σ. The
intersection of σ with a supporting hyperplane of σ is called a face of σ.
We define the dimension of the cone σ = R>0a1 + · · ·+ R>0ar, denoted by dim(σ), as the
dimension of the real vector subspace spanned by a1, . . . , ar. We say that σ is simplicial when
dim(σ) = r.
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Along this section we denote by Γ̃+ a convenient global Newton polyhedron in Rn. Then
let us consider the equivalence relation in Rn defined as follows. If u, v ∈ Rn, then u ∼ v if
and only if ∆(u, Γ̃+) = ∆(v, Γ̃+). Obviously the corresponding quotient space X = Rn/ ∼ is
bijective with the set of faces of Γ̃+.
If ∆ is a face of Γ̃+, then we denote by [∆] the closure, in the euclidian sense, of the set of
vectors supporting ∆. Hence [∆] is equal to a cone R>0a1 + · · · + R>0ar, for some primitive
vectors a1, . . . , ar ∈ Zn. In particular, if ∆ has dimension n− 1 and ∆ = ∆(w, Γ̃+), for some
w ∈ Zn r {0}, then [∆] = R>0w. It is immediate to see that dim[∆] = n − dim ∆, for each
face ∆ of Γ̃+.
Given a cone σ = R>0a1 + · · ·+R>0ar ⊆ Rn, by Caratheodory’s theorem (see [12, p. 139]),
we have that σ can be expressed as the union of cones {σ1, . . . , σm} of Rn such that
(i) σi ∩ σj is a face of σi and of σj, for all i, j ∈ {1, . . . , m},
(ii) each cone σi is written as R>0ai1 + · · · + R>0ais , where 1 6 i1 < · · · < is 6 r and
{ai1 , . . . , ais} is linearly independent.
This fact also follows from [14, p. 147, Theorem 1.12]. Then we can decompose σ as the
union of simplicial cones with generators contained in {a1, . . . , ar}. We call such a decompo-
sition a simplicial subdivision of σ. Let us fix a simplicial subdivision of each n-dimensional
cone [∆], where ∆ denotes a vertex of Γ̃+. Then we denote by Σ
(n) the set of simplicial cones
of dimension n arising from the fixed simplicial subdivisions of [∆], for any vertex ∆ of Γ̃+.
For each σ ∈ Σ(n) let us consider a copy of Kn which we will denote by Kn(σ). We will
write the elements of Kn(σ) as yσ = (yσ,1, . . . , yσ,n). Let Wσ = {yσ ∈ Kn(σ) : 0 < |yσ,j| 6
1, for all j = 1, . . . , n}, for all σ ∈ Σ(n), and let V = {x ∈ (Kr {0})n : maxi |xi| > 1}.
Let us consider, for each cone σ ∈ Σ(n), the monomial map πσ : Wσ → Kn given by
πσ(yσ,1, . . . , yσ,n) = (y
a11(σ)
σ,1 · · · ya
n
1 (σ)
σ,n , . . . , y
a1n(σ)




where we suppose that a1(σ), . . . , an(σ) are the primitive generators of σ and each vector
ai(σ) is written as ai(σ) = (ai1(σ), . . . , a
i
n(σ)), for all i = 1, . . . , n.
Lemma 5.1. Let W denote the union of all sets Wσ, where σ ∈ Σ(n). Let π : W → (Kr{0})n
be the map defined by π(yσ) = πσ(yσ), for all yσ ∈ Wσ, σ ∈ Σ(n). Then the restriction
π|π−1(V ) : π
−1(V ) → V is surjective.
Proof. We will develop the proof in the case K = C. The case K = R is analogous. Let
x = (x1, . . . , xn) ∈ V . Let us write xj as xj = rje2παj i, where rj ∈ [0, +∞[, αj ∈ [0, 1[, for all
j = 1, . . . , n, and i =
√−1. Let us define the vector v(x) = (− log(r1), . . . ,− log(rn)) ∈ Rn.
There exists a cone σ ∈ Σ(n) such that v(x) ∈ σ. Let {a1(σ), . . . , an(σ)} be a linearly
independent set of vectors of Rn such that σ = R>0a1(σ) + · · ·+R>0an(σ). Thus there exist
β1, . . . , βn > 0 such that v(x) = β1a1(σ) + · · ·+ βnan(σ).
Let rσ,j = e
−βj , for all j = 1, . . . , n. We observe that
(16) r
a1j (σ)
σ,1 · · · r
anj (σ)
σ,n = rj.
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Let yσ,j = rσ,je
2πθσ,j i, where θσ,j ∈ [0, 1[, and let yσ = (yσ,1, . . . , yσ,n). Using (16) we observe
that πσ(yσ) = x if and only if the vector θσ = (θσ,1, . . . , θσ,n) verifies that
a1j(σ)θσ,1 + · · ·+ anj (σ)θσ,n ≡ αj mod Z,
for all j = 1, . . . , n. We can find such a vector θσ, since {a1(σ), . . . , an(σ)} is linearly inde-
pendent. Moreover, we observe that 0 < rσ,j 6 1, for all j = 1, . . . , n, then yσ ∈ Wσ and
hence π is surjective. ¤
In order to simplify the notation, if w ∈ F(Γ̃+) then in this section we will denote the
number `(w, Γ̃+) only by `(w). Let us fix a cone σ ∈ Σ(n) and let a1(σ), . . . , an(σ) be the
primitive generators of σ. Since {a1(σ), . . . , an(σ)} ⊆ F(Γ̃+), some vector aj(σ) can coincide
with some vector of the canonical basis. Then, we can assume that
{j : `(aj(σ)) < 0} = {1, . . . , r}(17)
{j : `(aj(σ)) = 0} = {r + 1, . . . , r + s}(18)
for some integers r, s > 0 such that r + s = n. Hence, if s > 1, there exist indices 1 6 i1 <
· · · < is 6 n such that ar+j(σ) = eij , for all j = 1, . . . , s.
Let F = (F1, . . . , Fp) : Kn → Kp be a polynomial map. Let us fix an index i ∈ {1, . . . , n}.
Let us suppose that Fi is written as Fi =
∑
akx
k. Let us define
Z =
{





k ∈ supp(Fi) : 〈k, aj(σ)〉 = `∗(aj(σ), Fi), if and only if j ∈ J
}
(20)
for all J ⊆ {1, . . . , n}. Therefore Z is the disjoint union ∪JZJ , where J varies in the set of
non-empty subsets of {1, . . . , n}. If k ∈ Zn>0, then xk ◦ πσ(yσ) = y〈k,a
1(σ)〉
σ,1 · · · y〈k,a
n(σ)〉
σ,n . Hence











































σ,r+1 · · · ykisσ,n
= y
`(a1(σ),Fi)
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We denote by F ∗σ,i the polynomial such that
(23) Fi ◦ πσ(yσ) = y`(a
1(σ),Fi)
σ,1 · · · y`(a
r(σ),Fi)
σ,r · F ∗σ,i(yσ)
for all yσ ∈ Wσ. That is, F ∗σ,i is the polynomial in the variables yσ,1, . . . , yσ,n given by the
expression that appears between (21) and (22) in parentheses.
If M > 0 then we denote by VM the set {x ∈ (Kr {0})n : ‖x‖ > M}.
Proposition 5.2. Let us suppose that F is strongly adapted to Γ̃+. Then for all σ ∈ Σ(n)





|F ∗σ,i(yσ)| 6= 0.





|F ∗σ,i(yσ)| = 0
for all M > 0. Then there exists a sequence {ym}m>1 ⊆ Wσ such that {πσ(ym)}m>1 → ∞
and {F ∗σ,i(ym)}m>1 → 0 as m →∞, for all i = 1, . . . , p.
Let W σ denote the closure of Wσ, that is W σ = {yσ ∈ Kn(σ) : ‖yσ‖ 6 1}. Let y =
(y1, . . . ,yn) ∈ W σ be a limit point of the sequence {ym}m>1. Let J0 = {j : yj = 0}. We have
that J0 6= ∅, since {πσ(ym)}m>1 →∞. Moreover F ∗σ,i(y) = 0, for all i = 1, . . . , p.
Let a1(σ), . . . , an(σ) be the primitive generators of σ. The condition {πσ(ym)}m>1 → ∞
implies that there exists some j ∈ J0 such that aj(σ) has some negative component. In
particular `(aj(σ)) < 0, since Γ̃+ is convenient. Therefore 0 /∈ ∆(aj(σ), Γ̃+) for some j ∈ J0,
which is to say that the face ∩j∈J0∆(aj(σ), Γ̃+) does not contain the origin.
We observe that





















On the other hand, given any zσ = (zσ,1, . . . , zσ,n) ∈ Wσ, we have

































Let us consider the point ỹ = (ỹ1, . . . , ỹn) defined by
ỹj =
{
yj, if j /∈ J0
1, if j ∈ J0.
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Comparing (24) and (26) we obtain








for all i = 1, . . . , p. Since ∩j∈J0∆(aj(σ), Γ̃+) is a face of Γ̃+ not containing the origin, relation
(27) gives a contradiction and then the result follows. ¤
Proof of Theorem 4.4. Let us fix a cone σ ∈ Σ(n). By Proposition 5.2 there exist positive




for all yσ ∈ π−1σ (VMσ). Then, for any yσ ∈ π−1σ (VMσ) we have the following chain of inequalities:
sup
i
|Fi(x)| ◦ πσ(yσ) = sup
i
|y`(a1(σ),Fi)σ,1 · · · y`(a
r(σ),Fi)
σ,r · F ∗i (yσ)|(28)
> |yσ,1|maxi `(a1(σ),Fi) · · · |yσ,r|maxi `(ar(σ),Fi) sup
i
|F ∗σ,i(yσ)|(29)
> |yσ,1|〈k,a1(σ)〉 · · · |yσ,r|〈k,ar(σ)〉 ·Dσ(30)
> |yσ,1|〈k,a1(σ)〉 · · · |yσ,r|〈k,ar(σ)〉|yσ,r+1|ki1 · · · |yσ,n|kis ·Dσ(31)
= Dσ‖xk‖ ◦ πσ(yσ).(32)
Let M = maxσ∈Σ(n) Mσ. We can assume
√
n 6 M . Then V contains VM and, by Lemma
5.1 we have that the set {πσ(yσ) : yσ ∈ π−1σ (VM), σ ∈ Σ(n)} = VM . In particular, if C =
(minσ∈Σ(n) Dσ)
−1 we conclude that
(33) ‖xk‖ 6 C sup
i
|Fi(x)|
for all x ∈ (Kr {0})n such that ‖x‖ > M . By the continuity of the functions of both sides of
the previous inequality, we obtain that (33) holds for all x ∈ Kn such that ‖x‖ > M . Thus
k ∈ S(F ). ¤
Proof of Theorem 4.3. Let us modify the definitions of Z and of ZJ , in (19) and (20) respec-
tively, by replacing `∗(aj(σ), Fi) by `(aj(σ), Fi). Then we obtain, as in (23), a polynomial
F ′σ,i ∈ K[yσ,1, . . . , yσ,n] such that
Fi ◦ πσ(yσ) = y`(a
1(σ),Fi)
σ,1 · · · y`(a
n(σ),Fi)
σ,n · F ′σ,i(yσ)
for all yσ ∈ Wσ and all i = 1, . . . , p. Following the proof Proposition 5.2, we obtain that for





|F ′σ,i(yσ)| 6= 0.
Hence we can reproduce the argument of the proof of Theorem 4.4 to obtain that k ∈
S(F ). ¤
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6. Consequences of the main result
Let us fix along this section a convenient global Newton polyhedron Γ̃+ ⊆ Rn and a polyno-
mial map F = (F1, . . . , Fp) : Kn → Kp. Let us define L(w, F ) = max{`(w,F1), . . . , `(w,Fp)},
for any vector w ∈ Rn.
Corollary 6.1. Let us suppose that F is strongly adapted to Γ̃+. Let k ∈ Zn>0 and θ > 0
such that θ〈k, w〉 > L(w,F ), for all w ∈ F0(Γ̃+). Then there exist positive constants C and
M such that
‖xk‖θ 6 C‖F (x)‖
for all x ∈ Kn such that |x| > M .
Proof. It follows by the same argument of the proof of Theorem 4.4 by replacing inequalities
(28)-(32) by the following inequalities:
sup
i
|Fi(x)| ◦ πσ(yσ) = sup
i
|y`(a1(σ),Fi)σ,1 · · · y`(a
r(σ),Fi)
σ,r · F ∗i (yσ)|(34)
> |yσ,1|L(a1(σ),F ) · · · |yσ,r|L(ar(σ),F ) sup
i
|F ∗σ,i(yσ)|(35)
> |yσ,1|θ〈k,a1(σ)〉 · · · |yσ,r|θ〈k,ar(σ)〉 ·Dσ(36)
> |yσ,1|θ〈k,a1(σ)〉 · · · |yσ,r|θ〈k,ar(σ)〉|yσ,r+1|θki1 · · · |yσ,n|θkis ·Dσ(37)
= Dσ‖xk‖θ ◦ πσ(yσ).(38)
Let us remark that the condition θ > 0 is used to obtain (37), since we assume 0 < |yσ,i| 6 1,
for all i = 1, . . . , n and all σ ∈ Σ(n). ¤
Let us fix an index i ∈ {1, . . . , n}. Then we define
(39) Ei(F, Γ̃+) =
{
θ > 0 : θwi > L(w, F ), for all w ∈ F0(Γ̃+)
}
.
Let us decompose F0(Γ̃+) as F0(Γ̃+) = Ai,−∪Ai,0∪Ai,+ where Ai,− = {w ∈ F0(Γ̃+) : wi < 0},
Ai,0 = {w ∈ F0(Γ̃+) : wi = 0} and Ai,+ = {w ∈ F0(Γ̃+) : wi > 0}. We define









In the remaining section we also denote the numbers defined above by ai and bi, respectively,
for all i = 1, . . . , n. Let us remark that Ei(F, Γ̃+) = [0, bi], whenever Ei(F, Γ̃+) 6= ∅.
Lemma 6.2. The following conditions are equivalent:
(i) Ei(F, Γ̃+) 6= ∅, for all i = 1, . . . , n
(ii) `(w, Fj) 6 0, for all w ∈ F0(Γ̃+) and all j = 1, . . . , p.
Proof. Let us fix an index i ∈ {1, . . . , n}. By (39) and (40) we obtain that Ei(F, Γ̃+) 6= ∅ if
and only if
(41) ai 6 bi, 0 6 bi and `(w,Fj) 6 0, for all j = 1, . . . , p and all w ∈ Ai,0.
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Let us assume (i). If w ∈ F0(Γ̃+), then w0 < 0. In particular w0 = wi < 0, for some
i ∈ {1, . . . , n}. This implies w ∈ Ai,−. Since bi > 0, we conclude L(w,F ) 6 0, and then (ii)
follows. The converse is obvious using (41). ¤
In particular, if Fj is convenient, for all j = 1, . . . , p, then Ei(F, Γ̃+) 6= ∅, for all i = 1, . . . , n.
Corollary 6.3. Let us suppose that F is strongly adapted to Γ̃+ and Ei(F, Γ̃+) 6= ∅, for all





: w ∈ F0(Γ̃+)
}
6 L∞(F ).
Proof. Since F is strongly adapted to Γ̃+ and Ei(F, Γ̃+) 6= ∅, for all i = 1, . . . , n, we can
apply Corollary 6.1 to each monomial xi, i = 1, . . . , n, to obtain that there exist constants
C, M > 0 such that
(43) |xi|bi 6 C‖F (x)‖
for all x ∈ Kn such that ‖x‖ > M . Let b0 = min{b1, . . . , bn}. We can assume M >
√
n. If
‖x‖ > M then √n 6 M 6 ‖x‖ 6 √n maxi |xi|. In particular 1 6 maxi |xi| and then (43)
implies that
max |xi|b0 6 C‖F (x)‖












Hence (42) follows. ¤
In particular, by Lemma 6.2, the conclusion of the above result follows if we replace the
condition Ei(F, Γ̃+) 6= ∅, for all i = 1, . . . , n, by the condition that Fs is convenient, for
all s = 1, . . . , p. Let us denote the left hand side of (42) by b(F, Γ̃+). Let us remark that
b(F, Γ̃+) = mini bi(F, Γ̃+). We remark that Corollary 6.3 applies both to real and complex
maps and is analogous to [2, Theorem 5.9], which applies only to real polynomial maps.
If h ∈ K[x1, . . . , xn] and h is convenient, then we denote by ri(h) the number ri(Γ̃+(h)), as
defined in (5), for all i = 1, . . . , n.
Corollary 6.4. Let us suppose that F is non-degenerate and Fj is convenient, for all j =
1, . . . , p. Then
(44) min
i,j
ri(Fj) 6 L∞(F ) 6 r0(Γ̃+(F )).
Proof. The right hand side of (44) follows by [2, Lemma 3.3] (the proof of this result is given
for K = R but it also applies to the case K = C). By Proposition 3.9, the map F is strongly
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for all j = 1, . . . , p, i = 1, . . . , n. Then
min
{











: w ∈ F0(Γ̃+)
}
6 L∞(F )
where the last inequality comes from Corollary 6.3. ¤
Corollary 6.5. Let F : Kn → Kn be a polynomial map such that F is a local homeomorphism.
Let us suppose that F is strongly adapted to Γ̃+ and Ei(F, Γ̃+) 6= ∅, for all i = 1, . . . , n. Then
F is a homeomorphism.
Proof. The hypothesis imply that L∞(F ) exists and L∞(F ) > 0. Then F is a proper map
and therefore, by Hadamard’s theorem [26, p. 240], F is a homeomorphism. ¤
Remark 6.6. Let us observe that, in the previous result, we do not assume that each com-
ponent function of F is convenient. Corollary 6.4 is proven in [2, Theorem 3.8] only for the
case K = R with a specific technique developed to study real polynomial maps. We remark
that, under the conditions of Corollary 6.4, if we assume that F is a local homeomorphism,
then the same proof of the previous result works to deduce that F is a global homeomorphism
(see also [6, Theorem 1.4]).
7. Pre-weighted homogeneous maps
In this section we expose some results concerning a wide class of polynomial mapsKn → Kp,
which is part of the motivation of our study.




k. Then we denote by dv(h) the maximum of the scalar products 〈v, k〉 such that
ak 6= 0. We call dv(h) the degree of h with respect to v. We denote by qv(h) the sum of those
terms akx
k such that 〈v, k〉 = dv(h). Let us remark that qv(h) = pw(h), where w = −v (see
Definition 3.1). We say that h is weighted homogeneous with respect to v when qv(h) = h.
Let F : Kn → Kp be a polynomial map. Then we define qv(F ) = (qv(F1), . . . , qv(Fp)) and
dv(F ) = (dv(F1), . . . , dv(Fp)). If qv(F ) = F , then we say that F is weighted homogeneous
with respect to v. The map F is said to be pre-weighted homogeneous with respect to v when
qv(F )
−1(0) = {0}.
Let v = (v1, . . . , vn) ∈ Zn>1. Then we denote by Γ̃v+ the global Newton polyhedron given by
the convex hull of {v1···vn
v1
e1, . . . ,
v1···vn
vn
en} ∪ {0}. Then Γ̃v+ has a unique face ∆ of dimension
n− 1, which is contained in the hyperplane v1x1 + · · ·+ vnxn = v1 · · · vn and hence F(Γ̃v+) =
{−v, e1, . . . , en} and F0(Γ̃v+) = {−v}. Let us recall that, if I is a non-empty subset of
{1, . . . , n}, then πI : Rn → RnI denotes the natural projection.
Corollary 7.2. Let F : Kn → Kp be a polynomial map and let v ∈ Rn>1. Then the following
conditions are equivalent:
(i) F is pre-weighted homogeneous with respect to v;
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(ii) F is strongly adapted to Γ̃v+.
Proof. Let us see (i) ⇒ (ii). We will use Proposition 3.6. Let w = −v. Let ∆ be a face of
Γ̃v+ such that 0 /∈ ∆. If ∆ is not contained in any coordinate subspace RnI , for some proper
subset I ⊆ {1, . . . , n}, then ∆ = ∆(w, Γ̃v+) and J(∆) = {{w}}. Hence condition (C{w},F )
follows, since pw(F ) = qv(F ) and qv(F )
−1(0) = {0}.
If ∆ ⊆ RnI , for some proper subset I ⊆ {1, . . . , n} such that dim ∆ = |I| − 1, then
J(∆) = {J}, where J = {w, ei1 , . . . , eis} and {i1, . . . , is} = {1, . . . , n}r I, s = n− |I|.
Then we observe that p∗J(F ) = pπI(w)(F
I) = qπI(v)(F
I). The map qπI(v)(F
I) is weighted
homogeneous with respect to πI(v). Therefore the condition qv(F )
−1(0) = {0} implies
qπI(v)(F
I)−1(0) = {0} and hence p∗J(F )−1(0) = {0}. Thus (C∗F,J) holds and (ii) follows,
by Proposition 3.6.
Let us see (ii) ⇒ (i). Since F0(Γ̃v+) = {−v} it is clear that Ei(qv(F ), Γ̃v+) 6= ∅, for all
i = 1, . . . , n (see Lemma 6.2). By Definition 3.3 we observe that F is strongly adapted to Γ̃v+
if and only if qw(F ) is strongly adapted to Γ̃
v
+. Then we can apply Corollary 6.3 to qv(F ) to
deduce that there exists constants α, C, M > 0 such that
‖x‖α 6 C‖qv(F )(x)‖
for all x ∈ Kn such that ‖x‖ > M . In particular qv(F )−1(0) is contained in the open ball
B(0; M) centered at 0 and of radius M . But this implies qv(F )
−1(0) = {0} since qv(F ) is
weighted homogeneous with respect to v. Thus F is pre-weighted homogeneous. ¤
If v = (v1, . . . , vn) ∈ Rn, then we define A(v) = {j : vj = maxi vi}.
Proposition 7.3. Let F : Kn → Kp be a polynomial map. Let v ∈ Zn>1 such that F is
pre-weighted homogeneous with respect to v. Then
(45)
min{dv(F1), . . . , dv(Fp)}
max{v1, . . . , vn} 6 L∞(F ).
Let us assume that F is weighted homogeneous with respect to v and F−1(0) = {0}. Let
i0 ∈ {1, . . . , p} such that min{dv(F1), . . . , dv(Fp)} = dv(Fi0). If
(46)
{
x ∈ Kn : Fi(x) = 0, for all i 6= i0
}
* {x ∈ Kn : xj = 0, for all j ∈ A(v)},
then equality holds in (45).
Proof. By Corollary 7.2, the map F is strongly adapted to Γ̃v+. Then (45) follows from
Corollary 6.3, since F0(Γ̃
v
+) = {−v}.
Let us see the second part. In order to simplify the notation, let us assume i0 = 1. Then the
quotient on the left hand side of (45) is equal to dv(F1)/ maxi vi. By (46) and the hypothesis
F−1(0) = {0}, there exists a point a = (a1, . . . , an) ∈ Kn such that F2(a) = · · · = Fp(a) = 0,
F1(a) 6= 0 and aj 6= 0, for some j ∈ A(v).
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In particular the curve γ : K r {0} → K defined by γ(t) = (a1t−v1 , . . . , ant−vn) is not the
zero curve. We observe that ord(γ) = −(maxi vi). Moreover, since we assume that F is
weighted homogeneous with respect to v, we have
F (γ(t)) = (t−dv(F1)F1(a), t−dv(F2)F2(a), . . . , t−dv(Fp)Fp(a)) = (t−dv(F1)F1(a), 0, . . . , 0).





‖(t−dv(F1)F1(a), 0, . . . , 0)‖
‖γ(t)‖β = 0,(47)
where the last equality follows from
ord(‖γ(t)‖β) = −(max
i
vi)β < −dv(F1) = ord(F (γ(t)).
In particular L∞(F ) < β (otherwise the limit (47) would be greater than or equal to some
positive constant). Therefore L∞(F ) 6 dv(F1)/ maxi vi and the result follows. ¤
8. Index of polynomial maps
In this section we show a result concerning the index of real polynomial vector fields.
This result will follow as a consequence of the argument of the proof of Theorem 4.4. If
F : Rn → Rn is real a polynomial map such that F−1(0) is finite, then we denote by ind(F )





where indx(F ) denotes the topological index of F at x (see for instance [21], [22] or [23]).
We recall that if f : U → Rn denotes a continuous map defined in an open set U ⊆ Rn and
x ∈ U is an isolated zero of f , then the index of f at x is defined as follows. Let D be a ball
centered at x, D ⊆ U , such that f−1(0) ∩D = {x} and let us consider the map ∂D → Sn−1
given by z 7→ f(z)‖f(z)‖ , for all z ∈ ∂D, where ∂D denotes the boundary of D. Then indx(f) is
the degree of this map between spheres of dimension n− 1 .
Theorem 8.1. Let F,G : Rn → Rn be polynomial maps such that F and F + G have a finite
number of zeros. Let us assume that
(i) F is strongly adapted to Γ̃+;
(ii) Ei(F, Γ̃+) 6= ∅, for all i = 1, . . . , n;
(iii) `(w, Gi) > `(w,Fi), for all w ∈ F0(Γ̃+), i = 1, . . . , n.
Then
ind(F ) = ind(F + G).
Proof. Let us consider the homotopy H : [0, 1]×Rn → Rn defined by H(t, x) = F (x)+ tG(x).
Let Ht = (Ht,1, . . . , Ht,n) : Rn → Rn be given by Ht(x) = H(t, x), for all x ∈ Rn and all
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t ∈ [0, 1]. We claim that there exists a uniform ÃLojasiewicz inequality at infinity for the
family of maps {Ht}t∈[0,1]. That is, there exist some constants M,α > 0 such that
(48) ‖x‖α 6 C‖Ht(x)‖
for all pair (t, x) ∈ [0, 1] × Rn such that ‖x‖ > M . As a consequence we would obtain that
H−1t (0) is contained in the open ball B(0; M), for all t ∈ [0, 1]. In particular H(t, x) 6= 0 for
all (t, x) ∈ [0, 1] × ∂B(0; M), where ∂B(0; M) denotes the boundary of B(0; M). This fact
implies ind(F ) = ind(F + G), as a consequence of a known result about the invariance of the
index by homotopies (see for instance [21, Theorem 2.2.4] or [7]).
From Γ̃+ we can construct a subdivision of Rn into simplicial cones as explained in Section 5.
Let us keep the notation introduced in Section 5, before Lemma 5.1. Let us fix a cone σ ∈ Σ(n).
Let a1(σ), . . . , an(σ) be the primitive generators of σ. Let us consider the decomposition of
{a1(σ), . . . , an(σ)} as in (17) and (18).
Analogous to (23) we can consider, for each i = 1, . . . , n and each t ∈ [0, 1], the polynomial
H∗σ,t,i ∈ K[yσ,1, . . . , yσ,n] such that
Ht,i ◦ πσ(yσ) = y`(a
1(σ),Ht,i)
σ,1 · · · y`(a
r(σ),Ht,i)
σ,r ·H∗σ,t,i(yσ),
for all yσ ∈ Wσ.
By hypothesis we have `(w, Gi) > `(w, Fi), for all w ∈ F0(Γ̃+), i = 1, . . . , n. This implies
`(aj(σ), Ht,i) = `(a
j(σ), Fi), for all i = 1, . . . , n, j = 1, . . . , r. Hence the principal parts of Fi
and of Ht,i with respect to any subset of F0(Γ̃+) coincide, for all i = 1, . . . , n (see Definition
3.1) and
(49) Ei(Ht, Γ̃+) = Ei(F, Γ̃+) 6= ∅
for all i = 1, . . . , n and all t ∈ [0, 1] (the sets Ei(F, Γ̃+) are non-empty by hypothesis).







for all σ ∈ Σ(n). If we assume the opposite then there exists a cone σ ∈ Σ(n) and a sequence
{(tm, ym)}m>1 ⊆ [0, 1] × Wσ verifying that {πσ(ym)}m>1 → ∞ and {H∗σ,tm,i(ym)}m>1 → 0,
for all i = 1, . . . , n. Analogous to the proof of Proposition 5.2, let us consider a limit point
(t,y) = (t,y1, . . . ,yn) ∈ [0, 1]×Wσ of {(tm, ym)}m>1. By continuity we have H∗σ,t,i(y) = 0, for
all i = 1, . . . , n. Moreover, since {πσ(ym)}m>1 → ∞, we have that the set J0 = {j : yj = 0}
is non-empty.
Following the same procedure as in the proof of Proposition 5.2 (see (27)) we obtain
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for all i = 1, . . . , n, where ỹ = (ỹ1, . . . , ỹn) is the point defined by
ỹj =
{
yj, if j /∈ J0
1, if j ∈ J0.
Then we have a contradiction, since pJ0(Ht,i) = pJ0(Fi), for all i = 1, . . . , n, and F is
strongly adapted to Γ̃+. Hence relation (50) holds for some M > 0 and all σ ∈ Σ(n). As a
consequence, since Ei(Ht, Γ̃+) = Ei(F, Γ̃+) 6= ∅, for all i = 1, . . . , n and all t ∈ [0, 1], we can
reproduce inequalities (28)-(32), by replacing Fi by Ht,i and taking k = ei, to obtain that for
all i = 1, . . . , n, there exists a constant Ci > 0 such that
(52) |xi|bi 6 Ci‖F (x) + tG(x)‖
for all x ∈ Rn such that ‖x‖ > M and all t ∈ [0, 1], where bi = sup Ei, for all i = 1, . . . , n
(see (40)).
Let b0 = min{b1, . . . , bn} and C0 = max{C1, . . . , Cn}. We can assume that M >
√
n.
Hence ‖x‖ > M implies maxi |xi| > 1. Taking maxi at both sides of (52), we obtain
‖x‖b0 6 (√n)b0 max |xi|b0 6 (
√
n)b0C0‖F (x) + tG(x)‖
for all t ∈ [0, 1] and all x ∈ Rn such that ‖x‖ > M . Then there exists a uniform ÃLojasiewicz
inequality at infinity for the family of maps {Ht}t∈[0,1] and the result follows, as explained at
the beginning of the proof. ¤
If F : Cn → Cn is a polynomial map, then we denote by I(F ) the ideal of C[x1, . . . , xn]
generated by the component functions of F . Moreover, we denote by FR the map R2n → R2n
obtained from F under the identification x + iy ↔ (x, y) between C and R2. We remark that
the proof of Theorem 8.1 also works to deduce the following result.
Theorem 8.2. Let F,G : Cn → Cn be polynomial maps such that
(i) F is strongly adapted to Γ̃+;
(ii) Ei(F, Γ̃+) 6= ∅, for all i = 1, . . . , n;
(iii) `(w, Gi) > `(w,Fi), for all w ∈ F0(Γ̃+), i = 1, . . . , n.
Then F and F + G have a finite number of zeros and
dimC
C[x1, . . . , xn]
I(F )
= dimC
C[x1, . . . , xn]
I(F + G)
.
Proof. Conditions (i), (ii) and (iii) imply that F + G also satisfy the hypothesis of Corollary
6.3. Then L∞(F ) and L∞(F + G) are positive numbers. This implies that F−1(0) and
(F + G)−1(0) are compact and hence finite. The same proof of Theorem 8.1 works to obtain
that there is a uniform ÃLojasiewicz inequality for the homotopy H : [0, 1]×Cn → Cn defined
by H(t, z) = F (z) + tG(z), for all (t, z) ∈ [0, 1]×Cn. That is, there exist some constants M ,
α > 0 such that
‖z‖α 6 C‖F (z) + tG(z)‖
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for all z ∈ Cn such that ‖z‖ > M and all t ∈ [0, 1]. In particular, this means that ind(FR) =
ind(FR + GR).
It is well known (see for instance [9, p. 150]) that
dimC








where On,z denotes the germ of analytic function germs (Cn, z) → C and Iz(F ) is the ideal of
On,z generated by the germs of the component functions of F at z, for any z ∈ Cn. It is also
known that, if z = x + iy ∈ F−1(0), then dimCOn,z/Iz(F ) = ind(x,y)(FR) (see for instance [4,
p. 146] or [13, p. 15]). Then the result follows. ¤
If F : Rn → Rn denotes a real polynomial map, then we denote by FC : Cn → Cn the map
obtained from F by complexifying the variables.
Remark 8.3. Under the hypothesis of Theorem 8.1, if we assume that FC is strongly adapted
to Γ̃+, then L∞(FC) > 0, by Corollary 6.3, and consequently the zero set of the maps F and
F + G are finite.
Example 8.4. Let us consider the polynomial map F = (F1, F2, F3) : R3 → R3, where
F1(x, y, z) = x
a1 + xa1yb1 + xa1zc1 + αxa1yb1zc1
F2(x, y, z) = y
b2 + xa2yb2 + yb2zc2 + βxa2yb2zc2
F3(x, y, z) = z
c3 + xa3zc3 + yb3zc3 + γxa3yb3zc3
where α, β, γ are mutually different non-zero real numbers and the supports of the above
polynomials are contained in Z3>1. Let g be the function defined by g(x, y, z) = x + y + z +
xy + xz + yz + xyz and let Γ̃+ = Γ̃+(g) ⊆ R3. Then we observe that Γ̃+ is convenient and
F0(Γ̃+) = {−e1,−e2,−e3}. It is straightforward to check that FC is strongly adapted to Γ̃+
and Ei(F, Γ̃+) 6= ∅, for i = 1, 2, 3. In particular 0 < min{ai, bi, ci : i = 1, 2, 3} 6 L∞(F ), by
Corollary 6.3. Therefore F−1(0) is finite. Let G = (G1, G2, G3) : R3 → R3 be a polynomial
map such that supp(Gi) is contained in the cube {(k1, k2, k3) ∈ Z3>0 : k1 < ai, k2 < bi, k3 < ci},
for i = 1, 2, 3. Then (F + G)−1(0) is also finite and ind(F ) = ind(F + G), by Theorem 8.1.
Example 8.5. Let a, b, c ∈ Z>1 and let us consider the map F = (F1, F2, F3) : R3 → R3
given by
F (x, y, z) = (xa + yb + xayb, xayb + zc, zc).
Let Γ̃+ = Γ̃+(F ). Then it is immediate to see that FC is strongly adapted to Γ̃+ and
Ei(F, Γ̃+) 6= ∅, for all i = 1, 2, 3. Hence F−1(0) is finite. Then, by Theorem 8.1, any
polynomial map G : R3 → R3 such that supp(Gi) is contained in the interior of Γ̃+ verifies
that (F + G)−1(0) is finite and ind(F ) = ind(F + G).
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