We propose a theoretical framework for modeling communication between agents that have different conceptual models of their current context. We describe how the emergence of subjective models of the world can be simulated and what the role of language and communication in that process is. We consider, in particular, the role of unsupervised learning in the formation of agents' conceptual models, the relative subjectivity of these models, and the communication and learning processes that lead into intersubjective sharing of concepts. We also discuss some implications of the subjectivity of conceptual learning in the area of economics.
Introduction
The main focus of our article is on linguistic communication as a basis for interactions within a community of human or computerized agents. We are interested both in the philosophical and practical aspects, also aiming at certain formalization of the overall framework. We do not, however, consider the language as an autonomous formal system but recognize its neuro-cognitive (Feldman 2006) , embodied (Clark 1997 , Lakoff and Johnson 1999 , Maturana and Varela 1980 , Varela, et al. 1991 ) and socio-cultural nature (Hutchins 1995 , Moore and Carling 1988 , Rorty 1979 , Vygotsky 1978 , Vygotsky 1986 ). We emphasize the statistical and probabilistic nature of semantics. Our approach has some connections with the research on truthlikeness (Przelecki 1976 , Kieseppä 1996 , Niiniluoto 1987 , Zamora Bonilla 2000 . However, we tend to emphasize the dynamics of concept formation through learning processes (Honkela 2000) and the probabilistic aspects based on considering the continuum from raw perceptions to symbolic representations (Gärdenfors 2000) .
We have earlier conducted research on simulating processes of language learning and emergence (Honkela 2000 , Honkela, et al. 2003 , Raitio, et al. 2004 ) and learning and communication in multiagent systems (Könönen 2004a , Könönen 2004b , Könönen and Oja 2004 . In this paper, we discuss how the emergence of subjective models of the world can be simulated using different approaches in learning and what the role of communication and language is. We consider, in particular, the role of unsupervised learning in the formation of agents' conceptual models, the original subjectivity of these models, and the communication and learning processes that lead into intersubjective sharing of concepts.
Pfeifer and Scheier stress that the behavior of an agent is always the result of system-environment interaction (Pfeifer and Scheier 1999) . It cannot be explained on the basis of internal mechanisms only. They illustrate that the complexity that we as observers attribute to a particular behavior does not always indicate accurately the complexity of the underlying mechanisms. Experiments with very simple robots that merely react to stimuli in their environment have shown that rather complex behavior can emerge.
Another example of non-stationarity are multiagent systems. In these systems, properties of the environment for each individual agent depend on the actions of all agents located in the real environment. Thus for acting rationally, the agents should also model the other agents in the system.
Language learning and game theory
The focus on modeling of language learning may be on learning morphology (Rumelhart and McClelland 1986 , Daugherty and Seidenberg 1994 , Creutz and Lagus 2007 , syntax (Chen and Honavar 1999) , or semantics (Regier 1996 , Bailey 1997 .The language learning may take place within one agent or in a community of agents through evolution (Nowak, et al. 2001) . The game theoretical approach in linguistics and in particular in pragmatics is studied in depth in (A. Benz and van Rooij 2005) . Benz and his colleagues discuss various aspects of natural language that are subject to replication, variation and selection, on various timescales that range from minutes to millennia. They focus on cultural (as opposed to biological) evolution on short time scales. They also state the important basic fact: Natural languages are not passed on via biological but via cultural transmission (Benz et al. 2005) . First language acquisition is a qualitatively different mode of replication in which iterated learning is the principal mode. Nowak et al. (Nowak, et al. 2002) consider a language learner that grows up in a community of speakers of some language and might acquire another language with a certain probability. This means that those languages will spread in a population that are likely targets of acquisition for children that are exposed to other languages, and are likely to be acquired faithfully themselves. In this approach, language change is considered as a Markov process rather than as evolution through natural selection. In Section 3.1, we discuss issues related to language games in more detail.
Grounding
In this article, we assume that semantics is considered within a broad, potentially multimodal context (Hörmann 1986 ) and the symbol grounding problem is taken into account (Harnad 1990 ).
Learning paradigms
Different machine learning techniques can be utilized for adding adaptivity to agent-based systems. There are basically three major learning paradigms in machine learning: supervised learning, unsupervised learning and reinforcement learning. In supervised learning, there exists a teacher having knowledge of the environment, in the form of inputoutput pairs, and the learning system for which the environment is unknown. The teacher provides samples from the environment by giving correct outputs to inputs and the goal of the learning system is to learn to emulate the teacher and to generalize the samples to unseen data. In unsupervised learning, contrary to supervised learning, there exists no external teacher and therefore no correct outputs are provided. Reinforcement learning is located between supervised and unsupervised learning: correct answers are not directly provided to the learning system but it learns features of the environment by continuously interacting with it. The learning system takes actions in the environment and receives reward signals from the environment corresponding to these action selections.
Unsupervised learning (Kohonen 2001 , Oja 2002 , Powers 1997 appears to be an important component for any realistic language learning system. As the most commonly used neural network model within the unsupervised learning paradigm, the self-organizing map has proven to be a useful in modeling the emergence on conceptual systems (Ritter and Kohonen 1989 , Miikkulainen 1993 , Honkela, et al. 1995 .
In this paper, we propose a theoretical framework that is suitable for modeling communication between agents and for interagent conceptual modeling. We begin with the basic definitions related to the framework in Section 2. Then we proceed to communication models that utilize the proposed framework in Section 3. In Section 4, we discuss utilization of machine learning in the framework and in Section 5 we consider some practical implications of conceptual learning in economics. Finally, in Section 6 we conclude the paper.
In this section we introduce the basic definitions and notation used in our communication model for two agents. The key concept is the agent's internal view of its context, the concept space. The concept space is spanned by a number of features. Here we can use the terminology coined by Gärdenfors calling each feature f i a quality dimension (Gärdenfors 2000) . Dimensionalities of the concept spaces can be different for each agent. Therefore, we denote the features used by agent 1 f i 1 , i = 1…N. Similarly, agent 2 uses features f i 2 , i = 1…M. Thus, the concept space of agent 1 is an Ndimensional metric space C 1 , and for agent 2, C 2 . In the framework, there exist two distance measures, namely ω and λ. ω gives a distance between two points inside the concept space of the agent, i.e. ω : C i × C i → R, i = 1, 2. λ gives a distance between two points in the concept spaces of the different agents, i.e. λ : 
Communication between agents
We categorize communication in two classes: the single-agent communication model and the two-agent communication model. In both cases the context is similar to the one discussed above and the models differ only in how the other agent is modeled. We proceed with a short definition and introduction to language games.
Language games
The notion of language games was originally introduced by Ludwig Wittgenstein. To him, every occasion of language use is a language game (Wittgenstein 1953) . Carlson mentions that the strength of Wittgenstein's ideas lies in the following points (Carlson 1983) . The language games connect a calculus to a form of life. Language games are what establish the link between language, conceived as a calculus, to the reality interpreted, described and transformed by it. The second point mentioned by Carlson is that the game comparison brings us the goal-directed character of language use. Another influential early work is the study of conventions by David K. Lewis. He used concepts of game theory to analyze the nature of social conventions (Lewis 1969 ). Lewis also considered linguistic communication as a system governed by similar conventions. He explained communication as conventions that are truthful with respect to a particular assignment of truth conditions to sentences or other units of communication (Lewis 1969 ). Lewis also presupposes that speakers are conceptually autonomous which is also the point of view taken in this article.
Linguistic conventions are reflected, among other things, in word usage patterns. The conventions are spread in a population through iterated learning processes as well as thought explicit and implicit decisions. There are various ways how a new word can enter a language. Once a word is part of a language, it is gradually adapted to this language. Benz et al., who consider this in detail, point out the process of establishing a new word is predominantly driven by mature language users (Benz et al. 2005) . Somebody introduces the new word, and people start imitating it. The probability of whether the new word catches on depends on various conditions related to the role of the word in the conceptual space and relevant social context. Steels has adopted language games to the environment of communicating agents, where a coherent lexicon spontaneously emerges in the community and where the lexicon adapts to cope with new meanings (Steels 1996) . Gärdenfors and Warglien consider the evolution of semantics in a game-theoretical evolutionary framework (Gärdenfors and Warglien 2006 ). Vogt and Coumans described three different types of language games: observational game, guessing game and selfish game. In the observational game two agents, the speaker and the hearer, both know the topic of the game (e.g. a color) (Vogt and Coumans 2003) . The speaker utters a word denoting the topic (e.g. the name of the color). The game succeeds if the hearer knows the uttered word in the right meaning, and fails otherwise. In the guessing game, only the speaker knows the topic of the game. The speaker utters a word denoting the topic and the hearer must guess, which topic (of a finite number of topics) the speaker means. The agent playing the selfish game has to infer the meanings of words from their co-occurrences indifferent contexts or situations.
The observational game is more commonly referred to as the naming game (Steels and Vogt 1997) . The naming game has many modifications, including e.g. analogical naming games (Kaplan 1998) , multiple word naming games (Van Looveren 1999) , advertising games (Avesani and Agostini 2003) , and query-answering games (Agostini and Avesani 2004 ).
Smith introduces the discrimination game algorithm, which is produced by Steels (Smith 2001) . In the discrimination game, the topic of the game is tried to distinguish from the other topics in the context. Discrimination games can be used together with guessing games in their multi-agent simulations: each agent is able to perceive, categorize its perceptions (discrimination game) and then lexicalize the resulting categories to the other agents (guessing game) (Belpaeme 2001, Belpaeme and Bleys 2005) .
From the viewpoint of spoken language, a more general language game method is used by de Boer. His game is called imitation game and the utterances in the game consist of phoneme sounds instead of written letters (deBoer 1997). While playing the game, the first agent utters a word and the other tries to imitate it.
Jäger uses evolutionary game theory as a mathematical framework to model the consequences of interaction between individuals in a population (Jäger 2006) . He considers conditions under which the interaction between individuals can be modeled as a strategic game, where utility can be identified with fitness. Jäger builds on Gärdenfors' theory of conceptual spaces (Gärdenfors 2000) that suggests that simple adjectives usually denote natural properties, where a natural property is a convex region of a conceptual space. Jäger shows that under some natural assumptions about the utility function, convexity of meanings falls out as a consequence of evolutionary stability (Jäger 2006 ).
Next, we present our formalization of the concept formation and communication processes.
Single-agent model
In the single-agent communication model, the sender is communicating with the receiver but it has only its own conceptual space available. The sender, agent 1, selects a symbol that corresponds best to the current context by the means of its own conceptual model. Therefore this model can be seen as an optimal decision problem.
Let us denote the symbol agent 1 selects and communicates to agent 2 as s* and the features agent 1 observes corresponding to the current context as f 1 .Then agent 1 selects the symbol that corresponds the current observations best by the means of some distance measure ω. A suitable choice for ω in that case is for example Euclidean distance. ( )
When agent 2 observes d, it maps it to some s 2 ∈ S 2 by using the function φ -2 . Then it maps the symbol to some point in its conceptual space by using ξ 2 . If this point is very near of its own observation f 2 , we can say that the communication process has succeeded. Mathematically this is as follows:
where ε is a small constant and || ⋅ || is some suitable norm in C 2 .
Two-agent model
The two-agent model relates to the single-agent model very closely but now the sender has some estimate of the receiver's conceptual space available. This model can be learned from communication samples or it can be known a priori. The symbol selection process is formally given in Eq. (4). In this equation, is the model of the receiver.
Note that also the vocabulary of the receiver can be unknown and should be estimated by As the dimensionalities of the conceptual spaces C 1 and C 2 can be different, we should use some special method to calculate the distance between points in these two spaces. Dynamic programming and neural networks may provide solutions to this task. Note that in the special case where the dimensionality of the concept spaces is the same for both agents and the dimensions are the same, Euclidean distance may be used for this purpose. This kind of situation should be considered highly artificial, though. A neural network solution for the general case when agents have different representations for the same phenomenon has been considered for a supervised learning task (Laakso and Cottrell 2000) as well as for unsupervised learning (Raitio et al. 2004 ).
Other parts of the communication process remain the same as in the single-agent case. As agent 1 utilizes the explicit model of agent 2, the symbol selection problem can be seen as a game theoretical problem. Due to its sequential nature, it has a relationship with Stackelberg style games where players have different roles, namely the roles of the leader (corresponding to the sender) and the follower (corresponding to the receiver).
The messaging behavior of the agents can be called a language game. The aim of a language game is to create common language in an agent community, and thus make it possible for the agents to understand each other. Two agents participating in a language game both see the same context around them and if they are able to agree with the symbol corresponding to the context, we can say that the language game was successful.
Learning of conceptual models
In this section, we discuss the position of machine learning in our framework for agent communication. We start the section with a short introduction to machine learning and then we proceed to the applications of unsupervised learning in conceptual modeling. We also provide pointers to relevant research work on conceptual modeling.
Unsupervised learning of conceptual systems
In the following, we consider the unsupervised learning of conceptual systems. We first study the modeling an individual agent that learns to create a conceptual space of its own and learns to associate words and expressions with the conceptual space. After considering one individual agent, we consider a multiagent system in which a shared conceptual system is formed in a self-organized manner.
Single-agent learning
As an example related to the vocabulary problem, two persons may have different conceptual or terminological 'density' of the topic under consideration. A layman, for instance, is likely to describe a phenomenon in general terms whereas an expert uses more specific terms. In our framework, symbols generate clusters in the conceptual spaces of the agents.
If some agents speak the 'same language', many of the symbols in their vocabularies are the same. However, for the sake of realistic theory formation, we do not assume that the vocabularies of any two agents are exactly the same. In our formal framework, the intersection of the sets S 1 and S 2 may contain only a small number of symbols or be even empty. The basic approach how autonomous agents could learn to communicate and form an internal model of the environment applying the self-organizing map algorithm was introduced, in a simple form, in (Honkela 1993) .
Community of agents
Later we extended the framework that would enable modeling the degree of conceptual autonomy of natural and artificial agents (Honkela et al. 2003) . The basic claim was that the aspects related to learning and communication necessitate adaptive agents that are partially autonomous. We demonstrated how the partial conceptual autonomy can be obtained through a self-organization process. The input for the agents consists of perceptions of the environment, expressions communicated by other agents as well as the recognized identities of other agents (Honkela et al. 2003 ).
This information is used for computing the mappings and in our communication model.
ξ ξ
When language games were included in the simulation model, it resulted in a simple language emerging in a population of communicating autonomous agents (Lindh-Knuutila, et al. 2006) . In this population, each agent was able to create their own associations between the conceptual level and the emerged words, although each agent had a slightly different conceptual representation of the world. The learning paradigm for the conceptual learning was fundamentally unsupervised, but the language learning tested has so far been supervised, i.e. the communicating agents are provided feedback of the outcome of the game as well as the 'right answer'. Reinforcement learning and unsupervised learning models for language games remain to be implemented.
Practical implications
Here we will discuss the potential practical implications of the rather theoretical and abstract framework that has been presented earlier in this paper. The implications and applications are considered, in particular, in the area of economics.
There is a lot of research related to the applications of game theory in economics (Bierman and Fernandez 1993) . Moreover, very many applications of neural networks and statistical machine learning exist (consider, e.g., Deboeck and Kohonen 1998) . This article focuses on a theme that brings together aspects of both game theory and learning systems such as neural networks. The connecting theme is the conceptual systems of the interacting agents in a community.
It has been commonplace to consider uncertainty in decision making (Gollier 2001 , Parsons 2001 : an agent estimates probabilities of different outcomes and their values. In the following, we discuss two specific topics related to the certain uncertainty in the use of conceptual systems.
Meaning negotiations
The traditional notion of uncertainty in decision making does not cover the uncertainties caused by differences in conceptual systems of individual agents within a community. We claim that in all transactions including symbolic/linguistic communication the differences in the underlying conceptual systems play an important role. For instance, serious efforts have been made to harmonize or to standardize the classification systems used by business agents, e.g., using Semantic Web technologies (Sintek and Decker 2003) . However, even if the standardization is conducted, there can not be any true guarantee that all the participating agents would share the meaning of all the expressions used in the business transactions in various contexts.
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We can consider an example illustrated by Fig. 2 : a buyer agent expresses the wish for finding an item belonging to a specific category, represented as an area on the diagram. It may very well be that the selling agent understands the query differently and therefore the items considered as candidates by the selling agent differs from the buyers intentions. Within traditional epistemological theory, this situation could be considered through set theory: by a symbol the agents refer to different sets of items. However, as many features (or quality dimensions) are continuous, it appears to be more natural to consider the situation within a continuous multidimensional space. Moreover, the exact features of an item may not be known but they need to be considered as a probability distribution.
One implication is that in business transactions there should be means for checking what is a meant by some expressions via an access to a broader context (cf. symbol grounding). Moreover, rather than relying solely on a standardized conceptual system, one could introduce mechanisms of meaning negotiation. Before two business agents get into negotiation about, for instance, the price of some commodity, they should first check if they agree on what they refer to by the expressions that are used in the negotiation. This concern is valid both for human and computerized systems, even though humans are usually capable of conducting meaning negotiations even when they are not aware of it.
The need for meaning negotiations becomes even more obvious when one considers qualities like being 'interesting' or 'beautiful'. The concepts of interestingness and beauty are highly subjective and the criteria used may depend on very different underlying features. These kinds of concepts are, however, the basis of a vast number of daily business related transactions. For instance, when a person is considering a gift for her spouse, she is usually, at least implicitly, considering the taste of her spouse, for which she has a mental model formed over time.
Costs associated with harmonization of conceptual systems
Here we discuss the costs of creating and learning a shared conceptual system. The harmonization of conceptual systems, such as the creation of ontologies for business transactions, has obvious benefits when, for instance, the interoperability of related information systems is considered. It appears ideal that all systems within some domain would use similar terminologies and shared ontologies. However, this approach can be claimed to be idealistic because the continuous change through innovations and other activities and the underlying learning processes within the human community lead into the situation carefully considered in the earlier sections of this paper. All the agents have a conceptual system of their own, at least to some degree. Therefore, the harmonization of the conceptual systems should be considered only as a relative goal. One may aim for a larger degree of sharing of the conceptual system as before. A central theme is then to assess the associated benefits and costs. Here we do not try to provide any means to estimate the benefit of well working harmonized conceptual system implemented, e.g., as an ontology within the Semantic Web framework.
The costs stem from two main sources: the development of a shared conceptual system and the use of it. The development of an ontology typically consists of defining the concepts and the relationships between the concepts. The typical stages of an ontology building process are the following (Fernández-López and Gómez-Pérez 2002) : (1) domain analysis resulting into the requirements specification, (2) conceptualization resulting into the conceptual model, (3) implementation that leads into the specification of the conceptual model in the selected representation language, and (4) the ontology population i.e. the generation of instances and their alignment to the model that results into the instantiated ontology. Ontology maintenance includes getting familiar with and modifying the ontology and ontology reuse involves costs for the discovery and reuse of existing ontologies in order to generate a new ontology (Fernández-López and Gómez-Pérez 2002) . Simperl with colleagues present a cost estimation model for ontology engineering. They estimate the person months associated to building, maintaining and reusing ontologies calculated as the product of the size of the ontology, expressed in thousands of ontological primitives, and the cost drivers with some effort multipliers that are typically expressed in months or even years (Simperl, et al. 2006 ). This emphasizes the fact that manual ontology engineering is a costly process.
The estimation of costs related to the use of ontologies is rather difficult. There are many kinds of uses of ontologies that require a higher or a lower degree of familiarity of conceptual structures of the domain. A widely cited claim from expertise research is the 10-year rule, first proposed in relation to expertise development among chess players (Simon and Chase 1973) , and later generalized to other domains (Bloom 1985) . The essential content of the rule is that anyone seeking to perform at world-class level in any significant domain must engage in sustained, deliberate practice in the activity for a period of at least ten years. This figure serves only as an upper bound of an estimate for a person to learn to master the conceptual content of a complex domain.
In summary, we wish to emphasize that for an organization, the costs related to ontologies are not limited to the development and maintenance of them but also include the use of ontologies by even a large group of people. Each person may require months or even years to familiarize herself with an ontology. This may be a natural part of the task at hand, but it also may be an additional cost for a person who already masters another conceptual system within the same domain. Therefore, it may not be sufficient that one develops methods for automated acquisition of ontologies. We suggest that methods and tools supporting meaning negotiations are a cost-effective means for dealing with knowledge-intensive task contexts in organizations.
Discussion
Language does not need to be viewed plainly as a means for labeling the world but as an instrument by which the society and the individuals within it construct a model of the world. The world is continuous and changing. Thus, the language is a medium of abstraction rather than a tool for creation and mediation of an accurate 'picture' of the world. The point of view chosen is always subject to some criteria of relevance or usefulness. This is not only true for the individual expressions that are used in communication but also concerns the creation or emergence of conceptual systems. It makes sense to make such distinctions in a language that are useful in one way another.
The theories of knowledge have traditionally been based on predicate logic and related methodologies and frameworks. The basic ontological assumption is that the world consists of objects, events and relationships. The language and the conceptual structures are then supposed to reflect rather straightforwardly this structure. Learning has been seen as a means to memorize the mapping from the epistemological domain (to put it simply: words) into the ontological domain (objects, events and relationships). This view has been dominant at least partly because of the consistent formalization of the theory through the use of symbolic logic. Moreover, the use of the von Neumann computer as the model or metaphor of human learning and memory has had similar effects and has strengthened the idea of the memory as a storage of separate compartments which are accessed and processed separately and which are used in storing and retrieving information more or less as such. Realistic simulations of the socio-economical and cultural levels are seemingly difficult to build due to the complexity of the overall system. The richness of human culture makes it difficult as a phenomenon to model. Moreover, already the world knowledge of a single human being is so vast that it is difficult to approach it successfully. However, useful development may be possible by taking into account the aspects presented, e.g., by (Vygotsky 1978 , Vygotsky 1986 , Salomon 1991 , Lindblom and Ziemke 2003 , Hakkarainen, et al. 2004 ). For instance, Vygotsky has stated that '… the world of experience must be greatly simplified and generalized before it can be translated into symbols. Only in this way does communication become possible, for the individual's experience resides only in his own consciousness and is, strictly speaking, not communicable.' (Vygotsky 1986 ) Later, he continues: 'The relation of thought to word is not a thing but a process, a continual movement back and forth from thought to word and from word to thought. In that process the relation of thought to word undergoes changes which themselves may be regarded as development in the functional sense.' This means in practice that conceptualization is a complex process that takes place in a socio-cultural context, i.e., within a community of interacting individuals whose activities result into various kinds of cultural artifacts such as written texts.
In this paper we proposed a theoretical framework for communication between agents that have different concept spaces of their context. In addition, we discussed the position of machine learning, in particular unsupervised learning, in the framework. We also proposed a possible application of our framework in the area of economics. In the current state of our research, we have only considered supervised and unsupervised learning with our framework. In the future, we will study the possibility to employ reinforcement learning with language games.
