The Riemann-Siegel theta function ϑ(t) is examined for t → +∞. Use of the refined asymptotic expansion for log Γ(z) shows that the expansion of ϑ(t) contains an infinite sequence of increasingly subdominant exponential terms, each multiplied by an asymptotic series involving inverse powers of πt. Numerical examples are given to detect and confirm the presence of the first three of these exponentials.
Introduction
The Riemann-Siegel theta function ϑ(t), which arises when the Riemann zeta function ζ(s) is expressed as the real-valued function Z(t) := exp(iϑ(t))ζ( 1 2 +it) on the critical line ℜ(s) = 1 2 , is defined for real t by ϑ(t) = arg Γ( 1 2 it + 1 4 ) − 1 2 t log π.
(1.1)
This function satisfies ϑ(0) = 0 and is clearly an odd function of t, so that it is sufficient to consider t > 0. The well-known asymptotic expansion for ϑ(t) is given by [4, p. xiv]
valid as t → +∞, where B 2k denote the Bernoulli numbers. Recently, Brent [2] employed an alternative representation of ϑ(t), obtained by application of the reflection and duplication formulas for the gamma function, in the form
arctan(e −πt ).
By means of an improved error bound for the asymptotic expansion of log Γ(z) valid in ℜ(z) ≥ 0, z = 0, he was able to derive a rigorous error bound for the expansion in (1.2) valid for all K ≥ 1 and t > 0 when the sum on the right-hand side of (1.2) is truncated after K terms.
The inclusion of the exponentially small term 1 2 arctan(e −πt ) was shown to improve the attainable accuracy of this bound. This term, which may be expressed for t > 0 as a series of decreasing exponentials since arctan(e −πt ) = e −πt − 1 3 e −3πt + 1 5 e −5πt − 1 7 e −7πt + · · · , (1.3)
represents, as we shall show below, the first in a sequence of small exponentials present in the asymptotic expansion of ϑ(t). A further application of the duplication formula enables ϑ(t) to be written in terms of Γ(it) and Γ(2it) as [3] 
with Ω(it) denoting the slowly varying part of Γ(it). The refined asymptotic expansion of log Γ(z), first discussed in [8] and subsequently in [1] and described in detail in [7, §6.4] , can then be brought to bear on the asymptotic expansion of ϑ(t) for large t > 0. It was shown [1, 8] that the imaginary z-axis is a Stokes line for log Γ(z), where in the neighbourhood of arg z = ± 1 2 π an infinite number of increasingly subdominant exponential terms switch on as | arg z| increases. In this paper we shall exploit this theory to reveal the exponentially small contributions present in the expansion of ϑ(t). To achieve this, and to present a reasonably self-contained account, we reproduce the essential features of the refined asymptotics of log Γ(z) when arg z = 1 2 π in Section 2. The details of our calculation for ϑ(t) are presented in Section 3 with a numerical verification given in Section 4. where | arg z| ≤ π − δ, δ > 0 and 0 < c < 1. Displacement of the integration path to the right over the simple poles of the integrand at s = 1, 3, . . . , 2n k − 1, where n k is (for the moment) an arbitrary positive integer, and use of Cauchy's theorem then shows that, provided | arg z| ≤ π − δ,
With L denoting the path parallel to the imaginary axis ℜ(s) = −c + 2n k + 1, 0 < c < 1, the remainder term is given by (see [7, p. 283 ])
where T ν (z) is the so-called terminant function defined as a multiple of the incomplete gamma function Γ(a, z) by [7, p. 242 ]
with the integral being valid when | arg z| < 3 2 π and 0 < c < 1. Thus we have the expansion
It is important to stress that the infinite sum on the right-hand side of (2.2) is absolutely convergent
2)]) and that (2.4) is consequently exact. Then, when z = it (t > 0), we obtain from (2.4)
Two important features of the expansion (2.5) are that: (i) the Stirling series appearing in the standard expansion of log Γ(it) has been decomposed into a k-sequence of component asymptotic series with scale 2πkt, each associated with its own arbitrary truncation index n k , and (ii) the order of the terminant functions depends on n k . It is these two features that permit each finite series in (2.5) to be optimally truncated for large t near its least term; that is, when
When n k is chosen to be the optimal truncation index N k for the kth series, the order and argument of the corresponding terminant functions are approximately equal. To proceed further we now require the asymptotic expansions of T ν (x) and T ν (xe πi ) when ν ∼ x as x → +∞.
2.1 Asymptotic expansions of T ν (x) and T ν (xe πi ).
The asymptotic expansion of T ν (z) for large |ν| and |z|, when |ν| ∼ |z|, has been discussed in detail by Olver [5] . His analysis was based on the Laplace integral representation
where a is bounded, we find that when θ = 0 the above integral is associated with a saddle point at t = 1 and may written as
The branch of w(t) is chosen such that w ∼ t − 1 as t → 1 and reversion of the w-t mapping yields t = 1 + w + 1 3 w 2 + 1 36 w 3 − 1 270 w 4 + 1 4320 w 5 + · · · , from which we can compute, with the help of Mathematica, the series expansion
Substitution of this expansion in the integral for T ν (x) then yields [5, §5]
where the first five even coefficients are
As θ → π, the integral (2.8) has a saddle almost coincident with the pole at t = e i(θ−π) and may be continued analytically to the interval π ≤ θ < 2π provided the integration path is deformed to pass over the pole. When θ = π, it is found that [ 
The coefficients B s (a) are computed from the expansion
where it is found that the first five even-order coefficients are
The asymptotic expansion of ℑ Ω(it).
From (2.6) and the expansions in (2.10) and (2.12), with the truncation indices n k chosen to be the optimal indices N k defined in (2.7), we obtain , and from the values given in (2.11) and (2.13) we have
+30395645280a 8 − 4313509200a 9 + 330810480a 10 − 10614240a 11 ).
(2.16)
Thus we finally obtain the desired expansion
as t → +∞, where N k ∼ πkt is the optimal truncation index of the kth series in the first sum and the parameters a k appearing in the coefficients C s (a k ) are determined by (2.15).
Asymptotic expansion of ϑ(t)
From (1.4) we require the large-t expansion of the quantity
The series part of Υ is, from (2.17), given by
(3.1)
The summation over k may be carried out by a straightforward regrouping of the terms in the above absolutely convergent double series as described in [1] and [7, p. 286] : 
The part of Υ involving terminant functions becomes, from (2.17),
Thus we obtain the following expansion theorem which is the main result of the paper: Theorem 1. The following expansion for the Riemann-Siegel theta function holds:
as t → +∞, where N k ∼ πkt is the optimal truncation index of the kth asymptotic series, with N 0 ≡ 0. The first few coefficients C s (a k ) are given in (2.16) with the parameters a k specified in (2.15).
Thus we have established that there is an infinite number of exponentially small contributions to the asymptotics of ϑ(t) for large t > 0 of the form exp [−2πkt], k = 1, 2, . . . , each multiplied by an asymptotic series in inverse powers of πkt. In addition, there is an infinite number of exponentials of the form exp [−(2k − 1)πt] resulting from the expansion of arctan(e −πt ) in (1.4) .
We observe that when the series in Υ are both truncated at the index n for all k ≥ 1, the sum appearing in (3.1) becomes
upon use of the identity connecting the zeta function of argument 2r to the Bernoulli numbers B 2r given by ζ(2r) = (2π) r |B 2r |/(2(2r)!). Thus, when the truncation index is chosen to be fixed and independent of k the above sum reduces to the (truncated) standard series given in (1.2).
Numerical results
In order to verify the presence of the exponentially small terms in our asymptotic formula for ϑ(t), we first subtract off the main expansion terms by defining
The (truncated) asymptotic series and the subdominant exponential terms appearing in (3.2) are written as
where p, k ≥ 1 and n ≥ 0 are integers.
To detect the presence of the Kth exponential E K (t) it is necessary to "peel off" from ϑ(t) all exponentials corresponding to k < K and all larger terms in the asymptotic series H p (t). In the case p = 1, we define
In Fig. 1(a) the terms of H 1 (t) are plotted against ordinal number r when t = 5; the jump arises because the first sum involves N 1 terms while the second sum involves 2N 1 terms. It is seen that this sum contains terms that are much smaller than the first exponential since e −10π ≃ 2 × 10 −14 . Thus we expect that F 1 (t) ∼ E 1 (t) as a leading approximation. In Table  1 we show the computed value of F 1 (t) compared with the value of the first subdominant exponential E 1 (t) for different truncation index 0 ≤ n ≤ 5. It is seen that there is excellent agreement. To demonstrate the presence of the next two exponentials, we set
and
In Fig. 1(b) the terms in H 2 (t) associated with m = 2 are shown, from which it is seen that they decrease below the value e −20π ≃ 5 × 10 −28 ; a similar conclusion arises (not shown) for the terms in H 3 (t) associated with m = 3, where e −30π ∼ 1 × 10 −41 . Thus we expect the leading behaviours to satisfy F 2 (t) ∼ −E 2 (t) and F 3 (t) ∼ E 3 (t). A difficulty arises in the computation of the exponential series appearing in F 1 (t) and F 2 (t), since these need to be evaluated at optimal truncation (or at least as accurate as the following exponential series). With only the coefficients C s (a) with s ≤ 5 it is found that this is insufficient to achieve optimal truncation. To circumvent this problem, we computed the exponential terms in F 2 (t) and F 3 (t) from the terminant function representation in (2.6) using the definition in terms of incomplete gamma functions in (2.3). The results are presented in Table 2 , which clearly confirm the expansion in Theorem 1. 
