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1. INTRODUCTION 
Given a functionfand a certain cone of functions, the problem of isotone 
optimization involves determining an element in the cone nearest to f. 
A suitable norm jj . j/ is introduced as a measure of the distance ilfi - f2 I/ 
between two functions, fi and f2 . The term “isotone” originates from the fact 
that the cone of functions under consideration is indeed the cone of isotone 
functions on a partially ordered set. Specifically, let X be a partially ordered 
set with a partial order I and let Y = -jr(X) be the linear space of all 
bounded real valued functions defined on X. A function Iz E 9’ is called an 
isotone function if h(x) < I whenever x, y E X and x I y. Let 
& = k!(X) E V be the convex cone of isotone functions. Given a w E V, 
W(X) 3 6 > 0 for all x E X, define a weighted uniform norm jj . \I%? on ‘F by 
Ilf I/U’ = SUP w I fW, .fE v. (1-l) 
XEX 
The problem under consideration in this article is: Given f E YT, find g Al- JH, 
if one exists, such that 
(1.2) 
Note that XS$ ~22 then inf,,“{{ /j f - h [ll0 > 0 and hence arbitrarily close 
“approximation” to f is not possible. The weight function MI is deliberately 
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introduced in (1.1) to take into account the relative importance of values oft’ 
on X. If W(X) = 1 for all x E X, (1.1) gives the usual. uniform or TchebycheEian 
norm well known in approximation theory. Of course, norms other than 
II = lil” may be considered in (1.2). The solution of the problem then wili 
evidently depend upon the norm under consideration. 
In Section 2 we first consider the case In which X = [a, E], a closed interval 
of the real line, which is a totally ordered set, In this case &’ becomes the 
class of monotone (nondecreasing) functions on [a, b]. fn remarks in tiris 
section we indicate how to extend the results of this case to an arbitrary 
partially ordered set. In Theorem 1, we estabiish a duahty result which gives 
the vahue of infhEJl 11~” - h /llC, in terms off and w only. We also show the 
existence of a solution g satisfying (1.2) and give explicit expressions for the 
set of all such solutions, which is easily seen to be a convex set. In Theorem 2 
we establish properties of this solution set. Our main result is Theorem 3, 
which states that, if j- is continuous on [o, b] and not itself nondecreasing, 
we can find an infinitely differentiable function g in JY satisfying (1.2). 
in 18 j ewe considered a more abstract version of this problem on I&(X? ZI Eu) 
where Xis a totally ordered set, (X, Z, p), a complete positive measure spat:: 
and L, I the space of p-essentially bounded ,u-measurable real functions 
defined on X The setting of the case of the bounded functions considered 
in this article has, owing to its more restrictive nature, a richer structure than 
the general abstract version, and here as well as in [9] we pursue the investi- 
gations further to analyze this structure. With reference to the duality result 
contained in Theorem 1 we remark here that the duality principle in linear 
spaces points out a correspondence between an extremum problem on the 
space and an extremum problem on the dual space. For a detailed treatme::t 
of duality relationships encountered when approximating elements ii-on-~ fkosz 
in a given convex set see Ubhaya [lo] and other references therein. 
A &ass of problems similar to the one considered in this article has 
appeared frequently in the literature. Here a function defined on -Y and 
satisfying certain conditions is minimized on ,ti instead of the norm jl . !~?!. ” 
See 1.5, 9: 13, L4] and other references therein. A particular example of this 
problem occurs when the L, norm, 1 < p -C or,, is used in (1.2) instead of 
the norm // ’ I/E . These problems are motivated mainly because of L-heir 
applications to statistical analysis involving restricted maximum likelihood 
estimation. In [9] we shall elaborate more on these problems and show that 
the problem with the L, norm has a definite relationship to our problem 
defined by (1.2). Still another class of problems involving approximation 
from finite dimensional spaces called the problem of monotone polynomia% 
approximation introduced by Shisha [6] and investigated further by 6. 6. 
Lorentz and Zeller [2], R.A. Lorentz [3], Ubhaya [E2] and others, has aroirsrrd 
interest in the literature. All these problems involve a common concept- 
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approximation from a convex cone of functions-predominantly the convex 
cone of isotone or nondecreasing functions. 
2. MAIN RESULTS 
We consider the case when X - [a, b], a closed interval of the real line. 
Let V, A’ and 11 . jIw be as dehned in Section 1 with the modification that 
X = [a, b]. In addition let %? = %?[a, 61 C Y be the linear space of continuous 
functions and + = gm[a, b] C V, the linear space of inhnitely differentiable 
functions. For % C Y let 
The problem of Section 1 takes the form: Givenfe V, find g E A such that 
P”df> = IV - g llm . 
Let 
For a fixed fin V we define the following: 
e = sup w mJ) (f(x) _ f(v)); 
(cx,&.s Nx> + d!J) 
T = (x, y): (x, y) E S, 
and 
Define also the functions, 
We now state our theorems. 
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THEOREM 1. Letf, 11’ E Y-. Then we have: 
(A) The Duality TJ?eorenz. 
THEOREM 2. 
(A) Let f, w E ?Z. TJlen in additiorz to the results odf Theorem 1, 
g, jj E At n %= Hence 
where s is some positive integer, 
a<c,<dk<b $o.r all A-, 
4 < cIi+l > k = 1, 2,..., s - 1 I am 
(cl;, dh) E T for aJl k. 
Also, iiz this case the following Jzolds: 
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(B) If f, w are absolutely continuous, then g, g are absolutely continuous 
and other results as in (A) hold. 
THEOREM 3. Letf, w E 27, f 6 At. Then there exists a k E ~62’ n %P such that 
0 < 0 = P.&) = /~,nns&> = Ilf - k Ilw. 
Remarks. (i) The results of Theorem 1 are true for an arbitrary partially 
ordered set X with order I provided we replace S, g and g in Theorem 1 by 
the corresponding quantities defined below: 
The proof for the partially ordered case is similar to that of Theorem 1 given 
in Section 3. When X is totally ordered, Theorem 1 also follows from the 
abstract results in Ubhaya [8], however, the version of Theorem 1 for a 
partially ordered set and Theorems 2 and 3 do not follow from these results. 
Since a much simpler proof can be given to cover all the cases considered in 
this article, we give it in Section 3. 
A min-max form of a g satisfying (1.2) appears in Ubhaya [ll]. It is given 
by g(x) = inf sup m(y, z) = sup inf nzb, z), for x E X, where the inf and sup 
are taken respectively over the sets {z E X : z 2 x} and (y E X : y I x}. A 
proof of this result may be given as in [8]. 
(ii) WhenX = {x1,x2 ,..., x,} is a finite partially ordered set, the isotone 
optimization problem has the following linear programming formulation: 
Minimize z, subject to 
l%(.fi - gi) < z, i=l3 3 -,..a, n, 
-w<(fi - gi) < z, i = 1, 2 ,..., 11, 
g, < gj whenever xi , X~ E X and xi I xi . 
Here, for convenience we have introduced the notation,f(x,) = J; , g(x,) = gi 
and MJ(X~) = 1~~ for all i. For an introduction to linear programming see 
Dantzig [I]. Our characterization of the solution of the problem indeed shows 
how to solve the problem without resorting to some form of matrix inversion 
necessary in linear programming. 
(iii) It is the result of Lemma 1 of Section 3 that f E J&’ if and only if 
6 = 0. Hence from the definitions of g and g we conclude that g = 2 = f 
if and only iff E A. Therefore iff E &! - P, there does not exist g E J%? n P 
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satisfying p-&J = iif - g jlZO . Th eorem 3, on the other hand, shows that if 
f E 59 - 2 and 1.1’ E %?, then it is always possibie to find such a g E .,# ? ?P. 
(iv) To understand the significance of the duality result, Theorem I: A, 
in terms of the dual extremum problem, see Ubhaya [IO:, 
3. PROOFS 
We now proceed to the proofs of theorems stated in Section 2. 
3.1. lL.~Mbhi 1. 6’ = 0 (f and only ff E A. 
Proof Iffy JY, then for all (x, 2’) E S we haveSi:<) < S(JJ). Since (.Y, x) ES 
for all x E [a, b], it follows that 19 = 0. Iff# M. then there exists (x, J:) E S. 
x < J such thatf(x) >f(~). Hence 
e 3 (w(x) wjy)/yw(x) + w(y)))(f(x) -f(y)) > 0. 
3.2. Proofof Tlzeorenz 1. We first show that 6’ < il.:” - h !;(&, for all I: E L&‘. 
Let (x, jl) E S and -q = ilf - h llZO . Ther; clearly 
Wow since i?(y) - h(x) 2 0, we have, 
f(x) -f(y) <f(x) -f(y) -t h(y) - h(x) 
< I f(x) - h(-x)i + IJ(yj - A(:~) 
< ?#/M!(X) + IilVCE’)). 
It follows that 0 < Iif-- h /lw. 
Clearly g and FE &‘. To prove (-A), it now su%ces to show that 
0 = llf--g iIlL’ . Let x E [a, b]. From the definition of g it fo!lows that 
g(x) 3 f(x) - B/w(xj, i.e., 1+7(x)( g(~) -f(X) > -0. Now let E > 0; ihe~ 
there exists z E [a, x] such that g(x) < Jf (7) - B/w(z) -t E. By the definition 
of 0 we must have, 
f(z) - B/w(z) <f(x) $ a/h(x). 
Hence, g(x) < f(.x) + O/w(x) + E. It follows that g(x) ,< S(X) + O:‘N.(X)~ i.e., 
i~@)(g(i) -f(~)) G 8. Thus Ilf - g ijw = 8. 
(B) As in the proof for (A), we may show that IIJ’ - g IilL, = 8. Suppose 
now g E ,K and satisfies 0 = l1.f - g ;ILL’ . Let x E [tt? 61. By the definition ofg, 
given an E > 0, there exists z E [a, x] such that g(x) <f’(z) - B/‘ly(zj L E. 
Now, since g(z) > f(z) - O/iv(z) and g E JJ?‘~ we have 
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Hence g < g and specializing for g = g we have g < g. We may similarly 
show that g < g. If g < g < g, then clearly [If - g IIw = 8. The proof of 
Theorem 1 is now complete. 
In what follows we establish a number of lemmas before we prove 
Theorems 2 and 3. These lemmas will first uncover properties of the sets T, 
P and Q and subsequently will reveal the structure of g and g. 
3.3. Decomposition of P. 
In this section we assume thatf, $11 E V and 8 > 0. Note that by Lemma 1, 
the assumption 0 > 0 is equivalent o f # A’. It follows that T, P and Q are 
nonempty. We show that there exist a finite number of disjoint closed 
intervals [c, , dk] C [a, b], k = 1, 2 ,..., s such that (2.4) holds. 
Clearly m(x, 41): [a, b] x [a, b] + R is a continuous function. Let 
r = {y: y = wz(x, y), (x, y) E T>. 
We define an equivalence relation .- on T by (x, ~1) - (u, U) if and only if 
nz(x, 1~) = MZ(ZI, zi), where (x, y), (u, a) E T. Then, 
r, = Kx, ~1: (xv u> ET, m(x, 14 = ~5, Y E c 
are equivalence classes. 
By continuity of 172, F is bounded. Define 
c,, = inf(x: (x, y) E T,), 
dv = sup{y: (x, J) E T,}. 
Clearly, c, < & since by our assumptionfg A’. 
LEMMA 2. Let y, u E r, (x, y) E T. Then 
(9 46 3 4) = Y, cc, 3 4 E c , {c, 3 4> c !a 
(ii) [x, J’] n [c, ) d,] f m - nz(x, y) = y. 
and hence 
[c,, 41 =‘u 8x, VI: (x, Y> E T, 1x2 ul A k, ,41 f ~1. 
(iii) Y f u 0 [c, , d,l n [c, , d,l = 0. 
Proof. (i) There exists (x, , vn), (II, , v,J E T, 12 = 1, 2,... such that 
x, -+ c, , ~1, --f d,, , nz(x, , m) = m(u, , v,) = y, for all n. We then have, 
fW - W4xn) = f(v3 + e/NY,) = Y, 
fW - w4%J = f(%> + WhJ = y. 
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Consequently, 
f(x,) - B/lY(Xn) = y =f(:y,J f a,,w(c,j. 
Letting 11 + co, by the continuity off and bt’ we have 
f(c,j - 6/w(c,) = y =f(d(,) + Blw(d,j. 
It follows that 
(3.1) 
(w(c.,,) w(dJ/(w(c.,) + w(dy))j(f(c,; - f(dy,) = e 
Hence (c, , d’,) E 7’. Now multiplying the first equarion in (3.1) by ~l:(c~,j and 
the second equation by HI(&), adding and simplifying, we have :x(c, , &) = ‘y 
and hence (c,. , l!,,j C Q. 
(ii) By the definition of 8, for a < x < ~3 < b we have, 
f(x) - ejibfxj <f(y) + 8:i~(jq. (4.2) 
If icy , cr,] c-7 Ix, .Yl z ia then we have x < d,. ) c., < 2:* From (3.13, (3.2) and 
the definition of 6’ it follows that 
f(x) - e/w(x) < f(d,) + e/wfri,j = y = ,i(i,) - B/b(CJ 
.<f(y) + e/w(y). :3*3 1 
But since (x, 4’) E T, (3.2) holds with equality and hence from (3.3) 
f(x) - e/w(x) -f(yj + SjW(J’) = y, 
and P;(x, JJ) = 3/. If (x, ~1) E T and M(X, JU) = y then c, < x < y < 4, . 
(iii) This follows at once from (i), (ii) and the definition of c, ) L& 1 
The proof of the lemma is now complete. 
Recall our assumption that f 6 JY. We now state and grove: 
LEMM.4 3, (Finiteness of r). r if aj%te set. 
PtmjI Consider (c, , d,,), y E r. Then 
f(cy) - f(dy) = e(i/iu(c,) + i,h(dyj) 3 2ej( s~tx;;iliF(‘i)j = 8’ > 0. 
. _ 
Therefore by uniform continuity off on [a, b] there exists 6 > 0 such that 
d,, - c,. > 6 for all y E r. Since the intervals [c, , cl,] are disjoint by Lemma 2: 
the result follows. 
We write r = (rl , ys ,..., ys} where yb < yr+l , k = I,.~., s - I, and 
[c,, : 4,] = [ck , d,], k = 1, 2,..., s. Then (2.4) holds and H~(c~, Ak) = yk O 
3.4, Properties of g and g 
In this section we establish properties of g and g- 
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LEMMA 4. If f, w E 5~7 then g, g E %. 
Proof. Using the definition of g we may write for ~7 > x, 
gb> = max&W ztgxy, (f(z) - ~/lW>. 
Hence, 
p(u) - g(x) = max{O, z$.F$l W4 - ~1~44 - g(d)>. 
But noting that g(x) >, f(x) - O/~(X), we conclude that 
0 G gb) - gc-4 G max{O, z~c;l ((f(z) - WV(Z)> - (f(x) - W4xN)l. 
From the continuity off - 6/i+‘, the continuity of g follows. In a similar 
manner we may show that 2 E ‘+?. 
LEMMA 5. Asstrme f, w E F and e > 0, then 
g(x) = a4 = Yk for all x E [ck , dJ, k = I ) 2 )...) s, 
w(x) If(x) - g(x)1 = w(x) If(x) - g(x)1 = e for aZZ x E Q. 
Proof. We first show that g(x) = yk for all x E [ck , dJ. Letting y = yk , 
c, = ck and d, = dk in (3.1) we conclude that 
f(G) - el~V(ck) = % =f(dd + we&>, k = 1, 2 )...) s. 
If a < z < dk , then by the definition of t3 we have, 
f(Z) - e/W(Z) a&) -I- e/W(dd = ?% . 
From the definition of g it follows that g(x) < yk for all x E [a, d,]. But since 
g(~,j a fkd - eh(4 = yk , 
and g is nondecreasing, we conclude that g(x) = yk for all x E [ck , dJ. The 
fact that E(X) = ye for all x E [cx. , d2] may be established in a similar manner. 
Let XE Q. We show that w(x) 1 f(x) - g(x)1 = 0. By the definition of Q, 
there exists y E [a, b] such that either (x, ~1) E T or ( y, x) E T. We consider the 
case for which (x, v) E T; the other case can be treated similarly. Since r is 
a finite set (Lemma 3), it follows that nz(x, y) = yk for some k = 1, 2,..., s. 
Hence by Lemma 2, [x, y] C [ck , dJ. Since g is nondecreasing we have 
~k = g(4 < g(x) G g(u) G g(4) = yr . 
It follows that g(x) = yn: and 
4-G f(x) - gwi = ~43l f(x) - Nx, VII 
= w(x) + w(y) 
1 fcxj - f(Y)~ = 0, 
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the last equality following from the fact that (x, 1-1 E T, The proof for g it 
simiiar. 
LEMMA 6. Assumef, w E FT and 6’ > 0; thz 
Ci) E(x) > ya 1y- x > Q 
(ii) g(x) < yk if x<c:,. 
PRXT$ (i) Suppose that for some x > cl, ) f(x) = yk D ?‘hen by CT,; 
definition of g there exists y E [x, b] such that 
Hence (ck ? j? ) E i” and by Lemma 2, [ck , y] C Ice , dk] which is a. contradictioc 
since ck < dk < J?. 
(ii) The proof for this case is similar. 
LEMMA 7. Assume f, w E g and ti > 0: then 
Pfoqf If, on the contrary, for some t E (d,:, L.;~+~), k = I!, 2,..., s - i, 
g(t) = g(f) holds, then by the definitions ofg and S we muist have 
g(t) =f(u) - BjW(ll) =f(a) + e/w(u) = g(r), 
where u E [dk ) t], D E [t, c,,,]. Then 
(WW NM~W + J+mf(4 -.I?$> = 6 il < D. 
Hence, (21, u) E T and by Lemma 2, [l-r, v] C fci ) &] for some iT which Is a 
contradiction. 
The same procedure is applicable to the intervals [a, cl) and (dS 9 b]- 
LEMMA 8. Assurnef, w E 59 and 19 > 0. Dejke d,, = a - 1 and c,+: = E -f- 1 I 
(i) There exists d,’ satisfying dk < d,’ < c~+~ T k = 1, 2, .~., s suclz tizaf 
g:(x) = g(4) = art f or all x E [dk , d,:‘J n [a, b] and g(x) > yk $0~ an 
x E (d,‘, b + l] n [a, b]. 
(ii) There exists ck’ satisfying d,-, < ck’ < ck , k = 1, 2,..., s such that 
g(x) = g(cJ = yk for all x E [CL’, cJ n La, b] and g(x) < yjC for a?/ 
x E [a - 1, c,‘) n [a, b]. 
156 VASANT A. UBHAYA 
Proof. Note that 
Yk = &A = f(G) - w~l(c,) <f(Q) + f%@3, k = 1, 2 ,..., s, 
yk: = ,g(d,) = f(dL.) + 8/w(d,) > f(dJ - f9/W(dk), k = 1, 2 ,..., s. 
(3.4) 
Define 
Ek = {x E [dk , ck+J n [a, b]: f(x) - L~/w(.x) > yr}, k = 1, 2 ,..., s, 
r;, = Ix E [L , ~1 n [a, bl:f(x) -l- WV(X) < yk}, k = 1, 2 ,..., s, 
d,, = @f-G, if E,#G, 
lb + 112, otherwise, 
I 
supF,, 
Gf = a - 112, 
if G+:, 
otherwise. 
Note that Ek: f 0, k = 1,2 ,..., s - 1 and Fk f O, k = 2, 3 ,..., s. By the 
continuity off and JV, (3.4) and the fact that yk < Y~,.~ we have, 
Yk = f(dk’) - e/M@;>, if E,fm, 
yk =f(d) + e~~zt(ck~), if Fk f .D .
The assertions of the lemma then follow from the continuity off, IV and the 
definitions of g and g. 
LEMMA 9. If f, w are absolutely continuous, then g and g are absolutely 
continuozu. 
Proof. We show that g is absolutely continuous; the proof for g is similar. 
The hypothesis of the theorem implies that h = f - B/\o is absolutely 
continuous and given E > 0 there exists 6 > 0 such that for every finite 
collection {(xi , yi)> of nonoverlapping intervals (xi , yi) C [a, b] with 
Z2 1 yi - xi j < 6 we have 
Zi I h(yi) - h(xi)j < E. 
Suppose now that {(xi , y-;)} is a finite collection of nonoverlapping intervals 
such that (xi , yi) C [a, b] for all i. We show that there exists a finite collection 
{(xi’, yi’)} of nonoverlapping intervals such that (xi’, yi’) C (xi , yi) for all i and 
I &i> - g( ~01 < I 4x<‘) - h(yi’)l. (3.5) 
Absolute continuity of g will then follow, Suppose g(q) = g( yi); then let 
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xi’ = xi and J,~’ = yi . Clearly (3.5) holds. Now suppose that g(xJ < g( -J;). 
Since g(x) = max,,to,nl /z(z) we have 
Therefore, there exists yi’ satisfying xi < yi’ < xi such that g(~<) = k(~‘~‘). 
Again, 12(z) < g(q) < &I*~) for all z E [a, xl]. Hence, there exists x;~, 
xi < xii < ~9;’ < ~1~ such that g(q) = /I(x~‘) and again (3.5) holds in this 
case. 
We now proceed to the proofs of Theorems 2 and 3. They follow directly 
from the lemmas we have proved. 
3.5. Proof of Theorem 2. (A) Since J; w E g, by Lemma 4, g and g E G?Z 
and (2.3) holds. Relation (2.4) and other properties of the intervals [c, : &j= 
as we11 as (2.7) follow from the results of Section 3.3. Relations (2.Q (2.6) 
and (3.8) are the results of Lemmas 5 and 7, 
(B) This part is the result of Lemma 9, 
3.6. Proqfof Theorem 3. Combining the results of Lemma 5 and Lemma 8 
we have with y0 = g(a) and ys+r = g(b), 
g(x) ) =?+ 
! <Y?:+1 and 
The expressions (3.6) and (3.7) together with the contents of Lemma 7 
allow us to determine a k E .M n W such that k(x) = yk for aii x E [e, ‘T > a/a 
k = 1, 2,..., s and k(x) E [g(x), g(x)] for all x E [a, b] - vi=, [cr , cl,]. Thins 
g < k < jj and it follows from Theorem 1 that jl f - k iiro = 8. 
An explicit expression for such a k E JY n ?P may be obtained by 
convolving the continuous function g with a Friedrich’s Moliifier function 
(see Morrey [4]). A nonnegative, infinitely differentiable function 4 defined 
on the real line is called a mollifier function if its support (i.e.g the set of 
points on which the function is nonzero) is contained in (0, I) air! 
ji q%(t) rit = 1. L.et y. = g(a) and y s+l = g(b). Eefine the sets 
MY - 4: yr+1 > g(y) = E(-x) > yd, k = 0: I, 2,,.., s. 
Let at = inf A, , with the understanding that inf o = $- cc. It will be shown 
later that at > 0 for all k. Let 01 = min{I, {E&J > 0 and define 
i 
gW9 if n E (-co, ~7) 
g’(x) = g(x), if 5 E- [a, b] 
p(b), if x E (b:. cc) 
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It is easy to see that 
(3.8) 
for all x E [a, b], all t E [0, 11. We now define 
k(x) = j-lg’(x + at) 4(t) dt, x E [a, b]. 
0 
Then k E JZ’ and using (3.8) we conclude that g(x) < k(x) < g(x) for all 
x E [a, b]. Also k E S!Zffi (see Morrey [4]). 
We now show that elk > 0. From (3.6), (3.7) we conclude that Al, # o 
for k k 1, 2,..., s - 1 and we first consider these cases. If yk+l > (y) = 
,0(x) > yk , then y E (dk’, ck+& x E (4 , c;+~), and y - x > 0. If 01~ = 0, then 
we can extract convergent sequences yn E (d,‘, c&, x, E (dk, ci+J such that 
yn -+ y” E [dh’, ck+J, x, + x* E [dk, c;+~ ] and (yfi - xn) --t (JP* - x*) = 0. 
Thus x* E [dk’, cf+J. Continuity of g, g gives g(x*) = 8(.x*), which by (2.5) 
implies that x* E P. But since [d,‘, cf+J n P = o, a contradiction results. 
Hence Q > 0. Now if A, = 0, then 01~ = +co. If A, # m, then there 
exists y such that g(u) < y1 . From (3.7) we conclude that a < cl’. If ol, = 0, 
then as before by considering convergent sequences, a contradiction is 
reached. Hence 01~ > 0. The proof for 01~ is similar. 
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