We study completely monotonic and related functions whose first N derivatives are definite on an interval. Let L L N denote the class of functions defined by
Ž .
Ž .
For N ª ϱ we write f g L L ; such functions are called completely monotonic on Ž . 0, ϱ . We prove in particular that the implication y1 f t is non-negative, non-increasing, and convex, Ž . Ž .
for t ) 0, and for k s 0, 1, . . . , n y 2 n G 2 , 1.2 Ž . Ž .
w x w x w x see also Schoenberg 9 , Royall 10 , and Muldoon 11 . The class of such functions is slightly more general than the class L L n . For example, the function
n w is ''n-times monotonic,'' but it does not belong to L L . Williamson 8,  x Ž . Theorems 1 and 2 proved that f is ''n-times monotonic'' on 0, ϱ iff it is representable in the form
where ␥ u is non-decreasing and bounded below, and that ␥ u is Ž . determined at its points of continuity if ␥ 0 s 0.
In this paper we shall study real, finite-valued functions that are defined Ž . and monotonic on an open interval I [ a, b , where yϱ -a -b F ϱ.
Ž . The notation f ) 0 will mean 0 -f t -ϱ, ᭙t g I. It will be understood Ž . that all differentiations are with respect to the variable t or x , where t g I, unless there is evidence to the contrary. We shall mostly suppress the dependence upon this underlying variable t; the precise meaning will be clear from the context. Let us now first define the classes of functions
. unless there is evidence to the contrary. As the value of a finite is unimportant in the following we may choose a s 0, for example. However, there exists an essential difference between the cases b -ϱ and b s ϱ.
N
We shall suppress the dependence upon I when I s 0, ϱ and write
Further we define the class K K I for N G 1 by
, and f is defined on I .
Ž . Ž .
Ž . Again we shall suppress the dependence upon I when I s 0, ϱ , and omit N when N s ϱ. Then the class K K is similar to the class T defined by w x w . Ž . 
Obviously it is possible that f 0q s yϱ when f g K K . If Ž . we require in addition that f 0q s 0, then the associated subclass of K K may actually be identified with T.
In Sections 2 and 3 we shall discuss relations, integral representations, 
The following theorem is given by 5, Lemma 2.1 . It is similar to 3, X x Theorem 8; 4, Theorem E .
and, in particular,
Ž .
Proof. This follows by induction, by applying Leibniz's rule, on writing
The following theorem is an extension of 3, p. 833, Corollary 3 .
Proof. The proof is virtually identical to that of Theorem A. The only difference is that in this case the sign of f Ž n. is opposite to the sign of f
in Theorem A, for all n G 1. w x The following theorem is similar to 3, Theorem 9 , and to one direction w x of 4, Theorem E . We shall give a different proof.
Proof. For N s 0 the proof is obvious, so let N G 1. Let us first
. . , N, and t g I,
and thus we find from Theorem
Ž . Ž .
y␣ y␤
Proof. If ␣ s 0, the proof follows immediately from Theorem 1. For N s 0 the proof is obvious. So let N ) 0 and ␣ ) 0, then we have f ) 0, f X F 0, and
Ž . N Ž . One easily verifies that the class L L I is invariant under addition and multiplication of its elements. For convenience we shall collect some N Ž . invariance properties of L L I in Theorem 3, and some monotonicity
␥

Let us now in Theorem B replace f by h and choose
On the other hand, the implications 
INTEGRAL REPRESENTATIONS AND INEQUALITIES
One of the most intriguing facts about functions in L L is that they can Ž be represented as a Laplace transform this fact justifies the use of the . w x symbol L L , according to the famous Bernstein᎐Widder theorem 1, 2 :
Ž .
Ž . Ž . From Eq. 3.1 it follows that f t can be extended to a function f t w x that is analytic in the half-plane Re t ) 0, see Widder 1, 2 . Hence, as w x pointed out by Dubourdieu 12 , one easily verifies that f g L L implies that Ž . either f is identically constant on 0, ϱ , or
Ž . Ž . it follows that is constant on 0, ϱ , which implies that f t is constant Ž . on 0, ϱ . Ž . Proof. If F 0, the function t h t is non-increasing, so that we have to prove the s 0 case only. Therefore it will suffice to prove the theorem q1 Ž . for the case G 0. Let us suppose that lim sup t h t G2␦)0.
Ž . THEOREM 5. Let h t be non-negati¨e and non-increasing for t
t ªϱ Ä 4 Then there exists a strictly increasing sequence t , with lim t s ϱ,
and such that, for some k , 
ϱ Ž . and hence H t h t dt s ϱ, contrary to hypothesis, which completes the a proof.
Ž .
The representation 3.1 turns out to be very useful for deriving inequalities. Similarly, for functions in L L Nq 1 there exists an integral representa-Ž . tion from which inequalities can be derived. Part i of the following w x Ž . theorem is similar to 8, Lemma 1 , whereas part ii is in fact contained in w Ž .x 7, Eq. 11 . We shall give a different proof.
ŽNq1. Ž . is monotonic and absolutely continuous on 0,
which may be recognized as a Taylor expansion, follows easily by integra-Ž . Ž . tion by parts. Clearly, ii follows immediately from i , according to Eq. N replaced by n y 1 1 F n F N 3.4 and Muirhead's theorem, see Theorem F. We shall need these Ž . inequalities in particular for the product of two higher derivatives of f t . For this special case we shall formulate these inequalities in Theorems D and E, and give direct proofs, without using Muirhead's theorem.
. where x [ r and the integrals are over 0, ϱ . The last inequality follows because k G m and n y k y m F 0, and because the integrand of the second integral is symmetric in and .
where
H H Putting k s n, we get for
Ž . Therefore 3.8 is valid also when f ϱ ) 0, although in the proof we have Ž . Ž . assumed that f ϱ s 0 see Theorem 6 .
yc t Ž . Remark 2. Equality holds in Eq. 3.7 for f t [ e , and in Eq. 3.8 for
where c ) 0. Strictly speaking, the latter function does not belong even to
c is not well-defined, since the left derivative differs from the right derivative at t s c. However, by applying a slight, arbitrarily small, deformation at t s c, one can construct a function g, ''arbitrarily close to'' f, with the desired property that g g L L Nq 1 . It is not possible to Ž . Nq2 ŽNq2. Ž . find such a function g satisfying y1 g t G0, ᭙ t. Ž . Ž . One easily verifies that the function f defined by Eq. 3.11 is '' N q 1 -Ž Ž . . w x times monotonic'' see Eq. 1.2 in the sense of Williamson 8 .
Ž . DEFINITION. Let the r-dimensional vectors ␣ and ␤ satisfy 
This theorem remains valid for N ª ϱ. In the case r s 2 we retrieve Theorem E.
MORE INCLUSION RELATIONS
is true for N s 0, 1, and 2, but false for N G 3.
the proof for N F 2 is easy. A counterexample suffices to give the proof Ž . Ž5. Ž . Ž . w Ž .x 3r2 and it is claimed that F 0q ) 0, where F is defined by F t [ f t . However, we find that
Then f 1 exists and equals 0 and f g L L , iff ␤ ) 1. Hence the deriva- w . We begin by considering the interval t g c, ϱ . In particular, the Ž derivatives at t s c have to be investigated separately. This point is not w x . X Ž . Ž . mentioned in 4 . Since f t F 0, ᭙ t ) 0, we get f t s 0, ᭙ t ) c. By equating the right derivative f X with the left derivative f X at t s c, we
Proof of Theorem
for notational convenience. Clearly h t s0, ᭙ t ) c, n F N, even for ␣ ) 0. Hence, by induction
Therefore we have to prove that, for any ␣ ) 1,
For the case N s 2, this has been proved in an elementary way in the proof of Theorem 7. Somewhat surprisingly, this proof cannot be easily extended to the case N ) 2. Ž Ž . . We shall use the formula cf. Eq. 4.14
Ž . which holds when f t ) 0. Here g consists of a finite sum of terms, n, k each of which contains the product of precisely k derivatives of f :
f , where n g 1, 2, . . . , n and n s n.
Now let the n be arranged in descending order of magnitude: n G n .
Then we obtain n , n , . . . , n $ n, 0, . . . , 0 , and from Theorem F,
. Now let t s c y , then we Ž . get from 4.9 , ᭙k, 1 F k F n, and for n F N y 1,
Ž . The right-hand side is o , for x0, according to Eq. 4.7 . Since ␣y1 Ž . Ž . Ž . lim f cy s0, for any ␣ ) 1, we obtain from 4.7 , 4.8 , and
which completes the proof for the derivatives at t s c. Ž n. Ž . In connection with this proof, we note that h c s0, for ␣ ) 1, does Ž n. Ž . Ž . Now it will suffice to prove that the analog of R , , that is completely Ž . symmetrized in the triple , , , is non-negative, ᭙, , G 0, which is w x relatively easy; details may be found in 13 . This completes the proof of Theorem 8.
Ž .
is true for N s 0, 1, . . . , 6, but false for N G 20. w x Remark. This implication, for N s 5, is given in 4, Theorem 9 , without proof.
