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On solutions of the d’Alembert equation on a restricted domain
Anna Bahyrycz and Janusz Brzde¸k
Abstract. Let A be a subgroup of a commutative group (G,+) and P be a commutative ring.
We give the full description of functions g : G → P satisfying
g(x + y) + g(x − y) = 2g(x)g(y) (x, y) ∈ A × G. (A)
Thus we obtain a family of functions depicting evolutions of quite arbitrary functions g0 :
G → P into cosine functions g : G → P , i.e., solutions of the d’Alembert (cosine) functional
equation
g(x + y) + g(x − y) = 2g(x)g(y) x, y ∈ G. (B)
We also show that every function g : G → P , fulfilling (A), is a solution of (B) if and only
if A = G.
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1. Introduction
Let (H, ·) and (F, ·) be groups. In the class of functions mapping H into F ,
Dhombres and Ger [10,11] investigated the equation of homomorphism on a
restricted domain. Namely, they studied functions h : H → F satisfying
h(xy) = h(x)h(y) (x, y) ∈ Z, (1)
for some kinds of sets Z ⊂ H2. In particular, they have proved the following
(see [10, The´ore`me 1], [11, Theorems 1 and 2]).
Theorem 1. Let Y be a nonempty subset of H and Z = H × Y . Assume that
F is of order greater than 2. Then the following two statements are valid.
(α) A solution h : H → F of (1) is a homomorphism if and only if the
subgroup generated by Y is H.
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(β) If H is commutative, then h : H → F satisfies (1) if and only if
h(x) = g(xξ(π(x))−1)λ(π(x)) x ∈ H,
for some λ : H/H0 → F with λ(e) = e and some homomorphism g :
G0 → F , where H0 is the subgroup of H that is generated by Y, e denotes
the neutral elements in H/H0 and F, π : H → H/H0 is the natural pro-
jection and ξ : H/H0 → H is a lifting (i.e., π(ξ(u)) = u for u ∈ H/H0).
Actually, statement (β) was proved in [11, Theorem 2] only for commutative
F ; however, it is easy to check that this assumption is not necessary.
In this paper we show that modifications of some classical reasonings allow
us to obtain somewhat similar results for the d’Alembert functional equation
g(x + y) + g(x − y) = 2g(x)g(y) (2)
in the class of functions mapping a commutative group (G,+) into a commu-
tative ring (P,+, ·). However, since for the d’Alembert equation the reasonings
are much more complicated than for the equation of homomorphism, we gen-
erally confine our investigation only to the situation in which (2) is valid for
every (x, y) ∈ A × G with A being a subgroup of G. In this way, changing the
subgroup A, we obtain some families of functions (given in Theorem 2) that
depict evolutions of quite arbitrary functions g0 : G → P (satisfying (2) for
y ∈ G and x ∈ A = {0}) into cosine functions, i.e., into functions g : G → P
satisfying (2) for every x, y ∈ G (the case of A = G).
The situation when (2) is valid for every (x, y) ∈ G × A is significantly
different and needs a different reasoning. Therefore it will be considered in a
separate paper.
Our results also correspond to [7, Theorems 1–4], where Corovei studied
functions g mapping a group G into a skew field and satisfying one of the
conditions:
g(xy) + g(xy−1) = 2g(x)g(y) (x, y) ∈ S × G,
g(xy) + g(xy−1) = 2g(x)g(y) (x, y) ∈ G × S
with a subsemigroup S of G, generating G in some ways (e.g., G = S ∪ S−1
or G = SS−1).
For more information on the d’Alembert equation, its generalizations, appli-
cations and related results see, e.g., [1–6,8,9,12–27] and the references therein.
Throughout this paper we assume that P is a ring, P\{0} = ∅, (G,+) is
a commutative group, and A is a subgroup of G. For a ∈ G,D ⊂ G we write
a + D := {a + b : b ∈ D}, a − D := {a − b : b ∈ D}, and 2D := {2x : x ∈ D}.
2. Auxiliary lemmas
Let us begin with two auxiliary lemmas, concerning the case charP = 2, by
which we mean that −p = p for some p ∈ P .
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Lemma 1. Let P be a commutative ring with unity denoted by 1 and without
zero divisors, charP = 2, and
(P) for every q ∈ P\{0} there is p ∈ P with p2q = 1.
Assume that g : G → P satisfies
g(x + y) + g(x − y) = 2g(x)g(y) (x, y) ∈ A × G. (3)
Then one of the following three statements is valid.
(i) g(x)2 = 1 for x ∈ A.
(ii) g(x) = 0 for x ∈ A.
(iii) There is a solution m : G → P of the equation





(m(x) + m(−x)) x ∈ G. (5)
Proof. Let us start with a simple comment concerning (5). Namely, in view of
(P), there is d ∈ P with 2d = d+ d = d2 = 1. Such d is unique, because P has
no zero divisors. We denote that element d by 12 .
Suppose that there exists a ∈ A such that g(a)2 = 1. Take k ∈ P with
4k2(g(a)2 − 1) = 1. Putting y = 0 in (3) we get g(x) + g(x) = 2g(x)g(0) for
x ∈ A, whence 2g(x)(1 − g(0)) = 0 for x ∈ A. Hence g(0) = 1 or g(A) = {0}.
Clearly it remains to consider the situation when g(0) = 1. Then taking
x = 0 in (3) we get g(y) + g(−y) = 2g(y) for y ∈ G, which means that
g(−y) = g(y) y ∈ G. (6)
Next, with y = x = a in (3) we obtain g(2a) = 2g(a)2 − 1, whence
2k2(g(2a) − 1) = 4k2(g(a)2 − 1) = 1. (7)
Define functions h : G → P and m : G → P by
h(x) := g(a + x) − g(a − x) x ∈ G, (8)
m(x) := g(x) + kh(x) x ∈ G. (9)
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We show that m satisfies (4). So take x ∈ A, y ∈ G. Then (1) and (6)–(9)
imply that
m(x)m(y) = g(x)g(y) + k[h(x)g(y) + g(x)h(y)] + k2h(x)h(y)
= g(x)g(y) + k[g(a + x)g(y) − g(a − x)g(y) + g(x)g(a + y)
−g(x)g(a − y)] + k2[g(a + x)g(a + y) − g(a − x)g(a + y)




[g(x + y) + g(x − y)] + k
2
[g(a + x + y) + g(a + x − y)
−g(a − x + y) − g(a − x − y)+g(a + x + y)+g(a − x + y)
−g(a + x − y) − g(a − x − y)] + k
2
2
[g(2a+ x+ y)+g(x− y)
−g(2a − x + y) − g(x + y) − g(2a + x − y) − g(x + y)




g(x + y) +
1
2
g(x − y) + k
2









+ k2(g(2a) − 1)
]




− k2(g(2a) − 1)
]
g(x − y)
+kh(x + y) = g(x + y) + kh(x + y) = m(x + y).
Observe that from conditions (6) and (8) we obtain
h(−x) = −h(x) x ∈ G,
so by (9)
m(−x) = g(x) − kh(x) x ∈ G.
Adding the above equality and (9) we obtain (5). 
Let us recall that, if S is a subgroup of G, then ξ : G/S → G is a lifting
provided
ξ([y]) ∈ [y] y ∈ G,
where [y] := y+S for y ∈ G. In what follows the neutral element in the factor
group G/S is also denoted by 0.
Lemma 2. Assume that P has the unity denoted by 1, has no zero divisors,
charP = 2, (P) holds, A is a subgroup of G, g : G → P and
g(A) ⊂ {−1, 1}.
Then g is a solution of Eq. (3) if and only if there exist a solution μ : A →
{−1, 1} of the equation
μ(x + y) = μ(x)μ(y) x, y ∈ A, (10)
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a lifting ξ : G/A → G, a family of additive functions Lσ : A → P for σ ∈ G/A,
and a function κ : G/A → P such that
ξ(0) = 0, ξ([−y]) = −ξ([y]) y ∈ G, [y] = [−y], (11)




L[y](2ξ([y])) y ∈ G, 2y ∈ μ−1({−1}), (13)
κ(0) = 1, κ([−y]) = κ([y]) y ∈ G, (14)
and
g(v) = μ(v − ξ([v]))(κ([v]) + L[v](v − ξ([v]))) v ∈ G. (15)
Proof. First assume that g is a solution of Eq. (3).
Take x, y ∈ A. If g(x)g(y) = 1, then by (3) g(x + y) + g(x − y) = 2 and
consequently g(x + y) = g(x − y) = 1. Hence g(x + y) = 1 = g(x)g(y).
If g(x)g(y) = −1, then (3) yields g(x+y)+g(x−y) = −2, whence g(x+y) =
g(x − y) = −1. This means that g(x + y) = −1 = g(x)g(y), too.
Thus we have shown that the function μ : A → {−1, 1}, μ(x) = g(x) for
x ∈ A, is a solution of (10). In particular we get μ(2x) = μ(x)2 for x ∈ A and
consequently
μ(2A) = g(2A) = {1}, (16)
which means that
g(0) = 1. (17)
Hence (3) (with x = 0) implies that
g(y) = g(−y) y ∈ G. (18)
Write D := μ−1({1}) and
Ty(z) := g(z + y) − g(y) z ∈ D, y ∈ G.
Then D is a subgroup of A and
g(z + y) = μ(y)(g(y) + Ty(z)) z ∈ D, y ∈ G. (19)
Moreover, (16) implies that
2A ⊂ D (20)
and, by (3) and (18),
Ty(w + z) + Ty(w − z) = g(w + z + y) − g(y)
+g(w − z + y) − g(y)
= g(z + w + y) + g(z − w − y) − 2g(y)
= 2g(z)g(w + y) − 2g(y) = 2Ty(w)
for every w, z ∈ D, y ∈ G. So we have proved that
Ty(w + z) + Ty(w − z) = 2Ty(w) w, z ∈ D, y ∈ G. (21)
174 A. Bahyrycz and J. Brzde¸k AEM
Clearly (21) with z = w yields
Ty(2z) = 2Ty(z) z ∈ D, y ∈ G, (22)
because (in view of the definition of Ty) Ty(0) = 0 for y ∈ G.
Take u, v ∈ D, y ∈ G and write w = u + v and z = u − v. Then w + z =
2u,w − z = 2v ∈ D and consequently, by (21) and (22),
Ty(u + v) = Ty(w) =
1
2




(Ty(2u) + Ty(2v)) = Ty(u) + Ty(v).
Thus we have shown that Ty is additive for each y ∈ G. Moreover, by (18),
T−y(x) = g(x − y) − g(−y) = g(y − x) − g(y)
= Ty(−x) = −Ty(x) x ∈ D, y ∈ G. (23)




Ty(2x) x ∈ A.
Note that, for every x, z ∈ A, y ∈ G,
Ly(x + z) =
1
2






Ty(2z) = Ly(x) + Ly(z),





= −Ly(x) x ∈ A, y ∈ G. (24)
Note also that replacing x with z and y with y + z in (3), for every y ∈
G, z ∈ A\D we have
g(y + 2z) + g(y) = 2g(z)g(y + z) = −2g(z + y),
which gives
g(y + z) = −1
2
(g(y + 2z) + g(y))
= −1
2
Ty(2z) − g(y) = μ(z)(Ly(z) + g(y)).
Consequently, in view of (19) we have
g(z + y) = μ(z)(g(y) + Ly(z)) y ∈ G, z ∈ A. (25)
Let ξ : G/A → G be a lifting such that
ξ(0) = 0, ξ([−y]) = −ξ([y]) y ∈ G, [y] = [−y], (26)
g(ξ([y])) = 0 y ∈ G, [y] = [−y], g([y]) = {0}. (27)
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Clearly, condition (26) is easy to obtain; next, if y ∈ G\A, [y] = [−y] and there
exists z ∈ [y] such that g(z) = 0, then we write ξ([y]) = z, which guarantees
(27).
Taking
L[u] := Lξ([u]), κ([u]) := g(ξ([u])) u ∈ G,
by (18) and (26) we get
κ(0) = g(ξ(0)) = g(0) = 1,
κ([−y]) = g(ξ([−y])) = g(−ξ([y])) = g(ξ([y])) = κ([y]) y ∈ G,
and, on account of the definition of μ and (25) (with y = ξ([w]) and z =
w − ξ([w])),
g(w) = g(w − ξ([w]) + ξ([w]))
= μ(w − ξ([w]))(g(ξ([w])) + Lξ([w])(w − ξ([w])))
= μ(w − ξ([w]))(κ([w]) + L[w](w − ξ([w]))) w ∈ G,
which give (14) and (15). Moreover, by (24) and (26) we get
L[−u] = Lξ([−u]) = L−ξ([u]) = −Lξ([u]) = −L[u] u ∈ G, [u] = [−u]. (28)
Fix x ∈ A and y ∈ G with 2y ∈ A and μ(2y) = g(2y) = 1, i.e., [−y] = [y]
and 2y ∈ D = μ−1({1}). Then
[x + y] = [x − y] = [y] = [−y]
and consequently, by (10), (18) and the definition of μ,
μ(x − y − ξ([x − y])) = μ(x)μ(−2y)μ(y − ξ([y]))
= μ(x + y − ξ([x + y]))
= μ(x)μ(y − ξ([y])).
Hence, in view of the additivity of L[y] and by (15),
g(x + y) + g(x − y) = μ(x + y − ξ([x + y]))(κ([x + y])
+L[x+y](x + y − ξ([x + y])))
+μ(x − y − ξ([x − y]))(κ([x − y])
+L[x−y](x − y − ξ([x − y]))
= μ(x)μ(y − ξ([y]))(2κ([y])
+L[y](x + y − ξ([y]))
+L[y](x + y − ξ([y])) + L[y](−2y))
= μ(x)μ(y − ξ([y]))(2κ([y]) + 2L[y](y − ξ([y]))
+2L[y](x) − L[y](2y))
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and
2g(x)g(y) = 2μ(x)μ(y − ξ([y]))(κ([y]) + L[y](y − ξ([y]))).
So, (3) yields 2L[y](x) − L[y](2y) = 0.
Thus we have shown that L[y](x) = 12L[y](2y) for every x ∈ A, y ∈ G with
[y] = [−y] and μ(2y) = 1, which means that in this case L[y] is constant, and
in view of the additivity of L[y] we obtain L[y](x) = 0 for x ∈ A, which jointly
with (28) gives (12).
Fix x ∈ A and y ∈ G with 2y ∈ A and μ(2y) = g(2y) = −1, i.e., [−y] = [y]
and 2y ∈ A\D. Then by (10) and (16) we have
g(−2ξ([y])) = μ(−2ξ([y])) = μ(2(y − ξ([y])))μ(−2y) = −1.
Hence and from (3) and (18) we get









= −(g(3ξ([y])) + g(ξ([y]))) = −(2g(2ξ([y]))g(ξ([y])))
= 2g(ξ([y])) = 2κ([y]).
This completes the proof of the necessary condition.
Now assume that g has the form described in the statement. Then (12)
implies that
L[y](x) = 0 x ∈ A, y ∈ G, [y] = [−y], μ(2y) = 1. (29)
Moreover, since κ(0) = 1 and ξ(0) = 0, we get
g(x) = μ(x − ξ([x]))(κ([x]) + L[x](x − ξ([x]))) = μ(x) x ∈ A. (30)
It is easy to check that, by (10),
g(x + y) + g(x − y) = 2g(x)g(y) x, y ∈ A.
Take x ∈ A and y ∈ G\A. Clearly
[x + y] = [y] = [y − x].
If [y] = [−y], then (29) and (30) imply that, in the case μ(2y) = 1,
g(x + y) + g(x − y) = μ(x + y − ξ([x + y]))κ([x + y])
+μ(x − y − ξ([x − y]))κ([x − y])
= μ(x)μ(y − ξ([y]))2κ([y])
= 2μ(x)g(y) = 2g(x)g(y),
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and, in the case μ(2y) = −1,
g(x + y) + g(x − y) = μ(x + y − ξ([x + y]))(κ([x + y])
+L[x+y](x + y − ξ([x + y])))
+μ(x − y − ξ([x − y]))(κ([x − y])
+L[x−y](x − y − ξ([x − y])))
= μ(x)μ(y − ξ([y]))(κ([y]) + L[y](x + y − ξ([y]))
+μ(x)μ(y − ξ([y])μ(−2y))(κ([y])
+L[y](x − y − ξ([y])))
= μ(x)μ(y − ξ([y]))(L[y](2y))
= g(x)μ(y − ξ([y]))(L[y](2ξ([y])
+L[y](2y − 2ξ([y])))
= g(x)μ(y − ξ([y]))(2κ([y]) + 2L[y](y − ξ([y])))
= 2g(x)g(y).
Moreover, if [y] = [−y], then by (10)–(12) and (30), we get
g(x + y) + g(x − y) = μ(x + y − ξ([x + y]))(κ([x + y])
+L[x+y](x + y − ξ([x + y])))
+μ(x − y − ξ([x − y]))(κ([x − y])
+L[x−y](x − y − ξ([x − y])))
= μ(x)μ(y − ξ([y]))(2κ([y])
+L[y](x + y − ξ([y])) + L[y](y − x − ξ([y])))
= 2μ(x)μ(y − ξ([y]))(κ([y]) + L[y](y − ξ([y])))
= 2μ(x)g(y) = 2g(x)g(y).

Remark 1. Note that actually in Lemma 2 hypothesis (P) can be replaced by
the following much weaker condition: there exists d ∈ P with 2d = 1. Clearly,
such an element d we can denote by 12 .
Remark 2. Conditions (11)–(14) look complicated, but actually they are not.
Namely, we first choose ξ and the family of functions L[x]; conditions (11) and
(12) seem to be quite easy. Further, (13) determines uniquely the value of κ for
every y ∈ G with 2y ∈ μ−1({−1}). Clearly, if y−(−y) = 2y ∈ μ−1({−1}) ⊂ A,
then [y] = [−y] and κ([y]) = κ([−y]). Therefore condition (13) is not restricted
by (14) in any way.
Remark 3. Assume that A is divisible by 2 (i.e., for each x ∈ A there is
z ∈ A with x = 2z). Then each solution μ : A → {−1, 1} of Eq. (10) can
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take only the value 1, i.e., μ−1({−1}) = ∅ and consequently the form of solu-
tions g : G → P of (3), described in Lemma 2, can be significantly simplified.
Namely, g : G → P is a solution of Eq. (3) if and only if there exist a lifting
ξ : G/A → G, a family of additive functions Lσ : A → P for σ ∈ G/A, and a
function κ : G/A → P such that (11) and (15) are valid and
L[−y] = −L[y] y ∈ G, (31)
κ(0) = 1, κ([−y]) = κ([y]) y ∈ G. (32)
Remark 4. Note that condition (15) can be written in the following equivalent
form: g(ξ(σ) + a) = μ(a)(κ(σ) + Lσ(a)) for σ ∈ G/A, a ∈ A.
3. The main results in the case char P = 2
The next theorem describes the general solution of (3) in the case when
charP = 2.
Theorem 2. Assume that P is a commutative ring with unity denoted by 1 and
without zero divisors, (P) holds, charP = 2, and A is a subgroup of G. Then
g : G → P is a solution of equation (3) if and only if one of the following three
statements is valid.
(a) There exists a mapping γ : G/2A → P such that
γ([−u]) = −γ([u]) u ∈ G,
γ([x]) = 0 x ∈ A,
and
g(y) = γ([y]) y ∈ G.
(b) g has the form described in Lemma 2.
(c) There are a function h : G/A → P with h(0) = 1, a solution s : A → P
of the equation
s(x + y) = s(x)s(y) x, y ∈ A, (33)
and a lifting ξ : G/A → G with ξ(0) = 0 such that (5) holds with m :
G → P given by
m(y) = s(y − ξ([y]))h([y]) y ∈ G. (34)
Proof. Let g : G → P be a solution of Eq. (3). On account of Lemma 1, one
of statements (i)–(iii) is valid.
Assume first that g(A) = {0}. Then (3) yields
g(x + y) + g(x − y) = 2g(x)g(y) = 0 x ∈ A, y ∈ G, (35)
whence with x = 0 we get
g(y) = −g(−y) y ∈ G,
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and consequently, with y replaced by x + y in (35), we deduce that
g(2x + y) = −g(−y) = g(y) x ∈ A, y ∈ G.
So, we may define a function γ : G/2A → P by γ([y]) = g(y) for y ∈ G. It
is easily seen that γ(x) = 0 for x ∈ A, γ(−v) = −γ(v) for v ∈ G/2A and
g(x + y) = γ([y]) for x ∈ 2A, y ∈ G. Thus we obtain (a).
If g(x) ∈ {−1, 1} for x ∈ A, then we apply Lemma 2. So, it remains to con-
sider the case where g(A) = {0} and g(a)2 = 1 for some a ∈ A. Then statement
(iii) of Lemma 1 must be valid. Moreover, according to Theorem 1 (β),m has
form (34).
Now we show the sufficient condition. First, let g be the function described
by (a). Take y ∈ G and x ∈ A. Then (x+y)− (y−x) = 2x ∈ 2A, which means
that [x + y] = [y − x], where [z] := z + 2A for z ∈ G. Hence
g(x + y) = γ([x + y]) = γ([y − x]) = −γ([x − y]) = −g(x − y).
Consequently
g(x + y) + g(x − y) = 0 = 2γ([x])γ([y]) = 2g(x)g(y).
If (b) is valid, then it is enough to use Lemma 2.
Finally, assume that g has the form described by (c), i.e., (5) holds with
m : G → P given by (34). Then, by Theorem 1 (β),m satisfies (4). Conse-
quently, for every x ∈ A, y ∈ G, we have
g(x + y) + g(x − y) = 1
2
[m(x + y) + m(−x − y)









(m(x) + m(−x))(m(y) + m(−y))
= 2g(x)g(y).
Thus we have proved that, in each of the cases (a)–(c), g is a solution to (3). 
The next proposition corresponds to statement (α) of Theorem 1.
Proposition 1. Assume that A is a subgroup of G,P has the unit element
denoted by 1, and charP = 2. Then every solution g : G → P of (3) satisfies
the d’Alembert equation
g(x + y) + g(x − y) = 2g(x)g(y) x, y ∈ G (36)
if and only if A = G.
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Proof. Clearly, only the necessary condition needs a justification. So, suppose
that A = G. Let g : G → P be given by
g(A) = {1}, g(G \ A) = {0}.
It is easy to see that g is a solution to (3) (it is described by statement (b) of
Theorem 2, i.e., in Lemma 2). However, for every v ∈ G \ A we have
g(v + v) + g(v − v) = g(2v) + g(0) ∈ {1, 2},
but 2g(v)2 = 0, which means that g is not a solution to (36). 
4. The main results in the case char P = 2
We end the paper with a theorem and a proposition concerning the situation
when −p = p for p ∈ P , which we denote shortly by charP = 2, though we
do not assume that P is without zero divisors. They complement Theorem 2
and Proposition 1. Since in this case reasonings are much simpler, we consider
a more general situation where A is not necessarily a subgroup of G.
Theorem 3. Let charP = 2, A = ∅ and 2a ∈ A for some a ∈ A. Then
g : G → P satisfies (3) if and only if there exits a mapping γ : G/S0 → P
such that
γ([y]) = γ([−y]) and g(y) = γ([y]) y ∈ G, (37)
where S0 denotes the subgroup of G that is generated by the set 2A.
Proof. Since 2p = 0 for p ∈ P , condition (3) takes the following form
g(x + y) + g(x − y) = 0 x ∈ A, y ∈ G. (38)
Assume first that g is a solution of (38). Replacing y with y + a and then
y with y − a in (3) we get
g(2a + y) + g(−y) = 0,
g(2a − y) + g(y) = 0
for every y ∈ G. Adding the above equalities and using (38) we have
g(2a + y) + g(2a − y) = 0 = g(−y) + g(y),
which yields
g(y) = −g(−y) = g(−y) y ∈ G,
because p = −p for p ∈ P . Further, replacing y by y + x in (38) we obtain
g(2x + y) = g(y) for y ∈ G, x ∈ A. Thus we have proved that
g(2x + y) = g(y) = g(−y) x ∈ A, y ∈ G. (39)
Let
A0 := {x ∈ G : g(x + y) = g(y) for y ∈ G}.
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Take x, z ∈ A0. Then, for every y ∈ G,
g(x − z + y) = g(−z + y) = g(z − z + y) = g(y),
which means that x−z ∈ A0. In this way we have shown that A0 is a subgroup
of the group G.
Let S0 denote the subgroup of G that is generated by 2A. Clearly, in view
of (39), 2A ⊂ A0, whence S0 ⊂ A0. Consequently
g(x + y) = g(y) x ∈ S0, y ∈ G. (40)
So, we may define a function γ : G/S0 → P by γ([y]) = g(y) for y ∈ G. It is
easily seen that, by (39) and (40), condition (37) is fulfilled.
To complete the proof, suppose that γ : G/S0 → P is a mapping such that
(37) holds, where S0 denotes the subgroup of G that is generated by the set
2A. Take x ∈ A and y ∈ G. Then x + y − (y − x) = 2x ∈ 2A ⊂ S0, which
means that [x + y] = [y − x] and consequently, by (37),
g(x + y) + g(x − y) = γ([x + y]) + γ([x − y])
= γ([x + y]) + γ([y − x]) = 2γ([x + y])
= 0 = 2γ([x])γ([y]) = 2g(x)g(y).
Thus we have proved that g is a solution to (3). 
Proposition 2. Let charP = 2, A = ∅ and 2a ∈ A for some a ∈ A. Every
solution g : G → P of (3) satisfies the d’Alembert equation (36) if and only if
the subgroup of G that is generated by 2A is equal to 2G.
Proof. Let S0 denote the subgroup generated by 2A. First assume that S0 =
2G. Let g : G → P be a solution to (3). Then g has the form described in
Theorem 3. Since, for every z, y ∈ G, we have z + y − (z − y) = 2y ∈ 2G = S0,
this means that g(z + y) = g(z − y) and consequently
g(z + y) + g(z − y) = 2g(z + y) = 0 = 2g(z)g(y).
Now, suppose that there is z ∈ 2G\S0. Then z = 2v for some v ∈ G. Take
p ∈ P with p = 0 and define γ : G/S0 → P by γ([z]) = γ([−z]) = p and
γ([y]) = 0 for y ∈ G with [−z] = [y] = [z]. Let g(y) = γ([y]) for y ∈ G. Then,
by Theorem 3, g is a solution to (3), but
g(v + v) + g(v − v) = g(2v) + g(0) = p = 0 = 2g(v)g(v).

Remark 5. In general the statement that the subgroup of G that is generated
by 2A is equal to 2G is not equivalent to the condition: the subgroup of G that
is generated by A is equal to G. Namely, let G be the multiplicative group of
the nonzero real numbers and A be a subset of (0,∞) such that the subgroup
of G that is generated by 2A equals (0,∞) (for instance this is the case when
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A is of positive outer Lebesgue measure or contains a subset of the second cat-
egory and with the Baire property (cf., e.g., [11])). Then clearly the subgroup
of G that is generated by A is not G.
5. Open problems
In connection with Theorems 1 and 3 and Proposition 2 the following natural
question comes into mind: can we weaken the assumption that A is a subgroup
of G in the case charP = 2? Moreover, what can be said in this case about
solutions to (3) without any of the following assumptions:
(a) commutativity of G;
(b) commutativity of P ;
(c) no zero divisors in P ;
(d) hypothesis (P)?
Open Access. This article is distributed under the terms of the Creative Commons Attribu-
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