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Abstract
In this paper, we study the logarithmic growth (log-growth) filtration, a mysterious invariant
found by B. Dwork, for (ϕ,∇)-modules over the bounded Robba ring. The main result is a proof of
a conjecture proposed by B. Chiarellotto and N. Tsuzuki on a comparison between the log-growth
filtration and Frobenius slope filtration. One of the ingredients of the proof is a new criterion for
pure of bounded quotient, which is a notion introduced by Chiarellotto and Tsuzuki to formulate their
conjecture. We also give several applications to log-growth Newton polygons, including a conjecture
of Dwork on the semicontinuity, and an analogue of a theorem due to V. Drinfeld and K. Kedlaya on
Frobenius Newton polygons for indecomposable convergent F -isocrystals.
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Introduction
Picard-Fuchs modules arise from proper, flat, generically smooth morphisms f : X → P1C (see [Ked10,
Definition 22.1.1]). Even the case that f is given by a family of Calabi-Yau varieties is important in a wide
area such as mirror symmetry (for example, computations of Yukawa couplings in [Mor92]), arithmetic
geometry (for example, the proof of Sato-Tate conjecture in [HST10]).
When C is replaced by a field k of characteristic p > 0, under some assumptions, there exists an anal-
ogous construction of Picard-Fuchs modules using the rigid cohomology (see [Ked10, Definition 22.2.1]).
The resulting Picard-Fuchs modules are of characteristic 0. One feature that distinguishes the case of
k from the case of C is the existence of Frobenius structures, which are some kind of self-similarity.
The aim of this paper is to study the category of (ϕ,∇)-modules over the bounded Robba ring Rbd
(sometimes denoted by E† or B†), which includes Picard-Fuchs modules after suitable localizations, by
measuring the logarithmic growth (log-growth) of solutions: it is a mysterious invariant discovered by
B. Dwork about half a century ago ([Dwo73a]), and is brought an attention by B. Chiarellotto and N.
Tsuzuki in [CT09, CT11]. The main result of this paper is a proof of the fundamental conjecture in
Chiarellotto-Tsuzuki theory (Theorem A).
We introduce notation and terminology to describe our result. Let K be a complete discrete valuation
fields of characteristic (0, p), OK the integer ring of K, mK the maximal ideal of OK , and k the residue
field of OK . Let | · | denote the norm on K normalized by |p| = p−1. For a non-negative real number
λ, a power series
∑
i∈Z ait
i ∈ K[[t]], ai ∈ K is of log-growth λ if the ai’s satisfy the growth condition
|ai| = O(iλ) as i → +∞. The λ-th log-growth filtration K[[t]]λ is the K-vector space consisting of power
series over K of log-growth λ. The log-growth filtration is an increasing filtration, and K[[t]]0 coincides
with the ring OK [[t]]⊗OK K, which can be regarded as the set of bounded analytic functions on the open
unit disc 0 ≤ |t| < 1. Let ϕ : K[[t]]0 → K[[t]]0 be a q-power Frobenius lift with q a positive power of p, that
is, a ring endomorphism of the form ϕ(
∑
i ait
i) =
∑
i ϕK(ai)ϕ(t)
i, where ϕK : K → K is an isometric
ring endomorphism inducing the q-power map on k, and ϕ(t) ∈ tq +mKOK [[t]].
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Given a ring R equipped with a ring endomorphism ϕ, we define a ϕ-module over R as a finite free
module equipped with a R-linear automorphism ϕ∗M : M ⊗R,ϕ R → M . Then ϕ
∗
M can be viewed as a
ϕ-semi-linear map ϕM :M →M .
Let d : K[[t]]→ K[[t]]dt; f 7→ df/dt ·dt denote the canonical derivation. We define a (ϕ,∇)-module over
K[[t]]0 as a ϕ-module over K[[t]]0 plus a connection ∇M : M → Mdt, that is, an additive map satisfying
the Leibniz rule ∇M (cv) = c∇M (v) + vdc for c ∈ K[[t]]0 and v ∈ M , that makes the following diagram
commute:
M
∇M //
ϕM

Mdt
ϕMdϕ(t)

M
∇M // Mdt,
where the right vertical morphism sends mdt to ϕM (m)d(ϕ(t)). A solution of M is a K[[t]]0-linear map
f :M → K[[t]] making the following diagram commute:
M
f

∇M // Mdt
fdt

K[[t]]
d // K[[t]]dt.
Let Sol(M) denote the K-vector space of solutions of M . Then Sol(M) has a natural structure of ϕ-
module over K, in particular, is endowed with Frobenius slope filtration S•(Sol(M)). We say that f
is of log-growth λ for λ ≥ 0 if f(M) ⊂ K[[t]]λ. Let Solλ(M) denote the K-vector space of solutions of
log-growth λ, and put Solλ(M) = 0 for λ < 0. Thus we obtain the growth filtration Sol•(M).
The idea of Chiarellotto-Tsuzuki conjecture is to compare the two filtrations Sol•(M) and S•(Sol(M))
up to a specified shifting. To formulate their conjecture precisely, they introduce the notion of pure of
bounded quotient (PBQ for short) as follows. Let E denote the Amice ring, which is defined as the fraction
fields of the p-adic completion of OK [[t]][1/t]. We put ME = M ⊗K[[t]]0 E , which is the “generic fiber” of
M . We define the ring homomorphism τ : E → E [[X − t]]0; f 7→
∑∞
n=0(d
nf/dtn)(X − t)n/n! with the
new variable X − t (“Taylor expansion” at Dwork generic point t). Then τ∗ME is a (ϕ,∇)-module over
E [[X − t]]0, and by repeating the construction in the previous paragraph over E [[X − t]]0, we obtain the
ϕ-module Sol(τ∗ME) together with the filtration Sol•(τ
∗ME). By a theorem of Robba, there exists a
unique (ϕ,∇)-submodule MλE of ME satisfying Sol(τ
∗(ME/M
λ
E ))
∼= Solλ(τ∗ME). We say that M is pure
of bounded quotient if the bounded quotient ME/M
0
E is pure as a ϕ-module over E .
Then Chiarellotto-Tsuzuki conjecture is stated as follows, which will be proved as a generalized form
to the bounded Robba ring Rbd in Theorem 7.6 (ii).
Theorem A (Chiarellotto-Tsuzuki conjecture 7.2 (ii)). Let M be a (ϕ,∇)-module over K[[t]]0, and λmax
the maximum Frobenius slope of ME . If M is pure of bounded quotient, then
Solλ(M) = Sλ−λmax(Sol(M))
for an arbitrary real number λ.
Precisely speaking, Chiarellotto-Tsuzuki conjecture has a weaker form (Conjecture 7.2 (i)) which has
been proved by the author ([Ohk17]), and has an analogous form over E which has been proved by
Chiarellotto and Tsuzuki (see Theorem 7.4). Alternative proofs of these variants of Chiarellotto-Tsuzuki
conjecture using Theorem A will be given in part II.
We should mention that one may study the log-growth filtration without assuming Frobenius struc-
tures as Dwork originally does ([Dwo73a]). On this theory, we have a comprehensive lecture note by G.
Christol ([Chr83]), and there are some recent developments such as [And08], [Ked10, §18], and [Ohk].
In this paper, we concentrate to study the log-growth filtrations for (ϕ,∇)-modules (over various base
rings).
Structure of part I
This paper is consisting of two parts. In part I, we give a proof of Theorem A by proving its generalization
over Rbd (Theorem 7.6 (ii)). Part II is devoted to applications. Throughout this paper, it is written in
a reasonably self-contained manner so that the topic of this paper is easily accessible to non-experts.
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We explain the structure of part I in the following. We will explain the structure of part II later.
In §1, we recall the construction of various analytic rings, such as the extended (bounded) Robba ring
R˜(bd), due to K. Kedlaya in [Ked08]. We also construct a log version of R˜, which does not appear in
[Ked08].
In §2, we equip those rings in §1 with the log-growth filtrations, and study its basic properties.
In this paper, we consider (ϕ,∇)-modules over various rings such as K[[t]]0,Rbd, and E . In §3, we
give a unified framework that all cases can be treated at a time.
In §4, we recall the definition of Frobenius slope filtration on a ϕ-module over K due to Tsuzuki
([Tsu98]): it is indexed by R as the log-growth filtration. We restate some results on difference modules
in [Ked10].
In §5, we define the sets of analytic horizontal sections V (M), and the solution space Sol(M) for
(ϕ,∇)-modules M over K[[t]]0,Rbd, or E , and endow them with growth filtrations.
In §6, we give (explicit) examples of (ϕ,∇)-modules, and calculate their log-growth filtrations and
Frobenius slope filtrations. Some of them will be useful as counterexamples.
In §7, we state Chiarellotto-Tsuzuki conjecture 7.2 over K[[t]]0, and an analogue over E (Theorem 7.4).
We also state the main theorem in this paper (Theorem 7.6 (ii)), which can be seen as a generalization
of Chiarellotto-Tsuzuki conjecture over Rbd.
In §8, we prove a key ingredient of the proof of Theorem A called Slope criterion (Proposition 8.1),
which asserts that if a (ϕ,∇)-module M over E is PBQ, then the maximum Frobenius of slope of ME
does not change under quotients.
In §9, we recall the construction of the reverse filtration over the extended bounded Robba ring R˜bd
due to R. Liu ([Liu13]). As a consequence, we obtain the existence of a certain eigenvector over R˜bd
(Proposition 9.4), which is another ingredient of the proof of Theorem A.
In §10, we prove Theorem A with the strategy explained in the next subsection.
Strategy of proof
We outline the proof of Theorem A. Let notation and assumption be as in Theorem A. For simplicity,
we assume that k is algebraically closed.
Step 1 (preliminary reduction to Proposition 10.1): By Proposition 7.1, it suffices to prove Solλ(M) ⊂
Sλ−λmax(Sol(M)). Thanks to Dieudonne´-Manin theorem (Lemma 4.11), it reduces to prove (the following
special case of) Proposition 10.1, which asserts that if a non-zero solution f ∈ Solλ(M) satisfies ϕd(f) =
qaf (that is, f is a Frobenius d-eigenvector of Solλ(M)), then we have µ ≤ λ − λmax, where µ = a/d
denotes the Frobenius slope of f .
Step 2 (key reduction to the case that f is injective): By a typical argument using pushforward and
twist for Frobenius structures (note that both operations do no change differential structures), we may
assume ϕ(f) = f , where our goal is to prove λmax ≤ λ. Since f : M → K[[t]] is ϕ,∇-equivariant by
assumption, N = ker f is a (ϕ,∇)-submodule ofM . For simplicity, let f also denote the solution ofM/N
induced by f . Then we still have f ∈ Solλ(M/N) and ϕ(f) = f . By Slope criterion (Proposition 8.1),
the maximum Frobenius slope of (M/N)E is equal to λmax. Therefore, after replacing M by M/N , we
may further assume that f :M → K[[t]] is injective.
Step 3 (base change argument): We consider the extended (bounded) Robba ring R˜(bd) together with
a ϕ-equivariant embedding K[[t]]0 → R˜bd (Definition 1.5, Proposition 1.6). Then we can extend f to an
injective, ϕ-equivariant map
f˜ :M ⊗K[[t]]0 R˜
bd →֒ R˜.
The λ-th log-growth filtration K[[t]]λ naturally extends to a filtration FilλR˜ by measuring the growth
of Gauss norms (Definition 2.1), and we can show f˜(M ⊗K[[t]]0 R˜
bd) ⊂ FilλR˜ by using the assumption
f ∈ Solλ(M). The advantage of performing the base change K[[t]]0 → R˜
bd is that one can use the
reverse filtration. As a result, there exists a Frobenius d-eigenvector v˜ ∈ M ⊗K[[t]]0 R˜
bd of slope λmax
(Proposition 9.4). Then f˜(v˜) ∈ R˜ is also a Frobenius d-eigenvector of slope of λmax since f˜ is ϕ-equivariant
and injective. We conclude λmax ≤ λ by the fact that any Frobenius d-eigenvector w ∈ R˜ of slope µ is
exactly of log-growth µ (Lemma 2.14).
We should remark that Step 3 is analogous to the proof of the following theorem due to A. J. de Jong
([deJ98, 9.1]): assume that K is absolutely unramified and ϕ(t) = tp. Let M be a (ϕ,∇)-module over
OK [[t]] in the sense of [deJ98]. Let f : M → OE be a horizontal OK [[t]]-linear map such that ϕ(f) = p−lf
for some l ∈ N. Then f(M) ⊂ OK [[t]]. In fact, the author regards de Jong’s theorem as a “generic” result,
4
and proves Proposition 10.1 as its “special” analogue. Note that the differential structure on M is used
only in Steps 1, 2. In Step 3, we need only the Frobenius structure on M , therefore, we may perform the
base change K[[t]]0 → R˜bd.
Structure of part II
We give a summary of results in part II, restricted to the case of K[[t]]0 instead of Rbd for simplicity.
Theorem A enables us to compare the log-growth filtration with Frobenius slope filtration. It is
natural to ask that which properties the log-growth filtration and Frobenius slope filtration share. A
result of this kind is Theorem 7.2 (i), that is, the right continuity and the rationality of the slopes of the
log-growth filtration. We will prove Dwork’s conjecture below, which is an analogue of Grothendieck-Katz
specialization theorem for Frobenius Newton polygons ([Ked10, Theorem 15.3.2]).
Theorem B (Corollary 13.8). The log-growth Newton polygons for any (ϕ,∇)-module over K[[t]]0 is
semicontinuous under specialization.
Frobenius slope filtration is compatible with tensor products and duals, however, a na¨ıve analogue for
the log-growth filtration fails: one can find counterexamples in §6. Instead, we obtain “weak” compati-
bility results as follows.
Theorem C (Proposition 15.6). Let M,N be (ϕ,∇)-modules over K[[t]]0. If λ and µ are slopes of the
log-growth Newton polygons ofM and N respectively, then λ+µ is also a slope of the log-growth Newton
polygon of M ⊗K[[t]]0 N .
Theorem D (Theorem 17.5). Let M be a (ϕ,∇)-module over E , and M∨ its dual. Then the maximum
slopes of the log-growth Newton polygons of M and M∨ coincide.
V. Drinfeld and Kedlaya prove that for an indecomposable convergent F -isocrystal M of rank n on
a smooth irreducible quasi-compact variety X over k (assuming that k is perfect), the Frobenius slopes
aηi (M) for 1 ≤ i ≤ n at the generic point η of X satisfies a
η
i (M)− a
η
i+1(M) ≤ 1 for all i ∈ {0, . . . , n− 1}
([DK16, Theorem 1.1.5]). We have the following (local) analogue for the log-growth filtration.
Theorem E (Theorem 17.9). Let M be a (ϕ,∇)-module over E of rank n. Let λ1(M) ≤ · · · ≤ λn(M)
denote the slopes of the log-growth Newton polygon of M with multiplicity. Then λi+1(M)−λi(M) ≤ 1
for all i ∈ {0, . . . , n− 1}.
We also have the following remarks on Chiarellotto-Tsuzuki conjecture.
— One can ask the necessity of PBQ hypothesis in Theorem A. In §14, we answer affirmatively this
question by proving the converse, that is, if the equality in Theorem A holds for all λ, then M is
PBQ. We also prove similar results for Rbd and E .
— In §11, we prove that Theorem A implies an analogue of Chiarellotto-Tsuzuki conjecture over E
(Theorem 7.4).
We explain some technical aspects of part II. We would like to study the log-growth filtration of an
arbitrary (ϕ,∇)-module by exploiting Theorem A somehow. To achieve this, we have two methods. One
is to use the PBQ filtration, which is constructed over K[[t]]0 and E in [CT11], and is generalized over
Rbd in Definition 12.8. Another method is to use Generating theorem (Theorem 16.1), a novelty of this
paper, that asserts that any (ϕ,∇)-module over E is generated by PBQ (ϕ,∇)-submodules. We will use
Generating theorem in an essential way to prove Theorems D and E.
Notation and terminology
(1) We recall some terminology on difference rings in [Ked10, §14]. Let F be a field equipped with a
ring endomorphism φ : F → F . We call the pair (F, φ), or, F for simplicity, a difference field. We
say that F is inversive if φ is an automorphism. We say that F is weakly difference-closed if any
equation of the form φ(x) = cx with c ∈ F× has always a solution x ∈ F . We say that F is strongly
difference-closed if F is weakly difference-closed and inversive.
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(2) Let p be a prime number. Let K be a complete discrete valuation field of mixed characteristic (0, p),
OK the integer ring of K, mK the maximal ideal of K, k the residue field of K. Let | · | denote a
valuation of K. We put the normalization condition by |p| = p−1 unless otherwise is mentioned. Let
ϕK be an isometric ring endomorphism of K. Let ϕk : k → k denote the ring endomorphism on k
induced by ϕK . Let q denote a positive power of p. We say that ϕK is a q-power Frobenius lift if ϕk
is the q-power map. Unless otherwise is mentioned, precisely speaking, except §§1, 2, and a part of
§12, we assume that ϕK is a q-power Frobenius lift. The reader who are interested only in the proof
of Theorem A may assume that ϕK is always a q-power Frobenius lift. Recall that there exists an
extension L/K of discrete valuation fields, on which ϕK extends isometrically to ϕL : L→ L, such
that (l, ϕl) is inversive, where l denotes the residue field of L, and ϕl denotes the endomorphism
on l induced by ϕL: for example, the completion of lim−→
(K → K → . . . ) with transition maps ϕK
(the ϕK-completion of K). We may even assume that (l, ϕl) is strongly-difference closed ([Ked08,
Proposition 3.2.4]).
(3) For a ring homomorphism R→ S and an R-module M , let MS denote the S-module M ⊗R S. For
a ring R, let Mn(R) denote the set of n × n-matrices of R, GLn(R) the set of matrices admitting
an inverse in Mn(R). For a1, . . . , an ∈ R, let Diag(a1, . . . , an) denote the diagonal matrix whose
(i, i)-component is equal to ai.
(4) Let V be an finite dimensional vector space over a field F . Let {V λ;λ ∈ R} be a decreasing,
separated, and exhaustive filtration by subspaces of V ; we give a similar definition for an increas-
ing filtration. We say that V • is right continuous if V λ = ∩µ>λV µ for all λ. We put m(λ) =
dimF (∩ε>0V λ−ε)/(∪ε>0V λ+ε) = limε→0+ dimF V λ−ε− limε→0+ dimF V λ+ε. Then m(λ) = 0 for all
but finitely many λ. If m(λ) 6= 0, then we call λ a slope of V •. Let λ1 < · · · < λd be the slopes of
V • (without multiplicity). We define the Newton polygon NP(V •) of V • as the lower convex hull
in the xy-plane of the set of points (0, 0) and (m(λ1)+ · · ·+m(λi), λ1 ·m(λ1)+ · · ·+λi ·m(λi)) for
i = 1, . . . , d. Note that
V λ =


V if λ ∈ (−∞, λ1),
V λi if λ ∈ (λi, λi+1) for i = 1, . . . , d− 1,
0 if λ ∈ (λd,+∞).
Let λ1(V
•) ≤ · · · ≤ λn(V •) denote the slope multiset of NP(V •), i.e.,
{λ1(V
•), . . . , λn(V
•)} = {λ1, . . . , λ1︸ ︷︷ ︸
m(λ1) times
, . . . , λd, . . . , λd︸ ︷︷ ︸
m(λd) times
}.
Part I
Chiarellotto-Tsuzuki conjecture
1 The Robba ring and the extended Robba ring
In this section, we recall the definitions of the Robba ring, and the extended Robba ring constructed by
Kedlaya ([Ked08]), which is studied further by Liu ([Liu13]). We also define a log version of the extended
Robba ring. These rings will be important tools throughout this paper. In this section, we work with
notation and assumption as in [Ked08], in particular, we allow a relative Frobenius lift as a Frobenius
lift on the Robba ring.
1.1 The Robba ring
Definition 1.1. (i) ([Ked08, Definitions 1.1.1, 1.2.3]) For r > 0, let Rr be the ring of rigid analytic
functions on the K-annulus e−r ≤ |t| < 1, and let R be the union of the Rr. The ring R is called
the Robba ring over K. Explicitly, we have
Rr = {
∑
i∈Z
ait
i ∈ K[[t−1, t]]; ai ∈ K, |ai|e
−sn → 0 (i→ ±∞) ∀s ∈ (0, r]},
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R = ∪r>0R
r.
For r > 0, let | · |r denote the supremum norm on the circle |t| = e−r, as applied to elements of Rs
for s ≥ r; one easily verifies that
|
∑
i∈Z
ait
i|r = sup
i∈Z
{|ai|e
−ri}.
(ii) ([Ked08, Definition 1.1.3]) Let Rint be the subring of R consisting of series with coefficients in OK ;
this ring is a discrete valuation ring with residue field k((t)), which is not complete but is henselian
[Ked04, Lemma 3.9]. Let Rbd be the subring of R consisting of series with bounded coefficients; it
is the fraction field of Rint. We call Rbd the bounded Robba ring over K. Let E denote the fraction
field of the mK-adic completion of Rint. Explicitly, we have
Rint = {
∑
i∈Z
ait
i ∈ R; ai ∈ OK},
Rbd = {
∑
i∈Z
ait
i ∈ R; ai ∈ K, sup
i∈Z
|ai| <∞} = R
int ⊗OK K,
E = {
∑
i∈Z
ait
i ∈ K[[t−1, t]]; ai ∈ K, sup
i∈Z
|ai| <∞, |ai| → 0 (i→ −∞)}.
Let | · |0 denote Gauss norm on E , i.e.,
|
∑
i∈Z
ait
i|0 = sup
i∈Z
|ai|.
Definition 1.2 ([Ked08, Definition 1.2.1]). Fix an integer q > 1. A relative (q-power) Frobenius lift
on the Robba ring is a homomorphism ϕ : R → R of the form
∑
i cit
i 7→
∑
i ϕK(ci)s
i, where s ∈ Rbd
satisfies |s− tq|0 < 1. We define an absolute (q-power) Frobenius lift as a relative Frobenius lift in which
ϕK is itself a q-power Frobenius lift.
1.2 The extended Robba ring
One regards the Robba ring R as an analytic ring corresponding to the field of Laurent series k((t)). In
this subsection, we recall Kedlaya’s construction of the extended Robba ring R˜, which is an analytic ring
corresponding to the field of Hahn series k((tQ)). We also gather technical results on R˜.
Assumption 1.3 ([Ked08, Hypothesis 2.1.1]). Throughout this subsection, assume that ϕ is a relative
Frobenius lift on R such that ϕK is an automorphism of K. Also assume that any e´tale ϕ-module over
K is trivial; this is equivalent to asking that the residue field k is strongly difference closed, i.e., any ϕ-
module over k is trivial ([Ked10, Definition 14.3.1]). When ϕK is a q-power Frobenius lift, the condition
is satisfied if k is algebraically closed ([Ked10, Proposition 14.3.4]).
Definition 1.4 ([Ked08, Definition 2.2.1, Notation 2.5.1]). Let k((uQ)) denote the field of Hahn series
over k with value group Q, that is, the set of functions f : Q → k with well-ordered support, with
pointwise addition and multiplication given by convolution. We endow k((uQ)) with the automorphism
ϕ :
∑
ciu
i 7→
∑
ϕk(ci)u
qi,
where ϕk denotes the automorphism on k induced by ϕ. Recall that k((u
Q)) equipped with ϕ is strongly
difference-closed ([Ked08, Proposition 2.5.5]).
Definition 1.5 ([Ked08, Definition 2.2.4], [Liu13, Definition 1.4.1]). For r > 0, let R˜r be the set of
formal sums
∑
i∈Q aiu
i with ai ∈ K, satisfying the following conditions.
(a) For each c > 0, the set of i ∈ Q such that |ai| ≥ c is well-ordered.
(b) We have |ai|e
−ri → 0 as i→ +∞.
(c) We have supi∈Q |ai|e
−ri <∞.
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(d) For all s > 0, we have |ai|e−si → 0 as i→ −∞.
Then R˜r can be shown to form a ring. We call the union R˜ = R˜K = ∪rR˜r the extended Robba ring
over K. Let R˜bd and R˜int be the subrings of R˜ consisting series with bounded and integral coefficients,
respectively. We equip R˜r with the norm
|
∑
i
aiu
i|r = sup
i
{|ai|e
−ri}
and R˜ with the automorphism
ϕ(
∑
i
aiu
i) =
∑
i
ϕK(ai)u
qi.
Note that |ϕ(f)|r = |f |qr for f ∈ R˜
qr . Let E˜ denote the fraction field of the mK-adic completion of R˜
int.
We equip E˜ with Gauss norm | · |0 defined as
|
∑
i
aiu
i|0 = sup
i
|ai|.
We list some properties of the above rings (see [Ked08, 2.2.5] for details).
• The ring R˜ is a Be´zout domain.
• The ring R˜int is henselian discrete valuation ring and its fraction field is R˜bd.
• The units of R˜ are the nonzero elements of R˜bd.
• The field E˜ is a complete discrete valuation field with residue field k((uQ)).
Proposition 1.6 ([Ked08, Proposition 2.2.6], [Liu13, Remark 1.4.10]). There exist a ϕ-equivariant em-
bedding ψ : R →֒ R˜ and r0 > 0 such that for any r ∈ (0, r0), Rr maps to R˜r preserving | · |r. Moreover,
Rint (resp. Rbd) maps R˜int (resp. R˜bd) preserving | · |0.
In the rest of this paper, for a given relative Frobenius lift ϕ on R, we fix ψ and r0 unless otherwise
is mentioned.
Proposition 1.7 ([Ked08, Proposition 2.5.8]). Let A be an n×n matrix over R˜int. If v ∈ E˜n is a column
vector such that Av = ϕ(v), then v ∈ (R˜bd)n.
Lemma 1.8. The multiplication map R˜bd ⊗Rbd R→ R˜;x⊗ y 7→ xψ(y) is injective.
Proof. By [Ked08, Propositions 3.2.4, 3.5.2], there exists an extension L/K of complete discrete valuation
fields, on which ϕK extends isometrically, such that the multiplication map R˜bdL ⊗Rbd R → R˜L;x⊗ y 7→
xψ(y) is injective, where R˜
(bd)
L is the extended (bounded) Robba ring over L. In a commutative diagram
R˜bd ⊗Rbd R

// R˜,

R˜bdL ⊗Rbd R
// R˜L
the morphisms other than the upper horizontal one are injective, which implies the assertion.
Lemma 1.9. Let f =
∑
i∈Q aiu
i ∈ R˜, ai ∈ K. Then we have supi≤i0 |ai| <∞ for any i0 ∈ Q.
Proof. We have only to prove supi≤0 |ai| < ∞, and sup0≤i≤i0 |ai| < ∞ for any i0 ≥ 0. Assume f ∈ R˜
r.
Then
sup
i≤0
|ai| ≤ sup
i≤0
|ai|e
−ri ≤ |f |r,
which implies the first assertion. For i0 ≥ 0, we have
sup
0≤i≤i0
|ai|e
−ri0 ≤ sup
0≤i≤i0
|ai|e
−ri ≤ |f |r,
which implies the second assertion.
8
Lemma 1.10. (i) For 0 < r ≤ r′, R˜r
′
⊂ R˜r.
By (i), R˜r
′
is endowed with a family of norms {| · |r; r ∈ (0, r′]}.
(ii) (maximal modulus principle) Let r′ > 0 and I = [r1, r2] ⊂ (0, r′] be a closed interval. Then, for any
f ∈ R˜r
′
, we have
sup
r∈I
|f |r = max{|f |r1 , |f |r2},
inf
r∈I
|f |r = min{|f |r1 , |f |r2}.
Proof. (i) Let f =
∑
i∈Q aiu
i ∈ R˜r
′
with ai ∈ K. It suffices to prove that f satisfies the conditions (b)
and (c) for r in Definition 1.5. For i ≤ 0,
|ai|e
−ri ≤ |ai|e
−r′i → 0 (i→ +∞).
It also implies that there exists i0 ≥ 0 such that |ai|e−ri ≤ 1 for all i ≥ i0. We have supi≤i0 |ai| <∞
by Lemma 1.9. Hence we have
sup
i∈Q
|ai|e
−ri = max{sup
i≤0
|ai|e
−ri, sup
0≤i≤i0
|ai|e
−ri, sup
i≥i0
|ai|e
−ri}
≤ max{sup
i≤0
|ai|e
−r′i, sup
0≤i≤i0
|ai|, 1}
≤ max{|f |r′, sup
0≤i≤i0
|ai|, 1} <∞.
(ii) We have only to prove
sup
r∈I
|f |r ≤ max{|f |r1, |f |r2}, inf
r∈I
|f |r ≥ min{|f |r1, |f |r2}.
Hence we may assume that f is a monomial, in which case the assertion is obvious.
Lemma 1.11. For f ∈ R˜r, we have f ∈ R˜bd if and only if sups∈(0,r] |f |s < ∞. Moreover, when they
hold, lims→0+ |f |s = |f |0.
Proof. Let f ∈ R˜r. Write f =
∑
i aiu
i, ai ∈ K, and put |f |0 = supi |ai| (may take ∞). To prove the first
assertion, it suffices to prove
sup
s∈(0,r]
|f |s = max{|f |0, |f |r}. (1.11.1)
Since, for any i ∈ Q,
max{|ai|, |ai|e
−ir} = sup
s∈(0,r]
|ai|e
−is ≤ sup
s∈(0,r]
|f |s,
we have max{|f |0, |f |r} ≤ sups∈(0,r] |f |s. Since, for any s ∈ (0, r],
|f |s = sup
i∈Q
|ai|e
−si ≤ sup
i∈Q
max{|ai|, |ai|e
−ir} = max{|f |0, |f |r},
we have sups∈(0,r] |f |s ≤ max{|f |0, |f |r}, which implies (1.11.1).
We will prove the second assertion. Assume that sups∈(0,r] |f |s <∞ holds. Put f+ =
∑
i≥0 aiu
i, f− =∑
i<0 aiu
i. Since |f |s = max{|f+|s, |f−|s} for s ∈ [0, r], we may assume f = f±. Assume f = f+. Then
|f |s increases as s decreases, and is bounded above by |f |0. Hence lims→0+ |f |s exists, and is bounded
above by |f |0. We also have |f |0 ≤ lims→0+ |f |s by (1.11.1), which implies the assertion. Assume f = f−.
Then |f |s decreases as s decreases, and is bounded below by |f |0. Hence lims→0+ |f |s exists, and is
bounded below by |f |0. It suffices to prove lims→0+ |f |s ≤ |f |0. By Definition 1.5, there exists i0 < 0
such that |aiui|r < |f |0 for all i < i0. Then we have
max{|f |0, |f |s} = max{|f |0, sup
i∈(−∞,i0)
|aiu
i|s, sup
i∈[i0,0]
|aiu
i|s} ≤max{|f |0, sup
i∈(−∞,i0)
|aiu
i|r, sup
i∈[i0,0]
|aiu
i|s}
≤max{|f |0, |f |0e
−si0}.
By passing to the limit s→ 0+, we obtain the assertion.
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1.3 Log extensions
Throughout this subsection, we keep Assumption 1.3 when we consider R˜.
We define Rlog = R[log t] as the polynomial ring over R. We extend ϕ on R to Rlog by
ϕ(log t) = log (ϕ(t)/tq) + q log t ∈ R⊕R · log t.
Here we define
log f =
∞∑
n=1
(−1)n−1(f − 1)n/n ∈ Rbd
for f ∈ 1+mKRint ([Ked04, §6.5]). We also define R˜log = R˜[log u] with ϕ(u) = q log u. In this subsection,
we will extend any ϕ-equivariant embedding ψ : R →֒ R˜ given in Proposition 1.6 to a ϕ-equivariant
embedding Rlog →֒ R˜log.
Lemma 1.12. For any b ∈ mK,
ϕ− b : R˜bd → R˜bd
is bijective.
Proof. Since ϕ : R˜bd → R˜bd is bijective, we have only to prove that 1− bϕ−1 : R˜bd → R˜bd is bijective.
The injectivity immediately follows from |bϕ−1(x)|0 = |b||x|0 < |x|0 for x 6= 0. Therefore, it suffices to find
a solution y ∈ R˜bd of the equation x = (1− bϕ−1)y for any given x ∈ R˜bd. Write x =
∑
i∈Q aiu
i, ai ∈ K.
We define the sequence {bi}i∈Q of K by bi =
∑
n∈N b ·ϕ
−1
K (b) · · · · ·ϕ
−n+1
K (b)ϕ
−n
K (aiqn), and a formal sum
y =
∑
i∈Q biu
i. Then {bi}i∈Q is a bounded sequence since we have
|b · ϕ−1K (b) · · · · · ϕ
−n+1
K (b)ϕ
−n
K (aiqn )| ≤ sup
n∈N
|b|n|aiqn | ≤ sup
n∈N
|aiqn | ≤ |x|0 <∞. (1.12.1)
We fix r > 0 such that x ∈ R˜r. It suffices to verify that y satisfies the conditions (a)-(d) for r in Definition
1.5: if this is the case, then y is the desired solution.
We start by checking the condition (a). Fix c > 0. We choose sufficiently large m ∈ N so that
|bm+1| · |x|0 < c/2. Let I denote the set {i ∈ Q : |ai| ≥ c}, which is well-ordered by the condition (a) for
x. Then I ∪ · · · ∪ q−mI ⊂ Q is also well-ordered. If |bi| ≥ c, then we have max{|ai|, |aiq|, . . . , |aiqm |} ≥ c
by the inequalities
|bi| ≤ sup
n∈N
|b|n|aiqn | ≤ sup{|ai|, |aiq|, . . . , |aiqm |, |b
m+1| · |x|0}.
Hence we have {i ∈ Q; |bi| ≥ c} ⊂ I ∪ · · · ∪ q
−mI. Thus (a) is verified. By (1.12.1), we have |bi| ≤ |x|0,
which implies (b). Similarly, we have
sup
i≥0
|bi|e
−ri ≤ |x|0 sup
i≥0
e−ri = |x|0 <∞,
sup
i<0
|bi|e
−ri ≤ sup
i<0
sup
n∈N
|aiqn |e
−ri ≤ sup
i<0
sup
n∈N
|aiqn |e
−riqn ≤ sup
j<0
|aj |e
−rj ≤ |x|r <∞.
Thus (c) is verified. Fix s > 0. For ε ∈ R>0, there exists iε < 0 such that
|ai|e
−si ≤ ε ∀i ≤ iε
by the condition (d) for x. For any i ≤ iε, we have, by (1.12.1),
|bi|e
−si ≤ sup
n∈N
|aiqn |e
−si ≤ sup
n∈N
|aiqn |e
−siqn ≤ ε,
which implies (d).
Lemma 1.13. (i) There exists (a unique) c0 ∈ R˜bd such that
ϕ(c0) = qc0 + ψ(log (ϕ(t)/t
q)).
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(ii) Let c1 ∈ (K×)ϕK=1 (for example, c1 = 1) and c0 as in (i). We extend ψ : R →֒ R˜ given in
Proposition 1.6 to Rlog → R˜log by sending log t to c0 + c1 log u. Then the resulting R-algebra
homomorphism is injective and ϕ-equivariant.
Proof. (i) Since ψ(log(ϕ(t)/t)) ∈ R˜bd by Proposition 1.6, it follows from Lemma 1.12.
(ii) Let x =
∑n
i=0 xi(log t)
i, xi ∈ R. If ψ(x) = 0, then xn · cn1 = 0, and hence, xn = 0. Thus, we obtain
the injectivity. The Frobenius compatibility follows from (i).
Definition 1.14. We fix c1 ∈ (K
×)ϕK=1, and define ψ : Rlog →֒ R˜log as in Lemma 1.13 (ii).
Lemma 1.15. The multiplication map
R˜bd ⊗Rbd Rlog → R˜log;x⊗ y 7→ xψ(y)
is injective.
Proof. We identify R˜bd ⊗Rbd Rlog as R˜
bd ⊗Rbd R[log t], i.e., the polynomial ring over R˜
bd ⊗Rbd R with
variable log t. If z =
∑n
i=0 zi(log t)
i, zi ∈ R˜bd ⊗Rbd R is zero in R˜log, then ψ(zn) · c
n
1 = 0 in R˜log, and
hence, zn = 0 by Lemma 1.8. Thus z = 0.
2 Logarithmic growth filtrations on Robba rings
In this section, we filter the Robba ring R and its variants Rlog, R˜(log) by measuring the growth of Gauss
norms | · |r. Throughout this section, we keep Assumption 1.3 when we consider R˜ or R˜log.
2.1 On R˜
Definition 2.1. Let f ∈ R˜. Assume f ∈ R˜r
′
. We say that f is of log-growth λ for λ ∈ R≥0 if there
exists a constant C such that
rλ|f |r ≤ C ∀r ∈ (0, r
′].
The definition does not depend on the choice of r′ by Lemma 1.10 (ii). We define the λ-th log-growth
filtration FilλR˜ of R˜ as the K-vector space consisting of those elements of log-growth λ. For λ < 0, we
set FilλR˜ = 0. Note that FilλR˜ is not closed under multiplication unless λ ≤ 0.
One has an equivalent characterization of log-growth using Taylor expansion.
Lemma 2.2 (Taylor expansion criterion). Let f =
∑
i∈Q aiu
i ∈ R˜, ai ∈ K. For λ ∈ R≥0, the following
are equivalent.
(i) f ∈ FilλR˜.
(ii) |ai| = O(iλ) as i→ +∞.
Proof. (ii)⇒(i) We choose r′ > 0 such that f ∈ R˜r
′
. By assumption, there exists i0 > 0 such that
|ai| ≤ Ciλ for all i ≥ i0. We put I1 = (−∞, 0), I2 = [0, i0), I3 = [i0,+∞) ⊂ R, and gj =
∑
i∈Ij
aiu
i for
j = 1, 2, 3. Then g1, g2, g3 ∈ R˜r
′
, and, for all r ∈ (0, r′],
|f |r = max{|g1|r, |g2|r, |g3|r},
|g1|r ≤ |g1|r′ <∞, |g2|r ≤ |g2|0 <∞
by Lemma 1.9. Hence it suffices to prove rλ|g3|r → 0 as r → 0+. For r ∈ (0, r′],
rλ|g3|r = r
λ sup
i∈[i0,+∞)
|ai|e
−ri ≤ C sup
i≥0
(ri)λe−ri ≤ Cλλe−λ,
where the last inequality follows from the fact that the function xλe−x for x ≥ 0 achieves the maximum
at x = λ (we understand 00 = 1 here).
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(i)⇒(ii) Fix r′ > 0 sufficiently small so that f ∈ Rr
′
. Let C be a constant such that rλ|f |r ≤ C for all
r ∈ (0, r′]. Then, for i > 0 and r ∈ (0, r′], we have rλ|ai|e−ri ≤ rλ|f |r ≤ C, i.e.,
|ai| ≤ Ci
λ · eri/(ri)λ.
If i ≥ 1/r′, then, by evaluating the above inequality at r = 1/i, we have
|ai| ≤ Ci
λ · e,
which implies (ii).
We gather basic properties on the log-growth filtration.
Lemma 2.3 (cf. [Ohk17, Lemma 4.7]). We have the following.
(i) The filtration Fil•R˜ is an increasing filtration satisfying
FilλR˜ · FilµR˜ ⊂ Filλ+µR˜ ∀λ, µ ∈ R.
(ii) For an arbitrary λ ∈ R, we have ϕ(FilλR˜) ⊂ FilλR˜.
(iii) Fil0R˜ = R˜bd.
Proof. (i) The first assertion is obvious, and the second one follows from the formula rλ+µ|fg|r =
rλ|f |r · rµ|g|r for sufficiently small r > 0.
(ii) We choose r′ > 0 sufficiently small so that f ∈ R˜qr
′
∩ FilλR˜. Then rλ|ϕ(f)|r = q−λ(qr)λ|f |qr for
r ∈ (0, r′], which implies the assertion.
(iii) We have R˜bd ⊂ Fil0R˜ by Lemma 2.2. The converse follows from Lemma 1.11.
2.2 On R
A very similar construction as in §2.1 works on R.
Definition 2.4. Let f ∈ R. Assume f ∈ Rr
′
. We say that f is of log-growth λ for λ ∈ R≥0 if there
exists a constant C such that
rλ|f |r ≤ C ∀r ∈ (0, r
′].
The definition does not depend on the choices of r′ and ϕ. We define the λ-th log-growth filtration FilλR
of R as the K-vector space consisting of elements of log-growth λ. For λ < 0, we set FilλR = 0.
Similar results as in §2.1 hold.
Lemma 2.5. Let ψ : R →֒ R˜ be any ϕ-equivariant embedding given by Proposition 1.6. Let f ∈ R. For
any real number λ, the following are equivalent.
(i) f ∈ FilλR.
(ii) ψ(f) ∈ FilλR˜.
Proof. It follows from the norm compatibility of ψ.
Lemma 2.6 (Taylor expansion criterion, cf. [Chr83, Proposition 2.3.3]). Let f =
∑
i∈Z ait
i ∈ R, ai ∈ K.
For λ ∈ R≥0, the following are equivalent.
(i) f ∈ FilλR.
(ii) |ai| = O(iλ) as i→ +∞.
Proof. A similar proof as Lemma 2.2 works. Alternatively, we can deduce from Lemmas 2.2 and 2.5 by
choosing the absolute q-power Frobenius lift ϕ(t) = tq as ϕ, in which case ψ(t) = u.
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Recall that f =
∑
i ait ∈ K[[t]] with ai ∈ K is of log-growth λ ≥ 0 if |ai| = O(i
λ) as i→ +∞, and we
define K[[t]]λ as the set of power series of log-growth λ. For simplicity, we put K[[t]]λ = 0 for λ < 0.
Corollary 2.7. Let f =
∑
i∈Z ait
i, ai ∈ K. For λ ∈ R, f ∈ K[[t]]λ if and only if f ∈ FilλR.
Lemma 2.8 ([Ohk17, Lemma 4.7]). We have the following.
(i) The filtration Fil•R is increasing and
FilλR · FilµR ⊂ Filλ+µR for λ, µ ∈ R.
(ii) For an arbitrary λ ∈ R, we have ϕ(FilλR) ⊂ FilλR.
(iii) Fil0R = Rbd.
(iv) If f ∈ R satisfies df/dt ∈ FilλR for some λ ∈ R, then f ∈ Filλ+1R.
Similar assertions for K[[t]]• also hold by Corollary 2.7.
Proof. By Lemma 2.5, parts (i) and (ii) are reduced to parts (i) and (ii) in Lemma 2.3 respectively. Parts
(iii) and (iv) are consequences of Lemma 2.6.
2.3 On Rlog and R˜log
To define the log-growth filtrations on Rlog and R˜log, we formally regard log t and log u respectively as
elements exactly of log-growth 1 as follows.
Definition 2.9 (cf. [Ohk17, Definition 4.11]). Let R be either R or R˜. For λ ∈ R, we define the λ-th
log-growth filtration of Rlog by
FilλRlog = ⊕
∞
n=0Filλ−nR · (log ⋆)
n ⊂ Rlog,
where ⋆ ∈ {t, u} respectively (recall that FilµR = 0 for µ < 0). An element f ∈ Rlog is of log-growth λ if
λ ∈ FilλRlog. Furthermore, f ∈ Rlog is exactly of log-growth λ if λ ∈ FilλRlog and f /∈ FilµRlog for any
µ < λ. Note that we have FilλRlog = 0 for λ < 0 by definition.
We put K{t} = K[[t]] ∩ R = {
∑
i∈N ait
i; ai ∈ K, |ai|e−ri → 0 (i → +∞) ∀r ∈ (0,+∞)}, and
K{t}log = K{t}[log t], which is endowed with the λ-th log-growth filtration
FilλK{t}log = K{t}log ∩ FilλRlog = ⊕
∞
n=0K[[t]]λ−n · (log t)
n.
Note that for f ∈ K{t}log, f ∈ FilλK{t}log if and only if f ∈ FilλRlog by Lemma 2.6.
Similar results as in §§2.1 and 2.2 hold.
Lemma 2.10. Let ψ : Rlog →֒ R˜log be any ϕ-equivariant embedding given by Definition 1.14. Let
f ∈ Rlog. For any real number λ, the following are equivalent.
(i) f ∈ FilλRlog.
(ii) ψ(f) ∈ FilλR˜log.
Proof. Write f =
∑n
i=0 ai(log t)
i, ai ∈ R. Then ψ(f) =
∑n
i=0Ai(log u)
i, where
Ai =
n∑
j=i
(
j
i
)
cj−i0 c
i
1ψ(aj)
with notation as in Definition 1.14.
Assume f ∈ FilλRlog. Then ai ∈ Filλ−iR. By Lemma 2.5, ψ(ai) ∈ Filλ−iR˜. Since c0, c1 ∈ Fil0R˜ by
Lemma 2.3 (iii), we have Ai ∈ Filλ−iR˜ by Lemma 2.3 (i). Hence ψ(f) ∈ FilλR˜log.
Assume ψ(f) ∈ FilλR˜log. Since Ai = ci1ψ(ai) +
∑n
j=i+1
(
j
i
)
cj−i0 c
i
1ψ(aj) ∈ Filλ−iR˜, we have ψ(ai) ∈
Filλ−iR˜ by reverse induction on i. By Lemma 2.5, we have ai ∈ Filλ−iR, and hence, f ∈ FilλRlog.
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Lemma 2.11 ([Ohk17, Lemma 4.7]). Let R be either R or R˜. We have the following.
(i) The filtration Fil•Rlog is increasing and
FilλRlog · FilµRlog ⊂ Filλ+µRlog for λ, µ ∈ R.
(ii) For an arbitrary λ ∈ R, we have ϕ(FilλRlog) ⊂ FilλRlog.
(iii) Fil0Rlog = R
bd.
Similar assertions for K{t}log hold.
Proof. For R = R (resp. R˜), each assertion immadiately follows from the corresponding one in Lemma
2.8 (resp. 2.3).
In the proof of Main Theorem (Theorem 7.6), we need to determine the log-growth of particular
elements in R˜log as follows.
Definition 2.12. Let d be a positive integer. A (Frobenius) d-eigenvector of R˜log is a non-zero element
f of R˜log such that
ϕd(f) = cf
for some c ∈ (R˜bd)×. We refer to the quotient log |c|0/ log |q
d| as the (Frobenius) slope of f .
Note that:
• a d-eigenvector f of slope λ is a d′-eigenvector of slope λ for any multiplier d′ > 0 of d;
• if fi for i = 1, 2 is a di-eigenvector of slope λi, then f1f2 is a d-eigenvector of slope λ1 + λ2 for any
common multiplier d > 0 of d1 and d2.
Lemma 2.13. Let a ∈ R˜bd with |a|0 = 1. Then there exists b ∈ (R˜bd)× such that ϕ(b) = ab.
Proof. Since any e´tale ϕ-module over E˜ is trivial by the strongly difference-closedness of the residue field
k((uQ)) (instead, by using [Ked08, Proposition 2.1.6]), there exists b ∈ (E˜)× such that ϕ(b) = ab (see the
proof of [Ked10, Theorem 14.6.3]). By Proposition 1.7, we have b ∈ R˜bd as desired.
Lemma 2.14 (cf. [Ohk17, Theorem 6.1]). If f ∈ R˜log is a d-eigenvector of slope λ, then λ ≥ 0, and f
is exactly of log-growth λ.
Proof. After replacing (ϕ, q) by (ϕd, qd), we may assume d = 1. Write f =
∑
i xi(log u)
i with xi ∈ R˜.
Then xi is a d-eigenvector of slope λ − i unless xi = 0. Hence we may reduce to the case f ∈ R˜. Let
c ∈ (R˜bd)× such that ϕ(f) = cf with λ = log |c|0/ log |q|.
• The case c ∈ K×
Suppose λ < 0, i.e., |c| > 1. Write f =
∑
i∈Q aiu
i with ai ∈ K. By ϕ(f) = cf , we have ai =
ϕK(ai/q)/c. Fix i ∈ Q and choose n sufficiently large so that i/q
n ≤ 1. Then,
|ai| = |ϕ
n
K(ai/qn)|/|c · ϕK(c) · · · · · ϕ
n−1
K (c)| = |ai/qn |/|c|
n ≤ (sup
j≤1
|aj |)/|c|
n → 0 (n→ +∞).
since supj≤1 |aj | < ∞ by Lemma 1.9. Hence we have ai = 0 for all i, which contradicts to f 6= 0. Thus
λ ≥ 0.
We fix r′ > 0 such that f ∈ R˜r
′
. To prove the second assertion, it suffices to prove the inequalities
(r′/qr)λ inf
s∈[r′/q,r′]
|f |s ≤ |f |r ≤ (r
′/r)λ sup
s∈[r′/q,r′]
|f |s.
for all r ∈ (0, r′] since infs∈[r′/q,r′] |f |s, sups∈[r′/q,r′] |f |s 6= 0 by Lemma 1.10 (ii). Let r ∈ (0, r
′]. We
choose n ∈ N such that r ∈ [r′/qn+1, r′/qn]. Since qnr ∈ [r′/q, r′] and λ ≥ 0, we obtain infs∈[r′/q,r′] |f |s ≤
|f |qnr ≤ sups∈[r′/q,r′] |f |s, and (r
′/qr)λ ≤ qnλ ≤ (r′/r)λ. Hence we obtain
(r′/qr)λ inf
s∈[r′/q,r′]
|f |s ≤ q
nλ|f |qnr ≤ (r
′/r)λ sup
s∈[r′/q,r′]
|f |s.
Since |f |r = qnλ|f |qnr by ϕ(f) = cf , we obtain the desired inequalities.
• The general case
Since K is discretely valued, there exists c′ ∈ K× such that |c′| = |c|0. By Lemma 2.13, we choose
b ∈ (R˜bd)× such that ϕ(b) = (c/c′) · b. Hence ϕ(f/b) = c′ · (f/b). By the previous case, f/b is exactly of
log-growth λ. By Lemma 2.8 (i) and (iii), f is also exactly of log-growth λ.
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3 (ϕ,∇)-modules
Usually, (ϕ,∇)-modules are defined in an ad-hoc manner once a base ring is given as in [deJ98, 4.9],
[Ked04, 2.5], and [Tsu98, 3.2]. In this paper, we consider various base rings, hence, we should use a
unified framework. The aim of this section is to construct such a framework. We also give some examples
of base rings in §3.3. In §3.4, we recall the category of unipotent ∇-modules over R. This section is
devoted to fix notation and define terminology, and we have no new results.
3.1 Definition
A quadruple (R,ϕ,∇, dϕ), denoted by R for simplicity, consists of the following data:
• R is a commutative ring;
• ϕ : R→ R is a ring endomorphism;
• ∇ : R→ ΩR is a derivation with ΩR an R-module;
• dϕ : ΩR → ΩR is a ϕ-semi-linear map,
that make the following diagram commute
R
∇ //
ϕ

ΩR
dϕ

R
∇ // ΩR.
A (ϕ,∇)-module over R is a triple (M,ϕM ,∇M ) consisting of the following data
• M is a finite free R-module,
• ϕM :M →M is a ϕ-semi-linear endomorphism such that ϕ∗M : ϕ
∗M →M ; r⊗m 7→ rϕM (m) is an
isomorphism,
• ∇M : M →M ⊗R ΩR is an additive map satisfying
∇M (rm) = m⊗∇(r) + r · ∇M (m) ∀r ∈ R, ∀m ∈M,
that make the following diagram commute
M
∇M //
ϕM

M ⊗R ΩR
ϕM⊗dϕ

M
∇M // M ⊗R ΩR.
We ignore the integrability condition in this paper since we treat only the cases where ΩR is of rank one
or ΩR = 0. We put M
∇ = ker (∇M :M →M ⊗R ΩR).
Unless otherwise is mentioned, we endow R with the “trivial” (ϕ,∇)-module structure given by
(ϕR,∇R) = (ϕ,∇) under the identification ΩR ∼= R ⊗R ΩR. In the following, we also drop subscripts
such as R or M if no confusion arises.
A morphism f : (M,ϕM ,∇M )→ (N,ϕN ,∇N ) of (ϕ,∇)-modules over R is an R-linear map f :M →
N that makes the following diagrams commute
M
ϕM //
f

M
f

M
∇M //
f

M ⊗R Ω
f⊗idΩ

N
ϕN // N, N
∇N // N ⊗R Ω.
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Direct sums and tensor products are defined in an obvious way (see [Ked10, Definitions 5.3.2, 14.1.1]).
Furthermore, we may endow the set of R-linear maps HomR(M,N) a (ϕ,∇)-module structure uniquely
determined by the following conditions: for all m ∈M ,
ϕHomR(M,N)(f)(ϕM (m)) = ϕN (f(m)),
∇HomR(M,N)(f)(m) = ∇N (f(m))− (f ⊗ idΩ)(∇M (m)),
where we identify HomR(M,N)⊗R Ω as HomR(M,N ⊗R Ω). Then the set Hom(M,N) of morphisms of
(ϕ,∇)-modules coincides with the set
Homϕ,∇R (M,N) = {f ∈ HomR(M,N);ϕHomR(M,N)(f) = f,∇HomR(M,N)(f) = 0}.
We denote byM∨ the R-dual HomR(M,R) of M endowed with the (ϕ,∇)-module structure above. Note
that the natural pairing M ⊗RM∨ → R of R-modules can be regarded as a morphism of (ϕ,∇)-modules.
Let c ∈ R× ∩R∇: for example, c ∈ Q× when R is a Q-algebra. As in [Ked05b, Definition 3.1.5], we
define the twist R(c) of R by c as the rank one (ϕ,∇)-module given by
R(c) = Rec,
ϕR(c)(rec) = ϕ(r)cec ∀r ∈ R,
∇R(c)(rec) = ec ⊗∇(r) ∈ R(c)⊗R Ω ∀r ∈ R.
For a (ϕ,∇)-module M , we define M(c) as M ⊗R R(c).
We discuss some functorial properties (cf. [Tsu98, 3.3]). A morphism of quadruples
(R,ϕ,∇, dϕ)→ (S, φ,∇, dφ)
is a pair f = (f, df) consisting of the following data
• f : R→ S is a ring homomorphism,
• df : ΩR → ΩS is an f -semi-linear map,
that make the following diagrams commute
R
f //
ϕ

S
φ

R
∇

f // S
∇

ΩR
df //
dϕ

ΩS
dφ

R
f // S, ΩR
df // ΩS , ΩR
df // ΩS .
We define the pull-back of a (ϕ,∇)-module (M,ϕM ,∇M ) over R via f , denoted by f∗M , as the triple
(f∗M,φf∗M ,∇f∗M ), where
φf∗M : f
∗M → f∗M ;m⊗ s 7→ ϕM (m)⊗ φ(s),
∇f∗M : f
∗M → f∗M ⊗S ΩS ∼= M ⊗R ΩS ;m⊗ s 7→ (idM ⊗ df)(∇M (m)) · s+m⊗∇(s).
Let a ≥ 1 be an integer. Given a quadruple (R,ϕ,∇, dϕ), we consider the quadruple (R,ϕa,∇, dϕa),
where ϕa, dϕa are the a-fold compositions of ϕ, dϕ respectively. For simplicity, a (ϕa,∇)-module over the
quadruple (R,ϕa,∇, dϕa) is called a (ϕa,∇)-module over R. Given a (ϕ,∇)-module (M,ϕM ,∇M ) over
R, we define the a-pushforward [a]∗M as the (ϕ
a,∇)-module (M,ϕaM ,∇M ) over R, where ϕ
a
M denotes
the a-fold composition of ϕM . Note that the a-pushforward commutes with the pull-back above.
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3.2 Matrix presentation
We assume that Ω is of rank one with a distinguished base ω. We denote by (·)/ω : Ω ∼= R the isomorphism
sending ω to 1. We identify Ω as R via this isomorphism. Then the derivation ∇ : R → Ω determines a
Z-derivation d : R → R via HomR(Ω1R/Z,Ω)
∼= HomR(Ω1R/Z, R). Then to give a (ϕ,∇)-module over R is
equivalent to give a triple (M,ϕ,D), whereM is a finite free R-module, ϕ is a semi-linear endomorphism,
and D :M →M is an additive map satisfying D(rm) = dr ·m+ rD(m) for r ∈ R,m ∈M satisfying the
compatibility D ◦ ϕ = (ϕ(ω)/ω)ϕ ◦D.
Furthermore, we give a matrix version of the above data (M,ϕ,D). We choose an R-basis {e1, . . . , en}
of M , We define the matrix presentation of M (with respect to {ei}) as the pair of the matrices (A,G)
of the actions of (ϕ,D) on the basis {ei}, that is,
ϕ(e1, . . . , en) = (e1, . . . , en)A,
D(e1, . . . , en) = (e1, . . . , en)G.
Then the condition ϕ∗M ∼= M implies A ∈ GLn(R), and the compatibility between ϕ and D induces the
equality
d(A) +GA = (ϕ(ω)/ω)Aϕ(G),
where d((aij)ij) = (d(aij))ij and ϕ((gij)ij) = (ϕ(gij))ij . Conversely, if we are given a pair (A,G) ∈
Mn(R) × GLn(R) of n × n matrices satisfying the above compatibility, then it defines a (ϕ,∇)-module
over R of rank n by the above procedure.
3.3 Examples of quadruples
We give some examples of quadruples. For examples of (ϕ,∇)-modules, see §6.
1. Difference ring (ΩR = 0)
Let (R,ϕ,∇, dϕ) be a quadruple. Then R1 = (R,ϕ, 0, 0) with ΩR1 = 0 is also a quadruple. We
refer to a (ϕ,∇)-module over R1 as a ϕ-module over R for simplicity. Our definition of ϕ-modules
coincides with that in [Ked10, §14]. Moreover, there exists a natural forgetful functor from the
category of (ϕ,∇)-modules over R to the category of ϕ-modules over R. Thus we can use the
results on ϕ-modules in [Ked10].
2. Differential ring (ϕ = id, dϕ = id)
Let (R,ϕ,∇, dϕ) be a quadruple. Then R2 = (R, idR,∇, idΩR) with ΩR2 = ΩR is also a quadruple.
We refer to a (ϕ,∇)-module over R2 as a ∇-module over R for simplicity. Furthermore, when ΩR
is of rank one, then the category of ∇-modules over R is equivalent to the category of differential
modules over (R, ∂) in the sense of [Ked10, §6], where ∂ is an arbitrary basis of HomR(ΩR, R).
Thus we can use the results on ∇-modules in [Ked10].
3. Rings of (bounded) analytic functions K[[t]]0,K{t} on the unit disc
Let notation be as in §§1, 2. Recall that we put K[[t]]0 = OK [[t]]⊗OK K and
K{t} = {
∑
i∈N
ait
i ∈ K[[t]]; ai ∈ K, |ai|e
−ri → 0 (i→ +∞) ∀r ∈ (0,+∞)}.
Then K{t} (resp. K[[t]]0) can be regarded as the K-algebra of (resp. bounded) analytic functions
on the open unit disc |t| < 1. We choose s ∈ K[[t]]0 such that |s− tq|0 < 1, where | · |0 denote Gauss
norm as in Definition 1.1 (ii). We define the quadruple (K[[t]]0, ϕ,∇, dϕ) as
• ϕ : K[[t]]0 → K[[t]]0;
∑
ait
i 7→
∑
ϕK(ai)s
n,
• ∇ : K[[t]]0 → ΩK[[t]]0 := K[[t]]0dt; f 7→ df/dt · dt,
• dϕ : ΩK[[t]]0 → ΩK[[t]]0; fdt 7→ ϕ(f) · ∇(s).
We can endow K{t} with a quadruple structure similarly, and we have a natural morphism of
quadruples K[[t]]0 → K{t}.
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Furthermore, when s = tqu for u ∈ K[[t]]×0 , we define the log analogue (K[[t]]0, ϕ,∇log, dϕ) of
(K[[t]]0, ϕ,∇, dϕ), where
∇log : K[[t]]0 → ΩK[[t]]0(log) := K[[t]]0dt/t; f 7→ tdf/dt · dt/t,
dϕ : ΩK[[t]]0(log)→ ΩK[[t]]0(log); f · dt/t 7→ (q + tu
−1du/dt)ϕ(f) · dt/t,
(see [Ked10, Remark 17.1.2]). We also define the log analogue (K{t}log, ϕ,∇log, dϕ) of (K{t}, ϕ,∇, dϕ)
similarly (put ∇log(log t) = dt/t). Following the terminology in [Ked05a, Definition 4.28], we refer
to a (ϕ,∇log)-module over this quadruple as a log-(ϕ,∇)-module over K[[t]]0. Note that we have the
canonical morphism of quadruples
(K[[t]]0, ϕ,∇, dϕ)→ (K[[t]]0, ϕ,∇log, dϕ)
given by (idK[[t]]0, (fdt 7→ tf ·dt/t)). Moreover, it also extends to a canonical morphism of quadruples
(K{t}, ϕ,∇, dϕ) → (K{t}log, ϕ,∇log, dϕ). Note that the pull-back of a (ϕ,∇)-module (M,ϕ,∇)
over K[[t]]0 (resp. K{t}) via the above morphism is (M,ϕ, t∇).
4. (Bounded) Robba rings Rbd,R, and the log extension Rlog
Let notation be as in §1. For a given s ∈ Rbd with |s− tq|0 < 1, we can define quadruple structures
on Rbd,R similarly as (K[[t]]0, ϕ,∇, dϕ) in Example 3.3.3. We define the quadruple (Rlog, ϕ,∇, dϕ)
as an extension of (R, ϕ,∇, dϕ) by putting
∇(log t) = t−1dt, ΩRlog = Rlogdt.
When s ∈ K[[t]]0, we have the canonical morphism of quadruples
(K[[t]]0, ϕ,∇, dϕ)→ (R
bd, ϕ,∇, dϕ)
given by the inclusions. Furthermore, when s = tqu for u ∈ K[[t]]×0 , we have the canonical morphism
of quadruples
(K[[t]]0, ϕ,∇log, dϕ)→ (R
bd, ϕ,∇, dϕ)
given by the inclusions K[[t]]0 ⊂ Rbd and the map
ΩK[[t]]0(log)→ ΩRbd ; f · dt/t 7→ f/t · dt.
Note that we have a commutative diagram of quadruples
(K[[t]]0, ϕ,∇, dϕ) // 11(K[[t]]0, ϕ,∇log, dϕ)
// (Rbd, ϕ,∇, dϕ),
where the upper left arrow is given in Example 3.3.3. Moreover, the diagram extends to a commu-
tative diagram of quadruples
(K{t}, ϕ,∇, dϕ) // 11(K{t}log, ϕ,∇log, dϕ)
// (Rlog, ϕ,∇, dϕ).
5. The Amice ring E
Let notation be as in §1. We consider the ring of bounded analytic functions on the “generic ” unit
disc in the sense of Dwork, that is, the E-algebra E [[X − t]]0 with the new variable X − t. We define
the K-algebra homomorphism
τ : E → E [[X − t]]0; f 7→
∞∑
n=0
1
n!
dnf
dtn
(X − t)n.
We can define a quadruple structure on E similarly as (K[[t]]0, ϕ,∇, dϕ) in Example 3.3.3. We have
the canonical morphism of quadruples given by the inclusions
(Rbd, ϕ,∇, dϕ)→ (E , ϕ,∇, dϕ).
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We endow E [[X − t]]0 with a structure of a quadruple by
ϕ : E [[X − t]]0 → E [[X − t]]0;
∞∑
n=0
an(X − t)
n 7→
∞∑
n=0
ϕ(an)(τ(ϕ(t)) − ϕ(t))
n,
∇ : E [[X − t]]0 → ΩE[[X−t]]0 = E [[X − t]]0d(X − t); f 7→
df
d(X − t)
d(X − t),
dϕ : ΩE[[X−t]]0 → ΩE[[X−t]]0; fd(X − t) 7→ ϕ(f)∇(ϕ(X − t)).
We put
dτ : ΩE → ΩE[[X−t]]0; fdt 7→ τ(f)d(X − t).
Then τ = (τ, dτ) is a morphism of the quadruples E → E [[X − t]]0.
3.4 Unipotent connection
In this paper, we would like to work with unipotent connections rather than quasi-unipotent connections
(see Remark 7.8). We interpret some classical results on unipotent connections in terms of Rlog.
Definition 3.1. Let M be a ∇-module over R. We define
V(M) = (M ⊗R Rlog)
∇,
which is a K-vector space endowed with the monodromy operator N , i.e., the K-linear endomorphism
induced by the map
idM ⊗ d/d log t :M ⊗R Rlog →M ⊗R Rlog;m⊗
∑
i
ai(log t)
i 7→ m⊗
∑
i
iai(log t)
i−1.
We say that M is solvable in Rlog if dimK V(M) = rankRM . We say that M is unipotent if M is a
successive extension of trivial ∇-modules over R ([Ked04, Definition 4.27]). Note that the category of
(unipotent) ∇-modules over R is an abelian ⊗-category ([Cre98, 6.2]). Moreover, any subquotient of a
unipotent ∇-module over R is unipotent again. Also note that for 0 → M ′ → M → M ′′ → 0 an exact
sequence of (ϕ,∇)-modules over R, M is unipotent if and only if M ′ and M ′′ are unipotent.
Lemma 3.2. For M a ∇-module over R, the canonical map
V(M)⊗K Rlog →M ⊗R Rlog
is injective.
Proof. By de´vissage, we may assume that M is irreducible. We may also assume V(M) 6= 0.
Let x =
∑n
i=0mi ⊗ (log t)
i ∈ V(M),mi ∈ M,mn 6= 0. Then Nnx = n!mn ⊗ 1 ∈ V(M) ∩M = M∇.
By the irreducibility of M , M = Rmn ∼= R, in which case the assertion is obvious.
Corollary 3.3. For M a ∇-module over R,
dimK V(M) ≤ rankRM,
and the monodromy operator N is nilpotent.
Proof. The first inequality follows from Lemma 3.2, and the nilpotency of N follows from the local
nilpotency of N .
Lemma 3.4. Let M be a ∇-module over R. Then M is solvable in Rlog if and only if M is unipotent.
Proof. The necessity is well-known: for example, see the proof of [Ked04, Theorem 6.13]. To prove the
sufficiency, we may assume that M is irreducible by de´vissage. We have M∇ = V(M)N=0 6= 0 by the
nilpotency of N . Hence the map M∇ ⊗K R → M , which is injective by Lemma 3.2, is an isomorphism.
In particular, M is trivial.
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4 Frobenius slope filtration
In this section, we recall the definition of Frobenius slope filtrations on φ-modules over complete (discrete)
valuation fields following [Tsu98, CT09, CT11]: the formulation may be slightly different from a usual
one. Precisely speaking, our Frobenius slope filtration is indexed by R so that it will be invariant under an
arbitrary a-pushforward functor [a]∗ in §3.1. We also recall some basic properties by translating [Ked10,
§14] into our formulation. The results in this section will be used without referring unless otherwise is
specified.
Notation. In this section, let
• (F, |·|) a complete discrete valuation field of mixed characteristic (0, p): we do not need to normalize
| · |.
• φ : F → F an isometric ring endomorphism.
Recall that q is a positive power of p. In this paper, unless otherwise is mentioned, we consider the case
that φ is a q-power Frobenius lift. In the following, a base change means tensoring E over F , where E is a
complete extension of F to which φ extends isometrically (with the same q unless otherwise is mentioned).
As E, we typically consider the φ-completion of F , i.e., the completion of lim
−→
(F
φ
−→ F
φ
−→ . . . ), on which
φ is bijective.
Definition 4.1 ([Ked10, Definitions 6.1.3, 14.4.6]). Let M be a non-zero φ-module over F . We choose
the supremum norm of M with respect to a basis of M ([Ked10, Definition 1.3.2]). We define the spectral
radius of φ :M →M as
|φ|sp,M = lim
n→∞
( sup
v∈V,v 6=0
|φn(v)|/|v|)1/n.
We say that M is pure of (Frobenius) slope λ if
|φ|sp,M = 1/|φ|sp,M∨ = |q|
λ.
For example, F (q) (see §3.1) is pure of slope 1.
The spectral radius (and hence, the slope) is independent of the choice of the basis, and hence, depends
only on the isomorphism class of M by [Ked10, Theorem 1.3.6 and Proposition 6.1.5]. It also commutes
with base change ([Ked10, Lemma 14.4.3 (c)]). Note that the slope does depend on the choice of q. To
formulate Chiarellotto-Tsuzuki conjecture 7.2, we need to make our slope filtration to be invariant under
the a-pushforward (see Lemma 4.8 (II)-(i)). Hence we choose qa as q when we consider φa-modules over
F .
Note thatM is pure of slope λ if and only ifM is pure of norm |q|λ in the terminology in [Ked10, §14].
In the following, we translate the results on the difference modules in [Ked10, §14] into our language.
Lemma 4.2. If M is an irreducible φ-module over F , then M is pure.
Proof. This is an immediate corollary of [Ked10, Theorem 14.4.15].
Definition 4.3. Let M be a non-zero φ-module over F . We define the (Frobenius) slope multiset of M
as ∐
i
{ λi, . . . , λi︸ ︷︷ ︸
dimF Mi times
},
where {Mi} is the Jordan-Ho¨lder constituents of M , and λi is the slope of Mi, which makes sense by
Lemma 4.2.
Recall that the slope multiset is consisting of rational numbers ([Ked10, Corollary 14.4.5]), invariant
under base changes, and if 0 → M ′ → M → M ′′ → 0 is an exact sequence of φ-modules, then the slope
multiset of M is the disjoint union of those of M ′ and M ′′.
For simplicity, we define the slope multiset of M = 0 as the empty set.
Lemma 4.4 ([Ked10, Proposition 14.4.8]). Let M be a non-zero φ-module over F . Then M is pure of
slope λ if and only if the slope multiset is {λ, . . . , λ}.
Lemma 4.5. Let M,N be non-zero φ-modules over F .
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(i) M is pure of slope λ if and only if M∨ is pure of slope −λ.
(ii) The slope multiset of M∨ is the negative of that of M .
(iii) The slope multiset of M ⊗F N consists of λ + µ, where λ, µ runs the slope multisets of M,N
respectively.
Proof. (i) It follows from the canonical isomorphism (M∨)∨ ∼= M .
(ii) It follows from Lemma 4.2.
(iii) By Lemma 4.2, it reduces to the case whereM,N are pure. Then the assertion follows from [Ked10,
Corollary 14.4.9] and Lemma 4.4.
Theorem 4.6. (i) ([Ked10, Theorem 14.4.13]) Assume that F is inversive. Let M be a φ-module over
F . Then there exists a unique direct sum decomposition
M = ⊕λ∈RMλ
of φ-modules, in which each non-zero Mλ is pure of slope λ.
Moreover, dimF Mλ is equal to the multiplicity of λ in the slope multiset of M .
(ii) (cf. [CT09, Definition 2.3]) Let M be a φ-module over F . Then there exists a unique increasing
filtration {Sλ(M);λ ∈ R} of φ-modules satisfying:
(a) the exhaustiveness and separatedness;
(b) (right continuity)
Sλ(M) = ∩µ>λSµ(M);
(c) (rationality) if Sλ(M)/ ∪µ<λ Sµ(M) is non-zero, then it is pure of slope λ and λ ∈ Q.
Moreover, dimF Sλ(M)/ ∪µ<λ Sµ(M) is equal to the multiplicity of λ in the slope multiset of M .
We call S•(M) (Frobenius) slope filtration of M .
(iii) If F is inversive, then
Sλ(M) = ⊕µ≤λMµ,
Sλ(M)/ ∪µ<λ Sµ(M) ∼=Mλ.
Lemma 4.7. Let M,N be φ-modules over F . If the slope multisets of M and N are disjoint, then
HomφF (M,N) = 0.
Proof. By base change, we may assume that F is inversive. By identifying HomφF (M,N) as (M
∨⊗FN)φ=1
then using Theorem 4.6 (i), it reduces to prove that if L is pure of slope λ 6= 0, then Lφ=1 = 0. We may
assume λ > 0 by replacing φ by φ−1 if necessary since φ − idL = −φ(φ
−1 − idL). Then φ is contractive
since the operator norm of φ is less than or equal to |φ|sp,L < 1. Since F is complete, 1− φ is invertible
with the inverse 1 + φ+ φ2 + . . . .
Proof of Theorem 4.6. (ii) • Existence
By [Ked10, Theorem 14.4.15], there exists a filtration
0 = F0M ⊂ F1M ⊂ · · · ⊂ FlM = M
of φ-modules such that FiM/Fi−1M is pure of slope λi with λ1 < · · · < λl. Moreover, the λi’s are
rational by [Ked10, Corollary 14.4.5]. We define
Sλ(M) = FiM if λ ∈ [λi, λi+1),
where we put λ0 = −∞, λl+1 = +∞.
• Uniqueness
Let S′•(M) be another filtration satisfying the condition. Since Sλ(M) (resp. M/S
′
λ(M)) is a
successive extension of φ-modules pure of slope ≤ λ (resp. > λ), HomφF (Sλ(M),M/S
′
λ(M)) = 0 by
Lemma 4.7. In particular, Sλ(M) ⊂ S′λ(M). Similarly, Sλ(M) ⊃ S
′
λ(M).
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(iii) Since {⊕µ≥λMµ}λ satisfies the conditions in (ii), we obtain the first equality by the uniqueness of
Frobenius slope filtration. The second assertion follows from the first one.
Lemma 4.8. (I) Assume that F is inversive.
(i) (base change) Let M be a φ-module over F , and E a complete extension of F to which φ
extends isometrically. Then there exists a caononical isomorphism
E ⊗F M• ∼= (E ⊗F M)•.
Moreover, for a ≥ 1, there exists a canonical isomorphism of φa-modules over F
[a]∗(M•) ∼= ([a]∗M)•.
(ii) (strictness) If 0→M ′ →M →M ′′ → 0 is an exact sequence of φ-modules over F , then there
exists an exact sequence of filtrations
0→M ′• →M• →M
′′
• → 0.
(iii) (tensor compatibility) For M,N φ-modules over F ,
(M ⊗F N)δ = ⊕λ+µ=δMλ ⊗F Nµ.
(iv) (duality) For λ an arbitrary real number,
((M∨)−λ)
⊥ = ⊕µ6=λMµ,
where (·)⊥ denotes the orthogonal part with respect to the canonical pairing M ⊗F M∨ → F .
(v) (twist) Let α ∈ K× and µ ∈ Q such that |α| = |q|µ. Then, for M a φ-module over F , there
exists a canonical isomorphism
M(α)λ ∼= Mλ−µ ⊗F (F (α)).
(II) (i) (base change) Let M,E be as in (I)-(i). There exists a canonical isomorphism
E ⊗F S•(M) ∼= S•(E ⊗F M).
Moreover, for a ≥ 1, there exists a canonical isomorphism of φa-modules over F
[a]∗(S•(M)) ∼= S•([a]∗M).
(ii) (strictness) If 0→M ′ →M →M ′′ → 0 is an exact sequence of φ-modules over F , then there
exists an exact sequence of filtrations
0→ S•(M
′)→ S•(M)→ S•(M
′′)→ 0.
(iii) (tensor compatibility) For M,N φ-modules over F ,
Sδ(M ⊗F N) =
∑
λ+µ=δ
Sλ(M)⊗F Sµ(N).
(iv) (duality) For λ an arbitrary real number,
(S−λ(M
∨))⊥ = ∪µ<λSµ(M),
where (·)⊥ denotes the orthogonal part with respect to the canonical pairing M ⊗F M∨ → F .
(v) (twist) Let α ∈ K× and µ ∈ Q such that |α| = |q|µ. Then, for M a φ-module over F , there
exists a canonical isomorphism
Sλ(M(α)) ∼= Sλ−µ(M)⊗F (F (α)).
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Proof. (I) (i) It follows from the uniqueness in Theorem 4.6 (i).
(ii) It follows from Lemma 4.8.
(iii) The decomposition
M ⊗F N = ⊕δ(⊕λ+µ=δMλ ⊗F Nµ)
satisfies the condition in Theorem 4.6 (i) by Lemma 4.5 (ii), which implies the assertion.
(iv) We identify M as ⊕λMλ by Theorem 4.6 (i). By taking the dual of the λ-th projection
⊕λMλ → Mλ, we identify (Mλ)∨ as a ϕ-submodule of M∨, which is pure of slope −λ by
Lemma 4.5 (i). Hence the decomposition M∨ = ⊕λ(Mλ)∨ satisfies the condition on Theorem
4.6 (i), in particular, (M∨)−λ = (Mλ)
∨. We have ((Mλ)
∨)⊥ = ⊕µ6=λMµ by construction,
which implies the assertion.
(v) It follows from Lemma 4.5 (iii).
(II) By base change, we may assume that F is inversive. By Theorem 4.6 (iii), each of (i), (ii), and
(iii) reduces to the corresponding assertions in (I). We prove (iv). Since Frobenius slope filtration
is stable under base change ((II)-(i)), we may assume that F is inversive. By Theorem 4.6 (iii) and
I-(iv),
(S−λ(M
∨))⊥ = (⊕µ≥λ(M
∨)−µ)
⊥ = ∩µ≥λ(((M
∨)−µ)
⊥) = ∩µ≥λ(⊕δ 6=µMδ) = ⊕δ<λMδ = ∪µ<λSµ(M).
The assertion (v) follows from (II)-(iii) and
Sδ(F (α)) =
{
F (α) if δ ≥ µ,
0 if δ < µ.
The following will be necessary in the proof of Main Theorem.
Definition 4.9 (cf. [Ked05b, 4.2.1]). Let d be a positive integer. A (Frobenius) d-eigenvector of a
φ-module M over F is a non-zero element v of M such that
φd(v) = cv
for some c ∈ F×. We refer the quotient log |c|/ log |qd| as the (Frobenius) slope of v.
Lemma 4.10. Let M be a φ-module over F . If v ∈ M is a d-eigenvector of slope λ, then v ∈ Sλ(M)
and v /∈ ∪µ<λSµ(M). In particular, if M is pure, then λ is equal to the slope of M .
Proof. By Lemma 4.8 (II)-(i), we may assume d = 1 after replacing φ by φd. Then Fv is a φ-submodule
of M , and Sλ(Fv) = Fv, Sµ(Fv) = 0 for µ < λ, which implies the assertion by Lemma 4.8 (II)-(ii).
Lemma 4.11 (Dieudonne´-Manin theorem, [Ked10, Theorem 14.6.3]). Assume that the residue field of F
is strongly difference-closed. Let M be a non-zero φ-module over F of rank n. Then there exist a positive
integer d and a basis e1, . . . , en of M consisting of d-eigenvectors. Moreover, if we denote by µi the slope
of ei, then the multiset {µi; 1 ≤ i ≤ n} coincides with the slope multiset of M , and
Mλ = ⊕i:µi=λFei.
Definition 4.12. Assume that F is inversive. Let M be a φ-module over F , and M = ⊕µMµ the
decomposition given by Theorem 4.6 (i). We define the reverse filtration {Sλ(M);λ ∈ R} of M by
Sλ(M) = ⊕µ≥λMµ.
Note that the filtration S•(M) is decreasing, exhaustive, separated, and consisting of φ-submodules
of M . Moreover, the slope multiset of S•(M) coincides with that of M•.
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5 Logarithmic growth filtration for (ϕ,∇)-modules
In this section, we recall the definition of the log-growth filtrations for (ϕ,∇)-modules over the rings
K[[t]]0,Rbd, and E following [CT09, Ohk17]. We show that the log-growth filtration is invariant under
the base changes via the morphisms in Example 3.3.4 (Lemma 5.2). We also recall basic properties on
the log-growth filtration, that can be found in the literature.
Convention. In the rest of this paper, we endow the rings K[[t]]0,Rbd, and E with the structures of
quadruples defined in §3.3 unless otherwise is mentioned. In particular, when we consider a (ϕ,∇)-module
over Rbd, we tacitly assume ϕ(t) ∈ Rbd with |ϕ(t)− tq|0 < 1; when we further consider a (ϕ,∇)-module
over K[[t]]0, we impose the extra assumption ϕ(t) ∈ K[[t]]0.
5.1 Over Rbd
Let M be a (ϕ,∇)-module over Rbd. We say that M is solvable in Rlog if M ⊗RbdR is solvable in Rlog in
the sense of §3.4, or, equivalently, is unipotent by Lemma 3.4. Note that the category of (ϕ,∇)-modules
over Rbd solvable in Rlog is an abelian ⊗-category.
Let M be a (ϕ,∇)-module of rank n over Rbd solvable in Rlog. As in [Ohk17] (where V, Sol are
denoted by V,Sol), we define the set of analytic horizontal sections of M (in Rlog) as
V (M) = (M ⊗Rbd Rlog)
∇,
which is a ϕ-module over K of dimension n. A solution of M (in Rlog) is a ∇-equivariant Rbd-linear map
f :M →Rlog.
We define Sol(M) as the set of solutions of M , that is,
Sol(M) = Hom∇Rbd(M,Rlog),
which is a ϕ-module over K of dimension n since Sol(M) is canonically isomorphic to V (M∨). Moreover,
the natural perfect pairing M ⊗Rbd M
∨ →Rbd induces a perfect pairing
( , ) : V (M)⊗K Sol(M)→ K.
We endow Sol(M) and V (M) with growth filtrations as follows. For λ ∈ R, a solution f of M is of
log-growth λ if f(M) ⊂ FilλRlog. We define Solλ(M) as the set of solutions of M of log-growth λ, that is,
Solλ(M) = {f ∈ Sol(M); f(M) ⊂ FilλRlog}.
We also define the λ-th log-growth filtration of M as
V (M)λ = (Solλ(M))
⊥ = {v ∈ V (M); (v, f) = 0 ∀f ∈ Solλ(M)},
where (·)⊥ denotes the orthogonal part with respect to the above pairing.
We endow V (M), Sol(M), which are ϕ-modules over K, with Frobenius slope filtrations by applying
the results in §4 with (F, φ, q) = (K,ϕK , q). Thus V (M) and Sol(M) are endowed with two filtra-
tions respectively, that is, the growth filtrations V (M)• and Sol•(M), and Frobenius slope filtrations
S•(V (M)) and S•(Sol(M)). Frobenius slope filtrations enjoy many good properties as we see in Lemma
4.8. Although the log-growth filtration will be compared to Frobenius slope filtration, some fundamental
properties on the log-growth filtration does not follow by definition. For example, the following proposi-
tion will follow from Proposition 7.5; we record here since it is not used in the interim.
Proposition 5.1. Let M be a (ϕ,∇)-module over Rbd solvable in Rlog. Then the filtration V (M)• is
decreasing, exhaustive, and separated. Similarly, the filtration Sol•(M) is increasing, exhaustive, and
separated.
Proof. By duality, we have only to prove the assertion for Sol•(M). The only non-trivial part is that
Sol•(M) is exhaustive. By Proposition 7.5, we have Solλ(M) ⊃ Sλ−λmax(Sol(M)), where λmax de-
notes the maximum Frobenius slope of ME . We put µ the maximum Frobenius slope of Sol(M). Then
Solλmax+µ(M) = Sol(M).
The growth filtrations V (M)• and Sol•(M) share the same information via the duality as above.
Nevertheless, we will handle mainly Sol•(M) in this paper. One reason is that an element of f ∈ Sol•(M)
is a homomorphism f : M → Rlog by definition, and the injectivity of f has a special meaning in the
proof of Theorem 7.6 (ii).
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5.2 Over K[[t]]0
Let M be a (ϕ,∇)-module over K[[t]]0. Then the construction in §5.1 works for M after replacing
Rbd,Rlog, and FilλRlog byK[[t]]0,K{t}, andK[[t]]λ respectively: Dwork’s trick ([Ked10, Corollary 17.2.2])
assures that M is solvable in K{t} (in an obvious sense). We denote each resulting object by the same
symbol as in §5.1, that is, we obtain the following ϕ-modules over K:
Sol(M) = Hom∇K[[t]]0(M,K{t}),
Solλ(M) = {f ∈ Sol(M); f(M) ⊂ K[[t]]λ},
V (M) = (M ⊗K[[t]]0 K{t})
∇,
V (M)λ = (Solλ(M))
⊥ = {v ∈ V (M); (v, f) = 0 ∀f ∈ Solλ(M)},
where (·)⊥ denotes the orthogonal part with respect to the perfect pairing V (M)⊗K Sol(M)→ K. Our
notation is compatible with that in [CT09, p. 473].
The above construction also works for M log-(ϕ,∇)-modules over K[[t]]0 after replacing K{t} and
K[[t]]λ by K{t}log and FilλK{t}log respectively: a nilpotent analogue of Dwork’s trick ([Ked10, Corollary
17.2.4]) assures that M is solvable in K{t}log (in an obvious sense). We denote each resulting object by
the same symbol as above, that is, we obtain the following ϕ-modules over K:
Sol(M) = Hom∇K[[t]]0(M,K{t}log),
Sol•(M) = {f ∈ Sol(M); f(M) ⊂ Fil•K{t}log},
V (M) = (M ⊗K[[t]]0 K{t}log)
∇,
V (M)• = (Sol•(M))
⊥,
where (·)⊥ denotes the orthogonal part with respect to the perfect pairing V (M)⊗K Sol(M)→ K.
The following lemma asserts that the log-growth filtration is invariant under any base change given
in Example 3.3.4. Hence we are allowed to use the same symbols Sol•(·) and V (·)• for abuse of notation.
Also, as a consequence, instead of studying the growth filtrations on V (M) and Sol(M) for (ϕ,∇)-modules
over K[[t]]0 as in [CT09], we may study those for (ϕ,∇)-modules over Rbd. In particular, an analogue of
Proposition 5.1 for a (log-)(ϕ,∇)-module over K[[t]]0 holds.
Lemma 5.2 (cf. [Ohk17, Lemma 4.15]). Let R → S denote any of the following three morphisms of
quadruples given in Examples 3.3.3 and 3.3.4
(K[[t]]0, ϕ,∇, dϕ) // 11(K[[t]]0, ϕ,∇log, dϕ)
// (Rbd, ϕ,∇, dϕ).
Under the base change via R → S, the ϕ-modules V (·) and Sol(·) for (log-)(ϕ,∇)-modules over R are
invariant up to natural isomorphisms. Moreover, the growth filtration V (·)• and Sol•(·) are also invariant
up to natural isomorphisms.
Proof. It suffices to prove the assertions in the cases of (K[[t]]0, ϕ,∇, dϕ) → (K[[t]]0, ϕ,∇log, dϕ) and
(K[[t]]0, ϕ,∇log, dϕ)→ (Rbd, ϕ,∇, dϕ). We give a proof in the first case; a similar argument works in the
second case.
Note that MRbd is solvable in Rlog (even in R) by Dwork’s trick. By Corollary 2.7, the inclusion
K{t} ⊂ Rlog induces canonical injections
Sol(M)→ Sol(MRbd), (5.2.1)
V (M)→ V (MRbd), (5.2.2)
which commute with the canonical pairings
Sol(M)⊗K V (M)→ K, Sol(MRbd)⊗K V (MRbd)→ K.
By Corollary 3.3, the morphism (5.2.2) is an isomorphism, hence, the morphism (5.2.1) is also an iso-
morphism by duality. We identify Sol(MRbd) as Sol(M) via (5.2.1). Then
Solλ(MRbd) = {f ∈ Sol(M); f(M) · R
bd ⊂ FilλRlog} = {f ∈ Sol(M); f(M) ⊂ FilλRlog}
= {f ∈ Sol(M); f(M) ⊂ K[[t]]λ} = Solλ(M)
by Lemma 2.8 (i), (iii), and Corollary 2.7. By duality, we obtain an isomorphism V (M)• → V (MRbd)
•.
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5.3 Over E
Let M be a (ϕ,∇)-module over E . Let τ : E → E [[X − t]]0 be the morphism of quadruples given by
Example 3.3.5. The pull-back τ∗M of M via τ is a (ϕ,∇)-module over E [[X − t]]0. By applying the
construction in §5.2 to τ∗M , we denote each resulting object by the same symbol as in §5.2, that is, we
obtain the following ϕ-modules over E :
Sol(M) = Sol(τ∗M) = Hom∇E[[X−t]]0(τ
∗M, E{X − t}),
Sol•(M) = Sol•(τ
∗M) = {f ∈ Sol(M); f(τ∗M) ⊂ E [[X − t]]•},
V (M) = V (τ∗M) = (τ∗M ⊗E[[X−t]]0 E{X − t})
∇,
V (M)• = V (τ∗M)• = (Sol•(M))
⊥,
where (·)⊥ denotes the orthogonal part with respect to the perfect pairing V (M)⊗E Sol(M)→ E .
The feature in the case of E is that the log-growth filtration V (M)• descends to M .
Definition 5.3. Let M be a (ϕ,∇)-module over E of rank n. We say that M is solvable in E [[X − t]]λ if
dimE Solλ(M) = n. We say that M is bounded if M is solvable in E [[X − t]]0.
Note that if M is solvable in E [[X − t]]λ, then any subquotient of M as a (ϕ,∇)-module over E is also
solvable in E [[X − t]]λ.
Theorem 5.4 ([Rob75b, 2.6, 3.5],[CT09, Theorem 3.2, Proposition 3.9],[CT11, Theorem 2.2]). Let M be
a (ϕ,∇)-module over E. For any real number λ, there exists a unique (ϕ,∇)-submodule Mλ of M such
that an equality
Solλ(M) = Sol(M/M
λ)
holds in Sol(M), where Sol(M/Mλ) is canonically regarded as a subspace of Sol(M). Equivalently, Mλ
is characterized as the minimal (ϕ,∇)-submodule of M such that M/Mλ is solvable in E [[X − t]]λ.
Definition 5.5 ([CT09, Definition 3.8]). Let M be a (ϕ,∇)-module over E . We call {Mλ;λ ∈ R} the
log-growth filtration of M . The quotient M/M0 is called the bounded quotient of M . Note that we have
Mλ = M for λ < 0 by definition.
We gather some basic facts on the log-growth filtration.
Lemma 5.6. Let M be a (ϕ,∇)-module over E.
(i) ([CT09, Theorem 3.2 (2), Corollary 3.5]) The filtrationM• is decreasing, exhaustive, and separated.
(ii) ([CT09, Theorem 3.2 (4)]) If M 6= 0, then Mλ 6= M for λ ≥ 0. In particular, the minimum slope
of M• is equal to zero.
Lemma 5.7 ([CT09, Proposition 3.6]). Let f :M → N be a morphism of (ϕ,∇)-modules over E.
(i) f(M•) ⊂ N•.
(ii) If f is surjective, then f(M•) = N•.
Lemma 5.8. For (ϕ,∇)-modules M1, . . . ,Mn over E, there exists a canonical isomorphism (⊕
n
i=1Mi)
• ∼=
⊕ni=1M
•
i .
Proof. By applying Lemma 5.7 (i) to the canonical injection Mi →֒ ⊕ni=1Mi, we obtain ⊕
n
i=1M
λ
i ⊂
(⊕ni=1Mi)
λ. The converse follows by applying Lemma 5.7 (ii) to the canonical surjection ⊕ni=1Mi →
Mi.
Proposition 5.9 ([CT09, Proposition 6.2, Corollary 6.5]). Let M be a (ϕ,∇)-module over E. If M is
pure as a ϕ-module, then M is bounded, i.e., M0 =M .
Finally, we recall some facts on Frobenius slope filtration for a (ϕ,∇)-module M . Let S•(M) denote
Frobenius slope filtration on M (Theorem 4.6). Then each Sλ(M) is a (ϕ,∇)-submodule of M ([CT09,
Proposition 6.2]). We should remark that each graded piece of S•(M) is bounded by Proposition 5.9, in
particular, any (ϕ,∇)-module over E is a successive extension of bounded (ϕ,∇)-modules over E . This
fact distinguishes (ϕ,∇)-modules over E from those over Rbd.
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5.4 Pure of bounded quotient
Ultimately, we would like to compare log-growth filtrations and Frobenius slope filtrations. However there
exists a difference between Frobenius structures and differential structures, which cannot be ignored: the
twisting operationM 7→M(c) in §3.1 does change Frobenius structures while does not change differential
structures. Chiarellotto and Tsuzuki introduce the following notion for (ϕ,∇)-modules, which is necessary
to formulate Chiarellotto-Tsuzuki conjecture 7.2.
Definition 5.10 ([CT11, Definition 5.1]). (i) A (ϕ,∇)-module M over E is said to be pure of bounded
quotient (called PBQ for simplicity) if M/M0 is pure as a ϕ-module. By Theorem 5.4, this is
equivalent to say that Sol0(M) is pure as a ϕ-module over E .
(ii) A (log-)(ϕ,∇)-module M over K[[t]]0 or Rbd is said to be pure of bounded quotient (called PBQ for
simplicity) if the generic fiber ME of M is PBQ as a (ϕ,∇)-module over E .
For simplicity, we define that M = 0 is PBQ.
We give some first properties.
Lemma 5.11. Let M be a (ϕ,∇)-module over E. Then the following are equivalent.
(i) M is PBQ.
(ii) If Q is a quotient of M as a (ϕ,∇)-module such that Q is bounded (Definition 5.3), then Q is pure
as a ϕ-module over E.
Proof. (i)⇒(ii) By Theorem 5.4, there exists a surjection of (ϕ,∇)-modules M/M0 → Q. Hence Q is
pure.
(ii)⇒(i) Apply (ii) to Q =M/M0.
Corollary 5.12 ([CT11, Proposition 5.3]). Let M be a (ϕ,∇)-module over K[[t]]0,Rbd, or E. Then any
quotient Q of M as a (ϕ,∇)-module is PBQ.
Proof. It suffices to prove the assertion in the case of E , where the assertion follows the previous lemma.
6 Examples of (ϕ,∇)-modules
In this section, we give some examples of (ϕ,∇)-modules. In §6.1, we calculate their log-growth filtrations
and Frobenius slope filtrations, and compare the two filtrations. In §6.2, we also explain whether some
examples in §6.1 are PBQ or not by calculating the bounded quotients. Some examples will be useful as
counterexamples to some questions. This section is an exposition of examples, hence, we do not hesitate
to use some results, which will be proved later in this paper.
6.1 Log-growth filtrations and Frobenius slope filtrations
Example 6.1 (the rank one case). Let M be a (ϕ,∇)-module of rank one over Rbd solvable in Rlog. We
claim that M is trivial as a ∇-module over Rbd, in particular, Sol0(M) = Sol(M). Let {e} be a basis of
M . Since M ⊗Rbd R is a trivial ∇-module over R by Lemma 3.4, there exists c ∈ (R)
× = (Rbd)× such
that {ce} is a basis of V (M), which implies the claim.
By the above claim, we may choose a horizontal basis e ∈M . Write ϕ(e) = ae with a ∈ K. Let λmax
denote the maximum Frobenius slope of ME . Since the map e 7→ 1 is a basis of Sol(M), the Frobenius
slope of Sol(M) is equal to − log |a|/ log |q|, which is also equal to −λmax. Hence we have
Solλ(M) = Sλ−λmax(Sol(M)) =
{
0 if λ ∈ (−∞, 0),
Sol(M) if λ ∈ [0,+∞).
By a similar argument,
Solλ(M
∨) = Sλ+λmax(Sol(M
∨)) =
{
0 if λ ∈ (−∞, 0),
Sol(M∨) if λ ∈ [0,+∞).
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Let M be a (log-)(ϕ,∇)-module over K[[t]]0 of rank one. Then M is trivial as a (log-)∇-module over
K[[t]]0. In fact, since M ⊗K[[t]]0 R
bd is a trivial ∇-module over Rbd, the assertion follows from [Ked10,
Proposition 17.2.5]. We can calculate the log-growth filtration and Frobenius slope filtration similarly as
above.
Let M be a (ϕ,∇)-module over E of rank one. Then M is bounded since τ∗M is a trivial ∇-module
over E [[X − t]]0. We can calculate the log-growth filtration and Frobenius slope filtration similarly as
above.
Example 6.2 (direct sum). Let M = K[[t]]0 ⊕ K[[t]]0(q). Let e1 = (1, 0), e2 = (0, 1). Then Sol(M)
admits the basis {f1, f2} defined by f1 : (e1, e2) 7→ (0, 1), f2 : (e1, e2) 7→ (1, 0). We have ϕ(f1, f2) =
(f1, f2) Diag(q
−1, 1). Hence we have
Solλ(M) =
{
0 if λ ∈ (−∞, 0),
Sol(M) if λ ∈ [0,+∞),
Sλ−1(Sol(M)) =


0 if λ ∈ (−∞, 0),
Kf1 if λ ∈ [0, 1),
Sol(M) if λ ∈ [1,+∞).
Example 6.3. Assume ϕ(t) = tq. Let µ ∈ [0, 1] ∩Q such that qµ ∈ (K×)ϕK=1. We define the rank two
(ϕ,∇)-module Mµ over K[[t]]0 with the basis {e1, e2}, whose matrix presentation is given by
Aµ =
(
1 −qµt
0 qµ
)
, Gµ =
(
0 gµ
0 0
)
,
where gµ =
∑∞
i=0 q
(1−µ)itq
i−1 ∈ K[[t]]0. We put
xµ =
∫
gµdt =
∞∑
i=0
q−µitq
i
∈ K{t}.
Then xµ is exactly of log-growth µ. The solution space Sol(Mµ) admits the basis {f1, f2} defined by
f1 : (e1, e2) 7→ (0, 1), f2 : (e1, e2) 7→ (1, xµ).
We also have, by noting ϕ(xµ) = q
µxµ − qµt,
ϕ(f1, f2) = (f1, f2) Diag(q
−µ, 1).
Hence we have
Solλ(Mµ) = Sλ−µ(Sol(Mµ)) =


0 if λ ∈ (−∞, 0),
Kf1 if λ ∈ [0, µ),
Sol(Mµ) if λ ∈ [µ,+∞).
The matrix presentation of the dual M∨µ with respect to the dual basis {e
∨
1 , e
∨
2 } of {e1, e2} is given by
t(A−1µ ) =
(
1 0
t q−µ
)
,−tGµ =
(
0 0
−gµ 0
)
.
Hence Sol(M∨µ ) admits the basis {h1, h2} defined by
h1 : (e
∨
1 , e
∨
2 ) 7→ (1, 0), h2 : (e
∨
1 , e
∨
2 ) 7→ (−xµ, 1),
which satisfies
ϕ(h1, h2) = (h1, h2) Diag(1, q
µ).
Hence we have
Solλ(M
∨
µ ) = Sλ(Sol(M
∨
µ )) =


0 if λ ∈ (−∞, 0),
Kh1 if λ ∈ [0, µ),
Sol(M∨µ ) if λ ∈ [µ,+∞).
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Example 6.4 (pushout; a generalization of [CT11, Example 5.2 (3)]). Let notation and assumption be
as in Example 6.1.3. Let µ, δ ∈ [0, 1] ∩ Q such that qµ, qδ ∈ (K×)ϕK=1, and µ < δ. We define the rank
three (ϕ,∇)-module Mµ,δ over K[[t]]0 with the basis {e1, e2, e3}, whose matrix presentation is given by
Aµ,δ =

1 −qµt −qδt0 qµ 0
0 0 qδ

 , Gµ,δ =

0 gµ gδ0 0 0
0 0 0

 .
Actually, Mµ,δ satisfies a pushout diagram
K[[t]]0 //

Mµ

Mδ // Mµ,δ.
Then Sol(M) admits the basis {f1, f2, f3} defined by
f1 : (e1, e2, e3) 7→ (0, 0, 1), f2 : (e1, e2, e3) 7→ (0, 1, 0), f3 : (e1, e2, e3) 7→ (1, xµ, xδ),
which satisfies
ϕ(f1, f2, f3) = (f1, f2, f3) Diag(q
−δ, q−µ, 1).
Therefore
Solλ(Mµ,δ) =


0 if λ ∈ (−∞, 0),
Kf1 ⊕Kf2 if λ ∈ [0, δ),
Sol(Mµ,δ) if λ ∈ [δ,+∞),
Sλ−δ(Sol(Mµ,δ)) =


0 if λ ∈ (−∞, 0),
Kf1 if λ ∈ [0, δ − µ),
Kf1 ⊕Kf2 if λ ∈ [δ − µ, δ),
Sol(Mµ,δ) if λ ∈ [δ,+∞).
In particular, Sλ−δ(Sol(Mµ,δ)) ⊂ Solλ(Mµ,δ) with equality unless λ ∈ [0, δ − µ).
The matrix presentation of the dual M∨µ,δ with respect to the dual basis {e
∨
1 , e
∨
2 , e
∨
3 } of {e1, e2, e3} is
given by
t(A−1µ,δ) =

1 0 0t q−µ 0
t 0 q−δ

 ,−tGµ,δ =

 0 0 0−gµ 0 0
−gδ 0 0

 .
As in Example 6.1.3, Sol(M∨µ,δ) admits the basis {h1, h2, h3} defined by
h1 : (e
∨
1 , e
∨
2 , e
∨
3 ) 7→ (1, 0, 0), h2 : (e
∨
1 , e
∨
2 , e
∨
3 ) 7→ (−xµ, 1, 0), h3 : (e
∨
1 , e
∨
2 , e
∨
3 ) 7→ (−xδ, 0, 1),
which satisfies
ϕ(h1, h2, h3) = (h1, h2, h3) Diag(1, q
µ, qδ).
Therefore
Solλ(M
∨
µ,δ) = Sλ(Sol(M
∨
µ,δ)) =


0 if λ ∈ (−∞, 0),
Kh1 if λ ∈ [0, µ),
Kh1 ⊕Kh2 if λ ∈ [µ, δ),
Sol(M∨µ,δ) if λ ∈ [δ,+∞).
Example 6.5 (tensor product). Let notation and assumption be as in Example 6.1.3. We consider
M =Mµ ⊗K[[t]]0 M
∨
µ with the following basis
e1 = e1 ⊗ e
∨
2 , e2 = e1 ⊗ e
∨
1 − e2 ⊗ e
∨
2 , e3 = e2 ⊗ e
∨
1 , e4 = e1 ⊗ e
∨
1 + e2 ⊗ e
∨
2 .
Then the matrix presentation is given by

q−µ 2t −qµt2 0
0 1 −qµt 0
0 0 qµ 0
0 0 0 1

 ,


0 −2gµ 0 0
0 0 gµ 0
0 0 0 0
0 0 0 0

 .
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Thus M splits into the direct sum of two modules defined by {e1, e2, e3} and e4 respectively: the first
one is the kernel of the canonical pairing M ⊗K[[t]]0 M
∨ → K[[t]]0, and the decomposition is nothing but
a splitting of the pairing. The solution space Sol(M) admits the basis {f1, f2, f3, f4} defined by
f1 : (e1, e2, e3, e4) 7→ (0, 0, 0, 1), f2 : (e1, e2, e3, e4) 7→ (0, 0, 1, 0),
f3 : (e1, e2, e3, e4) 7→ (0, 1, xµ, 0), f4 : (e1, e2, e3, e4) 7→ (1,−2xµ,−x
2
µ, 0),
We also have
ϕ(f1, f2, f3, f4) = (f1, f2, f3, f4) Diag(1, q
−µ, 1, qµ).
Note that x2µ =
∑
i,j∈N q
−µ(i+j)tq
i+qj =
∑
i>j∈N q
−µ(i+j)tq
i+qj +
∑
i∈N 2q
−2µit2q
i
is exactly of log-growth
2µ since so is
∑
i∈N 2q
−2µit2q
i
. Hence we have
Solλ(M) =


0 if λ ∈ (−∞, 0),
Kf1 ⊕Kf2 if λ ∈ [0, µ),
Kf1 ⊕Kf2 ⊕Kf3 if λ ∈ [µ, 2µ),
Sol(M) if λ ∈ [2µ,+∞),
Sλ−µ(Sol(M)) =


0 if λ ∈ (−∞, 0),
Kf2 if λ ∈ [0, µ),
Kf1 ⊕Kf2 ⊕Kf3 if λ ∈ [µ, 2µ),
Sol(M) if λ ∈ [2µ,+∞).
We also note that∑
ε+δ=λ
Solε(Mµ)⊗K Solδ(M
∨
µ ) =
∑
ε+δ=λ
Sε−µ(Sol(Mµ))⊗K Sδ(Sol(M
∨
µ )) = Sλ−µ(Sol(M))
by Example 6.1.3 and Lemma 4.8 (II)-(iii). In particular,
∑
ε+δ=λ Solε(Mµ) ⊗K Solδ(M
∨
µ ) ⊂ Solλ(M)
with equality unless λ ∈ [0, µ).
Example 6.6 (symmetric square). Let M be a (ϕ,∇)-module over K[[t]]0 of rank 2 such that (a) M is
not a trivial ∇-module over K[[t]]0, and, (b) there exists a rank one (ϕ,∇)-submodule M ′ of M . We will
calculate the growth filtrations and Frobenius slope filtrations of M⊗2 and Sym2M by assuming several
results including Theorem 7.2.
We start by calculating Sol•(M) and S•(M), which can be seen as a generalization of Example
6.1.3. By Christol transfer theorem ([CT09, Proposition 4.3]), ME is not bounded. Hence M is PBQ by
Example 6.2.2. By Example 6.1.1, M ′,M/M ′ are trivial ∇-modules over K[[t]]0. Let {e1, e2} be a basis
of M such that e1 is a horizontal element of M
′, and e2 is a lift of a horizontal element of M/M
′. Then
Sol(M) admits a basis {f1, f2} such that f1(e1, e2) = (0, 1) and f2(e1, e2) = (1, x) for some x ∈ K[[t]].
Let {0, λ} be the slope multiset of M•E , or, equivalently, of Sol•(ME). By the non-boundedness of ME ,
we have λ > 0. We claim that the slope multiset of Sol•(M) is equal to {0, λ}. Since f1 ∈ Sol0(M),
the slope multiset of Sol•(M) is of the form {0, λ′}. By the semicontinuity theorem on the log-growth
Newton polygons (Corollary 13.8), we have λ′ = λ. By the claim, together with Lemma 13.2, we have
Solµ(M) = 0 if µ ∈ (−∞, 0), Solµ(M) = Kf1 if µ ∈ [0, λ), and Solµ(M) = Sol(M) otherwise. By
Theorem 7.2 (i), f2 is exactly of log-growth λ, hence, x is exactly of log-growth λ. Since M is PBQ,
we have Sol•(M) = S•−λmax(Sol(M)) by Theorem 7.2 (ii), where λmax denotes the maximum Frobenius
slope of ME . Moreover, ϕ acts on {f1, f2} as an upper triangular matrix (αij)i≤j with |α11| = |q
−λmax |
and |α22| = |qλ−λmax |.
For a given a, b, c, d ∈ K, put f = a(f1 ⊗ f1) + b(f1 ⊗ f2 − f2 ⊗ f1) + c(f1 ⊗ f2) + d(f2 ⊗ f2). Then,
we have
f(e1 ⊗ e1, e1 ⊗ e2, e2 ⊗ e1, e2 ⊗ e2) = (d,−b+ dx, b+ c+ dx, a+ cx+ dx
2).
By Proposition 15.6, 2λ is a slope of Sol•(M
⊗2), which implies that x2 is exactly of log-growth 2λ. Hence
we obtain
Solµ(M
⊗2) =


0 if µ ∈ (−∞, 0),
K(f1 ⊗ f1)⊕K(f1 ⊗ f2 − f2 ⊗ f1) if µ ∈ [0, λ),
K(f1 ⊗ f1)⊕K(f1 ⊗ f2 − f2 ⊗ f1)⊕K(f1 ⊗ f2) if µ ∈ [λ, 2λ),
Sol(M⊗2) if µ ∈ [2λ,+∞).
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In particular, f2 ⊗ f2 /∈ Solµ(M⊗2) for any µ < 2λ. We also have Sµ−2λmax(Sol(M
⊗2)) = K(f1 ⊗ f1) (
Solµ(M
⊗2) if µ ∈ [0, λ), and Sµ−2λmax(Sol(M
⊗2)) = Solµ(M
⊗2) otherwise.
Since f1 ⊗ f1, f1 ⊗ f2 + f2 ⊗ f1, and f2 ⊗ f2 ∈ Sol(M⊗2) kill e1 ⊗ e2 − e2 ⊗ e1, they can be regarded
as a basis of Sol(Sym2M). The above calculation of Sol•(M
⊗2) implies
Solµ(Sym
2M) =


0 if µ ∈ (−∞, 0),
K(f1 ⊗ f1) if µ ∈ [0, λ),
K(f1 ⊗ f1)⊕K(f1 ⊗ f2 + f2 ⊗ f1) if µ ∈ [λ, 2λ),
Sol(Sym2M) if µ ∈ [2λ,+∞).
We also have Sµ−2λmax(Sol(Sym
2(M))) = Solµ(Sym
2(M)) for an arbitrary µ by using the strictness of
Frobenius slope filtration.
Example 6.7 (Bessel overconvergent F -isocrystal). In this example, we will study Bessel overconvergent
F -isocrystal MBessel constructed by Dwork ([Dwo74]). We adopt the following treatment in [Tsu98,
Example 6.2.6]. Assume for simplicity that k is algebraically closed. Let X be a connected smooth curve
over k. Then one can define the (bounded, integral) Robba ring R
(bd,int)
s at an arbitrary closed point
s ∈ X , which is non-canonically isomorphic to R(bd,int) ([Tsu98, 6.1]). Let U be a non-empty open
subscheme of X , and Z = X \ U . Let M be an overconvergent F -isocrystal on U/K around Z. Then
one can define a corresponding (ϕ,∇)-module Ms over R
bd
s for any closed point s ∈ X . In the case
that M is given by the first relative rigid cohomology associated to Legendre family of elliptic curves,
the log-growth filtration and the Frobenius slope filtration of Ms are determined by Dwork (see [CT09,
§7.4]).
We briefly recall a few properties of MBessel. Let p 6= 2. Assume that K contains Dwork’s π, that is,
πp−1 = −p, and ϕ is a p-power Frobenius lift on K such that ϕ(π) = π (such a ϕ exists if K is obtained
by the fraction field of the ring of Witt vectors over k then adjoining π). Put X = P1k, Z = {0,∞}, and
U = X \ Z. Then MBessel is an overconvergent F -isocrystal of rank 2 on U/K around Z. If s 6= 0,∞,
thenMBessels ⊗Rbds Rs is unipotent sinceM
Bessel
s descends to K[[t]]0. We will studyM
Bessel
s for s = 0,∞,
where some particular phenomena are observed.
• At s = 0
We identify R
(bd)
0 as R
(bd), where ϕ on R is an absolute p-power Frobenius lift. Then the (ϕ,∇)-
module MBessel0 over R
bd descends to a log-(ϕ,∇)-module M0 over K[[t]]0, whose matrix presentation
(A,G) satisfying: A = (aij) ∈M2(OK [[t]]);
A|t=0 =
(
1 a12|t=0
0 p
)
; (6.7.1)
A ≡
(
1 0
0 0
)
mod πOK [[t]]; (6.7.2)
detA = p; (6.7.3)
G =
(
0 −1
−π2t 0
)
.
The slope multiset of S•(M0/tM0) is equal to {0, 1} by (6.7.1). Let {s1, s2} denote the slope multiset of
S•((M0)E ). By (6.7.3), s1+ s2 = 1. By (6.7.2), s1 or s2 is equal to 0, which implies {s1, s2} = {0, 1}. We
will compute Sol(M0), which is canonically isomorphic to Sol(MBessel0 ) (Lemma 5.2). Put
b =
∞∑
i=0
(π2t)i/i!2, c = −2
∞∑
i=0
(1 + 1/2 + · · ·+ 1/i)(π2t)i/i!2.
Since |πi| ≤ |i!| for i ∈ N, we have b ∈ K[[t]]0, c ∈ K[[t]]1. Since we have, for i = pr,
|(1 + 1/2 + · · ·+ 1/i)π2i|/|i!2| = ip−2i/(p−1)/p−2(i−1)/(p−1) = ip−2/(p−1),
c is exactly of log-growth 1. By a direct calculation (see [Dwo74, §5]), Sol(M0) admits the K-basis {f1, f2}
defined by
f1 : (e1, e2) 7→ (−tdb/dt, b), f2 : (e1, e2) 7→ (−tdc/dt− b− tdb/dt · log t, c+ b · log t).
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Hence we have
Solλ(M0) =


0 if λ ∈ (−∞, 0),
Kf1 if λ ∈ [0, 1),
Sol(M0) if λ ∈ [1,+∞).
We have (b, tdb/dt) · tA = (b, tdb/dt) by [Dwo74, (5.6)] since tA is equal to A(t) in [Dwo74]. By the above
equation and (6.7.3), we have ϕ(f1) = p
−1f1. Since the slope multiset of S•(Sol(M0)) is equal to {−1, 0},
we have
S•−1(Sol(M0)) = Sol•(M0).
• At s =∞
To avoid a complication, we will consider a quadratic extension Rbd of Rbd∞ as the base ring (see
[Tsu98, Example 6.2.6]), whose quadruple structure satisfies:
• ϕ is a p-power Frobenius lift such that ϕ(t) = 2p−1tp;
• ∇ : Rbd → ΩRbd = R
bd · dt/t; f 7→ tdf/dt · dt/t;
• ϕ(dt/t) = p(dt/t).
Then the (ϕ,∇)-module M∞ = Rbde1 ⊕Rbde2 corresponding to MBessel∞ satisfies
Dlog(e1 e2) = (e1 e2)
(
0 2
π2/2t2 0
)
,
where Dlog denotes the differential on M∞ with respect to dt/t. The (ϕ,∇)-module M∞ ⊗Rbd R over
R is quasi-unipotent in the sense of [Tsu98, Definition 4.1.1 (2)], but not unipotent. Actually, one can
prove Sol(M∞) = 0 by using the fact {f ∈ R;D2log(f) = (π/t)
2f} = 0. Hence M∞ is beyond the scope
of this paper, however, we can treat M∞ in the following ad-hoc manner.
We recall some results in [Ked05b, §2]. Since Rint is a henselian discrete valuation ring, there exists
an equivalence of Galois categories
{finite e´tale extensions of k((t))} → {finite e´tale extensions of Rint};F 7→ R(F )int.
We put R(F )bd = R(F )int ⊗Rint R
bd. Then, for any f ∈ R(F )bd, we can define a norm |f |r for all
sufficiently small r > 0 and r = 0 so that if f ∈ Rr, then |f |r coincides with |f |r in Definition 1.1
(i). Via a completion, we obtain the ring R(F ), which is non-canonically isomorphic to the Robba ring
with coefficients in K. We can endow R(F )(bd) with a quadruple structure extending that of R(bd), in
particular, the log-differential Dlog = td/dt on R(bd) uniquely extends to a differential Dlog : R(F )(bd) →
R(F )(bd). Moreover, one can endow R(F ) with the log-growth filtration Fil•R(F ) as in Definition 2.1,
which satisfies similar properties as in Lemma 2.8.
We will construct a finite e´tale extension of Rbd, which kills the “ramification” of M∞. Let F1, F2 be
the finite Galois extensions of k((t)) defined by the equations x2 − t = 0, yp − y + 1/t = 0 respectively.
We put F = F1F2. Then F/k((t)) is a cyclic extension of degree 2p. We will describe R(F )
int as follows.
Obviously, we may identify R(F1)int as Rint[X ]/(X2 − t)Rint[X ]. Note that exp (pπ/t) converges on
p−1 < |t|, and
exp (pπ/t) =
∞∑
i=0
(piπi/i!)t−i = 1 + pπ/t+ p2π2/t2 + · · · ∈ 1 + pπRint
We consider the polynomial of the variable Y
((πY + 1)p − exp (pπ/t))/πp = Y p −
p−1∑
i=1
(
p
i
)
p−1πi−1Y i + (exp (pπ/t)− 1)/pπ ∈ Rint[Y ],
which is a lift of yp − y + 1/t ∈ k((t))[y]. Hence we may identify R(F2)
int as Rint[Y ]/(((πY + 1)p −
exp (pπ/t))/πp)Rint[Y ]. We denote the images of X, 1 + πY in R(F )int by t1/2, exp (π/t) respectively,
and denote exp (−π/t) by (1 + πY )−1. Then R(F )bd/Rbd is a 2p-Kummer extension such that
Gal(R(F )bd/Rbd) ∼= µ2(K)× µp(K);σ 7→ (σ(t
1/2)/t1/2, σ(exp (π/t))/ exp (π/t)), (6.7.4)
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where µi(K) denotes the set of i-th roots of unity in K. By a formal calculation, we have
Dlog(t
1/2) = 1/2, Dlog(exp (±π/t)) = ∓(π/t) exp (±π/t).
Instead of Sol(M∞), we consider the set of R(F )-valued solutions of M∞ (cf. [Chr83, 3.3.6.1]), that
is, the set of R(F )bd-linear map f :M∞ →R(F ) satisfying f ◦Dlog = Dlog ◦ f . Then Sol(M∞,R(F )) is
a K-vector space of dimension 2 with the basis {f+, f−} characterized by
f±(e2) = t
1/2 exp (±π/t)u± ∈ R(F ) with u± =
∞∑
i=0
(±1)i{((2i− 1)!!)2/(8π)ii!}ti ∈ R
where (2i − 1)!! =
∏i
j=1(2j − 1) for i ≥ 1 and (−1)!! = 1 (see [Tsu98, Example 6.2.6]). T. Nakagawa
([Nak13, Example 3.11 (ii)]) proves that u+, and hence u−, is exactly of log-growth 1/2 by a Newton
polygon argument. We give an alternative proof for the reader’s convenience. For x ∈ R, denote ⌊x⌋ the
maximum integer less than or equal to x. Then ⌊2x⌋ ≥ 2⌊x⌋ for x ∈ R. Hence vp((2i)!) ≥ 2vp(i!), and,
2vp((2i)!) − 3vp(i!) ≥ vp((2i)!)/2, where vp(·) = − logp | · |. Put ui = ((2i − 1)!!)
2/(8π)ii! ∈ K. Then we
have
vp(ui) = vp(((2i)!)
2/(2ii!)2(8π)ii!) = 2vp((2i)!)− 3vp(i!)− i/(p− 1) ≥ (vp((2i)!)− 2i/(p− 1))/2.
If 2i ∈ [pr−1, pr), then
vp((2i)!)− 2i/(p− 1) =
r−1∑
j=1
(⌊2i/pj⌋ − (2i/pj))−
∞∑
j=r
2i/pj ≥
r−1∑
j=1
(−1)− 2i/pr−1(p− 1) ≥ −r.
Hence vp(ui) ≥ −(⌊logp 2i⌋ + 1) for an arbitrary i ∈ N≥1, with equality when 2i = p
r − 1 by a direct
calculation. Thus u+ is exactly of log-growth 1/2. One can endow Sol(M∞,R(F )) with a natural
structure of a ϕ-module over K. Thus we obtain the Frobenius slope filtration S•(Sol(M∞,R(F ))). We
also define the growth filtration
Solλ(M∞,R(F )) = {f ∈ Sol(M∞,R(F )); f(M∞) ⊂ FilλR(F )}, λ ∈ R.
We will prove
Solλ(M∞,R(F )) = Sλ−1(Sol(M∞,R(F ))) =
{
0 if λ ∈ (−∞, 1/2),
Sol(M∞,R(F )) if λ ∈ [1/2,+∞).
Since the slope multiset of the slope filtration S•(M∞⊗RintR) in the sense of [Tsu98, Definition 5.1.1] is
equal to {1/2, 1/2} due to Tsuzuki, that of Sol(M∞,R(F )) is equal to {−1/2,−1/2}, which implies the
assertion for the Frobenius slope filtration. By Nakagawa’s result, Sol1/2(M∞,R(F )) = Sol(M∞,R(F )).
It suffices to prove that Solλ(M∞,R(F )) = 0 for any λ ∈ (−∞, 1/2). Suppose the contrary, that is, there
exists a non-zero f ∈ Solλ(M∞,R(F )) for some λ ∈ (−∞, 1/2). Write f = c+f+ + c−f− with c± ∈ K.
We choose ζ ∈ µp(K), ζ 6= 1, and let σ ∈ Gal(R(F )bd/Rbd) be the element corresponding to (1, ζ) under
(6.7.4). The Galois group Gal(R(F )bd/Rbd) acts on Solλ(M∞,R(F )) via the conjugation, and we have
(fσ − ζ∓f)(e2) = ±(ζ − ζ
−1)c±t
1/2 exp (±π/t)u± ∈ FilλR(F ).
Hence either t1/2 exp (π/t)u+ or t
1/2 exp (−π/t)u− belongs to FilλR(F ). Since t1/2, exp (±π/t) ∈ Fil0R(F )
by t, exp (±pπ/t) ∈ Rbd = Fil0R, either u+ or u− belongs to FilλR, which contradicts to u± /∈ FilλR(F ).
6.2 The bounded quotient
Example 6.8 (the rank one case). An arbitrary rank one (ϕ,∇)-module over K[[t]]0,Rbd, or E is PBQ
by definition. In particular, M0E = 0.
Example 6.9 (the rank two case). Let M be a (ϕ,∇)-module over E of rank two. Then the following
are equivalent:
(a) M is not PBQ;
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(b) M is bounded and not pure as a ϕ-module over E .
In fact, since any rank one ϕ-module over E is pure, (a) is equivalent to say that M/M0 is of rank two,
i.e., M0 = 0, and is not pure, which implies (b). Conversely, if (b) holds, then M0 = 0, hence, (a) holds.
Note that (a) is equivalent to
(a)’ M∨ is not PBQ
by the dual-invariance of the condition (b).
Thus the following are equivalent:
(i) M is PBQ;
(ii) M∨ is PBQ;
(iii) M is either non-bounded or pure as a ϕ-module over E .
Example 6.10. With notation and assumption as in Example 6.1.3, put M = Mµ. Since ME is not
pure as a ϕ-module, M and M∨ are PBQ by Example 6.2.2. More precisely, we have M0E = Ee1 and
(M∨)0E = Ee
∨
2 . We will verify the first equality. Since ME/Ee1
∼= E(qµ) implies M0E ⊂ Ee1 by Theorem
5.4. SupposeM0E = 0. ThenM is trivial as a ∇-module overK[[t]]0 by Christol’s transfer theorem ([CT09,
Proposition 4.3]), which contradicts to dimK Sol0(M) = 1 < 2. By a similar argument, we obtain the
second equality.
Example 6.11. With notation and assumption as in Example 6.1.4, we have (Mµ,δ)
0
E = Ee1. Moreover,
Mµ,δ is not PBQ. Put M = Mµ,δ for simplicity. Recall that there exists an exact sequence of (ϕ,∇)-
modules over K[[t]]0
0→ K[[t]]0 →Mµ ⊕Mδ →M → 0. (6.11.1)
By applying Lemma 11.6 to (6.11.1) with λ = 0, we obtain an exact sequence of (ϕ,∇)-modules over E
E → (Mµ)E/(Mµ)
0
E ⊕ (Mδ)E/(Mδ)
0
E →ME/M
0
E → 0,
where the first arrow is the zero map by Example 6.2.3. Hence dimEM
0
E = 1. Since ME/Ee1
∼= E(qµ)⊕
E(qδ) is trivial, in particular, bounded, we have M0E ⊂ Ee1. Thus M
0
E = Ee1. By the above isomorphism
and the assumption µ < δ, M is not PBQ.
We also prove (M∨)0E = Ee
∨
2 ⊕Ee
∨
3 , in particular,M
∨ is PBQ. Since (M∨)0E/(Ee
∨
2 ⊕Ee
∨
3 )
∼= E is trivial,
and hence, bounded, we have (M∨)0E ⊂ Ee
∨
2 ⊕ Ee
∨
3 . By applying Lemma 11.6 to the dual of (6.11.1),
there exists an exact sequence of (ϕ,∇)-modules over E
0→ (M∨)E/(M
∨)0E → (M
∨
µ )E/(M
∨
µ )
0
E ⊕ (M
∨
δ )E/(M
∨
δ )
0
E → E → 0.
Hence dimE(M
∨)0E = 2, which implies the assertion.
Finally, note that ME is indecomposable in the category of (ϕ,∇)-modules over E ; if not, there exists
a non-trivial decomposition M∨E = N1 ⊕ N2. Hence M
∨
E /(M
∨
E )
0 ∼= N1/N01 ⊕ N2/N
0
2 (Lemma 5.8) is of
dimension greater than or equal to 2 by Lemma 5.6 (ii), which is a contradiction.
Example 6.12. With notation and assumption as in Example 6.1.5, put N = K[[t]]0e1⊕K[[t]]0e2. Then
N is a (ϕ,∇)-submodule ofM , and the quotient Q =M/N ∼= K[[t]]0(qµ)⊕K[[t]]0 is trivial as a ∇-module.
We will prove M0E = NE ; as a corollary, M is not PBQ. Since QE is bounded (even trivial), M
0
E ⊂ NE .
We have N0E = Ee1 by a similar argument as in Example 6.1.3. Hence e1 ∈ N
0
E ⊂ M
0
E by Lemma 5.7
(i). Suppose M0E 6= NE . Then M
0
E = Ee1, hence, the bounded quotient P := ME/M
0
E contains a copy
of (Mµ)E (generated by the images of e2, e3). Since (Mµ)
0
E 6= 0 by Example 6.2.3, we have P
0 6= 0 by
Lemma 5.7 (i), which contradicts to the boundedness of P .
Example 6.13 (direct sum). Put M = K[[t]]0⊕K[[t]]0(q) as in Example 6.1.2. Then ME is bounded and
not PBQ. More generally, we have the following criterion:
Lemma 6.14. Let R be either K[[t]]0,Rbd, or E. Let M1, . . . ,Mn be non-zero (ϕ,∇)-modules over R.
The following are equivalent.
(i) The direct sum ⊕ni=1Mi is PBQ.
(ii) M1, . . . ,Mn are PBQ, and λmax(M1 ⊗R E) = · · · = λmax(Mn ⊗R E).
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Proof. By definition, we may assume R = E .
(i)⇒(ii) By regarding Mi as a quotient of ⊕ni=1Mi, Mi is PBQ by Corollary 5.12, and λmax(Mi) =
λmax(⊕ni=1Mi) = maxi=1,...,n λmax(Mi) by Slope criterion (Proposition 8.1).
(ii)⇒(i) Since Mi/M0i is pure of slope λmax(Mi) by Corollary 8.4, (⊕
n
i=1Mi)/(⊕
n
i=1Mi)
0 ∼= ⊕ni=1(Mi/M
0
i )
(Lemma 5.8 (i)) is also pure by assumption.
Example 6.15 (a non-PBQ submodule of a PBQ module). Let M be a PBQ (ϕ,∇)-module over K[[t]]0,
and N a (ϕ,∇)-submodule of M . If M is of rank one or two, then N is always PBQ (obvious). This
does not hold for M of a higher rank in general: for example, let M =M∨µ,δ with notation as in Example
6.1.4. Then N = K[[t]]0e
∨
2 ⊕K[[t]]0e
∨
3
∼= K[[t]]0(q−λ)⊕K[[t]]0(q−µ) is not PBQ.
Example 6.16 (symmetric square). Let M be a (ϕ,∇)-module over E of dimension two, which is not
bounded. We will prove that Sym2M is PBQ, and M⊗2 is not PBQ. By assumption and Lemma 5.6
(ii), we have dimEM
0 = 1. Hence we may apply Example 6.1.6 to τ∗M . Thus dimE Sol0(Sym
2M) = 1,
which implies the first assertion. Similarly, we have Sol0(M
⊗2) ) S−2λmax(Sol(M
⊗2)) 6= 0, where λmax
denote the maximum Frobenius slope of ME . Hence Sol0(M
⊗2) is not pure as a ϕ-module over E , which
implies the second assertion.
7 Chiarellotto-Tsuzuki conjecture and Main Theorem
In this section, we recall the statement of Chiarellotto-Tsuzuki conjecture over K[[t]]0 (Conjecture 7.2),
and an analogous statement over E (Theorem 7.4). We also state the main theorem in this paper (Theorem
7.6), which is an analogue of Chiarellotto-Tsuzuki conjecture over Rbd. In §7.4, we also prove that the
log-growth filtration is compatible with the base change of the coefficient K.
7.1 Chiarellotto-Tsuzuki conjecture over K[[t]]0
Without any assumption on M , we have the following relation between the log-growth filtration and
Frobenius slope filtration.
Proposition 7.1 ([CT11, Theorem 2.3 (2)]). Let M be a (ϕ,∇)-module over K[[t]]0. Let λmax be the
maximum Frobenius slope of ME . Then
V (M)λ ⊂ (Sλ−λmax(V (M
∨)))⊥,
or, equivalently,
Solλ(M) ⊃ Sλ−λmax(Sol(M))
for an arbitrary real number λ.
Proof. Since the first relation is verified in the reference, it suffices to prove the equivalence between the
two relations. The two canonical perfect pairings
V (M)⊗K Sol(M)→ K, V (M)⊗K V (M
∨)→ K
induce a canonical isomorphism V (M∨) ∼= Sol(M). Hence the two relations are equivalent by taking the
orthogonal parts.
The following conjecture due to Chiarellotto and Tsuzuki, first stated in [CT09, Conjecture 6.9] as a
slightly different (though equivalent) form, is denoted by LGFK[[t]]0 as in [CT11].
Chiarellotto-Tsuzuki conjecture 7.2 ([CT11, Conjecture 2.5]). Let M be a (ϕ,∇)-module over K[[t]]0.
(i) ([Ohk17, Theorem 3.7 (i)]) All slopes of the log-growth filtration V (M)• are rational, and V (M)λ =
∪µ>λV (M)µ for any λ.
(ii) Let λmax be the maximum Frobenius slope of ME . If M is PBQ, then
V (M)λ = (Sλ−λmax(V (M)
∨))⊥,
or, equivalently,
Solλ(M) = Sλ−λmax(Sol(M)).
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One may formulate an analogue of Chiarellotto-Tsuzuki conjecture 7.2 (even Proposition 7.1) for a
log-(ϕ,∇)-module over K[[t]]0.
We recall some known results on Chiarellotto-Tsuzuki conjecture 7.2 in order of time; in the rank one
case, the conjecture is trivial since M is trivial as ∇-module over K[[t]]0 (a very special case of [Dwo73a,
Theorem 1], or, Example 6.1.1). In [Dwo82], the case of Picard-Fuchs module associated to Legendre
family of elliptic curves is discussed (see [CT09, §7.4] for details). Both parts (i) and (ii) are verified
when M is of rank two ([CT09, Theorem 7.1 (2)]), or, when the bounded quotient of ME is trivial as
a ∇-module over E ([CT11, Theorem 6.5]). As a consequence of the second case, Theorem 7.4 below is
proved. It is also proved that part (ii) implies part (i) ([CT11, Proposition 7.3], or, Proposition 12.14
below). Recently, part (i) is proved unconditionally by the author in [Ohk17]. Part (ii) is also proved
when the number of Frobenius slopes of ME is equal to 2 ([Ohk17, Theorem 3.7 (ii)]).
7.2 Chiarellotto-Tsuzuki conjecture over E
Chiarellotto and Tsuzuki establish an analogous theory over E , which is technically easier thanks to
Theorem 5.4.
Proposition 7.3 ([CT11, Theorem 2.3 (1)]). LetM be a (ϕ,∇)-module over E. Let λmax be the maximum
Frobenius slope of M . Then
Mλ ⊂ (Sλ−λmax(M
∨))⊥,
or, equivalently,
Solλ(M) ⊃ Sλ−λmax(Sol(M))
for an arbitrary real number λ.
The following theorem is previously referred to as the conjecture LGFE in [CT11].
Theorem 7.4 ([CT11, Theorem 7.1]). Let M be a (ϕ,∇)-module over E.
(i) All slopes of the log-growth filtration M• are rational, and Mλ = ∪µ>λMµ for any λ.
(ii) Let λmax be the maximum Frobenius slope of M . If M is PBQ, then
Mλ = (Sλ−λmax(M
∨))⊥,
or, equivalently,
Solλ(M) = Sλ−λmax(Sol(M))
for an arbitrary real number λ.
7.3 Main Theorem — a generalization of Chiarellotto-Tsuzuki conjecture
over Rbd
In [Ohk17], the author gives an attempt to generalize Chiarellotto-Tsuzuki theory to Rbd. One of the
advantage to work with Rbd is that one can find a nice cyclic vector (“generic cyclic vector”) for a
Frobenius structure possibly after a finite e´tale extension ([Ohk17, Theorem 5.2]).
Proposition 7.5 ([Ohk17, Prospoition 4.18 (i)]). Let M be a (ϕ,∇)-module over Rbd solvable in Rlog.
Let λmax be the maximum Frobenius slope of ME . Then
V (M)λ ⊂ (Sλ−λmax(V (M
∨)))⊥,
or, equivalently,
Solλ(M) ⊃ Sλ−λmax(Sol(M))
for an arbitrary real number λ.
The following theorem is the main result in this paper; we state in a form compatible with Chiarellotto-
Tsuzuki conjecture 7.2 while part (i) is already proved in [Ohk17].
Theorem 7.6. Let M be a (ϕ,∇)-module over Rbd solvable in Rlog.
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(i) ([Ohk17, Theorem 4.19 (i)]) All slopes of the log-growth filtration V (M)• are rational, and V (M)λ =
∪µ>λV (M)µ for any λ.
(ii) (Main Theorem) Let λmax be the maximum Frobenius slope of ME . If M is PBQ, then
V (M)λ = (Sλ−λmax(V (M
∨)))⊥,
or, equivalently,
Solλ(M) = Sλ−λmax(Sol(M)).
Proposition 7.7. If Theorem 7.6 (ii) holds, then Chiarellotto-Tsuzuki conjecture 7.2 (ii) holds. More-
over, a log-analogue of Chiarellotto-Tsuzuki conjecture 7.2 (even Proposition 7.1) also holds.
Proof. It follows from Lemma 5.2.
In the rest of part I, we will prove Theorem 7.6 (ii): in the proof, we do not use Theorem 7.6 (i)
though we use Proposition 7.5. We will deduce part (i) from part (ii) in Theorem 7.6 (Proposition 12.14).
Remark 7.8. As Example 6.7 suggests, it is natural to generalize Theorem 7.6 to an arbitrary (ϕ,∇)-
module M over Rbd. By the p-adic local monodromy theorem ([Ked10, Theorem 20.1.4]), M is quasi-
unipotent, i.e., unipotent after tensoring a suitable extension R′ over R. To trivialize the differential
structure, we need a suitable log version of R′. Then, to apply our method of the proof of Theorem 7.6
(ii), we also need analogues of the results in §§1, 2, for example, Lemma 1.8. Since the author does not
have concise answers to these problems, we work under the solvability assumption on M in this paper.
7.4 Base change of coefficient
The log-growth filtration is compatible with a na¨ıve base change of the coefficient field K as follows.
This allows us to assume that k is algebraically closed (by replacing K by the completion of the maximal
unramified extension), hence, we can apply Dieudonne´-Manin theorem to Sol•(M). The reader may skip
here by tacitly assuming that k is algebraically closed in the proof of Theorem 7.6 (ii).
Lemma 7.9 (base change of coefficient for K[[t]]0, [CT09, Proposition 1.10]). Let L/K be an extension
of complete discrete valuation fields, on which ϕK extends isometrically. Let M be a (ϕ,∇)-module over
K[[t]]0.
(i) There exist canonical isomorphisms of ϕ-modules over L
L⊗K V (M)→ V (M ⊗K[[t]]0 L[[t]]0),
L⊗K Sol(M)→ Sol(M ⊗K[[t]]0 L[[t]]0).
Moreover, the isomorphisms are compatible with the canonical pairings.
(ii) The above isomorphisms respect the growth filtrations, i.e.,
L⊗K V (M)
• ∼= V (M ⊗K[[t]]0 L[[t]]0)
•,
L⊗K Sol•(M) ∼= Sol•(M ⊗K[[t]]0 L[[t]]0).
Proof. The assertion for Sol is proved in the reference, and the assertion for V follows by duality.
Lemma 7.10 (base change of coefficient for E). Let L/K be an extension of complete discrete valuation
fields, on which ϕK extends isometrically. Let M be a (ϕ,∇)-module over E. Let EL denote the Amice
ring over L. Then there exists a canonical isomorphism of filtrations of (ϕ,∇)-modules over EL
M• ⊗E EL ∼= (M ⊗E EL)
•.
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Proof. Let ι : E → EL denote the canonical map. Let τL : EL → EL[[X − t]]0 denote a transfer morphism
defined similarly to τ . Then we have a commutative digram
EL
τL // EL[[X − t]]0
E
τ //
ι
OO
E [[X − t]]0,
ι
OO
where ι(
∑
i ai(X − t)
i) =
∑
i ι(ai)(X − t)
i for an arbitrary bounded sequence {ai} of E . For a (ϕ,∇)-
module N over E , we have a canonical isomorphism
Sol(ι∗N) ∼= ι∗Sol(N),
which also induces an isomorphism of the growth filtrations Sol•(ι
∗N) ∼= ι∗Sol•(N), by applying Lemma
7.9 to EL/E and using the above diagram. By using these isomorphisms, we have
Sol(ι∗M/ι∗(M•)) ∼= Sol(ι∗(M/M•)) ∼= ι∗Sol(M/M•) ∼= ι∗Sol•(M) ∼= Sol•(ι
∗M).
By the uniqueness of the log-growth filtration of ι∗M (Theorem 5.4), we have ι∗(M•) = (ι∗M)•.
Lemma 7.11 (cf. [CT11, Prospoition 2.1]). Let L/K be an extension of complete discrete valuation
fields, on which ϕK extends isometrically. Let R
(bd)
L be the (bounded) Robba ring over L. Also, let RL,log
denote RL[log t]. We can define the log-growth filtrations Fil•RL and Fil•RL,log on RL and RL,log
respectively as in §2. Let ⋆ denote either (empty) or log.
(i) There exists a canonical injective ring homomorphism
L⊗K R⋆ →RL,⋆.
(ii) Under the above homomorphism,
L⊗K Fil•R⋆ ⊂ Fil•RL,⋆.
(iii) Let c1, . . . , cn ∈ L be K-linearly independent elements and r1, . . . , rn ∈ R⋆. If
n∑
i=1
ciri ∈ FilλRL,⋆ for λ ∈ R,
then we have ri ∈ FilλR⋆.
Proof. We have only to prove the case ⋆ = (empty).
(i) The existence of a morpshim is obvious. It suffices to prove the injectivity. Assume
∑n
j=1 cj ⊗ rj ,
cj ∈ L, rj ∈ R is in the kernel of the map, that is,
∑n
j=1 cjrj = 0 in RL. We may assume that
{cj} is K-linearly independent. Write rj =
∑
i∈Z a
j
i t
i. By
∑n
j=1 cjrj =
∑
i∈Z(
∑n
j=1 cja
j
i )t
i = 0, we
have
∑n
j=1 cja
j
i = 0, which implies a
j
i = 0 for all i, j.
(ii) It follows by definition.
(iii) With notation as in (i),
n∑
j=1
cj ⊗ rj =
∑
i∈Z
( n∑
j=1
cja
j
i
)
ti ∈ FilλRL.
Therefore,
sup
i≥1
i−λ|
n∑
j=1
cja
j
i | <∞
by Lemma 2.6. By [Ked10, Theorem 1.3.6], there exists a constant C such that
sup{|α1|, . . . , |αn|} ≤ C|
n∑
j=1
cjαj | ∀α1, . . . , αn ∈ K.
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Therefore,
sup
j=1,...,n
sup
i≥1
i−λ|aji | = sup
i≥1
sup
j=1,...,n
i−λ|aji | ≤ sup
i≥1
i−λC|
n∑
j=1
cja
j
i | <∞,
i.e., rj ∈ FilλR for all j.
Lemma 7.12 (base change of coefficient for Rbd). Let notation be as in Lemma 7.11. Let M be a
(ϕ,∇)-module over Rbd solvable in Rlog. Let M ′ = M ⊗Rbd R
bd
L be the (ϕ,∇)-module over R
bd
L .
(i) M ′ is solvable in RL,log.
(ii) There exist canonical isomorphisms
L⊗K V (M)→ V (M
′),
L⊗K Sol(M)→ Sol(M
′).
Moreover, the isomorphisms are compatible with the canonical pairings.
(iii) The above isomorphisms respect the growth filtrations, i.e.,
L⊗K V (M)
• ∼= V (M ′)•,
L⊗K Sol•(M) ∼= Sol•(M
′).
Proof. (i) It follows from Lemma 3.4.
(ii) The injection L ⊗K Rlog → RL,log (Lemma 7.11 (i)) induces an injection L ⊗K V (M) → V (M ′),
which is an isomorphism by comparing dimensions. We define a K-linear map Sol(M)→ Sol(M ′)
by sending f :M →Rlog to the composition
M ⊗Rbd R
bd
L
f⊗id
−−−→ Rlog ⊗Rbd R
bd
L → RL,log,
where the last map is the multiplication map. Since the canonical map Sol(M) ⊗K V (M) →
Sol(M ′)⊗LV (M
′) commutes with the canonical pairings, we obtain an isomorphism L⊗KSol(M) ∼=
Sol(M ′).
(iii) By duality, we have only to prove the second isomorphism. By Lemma 2.8 (i), we have RbdL ·
FilλRlog ⊂ RbdL · FilλRL,log ⊂ FilλRL,log. Hence L ⊗K Solλ(M) ⊂ Solλ(M
′) under the second
isomorphism in (ii). Let c1, . . . , cn be a K-basis of L. Let f ∈ Solλ(M ′). Write f =
∑
i cifi with
fi ∈ Sol(M). Since f(m) ∈ FilλRL,log for all m ∈M , we have fi(m) ∈ FilλRlog for all i and m ∈M
by Lemma 7.11 (iii). Hence fi ∈ Solλ(M) for all i, which implies f ∈ L⊗K Solλ(M).
8 Slope criterion
This section is the most important part in this paper though it is quite elementary. We prove Slope
criterion (Proposition 8.1), which is a key ingredient in the proof of Theorem 7.6 (ii), that converts the
PBQ hypothesis into a suitable form to prove the conjecture: note that we need only the “easier” part
(i)⇒(ii).
Notation. For a ϕ-moduleM over E , denote the maximum (resp. minimum) Frobenius slope by λmax(M)
(resp. λmin(M)).
Proposition 8.1 (Slope criterion). For M a (ϕ,∇)-module over E, we consider the following conditions.
(i) M is PBQ.
(ii) For any non-zero quotient Q of M as a (ϕ,∇)-module over E, we have λmax(M) = λmax(Q).
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Then (i) implies (ii). Moreover, if k is perfect, then (ii) implies (i).
Lemma 8.2 ([CT11, Proposition 4.3] when k is perfect). Let
0→M ′ →M →M ′′ → 0
be an exact sequence of (ϕ,∇)-modules over E. If λmin(M ′) > λmax(M ′′), then the above exact sequence
splits as (ϕ,∇)-modules over E.
Proof. By using a canonical isomorphism Ext1(M ′′,M ′) ∼= Ext1(E ,M ′ ⊗ (M ′′)∨) of Yoneda extension
groups in the category of (ϕ,∇)-modules (see [Ked10, Lemma 5.3.3]: though the construction is done
in the category of ∇-modules, it also works in the category of (ϕ,∇)-modules), we may assume that
M ′′ = E . Since all Frobenius slopes of M ′ are strictly greater than 0 by assumption, the operator norm
of ϕ on M ′′ is strictly greater than 1. In particular, the map 1 − ϕ : M ′ → M ′ is bijective with inverse
1+ϕ+ϕ2+ . . . . Hence H1ϕ(M
′) = coker{1−ϕ :M ′ →M ′} = 0, which implies the splitting of the given
exact sequence as ϕ-modules. We also have H0ϕ(M
′) = ker{1− ϕ :M ′ →M ′} = 0.
Let e1, . . . , en be a basis of M
′, and en+1 ∈M a lift of 1 ∈ E . Let(
A11 0
0 1
)
,
(
G11 G12
0 0
)
denote the (n, 1)-block matrix presentation of M with respect to {e1, . . . , en+1}. The (1, 2)-component
of the compatibility condition in §3.2 implies ωG12 = A11ϕ(ωG12). Therefore v = (e1, . . . , en)ωG12 ∈M ′
satisfies v ∈ H0ϕ(M
′) = 0. Hence G12 = 0, which implies the assertion.
The following theorem, which plays an important role in [CT11], is only used to prove (ii)⇒(i) in
Proposition 8.1 when k is perfect.
Theorem 8.3 (Splitting theorem, [CT11, Theorem 4.1]). A (ϕ,∇)-module M over E is bounded if and
only if M is a direct sum of pure (ϕ,∇)-modules, that is, there exists an isomorphism
M ∼= ⊕i=1,...,d(Sµi(M)/ ∪µ<µi Sµ(M))
as (ϕ,∇)-modules, where µ1 < · · · < µd denote the Frobenius slopes of M without multiplicity.
Proof of Proposition 8.1. Denote by (i)’ and (ii)” the negations of (i) and (ii) respectively.
(ii)’⇒(i)’ It suffices to find a non-zero quotient of M , which is bounded and not pure since it is a
quotient of M/M0 by Theorem 5.4. Assume that there exists a non-zero quotient Q of M such that
λmax(Q) 6= λmax(M). After replacing Q by Q/ ∪µ<λmax(Q) Sµ(Q), we may assume that Q is pure as a
ϕ-module over E . Since λmax(Q) ≤ λmax(M), we have λmax(Q) < λmax(M). Write Q as M/M ′. Then
we have λmax(M
′) = λmax(M), hence, λmax(M
′) > λmax(Q). Therefore the exact sequence
0→M ′/ ∪µ<λmax(M ′) Sµ(M
′)→M/ ∪µ<λmax(M ′) Sµ(M
′)→ Q→ 0
splits as (ϕ,∇)-modules over E by Lemma 8.2. Since both M ′/ ∪µ<λmax(M ′) Sµ(M
′) and Q are pure as
ϕ-modules over E , they are bounded by Proposition 5.9. Thus, the quotient M/ ∪µ<λmax(M ′) Sµ(M
′) of
M is bounded and not pure.
(i)’⇒(ii)’ (when k is perfect) By Splitting theorem (Theorem 8.3), there exists an isomorphism of (ϕ,∇)-
modules over E
M/M0 ∼= ⊕i=1,...,d(Sµi(M/M
0)/ ∪µ<µi Sµ(M/M
0)),
where µ1 < · · · < µd are the Frobenius slopes of M/M0. By assumption, we have d ≥ 2, hence,
µ1 < µd ≤ λmax(M/M0) ≤ λmax(M). Hence, Q = Sµ1(M/M
0)/ ∪µ<µ1 Sµ(M/M
0)(= Sµ1(M/M
0)) is a
non-zero quotient of M with λmax(Q) = µ1 < λmax(M).
Corollary 8.4 ([Ohk17, Lemma 7.3]). Let M be a non-zero PBQ (ϕ,∇)-module over E. Then,
λmax(M) = λmax(M/M
0).
Proof. By M 6= M0 (Lemma 5.6 (ii)), we apply Proposition 8.1 (i)⇒(ii) to M/M0.
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9 Reverse filtration
The reverse filtration is first introduced by de Jong in [deJ98] to prove a positive characteristic analogue
of Tate’s fully faithful theorem on p-divisible groups. Then it is generalized by Kedlaya in a proof of the
slope filtration theorem ([Ked05b]). In this section, we recall the construction of the reverse filtration
in the framework of [Ked08], precisely speaking, over R˜bd due to Liu ([Liu13]). As a corollary of the
construction, we obtain Proposition 9.4, which is another ingredient in the proof of Theorem 7.6 (ii).
Assumption 9.1. In this section, we work with notation as in §1, in particular, we allow a relative
Frobenius as a Frobenius lift on R. We also keep Assumption 1.3.
Proposition-Definition 9.2 ([Liu13, Proposition 1.6.9]). Let M be a ϕ-module over R˜bd. Then the
reverse filtration on M ⊗R˜bd E˜ (Definition 4.12) descends to R˜
bd. We call the resulting filtration the
reverse filtration of M , and denote it by S•(M) (our notation is different from Liu’s).
We quickly recall the proof as it is needed in the following. Let λ denote the maximum Frobenius
slope of M ⊗R˜bd E˜ . It suffices to show that S
λ(M ⊗R˜bd E˜) descends to M . By Dieudonne´-Manin theorem
over E˜ (Lemma 4.11), there exists a basis {vi} of Sλ(M ⊗R˜bd E˜) such that ϕ
d(vi) = civi with ci ∈ K
such that log |ci|/ log |qd| = λ. By the descending lemma of (d-)eigenvectors of slope λ ([Liu13, Lemma
1.6.8]), vi ∈M .
Definition 9.3 (cf. Definition 4.9). Let d be a positive integer. A (Frobenius) d-eigenvector of a ϕ-
module M over (the non-complete field) R˜bd is a non-zero element v of M such that
ϕd(v) = cv
for some c ∈ R˜bd. We refer to the quotient log |c|0/ log |qd| as the (Frobenius) slope of v.
Proposition 9.4. Let M be a ϕ-module over R˜bd. Then there exists a Frobenius d-eigenvector v ∈ M
of slope λmax(M ⊗R˜bd E˜) for some positive integer d.
Proof. With notation as in the proof of Proposition-Definition 9.2, put v = vi.
10 Proof of Theorem 7.6 (ii)
In this section, we will prove:
Proposition 10.1. Assume that k is algebraically closed. Let M be a PBQ (ϕ,∇)-module over Rbd
solvable in Rlog. Let f ∈ Solλ(M) be a Frobenius d-eigenvector of slope µ. Then µ ≤ λ− λmax(ME).
Proof of Theorem 7.6 (ii) assuming Proposition 10.1. We may assume that k is algebraically closed after
extending the coefficient field K (Lemmas 4.8 (II)-(i) and 7.12). By Proposition 7.5, we have only to
prove Solλ(M) ⊂ Sλ−λmax(Sol(M)) for an arbitrary λ. By Dieudonne´-Manin theorem (Lemma 4.11),
there exists a K-basis {fi} of Solλ(M) consisting of Frobenius d-eigenvectors. Let µi denote the slope of
fi. By Proposition 10.1, µi ≤ λ− λmax. By Lemma 4.10, fi ∈ Sµi(Sol(M)) ⊂ Sλ−λmax(Sol(M)) for all i,
hence, Solλ(M) ⊂ Sλ−λmax(Sol(M)).
Proof of Proposition 10.1. • The case ϕ(f) = f
In this case, µ = 0, and we have only to prove λmax(ME) ≤ λ. Since f : M → Rlog is ϕ,∇-
equivariant by assumption, ker f is a (ϕ,∇)-submodule ofM . Denote byM ′′ the quotientM/ ker f ,
and by f ′′ :M ′′ →֒ Rlog the induced map by f . Then f
′′ ∈ Solλ(M
′′) and ϕ(f ′′) = f ′′ by definition,
and λmax(ME) = λmax(M
′′
E ) by Proposition 8.1 (i)⇒(ii). Therefore we may also assume that f is
injective after replacing (M, f) by (M ′′, f ′′).
We fix a ϕ-equivariant embedding ψ : Rlog →֒ R˜log in Definition 1.14. We consider the composition
f˜ of
M ⊗Rbd R˜
bd 
 f⊗id // Rlog ⊗Rbd R˜
bd 
 // R˜log,
where the second injection is the multiplication map given in Lemma 1.15. Then we have
f˜(M ⊗Rbd R˜
bd) ⊂ ψ(f(M)) · R˜bd ⊂ ψ(FilλRlog) · R˜
bd ⊂ FilλR˜log · Fil0R˜log ⊂ FilλR˜log, (10.1.1)
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where each inclusion follows by definition, by f ∈ Solλ(M), by Lemmas 2.10, 2.11 (iii), and by
Lemma 2.11 (i) respectively. By Proposition 9.4, there exists a Frobenius d-eigenvector v˜ ∈M⊗Rbd
R˜bd of slope λmax(ME). Then f˜(v˜) ∈ R˜log is also a d-eigenvector of slope λmax(ME) in the sense
of Definition 2.12 by the ϕ-equivariantness of f˜ . By Lemma 2.14, f˜(v˜) is exactly of log-growth
λmax(ME). By (10.1.1), the case λmax(ME) > λ never occurs, hence, λmax(ME) ≤ λ.
• The general case
We will reduce to the previous case. Write ϕd(f) = cf for some c ∈ K× with µ = log |c|/ log |qd|.
With notation as in §3, put N = ([d]∗M)(c), which is a (ϕd,∇)-module over Rbd. Since the map
T : M → N ;m 7→ m ⊗ ec is an isomorphism of ∇-modules over Rbd, N is also solvable in Rlog.
We define f ′ : N → Rlog as the composition f ◦ T
−1. Then we have ϕd(f ′) = f ′ and f ′ ∈ Sol(N)
by definition, and f ∈ Solλ(M) by f ′(N) = f(M). By applying the previous case to f ′, we obtain
λmax(NE) = λmax(ME) + µ ≤ λ.
Part II
Applications
In part II, we give applications of Theorems 7.2 (not a conjecture anymore), 7.4, and 7.6 to the log-growth
Newton polygons of (ϕ,∇)-modules over K[[t]]0, E , and Rbd. In particular, we prove Dwork’s conjecture
on the semicontinuity (Corollary 13.8), a weak tensor compatibility (Proposition 15.6), the dual invariance
of the maximum generic slope (Theorem 17.5), and an analogue of Drinfeld-Kedlaya theorem (Theorem
17.9). We also gather some remarks, probably known for experts, such as some interactions between
Theorems 7.2 and 7.4 (Propositions 11.1, 12.14), for the reader’s convenience.
11 Chiarellotto-Tsuzuki conjecture in the generic case
In this section, we give an alternative proof of Theorem 7.4 using Theorem 7.2.
Proposition 11.1. The conjecture LGFE[[X−t]]0 implies the conjecture LGFE .
Actually this is known for experts. For the reader’s convenience, we record here.
Lemma 11.2. Let M be a (ϕ,∇)-module over E. Then there exists a functorial isomorphism of ϕ-
modules over E
M ∼= V (M).
Proof. We consider the evaluation map ev : E{X − t} → E ; f(X − t) 7→ f(0). Then ev is ϕ-equivariant
and satisfies ev ◦ τ = idE . By Dwork’s trick, there exists a functorial isomorphism of (ϕ,∇)-modules over
E{X − t}
V (M)⊗E,τ E{X − t} ∼= τ
∗M ⊗E[[X−t]]0 E{X − t}.
By pulling back via ev, we obtain the desired isomorphism.
In the generic case, Frobenius slope filtration and the log-growth filtration commute with the functor
V .
Lemma 11.3. Let M be a (ϕ,∇)-module over E.
(i) There exists a canonical isomorphism
V (S•(M)) ∼= S•(V (M)).
In particular, the slope multiset of S•(M) coincides with that of S•(V (M)).
(ii) There exists a canonical isomorphism
V (M•) ∼= V (M)•.
In particular, the slope multiset of M• coincides with that of V (M)•.
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Proof. (i) Both V (S•(M)) and S•(V (M)) are canonically isomorphic to Frobenius slope filtration
S•(M) of M by Lemma 11.2.
(ii) We consider the canonical perfect pairing V (M)⊗E Sol(M)→ E . Then we have
V (Mλ) = (Sol(M/Mλ))⊥ = (Solλ(M))
⊥ = V (M)λ,
where the second equality follows from Theorem 5.4. By taking the orthogonal parts, we obtain
the assertion.
Lemma 11.4. Let M be a (ϕ,∇)-module over E. Then M is PBQ if and only if τ∗M is PBQ.
Proof. Let E denote the completion of the fraction field of E [[X − t]]0 with respect to Gauss norm defined
by |
∑
i ai(X − t)
i|0 = supi |ai| for any bounded sequence {ai} of E . Let i : E [[X − t]]0 → E be the
inclusion, and put ι = i ◦ τ . Let τE : E→ E[[Y − (X − t)]]0 denote the map τ for (E, Y − (X − t)) instead
of (E , X − t) (Example 3.3.5). Then we have the commutative diagram
E
τ //
ι

E [[X − t]]0


E
τE // E[[Y − (X − t)]]0,
where (
∑
i ai(X − t)
i) =
∑
i ι(ai)(Y − (X − t))
i for any bounded sequence {ai} of E .
By definition,
M is PBQ ⇔ Sol0(τ∗M) is pure,
and,
τ∗M is PBQ ⇔ i∗τ∗M is PBQ ⇔ ι∗M is PBQ ⇔ Sol0(ι∗M) is pure.
There exist isomorphisms of ϕ-modules over E
Sol0(ι
∗M) = Sol0(τ
∗
E
ι∗M) ∼= Sol0(
∗τ∗M) ∼= Sol0(τ
∗M)⊗E,ι E,
where the last isomorphism follows from Lemma 7.9. In particular, Sol0(ι
∗M) is pure if and only if so is
Sol0(τ
∗M), which implies the assertion.
Proof of Proposition 11.1. Let M be a (ϕ,∇)-module over E . Note that LGFE (i) for M is true if and
only if the function λ 7→ dimEMλ is right continuous, and locally constant at an arbitrary λ /∈ Q. We
also note that the equality in LGFE (ii) holds for M if and only if the equation
dimEM − dimEM
λ = dimE Sλmax(M)−λ(M
∨) (11.4.1)
holds by Proposition 7.1. Similar equivalences hold for LGFE[[X−t]]0 (i) and (ii).
• LGFE[[X−t]]0 (i) ⇒ LGFE (i)
By Lemmas 11.2 and 11.3 (ii), dimEM
λ = dimE V (τ
∗M)λ. Therefore, if LGFE[[X−t]]0 (i) for τ
∗M is
true, then so is LGFE (i) for M .
• LGFE[[X−t]]0 (ii) ⇒ LGFE (ii)
We assume that M is PBQ. By Lemma 11.4, τ∗M is also PBQ. We also note that
λmax(M) = λmax(M ⊗E,ι E) = λmax((τ
∗M)⊗E[[X−t]]0 E),
where E, ι are as in the proof of Lemma 11.4. Hence, if LGFE[[X−t]]0 (ii) for τ
∗M is true, then we obtain
the equality
dimE V (τ
∗M)− dimE V (τ
∗M)λ = dimE Sλmax(M)−λ(V ((τ
∗M)∨)). (11.4.2)
By Lemmas 11.2 and 11.3, (11.4.2) is nothing but (11.4.1).
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Remark 11.5. By “generalizing” the proof of Proposition 11.1, we obtain the following general principle.
Let P(Rbd) (resp. P(K[[t]]0),P(E)) be some property on the log-growth filtration for an arbitrary (ϕ,∇)-
module M over Rbd (resp. over K[[t]]0, E) solvable in Rlog: P is the right continuity, or, the rationality
of the slopes in the case of Theorem 7.6 (i). Assume that P(Rbd) is true. Then, by Lemma 5.2, the
truth of P (Rbd) implies the truth of P(K[[t]]0). Similarly, the truth of P (RbdE,X−t) implies the truth of
P(E [[X− t]]0), where RbdE,X−t denotes the bounded Robba ring over E with the variable X− t. By Lemma
11.3, the truth of P (E [[X − t]]0) implies the truth of P(E). We may also use this principle to study
log-(ϕ,∇)-modules over K[[t]]0. In the following, for simplicity of exposition, we give a proof of P(R
bd),
and omit proofs of P(K[[t]]0) and P(E) as long as this principle works.
The following de´vissage lemma will be useful.
Lemma 11.6 ([CT11, Proposition 2.6] in the case of E). Let 0 → M ′ → M → M ′′ → 0 be an exact
sequence of (ϕ,∇)-modules over Rbd such that M is solvable in Rlog.
(i) There exists canonical exact sequences
0→ Solλ(M
′′)→ Solλ(M)→ Solλ(M
′),
V (M ′)/V (M ′)λ → V (M)/V (M)λ → V (M ′′)/V (M ′′)λ → 0
for an arbitrary real number λ.
(ii) If Solλ(M
′) = Sλ−λmax(ME)(Sol(M
′)), or, equivalently, V (M ′)λ = (Sλ−λmax(ME)(V (M
′)∨))⊥ for λ,
then the exact sequences in (i) for λ extend to short exact sequences.
A similar assertion for (log-)(ϕ,∇)-modules over K[[t]]0 or E.
Remark 11.7. The assumption in (ii) holds if M ′ is PBQ and λmax(M
′
E) = λmax(ME) by Theorem 7.6
(ii).
Proof. By Remark 11.5, we have only to prove in the case of Rbd. By duality, we have only to prove the
assertion for Sol•(·). By Lemma 3.2 and duality, there exists a short exact sequence
0→ Sol(M ′′)→ Sol(M)→ Sol(M ′)→ 0,
which induces the desired left exact sequence in (i). If Solλ(M
′) = Sλ−λmax(ME )(Sol(M
′)), then there
exists a commutative diagram
Solλ(M) // Solλ(M ′)
Sλ−λmax(ME )(Sol(M))
//
OO
Sλ−λmax(ME )(Sol(M
′)),
where the left vertical arrow is given by Proposition 7.5. Since the bottom horizontal arrow is surjective by
the strictness of the Frobenius slope filtration, Solλ(M)→ Solλ(M ′) is surjective, which implies (ii).
12 The maximally PBQ submodule and PBQ filtration
To study the log-growth filtration for an arbitrary (ϕ,∇)-module M , we need to describe M using
PBQ (ϕ,∇)-modules. In this section, we recall a filtering technique established in [CT11], then give a
generalization to Rbd. As a first application, we prove that in Theorem 7.6, part (ii) implies part (i)
(Proposition 12.14)
We first give some technical results on the extended Robba ring R˜. Therefore we work with notation
as in §1 for a while. The reader may start from Proposition 12.4 admitting these results.
Notation. For the time being, let ϕK : K → K be an arbitrary isometric ring endomorphism. As in the
proof of Lemma 1.8, let L/K be an extension of complete discrete valuation fields, on which ϕK extends
isometrically, such that any ϕ-module over the residue field of L is trivial. Let R˜
(bd)
L denote the extended
(bounded) Robba rings over L.
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Lemma 12.1 (cf. [deJ98, Proposition 8.1]). The multiplication map
R˜bdL ⊗Rbd E → E˜L; y ⊗ z 7→ yψ(z)
is injective, where ψ : E → E˜L is the composition of E → E˜ induced by ψ : Rbd → R˜bd given in Proposition
1.6, and the inclusion E˜ → E˜L.
Proof. (cf. the proof of [Ked08, Proposition 3.5.2]) Recall that there exists a continuous map f : R˜L →R
satisfying:
(a) f(ψ(a)w) = af(w), a ∈ R, w ∈ R˜L;
(b) |w|r = supα∈[0,1),a∈L×{|a|
−1e−α|f(au−αw)|r} for w ∈ R˜
r
L, r ∈ (0, r0),
where r0 is the constant given in Proposition 1.6 ([Ked08, Definition 3.5.1]). Fix w ∈ R˜
bd
L . By putting
α = 0 and a = 1 on the RHS of the equality in (b), we obtain
|f(w)|r ≤ |w|r ∀r ∈ (0, r0).
Since supr∈(0,r0) |f(w)|r ≤ supr∈(0,r0) |w|r = |w|0 <∞, we obtain f(w) ∈ R
bd by Lemma 1.11. Moreover,
we obtain the inequality |f(w)|0 = limr→0+ |f(w)|r ≤ limr→0+ |w|r = |w|0, which implies that the
restriction of f to R˜bdL extends to fη : E˜L → E satisfying a similar property to (a).
Suppose the contrary: choose x 6= 0 in the kernel of the multiplication map, and choose a presentation
x =
∑n
i=1 yi⊗zi with n minimal. Then z1, . . . , zn are linearly independent overR
bd by [Ked08, Corollary
3.4.3]. We will construct a non-trivial dependence relation between the zi’s. As a corollary of (b), we
may choose α ∈ (0, 1] and a ∈ L× such that f(au−αy1) 6= 0. By applying fη to 0 =
∑
i au
−αyi · ψ(zi),
we obtain the non-trivial dependence relation 0 =
∑
i f(au
−αyi) · zi, which is a contradiction.
Lemma 12.2 (cf. [CT11, Lemma 5.7]). We consider an Rbd-linear map
f :M → Q,
where M is a ϕ-module over Rbd, and Q is a pure ϕ-module over E of slope λ. If f is ϕ-equivariant and
injective, then λ = λmax(ME).
Proof. We extend f to the ϕ-equivariant R˜bdL -linear injective map
f˜ : R˜bdL ⊗Rbd M
id⊗f
−−−→ R˜bdL ⊗Rbd Q ∼= R˜
bd
L ⊗Rbd E ⊗E Q →֒ E˜L ⊗E Q,
where the last injection is induced by the multiplication map in Lemma 12.1. The maximum Frobenius
slope of E˜L ⊗Rbd M as a ϕ-module over E˜L is equal to λmax(ME). By Proposition 9.4, there exists a
Frobenius d-eigenvector v˜ ∈ R˜bdL ⊗Rbd M of slope λmax(ME). Then f˜(v˜) ∈ E˜L ⊗E Q is also a Frobenius
d-eigenvector of slope λmax(ME). Since E˜L ⊗E Q is a pure ϕ-module over E˜L of slope λ, we have λ =
λmax(ME) by Lemma 4.10.
We will recall the construction of the PBQ filtration due to Chiarellotto and Tsuzuki: it is first done
over E , then over K[[t]]0 by descent. We also give an analogous construction over R
bd by generalizing the
descending argument in [CT11].
Assumption 12.3. In the rest of this section except Proposition 12.14, assume that k is perfect and ϕK
is a q-power Frobenius lift.
Proposition 12.4 ([CT11, Proposition 5.4]). Let M be a (ϕ,∇)-module over E. Then there exists a
unique (ϕ,∇)-submodule N of M such that the composition
N/N0 →M/M0 →M/ ∪µ<λmax(M) Sµ(M)
is an isomorphism, where the first and second maps are induced by Lemma 5.7 (i) and Proposition 7.3
(plus Lemma 4.8 (II)-(ii)) respectively. Note that if this is the case, then N/N0 is pure of slope λmax(M),
in particular, N is PBQ.
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Definition 12.5 ([CT11, Corollary 5.5]). With notation as above, we call N the maximally PBQ sub-
module of M , and we denote N by P1(M). Note that P1(M) 6= 0 unless M = 0, and P1(M) = M if and
only if M is PBQ. We put P0(M) = 0, and Pi(M) as the inverse image of P1(M/Pi−1(M)) under the
projection M →M/Pi−1(M). Thus we obtain an increasing filtration
0 = P0(M) ⊂ P1(M) ⊂ · · · ⊂ Pr(M) ⊂ . . .
of (ϕ,∇)-modules over E , which is called the PBQ filtration of M .
Note that:
• the PBQ filtration is separated and exhaustive. Each graded piece Pi+1(M)/Pi(M) is PBQ;
• let r be the minimum natural number such that Pr(M) = M . Then Pi(M) 6= Pi+1(M) for
i = 0, . . . , r − 1;
• if M is not PBQ, then we have
λmax(M/P1(M)) < λmax(M) = λmax(P1(M)).
In fact, the inclusion ∪µ<λmax(M)Sµ(M/P1(M)) ⊂ M/P1(M) is an equality by the surjectivity of
the canonical map P1(M) → M/ ∪µ<λmax(M) Sµ(M). This implies λmax(M/P1(M)) < λmax(M),
and λmax(M) = max{λmax(M/P1(M)), λmax(P1(M))} = λmax(P1(M)).
Remark 12.6. Let M be a (ϕ,∇)-module over E and X(M) the set of PBQ (ϕ,∇)-submodules of
M . In general, maximal objects in X(M) are not uniquely determined. In fact, when M = E ⊕ E(q),
X(M) = {E , E(q)}. Note that P1(M) is characterized as the unique maximal element in X(M), whose
maximum Frobenius slope is equal to that of M .
Theorem 12.7 (cf. [CT11, Theorem 5.6]). Let R denote K[[t]]0 or Rbd. Let M be a (ϕ,∇)-module over
R. Then P1(ME) descends to M . In particular, P•(ME) descends to a filtration on M .
Proof. Recall that for a given (ϕ,∇)-module over K[[t]]0, there exists a naturally bijective correspondence
between (ϕ,∇)-submodules of M and those of MRbd by [deJ98, Proposition 6.4]. Hence we may assume
R = Rbd. Note that when M is PBQ, we have P1(ME) =ME , hence, the assertion is trivial. We proceed
by induction on the dimension of M . We may assume that M is not PBQ. By the induction hypothesis,
it suffices to find a (ϕ,∇)-submodule N of M such that N 6= M and P1(NE) = P1(ME). By Splitting
theorem (Theorem 8.3), there exists a quotient Q of ME/M
0
E as a (ϕ,∇)-module over E , which is pure of
slope λ with λ < λmax(ME). We consider the composition
f :M
inc.
−−→ME
pr.
−−→ Q.
Let N denote the kernel of f . Note that N is a (ϕ,∇)-submodule of M , and N 6= M since f is ϕ,∇-
equivariant, and Q is generated by the image of f . By applying Lemma 12.2 to the map M/N → Q
induced by f , we have λmax((M/N)E) = λ < λmax(ME), which implies λmax(NE) = λmax(ME) and
(M/N)E = ∪µ<λmax(ME )Sµ((M/N)E). Therefore the canonical map
NE/ ∪µ<λmax(ME) Sµ(NE)→ME/ ∪µ<λmax(ME ) Sµ(ME) (12.7.1)
is an isomorphism by the strictness of Frobenius slope filtration. By the uniqueness of P1(ME), the
isomorphism (12.7.1) implies P1(NE) = P1(ME).
Definition 12.8 (cf. [CT11, Corollary 5.10]). With notation as above, the resulting filtration on M
is denoted by P•(M), and called the PBQ filtration of M . We also call P1(M) the maximally PBQ
submodule of M .
By definition, similar properties as in Definition 12.5 hold. It is worth noting that if M is irreducible
as a (ϕ,∇)-module over R, then M is PBQ. In fact, we have M = P1(M) since P1(M) 6= 0.
The PBQ filtration is compatible with the log-growth filtration as follows.
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Lemma 12.9. Let M be a (ϕ,∇)-module over Rbd solvable in Rlog. Then, for an arbitrary real number
λ, there exist canonical exact sequences
0→ Solλ(M/P1(M))→ Solλ(M)→ Solλ(P1(M))→ 0,
0→ V (P1(M))/V (P1(M))
λ → V (M)/V (M)λ → V (M/P1(M))/V (M/P1(M))
λ → 0.
In particular, dimK V (M)
λ = dimK V (P1(M)) + dimK V (M/P1(M))
λ, and the slope multiset of V (M)•
is equal to the disjoint union of those of V (P1(M))
• and V (M/P1(M))
•.
A similar assertion holds for a (ϕ,∇)-module over K[[t]]0 or E.
Proof. It follows from Lemma 11.6 and Remark 11.7.
In the rest of this section, we gather several properties on the PBQ filtrations. The reader may consult
here when it is needed.
Proposition 12.10 (a refinement of Slope criterion). Let R denote K[[t]]0 or R
bd. For a (ϕ,∇)-module
M over R, the following are equivalent.
(i) M is PBQ.
(ii) For any non-zero quotient Q of M as a (ϕ,∇)-module over R, λmax(ME) = λmax(QE).
Proof. By Slope criterion, (i) implies (ii). The negation of (i) implies that of (ii) by considering Q =
M/P1(M).
Lemma 12.11. Let M be a (ϕ,∇)-module over E, and M ′ a (ϕ,∇)-submodule of M . Assume that M ′
is PBQ and λmax(M
′) = λmax(M). Then the composition
M ′/(M ′)0 →M/M0 →M/ ∪µ<λmax(M) Sµ(M)
is injective.
Proof. The above map coincides with the composition of canonical maps
M ′/(M ′)0 →M ′/ ∪µ<λmax(M ′) Sµ(M
′)→M/ ∪µ<λmax(M) Sµ(M).
The first map is isomorphism since M ′ is PBQ, and the second map is injective by the strictness of
Frobenius slope filtration and λmax(M
′) = λmax(M), which implies the assertion.
The PBQ filtration has the following quotient stability (cf. Corollary 5.12).
Proposition 12.12. Let M be a (ϕ,∇)-module over K[[t]]0,Rbd, or E.
(i) We have the equality as (ϕ,∇)-submodules of M/Pj(M)
Pi(M/Pj(M)) = Pi+j(M)/Pj(M)
for all i, j ∈ N.
(ii) Let M ′ be a (ϕ,∇)-submodule of M with M ′ 6= M . Let i ≥ 1 be the minimum natural number such
that Pi−1(M) +M
′ 6= Pi(M) +M ′. Then we have the equality as (ϕ,∇)-submodules of M/M ′
P1(M/M
′) = (Pi(M) +M
′)/M ′.
(iii) Let M ′ be a (ϕ,∇)-submodule of M with M ′ 6= M . Let i(1) < · · · < i(j) be the sequence of natural
numbers ≥ 1 defined by
{i;Pi−1(M) +M
′ 6= Pi(M) +M
′} = {i(1), . . . , i(j)}.
Set i(0) = 0. Then we have the equality as (ϕ,∇)-submodules of M/M ′
Pk(M/M
′) = (Pi(k)(M) +M
′)/M ′
for all 0 ≤ k ≤ j.
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Proof. Since the PBQ filtration over K[[t]]0 and Rbd is defined by descent from E , we have only to prove
the assertion for E .
(i) We proceed by induction on i. When i = 0, there is nothing to prove. By the induction hypothesis,
Pi−1(M/Pj(M)) = Pi+j−1(M)/Pj(M). (12.12.1)
By (12.12.1), it suffices to prove
Pi(M/Pj(M))/Pi−1(M/Pj(M)) = (Pi+j(M)/Pj(M))/(Pi+j−1(M)/Pj(M))
By definition,
P1(M/Pi+j−1(M)) = Pi+j(M)/Pi+j−1(M). (12.12.2)
By identifying M/Pi+j−1(M) as (M/Pj(M))/(Pi+j−1(M)/Pj(M)), (12.12.2) implies
P1
(
(M/Pj(M))/(Pi+j−1(M)/Pj(M))
)
= (Pi+j(M)/Pj(M))/(Pi+j−1(M)/Pj(M)).
Then the assertion follows from
P1
(
(M/Pj(M))/(Pi+j−1(M)/Pj(M))
)
= P1
(
(M/Pj(M))/Pi−1(M/Pj(M))
)
= Pi(M/Pj(M))/Pi−1(M/Pj(M)),
where the first and second equalities follow from (12.12.1) and by definition respectively.
(ii) • The case i = 1
Put M ′′ = M/M ′, and P = (P1(M) +M ′)/M ′, which is a non-zero (ϕ,∇)-submodule of M ′′ by
assumption. By the uniqueness of the maximally PBQ submodule (Proposition 12.4), it suffices to
prove that the composition
α : P/P0 →M ′′/(M ′′)0 →M ′′/ ∪µ<λmax(M ′′) Sµ(M
′′)
is an isomorphism. Since P is a quotient of P1(M), P is PBQ by Corollary 5.12. Hence λmax(P) =
λmax(P1(M)) = λmax(M) by Slope criterion and Definition 12.5. Since P ⊂ M ′′, we also have
λmax(M
′′) = λmax(P). By applying Lemma 12.11 to (M ′,M) = (P ,M ′′), α is injective. The
surjectivity of α follows from a commutative diagram
P1(M)/P1(M)
0 β //

M/ ∪µ<λmax(M) Sµ(M)
γ

P/P0
α // M ′′/ ∪µ<λmax(M) Sµ(M
′′),
where β is an isomorphism by the definition of P1(M), and γ is the canonical surjection.
• The general case
By (i) and assumption, P1(M/Pi−1(M)) = Pi(M)/Pi−1(M) 6= (M ′ + Pi−1(M))/Pi−1(M). By
applying the case i = 1 to (M ′ + Pi−1(M))/Pi−1(M) ⊂M/Pi−1(M), we obtain the assertion.
(iii) We proceed by induction on k. When k = 0, the assertion is trivial. By the induction hypothesis,
Pk−1(M/M
′) = (Pi(k−1)(M) +M
′)/M ′. (12.12.3)
By (12.12.3), it suffices to prove
Pk(M/M
′)/Pk−1(M/M
′) = ((Pi(k)(M) +M
′)/M ′)/((Pi(k−1)(M) +M
′)/M ′).
By (ii),
P1
(
M/(Pi(k−1)(M) +M
′)
)
= (Pi(k)(M) +M
′)/(Pi(k−1)(M) +M
′). (12.12.4)
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By identifying (M/M ′)/((Pi(k−1)(M) +M
′)/M ′) as M/(Pi(k−1)(M) +M
′), (12.12.4) implies
P1
(
(M/M ′)/((Pi(k−1)(M) +M
′)/M ′)
)
= ((Pi(k)(M) +M
′)/M ′)/((Pi(k−1)(M) +M
′)/M ′).
Then the assertion follows from
P1
(
(M/M ′)/((Pi(k−1)(M)+M
′)/M ′)
)
= P1
(
(M/M ′)/Pk−1(M/M
′)
)
= Pk(M/M
′)/Pk−1(M/M
′),
where the first and second equalities follow from (12.12.3) and by definition respectively.
The generic PBQ filtration is compatible with the base change via τ .
Lemma 12.13. Let M be a (ϕ,∇)-module over E, and τ : E → E [[X − t]]0 as in §3.3. Then there exists
a canonical isomorphism of (ϕ,∇)-modules over E [[X − t]]0
τ∗(P•(M)) ∼= P•(τ
∗M).
Proof. We have only to prove τ∗(P1(M)) ∼= P1(τ∗M). By the definition of P1(τ∗M), it reduces to prove
that i∗τ∗(P1(M)) ∼= ι∗(P1(M)) is the maximally PBQ submodule of i∗τ∗M ∼= ι∗M with notation as
in Lemma 11.4. By definition, there exists a canonical isomorphism P1(M)/P1(M)
0 ∼= M/ ∪µ<λmax(M)
Sµ(M). Since Frobenius slope filtration and the log-growth filtration for a (ϕ,∇)-module over E are
compatible with the base change via ι (see the proof of Lemma 11.4), we obtain an isomorphism
ι∗(P1(M))/(ι
∗(P1(M)))
0 ∼= ι∗M/ ∪µ<λmax(ι∗M) Sµ(ι
∗M),
which implies the assertion.
By using the PBQ filtration, we can prove:
Proposition 12.14 (cf. [CT11, Proposition 7.3]). In Theorem 7.6, part (ii) implies part (i). A similar
assertion holds in Theorems 7.2 and 7.4.
Proof. We prove only the first assertion: a similar proof works in the other cases.
It suffices to prove that the function λ 7→ dimK V (M)
λ is right continuous, and locally constant at any
λ /∈ Q. By Lemma 7.12, we may assume that k is algebraically closed. By de´vissage using Lemma 12.9, we
may assume that M is PBQ. Since we have dimK V (M)
λ = dimK V (M
∨)− dimK Sλ−λmax(ME )(V (M
∨))
by Theorem 7.6 (ii), we obtain the assertion by Theorem 4.6 (ii).
13 Dwork’s conjecture on semicontinuity of log-growth Newton
polygons
In this section, we define the log-growth Newton polygon of (ϕ,∇)-modules over Rbd, and prove a
semicontinuity property under specialization (Theorem 13.6). As a consequence, we obtain Dwork’s
conjecture LGFDw formulated in [CT11] (Corollary 13.8).
Definition 13.1. Let M be a (ϕ,∇)-module of rank n over Rbd solvable in Rlog. We define the log-
growth Newton polygon NP(M) of M as the Newton polygon NP(V (M)•) of V (M)•. Let λi(M) denote
λi(V (M)
•), i.e., λ1(M) ≤ · · · ≤ λn(M) is the slope multiset of NP(M). We put b∇(M) = λn(M), which
is the maximum slope of NP(M).
We give a similar definition for a (log-)(ϕ,∇)-module over K[[t]]0 or E .
In the literature, for a (ϕ,∇)-module M over K[[t]]0, NP(M) and NP(ME) are called the special and
generic log-growth Newton polygons of M respectively.
We gather some basic properties on the log-growth filtrations.
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Lemma 13.2. Let M be a (ϕ,∇)-module of rank n over Rbd solvable in Rlog. Let λ1 < · · · < λn be the
slopes (without multiplicity) of V (M)•, or, equivalently, of Sol•(M). Then
V (M)λ =


V (M) if λ ∈ (−∞, λ1),
V (M)λi if λ ∈ [λi, λi+1) for i = 1, . . . , n− 1,
0 if λ ∈ [λn,+∞),
Solλ(M) =


0 if λ ∈ (−∞, λ1),
Solλi(M) if λ ∈ [λi, λi+1) for i = 1, . . . , n− 1,
Sol(M) if λ ∈ [λn,+∞),
m(λi) =


dimK V (M)− dimK V (M)λi if i = 1,
dimK V (M)
λi−1 − dimK V (M)λi if i = 2, . . . , n− 1,
dimK V (M)
λn−1 if i = n.
A similar assertion holds for M a (log-)(ϕ,∇)-module over K[[t]]0 or E.
Proof. It is an immediate consequence of the right continuity of the log-growth filtration.
Corollary 13.3. Let M be a (ϕ,∇)-module over Rbd solvable in Rlog. Then
b∇(M) = min{λ;V (M)λ = 0} = min{λ; Solλ(M) = Sol(M)}.
A similar assertion holds for M a (log-)(ϕ,∇)-module over K[[t]]0 or E.
By using the PBQ filtration, we can calculate the slope multisets of log-growth filtrations.
Proposition 13.4. Assume that k is perfect. Let M be a (ϕ,∇)-module over Rbd solvable in Rlog. Let
P•(M) denote the PBQ filtration on M , and r the minimum natural number such that Pr(M) = M .
Then the slope multiset of V (M)• coincides with the multiset
r−1∐
i=0
{µ+ λmax((Pi+1(M)/Pi(M))E);µ ∈ Λi},
where Λi denotes the slope multiset of S•(V (Pi+1(M)/Pi(M))).
A similar assertion holds for a (log-)(ϕ,∇)-module over K[[t]]0 or E.
Proof. • The case of Rbd
We proceed by induction on r. When r = 1, i.e., M is PBQ, the assertion follows from Theorem 7.6
(ii). In the general case, the slope multiset of V (M)• is the disjoint union of those of V (P1(M))
• and
V (M/P1(M))
• by Lemma 12.9. Since Pi(M/P1(M)) = Pi+1(M)/P1(M) for i ≥ 1 by Proposition 12.12
(i), the slope multisets of V (P1(M))
• and V (M/P1(M))
• are, by the induction hypothesis,
{µ+ λmax(P1(M)E);µ ∈ Λ0},
r−2∐
i=0
{µ+ λmax((Pi+2(M)/Pi+1(M))E);µ ∈ Λi+1},
respectively, which implies the assertion.
• The cases of K[[t]]0 or E
By using the principle explained in Remark 11.5, the assertion overK[[t]]0 reduces to that overRbd. By
the principle, together with Lemmas 11.2 and 12.13, the assertion over E reduces to that over E [[X − t]]0.
Alternatively, a similar proof in the case of Rbd works.
Lemma 13.5. Let M be a (ϕ,∇)-module over Rbd solvable in Rlog. Let S•(MR) denote the slope
filtration for Frobenius structures of MR in the sense of [Tsu98, Definition 5.1.1]: the definition of the
slopes ([Tsu98, Definition 3.1.5]) is compatible that in §4. Then there exists a canonical isomorphism
V(S•(MR)) ∼= S•(V (M)).
In particular, the slope multiset of S•(V (M)) coincides with that of S•(MR).
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Proof. It follows from the uniqueness of Frobenius slope filtration on V(MR) ∼= V (M).
The following is an analogue of Grothendieck-Katz specialization theorem for Frobenius Newton
polygons.
Theorem 13.6. Let M be a (ϕ,∇)-module over Rbd solvable in Rlog. Then the log-growth Newton
polygon of M lies on or above the log-growth Newton polygon of ME with the same endpoints.
A similar assertion holds for a (log-)(ϕ,∇)-module over K[[t]]0 or E.
Proof. By Remark 11.5, we have only to prove the assertion in the case of Rbd. By Lemmas 7.10 and
7.12, we may assume that k is algebraically closed. Let notation be as in Theorem 13.4. We define
N = ⊕r−1i=0Gi(q
ai), where we put Gi = Pi+1(M)/Pi(M), ai = λmax((Pi+1(M)/Pi(M))E ). Then N is a
(ϕ,∇)-module over Rbd solvable in Rlog. The slope multiset of V (M)• coincides with that of S•(V (N))
by Proposition 13.4, which also coincides with that of S•(NR) by Lemma 13.5. The slope multiset of M
•
E
coincides with that of S•(NE) by Proposition 13.4. Therefore the assertion follows from the semicontinuity
theorem for Frobenius Newton polygons of N ([Ked10, Theorem 16.4.6]).
By comparing the maximum slopes of Newton polygons, we obtain an analogue of Christol’s transfer
theorem ([CT09, Proposition 4.3]).
Corollary 13.7. Let M be a (ϕ,∇)-module over Rbd solvable in Rlog. Then
b∇(M) ≤ b∇(M ⊗Rbd E).
A similar assertion holds for a (log-)(ϕ,∇)-module over K[[t]]0.
Recall that Dwork’s conjecture LGFDw ([CT11, Conjecture 2.7]) asserts that for M a (ϕ,∇)-module
over K[[t]]0, the log-growth Newton polygon of M lies on or above that of ME with the same endpoints.
Corollary 13.8. Dwork’s conjecture LGFDw is true.
Remark 13.9 (cf. [CT11, Remark 2.8]). We discuss differences between the conjecture LGFDw and
[And08, Conjecture 1.1.1], which are “different forms” of Dwork’s conjecture below. Let M be a ∇-
module of rank n over K[[t]]0 solvable in K{t}. Dwork originally defines the log-growth Newton polygon
of M as the lower convex polygon, where the multiplicity of the slope λ is equal to dimK Solλ+ε(M) −
dimK Solλ−ε(M) with sufficiently small ε > 0 ([Dwo73a, (4) in p. 368]). He also defines the log-growth
Newton polygon of ME as that of τ
∗M . Then Dwork conjectures ([Dwo73b, Conjecture 2]) that “the log-
growth Newton polygon of M is lies on or above that of ME”: precisely speaking, the conjecture makes
sense only after fixing the left or right endpoints of the log-growth Newton polygons of M and ME ,
however, the author cannot find an information how to define the endpoints in Dwork’s articles. Andre´
defines his log-growth Newton polygons NP(M) and NP(ME) by fixing the right endpoints at (n, 0)
([And08, 3.3]), then proves Dwork’s conjecture without the coincidence of the left endpoints ([And08,
Theorem 4.1.1]). In [Ohk15], the author constructsM of rank two such that the left endpoints of NP(M)
and NP(ME) do not coincide.
Note that if M admits a Frobenius structure, then our log-growth Newton polygon of M (resp. ME)
coincides with Andre´’s log-growth Newton polygon of M (resp. ME) after moving −h (resp. −hE) in the
y-direction, where h (resp. hE) denotes the y-coordinate of the left endpoint of NP(M) (resp. NP(ME)).
Since we have h = hE by Corollary 13.8, the left endpoints of NP(M) and NP(ME) also coincides, hence,
the conjecture LGFDw can be seen as a refinement of Andre´’s theorem under the existence of Frobenius
structures. However it is not clear that one can deduce (even “lies above” part of ) the conjecture LGFDw
from Andre´’s theorem, and vice versa. Thus the author thinks that Andre´’s theorem and Corollary 13.8,
both are regarded as Dwork’s conjectures, are of different natures.
14 Converse theorem
It is natural to ask the necessity of the PBQ hypothesis in parts (ii) of Theorems 7.2, 7.4, or 7.6. In this
section, we prove that the PBQ hypothesis is necessary in all the cases.
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Lemma 14.1 (Converse theorem over E). Let M be a (ϕ,∇)-module over E. Then, M is PBQ if and
only if M0 = (S−λmax(M)(M
∨))⊥. In particular, if
Mλ = (Sλ−λmax(M)(M
∨))⊥ ∀λ,
then M is PBQ.
Proof. Assume M0 = (S−λmax(M)(M
∨))⊥. By Lemma 4.8 (II)-(iv), M0 = ∪µ<λmax(M)Sµ(M). Hence
M/M0 is pure of slope λmax(M) as a ϕ-module over E , in particular, M is PBQ.
Assume that M is PBQ. Then M/M0 is pure of slope λmax(M) by Corollary 8.4. Hence the image
of ∪µ<λmax(M)Sµ(M) under the projection M → M/M
0 is zero, i.e., ∪µ<λmax(M)Sµ(M) ⊂ M
0. By
Proposition 7.3, we conclude ∪µ<λmax(M)Sµ(M) = M
0.
Remark 14.2. By the equivalence above, we can rephrase Theorem 7.4 (ii) as the following form: if the
equality Mλ = (Sλ−λmax(M)(M))
⊥ holds for λ = 0, then it holds for an arbitrary λ.
Lemma 14.3 (Converse theorem over Rbd). Let M be a (ϕ,∇)-module over Rbd solvable in Rlog. If
Solλ(M) = Sλ−λmax(ME )(Sol(M)) ∀λ,
then M is PBQ.
Note that an analogue of Converse theorem for a (log-)(ϕ,∇)-module over K[[t]]0 follows from Lemma
14.3 thanks to Lemma 5.2.
Proof. We may assumeM 6= 0. Suppose that M is not PBQ. Put M ′ = P1(M),M
′′ = M/P1(M). Recall
that λmax(M
′′
E ) < λmax(ME) = λmax(M
′
E), and M
′ is PBQ. Hence we have, by Theorem 7.6 (ii) and
Proposition 7.5 respectively,
Solλ(M
′) = Sλ−λmax(ME )(Sol(M
′)) ∀λ,
Sλ−λmax(ME)(Sol(M
′′)) ⊂ Sλ−λmax(M ′′E )(Sol(M
′′)) ⊂ Solλ(M
′′) ∀λ. (14.3.1)
Therefore we obtain a canonical commutative diagram with exact rows by Lemmas 11.6 and 4.8 (II)-(ii),
0 // Sλ−λmax(ME )(Sol(M
′′)) //

Sλ−λmax(ME)(Sol(M))
// Sλ−λmax(ME )(Sol(M
′)) // 0
0 // Solλ(M ′′) // Solλ(M) // Solλ(M ′).
By the snake lemma, the left vertical arrow is an equality. Hence, by (14.3.1),
Sλ−λmax(ME )(Sol(M
′′)) = Sλ−λmax(M ′′E )(Sol(M
′′)) ∀λ,
which contradicts to the uniqueness of Frobenius slope filtration.
15 Tensor compatibility
As pointed out by Andre´ ([And08, 1.3]), the log-growth filtrations for ∇-modules (even assuming Frobe-
nius structures) are not strongly compatible with the tensor product; see Remark 15.7 for details. In
this section, we prove a weak tensor compatibility of the log-growth filtration (Proposition 15.6). As a
corollary, we obtain the additivity of b∇ (Corollary 15.8).
We start by noting that in the category of (ϕ,∇)-modules over E , the subcategory of PBQ objects is
not closed under the tensor product: an explicit example is given by Example 6.2.5, which is generalized
as follows.
Lemma 15.1. Let M be a non-zero (ϕ,∇)-module over E. If M is not pure as a ϕ-module over E, then
M ⊗E M∨ is not PBQ.
Proof. We have λmax(M ⊗E M∨) = λmax(M) + λmax(M∨) = λmax(M) − λmin(M) > 0. We regard E as
a quotient of M ⊗E M
∨ via the canonical pairing M ⊗E M
∨ → E . Since λmax(E) = 0, M ⊗E M
∨ is not
PBQ by Proposition 8.1.
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We will refine the proof of Theorem 7.6 (ii) in §10 to prove Proposition 15.6.
Definition 15.2. LetM be a (ϕ,∇)-module overRbd solvable inRlog. Recall that a solution f ∈ Sol(M)
is of log-growth λ for λ ∈ R if f ∈ Solλ(M), i.e., f(M) ⊂ FilλRlog. We say that f is exactly of log-growth
λ if f is of log-growth λ, and not of log-growth µ for any µ < λ.
Note that if f is exactly of log-growth λ, then λ is a slope of the filtration Sol•(M), and hence, a
slope of V (M)•.
Construction 15.3. We fix a ϕ-equivariant embedding Rlog →֒ R˜log in Definition 1.14. Let M be a
ϕ-module over Rbd, and f : M → Rlog an Rbd-linear map. Let M˜ denote the ϕ-module M ⊗Rbd R˜
bd
over R˜bd, and f˜ : M˜ → R˜log denote the composition of
M ⊗Rbd R˜
bd f⊗id−−−→ Rlog ⊗Rbd R˜
bd →֒ R˜log,
where the second map is the multiplication map given in Lemma 1.15. Note that the following.
• If f is injective (resp. ϕ-equivariant), then so is f˜ .
• If f is of log-growth λ, then
f˜(M˜) ⊂ FilλR˜log
by a similar argument as in the proof of Proposition 10.1.
The following proposition can be seen as a generalization of Proposition 10.1.
Proposition 15.4. Assume that k is algebraically closed. Let M be a (ϕ,∇)-module over Rbd solvable
in Rlog, and λ a slope of Sol•(M). Then there exist f ∈ Solλ(M) and m˜ ∈ M˜ such that f˜(m˜) is a
d-eigenvector of slope λ (for some d ≥ 1). Moreover, any such f is exactly of log-growth λ.
Proof. We first prove the last assertion. Suppose the contrary, i.e., there exists µ < λ such that f is of
log-growth µ. By Construction 15.3, we have f˜(M˜) ⊂ FilµR˜log. By assumption and Lemma 2.14, f˜(m˜)
is exactly of log-growth λ, which is a contradiction.
We will prove the first assertion. Since k is algebraically closed, there exists a solution f ∈ Sol(M)
such that:
(a) f is exactly of log-growth λ;
(b) f is a Frobenius d-eigenvector.
In fact, there exists a (non-canonical) splitting of ϕ-modules Solλ(M) ∼= (∪µ<λSolµ(M))⊕(Solλ(M)/(∪µ<λSolµ(M))).
Then we choose a d-eigenvector in the second summand as f . We will prove that f satisfies the desired
condition by repeating the proof of Proposition 10.1.
• The case ϕ(f) = f
Since f :M →Rlog is ϕ,∇-equivariant by assumption, ker f is a (ϕ,∇)-submodule of M . Denote by
M ′′ the quotient M/ ker f , which is a (ϕ,∇)-module over Rbd solvable in Rlog, and by f ′′ :M ′′ →֒ Rlog
the induced map by f . Then f ′′ ∈ Sol(M) is exactly of log-growth λ by (a) and f ′′(M ′′) = f(M). We
also have ϕ(f ′′) = f ′′ by definition. Therefore, after replacing (M, f) by (M ′′, f ′′), we may also assume
that f is injective. In this case, f˜ is ϕ-equivariant and injective.
We choose a Frobenius d-eigenvector m˜ ∈ M˜ of slope λmax(ME) (Proposition 9.4). Then f˜(m˜) is also
a Frobenius d-eigenvector of slope λmax(ME). By Lemma 2.14, f˜(m˜) is exactly of log-growth λmax(ME).
It suffices to prove λmax(ME) = λ. Since f ∈ S0(Sol(M)) ⊂ Solλmax(ME)(M) by Proposition 7.5, f is of
log-growth λmax(ME). Hence λ ≤ λmax(ME) by (a). We also have f˜(M˜) ⊂ FilλR˜log by (a), in particular,
f˜(m˜) is of log-growth λ. Hence λmax(ME) ≤ λ. Thus λmax(ME) = λ.
• The general case
Write ϕd(f) = cf for some c ∈ K×. Put N = ([d]∗M)(c), which is a (ϕd,∇)-module over Rbd.
Since T : M → N ;m 7→ m ⊗ ec is an isomorphism of ∇-modules over Rbd, N is also solvable in Rlog.
Moreover, T induces an isomorphism T ∗ : Sol(N) ∼= Sol(M); f 7→ f ◦T , which also induces isomorphisms
of filtrations Sol•(N) ∼= Sol•(M). Put f ′ := (T ∗)−1f ∈ Sol(N). Then ϕd(f ′) = f ′, and f ′ is exactly
of log-growth λ. By applying the previous case to f ′, we obtain n˜ ∈ N˜ such that f˜ ′(n˜) is exactly of
log-growth λ. Since T naturally extends to an R˜bd-linear isomorphism T˜ : M˜ → N˜ satisfying f˜ = f˜ ′ ◦ T˜ ,
the element m˜ = T˜−1(n˜) satisfies the desired condition.
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Lemma-Definition 15.5. Let M,N be (ϕ,∇)-modules over Rbd solvable in Rlog. Then there exists a
canonical isomorphism of ϕ-modules over K
Ψ : Sol(M)⊗K Sol(N)→ Sol(M ⊗Rbd N); g ⊗ h 7→ (m⊗ n 7→ g(m)h(n)).
Moreover,
Ψ(Solλ(M)⊗K Solµ(N)) ⊂ Solλ+µ(M ⊗Rbd N) ∀λ, µ ∈ R.
Proof. The map Ψ is identified with the canonical map ψ : V (M∨) ⊗K V (N∨) → V (M∨ ⊗Rbd N
∨).
Since ψ is injective, ψ is an isomorphism by a dimension count. The second assertion is a consequence of
Lemma 2.11 (i).
The log-growth filtration satisfies a weak tensor compatibility as follows.
Proposition 15.6. Let M,N be (ϕ,∇)-modules over Rbd solvable in Rlog. Then the sum of a slope of
V (M)• and a slope of V (N)• is a slope of V (M ⊗Rbd N)
• (without multiplicity).
A similar assertion holds for a (log-)(ϕ,∇)-module over K[[t]]0 or E.
Proof. By Remark 11.5, we have only to prove the assertion in the case of Rbd. By duality, we may
replace V (·)• by Sol•(·). By Lemma 7.12, we may assume that k is algebraically closed. Let λ, µ be
slopes of Sol•(M), Sol•(N) respectively. By Proposition 15.4, we choose g ∈ Solλ(M) and m˜ ∈ M˜ (resp.
h ∈ Solµ(N) and n˜ ∈ N˜) such that g˜(m˜) (resp. h˜(n˜)) is a d-eigenvector of slope λ (resp. µ). Put
f = Ψ(g ⊗ h). Then f ∈ Solλ+µ(M ⊗Rbd N) by Proposition 15.4, and f˜(m˜ ⊗ n˜) = g˜(m˜) · h˜(n˜) is a
d-eigenvector of slope λ+ µ. By Proposition 15.4 again, f is exactly of log-growth λ+ µ. In particular,
λ+ µ is a slope of Sol•(M ⊗Rbd N).
Remark 15.7. An analogous assertion with multiplicity fails: in Example 6.1.5, the slope multisets of
V (Mµ)
•, V (M∨µ )
• are both {0, µ}, while that of V (Mµ ⊗K[[t]]0 M
∨
µ )
• is {0, 0, µ, 2µ}.
As a consequence, b∇ is additive under tensor products.
Corollary 15.8. Let M,N be (ϕ,∇)-modules over Rbd solvable in Rlog. Then
b∇(M ⊗Rbd N) = b
∇(M) + b∇(N).
A similar assertion holds for M,N (log-)(ϕ,∇)-modules over K[[t]]0 or E.
Proof. By Remark 11.5, we have only to prove the assertion in the case of Rbd. By duality, we may use
Sol•(·) instead of V (·)•. By Lemma 15.5 and Corollary 13.3,
Sol(M⊗RbdN) = Ψ(Sol(M)⊗KSol(N)) = Ψ(Solb∇(M)(M)⊗KSolb∇(N)(N)) ⊂ Solb∇(M)+b∇(N)(M⊗RbdN).
Hence b∇(M⊗RbdN) ≤ b
∇(M)+b∇(N). By Proposition 15.6, b∇(M)+b∇(N) is a slope of Sol•(M⊗Rbd
N), in particular, b∇(M) + b∇(N) ≤ b∇(M ⊗Rbd N).
The following supplementary results are not used in the rest of this paper. The reader may skip here
for the first time of reading.
As an application of Proposition 15.6, we can give a sufficient condition that the tensor product of
two (ϕ,∇)-modules is PBQ.
Proposition 15.9. Let M,N be (ϕ,∇)-modules over Rbd solvable in Rlog. Assume that
(a) M,N are PBQ,
(b) each Frobenius slope of V (M ⊗Rbd N) has multiplicity one.
Then M ⊗Rbd N is PBQ.
A similar assertion holds for M,N (log-)(ϕ,∇)-modules over K[[t]]0 or E.
Lemma 15.10. Let V be a finite dimensional vector space over a field. Let V1,•, V2,• be increasing
filtrations on V by subspaces, which is separated, exhaustive, and right continuous. Assume V1,• ⊂ V2,•.
If the slope multiset of V1,•, V2,• coincide, then V1,• = V2,•.
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Proof. Obvious.
Proof of Proposition 15.9. By Remark 11.5, we have only to prove the assertion in the case of Rbd. By
duality, each Frobenius slope of Sol(M ⊗Rbd N) has multiplicity one. Let µ1(M) ≤ · · · ≤ µm(M) (resp.
µ1(N) ≤ · · · ≤ µn(N)) denote the slope multiset of S•(Sol(M)) (resp. S•(Sol(N))) with increasing order.
By Theorem 7.6 (ii),
λi(M) = µi(M) + λmax(ME) ∀i,
λj(N) = µj(N) + λmax(NE) ∀j.
Hence λi(M) + λj(N) for all i, j are distinct by assumption. Therefore the multiset
Λ = {λi(M) + λj(N); 1 ≤ i ≤ m, 1 ≤ j ≤ n}
coincides with the slope multiset of Sol•(M ⊗Rbd N) by Proposition 15.6. Since
Λ = {µi(M) + µj(N) + λmax(ME) + λmax(NE); 1 ≤ i ≤ m, 1 ≤ j ≤ n},
Λ also coincides with the slope multiset of S•−(λmax(ME)+λmax(NE))(Sol(M ⊗Rbd N)). By Proposition 7.5
and Lemma 15.10, Sol•(M ⊗Rbd N) = S•−(λmax(ME)+λmax(NE))(Sol(M ⊗Rbd N)). By Converse theorem
over Rbd (Lemma 14.3), M ⊗Rbd N is PBQ.
If the tensor product of two (ϕ,∇)-modules is PBQ as in Proposition 15.9, then the log-growth
filtration on the tensor product is easily computed as in the case of Frobenius slope filtration (Lemma
4.8 (II)-(iii)).
Lemma 15.11. Let M,N be (ϕ,∇)-modules over Rbd solvable in Rlog. Assume that M⊗RbdN is PBQ.
Then M,N are PBQ. Moreover, there exist canonical isomorphisms
∩λ+µ=δ(V (M)
λ ⊗K V (N) + V (M)⊗K V (N)
µ) ∼= V (M ⊗Rbd N)
δ,∑
λ+µ=δ
Solλ(M)⊗K Solµ(N) ∼= Solδ(M ⊗Rbd N)
for all δ ∈ R.
A similar assertion holds for M,N (log-)(ϕ,∇)-modules over K[[t]]0 or E.
Proof. To prove the first assertion, we may consider only in the case of E . By Lemma 15.5, there exists
an injection Sol0(M)⊗E Sol0(N) →֒ Sol0(M ⊗E N) of ϕ-modules over E . Since Sol0(M ⊗E N) is pure by
assumption, so are Sol0(M) and Sol0(N), which implies the assertion.
We prove the second assertion: by Remark 11.5, it suffices to prove the second isomorphism in the
case of Rbd. We obtain the assertion by
Solδ(M ⊗Rbd N) =Sδ−(λmax(M)+λmax(N))(Sol(M ⊗Rbd N))
∼=
∑
λ+µ=δ
Sλ−λmax(M)(Sol(M))⊗K Sµ−λmax(N)(Sol(N))
=
∑
λ+µ=δ
Solλ(M)⊗K Solµ(N),
where the equalities follow from Theorem 7.6 (ii).
16 Generating theorem
As we have seen, particularly in §13, the PBQ filtration is a useful tool to handle an arbitrary (ϕ,∇)-
modules. In this section, we prove Generating theorem, which is another tool to describe M using PBQ
(ϕ,∇)-modules in a very na¨ıve way.
Theorem 16.1 (Generating theorem). Assume that k is perfect. Let M be a (ϕ,∇)-module over E.
Then there exist PBQ (ϕ,∇)-submodules M1, . . . ,Mr of M such that
∑r
i=1Mi = M .
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Proof. We consider the following condition on M .
(CM ): There exist (ϕ,∇)-submodules M1, . . . ,Mr of M such that M1, . . . ,Mr 6= M and M1 + · · ·+
Mr = M .
Note that if (CQ) is true for a quotient Q of M , then (CM ) is true. In particular, if M is not PBQ, then
(CM ) is true since (CM/M0 ) is true by Splitting theorem (Theorem 8.3).
We prove the assertion by induction on dimEM . When M is PBQ, we set n = 1 and M1 = M . When
M is not PBQ, we obtain the assertion by applying the induction hypothesis to the Mi’s in (CM ).
Note that in the above proof, we use Splitting theorem in an essential way, as is the case of the PBQ
filtration (see the proof of [CT11, Proposition 5.4]).
Example 16.2. Let M = Mµ,δ be as in Example 6.1.4. Then M is not PBQ (Example 6.2.4). By the
pushout diagram in Example 6.1.4, M contains copies of Mµ,Mδ, which are PBQ by Example 6.2.3 and
generate M .
17 The slopes of log-growth Newton polygon
In this section, we study the slopes of the log-growth Newton polygons of (ϕ,∇)-modules M over E .
Particularly, we prove the dual invariance of the maximum slope b∇ (Theorem 17.5) by using Generating
theorem (Theorem 16.1), and an analogue of Drinfeld-Kedlaya theorem for indecomposable convergent
F -isocrystals (Theorem 17.9).
We first study the “generic bound” b∇ for a (ϕ,∇)-module over E . The following two lemmas are
consequences of Lemmas 5.7, 5.8, and Corollary 13.3.
Lemma 17.1. Let f :M → N be a morphism of (ϕ,∇)-modules over E.
(i) If f is injective, then b∇(M) ≤ b∇(N).
(ii) If f is surjective, then b∇(M) ≥ b∇(N).
Lemma 17.2. For (ϕ,∇)-modules M1, . . . ,Mn over E, we have b∇(⊕ni=1Mi) = max1≤i≤n b
∇(Mi).
Lemma 17.3. Let M be a (ϕ,∇)-module over E. If M1, . . . ,Mn are (ϕ,∇)-submodules of M such that∑n
i=1Mi = M , then
b∇(M) = max
1≤i≤n
b∇(Mi),
b∇(M∨) = max
1≤i≤n
b∇(M∨i ).
Proof. By Lemma 17.1 (i), b∇(Mi) ≤ b∇(M). By applying Lemmas 17.1 (ii) and 17.2 to the canonical
surjection ⊕ni=1Mi → M , we have b
∇(M) ≤ b∇(⊕ni=1Mi) = max1≤i≤n b
∇(Mi), which implies the first
equality.
Similarly, regarding M∨i as a quotient of M
∨, b∇(M∨i ) ≤ b
∇(M∨) by Lemma 17.1 (ii). By applying
Lemmas 17.1 (i) and 17.2 to the canonical injection M∨ →֒ ⊕ni=1M
∨
i , we have b
∇(M∨) ≤ b∇(⊕ni=1M
∨
i ) =
max1≤i≤n b
∇(M∨i ), which implies the second equality.
Lemma 17.4. Let M be a (ϕ,∇)-module over E.
(i) If M is PBQ, then b∇(M) = λmax(M)− λmin(M).
(ii) If M and M∨ are PBQ, then b∇(M) = b∇(M∨).
Proof. (i) By Theorem 7.4 (ii) and Corollary 13.3,
b∇(M) =min{λ;Mλ = 0} = min{λ;Sλ−λmax(M)(M
∨) =M∨}
=λmax(M) + λmax(M
∨) = λmax(M)− λmin(M).
(ii) It follows from (i) and λmax(M)− λmin(M) = λmax(M∨)− λmin(M∨).
The following theorem is highly non-trivial, and we make an essential use of a Frobenius structure in
the proof.
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Theorem 17.5 (the dual invariance of b∇). For any (ϕ,∇)-module M over E,
b∇(M) = b∇(M∨).
Proof. Note that the assertion follows from Lemma 17.4 (ii) when both M and M∨ are PBQ (including
the case dimEM = 1). We prove the assertion by induction on dimEM . Assume that the assertion holds
for all M of dimension < m. We may assume that either M or M∨ is not PBQ. By symmetry, we may
assume that M is not PBQ. By Generating theorem (Theorem 16.1), there exist PBQ (ϕ,∇)-submodules
M1, . . . ,Mn of M such that
∑n
i=1Mi = M . Note that Mi 6= M for all i since M is not PBQ. Since
b∇(Mi) = b
∇(M∨i ) for all i by the induction hypothesis, we obtain the assertion by Lemma 17.3.
Remark 17.6. As for an analogue over K[[t]]0, only a na¨ıve inequality is known: for an arbitrary ∇-
module over K[[t]]0 of rank n, we have b
∇(M∨) ≤ (n− 1)b∇(M) ([CT09, Proposition 1.4]).
We estimate b∇ under a certain extension.
Lemma 17.7. Let
0→M ′ →M →M ′′ → 0
be an exact sequence of (ϕ,∇)-modules over E. If either M ′ or M ′′ is bounded, then
b∇(M) ≤ b∇(M ′) + b∇(M ′′) + 1.
Proof. By taking dual and using Theorem 17.5, we may assume thatM ′′ is bounded. Let {e1, . . . , er+s} be
a basis of τ∗M such that {e1, . . . , er} is a basis of τ∗M ′ and {er+1, . . . , er+s} modulo τ∗M ′ is a horizontal
basis of τ∗M ′′. We have only to prove that for any f ∈ Sol(M), we have f(ei) ∈ E [[X − t]]b∇(M ′)+1 for all
i. Since f |τ∗M ′ ∈ Sol(M
′) is of log-growth b∇(M ′), we have f(e1), . . . , f(er) ∈ E [[X − t]]b∇(M ′). Write
D(er+1, . . . , er+s) = (e1, . . . , er)A, A ∈Mrs(E [[X − t]]0).
Then,
D(f(er+1), . . . , f(er+s)) =f(D(er+1, . . . , er+s)) = f((e1, . . . , er)A)
=(f(e1), . . . , f(er))A ∈ (E [[X − t]]b∇(M ′))
r
by Lemma 2.8 (i). By Lemma 2.8 (iv),
f(er+1), . . . , f(er+s) ∈ E [[X − t]]b∇(M ′)+1,
which implies the assertion.
Remark 17.8. (i) The above proof in the case that M ′′ is bounded is based on the proof of [Dwo73a,
Theorem 2].
(ii) Without the boundedness assumptions on M ′ or M ′′, we have a similar inequality with an extra
factor
b∇(M) ≤ b∇(M ′) + b∇(M ′′) + min{b∇(M ′), b∇(M ′′)}+ 1.
In fact, we may assume b∇(M ′) ≤ b∇(M ′′) by taking dual and using Theorem 17.5. We consider
the short exact sequence 0 → M ′ ⊗E (M ′′)∨ → Q → E → 0 associated to the original short exact
sequence under the canonical isomorphism Ext1(M ′′,M ′) ∼= Ext1(E ,M ′ ⊗E (M ′′)∨) of Yoneda
extension groups in the category of (ϕ,∇)-modules over E ([Ked10, Lemma 5.3.3]). Then we have
b∇(Q) ≤ b∇(M ′ ⊗E (M
′′)∨) + 1 = b∇(M ′) + b∇((M ′′)∨) + 1 = b∇(M ′) + b∇(M ′′) + 1,
where the inequality follows from Lemma 17.7, and the first and second equalities follow from
Corollary 15.8, Theorem 17.5 respectively. Since M is isomorphic to a quotient of Q ⊗E M ′′, we
have
b∇(M) ≤ b∇(Q⊗E M
′′) = b∇(Q) + b∇(M ′′) ≤ 2b∇(M ′) + b∇(M ′′) + 1,
where the first inequality follows from Lemma 17.1 (ii), and the equality follows from Corollary
15.8.
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(iii) We have the following analogous assertion with a similar proof as above: if 0→M ′ →M →M ′′ → 0
is an exact sequence of (ϕ,∇)-modules overRbd solvable inRlog such thatM ′′ is a trivial∇-module
over Rbd, then b∇(M) ≤ b∇(M ′) + 1.
The statement of the following theorem is inspired by that of Drinfeld-Kedlaya theorem on Frobenius
Newton polygons for indecomposable convergent F -isocrystals ([DK16, Theorem 1.1.5]). However we do
not know that (some special case of) Drinfeld-Kedlaya theorem implies our theorem, or vice versa.
Theorem 17.9. Let M be a (ϕ,∇)-module over E of rank n. Then the slope multiset {λi(M); 1 ≤ i ≤ n}
of the log-growth Newton polygon of M satisfies
λi+1(M)− λi(M) ≤ 1 for i = 1, . . . , n− 1.
Proof. Let λi denote λi(M) for simplicity. We may assume λi < λi+1. Consider an exact sequence of
(ϕ,∇)-modules over E
0→ (Mλi/Mλi+1)/(Mλi/Mλi+1)0 → (M/Mλi+1)/(Mλi/Mλi+1)0 →M/Mλi → 0. (17.9.1)
Write the middle term as M/M ′. Then we have
b∇(M/M ′) ≤ b∇(M/Mλi) + 1 = λi + 1,
where the inequality is obtained by applying Lemma 17.7 to (17.9.1), and the equality is obtained by
Corollary 13.3 and (M/Mλi)λ = (Mλ +Mλi)/Mλi (Lemma 5.7 (ii)).
Since Mλi/Mλi+1 6= 0, we also have (Mλi/Mλi+1)/(Mλi/Mλi+1)0 6= 0 by Lemma 5.6 (ii). Hence
M ′ (Mλi by the definition of M ′. Since (M/M ′)b
∇(M/M ′) = (M b
∇(M/M ′)+M ′)/M ′ = 0 by Lemma 5.7
(ii) and Corollary 13.3, we have M b
∇(M/M ′) ⊂M ′. Hence M b
∇(M/M ′) (Mλi . By Lemma 13.2, we have
λi+1 = min{λ;M
λ (Mλi} ≤ b∇(M/M ′) as desired.
Remark 17.10. Dwork proves the following result (see [Dwo73a, p. 368]): let M be a ∇-module over
E of rank n such that τ∗M is solvable in E{X − t}. Let P (n) denote the lower convex polygon with left
endpoint fixed at (0, 0), whose slope multiset is {0, 1, . . . , n− 1} with multiplicity. Then the log-growth
Newton polygon of M (with left endpoint fixed at (0, 0)) is bounded from above by P (n). Theorem 17.9
is a refinement of Dwork’s result under the existence of Frobenius structures.
With notation as in the remark above, one may ask when NP(M) coincides with P (n). An answer is
given as follows.
Corollary 17.11. Let M be a (ϕ,∇)-module over E of rank n ≥ 1. If b∇(M) = n− 1, then
λi(M) = i− 1 for i = 1, . . . , n.
18 Appendix: List of notation
The following is a list of notation in order defined.
Part I
§1.1 Rr,R, | · |r,Rint,Rbd, E , ϕ
§1.2 k((tQ)), R˜r , R˜, R˜bd, R˜int, E˜ , ψ
§1.3 Rlog, R˜log
§2.1 Fil•R˜
§2.2 Fil•R,K[[t]]•
§2.3 Fil•Rlog,Fil•R˜log,K{t},K{t}log,Fil•K{t}log
§3.1 ec, R(c),M(c)
§3.3 ∇log, τ
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§3.4 V(·)
§4 | · |sp, S•(·)
§5.1 V (·), Sol(·), Sol•(·), V (·)•
§5.3 (·)•
§7.1 λmax,LGFK[[t]]0
§7.2 LGFE
§8 λmax(·), λmin(·)
Part II
§11 ev
§12 P•(·)
§13 NP(·), λi(·), b∇(·),m(·),LGFDw,NP(·)
§15 Ψ
For 0 ≤ λ1 ≤ λ2, we have the following diagram of spaces of functions: all the morphisms other than
those denoted by ψ are the natural inclusions.
K[[t]]0 //

K[[t]]λ1 //

K[[t]]λ2 //

K{t} //

K[[t]]
E
ψ

Rbdoo //
ψ

Filλ1R(log) //
ψ

Filλ2R(log) //
ψ

R(log)
ψ

E˜ R˜bdoo // Filλ1R˜(log) // Filλ2R˜(log) // R˜(log)
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