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6Resumen
En la contienda electoral ecuatoriana de febrero 2013 el partido Alianza País gana la
Presidencia de la República en primera vuelta con más del 50% de apoyo de los votan-
tes, consolidándose como la primera fuerza política del país y causando revuelo a nivel
internacional ya que por tercera vez consecutiva Rafael Correa obtiene dicho cargo. Los
resultados oficiales nos muestran la información de apoyo agregada en cada recinto sin
distinción de comportamiento individual, pero si dividimos el electorado en clases (sexo,
edad, condición económica, etc) nos podemos preguntar: que cantidad de apoyo obtuvo
Alianza País por cada clase? Para responder ésta cuestión podemos hacer uso de la in-
ferencia ecológica que nos permite encontrar estadísticamente las proporciones de apoyo
de cada clase a cierto partido político en particular. En éste trabajo usamos la inferencia
ecológica para tablas de contingencia 2x2 y RxC por medio de modelos jerárquicos baye-
sianos Binomial-Beta y Multinomial-Dirichlet que se apoyan en técnicas computacionales
MCMC (Markov Chain Monte Carlo) las cuales infieren las proporciones buscadas.
Palabras clave: Inferencia ecológica, modelos jerárquicos, estadística bayesiana, mé-
todos MCMC, Binomial-beta, Multinomial-Dirichlet.
7Abstract
In the Ecuadorian electoral contest of February 2013, the Alianza País party won
the presidency of the republic in the first round with more than 50% voter support,
consolidating itself as the country’s first political force and causing international up-
heaval because third consecutive time Rafael Correa obtains this possition. The official
results show us the aggregated support information in each room without distinction
of individual behavior, but if we divide the electorate into classes (sex, age, economic
status, etc.) we can ask what amount of support did Alianza País get for each class? To
answer this question we can make use of the ecological inference that allows us to find
statistically the proportions of support of each class to certain political party in parti-
cular. In this paper we use the ecological inference for 2x2 and RxC contingency tables
by Bayesian hierarchical models Binomial-Beta and Multinomial-Dirichlet that rely on
MCMC (Markov Chain Monte Carlo) computational techniques which infer the desired
proportions.
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La contienda electoral ecuatoriana que se produjo en febrero de 2013 ratificó la po-
pularidad y el apoyo que los diferentes sectores sociales dieron a Rafael Correa. Alianza
País (creado el 19 de Febrero del 2006) presentó su binomio Correa - Glass a los comicios
teniendo como punto de mira la consolidación de un proyecto político que venía gestán-
dose desde la redacción de la nueva Constitución. Antes de las elecciones generales de
ese año, el Presidente Correa logró obtener la Presidencia en dos ocasiones consecutivas
(2006 y 2009)[1]. Es innegable el hecho que desde la primera victoria electoral de Rafael
Correa en 2006, Ecuador ha experimentado numerosas transformaciones sociales, econó-
micas, educativas y culturales [2]. Además, ésta década de Revolución Ciudadana tuvo
el apoyo de un gran número de simpatizantes; así como también, la gran oposición de
otros.
En los procesos electorales suelen presentarse resultados previos a las elecciones a
través del análisis de intención de voto que suele ser la respuesta a la pregunta: "Supo-
niendo que mañana se llevan a cabo las elecciones...", también se tienen los análisis de
estimación de voto que se basan en la información anterior a la cual se le añaden otras
variables cualitativas de la encuesta, además luego de los comicios se tienen los llamados
exit polls que son realizadas a los electores posteriormente a que hayan sufragado y al
final, se tienen resultados oficiales otorgados por el organismo correspondiente[4]. Todos
éstos resultados suelen presentar el número de votos o intención de voto hacia cierto
partido político a través de tablas o gráficos porcentuales.
En ocasiones se desea realizar un análisis mas profundo de los resultados, como por
ejemplo, dividir la población en clases como: edad, socioeconómicas, nivel de educación,
sexo, etc. y medir el apoyo que obtuvo cierto partido político por cada una de éstas.
Dado que el voto es secreto, en principio, no se conoce el apoyo por clases, sin embargo,
éste análisis puede ser realizado con ayuda de la inferencia ecológica, la cual, a través de
modelos estadísticos, nos permite inferir las proporciones de apoyo de cierta clase hacia
cierto partido político.
En 2013 Alianza País ganó la presidencia en primera vuelta con más del 50% de
apoyo de los electores [3]. Los resultados oficiales, que se pueden ver en la figura 1,
fueron presentados a través del CNE (Consejo Nacional Electoral). El presente trabajo
consiste en inferir las proporciones de apoyo de las diferentes clases a Alianza País en
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las elecciones presidenciales del año 2013, mediante la aplicación de modelos estadísticos
bayesianos, junto con técnicas computacionales como la simulación usando el algoritmo
Markov Chain Monte Carlo (MCMC) en el cual se basa el lenguaje de programación
para inferencia estadística bayesiana Stan.
Figura 1: Resultados electorales presidenciales en Ecuador 2013. Fuente: CNE
2. Preliminares
2.1. La Inferencia Ecológica
Inferencia ecológica es el proceso de inferir el comportamiento desagregado (indivi-
dual) a partir de datos agregados [5]. El nombre de inferencia ecológica se refiere a la idea
de correlaciones ecológicas, es decir, las correlaciones entre las variables observadas para
un grupo de individuos, en lugar de las correlaciones individuales, donde justamente los
individuos son la unidad de análisis [32].
El objetivo de la inferencia ecológica es hacer predicciones a nivel desagregado a par-
tir de datos agregados. Una manera de entender éste problema es considerar una tabla
de contingencia, cuyas entradas dentro de la tabla sean desconocidas y sus marginales
conocidas; el objetivo es entonces, estimar las intersecciones que dan origen a los totales
marginales por filas y columnas en dicha tabla de contingencia. Éste método estadísti-
co ha sido aplicado en varias áreas como: políticas públicas, epidemiología, economía,
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ciencias de la administración y marketing, historia, sociología, etc.
Dado que en una tabla de contingencia trabajamos con dos o más variables, éstas
estarán de algún modo correlacionadas entre sí. Por ejemplo, se podría estudiar la corre-
lación entre la calidad de alimentación y la estatura entre los niños de un nivel escolar
dado. Un estudio a nivel individual podría hacer uso de la información que proveen 100
niños, luego medir la calidad de alimentación y su estatura; la correlación entre las dos
variables sería a nivel individual. Por el contrario, otro estudio podría hacer uso de 50
grupos de estudiantes del mismo nivel escolar, a continuación, medir la media de la cali-
dad de alimentación y la estatura media de cada uno de los 50 grupos. Una correlación
entre éstas medios grupales sería un ejemplo de una correlación ecológica.
Debido a que una correlación describe el grado de relación lineal entre variables, las
correlaciones a nivel de grupo pueden ser mucho más altas que las de nivel individual.
Pensar que ambos son iguales es un ejemplo de falacia ecológica.
La falacia ecológica[31] puede referirse a la siguiente falacia estadística: la correlación
entre las variables individuales se deduce de la correlación de las variables recogidas para
el grupo al que pertenecen esos individuos. Por ejemplo, si la puntuación media de un
grupo de valores es mayor que cero, no significa que un miembro aleatorio de ése grupo
tenga más probabilidad de tener una puntuación positiva que negativa (a menos que
éste grupo de valores tenga más puntuaciones negativas que puntuaciones positivas).
Matemáticamente, esto viene del hecho de que una distribución puede tener una media
positiva pero una mediana negativa. Esta propiedad está vinculada a la asimetría de la
distribución de los datos.
Otro limitante para la inferencia ecológica es el sesgo de agregación que podría de-
finirse como la ocurrencia de un error que no aparece como un hecho provocado por
el azar, sino que ocurre en forma sistemática, ya que una asociación observada entre
variables en un nivel agregado no necesariamente representa la asociación que existe en
el ámbito desagregado.
Gran parte de la ocurrencia de la falacia ecológica se podría deber por ejemplo, a la
imposibilidad de controlar eventuales variables de confusión en el análisis, puesto que el
estudio podría no considerar la medición de covariables. Como ejemplo, en un estudio
ecológico sobre los efectos del hábito alcohólico en el desempeño laboral, algunas variables
de confusión (capacitación laboral y estrés) podrían producir un sesgo de agregación al
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no ser considerada su medición.
Dadas las limitaciones para la inferencia ecológica, ésta en general no puede ser
usada para hacer inferencias concernientes al comportamiento desagregado. Sin embar-
go, los investigadores siguen utilizando correlaciones ecológicas para realizar inferencias,
lo importante es analizar bajo que circunstancias o condiciones éstas inferencias son
justificadas[10]. Como veremos en el desarrollo de los modelos, se deben cumplir ciertas
condiciones para que éstos funcionen adecuadamente.
Desde la década de 1950 se han dado varios enfoques para la solución de la inferen-
cia ecológica como el método de los intervalos, el método de la regresión ecológica y de
forma más reciente, Gary King (1997) combinó el método de los intervalos con procedi-
mientos de simulación que es conocida como EI (acrónimo de Inferencia Ecológica)[6].
La velocidad del desarrollo de la investigación estadística sobre la inferencia ecológica ha
sido paralela al progreso de las aplicaciones, y en los últimos años se ha visto numerosos
modelos nuevos, métodos innovadores y nuevos esquemas de cálculo [7]. El modelo que
utiliza éste trabajo es un modelo jerárquico bayesiano tanto para el caso de tablas 2x2,
así como para el caso de tablas RxC. Sin embargo, es importante tener una reseña de los
modelos anteriores ya que éstos contienen aspectos importantes de los cuales se nutren
los nuevos modelos, esa es la razón justamente de revisarlos.
2.1.1. Inferencia Ecológica: Tablas 2x2.
El caso más simple para el análisis de inferencia se presenta cuando se tiene una
tabla de contingencia 2x2 como se muestra en el cuadro 1, para esto se ha dividido
al electorado en dos clases: Hombres-Mujeres y el Apoyo o No Apoyo a cierto partido
político. El análisis de los modelos se realizará con los datos obtenidos en las elecciones
del 2013.
Para el caso 2x2 se ha utilizado la terminología usada por King en su modelo básico,
es decir se ha usado el superíndice b para representar a los hombres y el superíndice w
para representar a las mujeres.
La información que proveen los censos nacionales es la cantidad de empadronados por
recinto electoral y los resultados oficiales de las elecciones están dadas por el organismo
correspondiente para cada recinto i de un total de p recintos, cada recinto i es una unidad
poblacional geográfica (estado, provincia, parroquia, etc) tomada por el investigador.
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Cada recinto es una unidad agregada y cada variable individual que yace dentro de
éstas unidades es dicotómica. En el cuadro 1 se observa para cada recinto i (i = 1, ..., p),
la fracción de personas que votaron por AP (Ti) y la fracción de hombres que acudieron
a las urnas (Xi) de un total de Ni individuos. Las cantidades que quedan sin observar
(dado que el voto es secreto) son: la proporción de hombres que votaron por AP (βbi )
y la proporción de mujeres que votaron por AP (βwi ). Se tienen entonces dos variables
observadas: Xi y Ti y dos cantidades de interés no observadas: βbi y βwi para cada una
de las p observaciones.
Apoya a AP No Apoya a AP Total
Hombres (b) βbi 1− βbi Xi
Mujeres (w) βwi 1− βwi 1−Xi
Total Ti 1− Ti 1
Cuadro 1: Tabla de contingencia para el análisis de inferencia ecológica y su notación:
Caso 2x2.
Cada término se define a continuación:
βbi : proporción de hombres inscritos en los padrones electorales de la región i, que
votaron por AP.
βwi : proporción de mujeres inscritas en los padrones electorales de la región i, que
votaron por AP.
1− βbi : proporción de hombres inscritos en los padrones electorales de la región i,
que no votaron por AP.
1− βwi : proporción de mujeres inscritas en los padrones electorales de la región i,
que no votaron por AP.
Xi: proporción de hombres inscritos en los padrones electorales de la región i.
1−Xi: proporción de mujeres inscritas en los padrones electorales de la región i.
Ti: proporción de individuos inscritos en los padrones electorales de la región i que
votaron por AP.
1 − Ti: proporción de individuos inscritos en los padrones electorales de la región
i que no votaron por AP.
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El objetivo de algunos métodos es solo obtener la fracción promedio ponderada de














Se hará un análisis breve de los enfoques más importantes que se han dado desde el
siglo pasado al problema de la inferencia ecológica. El modelo que utiliza éste trabajo
es un modelo jerárquico bayesiano tanto para el caso 2x2 como para el caso RxC, sin
embargo es importante tener una reseña de los modelos anteriores ya que éstos contienen
aspectos importantes de los cuales se nutren los nuevos modelos, esa es la razón justa-
mente de revisar los enfoques anteriores. Se hará un recorrido breve por los métodos de
Duncan-Davis, Goodman y King para contar con ideas básicas acerca del problema y su
solución.
Antes de King (1997), se habían desarrollado dos enfoques importantes para la so-
lución de la inferencia ecológica: el método determinístico de los límites propuesto por
Duncan y Davis (1953) y el modelo estadístico de Goodman (1959) [7].
El objetivo del método de los límites es extraer la información determinística acerca
de las cantidades de interés que yace en las observaciones. Por ejemplo, si se conoce que
en cierto recinto, la cantidad de personas que apoyaron a AP es de 150 y se sabe también
que en dicho recinto acudieron a las urnas 60 mujeres, entonces con 100% de certeza
se puede decir que la cantidad de hombres que apoyaron a AP es un número entre 0
y 90, es decir, [0,90] es un intervalo de confianza al 100%. Sin embargo, esta técnica
muchas veces no ha permitido establecer rangos acotados y, por lo tanto, útiles para las
investigaciones [8].
Está dicho que los parámetros de interés βbi y βwi están acotados en el intervalo

































Éstas son las expresiones determinísticas para los límites en los cuales se encontrarán
los parámetros de interés.
Goodman por su parte miró las observaciones desde un enfoque estadístico, observan-
do la variación de Xi y Ti por medio de una regresión [10] que fué denominada Regresión
Ecológica. Éste enfoque provee en general estimadores más acotados por lo que ha tenido
mayor difusión. La esencia de éste enfoque plantea que realizar una regresión entre las
variables ecológicas agregadas puede ser útil para hacer inferencias sobre las cantidades
de interés[8].
Para cada distrito se tiene:
Ti = Xiβ
b
i + (1−Xi)βwi (5)
Ésta identidad contiene tanto las variables de interés (βbi y βwi ) así como las obser-
vaciones por distrito (Xi y Ti). Para inferir los β′s, Goodman propone trabajar con una
regresión lineal a partir de la información dada, bajo el supuesto de que éstas proporcio-
nes se mantienen constantes en todos los recintos, lo que implica decir que los parámetros
de interés no están correlacionados con Xi, o sea Cov(βbi , Xi)= Cov(βwi , Xi)=0.
Si el supuesto se cumple, la estimación por mínimos cuadrados de Ti dado Xi provee un
estimador insesgado de βbi y βwi . La regresión de Goodman ha sido criticada por autores
como Boudon[11], dado el hecho de que es difícil sostener que las proporciones de interés
se mantengan constantes en todos los recintos. Como Goodman reconoció, cuando ésta
suposición clave no se cumple, las estimaciones del modelo serán sesgadas. De hecho,
pueden ser muy sesgadas, fuera de los límites deterministas e incluso fuera del intervalo
unitario. Sin embargo, lo que Goodman logró fue formalizar la lógica del enfoque en un
modelo de regresión simple y dar las condiciones bajo las cuales las estimaciones de dicho
modelo funcionarían como una solución al problema[7].
Fue a partir de la enumeración de estas dificultades que Gary King desarrolló una
nueva propuesta, la misma que utiliza los dos enfoques anteriores: la información de-
terminística contenida en los límites, y un modelo estadístico que permite realizar una
estimación al interior de dichos límites. Para ello, se mueve sucesivamente del nivel de
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recintos al nivel regional y viceversa. Primero, al tratar cada recinto por separado, el
método utiliza toda la información disponible para dar un rango de posibles valores para
estas cantidades de interés a ese nivel, luego, a fin de aproximarse a una respuesta más
acotada, el modelo estadístico "toma fuerza"de todos los datos de los otros recintos para
dar la probable ubicación de cada verdadera cantidad de interés dentro de los conocidos
límites determinísticos [8].
La figura 2 muestra éste enfoque donde se puede observar la información que pro-
porcionan los recintos. El primero es un diagrama de dispersión en el que se muestra Ti
contra Xi (donde cada punto es un recinto), es decir la proporción del electorado que
acudió a las urnas para cada recinto i contra la proporción del electorado que apoyó a
AP en ése recinto. En cambio, en el segundo gráfico, cada punto es ahora una línea sobre
la cual se ubicarán las cantidades de interés reales (βbi y βwi ).
Figura 2: El gráfico de la izquierda muestra el diagrama de dispersión de Xi vs Ti y el
gráfico de la derecha muestra la misma información como una tomografía de las canti-
dades de interés βbi y βwi . Los datos utilizados provienen de las elecciones presidenciales
del año 2013. beta b corresponde a la proporción de hombres y beta w a la proporción
de mujeres que apoyaron a AP.
Al graficar las líneas determinísticas indicadas se puede ver el efecto de la pérdida
de información debida a la agregación. La inferencia ecológica consiste en localizar jus-
tamente los parámetros de interés para cada recinto que se encuentran en éste cuadrado
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unitario, ya que valores fuera de éste, serían lógicamente imposibles [7].
Para realizar éstas gráficas, King [5] tomó la identidad de Goodman (ecuación 5) y en-













En ésta ecuación la pendiente y el intercepto son conocidos es decir, cada punto en
en el gráfico izquierdo de la figura 2, puede ser expresado, sin suposiciones o pérdida de
información, como el gráfico de la derecha, lo que King llamó una línea de tomografía
dentro del cuadrado unitario.
Debido a la agregación de los datos se pierde información, lo que obliga a trazar una
línea completa (sobre la cual, los valores βbi y βwi deben ubicarse). Sin embargo, el hecho
de tener la certeza de que para cada punto en la figura 2a existe una recta en la figura 2b
que contiene las verdaderas cantidades de interés ya es un gran paso hacia el objetivo y
más aún, King observó que para inferir las cantidades de interés en un recinto i se puede
"tomar fuerza"de los demás recintos, es decir existe información adicional en las demás
observaciones del mismo conjunto de datos (Xj y Tj para i 6= j) que bajo los supuestos
correctos pueden ser usados para aprender sobre βbi y βwi para cada recinto [7].
El modelo de King requiere de tres supuestos para su funcionamiento, en primer lu-
gar, el conjunto de puntos (βbi , βwi ) deben caer en un solo grupo dentro de la unidad
cuadrada el cuál puede ser ampliamente o estrechamente disperso o muy variable en uno
de los parámetros y estrecho en el otro; y las dos incógnitas pueden estar positivamente,
negativamente, o no correlacionadas en absoluto sobre i. La expresión matemática espe-
cífica de esta suposición (de que se tiene un solo grupo de puntos) es que βbi y βwi siguen
una densidad conjunta normal bivariada truncada:
TN(βbi , β
w






donde su núcleo es la distribución bivariante normal no truncada:
N(βbi , β
w
i |Bˇ, Σˇ) = (2pi)−1
∣∣Σˇ∣∣−1/2exp [−1
2
(βi − Bˇ)′Σˇ−1(βi − Bˇ)
]
(8)
La función indicadora: 1(βbi , βwi ) es uno si βbi y βwi se encuentran en el intervalo [0,1]
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y cero en otro caso. R(Bˇ, Σˇ) es un factor de normalización y equivale al volúmen debajo
de la distribución no truncada y encima del cuadrado unitario.
La segunda suposición es la ausencia de autocorrelación espacial [5] y es necesaria
para construir la función de máxima verosimilitud y establece que condicionando en
Xi, Ti y Tj son independientes en la media (la cual es una condición mas débil que
estocásticamente independientes [12]). Las violaciones de esta suposición de maneras
empíricamente razonables (e incluso algunas no razonables) no parecen inducir mucho
sesgo [7].
La tercera suposición y a la vez la más crítica establece que Xi es independiente
de βbi y βwi . Esta hipótesis implica que las cantidades de interés varían aleatoriamente
en torno a medias constantes y por tanto son independientes de Xi [13]. Esta hipótesis
es equivalente a asumir la inexistencia de sesgo en la agregación, lo que es necesario
para obtener estimaciones consistentes para los parámetros de la distribución, aunque
esta suposición no siempre sea necesaria para obtener estimaciones precisas para las
cantidades de interés.
2.1.2. Inferencia Ecológica: tablas RxC.
En muchos casos como los de contiendas electorales y en variadas aplicaciones es
necesario trabajar con extensiones de la tabla 2x2, éstas se encuentran en la literatura
como tablas RxC (R ≥ 2, C > 2). Varios autores como Grofman (1985), Achen and
Shively (1997), King (1997), Rosen (2001), Benoit (2004) han trabajado en la inferencia
ecológica de éstas tablas. Si bien hoy en día se han evaluado empíricamente métodos para
tablas 2x2 (por ejemplo, Wakefield 2004, Hudson 2010), casi ninguna evaluación empírica
ha caracterizado métodos que enfrentan la cuestión de la estimación de tablas RxC. Esto
es sorprendente, dado que el mundo real normalmente tiende a presentar situaciones en
las que los datos necesitan ser agrupados en tablas con más de dos columnas y filas [14].
En éste trabajo se ha realizado un análisis para tablas RxC usando la información
de la misma contienda electoral (febrero 2013). Se tomó en cuenta el apoyo de diferentes
grupos de votantes agregados por edad hacia los dos partidos mas importantes en dichas
elecciones: Alianza País y CREO, quedando el resto de votos hacia otros partidos junto
con votos blancos y nulos. En forma general la extensión a tablas mas largas RxC (Cuadro
2) queda configurada de la siguiente manera:
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Apoyo a AP Apoya a CREO OTROS Total






















Total T1i T2i 1−
∑2
c=1 Tci
Cuadro 2: Tabla de contingencia para el análisis de inferencia ecológica y su notación:
Caso RxC.
Para un recinto dado i (i = 1, ...p), se tiene como información observada las fracciones
del electorado que apoyan a cierto partido político (T1i, ..., TC,i) y las fracciones del elec-
torado que pertenecen a cierta clase (X1i, ..., XR,i). Mientras que (βirc, r = 1, ..., R, c =
1, ..., C − 1) indican las cantidades de interés.
Goodman demostró que la identidad mostrada en la ecuación 5 se mantiene exacta-
mente para tablas más grandes. Nuevamente, la suposición más importante, necesaria y
problemática a la vez y que evita resultados sesgados es que los parámetros de interés y
los Xir no estén correlacionados. Cuando esta suposición no se cumple, las estimaciones
serán sesgadas, e incluso fuera de los límites deterministas [14]. Así como en el caso 2x2
ésto se traduce en una suposición de que, a nivel de recintos electorales, la tendencia a
emitir un voto por un partido (el beta para una clase dada) no debería correlacionar-
se con el tamaño de la clase en el recinto. Afortunadamente esta correlación se puede
observar en un diagrama de dispersión de Xi vs Ti como se verá mas adelante.
2.2. Inferencia Bayesiana
La inferencia bayesiana es el proceso de ajustar un modelo de probabilidad a un
conjunto de datos y resumir el resultado mediante una distribución de probabilidad sobre
los parámetros del modelo y sobre cantidades no observadas tales como predicciones para
nuevas observaciones [15].
Supongamos que se desea conocer los valores de k cantidades desconocidas Θ =
(θ1, θ2, ..., θk) con k ≥ 1 y se tiene conocimiento a priori de sus valores, lo cual se podría
expresar en términos de una pdf (función de densidad de probabilidad) p(Θ).
Además suponiendo que se tiene n observaciones acerca de las cantidades desconocidas:
X = (X1, X2, ..., Xn) las cuales tienen una distribución de probabilidad cuyos parámetros
son éstas k cantidades desconocidas entonces dado que el vector X es una variable
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aleatoria, se puede escribir su dependencia en términos de una pdf: p(X|Θ).
Ahora, para expresar la creencia acerca de Θ teniendo en cuenta tanto el conocimiento
a priori y las observaciones, la herramienta básica necesaria es el teorema de Bayes para
variables aleatorias (generalizadas para tratar con vectores aleatorios).
Partiendo del concepto de probabilidad condicional, el teorema de Bayes en forma general
se desarrolla de la siguiente manera:
p(Θ|X) = p(Θ,X)
p(X)














y por lo tanto:
p(Θ|X) ∝ p(Θ)p(X|Θ) (9)
Es posible que las creencias a priori de cierto investigador sobre Θ puedan diferir de
las de otro, pero muy a menudo estarán de acuerdo en la forma en que los datos están
relacionados con Θ (es decir, en la forma de p(X|Θ)). Si esto es así, diferirán en sus
creencias a posteriori (es decir, en sus creencias después de haber obtenido los datos),
pero resultará que si recopilan suficientes datos, sus creencias a posteriori generalmente
serán muy similares [16].
Los matemáticos llamaron verosimilitud al tratar a p(X|Θ) como función de Θ, es
decir que: l(Θ|X) = p(X|Θ) donde l(Θ|X) es la verosimilitud de los datos. Muchas veces
es más natural considerar la log-verosimilitud, es decir L(Θ|X) = log[l(Θ|X)]. Con ésta
definición y teniendo en cuenta que p(Θ) es la pdf a priori para Θ y que p(Θ|X) es la
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pdf a posteriori para Θ dado X se tiene que Posteriori ∝ Priori× V erosimilitud.
2.2.1. Modelos Jerárquicos Bayesianos
Teniendo conocimiento de que los datos siguen una pdf p(X|Θ), a veces, se puede
intuir que existe una extensión de éste conocimiento a priori. Por ejemplo, en una primera
etapa las observaciones tienen una densidad que depende de k parámetros desconocidos
Θ = (θ1, θ2, ..., θk) para los cuales se conoce dicha densidad p(Θ) . Entonces se puede
hacer una o más suposiciones acerca de las relaciones entre los diferentes parámetros,
por ejemplo, que se distribuyen de forma idéntica e independiente (i.i.d) ó que están en
orden creciente, etc. Tales relaciones se refieren a menudo como estructurales[16].
Es natural modelar un problema de éste tipo jerárquicamente, con resultados ob-
servables modelados condicionalmente en ciertos parámetros, que a su vez reciben una
especificación probabilística en términos de parámetros adicionales, conocidos como hi-
perparámetros. Tal pensamiento jerárquico ayuda en la comprensión de los problemas
multiparámetros y también desempeña un papel importante en el desarrollo de estrate-
gias computacionales. Quizá más importante aún en la práctica es que los modelos no
jerárquicos simples suelen ser inadecuados para los datos jerárquicos ya que con pocos
parámetros, generalmente no pueden ajustar con gran precisión los conjuntos de da-
tos grandes, mientras que con muchos parámetros tienden a sobreajustarlos (overfit), es
decir, producen modelos que ajustan bien los datos existentes, pero conducen a malas
predicciones para los nuevos datos. Por el contrario, los modelos jerárquicos pueden tener
suficientes parámetros para ajustar bien los datos, al tiempo que se utiliza una distribu-
ción de la población para estructurar cierta dependencia en los parámetros, evitando así
problemas de sobreajuste[15].
2.3. Computación Bayesiana y el lenguaje de programación Stan
Las estadísticas bayesianas se desarrollan de forma sencilla siempre que se trabaja
con distribuciones bien conocidas y distribuciones a priores conjugadas. Pero en la vida
real las cosas son distintas, teniendo distribuciones muy complejas en las cuales por
ejemplo, no es fácil encontrar el múltiplo constante en p(Θ|X) ∝ p(Θ)l(Θ|X) y se tiene
que recurrir a alguna técnica numérica, las cuales en los últimos años han tenido una
avance impresionante como las técnicas MCMC (Markov Chain Monte Carlo). Ésto es
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aún más cierto cuando por ejemplo se desea evaluar la densidad marginal de un solo
componente θi del vector Θ[16] el cual puede ser muy difícil de calcular sin ayuda de
métodos computacionales. Ésta sección presenta las técnicas usadas y características
lenguaje de programación usado en éste trabajo.
Stan es un lenguaje de programación probabilístico para especificar modelos esta-
dísticos. Un programa Stan define imperativamente una función de probabilidad sobre
parámetros condicionados a datos y constantes especificadas. A partir de la versión
2.14.0, Stan proporciona una inferencia bayesiana completa para modelos de variable
continua a través de métodos MCMC, específicamente forma adaptativa de muestreo
Hamiltoniano Monte Carlo. Las estimaciones de máxima verosimilitud se calculan uti-
lizando métodos de optimización avanzados [27]. Stan puede ser llamado desde la línea
de comandos usando el paquete cmdstan, a través de R usando el paquete RStan.
2.3.1. Métodos Monte Carlo
Los métodos de Monte Carlo se desarrollaron para aproximar numéricamente las in-
tegrales que no son manejables analíticamente pero para las cuales la evaluación de la
función que es integrada es manejable[18]. Como ejemplo: si se quiere calcular la media
µ de una pdf se lo puede hacer mediante µ =
´
Θ
θ × p(θ)dθ. Para modelos incluso mode-
radamente complejo, las densidades a posterior conducen a una integral que es imposible
evaluar analíticamente. Ahora suponiendo que se pueden tomar muestras independientes
de p(θ) y sean θ(1), θ(2), ..., θ(N) N de éstas muestras, el estimador de Monte Carlo µˆ




Si la función de probabilidad p(θ) tiene media y varianza finita, la ley de grandes
números asegura que la estimación de Monte Carlo converge al valor correcto a medida
que aumenta el número de muestras, es decir que limN→∞µˆ = µ.
Asumiendo la media y la varianza finita, el error de estimación se rige por el teorema
del límite central, de modo que el error de estimación disminuye cuando la raíz cuadrada
de N aumenta, así: |µ− µˆ| ∝ 1√
N
.
Por lo tanto, la estimación de una media a un lugar decimal adicional de precisión
requiere cien veces más muestras, agregar dos decimales significa diez mil veces más mues-
tras, etc. Esto hace que los métodos de Monte Carlo sean más útiles para estimaciones
aproximadas a unas pocas cifras decimales que las estimaciones muy precisas. En aplica-
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ciones prácticas, no es tan necesario estimar una cantidad más allá de la incertidumbre de
la muestra de datos sobre la que se basa, por lo que ésta "falta de muchos decimales"de
exactitud rara vez es un problema en la práctica para los modelos estadísticos[20].
2.3.2. Métodos de muestreo Markov Chain Monte Carlo (MCMC)
Los métodos Markov Chain Monte Carlo fueron desarrollados para situaciones en las
que no es fácil extraer muestras independientes de una distribución objetivo[25].
Una cadena de Markov es una secuencia de variables aleatorias θ(1), θ(2), ... donde
cada variable es condicionalmente independiente de todas las demás variables dado el va-




Dado que se desea generar muestras aleatorias de una distribución objetivo, se debe
identificar una forma de construir una buena cadena de Markov tal que su distribución
de probabilidad de equilibrio se convierta en nuestra distribución objetivo. Si podemos
construir tal cadena entonces arbitrariamente comenzamos desde algún punto e iteramos
la cadena de Markov muchas veces entonces eventualmente, las muestras que generamos
aparecerían como si vinieran de nuestra distribución objetivo. Luego, se aproximan las
cantidades de interés (por ejemplo, la media) tomando el promedio de una muestra a
partir de la distribución objetivo. En éstos métodos hay varias técnicas de construir
cadenas de Markov con buenas características, por ejemplo, el muestreador de Gibbs
ó el algoritmo de Metrópolis-Hastings. Éstas técnicas mejoran la precisión y la tasa de
convergencia de la integración Monte Carlo sin aumentar el número de experimentos.
Stan usa el método Monte Carlo Hamiltoniano para generar el siguiente estado en
una cadena de Markov[20]. Ésta técnica de muestreo es mas eficiente y robusta que los
métodos Gibbs y Metrópolis-Hastings puros.
Uno de los métodos MCMC más populares es el algoritmo Metrópolis-Hastings; de
hecho la mayoría de los algoritmos de MCMC pueden ser interpretados como casos espe-
ciales de éste algoritmo. El problema básico que intenta resolver el algoritmo Metropolis-
Hastings es proporcionar un método para generar muestras aproximadamente indepen-
dientes de alguna distribución genérica, p(θ) [30].
La idea básica detrás de este algoritmo es la de construir una cadena de Markov
cuya distribución invariante sea la distribución de muestreo que deseamos, es decir p(θ) .
Supongamos que el estado actual de la cadena de Markov es θn y queremos generar θn+1,
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entonces el algoritmo genera primeramente un candidato θ∗. El valor de θ∗ se genera a
partir de una distribución propuesta denotada como Q(θ∗|θn) la cual depende del estado
actual de la cadena de Markov, θn. Luego se tiene una etapa de aceptación-rechazo, para
esto se calcula la probabilidad de aceptación así [30]:










Para aceptar ó rechazar el candidato generamos un número aleatorio uniformemente
distribuido entre 0 y 1 que llamamos u, entonces:
θn+1 =
θ∗ si u ≤ A(θn → θ∗)θn si u > A(θn → θ∗)
Las cadenas de Markov que Stan y otros samplers MCMC generan son ergódicas,
esto significa que hay una probabilidad razonable de alcanzar un valor de θ desde otro
y que sus probabilidades de transicion de n pasos convergiran a las probabilidades del
estado estable conforme n se haga mas grande. Las cadenas de Markov son también
estacionarias, lo que significa que las probabilidades de transición no cambian para las
diferentes posiciones en la cadena, de modo que para n,n′ ≥ 0, la función de probabilidad
p(θ(n+1)|θ(n)) es la misma que p(θ(n′+1)|θ(n′)).
Las cadenas de Markov estacionarias tienen una distribución de equilibrio de estados
en la que cada uno tiene la misma función de probabilidad marginal, por lo que p(θ(n)) es
la misma funcion de probabilidad que p(θ(n+1)). En Stan, ésta distribución de equilibrio
p(θ(n)) es la función de probabilidad p(θ) que está siendo muestreada, típicamente una
densidad a posteriori bayesiana [20].
Los métodos MCMC implican dos dificultades:el primer problema es determinar cuán-
do una cadena de Markov inicialmente ha convergido a su distribución de equilibrio y el
segundo problema es que las muestras de una cadena de Markov están correlacionadas y,
por tanto, el teorema del límite central vinculado al error de estimación ya no se aplica.
Una cadena de Markov genera muestras de la distribución objetivo sólo después
de haber convergido al equilibrio. Por desgracia, esto sólo se garantiza en el límite en
teoría.En la práctica debemos aplicar ciertos diagnósticos para vigilar si la(s) cadena(s)
de Markov han convergido.
Una manera de monitorear si una cadena ha convergido a la distribución de equilibrio
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es comparar su comportamiento con otras cadenas inicializadas al azar. Esta es la moti-
vación para el estadístico de reducción de escala potencial Rˆ de Gelman y Rubin (1992)
[26] . El estadístico Rˆ mide la relación de la varianza media de las muestras dentro de
cada cadena con la varianza de las muestras agrupadas a través de las cadenas; si todas
las cadenas están en equilibrio, éstas (varianza dentro de cada cadena y la varianza a
través de las cadenas) serán las mismas y Rˆ será uno. Si las cadenas no han convergido
a una distribución común, el estadístico Rˆ será mayor que uno. La recomendación de
Gelman y Rubin es que las cadenas de Markov independientes se inicialicen con valores
iniciales difusos para los parámetros y se muestreen hasta que todos los valores de Rˆ
estén por debajo de 1,1. Stan permite a los usuarios especificar valores iniciales para los
parámetros.
El estadístico Rˆ se define para un conjunto de M cadenas de Markov, θm, cada una
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El estimador de la varianza es:
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La segunda dificultad técnica planteada por los métodos MCMC es que las muestras
típicamente se autocorrelacionan dentro de una cadena. Esto aumenta la incertidumbre
de la estimación de las cantidades de interés posteriores, como las medias, las varianzas
o los cuantiles [20].
La cantidad por la cual la autocorrelación dentro de las cadenas aumenta la incerti-
dumbre en las estimaciones se puede medir por el tamaño efectivo de la muestra. Dado
muestras independientes, el teorema del límite central limita la incertidumbre en esti-
maciones basadas en el número de muestras N . Dadas muestras dependientes, el número
de muestras independientes se reemplaza con el tamaño de muestra efectivo neff , que
es el número de muestras independientes con el mismo poder de estimación que las N
muestras autocorrelacionadas; es decir, el error de estimación es proporcional a 1√neff
en lugar de 1√
N
[20].
El tamaño de muestra efectivo de una secuencia se define en términos de las auto-
correlaciones dentro de la secuencia en diferentes tiempos. La autocorrelación ρt para el
tiempo t ≥ 0 para una cadena con función de probabilidad conjunta p(θ) con media µ y






(θ(n) − µ)(θ(n+t) − µ)p(θ)dθ
Esta es la correlación entre las dos cadenas retardadas por t posiciones. Se conoce que
cuando θ(n) y θ(n+t) logran estacionarse en una MCMC, tienen la misma distribución







Entonces el tamaño muestral efectivo para N muestras generado por un proceso con











En la práctica, la función de probabilidad en cuestión no puede integrarse de forma
fácil y, por lo tanto, no se puede calcular la autocorrelación ni el tamaño de muestra
efectivo. En su lugar, estas cantidades deben estimarse a partir de las muestras mismas.
2.3.3. Muestreo Hamiltoniano Monte Carlo (HMC)
Stan utiliza el algoritmo Hamiltoniano Monte Carlo para obtener las muestras de la
distribución objetivo. Éste es un método Markov Chain Monte Carlo que utiliza las deri-
vadas de la función de densidad que se muestrea para generar transiciones más eficientes
que con otros métodos.
Sea p(θ) nuestra densidad objetivo, típicamente una distribución a posteriori baye-
siana p(θ|y) dado los datos y, el método HMC introduce variables momentum ρ que son
auxiliares y toma muestras de la densidad conjunta p(ρ, θ) = p(ρ|θ)p(θ) [28].
En la mayoría de aplicaciones HMC, ésta densidad auxiliar es una normal multiva-
riada que no depende de los parámetros θ, es decir que ρ ∼ Multinormal(0,Σ) donde
la matriz de covarianza Σ actua como una métrica Euclideana para rotar y escalar la
distribución objetivo [29]. En Stan, ésta matriz puede ser escogida como una matriz
identidad y su inversa Σ−1 es conocida como la matriz de masa [20].
La densidad conjunta p(ρ, θ) define un hamiltoniano como:
H(ρ, θ) = −logp(ρ, θ)
= −logp(ρ|θ)− logp(θ)
= T (ρ|θ) + V (θ)
Donde T (ρ|θ) = −logp(ρ|θ) es llamada la energía cinética y el término V (θ) = −logp(θ)
es llamada energía potencial, la cual es especificada por el programa Stan.
Estando θ en su valor actual, una transición a un nuevo estado es generada en dos
partes antes de ser sujeta a un paso de aceptación o rechazo de Metrópolis. Primero, se
muestrea un valor para el momentum, independientemente de los valores de los paráme-
tros actuales, ρ ∼ Multinormal(0,Σ). Luego, el sistema conjunto (ρ, θ) que está hecho
de los valores de los parámetros actuales θ y de un nuevo momentum ρ es evolucionado













Ésto nos deja por resolver un sistema de ecuaciones diferenciales, para el cual, Stan
utiliza el integrador Leapfrog, que es un algoritmo de integración numérica que está
específicamente adaptado para proporcionar resultados estables para los sistemas de
ecuaciones hamiltonianos [20]. Lo que se hace en la práctica para considerar los errores
numéricos durante la integración es aplicar un paso de aceptación-rechazo de Metropólis,
donde la probabilidad de guardar la densidad propuesta (ρ∗, θ∗) generada por (ρ, θ):
min(1, exp(H(ρ, θ)−H(ρ∗, θ∗))) (15)
Si la propuesta no es aceptada, el valor del parámetro anterior es retornado para la
siguiente muestra y se utiliza para inicializar la siguiente iteración.
2.4. Método con Regresión Multinomial Penalizada.
Otra forma de encontrar las proporciones de apoyo por clase desde un recinto i a
un partido político determinado, es tratarlo como un problema de regresión. Suponiendo
que se tiene múltiples salidas Y1, Y2, ..., YK que se desean predecir a partir de las entradas




Xjβjk + εk (16)
=fk(X) + εk (17)
Y =XB + E (18)
Donde Y representa la matriz de salidas de tamaño N × K , X es la matriz de datos N
× (p+ 1) , B representa la matriz de parámetros desconocidos de tamaño (p+ 1) × K
y E es la matriz de tamaño N × K de errores.
Tradicionalmente, esto implica n < p y normalmente se estima una regresión con
mínimos cuadrados. Sin embargo, si p >> n (como sucede en muchas aplicaciones) la
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regresión falla [34]. En éstos casos, lo que interesa es reducir el número de covariables
para obtener la solución. Esto implica forzar a que alguna(s) componentes del vector de
parámetros β sean contraídas o eventualmente se hagan cero.
El fin de la penalización del vector β es reducir el salvajismo de los coeficientes a
costa de perder un poco en la bondad de ajuste del modelo [34]. Para esto, se han creado
varios métodos de regresión penalizados como el Ridge y Lasso.
La regresión Ridge reduce los coeficientes de regresión al imponer una penalización
en su tamaño [33], el método es muy similar a la de mínimos cuadrados a excepción de
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donde el primer sumando representa el error de mínimos cuadradosRSS (ResidualSumSquares)
y el segundo sumando representa la el factor de penalización, λ ≥ 0 es el parámetro que
controla la cantidad de penalización en los parámetros. Éste método tiende a contraer
los coeficientes de regresión al incluir el término de penalización en la función objetivo:
cuanto mayor sea , mayor penalización y por tanto, mayor contracción de los coeficientes.
El método Ridge produce un conjunto diferente de β′s para cada valor de λ y no un
único vector de coeficientes estimados. Si λ = 0 se tiene el caso de mínimos cuadrados
ordinarios. En otro caso si λ→∞ entonces βˆ → 0.
Uno de los inconvenientes de este método es que contrae todos los coeficientes hacia
cero, pero no consigue la nulidad de alguno de ellos. Por tanto, no se produce selección de
variables, permaneciendo en el modelo todas las variables. Este hecho resulta un incon-
veniente en aquellos estudios que tienen un elevado número p de variables explicativas o
predictores. Para eludir este inconveniente se propuso la regresión Lasso, que se explica
a continuación.
Tibshirani [1996] propuso la técnica Lasso (least absolute shrinkage and selection
operator) para calcular los coeficientes de regresión resolviendo el problema de mínimos
cuadrados penalizado. A partir de cierto valor del parámetro λ, el estimador de Lasso
produce estimaciones nulas para algunos coeficientes y no nulas para otros, con lo cual
Lasso realiza una especie de selección de variables. Lasso reduce la variabilidad de las
estimaciones por la reducción de los coeficientes y al mismo tiempo produce modelos
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En general, los modelos generalizados Lasso son mucho mas fáciles de interpretar que
los obtenido mediante Ridge. Al igual que antes, queda por buscar el mejor valor del
parámetro λ usando el método de validación cruzada. Al igual que la regresión Ridge,
cuando las estimaciones de mínimos cuadrados tiene excesivamente alta varianza, la
solución Lasso puede producir una reducción de la varianza a expensas de un pequeño
aumento de sesgo, y por tanto, puede generar predicciones mas exactas.
Como puede observarse, todas estas técnicas de mínimos cuadrados penalizados de-
penden de un parámetro de penalización λ, que controla la importancia dada a la penali-
zación en el proceso de optimización. Cuanto mayor es λ, mayor es la penalización en los
coeficientes de regresión y más son contraídos éstos hacia cero. Un método automático
para la estimación de λ, pero intensivo computacionalmente, consiste en usar la técnica
de validación cruzada.
El método de validación cruzada (cross-validation) consiste en dividir el modelo en
un set de entrenamiento (training set) para ajustar un modelo y un set de prueba (test
set) para evaluar su capacidad predictiva, mediante el error de predicción u otra medida.
La forma en que se aplica la validación cruzada es mediante la división del conjunto de
datos disponibles de manera aleatoria en k subconjuntos de igual tamaño y mutuamente
excluyentes. Uno de los subconjuntos se utiliza como datos de prueba y el resto (K − 1)
como datos de entrenamiento. El proceso de validación cruzada es repetido durante k
iteraciones, con cada uno de los posibles subconjuntos de datos de prueba. Finalmente
se realiza la media aritmética de los resultados de cada iteración para obtener un único
resultado. Este método es muy preciso puesto que evaluamos a partir deK combinaciones
de datos de entrenamiento y de prueba, pero aun así tiene una desventaja, y es que es
lento desde el punto de vista computacional. La validación cruzada con k = 10 es una
de las más utilizadas, pero hay que tener en cuenta el número de observaciones del que
disponemos.
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3. Datos y métodos aplicados
En ésta sección se presenta de forma general los procedimientos que se realizaron con
la información obtenida desde las diferentes fuentes que pueden estar abiertas al público
en el caso de los censos nacionales o puede ser más restringida como en el caso de la
información por recintos de los resultados electorales. Generalmente, los datos llegan al
investigador en forma cruda, es decir, sin ningún tipo de acondicionamiento como para
ser tratados directamente por lo que se vuelve necesario realizar un proceso para tenerlos
en forma normada en el sentido de que sean uniformes y completos.
3.1. Datos
El análisis y la inferencia realizados en éste trabajo se han hecho en base a los da-
tos obtenidos en el Consejo Nacional Electoral tomados de las elecciones presidenciales
del año 2013 y del último censo a nivel nacional realizado por el Instituto Ecuatoriano
de Estadísticas y Censos del año 2010. Los datos correspondientes a las elecciones pre-
sidenciales están dispuestos a nivel de juntas electorales, lo cual significa tener varios
miles de datos que al ser procesados, requieren una gran cantidad de tiempo usado por
el algoritmo correspondiente, por lo que, para efectos de implementación se procesó la
información para obtener datos agregados a nivel de parroquia teniendo un total de 1222
observaciones. La información dispuesta en ésta base indica que la inferencia se hará con
un promedio del 85% de la población total empadronada en cada parroquia.
Los datos obtenidos del censo nacional presentan información de alrededor de 1000
parroquias, por lo que para unir las dos bases de datos de modo que podamos un conjunto
de datos completo y uniforme, se tuvieron que eliminar aquellas parroquias presentes en
la base de datos de las elecciones y que no aparecen en la base del censo nacional. Debido a
que la información disponible del censo es del año 2010, se utilizó la tasa de crecimiento
poblacional a nivel parroquial [17] para empatar con la información de las elecciones
presidenciales del año 2013 [3]. En este trabajo no se toma en cuenta la población que
vive fuera del país y para el análisis de la variable edad se considera tanto la población
obligada a votar así como también la que tiene voto facultativo (16 a 18 y mayores a 65
años).
Las variables demográficas utilizadas en éste estudio son: sexo, edad, etnias, población
económicamente activa e inactiva (PEA y PEI respectivamente), población con necesi-
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dades básicas insatisfechas (NBI) y población que tiene acceso a un seguro de vida como
el IESS, ISSFA, ISSPOL y Seguro Campesino. El método propuesto en éste trabajo se
puede comparar solamente para la variable sexo que está presente en la base de datos
de las elecciones, aunque se puede realizar una comparación para otras variables, si se
tiene resultados de exit polls realizados en el año 2013, pero ese trabajo está fuera del
alcance de ésta tesis.
La representación gráfica de los parámetros inferidos se muestra en un mapa del
Ecuador dividido a nivel de parroquias el mismo que se ha obtenido de la página web:
Global Administrative Areas GADM y tiene extensión .rds (SpatialPolygonsDataFrame)
el cual puede utilizarse en R mediante el paquete sp.
3.2. Metodología
Los métodos desarrollados en éste trabajo están basados en dos soportes estadísticos
principales: La inferencia ecológica a través de modelos bayesianos y un conjunto de
técnicas computacionales que permiten determinar las cantidades de interés por medio
de distribuciones a posteriori. La inferencia ecológica se la realizó a través de un modelo
Binomial- Beta para el caso de tablas de contingencia 2x2 y un modelo Multinomial-
Dirichlet para el caso de tablas RxC. El cálculo computacional necesario se lo realizó
usando métodos MCMC ya establecidos en la sección anterior usando Stan.
El segundo método usado es la regresión multinomial penalizada como se describe en
la sección 2.4, cabe señalar que para este proceso se utilizó la librería glmnet cuyo
procedimiento se describen en la sección 3.5.
3.2.1. El modelo Bayesiano
El modelado Bayesiano se puede resumir en tres pasos [15]:
1. Establecer un modelo de probabilidad completa para todas las cantidades obser-
vables y no observables. Este modelo debe ser consistente con el conocimiento
existente de los datos que se modelan.
2. Calcular la probabilidad posterior de cantidades desconocidas condicionadas a las
cantidades observadas. Las incógnitas pueden incluir cantidades no observables
tales como parámetros y cantidades potencialmente observables tales como predic-
ciones para futuras observaciones.
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3. Evaluar el ajuste del modelo a los datos.
Típicamente, este ciclo se repetirá hasta que se alcance un ajuste suficiente en la
tercera etapa. Stan automatiza los cálculos involucrados en el segundo y tercer pasos.
Ahora se presenta los modelos Binomial-Beta y Multinomial-Dirichlet para los casos de
inferencia ecológica 2x2 y RxC respectivamente.
3.2.2. Algoritmo HMC
El algoritmo que realiza el método Hamiltoniano Monte Carlo se resume en los si-
guientes pasos y cuyo flujograma se muestra en la figura 3 [20]:
1. El algoritmo arranca en un conjunto inicial de parámetros θ. En Stan, éste conjunto
puede ser especificado por el usuario o generado aleatoriamente.
2. Luego, para un número de iteraciones dado, un nuevo vector momentum es mues-
treado y el valor actual del parámetro θ se actualiza usando el método integrador
leapfrog con un tiempo de discretización y número de pasos dado, de acuerdo a la
dinámica Hamiltoniana.
3. Entonces, se aplica un paso de aceptación-rechazo dado por el algoritmo de Me-
trópolis explicado en la sección 2.3.2, para decidir si se actualiza al nuevo estado
(ρ∗, θ∗) ó si mantenemos el estado actual.
A continuación se muestran los modelos jerárquicos bayesianos para tablas de tamaño
2x2 y RxC que se han utilizado en este trabajo.
3.2.3. Modelo Jerárquico Bayesiano para tablas 2x2 sin covariable
El modelo jerárquico Beta - Binomial utilizado para tablas de contingencia 2x2 e
implementado en RStan para obtener inferencias sobre las proporciones βb y βw se
describe a continuación.
Si se tiene p recintos (parroquias), se denomina T
′
i , con i = 1...p, al número total de




i ∼ Bin(Ni, θi)
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Figura 3: Diagrama de flujo del algoritmo HMC.
donde: Ni indica el número total de votantes en cada recinto i y la probabilidad θi,
expresada como θi = Xiβbi + (1 − Xi)βwi indica la probabilidad de que los votantes
apoyen a AP.
Ya que la distribución Beta puede ser usada para modelar un fenómeno aleatorio cuyo
conjunto de posibles valores están en un intervalo finito [c, d] [19], en este caso los posibles
valores de βb y βw están el intervalo [0, 1], también debido a que las distribuciones Beta y
Binomial pertenecen a la misma familia exponencial y por ser distribuciones conjugadas
(ver demostración en Anexos), entonces en el segundo nivel del modelo jerárquico se
asume que βb y βw se muestrean independientemente de una distribución Beta con
parámetros cb, db, cw y dw respectivamente. La comparación de las distribuciones Beta
y Binomial sugiere que la distribución a priori Beta es equivalente a cb − 1 éxitos y
db − 1 fallos a priori, lo mismo con cw y dw, entonces:
βbi ∼ Beta(cb, db)
βwi ∼ Beta(cw, dw)
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Debido a que no se tiene información sobre los hiperparámetros de la distribución Beta, se
utiliza una distribución exponencial con media 1/λ = 2 para los mismos, lo que significa
usar una distribución a priori no informativa en este nivel [24], es decir:
cb, db, cw, dw ∼ exp(λ)
Como se menciona en la sección 2.2 y por el teorema de Bayes, la distribución poste-
rior de los parámetros es proporcional a la verosimilitud multiplicada por la distribución
a priori, es decir:
Posteriori ∝ Priori× V erosimilitud
por lo tanto, para el modelo jerárquico especificado anteriormente la distribución
posterior de los parámetros es [24]:
p(βbi , β
w




























(1− βwi )dw−1 × exp(−λcb)× exp(−λcw)× exp(−λdb)× exp(−λdw)
Cabe señalar que, con el fin de obtener muestras de la distribución posterior mediante
simulación a través de RStan, la distribución a priori y la verosmilitud no se escriben de
forma explícita como se muestra en el anterior párrafo sino que mas bien se especifican
independientemente la distribución de cada parámetro como se muestra en el bloque
model de la figura 18 en el apéndice A1.
3.2.4. Modelo Jerárquico Bayesiano para tablas 2x2 con el uso de covariables
Incluir una apropiada covariable en el modelo puede mejorar la inferencia de los
parámetros, éste es un punto clave ya que se puede incluir una amplia cantidad de
información la cual no está representada en Xi, Ti o Ni. Mediante el uso de covariables
es posible complementar la información que se pierde en la agregación de los datos y por
lo tanto alcanzar inferencias mas confiables [21] [24]. Enfocar el modelo de esta manera
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también permite tener una amplia familia de modelos de los cuales se puede escoger el
mejor.
Por otra parte, usar covariables permite tener distribuciones posteriores de formas mas
complicadas y al condicionar en Xi, o alguna correlación de este, se puede modelar la
relación que hay entre esta información y el parámetro βb o βw en vez de asumir que
son a priori independientes.[24]
Siguiendo la notación de la sección anterior se asume que Zi es la covariable asociada al
recinto i, aunque Zi puede ser un vector, en este estudio se usará como un escalar.
En el primer nivel del modelo jerárquico se asume nuevamente que:
T
′
i ∼ Bin(Ni, θi)
donde: Ni indica el número de votantes en el recinto i y θi = Xiβ
b(Zi)
i + (1−Xi)βw(Zi)i
indica la probabilidad de que los votantes de los recintos i apoyen a AP y tanto βb(Zi)i
como βw(Zi)i indican la dependencia de los parámetros β
b
i y βwi en la covariable Zi.
En esta sección se suprime la dependencia en Zi de los parámetros βbi y βwi por facilidad
de la notación.
Por las mismas razones establecidas para el modelo de tablas 2x2 sin covariables, en
el segundo nivel de este modelo se utiliza una distribución Beta como se muestra a
continuación:
βbi ∼ Beta(db exp(α+ βZi), db)
βwi ∼ Beta(dw exp(γ + δZi), dw)
La interpretación de los parámetros de la distribución Beta, en términos del número de
éxitos (apoyo a AP) y fracasos (apoyo a otros partidos), dependen de la función que se
utilice para tener una estimación puntual de la distribución, en este caso se utiliza la
media y por lo tanto, los parámetros de la distribución Beta representan db exp(α+βZi)
éxitos y db fracasos.
Por otra parte, tanto la probabilidad θi como los parámetros βb y βw de la distribución
Binomial del primer nivel, dependen de la covariable Zi de la forma como a continuación
se describe: dado que la media de una distribución Beta(a,b) es aa+b , entonces la media
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de βbi , que puede escribirse como E(βbi ), es:
E(βbi ) =
db exp(α+ βZi)
db + db exp(α+ βZi)
=
exp(α+ βZi)







Finalmente se tiene que:









) representa el logit de las probabilidades binomiales desconocidas, lo
que indica que el logaritmo natural de la razón de momios dependen linealmente en la
covariable Zi, siendo α y β el intercepto y la pendiente de la regresión respectivamente
[23].
De igual manera para βwi se tiene:





Debido a que no se tiene información respecto a los hiperparámetros de la distribución
Beta, se asume que los parámetros de regresión: α, β, γ y δ siguen distribuciones flat
prior independientes y de forma similar que en el modelo de la sección anterior, los
parámetros db y dw siguen distribuciones exponenciales con media 1/λ = 2, es decir,




3.2.5. Modelo Jerárquico Bayesiano para tablas de tamaño RxC
El modelo Beta - Binomial descrito en la sección 3.2.2 se extiende en ésta sección a
un modelo Multinomial - Dirichlet, permitiendo de ésta forma el análisis de tablas RxC
con C > 2 y R ≥ 2.
En el primer nivel del modelo se asume que el vector que indica el número total de
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3i), sigue una distribución multinomial con un vector de probabilidades
θi = (θ1i, θ2i, θ3i)
t y Ni, donde θci =
∑R




















Ni es el total de votantes en cada parroquia y se tiene la restricción
∑3
c=1 θci = 1.
En el segundo nivel del modelo jerárquico se asume que:
(βr1i, βr2i, βr3i) ∼ Dirichlet(αr1, αr2, αr3)
donde: el vector (βr1i, βr2i, βr3i)t corresponde a los parámetros de interés a inferir por
cada grupo de edad para la parroquia i, es decir: si r = 1 entonces (β11i, β12i, β13i)t
representa el vector de parámetros que indican las proporciones de apoyo del grupo de
votantes entre 16 y 29 años para los partidos AP, CREO y OTROS.
Finalmente en el tercer nivel de jerarquía del modelo se tiene que la distribución a
priori de los hiperparámetros αrc siguen una distribución Gamma:
αrc ∼ Gamma(λ1, λ2)
En esta tesis se utilizó este modelo para determinar las proporciones de apoyo a los dife-
rentes partidos políticos usando la variable edad cuyos resultados se verán mas adelante.
En el tercer nivel del modelo se fijaron los valores de λ1 = 4 y λ2 = 2 para la distribución
Gamma [21][22].
Al igual que para tablas 2x2, el modelo puede ajustarse utilizando una covariable con-
veniente que permita mejorar la inferencia de los parámetros, en tal caso, la distribución
del vector βri es:
(βr1i, βr2i, βr3i) ∼ Dirichlet(dr exp(γr1 + δr1Zi), dr exp(γr2 + δr2Zi), dr)





, donde α0 =
∑k
j=1 αj [15], por lo tanto para este caso:
E(βirc) =
dr exp(γrc + δrcZi)
dr(1 +
∑C−1





j=1 exp(γrj + δrjZi)
para i = 1, ..., p, r = 1, ..., 4 y c = 1, ..., 3, lo que implica (de forma similar que en la
sección 3.2.3) que:










indica que el logaritmo natural de la razón de momios
depende linealmente de la covariable Zi.















La distribución de los hiperparámetros de la regresión, γrc y δrc se muestrean indepen-
dientemente a partir de una distribución flat prior y finalmente para los hiperparámetros
dr se asume [21] [22]:
dr ∼ exp(λ)
En esta tesis no se abordó el problema RxC con covariables debido a la falta de infor-
mación que sea conveniente para mejorar la inferencia de la variable edad.
3.3. Resultados
Una vez procesada la información necesaria, se cuenta con alrededor de 1000 obser-
vaciones (dependiendo de las variables a considerar).
Cada observación consta de los valores marginales de la tabla de contingencia descrita
en la tabla 2 y también cada observación corresponde a una parroquia a nivel nacional.
3.3.1. Resultados para tablas de contingencia 2x2 sin covariable
En primer lugar se realiza la inferencia del electorado usando la variable sexo: hom-
bres y mujeres, para analizar el apoyo que obtuvo Alianza País de parte de éstas clases.
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De forma general se tratará a las proporciones de apoyo de hombres y mujeres como βbi
y βwi respectivamente para cada parroquia i.
Tomando como ejemplo la parroquia de Cumbayá, ubicada en la provincia de Pichincha,
el modelo infiere los siguientes resultados: βb=0.32 y βw=0.57 con desviaciones están-
dar de σb=0.15 y σw=0.13 y con intervalos de credibilidad del 95% de (0,15; 0,64) y
(0,26; 0,79) respectivamente.
Figura 4: Histogramas y densidad posterior para las proporciones βb y βw.
La figura 4 muestra, los histogramas de las proporciones de interés (βb y βw) con sus
correspondientes densidades a posteriori luego de haber simulado el modelo en RStan.
Uno de los principales problemas al inferir parámetros en tablas de contingencia es que
existe el riesgo de que aparezca lo que se denomina bias aggregation, lo cual afortunada-
mente se puede evaluar usando un diagrama de dispersión para determinar el nivel de
correlación que existe entre la proporción de votantes hombres (Xi) y la proporción de
votantes hombres que apoyan a AP (βb) así como también la correlación presente entre
la proporción de votantes mujeres (1 −Xi) y la proporción de mujeres que apoyaron a
AP (βw).
La figura 5 muestra los diagramas de dispersión de las proporciones mencionadas en el
párrafo anterior cuyos valores de correlación entre Xi y βb y entre 1−Xi y βw son: -0.69
y 0.33 respectivamente lo que indica que existe una importante correlación entre Xi y
βb lo cual significa que los parámetros βb inferidos son sesgados debido a la agregación
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Figura 5: Correlación entre las proporciones Xi - βb y (1-Xi) - βw.
de los datos.
Una forma de reducir el sesgo de agregación y mejorar la inferencia es apoyarse en
una o varias covariables que permitan clasificar de mejor manera el grupo en estudio,
una covariable adecuada también puede ser la misma proporción Xi y en este trabajo
se utiliza esta covariable con el fin de mejorar la inferencia utilizando para ello el mo-
delo Beta-Binomial con covariables, cuyos resultados se muestran en la siguiente sección.
Dado que la información real acerca del apoyo que recibió AP por parte de hombres
y mujeres está disponible en la base de datos de las elecciones presidenciales, se evalúa
el ajuste del modelo al comparar la información real con los parámetros inferidos. Esta
comparación se puede ver en la figura 6 la cual muestra el ajuste que existe entre los
β′s reales y los β′s predichos, al graficarlos como un par ordenado y observar que tan
distantes están de la recta con pendiente unitaria.
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Figura 6: Ajuste entre las proporciones reales e inferidas.
Como se mencionó antes, la inferencia de las proporciones se puede mejorar utilizando
Xi como covariable, lo cual es necesario en vista del resultado observado en la figura 6,
que muestra que la inferencia no es buena con el modelo sin uso de covariables.
3.3.2. Resultados para tablas de contingencia 2x2 con covariable
Con la finalidad de mejorar los resultados de la sección anterior, se usa el modelo
descrito en la sección 3.2.4 utilizando como covariable la proporción Xi.
De forma similar que en la sección anterior, se toma como ejemplo la parroquia
Cumbayá para mostrar los resultados de la simulación.
La figura 7 expone la distribución posterior junto a los histogramas los cuales son el
resultado de la simulación en RStan y cuyos valores inferidos son: βb = 0,44 y βw = 0,47
con desviaciones estándard σb = 0,17 y σw = 0,14 y con intervalos de credibilidad de
95% de (0,16; 0,74) y (0,17; 0,76) respectivamente.
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Figura 7: Histogramas de las proporciones de interés y sus respectivas densidades a
posteriori con 4 cadenas de Markov, para la parroquia de Cumbayá.
De igual forma se muestran las distribuciones posteriores de los parámetros de regre-
sión α, β, γ y δ en la figura 8. Los parámetros β y δ, los cuales representan las pendientes
de log odds para las poblaciones masculina y femenina respectivamente que apoyaron a
AP en la parroquia de Cumbayá tienen medias µβ = 0,14 y µδ = 0,08 con desviaciones
estándard σβ = 0,1 y σδ = 0,09 respectivamente. Lo cual indica que no hay evidencia
que muestre que hay dependencia entre Xi y βb así como tampoco existe dependencia
entre 1−Xi y βw como indica el diagrama de dispersión entre estas variables en la figura
8.
Figura 8: Distribución posterior de los parámetros de regresión para el modelo aplicado
en tablas de tamaño 2x2 con el uso de covariables.
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La figura 9 muestra los diagramas de correlación entre las proporciones βb y Xi
asi como también entre βw y 1 − Xi y cuyos valores de correlación son: -0.24 y 0.22
respectivamente, lo cual indica que, tanto estos valores de correlación como el sesgo de
agregación han disminuido respecto a los valores del modelo sin covariable, por lo que
las proporciones βb y βw son menos segadas y por lo tanto mas exactas.
Figura 9: Correlación entre las proporciones Xi - βb y (1-Xi) - βw.
La figura 10 muestra los intervalos de credibilidad al 95% para cada uno de los
parámetros inferidos βb y βw.
Figura 10: Intervalos de credibilidad del 95% para βb y βw.
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Figura 11: Histogramas de las desviaciones estándard.
La figura 11 muestra las desviaciones estándard de los parámetros inferidos βb y βw
con µβb = 0,1468 y µβw = 0,1473 con desviaciones estándard σβb = 0,03 y σβw = 0,026
respectivamente.
Con la finalidad de evaluar el efecto del uso de la covariable Xi utilizada en este modelo,
la figura 12 muestra el ajuste comparando las proporciones βb y βw inferidas con las
respectivas proporciones reales obtenidas de la base de datos original.
Figura 12: Ajuste entre las proporciones reales e inferidas utilizando covariables.
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Finalmente la figura 13 muestra la distribución geográfica de los resultados, en la
cual se ha pintado cada parroquia de acuerdo al valor del parámetro inferido, es decir,
de acuerdo al porcentaje de apoyo tanto de hombres, mujeres y la diferencia entre ellos.
Figura 13: Mapa a nivel parroquial. Superior: Porcentaje de apoyo a AP de hombres y
mujeres. Inferior: Diferencia porcentual del apoyo para AP de mujeres menos el apoyo
para AP de hombres.
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3.3.3. Resultados para tablas de contingencia de tamaño RxC
Para ilustrar el modelo jerárquico bayesiano Multinomial - Dirichlet se ha utilizado
la variable edad la cual se ha disgregado en 4 grupos de diferente edad: grupo 1 votantes
entre 16 y 29 años, el grupo 2 de 30 a 44 años, grupo 3 votantes de 45 a 60 años y
grupo votantes mayores de 60 años. Tomando como ejemplo la parroquia Cumbayá y
considerando que los subíndices 11, 21, 31 y 41 se refieren al apoyo que tuvo AP por los
grupos antes mencionados, los resultados de la inferencia bayesiana son los siguientes:
β11 = 0,45; β21 = 0,56; β31 = 0,49 y β41 = 0,42 con desviaciones estándard: σ11 = 0,11;
σ21 = 0,13; σ31 = 0,15; σ41 = 0,15 respectivamente.
La figura 14 muestra las distribuciones posteriores de éstos parámetros utilizando cada
una de las 4 cadenas simuladas, donde la etiqueta betas[i,j,k] representa la proporción β
de la población que apoya al partido político k, que pertenece al grupo de edad j y de
la parroquia i.
Figura 14: Densidad posterior para cada uno de los grupos de edad pertenecientes a la
parroquia de Cumbayá.
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Figura 15: Correlación entre los parámetros inferidos β′s y las proporciones Xi para cada
grupo.
En la figura 15 se muestran la correlación entre los parámetros inferidos β′s con la
proporción total de votantes Xi en cada grupo. Los valores de estas correlaciones son:
-0.65; 0.42; 0.58 y 0.32 respectivamente lo cual indica que existe sesgo debido a la agre-
gación de los datos para los grupos 1 y 3 especialmente. Igual que en el modelo para
tablas 2x2, se podría disminuir este sesgo utilizando una covariable apropiada que per-
mita mejorar la inferencia pero esa información no está disponible.
La figura 16, muestra de forma geográfica los resultados inferidos por el modelo para
la variable edad.
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Figura 16: Mapa geográfico con las proporciones de apoyo para AP de los diferentes
grupos de edad.
3.4. Evaluación de las simulación
Como se ha mencionado anteriormente en la sección 2.3.2, uno de los problemas
inherentes a la simulación, es la inferencia mediante muestras simuladas que estén co-
rrelacionadas y que pueden existir dentro de cada cadena, es decir que la inferencia
mediante muestras simuladas que están correlacionadas es menos precisa que la inferen-
cia mediante el mismo número de muestras independientes [15]. Este problema puede
evaluarse mediante un diagrama de correlación como el que se muestra en la figura 17
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que corresponde al modelo aplicado en tablas de contingencia de tamaño 2x2 con la
variable sexo y covariable Xi, el cual indica que las muestras simuladas en cada cadena
tienen una baja correlación, lo que significa que la simulación está explorando de manera
eficiente la distribución posterior de los parámetros.
Figura 17: Diagrama de autocorrelación para cada una de las cadenas del modelo aplicado
a la variable sexo. La parte superior muestra la correlación en las cadenas de βw y la
parte inferior corresponde a las cadenas de βb de la parroquia Cumbayá.
Los valores neff y Rhat que se muestran en los resultados de la simulación para
cada uno de los parámetros estimados sirven para evaluar la convergencia del proceso de
simulación. Como se mencionó anteriormente, el valor neff indica la medida del tamaño
efectivo de la muestra, el cual da un sentido de la precisión obtenida de las simulaciones
[15]. En las simulaciones realizadas en éste estudio se fijó en 1000 iteraciones por cadena
y con un número de cadenas igual a 4, de tal manera que se obtiene una muestra de 2000
simulaciones de la distribución posterior de los parámetros, lo cual es suficiente para
alcanzar la convergencia. La figura 18 muestra la secuencia de las 4 cadenas simuladas
para la parroquia Cumbayá usando la variable sexo y covariable Xi.
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Figura 18: Traceplot de los parámetros βb y βw para la parroquia Cumbayá, el cual
muestra que las cadenas están bien mezcladas y han alcanzado la convergencia en 1000
iteraciones.
Por otra parte se puede monitorear la convergencia de la simulación iterativa me-
diante Rhat (potential scale reduction factor) el mismo que indica el factor por el cual la
escala (raíz cuadrada de la varianza) de la distribución de un parámetro estimado podría
reducirse si las simulaciones se aproximan al infinito. Cuando la simulación alcanza la
convergencia de la distribución posterior del parámetro, entonces Rhat=1, esto también
indica que las cadenas simuladas han sido bien mezcladas antes de alcanzar la conver-
gencia. Si el factor Rhat es alto, entonces lo recomendable es realizar un número mayor
de simulaciones para mejorar la inferencia de la distribución del parámetro a estimar.
Cabe recalcar que estos controles no son pruebas de hipótesis. No existe valor-p ni sig-
nificancia estadística, por lo que se evalúa la discrepancia de la convergencia mediante
una significancia práctica o alguna convención de la misma tal como: Rhat>1.1. [15]
En la figura 19 se muestran los resultados de los primeros parámetros de la simulación
para el modelo de tablas de contingencia 2x2 con la variable sexo y covariable Xi.
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Figura 19: Resultado numérico de la simulación con 4 cadenas de 1000 iteraciones cada
una, para el modelo Beta-Binomial aplicado en tablas de contingencia de tamaño 2x2
La tabla anterior muestra en la primera columna el nombre del parámetro βb junto
al cual se observa la media estimada para dicho parámetro. La cuarta columna muestra
la desviación estándard de la inferencia, las siguientes muestran diferentes cuantiles y
las dos últimas columnas muestran los valores neff y Rhat mencionados anteriormente.
Como se puede observar, Rhat es menor que 1.1 lo que significa que no existe divergencia
en las simulaciones para cada uno de los parámetros estimados.
Estos valores de Rhat y neff se resumen para todos los parámetros estimados utilizando
histogramas los cuales se muestran en la figura 19.
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Figura 20: Izquierda: histograma de la razón entre neff y N . Derecha: histograma para
el valor Rˆ correspondiente al modelo Beta-Binomial con el uso de covariables.
El tamaño efectivo de la muestra neff es un estimado del número de muestras inde-
pendientes de la distribución posterior de un parámetro estimado. Ya que las muestras
dentro de una cadena de Markov no son independientes, si es que existe correlación, se
espera que neff sea menor que N para cada parámetro estimado. Mientras mas cercana
a 1 sea la razón neff/N entonces se tiene un mejor tamaño de neff y por lo tanto un
mayor número de muestras independientes en la simulación. En este modelo se realizó la
simulación fijando un número de iteraciones igual a 1000 con 4 cadenas y 500 iteraciones
de precalentamiento, lo que da como resultado un valor de N = 2000 muestras, por
lo que el primer histograma de la figura 20 indica que las muestras de la distribución
posterior no tienen correlación. Los valores 0.1 y 0.5 de este histograma no tienen un
significado teórico en particular pero de forma heurística hay que preocuparse si la razón
neff/N es menor que 0.1 [28].
Como se mencionó antes, el valor Rˆ mide la razón entre la varianza promedio de las
muestras dentro de cada cadena y la varianza de las muestras mezcladas a través de las
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cadenas, si todas las cadenas están en equilibrio, éstas prácticamente serían las mismas
y Rˆ sería igual a 1. Si las cadenas no han convergido a una distribución común, Rˆ será
mayor que 1. En el histograma de la derecha de la figura 18 se observa que Rˆ es menor
que 1.05 para todos los parámetros estimados, lo que significa que la simulación ha sido
eficiente [28].
3.5. Resultados del segundo método
El modelo multinomial penalizado fue ajustado utilizando la librería glmnet en R
como en [32], la cual ajusta modelos lasso, ridge y elastic-net, específicamente se realizó
la regresión utilizando la función cv.glmnet la cual realiza el ajuste utilizando cross-
validation con k = 10 folds.
Los parámetros de ajuste para la función cv.glmnet son: x y y corresponden a las matrices
de variables y respuesta respectivamente, el parámetro family indica el tipo de respuesta
que en este caso es multinomial, el parámetro alpha (0 ≤ α ≤ 1) define el tipo de
proceso que se usará para seleccionar las variables que dan el menor error (Residual Sum
Square RSS ) [33], si α = 0 se tiene el proceso ridge, si α = 1 el proceso es lasso y si
(0 < α < 1) entonces el proceso es elastic-net, el parámetro parallel, si está fijado como
TRUE, entonces la ejecución del comando se hará en múltiples procesadores o cores.
En primera instancia, se ejecuta el comando para obtener el parámetro α mas adecuado
de tal manera que se minimice el error de la regresión. En este caso se obtuvo α = 0
(ridge) con un error promedio mínimo cvm= 0,119 donde: cvm=cross-validated mean.
La figura 21 muestra la curva del proceso cross-validation junto con las curvas superior
e inferior de la desviación estándard en función de los valores lambda utilizados. Como
se puede observar, la mínima desviación se da cuando λ = 0,011, por otra parte el valor
λ1se = 0,083 es el valor λ mas grande de tal manera que el error está dentro de 1 error
estándard a partir del mínimo. En la parte superior de la gráfica se muestra el número
de variables que se utilizan para la regresión a lo largo de los valores λ utilizados. Ya
que se usó un modelo ridge el número de variables se mantienen pero el valor de los
coeficientes de regresión se reducen mediante la penalización.
A partir del modelo ajustado y utilizando la función predict de la misma librería glmnet
se obtuvo la predicción del apoyo a los tres partidos AP, CREO y Otros, en cada una de
las parroquias, las proporciones que resultan de la predicción se muestran en el apéndice
4.
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Figura 21: Desviación estándard en función de Lambda
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4. Conclusiones
Éste trabajo integra dos ramas de la estadística: la inferencia bayesiana con modelos
jerárquicos que resuelven el problema de la inferencia ecológica y la estadística compu-
tacional que básicamente se refiere a los métodos MCMC implementados en el lenguaje
Stan. Al finalizar éste estudio se tienen las siguientes conclusiones:
1. Varios enfoques se han desarrollado para la solución del problema de la inferencia
ecológica, en éste trabajo se ha tomado un enfoque bayesiano. A diferencia de los
métodos estadísticos frecuentistas, los métodos bayesianos se basan en la formu-
lación de un conjunto de distribuciones previas para los parámetros desconocidos
que se basan en creencias a priori del investigador . Tales distribuciones previas
son parte del modelo estadístico así como la parte que expresa la distribución de
probabilidad de las observaciones dadas a través del cálculo de su verosimilitud.
2. Para el cálculo de las distribuciones a posteriori se ha recurrido a los métodos
MCMC, los cuales se basan en el diseño de una adecuada cadena de Markov que
bajo ciertas condiciones convergen a una densidad estacionaria invariante en el
tiempo que coincida con la densidad que se quiere muestrear. Las cadenas de Mar-
kov son procesos estocásticos en el que la probabilidad de que ocurra un evento
depende del evento inmediatamente anterior. Las técnicas MCMC pueden ser apli-
cadas en teoría a cualquier densidad de probabilidad (las densidades en los modelos
jerárquicos bayesianos suelen ser muy complejas), ésto las hace particularmente in-
teresantes aplicables en varios campos como la optimización estocástica y otros
campos diferentes al muestreo.
3. Una desventaja de los métodos MCMC es que producen números aleatorios corre-
lacionados entre sí. Éste problema se puede solucionar si se usan algoritmos más
especializados, en el caso de Stan, usa el algoritmo Hamiltoniano Monte Carlo que
permite al proceso ser más eficiente en cuanto al problema de la correlación y a
la rapidez de convergencia. Éste caso especial de los métodos MCMC se apoya en
una variable adicional que le permite encontrar más rápidamente la dirección de
máxima probabilidad, evitando así el paseo aleatorio en la cadena de Markov.
4. El sesgo de agregación afecta a la inferencia ecológica en el sentido de confun-
dir las relaciones entre las variables involucradas. En nuestro caso, si las variables
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Xi y (βb, βw) están correlacionadas, entonces los parámetros de interés resultaran
sesgados. Al realizar el análisis de correlación para las clases hombres-mujeres se
obtuvo una correlación entre Xi y βw de -0.64, el cual no es despreciable. Una posi-
ble solución a la correlación entre éstos parámetros es modelar dicha dependencia,
haciendo que los parámetros (βb, βw) varíen como funciones lineales de Xi cuyos
resultados se muestran en la sección 3.3.2. verificando que efectivamente el uso de
covariables adecuadas mejora la inferencia de los parámetros. En este modelo el
resultado de la correlación obtenida fue de -0.22 el cual es mucho menor que -0.64.
En éste trabajo no se contó con mucha información que pueda ser usada como
covariables, salvo en el modelo de tablas de tamaño 2x2 para las variables PEA
y PEI, cuyos resultados se muestran en el apéndice 2, en las cuales usamos como
covariable la información de si los votantes cuentan o no con algún tipo de seguro
social.
5. Los parámetros estimados en el modelo Beta- Binomial y Multinomial-Dirichlet
para las variables hombre−mujer y edad presentan desviaciones estándard altas,
lo cual podría ser una señal de falta de información que permita realizar una
inferencia más exacta de los parámetros estimados, tal información puede estar
presente en una o varias covariables adecuadas para lograr tal objetivo.
Por otra parte, como se indica en [8], se puede presentar un problema cuando existe
escasa variabilidad en la proporciónXi, esto significa que las líneas en la tomografía
son casi paralelas como se puede ver en la figura 2, porque las pendientes de éstas
líneas son calculadas mediante −Xi/(1 − Xi). Cuánto menor es la variación en
Xi, mayor será la imprecisión asociada a los resultados del modelo. Otro de los
problemas que se deben considerar es que se puede presentar valores bajos de Xi
en todos los recintos, esto se traduce en que las líneas en la tomografía de la figura 2
serían prácticamente horizontales permitiendo a βb tomar todos los valores posibles
en el rango [0,1].
6. Este trabajo podría ampliarse y profundizarse si se tuviese mayor información
respecto a variables demográficas que estén cruzadas con las bases de datos del
CNE, de tal manera que se puedan emplear los modelos aquí mostrados para rea-
lizar inferencias mejoradas con covariables para un grupo más grande de variables
de estudio como por ejemplo votantes de diferentes nacionalidades, con diferentes
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niveles de ingresos económicos, diferente nivel de estudios, etc.
7. Éste trabajo logró su objetivo al inferir las proporciones de apoyo para un candidato
dado a nivel de recinto (parroquia). Éstos resultados podrían ser de gran interés
para el marketing político ya que con éstos se podría conocer los niveles de apoyo
por regiones. Ésto permitiría diseñar de mejor manera los planes de propaganda
política ya que aún tomando solo encuestas antes de elecciones se podrían inferir
las cantidades de interés.
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Apéndice 1: Script para los modelos jerárquicos bayesia-
nos en Stan
Figura 22: Modelo Jerárquico bayesiano Beta Binomial para tablas de contingencia de
tamaño 2x2 sin covariables.
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Figura 23: Modelo Jerárquico bayesiano Beta Binomial para tablas de contingencia de
tamaño 2x2 con el uso de covariables.
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Figura 24: Modelo Jerárquico bayesiano Multinomial - Dirichlet para casos RxC sin
covariable usado para la variable edad.
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Apéndice 2: Resultados de las simulaciones para cada mo-
delo
Modelo Beta - Binomial usando covariable
En este apéndice se muestran los resultados del modelo Beta-Binomial para las va-
riables PEA y PEI usando como covariable la población que tiene acceso al seguro social
como el IESS, ISSFA, Seguro Social Campesino, etc.
Figura 25: Densidad posterior e histogramas de los parámetros βb y βw que corresponden
a la variable de población económicamente activa e inactiva usando covariable.
La proporción βb corresponde a la proporción de votantes con condición PEA y βw
indica la proporción de votantes PEI que apoyaron a AP. Los resultados de éste modelo
y particularmente para la parroquia Cumbayá son: βb = 0,4; βw = 0,47 con desviaciones
estándard σb = 0,1 y σw = 0,17 como se muestra en la figura 25.
De igual manera se muestran en la figura 26 las distribuciones posteriores de los
parámetros de regresión α, β, γ y δ. El parámetro β, que indica la pendiente de regresión
de log odds para la población económicamente activa PEA, tiene un valor medio de 0.008
lo cual indica que no hay evidencia para asegurar que existe un efecto de regresión, lo
mismo sucede con el parámetro δ, pendiente de la regresión para el log odds para la
PEI, cuya media es 0.009 sugiriendo nuevamente que no hay evidencia de que exista
dependencia entre Xi y βb así como tampoco entre 1 − Xi y βw [24] como muestra la
figura 27.
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Figura 26: Distribución posterior de los parámetros de regresión para el modelo 2x2 con
covariable.
Figura 27: Diagramas de dispersión para las variables PEA y PEI.
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Figura 28: Mapa geográfico con las proporciones de población económicamente activa e
inactiva usando covariable.
Figura 29: Diagrama de autocorrelación para los parámetros βb y βw de la variable
Población económicamente activa e inactiva.
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Figura 30: Tracepot de los parámetros βb y βw para las variables PEA y PEI.
Figura 31: Densidad e histograma de los hiperparámetros db y dw de la distribución Beta.
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Figura 32: Tracepot de los parámetros db y dw de la distribución Beta.
Figura 33: Diagrama de los intervalos de credibilidad al 80% y al 95% para los paráme-
tros βb y βw.
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Figura 34: Resultado de la simulación de los 10 primeros parámetros βb que muestran
la convergencia y la mezcla adecuada de las cadenas simuladas.
Modelo Multinomial - Dirichlet sin covariable
Las siguientes figuras muestran los resultados de la simulación para la variable edad
evidenciando que el proceso de simulación ha sido eficiente.
Figura 35: Diagrama de autocorrelación de las simulaciones para cada cadena de los
parámetros de cada grupo de edad.
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Figura 36: Traceplot de las cadenas simuladas para cada parámetro de los grupos de la
variable edad.
Figura 37: Traceplot de los hiperparámetros α de la distribución Dirichlet de la variable
edad.
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Figura 38: Traceplot de las cadenas simuladas para los parámetros theta de la distribución
Multinomial de la variable edad.
Figura 39: Resultados de la simulación de los parámetros para la parroquia 1 para cada
uno de los grupos de la variable edad.
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Figura 40: Mapa geográfico con las proporciones de apoyo de los diferentes grupos de
edad para el partido político CREO.
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Apéndice 3: Gráfica y Demostración de que la distribu-
ción Beta es conjugada con la distribución Binomial
Figura 41: Distribución Beta con distintos parámetros.
En teoría Bayesiana, si la distribución posterior p(Θ|x) pertenece a la misma familia
que la distribución de probabilidad a priori p(Θ), entonces las distribuciones a priori y
posteriori se denominan conjugadas [15].
Si la distribución de versoimilitud de y corresponde a una distribución Binomial










Y la distribución a posteriori p(θ|y) sería:
p(θ|y) ∝θy(1− θ)n−y × θα−1(1− θ)β−1
=θy+α−1(1− θ)n−y+β−1
=Beta(y + α, n− y + β)
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Apéndice 4: Resultados de la regresión multinomial
Figura 42: Proporciones de apoyo de cada parroquia utilizando el método multinomial.
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