Using chain sequences we formulate a procedure to find upper (lower) bounds for the largest (smallest) zero of orthogonal polynomials in terms of their recurrence coefficients. We also apply our method to derive bounds for extreme zeros of the Laguerre, associated Laguerre, Meixner, and MeixnerPollaczek polynomials. In addition, we consider bounds for the extreme zeros of Jacobi polynomials of degree n and parameters a" and b" .
Introduction
Let {pn(x)}o be a family of real polynomials recursively generated by Recall that a sequence {a"}^ is a (finite) chain sequence if and only if there exists a parameter sequence {gn}o sucri that the íz"'s admit a factoring (1.3) an = gn(l -gn-\), 0<n<N, 0<g0<l, 0 < gn < 1, 0<n<N.
The applications treated here require N to be finite in contrast with the approach in [7, 8] that uses only the case N = oo . It was pointed out in [14] that by using row reduction to row echelon form one can show that AN is positive definite if and only if 0 < /?" , 0 < n < N, and {ynoLn-\/ßn-\ßn}^~1 is a chain sequence. The latter result is a theorem of Wall and Wetzel [18] , whose original proof used quadratic forms. Another proof of the Wall-Wetzel Theorem is in [7, 8] . The Wall-Wetzel Theorem implies the following theorem [7, 8] . Theorem 1. Let {pn(x)}o be as in (I.I) and assume positivity condition (1.2). The zeros of Pn(x) (i.e., the eigenvalues of An) belong to (A, B) if and only if (i) A<ßn<B, 0<n<N, (ii) {y"a:"_i/[(x -ß"-X)(x -ßn)]}x_1 is a chain sequence at x = A and
The purpose of this work is to prove Theorem 2 and apply it to obtain sharp upper (lower) bounds for the largest (smallest) zero of Pn(x) . Theorem 2. Let {a"}f~' be a chain sequence, and set ( 1.4) B := max{x" : 0 < n < N} and A := min{yn : 0 < n < N}, where x" and y", x" > yn , are the roots of the equation
that is, (1.5a) yn , x" = \(ßn + ßn-i) ± \\f(ßn -ßn-i)2 + 4yna"_x/a" .
Then the zeros of Pn(x) lie in (A, B).
Note that the roots of (1.5) are always real when the ß"'s are real and positivity condition (1.2) is satisfied.
If {a"}f is a chain sequence and a" < bn for 0 < n < N, then {bn}^ is a chain sequence [8, 14] . The choice of a large chain sequence {an} improves the bounds in (1.4) . This suggest the desirability of characterizing the largest constant finite chain sequence. The limiting case N -» oo of Theorem 3 is in Chihara [7] , where (1.6) must be replaced by 0 < a < 1/4.
Note that Theorem 2 is an immediate consequence of Theorem 1. In §2 we prove Theorem 3. Section 3 contains applications of Theorems 2 and 3 to certain orthogonal polynomials. We give upper bounds for the largest zeros of Meixner, Laguerre, and associated Laguerre polynomials. We also give lower bounds for the smallest zeros of the same polynomials. In addition we compare our estimates with the known estimates of the extreme zeros of Laguerre polynomials. In §4 we apply Theorem 2 to the case of Meixner-Pollaczek polynomials and find bounds for the largest zeros of Pollaczek polynomials. Our estimates for the Meixner, Meixner-Pollaczek, and associated Laguerre polnomials are new. We determine precisely the large N behaviour of the largest zero of a Meixner, Meixner-Pollaczek, and an associated Laguerre polynomial of degree N and show that our bounds are sharp. It may be of interest to point out that the classical bounds on extreme zeros of the Jacobi, Hermite, and Laguerre polynomials use the very refined theory of second order differential equations of Sturm-Liouville type. Such theory does not apply to associated Laguerre nor the Meixner polynomials. In fact very few orthogonal polynomials satisfy second order differential equations of Sturm-Liouville type [1, 8] . On the other hand every family (finite or infinite) of orthogonal polynomials satisfies a three term recurrence relation of the type in (1.1).
In §5 we derive upper and lower bounds for the largest and smallest zeros, respectively, of the Jacobi polynomials PJ,""' "'(x) when a" > -1 and b"> -I. This sharpens a result of Moak, Saff, and Varga [15] derived in conjunction with the sharpness of Lorentz's theorem on approximation by incomplete polynomials. When an = an + b and bn = en + d, Chen and Ismail [6] obtained strong asymptotics for the corresponding Jacobi polynomials and for Laguerre polynomials L"an+b\x + en). Gawronski [10] independently obtained strong asymptotics for the special case c = 0 of the aforementioned Laguerre polynomials. Recently Gawronski and Shawyer [11] proved that the distribution of the zeros of the Jacobi polynomials p(an+n'cn+ )(x) follows an arcsine law. Gawronski and Shawyer pointed out that the latter result also follows from the earlier work of Mhaskar, Saff and Rahmaov.
In this work we did not attempt to apply Theorems 1 and 2 to the cases of the orthogonal polynomials of Wilson [19] , Askey-Wilson [4] , Racah [3] , or Hahn [9] .
A discussion of Theorems 2 and 3
We first indicate a proof of Theorem 3.
Proof of Theorem 3. If a satisfies (1.6) we define polynomials by (1.1) with ßn = 0, an = y" = 1/2. In this case Pn+x(x) = UN+X(x), a Chebyshev polynomial of the second kind; that is, UN+X(x) := sin[(N + 2)6]/ sin 6, x = cosö. The extreme zeros of pn+x(x) are ±cos[7r/(7V + 2)]. We now apply Theorem 1 with -A = B = cos[n/(N + 2)] + e, e > 0, and conclude that {[4cos2(n/(N + 2)) + e]-1}^ must be a chain sequence for every e > 0.
Conversely assume that {a}f is a finite chain sequence. Apply Theorem 1 with ßn = 0, a" = y" = y/a~, A = -1, B = \ . The zeros of Pat+i(x) must lie in (-1,1). In this case p^+\(x) is UN+x(x/2^/ä), and its extreme zeros are ±2v/äcos[7r/(A^ + 2)]. Demanding that the extreme zeros of Pn+\(x) must belong to (-1, 1) establishes (1.6), and the proof is complete.
It may be of interest to compare the bound B of Theorem 2 with the bounds obtained by direct estimation of ||^^||. There is no loss of generality in assuming a" = y"+x . One can express AN as (ßnSm,n) + (ocmSm,n-i) + (a"<5m,"+i), m, n = 0, I, ... , N-I. Thus Since the largest zero of P/v(x) is the largest eigenvalue of A^, the constant C on the right-hand side of (2.1) gives an upper bound of the largest zero of Pjv(x). Choose an = 1/4 in Theorem 2 and observe that
Thus C > B, and the bound B of Theorem 2 is always sharper than the bound C of (2.1).
Van Doom [17] observed that Theorems 1 and 2 can be proved using the bounds given by Cassini ovals. Although he only stated his results for N -oo, his proofs work for N < oo without change.
Laguerre and Meixner polynomials
We first consider the (generalized) Laguerre polynomials. The coefficients in the three term recurrence relation in (1.1) are [8, 16] , ßn = 2n + a + I, a" = n+ I, y" = n + a. The zeros of Laguerre polynomials are positive since
Choose an = a constant = l/a, (3.1) a := 4cos2(n/(N+ l)) + e, for some e>0.
The quadratic equation (1.5) is x2 -2(2n + a)x + n(n + a)(4 -a) + a2 -1=0.
Thus x" , yn = 2n + a ± \Jl + an(n + a). It is clear that x" increases with n , hence where ix is the smallest zero of the Airy function. Szegö also points out that the constant 6~x/3ix -1.85575... cannot be replaced by a smaller one.
The associated Laguerre polynomials of [5] (see also [13] ) satisfy (1.1) with ßn = 2n + 2c + a + I , an = n + c + I , yn = n + c +' a. They do not satisfy a linear second order differential equation, but they satisfy a fourth order linear differential equation (not of Sturm-Liouville type), [12, 20] . One can similarly prove the following theorem. One reason for using the normalization of [14] , namely,
Mn(x; ß,c) :=-===■ mnl VnWh VI- This and (3.9) prove (3.10).
The Meixner-Pollaczek polynomials
The Meixner-Pollaczek polynomials are It is straightforward to establish the following theorem. On the other hand one can choose
for e > 0 in (1.5a) and establish inequalities connecting the largest zero of a Meixner polynomial of order ß , and the largest zero of a Laguerre polynomial of order ß -1. Similarly the choice (4.5a) n->oo n-»oo Furthermore, Moak, Saff, and Varga [15] proved that the zeros of the aforementioned Jacobi polynomials are dense in [ra b, sa b].
Next we give a proof of (5.4). In the process of proving (5.4) we will obtain upper bounds (lower bounds) for the largest (smallest) zeros of the polynomials under consideration.
Let us first show that Note that an , ßn , and y" depend on N. We choose the chain sequence in (1.5a) to be the constant sequence {1/4} , and we set 
