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MAXIMAL ESTIMATES FOR SCHRO¨DINGER EQUATION WITH
INVERSE-SQUARE POTENTIAL
CHANGXING MIAO, JUNYONG ZHANG, AND JIQIANG ZHENG
Abstract. In this paper, we consider the maximal estimates for the solution to an
initial value problem of the linear Schro¨dinger equation with a singular potential.
We show a result about the pointwise convergence of solutions to this special variable
coefficient Schro¨dinger equation with initial data u0 ∈ H
s(Rn) for s > 1/2 or radial
initial data u0 ∈ H
s(Rn) for s > 1/4 and the solution does not converge when s < 1/4.
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1. Introduction and Statement of Main Result
We study the maximal estimates for the solution to an initial value problem of
the linear Schro¨dinger equation with an inverse square potential. More precisely, we
consider the following Schro¨dinger equation
(1.1)
{
i∂tu−∆u+ a|x|2u = 0, (t, x) ∈ R× Rn, a > −(n− 2)2/4,
u(x, 0) = u0(x).
The scale-covariance elliptic operator Pa := −∆ + a|x|2 appearing in (1.1) plays a
key role in many problems of physics and geometry. The heat and wave flows for the
elliptic operator Pa have been studied in the theory of combustion (see [28]), and in
the wave propagation on conic manifolds (see [8]). The Schro¨dinger equation (1.1)
arises in the study of quantum mechanics [10]. There has been a lot of interest in
developing Strichartz estimates both for the Schro¨dinger and wave equations with the
inverse square potential, we refer the reader to Burq etc. [3,4,16,17] and the authors [13].
However, as far as we known, there is few result about the maximal estimates associated
with the operator Pa, which arises in the study of pointwise convergence problem for
the Schro¨dinger and wave equations with the inverse square potential. In this paper,
we aim to address some maximal estimates in the special settings associated with the
operator Pa. As a direct consequence, we obtain the pointwise convergence result for
u0 ∈ Hs(Rn) with s > 1/2.
In the case of the free Schro¨dinger equation without potential, i.e. a = 0, there are
a large amount of literature in developing the maximal estimate for its solution, which
can be formally written as
u(t, x) = eit∆u0(x) =
∫
Rn
e2πi(x·ξ−t|ξ|
2)uˆ0(ξ)dξ.
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When n = 1, Carleson [5] proved the convergence result holds in sense of that lim
t→0
u(t) =
u0, a.e. x when u0 ∈ Hs(R) with s > 1/4. Dahlberg-Kenig [7] showed that the result is
sharp in the sense that the solution does not converge when s < 1/4. When n > 2, Sjo¨lin
[22] and Vega [27] independently proved the convergence results hold when u0 ∈ Hs(Rn)
when s > 1/2. It follows from the construction of Dahlberg-Kenig [7], or alternatively
Vega [27] that the solution does not converge when s < 1/4. When n = 2, Bourgain [1]
showed that there is a certain s < 1/2 such that the convergence result holds, and this
result was improved by Moyua-Vargas-Vega [12]. Having shown the bilinear restriction
estimates for paraboloids, Tao-Vargas [25] and Tao [24] showed the convergence result
holds for s > 15/32 and s > 2/5 respectively. The result was improved further to
s > 3/8 by Lee [11] and Shao [23]. Very recently, Bourgain [2] made some progress in
high dimension n > 2 to show that the convergence result holds for s > 1/2 − 1/(4n)
when n > 1 and the convergence result needs s > (n− 2)/(2n) when n > 5.
In the situation when a 6= 0, the equation (1.1) can be viewed as a special Schro¨dinger
equation with variable singular coefficients. The potential prevents us from using the
Fourier transform to give the expression of the solution. With the motivation of re-
garding the potential term as a perturbation on angular direction in [3, 13, 16], we
express the solution by using the Hankel transform of radial functions and spherical
harmonics. Instead of Fourier transform, we utilize the Hankel transform and modify
the argument of Vega [27] to show the pointwise convergence result holds when the
initial data u0 ∈ Hs(Rn) for s > 1/2, or radial initial data u0 ∈ Hs(Rn) for s > 1/4,
and the solution does not converge when s < 1/4.
Let u be the solution to (1.1), we define the maximal function by
u∗(x) = sup
|t|>0
|u(x, t)|.(1.2)
Our main theorems are the following:
Theorem 1.1. Let β > 1, n > 2 and s > 12 . Then∫
Rn
|u∗(x)|2 dx
(1 + |x|)β 6 C‖u0‖
2
Hs(Rn).(1.3)
As a direct consequence of Theorem 1.1, we have:
Corollary 1.1. Let u0 ∈ Hs(Rn) with s > 12 and n > 2. Then
(1.4) lim
t→0
u(t, x) = u0(x), a.e. x ∈ Rn.
Theorem 1.2. Let Bn be the open unit ball in Rn. Assume that there exists a constant
C independent of u0 such that∫
Bn
|u∗(x)|2dx 6 C‖u0‖2Hs(Rn), ∀ u0(x) ∈ Hs(Rn).(1.5)
Then s > 14 .
With this in mind, Theorem 1.1 is far from being sharp. Assuming that the initial
data possesses additional angular regularity, we have
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Theorem 1.3. Let Bn be the open unit ball in Rn and ǫ > 0. Then there exists a
constant C independent of u0 such that∫
Bn
|u∗(x)|2dx 6 C‖u0‖2
H
1
4
r H
n−1
2 +ǫ
θ
,(1.6)
where for s, s′ > 0
HsrH
s′
θ =
{
g : ‖g‖HsrHs′θ :=
∥∥(1−∆θ) s′2 ((1−∆) s2 g)∥∥L2
rn−1dr(R
+;L2θ(S
n−1))
}
.
Here ∆θ denotes the Laplace-Beltrami operator on S
n−1.
Remarks:
i). This result implies that the pointwise convergence of solutions to (1.1) holds for
radial initial data u0 ∈ Hs(Rn) with s > 1/4.
ii). This result is an analogue of Theorem 1.1 in [6]. We remark that the parameter ǫ
in [6] should be corrected for ǫ > 1/2 while not ǫ > 0. Thus, we generalize and improve
the result in [6] by making use of a finer result proved in [9].
Now we introduce some notations. We use A . B to denote the statement that
A 6 CB for some large constant C which may vary from line to line and depend on
various parameters, and similarly use A≪ B to denote the statement A 6 C−1B. We
employ A ∼ B to denote the statement that A . B . A. If the constant C depends on
a special parameter other than the above, we shall denote it explicitly by subscripts.
We briefly write A + ǫ as A+ or A − ǫ as A− for 0 < ǫ ≪ 1. Throughout this paper,
pairs of conjugate indices are written as p, p′, where 1p +
1
p′ = 1 with 1 6 p 6∞.
This paper is organized as follows: In the section 2, we mainly revisit the property
of the Bessel functions and the Hankel transforms associated with −∆+ a|x|2 . Section
3 is devoted to the proofs of the theorems.
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2. Preliminary
In this section, we first list some results about the Hankel transform and the Bessel
functions and then show a characterization of Sobolev norm in the Hankel transform
version.
We begin with recalling the expansion formula with respect to the spherical har-
monics. For more details, we refer to Stein-Weiss [21]. For the sake of convenience,
let
(2.1) ξ = ρω and x = rθ with ω, θ ∈ Sn−1.
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For any g ∈ L2(Rn), the expansion formula with respect to the spherical harmonics
yields
g(x) =
∞∑
k=0
d(k)∑
ℓ=1
ak,ℓ(r)Yk,ℓ(θ)
where
{Yk,1, . . . , Yk,d(k)}
is the orthogonal basis of the spherical harmonics space of degree k on Sn−1, called Hk,
with the dimension
d(k) =
2k + n− 2
k
Ck−1n+k−3 ≃ 〈k〉n−2.
We remark that for n = 2, the dimension of Hk is a constant, which is independent of
k. Obviously, we have the orthogonal decomposition
L2(Sn−1) =
∞⊕
k=0
Hk.
By orthogonality, it gives
(2.2) ‖g(x)‖L2θ (Sn−1) = ‖ak,ℓ(r)‖ℓ2k,ℓ .
From −∆θYk,ℓ(θ) = k(k + n− 2)Yk,ℓ(θ), the fractional power of 1−∆θ can be written
explicitly [15]
(2.3) (1−∆θ)
s
2 g(x) =
∞∑
k=0
d(k)∑
ℓ=1
(1 + k(k + n− 2)) s2 ak,ℓ(r)Yk,ℓ(θ).
For our purpose, we need the Fourier transform of ak,ℓ(r)Yk,ℓ(θ). Theorem 3.10
in [21] asserts the Hankel transform formula
(2.4) gˆ(ρω) ∼
∞∑
k=0
d(k)∑
ℓ=1
ikYk,ℓ(ω)ρ
−n−2
2
∫ ∞
0
Jk+n−2
2
(2πrρ)ak,ℓ(r)r
n
2 dr.
Here the Bessel function Jk(r) of order k is defined by the integral
Jk(r) =
(r/2)k
Γ(k + 12)Γ(1/2)
∫ 1
−1
eisr(1− s2)(2k−1)/2ds with k > −1
2
and r > 0.
A simple computation gives the rough estimates
(2.5) |Jk(r)| 6 Cr
k
2kΓ(k + 12)Γ(1/2)
(
1 +
1
k + 1/2
)
,
where C is a absolute constant. This estimate will be mainly used when r . 1. Another
well known asymptotic expansion about the Bessel function is
(2.6) Jk(r) = r
−1/2
√
2
π
cos(r − kπ
2
− π
4
) +Ok(r
−3/2), as r→∞
but with a constant depending on k (see [21]). As pointed out in [20], if one seeks a
uniform bound for large r and k, then the best one can do is |Jk(r)| 6 Cr− 13 . One
will find that this decay doesn’t lead to the desirable result. Moreover, we recall the
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properties of Bessel function Jk(r) in [18,20], we refer the readers to [14] for the detailed
proof.
Lemma 2.1 (Asymptotics of the Bessel function). Assume that k ∈ N and k ≫ 1.
Let Jk(r) be the Bessel function of order k defined as above. Then there exist a large
constant C and small constant c independent of k and r such that:
• when r 6 k2
|Jk(r)| 6 Ce−c(k+r);(2.7)
• when k2 6 r 6 2k
|Jk(r)| 6 Ck−
1
3 (k−
1
3 |r − k|+ 1)− 14 ;(2.8)
• when r > 2k
Jk(r) = r
− 1
2
∑
±
a±(r, k)e±ir + E(r, k),(2.9)
where |a±(r, k)| 6 C and |E(r, k)| 6 Cr−1.
As a consequence of Lemma 2.1, we have
Lemma 2.2. Let R≫ 1. Then there exists a constant C independent of k,R such that
(2.10)
∫ 2R
R
|Jk(r)|2dr 6 C.
Proof. To prove (2.10), we write∫ 2R
R
|Jk(r)|2dr =
∫
I1
|Jk(r)|2dr +
∫
I2
|Jk(r)|2dr +
∫
I3
|Jk(r)|2dr
where I1 = [R, 2R] ∩ [0, k2 ], I2 = [R, 2R] ∩ [k2 , 2k] and I3 = [R, 2R] ∩ [2k,∞]. By (2.7)
and (2.9), we have ∫
I1
|Jk(r)|2dr 6 C
∫
I1
e−crdr 6 Ce−cR,(2.11)
and ∫
I3
|Jk(r)|2dr 6 C.(2.12)
On the other hand, one has by (2.8)∫
[ k
2
,2k]
|Jk(r)|2dr 6 C
∫
[ k
2
,2k]
k−
2
3 (1 + k−
1
3 |r − k|)− 12dr 6 C.
Observing [R, 2R] ∩ [k2 , 2k] = ∅ unless R ∼ k, we obtain∫
I2
|Jk(r)|2dr 6 C.(2.13)
This together with (2.11) and (2.12) yields (2.10). 
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For simplicity, we define
(2.14) µ(k) =
n− 2
2
+ k, and ν(k) =
√
µ2(k) + a with a > −(n− 2)2/4.
We sometime briefly write ν as ν(k). Let f be Schwartz function defined on Rn, we
define the Hankel transform of order ν
(2.15) (Hνf)(ξ) =
∫ ∞
0
(rρ)−
n−2
2 Jν(rρ)f(rω)r
n−1dr,
where ρ = |ξ|, ω = ξ/|ξ| and Jν is the Bessel function of order ν. In particular, the
function f is radial, then we have
(2.16) (Hνf)(ρ) =
∫ ∞
0
(rρ)−
n−2
2 Jν(rρ)f(r)r
n−1dr.
If f(x) =
∞∑
k=0
d(k)∑
ℓ=1
ak,ℓ(r)Yk,ℓ(θ), it follows from (2.4) that
fˆ(ξ) =
∞∑
k=0
d(k)∑
ℓ=1
2πikYk,ℓ(ω)
(Hµ(k)ak,ℓ)(ρ).(2.17)
The following properties of the Hankel transform are obtained in [3, 16]:
Lemma 2.3. Let Hν be defined above and Aν(k) := −∂2r− n−1r ∂r+
[
ν2(k)−(n−22 )2]r−2.
Then
(i) Hν = H−1ν ,
(ii) Hν is self-adjoint, i.e. Hν = H∗ν,
(iii) Hν is an L2 isometry, i.e. ‖Hνφ‖L2ξ = ‖φ‖L2x ,
(iv) Hν(Aνφ)(ξ) = |ξ|2(Hνφ)(ξ), for φ ∈ L2.
We next recall the following almost orthogonality inequality. Denote by Pj and P˜j
the usual dyadic frequency localization at |ξ| ∼ 2j and the localization with respect to(−∆+ a|x|2 ) 12 . We define the projectors Mjj′ = PjP˜j′ and Njj′ = P˜jPj′ . More precisely,
let f be in the k’th harmonic subspace, then
Pjf = Hµ(k)βjHµ(k)f and P˜jf = Hν(k)βjHν(k)f,
where βj(ξ) = β(2
−j |ξ|) with β ∈ C∞0 (R+) supported in [12 , 2]. Then we have the
following almost orthogonality inequality [3]:
Lemma 2.4 (Almost orthogonality inequality). Let f ∈ L2(Rn), then there exists a
constant C independent of j, j′ such that
(2.18) ‖Mjj′f‖L2(Rn), ‖Njj′f‖L2(Rn) 6 C2−ǫ|j−j
′|‖f‖L2(Rn),
where ǫ < 1 + min{n−22 , ( (n−2)
2
4 + a)
1
2 }.
As a consequence, we have
MAXIMAL ESTIMATES FOR SCHRO¨DINGER WITH INVERSE-SQUARE POTENTIAL 7
Lemma 2.5. Let f ∈ L2(Rn) such that f(x) =
∞∑
k=0
d(k)∑
ℓ=1
ak,ℓ(r)Yk,ℓ(θ). Then for 0 6
s < 1 + min{n−22 , ( (n−2)
2
4 + a)
1
2 } and s′ > 0
(2.19)
∞∑
k=0
d(k)∑
ℓ=1
∑
M∈2Z
M2s(1 + k)2s
′‖bk,ℓ(ρ)χ( ρ
M
)ρ
n−1
2 ‖2L2ρ ∼ ‖f‖
2
H˙srH
s′
θ
,
where bk,ℓ(ρ) = (Hν(k)ak,ℓ)(ρ) and χ ∈ C∞0 (Rn) such that supp χ ⊂ [1/2, 1].
Proof. Note that −∆θYk,ℓ = k(k + n− 2)Yk,ℓ, then we have by Lemma 2.3
‖f‖2
H˙0rH
s′
θ
∼
∞∑
k=0
d(k)∑
ℓ=1
(1 + k)2s
′‖ak,ℓ(r)‖2L2
rn−1dr(R
+)‖Yk,ℓ(θ)‖2L2θ
∼
∞∑
k=0
d(k)∑
ℓ=1
(1 + k)2s
′‖bk,ℓ(ρ)‖2L2
ρn−1dρ(R
+).
By (2.3), it suffices to show (2.19) with s′ = 0. By Lemma 2.3, we have
‖bk,ℓ(ρ)χ( ρ
M
)ρ
n−1
2 ‖L2ρ =
∥∥χ( ρ
M
)Hν
[
Yk,l(θ)ak,ℓ(r)
]
(ξ)
∥∥
L2ξ
=
∥∥∥Hν[χ( ρ
M
)Hν
(
Yk,l(θ)ak,ℓ(r)
)
(ξ)
]∥∥∥
L2x
.
This yields that by letting let j = log2M
∥∥bk,ℓ(ρ)χ( ρ
M
)ρ
n−1
2
∥∥
L2ρ
=
∥∥[Hνχ( ρ
M
)Hν
](
Yk,l(θ)ak,ℓ(r)
)∥∥
L2x
=
∥∥P˜j(Yk,l(θ)ak,ℓ(r))∥∥L2x .
Let gk,ℓ(x) = Yk,l(θ)ak,ℓ(r) and Pj′ = Pj′−1 + Pj′ + Pj′+1. We have by the triangle
inequality and Lemma 2.4
L.H.S of (2.19) =
∞∑
k=0
d(k)∑
ℓ=1
∑
j∈Z
22sj
∥∥P˜jgk,ℓ∥∥2L2x
.
∞∑
k=0
d(k)∑
ℓ=1
∑
j∈Z
22sj
(∑
j′
∥∥P˜jPj′Pj′gk,ℓ∥∥L2x)2
.
∞∑
k=0
d(k)∑
ℓ=1
∑
j∈Z
22sj
(∑
j′
2−ǫ|j−j
′|∥∥Pj′gk,ℓ∥∥L2x)2,
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where s < ǫ < 1 +min{n−22 , ( (n−2)
2
4 + a)
1
2 }. Let 0 < ǫ1 ≪ 1 such that ǫ2 := ǫ− ǫ1 > s,
then
L.H.S of (2.19) 6 C
∞∑
k=0
d(k)∑
ℓ=1
∑
j∈Z
22js
∑
j′
2−2ǫ2|j−j
′|‖Pj′gk,ℓ‖2L2(Rn)
∑
j′
2−2ǫ1|j−j
′|
6 C
∞∑
k=0
d(k)∑
ℓ=1
∑
j′
22j
′s
∑
j∈Z
22js2−2ǫ2|j|‖Pj′gk,ℓ‖2L2(Rn)
6 C
∞∑
k=0
d(k)∑
ℓ=1
∑
j′
22j
′s‖Pj′gk,ℓ‖2L2(Rn).
By the definition of Pj′ , Lemma 2.3 and (2.17), we have
L.H.S of (2.19) 6 C
∑
j′
22j
′s
∞∑
k=0
d(k)∑
ℓ=1
∥∥χ( ρ
2j′
)
[Hµ(k)ak,ℓ](ρ)ρn−12 ∥∥2L2(R+)
= C
∑
j′
22j
′s
∥∥χ( ρ
2j′
)
∞∑
k=0
d(k)∑
ℓ=1
2πik
[Hµ(k)ak,ℓ](ρ)Yk,ℓ(ω)∥∥2L2(Rn)
= C
∑
j′
22j
′s
∥∥χ( ρ
2j′
)fˆ
∥∥2
L2(Rn)
∼ ‖f‖2
H˙s
.
We can use the similar argument to prove
L.H.S of (2.19) > c‖f‖2
H˙s
.
Therefore we conclude the proof of Lemma 2.4. 
3. Proof of the Main Theorems
In this section, we first use the spherical harmonic expansion to write the solution
as a linear combination of products of the Hankel transform of radial functions and
spherical harmonics. We prove the main theorems by analyzing the property of the
Hankel transform. The key ingredients are to use the stationary phase argument and
to exploit the asymptotics behavior of the Bessel function.
3.1. The expression of the solution. Consider the following Cauchy problem:
(3.1)
{
i∂tu−∆u+ a|x|2u = 0,
u(x, 0) = u0(x).
We use the spherical harmonic expansion to write
(3.2) u0(x) =
∞∑
k=0
d(k)∑
ℓ=1
a0k,ℓ(r)Yk,ℓ(θ).
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Let us consider the equation (3.1) in polar coordinates. Write v(t, r, θ) = u(t, rθ) and
g(r, θ) = u0(rθ). Then v(t, r, θ) satisfies that
(3.3)
{
i∂tv − ∂rrv − n−1r ∂rv − 1r2∆θv + ar2 v = 0
v(0, r, θ) = g(r, θ).
By (3.2), we have
g(r, θ) =
∞∑
k=0
d(k)∑
ℓ=1
a0k,ℓ(r)Yk,ℓ(θ).
Using separation of variables, we can write v as a linear combination of products of
radial functions and spherical harmonics
(3.4) v(t, r, θ) =
∞∑
k=0
d(k)∑
ℓ=1
vk,ℓ(t, r)Yk,ℓ(θ),
where vk,ℓ is given by{
i∂tvk,ℓ − ∂rrvk,ℓ − n−1r ∂rvk,ℓ + k(k+n−2)+ar2 vk,ℓ = 0,
vk,ℓ(0, r) = a
0
k,ℓ(r)
for each k, ℓ ∈ N, 1 6 ℓ 6 d(k). Then it reduces to consider by the definition of Aν(k)
(3.5)
{
i∂tvk,ℓ +Aν(k)vk,ℓ = 0,
vk,ℓ(0, r) = a
0
k,ℓ(r).
Applying the Hankel transform to the equation (3.5), by (iv) in Lemma 2.3, we have
(3.6)
{
i∂tv˜k,ℓ + ρ
2v˜k,ℓ = 0
v˜k,ℓ(0, ρ) = b
0
k,ℓ(ρ),
where
(3.7) v˜k,ℓ(t, ρ) = (Hνvk,ℓ)(t, ρ), b0k,ℓ(ρ) = (Hνa0k,ℓ)(ρ).
Solving this ODE and inverting the Hankel transform, we obtain
vk,ℓ(t, r) =
∫ ∞
0
(rρ)−
n−2
2 Jν(k)(rρ)v˜k,ℓ(t, ρ)ρ
n−1dρ
=
∫ ∞
0
(rρ)−
n−2
2 Jν(k)(rρ)e
itρ2b0k,ℓ(ρ)ρ
n−1dρ.
Therefore we get
u(x, t) = v(t, r, θ)
=
∞∑
k=0
d(k)∑
ℓ=1
Yk,ℓ(θ)
∫ ∞
0
(rρ)−
n−2
2 Jν(k)(rρ)e
itρ2b0k,ℓ(ρ)ρ
n−1dρ
=
∞∑
k=0
d(k)∑
ℓ=1
Yk,ℓ(θ)Hν(k)
[
eitρ
2
b0k,ℓ(ρ)
]
(r).
(3.8)
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3.2. Proof of the Theorem 1.1. In this subsection, we prove the Theorem 1.1. By
the Sobolev embedding H˙
1
2
−(R) ∩ H˙ 12+(R) →֒ L∞(R), it suffices to show
Proposition 3.1. Let α > 12 − β4 and β = 1+ such that
2α− 1 + β
2
< 1 + min
{
(n − 2)/2, ((n − 2)2/4 + a) 12},
then there exists a constant C independent of u0 such that∫
Rn
∫
R
|∂αt u(x, t)|2
dtdx
(1 + |x|)β 6 C‖u0‖
2
H˙2α−1+
β
2 (Rn)
.(3.9)
Proof. By the Plancherel theorem with respect to time t, we obtain∫
Rn
∫
R
|∂αt u(x, t)|2
dtdx
(1 + |x|)β =
∫
Rn
∫
R
∣∣τα ∫
R
e−itτu(x, t)dt
∣∣2 dτdx
(1 + |x|)β .
Using (3.8), we further have
L.H.S of (3.9)
.
∫
Rn+1
∣∣τα ∞∑
k=0
d(k)∑
ℓ=1
Yk,ℓ(θ)
∫
R
∫ ∞
0
(rρ)−
n−2
2 Jν(k)(rρ)e
it(ρ2−τ)b0k,ℓ(ρ)ρ
n−1dρdt
∣∣2 dτdx
(1 + |x|)β
.
∫
Rn+1
∣∣τα ∞∑
k=0
d(k)∑
ℓ=1
Yk,ℓ(θ)
∫ ∞
0
(rρ)−
n−2
2 Jν(k)(rρ)b
0
k,ℓ(ρ)ρ
n−1δ(τ − ρ2)dρ∣∣2 dτdx
(1 + |x|)β
.
∫
Rn
∫ ∞
0
∣∣ ∞∑
k=0
d(k)∑
ℓ=1
Yk,ℓ(θ)ρ
α(r
√
ρ)−
n−2
2 Jν(k)(r
√
ρ)b0k,ℓ(
√
ρ)ρ
n−1
2 ρ−
1
2
∣∣2 dρdx
(1 + |x|)β .
By the orthogonality, we see that
L.H.S of (3.9)
.
∞∑
k=0
d(k)∑
ℓ=1
∫ ∞
0
∫ ∞
0
∣∣ρ2α+ 12 (rρ)−n−22 Jν(k)(rρ)b0k,ℓ(ρ)ρn−2∣∣2dρ rn−1dr(1 + r)β .
(3.10)
Let χ be a smoothing function supported in [1, 2]. For our purpose, we make a dyadic
decomposition to obtain
L.H.S of (3.9)
.
∞∑
k=0
d(k)∑
ℓ=1
∑
M∈2Z
∫ ∞
0
∫ ∞
0
∣∣ρ2α+ 12 (rρ)−n−22 Jν(k)(rρ)b0k,ℓ(ρ)ρn−2χ( ρM )
∣∣2 rn−1drdρ
(1 + r)β
.
∞∑
k=0
d(k)∑
ℓ=1
∑
M∈2Z
M2(n−2+2α+
1
2
)+1−n
∫ ∞
0
∫ ∞
0
∣∣(rρ)−n−22 Jν(k)(rρ)b0k,ℓ(Mρ)χ(ρ)∣∣2 rn−1drdρ(1 + rM )β
.
∞∑
k=0
d(k)∑
ℓ=1
∑
M∈2Z
∑
R∈2Z
Mn−2+4αRn−1
∫ 2R
R
∫ ∞
0
∣∣(rρ)−n−22 Jν(k)(rρ)b0k,ℓ(Mρ)χ(ρ)∣∣2 drdρ(1 + rM )β .
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Define
Gk,ℓ(R,M) =
∫ 2R
R
∫ ∞
0
∣∣(rρ)−n−22 Jν(k)(rρ)b0k,ℓ(Mρ)χ(ρ)∣∣2 drdρ(1 + rM )β .(3.11)
Proposition 3.2. We have the following inequality
(3.12)
Gk,ℓ(R,M) .


R2ν(k)−n+3M−nmin
{
1,
(
M
R
)β}‖b0k,ℓ(ρ)χ( ρM )ρn−12 ‖2L2 , R . 1;
min
{
1,
(
M
R
)β}
R−(n−2)M−n‖b0k,ℓ(ρ)χ( ρM )ρ
n−1
2 ‖2L2 , R≫ 1.
Proof. To prove (3.12), we break it into two cases.
• Case 1: R . 1. Since ρ ∼ 1, we have rρ . 1. By the property of the Bessel
function (2.5), we obtain
Gk,ℓ(R,M) .
∫ 2R
R
∫ ∞
0
∣∣∣ (rρ)ν(k)(rρ)−n−22
2ν(k)Γ(ν(k) + 12)Γ(
1
2 )
b0k,ℓ(Mρ)χ(ρ)
∣∣∣2dρ dr
(1 + rM )
β
. R2ν(k)−n+3M−nmin
{
1,
(M
R
)β}
‖b0k,ℓ(ρ)χ(
ρ
M
)ρ
n−1
2 ‖2L2 .
(3.13)
• Case 2: R≫ 1. Since ρ ∼ 1, we have rρ≫ 1. We estimate
Gk,ℓ(R,M) . R
−(n−2)
∫ ∞
0
∣∣b0k,ℓ(Mρ)χ(ρ)∣∣2
∫ 2R
R
∣∣Jν(k)(rρ)∣∣2 dr(1 + rM )β dρ.(3.14)
(i) Subcase: R .M . Noting that ρ ∼ 1, we obtain by Lemma 2.2
∫ 2R
R
∣∣Jν(k)(rρ)∣∣2 dr(1 + rM )β .
∫ 2R
R
∣∣Jν(k)(rρ)∣∣2dr . 1.(3.15)
(ii) Subcase: R≫M . Noticing that ρ ∼ 1 again, we obtain by Lemma 2.2
∫ 2R
R
∣∣Jν(k)(rρ)∣∣2 dr(1 + rM )β .
(M
R
)β ∫ 2R
R
∣∣Jν(k)(rρ)∣∣2dr . (MR
)β
.(3.16)
Putting (3.15) and (3.16) into (3.14), we have
Gk,ℓ(R,M) . min
{
1,
(M
R
)β}
R−(n−2)
∫ ∞
0
∣∣b0k,ℓ(Mρ)χ(ρ)∣∣2dρ
. min
{
1,
(M
R
)β}
R−(n−2)M−n‖b0k,ℓ(ρ)χ(
ρ
M
)ρ
n−1
2 ‖2L2 .
Thus we prove (3.12). 
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Now we return to prove Proposition 3.1. By Proposition 3.2, we show∫
Rn
∫
R
|∂αt u(x, t)|2
dtdx
(1 + |x|)β
.
∞∑
k=0
d(k)∑
ℓ=1
∑
M∈2Z
∑
{R∈2Z:R.1}
M4α−2R2(ν(k)+1)min
{
1,
(M
R
)β}
‖b0k,ℓ(ρ)χ(
ρ
M
)ρ
n−1
2 ‖2L2
+
∞∑
k=0
d(k)∑
ℓ=1
∑
M∈2Z
∑
{R∈2Z:R≫1}
M4α−2+βR1−β‖b0k,ℓ(ρ)χ(
ρ
M
)ρ
n−1
2 ‖2L2 .
From β = 1+, one has∑
M∈2Z
∑
{R∈2Z:R.1}
M4α−2R2(ν(k)+1)min
{
1,
(M
R
)β}
‖b0k,ℓ(ρ)χ(
ρ
M
)ρ
n−1
2 ‖2L2
.
∑
M∈2Z
M4α−2+β‖b0k,ℓ(ρ)χ(
ρ
M
)ρ
n−1
2 ‖2L2 .
Since α > 12 − β4 , we have by Lemma 2.5∫
Rn
∫
R
|∂αt u(x, t)|2
dtdx
(1 + |x|)β .
∞∑
k=0
d(k)∑
ℓ=1
∑
M∈2Z
M4α−2+β‖b0k,ℓ(ρ)χ(
ρ
M
)ρ
n−1
2 ‖2L2
6 C‖u0‖2
H˙2α−1+
β
2 (Rn)
.

Finally, we apply Proposition 3.1 with α = 12+ and α =
1
2− to prove Theorem 1.1.
3.3. Proof of Theorem 1.2. In this subsection, we construct an example to show
Theorem 1.2. The main idea is the stationary phase argument. By (3.8), we recall
u(x, t) =
∞∑
k=0
d(k)∑
ℓ=1
Yk,ℓ(θ)
∫ ∞
0
(rρ)−
n−2
2 Jν(k)(rρ)e
itρ2b0k,ℓ(ρ)ρ
n−1dρ,(3.17)
where
b0k,ℓ(ρ) = (Hνa0k,ℓ)(ρ), u0(x) = u0(rθ) =
∞∑
k=0
d(k)∑
ℓ=1
a0k,ℓ(r)Yk,ℓ(θ).
In particular we choose u0(x) to be a radial function such that (Hν(0)u0)(ξ) = χN (|ξ|)
where χN is a smooth positive function supported in JN (to be chosen later) andN ≫ 1.
Then
u(x, t) =
∫ ∞
0
(rρ)−
n−2
2 Jν(0)(rρ)e
itρ2χN (ρ)ρ
n−1dρ.(3.18)
Recalling the asymptotic expansion about the Bessel function
Jν(r) = r
−1/2
√
2
π
cos(r − νπ
2
− π
4
) +Oν(r
−3/2), as r →∞
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with a constant depending on ν (see [21]), then we can write
u(x, t) = Cν
∫ ∞
0
(rρ)−
n−1
2
(
ei(rρ−
νπ
2
−π
4
) − e−i(rρ− νπ2 −π4 ))eitρ2χN (ρ)ρn−1dρ
+Cν
∫ ∞
0
(rρ)−
n−2
2 Oν
(
(rρ)−
3
2
)
eitρ
2
χN (ρ)ρ
n−1dρ.
(3.19)
Let us define
(3.20) I1(r) = Cνe
i( νπ
2
+π
4
)
∫ ∞
0
(rρ)−
n−1
2 ei(−rρ+tρ
2)χN (ρ)ρ
n−1dρ,
(3.21) I2(r) = Cνe
−i( νπ
2
+π
4
)
∫ ∞
0
(rρ)−
n−1
2 ei(rρ+tρ
2)χN (ρ)ρ
n−1dρ,
and
(3.22) I3(r) = Cν
∫ ∞
0
(rρ)−
n−2
2 Oν
(
(rρ)−
3
2
)
eitρ
2
χN (ρ)ρ
n−1dρ.
Let φr(ρ) = tρ
2− rρ. The fundamental idea is to choose sets JN and E ⊂ Bn, in which
t(r) can be chosen, so that ∂ρφr(ρ) = 2t(r)ρ − r almost vanishes for all ρ ∈ JN and
r ∈ {|x| : x ∈ E}. To this end, we choose
E = {x : 1
100
6 |x| 6 1
8
} and JN = [N,N + 2N
1
2 ].
Choose t(r) = r
2(N+
√
N)
, then ∂ρφr(N +N
1
2 ) = 0. Thus
(3.23) I1(r) = Cνe
i( νπ
2
+π
4
)eiφr(N+
√
N)
∫ ∞
0
(rρ)−
n−1
2 e
ir[ρ−(N+
√
N)]2
2(N+
√
N) χN (ρ)ρ
n−1dρ.
Observe that
(3.24) |I1(r)| > cν
∫ ∞
0
(rρ)−
n−1
2 cos
(r[ρ− (N +√N)]2
2(N +
√
N)
)
χN (ρ)ρ
n−1dρ.
Moreover, there exists a small constant c > 0 such that
cos
(r[ρ− (N +√N)]2
2(N +
√
N)
)
> c,
since | r[ρ−(N+
√
N)]2
2(N+
√
N)
| 6 π4 for all ρ ∈ JN with N ≫ 1 and r ∈ [ 1100 , 18 ]. Therefore,
(3.25) |I1(r)| > cνr−
n−1
2
∫ ∞
0
χN (ρ)ρ
n−1
2 dρ > cνr
−n−1
2 N
n
2 .
On the other hand, let ϕr(ρ) = tρ
2+rρ, t = t(r) as before, then ∂ρϕr(ρ) = 2t(r)ρ+r >
1
200 when ρ ∈ JN and r ∈ [ 1100 , 18 ]. From the integral by parts, we obtain
(3.26) |I2(r)| 6 Cνr−n2N
n−2
2 .
Obviously, we have
(3.27) |I3(r)| 6 Cνr−n2N
n−2
2 .
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Combining (3.25)-(3.27), we get for N ≫ 1 and r ∈ [ 1100 , 18 ]
(3.28) u∗(x) > cN
n
2 .
On the other hand, let j0 = log2N , then we obtain by the definition of Pj and P˜j
‖u0(x)‖2Hs =
∑
j
22js‖Pju0‖2L2 =
∑
j
22js‖PjP˜j0u0‖2L2 .
By Lemma 2.4, we choose s < ǫ < 1 + min{n−22 , ( (n−2)
2
4 + a)
1
2 } to obtain
‖u0(x)‖2Hs 6 C
∑
j
22js−2ǫ|j−j0|‖u0‖2L2
= CN2s
∑
j
22js−2ǫ|j|‖χN‖2L2 = N2s+n−
1
2 .
(3.29)
Thus, by (1.5) and (3.28), we must have s > 1/4.
3.4. Proof of the Theorem 1.3. In this subsection, we show Theorem 1.3. Even
though there is a loss of the angular regularity in Theorem 1.3, the result implies the
sharp result for the radial initial data. The key ingredient here is the following lemma
proved in [9]:
Lemma 3.1. Let J˜ν(s) = s
1
2Jν(s) with s > 0, and let
Tνg(r) =
∫
I
eit(r)ρ
2
J˜ν(rρ)
ρ
1
4
g(ρ)dρ.(3.30)
Then ∫ 1
0
∣∣Tνg(r)∣∣2dr 6 C
∫
I
|g(ρ)|2dρ,(3.31)
where the constant C is independent of g ∈ L2(I), of the interval I, of the measurable
function t(r) and of the order ν > 0.
We also can follow the Carleson approach [5] to linearize our maximal operator, by
making t into a function of r, t(r). By the triangle inequality, we estimate
‖u∗(x)‖L2(Bn) 6 C
∞∑
k=0
d(k)∑
ℓ=1
∥∥∥∫ ∞
0
(rρ)−
n−2
2 Jν(k)(rρ)e
it(r)ρ2b0k,ℓ(ρ)ρ
n−1dρ
∥∥∥
L2
rn−1dr
.
Let g(ρ) = b0k,ℓ(ρ)ρ
n−1
2
+ 1
4 , then
‖u∗(x)‖L2(Bn) .
∞∑
k=0
d(k)∑
ℓ=1
∥∥∥ ∫ ∞
0
J˜ν(k)(rρ)e
it(r)ρ2ρ−
1
4 g(ρ)dρ
∥∥∥
L2r([0,1])
.(3.32)
Using Lemma 3.1, we obtain
‖u∗(x)‖L2(Bn) . C
∞∑
k=0
d(k)∑
ℓ=1
∥∥∥b0k,ℓ(ρ)ρn−12 + 14∥∥∥
L2ρ(R
+)
.(3.33)
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Let α = (n− 1)/2 + ǫ with ǫ > 0, we have by the Cauchy-Schwarz inequality
‖u∗(x)‖L2(Bn) 6 C
( ∞∑
k=0
d(k)∑
ℓ=1
(1 + k)−2α
) 1
2
( ∞∑
k=0
d(k)∑
ℓ=1
(1 + k)2α
∥∥∥b0k,ℓ(ρ)ρn−12 + 14∥∥∥2
L2ρ(R
+)
) 1
2
.
Since d(k) ≃ 〈k〉n−2, we have by Lemma 2.5
‖u∗(x)‖L2(Bn) .
( ∞∑
k=0
d(k)∑
ℓ=1
(1 + k)2α
∥∥∥b0k,ℓ(ρ)ρn−12 + 14∥∥∥2
L2ρ(R
+)
) 1
2
. ‖u0‖
H
1
4
r Hαθ
.
This completes the proof of Theorem 1.3.
References
[1] J. Bourgain, Some new estimates on oscillatory integrals, Essays on Fourier Analysis in Honor of
E. M. Stein (Princeton, NJ, 1991), Princeton Math. Ser., vol. 42, Princeton Univ. Press, Princeton,
NJ, (1995), 83-112.
[2] J. Bourgain, On the Schro¨dinger maximal function in higher dimension, Proceedings of the Steklov
Institute of Mathematics, 280(2013), 46-60.
[3] N. Burq, F. Planchon, J. Stalker and A. S. Tahvildar-Zadeh, Strichartz estimates for the wave and
Schro¨dinger equations with the inverse-square potential, J. Funct. Anal. 203 (2003), 519-549.
[4] N. Burq, F. Planchon, J. Stalker and A. S. Tahvildar-Zadeh, Strichartz estimates for the wave
and Schro¨dinger equations with potentials of critical decay, Indiana Univ. Math. J. 53(2004),
1665-1680.
[5] L. Carleson, Some analytic problems related to statistical mechanics, Euclidean harmonic analysis
(Proc. Sem., Univ. Maryland, College Park, Md., 1979), Lecture Notes in Math. Vol. 779, Springer
Berlin, 1980, 5-45.
[6] Y. Cho, S. Lee and Y. Shim, A maximal inequality associated to Schro¨dinger type equation,
Hokkaido Mathematical J. 35 (2006) 767-778.
[7] B. E. J. Dahlberg and C. E. Kenig, A note on the almost everywhere behavior of solutions to the
Schro¨dinger equation, Harmonic Analysis (Minneapolis, Minn, 1981), Lecture Notes in Math. vol.
908, Springer Berlin, 1982, 205-209.
[8] J. Cheeger, M. Taylor, On the diffraction of waves by conical singularities I, Comm. Pure Appl.
Math., 35(1982), 275-331.
[9] G. Gigante and F. Soria, On the the boundedness inH1/4 of the maximal square function associated
with the Schro¨dinger equation, J. Lond. Math. Soc. 77 (2008), 51-68.
[10] H. Kalf, U. W. Schmincke, J. Walter and R. Wu¨st, On the spectral theory of Schro¨dinger and
Dirac operators with strongly singular potentials. In Spectral theory and differential equations,
182-226. Lect. Notes in Math., 448 (1975) Springer, Berlin.
[11] S. Lee, On pointwise convergence of the solution to Schro¨dinger equations in R2, Int. Math. Res.
Not. (2006) 1-21.
[12] A. Moyua, A. Vargas and L. Vega, Schro¨dinger maximal function and restriction properties of the
Fourier transform, Int. Math. Res. Not. 16 (1996) 793-815.
[13] C. Miao, J. Zhang and J. Zheng, Strichartz estimates for wave equation with inverse square
potential, Commun. Contemp. Math., DOI: 10.1142/S0219199713500260.
[14] C. Miao, J. Zhang and J. Zheng, Linear Adjoint Restriction Estimates for Paraboloid, Preprint.
[15] S. Machihara, M. Nakamura, K. Nakanishi and T. Ozawa, Endpoint Strichartz estimates and
global solutions for the nonlinear Dirac equation, J. Func. Anal. 219(2005) 1-20.
[16] F. Planchon, J. Stalker and A. S. Tahvildar-Zadeh, Lp estimates for the wave equation with the
inverse-square potential, Discrete Contin. Dynam. Systems, 9(2003), 427-442.
[17] F. Planchon, J. Stalker and A. S. Tahvildar-Zadeh, Dispersive estimate for the wave equation with
the inverse-square potential. Discrete Contin. Dynam. Systems, 9(2003), 1387-1400.
[18] K. Stempak, A Weighted uniform Lp estimate of Bessel functions: A note on a paper of Guo,
Proceedings of the AMS. 128 (2000) 2943-2945.
16 CHANGXING MIAO, JUNYONG ZHANG, AND JIQIANG ZHENG
[19] E.M. Stein, Some problems in harmonic analysis, Harmonic analysis in Euclidean spaces (Proc.
Sympos. Pure Math., Williams Coll. Williamstown, Mass., 1978), 3-20.
[20] E.M. Stein, Harmonic Analysis: Real Variable Methods, Orthogonality and Oscillatory Integrals,
Princeton Mathematical Series, 43(1993), Princeton University Press, Princeton, N.J.
[21] E.M. Stein and G. Weiss, Introduction to Fourier analysis on Euclidean spaces, Princeton Mathe-
matical Series, 32 (1971), Princeton University Press, Princeton, N. J.
[22] P. Sjo¨lin, Regularity of solutions to the Schro¨dinger equation, Duke Math. J. 55 (1987), 699-715.
[23] S. Shao, On localization of the Schro¨dinger maximal operator, Arxiv: 1006.2787v1.
[24] T. Tao, A sharp bilinear restrictions estimate for paraboloids, Geom. Funct. Anal. 13 (2003),
1359-1384.
[25] T. Tao and A. Vargas, A bilinear approach to cone multipliers and applications. II, Geom. Funct.
Anal. 10 (2000), 216-258.
[26] G. N. Watson, A Treatise on the Theory of Bessel Functions. Second Edition Cambridge University
Press, (1944).
[27] L. Vega, Schro¨dinger equations: pointwise convergence to the initial data, Proc. of the AMS 102
(1988), 874-878.
[28] J. L. Vazquez and E. Zuazua, The Hardy inequality and the asymptotic behaviour of the heat
equation with an inverse-square potential, J. Func. Anal., 173(2000) 103-153.
Institute of Applied Physics and Computational Mathematics, P. O. Box 8009, Beijing,
China, 100088
E-mail address: miao changxing@iapcm.ac.cn
Department of Mathematics, Beijing Institute of Technology, Beijing 100081, China
E-mail address: zhang junyong@bit.edu.cn
The Graduate School of China Academy of Engineering Physics, P. O. Box 2101, Bei-
jing, China, 100088
E-mail address: zhengjiqiang@gmail.com
