We introduce a new four-parameter distribution with constant, decreasing, increasing, bathtub and upside-down bathtub failure rate called the transmuted exponentiated generalized Weibull model. Some of its mathematical properties including explicit expressions for the ordinary and incomplete moments, generating function, Rényi and Shannon entropies, order statistics and probability weighted moments are derived. The estimation of the model parameters is performed by maximum likelihood. The flexibility of the new model is illustrated by means of three applications to real data.
Introduction
Generalizing distributions is an old practice and has ever been considered as precious as other practical problems in statistics. There has been an increased interest to develop new methods for generating new families of distributions because there is a persistent need for extending the classical forms of the well-known distributions to be more capable for modeling data in different applied areas. One main objective for generalizing models is to explain how the lifetime phenomenon arises in fields like physics, computer science, public health, medicine, engineering, biology, industry, communications, life-testing and many others. For example, the well-known distributions such as exponential, Weibull and gamma are very limited in their characteristics and are unable to show wide flexibility.
The Weibull distribution is a very popular model and has been extensively used over the past decades for modelling data in engineering, reliability and biological studies. The need for extended forms of the Weibull model arises in many applied areas. The books by Murthy et al. (2004) and Nadarajah and Kotz (2005) provide some of the classical extensions of the Weibull model and some applications. It is the most popular distribution in the literature for analyzing lifetime data. However, its major drawback is that its hazard rate cannot accommodate bathtub and unimodal shapes, which are quite common in reliability and biological studies. So, many generalizations of the Weibull distribution have been proposed and studied to cope with these failure rates.
Among these models, we refer to the additive Weibull (Xie and Lai, 1995) , exponentiated Weibull (Mudholkar et al., 1995 (Mudholkar et al., , 1996 In particular, the Weibull (W) distribution has probability density function (pdf) and cumulative distribution function (cdf) given (for x ≥ 0) by
respectively, where β > 0 is a shape parameter. In this paper, we define and study a new lifetime model called the transmuted exponentiated generalized Weibull (TExGW) distribution. Its main feature is that three additional shape parameters are inserted in (1.1) to provide greater flexibility for the generated distribution. Based on the transmuted exponentiated generalized-G (TExG-G) family of distributions, we construct a new four-parameter TExGW model and give a comprehensive description of some of its mathematical properties hoping that it will attract wider applications in engineering, survival and lifetime data, reliability and other areas of research. Let g(x; ξ ) and G(x; ξ ) denote the density and cumulative functions of the baseline model with parameter vector ξ . Yousof et al. (2015) defined the cdf of their TExG-G class by
The pdf of the TExG-G model is given by
We define the TExG-G distribution with three extra positive parameter λ , a and b by (1.2) and (1.3).
A random variable X with pdf (1.3) is denoted by X ∼TExG-G(λ , a, b, ξ ). If λ = 0, the TExG-G model reduces to the exponentiated generalized-G family studied by Cordeiro et al. (2013) . If a = b = 1, it corresponds to the transmuted class (TC) defined by Shaw and Buckley (2007) . If λ = 0 and b = 1, the TExG-G model reduces to the exponentiated-G (Ex-G) family pioneered by Gupta et al. (1998) . If a = 1, it gives the transmuted generalized class (TG-G) defined by Alizadeh et al. (2015) and, finally, the TExG-G model reduces to the baseline distribution when a = b = 1 and λ = 0. This paper is outlined as follows. In Section 2, we define the TExGW distribution and provide some plots of its pdf and hazard rate function (hrf). Section 3 provides some mathematical properties including ordinary and incomplete moments, probability weighted moments (PWMs), order statistics and residual and reversed residual life functions. Characterizations of the new distribution based on truncated moments are addressed in Section 4. Applications and parameters estimation are discussed in Section 5. Finally, some concluding remarks are discussed in Section 6.
The TExGW Distribution
By inserting the cdf in (1.1) into Equation (1.2), we can write the cdf of the TExGW model (for x > 0) as
The corresponding pdf of Equation (2.1) is given by
where β , a and b are positive parameters and |λ | ≤ 1. Here, a is a scale parameter and β , λ and b are shape parameters. We denote a random variable X having pdf (2.2) by X ∼TExGW(λ , a, b, β ). Table 1 gives special TExGW models. 
Some plots of the TExGW density for selected parameter values are displayed in Figure 1 . Figure 2 provides plots of the hrf of the TExGW model for some parameter values. 
Properties
Let T be a random variable having the exponentiated Weibull (ExW) distribution with positive parameters β and a. Then, the pdf and cdf of T are given (for t > 0) by
The following lemma is useful to obtain several properties of the TExGW distribution.
Lemma 3.1. The TExGW distribution can be expressed as an infinite series representation of the ExW distributions.
Proof. Consider the power series
The cdf of X in (2.1) can be expressed as
We can write
Then,
where
is the ExW cdf with power parameter k and
The corresponding TExGW density function is obtained by differentiating (3.1)
where π k (x) is the ExW pdf with power parameter k. 
and φ r (t) = γ
, respectively, where 
Moments
The rth ordinary moment of X is given by
Using (2.2) and Remark 1, we obtain
The nth central moment of X, say µ n , can be expressed as
The skewness and kurtosis measures follow from the standardized third and fourth cumulants, respectively. The rth incomplete moment of X, say φ r (t), is given by
Using Equation (3.2), we obtain
.
In Table 2 we provide numerical values for the mean, variance, skewness and kurtosis of X for selected parameter values to illustrate their effects on these measures. The effects of the parameters on the mean, variance, skewness and kurtosis are displayed in Figures 3 and 4 , respectively. 
Probability weighted moments
The (s, r)th PWM of X, say ρ s,r , is formally defined by
Using Equations (2.1) and (2.2), we can write after some algebra where
Then, the (s, r)th PWM of X can be expressed as
Order statistics
Order statistics make their appearance in many areas of statistical theory and practice. Let X 1 , . . . , X n be a random sample from the TExGW model of distributions and let X (1) , . . . , X (n) be the corresponding order statistics. The pdf of the ith order statistic, say X i:n , can be expressed as
where B(·, ·) is the beta function. Substituting (2.1) and (2.2) in Equation (3.3), we obtain
Let Y k+1 be a random variable with the ExW pdf π k+1 (x). Further, the pdf of X i:n can be rewritten as
Then, the density function of the TExGW order statistics is a mixture of ExW densities. This equation reveals that the properties of X i:n follow from those properties of Y k+1 . For example, the moments of X i:n can be expressed as
) .
Then, the qth moment of X i:n is given by
Based upon the moments in Equation (3.4), we can derive explicit expressions for the L-moments of X as infinite weighted linear combinations of the means of suitable TExGW order statistics. They are linear functions of expected order statistics defined by 
Residual and Reversed Residual Lifes
The nth moment of the residual life, say m n (t) = E[(X −t) n | X > t], n = 1, 2,. . . , uniquely determine F(x). The nth moment of the residual life of X is given by
The mean residual life (MRL), or the life expectation at age t, of X can be obtained by setting n = 1 in the last equation and it represents the expected additional life length for a unit which is alive at age t. The nth moment of the reversed residual life, say M n (t) = E [(t − X) n | X ≤ t], for t > 0 and n = 1, 2,. . . , uniquely determines F(x). We have
Then, the nth moment of the reversed residual life of X becomes
The mean inactivity time (MIT) also called the mean reversed residual life function represents the waiting time elapsed since the failure of an item on condition that this failure had occurred in (0,t) and it is defined by
The MIT of the TExGW model can be obtained easily by setting n = 1 in the above equation.
Characterization results

Consider the following lemmas from Ahsanullah and Alzaatreh (2016).
Lemma 4.1. Let X be an absolutely continuous random variable having cdf F (x) and pdf f (x) with 0 ≤ x < ∞. Assume that E (X) is finite and E (X|X
where c is determined by the condition
Lemma 4.2. Let X be an absolutely continuous random variable having cdf F (x) and pdf f (x) with 0 ≤ x < ∞. Assume that E (X) is finite and E (X|X ≥ x) = g (x) h (x) , where g (x) is a continuous differentiable function on [0, ∞) and h
Theorem 4.1. Let X be an absolutely continuous random varriable with cdf F (x) and pdf f (x). We
, where
and
Proof. Setting
where c j is defined above. and
Now suppose that
Then one can show easily
By using Lemma 1
Integrating the above equation, we have
where c is a constant. Now, using the condition
Theorem 4.2. Let X be an absolutely continuous random varriable with cdf F (x) and pdf f (x).
We
Proof. Similar to the proof of Theorem 4.1.
Estimation and Applications
The maximum likelihood is the most commonly estimation method employed in Statistics. The maximum likelihood estimators (MLEs) enjoy desirable properties and can be used when constructing confidence intervals for the model parameters. The normal approximation for these estimators in large sample distribution theory is easily handled either analytically or numerically. In this section, we use the maximum likelihood to estimate the model parameters and compare the fits of the TExGW model and other lifetime distributions.
Parameter Estimation
Let x 1 , . . . , x n be a random sample from the TExGW distribution with parameters λ , a, b and β . Let θ =(λ , a, b, β ) T be the parameter vector. For determining the MLE of θ , the log-likelihood function ℓ = ℓ(θ ) is given by
where s i = (1 − t i ) and t i = exp(−ax β i ). The log-likelihood ℓ(θ ) for θ can be maximized either directly by using the R (optim function), SAS(PROC NLMIXED), Ox program (MaxBFGS sub-routine) or by solving the nonlinear likelihood equations obtained by differentiating the log-likelihood.
The components of the score vector,
, are given by
Setting the nonlinear system of equations U λ = U a = U b = U β = 0 and solving them simultaneously yields the MLE θ = ( λ , a, b, β ) T . To solve these equations, it is usually more convenient to use nonlinear optimization methods such as the quasi-Newton algorithm to numerically maximize ℓ. For interval estimation of the parameters, we obtain the 4 × 4 observed information matrix
, whose elements can be computed numerically. Under standard regularity conditions when n → ∞, the distribution of θ can be approximated by a multivariate normal N 4 (0, J( θ ) −1 ) distribution to construct approximate confidence intervals for the parameters. Here, J( θ ) is the total observed information matrix evaluated at θ .
Real Data Analysis
In this section, we provide three applications to real data sets to illustrate the importance and potentiality of the TExGW distribution.
Data Set I: Waiting Times in a Bank
The first data set (Ghitany et al., 2008) consists of 100 observations on waiting time (in minutes) before the customer received service in a bank.
Data Set II: Cancer Patients
The second data set corresponds to the remission times (in months) of 128 bladder cancer patients (Lee and Wang, 2003) . These data were used by Mead and Afify (2016) For the three data sets, we shall compare the fits of the TExGW distribution with other competitive distributions, namely: the modified beta Weibull (MBW) (Khan, 2015) , transmuted Weibull Lomax (TWL) and generalized transmuted Weibull (GTW) (Nofal et al., 2017) distributions. The pdfs of these distributions are given by (for x > 0):
The parameters of the above pdfs are all positive real numbers except for the TWL and GTW distributions for which |λ | ≤ 1.
In order to compare the fitted models, we consider the following goodness-of-fit statistics: the Akaike information criterion (AIC), Bayesian information criterion (BIC), Hannan-Quinn information criterion (HQIC), consistent Akaike information criterion (CAIC), −2 ℓ, Anderson-Darling (A * ) and Cramér-von Mises (W * ), where ℓ denotes the maximized log-likelihood. Generally, the smaller these statistics are, the better the fit. Table 3 lists the values of −2 ℓ, AIC, BIC, HQIC, CAIC, W * and A * , whereas the MLEs of the model parameters and their corresponding standard errors are given in Table 4 . These numerical results are obtained using MATHCAD PROGRAM. Figures 5-7 , respectively. The plots support the results obtained in Table 3 . Figure 8 displays the QQ plots of the TExGW model for the three data sets. It is evident from these plots that the TExGW model provides good fit to the three data sets. 
Conclusions
In this paper, we propose a new four-parameter model called the the transmuted exponentiated generalized Weibull (TExGW) distribution. The TExGW density function can be expressed as a linear mixture of exponentiated Weibull (ExW) densities. We derive explicit expressions for some of its mathematical and statistical quantities including the ordinary and incomplete moments, cumulants and probability weighted moments. We also obtain the density function of the order statistics and their moments. We discuss maximum likelihood estimation. The proposed distribution provides better fits than some other nested and nonnested models for three real data sets. We hope that the proposed model will attract wider applications in areas such as survival and lifetime data, meteorology, hydrology, engineering and others. 
