Abstract. We present an approach for clique and quasi-clique computations in very large multi-digraphs. We discuss graph decomposition schemes used to break up the problem into several pieces of manageable dimensions. A semiexternal greedy randomized adaptive search procedure (GRASP) for finding approximate solutions to the maximum clique problem and maximum quasiclique problem in very large sparse graphs is presented. We experiment with this heuristic on real data sets collected in the telecommunications industry. These graphs contain on the order of millions of vertices and edges.
Introduction
The proliferation of massive data sets brings with it a series of special computational challenges. Many of these data sets can be modeled as very large multidigraphs M with a special set of edge attributes that represent special characteristics of the application at hand [1] . Understanding the structure of the underlying digraph D(M ) is essential for storage organization and information retrieval. In this paper we present a new approach for finding large cliques in large sparse multidigraphs with millions of vertices and edges.
Let G = (V, E) be an undirected graph where V = {v 1 , v 2 , ..., v n } is the set of vertices and E is the set of edges in G. For a subset S ⊆ V , we let G(S) denote the subgraph induced by S.
A graph G = (V, E) is complete if its vertices are pairwise adjacent, i.e. ∀ i, j ∈ V, {i, j} ∈ E. A clique C is a subset of V such that the induced graph G(C) is complete. The maximum clique problem is to find a clique of maximum cardinality in a graph G. A multigraph M is just an undirected graph with an integer multiplicity associated with every edge. A multi-digraph is defined similarly.
The maximum clique problem is known to be NP-complete. Furthermore, the complexity of its approximation remained an open question until recently. In [16] , Papadimitriou and Yannakakis introduced the complexity class MAX SNP and showed that many natural problems are complete in this class, relative to a reducibility that preserves the quality of approximation. For example, the vertex cover problem (for constant degree graphs), minimum cut problem, dominating set problem, and the MAX 3-SAT problem are such complete problems [19] .
If the solution to any of these complete problems can be approximated to arbitrary small constant factors, then the optimal solution to any problem in the class can be approximated to arbitrarily small constant factors. The question of whether such approximation schemes can be found for the complete problems in this class was left unresolved. In [5] , Berman and Schnitger show that if one of the MAX SNP problems does not have polynomial time approximation schemes, then there is an ǫ > 0 such that the maximum clique problem cannot be approximated in polynomial time with performance ratio (size of maximum clique to size of approximate clique) of O(n ǫ ), where n is the number of vertices in the graph (see also Feige et al. [6] , where a connection between approximation complexity and interactive proof systems is discussed).
A breakthrough in approximation complexity is the recent result by Arora et al. [3, 4] . It is shown that the maximum number of satisfiable clauses in a 3-SAT formula (MAX 3-SAT) cannot be approximated to arbitrary small constants (unless P = NP), thus resolving the open question in [16] . This immediately shows the difficulty of finding good approximate solutions to all the above listed problems. In particular, it is shown that no polynomial time algorithm can approximate the maximum clique size within a factor of n ǫ (ǫ > 0), unless P = NP (by using the results of Feige et al. [6] ).
Although these complexity results characterize worst case instances, they nevertheless indicate that the maximum clique problem is indeed a very difficult problem to solve. The maximum clique problem can be approached in two different ways: by exact solutions or heuristic approximation. Since the problem is NP-complete, one can expect exact solution methods to have limited performance on large dense problems. On the other hand, with a heuristic one can never know how close to the actual maximum clique the solution is.
The main difficulty with heuristic approximation of the maximum clique problem is that a local optimum can be far from a global optimum. This is handled in many heuristics by devices that allow escape from poor local optimal solutions. Such devices are present in heuristics, such as simulated annealing [15] , tabu search [10, 11] , and genetic algorithms [13] , that move from one solution to another, as well as in the multistart heuristic GRASP [7, 8] , which samples different regions of the solution space, finding a local minimum each time. For further information on various algorithms and heuristics see [14, 17] .
The maximum clique problem has many practical applications in science and engineering. Some of them are project selection, classification theory, fault tolerance, coding theory, computer vision, economics, information retrieval, signal transmission theory and aligning DNA with protein sequences [17, 12] .
The paper is organized as follows. In Section 2 we consider several graph decomposition schemes used in the experiment. Section 3 proposes a GRASP for finding large cliques in very large graphs. Preliminary computational results are described in Section 4 and concluding remarks are made in Section 5.
Graph decomposition
In this section, we discuss some decomposition schemes that make very large sparse graphs suitable for processing by graph optimization algorithms. We discuss two schemes.
First, we take the approach proposed by Abello [1] to partition the edge set of a multi-digraph M . Consider the underlying directed graph
is an edge in M} and the corresponding underlying undirected graph
Furthermore, define the out-degree outdeg(u) = |out(u)|, the in-degree indeg(u) = |in(u)|, and for C, a subset of vertices in M , let the neighborhood of u with respect to C be N C (u) = out(u)∪in(u)∩C. The degree of u with respect to C is deg
In a preprocessing phase, we use efficient external memory algorithms for computing the connected components of U (M ) [2] . For each connected component, consider the sub-digraph of D(M ) induced by its vertex set and classify its vertices as sources (indeg = 0), sinks (outdeg = 0) and transmitters (indeg and outdeg > 0). We then partition the directed edge set of each connected component by computing directed Depth First Search Trees (DFST) from each source vertex (or from high degree transmitters). These DFSTs impose an ordering of the edges which is used in a greedy randomized adaptive search procedure (GRASP) tailored for the local maximum clique problem that is described in the next section. The collection of DFSTs defines a neighborhood structure which is used to search for an improvement to a local clique or it can be taken itself as a directed weighted digraph where each DFST now becomes a vertex and the edges running between two DFSTs are collected into a weighted directed edge. It is worth to notice that this digraph DAG(M ) is acyclic, suggesting a topological order of processing. Undirected cliques on DAG(M ) give global structural information about M . The product of the maximum clique size in DAG(M ) times the maximum local clique size in the DFSTs gives an upper bound on the maximum clique size of M . We are currently experimenting with heuristics that use DAG(M ) as the neighborhood structure to move from one DFST to another comparing their local max cliques and gluing them together to search for an improvement.
Another simple decomposition scheme works on large connected components of the graph U (M ). The approach is repeatedly applied until no further reduction in the size of the graph is possible. In this reduction scheme, we assume that cliques of size k or smaller are of no interest. All edges having at least one vertex of degree less than k are deleted. This, of course, affects the degrees of other vertices, hence, further simplification is possible by reapplying the reduction scheme. In Section 4 we illustrate these reduction schemes on a graph that arises from real telecommunications data.
GRASP for maximum clique and maximum quasi-clique
Feo, Resende, and Smith [9, 18] proposed a greedy randomized adaptive search procedure (GRASP) for the maximum independent set problem. In this paper, we propose a GRASP, tailored for the maximum clique problem and the maximum quasi-clique problem on very large sparse graphs, based on the procedure described in [9] .
GRASP [7, 8] is an iterative method that, at each iteration, constructs a randomized, greedily biased, solution and then finds a locally optimal solution in the neighborhood of the constructed solution. The role of randomization is to generate different solutions from which to initiate local search. Greediness leads to
Let G(C) be the subgraph induced by the vertices in C; 5
Let deg G(C) (u) be the degree of u ∈ C with respect to G(C);
Select u at random from the RCL; 10 Q = Q ∪ {u}; 11 C = N C (u); 12 end while; end construct; Figure 1 . GRASP construction procedure constructed solutions of good quality. Local search applied from these greedily biased solutions usually converges quickly to a local minimum and consequently many probes of different, potentially good, neighborhoods can be carried out in a limited amount of time. We initially describe the GRASP for maximum clique. To describe a GRASP, one needs to specify a construction mechanism and a local search procedure.
The construction phase of the GRASP for maximum clique proposed here builds a clique, one vertex at a time. It uses vertex degrees as a guide for construction. Assume that a clique is being constructed. At each step of the construction phase we have a clique on hand. We call the vertices of this clique the selected vertices. A vertex is a candidate to be included in the clique if it is adjacent to all previously selected clique vertices. Let C denote the set of candidate vertices. Initially, all vertices are candidates, i.e. C = V . A restricted candidate list (RCL) contains all candidate vertices of high degree in the subgraph G(C) induced by the candidate vertices. A vertex u ∈ C is said to have high degree in the graph induced by the candidate vertices if its degree deg G(C) (u) with respect to the subgraph induced by the candidate nodes is at least
and α is a real parameter in the interval [0,1]. One vertex, among those in the RCL, is selected at random and is added to the clique under construction. To take this selection into consideration, the newly chosen vertex and all other candidate vertices not adjacent to it are eliminated from the set of candidate vertices, i.e. the new candidate set is simply the neighborhood of the newly selected vertex with respect to the old candidate set. This process is repeated until the set of candidate vertices is empty. Figure 1 shows pseudo-code for the construction phase of GRASP.
Local search can be implemented in many ways. A simple (2, 1)-exchange approach seeks a vertex in the clique whose removal allows two adjacent vertices not in the clique to be included in the clique, thus increasing the clique size by one. Likewise, one could look for pairs of vertices in the clique whose removal would if |Q| > CliqueSize do 7 CliqueSize = |Q|; 8 Q * = Q; 9 end do; 10 end for; end grasp; Figure 3 . GRASP for maximum clique problem permit three vertices not in the clique to be placed in the clique. Figure 2 shows pseudo-code for the (2, 1)-exchange local search used in our implementation. Figure 3 shows pseudo-code indicating how the two procedures described above make up the GRASP for maximum clique.
The GRASP described in this section requires access to the edges and vertices of the graph. This limits its use to graphs small enough to fit in memory. We next propose a semi-external procedure that works only with vertex degrees and a subset of the edges in-memory, while most of the edges can be kept in secondary disk storage. Besides enabling its use on smaller memory machines, the procedure we describe below also speeds up the computation of the GRASP.
To describe this procedure, we first define the peel operation on a graph. Given a parameter q, peel(G, q) recursively deletes from G all vertices having degree less than q along with their incident edges.
The semi-external procedure clique first samples a subset E of edges of E such that | E | < T G , where T G is a threshhold function of the graph G. The subgraph corresponding to E is denoted by G = (V, E), where V is the vertex set of G. The procedure grasp is applied to G to produce a clique Q. Let the size of the clique found be q = |Q|. Since q is a lower bound on the largest clique in G, any vertex
Let V j be the set of vertices in E j ; 13 grasp(V j , E j , maxitr l , Q j ); 14 end for; 15
end if; end clique; Figure 4 . Semi-external approach for maximum clique in G with degree less than q cannot possibly be in a maximum clique and can be therefore discarded from further consideration. This is done by applying peel to G with parameter q. Procedures grasp and peel are reapplied until no further reduction is possible. The aim is to delete irrelevant vertices and edges, allowing grasp to focus on the subgraph of interest. Reducing the size of the graph allows GRASP to explore portions of the solution space at greater depth, since GRASP iterations are faster on smaller graphs. If the reduction results in a subgraph smaller than the specified threshhold, GRASP can be made to explore the solution space in more detail by increasing the number of iterations to maxitr l . This is what usually occurs, in practice, when the graph is very sparse. However, it may be possible that the repeated applications of grasp and peel do not reduce the graph to the desired size. In this case, we propose partitioning the edges that remain into sets that are smaller than the threshhold and applying grasp to each resulting subgraph. The size of the largest clique found is used as parameter q in a peel operation and if a reduction is achieved the procedure clique is recursively called. Figure 4 shows pseudo-code for this semi-external approach.
In procedure clique, edges of the graph are sampled. As discussed earlier, we seek to find a clique in a connected component, examining one component at a time. Within each component, we wish to maintain edges that share vertices close together so that when they are sampled in clique those edges are likely to be selected together. To do this, we compute Depth First Search Trees on the directed subgraph in the component and store the edges for sampling in the order determined by the trees.
A related problem of interest is to find quasi-cliques in very large sparse graphs. A quasi-clique is defined to be a dense subgraph. A clique is a completely dense quasi-clique. A quasi-clique Q(γ, q) is defined to be a subgraph having q vertices and edge density γ, i.e. the number of edges in Q(γ, q) is ⌊γq(q − 1)/2⌋. One can define several optimization problems for quasi-cliques. Three examples are:
• max γq,
• fix q and max γ,
• fix γ and max q. The approach described above for finding cliques can be extended to address the third problem as follows.
The GRASP for quasi-clique constructs a clique to serve as a seed to grow the quasi-clique from, using a modified local search procedure. The construction procedure is identical to the one used in the case of cliques. The local search procedure looks for vertices (v, u, w) such that (v, u) ∈ E, and w ∈ Q and v and u are adjacent to at least γ(q − 1) vertices of Q \ {w}. If such vertices exist, then w is removed from the quasi-clique and v and u are added to the quasi-clique, increasing its size by one. Note that if γ = 1, then this local search procedure is identical to the one used for cliques.
A semi-external procedure similar to the one proposed for finding large cliques can be derived for quasi-cliques. As before, the procedure samples edges from the original graph such that the subgraph induced by the vertices of those edges is of a specified size. The GRASP for quasi-cliques is applied to the subgraph producing a quasi-clique Q of size q. In the original graph, any vertex having degree not greater than γq can be discarded from further consideration, since it cannot possibly be in a quasi-clique of size at least q.
Experiments with a very large graph
In this section, we outline the preliminary exploratory experiments done with a sample dataset. The experiments were done on a Silicon Graphics Challenge computer (20 MIPS 196MHz R10000 processors with 6.144 Gbytes of main memory). A substantial amount of disk space was also used.
Our current data comes from telecommunications traffic. The corresponding multi-graph has 53,767,087 vertices and over 170 million edges. We found 3,667,448 connected components out of which only 302,468 were components of size greater than 3 (there were 255 self-loops, 2,766,206 pairs and 598,519 triplets).
A giant component with 44,989,297 vertices was detected. It is tantalizing to suggest then that we may be witnessing here a behavior similar to the one predicted by random graph theory even though our graphs are certainly not random. The giant component has 13,799,430 Depth First Search Trees (DFSTs) and one of them is a giant DFST (it has 10,355,749 vertices and 19,072,448 edges). Most of the DFSTs have no more than 5 vertices. The interesting trees have sizes between 5 and 100. Their corresponding induced subgraphs are most of the time very sparse (|E| < |V | log |V |), except for some occasional dense subgraphs (|E| > |V | |V |) with 11 to 32 vertices.
We argue that the largest clique in this component has size not greater than 32. Cliques are either within a subgraph induced by the vertices of a DFST, or distributed among the different DFSTs. We expect the former to occur. There are several large DFSTs, the largest having about 19 million edges. By counting the edges in the trees, one observes that there remain very few edges to go between trees and consequently it is more likely that cliques are within the graphs induced by the nodes of a tree. Since the largest dense subgraph induced by the vertices of a tree has 32 vertices, we should not expect many cliques larger that 32 to be found.
In this exploratory phase of our work, we did not integrate the grasp and peel procedures into procedure clique, but rather applied them manually. To begin our experimentation, we considered 10% of the edges in the large component from which we recursively removed all vertices of degree one by applying peel(V, E, 1). This resulted in a graph with 2,438,911 vertices and 5,856,224 edges, which fits in memory. In this graph we search for large cliques. Our first motivation is to identify a lower bound on the size of the maximum clique so that we can delete higher-degree vertices on larger portions of the graph to possibly identify larger cliques. The GRASP was repeated 1000 times, with each iteration producing a locally optimal clique. Though applying local search on every constructed solution may not be efficient from a running time point of view, we applied local search to all constructed solutions to explore its effect in improving clique sizes. Because of the independent nature of the GRASP iterations and since our computer is configured with 20 processors, we created 10 threads, each independently running GRASP starting from a different random number generator seed. Table 1 summarizes the first part of the experimental results. It shows, for each clique size found, the number of GRASP iterations that constructed or improved such solution, and from sizes 5 to 15, the number of distinct cliques that were found by the GRASP iterations. It is interesting to observe that these cliques, even though distinct, share a large number of vertices. Applying a greedy procedure to these cliques to identify a disjoint set of cliques produced one clique of size 15, 12, 9, and 7, and 4 cliques of size 6, and 5 of size 5. Next, we considered 25% of the edges in the large component from which we recursively removed all vertices of degree 10 or less. The resulting graph had 291,944 vertices and 2,184,751 edges. 12,188 iterations of GRASP produced cliques of size 26. In 271 iterations, a clique of size 26 was produced. In 431 iterations, a clique of size 25 was produced. In 313 iterations, a clique of size 24 was produced. Figure 5 shows the frequencies of cliques of different sizes found by the algorithm.
Having found cliques of size 26 in a quarter of the graph, we next intensified our search on the entire huge connected component. In this component, we recursively removed all vertices of degree 20 or less. The resulting graph has 27,019 vertices and 757,876 edges. Figure 6 shows the frequencies of cliques of different sizes found by the algorithm. Figure 7 shows the statistics of the improvement attained by local search.
Over 20,000 GRASP iterations were carried out on the 27,019 vertex -757,876 edge graph. Cliques of 30 vertices were found. These cliques are very likely to be optimal because we do not expect cliques larger than 32 vertices to be found. The local search can be seen to improve the constructed solution not only for large constructed cliques, but also for small cliques. In fact, in 26 iterations, constructed cliques of size 3 were improved by the local search to size 30.
Finally to increase our confidence that the cliques of size 30 found are maximum, we applied peel(V, E, 30), resulting in a graph with 8724 vertices and about 320 thousand edges. We ran 100,000 GRASP iterations on the graph taking 10 parallel processors about one and a half days to finish. The largest clique found had 30 vertices. Of the 100,000 cliques generated, 14,141 were distinct, although many of them share one or more vertices. Finally, to compute quasi-cliques on this test data, we looked for large quasicliques with density parameters γ = .9, .8, .7, and .5. Quasi-cliques of sizes 44, 57, 65, and 98, respectively, were found.
Concluding remarks
We presented an approach for clique and quasi-clique computations in very large multi-digraphs. We discussed graph decomposition schemes used to break up the problem into several pieces of manageable dimensions. A greedy randomized adaptive search procedure (GRASP) for finding approximate solutions to the maximum clique (quasi-clique) problem in very large sparse graphs was presented. We experimented with this heuristic on real data sets collected in the telecommunications industry. These graphs contain on the order of millions of vertices and edges.
In a variety of industrial applications it is necessary to deal explicitly with weights, edge directions, and multiplicities. In this regard, we are currently extending the methods presented here to find directed weighted quasi-cliques. These are subgraphs that satisfy special local density conditions which make them amenable to local search based techniques. Our findings in this direction will be reported in a forthcoming paper. 
