In wireless communication, modulation classification is an important part of the non-cooperative communication, and it is difficult to classify the various modulation schemes using conventional methods. The deep learning network has been used to handle the problem and acquire good results. In the deep convolutional neural network (CNN), the data length in the input is fixed. However, the signal length varies in communication, and it causes that the network cannot take advantage of the input signal data to improve the classification accuracy. In this paper, a novel deep network method using a multi-stream structure is proposed. The multi-stream network form increases the network width, and enriches the types of signal features extracted. The superposition convolutional unit in each stream can further improve the classification performance, while the shallower network form is easier to train for avoiding the over-fitting problem. Further, we show that the proposed method can learn more features of the signal data, and it is also shown to be superior to common deep networks.
the military field, the correct recognition of the modulation scheme is premise to intercept and jam the enemy communication. AMC for the wireless communication has received more attentions in recent years. The complex wireless channel condition can distort signals, and degrade the performance of the communication system.
A typical AMC process has two steps: the signal preprocessing and the result signal classification. The signal preprocessing consists mainly of the signal parameter estimation and the noise removal. There are two main modulation classification algorithms: Likelihood-Based (LB) [4] [5] [6] [7] which are based on likelihood criteria and Feature-Based (FB) [8] [9] [10] which are based on feature extraction. LB methods are optimal, that decrease the probability of misclassifications. However, there is a very huge computational complexity in the actual application. Meanwhile, they usually require buffering a large number of datas to find the decision threshold, and it takes a lot of computation time. These methods are also not robust in the presence of unknown channel conditions, and other receiver interferences like the doppler frequency shift. The manual selection of expert features in FB method is suboptimal, which is possible to lose the deep-level characteristics of signal. These methods require the appropriate decision threshold which can be difficult to determine. Therefore, it is quite difficult to be robust to the frequency shift, the multipath change, the time fading and different signal lengths. Furthermore, most of both algorithms have the high computation cost and could not be easily deployed on the real communication system. Recently, deep learning method (DLM) have shown the classification capability in various tasks such as image recognization, automatic speech recognition, and machine translation [11] . The main reason is due to multiple hidden layers that enable learning advanced representations hidden in the dataset. The better classification result of other reanson is non-linear logistic functions used in the network layers. DLM can handle these issues better, and obtain thresholds automatically. The algorithm design of DLM mainly considers depth and width in structure. Typical vertical deep networks include ResNet [12] and DenseNet [13] , and horizontal deep networks include ReNeXT [14] and ShuffleNet [15] . The multi-stream network is also structurally a kind of the horizontal deep network. With increasing the network structure width, the classification effect is improved, and the parameters amount is reduced. DLM usually has two steps: the training stage and the validating stage. In the training stage, a deep network is trained by the input mass data, which takes a lot of time and is complex and computationally intensive. In the validating stage, a data instance is input to validate the recognition effect of the trained network, and the stage only consume the limited computational resource to complete in several milliseconds. In the actual communication system deployment, the trained network is used, which is equivalent to the validating stage. There are the lower computational complexity and the real-time processing speed in DLM.
DLM is also used for the wireless communication area such as RF signal processing [16] , radio resource allocation [17] , [18] , radio control [19] [20] [21] , MIMO detection [22] , [23] , channel estimation [23] [24] [25] and IoT detection [26] , [27] . With the commercialization of 5G, there are many opportunities and challenges for DLM applications [28] . AMC generally use DLM employed a CNN or Recurrent Neural Network (RNN) structure. In [29] , a modified CNN structure was proposed, which includes a pooling layer to filter out unwanted components and reduce the architecture complexity. The result show that the structure outperforms traditional methods. In [30] , CNN and Hierarchical deep neural network (H-DNN) solution were presented. CNN performs the automatic feature extraction from spectrograms of baseband I/Q signals. H-DNN performs the layer classification to recognize a variety of modulation schemes. In [31] , DNN is used for the hybrid analog and digital precoding in the millimeter wave (mmWave) massive multiple-input multiple-output (MIMO), which can significantly reduce the computational complexity and energy consumption. In [32] , DLM was used to learn the signal characteristics in the time domain to recognize the modulation schemes, avoiding the artificial feature extraction and the signal characteristic loss, which can easily cause classification errors. The influence of the deep network structure on the classification performance was examined. Further, results showed that five common modulation schemes can be accurately recognized. In [33] , the modified Alexnet network structure [34] was used to examine the influence of the hyperparameter selection during the training. Preprocessing using a denoising automatic encoder was also considered to improve the accuracy of AMC. In [35] , DLM composed of a denoising automatic encoder and a deep sparse automatic encoder. The denoising automatic encoder was employed as a preprocessor to enhance the signal, and the result used as a dataset to train the deep sparse autoencoder to classify modulation schemes. In [36] , a heterogeneous deep model fusion (HDMF) method was proposed for AMC. In [37] , a generative supervised DLM is served as the signal detection in the orthogonal frequency division multiplexing (OFDM) with one-bit complex quantization. Not only has the average signal-to-noise-ratio (SNR) been greatly improved in channel estimation, but also the bit error rate (BER) is lower than that of traditional methods. A CNN combined with LSTM in two ways, and HDMF were shown to provide the better performance compared to using separate networks.
Currently, CNN and RNN (the main form is LSTM) structures are used with only a simple connection between them or a hierarchical overlay is employed, which has not been optimized in terms of the wide network structure. The wireless communication is easy to be affected by the different wireless environment, so the AMC task is more difficult. Thus, it is important to mitigate these factors in the structure design of the deep network. The contributions of this paper are mainly as follows: (1) With the multi-stream wide network structure, the structure design of the deep network is extended horizontally, which allows for extracting richer signal features. It is very suitable for the classification of the signal dataset with various modulation schemes. (2) The classification performance of the multi-stream network method can be further improved by superimposing an amount of convolution units in each stream. The method can effectively prevent the problem that the network is difficult to train and prone to over-fitting. Compared with the other common deep network structure, the classification performance is improved significantly. (3) The multi-stream network is verified by the simulation experiment. In the experiment, different signal lengths are compared and analyzed, and there is also a comparative analysis with the different multi-stream forms and the various superposition convolution units.
The remainder of the paper is organized as follows. In Section II, the communication signal model and the basic deep network form are given. In Section III, the multi-stream network structure and its application to the modulation classification is introduced in details, including the multi-stream wide network structure and the superposition convolution units structure. In Section IV, the parameters of modulation signal dataset generated are given, and the modulation classification performance is evaluated by experiments. Finally, Section V provides a summary of the paper.
II. SIGNAL AND NETWORK MODELS A. SIGNAL FORM
A wireless channel is affected by multipath, doppler and additive white Gaussian noise (AWGN). The channel model is shown in Figure 1 , and the received signal can be expressed as
where g(t) is the transmitted signal, n(t) is AWGN, h(t, η) denotes the multipath channel, d i (t) is the attenuation of the i-th multipath signal, ⊗ denotes convolution, η i (t) is the i-th multipath delay. N is the number of multipath signals, and all paths have a similar doppler scaling factor σ ,
The transmitted signal can be digital (e.g. quadrature amplitude modulation) or analog (e.g. frequency shift keying).
B. BASIC NETWORK FORM
In the common form of a deep CNN network structure, the features of local data patches in different receptive fields are extracted by different sizes of the convolution kernel. The CNN network outputs the results through the activation function, and then do the pooling operation. Taking the generally used non-linear function ReLU as an example, after the convolution, the activation function is used to obtain the feature f where w represents the weight matrix, T represents the transposition of the matrix, and α represents the input data. max(·) means w T α when w T α > 0, and 0 when w T α < 0. The CNN network structure is alternately composed of a convolution layer and a pooling layer. The convolution layer forms a feature map by using a linear combination of non-linear activation functions such as ReLU , sigmoid, tanh, etc.
In fact, the convolution operation in CNN can also be regarded as the inner product of two vectors, which is a generalized linear model. If features extracted are linear or low-degree nonlinear, the features obtained by the convolution operation more matches the expectation. If features extracted is highly non-linear, such as a dataset containing various signal modulation schemes, it is difficult to obtain the features expected by the convolution kernel method. In this situation, the traditional CNN method will try to extract all kinds of potential features by the ultra-complete convolution kernels, i.e., initializing a large number of convolution kernels to extract as many features as possible to cover the desired signal features extracted. It leads to a complex network structure and a huge parameter space.
Considering that the traditional CNN method encounters these problems, a stronger nonlinear function approximator is used, which is called as Network in Network (NiN), to improve the extraction ability of local data patches. The nonlinear approximator can have a variety of choices, and the multilayer perceptron (MLP) can be used as the micro network, that uses a more non-linear structure to approach the data features. The MLP layer can be seen as a micro multi-layer network included in the traditional CNN layer, as shown in Figure 2 . In fact, the high-level features of CNN actually combine of the low-level features through some kinds of the operation. Through a multi-layer MLP micro network, more complex operations can be performed on neurons in the local receptive field, thus improving the network's ability to fit the non-linear distribution of dataset. Equation 2
can be changed to
where b represents bias, k represents the data in the k layer of the network, m, n represents the input data in the m row and n column, and j represents the weight number of the corresponding data. MLP chosen as a micro network is due to the high integration of CNN in this way. It can be trained by BP algorithm, and it can increase the number of the hidden layers by itself, which is in line with the theory of reusing features. On the basis of CNN, a feature map is changed from the linear combination of multi-dimensions to the non-linear combination, which improves the feature extraction ability of the network. The purpose to reduce the parameters of the network model is achieved by replacing the fully connected layers with the 1 × 1 convolution kernel and the average pooling.
The convolution in CNN is basically a multi-dimension feature map, which is the same number of dimensions as its convolution kernel. It performs the feature extraction with the multi-dimension convolution kernel. If the 1x1 convolution kernel is used, the obtained value is independent of the surrounding data points. The operation realizes the linear combination of multiple feature maps, and achieves the feature map change in the dimension number. The cascade of multiple 1 × 1 convolution kernels can complete the nonlinear combination of multi-dimension feature maps. Combined with the activation function, the NiN structure included the MLP can be implemented. At the same time, through the 1 × 1 convolution kernel operation, the convolution kernel number can be adjusted in dimensions, so the parameters can be reduced. In the micro-structure network imbedded MLP, the complex and useful cross feature maps can be learned by the network. It is due to that the integration between different feature maps are obtained by different convolution kernels, and each layer corresponds to a convolution layer with a 1 × 1 convolution kernel.
III. MULTI-STREAM NETWORK
The usual way to get a high-quality model is to increase the depth of the network model, or the number of neurons in each layer. These methods will encounter too many parameter sizes, and is easy to the over-fitting problem. Moreover, the deeper the network is, the easier the gradient is to disappear, and the more difficult it is to optimize the network model.
According to the principle of NiN, the multi-stream network uses the superposition of a small convolution kernel with fewer parameters to obtain the same effect as a large convolution kernel. The layer number in the network is reduced, and the over-fitting problem can be effectively prevented. When the kinds of the convolution kernel are more, the network become wider, and features extracted are more rich and diverse. The network can freely choose better signal characteristics, and adapts to the signal length change.
A. SIGNAL PREPROCESSING
The input data in the neural network is generally fixed in length. In order to further make full use of the modulation characteristics to improve the classification effect, the sequences of input signals can be divided into different lengths. Each length of the signal sequence is input into the multi-stream network, thus obtaining the rich modulation recognition characteristics to achieve the better signal modulation classification. The signal sequence of different lengths are as follows
where l represents the starting position of the signal sequence, l = 1, 2, · · · , L − 1, L represents the total length of the signal r(). v is the signal length taken, v = 0, 1, · · · , V , V represents the maximum fixed signal length that can be taken. The multi-stream network uses h(v) as the data input form, and the final recognition result is output through the network.
B. MULTI-STREAM NETWORK METHOD
The NiN structure performs a general convolution operation first, and it follows a 1×1 convolution kernel. The dimension is reduced by the 1 × 1 convolution kernel, and the computational complexity is decreased. The multi-stream network performs several 1×1 convolution operations, which is equivalent to perform a full connection calculation on all signal characteristics. The NiN structure is only the multi-layer convolution on the same scale, and the pooling layer is not added in the middle. The multi-stream network passes through the 1x1 convolution kernel in the first few layers, and passes through the pooling layer to better extract signal characteristics, as shown in Figure 3 . Conv represents the convolution operation, where 1 × 1, 2 × 2 and 3 × 3 represents the size of the convolution kernel. The number after the convolution kernel represents the size of the reception field. The receptive field of the three 1 × 1 convolution kernels behind the input layer are 32, 32, and 64, respectively. The receptive field corresponding to the stream only containing the 1*1 convolution kernel is 64, The receptive field corresponding to the stream containing AveragePooling is 32. In the stream containing the 2 × 2 convolution kernel, the receptive field of the 1 × 1, 2 × 2 convolution kernel correspond to 64, 96 respectively. The receptive field of the 1 × 1, 3 × 3 convolution kernel correspond to 48, 64 respectively in the stream containing the 3 × 3 convolution kernel. MaxPooling represents the maximum pooling operation, AveragePooling represents the average pooling operation, and GlobalAveragePooling represents the global average pooling operation. Concatenation represents the aggregation of multiple convolution results, and Dense represents the output of the final judgment result using the softmax function. The network structure in the two orange boxes indicates that the multi-layer convolution contains multiple streams. The blue box in the orange box represents a convolution stack structure that contains multiple 2 × 2 or 3 × 3 in each layer convolution.
1) MULTI-STREAM WIDE NETWORK
In the same receptive field range, the multi-stream wide network can extract various characteristics of signals through different forms of the convolution kernel, thus obtaining stronger non-linear representations. Richer characteristics also mean that the final classification result is more accurate.
In the network structure, it mainly consists of four forms of 
where ζ represents the multi-stream convolution output. η represents the convolution stream consisting of 1 × 1 and 2 × 2 convolution kernel, and p represents the number of streams, p = 1, 2, · · · , P. represents the convolution stream consisting of 1 × 1 and 3 × 3 convolution kernel, and q represents the number of streams, q = 1, 2, · · · , Q. includes two kinds of streams. One includes a 1 × 1 convolution kernel, and other includes a 1 × 1 convolution kernel and AveragePooling. The network structure is equivalent to a sparse connection in the feature dimension, and the convolution and reaggregation on multiple dimensions is done to gather the signal characteristics with the strong correlation. The each size convolution outputs only one part of the multiple signal characteristics, thus improving the classification performance of the network.
2) SUPERPOSITION CONVOLUTION UNIT
When a convolution layer has a large number of input features, directly performing the convolution operation on the input will generate a huge calculation amount. If the input is first reduced in dimension, after reducing the feature number, the computational complexity is highly saved. This is why the 1 × 1 convolution kernel is used in the multi-stream convolution layer. As long as the number of features in the final output is unchanged, the middle dimension reduction is equivalent to the compression effect, and does not affect the final training result. In order to further improve the high-level classification representation, several 2 × 2 or 3 × 3 convolution kernels are connected in series, so that more non-linear features can be combined, and the network has the better non-linear fitting capability. The output can be represented as
where o c represents the output data size of the current c layer, z c represents the input data size of the current c layer, g represents the size of the convolution kernel, where g takes 1, 2 or 3 respectively, corresponding to 1 × 1, 2 × 2, 3×3 convolution kernel. s represents the stride length, and represents a rounded down symbol. Through the multi-layer convolution processing, more abundant non-linear features can be combined to better fit the distribution of the original signal data, so as to improve the classification effect of the signal modulation.
Other settings for the multi-stream network is as follows. After each convolution layer, a non-linear function ReLU layer and a BatchNormalization layer are added to further improve the network classification ability, and they also prevent the over-fitting problem. During the training, the optimizer adopts the stochastic gradient descent (SGD) method, and the initial learning rate is set to 0.001, and the momentum is set to 0.9. During the validating, the loss function adopts the categorical crossentropy, and the batch size is set to 128.
IV. EXPERIMENTAL RESULTS

A. SIGNAL DATASET
The proposed method is evaluated with a signal dataset generated by followed parameters in the simulation experiment. Ten modulation schemes are considered, such as Binary Phase-Shift Keying (BPSK), Quadrature PSK (QPSK) and 8PSK, 16 Quadrature Amplitude Modulation (16QAM), 64QAM, 4 Frequency-Shift Keying (4FSK), 8FSK, Pulse Amplitude Modulation (PAM), Double-SideBand (DSB), Frequency Modulation (FM). The signal length is set to 32, 64, 128 and 256. The number of training vectors is 500 for each modulation scheme, and there is 500 validating vectors in one of modulation schemes. The SNRs considered are from −20 dB to 20 dB. The Rayleigh distribution is used for the time fading model. The additive noise is assumed to be bandlimited, zero mean, Gaussian white noise. In frequency selective fading simulation, the number of sinusoids is set to 6, and the noise source of the random number generator seed is set to 0 × 1337. The drift process standard deviation in the sample rate is 0.01 Hz per sample, and the maximum sample rate offset is 50 Hz. The filter uses the raised cosine pulseshaping, and the roll-off factor is 0.3. Figure 4 shows the convergence performance of the proposed method during the training and validating process. The train_loss in Figure 4 (a) represents the training signal dataset input the network to get the results by the loss function. The val_loss in Figure 4 (b) represents the trained network is verified through the validating signal dataset, and the validating result is calculated by the loss function. Number of Epoch in horizontal axis represents the quantity of epoch, which mean a entire dataset passes through the network and returns once. When length = 32, the train_loss is higher than the other three lengths by an average of more than 0.2. When length is 256, the train_loss is the lowest. As the length increases, the number of epochs continues to decrease, and the training process can converge to complete the characteristic learning of the signal dataset. The val_loss has a similar situation for the train_loss. Although the vibration of the validating process is more obvious, it can finally converge to implement the validation. Similar to the training process, the number of epochs in the validating process is also decreasing with the increase of lengths. It shows that the proposed method can adapt to various length changes. Figure 5 shows the modulation classification performance in different lengths. When SNR −15 dB, the classification effect is gradually improved with the increase of lengths. The length of 64 is average 4% higher than the length of 32. The length of 128 is the similar classification effect to the length of 256, and the latter was about average 1% higher than the former. The proposed method can realize the effective modulation classification in the four lengths. In Figure 6 , S1 represents the number of streams containing the 3 × 3 convolution kernel, and S2 represents the number of streams containing the 2 × 2 convolution kernel. From −15 dB to 0 dB, when S1 = 2, S2 = 3 and S1 = 3, S2 = 2, the classification effect is similar, and there is the best classification result. These two stream forms are more than 4% higher than S1 = 1, S2 = 1, more than 3.5% higher than S1 = 1, S2 = 3, and nearly 1.5% higher than other stream forms. At lower SNRs, increasing the stream number in the two kinds of the convolution kernel can improve the classification effect. When the convolution kernel per stream is sufficient to extract the modulation features in the signal dataset, with the increasement of streams, the classification effect is not significantly improved. From 0 dB to 15 dB, When S1 = 3, S2 = 1; S1 = 2, S2 = 3; S1 = 3, S2 = 2; S1 = 3, S2 = 3, the classification of the four cases is similar. They are nearly 3% higher than S1 = 1, S2 = 1, and 2% higher than S1 = 1, S2 = 3. The proposed method can improve the classification effect by increasing the number of streams. Figure 7 illustrates the classification effect of various modulation schemes at a certain SNR. In Figure 7 (a), 4FSK and 8FSK are incorrectly recognized as DSB at SNR = −8 dB, which is caused by the serious interference of time domain waveforms at low SNR. 16QAM and 64QAM cannot be distinguished, and it is mainly due to that the two modulation have similar square constellation diagrams. When SNR rises to 0 dB in Figure 7 (b) , it is still difficult to distinguish between 4FSK and 8FSK, which is mainly due to the similarity of the time domain waveforms. At SNR = 8 dB, 10 modulation schemes can acquire the better recognition rate in Figure 7 (c). It shows that the proposed method can achieve higher modulation classification effect with the increase of SNRs.
B. RECOGNITION PERFORMANCE
In Figure 8 network structure. In the range of −20 dB to −10 dB, R1 = 3, R2 = 3 and R1 = 4, R2 = 4 have the best classification effect, and the former is slightly better than the latter by about 1%. The classification effect of these two structure forms is nearly 7% higher than that of other cases except R1 = 1, R2 = 1, which is 21% lower than the classification effect of these two structure forms. In this SNR range, their classification effect is about 20% higher than ResNet and DenseNet, and 11% higher than ResNeXT. From −10 dB to 8 dB, The proposed method has a similar classification performance, which is about 1% more than other forms except for the superposition unit with R1 = 1, R2 = 1. R1 = 1, R2 = 1 is 8% lower than other forms, and they are about 10% higher than ResNet,DenseNet and ResNeXT. At SNR 8 dB, the performance of the proposed method was similar with different superposition units, and they are about 9% higher than ResNet, DenseNet and ResNeXT. It shows that the classification effect can be improved by superimposing multiple convolution kernels in multiple streams, which performs better than the common deep network structure and the common wide network structure.
Table (1) compares the parameter size of the proposed method with other network models, which choose the best classification effect of S1 = 2, S2 = 3 and length = 256. As the superposition unit increases, the parameter size grows significantly. The parameter size of R1 = 4, R2 = 4 is nearly twice that of R1 = 2, R2 = 2, and is about 200,000 more than that of R1 = 3, R2 = 3. ResNet, DenseNet and ResNeXT have the parameter size 18 times, 3 times and 6 times larger than R1 = 4, R2 = 4 respectively.
The proposed method effectively improves the network width by parallelizing the multi-stream structure, and has also resulted in a sharp increase in the network complexity. The complexity is directly reflected in the parameter size of the network. The more parameters, the higher the complexity. The small convolutions of different sizes, such as 1 × 1, 2 × 2 and 3 × 3, are used to reduce the computational-complexity. Take R1 = 1, R2 = 1 as example without considering the same layers of ReLU and BatchNormalization. The three 1 × 1 convolutions at the beginning of the proposed network are the main stream named as S_0, and the multi-stream paths are named S_1, S_2, S_3, S_4 from left to right, which the S_3, S_4 stream contains the multipath stream with the 2 × 2 and 3 × 3 convolution kernel, respectively. There is Table ( 2) and (3) for the role of 1 × 1 convolution to implement the low complexity. Without the the 1 × 1 convolution, the parameter size of 2 × 2 and 3 × 3 convolutions are 294,912 in Table ( 2) After the 1×1 convolution, the parameter size of 2×2 and 3×3 convolutions in the multi-stream reduce to 73,728 and 55,296 in Table ( 3). The former is more than about 4 times and 5 times the latter, respectively. The total parameter without the 1 × 1 convolution is 590,848. There is the parameter size of 53,600 with the 1 × 1 convolution, which is nearly a quarter of that without the 1×1 convolution. DenseNet and ReNeXT also include the 1 × 1 convolution in the structure, Obviously, the proposed network structure has higher design efficiency to get the lower parameter size by the multi-stream structure. Simultaneously, the proposed network uses the small convolution of 2 × 2 and 3 × 3, which further reduces the computational complexity. Although it is necessary to adopt multiple forms of convolution for enriching the extracted signal modulation features, a large convolution form will also increase the computational complexity.
DenseNet mainly uses the 3×3 convolution, while ResNeXT includes the 3×3 convolution and the 7×7 convolution. From the complexity point of view, the 2×2 convolution is less than half of the 3 × 3 convolution, and the 3 × 3 convolution is less than one fifth of the 7 × 7 convolution. Under the condition that the recognition accuracy is guaranteed, the smaller the convolution kernel, the faster the calculation speed. The small convolution kernel used by the proposed network meets the condition. ResNet is not a set of the 1 × 1 convolution, and the convolution kernels are all above 64 × 64, which leads to the computational complexity far beyond the proposed network. It shows that the proposed method has the smaller parameter size, and is more convenient to deploy and use in actual communication environment.
V. CONCLUSION
This paper considered the modulation classification of wireless communication signals. The complexity in the wireless communication environment makes it difficult to get the higher modulation classification accuracy. A deep multi-stream network is developed for this task, and achieve good classification results, which provide the better performance than Resnet, Densenet and ResNeXT. It was also shown that the mutli-stream network structure can overcome changes in the signal length. Further, the proposed method has a lower parameter size, and is more suitable for deployment in actual scenarios. In the future, we will continue to study the deep neural network in the multiple-input multiple-output (MIMO) environment for recognizing the wireless communication signals effectively.
