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Abstract In this paper， we apply a blind separation technique of the wireless signal mixtures using independent 
component analysis to wireless tags. The simulation and experiment of a blind signal separation were demonstrated 
and provided a good separa七ionof the mixture. There were used in the experiment that 2 dummy tags， 2 element 
array antenna， two direc七conversionreceivers and a fast independent componen七analysis.This research is useful 
to separation of the signals from the multiple small terminals in the future ubiquitous network systems. 















































































Source Xi =.LjαijSj 
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(a) P(S1， S2) (b) Q(X1，X2) 
関 2 互いに独立・従属な変数の絡会篠率密度分布の例
Fig. 2 An example of the joint probability density of the statistト
cal variables 
X(t) = a181 (t) +α282(t)十・・・十aM8M(t) ??? ??
ここで、 X = (X1，X2・ XN)Tは確率変数ベクトルを、 8jは
独立変数を、 αj口 (a1j，a2j ・αMj)Tは結合係数ベクトルを
それぞれ示す。式 (1)を基本 ICAモデルと呼び、図 1に図示
した。
統計的独立役は以下のように定義される。式 (2)のように、
確率変数 8jの結合確率密度関数 P12・M が周辺確率筏度関数
Pjの綴で表わせるとき、確率変数 8jは互いに独立である。
p(81，82・ 8M)= Pl(81)P2(82).. .PM(8M) (2) 
例えば、一様分布を示す 4つの互いに独立な確率変数
81，82，83，84 と、これら 8jの線形結合で構成される 4つの
混合的，X2，X3，X4を考える。函 2(a)，(b)に結合確率密度分布
p(81，82)とP(Xl，X2)をそれぞれ示す。このとき、 81 と82は
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図 3 多数の独立成分から成る線形混合が示す尖皮
Fig. 3 A kurtosis of the variables composed by a linear combina-
七ionof the multiple independent components. 
ここで、 ν(Yl， Y2・ νN)Tは推定ベクトルを、 ω包 z
(Wli，ω2i・ ωNilは復元ベクトルをそれぞれ示す。得られ
ためは、そのJI煩序と分散を徐いて Sjと一致する。これらの任




























(1) 観測信号 zを白色化した zを計算する。
(2 ) 復元行列 w=(ωぃω2・ωM)Tを乱数婆素で初期化
した後、直交化する。
(3 ) 復元行列の変化である 5Wが十分小さくなるまで 4
...5番を繰り返す。
(4) 以下の式で W を更新する。
W ← E { z (wH z r g (1ωHzn} 
- E {g(1山 n+ IwH zl2 g'(lwH zI2)}ω 
(5 ) 新しい W を正規化、直交化する。
推定ベクトル Uは複素共役転置行列wH と白色化観部信号 z
の行列積で式 (5)で表わせる。
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図4 Mケの異なる電波信号が到来する場合の N素子線状アレイによ
るアダブティプアンテナの構成
Fig. 4 A configuration of the adaptive linear array antenna with 
N elements when M radio signals arrived. 
ここで、 αi(9j)は第 j到来波に対する第 i要素アンテナのア




電力比 (SINR)を用いた。第 4到来波の SINRは式 (7)で計
算した。
E [Re (xixi)l E[Re (sisi)l 
SINR = 1 -
E[Re(sisi)l 






法により、条件式 (8)を満たす荷重行列w= (Wl) W2 ・'WN)T
を求める。
min ( E {Y -W x } ) (8) 
アレイアンテナの位棺中心を第 1要素アンテナの位置に合わせ




































揃えた。受信信号は 10信号のうち第 1'" 4信号を、源信号・
推定信号は 10信号のうち第 1'" 2信号を示した。横軸は信
号のサンフ。ル番号を、縦割iは信号の正規化した値をそれぞれ示
す。このシミュレーションでは受信倍号ぬの信号対雑音比は
40 dB 、サンプル数は 1000点とした。国 5より、推定倍号は
源信号とよく一致した。残りの 8つの推定信号も同様に源信









SINRを示す。匡16より、 10信号までの信号を SINRで 10
dB以上の信号分離を得るためには 300点程度のサンフ窃ルが必
要であることがわかる。また、 3"'5信号程度の信号分離であ
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図6 サンプル点数と信号数を変化させた時の推定精度 (SNR:40 dB) 
Fig. 6 A map of the estimation accuracy with different sample 
自gureand signal. figure 
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図7 シミュレーションにより得られた指向性パター ン (SNR:40 dB) 
Fig.7 A directivity pattern simulated. (SNR: 40 dB) 






















図8 シミュレーシヨンにより得られた指向性ノ守ターン(SNR:ー 6dB) 
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図9 シミュレーションにより得られた指向性パターン(81= 83) 

































図 10 模擬 RFID実数系
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