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Abstract
Gas Tungsten Arc Welding (GTAW) process is generally used for assemblies that require
high quality weld joint. The microstructure and the weld joint rely mainly on the thermal
cycle due to the welding operation, the chemical composition of the metallic material and
the complex flow of molten metal in the weld pool. Moreover the fluid flow in the weld
pool play a major role in the temperature distribution and the final weld pool shape.
Better understanding of the physical phenomena involved in the welding operation, more
exactly in the weld pool, are the fundamental step for improving the GTAW operation,
for example to increase the productivity and to avoid defects. In the present research
work, a two dimensional axi-symmetric multiphysics model was established in order to
predict the weld pool shape evolution in the frame of a static Gas Tungsten Arc Welding
using a finite element numerical approach. The weld pool model included various driving
forces such as self-induced electromagnetic (Lorentz force), surface tension (Marangoni
force), buoyancy and the arc plasma drag force. The stated GTAW model is used for
predicting the velocity and temperature distribution in the fusion zone and the final weld
pool shape. In order to validate the GTAW model, an experimental set up was defined
for synchronizing the acquisition of time dependent data such as temperature, weld pool
radius and welding process parameters (current and voltage). Image processing algorithms
were developed for the time dependent weld pool size identification from the high speed
camera images. Comparison between experimental and calculated data exhibited quite
good agreement but some discrepancies are still exist on the temperature field and weld
pool radius. These discrepancies can be caused by the incoming heat flux from the arc
plasma into the work piece. The heat flux was modeled with a Gaussian function itself
described with few parameters;two of these required to be estimated: GTAW efficiency and
Gaussian distribution. An inverse approach is used for estimating these parameters from
the available experimental data: temperature, weld pool radius and macrographs. The
Levenberg-Marquardt method is used to solve the inverse heat transfer problem coupled
to an iterative process regularization. Afterward the inverse heat transfer problem was
investigated through few numerical cases in order to verify its robustness to three sorts
of error in the input data (measurement noise, sensor location error and inaccuracies
associated with the thermophysical properties). The inverse approach was robust to errors
introduced on measurement data. However, errors on the position of sensors or on the
knowledge of material thermo-physical properties are problematic on the GTAW efficiency
estimation. Finally the inverse problem was solved with experimental measurement. The
estimated parameters are in good agreement with the literature. The evaluated error on
the estimated parameters is less than 10%.
vii
viii
Resumé
Identification de la zone de fusion de soudure est important dans la recherche contem-
poraine pour optimiser procédé de soudage et achive soudures structurellement saines et
relible. Il est bien connu dans la littérature que la taille et la forme de la zone de fusion fi-
nale est très dépendante sur le transfert de chaleur et l’écoulement du fluide dans la région
de la piscine de soudure. Dans le présent travail de recherche, un modèle multiphysique
2D-axisymétrique a été créé dans le but de prédire l’évolution piscine en forme de soudure
dans le cadre d’un soudage á l’arc de gaz de tungstène statique en utilisant une approche
numérique par éléments finis. Le modèle de piscine soudure a été développé en tenant
compte des différentes forces motrices dans la piscine convection de soudure comme élec-
tromagnétique auto-induite (force de Lorentz), la tension de surface (Marangoni vigueur),
la flottabilité et la force de traînée de plasma d’arc. On constate que le modèle peut être
efficacement utilisé pour la prédiction de la forme du bain de fusion, de la vitesse et de
la distribution de la température dans la zone de fusion. Les résultats des simulations
montrent la dépendance des principales forces motrices du développement de la piscine
géométrie de la soudure et une comparaison raisonnable avec les données expérimentales
pour l’acier inoxydable 304. Un dispositif expérimental fiable est utilisé pour l’acquisition
et la synchronisation des différentes données expérimentales. algorithmes de traitement
d’image ont été développés pour le temps de soudage piscine identification dépend de la
taille des images de la caméra á haute vitesse. Comparaison entre les données expéri-
mentales et calculées exposé des divergences importantes sur le champ de température.
Ces écarts sont supposés être dû au flux de chaleur entrant dans le plasma d’arc dans la
pièce de travail. Le flux de chaleur a été modélisé avec une fonction de Gauss lui-même
décrit avec quelques paramètres, parmi ceux-ci deux ont été identifiés comme mal connu :
l’efficacité TIG et de la distribution gaussienne. Une approche inverse est utilisée pour
estimer ces paramètres á partir des données expérimentales disponibles : la température,
le rayon de la piscine soudure et macrographies. La méthode de Levenberg-Marquardt est
utilisé pour résoudre le problème de transfert de chaleur inverse couplée á un processus
itératif d’estimation des paramètres comme le problème direct est tout á fait non linéaire.
Une analyse approfondie de sensibilité a été réalisée afin de trouver la meilleure position
pour les capteurs thermiques en tenant compte des conditions expérimentales sévères.
Ensuite, le problème de transfert de chaleur inverse a été étudiée á travers quelques cas
numériques afin de vérifier la robustesse de trois sortes d’erreurs dans les données d’en-
trée. La démarche inverse est robuste aux erreurs introduites sur les données de mesure.
Toutefois, des erreurs sur la position de capteurs ou sur la connaissance des propriétés du
matériau thermo-physiques sont problématiques sur l’efficacité de TIG d’estimation. Ces
deux sortes d’erreurs peuvent être abordés á travers un pré rigoureux et une méthodologie
expérimentale poste.
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Introduction
Welding operation consists in a local melting of two metallic parts in order to assembly
it. The required energy for melting the metallic material can be electric, chemical, laser
beam etc. In Gas Tungsten Arc Welding (GTAW), the energy is provided by an electrical
arc generated between a tungsten electrode and the metallic slabs to weld. A gaseous
shielding with an inert gas (Argon or Helium) is used in order to prevent any oxidation
of the molten metal as well as of the tungsten electrode. Furthermore, this inert gaseous
shielding facilitates the initiation and stabilizes the electrical arc. GTAW is a joining
process widely used in industries such as nuclear power, aeronautics, petro-chemical etc.
because of the high quality of the obtained joint such as strength, ductility and corrosion
resistance. GTAW is used with numerous metallic materials such as all the iron based,
nickel-copper alloys, aluminium alloys and titanium alloys. Figure 1 presents some of the
common applications of GTAW process in industry. These properties are related to the
(a) (c)
(b)
(e)(d)
Figure 1: GTAW applications: (a) GTAW application to tubular assemblies (b) GTAW weld-
ing (c) Aluminum alloy welds (d) Welded titanium component (e) Chromium-molybdenum steel
component [1]
final microstructure of the joint. The final microstructure is the result of thermal cycles
caused by the welding operation: the interaction of the heat source (in the arc plasma)
and the metallic material. This interaction leads to a fast heating and melting of the metal
then formation of the weld pool (molten metal). In the weld pool, the molten metal is
subject to complex flows which in turns significantly affect the temperature field, thermal
cycle and the weld pool geometry. When the heat source moves away, the weld pool
cools and the molten metal solidifies. As the temperature decreases more or less rapidly,
various solid-state phase transformations take place resulting in the final microstructure
of the joint. The final microstructure relies on several parameters such as the metal
chemical composition (alloying elements and presence of impurity etc.), the heat source
1
generated by the electrical arc (intensity, tension), operating conditions (shielding gas,
electrode type, welding speed) or the geometry of the welded slabs (length, thickness
etc.). All this parameters have to be controlled in order to avoid any weld defects. For
example, inappropriate cooling may results in adverse microstructure or residual stresses
and distortions due to the incompatible plastic strain [2]. As well as metallic work-pieces
incorrectly prepared or/and cleaned can produce porosity. An incorrect welding speed is
quite often the cause of humping defect. Hot cracking is another cause of unwanted defect
in GTAW welding [2, 3].
Numerical simulation is a powerful tool for better understanding the phenomena in-
volved in GTAW and especially for the comprehension of the complex flows in the weld
pool. The increase of computer’s power, in the last two decades, made affordable the
simulation of multiphysics problems like welding. Effect of molten metal surface tension,
electromagnetism or arc plasma flow on the weld pool formation and growth has been
widely investigated. In order to simulate correctly the welding operation of a metallic
material, a heat transfer and fluid flow modeling is required. Once the modeling is de-
fined correctly, the simulation of the stated modeling becomes a powerful method for
optimizing the welding operation in order to increase the productivity without defects.
The set up of such predictive welding model requires experimental validation. Some
model’s parameters need to be calibrated or estimated from experimental measurements.
This stage is compulsory. Nonetheless, experimental observation of welding operation is
challenging [4]. Physical measurements of important parameters such as temperature and
velocity fields and the thermal gradient in the weld pool are extremely difficult due to the
small size of the weld pool, the presence of plasma in the vicinity of weld pool and the
rapid changes of temperature in arc spot welds. Nevertheless valuable insight have been
gained in the detailed mathematical description of heat and mass transfer in the weld
pool.
The main objective of the study is to understand the basic mechanisms that drive
the fluid flow and heat transfer in the stationary GTA weld pool. Quantitative values
of the weld characteristics are always necessary to optimize the welding process. This
investigation will mainly focus on the prediction of thermal cycles and the velocity distri-
bution in 2D-axisymmetric stationary GTAW process with a planar surface (considering
the low welding currents use <150 A) and a prescribed heat flux and current density on
the surface. The major objectives are stated below:
• Establish a transient numerical model to provide detailed insight about the heat
transfer and fluid flow phenomena during stationary GTAW process
• Investigate and identify the major driving forces in the weld pool convection and
study the influence on the weld pool development
• Study the effect of welding power, welding duration and surface active elements such
as sulfur on the weld pool formation
• Validate the numerical model using the experimental measurements
• Optimize the assumed heat flux parameters using inverse parameter optimization
technique
2
The methodology adopted in this research work connected with the thesis presenta-
tion is shown in figure 2. The thesis includes an introduction, four chapters and finally
conclusion and perspective. The outline of the thesis chapters are as follows.
Stationary GTAW Experiments
Heat transfer and fluid flow calculations
 Basicassumptions
Parameter optimization
+ -
Heat Conduction Model
Parameteric study
Final weld pool & Heat source parameters
Measured Temperature,weld pool width
CalculatedTemperature,weld pool width
Quadratic criterion
Material properties,heat source parameters
Heat source parameters
New estimated heat source parameters
Chapter 2
Chapter 3
Chapter 4
State of art: GTAW process and modelingChapter 1
Validation
Figure 2: The methodology used in the thesis
Chapter 1 focuses on the state of art of the numerical investigations carried out in
the field of GTAW. First section presents a general introduction to the Gas tungsten
arc welding process and major parameters used. Later, the basic transport and physical
phenomena associated with the weld pool development is presented. A brief effort to
cover the historical works related with the mathematical and numerical modeling of heat
transfer and fluid flow phenomena in GTAW is presented. Final section gives a general
mathematical model for heat transfer and fluid flow phenomena in the weld pool with
some major boundary conditions and source terms associated with the numerical model.
Chapter 2 deals with the experimental work on the stationary GTAW process. The
major aim targeted by the experimental study is to identify the effect of welding energy,
material composition and the welding duration on the major weld characteristics such
as temperature evolution, weld pool size and shape. In order to achieve these major
objectives, stationary gas tungsten arc welding process with argon shielding is realized on
stainless steel 304L disc material. A synchronized data acquisition associated with the
multi-physics welding bench is used to analyze the process parameters (such as current
and voltage), temperature evolution (using thermocouple) and the time dependent weld
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pool formation (using high speed camera). Finally a post weld analysis on the welded
samples were carried out to identify the weld pool size and shape (postmortem analysis)
and also to verify the composition of minor element present (using EPMA).
Chapter 3 presents the transient heat transfer and fluid flow simulation for the sta-
tionary GTAW process. This chapter begins with a simple heat conduction simulation for
the temperature prediction and weld pool evolution with discussion on the possibilities and
the limitations of using this model. Then introduced the Magneto-thermo-hydrodynamic
simulation. The evolution of temperature and velocity fields are studied using the two-
dimensional axi-symmetric numerical model developed using COMSOL Multiphysics soft-
ware. A detailed analysis is carried out by considering different forces in the weld pool
such as buoyancy, electromagnetic, surface tension and arc drag force. A study has been
carried out on the dependency of temperature coefficient of surface tension and its vari-
ation with temperature and the minor alloying elements such as sulfur. A comparison of
the developed conduction and convection model is done by comparing the temperature
distribution and the weld pool evolution to find out the relative importance of the two
heat transfer mechanisms in the weld pool. A dimensionless analysis is also carried out to
study the heat transfer mechanism. Verification of the simulation results were performed
by comparing the numerical results for thermal cycles, weld pool radius evolution and
the final weld pool geometry with the corresponding experimental data. A parametric
study has been carried out to identify the most influential model parameters that can
considerably disturb the weld pool development.
Chapter 4 deals with the heat source parameter estimation using the inverse thermo-
convective problem. The Levenberg-Marquardt method with an iterative regularization
technique is used for the resolution of the stated inverse problem. A few numerical cases
are carried out in order to validate the identification of the unknown parameters (efficiency
and Gaussian radii) with ideal input data and with noised input data. The aim of the
noised input data shows how robust is the chosen inverse method and the accuracy of the
estimated parameters when the noise measurement is known. Finally the inverse thermo-
convective problem is solved with experimental data and the resulting parameters are
analyzed according to the different inaccuracies on the experimental measurements.
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1.1 Introduction
Among various processes for joining metals, “welding” is considered as the one of the
oldest methods, in which thermal energy is used to increase metals ability of plastic flow
or melting the metal and then diffuse mutually to form the joint. In terms of methods
of heating employed, welding process can be classified into several groups. Among these,
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gas flame heating is considered as the traditional heat source for welding. After electric-
ity becomes widely available, arc produced by the electric discharge becomes the most
commonly used welding heat source. Electric resistance welding also becomes a popular
welding heat source, which needed passage of electric current and pressure for the metal
contact to form a joint. In 1950’s, electron beams were made available as heat source for
welding. The very high energy density electron beam welding needs vacuum atmosphere.
Later, laser light generated by the laser resonator is also used as heat source. Heating by
mechanical friction, ultrasonic vibration and chemical reaction were also used in the past
for joining the metal [5, 6].
Gas Tungsten Arc Welding (GTAW) is the most versatile of the arc processes. Welds
can be made with or without filler metal, and very thin materials of just a few thousandths
of an inch (less than one millimeter) can be welded. GTAW can be used in all welding
positions to join just about all weldable ferrous and nonferrous alloys [7].
Some of the major advantages of this method are high quality and the excellent finish-
ing of the weld, low-distortion, free of spatter associated with other methods, possibility
of welding in any position, applicable with or without filler wire, precise control of welding
heat, excellent control of the weld pool, applicable with a range of power supplies, suitable
for almost all metals including dissimilar ones, accessible cost of the equipment and also
possibility of welding structures in close contact. The major disadvantages are generation
of complex region of stresses and deformations, leading sometimes to undesirable results
such as material distortion, residual stresses, generation of fragile micro structures, grain
growth, cracks, fissures, and changes in mechanical, physical and chemical properties
among others [1].
The main objective of this research work is to understand and quantify the weld pool
formation in Gas Tungsten Arc welding based on numerical and experimental approach.
A multiphysics numerical simulation model is necessary to accurately predict the funda-
mental transport phenomena occurring in the weld pool region. In particular, the research
work seeks quantitatively predict the liquid convection in the weld pool, temperature dis-
tribution in the weldment, thermal cycles and weld bead size and shape. The major topics
covered in this review are listed below:
• Gas Tungsten arc welding process: This section reviews the major regions of GTAW
process and the process parameters.
• The basic transport phenomena during GTAW, which includes electrical arc phe-
nomena, the deposition and conduction of heat, the liquid convection and various
driving forces, governing conservation equation and their numerical solutions, are
reviewed.
• The prediction of behavior in a given physical situation consists of the values of the
relevant variables governing the process. In case of welding phenomena a complete
prediction should give us the values of velocity, pressure and temperature. Predic-
tion of heat transfer and fluid flow process can be obtained by two main methods:
Experimental investigation and theoretical calculation. This part also covers the
state of art in the numerical simulation of the welding process and analyze different
approaches to understand the advantages and drawbacks.
6
1.2 GTAW fundamentals
1.2.1 GTAW principle
Gas Tungsten Arc Welding (GTAW) is a joining process which uses the heat generated
by the electrical arc maintained between the non-consumable tungsten electrode and the
work piece as shown in Figure 1.1. This process is also known as tungsten inert gas
(TIG) welding. An inert gas shielding is employed to give electric arc stability and also to
prevent any atmospheric contamination. For the joints where the filler wire is required, a
welding rod is fed into the weld zone and melted with the base metal [8].
Figure 1.1: GTAW Process [9]
The aim of welding processes is to obtain a weld which has the same chemical, met-
allurgical and mechanical properties as compared to the base metal itself. So to achieve
such conditions, the molten weld pool has to be protected from the atmosphere during the
welding operations; otherwise atmospheric oxygen and nitrogen will combine readily with
the molten weld metal and result in a weak porous weld. In gas tungsten arc welding the
weld zone is shielded from the atmosphere by an inert gas. The commonly used shielding
gas for the welding process is Argon or Helium. Argon is generally recommended because
of its general suitability for a wide variety of metals, and the considerably lower flow rates
required and also it’s low cost compared with helium.
GTAW can be used in all welding positions to join just about all weldable ferrous
and nonferrous alloys. Autogenous GTA welding (without filler metal) is used in thin
square edged sections (2mm), while V and X type edge preparations are needed in thicker
sections. In this case, addition of filler metal is necessary. The weld control is excellent
in GTAW because the welder can establish a molten pool and then add filler metal as
desired. This excellent control yields exceptional fusion and wetting at the beginning of the
weld, thus avoid incomplete fusion, which can take place initially when using consumable
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electrode processes. This process is extensively used for welding thin components of
stainless steel, aluminum, magnesium or titanium alloys as well pieces of carbon and low
alloy steels [7, 8].
1.2.2 Features of weld zones
The phenomenon of arc welding is described by the flow of electrons between the anode
and the cathode by applying an electromagnetic field. The flow of electrons between
cathode and anode ionizes the inert gas which allows the initiation of the electrical arc.
The shielding gas plays a key role in ionization and arc stability (If the ionization potential
of the inert gas is low, the arc will be easier to strike and stabilize. Fusion welding is a
process in which intense heat source is applied to join the components. The materials
gets heated up rapidly and form a molten weld pool. When the liquid pool solidifies, the
materials get jointed together. The interaction between the base material and the heat
source leads to a series of physical and chemical processes, which culminate in the final
weld composition, geometry, structure and properties [8, 10–12].
Base metal Temperature
Microstructure change temperature
Melting point
Molten metal
Temperature
Figure 1.2: The classical zones in a weld [13]. Right half shows the weld regions in pure metal
and left half for a alloy
The fusion welds exhibit distinct microstructural regions as a direct result of various
effects of the heat. Figure 1.2 shows the schematic of a typical fusion weld in a pure and
in an alloyed crystalline metallic material. Due to the heating temperature of the pure
material rise above its melting point or the alloy to raise above its liquidus temperature,
complete melting or fusion occurred, producing a fusion zone (FZ). Fusion zone is a
mixture of filler metal and base metal melted together homogeneously due to convection.
Outside this region or zone, where the temperature of the alloy was below the liquidus
but above the solidus, a partially-melted zone (PMZ) was produced. Since the pure
material melts at one distinct and unique temperature, as opposed to over a range of
temperatures, no PMZ is found in pure metals. From the center line of the heat source
and the resulting weld, the temperature was lower, but may have been high enough to
have caused some observable microstructural changes due to solid-phase transformations.
This may occur due to allotropic phase changes, recrystallization and/or grain growth (in
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cold-worked material), or aging, over aging, or resolutioning in precipitation-hardanable
systems. When such observable microstructural changes occur, the region is referred to
as the heat-affected zone (HAZ). Degradation in mechanical properties may occur in this
region. In some cases there is a possibility to occur more than one heat-affected zone, if
several different processes or reactions can and do occur in the material system at different
temperatures. For example a cold-worked alloy that exhibits a phase transformation.
In figure 1.2, there is a region in which recrystallization and grain growth occur at a
relatively low temperature, and a region of phase change at higher temperature. These
different regions are often referred to as high-temperature and low-temperature heat-
affected zones. Further away from the weld (heat source) center line, the temperature did
not rise high enough to cause any noticeable change in the microstructure. This region
is called unaffected base metal zone, which is surrounding the HAZ and likely to be in a
state of high residual stress, due to the shrinkage in the fusion zone.[13].
1.2.3 GTAW welding energy and efficiency
GTAW efficiency:
During welding, the workpiece absorbs a part of the total energy supplied by the heat
source. This energy is used for the formation of the molten weld pool and diffuses through
the weld pool region by conduction and convection to the entire base material to form a
transient temperature field. This energy is responsible for the structure and properties of
the weld region [14].
For arc welding, the arc efficiency (η), which defines the fraction of the arc energy that
is transferred to the workpiece, is given as [14, 15]:
η = 1− qe + (1− n)qp +mqw
V I
(1.1)
where qe is the rate of the heat transferred to the electrode from the welding arc, qp is
the rate of heat radiated and convected from the arc column, n is the proportion of heat
output from the arc column that is transferred into the workpiece, qw is the rate of heat
absorbed by the workpiece, m is the fraction of absorbed energy that is radiated away
and lost, and V and I are welding voltage and current, respectively.
When a consumable electrode is used, such as in Gas Metal Arc welding, qe is also
transferred to the workpiece and therefore the arc efficiency is thus given as [14, 15]:
η = 1− (1− n)qp +mqw
V I
(1.2)
It should be noted that although Eqs. 1.1 and 1.2 are useful in explaining the manner in
which various types of heat loss affect arc efficiency. However, evaluation of the values of
qe, qp, qw, n and m from theoretical considerations is very difficult. Therefore a common
practice is to experimentally determine the arc efficiency under various welding conditions.
In the literature, experimentally measured arc efficiency is available for various arc welding
processes including GTAW [14]. Recently, Nils et. al. [16] carried out a review of literature
that specifies the arc efficiency values for GTAW process. Figure 1.3 shows the published
range of arc efficiency values between 1955 and 2011. They showed that the published
arc efficiency values lie in a wide range between 0.36 and 0.95 for GTAW DCEN (direct
current electrode negative) process.
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Figure 1.3: Published arc efficiency values for GTAW process [16]
1.2.4 GTAW equipment and welding parameters
The major components of a GTAW equipment are power source (DC or AC/DC), an
inert gas cylinder fitted with a gas regulator/flow meter, coolant system, GTAW torch
and a remote controlling system as shown in figure 1.4. The torch cable consists of gas
Figure 1.4: Gas Tungsten Arc Welding Equipment [17]
hose from the gas valve, electric cables from the power source and water hose from the
coolant system for cooling the torch. The work cable is clamped on the work piece using
the work clamp to close the electrical circuit. The electric arc is produced by the passage
of current through the conductive ionized shielding gas. The established arc between the
tip of the electrode and the work piece produces heat that melts the base metal. After
the establishment of the arc and the weld pool, the torch moves along the joint and the
arc progressively melts the surface.
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The function of the GTAW torches is to hold the tungsten electrode and provide a
means of conveying shielding gas to the arc zone as shown in Figure 1.5. Depending on the
method of cooling used, different types of welding torches are available such as gas cooled
and water cooled torches. The gas cooled torches are limited to a maximum welding
current of 200 amperes, where as water cooled torches can typically withstand 300 to 500
amperes. In GTAW process, tungsten alloys are used as electrode. These electrodes are
non-consumable because they do not melt and transfer to the weld. The melting point
of Tungsten electrode is 3410◦C. The Tungsten electrode serves as one of the electrical
terminals of the arc which supplies heat required for welding [17]. According to the
chemical composition of the tungsten alloy different types are available in the industry,
among them EWTh - Thoriated Tungsten Electrode and EWCe - Ceriated Tungsten
Electrode are most popular.
Figure 1.5: Gas Tungsten Arc Welding torch [17]
GTAW process input parameters:
• Current mode: Continuous Direct current (DC) and pulsed DC for all the ferrous,
titanium alloys and Nickel alloys, Alternative Current (AC) for light weight metal
like aluminum.
• The arc length (workpiece-electrode distance that varies from 1 to 5 mm), or the
arc voltage (usually around 10 V to 15 V).
• The GTAW electrode (material, diameter and tip angle) are typically available in
diameters from 0.25 to 6 mm and in standard lengths ranging from 75 to 600 mm
[1].
• The gas nozzle (internal diameter, material) and the shielding gas composition (ar-
gon, helium or mixture of different gases) and the gas flow rate (usually from 5 to
30 L/min).
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• The welding speed (from 8 to 10 cm/min).
• In the case of filler metal GTA welding, one must specify the feeding wire material
(usually the same as base metal), diameter (between 0.6mm and 5 mm), and feeding
speed (usually less than 100 cm/min) [18]
1.2.5 Effect of various input parameters on the GTAW Perfor-
mance
1.2.5.1 Effect of arc height or arc voltage on the weld pool
The arc length in GTAW is usually from 2 to 5 mm. If the arc length increases, the voltage
to maintain the arc stability must increase, but the heat input to work-piece decreases
due to radiation losses from the column of the arc. This cause a decrease in the weld
penetration and cross section area of the melted material with increasing arc length [13].
1.2.5.2 Effect of welding current and polarity
The welding current has a direct influence on weld bead shape and quality of the weld. The
constant current power source for GTAW welding may be either alternating current (AC)
or direct current (DC). Alternating current is normally used for welding of aluminum and
magnesium. Direct current is usually preferred for the ferrous metals and the other non-
ferrous metals. For direct current itself there are different choices, they are: direct current
electrode negative(straight polarity, DCEN), and direct current electrode positive (reverse
polarity, DCEP). Each of these current types has its applications, and its advantages and
disadvantages. The straight polarity (DCEN) is normally used for GTAW welding of
practically all metals except aluminum and magnesium. The torch is connected to the
negative terminal of the power source and the work lead is connected to the positive
terminal. When the arc is established, electron flow is from the negative electrode to
the positive work piece as shown in figure 1.6. In a DC arc approximately 70% of the
Figure 1.6: Effect of current and polarity on weld bead shape [19]
heat will be concentrated at the positive side of the arc, therefore the greatest amount
of heat is distributed into the workpiece and it produces higher weld penetration depth.
Figure 1.6 illustrates the different current types used in GTAW process, the electrode
polarity, electron and ion flow directions and the penetration characteristics in each case
[13]. Square wave AC is nowadays being used instead of normal sine wave because it
facilitates the assistance of arc re-strike each half cycle and adjusting of the arc cleaning
effect or the penetration depth.
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1.2.5.3 Effect of welding speed
For a same amount of energy, the increased welding speed causes a reduction in the heat
input. The electromagnetic field and the arc pressure have less influence on the change in
welding speed because they are dependent on the current. The increase in the weld speed
produces a decrease in the weld cross section area, consequently depth of penetration and
weld width also decrease. the D/W ratio has a weak dependence on travel speed [20].
This shows that the travel speed does not influence the mechanisms involved in the weld
pool formation, but it has influence on the volume of melted material. The generally used
normal welding speeds ranges 100-500 mm/min depending on current, material type and
the thickness of the material [21].
1.2.5.4 Effect of shielding gas
Shielding gases are used in GTAW in order to prevent atmospheric contamination and
to get better arc stability. The contamination in the weld can produce porosity, weld
cracking, scaling and even change in the chemical composition. Gases with low ionization
potential facilitate the ignition of the electric arc and those with low thermal conductivity
tend to increase the arc stability.
Table 1.1: Gas shielding properties employed in GTAW [8]
Gas Chemical
symbol
Molecular
weight
(g/mol)
Density
(g/L)
Ionization
potential
(eV)
Argon Ar 39.95 1.784 15.7
Carbon dioxide CO2 44.01 1.978 14.4
Helium He 4.00 0.178 24.5
Hydrogen H2 2.016 0.090 13.5
Nitrogen N2 28.01 1.25 14.5
Oxygen O2 32.00 1.43 13.2
Table 1.1 presents the typical gases used as a protection in GTAW process. The ion-
ization potential for argon and helium are 15.7 and 24.5 eV (electron volts), respectively.
Since it is easier to ionize argon than helium, arc initiation is easier and the voltage drop
across the arc is lower with argon. Also, since the argon is heavier than helium, it offers
more effective shielding than helium. With DCEP or AC, argon also has a greater oxide
cleaning action than helium. The lower cost also make argon preferable for GTAW than
helium [8].
1.2.5.5 Effect of electrode diameter, preparation and contamination
Tungsten electrode with 2% cerium or thorium have better electron emissivity (ability of
electrode tip to emit electrons), current carrying capacity, and resistance to contamination
than pure tungsten electrodes. As a result arc starting is easier and the arc is more stable
[8]. The size of the electrode to be used is determined by the welding current required.
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Table 1.2 presents the recommended current ratings for different diameters of electrodes
using argon shielding gas. Larger electrodes permit higher currents to be used. Smaller
diameter electrodes may be used for welding thinner materials or while welding out of
position.
Table 1.2: Recommended electrode diameters and current range employed with Ar shielding gas
[22]
Electrode diameter (mm) Current (A)
1.0 20-50
1.6 50-80
2.4 80-160
3.2 160-225
4.0 225-330
5.0 330-400
6.4 400-550
The tungsten tips are either balled, ground or chemically sharpened during their prepa-
ration. The common method used is grinding, which should be performed with the axis of
the electrode perpendicular to the axis of the grinding wheel. The electrode vertex angle
influences the weld penetration depth and the weld shape. The commonly used electrode
angles vary between 30◦ and 120◦. An increased arc pressure and penetration depth can
be observed for small angle electrodes with high tip shape deterioration. Electrode angles
from 60◦ to 120◦ maintain tip shape for longer periods and produce welds with adequate
penetration and depth-to-width ratio [21].
The accidental dipping of the electrode tip into the molten weld pool or touching the
tungsten with the filler metal are the two main causes of contamination. Also due to im-
proper shielding gas or insufficient gas flow may oxidize the electrode. The contamination
may cause the improper arc characteristics and leads to the tungsten inclusion the weld
pool [17].
1.3 GTAW : A Multiphysics problem
The present research work deals with the heat transfer and fluid flow modeling for the
identification of weld pool dimensions during the static GTAW process. The computa-
tional domain of the numerical model is limited to the sample (disc), which means the
explicit modeling of the heat source. The four states solid, liquid, gas, and plasma of sev-
eral material exist simultaneously in a small volume. There exists physical interactions
which is associated with electric, magnetic, thermal, chemical, solid and fluid processes.
Figure 1.7 shows the fundamental concept of GTAW process, which is materialized by
the tight energy balance among the cathode, arc column and weld pool. A remark-
able difference in temperature and voltage can be observed at the interface boundary of
electrode-arc plasma and plasma-metal surface. Figure 1.9 shows the main typical regions
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of interest during GTAW process. Here the whole welding process is generally associated
with four different zones such as electrode, arc plasma, weld pool and solid metal. There
occur an inter-facial boundary between each of these zones as shown in figure 1.9, such
as electrode-arc plasma, plasma-metal surface and liquid-solid.
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Figure 1.7: Schematic of the transport phenomena occurring during the GTAW process [23]
1.3.1 Over all presentation of the different phenomena involved
during GTAW operation
The GTAW process involves different physical phenomena such as plasma domain inter-
action, heat transfer, fluid flow, electromagnetism, metallurgy, solid mechanics and free
surface deformation. All these phenomena are strongly coupled though not equally im-
portant or relevant at all for all welding processes. Figure 1.8 methodically shows some
of the interactions and coupling effects. Depending on the region of interest and the
field parameters need to find out, such as temperature, velocity, microstructure, displace-
ment, strain and stress, different type of numerical approaches are available in literature
[18, 24, 25]. If geometrical changes close to the weld are of primary interest, modeling
of fluid flow will be essential. Neglecting the physics of weld pool due to its insignificant
effect on macroscopic effect of welding, all the bidirectional coupling associated with fluid
flow in the weld pool can be ignored. Simulations that concerns with the identification
of the evolution of weld pool geometry require the computation of temperature and fluid
flow fields. Electromagnetic fields are also considered as important for high welding cur-
rents. In view of the objective of the current research study, the major fields considered
are thermal, fluid flow and electromagnetism. Some of the couplings were ignored for the
simplification of analysis due to their weak nature.
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Figure 1.8: Major interactions and coupling effect occurring during welding. Strong and weak
dependencies are illustrated with black and grey arrows, respectively [24].
1.3.2 Cathode
The cathode (tungsten electrode- for DC straight polarity) for GTAW process is consid-
ered as non-consumable. The passage of current through the electrode heated up the
cathode mainly due to Joule heating. The surface heating also takes place due to the
collision of atoms and ions from the outer space, and the top area, known as cathode
spot, which get cooled by the emission of electrons. Normally a few percentage of tho-
rium oxide is present in tungsten electrode to improve the emission ability. Before the arc
process the surface of the electrode will be oxidized. In comparison to pure tungsten, the
tungsten oxide is much easier to melt and evaporate. During the arc process the thorium
oxide gets evaporate from the cathode. The evaporated tungsten oxide gets dissociate to
tungsten and oxygen. The evaporated tungsten atom from the outer space impinges and
gets crystallize on the cooler tungsten electrode surface away from the electrode tip. A
very complicated chemical and physical reaction occur on the cathode surface [23].
1.3.3 The arc plasma
The welding arc can be considered as an electric conductor that converts electrical energy
into heat. The high intensity heat distribution and it can easily control through electrical
means made the arc favorable heat source for many welding processes. The welding arc
is also a source of radiation, which may help to remove the surface oxides in addition
to supplying heat. A welding arc is a particular group of electrical discharges that are
formed and sustained by the development of gaseous conduction medium. The current
carriers for the gaseous medium are produced by thermal mechanisms due to the high
temperature of the arc. Many kinds of welding arcs have been conceived, each with a
unique application in the metal joining [26].
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Figure 1.9: Schematic of the different regions in GTAW process [23]
Generally arc is described by an electric field between the positive anode and negative
cathode surrounded by an ionization gas. In arc welding, the intense heat needed to
melt metal is produced by an electric arc. On the metal there is a thin layer of surface
electrons, which are accelerated in the field towards the anode. These electrons collide
with the atoms in the gas, causing impact ionization where the atoms are decomposed into
electrons and positive ions, which causes further ionization. The current of electrically
charged particles in the arc and the temperature are interrelated as high temperatures
increase ionization causes the temperature rise due to the released energy [27]. The arc
ignition is accomplished by the short circuit current, which occurs as the anode and the
cathode are brought into brief contact. The short circuit current shortly increases the
temperature and the current and subsequently the arc can be maintained in the electric
field existing under normal welding conditions. The arc is surrounded by a magnetic field
directing the charged particles towards the center of the arc, causing the arc to localize in
spots on the anode and the cathode. When the electrically charged particles impact on
the anode and cathode, the anode and the cathode spots are heated to high temperatures
of approximately 3000◦C to 5000◦C causes the metal to melt [10, 11].
The arc current is carried by plasma, the ionized state of a gas composed of nearly
equal numbers of electrons and ions of gas atoms and molecules. The electrons which
support most of the current conduction, flow out of a negative terminal (cathode) and
move towards a positive terminal (anode) which is schematically represented in figure
1.10. Mixed with the plasma are other states of matter, including molten metals, slags,
vapours, neutral and excited gaseous atoms, and molecules. The heated gas of the arc
attains a maximum temperature between 5000K and 50000K, depending on the kind of
shielding gas and the intensity of current carried by the plasma [26]. By this high energy,
the arc can heat up most kinds of metals to their melting point quickly. To maintain the
arc steadily and shield it from the atmosphere, various kinds of processes such as shielded
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arc welding, plasma arc welding, and submerged arc welding have been developed. These
welding processes are widely used in almost all types of manufacturing industries [28].
Figure 1.10: Schematic representation of voltage distribution along an arc for GTAW process
[29]
The electric arc consist of three regions or spaces: (1) The cathode fall space (2) The
arc column fall space and the (3) The anode fall space. These are schematically shown in
figure 1.10 as a plot of arc potential between the welding electrode and workpiece. The
area over which the currrent actually flows into the arc terminals is called anode and
cathode spots.
1.3.4 Anode
As shown in figure 1.9, the anode (work piece- for DC straight polarity) has three different
regions. The weld pool(melting zone), mushy zone (boundary liquid solid) and the solid
zone (HAZ and the unaffected base metal), each of these regions can be differentiate
according to the physical phenomena occurring in it.
1.3.4.1 The weld pool
The weld pool of few millimeters is created in the workpiece material due to the heating
from the arc plasma. During welding, the development of the weld pool is determined by
the arc-metal interaction, heat flow and fluid flow, the thermophysical properties of the
material, and the associated boundary conditions [30]. Figure 1.11 shows the different
physical phenomena associated with the liquid weld pool convection. The characteristics
of the weld pool such as dimension, shape, microstructure etc. mainly depend on the type
and composition of material, the welding energy, the shielding gas used and the electrode
geometry.
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Figure 1.11: Schematic representation of the physical phenomena associated with weld pool con-
vection during GTAW process
The flow inside the weld pool is very important for the weld characteristics, as it mod-
ifies the temperature distribution and thermal gradient that will affect the solidification
process as well. The flow is very complex and there is no analytical expression to describe
this flow. Convective heat transfer is often very important in determining the size and
shape of the weld pool, the weld macro and micro structures and the weldability of the
material. Convection in the weld pool is driven by the surface tension gradient, buoy-
ancy, arc drag, arc pressure and electromagnetic forces [8, 14, 30–36]. The calculation
of convective heat transfer is highly complicated because it involves the solution of the
equations of conservation of mass, momentum and energy. Hence numerical simulation is
often utilized. In order to predict accurately the convective heat transfer phenomena in
the weld pool, the proper incorporation of the effect of various driving forces is necessary.
Figure 1.12 shows the various driving forces that govern the molten metal flow in the
weld pool. They can be classified into two categories: the volumetric forces and surface
forces. The gravitational force and the electromagnetic force which are acting in the weld
pool are considered as volumetric forces. The thermocapillary shear stress, arc pressure
and the arc drag force are acting on the boundary of the weld pool and are considered as
surface forces.
1.3.4.2 Heat Affected Zone (HAZ)
In the HAZ, material is not melted, but there occur a change in the microstructure and
mechanical properties due to the arc heating. The HAZ can be conveniently divided into a
number of sub zones where there is a well-defined gradient of microstructure (depending
on the material being welded) and this is illustrated for the case of a transformable
steel in figure 1.13. Each sub-zone refers to a different type of microstructure and the
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Figure 1.12: Various driving forces and the resulting liquid convection in the gas tungsten arc
weld pool- 2D representation (a) Lorentz force: Electric current and magnetic field causes the
Lorentz force fluid motion: Liquid metal flows downward along the weld pool axis and rise along
the weld pool boundary (b) Marangoni force: Warmer liquid metal having a lower surface tension
at point b than point a. Fluid convection: From point of low surface tension a to point at high
surface tension b. Surface tension gradient force with negative ∂γ/∂T . (c) Surface tension
gradient force with positive ∂γ/∂T . (d) Buoyancy force: Cooler liquid metal at point b is heavier
than point a. weld pool motion due to BF: causing gravity sink along the pool boundary and rise
along the pool axis (e) High speed outward movement of plasma arc lead to outward shear stress.
Metal flowing from the center to the edge of the pool [37]. Where the symbol γ is the surface
tension
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amount of change in the microstructure depends on the amount of heat input, peak
temperature reached, time at the elevated temperature, and the rate of cooling. Very high
peak temperatures (Tp) in the regions immediately adjacent to the fusion line results in
coarsening of the austenite (γ) grains, and this in turn increases the hardenability of this
region relative to the other subzones. As the peak temperature decreases with distance
from the fusion line, the austenite grain size decreases sharply. Regions of the HAZ further
away from the fusion line become only partially austenitic during the heating. As a result
of the marked change in the microstructure, the mechanical properties also change in
HAZ and, usually, this zone remains as the weakest section in the weldment [38, 39].
ran
Figure 1.13: Different zones in a steel weld in relation with Iron-Carbon equilibrium diagram
[39]
1.4 GTAW Modeling- Historical overview
A brief history and the recent development in the welding simulation is stated in this
section.
In order to obtain a broad overview of the factors affecting heat flow in real welding
situation, researchers worked with the analytical modeling approach. The analytical the-
ory of heat transfer under conditions applicable to welding was established in the 1930s
by Rosenthal [40]. He implemented moving coordinate system to develop solutions for
point and line heat sources taking many assumptions to make the problem linear and
analytically solvable. He assumed that there is no heat transfer between the plates and
surroundings, material properties are treated as constant through out the process and in-
finite plate dimensions. During the 1940s and 1950s, the theory was extended and refined.
Since the pioneering work of Rosenthal, considerable interest in the thermal aspects of
welding was expressed by many researchers [41–47].
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In lining with the aim of the research thesis, simulation of the vicinity of the fusion
zone in transient welding conditions, the recent literature shows a tremendous progress
in the understanding of the various phenomena during the process of welding [18, 48–51].
For the past few decades, due to tremendous improvements in the computing capability,
lot of research works have been carried out in the transient temperature, velocity and
pressure prediction in the weld pool [18, 37, 52–62]. For example, the models of heat and
mass transfer have evolved from simple two dimensional steady state models to complex
three-dimensional transient models considering the free surface flow under metal droplet
impact [18, 63]. Many of the everyday welding situation encountered the transient welding
conditions such as weld start and stops, track-welding routines, static spot welds, and
solidifying weld craters. The behavior of these kind of process are completely different
from their moving weld counterparts. This is mainly because the thermal profile never
reach a steady state value. The heating and cooling rates of transient welds are much
higher than that of the steady state welding conditions. This can lead to solidification
cracking and formation of non equilibrium phases [15, 64]. Traditionally there are three
main approaches for solving the governing conservation equations for a heat transfer and
fluid flow problem: (1) The finite volume method [32, 65–68], (2) The finite element
method (FE) [15, 18, 57, 64, 69], (3) The boundary element method (BE). Each method
has found its extensive applications in solving engineering problems.
Oreper et al.[32] carried out a study on the velocity and temperature field evolution,
solidification rate, and thermal gradient using a two dimensional model and is considered
as one of the initial attempts to model the transient welding conditions. A crude grid
system was used due to the hardware limitation at that time (1980’s). The calculations
were provided useful temperature and velocity fields from that study. Oreper and Szekely
[31] studied the arc welding of thick metal block by assuming the arc to be static. They
assumed a axisymmetric temperature and fluid flow field. They obtained the solutions
for those values of heat inputs that render the pool partially penetrated and noted that
the location of the phase front is not changed appreciably by the flow of molten metal.
For the welding conditions they analyzed, the Lorentz forces dominate buoyancy forces,
and they found the thermocapillary forces to have a significant influence on the isotherm.
However they admit that their finite difference mesh is not fine enough to resolve the free
surface boundary layer. They also used a dimensionless analysis and numerical modeling
to understand the role of conduction and convection in the weld pool heat transfer for
materials with different thermophysical properties.
Kou and Sun [65] carried out the computer simulation of weld pool fluid flow and its
effects on the weld penetration. They computed the steady state two dimensional heat
and fluid flow in static arc weld by considering the buoyancy force, electromagnetic force
and the thermocapillary force at the weld pool surface. The computer model developed
agreed well with the available analytical solution and was consistent with weld convection
phenomena experimentally observed by previous investigators. The governing equations
were solved using finite difference method. Akira et al. [66] conducted numerical analysis
of heat and mass transfer in the static TIG arc weld pool by considering electromagnetic,
buoyancy, surface tension and aero-dynamic drag forces. They have paid a special atten-
tion on the anode size or heat source size under the same heat input. A finite difference
method was employed to solve the governing equations. They concluded that the flow
speed caused by surface shear stress such as aerodynamic drag force and surface tension
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are fastest and almost same magnitude. On the other hand the flow induced by body
force like electromagnetic force is secondary, and buoyancy force is the weakest among all
for a heat input of Q = 1570J/s and a current of I = 200A. The study also involved the
effect of the arc length on the aero-dynamic arc drag force.
Mclay and Carey [69] developed a finite element formulation and analysis to study
coupled heat transfer and viscous flow in a weld pool. The major important implemen-
tation of their study are the surface tension driven flow and the moving phase boundary.
The results computed using good grid resolution on a CRAY computer reveal the detailed
structure of the flow circulation regions and layers. The results give much more details
and provide a more comprehensive treatment than those computed previously using finite
difference methods.
DebRoy and his group had carried out a bulk volume of studies in the fluid flow
and heat transfer modeling of weld pool [58, 64, 70–72]. Zhang et al. [15, 64] studied
the evolution of temperature and velocity fields during gas tungsten arc spot welding of
AISI 1005 steel using a three dimensional transient numerical model. They obtained a
good agreement between calculated geometry of the weld fusion zone and the measured
one and also for the weld thermal cycles with the experiment. They used a dimensional
analysis to understand the importance of heat transfer by conduction and convection at
various stages of the evolution of the weld pool and the role of various driving forces for
convection in the weld pool. Roy et al. [70] used a three dimensional numerical heat
transfer and fluid flow model to study the temperature and velocity fields during welding
of 304 stainless steel with a pulsed laser beam. Rai et al. [71] used three dimensional
numerical model to determine the keyhole shape and size with rigorous fluid flow and
heat transfer calculations in the liquid and the two phase solid-liquid regions. They
used a vorticity based turbulence model to estimate the values of effective viscosity and
effective thermal conductivity of the liquid metal in the weld pool. It is shown that
the temperature profile and weld pool shape and size depend strongly on the convective
heat transfer for low thermal conductivity alloys like stainless steel. For high thermal
conductivity aluminum alloys, on the other hand, convection does not play a significant
role in determining the shape and size of the weld pool. Ribic et al. [58] studied the heat
transfer and fluid flow patterns in GTA/Laser hybrid welding using a three dimensional
numerical model and tested by comparing model predictions with experimental data.
Mishra et al. [72] carried out numerical modeling of heat transfer and fluid flow of gas
tungsten arc welding of stainless steel with different sulfur concentrations. The numerical
and experimental results indicated that sulfur from both the plates mixed rapidly and
there was no significant gradient of sulfur concentration in the weld pool except very close
to the edges along the fusion boundary. Although the sulfur concentration of the weld
pool affected weld geometry, flattering of the arc towards the low sulfur side was found to
be an important factor governing the shifting of the weld pool and the missed weld joint.
A topical review by Tanaka and Lowke [57] gives a review of recent papers which have
led to the capability of the prediction of weld depths for gas tungsten arc welding, for any
given arc current, electrode shape or separation and welding gas. They considered the
electrode, the arc plasma and the weld pool, which constitute the welding process, as a
unified system. They presented also a review of methodologies for predicting the proper-
ties of the arc and also the profile of the weld pool produced by the arc. Weld profiles were
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developed using the conservation equations of fluid dynamics for stainless steel different
gas protection. The markedly different weld depths which are obtained are related to
basic material functions such as specific heat, electrical and thermal conductivity. From
the study they found out the temperature dependance of surface tension coefficient has
a marked effect on the weld depth and profiles because it can influence the direction of
circulatory flow in the weld pool. In another study Tanaka et. al. [48] studied the static
tungsten-inert-gas (TIG) welding process treated in a unified numerical model, consider-
ing the whole region of TIG arc welding namely, tungsten cathode, arc plasma, work piece
and the weld pool, taking into account the close interaction between the arc plasma and
weld pool as shown in figure 1.14. The interface between the weld pool and arc plasma
is treated as an internal boundary, and special numerical treatments were considered at
this interface to model the transfer phenomena between the arc plasma and the anode.
Unfortunately, their numerical calculations did not include the temperature gradient of
surface tension, instead they used some arbitrary value and computed the weld shapes
which dependent on the chosen value.
Figure 1.14: 2D calculations of temperature and velocity field for a 150A static argon arc in the
welding of a 304 stainless steel sample containing a low concentration of sulfur [48].
Lu et al. [73] established a numerical model of the welding arc and weld pool for
moving argon shielded gas tungsten arc welding to systematically study the effect of the
active element oxygen and the welding parameters on the Marangoni convection and the
weld shape.
Recently Traidia et al. [18, 34, 60, 61, 74] carried out a lot of work in the development of
magneto hydrodynamic models which include the anode, the arc plasma and the cathode
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for the prediction of heat transfer and fluid flow both in the arc and the weld pool
region. Their unified time dependent model describes the heat transfer, fluid flow and
electromagnetic fields in the three regions. One of their study [74] involves the numerical
simulations of pulsed TIG welding for both partial and full penetration. Figure 1.15 shows
the fully penetrated and partially penetrated weld pool solutions along with arc model for
pulsed GTA welding. They used deformable free surface with a temperature dependent
surface tension gradient and also considered latent heat of fusion. In another study [60]
they used a model which can handle the fully penetrated weld pool case. In another work
[61] they proposed a hybrid 2D-3D model for the numerical simulation of gas tungsten
arc welding which predict the temperature field as well as shape of the solidified weld
joint for different operating parameters. They proposed a novel way to model the effects
of the filler metal in GTA welds on both the energy and momentum balances of the weld
pool. Some of the important observations from their study are, the weld pool depth is
locally decreased in the presence of filler metal, which is due to the energy absorption by
the cold feeding wire from the hot molten metal. Their computed results shows the use of
negative constant surface tension gradient results in two outward loops in the weld pool,
convecting hot fluid elements toward the edges of the weld, whereas the use of temperature
dependent surface tension gradient induces four loops in the weld pool corresponding to
the regions where this coefficient is either positive or negative.
Figure 1.15: Fully and partially penetrated weld pool solutions along with arc model for pulsed
GTA welding. Interesting to observe and understand the heat transfer and fluid flow both in the
argon arc and weld pool of a AISI 304 stainless steel. [60]
Kong et al [62] proposed a three dimensional weld pool model for the moving gas
tungsten arc welding process considering free surface and combined the effects of surface
tension gradient, buoyancy force, arc pressure and arc drag force. They concluded that
the deformation on the weld pool surface and welding speed affect fluid flow and heat flow
there by temperature gradients and molten pool dimensions. Dong et al. [59] studied the
effect of the active element oxygen and welding parameters on the liquid pool convection
and the weld shape variations. Their mathematical model include both the welding arc
and the weld pool for a moving GTAW of SUS304 stainless steel. They concluded that
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the welding parameters change the temperature distribution and current density on the
pool surface and as a result a change in the magnitude and direction of the Marangoni
convection and the magnitude of the convection induced by the electromagnetic force.
Also when the oxygen content is high, the weld shape is narrow and deep because of
the inward convection induced by both Marangoni and electromagnetic force for different
welding parameters. When the welding speed or electrode gap increases, the temperature
gradient of the pool surface is decreased and the inward Marangoni convection is weakened,
which make the weld D/W ratio decrease.
Berthier et al. [75, 76] developed a two-dimensional axial symmetric model to study
the melt pool flow behavior of static TIG and A-TIG welding of stainless steel disc (304L).
Their numerical results have shown the effect of an activating flux on the geometry of the
weld beads. They also explained the Marangoni effects combined with Lorentz force for
both TIG and A-TIG welding. They concluded that the Lorentz force has a significant
effect on the weld pool shape in the case of negative surface tension temperature coefficient
∂γ/∂T but have no effect in the positive one.
1.5 GTAW Anode modeling
1.5.1 Mathematical model for heat conduction
A rigorous solution of the complete heat flow equation considering heat transfer by both
conduction and convection is complex. As a first step it is often useful to discuss a
simplified solution considering only conduction heat flow. This simplification is attractive
since analytical solutions can be obtained for the heat conduction equation in many
situations, and these solutions can provide interesting insight about the fusion welding
process. For example, calculated temperature profiles are useful in determining the weld
pool shape and size, cooling rates, the size of the heat affected zone and the resulting
weldment structure. The accurate computation of the transient temperature field is the
critical first step for the identification of fusion zone boundary and the weld induced
imperfections like residual stress, deformations and the weld solidification cracking etc.
in arc welding process. This is necessary because the temperature has a first order effect on
the microstructure, strain, stress and ultimately on the formation of the defects in welds
while they have at most a second order effect on temperature field [77]. In several simple
welding systems it is possible to generate fairly reliable results using heat conduction
models, which is simpler and computationally inexpensive [78].
The presented mathematical model describes the thermal energy transport for two
dimensional solid domain and it includes the following physical processes that govern the
weld behavior:
1. 2D heat transfer in the welding sample;
2. transient heat conduction into the workpiece;
3. heat transfer phenomena at the free surface.
The major assumptions used for this simple heat conduction model are as follows:
• Temperature dependent thermophysical properties are considered;
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• Gaussian heat distribution is assumed for the welding arc;
• All the exterior boundaries were given convection and radiation boundary condition.
Governing equation and boundary conditions
The distribution of the temperature field induced during the welding can be expressed
by the energy balance equation (without heat generation) as follows:
ρCp(T )
∂T
∂t
= ∇ · (k(T )∇T ) (1.3)
Where ρ = density (kg/m3)
k(T ) = Temperature dependent thermal conductivity (W/mK) is assumed to be isotropic
in all directions.
Cp(T ) = Temperature dependent Specific heat (J/kgK)
Because of k and cp are functions of T, Equation 1.3 is non-linear.
Equation 1.3 is subjected to following boundary conditions:
In the region exposed to the environment
− kn∂T
∂n
= h(T − T∞) + σ(T 4 − T 4∞) (1.4)
and at the region of heat supply
− kn∂T
∂n
= q + h(T − T∞) + σ(T 4 − T 4∞) (1.5)
Where q = The surface heat flux (W/m2)
kn = Thermal conductivity normal to surface (W/mK)
∂/∂n denotes the differentiation along the outward drawn normal to the boundary
surface
h = Convective heat transfer coefficient (W/m2K
σ = Stefan-Boltzmann constant (W/m2K4)
= Emissivity
T∞ = Temperature at infinity (K)
Due to the inclusion of radiation, this boundary condition is non-linear. In addition,
the initial condition must be specified for (x, y, z, t) points in the domain:
T (x, y, z, 0) = T0(x, y, z) (1.6)
If the partial differential equation 1.3, boundary condition equations 1.4 or 1.5, and the
initial condition equation 1.6 are specified, the problem is well posed and a unique solution
exists.
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1.5.2 Heat transfer and fluid flow modeling
Generally, in order to describe the heat transfer and fluid flow in the weld pool, the fol-
lowing governing equations, which are presented in the Cartesian-tensor form are needed.
Governing equations
The governing equations that describe the transient development of weld pools due to
the coupled conduction and convection heat transfer based on the assumptions are the
continuity equation, the momentum equation and the energy equation.
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Figure 1.16: Axisymmetrical domain
The classical incompressible Navier-Stokes equations for a Newtonian viscous fluid
must be considered to get the velocity, pressure and temperature fields. The classical
Navier-Stokes equations which govern the fluid flow in the weld pool can be expressed as
follows:
Conservation of mass
∇ · ~v = 0 (1.7)
Conservation of momentum
An incompressible, laminar and Newtonian liquid flow is assumed in the weld pool. Thus,
the liquid metal circulation in the weld pool can be represented by the following momen-
tum equation:
ρ
∂~v
∂t
+ ρ~v · ∇~v = −∇~p+ µ∇ ·
(
∇~v +∇t~v
)
+ ~Su (1.8)
In words:
Transient + Convective = pressure gradient + Diffusive + Source
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The source term for the momentum balance equation is written as Su = Fv−Ku, where Fv
is the body force and the second term represents the frictional dissipation of momentum
in mushy zone according to Carmann-Kozeny equation for flow through porous media [79]
which is detailed in section 1.5.3.3. Body force in the weld pool is the sum of Lorentz
force and gravity force. i.e. F v = F L + F g. The frictional dissipation term is used to
numerically handle the melting and solidification phenomena.
Conservation of Thermal Energy
ρCeqp
∂T
∂t
+ ρCeqp ~v · ∇T = ∇ · (k∇T ) +Qv (1.9)
In words:
Transient + Convective = Diffusive + Source
Electromagnetic calculations
The flow of current through the weld pool will give rise to the electromagnetic force. The
velocity distribution in the weld pool is affected by these forces. The Lorentz force is
then given by:
FL = J×B (1.10)
Thus, it is important to calculate the current density distribution and magnetic field
intensity in the weld pool before calculating the force distribution in the weld pool. The
continuity equation for electric charge and current is given by Gauss law as
∇ · J + ∂ρc
∂t
= 0 (1.11)
Where ρc is the charge density. If the electric field is assumed to be quasi-steady state,
then the continuity equation becomes:
∇ · J = 0 (1.12)
From Ohm’s law the equation connecting J and B is given by
J = σe(E + v×B) (1.13)
The term v×B corresponds to the interaction of the velocity field on the magnetic field.
This term is very small for a welding process [80]. Assuming the magnetic Reynolds
number (ratio of magnetic field induced by convection to the one imposed by the arc) is
much less than unity, the current density can be written as:
J = σeE (1.14)
and since the scalar electric potential, φ, is defined as E = −∇φ, Equations 1.12 and 1.14
can be combined to give
∇2φ = 0 (1.15)
assuming that the electrical conductivity is constant for stainless steel. This is the stan-
dard Laplace equation for electrical charge continuity. Hence, by solving the above equa-
tion for the voltage potential in the entire domain of the work piece, one can obtain the
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current and magnetic field distribution.
The current density can be obtained using :
J = −σe∇φ (1.16)
while the magnetic flux density B can be derived from Ampere’s law as
∇×B = µ0J (1.17)
Where σe is electrical conductivity, φ is the electrical potential, J is current density , B is
the self induced magnetic field intensity and µ0 the permeability of vacuum. The Lorentz
force term accounts for the coupling of hydrodynamics with the electromagnetic field.
1.5.3 Source terms and Auxiliary Phenomenological Equations
1.5.3.1 Heat flux modeling for energy equation
For the GTAW process, the deposition of heat can be characterized as a distributed heat
flux on the weldment surface. Many propositions have been found in the literature since
Rosenthal’s traveling point source model [40, 81] in 1946 to simulate the welding process.
Equation 1.18 gives the Rosenthal’s analytical solution for temperature for a moving point
heat source. This solution gives a good agreement with the experimental results on weld
size, but not in the shape of the weld pool. Researchers have found lots of errors in the
Rosenthal’s analysis in the prediction of temperature near the fusion and HAZ zones.
The error mainly occurred due to the infinite temperature heat source assumption and
the temperature sensitivity of the material thermal properties [25].
T − T0 = q2pikrexp
(−v(r − x)
2α
)
(1.18)
Pavelic et al. [82] introduced the disc model, which is a distributed heat source with
Gaussian profile as shown in figure 1.17 to represent a welding arc, in the form:
q(x, y) = fdUIη
pir2H
exp
(
−fd
[
r
rH
]2)
(1.19)
Where U is the welding voltage, I welding current, η the arc efficiency, fd is the power
distribution factor and rH is the characteristic radial dimensional distribution parameter
that defines the region in which 95% of the heat flux is deposited [14]. The efficiency
parameter (η) will account for the various heat loss occurring between electrode and the
workpiece, which is explained in section 1.2.3. fd and rH together define the shape of the
Gaussian profile. Higher fd and smaller rH indicate a more constrained and intense arc
for the same arc efficiency, and vice versa. In literature, two typical values of fd have
been reported: 3 and 0.5. The fd value of 0.5 was proposed by Tsai et al. [83] based on
experimental measurements. On the other hand several weld models [51, 65, 68, 75, 76, 84]
used the fd value of 3. The fd value of 0.5 is favored for arc welding [37]. The first estimate
of weld pool geometry has been provided by Eagar and Tsai [41] based on the distributed
traveling heat source on a semi-infinite plate. The assumptions such as the absence of
convective and radiative heat losses, constant thermal properties and quasi-steady state
semi-infinite medium were similar to Rosenthal model with the only exception of Gaussian
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Figure 1.17: Disc model of heat distribution for GTAW used in the present research study
distributed representation of heat source. A lot of researchers validated and verified the
usefulness of this model. A detailed survey of various studies can be found in thesis work
of Qureshi [25]. This type of thermal energy density distribution is often used as an
approximation [83, 85], as illustrated in Fig. 1.19. The dashed line is the Gaussian power
distribution.
Goldak et al. [78] come up with a model with double ellipsoidal moving heat source
configuration to incorporate this volume heating and the size and shape of the heat source
can be easily changed to model both the shallow and deep penetrating welding processes.
Figure 1.18 shows Goldak’s double ellipsoidal heat source model. The front half of the
(W . m-3)
Figure 1.18: Double ellipsoidal heat source model proposed by Goldak [25]
source model is the quadrant of one ellipsoid, and the rear half is the quadrant of another
ellipsoid. The power density distribution of the front half is given by equation 1.20 as
follows:
q(x, y, z) = 6
√
3ηQff
afbcpi
√
pi
exp
(
−3x
2
b2
− 3y
2
c2
− 3z
2
a2f
)
(1.20)
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Similarly, the power density distribution of the rear half is given by equation 1.21 as
follows:
q(x, y, z) = 6
√
3ηQfr
arbcpi
√
pi
exp
(
−3x
2
b2
− 3y
2
c2
− 3z
2
a2r
)
(1.21)
Where, Q = V I and ff + fr = 2 Where af ,ar,b, c are the shape parameters, q0 is effective
heat input, ff and fr are the fractions of heat deposited in the front and rear half, all
are heat input parameters. The term 6
√
3η is the heat flux distribution parameter and
it characterize the concentration level of heat flux distribution, based on the heat flux
concentration level or heat flux distribution feature of a welding method to determine its
value.
Figure 1.19: Heat flux at the anode (arc current 190A, arc length 5.5mm, 75 tip angle argon
arc) [85]
1.5.3.2 Treatment of Latent Heat
To take into account the latent heat of melting, an equivalent heat capacity formulation
was used. Enthalpy can be expressed as H =
∫
ρc(T )dT , the temperature difference of
solid phase and liquid phase is ∆T . Therefore the equivalent specific heat is considered
as:
ceqp = cp + ρ∆Hf
dfL
dt
(1.22)
Where ∆Hf is latent heat of fusion, fL is the liquid fraction.
1.5.3.3 Melting and Solidification Modeling
The drag term in momentum equation 1.8 refers to the enthalpy porosity approach to
numerically handle the solidification around the melting temperature of the material [79].
Where K is as follows:
K = c1
(1− fL)2
f 3L + 
(1.23)
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and c1 and  are constants, where the first parameter depends on morphology and size of
the dendrites. In the present study the value of c1 is set to 1012. The latter is intended to
avoid division by zero and is equal to 10−3. Therefore, an artificial range for melting and
solidification called mushy zone is introduced, where fL is the liquid fraction, assumed to
vary linearly with the temperature in the mushy zone and expressed as follows:
fL =

1 T > TL
T−TS
TL−TS TS ≥ T ≥ TL
0 T < TS
(1.24)
To include the effect of phase change on convection, the phase solid is modeled as an
extremely viscous liquid (µsol = 105Kg.m−1.s−1). An apparent viscosity is then defined
with a smoothed switch function that emulates the step of viscosity at the melting tem-
perature. The COMSOL’s built in smoothed Heaviside function is also used to smooth
out the discontinuity of the other material properties due to the phase-change.
1.5.3.4 Treatment of interface between solid and liquid phase
A fixed grid numerical method is used in the model to track the liquid/solid interface. In
this method, the computational mesh is generated only once, and the liquid/solid interface
is located using the liquid fraction fL(T ) . In this method the governing equation is
computed in the whole domain (domain 2). In order to use different physical properties
for the different state, we can use the liquid fraction as follows:
α = αLfL + αs(1− fL) (1.25)
Where α is considered physical property and αL and αS are respectively the physical
properties of liquid and solid phases.
The momentum equation 1.8 is computed in the whole domain 2. The Karman-Kozeny
approximation which can be derived from Darcy law, has been widely used in most fixed
grid weld pool models.
1.5.3.5 Buoyancy force
The gravity force in the weld pool is the combination of classical inertia force ~Fi = ρ0~g
and the buoyancy force ~Fb. The high thermal gradients that take place in the weld
pool induce a natural convection flow (buoyancy effect) due to the dependence of molten
metal density on temperature. The Boussinesq approximation was used in the calculation
of buoyancy force driven flow [86]. In other words, the variation of density of the liquid
metal is ignored. Figure 1.12(a) and (b) shows the buoyancy force direction and buoyancy
driven convection respectively. As shown in figure, the liquid metal rises along the pool
center with a low magnitude and fall along the pool boundary due to the local variation
of density. This buoyancy force tends to create outward flow which increases the weld
pool width. The buoyancy effect can be modeled using the Boussinesq approximation as
follows [86]:
~Fb = ρ0(1− β(T − Tref ))~g (1.26)
Where ρ0, β and Tref are respectively reference density, thermal expansion and a reference
temperature of the molten pool. Even though, the gravity force is approximately 10
times larger than the buoyancy force, it does not contribute to the creation of flows, since
contrary to buoyancy force, it is constant and does not present any spatial gradient in
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the weld pool. But it has significant impact on the free surface shape [18]. Tanaka et
al.[57] reported that the velocity field induced by only the buoyancy effect is 10 times
lower than that induced by surface forces (Combination of Marangoni shear stress and
arc drag force). If buoyancy force is the only driving force for the liquid convection, an
order of magnitude of the maximum velocity under buoyancy driven flow is given by [15]:
ugrv =
√
gβ∆TD (1.27)
Where D is the pool depth. Traidia [18] studied the effect of buoyancy force on the
weld shape for horizontal, vertical or overhead welding positions. Figure 1.20 shows
the computed steady state weld pools in the vertical case where only buoyancy force is
governing the fluid flow in the weld pool.
Figure 1.20: Influence of the welding position on the buoyancy induced flow for I = 150A
Temperatures are given in K [18].
1.5.3.6 Electromagnetic Force
The electromagnetic force, also called Lorentz force, is caused by the interaction of electric
current field and induced magnetic field in the metal work piece. Figure 1.12(c) and (d)
shows the direction of the Lorentz force with a direct current electrode negative and the
corresponding liquid metal convection respectively. The downward and inward directed
electromagnetic force create a flow downwards in the center of the weld pool from the
periphery. The electromagnetic force can be expressed as:
~Femf = ~J × ~B (1.28)
Where ~J is the current density vector and ~B is the magnetic flux vector in the weld pool.
Tanaka et al.[87] reported that for pure argon shielding gas, the fluid velocities induced
by only the Lorentz forces are 4 times lower than that induced by surface forces. Traidia
34
[18] made a study on the impact of chemical composition of the shielding gas on the
magnitude of Lorentz forces. Figure 1.21 shows the dependence of the shielding gas in
the Lorentz force distribution. The maximum value of radial electromagnetic component
is 14 times more important for a pure helium arc than for a pure argon arc, while the
axial component is much more important (54 times).
Figure 1.21: Variation of radial and axial component of electromagnetic forces for different
shielding gases [18]
1.5.3.7 Surface tension modeling as a function of temperature and sulfur
content
Surface tension (γ) is a thermophysical property of the liquid metal, which may generate a
shear stress at the liquid/gas interface. The spatial gradient of surface tension is a stress,
which is known as the Marangoni stress. This stress arises due to the spatial variation of
temperature and composition, which can be expressed as [15]:
τ = ∂γ
∂T
∂T
∂r
+ ∂γ
∂C
∂C
∂r
(1.29)
Where τ is the shear stress due to surface tension, T is the temperature, r is the distance
along the surface from the heat source, and C is the concentration of surface active
element. In most cases, the difference in surface tension is due to the spatial temperature
variation. In other words the ∂γ/∂C term in equation 1.28 is zero, and shear stress
depends only on ∂γ/∂T and the spatial temperature gradient ∂T/∂r at the weld pool
surface. ∂γ/∂T is commonly known as ‘surface tension gradient’ or ‘the thermal gradient
of surface tension’. It has been identified that this coefficient has a great influence on the
flow directions in the weld pool [18, 35, 53, 88].
In the absence of a surface active element, the temperature coefficient of surface ten-
sion (∂γ/∂T ) is less than zero for many materials. As shown in figure 1.22, when this
coefficient is negative, the surface tension is highest at the edges of the weld pool, and
the thermocapillary flow is outward from low to high surface tension region, figure 1.22
(a), which results in a wide and shallow weld. For a positive surface tension gradient,
surface flow is inward and heat is swept to the bottom of the weld pool and produces
a narrow and deep weld figure 1.22 (b). The change in ∂γ/∂T from a positive value at
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Figure 1.22: Schematic diagram illustrating the effect of surface tension gradient on the weld
penetration [35].
low temperature, to a negative value at high temperature, has important consequences
on the weld pool fluid flow and heat transfer, and the ultimate development of the weld
[89]. Directly below the welding heat source, a hot zone exists where the temperature
experienced by the molten weld metal is likely to be above the critical temperature, such
that a negative ∂γ/∂T prevails in this region. This would cause two opposing surface
tension gradients to exist on the weld pool surface: a positive surface tension gradient at
the periphery of the weld pool, and a negative surface tension gradient at the center of
the weld pool. Depending on the relative magnitude of these two driving forces, either a
radially outward flow or a radially inward flow, or even a combination of both resulting
in two opposing vertices, may develop as shown in figure 1.22 (c) [35].
A lot of research work has reported on the detailed heat flow and fluid flow resulting
from the surface tensional gradient that exist in the weld pool surface [31, 35, 36, 53, 54, 56,
66, 68, 69, 90–93]. An improved understanding of the surface tension gradient effect was
achieved by calculating ∂γ/∂T as a function of temperature and concentration of surface
active elements. Sahoo et al. [94] proposed a semi-empirical relationship between the
surface tension gradient, temperature and content of surface-active elements, for various
binary alloys. For binary iron-sulfur systems, the relationship is as follows:
dγ
dT
= −Aγ −RgΓsln(1 +Kas)− Kas1 +Kas
Γs∆H0
T
(1.30a)
K(T ) = k1 exp
(
−∆H0
RgT
)
(1.30b)
Where as is the sulfur content of the workpiece material, Aγ is a constant (usually fixed at
4.3×10−4Nm−1K−1), Γs is the surface excess at saturation (1.3×10−8kmolm−2), Rg is gas
constant(8314.3Jkmol−1K−1), k1 is the entropy factor (3.8× 10−3) and ∆H0 is standard
heat of adsorption, which is estimated from an empirical function of the difference in
electronegativity between the solute and solvant atoms. For AISI 304L stainless steel
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Figure 1.23: Surface tension gradient as a function of temperature and sulfur content for Fe-S
alloys (top), and effect of sulfur content on the reversal flows in the weld pool (bottom) [18, 35].
alloy ∆H0 is estimated to be −1.88× 108Jkmol−1 [91].
1.5.3.8 Arc drag force
The flow of the viscous plasma along the weld pool surface creates a shear stress directed
towards the edges of the weld pool. This induces a outward flow as shown in figure
1.12(g) and (h), which increases the weld pool width. The gas shear stress is reported
to be the third main important force in the weld pool, after the Marangoni shear stress
and Lorentz forces. However, the intensity of gas shear stress is highly dependent on
the welding current, the chemical composition of the shielding gas and the bevel angle
of the electrode tip [73, 95]. Figure 1.24 shows the numerical results obtained for the
radial distribution of the shear stress induced by the plasma jet for different shielding gas
environment and for the constant welding current. For an addition of 9% hydrogen to
argon produces a shear stress which is 2 times larger than that for pure Argon shielding
[96]. Lee et. al. numerically modeled the effect of various factors that affect the intensity
and distribution of the arc shear on the liquid weld pool. Figure 1.25 shows the variation
of the maximum shear stress due to the arc plasma with different electrode bevel angle
[95]. From their study they concluded that the electrode bevel angle and there by the arc
drag force has a great influence on the fusion zone width.
1.6 Conclusion
With the availability of high computing facility and the sophisticated simulation tools
enhances the more realistic modeling of the welding phenomena to understand the mech-
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Figure 1.24: Radial evolution of the
arc drag force for different argon-
hydrogen mixtures. Welding current of
200 A with an arc length of 5 mm [96].
Figure 1.25: Effect of the elec-
trode bevel angle on the arc drag
distribution[95].
anism that drive the formation of weld pool.
A survey on the basic GTAW process fundamentals and the its parameters were carried
out in the first section of this chapter. The effect and importance of some general process
input parameters on the weld characteristics have been presented from a literature point
of view.
An effort has been made to present the major physical and transport phenomena involved
during the GTAW welding process. Each regions of the GTAW process were analyzed
separately and discussed the basic physical coupling between them.
An introduction to the numerical modeling of welding has been presented in this chapter.
The mathematical modeling of the two models considered in this thesis, such as heat
conduction model and the magneto hydrodynamic model were presented in the last sec-
tion. The boundary condition for heat flux and the various driving forces for the fluid
flow are also detailed. A brief history on the numerical simulations on the GTAW process
is carried out with latest unified model approach were discussed from literature point of
view.
The proceeding chapter deals with the experimental work carried out for the current
study. In view of the current research objective, preliminary experimental study is carried
out to better understand and also come up with some useful assumptions for the fluid
flow and heat transfer simulations.
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Chapter 2
Static GTAW: Experimental
Observations and Analysis
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2.1 Introduction
This chapter presents the experimental work carried out during the research thesis. These
experiments are necessary to better understand the effect of various welding parameters
on the weld characteristics such as welding thermal cycles and the weld geometry. The
first section of this chapter is dedicated to the presentation of the welding setup and as-
sociated acquisition devices for performing simultaneous measurements of temperature,
welding parameters and weld pool observations. The second section presents the static
GTA welding carried out and a discussion on the measured parameters such as process
parameters (current and voltage), thermal history, transient evolution of weld pool (high
speed camera measurements) and finally on the post processing data which includes the
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macro structure study on the weld cross sections and the Electron Probe Micro Analysis
(EPMA) for the sulfur concentration measurements. These experimental observations
were used for the fluid flow and heat transfer study in the SS304L material for differ-
ent material size and composition. The final section presents the experimental results
obtained during static GTAW test for different set of input energy and material.
2.2 Experimental setup and context
2.2.1 Welding Bench- A multiphysics platform
An accurate, reliable and synchronized measurement system was used for the data aqui-
sition from the highly noised environment of GTAW process [97]. Figure 2.1 shows an
overview of the welding bench and some components of the data acquisition system. The
welding traverse system comprises XY-table and a welding torch which can move in the
z direction. Figure 2.1 shows the schematic of the experimental welding setup. The four
major divisions of the welding bench are (1) the welding unit including generator and
torch, (2) the XY-table, (3) Sensors (high speed camera and thermocouples) and (4) the
data processing and controlling computers. An efficient analysis of welding and its char-
Figure 2.1: Experimental Platform and specific devices [29]
acteristic times is possible only by measuring signals of different kind simultaneously and
synchronously. Due to the tremendous temperature gap between the arc plasma and the
molten metal, the physical reactions in those regions (small area about one centimeter
cubic space) include many unknown factors [98]. A high degree of perturbation is present
in arc welding process due to the huge arc radiation and the electromagnetic noise. This
leads to a hazardous situation to make any conventional measurements locally in the
workpiece [4]. Also the time scale of the physical phenomena occurring in this region is
very small (of the order of milliseconds). These are the main reasons why a high speed
non-contact imaging technique is necessary for visual analysis of fusion welding processes.
The global measurements such as current and voltage can also give information connect-
ing the input and the output of welding process. As heat transfer is the major physical
phenomena that occurs during the welding process, the measurement of the corresponding
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field variable is important to analyze any major characteristics of weld pool.
By considering the different nature of data acquisition together needs a large number
of experimental tests to characterize a welding phenomena. In order to manage, analyze
and couple these data of different nature and acquisition frequency a library was designed
during the PhD thesis of Chapuis [97] named BAME [99]. The developed data structure
can quickly find information and values of different sensors during a welding test. The
five main different data that can be measured using BAME during the welding process
are as follows [29, 100]:
• Process : arc voltage - current - gas flow - wire speed;
• Thermal : temperature;
• Mechanic : strain gauge, displacement, force;
• Cameras : High speed camera and near infrared camera;
• Geometry : Geometrical characteristics of the specimen.
2.2.1.1 Welding unit
For the current study, the GTAW process utilizes a generator Sincosalt® AC/DC 400A
and an associated automatic torch MEC4SAF-F RO® with water cooling. The tungsten
electrode is used with a diameter of 2.4 mm.
Figure 2.2: XY table
2.2.1.2 Process parameter acquisition
The major process parameters during the welding process are current (I) and voltage (U).
The welding current is measured using the help of a high precision current transducer:
LEM [101]. It measures the electron flow by Hall effect and gives an output voltage
between 0 and 10 V proportional to the measured current. It can give a maximum
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sampling frequency of 80 kHz. The welding voltage is measured in between the electrode
and the work piece to avoid voltage drop across the welding power cables.
2.2.1.3 Thermocouple instrumentation on disc
Thermocouple is the most common method to measure temperature. It consists of two
wires, of different metals, that are joined at one end. A change in temperature at the
connection of the two wires will induce a change in the electromotive force (emf) between
the other ends. As the temperature changes, the emf will change. Often the thermocouple
wires are located inside a metal or ceramic shield that protects it. The most used ther-
mocouple type is type K. It has one wire of nickel-chromium and one of nickel-aluminum.
Thermocouples of type K of diameter 0.5 mm have been used in all experiments. The
possible maximum temperature that the thermocouple K can measure is 1260◦C.
2.2.1.4 Weld pool visualization system
Monitoring of the weld pool behavior during welding was carried out by means of a high
speed imaging technique. The monochrome digital high-speed video camera used for the
weld pool visualization is Phantom® IR300, it has a maximum frequency of acquisition
10 kHz and with a sensor CMOS(r)®.
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Figure 2.3: Schematic of high speed camera set up (not to scale) (a) Camera alone with band
pass filter (b) Laser back light illumination with camera and laser filter
Two different settings were used for the weld pool visualization. Figure 2.3(a) shows
the sketch of image capturing using the high speed camera with a band pass filter. The
band pass filters were selected using a spectroscopic test, which gives the maximum emis-
sions from the weld pool region. The 1100 nm wavelength band pass filter used for the
present study. Figure 2.3(b) shows the sketch of second image capturing setup used. Here
the laser diode illuminate the weld pool region and a filter with laser wavelength range
(808 nm) is used in the high speed camera.
2.2.2 Post weld experimental analysis
2.2.2.1 Metallographic inspection
The examination of metallographic sections through welded joints is commonly carried
out at two levels of inspection:- 1)Macro: Where magnifications up to 50x are employed
with stereomicroscopes. 2) Micro: Where examination is at higher magnifications (up
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to 1000x) using optical microscopes. The macrographic examination is commonly carried
out on mounted cross sections through welded joints and simply involves cutting and
coarse/fine grinding techniques. The resultant finish is adequate for etching, followed by
an examination of the macro features of the weld joint. The macrographic observation
permits to analyze the global shape and size of the weld pool, which also helps to identify
different zones in the weld region due to the characteristic variation in the grain morphol-
ogy. The macroscope used in the present study is Leica® Z16 APO.
The macro sections are cut through the center of the weld spot using a abrasive wet
cutting process (water jet cutting), which minimizes the deformation from cutting and
also there is no risk of thermal damage on the cut surface.
2.2.2.2 Electron probe microanalysis (EPMA)
Electron Probe Micro Analysis (also known as micro-probe) is a technique of in situ non-
destructive analysis to detect elements in a volume of cubic micrometer with a sensitivity
of about 100 ppm. The measurements were performed with a CAMECA SX 100 micro-
probe employing five wavelength dispersive spectrometry (WDS) [102]. EPMA was used
to measure the composition of the main alloying elements (Cr, Fe, Ni, Mn, and Si) and
also the concentration profiles of sulfur in the base material and in the fusion zone on the
cross-sections of the welds. The spot welded samples were cut in cross section through
the center of the welding spot and the cross sections were well polished to get a finish of 1
µ m. The composition of the main alloying element and the measurement of sulfur were
performed using an electron beam with an energy of 20 keV and beam current of 40 nA.
The EPMA data was averaged over a spot size of 50 µm diameter.
2.3 Static gas tungsten arc welding experiments
The experimental sample arrangement is schematically shown in figure 2.4. The static
gas tungsten arc was generated on the surface of the disc samples. The main objective
Weld pool
30°
2.4 mm
2.5 mm
4 mm
80 mm
SS304L
Tungsten electrode
Welding torch
Figure 2.4: Geometric parameters for the torch and welding disc (not to scale)
of these experiments is to study the heat transfer and the transient evolution of the weld
pool. Weld pool development with time was examined with emphasis on effect of input
power which is varied by the welding current. For all experiments thermal measurements
were carried out using thermocouples and video images of weld pool were produced in
43
order to validate the numerical modeling. A listing of static arc experiments can be found
in table 2.5.
2.3.1 Methodology and Procedure
The Direct current Straight Polarity (negative cathode and positive anode) power setting
was used for the GTAW process. The process parameters used and the welding conditions
were presented in the table 2.1. The spot weld was made on 100 mm and 150 mm
diameter structural steel S235 samples of 6 mm thickness and 80 mm and 40 mm diameter
AISI304L low sulfur and high sulfur samples respectively of 4 mm thickness.A high-speed
camera (Phantom IR300) was used with optical band pass filters to capture the weld pool
evolution during static TIG welding. The images were recorded at 2000 frames per second
so that which can give the weld pool dimensions. For the present set-up, the temperature
(a) (b)
AISI 304L
 = 80 mm
Thickness=4mm
Figure 2.5: (a) Experimental setup for the Static GTAW Process (b) Close-up of the welding
electrode and the AISI 304L stainless steel disc
were measured in five points with one at the center back side of the disc and two are
at a distance of 4 mm and other 8 mm from the center back surface as shown in figure
2.6. The main objective of the temperature measurement is to understand the heat flow
Back surface 
of the disc
Side view of the disc
0.5 mm
Drilled hole
Arc heating 
Figure 2.6: The locations of the thermocouples for temperature measurements when welding
and temperature distribution around the weld pool and also the nature of the heat source
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from the arc plasma. The thermocouple measurement positions were selected in order to
satisfy the following major requirements: 1) Get measurement close to the weld pool; 2)
Avoid the electrical arc perturbation on the thermocouple measurement 3) Confirm the
axial symmetry of the system without affecting the temperature field distribution in the
material. The thermocouple contact points were placed in small drilled holes of diameter
similar to the thermocouple (0.5 mm) and 0.5 mm depth as shown in figure 2.6. For the
Figure 2.7: Lift Arc Technique
present study the high voltage high frequency arc starter method is not desirable because
of the usage computers and the data acquisition systems, which can be interfered by the
high frequency radiation. Welding where the use of high frequency for arc starting is not
allowed or is not available may require a scratch or touch start technique. The scratch
start technique creates an arc by scratching the tungsten lightly on the workpiece like a
match. Or the tungsten may be touched to the workpiece and pulled away slightly to
establish the arc as shown in figure 2.7. The high open circuit voltage of the power source
is present as the tungsten touches the workpiece. This creates the tendency to stick or
weld itself to the workpiece.
Table 2.1: Welding Parameters
Parameters Value
Current 70 A
Arc length 2.4 mm
Voltage 9 V
Weld duration 5 s
Shielding gas (flow rate) Argon (16 L/min)
Electrode tip angle 30◦
2.3.2 Material Characteristics
For the present study stainless steel 304L material with two different sulfur content is
used for the static GTAW process. The AISI 304L (austenitic) stainless steel is selected
Table 2.2: Chemical Composition of Low sulfur AISI 304 stainless steel (composition in wt.%)
SS304L Cr Mn Si S Ni Fe
Low sulfur 17.2 2.24 0.45 0.0024 7.63 66.9
High sulfur 17.89 2.04 0.302 0.0036 7.6 68.3
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due to its wide range of applications and availability. Type 304 is a variation of the basic
18-8 grade, Type 302, with a higher chromium and lower carbon content. Lower carbon
minimizes the chromium carbide precipitation due to welding and its susceptibility to
inter granular corrosion [103].
Table 2.2 shows the results of EPMA, measured material composition of the two
different AISI 304L samples with different concentrations of sulfur. Type 304L is an extra
low carbon variation of Type 304 with a 0.03% maximum carbon content that eliminated
the carbide precipitation due to welding. As a result this alloy can be used in the “as-
welded” condition, even in severe corrosive conditions.
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Figure 2.8: Measured sulfur content in the AISI 304L low sulfur sample using EPMA
Figure 2.8 shows the sulfur content distribution at different locations of the low sulfur
sample measured using EPMA. The schematic shows the measurement points in the
sample and the arrow nearby indicate the measurement number counting starting from
the tail to the head. Four different locations were selected, two in the base material and
two in the weld region.
Table 2.3: Sulfur content in base metal and weld region for AISI 304L samples
Material Weld Base metal
AISI304L Low sulfur 0.00265 ± 0.002 % wt 0.00245 ± 0.002 % wt
AISI304L High sulfur 0.00374 ± 0.002 % wt 0.00397 ± 0.002 % wt
A simple statistical data analysis is carried out in order to understand the distribution
of sulfur concentration. Table 2.3 presents the mean and standard deviation of the sulfur
content measured both in the base material and the weld zone. A mean of 0.00265 % wt
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is obtained in the base material and 0.00245 % wt is obtained in the weld region for low
sulfur 304L stainless steel sample.
Figure 2.9 shows the sulfur content distribution at different locations of the high sulfur
content sample measured using EPMA. The schematic shows the corresponding locations
and the arrow indicate the direction of measurement. Two locations on the base material
and one location in the weld region is selected for the measurements.
1 2
3
Base metal
Weld
1 2 3 4 5 6 7
0,000
0,002
0,004
0,006 Base metal left
Basemetal right
Weld
Su
lfu
r c
on
ce
ntr
ati
on
 (%
 wt
)
Measurements
High sulfur sample
1
2
3
Figure 2.9: Measured sulfur content in the AISI 304L high sulfur sample using EPMA
Table 2.3 presents the mean and standard deviation of sulfur concentration in the base
material and also in the weld region. A mean value of 0.00374 % wt is measured in the
base material and 0.00397 % wt in the weld region.
The dimensions of the disc used are listed in the table 2.5 and the static gas tungsten
arc spot were made at the center of each disc.
2.3.3 Process parameter measurement
Figure 2.10 shows the current and voltage signal measured during the static GTA welding
process for current of 70 A and an arc height of 2.4 mm. During the arc initiation the
current reaches a maximum value of 79 A and and then lower to 70 A and oscillate about
a mean value of 70.7 A with noise measurements.
When the arc is switched on, the arc voltage increases and reaches a maximum value of
11.3 V and then gradually decreases and stabilizes with a mean value of 9.32 V. The arc is
initiated using lift arc method as discussed in section 2.3.1. The initial peak corresponds
to the arc initiation. The gradually increasing region thereafter corresponds to the lift
arc, for a short time period of 0.5 s. As the electrode moves up, the potential between
the electrodes increases and reaches a maximum value. There after the arc stabilizes and
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Figure 2.10: Measured process parameters for I= 70 A, Arc height= 2.4 mm
the potential decreases to a stable value with minor oscillations. From the voltage signal,
due to the absence of any major fluctuations, it is believed that the oscillation due to the
arc plasma on the weld pool is negligible. This means the weld pool top surface can be
assumed as fixed boundary in the numerical modeling. However the majority of the small
fluctuations occurring through out the signal are believed as noises originating from the
electronic circuits with minor components of pool oscillation.
2.3.4 Temperature measurement
Figure 2.11(a) shows the measured temperature evolution at five selected points on the
back surface of the welded sample. The points were located as one at the center back
surface on a 0.5 mm drilled hole and the other four are 4 mm and 8 mm away from the
center on each side as shown in schematic figure 2.11(b). But after the static welding on
the disc, the macrographic images of welded sample’s back surface revealed the relative
deviation of the center position of the sensors with respect to the heat source center
as shown in figure 2.11(c). The center of the heat source is altered by 0.3 mm. The
maximum temperature reached from the back surface measurement is 789◦C (1062 K)
at the thermocouple measurement position T1. The peak temperature occurs at time t
= 5.467 s. Cooling rates were calculated after 10 s and 20 s after the arc heating. The
temperature drops to 386◦C and to 189◦C at a rate of 88◦C/s and 41◦C/s after 10 and 20
s respectively. The maximum experimental temperature at measurement position T2 is
619◦C at a time step t = 5.63 s. The cooling rates calculated for T2 are 59◦C/s and 30◦C/s
respectively. Similarly the maximum experimental temperature for position T3 and the
corresponding cooling rates are 558◦C at t = 5.8 s and 49◦C/s and 26◦C/s respectively.
There are several uncertainties that have to be considered in the interpretation of
the thermocouple temperature measurements because of the high temperature gradients
present. The change in the geometrical position of the thermocouple will change the
measured temperature drastically. Furthermore, the thermocouple has some response
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Figure 2.11: (a) Temperature history at back surface points (b) Schematic of the welded sample
with pre-set sensor locations (c) Macrograph of the welded sample showing the deviation from
the pre-set sensor locations
time and the thermal capacity of the thermocouple itself will affect the measurement. In
addition to this, the drilled hole at the bottom surface in the disc for the placement of the
thermocouple affects the development of the thermal fields in the disc. All these matters
can have an impact on the near weld measurements. Whereas further away from the
weld, the response of the thermal signal is slower with comparatively smaller temperature
gradients. Consequently, the position of the thermocouple and its impact on the thermal
field is relatively less affected.
Table 2.4: Calculation of temperature at a radius 3.7 mm on the right side from the heat source
center; Temperatures in ◦C and temperature gradient in ◦C/mm and time in s.
time T1 T2 T3 dT13/dr Tnew Tnew-T2
1 145 67 51 23.5 65 2
2 383 232 187 49 216 16
3 563 378 314 62.25 351 27
4 683 494 424 64.75 462 32
5 763 583 514 62.25 551 32
The thermocouples T2 (3.7 mm from the heat source center) and T3 (4.3 mm from
the heat source center) are placed at equal distance (4 mm) from the thermocouple T1.
In order to verify the axial symmetry of the heat source and the system, these two ther-
mocouples (T2 and T3) have to be compared. For that a simple calculation based on
the measurement is used and presented in table 2.4. The spatial temperature gradient
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between the thermocouple T1 and T3 is calculated (dT13/dr) for each time step. And
used to find the temperature at a radius 3.7 mm on the right side by multiplying the
gradient with the distance (0.6 mm) and added to the temperature at T3. Then the
calculated temperature at 3.7 mm on the right side and the measured temperature at
3.7 mm on the left side is compared in last column of the table 2.4. This study shows
a maximum variation of 32◦C corresponds to 5% occurs at time steps 4 s and 5 s. This
variation of temperature at a radius 3.7 mm from the center of the heat source to each
opposite side can be explained by two factors. The first factor is the measurement error
that a thermocouple can make. Secondly, there exist another thermocouple at 0.3 mm
on the right side in between the calculated point and the heat source center. This ther-
mocouple is also positioned in a 0.5 mm drilled hole, this may be disturbing the diffusion
of heat in this direction resulted in less calculated temperature at 3.7 mm on the right
side (Tnew). By taking into these factors the measured temperature is much closer to the
calculated temperature at 3.7 mm (T2 and Tnew). From this we can conclude that the
heat distribution system is axi-symmetric. Figure 2.12(a) presents the peak temperature
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Figure 2.12: (a) Peak temperature profiles at different times (b) Schematic of the weldment with
sensor locations (c) Macrograph of the welded sample showing the HAZ
profiles from the sensor positions corresponding to six different time steps. Figure 2.12(b)
and 2.12(c) shows the corresponding sensor positions on schematic and from the macro-
graphic image respectively. The maximum temperature profile has a peak at the center
thermocouple position which is at 0.3 mm away from the heat source symmetry axis. The
results are plotted for 5 s heating with step of 1 s starting from 1 s and an additional time
taken where the center sensor location reaches maximum value. The back surface profiles
reaches a maximum value after the arc switch off at t = 5.4 s. However these are the pro-
files connecting the peak temperature at the sensor locations, but in actual case the peak
temperature may occur at the heat source center, which is 0.3 mm away from the center
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thermocouple. It is also interesting to see the variation of temperature gradient between
each sensor locations. A gradual increase from the initial time can be observed. At time t
= 1 s the temperature gradient between TC and TR1 is 93◦C, and is the maximum at this
time step. But in the final time step (t = 5.4 s), the temperature gradient is maximum
between TL1 and TL2 and is 348◦C. A marked variation in the microstructure occurs in
the heat affected zone as shown by the dotted green circle.
2.3.5 Weld pool size measurements
2.3.5.1 Image analysis for the transient weld pool width evolution
Figure 2.13 shows the raw images acquired from the high speed camera for the static
welding of SS304L low sulfur sample using the experimental setup as shown in figure
2.3(a). The welding conditions listed in table 2.1 are used. The first image at t=0.0005 s
shows the arc initiation and the next four images till t=0.4 s shows the transient arc region
because of the lift arc process which is explained in figure 2.7. The quantitative evolution
of the weld pool size can be extracted from these images using an image processing
algorithm as discussed later in this section.
Figure 2.13: Images extracted for a static GTA welding of SS304L Low sulfur sample
Figure 2.14 presents the high speed camera images using laser back lighting for a static
GTAW process for three different current setting. These images corresponds to the final
time just before the arc switch off. The images were captured using a 808 nm band pass
filter and the images are acquired at a frequency of 2000 frames/s.
Figure 2.15 shows the image analysis carried out on the raw data from the high speed
camera. The filtering on the image has been carried out using a 5 × 5 high pass filter.
The image grabbing and sampling process generates noise in the images. To reduce the
noise a Gaussian smoothing function is used and is expressed as eq. 2.1.
G(x, y, σim) =
1
2piσ2im
exp
[
− 12pi2 (x
2 + y2)
]
(2.1)
Where σim is Gaussian distribution parameter, and it’s value is selected as σim= 5.
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70A, 5 s 110A, 5 s 150A, 5 s
Figure 2.14: Images extracted for a static GTA welding of SS304L Low sulfur sample using laser
back lighting
Figure 2.15 presents the different steps used in the image processing algorithm. Figure
2.15(a) shows the raw image from the high speed camera for a current of 70 A and 2.4
mm arc length. The images were captured using the first high speed camera setup as
shown in figure. A band pass filter in the scope of 1000 nm was used for filtering the
high arc emissions. The field of view include the tip of the tungsten electrode at the top,
the plasma arc and the weld pool surface. The electrode reflection from the base metal is
also present at the bottom of the image. Figure 2.15(b) shows the image after Gaussian
filtering. The discretized 5 × 5 model of equation 2.1 is convolved with the raw image
results in Gaussian filtering. In order to reduce the noise level in the image a denoising
filter is used. Figure 2.15(c) shows the denoised image.
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Figure 2.15: a)Raw image (70 A) b)Image convolved by Gaussian model c) Denoised image
d)Line profile e) Enhancing along line A, B and C
In order to find the weld pool edges from the image a line profile is drawn across the
three images A, B and C. Figure 2.15(d) presents the intensities measured along each line
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Figure 2.16: Schematic Pseudocode for weld pool width
profiles. The line profile C which corresponds to the filtered and denoised image shows
clear indication of variation near the weld pool edge with a slope type edge. In order
to precisely extract the edges of the weld pool, finite difference enhancement of each line
profile has been done and plotted in figure 2.15(e). The left and right edges of the weld
pool corresponds to the minimum and maximum point, respectively. Now the edges can
be found out from these points.
Figure 2.16 shows the schematic pseudo code for the weld pool width calculation. An
algorithm developed to automatically identify these peaks from all the images from the
video file and plot the weld pool radius as a function of time. Figure 2.17 shows the
0 1 2 3 4 5
0
2
4
 
 
We
ld P
ool 
Wid
th (
mm
)
T i m e  ( S e c )
T r a n s i e n t  W e l d  P o o l  E v o l u t i o n
Figure 2.17: Weld pool width evolution measured for 70 A, 9 V
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transient weld pool width evolution determined using the above mentioned algorithm. A
rapid initial growth can be observed in this region till t = 0.5s. This is because of the
high amount of arc strike on the solid metal results in rapid melting of the thin layer
of solid. Later the arc get stabilized, the weld pool growth slows down and the gradual
development of the weld pool size can be observed. After melting the top layer of solid,
a small weld pool of certain radius will form there after the heating rate won’t produce
the same increment in weld pool radius.
2.3.5.2 Postmortem analysis of weld pool
Figure 2.18 shows the transverse section of a GTA weld after 5 s static heating with 70 A
current and an arc length of 2.4 mm. The macrograph shows the relatively shallow weld
pool with width 4.2 mm and depth 1.0 mm. This gives an aspect ratio (depth/width) of
0.238. The shape of the weld indicates that the weld pool experienced a radially outward
flow. At the bottom curvature of the weld pool near to the center line, indicated by
an arrow in the figure, shows a lack of symmetry about the axis of the electrode. This
indicate the unsteady flow field in the weld pool.
1 mm
4.2 mm
0.2 mm
70 A, 9 V, 5 s
(a) (b)
Figure 2.18: Transverse macrograph of the static GTA weld indicating the fusion zone size and
shape for AISI304L material with 26 ppm sulfur content (a) Top view (b) cross sectional view
In literature Zacharia [92] observed similar behavior in the weld pool for a current of
150 A and 14 V after 2 s on 90 ppm 304L stainless steel. They concluded this behav-
ior due to the presence of two strong opposing forces, namely, the electromagnetic and
surface tension gradient forces. But for the present case the welding current used is not
high enough to produce a significant force contribution from the electromagnetic effect.
However this discrepancy may be explained by the occurrence of high weld pool surface
temperature resulting in a negative ∂γ
∂T
over a small area nearer to the electrode symmetry
axis causing a reversal of flow. Apparently results in a low velocity flow near the sym-
metry axis and thereby comparatively less amount of heat transfer. It is inferred from
the above discussion that the discrepancy occurred in the smooth liquid-solid interface is
mainly because of the complex flow resulted from the variation of temperature coefficient
of surface tension with temperature.
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2.4 Experimental Campaign: Material and Energy
Influence
Table 2.5 shows the experimental test cases and the corresponding welding conditions
used. The experiments in table 2.5 were carried out several times to check the repeata-
bility.
Table 2.5: The investigated welding conditions
Material Experimental
test cases
Diameter
(mm)
Thickness
(mm)
Shielding
gas
Arc length
(mm)
Current Voltage
SS304L-LS
Test 1 80 4 Argon 2.4 150 11
Test 2 80 4 Argon 2.4 110 10.6
Test 3 80 4 Argon 2.4 70 9
SS304L-HS Test 4 40 4 Argon 2.4 70 9
2.4.1 Temperature evolution
This section presents the thermal measurements for different energy and material exper-
iments. Figure 2.19 presents the thermal cycles measured by the thermocouples for test
3 and test 4.
Table 2.6: Measurement Locations of the thermocouples from the bottom center (0,0)
TC1 TC2 TC3
radius (mm) 0 4 8
height (mm) 0.5 0.5 0.5
Table 2.6 presents the thermocouple positions used for the temperature cycle measure-
ments. For both cases the TC1 shows the maximum temperature as this thermocouple
location is more close to the weld heat source center. The maximum temperature reached
at the back side of the disc are 825 and 793 ◦C respectively for test 4 and test 3 at
thermocouple TC1. For the two test cases, the thermocouples giving close results for the
maximum temperature. A variation of 30 ◦C is observed for the TC1 measurements for the
two test cases. This variation in the measurement is linked with the uncertainties of their
locations. The close analysis of the heating rate for the two test cases is also presented in
figure 2.19 as the material composition of the two cases are different. The transfer of heat
from the weld pool to the base material are expected to be different due to the difference
the weld pool convection. The thermocouple TC1 and TC2 showing slight variation in
the heating rate. TC1 starts showing variation 0.5 s after the arc heating whereas for
TC2, this variation is observed 1.5 s after the arc heating. A discrepancy in the cooling
rate can be observed for the three thermocouple measurements, this constant deviation
is expected due to the variation in the diameter of the samples. The larger diameter of
the sample in test 3 conduct more heat and also the larger area for the boundary heat
transfer.
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Figure 2.19: Thermocouple measurements for test 3 and test 4
2.4.2 Transient weld pool development
All the static arc experiments were carried out to study the weld pool development. The
analysis of the bead on plate weld pool growth were done from the arc being struck to
complete the weld pool development (0-5 seconds). As mentioned in the previous section,
the recording speed of the high speed camera was 2000 frames per second.
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Figure 2.20: Transient weld pool development for the first three test cases as presented in table
2.5
Figure 2.20 shows the weld pool development for three first welding test cases as
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presented in table 2.5. Two different trends can be observed from these results for different
input energies. The first one is a rapid growing stage (within 1 s regime with in the
coordinate marked with red color in figure 2.20 for each case) and the second one is a
gradually developing stage (over 1 s - 5 s regime). A fewer points were unable to identify
during the arc initiation stage due to the high intensity arc lighting. For test 1, the initial
rapid development of the weld pool due to the direct arc melting on the top solid layer
is obtained as 3.53 mm/s (a linear gradient calculated at the end of 0.85 s). Similarly
for test 2 and test 3 gives 3.66 mm/s and 3.28 mm/s respectively at times 0.6 s and 0.38
s. Irrespective of the supplied arc power, a similar initial weld pool growth rate can be
observed for the three cases. The second region after the red point in figure 2.20 for the
three cases a gradual increase in the weld pool development can be observed for the rest
of the arc heating. The rate at which the weld pool development takes place is calculated
for the three cases and are 0.53 mm/s, 0.25 mm/s and 0.23 mm/s. These values implies
that the static arc heating time (time for the arc is ON) is an important parameter to
obtain a desired weld pool width. Also the gradient value is increasing with an increase
in input power.
2.4.3 Macrostructure of Static GTA Welds
Figure 2.21 shows the top view of the weld bead formed (a, c, e) and the cross section of
the spot weld cut through the bead center (b,d,f) for the three experimental test cases.
The top weld surface profile is highlighted in figures b, d, and f. From the top view images,
the fusion zone, heat affected zone and the base material can be distinguished each other
with clear variation surfaces. The observed weld pool size and shape are comparable with
the previous literature data [92]. The weld pool depth and width are also given in each
cross sectional view.
For 70 A case a nearly hemispherical weld pool shape (“V” shape) with a penetration
of 1 mm is obtained. The weld pool shape obtained for 110 A and 150 A case indicate
that there occurred a complex weld pool motion due to the different interacting forces.
In these two cases, the weld pool shape is “W”. These pool shapes observed here (“v” and
“w”) are well known and experimentally observed in literature [36, 48, 57, 92]. For all
the three test cases, the first common observation is their symmetry about the vertical
center line. This symmetry is obtained because of the heating is symmetrical and the flat
welding configuration resulted in a symmetrical gravitational effect. The average depth
to width ratio obtained for the three cases is 20%. This low value is expected due to the
low concentration of the sulfur content present in the AISI 304L stainless steel.
Additionally, it can be observed that test 1 and 2 are giving similar weld penetration
at the weld center line with an increase in the weld half width by 2 mm. The major
reason for this behavior is due to the complex Marangoni flow during the arc heating.
Detailed explanation is given in the next chapter. The highlighted weld top surface profiles
indicates that the weld bead height is negligible for all the three considered test cases.
From this experimental observation, the important assumption of flat surface boundary
condition can be utilized for the fluid flow numerical simulation.
Experimental results for the AISI 304L samples containing different sulfur content are
presented in figure 2.22. Figure 2.22(a) and (c) shows the macrostructure of weld pool
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Test 3
Test 2
Test 1
(a) (b)
(c) d)
(e) (f)
Width = 4.2 mm
Depth = 1.0 mm
Width = 7.0 mm
Depth = 1.5 mm
Width = 11.0 mm
Depth = 1.5 mm
Figure 2.21: Weld pool shape Top view (a, c, e) and corresponding cross section cut through the
bead center (b, d, f) for 70 A, 110 A and 150 A; heating for 5 s on AISI 304L samples; weld
bead top surface profile is highlighted in figures b, d, f
Table 2.7: Measured weld pool dimensions
Experimental
Test
Average
Power (kw)
Arc Dura-
tion (s)
Weld pool
depth (mm)
Weld pool half
width (mm)
Test 1 1.65 5 1.5 ± 0.1 5.4 ± 0.1
Test 2 1.16 5 1.5 ± 0.1 3.4 ± 0.1
Test 3 0.63 5 1.0 ± 0.2 2.0 ± 0.15
Test 4 0.63 5 1.4 ± 0.1 2.0 ± 0.1
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26 ppm Sulfur
(a) (b)
(d)
36 ppm Sulfur
(c)
AISI 304L (80 mm in dia., 4 mm thickness); 70 A, 5 s
Width = 4.2 mm
Depth = 1.0 mm
Width = 4.0 mm
Depth = 1.5 mm
Figure 2.22: Weld pool shape Top view (a, c) and corresponding cross sections (b, d) for low
sulfur and high sulfur sample for a current of I = 70 A and voltage of U = 9 V
top view for the two cases. The process parameters are 70 A current for 5 s with an arc
length of 2.4 mm. The top view of the weld bead macrostructure pattern for 26 ppm sulfur
content sample indicates that the weld pool experienced a radially outward flow. Where as
the top surface macrostructure of the high sulfur weld with 36 ppm sulfur content sample
shows indications of radially inward flow with a convex top surface profile. The surface
instabilities such as waves and ripples can be visible in both cases and comparatively high
in high sulfur sample near the weld pool periphery. Gas shear stress may be the reason
for this instabilities [104]. The cross sectional results as shown in Figure 2.22(b) and (d)
indicates the development of weld pool is essentially symmetrical about the axis of the
electrode.
The weld dimensions (weld pool width and depth) for the different input energy and
the different material investigated are presented in figure 2.23. From figure 2.21 and 2.23
it is clear that the weld pool width and penetration are increasing with increase in arc
energy input. As presented in table 2.7, an increase of 0.53 kW welding power (Test 3 to
Test 2) increases the weld pool width by 1.4 mm and depth of penetration by 0.5 mm.
The calculated linear gradient of width is 2.64 mm/kW and that of depth is 0.94 mm/kW.
Also these calculation for an energy increase of 0.49 kW (Test 2 to Test 1) gives linear
gradient of width as 4 mm/kW and a zero linear gradient in depth. These results show
that the increase in average arc power for the first case (Test 3 to Test 2) is 2.8 times
more effective on the weld pool width than the penetration. For the second case with
almost similar amount of increase in the welding power(Test 2 to Test 1) resulted in 1.36
mm/kW in the linear gradient of the width and no variation in the depth value. From
this analysis it can be conclude that the increase in the arc power is a parameter to get
a desired welding width for a static GTAW process of AISI 304L stainless steel material.
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Figure 2.23: Characteristics of the spot weld dimensions for different energy input and material
From figure 2.22 and 2.23, it is clear that the increase in the percentage of sulfur
content (26 ppm to 36 ppm) resulted in a 0.5 mm increase in penetration and 0.1 mm
decrease in weld pool half width.
2.5 Conclusion
From the experimental results, the following conclusions were made.
1. Effect of sulfur
The presence of sulfur in the stainless steel plays a major role in weld pool fluid
motion and as a consequence on the weld pool shape. EPMA has been carried
out to find the approximate concentration of sulfur content in the base material.
The sulfur content measured in the weld pool also revealed some useful information
regarding the motion in the molten metal. It is well known that at high temperature
the sulfur element move to the surface because of their systems are characterized
by very large negative enthalpy of segregation [90]. From the presented results it is
clear that the presence of sulfur content in the weld center is comparatively less than
the base material. And also in the case of high sulfur sample the presence of sulfur
in the center region is comparatively higher than the weld base material. From
these two observations, it can be concluded that the molten pool motion in the low
sulfur sample caused the accumulated surface sulfur to move towards the periphery.
In the case of high sulfur sample the inward motion leads to the accumulation of
sulfur towards the center.
2. Process parameter measurement
The instantaneous process parameters such as current and voltage were measured
during the static GTA welding process. It is observed that the voltage value, which
is a measure of the distance between tungsten electrode and base material shows
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very little fluctuations other than electronic noise. This indicates the absence of any
major weld pool oscillations. This fact means that the surface can be considered as
flat (fixed) as an assumption for the numerical simulation.
3. Temperature distribution results
The temperature distribution at the bottom surface of the welded disc has been
measured using the thermocouple arrangement. The close results observed for ther-
mocouples placed equally distant positions from the heat source center indicates
that the axi-symmetric assumption can be made use for the numerical simulation.
Also it is well known that the heat transfer in the weldment during welding process
can affect the microstructre of the material thereby the mechanical properties of the
material. It is visibly clear that the back surface measurement location’s marked
change in microstructure.
4. Weld pool size and final shape results
The transient weld pool evolution and the final shape are obtained from the post-
experimental data processing. This study reveals the unusual wavy weld pool bound-
ary observed during the static arc heating of low sulfur samples. One of the major
observations from the three currents analyzed such as 70 A, 110 A and the 150 A is
the formation of negligible convex surface at the top (crown) of the weld bead. This
gives the insight into the assumption of fixed surface simulations. The macrography,
knowledge of the sulfur content and the literature can help us analyzing the fluid
motion with in the weld pool. Moreover, the high growth rate of weld pool radius at
150 A can be attributed to the contribution of the arc drag force to the Marangoni
force (Arc drag force is probably negligible at 110 A and null for 70A).
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3.1 Introduction
In this chapter, the numerical model used for the simulation of static GTAW experiment
is detailed. The first part describes the simple heat conduction model for predicting the
temperature distribution in the static GTAW. The second model studies the evolution
of temperature and velocity fields during the static GTAW using a magneto-thermo-
hydrodynamic simulation. A transient two-dimensional weld pool model is proposed to
analyze the time dependent evolution of the weld pool under the static arc. The major
purpose of the numerical study is listed below:
• A first approach in heat conduction alone is interesting in order to:
– Try to define the global size of fluid and solid domain and thereby define
the pseudo-fluid domain with fine meshing for more complex simulations with
velocities and temperature using convection.
– Constant vs temperature dependent thermophysical properties.
• Pros and cons of using a Magneto-thermo-hydrodynamic simulation; e.g better un-
derstand the temperature distribution due to the molten metal flow.
• The influence of various driving forces in the weld pool and to identify the dominant
forces that govern the fluid flow.
• To quantify the weld pool geometry evolution with regards to welding energy, weld-
ing duration, amount of surface active elements etc.
Using this model, the effect of different parameters such as material properties, heat source
parameters, temperature dependent thermo physical properties, space discretization and
physical constants in the surface tension distribution on the temperature evolution, fluid
velocity distribution and the weld pool size are also investigated.
3.2 GTAW Heat Conduction Simulation
3.2.1 Assumption
Due to the geometry of the studied domain (disc) and according to our experimental
observation (see chapter 2) the physical problem can be reduced to an axisymmetric
64
Heat loss by convection
        and radiation
Symmetric Axis
r
z
Zero Flux
Top Surface
Bottom Surface
2D axisymmetric Domain
A B
C
Heat Flux
Heat loss by convection
        and radiation
Heat loss by convection
        and radiation
D
1
4
r = 40 mm
2
3
4 mm
Figure 3.1: Schematic of the geometrical parameters (not to scale) and boundary conditions
problem as defined in figure 3.1.
The major assumptions used for this simple heat conduction model are as follows:
• 2D Axisymmetric heat conduction model is assumed;
• Temperature dependent thermophysical properties are considered;
• Gaussian heat distribution is assumed for the welding arc;
• All the exterior boundaries were given convection and radiation boundary condition.
3.2.2 Governing equations
The numerical solution of the transient 2D axisymmetric heat diffusion equation gives
the thermal model of the problem. The thermophysical properties considered as temper-
ature dependent with a initial temperature Troom.The 2D axi-symmetric heat conduction
equation for the temperature field T (r, z, t) can be written as
ρCp(T )
∂T
∂t
= 1
r
∂
∂r
(
k(T )r∂T
∂r
)
+ ∂
∂z
(
k(T )∂T
∂z
)
in Ω(t) (3.1)
The associated boundary conditions are as follows with reference to figure 3.1:
Boundary AB:
− kn∂T
∂n
= Q(r, t)− h(T (r, z, t)− Ta)− σ(T (r, z, t)4 − T 4a ) on Γ1 (3.2)
Boundary BC and CD:
− kn∂T
∂n
= h(T (r, z, t)− Ta) + σ(T (r, z, t)4 − T 4a ) on Γ2 and Γ3 (3.3)
Boundary AD:
− kn∂T
∂n
= 0 on Γ4 (3.4)
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With Initial condition
T (t = 0) = Troom in Ω (3.5)
Where the surface heat flux is modeled as a Gaussian distribution as discussed in section
1.5.3.1 of chapter 1 and is summarizing here as follows:
Q(r, t) = UIη2pir2H
exp
(−r2
2r2H
)
(3.6)
The parameters used in equation 3.6 and the values used for the convective heat transfer
coefficient and the radiation emissivity constants are given in the table 3.1. The geomet-
rical parameters for the axi-symmetric computation domain is shown in figure 3.1. The
static arc heating time is set to 5 s and the total simulation duration is set to 7 s. The
temperature dependent thermophysical properties were used for the calculation and are
presented in the next section.
Table 3.1: Simulation parameters
Parameter Value
Welding voltage (U) 9 V
Welding Current (I) 70 A
Welding Process efficiency (η) [18] 68 %
Gaussian base radius (rH) [42] 1.5 mm
Convective heat transfer coefficient (h) [18] 15 W/m2K
Emissivity () [18] 0.8
Ambient temperature (Troom) 293.15
3.2.3 Thermophysical properties of AISI304L
It is obvious that accurate simulation of the welding operation can be achieved only
with the use of correct description of material properties. For welding a steel alloy, it
is necessary to reach its melting temperature that is around 1450◦C. So its material
properties must be known from ambient (25◦C) to its melting temperature and above
for the simulation of the molten metal. There are few data available over the melting
temperature for steel. Several numerical studies considered only constant thermophysical
properties such as the one presented in table 3.2 for AISI304L.
The transient heat transfer simulation of GTAW operation requires the knowledge of
the thermal conductivity, specific heat and mass density over the temperature range. Fur-
thermore any other phenomena such as phase transformation must be taken into account.
The latent heat of fusion is not negligible during the welding operation especially during
the solidification. Figure 3.2 shows the thermal conductivity as a function of temperature.
At room temperature, the thermal conductivity is low about 14 W/(mK) as expected for
an austenitic stainless steel. Then thermal conductivity increases steadily to 33 W/(mK)
at the melting point then this value drops to 26 W/(mK) within a 50 K range. This
narrow temperature window will affect the numerical simulation as small time steps are
required to capture accurately the heat transfer phenomena occurring during the 50 K
window (latent heat of fusion, material property values change drastically, etc.). Figure
3.3 shows the temperature dependent specific heat of stainless steel 304L material. The
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Table 3.2: Material Properties of AISI 304 stainless steel [18]
symbol Material Property value
ks Thermal Conductivity of Solid 26 W/mK
cps Specific heat of Solid 486 J/kgK
ρs Density of Solid 7500 kg/m3
Ts Solidus Temperature 1673 K
Tl Liquidus Temperature 1723 K
∆H Latent heat of fusion 2.47× 105 J/kg
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Figure 3.2: AISI 304L thermal conductivity as a function of temperature [105]
67
heat capacity of a substance is a measure of how well the substance stores heat. When heat
is supplied to material, it will necessarily cause an increase in the material’s temperature.
The relationship between heat Q, and a temperature change T1 to T2, can be expressed
0 5 0 0 1 0 0 0 1 5 0 0 2 0 0 0 2 5 0 0 3 0 0 04 5 0
5 0 0
5 5 0
6 0 0
6 5 0
7 0 0
7 5 0
8 0 0
8 5 0
Spe
cifi
c h
eat
 (J/
kgK
)
T e m p e r a t u r e  ( K )
 S p e c i f i c  h e a t
Figure 3.3: AISI 304L specific heat as a function of temperature [106]
in terms of the state variable enthalpy, H, which is defined as the sum of internal energy
plus the product of the pressure and volume. The specific heat rises from 480 J/(kg.K) at
the room temperature to 800 J/(kg.K) and then stabilizes over the melting temperature
to 820 J(kg.K). The specific heat and mass density act on the temperature dynamic of
the studied system and also on its capacity to store the heat inside the material whereas
the thermal conductivity measures the ability of the material to transfer/propagate the
heat faster or not.
Figure 3.4 shows mass density as a function of temperature.
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Figure 3.4: AISI 304L mass density as a function of temperature [106]
68
3.2.4 Finite element discretizations
The discretization of the two-dimensional axi-symmetric finite element domain for the
static GTAW of disc is shown in Figure 3.5. A six node triangular element is used for the
space discretization with the option of quadratic Lagrange interpolation. Further details
about the selected element may be found in [107]. High temperature and flux gradients
are anticipated in and around the fusion zone (FZ), therefore a relatively fine mesh is
used within a distance of 5 mm from the symmetry axis or the heat source center (disc
center). Away from this region, the element size increases with an element growth rate of
1.2. The anticipated high temperature gradient region was discretized with a minimum
mesh size of 150 µm. Which resulted in a mesh with 2741 number of elements and with
5628 degrees of freedom.
Figure 3.5: Finite element mesh for transient thermal conduction model
A sensitivity analysis is carried out by successive mesh refinement in order to find the
optimum mesh size that gives a stable temperature field. The analysis is mainly based on
the maximum temperature reached at r= 0 mm and z= 4 mm. The maximum time step
for this analysis is fix to 0.001 s. Figure 3.6 shows the results obtained from the sensitivity
analysis. From this study it is clear that the maximum temperature is stabilized for a
mesh size of 150 µm, further refinement in the mesh size results in a negligible variation
in the maximum temperature value. Also the computational time increases drastically
for mesh size less than 100 µm. A simulation with 100 µm is solved after 150 s while a
50 µm mesh takes 600 s. So the optimum mesh size is selected as 150 µm by considering
the stabilized maximum temperature and the optimum computational time.
The time discretization is performed with a Backward Differentiation Formula scheme
of 5th order (BDF 5) associated with adaptive time stepping algorithm which has a
constraint on the time step that can not exceed 0.001 s. The maximum time step was
set to 0.001 s. Heat conduction calculations were performed in matter of seconds on a
2.5GHz CPU speed and 4GB RAM memory computer.
3.2.5 Numerical results
Figure 3.7 shows the temperature field at the end of the arc heating (5 s) for a current
of 70 A and a arc height of 2.4 mm. This shows the classical heat wave characteristics
of an isotropic thermal conductivity material. This is the reason for the hemispherical
isothermal contour lines from the heat source. It can be noticed that the back surface of
the disc along the symmetry axis reaches a temperature of around 1100 K at the end of the
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Figure 3.6: Mesh sensitivity analysis based on maximum temperature and optimum computa-
tional time
arc heating while the top surface at the center showing a maximum temperature of 2136
K. So through the center of the disc a temperature gradient of 250 K/mm can be observed
for this case. Again if we consider the temperature at a radial distance of 5 mm from the
center, around 900 K this gives a gradient of around 250 K/mm along the radial direction.
From this analysis it can be concluded that, most of the heat is localized within a region
of 5 mm radius during the formation of the weld pool (arc heating on). The temperature
contours are also plotted for the solidus (1673 K) and liquidus temperature (1723 K).
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1723 1673
Figure 3.7: Surface and thermal contour plot for static GTAW of 5 seconds
Figure 3.8 shows the temperature field for six different times (0.5 s, 1 s, 2 s, 3 s, 4
s and 5 s) during the static arc heating for a region of radius 5 mm of the disc. The
maximum temperature is observed at top center of the disc as expected. The orange
color corresponds to the solidus temperature (1673 K).
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Figure 3.8: Temperature profiles at 6 different time steps during the welding process
Figure 3.9 shows the temperature evolution at eight different points in the computa-
tional domain. The locations where the temperatures are plotted is also schematically
represented on the solution domain at the end of the arc heating. The maximum tem-
perature attained at the end of the arc heating is 2136 K at the center of the disc (curve
1). The curves 1 to 4 indicate the temperature distribution inside the weld pool. Curve 1
exihibits the highest temperature evolution as it is recorded on top center surface where
the Gaussian heat flux is maximum. Temperature evolution at points 2 (r=0.5 mm), 3
(r=1 mm) and 4 (r=1.6 mm) admit lower values as the radius increases, heat flux dis-
tribution decreases. Curves 5, 6, 7, and 8 show the temperature distribution in the solid
material, first three are located at the bottom and the last one is at the top surface 10
mm away from the weld pool center. The maximum temperature of (1111 K) occurs for
the point at the bottom center point (point 5). A rise in temperature of 558 K and 246 K
were reached at the locations 6 and 7 respectively. As shown in figure 3.9 the last point
is 10 mm away from the weld center and the response at this point is low. After the arc
switch off at 5 s the temperature dropped quickly and the temperature after 2 second
at the center of the pool and the nearby points reach to 780 K, at a cooling rate of 677
K/s. It is important to identify the temperature distribution and the cooling rate in and
around the weld pool because it affects the final micro structure in the weld and the HAZ
regions.
Figure 3.10 presents the time dependent evolution of weld pool half width and the
weld pool depth. Due to the Gaussian distributed heat over the boundary gives a sudden
increase in the weld pool half width and depth around 1 s, thereafter a gradual increase.
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Figure 3.9: Transient temperature evolution at different locations
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Figure 3.10: Transient weld pool evolution
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3.2.6 Summary
The heat conduction model for the prediction of temperature during the welding process
is presented in this session. The simple thermal problem considered a surface welding arc
as a Gaussian distribution on the boundary. The weld pool shape and the temperature
fields were obtained using the model. The major conclusions from this study are listed
below.
• The heat conduction model is useful to get the approximate temperature distribution
with in the weld pool and the solid base metal.
• Heat conduction model is also useful to determine the enhanced thermal conductiv-
ity of the material.
• The approximate weld pool dimensions identified from thermal conduction is made
use for the definition of fine mesh region of the thermo convective problem which is
explained in the next section.
• Major lacks of Heat Conduction Models are listed below with comparison to the
literature
– Different shapes of the weld pool
The heat conduction model always predict the classical hemispherical weld
pool shape. But in many real cases the weld pool shape are far different in
behavior as shown in Figure 3.11.
(a) Classical hemispherical weld pool[108] (b) GTA welding of mild steel Material[57]
Figure 3.11: Non-Classical weld Pools
– Effect of minor alloying elements
The addition of minor alloying elements such as sulfur, selenium, telurium etc...
in steel can result in a very different weld shape as shown in Figure 3.12(a) and
3.12(b). Because these elements in group VI of the periodic table are ’surface
active’ in iron based alloys and can have a dramatic effect on liquid surface
tension even when present in low concentrations. When in solution, these
elements have the propensity to go to the weld pool boundary where they are
responsible for a significant lowering of the surface tension. This effect of minor
alloying element cannot be explained ignoring convection [90–92].
From the literature it is clear that the weld pool shape is driven by the convective phe-
nomena within the molten metal. Therefore it is compulsory to take into account the
fluid phase by solving Navier-Stokes equations as well as energy equation.
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(a) GTA welding of Low Sulfur stainless steel
[57]
(b) GTA welding of High Sulfur stainless steel
[57]
Figure 3.12: Effect of minor alloying elements: Important influence on weld pool shape
3.3 Magneto-Thermo-Hydrodynamic Model
Figure 3.13 shows the schematic of the physics involved in GTAW process. By applying
an electrical potential difference between the cathode (tungsten electrode) and the anode
(workpiece), an electric arc can be established between the two poles. This electric arc is
the energy source in the process. The amount of heat that is absorbed by the workpiece is
high enough to melt it and develop a molten metal pool. This pool will grow until the heat
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Figure 3.13: Left half shows the schematic representation of various physical phenomena occur-
ring in GTAW Process and right half shows the axi-symmetric computational domain
gained by the workpiece equals the heat loss by conduction, convection, radiation and va-
porization. Flows in the pool are driven by a combination of forces mentioned (Buoyancy,
Marangoni, Lorentz and arc drag forces) in the first chapter and shown schematically in
Figure 3.13. From the previous studies, for low welding currents (less than 200 A), the
arc pressure acting normally on the weld pool is negligible [109] and is not taken into
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account in the present study and that leads to a flat weld pool surface. Therefore, the
forces in the weld pool are the Buoyancy, Marangoni, Lorentz and the arc drag forces.
Figure 3.14 shows the considered physical coupling and the corresponding coupling
variables between different physics.
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Simulation
Electromagnetic
    Simulation
  Hydro-dynamic
     Simulation
  Material 
Properties
HJ
F L
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Bi-directional coupling
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Figure 3.14: Simulation Approach used for the present study
Where
• u - Flow velocity
• T - Temperature
• FL - Lorentz force
• k - Thermal conductivity
• cp - Specific heat
• η - Dynamic viscosity
• γ - Surface tension
• ke - Electric conductivity
• HJ - Joule heating
The mathematical model used in this study is presented here.
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3.3.1 Assumption
The general model presented in chapter 1 can be simplified according to the following
assumptions:
• Static TIG welding is carried out so a 2D axi-symmetric model is assumed (Exper-
imentally verified from the temperature measurements see chapter 2).
• Molten metal flow is Newtonian and incompressible, in view of the relatively small
size of the weld pools expected [63, 110].
• Liquid metal flow in the weld pool is considered as laminar, since this assumption
permit to get quite good results with reduced computing times [111].
• A spatially distributed heat flux and current density falling on the surface are Gaus-
sian in characteristics.
• The latent heat of fusion is taken into account by equivalent heat capacity formu-
lation see section 1.5.3.2 of chapter 1.
• The surface tension gradient is dependent on both temperature and sulfur content
of the alloy using the Sahoo et al. relationship [94].
• The weld pool surface is considered as fixed (experimentally observed for the welding
currents 70A-150A)
The driving forces considered for the fluid flow in the current model are as follows:
• Electromagnetic force arising from the interaction of divergent current and its own
magnetic field;
• The buoyancy force due to variation of density is taken into account using the
Boussinesq approximation;
• The surface tension force due to temperature gradient (Marangoni effect);
• The shear stress on the surface of the weld pool by the gas flow.
The model presented takes into account the Joule heating into the workpiece and the
melting/solidification phenomenon into the weld pool. The mechanisms that govern the
heat loss from the free surface of the workpiece such as radiation and convection are also
taken into account. It has been reported that the vaporization in GTAW of stainless steel
does not play a critical role in determining the temperature of the weld pool surface [112].
So the vaporization phenomena is not taken into account for the present modeling.
Figure 3.15 shows the computational domain for analyzing the electrical potential,
molten pool convection and heat transfer, which has a dimension of 40 mm(r) × 4 mm(z).
The geometry is divided into two subdomains (Ω1 and Ω2). This partition is done to
minimize the computational time. In subdomain Ω1 (i.e. BCDEF), solves the electrical
potential and temperature field with a relatively coarse mesh. On the other hand, in
subdomain Ω2 (i.e. ABF), solves electrical potential, temperature and velocity fields with
a very fine mesh. Also, the top boundary of the subdomain Ω2 (AB) has to be refined
further to accurately approximate the results due to the presence of high temperature
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Figure 3.15: Schematic of the geometrical parameters (not to scale)
and velocity gradients. The subdomain Ω2, where the weld pool is expected to generate,
is named as pseudo-fluid domain. The size of the pseudo-fluid domain is different for
different input energy. For each simulation with different energy the pseudo-fluid domain
is defined using the approximate weld pool dimensions obtained from heat conduction
simulation and also using the analysis of weld macrograph.
3.3.2 Governing equations
By considering the above assumptions, the governing equations in 2D axi-symmetry are
summarized below:
The mass-continuity equation is
∂u
∂r
+ u
r
+ ∂w
∂z
= 0 (3.7)
The radial-momentum conservation equation is
∂u
∂t
+ u∂u
∂r
+ w∂u
∂z
= −1
ρ
∂P
∂r
+ ν
[
∂2u
∂r2
+ 1
r
∂u
∂r
− u
r2
+ ∂
2u
∂z2
]
− 1
ρ
(JzBθ)− 1
ρ
Ku (3.8)
The axial-momentum conservation equation is
∂w
∂t
+ u∂w
∂r
+ w∂w
∂z
= −1
ρ
∂P
∂z
+ ν
[
∂2w
∂r2
+ 1
r
∂w
∂r
+ ∂
2w
∂z2
]
− 1
ρ
(JrBθ)− 1
ρ
Kw + gβ(T − Tr)
(3.9)
The energy-conservation equation is
ρCeqp
[
∂T
∂t
+ u∂T
∂r
+ w∂T
∂z
]
= 1
r
∂
∂r
(
k(T )r∂T
∂r
)
+ ∂
∂z
(
k(T )∂T
∂z
)
+Qjoule (3.10)
In momentum conservation equations 3.8 and 3.9, u and w are the radial and axial velocity
components in the weld pool. The source terms include Lorentz force term and the drag
term due to the mushy zone for radial momentum equation. In case of axial momentum
there exists an additional buoyancy force term. The drag term serves to simulate the
reduction of velocity in the mushy zone.
In the energy conservation equation 3.10, T is temperature, Ceqp = Cp + ∆Hf dfLdT is
an equivalent specific heat which takes into account the latent heat of fusion ∆Hf , fL is
the liquid fraction and Qjoule is the volumetric heat generation due to joule effect. The
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joule effect is expressed using the well known relationship ~Qjoule = ~j · ~E and it has been
reported in literature that this heating effect is negligible in the weld pool [18].
Using cylindrical co-ordinate system the current continuity equation, equation 1.15 in
chapter 1, is written as
∇2φ = 1
r
∂
∂r
(
rσ
∂φ
∂r
)
+ ∂
∂z
(
σ
∂φ
∂z
)
= 0 (3.11)
The current density is calculated from Ohm’s law
jr = −σe∂φ
∂r
(3.12)
jz = −σe∂φ
∂z
(3.13)
while the self-induced azimuthal magnetic field is then obtained from
Bθ =
µ0
r
r∫
0
jzr∂r (3.14)
Where σe is electrical conductivity, φ is the electrical potential, jr and jz are radial and
axial current density respectively, Bθ is the self induced magnetic field intensity and
µ0 = 4pi × 10−7H/m the permeability of vacuum. The integration constant is assumed
zero. The Lorentz force, J×B, is then given by:
(J×B)r = −JzBθ (3.15)
(J×B)z = −JrBθ (3.16)
3.3.3 Boundary conditions
Figure 3.15 shows the computational domain used for the numerical study. The geometry
includes two sub-domains such as a solid domain (BCDEF) and a fluid domain (ABF).
The different boundary conditions are discussed below.
1. Momentum Boundary Conditions:
A flat top surface (AB) is assumed for the weld pool region in the present study. So
the continuity of shear stress is assumed at the free surface. The fluid flow boundary
condition for top surface AB is
− µ∂u
∂z
= τa + fL
dγ
dT
∂T
∂s
(3.17)
Where u and w are the velocity components along r and z directions, respectively,
and ∂γ/∂T is the temperature coefficient of surface tension. From the above equa-
tion, velocity u is determined from the Marangoni effect. The w velocity is equal
to zero since there is no outward flow at the pool top surface. τa is the additional
plasma drag shear stress detailed in section 1.5.3.8. The temperature-dependent
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surface tension is obtained from a semi-empirical relationship given by Sahoo et al.
[94].
dγ
dT
= −Aγ −RgΓsln(1 +Kas)− Kas1 +Kas
Γs∆H0
T
K(T ) = k1exp
(
−∆H0
RgT
) (3.18)
Where as is the sulfur content of the workpiece material, Aγ is a constant, Γs is the
surface excess at saturation, Rg is gas constant, k1 is the entropy factor and ∆H0 is
standard heat of adsorption, which is estimated from an empirical function of the
difference in electronegativity between the solute and solvant atoms. More details
given in section 1.5.3.7.
2. Thermal Energy Boundary Conditions
The axi-symmetric surface heat input from the arc was modeled as a fixed Gaussian
density function [83]
qn(r) =
dQ
pir2H
exp
(−d r2
r2H
)
(3.19)
Where Q is the actual heat input directly from the arc to the workpiece, it can be
written as Q = U I η. Where d is the heat power distribution factor. Also rH is
the base radius of the Gaussian heat distribution. The Gaussian heat distribution
parameters are the main factor to adjust the heat input distribution on the free
surface of the weld pool. The heat distribution factor d = 0.5 (for GTAW [18]),
the efficiency η=0.68 [18] and the base radius rH used for the different currents are
listed in table 3.7.
Additionally, convection (qconv) and radiation (qrad) are applied on the free surface.
Therefore, the heat input on the free surface is expressed as:
− k∂T
∂n
= dQ
pir2H
exp
(−d r2
r2H
)
− hc(T − T0)− σ(T 4 − T 40 ) (3.20)
Where, h is the convective heat transfer coefficient,  is the emissivity, σ Stefan-
Boltzmann constant (5.67× 10−8W/m2K4) and T0 the ambient temperature.
The convection radiation boundary condition is applied on the side (CD) and bottom
(DE) boundaries as follows:
− k∂T
∂n
= −hc(T − T0)− σ(T 4 − T 40 ) (3.21)
And a zero flux transfer is considered across the symmetric boundary (AF and FE)
∂T
∂n
= 0 (3.22)
3. Electric Potential Boundary Conditions
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On the top surface
jn(r) = −σe∂φ
∂n
= gcc · I
pir2J
exp
(−gcc · r2
r2J
)
(3.23)
Where jn(r) is the current density. gcc is Gaussian current coefficient, σe is the
electrical conductivity of the material, rH is Gaussian current parameter and I is
current (A). The Gaussian distribution is varied as a function of Gaussian current
coefficient and Gaussian current parameter. In literature, the Gaussian current
coefficient, which is a important factor for the current distribution on the weld pool
surface, is selected as 0.5 [113] and 3 [65]. In the present work, Gaussian current
coefficient is explicitly selected as 0.5 for Lorentz force calculation. The bottom
boundary is electrically ground and hence the current density in this boundary is
zero.
Table 3.3: Boundary Conditions
Boundary u w T φ
AB τ = τst + τgas 0 −k ∂T∂n = qn(r)− qconv − qrad −σ ∂φ∂n = Jn(r)
BC 0 0 −k ∂T
∂n
= qn(r)− qconv − qrad −σ ∂φ∂n = Jn(r)
DE 0 0 −k ∂T
∂z
= −qconv − qrad ∂φ∂z = 0
CD 0 0 −k ∂T
∂r
= −qconv − qrad ∂φ∂r = 0
AF 0 ∂w
∂r
= 0 ∂T
∂r
= 0 ∂φ
∂r
= 0
EF 0 0 ∂T
∂r
= 0 ∂φ
∂r
= 0
3.3.4 Material Properties
Table 3.4 shows the thermal and physical properties of AISI-304L stainless steel material
for the weld pool calculations performed in this study and are obtained from Traidia [18].
The sulfur content which plays a major role in weld pool shape formation [88] is taken into
account for the weld pool fluid flow study. The sulfur content value (0.0026± 0.002%wt)
used for the model was identified using Electron probe micro analysis (EPMA) technique
as mentioned in the previous chapter. The standard heat of adsorption, the empirical
constant value used in the temperature dependent surface tension gradient was taken
from Zacharia et. al.[91].
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Table 3.4: Material Properties of AISI 304 stainless steel [18, 114]
symbol Material Property value
Physical properties
as Activity of sulfur 0.0026 wt%
Aγ Constant in surface tension gradient 3× 10−4 Nm−1K−1
Rg Gas constant 8314.3 Jkg−1mol−1K−1
∆H0 Standard heat of adsorption −1.88× 108 Jkg−1mol−1
Γs Surface excess at saturation 1.3× 10−8 Jkg−1mol−1m−2
γm Surface tension of pure metal 1.943 Nm−1
ρs Density of Solid 7500 kg/m3
ρl Density of Liquid 6350 kg/m3
µ Dynamic Viscosity 2.5× 10−3 kgm−1s−1
β0 Volumetric expansion coefficient 1× 10−4 K−1
Thermal properties
ks Thermal Conductivity of Solid 26 W/mK
kl Thermal Conductivity of Liquid 20 W/mK
cps Specific heat of Solid 486 J/kgK
cpl Specific heat of Liquid 650 J/kgK
∆H Latent heat of fusion 2.47× 105 J/kg
Ts Solidus Temperature 1673 K
Tl Liquidus Temperature 1723 K
h Convective heat transfer coefficient 15 W/m2K
 Emissivity 0.8[95]
Electrical properties
Ke Electrical conductivity 7.7× 105
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3.3.5 Simulation approach and Settings
Comsol Multiphysics® was used to solve the coupled multiphysics equations. The di-
rect solver UMFPACK was used for solving the matrix system. Backward Differentiation
Formula (BDF) has been used for the time integration. As illustrated in figure 3.14 the
electric potential equation is solved solely in order to compute Lorentz force and Joule
heating as it is assumed that the welding intensity do not vary during the welding oper-
ation. The computed Lorentz force and the Joule heating are then reused in the coupled
heat transfer-fluid flow problem. Finally the computed solution gives the electromagnetic,
velocity and temperature fields in the domain.
3.3.5.1 Space discretization
Figure 3.16: Meshed computational domain and zoomed pseudo-fluid domain with fine meshing
Figure 3.16 shows the meshed geometry used for the computation. The mesh size used
Table 3.5: Meshing parameters
Domain/Boundary Maximum mesh size (µm)
Subdomain Ω1 (BCDEF) 1000
Pseudo-fluid domain Ω2 (ABF) 100
Top boundary (AB) 50
Symmetry axis (AF) 100
Other boundaries 1000
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are different for the two subdomains as discussed in the previous section. The subdomain
Ω1 has a coarse mesh and the subdomain Ω2 has a very fine mesh. The zoomed projection
shows the very finer grid spacing in the pseudo-fluid domain (100 µm) and a spacing of
50 µm is used on the top boundary where the high gradient of temperature and velocity
occurs. Table 3.5 gives the mesh parameters used for the simulation.
3.3.6 Weld Pool Results and Analysis
This section presents a general behavior of the simulation results for a 70 A case with
particular attention given on the temperature and velocity field associated with weld
pool and the weld pool dimensions. The welding parameters used for the numerical
calculation are presented in table 3.6. All the simulations in this section are using the
parameters as shown in table 3.6 with temperature dependent thermophysical properties
and temperature coefficient of surface tension is varying with temperature unless otherwise
stated.
Table 3.6: Simulation parameters
Parameters Value
Welding Current, I (A) 70
Welding voltage, U (V) 9
Welding duration (s) 5
Pseudo-fluid domain width (mm) 2
Pseudo-fluid domain depth (mm) 1.2
Gaussian current coefficient (gcc) 0.5
Gaussian current distribution parameter, rJ (mm) 1.5
Gaussian heat distribution parameter, rH (mm) 1.5
Power distribution factor, d 0.5
Efficiency, η 0.68
Maximum arc shear (Pa) 10
Arc drag force distribution (mm) 2
Simulation duration (s) 7
Time step (s) 0.05
Ambient temperature (K) 293
Convective heat transfer coefficient, h (W/m2K) 15
3.3.6.1 Temperature evolution
Figure 3.17 shows the simulation results for a region of 8 mm diameter from the symmetry
axis at six different time steps, these results show the temperature distribution in and
around the weld pool region. The solidus temperature is also shown in each figure to
identify the weld pool. Maximum temperature reached at each of this time steps is also
indicated. Most of the heat from the arc is located near the weld pool region, indicated as
yellow color in figure that represents temperature above 1500 K. The temperature reached
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above the melting temperature appears at times around 0.6 s, and this initiates the
formation of the weld pool from the center as shown in the first figure at t=0.6 s. Figure
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Figure 3.17: Temperature distribution, weld pool development and maximum temperature at
different time steps during the arc heating.
3.18 shows the radial temperature distribution on the weld pool top surface at different
times. This figure shows the shift in the peak temperature location from the center of the
weld pool. At 1 s, the maximum temperature occurred at the weld pool center. At the end
TCT
Tsol
Tliq
1s
2s
3s
4s
5s
Figure 3.18: Temperature distribution on the weld pool surface at different time steps.
of the arc heating (5 s) the peak temperature location is shifted to 0.54 mm away from the
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center. This peak temperature location shift in the weld pool surface is due to the variation
of the surface tension coefficient with the temperature and the accompanying convective
heat transfer. The weld pool surface reaches a critical temperature (where the temperature
coefficient of surface tension change sign and which results in change in direction of the
Marangoni force and the corresponding fluid flow see section 1.5.3.7 of chapter 1) at
TCT=2095 K. For the four cases (2s, 3s, 4s, 5s), where the temperature reaches the TCT , a
common trend in the surface temperature distribution can be observed. The first region
near to the disc top center, the temperature gradually increases from the center and
reaches a peak temperature. In the second region, a sudden drop in temperature with
steep slope is observed. In the third region, a gradually decreasing slope is observed.
The rise of temperature in the first zone is probably due to the positive radial velocity
distribution in this region as shown in figure 3.22. Due to the surface tension effect, the
fluid motion is outward (from the center to the weld pool edge) transferring the heat away
from the center. At TCT , the surface tension coefficient changes, and the fluid motion is
inward (from the weld pool edge to the center). These two opposed flows occur where
T=TCT is reached. This movement of fluid from the center to radially outward direction
transferred the heat from the center in the flow direction and would resulted in an increase
in temperature. The sudden drop of temperature in the second region can be explained
using the occurrence of maximum resultant velocity at this region causing an increase in
the liquid convection, and this inward flow of molten metal would transport heat more
rapidly into the weld pool. In the third region the direction of flow is inward, these heat
and mass flows from the comparatively low temperature boundary to the center direction
resulted in the slowing down of the cooling rate. Figure 3.19 shows the temperature
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Figure 3.19: Temperature history at different locations of weld pool and the solid metal, which
is indicated on the computational solution domain at the end of arc heating.
history of eight selected points from the computational domain. The first four points are
on the weld pool and the rest on the solid metal boundary. All the four points on the
surface of the weld pool show sudden increase in the first second due to the application
of the welding arc. Point 1 at the center of the weld pool reaches its final temperature
after 1.5 s. As discussed in the previous paragraph, due to the molten metal circulation,
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the point 2 which is 0.5 mm away from the center shows a rise in temperature as the arc
heating progresses and at time t=3 s, the temperature at this point is slightly greater
than the center point. The sudden decay takes place once the arc switched off at t=5 s.
The curves 5 to 8 in figure 3.19 shows the temperature of four points on the solid metal.
Points 5,6 and 7 for back surface and 8 on the top surface. The maximum temperature
observed at the bottom center of the pool is 1070 K.
3.3.6.2 Velocity field
Figure 3.20 shows fluid flow velocity within a region 1 mm × 2 mm in the pseudo-fluid
domain at the end of the arc heating. The arrows are proportional with a scale factor
of 0.6. The isotherms for solidus (1673 K) and liquidus (1723 K) temperature are also
1 2 3
1- Liquid     2- Liquid+solid    3- Solid
1723 1673
V1 V2
Figure 3.20: Velocity distribution in weld pool
plotted. In region 1, the temperature is above liquidus temperature and the material is in
the liquid state. The region 2, where the temperature is in between solidus and liquidus
temperature is known as mushy zone. In this region both solid and liquid states coexist.
The region 3, where the temperature is below the solidus temperature, the material is
in the solid state. The maximum temperature and absolute velocity at the end of the
static arc heating are 2099.25 K and 36.07 cm/s respectively. Two vortex (V1 and V2) are
formed in the weld pool due to the complex convection phenomena. V1 is from the bottom
to the surface near the symmetrical axis with a relatively weak velocity distribution. And
V2 is from the edge of the weld pool towards the center with a high velocity distribution.
This flow occurs because of the high temperature gradient across the fluid surface, which
generates a stronger surface tension driven flow. The forces opposing to this flow are the
arc drag force and buoyancy force. For low current welding the effect of Lorentz force and
arc drag force are low. The maximum velocity is occurred at the fluid top boundary at a
radius of 1.24 mm from the symmetry axis.
Figure 3.21 shows the evolution of the velocity field at different step time within a 2
mm wide and 1.2 mm deep region of the fluid domain. At time t=0.8 s the maximum
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Figure 3.21: Velocity distribution, weld pool development and maximum velocity at different time
steps during the arc heating.
fluid flow is 4.89 cm/s. After 0.2 s the maximum velocity becomes three times higher
(i.e. 15.73 cm/s) with same direction of flow. After 2 s two vortex are formed due to the
Figure 3.22: Radial velocity distribution at the top surface of the weld pool at different time steps
during the arc heating.
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change in the surface tension because of the thermal gradient on the weld pool surface.
As a result of this change in flow direction, there is a geometrical effect in the weld pool
formation. The maximum depth region in the weld pool get shifted to the weld edge
direction. The profiles at t=2 s and t=3 s show the flattening of the curved bottom area.
At t=4 s and t=5 s, the liquid-solid boundary gets more flattened and start shift towards
a maximum depth point. This is occurring because of the downward flow during liquid
convection with high velocity that causes the shift in concentration of heat flow due to
the complicated Marangoni flow.
Figure 3.22 shows the radial velocity distribution at the top surface of the weld pool for
different time steps during the arc heating. At 1 s the negative value of the surface velocity
means that the flow is inward (from the edge to the center) because the temperature
surface tension coefficient is positive. In the later times a reverse of fluid flow direction
occurs when the surface temperature reaches the critical temperature (TCT ). This critical
temperature corresponds to the temperature at which the temperature dependent surface
tension changes sign. A sharp peak is observed for the last three curves, respectively for
3s, 4s and 5s, it would be interesting to investigate this behavior with a finer mesh on the
top weld pool boundary.
3.3.6.3 Weld pool evolution
Figure 3.23 shows the weld pool evolution during the static GTAW process for different
time steps. The size of the weld pool is identified using the solidus isotherm (1673 K).
The weld pool formation starts 0.5 s after the arc sparking. For the first two cases (0.6 s
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Figure 3.23: Transient weld pool evolution and the temperature distribution.
and 1 s) the weld pool was similar to the classical hemispherical shape, then as mentioned
earlier, the critical temperature is reached for the surface tension and a counterclockwise
flow appears and the weld pool shape starts to be deformed and tends to a shallow weld
pool. The weld pool width seems to grow faster than the depth. At the end of arc heating
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(5 s) the weld pool width and depth are 1.85 mm and 0.86 mm respectively. That gives
a aspect ratio (depth to width) of 0.46. Figure 3.23 shows the temperature distribution
in the pseudo-fluid domain with lower limit of solidus temperature during the 5 s static
arc heating. This temperature distribution indicates the domination of convection over
conduction in the weld pool heat distribution. The “hot zone” transports the heat in to
the depth of the weld pool due to the encounter of the clockwise and anticlockwise flows
under the radius where the critical temperature is reached.
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Figure 3.24: Evolution of weld pool dimensions.
Figure 3.24 shows the evolution of the weld pool width and radius with time. The
weld pool starts around t=0.5 s and quickly grows to 1 mm at t=1 s while the depth is
about 0.2 mm. The growth of the weld pool is important within t=0.5 s and t=1 s. At
t=5 s, the width (actually half width) is about 1.85 mm for a depth of 0.86 mm as said
previously. It can be seen from the evolution of this curves that the steady state is not
yet reached. The growth of the weld pool after t=1 s seems to be linear (till 5 s) with a
rate of 0.21 mm/s for the width and 0.16 mm/s for the depth.
3.3.7 Study on the effect of welding energy
Three cases are considered for the influence of the welding energy on the weld pool gen-
eration. Table 3.7 presents the simulation parameters for the three cases.
Figure 3.25 shows the temperature and velocity distribution at the end of a 5 s arc
for the different welding energy considered with currents 70 A, 110 A and 150 A. The
solution shows velocity distribution on the right side and six isothermal contours starting
from the solidus temperature (1673 K). The maximum observed velocity and temperature
is also presented. First of all, a clear indication of the effect of energy can be identified
from the volume of melted material. As the energy increases the amount of metal melted
is also increased. The fusion zone boundary evolved for the three cases are different. The
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Table 3.7: Parameters
Parameters Case 1 Case 2 Case 3
Welding Current, I (A) 70 110 150
Welding voltage, U (V) 9 10.6 11
Welding duration, (s) 5 5 5
Welding Energy, (s) 2142 3740 7140
Pseudo-fluid domain width (mm) 2 3.4 4.2
Pseudo-fluid domain depth (mm) 1.2 2 2.5
Current density distribution parameter, rJ (mm) 1.5 1.8 2.1
Gaussian current coefficient 0.5 0.5 0.5
Heat distribution parameter, rH (mm) 1.5 1.8 2.1
Power distribution factor, d 0.5 0.5 0.5
Efficiency, η 0.68 0.68 0.68
Maximum arc shear (Pa) 10 40 65
Arc drag force distribution (mm) 2 2 2
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Figure 3.25: Temperature and Velocity distribution. The welding conditions are presented in
table 3.7
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fusion front development is clearly affected by the weld pool convection. The dynamic
effect of the weld pool are responsible for the final pool dimensions. As seen from the 70
A weld pool velocity distribution, the 110 A and 150 A cases also showing two vortices.
The velocity field at the top surface of the weld pool plays an important role for the heat
transfer inside the molten pool. So it is interesting to see the top surface velocity profile
for the three cases.
Figure 3.26 shows the top weld pool surface radial velocity distribution at the end
of arc heating for the three cases. Here two regions, one with positive and other with
negative velocity fields can be observed. For 70 A case, as discussed earlier, the radial
velocity is predominantly negative with a maximum value of 36 cm/s. On the contrary,
for 110 A and 150 A the velocity become predominantly positive with maximum values
of 51 cm/s and 97 cm/s respectively. The positive maximum radial velocity at the top
surface of the weld pool, transfer the most of the heat with the molten pool in the radial
direction and is responsible for the larger width compared to the 70 A case. Due to the
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Figure 3.26: Radial velocity distribution at the end of arc heating (5 s)for the three studied
energy. The welding conditions are presented in table 3.7
two recirculation loops present in the weld pool for the above three cases, a wavy fusion
boundary formed. The shallow upper loop formed generated due to the high velocity
driven flow by Marangoni force and arc drag force. The deeper second loop is generated
as a result of Marangoni flow and Lorentz flow (in the case of 110 A and 150 A).
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3.3.7.1 Comparison with literature
It could be interesting to recall some of the earlier work in order to provide a realistic
perspective regarding the calculated results. We did not carry out a one to one matching
with others work instead we found some previous works that matches closely with the
presently studied cases. Also we compared quantitatively the most important observations
of the study such as maximum velocity.
Lee et. al. [95]
Lee et. al. [95] analyzed the weld pool convection caused by the stationary GTA welding
arc by considering the electromagnetic force, surface tension force and the arc shear stress.
The heat source boundary conditions were found out using a electric arc model. They
Table 3.8: Comparison between the major parameters used by Lee et al. for 150 A case for 2 s
and 3 s
Parameters Lee et al. Our model
Heat source parameters Arc model Gaussian assumption
Arc length (mm) 2 2.4
Electrode bevel angle 30◦ 30◦
Current density Arc model Gaussian distribution
Arc shear stress Arc model Same as Lee et al.
Surface tension gradient Sahoo et al. [94] Sahoo et al. [94]
Weld pool surface Free Fixed
carried out calculations on type 304L stainless steel sample which has a 30 ppm sulfur
content with a welding current of 150 A, arc length of 2 mm and electrode bevel angle of
30◦. A comparison between the parameters used in Lee et al. configuration is presented
in table 3.8.
Figure 3.27 shows the comparison between our model and the Lee et al. model for
the weld pool formed after 2 s and 3 s of arc heating. The predicted weld pool shape
and the size are in good agreement with the Lee et al. calculations. Moreover, the small
discrepancies in the prediction of weld pool width are probably arose from the differences
in the boundary conditions and the small variations material properties used.
The weld pool profiles obtained are similar to the calculated results of Tanaka et. al.
[48]. They used stainless steel 304 anode with welding a current of 150 A, argon shielding
is used at 15 L/min flow rate, an arc length of 5 mm, and electrode tip angle 60 ◦. The
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Figure 3.27: Comparison of weld pool size for 150A with literature data. The welding conditions
for our model 150A current, 11V Voltage, efficiency 0.68 and Gaussian base radius of 0.0021
m, Lee et. al. [95] is given in table
weld pool profiles obtained for Tanaka et. al. are comparable with our results. Choo
et al. [114] modeled welding arc and weld pool for GTAW spot welding operation. The
maximum velocity calculated for a current of 100 A is reported as 72 cm/s.
3.3.7.2 Dimensionless heat input
In order to study the formation of the observed wavy weld pool boundary a dimensionless
heat input Q∗ is defined similar to Arora et al. [115] work. The dimensionless number
Q∗, which is the ratio of heat supply rate and the conduction heat transfer rate, is defined
as follows
Q∗ = Q
RkTm
(3.24)
Where Q is the heat supply rate, R is the radius of heat source, k is the thermal con-
ductivity and Tm is the melting temperature. Table 3.9 shows the parameters used, the
calculated Q∗, and Marangoni number (see section 3.3.8.5 for the three studied cases
Interestingly the Q∗ calculated for the three cases are same and is 10. According to Arora
Table 3.9: Calculated dimensionless heat input
Welding Current Heat input rate (W) Radius of heat source (mm) Q∗ Ma
70 A 630 1.5 12 24705
110 A 1166 1.8 19 33544
150 A 1650 2.1 23 36916
at al. [115] the wavy fusion zone boundary forms at a Marangoni number greater than
26000 and a Prandtl number less than 0.06 and dimensionless heat input greater than
20. Among the three investigated cases, from figure 3.25, the 70 A and 110 A cases do
not exhibit a wavy fusion boundary. On the contrary 150 A case shows the wavy fusion
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boundary. The condition for Marangoni number and Q∗ to get a wavy boundary is val-
idating with our numerical model (Ma less than 26000 for 70 A and greater for 110 A
and 150 A cases and Q∗ is less than 20 for 70 A and 110 A cases and is more than 20 for
150 A case) with the exception of Prandtl number, which is obtained as 0.08, see section
3.4.3, and is calculated using a dynamic viscosity of µ= 0.006 kg/m.s.
3.3.8 Study on the effect of various forces acting in the weld
pool
Simulations were carried out by considering each individual forces alone to understand
their effect on velocity and temperature field. Also this analysis allows us to verify the
effect of each forces by comparing with literature results. The focus of this study will be
on the magnitude of velocity, direction of flow and heat transfer in the weld pool. The
results are plotted in a region of 2 mm wide and 1 mm deep from the symmetric axis and
the weld pool top surface respectively. All the simulations presented hereafter were carried
out with the parameters in table 3.4, 3.6, 3.5. Temperature dependent thermophysical
properties were employed as discussed in section 3.2.3 and ∂γ/∂T was also assumed as
temperature dependent unless otherwise stated.
3.3.8.1 Buoyancy force
Variation of temperature of the molten metal causes variation in the density of the metal
which produces flow into the weld pool due to buoyancy. The current model takes this
effect into account by use of Boussinesq approximation. The weld pool developed due to
the effect of buoyancy alone is plotted in Figure 3.28. Despite the low values of the fluid
velocity (0.046 cm/s), a clockwise flow is developed transferring the “cold molten metal”
from the bottom weld pool to the “top surface” and transferring the “hotter molten metal”
from the top center surface to the edge of the weld pool. Due to the low fluid velocity,
most of the heat is transferred by conduction that is why the weld pool shape is more
or less hemispherical. The maximum velocity attained by the liquid metal is 0.046 cm/s
and it can be conclude that for this welding condition the force and there by the velocity
field generated due to buoyancy effect is negligible. The maximum temperature obtained
is 2223 K at the top center of the weld pool.
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Figure 3.28: Temperature and Velocity distribution; Weld pool shape and size under buoyancy
force alone.
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3.3.8.2 Lorentz force
Figure 3.29 shows the liquid metal velocity field and the temperature field in the weld
pool when Lorentz force acts alone at t=5 s when the arc is switched off. The inter-
action between current flow and the self induced azimuthal magnetic field generates an
electromagnetic force (Lorentz force) in the weld pool. This body force drives the liquid
metal towards the center of the pool and towards the weld pool bottom that results in
an increase in weld pool depth. This will accumulate the heat to the center and results
in a deeper weld pool. The maximum velocity attained is 0.117 cm/s. This low velocity
field is due to the low input current. It has been reported in the literature that the elec-
tromagnetic force play a major role in the weld pool convection for currents higher than
200 A [109]. The maximum temperature in the weld pool is 2226 K.
Vmax= 0.117 cm/sTmax= 2226K
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Figure 3.29: Temperature and Velocity distribution; Weld pool shape and size under Electromag-
netic force alone.
3.3.8.3 Surface tension force
Figure 3.30 shows the velocity and temperature field distribution in the weld pool by
considering the surface tension force alone. Because of the high gradient of temperature
in the weld pool surface results in a high surface tension at the center and a low surface
tension at the edge of the pool. The surface tension force also called Marangoni force
is defined, in chapter 1 section 1.5.3.7, as the product of temperature surface tension
coefficient and temperature gradient as follows:
FMA =
∂γ
∂T
∂T
∂r
(3.25)
Generally the temperature surface tension coefficient for pure metal is negative which
results in the positive Marangoni force and resultant flow is from center to the edge of
the pool. For alloys, due to the presence of minor alloying elements, the surface tensional
gradient changes sign at a particular temperature. This generates a negative Marangoni
force. This is the reason for reversal of flow direction in the weld pool as shown in figure
3.30. This surface tension shear force, which acts at the boundary of the weld pool is
responsible for the fluid motion. The maximum velocity attained by the liquid metal flow
is 36.67 cm/s. The temperature dependency of the surface tension gradient results in the
shifting of the maximum depth of penetration in the weld pool from the symmetry axis
toward the edge. This results in the formation of “W” shaped weld cross section [36].
The maximum depth occurs at the location where the reversal of flow takes place. The
temperature corresponding for this flow reversal is known as critical temperature. At this
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temperature the surface tension gradient change its sign. The maximum temperature
reached at the end of the arc heating is 2117 K at a radius of 0.43 mm on the top surface
of the weld pool as shown in the left part of figure 3.30. Compared to buoyancy force and
Lorentz force, Marangoni force dominated the fluid flow with a maximum velocity of 800
times higher than that of buoyancy force and 300 times higher than that of Lorentz force
for a welding intensity of 70 A.
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Figure 3.30: Temperature and Velocity distribution; Weld pool shape and size under surface
tension force alone.
3.3.8.4 Arc drag force
Arc drag force is considered as the third most important driving force in the weld pool
convection [18, 28]. Choo et. al. concluded in their study that, if the magnitude of
the aerodynamic shear stress approaches that of the Marangoni shear in the weld pool
increases the importance of arc gas shear force [104]. The arc shear on the weld pool is
very much dependent on current, the composition of the shielding gas, and also on the
tip angle of the electrode [18, 95] see section 1.5.3.8 of chapter 1. For the present study
the effect of arc drag force is considered as a spatial boundary distribution. The following
function represents the arc drag force distribution:
PDrag(r) = PMax
√
r
rShear
exp−
(
r
rShear
)2
(3.26)
Figure 3.31 shows the velocity and temperature distribution in the weld pool by con-
sidering arc drag force alone. The aerodynamic shear force results in an anti-clockwise
1673
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Figure 3.31: Velocity and temperature distribution; Weld pool shape and size under arc drag
force alone.
flow in side the weld pool. It enhances the flow of liquid metal from center to the edges
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resulting in wider weld pool and shallow penetration. The maximum velocity attained
by the molten metal is 7.28 cm/s, which is 150 times higher than buoyancy force, 60
times higher than Lorentz force and 5 times lower than Marangoni force. The maximum
temperature in the weld pool is 2108 K at the top center point of the domain.
The arc drag force distribution for the numerical simulation is fixed using the literature
data. The parameters of the arc drag force function were estimated by fitting as much as
possible available data from the literature [53, 57, 62, 95].
3.3.8.5 Summary
Table 3.10 illustrates the direction of flow at the top and symmetrical axis boundaries of
the computational domain. Table 3.11 presents the comparison between different forces
Table 3.10: Direction of flow in the weld pool top surface and the center symmetry axis; The
arrows −→ and ↑ corresponds to clockwise motion where as←− and ↓ indicate the anti-clockwise
motion
Force Top surface flow direction Symmetry axis flow direction
Buoyancy −→ ↑
Electromagnetic ←− ↓
Surface tension −→←− ↑
Arc drag −→ ↑
All together −→←− ↑
and the combined effects on the maximum temperature (Tmax), maximum velocity (vmax)
and the weld pool dimensions. Among the four driving forces, surface tension force
dominated in the liquid convection for the present welding parameters. The contributions
in the fluid velocity from buoyancy force and Lorentz force were negligible. Because of the
minor role of these body forces in liquid convection, the conduction dominated in these
cases and resulted in a comparatively high maximum temperature in the weld pool. In
the case of surface forces, both enhanced the convection in the liquid phase and a small
decrease in the maximum temperature was observed. The calculated maximum weld pool
Table 3.11: Comparison of weld pool forces
Force Tmax(K) vmax(cm/s) half width (mm) depth (mm)
Buoyancy 2223 0.046 1.91 0.791
Electromagnetic 2226 0.117 1.91 0.793
Surface tension 2117 36.67 1.865 0.921
Arc drag 2108 7.28 1.931 0.703
All together 2106 36.07 1.86 0.86
velocities are 0.046, 0.117, 36.67, 7.28, 36.07 cm/s for Buoyancy, Lorentz, Marangoni, arc
drag and all the forces together respectively for a 70 A current. Similarly, the maximum
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velocity calculated for 150 A current with all the driving forces is 97.25 cm/s. In literature,
Tanaka et al. [48] carried out similar predictions for static GTAW process. They used 150
A current with an arc length of 5 mm. The electrode conical angle was 60◦ and used argon
shielding gas. Their model did not consider the temperature dependent surface tension
coefficient. Figure 3.33 shows the importance of considering the temperature dependent
surface tension coefficient. The maximum velocities from their calculations are 1.4, 4.9,
18 and 47 cm/s for buoyancy, Lorentz, Marangoni and arc drag force respectively. The
maximum velocity obtained for all the force together is 54 cm/s. Where as our calculations
for 150 A case predicted a maximum velocity of 97.25 cm/s. The variation is mainly due
to the low arc length (2.4 mm) for our calculation.
Dimensionless parameters are useful to understand the relative importance of the
driving forces. It could be interesting to evaluate the magnitude of different characteristic
dimensionless number as Arora et. al. [115] did.
The Marangoni number, Ma presents the relative importance of surface tension force
to viscous force and indicate the strength of the Marangoni flow. It is given as follows
Ma =
ρcpR
dγ
dT
kµ
(3.27)
Where R is the radius of the heat source. Since the surface tension force depends on
the temperature gradient on the surface, (Tp − Ts) is more meaningful than the solidus
temperature Ts, where Tp represents the peak temperature. The calculated values of
Marangoni numbers are 24705, 33544 and 36916 respectively for welding currents 70 A,
110 A and 150 A. Arora et al. [115] studied the formation of wavy weld pool boundary
using dimensionless numbers derived from Buckingham pi-theorem. Their calculations
shows that the wavy fusion zone boundary forms at a Marangoni number greater than
26000. This wavy boundary originates from the interaction of counter-rotating liquid
metal loops at high Marangoni numbers. The calculated values of Marangoni number
for the three currents and the corresponding fusion zone boundary observed more or less
validating this criteria. The fusion boundary for 70 A is not so wavy in the present case.
But for 110 A and 150 A case showing a wavy fusion boundary.
3.3.9 Study on the dependence of sulfur content
3.3.9.1 Constant temperature coefficient of surface tension
Figure 3.32 shows the velocity field and the weld pool shape at the end of arc heating when
considering constant positive (left side) and negative (right side) values of temperature
dependent surface tension coefficient. If the surface tension γ reduces with increase of
temperature T, i.e. ∂γ/∂T < 0, distribution of surface tension will be small at the
center and large at the edge of the weld pool. This creates a flow from the center to
the periphery which means the flow from high temperature to low temperature region.
This flow of liquid metal provokes the convective heat transport from center to the edge
of the pool which will form a shallow and wide weld pool as shown on the right side of
figure 3.32. If the surface tension increases with temperature, i.e. ∂γ/∂T > 0, the surface
tension distribution will be large at the center and small at the edges. This create a
flow from periphery to the center which means the flow from low temperature to high
98
temperature region. This flow of molten metal from periphery to the center leads to the
convective heat transport to the center which will form a narrow and deep weld pool as
shown on the left side of figure 3.32.
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Figure 3.32: Velocity distribution and the weld pool size at the end of static arc heating for
positive and negative temperature coefficient of surface tension. The welding conditions are 70
A current, 9 V Voltage, efficiency 0.68 and Gaussian base radius of 0.0015 m, temperature
dependent thermophysical properties and surface tension gradient is constant.
3.3.9.2 Temperature coefficient of surface tension varying with temperature
In order to understand the effect of temperature coefficient of surface tension on temper-
ature and sulfur content, simulations were carried on stainless steel 304L material with
two different sulfur contents 0.0026%wt and 0.0036%wt. These values are obtained for
materials that are currently available for experiments. These %wt of sulfur are obtained
from the EPMA experiment which is already explained in the section 2.3.2. Figure 3.33
Vmax= 36.07 cm/s
Tmax= 2106 K
Vmax= 39.57 cm/s
Tmax= 2129 K
1.22 mm
1.84 mm 1.86 mm
0.87 mm
High Sulfur Low Sulfur
Figure 3.33: Velocity distribution and the weld pool size at the end of static arc heating for high
sulfur and low sulfur stainless steel 304L. The welding conditions are 70 A current, 9 V Voltage,
efficiency 0.68 and gaussian base radius of 0.0015 m, temperature dependent thermophysical
properties and surface tension gradient is varying with temperature.
shows the velocity field distribution and the weld pool shape and dimensions obtained for
high sulfur (left side) and low sulfur (right side)stainless steel 304L samples for a current
of 70 A and voltage 9 V. The flow direction is observed to be different for both cases.
For low sulfur sample the flow at the center of the weld pool is in the upward direction
and for high sulfur sample it is in the downward direction. Low sulfur case shows a com-
paratively wider weld pool and shallow penetration. But the high sulfur case produced
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a deeper weld pool penetration. In order to explain the effect of the sulfur concentra-
tion the equation governing the temperature coefficient of surface tension (also known as
Marangoni coefficient) is remembered and summarized as follows:
dγ
dT
= −Aγ −RgΓsln(1 +Kas)− Kas1 +Kas
Γs∆H0
T
K(T ) = k1 exp
(
−∆H0
RgT
) (3.28a)
(3.28b)
From the literature, two cases are presented in figure 3.34, which shows the variation
of temperature coefficient of surface tension as a function of temperature, sulfur content
and standard heat of adsorption in the alloy steel. For the first case the value of ∆H0 was
given by Sahoo et. al. [94] as −1.66× 108J/kg.mol. The second case ∆H0 uses the value
−1.88×108 J/kg.mol proposed by Zacharia et. al. [91, 92] for AISI 304 material. It is well
established that the amount of surface active elements and the standard heat of adsorption
∆H0 have a great influence on the value of the Marangoni coefficient [18, 36, 114]. For
each curves, the critical temperature is given on the temperature axis (where the surface
tension coefficient goes from a positive to negative value). It is clear that the value of the
standard heat of adsorption must be known accurately otherwise the prediction of fluid
flow reversal (counterclockwise flow) will not be accurate as well as the position where
the reversal occurs. As shown by Choo et. al. [114] it is clear that the variation of 10
% of standard heat of adsorption (from −1.66× 108 J/kg.mol to −1.88× 108 J/kg.mol)
varied the critical temperature value by 250 K.
2095 2151
0.0026 %wt
0.0036 %wt
1850 1899
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0.0036 %wt
%wt Sulfur ΔH0(J/kg mol)
1.88x108
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{Zacharia et. al.
{Sahoo et. al.
Case 1}
Case 2}
1.88x108
1.66x108
Figure 3.34: Variation of temperature coefficient of surface tension as a function of temperature,
Sulfur content and standard heat of adsorption. Evaluated from equation 3.28b
3.4 Conduction versus Convection
The energy supplied from the arc is transported through the base material by both con-
vection and conduction. The rate of heat flow with in the weld pool is responsible for the
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temperature distribution (both in weld pool and HAZ) and the evolution of the weld pool
shape. Therefore it is important to understand the effect of conduction and convection
on the heat distribution. In order to better understand the effect of convection in the
weld pool, a comparison of the conduction model and the convection model is carried
out. In this section the conductive model is compared with the corresponding convective
model for stainless steel 304L material containing two different sulfur concentrations (26
ppm and 36 ppm). The welding parameters used for the simulation are given in table 3.6.
The simulation results used for the comparison are temperature distribution at the end
of the arc heating and the transient weld pool dimensions. Also a dimensionless analysis
is carried out using Peclet number to study the effect of convection over conduction.
3.4.1 Temperature distribution
Figure 3.35 shows the comparison of isothermal profiles at the end of 70 A arc heating
for cases with and without considering convection for 70 A. The convective case presents
the isotherm profiles for low and high sulfur content materials. In figure 3.35, seven
isothermal contours were plotted with a maximum of 2000 K and minimum of 800 K in
which dotted red lines corresponds to the conduction model, solid black line represents
the convection model for low sulfur content material and blue line with dot represents the
high sulfur content material. The line 3 corresponds to the solidus temperature (1673 K)
and it represents the weld pool boundary. A close analysis of isotherms 1 and 2 with in
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Figure 3.35: Comparison of isothermal contours for cases without (heat conduction) and with
(heat transfer and fluid flow) considering convection. The welding conditions used are given in
table 3.6
the weld pool indicates that the isotherms predicted with convection is showing greater
variation from the conduction solution model. In the case of isotherm 1 and 2, top edge
of the isotherms (edge touching the weld pool top surface) predicted from the conduction
model are slightly leading than the corresponding convective prediction of low sulfur case
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and a comparatively larger distance compared to high sulfur convective prediction. This
gives insight into the fluid flow direction within the weld pool. From curvature of the
isotherms it is clear that the low sulfur convective prediction the fluid velocity is towards
the direction where the maximum depth occurred and similarly for high sulfur convection
the fluid velocity is maximum along the center line of the weld pool. A similar analysis on
the bottom edge (edge at the weld pool center line) shows that there occurred a upward
motion for low sulfur case (shallow penetration) and a strong downward motion in the
case of high sulfur.
The weld pool top width predictions with convection is exactly matching with the
conduction for each cases (isotherm 3). This finding is quite important as this count out
any possibility of radially outward motion at the surface of the pool near the periphery. In
other words, if there would have been a radially outward motion on the surface; then the
resulting top width would have been much larger than the pure conduction predictions.
Hence, from this analysis we can conclude that the internal motion of the weldment has
to be radially inward at the top surface close to the periphery. A similar observation
can be seen for the isotherm boundary at the center line for low sulfur convection case.
That means their occurred a upward flow for low sulfur convection case. On the contrary,
the high sulfur convection case showing a deeper penetration (around 0.5 mm) compared
to the predicted conduction model. This indicates the heat conduction model underesti-
mated the heat flow through the center of the weld pool. The convection is dominated in
this region for high sulfur convection case.
In the solid region the difference in the isotherms 4 and 5 are less. But interestingly for
the isotherms 5 and 7 showing slight difference, this happens due to the faster removal of
heat from the weld pool due to convection resulted in faster propagation of heat through
the solid.
Two important features are identified from the figure 3.35 are as follows:
• The pure conduction model underestimates the depth of the weld pool (Compara-
tively high for high sulfur convection case)
• The conduction solution is almost predicting the correct weld width.
3.4.2 Weld pool characteristics
Figure 3.36 shows the comparison of transient weld pool characteristics for conduction
and convection models. Here, the conduction model is slightly over predicting the weld
pool width than the convective simulations. The low sulfur and high sulfur gives the
same weld pool width dimensions. The comparison of weld pool depth evolution is very
interesting, it shows that we can get different weld penetration using the same welding
energy, with a slight variation in the sulfur content of the sample. The heat conduction
model is able to predict the weld pool width and depth for low sulfur content sample. But
in the case of high sulfur content sample the heat conduction model is under predicting
the depth of penetration.
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Figure 3.36: Comparison of weld pool dimensions for cases without (heat conduction) and with
(heat transfer and fluid flow) considering convection. The welding conditions used are given in
table 3.6
3.4.3 Dimensionless analysis
The relative importance of heat transfer mode within the weld pool can be evaluated
using Peclet number [15]. The Peclet number, Pe, is defined as as the ratio of convective
heat transfer to conduction and is given in equation 3.29
Pe =
heatconvection
heatconduction
= uρcp∆T
k∆T/RL
= RLρcpu
k
(3.29)
where u is the typical fluid velocity, ρ is the density, cp is the specific heat, RL is the
characteristic length, and k is the thermal conductivity. The heat is transported mainly
by convection for Pe >> 1. The average value of weld pool radius is taken as RL and
an maximum value of velocity in the weld pool is taken as u. For static arc welding, the
Peclet number is a function of time because both u and RL depend on time [64]. The
dimensionless time t∗1 is defined as
t∗1 =
t
th
(3.30)
Where th is the arc duration. t∗1 represents the ratio between actual time and the heating
time. Figure 3.37 shows the calculated Peclet number as a function of the dimensionless
time. Here, the Peclet number is gradually increasing with the growth in weld pool radius
and suddenly drop at the end of arc heating. This indicates that at the initial times the
heat transferred by conduction is comparable with the convective heat transfer. Once the
weld pool get established, the convective heat transfer become important than conduction
and play a role in modifying the final weld pool shape. Secondly, it is interesting to
notice that in high sulfur content sample the Peclet number is high at beginning of arc
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heating and gradually the difference is reducing with the arc duration. This can be
explained by the increased level of molecular agitation with in the liquid with the increase
in temperature may promote the greater involvement of the surface active elements with
the bulk, i.e. their concentration at the surface is reduced [90]. The Prandtl number,
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6 0
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Figure 3.37: Peclet number as a function of dimensionless time. The welding conditions used
are given in table 3.6
Pr, represents the relative rates of viscous momentum transfer to heat conduction. It is
defined as follows:
Pr =
µcp
k
(3.31)
Where µ is viscosity, cp is specific heat and k is thermal conductivity. This number is
important in convective heat transfer problems in fluids since the viscosity can be regarded
as the diffusion coefficient of momentum, while the thermal conductivity deals with the
diffusion of heat. According to the values of physical parameters presented in table 3.4,
Pr = 0.08 in all the studied case. From the study of Robert and DebRoy [116], for
materials with high Prandtl number, Pe (Peclet) and Ma (Marangoni number) were high,
heat transported primarily by convection with in the weld pool. The resulting welds were
shallow and wide. In the current case The calculated high Pe and Ma (calculated in
section 3.3.8.5) conforms the importance of convective heat transfer over conduction in
the weld pool.
3.5 Parametric study
A parametric study on the different parameters used in the model have been carried out
in this section. The main aim is to understand the effect of each individual parameters
on temperature evolution, fluid velocity distribution and weld pool width and depth. The
second goal of this study is to evaluate the most influential parameters of the mathematical
model. These most influential parameters will be treated carefully as the accuracy of the
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numerical results will rely on the accuracy of these influential parameters. In order to
assess the effect of the investigated parameters, the following data were analyzed.
• Temperature history at the bottom center point with coordinates (0,0)
• Resultant velocity distribution at the top boundary of the fluid domain
• Time dependent evolution of weld pool depth and width
In this section three sorts of investigations have been done as follows:
(a) Material properties such as thermal conductivity, mass density, specific heat and
viscosity.
(b) The heat flow parameters: Efficiency and Gaussian distribution
(c) The effect of temperature dependent thermophysical properties vs temperature con-
stant properties.
Two more investigations have been done, one on the mesh grid size and another about the
parameter composing the Sahoo’s law for the surface tension. These results are presented
in Appendix B.
3.5.1 Reference model
First of all a reference set of parameters for the mathematical model is defined. The
numerical results of this reference simulation will be used for the analysis. The parametric
study consisted of applying a small variation to one parameter at each time in order to
observe its effect on the above mentioned output data. The thermophysical properties
used for the reference simulation are assumed temperature independent as it simplifies
the study.
Table 3.12: Material Properties
Thermal
conductiv-
ity (W/mK)
Solid/Liquid
Density (kg/m3)
Solid/Liquid
Specific heat
(W/mK)
Solid/Liquid
Coefficient of
thermal ex-
pansion [CTE]
(m/K)
viscosity
(Pa.s)
26/20 7500/6350 486/650 10−4 0.0025
Table 3.13: Simulation parameters
Maximum mesh size
of top fluid domain
surface (µm)
Maximum mesh size
of fluid domain (µm)
Time
step
(s)
Spot dura-
tion (s)
Simulation
duration
(s)
60 100 0.05 5 5
The reference parameters used in the mathematical model are presented in tables 3.12,
3.13, 3.14 and 3.15. These reference parameters are respectively the material properties,
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simulation parameters (time step, mesh size, duration), the heat flux parameters/welding
condition and surface tension parameters. It was decided to apply a variation of 5%
to each investigated parameters. Then the new numerical results are compared to the
reference results.
The parameters such as efficieny (η) and Gaussian base radius (rb) are reportedly
playing major role in the numerical model. So these parameters were varied 5% and
compared with the reference simulation.
Table 3.14: Parameters describing the Gaussian heat flux
gcc coefficient Welding
current
(A)
Welding
voltage
(V )
Gaussian Radius
(m)
Process effi-
ciency
0.5 70 9 0.0015 0.68
Table 3.15: Other fluid and solid properties for the 304L material
Sulfur con-
tent (%wt
Constant in
surface tension
gradient [Aγ]
(N/mK)
Sulfur
tension
of pure
metal [γm]
(N/m)
Standard heat of
adsorption ∆H◦
(J/kg.mole)
Surface excess
at saturation Γs
(Kg.mole/m2)
0.003 3× 10−4 1.943 −1.66× 108 1.3× 10−8
3.5.2 Effect of Material properties
A variation of 5% was made on the constant thermophysical properties in order to study
the dependency of each parameters on the different weld characteristics such as tempera-
ture evolution, weld pool velocities, weld pool width and depth. The material properties
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Figure 3.38: Variation of temperature history at center back surface of the disc for a 5% variation
in material properties
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that are taken into account for the parametric analysis are thermal conductivity (kth),
density (ρ), specific heat Cp and viscosity.
Figure 3.38 shows the temperature history at a point on the center back surface of
the disc. This point was chosen as it is easily recorded with a thermocouple. A 5%
variation in the material properties didn’t make any noticeable change in the temperature
distribution at the center back surface of the disc. A decrease in the peak temperature
about 10◦C − 20◦C is observed for the change in thermal conductivity, specific heat and
density values. This temperature variation is less than 2% and can be considered as
negligible.
Figure 3.39 shows the variation of resultant velocity distribution along the top surface
for a 5% variation in the material property. Velocity distribution also didn’t show any ma-
jor noticeable difference from the reference numerical simulation data except for thermal
conductivity at the edge of the weld pool the velocity distribution is slightly lower than
the reference model. This is due to the increase in thermal conductivity that increases
the conduction through the material that traduces by a decrease of weld pool size.
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Figure 3.39: Variation of resultant velocity along the top surface at the end of arc heating (5 s)
for a 5% variation in material properties
Figure 3.40(a) and 3.40(b) shows the weld pool depth and width variation respectively
during the arc heating. The specific heat change is giving a maximum variation in the
weld pool depth which is of 20% less compared to the reference model. From the basic
definition of specific heat, it is the energy required for increasing the temperature of a 1Kg
material by 1 ◦C. So the 5% increase in specific heat means that more heating is required
to get the same reference weld pool. As the heating is identical to the reference case, the
current weld pool is smaller in depth but also in volume. So specific heat is found to be
more sensitive to the weld pool penetration. The density is also giving a 12% decrease
in the weld pool depth. While thermal conductivity and the viscosity values are giving
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a 5% decrease in the weld pool depth value. The weld pool width is hardly affected by
the variation in most of the material properties. A variation near to 2% in the weld pool
width is observed for the changes in thermal conductivity, density and specific heat.
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(a) Variation of weld pool depth during the arc
heating
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Figure 3.40: Evolution of weld pool size for a 5% variation in material properties
3.5.3 Effect of heat flux parameters
This study investigates the effect of a small variation of the efficiency and Gaussian dis-
tribution parameters on the simulation results (temperature, fluid velocity and weld pool
dimensions). Figure 3.41 shows the temperature evolution at the center back point of
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Figure 3.41: Variation of temperature history at center back surface of the disc for 5% variation
in the different heat flux parameters
the disc for a variation of +5% from the reference heat source parameters. The efficiency
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variation resulted in 32◦C difference in maximum temperature, which is about 4.5% dif-
ference from the reference simulation. The increase in efficiency resulted in the supply of
more energy to the workpiece and this is why we observed a temperature rise compared
to the reference simulation. On the other hand increased Gaussian base radius resulted
in a more distributed energy input to the system and caused a decrease in temperature,
about 7◦C.
Figure 3.42 shows the radial surface velocity distribution at the end of the arc heating
for a +5% variation in the heat source parameters from the reference values. In the case of
+5% increase in efficiency, a decrease in the maximum positive velocity (movement of fluid
from center of the weld pool to the edge- clockwise) is observed with a slight increase in
the negative velocity (flow from edge to center- counterclockwise). The increased energy
into the weld pool resulted in the shifting of critical temperature position, that means
the position where the flow reversal occurs (vradial=0). An increase in the final weld pool
width can be observed. The increase of +5% gaussian base radius leads to spreading
of energy and reduction in the maximum positive velocity. Conversely, the spreading
of energy resulted in the low temperature gradient along the surface and shifting of the
critical temperature position towards the center and a reduced weld pool width. Figure
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Figure 3.42: Variation of resultant velocity along the top surface for 5% variation in the different
heat flux parameters
3.43(a) shows the weld pool depth evolution during the static heating at the center of
the disc for a +5% variation in the heat source parameters from the reference data. An
increase of about 5% in the weld pool depth is resulted for the +5% increase in efficiency.
Similarly for the +5% increase in Gaussian base radius resulted in 5% reduction in the
weld pool depth. Figure 3.43(b) shows the weld pool width evolution during the static
arc heating for a +5% variation in the heat source parameters from the reference value.
The weld pool width is increased by 7% for a +5% increase in the efficiency value. In
the case of +5% increase in the gaussian base radius led to 2.5% reduction in weld pool
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width compared to the reference simulation.
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Figure 3.43: Evolution of weld pool size for 5% variation in the different heat flux parameters
3.5.4 Effect of temperature dependent properties
The aim of this section is to validate or not validate the assumption of temperature con-
stant thermophysical material properties. Here the reference simulation was obtained with
temperature constant mass density, thermal conductivity and specific heat. A simulation
considering these three material properties as temperature dependent is done. Figure 3.44
shows the variation in the temperature history at the bottom center of the disc for the two
cases. In this figure, it is clearly noticeable that temperature dependent thermophysical
properties led to increase temperatures (about 92◦C) which is about 12% higher and the
temperature dynamic is also higher in comparison to the reference temperature. Figure
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Figure 3.44: Variation of temperature history at center back surface of the disc when considering
the temperature dependent thermophysical properties
3.45 shows the velocity distribution on the top surface of the weld pool for the above men-
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tioned test cases. The effect of the temperature dependent thermophysical properties is
important on the fluid velocity field. A decrease of 50% of the positive radial velocity and
15% negative radial velocity were observed. The position where the critical temperature
occurs is also affected by the temperature dependent thermophysical properties. A slight
reduction in the weld pool width is also occured. Figure 3.46(a) shows variation in the
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Figure 3.45: Variation of resultant velocity along the top surface when considering the temper-
ature dependent thermophysical properties
evolution of weld pool depth at the disc center during the arc heating for the two cases.
The use of temperature dependent thermophysical properties resulted in an increase of
about 30% of the weld pool penetration. Figure 3.46(b) shows the variation of weld pool
width evolution during the static arc heating for the two cases. A negligible (about 1%)
in width is occurred.
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(a) Variation of weld pool depth during the arc
heating
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Figure 3.46: Evolution of weld pool size when considering the temperature dependent thermo-
physical properties
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3.5.5 Summary of parametric analysis
From the material properties investigation, it appears that the specific heat and mass
density affects strongly the penetration. Actually an increase in these parameters leads
to a slight decrease of the weld pool size (or volume) as more energy is required to melt
the material (specific heat and mass density have been increased).
From the heat source parameter investigation, it is very clear from the results that all the
simulation results has a great influence on the very small changes in the efficiency and
the Gaussian base radius. Among the two efficiency playing a major role, this is mainly
because efficiency directly reducing the energy input while Gaussian base radius affecting
the distribution of the energy. Effect on temperature field, velocity field and weld pool
width are moderated in comparison to the effect on the penetration.
The last investigation showed that it is compulsory to use the temperature dependent
thermophysical properties in order to get reliable GTAW thermoconvective simulations.
So the problem is to get accurate values for these thermophysical properties especially for
such high temperatures.
3.6 Validation of transient magneto thermo hydro-
dynamic model
In order to validate the numerical simulations a comparison has been carried out with the
experimentally measured data. The comparison is based on the three measured parame-
ters from experiment such as transient temperature evolution at the bottom of the welded
disc at different locations (see table 3.16), the transient evolution of the weld pool radius
(measured using high speed camera) and the final weld pool shape (measured using the
cross sectional postmortem of the welded sample) see chapter 2. The welding parameters
used for the simulation are given in table 3.6.
3.6.1 Evolution of temperature
Figure 3.47 presents the comparison between experimentally measured and calculated
temperature history at five locations on the disc bottom surface. The measurement loca-
tions were already discussed in chapter 2 and is summarized in table 3.16. The error bars
are also added to the experimental measurements in order to consider the error due to
measurement location in a 0.5 mm drilled hole. These error values were estimated from
the spatial thermal gradients between thermocouples which is calculated and presented
in table 2.4 of chapter 2.
Table 3.16: Measurement Locations of the temperature sensors
TC1 TC2 TC3 TC4 TC5
radius (mm) 0.3 3.7 4.3 7.7 8.3
height (mm) 0.5 0.5 0.5 0.5 0.5
As seen from figure 3.47, the temperature profile TC1 which is located close to the
weld pool is showing similar trend as that of experiment but are not matching with the
experimental measurements. The maximum temperature reached during the simulation
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Figure 3.47: Comparison of experimentally measured temperature history with simulation for 70
A current case
at TC1 is 880◦C which is of about 109◦C higher than that of the corresponding exper-
imental measurement. Similarly, the difference is calculated for the TC2 and TC3 are
respectively 30◦C and 33◦C. The maximum temperatures are less well predicted in case
of thermocouples TC1, TC2 and TC3. But for thermocouples TC4 and TC5 the maxi-
mum reached temperatures are well predicted. This comparison shows that the trend of
heating rate (slope of the curve during the heating phase) is well predicted by the nu-
merical model. This indicate the validity of the assumed heat flux distribution with some
minor corrections needed to get good comparison. The discrepancy in the heating rate is
believed to be attributed to four different errors. Those are numerical errors (mesh densi-
ties), temperature dependent thermophysical material properties chosen for the stainless
steel material (different values observed in other literature), errors corresponding to the
experimental temperature measurement (uncertainties related to the thermocouple posi-
tion and the disturbances caused by the drilled hole in heat propagation) and prescribed
surface heat flux parameters. Besides the first two errors, the main source of explanation
could be experimental errors and the assumed parameters in the heat flux distribution
such as efficiency (η) and Gaussian base radius (rH), which is detailed later in chapter 4.
The experimental error corresponds to the uncertainty due to thermocouple positioning is
taken into account by the temperature gradient corrections as discussed in chapter 2 and
is added to the data as stated before and shown in figure 3.47. The cooling rates (slopes
of the curve during the cooling phase) for the first three thermal sensor’s (TC1, TC2 and
TC3) were calculated at the end of 7 s, and are respectively 28◦C/s, 10◦C/s and 18◦C/s
higher than that of the corresponding experimental cooling rates. This variation in cool-
ing rates corresponds to the over estimation of energy losses from the boundary and also
113
it could be related to the first two errors mentioned in the case of heating discrepancy.
3.6.2 Evolution of Weld pool radius
Figure 3.48 shows the comparison of time varying diameter from high speed camera mea-
surement and the simulation predictions. It is remarkable to see that the experimental
weld pool predictions are well matching with the predicted values. The initial growth rate
is well picked up by the simulation model. But initial stages of the gradually developing
second region is over predicted slightly by the numerical model. The simulation results
show a gradual increase in the weld pool diameter and it is closely matching to the ex-
perimental results at the later times. An identical match is observed in the overall trend
of the spreading behavior. At the starting of the weld pool it is difficult to measure the
weld pool size from the high speed camera data due to the high arc illumination and it
becomes difficult to differentiate between the arc boundary and the weld pool boundary.
Also the effect of the lift arc method is not completely modeled in the simulation that
is the high concentration of the current density distribution. This is the reason for the
mis-predictions of weld pool size observed in the initial times.
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Figure 3.48: Weld pool diameter evolution comparison of experimental and simulation data for
150 A current
3.6.3 Weld pool size
Figure 3.49 shows the weld pool shape comparison between the experimental macrograph
and the numerical simulations for the three energy inputs. The macrograph represents
the shape of the weld pool for a static electrical arc duration of 5 s. Globally, a satisfying
agreement is obtained for all the studied cases. Particularly for the 70 A case the weld
pool penetration is almost similar to the experimental data with a negligible difference.
But the calculated width is showing a difference of 0.23 mm less from the experimental
results. In case of 110 A case, the calculated depth of penetration is showing very less
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Figure 3.49: Comparison of weld pool size at the end of static arc heating for the three cases; 70
A, 110 A, and 150 A
deviation from the experimental value. The calculated width is slightly higher in this case
by 0.04 mm. In the experimental case, the maximum penetration occurred at a location
away from the symmetry axis. Simulation also shows the similar behavior. It should be
noted that these discrepancies can be reduced either by modeling the arc plasma or by
adjusting the Gaussian heat source parameters in the prescribed heat flux distribution
(Which is carried out in the next chapter).
Figure 3.50 shows the comparison of weld pool size and shape between the calculated
and experimental results for two stainless steel 304L samples having different sulfur con-
centrations (26 ppm and 36 ppm). The simulation results show good agreement with
the measured weld pool width and depth. The quantitative assessment of the weld pool
dimensions are presented in table 3.17.
Table 3.17: Comparison between experimentally measured and numerically calculated weld pool
dimensions
Material and Process parameters Weld pool depth (mm) Weld pool half width (mm)
Experimental Numerical Experimental Numerical
AISI 304L, 70A, 9V, Low sulfur 1.0 ± 0.2 1.02 2.0 ± 0.15 1.92
AISI 304L, 70A, 9V, High sulfur 1.4 ± 0.1 1.37 2.0 ± 0.1 2.0
AISI 304L, 110A, 10.6V 1.5 ± 0.1 1.53 3.4 ± 0.1 3.54
AISI 304L, 150A, 9V 1.5 ± 0.1 2.3 5.2 ± 0.1 5.4
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Figure 3.50: Comparison of weld pool size at the end of static arc heating for high and low sulfur
content samples
3.7 Conclusion
In this chapter, the numerical simulation of the static GTAW process is studied using a
heat conduction and magneto-thermo-hydrodynamic (MTHD) models. First a simple heat
conduction model is used with prescribed surface Gaussian heat flux. The second model
solves heat transfer, fluid flow and electromagnetic fields in transient mode by assuming
the surface heat and current density distribution. The temperature cycles, velocity fields
and weld pool width and depth were quantitatively calculated using the MTHD model.
A parametric study is carried out to identify the major influencing parameters in the
numerical model. The numerical simulations were validated using the experimentally
observed temperature history, transient weld pool evolution and weld pool macrographs.
Following are the major conclusion from the investigation.
(a) The heat conduction model developed is able to predict the temperature cycles in
welding process. The heat conduction model always produces the classical hemi-
spherical weld pool which is not the case for stainless steel 304L material containing
minor alloying element such as sulfur. However, the heat conduction model is useful
in determining the thermal gradient in and around the weld zone and HAZ. Also
the calculated approximate information on the weld pool size were used later in the
MTHD simulation to define the pseudo fluid domain.
(b) The magneto-thermo-hydrodynamic model is able to predict the temperature and ve-
locity field in the weld pool. The simulation results were able to present the transient
temperature, velocity and weld pool evolution. The simulation results were also able
to predict the double vortex velocity loop formed due to the Marangoni effect by con-
sidering the temperature gradient of surface tension as a function of both temperature
and sulfur content.
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(c) The convection is identified as the dominant mechanism of heat transfer in the weld
pool compared to conduction. However at low current such as 70 A, the conduction
model is able to predict the weld pool depth and width with reasonable accuracy
for low sulfur content samples. But for high sulfur content sample heat conduction
under predict the weld pool depth. But for both cases the final weld pool shape is
mis-predicted by heat conduction model. In this chapter, we also carried out some
dimensionless analysis using Peclet number to identify the effect of convective heat
transfer. This study shows that the convection is more dominant transfer mode for
high sulfur content steel than low sulfur content steel for the same amount of input
energy.
(d) A study is carried out to identify the dominant forces in the weld pool convection. The
calculated maximum velocities are 0.046, 0.117, 36.67, and 7.28 cm/s for buoyancy,
Lorentz, Marangoni and arc drag force respectively for 70 A and 9 V static arc. The
Marangoni force is identified as dominant force at low currents (70 A). The arc drag
force is identified as playing a major role in the fluid flow at higher currents (110 A
and 150 A) giving maximum values respectively 52 and 58.19 cm/s. The obtained
fluid velocities for each forces are comparable with the previous studies.
(e) Simulation results for constant temperature coefficient of surface tension (∂γ/∂T )
explains the occurrence of a clockwise flow when ∂γ/∂T < 0 resulting in a wider and
shallow weld pool. Where as for ∂γ/∂T > 0 a counterclockwise flow is created and
produces deeper and narrow weld pool. When ∂γ/∂T is considered as both dependent
on temperature and sulfur concentration, which resulted in a unusual wavy weld pool
boundary for low sulfur sample with a double vortex loop formed with maximum
penetration occurring at radius other than the weld pool center. However, for high
sulfur case produced a much deeper weld pool with a anticlockwise flow with similar
width as that of low sulfur sample.
(f) From the parametric study, the thermal conductivity and specific heat are identified as
the major influencing material properties on the temperature cycle, velocity fields and
the weld pool dimensions. Moreover the heat flux parameters such as arc efficiency
and Gaussian base radius are also exhibit significant influence on the final weld pool
shape. Additionally parametric study concluded that the thermophysical properties
should be considered as temperature dependent because of its major influence in the
final weld pool characteristics.
(g) In the case of welding currents of 70 A and 110 A, the calculated results were relatively
consistent with experimental results. For welding current 150 A, the experimental
results showed a wider weld pool shape than the calculated one.
From the experimental measurements (EPMA) and the available literature data we hope
that the thermophysical parameters and the surface tension parameters are well defined.
So the question is how to estimate the Gaussian heat flux parameters correctly. In next
chapter an inverse heat transfer problem is defined in order to estimate the efficiency
and Gaussian base radius by comparing the simulation results and the experimentally
observed results.
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Chapter 4
Estimation of heat flux parameters
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4.1 Introduction
In the previous chapter, the comparison between measured and calculated temperatures
exhibited some differences. These differences are mainly due to the values used for the
efficiency and Gaussian radius in the simulations and also the experimental measurement
errors. Inverse heat conduction problem represents an alternative approach for estimat-
ing the efficiency and Gaussian radius. This methodology is justified when temperature
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measurements in vicinity of the weld pool area are impossible. As it has been explained
in chapter 2, temperature measurements are difficult to record due to the severe welding
conditions. It is very difficult to measure the temperature into the pool with a thermo-
couple or close to it (e.g. electrical phenomena, high radiation...). However, temperature
measurements must be done in relevant thermal zone of the work piece e.g. in the Heat
Affected Zone (HAZ) closer to the Fusion Zone (FZ) in order to estimate accurately the
heat flux parameters [117]. Many other authors have dealt with inverse heat transfer
problems in welding in the last decades [51, 108, 118, 119].
Then, this chapter is dedicated to the estimation of GTAW efficiency and Gaussian
radius (model’s parameter of the heat flux due to the arc plasma and absorbed by the
metal work-piece). This chapter is divided in 5 sections. The first part is a general
introduction to inverse heat transfer problems where some keywords are defined such as
direct heat transfer problem (or direct problem). Then the inverse heat transfer problem
under consideration is stated. The iterative regularization technique used for solving the
stated inverse problem is presented. The fourth section entitled “sensitivity analysis”
investigates the feasibility to estimate the unknown parameters. The last section deals
with the resolution of the stated inverse heat transfer problem through numerical test
cases before using experimental data.
4.2 Generalities about Inverse heat transfer problem
In what follows, the generalities will be based on heat conduction problem only in order
to simplify the discussion.
4.2.1 Direct Heat Transfer Problem (DHTP) definition
Heat conduction problem is often modeled with a system of partial differential equations
(PDEs) which can be linear or not. In what follows, the heat conduction problem is
assumed non linear (because a welding operation involves fusion of the material over a
wide range of temperature). The thermophysical properties of the material are considered
temperature dependent in the present case.
The heat conduction equation (or energy governing equation) for an immobile rigid
body with no internal heat source, see figure 4.1, can be expressed as follows: (with the
domain Ω ∈ R3 (3D Cartesian coordinates) and the time variable t ∈ I):
C(T )∂T
∂t
−∇ · (k(T )∇T ) = 0 in Ω× I (4.1)
with T = T (x, t),C(T ) = ρ(T ) · Cp(T ) is the product of mass density with specific heat,
k(T ) is the thermal conductivity. An initial condition is associated to the heat conduction
equation 4.1:
T (x, t = 0) = T0(x) in Ω (4.2)
Conditions are required on the domain’s boundary denoted as Γ = Γ1 ∪Γ2, see figure 4.1.
These boundary conditions can be of different types:
• Dirichlet condition: T(x,t)=Timposed on Γ1 × I
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• Non homogenous Neuman condition:
−k(T ) ∂T
∂n2
= −h(T )(T−Troom)−(T )σ(T 4−T 4room)+Q(T, x, t)+g(T, x, t) on Γ2×I
(4.3)
With h(T) is the convective heat transfer coefficient, Troom is the surrounding temper-
ature, (T) is the emissivity coefficient, σ is the Stefan-Boltzmann constant, Q is an
incident heat flux and g is a surface heat source.
These equations 4.1 to 4.3 can be completed with an observation equation which is,
for example, temperature measurements at points xi= 1,...,ns with ns is the total number
of sensors: Ymeas(t) = T(x=xi,t). The direct heat transfer problem (DHTP) consists in
Figure 4.1: Considered heat conduction problem with different heat transfer exchanges
solving equations 4.1 to 4.3 in order to get the temperature field in the domain Ω for
any time t. The DHTP can be solved only if all the model’s parameters (thermophysical
properties, boundary conditions...) are known. If one or more parameters are unknown,
the observation equation can be used to estimate the unknown parameter(s). This method
is called Inverse Heat Transfer Problem (IHTP). The resolution of the IHTP leads to the
estimation of the unknown parameter(s). Then the estimated parameter(s) are used in
the DHTP in order to give to the mathematical model its predictive function.
4.2.2 Inverse Heat Transfer Problem (IHTP) definition
Let’s Ymeas(xi, tj), i=1, nS, j= 1, nI the measured temperatures at nS sensors and nI
times. Let’s be p = p1, p2, ..., pu the unknown vector of parameters to estimate. The
Inverse Heat Transfer Problem formulation is:
Find the unknown p ∈ P such as the calculated temperatures of the DHTP match the
measured temperatures of the investigated physical processes:
Tcal(x = xi, t = tj, p) = Ymeas(xi, tj), i = 1, nS, j = 1, nI (4.4)
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The IHTP is difficult to solve under this form. A criterion must be defined in order
to minimize it and to get the unknown p. So a quadratic criterion is defined (or least
squares method). Quadratic criterion are often better to minimize especially when the
inverse technique is based on the computation of the criterion gradient. So, it comes the
second formulation of the IHTP in least squares sense:
Find the unknown function p ∈ P that minimizes the following objective function (or
also called cost function or criterion function):
J(T, P ) = 12
∫
T
∫
Ω
nS∑
i=1
[Tcal(x, t, p)− Ymeas(x, t)]2 δ(x− xi) dΩ dt (4.5)
where δ(.) is the Dirac function. The coefficient 1/2 is merely added to simplify the
computation of the criterion gradient. The space definition P depends of the nature of
the parameter(s) to estimate.
4.2.3 Classification of inverse heat transfer problems
The IHTP can be classified in four classes according to Alifanov [120]:
• IHTP dedicated to the estimation of the initial temperature field or at a given time
within the domain [121, 122]. These IHTP are often called “inverse backwards heat
conduction problems”. These problems are often investigated in aeronautics [121]
or for the estimation of temperature field in a flow [123, 124].
• The IHTP dedicated to the estimation of boundary conditions only. It consists in
estimating a heat flux applied on a surface as a function of time and / or space
[125, 126] or the estimation of heat transfer coefficient during a casting operation
between the casting / mold interface [127].
• The IHTP dedicated to the estimation of volumic parameters such as material char-
acteristics (thermal conductivity and specific heat) [128–131] or heat source terms
[132–134].
• IHTP of design. These problems are of great interests in casting process for con-
trolling the cooling rate and the solid / liquid interface [51, 135, 136].
4.2.4 Regularization techniques
Despite the formulation of the IHTP in least squares sense, the solution is neither unique
nor stable. Hadamard proposed in 1902 the definition of a well posed problem and there-
fore an ill posed problem by the way [137]. In general, an inverse problem can be written
as follows: Au = f , u ∈ U ,f ∈ F with u is the vector of unknown parameters and
f are the measured data which belongs to the respective normed spaces U and F. The
Operand A : U → F is assumed to be defined within the domain D(A) ⊆ U with value
in R(A) ⊆ F . So the problem Au = f is well posed in Hadamard sense if and only if:
• Whatever f ∈ R(A) = F , it exists one solution u ∈ U (existence)
• The solution is unique in U (uniqueness)
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• The solution depends continuously on f (stability).
If one of these three conditions is not verified then the problem Au = f is said ill-posed. It
is often the case of inverse heat transfer problems. IHTP are ill-posed especially due to the
measurement errors which can disturb the solution and lead to several solutions. In order
to attenuate the sensibility of the solution with regards to the measurement errors, model
errors and numerical errors, it is required to use a regularization technique. The most used
regularization techniques in IHTP are the Tikhonov regularization [138], the singular value
decomposition regularization, the Beck’s specification method [139, 140] and the iterative
regularization methods [141] based on the computation of criterion gradient.
4.2.4.1 Tikhonov’s regularization
This technique [138] consists in adding a penalization term to the quadratic criterion as
follows:
J(U,R, µ) = ‖AU − f‖2 + µ ‖RnU‖2 (4.6)
Associated to the matricial system Au = f with A is a matrix, U is the temperature
vector and f is the measurement vector. µ is the regularization parameter and Rn is a
regularization matrix. The main difficulties are the choice of the regularisation parameter.
If its value is important, the penalization term ‖RnU‖2 will be predominant and the
estimated solution will have a bias. If its value is small, the solution will be still unstable.
Gejadze et al. will be predominant and the estimated solution will have a bias. If its
value is small, the solution will be still unstable. Gejadze et. al. [123] proposed a method
for chosing the regularization parameter.
4.2.4.2 Singular Value Decomposition (SVD) regularization
The SVD regularization consist in decomposing a matrix Anm into three matrices Unn
and Vmm and Wnm. The SVD regularization consists in decomposing a matrix: W is a
diagonal matrix built with the singular values wi while U and V are orthogonal matrices.
The inverse of the matrix A can be easily obtained from the following formula: A =
UWV T ⇒ A−1 = UW−1UT . As a consequence, the solution of the matrix system:
Ax = f , the solution x is: x = A−1f = VW−1UTf or x = ∑min(n,m)i=1 {ui}{fi}wi {vi} with {ui}
and {vi} are respectively the vector of the orthogonal base for the matrices U and V. The
solution x is dominated by the small wi terms when the numerator values are not small.
The regularization technique consists in choosing a truncation order for the values of the
previous inversion: x = ∑nTi=1 {ui}{fi}wi {vi}. nT is the truncation order. The difficulty of
this method resides in the choice of this parameter as the stability relies on it. The SVD
regularization is only used for linear problems whatever is the space dimension.
4.2.4.3 Beck’s specification function
Beck et. al. [140] developed this method for the estimation of heat flux or surface
temperature in aeronautics applications. Lefévre et. al. used this approach for the
simultaneous estimation of power and position of a heat source [133]. The unknown
parameters are estimated sequentially at each step time by using some future values. The
minimized quadratic criterion is written as follows:
J(T, pk+1) = 12
nS∑
i=1
r∑
j=0
[
T k+ji (pk+1)− Y k+ji
]2
(4.7)
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With r the number of future steps. The function specification consists in decomposing
p on function basis according to the time. The minimization of J(T, pk+1) means that
∂J(T, pk+1)/∂pp+1 = 0. The derivative of the criterion comes:
nS∑
i=1
r∑
j=0
[
T k+ji (pk+1)− Y k+ji
] ∂T k+ji (pk+1)
∂pk+1
= 0 (4.8)
As the function pk+1 is not known, a first order Taylor expansion is made:
T k+ji (pk+1) = T
k+j
i (pk) +
∂T k+ji (pk+1)
∂pk+1
(
pk+1 − pk
)
(4.9)
The linearized expression of T k+ji (pk+1) is replaced in the criterion gradient equations in
order to establish the next expression in order to get the computation of the new estimated
parameter pk+1:
pk+1 = pk +
∑nS
i=1
∑r
j=0
[
T k+ji (pk+1)− Y k+ji
]
∂Tk+ji (pk+1)
∂pk+1∑nS
i=1
∑r
j=0
[
∂Tk+ji (pk+1)
∂pk+1
]2 (4.10)
The major difficulty of this technique resides in the choice of the parameter r for the
number of future steps to take into account. If this parameter is too small or too large,
the solution is unstable. This parameter is often set manually after testing few values
for r. Moreover, another term of spatial regularization (Tikhonov one) can be added
introducing another difficulty.
4.2.4.4 Iterative Regularization Method (IRM)
Most of the iterative regularization methods are based on the computation of the gradient
of the quadratic criterion with regards to each parameter to estimate. The iterative regu-
larization method does not require a regularization term because the solution is implicitly
regularized iteration after iteration. The “regularization parameter” is the number of it-
eration required before stopping the iterative process. This parameter depends generally
of the measurement noise. The main difficulty resides in the computation of criterion
gradient.
4.2.5 Initialization of the unknown parameters and stopping cri-
terion
The four presented regularization techniques are not the only ones but the most used
in the literature. Whatever the adopted regularization approach, the influence of the
initial unknown parameters and the stopping criterion on the solution should always be
investigated before solving the IHTP with experimental data. Generally speaking, few
initialization values for p (describing the whole space of definition of p) should be used to
verify that the solution converges towards the same value.
A stopping criterion or threshold should be defined every time that an iterative regu-
larization method is used. There are numerous stopping conditions. One of the easiest is
to define the stopping criterion as the sum of the measurement noise over the time range
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and the sensor number such as: J(pˆ) ≤ nS × (∑σ2i )nIi=1 with yS(ti) = ym(ti, pˆ) + b(ti). As
yS(ti) ≈ ym(ti, pˆ), e0(ti, pˆ) ≈ b(t) where b(t) is normal noise, of null mean and standard
deviation σ(t). Where i = 1,....,nI . This stopping criterion requires to know the measure-
ment noise.
Another criterion consist in comparing the previous quadratic criterion with the cur-
rent one and define a small value η as stopping criterion: J(pˆk+1)− J(pˆk) ≤ η. The last
computed criterion must be inferior to the previous iteration as well. This criterion can
be used when the measurement noise is not known.
4.3 The Inverse Heat Transfer Problem (IHTP) for
the estimation of GTAW efficiency and Gaussian
radius
In what follow the Gaussian radius RB is chosen to vary linearly with time variable t. So
:
RB(t) =
RB(tf )−RB(t0)
∆t · t+RB(t0) (4.11)
Finally the unknown vector p =
{
η,Rt0B , R
tf
B
}
. Hence 3 unknown parameters need to be
estimated. It is assumed that the Gaussian radius is smaller at the beginning electric
arc due to its stabilization (even if it is faster in comparison to the other investigated
phenomena).
The formulation of the considered IHTP in least squares sense is as follows:
Find the unknown vector p =
{
η,Rt0B , R
tf
B
}
which minimizes the objective function
S(p) defined as the quadratic difference between the calculated Tcal(x, t, p) and measured
Ymeas(xi, t) temperatures. The expression of the objective function is:
S(p) = 12 [Yi − Ti]
T W [Yi − Ti] or
S(p) = 12
tf∫
t0
∫
Ω
nS∑
i=1
[Ymeas(xi, t)− Tcal(xi, t; p)]2 dΩ dt
(4.12a)
(4.12b)
with xi the position of sensors, i = 1, ..., nS.
The inverse heat transfer process can be represented as follows, see figure 4.2. The
iterative regularization loop is represented in Grey color and the minimization technique
is included in this loop. The Levenberg-Marquardt (LM) technique is used for the min-
imization of the stated objective function, equation 4.12b. The LM is well adapted to
solve IHTP with few parameters to estimate and the defined objective function (quadratic
criterion). Furthermore the method is not too complicate to program.
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Figure 4.2: Representation of the parameter estimation
4.4 Minimization of the objective function with the
Levenberg-Marquardt method
The minimization of the cost function S(p) is obtained by equating to zero its derivatives
with respect to the unknown parameters p, so:
∂S(p)
∂p
= 0 (4.13)
This condition can be represented in matrix format as follows:
∇S(p) = 2
[
∂Ti(p)
∂p
]T
[Yi − Ti(p)] = 0, i ∈ I (4.14)
The term
[
∂Ti(p)
∂p
]T
is called transpose of sensitivity matrix J(p). I is the total number of
temporal measurements. The elements of the sensitivity matrix are named the sensitivity
coefficients. The sensitivity coefficients are the first derivative of the estimated tempera-
ture at position xi with respect to the unknown parameters p = {η,RB1, RB2}. By using
the definition of the sensitivity matrix in the equation 4.14, gives :
∇S(p) = 2JT (p) [Yi − Ti(p)] = 0 (4.15)
Let’s develop the term T (p) with a first order Taylor expansion around the current solution
pk at iteration k:
T (p) = T (pk) + ∂T (p
k)
∂p
(
p− pk
)
= T (pk) + Jk
(
p− pk
)
(4.16)
with T (pk) and Jk = J(pk) are the estimated temperatures and the sensitivity matrix
evaluated at iteration k respectively. Equation 4.16 is substituted into equation 4.15 in
sort of the new parameters pk+1 is expressed from its previous value pk, sensitivity matrix
Jk and output error (Ti(pk)− Yi):
pk+1 = pk +
[
(Jk)TJk
]−1 [
(Jk)T
(
Ti(pk)− Yi
)]
(4.17)
Furthermore the matrix JTJ ≈ 0 is ill-conditioned especially around the initialization of
parameters p0. The Levenberg-Marquardt method alleviates such difficulties by adding a
scalar parameter λk:
pk+1 = pk +
[
(Jk)TWJk + λkΩk
]−1 [
(Jk)TW
(
Ti(pk)− Yi
)]
(4.18)
126
Ωk is a diagonal matrix. The term λkΩk damps oscillations and instabilities due to the
ill-conditioned character of the matrix. This parameter is large at the beginning of the
iterative procedure (and the method is like the steepest descent method) then it decreases
when the procedure advances to the solution (and the method tends to the Gauss method).
W is a diagonal matrix which can be either equal to unity matrix or to the inverse of the
standard deviation of the measurement errors if known.
The Levenberg-Marquardt algorithm is summarized below. Let’s Yi measured data at
the following sensors location xi, i = 1, ..., nS. Let’s choose an initial set of parameters
p0 = {η0, R0B1, R0B2} and the initial value for the damping parameter equals to λ0 = 0.001.
The iteration number is also initialized (k = 0).
• Step 1: Solve the direct problem with the available estimate pk in order to obtain
the temperature vector Tj(pk) = (T1,0, ..., TM,tf ).
• Step 2: Compute S(pk).
• Step 3: Compute the sensitivity matrix J(pk) and then set the matrix Ωk = I (Unity
matrix).
• Step 4: Calculate the new set of estimate pk+1 from equation 4.18.
• Step 5: Solve the direct problem with the new estimate pk+1 in order to find Tj(pk).
Then compute S(pk + 1), as defined in step 2.
• Step 6: if S(pk+1) ≥ S(pk), replace λk by λk+1 = 10 · λk and return to step 4.
• Step 7: if S(pk+1) < S(pk), accept the new set of estimate pk+1 and replace λk by
λk+1 = λk/10. Check the stopping criteria. Stop the iterative procedure if it is
satisfied; Otherwise, replace k by k + 1 and go to step 3.
This algorithm is also depicted in figure 4.3 for more clarity. The difficulty of the LM
resides in the building of the sensitivity matrix J(pk). The sensitivity matrix must verify
some criteria:
• Its determinant must be different to zero;
• Columns must be linearly independent of each other. If not, it means that a pa-
rameter of the unknown vector pk is linked to another parameter.
4.5 Sensitivity of temperature field and weld pool
width to efficiency and Gaussian radii
The inverse heat transfer procedure requires that both temperature and weld pool width
(the available experiment data) are relevant to get a correct estimation of the parameters.
That means the measured temperatures and weld pool width have to be sensitive to a
small variation of the parameter to estimate: efficiency and Gaussian radius.
This study can be done by analyzing the sensitivity of both temperature and weld
pool width with regards to each parameter to estimate. In what follow, the approach
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Figure 4.3: The Levenberg-Marquardt optimization technique
used for computing this temperature and weld pool with sensitivity is explained. These
temperature and weld pool width sensitivity are analyzed in order to:
• Locate the best position for the thermal sensors;
• Define when to start and end the data acquisition;
• Check that the parameters to estimate are linearly independent.
4.5.1 Computation of the sensitivity coefficients
Let’s consider the parameter η of the unknown vector p = {η,RB1, RB2}. The sensitivity
coefficients for η are obtained by differentiating the equations of the stated direct problem
with regards to η: δTη = ∂T∂η . The resulting system of PDE is very complex because it
involves the temperature sensitivity function δTη and velocity sensitivity functions δuη
and δwη.
An alternative method consists in approximating the temperature sensitivity function
with a forward difference scheme [142] as follows:
δTp =
Ti(p+ p)− Ti(p)
p
(4.19)
Where Ti(p+ p) is the calculated temperatures following with a small variation p. The
difficulty resides only in the choice of the  parameter. It must be small but not too
small or the temperature sensitivity coefficient will be equal to zero all the time. That
means the stated forward problem is only used and repeated three times, one time for
each parameter to estimate: p = {η,RB1, RB2}.
4.5.2 Numerical results
Instead of dealing directly with temperature sensitivity coefficients, let’s define “normal-
ized” sensitivity (NS) coefficients: χp. It is defined as follows:
χp = p · δTp (4.20)
128
Then all the normalized sensitivities are expressed in the same unit that simplifies the
sensitivity analysis. Furthermore, due to the severe welding conditions on the top side
Table 4.1: Reference and varied parameters for the sensitivity analysis
Parameter η RB1(mm) RB2(mm)
Initial value 0.68 2.5 3.5
Variation
(+5%)
0.714 2.625 3.675
(especially in and upon the weld pool), the current analysis is made on the back side where
it is easier to probe the temperature with thermocouples. Nevertheless, a temperature is
observed on the top side close to the weld pool where the metal never melts. A number
of 5 points (where are located the K- type thermocouple) are selected and they are given
in table 4.2.
Table 4.2: Locations of the temperature sensors
Point 1 Point 2 Point 3 Point 4 Point 5
top side back
side
back
side
back
side
back
side
radius (mm) 10 0 3 5 7
height (mm) 4 0 0 0 0
Remarks:
• The reference point is the center of the disc back side (r=0 mm and z=0 mm);
• The backside is referenced as z=0 mm and the topside is referenced z=4 mm.
4.5.2.1 Normalized temperature sensitivity evolution: χη(t)
Calculated NTS evolutions, with respect to η, are reported in figure 4.4. The sensors
located at the backside of the plate reached values between 600◦C (sensor 2) and 750◦C
(sensor 4) while the sensor on the top surface rised to a maximum value of 400◦C at
the final time. Sensors located at positions 2 and 3 reached their final value after 2
s and 3 s respectively, see figure 4. These NTS values remained stable until the end
of the simulation (tf=5 s). According to the formula used for the computation of these
NTS values
(
pδTp = pTi(p+p)−Ti(p)p
)
, these positive values mean that a small increase of the
efficiency results in a general increase of the temperature. These NTS values look relevant
after 0.5s/1s with values over 50◦C for all the studied sensors located on the backside.
Relevant NTS values means that the noise measurement is lower in comparison. Let’s
assume that the noise measurement is about 5% of the current measured what leads to a
maximum noise measurement of 40◦C. Let’s consider 40◦C as a limit for the present study.
All the NTS values must be higher (in absolute) to this limit: 40◦C. Greater are the NTS
values and better it will be for the estimation of the heat flux parameters. According to
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Figure 4.4: Normalized temperature sensitivity coefficient χη(t)
this, it seems that the temperature data recorded on the disc backside are useful for the
estimation of the efficiency.
4.5.2.2 Normalized temperature sensitivity evolution: χRB1(t)
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Figure 4.5: Normalized temperature sensitivity coefficient χRB1(t)
NTS values with regards to RB1 are presented in figure 4.5. The five investigated
locations exhibit different NTS evolutions. On the disc backside, within a radius of 5 mm,
these evolutions are almost negatives over the studied time. Sensors 2, 3 and 4 admit a
peak value of ≈ -400◦C, -250◦C and -120◦C respectively at different times: 1.4 s, 1.7 s and
2.8 s respectively. The sensor 5 (r=7 mm) on the backside presents positive values over
the range [0.5 s - 2.5 s] and then negative values. Sensor 5 reaches the maximum value
of +50◦C (at t ≈ 1.4 s) and decreased to a minimum value of -50◦C at t=5 s. Sensor
1 always exhibits positive values over the studied time range with a maximum value of
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+110◦C at time 2.2 s. The increase of RB1 (5%) means that the welding energy is spread
over a larger area what results in lower temperature on the backside (negative NTS) and
higher temperature on top side. Nevertheless these NTS are quite important: greater to
50◦C in absolute sense and never admit any stabilized values (as observed previously).
4.5.2.3 Normalized temperature sensitivity evolution: χRB2(t)
NTS evolutions with regards to RB2 are depicted in figure 4.6. All the the NTS values
start to be relevant (in absolute sense) after 1 s for sensors 2 to 4, after 2 s for sensor
1. The evolution of sensors 2 to 4 decrease almost linearly to values around -200◦C from
t=0.5 s to t=5 s. The evolution of sensor 5 is very low, with values almost close to zero till
t<3.5 s and then it decreases almost linearly to -50◦C at t=5 s. Conversely, sensor 1 has
positive values and evolves linearly between t=0.5 s and t=5 s with a final value around
200◦C. These NTS values for RB2 are relevant for sensors 1 to 4. Moreover these NTS
values do not reach any stabilized values over the time interval as RB1-NTS values. This
last remark is especially interesting for the next study: are the three parameters linearly
independent? One way to carry on this study is to compute the ratio of each NTS values
for each sensor position.
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Figure 4.6: Normalized temperature sensitivity coefficient χRB2(t)
4.5.2.4 Ratio of normalized sensitivity evolutions
In this section, we are verifying that the sensitivity of parameter χη is independent of the
sensitivity of parameter χRB1 for example (the same work has to be done with χRB2 and
between χRB1 and χRB2). The method consists in computing the ratio of the NTS for each
sensor location such as: XηRB1 = Xη/XRB1. If this ratio is constant over the time interval
that means the studied parameters are constant (these parameters can be constant over
a short time interval). As a consequence the estimation of the two parameters is not
possible over the time interval where the NTS ratio is constant. These ratios evolutions
are presented in figures 4.7 and 4.8.
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Figure 4.7 reports the three ratios for sensor located at r=10 mm on top surface. it is
clear that parameters η and RB2 are quite linearly dependent (or proportional) as their
NTS ratio χη/χRB2 (full black curve) is almost constant over the time interval [0.5 s-5 s].
The two other NTS ratios are varying over 2/3 of the time interval: the ratio χRB1/χRB2
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Figure 4.7: Ratio of the normalized temperature sensitivity coefficients at r=10 mm and z=4
mm (on top side)
(dashed black curve) is varying strongly in the time interval [0.5 s-4 s] while χη/χRB1 is
varying in the time interval [1.5 s-5 s]. That means that RB1 and RB2 are independent
(or not proportional) in [0.5 s-4 s] and η and RB1 are independent in [1.5 s-5 s].
Because the two parameters η and RB2 are quite proportional over the time interval,
the temperature recorded at this sensor may prevent the resolution of the inverse heat
transfer problem. Figure 4.8(a) and 4.8(b) present the same evolutions for the three
ratios. Figure 4.8(a) reports these ratio evolutions at the center of the back side of the
disc while figure 4.8(b) exhibits these ratio evolutions at r=3 mm on the same side. The
ratios χη/χRB2 and χRB2/χRB1 seems to be independent in the interval [0.5s-4s] while
χη/χRB1 is rather independent in [1s-5s]. From figures 4.4, 4.5 and 4.6, it was noticed
that the NTS for the three parameters was quite important over the two time interval
identified from figure 4.8(a) and 4.8(b).
Figure 4.8(c) shows the three ratio evolutions at sensor 4 (r=5 mm on back side).
The three ratios exhibit a vertical asymptote at t≈ 0.7 s. Therefore, the three ratios are
strongly varying around this time before stabilizing after 1s except for the ratio χη/χRB2.
That means that the three ratios are quite independent in the time interval [0.3-1.2 s]. In
addition, the NTS values of the three parameters are quite low in this stated time interval
then the data given by the sensor 4 are not useful.
The evolution of the three ratios at sensor 5 (r=7mm on disc back side) is displayed in
figure 4.8(d). The ratios exhibit again a vertical asymptote at t ≈ 3s for ratios χη/χRB2
and χRB2/χRB1 while it is at t=2.6 s for ratio χη/χRB1. Astonishingly, the time evolutions
of the three ratios are quite important in the time interval [1.5 s-4 s] for ratios χη/χRB2 and
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Figure 4.8: Ratio of the normalized temperature sensitivity coefficients. a) At point r=0mm and
z=0mm (back side). b) At point r=3mm and z=0mm (back side). c) At point r=5 mm and z=0
mm (back side). d) At point r=7 mm and z=0 mm (back side)
χRB2/χRB1 and the time interval [0 s-4 s] for the last χη/χRB1. This sensor is located far
away than the previous (r=5mm) but this sensor location (r=7 mm) looks quite relevant
for measuring temperature. But the NTS values for the two Gaussian radius RB1 and
RB2 are quite low over all the time interval of the simulation. This sensor 5 is interesting
if the noise measurement on the measured temperatures is quite low (less than 1%). Let’s
remark that this sensor location is interesting due to the size of the weld pool (4.3 mm
half-width and 1.1 mm depth) under the investigated welding conditions: I˜=150 A and
U˜=10.4 V. Lower welding power will lead to smaller weld pool and sensor 5 may become
less relevant while sensor 4 may become relevant.
From the five sensors positions, it can be stated that sensors 1 and 4 can not be used
for the estimation of the parameters. Sensors 2 and 3 are useful but sensor 5 is probably
the best one. The problem of sensor 5 is that the NTS values of the Gaussian radii are
low. It seems that the temperature measurements should be recorded within a radius
lower than and also around 7 mm≤ r ≤ 8 mm for a weld pool size of 4.3 mm and 1.1
depth. This conclusion is closely related to the geometry of the weld pool obtained under
the studied welding conditions (I˜ = 150A). For different welding conditions, for example:
lower welding energy the weld pool will be smaller, so the sensor locations (especially
sensors 3, 4 and 5) should be adjusted. The time interval [1 s-4 s] is the more relevant for
temperature measurements according to the previous analysis.
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4.5.2.5 Normalized weld pool width sensitivity evolution
Figures 4.9(a) and 4.9(b) represent respectively the Normalized Weld pool width Sensi-
tivity (NWS) coefficients for each parameter and the ratio of these NWS coefficients. The
two ratios η/RB1 and η/RB2 are quite independent for t>2 s. The NWS ratio RB1/RB2 is
constant over all the time interval what means there is a strong dependence between the
two parameters. Therefore this data is still useful for estimating the GTAW efficiency η.
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Figure 4.9: a) Normalized Weld pool width Sensitivity coefficients for each parameter. b) Ratios
of Normalized Weld pool width Sensitivity coefficients
4.5.3 Conclusion
The aim of this sensitivity analysis was, firstly, to define where and when measuring
relevant temperatures and, secondly, what are the linearly independent parameters to
estimate. It appears:
• Temperature measurements must be done on the back side of the plate (it is mainly
an experimental constraint)
• The estimation of GTAW efficiency η will be easier than the two Gaussian radii.
The best position for the sensors is close to the center and another position around
r=7mm from the disc center.
• The weld pool width data is complementary and provides relevant data for GTAW
efficiency parameter only (as the two Gaussian radii are linked together).
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4.6 Numerical resolution of inverse heat transfer prob-
lem
The aim of this section is to demonstrate that the temperature measurements on disc back
side and weld pool width data are relevant for solving the inverse heat transfer problem
(ihtp). Five test cases are investigated in what follows. The first part of this section is
dedicated to validate the uniqueness of the solution (the three parameters) by solving
the inverse heat transfer problem with two sets of initial parameters. Then the effect of
various sources of errors on the input data (noise measurement, error on sensor position
and error on material properties) are investigated to better understand their effect on the
final estimation of the parameters.
4.6.1 Numerical tests with exact data
The goal of this study is quite straightforward: check that the ihtp converges and leads
to the exact values of the three parameters when the input data are exacts. Exact data
means that the stated GTAW modeling is solved with the following values: η=0.68, RB1=
2.5 mm and RB2=3.5 mm (with I˜=150 A and U˜=10.4 V). This simulation gives both
temperatures and weld pool width to use as input in the ihtp. As the ihtp is based on
the same GTAW modeling (called forward problem) and initialized with different values
for the three parameters (which are: η=0.1, RB1= 20 mm and RB2=20 mm), at the end
of the iterative process, the estimated parameters should be equal to the one used for
getting the exact data. As it is a numerical study, the initial values are chosen far away
from the exact values in order to show that the ihtp is able to manage it.
Two cases have been carried out in this section. In the first case, the ihtp was solved
with two thermal sensors located on the back side at r=0 mm and r=7 mm. In the second
case, the ihtp was solved with thermal sensors at the positions: r=6 mm and r=8 mm of
the back side. Figure 4.10 presents the evolution of the cost functions with the iteration
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Figure 4.10: Evolution of the cost functions with regards to the iteration number
number. Both cost functions decrease towards a value close to zero as expected. The case
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2 converged faster towards zero. The computation case 1 ran for about 39 hours before
stopping it while computation case 2 ran about 25 hours (The forward multi-physics
problem run takes about half an hour).
Figures 4.11(a) and 4.11(b) show respectively the calculated and reference temper-
atures for case 1 and their temperature difference also called temperature residual at
iteration 15. The calculated temperatures match perfectly the reference temperatures.
The temperature residual is lower than 0.1◦C for the sensor located at the center and
lower than 0.02◦C for the sensor located at r=7 mm, figure 4.11(b). Figures 4.12(a) and
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Figure 4.11: Temperature and temperature residual
4.12(b) show respectively the calculated and reference temperatures for case 2 and tem-
perature residual (Tref - Tcal) at iteration 11. For the two cases, the temperature residual
is lower than 0.1◦C in absolute value. The calculated temperatures fit correctly with the
input data. Figures 4.13 and 4.14 present the estimated parameters with regards to the
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Figure 4.12: Temperature and temperature residual for case 2
iterative number. The three parameters are quite well estimated after 6 iterations for case
2 and after 11 iterations for case 1. These iteration numbers 6 and 11 correspond to a
cost function value below 104.
Figures 4.15(a) and 4.15(b) present respectively the comparison between the reference
weld pool width with the calculated one and their residual for case 1. The same results
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Figure 4.13: Evolution of the estimated efficiency with regards to the iteration number.
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Figure 4.14: Evolution of the estimated gaussian radii with regards to the iteration number.
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Figure 4.15: Weld pool comparison between reference and calculated
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are shown in figures 4.16(a) and 4.16(b) for case 2. The reference and calculated weld pool
half-width match very well as it can be seen in figures 4.15(a) and 4.16(a). Their difference
is lower than 0.03 mm so less than 0.8%. This residual is probably due to to the numerical
simulation (mesh grid used). Let’s discuss now about the accuracy of the σ(pi) estimated
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Figure 4.16: Weld pool comparison between reference and calculated
parameters. It is well known that the sensitivity matrix can be also used for evaluating
the confidence interval for each estimated parameters. Let’s explain, the Hessian matrix
H(p) is approximately equal to the sensitivity matrix JT (p)J(p). The covariance matrix
is itself related to the Hessian matrix as follow: cov(p) = H−1(p) then the accuracy σ(pi)
on each estimated parameter can be evaluated from the covariance matrix by applying
the next formula: [σ(pi)]2 = cov(p)ii. All these steps can be summarized by the following
formula:
[σ(pi)]2 = cov(p)ii = H−1ii (p) ≈
[
JTJ
]−1
ii
(4.21)
The accuracies for each estimated parameters are reported in the next table 4.3. As we
can see, these three parameters are estimated with an excellent accuracy as expected. The
accuracy is slightly better for the case 1 but the error done on the estimated parameters
is of the same order of magnitude. Finally both choice of sensor position: one on the disc
center and one at r=7 mm or both located around r=7 mm led to excellent estimation
of the parameters. The second set of sensor location just converged faster to the exact
parameters. In the next paragraph, the robustness of the ihtp with regards to different
Table 4.3: Estimated parameters for both studied cases after solving ITCP
Parameters Exact
Values
Case 1 (after 15 iterations) Case 2 (after 11 iterations)
Estimated Accuracy % error Estimated Accuracy % error
Efficiency 0.68 0.6799 ±
0.00027
≤ 0.015 0.6799 ± 0.0003 ≤ 0.015
RB1 2.5 2.499 ± 0.0018 ≤ 0.04 2.498 ± 0.01 ≤ 0.08
RB2 3.5 3.499 ± 0.0049 ≤ 0.028 3.503 ± 0.017 ≤ 0.085
Computation
time (hours)
39 22.5
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sort of errors is investigated. The aim is to check that the three parameters are estimated
with a correct accuracy with some reasonable measurement errors.
4.6.2 Numerical tests with noised input data
The following three sort of errors are investigated:
• Noise measurement: a random error is added to the reference temperature with a
maximum standard deviation σ(t) of 5% of the actual temperature (|σ(t)| ≤ 5%× TREF (t))
so the new noised input are: TNOISE(t) = TREF (t) + σ(t). The reference and noised
temperatures are plotted in figure 4.17(a).
• Error on thermo-physical properties: a 5% error is assumed on thermal conductivity,
mass density and specific heat. The new set of data with slightly different thermo-
physical properties is presented in figure 4.17(b) (dashed curves).
• Error on the position of the thermal sensors. It is assumed that the sensor position
is known within a confidence interval of ± 0.5 mm.
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Figure 4.17: Comparison of noised and reference data
The evolution of the cost functions are presented in figure 4.18. The three cost functions
converged to a stabilized value after 7 iterations. Then the ihtp was stopped because the
cost function did not decrease enough between two iterations. This final cost function
can be evaluated as it is connected to the error added to the input data. This final value
can be assessed from the cost function formula:
STHRESHOLD =
1
2
tf∫
t0
∫
Ω
nS∑
i=1
[Ymes(t)− Tcal(xi, t; p)]2 dΩdt+12
tf∫
t0
∫
Γ
[Wmes(t)− wcal(t; p)] dΓ dt
(4.22)
by substituting Ymes(t) with TREF (t) and Tcal(t) with TNOISED(t). Wmes(t) and wcal(t)
are respectively the reference and calculated weld pool width. So, the final value for the
1st case is about 6.7 × 104. The cost function stabilized finally to a value of 4 × 104 for
the case with measurement errors. The two others cost functions stabilized to 104 and
9 × 103 for the ihtps solved respectively with errors on the sensors location and errors
on the thermo-physical properties. These estimated cost function thresholds can be used
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as stopping criterion when the errors on the input data are known. If the errors are
not known, the cost function should be stopped when its value between two iterations is
slowly improved such as 0.1% for example.
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Figure 4.18: Evolution of the cost functions with regards to the iteration number
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Case with noised temperatures
Figure 4.19: Noised temperature case
Figure 4.19(a) compares the calculated temperatures with the input data used (data
with noise measurements) at the last iteration. The calculated temperatures evolutions
are smooth in comparison to the input data. The Levenberg-Marquardt algorithm has
filtered out the noise from the input data. Figure 4.19(b) presents the temperature residual
so the difference between the noised input and calculated temperatures after solving the
ihtp. The filtering effect of the ihtp is here highlighted and the normal distribution of
the noise is also verified. Figures 4.20(a) and 4.20(b) show respectively the comparison
between input and calculated data and their temperature residual for the second studied
case: error on the sensors position. The input data were taken at point r=0.5 mm and
r=6.7 mm while the ihtp was solved at the following locations: r=0 mm and r=7 mm on
the back side. The calculated temperature matches very well the input temperature for
sensor 1 (r=0.5 mm, back side) while there is some temperature difference at sensor 2
(r=6.7 mm). Nevertheless this temperature difference does not exceed 6◦C, figure 4.20(b).
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Case with changes on sensor position
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Case with changes on sensor position
Figure 4.20: Case with changes in sensor position
Figure 4.21(a) displays the temperature residual for the last case with errors on the
thermophysical properties. Let’s remember that a 5% error was assumed on these ther-
mophysical parameters. The final temperature residual is lower than 6◦C what is quite
low in comparison to a maximum temperature of 1100◦C for sensor 1 and 550◦C for sensor
2. This low temperature residual means that the calculated temperatures and input ones
are fitting very well.
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(a) Temperature residual at the last iteration.
Case with 5% error on thermophysical
properties
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ihtp computation for the 3 cases
Figure 4.21: Case with 5% error in thermophysical properties
Figure 4.21(b) shows the weld pool residual at the last iteration for the three studied
cases. These residuals are quite important (≈ 0.6 mm) at the beginning of the formation
of the weld pool (t ≈ 0.5s) then this residual stabilized below 0.1 mm. A 0.1 mm residual
represents 2.5% of the final weld pool radius (about 4 mm).
The evolutions of the three estimated parameters along the iteration number are pre-
sented in figures 4.22, 4.23 and 4.24. The final values for each parameter are also reported
in table 4.4.
The first studied case of error: temperature with noise measurement (as defined pre-
viously: within 5% of actual read temperature) did not prevent a good estimation of the
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Figure 4.22: Evolution of the estimated efficiency with regards to the iteration number
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Figure 4.23: Evolution of the estimated RB1 parameter with regards to the iteration number
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Figure 4.24: Evolution of the estimated RB2 parameter with regards to the iteration number
three parameters. For this case, the accuracy on the efficiency is less than 0.5% while
it is less than 1.8% for the two Gaussian radii, see table 4.4. It took 7 iterations before
getting an accurate set of estimated parameters.
The second case, error on sensors position led up to 15% error on the RB2 parameter
(case with error on sensors position), see table 4.4, despite low temperature residuals
as seen in figure 31. RB2 is overestimated as well as the efficiency. In this test case,
the sensors positions were r=0.5 mm and 6.7 mm for getting the input while it was set
to r=0 mm and r=7 mm for the ihtp. At position r=0 mm, temperature measurement
are very sensitive to the efficiency than to the Gaussian radii as it was observed along
the sensitivity analysis on the efficiency. As a consequence the ihtp estimated easier the
efficiency than the Gaussian radii. From the sensitivity analysis, it was observed that
RB2 is more sensitive than RB1. Finally this parameter was overestimated because the
efficiency was also overestimated in order to keep the same amount of absorbed heat flux
(a larger radius will spread the energy over a large area what decrease the heating). In
table 4.4, the integral of energy (so the heat flux on the top side) was calculated. This
integral energy is almost close to the reference one and its error is less than 2.7% that is
quite low in comparison to the respective errors of 7.4% and 15.1% on GTAW efficiency
and RB2 parameter.
For the third case (error on thermo-physical properties), the introduced error is mostly
absorbed by the GTAW efficiency parameter. This parameter is underestimated (10%)
in comparison to the exact value. The RB2 is then underestimated by 6.5% in order to
get higher heat flux values. The computation of the energy integral shows that there is
a loss of energy of 7.2%. Finally this sort of error gives inaccurate estimation for two
parameters out of three but also an inaccurate estimation of the energy absorbed by the
disc.
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Table 4.4: Parameters estimated for the three studied cases of error
Parameters Exact Val-
ues
Case 1 (9th iteration) Case 2 (9th iteration) Case 3 (9th iteration)
Estimated Error
(%)
Estimated Error
(%)
Estimated Error
(%)
GTAW Effi-
ciency
0.68 0.683 ≤ 0.44 0.73 ≤ 7.4 0.614 ≤ 9.7
RB1(mm) 2.5 2.538 ≤ 1.5 2.623 ≤ 4.9 2.549 ≤ 2
RB2(mm) 3.5 3.438 ≤ 1.78 4.028 ≤ 15.1 3.267 ≤ 6.5
Heat flux inte-
gral
1.425× 105 1.434× 105 ≤ 0.63 1.386× 105 ≤ 2.7 1.322× 105 ≤ 7.2
Computation
time (hours)
23 19 18
4.7 Estimation of parameters using experimental mea-
surements
The inverse thermo-convective problem was solved with the temperature data obtained
from the following experimental conditions as given in table 4.5. The radius of the low
sulfur 304L steel disc is 40 mm. The sulfur content was evaluated to be closer to 39 ppm
instead of the 36 ppm measured during the EPMA experiments. After welding, the steel
disc has been cut in two parts in order to observe the resulting weld pool shape. The
weld pool radius and depth for this experiment were respectively 2 mm and 1.4 mm, see
table 4.6.
Table 4.5: Experimental conditions for high sulfur sample
Average
current Iw
Average
voltage Uw
Arc
length
Argon &
flow rate
Sulfur
con-
tent
Arc du-
ration
radius thickness
71.3 A 8.7 V 2.4 mm 16 l/min 39
ppm
5 s 40 mm 4 mm
The three unknown parameters {η,RB1, RB2} were initialized respectively to 0.85, 10
mm and 10 mm as it can be seen in figures 4.26(a) and 4.26(b) at the 1st iteration. The
time step is set to 0.05 s and the duration of the simulation (forward problem) is set to 5 s.
The fluid domain is reduced to one fourth of an elliptic domain with a radius of 3 mm by
2 mm depth (along the major axis of the ellipse domain). The fluid domain was defined
after observation of the experimental weld pool shape from the macrograph analysis. The
inverse problem was stopped at the 6th iteration as there was no more important decrease
of the objective function as shown in figure 4.25(a). The final value of the objective
function is about 27600 what corresponds to an average standard deviation of σ ± 18◦C,
see table 4.7. The average standard deviation was calculated as follows: σ =
√
2Jfinal
ntns
with Jfinal the objective function at the last iteration, nt is the number of time step and
ns is the number of sensors. The comparison between the experimental temperatures
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(a) Evolution of the objective function with
iteration number
(b) Experimental, calculated and residual of
temperatures at last iteration
Figure 4.25: Results obtained for high sulfur sample case
and calculated one at the 6th iteration are presented in figure 4.25(b). The calculated
temperatures match quite well the experimental what was obvious due to the low average
standard deviation (σ ≈ 18◦C). The locations of the sensors were 0.7 mm and 3.8 mm
from the center on the backside. The temperature calculated at r = 0.7 mm does not
match well the experimental one between 0 s and 1.3 s. Most of the differences between
the experimental and calculated temperatures are at the beginning of the simulation (for
time inferior to 1.5 s). The evolutions of three estimated parameters with regards to the
(a) Evolution of the estimated efficiency with
the iteration number
(b) Evolution of the estimated radii with
iteration number
Figure 4.26: Evaluated heat source parameters for high sulfur sample
iteration number are shown in figures 4.26(a) and 4.26(b). As mentioned previously, these
values did not change a lot since the 4th iteration (as the objective function did not change
from the 4th iteration). The estimated values at the last iteration are 0.71, 2.18 mm and
1.5 mm respectively for the efficiency, first and second Gaussian radii. Let’s remember
that the first Gaussian radius corresponds to the initial time and the second one to the final
time. The estimated value for the RB1 Gaussian radius was unexpected whereas the values
obtained for the efficiency and RB2 look coherent. Let’s perform a statistical analysis on
the accuracy of the estimated parameters. According to some statistical assumptions, the
standard deviation for each estimated parameters can be calculated from the covariance
matrix [143]. The covariance matrix is derived from the sensitivity matrix as follows:
Cov(p) = (JTJ)−1σ where J is the sensitivity matrix (p = {η,RB1, RB2}) and σ is the
average standard deviation that we suppose to be equal to the one at the final iteration
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of the inverse problem. Finally the standard deviation for each parameter is given by:
σp = σ
√
[JTJ ]−1 (4.23)
The corresponding standard deviations for each parameter are reported in table 4.7. These
low values mean that the parameters are estimated with a good accuracy.
In section 4.6.2, several numerical cases have been studied with noised input data. It
has been shown that the error on the sensor location was the worst case. A small error
on the sensor position ±0.25 mm led to high errors on the estimation of the parameters,
up to 15% on the 2nd Gaussian radius. This error is difficult to evaluate due to the
size of the employed thermocouples: 0.5 mm which is quite large with regards to the
temperature gradient on the back side of the steel disc. Furthermore, it is well known that
a thermocouple introduces a thermal contact resistance. This thermal contact resistance
results in a delay of the thermocouple response as well as lower measured temperature [144,
145]. If the recorded temperature is lower (because of this thermal contact resistance), it
means that either the efficiency should be higher or the Gaussian radii should be smaller
than the current estimated values presented in table 4.7.
Table 4.6: Final weld pool dimensions (calculated at the final iteration) for high sulfur sample
Weld pool Experimental Calculated
Radius (mm) 2.0 2.05
Depth (mm) 1.4 1.32
Table 4.7: Estimated heat source parameters at the last iteration for high sulfur sample
Parameters Estimated value Estimated standard
deviation
Efficiency η 0.708 ± 0.0065
RB1(mm) 2.18 ± 0.045
RB2(mm) 1.5 ± 0.057
Final averaged stan-
dard deviation σ (◦C)
± 17.7
The values estimated for the GTAW efficiency and Gaussian radii are in good agree-
ment with the one found in the literature. Nonetheless, a question on the choice of assumed
constant efficiency along the studied time interval is probably wrong. It is maybe the rea-
son of the difference of temperature (between experimental and calculated) within the
first 1.5 s of the simulation. It has been shown in the sensitivity analysis section that the
efficiency and Gaussian radii (especially the 1st Gaussian radius) were sometimes lowly
independent which can prevent an accurate estimation. The use of another optimization
method must be explored.
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4.8 Conclusion
In this chapter, some definitions have been explained such as direct problem, regular-
ization method, quadratic criterion and the general definition of an inverse heat transfer
problem. Then, the inverse heat transfer problem was stated to our problem: the estima-
tion of efficiency and Gaussian radii. The Levenberg-Marquardt method was used for the
minimization of the stated cost function. Before carrying out any resolution of the ihtp,
a sensitivity analysis was performed in order to guarantee that the temperatures mea-
sured at some sensors locations were relevant. Indeed the measured temperatures must
be sensitive to the estimated parameters in order to get relevant values for the efficiency
and gaussian radii. Some sensor locations have been identified as more interesting than
others. From the sensitivity analysis, it was concluded that:
• The temperature measurement must be done closer to the center of the disc back
side and closer to a point r=7mm for our welding conditions (when the weld pool
half-width is about 4mm).
• The time interval for recording the data should not exceed 4/5s.
• The weld pool half-width (measured with the high speed camera) is relevant for the
estimation of the efficiency only.
Then, few numerical cases were investigated to confirm that the stated ihtp worked well
with exact input data and behaved robustly with noised data. Through the five different
numerical cases, it was shown that
• The inverse method is robust to noise measurement and provided excellent estimated
parameters and estimation of the energy absorbed in the work-piece;
• The position of the sensors must be carefully checked every time and marked on the
disc (for later measurement once the experiment has been finished and the center
of the weld pool is used as reference point for sensors position) as it may lead to a
bad estimation of efficiency and RB2. The energy integral is lowly affected by this
error.
• The values of the thermo-physical properties and especially the thermal conductivity
must be known quite accurately over the whole temperature range. This can lead
to a bad estimation of efficiency and RB2 parameters.
At least the chapter ends with the estimation of the efficiency and gaussian radii with
experimental data (temperatures only). The value of the efficiency (0.7) is in good agree-
ment with the one found in the literature for the GTAW process. The values for the
Gaussian radii are respectively 2.1 mm and 1.5 mm for the Gaussian radius at t=0s and
the one at t=5 s. It was expected a similar value for the both radii or a smaller value for
the 1st radius due to the stabilization of the electric arc. Due to the size of the thermo-
couple (0.5 mm) and to the introduced thermal contact resistance, the value of the 1st
Gaussian radius is probably not well estimated. Another assumption is probably that the
efficiency is not the same at the beginning (t=0s) than at the final time.
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Conclusions and Perspectives
In the present study a fluid flow and heat transfer model was developed to understand
the basic mechanisms during static GTAW process. Numerical model was used to predict
the temperature, weld pool growth and final weld geometry.
Experimental investigations have consisted in the static GTA welds on stainless steel
304L samples. This experimental setup carried out synchronized measurements of temper-
ature history and transient weld pool radius. Experiments were carried out with different
welding currents (70 A, 110A and 150 A) and for different material composition. The
measured voltage between the fixed electrode and the weld pool free surface indicate very
little fluctuations other than electronic noise. This can justify the fixed surface assump-
tion used for the numerical simulation. Postmortem analysis revealed the final weld cross
section with unusual wavy boundary for low sulfur content sample with different welding
energy. This indicates the complex fluid flow experienced with in the weld pool. On the
contrary, the high sulfur sample produced deep penetrated weld pools. This indicates the
flow occurred from the weld pool edge to the center resulting the transfer of heat into the
depth. The penetration was 1.5 mm for the high sulfur case while it was 1 mm for the low
sulfur. The weld pool radius was respectively 2 mm and 2.15 mm. The measured temper-
atures confirmed that the depth of the weld pool was deeper for the high sulfur than the
sample with low sulfur. Indeed, in the same welding conditions, the thermocouples close
to the disc center reported a maximum temperature of 860°C against 790°C for the low
sulfur case. For the three studied cases, the negligible convex surface is observed at the
top boundary (crown), this ruled out the possibility of any outward fluid flow from the
boundary. This observation also underlines the fixed surface assumption for numerical
model. The image processing algorithm used for the analysis of high speed camera results
provided the weld pool growth rate for the three different case studied. The high growth
rate of the weld pool radius produced by 150 A current indicates the added effect of arc
drag force to the Marangoni force, while for 70 A and 110 A this growth rate is lower.
Then, a 2D axi-symmetric magneto thermo hydrodynamic numerical is studied in
chapter 3. First, a simple heat conduction model is studied using a Gaussian heat distri-
bution. The heat conduction model is useful in determining the thermal gradients around
the fusion zone and HAZ. Afterward, the heat transfer and fluid flow numerical model is
developed by assuming a fixed weld pool boundary. The results of the developed model
gives an idea of how the variation of parameters such as welding power, welding duration
or the amount of surface active elements such as sulfur can influence the static GTAW pro-
cess results. The results presents the transient temperature, velocity, weld pool evolution
and the final weld shape. The double vortex circulation in the weld pool is observed for 70
A current case with a maximum penetration occurring at a radius where the peak surface
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temperature reaches a critical value. This change in flow direction of the liquid metal
with in the weld pool is mainly due to the temperature dependance of surface tension
coefficient. The established numerical model for the static GTAW process, systematically
investigate the effects of individual driving forces in the weld pool, effect of the percentage
of surface active element present in the material and the physical parameters that govern
the Marangoni convection on the weld pool characteristics.
The convection in the weld pool is identified as the dominant mechanism for heat trans-
port. A comparison between the conduction and convection showed that at low welding
current (70 A), conduction model predicted the weld pool depth and width similar to con-
vection for low sulfur content sample. However, for high sulfur sample the heat conduction
underestimated the weld pool penetration. The dimensionless Peclet number calculation
showed that the convection is the dominant heat transfer mechanism.
The dominant driving force in the weld pool was evaluated by taking the effect of each
individual force at a time. For 70 A case, the Marangoni force dominated the fluid flow
in the weld pool with a maximum velocity 5 times higher than the arc drag force and 60
and 150 times higher than the Lorentz and Buoyancy force. The calculated maximum
velocity in the weld pool are in the range of values that are available in literature (36
cm/s).
The last chapter of this work focused in the development of an inverse thermo-
convection problem in the aim to estimate the GTAW efficiency and the Gaussian distri-
bution. Indeed, the heat flux exchanged between the arc plasma and the steel 304L disc
was modeled with a Gaussian function. The comparison between the experimental data
and the simulation results showed a good agreement of the final weld pool shape but the
simulated temperatures were higher to the measured ones. These differences are certainly
due to the presence of the 0.5 mm diameter thermocouples. It is well known that thermo-
couples introduce temperature distortion due mainly to the bad thermal contact between
the thermocouple tip and sample to measure. Nevertheless, a set of experimental data
has been used for the estimation of the parameters: efficiency and Gaussian radius. The
inverse thermo-convective problem was solved with the Levenberg-Marquardt method as-
sociated to an iterative regularization procedure. The efficiency was estimated to 0.71
while the initial Gaussian radius (t=t0) and final Gaussian radius (t=tfin) were evalu-
ated to 2.15 mm and 1.5 mm. The important difference between the two radii was not
expected. This is probably due to the underestimation of the local temperature because
of the presence of the thermocouple. The use of smaller thermocouple and measurement
closer to the weld pool should improve the results.
I conclude this work with some perspectives in order to improve the results of this
present research work and to future research works. From an experimental point of view,
the use of non intrusive measurement such as an infrared camera would be a great tool
to either measure the temperature on the back side without complicating the settings
(because the radiation of the arc is hidden by the steel disc). This should avoid any
temperature distortion due to the presence of the thermocouple. Of course, the infrared
camera must be correctly calibrated. The other advantage of thermal camera is also the
measure of the temperature on the weld pool surface. This will be an important insight on
the temperature distribution on the weld pool surface and it may be closely related to the
flow of the molten metal. Such thermal data will be extremely pertinent for the estimation
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of parameters such as process efficiency and heat flux spatial distribution with an inverse
technique. About the resolution of the inverse problem with the proposed method, a 3D
heat transfer and fluid flow approach including the presence of the thermocouples would
have improved the estimated parameters. The problem resides only in the computation
time of such inverse problem that may take weeks to converge the values. It is also
though that the efficiency, supposed to be constant along the time interval, was probably
time varying. It would be interesting to consider the process efficiency as temperature
dependent with a constant or time varying Gaussian radius. This approach means lots
of unknown parameters to estimate and the Levenberg-Marquardt method is not well
adapted to this sort of problem. The Gradient conjugate technique associated to an
adjoint problem (related to the heat transfer and fluid flow forward problem) is one
amongst all the available approaches. Nevertheless the experimental data must be free of
errors as much as possible. Once the inverse approach and the experimental measurements
will be correctly handled, this can be used for the characterization of heat flux with various
gaseous mixtures. Helium can be added to the Argon shielding gas as well as some tension-
active gas like Oxygen (in lowest quantity to avoid any oxidation). Effect of electrode
tungsten alloy can be studied as well in order to observe any effect on the heat flux at the
arc plasma – steel sample interface. It is known that some alloyed tungsten electrodes are
used because of their ability to release electrons.
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Appendix A
Normalised temperature sensitivity
coefficient
Normalised temperature sensitivity coefficient with re-
gards to efficiency
The normalised temperature sensitivity (NTS) coefficients are presented in figure A.1
for different times (these NTS values resulted of a 5% variation of η). NTS coefficients
reaches high values (>1500◦C) on the top surface of the disc for 3 mm ≤ r ≤ 6 mm. As the
efficiency was increased, more heat flux was absorbed within the disc what leads to a larger
weld pool than the reference simulation. High NTS values (in absolute meaning) are an
indicator about where and when should be made the thermal measurement. These measured
data are full of relevant information about the efficiency parameter. Low NTS values (in
absolute meaning) are insensitive to a variation of efficiency parameter so useless. Hence
the disc top side (3 mm ≤ r ≤ 6 mm) is interesting because a small variation of will be
observable in the temperature measurements. However this interesting zone is difficult to
probe because of the severe experimental conditions (arc radiation, electromagnetic field
...). The disc backside is also interesting for simulation time between 1.5s and 5s (within
8mm radius), see figure A.1. The NTS reaches values between 400◦C and 800◦C which
is enough important. Moreover, the disc backside is easier to probe in comparison to the
disc top side. So temperature measurements must be made on the bottom side within
8mm radius from the center for getting relevant data for the estimation of η parameter.
Normalised temperature sensitivity coefficient with re-
gards to RB1 parameter
Let’s analyze the NTS fields with regards to a variation of RB1 (+5%), see figure A.2. It is
noticed that a 5% increase of RB1 parameter leads to a general decrease of the temperature
through the whole disc (because NTS values are negatives). An increase of the Gaussian
radius leads to a larger spread of the energy over the disc top surface. Then the heat
flux reaches lower values (in W/m2) as η US ·IS
pi(R+R)2 < η
US ·IS
piR2 . The highest NTS values (in
absolute value) are located on the top surface of the weld pool, nearby the solid/liquid
frontier of the weld pool (till t< 4s). Unfortunately this part of the disc can not be used
for measuring temperatures due to the severe welding conditions. The disc back side
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Figure A.1: Normalized temperature sensitivity field at different times with regards to efficiency
Figure A.2: Normalized temperature sensitivity field at different times with regards to RB1 pa-
rameter
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looks interesting for getting some useful temperature measurements which are sensitive
to RB1 parameter. On disc back side, NTS reach values between 150◦C and 400◦C within
5-6mm radius for 0.5s≤ t ≤ 3.5s. Then the NTS values decrease quickly towards zero.
The disc back side can be used for getting relevant temperature measurement in order to
estimate this parameter: RB1. These values are 4 times lower than the ones obtained for
the efficiency parameter.
Normalised temperature sensitivity coefficient with re-
gards to RB2 parameter
Figure A.3: Normalized temperature sensitivity field at different times with regards to RB2 pa-
rameter
NTS fields with regards to a variation of RB2 (+5%) are presented in figures A.3.
As noticed for RB1, the increase of RB2 also generates a decrease of the overall tem-
perature in the disc (NTS values are negatives). This general decrease of temperature
appears for time greater than 1.5s-2s. Let’s remember that RB2 is the value of the
Gaussian radius at time t=5s. The fomula used for computing the Gaussian radius is:
RB(t) = RB2(tf )−RB1(t0)∆t · t + RB1(t0). That is why NTS values with regards to RB2 are
higher towards the final time of the simulation whereas the RB1 values were higher at
the beginning of the simulation. As explained for the two first parameters (η and RB1),
the NTS highest values (absolute value) are located on the disc top surface at the edge
of the weld pool. Indeed, an increase of 5% of RB2, at the final simulation time, leads to
a spread of the heat flux distribution, so lower heat flux values and as a consequence a
lower heating of the top surface and finally a smaller weld pool. On disc backside, NTS
has quite relevant values understood between 200◦C and 400◦C between 2s ≤ t ≤ tf =
5s and within 8mm radius (from disc center).
The three normalised temperature sensitivity presented (ℵη, ℵRB1 , ℵRB2) exhibited rele-
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vant values on the backside of the plate (the top side can not be used for temperature
measurements because of the arc welding operation). Moreover, the temperature mea-
surement should be made within 8mm radius on the back side. Regarding to the time or
when these temperature measurements have to be made, it seems that the time range [1s
- 5s] is suitable.
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Appendix B
Extended Parametric study
B.1 Effect of mesh grid
In this section, two other mesh grid sizes were investigated: a coarse mesh grid (two times
larger than the reference mesh grid) and a finer one (two times smaller than the reference
one). The reference mesh grid details are presented in table 3.13. Figure B.1 shows the
variation of temperature evolution at the back center of the disc for different mesh settings.
The finer mesh settings shows a 2◦C increase in the maximum temperature compared to
the reference model. The coarse mesh settings produces 16◦C less maximum temperature
than the reference model. The variation between reference model and the fine mesh is
0.3% that can be neglected for such a high temperature range. Figure B.2 shows the
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Figure B.1: Variation of temperature history at center back surface of the disc for different mesh
settings
resultant surface velocity distribution along the radius for different mesh settings.
Figure B.3(a) shows the weld penetration at the center of the disc during the welding
process for the three mesh setting. The finer mesh setting resulted in 1.4% more deeper
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Figure B.2: Variation of resultant velocity along the top surface for different mesh settings
weld pool while the coarse mesh gives a 6% decrease in weld pool depth. Figure B.3(b)
shows the weld pool width evolution during the static arc heating for the three mesh
setting. The fine meshing didn’t show a noticable variation in width compared to the
reference numerical model but the coarse meshing give a 2% less wider weld pool than
the reference model.
1 2 3 4 5
0
1
2
3
4
5
6
x 10−4
time (s)
de
pt
h 
(m
)
 
 
Ref
coarse
fine
(a) Variation of weld pool depth during the arc
heating
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Figure B.3: Evolution of weld pool size for different mesh settings
From this study, which is not showing any remarkable variation in any of the simulation
output, it can be conclude that the mesh setting that is using for the reference model is
suffiecient to predict the weld pool dimensions accurately.
B.2 Effect of surface tension parameters
Table 3.15 gives the major constant parameters used in the empirical relationship of
∂γ/∂T for a binary system defined by Sahoo et al. [94]. Sahoo et al. showed that the
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critical parameter that controls ∂γ/∂T is the heat of adsorption, ∆H◦, and suggested
an empirical relationship for estimating ∆H◦. In literature two values were suggested for
∆H◦, −1.66×108J/kg.mole and −1.88×108J/kg.mole. In order to better understand the
effect of ∆H◦, simulations were done for the two values and compared. Choo et al. [112]
conducted numerical simulations and showed the sensitivity of the weld pool to ∆H◦,
and concluded that there occur a large change in the surface temperature, velocity profile
and weld shape for a 10% change in ∆H◦. The different constant values were found from
the literature for the empirical formulation of the temperature dependent surface tension
force. An analysis was carried out in order to identify the importance of these constant
values. Figure B.4 shows the variation in temperature evolution when using a different
value compared to the reference model. Figure B.5 shows the top surface resultant velocity
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Figure B.4: Variation of temperature history at center back surface for different constant pa-
rameters in the surface tensional force
distributiuon at the end of arc heating for the three different cases. Figure B.6(a) shows
the variation in weld pool depth evolution at the center of the disc for the three different
cases. Figure B.6(b) shows the variation in the weld pool width evolution during the arc
heating for the three different cases.
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Figure B.5: Variation of resultant velocity along the top surface for different constant parameters
in the surface tensional force
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heating
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Figure B.6: Evolution of weld pool size for different constant parameters in the surface tensional
force
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RESUME
Le procédé de soudage à l’arc sous atmosphère inerte (TIG) est employé pour réaliser des
assemblages soudés d’une grande qualité. Les propriétés de la soudure dépendent essen-
tiellement du cycle thermique imposé par l’opération de soudage et des mouvements du
métal fondu au sein du bain de fusion. Afin d’appréhender les phénomènes physiques mis
en jeu, un modèle multi-physique 2D axisymétrique a été établi. Un protocole expérimen-
tal a été développé dans le but de valider le modèle proposé. L’opération a été contrôlée
par des mesures synchronisées de température, une observation du bain de fusion et la
mesure des paramètres opératoires (intensité et tension). Le flux de chaleur a été mod-
élisé par une fonction Gaussienne qui nécessite la connaissance du rendement du procédé
TIG et sa distribution spatiale. Une méthode inverse a été mise en place afin d’estimer
ces paramètres. La méthode de Levenberg-Marquardt associée à une technique de régular-
isation itérative a été utilisée pour résoudre le problème inverse. Les paramètres ont été
estimés à partir des mesures expérimentales et les résultats sont en bon accord avec les
valeurs trouvées dans la littérature.
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ABSTRACT
Gas Tungsten Arc Welding (GTAW) process is generally used for assemblies that requires
high quality weld joint. Weldment properties rely mainly on the thermal cycle due to
the welding operation and the complex flow of molten metal in the weld pool. Better
understanding of the physical phenomena involved in the welding operation, more exactly
in the weld pool, are the fundamental step for improving the GTAW operation. In the
present research work, a 2D multiphysics model was established in order to predict the
weld pool shape evolution in the frame of a static GTAW using a finite element numerical
approach. In order to validate the GTAW model, an experimental set up was defined
for synchronizing the acquisition of time dependent data such as temperature, weld pool
radius and welding process parameters. Then an inverse approach (Levenberg-Marquardt
method) is used to estimate the parameters in the heat flux formulation from the available
experimental data such as temperature and weld pool radius. The estimated parameters
are in good agreement with the literature. The evaluated error on the estimated parameters
is less than 10%.
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