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Abstract
We consider two diffuse interface models for two-phase flows with and without sur-
factants. The model without surfactants is a thermodynamically consistent diffuse
interface model for two-phase flows with different densities in a bounded domain.
For this model we prove existence and uniqueness of strong solutions for a short
time in the case of two or three space dimensions. We linearize the system of partial
differential equations, split it into a linear and nonlinear part where the nonlinear
part is Lipschitz continuous and apply the Banach fixed-point theorem, which yields
the existence of a unique strong solution for a short time.
The model with surfactants extends the first model to the case where surfactants are
soluble in both phases. We prove existence of weak solutions in a bounded domain
for two or three space dimensions. To this end, we use a semi-implicit time discretiza-
tion and prove existence of weak solutions for the time-discrete problem by applying
the Leray-Schauder principle. Then we pass to the limit in two approximation steps
using appropriate compactness results and showing that every weak solution of this
phase field model satisfies an energy estimate. Moreover, we study the sharp interface
limit of this model for the case ρ ≡ 1 via the method of formally matched asymptotic
expansions. In this way we recover the corresponding sharp interface model.
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11 Introduction
In recent years, several diffuse interface models have been developed to describe the
behaviour of two-phase flows with or without surfactants. In the present work we
consider one model without surfactants and one model where surfactants are soluble
in both phases. The model without surfactants is a thermodynamically consistent
diffuse interface model for two-phase flows of two incompressible fluids with different
densities developed by Abels, Garcke and Gru¨n in [AGG12]. Thermodynamically
consistent means that the model satisfies local entropy or free energy inequalities and
therefore fulfills the second law of thermodynamics. The second model extends the
model without surfactants to the case where surfactants are soluble in both fluids.
The word surfactant is a blend of surface, active and agent as it is a compound
that affects the surface by accumulating on the interface. Surfactants consist of a
hydrophilic head and a hydrophobic tail and they reduce the surface tension of fluid
interfaces. This ability is used in industrial and domestic applications, e.g. in deter-
gents, where surfactants increase solubility of grease and dirt particles by reducing
the surface tension of the interface between the water and the particles. Moreover,
surfactants are used in biochemistry, photography, firefighting, biological systems
and many other applications. The model we study is thermodynamically consistent
and it is a variant of the models developed by Garcke, Lam and Stinner in [GLS14].
Note that we assume that the surfactants are soluble in both phases. This leads
to an exchange of the surfactants between the interface and the bulk driven by ad-
sorption and desorption. Before we present the different models and discuss which
results already exist, we first of all want to explain what a diffuse interface model is.
Moreover, we give a short overview which other phase field models have been derived
in recent years to describe the behaviour of two-phase flows.
The classical models for two-phase flows in fluid dynamics are the sharp interface
models. In these models we consider two bulk phases for the fluids in a bounded
domain Ω ⊆ Rd with d = 2, 3. These bulk phases are separated by an interface,
which is a (d − 1)-dimensional surface. But these models fail when the topology
of the surface develops singularities and therefore they can not describe processes
such as merging and reconnection of several parts of the fluid interfaces. They do
not consider the possibility of mixing in a narrow area near the interface and thus
exclude partially miscible fluids.
Therefore, the diffuse interface models or also called phase field models were
developed. In these models one allows for partial mixing in a thin interfacial re-
gion. To this end, we introduce an order parameter ϕ in the diffuse interface model,
which represents the volume fraction difference of both fluids. It takes values close
to −1 in the second phase and +1 in the first phase and it changes its value very fast
from −1 to +1 in an interfacial region which is called the diffuse interface. Moreover,
we introduce another parameter ε > 0, which we assume to be very small and which
is related to the “thickness” of the diffuse interface.
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For ε → 0 we would like to recover the sharp interface model on which the diffuse
interface model is based. To this end, we use the method of formally matched asymp-
totic expansions which yields in the limit, when ε converges to 0, the corresponding
sharp interface model. But note that the results by this method are only formal. In
the method of formally matched asymptotic expansions we construct two expansions,
where we assume that one expansion is valid away from the interface and the other
expansion is valid near the interface. Since both expansions are solutions to the same
problem, we expect that there exists a region where both solutions are valid, i.e., the
asymptotic expansion in the bulk region has to match with the expansion in the in-
terfacial region. As a result we obtain the sharp interface model of the corresponding
diffuse interface model. The phase field model which is related to a certain sharp
interface model is in general not uniquely determined, cf. [LLRV09].
Diffuse interface models have gained popularity to describe two-phase flows for
theoretical studies as well as a tool for numerical simulations. The standard dif-
fuse interface model for two-phase flows is called “model H” and it was developed
by Hohenberg and Halperin in 1977, cf. [HH77]. For another derivation we refer
to Gurtin, Polignone and Vin˜als, cf. [GPV96]. The “model H” is valid for two in-
compressible, viscous Newtonian fluids with identical densities and is given by the
Navier-Stokes/Cahn-Hilliard system
ρ∂tv + ρ(v · ∇)v− div(2η(ϕ)Dv) +∇p = −σεdiv(∇ϕ⊗∇ϕ),
div v = 0,
∂tϕ+ v · ∇ϕ = div(m∇µ),
µ = σε−1W ′(ϕ)− σε∆ϕ,
where we use a similar notation as in [AGG12] and [ADG13], i.e., v is the mean
velocity of both fluids, Dv := 1
2
(∇v + ∇vT ) and the constant ρ is the density
of the mixture. Moreover, the pressure is denoted by p and ϕ is the order pa-
rameter which is related to the concentration difference of both fluids. Further-
more, η(ϕ) > 0 is the viscosity of the mixture, W is the homogeneous free energy
density and m = m(ϕ) ≥ 0 is the mobility coefficient, which models the
diffusion of both fluids. The chemical potential is denoted by µ, the constant
σ is the surface tension coefficient related to the energy density on the surface
and ε > 0 is the parameter associated to the “thickness” of the interfacial re-
gion. This model consists of the momentum equation for a divergence-free velocity
field together with the convective Cahn–Hilliard equation for the order parame-
ter. Gurtin, Polignone and Vin˜als proved that the “model H” is thermodynamically
consistent, cf. [GPV96]. For the free energy density W there exist several choices
which lead to different analytical difficulties. One possibility is to choose W as a
smooth double-well potential, e.g. W (ϕ) = C(1 − ϕ2)2 for a constant C > 0. Its
main features are that it is defined on R with W (±1) = W ′(±1) = 0, W ′′(±1) > 0
and W (ϕ) > 0 for ϕ 6= ±1. But this free energy density allows W to attain values
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Hilliard in [CH58] is to choose W as a logarithmic free energy, e.g.
W (ϕ) = θ
2
((1+ϕ)ln(1+ϕ)+(1−ϕ)ln(1−ϕ))− θϕ
2
ϕ2 for ϕ ∈ [−1, 1] and θ, θϕ > 0, cf.
(1.1) in [ADG13]. Another possibility is to define W as a double obstacle potential,
e.g. W (ϕ) = 1
2
(1−ϕ2) + I[−1,1](ϕ), where I[−1,1] = 0 for ϕ ∈ [−1, 1] and I[−1,1] = +∞
for ϕ /∈ [−1, 1]. For Ω = R2, constant viscosity η and a suitable double-well potential
W , Starovo˘ıtov proved the existence of strong solutions, cf. [Sta97]. If Ω ⊆ Rd,
d = 2, 3, is a periodical channel and W is a suitable double-well potential, the exis-
tence of global weak solutions and the existence of unique strong solutions for short
time was obtained by Boyer in [Boy99]. For a class of singular free energy densities,
Abels proved the existence of weak solutions for the space dimensions d = 2, 3 and
the existence of strong solutions globally in time for two space dimensions and locally
in time for three space dimensions in [Abe09b].
But the “model H” assumes constant densities for the fluids and the mixture. For
different densities, there have been several approaches to develop appropriate diffuse
interface models, e.g. by Lowengrub and Truskinovsky [LT98] and Ding, Spelt and
Shu [DSS07]. The model proposed in [LT98] is thermodynamically consistent and
extends the “model H” since it allows different densities. But the model leads to a
velocity field which is not divergence-free. The model is given by
ρ∂tv + ρ(v · ∇)v− div S(ϕ,Dv) +∇p = −σεdiv(ρ∇ϕ⊗∇ϕ),
∂tρ+ div(ρv) = 0,
ρ∂tϕ+ ρv · ∇ϕ = div(m(ϕ)∇µ),
µ = −ρ−2 ∂ρ
∂ϕ
p+
σ
ε
W ′(ϕ)− σε
ρ
div(ρ∇ϕ),
where ρ = ρ(ϕ), S(ϕ,Dv) = 2η(ϕ)Dv + λ(ϕ)div(v)I is the viscous part of the stress
tensor and λ(ϕ) is the bulk viscosity coefficient. One problem which arises with this
model is that the velocity field v is not divergence-free. Hence, the standard solution
concepts are not applicable. Moreover, the pressure p also appears in the equation
for µ, i.e., the coupling of the system is stronger. Abels proved the existence of weak
solutions in [Abe09a] and the existence of strong solutions locally in time in [Abe12b].
The model proposed by Ding, Spelt and Shu in [DSS07] is given by the equations of
the “model H”, but with a variable density ρ = ρ(ϕ). It is unknown if the model is
thermodynamically consistent. For more results, we refer to [AGG12] and [ADG13].
The model proposed in [AGG12] is a thermodynamically consistent, frame indifferent
diffuse interface model for two-phase flows with different densities in a bounded do-
main in two or three space dimensions without surfactants. If the mobility is positive
or if it converges to 0 slower than linearly with respect to ε, then the convergence of
weak solutions to solutions of a corresponding sharp interface model was rigorously
shown by Abels and Lengeler in [AL14]. The existence of weak solutions for this
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model was proven by Abels, Depner and Garcke in [ADG13]. The model consists of
the following equations
∂t(ρv)+div(ρv⊗ v) + div
(
v⊗ ρ˜1 − ρ˜2
2
m(ϕ)∇(1
ε
W ′(ϕ)− ε∆ϕ)
)
+∇p
= div(−ε∇ϕ⊗∇ϕ) + div(2η(ϕ)Dv) in QT ,
div(v) = 0 in QT ,
∂•t ϕ = div (m(ϕ)∇µ) in QT ,
µ = −ε∆ϕ+ 1
ε
W ′(ϕ) in QT ,
together with the initial and boundary values
v|∂Ω = ∂nµ|∂Ω = ∂nϕ|∂Ω = 0 on (0, T )× ∂Ω,
ϕ(0) = ϕ0,v(0) = v0 in Ω.
In these equations, the notation is the same as before, i.e., v is the mean velocity, ϕ
is the order parameter for the difference of the volume fractions of both fluids, p is
the pressure and W is the homogeneous free energy density. Furthermore, ∂n = n ·∇,
where n denotes the exterior normal at ∂Ω and QT = Ω × (0, T ) for a sufficiently
smooth bounded domain Ω ⊆ Rd, d = 2, 3. Moreover, Dv := 1
2
(∇v + ∇vT ) and
∂•t ϕ = ∂tϕ+v·∇ϕ is the material time derivative. The equations describe the momen-
tum equation, the incompressibility condition and the process of phase
separation. In Chapter 5 we prove the existence of a unique strong solution for
short time in two or three space dimensions.
In [GLS14], Garcke, Lam and Stinner developed several mathematical models
which describe the behaviour of surfactants in two-phase flows evolving in time.
In these models, surfactants are soluble in possibly both fluids. The model we
consider in this work assumes instantaneous adsorption and is two-sided, i.e., the
surfactant is soluble in both phases. This model is related to the model denoted by
“model C” in [GLS14] and it extends the model in [AGG12] to the case where sur-
factants are soluble in both fluids. “Model A” assumes dynamic adsorption and
“model B” assumes instantaneous adsorption which is one-sided. The model we
5study leads to a system of partial differential equations given by
∂t(ρv) + div(v⊗ (ρv + J˜)) +∇p− div(2η(ϕ)Dv)− Rv
2
= div(−ε∇ϕ⊗∇ϕ) in QT , (1.1)
div v = 0 in QT , (1.2)
∂•t
(
1
ε
f(q)W (ϕ) + g(q)
)
= div (m(ϕ, q)∇q) in QT , (1.3)
∂•t ϕ = div(m˜(ϕ)∇µ) in QT , (1.4)
−ε∆ϕ+ h(q)1
ε
W ′(ϕ) = µ in QT , (1.5)
with initial values
v|t=0 = v0, ϕ|t=0 = ϕ0,
(
1
ε
f(q)W (ϕ) + g(q)
)
|t=0
=
1
ε
f(q0)W (ϕ0) + g(q0) in Ω,
(1.6)
and boundary conditions
v|∂Ω = 0, ∂nϕ|∂Ω = 0, ∂nq|∂Ω = 0, ∂nµ|∂Ω = 0 on ∂Ω× (0, T ), (1.7)
where
J˜ =
∂ρ(ϕ)
∂ϕ
(−m˜(ϕ)∇µ), R = −∇∂ρ(ϕ)
∂ϕ
· (m˜(ϕ)∇µ).
Moreover, we set
d(q) = h(q) + f(q)q
for all q ∈ R and demand
d′(q) = f ′(q)q.
In this model, the notation is the same as in the “model H”. The mobility coefficient
for the diffusion of both fluids is denoted by m˜(ϕ) and m(ϕ, q) is the mobility for
the diffusion of the surfactant. Moreover, q denotes the chemical potential of the
surfactant, h(q) is related to the surface tension and 1
ε
f(q)W (ϕ) + g(q) is the free
energy density, where 1
ε
f(q)W (ϕ) is the part related to mixing of both phases and
g(q) is the part of the free energy density related to the surfactant concentration.
The flux of the fluid density is denoted by J˜. For the density ρ we assume ρ ∈ C2b (R)
such that
ρ = ρ(ϕ) =
ρ˜1 + ρ˜2
2
+
ρ˜2 − ρ˜1
2
ϕ if ϕ ∈ [−1, 1] (1.8)
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and inf
s∈R
ρ(s) > 0. Note that we can not define ρ by (1.8) on R since then ρ can be
negative. This is the case because we suppose W to be non-singular. More precisely,
we assume W to be a suitable smooth double-well potential. Hence in the analysis
we are not able to conclue ϕ(x) ∈ [−1, 1] for every x ∈ Ω. Therefore, we define ρ
in such a way that it is defined as in (1.8) for every ϕ in the physically meaningful
interval and we demand inf
s∈R
ρ(s) > 0 so that ρ(ϕ) is always positive. Note that ∂ρ(ϕ)
∂ϕ
is only constant for ϕ ∈ [−1, 1]. Hence, the continuity equation
∂tρ(ϕ) + div(ρ(ϕ)v + J˜) = 0
is only satisfied where ρ is defined by (1.8). For ρ defined as above we obtain the
modified continuity equation
∂tρ(ϕ) + div(ρ(ϕ)v + J˜) = R,
where the modified equation reduces to the continuity equation in the case
ϕ ∈ [−1, 1]. In the modified equation, R denotes an additional source term and
in the momentum equation (1.1) the term Rv
2
describes the change in the kinetic
energy due to the source term R. Note that this additional source term R also
appears in [AB15], where Abels and Breit proved the existence of weak solutions
for a diffuse interface model for two-phase flows without surfactants and two non-
Newtonian viscous, incompressible fluids of power-law type and different densities,
i.e., one can choose S(ϕ,Dv) = 2η(ϕ)|Dv|p−2Dv for some p > 1, in the case that Ω
is a bounded and sufficiently smooth domain in two or three space dimensions.
Equation (1.1) is the momentum equation derived by the balance of forces according
to Newton’s Law and the equation div(v) = 0, cf. (1.2), is the incompressibility
condition. The Cahn-Hilliard equation is given by (1.4) and describes the process
of phase separation, i.e., it describes the process when the fluids separate in pure
phases. Equation (1.5) describes the chemical potential µ and (1.3) is the mass
balance equation for the surfactant.
In Chapter 3 we prove existence of weak solutions for (1.1) - (1.5) together with the
initial and boundary conditions. To this end, we have to generalize methods used in
[ADG13], where the existence of weak solutions for the model without surfactants
was proven. In the first step of the existence result for weak solutions, we use a
semi-implicit time discretization and insert the additional terms δ∆2v and δ∂tϕ.
For this time-discrete problem, we show existence of weak solutions by using the
Leray-Schauder principle. Then we construct piecewise linear interpolants, pass to
the limit N → ∞ and prove the existence of weak solutions for the time dependent
case and δ > 0 by applying appropriate compactness results. Finally, we study the
case δ → 0 and prove that every weak solution of the diffuse interface model satisfies
an energy estimate and is therefore thermodynamically consistent.
In Chapter 4 we study the sharp interface limit of (1.1) - (1.5) for the case of constant
7density ρ via the method of formally matched asymptotic expansions and derive an
energy estimate. Moreover, we identify the relation between the sharp interface
model derived in [GLS14] and the sharp interface model which we recover from the
diffuse interface model (1.1) - (1.5) for constant density ρ. From this phase field
model we recover the following sharp interface model
∂tv + v · ∇v +∇p = div
(
2η(i)Dv
)
in Ω(i)(t),
div(v) = 0 in Ω(i)(t),
∂tg(q) +∇g(q) · v = ∆q in Ω(i)(t),
[p]+−ν − 2[ηDv]+−ν − κσ(cΓ(q))ν = ∇Γ
(
σ(cΓ(q))
)
on Γ(t),
−V + v · ν = 0 on Γ(t),
∂•t c
Γ(q) + cΓ(q)divΓv− divΓ (MΓ(q)∇Γq) = [∇q · ν]+− on Γ(t),
[v]+− = [q]
+
− = [v · ν]+− = 0 on Γ(t).
In these equations, Ω(i)(t) denotes the bulk phase of fluid i for i = 1, 2. Moreover,
Γ(t) denotes the evolving interface between the two bulk phases and [·]+− denotes the
jump of a quantity across the interface Γ(t) from bulk Ω(1)(t) to Ω(2)(t). Furthermore,
κ is the mean curvature of Γ(t), i.e., the sum of the principal curvatures κi, and |S| is
the spectral norm of the Weingarten map dνγ(t,s), where ν is the unit normal on Γ(t)
pointing into phase 2. The local parametrization of Γ(t) is given by γˆ and V = ∂tγˆ ·ν
is the normal velocity for the parametrization of the evolving hypersurface Γ(t). The
surface gradient and surface divergence on Γ(t) are denoted by ∇Γ and divΓ . Note
that the sharp interface model considered in [BP10] and [BPS05] is most similar
to the model which we recover from the diffuse interface model by the method of
formally matched asymptotic expansions, see also [GLS14].
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92 Mathematical Background
In this chapter we introduce the notation which we will use in the following and
present some useful results. To this end, we introduce several function spaces,
e.g. the Sobolev spaces, Besov spaces, Bessel potential spaces and Banach valued
Sobolev spaces, and cite some basic results and embedding properties for these spaces.
Moreover, we introduce the real interpolation method and state several results from
interpolation theory.
2.1 Notation
Let u : Ω → Rd be a vector field, i.e., u(x) = (u1(x), ..., ud(x)) for every x ∈ Ω,
where Ω ⊆ Rd and d = 2, 3. For such a vector field u we use a similar notation as
in [Soh01]. We define ∂j := ∂xj =
∂
∂xj
for every j = 1, ..., d and ∇ := (∂x1 , ..., ∂xd)T .
Moreover, we define
div u := ∇ · u := ∂x1u1 + ...+ ∂xdud ∈ R,
∆u := (∂2x1 + ...+ ∂
2
xd
)u = (∆u1, ...,∆ud)
T ∈ Rd,
∇u := (∂xjuk)dj,k=1 ∈ Rd×d,
u⊗ u := (uiuj)di,j=1 ∈ Rd×d
and
u · ∇u := (u · ∇)u := (u1∂x1uk + ...+ ud∂xduk)dk=1 ∈ Rd.
For a suitable matrix field M : Ω→ Rd×d, i.e., M(x) = (Mij(x))di,j=1, we define
div M := (∂x1Mk1 + ...+ ∂xdMkd)
d
k=1 ∈ Rd,
i.e., div applies to the rows of M , which are in Rd. In particular, this implies for
u⊗w
div(u⊗w) = (∂x1(ukw1) + ...+ ∂xd(ukwd))dk=1 = ∂x1(w1u) + ...+ ∂xd(wdu),
where u,w : Ω→ Rd are vector fields. This leads to
div(u⊗ ρw) = ∂x1(ρw1u) + ...+ ∂xd(ρwdu)
= (∂x1(ρw1) + ...+ ∂xd(ρwd)) u + ρw1∂x1u + ...+ ρwd∂xdu
= div(ρw)u + ρw · (∇u) (2.1)
for vector fields u,w : Ω→ Rd.
The natural numbers without 0 are denoted by N and we define N0 := N ∪ {0}. For
a Banach space X we denote its dual space by X ′ and its duality product by
〈x′, x〉X′,X = 〈x′, x〉 = x′(x)
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for every x′ ∈ X ′ and x ∈ X. If H is a Hilbert space, its inner product is denoted
by (·, ·)H or (·, ·) if the space is obvious from the context. For R > 0 and x0 ∈ X,
BR(x0) or B
X
R (x0) denote the open ball around x0 in X with radius R. If X compactly
embeds into Y , this is denoted by X ↪→↪→ Y .
2.2 Functional Analysis
In this section we present some definitions and basic results from functional analysis,
which we will need to prove the existence results. For a normed vector space (X, ||·||),
we denote the strong convergence of a sequence (xk)k∈N ⊆ X to x ∈ X by xk → x,
i.e., for every ε > 0 there exists N ∈ N such that ||xk − x|| < ε for all k ≥ N . If a
sequence (xk)k∈N converges weakly to x ∈ X, i.e., it holds x′(xk) → x′(x) for every
x′ ∈ X ′, this is denoted by xk ⇀ x in X. Now let X, Y be two Banach spaces. Then
L(X, Y ) := {A : X → Y : A is linear and bounded} and L(X) := L(X,X). To
prove existence of weak solutions for (1.1) - (1.7), we will use a semi-implicit time
discretization for the equations. For the time-discrete problem, we will need to
solve linear elliptic equations of second order. Therefore, the first result we want to
remember is the Lax-Milgram theorem, which we will use to prove existence of weak
solutions for the elliptic operators. We use the version from [RR04a].
Theorem 2.1. (Lax-Milgram)
Let H be a Hilbert space and B : H ×H → R be a bilinear mapping such that
i) |B(x, y)| ≤ c1||x||H ||y||H for all x, y ∈ H,
ii) B(x, x) ≥ c2||x||2H for all x ∈ H
for some constants c1, c2 > 0. Then for every f ∈ H ′ there exists a unique y ∈ H
such that
B(x, y) = f(x) for every x ∈ H.
Moreover, there exists a constant C > 0 independent of f such that
||y||H ≤ C||f ||H′ .
The proof can be found in [RR04a, Theorem 9.14]. As already mentioned, we will
discretize (1.1) - (1.7) with respect to the time-variable t. This time-discrete system
will be solved with the Leray-Schauder principle.
Theorem 2.2. (Leray-Schauder principle)
Let X be a Banach space over K and A : X → X a compact operator. Suppose that
there exists a number r > 0 such that if u is a solution of
u = tAu, u ∈ X, 0 ≤ t < 1,
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then it holds ||u||X ≤ r. Then the equation
u = Au, u ∈ X,
has a solution.
The proof can be found in [Zei95, Theorem 1.D.]. We proceed with another result
from functional analysis. Let (xk)k∈N be a sequence which converges weakly to x in
a Banach space X. Moreover, we assume that X embeds continously into another
Banach space Y . Then we can already conclude xk ⇀ x in Y by the following lemma.
Lemma 2.3. Let X, Y be Banach spaces, T ∈ L(X;Y ) and (xk)k∈N ⊆ X such that
xk ⇀ x in X. Then it holds Txk ⇀ Tx in Y .
Proof. Let y′ ∈ Y ′ be arbitrary. Since T ′ ∈ L(Y ′;X ′), it holds
y′(Txk) = (T ′y′)(xk) ⇀ (Ty′)(x) = y′(Tx).
To get a parabolic PDE in the unknown q, we will need some definitions for monotone
operators. Therefore, we use the definition in [Zei90, Definition 25.2].
Definition 2.4. Let X be a real Banach space and A : X → X ′. Then
i) A is called monotone iff
〈Au− Av, u− v〉X′,X ≥ 0 for all u, v ∈ X.
ii) A is called strictly monotone iff
〈Au− Av, u− v〉X′,X > 0 for all u, v ∈ X with u 6= v
iii) A is called strongly monotone iff there is a constant C > 0 such that
〈Au− Av, u− v〉X′,X ≥ C||u− v||2X for all u, v ∈ X.
In the existence proof of strong solutions for the model without surfactants we will
apply Theorem 5.8, which uses the terms subgradient and subdifferential. Therefore,
we introduce these terms here, where we use the definition in [Zei90, Definition 32.11].
Definition 2.5. Let X be a Banach space and f : X → [−∞,+∞]. The functional
u′ ∈ X ′ is called subgradient of f at the point u, if it holds f(u) 6= ±∞ and
f(v) ≥ f(u) + 〈u′, v − u〉X′,X
holds for all v ∈ X. The set of all subgradients of f at u is called the subdifferential
at u and is denoted by ∂f(u). If no subgradients exist, then we set ∂f(u) = ∅. If it
holds f(u) = ±∞, then ∂f(u) = ∅.
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2.3 Function Spaces
In this section we introduce the function spaces which we will use in this work and
present some results concerning these spaces. For the definition of these spaces,
basic knowledge about measure theory and the Lebesgue integral is needed. For
an introduction to measure theory, the construction of the Lebesgue integral and
essential properties of it we refer to the literature, e.g. [Els05] and [For09].
A domain Ω in Rd with d ≥ 1 is an open, non-empty and connected set Ω ⊆ Rd. For
a measurable set M ⊆ Rd and 1 ≤ p ≤ ∞ we denote by Lp(M) the usual space of
all measurable functions f : M → R such that ||f ||Lp(M) <∞, where
||f ||Lp(M) :=

(∫
M
|f(x)|pdx
) 1
p
if 1 ≤ p <∞,
ess sup
x∈M
|f(x)| if p =∞.
If M = (a, b) is an interval in R we write Lp(a, b). For a domain Ω ⊆ Rd, we denote
by W kp (Ω) with k ∈ N0 and 1 ≤ p ≤ ∞ the usual Lp-Sobolev space of order k. More
precisely it is defined as
W kp (Ω) := {f ∈ Lp(Ω) : ∂αx f ∈ Lp(Ω) for every α ∈ Nd0 with |α| ≤ k}
equipped with the norm
||f ||Wkp (Ω) :=
∑
|α|≤k
||∂αx f ||Lp(Ω),
where ∂xf is the weak derivative of f with respect to x. The space of all ϕ ∈ C∞(Ω)
with compact support in Ω is denoted by C∞0 (Ω) or D(Ω). Furthermore, we define
W kp,0(Ω) := C
∞
0 (Ω)
||·||
Wkp (Ω) , W−kp (Ω) := (W
k
p′,0(Ω))
′, W−kp,0 (Ω) := (W
k
p′(Ω))
′,
where p′ is the dual Sobolev exponent to p, i.e., 1
p
+ 1
p′ = 1. The definition of these
spaces can be found in many books, e.g. in [Eva10] and [AF03]. In these definitions
we always assumed k ∈ N0. But it is also possible to define Sobolev spaces for
non-integer k. These spaces are called Sobolev-Slobodeckij spaces. So let s > 0 and
s /∈ N such that s = bsc + θ with bsc ∈ N0 and θ ∈ (0, 1). Then we define the
Sobolev-Slobodeckij space with order s in the same way as in [Tri10], i.e.,
W sp (Ω) := {f ∈ W bscp (Ω) : ||f ||W sp (Ω) <∞},
||f ||W sp (Ω) := ||f ||W bscp (Ω) +
∑
|α|=bsc
∫
Ω
∫
Ω
|Dαf(x)−Dαf(y)|p
|x− y|d+θp dxdy
 1p .
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Since we always consider the velocity field v to be divergence-free, i.e., div(v) = 0,
we define
C∞0,σ(Ω) := {ϕ ∈ C∞0 (Ω)d : div(ϕ) = 0},
L2σ(Ω) := C
∞
0,σ(Ω)
||·||L2(Ω) ⊆ L2(Ω)d.
Note that for simplicity we also write ||v||L2(Ω) instead of ||v||L2(Ω)d for v ∈ L2(Ω)d.
If Ω ⊆ Rd, d ≥ 2, is a bounded Lipschitz domain, then it holds
L2σ(Ω) = {v ∈ L2(Ω)d : div(v) = 0, n · v|∂Ω = 0}, (2.2)
where n is the outer unit normal for Ω and n · v|∂Ω is the generalized trace, i.e.,
n · v|∂Ω = 〈·, n · v〉∂Ω ∈ W−
1
2
2 (∂Ω) = W
1
2
2 (∂Ω)
′,
where
Wαp (∂Ω) := {f ∈ Lp(∂Ω) : ||f ||Wαp (∂Ω) <∞},
||f ||Wαp (∂Ω) :=
||f ||pLp(∂Ω) + ∫
∂Ω
∫
∂Ω
|f(s1)− f(s2)|p
|s1 − s2|d−1+αp ds1ds2
 1p ,
for α ∈ (0, 1), cf. (3.6.8) in [Soh01, Chapter I, Section 3.6], and
Lp(∂Ω) := {f : ∂Ω→ R : f is measurable and ||f ||Lp(∂Ω) <∞},
||f ||Lp(∂Ω) :=
∫
∂Ω
|f(s)|pds
 1p ,
cf. (3.4.4) in [Soh01, Chapter I, Section 3.4]. For more details and a proof of (2.2),
we refer to [Soh01, Chapter II, Lemma 2.5.3]. Furthermore, if Ω ⊆ Rd, d ≥ 2, is a
bounded Lipschitz domain, then we get the characterizations
W kp (Ω) = C
∞(Ω)
||·||
Wkp (Ω) ,
W 1p,0(Ω) = {f ∈ W 1p (Ω) : f|∂Ω = 0},
where f|∂Ω := tr∂Ωf for f ∈ W 1p (Ω) and tr∂Ω : W 1p (Ω) → W
1− 1
p
p (∂Ω) is the trace
operator such that tr∂Ωϕ = ϕ|∂Ω for all ϕ ∈ C∞(Ω). The existence of such a trace
operator directly follows from [Necˇ67, Chapter 2, Theorem 5.5 and Theorem 5.7],
also see [Soh01, Chapter II, Section 1.2]. The proofs for both characterizations can be
found in [Necˇ67, Chapter 2, Theorem 3.1 and Theorem 4.10] and in
[Leo09, Theorem 15.29], cf. [Soh01, Chapter II, Section 1.2].
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The Schwartz space S(Rd), which is also called the space of all rapidly decreasing
smooth functions, is defined by
S(Rd) := {ϕ ∈ C∞(Rd) : ∀α, β ∈ Nd0 : sup
x∈Rd
|xα∂βxϕ(x)| <∞}.
Its dual space is denoted by S ′(Rd) := (S(Rd))′ and is also called the space of
tempered distributions. Now, let s ∈ R and 1 < p < ∞. Then we define the Bessel
potential space Hsp(Rd) as e.g. in [Abe12a] by
Hsp(Rd) := {f ∈ S ′(Rd) : 〈Dx〉sf ∈ Lp(Rd)},
||f ||Hsp(Rd) := ||〈Dx〉sf ||Lp(Rd),
where 〈Dx〉sf = F−1[〈ξ〉sfˆ ] for all f ∈ S ′(Rd) and 〈ξ〉 := (1 + |ξ|2) 12 . Here
fˆ = F [f ] and F−1[f ] are the Fourier transform and the Fourier inverse for f ∈ S ′(Rd).
For the definitions and basic results about Fourier transformation and tempered dis-
tributions, we refer to [Abe12a, Chapter 2]. If Ω ⊆ Rd is an non-empty open set in Rd
such that there exists a continuous linear extension operator E : W s2 (Ω) → W s2 (Rd)
with Eu|Ω = u for all u ∈ W s2 (Ω), then it holds Hs(Ω) = W s2 (Ω) for all s ≥ 0, where
Hs(Rd) := Hs2(Rd), cf. [McL00, Theorem 3.18].
For s ∈ R and 1 ≤ p, q ≤ ∞, we introduce the Besov spaces Bspq(Rd) and define them
analogously as in [Abe12a] by
Bspq(Rd) := {f ∈ S ′(Rd) : ||f ||Bspq(Rd) <∞},
||f ||Bspq(Rd) :=

(
∞∑
j=0
2sjq||ϕj(Dx)f ||qLp(Rd)
) 1
q
if q <∞,
sup
j∈N0
2sj||ϕj(Dx)f ||Lp(Rd) if q =∞,
where (ϕj)j∈N0 ⊆ C∞0 (Rd) is a partition of unity on Rd such that supp(ϕ0) ⊆ B2(0),
supp(ϕj) ⊆ {ξ ∈ Rd : 2−j−1 ≤ |ξ| ≤ 2j+1} for j ∈ N and ϕj(Dx)f := F−1[ϕj(ξ)fˆ(ξ)].
Details about the construction of such a partition of unity can be found in [Abe12a,
Section 5.4]. From [Abe12a, Corollary 6.13] it follows Hs(Rd) = Bs22(Rd) for all
s ∈ R.
Since we study diffuse interface models for a bounded domain Ω ⊆ Rd with d = 2, 3,
we need some restriction of the previous definitions for Besov spaces and Bessel
potential spaces on the domain Ω. To this end, let Ω ⊆ Rd, d = 2, 3, be a bounded
domain with C0,1-boundary, s ≥ 0 and 1 ≤ p, q ≤ ∞. Then we define as in [Tri10]
and [Tri92]
Bspq(Ω) := {f ∈ D′(Ω) : ∃g ∈ Bspq(Rd) with g|Ω = f}
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equipped with the norm
||f ||Bspq(Ω) := inf
g∈Bspq(Rd),g|Ω=f
||g||Bspq(Rd).
Analogously we define
Hsp(Ω) := {f ∈ D′(Ω) : ∃g ∈ Hsp(Rd) with g|Ω = f},
||f ||Hsp(Ω) := inf
g∈Hsp(Rd),g|Ω=f
||g||Hsp(Rd).
From these definitions for the Bessel potential spaces and Besov spaces restricted to
Ω together with Hs(Rd) = Bs22(Rd) for all s ∈ R, it directly follows Hs(Ω) = Bs22(Ω)
for all s ≥ 0.
Now that we have introduced all these spaces, we are also interested in how Sobolev
spaces, Sobolev-Slobodeckij spaces, Besov spaces and Bessel potential spaces are
related. First of all we note that for p = q = ∞ and s > 0 we have the Ho¨lder-
Zygmund spaces Cs∗(Rd) := Bs∞∞(Rd), where Cs∗(Rd) = Cs(Rd) in the case of
0 < s < 1, cf. [Abe12a, Theorem 6.1 and Remark 6.4.1]. Moreover, we use the
identity
W sp (Rd) =
{
Hsp(Rd), if s ∈ N0,
Bspp(Rd), if s > 0 and s /∈ N0
from [Tri78, Section 2.3]. Furthermore, it holds
Bsp,min(p,2)(Rd) ⊆ Hsp(Rd) ⊆ Bsp,max(p,2)(Rd), (2.3)
which implies in the case p = 2
Bs22(Rd) = Hs2(Rd) (2.4)
for every s ∈ R, cf. [BL76, Theorem 6.4.4], [Abe12a, Corollary 6.13] or [Tri78,
Section 2.3.3].
For a Banach space X and a measurable set M ⊆ Rd, we define the Banach space-
valued Lp-functions as in [Yos74]. We denote by Lp(M ;X) the set of all strongly
measurable functions f : M → X, which are p-integrable, i.e., ||f ||Lp(M ;X) < ∞,
where
||f ||Lp(M ;X) := || ||f(·)||X ||Lp(M) =

(∫
M
||f(x)||pXdx
) 1
p
if 1 ≤ p <∞,
ess sup
x∈M
||f(x)||X if p =∞.
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If M = (a, b) is an interval in R, then we write Lp(a, b;X). The space Lploc([0,∞);X)
is defined as the set of all measurable functions f such that f ∈ Lp(0, T ;X) for all
T > 0. Moreover, we denote by
Lpuloc([0,∞);X) := {f : [0,∞)→ X strongly measurable : ||f ||Lpuloc([0,∞);X) <∞},
||f ||Lpuloc([0,∞);X) := sup
t≥0
||f ||Lp(t,t+1;X).
For T < ∞, we define Lpuloc([0, T );X) := Lp(0, T ;X). For an open set Ω ⊆ Rd, the
Lp-Sobolev space of order k ∈ N0 and values in X is defined as
W kp (Ω;X) := {f ∈ Lp(Ω;X) : ∂αx f ∈ Lp(Ω;X) for every α ∈ Nd0 with |α| ≤ k}
equipped with the norm
||f ||Wkp (Ω;X) :=

( ∑
|α|≤k
||∂αx f ||pLp(Ω;X)
) 1
p
if 1 ≤ p <∞,
max
|α|≤k
||∂αx f ||L∞(Ω;X) if p =∞,
where ∂αx f has to be understood in the sense of distributions with values in X.
Moreover, we define for k ∈ N
Ck(Ω;X) := {f : Ω→ X : f is k-times continuously differentiable},
Ck(Ω;X) := {f ∈ Ck(Ω;X) : ∂αx f has continuous extension on Ω for all |α| ≤ k},
Ckb (Ω;X) := {f ∈ Ck(Ω;X) : ∂αx f are bounded for all |α| ≤ k},
where we equip Ckb (Ω;X) with the norm
||f ||Ckb (Ω;X) = max|α|≤k supx∈Ω
||∂αx f(x)||X .
Moreover, we define
C∞(Ω;X) :=
⋂
k∈N
Ck(Ω;X), C∞(Ω;X) :=
⋂
k∈N
Ck(Ω;X),
C∞b (Ω;X) :=
⋂
k∈N
Ckb (Ω;X).
For α ∈ (0, 1] we denote by C0,α(Ω;X) the Ho¨lder continuous functions defined by
C0,α(Ω;X) := {f ∈ C0b (Ω;X) : ||f ||C0,α(Ω;X) <∞},
||f ||C0,α(Ω;X) := ||f ||C0b (Ω;X) + sup
x,y∈Ω,x 6=y
||f(x)− f(y)||X
|x− y|α .
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Note that for α ∈ (0, 1) we also write Cα(Ω;X). For α = 1 we get the set of all
Lipschitz continuous functions. For the special case X = R, one can show that
Ckb (Ω;X) and C
0,α(Ω;X) are complete and therefore Banach spaces. The proofs can
be found in [Alt06, Section 1.5 and Section 1.6]. More details about integration and
differentiation of functions with values in Banach spaces can be found in [Ru˚zˇ04] and
[Yos74].
Now let I = [0, T ] for 0 < T <∞ or I = [0,∞) for T =∞. Then
BC(I;X) := C0b (I;X),
BUC(I;X) := {f ∈ BC(I;X) : f is uniformly continuous}
are the Banach spaces of all bounded and continuous functions f : I → X and its
subspace of all bounded and uniformly continuous functions.
2.4 Basic Results about Sobolev Spaces
In this section we collect some results about the spaces we have already introduced.
We start with the generalized Ho¨lder’s inequality.
Theorem 2.6. (Generalized Ho¨lder’s inequality)
Let (Ω,A, µ) be a measure space, 1 ≤ p1, ..., pk ≤ ∞ and q ∈ [1,∞] such that
1
p1
+ ... + 1
pk
= 1
q
, where 1∞ := 0. Moreover, let ui ∈ Lpi(Ω) for i = 1, ..., k. Then it
holds ∣∣∣∣∣
∣∣∣∣∣
k∏
i=1
ui|
∣∣∣∣∣
∣∣∣∣∣
Lq(Ω)
≤
k∏
i=1
||ui||Lpi (Ω).
The proof can be found in most books about functional analysis, e.g. in [Alt06,
Lemma 1.16] and for the case k = 2 in [Els05, Chapter 6, Theorem 1.5], where
the case for k > 2 follows by induction. In the analysis for the existence of weak
solutions of (1.1) - (1.5), we often have estimates for the derivatives of a function u
in the L2(Ω)-norm together with estimates for its mean value. Then we can use the
following result to estimate u in the H1-norm.
Theorem 2.7. (Poincare´ inequality with mean value)
Let Ω ⊆ Rd be a bounded domain with C1-boundary. Then there exists a constant
C > 0 such that
||u||L2(Ω) ≤ C
 d∑
j=1
||∂xju||L2(Ω) +
∣∣∣∣∣∣
∫
Ω
u(x)dx
∣∣∣∣∣∣

for all u ∈ H1(Ω).
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For a proof we refer to (1.21) in [Necˇ67, Chapter 1]. Next we present two results
about convergence in Lp-spaces and pointwise convergence.
Theorem 2.8. Let (M,µ) be a measure space, 1 ≤ p ≤ ∞ and fk → f in Lp(M,µ)
as k → ∞. Then there exists a subsequence (fkj)j∈N such that fkj(x) → f(x) a.e.
as j →∞.
The proof of this theorem can be found in [Alt06, Lemma 1.20].
Theorem 2.9. Let (M,µ) be a measure space, 1 < p ≤ ∞ and (fk)k∈N ⊆ Lp(M,µ)
be a bounded sequence such that fk(x)→ f(x) a.e. as k →∞. Then it holds fk → f
in Lq(M,µ) for all 1 ≤ q < p and k →∞.
This statement follows from [Els05, Corollary 5.5]. In the proofs for the existence
results, we often have to estimate terms like η(ϕ), m(ϕ, q), m˜(ϕ), ρ(ϕ), f(q) and
so on. Hence, we need to know in which Lp-spaces these compositions are bounded
and if these compositions are continuous in the sense that f(uk)→ f(u) in a certain
Lq-space if it holds uk → u in an appropriate Lp-space. This question is answered
by the next theorem.
Theorem 2.10. Let u : G ⊆ Rd → Rn and f : G × Rn → R, where G ⊆ Rd is an
arbitrary domain. Moreover, we assume that f satisfies
i) Carathe´odory-Condition:
f(·, η) : x 7→ f(x, η) is measureable on G for all η ∈ Rn,
f(x, ·) : η 7→ f(x, η) is continuous on Rn for almost every x ∈ G.
ii) Growth condition:
|f(x, η)| ≤ |a(x)|+ b
n∑
i=1
|ηi| piq
for a constant b > 0, a ∈ Lq(G), 1 ≤ pi, q <∞ and i = 1, ..., n.
Then the Nemyckii-operator F :
n∏
i=1
Lpi(G)→ Lq(G) defined by
(Fu)(x) := f(x,u(x)) for all u ∈
n∏
i=1
Lpi(G)
is continuous and bounded. Furthermore, there exists a constant c > 0 such that
||Fu||Lq(G) ≤ c
(
||a||Lq(G) +
n∑
i=1
||ui||
pi
q
Lpi (G)
)
for all u ∈
n∏
i=1
Lpi(G).
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The proof of this theorem can be found in [Ru˚zˇ04, Chapter 3, Lemma 1.19]. Moreover,
we also want to estimate compositions of a continuous function and a Lp-function in
an appropriate Sobolev space Wmp (Ω). To this end, we need a characterization for
terms of the form ∂xjF (u) in D′(Ω).
Lemma 2.11. Let Ω ⊆ Rd be a bounded Lipschitz domain, F ∈ C1(R) and
u ∈ W 1p (Ω), 1 ≤ p < ∞. Moreover, let (uk)k∈N ⊆ C∞(Ω) be a sequence with
uk → u in W 1p (Ω) such that (F (uk))k∈N and (F ′(uk))k∈N are bounded in Lr(Ω), where
1 < r ≤ ∞ satisfies 1
r
+ 1
p
≤ 1. Then we can conclude
∂xjF (u) = F
′(u)∂xju in D′(Ω) for all j = 1, ..., d.
Proof. Due to Theorem 2.8 there exists a suitable subsequence of (uk)k∈N, which we
denote by (uk)k∈N again, such that
uk(x)→ u(x) a.e. in Ω.
Thus it holds F (uk(x)) → F (u(x)) a.e. in Ω. Since (F (uk))k∈N and (F ′(uk))k∈N are
bounded in Lr(Ω) by assumption for 1 < r ≤ ∞ with 1
r
+ 1
p
≤ 1, Theorem 2.9 yields
F (uk)→ F (u) and F ′(uk)→ F ′(u) in Lq(Ω) for all 1 ≤ q < r.
Altogether we can conclude
〈∂xjF (u), ψ〉 = −
∫
Ω
F (u)∂xjψdx = − lim
k→∞
∫
Ω
F (uk)∂xjψdx
= lim
k→∞
∫
Ω
∂xjF (uk)ψdx = lim
k→∞
∫
Ω
F ′(uk)∂xjukψdx
=
∫
Ω
F ′(u)∂xjuψdx = 〈F ′(u)∂xju, ψ〉
for every ψ ∈ C∞0 (Ω).
For the proof that the term 1
ε
f(q)W (ϕ) + g(q) satisfies the initial condition
1
ε
f(q0)W (ϕ0) + g(q0) we use the following lemma.
Lemma 2.12. Let (uk)k∈N ⊆ C([0, T ];H−1(Ω)) be a sequence such that uk ⇀ u in
C([0, T ];H−1(Ω)) for k →∞. Then it holds uk(0) ⇀ u(0) in H−1(Ω).
Proof. Let ϕ ∈ H10 (Ω) ∼= H−1(Ω)′. Then we define Fϕ ∈ C([0, T ];H−1(Ω))′ by
〈Fϕ, u〉V ′,V := 〈u(0), ϕ〉H−1(Ω),H10 (Ω)
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for all u ∈ V := C([0, T ];H−1(Ω)). Since uk ⇀ u in C([0, T ];H−1(Ω)) we can
conclude
〈uk(0), ϕ〉H−1(Ω),H10 (Ω) = 〈Fϕ, uk〉V ′,V → 〈Fϕ, u〉V ′,V = 〈u(0), ϕ〉H−1(Ω),H10 (Ω)
for all ϕ ∈ H10 (Ω).
For Banach space-valued Lp-spaces we use the following theorem to identify its dual
spaces.
Theorem 2.13. Let X be a reflexive and separable Banach space, S an interval in R
and 1 < p <∞. Then for every f ∈ (Lp(S;X))′ there exists a unique representation
of the form
f(u) =
∫
S
〈v(s), u(s)〉X′,Xds for all u ∈ Lp(S;X),
where it holds v ∈ Lp′(S;X ′) with 1
p
+ 1
p′ = 1. The assignment f → v for
f ∈ (Lp(S;X))′ is linear and it holds
||f ||(Lp(S;X))′ = ||v||Lp′ (S;X′).
The proof of this theorem can be found in [GGZ74, Chapter IV, Section 1,
Theorem 1.14].
The next result will be helpful to get estimates for the velocity field v.
Theorem 2.14. (Korn’s inequality)
Let Ω ⊆ Rd be a bounded and connected domain with C2-boundary ∂Ω and
εij(u) :=
1
2
(∂iuj + ∂jui). Then there exist constants c0, c1, c2, which depend on Ω,
such that ∫
Ω
d∑
i,j=1
|εij(u)|2dx ≥ c0
∫
Ω
(|u|2 + |Du|2)dx
for all u ∈ H10 (Ω)d and∫
Ω
d∑
i,j=1
|εij(u)|2dx + c1
∫
Ω
|u|2dx ≥ c2
∫
Ω
|Du|2dx
for all u ∈ H1(Ω)d.
For a proof of this theorem we refer to [Zei88, Theorem 62.F]. If ∂Ω is a smooth
boundary, the proof can be found in [EGK08, Theorem 6.14]. For the general case
1 < p <∞ and u ∈ W 1p,0(Ω)d, we refer to [Rou05, Theorem 1.33].
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Up to this point we have introduced several function spaces like Sobolev spaces,
Besov spaces and Bessel potential spaces. Now we are interested in how these spaces
are related and which conditions have to be satisfied such that a certain function
space embeds into another function space. In the first result of this section, we study
this question in the case of Sobolev spaces.
Note that most results on Sobolev spaces, Bessel potential spaces, Besov spaces and
interpolation theory are only stated for the case Ω = Rd. But if Ω is a bounded
domain in Rd with C0,1-boundary, then there exists a bounded and linear extension
operator EΩ : W
m
p (Ω) → Wmp (Rd) for all m ∈ N and 1 ≤ p ≤ ∞, which satisfies
EΩf|Ω = f for all f ∈ Wmp (Ω), cf. [Ste70, Chapter VI, Section 3.2]. Moreover, this
operator extends to EΩ : H
s(Ω) → Hs(Rd). Hence, all results are also valid for a
bounded domain Ω ⊆ Rd with C0,1-boundary.
Theorem 2.15. (Sobolev embedding theorem)
Let Ω ⊆ Rd be a bounded domain with C1-boundary, k,m ∈ N such that k < m and
1 ≤ p ≤ ∞, 1 ≤ q <∞, α ∈ (0, 1). Then it holds
Wmp (Ω) ↪→ W kq (Ω)
if m− d
p
≥ k − d
q
with continuous embedding and
Wmp (Ω) ↪→ Ck,α(Ω)
if m− d
p
≥ k + α with continuous embedding.
The first embedding result can be found in [Tri78, Section 4.6.1]. Both embeddings
follow inductively from [Eva10, Section 5.6, Theorem 6]. Note that this theorem is
also true for Banach-valued functions. Furthermore, we want to know under which
conditions the Sobolev embeddings are compact. Here we obtain the following theo-
rem.
Theorem 2.16. (Compact Sobolev embedding theorem)
Let Ω ⊆ Rd be a bounded domain with C1-boundary, m, k ∈ N0 such that k < m and
1 ≤ p, q < ∞. If it holds m − d
p
> k − d
q
, then the embedding Wmp (Ω) ⊆ W kq (Ω) is
compact.
This compactness result follows from the Rellich-Kondrachov compactness theorem,
cf. [Eva10, Section 5.7, Theorem 1]. Moreover, we are also interested under which
assumptions the multiplication of two Sobolev functions respectively the composition
of a continuous function with a Sobolev function is a Sobolev function again and in
which Sobolev spaces the product respectively composition is bounded. Therefore,
we present the following theorems.
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Theorem 2.17. (Multiplication of Sobolev functions)
Let Ω ⊆ Rd be a bounded domain with C1-boundary, m ∈ N0, and 1 ≤ p, q, r ≤ ∞
such that r ≤ min(p, q) and 2m− d
p
− d
q
> m− d
r
. Then there exists a constant C > 0
such that fg ∈ Wmr (Ω) and
||fg||Wmr (Ω) ≤ C||f ||Wmp (Ω)||g||Wmq (Ω)
for all f ∈ Wmp (Ω), g ∈ Wmq (Ω).
For a proof of this theorem, we refer to [RS96, Theorem 4.5.2], where we need to
choose s1 = s2 = m and where we need to use the identity F
s
p,2(Rd) = W sp (Rd) for
1 ≤ p <∞ and s ∈ N0, cf. (1.4) in [Tri06]. Here we denote by F sp,q(Rd) the Triebel-
Lizorkin spaces , where 0 < p <∞, 0 < q ≤ ∞ and s ∈ R. For a definition of these
spaces, we also refer to [RS96]. For the composition of a continuous function with a
Sobolev function we have:
Theorem 2.18. (Composition with Sobolev functions)
Let Ω ⊆ Rd be a bounded domain with C1-boundary, m,N ∈ N and 1 ≤ p <∞ such
that m − d
p
> 0. Then for all f ∈ Cm(RN) and every R > 0 there exists a constant
C > 0 such that for all u ∈ Wmp (Ω)N with ||u||Wmp (Ω)N ≤ R, it holds f(u) ∈ Wmp (Ω)
and ||f(u)||Wmp (Ω) ≤ C.
Moreover, if f ∈ Cm+1(RN), then for all R > 0 there exists a constant L > 0 such
that
||f(u)− f(v)||Wmp (Ω) ≤ L||u− v||Wmp (Ω)N
for all u,v ∈ Wmp (Ω)N with ||u||Wmp (Ω)N , ||v||Wmp (Ω)N ≤ R.
Proof. The first part follows from [RS96, Chapter 5, Theorem 1 and Lemma]. For
the second part, let u,v ∈ Wmp (Ω)N be given with ||u||Wmp (Ω)N , ||v||Wmp (Ω)N ≤ R.
Then we define G(u(x),v(x)) :=
1∫
0
Df(tu(x) + (1− t)v(x)dt . Hence, it holds
f(u(x))− f(v(x)) = G(u(x),v(x)) · (u(x)− v(x)),
where G ∈ Cm(RN × RN) for f ∈ Cm+1(RN). Thus the first part of this theorem
yields the existence of a constant C > 0 such that ||G(u,v)||Wmp (Ω ≤ C. Therefore,
we can apply the estimate in Theorem 2.17, which shows the statment.
For negative s and k ∈ N, we already introduced the notation (W kp (Ω))′ := W−kp′,0(Ω),
where 1
p
+ 1
p′ = 1. For Bessel potential spaces and Besov spaces we have the following
result.
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Lemma 2.19. If 1 ≤ p < ∞ we have (Hsp(Rd))′ = H−sp′ (Rd) for s ∈ R. If, in
addition, 1 ≤ q <∞, we also have (Bspq(Rd))′ = B−sp′q′(Rd) for s ∈ R.
This statement is proven in [BL76, Corollary 6.2.8]. In particular this implies for
s ∈ Z the identity W sp (Rd) = Hsp(Rd) and therefore
(W sp (Rd))′ = (Hsp(Rd))′ = H−sp′ (R
d) = W−sp′ (R
d).
Furthermore, we are also interested in which other spaces Besov and Bessel potential
spaces embed. A useful result is the following theorem.
Theorem 2.20. Assume s, s1, s2, s3 ∈ R such that s− dp = s1− dp1 . Then the following
embeddings hold
Bspq(Rd) ⊆ Bs1p1q1(Rd), if 1 ≤ p ≤ p1 ≤ ∞, 1 ≤ q ≤ q1 ≤ ∞,
Bs3pq(Rd) ⊆ Bs2pq(Rd), if 1 ≤ p, q ≤ ∞, s2 < s3,
Hsp(Rd) ⊆ Hs1p1 (Rd), if 1 < p ≤ p1 <∞, s, s1 ∈ R.
The proof can be found in [BL76, Theorem 6.2.4] and [BL76, Theorem 6.5.1].
At the beginning of this chapter we introduced Banach space-valued Sobolev spaces.
Thus we are also interested in embedding results for these spaces.
Lemma 2.21. Let 0 < T < ∞ and (V,H, V ′) be a Gelfand triple, i.e., V,H are
separable and real Hilbert spaces such that there is a continuous embedding i : V → H
with i(V ) = H. Then it holds
L2(0, T ;V ) ∩W 12 (0, T ;V ′) ⊆ C([0, T ];H)
with continuous embedding. Furthermore for all f ∈ L2(0, T ;V ) ∩W 12 (0, T ;V ′) and
0 ≤ s ≤ t ≤ T it holds
1
2
||f(t)||2H =
t∫
s
〈∂tf(τ), f(τ)〉V ′,V dτ + 1
2
||f(s)||2H .
For the proof we refer to [Rou05, Lemma 7.3]. Analogously to the real-valued case,
we want to know under which assumptions a Banach space-valued Sobolev space
embeds into a continuous Banach space-valued function space. Here we have the
following result.
Lemma 2.22. Let X be a Banach space over K = R or K = C, 1 ≤ p <∞, k ∈ N
and 0 < T <∞. Then it holds
W kp ((0, T );X) ⊆ Ck−1([0, T ];X)
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with continuous embedding. Moreover, it holds
u(t) = u(s) +
t∫
s
∂τu(τ)dτ in X for all 0 ≤ s, t ≤ T
for all u ∈ W 1p (0, T ;X).
This lemma is proven in [Rou05, Theorem 7.1].
Lemma 2.23. Let X, Y be two Banach spaces such that Y ↪→ X and
X ′ ↪→ Y ′ densely. Then L∞(I;Y )∩BUC(I;X) ↪→ BCw(I;Y ), where I = [0, T ] with
0 < T <∞ or I = [0,∞).
For a proof we refer to [Abe09a]. The following lemma is not an embedding result.
But since its proof is based on the embedding in Lemma 2.22 we also state it in this
section. In the proof of the existence of weak solutions for a diffuse interface model
with soluble surfactants in two-phase flows, we use a semi-implicit time discretization
and then construct interpolant functions for the time-dependent case. Hence, we need
to estimate terms of the form fk(t+ h)− fk(t) and show that its norm converges to
0 in a certain Banach space as h converges to 0. More precisely, we get the following
lemma.
Lemma 2.24. Let B be a Banach space and (fk)k∈N ⊆ W 1p (0, T ;B) such that
(∂tfk)k∈N ⊆ Lp(0, T ;B) is a bounded sequence. Then there exists a constant C > 0
such that
sup
t∈[0,T−h]
||fk(t+ h)− fk(t)||B ≤ Ch
1
p′
for all k ∈ N, where p and p′ satisfy 1
p
+ 1
p′ = 1.
Proof. Since (∂tfk)k∈N ⊆ Lp(0, T ;B) is bounded, there exists a constant C > 0 such
that ||∂tfk||Lp(0,T ;B) ≤ C for all k ∈ N. Moreover, it holds
fk(t+ h)− fk(t) =
t+h∫
t
∂τfk(τ)dτ in B
for all t ∈ [0, T − h] according to Lemma 2.22. Therefore, we can conclude
||fk(t+ h)− fk(t)||B ≤
t+h∫
t
||∂τfk(τ)||Bdτ ≤
 t+h∫
t
||∂τfk(τ)||pBdτ

1
p
 t+h∫
t
1p
′
dτ

1
p′
≤ Ch 1p′ .
Taking the supremum over all t ∈ [0, T − h] yields the statement.
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In this section we give a short introduction in interpolation theory based on [Abe16],
[Lun09] and [BL76]. Roughly speaking interpolation theory is the study and con-
struction of Banach spaces X, which are “between” two Banach spaces X0 and X1
in such a way that every linear operator T , which is bounded on X0 and X1, is also
bounded on X. To this end, we need some definitions that constrain which Banach
spaces X0 and X1 we will bring together.
Let X0 and X1 be two Banach spaces. Then the pair (X0, X1) is called compatible
or admissible, if there is a Hausdorff topological vector space Z such that X0 and X1
continuously embed in Z. We also call (X0, X1) an interpolation couple.
Let (X0, X1) be a compatible pair of Banach spaces. Then X0 ∩ X1 and X0 + X1
normed by
||x||X0∩X1 := max{||x||X0 , ||x||X1},
||x||X0+X1 := inf
x=x0+x1,
x0∈X0,x1∈X1
(||x0||X0 + ||x1||X1)
are Banach spaces.
Let (X0, X1) and (Y0, Y1) be two admissible pairs of Banach spaces and let X, Y be
Banach spaces. We call X intermediate space with respect to (X0, X1), if it holds
X0 ∩X1 ↪→ X ↪→ X0 +X1
with continuous embeddings. Moreover, X and Y are called interpolation spaces with
respect to (X0, X1) and (Y0, Y1) if X and Y are intermediate spaces with respect to
(X0, X1) and (Y0, Y1) respectively, and if
T ∈ L(Xj, Yj), j = 0, 1 ⇒ T|X ∈ L(X, Y )
for all T : X0 +X1 → Y0 + Y1 linear. X is called interpolation space with respect to
(X0, X1) if the previous conditions hold with X = Y and (X0, X1) = (Y0, Y1).
There exist several kind of interpolation spaces, e.g. the real and the complex inter-
polation spaces. In this work we will only use the real interpolation spaces which are
defined by the following.
Definition 2.25. Let (X, Y ) be a real or complex interpolation couple. For θ ∈ (0, 1)
and 1 ≤ p ≤ ∞ we define the real interpolation space
(X0, X1)θ,p :=
{
x ∈ X0 +X1 : t 7→ t−θK(t, x,X0, X1) ∈ Lp∗(0,∞)
}
,
equipped with the norm
||x||(X0,X1)θ,p := ||t−θK(t, x,X0, X1)||Lp∗(0,∞) for all x ∈ (X0, X1)θ,p,
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where
K(t, x,X0, X1) := inf
x=a+b, a∈X0, b∈X1
(||a||X0 + t||b||X1)
and Lp∗(0,∞) is the Lebesgue space Lp with respect to the measure dtt , i.e., Lp∗(I)
is the space of the real or complex valued Lp-functions in I, where I is an interval
contained in (0,∞) and 1 ≤ p ≤ ∞, equipped with the norm
||f ||Lp∗(I) :=

(∞∫
0
|f(t)|p dt
t
) 1
p
if p <∞,
ess sup
t∈I
|f(t)| if p =∞.
It can be shown that (X0, X1)θ,p is an intermediate space with respect to (X0, X1)
for every θ ∈ (0, 1), 1 ≤ p ≤ ∞. It can even be verified that it holds
X0 ∩X1 ↪→ (X0, X1)θ,p1 ↪→ (X0, X1)θ,p2 ↪→ X + Y
for all θ ∈ (0, 1) and 1 ≤ p1 ≤ p2 ≤ ∞. It remains to show that it is an interpolation
space. This is shown in the next theorem.
Theorem 2.26. Let (X0, X1) and (Y0, Y1) be interpolation couples and
T ∈ L(X0, Y0) ∩ L(X1, Y1). Then it holds T ∈ L((X0, X1)θ,p, (Y0, Y1)θ,p) for every
θ ∈ (0, 1) and 1 ≤ p ≤ ∞. Moreover, it holds
||T ||L((X0,X1)θ,p,(Y0,Y1)θ,p ≤ ||T ||1−θL(X0,Y0)||T ||θL(X1,Y1).
For a proof of this theorem, cf. [Lun09, Theorem 1.6]. Due to the next result we
can estimate the norm of a real interpolation space by the norms of the spaces of its
interpolation couple.
Lemma 2.27. Let (X0, X1) be an interpolation couple of Banach spaces. For
0 < θ < 1 and 1 ≤ p ≤ ∞ there is a constant c(θ, p) > 0 such that
||u||(X0,X1)θ,p ≤ c(θ, p)||u||1−θX0 ||u||θX1 (2.5)
for all u ∈ X0 ∩X1.
For a proof of this lemma, cf. [Lun09, Corollary 1.7]. The definition of real interpo-
lation spaces is quite abstract and it is not obvious how the interpolation spaces look
like. In the case that the interpolation couple consists of two Besov spaces or of two
Bessel potential spaces, we can identify the interpolation spaces due to the following
theorem.
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Theorem 2.28. Let s0 6= s1 ∈ R, 0 < θ < 1 and 1 ≤ q0, q1 ≤ ∞. Then for every
1 ≤ q ≤ ∞ we have
(Bs0pq0(R
d), Bs1pq1(R
d))θ,q = B
s
pq(Rd).
Moreover, we have
(Hs0p (Rd), Hs1p (Rd))θ,q = Bspq(Rd)
for any 1 ≤ p, q ≤ ∞, where s = (1− θ)s0 + θs1.
The proof can be found in [BL76, Theorem 6.2.4 and Theorem 6.4.5]. The following
lemma yields another important result that helps us to identify real interpolation
spaces in the case that the interpolation couple consists of two Lp-spaces.
Lemma 2.29. Let (Ω, µ) be a σ-finite measure space and 1 ≤ q0 < q < q1 ≤ ∞ and
0 < θ < 1 such that 1
q
= 1−θ
q0
+ θ
q1
. Then it holds
(Lq0(Ω), Lq1(Ω))θ,q = L
q(Ω).
For a proof, cf. [Lun09, Example 1.27].
Theorem 2.30. Let X0, X1 be Banach spaces such that X1 ↪→ X0 densely. Then
for all 1 ≤ p <∞
XT := W
1
p (0, T ;X0) ∩ Lp(0, T ;X1) ↪→ BUC(0, T ; (X0, X1)1− 1
p
,p)
continuously. Moreover, for the trace map
γ : XT → X0, u 7→ u(0)
it holds
γXT = (X0, X1)1− 1
p
,p.
The proof of this result can be found in [Ama95, Chapter III, Theorem 4.10.2]. The
next lemma is not a result from interpolation theory. But it will be important for
proving an embedding result based on the previous results in interpolation theory.
Lemma 2.31. Let X,X0, X1 be Banach spaces such that X0 ∩X1 ⊆ X and
||x||X ≤M ||x||1−θX0 ||x||θX1
for all x ∈ X0 ∩X1, where θ ∈ [0, 1] and M > 0. Then it holds
||f ||Lp(0,T ;X) ≤M ||f ||1−θLp0 (0,T ;X0)||f ||θLp1 (0,T ;X1) (2.6)
for all f ∈ Lp0(0, T ;X0) ∩ Lp1(0, T ;X1), where 1 ≤ p, p0, p1 ≤ ∞ such that
1
p
= 1−θ
p0
+ θ
p1
.
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Proof. Due to the generalized Ho¨lder’s inequality, cf. Theorem 2.6, it holds
||f˜ g˜||Lp(0,T ) ≤ ||f˜ ||
L
p0
1−θ (0,T )
||g˜||
L
p1
θ (0,T )
for all f˜ ∈ L p01−θ (0, T ) and g˜ ∈ L p1θ (0, T ), where 1
p
= 1−θ
p0
+ θ
p1
. Applying this estimate
to ||x||X ≤M ||x||1−θX0 ||x||θX1 yields the statement.
With the previous results we can conclude the following embedding theorem.
Theorem 2.32. Let (Ω, µ) be a σ-finite measure space, 1 ≤ q0 < q < q1 ≤ ∞ and
θ ∈ (0, 1) such that 1
q
= 1−θ
q0
+ θ
q1
. Then it holds
Lp0(0, T ;Lq0(Ω)) ∩ Lp1(0, T ;Lq1(Ω)) ↪→ Lp(0, T ;Lq(Ω)), (2.7)
where 1
p
= 1−θ
p0
+ θ
p1
and 1 ≤ p0, p1 ≤ ∞.
Proof. From Lemma 2.29 it follows
Lq(Ω) = (Lq0(Ω), Lq1(Ω))θ,q.
Thus Lemma 2.27 yields
||f ||Lq(Ω) ≤ c(θ, q)||f ||1−θLq0 (Ω)||f ||θLq1 (Ω)
for a constant c(θ, q) > 0. Applying Lemma 2.31 to this estimate yields the statement.
2.7 Compactness Results
In the model (1.1) - (1.5) we have terms like f(q) and m(ϕ, q). In the existence proof
for weak solutions we will study linear interpolants (vN , ϕN , µN , qN) with N ∈ N
and we will pass to the limit N → ∞. Hence, we want to have qN(t, x) → q(t, x)
and ϕN(t, x) → ϕ(t, x) a.e. in (0, T ) × Ω for some q, ϕ, which we will specify later.
Therefore, we want to show qN → q and ϕN → ϕ in appropriate Banach spaces. To
this end, we will need the following compactness results.
Theorem 2.33. (Aubin-Lions)
Let X0, X,X1 be some Banach spaces such that X0 ↪→↪→ X ↪→ X1.
Moreover, let 1 ≤ q ≤ ∞, 1 < p < ∞ and X0, X1 be reflexive and
W :=
{
u ∈ Lp(0, T ;X0)| dudt ∈ Lq(0, T ;X1)
}
with 0 < T < ∞. Then it holds
W ⊆ Lp(0, T ;X) with compact embedding.
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The proof for q > 1 can be found in [Lio69]. If q = 1, cf. [Sim87].
Due to the Aubin-Lions lemma we will be able to prove the strong convergence of
ϕN and vN in appropriate Banach spaces since the equations provide estimates for
∂tv
N and ∂tϕ
N . For qN we only have estimates for ∂t(f(q
N)W (ϕN) + g(qN). Hence,
we will not use the Aubin-Lions lemma to prove compactness but a result by Simon.
Theorem 2.34. Let X ⊆ B ⊆ Y with compact imbedding X ↪→ B, where X, B and
Y are Banach spaces. Furthermore, let 1 ≤ p ≤ ∞ and
i) F is bounded in Lp(0, T ;X),
ii) ||τhf − f ||Lp(0,T−h;Y ) → 0 as h→ 0, uniformly for f ∈ F ,
where (τhf)(t) := f(t + h) for h > 0. Then F is relatively compact in L
p(0, T ;B)
(and in C(0, T ;B) if p =∞).
The proof of this theorem can be found in [Sim87, Theorem 5]. When we prove com-
pactness of (qN)N∈N in L2(0, T ;L2(Ω)), we show that (qN)N∈N fulfills the assumptions
of Theorem 2.34. For the proof of condition ii) we use the following result.
Lemma 2.35. Let t = mh for m ∈ N and h = 1
N
for N ∈ N. Moreover, let
H be a Hilbert space and let (uN)N∈N be step functions defined by uN(t) = uk for
t ∈ [(k − 1)h, kh), k ∈ N0, where it holds (uk)k∈N0 ⊆ H. If
t−s∫
0
e(uN(t+ s), uN(t))dt ≤ Cω(s)
for s > 0 which are multiple of h, then this inequality holds for any real s > 0. Here
ω is a concave function and e : H ×H → R is continuous.
For a proof of this lemma, we refer to [Alt12, Lemma 9.1]
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3 Existence of Weak Solutions for a Diffuse Inter-
face Model with Soluble Surfactants
In this chapter we prove the existence of weak solutions for the surfactant model
(1.1) - (1.5). To this end, this chapter is divided into four parts. In the first part,
we do some formal calculations since we want to derive some assumptions on the
functions g, h, f and so on. In particular, we want to derive some growth conditions
which we will need for the analysis. Moreover, we want that the weak solutions
satisfy an energy estimate and therefore we study under which assumptions we are
able to get such an estimate.
In the second part of this chapter, we use a semi-implicit time discretization for the
system of partial differential equations and add the terms δ∆2v and δ∂tϕ so that
we can conclude v ∈ L2(0, T ;H2(Ω)d) and ∂tϕ ∈ L2(0, T ;L2(Ω)) in the case δ > 0.
We solve this time-discrete problem by applying the Leray-Schauder principle on
appropriate operators and show that the time-discrete weak solutions satisfy a time-
discrete version of the energy estimate.
In the third section of this chapter, we construct interpolant functions with the
help of the time-discrete weak solutions and pass to the limit N → ∞. We show
compactness for vN , ϕN and qN in appropriate Banach spaces and the convergence
to the initial values. Moreover, we show that these interpolant functions converge to
a weak solution of the system of partial differential equations (1.1) - (1.5) with the
additional terms δ∆2v and δ∂tϕ and that they satisfy an energy estimate.
In the final part of this chapter, we pass to the limit for δ → 0 and show that the
weak solutions from the third section, which depend on δ > 0, converge to a weak
solution of (1.1) - (1.5) which satisfies the initial and boundary conditions together
with an energy estimate.
3.1 Preliminary Results
In this section we assume that all functions are smooth enough, i.e., all appearing
derivatives exist and are continuous. Thus the following calculations are just formal,
but they give us a first idea in which function spaces the solutions will be bounded.
Moreover, we can not expect that there will exist solutions for any arbitrary choice of
f, h, g,W,m, m˜ and so on. Therefore we will derive some assumptions for f, h, g,W
and so on such that there holds an energy estimate. Hence, we will be able to derive
boundedness of the solutions in certain function spaces. But note that all calculations
in this section are just formal since we assume that the solutions are smooth.
But before we proceed with deriving the energy estimate and the assumptions for
the functions, we first of all need to reformulate the system (1.1) - (1.5) since the
reformulated equations have some advantages for the analysis in contrast to the
original problem. From the definitions of J˜ and R together with (1.4) we obtain the
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continuity equation
∂tρ(ϕ) + v · ∇ρ(ϕ) = ∂ρ
∂ϕ
(ϕ)∂tϕ+ v ·
(
∂ρ
∂ϕ
(ϕ)∇ϕ
)
=
∂ρ
∂ϕ
(ϕ)∂•t ϕ
=
∂ρ
∂ϕ
(ϕ)div(m˜(ϕ)∇µ)
= −div
(
∂ρ(ϕ)
∂ϕ
(−m˜(ϕ)∇µ)
)
−∇∂ρ(ϕ)
∂ϕ
· (m˜(ϕ)∇µ)
= −divJ˜ +R. (3.1)
In Section 3.2 and Section 3.3 we use this as the definition of R, i.e., we use
R = ∂tρ(ϕ) + v · ∇ρ(ϕ) + divJ˜. (3.2)
Hence, we will need some estimate for ∂tϕ. Therefore, we will add the term δ∂tϕ
in one of the equations. In the next step we reformulate equation (1.1). For the
right-hand side of (1.1) we can calculate
div(−ε∇ϕ⊗∇ϕ) = −ε (∂x1(∂x1ϕ∇ϕ) + ...+ ∂xd(∂xdϕ∇ϕ))
= −ε∂x1∂x1ϕ∇ϕ− ε∂x1ϕ∂x1(∇ϕ)− ...− ε∂xd∂xdϕ∇ϕ− ε∂xdϕ∂xd(∇ϕ)
= −1
2
∇(ε|∇ϕ|2)− ε∆ϕ∇ϕ
= −1
2
∇(ε|∇ϕ|2) +
(
µ− h(q)
ε
W ′(ϕ)
)
∇ϕ, (3.3)
where we used (1.5) to replace ∆ϕ in the last step. Thus we can use this equation
on the right-hand side of (1.1) and get the equivalent equation
∂t(ρv)+div(v⊗ (ρv + J˜)) +∇p− div(2η(ϕ)Dv)− Rv
2
= −1
2
∇(ε|∇ϕ|2) +
(
µ− h(q)
ε
W ′(ϕ)
)
∇ϕ in QT .
But equation (1.1) can also be reformulated in another way. To this end, we use (3.2)
and get
∂t(ρv) + div(v⊗ ρv + v⊗ J˜)−Rv
2
= ∂t(ρv) + div(v⊗ ρv + v⊗ J˜)
− (∂tρ+ div(ρv) + divJ˜)v +Rv
2
= ρ∂tv + (ρv + J˜) · ∇v +Rv
2
.
In the last step we used (2.1) together with the fact that v is a divergence-free vector
field, i.e., div v = 0 and div(ρv) = v · ∇ρ. Hence, (1.1) can equivalently be written
as
ρ∂tv + (ρv + J˜) · ∇v +∇p− div(2η(ϕ)Dv) + Rv
2
= div(−ε∇ϕ⊗∇ϕ) in QT .
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3.1.1 Formal Derivation of the Energy Inequality
Multiplying equation (1.1) with v and integrating over the domain Ω yields
0 =
∫
Ω
∂tρ|v|2 + ρ∂tv · vdx +
∫
Ω
((J˜ · ∇)v + (div J˜)v) · vdx +
∫
Ω
2η(ϕ)|Dv|2dx
−
∫
Ω
∂tρ
|v|2
2
+
(v · ∇ρ)|v|2
2
+ (div J˜)
|v|2
2
dx +
∫
Ω
div(ρv⊗ v) · vdx
+
∫
Ω
(
−µ+ h(q)
ε
W ′(ϕ)
)
∇ϕ · vdx ,
where we used (3.2) for R. Reordering the terms yields
0 =
∫
Ω
1
2
∂tρ|v|2 + 1
2
ρ∂t|v|2dx +
∫
Ω
(
(div J˜)
v
2
+ (J˜ · ∇)v
)
· vdx +
∫
Ω
2η(ϕ)|Dv|2dx
+
∫
Ω
(
div(ρv⊗ v)− (∇ρ · v)v
2
)
· vdx +
∫
Ω
(
−µ+ h(q)
ε
W ′(ϕ)
)
∇ϕ · vdx .
Since it holds∫
Ω
(
(div J˜)
v
2
+
(
J˜ · ∇
)
v
)
· vdx =
∫
Ω
div
(
J˜
|v|2
2
)
dx = 0
and ∫
Ω
(
div(v⊗ ρv)− (∇ρ · v)v
2
)
· vdx =
∫
Ω
(
div(v⊗ ρv)− div(ρv)v
2
)
· vdx
=
∫
Ω
(
div(ρv)|v|2 + (ρv · ∇v) · v− div(ρv) |v|
2
2
)
dx
=
∫
Ω
(
div(ρv)|v|2 + ρv · ∇
( |v|2
2
)
− div(ρv) |v|
2
2
)
dx
=
∫
Ω
div
(
ρv
|v|2
2
)
dx = 0,
we can simplify the previous equation to
0 =
d
dt
∫
Ω
1
2
(
ρ|v|2) dx + ∫
Ω
2η(ϕ)|Dv|2dx +
∫
Ω
(
−µ+ h(q)
ε
W ′(ϕ)
)
∇ϕ · vdx .
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Multiplying (1.3) with q, (1.4) with µ and (1.5) with (−∂tϕ) and integrating over the
domain Ω yields
0 =
∫
Ω
1
ε
f ′(q)W (ϕ) (∂tq + v · ∇q) qdx + 1
ε
∫
Ω
f(q)qW ′(ϕ) (∂tϕ+ v · ∇ϕ) dx
+
∫
Ω
g′(q)q (∂tq + v · ∇q) dx +
∫
Ω
m(ϕ, q)|∇q|2dx ,
0 =
∫
Ω
∂tϕµdx +
∫
Ω
(v · ∇ϕ)µdx +
∫
Ω
m˜(ϕ)|∇µ|2dx ,
0 =
d
dt
∫
Ω
ε
2
|∇ϕ|2dx +
∫
Ω
h(q)∂tW (ϕ)
1
ε
dx −
∫
Ω
∂tϕµdx .
Altogether we get
0 =
d
dt
∫
Ω
1
2
ρ|v|2dx +
∫
Ω
2η(ϕ)|Dv|2dx +
∫
Ω
(
h(q)
ε
W ′(ϕ)
)
∇ϕ · vdx
+
∫
Ω
1
ε
f ′(q)W (ϕ) (∂tq + v · ∇q) qdx + 1
ε
∫
Ω
f(q)qW ′(ϕ) (∂tϕ+ v · ∇ϕ) dx
+
∫
Ω
m(ϕ, q)|∇q|2dx +
∫
Ω
g′(q)q (∂tq + v · ∇q) dx
+
∫
Ω
m˜(ϕ)|∇µ|2dx + d
dt
∫
Ω
ε
2
|∇ϕ|2dx +
∫
Ω
h(q)∂tW (ϕ)
1
ε
dx . (3.4)
Moreover, we postulate that the total energy density e(v, ϕ,∇ϕ, q) is given by
e(v, ϕ,∇ϕ, q) := 1
2
ρ|v|2 + ε
2
|∇ϕ|2 + d(q)
ε
W (ϕ) +G(q) (3.5)
for some functions d and G which we will specify later. In (3.5), 1
2
ρ|v|2 is the kinetic
energy density while the other terms are the Helmholtz free energy density. Note
that in the limit for ε tending to 0, it holds ∇ϕ = 0 in the bulk phases since ϕ is
the difference of the volume fractions of both fluids and therefore it holds ϕ ≡ ±1
in the bulk. Moreover, we assume that W is a potential of double-well type, i.e.,
W (±1) = W ′(±1) = 0 and W (ϕ) > 0 if ϕ /∈ {−1, 1}. Thus the term 1
ε
d(q)W (ϕ) is
also 0 in the bulk phases as ε→ 0. Altogehter, ε
2
|∇ϕ|2 + d(q)
ε
W (ϕ) can be considered
as approximation of the free energy density on the surface while G(q) is the free
energy density in the bulk associated to the bulk surfactant. For the total energy
density we demand
d
dt
∫
Ω
e(v, ϕ,∇ϕ, q)dx +
∫
Ω
(
m(ϕ, q)|∇q|2 + m˜(ϕ)|∇µ|2 + 2η(ϕ)|Dv|2) dx = 0,
(3.6)
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where the dissipation D is defined by
−D := −
∫
Ω
m(ϕ, q)|∇q|2dx −
∫
Ω
m˜(ϕ)|∇µ|2dx −
∫
Ω
2η(ϕ)|Dv|2dx ≤ 0
since we will assume m, m˜ and η to be strictly positive functions. Therefore, it follows
0 =
d
dt
∫
Ω
1
2
ρ|v|2dx + d
dt
∫
Ω
ε
2
|∇ϕ|2dx + d
dt
∫
Ω
d(q)
ε
W (ϕ)dx +
∫
Ω
G′(q)∂tqdx
+
∫
Ω
m(ϕ, q)|∇q|2dx +
∫
Ω
m˜(ϕ)|∇µ|2dx +
∫
Ω
2η(ϕ)|Dv|2dx . (3.7)
Now we compare equation (3.7) with equation (3.4). Here we want to derive some
characterizations for G′ and d. On the one hand we want to have
G′(q)∂tq = g′(q)q(∂tq + v · ∇q).
Therefore, we assume G′(q) = g′(q)q for all q ∈ R. Then it holds∫
Ω
G′(q)∂tqdx =
∫
Ω
g′(q)q∂tqdx =
∫
Ω
g′(q)q∂tqdx −
∫
Ω
g(q)∇q · vdx
=
∫
Ω
g′(q)q∂tqdx +
∫
Ω
∇(g(q)) · (qv)dx
=
∫
Ω
g′(q)q (∂tq + v · ∇q) dx , (3.8)
where we used ∫
Ω
g(q)∇q · vdx =
∫
Ω
∇G˜(q) · vdx = 0
for an antiderivative G˜ of g. Moreover, when we compare equation (3.7) with equation
(3.4), then on the other hand, we want that it holds
d
dt
∫
Ω
d(q)
ε
W (ϕ)dx =
∫
Ω
h(q)
ε
W ′(ϕ)(∇ϕ · v)dx +
∫
Ω
1
ε
f ′(q)W (ϕ) (∂tq + v · ∇q) qdx
+
1
ε
∫
Ω
f(q)W ′(ϕ) (∂tϕ+ v · ∇ϕ) qdx +
∫
Ω
h(q)∂tW (ϕ)
1
ε
dx .
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Using integration by parts and the fact that the velocity v is divergence-free we can
calculate
d
dt
∫
Ω
d(q)
ε
W (ϕ)dx =
∫
Ω
∇
(
h(q)
ε
W (ϕ)
)
· vdx +
∫
Ω
1
ε
f ′(q)W (ϕ)∂tq qdx
+
∫
Ω
1
ε
f(q)W ′(ϕ)∂tϕ qdx +
∫
Ω
1
ε
∇ (f(q)W (ϕ)) · (qv)dx
−
∫
Ω
h′(q)
ε
W (ϕ)(∇q · v)dx +
∫
Ω
h(q)
ε
∂tW (ϕ)dx
=
∫
Ω
1
ε
f ′(q)qW (ϕ)∂tqdx +
∫
Ω
1
ε
(f(q)q + h(q)) ∂tW (ϕ)dx
−
∫
Ω
1
ε
(f(q)W (ϕ))(∇q · v)dx −
∫
Ω
h′(q)
ε
W (ϕ)(∇q · v)dx .
As the left-hand side is independent of v we demand
f(q) = −h′(q) (3.9)
for all q ∈ R. Then it is ensured that the right-hand side is also independent of v
and the equation simplifies to
d
dt
∫
Ω
d(q)
ε
W (ϕ)dx =
∫
Ω
1
ε
f ′(q)qW (ϕ)∂tqdx +
∫
Ω
1
ε
(f(q)q + h(q)) ∂tW (ϕ)dx .
Hence, we also demand that the following relations hold:
f ′(q)q = d′(q), (3.10)
d(q) = h(q) + f(q)q. (3.11)
In equation (3.8) we already assumed
G′(q) = g′(q)q. (3.12)
Now we want to verify if all three equations (3.9), (3.10) and (3.11) can be satisfied
at the same time or if there is a redundant equation or even a contradiction. To this
end, we differentiate (3.11) with respect to q and then we use (3.10). This yields
d′(q) = h′(q) + f ′(q)q + f(q) = h′(q) + d′(q) + f(q).
Thus (3.9) holds. This means that (3.9) is in fact redundant as we can deduce it
from (3.10) and (3.11).
The calculations above showed that (3.10) and (3.11) are sufficient assumptions such
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that equation (3.6) holds. The total energy of the system in a domain Ω at time t is
defined as the integral of the total energy density over the domain Ω, i.e.,
Etot(v, ϕ,∇ϕ, q) :=
∫
Ω
e(v, ϕ,∇ϕ, q)dx
=
∫
Ω
(
1
2
ρ(ϕ)|v|2 + ε
2
|∇ϕ|2 + d(q)
ε
W (ϕ) +G(q)
)
dx , (3.13)
where we neglect the time-dependence for the sake of clarity. Due to equation (3.6)
and as we will assume that m, m˜ and η are strictly positive functions, we can conclude
that the total energy is maximal at t = 0. Thus there exists a constant M > 0 such
that
Etot(v0, ϕ0,∇ϕ0, q) =
∫
Ω
e(v, ϕ,∇ϕ, q)dx

|t=0
≤M
and
Etot(v, ϕ,∇ϕ, q)|t=T ≤ Etot(v0, ϕ0,∇ϕ0, q0) ≤M
for all T ≥ 0. Integrating equation (3.6) from s to t with 0 ≤ s < t yields the energy
estimate
Etot(v(t), ϕ(t),∇ϕ(t), q(t)) +
t∫
s
∫
Ω
(
m(ϕ, q)|∇q|2 + m˜(ϕ)|∇µ|2 + 2η(ϕ)|Dv|2) dxdτ
≤ Etot(v(s), ϕ(s),∇ϕ(s), q(s)). (3.14)
3.1.2 Assumptions on the Equations
When we have a look at equation (1.3), we note that this equation is a parabolic
PDE with the form
∂ta(ϕ, q)− div(m(ϕ, q)∇q) = 0.
A formal calculation yields
∂tq − 1
∂2a(ϕ, q)
div(m(ϕ, q)∇q) + ∂1a(ϕ, q)
∂2a(ϕ, q)
∂tϕ = 0.
Since we will assume that m is a strictly positive function, we demand
∂2a(ϕ, q) > 0
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for all ϕ, q ∈ R to get a well-posed parabolic PDE. According to (1.3), a(ϕ, q) is
given by 1
ε
f(q)W (ϕ) + g(q). Hence, we demand that the mapping
q 7→ 1
ε
f(q)W (ϕ) + g(q)
is strongly monotone for all ϕ ∈ R, where we want that the constant C does not
depend on ϕ, i.e., there exists a constant C > 0 such that(
1
ε
f(q1)W (ϕ) + g(q1)− 1
ε
f(q2)W (ϕ)− g(q2)
)
(q1 − q2) ≥ C|q1 − q2|2
for every ϕ, q1, q2 ∈ R, cf. Definition 2.4. Therefore, we make the following assump-
tion.
Assumption 3.1. The function f ∈ C∞(R) is monotone increasing and G ∈ C2(R)
is strictly convex. Moreover, it holds
G′(q)

< c0q if q < 0
= 0 if q = 0
> c0q if q > 0
.
for a constant c0 > 0.
From this assumption we can conclude G′′(q) > 0 for all q ∈ R. Since we demand
that for G and g relation (3.12) must hold, i.e., G′(q) = g′(q)q for all q ∈ R, we
proceed with the following assumption for g.
Assumption 3.2. The function g ∈ C2(R) is stongly monotone, i.e., there exists a
constant C > 0 such that
(g(a)− g(b))(a− b) ≥ C|a− b|2 for all a, b ∈ R.
Moreover, g fulfills
G′(q) = g′(q)q
for every q ∈ R.
We note that g′ is continuous since we have
g′(h) =
G′(h)
h
=
G′(h)−G′(0)
h
→ G′′(0)
as h→ 0. Here we used G ∈ C2(R) and G′(0) = 0 due to Assumption 3.1.
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From these assumptions it follows g′(q) ≥ c0 > 0 for all q ∈ R, where c0 is the
constant from Assumption 3.1. Hence, the assumption that g is strongly monotone
is satisfied as we have
(g(a)− g(b))(a− b) =
a∫
b
g′(x)dx (a− b) ≥ c0(a− b)2.
Note that the constant c0 does not depend on ϕ. Later we will assume that the
function h is concave. This implies that h′ is monotonically decreasing. As it holds
f(q) = −h′(q) for every q ∈ R, cf. (3.9), this implies that f is monotone and therefore
the mapping
q 7→ 1
ε
f(q)W (ϕ) + g(q)
is strongly monotone as it is the sum of a strongly monotone and a monotone operator
and since we will assume W to be non-negative. This ensures the parabolicity of
equation (1.3) with respect to q. Moreover, we can conclude that there exists a
constant C > 0, which does not depend on ϕ, such that∣∣∣∣1εf(q1)W (ϕ) + g(q1)− 1εf(q2)W (ϕ)− g(q2)
∣∣∣∣ ≥ C |q1 − q2|
for all ϕ, q1, q2 ∈ R.
For the analysis of (1.1) - (1.5) we will need some growth condition for g as we can
not expect that there will exist solutions for any arbitrary choice of g. Thus we make
the following assumption.
Assumption 3.3. There exists a constant C > 0 such that
|G(q)| ≤ C(|q|2 + 1), |G′(q)| ≤ C(|q|+ 1)
for all q ∈ R.
Note that Assumption 3.1 implies that there exists a constant C > 0 such that
G(q) ≥ C(|q|2 − 1) (3.15)
for all q ∈ R. We will use inequality (3.15) to estimate the mean value of qk+1 in the
time-discrete approximation of (1.1) - (1.5), cf. the calculations after (3.48). Due to
Assumption 3.2 it holds
g(s) =
s∫
ε
G′(s)
s
ds + g(ε)
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for all 0 < ε < s. Thus Assumption 3.3 together with Assumption 3.2 yield that
there exists a constant C > 0 such that
g(s) ≤ C(|s|+ 1) (3.16)
for all 0 < ε < s. Analogously this holds for all s < −ε < 0. Since g is continuous
this growth condition for g holds for all s ∈ R.
The energy inequality (3.14) does not yield any estimate for the solutions if its terms
can be negative or if they are not bounded from below. Thus we have to guarantee
that all terms are positive or at least bounded from below. Moreover, for the analysis
of the system we need to know in which Lp-space the term h(q) is integrable and we
need some assumptions on the domain Ω. Therefore, we postulate:
Assumption 3.4. The functions d, f, h,W, η and m are smooth, i.e., they are in
C∞(R), and Ω ⊆ Rd, d = 2, 3, is a bounded domain with C2-boundary. Moreover,
there exist some constants 0 < c1 < c2 <∞ and a constant c0 > 0 such that
d(q), η(q) > c0, W (ϕ) ≥ 0, d(q) = h(q) + f(q)q,
f ′(q)q = d′(q), c1 ≤ m(ϕ, q), m˜(ϕ) ≤ c2
for all q, ϕ ∈ R. Furthermore, h is concave and there exist constants qmin, qmax ∈ R
with qmin < qmax such that
d(q) ≡ const.
for all q /∈ [qmin, qmax].
From this assumption it follows d′(q) = 0 for all q /∈ [qmin, qmax]. This implies
f ′(q) = 0 for all q /∈ [qmin, qmax] because of f ′(q)q = d′(q) and therefore f is constant
there. Hence, there exists a constant C > 0 such that
|h(q)| ≤ C(|q|+ 1) (3.17)
since h is linear outside the interval [qmin, qmax] due to h(q) = d(q) − f(q)q. Note
that we demand d(q) = h(q) + f(q)q and d′(q) = f ′(q)q, cf. (3.10) and (3.11), since
these identities are sufficient for the derivation of the energy estimate. Moreover, we
demand d(q) > c0 > 0 for all q ∈ R since we want that the part 1εd(q)W (ϕ) of the
free energy density is positive.
Furthermore, we note that from the previous assumptions it follows thatG is bounded
from below since G′(q) > 0 for all q > 0 and G′(q) < 0 for all q < 0. Thus we do not
need to assume that G is a positive function. In particular we note that the growth
condition (3.15) for G holds.
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3.1.3 Expected Function Spaces for the Weak Solutions
In this section we want to derive in which function spaces the weak solutions will be
bounded. Remember that all calculations are just formal. Note that when we write
that a function is in a certain space X, we mean that the function is bounded in this
space, e.g. ϕ ∈ L∞(0,∞;H1(Ω)) means that all weak solutions ϕ are bounded in
L∞(0,∞;H1(Ω)).
From equation (1.4) it follows
d
dt
∫
Ω
ϕdx =
∫
Ω
∂tϕdx =
∫
Ω
div(m˜(ϕ)∇µ)dx −
∫
Ω
v · ∇ϕdx =
∫
∂Ω
m˜(ϕ)(n · ∇µ)dx = 0
since µ fulfills the Neumann boundary condition. Hence, the mean value 1|Ω|
∫
Ω
ϕdx is
independent of t. This yields
1
|Ω|
∫
Ω
ϕ(t, x)dx =
1
|Ω|
∫
Ω
ϕ0(x)dx
for all 0 ≤ t < ∞, where ϕ0(x) = ϕ(0, x) for all x ∈ Ω. Since the mean value of ϕ
is constant and with the energy inequality (3.14), the Poincare´ inequality with mean
value, cf. Theorem 2.7, yields ϕ(t) ∈ H1(Ω) for all 0 ≤ t < ∞ together with the
estimate
||ϕ(t)||H1(Ω) ≤ C
for a constant C > 0 depending on M , ε and ϕ0. Since this constant is independent
of t, we can conclude
ϕ ∈ L∞(0,∞;H1(Ω)).
Moreover, we can deduce from the energy inequality
v ∈ L∞(0,∞;L2σ(Ω)) ∩ L2(0,∞;H10 (Ω)d) ↪→ L4(0,∞;L3(Ω)d),
where we will prove the embedding above in a later section, cf. (3.87) below. Further-
more, the energy inequality (3.14) provides
∇q ∈ L2(0,∞;L2(Ω)).
Due to the growth condition (3.15) for G and the boundedness of G because of
the energy inequality, we can conclude q ∈ L∞(0,∞;L2(Ω)). Hence, we can apply
Theorem 2.7 again and obtain
q ∈ L2uloc([0,∞);H1(Ω)) ∩ L∞(0,∞;L2(Ω)).
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From the energy inequality (3.14) it follows
∇µ ∈ L2(0,∞;L2(Ω)).
Testing (1.5) with the constant 1 yields∫
Ω
µdx =
∫
Ω
h(q)
1
ε
W ′(ϕ)dx .
At this point, we need some growth condition for W ′. Therefore, we make the
following assumption.
Assumption 3.5. There exist some constants C1, C2, C3 > 0 such that
|W (a)| ≤ C1(|a|3 + 1), |W ′(a)| ≤ C1(|a|2 + 1), W (a) ≥ C2|a| − C3
for all a ∈ R. If it holds ∂ρ(ϕ)
∂ϕ
6≡ const then there exists a constant C > 0 and
0 < s < 1 such that
|W ′(a)| ≤ C(|a|s + 1)
for all a ∈ R.
From the growth conditions for h, cf. (3.17), and for W ′ and due to the bounded-
ness of q in L2uloc([0,∞);H1(Ω)) ↪→ L2uloc([0,∞);L6(Ω)) and the boundedness of ϕ in
L∞(0,∞;L6(Ω)), it follows h(q) ∈ L2uloc([0,∞);L6(Ω)) andW ′(ϕ) ∈ L∞(0,∞;L3(Ω)).
Thus we can deduce that h(q)W ′(ϕ) is bounded in L2uloc([0,∞);L2(Ω)). Using the
equation above for the mean value of µ together with Theorem 2.7 again yields
µ ∈ L2uloc([0,∞);H1(Ω)).
Moreover, we get from h(q)W ′(ϕ) ∈ L2uloc([0,∞);L2(Ω)), µ ∈ L2(0,∞;H1(Ω)) and
(1.5) with elliptic regularity theory for Neumann boundary condition
ϕ ∈ L2uloc([0,∞);H2(Ω)).
This regularity will be proven in detail in Section 3.3. Now we have a look at equation
(1.4), which provides
∂tϕ = div(m˜(ϕ)∇µ)−∇ϕ · v.
From µ ∈ L2uloc([0,∞);H1(Ω)) we obtain that div(∇µ) is bounded in
L2uloc([0,∞);H−10 (Ω)). Due to the boundedness of ∇ϕ in L2uloc([0,∞);L6(Ω)) and
v in L∞(0,∞;L2(Ω)) we can conclude that ∇ϕ ·v is bounded in L2uloc([0,∞);L
3
2 (Ω))
and therefore it is also bounded in L2uloc([0,∞);H−10 (Ω)). Altogether we obtain
ϕ ∈ L2uloc([0,∞);H2(Ω)) ∩ L∞(0,∞;H1(Ω)) ∩W 12,uloc([0,∞);H−10 (Ω)).
Note that the essential part to prove the boundedness of the functions v, ϕ, µ and
q in the corresponding function spaces was that for weak solutions of the system
(1.1) - (1.5) the energy inequality (3.14) holds.
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3.2 Semi-Implicit Time Discretization
In this section we formulate an appropriate time discretization of the diffuse interface
model with surfactants (1.1) - (1.5) with the additional terms δ∆2v in (1.1) and
δ∂tϕ in (1.5) and prove the existence of weak solutions for these equations by using
the Leray-Schauder principle. Then in the next section we use these solutions to
construct linear interpolant functions and prove the convergence to a weak solution
with the additional terms δ∆2v and δ∂tϕ for N →∞. This method was also applied
in [ADG13] to prove existence of weak solutions for the model without surfactants.
Since some terms are the same as in [ADG13], we can discuss them in a similar way.
Here we additionally have to study the limit δ → 0 in the final part of this chapter.
Moreover, we show that the weak solutions for the time-discrete model as well as the
weak solutions for (1.1) - (1.5) satisfy suitable energy estimates.
3.2.1 Definition of the Time-Discrete Problem and the Existence Result
of Weak Solutions
For the proof of the existence of weak solutions, we use a semi-implicit time dis-
cretization. To this end, we set h = 1
N
for N ∈ N. Moreover, let vk ∈ L2σ(Ω),
ϕk ∈ H2n(Ω) and qk ∈ L2(Ω) be given and let
J˜k+1 = −∂ρ(ϕ)
∂ϕ |ϕ=ϕk
m˜(ϕk)∇µk+1, (3.18)
Rk+1 =
ρ(ϕk+1)− ρ(ϕk)
h
+ div(ρ(ϕk)vk+1 + J˜k+1). (3.19)
Note that in the case of matched densities, i.e., ρ ≡ const and J˜k+1 ≡ Rk+1 ≡ 0, the
model reduces to the case of matched densities.
We determine (vk+1, ϕk+1, µk+1, qk+1) as solution of the nonlinear system
0 = −ρk+1vk+1 − ρkvk
h
− div(ρkvk+1 ⊗ vk+1)− div(vk+1 ⊗ J˜k+1)
+ div (2η(ϕk)Dvk+1)−∇pk+1 + Rk+1vk+1
2
+
(
µk+1 − h(qk+1)
ε
W ′(ϕk)
)
∇ϕk − δ∆2vk+1, (3.20)
div(vk+1) = 0, (3.21)
div (m(ϕk, qk)∇qk+1) = 1
ε
(
f(qk+1)− f(qk)
h
W (ϕk) + f(qk+1)
W (ϕk+1)−W (ϕk)
h
)
+
g(qk+1)− g(qk)
h
+∇
(
1
ε
f(qk+1)W (ϕk) + g(qk+1)
)
· vk+1,
(3.22)
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0 =
ϕk+1 − ϕk
h
+∇ϕk · vk+1 − div(m˜(ϕk)∇µk+1), (3.23)
µk+1 − δϕk+1 − ϕk
h
= −ε∆ϕk+1 + h(qk+1)1
ε
H(ϕk+1, ϕk), (3.24)
with boundary conditions
vk+1|∂Ω = ∆vk+1|∂Ω = ∂nϕk+1|∂Ω = ∂nµk+1|∂Ω = ∂nqk+1|∂Ω = 0, (3.25)
where H : R× R→ R is defined by
H(a, b) :=
{
W (a)−W (b)
a−b if a 6= b,
W ′(b) if a = b.
Note that in (3.24) we inserted the term δϕk+1−ϕk
h
since for the analysis we will need
an estimate for the discrete time-derivative of ϕ. Moreover, we added the term
δ∆2vk+1 in (3.20) since we will need boundedness of v
N in L2(0, T ;H2(Ω)d) to prove〈
RNvN
2
,ψ
〉
→ 〈Rv
2
,ψ
〉
for every ψ ∈ C∞0 (0, T ;H2(Ω)d∩H10 (Ω)d∩L2σ(Ω)) as N →∞.
But later we will show that the set of weak solutions (vδ, ϕδ, µδ, qδ)δ>0 converges to
a weak solution (v, ϕ, µ, q) of the initial problem (1.1) - (1.5) as δ → 0 for a suitable
subsequence.
It remains to define a weak solution for the time-discrete problem (3.20) - (3.25).
Definition 3.6. (Weak solution of the time-discrete problem)
We call
(vk+1, ϕk+1, µk+1, qk+1) ∈
(
H2(Ω)d ∩H10 (Ω)d ∩ L2σ(Ω)
)×H2n(Ω)×H2n(Ω)×H1(Ω)
a weak solution of (3.20) - (3.25) for given initial datas vk ∈ L2σ(Ω), ϕk ∈ H2n(Ω)
and qk ∈ L2(Ω) if it holds∫
Ω
ρk+1vk+1 − ρkvk
h
·ψdx +
∫
Ω
div(ρkvk+1 ⊗ vk+1) ·ψdx +
∫
Ω
2η(ϕk)Dvk+1 : Dψdx
−
∫
Ω
(J˜k+1 ⊗ vk+1) : ∇ψdx −
〈
Rk+1
vk+1
2
,ψ
〉
+ δ
∫
Ω
∆vk+1∆ψdx
=
∫
Ω
(
µk+1 − h(qk+1)
ε
W ′(ϕk)
)
∇ϕk ·ψdx (3.26)
for all ψ ∈ H2(Ω)d ∩H10 (Ω)d ∩ L2σ(Ω) and∫
Ω
(
1
ε
f(qk+1)W (ϕk) + g(qk+1)
)
vk+1 · ∇φdx =
∫
Ω
m(ϕk, qk)∇qk+1 · ∇φdx
+
1
h
∫
Ω
(
f(qk+1)W (ϕk+1)
ε
+ g(qk+1)− f(qk)W (ϕk)
ε
− g(qk)
)
φdx , (3.27)
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0 =
∫
Ω
m˜(ϕk)∇µk+1 · ∇φdx +
∫
Ω
ϕk+1 − ϕk
h
φdx +
∫
Ω
(∇ϕk · vk+1)φdx , (3.28)
∫
Ω
µk+1φdx =
∫
Ω
ε∇ϕk+1 · ∇φdx +
∫
Ω
h(qk+1)
1
ε
H(ϕk+1, ϕk)φdx
+ δ
∫
Ω
ϕk+1 − ϕk
h
φdx (3.29)
for all φ ∈ H1(Ω), where we define for ψ ∈ H2(Ω)d ∩H10 (Ω)d ∩ L2σ(Ω)
〈Rk+1vk+1,ψ〉 :=
∫
Ω
ρk+1 − ρk
h
vk+1 ·ψdx −
∫
Ω
(
ρkvk+1 + J˜k+1
)
· ∇(vk+1 ·ψ)dx .
Note that by definition it holds µk+1, ϕk+1 ∈ H2n(Ω) for a weak solution of the
time-discrete problem. As a consequence, we are able to reformulate (3.20) since
(div(J˜k+1)vk+1,ψ)Ω is then well-defined for every ψ ∈ H2(Ω)d ∩ H10 (Ω)d ∩ L2σ(Ω).
For the reformulation we use div(vk+1 ⊗ J˜k+1) = div(J˜k+1)vk+1 + (J˜k+1 · ∇)vk+1.
Then we can deduce∫
Ω
(
ρk+1vk+1 − ρkvk
h
+ div(ρkvk+1 ⊗ vk+1) + div(J˜k+1)vk+1
+(J˜k+1 · ∇)vk+1
)
·ψdx +
∫
Ω
2η(ϕk)Dvk+1 : Dψdx + δ
∫
Ω
∆vk+1∆ψdx
−
∫
Ω
(
ρ(ϕk+1)− ρ(ϕk)
h
+ div
(
ρ(ϕk)vk+1 + J˜k+1
)) vk+1
2
·ψdx
=
∫
Ω
(
µk+1 − h(qk+1)
ε
W ′(ϕk)
)
∇ϕk ·ψdx
for all ψ ∈ H2(Ω)d ∩H10 (Ω)d ∩ L2σ(Ω). This yields∫
Ω
(
ρk+1vk+1 − ρkvk
h
+ div(ρkvk+1 ⊗ vk+1)
)
·ψdx +
∫
Ω
2η(ϕk)Dvk+1 : Dψdx
+
∫
Ω
(
divJ˜k+1 − ρk+1 − ρk
h
− vk+1 · ∇ρk
)
vk+1
2
·ψdx +
∫
Ω
(J˜k+1 · ∇)vk+1 ·ψdx
+ δ
∫
Ω
∆vk+1 ·∆ψdx
=
∫
Ω
(
µk+1 − h(qk+1)
ε
W ′(ϕk)
)
∇ϕk ·ψdx . (3.30)
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Furthermore, we can simplify equation (3.22) to
div (m(ϕk, qk)∇qk+1) = 1
h
(
f(qk+1)W (ϕk+1)
ε
+ g(qk+1)− f(qk)W (ϕk)
ε
− g(qk)
)
+∇
(
1
ε
f(qk+1)W (ϕk+1) + g(qk+1)
)
· vk+1.
But in the following we prefer the formulation (3.22) since this one has some advan-
tages for the analysis of the system as we will see later.
Moreover, we note H(a, b)(a − b) = W (a) −W (b) for every a, b ∈ R. Therefore, we
do not have to distinguish the case if a = b or a 6= b since in the analysis we will only
study terms of the form H(a, b)(a− b).
The following theorem yields the existence of weak solutions for the time-discrete
problem (3.20) - (3.25) for given appropriate initial values.
Theorem 3.7. (Existence of weak solutions for the time-discrete problem)
Let the assumptions from Section 3.1 hold and vk ∈ L2σ(Ω), ϕk ∈ H2n(Ω) and
qk ∈ L2(Ω) be given. Then there exist vk+1 ∈ H2(Ω)d ∩ H10 (Ω)d ∩ L2σ(Ω),
ϕk+1 ∈ H2n(Ω), µk+1 ∈ H2n(Ω) and qk+1 ∈ H1(Ω) solving (3.20) - (3.25) in the
sense of Definition 3.6. Moreover, the discrete energy estimate
Etot(vk+1, ϕk+1,∇ϕk+1, qk+1) +
∫
Ω
ρk|vk+1 − vk|2
2
dx + h
∫
Ω
2η(ϕk)|Dvk+1|2dx
+ h
∫
Ω
m(ϕk, qk)|∇qk+1|2dx + h
∫
Ω
m˜(ϕk)|∇µk+1|2dx + ε
∫
Ω
|∇ϕk+1 −∇ϕk|2
2
dx
+ δ
∫
Ω
|ϕk+1 − ϕk|2
h
dx + δh
∫
Ω
|∆vk+1|2dx ≤ Etot(vk, ϕk,∇ϕk, qk) (3.31)
is satisfied.
The proof is done in a similar way as the proof in [ADG13, Lemma 4.2] for the
model without surfactants. In this model, we additionally have soluble surfactants
in both fluids, which leads to an extra equation that models the mass balance of the
surfactant. Moreover, the other equations are a bit different to the ones in [ADG13],
but can often be treated in a similar way.
First of all, we prove the discrete energy estimate (3.31). Remember that the total
energy Etot(v, ϕ,∇ϕ, q) is defined by
Etot(v, ϕ,∇ϕ, q) :=
∫
Ω
(
1
2
ρ(ϕ)|v|2 + ε
2
|∇ϕ|2 + d(q)
ε
W (ϕ) +G(q)
)
dx ,
cf. (3.13). Afterwards the existence of weak solutions for the time-discrete problem
is shown with the help of the Leray-Schauder principle, cf. Theorem 2.2.
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Proof. (Proof of Theorem 3.7)
The proof is divided into two parts. In the first part, we assume that a weak solution
in the sense of Definition 3.6 exists and prove that it satisfies the energy estimate
(3.31). In the second part of the proof, we use the Leray-Schauder principle to prove
the existence of weak solutions.
3.2.2 The Energy Inequality for Weak Solutions of the Time-Discrete
Problem
First of all we start with the proof that the energy estimate (3.31) holds for any weak
solution (vk+1, ϕk+1, µk+1, qk+1) solving (3.20) - (3.24) in the sense of Definition 3.6.
To this end, we test equation (3.26) with vk+1, (3.27) with qk+1, (3.28) with µk+1
and (3.29) with ϕk+1−ϕk
h
. Hence, we obtain
0 =
∫
Ω
ρk+1vk+1 − ρkvk
h
· vk+1dx +
∫
Ω
div(ρkvk+1 ⊗ vk+1) · vk+1dx
+
∫
Ω
2η(ϕk)|Dvk+1|2dx −
∫
Ω
(
J˜k+1 ⊗ vk+1
)
: ∇vk+1dx
− 1
2
∫
Ω
ρk+1 − ρk
h
|vk+1|2dx + 1
2
∫
Ω
(
ρkvk+1 + J˜k+1
)
· ∇(vk+1 · vk+1)dx
+
∫
Ω
(
h(qk+1)
ε
W ′(ϕk)− µk+1
)
∇ϕk · vk+1dx + δ
∫
Ω
|∆vk+1|2dx , (3.32)
0 =
∫
Ω
m(ϕk, qk)|∇qk+1|2dx +
∫
Ω
(g(qk+1)− g(qk)) qk+1
h
dx
+
∫
Ω
1
ε
(
f(qk+1)− f(qk)
h
W (ϕk) + f(qk+1)
W (ϕk+1)−W (ϕk)
h
)
qk+1dx
−
∫
Ω
(
1
ε
f(qk+1)W (ϕk) + g(qk+1)
)
vk+1 · ∇qk+1dx , (3.33)
0 =
∫
Ω
m˜(ϕk)|∇µk+1|2dx +
∫
Ω
ϕk+1 − ϕk
h
· µk+1dx +
∫
Ω
(∇ϕk · vk+1)µk+1dx , (3.34)
0 = −
∫
Ω
µk+1 · ϕk+1 − ϕk
h
dx +
∫
Ω
ε
∇ϕk+1 · (∇ϕk+1 −∇ϕk)
h
dx
+
∫
Ω
h(qk+1)
1
ε
W (ϕk+1)−W (ϕk)
h
dx + δ
∫
Ω
|ϕk+1 − ϕk|2
h2
dx . (3.35)
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For the derivation of (3.35) we used∫
Ω
h(qk+1)
1
ε
H(ϕk+1, ϕk)
(ϕk+1 − ϕk)
h
dx =
∫
Ω
h(qk+1)
W (ϕk+1)−W (ϕk)
εh
dx ,
since it holds H(a, b)(a− b) = W (a)−W (b) for every a, b ∈ R.
In the following we simplify the equations (3.32) - (3.35) step by step and finally we
combine them in such a way that we obtain the energy inequality which we wanted
to show. One important tool is
a · (a− b) = |a|
2
2
− |b|
2
2
+
|a− b|2
2
for a,b ∈ Rd. (3.36)
Analogously as in [ADG13] this yields for the first term in (3.32)
(ρk+1vk+1 − ρkvk) · vk+1 = (ρk+1 − ρk)|vk+1|2 + ρk(vk+1 − vk) · vk+1
= (ρk+1 − ρk)|vk+1|2 + ρk
( |v2k+1|
2
− |vk|
2
2
)
+ ρk
|vk+1 − vk|2
2
=
(
ρk+1
|vk+1|2
2
− ρk |vk|
2
2
)
+ (ρk+1 − ρk) |vk+1|
2
2
+ ρk
|vk+1 − vk|2
2
.
Moreover, we can calculate
1
2
∫
Ω
J˜k+1 · ∇|vk+1|2dx −
∫
Ω
(
J˜k+1 ⊗ vk+1
)
: ∇vk+1dx
=
1
2
∫
Ω
J˜k+1 · ∇|vk+1|2dx −
∫
Ω
d∑
i,j=1
(J˜k+1)i(vk+1)j∂xi(vk+1)jdx
=
1
2
∫
Ω
J˜k+1 · ∇|vk+1|2dx −
∫
Ω
J˜k+1 · ∇|vk+1|
2
2
dx = 0
and∫
Ω
(
div(ρkvk+1 ⊗ vk+1) · vk+1 + ρkvk+1 · ∇|vk+1|
2
2
)
dx
=
∫
Ω
(
div(ρkvk+1)|vk+1|2 + (ρkvk+1 · ∇vk+1) · vk+1 − div(ρkvk+1) |vk+1|
2
2
)
dx
=
∫
Ω
(
div(ρkvk+1)|vk+1|2 + ρkvk+1 · ∇
( |vk+1|2
2
)
− div(ρkvk+1) |vk+1|
2
2
)
dx
=
∫
Ω
div
(
ρkvk+1
|vk+1|2
2
)
dx = 0,
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where we used integration by parts, (2.1) in the first step and div(vk+1) = 0. More-
over, we used that for arbitrary a,b ∈ H10 (Ω)d it holds
(a · ∇b) · b = (a · (∇b1 ∇b2 ... ∇bd))b =

a · ∇b1
a · ∇b2
...
a · ∇bd
b
= (a · ∇b1)b1 + (a · ∇b2)b2 + ...+ (a · ∇bd)bd
= a · ∇b
2
1
2
+ a · ∇b
2
2
2
+ ...+ a · ∇b
2
d
2
= a · ∇|b|
2
2
.
Hence, we get for (3.26) tested with vk+1
0 =
∫
Ω
ρk+1|vk+1|2 − ρk|vk|2
2h
dx +
∫
Ω
ρk
|vk+1 − vk|2
2h
dx +
∫
Ω
2η(ϕk)|Dvk+1|2dx
−
∫
Ω
µk+1∇ϕk · vk+1dx +
∫
Ω
h(qk+1)
ε
W ′(ϕk)∇ϕk · vk+1dx + δ
∫
Ω
|∆vk+1|2dx .
Using integration by parts and −h′(q) = f(q) for all q ∈ R yields
0 =
∫
Ω
ρk+1|vk+1|2 − ρk|vk|2
2h
dx +
∫
Ω
ρk
|vk+1 − vk|2
2h
dx +
∫
Ω
2η(ϕk)|Dvk+1|2dx
−
∫
Ω
µk+1∇ϕk · vk+1dx +
∫
Ω
f(qk+1)
ε
W (ϕk)∇qk+1 · vk+1dx
+ δ
∫
Ω
|∆vk+1|2dx . (3.37)
Now we have a look at equation (3.33). Since we assume h to be a concave function,
cf. Assumption 3.4, it holds
h′(qk)(qk+1 − qk) ≥ h(qk+1)− h(qk).
Using this inequality and the identity f(q) = −h′(q) for all q ∈ R, cf. (3.9), we
calculate
(f(qk+1)− f(qk))qk+1 = f(qk+1)qk+1 − f(qk)qk + f(qk)(qk − qk+1)
= f(qk+1)qk+1 − f(qk)qk + h′(qk)(qk+1 − qk)
≥ f(qk+1)qk+1 − f(qk)qk + h(qk+1)− h(qk).
Moreover, we can show
(g(q2)− g(q1)) q2 ≥ G(q2)−G(q1) for all q1, q2 ∈ R.
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To prove this inequality we first of all assume q1 ≤ q2. Then we obtain
(g(q2)− g(q1)) q2 =
 q2∫
q1
g′(z)dz
 q2 = q2∫
q1
g′(z)q2dz .
Due to g′(z) > 0 for all z ∈ R, cf. Assumption 3.2, and z ≤ q2 for all z ∈ [q1, q2], we
can proceed
q2∫
q1
g′(z)q2dz ≥
q2∫
q1
g′(z)zdz =
q2∫
q1
G′(z)dz = G(q2)−G(q1).
Finally, we also have to consider the case q1 ≥ q2. In this case it analogously holds
(g(q2)− g(q1)) q2 =
 q1∫
q2
−g′(z)dz
 q2 ≥ q1∫
q2
−g′(z)zdz = G(q2)−G(q1).
Using these calculations in (3.33) yields
0 ≥
∫
Ω
m(ϕk, qk)|∇qk+1|2dx +
∫
Ω
G(qk+1)−G(qk)
h
dx
+
∫
Ω
f(qk+1)qk+1
W (ϕk+1)−W (ϕk)
εh
dx
+
∫
Ω
1
εh
W (ϕk) (f(qk+1)qk+1 − f(qk)qk + h(qk+1)− h(qk)) dx
−
∫
Ω
(
1
ε
f(qk+1)W (ϕk) + g(qk+1)
)
vk+1 · ∇qk+1dx . (3.38)
Since equation (3.34) remains unchanged, we can skip to (3.35). Here we use (3.36)
to get
0 =−
∫
Ω
µk+1
ϕk+1 − ϕk
h
dx +
∫
Ω
ε
h
( |∇ϕk+1|2
2
− |∇ϕk|
2
2
+
|∇ϕk+1 −∇ϕk|2
2
)
dx
+
∫
Ω
h(qk+1)
1
ε
W (ϕk+1)−W (ϕk)
h
dx + δ
∫
Ω
|ϕk+1 − ϕk|2
h2
dx . (3.39)
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From the identities (3.34), (3.37), (3.38) and (3.39) we obtain
0 ≥ 1
h
∫
Ω
ρk+1|vk+1|2
2
− ρk|vk|
2
2
+
ρk|vk+1 − vk|2
2
dx +
∫
Ω
2η(ϕk)|Dvk+1|2dx
+
∫
Ω
m(ϕk, qk)|∇qk+1|2dx + 1
h
∫
Ω
G(qk+1)−G(qk)dx + δ
∫
Ω
|ϕk+1 − ϕk|2
h2
dx
+
∫
Ω
1
εh
W (ϕk) (f(qk+1)qk+1 − f(qk)qk + h(qk+1)− h(qk)) dx + δ
∫
Ω
|∆vk+1|2dx
+
∫
Ω
1
ε
f(qk+1)qk+1
W (ϕk+1)−W (ϕk)
h
dx +
∫
Ω
h(qk+1)
1
ε
W (ϕk+1)−W (ϕk)
h
dx
+
∫
Ω
m˜(ϕk)|∇µk+1|2dx +
∫
Ω
ε
h
( |∇ϕk+1|2
2
− |∇ϕk|
2
2
+
|∇ϕk+1 −∇ϕk|2
2
)
dx ,
where we used
∫
Ω
g(qk+1)∇qk+1 · vk+1dx = 0 as we have already seen in Section 3.1.1.
From the identity d(q) = h(q) + f(q)q, cf. (3.11), we can conclude∫
Ω
1
εh
W (ϕk)
(
f(qk+1)qk+1 − f(qk)qk + h(qk+1)− h(qk)
)
dx
+
∫
Ω
1
ε
f(qk+1)qk+1
W (ϕk+1)−W (ϕk)
h
dx +
∫
Ω
h(qk+1)
1
ε
W (ϕk+1)−W (ϕk)
h
dx
=
∫
Ω
W (ϕk+1)d(qk+1)
εh
dx −
∫
Ω
W (ϕk)d(qk)
εh
dx .
Inserting this identity in the previous estimate and reordering the different terms
implies
1
h
∫
Ω
ρk|vk|2
2
dx +
1
h
∫
Ω
G(qk)dx +
ε
h
∫
Ω
|∇ϕk|2
2
dx +
∫
Ω
W (ϕk)d(qk)
εh
dx
≥ 1
h
∫
Ω
ρk+1|vk+1|2
2
+
ρk|vk+1 − vk|2
2
dx +
∫
Ω
2η(ϕk)|Dvk+1|2dx + 1
h
∫
Ω
G(qk+1)dx
+
∫
Ω
m(ϕk, qk)|∇qk+1|2dx +
∫
Ω
W (ϕk+1)d(qk+1)
εh
dx +
∫
Ω
m˜(ϕk)|∇µk+1|2dx
+
ε
h
∫
Ω
|∇ϕk+1|2
2
+
|∇ϕk+1 −∇ϕk|2
2
dx + δ
∫
Ω
|ϕk+1 − ϕk|2
h2
dx + δ
∫
Ω
|∆vk+1|2dx .
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Hence, we obtain the discrete energy estimate
Etot(vk+1, ϕk+1,∇ϕk+1, qk+1) +
∫
Ω
ρk|vk+1 − vk|2
2
dx + h
∫
Ω
2η(ϕk)|Dvk+1|2dx
+ h
∫
Ω
m(ϕk, qk)|∇qk+1|2dx + h
∫
Ω
m˜(ϕk)|∇µk+1|2dx + ε
∫
Ω
|∇ϕk+1 −∇ϕk|2
2
dx
+ δ
∫
Ω
|ϕk+1 − ϕk|2
h
dx + δh
∫
Ω
|∆vk+1|2dx ≤ Etot(vk, ϕk,∇ϕk, qk),
where Etot(v, ϕ,∇ϕ, q) is defined as in (3.13).
3.2.3 Existence Proof of Weak Solutions for the Time-Discrete Problem
In this section we prove the existence of weak solutions for the time-discrete problem
(3.20) - (3.24). To this end, we define two operators Lk,Fk : X → Y and apply the
Leray-Schauder principle, where
X := V (Ω)×H1(Ω)×H2n(Ω)×H1(Ω),
Y := V ′(Ω)×H−10 (Ω)× L2(Ω)×H−10 (Ω).
Here we set V (Ω) := H2(Ω)d ∩ H10 (Ω)d ∩ L2σ(Ω), V ′(Ω) is its dual space and
H−10 (Ω) := (H
1(Ω))′. For wk+1 := (vk+1, qk+1, µk+1, ϕk+1) ∈ X we define the
operator Lk : X → Y by
Lk(wk+1) =

A(ϕk)vk+1
divN(m(ϕk, qk)∇qk+1)−
∫
Ω
qk+1dx
div(m˜(ϕk)∇µk+1)−
∫
Ω
µk+1dx
ε∆Nϕk+1 −
∫
Ω
ϕk+1dx
 ,
where A(ϕk) : V (Ω)→ V ′(Ω) is given by
〈A(ϕk)vk+1,ψ〉 := −
∫
Ω
2η(ϕk)Dvk+1 : Dψdx − δ
∫
Ω
∆vk+1∆ψdx
for all ψ ∈ V (Ω) and divN : L2(Ω)d → H−10 (Ω) and ∆N : H1(Ω) → H−10 (Ω) are
defined by
〈divN f , φ〉 := −
∫
Ω
f · ∇φdx ,
〈∆Nϕ, φ〉 := −
∫
Ω
∇ϕ · ∇φdx
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for all f ∈ L2(Ω)d, ϕ ∈ H1(Ω) and φ ∈ H1(Ω). Moreover, we define for
wk+1 = (vk+1, qk+1, µk+1, ϕk+1) ∈ X the operator Fk : X → Y by
Fk(wk+1) =

ρk+1vk+1−ρkvk
h
+
(
divJ˜k+1 − ρk+1−ρkh − vk+1 · ∇ρk
)
vk+1
2
+(J˜k+1 · ∇)vk+1 −
(
µk+1 − h(qk+1)ε W ′(ϕk)
)
∇ϕk
+div(ρkvk+1 ⊗ vk+1)
1
ε
(
f(qk+1)−f(qk)
h
W (ϕk) + f(qk+1)
W (ϕk+1)−W (ϕk)
h
)
+ g(qk+1)−g(qk)
h
+∇ (1
ε
f(qk+1)W (ϕk) + g(qk+1)
) · vk+1 − ∫
Ω
qk+1dx
ϕk+1−ϕk
h
+∇ϕk · vk+1 −
∫
Ω
µk+1dx
h(qk+1)
1
ε
H(ϕk+1, ϕk)− µk+1 + δϕk+1−ϕkh −
∫
Ω
ϕk+1dx

,
where J˜k+1 is defined as in (3.18). Note that in the definition of the operators
Lk,Fk : X → Y we used equation (3.30), which is (3.20) in the weak sense. With
these definitions it holds
Lk(wk+1)−Fk(wk+1) = 0 in Y
if and only if wk+1 = (vk+1, qk+1, µk+1, ϕk+1) ∈ X is a weak solution of (3.20) - (3.24).
Now we want to show that the operator Lk : X → Y is invertible with bounded
inverse. To this end, let g0 ∈ V ′(Ω), g1, g3 ∈ H−10 (Ω) and g2 ∈ L2(Ω) be given. Then
we need to study the elliptic equations
A(ϕk)vk+1 = g0 in V ′(Ω),
divN(m(ϕk, qk)∇qk+1)−
∫
Ω
qk+1dx = g1 in H
−1
0 (Ω),
divN(m˜(ϕk)∇µk+1)−
∫
Ω
µk+1dx = g2 in H
−1
0 (Ω),
ε∆Nϕk+1 −
∫
Ω
ϕk+1dx = g3 in H
−1
0 (Ω).
The Lax-Milgram theorem, cf. Theorem 2.1, yields the existence of unique weak
solutions vk+1 ∈ H2(Ω)d ∩H10 (Ω)d ∩ L2σ(Ω) and ϕk+1, µk+1, qk+1 ∈ H1(Ω).
But for µk+1 it remains to show that it is in H
2
n(Ω). Therefore we want to use a
bootstrapping argument as in [ADG13]. We note that µk+1 is also a weak solution
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of the equation
∆µk+1 = (m˜(ϕk))
−1
−∇(m˜(ϕk)) · ∇µk+1 + ∫
Ω
µk+1dx + g2
 in Ω,
∂nµk+1|∂Ω = 0 on ∂Ω
for some g2 ∈ L2(Ω). Due to m˜(ϕk) ∈ H2(Ω) we get ∇(m˜(ϕk)) ∈ H1(Ω) ↪→ L6(Ω).
From ∇µk+1 ∈ L2(Ω) it follows ∇(m˜(ϕk)) · ∇µk+1 ∈ L 32 (Ω). Since we know from
Assumption 3.4 that the mobility m˜ fulfills the estimate 0 < 1
m˜(ϕk)
≤ 1
c1
for a constant
c1 > 0, it holds for some g˜2 ∈ L 32 (Ω)
∆µk+1 = g˜2 ∈ L 32 (Ω)
in the weak sense with Neumann boundary condition. Therefore, elliptic regularity
theory yields µk+1 ∈ W 23
2
(Ω), cf. [Lun95, Theorem 3.1.2 and Theorem 3.1.3]. This
implies ∇µk+1 ∈ W 13
2
(Ω) ↪→ L3(Ω) for d = 2, 3, cf. Theorem 2.15. Since it holds
∇(m˜(ϕk)) ∈ L6(Ω), we can conclude ∇(m˜(ϕk)) · ∇µk+1 ∈ L2(Ω). Altogether this
yields
∆µk+1 = g˜2 ∈ L2(Ω)
in the weak sense with Neumann boundary condition. Therefore, elliptic regularity
theory yields µk+1 ∈ H2n(Ω) together with the estimate
||µk+1||H2(Ω) ≤ C
(||µk+1||H1(Ω) + ||g˜2||L2(Ω)) . (3.40)
Moreover, the Lax-Milgram theorem provides that Lk : X → Y is invertible with
bounded inverse
L−1k : Y → X.
The next step is to observe that Fk : X → Y is a compact operator. To this end, we
introduce the Banach space
Y˜ := L
4
3
σ (Ω)× L 43 (Ω)×W 13
2
(Ω)× L2(Ω).
We can conclude that Fk : X → Y˜ is continuous and bounded, i.e., it maps sets
which are bounded in X into sets which are bounded in Y˜ . We start with the
proof that Fk is bounded. Afterwards we prove the continuity of Fk : X → Y˜ .
Note that vk+1 ∈ H1(Ω)d ∩ L2σ(Ω) would be sufficient to prove the boundedness
and continuity of Fk : X → Y˜ . Therefore, we do all estimates in the following for
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vk+1 ∈ H1(Ω)d∩L2σ(Ω) although it even holds vk+1 ∈ H2(Ω)d∩H10 (Ω)d∩L2σ(Ω). For
wk+1 = (vk+1, qk+1, µk+1, ϕk+1) ∈ X it holds
||ρk+1vk+1||L 43 (Ω) ≤ C||vk+1||H1(Ω),
||div(ρkvk+1 ⊗ vk+1)||L 43 (Ω) ≤ Ck||vk+1||
2
H1(Ω),
||(divJ˜k+1)vk+1||L 43 (Ω) ≤ Ck||vk+1||H1(Ω)||µk+1||H2(Ω),
||h(qk+1)W ′(ϕk)∇ϕk||L 43 (Ω) ≤ Ck
(||qk+1||H1(Ω) + 1) ,
||f(qk+1)W (ϕk+1)||L 43 (Ω) ≤ C
(
||ϕk+1||3H1(Ω) + 1
)
,
||∇(f(qk+1)W (ϕk)) · vk+1||L 43 (Ω) ≤ Ck||qk+1||H1(Ω)||vk+1||H1(Ω),
||∇g(qk+1) · vk+1||L 43 (Ω) ≤ C||qk+1||H1(Ω)||vk+1||H1(Ω),
||f(qk+1)W (ϕk)||L 43 (Ω) ≤ Ck,
||∇ϕk · vk+1||W 13
2
(Ω) ≤ Ck||vk+1||H1(Ω),
||h(qk+1)H(ϕk+1, ϕk)||L2(Ω) ≤ Ck
(||qk+1||L6(Ω) + 1) (||ϕk+1||2L6(Ω) + 1) .
To prove these estimates, we use that f is bounded together with the growth con-
ditions |h(q)| ≤ C(|q| + 1), |W (q)| ≤ C(|q|3 + 1), |W ′(q)| ≤ C(|q|2 + 1) and
|G′(q)| ≤ C(|q| + 1) for all q ∈ R and a constant C > 0. Moreover, we use the
identities f = −h′, G′(q) = g′(q)q and the fact that f is constant outside an interval
[qmin, qmax]. More precisely:
i) Since ρ is a bounded function we get
||ρk+1vk+1||L 43 (Ω) ≤ C||vk+1||H1(Ω).
ii) Here we have to estimate terms of the form ρk∂l(vk+1)i(vk+1)j and terms of
the form ∂lρk(vk+1)i(vk+1)j in L
4
3 (Ω). For the first kind of terms we note
ρk ∈ L∞(Ω), ∇vk+1 ∈ L2(Ω) and vk+1 ∈ H1(Ω) ↪→ L6(Ω), which implies the
boundedness of the product in L
3
2 (Ω) ↪→ L 43 (Ω). For the other kind of terms
we use ∇ρ(ϕk) ∈ L6(Ω) and vk+1 ∈ L6(Ω) to conclude the boundedness of the
product in L2(Ω) ↪→ L 43 (Ω). Here we used that for ϕk ∈ H2(Ω), Theorem 2.18
implies ρ(ϕk) ∈ H2(Ω) ↪→ W 16 (Ω).
iii) The velocity field vk+1 is bounded in H
1(Ω) ↪→ L6(Ω). Moreover, J˜k+1 is
defined by J˜k+1 = −ρ′(ϕk)m˜(ϕk)∇µk+1, cf. (3.18). Since ϕk is in H2(Ω), the
Theorem about the composition with Sobolev functions, cf.
Theorem 2.18, yields that ρ′(ϕk) and m˜(ϕk) are bounded in H2(Ω). Thus the
Theorem about the multiplication of Sobolev functions, cf. Theorem 2.17, im-
plies ρ′(ϕk)m˜(ϕk) ∈ H2(Ω) ↪→ W 16 (Ω). As it holds ∇µk+1 ∈ H1(Ω),
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Theorem 2.17 provides J˜k+1 = −ρ′(ϕk)m˜(ϕk)∇µk+1 ∈ W 1r (Ω) with 1 ≤ r ≤ 2
for d = 2, 3 and therefore div(J˜k+1) ∈ L2(Ω). Hence it follows that the product
div(J˜k+1)vk+1 is bounded in L
3
2 (Ω) ↪→ L 43 (Ω).
iv) From the growth conditions cited before we can even conclude that this term is
bounded in L2(Ω) and therefore in L
4
3 (Ω). Using Ho¨lder’s inequality we obtain
||h(qk+1)W ′(ϕk)∇ϕk||L2(Ω) ≤ C||h(qk+1)||L6(Ω)||W ′(ϕk)||L6(Ω)||∇ϕk||L6(Ω)
≤ Ck
(||qk+1||H1(Ω) + 1)
as we have qk+1 ∈ H1(Ω) ↪→ L6(Ω) and ϕk ∈ H2(Ω) ↪→ L12(Ω).
v) Since f is a bounded function, f(qk+1) is in L
∞(Ω). From the growth condition
on W together with ϕk+1 ∈ H1(Ω) ↪→ L6(Ω) we get that W (ϕk+1) is in L2(Ω)
and therefore in L
4
3 (Ω).
vi) Now we want to estimate ∇(f(qk+1)W (ϕk)) · vk+1 in the L 43 -norm. Since we
know vk+1 ∈ L6(Ω) we need to show that ∇(f(qk+1)W (ϕk)) is bounded in
L
12
7 (Ω), i.e., f(qk+1)W (ϕk) is bounded in W
1
12
7
(Ω).
First of all we can conclude the boundedness of W (ϕk) in H
2(Ω) ↪→ W 16 (Ω)
due to ϕk ∈ H2(Ω) and Theorem 2.18. Now we want to use Theorem 2.17 for
the multiplication of two Sobolev functions. The theorem yields that if f(qk+1)
is bounded in W 112
7
(Ω), then f(qk+1)W (ϕk) is also bounded in W
1
12
7
(Ω) and this
would yield the estimate which we wanted to show.
So it remains to show the boundedness of f(qk+1) in W
1
12
7
(Ω). To this end, let
(qε)ε>0 ⊆ C∞(Ω) be a sequence such that qε → qk+1 in H1(Ω) as ε → 0. In
particular we obtain a subsequence, which we denote by (qε)ε>0 again, such
that qε(x) → qk+1(x) for a.e. x ∈ Ω. Thus it holds f(qε(x)) → f(qk+1(x)) for
a.e. x ∈ Ω. Since f is a bounded function, Theorem 2.9 yields f(qε)→ f(qk+1)
in Lp(Ω) for every 1 ≤ p < ∞. Since f ′ is also a bounded function, we can
analogously show f ′(qε)→ f ′(qk+1) in Lp(Ω) for every 1 ≤ p <∞.
Altogether we can conclude 〈∇f(qk+1), ϕ〉 =
∫
Ω
f ′(qk+1)∇qk+1 · ϕdx for all
ϕ ∈ C∞0 (Ω)d, cf. Lemma 2.11. Since we know that f ′ is bounded and
qk+1 ∈ H1(Ω), we get that f ′(qk+1)∇qk+1 is bounded in L2(Ω). Thus we have
shown the boundedness of ∇f(qk+1) in L2(Ω) ↪→ L 127 (Ω) and therefore the
estimate we wanted to prove.
vii) To prove the boundedness of ∇g(qk+1) · vk+1 in the L 43 -norm we use the same
ideas as in the previous estimate. By definition we have G′(q) = g′(q)q for all
q ∈ R, cf. Assumption 3.2. Due to |G′(q)| ≤ C(|q| + 1), cf. Assumption 3.3,
we can conclude that there exists a constant C > 0 such that |g′(q)| ≤ C for
all q ∈ R.
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Let (qε)ε>0 ⊆ C∞(Ω) be a sequence as before such that qε → qk+1 in H1(Ω)
and qε(x)→ qk+1(x) for a.e. x ∈ Ω as ε→ 0. Then Theorem 2.9 yields
g(qε)→ g(qk+1) in Lp(Ω) for all 1 ≤ p < 6,
g′(qε)→ g′(qk+1) in Lp(Ω) for all 1 ≤ p <∞.
Thus we can conclude 〈∇g(qk+1), ϕ〉 =
∫
Ω
g′(qk+1)∇qk+1ϕdx for all ϕ ∈ C∞0 (Ω),
cf. Lemma 2.11. Due to the boundedness of g′ we get that g′(qk+1)∇qk+1 is
bounded in L2(Ω), i.e., ∇g(qk+1) is bounded in L2(Ω) ↪→ L 127 (Ω).
Since we have vk+1 ∈ L6(Ω), we can deduce the boundedness of ∇g(qk+1) ·vk+1
in L
4
3 (Ω).
viii) Since ϕk is in H
2
n(Ω), this boundedness can be shown analogously to estimate
v).
ix) Since we need to estimate ∇ϕk · vk+1 in W 13
2
(Ω), we need to study terms of
the form ∂jϕk∂i(vk+1)l and ∂i∂jϕk(vk+1)i. Due to the boundedness of ∂jϕk in
L6(Ω) and the boundedness of ∂i(vk+1)l in L
2(Ω), its product is bounded in
L
3
2 (Ω). For the second kind of terms we note that ∂i∂jϕk is bounded in L
2(Ω)
and (vk+1)i is bounded in L
6(Ω). Hence, this product is also bounded in L
3
2 (Ω),
which implies the boundedness of ∇ϕk · vk+1 in W 13
2
(Ω).
x) First of all we note that due to qk+1 ∈ H1(Ω) ↪→ L6(Ω) and the growth condition
|h(qk+1)| ≤ C(|qk+1| + 1), cf. (3.17), it holds h(qk+1) ∈ L6(Ω). For the other
term we can in general derive the estimate
|H(a, b)| ≤ C(|a|2 + |b|2 + 1) (3.41)
for all a, b ∈ R. This can be seen as follow:
Let a 6= b. W.l.o.g. we assume a < b. Then it holds
|H(a, b)| =
∣∣∣∣W (a)−W (b)a− b
∣∣∣∣ ≤ C(|a|2 + |b|2 + 1),
where we used
|W (a)−W (b)| =
∣∣∣∣∣∣
a∫
b
W ′(s)dx
∣∣∣∣∣∣ = |(a− b)W ′(ξ)| ≤ |a− b|C(|a|2 + |b|2 + 1)
for ξ ∈ [a, b] and where we used the growth condition for W ′. Dividing this
estimate by |a− b| yields the statement.
For the case a = b estimate (3.41) is obvious due to the growth condition for
W ′.
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As it holds ϕk, ϕk+1 ∈ H1(Ω) ↪→ L6(Ω) we can conclude from (3.41)
||H(ϕk+1, ϕk)||L3(Ω) ≤ C
(
||ϕk||2L6(Ω) + ||ϕk+1||2L6(Ω) + 1
)
.
Finally, Ho¨lder’s inequality yields
||h(qk+1)H(ϕk+1, ϕk)||L2(Ω) ≤C||h(qk+1)||L6(Ω)
(
||ϕk||2L6(Ω) + ||ϕk+1||2L6(Ω) + 1
)
.
Using the previous estimate for h(qk+1) in the L
6-norm yields the statement.
For all the other terms it is quite obvious that they are bounded in L2(Ω), W 13
2
(Ω)
and in L
4
3 (Ω), respectively. It still remains to prove the continuity of Fk : X → Y˜ .
Here we only need to study the nonlinear terms since for the linear terms continuity
follows from boundedness. In particular, we need to study the terms ρ(ϕk+1), h(qk+1),
f(qk+1), W (ϕk+1), g(qk+1) and H(ϕk+1, ϕk). We use Theorem 2.10 about Nemyckii
operators and show that all conditions are satisfied. First of all, we note that the
Carathe´odory-Condition is satisfied for all terms since we assume all functions to be
at least in C0(R). It remains to show the growth condition
|fˆ(x, ηˆ)| ≤ |a(x)|+ b|ηˆ| pq
for a constant b > 0, a ∈ Lq(Ω) and suitable 1 ≤ p, q < ∞. Then Theorem 2.10
implies that Fˆ : Lp(Ω)→ Lq(Ω) defined by (Fˆ u)(x) := fˆ(x, u(x)) is continuous.
Consequently, f : L6(Ω) → Lq(Ω) is continuous for every 1 ≤ q < ∞ since f is a
bounded function. Analogously, we can show that ρ : L6(Ω) → Lq(Ω) is continuous
for every 1 ≤ q < ∞. Due to the growth condition |W (ηˆ)| ≤ C(|ηˆ|3 + 1) we
obtain that W : L6(Ω) → L2(Ω) is continuous. Furthermore, the growth conditions
|h(ηˆ)| ≤ C(|ηˆ| + 1) and |g(ηˆ)| ≤ C(|ηˆ| + 1) imply that h, g : L6(Ω) → L6(Ω) are
continuous.
From the growth condition (3.41) for H we get that H(·, ϕk) : L6(Ω) → L3(Ω) is
continuous. Hence the continuity for most terms of Fk : X → Y˜ can be shown with
similar arguments as for the boundedness. We only want to study the continuity for
the terms ∇(f(qk+1)W (ϕk)) ·vk+1 and ∇g(qk+1) ·vk+1 in detail. To this end, we need
to study terms of the form f ′(qk+1)∇qk+1 · vk+1 and g′(qk+1)∇qk+1 · vk+1. Since f ′
and g′ are bounded, we can conclude f ′, g′ : L6(Ω)→ Lq(Ω) are continuous for every
1 ≤ q < ∞. This implies that the mappings (qk+1 7→ ∇(f(qk+1)W (ϕk)) · vk+1) and
(qk+1 7→ ∇g(qk+1) · vk+1) are continuous from H1(Ω) ↪→ L6(Ω) to L 32−s(Ω) for every
0 < s ≤ 1
2
. In particular, these mappings are continuous from H1(Ω) to L
4
3 (Ω).
Thus we have shown that Fk : X → Y˜ is a continuous and bounded operator.
Since the embeddings H1(Ω) ↪→↪→ L4(Ω) and H1(Ω) ↪→↪→ L2(Ω) are compact, cf.
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Theorem 2.16, we obtain
L
4
3 (Ω) ∼= (L4(Ω))′ ↪→↪→ H−10 (Ω),
L2(Ω) ∼= (L2(Ω))′ ↪→↪→ H−10 (Ω).
Moreover, Theorem 2.16 yields
W 13
2
(Ω) ↪→↪→ L2(Ω).
Hence it holds Y˜ ↪→↪→ Y compactly and therefore we can conclude that
Fk : X → Y is a compact operator.
In the following we want to apply the Leray-Schauder principle analogously as in
[ADG13]. We already noted that wk+1 ∈ X is a weak solution of (3.20) - (3.24) if
and only if
Lk(wk+1)−Fk(wk+1) = 0 in Y.
This is equivalent to
gk+1 −Fk ◦ L−1k (gk+1) = 0 in Y for gk+1 := Lk(wk+1). (3.42)
Since Fk is compact and L−1k is continuous for every k ∈ N, we note that the compo-
sition Kk := Fk ◦ L−1k : Y → Y is also a compact operator. Moreover, we note that
proving the existence of a weak solution for (3.20) - (3.24) is equivalent to proving
the existence of a fixed-point of Kk because of (3.42), i.e., we look for gk+1 ∈ Y such
that
gk+1 −Kk(gk+1) = 0 in Y ⇔ gk+1 = Kk(gk+1) in Y.
For the proof of the existence of such a fixed-point we want to apply the Leray-
Schauder principle, cf. Theorem 2.2. In particular, we need to prove
There exists rk+1 > 0 such that if gk+1 ∈ Y solves gk+1 = λKkgk+1 with 0 ≤ λ < 1,
then it holds ||gk+1||Y ≤ rk+1. (3.43)
To this end, we consider gk+1 ∈ Y and 0 ≤ λ < 1 such that gk+1 = λKkgk+1. As it
holds wk+1 = L−1k (gk+1) ∈ X we can conclude
gk+1 = λKk(gk+1) in Y ⇔ Lk(wk+1)− λFk(wk+1) = 0 in Y.
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The last equation is equivalent to
λ
∫
Ω
(
ρk+1vk+1 − ρkvk
h
+ div(ρkvk+1 ⊗ vk+1)
)
·ψdx + λ
∫
Ω
(J˜k+1 · ∇)vk+1 ·ψdx
+ λ
∫
Ω
(
divJ˜k+1 − ρk+1 − ρk
h
− vk+1 · ∇ρk
)
vk+1
2
·ψdx
− λ
∫
Ω
(
µk+1 − h(qk+1)
ε
W ′(ϕk)
)
∇ϕk ·ψdx
= −
∫
Ω
2η(ϕk)Dvk+1 : Dψdx − δ
∫
Ω
∆vk+1∆ψdx (3.44)
for all ψ ∈ H2(Ω) ∩H10 (Ω)d ∩ L2σ(Ω) and
λ
∫
Ω
(
1
ε
f(qk+1)W (ϕk) + g(qk+1)
)
vk+1 · ∇φdx =
∫
Ω
m(ϕk, qk)∇qk+1 · ∇φdx
+ (1− λ)
∫
Ω
∫
Ω
qk+1dyφdx
+
λ
h
∫
Ω
(
f(qk+1)W (ϕk+1)
ε
+ g(qk+1)− f(qk)W (ϕk)
ε
− g(qk)
)
φdx , (3.45)
0 =
∫
Ω
m˜(ϕk)∇µk+1 · ∇φdx + λ
∫
Ω
ϕk+1 − ϕk
h
φdx + λ
∫
Ω
(∇ϕk · vk+1)φdx
+ (1− λ)
∫
Ω
∫
Ω
µk+1dyφdx , (3.46)
λ
∫
Ω
µk+1φdx =
∫
Ω
ε∇ϕk+1 · ∇φdx + λ
∫
Ω
h(qk+1)
1
ε
H(ϕk+1, ϕk)φdx
+ λδ
∫
Ω
ϕk+1 − ϕk
h
φdx + (1− λ)
∫
Ω
∫
Ω
ϕk+1dyφdx (3.47)
for all φ ∈ H1(Ω).
Now we need to estimate wk+1 = L−1k (gk+1) = (vk+1, ϕk+1, µk+1, qk+1) in X. Then
the estimate for gk+1 in the norm of Y follows from the compactness, in particular
from the boundedness, of Fk : X → Y . To get this estimate of gk+1 = Lk(wk+1)
in Y , we use that gk+1 − λFk ◦ L−1k (gk+1) = 0 implies gk+1 = λFk(wk+1) and the
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fact that Fk : X → Y maps bounded sets into bounded sets, which holds due to the
estimates above for Fk.
Thus (3.43) is fulfilled and the Leray-Schauder principle yields the existence of
gk+1 ∈ Y such that gk+1 − Kk(gk+1) = 0, which is equivalent to
Lk(wk+1)−Fk(wk+1) = 0, where wk+1 = L−1k (gk+1).
To this end, we test equation (3.44) with vk+1, (3.45) with qk+1, (3.46) with µk+1
and (3.47) with ϕk+1−ϕk
h
. Then we obtain with similar calculations as before
0 ≥ λ
h
∫
Ω
ρk+1|vk+1|2
2
− ρk|vk|
2
2
+
ρk|vk+1 − vk|2
2
dx +
∫
Ω
2η(ϕk)|Dvk+1|2dx
+
∫
Ω
m(ϕk, qk)|∇qk+1|2dx + λ
∫
Ω
1
h
(G(qk+1)−G(qk))dx + (1− λ)
∫
Ω
qk+1dx
2
+
∫
Ω
m˜(ϕk)|∇µk+1|2dx + λ
∫
Ω
W (ϕk+1)d(qk+1)
εh
dx − λ
∫
Ω
W (ϕk)d(qk)
εh
dx
+ (1− λ)
∫
Ω
µk+1dx
2 + ∫
Ω
ε
h
( |∇ϕk+1|2
2
− |∇ϕk|
2
2
)
dx
+ (1− λ)
∫
Ω
ϕk+1dx
2 + λδ ∫
Ω
|ϕk+1 − ϕk|2
h2
dx + δ
∫
Ω
|∆vk+1|2dx .
Thus we get the estimate
h
∫
Ω
m(ϕk, qk)|∇qk+1|2dx + λ
∫
Ω
G(qk+1)dx + h(1− λ)
∫
Ω
qk+1dx
2
+ h
∫
Ω
m˜(ϕk)|∇µk+1|2dx + h(1− λ)
∫
Ω
µk+1dx
2 + ∫
Ω
ε
|∇ϕk+1|2
2
dx
+ h(1− λ)
∫
Ω
ϕk+1dx
2 + λ∫
Ω
W (ϕk+1)d(qk+1)
ε
dx
+ h
∫
Ω
2η(ϕk)|Dvk+1|2dx + δh
∫
Ω
|∆vk+1|2dx
≤
∫
Ω
G(qk)dx +
∫
Ω
ε
|∇ϕk|2
2
dx +
1
ε
∫
Ω
W (ϕk)d(qk)dx +
∫
Ω
ρk|vk|2
2
dx ,
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where we estimated every λ on the right-hand side by 1 and omitted the non-negative
terms
λ
∫
Ω
ρk+1|vk+1|2
2
dx , λ
∫
Ω
ρk|vk+1 − vk|2
2
dx and λδ
∫
Ω
|ϕk+1 − ϕk|2
h
dx .
In this estimate we can conclude that the right-hand side is bounded. In detail:
Due to the growth condition |G(qk)| ≤ C(|qk|2 + 1), cf. Assumption 3.3, and
qk ∈ L2(Ω), the term
∫
Ω
G(qk)dx is finite. Since ϕk is in H
2(Ω) ↪→ C0(Ω) and vk
is in H1(Ω), the second and fourth integral are obviously bounded. For the term
1
ε
∫
Ω
W (ϕk)d(qk)dx we use the growth condition |W (ϕk)| ≤ C (|ϕk|3 +1), cf. Assump-
tion 3.5, and the boundedness of the function d, cf. Assumption 3.4, to see that it is
also bounded. Thus we can summarize the previous estimate to
h
∫
Ω
m(ϕk, qk)|∇qk+1|2dx + λ
∫
Ω
G(qk+1)dx + h(1− λ)
∫
Ω
qk+1dx
2
+ h
∫
Ω
m˜(ϕk)|∇µk+1|2dx + h(1− λ)
∫
Ω
µk+1dx
2 + ∫
Ω
ε
|∇ϕk+1|2
2
dx
+ h(1− λ)
∫
Ω
ϕk+1dx
2 + λ∫
Ω
W (ϕk+1)d(qk+1)
ε
dx
+ h
∫
Ω
2η(ϕk)|Dvk+1|2dx + δh
∫
Ω
|∆vk+1|2dx ≤ Ck (3.48)
for a constant Ck > 0 which only depends on vk, ϕk and qk from the previous iteration.
To obtain an estimate of the H1-norm of qk+1, we distinguish two cases. If λ ∈ [12 , 1],
then we get from (3.48)
∫
Ω
(|qk+1| − 1) ≤ C
∫
Ω
G(qk+1)dx ≤ C
λ
Ck,
where we used G(q) ≥ c(|q|2 − 1) for all q ∈ R and a constant c > 0, cf. (3.15). But
this estimate yields that the mean value of qk+1 is bounded in the case λ ∈ [12 , 1].
For λ ∈ [0, 1
2
) we can use (3.48) to estimate the mean value of qk+1 by |
∫
Ω
qk+1dx | ≤ Ck.
3.2 Semi-Implicit Time Discretization 63
Thus we get the estimate
||qk+1||2H1(Ω) + h
∫
Ω
m˜(ϕk)|∇µk+1|2dx + h(1− λ)
∫
Ω
µk+1dx
2 + ∫
Ω
ε
|∇ϕk+1|2
2
dx
+ (1− λ)
∫
Ω
ϕk+1dx
2 + λ∫
Ω
W (ϕk+1)d(qk+1)
ε
dx
+ h
∫
Ω
2η(ϕk)|Dvk+1|2dx + δh
∫
Ω
|∆vk+1|2dx ≤ Ck, (3.49)
where we used the Poincare´ inequality with mean value, cf. Theorem 2.7. To get
an estimate of the H1-norm of ϕk+1, we need to estimate its mean value since (3.49)
already yields an L2-estimate of ∇ϕk+1. For λ ∈ [0, 12), we use (3.49) directly to get| ∫
Ω
ϕk+1dx | ≤ Ck. In the case of λ ∈ [12 , 1] we use
C
λ
ε
∫
Ω
(|ϕk+1| − 1)dx ≤ λ
∫
Ω
W (ϕk+1)d(qk+1)
ε
dx , (3.50)
where we used Assumption 3.5 and the lower bound of d and W . This estimate yields
the boundedness of the mean value of ϕk+1 for λ ∈ [12 , 1]. Altogether it follows from
estimate (3.49)
||qk+1||2H1(Ω) + ||ϕk+1||2H1(Ω) + h
∫
Ω
m˜(ϕk)|∇µk+1|2dx + h(1− λ)
∫
Ω
µk+1dx
2
+ h
∫
Ω
2η(ϕk)|Dvk+1|2dx + δh
∫
Ω
|∆vk+1|2dx ≤ Ck. (3.51)
To estimate the chemical potential µk+1 in the H
2-norm, we need to estimate its
mean value again. Its mean value has to be bounded by a constant independent of
λ. For λ ∈ [0, 1
2
), we use (3.51) directly to get | ∫
Ω
µk+1dx | ≤ Ck. For λ ∈ [12 , 1), we
test (3.47) with constant 1 and obtain
λ
∫
Ω
µk+1dx = λ
∫
Ω
1
ε
h(qk+1)H(ϕk+1, ϕk)dx + (1− λ)|Ω|
∫
Ω
ϕk+1dx
+ λδ
∫
Ω
ϕk+1 − ϕk
h
dx .
64 3 Existence of Weak Solutions for the Surfactant Model
Since we already know ||qk+1||H1(Ω), ||ϕk+1||H1(Ω) ≤ Ck from estimate (3.51), we can
conclude
λ
∫
Ω
µk+1dx ≤ Ck
for a constant Ck > 0 independent of λ, where we used (3.41) to estimate the term
H(ϕk+1, ϕk). Moreover, we used h(q) ≤ C(|q|+1) for all q ∈ R and a constant C > 0,
cf. (3.17), and estimated (1−λ) and λ by 1 on the right-hand side. This means that
we can improve (3.51) to
||qk+1||2H1(Ω) + ||ϕk+1||2H1(Ω) + ||µk+1||2H1(Ω) + h
∫
Ω
2η(ϕk)|Dvk+1|2dx
+ δh
∫
Ω
|∆vk+1|2dx ≤ Ck. (3.52)
Now we want to derive an estimate for the chemical potentail µk+1 in the H
2-norm
analogously as in (3.40). From equation (3.46) it follows
div(m˜(ϕk)µk+1) = λg˜2 + (1− λ)
∫
Ω
µk+1dx ,
where g˜2 =
ϕk+1−ϕk
h
+∇ϕk ·vk+1 is bounded in L2(Ω). Analogously as in the derivation
of (3.40) we can derive
∆µk+1 = (m˜(ϕk))
−1
−∇(m˜(ϕk)) · ∇µk+1 + (1− λ)∫
Ω
µk+1dx + λg˜2
 in Ω.
With the same statements as in the derivation of (3.40) we can conclude that the
right-hand side is bounded in L
3
2 (Ω). With the same bootstrapping method as before
it follows µk+1 ∈ H2n(Ω) together with the estimate
||µk+1||H2(Ω) ≤ C
(
||(m˜(ϕk))−1(−∇(m˜(ϕk)) · ∇µk+1 + (1− λ)
∫
Ω
µk+1dx + λg˜2)||L2(Ω)
+ ||µk+1||H1(Ω)
)
≤ Ck
(||µk+1||H1(Ω) + (1− λ)||µk+1||H1(Ω) + λ||g˜2||L2(Ω))
≤ Ck
(||µk+1||H1(Ω) + ||g˜2||L2(Ω)) ,
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where Ck > 0 does not depend on λ. Hence, we also get an estimate of the H
2-norm
of the chemical potential µk+1 and can conclude
||qk+1||2H1(Ω) + ||ϕk+1||2H1(Ω) + ||µk+1||2H2(Ω) + h
∫
Ω
2η(ϕk)|Dvk+1|2dx
+ δh
∫
Ω
|∆vk+1|2dx ≤ Ck.
Now we use Korn’s inequality, cf. Theorem 2.14, for vk+1 ∈ H10 (Ω)d ∩ L2σ(Ω) to get
||vk+1||2H2(Ω) + ||qk+1||2H1(Ω) + ||µk+1||2H2(Ω) + ||ϕk+1||2H1(Ω) ≤ Ck. (3.53)
This means that wk+1 = L−1k (gk+1) = (vk+1, ϕk+1, µk+1, qk+1) is bounded in the
norm of X. Thus (3.43) is fulfilled and the Leray-Schauder principle yields the
existence of gk+1 ∈ Y such that gk+1 − Kk(gk+1) = 0, which is equivalent to
Lk(wk+1)−Fk(wk+1) = 0, where wk+1 = L−1k (gk+1).
Finally, we need to show higher regularity for ϕk+1. As it holds Lk(wk+1) = Fk(wk+1)
with wk+1 = (vk+1, qk+1, µk+1, ϕk+1), we can conclude
ε∆Nϕk+1 = −µk+1 + h(qk+1)1
ε
H(ϕk+1, ϕk) + δ
ϕk+1 − ϕk
h
in H−10 (Ω),
where the right-hand side is bounded in the L2-norm as we have already shown. Thus
elliptic regularity theory yields ϕk+1 ∈ H2n(Ω), cf. [Lun95, Theorem 3.1.2 and
Theorem 3.1.3].
Hence there exists a weak solution for the time-discrete problem (3.20) - (3.24) in
the sense of Definition 3.6, which fulfills the discrete energy estimate (3.31).
3.3 Existence of Weak Solutions for the Surfactant Model in
the Case δ > 0
In the previous section we proved the existence of weak solutions for the time-discrete
problem (3.20) - (3.24). In this section we prove the existence of weak solutions for
the system
∂t(ρv) + div(v⊗ (ρv + J˜)) +∇p− div(2η(ϕ)Dv)− Rv
2
+ δ∆2v
= div(−ε∇ϕ⊗∇ϕ) in QT , (3.54)
div v = 0 in QT , (3.55)
∂•t
(
1
ε
f(q)W (ϕ) + g(q)
)
= div (m(ϕ, q)∇q) in QT , (3.56)
∂•t ϕ = div(m˜(ϕ)∇µ) in QT , (3.57)
−ε∆ϕ+ h(q)1
ε
W ′(ϕ) + δ∂tϕ = µ in QT , (3.58)
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together with the initial and boundary conditions (1.6) - (1.7). Moreover, we show
that the weak solutions of (3.54) - (3.58) satisfy an energy estimate. Note that in
contrast to the equations (1.1) - (1.7) we have the additional terms δ∆2v in equation
(3.54) and δ∂tϕ in equation (3.58). In the last section of this chapter we will pass
to the limit δ → 0 and show that the weak solutions for the model (3.54) - (3.58)
together with the initial and boundary conditions converge to a weak solution of
(1.1) - (1.7) and satisfy the energy estimate (3.14) for all s ≤ t < T and almost all
0 ≤ s < T including s = 0.
But first of all we define what we mean with a weak solution for the equations
(3.54) - (3.58) together with initial and boundary conditions (1.6) - (1.7).
Definition 3.8. (Weak solution in the case δ > 0)
Let T ∈ (0,∞), δ > 0 and v0 ∈ L2σ(Ω), ϕ0 ∈ H2(Ω), q0 ∈ L2(Ω) be given. We call
(v, ϕ, µ, q) with the properties
v ∈ L2(0, T ;H2(Ω)d ∩H10 (Ω)d) ∩ L∞(0, T ;L2σ(Ω)),
ϕ ∈ L∞(0, T ;H1(Ω)) ∩W 12 (0, T ;L2(Ω)),
µ ∈ L2(0, T ;H1(Ω)),
q ∈ L2(0, T ;H1(Ω)) ∩ L∞(0, T ;L2(Ω))
a weak solution of (3.54) - (3.58) together with initial and boundary conditions
(1.6) - (1.7), if the following equations are satisfied.
−
T∫
0
∫
Ω
ρv · ∂tψdxdt +
T∫
0
∫
Ω
(ρv ⊗ v) : ∇ψdxdt +
T∫
0
∫
Ω
2η(ϕ)Dv : Dψdxdt
−
T∫
0
∫
Ω
(J˜⊗ v) : ∇ψdxdt −
〈
Rv
2
,ψ
〉
+ δ
T∫
0
∫
Ω
∆v ·∆ψdxdt
=
T∫
0
∫
Ω
(
µ− h(q)
ε
W ′(ϕ)
)
∇ϕ ·ψdxdt (3.59)
for all ψ ∈ C∞0 (0, T ;H2(Ω)d ∩H10 (Ω)d ∩ L2σ(Ω)) and
T∫
0
∫
Ω
m(ϕ, q)∇q · ∇φdxdt =
T∫
0
∫
Ω
(f(q)W (ϕ) + g(q)) ∂tφdxdt
+
T∫
0
(
1
ε
f(q)W (ϕ) + g(q)
)
v · ∇φdxdt , (3.60)
T∫
0
∫
Ω
m˜(ϕ)∇µ · ∇φdxdt =
T∫
0
∫
Ω
ϕ∂tφdxdt −
T∫
0
∫
Ω
(∇ϕ · v)φdxdt , (3.61)
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T∫
0
∫
Ω
µφdxdt =
T∫
0
∫
Ω
ε∇ϕ · ∇φdxdt +
T∫
0
∫
Ω
1
ε
h(q)W ′(ϕ)φdxdt
+ δ
T∫
0
∫
Ω
∂tϕφdxdt (3.62)
for all φ ∈ C∞0 (0, T ;C1(Ω)). Moreover, the energy inequality
t∫
s
∫
Ω
(m(ϕ, q)|∇q|2 + m˜(ϕ)|∇µ|2 + 2η(ϕ)|Dv|2 + δ|∆v|2 + δ|∂tϕ|2)dxdτ
+ Etot(v(t), ϕ(t),∇ϕ(t), q(t)) ≤ Etot(v(s), ϕ(s),∇ϕ(s), q(s)) (3.63)
has to hold for all t ∈ [s, T ) and almost all s ∈ [0, T ) including s = 0. In (3.59) we
define for ψ ∈ C∞0 (0, T ;H2(Ω)d ∩H10 (Ω)d ∩ L2σ(Ω))〈
Rv
2
,ψ
〉
:=
T∫
0
∫
Ω
∂tρ(ϕ)
v
2
·ψdxdt − 1
2
T∫
0
∫
Ω
(
ρ(ϕ)v + J˜
)
· ∇(v ·ψ)dxdt . (3.64)
In this section we construct solutions for the time-dependent problem via interpolants
which depend on the time-step h. Then we pass to the limit h → 0 resp. N → ∞
and show convergence in appropriate Banach space-valued Sobolev spaces. In the
end we will obtain the following result about the existence of weak solutions in the
case δ > 0.
Theorem 3.9. (Existence of weak solutions for δ > 0)
Let the assumptions from Section 3.1 hold and v0 ∈ L2σ(Ω), ϕ0 ∈ H2n(Ω) and
q0 ∈ L2(Ω) be given. Then there exists a weak solution (v, ϕ, µ, q) in the sense
of Definition 3.8. Moreover, it holds ϕ ∈ L2(0, T ;H2(Ω)).
Proof. We start with fixed N ∈ N and set h = 1
N
. Moreover, we have the initial
values
(v0, ϕ0, q0) ∈ L2σ(Ω)×H2(Ω)× L2(Ω).
Then Theorem 3.7 iteratively yields the existence of weak solutions
(vk+1, qk+1, µk+1, ϕk+1) ∈
(
H2(Ω)d ∩H10 (Ω)d ∩ L2σ(Ω)
)×H1(Ω)×H2n(Ω)×H2n(Ω)
for the time-discrete problem (3.20) - (3.24).
For the existence proof we use the same notation as in [ADG13], i.e., we define so-
called interpolant functions fN(t) on [−h,∞) by fN(t) = fk for t ∈ [(k − 1)h, kh),
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where k ∈ N0 and fk ∈ {vk, ϕk, qk}, respectively µN(t) on [0,∞) by µN(t) = µk for
t ∈ [(k− 1)h, kh), where k ∈ N. Note that µN is defined on [0,∞) while vN , ϕN and
qN are defined on [−h,∞) as we have no initial value µ0.
With these definitions it holds fN((k−1)h) = fk, fN(kh) = fk+1 and fN(t) = fk+1 for
t ∈ [kh, (k + 1)h) for fN ∈ {vN , ϕN , qN}, k ∈ N0, and µN((k − 1)h) = µk,
µN(kh) = µk+1 for k ∈ N. Furthermore, we use the abbreviations
(∆+h f)(t) := f(t+ h)− f(t), (∆−h f)(t) := f(t)− f(t− h),
∂+t,hf(t) :=
1
h
(∆+h f)(t), ∂
−
t,hf(t) :=
1
h
(∆−h f)(t),
fh(t) := (τ
∗
hf)(t) = f(t− h), fh+(t) := f(t+ h)
and set
ρN := ρ(ϕN), ρNh := ρ(ϕ
N
h ),
J˜N := −ρ′(ϕNh )m˜(ϕNh )∇µN ,
RN := ∂−t,hρ
N + div
(
ρNh v
N + J˜N
)
.
Now we need to determine which equations are solved by the interpolant functions vN ,
qN , µN , ϕN and in which function spaces they are bounded. To this end, we choose
an arbitrary ψ ∈ C∞0 ((0,∞);H2(Ω)d ∩H10 (Ω)d ∩ L2σ(Ω)) and set ψ˜k :=
(k+1)h∫
kh
ψdt as
test function in (3.26). Then we sum over k ∈ N0. Exemplarily we do this for one
simple term. The other terms can be derived in the same way. It holds
∞∑
k=0
(
ρk+1vk+1 − ρkvk
h
, ψ˜k
)
L2(Ω)
=
∞∑
k=0
∫
Ω
ρk+1vk+1 − ρkvk
h
·
(k+1)h∫
kh
ψdt
 dx
=
∞∑
k=0
∫
Ω
(k+1)h∫
kh
ρk+1vk+1 − ρkvk
h
·ψdtdx
=
∞∑
k=0
∫
Ω
(k+1)h∫
kh
ρN(t)vN(t)− ρN(t− h)vN(t− h)
h
·ψdtdx
=
∞∑
k=0
∫
Ω
(k+1)h∫
kh
∂−t,h(ρ
NvN) ·ψdtdx =
∞∫
0
∫
Ω
∂−t,h(ρ
NvN) ·ψdxdt .
Doing this analogously for all the other terms in (3.26) and using the previous
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abbreviations yields
∞∫
0
∫
Ω
∂−t,h(ρ
NvN) ·ψdxdt +
∞∫
0
∫
Ω
(ρNh v
N ⊗ vN) : ∇ψdxdt
+
∞∫
0
∫
Ω
2η(ϕNh )Dv
N : Dψdxdt −
∞∫
0
∫
Ω
(
J˜N ⊗ vN
)
: ∇ψdxdt −
〈
RNvN
2
,ψ
〉
+ δ
∞∫
0
∫
Ω
∆v∆ψdxdt =
∞∫
0
∫
Ω
(
µN − h(q
N)
ε
W ′(ϕNh )
)
∇ϕNh ·ψdxdt (3.65)
for all ψ ∈ C∞0 ((0,∞);H2(Ω)d ∩ H10 (Ω)d ∩ L2σ(Ω)), where
〈
RNvN
2
,ψ
〉
is defined
analogously as in (3.64), i.e.,〈
RNvN
2
,ψ
〉
:=
1
2
∞∫
0
∫
Ω
ρN − ρNh
h
vN ·ψdxdt
− 1
2
∞∫
0
∫
Ω
(
ρNh v
N + J˜N
)
· ∇(vN ·ψ)dxdt .
Now let φ ∈ C∞0 ((0,∞);C1(Ω)) be arbitrary. We set φ˜ :=
(k+1)h∫
kh
φdt as test function
in (3.27) - (3.29) and then sum over k ∈ N0. Using the same techniques as before we
get
−
∞∫
0
∫
Ω
m(ϕNh , q
N
h )∇qN · ∇φdxdt =
∞∫
0
∫
Ω
∂−t,h
(
f(qN)W (ϕN) + g(qN)
)
φdxdt ,
−
∞∫
0
∫
Ω
(
1
ε
f(qN)W (ϕNh ) + g(q
N)
)
vN · ∇φdxdt , (3.66)
−
∞∫
0
∫
Ω
m˜(ϕNh )∇µN · ∇φdxdt =
∞∫
0
∫
Ω
∂−t,hϕ
Nφdxdt +
∞∫
0
∫
Ω
∇ϕNh · vNφdxdt , (3.67)
∞∫
0
∫
Ω
µNφdxdt =
∞∫
0
∫
Ω
ε∇ϕN · ∇φdxdt +
∞∫
0
∫
Ω
h(qN)
1
ε
H(ϕN , ϕNh )φdxdt
+ δ
∞∫
0
∫
Ω
∂−t,hϕ
Nφdxdt (3.68)
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for all φ ∈ C∞0 ((0,∞);C1(Ω)). Remember that by definition it holds
H(ϕN(t), ϕN(t− h)) =
{
W ′(ϕN(t− h)) if ϕN(t) = ϕN(t− h),
W (ϕN (t))−W (ϕN (t−h))
ϕN (t)−ϕN (t−h) if ϕ
N(t) 6= ϕN(t− h)
and that we have already proven the estimate
|H(a, b)| ≤ C(|a|2 + |b|2 + 1)
for all a, b ∈ R, cf. (3.41).
Now we want to derive from the time-discrete energy estimate the energy inequality
for the interpolant functions vN , qN , µN and ϕN . This can be done analogously as in
[ADG13], i.e., we define the piecewise linear interpolant EN(t) of Etot(vk, ϕk,∇ϕk, qk)
at tk = kh by
EN(t) :=
(k + 1)h− t
h
Etot(vk, ϕk,∇ϕk, qk) + t− kh
h
Etot(vk+1, ϕk+1,∇ϕk+1, qk+1)
for t ∈ [kh, (k + 1)h). Moreover, we define for all t ∈ (tk, tk+1), k ∈ N0
DN(t) :=
∫
Ω
m(ϕk, qk) |∇qk+1|2 dx +
∫
Ω
m˜(ϕk)|∇µk+1|2dx +
∫
Ω
2η(ϕk)|Dvk+1|2dx
+ δ
∫
Ω
|∆vk+1|2dx + δ
∫
Ω
|ϕk+1 − ϕk|2
h2
dx .
Thus the time-discrete energy estimate (3.31) yields
− d
dt
EN(t) =
Etot(vk, ϕk,∇ϕk, qk)− Etot(vk+1, ϕk+1,∇ϕk+1, qk+1)
h
≥ DN(t) (3.69)
for all t ∈ (tk, tk+1), k ∈ N0. We multiply this inequality by τ ∈ W 11 (0,∞) with
τ ≥ 0, integrate over (0,∞) with respect to t and use integration by parts. Then it
follows
Etot(v0, ϕ
N
0 ,∇ϕN0 , q0)τ(0) +
∞∫
0
EN(t)τ ′(t)dt ≥
∞∫
0
DN(t)τ(t)dt . (3.70)
We will need this estimate for the derivation of the time-continuous energy estimate
as N →∞. When we integrate (3.69) we get the energy estimate for the interpolant
functions vN , qN , µN and ϕN given by
Etot
(
vNh (t), ϕ
N
h (t),∇ϕNh (t), qNh (t)
)
+
t∫
s
∫
Ω
(
m(ϕNh , q
N
h )|∇qN |2
+ m˜(ϕNh )|∇µN |2 + 2η(ϕNh )|DvN |2 + δ|∆vN |2 + δ
∣∣∂−t,hϕN ∣∣2) dxdτ
≤ Etot
(
vNh (s), ϕ
N
h (s),∇ϕNh (s), qNh (s)
)
(3.71)
3.3 Existence of Weak Solutions for δ > 0 71
for all 0 ≤ s ≤ t < ∞ with s, t ∈ hN0, where we used the definition of EN . Since it
holds vNh (0) = v0, q
N
h (0) = q0 and ϕ
N
h (0) = ϕ0 for all N ∈ N, we can conclude that(
Etot(v
N
h (0), ϕ
N
h (0),∇ϕNh (0), qNh (0))
)
N∈N is bounded in R.
The boundedness of (Etot(v
N
h (0), ϕ
N
h (0),∇ϕNh (0), qNh (0)))N∈N implies:
i) (vN)N∈N is bounded in L∞(0,∞;L2(Ω)d),
ii) (vN)N∈N is bounded in L2(0,∞;H2(Ω)d),
iii) (∇qN)N∈N is bounded in L2(0,∞;L2(Ω)d),
iv) (∇µN)N∈N is bounded in L2(0,∞;L2(Ω)d), (3.72)
v) (∇ϕN)N∈N is bounded in L∞(0,∞;L2(Ω)d),
vi) (W (ϕN))N∈N is bounded in L∞(0,∞;L1(Ω)),
vii) (G(qN))N∈N is bounded in L∞(0,∞;L1(Ω)),
viii) (∂−t,hϕ
N)N∈N is bounded in L2(0,∞;L2(Ω)).
From the growth condition G(qN) ≥ C(|qN |2− 1), cf. (3.15), it follows that (qN)N∈N
is bounded in L∞(0,∞;L2(Ω)). Together with iii) this yields
(qN)N∈N is bounded in L2uloc([0,∞);H1(Ω)) ∩ L∞(0,∞;L2(Ω)).
Since (vN(t), ϕN(t), µN(t), qN(t))N∈N solves the discrete problem (3.20) - (3.24) for
any fixed t ∈ (0,∞), we can conclude from (3.23) by testing with constant 1
0 =
1
h
∫
Ω
ϕN(t)dx − 1
h
∫
Ω
ϕNh (t)dx . (3.73)
But this means that the mean values (ϕN(t))N∈N are constant for a.e. t ∈ (0,∞) and
for any fixed N ∈ N. Thus we can conclude that they are also bounded independently
of N since it holds ∣∣∣∣∣∣
∫
Ω
ϕN(t)dx
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∫
Ω
ϕ0dx
∣∣∣∣∣∣
for all t ∈ [0,∞). Hence, we can deduce the existence of a constant C > 0 indepen-
dent of N such that∣∣∣∣∣∣
∫
Ω
ϕN(t)dx
∣∣∣∣∣∣ ≤ C for all t ∈ [0,∞), N ∈ N.
In particular, it holds
T∫
0
∣∣∣∣∣∣
∫
Ω
ϕNdx
∣∣∣∣∣∣ dt ≤ C(T ) for all 0 < T <∞
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for a monotone function C : R+ → R+. Due to these estimates and the boundedness
of (∇ϕN)N∈N ⊆ L∞(0,∞;L2(Ω)d), we can conclude that
(ϕN)N∈N is bounded in L∞(0,∞;H1(Ω)).
Testing equation (3.24) with constant 1, using the growth condition for the function
h and using estimate (3.41) for H, we can deduce∣∣∣∣∣∣
∫
Ω
µN(t)dx
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∫
Ω
h(qN(t))H(ϕN(t), ϕN(t− h))dx
∣∣∣∣∣∣
≤ C
∫
Ω
(|qN(t)|+ 1) (|ϕN(t)|2 + |ϕN(t− h)|2 + 1) dx
for a.e. t ∈ (0,∞). Since it holds ϕN(−h) = ϕ0 ∈ H2(Ω), we can deduce that
(ϕNh )N∈N is also bounded in L
∞(0,∞;L6(Ω)). Due to the boundedness of ϕN in
L∞(0,∞;L6(Ω)), qN in L2uloc([0,∞);L6(Ω)) and the boundedness of (∇µN)N∈N in
L2(0,∞;L2(Ω)) the previous estimate implies that
(µN)N∈N is bounded in L2uloc([0,∞);H1(Ω)).
Due to these bounds we can conclude that for every 0 < T < ∞ there exists a
suitable subsequence, which we denote by (vN , qN , µN , ϕN)N∈N again, such that
i) vN ⇀ v in L2(0,∞;H2(Ω)d),
ii) vN ⇀∗ v in L∞(0,∞;L2(Ω)d) ∼= (L1(0,∞;L2(Ω)d))′,
iii) qN ⇀ q in L2(0, T ;H1(Ω)),
iv) qN ⇀∗ q in L∞(0,∞;L2(Ω)) ∼= (L1(0,∞;L2(Ω)))′ ,
v) ϕN ⇀∗ ϕ in L∞(0,∞;H1(Ω)) ∼= (L1(0,∞;H1(Ω)))′,
vi) µN ⇀ µ in L2(0, T ;H1(Ω)).
Remark 3.10. For most calculations vN ⇀ v in L2(0,∞;H1(Ω)d) is sufficient. We
only need the weak convergence in L2(0,∞;H2(Ω)d) when we pass to the limit N →∞
in the term
〈
RNvN
2
,ψ
〉
for ψ ∈ C∞0 (0, T ;H2(Ω)d ∩H10 (Ω)d ∩ L2σ(Ω)). Therefore, we
do all the other calculations and estimates for vN ⇀ v in L2(0,∞;H1(Ω)d).
Note that in the following we often pass to suitable subsequences Nk → ∞, which
we always denote by (vN , qN , µN , ϕN)N∈N again.
3.3 Existence of Weak Solutions for δ > 0 73
3.3.1 Compactness of ϕN and Convergence of its Initial Values
First of all we want to show ϕ(0) = ϕ0 in an appropriate Banach space, where ϕ
is the weak-∗ limit as before. To this end, we denote by ϕ˜N the piecewise linear
interpolant of ϕN(tk), where tk = kh, k ∈ N0, i.e.,
ϕ˜N(t) =
(k + 1)h− t
h
ϕN(t− h) + t− kh
h
ϕN(t)
for t ∈ [kh, (k + 1)h). Then it follows
∂tϕ˜
N(t) = −1
h
ϕN(t− h) + 1
h
ϕN(t) = ∂−t,hϕ
N ,
ϕ˜N(t)− ϕN(t) = ((k + 1)h− t)ϕ
N(t− h) + (t− (k + 1)h)ϕN(t)
h
= (−(k + 1)h+ t)ϕ
N(t)− ϕN(t− h)
h
= (−(k + 1)h+ t)∂−t,hϕN(t) (3.74)
for t ∈ [kh, (k + 1)h). Using both equations yields
||ϕ˜N(t)− ϕN(t)||H−1(Ω) ≤ h||∂tϕ˜N(t)||H−1(Ω) (3.75)
for every t ∈ [0,∞), where we used that there exists k ∈ N0 such that t ∈ [kh, (k+1)h)
and therefore |(t− (k + 1)h)| ≤ h = 1
N
≤ 1.
In the following we want to use the Aubin-Lions lemma, cf. Theorem 2.33. From
equation (3.67) we get that (∂tϕ˜
N)N∈N ⊆ L2(0,∞;H−1(Ω)) is bounded since
(∇µN)N∈N is bounded in L2(0,∞;L2(Ω)d) as we have seen before and ∇ϕNh · vN
is bounded in L2(0,∞;L 32 (Ω)) since ∇ϕNh is bounded in L∞(0,∞;L2(Ω)d) and vN is
bounded in L2(0,∞;L6(Ω)d). Moreover, we can conclude that (ϕ˜N)N∈N is bounded
in L∞(0,∞;H1(Ω)) since (ϕN)N∈N is bounded in L∞(0,∞;H1(Ω)). Thus we can
apply the Aubin-Lions lemma, which yields the relative compactness of
{ϕ˜N : N ∈ N} in Lp(0, T ;L2(Ω)) for every 0 < T < ∞ and 1 ≤ p < ∞. In
particular this implies the strong convergence
ϕ˜N → ϕ˜ in Lp(0, T ;L2(Ω))
for all 0 < T < ∞, 1 ≤ p < ∞ and for ϕ˜ ∈ L∞(0,∞;L2(Ω)). Here it holds
ϕ˜ ∈ L∞(0,∞;L2(Ω)) due to the following arguments:
Since we know that (ϕ˜N)N∈N is bounded in L∞(0,∞;H1(Ω)) there exists R > 0
such that ||ϕ˜N(t)||L2(Ω) ≤ R for all N ∈ N and a.e. t ∈ (0,∞). Moreover,
we obtain from ϕ˜N → ϕ˜ in Lp(0, T ;L2(Ω)) the existence of a subsequence such
that ϕ˜N(t) → ϕ˜(t) in L2(Ω) for a.e. t ∈ (0, T ). Hence, we can conclude
||ϕ˜(t)||L2(Ω) ≤ R for a.e. t ∈ (0, T ). Moreover, lower semi-continuity of norms
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implies ||ϕ˜(t)||L2(Ω) ≤ lim inf
N→∞
||ϕ˜N(t)||L2(Ω) ≤ R for a.e. t ∈ (0, T ) and therefore
||ϕ˜||L∞(0,T ;L2(Ω)) ≤ lim inf
N→∞
||ϕ˜N ||L∞(0,T ;L2(Ω)) < ∞. Since these arguments hold for
every T > 0, this implies the statement.
From ϕ˜N → ϕ˜ in Lp(0, T ;L2(Ω)) we can deduce the existence of a subsequence such
that ϕ˜N → ϕ˜ pointwise a.e. in (0,∞)× Ω. Furthermore, estimate (3.75) yields
ϕ˜N − ϕN → 0 in L2(0,∞;H−1(Ω)),
since (∂tϕ˜
N)N∈N ⊆ L2(0,∞;H−1(Ω)) is bounded and h → 0 for N → ∞. This
implies ϕ˜ = ϕ together with
ϕ˜N → ϕ in L2(0, T ;L2(Ω))
for every 0 < T < ∞. Here we could conclude ϕ˜ = ϕ since the weak-∗ convergence
ϕN ⇀∗ ϕ in L∞(0,∞;H1(Ω)) ∼= (L1(0,∞;H1(Ω))′ means
〈ψ, ϕN〉L1(0,∞;H1(Ω)),(L1(0,∞;H1(Ω)))′ → 〈ψ, ϕ〉L1(0,∞;H1(Ω)),(L1(0,∞;H1(Ω)))′
for every ψ ∈ L1(0,∞;H1(Ω)). But this implies the convergence also for every
ψ ∈ L1(0, T ;H1(Ω)) since we can extend every ψ ∈ L1(0, T ;H1(Ω)) on (T,∞) by 0.
Hence, we get
ϕN ⇀ ϕ in L2(0, T ;H1(Ω)). (3.76)
Moreover, we can conclude
ϕN ⇀ ϕ in L2(0, T ;H−10 (Ω)).
As we already know ϕ˜N → ϕ˜ in L2(0, T ;L2(Ω)) ↪→ L2(0, T ;H−10 (Ω)) and
ϕ˜N − ϕN → 0 in L2(0,∞;H−10 (Ω)), we can conclude
ϕ− ϕ˜ = w- lim
N→∞
ϕN − ϕ˜N = 0 in L2(0, T ;H−10 (Ω)).
This implies ϕ = ϕ˜ in L2(0, T ;H−10 (Ω)) for every 0 < T < ∞ and therefore
ϕ(t) = ϕ˜(t) for a.e. t ∈ (0,∞). Since we know that ϕ˜ is in L∞(0,∞;L2(Ω)) and
ϕ˜N → ϕ˜ in Lp(0, T ;L2(Ω)) for all 0 < T <∞, 1 ≤ p <∞, this also holds for ϕ.
Due to Lemma 2.21 it holds
W 12 (0, T ;H
−1(Ω)) ∩ L2(0, T ;H1(Ω)) ↪→ C([0, T ];L2(Ω)).
Since (ϕ˜N)N∈N is bounded in W 12 (0,∞;H−1(Ω)) ∩ L∞(0,∞;H1(Ω)), there is a sub-
sequence such that
ϕ˜N ⇀ ϕ in W 12 (0, T ;H
−1(Ω)) ∩ L2(0, T ;H1(Ω))
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for every 0 < T <∞. From Lemma 2.3 it follows
ϕ˜N ⇀ ϕ in C([0, T ];L2(Ω))
for every 0 < T <∞. As the mapping
trt=0 : C([0, T ];L
2(Ω))→ L2(Ω),
f 7→ f(0)
is linear and continuous, it is also weakly continuous. Thus we can conclude
ϕ˜N(0) ⇀ ϕ(0) in L2(Ω), where it holds ϕ˜N(0) = ϕ0. Hence we can deduce ϕ(0) = ϕ0
in L2(Ω).
3.3.2 Higher Regularity of ϕN
To prove higher regularity of ϕN and ϕNh , respectively, we use equation (3.68), which
yields
ε∆ϕN =
1
ε
h(qN)H(ϕN , ϕNh )− µN + δ∂−t,hϕN =: fN1
in the weak sense. As it holds qN ∈ L2uloc([0,∞);H1(Ω)) and ϕN ∈ L∞(0,∞;H1(Ω)),
we can conclude that h(qN)H(ϕN , ϕNh ) is bounded in L
2
uloc([0,∞);L2(Ω)), where we
used estimate (3.41) and ϕNh ∈ L∞(0,∞;H1(Ω)).
Moreover, we know that ∂−t,hϕ
N is bounded in L2((0, T ) × Ω), cf. (3.72) viii).
Using standard elliptic regularity theory with Neumann boundary condition yields
ϕN(t) ∈ H2(Ω) for a.e. t ∈ (0,∞) together with the estimate
||ϕN(t)||H2(Ω) ≤ C
(||ϕN(t)||H1(Ω) + ||fN1 (t)||L2(Ω)) for a.e. t ∈ (0,∞).
As it holds fN1 ∈ L2uloc([0,∞);L2(Ω)), the estimate above implies
ϕN , ϕNh ∈ L2uloc([0,∞);H2(Ω)). (3.77)
Due to the boundedness of (ϕNh )N∈N in L
2
uloc([0,∞);H2(Ω)) ∩ L∞(0,∞;H1(Ω)), we
interpolate the spaces H1(Ω) and H2(Ω) to get the boundedness of (ϕNh )N∈N in an
”intermediate space”. From Theorem 2.28 it follows
(H2(Rd), H1(Rd)) 1
2
,1 = B
3
2
21(Rd)
for all d ∈ N. In the case d = 3, Theorem 2.20 yields B
3
2
21(Rd) ↪→ B0∞1(Rd). In
the case d = 2, Theorem 2.20 also provides B
3
2
21(Rd) ↪→ B121(Rd) ↪→ B0∞1(Rd) . Due
to (2.3) we get in both cases B0∞1(Rd) ↪→ L∞(Rd). Together with Lemma 2.27 we
obtain the estimate
||f ||L∞(Rd) ≤ C||f ||
1
2
H1(Rd)||f ||
1
2
H2(Rd)
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for all f ∈ H2(Rd) and d ≤ 3. Since there exists a continuous extension operator
E : Hk(Ω) → Hk(Rd) for all k ∈ N0, cf. [Ste70, Chapter VI, Section 3.2], we can
also show
||f ||L∞(Ω) ≤ C||f ||
1
2
H1(Ω)||f ||
1
2
H2(Ω)
for all f ∈ H2(Ω), Ω ⊆ Rd with d ≤ 3, and for a constant C > 0. As we know
that (ϕNh )N∈N is bounded in L
2
uloc([0,∞);H2(Ω))∩L∞(0,∞;H1(Ω)), we can use the
estimate above to conclude that
(ϕNh )N∈N is bounded in L
4(0, T ;L∞(Ω)) (3.78)
for every 0 < T <∞. Thus Theorem 2.32 yields that
(ϕNh )N∈N is bounded in L
4(0, T ;L∞(Ω)) ∩ L∞(0, T ;L6(Ω)) ↪→ L12(0, T ;L9(Ω)).
Note that ϕNh is even bounded in L
4
uloc([0,∞);L∞(Ω)). But since we are only in-
terested in estimates for every 0 < T < ∞, we focus on the boundedness in
spaces with finite T from now on. Moreover, Lemma 2.27 and Theorem 2.28 yield
(H1(Ω), H−1(Ω)) 1
2
,2 = L
2(Ω) together with the estimate
||ϕ˜N(t)− ϕN(t)||L2(Ω) ≤ C||ϕ˜N(t)− ϕN(t)||
1
2
H−1(Ω)||ϕ˜N(t)− ϕN(t)||
1
2
H1(Ω)
≤ Ch||∂tϕ˜N(t)||
1
2
H−1(Ω)||ϕ˜N(t)− ϕN(t)||
1
2
H1(Ω),
where we used (3.75). Due to the boundedness of ∂tϕ˜
N in L2(0,∞;H−1(Ω)) and of
ϕ˜N , ϕN in L2uloc([0,∞);H1(Ω)) we can conclude with the estimate above
ϕN → ϕ in L2(0, T ;L2(Ω)) (3.79)
for every 0 < T < ∞ since ϕ˜N and ϕN must converge to the same limit. Due to
Theorem 2.28 we can conclude
(H2(Rd), L2(Rd)) 1
2
,2 = B
1
22(Rd).
Since we know B122(Rd) = H1(Rd), cf. (2.4), and ϕN(t) ∈ H2(Ω) for a.e. t ∈ (0,∞),
we can deduce with Lemma 2.27
||ϕN(t)− ϕ(t)||H1(Ω) ≤ C||ϕN(t)− ϕ(t)||
1
2
H2(Ω)||ϕN(t)− ϕ(t)||
1
2
L2(Ω). (3.80)
As it holds that (ϕN)N∈N is bounded in L2(0, T ;H2(Ω)), there exists a subsequence
such that ϕN ⇀ ϕ in L2(0, T ;H2(Ω)). But since we have already proven that
ϕN ⇀∗ ϕ in L∞(0,∞;H1(Ω)) implies ϕN ⇀ ϕ in L2(0, T ;H1(Ω)), cf. (3.76), we
can deduce ϕ = ϕ. Thus it holds ϕ ∈ L2(0, T ;H2(Ω)). Hence, the first term on the
right-hand side in estimate (3.80) is bounded. Since ϕN → ϕ in L2(0, T ;L2(Ω)) for
every 0 < T <∞ this estimate yields
ϕN → ϕ in L2(0, T ;H1(Ω)) (3.81)
for every 0 < T <∞.
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3.3.3 Compactness of qN
In the following we prove the strong convergence of (qN)N∈N in L2(0, T ;L2(Ω)) for
a suitable subsequence. To this end, we show that {qN : N ∈ N} fulfills the
assumptions of Simon’s theorem, cf. Theorem 2.34, where X = H1(Ω), B = L2(Ω)
and Y = L2(Ω). Then we can conclude that {qN : N ∈ N} is relatively compact in
L2(0, T ;L2(Ω)).
First of all we note that (qN)N∈N is bounded in L2uloc([0,∞);H1(Ω)) as we concluded
from (3.72). Thus condition i) in Theorem 2.34 is satisfied for every 0 < T <∞. It
remains to show condition ii). To this end, we prove
 T−s∫
0
||qN(t+ s)− qN(t)||2L2(Ω)dt

1
2
≤ C(T )s 14 (3.82)
for all s = m˜h with m˜ ∈ N and a constant C(T ) > 0 independent of s and N ∈ N.
Then Lemma 2.35 yields
 T−λ∫
0
||qN(t+ λ)− qN(t)||2L2(Ω)dt

1
2
≤ Cλ 14 (3.83)
for any λ > 0 and a constant C > 0 independent of λ and N . This proves condition
ii) in Theorem 2.34 and therefore shows that {qN : N ∈ N} is relatively compact in
L2(0, T ;L2(Ω)) for every 0 < T <∞.
In the following let s = m˜h be given for m˜ ∈ N and h = 1
N
. Moreover, we define
F˜ (ϕN , qN) :=
1
ε
f(qN)W (ϕN) + g(qN), f˜(t) := F˜ (ϕN(t), qN(t)).
Since g is strongly monotone and f is monotone, it holds that F˜ (ϕN , ·) is strongly
monotone and therefore there exists a constant C > 0 such that
∣∣∣F˜ (ϕk, qk+m˜)− F˜ (ϕk, qk)∣∣∣ ≥ C |qk+m˜ − qk| ≥ C ∣∣qN(t+ s)− qN(t)∣∣
for every t ∈ [kh, (k + 1)h). Multiplying these inequalities with |qN(t + s) − qN(t)|,
integrating from (k− 1)h to kh with respect to t, integrating over the domain Ω and
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summing over k = 1, ..., TN −m for T ∈ N yields
C
TN−m˜∑
k=1
∫
Ω
kh∫
(k−1)h
|qN(t+ s)− qN(t)|2dtdx ≤ C
TN−m˜∑
k=1
∫
Ω
kh∫
(k−1)h
|qk+m˜ − qk|2dtdx
≤
TN−m˜∑
k=1
∫
Ω
kh∫
(k−1)h
(F˜ (ϕk, qk+m˜)− F˜ (ϕk, qk))(qk+m˜ − qk)dtdx
≤
TN−m˜∑
k=1
∫
Ω
kh∫
(k−1)h
(F˜ (ϕk, qk+m˜)− F˜ (ϕk+m˜, qk+m˜))(qk+m˜ − qk)dtdx
+
TN−m˜∑
k=1
∫
Ω
kh∫
(k−1)h
(F˜ (ϕk+m˜, qk+m˜)− F˜ (ϕk, qk))(qk+m˜ − qk)dtdx , (3.84)
where we omitted the modulus since the product is always positive due to the strong
monotonicity of F˜ (ϕ, ·).
We estimate both summands in (3.84) separately. Since f is a bounded function, we
can conclude for the first summand
TN−m˜∑
k=1
∫
Ω
kh∫
(k−1)h
(F˜ (ϕk, qk+m˜)− F˜ (ϕk+m˜, qk+m˜))(qk+m˜ − qk)dtdx
=
T−s∫
0
∫
Ω
(
F˜ (ϕN , qNs+)− F˜ (ϕNs+, qNs+)
) (
qNs+ − qN
)
dxdt
≤ C
T−s∫
0
∫
Ω
∣∣W (ϕN)−W (ϕNs+)∣∣ ∣∣qNs+ − qN ∣∣ dxdt .
≤ C
T−s∫
0
∫
Ω
∣∣(ϕNs+ − ϕN) (|ϕN |2 + |ϕNs+|2 + 1)∣∣ ∣∣qNs+ − qN ∣∣ dxdt
≤ C
T−s∫
0
∣∣∣∣ϕNs+ − ϕN ∣∣∣∣L2(Ω) ∣∣∣∣|ϕN |2 + |ϕNs+|2 + 1∣∣∣∣L3(Ω) ∣∣∣∣qNs+ − qN ∣∣∣∣L6(Ω) dt
≤ C(T )s 14 ,
where we used ϕN ∈ L∞(0,∞;L6(Ω)), qNs+, qN ∈ L2(0, T − s;L6(Ω)) and
sup
0≤t≤T−s
||ϕN(t+ s)− ϕN(t)||L2(Ω) ≤ C(T )s 14 a.e. in (0,∞) (3.85)
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for every 0 < T <∞ and a constant C(T ) > 0 depending on T . The latter inquality
(3.85) is not obvious. Therefore, we prove it in the following:
Let t ∈ [0, T − s) be given. Then there exists k ∈ N such that t ∈ [kh, (k + 1)h)
and therefore t + s ∈ [(k + m˜)h, (k + m˜ + 1)h). Due to ϕN(t) = ϕk+m˜+1 for
t ∈ [(k + m˜)h, (k + m˜+ 1)h), which holds by definition, we can conclude
ϕN(t+ s)− ϕN(t) = ϕk+m˜+1 − ϕk+1 = ϕ˜N((k + m˜+ 2)h)− ϕ˜N((k + 2)h)
= ϕ˜N(t˜+ s)− ϕ˜N(t˜),
where t˜ := (k + 2)h. Since we have already proven that (ϕ˜N)N∈N is bounded in
L∞(0,∞;H1(Ω)) ∩W 12 (0,∞;H−1(Ω)), Lemma 2.24 provides
sup
t∈[0,T−s)
||ϕ˜N(t˜+ s)− ϕ˜N(t˜)||H−1(Ω) ≤ Cs 12
for every 0 < T < ∞ and a constant C(T ) > 0. From Theorem 2.28 it follows
(H1(Ω), H−1(Ω)) 1
2
,2 = L
2(Ω) and due to the estimate from Lemma 2.27 we can
deduce
sup
0≤t≤T−s
||ϕ˜N(t˜+ s)− ϕ˜N(t˜)||L2(Ω) ≤ Cs 14 .
Since 0 < T <∞ can be chosen arbitrary, we have shown inequality (3.85).
To estimate the second term in (3.84), we use equation (3.22). Moreover, we set
l(t) =
⌊
t
h
⌋
and t˜(t) := h
⌊
t
h
⌋
, i.e., it holds t˜(t) = tk for t ∈ [kh, (k + 1)h) and
k = 0, ..., TN − 1− m˜ for N ∈ N. Then we obtain
TN−m˜∑
k=1
∫
Ω
kh∫
(k−1)h
(F˜ (ϕk+m˜, qk+m˜)− F˜ (ϕk, qk))(qk+m˜ − qk)dtdx
=
TN−m˜∑
k=1
∫
Ω
kh∫
(k−1)h
(
m˜∑
j=1
f˜(t˜(t) + jh)− f˜(t˜(t) + (j − 1)h)
)
(qk+m˜ − qk)dtdx
=
T−s∫
0
∫
Ω
(
m˜∑
j=1
f˜(t˜(t) + jh)− f˜(t˜(t) + (j − 1)h)
)
(qk+m˜ − qk)dxdt ,
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where it holds
m˜∑
j=1
f˜(t˜(t) + jh)− f˜(t˜(t) + (j − 1)h)
= h
l+m˜−1∑
j=l
div (m(ϕj, qj)∇qj+1)−∇
(
1
ε
f(qj+1)W (ϕj) + g(qj+1)
)
· vj+1
=
t˜(t)+s∫
t˜(t)
div
(
m(ϕN(τ), qN(τ))∇qN(τ + h)) dτ
−
t˜(t)+s∫
t˜(t)
∇g(qN(τ + h)) · vN(τ + h)dτ
−
t˜(t)+s∫
t˜(t)
div
(
1
ε
f(qN(τ + h))W (ϕN(τ))vN(τ + h)
)
dτ
in H−10 (Ω). We use this identity in (3.84) instead of the second summand and get
T−s∫
0
∫
Ω
(
F˜ (ϕNs+, q
N
s+)− F˜ (ϕN , qN)
) (
qNs+ − qN
)
dxdt
≤
T−s∫
0
∫
Ω
t˜(t)+s∫
t˜(t)
∣∣m(ϕN(τ), qN(τ))∇qN(τ + h)∣∣ dτ |∇qNs+ −∇qN |dxdt
−
T−s∫
0
∫
Ω
t˜(t)+s∫
t˜(t)
∣∣g(qN(τ + h)vN(τ + h)∣∣ dτ |∇qNs+ −∇qN |dxdt
−
T−s∫
0
∫
Ω
t˜(t)+s∫
t˜(t)
∣∣∣∣1εf(qN(τ + h))W (ϕN(τ))vN(τ + h)
∣∣∣∣ dτ |∇qNs+ −∇qN |dxdt .
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Now we estimate these three terms separately. For the first term we obtain
T−s∫
0
∫
Ω
t˜(t)+s∫
t˜(t)
∣∣m(ϕN(τ), qN(τ))∇qN(τ + h)∣∣ dτ ∣∣∇qNs+ −∇qN ∣∣ dxdt
=
T−s∫
0
t˜(t)+s∫
t˜(t)
∫
Ω
∣∣m(ϕN(τ), qN(τ))∇qN(τ + h)∣∣ ∣∣∇qNs+ −∇qN ∣∣ dxdτdt
≤ C
T−s∫
0
t˜(t)+s∫
t˜(t)
||∇qN(τ + h)||L2(Ω)dτ ||∇qN(t+ s)−∇qN(t)||L2(Ω)dt
≤ C
T−s∫
0
s
1
2 ||qN ||L2(0,T ;H1(Ω))||∇qN(t+ s)−∇qN(t)||L2(Ω)dt
≤ Cs 12 ||qN ||L2(0,T ;H1(Ω))||∇qNs+ −∇qN ||L2(0,T ;L2(Ω))
≤ C(T )s 12
for a constant C(T ) > 0, where we used 0 < c0 < m(ϕ, q) < c1 and the boundedness
of (qN)N∈N in L2uloc([0,∞);H1(Ω)). For the third term we use the boundedness of f
and the growth condition for W . Then we can estimate
T−s∫
0
∫
Ω
t˜(t)+s∫
t˜(t)
∣∣∣∣1εf(qN(τ + h))W (ϕN(τ))vN(τ + h)
∣∣∣∣ dτ ∣∣∇qNs+ −∇qN ∣∣ dxdt
=
T−s∫
0
t˜(t)+s∫
t˜(t)
∫
Ω
∣∣∣∣1εf(qN(τ + h))W (ϕN(τ))vN(τ + h)
∣∣∣∣ ∣∣∇qNs+ −∇qN ∣∣ dxdτdt
≤ C
T−s∫
0
t˜(t)+s∫
t˜(t)
||W (ϕN(τ))||L3(Ω)||vN(τ + h)||L6(Ω)dτ ||∇qNs+ −∇qN ||L2(Ω)dt
≤ C
T−s∫
0
t˜(t)+s∫
t˜(t)
||(ϕN(τ)3 + 1)||L3(Ω)||vN(τ + h)||L6(Ω)dτ ||∇qNs+ −∇qN ||L2(Ω)dt
≤ C
T−s∫
0
s
1
4 (||ϕN ||3L12(0,T ;L9(Ω)) + 1)||vN ||L2(0,T ;L6(Ω))||∇qN(t+ s)−∇qN(t)||L2(Ω)dt
≤ Cs 14 (||ϕN ||3L12(0,T ;L9(Ω)) + 1)||vN ||L2(0,T ;L6(Ω))||∇qNs+ −∇qN ||L2(0,T ;L2(Ω))
≤ C(T )s 14 .
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Analogously, we can estimate the second term by
T−s∫
0
∫
Ω
t˜(t)+s∫
t˜(t)
∣∣g(qN(τ + h)vN(τ + h)∣∣ dτ ∣∣∇qNs+ −∇qN ∣∣ dxdt
=
T−s∫
0
t˜(t)+s∫
t˜(t)
∫
Ω
∣∣g(qN(τ + h)vN(τ + h)∣∣ ∣∣∇qNs+ −∇qN ∣∣ dxdτdt
≤
T−s∫
0
t˜(t)+s∫
t˜(t)
||g(qN(τ + h)||L6(Ω)||vN(τ + h)||L3(Ω)dτ ||∇qN(t+ s)−∇qN(t)||L2(Ω)dt
≤
T−s∫
0
s
1
4 ||g(qN)||L2(0,T ;L6(Ω))||vN ||L4(0,T ;L3(Ω))||∇qN(t+ s)−∇qN(t)||L2(Ω)dt
≤ C(T )s 14 .
Using these estimates in (3.84) yields that there exists a constant C(T ) > 0 such
that (3.82) holds. Hence, Lemma 2.35 implies that (3.83) holds for every λ > 0 and
therefore it follows from Theorem 2.34 that {qN : N ∈ N} is relatively compact in
L2(0, T ;L2(Ω)). Moreover, we can conclude that there exists q˜ ∈ L2loc([0,∞);L2(Ω))
such that
qN → q˜ in L2(0, T ;L2(Ω))
for every 0 < T < ∞. Since the weak and the strong limit have to coincide, we
deduce q˜ = q. In particular it holds for a subsequence
qN(t, x)→ q(t, x) a.e. in (0,∞)× Ω.
3.3.4 Convergence to the Initial Value of 1
ε
f(q)W (ϕ) + g(q)
In the next step we want to prove the convergence of
(
1
ε
f(qN)W (ϕN) + g(qN)
)
|t=0
to the initial value 1
ε
f(q0)W (ϕ0) + g(q0) as N → ∞. To this end, we define
gN := f(qN)W (ϕN) + g(qN). Moreover, let g˜N be the piecewise linear interpolant of
f(qN(tk))W (ϕ
N(tk)) + g(q
N(tk)), where tk = kh, k ∈ N0, i.e.,
g˜N(t) :=
(k + 1)h− t
h
(
f(qNh )W (ϕ
N
h ) + g(q
N
h )
)
+
t− kh
h
(
f(qN)W (ϕN) + g(qN)
)
for t ∈ [kh, (k + 1)h). Then it holds
∂tg˜
N = −1
h
(
f(qNh )W (ϕ
N
h ) + g(q
N
h )
)
+
(
1
h
f(qN)W (ϕN) + g(qN)
)
= ∂−t,hg
N .
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In the following we want to show boundedness of
div(m(ϕNh , q
N
h )∇qN)−∇
(
1
ε
f(qN)W (ϕNh ) + g(q
N)
)
· vN = ∂tg˜N (3.86)
in (L4(0, T ;H1(Ω)))′, i.e.,
T∫
0
∫
Ω
∂tg˜
Nφdxdt =−
T∫
0
∫
Ω
m(ϕNh , q
N
h )∇qN · ∇φdxdt
+
T∫
0
∫
Ω
(
1
ε
f(qN)W (ϕNh ) + g(q
N)
)
vN · ∇φdxdt
for all φ ∈ L4(0, T ;H1(Ω)). First of all we can deduce that (div(m(ϕNh , qNh )∇qN))N∈N
is bounded in (L4(0, T ;H1(Ω)))′ since (qN)N∈N is bounded in L2uloc([0,∞);H1(Ω)),
cf. (3.72), and since there exist some constants 0 < c0 < c1 < ∞ such that
c0 < m(ϕ
N
h , q
N
h ) < c2.
Now we use (3.78) to show that the remaining term ∇ (1
ε
f(qN)W (ϕNh ) + g(q
N)
) ·vN
is also bounded in (L4(0, T ;H1(Ω)))′ ∼= L 43 (0, T ;H−1(Ω)), cf. Theorem 2.13. So let
φ ∈ L4(0, T ;H1(Ω)) be given. Then it holds〈
∇
(
1
ε
f(qN)W (ϕNh ) + g(q
N)
)
· vN , φ
〉
(L4(0,T ;H1(Ω)))′,L4(0,T ;H1(Ω))
= −
T∫
0
∫
Ω
((
1
ε
f(qN)W (ϕNh ) + g(q
N)
)
vN
)
· ∇φdxdt .
Using the growth conditions for W and g and the fact that ϕNh is bounded in
L4(0, T ;L∞(Ω)) for every 0 < T < ∞, we can use Ho¨lder’s inequality and the
boundedness of the function f to get
−
T∫
0
∫
Ω
((
1
ε
f(qN)W (ϕNh ) + g(q
N)
)
vN
)
· ∇φdxdt
≤ C
(
||ϕNh ||3L4(0,T ;L∞(Ω)) + 1
)
||vN ||L∞(0,T ;L2(Ω))||φ||L4(0,T ;H1(Ω))
+
(||qN ||L2(0,T ;H1(Ω)) + 1) ||vN ||L4(0,T ;L3(Ω))||φ||L4(0,T ;H1(Ω)).
From all the norms on the right-hand side we know that they are bounded except the
norm of vN in L4(0, T ;L3(Ω)), which we still have to show. But as we already know
that vN is bounded in L∞(0,∞;L2(Ω)) ∩ L2(0,∞;H1(Ω)) and H1(Ω) ↪→ L6(Ω) for
d ≤ 3, we can apply Theorem 2.32 with θ = 1
2
and obtain
vN ∈ L∞(0,∞;L2σ(Ω)) ∩ L2(0,∞;H1(Ω)d) ↪→ L4(0,∞;L3(Ω)d). (3.87)
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Altogether, we have shown that the set
(
∂tg˜
N
)
N∈N is bounded in
(L4(0, T ;H1(Ω)))′ ∼= L 43 (0, T ;H−10 (Ω)). Using the boundedness of f and the growth
conditions for W and g, we can conclude that
(
g˜N
)
N∈N is bounded in L
2(0, T ;L2(Ω))
and therefore in L
4
3 (0, T ;H−1(Ω)). Thus we obtain(
g˜N
)
N∈N ⊆ W 143 (0, T ;H
−1(Ω)) is bounded.
As a consequence there exists a subsequence of
(
g˜N
)
N∈N, which we denote by
(
g˜N
)
N∈N
again, such that
g˜N ⇀ g˜ in W 14
3
(0, T ;H−1(Ω)).
Due to Lemma 2.22 it holds W 14
3
(0, T ;H−1(Ω)) ↪→ C([0, T ];H−1(Ω)) for every
0 < T <∞. Thus Lemma 2.3 yields
g˜N ⇀ g˜ in C([0, T ];H−1(Ω))
for every 0 < T <∞ and therefore Lemma 2.12 shows
g˜N(0) ⇀ g˜(0) in H−1(Ω),
where it holds
g˜N(0) = f(qN(0− h))W (ϕN(0− h)) + g(qN(0− h)) = f(q0)W (ϕ0) + g(q0).
Due to the boundedness of f and the growth condition for W we can conclude that(
g˜N(0)
)
N∈N is bounded in L
2(Ω). We get
g˜N(0)(x)→ f(q0(x))W (ϕ0(x)) + g(q0(x)) a.e. in Ω.
Therefore, Theorem 2.9 yields
g˜N(0)→ f(q0)W (ϕ0) + g(q0) in Ls(Ω)
for all 1 ≤ s < 2. This implies
g˜(0) = f(q0)W (ϕ0) + g(q0) in H
−1(Ω).
With the same calculations as for ϕ˜N we can conclude
g˜N(t)− gN(t) = (−(k + 1)h+ t)∂−t,hgN(t).
Using ∂−t,hg
N(t) = ∂tg˜
N yields
||g˜N(t)− gN(t)||H−1(Ω) ≤ h||∂tg˜N(t)||H−1(Ω) (3.88)
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for every t ∈ (0,∞), where we used that there exists k ∈ N0 such that
t ∈ [kh, (k + 1)h) and therefore |(t− (k + 1)h)| ≤ h = 1
N
≤ 1.
Since ∂tg˜
N is bounded in L
4
3 (0, T ;H−1(Ω)) and h→ 0 for N →∞, this yields
g˜N − gN → 0 in L 43 (0, T ;H−1(Ω)).
As
(
gN
)
N∈N is bounded in L
2(0, T ;H−1(Ω)), there exists gˆ ∈ L 43 (0, T ;H−1(Ω)) such
that
gN ⇀ gˆ in L
4
3 (0, T ;H−1(Ω))
and therefore g˜N ⇀ gˆ in L
4
3 (0, T ;H−1(Ω)). Due to g˜N ⇀ g˜ in W 14
3
(0, T ;H−1(Ω)),
this implies gˆ = g˜ in W 14
3
(0, T ;H−1(Ω)) ↪→ C([0, T ];H−1(Ω)) for every 0 < T < ∞.
Hence, it holds
gˆ(0) = g˜(0) = f(q0)W (ϕ0) + g(q0) in H
−1(Ω).
Since the right-hand side is in L2(Ω), it even holds gˆ(0) = g˜(0) ∈ L2(Ω).
3.3.5 Compactness of vN and Convergence of its Initial Values
Now we want to show that v attains its initial value v0 and that it holds v
N → v in
L2(0, T ;L2(Ω)d) for all 0 < T < ∞ as N → ∞. Thus we can deduce the pointwise
convergence a.e. in (0, T )×Ω. To this end, let ρ˜vN be the piecewise linear interpolant
of (ρNvN)(tk), where tk = kh, k ∈ N0, i.e.,
ρ˜vN(t) =
(k + 1)h− t
h
(ρNvN)(t− h) + t− kh
h
(ρNvN)(t)
for t ∈ [kh, (k + 1)h). As before we can show ∂t(ρ˜vN) = ∂−t,h(ρNvN). Moreover, we
consider the function space
G(Ω) := {f ∈ L2(Ω)d : ∃p ∈ L2(Ω) : f = ∇p}.
Then for every f ∈ L2(Ω)d there exists a unique decomposition
f = f0 +∇p (3.89)
such that 〈f0,∇p〉L2(Ω) = 0, where ∇p ∈ G(Ω), f0 ∈ L2σ(Ω) and
〈g,h〉L2(Ω) :=
∫
Ω
g · hdx for all g,h ∈ L2(Ω)d, cf. [Soh01, Chapter II, Lemma 2.5.1].
Here p ∈ W 12 (Ω) ∩ L2(0)(Ω) is the solution of the weak Neumann problem
(∇p,∇ϕ)L2(Ω) = (f ,∇ϕ)L2(Ω) for all ϕ ∈ C∞(Ω).
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Decomposition (3.89) is called the Helmholtz decomposition of f . [Soh01, Chapter II,
Lemma 2.5.1] leads to the definition of the bounded linear operator
Pσ : L2(Ω)d → L2σ(Ω),
f 7→ Pσf := f0
with f0 as in (3.89). The projection Pσ is called the Helmholtz projection of L2(Ω)d
onto L2σ(Ω). From (3.65) it follows that ∂t(Pσ(ρ˜v
N)) is bounded in L1(0, T ;H−2(Ω)d)
due to the following bounds:
ρNh v
N ⊗ vN is bounded in L2(0, T ;L 32 (Ω)d×d),
vN ⊗ J˜N is bounded in L 43 (0, T ;L 65 (Ω)),
µN∇ϕNh is bounded in L2(0, T ;L
3
2 (Ω)d),
h(qN)
ε
W ′(ϕNh )∇ϕNh is bounded in L
4
3 (0, T ;L
6
5 (Ω)d),
2η(ϕNh )Dv
N is bounded in L2(0, T ;L2(Ω)d×d).
Moreover, it remains to prove the boundedness of 〈RNvN ,ψ〉 for all
ψ ∈ L∞(0, T ;W 16 (Ω)d). But we postpone this estimate and show the bounds above
in detail.
i) As it holds vN ∈ L∞(0, T ;L2σ(Ω))∩L2(0, T ;L6(Ω)d) and ρNh ∈ L∞(QT ), we can
conclude that vNk v
N
l is bounded in L
2(0, T ;L
3
2 (Ω)d) for all k, l = 1, ..., d.
ii) By definition of J˜N we need to study products of the form vNk ρ
′(ϕNh )m˜(ϕ
N
h )∂xlµ
N
for k, l = 1, ..., d, where it holds ρ′(ϕNh ), m˜(ϕ
N
h ) ∈ L∞(QT ). Due to
∇µN ∈ L2(0, T ;L2(Ω)) and since we have the embedding
vN ∈ L∞(0, T ;L2σ(Ω)) ∩ L2(0, T ;H1(Ω)d) ↪→ L4(0, T ;L3(Ω)d), cf. (3.87), this
implies the statement.
iii) From µN ∈ L2(0, T ;L6(Ω)) and ∇ϕNh ∈ L∞(0, T ;L2(Ω)d) we can conclude
µN∇ϕNh ∈ L2(0, T ;L
3
2 (Ω)d).
iv) Due to the growth conditions for W ′ and h we get the estimate∣∣∣∣h(qN)ε W ′(ϕNh )∇ϕNh
∣∣∣∣ ≤ Cε (|qN |+ 1) (|ϕNh |2 + 1) ∣∣∇ϕNh ∣∣ in (0, T )× Ω.
First of all we have qN ∈ L2(0, T ;L6(Ω)). Moreover, we use Theorem 2.32 with
θ = 1
2
to obtain
ϕN ∈ L4(0, T ;L∞(Ω)) ∩ L∞(0, T ;L6(Ω)) ↪→ L8(0, T ;L12(Ω)),
where ϕN ∈ L4(0, T ;L∞(Ω)) has been shown in (3.78). Finally, we use
∇ϕNh ∈ L∞(0, T ;L2(Ω)d). Hence, the latter embedding yields the bounded-
ness.
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v) As it holds vN ∈ L2(0, T ;H1(Ω)d) and η is a bounded function, this bound is
obvious.
Altogether we have shown that all these terms are bounded in L
4
3 (0, T ;L
6
5 (Ω)). In
particular this implies that they are bounded in L1(0, T ;L
6
5 (Ω)) and therefore we
can allow for these terms in (3.65) for test functions ψ ∈ L1(0, T ;W 16 (Ω)d). Finally,
we need to study the terms 〈RNvN
2
,ψ〉 and δ〈∆vN ,∆ψ〉L2(QT ). To this end, we need
to show ∂−t,hϕ
N ⇀ ∂tϕ in L
2(0, T ;L2(Ω)).
Remark 3.11. Note that up to this point of the proof we did not use the
boundedness of (∂−t,hϕ
N)N∈N and (∆vN)N∈N in L2(0,∞;L2(Ω)), cf. (3.72) viii) and
(3.72) ii). Remember that the solution also depends on δ and in the final step of
the proof we will pass to the limit δ → 0. Hence, we will not be able to con-
clude that (∂tϕ
δ)δ>0 and (∆v
δ)δ>0 are bounded in L
2(0,∞;L2(Ω)). But the fol-
lowing estimate together with the convergence of 〈RNvN
2
,ψ〉 to 〈Rv
2
,ψ〉 are the only
points of the proof where we need the boundedness of (∂−t,hϕ
N)N∈N and (∆vN)N∈N
in L2(0,∞;L2(Ω)). To prove the convergence of 〈Rδvδ
2
,ψ〉 as δ → 0, we will not
need boundedness of (∂tϕ
δ)δ>0 and (∆v
δ)δ>0 in L
2(0,∞;L2(Ω)) since we will use the
identity Rδ = −∇∂ρ(ϕδ)
∂ϕδ
·(m˜(ϕδ)∇µδ). All the other estimates and convergence results
can be derived analogously for the solutions (vδ, ϕδ, µδ, qδ).
From (3.72) viii) it follows that there exists a subsequence of (ϕN)N∈N such that
∂−t,hϕ
N ⇀ Φ in L2((0, T );L2(Ω)). Now we want to show Φ = ∂tϕ. To this end, let
ψ ∈ C∞0 ((0, T )×Ω) be given. Since Φ is the weak limit of ∂−t,hϕN in L2((0, T );L2(Ω))
it holds on the one hand
lim
N→∞
〈∂−t,hϕN , ψ〉 = 〈Φ, ψ〉.
But on the other hand it also holds
lim
N→∞
〈∂−t,hϕN , ψ〉 = lim
N→∞
T∫
0
∫
Ω
∂−t,hϕ
Nψdxdt = lim
N→∞
−
T∫
0
∫
Ω
ϕN∂+t,hψdxdt
= −
T∫
0
∫
Ω
ϕ∂tψdxdt = 〈∂tϕ, ψ〉
for all ψ ∈ C∞0 ((0, T )×Ω). Hence, it follows Φ = ∂tϕ and therefore we can conclude
∂−t,hϕ
N ⇀ ∂tϕ in L
2((0, T )× Ω). (3.90)
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Now we can use this to estimate the term 〈RNvN
2
,ψ〉. It holds〈
RNvN
2
,ψ
〉
=
1
2
T∫
0
∫
Ω
ρN − ρNh
h
vN ·ψdxdt − 1
2
T∫
0
∫
Ω
(ρNh v
N + J˜N) · ∇(vN ·ψ)dxdt
=
1
2
T∫
0
∫
Ω
ρN − ρNh
h
vN ·ψdxdt − 1
2
T∫
0
∫
Ω
(
ρNh v
N
) · ∇ (vN ·ψ) dxdt
+
1
2
T∫
0
∫
Ω
(
ρ′(ϕNh )m˜(ϕ
N
h )∇µN
) · ∇ (vN ·ψ) dxdt (3.91)
for ψ ∈ L∞(0, T ;W 16 (Ω)d). The most interesting terms are the second and the third
one. For vN(t) ∈ H1(Ω)d and ψ(t) ∈ W 16 (Ω)d for a.e. t ∈ (0, T ), the theorem about
the multiplication of Sobolev functions, cf. Theorem 2.17, yields (vN ·ψ)(t) ∈ W 12 (Ω)
for a.e. t ∈ (0, T ) together with the estimate
||(vN ·ψ)(t)||W 12 (Ω) ≤ ||vN(t)||H1(Ω)||ψ(t)||W 16 (Ω).
As it holds vN ∈ L2(0, T ;H1(Ω)d) and ψ ∈ L∞(0, T ;W 16 (Ω)d), the estimate above im-
plies
(
vN ·ψ) ∈ L2(0, T ;W 1r (Ω)) for 1 ≤ r ≤ 2. In particular we obtain(
vN ·ψ) ∈ L2(0, T ;H1(Ω)) and therefore ∇ (vN ·ψ) ∈ L2(0, T ;L2(Ω)). Now we
use this to show that all integrals in (3.91) are bounded.
i) The first integral is bounded due to the boundedness of
ρN−ρNh
h
in L2(QT ) and
the boundedness of vN ∈ L2(0, T ;L6(Ω)d) and ψ ∈ L∞(0, T ;W 16 (Ω)d). We
have already proven the last two statements. For the boundedness of
ρN−ρNh
h
in
L2(QT ) we show
ρN − ρNh
h
⇀ ρ′(ϕ)∂tϕ in L2(QT ), (3.92)
which implies the boundedness in L2(QT ), cf. [Wer08, Corollary IV.2.3]. To
this end, we set
M(a, b) :=
{
ρ′(a), if a = b,
ρ(a)−ρ(b)
a−b , if a 6= b.
Since ρ is differentiable, we can conclude lim
b→a
M(a, b) = M(a, a) = ρ′(a). More-
over, it holds ρ(a) − ρ(b) = M(a, b)(a − b) for all a, b ∈ R. Due to the
boundedness of M(ϕN , ϕNh ) in L
∞(QT ) and ϕN(t, x) → ϕ(t, x) a.e. in QT
we obtain M(ϕN , ϕNh )u → ρ′(ϕ)u in L2(QT ) for every u ∈ L2(QT ). Together
with
ϕN−ϕNh
h
= ∂−t,hϕ
N ⇀ ∂tϕ in L
2(QT ) we can deduce∫
QT
ρN − ρNh
h
ud(x , t) =
∫
QT
M(ϕN , ϕNh )
ϕN − ϕNh
h
ud(x , t)→
∫
QT
ρ′(ϕ)∂tϕud(x , t)
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for every u ∈ L2(QT ) as N →∞, which shows the statement.
ii) The boundedness of the second integral follows from ρNh ∈ L∞(QT ) together
with vN ∈ L2(0, T ;L6(Ω)) and ∇ (vN ·ψ) ∈ L2(QT ).
iii) For the last integral we know ρ′(ϕNh ), m˜(ϕ
N
h ) ∈ L∞(QT ). Moreover, ∇µN is
bounded in L2(QT ) and ∇
(
vN ·ψ) ∈ L2(QT ). Hence, the product is in L1(QT )
and therefore the functional is bounded in L1(0, T ;W 16 (Ω)
′).
For the remaining term δ
∫
QT
∆vN ·∆ψd(x , t) we need to choose ψ ∈ L2(0, T ;V (Ω)),
where we set
V (Ω) := H2(Ω)d ∩H10 (Ω)d ∩ L2σ(Ω).
Thus we can allow for all terms in (3.65) for test functions ψ ∈ L∞(0, T ;H2(Ω)d).
As we know v˜N ∈ L2(0, T ;H1(Ω)d) and Pσ ∈ L(H1(Ω)), we can finally conclude
Pσ(ρ˜vN) is bounded in L2(0, T ;H1(Ω)d) ∩W 11 (0, T ;V (Ω)′). (3.93)
Note that when we pass to the limit δ → 0, we use that the energy estimate
yields the boundedness of the term δ
∫
QT
|∆vδ|2d(x , t). Hence, we can conclude that
δ
1
2 ∆vδ is bounded in L2(0, T ;L2(Ω)) and therefore δ∆2vδ = δ
1
2 ∆δ
1
2 ∆vδ → 0 in
L2(0, T ;H−2(Ω)) as δ → 0. Thus we can also show (3.93) when we study the case
δ → 0.
Using Aubin-Lions, cf. Theorem 2.33, with X0 = H
1(Ω)d ∩ L2σ(Ω), X = L2σ(Ω) and
X1 = V (Ω)
′, p = 2 and q = 1, we get
L2(0, T ;H1(Ω)d ∩ L2σ(Ω)) ∩W 11 (0, T ;V (Ω)′) ↪→↪→ L2(0, T ;L2σ(Ω)) is compact.
In particular there exists ω ∈ L2(0, T ;L2σ(Ω)) and a subsequence such that
Pσ(ρ˜vN)→ ω in L2(0, T ;L2σ(Ω)) (3.94)
for all 0 < T < ∞. As we know that (ρ˜vN)N∈N ⊆ L∞(0,∞;L2(Ω)d) is bounded,
we can even deduce ω ∈ L∞(0,∞;L2(Ω)d). This can be proven analogously as for
ϕ˜ before. Furthermore, we can deduce ρ˜vN ⇀ ρv in L2(0, T ;L2(Ω)d), what we will
prove in the following. To this end, we remember
ρ˜vN(t) := (ρNvN)(t) + (−(k + 1)h+ t)(ρ
NvN)(t)− (ρNvN)(t− h)
h
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for all t ∈ [kh, (k + 1)h). So let ψ ∈ C∞0 (0, T ;V (Ω)) be given. Then it holds
T∫
0
∫
Ω
ρ˜vN ·ψdxdt =
T∫
0
∫
Ω
ρNvN ·ψdxdt
+
T∫
0
∫
Ω
(−(k(t) + 1)h+ t)(ρ
NvN)(t)− (ρNvN)(t− h)
h
·ψ(t)dxdt
=
T∫
0
∫
Ω
ρNvN ·ψdxdt +
T∫
0
∫
Ω
(−(k(t) + 1)h+ t)
h
ρNvN ·ψdxdt
−
T∫
0
∫
Ω
−(k(t) + 1)h+ t
h
(ρNvN)(t− h) ·ψ(t)dxdt
=
T∫
0
∫
Ω
ρNvN ·ψdxdt +
T∫
0
∫
Ω
(−(k(t) + 1)h+ t)
h
ρNvN ·ψdxdt
−
T−h∫
−h
∫
Ω
−(k(t) + 1)h+ t
h
ρNvN(t) ·ψ(t+ h)dxdt
for k(t) =
⌊
t
h
⌋
. For the last integral it is not obvious that the prefactor −(k(t)+1)h+t
h
stays the same although we substitute t by t+ h. But when we substitute t by t+ h
we also have to substitute −(k(t)+1)h by −(k(t)+2)h. Note that therefore we allow
k(t) ∈ N0 ∪ {−1} since we integrate from −h to T − h now. Splitting the last two
integrals and combining the appropriate terms yields
T∫
0
∫
Ω
ρ˜vN ·ψdxdt =
T−h∫
0
∫
Ω
(−(k(t) + 1)h+ t)ρN(t)vN(t) · ψ(t)−ψ(t+ h)
h
dxdt
+
T∫
T−h
∫
Ω
(−(k(t) + 1)h+ t)
h
ρNvN ·ψdxdt
−
0∫
−h
∫
Ω
−(k(t) + 1)h+ t
h
ρN(t)vN(t) ·ψ(t+ h)dxdt +
T∫
0
∫
Ω
ρNvN ·ψdxdt .
Since ψ ∈ C∞0 (0, T ;V (Ω)) has compact support, the second and third integral vanish
as N →∞, respectively h→ 0. Moreover, the first integral also vanishes as it holds
i) | − (k(t) + 1)h+ t| ≤ h→ 0 as N →∞.
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ii) (ρNvN)N∈N is bounded in L2(0, T ;L2(Ω)d).
iii) ψ(t)−ψ(t+h)
h
→ ∂tψ(t) since it holds ψ ∈ C∞0 (0, T ;V (Ω)).
As we already know vN ⇀ v in L2(0, T ;H1(Ω)d) and ρ(ϕN(t, x)) → ρ(ϕ(t, x)) a.e.
in (0, T )× Ω due to ϕN → ϕ in L2(0, T ;H1(Ω)), cf. (3.81), we can conclude
T∫
0
∫
Ω
ρ˜vN ·ψdxdt →
T∫
0
∫
Ω
ρv ·ψdxdt
for N →∞. Since C∞0 ((0, T )× Ω)d is dense in L2(0, T ;L2(Ω)d) we get
ρ˜vN ⇀ ρv in L2(0, T ;L2(Ω)d).
Since Pσ : L2(0, T ;L2(Ω)d)→ L2(0, T ;L2σ(Ω)) is linear and bounded, it is also weakly
continuous, cf. Lemma 2.3, i.e.,
Pσ(ρ˜vN) ⇀ Pσ(ρv) = ω. (3.95)
Due to Pσ(ρ˜vN)→ ω in L2(0, T ;L2(Ω)d), cf. (3.94), this implies
Pσ(ρ˜vN)→ Pσ(ρv) in L2(0, T ;L2(Ω)d).
Now we can use this to prove the strong convergence vN → v in L2(0, T ;L2(Ω)d).
To this end, we calculate
T∫
0
∫
Ω
ρN |vN |2dxdt =
T∫
0
∫
Ω
Pσ(ρNvN) · vNdxdt →
T∫
0
∫
Ω
Pσ(ρv) · v =
T∫
0
∫
Ω
ρ|v|2dxdt ,
(3.96)
where we used Pσ(ρNvN)→ Pσ(ρv) in L2(0, T ;L2(Ω)d), vN ⇀ v in L2(0, T ;L2(Ω)d)
and the fact that vN and v are divergence-free, more precisely the part of the
Helmholtz decomposition that can be written as ∇p˜ for p˜ ∈ L2loc(Ω) vanishes when
testing with vN or v. In the following we prove the strong convergence of Pσ(ρNvN)
to Pσ(ρv) in L2(0, T ;L2(Ω)d). To this end, we use
||Pσ(ρ˜vN)− Pσ(ρNvN)||L1(0,T ;V (Ω)′) ≤ h||∂tPσ(ρ˜vN)||L1(0,T ;V (Ω)′) → 0,
asN →∞, cf. (3.74). Since Pσ(ρ˜vN) and Pσ(ρNvN) are bounded in L∞(0, T ;L2(Ω)d)
we can conclude
||Pσ(ρ˜vN)− Pσ(ρNvN)||L2(0,T ;(H10 (Ω)d∩L2σ(Ω))′)
≤ C||Pσ(ρ˜vN)− Pσ(ρNvN)||
1
2
L∞(0,T ;L2(Ω))||Pσ(ρ˜vN)− Pσ(ρNvN)||
1
2
L1(0,T ;V (Ω)′),
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where we used the interpolation (L2σ(Ω), V (Ω)) 1
2
,2 = H
1
0 (Ω)
d ∩ L2σ(Ω), cf. [Abe07,
Lemma 5.2.7], which implies by duality (L2σ(Ω), V (Ω)
′) 1
2
,2 = (H
1
0 (Ω)
d ∩ L2σ(Ω))′, cf.
[Abe16, Theorem 2.43]. Here we note that the first term on the right-hand side is
bounded while the second term converges to 0 as N →∞. Hence, we obtain
Pσ(ρ˜vN)− Pσ(ρNvN)→ 0 in L2(0, T ; (H10 (Ω)d ∩ L2σ(Ω))′)
as N → ∞. Furthermore, we use that for every u ∈ H10 (Ω)d ∩ L2σ(Ω) we have the
estimate ||u||2L2(Ω) = (u, u)L2(Ω) ≤ ||u||(H10 (Ω)d∩L2σ(Ω))′||u||H1(Ω). With this estimate we
get
||Pσ(ρ˜vN)(t)− Pσ(ρNvN)(t)||L2(Ω)
≤ C||Pσ(ρ˜vN)(t)− Pσ(ρNvN)(t)||
1
2
H1(Ω)||Pσ(ρ˜vN)(t)− Pσ(ρNvN)(t)||
1
2
(H10 (Ω)
d∩L2σ(Ω))′
for a.e. t ∈ (0, T ). Together with the boundedness of Pσ(ρ˜vN), Pσ(ρNvN) in
L2(0, T ;H1σ(Ω)), cf. (3.93), we can conclude
Pσ(ρ˜vN)− Pσ(ρNvN)→ 0 in L2(0, T ;L2(Ω)d)
as N → ∞. Since we already know Pσ(ρ˜vN) → Pσ(ρv) in L2(0, T ;L2(Ω)d) this
implies
Pσ(ρNvN)→ Pσ(ρv) in L2(0, T ;L2(Ω)d),
what we wanted to show. From equation (3.96) it follows (ρN)
1
2 vN → (ρ) 12 v in
L2(0, T ;L2(Ω)d). Moreover, we know ρN(t, x) → ρ(t, x) a.e. in (0, T ) × Ω due to
ϕN → ϕ in L2(0, T ;H1(Ω)). Altogether this implies the strong convergence of vN to
v in L2(0, T ;L2(Ω)d) as it holds
vN = (ρN)−
1
2 ((ρN)
1
2 vN)→ v in L2(0, T ;L2(Ω)d). (3.97)
This implies vN(t, x) → v(t, x) a.e. in (0, T ) × Ω for a suitable subsequence. Note
that in [Lio96, Section 2.1] and [ADG13] similar arguments were used to prove the
strong convergence for the velocity vN .
Due to vN ∈ L2(0, T ;H1(Ω)d) ↪→ L2(0, T ;L6(Ω)d) for d = 2, 3 we can also show
vN → v in L2(0, T ;L6−ε(Ω)d) for every 0 < ε ≤ 5.
Moreover, we can conclude
vN → v in Lq(0, T ;L2(Ω)d) for every 1 ≤ q <∞
since we can estimate
T∫
0
||vN − v||qL2(Ω)dt ≤
T∫
0
||vN − v||q−2L2(Ω)||vN − v||2L2(Ω)dt
≤ ||vN − v||q−2L∞(0,T ;L2(Ω))||vN − v||L2(0,T ;L2(Ω)).
3.3 Existence of Weak Solutions for δ > 0 93
From Theorem 2.28 it follows
(H2(Rd), L2(Rd)) 1
4
,1 = B
3
2
21(Rd)
for all d ∈ N. In the case d = 2, 3, Theorem 2.20 yields B
3
2
21(Rd) ↪→ B0∞1(Rd). Due
to (2.3) it holds B0∞1(Rd) ↪→ L∞(Rd) and therefore Lemma 2.27 implies
||f ||L∞(Rd) ≤ C||f ||
3
4
H2(Rd)||f ||
1
4
L2(Rd)
for all f ∈ H2(Rd) and d = 2, 3. Since there exists an extension operator
E : Hk(Ω) → Hk(Rd) for all k ∈ N0, cf. [Ste70, Chapter VI, Section 3.2], we
can conclude
||vN(t)− v(t)||L∞(Ω) ≤ C||vN(t)− v(t)||
3
4
H2(Ω)||vN(t)− v(t)||
1
4
L2(Ω)
for a.e. t ∈ (0, T ). Hence, it holds
vN → v in Lq(0, T ;L∞(Ω)d) for every 1 ≤ q < 8
3
, (3.98)
where we used vN → v in Lp(0, T ;L2(Ω)d) for every 1 ≤ p <∞ and the boundedness
of vN and v in L2(0, T ;H2(Ω)d). Note that when we pass to the limit δ → 0, we can
not conclude vδ → v in Lq(0, T ;L∞(Ω)d) for all 1 ≤ q < 8
3
since in this case we can
not deduce vδ,v ∈ L2(0, T ;H2(Ω)d).
In the following we show that v satisfies the initial condition v|t=0 = v0. This is
proven with the same arguments as in [ADG13]. Nevertheless, we also write this
proof in detail for the sake of completeness since we refer to it in the last section
when we study the limit δ → 0. We remember the following bounds:
Pσ(ρ˜vN) is bounded in W 11 (0, T ;H−2(Ω)) ↪→ C([0, T ];H−2(Ω)),
Pσ(ρ˜vN) is bounded in L∞(0, T ;L2(Ω)d),
where the first embedding follows from Lemma 2.22. Due to these bounds we were
already able to conclude Pσ(ρ˜vN)→ ω in L2(0, T ;L2(Ω)d), cf. (3.94). Moreover, we
get
ω ∈ BCw([0, T ];L2(Ω)d) (3.99)
due to Lemma 2.23. Before we proceed with the proof we have a look at the auxiliary
problem
−div
(
1
ρ(t)
∇p(t)
)
= div
(
1
ρ(t)
ω(t)
)
in Ω, (3.100)
∇p(t) · n = 0 on ∂Ω,
94 3 Existence of Weak Solutions for the Surfactant Model
with p ∈ L2(0, T ;H1(0)(Ω)) and t ∈ (0, T ). Its weak formulation is given by
−
∫
Ω
1
ρ(t)
∇p(t) · ∇φdx =
∫
Ω
1
ρ(t)
ω(t) · ∇φdx (3.101)
for all φ ∈ H1(Ω) and a.e. t ∈ [0, T ]. The Lax-Milgram theorem, cf. Theorem 2.1,
yields the existence of a unique solution together with the estimate
||∇p(t)||L2(Ω) ≤ C||ω(t)||L2(Ω).
Note that the constant C does not depend on t and that we used that there exist
constants c1, c2 > 0 such that c1 ≤ ρ ≤ c2. From this estimate we can conclude
∇p ∈ BCw([0, T ];L2(Ω)d) by the following arguments:
Let (tn)n∈N ⊆ [0, T ] be a sequence such that tn → t0 for given t0 ∈ [0, T ]. Since ω
is in BCw([0, T ];L
2(Ω)d) we know that ω(tn) is bounded in L
2(Ω) and due to the
estimate above this is also true for ∇p(tn). Thus there exists a subsequence (tnk)k∈N
such that ∇p(tnk) ⇀ q˜ in L2(Ω)d for some q˜ ∈ L2(Ω), more precisely
−
∫
Ω
∇p(tnk) · ∇φdx → −
∫
Ω
q˜ · ∇φdx
as k →∞. But as we know that {∇q : q ∈ H1(0)(Ω)} is a closed subspace in L2(Ω)d
we can conclude that there exists q ∈ H1(0)(Ω) such that q˜ = ∇q. Moreover, it holds
−
∫
Ω
∇p(tnk) · ∇φdx =
∫
Ω
ω(tnk) · ∇φdx →
∫
Ω
ω(t0) · ∇φdx = −
∫
Ω
∇p(t0) · ∇φdx ,
where we used that ω is in BCw([0, T ];L
2(Ω)d). From the fact that the problem
(3.101) has a unique solution it follows ∇q = ∇p(t0). Since (∇p(tnk))k∈N is bounded
in L2(Ω)d and these arguments are true for any weakly convergent subsequence, we
can even conclude ∇p(tn) ⇀ ∇p(t0), cf. [Ru˚zˇ04, Chapter III, Lemma 0.3]. This
implies
∇p ∈ BCw([0, T ];L2(Ω)d). (3.102)
In (3.95) we already showed ω = Pσ(ρv) in L2(0, T ;L2(Ω)d) for every 0 < T < ∞.
This implies
ω(t) = Pσ(ρ(t)v(t)) a.e. in (0, T ).
Therefore, the Helmholtz decomposition (3.89) yields
ω(t) = ρ(t)v(t)−∇p˜(t) a.e. in (0, T ), (3.103)
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where p˜(t) is a weak solution of the auxiliary problem
div(∇p˜(t)) = div(ρ(t)v(t)) in Ω,
∇p˜(t) · n = 0 on ∂Ω.
When we divide (3.103) by ρ(t), we obtain
v(t) =
1
ρ(t)
ω(t) +
1
ρ(t)
∇p˜(t) a.e. in (0, T ).
Multiplying this with ∇ψ for ψ ∈ H1(Ω) and integrating over the domain Ω yields∫
Ω
1
ρ(t)
ω(t) · ∇ψdx = −
∫
Ω
1
ρ(t)
∇p˜(t) · ∇ψdx for all ψ ∈ H1(Ω)
for a.e. t ∈ (0, T ) since v is a divergence-free vector field. But this is the weak
formulation (3.101) of the auxiliary problem (3.100). Thus we get ∇p˜(t) = ∇p(t) for
a.e. t ∈ (0, T ) as the solution of this problem is unique.
Redefining ∇p˜ on an appropriate measure zero set yields ∇p˜ ∈ BCw([0, T ];L2(Ω)d)
since this property is true for ∇p, cf. (3.102).
Using the Helmholtz decomposition of v, cf. (3.103), and redefining v on a measure
zero set with the redefined ∇p˜ yields v ∈ BCw([0, T ];L2(Ω)d) since ∇p˜ and ω have
this property, cf. (3.99), and since we know ρ ∈ C([0, T ];L2(Ω)) together with the
lower bound ρ ≥ c > 0.
Now we can use this to show that v attains the initial value v0. As it holds that
Pσ(ρ˜vN) is bounded in W 11 (0, T );V (Ω)′) ↪→ C([0, T ];V (Ω)′), cf. (3.93), and as the
map trt=0 : C([0, T ];V (Ω)
′)→ V (Ω)′ given by f 7→ f(0) is linear and continuous and
therefore weakly continuous, we can conclude∫
Ω
Pσ(ρ˜vN)(0) ·ψdx →
∫
Ω
Pσ(ρ0v(0)) ·ψdx =
∫
Ω
ρ0v(0) ·ψdx
for every ψ ∈ C∞0,σ(Ω) . But by the definition of ρ˜vN we get
Pσ(ρ˜vN)|t=0 = Pσ(ρ(ϕN(−h))vN(−h)) = Pσ(ρ0v0).
Using this in the convergence above yields∫
Ω
ρ0v0 ·ψdx =
∫
Ω
ρ0v(0) ·ψdx (3.104)
for all ψ ∈ C∞0,σ(Ω). Now we set ψ := v0 − v(0). Then it holds ψ ∈ L2σ(Ω). Hence,
we can approximate ψ by a sequence (ψk)k∈N ⊆ C∞0,σ(Ω) since C∞0,σ(Ω) is dense in
L2σ(Ω). Therefore, we can conclude that (3.104) also holds for ψ = v0 − v(0). But
this implies ∫
Ω
ρ0|v0 − v(0)|2dx = 0.
Since it holds ρ0 ≥ c > 0, it follows v(0) = v0 in L2(Ω)d.
96 3 Existence of Weak Solutions for the Surfactant Model
3.3.6 Convergence of the Interpolant Functions to a Weak Solution in
the Case δ > 0
It remains to show that (v, ϕ, µ, q) is a weak solution for the equations (3.54) - (3.58)
in the sense of Definition 3.8. To this end, we pass to the limit N → ∞ in the
equations (3.65) - (3.68).
We start with (3.65). The first term can be rewritten as
T∫
0
∫
Ω
∂−t,h(ρ
NvN) ·ψdxdt = 1
h
T∫
0
∫
Ω
(ρNvN)(t) ·ψdxdt − 1
h
T∫
0
∫
Ω
(ρNvN)(t− h) ·ψdxdt
=
1
h
T∫
0
∫
Ω
(ρNvN)(t) ·ψdxdt − 1
h
T∫
−h
∫
Ω
(ρNvN)(t) ·ψ(t+ h)dxdt
= −
T∫
0
∫
Ω
(ρNvN) · ∂+t,hψdxdt −
1
h
0∫
−h
∫
Ω
(ρNvN)(t) ·ψ(t+ h)dxdt
for all ψ ∈ C∞0 (0, T ;H2(Ω)d ∩H10 (Ω)d ∩ L2σ(Ω)). Since vN → v in L2(0, T ;L2(Ω)d),
cf. (3.97), and ρN(t, x)→ ρ(t, x) a.e. in QT we get
−
T∫
0
∫
Ω
(ρNvN) · ∂+t,hψdxdt → −
T∫
0
∫
Ω
ρv · ∂tψdxdt
for all ψ ∈ C∞0 (0, T ;H2(Ω)d ∩ H10 (Ω)d ∩ L2σ(Ω)). As we know that ψ has compact
support in (0, T ), we can conclude
−1
h
0∫
−h
∫
Ω
(ρNvN)(t) ·ψ(t+ h)dxdt → 0
for all ψ ∈ C∞0 (0, T ;H2(Ω)d ∩ H10 (Ω)d ∩ L2σ(Ω)). Altogether we get for all
ψ ∈ C∞0 (0, T ;H2(Ω)d ∩H10 (Ω)d ∩ L2σ(Ω))
T∫
0
∫
Ω
∂−t,h(ρ
NvN) ·ψdxdt → −
T∫
0
∫
Ω
ρv · ∂tψdxdt .
Now we pass to the limit N → ∞ in the second term of (3.65). Here we use
ρN(t, x)→ ρ(t, x) a.e. in QT and vNh → v in L2(0, T ;L2(Ω)d). Then we obtain
T∫
0
∫
Ω
(ρNh v
N ⊗ vN) : ∇ψdxdt →
T∫
0
∫
Ω
(ρv⊗ v) : ∇ψdxdt
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for all ψ ∈ C∞0 (0, T ;H2(Ω)d∩H10 (Ω)d∩L2σ(Ω)). So now let us proceed with the other
terms of (3.65). First of all we have
T∫
0
∫
Ω
µN∇ϕNh ·ψdxdt →
T∫
0
∫
Ω
µ∇ϕ ·ψdxdt
for all ψ ∈ C∞0 (0, T ;H2(Ω)d ∩ H10 (Ω)d ∩ L2σ(Ω)), where we used µN ⇀ µ in
L2(0, T ;H1(Ω)) and
ϕNh → ϕ in Lp(0, T ;H1(Ω)) for all 1 ≤ p <∞,
ϕN → ϕ in Lp(0, T ;H1(Ω)) for all 1 ≤ p <∞.
We prove these convergences in detail. It holds
||∇ϕNh −∇ϕ||L2(QT ) ≤ ||∇ϕNh −∇ϕh||L2(QT ) + ||∇ϕh −∇ϕ||L2(QT ),
where the first term converges to 0 as N → ∞ since it holds ϕN → ϕ in
L2(0, T ;H1(Ω)). Furthermore, the second term also converges to 0 as N → ∞
due to
T∫
0
||f(t+ h)− f(t)||pXdt → 0 as h→ 0 for every f ∈ Lp(0, T + ε;X)
and for every ε > 0 and Banach space X. This yields ϕNh → ϕ in L2(0, T ;H1(Ω)).
From Lemma 2.31 it follows
||∇ϕN −∇ϕ||Lp(0,T ;L2(Ω)) ≤ ||∇ϕN −∇ϕ||1−θL∞(0,T ;L2(Ω))||∇ϕN −∇ϕ||θL2(0,T ;L2(Ω))
for every θ ∈ (0, 1) and 1
p
= θ
2
. Since ∇ϕN , ∇ϕ are bounded in L∞(0, T ;L2(Ω)d)
and ∇ϕN → ∇ϕ in L2(0, T ;L2(Ω)d), we obtain ϕN → ϕ in Lp(0, T ;H1(Ω)) for every
1 ≤ p <∞. Analogously it follows ϕNh → ϕ in Lp(0, T ;H1(Ω)) for every 1 ≤ p <∞.
Now we pass to the limit N → ∞ in the next term in (3.65). Due to the growth
conditions for W ′ and ϕNh ∈ L∞(0,∞;L6(Ω)) we get that W ′(ϕNh ) is bounded in
L∞(0,∞;L3(Ω)). Furthermore, the growth condition for h and the boundedness of
qN in L2uloc([0,∞);L6(Ω)) yield that h(qN) is bounded in L2uloc([0,∞);L6(Ω)). Finally,
we know that
∇ϕNh is bounded in L∞(0,∞;L2(Ω)d) ∩ L2uloc([0,∞);H1(Ω)d) ↪→ L4(0, T ;L3(Ω)d).
Altogether this yields that
h(qN)W ′(ϕNh )∇ϕNh is bounded in L
4
3 (0, T ;L
6
5 (Ω)d).
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Moreover, we know ϕNh (t, x) → ϕ(t, x) and ∇ϕNh (t, x) → ∇ϕ(t, x) a.e. in (0, T )× Ω
as N → ∞ for a suitable subsequence since it holds ϕNh → ϕ in L2(0, T ;H1(Ω)).
Hence, we can deduce
h(qN)
1
ε
W ′(ϕNh )∇ϕNh → h(q)
1
ε
W ′(ϕ)∇ϕ a.e. in (0, T )× Ω
as N → ∞ since the strong convergence of qN to q in L2(QT ) implies
qN(t, x) → q(t, x) a.e. in (0, T ) × Ω for a suitable subsequence. But as this term
is bounded in L
6
5 (QT ) and converges a.e. as N → ∞, we can use Lemma 2.9 and
obtain
h(qN)
1
ε
W ′(ϕNh )∇ϕNh → h(q)
1
ε
W ′(ϕ)∇ϕ in Lp((0, T )× Ω)d, 1 ≤ p < 6
5
,
for 0 < T <∞. In particular, this convergence holds in L1((0, T )× Ω)). Altogether
this yields
T∫
0
∫
Ω
h(qN)
ε
W ′(ϕNh )∇ϕNh ·ψdxdt →
T∫
0
∫
Ω
h(q)
ε
W ′(ϕ)∇ϕ ·ψdxdt
for all ψ ∈ C∞0 (0, T ;H2(Ω)d ∩H10 (Ω)d ∩ L2σ(Ω)). Next we need to study
〈
RNvN
2
,ψ
〉
=
1
2
T∫
0
∫
Ω
ρN − ρNh
h
vN ·ψdxdt − 1
2
T∫
0
∫
Ω
(
ρNh v
N + J˜
)
· ∇(vN ·ψ)dxdt
=
1
2
T∫
0
∫
Ω
ρN − ρNh
h
vN ·ψdxdt − 1
2
T∫
0
∫
Ω
(ρNh v
N) · ∇(vN ·ψ)dxdt
+
1
2
T∫
0
∫
Ω
(ρ′(ϕNh )m˜(ϕ
N
h )∇µN) · ∇(vN ·ψ)dxdt .
The second term converges to
T∫
0
∫
Ω
(ρv) · ∇(v · ψ)dxdt as we know ρNh vN → ρv in
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L2(QT ) and ∇vN ⇀ ∇v in L2(QT ). For the third term we get
T∫
0
∫
Ω
(ρ′(ϕNh )m˜(ϕ
N
h )∇µN) · ∇(vN ·ψ)dxdt =
〈−div(m˜(ϕNh )∇µN), ρ′(ϕNh )(vN ·ψ)〉
−
T∫
0
∫
Ω
m˜(ϕNh )∇(ρ′(ϕNh )) · ∇µN(vN ·ψ)dxdt
= −
T∫
0
∫
Ω
ρ′(ϕNh )∂
−
t,hϕ
N(vN ·ψ)dxdt −
T∫
0
∫
Ω
ρ′(ϕNh )(∇ϕNh · vN)(vN ·ψ)dxdt
−
T∫
0
∫
Ω
m˜(ϕNh )∇(ρ′(ϕNh )) · ∇µN(vN ·ψ)dxdt ,
where we used equation (3.67). But these integrals converge to
−
T∫
0
∫
Ω
ρ′(ϕ)∂tϕ(v ·ψ)dxdt −
T∫
0
∫
Ω
ρ′(ϕ)(∇ϕ · v)(v ·ψ)dxdt
−
T∫
0
∫
Ω
m˜(ϕ)∇(ρ′(ϕ)) · ∇µ(v ·ψ)dxdt .
Here we used for the first term ∂−t,hϕ
N ⇀ ∂tϕ in L
2(QT ) and ρ
′(ϕNh )v
N → ρ′(ϕ)v in
L2(QT ). For the second term, the convergence follows from ρ
′(ϕNh )∇ϕNh → ρ′(ϕ)∇ϕ
in Lp(0, T ;L2(Ω)d) for all 1 ≤ p <∞ and vN ⊗vN → v⊗v in Lq(0, T ;L2(Ω)d×d) for
every 1 ≤ q < 4
3
, which we will prove in the following.
From Lemma 2.29 we obtain (L2(Ω), L6(Ω)) 3
4
,4 = L
4(Ω) together with the estimate
||vN(t)− v(t)||L4(Ω) ≤ C||vN(t)− v(t)||
1
4
L2(Ω)||vN(t)− v(t)||
3
4
H1(Ω)
for a.e. t ∈ (0, T ). Hence, Lemma 2.31 yields
||vN − v||L2(0,T ;L4(Ω)) ≤ C||vN − v||
1
4
L2(0,T ;L2(Ω))||vN − v||
3
4
L2(0,T ;H1(Ω)).
Due to the boundedness of vN ,v in L2(0, T ;H1(Ω)d) and vN → v in L2(0, T ;L2(Ω)d)
we can deduce
vN → v in L2(0, T ;L4(Ω)d).
Moreover, Lemma 2.31 implies
vN → v in Lq(0, T ;L2(Ω)d) for all 1 ≤ q <∞
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since vN → v in L2(0, T ;L2(Ω)d) and vN ,v are bounded in L∞(0, T ;L2(Ω)d). Thus
we can apply Lemma 2.31 again and obtain
||vN − v||Lp(0,T ;L4(Ω)) ≤ C||vN − v||
1
4
Lq(0,T ;L2(Ω))||vN − v||
3
4
L2(0,T ;H1(Ω))
for every 1 ≤ q < ∞ and 1
p
= 1
4q
+ 3
8
. Since it holds vN → v in Lq(0, T ;L2(Ω)d) for
every 1 ≤ q <∞, it follows
vN → v in Lp(0, T ;L4(Ω)d) for all 1 ≤ p < 8
3
.
Furthermore, we can estimate for a.e. t ∈ (0, T )
||vN ⊗ vN − v⊗ v||L2(Ω) ≤ ||vN ⊗ (vN − v)||L2(Ω) + ||v⊗ (vN − v)||L2(Ω)
≤ ||vN ||L4(Ω)||vN − v||L4(Ω) + ||v||L4(Ω)||vN − v||L4(Ω),
where we omitted t ∈ (0, T ) for the sake of clarity. Due to vN → v in Lp(0, T ;L4(Ω)d)
for every 1 ≤ p < 8
3
, this estimate implies
vN ⊗ vN → v⊗ v in Lq(0, T ;L2(Ω)d×d) for every 1 ≤ q < 4
3
.
For the convergence of the third term of
〈
RNvN
2
,ψ
〉
we still have to prove
T∫
0
∫
Ω
m˜(ϕNh )∇(ρ′(ϕNh )) · ∇µN(vN ·ψ)dxdt →
T∫
0
∫
Ω
m˜(ϕ)∇(ρ′(ϕ)) · ∇µ(v ·ψ)dxdt
for every ψ ∈ C∞0 (0, T ;H2(Ω)d ∩H10 (Ω)d ∩L2σ(Ω)) as N →∞, i.e., we need to study
terms of the form ρ′′(ϕNh )∂jϕ
N
h m˜(ϕ
N
h )∂jµ
NvNk ψk. This convergence follows from
∇ϕN → ∇ϕ in Lp(0, T ;L2(Ω)d) for every 1 ≤ p <∞, ∇µN ⇀ ∇µ in L2(0, T ;L2(Ω)d)
and vN → v in Lq(0, T ;L∞(Ω)d) for every 1 ≤ q < 8
3
, cf. (3.98).
Hence, it remains to study the first term of
〈
RNvN
2
,ψ
〉
. But since we have al-
ready proven
ρN−ρNh
h
⇀ ρ′(ϕ)∂tϕ in L2(QT ), cf. (3.92), and as it holds vN → v in
L2(0, T ;L2(Ω)d), we can conclude
T∫
0
∫
Ω
ρN − ρNh
h
vN ·ψdxdt →
T∫
0
∫
Ω
ρ′(ϕ)∂tϕ(v ·ψ)dxdt
as N →∞. For the next term of (3.65) we get
T∫
0
∫
Ω
(
J˜⊗ vN
)
: ∇ψdxdt = −
T∫
0
∫
Ω
(
(ρ′(ϕNh )m˜(ϕ
N
h )∇µN)⊗ vN
)
: ∇ψdxdt
→ −
T∫
0
∫
Ω
((ρ′(ϕ)m˜(ϕ)∇µ)⊗ v) : ∇ψdxdt =
T∫
0
∫
Ω
(J˜⊗ v) : ∇ψdxdt ,
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where we used vN → v in L2(0, T ;L2(Ω)d), ∇µN ⇀ ∇µ in L2(0, T ;L2(Ω)),
ρ′(ϕNh (t, x))→ ρ′(ϕ(t, x)) and m˜(ϕNh (t, x))→ m˜(ϕ(t, x)) a.e. in (0, T )× Ω.
Altogether we obtain 〈
RNvN
2
,ψ
〉
→
〈
Rv
2
,ψ
〉
as N →∞ for all ψ ∈ C∞0 (0, T ;H2(Ω)d∩H10 (Ω)d∩L2σ(Ω)), where
〈
Rv
2
,ψ
〉
is defined
as in (3.64).
For the additional term δ∆2vN the convergence
δ
T∫
0
∫
Ω
∆vN∆ψdxdt → δ
T∫
0
∫
Ω
∆v∆ψdxdt
for all ψ ∈ C∞0 (0, T ;H2(Ω)d ∩H10 (Ω)d ∩ L2σ(Ω)) as N →∞ follows from vN ⇀ v in
L2(0, T ;H2(Ω)d).
Now we pass to the limit N → ∞ in the last remaining term of (3.65). Since η is
bounded from above and below and as we know ϕNh (t, x)→ ϕ(t, x) a.e. in (0, T )×Ω,
we can also conclude η(ϕNh (t, x)) → η(ϕ(t, x)) a.e. in (0, T ) × Ω. Thus Lemma 2.9
yields
η(ϕNh )→ η(ϕ) in Lp((0, T )× Ω) for all 1 ≤ p <∞, 0 < T <∞.
This convergence together with DvN ⇀ Dv in L2(0,∞;L2(Ω)d×d) implies
−
T∫
0
∫
Ω
2η(ϕNh )Dv
N : Dψdxdt → −
T∫
0
∫
Ω
2η(ϕ)Dv : Dψdxdt
for all ψ ∈ C∞0 (0, T ;H2(Ω)d ∩H10 (Ω)d ∩ L2σ(Ω)). Hence, we have shown (3.59).
Now we pass to the limit N → ∞ in equation (3.66). To show the convergence for
the left-hand side of (3.66) we define
(F1u)(x) := f1(x,u(x)),
where
f1(x,η) := m(η
1, η2)
for η = (η1, η2) ∈ R2 and x ∈ Ω. Then it holds
|f1(x,η)| ≤ C1 ≤ C1 + C2(|η1|
2
p + |η2| 2p )
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for some constants C1, C2 > 0 and every 1 ≤ p < ∞ since m is bounded from
below and above. But this shows that F1 : L
2(QT )
2 → Lp(QT ), η 7→ m(η1, η2) is a
continuous and bounded mapping for every 1 ≤ p < ∞, cf. Theorem 2.10. Since it
holds qNh → q in L2(0, T ;L2(Ω)) and ϕNh → ϕ in Lp(0, T ;H1(Ω)) for every 1 ≤ p <∞,
we can deduce
m(ϕNh , q
N
h )→ m(ϕ, q) in Lp(0, T ;Lp(Ω))
for every 1 ≤ p <∞. Hence, we can conclude
−
T∫
0
∫
Ω
m(ϕNh , q
N
h )∇qN · ∇φdxdt → −
T∫
0
∫
Ω
m(ϕ, q)∇q · ∇φdxdt
for all φ ∈ C∞0 ((0, T );C1(Ω)), where we used ∇qN ⇀ ∇q in L2(0, T ;L2(Ω)). For the
first term on the right-hand side of (3.66) we can conclude as before
T∫
0
∫
Ω
∂−t,h
(
f(qN)W (ϕN) + g(qN)
)
φdxdt
= −
T∫
0
∫
Ω
(
f(qN)W (ϕN) + g(qN)
)
∂+t,hφdxdt
− 1
h
0∫
−h
∫
Ω
(
f(qN(t))W (ϕN(t)) + g(qN(t))
)
φ(t+ h)dxdt
for all φ ∈ C∞0 ((0, T );C1(Ω)). By definition qN and ϕN are piecewise constant and
it holds ϕN(t) = ϕ0, q
N(t) = q0 for all t ∈ [−h, 0). Using this for the last integral we
can summarize
T∫
0
∫
Ω
∂−t,h
(
f(qN)W (ϕN) + g(qN)
)
φdxdt = −
T∫
0
∫
Ω
(
f(qN)W (ϕN) + g(qN)
)
∂+t,hφdxdt
−
∫
Ω
(f(q0)W (ϕ0) + g(q0))
1
h
0∫
−h
φ(t+ h)dtdx .
Due to the strong convergence of (ϕN)N∈N and (qN)N∈N in L2(0, T ;L2(Ω)), there exist
subsequences such that ϕN(t, x) → ϕ(t, x) and qN(t, x) → q(t, x) a.e. in (0, T ) × Ω
as N →∞. This yields
f(qN(t, x))W (ϕN(t, x)) + g(qN(t, x))→ f(q(t, x))W (ϕ(t, x)) + g(q(t, x))
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a.e. in (0, T )×Ω as N →∞. Using the growth conditions |W (s)| ≤ C(|s|3 + 1) and
|g(s)| ≤ C(|s|+ 1) for all s ∈ R, the boundedness of the function f and the fact that
(ϕN)N∈N is bounded in L2uloc([0,∞);L6(Ω)), we can conclude that(
f(qN)W (ϕN) + g(qN)
)
N∈N is bounded in L
2((0, T )× Ω).
Hence, Lemma 2.9 yields
f(qN)W (ϕN) + g(qN)→ f(q)W (ϕ) + g(q) in Lp((0, T )× Ω), 1 ≤ p < 2. (3.105)
Moreover, we know
∂+t,hφ→ ∂tφ,
1
h
0∫
−h
φ(t+ h)dt → φ(0) = 0
as h → 0 since φ is in C∞0 (0, T ;C1(Ω)). Using all these convergences we can finally
conclude
T∫
0
∫
Ω
∂−t,h
(
f(qN)W (ϕN) + g(qN)
)
φdxdt → −
T∫
0
∫
Ω
(f(q)W (ϕ) + g(q)) ∂tφdxdt .
For the second summand on the right-hand side of (3.66) we also use (3.105) together
with vN → v in Lp(0, T ;L4(Ω)d) for every 1 ≤ p < 8
3
. Then we get
T∫
0
∫
Ω
(
1
ε
f(qN)W (ϕNh ) + g(q
N)
)
vN · ∇φdxdt
→
T∫
0
∫
Ω
(
1
ε
f(q)W (ϕ) + g(q)
)
v · ∇φdxdt
for all φ ∈ C∞0 (0, T ;C1(Ω)). This shows (3.60).
For the first term on the right-hand side of (3.67) the calculations for the back-
differences are the same as before so that we can directly state
T∫
0
∫
Ω
∂−t,hϕ
Nφdxdt → −
T∫
0
∫
Ω
ϕ∂tφdxdt
for all φ ∈ C∞0 (0, T ;C1(Ω)) as N →∞. For the second term we have the convergence
T∫
0
∫
Ω
(∇ϕNh · vN)φdxdt →
T∫
0
∫
Ω
(∇ϕ · v)φdxdt
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for all φ ∈ C∞0 (0, T ;C1(Ω)) due to ϕNh → ϕ in Lp(0, T ;H1(Ω)) for all 1 ≤ p < ∞
and vN → v in L2((0, T ) × Ω). The convergence for the left-hand side of (3.67)
follows from m˜(ϕNh ) → m˜(ϕ) in Lp(QT ) for every 1 ≤ p < ∞ and ∇µN ⇀ ∇µ in
L2(0, T ;L2(Ω)d). Hence, it holds (3.61).
In (3.68) the first two terms converge due to µN ⇀ µ in L2(0, T ;H1(Ω)) and
∇ϕN → ∇ϕ in Lp(0, T ;L2(Ω)d) for all 1 ≤ p < ∞. So it remains to show the
convergence for the last two terms. Therefore, we study the term H(ϕN , ϕNh ). From
estimate (3.41) and the growth condition for h we get∣∣∣∣h(qN)1εH(ϕN , ϕNh )
∣∣∣∣ ≤ Cε (|qN |+ 1) (|ϕN(t)|2 + |ϕN(t− h)|2 + 1) ,
for a.e. (t, x) ∈ (0,∞)×Ω. From this estimate together with qN ∈ L2uloc([0,∞);L6(Ω))
and ϕN , ϕNh ∈ L4(0, T ;L∞(Ω)), cf. (3.78), it follows that h(qN)1εH(ϕN , ϕNh ) is
bounded in L
4
3 (0, T ;L6(Ω)). Furthermore, we can conclude
h(qN)
1
ε
H(ϕN , ϕNh ) =
{
h(qN)1
ε
W ′(ϕN(t− h)) if ϕN(t) = ϕN(t− h),
h(qN)1
ε
W ′(ξt,t−h(x)) if ϕN(t) 6= ϕN(t− h),
where ξt,t−h(x) ∈ [ϕN(t − h, x), ϕN(t, x)] = [ϕk(x), ϕk+1(x)] for k ∈ N0 such that
t ∈ [kh, (k + 1)h) and where we assumed w.l.o.g. ϕk(x) < ϕk+1(x).
Here the second case could be derived as follows: For a 6= b we have
H(a, b) =
W (a)−W (b)
a− b = W
′(ξ),
where ξ ∈ [a, b]. Since it holds ϕN(t, x)→ ϕ(t, x) a.e and ϕN(t− h, x)→ ϕ(t, x) a.e.
and therefore ξt,t−h(x)→ ϕ(t, x) a.e. as N →∞ we get
h(qN)
1
ε
H(ϕN , ϕNh )|(t,x) → h(q(t, x))
1
ε
W ′(ϕ(t, x)) a.e. in (0, T )× Ω
as N → ∞. But as this term is bounded in L 43 ((0, T ) × Ω) and converges a.e. as
N →∞, we can use Lemma 2.9 and obtain
h(qN)
1
ε
H(ϕN , ϕNh )→ h(q)
1
ε
W ′(ϕ) in Lp((0, T )× Ω), 1 ≤ p < 4
3
, 0 < T <∞.
In particular this convergence holds for p = 1 and therefore we get
T∫
0
∫
Ω
h(qN)
1
ε
H(ϕN , ϕNh )φdxdt →
T∫
0
∫
Ω
h(q)
1
ε
W ′(ϕ)φdxdt
for all φ ∈ C∞0 (0, T ;C1(Ω)). For the last remaining term we use ∂−t,hϕN ⇀ ∂tϕ in
L2(0, T ;L2(Ω)), cf (3.90). Thus we can finally conclude that (3.62) holds.
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3.3.7 The Energy Inequality for δ > 0
In the last step in the existence proof for δ > 0 we prove the energy inequality
(3.63). This part of the proof can be done analogously as in [ADG13] again, i.e.,
we want to apply Lemma 3.12. Due to vN → v in L2(0, T ;L2(Ω)d) and ϕN → ϕ in
L2(0, T ;H1(Ω)) for every 0 < T < ∞, cf. (3.81), we can deduce vN(t) → v(t) in
L2(Ω) and ϕN(t)→ ϕ(t) in H1(Ω) for a.e. t ∈ (0, T ). Thus we can show
EN(t)→ Etot(v(t), ϕ(t),∇ϕ(t), q(t)) for a.e. t ∈ (0, T ),
where Etot is defined by
Etot(v, ϕ,∇ϕ, q) =
∫
Ω
(
1
2
ρ(ϕ)|v|2 + ε
2
|∇ϕ|2 + d(q)
ε
W (ϕ) +G(q)
)
dx .
Since norms are lower semicontinuous and as it holds ϕN(t, x) → ϕ(t, x) and
qN(t, x)→ q(t, x) a.e. in (0, T )× Ω, we can deduce that the inequality
lim inf
N→∞
T∫
0
D˜N(t)τ(t)dt ≥
T∫
0
D˜(t)τ(t)dt
holds for all τ ∈ W 11 (0, T ) with τ ≥ 0 and τ(T ), where D˜ is defined by
D˜(t) :=
∫
Ω
m(ϕ, q) |∇q|2 dx +
∫
Ω
m˜(ϕ)|∇µ|2dx +
∫
Ω
2η(ϕ)|Dv|2dx
+ δ
∫
Ω
|∆v|2dx + δ
∫
Ω
|∂tϕ|2dx .
Note that (3.70) is also true when we integrate with respect to t from 0 to T instead
of 0 to ∞. So we replace ∞ by T in (3.70). Then it holds in the limit N →∞
Etot(v0, ϕ0,∇ϕ0, q0)τ(0) +
T∫
0
Etot(v(t), ϕ(t),∇ϕ(t), q(t))τ ′(t)dt ≥
T∫
0
D˜(t)τ(t)dt
for all τ ∈ W 11 (0, T ) with τ ≥ 0 and τ(T ) = 0. Thus we can apply Lemma 3.12,
which yields the energy estimate (3.63), i.e.,
t∫
s
∫
Ω
(m(ϕ, q)|∇q|2 + m˜(ϕ)|∇µ|2 + 2η(ϕ)|Dv|2 + δ|∆v|2 + δ|∂tϕ|2)dxdτ
+ Etot(v(t), ϕ(t),∇ϕ(t), q(t)) ≤ Etot(v(s), ϕ(s),∇ϕ(s), q(s))
for all s ≤ t ≤ T and almost all 0 ≤ s < T including s = 0.
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For the last step in the proof for the energy estimate we used the following lemma.
Lemma 3.12. Let E : [0, T ) → [0,∞), 0 < T ≤ ∞, be a lower semi-continuous
function and let D : (0, T )→ [0,∞) be an integrable function. Then
E(0)ϕ(0) +
T∫
0
E(t)ϕ′(t)dx ≥
T∫
0
D(t)ϕ(t)dt
holds for all ϕ ∈ W 11 (0, T ) with ϕ(T ) = 0 and ϕ ≥ 0 if and only if
E(t) +
t∫
s
D(τ)dτ ≤ E(s)
holds for all s ≤ t < T and almost all 0 ≤ s < T including s = 0.
For a proof of this lemma we refer to [Abe09a, Lemma 4.3].
3.4 Existence of Weak Solutions in the Case δ → 0
In the previous section we have proven that for every 0 < T < ∞ and every
δ > 0 there exists a weak solution (vδ, ϕδ, µδ, qδ) of (3.54) - (3.58) in the sense of
Definition 3.8, cf. Theorem 3.9, which depends on δ and which satisfies
vδ ∈ L2(0, T ;H2(Ω)d ∩H10 (Ω)d) ∩ L∞(0, T ;L2σ(Ω)),
ϕδ ∈ L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)) ∩W 12 (0, T ;L2(Ω)),
µδ ∈ L2(0, T ;H1(Ω)),
qδ ∈ L2(0, T ;H1(Ω)) ∩ L∞(0, T ;L2(Ω)).
But the weak solution and the energy inequality still depend on δ > 0 since we
inserted the additional terms δ∆2v in (3.54) and δ∂tϕ in (3.58). Hence, in the final
step of the existence proof it remains to pass to the limit δ → 0.
Note that in contrast to the definition of a weak solution in the case δ > 0, the
terms δ∂tϕ and δ∆
2v vanish and we replace the term
〈
Rv
2
,ψ
〉
by
〈
R˜v
2
,ψ
〉
for
ψ ∈ C∞0 (0, T ;H2(Ω)d ∩ H10 (Ω)d ∩ L2σ(Ω)) and R˜ = −∇
(
∂ρ(ϕ)
∂ϕ
)
· (m˜(ϕ)∇µ). In the
previous calculations we used R and not R˜ because if we had used R˜ we had not been
able to derive the discrete energy estimate and therefore no time continuous energy
estimate in the case δ > 0. But as we had to use R instead of R˜ to get an
energy estimate, we also needed the additional terms δ∆2v and δ∂tϕ to conclude
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〈RNvN ,ψ〉 → 〈Rv,ψ〉 for every ψ ∈ C∞0 (0, T ;H2(Ω)d∩H10 (Ω)d∩L2σ(Ω)) as N →∞.
When we pass to the limit δ → 0 to get a weak solution for (1.1) - (1.7), this implies
that we can not estimate the terms ∂tϕ and ∆v in L
2(0, T ;L2(Ω)) since the energy
estimate does not yield an estimate for these terms anymore. Therefore, we now
need to replace R by R˜. Moreover, the energy estimate (3.63) with the δ-terms stays
valid and we have an energy estimate which we had not gotten if we had started the
proof with R˜ instead of R. But when we use R˜ we need to estimate terms of the
form ρ′′(ϕδ)∂jϕδm˜(ϕδ)∂jµδvδkψk. Therefore, we demanded in Assumption 3.5 that if
it holds ∂ρ(ϕ)
∂ϕ
6= const then there exists a constant C > 0 and 0 < s < 1 such that
|W ′(a)| ≤ C(|a|s + 1) for every a ∈ R.
In the following we assume w.l.o.g.
∫
Ω
ϕdx = 0. Moreover, we will need to split the
equation
δ∂tϕ
δ −∆ϕδ = h(qδ)W ′(ϕδ) + µδ in (0, T )× Ω, (3.106)
∂nϕ
δ
|∂Ω = 0 on (0, T )× ∂Ω, (3.107)
ϕδ|t=0 = ϕ0 in Ω. (3.108)
To this end, we consider the problem
δ∂tϕ
δ
1 −∆ϕδ1 = P0(h(qδ)W ′(ϕδ) + ∆ϕ0) in (0, T )× Ω, (3.109)
δ∂tϕ
δ
2 −∆ϕδ2 = P0(µδ) in (0, T )× Ω, (3.110)
∂nϕ
δ
1|∂Ω = ∂nϕ
δ
2|∂Ω = 0 on (0, T )× ∂Ω, (3.111)
ϕδ1|t=0 = ϕ
δ
2|t=0 = 0 in Ω, (3.112)∫
Ω
ϕδ1dx =
∫
Ω
ϕδ2dx = 0, (3.113)
where we define
P0f := f − 1|Ω|
∫
Ω
fdx
for every f ∈ L1(Ω). We note that, if ϕδ1 and ϕδ2 are solutions of (3.109) - (3.113),
then ϕδ = ϕδ1 + ϕ
δ
2 + ϕ0 is a solution of (3.106) - (3.108), where we used
P0(h(q
δ)W ′(ϕδ) + µδ) = h(qδ)W ′(ϕδ) + µδ
due to ∫
Ω
h(qδ)W ′(ϕδ) + µδdx = δ
d
dt
∫
Ω
ϕδdx −
∫
Ω
∆ϕδdx = 0.
To solve the equations (3.109) - (3.113) for ϕδ1 and ϕ
δ
2, we use the following lemma.
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Lemma 3.13. Let δ > 0 and f ∈ Lp(0, T ;Lq(0)(Ω)) be given for 1 < p < ∞,
2 ≤ q ≤ ∞ and 0 < T < ∞. Then there exists a solution ϕ ∈ Lp(0, T ;W 2q (Ω))
of
δ∂tϕ−∆ϕ = f in (0, T )× Ω,
∂nϕ|∂Ω = 0 on (0, T )× ∂Ω,
ϕ|t=0 = 0 in Ω,
which can be estimated by
||ϕ||Lp(0,T ;W 2q (Ω)) ≤ C||f ||Lp(0,T ;Lq(Ω))
for a constant C > 0 independent of δ > 0.
Proof. We extend f on (T,∞) by
f˜(t) :=
{
f(t) if t ∈ (0, T ),
0 else.
Then it holds f˜ ∈ Lp(0,∞;Lq(0)(Ω)). We consider the problem
δ∂tϕ˜−∆ϕ˜ = f˜ in (0,∞)× Ω,
∂nϕ˜|∂Ω = 0 on (0,∞)× ∂Ω,
ϕ˜|t=0 = 0 in Ω.
Moreover, we define ψδ(t) := ϕ˜(δt) and f˜δ := f˜(δt) and rewrite the problem above as
∂tψδ −∆ψδ = f˜δ in (0,∞)× Ω,
∂nψδ|∂Ω = 0 on (0,∞)× ∂Ω,
ψδ|t=0 = 0 in Ω.
The existence of a unique solution ψδ ∈ Lp(0, T ;W 2q (Ω)) for every 0 < T <∞ follows
analogously as in Lemma 5.15 below from [DHP03, Theorem 8.2].
Due to [Dor93, Theorem 2.4] we obtain ψδ ∈ Lp(0,∞;W 2q (Ω)) together with the
estimate
||ψδ||Lp(0,∞;W 2q (Ω)) ≤ C||f˜δ||Lp(0,∞;Lq(Ω)) (3.114)
for a constant C > 0 independent of δ. Here we used that σ(∆N) ⊆ (−∞, 0) implies
that ∆N has negative exponential type, cf. [RR04a, Theorem 12.33], where
∆N : D(∆N) = W 2q,N(Ω) ∩ Lq(0)(Ω) ⊆ Lq(0)(Ω)→ Lq(0)(Ω)
is the Neumann-Laplace operator and σ(∆N) ⊆ (−∞, 0) holds because of the
following arguments:
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Since the embedding W 2q,N(Ω) ∩ Lq(0)(Ω) → Lq(0)(Ω) is compact, we can deduce that
(λ−∆N)−1 : Lq(0)(Ω)→ Lq(0)(Ω) is a compact operator for every λ ∈ σ(∆N). Hence,
the spectral theorem for compact operators implies σ(∆N) = σp(∆N). Now we can
conclude that, if it holds λ ∈ σp(∆N), then there exists u ∈ W 2q,N(Ω) ∩ Lq(0)(Ω) with
u 6≡ 0 such that
λu−∆Nu = 0 in Ω,
∂nu|∂Ω = 0 on ∂Ω.
Testing this equation with the complex conjugate u we obtain
λ||u||2L2(Ω) + ||∇u||2L2(Ω) = 0.
Since the Poincare´ inequality with mean value yields ||∇u||2L2(Ω) ≥ c0||u||2H1(Ω) > 0 for
a constant c0 > 0, cf. Theorem 2.7, it holds λ ∈ (−∞, 0) and thus we can conclude
σ(∆N) ⊆ (−∞, 0).
A change of variables in (3.114) implies
||ϕ˜||Lp(0,∞;W 2q (Ω)) ≤ C||f˜ ||Lp(0,∞;Lq(Ω))
and therefore
||ϕ||Lp(0,T ;W 2q (Ω)) ≤ C||f ||Lp(0,T ;Lq(Ω))
for a constant C > 0 independent of δ.
It still remains to define what we mean with a weak solution for (1.1) - (1.7).
Definition 3.14. Let T ∈ (0,∞) and v0 ∈ L2σ(Ω), ϕ0 ∈ H2n(Ω), q0 ∈ L2(Ω) be given.
We call (v, ϕ, µ, q) with the properties
v ∈ L2(0, T ;H10 (Ω)d) ∩ L∞(0, T ;L2σ(Ω)),
ϕ ∈ L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)),
µ ∈ L2(0, T ;H1(Ω)),
q ∈ L2(0, T ;H1(Ω)) ∩ L∞(0, T ;L2(Ω))
a weak solution of (1.1) - (1.7) if the following equations are satisfied:
−
T∫
0
∫
Ω
ρv · ∂tψdxdt +
T∫
0
∫
Ω
(ρv ⊗ v) : ∇ψdxdt +
T∫
0
∫
Ω
2η(ϕ)Dv : Dψdxdt
−
T∫
0
∫
Ω
(J˜⊗ v) · ∇ψdxdt −
〈
R˜v
2
, ψ
〉
=
T∫
0
∫
Ω
(
µ− h(q)
ε
W ′(ϕ)
)
∇ϕ ·ψdxdt
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for all ψ ∈ C∞0 (0, T ;C∞0,σ(Ω)) and
T∫
0
∫
Ω
m(ϕ, q)∇q · ∇φdxdt =
T∫
0
∫
Ω
(f(q)W (ϕ) + g(q)) ∂tφdxdt
+
T∫
0
(
1
ε
f(q)W (ϕ) + g(q)
)
v · ∇φdxdt ,
T∫
0
∫
Ω
m˜(ϕ)∇µ · ∇φdxdt =
T∫
0
∫
Ω
ϕ∂tφdxdt −
T∫
0
∫
Ω
∇ϕ · v φdxdt ,
T∫
0
∫
Ω
µφdxdt =
T∫
0
∫
Ω
ε∇ϕ · ∇φdxdt +
T∫
0
∫
Ω
1
ε
h(q)W ′(ϕ)φdxdt
for all φ ∈ C∞0 (0, T ;C1(Ω)). Moreover, the energy inequality (3.14) has to hold for
all t ∈ [s, T ) and almost all s ∈ [0, T ) including s = 0.
Then we get the main result of this chapter.
Theorem 3.15. (Existence of weak solutions)
Let the assumptions from Section 3.1 hold. Moreover, let 0 < T <∞ and v0 ∈ L2σ(Ω),
ϕ0 ∈ H2n(Ω) and q0 ∈ L2(Ω) be given. Then there exists a weak solution (v, ϕ, µ, q)
in the sense of Definition 3.14.
Proof. From Theorem 3.9 we get the existence of weak solutions (vδ, ϕδ, µδ, qδ) in
the sense of Definition 3.8 for every δ > 0 together with the energy estimate
t∫
s
∫
Ω
(m(ϕδ, qδ)|∇qδ|2 + m˜(ϕδ)|∇µδ|2 + 2η(ϕδ)|Dvδ|2 + δ|∆vδ|2 + δ|∂tϕδ|2)dxdτ
+ Etot(v
δ(t), ϕδ(t),∇ϕδ(t), qδ(t)) ≤ Etot(v(s), ϕ(s),∇ϕ(s), q(s))
for all s ≤ t < T and almost all 0 ≤ s < T including s = 0. Moreover, it holds
ϕδ ∈ L2(0, T ;H2(Ω)) for every δ > 0. Analogously as in (3.72) we can derive the
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following bounds from the energy inequality:
i) (vδ)δ>0 is bounded in L
∞(0, T ;L2(Ω)d),
ii) (vδ)δ>0 is bounded in L
2(0, T ;H1(Ω)d),
iii) (∇qδ)δ>0 is bounded in L2(0, T ;L2(Ω)d),
iv) (∇µδ)δ>0 is bounded in L2(0, T ;L2(Ω)d), (3.115)
v) (∇ϕδ)δ>0 is bounded in L∞(0, T ;L2(Ω)d),
vi) (W (ϕδ))δ>0 is bounded in L
∞(0, T ;L1(Ω)),
vii) (G(qδ))δ>0 is bounded in L
∞(0, T ;L1(Ω)).
Since R also depends on δ, we write Rδ instead of R. Due to (3.1) we get
〈
Rδvδ
2
,ψ
〉
=
T∫
0
∫
Ω
∂tρ(ϕ
δ)
vδ
2
·ψdxdt − 1
2
T∫
0
∫
Ω
(
ρ(ϕδ)vδ + J˜
)
· ∇(vδ ·ψ)dxdt
=
1
2
(
(∂tρ(ϕ
δ) + divJ˜ + vδ · ∇ρ(ϕδ))vδ,ψ
)
L2(QT )
=
1
2
〈
R˜δvδ,ψ
〉
with
R˜δ = −∇∂ρ(ϕ
δ)
∂ϕδ
· (m˜(ϕδ)∇µδ).
From now on we use R˜δ instead of Rδ. We proceed with the existence proof for
δ → 0. This proof can be done analogously to the proof of Theorem 3.9, where a lot
of calculations simplify since we do not have to distinguish between the interpolants
(vN , ϕN , µN , qN) and (v˜N , ϕ˜N , µ˜N , q˜N) for N ∈ N.
As in the proof of Theorem 3.9 we can also conclude that the mean value of ϕδ(t) is
constant and the mean value of µδ(t) is bounded for a.e. t ∈ (0,∞). Therefore, we
also get subsequences
i) vδ ⇀ v in L2(0,∞;H1(Ω)d),
ii) vδ ⇀∗ v in L∞(0,∞;L2(Ω)d) ∼= (L1(0,∞;L2(Ω)d))′,
iii) qδ ⇀ q in L2(0, T ;H1(Ω)),
iv) qδ ⇀∗ q in L∞(0,∞;L2(Ω)) ∼= (L1(0,∞;L2(Ω)))′,
v) ϕδ ⇀∗ ϕ in L∞(0,∞;H1(Ω)) ∼= (L1(0,∞;H1(Ω)))′,
vi) µδ ⇀ µ in L2(0, T ;H1(Ω)),
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for all T ∈ (0,∞). Note that in contrast to Section 3.3, where we passed to the
limit N → ∞, we do not obtain vδ ⇀ v in L2(0,∞;H2(Ω)d) and ∂tϕδ ⇀ ∂tϕ in
L2(0, T ;L2(Ω)) as δ → 0.
The next step in the proof of Theorem 3.9 was to show compactness of (ϕN)N∈N in
L2(0, T ;H1(Ω)) together with higher regularity. The proof for (ϕδ)δ>0 is similar to
the proof for (ϕ˜N)N∈N, where we can also use the Aubin-Lions lemma and do not
have to distinguish between ϕN and ϕ˜N . Analogously, we can prove compactness of
(qδ)δ>0 in L
2(0, T ;L2(Ω)).
Most calculations for the compactness of (vδ)δ>0 can also be done analogously as
in Section 3.3.5 for the compactness of (vN)N∈N. Therefore, we noted that all
calculations until Remark 3.11 were independent of vN ∈ L2(0, T ;H2(Ω)d) and
∂tϕ˜
N ∈ L2(0, T ;L2(Ω)) and hence all conclusions also hold when we pass to the
limit δ → 0.
But when we want to show the boundedness of ∂t(Pσ(ρδvδ)) in L1(0, T ;H−2(Ω)d),
we have to estimate (3.91) in another way since we use R˜δ instead of Rδ. So let
ψ ∈ L∞(0, T ;H2(Ω)d) be given. We have to show∣∣∣∣∣
〈
R˜δvδ
2
,ψ
〉∣∣∣∣∣ =
∣∣∣∣∣∣
T∫
0
∫
Ω
∇∂ρ(ϕ
δ)
∂ϕδ
· (m˜(ϕδ)∇µδ)vδ ·ψdxdt
∣∣∣∣∣∣ < C||ψ||L∞(0,T ;H2(Ω))
(3.116)
for every ψ ∈ L∞(0, T ;H2(Ω)d) and a constant C > 0 independent of δ > 0. Hence,
we have to estimate terms of the form ρ′′(ϕδ)∂jϕδm˜(ϕδ)∂jµδvδkψk. To this end, we
consider ϕδ = ϕδ1 + ϕ
δ
2 + ϕ0, where ϕ
δ
1 and ϕ
δ
2 are the solutions of
δ∂tϕ
δ
1 −∆ϕδ1 = P0(h(qδ)W ′(ϕδ) + ∆ϕ0) in (0, T )× Ω,
δ∂tϕ
δ
2 −∆ϕδ2 = P0(µδ) in (0, T )× Ω,
∂nϕ
δ
1|∂Ω = ∂nϕ
δ
2|∂Ω = 0 on (0, T )× ∂Ω,
ϕδ1|t=0 = ϕ
δ
2|t=0 = 0 in Ω,∫
Ω
ϕδ1dx =
∫
Ω
ϕδ2dx = 0.
Due to the growth condition |h(s)| ≤ C(|s|+1) for every s ∈ R and the boundedness
of qδ in L∞(0, T ;L2(Ω)), we can conclude that h(qδ) is bounded in L∞(0, T ;L2(Ω)).
Furthermore, the growth condition |W ′(a)| ≤ C(|a|s + 1) for every a ∈ R and fixed
0 < s < 1 yields the boundedness of W ′(ϕδ) in L∞(0, T ;L6+s1(Ω)), where
s1 > 0 depends on s. Therefore, h(q
δ)W ′(ϕδ) is bounded in L∞(0, T ;L
3
2
+s2(Ω)),
where s2 > 0 depends on s. Together with the boundedness of ∆ϕ0 in L
∞(0, T ;L2(Ω)),
Lemma 3.13 yields that ϕδ1 is bounded in L
p(0, T ;W 23
2
+s2
(Ω)) for every 1 ≤ p < ∞.
Hence, it holds that
∂jϕ
δ
1 is bounded in L
p(0, T ;W 13
2
+s2
(Ω)) ↪→ Lp(0, T ;L3+s3(Ω))
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for every 1 ≤ p < ∞ and j = 1, ..., d, where s3 > 0 depends on s. Moreover,
Lemma 3.13 implies the boundedness of ϕδ2 in L
2(0, T ;W 26 (Ω)) and therefore
∂jϕ
δ
2 is bounded in L
2(0, T ;W 16 (Ω)) ↪→ L2(0, T ;L∞(Ω))
for j = 1, ..., d. Furthermore, Theorem 2.32 yields that
vδ is bounded in L∞(0, T ;L2σ(Ω)) ∩ L2(0, T ;L6(Ω)d) ↪→ L2+ε1(0, T ;L6−ε2(Ω)d)
for some ε1, ε2 > 0. Altogether, the boundedness of ∂jµ
δ in L2(0, T ;L2(Ω)), vδ in
L2+ε1(0, T ;L6−ε2(Ω)d) and ∂jϕδ1 in L
p(0, T ;L3+s3(Ω)) for every 1 ≤ p <∞ and some
ε1, ε2, s3 > 0 yields∣∣∣∣∣∣
T∫
0
∫
Ω
ρ′′(ϕδ)∂jϕδ1m˜(ϕ
δ)∂jµ
δvδkψkdxdt
∣∣∣∣∣∣ < C||ψ||L∞(0,T ;H2(Ω))
for every j, k = 1, ..., d, a constant C > 0 independent of δ and ψ ∈ L∞(0, T ;H2(Ω)d)
since m˜(ϕδ) and ρ′′(ϕδ) are bounded in L∞(QT ). Analogously, the boundedness of
∂jϕ
δ
2 in L
2(0, T ;L∞(Ω)), ∂jµδ in L2(0, T ;L2(Ω)) and vδ in L∞(0, T ;L2σ(Ω)) implies∣∣∣∣∣∣
T∫
0
∫
Ω
ρ′′(ϕδ)∂jϕδ2m˜(ϕ
δ)∂jµ
δvδkψkdxdt
∣∣∣∣∣∣ < C||ψ||L∞(0,T ;H2(Ω))
for every j, k = 1, ..., d, a constant C > 0 independent of δ and ψ ∈ L∞(0, T ;H2(Ω)d).
Both estimates together prove (3.116). Hence, we can conclude that Pσ(ρδvδ) is
bounded in L2(0, T ;H1(Ω)d) ∩ W 11 (0, T ;H−2(Ω)d), which embeds compactly into
L2(0, T ;L2(Ω)d) due to Aubin-Lions. Thus we can show Pσ(ρδvδ) → Pσ(ρv) in
L2(0, T ;L2(Ω)d) and therefore
T∫
0
∫
Ω
ρδ|vδ|2dxdt =
T∫
0
∫
Ω
Pσ(ρδvδ) · vδdxdt →
T∫
0
Pσ(ρv) · v =
T∫
0
∫
Ω
ρ|v|2dxdt
as δ → 0, which implies (ρδ) 12 vδ → ρ 12 v in L2(QT ). This yields
vδ = (ρδ)
1
2 (ρδ)
1
2 vδ → v in L2(0, T ;L2(Ω)d).
Note that we can also prove
vδ → v in L2(0, T ;L6−ε(Ω)d) for every 0 < ε ≤ 5,
but now we are not able to show vδ → v in Lq(0, T ;L∞(Ω)d) for all 1 ≤ q < 8
3
again,
cf. (3.98), since we can not conclude that vδ is bounded in L2(0, T ;H2(Ω)d).
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The next steps in the proof are similar to the ones in the proof of Theorem 3.9,
where many calculations simplify since we do not have to distinguish between two
interpolant functions.
The only remaining part which is very different to the proof of Theorem 3.9 is where
we want to show 〈
R˜δvδ
2
,ψ
〉
→
〈
Rv
2
,ψ
〉
(3.117)
and
δ
T∫
0
∫
Ω
∆vδ∆ψdxdt → 0 (3.118)
as δ → 0 for all ψ ∈ C∞0 (0, T ;C∞0,σ(Ω)). We already proved that
〈
R˜δvδ
2
, ·
〉
is bounded
in L1(0, T ;H−2(Ω)d), cf. (3.116). For the proof of (3.117), we consider as before
ϕδ = ϕδ1 + ϕ
δ
2 + ϕ0, where ϕ
δ
1 and ϕ
δ
2 are the solutions of
δ∂tϕ
δ
1 −∆ϕδ1 = P0(h(qδ)W ′(ϕδ) + ∆ϕ0) in (0, T )× Ω,
δ∂tϕ
δ
2 −∆ϕδ2 = P0(µδ) in (0, T )× Ω,
∂nϕ
δ
1|∂Ω = ∂nϕ
δ
2|∂Ω = 0 on (0, T )× ∂Ω,
ϕδ1|t=0 = ϕ
δ
2|t=0 = 0 in Ω,∫
Ω
ϕδ1dx =
∫
Ω
ϕδ2dx = 0.
We can prove the convergence (3.117) for the term ρ′′(ϕδ)∂jϕδ1m˜(ϕ
δ)∂jµ
δvδkψk by the
following arguments:
i) It holds vδ → v in L2(0, T ;L6−εσ (Ω)) as δ → 0 for every 0 < ε ≤ 5.
ii) Since (vδ)δ>0,v is bounded in L
∞(0, T ;L2σ(Ω)) and v
δ → v in L2(0, T ;L6−ε(Ω)d)
for every 0 < ε ≤ 5, we can conclude with Theorem 2.32
vδ → v in L2+ε1(0, T ;L6−ε2(Ω)d),
where ε1, ε2 > 0 depend on ε > 0 and it holds εi → 0 as ε→ 0 for i = 1, 2.
iii) We already know that h(qδ) is bounded in L∞(0, T ;L2(Ω)). Moreover, the
growth condition |W ′(a)| ≤ C(|a|s + 1) implies the boundedness of W ′(ϕδ) in
L∞(0, T ;L6+s1(Ω)), where s1 > 0 depends on s. Hence, we can conclude that
h(qδ)W ′(ϕδ) + ∆ϕ0 is bounded in L∞(0, T ;L
3
2
+s2(Ω)), where s2 > 0 depends
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on s1 and therefore on s. Thus Lemma 3.13 yields for every 1 ≤ q < ∞ the
estimate
||ϕδ1||Lq(0,T ;W 23
2 +s2
(Ω)) ≤ C||P0(h(qδ)W ′(ϕδ) + ∆ϕ0)||Lq(0,T ;L 32 +s2 (Ω)).
Hence, ∂jϕ
δ
1 is bounded in L
q(0, T ;W 13
2
+s2
(Ω)) ↪→ Lq(0, T ;L3+s3(Ω)) for every
1 ≤ q < ∞, where s3 > 0 depends on s. Due to its boundedness and since it
holds ∂jϕ
δ
1(t, x)→ ∂jϕ1(t, x) a.e. in (0, T )× Ω, Theorem 2.9 yields
∂jϕ
δ
1 → ∂jϕ1 in Lq(0, T ;L3+s4(Ω)) for all 1 ≤ q <∞, j = 1, ..., d
as δ → 0, where 0 < s4 < s3 depends on s.
iv) From the previous steps we know
∂jϕ
δ
1 → ∂jϕ1 in Lq(0, T ;L3+s4(Ω)) for all 1 ≤ q <∞, j = 1, ..., d,
vδ → v in L2+ε1(0, T ;L6−ε2σ (Ω)),
∂jµ
δ ⇀ ∂jµ in L
2(0, T ;L2(Ω)) for all j = 1, ..., d,
where s4 > 0 depends on 0 < s < 1 and ε1, ε2 > 0 depend on 0 < ε ≤ 5 and it
holds εi → 0 for i = 1, 2 as ε→ 0. Since 0 < s < 1 from the growth condition
for W ′ is fixed, s4 > 0 is also fixed. Hence, we need to choose ε2 > 0 and
therefore ε > 0 so small that
1
3 + s4
+
1
6− ε2 +
1
2
≤ 1.
When we have chosen ε > 0 small enough, we also get ε1 > 0. Then we have
to choose 1 ≤ q <∞ sufficiently large such that
1
q
+
1
2 + ε1
+
1
2
= 1.
Hence, we can pass to the limit
T∫
0
∫
Ω
ρ′′(ϕδ)∂jϕδ1m˜(ϕ
δ)∂jµ
δvδkψkdxdt →
T∫
0
∫
Ω
ρ′′(ϕ)∂jϕ1m˜(ϕ)∂jµvkψkdxdt
for all ψ ∈ C∞0 (0, T ;C∞0,σ(Ω)) as δ → 0.
Now we have to do similar estimates for ϕδ2. We already know that ∂jϕ
δ
2 is bounded
in L2(0, T ;W 16 (Ω)) for j = 1, ..., d. Moreover, we can conclude that ∂jϕ
δ
2 is bounded
in L∞(0, T ;L2(Ω)) since it holds ∂jϕδ2 = ∂jϕ
δ − ∂jϕδ1 − ∂jϕ0 and this property holds
for all terms on the right-hand side. From [AF03, Theorem 5.9] it follows
||ϕδ2(t, ·)||L∞(Ω) ≤ C||ϕδ2(t, ·)||θW 16 (Ω)||ϕ
δ
2(t, ·)||1−θL2(Ω)
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for a.e. t ∈ (0, T ), where θ = 3d
2d+6
, i.e., θ = 3
5
for d = 2 and θ = 3
4
in the case d = 3.
In both cases we get that
∂jϕ
δ
2 is bounded in L
2(0, T ;W 16 (Ω)) ∩ L∞(0, T ;L2(Ω)) ↪→ L
8
3 (0, T ;L∞(Ω)).
Therefore, we can prove the convergence (3.117) for the remaining term
ρ′′(ϕδ)∂jϕδ2m˜(ϕ
δ)∂jµ
δvδkψk:
i) We have already shown that (∂jϕ
δ
2)δ>0 is bounded in L
8
3 (0, T ;L∞(Ω)) with
j = 1, ..., d. Moreover, ∂jϕ
δ
2 converges strongly in L
2(0, T ;L2(Ω)) since this
holds for ∂jϕ
δ and ∂jϕ
δ
1. Hence, Theorem 2.32 yields that for every 1 ≤ q1 <∞
there exists ε1 > 0 such that
∂jϕ
δ
2 → ∂jϕ2 in L
8
3
−ε1(0, T ;Lq1(Ω)), j = 1, ..., d,
where ε1 → 0 as q1 →∞.
ii) Analogously as in the previous step, it follows from the boundedness of vδ in
L∞(0, T ;L2σ(Ω)) and v
δ → v in L2(0, T ;L6−ε(Ω)d) for every 0 < ε ≤ 5 that for
every 1 ≤ q2 <∞ there exists ε2 > 0 such that
vδ → v in Lq2(0, T ;L2+ε2(Ω)d), j = 1, ..., d,
where it holds ε2 → 0 as q2 →∞.
iii) Since we know
∂jϕ
δ
2 → ∂jϕ2 in L
8
3
−ε1(0, T ;Lq1(Ω)) for all 1 ≤ q1 <∞, j = 1, ..., d,
vδ → v in Lq2(0, T ;L2+ε2(Ω)d) for all 1 ≤ q2 <∞,
∂jµ
δ ⇀ ∂jµ in L
2(0, T ;L2(Ω)) for all j = 1, ..., d,
where εi → 0 as qi →∞, i = 1, 2, we can choose q1 and q2 in such a way that
T∫
0
∫
Ω
ρ′′(ϕδ)∂jϕδ2m˜(ϕ
δ)∂jµ
δvδkψkdxdt →
T∫
0
∫
Ω
ρ′′(ϕ)∂jϕ2m˜(ϕ)∂jµvkψkdxdt
for all ψ ∈ C∞0 (0, T ;C∞0,σ(Ω)) as δ → 0.
Thus we have shown (3.117) and it remains to prove (3.118). Here we use that the
energy estimate yields the boundedness of δ
1
2 ∆vδ in L2(0, T ;L2(Ω)). Since it holds
δ∆2vδ = δ
1
2 ∆(δ
1
2 ∆vδ), we can conclude δ∆2vδ → 0 in L2(0, T ;H−2(Ω)), which shows
(3.118).
Finally, we need to prove the energy estimate (3.14) for all s ≤ t < T and almost
all 0 ≤ s < T including s = 0. Analogously as in the proof for δ > 0 and in
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[ADG13], one can show Etot(v
δ(t), ϕδ(t),∇ϕδ(t), qδ(t))→ Etot(v(t), ϕ(t),∇ϕ(t), q(t))
for a.e. t ∈ (0, T ) and since norms are lower semicontinuous and ϕδ(t, x) → ϕ(t, x),
qδ(t, x)→ q(t, x) a.e. in (0, T )× Ω we get
lim inf
δ→0
T∫
0
Dδ(t)τ(t)dt ≥
T∫
0
D(t)τ(t)dt
for all τ ∈ W 11 (0, T ) with τ ≥ 0 and τ(T ) = 0, where Dδ and D are defined by
Dδ(t) :=
∫
Ω
m(ϕδ, qδ)
∣∣∇qδ∣∣2 dx + ∫
Ω
m˜(ϕδ)|∇µδ|2dx +
∫
Ω
2η(ϕδ)|Dvδ|2dx
+ δ
∫
Ω
|∆vδ|2dx + δ
∫
Ω
|∂tϕδ|2dx ,
D(t) :=
∫
Ω
m(ϕ, q) |∇q|2 dx +
∫
Ω
m˜(ϕ)|∇µ|2dx +
∫
Ω
2η(ϕ)|Dvδ|2dx .
Due to the energy estimate in the case δ > 0, cf. (3.63), we can deduce
Etot(v0, ϕ0,∇ϕ0, q0)τ(0) +
T∫
0
Etot(v
δ(t), ϕδ(t),∇ϕδ(t), qδ(t))τ ′(t)dt ≥
T∫
0
Dδ(t)τ(t)dt .
For the limit δ → 0 it follows
Etot(v0, ϕ0,∇ϕ0, q0)τ(0) +
T∫
0
Etot(v(t), ϕ(t),∇ϕ(t), q(t))τ ′(t)dt ≥
T∫
0
D(t)τ(t)dt
for all τ ∈ W 11 (0, T ) with τ ≥ 0 and τ(T ) = 0. Hence, we can apply Lemma 3.12,
which yields the energy estimate (3.14) for all s ≤ t < T and almost all 0 ≤ s < T
including s = 0.
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4 Sharp Interface Asymptotics for the Surfactant
Model
In the following we give a short introduction to the method of formally matched
asymptotic expansions and apply this method to the diffuse interface model
(1.1) - (1.5) for ρ ≡ 1 so that we recover the corresponding sharp interface model,
i.e., we study the sharp interface limit of the equations
∂tv + div(v⊗ v) +∇p− div(2η(ϕ)Dv) = div(−ε∇ϕ⊗∇ϕ) in QT , (4.1)
div v = 0 in QT , (4.2)
∂•t
(
1
ε
f(q)W (ϕ) + g(q)
)
= div (m(ϕ, q)∇q) in QT , (4.3)
∂•t ϕ = div(m˜(ϕ)∇µ) in QT , (4.4)
−ε∆ϕ+ h(q)1
ε
W ′(ϕ) = µ in QT . (4.5)
In Chapter 3 we proved the existence of weak solutions (vε, qε, µε, ϕε)ε>0 in the sense
of Definition 3.14 depending on ε > 0, cf. Theorem 3.15, where the density ρ(ϕ) was
not necessarily constant. In this chapter we assume ρ ≡ 1 and that the solutions are
sufficiently smooth. Moreover, we assume that there exist two different asymptotic
expansions in powers of ε, one which is valid in the bulk and another one near the
interface. In the following we call the asymptotic expansion in the bulk region the
outer expansion and the other one the inner expansion. Since we assume that both
expansions are solutions to the same problem, there has to exist a narrow region near
the interface where both expansions are valid, i.e., both expansions have to match in
this region. This leads to the so-called matching conditions for the inner and outer
expansion.
In the first section of this chapter, we introduce the notation which we will use
for the asymptotic analysis and we make further assumptions on m, m˜ and h. In
the second section we derive the outer expansion for the diffuse interface model
(4.1) - (4.5). Before we continue with the inner expansion, we introduce new coordi-
nates in the inner region near the interface and deduce the matching conditions for
the inner and outer expansion, cf. Section 4.3 and Section 4.4. In Section 4.5 we
use the results from the previous sections to obtain the inner expansion of the phase
field model (4.1) - (4.5) and to recover the corresponding sharp interface model. In
the last section we identify the sharp interface model from Section 4.5 with one of
the sharp interface models in [GLS14] and show that an energy estimate holds. For
more details about this method we refer to [EGK08] and [Hol13].
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4.1 Preliminaries for the Matched Asymptotics
In this section we state the assumptions on h and the mobilities m and m˜ and we
introduce the notation which we need to describe how fast terms depending on the
parameter ε converge to 0 as ε→ 0. To this end, we recall the Landau notation. Let
f, g : (0,∞) → R be given. In the following, we define O(g), o(g) and Os(g) as in
[Hol13, Section 1.3].
i) f = O(g) as ε↘ 0 if there are constants δ, κ > 0 such that
|f(ε)| ≤ κ|g(ε)| for all 0 < ε < δ.
ii) f = o(g) as ε↘ 0 if for every κ > 0 there is δ > 0 such that
|f(ε)| ≤ κ|g(ε)| for all 0 < ε < δ.
iii) f = Os(g) as ε↘ 0 iff f = O(g) and f 6= o(g) as ε↘ 0.
Note that in the following we will omit the subscript s, i.e., we write O(1) instead of
Os(1). We explain this notation by the following example. Consider the equation
ε∂tϕ+ ϕ = ε∂x1µ+ ∆µ.
Then we refer to ϕ = ∆µ as the O(1) equation and to ∂tϕ = ∂x1µ as the O(ε)
equation although by definition of the order symbols, every term in the previous
equation would be O(1).
In the diffuse interface model (4.1) - (4.5) we have the mobilities m(ϕ, q) and m˜(ϕ).
For these mobilities, we make the following assumptions.
Assumption 4.1. There exist constants c0, c1 > 0 such that c0 < m(ϕ, q), m˜(ϕ) < c1
and h(q) > c0 for all ϕ, q ∈ R. Moreover, there exist functions M,m0 and K such
that
m(ϕ, q) =
1
ε
M(ϕ)K(q) + 1,
m˜(ϕ) = εm0(ϕ)
for all ϕ, q ∈ R, where it holds 0 < K(q) < C for a constant C and M satisfies
M(ϕ) = W (ϕ)
for all ϕ ∈ R with |ϕ| ≤ 3.
Note that this assumption implies M(±1) = M ′(±1) = 0 and M(ϕ) > 0 for all
|ϕ| < 1.
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4.2 Outer Expansions
We assume that in the bulk phases, i.e., in the subsets of Ω where it holds ϕ(x) ≈ ±1,
the solutions of the phase field model (4.1) - (4.5) can be expanded in powers of ε,
i.e.,
vε =
∞∑
k=0
εkvk, ϕε =
∞∑
k=0
εkϕk, µε =
∞∑
k=0
εkµk,
qε =
∞∑
k=0
εkqk, pε =
∞∑
k=0
εkpk, (4.6)
where vε : (0, T )×Ω→ Rd, ϕε, µε, qε, pε : (0, T )×Ω→ R for all ε ∈ (0, δ) and δ > 0
sufficiently small. We start the outer expansion with equation (4.2). To this end, we
substitute (4.6) into (4.2). Hence, we get
div
( ∞∑
k=0
εkvk
)
= 0
and therefore vk = 0 for every k ∈ N0. Next, we insert (4.6) into (4.4) and obtain
∂t(
∞∑
k=0
εkϕk) +∇
( ∞∑
k=0
εkϕk
)
·
( ∞∑
k=0
εkvk
)
= div
(
εm0(
∞∑
k=0
εkϕk)∇
( ∞∑
k=0
εkµk
))
.
Here the term m0(
∞∑
k=0
εϕk) appears. For such terms we use the Taylor expansion. So
let f ∈ C∞(R) be given. Then we have for an arbitrary expansion ψε =
∞∑
k=0
εkψk the
Taylor series
f
( ∞∑
k=0
εkψk
)
= f(ψ0) +
∞∑
i=1
f (i)(ψ0)
i!
( ∞∑
k=1
εkψk
)i . (4.7)
Since ε can be expected to be very small as we study the behaviour of the equations
for ε→ 0, the most important terms are the ones with the lowest power in ε, which
is denoted as the leading order expansion. Using the Taylor series for m0 in the outer
expansion of (4.4), the leading order expansion is given by
∂tϕ0 +∇ϕ0 · v0 = 0 (4.4),O(1),
where the notation (4.4), O(1) means that this is the outer expansion of equation
(4.4) with terms in the power of ε0 = 1. Analogously, (4.4), O(ε) denotes the outer
expansion of equation (4.4) with all the terms in the power of ε. From equation
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(4.4),O(1) we want to deduce ϕ0 = ±1. We note that (4.4),O(1) can also be written
as
(∗)
 ∂tϕ0(t, x) +
d∑
i=1
(v0(t, x))i∂xiϕ0(t, x) = 0 for all (t, x) ∈ (0,∞)× Ω,
ϕ0(0, x) := ±1 for all x ∈ Ω.
The method of characteristics yields the existence of a unique solution ϕ0. Moreover,
the characteristic equations are given by ddτ
(
t(τ)
x(τ)
)
=
(
1
v0(t(τ), x(τ))
)
,
(
t(0)
x(0)
)
=
(
0
x0
)
,
z′(τ) = 0, z(0) = ±1,
where z(τ) := ϕ0(t(τ), x(τ)). Thus we get
t(τ) = τ, z(τ) = ±1
for all τ . This implies
ϕ0 = ±1. (4.8)
This is what we would physically expect since ϕ models the volume fraction difference
of both liquids, i.e., ϕ = ϕ2 − ϕ1, where ϕ1 is the volume fraction of liquid 1 and
ϕ2 is the volume fraction of liquid 2. Thus in the bulk phases one volume fraction
has to equal 1 while the other one vanishes. Therefore, ϕ should be ±1 in the bulk
phases. Since ϕ0 is the term of the outer expansion of ϕ with the lowest power in ε,
it is physically meaningful that ϕ0 is ±1 in the bulk.
In the next step we determine the outer expansion of (4.5). It holds
∞∑
k=0
εkµk = −ε∆(
∞∑
k=0
εkϕk) + h(
∞∑
k=0
εkqk)
1
ε
W ′(
∞∑
k=0
εkϕk).
Approximating the last terms with two Taylor series yields
∞∑
k=0
εkµk =− ε∆(
∞∑
k=0
εkϕk) +
1
ε
{
h(q0) +
∞∑
i=1
h(i)(q0)
i!
(
∞∑
k=1
εkqk)
i
}
·
{
W ′(ϕ0) +
∞∑
i=1
W (i+1)(ϕ0)
i!
(
∞∑
k=1
εkϕk)
i
}
.
Hence, the leading order expansion is given by
1
ε
h(q0)W
′(ϕ0) = 0 (4.5),O(ε−1).
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Since we have already shown ϕ0 = ±1, it holds W ′(ϕ0) = 0. Thus we need to study
(4.5),O(1). We obtain
µ0 = h(q0)W
′′(ϕ0)ϕ1 + h′(q0)q1W ′(ϕ0) = h(q0)W ′′(ϕ0)ϕ1 (4.5),O(1)
due to W ′(ϕ0) = 0.
We proceed with equation (4.3). Substituting the outer expansions (4.6) into (4.3)
yields
0 = ∂t
(
1
ε
f(
∞∑
k=0
εkqk)W (
∞∑
k=0
εkϕk) + g(
∞∑
k=0
εkqk)
)
+∇
(
1
ε
f(
∞∑
k=0
εkqk)W (
∞∑
k=0
εkϕk) + g(
∞∑
k=0
εkqk)
)
·
( ∞∑
k=0
εkvk
)
− div
(
1
ε
M(
∞∑
k=0
εkϕk)K(
∞∑
k=0
εkqk)∇(
∞∑
k=0
εkqk)
)
−∆
( ∞∑
k=0
εkqk
)
.
We apply the Taylor series (4.7) as before, where we only need to take into account
the term with no power in ε to derive the equation with the lowest power in ε, i.e.,
0 =∂t
(
1
ε
f(q0)W (ϕ0)
)
+
1
ε
∇ (f(q0)W (ϕ0)) · v0
− div
(
1
ε
M(ϕ0)K(q0)∇q0
)
(4.3),O(ε−1).
But as it holds W (ϕ0) = M(ϕ0) = 0 for ϕ0 = ±1, we have a look at the next order
terms in (4.3), which we calculate with the Taylor series again. For the sake of clarity
we study the terms separately. For the term ∂t(
1
ε
f(q)W (ϕ)) we obtain
∂t
(
1
ε
{
f(q0) +
∞∑
i=1
(f (i)(q0)
i!
(
∞∑
k=1
εkqk)
i
)}{
W (ϕ0) +
∞∑
i=1
(W (i)(ϕ0)
i!
(
∞∑
k=1
εkϕk)
i
)})
.
Analogously, the term ∂tg(q) yields
∂t
(
g(q0) +
∞∑
i=1
(g(i)(q0)
i!
(
∞∑
k=1
εkqk)
i
))
.
For the summand ∇(1
ε
f(q)W (ϕ)) · v we get
∇
(
1
ε
{
f(q0) +
∞∑
i=1
(f (i)(q0)
i!
(
∞∑
k=1
εkqk)
i
)}{
W (ϕ0) +
∞∑
i=1
(W (i)(ϕ0)
i!
(
∞∑
k=1
εkϕk)
i
)})
·
( ∞∑
k=0
εkvk
)
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and for the term ∇g(q) · v we obtain(
g(q0) +
∞∑
i=1
(g(i)(q0)
i!
(
∞∑
k=1
εkqk)
i
))
·
( ∞∑
k=0
εkvk
)
.
Finally, the last term div(1
ε
M(ϕ)K(q)∇q) + ∆q yields for the O(1) expansion ∆q0,
where the other terms vanish due to M(ϕ0) = M
′(ϕ0) = 0. Comparing the terms
with the second lowest power in ε, that is ε0, we obtain the (4.3),O(1) equation
0 = ∂t (f(q0)W
′(ϕ0)ϕ1 + f ′(q0)q1W (ϕ0) + g(q0))
+∇ (f(q0)W ′(ϕ0)ϕ1 + f ′(q0)q1W (ϕ0) + g(q0)) · v0
+∇ (f(q0)W (ϕ0)) · v1 −∆q0 (4.3),O(1).
Since we already know ϕ0 = ±1 this equation simplifies to
∂tg(q0) +∇g(q0) · v0 = ∆q0 (4.3),O(1).
Now we turn to equation (4.1). Inserting the outer expansions (4.6) into (4.1) yields
∂t
( ∞∑
k=0
εkvk
)
+
( ∞∑
k=0
εkvk
)
· ∇
( ∞∑
k=0
εkvk
)
+∇
( ∞∑
k=0
εkpk
)
− div
(
2η(
∞∑
k=0
εkϕk)D
( ∞∑
k=0
εkvk
))
= −1
2
∇
(
ε|∇
∞∑
k=0
εkϕk|2
)
+
( ∞∑
k=0
εkµk − 1
ε
h(
∞∑
k=0
εkqk)W
′(
∞∑
k=0
εkϕk)
)
∇
∞∑
k=0
εkϕk.
We use the Taylor series (4.7) again. Hence, the leading order terms are given by
0 = −1
ε
h(q0)W
′(ϕ0)∇ϕ0. (4.1),O(ε−1).
Since it holds ϕ0 = ±1, we have a look at the next order equations, i.e., (4.1),O(1).
We obtain
∂tv0 + v0 · ∇v0 +∇p0 − div
(
2η(i)Dv0
)
= µ0∇ϕ0 − h(q0)W ′(ϕ0)∇ϕ1 (4.1),O(1)
− h(q0)W ′′(ϕ0)ϕ1∇ϕ0 − h′(q0)q1W ′(ϕ0)∇ϕ0,
where η(i) = η(ϕ0), i.e., η
(1) = η(−1) is the viscosity in fluid 1 and η(2) = η(1) is the
viscosity in the phase related to fluid 2. Since it holds W ′(ϕ0) = 0, we can conclude
∂tv0 + v0 · ∇v0 +∇p0 − div
(
2η(i)Dv0
)
= 0 (4.1),O(1).
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Altogether the following equations have to hold in the bulk phases Ω(i)(t), i = 1, 2,
∂tv0 + v0 · ∇v0 +∇p0 − div
(
η(i)Dv0
)
= 0 in Ω(i)(t),
div(v0) = 0 in Ω
(i)(t),
∂tg(q0) +∇g(q0) · v0 = ∆q0 in Ω(i)(t),
where Ω(i)(t) denotes the bulk phase of fluid i, i.e., Ω(1)(t) = {x ∈ Ω : ϕ0 = −1} and
Ω(2)(t) = {x ∈ Ω : ϕ0 = 1}.
4.3 New Coordinates in the Inner Region
In the previous section we derived the equations which have to hold in the bulk
phases as ε tends to 0. To this end, we assumed that the solutions are sufficiently
smooth and that there exist asymptotic expansions in powers of ε for these solutions.
Thus we were able to derive ϕ0 = ±1 in the bulk. But this implies that there has
to exist an interfacial region where ϕ0 changes its value very fast from −1 to +1.
Since we want to study the behaviour of the equations (4.1) - (4.5) in this region
near the interface, we introduce new coordinates in the interfacial region. Moreover,
we assume that there exists an inner expansion for the solutions which is valid near
the interface.
Note that shorter versions of the following calculations can be found in
[AGG12, Section 4.3 and Appendix], [ALS15, Section 3.2] and [EGK08, Section 7.9].
We assume that the limit of (Γε(t))ε>0 exists as ε → 0, e.g. with respect to the
Hausdorff distance, where
Γε(t) := {x ∈ Ω : ϕε(t, x) = 0}.
We denote this limit set by Γ := Γ0 := (Γ(t))t≥0 and expect it to be a smoothly
evolving interface between the two bulk phases which does not intersect with ∂Ω.
Note that we also assume that Γε(t) and ∂Ω do not intersect for every ε > 0. More-
over, we introduce new coordinates which we expect to be valid near Γ. The time
interval is denoted by I ⊆ R and U ⊆ Rd−1 denotes the spatial domain. Then we
define a local parametrization of Γ by
γˆ : I × U → Rd.
Furthermore, we denote the unit normal to Γ(t) by ν . It is pointing into the second
phase, i.e., the phase where ϕ0 = 1. For a point x close to γˆ(I × U) we con-
sider d(t, x) to be the signed distance function to the interface Γ(t), where it holds
d(t, x) > 0 if x ∈ Ω(2)(t) = {x ∈ Ω : ϕ(x, t) > 0}. Hence, we can introduce a local
parametrization of I × Rd in an interfacial region near γˆ(I × U). To this end, we
rescale the distance function d by ε−1, i.e., we set z(t, x) := d(t,x)
ε
, and define
Gε : R× Rd−1 × R→ R× Rd,
Gε(t, s, z) := (t, γˆ(t, s) + εzν(t, s)),
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where it holds s ∈ U ⊆ Rd−1. Here we used that for every t ∈ R there exists
δ(t) > 0 such that every x ∈ Ω with d(t, x) < δ(t) has a unique representation
γˆ(t, s) + εzν(t, s). The normal velocity for the parametrization of the evolving hy-
persurface Γ0 is denoted by V = ∂tγˆ · ν. With these definitions it holds
D(t,s,z)G
ε(t, s, z) =
(
1 0 0
∂tγˆ + εz∂tν ∂sγˆ + εz∂sν εν
)
∈ R(d+1)×(d+1).
Hence, D(t,s,z)G
ε(t, s, z) can be written as
D(t,s,z)G
ε(t, s, z) =
(
1 0 ... 0
u A
)
for a vector u ∈ Rd and a matrix A ∈ Rd×d given by
A =
(
∂s1 γˆ + εz∂s1ν ... ∂sd−1 γˆ + εz∂sd−1ν εν
) ∈ Rd×d.
Since ∂s1 γˆ, ..., ∂sd−1 γˆ is a basis of T(t,x)Γ(t) for fixed t ∈ R and ν is the unit normal,
we can conclude that ∂s1 γˆ, ..., ∂sd−1 γˆ, ν is a local basis at the interface Γ(t). Denoting
the principal curvatures by κi, we can choose the parametrization γˆ in such a way
that
∂siν(t, s) = dνγˆ(t,s)(∂si γˆ) = −κi∂si γˆ, (4.9)
since the Weingarten map dνγˆ(t,s) : Tγˆ(t,s)Γ(t) → Tγˆ(t,s)Γ(t) is self-adjoint and there-
fore there exists an orthonormal basis such that the identity (4.9) holds.
Hence, we define τi := ∂si γˆ for every i = 1, ..., d − 1. Then the matrix A can be
written as
A =
(
(1− εzκ1)τ1 ... (1− εzκd−1)τd−1 εν
) ∈ Rd×d.
The vectors τ1, ..., τd−1, ν are a local orthonormal basis at Γ(t). We define the metric
tensor in the new coordinates by
gij := (∂si γˆ + εz∂siν) · (∂sj γˆ + εz∂sjν), i, j = 1, ..., d− 1,
gid := gdi = (∂si γˆ + εz∂siν) · εν = 0, i = 1, ..., d− 1,
gdd := εν · εν = ε2.
Moreover, we can make a coordinate transformation such that
G := AT · A =

(1− κ1εz)2 0 ... 0 0
0 (1− κ2εz)2 ... 0 0
...
...
. . .
...
...
0 0 ... (1− κd−1εz)2 0
0 0 ... 0 ε2
 .
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Note that we call this new matrix G since this is the metric tensor in the new
coordinates. The inverse matrix of G = (gij)
d
i,j=1 is then given by
G−1 = (gij)di,j=1 =

1
(1−κ1εz)2 0 ... 0 0
0 1
(1−κ2εz)2 ... 0 0
...
...
. . .
...
...
0 0 ... 1
(1−κd−1εz)2 0
0 0 ... 0 1
ε2
 .
Due to
D(t,s,z)G
ε(t, s, z) =
(
1 0 ... 0
u A
)
,
we can deduce
(D(t,s,z)G
ε(t, s, z))−1 =
(
1 0 ... 0
wˆ B
)
,
where B = G−1AT and
wˆ = −Bu = −G−1AT (∂tγˆ + εz∂tν).
Therefore, it holds
wˆ =

− (AT ∂tγˆ)1
(1−κ1εz)2 −
εz(AT ∂tν)1
(1−κ1εz)2
...
− (AT ∂tγˆ)d−1
(1−κd−1εz)2 −
εz(AT ∂tν)d−1
(1−κd−1εz)2
− (AT ∂tγˆ)d
ε2
− z(AT ∂tν)d
ε
 =

− τ1·(∂tγˆ+εz∂tν)
1−κ1εz
...
− τd−1·(∂tγˆ+εz∂tν)
1−κd−1εz
−ν·(∂tγˆ+εz∂tν)
ε
 .
Now let t ∈ R and x ∈ Ω be given such that (Gε)−1(t, x) = (t, s(t, x), z(t, x)) for
s ∈ Rd−1 and z ∈ R, where (Gε)−1 is the inverse function of Gε. Then we can
conclude that D(t,x)(G
ε)−1(t, x) reads as
(D(t,s,z)G
ε(t, s, z))−1 = D(t,x)(Gε)−1(t, x) =

∂tt(t, x) ∇xt(t, x)
∂ts1(t, x) ∇xs1(t, x)
...
...
∂tsd−1(t, x) ∇xsd−1(t, x)
∂tz(t, x) ∇xz(t, x)
 .
With these calculations we are able to derive some formulas for the transformation
of a function defined in the outer variables to a function depending on the inner
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variables. To this end, we need to determine ∂tz(t, x). Due to z(t, x) =
d(t,x)
ε
we can
deduce
∂tz(t, x) =
∂td(t, x)
ε
=
1
ε
∂td(t, x)
|∇d(t, x)| = −
1
ε
V ,
where we used |∇d(t, x)| ≡ 1 and V(t, x) = ∂td(t,x)|∇d(t,x)| , cf. (2.6) and (2.20) in [DDE05].
Note that it would not have been necessary to use z(t, x) = d(t,x)
ε
. Due to the
calculations above we know
∂tz(t, x) = −(A
T∂tγˆ)d
ε2
− z(A
T∂tν)d
ε
= −∂tγˆ · ν
ε
− z∂tν · ν = −1
ε
V .
Now we define for a scalar function b(t, x) the function b˜(t, s, z) in the new coordinates
via
b˜(t, s(t, x), z(t, x)) := b(t, x).
We remember that for a function b˜ : Γ → R defined on a surface Γ ⊆ Rd with
γˆ : Rd−1 → Rd being a local parametrization of Γ with γˆ(u) = p, the surface gradient
of b˜ in p = γˆ(u) is defined by
∇Γb˜(p) :=
d−1∑
i,j=1
gij(u)∂i(b˜ ◦ γˆ)(u)∂j γˆ(u), (4.10)
cf. [Dep10, Remark 2.22], where g denotes the metric and the coefficients gij are
defined by g(τi, τj) for a basis {τ1, ..., τd} and (gij) are the coefficients of the inverse
matrix of G := (gij)
d
i,j=1. For a vector quantity j(t, x) we define j˜(t, s, z) in the new
coordinates via
j˜(t, s(t, x), z(t, x)) := j(t, x).
For such a vector quantity the divergence on a surface Γ in p = γ(u) is given by
divΓ˜j(p) :=
d−1∑
i,j=1
gij(u)∂i(˜j ◦ γˆ)(u) · ∂j γˆ(u),
cf. [Dep10, Remark 2.24]. Note that we need to distinguish between the surface
gradient ∇Γb˜ on the hypersurface Γ(t) := {γˆ(t, s) : s ∈ U} and the surface gradient
∇Γεz b˜ on the hypersurfaces Γεz(t) := {γˆ(t, s) + εzν(t, s) : s ∈ U} for t ∈ I and
arbitrary but fixed ε > 0, z ∈ R. In our case formula (4.10) simplifies to
∇Γb˜(p) =
d−1∑
i=1
gii(u)∂i(b ◦ γˆ)(u)∂iγˆ(u),
∇Γεz b˜(p) =
d−1∑
i=1
gii(u)∂i(b ◦ γˆ)(u)∂iγˆ(u),
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since the local basis ∂s1 γˆ, ..., ∂sd−1 γˆ, ν is orthonormal and for the second formula
the local basis ∂s1 γˆ + εz∂z1ν, ..., ∂sd−1 γˆ + εz∂zd−1ν, ν is orthogonal. Note that in the
formulas above the parametrizations γˆ and the coefficients gii are not the same.
In the first formula γˆ is the parametrization of Γ, while in the second formula
γˆ(t, s) + εzν(t, s) is the parametrization of Γεz.
With these considerations we are able to derive the identity
d
dt
b(t, x) =
d
dt
b˜(t, s(t, x), z(t, x))
= ∂tb˜+∇sb˜ · ∂ts+ ∂z b˜∂tz
= ∂tb˜−
d−1∑
i=1
∂si b˜
(
(AT∂tγˆ)i
(1− κiεz)2 +
εz(AT∂tν)i
(1− κiεz)2
)
+ ∂z b˜∂tz
= ∂tb˜−
d−1∑
i=1
∂si b˜
(
(∂si γˆ + εz∂siν) · ∂tγˆ
(1− κiεz)2 +
εz(∂si γˆ + εz∂siν) · ∂tν
(1− κiεz)2
)
− ∂z b˜1
ε
V
= −1
ε
V∂z b˜+ ∂tb˜−∇Γεz b˜ · ∂tγˆ + εz∇Γεz b˜ · ∂tν. (4.11)
With respect to the spatial variables we obtain
∇xb(t, x) = ∇xb˜(t, s(t, x), z(t, x)) =
d−1∑
i=1
(
∂si b˜ ∇xsi
)
+ ∂z b˜∇xz(t, x)
=
d−1∑
i=1
(
∂si b˜
(1− κiεz)2 (∂si γˆ + εz∂siν)
)
+ ∂z b˜
εν
ε2
=
1
ε
∂z b˜ν +∇Γεz b˜. (4.12)
This formula was also derived in [ALS15, Lemma 3.1]. Note that in the formulas
(4.11) and (4.12) the surface gradient is with respect to the hypersurface Γεz. But
for the inner expansion we need the surface gradient on Γ. Hence, we need to show
some relation between these two gradients. More precisely, it holds
∇Γεz b˜ =
d−1∑
i=1
(
∂si b˜
(1− κiεz)2 (∂si γˆ − εzκi∂si γˆ)
)
=
d−1∑
i=1
(1 + κiεz + h.o.t.)∂si b˜∂si γˆ = (1 + h.o.t.)∇Γb˜, (4.13)
where we used the Taylor series for 1
1−κiεz = 1 + κiεz + h.o.t. and ∂siν = −κi∂si γˆ for
i = 1, ..., d− 1, cf. (4.9). Thus it follows from (4.12)
∇xb = 1
ε
∂z b˜ν + (1 + h.o.t.)∇Γb˜, (4.14)
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where (1 + h.o.t.)∇Γb˜ implies that the higher order terms in ε are in the tangential
direction of Γ. Using the abbreviation ∂◦t b˜ := ∂tb˜−∇Γb˜ ·∂tγˆ and neglecting the terms
to the power ε and higher order, we get from (4.11) the identity
d
dt
b(t, x) = −1
ε
V∂z b˜+ ∂◦t b˜+ h.o.t.. (4.15)
For a vector quantity j(t, x) written in the new coordinates via
j˜(t, s(t, x), z(t, x)) := j(t, x),
we obtain with analogous calculations
div(j(t, x)) =
d∑
i=1
∂xi (˜j(t, s(t, x), z(t, x))i
=
d∑
i=1
(
d−1∑
l=1
(∂sl j˜)i(∂xisl(t, x)) + (∂z j˜)i∂xiz(t, x)
)
=
d−1∑
i=1
∂si j˜ ·
(∂si γˆ + εz∂siν)
(1− κiεz)2 + ∂z j˜ ·
εν
ε2
=
1
ε
∂z j˜ · ν + divΓεz j˜,
where divΓεz j˜ is the divergence of j˜ on Γεz. We want to express the divergence in terms
depending on the interface Γ again and not on the shifted interface Γεz. Therefore,
we can use the Taylor series analogously as in the derivation of (4.13) and obtain
divΓεz j˜ =
d−1∑
i=1
∂si j˜ ·
(∂si γˆ + εz∂siν)
(1− κiεz)2 =
d−1∑
i=1
∂si j˜ ·
(1− κiεz)∂si γˆ
(1− κiεz)2
=
d−1∑
i=1
(1 + κiεz + h.o.t.)∂si j˜ · ∂si γˆ = (1 + h.o.t.)divΓ˜j,
where we used (4.9) again. Altogether, this yields the formula
div(j(t, x)) =
1
ε
∂z j˜ · ν + divΓ˜j + h.o.t.. (4.16)
Finally, we want to deduce a formula for the Laplace. To this end, we can use the
results we have already proven. For the derivation of such a formula, we start with
the formulas for Γεz. Hence, we do all the calculations for the terms on the shifted
interface Γεz and at the end we use how the formulas on the interface Γεz transfer to
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terms on the interface Γ. We obtain
∆xb(t, s) = divx(∇xb(t, x)) = divx(∇xb˜(t, s(t, x), z(t, x)))
= divx
(
1
ε
∂z b˜ν +∇Γεz b˜
)
=
1
ε
∂z
(
1
ε
∂z b˜ν +∇Γεz b˜
)
· ν + divΓεz
(
1
ε
∂z b˜ν +∇Γεz b˜
)
=
1
ε2
∂zz b˜ν · ν + 1
ε2
∂z b˜∂zν · ν + 1
ε
(∂z∇Γεz b˜) · ν
+
1
ε
(∇Γεz(∂z b˜)) · ν +
1
ε
∂z b˜divΓεzν + divΓεz(∇Γεz b˜). (4.17)
Now we need to study the terms in (4.17) separately. Since ν is the unit normal to
Γεz, we obtain ν · ν = 1 and therefore ∂zν · ν = 0. Using these identities in the first
two terms of (4.17) implies
1
ε2
∂zz b˜(ν · ν) = 1
ε2
∂zz b˜,
1
ε2
∂z b˜(∂zν · ν) = 0.
Since ν is the unit normal to Γεz and ∇Γεz b˜ is in the tangent space of the shifted
interface Γεz, we can conclude ∇Γεz b˜ · ν = 0 and therefore ∂z(∇Γεz b˜ · ν) = 0. But this
implies
∂z(∇Γεz b˜) · ν +∇Γεz b˜ · ∂zν = 0.
Moreover, it holds ∂zν = 0 and therefore we get for the third term in (4.17)
(∂z∇Γεz b˜) · ν = 0.
The fourth term in (4.17) is also 0. Therefore, (4.17) simplifies to
∆xb(t, s) =
1
ε2
∂zz b˜+
1
ε
∂z b˜divΓεzν + divΓεz(∇Γεz b˜).
As it holds
divxν =
1
ε
∂zν · ν + divΓεzν = divΓεzν
and ν = ∇xd, we can conclude
∆xb(t, s) =
1
ε2
∂zz b˜+
1
ε
∂z b˜(∆xd) + ∆Γεz b˜.
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Now we need to express ∆Γεz in terms of ∆Γ. We calculate
∆Γεz b˜ = divΓεz(∇Γεz b˜) = divΓεz
(
d−1∑
i=1
(
∂si b˜
(1− κiεz)∂si γˆ
))
=
d−1∑
k=1
1
1− κkεz∂sk
(
d−1∑
i=1
(
∂si b˜
(1− κiεz)∂si γˆ
))
· ∂sk γˆ
=
d−1∑
i=1
(1 + h.o.t.)∂si b˜∂si γˆ · ∂si γˆ
= ∆Γb˜+ h.o.t.,
where we used Taylor series again and the fact that (∂si γˆ) is an orthonormal basis of Γ.
Furthermore, we need to identify ∆xd. To this end, we use [GT01, Lemma 14.17],
which yields
D2d =

−κ1
1−κ1d 0 ... 0 0
0 −κ2
1−κ2d ... 0 0
...
...
. . .
...
...
0 0 ... −κd−1
1−κd−1d 0
0 0 ... 0 0
 .
Moreover, we use the definition of z, i.e., z(t, x) = d(t,x)
ε
, and the Taylor series
−κi
1−κiεz = −κi − εκ2i z + h.o.t.. Then we get
∆xd =
d−1∑
i=1
−κi
1− κid =
−κi
1− εκiz = −
d−1∑
i=1
κi −
d−1∑
i=1
εκ2i z + h.o.t..
Denoting by κ the mean curvature, i.e., the sum of the principal curvatures κi, and by
|S| the spectral norm of the Weingarten map dνγ(t,s), i.e., the l2-norm of (κ1, ..., κd−1),
we can conclude
∆xd = −κ− εz|S|2 + h.o.t..
Using these identities for ∆Γεz b˜ and ∆xd we can derive
∆xb =
1
ε2
∂zz b˜− 1
ε
(κ+ εz|S|2)∂z b˜+ ∆Γb˜+ h.o.t.. (4.18)
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4.4 Matching Conditions
In the previous sections we derived the outer expansion for the diffuse interface model
(4.1) - (4.5) and introduced new variables in an interfacial region. In this section,
we assume that there exists an asymptotic expansion of the solutions in powers of ε
with respect to the inner variables, i.e., we assume
vε(t, x) = Vε(t, s(t, x), z(t, x)),
pε(t, x) = P ε(t, s(t, x), z(t, x)),
ϕε(t, x) = Φε(t, s(t, x), z(t, x)),
µε(t, x) = M ε(t, s(t, x), z(t, x)),
qε(t, x) = Qε(t, s(t, x), z(t, x)),
where
Vε =
∞∑
k=0
εkVk, P
ε =
∞∑
k=−1
εkPk, Φ
ε =
∞∑
k=0
εkΦk,
M ε =
∞∑
k=0
εkMk, Q
ε =
∞∑
k=0
εkQk. (4.19)
Since the inner and the outer expansions are expansions of the same functions, we
assume that there exists a narrow region near the interface where both expansions
are valid, i.e., they have to match. This leads to the so-called matching condi-
tions which have to be satisfied at the interface Γ(t) and which we will derive in
the following for the diffuse interface model (4.1) - (4.5) analogously as in
[EGK08, Chapter 7.9]. Moreover, a short derivation of the matching conditions
together with an introduction to the variable transformation in inner variables can
also be found in [GS06, Appendix].
In the following all calculations are done for the functions ϕk and Φk from the outer
and inner expansion, respectively , but the calculations are also valid for vk,Vk,
µk,Mk and qk, Qk.
First of all we introduce the new variable r := zε = d(t, x). Then we define functions
ϕˆk in the new coordinates via
ϕˆk(t, s(t, x), r(t, x)) := ϕk(t, x), k = 0, 1, 2, ... .
Note that r(t, x) describes the unscaled distance to the interface Γ(t) since z(t, x)
was defined as the scaled distance which we used for the inner expansion, i.e.,
z(t, x) = d(t,x)
ε
.
For the derivation of the outer expansion we assumed that the solutions are
sufficiently smooth. For the derivation of the matching conditions, we additionally
assume that the functions ϕk of the outer expansion (4.6) can be expanded smoothly
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on Γ0 from both regions Ω(1)(t) and Ω(2)(t). Due to Taylor-expansion nearby r = 0
we obtain
ϕˆk(t, s, r) = ϕˆk(t, s, 0+) + ∂rϕˆk(t, s, 0+)r +
1
2
∂rrϕˆk(t, s, 0+)r
2 + ..., (4.20)
ϕˆk(t, s, r) = ϕˆk(t, s, 0−) + ∂rϕˆk(t, s, 0−)r + 1
2
∂rrϕˆk(t, s, 0−)r2 + ..., (4.21)
for small r > 0 and r < 0, respectively, where we define ϕˆk(t, s, 0+) := lim
δ↘0
ϕˆk(t, s, δ)
and ϕˆk(t, s, 0−) := lim
δ↗0
ϕˆk(t, s, δ).
For the functions Φk(t, s, z) of the inner expansion (4.19) we are interested in their
behaviour for z → ±∞. We assume that for every k ∈ N0 there exists suitable
nk ∈ N such that
Φk(t, s, z) ≈ Φ+k,0(t, s) + Φ+k,1(t, s)z + ...+ Φ+k,nk(t, s)znk for z →∞,
Φk(t, s, z) ≈ Φ−k,0(t, s) + Φ−k,1(t, s)z + ...+ Φ−k,nk(t, s)znk for z → −∞.
Since the inner and the outer expansions are solutions to the same problem, we can
assume that there exists a narrow region near the interface where both solutions have
to match. In particular this implies that the values of Q,Φ,M and V as z → ∞
have to coincide with the values of qˆ, ϕˆ, µˆ and vˆ as r → 0.
For the derivation of the matching condition we introduce an intermediate variable r˜
given by r˜ := r
εα
= ε1−αz, which is valid in the narrow region near the interface where
both expansions match. Therefore, we assume 0 < α < 1 since this intermediate
variable is located in the region where the inner and outer expansion are valid. Then
we study the limit ε→ 0 for fixed r˜, which implies r → 0 and z →∞.
Moreover, we need to change the variables for the outer expansions from r to r˜. As
it holds r = εαr˜ we obtain
ϕˆε(r) := ϕˆ(ε, r) :=
∞∑
k=0
εkϕˆk(r)
at r = εαr˜ with r˜ > 0, i.e.,
ϕˆε(εαr˜) =ϕˆ0(0+) + ε
α∂rϕˆ0(0+)r˜ +
1
2
ε2α∂rrϕˆ0(0+)r˜
2 +O(ε3α)
+ εϕˆ1(0+) + ε
1+α∂rϕˆ1(0+)r˜ +O(ε1+2α)
+ ε2ϕˆ2(0+) +O(ε2+α), (4.22)
where we used the Taylor expansion (4.20) for r > 0 small enough. Note that the
right-hand side of (4.22) now depends on r˜ instead of r.
Analogously we change the variables for the inner expansion from z to r˜. As it holds
z = r
ε
= εα−1r˜, we obtain
Φˆε(z) := Φˆ(ε, z) :=
∞∑
k=0
εkΦk(z) =
∞∑
k=0
{
εk
nk∑
j=0
Φ+k,jz
j
}
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at z = εα−1r˜, i.e.,
Φˆε(εα−1r˜) =Φ+0,0 + ε
α−1Φ+0,1r˜ + ...+ ε
n0(α−1)Φ+0,n0 r˜
n0+
+ εΦ+1,0 + ε
αΦ+1,1r˜ + ...+ ε
1+n1(α−1)Φ+1,n1 r˜
n1
+ ε2Φ+2,0 + ε
1+αΦ+2,1r˜ + ε
2αΦ+2,2r˜
2 + ...+ ε2+n2(α−1)Φ+2,n2 r˜
n2 + ..., (4.23)
where the right-hand side now depends on r˜ instead of z. Hence, the expansions
(4.22) and (4.23) match if ϕˆε and Φˆε coincide in all terms where they have the same
power in ε and r˜. It follows
Φ+0,0 = ϕˆ0(0+), Φ
+
0,i = 0 for 1 ≤ i ≤ n0,
Φˆ+1,0 = ϕˆ1(0+), Φ
+
1,1 = ∂rϕˆ0(0+), Φ
+
1,i = 0 for 2 ≤ i ≤ n1,
Φˆ+2,0 = ϕˆ2(0+), Φ
+
2,1 = ∂rϕˆ1(0+), Φ
+
2,2 =
1
2
∂rrϕˆ0(0+), Φ
+
2,i = 0 for 3 ≤ i ≤ n2.
Every x near the interface Γ(t) can be described in terms of r and s by
x(r, s) = γˆ(s) + rν(γˆ(s)). So let x = x(0, s) ∈ Γ(t) be given and let x± be the
limit as xn → x in Ω(2)(t) resp. in Ω(1)(t). Then it holds
∂rϕˆ0(0±) = ∂rϕˆ0(t, s, r)|r=0± = ∂rϕ0(t, x(r, s))|r=0± = ∂rϕ0(t, γˆ(s) + rν(γˆ(s)))|r=0±
= ∇ϕ0(t, x±) · ν(x±).
Analogous calculations yield
∂rrϕˆ0(0±) = (ν(x±) · ∇)(ν(x±) · ∇)ϕ0(t, x±).
Moreover, we have
Φ1(t, s, z) ≈ Φ±1,0(t, s) + Φ±1,1(t, s)z for z → ±∞,
Φ2(t, s, z) ≈ Φ±2,0(t, s) + Φ±2,1(t, s)z + Φ±2,2(t, s)z2 for z → ±∞,
since the terms with higher powers in z are 0. Hence, we can derive the following
matching conditions at x = γˆ(s)
Φ0(z, s) = Φ
±
0,0(s) = ϕˆ0(0±) = ϕ0(x±), (4.24)
Φ1(z) = ϕˆ1(0±) + ∂rϕˆ0(0±)z = ϕ1(x±) + (∇ϕ0(x±) · ν)z, (4.25)
∂zΦ1(z, s) = Φ
±
1,1(t, s) ≈ ∇ϕ0(x±) · ν, (4.26)
∂zΦ0(z, s) = 0, (4.27)
Φ2(z, s) = ϕ2(x±) + (∇ϕ1(x±) · ν)z + 1
2
(ν · ∇)(ν · ∇)ϕ0(x±)z2, (4.28)
∂zΦ2(z, s) = ∇ϕ1(x±) · ν + (ν · ∇)(ν · ∇)ϕ0(x±)z (4.29)
as z → ±∞.
136 4 Sharp Interface Asymptotics for the Surfactant Model
4.5 Inner Expansions
Analogously as in Section 4.2 we insert the asymptotic expansion (4.19) for the inner
variables into the equations for the diffuse interface model (4.1) - (4.5), apply the
formulas from Section 4.3 for functions defined with respect to the inner variables
and compare the terms with the same power in ε. Due to the matching conditions
(4.24) - (4.29) from Section 4.4 we are then able to derive the equations on the
interface Γ(t) for the corresponding sharp interface model.
At the beginning we derive the asymptotic expansion for every equation and then
have a look at the different order terms, where the leading order term is the one
with the lowest power in ε again. Since higher order terms appear in every inner
expansion, we omit the term +h.o.t. for the sake of clarity.
Equation (4.1):
For the first terms we do the calculations in detail. From the first two terms on the
left-hand side we obtain
∂•t v = −
1
ε
V∂z
( ∞∑
k=0
εkVk
)
+ ∂t
( ∞∑
k=0
εkVk
)
−∇Γ
( ∞∑
k=0
εkVk
)
∂tγˆ
+
(
∇Γ
( ∞∑
k=0
εkVk
)
+
1
ε
∂z
( ∞∑
k=0
εkVk
)
ν
)
·
( ∞∑
k=0
εkVk
)
,
∇p =
(
∇Γ
( ∞∑
k=−1
εkPk
)
+
1
ε
∂z
( ∞∑
k=−1
εkPk
)
ν
)
.
In the next step we use Dv = 1
2
(∇v+∇vT ). Moreover, we have to take into account
that the velocity field v is a vector field. Thus we obtain
∇xv = ∇ΓVε + 1
ε
∂zV
ε ⊗ ν.
Using this identity we can deduce
Dv =
1
2
((
∇ΓVε + 1
ε
∂zV
ε ⊗ ν
)
+
(
∇ΓVε + 1
ε
∂zV
ε ⊗ ν
)T)
=
1
2ε
(∂zV
ε ⊗ ν + ν ⊗ ∂zVε) + 1
2
(∇ΓVε + (∇ΓVε)T ) ,
where we used (A ⊗ B)T = B ⊗A for all A,B ∈ Rd. Moreover, we introduce the
notation E(M) = 1
2
(M + MT ) for a matrix M . Then we can conclude with the
previous calculations and formula (4.16) for the calculation of the divergence of a
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vector-valued quantity applied on every column of the matrix 2η(ϕ)Dv
div(2η(ϕ)Dv) =
1
ε
∂z
(
2η(Φε)
{
1
ε
E(∂zVε ⊗ ν) + E(∇ΓVε)
})
· ν
+ divΓ
(
2η(Φε)
{
1
ε
E(∂zVε ⊗ ν) + E(∇ΓVε)
})
=
1
ε2
∂z(2η(Φ
ε)E(∂zVε ⊗ ν) · ν) + 1
ε
∂z(2η(Φ
ε)E(∇ΓVε) · ν)
+
1
ε
divΓ(2η(Φ
ε)E(∂zVε ⊗ ν)) + divΓ(2η(Φε)E(∇ΓVε)) + h.o.t..
For the right-hand side of (4.1) we get
∇ϕ⊗∇ϕ =
(
1
ε
∂zΦ
εν +∇ΓΦε
)
⊗
(
1
ε
∂zΦ
εν +∇ΓΦε
)
=
1
ε2
(∂zΦ
ε)2ν ⊗ ν + 1
ε
∂zΦ
ε(∇ΓΦε ⊗ ν + ν ⊗∇ΓΦε) +∇ΓΦε ⊗∇ΓΦε.
Applying (4.16) to this yields
div(−ε∇ϕ⊗∇ϕ) =− 1
ε2
∂z((∂zΦ
ε)2ν)− 1
ε
∂z(∂zΦ
ε∇ΓΦε)− 1
ε
divΓ((∂zΦ
ε)2ν ⊗ ν)
− divΓ(∂zΦε(ν ⊗∇ΓΦε +∇ΓΦε ⊗ ν)) + h.o.t..
Here we used that ν(t, s) does not depend on z, i.e., ∂zν = 0, and that we can write
(A⊗B) ·C = (A ·BT ) ·C = A(BT ·C) = A〈B,C〉
for every A,B,C ∈ Rd. Thus we could calculate in the equation above
1
ε2
∂z((∂zΦ
ε)2(ν ⊗ ν) · ν) = 1
ε2
∂z((∂zΦ
ε)2ν).
Some other terms in the equation above were calculated in a similar way. Moreover,
we used
〈ν,∇ΓΦε〉 = 0
since the unit normal ν is orthogonal to the tangent space.
Equation (4.2):
Using formula (4.16) for the divergence of a vector field we obtain
div(v) =
1
ε
∂zV
ε · ν + divΓVε = 0.
138 4 Sharp Interface Asymptotics for the Surfactant Model
Equation (4.3):
Now we do the same calculations for equation (4.3). Here we get for the right-hand
side of the equation
div(m(ϕ, q)∇q) = div
(
1
ε
M(ϕ)K(q)∇q
)
+ ∆q
= div
(
1
ε
M(Φε)K(Qε)
{
1
ε
∂zQ
εν +∇ΓQε
})
+
1
ε2
∂zzQ
ε −
(
1
ε
κ+ z|S|2
)
∂zQ
ε + ∆ΓQ
ε
=
1
ε
∂z
(
1
ε
M(Φε)K(Qε)
{
1
ε
∂zQ
εν +∇ΓQε
})
· ν
+ divΓ
(
1
ε
M(Φε)K(Qε)
{
1
ε
∂zQ
εν +∇ΓQε
})
+
1
ε2
∂zzQ
ε −
(
1
ε
κ+ z|S|2
)
∂zQ
ε + ∆ΓQ
ε.
Moreover, we get for the left-hand side in (4.3)
∂•t
(
1
ε
f(q)W (ϕ) + g(q)
)
= ∂t
(
1
ε
f(q)W (ϕ) + g(q)
)
+∇
(
1
ε
f(q)W (ϕ) + g(q)
)
· v
= −1
ε
V∂z
(
1
ε
f(Qε)W (Φε) + g(Qε)
)
+ ∂◦t
(
1
ε
f(Qε)W (Φε) + g(Qε)
)
+
{
1
ε
∂z
(
1
ε
f(Qε)W (Φε) + g(Qε)
)
ν +∇Γ
(
1
ε
f(Qε)W (Φε) + g(Qε)
)}
·Vε.
Equation (4.4):
We continue with equation (4.4). First of all we study the left-hand side of (4.4).
Using the identities (4.15) and (4.14) and the inner expansions of ϕ and v in the
inner variables, cf. (4.19), we obtain for the terms on the left-hand side
∂tϕ = −1
ε
V∂zΦε + ∂◦t Φε = −
1
ε
V∂zΦε + ∂tΦε −∇ΓΦε · ∂tγˆ,
∇ϕ · v =
(
1
ε
∂zΦ
εν +∇ΓΦε
)
·Vε.
From (4.18) and the inner expansion of µ in the inner variables, cf. (4.19), we obtain
for the right-hand side
div(m˜(ϕ)∇µ) = div(εm0(ϕ)∇µ) = div
(
εm0(Φ
ε)
(
1
ε
∂zM
εν +∇ΓM ε
))
=
1
ε
∂z (m0(Φ
ε)∂zM
εν) · ν + ∂z (m0(Φε)∇ΓM ε)
+ divΓ (m0(Φ
ε)∂zM
εν) + εdivΓ (m0(Φ
ε)∇ΓM ε) .
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Equation (4.5):
The equation for the inner expansion is given by
M ε = −ε
(
1
ε2
∂zzΦ
ε − 1
ε
κ∂zΦ
ε − |S|2z∂zΦε + ∆ΓΦε
)
+
1
ε
h(Qε)W ′(Φε).
4.5.1 Leading Order Terms
In the previous section we derived the asymptotic expansions for the equations
(4.1) - (4.5). Now we study the leading order terms for every equation. We start
with the leading order terms for (4.2).
Leading order of (4.2):
Replacing Vε by its inner expansion (4.19), the leading order term is given by
1
ε
∂zV0 · ν = 0 O(ε−1), (4.2).
Since ν = ν(γ(s(x))) does not depend on z, we can deduce
∂zV0 · ν = ∂z(V0 · ν) = 0. (4.30)
Integrating this equation formally from −∞ to +∞ and using the matching condi-
tions yields
[v0 · ν]+− = 0, (4.31)
where [v0 ·ν]+− is the jump on the interface, i.e., [v0 ·ν]+− = (v0 ·ν)(x+)− (v0 ·ν)(x−).
Leading order of (4.1):
We get the leading order equation
− 1
ε2
∂z(2η(Φ0)E(∂zV0 ⊗ ν)ν) + 1
ε2
(∂zP−1)ν = − 1
ε2
∂z((∂zΦ0)
2ν) (4.1),O(ε−2).
Using the definition of E together with (4.30), we can simplify the first term on the
left-hand side of this equation and obtain
∂z(2η(Φ0)E(∂zV0 ⊗ ν) · ν) = ∂z
(
2η(Φ0)
(
1
2
∂zV0 +
1
2
(νT∂zV0)ν
))
= ∂z(η(Φ0)∂zV0).
Hence, we can write
−∂z(η(Φ0)∂zV0) + (∂zP−1)ν = −∂z((∂zΦ0)2ν). (4.32)
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Now we multiply (4.32) with ν, use (4.30) and the fact that ν does not depend on z,
to derive
∂zP−1 = −∂z((∂zΦ0)2). (4.33)
Thus (4.32) implies
∂z(η(Φ0)∂zV0) = 0.
Therefore, we get that η(Φ0)∂zV0 is constant with respect to z. From the matching
conditions for ∂zV0 and Φ0 we deduce
∂zV0 = 0 (4.34)
and therefore it follows from the matching condition lim
z→±∞
V0(z, s) = v0(x±)
[v0]
+
− = 0, (4.35)
i.e., there is no jump for the velocity field on the interface.
Leading order of (4.3):
The leading order terms of the inner expansion of (4.3) are given by
1
ε3
∂z(M(Φ0)K(Q0)∂zQ0) = 0 (4.3),O(ε−3).
Integrating formally from −∞ to z and applying the matching condition
lim
z→±∞
Φ0(z, s) = ϕ0(x±) yields
0 =
z∫
−∞
∂z(M(Φ0)K(Q0)∂zQ0)dz = M(Φ0)K(Q0)∂zQ0 −M(ϕ0)K(q0)∂zq0
= M(Φ0)K(Q0)∂zQ0,
since M(ϕ0) = M(±1) = 0 by Assumption 4.1. Hence,
∂zQ0 = 0 whenever |Φ0| < 1 (4.36)
due to the assumptions on M and K. Integrating from −∞ to ∞ with respect to z
and matching implies
[q0]
+
− = 0 (4.37)
whenever |Φ0| < 3. Later, we will derive −1 < Φ0 < 1. Hence, the condition |Φ0| < 3
is no restraint and therefore we will neglect it from now on.
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Leading order of (4.4):
The leading order of (4.4) is ε−1 and is given by
−1
ε
V∂zΦ0 + 1
ε
∂zΦ0ν ·V0 = 1
ε
∂z(m0(Φ0)∂zM0) (4.4),O(ε−1).
Using (4.30), we get
−1
ε
V∂zΦ0 + 1
ε
∂z(Φ0ν ·V0) = 1
ε
∂z(m0(Φ0)∂zM0).
Integrating this equation formally from −∞ to +∞ yields
−2V + 2v0 · ν = 0 (4.38)
due to the matching condition lim
z→±∞
∂zM0(z, s) = 0. Moreover, we already know
∂zV0 = 0, cf (4.34). From the matching condition lim
z→±∞
V0 = v0 it follows
V0 = v0 (4.39)
for all z. Hence, the equation above together with (4.38) implies
0 = ∂z((v0 · ν − V)Φ0) = ∂z(m0(Φ0)∂zM0).
We integrate this equation formally from −∞ to +∞ and use the matching condition
lim
z→±∞
∂zM0 = 0. Then we obtain
∂zM0 = 0. (4.40)
Integrating from −∞ to +∞ again and using the matching condition
lim
z→±∞
M0(z, s) = µ0(x±) finally yields
[µ]+− = 0. (4.41)
Leading order of (4.5):
With analogous calculations as before, in particular with the Taylor series for W ′(Φε)
and h(Qε), we obtain the leading order equation
0 = −1
ε
∂zzΦ0 +
1
ε
h(Q0)W
′(Φ0) (4.5),O(ε−1).
From this equation we can deduce |Φ0(z)| < 1 for all z ∈ R by the following argu-
ments:
Due to the matching conditions it holds lim
z→±∞
Φ0(z) = ±1 and by assumption it holds
Φ0(0) = 0. We assume that |Φ0(z)| 6< 1 for all z ∈ R. Then we distinguish four cases:
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i) There exists z˜ ∈ R such that min
z∈R
Φ0(z) = Φ0(z˜) < −1.
In this case it holds ∂zzΦ0(z˜) ≥ 0 and W ′(Φ0(z˜)) < 0. From (4.5), O(ε−1) and
h(Q0) > 0 it follows the contradiction
0 = −1
ε
∂zzΦ0(z˜) +
1
ε
h(Q0)W
′(Φ0(z˜)) < 0.
ii) There exists z˜ ∈ R such that max
z∈R
Φ0(z) = Φ0(z˜) > 1.
Due to ∂zzΦ0(z˜) ≤ 0 and W ′(Φ0(z˜)) > 0 the contradiction follows analogously
as in i).
iii) There exists z˜ ∈ R such that min
z∈R
Φ0(z) = Φ0(z˜) = −1.
In this case we consider the initial value problem
1
ε
∂zzΦ(z) =
1
ε
h(Q0)W
′(Φ(z))
Φ(z˜) = −1,
∂zΦ(z˜) = 0.
Then Φ0 and Φ˜ ≡ −1 solve the same initial value problem of second order.
From the uniqueness of the solution it follows Φ0(z) ≡ Φ˜(z) ≡ −1 for all z ∈ R,
which is a contradiction to lim
z→∞
Φ0(z) = 1.
iv) There exists z˜ ∈ R such that max
z∈R
Φ0(z) = Φ0(z˜) = 1.
In this case the contradiction can be shown analogously as in iii).
Hence, we have shown
|Φ0(z)| < 1 for all z ∈ R
and therefore Q0 does not depend on z, cf. (4.36).
Now we consider a function Φˆ : R→ [−1, 1] solving the nonlinear ordinary differential
equation
Φˆ′′(z) = W ′(Φˆ(z)), lim
z→±∞
Φˆ(z) = ±1, Φˆ(0) = 0. (4.42)
The existence of a unique Φˆ solving (4.42) such that Φˆ(z) ∈ [−1, 1] and Φˆ′(z) > 0
for all z ∈ R was proven in [Sch13, Lemma 2.6.1]. Moreover, we set
Φˆ0(t, s, z) := Φ0(t, s,
z√
h(Q0(t, s))
).
Then Φˆ0(t, s, ·) solves
Φˆ′′0(z) = W
′(Φˆ0(z)), lim
z→±∞
Φˆ0(z) = ±1, Φˆ0(0) = 0.
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Due to the uniqueness of the solution it follows
Φˆ(z) = Φˆ0(z) = Φ0(t, s,
z√
h(Q0(t, s))
)
and therefore
Φ0(t, s, z) = Φˆ(
√
h(Q0(t, s))z). (4.43)
For z = 0 it holds Φ0(t, s, 0) = Φˆ(0) = 0 and we obtain the interface Γ as the set
where Φ0 is 0. In the next step we multiply (4.5),O(ε−1) with ∂zΦ0 and formally
integrate from −∞ to z. Then we can conclude
1
2
|∂zΦ0|2 =
z∫
−∞
∂zzΦ0∂zΦ0dz = h(Q0(t, s))
z∫
−∞
W ′(Φ0)∂zΦ0dz
= h(Q0(s, t))W (Φ0(t, s, z)). (4.44)
We integrate this equation from −∞ to +∞ and get
∞∫
−∞
|∂zΦ0|2dz = 2h(Q0(t, s))
∞∫
−∞
W (Φ0)dz = 2h(Q0(t, s))
∞∫
−∞
W (Φˆ(
√
h(Q0(t, s))z)dz .
Introducing the variable transformation
zˆ :=
√
h(Q0(t, s))z,
dz
d zˆ
= (h(Q0(t, s)))
− 1
2 ,
we proceed with
∞∫
−∞
|∂zΦ0|2dz = 2h(Q0(t, s))
∞∫
−∞
W (Φˆ(
√
h(Q0(t, s))z)dz
= 2
√
h(Q0(t, s))
∞∫
−∞
W (Φˆ(zˆ))dzˆ .
For the following calculations we define
KW :=
2 ∞∫
−∞
W (Φˆ(z))dz
−1 . (4.45)
Hence, we can conclude
∞∫
−∞
|∂zΦ0|2dz =
√
h(Q0(t, s)K
−1
W (4.46)
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and with the calculations above it follows
∞∫
−∞
2W (Φ0)dz = (h(Q0(t, s)))
−1
∞∫
−∞
|∂zΦ0|2dz = K
−1
W√
h(Q0(t, s))
. (4.47)
4.5.2 Second Order Terms
In this section we study the second order terms of the inner expansion for the diffuse
interface model (4.1) - (4.5), i.e., we study the terms with the second lowest power
in ε.
Second order of (4.2):
The second order terms of (4.2) are given by
∂zV1 · ν + divΓV0 = 0 (4.2),O(1).
Second order of (4.4):
To second order we have
1
ε
(−V + V0 · ν) ∂zΦ0 = 1
ε
∂zzM1 (4.4),O(ε−1),
where we used ∂zM0 = 0, cf. (4.40). Due to (4.38) and (4.39) it holds
∂zzM1 = 0.
Integrating formally from −∞ to +∞ and matching implies
[∇µ0 · ν]+− = 0. (4.48)
Second order of (4.3):
The second order terms are given by
− 1
ε2
V∂z(f(Q0)W (Φ0)) + 1
ε2
∂z(f(Q0)W (Φ0))ν ·V0
=
1
ε2
∂z(∂zQ0) +
1
ε2
∂z(M(Φ0)K(Q0)∇ΓQ0) · ν + 1
ε2
∂z(M(Φ0)K(Q0)∂zQ1)
+
1
ε2
∂z(M(Φ0)K
′(Q0)Q1∂zQ0) +
1
ε2
∂z(M
′(Φ0)Φ1K(Q0)∂zQ0)
+
1
ε2
divΓ(M(Φ0)K(Q0)∂zQ0ν) (4.3),O(ε−2),
where we used the Taylor series for M(Φε) and K(Qε), i.e.,
1
ε
M(Φε)K(Qε) =
1
ε
(M(Φ0) + εM
′(Φ0)Φ1 + h.o.t.)(K(Q0) + εK ′(Q0)Q1 + h.o.t.).
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Using ∂zQ0 = 0, cf. (4.36), and ∇ΓQ0 · ν = 0, we can simplify (4.3),O(ε−2) to
(ν ·V0 − V)∂z(f(Q0)W (Φ0)) = ∂z(M(Φ0)K(Q0)∂zQ1).
Due to (4.38) and (4.39) the terms on the left-hand side vanish. Integrating formally
from −∞ to z we can deduce
M(Φ0)K(Q0)∂zQ1 = 0.
From the fact that M(Φ0) > 0 for all |Φ0| < 1 and K(q) > 0 for all q ∈ R, cf.
Assumption 4.1, it follows
∂zQ1 = 0. (4.49)
Second order of (4.5):
To zeroth order, (4.5) yields
M0 = −∂zzΦ1 + κ∂zΦ0 + h′(Q0)Q1W ′(Φ0) + h(Q0)W ′′(Φ0)Φ1. (4.5),O(1)
Multiplying (4.5),O(1) by ∂zΦ0 and integrating from −∞ to ∞ implies
∞∫
−∞
M0∂zΦ0dz =
∞∫
−∞
−∂zzΦ1∂zΦ0dz +
∞∫
−∞
κ(∂zΦ0)
2dz +
∞∫
−∞
h′(Q0)Q1W ′(Φ0)∂zΦ0dz
+
∞∫
−∞
h(Q0)W
′′(Φ0)Φ1∂zΦ0dz . (4.50)
Using ∂zM0 = 0, cf. (4.40), and matching we can deduce for the left-hand side of
this equation
∞∫
−∞
M0∂zΦ0dz =
∞∫
−∞
∂z(M0Φ0)dz = [M0Φ0]
+∞
−∞ = 2µ0.
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For the right-hand side of (4.50) we get
∞∫
−∞
− ∂zzΦ1∂zΦ0 + κ(∂zΦ0)2 + h′(Q0)Q1W ′(Φ0)∂zΦ0 + h(Q0)W ′′(Φ0)Φ1∂zΦ0dz
=
∞∫
−∞
−∂z(∂zΦ1∂zΦ0) + ∂zΦ1∂zzΦ0dz +
∞∫
−∞
κ(∂zΦ0)
2dz +
∞∫
−∞
h′(Q0)Q1∂zW (Φ0)dz
+
∞∫
−∞
h(Q0)Φ1∂zW
′(Φ0)dz
= [−∂zΦ1∂zΦ0]+∞−∞ +
∞∫
−∞
∂zΦ1∂zzΦ0dz +
∞∫
−∞
κ(∂zΦ0)
2dz +
∞∫
−∞
∂z(h(Q0)W
′(Φ0)Φ1)dz
−
∞∫
−∞
h(Q0)W
′(Φ0)∂zΦ1dz +
∞∫
−∞
h′(Q0)Q1∂zW (Φ0)dz .
From (4.5),O(ε−1) we could conclude −∂zzΦ0 + h(Q0)W ′(Φ0) = 0. Moreover, the
jump term is 0 due to the matching conditions. Hence, the remaining terms on the
right-hand side simplify to
∞∫
−∞
κ(∂zΦ0)
2dz +
∞∫
−∞
∂z(h(Q0)W
′(Φ0)Φ1)dz +
∞∫
−∞
h′(Q0)Q1∂zW (Φ0)dz . (4.51)
From the matching conditions it follows that the second term vanishes. As it holds
∂zQ0 = ∂zQ1 = 0, cf. (4.36) and (4.49), the last term also vanishes since
∞∫
−∞
h′(Q0)Q1∂zW (Φ0)dz =
∞∫
−∞
∂z(h
′(Q0)Q1W (Φ0))dz = [h′(Q0)Q1W (Φ0)]+∞−∞ = 0,
where we assumed that Q1(z) grows at most polynomially as z → ±∞. For the first
term in (4.51) we use (4.46). Thus equation (4.50) yields
µ0 =
κ
2
√
h(q0)K
−1
W ,
which is the solvability condition for Φ1.
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Second order of (4.1):
The second order terms of (4.1) are the ones with ε−1. Due to ∂zV0 = 0 we obtain
1
ε
∇ΓP−1 + 1
ε
(∂zP0)ν − 1
ε
∂z(2η(Φ0)E(∂zV1 ⊗ ν) · ν)− 1
ε
∂z(2η(Φ0)E(∇ΓV0)) · ν
= −1
ε
2∂z(∂zΦ0∂zΦ1ν)− 1
ε
∂z(∂zΦ0∇ΓΦ0)− 1
ε
divΓ((∂zΦ0)
2ν ⊗ ν).
(4.1),O(ε−1)
From (4.33) and (4.44) it follows
P−1 = −|∂zΦ0|2 + C = −2h(Q0)W (Φ0) + C
for a constant C ∈ R. Hence, (4.1),O(ε−1) can be rewritten to
0 =− 2∇Γ(h(Q0)W (Φ0)) + (∂zP0)ν − ∂z(2η(Φ0)E(∂zV1 ⊗ ν)ν)
− ∂z(2η(Φ0)E(∇ΓV0))ν + 2∂z(∂zΦ0∂zΦ1ν) + ∂z(∂zΦ0∇ΓΦ0)
+ divΓ((∂zΦ0)
2ν ⊗ ν). (4.52)
We integrate this equation from −∞ to∞ with respect to z and apply the matching
conditions. Then we study the different terms of (4.52) separately:
i) For the first term we obtain
2
∞∫
−∞
∇Γ(h(Q0)W (Φ0))dz = ∇Γ
h(Q0) ∞∫
−∞
2W (Φ0)dz
 = ∇Γ (√h(Q0)K−1W ) ,
where we used (4.47).
ii) Since ν does not depend on z, the second term yields
∞∫
−∞
(∂zP0)νdz = [p0]
+
−ν.
iii) For the next calculation we have to study two term. Hence,
∞∫
−∞
∂z(2η(Φ0)E(∂zV1 ⊗ ν)ν)dz +
∞∫
−∞
∂z(2η(Φ0)E(∇ΓV0))νdz
= 2 [η(Φ0)E(∂zV1 ⊗ ν)]+∞−∞ ν + [2η(Φ0)E(∇ΓV0)]+∞−∞ν
= 2
[
η(i)E((∇vT0 ν)⊗ ν)
]+
− ν +
[
η(i)(∇Γv0 +∇ΓvT0 )
]+
− ν
=
[
η(i)
(
(∇vT0 ν)νT + ν(νT∇v0)
)]+
− ν +
[
η(i)(∇Γv0 +∇vT0 )
]+
− ν
=
[
η(i)
(
ν(νT∇v0) +∇Γv0
)]+
− ν +
[
η(i)
(
(∇vT0 ν)νT +∇ΓvT0
)]+
− ν
= [η(i)∇v0]+−ν + [η(i)∇vT0 ]+−ν
= 2
[
η(i)D(v0)
]+
− ν,
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where we used the matching condition lim
z→±∞
∂zV1 = ∇v0(x±)Tν for vector
fields.
iv) For the next integral we use lim
z→±∞
∂zΦ0(z) = 0. Hence, we can conclude
∞∫
−∞
2∂z(∂zΦ0∂zΦ1ν)dz = 0.
v) Using the definition of Φ0, cf. (4.43), together with (4.44), we obtain
∞∫
−∞
∂z(∂zΦ0∇ΓΦ0)dz = [
√
2h(Q0)W (Φ0)∇ΓΦˆ(
√
h(Q0)z)]
+∞
−∞ = 0,
where we used W (±1) = 0 by matching.
vi) For the last integral we use (4.44) and the identity
divΓ(u⊗ v) = (divΓu)v + u · (∇Γv)
for all u,v ∈ Rd. Moreover, we use
divΓν =
d−1∑
i=1
∂siν · ∂si γˆ =
d−1∑
i=1
−κi∂si γˆ · ∂si γˆ = −κ.
Then we obtain
∞∫
−∞
divΓ((∂zΦ0)
2ν ⊗ ν)dz =
∞∫
−∞
divΓ(2h(Q0)W (Φ0)ν ⊗ ν)dz
=
∞∫
−∞
(∇Γ(2h(Q0)W (Φ0)ν)) · ν + 2h(Q0)W (Φ0)ν(divΓν)dz
= −κνh(Q0)
∞∫
−∞
2W (Φ0)dz = −κν
√
h(Q0)K
−1
W .
Altogether we obtain from (4.52)
[p0]
+
−ν − 2[η(i)D(v0)]+−ν = ∇Γ
(√
h(Q0)K
−1
W
)
+ κ
√
h(Q0)K
−1
W ν. (4.53)
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4.5.3 Third Order Terms
Third order of (4.3):
The third order terms for equation (4.3) are the ones with ε−1. First of all we study
the right-hand side of the equation and define
J :=
(
1
ε
M(ϕ)K(q) + 1
)
∇q.
From the previous calculations we already know that the outer and inner expansion
of J are given by
Jbulk =
∞∑
k=−2
εkJbulkk , J
int =
∞∑
k=−2
εkJintk ,
where it holds
Jbulk−2 = 0,
Jbulk−1 = M(ϕ0)K(q0)∇q0 = 0,
Jbulk0 = M(ϕ0)K
′(q0)q1 +M ′(ϕ0)ϕ1K(q0)∇q0 +M(ϕ0)K(q0)∇q1 +∇q0 = ∇q0
and
Jint−2 = M(Φ0)K(Q0)∂zν = 0,
Jint−1 = ∂zQ0ν + (M
′(Φ0)Φ1K(Q0) +M(Φ0)K ′(Q0)Q1) ∂zQ0ν
+M(Φ0)K(Q0) (∂zQ1ν +∇ΓQ0)
= M(Φ0)K(Q0)∇ΓQ0.
Note that we do not calculate Jint0 in detail since we do not need its explicit form.
Instead, we use the following matching condition for Jint0 :
Jint0 (t, s, z) = (J
bulk
0 )
±(t, x) +∇(Jbulk−1 )±(t, x) · νz = (Jbulk0 )±(t, x) as z → ±∞.
This matching condition together with other matching conditions for Jint can be
found in [GLS14], cf. (4.23) - (4.25), and in [GS06]. Since Jint−2 is equal to 0, we can
conclude that the third order terms which we get from the term div(J) are given by
1
ε
∂zJ
int
0 · ν +
1
ε
divΓJ
int
−1.
We formally integrate from −∞ to +∞ with respect to z. For the first term, we use
the matching condition for Jint0 to obtain
∞∫
−∞
∂zJ
int
0 · νdz = [∇q0 · ν]+−.
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Using M(ϕ) = W (ϕ) for all |ϕ| ≤ 3 together with |Φ0| < 1 and the fact that Q0 does
not depend on z, we obtain for the second integral
∞∫
−∞
divΓJ
int
−1dz =
∞∫
−∞
divΓ(M(Φ0)K(Q0)∇ΓQ0)dz
= divΓ
K(q0)∇Γq0 ∞∫
−∞
W (Φ0)dz

= divΓ
(
K(q0)
K−1W
2
√
h(q0)
∇Γq0
)
,
since we already calculated the integral in (4.47).
Now we study the left-hand side of the third order equation. We use the Taylor series
as before to derive
f(Qε)W (Φε) = f(Q0)W (Φ0) + ε(f(Q0)W
′(Φ0)Φ1 +W (Φ0)f ′(Q0)Q1) + h.o.t. .
Hence, the left-hand side of the equation to third order yields
−V∂z (f(Q0)W ′(Φ0)Φ1 +W (Φ0)f ′(Q0)Q1 + g(Q0)) + ∂◦t (f(Q0)W (Φ0))
+ ∂z(f(Q0)W (Φ0)ν ·V1 + ∂z((f(Q0)W ′(Φ0)Φ1 +W (Φ0)f ′(Q0)Q1)ν) ·V0
+∇Γ(f(Q0)W (Φ0)) ·V0.
Integrating from −∞ to +∞ with respect to z, using W (±1) = W ′(±1) = 0 and the
fact that V0 does not depend on z, i.e., ∂zV0 = 0, we deduce
−V [g(q0)]+− +
∞∫
−∞
{∂t(f(Q0)W (Φ0))−∇Γ(f(Q0)W (Φ0)) · ∂tγˆ} dz
+
∞∫
−∞
∂z(f(Q0)W (Φ0)ν) ·V1dz +
∞∫
−∞
∇Γ(f(Q0)W (Φ0)) ·V0dz .
Now we study these terms separately.
i) Since g is continuous and the jump of q0 across the interface is 0, i.e., [q0]
+
− = 0,
we can deduce
−V [g(q0)]+− = 0.
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ii) Taking into account that Q0 is independent of z and that q0 is a function
depending on t and x, we obtain for the second term
∞∫
−∞
∂t(f(Q0)W (Φ0))dz = ∂t
f(Q0) ∞∫
−∞
W (Φ0)dz

= ∂t
(
f(q0)
K−1W
2
√
h(q0)
)
+∇
(
f(q0)
K−1W
2
√
h(q0)
)
· ∂tγˆ.
iii) Since γˆ does not depend on z as it is the parametrization of the interface and
therefore only depends on the variables t and s, the third term gives
∞∫
−∞
∇Γ(f(Q0)W (Φ0)) · ∂tγˆdz = ∇Γ
 ∞∫
−∞
(f(Q0)W (Φ0))dz
 · ∂tγˆ
= ∇Γ
(
f(q0)
K−1W
2
√
h(q0)
)
· ∂tγˆ.
iv) Integration by parts yields for the fourth term
∞∫
−∞
∂z(f(Q0)W (Φ0)ν) ·V1dz
=
∞∫
−∞
∂z(f(Q0)W (Φ0)ν ·V1)− f(Q0)W (Φ0)ν · ∂zV1dz
=
∞∫
−∞
f(Q0)W (Φ0)divΓV0dz = f(q0)
K−1W
2
√
h(q0)
divΓv0,
where we used (4.2),O(1) and the fact that V0 does not depend on z. Moreover,
we assumed that V1 grows at most polynomially as z → ±∞.
v) Since V0 and Q0 are independent of z, we obtain for the last integral
∞∫
−∞
∇Γ(f(Q0)W (Φ0)) ·V0dz = ∇Γ
(
f(q0)
K−1W
2
√
h(q0)
)
· v0.
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Altogether we get the following sharp interface equation on the interface Γ(t):
∂t
(
f(q0)
K−1W
2
√
h(q0)
)
+∇
(
f(q0)
K−1W
2
√
h(q0)
)
· ∂tγˆ −∇Γ
(
f(q0)
K−1W
2
√
h(q0)
)
· ∂tγˆ
+ f(q0)
K−1W
2
√
h(q0)
divΓv0 +∇Γ
(
f(q0)
K−1W
2
√
h(q0)
)
· v0
= divΓ
(
K(q0)
K−1W
2
√
h(q0)
∇Γq0
)
+ [∇q · ν]+−. (4.54)
4.6 The Sharp Interface Model for the Surfactant Model
In the previous sections we derived the sharp interface model for the surfactant model
by using the method of formally matched asymptotic expansions. From now on, we
omit the index 0 in the expansions, i.e., we write v, p and q instead of v0, p0 and
q0. Hence, we recover the following sharp interface model from the phase field model
(4.1) - (4.5), resp. (1.1) - (1.5) with ρ ≡ 1:
∂tv + v · ∇v +∇p = div
(
2η(i)Dv
)
in Ω(i)(t), (4.55)
div(v) = 0 in Ω(i)(t), (4.56)
∂tg(q) +∇g(q) · v = ∆q in Ω(i)(t), (4.57)
[p]+−ν − 2[η(i)Dv]+−ν − κ
√
h(q)K−1W ν = ∇Γ
(√
h(q)K−1W
)
on Γ(t),
−V + v · ν = 0 on Γ(t),
[v]+− = [q]
+
− = [v · ν]+− = 0 on Γ(t),
∂t
(
f(q)
K−1W
2
√
h(q)
)
+∇
(
f(q)
K−1W
2
√
h(q)
)
· ∂tγˆ −∇Γ
(
f(q)
K−1W
2
√
h(q)
)
· ∂tγˆ
+ f(q)
K−1W
2
√
h(q)
divΓv +∇Γ
(
f(q)
K−1W
2
√
h(q)
)
· v
= divΓ
(
K(q)
K−1W
2
√
h(q)
∇Γq
)
+ [∇q · ν]+− on Γ(t).
In this section we identify the relation between the sharp interface model derived in
[GLS14] and the sharp interface model which we obtained from (4.1) - (4.5), resp.
(1.1) - (1.5) with constant mass density ρ ≡ 1. Furthermore, we derive an energy
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estimate similar to (3.6). To this end, we define
cΓ(q) := −h′(q) K
−1
W
2
√
h(q)
= −K−1W
d
dq
√
h(q),
σ(cΓ(q)) :=
√
h(q)K−1W ,
γ(cΓ(q)) := cΓ(q)q + σ(cΓ(q)),
MΓ(q) := K(q)
K−1W
2
√
h(q)
.
Analogously as in [GLS14], cΓ denotes the density of the surfactant on the interface
Γ and σ(cΓ) is the surface tension which depends on the surfactant density cΓ. More-
over, γ(cΓ) is the free energy density and MΓ denotes the mobility of the surfactants
on the interface. Note that the identity γ(cΓ(q)) = cΓ(q)q+σ(cΓ(q)) is a fundamental
identity in chemical thermodynamics relating the surface tension σ, the density cΓ
and the chemical potential, cf. [GW06].
Since it holds f(q) = −h′(q) for every q ∈ R, we can deduce for the equations on the
interface Γ(t)
[p]+−ν − 2[η(i)Dv]+−ν − κσ(cΓ(q))ν = ∇Γ
(
σ(cΓ(q))
)
on Γ(t), (4.58)
−V + v · ν = 0 on Γ(t), (4.59)
∂•t c
Γ(q) + cΓ(q)divΓv− divΓ (MΓ(q)∇Γq) = [∇q · ν]+− on Γ(t), (4.60)
[v]+− = [q]
+
− = [v · ν]+− = 0 on Γ(t), (4.61)
where ∂•t (·) = ∂t(·) +∇(·) · v is the material time derivative. For the derivation of
(4.60) we used that for the quantity cΓ(q) := f(q)
K−1W
2
√
h(q)
it holds
∂•t c
Γ(q) = ∂tc
Γ(q) +∇cΓ(q) · v
= ∂tc
Γ(q) + (∇cΓ(q) · ν)v · ν +∇ΓcΓ(q) · v
= ∂tc
Γ(q) +∇cΓ(q) · ∂tγˆ −∇ΓcΓ(q) · ∂tγˆ +∇ΓcΓ(q) · v
due to
(∇cΓ(q) · ν)v · ν = (∇cΓ(q) · ν)∂tγˆ · ν = ∇cΓ(q) · ∂tγˆ −∇ΓcΓ(q) · ∂tγˆ
and v · ν = V = ∂tγˆ · ν.
Now we want to derive an energy estimate for this sharp interface model. To this
end, we start with some calculations which we will need in the following. With the
previous definitions we can deduce
d
dq
σ(cΓ(q)) =
d
dq
(√
h(q)K−1W
)
= −cΓ(q),
d
dq
γ(cΓ(q)) = cΓ(q) + q
d
dq
cΓ(q) +
d
dq
σ(cΓ(q)) = q
d
dq
cΓ(q).
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The last identity implies γ′(cΓ(q)) = q. From the first identity it follows
d
dq
σ(cΓ(q)) = σ′(cΓ(q))
d
dq
cΓ(q) = −cΓ(q) < 0
if f(q) > 0 because then it holds cΓ(q) =
f(q)K−1W
2
√
h(q)
> 0. Therefore, we can conclude
σ′(cΓ(q)) < 0
due to
d
dq
cΓ(q) = −
√
h(q)
2h(q)
K−1W
(
h′′(q)− (h
′(q))2
2h(q)
)
> 0,
where we used h(q) > 0 and h′′(q) < 0. The fact that σ′(cΓ(q)) < 0 is physically
meaningful as the surface tension σ(cΓ(q)) decreases if the concentration cΓ(q) of the
surfactant on the interface increases. Moreover, we can verify
q∂•t c
Γ(q) = q∂•t q
(
d
dq
cΓ(q)
)
= ∂•t q
d
dq
γ(cΓ(q)) = ∂•t
(
γ(cΓ(q))
)
. (4.62)
We use these identities to derive the energy estimate for the sharp interface model.
We want to recover an energy estimate similar to (3.6). To this end, we want to
prove
d
dt
∫
Ω
|v|2
2
+G(q)dx +
∫
Γ(t)
γ(cΓ(q))dHd−1
 ≤ 0.
For the sake of clarity we study all three terms separately. The transport theorem
in [EGK08, Theorem 7.3] yields for the first term
d
dt
∫
Ω
|v|2
2
dx =
2∑
i=1
∫
Ω(i)(t)
v · ∂tvdx −
∫
Γ(t)
[ |v|2
2
]+
−
VdHd−1 =
2∑
i=1
∫
Ω(i)(t)
v · ∂tvdx ,
where we used the jump condition [v]+− = 0 on Γ(t). From (4.55) it follows
d
dt
∫
Ω
|v|2
2
dx =
2∑
i=1
∫
Ω(i)(t)
v · (div(2η(i)Dv)−∇p− v · ∇v) dx
=
2∑
i=1
∫
Ω(i)(t)
v ·
(
div(2η(i)Dv)−∇p− 1
2
div(v⊗ v)
)
dx
= −
2∑
i=1
∫
Ω(i)(t)
2η(i)|Dv|2dx +
∫
Γ(t)
v · ([p]+−ν − [2η(i)Dv]+−ν) dHd−1 .
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In this equation we have two jump terms across the interface Γ(t). We derive one
jump term in detail since the other one can be derived analogously. It holds∫
Ω(1)(t)
v · ∇p = −
∫
Ω(1)(t)
div(v)pdx +
∫
Γ(t)
(v · ν)p1dHd−1 =
∫
Γ(t)
(v · ν)p1dHd−1 ,
∫
Ω(2)(t)
v · ∇p = −
∫
Ω(2)(t)
div(v)pdx −
∫
Γ(t)
(v · ν)p2dHd−1 +
∫
∂Ω
(v · νˆ)pdHd−1
= −
∫
Γ(t)
(v · ν)p2dHd−1 ,
where we denote by ν the unit normal to the interface Γ(t), which is pointing into
Ω(2)(t). Moreover, νˆ denotes the unit normal to ∂Ω and
p1(x) := lim
t↘0
p(x− tν), p2(x) := lim
t↘0
p(x+ tν)
for every x ∈ Γ(t). This yields the jump term∫
Ω(1)(t)
v · ∇p+
∫
Ω(2)(t)
v · ∇p =
∫
Γ(t)
(v · ν)p1dHd−1 −
∫
Γ(t)
(v · ν)p2dHd−1
= −
∫
Γ(t)
[p]+−(v · ν)dx .
In the following calculations we derive several jump terms across the interface Γ(t).
But we will not present these calculations in detail since they are similar to the ones
above. So we proceed with the estimate. Due to equation (4.58) we can conclude
d
dt
∫
Ω
|v|2
2
dx = −
2∑
i=1
∫
Ω(i)(t)
2η(i)|Dv|2dx +
∫
Γ(t)
v · (κσν +∇Γ(t)σ) dHd−1
= −
2∑
i=1
∫
Ω(i)(t)
2η(i)|Dv|2dx +
∫
Γ(t)
κσ(v · ν)dHd−1 −
∫
Γ(t)
κσ(v · ν)dHd−1
−
∫
Γ(t)
σdivΓ(t)(v)dHd−1
= −
2∑
i=1
∫
Ω(i)(t)
2η(i)|Dv|2dx −
∫
Γ(t)
σdivΓ(t)(v)dHd−1 ,
where we used [DE13, Theorem 2.10] for the integration by parts on the interface
Γ(t).
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For the next term we apply the transport theorem in [EGK08, Theorem 7.3] again.
Furthermore, we use G′(q) = g′(q)q and (4.57). Then we get
d
dt
∫
Ω
G(q)dx =
2∑
i=1
∫
Ω(i)(t)
∂tG(q)dx −
∫
Γ(t)
[G(q)]+− VdHd−1 =
2∑
i=1
∫
Ω(i)(t)
G′(q)∂tqdx
=
2∑
i=1
∫
Ω(i)(t)
g′(q)q∂tqdx =
2∑
i=1
∫
Ω(i)(t)
q∂tg(q)dx =
2∑
i=1
∫
Ω(i)(t)
q (∆q −∇g(q) · v) dx
=
2∑
i=1
∫
Ω(i)(t)
∇G(q) · v− |∇q|2dx −
∫
Γ(t)
[∇q]+−νqdHd−1
= −
2∑
i=1
∫
Ω(i)(t)
|∇q|2dx −
∫
Γ(t)
[∇q]+−νqdHd−1 .
In the first step, we used that G is a continuous function. Hence, the jump condition
[q]+− = 0 on Γ(t) also implies [G(q)]
+
− = 0.
Finally, we estimate the last term. Here we can not apply the transport theorem in
[EGK08, Theorem 7.3] again since we integrate over the interface Γ(t) and not over
Ω(i)(t) with i = 1, 2. Instead, we use the transport theorem in [DE13, Theorem 5.1],
which yields
d
dt
∫
Γ(t)
γ(cΓ(q))dHd−1 =
∫
Γ(t)
∂•t γ(c
Γ(q))dHd−1 +
∫
Γ(t)
γ(cΓ(q))divΓ(t)vdHd−1
=
∫
Γ(t)
γ′(cΓ(q))∂•t c
Γ(q)dHd−1 +
∫
Γ(t)
γ(cΓ(q))divΓ(t)vdHd−1 ,
where we used (4.62) together with γ′(cΓ(q)) = q. Due to equation (4.60) we obtain
d
dt
∫
Γ(t)
γ(cΓ(t)(q))dx =
∫
Γ(t)
γ′(cΓ(q))
(
[∇q]+−ν + divΓ(t)(MΓ(t)(q)∇Γ(t)q
−cΓ(t)(q)divΓ(t)v
)
dHd−1 +
∫
Γ(t)
γ(cΓ(q))divΓ(t)vdHd−1
=
∫
Γ(t)
γ′(cΓ(q))
(
[∇q]+−ν − cΓ(t)(q)divΓ(t)v
)
dHd−1
−
∫
Γ(t)
MΓ(t)(q)|∇Γ(t)q|2dHd−1 +
∫
Γ(t)
γ(cΓ(q))divΓ(t)vdHd−1 .
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Hence, we have estimated all three terms. Altogether, this implies the energy estimate
d
dt
∫
Ω
|v|2
2
+G(q)dx +
∫
Γ(t)
γ(cΓ(t)(q))dHd−1

= −
∫
Γ(t)
MΓ(t)(q)|∇Γ(t)q|2dHd−1 −
2∑
i=1
∫
Ω(i)(t)
(
2η|Dv|2 + |∇q|2) dx ≤ 0,
where we used the identity γ(cΓ(q)) = cΓ(q)q + σ(cΓ(q)).
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5 Existence of Strong Solutions Locally in Time
for a Diffuse Interface Model for Two-Phase
Flows of Incompressible Fluids with Different
Densities
In this chapter we study a thermodynamically consistent, diffuse interface model for
two-phase flows with different densities in a bounded domain in two or three space
dimensions derived in [AGG12]. This model is given by the following governing
equations
∂t(ρv)+div(ρv⊗ v) + div
(
v⊗ ρ˜1 − ρ˜2
2
m(ϕ)∇(1
ε
W ′(ϕ)− ε∆ϕ)
)
= div(−ε∇ϕ⊗∇ϕ) + div(2η(ϕ)Dv)−∇p in QT , (5.1)
div(v) = 0 in QT , (5.2)
∂•t ϕ = div(m(ϕ)∇µ) in QT , (5.3)
µ = −ε∆ϕ+ 1
ε
W ′(ϕ) in QT , (5.4)
together with the initial and boundary values
v|∂Ω = ∂nϕ|∂Ω = ∂nµ|∂Ω = 0 on (0, T )× ∂Ω, (5.5)
ϕ(0) = ϕ0,v(0) = v0 in Ω. (5.6)
Here QT = (0, T ) × Ω, where Ω ⊆ Rd, d = 2, 3, is a bounded domain with
C4-boundary. In [AGG12] it is shown that the first equation is equivalent to
ρ∂tv +
((
ρv +
ρ˜1 − ρ˜2
2
m(ϕ)∇ (1
ε
W ′(ϕ)− ε∆ϕ)
)
· ∇
)
v +∇p− div(2η(ϕ)Dv)
= −ε∆ϕ∇ϕ.
For this coupled system the existence of weak solutions was proven by Abels, Depner
and Garcke in [ADG13].
In this chapter we prove the existence of a unique strong solution (v, ϕ) ∈ XT for
small T > 0, where the space XT will be specified later. The idea for the proof is to
linearize the highest order terms in the equations above at the initial data and then
to split the equations in a linear and a nonlinear part such that
L(v, ϕ) = F(v, ϕ),
where we still have to specify in which sense this equation has to hold. In particular
linearizing only the highest order terms means that we do not linearize all terms of
the equations. To linearize it formally at the initial data we replace v, p and ϕ by
v0 + εv, p0 + εp and ϕ0 + εϕ and then differentiate with respect to ε at ε = 0. In
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(5.1) and the equivalent equation in [AGG12], the highest order terms with respect
to t and x are ρ∂tv, div(2η(ϕ)Dv) and ∇p. Hence the linearizations are given by
d
dε
(ρ(ϕ0 + εϕ)∂t(v0 + εv))|ε=0 = ρ
′(ϕ0)ϕ∂tv0 + ρ(ϕ0)∂tv
= ρ0∂tv,
d
dε
(div(2η(ϕ0 + εϕ)D(v0 + εv)))|ε=0 = div(2η
′(ϕ0)ϕDv0) + div(2η(ϕ0)Dv),
d
dε
∇(p0 + εp)|ε=0 = ∇p,
where ρ0 := ρ(ϕ0) and ρ
′
0 := ρ
′(ϕ0). Moreover, we omit the term div(2η′(ϕ0)ϕDv0)
in the second linearization since it is of lower order. For the last equation we get the
linearization
d
dε˜
div(m(ϕ0 + ε˜ϕ)∇(−ε∆(ϕ0 + ε˜ϕ)))|ε˜=0 =− εdiv(m′(ϕ0)ϕ∇∆ϕ0)
− εdiv(m(ϕ0)∇∆ϕ).
We can omit the first term since it is of lower order. The second term can formally
be reformulated to
−εdiv(m(ϕ0)∇∆ϕ) = −εm′(ϕ0)∇ϕ0 · ∇∆ϕ− εm(ϕ0)∆(∆ϕ).
Here the first summand is of lower order again. Hence, the linearization is given by
−εm(ϕ0)∆2ϕ. Due to these linearizations we define the linear operator L : XT → YT
by
L(v, ϕ) =
(
Pσ(ρ0∂tv)− Pσ(div(2η(ϕ0)Dv))
∂tϕ+ εm(ϕ0)∆
2ϕ
)
,
where L consists of the principal part of the linearizations, i.e., of the terms of the
highest order. Furthermore, we define the nonlinear operator F : XT → YT by
F(v, ϕ) =
(
PσF1(v, ϕ)
−∇ϕ · v + div(1
ε
m(ϕ)∇W ′(ϕ)) + εm(ϕ0)∆2ϕ− εdiv(m(ϕ)∇∆ϕ)
)
,
where
F1(v, ϕ) = (ρ0 − ρ)∂tv− div(2η(ϕ0)Dv) + div(2η(ϕ)Dv)− ε∆ϕ∇ϕ
−
((
ρv +
ρ˜1 − ρ˜2
2
m(ϕ)∇(1
ε
W ′(ϕ)− ε∆ϕ)
)
· ∇
)
v.
It still remains to define the spaces XT and YT . To this end, we set
Z1T := L
2(0, T ;H2(Ω)d ∩H10 (Ω)d) ∩W 12 (0, T ;L2σ(Ω)),
Z2T := L
p(0, T ;W 4p,N(Ω)) ∩W 1p (0, T ;Lp(Ω))
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with 4 < p < 6 and
W 4p,N(Ω) := {ϕ ∈ W 4p (Ω)| ∂nϕ = ∂n(∆ϕ) = 0}.
We equip Z1T and Z
2
T with the norms || · ||′Z1T and || · ||
′
Z2T
defined by
||v||′Z1T := ||v
′||L2(0,T ;L2(Ω)) + ||v||L2(0,T ;H2(Ω)) + ||v(0)||(L2(Ω),H2(Ω)) 1
2 ,2
,
||ϕ||′Z2T := ||ϕ
′||Lp(0,T ;Lp(Ω)) + ||ϕ||Lp(0,T ;W 4p,N (Ω)) + ||ϕ(0)||(Lp(Ω),W 4p (Ω))1− 1p ,p . (5.7)
We use these norms since they guarantee that for all embeddings we will study later
the embedding constant C does not depend on T , cf. Lemma 5.2. But first of all
we have to show that the norms || · ||′
Z1T
and || · ||′
Z2T
are equivalent to the norms
|| · ||Z1T and || · ||Z2T . Moreover, we need to show that v(0) ∈ (L2(Ω), H2(Ω)) 12 ,2 and
ϕ(0) ∈ (Lp(Ω),W 4p (Ω))1− 1
p
,p are well-defined.
Lemma 5.1. For every 0 < T <∞, the norms || · ||′
Z1T
and || · ||′
Z2T
are equivalent to
the norms || · ||Z1T and || · ||Z2T , i.e., there exist constants c(T ), C(T ) > 0 depending
on T such that
c(T )||f ||′ZiT ≤ ||f ||ZiT ≤ C(T )||f ||
′
ZiT
for every f ∈ ZiT , i = 1, 2.
Proof. The second inequality is obvious since the norm || · ||′
ZiT
consists of an extra
term which not appears in the norm || · ||ZiT , i = 1, 2.
Thus it remains to show the first inequality. Due to Theorem 2.28 and Theorem 2.30
we can deduce
Z1T ↪→ BUC([0, T ]; (L2(Ω), H2(Ω))1− 1
2
,2) = BUC([0, T ];H
1(Ω)),
Z2T ↪→ BUC([0, T ]; (Lp(Ω),W 4p (Ω))1− 1
p
,p) = BUC([0, T ];W
4− 4
p
p (Ω))
together with the estimates
sup
t∈[0,T ]
||v(t)||H1(Ω) ≤ C1(T )||v||Z1T ,
sup
t∈[0,T ]
||ϕ(t)||
W
4− 4p
p (Ω)
≤ C2(T )||ϕ||Z2T ,
for some constants C1(T ), C2(T ) > 0. Hence, the norms || · ||′ZiT , i = 1, 2, are well-
defined as we can conclude v(0) ∈ (L2(Ω), H2(Ω)) 1
2
,2 for v ∈ Z1T and
ϕ(0) ∈ (W 4p (Ω), Lp(Ω))1− 1
p
,p for ϕ ∈ Z2T . Moreover, these estimates imply that the
first inequality in this lemma holds for i = 1, 2.
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Due to Lemma 5.1, Z1T and Z
2
T are Banach spaces with respect to the norms || · ||′Z1T ,
resp. || · ||′
Z2T
. Equipped with these norms we are able to prove that there exists a
unique strong solution locally in time for (5.1) - (5.6). From now on we write || · ||ZiT ,
but we mean the equivalent norm || · ||′
ZiT
for i = 1, 2.
In Lemma 5.1 we proved that both norms are equivalent. In the next lemma we show
that the embedding constants are independent of T .
Lemma 5.2. Let 0 < T0 <∞ be given and X0, X1 be some Banach spaces such that
X1 ↪→ X0 densely. For every 0 < T < T02 we define
XT := L
p(0, T ;X1) ∩W 1p (0, T ;X0),
where 1 ≤ p <∞. Then there exists an extension operator E : XT → XT0 and some
constant C > 0 independent of T such that Eu|(0,T ) = u in XT and
||Eu||XT0 ≤ C||u||XT
for every u ∈ XT and every 0 < T < T02 . Moreover, there exists a constant C˜(T0) > 0
independent of T such that
||u||BUC([0,T ];(X0,X1)1− 1p ,p) ≤ C˜(T0)||u||XT
for every u ∈ XT and every 0 < T < T02 .
Note that in this lemma we already use the notation from above, i.e., we write ||·||XT(0)
but always mean the norm || · ||′XT(0) .
Proof. First of all we prove the first inequality. To this end, let u ∈ XT be given.
Then we distinguish two cases:
1st case: u(0) = 0
In this case we define
(Eu)(t) :=

u(t) if t ∈ [0, T ],
u(2T − t) if t ∈ (T, 2T ],
0 if t ∈ (2T, T0].
Then it holds Eu ∈ XT0 together with the estimate
||Eu||XT0 ≤ 2||u||XT .
2nd case: u(0) 6≡ 0
Because of u ∈ XT ↪→ BUC([0, T ]; (X0, X1)1− 1
p
,p), cf. Theorem 2.30, we can deduce
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u0 := u(0) ∈ (X0, X1)1− 1
p
,p. Moreover, Theorem 2.30 also implies the existence of
some u˜ ∈ XT0 with u˜(0) = u0 and
||u˜||XT0 ≤ C||u0||(X0,X1)1− 1p ,p
for a constant C > 0. For ω := u− u˜ it holds ω(0) = 0. Thus we define the extension
operator E by
(Eu)(t) := (E1ω)(t) + u˜(t)
for every t ∈ [0, T0], where E1 is the extension operator from the first case. Hence,
we get
||Eu||XT0 ≤ ||E1ω||XT0 + ||u˜||XT0 ≤ C(||ω||XT + ||u0||(X0,X1)1− 1p ,p)
≤ C(||u||XT + ||u˜||XT + ||u0||(X0,X1)1− 1p ,p)
≤ C(||u||XT + ||u˜||XT0 + ||u0||(X0,X1)1− 1p ,p)
≤ C(||u||XT + ||u0||(X0,X1)1− 1p ,p) ≤ C||u||XT
for every u ∈ XT and 0 < T < T02 .
It remains to prove the second inequality in the lemma. So let u ∈ XT be given.
Then Theorem 2.30 implies u ∈ BUC([0, T ]; (X0, X1)1− 1
p
,p) and we can estimate
||u||BUC([0,T ];(X0,X1)1− 1p ,p) ≤ ||Eu||BUC([0,T0];(X0,X1)1− 1p ,p) ≤ C(T0)||Eu||XT0
≤ C˜(T0)||u||XT
for every u ∈ XT and every 0 < T < T02 .
This lemma shows that, if we equip XT with the new norm, then the embedding
constant for the embedding XT ↪→ BUC([0, T ]; (X0, X1)1− 1
p
,p) does not depend on
T . This will be useful for the existence proof since we want to control the embedding
constant for small T , i.e., we want to avoid C →∞ for T → 0.
The last preparation before we can start with the existence proof is the definition of
the function spaces XT := X
1
T ×X2T and YT by
X1T := {v ∈ Z1T | v|t=0 = v0},
X2T := {ϕ ∈ Z2T | ϕ|t=0 = ϕ0},
YT := Y
1
T × Y 2T := L2(0, T ;L2σ(Ω))× Lp(0, T ;Lp(Ω)),
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where
v0 ∈ (L2σ(Ω), H2(Ω)d ∩H10 (Ω)d ∩ L2σ(Ω)) 1
2
,2 = H
1
0 (Ω)
d ∩ L2σ(Ω)
and
ϕ0 ∈ (Lp(Ω),W 4p,N(Ω))1− 1
p
,p
are the initial values from (5.6). Note that in the space X2T we have to ensure that
ϕ|t=0 = ϕ0 ∈ [−1, 1] since we will use this property to show the Lipschitz continuity
of F : XT → YT in Proposition 5.7. Moreover, we note that XT is not a vector space
due to the condition ϕ|t=0 = ϕ0. It is only an affine linear subspace of ZT := Z1T×Z2T .
5.1 Existence Proof
In this section we state the main theorem on the short time existence of strong
solutions for the coupled system (5.1) - (5.6) and then prove this theorem. Note that
in the proof we will use several results which we will prove later. For the sake of
clarity we always refer to these results.
For the analysis it is necessary to estimate terms like η(ϕ), m(ϕ), ρ(ϕ) and W ′(ϕ).
Hence, we make the following assumptions which we assume to hold in the whole
chapter.
Assumption 5.3.
i) Let Ω ⊆ Rd be a bounded domain with C4-boundary and d = 2, 3.
ii) Let η ∈ C4b (R) such that η(s) ≥ s0 > 0 for every s ∈ R and some s0 > 0.
iii) The mobility m ∈ C4b (Ω) is Lipschitz continuous and it holds m ≥ m0 > 0.
iv) The density ρ is given by
ρ = ρ(ϕ) =
ρ˜1 + ρ˜2
2
+
ρ˜2 − ρ˜1
2
ϕ for all ϕ ∈ R.
v) The double-well potential W is twice continuously differentiable.
With these assumptions we get the main existence result about short time existence
of strong solutions for (5.1) - (5.6).
Theorem 5.4. (Existence of strong solutions)
Let Ω, η, m, ρ and W be as in Assumption 5.3. Moreover, let v0 ∈ H10 (Ω)d ∩ L2σ(Ω)
and ϕ0 ∈ (Lp(Ω),W 4p,N(Ω))1− 1
p
,p be given with 4 < p < 6. Then there exists T > 0
such that (5.1) - (5.6) has a unique strong solution
v ∈ W 12 (0, T ;L2σ(Ω)) ∩ L2(0, T ;H2(Ω)d ∩H10 (Ω)d),
ϕ ∈ W 1p (0, T ;Lp(Ω)) ∩ Lp(0, T ;W 4p,N(Ω)).
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Before we start with the proof of Theorem 5.4, we make some remarks on the space
for ϕ0.
Remark 5.5. For Lemma 5.11 it is necessary that ϕ0 is in W
1
r (Ω) for r > d ≥ 2.
But due to the identity (Lp(Ω),W 4p (Ω))1− 1
p
,p = W
4− 4
p
p (Ω) with 4 < p < 6 this con-
dition is satisfied. Moreover, the assumption that ϕ0 is in (L
p(Ω),W 4p,N(Ω))1− 1
p
,p is
necessary for Lemma 5.15
Proof. (Proof of Theorem 5.4)
First of all we note that (5.1) - (5.4) is equivalent to
L(v, ϕ) = F(v, ϕ) in YT ,
⇔ (v, ϕ) = L−1 ◦ F(v, ϕ) in XT . (5.8)
The fact that L is invertible will be proven later. Equation (5.8) implies that we
have rewritten the system to a fixed-point equation which we want to solve by using
the Banach fixed-point theorem.
To this end, we consider some (v˜, ϕ˜) ∈ XT and define
M := ||L−1 ◦ F(v˜, ϕ˜)||XT <∞.
Now let R > 0 be given such that (v˜, ϕ˜) ∈ BXTR (0) and R > 2M . Then it follows
from Proposition 5.7 that there exists a constant C = C(T,R) > 0 such that
||F(v1, ϕ1)−F(v2, ϕ2)||YT ≤ C(T,R)||(v1, ϕ1)− (v2, ϕ2)||XT
for all (vi, ϕi) ∈ XT with ||(vi, ϕi)||XT ≤ R, j = 1, 2, where it holds C(T,R)→ 0 as
T → 0. Furthermore, we choose T so small that
||L−1||L(YT ,XT )C(T,R) <
1
2
.
Here we have to ensure that ||L−1||L(YT ,XT ) does not converge to +∞ as T → 0. But
since Lemma 5.13 and Lemma 5.16 below yield ||L−1||L(YT ,XT ) < C(T0) for every
0 < T < T0 and for a constant that does not depend on T , this is not the case and
we can choose T > 0 in such a way that the previous estimate holds. Note that T
depends on R and in general T has to become smaller the larger we choose R.
Since we want to apply the Banach fixed-point theorem on BXTR (0) ⊆ XT as we only
consider functions (v, ϕ) ∈ XT which satisfy ||(v, ϕ)||XT ≤ R, we have to show that
L−1 ◦ F maps from BXTR (0) to BXTR (0).
From the considerations above we know that there exists (v˜, ϕ˜) ∈ BXTR (0) such that
||L−1 ◦ F(v˜, ϕ˜)||XT = M <
R
2
. (5.9)
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Then a direct calculation shows
||L−1 ◦ F(v, ϕ)||XT ≤ ||L−1 ◦ F(v, ϕ)− L−1 ◦ F(v˜, ϕ˜)||XT + ||L−1 ◦ F(v˜, ϕ˜)||XT
< ||L−1||L(YT ,XT )||F(v, ϕ)−F(v˜, ϕ˜)||YT +
R
2
≤ ||L−1||L(YT ,XT )C(R, T )||(v, ϕ)− (v˜, ϕ˜)||XT +
R
2
< R
for every (v, ϕ) ∈ BXTR (0), where we used the estimate for the Lipschitz continuity
of F . This shows that L−1 ◦ F(v, ϕ) is in BXTR (0) for every (v, ϕ) ∈ BXTR (0), i.e.,
L−1 ◦ F : BXTR (0)→ BXTR (0).
For applying the Banach fixed-point theorem it remains to show that the mapping
L−1 ◦ F : BXTR (0) → BXTR (0) is a contraction. To this end, let (vi, ϕi) ∈ BXTR (0) be
given for i = 1, 2. Then it holds
||L−1 ◦ F(v1, ϕ1)− L−1 ◦ F(v2, ϕ2)||XT
≤ ||L−1||L(YT ,XT )C(R, T )||(v1, ϕ1)− (v2, ϕ2)||XT
<
1
2
||(v1, ϕ1)− (v2, ϕ2)||XT ,
which shows the statement. Hence, the Banach fixed-point theorem can be applied
and yields some (vˆ, ϕˆ) ∈ BXTR (0) ⊆ XT such that the fixed-point equation (5.8) holds,
which implies that (vˆ, ϕˆ) is a strong solution for the equations (5.1) - (5.4).
Note that this method was already used e.g. in [ADL16] to prove the existence of a
strong solution for the Beris–Edwards model for nematic liquid crystals.
In the proof of Theorem 5.4 we used that F : XT → YT is Lipschitz continuous
and that the Lipschitz constant C converges to 0 as T → 0. Moreover, we used
that L : XT → YT is invertible. We will prove these statements in the remaining
parts of this chapter. Since the equations of L are decoupled, we are able to solve
both equations separately. We will start with the first one and show that for every
right-hand side f ∈ Y 1T there exists a unique solution v in X1T . Afterwards we study
the second equation and also prove the existence of a unique solution ϕ ∈ X2T for
every right-hand side f ∈ Y 2T , which shows the statement and therefore completes
the existence proof of Theorem 5.4.
But first of all we need to make some preparations for the analysis of these proofs.
Therefore, we collect the most important results in the following section.
5.2 Preparations for the Analysis
Before we continue we study in which Banach spaces v, ϕ, ∇ϕ, m(ϕ) and so on are
bounded. To this end, we use some interpolation results from Chapter 2.
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Note that in the definition of X2T , p has to be larger than 4 because we will need
to estimate terms like ∇∆ϕ · ∇v, where p = 2 is not sufficient for the analysis and
therefore we need to choose p > 2. But for most terms in the analysis p = 2 would
be sufficient and 4 < p < 6 would not be necessary. Nevertheless, for consistency all
calculations are done for the case 4 < p < 6.
Interpolation spaces for v
Due to Theorem 2.28 and Theorem 2.30 it holds
v ∈ X1T ↪→ BUC([0, T ];B122(Ω)) = BUC([0, T ];H1(Ω)), (5.10)
where we used Bs22(Ω) = H
s
2(Ω) for every s ∈ R, cf. (2.4). In particular this implies
∇v ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;L6(Ω)) ↪→ L 83 (0, T ;L4(Ω)), (5.11)
∇v ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;L6(Ω)) ↪→ L4(0, T ;L3(Ω)), (5.12)
where we applied Theorem 2.32 with θ = 3
4
and θ = 1
2
.
Interpolation spaces for ϕ
Let ϕ ∈ X2T be given. From Theorem 2.28 and Theorem 2.30 it follows
ϕ ∈ Lp(0, T ;W 4p,N(Ω)) ∩W 1p (0, T ;Lp(Ω)) ↪→ BUC([0, T ];W
4− 4
p
p (Ω)). (5.13)
This implies
∇∆ϕ ∈ BUC([0, T ];W 1−
4
p
p (Ω)) (5.14)
since it holds p > 4. Note that when we write “ϕ is bounded in Z” for some function
space Z, we mean that the set of all functions {ϕ ∈ X2T : ||ϕ||X2T ≤ R} is bounded in
Z in such a way that the upper bound only depends on R and not on T , i.e., there
exists C(R) > 0 such that ||ϕ||Z ≤ C(R) for every ϕ ∈ X2T with ||ϕ||X2T ≤ R.
The following lemma will imply a lot of embeddings for the further analysis.
Lemma 5.6. Let X0 ⊆ Y ⊆ X1 be some Banach spaces such that
||x||Y ≤ C||x||1−θX0 ||x||θX1
for every x ∈ X0 and a constant C > 0, where θ ∈ (0, 1). Then it holds
C0,α([0, T ];X1) ∩ L∞(0, T ;X0) ↪→ C0,αθ([0, T ];Y ).
In addition, if f ∈ X := C0,α([0, T ];X1) ∩ L∞(0, T ;X0) such that ||f ||X ≤ R, then
the embedding constant only depends on R.
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Proof. Let f ∈ C0,α([0, T ];X1) ∩ L∞(0, T ;X0) be given. Then it holds
||f(t)− f(s)||Y ≤ C||f(t)− f(s)||1−θX0 ||f(t)− f(s)||θX1
≤ C||f ||1−θL∞(0,T ;X0)|t− s|αθ||f ||θC0,α([0,T ];X1)
≤ C|t− s|αθ
for a.e. t ∈ (0, T ), where we used
sup
0≤t6=s≤T
||f(t)− f(s)||X1
|t− s|α ≤ ||f ||C0,α([0,T ];X1) < C. (5.15)
If it holds f ∈ X such that ||f ||X ≤ R, then in the last inequality the constant only
depends on R.
We can use this lemma to prove further embeddings. We apply Theorem 2.15 for
Banach-valued Sobolev functions and obtain
ϕ ∈ W 1p (0, T ;Lp(Ω)) ↪→ C0,1−
1
p ([0, T ];Lp(Ω)).
Moreover, we already know ϕ ∈ BUC([0, T ];W 4−
4
p
p (Ω)). Due to (2.3) and 4 < p < 6
it holds Lp(Ω) ↪→ B0pp(Ω). By choosing θ :=
4
p
−1
4
p
−4 in Theorem 2.28 we obtain
(B
4− 4
p
pp (Ω), B
0
pp(Ω))θ,2 = B
3
p2(Ω) ↪→ H3p (Ω) = W 3p (Ω)
together with the estimate
||ϕ(t)||W 3p (Ω) ≤ C||ϕ(t)||1−θ
W
4− 4p
p (Ω)
||ϕ(t)||θLp(Ω)
for every t ∈ [0, T ]. Hence, Lemma 5.6 implies
ϕ ∈ C0,1− 1p ([0, T ];Lp(Ω)) ∩ C([0, T ];W 4−
4
p
p (Ω)) ↪→ C0,(1− 1p )θ([0, T ];W 3p (Ω)). (5.16)
Since it holds W 3p (Ω) ↪→ C2(Ω) for d = 2, 3 and 4 < p < 6, cf. Theorem 2.15, we
obtain that
ϕ is bounded in C([0, T ];C2(Ω)). (5.17)
Interpolation spaces for η(ϕ), m(ϕ), W ′(ϕ), m(ϕ0) and ∇ϕ
In the nonlinear operator F : XT → YT the terms η(ϕ), η(ϕ0), m(ϕ), m(ϕ0) and
W ′(ϕ) appear. Hence, we need to know in which spaces these terms are bounded in
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the sense that there is a constant C(R) > 0, which does not depend on T , such that
the norms of these terms in a certain Banach space are bounded by C(R) for every
(v, ϕ) ∈ XT with ||(v, ϕ)||XT ≤ R.
Due to (5.16) and because the embedding constant only depends on R, it holds
||ϕ(t)||W 3p (Ω) ≤ C(R)
for every t ∈ [0, T ] and ϕ ∈ X2T with ||ϕ||X2T ≤ R. Hence, the theorem for the
composition with Sobolev functions, cf. Theorem 2.18, yields
||f(ϕ(t))||W 3p (Ω), ||f(ϕ0)||W 3p (Ω), ||W ′(ϕ(t))||W 3p (Ω) ≤ C(R)
for every t ∈ [0, T ] and every ϕ ∈ X2T with ||ϕ||X2T ≤ R, where f ∈ {η,m}. Thus
f(ϕ), f(ϕ0),W
′(ϕ) are bounded in L∞(0, T ;W 3p (Ω)) for f ∈ {η,m}. (5.18)
Moreover, Theorem 2.18 yields the existence of L > 0 such that
||f(ϕ1(t))− f(ϕ2(t))||W 3p (Ω) ≤ L||ϕ1(t)− ϕ2(t)||W 3p (Ω) (5.19)
for every t ∈ [0, T ], ϕ1, ϕ2 ∈ X2T and f ∈ {η,m,W ′}.
In the next step, we want to show that f(ϕ) is bounded in X2T and therefore the
same embeddings hold as for ϕ, where f ∈ {η,m,W ′}. Note that from now on until
the end of the proof of the interpolation result for f(ϕ), we always use some general
f ∈ C4b (R). But all these embeddings are valid for f ∈ {η,m,W ′}.
We want to prove that if it holds ϕ ∈ X2T with ||ϕ||X2T ≤ R, then there exists a
constant C(R) > 0 such that ||f(ϕ)||X2T ≤ C(R). To this end, let ϕ ∈ X2T be given
with ||ϕ||X2T ≤ R. Since we already know ϕ ∈ C([0, T ];C2(Ω)), cf. (5.17), we can
conclude
||ϕ(t)||C2(Ω) ≤ C(R)
for all t ∈ [0, T ]. Hence, it holds f(ϕ(t)) ∈ C2(Ω) for every t ∈ [0, T ] and
∇f((ϕ(t)) = f ′(ϕ(t))∇ϕ(t).
Due to (5.18), f ′(ϕ) is bounded in L∞(0, T ;W 3p (Ω)). In particular, this implies
||f ′(ϕ(t))||W 3p (Ω) ≤ C(R) for a.e. t ∈ (0, T ) and a constant C(R) > 0. Since it holds
ϕ ∈ Lp(0, T ;W 4p (Ω)), it follows ∇ϕ(t) ∈ W 3p (Ω) for a.e. t ∈ (0, T ). Note that this
does not imply that there exists a constant C such that ∇ϕ(t) is bounded in W 3p (Ω)
by this constant for every ϕ ∈ BX2TR and a.e. t ∈ (0, T ). But the theorem about the
multiplication of Sobolev functions, cf. Theorem 2.17, yields f ′(ϕ(t))∇ϕ(t) ∈ W 3p (Ω)
for a.e. t ∈ (0, T ) together with the estimate
||∇f(ϕ(t))||W 3p (Ω) = ||f ′(ϕ(t))∇ϕ(t)||W 3p (Ω) ≤ C||f ′(ϕ(t))||W 3p (Ω)||∇ϕ(t)||W 3p (Ω)
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for a.e. t ∈ (0, T ) and every ϕ ∈ X2T with ||ϕ||X2T ≤ R. Since f ′(ϕ) is bounded in
L∞(0, T ;W 3p (Ω)) and ∇ϕ is bounded in Lp(0, T ;W 3p (Ω)), the estimate above implies
the boundedness of ∇f(ϕ) in Lp(0, T ;W 3p (Ω)), i.e., there exists C(R) > 0 such that
||∇f(ϕ)||Lp(0,T ;W 3p (Ω)) ≤ C(R) for all ϕ ∈ X2T with ||ϕ||X2T ≤ R.
Altogether this implies that
f(ϕ) is bounded in Lp(0, T ;W 4p (Ω)).
Analogously we can conclude from the boundedness of ϕ in W 1p (0, T ;L
p(Ω)) that
f(ϕ) is also bounded in W 1p (0, T ;L
p(Ω)). More precisely, Lemma 2.11 yields
d
dt
f(ϕ(t)) = f ′(ϕ(t))∂tϕ(t).
Using the boundedness of f ′(ϕ) in C0(QT ) together with the boundedness of ∂tϕ
in Lp(0, T ;Lp(Ω)) we get that f(ϕ) is bounded in W 1p (0, T ;L
p(Ω)). Thus the same
interpolation result holds as in (5.16), i.e.,
f(ϕ) is bounded in C0,(1−
1
p
)θ([0, T ];W 3p (Ω)), (5.20)
where θ :=
4
p
−1
4
p
−4 .
5.3 Lipschitz Continuity of F
In the proof for the existence of a unique strong solution for short time, cf.
Theorem 5.4, we used that the operator F : XT → YT is Lipschitz continuous,
which we have not proven yet. Using the notation from before we get the following
result for the operator F : XT → YT .
Proposition 5.7. Let the Assumptions 5.3 hold and ϕ0 be given as in
Theorem 5.4. Then there is a constant C(T,R) > 0 such that
||F(v1, ϕ1)−F(v2, ϕ2)||YT ≤ C(T,R)||(v1 − v2, ϕ1 − ϕ2)||XT (5.21)
for all (vi, ϕi) ∈ XT with ||(vi, ϕi)||XT ≤ R and i = 1, 2. Moreover, it holds
C(T,R)→ 0 as T → 0.
Proof. Let (vi, ϕi) ∈ XT with ||(vi, ϕi)||XT ≤ R, i = 1, 2, be given. Then it holds
||F(v1, ϕ1)−F(v2, ϕ2)||YT = ||Pσ(F1(v1, ϕ1)− F1(v2, ϕ2))||L2(QT )
+ ||(∇ϕ2 · v2 −∇ϕ1 · v1) + 1
ε
div(m(ϕ1)∇W ′(ϕ1)−m(ϕ2)∇W ′(ϕ2))
+ εm(ϕ0)∆
2(ϕ1 − ϕ2) + εdiv(m(ϕ2)∇∆ϕ2 −m(ϕ1)∇∆ϕ2)||Lp(QT ). (5.22)
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For the sake of clarity we study both summands in (5.22) separately and begin with
the first one. Remember that the operator F1 is defined by
F1(v, ϕ) =ρ0∂tv− ρ∂tv− div(2η(ϕ0)Dv) + div(2η(ϕ)Dv)− ε∆ϕ∇ϕ
−
((
ρv +
ρ˜1 − ρ˜2
2
m(ϕ)∇(1
ε
W ′(ϕ)− ε∆ϕ)
)
· ∇
)
v
and that it holds ||Pσ||L(L2(Ω)d,L2σ(Ω)) ≤ 1 for the Helmholtz projection Pσ. We estimate||Pσ(F1(v1, ϕ1)− F1(v2, ϕ2))||L2(QT ):
i) For the first two terms we can calculate
||ρ0∂tv1 − ρ(ϕ1)∂tv1 − ρ0∂tv2 + ρ(ϕ2)∂tv2||L2(QT )
≤ ||(ρ0 − ρ(ϕ1))∂t(v1 − v2)||L2(QT ) + ||(ρ(ϕ1)− ρ(ϕ2))∂tv2||L2(QT ).
Since it holds ∂tvi ∈ L2(0, T ;L2σ(Ω)), i = 1, 2, we need to estimate every ρ-term
in the L∞-norm. To this end, we use that ρ is affine linear and
ϕi is bounded in C
0,(1− 1
p
)θ([0, T ];W 3p (Ω)) ↪→ C0,(1−
1
p
)θ([0, T ];C2(Ω))
for i = 1, 2 and θ =
4
p
−1
4
p
−4 , cf. (5.16). Then we obtain for the first summand
||(ρ0 − ρ(ϕ1))∂t(v1 − v2)||L2(QT ) ≤ ||ρ(ϕ0)− ρ(ϕ1)||L∞(QT )||∂t(v1 − v2)||L2(QT )
≤ C sup
t∈[0,T ]
||ϕ1(0)− ϕ1(t)||L∞(Ω)||v1 − v2||X1T
≤ CT (1− 1p )θ||ϕ1||
C
0,(1− 1p )θ([0,T ];C2(Ω))
||v1 − v2||X1T
≤ CRT (1− 1p )θ||v1 − v2||X1T ,
where we used (5.15) in the penultimate step. Analogously the second term
can be estimated by
||(ρ(ϕ1)− ρ(ϕ2))∂tv2||L2(QT ) ≤ ||ρ(ϕ1)− ρ(ϕ2)||L∞(QT )||v2||X1T
≤ C sup
t∈[0,T ]
||(ϕ1(t)− ϕ2(t))− (ϕ1(0)− ϕ2(0))||L∞(Ω)||v2||X1T
≤ CRT (1− 1p )θ||ϕ1 − ϕ2||
C
0,(1− 1p )θ([0,T ];C2(Ω))
≤ CRT (1− 1p )θ||ϕ1 − ϕ2||X2T .
Here we used the fact that ϕ1(0) = ϕ0 = ϕ2(0) for ϕi ∈ X2T , i = 1, 2.
ii) The next term of ||Pσ(F1(v1, ϕ1)− F1(v2, ϕ2))||L2(QT ) is given by
||(div(2η(ϕ0)Dv2)− div(2η(ϕ0)Dv1)) + (div(2η(ϕ1)Dv1)− div(2η(ϕ2)Dv2))||Y 1T
≤ ||div(2(η(ϕ0)− η(ϕ1))(Dv2 −Dv1))||Y 1T + ||div(2((η(ϕ1)− η(ϕ2))Dv2))||Y 1T .
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In the next step we apply the divergence on the η(ϕi)- and Dvi-terms and for
the sake of clarity we study both terms in the previous inequality separately.
For the first one we use η(ϕ) ∈ C0,(1− 1p )θ([0, T ];W 3p (Ω)) with θ =
4
p
−1
4
p
−4 , cf. (5.20),
to obtain
||div(2(η(ϕ0)− η(ϕ1))(Dv2 −Dv1))||Y 1T
≤ ||2∇(η(ϕ0)− η(ϕ1)) · (Dv2 −Dv1)||Y 1T + ||2(η(ϕ0)− η(ϕ1))∆(v2 − v1)||Y 1T
≤ C sup
t∈[0,T ]
||∇η(ϕ1(0))−∇η(ϕ1(t))||C1(Ω)||Dv2 −Dv1||L2(0,T ;H1(Ω))
+ C sup
t∈(0,T )
||η(ϕ1(0))− η(ϕ1(t))||C2(Ω)||∆(v2 − v1)||L2(0,T ;L2(Ω))
≤ CT (1− 1p )θ||∇η(ϕ1)||
C
0,(1− 1p )θ([0,T ];W 2p (Ω))
||v1 − v2||X1T
+ CT (1−
1
p
)θ||η(ϕ1)||
C
0,(1− 1p )θ([0,T ];W 3p (Ω))
||v1 − v2||X1T
≤ CR
(
T (1−
1
p
)θ + T (1−
1
p
)θ
)
||v1 − v2||X1T .
Analogously as before we can estimate the second summand by
||div(2((η(ϕ1)− η(ϕ2))Dv2))||Y 1T
≤ 2||η′(ϕ1)(∇ϕ1 −∇ϕ2) ·Dv2||Y 1T + 2||(η′(ϕ1)− η′(ϕ2))∇ϕ2 ·Dv2||Y 1T
+ 2||(η(ϕ1)− η(ϕ2))∆v2||Y 1T .
For the sake of clarity we study these three terms separately again. In the
following we will use inequality (5.15) several times and η ∈ C4b (R). Hence, it
holds
||η′(ϕ1)(∇ϕ1 −∇ϕ2) ·Dv2||Y 1T ≤ C(R)
∣∣∣∣∣∣||Dv2||L2(Ω)||∇ϕ1 −∇ϕ2||C1(Ω)∣∣∣∣∣∣
L2(0,T )
≤ C(R) sup
t∈[0,T ]
||∇(ϕ1(t)− ϕ2(t))−∇(ϕ1(0)− ϕ2(0))||C1(Ω)||Dv2||L2(0,T ;L2(Ω))
≤ C(R)T (1− 1p )θ||∇ϕ1 −∇ϕ2||
C
(1− 1p )θ([0,T ];W 2p (Ω))
||v2||X1T
≤ C(R)T (1− 1p )θ||ϕ1 − ϕ2||X2T ,
where we used in the first step that η′(ϕ) is bounded in C([0, T ];C2(Ω)).
Furthermore, (5.19) together with
ϕ ∈ C0,(1− 1p )θ([0, T ];W 3p (Ω)) ↪→ C([0, T ];C2(Ω))
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implies
||(η′(ϕ1)− η′(ϕ2))∇ϕ2 ·Dv2||Y 1T
≤ sup
t∈[0,T ]
||η′(ϕ1)− η′(ϕ2)||W 3p (Ω)||∇ϕ2||C([0,T ];C1(Ω))||Dv2||L2(QT )
≤ C(R) sup
t∈[0,T ]
||ϕ1(t)− ϕ2(t)||W 3p (Ω)
≤ C(R) sup
t∈(0,T )
||(ϕ1(t)− ϕ2(t))− (ϕ1(0)− ϕ2(0))||W 3p (Ω)
≤ C(R)T (1− 1p )θ||ϕ1 − ϕ2||X2T .
Analogously to the second summand we can estimate the third one by
||(η(ϕ1)− η(ϕ2))∆v2||YT ≤ C(R)T (1−
1
p
)θ||ϕ1 − ϕ2||X2T ,
which shows the statement for ii).
iii) For the third term we obtain
||ρ(ϕ2)v2 · ∇v2 − ρ(ϕ1)v1 · ∇v1||Y 1T
≤ ||(ρ(ϕ2)− ρ(ϕ1))v2 · ∇v2||Y 1T + ||ρ(ϕ1)(v2 · ∇v2 − v1 · ∇v1)||Y 1T
≤ ||(ρ(ϕ2)− ρ(ϕ1))v2 · ∇v2||Y 1T + ||ρ(ϕ1)(v2 − v1) · ∇v2||Y 1T
+ ||ρ(ϕ1)v1 · (∇v2 −∇v1))||Y 1T .
We estimate these three terms separately again. For the first term we use
that v2 is bounded in L
∞(0, T ;L6(Ω)), cf. (5.10), and ∇v2 is bounded in
L2(0, T ;L6(Ω)) together with (5.19). Thus
||(ρ(ϕ2)− ρ(ϕ1))v2 · ∇v2||Y 1T
≤ C(R)T (1− 1p )θ||ϕ2 − ϕ1||
C
0,(1− 1p )θ([0,T ];W 3p (Ω))
||v2||L∞(0,T ;L6(Ω))||∇v2||L2(0,T ;L6(Ω))
≤ C(R)T (1− 1p )θ||ϕ2 − ϕ1||X1T .
For the second term we use ρ(ϕ1) ∈ C([0, T ];C2(Ω)), vi ∈ L∞(0, T ;L6(Ω)) and
∇v2 ∈ L4(0, T ;L3(Ω)), cf. (5.10) and (5.12), i = 1, 2. Hence,
||ρ(ϕ1)(v2 − v1) · ∇v2||Y 1T ≤ C(R)T
1
4 ||v1 − v2||L∞(0,T ;L6(Ω))||∇v2||L4(0,T ;L3(Ω))
≤ C(R)T 14 ||v1 − v2||X1T .
For the third term we analogously use the same function spaces. This implies
||ρ(ϕ1)v1 · (∇v2 −∇v1))||YT ≤ C(R)T
1
4 ||∇v1 −∇v2||L4(0,T ;L3(Ω))
≤ C(R)T 14 ||v1 − v2||X1T .
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iv) In the first step of the next term we use that the prefactor ρ˜1−ρ˜2
2
is a constant.
Hence, ∣∣∣∣∣∣∣∣ ρ˜1 − ρ˜22 m(ϕ1)∇(∆ϕ1) · ∇v1 − ρ˜1 − ρ˜22 m(ϕ2)∇(∆ϕ2) · ∇v2
∣∣∣∣∣∣∣∣
Y 1T
≤ C
(
||m(ϕ1)∇(∆ϕ1) · (∇v1 −∇v2)||Y 1T
+ ||m(ϕ1)(∇(∆ϕ1)−∇(∆ϕ2)) · ∇v2||Y 1T
+ ||(m(ϕ1)−m(ϕ2))∇(∆ϕ2) · ∇v2||Y 1T
)
.
For the sake of clarity we study all three terms separately again. In the following
we use ∇∆ϕi ∈ L∞(0, T ;L4(Ω)), cf. (5.16), ∇vi ∈ L 83 (0, T ;L4(Ω)), cf. (5.11),
for i = 1, 2, and m(ϕ1) ∈ C([0, T ];C2(Ω)). Altogether this implies
||m(ϕ1)∇(∆ϕ1) · (∇v1 −∇v2)||Y 1T
≤ CT 18 ||∇∆ϕ1||L∞(0,T ;L4(Ω))||∇v1 −∇v2||L 83 (0,T ;L4(Ω))
≤ C(R)T 18 ||v1 − v2||X1T .
Analogously the second summand yields
||m(ϕ1)(∇(∆ϕ1)−∇(∆ϕ2)) · ∇v2||Y 1T ≤ C(R)T
1
8 ||ϕ1 − ϕ2||X2T .
For the last term we use m(ϕi) ∈ C0,(1−
1
p
)θ([0, T ];W 3p (Ω)) ↪→ C0([0, T ];C2(Ω))
together with (5.19) and obtain
||(m(ϕ1)−m(ϕ2))∇(∆ϕ2) · ∇v2||Y 1T
≤ C(R)T 18 ||ϕ1(t)− ϕ2(t)||C0([0,T ];C2(Ω))||∇∆ϕ2||L∞(0,T ;L4(Ω)||∇v2||L 83 (0,T ;L4(Ω))
≤ C(R)T 18 ||ϕ1 − ϕ2||X2T .
v) The next term has the same structure as the one before.∣∣∣∣∣∣∣∣ ρ˜1 − ρ˜22 m(ϕ1)∇(W ′(ϕ1)) · ∇v1 − ρ˜1 − ρ˜22 m(ϕ2)∇(W ′(ϕ2)) · ∇v2
∣∣∣∣∣∣∣∣
Y 1T
≤ C
(
||m(ϕ1)∇W ′(ϕ1) · (∇v1 −∇v2)||Y 1T
+ ||m(ϕ1)(∇W ′(ϕ1)−∇W ′(ϕ2)) · ∇v2||Y 1T
+ ||(m(ϕ1)−m(ϕ2))∇W ′(ϕ2) · ∇v2||Y 1T
)
. (5.23)
For ∇vi, i = 1, 2, we use its boundedness in L4(0, T ;L3(Ω)), cf. (5.12). More-
over, we know ∇W ′(ϕ) ∈ C([0, T ];W 3−
4
p
p (Ω)) and m(ϕ) ∈ C([0, T ];C2(Ω)) for
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ϕ ∈ BX2TR . Using all these bounds we can estimate the three terms in (5.23)
separately. For the first term we obtain
||m(ϕ1)∇W ′(ϕ1) · (∇v1 −∇v2)||Y 1T ≤ C(R)T
1
4 ||∇v1 −∇v2||L4(0,T ;L3(Ω))
≤ C(R)T 14 ||v1 − v2||X1T .
For the second summand in (5.23) we have to estimate the difference
∇W ′(ϕ1)−∇W ′(ϕ2) in an appropriate way. To this end, we use (5.16), (5.19)
and W 2p (Ω) ↪→ C1(Ω). Moreover, we use ∇v2 ∈ L4(0, T ;L3(Ω)), cf. (5.12), and
m(ϕ) ∈ C([0, T ];C2(Ω)). Then it follows
||m(ϕ1)(∇W ′(ϕ1)−∇W ′(ϕ2)) · ∇v2||Y 1T
≤ C(R)T 14 sup
t∈[0,T ]
||∇W ′(ϕ1(t))−∇W ′(ϕ2(t))||W 2p (Ω)
≤ C(R)T 14 sup
t∈[0,T ]
||ϕ1(t)− ϕ2(t)||W 3p (Ω)
≤ C(R)T 14 +(1− 1p )θ||ϕ1 − ϕ2||X2T .
So it remains to estimate the third term of (5.23). As before we get
||(m(ϕ1)−m(ϕ2))∇W ′(ϕ2) · ∇v2||Y 1T
≤ C(R)T 14 +(1− 1p )θ||ϕ1 − ϕ2||
C
0,(1− 1p )θ([0,T ];W 3p (Ω))
||∇W ′(ϕ2)||BUC([0,T ];C1(Ω))||∇v2||L4(0,T ;L3(Ω))
≤ C(R)T 14 +(1− 1p )θ||ϕ1 − ϕ2||X2T ,
which completes the estimate for (5.23).
vi) Finally, we study the last term of ||Pσ(F1(v1, ϕ1)−F1(v2, ϕ2))||L2(QT ). It holds
||∆ϕ2∇ϕ2 −∆ϕ1∇ϕ1||YT ≤ ||∆ϕ2(∇ϕ2 −∇ϕ1)||YT + ||(∆ϕ2 −∆ϕ1)∇ϕ1||YT .
Using ∆ϕi ∈ C([0, T ];C0(Ω)) and ∇ϕi ∈ C0,(1−
1
p
)θ([0, T ];W 2p (Ω)), i = 1, 2, cf.
(5.16), the first term can be estimated by
||∆ϕ2(∇ϕ2 −∇ϕ1)||Y 1T ≤ C(R)T
1
2
+(1− 1
p
)θ)||∇ϕ1 −∇ϕ2||
C
0,(1− 1p )θ([0,T ];W 2p (Ω))
≤ C(R)T 12 +(1− 1p )θ)||ϕ1 − ϕ2||X2T .
Analogously the second term can be estimated by
||(∆ϕ2 −∆ϕ1)∇ϕ1||YT ≤ C(R)T
1
2
+(1− 1
p
)θ)||ϕ1 − ϕ2||X2T .
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Hence, we obtain
||Pσ(F1(v1, ϕ1)− F1(v2, ϕ2))||L2(QT ) ≤ C(R, T )||(v1 − v2), (ϕ1 − ϕ2)||XT
for a constant C(R, T ) > 0 such that C(R, T )→ 0 as T → 0.
Remember that we study the nonlinear operator F : XT → YT given by
F(v, ϕ) =
(
PσF1(v, ϕ)
−∇ϕ · v + div(1
ε
m(ϕ)∇W ′(ϕ)) + εm(ϕ0)∆2ϕ− εdiv(m(ϕ)∇∆ϕ)
)
and we want to show its Lipschitz continuity such that (5.21) holds. We already
showed its Lipschitz continuity for the first part. Now we continue to study the
second one. This part has to be estimated in Lp(0, T ;Lp(Ω)) for 4 < p < 6.
For the analysis we use the boundedness of ∇ϕ in C([0, T ];C1(Ω)) and of v in
L∞(0, T ;L6(Ω)). Then it holds
||(∇ϕ1 · v1 −∇ϕ2 · v2)||Lp(QT )
≤ ||∇ϕ1 · (v1 − v2)||Lp(QT ) + ||(∇ϕ1 −∇ϕ2) · v2||Lp(QT )
≤ T 1p ||∇ϕ1||L∞(QT )||v1 − v2||L∞(0,T ;L6(Ω))
+ T
1
p ||∇ϕ1 −∇ϕ2||L∞(QT )||v2||L∞(0,T ;L6(Ω))
≤ T 1pR||v1 − v2||X1T + T
1
pR||ϕ1 − ϕ2||X2T .
Next we study the term div(m(ϕ)∇W ′(ϕ)). We use the boundedness of f(ϕ) in
C([0, T ];C2(Ω)) ∩ C0,(1− 1p )θ([0, T ];W 3p (Ω)) for f ∈ {m,W ′} and ϕ ∈ X2T with
||ϕ||X2T ≤ R. Then it holds
||div(m(ϕ1)∇W ′(ϕ1))− div(m(ϕ2)∇W ′(ϕ2))||Y 2T
≤ C(R)||m(ϕ1)∇W ′(ϕ1))−m(ϕ2)∇W ′(ϕ2)||Lp(0,T ;W 1p (Ω))
≤ C(R)T 1p sup
t∈[0,T ]
||m(ϕ1(t))−m(ϕ2(t))||W 3p (Ω)||∇W ′(ϕ1)||C([0,T ];C1(Ω))
+ C(R)T
1
p ||m(ϕ2)||C([0,T ];C2(Ω)) sup
t∈[0,T ]
||W ′(ϕ1(t))−W ′(ϕ2(t))||W 3p (Ω)
≤ C(R)T 1p
(
sup
t∈[0,T ]
||ϕ1(t)− ϕ2(t)||W 3p (Ω) + sup
t∈[0,T ]
||ϕ1(t)− ϕ2(t)||W 3p (Ω)
)
≤ C(R)T 1p sup
t∈[0,T ]
||(ϕ1(t)− ϕ2(t))− (ϕ1(0)− ϕ2(0))||W 3p (Ω)
≤ C(R)T 1p+(1− 1p )θ||ϕ1 − ϕ2||
C
0,(1− 1p )θ([0,T ];W 3p (Ω))
≤ C(R)T 1p+(1− 1p )θ||ϕ1 − ϕ2||X2T .
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Here we also used ϕ1(0) = ϕ2(0) = ϕ0 for ϕ1, ϕ2 ∈ X2T and (5.19).
Now there remain two terms which we need to study together for the proof of the
Lipschitz continuity. Due to the boundedness of m(ϕ) in BUC([0, T ];W 3p (Ω)) and
of ∇∆ϕ in Lp(0, T ;W 1p (Ω)), the theorem for the multiplication of Sobolev functions,
cf. Theorem 2.17, yields the boundedness of m(ϕ)∇∆ϕ in Lp(0, T ;W 1p (Ω)). Hence,
this term is well-defined in the Lp(QT )-norm. We omit the prefactor ε for both terms
again and estimate
||m(ϕ0)∆2ϕ1 −m(ϕ0)∆2ϕ2 + div(m(ϕ2)∇∆ϕ2)− div(m(ϕ1)∇∆ϕ1)||Lp(QT )
= ||(m(ϕ0)−m(ϕ1))(∆2ϕ1 −∆2ϕ2) +m(ϕ1)∆2ϕ1 −m(ϕ1)∆2ϕ2 +∇m(ϕ2) · ∇∆ϕ2
+m(ϕ2)∆
2ϕ2 −∇m(ϕ1) · ∇∆ϕ1 −m(ϕ1)∆2ϕ1||Lp(QT )
≤ ||(m(ϕ1(0)−m(ϕ1))(∆2ϕ1 −∆2ϕ2)||Lp(QT ) + ||(m(ϕ2)−m(ϕ1))∆2ϕ2||Lp(QT )
+ ||∇m(ϕ2) · ∇∆ϕ2 −∇m(ϕ1) · ∇∆ϕ1||Lp(QT ) (5.24)
For the sake of clarity, we study these three terms separately again. Due to the
boundedness of m(ϕ1) in C
0,(1− 1
p
)θ([0, T ];W 3p (Ω)) we obtain for the first term
||(m(ϕ1(0)−m(ϕ1))(∆2ϕ1 −∆2ϕ2)||Lp(QT )
≤ sup
t∈(0,T )
||m(ϕ1(0))−m(ϕ1(t))||C0(Ω)||∆2ϕ1 −∆2ϕ2||Lp(QT )
≤ C(R)T (1− 1p )θ||m(ϕ1)||
C
0,(1− 1p )θ([0,T ];W 3p (Ω))
||ϕ1 − ϕ2||X2T .
Since m(ϕ1) is bounded in C
0,(1− 1
p
)θ([0, T ];W 3p (Ω)), we can estimate the second term
in (5.24) by
||(m(ϕ2)−m(ϕ1))∆2ϕ2||Lp(QT ) ≤ sup
t∈(0,T )
||m(ϕ2(t))−m(ϕ1(t))||C2(Ω)||∆2ϕ2||Lp(QT )
≤ C(R) sup
t∈(0,T )
||m(ϕ2(t))−m(ϕ1(t))||W 3p (Ω)
≤ C(R) sup
t∈(0,T )
||(ϕ2(t)− ϕ1(t))− (ϕ2(0)− ϕ1(0))||W 3p (Ω)
≤ C(R)T (1− 1p )θ||ϕ1 − ϕ2||
C
0,(1− 1p )θ([0,T ];W 3p (Ω))
,
where we used (5.19) again in the penultimate step. Finally, we study the last term
in (5.24). Here we get
||∇m(ϕ2) · ∇∆ϕ2 −∇m(ϕ1) · ∇∆ϕ1||Lp(QT )
≤ ||(∇m(ϕ2)−∇m(ϕ1)) · ∇∆ϕ2||Lp(QT )
+ ||∇m(ϕ1) · (∇∆ϕ2 −∇∆ϕ1)||Lp(QT ). (5.25)
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Since ∇m(ϕ1) is bounded in C([0, T ];C1(Ω)) and ∇∆ϕi is bounded in
C([0, T ];Lp(Ω)) for i = 1, 2, we can estimate the second summand by
||∇m(ϕ1) · (∇∆ϕ2 −∇∆ϕ1)||Lp(QT )
≤ C(R)T 1p ||∇m(ϕ1)||C([0,T ];C1(Ω))||∇∆ϕ1 −∇∆ϕ2||C([0,T ];Lp(Ω))
≤ C(R)T 1p ||ϕ1 − ϕ2||X2T .
Thus it remains to estimate the first term of (5.25). Here we get
||(∇m(ϕ2)−∇m(ϕ1)) · ∇∆ϕ2||Lp(QT )
≤ C(R)T 1p sup
t∈[0,T ]
||∇m(ϕ2(t))−∇m(ϕ1(t))||C0(Ω)||∇∆ϕ2||C([0,T ];Lp(Ω))
≤ C(R)T 1p sup
t∈[0,T ]
||m(ϕ2(t))−m(ϕ1(t))||W 3p (Ω)||ϕ2||C([0,T ];W 3p (Ω))
≤ C(R)T 1p sup
t∈[0,T ]
||ϕ1(t)− ϕ2(t)||W 3p (Ω)
≤ C(R)T 1p+(1− 1p )θ||ϕ1 − ϕ2||
C
0,(1− 1p )θ([0,T ];W 3p (Ω))
.
Hence, (5.25) is Lipschitz continuous and therefore also the second part of F is
Lipschitz continuous. Together with the Lipschitz continuity of the first part of F
we have shown
||F(v1, ϕ1)−F(v2, ϕ2)||YT ≤ C(T,R)||(v1 − v2, ϕ1 − ϕ2)||XT
for all (vi, ϕi) ∈ XT with ||(vi, ϕi)||XT ≤ R, i = 1, 2, and a constant C(T,R) > 0
such that C(T,R)→ 0 as T → 0.
5.4 Existence and Continuity of L−1 (first part)
To complete the proof it remains to show the existence of (v˜, ϕ˜) ∈ XT such that
(5.9) holds and to prove that L : XT → YT is invertible with uniformly bounded
inverse, i.e., there exists a constant C > 0 which does not depend on T such that
||L−1||L(YT ,XT ) ≤ C. Hence, we remember that the linear operator L : XT → YT is
defined by
L(v, ϕ) =
(
Pσ(ρ0∂tv)− Pσ(div(2η(ϕ0)Dv))
∂tϕ+ εm(ϕ0)∆
2ϕ
)
.
We note that the first part only depends on v while the second part only depends
on ϕ. Thus both equations can be solved separately.
To show the existence of a unique solution v for every right-hand side f in the first
equation we use the following theorem from [Sho97].
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Theorem 5.8. Let the linear, symmetric and monotone operator B be given from
the real vector space E to its algebraic dual E ′, and let E ′b be the Hilbert space which
is the dual of E with the seminorm
|x|b = Bx(x) 12 , x ∈ E.
Let A ⊆ E × E ′b be a relation with domain D = {x ∈ E : A(x) 6= ∅}. Let A be the
subdifferential, ∂ϕ, of a convex lower-semi-continuous function ϕ : Eb → [0,∞] with
ϕ(0) = 0. Then for each u0 in the Eb-closure of dom(ϕ) and each f ∈ L2(0, T ;E ′b)
there is a solution u : [0, T ]→ E with Bu ∈ C([0, T ], E ′b) of
d
dt
(Bu(t)) + A(u(t)) 3 f(t), 0 < t < T,
with
ϕ ◦ u ∈ L1(0, T ),√t d
dt
Bu(·) ∈ L2(0, T ;E ′b), u(t) ∈ D, a.e. t ∈ [0, T ],
and Bu(0) = Bu0. If in addition u0 ∈ dom(ϕ), then
ϕ ◦ u ∈ L∞(0, T ), d
dt
Bu ∈ L2(0, T ;E ′b).
The proof of this theorem can be found in [Sho97, Chapter IV, Theorem 6.1].
So we have to specify what E, E ′b, ϕ and so on are in the problem we study and
show that the conditions of Theorem 5.8 are fulfilled. Then Theorem 5.8 yields the
existence of a solution. More precisely, we obtain the following lemma.
Lemma 5.9. Let Assumption 5.3 hold. Then for every v0 ∈ H10 (Ω)d ∩ L2σ(Ω),
f ∈ L2(0, T ;L2σ(Ω)), ϕ0 ∈ W 1r (Ω), r > d ≥ 2, and every 0 < T < ∞ there
exists a unique solution
v ∈ W 12 (0, T ;L2σ(Ω)) ∩ L∞(0, T ;H10 (Ω)d)
such that
Pσ(ρ0∂tv)− Pσ(div(2η(ϕ0)Dv)) = f in QT , (5.26)
div(v) = 0 in QT , (5.27)
v|∂Ω = 0 on (0, T )× ∂Ω, (5.28)
v(0) = v0 in Ω (5.29)
for a.e. (t, x) in (0, T )× Ω, where v(t) ∈ H2(Ω)d for a.e. t ∈ (0, T ).
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Proof. Since we want to solve (5.26) - (5.29) with Theorem 5.8, we have to define
Bu := Pσ(ρ0u)
for u ∈ E, where we still need to specify the real vector space E. But as we want to
have d
dt
Bu ∈ L2(0, T ;L2σ(Ω)), the dual space E ′b has to coincide with L2σ(Ω). But this
can be realized by choosing E = L2σ(Ω). Then E
′
b
∼= L2σ(Ω) and with the notation in
Theorem 5.8 we get the Hilbert space E ′b equipped with the seminorm
|u|b = Bu(u) 12 =
∫
Ω
Pσ(ρ0u) · udx
 12 =
∫
Ω
ρ0u · Pσudx
 12
=
∫
Ω
ρ0|u|2dx
 12 ∼= ||u||L2(Ω).
Thus we obtain E ′b ∼= L2σ(Ω) = Eb. Moreover, we define A : D(A)→ L2σ(Ω)′ ∼= L2σ(Ω)
by
(Au)(v) :=
−
∫
Ω
Pσdiv(2η(ϕ0)Du) · vdx if u ∈ dom(A)
∅ if u /∈ dom(A).
(5.30)
for every v ∈ L2σ(Ω) and D(A) = H2(Ω)d ∩ H10 (Ω)d ∩ L2σ(Ω). Thus we get for the
relation A defined by A := {(u,v) : v = Au, u ∈ D(A)} the following inclusions
A = {(u,−Pσdiv(2η(ϕ0)Du) : u ∈ H2(Ω)d ∩H10 (Ω)d ∩ L2σ(Ω)} ⊆ E × E ′b,
since the term Pσdiv(2η(ϕ0)Du) is in L2σ(Ω)′ ∼= L2σ(Ω). Now we define
ψ : L2σ(Ω)→ [0,+∞] by
ψ(u) :=

∫
Ω
η(ϕ0)Du : Du dx if u ∈ H10 (Ω)d ∩ L2σ(Ω) = dom(ψ),
+∞ else.
(5.31)
We note ψ(0) = 0 and v0 is in the L
2-closure of dom(ψ), i.e., in L2σ(Ω). Hence,
it remains to show that ψ is convex and lower-semi-continuous and that A is the
subdifferential of ψ. Then we can apply Theorem 5.8. But the first two properties
are obvious. Thus it remains to show the subdifferential property, which is satisfied
by Lemma 5.10 below. Hence, we are able to apply Theorem 5.8 which yields the
existence. Moreover, the initial condition is also fulfilled as Theorem 5.8 yields
Pσ(ρ0v(0)) = Bv(0) = Bv0 = Pσ(ρ0v0) in L2(Ω).
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In particular we can conclude
0 =
∫
Ω
Pσ(ρ0v(0)− ρ0v0) ·ψdx =
∫
Ω
(ρ0v(0)− ρ0v0) ·ψdx
for every ψ ∈ C∞0,σ(Ω). By approximation this identity also holds for
ψ := v(0)− v0 ∈ L2σ(Ω) and we get∫
Ω
ρ0|v(0)− v0|2dx = 0.
This implies v(0) = v0 in L
2
σ(Ω).
For the uniqueness we consider v1,v2 ∈ W 12 (0, T ;L2σ(Ω)) ∩ L∞(0, T ;H10 (Ω) ∩ L2σ(Ω))
such that (5.26) holds for a.e. (t, x) ∈ (0, T ) × Ω. Then v := v1 − v2 solves the
homogeneous equation a.e. in (0, T )×Ω. Testing this homogeneous equation with v
we get
∫
Ω
1
2
ρ0v
2
|t=Tdx +
T∫
0
∫
Ω
2η(ϕ0)Dv : Dvdxdt = 0.
Hence, it follows v ≡ 0 and therefore v1 = v2, which yields the uniqueness.
In the proof above we used that the mapping A coincides with the subdifferential
∂ϕ. More precisely, we have the following lemma.
Lemma 5.10. Let Ω ⊆ Rd, d = 2, 3, be an open domain and ψ : L2σ(Ω) → [0,+∞]
be given as in (5.31). Moreover, we consider A : L2σ(Ω) → L2σ(Ω) to be given as in
(5.30). Then it holds
i) D(∂ψ) = D(A).
ii) ∂ψ(u) = {Au} for all u ∈ D(A).
Proof. Remember that
D(∂ψ) = {v ∈ L2σ(Ω) : ∂ψ(v) 6= ∅}
and D(A) = H2(Ω)d ∩H10 (Ω)d ∩ L2σ(Ω) by definition.
1st part: D(A) ⊆ D(∂ψ) and Au ∈ ∂ψ(u) for every u ∈ D(A).
To show the first part of the proof let u ∈ D(A) be given. If it holds v ∈ L2σ(Ω) but
v /∈ H10 (Ω)d, then the inequality
〈Au,v− u〉L2(Ω) ≤ ψ(v)− ψ(u)
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is satisfied since it holds ψ(v) = +∞ in this case by definition.
So let v ∈ H10 (Ω)d ∩ L2σ(Ω). Then it holds
〈Au,v− u〉L2(Ω) = −
∫
Ω
Pσdiv(2η(ϕ0)Du) · (v− u)dx
=
∫
Ω
2η(ϕ0)Du : Dvdx −
∫
Ω
2η(ϕ0)Du : Dudx
≤
∫
Ω
η(ϕ0)|Du|2dx +
∫
Ω
η(ϕ0)|Dv|2dx − 2
∫
Ω
η(ϕ0)|Du|2dx
= ψ(v)− ψ(u)
for every v ∈ H10 (Ω)d ∩ L2σ(Ω). This implies that Au is a subgradient of ψ at u, i.e.,
Au ∈ ∂ψ(u), and ∂ψ(u) 6= ∅, i.e., u ∈ D(A) ⊆ D(∂ψ). Hence, we have shown the
first part of the proof.
2nd part: D(∂ψ) ⊆ D(A) and ∂ψ(u) = {Au}.
Let u ∈ D(∂ψ) ⊆ dom(ψ) ⊆ H10 (Ω)d ∩ L2σ(Ω) be given, where the first inclusion
follows from the definition of D(∂ψ) and dom(ψ), cf. Definition 2.5. Then by defini-
tion there exists w ∈ ∂ψ(u) ⊆ P(L2σ(Ω)) such that
ψ(u)− ψ(v) ≤ 〈w,u− v〉L2(Ω) (5.32)
for every v ∈ L2σ(Ω). Now we choose v := u + tw˜ for some w˜ ∈ H10 (Ω)d ∩L2σ(Ω) and
t > 0. Then inequality (5.32) yields
ψ(u)− ψ(v) =
∫
Ω
η(ϕ0)Du : Dudx −
∫
Ω
η(ϕ0)D(u + tw˜) : D(u + tw˜)dx
= −2t
∫
Ω
η(ϕ0)Du : Dw˜dx − t2
∫
Ω
η(ϕ0)Du : Dw˜dx
≤ −t
∫
Ω
w · w˜dx .
Dividing this inequality by −t < 0 and passing to the limit t↘ 0 yields∫
Ω
w · w˜dx ≤
∫
Ω
2η(ϕ0)Du : Dw˜dx .
When we replace w˜ by −w˜ we can conclude∫
Ω
w · w˜dx ≥
∫
Ω
2η(ϕ0)Du : Dw˜dx .
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Thus it follows ∫
Ω
w · w˜dx =
∫
Ω
2η(ϕ0)Du : Dw˜dx (5.33)
for every w˜ ∈ H10 (Ω)d ∩ L2σ(Ω). Since we assumed w ∈ L2σ(Ω), we can apply
Lemma 5.11 below which yields u ∈ H2(Ω)d ∩ H10 (Ω)d ∩ L2σ(Ω). Using this regu-
larity in (5.33) we can conclude∫
Ω
w · w˜dx =
∫
Ω
2η(ϕ0)Du : Dw˜dx = −
∫
Ω
Pσdiv(2η(ϕ0)Du) · w˜dx
for every w˜ ∈ H10 (Ω)d ∩ L2σ(Ω). Therefore, we obtain w = −Pσdiv(2η(ϕ0)Du) = Au
in L2(Ω), i.e., u ∈ D(A) and ∂ψ(u) = {Au}.
For the regularity of the Stokes system with variable viscosity we used the following
lemma.
Lemma 5.11. Let η ∈ C2(R) be such that η(s) ≥ s0 > 0 for all s ∈ R and some
s0 > 0, ϕ0 ∈ W 1r (Ω), r > d ≥ 2, with ||ϕ0||W 1r (Ω) ≤ R, and let u ∈ H10 (Ω)d ∩ L2σ(Ω)
be a solution of
〈2η(ϕ0)Du, Dw˜〉L2(Ω) = 〈w, w˜〉L2(Ω) for all w˜ ∈ C∞0,σ(Ω),
where w ∈ L2(Ω)d. Then it holds u ∈ H2(Ω)d and
||u||H2(Ω) ≤ C(R)||w||L2(Ω),
where C(R) only depends on Ω, η, r > d, and R > 0.
The proof can be found in [Abe09b, Lemma 4].
Lemma 5.9 yielded v ∈ W 12 (0, T ;L2σ(Ω))∩L∞(0, T ;H10 (Ω)d). But as we want to show
that v is in X1T , it remains to show v ∈ L2(0, T ;H2(Ω)d). To this end, we also use
Lemma 5.11 above.
Lemma 5.12. For the unique solution v ∈ W 12 (0, T ;L2σ(Ω)) ∩ L∞(0, T ;H10 (Ω)d) of
(5.26) - (5.29) from Lemma 5.9 it holds
v ∈ L2(0, T ;H2(Ω)d).
Proof. Let v ∈ W 12 (0, T ;L2σ(Ω)) ∩ L∞(0, T ;H10 (Ω)d) be the unique solution of (5.26)
from Lemma 5.9, i.e.,
A(v(t)) = f(t)− d
dt
(Bv(t)) = f(t)− Pσ(ρ0∂tv(t)), 0 < t < T.
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Since the right-hand side is not the empty set, we get by definition of A
Pσ(div(2η(ϕ0)Dv(t))) = Pσ(ρ0∂tv(t))− f(t), 0 < t < T,
for given f ∈ L2(0, T ;L2σ(Ω)). From ∂tv ∈ L2(0, T ;L2σ(Ω)) it follows
〈2η(ϕ0)Dv(t), Dw〉L2(Ω) = 〈ρ0∂tv(t)− f(t),w〉 for every w ∈ C∞0,σ(Ω)
and a.e. t ∈ (0, T ). Hence, we can apply Lemma 5.11 and obtain
||v(t)||H2(Ω) ≤ C(R)||ρ0∂tv(t)− f(t)||L2(Ω) ≤ C(R)
(||ρ0∂tv(t)||L2(Ω) + ||f(t)||L2(Ω))
for a.e. t ∈ (0, T ). Since the right-hand side of this inequality is bounded in L2(0, T ),
this shows the lemma.
We still need to ensure that ||L−1||L(YT ,XT ) remains bounded. This is shown in the
next lemma.
Lemma 5.13. Let the assumptions of Lemma 5.9 hold and 0 < T0 < ∞ be given.
Then
||L−11,T ||L(Y 1T ,X1T ) ≤ ||L−11,T0||L(Y 1T0 ,X1T0 ) <∞ for all 0 < T < T0.
Proof. Let 0 < T < T0 be given. Lemma 5.9 together with Lemma 5.12 yields
that the operator L1,T : XT → YT is invertible for every 0 < T <∞ and every given
f ∈ L2(0, T ;L2σ(Ω)), ϕ0 ∈ W 1r (Ω), v0 ∈ H10 (Ω)d ∩ L2σ(Ω). Then we define
f˜ ∈ L2(0, T0, L2σ(Ω)) by
f˜(t) :=
{
f(t) if t ∈ (0, T ],
0 if t ∈ (T, T0).
Due to Lemma 5.9 together with Lemma 5.12 there exists a unique solution v˜ ∈ X1T0
of
Pσ(ρ0∂tv˜)− Pσ(div(2η(ϕ0)Dv˜)) = f˜ in QT0 ,
div(v˜) = 0 in QT0 ,
v˜|∂Ω = 0 on (0, T0)× ∂Ω,
v˜(0) = v0 in Ω.
So let v ∈ X1T be the solution of the previous equations with T0 replaced by T . Then
v˜ and v solve these equations on (0, T ) × Ω. Since the solution is unique, we can
deduce v˜|(0,T ) = v. Hence,
||L−11,T (f)||X1T = ||v||X1T ≤ ||v˜||X1T0 = ||L
−1
1,T0
(˜f)||X1T0
≤ ||L−11,T0||L(Y 1T0 ,X1T0 )||˜f ||Y 1T0
= ||L−11,T0||L(Y 1T0 ,X1T0 )||f ||Y 1T ,
which shows the statement since it holds ||L−11,T0||L(Y 1T0 ,X1T0 ) < ∞ by the bounded
inverse theorem, cf. [Rud73, Corollary 2.12].
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5.5 Existence and Continuity of L−1 (second part)
Finally, it remains to show that there exists a solution for the second equation of L,
i.e., of ∂tϕ+ εm(ϕ0)∆
2ϕ = f for some f , where we will later specify f and what we
mean with solution. First of all we cite the assumptions and the result which we will
use from [DHP03].
We consider a partial differential operator
A(x,D) =
∑
|α|≤2m
aα(x)D
α
and the boundary differential operators
Bj(x,D) =
∑
|β|≤mj
bjβ(x)D
β,
where we assume that G ⊆ Rd is an open and connected set with compact
C2m-boundary ∂G and mj < 2m for every j = 1, ...,m. Moreover, we assume that
the following conditions are satisfied:
i) Smoothness conditions:
(a) aα ∈ Cl(G,L(E)) for each |α| = 2m,
(b) aα ∈ [L∞ + Lrk ](G,L(E)) for each |α| = k < 2m with rk ≥ p and
2m− k > d−1
rk
(c) bjβ ∈ C2m−mj(∂G,L(E)) for each j, β ,
ii) Ellipticity conditions:
There exists φA ∈ [0, pi) such that the following assertions hold.
(a) The principal symbol
A#(x, ξ) =
∑
|α|=2m
aα(x)ξ
α
is parameter-elliptic with angle of ellipticity < φA for each x ∈ G ∪ {∞}.
(b) (Lopatinskii-Shapiro Condition) Set
Bj#(x,D) :=
∑
|β|=mj
bjβ(x)D
β
and B# := (B1#, ..., Bm#). For each x0 ∈ ∂G we write the boundary value
problem (A#(x0, D), B#(x0, D)) in local coordinates corresponding to x0.
Then the ODE problem in R+
(λ+A#(x0, ξ′, Dd))v(y) = 0, y > 0,
Bj#(x0, ξ′, Dd)v(0) = hj, j = 1, ...,m
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has a unique solution v ∈ C0b (R+;E) for each (h1, ..., hm) ∈ Em and each
λ ∈ Σpi−φA and ξ′ ∈ Rd−1 with |ξ′|+ |λ| 6= 0.
In this notation L(E) := L(E,E) is the set of all bounded linear operators from a
Banach space E to E. Moreover, we call a Banach space E of class HT if the Hilbert
transform is bounded on Lp(R;E) for some p ∈ (1,∞).
A L(E)-valued polynomial A(ξ) is called parameter-elliptic if there is an angle
φ ∈ [0, pi) such that the spectrum σ(A(ξ)) of A(ξ) in L(E) satisfies
σ(A(ξ)) ⊆ Σφ for all ξ ∈ Rd with |ξ| = 1, (5.34)
where Σφ ⊆ C denotes the open sector with vertex 0 and opening angle 2φ, which is
symmetric with respect to the positive halfaxis R+, i.e.,
Σφ = {λ ∈ C \ {0} : | arg(λ)| < φ}.
Then we call
φA := inf{φ : (5.34) holds} = sup
|ξ|=1
| arg σ(A(ξ))|
the angle of ellipticity of A, cf. [DHP03, Definition 5.1]. Now we have introduced
all notations and assumptions which are necessary for the following theorem.
Theorem 5.14. Let E be a Banach space of class HT , n,m ∈ N and
1 < p < ∞. Let G be a domain in Rd with compact C2m-boundary ∂G. Suppose
that for φA ∈ [0, pi) the boundary value problem (A,B1, ...Bm) satisfies the smooth-
ness and ellipticity conditions (i) and (ii) above.
Let AB denote the realization of A(x,D) in X = Lp(G;E) with domain
D(AB) = {u ∈ H2mp (G;E) : Bj(x,D)u = 0, j = 1, ...,m}.
Then for each φ > φA there is µφ ≥ 0 such that µφ + AB is R-sectorial with
φµφ+AB ≤ φ. In particular, if φA < pi2 then the parabolic initial-boundary value
problem
∂tu+ ABu+ µφu = f, t > 0,
u(0) = 0
has the property of maximal regularity in Lq(R+;Lp(G;E)) for each q ∈ (1,∞).
The proof of this theorem can be found in [DHP03, Theorem 8.2].
We use Theorem 5.14 to show the second part of the existence proof of L−1. More
precisely, we get the following lemma.
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Lemma 5.15. Let Assumption 5.3 hold and ϕ0 ∈ (Lp(Ω),W 4p,N(Ω))1− 1
p
,p,
f ∈ Lp(0, T ;Lp(Ω)) with 4 < p < 6 be given. Then for every 0 < T < ∞ there
exists
ϕ ∈ Lp(0, T ;W 4p,N(Ω)) ∩ {u ∈ W 1p (0, T ;Lp(Ω)) : u|t=0 = ϕ0}
such that
∂tϕ+ εm(ϕ0)∆
2ϕ = f in (0, T )× Ω, (5.35)
∂nϕ|∂Ω = 0 on (0, T )× ∂Ω, (5.36)
∂n∆ϕ|∂Ω = 0 on (0, T )× ∂Ω, (5.37)
ϕ(0) = ϕ0 in {0} × Ω. (5.38)
Proof. We set E = R and note that R is of class HT . Moreover, it holds m = 2 and
we need to define
A(x,D) := εm(ϕ0)
d∑
i,j=1
∂2ii∂
2
jj, B1(x,D) :=
d∑
j=1
νj(x)∂j,
B2(x,D) :=
d∑
i,j=1
νi(x)∂i∂
2
jj,
where ν(x) = (ν1(x), ..., νd(x))
T is the exterior normal at x ∈ ∂Ω. Note that the
coefficients are B(R)-valued since they are constants, e.g. the coefficient ε has to be
understood as a mapping ε : R→ R defined by z 7→ εz.
Then (A,B1,B2) satisfies the smoothness condition i) due to the embedding
m(ϕ0) ∈ W 3p (Ω) ↪→ C2(Ω), cf. (5.18). Next we study the ellipticity condition ii). We
have the principal symbol
A#(x, ξ) = εm(ϕ0)
d∑
i,j=1
ξ2i ξ
2
j = εm(ϕ0)|ξ|4
for every ξ ∈ Rd. This polynomial has to be understood to be B(R)-valued as above,
i.e., as a mapping
A#(x, ξ) : R→ R, z 7→
(
εm(ϕ0)
d∑
i,j=1
ξ2i ξ
2
j
)
z,
for every fixed ξ ∈ Rd. In particular we obtain that εm(ϕ0)|ξ|4 is the only eigen-
value of this mapping. This eigenvalue is a positive real number since it holds
ε,m(ϕ0(x0)) > 0 for every x0 ∈ ∂Ω. Hence, the principal symbol A#(x, ξ) is
parameter-elliptic with angle of ellipticity φ = 0.
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Next we show that the Lopatinskii-Shapiro Condition ii) (b), is satisfied. To this
end, we have to show that for each x0 ∈ ∂Ω the ODE problem in R+(
λ+ εm(ϕ0(x0))|ξ′|4 − 2εm(ϕ0(x0))|ξ′|2∂2d + εm(ϕ0(x0))∂4d
)
v(y) = 0, y > 0,
(5.39)
∂dv(0) = h1,
∂d
(|ξ′|2 + ∂2d) v(0) = h2,
has a unique solution v ∈ C0b (R+) for each h1, h2 ∈ R and each λ ∈ Σpi−φA and
ξ′ ∈ Rd−1. From the assumption we know |ξ′| + |λ| 6= 0, where λ ∈ Σpi = C and
ξ′ ∈ Rd−1. Hence, we distinguish two cases:
1st case: λ = 0: If λ = 0, we obtain from |ξ′| + |λ| 6= 0 that |ξ′| 6= 0 and (5.39)
simplifies to
εm(ϕ0(x0))
(|ξ′|4 − 2|ξ′|2∂2d + ∂4d) v(y) = 0, y > 0
with the same boundary conditions. Therefore, we study the polynomial
P (T ) = T 4 − 2|ξ′|2T 2 + |ξ′|4 = (T 2 − |ξ′|2)2.
Hence, |ξ′| and −|ξ′| are two zeros of this polynomial with multiplicity two. From
standard ODE theory, cf. [For06, Chapter 15, Theorem 2], it follows that a funda-
mental solution to this ODE is given by
yde
|ξ′|yd , e|ξ
′|yd , yde−|ξ
′|yd , e−|ξ
′|yd .
Now we note
lim
yd→∞
yde
|ξ′|yd = +∞, lim
yd→∞
e|ξ
′|yd = +∞,
lim
yd→∞
yde
−|ξ′|yd = 0, lim
yd→∞
e−|ξ
′|yd = 0.
Since we look for a unique solution v in C0b (R+), this implies
span{yde|ξ′|yd , e|ξ′|yd , yde−|ξ′|yd , e−|ξ′|yd} ∩ C0b (R+) = span{yde−|ξ
′|yd , e−|ξ
′|yd}.
Hence, there exist c1, c2 such that
v(yd) = c1yde
−|ξ′|yd + c2e−|ξ
′|yd .
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Moreover, we have the boundary conditions
∂dv(0) = c1 − |ξ′|c2 = h1,
∂d(|ξ′|2 + ∂2d)v(0) = ∂d(c1|ξ′|2yde−|ξ
′|yd + |ξ′|2c2e−|ξ′|yd)|yd=0
+ ∂3d(c1yde
−|ξ′|yd + c2e−|ξ
′|yd)|yd=0
= c1|ξ′|2 − |ξ′|3c2 + ∂2d(c1e−|ξ
′|yd − c1yd|ξ′|e−|ξ′|yd − c2|ξ′|e−|ξ′|yd)|yd=0
= c1|ξ′|2 − |ξ′|3c2 + ∂d
(
c2|ξ′|2e−|ξ′|yd
−c1|ξ′|e−|ξ′|yd − c1|ξ′|e−|ξ′|yd + c1yd|ξ′|2e−|ξ′|yd
)
|yd=0
= c1|ξ′|2 − |ξ′|3c2 + c1|ξ′|2 − c2|ξ′|3 + c1|ξ′|2 + c1|ξ′|2
= 4c1|ξ′|2 − 2c2|ξ′|3 = h2.
Since it holds |ξ′| 6= 0, we have two linear independent conditions for the two
unknowns c1 and c2. Hence, the solution v ∈ C0b (R+) is unique, which shows the
Lopatinskii-Shapiro Condition for the case λ = 0.
2nd case: λ 6= 0: We define a := λ + εm(ϕ0(x0))|ξ′|4 and b := εm(ϕ0(x0))|ξ′|2.
Hence, (5.39) simplifies to(
εm(ϕ0(x0))∂
4
d − 2b∂2d + a
)
v(y) = 0.
Its characteristic polynomial is given by εm(ϕ0(x0))α
4 − 2bα2 + a. Defining z := α2
this polynomial simplifies to
εm(ϕ0(x0))z
2 − 2bz + a = 0.
Its solution is given by
z1,2 =
2b±√4b2 − 4εm(ϕ0(x0))a
2εm(ϕ0(x0))
=
b±√b2 − εm(ϕ0(x0))a
εm(ϕ0(x0))
= |ξ′|2 ± 1
εm(ϕ0(x0))
√
ε2m(ϕ0(x0))2|ξ′|4 − εm(ϕ0(x0))λ− ε2m(ϕ0(x0))2|ξ′|4
= |ξ′|2 ± i
√
λ
εm(ϕ0(x0))
.
Before we can continue calculating α1, ..., α4 from these solutions, we need to study
where z1 and z2 are on the Gaussian plane. From λ ∈ C \ (−∞, 0] it follows
λ
εm(ϕ0(x0))
∈ C \ (−∞, 0] for every ε ∈ R and every x0 ∈ ∂Ω. Therefore, we can
deduce
√
λ
εm(ϕ0(x0))
∈ Σpi
2
and thus i
√
λ
εm(ϕ0(x0))
∈ {z ∈ C : Im(z) > 0} and
−i
√
λ
εm(ϕ0(x0))
∈ {z ∈ C : Im(z) < 0}, respectively. Adding a positive number
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yields
z1 =
(
|ξ′|2 − i
√
λ
εm(ϕ0(x0))
)
∈ {z ∈ C : Im(z) > 0},
z2 =
(
|ξ′|2 − i
√
λ
εm(ϕ0(x0))
)
∈ {z ∈ C : Im(z) < 0}.
Hence, it holds z1,2 ∈ C \ (−∞, 0] and therefore √z1,2 ∈ Σpi
2
is well-defined. From
α1,2 =
√
z1,2 ∈ Σpi
2
and α3,4 = −√z1,2 ∈ {z ∈ C : Re(z) < 0} it follows Re(α3,4) < 0.
Note that it holds α1 6= α2 and α3 6= α4 for λ 6= 0.
From standard ODE theory we know that a fundamental solution to this ODE is
given by
{eαjyd : j = 1, 2, 3, 4}.
Due to Re(α1,2) > 0 and Re(α3,4) < 0 we can conclude
lim
yd→∞
eαjyd = +∞ for j = 1, 2,
lim
yd→∞
eαjyd = 0 for j = 3, 4.
Since we look for a unique solution v in C0b (R+), this implies
span{eαjyd : j = 1, 2, 3, 4} ∩ C0b (R+) = span{eαjyd : j = 3, 4}.
Thus there exist c1, c2 such that
v(yd) = c1e
α3yd + c2e
α4yd .
Moreover, we have the boundary conditions
∂dv(0) = c1α3 + c2α4 = h1,
∂d(|ξ′|2 + ∂2d)v(0) = |ξ′|2(c1α3 + c2α4) + c1α33 + c2α34 = h2.
This means that we have two linear independent conditions for the two unknowns
c1 and c2. Hence, the solution v ∈ C0b (R+) is unique, which shows the Lopatinskii-
Shapiro Condition.
Now we are able to apply Theorem 5.14, which yields the existence of some µφ ≥ 0
such that the initial-boundary value problem
∂tϕ˜+ ε∆(∆ϕ˜) + µφϕ˜ = f˜ in (0,∞)× Ω, (5.40)
∂nϕ˜|∂Ω = 0 on (0,∞)× ∂Ω, (5.41)
∂n∆ϕ˜|∂Ω = 0 on (0,∞)× ∂Ω, (5.42)
ϕ˜(0) = 0 in {0} × Ω (5.43)
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has a solution with the property of maximal regularity in Lp(0,∞;Lp(Ω)).
In the next step we choose ϕ0 ∈ (Lp(Ω),D(AB))1− 1
p
,p, where
D(AB) = {u ∈ W 4p (Ω) : ∂nu|∂Ω = ∂n∆u|∂Ω = 0} = W 4p,N(Ω),
since there exists a continuous extension operator
E : (X0, X1)1− 1
p
,p → W 1p (0,∞;X0) ∩ Lp(0,∞;X1)
such that Eϕ0|t=0 = ϕ0, cf. [Ama95, Chapter III, Theorem 4.10.2]. From [Gri67,
Theorem 8.1’] it follows
(Lp(Ω),D(AB))1− 1
p
,p =
{
u ∈ W 4−
4
p
p (Ω) : ∂nu|∂Ω = ∂n∆u|∂Ω = 0
}
.
So let ψ ∈ W 1p (0,∞;Lp(Ω))∩Lp(0,∞;W 4p,N(Ω)) be the extension of ϕ0, i.e., ψ := Eϕ.
Then we define
f˜ := fˆ − ∂tψ − ε∆(∆ψ)− µφψ ∈ Lp(0,∞;Lp(Ω)),
where µφ is given as in (5.40), f is extended on (T,∞) by 0 and
fˆ := exp(−µφt)f ∈ Lp(0,∞;Lp(Ω)).
Then there exists a solution ϕˆ of (5.40) - (5.43) for f˜ given as above and we know
that this solution has the property of maximal Lp-regularity, i.e.,
ϕˆ ∈ W 1p (0,∞;Lp(Ω)) ∩ Lp(0,∞;W 4p,N(Ω)),
where the boundary conditions are satisfied since it holds ABϕˆ ∈ Lp(0,∞;Lp(Ω))
and therefore we can conclude ϕˆ(t) ∈ D(AB) for a.e. t ∈ (0,∞) with D(AB) given
as in Theorem 5.14. We set u := ϕˆ+ ψ. Then u solves
∂tu+ ε∆(∆u) + µφu = fˆ in (0,∞)× Ω,
∂nu|∂Ω = 0 on (0,∞)× ∂Ω,
∂∆u|∂Ω = 0 on (0,∞)× ∂Ω,
u(0) = ϕ0 in {0} × Ω,
due to ϕˆ(0) = 0 and ψ(0) = Eϕ0(0) = ϕ0. Moreover, the boundary values hold since
ϕˆ and ψ fulfill them. Finally, we set ϕ := eµφtu|[0,T ]. Hence, it solves
fˆ = ∂tu+ ε∆(∆u) + µφu
= −µφe−µφtϕ+ e−µφt∂tϕ+ ε∆(∆e−µφtϕ) + µφe−µφtϕ
= e−µφt(∂tϕ+ ε∆(∆ϕ)).
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Using the definition of fˆ we can conclude that ϕ ∈ W 1p (0, T ;Lp(Ω))∩Lp(0, T ;W 4p,N(Ω))
is a solution of the initial-boundary value problem (5.35) - (5.38), i.e., of
∂tϕ+ ε∆(∆ϕ) = f in (0, T )× Ω,
∂nϕ|∂Ω = 0 on (0, T )× ∂Ω,
∂n∆ϕ|∂Ω = 0 on (0, T )× ∂Ω,
ϕ(0) = ϕ0 in {0} × Ω.
Analogously to the previous part we need to ensure that ||L−1||L(YT ,XT ) remains
bounded.
Lemma 5.16. Let the assumptions of Lemma 5.15 hold and 0 < T0 < ∞ be given.
Then
||L−12,T ||L(Y 2T ,X2T ) ≤ ||L−12,T0||L(Y 2T0 ,X2T0 ) <∞ for all 0 < T < T0.
This lemma can be proven analogously to Lemma 5.13.
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