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Abstract In this paper, we study the reliable packet
forwarding in Wireless Sensor Networks (WSNs) with
the multiple-input multiple-output (MIMO) and or-
thogonal space time block codes (OSTBC) techniques.
The objective is to propose a cross-layer optimized for-
warding scheme to maximize the Successful Transmis-
sion Rate (STR) while satisfying the given end-to-end
power consumption constraint. The channel coding,
power allocation, and route planning are jointly consid-
ered to significantly improve the transmission quality
in terms of STR. The joint optimization design is for-
mulated as a global deterministic optimization and also
a local stochastic optimization issues. It is found that
the stochastic optimization approach can effectively
model, analyze, and solve the routing problem. In order
to substantially reduce the implementation complica-
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tion of the global optimization, we propose a low-
complexity distributed scheme. The determination of
relaying nodes and power budgets are decoupled, i.e.
performing route planning and power allocation sep-
arately. We have shown that the result in the distrib-
uted scheme is able to provide sufficiently accurate
predication of the global optimization. In addition, the
proposed scheme can clearly reduce the Symbol Error
Rate (SER) and achieve higher STR compared with
two existing energy-efficient routing protocols, in which
no joint design is considered.
Keywords wireless sensor network · MIMO ·
packet forwarding · routing · energy efficiency
1 Introduction
In many applications of wireless sensor networks
(WSNs), reliable end-to-end transmissions are crucial.
Typical applications include data aggregation in health-
care networks, target tracking in battle fields, and emer-
gent event triggering in monitoring systems [1]. In these
applications, the failures of end-to-end transmission of
critical information could directly lead to tremendous
loss. Since sensors are usually assigned to fulfill the
data collection from the source to the data concentra-
tion center following a multi-hop route, the Symbol
Error Rate (SER) of the end-to-end transmissions is an
important parameter that reflects the reliability. One
effective way to improve the reliability is to minimize
the source-to-destination (S-D) SER [or equivalently,
to maximize the Successful Transmission Rate (STR)].
Besides the reliability issue, energy efficiency is an-
other key concern in WSNs [1]. Since sensors are
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typically battery-powered, their operation time is strin-
gently limited by the battery capacity. To prolong the
lifetime of WSNs, energy resource on sensors should
be carefully managed. In this paper, we simultaneously
take into account the issues of transmission reliability
and energy conservation. Our objective is to maximize
the end-to-end STR while satisfying the given power
constraint.
It is well known that the multiple-input multiple-
output (MIMO) techniques improve system perfor-
mance and capacity [2]. Thus, it would be desirable to
deploy MIMO and apply orthogonal space-time block
codes (OSTBC) [3] in WSNs for spatial and temporal
diversities in a fading environment. Furthermore, [4]
has shown that in many cases the power consumption
in the electronic circuit of a MIMO system is more
efficient than that in a single-input single-output system
(SISO). Hence, from energy efficiency point of view, it
is beneficial to implement multiantennas in the sensor
nodes. Meanwhile, recent advances in hardware design
allow MIMO systems to be integrated into a wireless
sensor node [4, 5]. All these development and advan-
tages justify the merits of MIMO sensor systems.
In this paper, we consider the cross-layer optimiza-
tion problem of physical and network layers to achieve
performance enhancement on both transmission reli-
ability and energy conservation. Joint channel coding,
power allocation and route planning are studied, based
on which, a reliable packet forwarding scheme with
optimized energy utilization is proposed. Our work
mainly focuses on four aspects: (1) devise an efficient
routing protocol; (2) adaptively allocate the transmis-
sion power; (3) maximize the STR, and (4) satisfy the
total power constraint. Specifically, we formulate the
joint power and route optimization problem respec-
tively as deterministic and stochastic optimization prob-
lems, and point out that a localized packet forwarding
problem could be treated as a typical stochastic opti-
mization problem. The optimization is then separated
into two phases: route construction and power real-
location. A low-complexity solution is then presented
to reduce the computational complexity by decoupling
the decision components of relaying nodes and power
budgets.
The rest of this paper is organized as follows. The
system model is introduced in Section 2, where the
network architecture, nodal requirements and wireless
channel model are provided. The problem formulation
is presented in Section 3. The globalized and localized
routing problems are both taken into account. Section 4
discusses the solution, which reduces the computational
complexity by decomposing the decision components.
Section 5 reports the results of the simulation results
to demonstrate the effectiveness of our scheme. The
conclusions are given in Section 6.
2 System model
2.1 Network architecture
We consider a self-organized wireless sensor network
(WSN) in a planar architecture (i.e., no infrastructure
and without clustering) with a static topology. There is a
data center in the network, which is responsible for data
fusion and network maintenance. The data center is
also the destination of all packets. Let V denote the set
of all sensor nodes and L denote the set of all links. A
WSN is modelled as an undirected graph G(V,L). For
∀ v ∈ V , S(v) is defined as the one-hop neighborhood of
node v, which is the reachable (coverage) area of v by
using its maximum transmitting power. For ∀ vi, v j ∈ V ,
link l = (vi, v j) ∈ L if and only if v j ∈ S(vi) [or equiva-
lently, vi ∈ S(v j)]. A WSN routing problem is described
as the problem to find a routing path consisting of a
set of nodes {v0, · · · , vi, vi+1, · · · , vN} with (vi, vi+1) ∈
L, i = 0, 1, · · · , N, which connects the source node v0
and the destination node vN and satisfies performance
requirements.
2.2 Sensor node requirements
It is assumed that each sensor node has its posi-
tion information. The recent availability of small-sized,
low power, low cost GPS receivers and position esti-
mation techniques based on signal strength measure-
ment or time-of-arrival (ToA) computation, justify the
efficiency and feasibility of position-based routing pro-
tocols [6]. In many position-based networking proto-
cols, it is supposed that nodes are deployed uniformly
at random in the plane region [7, 8]. We can describe
the randomness of the nodal position as the Poisson dis-
tribution. To acquire necessary information for route
establishment, nodes could exchange position informa-
tion with their immediate neighboring nodes. The data
center plays an important role in the network man-
agement and maintenance, which has the knowledge
of the nodal density and will send this information
to all sensor nodes as a key parameter in the routing
scheme. The data center will also announce its position
information to all sensors.
We assume that each sensor node is equipped with
Nt isotropic transmitting antennas and Nr isotropic
receiving antennas. It is appropriate to utilize MIMO
techniques in WSNs for three main reasons. Firstly,
by deploying MIMO and applying OSTBC codes in
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WSNs, the system capacity and the transmission reli-
ability could be clearly improved [2]. Secondly, MIMO
systems help to reduce the power consumption of the
electronic circuits, compared to SISO systems [4]. Fi-
nally, from the point of view of implementation, recent
advances in hardware design greatly facilitate the inte-
gration of wireless sensor nodes with MIMO systems
[4, 5].
2.3 Wireless channel model and reliability function
For the wireless channel, it is supposed to suffer slow
and flat Rayleigh fading (i.e., the coherence bandwidth
of the channel is larger than the bandwidth of the signal
and no frequency-selective fading is induced). Sensor
nodes are considered to be sufficiently separated so
that any mutual coupling effects among the antennas
of different nodes are negligible.
The transmit symbol vector of size K × 1 is denoted
x = [x1, . . . , xK]T , where xi ∈ A, where A is a signal
constellation set. The vector x is transmitted by means
of a given OSTBC matrix C(x) of size B × Nt, where
B and Nt are the space and time dimension of the
OSTBC, respectively. Let M denote the modulation
order. If bits are used as inputs to the system, K log2 M
bits are used to produce the vector x. In [3], the follow-
ing holds: C(x)C(x)H = βKIB, where β = 1 if C(x) =
GT2 , C(x) = HT3 or C(x) = HT4 and β = 2 if C(x) = GT3
or C(x) = GT4 . Here, GT2,3,4 and HT3,4 are the space-time
codes proposed in [3]. The transmission rate is Nt/B,
and the C(x) is sent over the MIMO channel H of
site Nr × B. At the i-th hop, the Nt × Nr receive block
signal Y can be written as
Y = l−αi HC(x) + N, (1)
where li represents the communication distance of the
i-th hop, α denotes the path loss component, and the
additive block noise N is complex Gaussian circularly
distributed with independent components having vari-
ance N0 and zero mean.
By generalizing the approach given in [9], the OS-
TBC system can be shown to be equivalent to a SISO
system with the following input output relationship
yk = √ϕ l−αi xk + nk, (2)
where k∈{1, . . . , K}, ϕ‖H‖2, and nk ∼CN(0,N0/β).
It can be seen that the receive signal to noise ratio
(SNR) γi for a particular realization of the fading
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where gpsk  sin2 πM . By averaging Eq. 3 over the chan-














Accordingly, the Successful Transmission Rate (STR)
is then given by
STR(li, pi) = 1 − SER(li, pi) (5)







The joint power and routing optimization problem is
to build up an end-to-end routing path and to find a
power allocation scheme, which maximizes the STR
while satisfying the power consumption requirement.
In this section, we formulate the joint power and rout-
ing problem respectively from the point of view of
globalized routing and localized routing.
3.1 Globalized routing problem
A wireless sensor network is modelled by the undi-
rected graph G(V,L), where V and L are respec-
tively the node and the link sets. Consider an end-
to-end routing path {v0, · · · , vi, · · · , vN}, vi ∈ V, i =
0, 1, · · · , N, where v0 and vN respectively stand for
the source and the destination nodes. Let li denote
the i-th link (vi−1, vi), and pi the corresponding power
consumption of the i-th hop. Let L = {l1, · · · , lN} and
P = {p1, · · · , pN} respectively denote the link and the
power consumption sets of the forwarding scheme. The
joint power and route optimization problem can be
Mobile Netw Appl (2011) 16:760–770 763












pi ≥ 0, (i = 1, · · · , N)
(7)
where STR(li, pi) is the successful transmission rate
of the i-th hop given by Eq. 5, and Pc is the power
constraint for end-to-end transmissions. In Eq. 7, we
set the power consumption as constraints for two main
reasons. Firstly, the routing power consumption is lim-
ited by the sum of the maximum possible transmission
power of the sensors in the route. This means that
each routing path should have a potential power con-
sumption. Secondly, energy management is crucial to
prolong the network lifetime. The maximally allowed
power for each sensor should be strictly limited ac-
cording to the status of the residual battery. In prin-
ciple, the power constraint of sensors should be set
proportionally to the amount of residual battery. It is
noticeable that, problem 7 is a typical linear program-
ming problem that simultaneously involves continuous
and combinational optimizations. The problem would
be intractable, because the computational complexity
grows rapidly in an exponential way with the increase
of the problem dimension (i.e., the number of nodes
and links). Even if we neglect the computational com-
plexity, problem 7 is still unsuitable for describing a
real WSN routing problem. As we all know that, WSN
routing algorithms are always carried out in a distrib-
uted manner. Although local message exchange is al-
lowed, global broadcasting of networking information
in the entire network is strictly undesirable. However,
the optimal solution of problem 7 requires global path
searching and power allocation that are practically not
implementable in WSNs. Therefore, it is necessary to
reformulate the joint power and route optimization
problem as a localized routing problem.
3.2 Localized routing problem
In the following, we start from a case study in which the
routing performance is intuitively analyzed. The obser-
vation from the case helps to understand the key points
of the problem and a promising direction to transform
the globalized routing problem into a localized one.
After that, we propose the relay-selecting rule which
explains how relaying nodes are determined hop by
hop. The localized routing problem is then described
in the form of stochastic optimization.
3.2.1 A case study
Given the source and the destination nodes and the
power constraint Pc, we suppose that all intermediate
nodes can be placed anywhere to construct the route.
Denote the source-destination distance by d0 and the
hop count by N. In order to achieve the best reliability,
all intermediate nodes should be placed evenly on the
line connecting the source and the destination node,
with equal distance between arbitrary two neighboring
nodes. Each hop should be allocated the equal power
consumption PcN . According to Eq. 6, the reliability










We have two important observations from Eq. 8.
Firstly, the hop count N is a crucial factor affecting
the reliability performance. To maximize the end-to-
end STR, the optimal hop count N∗ should be found.
Secondly, given a hop count N, it is easy to prove that,
the reliability function in Eq. 8 has reached the upper
bound [6]. This means that the corresponding route is
the optimal one for all possible node distributions. In
a practical network, to obtain the best performance,
we may try to find a route mostly similar to the opti-
mal route. Intuitively, this could be done by selecting
the relaying node at each hop as close as possible to
the position of the corresponding node in the optimal
route. These observations motivates us to propose the
following relay-selection rule.
3.2.2 Relay-selection rule
Relay-selection rule describes the instructions to select
the relaying nodes. It could be carried out hop by hop
in a distributed manner. Considering the i-th hop as
shown in Fig. 1, the following concepts are introduced.
• Target position: In order to determine the relaying
node vi, node vi−1 firstly assigns a target position
vˆi, indicating the ideal position of node vi. Target
position vˆi will always appear on the line connecting
vi−1 and destination vN .
• Target advancement: The distance from node vi−1
to the ideal position vˆi is called the target advance-
ment of the i-th hop, denoted by lˆi = (vi−1, vˆi).
• Relay-selection area: Given an ideal position vˆi and
the target advancement lˆi, the disk area centering
at vˆi and with radius lˆi is called the relay-selection
area of the i-th hop, denoted by A(vˆi, lˆi). To avoid
backward forwarding, we restrict that the relaying
node vi should locate within A(vˆi, lˆi).
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Fig. 1 One-hop relaying model
• Deviation vector: The vector from vˆi to vi is called
the deviation vector of the i-th hop, denoted by
ωi. Due to the uncertainty of node distribution,
deviation vector ωi is actually a random variable.
For the ease of representation, we introduce polar
coordinate and alternatively denote the deviation
vector by two-tuple deviation variables (ri, θi).
There is a geometric relationship among the target
advancement lˆi, the deviation vector ωi [or equivalently
(ri, θi)] and link li
li =
√
lˆ2i + r2i + 2lˆiri cos θi, (9)
For the sake of presentation, we let g(lˆi, ωi) =√
lˆ2i + r2i + 2lˆiri cos θi hereafter.
The relay-selection rule works as follows: at the i-th
hop, the current node vi−1 should first specify the target
advancement lˆi as well as the target position vˆi. After
that, node vi−1 should select a neighboring node within
the relay-selecting are A(vˆi, lˆi) as the relaying node vi,
which is the closest to the target position vˆi.
We can see that relay-selecting rule facilitates the
localized routing. It regulates the basic operations for
each node to determine the next relaying node sorely
based on the local information. Following the relay-
selection rule, the exact positions of the relaying nodes
are determined by both the routing decisions (i.e., the
target advancements lˆi’s, and the uncertain factors (i.e.,
the random deviation vectors ωi’s). The STR however
varies with these uncertain factors provided the rout-
ing decisions. To more effectively evaluate the routing
decisions, we redefine the reliability function as the
average end-to-end STR over the deviation vectors.
By doing so, we actually aim to find out the proba-
bilistically optimal forwarding scheme which leads to
the maximum end-to-end average STR. The localized
routing problem can then be described as a stochastic
optimization problem.
3.2.3 Stochastic optimization problem
Let Lˆ = {lˆ1, · · · , lˆN} denote the set of target ad-
vancements and 	 = {ω1, · · · , ωN} the set of deviation
vectors. Considering the relay-selection rule, we now
formulate the joint power and route optimization prob-
lem as stochastic optimization.
max
Lˆ⊂R, P⊂R










pi ≥ 0, (i = 1, · · · , N)
(10)
where the deviation vectors are treated as random
factors that affect the actual positions of relaying nodes.
Since the distribution of nodes’ positions can be de-
scribed by stochastic models [8], the Probability Den-
sity Function (PDF) of deviation vectors is computable,
and therefore the average routing performance is
theoretically predictable.
4 Low-complexity solution
As problem 10 depicts, the objective is to find a
forwarding scheme with target advancements lˆi’s and
power budgets pi’s, which maximizes the average end-
to-end STR while satisfying the power constraint Pc.
In this paper, we develop a low-complexity suboptimal
solution, which reduces the complexity by decoupling
the variables lˆi’s and pi’s. We decompose the joint opti-
mization process into two separate phases as explained
below.
• Route construction: Assuming that all hops are allo-
cated equal power, relaying nodes can be selected
hop by hop using relay-selection rule to compose
the route.
• Power reallocation: Given an end-to-end route, the
source node performs the power reallocation to
maximize the end-to-end STR.
Let us consider the i-th hop in the first phase. Node
vi−1 will compute the target advancement lˆi and select
the relaying node vi by relay-selecting rule. To decide
lˆi, we recall the i-th hop in the case study (Section 3.2)
in which the distance of link li is chosen as
di−1
N−i+1
with di−1 representing the distance between vi−1 and
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Low-Complexity Distributed Solution
Optimal hop count computation
1. Source node v0 computes the optimal hop count N*
Routing path determination
2. For i = 1 to N* do 
3. Node vi-1 locates the target position ˆiv
4. Node vi-1 select relaying node vi by Relay Selecting Rule




6. Destination node *Nv feedbacks information to v0
7. Node v0 reallocates power of all hops by linear programming
Fig. 2 Low-complexity distributed solution
vN . Since the route in the simple case is optimal, we
could approximate it by setting target advancement
lˆi = di−1N−i+1 . However, the total hop count N is unknown
a priori. Therefore, the optimal hop count N∗ should be
computed by the source node at the beginning of first
phase, and then delivered hop by hop to all relaying
nodes. Once the route is established, the destination
node will feedback a message to the source node an-
nouncing the route information. The second phase is
then triggered, in which the source node will perform
power reallocation according to the feedback infor-
mation using the methodology of linear programming.
The framework of low-complexity solution is shown
in Fig. 2, The main operations are discussed in the
following.
4.1 Optimal hop count determination
At the beginning of the first phase, the source node
computes the optimal hop count N∗. The computation
consists of two steps: (i) computing average STR per
hop, and (ii) approximating average STR of the entire
route.
4.1.1 Average STR per hop
Supposing that the hop count is N, we investigate the
i-th hop as shown in Fig. 1. Let fω(ri, θi) represent
the PDF of deviation vector ω of the i-th hop, and
STR(lˆi, p) the average STR of the i-th hop. Following
the relay-selecting rule, we have









STR (li, p) fω(ri, θi)ri dθidri (11)
where lˆi = di−1N−i+1 , p = PcN and li is given by Eq. 9. Note
that, when sensors are deployed uniformly at random in
the field, the explicit form of fω(r, θ) could be obtained
by Poisson Process model. The detailed derivation is
shown in the Appendix.
4.1.2 Average STR of entire path
Let 	k = {ω1, ω2, · · · , ωk}, k = 1, · · · , N, and specially









Since actual STR is usually very close to one, the
logarithm function is almost linear. We are allowed
to exchange the operation order of expectation and






























By computing exponential function on both sides of










where the average STR of the entire path is the product
of the average STR of all hops.
Note that lˆi = di−1N−i+1 and E	i [STR(lˆi, p)] =
E	i [STR( di−1N−i+1 , p)]. The accurate computation of
E	i [STR( diN−i , p)] is considerably complex when i
is large. To show this, let us consider the iterative
relationship of di and di−1 as shown in Fig. 3.
di =
√
r2i + (di−1 − lˆi)2 − 2ri(di−1 − lˆi) cos θi (15)
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Optimal Hop Count Computation
Initialization
1. 0N , (0) 0STR , 0 0E[ ]d d
Iteration
2. do
3. 1N N , cENp
4. Compute E [ ]
i i
d for 1, ,i N by (18)
5. Compute ˆE ,
i i
STR l p for 1, ,i N by (11) (16)
6.
1





STR N STR l p
7. while ( ) ( 1)STR N STR N
Ending
8. * 1N N
Fig. 3 Algorithm of optimal hop count computation
For convenience, we let h(di−1, ωi) =√
r2i + (di−1 − lˆi)2 − 2ri(di−1 − lˆi) cos θi, where the de-
viation vector ωi = (ri, θi). It is shown in Eq. 15 that
the value of di depends on the value of di−1 as well
as the deviation vector ωˆi. The derivation of the
PDF of di is explicitly related to the PDF of di−1,
and then implicitly to the PDFs of di−2, di−3, · · · , d1.
Therefore as i increases, the computation of PDF of
di becomes nontrivial, and the accurate computation
of E	i [STR( diN−i , p)] becomes too complicated to be
carried out in practical sensor nodes. Alternatively, we













where the expectation of STR( diN−i , p) over 	i is ap-
proximated by the value of function STR(·, p) at the
single point E	i [di]N−i .
Next, we compute expectation on the both sides of
Eq. 15 and obtain










Similar as Eq. 16, we replace the expectation of
h(di−1, ωi) over 	i−1 by the value of function h(·, ωi)
at the point E	i−1 [di−1]. Actually, Eq. 17 provides an













where l′i = E	i−1 [di−1]N−i+1 is the average target advancement
of the i-th hop
The algorithm in searching the optimal hop count is
presented in Fig. 3.
4.2 Routing path determination
After computing the optimal hop count N∗, the source
node launches the process of routing path determi-
nation. Starting from the source node and hop by
hop sequentially, a current node selects the relaying
node and forwards the packet according to the relay-
selection rule. In particular, when it comes to node vi−1
to forward the packet, it computes the target position vˆi
and the target advancement lˆi, and selects a neighboring
node within the relay-selection area A(vˆi, lˆi), which is
the closest to vˆi as node vi. Node vi−1 then transmits
the packet to node vi, consuming power p = PcN∗ . These
operations are carried out iteratively until the packet
arrives node vN−1, which directly communicates with
the destination node vN .
When executing relay-selection rule, a special situa-
tion should be noticed when there is no sensor within
the relay-selection area. To deal with the situation,
an additional rule should be followed: when node vi−1
fails to find a relaying node within the relay-selection
area A(vˆi, lˆi), it should reduce the total hop count by
N = N − 1, and recompute the target position vˆi and
the target advancement lˆi. Once the relay-selection area
A(vˆi, lˆi) is reset, node vi−1 try to reselect the relaying
node vi within the new A(vˆi, lˆi). Nevertheless, this spe-
cial situation occurs very infrequently in practice. For
instance, supposing the nodal density is 0.1/m2, this
happens only with probability 3.8 × 10−4 for lˆi = 5 m,
and 1.8 × 10−9 for lˆi = 8 m.
4.3 Power reallocation
After the route is established, the source node will
reallocate the power consumption of all hops based on
the distances of links li’s. When the links li’s are given,
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pi ≥ 0, (i = 1, · · · , N).
(19)
where STR′ = log(STR). Before deriving the optimal
solution for the problem given in Eq. 19, the following
theorem is presented.
Theorem 1 The optimal power allocation p1, . . . , pN in
the optimization problem stated in Eq. 19 is unique.
Proof The power constraints in Eq. 19 are linear func-
tions and hence convex functions of the power allo-
cating parameters. It is clear that the SER function
in Eq. 4 is a convex function with respect to pi. As
a consequence, the corresponding STR
′
k = log(STRk)
is also convex as 0 ≤ STR ≤ 1. From [11], the sum
of a series of convex functions is also convex. This is
sufficient to show that the objective function in Eq. 19
is convex, and therefore, has unique solution. unionsq
The power reallocation is to find pi’s such that the
STR′ (or equivalently STR) in Eq. 19 is maximized
subject to the power constraint by solving the following
optimization problem











where λ is a positive Lagrange multiplier. The neces-
sary condition for optimality can be obtained by finding
the derivatives of Eq. 20 with respect to pi’s. For nodes
vi’s with nonzero consumption power, we have

































Using Eqs. 21 and 22, the optimal power budget at
each hop can be calculated by the gradient descent
optimization method [12]
pi(k + 1) = pi(k) − μ∂L(p1, . . . , pN)
∂ pi








, (i=1, · · · , N)
(23)
where pi(k) and λ(k) represent the transmission power
and Lagrangian multiplier at the k-th iteration, and μ
stands for the positive step size. Using the power con-
straint, λ(k) can be obtained by the following equation
N∑
i=1
pi(k + 1) − Pc = 0 (24)
The power reallocation scheme can be easily solved by
initializing some positive values for pi (i = 1, · · · , N)
and using Eq. 23 in an iterative manner. With Theorem
1, the mentioned approach results in optimal power
allocation at a given route. It is noteworthy that the
value of pi’s in Eq. 23 are always positive. To prove this,
it is sufficient to show that μ > 0 and ∂L(p1,··· ,pN)
∂ pi
< 0.
This algorithm is guaranteed to converge at least to
a local maximum, since at the each step the objective
function is decreased and is bounded below by zero.
5 Numerical results
This section evaluates the proposed packet forward-
ing scheme by simulation results. In the simulation,
we consider a square field with area 100 × 100 m2.
Sensor nodes are uniformly deployed at random in the
region with nodal density 0.1/m2. Wireless bandwidth
is supposed to be 1 MHz. Packet size is chosen to be
1 kbs. Parameters in the reliability function are set as
follows: number of transmit antennas Nt = 2, number
of receive antennas Nr = 2, constellation size M = 2,
attenuation coefficient α = 3, OSTBC matrix C(x) =
GT2 , β = 1, normalized noise power N0 = 1, normal-
ized power consumption inside sensor nodes pc = 1.2.
Besides the proposed scheme, we also simulate two tra-
ditional energy-efficient routing algorithms for compar-
ison: SP-power [6] and PARO [13]. In the figures, the
proposed scheme, SP-power and PARO are labelled as
LP, SPR and PARO, respectively.
We first validate the theoretical computation of op-
timal hop count N∗. In particular, given the source
and destination nodes and the power constraint, we
investigate the relationship between hop count N and
768 Mobile Netw Appl (2011) 16:760–770










S-D= 50m, N*=5   (analysis)
S-D= 50m, N*=5   (simulation)
S-D= 80m, N*=10 (analysis)
S-D= 80m, N*=10 (simulation)
S-D=100m,N*=14 (analysis)
S-D=100m,N*=14 (simulation)
Fig. 4 Average STR vs. hop count
the average end-to-end STR. Three cases are consid-
ered where the normalized power constraints Pc are
fixed by 50, and the distances of source and destination
nodes are set to be 100 m, 80 m and 50 m, respectively.
As shown in Fig. 4, curves of theoretical computation
and simulation results are very close in all cases. The
theoretical optimal hop count (i.e., 14 for S-D = 100 m,
10 for S-D = 80 m and 5 for S-D = 50 m) exactly equals
to the one that will generate maximum STR in the sim-
ulation experiments. These results verify the correct-
ness of the optimal hop count computation. Although
approximations are involved to reduce computational
complexity, the theoretical computation still provides
an accurate prediction of the optimal hop count and the
end-to-end STR values.
Table 1 reports the details of the linear programming
for power reallocation. We conduct five individual sim-
ulations, where the normalized power constraint Pc is
fixed by 50 and the S-D distances are set to be 100 m,
90 m, 80 m, 70 m and 60 m respectively. The actual link
distances, power budgets and total power consumption
are recorded. As shown in Table 1 that, although Pc is
fixed, the proposed scheme could adaptively regulate
the power budgets of all hops according to the actual
link distances. The total power consumptions strictly
follow the constraints in all simulations, which indicates
that the proposed scheme is suitable for energy man-
agement in WSNs.
Figure 5 illustrates the actual forwarding route and
the power allocation scheme. The source and desti-
nation nodes locate at (80, 30) and (0, 0) respectively.
The normalized end-to-end power consumption is con-
strained by 50. For contrast, the forwarding schemes of
PARO and SP-power are also presented. These three
schemes generate different routes even if the node dis-
tribution are the same. In addition, the power budgets
of these three schemes are also different. The proposed
scheme tends to allocate power corresponding to the
link distances. The longer the link distance the more
the power budget. But the traditional schemes always
assign equal power to all hops. From the view point
of transmission reliability and power conservation, the
proposed scheme consumes the total power in a more
efficient way, and therefore achieves better reliability
as the figure has shown.
Figures 6 and 7 provide more quantitative results
to compare the reliability performance of the three
schemes. We investigate the influences of S-D distance
and power constraint to the end-to-end STR. In Fig. 6,
the power constraint is fixed as 50 while in Fig. 7, the S-
D distance is fixed as 50 m. We change the S-D distance
in Fig. 6 and power constraint in Fig. 7, and keep track
of the end-to-end STR. As shown in Figs. 6 and 7, the
proposed scheme clearly outperforms the traditional
algorithms, especially when the S-D distance is large or
the power constraint is stringent. It is noticeable that,
the proposed scheme could reduce the end-to-end SER
Table 1 Power budgets in linear programming (Pc = 5 × 104)
S-D Para. Link
(m) (m) l1 l2 l3 l4 l5 l6 l7 l8 l9 l10 l11 l12 l13 l14 l15 l16 l17 l18 l19 Total
100 Distance 3.3 7.6 4.3 6.5 5.0 7.8 5.3 6.1 3.7 5.5 4.0 5.2 6.0 5.1 4.2 4.3 6.3 5.5 6.7 49.9
Power 1.8 2.9 2.4 2.9 2.7 2.9 2.8 2.9 2.1 2.8 2.2 2.7 2.9 2.7 2.3 2.4 2.9 2.8 2.9
90 Distance 2.0 7.5 6.0 4.1 6.3 5.2 5.0 6.3 5.2 6.3 7.6 7.5 4.2 6.3 2.5 6.5 6.1 50.0
Power 1.3 3.3 3.3 2.5 3.3 3.1 3.0 3.3 3.1 3.3 3.3 3.3 2.6 3.3 1.4 3.3 3.3
80 Distance 6.3 6.4 4.3 4.6 5.6 5.9 6.1 5.0 5.8 5.9 5.1 7.1 2.7 6.1 7.0 49.9
Power 3.6 3.6 2.9 3.1 3.5 3.6 3.6 3.3 3.6 3.6 3.4 3.6 1.5 3.6 3.6
70 Distance 4.5 4.9 3.9 5.9 4.6 7.2 4.7 6.2 4.9 6.3 4.6 8.3 5.7 49.8
Power 3.5 3.8 3.0 4.2 3.6 4.2 3.7 4.2 3.8 4.2 3.6 4.1 4.1
60 Distance 5.4 4.3 8.9 4.6 6.2 7.8 4.8 5.5 4.9 5.1 6.0 50.0
Power 4.7 3.8 4.6 4.2 5.0 4.8 4.3 4.8 4.4 4.5 4.9
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(a)  The proposed forwarding scheme





















(b) SP-Power forwarding scheme






















(c) PARO forwarding scheme
Fig. 5 Illustration of packet forwarding schemes. The source
node and destination node are located at (80, 30) and (0, 0),
respectively. STR in LP, SPR and PARO are 0.98008, 0.91966
and 0.91059, respectively
at least 30% in Fig. 6 when the S-D distance is 60 m,
and about 50% in Fig. 7 when the power constraint is
50. These results are expectable because the proposed






















Fig. 6 STR performance in term of S-D distance






















Fig. 7 STR performance in term of power constraint
scheme simultaneously takes into account of the issues
of transmission reliability and power conservation. It
aims at maximizing the reliability by fully exploiting the
limited power resource.
6 Conclusion
In this paper, we propose a cross-layer optimized for-
warding scheme for reliable transmissions in WSNs.
Each sensor has multiple antennas using OSTBC codes.
Channel coding, power allocation and route plan-
ning are jointly optimized to maximize the end-to-
end STR while satisfying the power constraint. The
localized reliable forwarding problem is formulated as
a stochastic optimization problem, where the random
770 Mobile Netw Appl (2011) 16:760–770
distribution of sensor nodes is treated as the uncertain
factor that influences the actual route. By decoupling
the components of forwarding decision, we propose
a low-complexity suboptimal solution to the stochas-
tic optimization problem. Extensive simulation is car-
ried out to evaluated the proposed forwarding scheme.
The results validate the effectiveness of the proposed
scheme, and show that it significantly outperforms two
traditional energy-efficient routing algorithms.
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Appendix: Derivation of closed-form expression
of fω(r, θ)
We present in this Appendix the derivation on the
explicit expression of transition PDF of the deviation
vector fω(·, ·). As mentioned before, sensors are sup-
posed to be deployed uniformly at random in the region
of interest. Poisson Process model is appropriate to
describe the node distribution [8]. As shown in Fig. 6,
vx and vy respectively denote the current node and the
relaying node; ω = (r, θ) and lˆ respectively denote the
deviation vector and the target advancement. By relay-
selecting rule, we have
Pr[r ≤ z] =
⎧⎪⎨
⎪⎩
1 − e−ρπz2 0 ≤ z ≤ lˆ,
0 z < 0,
1 z > lˆ,
where ρ denotes the node density in the region. Note
that we set Pr[r ≤ z] = 1, when z > lˆ. The reason can
be explained as follows: If there is no sensor within the
relay-selecting area, the target advancement lˆ is said to
be improper, and a new target advancement has to be
made (see Section 4.2 for details). The PDF of variable
r is given by
fr(z) = f ′r(z) + Pr[r = z]δ(z − lˆ), (25)
where f
′
r(z) is the derivative of Pr[r ≤ z] when z ∈
[0, lˆ], and Pr[r = z] = e−ρπz2 . The PDF that ω occurs on
position (z, θ) with target advancement lˆ can be written
as
fω(z, θ) = 12πz fr(z) (26)
= ρe−ρπz2 + e
−ρπ lˆ2
2πz
δ(z − lˆ) z ∈ [0, lˆ], (27)
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