Abstract-In this paper, based on behavior-based artificial intelligence we have built a fully autonomous mobile robot. Several modules are developed for the mobile robot to implement different levels of competences and behaviors, where each module itself generates behaviors. New modules can be easily added to the robot system to improve in the competence without changing any existing modules. A vision-based landmark recognition system for robot navigation is developed as the highest layer in the subsumption architecture. A genetic-algorithm-based search method for pattern recognition of digital images is proposed and implemented to recognize artificial landmarks by searching all the predefined patterns. The vision layer is capable of generating the desired behaviors corresponding to various landmarks. A combination of eight ultrasonic sensors is designed to implement obstacle-avoidance behaviors through a set of fuzzy rules. The effectiveness of this behavior-based mobile robot is demonstrated by experimental studies.
I. INTRODUCTION
T HE implementation of complex systems can be approached by decomposing the global task into several simpler, well-specified behaviors that are easier to design and tune independently of each other [1] . These behaviors can be implemented as several levels included in a hybrid reactive architecture. The robot achieves every control objective and the robot trajectory is a smooth path in spite of the interaction among different behaviors, unexpected obstacles and the existence of noise. The intention of this study is to construct autonomous or semi-autonomous vehicles for transporting products or adding fertilizer to plants on an actual farm where the ground may be very rugged. There are various methods to develop a mobile robot [2] . Because the mobile robot has to react in real time to what it has sensed in its environment, the behavior-based artificial-intelligence (AI) approach is used in the design of the robot system, which is able to deal with multiple changing goals in a dynamic unpredictable environment [1] . The behavior-based navigation strategy is widely used for field mobile robots on challenging terrains [3] . A behavior-based system has multiple integrated competences. Each level of competence is implemented by layers in the control system. Individual layers can work for individual goals simultaneously. The suppression mechanism then mediates the actions that are taken. The advantage here is that there is no need to make an integrated early decision on which goal should be pursued as the conventional decision making. The results of pursuing all of the goals to some level of conclusion can be used for the ultimate decision. The system is situated in its environment. It is directly connected to its problem domain through sensors and effectors. The system can change and affect its environment instantaneously by reacting through its effectors. The problem domain can be a dynamic environment and the system can react within a limited time. The environment for the system can be a complex real-world environment. In this study, several levels of competence for the developed autonomous mobile robot are defined, where each level of competence is a specification of a set of desired behaviors that the mobile robot will encounter in the real world. A higher level of competence indicates a more specific and complex desired class of behaviors.
It has been recognized that the integration of vision into a machine is fundamental to make its action more effective and efficient and, moreover, to increase its versatility in the application domain. Machine vision is essential to robotics, biomedical applications, and many other areas [4] , [5] . Expectational knowledge, with expected characteristics such as color, shape, size, texture, and so on, play an important part in human as well as the machine image-understanding process. For a machine to truly "see" and more importantly, to understand what they "see," it must be programmed with the knowledge about what it should be expected to "see" [6] . Pattern-recognition techniques have been widely used as an important component of intelligent systems for data preprocessing and decision making [7] . In this paper, the vision layer of the behavior-based robot employs a genetic-algorithm (GA)-based search method for pattern recognition of digital images, which is capable of recognizing artificial landmarks by searching over all the predefined patterns. Then, it reasons about the changes in the environment and generates the desired behaviors corresponding to various landmarks. The basic idea of pattern matching by a GA is first to encode a string that is used to evaluate the representations of the patterns. The next step is to find differences between the binary representations of two patterns. The evaluation function is defined in terms of the total differences in magnitudes of the binary representations between the known patterns and the sensed pattern. Through an evolutionary process, it is capable of quickly finding the best matching of the sensed image to a predefined pattern. The results of the algorithm is promising and has a high accuracy in classifying the sensed patterns of the landmarks.
Robot behaviors can be implemented as a set of fuzzy rules that mimic expert knowledge in specific tasks in order to model expert knowledge [8] - [11] . Usually humans do not need precise and numerical input information to make a decision and perform highly adaptive and robust control tasks. Fuzzy logic is known to be an organized method for dealing with imprecise data. It is suitable for situations where there is a lack of precision. Fuzzy logic attempts to mimic a human-like way of thinking in the application area. When designing a behavior-based mobile robot, expert knowledge is needed to plan and implement the desired behaviors. Behaviors usually emerge from implicit knowledge of the underlying process that can be represented by a set of linguistic variables and fuzzy rules. In this study, a fuzzy-logicbased model for obstacle avoidance with ultrasonic sensors is developed for the behavior-based mobile robot. The fuzzy controller provides a mechanism for processing sensor data from all the ultrasonic sensors that measure various environmental information. The obstacle-avoidance behaviors are successfully implemented by formulating a set of fuzzy rules.
This paper is organized as follows. In Section II, the background knowledge of this study is briefly introduced. The design of the behavior-based mobile robot is presented in Section III, including fuzzy-obstacle avoidance, the GA-based visual landmark recognition system, and behaviors. Section IV provides the implementation of the behavior-based robot and the experiment results. A conclusion is given in Section V.
II. BACKGROUND
In this section, fuzzy control and GAs are first outlined. Then, a brief introduction of the behavior-based AI approaches is presented.
A. Fuzzy Control
The theory of fuzzy control has been extensively studied in various engineering applications. The concept of fuzzy logic was conceived by Zadeh, which presents a new way for data processing by allowing partial-set membership rather than crisp-set membership or nonmembership [12] . The fuzzy-set theory was not applied to real control systems until the 1970s due to insufficient small-computer capability prior to that time. Zadeh reasoned that people would not require precise and numerical information to achieve highly adaptive control. If feedback controllers could be programmed to accept noisy and imprecise inputs, they would be much more effective, more robust, and perhaps easier to implement.
Fuzzy logic is a problem-solving methodology that lends itself to implementation in various systems ranging from simple, small and embedded microcontrollers to complex, large, networked and multichannel computer based control systems. It can be implemented in hardware, software, or a combination of both. Fuzzy logic provides a simple way to arrive at a definite conclusion based upon vague, ambiguous, imprecise, noisy, and/or missing information. Fuzzy-logic approaches to control problems mimic how humans would make decisions.
The use of fuzzy logic in the design of navigation behaviors for a mobile robot is quite popular nowadays [13] . The behaviors to be implemented may include, but are not limited to, avoiding obstacles, following walls, making turns, and approaching a target. There is, however, no established, systematic way to design the rule bases of these behaviors. Many approaches use expert knowledge to decide the responses of a behavior according to its objective but without defining that objective explicitly.
B. GAs
The GA is an attractive class of computational models that implements the natural evolution theory to solve problems in a wide variety of domains [14] , [15] . GAs are inspired by Darwin's evolution theory. A GA mimics some of the processes in natural genetic systems to solve optimization problems by encoding the possible solutions to a specific problem on some chromosome-like strings of data. Similar to other search algorithms, a GA performs a search on a multidimensional space containing a hyper surface known as fitness surface. The GA is a relatively new approach to solving pattern-recognition problems. Since a GA is capable of solving optimization and machine-learning problems, it is a good candidate for solving complex problems such as pattern recognition. A GA is well known as an attractive approach in many applications, because it is a generic method in the sense that there is no need to re-encode every time the application domain changes [16] .
GAs mimic the biological evolutionary process where the new offspring can inherit good characteristics from its parent. The GA encodes a potential solution as a string of zeros and ones, called chromosomes. With a set of initial chromosomes, the GA manipulates the most promising chromosomes in the set and creates the new population of improved chromosomes. The manipulation is a process of mating two chromosomes to create two offspring that could inherit some of the good characteristics from their parents. The new population would contain solutions that should be more promising than the previous generation.
Each chromosome is assigned a score or fitness function that is the target of the improvement. In order to generate improved offspring, a criterion to select a good parent from the pool of chromosomes is necessary. The selection criterion should assure that more promising parents should have more chance to be selected. Therefore, the mating would yield improved offspring. One way to achieve this selection goal is to select the parent based on its fitness values. The higher value its fitness is, the higher chance it will be selected.
C. Behavior-Based Approaches
In behavior-based robotics, the robot acts out some basic behaviors similar to those of animals by simply reacting to its sensory inputs. Some common behaviors for a mobile robot that are employed by researchers include wall following, light seeking, obstacle avoiding and target approaching. From the success of these and other creative behaviors, the subsumption architecture has emerged, which provides a structured approach to combining simple behaviors to exemplify the AI. This approach is known as behavior-based AI [1] . The subsumption architecture is a way to organize an intelligent system by means of layering task-achieving behaviors without relying on world models or sensor fusion. In this architecture, behaviors are arranged in priority, where triggering a higher priority (i.e., lower level) behavior suppresses all lower priority behaviors above that level. The highest level of behavior (e.g., the vision layer in this study) has the lowest priority, and so on. The designer determines the priority order of the behaviors and devises an arbitration scheme to further resolve conflicting behaviors. A behavior-based control architecture can be organized vertically to make sure that each behavior has full access to all sensor readings and processes its own command to control the mobile robot.
III. DESIGN OF BEHAVIOR-BASED MOBILE ROBOT
In this section, the design of the fuzzy obstacle-avoidance system is first given. Then, the visual landmark-recognition system is presented. Finally, the overall architecture design of the behavior-based mobile robot is provided.
A. The Design of the Fuzzy Obstacle Avoidance System
There are eight ultrasonic sensors installed on the robot. Four sensors are in the front, two are on the back, and one is on each side of the robot. Fig. 1 gives a schematic diagram of the sensor layout, where US1, US2, US3, US4, US5, US6, US7, and US8 represent these eight ultrasonic sensors. There are also two bumper sensors shown in this figure.
The data from ultrasonic sensors are the distances between the sensors and the objects. All the ultrasonic sensors send data to the fuzzy control system that is embedded in the chip on the robot. In this study, the fuzzy obstacle-avoidance system has eight inputs from the ultrasonic sensors and two outputs, the moving speed and turning angle , which are used to actuate the motors controlled by the lower level of finite-state machines that will generate the desired behaviors.
To simplify the implementation, the fuzzy logic obstacle-avoidance system consists of eight separate fuzzy logic controllers with the same structure except that the rule bases are different. Thus, only a single 1-input-2-output fuzzy logic controller is needed for the implementation. The input universe of discourse is exactly same for these eight separate fuzzy logic controllers, because the eight ultrasonic sensors have the same properties. Therefore, there is no need to adjust the gain values of the input variable.
1) Fuzzification:
In most fuzzy decision systems, nonfuzzy input data is mapped to fuzzy sets by treating them as membership functions. Here, we use three membership functions for each ultrasonic sensor. Fig. 2 shows the input membership functions that are used for all the eight ultrasonic sensors, where the coordinate is the distance to the obstacle (the values 0 0C and 0 18 are the distance directly from the sensor reading), and coordinate is the membership function. These input-membership functions are defined according to the ultrasonic collision-avoidance behaviors. Ultrasonic collision avoidance is performed on three levels. The first level states that if the obstacles are too far away from the robot, then, it is not necessary for the robot to take any actions for collision avoidance. The second level enables the robot to turn away from obstacles that are detected to be close, but not too close. The robot will only try to turn away from obstacles. The third level of avoidance is when obstacles are determined to be too close. The robot will swerve sharply away from the obstacle until it is no longer determined to be too close.
2) Inference Mechanism: The inference mechanism is responsible for the decision making in the fuzzy control system using approximate reasoning. The rule base stores the rules governing the input-output relationship of the proposed fuzzy controller. The control rules in this study are designed based on experiment results. Six fuzzy rules are formulated for each of the ultrasonic sensors. Table I shows the rules for all the eight ultrasonic sensors. In Table I , and represent the output moving speed and output turning angle from the fuzzy controller, respectively; the subscripts 1-8 represent index of the eight ultrasonic sensors; "far," "close," and "too close" are the fuzzy values of the distance to obstacle; "positive fast," "positive," "zero," "negative," "negative fast" are the fuzzy values for the moving speed, and "more left," "left," "zero," "right," and "more right" are the fuzzy values of the turning angle of the fuzzy controller.
The obstacle-avoidance behavior is designed to avoid unexpected obstacles as well, wherever the robot goes. The behavior to avoid obstacles should have a higher priority (i.e., a lower level) than the navigation behaviors, based on the consideration that the robot should avoid all the obstacles while it moves toward a target.
Taking into account the locations of all the eight ultrasonic sensors, if there is an obstacle close to the left side of the robot (but not too close), the US1 sensor is triggered and the robot should turn right a little bit in order to avoid collisions with the obstacle. If the obstacle is too close to the robot's left side, the robot should turn right more to avoid the obstacle, as illustrated in Fig. 3 .
If there is an obstacle in the right front of the robot, the US5 sensor is triggered and the robot should reverse and go backward. In addition, it should turn right a little bit, so that after the robot goes backward it can go forward again and pass around the obstacle on its right side without bumping into the obstacle again, as illustrated in Fig. 4 . All the other obstacle-avoidance behaviors are evolved in the same way.
3) Defuzzification and Recombination: The defuzzification procedure maps the fuzzy output from the inference mechanism to a crisp signal. We use the "center of gravity" (COG) defuzzification method to integrate the recommendations represented by the implied fuzzy sets from all the rules.
A real-time obstacle-avoidance method, named the vectorfield histogram (VFH), for mobile robots was proposed in [17] . This method permits the detection of unknown obstacles and avoids collisions while simultaneously steering the mobile robot toward the target. In this study, the robot behavior to the stimulus detected by the ultrasonic sensors depends on the output of the eight fuzzy controllers that correspond to obstacle locations. Any stimulus detected by the sensors is treated as a force vector pushing the robot. A resultant direction vector is calculated by
where and are the output of the th fuzzy controllers, and and are the resultant driving velocity and turning angle of the mobile robot. It can be seen that the resultant direction vector is determined by all the sensors triggered and the outputs of the fuzzy controllers. The robot is made to go in the integrated direction. Given this concept of resultant vectors, if an object is detected only by a sensor on the left side, the robot would turn to the right. If an object is detected to be equally close on both sides, the robot would go straight, because the component of these two vectors would cancel out.
B. Visual Landmark-Recognition System Using GAs
In the vision layer of the robot built in this study, a GA is designed and programmed into the vision board to recognize the predefined landmarks-a set of numbers written on red square boards. The recognition results are used to generate desired behaviors such as going forward, reversing, turning left, turning right, etc.
1) Preprocess of the Image:
In this study, the problem is to compare and match an image from a color charge-coupled device (CCD) camera with the pattern samples defined in the vision board corresponding to all the possible numbers used as landmarks. At first, some simple patterns were selected as the landmarks. But it turned out that the results of the preprocess were not satisfactory for these simple patterns. Therefore, the numbers "0" to "9" are chosen as the landmarks. The image from the CCD camera is first preprocessed and segmented by edge filters to get the red blob with the black number to be recognized. Then, the color in the blob is equally divided into 16 16, blocks and averaged in order to get the number inside in the blob, as shown in Fig. 5 . The image is then binarized and encoded into a 16 16 matrix that is to be used to evaluate all the possible solutions later. The following matrix gives an example to the pattern shown in Fig. 5 . After the color average and binarization, the block that is black is represented by "1" and the block that is red is represented by "0," respectively, After that, the GA is used to recognize the matrix that should be one of the known numbers. Last, the recognition result is transmitted to the finite-state machine in the robot.
2) Representation: The basis of a GA is that a population of problem solutions form a set of chromosomes, which are strings encoding all the possible problem solutions. Strings can be binary or have many possible alternatives (genes) at each position. In this study, the gene is a number between 0 and 255 while the chromosome is a string with . This is because we have a matrix with representing the pattern to be recognized. With a set of initial chromosomes (here we choose a population of fifty individuals), the GA manipulates the most promising chromosomes in the set and creates the new population of improved chromosomes. The th gene of the th individual in the population of one generation is defined as gene gene (3) where parameters , and are defined as integers in the following ranges:
gene (4) 3) Fitness Function: The chromosomes are evaluated according to an evaluation function. It is important to select a good evaluation method, otherwise the selection method that favors really good chromosomes can be lost in the noise due to a poor fitness evaluation. When the image matches better one of the predefined numbers, the fitness of a more promising chromosome becomes higher. The fitness of GA described by the th chromosome is expressed as fit gene image gene image
where image is an array of matrices that represent both the predefined numbers and the number to be recognized; corresponds to the number to be recognized; corresponds to the predefined numbers. It can be seen that the better the solution is, the fitness value is closer to zero. Thus, the best solution Fit can be defined as 
C. The Design of the Behaviors
Traditionally mobile robot builders have sliced the problem into some sub-problems: sensing, mapping sensor data into a world representation, path planning, task execution, and motor control [1] . This decomposition can be regarded as a horizontal decomposition of the problem into vertical slices. For the robot developed in this study, the problem is decomposed vertically instead of horizontally. Several levels of competence are implemented. Higher levels of competence provide additional constraints on the lower levels. New layers can be easily inserted to the existing set of layers by rearranging the priority oder, without changing any existing modules. In this study, the following levels of competence are defined: 0) stop immediately at emergency via the kill switch; 1) move along the predefined trajectory 2) stop automatically when hit an obstacle 3) move under human operation via the joystick 4) avoid obstacles via fuzzy control, including back up and side avoid 5) reason about the world in terms of identifiable objects, head for the target, and perform tasks related to certain objects. By using the behavior-based approach, at first, a complete robot control system that achieves Level 0 competence is built, which has the highest priority. In this study, it is the ability to stop the mobile robot via the kill switch at emergent situations. This layer should be thoroughly debugged after it is built and it should never be changed when adding new layers in the future. After this zeroth-level control is built, the first level control is built, which is able to transmit data through the communication interface to the zeroth-level control. The first level control can achieve Level 1 competence with aid from the zeroth-level control. After the first layer is built, the robot is able to move along a desired and predefined trajectory. The lower layer can still run, ignoring the layers above it that inject data into its data path sometimes. So, the robot can always be stopped whenever something unexpected happens. The same process is repeated to achieve all the higher levels of competence. The vision layer is the highest level in this study. Thus, the robot can identify the predefined landmarks and reason about the changes in its environment in order to navigate on the terrain without any human supervision. Whenever the robot detects an obstacle close to its body via the ultrasonic sensors, it triggers the obstacle avoidance behavior to avoid possible collisions with the obstacle, while the behaviors from the vision layer are suppressed immediately. In some special cases, e.g., with suddenly appeared obstacles in front of the robot, where the robot does not have enough time to avoid the obstacle and hits the obstacle, the backup behavior implemented by the bumper sensors will be activated and suppress the higher levels of behaviors. The robot will stop immediately and then move away from the obstacle.
The robot control system is expressed as a series of layers. Each specifies a behavior pattern for the robot, and each is implemented as a network of message passing finite-state machines [18] . There are a set of registers and timers in each finite-state machine. Input wires are attached to the registers and other machines can send messages to the registers through the wires. The messages written into the registers will replace the existing contents in the registers. The software for implementing all the behaviors is written in assembly language. The subsumption architecture of the system is shown in Fig. 6 . The "stop," "align," "back up," "command," "side avoid," "reverse," "turn," and "follow" behaviors are shown in the figure. The vision system, ultrasonic sensors, joystick, bumpers, pot sensors, and kill switch are used to implement the behaviors. In the figure, "s" in the circle represents "suppress" that means the behavior with a higher priority (i.e., at a lower level) will suppress all other behaviors with a lower priority.
The vision layer implements the highest level of competence while it has the lowest priority. The finite-state machine that represents the vision layer stores information about the landmarks received from the vision board through a serial port into the registers inside it. After processing the vision data, it injects control signals into the finite-state machines that represent lower levels of competence through the wires connected to the output port on it. Data from the finite-state machine that represent the vision layer will be passed on until they reach the lowest layer to actuate the motors. The finite-state machines on the lower layers are not aware of the data from the above layers. They just store their own sensor data into the registers inside them. Whenever one of the lower layer finite-state machines is triggered, it will inhibit the data from its above layer and send control signal to its lower layer through the wires connected to it. Thus, a lower layer can implement simpler competence but has a higher priority.
IV. IMPLEMENTATION AND EXPERIMENT RESULTS
A mobile robot is built in accordance to the behavior-based approach introduced above. This robot shown in Fig. 7 can navigate autonomously by reacting to its sensory inputs, or be controlled by an operator using the joystick. Bumpers, ultrasonic sensors, and a vision system collect the sensory inputs. It can autonomously follow a target object while avoiding collisions with obstacles. 
A. Development of the Robot Platform
The robot was designed to be able to carry a large payload of over 100 kg through rough terrain. It can be modified for several other applications, such as adding fertilizer or water to plants (a vision system could be designed to automatically determine if fertilizer or water is needed for a plant based on its leave color). Strong iron and powerful motors were selected to build the robot. The frame was custom made out of iron 53-in long, 22-in wide, and 18-in high. The robot has four wheels, each driven by a separate motor. There is no real steering mechanism for this robot, only the speed of individual motors would determine its trajectory. When the front left motor is faster than the front right motor, the robot makes a right turn. When the front right motor is faster than the front left motor, the robot makes a left turn. If the two front motors are at the same speed, the robot goes straight. This idea resembles differential steering [19] except that the motors themselves pivot horizontally. This design would give the robot greater mobility than differential steering. The robot also has a platform large enough to carry up to six large baskets with fruit or vegetable. The camera is mounted on the top of a 36-in-high frame and it is able to turn 180 while the robot is going backward. The robot has four large, powerful motors, which is capable of carrying itself and its payload over rough terrain and steep inclines. The motors selected are 24-V 1/2-Hp motors. Large-capacity batteries are also needed to enable the robot to run for several hours without recharging. Two 12-V, 100-Ah batteries are connected in series to supply 24 V for all the electronics.
B. Development of the Electronics
In order to implement the desired behaviors, the electronics are designed in accordance to the layers described above as shown in Fig. 8 . Four motors are connected to the front motor controller and back-motor controller that are controlled by the front motor PIC, (a family of microcontrollers produced by Microchip Company), and rear-motor PIC. The motor controllers perform the tasks of keeping the robot to move at the desired speed and along the desired trajectory. The bumper sensors are used to achieve Level 2 competence. A joystick and ultrasonic sensors are connected to implement Level 3 and Level 4 competences. A CCD camera and a vision board developed by Applied AI Systems, Inc. are selected to perform the tasks required to achieve Level 5 competence.
The electronics for the control system is to make use of 8-bit PIC microcontrollers, hereafter referred to as PICs. Fig. 9 shows the electronics used to control the robot. The locations of the PICs are marked in the figure. The PICs are programmed in assembly language. This design is used to lower the computational overhead associated with a more traditional design. More importantly, this design enables each behavior to be controlled by separate hardware to take full advantage of the subsumption architecture. Since the design is done at different levels, the hardware and software for each level are designed, tested, and evolved individually. Each PIC used has two pulsewidth modulation producing modules, up to 5 analog inputs and at least ten digital input/outputs (I/Os). One universal synchronous-asynchronous receiver/transmitter (USART) port is also available. Since there is no analog output from the PIC, a pulsewidth-modulation (PWM) signal produced by the PIC is put through an RC low-pass filter circuit to produce the average dc voltage of the signal.
C. The Implementation of Layers for Behaviors
Because the robot is to operate in rough terrain and because of the inherent differences in the motors, a feedback loop is required for the motor PICs to measure the turning angle of the wheels. If the wheels are not in the correct orientation, the motor PICs will have to compensate for this by speeding up one of the motors and slowing down the other. For the feedback, a potentiometer is installed on the rotation axis of two motors. The analog output of the pot sensor is sent to the motor PIC through an impedance buffer stage. Once this level of control is complete, the robot is capable of moving as directed by joystick movements and moving relatively straight when desired. Every other higher level relies on this level of competence. The input connector used for the joystick is also used by the higher levels to specify a moving direction. This means that any higher levels of competence can be connected directly to the motor PICs as long as they mimic the joystick by outputting the desired turning angle and the desired moving speed values.
Each of the higher level control PICs have the same basic design. Each board has at least two connectors. One is called "control in" and the other "control out." The "control in" connector is connected to anything supplying the three desired signals, an value that corresponds to the desired turning angle, a value that corresponds to the desired moving speed and an inhibitor bit. The "control out" connector is identical to the "control in" connector except that the three signals are now supplied by the PIC. If a joystick is connected to the "control in" connector and the joystick is determined to be active, by pushing one of the buttons, the PIC will just pass the signals from the joystick on to the next level. In this way the PIC board itself acts as a joystick for the lower levels. These signals are not passed on directly; however, they are read by the PIC, and a PWM signal is produced to be equal to the input signal after it is low-pass filtered. Designing the control system in this way means that there is no actual communication between the different modules. Anything can be connected to the input of the board, whether it is a joystick or a higher level PIC board, the lower level treats the input as the same. In this way, both the hardware and software are able to evolve easily without any modifications to the previous layers.
Bumpers are placed on the front of the robot to sense when the robot has collided with an obstacle, as shown in Fig. 1 . The output from these bumpers is connected to a digital input on the PIC. Depending on which bumper is triggered, the PIC will produce output to enable the robot to move away from the obstacle. The output produced by the PIC is two PWM signals that are low-pass filtered on the board. These signals are similar to those produced by the joystick to make the robot move away from an obstacle. The next step is the design of a joystick control system. The joystick used consists of two potentiometers. Any position of the joystick can be described by two analog signals, one describing an position, the other describing a position that corresponds to the desired turning angle and the desired moving speed, respectively. The joystick also has a button, this button is to be used to tell the robot when the joystick is active and to take readings from it. The analog signals produced by the joystick are connected to the analog inputs of the joystick PIC, as shown in Fig. 9 , through an operational amplifier. The op-amp is connected in a source follower configuration to act as a high-impedance buffer stage with no gain. The button from the joystick is connected directly to a digital I/O on the PIC. Given these three signals the PIC can be programmed to output two PWM signals to control two of the motors to make the robot go in the direction specified by the joystick. Two motor PICs are used to control the four motors.
Eight ultrasonic sensors are placed around the perimeter of the robot with a higher density of sensors near the front of the robot as shown in Fig. 1 . These sensors are used to indicate the proximity of objects in the robot's surroundings. Each sensor outputs a signal that is then read by another PIC, hereafter referred as the ultrasonic controller board. The ultrasonic controller board produces an RS-232 serial signal indicating the value of each of the sensors. With these sensor readings, an ultrasonic PIC is used to read the serial data and output analog signals that will make the robot move away from any obstacles.
One of the major problems with the ultrasonic sensors is that the sensed values increase and decrease too quickly. Sometimes they change sharply from sensing something very close to sensing nothing. In order to resolve the problem, the values from the ultrasonic sensors are compared with their previous values. If the present value is lower than the previous value, then the present value will be used. If the present value is higher than the previous value, then the previous value is slowly increased until it is equal to the present value. This improvement makes for a much smoother, more predictable obstacle-avoidance behavior.
The vision system has a color CCD camera placed on top of a frame installed on the robot. A servo motor is used to enable the base of the camera capable of rotating up to 180 . This servo is controlled by a PIC board, referred as the pan PIC in Fig. 8 . In addition, there is another built-in servo motor in the camera that allows the camera to rotate within a range of almost 180 . The pan PIC takes serial data and output PWM signals to the servo motors. A vision board is used to process the visual data. This board contains a digital signal processor chip, which can communicate with a serial RS-232 port. The image from the camera is sampled at approximately 20 frames/s and processed in YUV format (the native signal format for video in which Y is luminance, U is red minus Y, and V is blue minus Y). The YUV format is the same as the format used to transmit television signals. Each pixel in the image is encoded as a 32-bit number specifying Y and U components or Y and V components. The Y component of a color is its brightness. The U component specifies a range of color between yellow and blue. The V component specifies a range of color between cyan and red. Using additive color theory, every two pixels describe one color pixel. The programming of this vision board is done in C. Given the size and position of the target object, the moving speed and desired turning angle for the robot to follow the target can be determined. A vision PIC board is made to communicate with the vision board via an RS-232 serial connection. The vision board would send the values of the target position to the vision PIC. The PIC would then calculate how much the camera should pan and send these values to the pan PIC. The vision PIC can also calculate how the robot should react, and produce PWM signals accordingly to be low-pass filtered and send them to the next PIC in the hierarchy. Since the size of the target object to be followed remains the same, the distance to the object could be estimated by the size of the blob detected. If the bottom of the object is low in the image, the object is determined to be close and the stop behavior will be triggered. If the object is on either side of the image, the camera will turn to keep the object in the middle of the field of view. The robot will turn to follow the camera. These behaviors are exactly in accordance to the behaviors of any biological creature that has the ability to see and follow an object.
D. Experiment Results
In order to verify the performance of the whole mobile robot system, every behavior was tested separately first. The tracking layer behaviors are designed to make the robot track the desired path on the farm. The bumper layer behaviors are triggered whenever the robot hits an obstacle such as a rock in its front on the farm. The ultrasonic obstacle-avoidance behaviors are triggered when there are some obstacles around the robot.
1) Tracking on a Rugged and Steep Hill:
In order to make sure that the developed mobile robot is able to transport a large load over a long distance on a farm where the ground could be highly rugged, a load of about 100 kg is put on the platform. Then, the robot starts to move and tracks the desired path satisfactorily. Fig. 10 shows that the robot is able to climb a 20 incline where the surface is very rough.
2) Landmark Recognition: The proposed evolutionary landmark recognition system is able to recognize the patterns defined in its pattern-recognition library, i.e., numbers "0" to "9." The performance is evaluated by both simulation studies and experiments. Performance evaluation experiments of the GA are carried out on the V3 image processing board. The experiments are conducted in both indoor and outdoor environments. The experiment evaluates recognition performance with instances of the known patterns. These instances are used originally for constructing the pattern library. All instances are tested. Given an instance, the system is tested for its ability to recognize the pattern. The robustness to noise has been tested by both simulation and experiments. This test evaluates recognition performance to match an unknown instance with one of the known instances with the unknown instance being subjected to various noise levels. In the simulation studies, random noise is added to the instance to be recognized. Table II gives the performance of the GA for recognizing numbers. As the noise level changes from 0.1 to 1.0, the accuracy of the recognition decreases from 100% to 50% only, and the generation needed to recognize the pattern also change. It shows that when the noise level is higher, the performance of the GA is getting worse. This is because that some mismatches happen when the input pattern is not exactly as same as the one that is used to construct the library.
In order to verify the performance of the system, the landmark system is tested empirically under different light conditions such as direct sunlight, indirect sunlight and florescent. The decisions on the population size and its initialization values have quite significant impacts to the performance of the GA. Too small a population size could lead to local optima or early convergences while too large population would exhaust processing time and memory space. An appropriate initialization values would attribute to the randomness in the population concentration and higher chances that the global optima would be found during the course of the GA. The following parameter settings are used in the GA: Population size is set to 50; Number of generation is set to 15; Probability of mutation is set to 15%. The parameter settings are based on the results of several runs. Fig. 11 shows the result of the recognition of number 2. It can be seen that the number inside the square is the number to be recognized and number 2 printed on the right-bottom corner of the monitor is the result matched by the GA. The vision system filters the square with the number by red color and obtains the number inside the square by averaging the color of the square acquired.
3) Experiment on a Real Farm: The developed mobile robot was demonstrated to be able to navigate with no or limited human supervision. The layout of the paths on the experimental farm is illustrated in Fig. 12 (not in a real scale) and a photo of the paths is shown in Fig. 13 . In Fig. 12 , the dashed lines and arrows show the direction the robot moves. The solid lines show the paths on the farm. The numbers are the landmarks set up on the farm. The robot starts from the left end of the lowest horizontal path while following the operator. The operator turns left at the first intersection and the robot also turns left successfully. Then the robot sees the red square with a land mark number 1 in it and moves toward it. The robot reaches the second intersection with the landmark number 1 at the corner. At this time, it is capable of recognizing the landmark and make a right turn automatically. While it turns right, the obstacle-avoidance behavior is also triggered in order to avoid the obstacles at the corner. After the robot avoids the obstacle, the camera still keeps tracking of the target, i.e., the operator, and thus the robot moves toward the target after the vision layer takes control again. Then, the robot keeps tracking of the operator until it reaches the landmark number 3 at the right end of middle horizontal path. It pans the camera to the back and starts to move backward. Later on, it keeps going backward while following the operator until it reaches the landmark number 2 at the left end. The camera is redirected and the robot starts going forward again. Last, the robot makes a left turn while following the operator. During the experiment, the ultrasonic sensors are also triggered and the robot demonstrates the ability to avoid collisions with obstacles that are too close to it. In the end, the human operator also stands in front of the bumper sensors. The robot shows the ability to back up while it hits the operator that stands in front of it.
V. CONCLUSION
Over the last several years, a new approach to developing autonomous mobile robots that can conduct useful work in an unstructured environment has been developed. This behaviorbased AI approach draws its inspiration from many different disciplines. Based on the theory that intelligence can only be determined by the dynamics of interaction with the world, an intelligent mobile robot is successfully developed. The mobile robot developed in this study has several levels of competence implemented in it. The highest level can reason about the changes in the robot environment and generate desired behaviors to make the robot navigate in an unknown environment with a large load carried on the robot platform. The landmark recognition system implemented in the vision layer of the mobile robot is accomplished by designing a GA. The developed evolutionary landmark recognition system is able to recognize the patterns predefined in its pattern-recognition library. The pattern can be recognized and used later for any tasks, e.g., decision making processes. The system can be easily adapted to handle different landmarks by updating the pattern library with the new patterns. The obstacle-avoidance module of the subsumption architecture in this study is realized with fuzzy logic. The fundamental idea in applying the fuzzy logic to this behavior-based system is that the behaviors generated from the symbol representations are to be extracted from the sensor-motor coordination defined by a set of fuzzy rules. The proposed method is applied to the obstacle-avoidance problem of the developed mobile robot and the effectiveness of the method is illustrated through experiment results.
