Introduction {#Sec1}
============

Immune cells do not group together to form definite organs, but circulate as independent agents in the organism. Such a distributed nature allows to continuously change both their number and location to respond against pathogenic threats. For instance, acute infections induce sharp fluctuations in the number of CD8+ T lymphocytes (hereafter referred to as T cells). More precisely, upon detection of an infectious agent, specific naïve T cells that recognize antigens present in that agent are activated and undergo massive proliferation. This process, known as clonal expansion, increases the number of cells by up to 10^6^ times in the lapse of a few days, and fosters the eradication of the infection. When the pathogen has been neutralized, most activated T cells die by apoptosis in a process termed clonal contraction, thus restoring initial population levels. After clonal contraction a few of the activated T cells remain and revert to a quiescent state, creating an immune memory that provides a rapid response in the case of an eventual re-infection by the same pathogenic agent^[@CR1],\ [@CR2]^.

Importantly, the formation of new memory T cells after each episode of clonal expansion and contraction does not entail a significant long-term increase in the total number of memory T cells in the organism. Similarly, loss of naïve T cells caused by activation in successive infections does not result in a net reduction in the pool of naïve T cells in the body. Instead, the number of both naïve and memory T cells remains remarkably constant throughout the life of the individual^[@CR3]--[@CR5]^. In fact, the mechanisms of T cell homeostasis are so effective that transplantation of several functional thymuses in mice has no significant effect on the number of circulating T cells^[@CR6],\ [@CR7]^. On the other hand, the production of new naïve T cells in the thymus declines after adolescence owing to progressive thymic involution^[@CR8]^. Thymic mass begins to decrease in adulthood, shrinking to less than 10% of its peak by the age of 75^[@CR9]^. Hence, the replacement of naïve T cells that are activated in the course of immune responses eventually requires the proliferation of the remaining naïve T cells. Proliferation of naïve and memory T cells can also be triggered by natural or experimental reductions in the number of circulating cells^[@CR10]--[@CR15]^. Even if T cells formed during this process can exhibit phenotypic differences with respect to T cells formed in the thymus^[@CR16]--[@CR18]^ they are fully functional, i.e. they can be activated and display normal clonal expansion and contraction^[@CR6]^.

It has been observed that survival and proliferation of T cells to replenish the naïve pool (known as homeostatic proliferation) are partially driven by interleukin 7 (IL-7), a cytokine produced by non-immune cells located in the lymph nodes^[@CR19]--[@CR21]^. In agreement with this observation, an experimental increase in the amount of available IL-7 suffices to increase the number of naïve T cells^[@CR22]--[@CR24]^. Analogously, blocking the production of IL-7 results in a reduction of the population^[@CR21]^. As for memory T cells, homeostatic proliferation requires both IL-7 and IL-15^[@CR25]--[@CR28]^. Availability of interleukins in the body is a limiting factor for the number of T cells, given that only those cells that perceive a sufficient level of IL-7 stimulation (or IL-7 and IL-15 stimulation in the case of memory T cells) avoid apoptosis and proliferate. On the other hand, a drop in that population entails an increase in the availability of interleukins, which triggers the proliferation of the remaining cells and the subsequent replenishment of the naïve and memory pools^[@CR29],\ [@CR30]^. Therefore, competition for interleukins could explain the maintenance of a constant number of naïve and memory T cells^[@CR22],\ [@CR31]^.

However, it has long been established that the efficiency of the adaptive immune system does not only depend on the total number of circulating T cells, but relies to a great extent on the diversity of T cell clones^[@CR32]--[@CR34]^. The set of antigens recognized by a T cell is determined by the particular spatial structure of its T Cell Receptor (TCR). Since different clones identify different sets of antigens, a higher clone diversity increases the probability of effective immune recognition of pathogens. In the event of any such recognition, clonal expansion ensures a sufficient number of effector T cells to fight the infection. For this reason, the organism is bound to maintain an adequate variety of clones throughout the individual's lifespan^[@CR35]^.

The mechanisms underlying the homeostasis of heterogeneous pools of naïve and memory T cells are not fully understood as yet^[@CR36]--[@CR38]^. As a matter of fact, competition for interleukins between individual T cells does not provide a straightforward explanation for the coexistence of a variety of clones. Since the distributed nature of the immune system allows to draw clear analogies with ecological populations, ecological theory has often been invoked to study the interplay between competition and diversity in T cell populations^[@CR4],\ [@CR34],\ [@CR39]^. Oddly enough, a number of empirical and theoretical studies conducted in the field of Ecology suggest that competition and diversity are often conflicting concepts. This fact is illustrated by the so called Gause's law, also known as competitive exclusion principle (CEP). It states that if two species compete for the same resource, one of them will eventually dominate, causing the extinction of the other^[@CR4],\ [@CR34],\ [@CR40]^. The CEP is supported by mathematical models such as the classical Lotka-Volterra competition model^[@CR41],\ [@CR42]^, which can be formulated as follows:$$\documentclass[12pt]{minimal}
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As it turns out, it seems difficult to reconcile the CEP with the observed diversity of T cell clones. In fact, all T cell clones compete for the same resource (interleukins), and differences between clones do not stem from the manner in which they recognize and process each interleukin, but on the nature of the TCRs they are able to express. For such reasons, different clones may well be considered as sharing the same ecological niche^[@CR4],\ [@CR22]^. Thus the observed coexistence of a large variety of T cell clones in homeostatic conditions would contradict Gause's law, leading to the so-called diversity paradox^[@CR6],\ [@CR34],\ [@CR39],\ [@CR40]^.

To find a way out from this stalemate, it has been suggested that T cell clones actually occupy separate niches^[@CR4],\ [@CR47]^. The rationale of this hypothesis can be outlined as follows. Circulating naïve and memory T cells are known to interact in the lymph nodes with dendritic cells loaded with antigens from peripheral tissues. T cells are activated if the affinity of their TCR for some of these antigens goes beyond a given threshold^[@CR48]^. Otherwise, T cells remain in their former inactivated state, leave the lymph node and continue to circulate through the lymph and blood systems. Interestingly, in the case of naïve T cells, periodic antigenic stimulation below such threshold is required to avoid apoptosis^[@CR3],\ [@CR22],\ [@CR49],\ [@CR50]^. This would support a characterization of the niche occupied by a naïve T cell clone in terms of the specific set of antigens its TCRs can recognize. Hence, different clones would occupy different niches, which would be compatible with the CEP^[@CR51],\ [@CR52]^. Nevertheless, this solution to the diversity paradox is only partial, since it does not apply for memory clones, whose survival only depends on the availability of interleukins and not on periodic, subcritical antigenic stimulation^[@CR4],\ [@CR29]^.

The dichotomy between coexistence and exclusion raised by classical models of competition has biassed the studies of T cell homeostasis by considering as paradoxical the observed diversity of naïve and memory clones. However, it is worth pointing out here that some features of these models may challenge their utility in the context of T cells. On the one hand, structural properties of the populations involved, such as their carrying capacities, have to be fed as parameters in equation ([1](#Equ1){ref-type=""}) and cannot be obtained from a study of their solutions. More importantly, the dynamics produced by these equations can be extremely complex when more than two species are considered^[@CR53]^ (see Supplementary Material [SM1](#MOESM1){ref-type="media"}). For instance, it has been shown that examples of solutions of this type of equations for systems with as few as four species can display chaotic dynamics^[@CR54]^. Considering that naïve and memory pools contain thousands of clones, this last remark reveals an obvious limitation of these models in understanding the dynamics of T clones in homeostasis.

For these reasons we suggest in this work that classical models of competitive exclusion in population dynamics are not suitable to describe competition for interleukins among T cells, and the persistence of many T cell clones with different, highly specific TCRs. Specifically, we will propose a solution to the diversity paradox which is not based on hypothetical differences between ecological niches of T cell clones. In order to do that, we resort to population mechanics, a mathematical framework that makes use of inertial and elastic aspects of immune response to account for homeostasis of both the number and diversity of naïve and memory T cells. More precisely, the plan of this work is as follows. We will begin by formulating a generic model of intraspecific competition that captures the basic features of the homeostasis of a cell population. We will then extend this model to consider interspecific competition in generic cell populations. This generic model will allow us to redefine the principle of competitive exclusion, as well as to formulate a solution to the diversity paradox. Finally, we will adapt this model to the particular case of memory and naïve T cell populations. Based on this approach we will propose a series of mechanisms to explain key aspects of T cell homeostasis.

Homeostasis of the number of cells {#Sec2}
==================================

In a previous work we have introduced a model of T cell response to acute infections^[@CR55]^. We argued there that populations of effector T cells show inertia and elasticity during immune response, which suggests the use of second order differential equations to model effector T cell population dynamics. In particular, the lack of effector T cells in the absence of infections can be interpreted as an equilibrium state of the T cell system. The presence of a pathogen acts as a force that moves the system from its initial equilibrium. Once the infection is controlled, this force disappears and the system returns to equilibrium.

In this work we propose that populations of naïve and memory T cells in homeostasis also show inertia. This statement is based on the observation that homeostatic interleukins are mainly available in the lymphoid organs, so that T cells circulating in the blood and through the body tissues are almost deprived of interleukin stimulation^[@CR56],\ [@CR57]^. In these conditions, naïve T cells survive up to 30 minutes when they are out of the lymph nodes^[@CR58]^, which implies that lack of IL-7 or IL-15 does not trigger cell death immediately, but after a certain time delay, which can be interpreted as an inertial effect.

In order to illustrate the main points of our approach, we will begin by formulating a generic model for the homeostasis of a cell population controlled by one interleukin. We will implement its dynamics by taking IL-7 as reference. This interleukin seems to be produced at a constant rate^[@CR56]^, so changes in IL-7 availability are caused by consumption by naïve and memory T cells^[@CR56]^. Bearing these facts in mind, we will model the dynamics of a cell population controlled by a homeostatic interleukin by means of the following set of differential equations:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\{\begin{array}{c}{x}^{^{\prime\prime} }\,(t)=-kx\,(t)-c{x}^{^{\prime} }\,(t)+\lambda h\,(t)\\ \,{h}^{^{\prime} }\,(t)=\phi -\mu x\,(t)\end{array}\quad {\rm{f}}{\rm{o}}{\rm{r}}\,h\,(t)\ge 0\,{\rm{a}}{\rm{n}}{\rm{d}}\,x\,(t)\ge 0,$$\end{document}$$where *x*(*t*) and *h*(*t*) are the size of the cell population and the amount of interleukin at time *t* respectively; *k* and *c* are the elastic constant and the damping coefficient of the population respectively; *λ* represents the magnitude of the force exerted on the population per unit of interleukin *h*; *φ* is the rate of interleukin production, and *μ* is the rate of interleukin consumption per cell. In the remainder of this article we will refer to the term *λh*(*t*) as the homeostatic force exerted by the interleukin on the cell population.

If condition *kc* \> *λμ* holds (see Supplementary Material [SM2](#MOESM1){ref-type="media"}), then these equations (that can be explicitly solved) capture the main features of interleukin-driven homeostasis of a cell population (see refs [@CR19], [@CR21] and [@CR59] and Fig. [1](#Fig1){ref-type="fig"}). In particular, they reproduce the dynamics observed during homeostatic proliferation (Fig. [1](#Fig1){ref-type="fig"}).Figure 1Behavior of solutions to equation ([2](#Equ2){ref-type=""}). (**A**) Both the cell population and the amount of interleukin reach a stable equilibrium (see [SM2](#MOESM1){ref-type="media"}). (**B**) A reduction in the rate of interleukin production results in a new equilibrium with a reduced carrying capacity (*K*′) (**C**) Homeostatic proliferation of T cells. A drop in the number of cells is compensated by the homeostatic proliferation of the remaining cells, which takes the system back to its original equilibrium. The values of the parameters used in A (in suitable units) are: *k* = 100, *c* = 50, *λ* = 8, *φ* = 10^5^, *μ* = 10. In B and C the value of *φ* changes to 8 ⋅ 10^4^.

Equation ([2](#Equ2){ref-type=""}) explicitly model intraspecific competition since the term −*μx*(*t*) implies that interleukin availability decreases in a cell-density dependent manner. This model can therefore be viewed as related to the logistic one in classical population dynamics. Indeed, the dynamics produced by this model bear clear similarities to logistic growth (see Fig. [1A](#Fig1){ref-type="fig"}). However, a major difference with the logistic equation is that the carrying capacity of the population is not an input of equation ([2](#Equ2){ref-type=""}), but emerges as an output of the model, and is related to the rates of interleukin production and consumption (*K* = *φ*/*μ*). A second difference with the logistic model is that equation ([2](#Equ2){ref-type=""}) also take into account the dynamics of the resource responsible for intraspecific competition.

Homeostasis of clone diversity: competitive exclusion revisited {#Sec3}
===============================================================

In this section we analyze the competition of clones for interleukins and suggest a solution for the diversity paradox. In order to do that, we will first generalize equation ([2](#Equ2){ref-type=""}) so as to consider the coexistence of two cell populations competing for the same homeostatic interleukin. We will model this situation by means the following set of differential equations:$$\documentclass[12pt]{minimal}
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Equation ([3](#Equ3){ref-type=""}) generalize the situation described in the previous section (i.e. the dynamics of a cell population under the control of a homeostatic interleukin) in a natural way. Specifically, if *x* ~1~ and *x* ~2~ are subpopulations of the same cell population *x* (i.e. *x* = *x* ~1~ + *x* ~2~) then *c* ~1~ = *c* ~2~, *k* ~1~ = *k* ~2~, *λ* ~1~ = *λ* ~2~ and *μ* ~1~ = *μ* ~2~, which brings us back to equation ([2](#Equ2){ref-type=""}).

This generic model can be considered as related to classical competition models in population dynamics theory. However, in contrast with such models, the resource over which competition takes place (in this case a homeostatic interleukin) is explicitly considered in equation ([3](#Equ3){ref-type=""}). As for the behavior of equation ([3](#Equ3){ref-type=""}), it shows two main differences with classical competition models. First, coexistence of two cell populations is possible, even if their ecological niches are identical. In particular, if *λ* ~1~ *k* ~2~ = *λ* ~2~ *k* ~1~, then any point $\documentclass[12pt]{minimal}
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                \begin{document}$$\{\begin{array}{c}{h}^{\ast }=\frac{{k}_{1}\phi }{{\lambda }_{1}{\mu }_{1}}+\frac{{k}_{1}({\mu }_{1}-{\mu }_{2})}{{\lambda }_{1}{\mu }_{1}}{x}_{2}^{\ast }\\ {x}_{1}^{\ast }=\frac{\phi }{{\mu }_{1}}-\frac{{\mu }_{2}}{{\mu }_{1}}{x}_{2}^{\ast }\end{array}$$\end{document}$$is an equilibrium point of the system (see [SM3](#MOESM1){ref-type="media"}) provided that *h* ^\*^ \> 0, *x* ~1~ ≥ 0, and *x* ~2~ ≥ 0. The particular value at equilibrium depends on the initial conditions of the system (Fig. [2](#Fig2){ref-type="fig"}).Figure 2Coexistence of cell populations competing for a homeostatic interleukin. According to equation ([3](#Equ3){ref-type=""}), two populations *x* ~1~ and *x* ~2~ coexist if they verify the condition *λ* ~1~ *k* ~2~ = *λ* ~2~ *k* ~1~. The final equilibrium of the system depends on its initial conditions (represented by filled circles). All these equilibrium points lie on the line given by *μ* ~1~ *x* ~1~ = *φ* − *μ* ~2~ *x* ~2~. In particular, if *x* ~1~ and *x* ~2~ do not differ in their rates of interleukin consumption then *μ* ~1~ = *μ* ~2~ = *μ* and the total number of cells at equilibrium is given by *x* ~1~ + *x* ~2~ = *K* = *φ*/*μ*. Parameter values used in these numerical simulations are (in suitable units): *k* ~1~ = 125, *k* ~2~ = 100, *c* ~1~ = 80, *c* ~2~ = 20, *λ* ~1~ = 5, *λ* ~2~ = 4, *φ* = 5 ⋅ 10^3^, *μ* ~1~ = 10 and *μ* ~2~ = 5.

We remark that this result resolves the diversity paradox in the case of cell populations competing for interleukins. In the case of equation ([3](#Equ3){ref-type=""}), equality in competitive ability between T cell clones translates into equality in the values of their parameters. Hence, if *x* ~1~ and *x* ~2~ are two clones of naïve (or memory) T cells, they trivially verify the condition *λ* ~1~ *k* ~2~ = *λ* ~2~ *k* ~1~, so coexistence of clones with identical competitive capacity is not only non-paradoxical, but a necessary outcome of the model.

A second difference between equation ([3](#Equ3){ref-type=""}) and Lotka-Volterra equation ([1](#Equ1){ref-type=""}) is that the existence of a global constraint (a carrying capacity) in the total number of cells emerges in a natural way, independently of the number of clones involved. For instance, equality in the values of parameters for clones *x* ~1~ and *x* ~2~ (in particular *μ* ~1~ = *μ* ~2~ = *μ*) imposes the carrying capacity that results from equation ([2](#Equ2){ref-type=""}) (i.e. *K* = *φ*/*μ*). Hence, the successive inclusion of new clones does not affect the total size of the population, so that total population verifies the following condition at equilibrium:$$\documentclass[12pt]{minimal}
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                \begin{document}$${x}_{1}+\cdots +{x}_{N}=K=\phi /\mu $$\end{document}$$Interestingly, according to equation ([3](#Equ3){ref-type=""}) competitive exclusion is also possible under some circumstances. For instance, if *λ* ~1~ *k* ~2~ \> *λ* ~2~ *k* ~1~, population *x* ~2~ is driven to extinction:$$\documentclass[12pt]{minimal}
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Notice that, according to the model, cells with higher values of parameter *λ* will perceive a more intense homeostatic force for the same amount of interleukins. Under normal circumstances, T cell clones are not assumed to differ in their ability to compete for interleukins. Hence, the value of this parameter is identical for every clone, which implies that the population cannot grow above its homeostatic limits. However, mutations might confer competitive advantage to some T cells in the use of homeostatic interleukins, which might result in abnormal proliferation. This behavior occurs for instance in T cell leukemia^[@CR60]^. Competitive exclusion resulting from the accumulation of such mutations has also been suggested as a cause of age-driven decline in the diversity of CD4+ memory T cells^[@CR61]^.

Dynamics of memory T cell diversity {#Sec4}
===================================

In this section we will consider homeostasis of memory T cells as controlled by just one homeostatic interleukin. The combined effect of two interleukins (IL-7 and IL-15) will be analyzed in a later section of this article. As we discussed above, the survival of memory T cells is determined by interleukins availability and does not depend of antigenic stimulation provided by dendritic cells. Hence, memory homeostasis can be modeled by generalizing equation ([2](#Equ2){ref-type=""}) so as to consider the coexistence of an arbitrary number of memory T cell clones (denoted by $\documentclass[12pt]{minimal}
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In agreement with empirical data, equation ([6](#Equ7){ref-type=""}) predict that the inclusion of a new clone in the pool of memory T cells (caused by the activation of naïve T cells) leads to a temporary increase in population size^[@CR62]^ (Fig. [3A](#Fig3){ref-type="fig"}). The activation of one of the memory clones also induces a transitory change in the number of cells (Fig. [3B](#Fig3){ref-type="fig"}). In both cases, the constraint imposed by the carrying capacity eventually forces the population back to equilibrium defined by equation ([4](#Equ4){ref-type=""}), which necessarily entails the loss of cells from pre-existing memory clones (see Fig. [3A](#Fig3){ref-type="fig"}). Then the question naturally arises of what is the impact of successive episodes of activation (of both naïve and memory clones) on the composition of the memory T cell pool.Figure 3Dynamics of memory T cell clones according to equation ([6](#Equ7){ref-type=""}). (**A**) The activation of a clone of naïve T cells entails a transitory increase in the number of memory T cells. The existence of a carrying capacity forces the population back to equilibrium and, in this process, a clone initially containing *m* ~2,0~ cells shrinks to a new size denoted by $\documentclass[12pt]{minimal}
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                \begin{document}$${m}_{1}^{\ast }$$\end{document}$ at equilibrium. (**B**) A similar dynamics takes place after reactivation of a clone of memory T cells. Reactivation causes an initial change in the number of cells of the clone (denoted by Δ*m* ~1~), which modifies the size of pre-existing memory clones.

In this section we will use equation ([6](#Equ7){ref-type=""}) to address this issue. Numerical simulations of these equations suggest that changes in clone size after an episode of naïve or memory T cell activation can be described by explicit expressions (Fig. [4](#Fig4){ref-type="fig"}), a fact which is related to the existence of a single, stable steady state when *ck* \> *λμ* (see [SM3](#MOESM1){ref-type="media"}). Specifically, denoting by *m* ~1,0~ the number of memory T cells formed after the activation of a clone *m* ~1~ of naïve T cells, and by *K* the carrying capacity of the memory pool, we have:$$\documentclass[12pt]{minimal}
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                \begin{document}$${m}_{2}^{\ast }$$\end{document}$ is the final size of a pre-existing memory clone that contained *m* ~2,0~ cells before the activation (see Fig. [3A](#Fig3){ref-type="fig"}).Figure 4Changes in memory clone size after the activation of a naïve clone (**A**) and after reactivation of a memory clone (**B**). Numerical simulations of equation ([6](#Equ7){ref-type=""}) (black dots) suggest that changes in clone size can be fit to curves of the form *m* ~*i*,0~ *K*/(*K* + Δ*m*), where *K* is the carrying capacity of the memory pool, *m* ~*i*,0~ is the initial size of clone *i*, and Δ*m* is the change in the number of memory T cells caused by the episode of activation. See the text for more details.

Similarly, the activation of *m* ~1,0~ memory T cells triggers a new episode of clonal expansion and contraction. Denoting by Δ*m* ~1~ the size increment of the activated clone (see Fig. [3](#Fig3){ref-type="fig"}), we have:$$\documentclass[12pt]{minimal}
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                \begin{document}$${m}_{2}^{\ast }$$\end{document}$ is the final size of a pre-existing memory clone formed by *m* ~2,0~ cells before the activation (see Fig. [3B](#Fig3){ref-type="fig"}).

A remarkable feature of equations ([7](#Equ8){ref-type=""}) and ([8](#Equ9){ref-type=""}) is that, as far as condition *ck* \> *λμ* holds, they do not depend on the particular values of the parameters of equation ([6](#Equ7){ref-type=""}), but only on the carrying capacity of the memory pool. It follows from these equations that memory clones that do not re-activate may eventually disappear. This is a consequence of the size of a clone decreasing with successive activations of other clones (from both naïve and memory pools). Specifically, the number of cells remaining in a memory clone (*m* ~*i*~) after the activation of *n* clones is given by the following expression:$$\documentclass[12pt]{minimal}
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                \begin{document}$${m}_{i,n}={m}_{i\mathrm{,0}}\prod _{j=1}^{n}\,\frac{K}{K+{\rm{\Delta }}{m}_{j}},$$\end{document}$$where *m* ~*i*,0~ is the initial size of clone *m* ~*i*~ and Δ*m* ~*j*~ is the size increment experienced by clone *m* ~*j*~ after its activation.

Equation ([9](#Equ10){ref-type=""}) captures relevant features of the dynamics of memory clone diversity as described in the literature. For instance, it has been observed that viral infections modify (both quantitatively and qualitatively) the pool of memory T cells reactive to previously encountered viruses^[@CR63]^. On the other hand, the size of memory T cell clones that recognize a particular set of antigens progressively decreases with time if these clones are not re-activated^[@CR1]^. On its turn, equation ([9](#Equ10){ref-type=""}) shows that older memory clones tend to disappear if they are not re-activated, and are replaced by new clones. Specifically, assuming that after activation of a clone the system reaches the equilibrium before a new activation occurs, a memory clone *m* ~*i*~ will disappear from the memory pool (say, *m* ~*i*~ \< 1) after the activation (or re-activation) of *N* clones if:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\mathrm{log}\,{m}_{i\mathrm{,0}} < \frac{1}{K}\sum _{j=1}^{N}\,{\rm{\Delta }}{m}_{j}$$\end{document}$$where *m* ~*i*,0~ is the initial number of cells of clone *m* ~*i*~ and Δ*m* ~*j*~ is the number of new memory cells that are formed during the activation of clone *m* ~*j*~ (See [SM4](#MOESM1){ref-type="media"}).

Therefore, subsequent activation of new memory T cell clones brings preexisting clones closer to extinction. According to equation ([10](#Equ11){ref-type=""}), the probability of a clone being removed from the memory pool increases with the number of new memory T cells formed after each episode of infection. Conversely, clones entering the memory pool with more cells (i.e. with higher values of *m* ~*i*,0~) have longer permanence times and, consequently, lower probabilities of extinction.

Since the number of memory T cells formed during acute infections is correlated with the peak of clonal expansion^[@CR2],\ [@CR64]^, more intense T cell responses prompt the formation of more memory T cells. Clones displaying larger expansions will thus give raise to more memory cells (i.e, one such clone *m* ~*i*~ will have a large value of *m* ~*i*,0~). In consequence, according to equation ([10](#Equ11){ref-type=""}), they will remain longer in the memory pool. In turn, the magnitude of clonal expansion during an acute response is known to be related to the aggressiveness of the pathogen^[@CR65]^. Therefore, from a functional point of view, the homeostatic mechanism modeled in equation ([6](#Equ7){ref-type=""}) ensures that clones responding to more threatening agents will have a longer persistence in the memory pool. We remark that in our model this behavior is a direct consequence of competition for interleukins among individual T cells of different clones.

This comes at a price, however, because the permanence of a particular clone in the memory pool decreases with subsequent infections that boost other clones sizes. More intense responses will remove a greater number of cells from preexisting clones (see Fig. [4A](#Fig4){ref-type="fig"} and equation [10](#Equ11){ref-type=""}), which has a negative impact on clone diversity. Finally, re-activation can boost the number of cells of a clone, thus extending its presence in the memory pool.

Dynamics of naïve T cell diversity {#Sec5}
==================================

In contrast with memory T cells, the survival of naïve T cells depends on periodic antigenic stimulation provided by dendritic cells in the lymph nodes. This can be modeled by considering an additional antigenic force in equation ([3](#Equ3){ref-type=""}). Denoting by *A* ~*i*~(*t*) the amount of antigenic stimulation perceived by clone *i* at time *t*, the dynamics of two coexisting naïve clones (*n* ~1~ and *n* ~2~) can be described by the following equations:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\{\begin{array}{c}{n}_{1}^{^{\prime\prime} }\,(t)=-c{n}_{1}^{^{\prime} }\,(t)-k{n}_{1}\,(t)+\lambda \frac{{n}_{1}\,(t)}{{n}_{1}\,(t)+{n}_{2}\,(t)}h\,(t)+{A}_{1}(t)\\ {n}_{2}^{^{\prime\prime} }\,(t)=-c{n}_{2}^{^{\prime} }\,(t)-k{n}_{2}\,(t)+\lambda \frac{{n}_{2}\,(t)}{{n}_{1}\,(t)+{n}_{2}\,(t)}h\,(t)+{A}_{2}\,(t)\\ \,{h}^{^{\prime} }\,(t)=\phi -\mu \,({n}_{1}\,(t)+{n}_{2}\,(t)),\end{array}$$\end{document}$$For the sake of simplicity we will assume that antigenic forces are constant (*A* ~*i*~(*t*) = *A* ~*i*~) and proportional to the affinity of the TCR for antigens presented by dendritic cells in the lymph nodes. Under this assumption, the system described by equation ([11](#Equ12){ref-type=""}) has an equilibrium at:$$\documentclass[12pt]{minimal}
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                \begin{document}$$A={\sum }_{j=1}^{N}\,{A}_{j}$$\end{document}$ and *K* is the carrying capacity of the naive pool. In agreement with previous results, such equilibrium is stable if *ck* \> *λμ* (see [SM5](#MOESM1){ref-type="media"}). In contrast with classical competition models, differences in the ecological niche are compatible with a global constraint on the total number of cells. The carrying capacity (*K* = *φ*/*μ*) does not depend on antigenic stimulation in equation ([11](#Equ12){ref-type=""}), but is exclusively determined by competition for interleukins.

However, antigenic forces introduce remarkable differences between naïve and memory homeostasis. First, and in agreement with experimental evidence, equation [12](#Equ13){ref-type=""} show that clones lacking antigenic stimulation (*A* ~*i*~ = 0) disappear form the naïve pool^[@CR22],\ [@CR49],\ [@CR50]^. Second, while the permanence of a clone in the memory compartment depends on its initial size after activation, in the case of naïve clones permanence is determined by its affinity for cognate antigens. In fact, a clone *i* disappears from a population containing *N* clones, if its size falls below a given threshold, which we can represent as before by the condition *x* ~*i*~(*t*) \< 1. From equation ([12](#Equ13){ref-type=""}), this condition translates into:$$\documentclass[12pt]{minimal}
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                \begin{document}$${A}_{i} < \frac{A}{K}.$$\end{document}$$This condition determines that clones with lower affinities for antigens have more probabilities to disappear owing to the emergence of new clones from the thymus. In this respect, we remark that around 10^6^ new cells are exported per day from the murine thymus^[@CR66]^ and in order to maintain homeostasis it is necessary that a similar amount of cells die each day by apoptosis^[@CR47],\ [@CR67]^. The previous equation suggests that T cells are selected for removal based on their affinities for cognate antigens. Specifically, the inclusion of a new clone of naïve T cells raises the value of *A*, which in turn increases the previous threshold causing the disappearance of cells whose affinity is below such critical threshold.

This result can be interpreted as a sort of positive selection that continues to operate in the periphery, similar to the one that has been described for T-cell precursors^[@CR68],\ [@CR69]^. These precursor cells are presented with a variety of self-antigens in the thymus. Cells whose affinity for some of these antigens is above a given threshold complete their differentiation into fully functional T cells. Conversely, cells that do not reach this affinity threshold die by apoptosis^[@CR70]^. According to equation ([13](#Equ14){ref-type=""}), an analogous process, that we will term peripheral positive selection, occurs throughout the lifespan of naïve T cells. The affinity threshold that determines the apoptosis of a naïve T cell is thus a dynamic one, and depends on the affinity of its TCR relative to the affinity of all the circulating cells.

Besides positive selection, T-cell precursors also undergo a process of negative selection before leaving the thymus. In this case, cells showing very high affinities for self peptides are removed by apoptosis. The impact of this process on shaping the naïve pool is not negligible, since it has been estimated that up to 10^5^ cells undergo negative selection in mice every day^[@CR71]^. Negative selection is usually interpreted as a mechanism to minimize the risk of autoimmune disorders by destroying highly self-reactive T cells^[@CR68],\ [@CR72]^. Equation ([13](#Equ14){ref-type=""}) suggests a complementary role for negative selection. As we have just noted, the affinity threshold that determines peripheral positive selection is relative to the affinities of all the circulating T cells. Clones of T cells with high affinities for their cognate antigens would occupy a large fraction of the naïve pool (see equation [12](#Equ13){ref-type=""}), and would also raise the affinity threshold, thus reducing the diversity of clones. From this perspective, negative selection can be understood as playing a functional role in maximizing the diversity of circulating naïve T cell clones.

Competition between naïve and memory T cell populations {#Sec6}
=======================================================

In the previous sections we have separately modeled the homeostasis of naïve and memory T cells, and for that purpose only one generic interleukin has been considered. In this section we will analyze the competition of naïve and memory T cells for homeostatic interleukins IL-7 and IL-15. In order to do that, we will use the following model:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\{\begin{array}{c}{m}^{^{\prime\prime} }\,(t)=-{c}_{m}{m}^{^{\prime} }\,(t)-{k}_{m}m\,(t)+{\lambda }_{m1}\frac{m\,(t)}{m\,(t)+n\,(t)}{h}_{1}\,(t)+{\lambda }_{m2}{h}_{2}\,(t)\\ {n}^{^{\prime\prime} }\,(t)=-{c}_{n}{n}^{^{\prime} }\,(t)-{k}_{n}n\,(t)+{\lambda }_{n1}\frac{n\,(t)}{m\,(t)+n\,(t)}{h}_{1}\,(t)+A\,(t)\\ {h}_{1}^{^{\prime} }\,(t)={\phi }_{1}-{\mu }_{1}\,(m(t)+n(t))\\ {h}_{2}^{^{\prime} }\,(t)={\phi }_{2}-{\mu }_{2}m\,(t),\end{array}$$\end{document}$$where *n*(*t*) and *m*(*t*) are the populations of naïve and memory T cells and *h* ~1~(*t*) and *h* ~2~(*t*) are the amounts of interleukins IL-7 and IL-15 at time *t* respectively. *A*(*t*) is the total antigenic stimulation perceived by the population of naïve T cells at time *t* (see previous section). We will assume a constant antigenic stimulation, i.e. *A*(*t*) = *A*. Parameters *λ* ~*m*1~ and *λ* ~*m*2~ are the force exerted on memory T cells per unit of IL-7 and IL-15, and *λ* ~*n*1~ is the force exerted per unit of IL-7 on naïve T cells. The rates of IL-7 and IL-15 production are denoted by *φ* ~1~ and *φ* ~2~, and the rates of ILs consumption are denoted by *μ* ~1~ and *μ* ~2~. Finally, *c* ~*n*~, *k* ~*n*~, *c* ~*m*~ and *k* ~*m*~ are the elastic parameters of naïve and memory T cells.

This populations of naïve and memory T cells at equilibrium are given by (see [SM6](#MOESM1){ref-type="media"}):$$\documentclass[12pt]{minimal}
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                \begin{document}$${m}^{\ast }=\frac{{\phi }_{2}}{{\mu }_{2}}={K}_{m}\,{\rm{and}}\,{n}^{\ast }=\frac{{\phi }_{1}}{{\mu }_{1}}-\frac{{\phi }_{2}}{{\mu }_{2}}={K}_{n}.$$\end{document}$$Hence, provided that *K* ~*n*~ \> 0, competition for IL-7 and IL-15 gives raise to two independent carrying capacities. On the one hand, memory T cells are constrained by the rates of IL-15 production and consumption, i.e. the carrying capacity for memory T cells given by *K* ~*m*~ = *φ* ~2~/*μ* ~2~. On the other hand, there is a global carrying capacity, affecting the sum of naïve and memory T cells, exclusively controlled by IL-7 (*K* = *φ* ~1~/*μ* ~1~). Even if naïve T cells do not consume IL-15, their number is limited by the difference between global and memory carrying capacities (*K* ~*n*~ = *K* − *K* ~*m*~) and, therefore, it is controlled by both interleukins (see Fig. [5](#Fig5){ref-type="fig"}).Figure 5Numerical simulations of equation ([14](#Equ15){ref-type=""}). (**A**,**B**) Starting from arbitrary initial values, the system reaches an equilibrium for both T cell populations (**A**) and interleukins (**B**). (**C**,**D**) An increase in the rate of IL-7 production forces the system to a new equilibrium with more naïve T cells and more IL-7, leaving the size of the memory population and the amount of IL-15 unchanged. (**E**) An increase in the rate of IL-15 production leads to a new equilibrium with more memory T cells and less naïve T cells. (**F**) In summary, naïve and memory T cell populations can be controlled by changing the rates of IL-7 and IL-15 production. An increase in IL-7 leads to a new equilibrium in which the number of naïve T cells increases ($\documentclass[12pt]{minimal}
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                \begin{document}$${n}_{3}^{\ast } > {n}_{1}^{\ast }$$\end{document}$) but the number of memory T cells remains unchanged (numerical simulation (**C**). In contrast, raising the rate of production of IL-15 increases the number of memory T cells ($\documentclass[12pt]{minimal}
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                \begin{document}$${m}_{2}^{\ast } > {m}_{1}^{\ast }$$\end{document}$) decreasing the population of naïve T cells ($\documentclass[12pt]{minimal}
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                \begin{document}$${n}_{2}^{\ast } < {n}_{1}^{\ast }$$\end{document}$) (numerical simulation (**E**). The values of the parameters used in simulations A-E are the following (in suitable units): *k* ~*m*~ = 150, *c* ~*m*~ = 80, *λ* ~*m*1~ = 10, *λ* ~*m*2~ = 5, *k* ~*n*~ = 100, *c* ~*n*~ = 120, *λ* ~*n*1~ = 50, *A* = 10, *φ* ~1~ = 10^6^, *μ* ~1~ = 10, *φ* ~2~ = 10^5^ and *μ* = 3.

From this result naïve and memory T cells can be viewed as conforming a unique cell compartment. The size of this compartment is defined by the rate of IL-7 production, so that a raise in IL-7 production serves to increase the total number of circulating T cells. Simultaneously, the rate of IL-15 production defines the space occupied by the subset of memory T cells in this compartment. Hence, by changing the rate of IL-15 production, the organism can control the rate between naïve and memory T cells (Fig. [5](#Fig5){ref-type="fig"}).

Remarkably, the results presented in the previous sections concerning the homeostasis of naïve and memory T cell clone diversity are still valid in a suitable parameter range within the framework of equation ([14](#Equ15){ref-type=""}) (see [SM6](#MOESM1){ref-type="media"}). This means that the same results can be obtained from these equations, substituting the value of *K* by *K* ~*m*~ in equations ([7](#Equ8){ref-type=""})--([10](#Equ11){ref-type=""}) (for memory T cells), and by *K* ~*n*~ in equations ([12](#Equ13){ref-type=""}) and ([13](#Equ14){ref-type=""}) (for naïve T cells). This implies that competition for IL-7 and IL-15 does not affect the behavior of clones within naïve and memory pools, but only defines the relative sizes of these compartments.

Discussion {#Sec7}
==========

Naïve and memory T cells move independently throughout the body tissues. Different T cell clones compete for the use of resources (homeostatic interleukins) and undergo sharp changes in both their size or location. These features suggest obvious parallelisms between T cells and ecological populations, which has lead to applications of theoretical and mathematical models initially developed in the field of ecology to study competition and diversity in T cell populations^[@CR4]^. However, as we discussed above, classical population dynamics theory does not provide a suitable framework to study T cell homeostasis. Some of the limitations of this paradigm arise from the fact that, in spite of the analogies between T cell clones and ecological populations, both systems show also major differences. For instance, the organism must maximize T cell clone diversity while keeping the number of T cells within definite limits. This feature has no clear correspondence in ecological communities and, consequently, this issue is not addressed in classical models. In order to overcome the problems raised by the particularities of T cells we have made use here of population mechanics, an alternative theoretical framework to study the role of ecological interactions in T cell homeostasis.

Population mechanics models differ from those of classical population dynamics in several aspects. For instance, the former include the dynamics of resources over which competition occurs, so they explicitly take into account ecological niches of cell populations. In contrast, ecological niches are not directly considered in classical models of population dynamics. Within the latter paradigm, competition is quantified by means of specific parameters that measure the effect of competitors on the growth rate of a given population. Although the value of these parameters is generally assumed to increase with the degree of niche overlap, such models do not include any explicit functional link between the characteristics of the niche and the magnitude of competition.

On the other hand, carrying capacities in classical population dynamics take the form of parameters that need to be fed to the models. Specifically, in Lotka-Volterra equations the value of this parameter corresponds to the maximum size that that a given population attains in the absence of competitors (see equation [1](#Equ1){ref-type=""}). Therefore, carrying capacities used in this model are defined in terms of intraspecific competition alone. This implies that, from this perspective, the values of carrying capacities are not affected by competition for resources. Consequently, if competitor species coexist, then their sizes at equilibrium are below their potential carrying capacities, which remain unchanged. It follows from these remarks that the concept of carrying capacity has different meanings in classical models of intra and interspecific competition. While in the logistic model it is defined as the population size at equilibrium, in the Lotka-Volterra competition model carrying capacities and population sizes at equilibrium take different values.

This point highlights important conceptual differences between population mechanics and classical population dynamics. First, in population mechanics the carrying capacity of a population is defined as its size at equilibrium, irrespectively of the type of competition (intra or interspecific) considered in the model. Second, competition affects the amount of interleukins available for each competitor species in population mechanics models, so the carrying capacity of a given population changes under the effect of competition. In our opinion, this view of competition and carrying capacities is more in line with their actual physiological function in T cell homeostasis. If competition is assumed to determine the number and diversity of T cells, then it should be expected to control the carrying capacities of T cell populations, and not merely their growth rates.

By modeling the dynamics of interleukins, it is possible to consider the carrying capacity as an outcome of the models (related to the ratios between interleukins production and consumption), and not as a given parameter. In this respect, a seemingly counter-intuitive result of population mechanics is that the carrying capacity of a cell population is not exclusively determined by the interleukins that define its ecological niche, but also depends on the niches of competitor populations. Specifically, memory T cells consume IL-7 and IL-15, while naïve T cells require IL-7 and periodic TCR stimulation below the activation threshold. In spite of this, the carrying capacity of memory T cells would be independent of IL-7, and would be determined by the rate of IL-15 production alone. In contrast, the number of naïve T cells would be a function of the rates of IL-7 and IL-15 production, even if they do not consume IL-15. In summary, the rate of IL-7 production would determine the size of the T cell compartment (i.e. the total number of naïve and memory T cells), while changes in the rate of IL-15 production would be instrumental to define the ratio between naïve and memory T cells. Interestingly, even if periodic antigenic stimulation is necessary for naïve T cells to avoid apoptosis, it has no effect on their carrying capacity, i.e. it does not control homeostasis of the number of cells. Nevertheless, according to population mechanics, antigenic stimulation does account for important differences in homeostasis of clone diversity between naïve and memory T cells.

Owing to TCR cross-reactivity, individual naïve T cell show different affinities for a variety of antigens^[@CR73]^. Conversely, a particular antigen can be recognized by multiple clones during an immune response^[@CR74]^. However, in case of activation only those clones recognizing antigens with higher affinities undergo robust clonal expansions^[@CR74],\ [@CR75]^. This phenomenon (termed immunodominance) implies that clones with low affinities do not contribute significantly to immune response^[@CR55]^. From the viewpoint of population mechanics, competition for IL-7, together with the need for antigenic stimulation would allow for T cells to be selected or removed from the naïve pool based on the relative affinities of their TCRs. This mechanism would be continuously removing redundant clones, thus leaving space for new naïve T cells.

Homeostasis of clone diversity would respond to different principles in the case of memory T cells. In contrast with naïve T cells, the memory compartment constitutes a record of previous immune responses, i.e. it contains T cells that have been activated in response to antigens previously encountered by the immune system. Only occasionally do naïve T cells acquire a memory phenotype in different circumstances (e.g. during homeostatic proliferation)^[@CR13]^. According to population mechanics, the distribution of memory T cells would not depend on the affinity of their TCRs for cognate antigens. Instead, it would be biased towards clones activated more recently, or that have appeared in the course of more aggressive responses.

The models presented in this work are of a theoretical nature and thus call for additional experimental work to validate their predictions and to make precise their limitations. Even at this level, they provide useful insight into potential biological mechanisms of T cell homeostasis. For instance, they suggest that positive selection continues to act on naïve T cells in the periphery, a prediction that could be experimentally tested.

We conclude by observing that other immune cells are known to be depend on the continuous supply of interleukins^[@CR19]^. We therefore expect that population mechanics can provide a suitable theoretical framework to study the homeostasis of such immune cell populations.
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