In this article, we obtain an equation for the high-dimensional limit measure of eigenvalues of generalized Wishart processes, and the results is extended to random particle systems that generalize SDEs of eigenvalues. We also introduce a new set of conditions on the coefficient matrices for the existence and uniqueness of a strong solution for the SDEs of eigenvalues. The equation of the limit measure is further discussed assuming self-similarity on the eigenvalues.
1. Introduction. The theory of stochastic differential equations (SDEs) with values in a Euclidian space is quite well developed in stochastic analysis, while the study of SDEs on general manifolds is much more recent. In this paper we consider a special class of SDEs with values in some matrix groups/ensembles. For ease of notation, let S N be the group of N × N symmetric matrices. For X ∈ S N and f a real-valued function, f (X) ∈ S N denotes the matrix obtained from X by acting f on the spectrum of X. Namely, if X has the spectral decomposition X = which is symmetric with respect to x and y. Suppose that λ N 1 (t) ≤ λ N 2 (t) ≤ · · · ≤ λ N N (t) are eigenvalues of X N t . According to Theorem 3 in Graczyk and Ma lecki (2013) , before the collision time, the eigenvalues satisfy the following SDEs: for 1 ≤ i ≤ N , Here, {W i , i = 1, 2, . . . , N } are independent Brownian motions. In Ma lecki (2013, 2014) , some other conditions on the functions were imposed to ensure that (1.3) has a unique strong solution and the collision time is infinity almost surely.
The generalized Wishart process (1.1) extends the celebrated Dyson's Brownian motion and Wishart process introduced respectively in Dyson (1962) and Bru (1989) , as follows.
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• If we take g N (x) = (2N ) −1/2 , h N (x) = 1 and b N (x) = 0 in (1.1), the random matrix X N t becomes the symmetric Dyson's Brownian motion with elements:
where {B t (i, j), i ≤ j} are independent Brownian motions.
• If we take g N (x) = √ x, h N (x) = 1/ √ N , and b N (x) = p/N with p > N − 1 in (1.1), then the random matrix Y N t = N X N t is the Wishart process B ⊺ t B t , where B t is a p × N Brownian matrix.
Symmetric matrices appear in many scientific fields. Historically, Dyson (1962) introduced his matrix Brownian motion to model the Hamiltonian of a complex nucleic system in particle physics. Bru (1989) introduced her Wishart process to perform principal component analysis on a set of resistance data of Escherichia Coli to certain antibiotics. More recently, time series of positive definite matrices are particularly important in the following fields.
1. Financial data analysis: multivariate volatility/co-volatility (variance/covariance) between stock returns or interest rates from different markets have been studied recently through Wishart processes, see Gouriéroux (2006) , Gouriéroux and Sufana (2010 ), Da Fonseca et al. (2008 ), Da Fonseca et al. (2014 , Gnoatto (2012) , Gnoatto and Grasselli (2014) and Wu et al. (2018) . 2. Machine learning: an important task in machine learning using kernel functions is the determination of a suitable kernel matrix for a given data analysis problem (Schölkopf and Smola (2002) ). Such determination is referred as the kernel matrix learning problem. A kernel matrix is in fact a positive definite Gram-matrix of size N × N where N , the sample size of the data, is usually large. An innovative method for kernel learning is proposed by Zhang et al. (2006) where unknown kernel matrix is modeled by a Wishart process prior. This approach has been followed in Kondor and Jebara (2007) and Li et al. (2009) . 3. Computer vision: real-time computer vision often involves tracking of objects of interest.
At each time t, a target is encoded into a N -dimensional vector a t ∈ R N (feature vector). It is therefore clear that measuring "distance" between these vectors, say a t and a t+dt at two consecutive time spots t and t + dt, is of crucial importance for object tracking. Because the standard Euclidean distance a t+dt − a t 2 is rarely optimal, it is more satisfactory to identify a better metric of the form (a t+dt − a t ) ⊺ M t (a t+dt − a t ) using a suitable positive definite matrix M t . Again, the sequence of metric matrices (M t ) is time varying; it should be data-adaptive, estimable from data available at time t. An innovative solution is proposed in Li et al. (2016) where M t follows a Wishart process.
Motivated by these recent applications where the dimension N of a matrix process is usually large, we study in this paper high-dimensional limits of eigenvalue distributions of the generalized Wishart process (1.1) as N tends to infinity. To the best of our knowledge, such high-dimensional limits are known in the literature only for the extremely simple case of Dyson's Brownian motion (1.4) .
The rest of the paper is organized as follows. In Section 2, we study high-dimensional limits of eigenvalue distributions of the generalized Wishart process (1.1). In Section 3, our results are extended to a random particle system that generalizes the eigenvalue SDEs (1.3). These results from the two sections presuppose that these SDEs have a unique strong solution (before colliding time). In Section 4, we introduce a new set of conditions on the coefficient matrices in (1.1) for the existence and uniqueness of a strong solution (here the dimension N is fixed). These conditions are thus compared with the ones proposed in Ma lecki (2013, 2014) . In Section 5, assuming self-similarity on the eigenvalues , we simplify the equation (2.15) of the limit measure and indicate its connection with Hilbert transform operator.
2. Limit point of empirical measure for eigenvalues. We denote by M 1 (R) the set of probability measures on R. Since a probability measure can be viewed as a continuous linear functional on the space C b (R) of bounded continuous functions, M 1 (R) is a subset of the dual space C b (R) * of C b (R). Since the space C b (R) endowed with the sup norm is a normable space, its dual C b (R) * is a Banach space with the dual norm. The space M 1 (R) with the norm inherited from the dual norm of C b (R) * is complete. Besides, the space C([0, T ], M 1 (R)) endowed with the metric
Consider the empirical measure of the eigenvalues
We shall study the limit point of L N in the space C([0, T ], M 1 (R)), as N goes to infinity, and we assume the following conditions.
(A) There exists a positive function ϕ(x) ∈ C 2 (R) such that lim
is bounded with respect to (x, N ), and
x − y is bounded with respect to (x, y, N ).
(C)
There exists a sequence {f k } k∈N + of C 2 functions such that it is dense in the space C 0 (R) of continuous functions vanishing at infinity and thatf
for some positive integer l 2 ≥ 2.
Remark 2.1. When one chooses the function ϕ(x) in condition (A), although ϕ(x) goes to ∞ as |x| goes to ∞, one should expect that the first and second derivatives go to zero fast enough. One typical choice is ϕ(x) = ln(1 + x 2 ).
Condition (B) implies that
is uniformly bounded with respect to (x, N ), and so is N g 2
Remark 2.2. For the system of SDEs (1.3), Graczyk and Ma lecki (2013) showed that it has a unique non-collided solution if b N , g 2 N and h 2 N are Lipschitz continuous, g 2 N h 2 N is convex or in Hölder space C 1,1 and G N (x, y) is strictly positive on {x = y}. Our conditions (A) -(D) are compatible with these conditions. Similarly, for the system of SDEs (3.1) in Section 3, our conditions (A') -(D') are also compatible with the existence and non-collision conditions given in Graczyk and Ma lecki (2014) . 
, every subsequence has a further subsequence that converges in C([0, T ], M 1 (R)) almost surely.
Proof. We split the proof into three steps for the reader's convenience.
Step 1. In this step, we apply Itô's formula to estimate f,
By Itô's formula and (1.3),
is a martingale.
By changing the index in the sum and using the symmetry, the last term in (2.4) can be simplified as follows,
where we adopt the convention that
Hence, the second term on the right-hand side of the above equation can be simplified as 1 2N
Now we assume the boundedness of the following terms, sup
|. Note that the above assumption is satisfied by the function ϕ appearing in conditions (A), (B) and (C). Now the quadratic variation of the martingale M N f (t) has the following estimation
By (2.6), we have
Fix l ∈ N. By Markov inequality, Burkholder-Davis-Gundy inequality and (2.7), there exists a positive constant Λ l depending on l such that for any ε > 0,
Step 2. Now we study the Hölder continuity of f, L N (t) .
where D 0 is given in (2.9). Note that [0, T ] can be partitioned into small intervals of length
and the number of the intervals are J = [T η −1 ]. Then by Markov inequality, Burkholder-Davis-Gundy inequality and (2.7), we have
Hence, noting that ηD 0 < η 1/8 , we have
Step 3. In this last step, we obtain the relative compactness of {L N } N ∈N + and conclude the proof.
Let M denote a generic positive constant that may vary in different places. Recalling that ϕ is given in condition (A), we set
Since ϕ(x) is positive and tends to infinity as |x| → +∞, K(ϕ, M ) is tight, i.e. it is (sequentially) compact in M 1 (R).
By Arzela-Ascoli Lemma, the set
where {ε n } and {η n } are two positive sequences converging to 0, is (sequentially) compact in C([0, T ], R). For ε > 0 and a bounded functionf ∈ C 2 (R), we define
where we can choose M = f ∞ . By Lemma 4.3.13 in Anderson et al. (2009) , for a positive sequence {ε k } k∈N + which will be determined in the sequel, the set
where
By using (2.11) for the case l = l 1 and f = ϕ with l 1 and ϕ given in condition (A), the first term on the right-hand side can be simplified as
where C 0 is given by (2.2), D 0 is given by (2.9), and M = M 0 is sufficiently large such that
By using (2.12) with l = l 2 , f =f k , η = n −4 and M = ε −1 k − 1, where l 2 andf k are given in condition (D), the second term on the right-hand side of (2.13) can be simplified as follows, recalling that ψ(k) is given in (2.3),
which is finite if we take ε k so that ε
Thus, it follows from (2.13), (2.14), and the above estimate that
and Borel-Cantelli Lemma implies
Finally, the relative compactness of the family {L N } N ∈N + follows from the compactness of H M 0 , and the proof is concluded.
Under proper conditions, the following Theorem provides an equation for the Stieltjes transform of the limit point of {L N } N ∈N + .
Theorem 2.2. Suppose that there exist integrable functions α(t) and
Furthermore, we assume that b N (x) converges to b(x) and N G N (x, y) converges to G(x, y) uniformly as N tends to infinity, and that
If the empirical measure L N (0) converges weakly to a measure µ 0 almost surely as N goes to infinity, and the sequence {L N } N ∈N + has a limit measure µ in C([0, T ], M 1 (R)), then the measure µ satisfies the equation
Remark 2.3. Taking x = y, the boundedness condition
Proof. (of Theorem 2.2.) For any limit point
as N i tends to infinity. By using (2.6) for the case N = N i and f (x) = (z − x) −1 , and then letting N i tends to infinity, we have
The second term of right hand side of (2.16) vanishes almost surely. Indeed, by using (2.10) for the case l = 1 and f (x) = (z − x) −1 for some z ∈ C \ R, we have
, of which the right-hand side is finite due to Remark 2.3. By Borel-Cantelli Lemma,
i.e. M N f (t) converges to zero uniformly with respect to t almost surely. For the third term on the right-hand side of (2.16), noting that the uniform convergence of b N (x) implies the continuity of b(x) and that the boundedness of b(x)(1 + x 2 ) −1 implies the boundedness of b(x)(z − x) −2 for z ∈ C \ R, we have
the right-hand of which converges to 0 as N i → ∞. Then it follows from the dominated convergence theorem that
Similarly, for the fourth term on the right-hand side of (2.16), noting that 2N i g 2
which tend to 0 as N i → ∞. Here, C z is a constant depending only on z.
Finally, using the identy
, the last term on the right-hand side of (2.16) can be simplified as
where the last equality follows from the symmetry of G N i . Now,
converges to 0 as N i → ∞, and then
Therefore, (2.15) is obtained from (2.16). The proof is complete.
Remark 2.4 (The normalized case). Now we suppose that Y N t satisfies the following equation
which coincides with (1.1) with
Therefore, under the conditions in Theorem 2.1 and Theorem 2.2, the equation (2.15) is still valid for a limit measure µ of the empirical measures of the eigenvalues of X N with
3. Limit point of empirical measure for particle systems. In Graczyk and Ma lecki (2014), the following system of SDEs was introduced:
where H N (x, y) is a symmetric function, and the existence and uniqueness of the non-collided strong solution was studied. Clearly, this particle system generalizes the system(1.3) for eigenvalues of a generalized Wishart process studied in Section 2. In this section, we extend the results established in Section 2 for the particle system. Here the corresponding empirical measures are
We assume the following conditions which are similar to those in Section 2.
(A') There exists a positive function ϕ(x) ∈ C 2 (R) such that lim
is bounded with respect to (x, N ), and ϕ ′′ (x)σ N i (x) 2 is bounded with respect to (x, i, N ), and
(D') Assume that there exists a countable family {f k } k≥1 of C 2 functions such that it is dense in
Theorem 3.1. Let T > 0 be a fixed number. Then under the conditions (A'), (B'), (C') and (D'), the sequence
A similar equation for the Stieltjes transform of the limit measure is given below.
for some positive integer l 3 , and that there exists a function σ(x) such that
Suppose that there exist integrable functions α(t), β(t) and
Furthermore, we assume that b N (x) converges to b(x) and N H N (x, y) converges to H(x, y) uniformly as N tends to infinity, and that
If the empirical measure L N (0) converges weakly as N goes to infinity to a measure µ 0 almost surely, and the sequence L N has a limit measure µ in C([0, T ], M 1 (R)), then the measure µ satisfies the equation
The proofs of Theorems 3.1 and 3.2 closely parallel those of Theorems 2.1 and 2.2 given in Section 2, respectively. They are thus omitted.
Remark 3.1 (The normalized case). For the particle system
where G(x, y) is a symmetric function, the normalized particle system
In this case, if the conditions in Theorem 3.1 and Theorem 3.2 hold, the limit points µ of the empirical measures of {x N i , 1 ≤ i ≤ N } is given by (3.3) with
, and H(x, y) = lim
In the rest of this section, we apply the above general results to Bru's Wishart process, β-Wishart process, and Dyson's Brownian motion.
Bru's Wishart process. As explained in Introduction, letting g(x) = √ x, h(x) = 1, and 
and hence
If we let ϕ(x) = ln(1+x 2 ), the family {f k } k≥1 be a family of C 2 function such that √ xf ′ k (x) is bounded, α(t) = (c + 1)(Im(z)) −2 , and β(t) = 2(1 + Re(z)/Im(z))(Im(z)) −2 , then all the conditions in Theorem 2.1 and Theorem 2.2 are satisfied. Thus the equation (2.15) for the limit measure becomes
we have
Hence,
Therefore, the equation (3.5) becomes
Assuming X N 0 = 0, we can here solve the equation (3.5) and determine precisely the limit µ. The key observation is the following scaling property:
Indeed, for each fixed t > 0 and N ∈ N + , since B 
Here, the measure µ is the limit of a subsequence
whereμ t is the limit of the empirical measure ofX N (t). Note thatX N (t) and X N (t) only differ by a multiple of N/p, so are their eigenvalues, i.e.
Denoting S(z) = Sμ 1 (z) and letting t = 1, we have
Thus, by (3.10) (3.12) which gives the standard Marčenko-Pastur law with parameterc ≤ 1, see for example Equations (3.1.1) and (3.3.1) in Bai and Silverstein (2010) .
Finally, it is worth mentioning that the study of high-dimensional limits for Bru's Wishart process developed here in fact provides a new proof of the celebrated Marčenko-Pastur law for Wishart matrices, well-known in the random matrix theory literature.
General β-Wishart process. This process is a slight generalization of Bru's Wishart process. It is obtained by taking a(x) = βα, G(x, y) = β(x+y) in (3.4). The equation becomes
The existence and uniqueness of the non-collided strong solution to this particle system (3.13) has been discussed in Graczyk and Ma lecki (2014) .
For this system, we have 
which implies that σ(x) = 0, recalling that σ(x) is given in (3.2). Then all the conditions in Theorem 3.1 and Theorem 3.2 are satified, and the equation (3.3) now is
As for Bru's Wishart process, by (3.6), the above equation can be rewritten as
When σ i (x) = 2 √ x, 1 ≤ i ≤ N , these particles are known as β-Wishart processes, and the scaling property (3.8) is still valid if the initial values of the processes are zero. Indeed, we replace t by st in (3.13) to obtain
Multiplying s to (3.13), we have
Therefore, noting that {B i (st), t ≥ 0} and { √ sB i (t), t ≥ 0} equals in distribution, {y N i (st)} t≥0 and {sy N i (t)} t≥0 have the same distribution. Thus, the scaling property (3.8) also holds for G t (z), and (3.14) can be transformed into
Letting t = 1, the solution of G 1 (z) is
(G1) The functions σ N i are continuous. Besides, there exists a function ρ : R + → R + , such that for any ε > 0
and for all x, y ∈ R and 1 ≤ i ≤ N ,
(G2) The functions b N i and H N ij are continuous for all 1 ≤ i, j ≤ N and i = j. Here we provide a new set of conditions for the existence and uniqueness of a strong solution. For n ∈ N + , define
and let
Then D n ⊆ D n+1 and n D n = D. We impose the following conditions on the coefficient functions:
(E) The functions σ N i are in C 1 (R) and positive (everywhere); (F) For each n ∈ N, there exists a number p = p(n) > N such that the functions
is not a consequence of condition (E) (consider, e.g., σ N i (x) = x 2 + 1), and condition (G2) clearly implies condition (F).
Theorem 4.1. Under the conditions (E) and (F), the system of SDEs (4.1) has a unique strong solution up to the first exit time D.
The proof of Theorem 4.1 relies on the following result due to Krylov and Roeckner (2005) .
Theorem 4.2. Consider the SDE
where w t is a Brownian motion and b(t, x) a R d -valued Borel function on an open set Q ⊆ R × R d . Let Q n , n ≥ 1 be bounded open subsets of Q, such that Q n ⊆ Q n+1 and n Q n = Q. Suppose that for each n ∈ N + , there exist p = p(n) ≥ 2 and q = q(n) > 2 satisfying d p + 2 q < 1,
Then there exists a unique strong solution up to the first exit time, say τ , from Q. Moreover this solution satisfies t 0 |b(s + r, x r )| 2 dr < ∞ for t < τ almost surely.
Proof. (of Theorem 4.1.) By condition (E), for 1 ≤ i ≤ N , there exist f i (x) ∈ C 2 (R) satisfying f ′ i (x) = 1/σ N i (x). Besides, f i (x) is increasing so it is invertible and the inverse is also in C 2 (R). For 1 ≤ i ≤ N , let y N i = f i (x N i ). By Itô formula, Then F is bijective, both F and F −1 being C 2 . Then the system of SDEs (4.3) on F (D) is equivalent to the the system of SDEs (4.1) on D. Let Q = R + × F (D) and Q n = (0, n) × F (D n ). In order to apply Theorem 4.2, we only need to verify that the following functions are in L p (Q n ) for some p = p(n) > N :
, and (σ
By change of variables, it is equivalent to show that the functions
, and
belong to L 1 (D n ), which is a direct consequence of Conditions (E) and (F). The proof is concluded.
Remark 4.1. We denote by τ N the exit time of the particles (x N i ) from all D n . Such exit happens when either the particles (x N i ) escape to infinity (explosion) or they collide. To apply the results in Section 3 to the system (4.1) with H N ij (x, y) = H N (x, y) or H N ij (x, y) = G N (x, y), we need τ N > T, N ∈ N + almost surely for some constant T ∈ (0, ∞]. Note that in Graczyk and Ma lecki (2014) and Graczyk and Ma lecki (2013) , some conditions were imposed to guarantee that the solutions to (1.3) and (3.1) are non-exploded and non-collided, respectively.
