This paper introduces previously missing financial components(efficiency, activity and size) in the assessment of the finance-investment nexus. Using VAR models in the perspectives of VECM and short-run Granger causality, three broad findings are established:
Introduction
Investment flow is an essential pre-requisite to triggering economic dynamism, enhancing productivity, diffusing new industrial technologies, contributing to entrepreneurship development, maintaining competitiveness and reducing poverty (Misati & Nyamongo,2010) . Thus investment flows are crucial in stimulating growth, revenue to improve public services and employment to lift people out of poverty. However the degree to which investment contributes to growth and poverty alleviation depends on the its ability to gain access to financial services. The financial sector in most African countries has been rapidly developing particularly in the 1990s when these economies adopted financial sector reforms (Misati & Nyamongo,2010) . Growth in the financial sectors have been complemented with the dynamism of the Information and Communication Technology(ICT) sector. Whether these developments in the financial sector contribute in any way to growth in investment flows is an empirical question. It is also interesting not to undermine a reverse-effect, as investment flows could also have a significant incidence on financial intermediary development dynamics.
Both theoretical and empirical literature have substantially established linkages between investment and financial development (Rousseau,1999; Xu,2000; Ndikumana,2000; Rousseau & Vuthipadadorn,2005; Love & Zichinno,2006; Forssbaeck & Oxelheim,2008; Landon & Smith,2009; Misati & Nyamongo,2010; Forbes, 2010; Afangideh,2010) . However most of the available evidence on this area of research has to a large extent ignored the dynamics of financial development. In a substantial bulk of the literature, financial development has been equated to one particular aspect of the phenomenon: financial depth or money supply. For instance, it will be misleading to equate a positive 'liquid liability'-'foreign investment' nexus to a positive 'financial development'-'foreign investment' nexus. This study completes existing literature by assessing linkages between investment flows and financial development dynamics from a multidimensional framework.
This assessment is important because theory does not provide clear predictions on the sign of the relationship between financial development and investment. While some studies find support for the McKinnon(1973) and Shaw(1973) proposition which identifies a positive link from financial deepening to investment, others state that this link remains unclear (Misati & Nyamongo,2010, 5) . More so a great chunk of studies in this area are mainly focused on high and middle-income countries with little reference to African economies. The few studies focusing on Africa do not fully exploit the plethora of investment and financial development indicators available (Ndikumana,2000; Misati & Nyamongo,2010; Afangideh,2010) . The rest of the paper is organized as follows. Section 2 reviews existing literature.
Data and preliminary tests for model specification are discussed and reported respectively in Section 3. Empirical analysis is covered in Section 4. Section 5 discusses empirical results while Section 6 concludes.
Existing literature
Literature on causality is inundated with empirical findings on the finance-growth nexus for developing countries. Literature pertaining to the assessment of this relationship could be classified into three main strands: proponents of 'finance-led-growth', advocates of 'growth-led-finance' and the bi-directional causality school of thought. Studies consistent with the thesis on 'finance-cause-growth' include, among others: Jung(1986) , King & Levine(1993 ), De Ahmed & Ansari(1998 , Darrat(1999) , Christopoulos & Tsionas(2004) , Ghali(1999) , Xu(2000) , Jalilian & Kirkpatrick(2002) , Calderon & Lin(2003) and Hibibullah & End(2006) . However works suggesting an anti-thesis(growth cause finance) are fewer (Agbetsiafa, 2003; Odhiambo, 2004 Odhiambo, ,2008 ; while those positioning with a synthesis (finance cause growth and vice-versa) are much preponderant (Demetriades & Hussein,1996; Akinboade, 1998; Luintel & Khan, 1999; Al-Youssif, 2002; Calderon & Liu, 2003; . While this conflicting literature on the finance-growth nexus is abundant, the finance-investment nexus has received less scholarly attention, especially for African countries (Misati & Nyamongo,2010) . Table 1 below summarizes existing empirical evidence on the conflicts in the literature for the investment-finance nexus. While there are many studies which conclude on a financecause-investment nexus (Rousseau,1999; Ndikumana,2000; Xu,2000; Ndikumana,2005; Forbes,2010) , there are very few on bidirectional causality (Huang,2006) . Despite a thorough search we find no studies on an 'investment-led-finance' nexus, which further lends credit to the motivations of the paper. In the last column of the table, we present concerns that could motivate further research on the linkage. The present paper deviates from the literature summarized in Table 1 in the following ways.
(1) Contrary to Xu(2000) , Landon & Smith(2009) and Misati & Nyamongo(2010) among others; we cut adrift the mainstream use of more or less three variables in financeinvestment causality analysis. (2) The choice of variables will be contingent on a robust selection criteria, such that selected variables should be representative of a broad database.
In contrast to the mainstream approach to model specification (Afangideh, 2010) , our choice of optimal lags for goodness of fit, will not be arbitrary but contingent on an information criterion whose lag specification best fits each country's data structure. (4) We focus on Africa where scholarly research on the finance-investment nexus is scares (Misati & Nyamongo,2010 ).
As we have highlighted before, a great chunk of studies in this area are mainly focused on high and middle-income countries with little reference to African economies. The few studies focusing on Africa do not fully exploit the plethora of investment and financial development indicators available (Ndikumana,2000; Misati & Nyamongo,2010; Afangideh, 2010) . It is therefore the interest of this paper to introduce previously missing financial development components in the assessment of the investment-finance nexus in a continent where scholarly research on the linkage is scares.
Data and Methodology

Data
We investigate a sample of 16 African countries. Owing to the multidimensional nature of the work it is very space consuming to engage in the lengthy task of investigating all By virtue of correlation analyses, conceptual similarities and usages in the literature, we narrow the variables to four in each conceptual category. Financial variables entail dynamics of depth, efficiency, size and activity(hence DESA variables) while investment variables are domestic, foreign, portfolio and total flows(hence DFPT variables). Time series spans are country-specific owing to constraints in data availability. In a bid for clarity in presentation, selected variables are elucidated in two strands.
Financial intermediary development
Borrowing from recent African finance literature (Asongu,2011abc) and the FDSD, DESA variables include the following. Financial depth measured in terms of broad money supply(M2) in ratio of GDP. This measure represents the monetary base plus demand, saving and time deposits. M2 has been widely used as a measure of financial depth in the investmentfinance literature (Xu,2000; Rousseau & Vuthipadadorn, 2005; Misati & Nyamongo,2010) .
Financial efficiency in the context of our paper neither refers to a profitability oriented concept nor to the production efficiency of decision making units in the financial sector(via Data Envelopment Analysis: DEA). What the paper seeks to highlight by efficiency is the ability to banks to fulfill their fundamental role of transforming mobilized deposits into credit for economic operators. Assuming economic operators will utilize the credit for investment ends, then we should expect a positive causality flowing from financial efficiency to domestic investment. Financial size in the context of our paper is according to the FDSD which defines it as the ratio 'deposit bank assets' to 'total assets'(deposit banks assets on central bank assets plus deposit bank assets). Financial activity captures the ability of banks to grant credit to economic operators. The indicator is measured as the ratio of private credit by domestic banks on GDP. Hence from common sense and to some extent economic theory, we expect a positive causality flow from financial activity to some investment types(especially domestic investment).
Investment flows
These flows include domestic, foreign, portfolio and total investments. All the measures are in ratios of GDP. Total investment is the sum of domestic and foreign investments. As earlier highlighted, we initially had to plethora of 15 investment flows which have been narrowed down to these four categories(see Appendix 2).
Methodology
General model specification
Naturally, when dealing with a vector autoregressive(VAR) process the lag length used is very crucial for the outcome of the analysis. This stems from the fact that increasing lags in VAR processes decreases the power of the test. Conversely, if the lag length is too small the remaining serial correlations in the error terms will bias the test. In this wise it becomes vital to choose an optimal lag that fits the data structure (goodness of fit) and specifies the model accurately 1 . Hence lag selection in VAR models is the information criterion, just as Ordinary Least Squares(OLS) have the coefficient of determination(R²) and the Fisher statistics as information criteria. In the optimal lag selection process, we opt for the Akaike Information Criterion-AIC (Akaike, 1973) . As shown by Liew(2004) , while the AIC and Final Prediction Error(FPE) are most accurate in estimating the optimal lag length for small observations(less than 60), the Hannan-Quinn Criterion(HQC) is more appropriate when observations exceed this threshold. Schwarz Information Criterion(SIC) and Bayesian Information Criterion(BIC) have a greater probability of producing underestimations 2 . In selecting the optimal lag length for our VAR processes, since observations for all countries are less than 60, we shall adopt the AIC 3 .
Unit root tests
Since our data structure is time series oriented, to control for serial correlations we test for stationary properties by employing Phillips & Perron-PP (1988) . Borrowing from the literature (Choi & Chung,1995; Gries et al.,2009) , the PP test is more appropriate in the context of low frequency data. Thus this test is relevant given the annual span of the data.
Bearing in mind, the presence of unit root (absence of stationarity) is unfavorable to a short 1 The goodness of fit test is ensured by an optimal lag selection criterion. We shall endeavor to select the criterion that best emphasis' the number of lags which make the model compatible with the data structure. 2 Overestimations are negligible for all criteria (Liew,2004, p.1) . 3 In our choice of truncated lags we respect the method of Newey and West (1994) for estimating truncated bandwidth in unit root tests.
run VAR process(but appealing to long-run analysis: VECM), we shall test for first difference stationarity; I(1), when level series fails to account for an absence of unit root: I(0). It is worthwhile noting that, whereas the restricted version of VAR processes are short-run estimations and presupposes stationary variables, a precondition for its unrestricted or long run equivalent is the presence of unit root (Engle and Granger, 1987 n.a n.a n.a n.a -2.35 -3.11 -7.24*** -7.35*** Ghana -0.074 -2.26 -7.00*** -7.67*** -2.33 -4.30*** -6.46*** -6.45*** n.a n.a n.a n.a -0.41 -2.42 -6.65*** -6.87*** Guinea B. Note: Z(ti) and Z(tit) depict the PP test statistic with an intercept(constant) and 'an intercept with a linear trend' respectively. *,** and *** respectively denote significance at 10%, 5% and 1% levels. As a decision rule, critical values are taken from MacKinnon (1996) . Truncated lag (bandwidth) is with respect to the Newey-West criterion. 
-3.71*** -4.77*** -10.1*** -9.81** Note: Z(ti) and Z(tit) depict the PP test statistic with an intercept(constant) and an 'intercept with a linear trend' respectively. *,** and *** respectively denote significance at 10%, 5% and 1% levels. As a decision rule, critical values are taken from MacKinnon (1996) . Truncated lag (bandwidth) is with respect to the Newey-West criterion.
Cointegration tests
Long-run equilibrium relationships between sequences could be determined by various methods. In comparison with cointegration tests proposed in earlier literature (Engle & Granger, 1987; Stock & Watson,1988) we opt to use Johansen(1995a Johansen( ,1995b because of its wide application and desirable properties(all tested variables are treated as endogenous). This method consists of testing restrictions imposed by cointegration on the unrestricted VAR process in the series. Between the two tests at our disposal(trace statistics and maximum
Eigen value), we shall report only the trace statistics in a bid to obtain more robust results (Cheung & Lai, 1993) . Borrowing from Ahking (2001), we argue that when a deterministic trend 4 is included in the co-integration model, results are less favorable.
However robust results are obtained with the exclusion of a linear deterministic trend in the model. This is logical in the perspective that, the co-integration model is based on the difference of the series which has been de-trended in the stationary process. Beyond this fact, the literature (Johansen,1995b; Hansen & Juselius,1995) cautions on a model that doesn't have a linear trend. It is argued that the minimum deterministic component in the model could be a constant in the co-integrating space to account for differences in measurement units. Logic, common sense and to some extent economic theory also help us understand that, even if we hadn't the intention of including a constant in the co-integration equation, the presence of any n.a n.a n.a n.a 1(4) n.a n.a n.a n.a n.a n.a n.a n.a n.a n.a n.a n.a
Kenya
2 (4) 1 (4) 1(4) Note that 'n.a' denotes the invalidity of the test because level series of variable is not stationary at least at 1% or 5% significance level for both 'intercept' and 'intercept and trend' categories. (***),(**) and (*) respectively depict; a very strong hypothesis against H0(P<0.01), moderate evidence against H0(0.01<=P<0.05), and suggestive evidence against H0(0.05<=P<0.1); on the number of co-integrating equations (CE). The test was conducted with the assumption of a restricted constant in the CE and no trend in both the CE and VAR equation. Optimal lags are based on AIC, and their maximum (Max) lag lengths vary from 2 to 4 depending on the number of observations in each country. n.a n.a n.a 2 (4) 2 (4) 2(4) n.a n.a n.a n.a n.a n.a n.a n.a
2 (4) 4 (4) 2(4) Note that 'n.a' denotes the invalidity of the test because level series of variable is not stationary at least, at 1% or 5% significance level for both 'intercept' and 'intercept and trend' categories. (***),(**) and (*) respectively depict; a very strong hypothesis against H0(P<0.01), moderate evidence against H0(0.01<=P<0.05), and suggestive evidence against H0(0.05<=P<0.1); on the number of co-integrating equations (CE). The test was conducted with the assumption of a restricted constant in the CE and no trend in both the CE and VAR equation. Optimal lags are based on AIC, and their maximum (Max) lag lengths vary from 2 to 4 depending on the number of observations in each country.
As Tables 4 and 5 illustrate, majority of paired variables exhibiting unit root fail to demonstrate a long-run equilibrium. In some cases, where the cointegration rank(r) is equal to the number endogenous variables, the cointegration vector is invertible and the processes are all stationary at level; I(0). Where the r =0, the processes are all I(1) and not cointegrated.
However, cointegration occurs when "r" is between zero and the number of endogenous variables(0<r<n). Given the results, we proceed to estimate short-term dynamics(adjustments) for each cointegrated pair. This is the unrestricted version of causality analysis.
Causality analysis
As we must have earlier outlined. Our empirical road-map will consist primarily of testing for long-run causality with a VECM. When the likelihood of this test is not feasible owing to cointegration constraints, we test for simple Granger causality with restricted VAR processes.
Long run estimations
For long-run causality, let's consider foreign direct investment (FDI) and financial efficiency(FE) with no lagged difference, such that:
Resulting VECMs are the following
From above models, the only right hand term is the error correction term. This term is zero in the long-run equilibrium. It is non zero when FDI and FE deviate from this long-run equilibrium. It helps each variable to adjust and partially restore the equilibrium relation after a shock. The speed of adjustment in event of disequilibrium is measured by α and α' for corrections of FDI and FE respectively. Therefore, following the example above we intend to replicate the models for each combination of DESA and DFPT variables that are cointegrated. In so doing, we maintain the same deterministic trend assumptions applied in the cointegration tests. These short-run adjustments are in line with the long-run equilibrium and vary when actual equilibriums in the pairs are not in tune with their cointegrated relation. To get this done, we specify our model with the AIC and respect the same number of maximum lags as in the Johansen test. Deterministic trend components are compatible with those from resulting VAR process that defined the long-run equilibrium(cointegration) test 5 . Results presented in Tables 6 and 7 are combined with those from restricted VAR processes(short run causality).
Short run estimations
Considering a basic bivariate finite-order vector autoregressive (VAR) model, the wisdom of Granger causality as reflected by equations (5) and (6) 
It is important to note that the statement FDI granger causes FE does not imply that FE is the effect or the result of FDI. Granger causality measures precedence and information content, but does not by itself indicate causality in the more common use of the term. The test for zero restrictions on the VAR model is captured by the F-statistics, which is the Wald statistics for the joint hypothesis that parameters for lagged values of FDI equal zero.
Therefore, the null hypothesis is the position that FDI doesn't granger cause FE(Eq.6).
Hence, we shall apply (where circumstances are favorable) 7 , the two sets of equations for every pair of variables in each country. (ECT/t-stats) Error Correction term and t-ratios. Asterisks indicate the following levels of significance: ***, 1%;**; 5% and *; 10%. "n.a", means at least one of the variables was stationary at level (s.l) series or non stationary at the first difference (n.s.d). (---) , depicts the absence of CEs. VEC analysis is performed on the basis of a restricted constant; same deterministic assumptions as in Johansen co-integration test ('constant only in CE and no trend in both CE and VAR). "n.s.a": not specifically applicable because matrix is not positive definite due to issues with degrees of freedom. 1,-,1,1,3,3,1,3 ---n. (ECT/t-stats) Error Correction term and t-ratios. Asterisks indicate the following levels of significance: ***, 1%;**; 5% and *; 10%. "n.a", means at least one of the variables was stationary at level (s.l) series or non stationary at the first difference (n.s.d). (---) , depicts the absence of CEs. VEC analysis is performed on the basis of a restricted constant; same deterministic assumptions as in Johansen co-integration test ('constant only in CE and no trend in both CE and VAR). "n.s.a": not specifically applicable because matrix is not positive definite due to issues with degrees of freedom.
Discussion of results and policy implications
Based on the findings the following could be established. (1) We have also observed form short-term adjustments to the long-run equilibrium that while finance elasticities of investment flows are positive for the most part, investment elasticities of finance are negative. This implies that in the aftermath of a shock(disequilibrium) financial development positively impacts investment flows while investment flows negatively affect financial development. In plainer terms, any disequilibrium from the long-run relation between finance and investment will result in the following. (1) Higher financial development which will increase investment flows. This finding is broadly in line with Ndikumana(2000) who has shown that financial development generally exerts a positive incidence on domestic investment in sub-Saharan African countries. (2) Lower investment flows which will mitigate financial development. This interpretation should be treated with caution because a few countries are exceptions to the generalization.
We have also observed from the results that but for Guinea Bissau, Mozambique and Togo, finance does not seem to engender portfolio investment. The thin incidence of financial development on portfolio investment could be explained on two counts. Firstly, portfolio investment is an investment category that is more relevant in financial markets(direct finance) than in the banking sector. Secondly, the relative undeveloped nature of the banking sector in African countries and immediate need of borrowed funds make it less evident for credit to be invested in portfolios instead of real activities by economic agents.
From the results, we have also been able to establish that financial efficiency impacts investment more than does financial depth. Growth in the later denotes an extensive use of currency which might not necessarily be investment-oriented. The former by definition accounts for the ability of banks to transform mobilized funds(deposits) into credit for economic operators(investment for the most part). This finding also casts some shadow on the mainstream measurement of financial development in the finance-investment nexus (Xu,2000; Rousseau & Vuthipadadorn,2005; Misati & Nyamongo,2010) . In Xu(2000) for instance financial depth is the sole measurement of financial development. While the paper establishes a 'finance led investment' nexus, perhaps more dynamics with relevant policy implications might have cropped-up had alternative measures of finance been employed.
Specifically for domestic investment, our findings confirm those of Ndikumana (2005) who posits that financial intermediary efficiency leads to investments via changes in output.
That is, reduction in financial intermediation cost(financial efficiency) depends on output for changes in domestic investment. Hence to our query of whether financial reforms could raise the African continent to investment prominence in the 21 st century, we could optimistically assert from the weight of available empirical evidence that, allocation efficiency targeted reforms could significantly improve African investment.
Relating the findings to the literature in more detail, the results on foreign direct investment are broadly consistent with Luiz & Charalambous(2009) (Henry,2007; Kose et al.,2011) that the financial benefits of foreign capital flows are less feasible when domestic financial dynamics are undeveloped. A recent panel data investigation of this hypothesis in the African continent has revealed that it is valid for financial depth and size (Asongu,2012) . Short-run causality results on the other hand are in line with Lee & Chang(2009) and recent African finance literature with respect to financial efficiency and size (Asongu,2012) . It follows that with respect to short-run causality results, the financial benefits(especially in efficiency and size) of foreign investment may not be contingent on existing levels of domestic financial development. heterogeneous nature of the findings also point to the fact that blanket policies should take into account country-specific trends in the finance-investment nexus. Hence policies will be more effective if they are contingent on the prevailing finance-investment nexus trends in each country.
5) Conclusion
This paper's contribution to existing literature has been fivefold. heterogeneous nature of the findings also point to the fact that, blanket policies should take into account country-specific trends in the finance-investment nexus. Hence policies will be more effective if they are contingent on the prevailing finance-investment nexus trends in each country. 
Appendices Appendix 1: Correlation analysis of financial development variables
