Abstract. We consider the supercritical inhomogeneous nonlinear Schrödinger equation (INLS) i∂tu
Introduction
In this work we consider the initial value problem (IVP) associated with the supercritical inhomogeneous nonlinear Schrödinger equation (INLS) i∂ t u + ∆u + |x| −b |u| 2σ u = 0, x ∈ R N , t > 0,
This model arises naturally in nonlinear optics for the propagation of laser beams. The case b = 0 is the classical nonlinear Schrödinger equation studied by several authors in the past years.
A more general form of equation (1.1), namely, i∂ t u + ∆u + k(x)|u| 2σ u = 0, was considered by Merle [11] and Raphaël and Szeftel [12] where they study the problem of existence/nonexistence of minimal mass blow-up solutions. However, in both papers, the authors assume that k(x) is bounded which is not verified in our case.
Another type of the inhomogeneous nonlinear Schrödinger equation (INLS), but with nonlinearity of the form |x| b |u| 2σ u with b > 0, was studied by Chen and Guo [4] and Chen [3] . In these papers the authors obtain certain conditions for global existence and blow-up in the set of radial symmetric functions in H 1 (R N ). The method of the proof was based in variational arguments, however the precise threshold level is not given in terms of ground state solutions.
Before review the state of the art concerning the IVP (1.1), let us recall the best Sobolev index where we can expect well-posedness for this model. First, note that if u(x, t) is a solution of (1.1) so is u λ = λ Thus the critical Sobolev index is given by s σ = N/2 − (2 − b)/2σ. In this paper, we are interest in the L 2 -supercritical and H 1 -subcritical case. Therefore we restrict our attention to the cases where 0 < s σ < 1. Rewriting this last condition in terms of σ we obtain 2 − b N < σ < 2 * , where 2 * = (2 − b)/(N − 2), if N ≥ 3 or 2 * = ∞, if N = 1, 2. To avoid σ to be negative, we also assume the technical restriction 0 < b < min{2, N }.
Furthermore, the INLS equation (1.1) has the following conserved quantities
and
The well-posedness theory for the INLS equation (1.1) was already studied by Genoud and Stuart [7] (see also references therein). Using the abstract theory developed by Cazenave [1] , the authors proved that the IVP (1.1) is well-posed in
• locally if 0 < σ < 2 * ; • globally for any initial data in
Moreover, in the limiting case [6] showed how small should be the initial data to have global well-posedness. Indeed, he proved global well-posedness in
where Q is the unique non-negative, radially-symmetric, decreasing solution of the equation
Genoud's result is in fact an extension for the INLS model of the classical global well-posedness result proved by Weinstein [14] for the NLS equation. In [14] Another extension of Weinstein's result was obtained by Holmer and Roudenko [8] for the L 2 -supercritical and H 1 -subcritical NLS equation (see also Holmer and Roudenko [9] and Duyckaerts, Holmer and Roudenko [5] ). Indeed, the authors established sufficient conditions on the initial data to obtain global and blow-up solutions in H 1 (R N ). More precisely, they prove the following
and u 0 has finite variance, i.e. |x|u 0 ∈ L 2 (R N ), then the solution u blows-up in finite time.
Our main interest here is to prove a similar result for the INLS equation (1.1). We start showing that the quantity (1.3) is well-defined for functions in H 1 (R). This is guaranteed by the following sharp Gagliardo-Nirenberg inequality 6) holds, and the sharp constant K opt > 0 is explicitly given by
Moreover the solution Q satisfies the following relations
(1.10) Remark 1.3. The existence and uniqueness of the ground state solution Q for equation (1.8) was proved by Toland [13] and Yanagida [15] (see also Genoud and Stuart [7] ). These results hold under the assumptions 0 < b < min{2, N } and 0 < σ < 2 * .
Remark 1.4.
A similar sharp Gagliardo-Nirenberg estimate was also obtained by Chen and Guo [4] , for radial symmetric functions in H 1 (R N ), in the case b < 0 and space dimension N ≥ 2.
Next we state our main global well-posedness result.
where Q is unique positive even solution of the elliptic equation (1.8).
This theorem can be viewed as an unified global theory result for both INLS and NLS models. Indeed, if b = 0 we deduce Holmer and Roudenko's result [8] , if σ = (2 − b)/N this is Genoud's result [6] and, finally, if b = 0 and σ = 2/N we obtain the classical global well-posedness theorem proved by Weinstein [14] .
The second part of this work is devoted to find blow-up solutions for the INLS equation (1.1). Assuming finite variance of the initial data, i.e.
we prove the following result.
. Suppose that u(t) is the solution of (1.1) with initial data
then the maximum existence time is finite and blow-up in H 1 (R N ) must occur.
Remark 1.7. The above Theorem shows that condition (1.12) is sharp for global existence except for the threshold level ∇u 0
threshold solutions was also studied by Genoud [6] . He proved the existence of critical mass blow-up solutions 
Therefore, for initial data with negative energy, we automatically have (1.14) and the conclusion of Theorem 1.6 also holds in this case.
The identities (1.16) will be also useful in the proof of our main global wellposedness result Theorem 1.5.
After this work was completed, we have learned that recently Zhu [16, Theorem 4.1] have reached similar global well-posedness and blow-up results for radial symmetric initial data in H 1 (R N ) in the case b < 0 and space dimension N ≥ 3. However, the threshold obtained by Zhu does not depend directly on the solutions of the equation (1.8). Thus, it is not clear how to deduce Theorem 1.1 directly from his results.
The plan of this paper is as follows. In the next section we introduce some notation and show the sharp Gagliardo-Nirenberg inequality (1.6). Next, in section 3, we prove our global existence result stated in Theorem 1.5. In Section 4, we prove some Virial type identities for solutions of equation (1.1). Finally, Section 5 is devoted to our blow-up result stated in Theorem 1.6.
The sharp Gagliardo-Nirenberg inequality
Let us start this section by introducing the notation used throughout the paper. We use · L p (R N ) to denote the L p (R N ) norm with p ≥ 1. If necessary, we use subscript to inform which variable we are concerned with.
The spatial Fourier transform of a function f (x) is given bŷ
We shall also define D s and J s to be, respectively, the Fourier multiplier with symbol |ξ| s and ξ s = (1 + |ξ|) s . In this case, the norm in the Sobolev spaces
. Now, we prove the sharp Gagliardo-Nirenberg inequality (1.6).
Proof of Theorem 1.2. We follow the ideas introduced by Weinstein [14] . First, define the Weinstein functional
where
It was proved in Genoud [6] (see Lemma 2.1) that I ∈ C(H 1 (R N ); R) and is weakly sequentially continuous and
By Schwarz symmetrization, we can assume that u n is radial and radially nonincreasing for all n. Next, we rescale the sequence {u n } n∈N by setting v n (x) = λ n u n (µ n x) where
Moreover, since J is invariant under this scaling, {v n } n∈N is also a minimizing sequence which is bounded in H 1 (R N ). Therefore, there exists v * ∈ H 1 (R N ) such that, up to a subsequence, v n ⇀ v * weakly in H 1 (R N ). Furthermore, v * is non-negative, spherically symmetric, radially non-increasing, with
* is a minimizer for the Weinstein operator J. Moreover, v * is a solution of the Euler-Lagrange equation
and so we obtain that v * satifies the equation
Next, we rescale v * to a solution of equation (1.8) . First, we take ψ
It is easy to see that ψ * is a solution of
Now set Q(x) = λψ * (µx), where
so Q is a solution of (1.8) and
By the definition of m and relation (2.17) we have
which implies (1.7).
To finish the proof we need to show the relations (1.9) and (1.10). Indeed, the definition of Q yields
which implies (1.9). On the other hand, by multiplying (1.8) by Q and integrating by parts we have
and using (1.9) we conclude (1.10).
Global Well-posedness
In this section we prove our main global well-posedness result.
Proof of Theorem 1.5. By the local theory, we just need to control the H 1 (R N ) norm of u(t) for all t ∈ R. Using the quantities M [u(t)] and E[u(t)] and the sharp Gagliardo-Nirenberg inequality (1.6) we have
, then we can write (3.19) as
where T is the maximum time of existence given by the local theory.
Moreover, a simple computation shows that f has a local maximum at
with maximum value
Using the relation (1.16), the condition (1.11) implies that 2E[u 0 ] < f (x 0 ) which combining with (3.19) yields
Next, note that condition (1.12) is equivalent to ∇u(t) 2 L 2 (R N ) < x 0 . If initially it holds, then the continuity of ∇u(t) 2 L 2 (R N ) and (3.21) imply that ∇u(t) 2 L 2 (R N ) < x 0 for any t as long as the solution exists, which gives (1.13). By mass conservation, we thus proved that the H 1 (R N ) norm of the solution u(t) is bounded, which completes the proof of Theorem 1.5.
Virial type identities
This section is devoted to establish some Virial type identities for the solutions of equation (1.1). Throughout the rest of the paper we assume that
We have the following result. Proof. We follow closely the proof of Proposition 2.1 in Merle [11] . Multiplying the equation (1.1) by 2ū and taking the imaginary part we have Im(2i∂ t uū) = −Im(2∆uū).
Note that ∂ t |u| 2 = Re(2∂ t uū) = Im(2i∂ t uū), thus
which proves (4.22).
On the other hand, taking time derivative in the previous relation, integrating by parts and using that z −z = 2iIm(z) we obtain We study each term in the right hand side of (4.25) separately. For the second term, using the equation (1.1) and integrating by parts we have
Next, again using the equation (1.1), the first term in the right hand side of (4.25) can be expressed as
(4.27)
Moreover, integration by parts yields
Therefore, taking the real part and integrating by parts we obtain
On the other hand, another integration by parts yields 
Finally, noting that x · ∇(|x| −b ) = −b|x| −b we finish the proof of relation (4.23).
Blow up in H
We start this section with some preliminary results. The first one is a calculus fact.
2 − ax α , where a > 0 and α > 2. Define p(x) the tangent parabola at the positive local maximum of f , namely (x max , f (x max )), that pass through the positive root of f , namely (x root , 0) with x root > 0, then
, B > 0 the unique positive number such that F α (B) = 0 and A = F α (1). Note that A is the positive local maximum of F α . Define y = P α (x) the parabola with vertex (1, A) and root B.
It is clear the A and B can be given explicit in terms of α. Indeed
Moreover, using the change of variables
we can reduce our problem to prove that
Note that y = F α (x) has an unique positive maximum at (1, A), therefore the graphs of y = F α and y = P α are tangents at this point. Moreover,
It is enough to prove that Indeed, define G(x) = F α (x) − P α (x) and assume by contradiction that there exists t 0 ∈ (0, B) such that G(t 0 ) < 0. If (5.30) and (5.31) hold, there exists t 1 close to 1 and t 2 close and below B such that G(t 1 ) > 0 and G(t 2 ) > 0. In this case, we can assume 1 < t 1 < t 0 < t 2 < B. Therefore, there exist r 1 ∈ (t 1 , t 0 ) and r 2 ∈ (t 0 , t 2 ) such that G(r 1 ) = G(r 2 ) = 0 = G(1) = G(B). By the Mean Value Theorem, G ′′′ (x) has at least one root in (1, B) . However G ′′′ (x) = −(α − 1)(α − 2)x α−3 does not vanish in this interval, which is a contradiction.
To prove (5.30), since the graphs are tangent at (1, A), we just need to conclude
Using the expressions of F α and P α and taking x = α − 2 this is equivalent to
which holds for all x > 0. On the other hand, since F α (B) = P α (B) = 0, to obtain (5.31), it is enough to prove
. Again using the expressions of F α and P α , the last inequality reduces to
.
2 , this is equivalent to
which holds for all x > 0.
Next, we apply the previous result to prove an "energy trapping" inequality related to the (INLS) equation in the spirit of Kenig and Merle [10] and Cazenave, Fang and Xie [2] .
and Q be the unique non-negative, radiallysymmetric, decreasing solution of the equation
, where
Proof. Recalling the definition of E[u] and multiplying both sides by
Some straightforward computations revel that f has a local maximum in
Moreover f has a positive root, denoted by x root , where
) ≤ 0, so its is clear that (a) holds. Next we turn our attention to the proof of part (b). To simplify our notation, for any function φ ∈ H 1 (R N ), let us define the following quantities 
