The paper presents a MATHEMATICA package SMS (Symbolic Mechanics System) for the automatic derivation of formulas needed in nonlinear finite element analysis. Symbolic generation of the characteristic arrays of nonlinear finite elements (e.g. nodal force vectors, stiffness matrices, sensitivity vectors) leads to exponential behavior, both in time and space. A new approach, implemented in SMS, avoids this problem by combining several techniques: symbolic capabilities of Mathematics, automatic differentiation technique, simultaneous optimization of expressions and a stochastic evaluation of the formulas instead of a conventional pattern matching technique. SMS translates the derived symbolic formulas into an efficient compiled language (FORTRAN or C). The generated code is then incorporated into an existing finite element analysis environment. SMS was already used to developed several new, geometrically and materially nonlinear finite elements with up to 72 degrees of freedom. The design and implementation of SMS are presented. Efficiency of the new approach is compared with the efficiency of the manually written code on an example.
history. In order to develop a new finite element model quite a lot of time is spent in deriving characteristic element quantities such as gradients, Jacobian, Hessian and coding of the program in a efficient compiled language. These quantities are required within the numerical solution procedure.
Using the general finite element environment for analyzing a variety of problems and for incorporating new elements, such as FEAP [21] or ABAQUS [20] , is now already an everyday practice. The general finite element environments can handle, regardless of the type of elements, most of the required operations, such as: (i) preprocessing of the input data;
(ii) manipulating and organizing of the data related to nodes and elements, material characteristics, displacements and stresses, etc.;
(iii) construction of the global matrices by invoking different elements subroutines; (iv) solving the system of equations;
(v) post-processing and analysis of results.
The idea is to use symbolic algebraic systems for the derivation of characteristic element quantities and automatic code generator for the generation of numerical code. Symbolically generated code is then incorporated into the existing finite element environment and used within the numerical procedures. The symbolic-numeric approach to FEM and FDM was extensively studied in the last few years. Based on the studies various systems for automatic code generation were developed. In many ways, the present stage of generation of finite difference code is more elaborated and more general than the generation of the FEM code. Various transformations, differentiations and matrix operations, and a large number of degrees of freedom, involved in the derivation of characteristic FEM quantities often lead to exponential growth in space and time. Therefore, additional structural knowledge about the problem is needed, which is not the case for FDM. Within automatic generation of Finite Difference code, the SINAPSE system by Kant [8] and Kant et al. [9] should be mentioned.
The article deals only with the automatic generation of FEM code. Several specialized systems have been developed, such as FINGER by Wang [24] , PIER by Sharma [ 181,
SFEAS by Leef and Yun [ 131, SGEM by Nagabhushanam et al. [16] , etc. These specialized systems can be used to derive the vectors and matrices required in FEM. In these systems the general symbolic and algebraic computation (SAC) systems, such as MATHEMATICA [22] , are typically combined with an automatic code generator.
The most elaborate work has been done by Wang and coworkers. The symbolic system FINGER employs various expression optimization techniques (use of the symmetric properties of the formulas, automatic introduction of intermediate variables), leading to a highly efficient and short FEM code. The later extension (PFINGER) generates also parallel FEM code [23] .
The major limitation of the symbolic systems, when applied to FEM code generation, as pointed out before and by many authors [24, 2] , etc., is an uncontrollable growth of expressions. Investigations and experiments show that an efficient control of expression growth can be obtained by a cooperation of SAC and the following techniques: Automatic differentiation (AD) tools [5] , Problem Solving Environments [3] , and Theorem proving systems. However, the general problem of cooperative problem solving has at the present stage not been solved yet.
The idea presented in this paper is not to try to combine different systems, but to combine different techniques inside one system in order to avoid the above-mentioned problems. Thus, the main objective will be to combine techniques in such a way that leads to an optimal environment for the design and implementation of arbitrary finite elements. Among the presented systems the most versatile are indeed the SAC systems. They normally contain, beside the algebraic manipulation, graphics and numeric capabilities, also powerful programing languages. It is therefore quite easy to simulate other techniques inside the SAC system. A new approach is called Simultaneous Stochastic Simplification of numerical code. This approach combines a general computer algebra system MATHEMATICA with an automatic differentiation technique and an automatic theorem proving by examples. To alleviate the problem of the growth of expressions and redundant calculations, simultaneous simplification of symbolic expressions is used. Stochastic evaluation of the formulas is used for determining the equivalence of algebraic expressions, instead of the conventional pattern matching technique (see also [ 141) . According to the authors knowledge the combination of the SAC system, automatic differentiation technique and simultaneous stochastic simplification for the automatic FEM code generation has not been used before.
SMS was designed to approach the especially hard problems, where the general strategy to efficient FEM formulation has not yet been established. SMS was already used to developed several new, geometrically and materially nonlinear finite elements with up to 72 degrees of freedom.
SMS -symbolic mechanics system
The SMS system is written in the symbolic language of MATHEMATICA. In this section the techniques implemented in SMS to alleviate the problem of exponential growth of expressions are discussed.
Simultaneous optimization and expression labelling
The classical way for optimizing expressions in computer algebra systems is search- U=~NjUi, (1) i=l N,=;, N2=I -;,
Suppose that our solution procedure needs the gradient of a function f = u2 with respect to the unknown parameters. An input for MATHEMATICA for this problem and the automatically generated FORTRAN code are as follows.
(* input for MATHEMATICA*) All labels can be changed at the end of the MATHEMATICA sessions, before the generation of the numerical code. Thus, at the end of the session all the formulas stored in the data base are reconsidered by performing those correctness-preserving transformations which are restricted during the session (see also subsection on automatic differentiation).
Improved optimization procedures with stochastic evaluation of expressions
In real mechanical problems it is almost impossible to recognize the identity of two expressions (e.g., the symmetry of the tangent stiffness matrix in nonlinear mechanical problems) automatically only by the pattern matching mechanisms. Normally, our goal is to recognize the symmetry automatically without introducing additional knowledge into the derivation such as tensor algebra, matrix transformations, etc. Commands in Mathematics such as Symplif y , Together, Expand, etc. are useless in the case of large expressions. Additionally, these commands are efficient only when the whole expression is considered. When optimization is performed simultaneously with the derivation of the formulas, the explicit form of the expression is obviously lost, since some parts are replaced with intermediate variables. The only possible way at this stage of computer technology seems to be an algorithm which finds equivalence of expressions numerically. This relatively old idea (see, e.g., [14] or [4] ) is rarely used, although it is essential for dealing with especially hard problems. However, numerical identity is not a mathematically rigorous proof for the identity of two expressions. Thus the correctness of the simplification can be determined only with a certain degree of probability. With Subexpressions in the above cases do not need to be syntactically identical, which means that higher relations are recognized also in cases where term rewriting and pattern matching algorithms in MATHEMATICA fail.
Performing non-local operations
For 'non-local' operations, such as integration, the SMS system provides a set of functions which perform optimization in a 'smart' way. 'Smart' optimization means that only those parts of the expression that are not important for the implementation of 'non-local' operation are replaced by new intermediate variables.
Let us consider an expression f which depends on variables x, y and z:
Since integration of f with respect to x is to be performed, we perform 'smart' optimization of f by preserving the integration variable x, which leads to the optimized 
After the integration, the resulting expression J; (6) is used to obtain another formula fY (7) . fV is identical to fi; however, with an explicit variable y. New format is obtained by 'smart' restoring the .fi= /fx dx=vsx+ ;v7x2
expression fi with respect to variable y.
At the end of the MATHEMATICA session the global vector of formulas contains the following intermediate variables Input for MATHEMATICA for this example is as follows:
Automatic differentiation technique
Differentiation is an arithmetic operation which plays the crucial role in the development of new finite elements. The procedure implemented in the SMS system represents a version of automatic differentiation technique [5] . The automatic differentiation gen- Higher order derivatives are difficult to implement by the standard automatic differentiation tools. Most of the automatic differentiation tools offer only the first derivatives. is the most efficient and it also gives correct results for both values x and y. However, when used in a further operations, such as differentiation, it obviously leads to the wrong results. On the other hand, simplification B has one more assignment and gives correct results also for the differentiation. To achieve maximal efficiency both types of simplification are used in the SMS system. During the derivation of the formulas the type B simplification is performed.
At the end of the derivation, before the FORTRAN code is generated, the formulas that are stored in a global vector are reconsidered to achieve the maximum computational efficiency. At this stage the type A simplification is used. Itermediate variables with 0 or constant value that eventually appear during the automatic differentiation are also eliminated and their values are inserted into the original formulas.
Human interaction issues
An important question arises: how to understand the automatically generated formulas? The automatically generated code should not act like a "black box". For example, after the using automatic differentiation tools we have no insight in the actual structure of the derivatives. While formulas are derived automatically with SMS, SMS tries to find the ac- 3. Application to the finite element method
Characteristic arrays of jinite elements
We limit ourselves to the class of problems characterized by the functional
R where u are the unknown functions and Q the domain of the problem. It is assumed also that this functional can be expressed explicitly as a function of the geometric, material and physical (displacements, load, . . .) characteristics of the problem. Many problems in mechanics of solids can be expressed in this way and they are typically solved by a finite element method. For more details see e.g. [25] .
In this class of problems a high abstract formulation of the problem and its implementation with the SMS system is straightforward. Within the finite element method the domain of the problem is divided into sub-domains (finite elements). First, trial functions for unknown functions u are assumed on a domain of a single element (10).
G is a matrix of the interpolation functions and a is a vector of the unknown parameters defined on the domain of a single element.
u=Ga. (10)
The solution will be achieved by invoking the stationarity of the functional (6Il= 0), where unknown parameters have to be calculated. Assuming Newton's iterative method we need two characteristic arrays: a gradient and Hessian of the functional with respect to the unknown parameters. The number of all unknown parameters of the problem depends on the problem and it can be very large. On the contrary, the number of unknown parameters of the singe element remains constant and is usually less than 100. Thus, our goal is to generate symbolically only the characteristic arrays of a single element. Global gradient and Hessian are then assembled numerically. The resulting system of linear equations is also solved numerically.
(11)
Second derivatives of the functional with respect to the unknown parameters lead to the Hessian matrix (K is referred to as tangent stiffness matrix of the element).
Additionally, some futher derivatives of the functional (sensitivity vectors) are required for special purposes, such as inverse analysis, optimization procedures, etc.
The evaluation of the above quantities includes also the integration over the element domain. Only simple linear finite elements can be integrated in closed form, which is the reason why the numerical integration will be employed. Procedures for numerical integration are general and they can be performed by a prearranged interface subroutine.
There is no need for the automatic generation of integration procedures. In the case of numerical integration only numerical code for the evaluation of the characteristic quantities is needed at the integration point. These will be marked with the asterisk ('p*,K*,...). From the above it can be seen that for symbolic generation of the characteristic arrays the appropriate input for SMS has to be written with the definitions for (i) discretization of the unknown functions; (ii) derivation of the functional; 
Generation of characteristic formulas
If Nd.o.f unknown parameters are used for the discretization of the unknown fields, then an explicit form of the gradient and the Hessian will have at least Nd.o.f + (Nd,o,f)2 terms. Thus, explicit code for all terms can be generated only for one-dimensional and low order two-dimensional elements. For three-dimensional elements and higher order two-dimensional elements the representative formulas for an arbitrary term of the gradient or Hessian have to be derived. Herein we shall take advantages of the automatic differentiation technique. Another possibility would be to explore the symmetric patterns (see [24] ).
The subset of unknown parameters, denoted by ai, is defined by a; c a, ;,,=a, Ui n Uj = 0, i#j.
(14)
Let iii be an arbitrary element of the ith subset. At the evaluation time of the program, the actual index of an arbitrary element iIi becomes known. Thus, iE;j represents an element of subset i with index j. In a similar manner Gi represents ith subset of the set of interpolation functions G. Let quantity k be expressed as a linear combination of ai and G;. For example k can be one of the unknown functions u. The tensor calculus then leads the following relation dk -k= a; .Gi + aii, = Gij.
Thus, the formula (15) is a representative formula for the evaluation of derivatives of k with respect to the arbitrary element of subset ai. The same principle can also be used for more complicated formulas. Suppose that the gradient of the function f(k) with respect to a has to be evaluated. Then the number of subsets (denoted by L) is equal to the number of representative formulas needed for the evaluation of the gradient. For the finite elements that apear in mechanics of solids, the number of subsets depends on the variational formulation, and is different for 2D and 3D elements. For the sake of simplicity we consider a general three-dimensional isoparametric finite element with IZ nodes and n shape functions A$ (for more details see, e.g., [25] ). Displacement of the ith node is prescribed by the displacement vector {ui, vi, wi}. Thus the following set of 3n unknown nodal parameters can be obtained I(={U1,U,,W,,...,U,,u,,W,}T (16) and the displacement field u = {u, v, w} is discretized as follows:
Description level 3
Let us first take a look at how derivation is done manually for a typical mechanical problem. When elements are derived manually, typically representative code for an arbitrary node can be created. The result is the well known Bi matrix which relates strains with displacements and has the dimension number of strain components x number of nodal degrees of freedom. The representative gradient ( 18) is a sub-vector of the whole gradient and has dimension 3. The Hessian (19) is a 3 x 3 sub-matrix of the tangent matrix of the element
. ,n. a (19) Thus, the number of subsets of the manually made code is L = 3. It is interesting to note that this is also an optimal choice for the automatic code generation.
Unknown nodal parameters can be organized by the spatial dimensions into 3 sets with 12 elements as follows: al ={%...,%)T, az={%...,&JT, a3={w ,,..., W,}T.
Only one set of interpolation functions G (22) is needed for the interpolation of the displacements u=Ga,, v=Guz, w=Gus,
G={N ,,..., N,}.
A high abstract description, introduced in the previous section, can now be directly implemented, leading to the representative 3 x 1 sub-vector of gradient (23) 
Some other description levels
Organizing the unknown nodal parameters by spatial dimensions, such as in Eq. (20), is not the only possible way. Generally, arbitrary subsets can taken from the set of all unknown parameters. However, only a few of those possibilities are of practical interest.
One subset: One characteristic formula for arbitrary element of gradient and Hessian.
In this case all unknown parameters are treated equally and no partitioning is needed.
a={ui,ui,W,.
. . , hz, h wJT.
C-25)
Since there is only one set of parameters, Z represents an arbitrary parameter and parameter iii with the index i, determined at the evaluation time. The formulation leads to one formula for arbitrary elements of the gradient (26) and the Hessian (27). 
In the previous section the general notation for the description of finite elements has been introduced. The actual implementation depends on the type of element and variational formulation. In this section the schematic SMS procedure for deriving the gradient and the Hessian of an arbitrary functional for an arbitrary number of subsets L is described. The arbitrary element can be derived in the following 6 steps:
Step 1 Step 2: Trial function expansion of unknown functions Ui as linear combination of unknown parameters and interpolation functions (ui = SMSDot[Gj, ai]).
Step 3: Definition of a functional.
Step 4: For every set of unknown parameters create two indexes. The first one (iiik, )
represents an arbitrary element of the ith set which will be replaced at the evaluation time by index ki. The second one (iii/,) will be replaced at the evaluation time by index li.
Step 5: Derive L characteristic formulas for the gradient and L2 characteristic formulas for the Hessian. The derivation is performed by automatic differentiation with respect to an arbitrary element of the set.
Step 6: Automatic generation of FE subroutines. Let us once again consider the example presented in Section 2.1. The code presented there is generated without the use of subsets. This time all parameters are grouped together in one set. A code for the evaluation of the gradient, automatically separated by the SMS system into the subroutines, is presented.
Finite element example
In this section, the automatically generated code is compared with the carefully manually written code. However, a manually written code is never totally objective and consequently comparisons are also not objective. The code used here follows the conventional finite element procedure as described by Zienkiewicz and Taylor [25] , where the code written for the finite element environment FEAP [21] for similar elements can be found. The use of the SMS system will be introduced in the case of a three dimensional, eight nodes, isoparametric element. Large logarithmic strains and the Neo-Hook's hyperelastic material law [ 171 are considered, which makes the developed element geometrically and material nonlinear. Classical, displacement based variational formulation is used. The element has 24 degrees of freedom. Details of the element formulation and full input for the SMS system and MATHEMATICA can be found in [lo] . Herein, only the code size and the efficiency are compared.
The code was automatically generated for a number of subsets 1,3, and 24 in a way as described in the previous section. In Table 2 , the numerical efficiency of the solutions and the amount of the resulting program code in bytes are compared. Efficiency is assessed by a direct measurement of the execution time needed to evaluate the nodal force vector and the stiffness matrix. Since all elements are incorporated into FEAF' and compiled with the same compiler, the results represent quite an objective measure of efficiency. As can be expected, more explicit formulas mean also more efficient code. Considerably improved efficiency from the number of subsets 1 to 3 is the consequence of partially separable functions. Displacement fields u, v and w are indeed discretized independently. From 3 to 24 only minor improvement can be observed. It is a consequence of more explicit formulas, without loops, while the number of numerical operations remains almost the same.
As opposed to efficiency, more subsets do not necessarily lead to larger code. The amount of the generated code is influenced by two processes: more subsets increase the amount of the code but at the same time more explicit formulas can be additionally simplified, which decreases the code size. As a result of both processes, the number of subsets 3 has the shortest code. If both criteria, code size and efficiency, are taken into account, then the code generated by partitioning the unknown parameters into three subsets has the best overall performance. It is interesting to notice that the manually written code has similar structure.
Recent applications of the SMS system
The new package has already been successfully used for the development of the new 2D and 3D elements based on a modified enhanced strain method [lo] . Among other problems, the well known hour-glassing problem of enhanced strain elements in the presence of large deformations was successfully solved with the help of the new system [ 111. It was also applied to develop a 'spline' finite strip element for nonlinear analysis of the prismatic shell structures with the non uniform cross section [ 121. In all those cases the symbolic approach significantly improves the element formulation, not only from the point of view of efficiency and reliability of the automatically generated program code, but also from the point of view of efficiency and reliability of the finite element formulation itself.
However, the high abstract description of the problem does not automatically mean more compact and efficient numerical code. Conventional FE technology is based on matrix algebra. It can be represented as a complicated sequence of vector and matrix operations as addition, multiplication, inversion, etc. Mathematical tools such as matrix algebra and tensor algebra are instruments which normally help the user to handle the problem of uncontrollable expression growth. With their help we can also detect important relations between the formulas which can dramatically reduce the entire derivation and improve efficiency of the final numerical code. These tools are basically not needed when the continuum problem is described on a high abstract level with the SAC systems. On the other hand, matching common sub-expressions and some higher relations, as described, can hardly be compared with the powerful mathematical tools. Thus, at the critical points of the derivation some structural knowledge of the problem might still be needed.
