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THE CHU CONSTRUCTION FOR COMPLETE ATOMISTIC
COATOMISTIC LATTICES
BORIS ISCHI AND GAVIN J. SEAL
Abstract. The Chu construction is used to define a ∗-autonomous structure
on a category of complete atomistic coatomistic lattices. This construction
leads to a new tensor product that is compared with a certain number of other
existing tensor products.
1. Introduction
In [18] Shmuely defines the tensor product of two partially ordered sets as the
set of all Galois connections between them (see Definition 4.3). When the ordered
sets are complete lattices, this tensor product can equivalently be obtained by way
of a universal property in the category of complete lattices and join-preserving
maps. This tensor product appears as an instance of a result by Banaschewski and
Nelson [4] that is based on existence of an internal hom. Alternatively, if no obvious
internal hom is available, the Chu construction [5] proves to be useful to exhibit a
suitable bifunctor.
In this work, we follow the second lead to obtain a tensor product ⊛ in a category
of complete atomistic lattices. Our original motivation for the study of this a
category is the Piron-Aerts approach to quantum logic, in which a physical system
is described by a complete atomistic lattice and time-evolution is modeled by a
join-preserving map sending atoms to atoms or zero [12].
In order to use the Chu construction, we first need to restrict attention to a
suitable subcategory Cal0Sym of lattices, as discussed in Section 2. The rest of
this paper is organized as follows. In Section 3, we recall the definition of ∗-
autonomous categories and Chu spaces. The category Cal0Sym and the bifunctor
⊛ are introduced in Sections 4 and 5 respectively. Section 6 is devoted to our main
result, namelyCal0Sym with−⊛− is ∗-autonomous. In Section 7, the tensor product
−⊛− is compared to other lattice-theoretical tensor products. It is characterized
in terms of a universal property with respect to what we call weak bimorphisms in
Section 8. Finally, in Section 9 we focus on DAC-lattices as these play a central role
in quantum logic. For lattice-theoretic terminology, we refer to Maeda and Maeda
[17] and for general terminology concerning category theory, we refer to Mac Lane
[16].
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2. Setting
As mentioned in the introduction, the category of complete atomistic lattices
with join-preserving maps sending atoms to atoms or 0 appears naturally in the
foundations of quantum theory [12] (see [9] for further references). The problem of
describing compound systems in quantum axiomatic is related to the question of
finding a suitable tensor product for their models (see for instance [2], [19] or [3] and
references therein). Our goal is to apply the Chu construction to a subcategory of
the category mentioned above in order to find a new tensor product. The starting
point is the trivial remark that a complete atomistic lattice, seen as a simple closure
space, is a Chu space and that a join-preserving map sending atoms to atoms defines
an arrow in the Chu category. In this section, we outline the technical reasons that
brought us to study the subcategory Cal0Sym defined in section 4.
Denote by 2 the two-element set {0, 1}. The objects of the category Chu2 ≡
Chu(Set, 2) are triples (A, r,X), where A and X are sets, and r is a map; r : A×
X → 2. Arrows are pair of maps (f, g) : (A, r,X)→ (B, s, Y ) with f : A→ B and
g : Y → X such that s(f(a), y) = r(a, g(y)) for all a ∈ A and y ∈ Y . The functor
−⊥ is defined on objects as (A, r,X)⊥ = (X, rˇ, A), with rˇ(x, a) = r(a, x), and the
bifunctor − ⊗ − as A1 ⊗ A2 = (A1 × A2, t,Chu2(A1,A⊥2 )) where Ai = (Ai, ri, Xi)
and t((a1, a2), (f, g)) = r2(a2, f(a1)).
Obviously, if L is an atomistic lattice, then G(L) := (Σ, r,L), where Σ denotes
the set of atoms of L and r(p, a) = 1 ⇐⇒ p ≤ a, is an object of Chu2. If in
addition of being atomistic lattices, L1 and L2 are moreover complete, then (f, g) ∈
Chu2(G(L1),G(L2)) if and only if there is a Galois connection (see Definition 4.3)
(h, h◦) between L1 and L2 with h sending atoms to atoms, f = h|Σ1 and g = h
◦.
As a consequence, for the category Cal of complete atomistic lattices with maps
preserving arbitrary joins and sending atoms to atoms, we have a full and faithful
functor G : Cal→ Chu2. Moreover, it can be proved that Cal is closed under the
tensor product of Chu2, i.e. G(L1 6 L2) ∼= G(L1) ⊗ G(L2) where 6 denotes the
complete lattice tensor product of Shmuely [18] (or the tensor product of Fraser
[13], see Proposition 7.6, Remark 7.7 and 8.4 below). However, Cal is obviously
not closed under −⊥.
A natural way to get closure under −⊥, is to replace in the definition of the
functor G the set L by the set of coatoms of L. Indeed, for the (non-full) subcategory
CalSym of coatomistic lattices with arrows f having a right adjoint f
◦ sending
coatoms to coatoms, we can define a full and faithful functor K : CalSym → Chu2
as K(L) = (Σ, r,Σ′) and K(f) = (f, f◦), where Σ′ stands for the set of coatoms
of L. Then K(Lop) = K(L)⊥ (where Lop denotes the dual of L defined by the
converse order relation) but the category CalSym is not closed under the tensor
product of Chu2. For instance, consider MOn the complete atomistic lattice with
n atoms such that 1 covers each atom. Let L1 = MOn and L2 = MOm with
n 6= m. Then it is easy to check that Chu2(K(L1),K(L2)⊥) = ∅ since there is no
bijection between Σ1 and Σ2. As a consequence, there is no L ∈ CalSym such that
K(L) ∼= K(L1)⊗K(L2).
In the preceding example, the reason why CalSym is not closed under the tensor
product of Chu2 is that CalSym(L1,L
op
2 ) = ∅. A simple way to remedy to this is
to consider more morphisms, namely maps preserving arbitrary joins and sending
atoms to atoms or 0. Call Cal0 the category of complete atomistic lattices equipped
with those morphisms. Then Cal0 can be embedded canonically in the category
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Chu20 ≡ Chu(Set0, 20), where Set0 denotes the category of pointed sets with
monoidal structure given by the smash product, and 20 denotes the set {0, 1}
pointed by 0 (see Section 3 for details). Indeed, it is easy to check that the functor
G0 : Cal0 → Chu20 defined on objects as G
0(L) = (Σ ∪ {0}, r,L) where Σ ∪ {0}
is pointed by 0 and L is pointed by 1, and where r(x, a) = 0 ⇐⇒ x ≤ a, and on
morphisms as G0(f) = (f, f◦), is full and faithful, and that Cal0 is closed under
the tensor product of Chu20 .
However, asCal, the categoryCal0 is not closed under the dualizing functor −⊥.
Again, a natural way to obtain closure under −⊥ is to replace in the definition of G0
the set L by Σ′∪{1} (we refer the reader to Section 4 for the definition of Cal0Sym).
Hence, we define a functor F : Cal0Sym → Chu20 as F(L) = (Σ ∪ {0}, r,Σ
′ ∪ {1})
and F(f) = (f, f◦). Then, for F to be full we have to consider more morphisms
than in CalSym, namely maps preserving arbitrary joins and sending atoms to
atoms or 0 with right adjoint sending coatoms to coatoms or 1.
In order to check closure under tensor product, let L1 and L2 be complete atom-
istic coatomistic lattices. Then
F(L1)⊗C F(L2)
∼= (Σ1 × Σ2 ∪ {0}, t,Chu20(F(L1),F(L2)
⊥)),
where ⊗
C
denotes the tensor product of Chu20 . Now, by definition (f, g) ∈
Chu20(F(L1),F(L2)
⊥) if and only if f : Σ1 → Σ′2 ∪ {1}, g : Σ2 → Σ
′
1 ∪ {1},
and q ≤ f(p) ⇐⇒ p ≤ g(q), for all atoms p ∈ Σ1 and q ∈ Σ2. To the map f we
can associate a subset xf of Σ1 × Σ2 defined as xf =
⋃
{{p} × Σ2[f(p)] ; p ∈ Σ1},
where Σ2[b] denotes the set of atoms under b. Hence, it can be seen that
F(L1)⊗CF(L2)
∼= (Σ1×Σ2∪{0}, r,Γ), where Γ is the set of all subsets x
f of Σ1×Σ2
and where for X ∈ Γ and p ∈ Σ1 × Σ2, r(0, X) = 1 and r(p,X) = 1 ⇐⇒ p ∈ X .
As a consequence, F(L1)⊗C F(L2) is in the image of F only if there is L ∈ Cal
0
Sym
such that Σ = Σ1×Σ2 and {Σ[x] ; x ∈ Σ′∪{1}} = Γ, that is only if for any a, b ∈ Γ
different from Σ1 × Σ2, a is not a subset of b and b is not a subset of a. This fails
to be true, for instance if L1 and L2 are powerset lattices (see Example 6.7).
Therefore, in order to have closure under tensor product, the objects in Cal0Sym
cannot be all complete atomistic coatomistic lattices, but me must impose some
condition. We will prove that a sufficient condition (which we call A0) is to ask
that for any two atoms p and q and any two coatoms x and y, there is a coatom z
and an atom r such that p ∧ z = 0 = q ∧ z and r ∧ x = 0 = r ∧ y. Note that our
Axiom A0 implies that the lattices are irreducible. We will give an example of a
complete atomistic orthocomplemented lattice L which is irreducible but does not
satisfy A0, and such that there is no L0 ∈ Cal0Sym with F(L0)
∼= F(L) ⊗C F(L)
(see Example 6.8).
Using the functor F we prove that Cal0Sym is closed under both −
⊥ and the
tensor product of Chu20 , hence that Cal
0
Sym inherits the ∗-autonomous structure
of Chu20 . This result is presented in Theorem 6.5, Section 6.
3. The category Chu(Set0, 20)
We begin by briefly recalling the definition of a ∗-autonomous category. For
details, we refer to Barr [5], [6].
Definition 3.1. An autonomous category C is a monoidal symmetric closed cate-
gory. Monoidal symmetric means that there is a bifunctor −⊗− : C×C→ C, an
object ⊤, and natural isomorphisms α
ABC
: (A⊗B)⊗C → A⊗(B⊗C), r
A
: A⊗⊤ → A,
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A
: ⊤⊗A→ A, and s
AB
: A⊗B→ B⊗A, satisfying some coherence conditions (see the
appendix). Closed means that there is a bifunctor −⊸ − : Cop×C→ C such that
for all objects A, B, C of C, there is an isomorphism C(A ⊗ B,C) ∼= C(B,A⊸ C),
natural in B and C.
Remark 3.2. Let C be an autonomous category and ⊥ an object of C. Since C
is closed and symmetric, for each object A we have
C(A⊸ ⊥,A⊸ ⊥) ∼= C(A⊗ (A⊸ ⊥),⊥)
∼= C((A⊸ ⊥)⊗ A,⊥) ∼= C(A, (A⊸ ⊥)⊸ ⊥).
Hence, to the identity arrow (A ⊸ ⊥) → (A ⊸ ⊥) corresponds an arrow A →
((A⊸ ⊥)⊸ ⊥).
Definition 3.3 (Barr, [5]). If for every object A of C the aforementioned arrow
A → ((A⊸ ⊥)⊸ ⊥) is an isomorphism, the object ⊥ is called a dualizing object.
A ∗-autonomous category C is an autonomous category with a dualizing object.
Usually, A⊸ ⊥ is written A⊥.
Chu’s paper [5] (see also Barr [7], [8]) describes a construction of a ∗-autono-
mous category starting with a finitely complete autonomous category. We outline
the construction of Chu for the category Set0 of pointed sets and pointed maps.
Definition 3.4. On the category Set0 of pointed sets with pointed maps, we define
the smash product − ♯− : Set0 × Set0 → Set0 as
A ♯ B := [(A\{0A})× (B\{0B})] ∪ {0♯},
where 0A and 0B are the respective base-points of A and B. Moreover, we write 20
for the set {0, 1} pointed by 0.
Lemma 3.5. The category 〈Set0, ♯, 20,⊸〉, with A⊸ B := Set0(A,B) pointed by
the constant map, is autonomous.
Proof. The proof is direct and is omitted here. 
Notation 3.6. Let A, B and C be pointed sets and let r : A♯B → C be a pointed
map. We do not distinguish this map from the map defined on A × B with value
in C such that r(a, b) = 0C , whenever a = 0A or b = 0B.
Definition 3.7. An object of Chu20 := Chu(Set0, 20) is a triplet (A, r,X), where
A and X are pointed sets, and r : A ♯ X → 20 is a pointed map. An arrow is a
pair of pointed maps (f, g) : (A, r,X)→ (B, s, Y ), with f : A→ B and g : Y → X ,
satisfying s(f(a), y) = r(a, g(y)) for all a ∈ A and y ∈ Y .
Remark 3.8. Let A = (A, r,X) and B = (B, s, Y ) be objects of Chu20 . The pair
of constant maps f : A → B; a 7→ 0B and g : Y → X ; y 7→ 0X forms an arrow of
Chu20(A,B) which we call the constant arrow.
Definition 3.9. For i = 1, 2, let Ai = (Ai, ri, Xi) and Bi = (Bi, si, Yi) be objects
of Chu20 , and (fi, gi) ∈ Chu20(Ai,Bi).
The functor −⊥ : Chuop20 → Chu20 is defined on objects as A
⊥
1 := (X1, rˇ1, A1),
where rˇ1(x, a) = r1(a, x), and on arrows as (f1, g1)
⊥ := (g1, f1) : B
⊥
1 → A
⊥
1 .
The bifunctor −⊗
C
− : Chu20 ×Chu20 → Chu20 is defined on objects as
A1 ⊗C A2 = (A1 ♯ A2, t,Chu20(A1,A
⊥
2 )),
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with Chu20(A1,A
⊥
2 ) pointed by the constant arrow, and with t defined as
t((a1, a2), (f, g)) := r1(a1, g(a2)) = rˇ2(f(a1), a2).
Further, f1⊗C f2 : A1⊗C A2 → B1⊗C B2 is defined as (a1, a2) 7→ (f1(a1), f2(a2)) if
f1(a1) 6= 0 and f2(a2) 6= 0 (with (f1⊗C f2)(a1, a2) := 0♯ if f1(a1) = 0 or f2(a2) = 0),
and as (f, g) 7→ (g2 ◦ f ◦ f1, g1 ◦ g ◦ f2) for (f, g) ∈ Chu20(B1,B
⊥
2 ).
Definition 3.10. The object⊤ is defined as ⊤ := (20, r, 20) with r the isomorphism
between 20 ♯ 20 and 20. Moreover, the dualizing object ⊥ is defined as ⊤⊥. Finally,
the bifunctor −⊸ − is given by A⊸ B := (A⊗
C
B⊥)⊥.
Remark 3.11. The object ⊤ is the tensor product unit; A ⊗
C
⊤ ∼= A. Hence, we
have A⊸ ⊤⊥ ∼= A⊥, and ⊥ is the dualizing object. Note that ⊤ ∼= ⊥.
Since Set0 is finitely complete and autonomous (Lemma 3.5), we have the fol-
lowing result.
Proposition 3.12. The category 〈Chu20 ,⊗C ,⊤,⊸,⊥〉 is ∗-autonomous.
4. The category Cal0Sym
Definition 4.1. Let Σ be a nonempty set and L ⊆ 2Σ. We say that L is a simple
closure space on Σ if L contains ∅ and all singletons, and if L is closed under
arbitrary set-intersections (i.e.
⋂
ω ∈ L for all ω ⊆ L), in particular L contains
Σ =
⋂
∅. Note that a simple closure space (ordered by set-inclusion) is a complete
atomistic lattice. Recall that an element p of a lattice with 0 is called an atom if
p covers 0 (i.e. 0 ≤ x ≤ p ⇒ x = 0 or x = p). Moreover, a lattice with 0 is called
atomistic when every non-zero element a ∈ L is the join of the atoms under a. For
p ∈ Σ, we identify p with {p} ∈ L.
Notation 4.2. Let L be a poset and a ∈ L. The bottom and top elements of L,
if they exist, are denoted by 0 and 1 respectively. We denote by Lop the dual of L
(defined by the converse order relation), by Σ and Σ′ the sets of atoms and coatoms
of L respectively, by Σ[a] the set of atoms under a, and by Σ′[a] the set of coatoms
above a. For any subset ω ⊆ L, we write
Cl(ω) = {Σ[a] ; a ∈ ω} ⊆ 2Σ,
ordered by set-inclusion. Note that if L is a complete atomistic lattice, then Cl(L)
is a simple closure space on the set of atoms of L.
Definition 4.3. Let L1 and L2 be posets. A Galois connection between L1 and
L2 (or equivalently an adjunction) is a pair (f, g) of order-preserving maps with
f : L1 → L2 and g : L2 → L1 such that for any a ∈ L1 and b ∈ L2, f(a) ≤ b ⇐⇒
a ≤ g(b).
Let L1 and L2 be complete lattices and f : L1 → L2 a map. The join and meet
in Lopi are denoted by
∨op and ∧op respectively. The map f◦ : L2 → L1 is defined
as
f◦(b) :=
∨
{a ∈ L1 ; f(a) ≤ b},
and fop : Lop2 → L
op
1 as f
op(b) := f◦(b). Finally, 2 stands for the lattice with only
two elements.
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Remark 4.4. Let L1 and L2 be posets and (f, g) a Galois connection between L1
and L2. Then g = f◦ preserves all existing meets and both f and fop preserve all
existing joins. Moreover, when L1 and L2 are complete lattices and h : L1 → L2 is
a map then h preserves arbitrary joins ⇐⇒ (h, h◦) is a Galois connection between
L1 and L2.
Lemma 4.5. Let L1 and L2 be complete atomistic lattices and let f : L1 → L2 be
a map that sends atoms to atoms or 0. Denote by F the restriction of f to atoms.
Then f preserves arbitrary joins ⇐⇒ f(a) =
∨
F (Σ[a]) and F−1(Σ[b] ∪ {0}) ∈
Cl(L1), ∀a ∈ L1, b ∈ L2.
Proof. Suppose that f preserves arbitrary joins. Let p be an atom under
∨
F−1(Σ[b]
∪{0}). Then
f(p) ≤
∨
F (F−1(Σ[b] ∪ {0})) ≤ b,
hence p ∈ F−1(Σ[b] ∪ {0}).
We now prove the converse. Define g(b) =
∨
F−1(Σ[b]∪{0}). We prove that the
pair (f, g) forms a Galois connection between L1 and L2 (see Definition 4.3) Let
a ∈ L1 and b ∈ L2. Suppose that f(a) ≤ b. Then
∨
F (Σ[a]) ≤ b, hence, f(p) ≤ b
for all p ∈ Σ[a]. Therefore a ≤ g(b). Suppose now that a ≤ g(b). Then for any
p ∈ Σ[a], p ≤ g(b), hence, from the second hypothesis, f(p) ≤ b. As a consequence,
f(a) =
∨
F (Σ[a]) ≤ b. 
Definition 4.6. We denote by Cal0Sym the following category: the objects are all
complete atomistic coatomistic lattices L such that
(A0) ∀x ∈ Σ
′,
∨
(Σ\Σ[x]) = 1 and ∀p ∈ Σ,
∧
(Σ′\Σ′[p]) = 0.
The arrows are all maps f preserving arbitrary joins and sending atoms to atoms
or 0 such that fop sends atoms to atoms or 0 (i.e. f◦ sends coatoms to coatoms or
1).
Remark 4.7. The condition ∀x ∈ Σ′,
∨
(Σ\Σ[x]) = 1 is equivalent to
(†) ∀x, y ∈ Σ′, Σ[x] ∪ Σ[y] 6= Σ
so that axiom (A0) is equivalent to requiring this condition for L and Lop (that is
∀ p, q ∈ Σ, Σ′[p] ∪ Σ′[q] 6= Σ′.)
Remark 4.8. Note that 2 ∈ Cal0Sym. Moreover, the map −
op : Cal0Sym
op
→
Cal0Sym is a functor. Indeed, consider two arrows of Cal
0
Sym, say g : L1 → L2 and
f : L2 → L3. Let c ∈ L
op
3 . Then we have
gop ◦ fop(c) = g◦(f◦(c)) =
∨
{a ∈ L1 ; g(a) ≤ f
◦(c)}
=
∨
{a ∈ L1 ; f(g(a)) ≤ c} = (f ◦ g)
◦
(c) = (f ◦ g)op(c).
Finally, note that Axiom A0 will only be needed for Lemma 5.7; note also that it
implies that L is irreducible (see [17], Theorem 4.13).
Definition 4.9. A lattice with 0 has the covering property if for any atom p and
any a ∈ L, p ∧ a = 0 implies that p ∨ a covers a (i.e. p ∨ a ≥ x ≥ a ⇒ x = p ∨ a or
x = a).
A lattice L with 0 and 1 such that L and its dual Lop are atomistic with the
covering property, is called a DAC-lattice.
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Example 4.10. Let L be an irreducible complete DAC-lattice. Then L is an object
of Cal0Sym.
Indeed, let x, y be coatoms. Suppose that Σ[x] ∪ Σ[y] = Σ. Let z be a coatom
above x∧ y. Let p be an atom under z such that p∧x∧ y = 0. Since by hypothesis
Σ[x] ∪ Σ[y] = Σ, one has p ≤ x or p ≤ y. Note that since Lop has the covering
property, z covers x ∧ y. Hence, if p ≤ x, then z = p ∨ (x ∧ y) = x, and if p ≤ y,
then z = p ∨ (x ∧ y) = y. As a consequence, the set of coatoms above x ∧ y is
given by {x, y}, a contradiction. Indeed, recall that the join of any two atoms of
an irreducible complete DAC-lattice contains a third atom (see [17], Theorems 28.8
and 27.6, and Lemma 11.6), hence, by duality, for any two coatoms x and y, there
is a third coatom above their meet.
Finally, by duality, Lop also satisfies condition (†) so that L satisfies axiom A0.
We end this section by recalling the relation between irreducible complete DAC-
lattices and lattices of closed subspaces of vector spaces.
Definition 4.11 (see [17], Definition 33.1). Let E be a left vector space (respec-
tively F a right vector space) over a division ring K and f : E × F → K a non-
degenerate bilinear map. Then (E,F, f) is called a pair of dual spaces. For A ⊆ E,
define
A⊥ := {y ∈ F ; f(x, y) = 0, ∀x ∈ A},
and for B ⊆ F define B⊥ similarly. Define
LF (E) := {A ⊆ E ; A
⊥⊥ = A},
ordered by set-inclusion.
Theorem 4.12 (see [17], Theorem 33.4). Let (E,F ) be a pair of dual spaces. Then
LF (E) is an irreducible complete DAC-lattice.
Theorem 4.13 (see [17], Theorem 33.7). If L is an irreducible complete DAC-
lattice of length ≥ 4, then there exists a pair of dual spaces (E,F ) over a division
ring K such that L ∼= LF (E).
Remark 4.14. If x is a finite dimensional subspace of E, then x ∈ LF (E) (see
[17], Lemma 33.3.2).
5. The bifunctor ⊛
The bifunctor ⊛ will provide Cal0Sym with a suitable “tensor product” in order
to make it into a ∗-autonomous category.
Notation 5.1. For p ∈ Σ1 × Σ2, we denote the first component of p by p1 and
the second by p2 that is p = (p1, p2). For R ⊆ Σ1 × Σ2, we adopt the following
notations.
R1[p] := {q1 ∈ Σ1 ; (q1, p2) ∈ R},
R2[p] := {q2 ∈ Σ2 ; (p1, q2) ∈ R}.
Remark 5.2. Note that R1[p] (respectively R2[p]) depends only on p2 (respectively
only on p1). For (r, s) ∈ Σ1×Σ2, we define R1[s] as R1[(p, s)] and R2[r] as R2[(r, q)]
for any (p, q) ∈ Σ1 × Σ2.
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Definition 5.3. Let L1 and L2 be complete atomistic coatomistic lattices. Then
we define
Σ′⊛ :=
{
R $ Σ1 × Σ2 ; R1[p] ∈ Cl(Σ′1 ∪ {1}) and
R2[p] ∈ Cl(Σ
′
2 ∪ {1}), ∀ p ∈ Σ1 × Σ2}
and
L1 ⊛ L2 :=
{⋂
ω ; ω ⊆ Σ′⊛ ∪ {Σ1 × Σ2}
}
,
ordered by set-inclusion.
Remark 5.4. Note that L1 ⊛ 2 ∼= L1.
Notation 5.5. Let L1 and L2 be complete atomistic lattices, a1 ∈ L1, and a2 ∈ L2.
Then we define
a1 ◦ a2 := Σ[a1]× Σ[a2],
a1  a2 := (a1 ◦ 1) ∪ (1 ◦ a2) = (Σ[a1]× Σ2) ∪ (Σ1 × Σ[a2]).
Lemma 5.6. Let L1, L2 ∈ Cal
0
Sym and Σ
′
7 := {x1  x2 ; (x1, x2) ∈ Σ
′
1 × Σ
′
2}.
Then Σ′7 ⊆ Σ
′
⊛ and Σ
′
7 is a set of coatoms of L1 ⊛ L2.
Proof. Let (x1, x2) ∈ Σ′1 × Σ
′
2, X = x1  x2, and p ∈ Σ1 × Σ2. Then X1[p] = Σ1
if p2 ≤ x2 and X1[p] = Σ[x1] otherwise. Similarly, X2[p] = Σ2 if p1 ≤ x1 and
X2[p] = Σ[x2] otherwise. As a consequence, X ∈ Σ′⊛, thus X ∈ L1 ⊛ L2.
Let R ∈ L1⊛L2 such that X ⊆ R andX 6= R. Let p ∈ R\X . Then {p1}×({p2}∪
Σ[x2]) ⊆ R, hence, since x2 is a coatom of L2, by Definition 5.3, {p1}×Σ2 ⊆ R. As
a consequence, (Σ[x1]∪ {p1})×Σ2 ⊆ R (and Σ1 × (Σ[x2]∪ {p2}) ⊆ R). Hence, for
all s ∈ Σ2, (Σ[x1] ∪ {p1})× {s} ⊆ R1[s] ∈ Cl(Σ′1 ∪ {1}), thus, since x1 is a coatom
of L1, R1[s] = Σ1 for all s ∈ Σ2, that is, R = Σ1 × Σ2. As a consequence, X is a
coatom of L1 ⊛ L2. 
Lemma 5.7. Let L1, L2 ∈ Cal0Sym. Then L1 ⊛ L2 is a simple closure space on
Σ1 × Σ2. Moreover, L1 ⊛ L2 ∈ Cal0Sym and the set of coatoms of L1 ⊛ L2 is given
by Σ′⊛.
Proof. We first prove that L1⊛L2 is a simple closure space on Σ1×Σ2. By Remark
5.4, we can assume that L1 6= 2 and that L2 6= 2. By definition, L1 ⊛ L2 contains
Σ1 × Σ2 and all set-intersections. Let p ∈ Σ1 × Σ2, and
X1 :=
⋂
{x1  x2 ; (x1, x2) ∈ Σ
′[p1]× Σ
′
2} ,
X2 :=
⋂
{x1  x2 ; (x1, x2) ∈ Σ
′
1 × Σ
′[p2]} .
Then p ∈ X1 ∩X2. By Lemma 5.6, X1, X2 ∈ L1 ⊛ L2. Moreover
X1 =
⋃{(⋂[
f−1(1)
]
1
)
×
(⋂[
f−1(2)
]
2
)
; f ∈ 2Cl(Σ
′[p1])×Cl(Σ
′
2
)
}
,
where
[
f−1(1)
]
1
denotes the set of all A ∈ Cl(Σ′[p1]) such that there exists
B ∈ Cl(Σ′2) with f(A,B) = 1. Now, if f
−1(1) 6= Cl(Σ′[p1]), then
⋂
f−1(2) = ∅.
Therefore, X1 = p1 ◦1, and for the same reason, X2 = 1◦p2. Hence {p} = X1∩X2,
thus {p} ∈ L1⊛L2. As a consequence, L1⊛L2 is a simple closure space on Σ1×Σ2.
To prove that the set of coatoms of L1 ⊛ L2 is given by Σ′⊛, it suffices to check
that if x, y ∈ Σ′⊛ ∪ {1 ◦ 1} and x $ y, then y = 1 ◦ 1. Let p ∈ Σ1 × Σ2 such
that x2[p] $ y2[p]. Then y2[p] = Σ2, since by definition,
∨
x2[p] is either a coatom
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of L2 or 1. Let q2 6∈ x2[p]. First, since x ⊆ y, we have x1[q2] ⊆ y1[q2]. Now,
by hypothesis, p1 6∈ x1[q2] whereas p1 is in y1[q2]. As a consequence, y1[q2] = Σ1,
for any q2 6∈ x2[p], therefore Σ1 × (Σ2\x2[p]) ⊆ y. By Axiom A0, it follows that∨
(Σ2\x2[p]) = 1. Thus, we find that y = 1 ◦ 1.
We now check that Axiom A0 holds in L1 ⊛ L2. Let x, y ∈ Σ
′
⊛ and
A := {p1 ∈ Σ1 ; x2[p1] = Σ2}
B := {p1 ∈ Σ1 ; y2[p1] = Σ2}.
Note that
A =
⋂
{x1[s] ; s ∈ Σ2} and B =
⋂
{y1[s] ; s ∈ Σ2},
hence A, B ∈ Cl(L1). Indeed,
r ∈ A ⇐⇒ x2[r] = Σ2 ⇐⇒ r × Σ2 ⊆ x
⇐⇒ r ∈ x1[s], ∀s ∈ Σ2 ⇐⇒ r ∈
⋂
{x1[s] ; s ∈ Σ2}.
Suppose now that x∪y = Σ1×Σ2. Then for any p ∈ Σ1×Σ2, x2[p]∪y2[p] = Σ2.
As a consequence, since condition (†) holds in L2, we have that x2[p] 6= Σ2 ⇒
y2[p] = Σ2, and y2[p] 6= Σ2 ⇒ x2[p] = Σ2; whence A ∪ B = Σ1, a contradiction,
since condition (†) holds in L1.
It remains to check that condition (†) holds in (L1 ⊛ L2)
op
. Let p, q ∈ Σ1 ×Σ2.
Since condition (†) holds in Lop1 and in L
op
2 , there is (x1, x2) ∈ Σ
′
1 × Σ
′
2 such
that for i = 1 and i = 2, pi ∧ xi = qi ∧ xi = 0. As a consequence, we have
p∧ (x1  x2) = q ∧ (x1  x2) = 0. Moreover, by Lemma 5.6, x1  x2 is a coatom of
L1 ⊛ L2. 
Lemma 5.8. Let L1, L2 ∈ Cal0Sym. There is a bijection
ξ : Σ′⊛ ∪ {1⊛} → Cal
0
Sym(L1,L
op
2 ),
such that for all x ∈ Σ′⊛ ∪ {1⊛}, we have x = {p ◦ ξ(x)(p) ; p ∈ Σ1} (where 1⊛
stands for Σ1 × Σ2).
Proof. Let x ∈ Σ′⊛ ∪ {1⊛}. Define Fx : Σ1 ∪ {0} → Σ
′
2 ∪ {1} as
Fx(p1) :=
∨
x2[p1],
and Fx(0) = 1. Moreover, define fx : L1 → L
op
2 as fx(a) =
∨op
Fx(Σ[a]). Obvi-
ously, fx sends atoms to atoms or 0. Let b ∈ L
op
2 and A := F
−1
x (Σ
′[b] ∪ {1}) (i.e.
A = {r ∈ Σ1 ; Fx(r) ≤op b}). Note that
r ∈ A ⇐⇒ Σ[b] ⊆ x2[r] ⇐⇒ {r} × Σ[b] ⊆ x ⇐⇒ (r, s) ∈ x , ∀s ∈ Σ[b]
⇐⇒ r ∈ x1[s] , ∀s ∈ Σ[b] ⇐⇒ r ∈
⋂
{x1[s] ; s ∈ Σ[b]},
hence A =
⋂
{x1[s] ; s ∈ Σ[b]}. As a consequence, A ∈ Cl(L1), therefore, by Lemma
4.5, fx preserves arbitrary joins.
Let q be an atom of L2. Then
f◦x(q) =
∨
{a ∈ L1 ; fx(a) ≤
op q} =
∨
{p ∈ Σ1 ; q ≤ fx(p)} =
∨
x1[q].
Therefore, fx ∈ Cal0Sym(L1,L
op
2 ).
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Let f ∈ Cal0Sym(L1,L
op
2 ). Define x
f ⊆ Σ1 × Σ2 as xf =
⋃
{p ◦ f(p) ; p ∈ Σ1}.
Let p ∈ Σ1 × Σ2. Then
x
f
2 [p] = Σ[f(p1)] ∈ Cl(Σ
′
2 ∪ {1}),
and by Lemma 4.5
x
f
1 [p] = {r ∈ Σ1 ; p2 ≤ f(r)} = {r ∈ Σ1 ; f(r) ≤
op p2}
= Σ[
∨
{r ∈ Σ1 ; f(r) ≤
op p2}] = Σ[
∨
{a ∈ L1 ; f(a) ≤
op p2}]
= Σ[f◦(p2)] ∈ Cl(Σ
′
1 ∪ {1}).
Obviously, we have xfx = x and fxf = f . 
Lemma 5.9. For i, j ∈ {1, 2}, let Lji ∈ Cal
0
Sym and fi ∈ Cal
0
Sym(L
1
i ,L
2
i ). Then
there is a unique u ∈ Cal0Sym(L
1
1 ⊛ L
1
2,L
2
1 ⊛ L
2
2), with u(p) = (f1(p1), f2(p2)), for
any p ∈ Σ11 × Σ
1
2 such that f1(p1) 6= 0 and f2(p2) 6= 0. We denote u by f1 ⊛ f2.
Proof. Write Fi for fi restricted to atoms and define F as F (p1, p2) = 0⊛ if F1(p1) =
0 or F2(p2) = 0, and F (p1, p2) = (F1(p1), F2(p2)) otherwise. Define u as
u(a) =
∨
{F (p1, p2) ; (p1, p2) ∈ a}.
By Lemma 4.5, it suffices to show that for any coatom x of L21⊛L
2
2, F
−1(x∪{0⊛})
is a coatom of L11 ⊛ L
1
2 or 1. Let p ∈ Σ1 × Σ2. Suppose that f2(p2) 6= 0. Then
(F−1(x ∪ {0⊛}))1[p] = {q1 ∈ Σ1 ; (q1, p2) ∈ F
−1(x ∪ {0⊛})}
= {q1 ∈ Σ1 ; F (q1, p2) ∈ x ∪ {0⊛}}
= {q1 ∈ Σ1 ; F1(q1) 6= 0 and (F1(q1), F2(p2)) ∈ x} ∪ F
−1
1 (0)
= F−11 ({r ∈ Σ1 ; (r, F2(p2)) ∈ x} ∪ {0})
= F−11 (x1[F2(p2)] ∪ {0}).
If f2(p2) = 0, then (F
−1(x ∪ {0⊛}))1[p] = Σ1. As a consequence, we find that for
i = 1 and i = 2, (F−1(x ∪ {0⊛}))i[p] ∈ Cl(Σ
′
i ∪ {1}) for any p ∈ Σ
1
1 × Σ
1
2. 
Proposition 5.10. −⊛− : Cal0Sym ×Cal
0
Sym → Cal
0
Sym is a bifunctor.
6. The ∗-autonomous structure on Cal0Sym
We can now turn to our main result. The functor given in the following definition
explains where the tensor product of Cal0Sym comes from. It is also useful to
understand the ∗-autonomous structure of the category. By Lemma 4.5, the functor
given in the following definition is well-defined.
Definition 6.1. Let F : Cal0Sym → Chu20 be the functor defined on objects as
F(L) = (Σ ∪ {0}, r,Σ′ ∪ {1}), with Σ ∪ {0} pointed by 0 and Σ′ ∪ {1} pointed by
1, and with r(p, x) = 0 ⇐⇒ p ≤ x for any p ∈ Σ ∪ {0} and x ∈ Σ′ ∪ {1} (hence
r(0, ·) ≡ r(·, 1) ≡ 0 ). On arrows, the functor F is defined as F(f) = (f, f◦).
Lemma 6.2. The functor F : Cal0Sym → Chu20 is full and faithful. In particular,
F(L1) ∼= F(L2) =⇒ L1 ∼= L2.
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Proof. Let L1, L2 ∈ Cal0Sym. To prove that F is faithful, let f and g ∈
Cal0Sym(L1,L2) be such that F(f) = F(g). Thus, f = g on atoms, and since
those maps preserve arbitrary joins, for any a ∈ L1 we have f(a) =
∨
f(Σ[a]) =∨
g(Σ[a]) = g(a).
To show that F is full, let (f, g) : F(L1)→ F(L2) be an arrow of Chu20 . Write
F(Li) as (Σi ∪ {0}, ri,Σ′i ∪ {1}). Define h : L1 → L2 as h(a) =
∨
f(Σ[a]). Since f
is a pointed map from Σ1∪{01} to Σ2∪{02}, we have that h preserves 0 and sends
atoms to atoms or 0. Denote by H the restriction of h to atoms (hence H = f).
Let x be a coatom of L2. Then
H−1(Σ[x] ∪ {0}) = {p ∈ Σ1 ; r2(f(p), x) = 0}
= {p ∈ Σ1 ; r1(p, g(x)) = 0} = Σ[g(x)].
Therefore, by Lemma 4.5, h preserves arbitrary joins, and moreover, we find that
h ∈ Cal0Sym(L1,L2).
Finally, if F(L1) ∼= F(L2), then Cl(L1) = Cl(L2), therefore L1 ∼= L2. 
Lemma 6.3. Let L, L1, L2 ∈ Cal0Sym and f ∈ Cal
0
Sym(L1,L2). We have that
F(Lop) = F(L)⊥ and F(fop) = F(f)⊥, so that F(Cal0Sym) is closed under −
⊥.
Moreover, F(2) ∼= ⊤.
Proof. By definition,
F(Lop) = (Σ′ ∪ {1}, rop,Σ ∪ {0}),
with rop(1, ·) ≡ 0 ≡ rop(·, 0), and for any x ∈ Σ′ and p ∈ Σ, rop(x, p) = 0 ⇐⇒
x ≤op p ⇐⇒ p ≤ x. As a consequence, rop = rˇ and F(Lop) = F(L)⊥.
Moreover, F(fop) = (fop, (fop)◦). Now, fop : Lop2 → L
op
1 , so that (f
op)◦ :
Lop1 → L
op
2 . Let p be an atom of L1. Then
(fop)◦(p) =
∨op
{b ∈ Lop2 ; f
op(b) ≤op p}
=
∧
{b ∈ L2 ; p ≤ f
◦(b)} =
∧
{b ∈ L2 ; f(p) ≤ b} = f(p).
Recall that by definition, for any b ∈ Lop2 , we have f
op(b) = f◦(b). As a conse-
quence, F(fop) = (f◦, f) = F(f)⊥.
By definition, F(2) = (A, r,X) with A = {1, 0} pointed by 0 and X = {0, 1}
pointed by 1, and with r(0, ·) ≡ 0 ≡ r(·, 1), and r(1, 0) = 1. As a consequence,
F(2) ∼= ⊤. 
Lemma 6.4. Let C be the subcategory of Chu20 formed by closing F(Cal
0
Sym)
under isomorphisms. Then − ⊗
C
− is a bifunctor in C. Moreover, there are
isomorphisms
α
L1L2
: F(L1)⊗C F(L2)→ F(L1 ⊛ L2),
natural in L1 and L2.
Proof. Let L1, L2 ∈ Cal0Sym. By Definition 3.9
F(L1)⊗C F(L2) = ((Σ1 ∪ {0}) ♯ (Σ2 ∪ {0}), t,Chu20(F(L1),F(L2)
⊤)),
and by Lemma 5.7,
F(L1 ⊛ L2) = ((Σ1 × Σ2) ∪ {0}, t
′,Σ′⊛ ∪ {1}),
where t′(p, x) = 0 ⇐⇒ p ∈ x, for any p ∈ Σ1 × Σ2 and x ∈ Σ
′
⊛.
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Define
χ : (Σ1 ∪ {0}) ♯ (Σ2 ∪ {0})→ (Σ1 × Σ2) ∪ {0}; χ(0♯) = 0, χ(p1, p2) = (p1, p2),
and let ξ be the bijection of Lemma 5.8 (write ξ(x) = fx). Moreover, define
α := (χ,F ◦ ξ). By definition of the smash product, the map χ is a bijection.
Write F(Li) as (Σi ∪ {0}, ri,Σ′i ∪ {1}) and let p ∈ Σ1 × Σ2 and x ∈ Σ
′
⊛. Then
we have
t′(χ(p), x) = 0 ⇐⇒ p2 ∈ x2[p1] ⇐⇒ p2 ≤ fx(p1) ⇐⇒ r2(p2, fx(p1)) = 0
⇐⇒ t((p1, p2),F(fx)) = 0.
Let (f, g) ∈ Chu20(F(L1),F(L2)
⊥) and h ∈ Cal0Sym(L1,L
op
2 ) with F(h) =
(f, g). Then
t(χ−1(p), (f, g)) = 0 ⇐⇒ r2(p2, f(p1)) = 0
⇐⇒ r2(p2, h(p1)) = 0 ⇐⇒ t
′(p, ξ−1(h)) = 0.
As a consequence, we find that α : F(L1)⊗C F(L2)→ F(L1 ⊛ L2) is an invertible
arrow of Chu20 .
Finally, we prove that
F(f1 ⊛ f2) ◦ α = α ◦ (F(f1)⊗C F(f2)).
Let L21, L
2
2 ∈ Cal
0
Sym, f1 ∈ Cal
0
Sym(L1,L
2
1) and f2 ∈ Cal
0
Sym(L2,L
2
2). Moreover,
let p = (p1, p2) ∈ Σ1 × Σ2 and x be a coatom of L21 ⊛ L
2
2. Then∨
((f1 ⊛ f2)
◦(x))i[p] = f
◦
i (
∨
xi[f(p)])
(see the proof of Lemma 5.9). Therefore, we find that
(F ◦ ξ ◦ (f1 ⊛ f2)
◦)(x) = (f◦2 ◦ fx ◦ f1, (f
◦
2 ◦ fx ◦ f1)
◦)
= (f◦2 ◦ fx ◦ f1, f
◦
1 ◦ f
◦
x ◦ f2) = (F(f1)⊗C F(f2))((F ◦ ξ)(x)).

Theorem 6.5. The category 〈Cal0Sym,⊛, 2,⊸, 2〉 with L1 ⊸ L2 = (L1 ⊛ L
op
2 )
op
is ∗-autonomous.
Proof. This theorem can be proved directly, however it also follows easily from
Proposition 5.10, the Lemmata 6.2, 6.3, 6.4, and Proposition 3.12. 
Remark 6.6. We now give two examples where Axiom A0 does not hold in L1
and L2, and where the set Σ′⊛ defined in Definition 5.3 is not a set of coatoms.
More precisely, L1 = L2 = L and there is R, S ∈ Σ′⊛ with R a proper subset of S
and S 6= Σ1 × Σ2.
Now, in the proof of Lemma 6.4, we have shown that F(L1)⊗C F(L2)
∼= ((Σ1×
Σ2) ∪ {0}, t′,Σ′⊛ ∪ {1}). As a consequence, since R $ S $ Σ1 × Σ2, there is no
complete atomistic coatomistic lattice L0 such that F(L0) ∼= F(L1)⊗C F(L2).
In Example 6.7 L is a powerset lattice whereas in Example 6.8 L is an irreducible
complete atomistic orthocomplemented lattice. Recall that Axiom A0 implies irre-
ducibility.
Example 6.7. Let L = 2Σ be a powerset lattice and r0 ∈ Σ (with #Σ ≥ 2). Let
R =
⋃
{{r} × (Σ\{r}) ; r ∈ Σ} and S = R ∪ {r0} × Σ. Then R and S are subsets
of Σ × Σ, and obviously, for all p ∈ Σ × Σ, R1[p], R2[p], S1[p], and S2[p] are in
Cl(Σ′ ∪ {1}). Moreover, R is a proper subset of S, and S 6= Σ× Σ.
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Example 6.8. Let L be the orthocomplemented simple closure space on Σ = Z6
with n′ = {(n + 2), (n + 3), (n + 4)}, where (m) := m mod 6 and −′ denotes
the orthocomplementation. Use the map g : Σ → C; n 7→ einπ/3 to check that
n ⊥ m ⇐⇒ n ∈ m′ is indeed symmetric, anti-reflexive and separating, i.e. for any
p, q ∈ Σ there is r ∈ Σ such that p ⊥ r and q 6⊥ r. Obviously, L is irreducible, but
L does not satisfy Axiom A0. For instance, 0′ ∪ 3′ = Σ.
Let R ⊆ Σ × Σ defined as R = {0, 1, 2} × {0, 1, 2} ∪ {3, 4, 5} × {3, 4, 5} and
S := 4′×Σ∪Σ×1′. Obviously, R and S are in Σ′⊛. Moreover, R is a proper subset
of S, and S 6= Σ× Σ.
Remark 6.9. Note that the category Cal0Sym is different from the ∗-autonomous
category of complete semilattices discussed in [5]. For instance, this category is
complete whereas Cal0Sym lacks coproducts.
Theorem 6.10. The category Cal0Sym does not have binary coproducts.
Proof. We proceed ad absurdum assuming that there is a an object L1 + L2 ∈
Cal0Sym and arrows i1 ∈ Cal
0
Sym(L1,L1 + L2) and i2 ∈ Cal
0
Sym(L2,L1 + L2)
such that for any object L ∈ Cal0Sym and any arrows h1 ∈ Cal
0
Sym(L1,L) and
h2 ∈ Cal0Sym(L2,L), there is a unique arrow h ∈ Cal
0
Sym(L1 + L2,L) such that
h ◦ i1 = h1 and h ◦ i2 = h2:
(6.1)
L1 L1 + L2
i1 //
L
h1
?
??
??
??
??
??
L2oo
i2
h




h2
 





We denote by Σ (respectively Σ′) the set of atoms (respectively of coatoms) of
L1 + L2. For L ∈ Cal0Sym and a coatom x of L, we write hx : L → 2 for the map
defined by
hx(0) = 0, hx(p) =
{
0 if p ∈ Σ[x]
1 if p ∈ Σ\Σ[x]
and hx(a) =
∨
hx(Σ[a]) ∀ a ∈ L.
Note that hx ∈ Cal0Sym(L, 2) by Lemma 4.5. For G ∈ Cal
0
Sym and the constant
map h = 0 from L to G one also has h ∈ Cal0Sym(L,G) by Lemma 4.5.
(1) Claim: i1 and i2 are injective. [Proof. Put L = L1, h1 = id and h2 = 0.
Then
i1(a) = i1(b) =⇒ h(i1(a)) = h(i1(b)) =⇒ h1(a) = h1(b) =⇒ a = b.
The proof for i2 is similar.]
(2) Claim: i1(Σ1) ⊆ Σ and i2(Σ2) ⊆ Σ. [Proof. Let p1 ∈ Σ1. By definition,
i1(p1) is an atom of L1 + L2 or 0. Suppose that i1(p1) = 0. Then
p1 = h1(p1) = h(i1(p1)) = h(0) = 0,
a contradiction. The proof for i2 is similar.]
(3) Claim: i1(Σ1) ∩ i2(Σ2) = ∅. [Proof. Put L = L1, h1 = id and h2 = 0.
Suppose that there is p1 ∈ Σ1 and p2 ∈ Σ2 such that i1(p1) = i2(p2). Then
p1 = h1(p1) = h(i1(p1)) = h(i2(p2)) = h2(p2) = 0,
a contradiction.]
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Define Ω by
Σ = i1(Σ1) ⊔ i2(Σ2) ⊔ Ω.
(4) Claim: i1(1)∨ i2(1) = 1. [Proof. Suppose that there is a coatom x ∈ Σ′ such
that i1(1) ∨ i2(1) ≤ x. Put L = 2 and h1 = 0 = h2. Let h ∈ Cal0Sym(L1 + L2, 2)
be the constant map h = 0 and let hx ∈ Cal0Sym(L1 +L2, 2). Then both h and hx
make the diagram 6.1 commute, a contradiction.]
(5) Claim: For any x1 ∈ Σ′1 and any x2 ∈ Σ
′
2, i1(x1) ∨ i2(1) ∈ Σ
′ and i1(1) ∨
i2(x2) ∈ Σ′. [Proof. First, i1(x1) ∨ i2(1) 6= 1. Indeed, put L = L1, h1 = id and
h2 = 0. Then h
◦(x1) is a coatom or 1. Obviously, h
◦(x1) 6= 1 since for any atom
q1 ∈ Σ1 with q1∧x1 = 0, h(i1(q1)) = h1(q1) = q1 is not under x1. As a consequence,
h◦(x1) is a coatom and h
◦(x1) ≥ i1(x1) ∨ i2(1) since
h(i1(x1) ∨ i1(1)) = h(i1(x1)) ∨ h(i2(1)) = h1(x1) ∨ h2(1) = x1 ∨ 0 = x1.
Now, suppose that i1(x1) ∨ i2(1) is not a coatom. Then, since L1 + L2 is
coatomistic, there is at least two coatoms, say x and y, above i1(x1) ∨ i2(1). Note
that
Σ[x] = i1(Σ1[x1]) ⊔ i2(Σ2) ⊔Rx
with Rx ⊆ Ω. Indeed, if x\{i1(Σ1[x1])⊔i2(Σ2)} * Ω, then there is an atom p1 ∈ Σ1
with p1 ∧x1 = 0 and x ≥ i1(p1)∨ i1(x1)∨ i2(1) = i1(1)∨ i2(1) = 1, a contradiction.
Similarly,
Σ[y] = i1(Σ1[x1]) ⊔ i2(Σ2) ⊔Ry.
Put L = 2, h1 = hx1 and h2 = 0. Then hx ∈ Cal
0
Sym(L1 + L2, 2) and
hy ∈ Cal0Sym(L1 + L2, 2) make the diagram 6.1 commute, a contradiction. As
a consequence,
h◦(x1) = i1(x1) ∨ i2(1).
The proof of i1(1) ∨ i2(x2) ∈ Σ′ is similar.]
(6) Claim: For any coatom x ∈ Σ′ there is x1 ∈ Σ′1 or x2 ∈ Σ
′
2 such that
x = i1(x1) ∨ i2(1) or x = i1(1) ∨ i2(x2). [Proof. By definition, i◦1(x) and i
◦
2(x) are
coatoms or 1. Moreover, i1(i
◦
1(x)) ∨ i2(i
◦
2(x)) ≤ x. As a consequence, by part 4,
i◦1(x) and i
◦
2(x) cannot both be equal to 1. Suppose now that both, i
◦
1(x) and i
◦
2(x)
are coatoms, say x1 and x2. Then i1(x1) ∨ i2(x2) = x. Indeed, otherwise, since
L1 + L2 is coatomistic, there is at least one coatom, say y, different from x and
above i1(x1) ∨ i2(x2). Again,
Σ[x] = i1(Σ1[x1]) ⊔ i2(Σ2[x2]) ⊔Rx
Σ[y] = i1(Σ1[x1]) ⊔ i2(Σ2[x2]) ⊔Ry.
Put L = 2, h1 = hx1 and h2 = hx2 . Then hx ∈ Cal
0
Sym(L1 + L2, 2) and hy ∈
Cal0Sym(L1 + L2, 2) make the diagram 6.1 commute, a contradiction. Now, if
x = i1(x1) ∨ i2(x2), then x ≤ i1(x1) ∨ i2(1) which is a coatom by part 5.]
(7) Claim: Ω = ∅. [Proof. Suppose that Ω 6= ∅. Let p ∈ Ω. Put L = L1, h1 = id
and h2 = 0. Assume that there is p ∈ Ω such that h(p) 6= 0. Write p1 = h(p). Let
x = i1(x1) ∨ i2(1) be a coatom above p. Then
p1 = h(p) ≤ h(x) = h(i1(x1) ∨ i2(1))
= h(i1(x1)) ∨ h(i2(1)) = h1(x1) ∨ h2(1) = x1 ∨ 0 = x1,
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so that i1(p1) ≤ i1(x1) ≤ i1(x1) ∨ i2(1) = x. Let y = i1(1)∨ i2(x2) a coatom above
p. Then
p1 = h(p) ≤ h(y) = h(i1(1) ∨ i2(x2))
= h(i1(1)) ∨ h(i2(x2)) = h1(1) ∨ h2(x2) = 1 ∨ 0 = 1
so that i1(p1) ≤ i1(1) ≤ i1(1)∨ i2(x2) = y. Since L1+L2 is atomistic, we find that
p = ∩{x ∈ Σ′ ; p ≤ x}, and by what precedes,
p = ∩{x ∈ Σ′ ; p ≤ x} ≥ p ∨ i1(p1),
a contradiction. As a consequence, h(Ω) = 0. Therefore, for all coatoms x1 ∈ Σ′1,
we have by part 5
Σ[i1(x1) ∨ i2(1)] = Σ[h
◦(x1)] = i(Σ1[x1]) ⊔ i2(Σ2) ⊔ (Σ[h
◦(x1)] ∩ Ω)
= i(Σ1[x1]) ⊔ i2(Σ2) ⊔ Ω.
Put now L = L2, h1 = 0 and h2 = id. A similar argument shows that h(Ω) = 0.
As a consequence, for all coatoms x2 ∈ Σ
′
2, we have
Σ[i1(1) ∨ i2(x2)] = i(Σ1) ⊔ i2(Σ2[x2]) ⊔ Ω.
Therefore, since L1 + L2 is atomistic,
∅ = ∩{Σ[x] ; x ∈ Σ′} = Ω.
Hence, we have proved that Σ = i1(Σ1) ⊔ i2(Σ2).]
(8)Claim: AxiomA0 does not hold in L1+L2. [Proof. Let x1 ∈ Σ′1 and x2 ∈ Σ
′
2.
Then, by part 7, any atom of L1 +L2 is under i1(x1) ∨ i2(1) or i1(1) ∨ i2(x2).] 
7. Comparison of ⊛ with other tensor products
In this section, we compare the tensor product ⊛ with the separated product
of Aerts [1], the box product of Gra¨tzer and Wehrung [14], and with the tensor
product of Shmuely [18].
Definition 7.1. Let L1 and L2 be complete atomistic lattices. Write Aut(Li) for
the group of automorphisms of Li. Define
L1 7 L2 :=
{⋂
ω ; ω ⊆ {a1  a2 ; a ∈ L1 × L2}
}
,
L1 6 L2 := {R ⊆ Σ1 × Σ2 ; R1[p] ∈ Cl(L1) and R2[p] ∈ Cl(L2), ∀ p ∈ Σ1 × Σ2},
ordered by set-inclusion.
Moreover, S(L1,L2) is defined as the set of all simple closure spaces L on Σ1×Σ2
such that
(1) L1 7 L2 ⊆ L ⊆ L1 6 L2, and
(2) for all (u1, u2) ∈ Aut(L1)×Aut(L2), there is u ∈ Aut(L) such that u(p1, p2)=
(u1(p1), u2(p2)), for all atoms p1 ∈ Σ1 and p2 ∈ Σ2.
Remark 7.2. By Lemma 5.6 and from the proof of Lemma 5.7, it follows that
if L1, L2 ∈ Cal0Sym, then Σ
′
7 ⊆ Σ
′
⊛ ⊆ Σ
′
6, where Σ
′
6 denotes the set of coatoms
of L1 6 L2. Note that obviously, Σ′7 is the set of coatoms of L1 7 L2. Moreover,
L1 7 L2 is coatomistic (see [15]).
Theorem 7.3. Let L1 and L2 be complete atomistic lattices. Then L1 7 L2 and
L1 6 L2 are simple closure spaces on Σ1 × Σ2. Moreover, S(L1,L2) (ordered by
set-inclusion) is a complete lattice.
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Proof. See [15]. 
Remark 7.4. If L1 and L2 are orthocomplemented, so is L17L2; it is the separated
product of Aerts [1] (see [15]). The binary relation on Σ1×Σ2 defined by p#q ⇐⇒
p1 ⊥1 q1 or p2 ⊥2 q2, induces an orthocomplementation of L1 7 L2.
For atomistic lattices, define L1 7n L2 by taking only finite intersections in
Definition 7.1. Then L1 7n L2 ∼= L1  L2 which is the box-product of Gra¨tzer and
Wehrung [14] (see [15]).
By Lemma 4.5, the functor given in the following definition is well-defined.
Definition 7.5. Let Cal be the category of complete atomistic lattices with maps
preserving arbitrary joins and sending atoms to atoms. We denote by G : Cal →
Chu(Set, 2) the functor defined on objects as G(L) := (Σ, r,L) with r(p, a) =
1 ⇐⇒ p ≤ a, and on arrows as G(f) = (f, f◦).
Proposition 7.6. The functor G is full and faithful. Moreover for any L1, L2 ∈
Cal, we have G(L1 6L2) ∼= G(L1)⊗C G(L2), where −⊗C − is the bifunctor in the
category Chu(Set, 2).
Proof. To prove that G is full and faithful, we can proceed as in the proof of Lemma
6.2. For the rest of the proof, we refer to [15]. 
Remark 7.7. For L1 and L2 complete atomistic lattices, we have L16L2 ∼= L1⊗L2
the tensor product of Shmuely [18] (see [15]).
Theorem 7.8. Let L1, L2 ∈ Cal0Sym. Then L1 ⊛ L2 ∈ S(L1,L2).
Proof. By definition 5.3, Σ′⊛ ⊆ L1 6L2. Now, by Theorem 7.3, L1 6L2 is a simple
closure space on Σ1 × Σ2. As a consequence, from Definition 5.3 it follows that
L1 ⊛ L2 ⊆ L1 6 L2.
Similarly, by Lemma 5.6, Σ′7 ⊆ Σ
′
⊛, hence by Remark 7.2 and Definitions 5.3
and 7.1, it follows that L1 7 L2 ⊆ L1 ⊛ L2.
Finally, by Lemma 5.9, for all automorphisms u1 and u2, u1 ⊛ u2 ∈ Aut(L1 ⊛
L2). 
We end this section with two examples.
Example 7.9. As in Example 6.8, let L be the orthocomplemented simple closure
space on Σ = Z12 with n′ = {(n + 5), (n + 6), (n + 7)}, where (m) := m mod 12.
Note that Axiom A0 holds in L but that L does not have the covering property
since 2 ∨ 8 = Σ 	 2′  8.
Let
x := (0′ × 0′) ∪ (3′ × 3′) ∪ (6′ × 6′) ∪ (9′ × 9′).
By Definition 5.3, x ∈ L ⊛ L (note that x ∈ Σ′⊛), whereas obviously, x
# = {p ∈
Σ× Σ ; p#q ∀q ∈ x} = ∅ (see Remark 7.4), therefore x 6∈ L7 L.
Let
R := (0′ × 0′) ∪ ((2′ ∩ 3′)× (2′ ∩ 3′)) ∪ (5′ × 5′) ∪ (8′ × 8′) ∪ (4× 4).
By Definition 7.1, R ∈ L 6 L. Claim: R is a coatom of L 6 L. [Proof. Let
p = (p1, p2) be an atom not under R. Define z := p ∨ R, where the join is taken
in L 6 L. If p1 or p2 is in 0′, 5′ or 8′, then p ∨ R = Σ × Σ. Indeed, suppose for
instance that p1 is in 0
′. Then p1 × (0′ ∪ {p1}) ⊆ z, hence p1 × Σ ⊆ z. Therefore,
(p1 ∨ 5
′)× 5′ ∪ (p1 ∨ 8
′)× 8′ ⊆ z.
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Now, since 0′, 5′ and 8′ are disjoint, p1 6∈ 5′ and p1 6∈ 8′, thus p1 ∨ 5′ = Σ and
p1 ∨ 8′ = Σ. As a consequence, Σ× (5′ ∪ 8′) ⊆ z, whence z = Σ× Σ.
Finally, suppose for instance that p1 = 4 and p2 ∈ 2′ ∩ 3′ = {8, 9}. Then
4× (4 ∨ p2) = 4× Σ ⊆ z, hence
(4 ∨ 0′)× 0′ ∪ (4 ∨ 5′)× 5′ ∪ (4 ∨ 8′)× 8′ ⊆ z,
therefore Σ× (0′ ∪ 5′ ∪ 8′) ⊆ z. As a consequence, z = Σ× Σ.]
Obviously, R2[(4, ·)] = {4} 6∈ Σ′, hence R is not a coatom of L ⊛ L. As a
consequence, L⊛ L 6= L6 L (see Remark 7.2).
To summarize, we have L7 L & L⊛ L & L6 L.
Example 7.10. We leave it as an exercise to prove that
MO3 ⊛MO4 = MO3 7 MO4,
where MOn was defined in Section 2.
8. Weak bimorphisms
We now prove that the tensor product ⊛ can be defined as the solution of a
universal problem with respect to weak bimorphisms.
Definition 8.1. Let L1, L2, L ∈ Cal
0
Sym and f : L1 ×L2 → L be a map. Then f
is a weak bimorphism if for any p1 ∈ Σ1 and for any p2 ∈ Σ2, we have f(−, p2) ∈
Cal0Sym(L1,L) and f(p1,−) ∈ Cal
0
Sym(L2,L). Moreover, L is a w−tensor product
of L1 and L2 if there is a weak bimorphism f : L1 × L2 → L such that for any
L0 ∈ Cal0Sym and any weak bimorphism g : L1×L2 → L0, there is a unique arrow
h ∈ Cal0Sym(L,L0) such that the following diagram commutes:
L1 × L2 L
f //
L0
g

!h



 


Remark 8.2. By definition, the w−tensor product is unique up to isomorphisms.
Theorem 8.3. Let L1, L2 ∈ Cal0Sym. Then L1 ⊛ L2 is the w−tensor product of
L1 and L2.
Proof. Define f : L1 × L2 → L1 ⊛ L2 as f(a) =
∨
(a1 ◦ a2) where the join is taken
in L1 ⊛ L2. Note that
a1 ◦ a2 = (a1 ◦ 1) ∩ (1 ◦ a2) = (a1  0) ∩ (0  a2).
Hence, by Lemma 5.6, f(a) = a1 ◦ a2.
Let p1 ∈ Σ1 and ω ⊆ L2. Then, obviously, f(p1, x) ⊆ f(p1,
∨
ω) for all x ∈ ω,
hence
∨
{f(p1, x) ; x ∈ ω} ⊆ f(p1,
∨
ω). As a consequence, there is B ⊆ Σ2 such
that
∨
{f(p1, x) ; x ∈ ω} = p1 × B with B ⊆ Σ[
∨
ω] and Σ[x] ⊆ B for all x ∈ ω.
Now, since L1 ⊛ L2 ⊆ L1 6 L2, B ∈ Cl(L2). Therefore, B = Σ[
∨
ω]. As a
consequence, f is a weak bimorphism.
Let L0 ∈ Cal0Sym and let g : L1 × L2 → L0 be a weak bimorphism. Define
h : L1⊛L2 → L0 as h(a) :=
∨
{g(p) ; p ∈ a}. For p ∈ Σ1×Σ2, define gp1 := g(p1,−)
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and gp2 := g(−, p2). Let x ∈ Σ
′
0 the set of coatoms of L0. Denote by H , Gp1 and
Gp2 the restrictions to atoms of h, gp1 and gp2 respectively. Then
H−1(Σ[x] ∪ {0}) =
⋃
p1∈Σ1
p1 ×G
−1
p1 (Σ[x] ∪ {0}) =
⋃
p2∈Σ2
G−1p2 (Σ[x] ∪ {0})× p2.
Now, since g is a weak bimorphism,
∨
G−1pi (Σ[x] ∪ {0}) is a coatom or 1, therefore
H−1(Σ[x] ∪ {0}) ∈ Σ′⊛ ∪ {1}. As a consequence, by Lemma 4.5 and Lemma 5.7,
h ∈ Cal0Sym(L1 ⊛ L2,L0). Let h
′ ∈ Cal0Sym(L1 ⊛ L2,L0) such that h
′ ◦ f = g.
Then h′ equals h on atoms, therefore h′ = h. 
Note that Lemma 5.9 may be proved directly by using this theorem.
Remark 8.4. In a category C concrete over Set, define bimorphisms as maps
f : A× B→ C such that f(a,−) ∈ C(B,C) and f(−, b) ∈ C(A,C) for all a ∈ A and
b ∈ B. Moreover, define a tensor product as in Definition 8.1 with bimorphisms
instead of weak bimorphisms. Then, for the category of join semilattices with
maps preserving all finite joins, the definition of a tensor product is equivalent to
the definition of the semilattice tensor product given by Fraser in [13] (note that
f(L1×L2) generates L if and only if the arrow h is unique). Note also that for the
category of complete atomistic lattices with maps preserving arbitrary joins, the
tensor product is given by 6 (the proof is similar to the proof of Theorem 8.3, see
[15]).
9. The ⊛ and ⊸ products for DAC-lattices
In quantum theory, the propositions describing a quantum entity are modeled by
the lattice of closed subspaces of a complex Hilbert space—which is a DAC-lattice.
The one-dimensional subspaces are the atoms and correspond to the possible phys-
ical states of the system. The lattice of propositions of a compound system is the
lattice of closed subspaces of the tensor product of Hilbert spaces and possible states
are the one-dimensional subspaces of the tensor product. They are either product
states φ1 ⊗ φ2 or entangled states φ1 ⊗ φ2 + ψ1 ⊗ ψ2 + · · · . In the case where two
systems are represented by DAC-lattices L1 and L2, their tensor product L1⊛L2 is
a candidate for the description of “separated” systems, that is, a compound system
in which the state space contains only product states (see [1]). We notice en passant
that the lattice L1 ⊸ L2 appearing in the Chu construction contains all entangled
states (Remark 9.7).
In this section, we study our new tensor product L1 ⊛ L2 in the case where L1
and L2 are DAC-lattices. More precisely, we characterize the coatoms of L1⊛L2 in
terms of semilinear maps (Theorem 9.5) and compare the set of atoms of L1 ⊸ L2
with the set of one dimensional subspaces of E1⊗E2, where Ei denote the respective
underlying vectors spaces (Theorem 9.6).
Lemma 9.1. Let L1, L2 ∈ Cal0Sym be DAC-lattices, x1, y1 ∈ Σ
′
1, and x2, y2 ∈ Σ
′
2,
and let h : Σ′[x1 ∧ y1] → Σ
′[x2 ∧ y2] be a bijection. Then x
h :=
⋃
{z ◦ h(z) ; z ∈
Σ′[x1 ∧ y1]} is a coatom of L1 ⊛ L2, which we call a ∗-coatom.
Proof. Let p ∈ Σ1 × Σ2. Since Li and L
op
i have the covering property, either
pi ≤ xi ∧ yi or there is a unique zi ∈ Σ
′[xi ∧ yi] such that pi ≤ zi. Therefore, either
xh2 [p] = Σ2 or x
h
2 [p] = Σ[h(z1)] for some z1 ∈ Σ
′[x1 ∧ y1], and either xh1 [p] = Σ1 or
xh1 [p] = Σ[h
−1(z2)] for some z2 ∈ Σ′[x2 ∧ y2]. As a consequence xh ∈ Σ′⊛. 
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Lemma 9.2. Let L1, L2 ∈ Cal0Sym be DAC-lattices and f ∈ Cal
0
Sym(L1,L
op
2 ) with
f(L1) of length 2. Let ξ be the bijection of Lemma 5.8. Then ξ−1(f) is a ∗-coatom.
Proof. Since by hypothesis f(L1) is of length 2, there exists x2, y2 ∈ Σ′2 such that
f(L1) = [0
op, x2∨opy2],
where [0op, x2 ∨op y2] denotes the interval {a ∈ L
op
2 ; 0
op ≤op a ≤op x2 ∨op y2}. We
write X := ξ−1(f). Hence, by hypothesis, we have
1 ◦ (x2∧y2) ⊆ X := ξ−1(f).
(1) Claim: ∀z ∈ Σ′2, 1 ◦ z * X . [Proof. If 1 ◦ z ⊆ X for some z ∈ Σ
′
2, then
f(L1) = [0op, z], a contradiction, since by hypothesis, f(L1) is of length 2.]
(2) Claim: ∀x ∈ Σ′1, x◦1 * X . [Proof. Suppose that x◦1 ⊆ X for some x ∈ Σ
′
1.
Let p be an atom of L1 not under x. Then X contains (Σ[x] ∪ p)×Σ[f(p)], hence,
since L1 ⊛ L2 ⊆ L1 6 L2, it follows that 1 ◦ f(p) ⊆ X ; whence a contradiction by
part 1.]
(3)Claim: ∀q ∈ Σ2, f
◦(q)◦((x2∧y2)∨q) ⊆ X . [Proof. Let q ∈ Σ2. For any atom
p under f◦(q), we have q ≤ f(p), hence, since 1◦(x2∧y2) ⊆ X , p×(Σ[x2∧y2]∪q) ⊆
X . As a consequence, p ◦ ((x2 ∧ y2) ∨ q) ⊆ X , since L1 ⊛ L2 ⊆ L1 6 L2.]
(4) Claim: Let q ∈ Σ2 with q ∧ x2 ∧ y2 = 0. Then f◦(q) 6= 1. [Proof. Suppose
that f◦(q) = 1. Then, by part 3, 1 ◦ ((x2 ∧ y2) ∨ q) ⊆ X . Thus, (x2 ∧ y2) ∨ q 6= 1.
Moreover, since Lop2 has the covering property, (x2 ∧ y2) ∨ q is a coatom; whence a
contradiction by part 1.]
(5) Let z be a coatom of L2 above x2 ∧ y2. Claim: For any atoms p and q of
L2 with p, q ≤ z and p ∧ x2 ∧ y2 = 0 = q ∧ x2 ∧ y2, we have f
◦(p) = f◦(q). [Proof.
Suppose that f◦(p) 6= f◦(q). Now, (x2 ∧ y2) ∨ p = z = (x2 ∧ y2) ∨ q. Whence, by
part 3, (f◦(p) ∨ f◦(q)) ◦ z = 1 ◦ z ⊆ X , a contradiction by part 1.]
As a consequence, we can define a map k : Σ′[x2 ∧ y2] → Σ′1 as k(z) := f
◦(q)
for any atom q ≤ z such that q ∧ x2 ∧ y2 = 0. Note that X = {f◦(q) ◦ q ; q ∈ Σ2}.
Indeed, by Lemma 5.8, X = {p ◦ f(p) ; p ∈ Σ1}. Now, (r, s) ∈ X ⇐⇒ s ∈
Σ[f(r)] ⇐⇒ r ∈ Σ[f◦(s)]. Hence, by what precedes, we have
X = 1 ◦ (x2∧y2) ∪ {k(z) ◦ z ; z ∈ Σ
′[x2∧y2]}.
(6) Claim: Im(k) ⊆ Σ′[k(x2) ∧ k(y2)]. [Proof. First, note that
Σ[k(x2)∧k(y2)]× (Σ[x2] ∪Σ[y2]) ⊆ X,
hence k(x2) ∧ k(y2) ◦ 1 ⊆ X . Suppose that there is z ∈ Σ′[x2 ∧ y2] such that
k(z)  k(x2)∧ k(y2). Then k(z)∧ k(x2) 6= k(z)∧ k(y2), and (k(z)∧ k(x2)) ◦ 1 ⊆ X
and k(z) ∧ k(y2) ◦ 1 ⊆ X . Now, since L
op
1 has the covering property,
(k(z)∧k(x2))∨(k(z)∧k(y2)) = k(z),
therefore k(z) ◦ 1 ⊆ X , a contradiction.]
(7) Let p ∈ Σ1 with p∧k(x2)∧k(y2) = 0. Claim: f(p) 6= 1. [Proof. If f(p) = 1,
then (p ∪ Σ[k(x2) ∧ k(y2)]) × Σ2 ⊆ X , hence (p ∨ (k(x2) ∧ k(y2))) ◦ 1 ⊆ X . Now,
p ∨ (k(x2) ∧ k(y2)) is a coatom, whence a contradiction by part 2.]
(8) Claim: The map k is surjective. [Proof. Let z be a coatom of L1 above
k(x2)∧k(y2), and let p be an atom of L1 under z such that p∧k(x2)∧k(y2) = 0. By
part 7, f(p) is a coatom, and since p∨(k(x2)∧k(y2)) = z, we find that k(f(p)) = z.]
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(9) Claim: The map k is injective. [Proof. Let t and z be two coatoms above
x2 ∧ y2. Suppose that k(z) = k(t). Then Σ[k(z)] × (Σ[z] ∪ Σ[t]) ⊆ X , hence
k(z) ◦ 1 ⊆ X , a contradiction by part 2.] 
Theorem 9.3 (Faure and Fro¨licher, [11] Theorem 10.1.3). For i = 1 and i = 2, let
Ei be a vector space over a division ring Ki, and P(Ei) the lattice of all subspaces
of Ei. If g : P(E1) → P(E2) preserves arbitrary joins, sends atoms to atoms or 0,
and if g(P(E1)) is of length ≥ 3, then g is induced by a semilinear map f : E1 → E2
(i.e. g(Kv) = Kf(v), ∀v ∈ E1).
Corollary 9.4. For i = 1 and i = 2, let (Ei, Fi) be pairs of dual spaces, and let
g : LF1(E1) → LF2(E2) be a join-preserving map, sending atoms to atoms or 0
with g(LF1(E1)) of length ≥ 3. Then there is a semilinear map f : E1 → E2 that
induces g.
Proof. Define h : P(E1) → P(E2) as h(V ) =
∨
g(Σ[V ]) where the join is taken in
P(E2). Note that on atoms h = g.
Denote by H the restriction of h to atoms and G the restriction of g to atoms
(hence G = H). Let W be a subspace of E2 and let p, q ∈ H−1(W ). Then h(p) ∨
h(q) (where the join is taken in P(E2)) is a 2-dimensional subspace of E2, hence
h(p) ∨ h(q) ∈ LF2(E2) (see Remark 4.14). Therefore, by Lemma 4.5, G
−1(h(p) ∨
h(q)) ∈ Cl(LF1(E1)), hence H
−1(h(p) ∨ h(q)) ∈ Cl(P(E1)), therefore Σ[p ∨ q] ⊆
H−1(h(p)∨h(q)). Moreover, from h(p)∨h(q) ⊆W it follows thatH−1(h(p)∨h(q)) ⊆
H−1(W ). As a consequence,
Σ[p∨q] ⊆ H−1(h(p)∨h(q)) ⊆ H−1(W ),
hence we have proved that H−1(W ) ∈ P(E1). Therefore, it follows from Lemma
4.5 that h preserves arbitrary joins.
As a consequence, there exists a semilinear map f : E1 → E2 that induces h,
hence also g since h equals g on atoms. 
Theorem 9.5. Let L1, L2 ∈ Cal
0
Sym be DAC-lattices of length ≥ 4, and X a
coatom of L1⊛L2. Let (Ei, Fi) be pairs of dual spaces such that Li ∼= LFi(Ei) (see
Theorem 4.13). Let ξ be the bijection of Lemma 5.8. Then X is a ∗-coatom, or
there is a semilinear map g from E1 to F2 that induces ξ(X). Moreover, ξ(X)(L1)
is of length 1, then X is a coatom of L1 7 L2.
Proof. First note that Lop2
∼= LE2(F2). Write f = ξ(X). From Corollary 9.4, if
f(L1) is of length ≥ 3, there is a semilinear map g from E1 to F2 that induces f ,
whereas by Lemma 9.2, if f(L1) is of length 2, X is a ∗-coatom.
Finally, if f(L1) = [0op, x2] for some coatom x2 of L2, then 1 ◦x2 ⊆ X . Now, let
q ∈ Σ2 with q∧x2 = 0. Then f◦(q) is a coatom of L1. Moreover, Σ[f◦(q)]×(x2∪q) ⊆
X , hence f◦(q) ◦ 1 ⊆ X . As a consequence, f◦(q) x2 ⊆ X , hence by Lemma 5.6,
X = f◦(q) x2, therefore X ∈ Σ′7. 
Theorem 9.6. Let E1 and E2 be vector spaces of dimension n. Then there is an
injective map from the set P(E1 ⊗E2) of one-dimensional subspaces of E1 ⊗E2 to
the set of atoms of P(E1)⊸ P(E2).
Proof. Write L1 := P(E1) and L2 := P(E2). First, there is a bijection from E1⊗E2
to the set of linear maps between E1 and E2. Since both E1 and E2 are of dimension
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n, any linear map induces an arrow in Cal0Sym(L1,L2). As a consequence, there is
an injective map from P(E1 ⊗ E2) to Cal0Sym(L1,L2).
Now, by definition L1 ⊸ L2 = (L1 ⊛ L
op
2 )
op
, and by Lemma 5.8, there is a
bijection between the set of coatoms of L1 ⊛L
op
2 and Cal
0
Sym(L1,L2)\{f0}, where
f0 denotes the constant arrow which sends every atom of L1 to 0. As a consequence,
there is a bijection between Cal0Sym(L1,L2)\{f0} and the set of atoms of L1 ⊸
L2. 
Remark 9.7. As a consequence of Theorem 9.6, we find that the set of atoms of
P(E1)⊸ P(E2) contains all the states of a compound system.
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Appendix A. The coherence conditions
The category 〈C,⊗,⊤, α, l, r〉 is monoidal if l
⊤
= r
⊤
, and for any objects A, B, C
and D, the diagrams
(⊤ ⊗ A)⊗ B
A⊗ B
l
A
⊗id
?
??
??
??
??
?
⊤⊗ (A⊗ B)
α
⊤AB //
l
A⊗B
 




(A⊗⊤)⊗ B
A⊗ B
r
A
⊗id
?
??
??
??
??
?
A⊗ (⊤⊗ B)
α
A⊤B //
id⊗l
B
 




(A⊗ B)⊗⊤
A⊗ B
r
A⊗B
?
??
??
??
??
?
A⊗ (B⊗⊤)
α
AB⊤ //
id⊗r
B
 




and
(A⊗ (B⊗ C))⊗ D A⊗ ((B ⊗ C)⊗ D)α
AB⊗CD
//
((A ⊗ B)⊗ C)⊗ D
α
ABC
⊗id

A⊗ (B⊗ (C⊗ D))
OO
id⊗α
BCD
(A⊗ B) ⊗ (C⊗ D)
α
A⊗BCD //
α
ABC⊗D //
commute (see [10], p. 472, or [16], §VII.1). Further, 〈C,⊗,⊤, α, l, r, s〉 is symmetric
if the diagrams
A⊗ B B⊗ A
s
AB //
A⊗ B
id
?
??
??
??
??
??
s
BA

B⊗⊤
B
r
B
?
??
??
??
??
??
⊤⊗ B
s
B⊤ //
l
B
 





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and
(B⊗ A)⊗ C B⊗ (C⊗ A)
(A⊗ B)⊗ C
s
AB
⊗id

(B⊗ C)⊗ A
α
BCA

A⊗ (B⊗ C)
α
ABC //
s
AB⊗C //
B⊗ (A⊗ C)
α
BAC //
id⊗s
AC //
commute (see [16], §VII.7).
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