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Imagination is more important than knowledge. For knowledge is limited to all we now
know and understand, while imagination embraces the entire world, and all there ever will
be to know and understand.
Albert Einstein
Learning is an ornament in prosperity, a refuge in adversity and a provision in old age.
Aristotle
Concern for man himself and his fate must always be the chief interest of all technical
endeavours...in order that the creations of our mind shall be a blessing and not a curse to
mankind. Never forget this in the midst of your diagrams and equations.
Albert Einstein
I wonder why. I wonder why.
I wonder why I wonder.
I wonder why I wonder why
I wonder why I wonder!
Richard Feynman
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Abstract
The ability to analyse, interpret and make inferences about evolving dynamical systems
is of great importance in different areas of the world we live in today. Examples of such
areas include audio engineering, finance and econometrics.
In general, the dynamical systems are not directly measureable and only incomplete
observations, quite often deteriorated by the presence noise are available. This leads us
to the main objective of stochastic filtering: the estimation of an evolving dynamical
system whose trajectory is modelled by a stochastic process called the signal, given the
information available through its partial observation.
Particle filters, which use clouds of weighted particles that evolve according to the law
of the signal process, can be used to approximate the solution of the filtering problem.
In time, as some of the particles become redundant, a procedure which eliminates these
particles and multiplies the ones that contribute most to the resulting approximation is
introduced at points in time called resampling/correction times. Practitioners normally
use certain overall characteristics of the approximating system of particles (such as the
effective sample size of the system) to determine when to correct the system.
There are currently no results to justify the convergence of particle filters with random
correction times to the solution of the filtering problem in continuous time. In this thesis,
we analyse particle filters in a continuous time framework where resampling takes place at
times that form a sequence of (predictable) stopping times. The particular focus will be
on the case where the signal is a diffusion process on a d-dimensional Euclidean space. We
will also look at central limit theorem type results for the approximating particle system.
The results will then be used to make inferences about the threshold used in the effective
sample size approach of approximating the signal.
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Notations
• (Ω,F ,P) - probability triple consisting of a sample space Ω, the σ-algebra F which
is the set of all measurable events, an the probability measure P
• (Ft)t≥0 - a filtration that is, an increasing family of sub-σ-algebras of F : Fs ⊂ Ft,
0 ≤ s ≤ t.
• Rd - the d-dimensional Euclidean space
• Rd - the one-point compactification of Rd formed by adding a single point at infinity
to Rd
• (S,B(S)) - the state space of the signal. Unless otherwise stated S is taken to be a
complete separable metric space and B(S) is the associated Borel σ-algebra. That
is, the σ-field generated by the open sets in S
• B(S) - the space of bounded B(S)-measurable functions from S to R
• Cb(Rd) - the space of bounded continuous functions on Rd
• Cmb (Rd) - the space of bounded continuous functions on Rd with bounded derivatives
up to order m.
• Cm0
(
Rd
)
- the space of continuous functions on Rd, vanishing at infinity with con-
tinuous partial derivatives up to order m
• ‖ ∙ ‖∞ - the supremum norm; for ϕ : Rd → R, ‖ϕ‖∞ = supx∈Rd ‖ϕ(x)‖
• ‖∙‖m,∞ - the norm such that for a function ϕ on Rd ‖ϕ‖m,∞ =
∑
|α|≤m supx∈Rd |Dαϕ(x)|
where α = (α1, . . . , αd) is a multi-index and Dαϕ = (∂1)
α1 ∙ ∙ ∙ (∂d)αdϕ
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• MF (Rd) - the set of finite measures on Rd
• MF (Rd) - the set of finite measures on Rd
• DMF (Rd)[0, T ] - the space of ca`dla`g functions (or right continuous functions with
finite left limits) f : [0, T ] 7→ MF (Rd)
• DMF (Rd)[0,∞) - the space of ca`dla`g functions (or right continuous functions with
finite left limits) f : [0,∞) 7→ MF (Rd)
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Chapter 1
Introduction
1.1 Preamble
The ability to analyse, manipulate and interpret signals is of increasing and critical im-
portance in the world we live in today. Examples of areas where this is required include
target tracking, pollution monitoring, communications, audio engineering, finance and
econometrics, to list but a few (more examples can be found in [20], [4] and [21]). It is
however often the case that by the time that these signals are observed, they are ‘contam-
inated’ by the presence of noise. This obviously hinders our ability to analyse the true
signal 1 and retrieve its information.
This naturally leads to important questions about the inferences and conclusions one
can make about the true signal given the information available from the partially observed
signal and ultimately if one can retrieve the true signal. The field of stochastic filtering
deals with the understanding and answering of these questions.
The signal is defined on a probability space, (Ω,F ,P), and since in this thesis the
signal is investigated in a continuous time setting, it is modelled by X = (Xt)t∈[0,∞), a
continuous-time stochastic process. Though the signal isn’t directly observable, partial ob-
servations can be obtained. These partial observations, modelled by another continuous-
time process, Y = (Yt)t∈[0,∞), will then be used to make inferences about the signal and
1Note that by ‘true signal’ we mean the signal as it is originally sent from the source without the
presence of noise.
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with this, we have the essence of stochastic filtering which is: the (partial) estimation or
approximation of an evolving dynamical system, the signal, given the information gained
from an associated observation process. This, informally speaking, is the filtering problem.
The observation process is modelled as a function of the signal and a certain measure-
ment noise, modelled by another time continuous stochastic process, W = (Wt)t∈[0,∞).
In other words
Yt = ft(X,W ), t ∈ [0,∞)
for some appropriate function f .
Let Y = (Yt)t≥0 be the filtration generated by the observation process Y where
Yt = σ(Ys : s ∈ [0, t]).
Yt can be interpreted as the information available up to time t. We are interested in the
computation of quantities of the form E[ϕ(Xt)|Yt], where ϕ is a real-valued test function
defined on the state space of the signal and E [∙|Yt] represents conditional expectation
with respect to Yt. Being able to do this allows us to make inferences about the signal.
Examples of such inferences include:
• The best estimate, Xˆt, of the value of the signal at time t given the data. By ‘best
estimate ’ we may mean, for example, the best mean square estimate, which thus
equates to computing E[Xt|Yt], the conditional mean of Xt given the data Yt.
• The best estimate of the difference between the signal, X and its approximation, Xˆ
at a particular time given the observed data i.e. Xt − Xˆt.
Considering the case where the signal is real valued, we may want to compute
E[(Xt − Xˆt)2|Yt] = E[X2t |Yt]− E[Xt|Yt]2.
• The probability that given the data, the signal at time t can be found within a certain
set A: this translates to computing P (Xt ∈ A|Yt), the conditional probability of
the event {Xt ∈ A} given Yt.
Through these inferences we get fragments of information about Xt. We need, however,
to be able to calculate πt, the conditional distribution of Xt given Yt, if we want all the
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information encrypted in Yt. πt is defined as a random probability measure measurable
with respect to Yt so that
E[ϕ(Xt)|Yt] =: πt(ϕ) =
∫
S
ϕ(x)πt(dx) P− a.s. (1.1)
for all statistics ϕ for which both sides of the above identity make sense. S denotes the
state space of the signal.
So it follows thus that knowing πt will enable us to compute - at least theoretically - any
inference of Xt given Yt since then we can integrate the test function ϕ with respect to
πt.
1.2 Overview
This thesis is centred around obtaining approximations to the solution of the filtering
problem using particle filters in a continuous time setting. It will also investigate the
convergence of these approximations to the solution of the filtering problem.
Particle filters use clouds of weighted particles that evolve according to the law of
the signal process and are currently one of the most successful methods used to approxi-
mate the solution of the filtering problem (see [20] for example). The issue however with
particle filters is that as time progresses, some of these particles become redundant and
essentially contribute very little to the approximation process. In order to counter this
phenomenon known as sample degeneracy, a correction procedure is introduced at par-
ticular times to cull the redundant particles and multiply the particles that contribute
more significantly to the approximation process. This correction procedure is known as
resampling. These resampling/correction times are chosen in an adaptive manner and are
usually determined by certain overall characteristics of the approximating particle system
such as, for example, the effective sample size of the particle approximating system.
The study of particle system approximation of the solution of the filtering problem
began in the 90’s and focused mainly on a discrete time setting. Heuristic schemes were
studied by Gordon, Salmon and Ewing [24], Gordon, Salmond and Smith [25], Kitagawa
[29], Carvalho, Del Moral, Monin and Salut [5]. The first convergence results for particle
filters were published by Del Moral [37], [38] and independently by Crisan and Lyons [13].
Improvements on these results have subsequently been made by various authors. See, for
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example, Crisan and Lyons [14], [15], Crisan [9], [7], [6], [8], Crisan, Del Moral and Lyons
[10], Crisan and Doucet [11], Crisan, Gaines and Lyons [12], Del Moral and Guionnet [18],
Del Moral and Miclo [19].
This thesis focuses on an approximating particle system in a continuous time frame-
work with random resampling or correction times. In the context of this thesis, the
random resampling times will be the times at which the effective sample size, our chosen
measure of the degree of sample degeneracy, falls below a desired threshold.
There are currently no theoretical results in published literature to justify the convergence
of particle filters with random resampling times to the solution of the filtering problem in
a continuous time setting.2 Indeed, the existing literature, in the context of a continuous
time framework, only covers such results for particle filters with deterministic correction
times (for example see [1]). By looking at particle filters with resampling or correction
times that occur at times that form a sequence of (predictable) stopping times, this thesis
hopes to address this gap in the literature. In particular, it will concentrate on the case
where the signal is a diffusion process on a d-dimensional Euclidean space. Convergence
and central-limit theorem type results will be obtained for the approximating system.
These results will then be used to make inferences about the threshold chosen for the
effective sample size. Before beginning, a summary of the contents of the thesis will be
provided:
1.3 Summary
In the next chapter, the filtering framework and the filtering problem will be formally
introduced and defined. Some background and preliminary results of stochastic filtering
theory will also be covered. Key among these results are two stochastic partial differential
equations: the Zakai and Kushner-Stratonovich equations. The Zakai equation is a linear
equation which describes the evolution of an unnormalized version of the conditional
distribution of X and the Kushner-Stratonovich equation is a non-linear equation that
describes the evolution of the (normalized) conditional distribution of X itself. The Zakai
equation, as will be seen throughout this thesis, plays a fundamental role in allowing
2A similar problem has been investigated for a discrete time setting. See [17] for more details.
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approximations of the solution of the filtering problem to be obtained. This is because
it provides us with an indirect and relatively easier method, due to its linear form, of
obtaining convergence results for the normalized conditional distribution of X.
In Chapter 3, particle filters will be introduced and discussed. A brief description
of the Monte Carlo method will be given and used to highlight the relevance and need
for particle filters. Details of the approximating particle system in which the effective
sample size is used to determine the resampling times will then be given. The particle
approximation system will set out how resampling at random correction times will be
carried out and be used to obtain approximations of solutions to the Zakai and Kushner-
Stratonovich equations.
The next two chapters contain the main results of the thesis. The law of large numbers
play a prominent role in Chapter 4. In this chapter, the evolution equations of the
approximate solutions of the Zakai and Kushner-Stratonovich equations are derived and
used to show the almost sure convergence of the approximations to the true solutions
under certain conditions. In Chapter 5 we get central limit theorem type results. The error
between the approximations and the true solutions are recalibrated and shown to form a
tight sequence and their limit in distribution is found. The results in these two chapters
are shown to be valid for a generic particle approximating system whose resampling times
are predictable stopping times. In the penultimate chapter, these results are shown to
be valid in particular for a particle approximating system whose resampling times are
determined by the effective sample size. The final chapter will contain a conclusion as
well as suggestions for possible avenues for further research.
Finally, useful results and definitions are covered in the Appendix. Among these results
are the results which help lay the groundwork in establishing the evolution equations for
both the unnormalized and normalized conditional distributions.
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Chapter 2
The Filtering Framework and
Related Results
2.1 The Filtering Framework
Let (Ω,F ,P), with the filtration (Ft)t≥0, be a complete probability space which satisfies
the usual conditions. That is, in other words, that the filtration (Ft)t≥0 is right continuous
and F0 contains all the P-negligible events in F . Consider a Ft-adapted signal process
X = {Xt : t ≥ 0} which takes values in a complete separable metric (state) space S
with associated Borel σ-algebra B(S). The process X is assumed to have paths which are
ca`dla`g, that is, paths which are right continuous with finite left limits.
Let {Xt : t ≥ 0} where
Xt := σ(Xs : s ∈ [0, t]) ∨N ,
and N is the collection of all P-null sets of (Ω,F), be the usual augmentation with null
sets of the filtration associated with X.
Define
X :=
∨
t∈R+
Xt = σ
( ⋃
t∈R+
Xt
)
.
Let A : B(S) → B(S) be an operator with domain D(A) ⊆ B(S) where B(S) denotes
the space of B(S)-bounded measurable functions from S, the state space of the signal, to
the set of real numbers. Note that this definition implies that if f ∈ D(A) then Af is
bounded. We assume that 1 ∈ D(A) and A1 = 0.
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Let π0 ∈ P(S), the space of probability measures over (S,B(S)). We assume that X is a
solution of the martingale problem for (A, π0); that is we assume that the distribution of
X0 is π0 and that the process M
ϕ = {Mϕt : t ≥ 0} where
Mϕt := ϕ(Xt)− ϕ(X0)−
∫ t
0
Aϕ(Xs) ds, t ≥ 0, (2.1)
is an Ft-adapted martingale for any ϕ ∈ D(A). The operator A is said to be the (in-
finitesimal) generator of X.
Let h = (hi)
m
i=1 : S→ Rm be a measurable function such that
P
(∫ t
0
‖h(Xs)‖ ds < ∞
)
= 1 (2.2)
for all t ≥ 0.
Let W be a standard Ft-adapted m-dimensional Brownian motion on (Ω,F ,P) indepen-
dent of X, and let Y be the process satisfying the following evolution equation
Yt = Y0 +
∫ t
0
h(Xs) ds + Wt,
where the integral exists because of the condition (2.2). (Yt)t≥0 is the observation process.
Let {Yt : t ≥ 0} be the usual augmentation with null sets of the filtration associated with
the process Y and let Y be defined similarly as X . We note that by the measurability of
h, Yt is Ft-adapted and it follows thus that Yt ⊂ Ft. We now formally define the filtering
problem
Definition 2.1 (The Filtering Problem). The filtering problem consists of determining
the conditional distribution process πt of the signal Xt at time t given the information
accumulated from observing Y in the interval [0, t]. That is for ϕ ∈ B(S), we want to
compute
πtϕ = E [ϕ(Xt)|Yt], ϕ ∈ B(S). (2.3)
While (2.3) is defined for bounded ϕ, πt as constructed is a probability measure-valued
process and so, we can compute πtϕ when ϕ is unbounded provided that the expectation in
question is well-defined, in other words when πt|ϕ| < ∞. Y0 is considered to be identically
0 (no information is available initially). Hence π0, the initial distribution of X, is identical
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to the conditional distribution of X0 given Y0. Both will be represented with the following
representation
π0ϕ =
∫
S
ϕ(x)PX−10 (dx).
The following theorem, (see Theorem 2.1 of [1]), ensures that the conditional distribution
π = {πt : t ≥ 0}, can be described by a stochastic process:
Theorem 2.2:
Let S be a complete separable metric space and B(S) be the associated Borel σ-algebra.
Then there exists a P(S)-valued Yt-adapted process π = {πt : t ≥ 0} such that for any
f ∈ B(S)
πtf = E [f(Xt)|Yt] P− a.s.,
where P(S) is the set of probability measures on (S,B(S)).
In particular the identity
πωt (A) = P [Xt ∈ A|Yt](ω)
holds true for any A ∈ B(S) and any ω ∈ Ω.
Moreover if Y satisfies the evolution equation
Yt = Y0 +
∫ t
0
h(Xs) ds + Wt, t ≥ 0, (2.4)
where W = {Wt : t ≥ 0} is a standard Ft-adapted m-dimensional Brownian motion and
h = (hi)
m
i=1 : S→ Rm is a measurable function such that
E
[∫ t
0
‖h(Xs)‖ ds
]
< ∞ (2.5)
and
P
(∫ t
0
‖πs(h)‖2 ds < ∞
)
= 1 (2.6)
for all t ≥ 0, then π has a Yt-adapted progressively measurable modification. Furthermore,
if X is ca`dla`g then πt can be chosen to have ca`dla`g paths.
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Solving the filtering problem requires the evolution equation for the conditional dis-
tribution process π. A possible method of obtaining it is to construct a new probability
measure on Ω under which Y is a Brownian motion and π has a representation in terms of
an associated unormalized version ρ. The process ρ is shown to satisfy a linear evolution
equation otherwise known as the Zakai equation from which the evolution equation for π,
the Kushner-Stratonovich equation, is derived. This method of arriving at the evolution
equation of π is known as the change of (probability) measure method.
Our framework will focus on the case where X is a diffusion process whose state space is
the Euclidean space Rd:
Let X = (X i)di=1 be the solution of a d-dimensional stochastic differential equation driven
by a p-dimensional Brownian motion V = (V j)pj=1:
X it = X
i
0 +
∫ t
0
f i(Xs) ds +
p∑
j=1
∫ t
0
σij(Xs) dV
j
s i = 1, . . . , d. (2.7)
We assume that both f = (f i)di=1 : Rd → Rd and σ = (σij)i=1,...,d,j=1,...,p : Rd → Rd×p
are bounded and globally Lipschitz which is to say that there exist a positive constant K
such that for all x, y ∈ Rd,
‖f(x)− f(y)‖ ≤ K‖x− y‖
‖σ(x)− σ(y)‖ ≤ K‖x− y‖,
where the definition of the Euclidean norm ‖.‖ is extended to d×p-matrices by considering
them as d× p-dimensional vectors so that, for example,
‖σ‖ =
√√√√ d∑
i=1
p∑
j=1
σ2ij .
(2.7) then has a unique solution (see Theorem 5.2.9 in [27]).
The process generator A associated with X is the second order differential operator
A =
d∑
i=1
f i
∂
∂xi
+
d∑
i,j=1
aij
∂2
∂xi∂xj
, (2.8)
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where a = (aij)i,j=1,...,d : Rd → Rd×d is the matrix-valued function defined as
aij =
1
2
p∑
k=1
σikσjk =
1
2
(σσ>)ij , (2.9)
for all i, j = 1, . . . , d.
We take D(A) to be the space of bounded twice continuously differentiable functions
with bounded first and second derivatives C2b (Rd) and for any ϕ ∈ C2b (Rd), the process
Mϕ = {Mϕt : t ≥ 0} defined by1
Mϕt = ϕ(Xt)− ϕ(X0)−
∫ t
0
Aϕ(Xs) ds
=
∫ t
0
(
(∇ϕ)> σ
)
(Xs) dVs, t ≥ 0
is an Ft-adapted martingale.
In the rest of what follows in this chapter, we take D(A) to be the set of all ϕ ∈ B(Rd)
for which Aϕ ∈ B(Rd) and Mϕ is a martingale. D(A), in this case, is said to be the
maximal domain of A.
The proofs of the results that follows in the rest of this chapter, unless otherwise
stated, can be found in [1].
2.2 Change of Measure Method
We now look at the change of probability measure method. The aim of this method is to
construct a change of probability measure on Ω under which the process Y is a Brownian
motion by means of Girsanov’s Theorem (see, for example, Theorem 3.5.1 of [27]).
The construction of the new probability measure is detailed below.
First we note from Lemma 3.9 in [1] that the process Z = {Zt : t > 0} where
Zt = exp
(
−
m∑
i=1
∫ t
0
hi(Xs) dW
i
s −
1
2
m∑
i=1
hi(Xs)
2 ds
)
, t ≥ 0
is a martingale given the following conditions hold:
E
[∫ t
0
‖h(Xs)‖2 ds
]
< ∞, E
[∫ t
0
Zs‖h(Xs)‖2 ds
]
< ∞, ∀t > 0. (2.10)
1(∇ϕ)> is the row vector (∂1ϕ, . . . , ∂dϕ)
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We now construct the change of measure:
For fixed t ≥ 0 and since Zt > 0, define a probability measure P˜t on Ft whose Radon-
Nikodym derivative with respect to P is given by Zt.
That is
dP˜t
dP
∣∣∣∣
Ft
= Zt.
As a consequence of the martingale property of Z we observe that if A ∈ Ft and t ≤ T
then
P˜T (A) = E [ZT 1A] = E [E[ZT 1A|Ft]] = E [1AE [ZT |Ft]] = E[1AZt] = P˜t(A),
where E denotes the expectation with respect to P (and similarly for E˜ and P˜). In other
words, the measures P˜t form a consistent family.
We are thus able to define a probability measure P˜ which is equivalent to P on
⋃
0≤t<∞Ft
and can therefore write P˜ rather than P˜t.
Furthermore we have
Proposition 2.3:
If the conditions in (2.10) hold then under P˜, the observation process Y is a Brownian
motion independent of X; additionally, the law of the signal process X under P˜ is the
same as its law under P.
By the independent increment properties of the Brownian motion Y , we have
Proposition 2.4:
Let U be an integrable Ft-measurable random variable. Then
E˜ [U |Yt] = E˜ [U |Y ]. (2.11)
Remark 2.5. This proposition allows us to replace the time-dependent family of σ-
algebras Yt in (2.3) with the fixed σ-algebra Y thus enabling us to employ techniques based
on results on the Kolmogorov conditional expectation (which otherwise wouldn’t have been
possible in the case of the time-dependent σ-algebras).
Furthermore, we see that with respect to the filtering problem, future observations wouldn’t
influence the estimator (under P˜).
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2.3 Preliminary Results
In what follows Z˜ = {Z˜t : t ≥ 0} is the process defined by Z˜t = Z−1t .
Proposition 2.6 (Kallianpur-Striebel formula):
Assume that (2.10) holds. For every ϕ ∈ B(S) and for fixed t ∈ [0,∞)
πt(ϕ) =
E˜ [ϕ(Xt)Z˜t|Y ]
E˜ [Z˜t|Y ]
P˜ (P)− a.s., (2.12)
where P˜ (P)-a.s. means P˜-a.s. and P-a.s.
Definition 2.7 (Unnormalized Conditional Distribution). Define the unnormalized
conditional distribution of X to be the measure-valued process ρ = {ρt : t ≥ 0} such that
ρt(ϕ) := πt(ϕ)ζt, ϕ ∈ B(S), t ≥ 0
where ζt = E˜ [Z˜t|Yt] (see Theorem 2.13 in [1]).
Lemma 2.8:
The process {ρt : t ≥ 0} is ca`dla`g and Yt-adapted. Furthermore, for any t ≥ 0,
ρt(ϕ) = E˜ [Z˜tϕ(Xt)|Yt] P˜(P)− a.s. (2.13)
where P˜(P)− a.s. stands for P˜ almost surely and P almost surely.
Moreover, if (2.10) holds then for every ϕ ∈ B(S) and ∀t ∈ [0,∞),
πt(ϕ) =
ρt(ϕ)
ρt(1)
P˜(P)− a.s.. (2.14)
The Kallianpur-Striebel formula (2.12) holds for any Borel-measurable ϕ, not necessarily
bounded, such that E [|ϕ(Xt)|] < ∞ (see Exercise 5.1 in [1] for details).
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Define the function ψ : Rd → R by ψ(x) = 1 + ‖x‖ for any x ∈ Rd and the space
Cl(Rd) to be the space of continuous functions φ such that φ/ψ ∈ Cb(Rd) where Cl(Rd) is
endowed with the norm
‖φ‖l∞ = sup
x∈Rd
|φ(x)|
ψ(x)
.
Let Ml(Rd) ⊂M(Rd) be the space of finite measures μ over B(Rd) such that μ(ψ) < ∞
and let it be endowed with the corresponding weak topology. That is a sequence of
measures μn in Ml(Rd) converges to μ ∈Ml(Rd) if and only if
lim
n→∞
μn(φ) = μ(φ), ∀φ ∈ Cl(Rd).
Now let U to be the space of all Yt−adapted Ml(Rd)-valued stochastic processes μ˜ :=
{μ˜t : t ≥ 0} with ca`dla`g paths such that for all t ≥ 0 we have
E˜
[∫ t
0
(μ˜s(ψ))
2 ds
]
< ∞
Furthermore, define U˜ be the space of all Yt−adapted Ml(Rd)-valued stochastic processes
μ˜ := {μ˜t : t ≥ 0} with ca`dla`g paths such that the process mμ˜μ˜ = {mμ˜t μ˜t : t ≥ 0}, where
mμ˜t = exp
(∫ t
0
μ˜s(h
>) dYs − 1
2
∫ t
0
μ˜s(h
>)μ˜s(h) ds
)
, t ≥ 0,
belongs to the space U .
Condition 2.9 (Condition U):
Assume that the functions f = (f i)di=1 : Rd → Rd as defined in (2.7), a = (aij)i,j=1,...,d :
Rd → Rd×d as defined in (2.9) and h = (hi)mi=1 : S → Rm appearing in the observation
equation (2.4) have twice differentiable components with all their first and second order
derivatives bounded.
Remark 2.10. Under condition U all components of the functions f, a and h are in
Cl(Rd), but need not be bounded. Condition U however implies that f, a and h satisfy the
linear growth condition (see Exercise 4.11 in [1]) as stated in, for example, Theorem 5.2.9
in [27].
Definition 2.11. Stochastic processes X and Y are said to be indistinguishable if almost
all their sample paths agree. That is if
P [Xt = Yt; ∀ 0 ≤ t < ∞] = 1.
23
Theorem 2.12 (Zakai Equation):
Assume that for all t ≥ 0
P˜
[∫ t
0
[ρs(‖h‖)]2 ds < ∞
]
= 1. (2.15)
If conditions (2.10) and (2.15) hold then the process ρ satisfies the following evolution
equation
ρt(ϕ) = π0(ϕ) +
∫ t
0
ρs(Aϕ) ds +
∫ t
0
ρs(ϕh
>) dYs, P˜− a.s. (2.16)
for any ϕ ∈ D(A). If, furthermore, condition U holds for f, a and h then (2.16) has a
unique solution in the space U up to indistinguishability.
Theorem 2.13 (Kushner-Stratonovich Equation):
If conditions (2.10) and (2.15) are satisfied then πt, the conditional distribution of the
signal, satisfies the the following evolution equation
πt(ϕ) = π0(ϕ) +
∫ t
0
πs(Aϕ) ds
+
∫ t
0
(
πs(ϕh
>)− πs(h>)πs(ϕ)
)
(dYs − πs(h) ds), (2.17)
for any ϕ ∈ D(A). Moreover if condition U holds for f, a and h then (2.17) has a unique
solution up to indistinguishability in U˜ .
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Chapter 3
Random Resampling with Particle
Filters
In this chapter an approximating particle system with resampling at random times will be
set up. We first however begin by defining what particle filters are, why they are needed
and some of their properties and how they will be modified to get the approximating
particle system this thesis is based upon.
3.1 Particle Filters
Generally speaking the filtering problem can not be solved analytically and an explicit
formula obtained for the conditional distribution πt. Only in specific cases is this not true
(see, for example, [1], [4], [21]).
Numerical methods, of which particle filters are an example, are thus employed to
obtain approximations to the solution of the filtering problem. As these methods provide
approximations to the target distribution of the signal, one is interested in both the con-
vergence and the rate of convergence of the approximations to the target distribution.
Classes of numerical methods include the projection filter and moments method, the spec-
tral approach, partial differentiation equations methods and of course, particle filters.
The partial differentiation equations method makes use of the fact that the density of the
unnormalized conditional distribution of the signal is the solution of a partial differential
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equation. And although this partial differential equation is a stochastic one, classical par-
tial differentiation equations methods are applied to it. These methods are very successful
in low dimensions but cannot be applied to high-dimensional problems. This is because
they require the use of a space grid whose size increases exponentially with the dimension
of the state space of the signal.
The spectral approach, introduced in 1997 by Lototsky, Mikulevicius and Rozovskii in
[35], for numerically estimating the conditional distribution of the signal is based on
Cameron-Martin decomposition of L2-functionals of a Gaussian process (see [3]). This
approach allows the computations involving the observations and the ones involving the
system parameters to be separated.
The projection filter (see, for example, [2]) is an algorithm used to provide an approxima-
tion of the conditional distribution of the signal. It is based on the differential geometric
approach to statistics. To the best of the author’s knowledge, no general convergence
theorem is currently known for this method.1
Particle filters (or particle methods or sequential Monte Carlo Methods (SMCM)) are
currently among the most successful and versatile methods for numerically solving the
filtering problem.
Explicitly put, particle filters are algorithms which approximate the stochastic process π
with discrete random measures of the form∑
i
ai(t)δvi(t)
where the ai(t)’s ∈ R and vi(t)’s ∈ S denotes the stochastic weights and corresponding
stochastic positions of the particles at time t respectively. The numerical approximations
for πt obtained by particle filters is based on the representation of πt by the Kallianpur-
Striebel formula.
This will be further explained below:
By the Kallianpur-Striebel formula it follows that for any ϕ ∈ B(Rd) and any t ≥ 0,
πt (ϕ) =
ρt (ϕ)
ρt (1)
,
1Further details on these methods and examples of other numerical methods used in solving the
filtering problem can be found in Chapter 8 of [1].
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where ρt is the unnormalized conditional distribution of Xt with
ρt (ϕ) = E˜
[
ϕ (Xt) Z˜t
∣∣∣∣Y] (3.1)
and
Z˜t := Z
−1
t = exp
( m∑
i=1
∫ t
0
hi(Xs) dW
i
s −
1
2
m∑
i=1
hi(Xs)
2 ds
)
.
Let vj , j = 1, . . . , n, be n mutually independent stochastic processes and independent of
Y , each of them a solution of the martingale problem for (A, π0).
Also let aj , j = 1, . . . , n, be the following exponential martingale
aj(t) = 1 +
∫ t
0
aj(s)h(vj(s))
> dYs, t ≥ 0
i.e.
aj(t) = exp
(∫ t
0
h(vj(s))
> dYs − 1
2
∫ t
0
‖h(vj(s))‖2 ds
)
, t ≥ 0.
Then (vj , aj , Y ), j = 1, . . . , n, are identically distributed and have the same distribution
as (X, Z˜, Y ) (under P˜) and furthermore, the pairs (vj(t), aj(t)) , j = 1, . . . , n, are mutually
independent conditional upon the observation σ-algebra, Yt (see Exercise 8.12 in [1]).
By producing a large number, say n, of independent realizations of the signal and for each
of them, computing the corresponding expression ϕ (Xt) Z˜t and taking the average of all
resulting values, one obtains an approximation for (3.1).
This is a Monte Carlo approximation and the independent realizations of the signal can
be interpreted as the trajectories of the particles.
We can now obtain numerical approximations:
Define ρn = {ρnt : t ≥ 0} and πn = {πnt : t ≥ 0} to be measure-valued processes where:
ρnt :=
1
n
n∑
j=1
aj(t)δvnj (t), t ≥ 0, (3.2)
πnt :=
ρnt
ρnt (1)
=
n∑
j=1
aˉnj (t)δvnj (t), t ≥ 0, (3.3)
where the normalized weights aˉnj (t) have the form
aˉnj (t) :=
anj (t)∑n
k=1 a
n
k(t)
, j = 1, . . . , n, t ≥ 0.
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From Corollary 8.21 in [1] we see that both ρnt and π
n
t converge (both in expectation and
almost surely) to ρt and πt respectively.
The problem with the Monte Carlo method approach is sample degeneracy: the dete-
rioration over time of the accuracy of the approximations. Each particle has a trajectory
that is independent of the signal’s trajectory and its corresponding weight depends on how
‘compatible’ its trajectory is to that of the signal’s. Heuristically the greater the weight,
the more compatible the trajectory is. Most particles’ trajectories quickly become less
compatible with the signal’s; in other words, they diverge very quickly from the signal’s
trajectory. Consequently as time increases, the weights of most particles decrease to zero
leaving only a small minority of particles with large weights to significantly contribute to
(3.2) and (3.3), the approximations of ρt and πt respectively. Hence the convergence of
the Monte Carlo method is very slow as a large number of particles is needed in order to
have a sufficient number of particles whose trajectories are compatible to the signal’s. To
prevent this we make use of particle filters.
Particle filters incorporate a correction mechanism or resampling step that culls par-
ticles with small weights and multiply particles with large weights. The resampling step
depends on the weights (and hence the trajectories) of the particles as well as the obser-
vation data. Resampling makes it more likely that first: particles with small weights are
not carried forward uselessly; and second: the more probable regions of the signal state
space are more thoroughly explored.
In this work, the resampling step occurs at random (predictable) stopping times. At
resampling times, each particle is replaced by a random number of particles or offspring
(possibly zero) initially inheriting the spatial position of their parents. The resampling
will be carried out under the proviso that the total number of particles in the approximat-
ing particle system remains constant and after resampling, the particles are re-indexed
from 1 to n and their unnormalized weights reinitialized to 1. This will be the convention
that will be adhered to throughout this thesis.
The questions on how and when to resample will now be dealt with but first we discuss
some of the advantages of particle filters over other numerical methods for solving the
filtering problem and then proceed to set out the approximating particle system.
Compared to other classes of numerical methods, particle filters are easy to implement,
more robust and applicable to a wider range of problems. Particle filters for example re-
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quire less memory than the spectral approach and are the only generic tool available for
solving high-dimensional filtering problems. Also by virtue of the fact that resampling
only takes place when needed, particle filters with random resampling times reduce com-
putational complexity. It should be noted, however, that since there are no comparison
results for the convergence rates of different classes of numerical methods, nothing definite
can be said about the superiority of one method over another in this respect.
3.2 The Approximating Particle System
Initially the particle system consists of n particles each with weight 1/n and position
vnj (0), j = 1, . . . , n. The initial positions of the particles are chosen to be independent,
identically distributed (i.i.d.) random variables with common distribution π0, for j, n ∈ N.
Hence, the approximating measure is
πn0 =
1
n
n∑
j=1
δvnj (0).
Let {T nk }k∈N be a sequence of random stopping times of the filtration {Ft} where
• For each k ∈ N, T nk is predictable.2
• T n0 := 0 and 0 ≤ T nk < T nk+1, k ∈ N.
• T nk ↗∞ as k →∞.
In other words, {T nk }k∈N is an increasing sequence of predictable random stopping times.
For ease of notation we write Tk instead of T
n
k unless when necessary to emphasise the
dependency of the predictable stopping times on the sample size, n.
2That is for each Tnk , there exists an announcing sequence of stopping times (T
n,m
k )m≥1 such that
Tn,mk is increasing, T
n,m
k < T
n
k on {Tnk > 0}, for all m, and limm→∞ Tn,mk = Tnk . See Chapter III Section
2 in [39] for more on predictable stopping times
29
During the random time intervals [Tk, Tk+1), the particles move with the same law as the
signal X; that is for stopping time T ∈ [Tk, Tk+1)
vnj (T ) = v
n
j (Tk) +
∫ T
Tk
f(vnj (s)) ds +
∫ T
Tk
σ(vnj (s)) dV
(j)
s , j = 1, . . . , n, (3.4)
where (V (j))nj=1 are mutually independent Ft-adapted p-dimensional Brownian motions
which are independent of Y and independent of all other random variables in the sys-
tem. The notation V (j) is used to make clear that these are not components of each
p-dimensional Brownian motion.
The normalized weights aˉnj (T ), j = 1, . . . , n, for arbitrary stopping time T ∈ [Tk, Tk+1)
are of the form
aˉnj (T ) :=
anj (T )∑n
k=1 a
n
k(T )
where
anj (T ) = 1 +
m∑
k=1
∫ T
Tk
anj (s)h
k(vnj (s)) dY
k
s (3.5)
or equivalently,
anj (T ) = exp
(∫ T
Tk
h(vnj (s))
> dYs − 1
2
∫ T
Tk
‖h(vnj (s))‖2 ds
)
. (3.6)
For T ∈ [Tk, Tk+1), define
πnT =
n∑
j=1
aˉnj (T )δvnj (T ).
At the end of the (random) interval [Tk, Tk+1), the correction procedure is implemented
and the particles are re-indexed and their weights reinitialized to 1.
From the approximating particle system above we see that the Tk’s are the resampling
times. We will now address the two questions raised earlier concerning when and how to
resample.
We need a measure or indicator of the extent of sample degeneracy to inform us of when
to resample. The effective sample size (see [21], [30], [34]) of the system is what we will
use to measure the sample degeneracy of our approximating particle system. The effective
sample size (or ESS or neff ) cannot be calculated analytically and instead an estimate
given by
nˆeff =
1∑n
j=1(aˉ
n
j (T ))
2
. (3.7)
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is used. The interpretation of the effective sample size is that any inference based on a
weighted sample of size n will be approximately as accurate as one based on an indepen-
dent sample whose size is the effective sample size. An application of the Cauchy-Schwarz
inequality leads us to the (intuitive) conclusion that nˆeff ≤ n. That is, the effective sam-
ple size can not be larger than the actual sample size. Since the worst case scenario one
can have is all the weight concentrated on one particle, it follows that the lower bound
for neff is 1.
Resampling occurs when the ESS falls below a selected threshold nthres and clearly
from above, we must have nthres ≤ n. We will, however, only consider the cases where
nthres ∈ (0, n), excluding the trivial cases where nthres = 0 (i.e. resampling never occurs:
this is the Monte Carlo method) and nthres = n (i.e. resampling occurs continuously).
We can therefore replace nthres with λthresn and we must have that λthres ∈ (0, 1).
For 1 ≤ k ∈ N define
Tk := inf{t ≥ Tk−1 : neff ≤ λthresn}. (3.8)
Consequently, Tk is the first time after the previous resampling time, Tk−1, that the
ESS falls below the chosen threshold. Put differently, Tk is the k
th-resampling time and
[Tk−1, Tk) is the time interval between the the (k − 1)th and kth resampling times where
the system behaves identically to the Monte Carlo method.
Before proceeding to discuss how resampling is actually carried out, a heuristic argument
will be given below to highlight the motivation behind choosing the random resampling
times to be predictable stopping times. In between resampling the newly acquired infor-
mation is stored in the particle weights. As long as the information remains limited or
inaccurate, the weights will remain roughly equal (in particular the ESS will be close to
n). In this case resampling doesn’t make sense as it introduces additional randomness
in the system and wouldn’t compensate for this by significantly improving the system.
However as soon as the information becomes ‘reasonable’ (thus allowing us to be able to
better distinguish between particles in the ‘right’ and ‘wrong’ regions) and the weights
subsequently become sufficiently uneven, resampling is then desirable to keep the particles
in the ‘right’ region. By resampling at random times rather than, say, at regular (deter-
ministic) time intervals, we resample only when the information is ‘reasonable’ enough (as
determined by the ESS) and don’t unnecessarily introduce randomness into the system.
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Put differently, by resampling randomly, resampling is adjusted to the information being
received and isn’t a priori fixed.
Two features of predictable stopping times in particular help achieve these aims. The
first is the concept of an announcing sequence of a predictable stopping time which takes
into consideration the occurrence of events of interest leading up to the stoping time. The
second is the fact that for any predictable stopping time T and any announcing sequence,
(Tr), of T we have (see Chapter III Theorem 6 of [39])
FT− =:
∨
r≥1
FTr = σ
{⋃
r≥1
FTr
}
.
In particular we see that we can express the information immediately prior to any pre-
dictable stopping time in terms of the information generated by events leading up to it.
So if for example nthres is set to n/3 an announcing sequence can, say, then be set to be
(T rk )r≥1 where
T rk := inf {t > Tk−1 : nˆeff < n/(3− 1/r)} .
We will now discuss on how the resampling is performed. Recall that at the end of the
interval [Tk−1, Tk) the resampling (or correction) procedure is implemented, the particles
are re-indexed and their weights reinitialized to 1. During the implementation, each
particle is replaced by a random number of particles (possibly zero) with each offspring
inheriting the spatial position of their parents. The question which then arises is how to
replace the parent particles with offspring particles. Posed differently, what should the
offspring distribution of the parent particles be?
The multinomial sampling algorithm is one method of answering this question. Under
this algorithm, the offspring distribution is given by the multinomial distribution
OT = Multinomial (n, aˉ
n
1 (T ), . . . , aˉ
n
n(T ))
defined by
P
(
O
(j)
T = o
n,T
j , j = 1, . . . , n
)
=
n!∏n
j=1 o
n,T
j !
n∏
j=1
(
aˉnj (T )
)on,Tj . (3.9)
The multinomial sampling algorithm essentially states that, at correction or resampling
times, we should sample n-times (with replacement) from the population of particles
with positions vnj (T ), j = 1, . . . , n according to the probability distribution given by the
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corresponding normalized weights aˉnj (T ), j = 1, . . . , n. o
n
j ≡ on,Tj therefore is the number
of times the particle with position vnj (T ) is chosen. After carrying out the correction
procedure, the unnormalized weights of the particles are re-initialized to 1. A further
detailed discussion on the preference of multinomial resampling procedure over other
procedures will be discussed at the end of Chapter 4.
A Particle filter with this choice of offspring distribution is called a Bootstrap Filter or
the Sampling Importance Resampling algorithm (SIR algorithm). It was introduced by
Gordon, Salmond and Smith in [25]. The bootstrap filter is popular among practitioners
because it is quick and easy to implement and amenable to parallelisation.
We have the following results:
Lemma 3.1:
For a stopping time T , if OT = (o
n
j )
n
j=1 has a multinomial distribution then the conditional
mean of the offspring is proportional to the weights of their parents. More precisely,
E˜ [on,Tkj |FTk−] = naˉn,Tkj′ (3.10)
for any i = 1, . . . , n.
Furthermore,
E˜ [(on,Tkj′ − naˉn,Tkj′ )(on,Tkl′ − naˉn,Tkl′ )|FTk−] =
naˉ
n,Tk
j′ (1− aˉn,Tkj′ ), j ′ = l′
−naˉn,Tkj′ aˉn,Tkl′ , j ′ 6= l′
(3.11)
where aˉn,Tkj is the value of the particle’s weight (immediately) prior to resampling and
aˉn,Tkj′ := lim
T mk ↗Tk
aˉ
n,T mk
j′ (3.12)
where (Tmk )m∈N announces Tk.
Proof. See Section 1.10 in [28]. ¥
Lemma 3.2:
The process πn = {πnt : t ≥ 0} is a probability measure-valued process with ca`dla`g paths.
In particular, πn is continuous on any interval [Tk, Tk+1), k ∈ N. Also, for any k ∈ N we
have
E [πnTk |FTk−] = limT mk ↗Tk π
n
T mk
(3.13)
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where (Tmk )m announces Tk. The same identity holds under P˜ that is, it holds under E˜.3
Proof. The pair processes (aˉnj , v
n
j ), j = 1, . . . , n are continuous on the interval [Tk, Tk+1)
thus it follows that for any ϕ ∈ Cb(Rd) the function
t 7→ πnt (ϕ) =
n∑
j=1
aˉnj (t)ϕ(v
n
j (t)), (3.14)
is continuous on (Tk, Tk+1). Hence π
n
t is continuous on (Tk, Tk+1) for each k ∈ N with
respect to the weak topology on the space MF (Rd) of finite measures over (Rd,B(Rd)).
By the same argument πn is right continuous and has left limits at Tk for any k ∈ N.
For any t ≥ 0
πnt (1) =
n∑
j=1
aˉnj (t) = 1 (3.15)
and therefore πn is probability measure-valued.
The identity (3.13) follows by observing that at Tk the unnormalized weights are reset
to one thus for ϕ ∈ B(Rd) it follows that
πnTk(ϕ) =
1
n
n∑
j′=1
on,Tkj′ ϕ(v
n
j′(Tk))
and from (3.10) and (3.12) we have
E [πnTk |FTk−] =
1
n
n∑
j′=1
E [on,Tkj′ |FTk−]ϕ(vnj′(Tk))
=
n∑
j′=1
aˉn,Tkj′ ϕ(v
n
j′(Tk))
= lim
T mk ↗Tk
n∑
j′=1
aˉ
n,T mk
j′ ϕ(v
n
j′(t)).
That (3.13) holds true under the probability measure P˜ follows from the fact that the law
of the signal process X under P˜ is the same as its law under P. ¥
3We take T0− := 0 = T0.
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Chapter 4
Convergence Results
In this chapter the evolution equations satisfied by πn and ρn will be determined. The
mild form of the Zakai equation will be defined and subsequently used to investigate the
convergence of the approximating measures to the target measures.
4.1 Evolution Equations for πn and ρn
Proposition 4.1:
The probability measure-valued process πn = {πnt : t ≥ 0} satisfies the following evolution
equation
πnt (ϕ) = π
n
0 (ϕ) +
∫ t
0
πns (Aϕ) ds + S
n,ϕ
t + M
n,ϕ
t
+
m∑
k=1
∫ t
0
(πns (hkϕ)− πns (hk)πns (ϕ))
(
dY ks − πns (hk) ds
)
,
(4.1)
for any ϕ ∈ C2b (Rd) where Sn,ϕ = {Sn,ϕt : t ≥ 0} is an Ft-adapted martingale with
Sn,ϕt :=
∞∑
k=1
n∑
j=1
∫ Tk∧ t
Tk−1∧ t
aˉnj (s)((∇ϕ)>σ)(vnj (s)) dV (j)s ,
and for all t ≥ 0, Mn,ϕ = {Mn,ϕt : t ≥ 0} with
Mn,ϕt :=
∞∑
k=1
1[0,t](Tk)(π
n
Tk
(ϕ)− πnTk−(ϕ)) (4.2)
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is a Ft-adapted martingale provided that
∞∑
k=1
P(Tk ≤ t) < ∞ (see Section A.2 in the
appendix).
Proof. Let (T qk )q∈N be an announcing sequence for Tk and consider FTk− :=
∨
q FT qk and
πnTk− := lim
T qk↗Tk
πnT qk
.
For ϕ ∈ C2b (Rd), we have that
πnt (ϕ) = π
n
0 (ϕ) +
∞∑
k=1
1[0,t](Tk)(π
n
Tk
(ϕ)− πnTk−(ϕ))
+
∞∑
k=1
πnTk−∧t(ϕ)− πnTk−1∧t(ϕ).
(4.3)
We now obtain the remaining terms on the right-hand side of (4.1). By Itoˆ’s formula,
equations (3.4) and (3.5) and the independence of Y and V ,
d(anj (t)ϕ(v
n
j (t))) = a
n
j (t)Aϕ(v
n
j (t)) dt + a
n
j (t)((∇ϕ)>σ)(vnj (t)) dV (j)t
+ anj (t)ϕ(v
n
j (t))h
>(vnj (t)) dYt, (4.4)
and
d
( n∑
k=1
ank(t)
)
=
n∑
k=1
ank(t)h
>(vnk (t)) dYt,
for any ϕ ∈ C2b (Rd).
Hence for t ≥ 0 and 1 ≤ k ∈ N,
πnTk−∧t(ϕ)− πnTk−1∧t(ϕ) = limq→∞
∫ T qk∧t
Tk−1∧t
d
( n∑
j=1
anj ϕ(v
n
j (s))∑n
p=1 a
n
p (s)
)
=
∫ Tk−∧t
Tk−1∧t
πns (Aϕ) ds
+
m∑
r=1
∫ Tk−∧t
Tk−1∧t
(πns (hrϕ)− πns (hr)πns (ϕ)) (dY rs − πns (hr)ds)
+
n∑
j=1
∫ Tk−∧t
Tk−1∧t
aˉnj (s)((∇ϕ)>σ)(vnj (s)) dV (j)s . (4.5)
(4.1) now follows from (4.3) and summing (4.5) over k. ¥
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Define the following Ft-adapted martingale1 ξn,∞t = {ξnt : t ≥ 0} by
ξn,∞t :=
∞∏
i=1
1
n
n∑
j=1
an,ij (t)
where
an,ij (t) := exp
(∫ Ti∧t
Ti−1∧t
h(vnj (s))
> dYs − 1
2
∫ Ti∧t
Ti−1∧t
‖h(vnj (s))‖2 ds
)
.
The martingale ξn,∞t is used to linearize π
n
t : it eliminates the last term on the right
hand side of (4.1) which is non-linear and replaces it with a linear term as will be shown
in the following proposition thus making it easier to analyze the convergence of πn. For
ease of notation we write ξnt to denote ξ
n,∞
t .
We observe first that for any t ≥ 0 and p ≥ 1 there exists two constants ct,p1 and ct,p2
(see Lemma A.2 in the appendix) which depend on max
i=1,...,m
‖hi‖0,∞ such that
sup
n≥0
sup
s∈[0,t]
E˜ [(ξns )p] ≤ ct,p1 , (4.6)
and
max
j=1,...,n
sup
n≥0
sup
s∈[0,t]
E˜[(ξns anj (s))p] ≤ ct,p2 . (4.7)
Proposition 4.2:
Let ρn = {ρnt : t ≥ 0} be the measure-valued process defined by
ρnt := ξ
n
t π
n
t = ξ
n
t
n∑
j=1
aˉnj (t)δvnj (t).
In particular if T ∈ [ Tk−1, Tk ),
ξnT π
n
T =
ξnTk−1
n
n∑
j=1
anj (T )δvnj (T ).
Then ρn satisfies the following evolution equation
ρnt (ϕ) = π
n
0 (ϕ) +
∫ t
0
ρns (Aϕ) ds + Sˉ
n,ϕ
t + Mˉ
n,ϕ
t +
m∑
k=1
∫ t
0
ρns (hkϕ) dY
k
s , (4.8)
1See Section A.1 in the appendix
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for any ϕ ∈ C2b (Rd).
In (4.8), Sˉn,ϕ = {Sˉn,ϕt : t ≥ 0} is a Ft-adapted martingale with
Sˉn,ϕt :=
1
n
∞∑
k=1
n∑
j=1
∫ Tk∧ t
Tk−1∧ t
ξnTk−1a
n
j (s)((∇ϕ)>σ)(vnj (s)) dV (j)s
and Mˉn,ϕ = {Mˉn,ϕt : t ≥ 0} defined by
Mˉn,ϕt :=
∞∑
k=1
1[0,t](Tk)(ρ
n
Tk
(ϕ)− ρnTk−(ϕ))
is an Ft-adapted martingale provided that for any t ≥ 0,
∑∞
k=1[P˜ (Tk ≤ t)]
1
2 < ∞ (see
Section A.2 in the appendix).
Proof. Observe that for any t ≥ 0 and ϕ ∈ C2b (Rd),
ρnt (ϕ) = π
n
0 (ϕ) +
∞∑
k=1
1[0,t](Tk)(ρ
n
Tk
(ϕ)− ρnTk−(ϕ))
+
∞∑
k=1
ρnTk−∧t(ϕ)− ρnTk−1∧t(ϕ)
and
ρnTk−∧t(ϕ)− ρnTk−1∧t(ϕ) =
∫ Tk∧t
Tk−1∧t
ξnTk−1
n
n∑
j=1
d (anj (s)ϕ(v
n
j (s)), k ∈ N.
The proof now follows similar to that of Proposition 4.1. ¥
Remark 4.3. Propositions 4.1 and 4.2 are key results that (as we will see) lays the foun-
dation for convergence results being obtained for both the normalized and unnormalized
conditional distributions. They are generalizations of the evolution equations obtained (al-
beit under a different particle approximating framework and mode of resampling) for πn
and ρn in Proposition 9.7 and Exercise 9.11 of [1].
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4.2 Convergence Results concerning Resampling at
Predictable Stopping Times
In this section we will use the mild form of the Zakai equation to obtain various con-
vergence results between the approximate and target measures. The convergence results
will be obtained in terms of the unnormalized conditional distribution and through the
application of an identity, will be seen to hold for the normalized conditional distribution
also.
What should also be noted is the difference in approach used to obtain these results when
compared to the approach employed in [1]. The approach of Bain and Crisan in [1] makes
use of the existence of the function dual of the unnormalized conditional distribution,
ψt,ϕs , which depends on a backward filtration. This approach however breaks down in the
random resampling time setting above due to the fact that the analysis of any possible
convergence will require interpreting terms like ψt,ϕTk : a process depending on a backward
filtration evaluated at a stopping time with respect to a forward filtration.
We begin by recalling the time-inhomogeneous form of the Zakai equation.
Recall from (2.16) that,
ρt(ϕ) = π0(ϕ) +
∫ t
0
ρs(Aϕ) ds +
∫ t
0
ρs(ϕh
>) dYs, P˜− a.s.
for any ϕ ∈ D(A).
If we now let ϕ ∈ D(A) be a time-inhomogeneous function, in other words if ϕ : [0,∞)×
Rd → R is a bounded measurable function with ϕs(∙) ≡ ϕ(s, ∙) for any s ≥ 0 then
ρ = {ρs : s ≥ 0} satisfies the time-inhomogeneous Zakai equation given by
ρs(ϕs) = π0(ϕ0) +
∫ s
0
ρr(∂rϕr + Aϕr) dr +
∫ t
0
ρr(ϕrh
>)dYr P˜− a.s. ∀s ≥ 0 (4.9)
where ∂r denotes the partial derivative with respect to r (see, for example, Remark 3.31
and Lemma 4.8 in [1]).
Furthermore, define ϕ : [0, t] × Rd → R by ϕ(s, x) := Pt−sϕ(x), s ∈ [0, t], t fixed, where
(Pr)r≥0 is the Markov C0-semigroups of contractions2 whose infinitesimal generator is the
2See Definition A.6 in the appendix for more details
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operator A as defined in (2.8).
Then since by a property of semigroups
∂sϕs ≡ ∂Pt−sϕ
∂s
= −APt−sϕ,
(4.9) reduces to
ρs(ϕs) = ρ0(Ptϕ) +
∫ s
0
ρr(Pt−rϕh>) dYr, P˜− a.s. ∀s ∈ [0, t]. (4.10)
In particular when s = t, (4.10) becomes
ρt(ϕ) = ρ0(Ptϕ) +
∫ t
0
ρr(Pt−rϕh>) dYr, P˜− a.s. ∀t ≥ 0. (4.11)
This is the mild form of the Zakai equation (see, for example, [45]).
Using the same approach as above a similar ‘mild form’ for (4.8), the evolution equation
of the process ρn := {ρnt : t ≥ 0}, is given by
ρns (ϕ) = ρ
n
0 (Ptϕ) +
∫ t
0
ρnr (Pt−rϕh
>) dYr + Mˉ
n,ϕ
t + Sˉ
n,ϕ
t (4.12)
where
Sˉn,ϕt :=
1
n
∞∑
k=1
n∑
j=1
∫ Tk∧ t
Tk−1∧ t
ξnTk−1a
n
j (r)
(
(∇(Pt−rϕ))>σ
)
(vnj ) dV
j
r
and
Mˉn,ϕt :=
∞∑
k=1
1[0,t](Tk)
(
ρnTk(Pt−Tkϕ)− ρnTk−(Pt−Tkϕ)
)
.
The error between the approximate measure and the target measure is thus given by
ρnt (ϕ)− ρt(ϕ) = (ρn0 (Ptϕ)− ρ0(Ptϕ)) +
∫ t
0
(
ρnr (Pt−rϕh
>)− ρr(Pt−rϕh>)
)
dYr
+ Sˉn,ϕt + Mˉ
n,ϕ
t . (4.13)
Being able to control the terms on the right hand side of (4.13) therefore is key to obtaining
relevant bounds on the error terms which hopefully will lead to information about the
rate of convergence of the approximations.
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Lemma 4.4:
If the coefficients σ, f and h are bounded and Lipschitz and f and σ are differentiable
then for any T ′ ≥ 0 and any p ≥ 1 there exists a constant, βT ′,p independent of n such
that
E˜
( sup
t∈[0,T ′]
|Sˉn,ϕt |
)2p ≤ βT ′,p
np
‖∇ϕ‖2p∞. (4.14)
Furthermore if p > 1, there exists a positive random variable, cT
′
ε = c(σ, f, h, ε, ϕ, T
′),
almost surely finite, such that for any ϕ ∈ Cb(Rd)
sup
t∈ [0,T ′]
|Sˉn,ϕt | ≤
cT
′
ε
nε
(4.15)
where ε ∈
(
0,
1
2
− 1
2p
)
.
Proof. We first show that for any p ≥ 0,
E˜[(aˉnj (t))p] ≤
1
np
exp(mcpt) (4.16)
where cp is a constant.
Let t ≥ 0 then for some 1 ≤ k′ ∈ N, t ∈ [ Tk′−1, Tk′ ) and
anj (t) = a
n
j (Tk′−1) +
m∑
k=1
∫ t
Tk′−1
anj (s)h
k(vnj (s)) dY
k
s
= 1 +
m∑
k=1
∫ t
Tk′−1
anj (s)h
k(vnj (s)) dY
k
s
that is
danj (t) =
m∑
k=1
anj (t)h
k(vnj (t)) dY
k
t .
Let St :=
∑n
r=1 a
n
r (t) then
dSt =
n∑
r=1
danr (t) =
n∑
r=1
anr (t)
m∑
k=1
hk(vnr (t)) dY
k
t
and
dS−1t = −S−2t dSt + S−3t d〈S〉t
= −S−2t
m∑
k=1
( n∑
r=1
anr (t)h
k(vnr (t))
)
dY kt + S
−3
t
m∑
k=1
( n∑
r=1
anr (t)h
k(vnr (t))
)2
dt.
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It thus follows that
daˉnj (t) = d[a
n
j (t)S
−1
t ]
= anj (t)dS
−1
t + S
−1
t da
n
j (t) + d〈anj (∙), S−1∙ 〉t
that is,
daˉnj (t) = a
n
j (t)
[
−S−2t
m∑
k=1
( n∑
r=1
anr (t)h
k(vnr (t))
)
dY kt
+ S−3t
m∑
k=1
( n∑
r=1
anr (t)h
k(vnr (t))
)2
dt
]
+ S−1t
[ m∑
k=1
anj (t)h
k(vnj (t)) dY
k
t
]
−S−2t
m∑
k=1
( n∑
r=1
anr (t)h
k(vnr (t))
)
anj (t)h
k(vnj (t))dt
= aˉnj (t)
[ m∑
k=1
(
hk(vnj (t))−
n∑
r=1
aˉnr (t)h
k(vnr (t))
)]
dY kt
+aˉnj (t)
[ m∑
k=1
(( n∑
r=1
aˉnr (t)h
k(vnr (t))
)2
−
( n∑
r=1
aˉnr (t)h
k(vnr (t))h
k(vnj (t))
))]
dt
= aˉnj (t)
[ m∑
k=1
ηkt dY
k
t +
m∑
k=1
ζkt dt
]
(4.17)
where
ηkt := h
k(vnj (t))−
n∑
r=1
aˉnr (t)h
k(vnr (t)) (4.18)
= hk(vnj (t))− πnt
(
hk
)
and
ζkt :=
( n∑
r=1
aˉnr (t)h
k(vnr (t))
)2
−
( n∑
r=1
aˉnr (t)h
k(vnr (t))h
k(vnj (t))
)
(4.19)
=
(
πnt
(
hk
))2 − πnt (hk)hk (vnj (t)) .
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So
aˉnj (t) = aˉ
n
j (Tk′−1) +
m∑
k=1
∫ t
Tk′−1
aˉnj (s)η
k
s dY
k
s +
m∑
k=1
∫ t
Tk′−1
aˉnj (s)ζ
k
s ds
in other words,
aˉnj (t) =
1
n
exp
( m∑
k=1
∫ t
Tk′−1
ηks dY
k
s +
m∑
k=1
∫ t
Tk′−1
ζks ds−
1
2
m∑
k=1
∫ t
Tk′−1
(ηks )
2ds
)
(4.20)
so that for any p ≥ 0
(aˉnj (t))
p =
1
np
exp
(
p
m∑
k=1
∫ t
Tk′−1
ζks ds
)
× exp
(
p
m∑
k=1
∫ t
Tk′−1
ηks dY
k
s −
p
2
m∑
k=1
∫ t
Tk′−1
(ηks )
2ds
)
=
1
np
exp
(
p
m∑
k=1
∫ t
Tk′−1
ζks ds
)
exp
(
p2 − p
2
m∑
k=1
∫ t
Tk′−1
(ηks )
2 ds
)
× exp
(
p
m∑
k=1
∫ t
Tk′−1
ηks dY
k
s −
p2
2
m∑
k=1
∫ t
Tk′−1
(ηks )
2ds
)
≤ 1
np
exp
(
mp‖ζ‖∞t
)
exp
(m(p2 − p)
2
‖η‖∞t
)
× exp
(
p
m∑
k=1
∫ t
Tk′−1
ηks dY
k
s −
p2
2
m∑
k=1
∫ t
Tk′−1
(ηks )
2ds
)
(4.21)
where ‖η‖∞ = max
k=1,...,m
‖ηk‖ for η = (ηk)mk=1 ∈ Rm and similarly for ‖ζ‖∞.
Since
E˜
[
exp
(
p
m∑
k=1
∫ t
Tk′−1
ηks dY
k
s −
p
2
m∑
k=1
∫ t
Tk′−1
(ηks )
2ds
)]
= 1,
it follows that
E˜[(aˉnj (t))p] ≤
1
np
exp(mcpt)
43
where cp = p‖ζ‖∞ + (p
2 − p)
2
‖η‖∞.
For t ≥ 0 we note that
Sˉn,ϕt =
1
n
∞∑
k=1
n∑
j=1
∫ Tk∧ t
Tk−1∧ t
ξnTk−1a
n
j (r)((∇(Pt−rϕ))>σ)(vnj ) dV jr
=
1
n
∞∑
k=0
n∑
j=1
∫ Tk+1∧ t
Tk∧ t
ξnTka
n
j (r)((∇(Pt−rϕ))>σ)(vnj ) dV jr
=
n∑
j=1
∫ t
0
ξnr aˉ
n
j (r)((∇(Pt−rϕ))>σ)(vnj (r)) dV jr . (4.22)
By the Burkholder-Davis-Gundy and Jensen inequalities and (4.6) and (4.16), it follows
for p ≥ 1 and T ′ ≥ 0 that
E˜
( sup
t∈[0,T ′]
|Sˉn,ϕt |
)2p ≤ Cp E˜[〈Sˉn,ϕ〉pT ′ ]
= Cp E˜
[ n∑
j=1
∫ T ′
0
(ξnr aˉ
n
j (r))
2
(
(∇PT ′−rϕ)>σσ>(∇PT ′−rϕ)
)
(vnj (r)) dr
]p
≤ Cpnp−1T ′p−1d˜
n∑
j=1
∫ T ′
0
E˜[(ξnr aˉnj (r))2p]‖∇PT ′−rϕ‖2p∞ dr
≤ Cpnp−1T ′p−1d˜
n∑
j=1
∫ T ′
0
E˜[(ξnr )4p]
1
2 E˜[(aˉnj (r))4p]
1
2 ‖∇PT ′−rϕ‖2p∞ dr
=
Cpn
p−1T ′p−1d˜(cT
′,4p
1 )
1
2 exp( 1
2
mc4pT
′)
(n4p)
1
2
n∑
j=1
∫ T ′
0
‖∇PT ′−rϕ‖2p∞dr
≤ Cpn
p−1T ′p−1d˜(cT
′,4p
1 )
1
2 exp( 1
2
mc4pT
′)
n2p
‖∇ϕ‖2p∞C2pT ′d2pnT ′ (4.23)
≤ βT ′,p
np
‖∇ϕ‖2p∞, (4.24)
where
βT ′,p = CpT
′pd˜(cT
′,4p
1 )
1
2 exp(
1
2
mc4pT
′)C2pT ′d
2p
is a constant independent of n. How the constant CT ′ is obtained will be discussed in
Remark 4.5 after the proof.
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Observe therefore that for ε ∈
(
0,
1
2
− 1
2p
)
it follows that
E˜
[ ∞∑
n=1
n2εp
(
sup
t∈[0,T ′]
|Sˉn,ϕt |
)2p]
≤ βT ′,p‖∇ϕ‖2p∞
∞∑
n=1
1
np−2εp
< ∞.
Let
cT
′
ε =
[ ∞∑
n=1
n2εp
(
sup
t∈[0,T ′]
|Sˉn,ϕt |
)2p] 1
2p
.
Then cT
′
ε is integrable by (4.24) which implies that c
T ′
ε is finite a.s. and since(
nε sup
t∈[0,T ′]
|Sˉn,ϕt |
)2p
≤
∞∑
n=1
n2εp
(
sup
t∈[0,T ′]
|Sˉn,ϕt |
)2p
,
we have
sup
t∈[0,T ′]
|Sˉn,ϕt | ≤
cT
′
ε
nε
.
¥
Remark 4.5. In order to obtain the constant CT ′ in (4.23) we made use of the fact that
if we have a process starting at x ∈ Rd, Xt(x), which satisfies a stochastic differential
equation then ∂xiXt(x) satisfies a linear stochastic differential equation (see Chapter V,
Theorem 2.3 in [26]). Moreover the strong solution of a stochastic differential equation is
Lp-bounded for any p ≥ 2 (see Theorem 5.2.9 in [27] for the result for p = 2. The proof
used here can be generalised for any p ≥ 2. See, also, V.11, Lemma 11.5 in [42] for an
even stronger result).
In light of these results CT ′ is obtained using the fact that
|∇PT ′−rϕ(x)| =
∣∣∣∣∣
d∑
i=1
∂xiPT ′−rϕ(x)
∣∣∣∣∣
=
∣∣∣∣∣
d∑
i=1
∂xiE˜[ϕ(XT ′−r(x))]
∣∣∣∣∣
=
∣∣∣∣∣
d∑
i=1
E˜[∂xiϕ(XT ′−r(x))]
∣∣∣∣∣
=
∣∣∣∣∣
d∑
i=1
E˜
[ d∑
j=1
∂xjϕ(XT ′−r(x))∂xiX
j
T ′−r(x)
]∣∣∣∣∣
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≤ ‖∇ϕ‖∞
d∑
i=1
d∑
j=1
E˜
[
|∂xiXjT ′−r(x)|
]
≤ CT ′‖∇ϕ‖∞
d∑
i=1
d∑
j=1
1
≤ CT ′d2‖∇ϕ‖∞
where the constant CT ′ = sup
s∈[0,T ′]
E˜
[
|∂xiXjs (x)|
]
.
Lemma 4.6:
If the coefficients σ, f and h are bounded and Lipschitz then for ϕ ∈ Cb(Rd) and for any
k ∈ N there exist a constant Ck independent of n such that
E˜[(πn0 (Ptϕ)− π0(Ptϕ))2k] ≤
Ck‖ϕ‖2k∞
nk
. (4.25)
Furthermore for k > 1, there exist a positive random variable, cˉT
′
ε = cˉ(σ, f, h, ε, ϕ, T
′),
almost surely finite, such that
|ρn0 (Ptϕ)− ρ0(Ptϕ)| ≤
cˉT
′
ε
nε
(4.26)
where ε ∈ (0, 1
2
− 1
2k
)
.
Proof. Note that ρn0 (Ptϕ)− ρ0(Ptϕ) ≡ πn0 (Ptϕ)− π0(Ptϕ).
Let ζj ≡ Ptϕ(vnj (0)) − π0(Ptϕ) so that 1n
∑n
j=1 ζj =
1
n
∑n
j=1(Ptϕ(v
n
j (0)) − π0(Ptϕ)) ≡
πn0 (Ptϕ)− π0(Ptϕ).
Note that ζj , j = 1, . . . , n, are independent identically distributed random variables with
mean 0. (4.25) then follows from
E˜[(πn0 (Ptϕ)− π0(Ptϕ))2k] = E˜
[(
1
n
n∑
j=1
ζj
)2k]
=
1
n2k
E˜
[ ∑
α1,...,αn
αj 6=1
(
2k
α1, . . . , αn
)
[ζα11 ∙ ∙ ∙ ζαnn ]
]
≤ 1
n2k
∑
α1,...,αn
αj 6=1
(
2k
α1, . . . , αn
)
E˜[|ζ1|α1 ∙ ∙ ∙ |ζn|αn ]
≤ Ck‖ϕ‖
2k
∞
nk
(4.27)
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where the sum is taken all over the multi-indices (α1, . . . , αn) ∈ Nn satisfying αj 6= 1 for
j = 1, . . . , n subject to the condition that
∑n
j=1 αj = 2k and
(
2k
α1, . . . , αn
)
:=
2k!
α1! . . . , αn!
.
Using the same approach as in Lemma 4.4 it follows that we can control ρ0(Ptϕ) −
ρn0 (Ptϕ): indeed, for ε ∈
(
0, 1
2
− 1
2k
)
|ρn0 (Ptϕ)− ρ0(Ptϕ)| ≤
cˉT
′
ε
nε
(4.28)
where
cˉT
′
ε =
( ∞∑
n=1
n2εk|ρn0 (Ptϕ)− ρ0(Ptϕ)|2k
) 1
2k
is a positive almost surely finite random variable. ¥
Lemma 4.7:
If the coefficients σ, f and h are bounded and Lipschitz and if for any T ′ ≥ 0,
∞∑
k=1
[P˜ (Tk ≤
T ′)]
1
4 < ∞ then for any ϕ ∈ C2b (Rd) there exists a constant CT ′,4 such that
E˜
[
sup
t∈[0,T ′]
|Mˉn,ϕt |4
]
≤ CT ′,4‖ϕ‖
4
∞
n2
. (4.29)
Furthermore, there exist a positive random variable c′T
′
ε = c
′(σ, f, h, ε, ϕ, T ′) almost surely
finite such that for ε ∈
(
0,
1
4
)
sup
t∈[0,T ′]
|Mˉn,ϕt | ≤
c′T
′
ε
nε
. (4.30)
Remark 4.8. More general forms (in terms of Lp-convergence) of (4.29) in Lemma 4.7
can be shown to be true.
Indeed it is possible to show that for any integer p ≥ 1:
E˜
[
sup
t∈[0,T ′]
|Mˉn,ϕt |2p
]
≤ CT ′,4‖ϕ‖
2p
∞
np
. (4.31)
provided that
∑∞
k=1[P˜ (Tk ≤ T ′)]q(p) < ∞, where q(p) is a real number depending on p
such that 0 < q(p) ≤ 1.
We will use the results of Lemma 4.7 to prove convergence results later on. It is worth
bearing in mind however that as a consequence of (4.31), general forms of these conver-
gence results can be obtained.
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Proof. We use the notation employed in Section A.2 of the appendix.
Observe by Burkholder-Davis-Gundy inequality and Fatou’s lemma that
E˜
[
sup
t∈[0,T ′]
|Mˉn,ϕt |4
]
= E˜
[(
sup
t∈[0,T ′]
|ηˉ∞(t)|
)4]
≤ C lim
m
E˜
[( m∑
k=1
(
1[0,T ′](Tk)(ρ
n
Tk
(ϕ)− ρnTk−(ϕ))
)2)2]
. (4.32)
We now consider( m∑
k=1
(
1[0,T ′](Tk)(ρ
n
Tk
(ϕ)− ρnTk−(ϕ))
)2)2
=
( m∑
k=1
1[0,T ′](Tk)(ξ
n
Tk
)2(πnTk(ϕ)− πnTk−(ϕ))2
)2
=
∑
α1,...,αm
(
2
α1, . . . , αm
)
ζ2α11 ζ
2α2
2 ∙ ∙ ∙ ζ2αmm
(4.33)
where for k = 1, . . . ,m,
ζk := 1[0,T ′](Tk)(ρ
n
Tk
(ϕ)− ρnTk−(ϕ)).
Note that for the multi-indices (α1, . . . , αm) ∈ Nm we can only have αi = 2, αj = 0, ∀i 6= j, 1 ≤ i, j ≤ m,αi, αj = 1, αk = 0, ∀k 6= i, j, 1 ≤ i, j, k ≤ m
since αi ∈ {0, 1, 2}, i = 1, . . . ,m and we must have α1 + ∙ ∙ ∙ + αm = 2. Hence, ignoring
scalar coefficients, the type of terms which occur when taking expectation of the terms
in the multinomial expansion (4.33) are either of the form E˜[ζ4i ] or E˜[ζ2j ζ2l ] where j 6= l,
1 ≤ i, j, l ≤ m.
We now show that these terms can be controlled.
First, we observe that
πnTk(ϕ)− E˜[πnTk(ϕ)|FTk−] =
1
n
n∑
j=1
(ϕ(vnαj (Tk))− E˜[πnTk(ϕ)|FTk−]) (4.34)
where we have used the fact that πnTk(ϕ) =
1
n
n∑
j=1
ϕ(vnαj (Tk)) where (αj)
n
j=1 is a random
index of 1, . . . , n so that vnαj(Tk) = v
n
j′(Tk) for some j
′ ∈ {1, . . . , n} with probability aˉn,Tkj′ .
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Also, note that
E˜[ϕ(vnαj(Tk))|FTk−] =
n∑
j′=1
aˉn,Tkj′ ϕ(v
n
j′(Tk))
= E˜[πnTk(ϕ)|FTk−]
which thus implies that
E˜
(
ϕ(vnαj (Tk))− E˜[πnTk(ϕ)|FTk−]
)
= 0. (4.35)
Hence for 1 ≤ k ≤ m,
E˜[ζ4k ] = E˜
[
1[0,T ′](Tk)(ξ
n
Tk
)4(πnTk(ϕ)− πnTk−(ϕ))4
]
= E˜
[
1[0,T ′](Tk)(ξ
n
Tk
)4E˜[(πnTk(ϕ)− πnTk−(ϕ))4|FTk−]
]
(4.36)
where, by (4.35) and the (conditional) independence property of sampling with replace-
ment,
E˜[(πnTk(ϕ)− πnTk−(ϕ))4|FTk−]
= E˜
[( 1
n
n∑
j=1
(ϕ(vnαj(Tk))− E˜[πnTk(ϕ)|FTk−])
)4∣∣∣FTk−]
=
1
n4
n∑
j=1
E˜
[
(ϕ(vnαj(Tk))− E˜[πnTk(ϕ)|FTk−])4
∣∣∣FTk−]
+
6
n4
∑
j 6=l
E˜
[
(ϕ(vnαj(Tk))− E˜[πnTk(ϕ)|FTk−])2
∣∣∣FTk−]
× E˜
[
(ϕ(vnαl(Tk))− E˜[πnTk(ϕ)|FTk−])2
∣∣∣FTk−]
≤ d1‖ϕ‖
4
∞
n2
so that from (4.36) and Lemma A.2 in the appendix we have
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E˜[ζ4k ] = E˜
[
1[0,T ′](Tk)(ξ
n
Tk
)4E˜[(πnTk(ϕ)− πnTk−(ϕ))4|FTk−]
]
≤ d1‖ϕ‖
4
∞
n2
E˜[1[0,T ′](Tk)(ξnTk)
4]
≤ d1‖ϕ‖
4
∞
n2
E˜[(ξnTk∧T ′)
8]
1
2 E˜[1[0,T ′](Tk)]
1
2
≤ d1(c
T ′,8
1 )
1
2‖ϕ‖4∞
n2
P˜ (Tk ≤ T ′) 12
=
d˜k‖ϕ‖4∞
n2
P˜ (Tk ≤ T ′) 12 , (4.37)
where d˜k = d1(c
T ′
1 , 8)
1
2 is a constant.
Similarly for terms of the type E˜[ζ2j ζ2l ], 1 ≤ j 6= l ≤ m there exists constants d˜jl := d˜j d˜l
such that
E˜[ζ2j ζ2l ] ≤ E˜[ζ4j ]
1
2 E˜[ζ4l ]
1
2
≤ d˜j‖ϕ‖
2
∞
n
P˜ (Tj ≤ T ′) 14 d˜l‖ϕ‖
2
∞
n
P˜ (Tl ≤ T ′) 14
=
d˜jl‖ϕ‖4∞
n2
P˜ (Tj ≤ T ′) 14 P˜ (Tl ≤ T ′) 14 . (4.38)
Taking expectation in (4.33), and using (4.37) and (4.38) it follows thus for a suitably
chosen constant, dˉ, that
E˜
[( m∑
k=1
(
1[0,T ′](Tk)(ρ
n
Tk
(ϕ)− ρnTk−(ϕ))
)2)2]
= E˜
[ ∑
α1,...,αm
(
2
α1, . . . , αm
)
ζ2α11 ζ
2α2
2 ∙ ∙ ∙ ζ2αmm
]
≤ dˉ
m∑
k=1
‖ϕ‖4∞
n2
P˜ (Tk ≤ T ′) 12 + dˉ
∑
j 6=l
‖ϕ‖4∞
n2
P˜ (Tj ≤ T ′) 14 P˜ (Tl ≤ T ′) 14
≤ dˉ
m∑
k=1
‖ϕ‖4∞
n2
P˜ (Tk ≤ T ′) 12 + dˉ
∑
j 6=l
‖ϕ‖4∞
n2
P˜ (Tj ≤ T ′) 14 P˜ (Tl ≤ T ′) 14
≤ dˉ‖ϕ‖
4
∞
n2
( m∑
k=1
P˜ (Tk ≤ T ′) 14
)2
. (4.39)
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Consequently by (4.39) we see that, subject to
∞∑
k=1
[P˜ (Tk ≤ T ′)] 14 < ∞,
E˜
[
sup
t∈[0,T ′]
|Mˉn,ϕt |4
]
≤ C lim
m
E˜
[( m∑
k=1
(
1[0,T ′](Tk)(ρ
n
Tk
(ϕ)− ρnTk−(ϕ))
)2)2]
≤ Cdˉ‖ϕ‖
4
∞
n2
lim
m
( m∑
k=1
P˜ (Tk ≤ T ′) 14
)2
=
Cdˉ‖ϕ‖4∞
n2
( ∞∑
k=1
P˜ (Tk ≤ T ′) 14
)2
=
CT ′,4‖ϕ‖4∞
n2
.
(4.30) follows in the same manner as in the two previous lemmata and the positive, almost
surely finite random variable c′T
′
ε is similarly obtained. ¥
Remark 4.9. Note that the condition
∞∑
k=1
[P˜ (Tk ≤ t)] 14 < ∞, t ≥ 0
guarantees that both Mn,ϕt and Mˉ
n,ϕ
t are martingales since as 0 ≤ P˜(Tk ≤ t) ≤ 1,
∞∑
k=1
P˜(Tk ≤ t) ≤
∞∑
k=1
P˜(Tk ≤ t) 12 ≤
∞∑
k=1
P˜(Tk ≤ t) 14 . (4.40)
The sums listed in (4.40) will be referred to as the martingale conditions. In other
words, they are the conditions on the family of resampling times {Tk}k∈N under which
both Mn,ϕt and Mˉ
n,ϕ
t are martingales and Lemma 4.7 holds.
Furthermore since for k ∈ N
P˜ (Tk ≤ t) 12 ≤ k
2
2
P˜ (Tk ≤ t) + 1
2k2
,
showing that
∞∑
k=1
k2P˜ (Tk ≤ t) < ∞ is sufficient to show that
∞∑
k=1
P˜ (Tk ≤ t) 12 < ∞.
Similarly, since for k ∈ N
P˜ (Tk ≤ t) 14 ≤ k
4
4
P˜ (Tk ≤ t) + 3
4k
4
3
,
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showing that
∞∑
k=1
k4P˜ (Tk ≤ t) < ∞ is sufficient for the condition
∞∑
k=1
P˜ (Tk ≤ t) 14 < ∞ to
hold.
We now prove a result that will allow us to use the bounds for the error terms obtained
above to get convergence results.
Before proceeding we introduce the notation |ν| to denote the total variation of a measure
ν.
Theorem 4.10:
Let μn := {μnt : t ≥ 0} be a measure-valued process such that for any ϕ ∈ C1b (Rd) we have
μnt (ϕ) = μ
n
0 (at(ϕ)) + m
n,ϕ
t +
m∑
k=1
∫ t
0
μns (a
k
s,t(ϕ)) dW
k
s (4.41)
where W = (W k)mk=1 is a m-dimensional Brownian motion, m
n,ϕ
t is a martingale and
at, a
k
s,t : C1b (Rd) → C1b (Rd) are bounded linear operators with bounds c and Ck, k =
1, . . . ,m, respectively. That is, ‖at(ϕ)‖1,∞ ≤ c‖ϕ‖1,∞ and ‖aks,t(ϕ)‖1,∞ ≤ Ck‖ϕ‖1,∞,
k = 1, . . . ,m.
If for any T ′ > 0 there exist constants γ1, γ2 such that for t ∈ [0, T ′] and p ≥ 2
E˜
[
|mn,ϕt |p
]
≤ γ1
np/2
‖ϕ‖p1,∞; and E˜
[
|μn0 (at(ϕ))|p
]
<
γ2
np/2
‖ϕ‖p1,∞, (4.42)
and
d := sup
t∈[0,T ′]
E˜ [(|μnt |(1))p] < ∞, (4.43)
then for any t ∈ [0, T ′]
‖μnt (ϕ)‖pp := E˜
[
|μnt (ϕ)|p
]
≤ α
np/2
‖ϕ‖p1,∞ (4.44)
where α = α(t) is a constant independent of n.
Proof. Observe, by a combination of Jensen’s and Burkholder-Davis-Gundy inequalities,
that
‖μnt (ϕ)‖p ≤ ‖μn0 (at(ϕ))‖p + ‖mn,ϕt ‖p +
[
E˜
∣∣∣∣ m∑
k=1
∫ t
0
μns (a
k
s,t(ϕ)) dW
k
s
∣∣∣∣p] 1p
≤ 2
(
γ
np/2
‖ϕ‖p1,∞
) 1
p
+
[
Kmp−1t
p
2
−1
m∑
k=1
∫ t
0
E˜
[
|μns (aks,t(ϕ))|p
]
ds
] 1
p
,
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where γ := max{γ1, γ2}.
Let
Aks,t :=
∫ t
0
E˜
[
|μns (aks,t(ϕ))|p
]
ds =
∫ t
0
‖μns (aks,t(ϕ))‖pp ds
then
‖μnt (ϕ)‖pp ≤ 2p−12p
γ
np/2
‖ϕ‖p1,∞ + 2p−1Kmp−1t
p
2
−1
m∑
k=1
Aks,t. (4.45)
It thus follows using the fact that for k = 1, . . . ,m, aks,t is a bounded operator and
appealing to (4.43) that
‖μnt (ϕ)‖pp ≤ 2p−12p
γ
np/2
‖ϕ‖p1,∞ + 2p−1Kmp−1t
p
2
−1
m∑
k=1
Cpk‖ϕ‖p1,∞dt
≤ 2p−12p γ
np/2
‖ϕ‖p1,∞ + 2p−1KmpCp‖ϕ‖p1,∞dt
p
2 (4.46)
where C := max{C1, . . . , Cm}.
From (4.46) it follows for k = 1, . . . ,m, that
Aks,t ≤ 2p−12p
γ
np/2
Cpk‖ϕ‖p1,∞t + 2p−1KmpCpCpk‖ϕ‖p1,∞d
t
p
2
+1
(p/2 + 1)
≤ 2p−12p γ
np/2
Cp‖ϕ‖p1,∞t + 2p−1KmpC2p‖ϕ‖p1,∞d
t
p
2
+1
(p/2 + 1)
.
(4.45) therefore becomes
‖μnt (ϕ)‖pp ≤ δ [1 + βptκ] + β2pd‖ϕ‖p1,∞
t2κ
(κ + 1)
(4.47)
where δ = 2p−12p
γ
np/2
‖ϕ‖p1,∞; βp = 2p−1KmpCp and; κ = p/2.
(4.47) now gives us that
Aks,t ≤ δCpt + δβpCp
tκ+1
(κ + 1)
+ β2pC
pd‖ϕ‖p1,∞
t2κ+1
(2κ + 1)(κ + 1)
and (4.45) becomes
‖μnt (ϕ)‖pp ≤ δ
[
1 + βpt
κ + β2p
t2κ
(κ + 1)
]
+ β3pd‖ϕ‖p1,∞
t3κ
(2κ + 1)(κ + 1)
. (4.48)
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So in general with ‖μnt (ϕ)‖p,(k)p denoting the kth-iteration, it follows by an induction ar-
gument that
‖μnt (ϕ)‖p,(k)p ≡ ‖μnt (ϕ)‖pp
≤ δ
[
1 + βpt
κ + β2p
t2κ
(κ + 1)
+ ∙ ∙ ∙ + βk−1p
t(k−1)κ
((k − 2)κ + 1) . . . (κ + 1)
]
+βkpd‖ϕ‖p1,∞
tkκ
((k − 1)κ + 1)((k − 2)κ + 1) . . . (κ + 1)
and as k →∞,
‖μnt (ϕ)‖pp ≤ δ
(
1 + βpt
κ
∞∑
j=0
βjp
tjκ
κjj!
)
= δ
(
1 + βpt
κe
βpt
κ
κ
)
= 22p−1
(
1 + βpt
κe
βpt
κ
κ
) γ
np/2
‖ϕ‖p1,∞. (4.49)
Hence (4.44) follows with α := 22p−1
(
1 + βpt
κe
βpt
κ
κ
)
γ. ¥
Remark 4.11. If the norms in the bounds (4.42) can be replaced with ‖ ∙ ‖∞ that is
E˜
[
|mn,ϕt |p
]
≤ γ1
np/2
‖ϕ‖p∞; and E˜
[
|μn0 (at(ϕ))|p
]
<
γ2
np/2
‖ϕ‖p∞, (4.50)
then by defining at and a
k
s,t to be bounded linear operators on Cb(Rd), we can reach a
similar conclusion as in Theorem 4.10 for ϕ ∈ Cb(Rd).
We now have the following
Theorem 4.12:
Under the same conditions as Theorem 4.10 but with the exception that p > 2
μnt (ϕ) → 0 P˜− a.s. (4.51)
as n →∞.
Proof. The result follows using the same approach used to prove (4.15).
For any p > 2,
|μnt (ϕ)| ≤
cμ,ε
n
p
2
(4.52)
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where cμ,ε :=
[ ∞∑
n=1
nεp|μnt (ϕ)|p
] 1
p
is a positive, almost surely finite random variable and
ε ∈
(
0, 1
2
− 1
p
)
. ¥
Proposition 4.13:
If the coefficients σ, f and h are bounded and Lipschitz with σ and f differentiable, then
for any T ′ ≥ 0, there exists a constant α = α(T ′), independent of n such that for any
ϕ ∈ C2b (Rd), we have
E˜
[
(ρnt (ϕ)− ρt(ϕ))4
]
≤ α
n2
‖ϕ‖41,∞, t ∈ [0, T ′]. (4.53)
Moreover for 0 < ε < 1
4
and t ∈ [0, T ′],
|(ρnt − ρt)(ϕ)| ≤
ct, ε
nε
(4.54)
where ct, ε =
( ∞∑
n=1
n4ε|(ρnt − ρt)(ϕ)|4
) 1
4
is a positive, almost surely finite random variable
and hence (as in Theorem 4.12),
ρnt (ϕ) → ρt(ϕ) P˜− a.s. (4.55)
Proof. (4.53) follows from Theorem 4.10 and Remark 4.11 by setting:
mn,ϕt := Sˉ
n,ϕ
t + Mˉ
n,ϕ
t ;
μnt (∙) := (ρnt − ρt)(∙);
μn0 (at(∙)) := (ρn0 − ρ0)(Pt∙);
μnr (a
k
r,t(∙)) ≡ (ρnr − ρr)(Pt−r ∙ h>) , 0 < r ≤ t;
appealing to the bounds (4.14), (4.25) and (4.29), and observing that (4.43) follows by
Lemma A.7 and Lemma A.8 in the appendix.
Finally, (4.54) follows using the same approach as in Lemma 4.4. ¥
This leads to
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Theorem 4.14:
If the coefficients σ, f and h are bounded and Lipschitz with σ and f differentiable, then
for any T ′ ≥ 0, there exists a constant α˜ = α˜(T ′), independent of n such that for any
ϕ ∈ C2b (Rd), we have
E˜
[
(πnt (ϕ)− πt(ϕ))2
]
≤ α˜
n
‖ϕ‖21,∞, t ∈ [0, T ′]. (4.56)
Proof. Note that since πnt (ϕ)ρ
n
t (1) = ξ
n
t π
n
t (ϕ) = ρ
n
t (ϕ),
then
πnt (ϕ)− πt(ϕ) =
1
ρt(1)
(ρnt (ϕ)− ρt(ϕ))−
πnt (ϕ)
ρt(1)
(ρnt (1)− ρt(1)) . (4.57)
Let
ut :=
√
E˜
[
(ρt (1))
−4].
It follows from Lemma A.7 in the appendix that ut < ∞.
By a combination of Jensen’s and Cauchy-Schwartz inequalities
E˜
[|πnt (ϕ)− πt(ϕ)|2] ≤ 2(ut√E˜ [(ρnt (ϕ)− ρt(ϕ))4]+ ut‖ϕ‖20,∞√E˜ [(ρnt (1)− ρt(1))4]) .
(4.56) then follows by Proposition 4.13. ¥
We say that M is a convergence determining set if, for any sequence of finite measures
νn, n = 1, 2, . . . and another finite measure ν such that limn→∞ νnf = νf for all f ∈ M
it follows that limn→∞ νn = ν.
Now let M = {ϕi : i ≥ 0} ∈ C2b (Rd) be a countable convergence determining set such
that for any i ≥ 0, ‖ϕ‖∞ ≤ 1 and ‖ϕ‖1,∞ ≤ 1 and let dM : MF (Rd)×MF (Rd) → [0,∞)
be the metric on MF (Rd), the set of finite measures on Rd, defined by:
dM (μ, ν) =
∞∑
i=0
1
2i
|μ(ϕ)− ν(ϕ)|. (4.58)
For more on the existence M and dM of See Theorem 2.18, Theorem 2.19 and Section
A.10 in [1].
Then
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Corollary 4.15:
If the coefficients σ, f and h are bounded and Lipschitz with σ and f differentiable, then
for any T ′ ≥ 0,
sup
t∈[0,T ′]
E˜ [dM (ρnt , ρt)] ≤ 2
α√
n
; sup
t∈[0,T ′]
E˜ [dM (πnt , πt)] ≤ 2
α˜√
n
. (4.59)
Proof. Result follows by (4.70) and observing that similar to Proposition 4.13,
E˜
[
(ρnt (ϕ)− ρt(ϕ))2
]
≤ α
n
‖ϕ‖21,∞, t ∈ [0, T ′] (4.60)
and similar to Theorem 4.14
E˜
[
|πnt (ϕ)− πt(ϕ)|
]
≤ α˜√
n
‖ϕ‖1,∞, t ∈ [0, T ′]. (4.61)
¥
We will now proceed to prove a stronger convergence result.
Proposition 4.16:
If the coefficients σ, f and h are bounded and Lipschitz with σ and f differentiable, then
for any T ′ ≥ 0, there exists a constant βT ′ , independent of n such that
E˜
[
sup
t∈[0,T ′]
(ρnt (ϕ)− ρt(ϕ))4
]
≤ βT ′
n2
‖ϕ‖43,∞, t ∈ [0, T ′]. (4.62)
for any ϕ ∈ C3b (Rd).
Proof. For ease of notation we write supt for supt∈[0,T ′]. Observe from (2.16) and (4.8)
that
E˜
[
sup
t
((ρnt (ϕ)− ρt(ϕ)))4
]
≤ 53
{
E˜
[
(ρn0 (ϕ)− ρ0(ϕ))4
]
+ E˜
[
sup
t
(∫ t
0
ρns (Aϕ)− ρs(Aϕ) ds
)4]
+ E˜
[
sup
t
(Sˉn,ϕt )
4
]
+ E˜
[
sup
t
(Mˉn,ϕt )
4
]
+E˜
sup
t
(
m∑
r=1
∫ t
0
ρns (hrϕ)− ρs(hrϕ) dY rs
)4 (4.63)
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We now proceed to obtain bounds for each of the terms in (4.63).
The first term is controlled as in (4.25). For the second term, it follows from Proposi-
tion 4.13 that
E˜
[
sup
t
(∫ t
0
ρns (Aϕ)− ρs(Aϕ) ds
)4]
≤ E˜
[
sup
t
(
t3.
∫ t
0
(ρns (Aϕ)− ρs(Aϕ))4 ds
)]
= E˜
[
T ′3.
∫ T ′
0
(ρns (Aϕ)− ρs(Aϕ))4 ds
]
≤ T ′3
∫ T ′
0
sup
s∈[0,T ′]
E˜
[
(ρns (Aϕ)− ρs(Aϕ))4
]
ds
≤ T ′3
∫ T ′
0
αT ′
n2
‖Aϕ‖41,∞ ds
≤ αT ′T
′4
n2
‖Aϕ‖41,∞. (4.64)
From the boundedness of σ and f , there exist a constant α′ = α′(‖σ‖0,∞, ‖f‖0,∞) such
that
‖Aϕ‖41,∞ ≤ α′‖ϕ‖43,∞
and hence it follows from (4.64) that
E˜
[
sup
t
(∫ t
0
ρns (Aϕ)− ρs(Aϕ) ds
)2]
≤ β2
n2
‖ϕ‖43,∞, (4.65)
where β2 := αT ′α
′T ′4 is a constant.
The bound for the third term follows from Lemma 4.4. Indeed we have
E˜
[
sup
t
(Sˉn,ϕt )
4
]
≤ β3
n2
‖ϕ‖41,∞ (4.66)
where β3 ≡ βT ′,2 := T ′2C1d˜(cT ′,81 )
1
2 exp( 1
2
mc8T
′) is a constant.
From Lemma 4.7 we have for the fourth term that
E˜[sup
t
(Mˉn,ϕt )
4] ≤ β4
n2
‖ϕ‖41,∞, (4.67)
where β4 = CT ′,4.
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For the final term,
E˜
sup
t
(
m∑
r=1
∫ t
0
ρns (hrϕ)− ρs(hrϕ) dY rs
)4
≤ KE˜
[
m3
m∑
r=1
sup
t
(∫ t
0
ρns (hrϕ)− ρs(hrϕ) dY rs
)4]
≤ KE˜
[
m3
m∑
r=1
〈∫ .
0
ρns (hrϕ)− ρs(hrϕ) dY rs
〉2
T ′
]
≤ KE˜
m3 m∑
r=1
(∫ T ′
0
(ρns (hrϕ)− ρs(hrϕ))2 dr
)2
= KT ′m3
m∑
r=1
∫ T ′
0
E˜
[
(ρns (hrϕ)− ρs(hrϕ))4
]
dr
≤ KT
′m3αT ′‖h‖4∞
n
‖ϕ‖41,∞
m∑
r=1
∫ T
0
dr
=
β5
n
‖ϕ‖41,∞, (4.68)
where β5 = KT
′2m4αT ′‖h‖4∞ is a constant.
(4.62) now follows from (4.63) and the bounds (4.25), (4.65), (4.66), (4.67) and (4.68).
Theorem 4.17:
If the coefficients σ, f and h are bounded and Lipschitz with σ and f differentiable, then
for any T ′ ≥ 0, there exists a constant βT ′ , independent of n such that
E˜
[
sup
t∈[0,T ′]
(πnt (ϕ)− πt(ϕ))2
]
≤ β˜T ′
n
‖ϕ‖23,∞, t ∈ [0, T ′] (4.69)
for any ϕ ∈ C3b (Rd).
Proof. Similar to the proof of Theorem 4.14,
E˜
[
sup
t∈[0,T ′]
(πnt (ϕ)− πt(ϕ))2
]
≤ 2uˉT ′
√√√√E˜[ sup
t∈[0,T ′]
(ρnt (ϕ)− ρt(ϕ))4
]
+ 2uˉT ′‖ϕ‖20,∞
√√√√E˜[ sup
t∈[0,T ′]
(ρnt (1)− ρt(1))4
]
,
59
where uˉT ′ :=
√√√√√E˜
( sup
t∈[0,T ′]
ρt (1)
)−4 exists by Lemma A.7 in the appendix.
The result then follows from Proposition 4.16. ¥
Now let Mˉ = {ϕi : i ≥ 0} ∈ C3b (Rd) be a countable convergence determining set such
that for any i ≥ 0, ‖ϕ‖∞ ≤ 1 and ‖ϕ‖3,∞ ≤ 1 and let dMˉ : MˉF (Rd)× MˉF (Rd) → [0,∞)
be the metric on MF (Rd), the set of finite measures on Rd, defined by:
dMˉ (μ, ν) =
∞∑
i=0
1
2i
|μ(ϕ)− ν(ϕ)|. (4.70)
Then using the same approach as in Corollary 4.15 we have
Corollary 4.18:
If the coefficients σ, f and h are bounded and Lipschitz with σ and f differentiable, then
for any T ′ ≥ 0
E˜
[
sup
t∈[0,T ′]
dM (ρnt , ρt)
]
≤ 2βT ′√
n
; E˜
[
sup
t∈[0,T ′]
dM (πnt , πt)
]
≤ 2 β˜T ′√
n
. (4.71)
Discussion
The use of the multinomial resampling procedure produces conditionally independent
approximate samples from the conditional distribution of the signal. This was crucial in
helping us obtain existence conditions for the martingales Mn,ϕt and Mˉ
n,ϕ
t and a major
factor in why this resampling procedure was chosen.
Another resampling procedure is the the Tree Based branching algorithm (or TBBA)
employed in [1]. The most appealing feature of this procedure is its conditional minimal
variance property. In other words, the TBBA assigns the offspring with a probability
distribution that minimises their conditional variance (see [15] and Section 9.2 of [1]
for details of the TBBA and its conditional minimal variance property in a continuous
deterministic-time framework). This is a very attractive property for a resampling algo-
rithm to possess since the variance of the random variables that determines the offspring
influences the speed of its convergence.
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The TBBA wasn’t chosen as the resampling procedure of choice in this thesis because
although optimal, the author, at the time of writing, was unable to guarantee the exis-
tence of martingales similar to Mn,ϕt and Mˉ
n,ϕ
t in the appropriate evolution equations for
πn and ρn under the TBBA procedure.
From the above results we have shown that for any test function ϕ ∈ C2b (Rd), ρnt (ϕ) con-
verges to ρt(ϕ) (Proposition 4.13) and π
n
t (ϕ) converges to πt(ϕ) (Theorem 4.14). More-
over, we have shown that ρnt converges to ρt and π
n
t converges to πt (Corollary 4.15). From
Proposition 9.14 and Theorem 9.15 in [1] we see that similar results to Proposition 4.13
and Theorem 4.14 can be obtained for the more general case where ϕ ∈ Cb(Rd). It should
be noted though that the approximating framework used to obtain these more general
results differs in both resampling procedures (TBBA rather than multinomial) and resam-
pling times (deterministic times rather than random times) to the random resampling time
approximating framework employed in the thesis.
We were also able to obtain stronger results valid for a smaller class of test functions:
for any ϕ ∈ C3b (Rd), ρn∙ (ϕ) converges to ρ∙(ϕ) (Proposition 4.16) and πn∙ (ϕ) converges
to π∙(ϕ) (Theorem 4.17) and furthermore, ρn∙ converges to ρ∙ and π
n
∙ converges to π∙
(Corollary 4.18). We see in Proposition 9.18 and Theorem 9.19 of [1] that it is possible
to obtain results similar to the ones in Proposition 4.16 and Theorem 4.17. These results
however were for the more general case where ϕ ∈ C2b (Rd).
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Chapter 5
Tightness and Convergence in
Distribution
This chapter will focus on obtaining some central-limit type results for the error between
the unnormalized conditional distribution and the measures approximating it i.e., (4.13).
First however, a definition of tightness and relatively compact is provided:
Definition 5.1. For (X, d) a metric space and
∏
, a family of probability measures on
(X,B(X)), we say:
• ∏ is relatively compact if every sequence of elements of ∏ contains a weakly con-
vergent subsequence.
• ∏ is tight if for every ε > 0, there exists a compact set K ⊆ X such that P(K) ≥
1− ε, for every P ∈∏.
The error will be recalibrated or rescaled by a factor of
√
n and the aim will be to
prove that the rescaled error, as a family of random variables, is tight (by showing it is
relatively compact), and converges in distribution to a unique limit.
More precisely, the aim will be to show that the family of random variables {Un}n∈N,
where Un := {Unt : t ≥ 0} and for ϕ ∈ C2b
(
Rd
)
Unt (ϕ) :=
√
n (ρnt (ϕ)− ρt(ϕ)) , (5.1)
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is tight and has a limit in distribution. Recalling that MF (Rd) denotes the space of finite
measures on Rd, it is worth observing here that for each n ∈ N, Un is a DMF (Rd)[0, T ]-
valued random variable where DMF (Rd)[0, T ] denotes the space of ca`dla`g functions f :
[0, T ] →MF (Rd). In other words, for t ∈ [0, T ], Un is a stochastic process with sample
paths in DMF (Rd)[0, T ].
Similar results will then be obtained for {Uˉ}n∈N where Uˉn := {Uˉnt : t ≥ 0} and for
ϕ ∈ C2b (Rd),
Uˉnt (ϕ) :=
√
n (πnt (ϕ)− πt(ϕ)) . (5.2)
Here, πnt (ϕ) − πt(ϕ) represents the error between the conditional distribution π and the
measures approximating it, πn at time t.
5.1 Tightness
Let t ≥ 0. We begin by noting that from (4.13)
Unt (ϕ) :=
√
n(ρnt (ϕ)− ρt(ϕ))
= Un0 (ϕ) +
∫ t
0
Uns (Aϕ) ds +
√
nSˉn,ϕt +
√
nMˉn,ϕt +
m∑
k=1
∫ t
0
Uns (h
kϕ) dY ks
where as before,
Sˉn,ϕt =
1
n
∞∑
k=1
n∑
j=1
∫ Tk∧ t
Tk−1∧ t
ξnTk−1a
n
j (s)((∇ϕ)>σ)(vnj (s)) dV js
=
n∑
j=1
∫ t
0
ξnr aˉ
n
j (s)((∇ϕ)>σ)(vnj (s)) dV js
and, subject to the condition that for any t ≥ 0, ∑∞k=1[P˜ (Tk ≤ t)] 12 < ∞, Mˉn,ϕ = {Mˉn,ϕt :
t ≥ 0} is defined by
Mˉn,ϕt =
∞∑
k=1
1[0,t](Tk)(ρ
n
Tk
(ϕ)− ρnTk−(ϕ)).
Let T ≥ 0. We will now proceed to show that the family of random variables {Un} is tight.
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Let {P˜n} ⊂ P
(
DMF (Rd)[0, T ]
)
be the family of associated probability distributions of
{Un} (i.e. P˜n(B) = P˜n{Un ∈ B}, for all B ∈ B
(
DMF (Rd)[0, T ]
)
).
We aim, by looking at {P˜n}, to show that {Un} is relatively compact and hence, by
Prohorov’s Theorem (see, for example, Theorem 2.4.7 in [27]), tight.
Let (f˜k)k≥0 (where f0 ≡ 1) be a dense sequence in C30
(
Rd
)
, the space of thrice differ-
entiable continuous functions on Rd, vanishing at infinity with continuous partial deriva-
tives up to and including the third order and let πf˜k : MF (Rd) 7→ R be defined by
πf˜k(μ) = μ(f˜k). Then by Theorem 2.1 in [40] it follows that to show that {P˜n} is tight
it suffices to show that for each k ∈ N, {πf˜k P˜n}n is a tight sequence of probabilities on
DR[0, T ].
The strategy for showing that {πf˜k P˜n}n is tight will be as follows: we first show that
{πf˜k P˜n}n which is a sequence in the metric space (R, d) with d being the usual Euclidean
distance, is contained in some compact set in R. We then proceed to show that every
convergent subsequence of {πf˜k P˜n}n converges to the same element in DR[0, T ] which the
original sequence ,{πf˜k P˜n}n, must also converge to. It will then follow by Pohorov’s The-
orem, since (R, d) is complete and separable, that {πf˜k P˜n}n is tight.
We now proceed to prove the tightness property of {πf˜k P˜n}n but first we need the following
result:
Lemma 5.2:
For all η > 0, there exists a constant α such that for the associated probabilities {πf˜k P˜n}
of {πf˜kUn} and A = {x ∈ DR[0, T ] : supt∈[0,T ] |x(t)| > α}
πf˜k P˜n(A) ≤ η, (5.3)
Proof. For ease of notation we omit [0, T ] from DMF (Rd)[0, T ] and DR[0, T ]. Also, we
will write supt for supt∈[0,T ].
Note that πf˜kU
n
t = U
n
t (f˜k) so that
πf˜k P˜n(A) = P˜nπ
−1
f˜k
(A)
= P˜n{Un ∈ DMF : sup
t
|Unt (f˜k)| > α}
= P˜n{Un ∈ DMF : sup
t
|√n(ρnt (f˜k)− ρt(f˜k))| > α}
≤ Λ
n
T (f˜k)
α2
.
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where ΛnT (f˜k) = E˜
[
supt
(√
n(ρnt (f˜k)− ρt(f˜k))
)2]
.
It thus suffices to show that ΛnT (f˜k) exists (i.e. is bounded above by a constant independent
of n) since then we can choose
α2 =
η
ΛnT (f˜k)
.
That ΛnT (f˜k) exists is an immediate consequence of Proposition 4.16 and Jensen’s inequal-
ity. ¥
We now prove the tightness results by appealing to the following theorem which can
be found in [23]:
Theorem 5.3 (Kurtz’s criteria of relative compactness):
Let (E, d) be a separable and complete metric space and let {Xn}n∈N be a sequence of
processes with sample paths in DE[0,∞).
Suppose that for every η > 0 and rational t, there exists a compact set Γη,t such that
sup
n
P(Xnt /∈ Γη,t) ≤ η. (5.4)
Then {Xn}n∈N is relatively compact if and only if, for each T ′ > 0, there exists β > 0 and
a family {γn(δ) : 0 < δ < 1} of non-negative random variables satisfying
E˜[(1 ∧ d(Xnt+u, Xnt ))β|Ft] ≤ E˜[γn(δ)|Ft] (5.5)
for 0 ≤ t ≤ T ′, 0 ≤ u ≤ δ and
lim
δ→0
lim sup
n→∞
E˜[γn(δ)] = 0. (5.6)
With E = R, d the Euclidean metric and {Xn} = {πf˜kUn}, we now appeal to Theo-
rem 5.3 to prove
Theorem 5.4:
Consider f = (f j) : Rd → Rd, h = (hi)mi=1 : Rd → Rm, and a = (aij)1≤i,j≤d : Rd →
Rd × Rd where f satisfies the same conditions as in (2.7) that is, f is bounded and
globally Lipschitz, h is as defined as in (2.2) that is, h is a measurable function such that
for all t ≥ 0
P
(∫ t
0
‖h(Xs)‖ ds < ∞
)
= 1, (5.7)
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and for 1 ≤ i, j ≤ d, aij is defined as in (2.9) that is
aij =
1
2
(
σσ>
)ij
with σ = (σij)i=1,...,d,j=1,...,p : Rd → Rd×p satisfying the same conditions as f .
Now let k ∈ N.
Then if f˜k ∈ C60 , h, aij , f j , 1 ≤ i, j ≤ d, are thrice differentiable with bounded derivatives
and if the tightness condition
lim
δ→0
lim sup
n→∞
E˜
[ ∞∑
r=1
1(t ,t+δ](T
n
r ) sup
s∈[0,T+1]
(ξns )
2
]
= 0 (5.8)
holds where
ξns :=
∞∏
i=1
1
n
n∑
j=1
exp
(∫ Ti∧s
Ti−1∧s
h(vnj (r))
> dYr − 1
2
∫ Ti∧s
Ti−1∧s
‖h(vnj (r))‖2 dr
)
,
then {πf˜kUn}n ≡ {Un(f˜k)}n is relatively compact.
Proof. First note that (5.4) holds as a consequence of Lemma 5.2.
We now obtain a suitable γn(δ) that satisfies (5.5).
Taking β = 2
E˜
[
(1 ∧ d(Unt+u(f˜k), Unt (f˜k)))2
∣∣∣Ft]
≤ E˜
[
(d(Unt+u(f˜k), U
n
t (f˜k)))
2
∣∣∣Ft]
= E˜
[
|Unt+u(f˜k)− Unt (f˜k)|2
∣∣∣Ft]
= E˜
[∣∣∣√n((ρnt+u(f˜k)− ρt+u(f˜k))− (ρnt (f˜k)− ρt(f˜k)))∣∣∣2∣∣∣∣Ft]
≤ 4n
{
E˜
[(∫ t+u
t
ρns (Af˜k)− ρs(Af˜k) ds
)2∣∣∣Ft]
+E˜
[
(Sˉn,f˜kt+u − Sˉn,f˜kt )2
∣∣∣Ft]+ E˜[(Mˉn,f˜kt+u − Mˉn,f˜kt )2∣∣∣Ft]
+E˜
[( m∑
r=1
∫ t+u
t
ρns (hrf˜k)− ρs(hrf˜k) dY rs
)2∣∣∣Ft]}. (5.9)
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In order to determine γn(δ), we examine each of the terms in (5.9) and observe the
following:
For the first term we have
E˜
[(∫ t+u
t
√
n(ρns (Af˜k)− ρs(Af˜k)) ds
)2∣∣∣Ft]
≤ E˜
[
u
∫ t+u
t
(
√
n(ρns (Af˜k)− ρs(Af˜k)))2 ds
∣∣∣Ft]
= un E˜
[∫ t+u
t
(ρns (Af˜k)− ρs(Af˜k))2 ds
∣∣∣Ft]
= un
∫ t+u
t
E˜
[
(ρns (Af˜k)− ρs(Af˜k))2
∣∣∣Ft] ds
≤ un
∫ t+u
t
sup
s∈[t,t+u]
E˜
[
(ρns (Af˜k)− ρs(Af˜k))2
∣∣∣Ft] ds
= u2 n sup
s∈[t,t+u]
E˜
[
(ρns (Af˜k)− ρs(Af˜k))2
∣∣∣Ft]. (5.10)
For the second term
E˜
[(√
n
(
Sˉn,f˜kt+u − Sˉn,f˜kt
))2 ∣∣∣Ft]
= n E˜
[〈 n∑
j=1
∫ ∙
t
ξns aˉ
n
j (s)((∇ϕ)>σ)(vnj (s)) dV js
〉
t+u
∣∣∣∣Ft]
= n E˜
[ n∑
j=1
∫ t+u
t
(ξns aˉ
n
j (s))
2((∇ϕ)>σσ>(∇ϕ))(vnj (s)) ds
∣∣∣∣Ft]
= n
n∑
j=1
∫ t+u
t
E˜
[
(ξns aˉ
n
j (s))
2((∇ϕ)>σσ>(∇ϕ))(vnj (s))
∣∣∣∣Ft] ds
≤ nC
n∑
j=1
∫ t+u
t
E˜
[
(ξns aˉ
n
j (s))
2
∣∣∣Ft] ds
≤ nC
n∑
j=1
∫ t+u
t
sup
s∈[t,t+u]
E˜
[
(ξns aˉ
n
j (s))
2
∣∣∣Ft] ds
= nCu
n∑
j=1
sup
s∈[t,t+u]
E˜
[
(ξns aˉ
n
j (s))
2
∣∣∣Ft]. (5.11)
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For the third term,
E˜
[(√
n
(
Mˉn,f˜kt+u − Mˉn,f˜kt
))2 ∣∣∣Ft]
= nE˜
[ ∞∑
r=1
E˜
[
1(t ,t+u](T
n
r )(ρ
n
Tr
(f˜k)− ρnTr−(f˜k))2|FTr−
] ∣∣∣∣Ft
]
= nE˜
[ ∞∑
r=1
1(t ,t+u](T
n
r )
(
ξnT nr
)2 E˜ [(πnT nr (f˜k)− πnT nr −(f˜k))2|FT nr −]
∣∣∣∣Ft
]
≤ nC
′d‖f˜k‖20,∞
n
E˜
[ ∞∑
r=1
1(t ,t+u](T
n
r )
(
ξnT nr ∧t+u
)2 ∣∣∣∣Ft
]
≤ C ′d‖f˜k‖20,∞E˜
[ ∞∑
r=1
1(t ,t+u](T
n
r ) sup
s∈(t,t+u]
(ξns )
2
∣∣∣Ft] . (5.12)
For the final term,
E˜
[( m∑
r=1
∫ t+u
t
√
n
(
ρns (hrf˜k)− ρs(hrf˜k)
)
dY rs
)2∣∣∣Ft]
≤ E˜
[〈 m∑
r=1
∫ ∙
t
√
n
(
ρns (hrf˜k)− ρs(hrf˜k)
)
dY rs
〉
t+u
∣∣∣Ft]
≤ nE˜
[ m∑
r=1
∫ t+u
t
(
ρns (hrf˜k)− ρs(hrf˜k)
)2
ds
∣∣∣Ft]
≤ n
m∑
r=1
∫ t+u
t
E˜
[(
ρns (hrf˜k)− ρs(hrf˜k)
)2 ∣∣∣Ft] ds
≤ n
m∑
r=1
∫ t+u
t
sup
s∈[t,t+u]
E˜
[(
ρns (hrf˜k)− ρs(hrf˜k)
)2 ∣∣∣Ft] ds
= nu
m∑
r=1
sup
s∈[t,t+u]
E˜
[(
ρns (hrf˜k)− ρs(hrf˜k)
)2 ∣∣∣Ft] . (5.13)
Noting (5.10), (5.11), (5.12) and (5.13) and taking 0 ≤ u ≤ δ and 0 < δ < 1 we define
γn(δ) := δ2 n sup
s∈[0,T+1]
(
ρns (Af˜k)− ρs(Af˜k)
)2
+ nCδ
n∑
j=1
sup
s∈[0,T+1]
(
ξns aˉ
n
j (s)
)2
+ C ′d‖f˜k‖20,∞
∞∑
r=1
1(t ,t+δ](T
n
r ) sup
s∈[0,T+1]
(ξns )
2
+ nδ
m∑
r=1
sup
s∈[0,T+1]
(
ρns (hrf˜k)− ρs(hrf˜k)
)2
. (5.14)
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It now remains to show that
lim
δ→0
lim sup
n→∞
E˜[γn(δ)] = 0
in order to be able apply Kurtz’s criteria of relative compactness.
We aim to do this by looking at the expectation of each of the term in (5.14).
For the first term
E˜
[
δ2 n sup
s∈[0,T+1]
(
ρns (Af˜k)− ρs(Af˜k)
)2]
= δ2 n E˜
[
sup
s∈[0,T+1]
(
ρns (Af˜k)− ρs(Af˜k)
)2]
≤ δ2 n αT+1
n
‖Af˜k‖23,∞
= αT+1δ
2‖Af˜k‖23,∞. (5.15)
Similarly, for the fourth term
E˜
[
nδ
m∑
r=1
sup
s∈[0,T+1]
(
ρns (hrf˜k)− ρs(hrf˜k)
)2]
= nδ
m∑
r=1
E˜
[
sup
s∈[0,T+1]
(
ρns (hrf˜k)− ρs(hrf˜k)
)2]
≤ nδ
m∑
r=1
αT+1
n
‖h‖2∞‖f˜k‖23,∞
≤ mδβˉαT+1‖h‖2∞‖f˜k‖23,∞, (5.16)
where βˉ > 0 is a constant.
For the second term,
E˜
[
nCδ
n∑
j=1
sup
s∈[0,T+1]
(
ξns aˉ
n
j (s)
)2]
= nCδ
n∑
j=1
E˜
[
sup
s∈[0,T+1]
(
ξns aˉ
n
j (s)
)2]
≤ nCδ
n∑
j=1
E˜
[
sup
s∈[0,T+1]
(ξns )
4
] 1
2
E˜
[
sup
s∈[0,T+1]
(
aˉnj (s)
)4] 12
.
(5.17)
By Doob’s maximal inequality (see, for example, Theorem 1.3.8 (iv) in [27]) and (A.5) in
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the appendix,
E˜
[
sup
s∈[0,T+1]
(ξns )
4
]
=
(
4
3
)4
E˜
[(
ξnT+1
)4]
≤
(
4
3
)4
C4,T+1 E˜
[ ∞∏
i=1
μn,i,pt
]
=
(
4
3
)4
C4,T+1.
For s ∈ [Tk′−1, Tk′) let Eps be an exponential martingale defined by
Eps := exp
(
p
m∑
k=1
∫ s
Tk′−1
ηkr dY
k
r −
p2
2
m∑
k=1
∫ s
Tk′−1
(ηkr )
2dr
)
in other words,
Eps := 1 +
m∑
k=1
p
∫ s
Tk′−1
Es η
k
r dY
k
r .
Let HT+1 := exp
(
mp‖ζ‖∞(T + 1)
)
exp
(
m(p2−p)
2
‖η‖∞(T + 1)
)
be a constant. For any
p > 0 it follows from (4.21) and Jensen’s inequality for concave functions that
E˜
[
sup
s∈[0,T+1]
(
aˉnj (s)
)p] ≤ 1
np
HT+1E˜
[
sup
s∈[0,T+1]
Eps
]
≤ 1
np
HT+1
(
E˜ [〈Ep∙ 〉T+1]
) 1
2
=
1
np
HT+1
(
E˜
[
m∑
k=1
p2
∫ T+1
0
(Epr )
2 (ηks )2 dr
]) 1
2
≤ 1
np
HT+1
(
m∑
k=1
‖η‖2∞ p2
∫ T+1
0
E˜[(Epr )
2] dr
) 1
2
=
1
np
HT+1
(
m∑
k=1
‖η‖2∞ p2
∫ T+1
0
E˜
[
E2pr exp
(
p2
m∑
k=1
∫ r
0
(ηkr′)
2dr′
)]
dr
) 1
2
=
1
np
HT+1
(
m∑
k=1
‖η‖2∞ p2
∫ T+1
0
exp
(
p2
m∑
k=1
∫ r
0
(ηkr′)
2dr′
)
E˜
[
E2pr
]
dr
) 1
2
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=
1
np
HT+1
(
m∑
k=1
‖η‖2∞ p2
∫ T+1
0
exp
(
p2
m∑
k=1
∫ r
0
(ηkr′)
2dr′
)
dr
) 1
2
≤ 1
np
HT+1
(
m∑
k=1
‖η‖2∞ p2
∫ T+1
0
exp
(
m‖η‖2∞p2r
)
dr
) 1
2
≤ 1
np
HT+1
(
m‖η‖2∞p2 exp
(
m‖η‖2∞p2(T + 1)
)
(T + 1)
) 1
2
=
C˜pT+1
np
,
where C˜pT+1 = m
1
2‖η‖∞pHT+1 exp
(
1
2
m‖η‖2∞p2(T + 1)
)
(T + 1)
1
2 is a constant.
Returning to (5.17), we now have that
E˜
[
nCδ
n∑
j=1
sup
s∈[0,T+1]
(
ξns aˉ
n
j (s)
)2] ≤ nCδ n∑
j=1
E˜
[
sup
s∈[0,T+1]
(ξns )
4
] 1
2
E˜
[
sup
s∈[0,T+1]
(
aˉnj (s)
)4] 12
.
≤ nCδ
n∑
j=1
(
4
3
)2
(C4,T+1)
1
2
1
n2
(
C˜4T+1
) 1
2
.
≤
(
4
3
)2
C (C4,T+1)
1
2
(
C˜4T+1
) 1
2
δ. (5.18)
That (5.6) holds follows from (5.15), (5.16), (5.18) and the tightness condition.
Hence, {πf˜kUn}n ≡ {Un(f˜k)}n is relatively compact and by Porohov’s Theorem, tight.
¥
We can now conclude that
Theorem 5.5:
Given the conditions set out in the proof of Theorem 5.4 {Un}n is tight.
Proof. Follows by definition since by Theorem 5.4, {P˜n}n is tight. ¥
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5.2 Convergence in Distribution
Throughout this section we assume that the family of predictable stopping times {T nk }n∈N
has an almost sure limit Tk which is a stopping time. This is the convergence in
distribution condition.
Lemma 5.6:
Let ϕ ∈ C2b (Rd) and let
ρ˜nt := (ξ
n
t )
2 n
n∑
j=1
aˉnj (t)
2δvnj (t)).
Then provided
∞∑
k=1
[
P˜(Tk ≤ t)
] 1
2 ≤ ∞,
for any t ≥ 0, ρ˜nt (ϕ) → ρ˜t(ϕ) P˜-a.s. where
ρ˜t(ϕ) = ρ˜0(ϕ) +
∫ t
0
[
ρs(1)ρs(Aϕ)−
m∑
r′=1
(
ρs(1)ρs(h
r′ϕ)− ρs(hr′)ρs(ϕ)
)
πs(h
r′)
+
m∑
k′=1
πs(ϕ)ρs(h
k′)2 + 2
m∑
k′=1
(
ρs(h
k′)ρs(h
k′ϕ)− ρs(hk′)2πs(ϕ)
)]
ds
+
m∑
k′=1
∫ t
0
[
ρs(1)ρs(h
r′ϕ) + ρs(h
r′)ρs(ϕ)
]
dY k
′
s
Proof. See Lemma B.1 in the appendix. ¥
Proposition 5.7:
Let the square integrable ca`dla`g process Nϕ be a (Ft ∨ Y)-adapted martingale given by
Nϕt =
∫ t
0
∫
Rd
√
ρ˜s ((∇ϕ)>σσ>(∇ϕ)) B(dx, ds)+
∞∑
k=1
1[0,t](Tk)ρTk(1)
√
πTk(ϕ
2)− πTk−(ϕ)2Υk
(5.19)
where B(dx, ds) is a Brownian sheet or space-time white noise, {Υk}k∈N is a sequence of
i.i.d standard normal random variables and,
{√
πTk(ϕ
2)− πTk−(ϕ)2Υk
}
k∈N
are mutually
independent given the sigma algebra Y .
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If U := {Ut : t ≥ 0} is a DMF (Rd)[0,∞)-valued process such that for ϕ ∈ C20(Rd)
Ut(ϕ) = U0(ϕ) +
∫ t
0
Us(Aϕ) ds + N
ϕ
t +
m∑
k=1
∫ t
0
Us(h
kϕ) dY ks (5.20)
then U is pathwise unique. That is, in other words, for any two weak solutions (U, Y ), (Ω,F , P˜), {Ft}
and (U˜ , Y ), (Ω,F , P˜), {F˜t} of (5.20) with common Brownian motion Y (possibly relative
to different filtrations) and with common initial value i.e. P˜
[
U0 = U˜0
]
= 1, the two
processes are indistinguishable (i.e P˜
[
Ut = U˜t; ∀0 ≤ t < ∞
]
= 1).
Remark 5.8. That a solution to (5.20) exists will be shown in Theorem 5.10 where it
will be shown that {Un}n converges in distribution to U .
Proof. The fact that Nϕt is (Ft ∨Y)-adapted ensures that Nϕt and
∑m
k=1
∫ t
0
Us(h
kϕ) dY ks
are orthogonal martingales. This will be key to proving the uniqueness of U .
Suppose there exists two solutions of (5.20), U1 and U2.
So for ϕ ∈ C20(Rd),
U1t (ϕ) = U
1
0 (ϕ) +
∫ t
0
U1s (Aϕ) ds + N
ϕ
t +
m∑
k=1
∫ t
0
U1s (h
kϕ) dY ks (5.21)
and similarly for U2.
For i, j ∈ {1, 2} let Uˉ ij(ϕ1, ϕ2) := E˜ [U i(ϕ1)U j(ϕ2)] where ϕ1, ϕ2 ∈ C20(Rd).
By Itoˆ’s formula,
Uˉ12t (ϕ1, ϕ2) =
∫ t
0
Uˉ12s (ϕ1, Aϕ2) ds +
∫ t
0
Uˉ12s (Aϕ1, ϕ2) ds +
m∑
k=1
∫ t
0
Uˉ12(hkϕ1, h
kϕ2) ds
+
∫ t
0
E˜
[
ρ˜s
(
ϕ>1 σσ
>ϕ2
)]
ds
+E˜
[ ∞∑
k=1
E˜
[
1[0,t](Tk)ρTk(1)
2 [πTk(ϕ1ϕ2)− πTk−(ϕ1)πTk−(ϕ2)|FTk−]
]]
.
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Also
Uˉ11t (ϕ1, ϕ2) =
∫ t
0
Uˉ11s (ϕ1, Aϕ2) ds +
∫ t
0
Uˉ11s (Aϕ1, ϕ2) ds +
m∑
k=1
∫ t
0
Uˉ11s (h
kϕ1, h
kϕ2) ds
+
∫ t
0
E˜
[
ρ˜s
(
ϕ1)
>σσ>ϕ2
)]
ds
+E˜
[ ∞∑
k=1
E˜
[
1[0,t](Tk)ρTk(1)
2 [πTk(ϕ1ϕ2)− πTk−(ϕ1)πTk−(ϕ2)|FTk−]
]]
,
and Uˉ22t (ϕ1, ϕ2) satisfies a similar evolution equation.
Therefore it follows that(
Uˉ 11t − Uˉ12t
)
(ϕ1, ϕ2) =
∫ t
0
(
Uˉ11s − Uˉ12s
)
(ϕ1, Aϕ2) ds +
∫ t
0
(
Uˉ11s − Uˉ12s
)
(Aϕ1, ϕ2) ds
+
m∑
k=1
∫ t
0
(
Uˉ11s − Uˉ12s
)
(hkϕ1, h
kϕ2) ds (5.22)
and Uˉ110 (ϕ1, ϕ2) = 0 = Uˉ
12
0 (ϕ1, ϕ2).
Now let v1 and v2 be two solutions to (5.22) so that
v1t (ϕ1, ϕ2) =
∫ t
0
v1s(ϕ1, Aϕ2) ds +
∫ t
0
v1s(Aϕ1, ϕ2) ds +
m∑
k=1
∫ t
0
v1s(h
kϕ1, h
kϕ2) ds.
and similarly for v2t . Again, v
1
0(ϕ1, ϕ2) = 0 = v
2
0(ϕ1, ϕ2)
It follows similarly to Theorem 2.21(i) and Remark 3.4 in [36] that (5.22) has a unique
solution and since (5.22) is a homogeneous equation beginning at 0, it therefore follows
that v1 = 0 = v2: i.e., the solution to (5.22) is 0. This therefore implies that Uˉ11 = Uˉ12.
Similarly, Uˉ22 = Uˉ12. That is
E˜
[
U1t (ϕ1) U
1
t (ϕ2)
]
= E˜
[
U1t (ϕ1) U
2
t (ϕ2)
]
= E˜
[
U2t (ϕ1) U
2
t (ϕ2)
]
.
Consequently for ϕ1 = ϕ = ϕ2
E˜
[(
U1t (ϕ)− U2t (ϕ)
)2]
= E˜
[
U1t (ϕ)U
1
t (ϕ)
]− 2 E˜ [U1t (ϕ)U2t (ϕ)]+ E˜ [U2t (ϕ)U2t (ϕ)]
= 0
and hence U1 = U2.
The result now follows i.e., the solution of (5.20) is unique. ¥
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Remark 5.9. The uniqueness of U can be achieved using an alternative approach:
Assume that another solution U˜ of (5.20) exists.
Define
Uˆt := Ut − U˜t.
Then Uˆt satisfies the following equation
Uˆt(ϕ) = Uˆ0(ϕ) +
∫ t
0
Uˆs(Aϕ) ds +
m∑
k=1
∫ t
0
Uˆs(h
kϕ) dY ks (5.23)
and it follows similarly to Theorem 2.21(i) and Remark 3.4 in [36] or Lemma 4.2 in [33]
that Uˆ = 0.
Theorem 5.10:
{Un}n converges in distribution to a unique DMF (Rd)[0,∞)-valued process, U := {Ut : t ≥
0}, such that for ϕ ∈ C20(Rd)
Ut(ϕ) = U0(ϕ) +
∫ t
0
Us(Aϕ) ds + N
ϕ
t +
m∑
k=1
∫ t
0
Us(h
kϕ) dY ks .
Proof. By Proposition 5.3.20 in [27] and its extension to stochastic partial differential
equations and infinitely dimensional stochastic differential equations (see [31] and [43]) it
follows that for solutions of stochastic partial differential equations, pathwise uniqueness
implies uniqueness in law. Hence U is unique in distribution.
Let {Unr}r be any convergent subsequence of {Un}n.
It will be shown that {Unr}r converges to U . The result then follows by the uniqueness
of U since this then implies that the original sequence {Un} converges to U .
We begin by showing that:
For all d, d′ ≥ 0, 0 ≤ t1 ≤ t2 ∙ ∙ ∙ ≤ td ≤ s, 0 ≤ t′1 ≤ t′2 ∙ ∙ ∙ ≤ t′d′ , continuous bounded
functions α1, . . . , αd on MF (Rd) and continuous bounded functions α′1, . . . , α′d′ on Rm we
have
E˜
[
(Nϕt −Nϕs )
d∏
i=1
αi(Uti)
d′∏
j=1
α′j(Yt′j)
]
= 0 (5.24)
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and
E˜
[(
(Nϕt −Nϕs )2 −
∫ t
s
ρ˜s
(
(∇ϕ)>σσ>(∇ϕ)) ds
−
∞∑
k=1
1(s, t] (Tk)ρTk(1)
2
[
πTk(ϕ
2)− πTk−(ϕ)2
]) d∏
i=1
αi(Uti)
d′∏
j=1
α′j(Yt′j)
]
= 0
(5.25)
To prove this we appeal to the method used in Theorem 4.8.2 of [23] and the approach
used in the proofs of Theorem 4.11 in [13] and Theorem 5.3 in [9].
Note that since
Nϕt −Nϕs = Ut(ϕ)− Us(ϕ)−
∫ t
s
Ur(Aϕ) dr −
m∑
k=1
∫ t
s
Us(h
kϕ) dY kr ,
(5.24) is equivalent to showing
E˜
[(
Ut(ϕ)− Us(ϕ)−
∫ t
s
Ur(Aϕ) dr −
m∑
k=1
∫ t
s
Us(h
kϕ) dY kr
)
d∏
i=1
αi(Uti)
d′∏
j=1
α′j(Yt′j )
]
= 0.
(5.26)
The equality follows by virtue of the martingale property of Nϕt −Nϕs .
By virtue of the existence of ΛnT (f˜k) in Lemma 5.2 it follows for n
′ ∈ N that
sup
n′
E˜
[
(Un
′
(ϕ))2
]
< ∞
which thus implies that {Unr} is uniformly integrable (see II.20, Lemma 20.5 in [41]).
Consequently it follows that
lim
n→∞
E˜
[
Unrt (ϕ)
d∏
i=1
αi(U
nr
ti
)
d′∏
j=1
α′j(Yt′j)
]
= E˜
[
Ut(ϕ)
d∏
i=1
αi(Uti)
d′∏
j=1
α′j(Yt′j)
]
and
lim
n→∞
E˜
[
Unrs (ϕ)
d∏
i=1
αi(U
nr
ti
)
d′∏
j=1
α′j(Yt′j)
]
= E˜
[
Us(ϕ)
d∏
i=1
αi(Uti)
d′∏
j=1
α′j(Yt′j )
]
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Similarly since by the Burkho¨lder-Davis-Gundy inequality we can show that
sup
n′
E˜
[(∫ t
0
Un
′
r (Aϕ) dr
)2]
< ∞,
we have that
lim
n→∞
E˜
[∫ t
s
Unr(Aϕ) dr
d∏
i=1
αi(U
nr
ti
)
d′∏
j=1
α′j(Yt′j )
]
= E˜
[∫ t
s
Ur(Aϕ) dr
d∏
i=1
αi(Uti)
d′∏
j=1
α′j(Yt′j )
]
.
By a straightforward application of the Burkho¨lder-Davis-Gundy inequality we can show
that
sup
n′
E˜
( m∑
k=1
∫ t
s
Un
′
s (h
kϕ) dY kr
)2 < ∞,
so using Theorem 2.2 in [32], we have that, since (Unr , Y ) converges in distribution to
(U, Y ) then (Unr , Y,
∑m
k=1
∫ t
s
Unrs (h
kϕ) dY kr ) converges in distribution to (U, Y,
∑m
k=1
∫ t
s
Us(h
kϕ) dY kr ).
Hence,
lim
n→∞
E˜
[
m∑
k=1
∫ t
s
Unrs (h
kϕ) dY kr
d∏
i=1
αi(U
nr
ti
)
d′∏
j=1
α′j(Yt′j)
]
= E˜
[
m∑
k=1
∫ t
s
Us(h
kϕ) dY kr
d∏
i=1
αi(Uti)
d′∏
j=1
α′j(Yt′j )
]
.
The second identity, (5.25), follows by observing that
E˜
[
(Nϕt −Nϕs )2
d∏
i=1
αi(Uti)
d′∏
j=1
α′j(Yt′j)
]
= lim
n
E˜
[((〈√nSn,ϕ∙ 〉t − 〈√nSn,ϕ∙ 〉s)+ (〈√nMn,ϕ∙ 〉t − 〈√nMn,ϕ∙ 〉s))
×
d∏
i=1
αi(U
n
ti
)
d′∏
j=1
α′j(Yt′j )
]
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= lim
n
E˜
[(∫ t
s
ρ˜ns
(
(∇ϕ)>σσ>(∇ϕ)) ds + ∞∑
k=1
1(s, t](Tk)ρ
n
Tk
(1)2
[
πnTk(ϕ
2)− πnTk−(ϕ)2
])
×
d∏
i=1
αi(U
n
ti
)
d′∏
j=1
α′j(Yt′j)
]
= E˜
[(∫ t
s
ρ˜s(
(∇ϕ)>σσ>(∇ϕ)) ds + ∞∑
k=1
1(s, t](Tk)ρTk(1)
2
[
πTk(ϕ
2)− πTk−(ϕ)2
])
×
d∏
i=1
αi(Uti)
d′∏
j=1
α′j(Yt′j)
]
= E˜
[
(〈Nϕ∙ 〉t − 〈Nϕ∙ 〉s)
d∏
i=1
αi(Uti)
d′∏
j=1
α′j(Yt′j)
]
.
(5.27)
¥
Remark 5.11. The (Ft ∨Y)-adapted martingale Nϕ is determined by its quadratic vari-
ation given by
〈Nϕ∙ 〉t =
∫ t
0
ρ˜s
(
(∇ϕ)>σσ>(∇ϕ)) ds+ ∞∑
k=1
E˜
[
1[0, t](Tk)ρTk(1)
2
[
πTk(ϕ
2)− πTk−(ϕ)2|FTk−
]]
and can be heuristically thought of as being defined by,
〈Nϕ∙ 〉t := lim
n
〈√n Sˉn,ϕ∙ 〉t + lim
n
〈√n Mˉn,ϕ∙ 〉t.
It should therefore be noted that the representation of Nϕ given in (5.19) is only a possible
one and not the only one.
Corollary 5.12:
For t ≥ 0 and ϕ ∈ C20(Rd) let
Uˉnt (ϕ) :=
√
n(πnt (ϕ)− πt(ϕ)).
Then {Uˉn}n converges in distribution to a unique DMF (Rd)[0,∞)-valued process, Uˉ : {Uˉt :
t ≥ 0}, such that for ϕ ∈ C20(Rd)
Uˉt(ϕ) =
1
ρt(1)
(Ut(ϕ)− πt(ϕ)Ut(1)) (5.28)
where U satisfies (5.20).
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Proof. Follows from the fact that
πnt (ϕ)− πt(ϕ) =
1
ρt(1)
(ρnt (ϕ)− ρt(ϕ))−
πnt (ϕ)
ρt(1)
(ρnt (1)− ρt(1)) .
and ρnt (ϕ)
a.s→ ρt(ϕ) and πnt (ϕ) a.s→ πt(ϕ). ¥
5.3 Notes
To be able to obtain the tightness and convergence in distribution results above the space
MF (Rd) was endowed with vague topology which is the weak*-topology on C0(Rd).
It is possible to obtain the same results by endowing MF (Rd) with the weak topology in
the sense that a sequence of finite measure {μn}n∈N in MF (Rd) converges to μ ∈MF (Rd)
if and only if μn(ϕ) converges to μ(ϕ) for all ϕ ∈ Cb(Rd).
Before proceeding further we define the metric on MF (Rd) that generates the weak topol-
ogy:
Let ϕ0 ≡ 1 and {ϕi}i≥0 be a sequence of functions dense in Ck(Rd), the space of continuous
functions with compact support on Rd.
Then
dM : MF (Rd)×MF (Rd) → [0,∞), dM(μ, ν) =
∞∑
i=0
|μ(ϕ)− ν(ϕ)|
2i‖ϕ‖∞
generates the weak topology on MF (Rd) in the sense that μn converges weakly to μ if
and only if limn dM(μn, μ) = 0 as {ϕi}i≥0 is a convergence determining set of functions
over MF (Rd).
The main obstacle to obtaining the tightness and convergence in distribution results
under this new metric is that DMF (Rd)[0,∞) is not complete under dM since the underlying
space MF (Rd) is separable but not complete under dM. This inconvenience is catered for
by using the same approach presented in Section 5 of [9]:
The space DMF (Rd)[0,∞) is embedded into the compact and separable space DMF (Rd)[0,∞)
by defining a map or projection P such that
μ ∈MF (Rd) P→ μ|Rd ∈MF (Rd).
79
Note that P(MF (Rd)) = MF (Rd).
The family of measures {P˜n}n can therefore now be viewed as measures over DMF (Rd)[0,∞)
(and {Un}n∈N consequently can be seen as processes with sample paths in DMF (Rd)[0,∞)).
By employing the strategy outlined above, we can show that {Un}n∈N converges in dis-
tribution to U where U has sample paths in DMF (Rd)[0,∞).
Finally since the weak topology on MF (Rd) coincides with the trace topology from
MF (Rd) to MF (Rd), it is enough to show that U only takes values in the space MF (Rd)
(i.e. U is indeed a DMF (Rd)[0,∞)-valued random variable). To do this we have to show
that P(U) = U . In other words U doesn’t ‘put’ any ‘mass at ∞’.
To show this, we need to prove that for arbitrary t, there exists a sequence of compact
sets {Kp}p≥0 ∈ Rd (possibly depending on t) which exhaust Rd such that for all ε > 0,
lim
p→∞
P˜
[
sup
s∈[0,t]
(
Us(1Kcp)
)]
= 0,
where Kcp denotes the compliment of Kp.
Consequently it follows that by using the approach described above, we obtain identical
results to the ones obtained under the vague topology for the weak topology. Moreover,
any relevant conditions or properties needed for these results to hold will be the same. In
particular the conditions listed in the proof of Theorem 5.4, especially (5.8), hold under
the metric dM.
From this point onwards, when discussing or highlighting the tightness or convergence in
distribution results of this chapter the convention will be that MF (Rd) is endowed with
the weak topology generated by the metric dM which, for ease of notation, will be denoted
by d. An upshot of there being no ‘mass at ∞’ is that the results above now become valid
for a larger set of test functions C2b (Rd) rather than C20(Rd).
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Chapter 6
The Effective Sample Size
In this chapter the focus will be on the effective sample size or ESS, the sampling degen-
eracy measure introduced earlier. It will be shown that the ESS satisfies the martingale
conditions (see Remark 4.9) and the tightness and convergence in distribution conditions
on {Tk}k∈N introduced in Theorem 5.4 and Section 5.2 respectively. Consequently, all the
results obtained that depended on these conditions will hold for the ESS.
Finally, we will obtain a derivative of a function of U , the limit in distribution of the
(recalibrated) error between the approximate and target unnormalized measures. The
derivative will be with respect to a parameter that depends on the threshold chosen for
the ESS, nthres.
We will begin by showing that the ESS satisfies a stochastic differential equation which
will be key to showing that it does satisfy the aforementioned conditions.
We thus begin by finding the evolution equation of the effective sample size.
6.1 Evolution Equation for the ESS
Proposition 6.1:
For t ≥ 0 let
Sˉt :=
n∑
j=1
aˉnj (t)
2
so that S˜t := Sˉ
−1
t ≡ nˆeff .
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Then for t ∈ [Tk′ , Tk′+1), k′ ≥ 0 an integer,
S˜t = n exp
( m∑
k=1
∫ t
Tk′
η˜n,ks dY
k
s +
m∑
k=1
∫ t
Tk′
ζ˜n,ks ds−
1
2
m∑
k=1
∫ t
Tk′
(η˜n,ks )
2 ds
)
where
η˜n,kt := 2
n∑
r=1
aˉnr (t)h
k(vnr (t))− 2
n∑
j=1
a˜nj (t)
2hk(vnj (t))
= 2
(
πnt
(
hk
)− π˜nt (hk)) , (6.1)
and
ζ˜n,kt :=
( n∑
r=1
aˉnr (t)h
k(vnr (t))
)2
+ 2
( n∑
r=1
aˉnr (t)h
k(vnr (t))
)( n∑
j=1
a˜nj (t)
2hk(vnj (t))
)
−
n∑
j=1
a˜nj (t)
2hk(vnj (t))
2 + 4
( n∑
j=1
a˜nj (t)
2hk(vnj (t))
)2
= πnt
(
hk
)2
+ 2πnt
(
hk
)
π˜nt
(
hk
)− π˜nt ((hk)2)+ 4π˜nt (hk)2 . (6.2)
with
a˜nj (t)
2 := Sˉ−1t aˉ
n
j (t)
2 =
aˉnj (t)
2∑n
j=1 aˉ
n
j (t)
2
and π˜nt :=
n∑
j=1
a˜nj (t)
2δvnj (t). (6.3)
Proof. We will now use Itoˆ’s formula to get an evolution equation for the effective sample
size. Observe that
dSˉ−1t = −Sˉ−2t dSˉt + Sˉ−3t d〈Sˉ∙〉t. (6.4)
Since
dSˉt =
n∑
j=1
daˉnj (t)
2
=
n∑
j=1
2aˉnj (t)daˉ
n
j (t) + d〈aˉnj (∙)〉t,
82
we have that
dSˉt = −2
m∑
k=1
( n∑
j=1
aˉnj (t)
2
)( n∑
r=1
aˉnr (t)h
k(vnr (t))
)
dY kt + 2
m∑
k=1
( n∑
j=1
aˉnj (t)
2hk(vnj (t))
)
dY kt
+2
m∑
k=1
( n∑
j=1
aˉnj (t)
2
)( n∑
r=1
aˉnr (t)h
k(vnr (t))
)2
dt
−2
m∑
k=1
( n∑
r=1
aˉnr (t)h
k(vnr (t))
)( n∑
j=1
aˉnj (t)
2hk(vnj (t))
)
dt
+
m∑
k=1
( n∑
j=1
aˉnj (t)
2
)( n∑
r=1
aˉnr (t)h
k(vnr (t))
)2
dt +
m∑
k=1
( n∑
j=1
aˉnj (t)
2hk(vnj (t))
2
)
dt.
(6.4) then becomes
dSˉ−1t = −Sˉ−2t dSˉt + Sˉ−3t d〈Sˉ∙〉t
= +2
m∑
k=1
( n∑
j=1
aˉnj (t)
2
)−1( n∑
r=1
aˉnr (t)h
k(vnr (t))
)
dY kt
−2
m∑
k=1
( n∑
j=1
aˉnj (t)
2
)−2( n∑
j=1
aˉnj (t)
2hk(vnj (t))
)
dY kt
−2
m∑
k=1
( n∑
j=1
aˉnj (t)
2
)−1( n∑
r=1
aˉnr (t)h
k(vnr (t))
)2
dt
+2
m∑
k=1
( n∑
j=1
aˉnj (t)
2
)−2( n∑
r=1
aˉnr (t)h
k(vnr (t))
)( n∑
j=1
aˉnj (t)
2hk(vnj (t))
)
dt
−
m∑
k=1
( n∑
j=1
aˉnj (t)
2
)−1( n∑
r=1
aˉnr (t)h
k(vnr (t))
)2
dt
−
m∑
k=1
( n∑
j=1
aˉnj (t)
2
)−2( n∑
j=1
aˉnj (t)
2hk(vnj (t))
2
)
dt
+4
m∑
k=1
( n∑
j=1
aˉnj (t)
2
)−1( n∑
r=1
aˉnr (t)h
k(vnr (t))
)2
dt
+4
m∑
k=1
( n∑
j=1
aˉnj (t)
2
)−3( n∑
j=1
aˉnj (t)
2hk(vnj (t))
)2
dt.
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= 2
m∑
k=1
( n∑
j=1
aˉnj (t)
2
)−1( n∑
r=1
aˉnr (t)h
k(vnr (t))
)
dY kt
−2
m∑
k=1
( n∑
j=1
aˉnj (t)
2
)−2( n∑
j=1
aˉnj (t)
2hk(vnj (t))
)
dY kt
+
m∑
k=1
( n∑
j=1
aˉnj (t)
2
)−1( n∑
r=1
aˉnr (t)h
k(vnr (t))
)2
dt
+2
m∑
k=1
( n∑
j=1
aˉnj (t)
2
)−2( n∑
r=1
aˉnr (t)h
k(vnr (t))
)( n∑
j=1
aˉnj (t)
2hk(vnj (t))
)
dt
−
m∑
k=1
( n∑
j=1
aˉnj (t)
2
)−2( n∑
j=1
aˉnj (t)
2hk(vnj (t))
2
)
dt
+4
m∑
k=1
( n∑
j=1
aˉnj (t)
2
)−3( n∑
j=1
aˉnj (t)
2hk(vnj (t))
)2
dt.
By setting S˜t ≡ Sˉ−1t we have
dS˜t = 2S˜t
m∑
k=1
( n∑
r=1
aˉnr (t)h
k(vnr (t))
)
dY kt − 2S˜t
m∑
k=1
( n∑
j=1
a˜nj (t)
2hk(vnj (t))
)
dY kt
+S˜t
m∑
k=1
( n∑
r=1
aˉnr (t)h
k(vnr (t))
)2
dt
+2S˜t
m∑
k=1
( n∑
r=1
aˉnr (t)h
k(vnr (t))
)( n∑
j=1
a˜nj (t)
2hk(vnj (t))
)
dt
−S˜t
m∑
k=1
( n∑
j=1
a˜nj (t)
2hk(vnj (t))
2
)
dt + 4S˜t
m∑
k=1
( n∑
j=1
a˜nj (t)
2hk(vnj (t))
)2
dt.
= 2S˜t
m∑
k=1
[ n∑
r=1
aˉnr (t)h
k(vnr (t))−
n∑
j=1
a˜nj (t)
2hk(vnj (t))
]
dY kt
+S˜t
m∑
k=1
[( n∑
r=1
aˉnr (t)h
k(vnr (t))
)2
+ 2
( n∑
r=1
aˉnr (t)h
k(vnr (t))
)( n∑
j=1
a˜nj (t)
2hk(vnj (t))
)
−
n∑
j=1
a˜nj (t)
2hk(vnj (t))
2 + 4
( n∑
j=1
a˜nj (t)
2hk(vnj (t))
)2]
dt,
= S˜t
[ m∑
k=1
η˜n,kt dY
k
t +
m∑
k=1
ζ˜n,kt dt
]
. (6.5)
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So after the k′th stopping time, it follows from (6.5) that
S˜t = S˜Tk′ +
m∑
k=1
∫ t
Tk′
S˜sη˜
n,k
s dY
k
s +
m∑
k=1
∫ t
Tk′
S˜sζ˜
n,k
s ds,
where t > Tk′ .
So for t ∈ [Tk′ , Tk′+1),
S˜t = n exp
( m∑
k=1
∫ t
Tk′
η˜n,ks dY
k
s +
m∑
k=1
∫ t
Tk′
ζ˜n,ks ds−
1
2
m∑
k=1
∫ t
Tk′
(η˜n,ks )
2 ds
)
as required.
¥
Remark 6.2. For t ∈ [Tk′ , Tk′+1), we can also write
S˜t = n exp(−αn,k′t ) (6.6)
where
αn,k
′
t :=
∫ t
Tk′
βn,ks dY
k
s +
∫ t
Tk′
γn,ks ds (6.7)
is a semimartingale with
βn,ks = −
m∑
k=1
η˜n,ks ; γ
n,k
s = −
m∑
k=1
(
ζ˜n,ks −
1
2
(
η˜n,ks
)2)
, s ∈ [Tk′ , Tk′+1)
and we use the convention that
βn,ks dY
k
s :=
m∑
k=1
η˜n,ks dY
k
s .
Recall from (3.8) that the family of predictable stopping times (i.e. the random resam-
pling times) {Tk}k∈N determined by the ESS is defined for 1 ≤ k′ ∈ N by
Tk′ := inf{t ≥ Tk′−1 : neff ≤ λthresn} (6.8)
where λthres ∈ (0, 1).
Observe that by (6.6), (6.8) can be rewritten as
Tk′ = inf{t ≥ Tk′−1 : αn,k′−1t ≥ log λ−1}. (6.9)
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Lemma 6.3:
Let t ∈ [Tk−1′ , Tk′), k′ ≥ 1 an integer.
Then
Tk′ := inf{t ≥ Tk′−1 : neff ≤ λn}
can be equivalently rewritten as
Tk′ := inf{t ≥ 0 : αnt ≥ k′ log λ−1} (6.10)
where for ease of notation, λ ≡ λthres and using the notation of Remark 6.2, the semi-
martingale αnt is defined by
αnt = α
n,0
T1
+ αn,1T2 + ∙ ∙ ∙ + αn,k
′−2
Tk′−1
+ αn,k
′−1
t . (6.11)
That is,
αnt =
∫ T1
0
βn,ks dY
k
s +
∫ T1
0
γn,ks ds + ∙ ∙ ∙ +
∫ Tk−1′
Tk′−2
βn,ks dY
k
s +
∫ Tk′−1
Tk′−2
γn,ks ds +
∫ t
Tk′−1
βn,ks dY
k
s
+
∫ t
Tk′−1
γn,ks ds
=
∫ t
0
βns dYs +
∫ t
0
γns ds (6.12)
where for s ∈ [Tp, Tp+1), p = 0, . . . , k − 1′,
βns := β
n,p
s ; Ys := Y
p
s ; γ
n
s := γ
n,p
s .
Proof. The result follows by the definition of αnt and noting that α
n,k′−1
t ≥ log λ−1 and
for 0 ≤ r ≤ k′ − 1, αn,rTr+1 = log λ−1. ¥
Theorem 6.4:
For q > 0,
∞∑
k=1
P˜ (Tk ≤ t)q < ∞. (6.13)
Proof. From (6.10)
{Tk ≤ t} ≡
{
sup
s∈[0,t]
αns ≥ k log λ−1
}
(6.14)
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and
P˜ (Tk ≤ t) = P˜
(
sup
s∈[0,t]
αns ≥ k log λ−1
)
≤
E˜
[
(sups∈[0,t] α
n
s )
p
]
kp(log λ−1)p
(6.15)
for any p ≥ 0.
By Jensen’s and the Burkholder-Davis-Gundy inequalities, the fact that
∑n
j=1 aˉ
n
j (t) =
1 =
∑n
j=1 a˜
n
j (t) and h(v
n
j (t)) being bounded for any t ≥ 0, it follows from (6.1) and (6.2)
that E˜[(βns )p] < ∞ and E˜[(γns )p] < ∞ and
E˜
[(
sup
s∈[0,t]
αns
)p]
≤ E˜
[
sup
s∈[0,t]
(∫ s
0
βnr dYr +
∫ s
0
γnr dr
)p]
≤ 2p E˜
[
sup
s∈[0,t]
∣∣∣∣∫ s
0
βnr dYr
∣∣∣∣p]+ 2p E˜[ sup
s∈[0,t]
∣∣∣∣∫ s
0
γnr dr
∣∣∣∣p]
≤ C
where C is a constant independent of the number of particles, n.
Hence ∞∑
k=1
P˜(Tk ≤ t)q ≤ C
q
(log λ−1)pq
∞∑
k=1
1
kpq
The result now follows by choosing p >
1
q
. ¥
Remark 6.5. As a direct consequence of the above lemma, it follows therefore that the
general result stated in Remark 4.8 is valid for a particle approximating system whose
random predictable stopping times are determined by the ESS.
6.2 Martingale and Tightness Conditions for the ESS
We now argue that the ESS satisfies the martingale conditions as identified in Remark 4.9
and the tightness conditions, especially (5.8).
Proposition 6.6:
Let {Tk}k∈N be the resampling times as determined by the ESS. Then {Tk}k∈N satisfies
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the martingale conditions.
That is:
∞∑
k=1
P˜(Tk ≤ t) < ∞;
∞∑
k=1
P˜(Tk ≤ t) 12 < ∞ and;
∞∑
k=1
P˜(Tk ≤ t) 14 < ∞.
Proof. This follows by setting q = 1/4 in Lemma 6.4 and noting that by Remark 4.9 it
suffices to show that ∞∑
k=1
P˜ (Tk ≤ t)
1
4 < ∞.
¥
Theorem 6.7:
Let {Tk}k∈N be the resampling times as determined by the ESS. Then {Tk}k∈N satisfies
the tightness condition (5.8) stated in Theorem 5.4.
That is:
lim
δ→0
lim sup
n→∞
E˜
[ ∞∑
k=1
1(t ,t+δ](T
n
k ) sup
s∈[0,T+1]
(ξns )
2
]
= 0. (6.16)
Proof. Since
t < T nk ≤ t + δ ⇔ αn∗t < k ≤ αn∗t+δ
where αn∗t := (log λ
−1)−1 sups∈[0,t] α
n
s
E˜
[ ∞∑
k=1
1(t ,t+δ](T
n
k ) sup
s∈[0,T+1]
(ξns )
2
]
= E˜
[(
[αn∗t+δ]− [αn∗t ]
)
sup
s∈[0,T+1]
(ξns )
2
]
≤ E˜
[(
[αn∗t+δ]− [αn∗t ]
)2] 12 E˜[ sup
s∈[0,T+1]
(ξns )
4
] 1
2
,
where [∙] denotes the integer part function.
By Doob’s maximal inequality and a similar approach as in (A.5) in the appendix,
E˜
[
sup
s∈[0,T+1]
(ξns )
4
] 1
2
≤
(
4
3
)2
C
1
2
4,T+1.
Now,
E˜
[(
[αn∗t+δ]− [αn∗t ]
)2]
=
∞∑
r=1
r2 P˜
[
[αn∗t+δ]− [αn∗t ] = r
]
.
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By the tail sum theorem (see Theorems 4.3.11 and 4.3.12 in [44]) we have that for any
random variable X taking integer values,
E˜
[
X2
]
= E˜ [X(X − 1)] + E˜ [X]
= 2
∞∑
r=1
(r − 1) P˜(X ≥ r) +
∞∑
r=1
P˜(X ≥ r).
Hence,
E˜
[(
[αn∗t+δ]− [αn∗t ]
)2]
= 2
∞∑
r=2
(r − 1) P˜ [[αn∗t+δ]− [αn∗t ] ≥ r]+ ∞∑
r=1
P˜
[
[αn∗t+δ]− [αn∗t ] ≥ r
]
.
(6.17)
We will use the convention that Kp, where p ∈ N is a constant independent of n.
Since for r > 1 (see Proposition C.1 in the appendix)
{[αn∗t+δ]− [αn∗t ] ≥ r} ⊂ { sup
s∈[0,δ]
(αnt+s − αnt ) ≥ r − 1}
it follows by the Burkholder-Davis-Gundy inequality that
2
∞∑
r=2
(r − 1) P˜ [[αn∗t+δ]− [αn∗t ] ≥ r] ≤ 2 ∞∑
r=2
(r − 1) P˜
[
sup
s∈[0,δ]
(αnt+s − αnt ) ≥ (r − 1)
]
≤ 2
∞∑
r=2
(r − 1)
E˜
[(
sups∈[0,δ](α
n
t+s − αnt )
)3]
(r − 1)3
= 2E˜
( sup
s∈[0,δ]
(αnt+s − αnt )
)3 ∞∑
r=2
1
(r − 1)2
=
π2
3
E˜
( sup
s∈[0,δ]
(αnt+s − αnt )
)3
≤ K1δ 32 . (6.18)
Note that
∞∑
r=1
P˜
[
[αn∗t+δ]− [αn∗t ] ≥ r
]
= P˜
[
[αn∗t+δ]− [αn∗t ] ≥ 1
]
+
∞∑
r=2
P˜
[
[αn∗t+δ]− [αn∗t ] ≥ r
]
. (6.19)
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Similar to (6.18)
∞∑
r=2
P˜
[
[αn∗t+δ]− [αn∗t ] ≥ r
] ≤ E˜
( sup
s∈[0,δ]
(αnt+s − αnt )
)2 ∞∑
r=2
1
(r − 1)2 .
≤ K2δ. (6.20)
We will now show that as δ → 0
P˜
[
[αn∗t+δ]− [αn∗t ] ≥ 1
] ≤ c(δ) → 0
where c(δ) is a constant depending only on δ.
For ε > 0 let
Aε =
⋃
r∈N
[r − 1, r − ε
r4
] and (Aε)c := [0,∞)\Aε =
⋃
r∈N
(r − ε
r4
, r )
then with B := {[αn∗t+δ]− [αn∗t ] ≥ 1},
P˜(B) = P˜(B ∩ {αn∗t ∈ Aε}) + P˜(B ∩ {αn∗t ∈ (Aε)c})
≤ P˜(B ∩ {αn∗t ∈ Aε}) + P˜({αn∗t ∈ (Aε)c})
Note then that since αnt
a.s.→ αt and αn∗t a.s.→ α∗t as n →∞
P˜ ({αn∗t ∈ (Aε)c}) → P˜ ({α∗t ∈ (Aε)c}) . (6.21)
Also as ε → 0,
(Aε)c ↘ φ ⇒ P˜((Aε)c) ↘ 0
and hence,
f(ε) := P˜({α∗t ∈ (Aε)})c → 0. (6.22)
To control P˜(B ∩ {αn∗t ∈ Aε}) we make use of the conditional Markov inequality and the
fact (see Proposition C.1 in the appendix) that
{[αn∗t+δ]− [αn∗t ] ≥ 1} ⊆ { sup
s∈[0,δ]
(αnt+s − αnt ) ≥ 1− {αn∗}}
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where {∙} denotes the fractional part function, to get that
P˜(B ∩ {αn∗t ∈ Aε}) = E˜ [1Aε(αn∗t )1B]
= E˜
[
1Aε(α
n∗
t )1{[αn∗t+δ ]−[αn∗t ]≥1}
]
= E˜
[
1Aε(α
n∗
t )E˜
[
1{[αn∗t+δ ]−[αn∗t ]≥1}|Ft
]]
≤ E˜
[
1Aε(α
n∗
t )P˜
[
sup
s∈[0,δ]
(
αnt+s − αnt
) ≥ 1− {αn∗t }∣∣∣∣Ft
]]
≤ E˜
1Aε(α
n∗
t )E˜
[√
sups∈[0,δ] (α
n
t+s − αnt )
∣∣∣∣Ft]√
1− {αn∗t }
 .
By observing that
∞∑
r=1
(r − 1)21[r−1, r− ε
r4
] (α
n∗
t ) ≤
∞∑
r=1
(r − 1)21[r−1 , r ) (αn∗t )
= [αn∗t ]
2
≤ (αn∗t )2 (6.23)
and noting similarly that
∞∑
r=1
(r − 1)1[r−1, r− ε
r4
] (α
n∗
t ) ≤ (αn∗t ) (6.24)
and ∞∑
r=1
1[r−1, r− ε
r4
] (α
n∗
t ) ≤ 1, (6.25)
it follows thus that
E˜
 E˜
[
1A(α
n∗
t )
√
sups∈[0,δ] (α
n
t+s − αnt )
∣∣∣∣Ft]√
1− {αn∗t }

≤ 1√
ε
∞∑
r=1
r2E˜
[
1[ r−1,r− ε
r4
)(α
n∗
t )
√
sup
s∈[0,δ]
(αnt+s − αnt )
]
=
1√
ε
∞∑
r=1
(
(r − 1)2 + 2 (r − 1) + 1) E˜[1[ r−1,r− ε
r4
)(α
n∗
t )
√
sup
s∈[0,δ]
(αnt+s − αnt )
]
91
≤ 1√
ε
{
E˜
[
(αn∗t )
2
√
sup
s∈[0,δ]
(αnt+s − αnt )
]
+ 2 E˜
[
(αn∗t )
√
sup
s∈[0,δ]
(αnt+s − αnt )
]
+ E˜
[√
sup
s∈[0,δ]
(αnt+s − αnt )
]}
≤ 1√
ε
E˜
[
sup
s∈[0,δ]
(
αnt+s − αnt
)] 12 [
E˜
[
(αn∗t )
4] 12 + E˜ [(αn∗t )2] 12 + 1]
≤ 1√
ε
K3δ
1
2 . (6.26)
Hence it follows from (6.21), (6.22) and (6.26) and choosing ε = δ
1
2 that
P˜
[
[αn∗t+δ]− [αn∗t ] ≥ 1
] ≤ 1√
ε
K3δ
1
2 + f(ε)
≤ K3δ 38 + f(δ 12 ) (6.27)
and so from (6.18), (6.19), (6.20) and (6.27),
E˜
[(
[αn∗t+δ]− [αn∗t ]
)2]
= 2
∞∑
r=2
(r − 1) P˜ [[αn∗t+δ]− [αn∗t ] ≥ r]+ ∞∑
r=1
P˜
[
[αn∗t+δ]− [αn∗t ] ≥ r
]
≤ K1δ 32 + K2δ + K3δ 38 + f(δ 12 )
≤ K4δ 38 + f(δ 12 ).
Therefore,
E˜
[ ∞∑
r=1
1(t ,t+δ](T
n
r ) sup
s∈[0,T+1]
(ξns )
2
]
= E˜
[(
[αn∗t+δ]− [αn∗t ]
)
sup
s∈[0,T+1]
(ξns )
2
]
≤ E˜
[(
[αn∗t+δ]− [αn∗t ]
)2] 12 E˜[ sup
s∈[0,T+1]
(ξns )
4
] 1
2
≤
(
K4δ
3
8 + f(δ
1
2 )
) 1
2
(
4
3
)2
C
1
2
4,T+1
and hence (6.16) holds. That is
lim
δ→0
lim sup
n→∞
E˜
[ ∞∑
r=1
1(t ,t+δ](T
n
r ) sup
s∈[0,T+1]
(ξns )
2
]
= 0.
¥
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Remark 6.8. The conclusions reached above for the ESS can also be reached for another
measure of sample degeneracy called the coefficient of variation or CV (see [30]) where
CV :=
(
1
n
n∑
j=1
(
naˉnj (t)
2 − 1)2) 12 . (6.28)
This is because the coefficient of variation can be viewed as depending on the effective
sample size.
Indeed,
CV =
(
n
neff
− 1
) 1
2
.
In order to determine how to interpret sample degeneracy in terms of CV , we note that
CV is
√
n− 1, its maximum value, when all the normalized weights of the particles save
one are zero (that is, all the mass is concentrated on only one particle) and is 0, its
minimum value, when all the normalized are equal (that is aˉnj (t) =
1
n
, j = 1 . . . , n).
It follows thus that the greater the extent of sample degeneracy (most of the weight
concentrated on a few number particles), the greater the value of CV. Consequently the re-
sampling times, in the case of CV, are determined when CV > α, where α ∈ (0,√n− 1).
This is equivalent to resampling when neff < αˉ where αˉ :=
n
(α2+1)
∈ (1, n) and the reason
why the conclusions reached above for the effective sample size also hold for the coefficient
of variation.
It will be interesting to see if the same conclusions can be reached for other measures of
sample degeneracy; indeed, this might be a possible direction for further research. Possible
measures of sample degeneracy include for example:
The entropy of the approximating particle system, Et where
Et := −
n∑
j=i
aˉnj (t) log aˉ
n
j (t); (6.29)
the mean, Mt, of the unnormalized weights of the approximating particle system where
Mt :=
1
n
n∑
j=1
anj (t); (6.30)
the variance Vt of the unnormalized weights where
Vt :=
1
n
n∑
j=1
(anj (t))
2 −
(
1
n
n∑
j=1
anj (t)
)2
(6.31)
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and; the relative size of the maximum normalized weight Rt where
Rt :=
maxj∈{1,...,n} aˉnj (t)
minj∈{1,...,n} aˉnj (t)
. (6.32)
6.3 Convergence in Distribution Condition for the
ESS
Finally, it remains to show that the family of predictable stopping times, {T nk }k∈N, as
determined by the ESS satisfies the convergence in distribution condition on {T nk }k∈N.
The condition, as introduced in Section 5.2, is that for k ∈ N, T nk a.s.→ Tk as n → ∞ and
Tk is a stopping time.
Recall from (6.7) that
T n,λk+1 ≡ T nk+1 = inf{t ≥ Tk : αn,kt ≥ log λ−1}. (6.33)
The notation T n,λk is used the emphasise the dependence on λ.
Now define
αkt :=
m∑
r=1
∫ t
0
η˜rs dY
r
s +
m∑
r=1
∫ t
0
ζ˜rs ds−
1
2
m∑
r=1
∫ t
0
(η˜rs)
2 ds
where η˜rs := limn η˜
n,r
s and ζ˜
r
s := limn ζ˜
n,r
s with η˜
n,r
s and ζ˜
n,r
s as in (6.1) and (6.2) so that
η˜rs = 2 (πt (h
r)− π˜t (hr)) ,
and
ζ˜rs = πt (h
r)2 + 2πt (h
r) π˜t (h
r)− π˜t
(
(hr)2
)
+ 4π˜t
(
hk
)2
.
We observe that αn,kt
a.s.→ αkt . Ignoring ‘k’ in αn,kt and αkt , recall that
T n,λk ≡ T nk = inf{t ≥ 0 : αnt ≥ k log λ−1}. (6.34)
Now let
T λk := inf{t ≥ 0 : αt ≥ k log λ−1} (6.35)
where αt is defined (and obtained) in a similar manner to α
n
t in (6.12). Then clearly for
k ∈ N T λk is a stopping time.
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Theorem 6.9:
T n,λk
a.s.→ T λk
Proof. As a consequence of Remark 4.8 and Remark 6.5 we can show for any p > 0,
T > 0 and ϕ ∈ C3b (Rd) that
E˜
[
sup
t∈[0,T ]
(ρnt (ϕ)− ρt(ϕ))2p
]
≤ cp,t
np
and E˜
[
sup
t∈[0,T ]
(πnt (ϕ)− πt(ϕ))2p
]
≤ cˉp,t
np
.
Similarly we can show that
E˜
[
sup
t∈[0,T ]
(π˜nt (ϕ)− π˜t(ϕ))2p
]
≤ cˉp,t
np
.
It follows thus that for any p > 0 and T > 0,
E˜
[
sup
t∈[0,T ]
|αnt − αt|2p
]
≤ cp,T
np
which, by choosing p > 1 and appealing to the proof of Lemma 4.4, implies that
sup
t∈[0,T ]
|αnt − αt| → 0.
Hence for any ε′ > 0 there exist N ∈ N such that for n > N ,
sup
t∈[0,T ]
|αnt − αt| < ε′.
Now let ε > 0 be such that (λ + ε) ∈ (0, 1) and let
T λ−εk := inf{t ≥ 0 : αt ≥ k log(λ + ε)−1}
so that for t ∈ [0, T λ−εk ], αt ≤ k log(λ + ε)−1.
Also let ε′ = 1
2
min (k (log(λ− ε)−1 − log λ−1) , k (log λ−1 − log(λ + ε)−1)) > 0 then for
n > N and t ∈ [0, T λ−εk ]:
αnt = α
n
t − αt + αt < k log λ−1
and hence by (6.34) we have that T λ−εk ≤ T n,λk .
By a similar, symmetric argument we conclude also that T n,λk ≤ T λ+εk .
So
T λ−εk ≤ T n,λk ≤ T λ+εk
and hence for k ∈ N, T n,λk a.s.→ T λk as n →∞. ¥
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So the family of predictable stopping times {T nk }k∈N as determined by the ESS does
indeed satisfy the convergence in distribution condition.
From above it follows that the results obtained via the martingale, tightness and con-
vergence in distribution conditions do hold for the family of predictable stopping times
{T nk }k∈N as determined by the ESS.
6.4 Threshold Inferences for the Effective Sample Size
The central limit theorem result obtained in Theorem 5.10 is a first step towards a ju-
dicious choice for the resampling times. In our case where the criteria for choosing the
resampling times is the effective sample size and we resample when it falls below a chosen
threshold λthresn, one can ask the question of the right choice of λ ≡ λthres that minimises,
for instance, the quantity
E˜
[
Uλt (ϕ)
]
where ϕ is a chosen test function. The notation Uλ is written to emphasise the dependency
of U on λ. For example if we are working in a one-dimensional space, one can choose ϕ
to be a function such that ϕ(x) = x, x ∈ R.
This ‘optimal’ λ will then minimise the expected value of the (rescaled or recalibrated)
error of approximating the conditional mean.
A way forward is to compute the derivative of the function from (0 , 1) → R defined
by λ 7→ E˜ [Uλt (ϕ)2] , with respect to the threshold parameter λ. That is, compute
d
dλ
E˜
[
Uλt (ϕ)
2
]
. (6.36)
It turns out however that this is a very difficult problem and differentiation directly does
not yield an explicit formula. Nevertheless in what follows we will present a result detailing
the form that the derivative (6.36) takes.
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Proposition 6.10:
Let ϕ ∈ C2b (Rd).
Consider the map from (0, 1) → R defined by λ 7→ E˜ [Uλt (ϕ)2].
Then
d
dλ
E˜
[
Uλt (ϕ)
2
]
=
∞∑
k=1
∞∑
m=1
E˜
[
2k(t− (T λk ∧ t))m− 12√
2π(2m− 1)m!λ gm
(
T λk ∧ t
)
1[0,t]
(
T λk
)]
−
∞∑
k=1
E˜
 2k1[0, t](T λk )ΞλT λk ∧t
λ
√
2π
(
t− (T λk ∧ t))
+ ∫ t
0
d
dλ
E˜
[
Uλs
(
Pt−sϕh>
)2]
ds
(6.37)
where
ΞλT λk
:= ρT λk (1)ρT λk (ϕ
2)− ρT λk−(ϕ)
2 (6.38)
and gm, 1 ≤ m ∈ N, corresponds to the integrand of mth multiple Lebesgue integral in
the stochastic Itoˆ-Taylor expansion of
sgn(ε)
(
Ξλ+ε
T λ+εk
− ΞλT λk
)
(6.39)
where sgn is the signum function and Ξλ+ε
T λ+εk
is similarly defined as Ξλ
T λk
.
Proof. Without loss of generality we work under the assumption that αnt , is a Brownian
motion. This is possible because we can find a measure under which the drift of the
semimartingale αnt is eliminated so that α
n
t is a martingale. Furthermore under a suitable
time change, this martingale can then be thought of as a Brownian motion.
We will however remain faithful to the usual notations throughout the proof.
Recalling Theorem 5.10 and the approach used in obtaining the mild form of the Zakai
equation in Section 4.2, it follows, especially similarly to (4.12), that
Uλt (ϕ) = U
λ
0 (Ptϕ) +
∫ t
0
Uλs
(
Pt−sϕh>
)
dYs
+
∫ t
0
∫
Rd
√
ρ˜s (∇Pt−sϕ)>σσ>(∇Pt−sϕ)) B(dx, ds)
+
∞∑
k=1
1[0,t](Tk)ρTk(1)
√
πTk(ϕ
2)− πTk−(ϕ)2Υk, (6.40)
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where B(dx, ds) is a Brownian sheet or space-time white noise and {Υk}k is a sequence of
i.i.d standard normal random variables and
{√
πTk(ϕ
2)− πTk−(ϕ)2Υk
}
k∈N
are mutually
independent given the sigma algebra Y .
Now consider E˜
[
Uλt (ϕ)
2
]
where ϕ ∈ C2b (Rd). Since the terms in (6.40) are orthogonal
E˜
[
Uλt (ϕ)
2
]
= E˜
[
U0(Ptϕ)
2
]
+ E˜
[∫ t
0
ρ˜s
(∇Pt−sϕ)>σσ>(∇Pt−sϕ)) ds]
+ E˜
[∫ t
0
Uλs
(
Pt−sϕh>
)2
ds
]
+ E˜
[ ∞∑
k=1
1[0, t](T
λ
k )ρT λk (1)
2
[
πT λk (ϕ
2)− πT λk−(ϕ)
2
]]
. (6.41)
Since αt is a Brownian motion, α
∗
t is its running maximum and the stopping times
{
T λk
}
k
are the associated passage times (see Section 2.2.8 in [27]).
Given that the first two terms of (6.41) do not depend on λ,
d
dλ
E˜
[
Uλt (ϕ)
2
]
=
d
dλ
E˜
[ ∞∑
k=1
1[0, t](T
λ
k )ρT λk (1)
2
[
πT λk (ϕ
2)− πT λk−(ϕ)
2
]]
+
d
dλ
E˜
[∫ t
0
Uλs
(
Pt−sϕh>
)2
ds
]
=
d
dλ
∞∑
k=1
E˜
[
1[0, t](T
λ
k )ρT λk (1)
2
[
πT λk (ϕ
2)− πT λk−(ϕ)
2
]]
+
d
dλ
∫ t
0
E˜
[
Uλs
(
Pt−sϕh>
)2]
ds.
Now
d
dλ
E˜
[
Uλt (ϕ)
2
]
:= lim
ε→0
E˜
[
Uλ+εt (ϕ)
2
]− E˜ [Uλt (ϕ)2]
ε
= lim
ε→0
E˜
[
Uλ+εt (ϕ)
2 − Uλt (ϕ)2
]
ε
(6.42)
98
= lim
ε→0
1
ε
[ ∞∑
k=1
E˜
[
1[0, t](T
λ+ε
k )ρT λ+εk
(1)2
[
πT λ+εk
(ϕ2)− πT λ+εk− (ϕ)
2
]]
−
∞∑
k=1
E˜
[
1[0, t](T
λ
k )ρT λk (1)
2
[
πT λk (ϕ
2)− πT λk−(ϕ)
2
]]]
+ lim
ε→0
∫ t
0
E˜
[
Uλ+εs
(
Pt−sϕh>
)2]− E˜ [Uλs (Pt−sϕh>)2]
ε
ds
= lim
ε→0
1
ε
[ ∞∑
k=1
E˜
[
1[0, t](T
λ+ε
k )Ξ
λ+ε
T λ+εk
− 1[0, t](T λk )ΞλT λk
]]
+
∫ t
0
d
dλ
E˜
[
Uλs
(
Pt−sϕh>
)2]
ds, (6.43)
where
Ξλ+ε
T λ+εk
:= ρT λ+εk
(1)2
[
πT λ+εk
(ϕ2)− πT λ+εk− (ϕ)
2
]
= ρT λ+εk
(1)ρT λ+εk
(ϕ2)− ρT λ+εk− (ϕ)
2.
We now consider lim
ε→0
1
ε
[ ∞∑
k=1
E˜
[
1[0, t](T
λ+ε
k )Ξ
λ+ε
T λ+εk
− 1[0, t](T λk )ΞλT λk
]]
.
In the argument that follows we look at the case where ε > 0 noting that a symmetric
argument holds for the case when ε < 0.
First observe that almost surely,
1[0, t](T
λ+ε
k )Ξ
λ+ε
T λ+εk
− 1[0, t](T λk )ΞλT λk ≡ 1[0, t](T
λ+ε
k )Ξ
λ+ε
T λ+εk ∧t
− 1[0, t](T λk )ΞλT λk ∧t
and since
1[0, t](T
λ+ε
k ) = 1[0, t](T
λ
k )− 1[0, t](T λk )1(t,∞)(T λ+εk ),
then
1[0, t](T
λ+ε
k )Ξ
λ+ε
T λ+εk ∧t
− 1[0, t](T λk )ΞλT λk ∧t
= 1[0, t](T
λ
k )
(
Ξλ+ε
T λ+εk ∧t
− Ξλ+ε
T λk ∧t
)
− 1[0, t](T λk )1(t,∞)(T λ+εk )Ξλ+εT λ+εk ∧t.
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Hence
lim
ε→0
1
ε
[ ∞∑
k=1
E˜
[
1[0, t](T
λ+ε
k )Ξ
λ+ε
T λ+εk
− 1[0, t](T λk )ΞλT λk
]]
= lim
ε→0
1
ε
[ ∞∑
k=1
E˜
[
1[0, t](T
λ+ε
k )Ξ
λ+ε
T λ+εk ∧t
− 1[0, t](T λk )ΞλT λk ∧t
]]
= lim
ε→0
1
ε
[ ∞∑
k=1
E˜
[
1[0, t](T
λ
k )
(
Ξλ+ε
T λ+εk ∧t
− Ξλ+ε
T λk ∧t
)]]
− lim
ε→0
1
ε
[ ∞∑
k=1
E˜
[
1[0, t](T
λ
k )1(t,∞)(T
λ+ε
k )Ξ
λ+ε
T λ+εk ∧t
]]
. (6.44)
Recalling the mild form of the Zakai equation,
ρt(ϕ) = ρ0(Ptϕ) +
∫ t
0
ρs
(
Pt−sϕh>
)
dYs
we have in particular that
ρt(1) = ρ0(Pt1) +
∫ t
0
ρs
(
Pt−s1h>
)
dYs.
So
ρt(ϕ)
2 = ρ0(Ptϕ)
2 + 2
∫ t
0
ρs
(
Pt−sϕh>
)
dρs(ϕ) + 〈ρ.(ϕ.)〉t
= ρ0(Ptϕ)
2 + 2
∫ t
0
ρs
(
Pt−sϕh>
)2
dYs +
∫ t
0
ρs
(
Pt−sϕh>
)2
ds
and
ρt(1)ρt(ϕ
2) = ρ0(Pt1)ρ0(Ptϕ
2) +
∫ t
0
ρs(1) dρs(ϕ
2
s) +
∫ t
0
ρs(ϕ
2
s) dρs(1) + 〈ρ.(ϕ2. ), ρ.(1)〉t
= ρ0(Pt1)ρ0(Ptϕ
2) +
∫ t
0
ρs(1)ρs
(
(Pt−sϕ)
2 h>
)
dYs
+
∫ t
0
ρs
(
(Pt−sϕ)
2) ρs (Pt−s1h>) dYs + ∫ t
0
ρs
(
(Pt−sϕ)
2 h>
)
ρs
(
Pt−s1h>
)
ds.
Hence
Ξλ+ε
T λ+εk ∧t
− ΞλT λk ∧t
=
∫ T λ+εk ∧t
T λk ∧t
(
ρs(1)ρs
(
(Pt−sϕ)
2 h>
)
+ ρs
(
(Pt−sϕ)
2) ρs (Pt−s1h>)− 2ρs (Pt−sϕh>)2) dYs
+
∫ T λ+εk ∧t
T λk ∧t
ρs
((
(Pt−sϕ)
2 h>
)
ρs
(
Pt−s1h>
)− ρs (Pt−sϕh>)2) ds. (6.45)
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By considering the mild form of the Zakai equation and applying Itoˆ’s formula to the
integrands in (6.45) we have
Ξλ+ε
T λ+εk ∧t
− ΞλT λk ∧t =
∫ T λ+εk ∧t
T λk ∧t
g˜1(T
λ
k ∧ t) dYs +
∫ T λ+εk ∧t
T λk ∧t
g1(T
λ
k ∧ t) ds
+
∫ T λ+εk ∧t
T λk ∧t
∫ s
T λk ∧t
Gϕ,1r dYr dYs +
∫ T λ+εk ∧t
T λk ∧t
∫ s
T λk ∧t
Gϕ,2r dr dYs
+
∫ T λ+εk ∧t
T λk ∧t
∫ s
T λk ∧t
Gϕ,3r dYr ds +
∫ T λ+εk ∧t
T λk ∧t
∫ s
T λk ∧t
Gϕ,4r dr ds (6.46)
where, using the convention that we write ϕt−u for Pt−uϕ where u ≤ t and ϕ ∈ C2b
(
Rd
)
,
g˜1(T
λ
k ∧ t) := ρT λk ∧t(1)ρT λk ∧t
(
ϕ2t−T λk ∧th
>
)
+ ρT λk ∧t
(
ϕ2t−T λk ∧t
)
ρT λk ∧t
(
1t−T λk ∧th
>
)
−2ρT λk ∧t
(
ϕt−T λk ∧th
>
)2
,
g1(T
λ
k ∧ t) := ρT λk ∧t
(
ϕ2t−T λk ∧th
>
)
ρT λk ∧t
(
1t−T λk ∧th
>
)
− ρT λk ∧t
(
ϕt−T λk ∧th
>
)2
,
Gϕ,1r := ρr(1)ρr
((
ϕ2t−rh
>)h>)+ ρr (ϕ2t−rh>) ρr (1h>)+ ρr (1t−rh>) ρr (ϕ2t−rh>)
−4ρr
(
ϕt−rh>
)
ρr
((
ϕt−rh>
)
h>
)
+ ρr
(
ϕ2t−r
)
ρr
((
1t−rh>
)
h>
)
,
Gϕ,2r := ρr (1) ρr
(
∂rϕ
2
t−rh
> + A
(
ϕ2t−rh
>))+ ρr ((ϕ2t−rh>)h>) ρr (1h>)
+ρr
(
ϕ2t−r
)
ρr
(
∂r1t−rh> + A
(
1t−rh>
))
+ ρr
(
1t−rh>
)
ρr
(
∂rϕ
2
t−r + A
(
ϕ2t−r
))
+ρr
(
ϕ2t−rh
>) ρr ((1t−rh>)h>)− 4ρr (ϕt−rh>) ρr (∂rϕt−rh> + A (ϕt−rh>))
−2ρr
((
ϕt−rh>
)
h>
)2
,
Gϕ,3r := ρr
(
ϕ2t−rh
>) ρr ((1t−rh>)h>)+ ρr (1t−rh>) ρr ((ϕ2t−rh>)h>)
−2ρr
((
ϕt−rh>
))
ρr
((
ϕt−rh>
)
h>
)
and
Gϕ,4r := ρr
(
ϕ2t−rh
>) ρr (∂r1t−rh> + A (1t−rh>))+ ρr (1t−rh>) ρr (∂rϕ2t−rh> + A (ϕ2t−rh>))
+ρr
((
ϕ2t−rh
>)h>) ρr ((1t−rh>)h>)− 2ρr (ϕt−rh>) ρr (∂rϕt−rh> + A (ϕt−rh>))
−ρr
((
ϕ2t−rh
>)h>)2 .
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From (6.46), the properties of Brownian Motion and Fubini Theorem
E˜
[
1[0, t](T
λ
k )
(
Ξλ+ε
T λ+εk ∧t
− Ξλ+ε
T λk ∧t
)]
= E˜
[
E˜
[
1[0, t](T
λ
k )
(
Ξλ+ε
T λ+εk ∧ t
− Ξλ+ε
T λk ∧ t
) ∣∣∣∣FT λk ∧t
]]
= E˜
[
E˜
[
g˜1
(
T λk ∧ t
)
1[0,t](T
λ
k )
(
YT λ+εk ∧t − YT λk ∧t
) ∣∣∣∣FT λk ∧t
]]
+E˜
[
E˜
[
g1
(
T λk ∧ t
)
1[0,t](T
λ
k )
(
T λ+εk ∧ t− T λk ∧ t
) ∣∣∣∣FT λk ∧t
]]
+E˜
[
E˜
[∫ T λ+εk ∧t
T λk ∧t
∫ s
T λk ∧t
Gϕ,1r dYr dYs
∣∣∣∣FT λk ∧t
]]
+ E˜
[
E˜
[∫ T λ+εk ∧t
T λk ∧t
∫ s
T λk ∧t
Gϕ,2r dr dYs
∣∣∣∣FT λk ∧t
]]
+ E˜
[
E˜
[∫ T λ+εk ∧t
T λk ∧t
∫ s
T λk ∧t
Gϕ,3r dYr ds
∣∣∣∣FT λk ∧t
]]
+ E˜
[
E˜
[∫ T λ+εk ∧t
T λk ∧t
∫ s
T λk ∧t
Gϕ,4r dr ds
∣∣∣∣FT λk ∧t
]]
= E˜
[
g1
(
T λk ∧ t
)
1[0,t](T
λ
k )E˜
[(
T λ+εk ∧ t− T λk ∧ t
) ∣∣∣∣FT λk ∧t
]]
+ E˜
[
E˜
[∫ T λ+εk ∧t
T λk ∧t
∫ s
T λk ∧t
Gϕ,4r dr ds
∣∣∣∣FT λk ∧t
]]
. (6.47)
Consequently we see in light of (6.47) that when carrying out a stochastic Itoˆ-Taylor
expansion to (6.46) and taking expectation, all multiple integrals containing at least one
stochastic integral w.r.t Y will vanish and only multiple integrals containing no stochastic
integral w.r.t Y will not vanish (in other words only multiple Lebesgue integrals will
remain).
Hence by repeated application of the stochastic Itoˆ-Taylor expansion and the mild form
of the Zakai equation we have, in light of (6.47), that
E˜
[
1[0, t](T
λ
k )
(
Ξλ+ε
T λ+εk ∧t
− Ξλ+ε
T λk ∧t
)]
=
∞∑
m=1
E˜
[
1
m!
gm
(
T λk ∧ t
)
1[0,t](T
λ
k )
(
T λ+εk ∧ t− T λk ∧ t
)m]
(6.48)
where the gm’s are the the integrands associated with the m
th Lebesgue integral in the
stochastic Itoˆ-Taylor expansion (that is, in other words the mth-non vanishing multiple
integral when taking expectations).
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Now consider lim
ε→0
1
ε
E˜
[
gm
(
T λk ∧ t
)
1[0,t](T
λ
k )
(
T λ+εk ∧ t− T λk ∧ t
)m]
, m ∈ N.
Since the increment ΔT εk := T
λ+ε
k − T λk is independent of FT λk and we know the density
for passage times and the increments between them (see Remark 8.3 and Proposition 8.5
in Section 2.2.8 A in [27]), then
lim
ε→0
1
ε
E˜
[
gm
(
T λk ∧ t
)
1[0,t](T
λ
k )
(
T λ+εk ∧ t− T λk ∧ t
)m]
= lim
ε→0
1
ε
E˜
[
gm
(
T λk ∧ t
)
1[0,t]
(
T λk
)
E˜
[(
T λ+εk ∧ t− T λk ∧ t
)m ∣∣∣∣FT λk ∧t
]]
= lim
ε→0
1
ε
∫ t
0
gm(x)E˜ [((x + ΔT εk ) ∧ t− (x ∧ t))m] P˜
[
T λk ∈ dx
]
=
∫ t
0
gm(x) lim
ε→0
1
ε
{∫ t−x
0
ym P˜ [ΔT εk ∈ dy]
}
P˜
[
T λk ∈ dx
]
.
In particular with the change of variable u = y
(
log(1 + ε
λ
)
)−2
and z :=
(
log(1 + ε
λ
)
)−1
,
lim
ε→0
1
ε
∫ t−x
0
ym P˜ [ΔT εk ∈ dy]
= lim
ε→0
1
ε
∫ t−x
0
ym
k log(1 + ε
λ
)√
2πy3
e−
k2(log(1+ ελ ))
2
2y dy
=
k√
2π
lim
ε→0
1
ε
∫ (t−x)(log(1+ ελ ))−2
0
um−
3
2 log
(
1 +
ε
λ
)2m
e−
k2
2u du
=
k√
2π
lim
ε→0
1
ε
log
(
1 +
ε
λ
)
. lim
z→∞
z−(2m−1)
∫ (t−x)z2
0
um−
3
2 e−
k2
2u du
=
2k(t− x)m− 12√
2π(2m− 1)λ. (6.49)
Hence
lim
ε→0
1
ε
E˜
[
gm
(
T λk ∧ t
)
1[0,t](T
λ
k )
(
T λ+εk ∧ t− T λk ∧ t
)m]
=
∫ t
0
gm(x) lim
ε→0
1
ε
{∫ t−x
0
ym P˜ [ΔT εk ∈ dy]
}
P˜
[
T λk ∈ dx
]
=
∫ t
0
gm(x)
2k(t− x)m− 12√
2π(2m− 1)λ P˜
[
T λk ∈ dx
]
, (6.50)
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and by (6.48) and (6.50),
lim
ε→0
1
ε
[ ∞∑
k=1
E˜
[
1[0, t](T
λ
k )
(
Ξλ+ε
T λ+εk ∧t
− Ξλ+ε
T λk ∧t
)]]
=
∞∑
k=1
∞∑
m=1
1
m!
E˜
[
gm
(
T λk ∧ t
)
1[0,t]
(
T λk
)
lim
ε→0
1
ε
E˜
[(
T λ+εk ∧ t− T λk ∧ t
)m ∣∣∣∣FT λk ∧t
]]
=
∞∑
k=1
∞∑
m=1
E˜
[
2k(t− T λk ∧ t)m−
1
2√
2π(2m− 1)m!λ gm
(
T λk ∧ t
)
1[0,t]
(
T λk
)]
. (6.51)
It now remains to evaluate lim
ε→0
1
ε
[ ∞∑
k=1
E˜
[
1[0, t](T
λ
k )1(t,∞)(T
λ+ε
k )Ξ
λ+ε
T λ+εk ∧t
]]
:
First observe that
1[0, t](T
λ
k )1(t,∞)(T
λ+ε
k )Ξ
λ+ε
T λ+εk ∧t
= 1[0, t](T
λ
k )1(t,∞)(T
λ+ε
k )
(
Ξλ+ε
T λ+εk ∧t
− ΞλT λk ∧t
)
+ 1[0, t](T
λ
k )1(t,∞)(T
λ+ε
k )Ξ
λ
T λk ∧t.
(6.52)
Then
lim
ε→0
1
ε
E˜
[
1[0, t](T
λ
k )1(t,∞)(T
λ+ε
k )Ξ
λ
T λk ∧t
]
= E˜
[
1[0, t](T
λ
k )Ξ
λ
T λk ∧t limε→0
1
ε
E˜
[
1(t,∞)(T λk + ΔT
ε
k )|FT λk
]]
.
(6.53)
Using the change of variable v =
k log(1 + ε
λ
)√
2y
,
lim
ε→0
1
ε
E˜
[
1(t,∞)(T λk + ΔT
ε
k )|FT λk
]
= lim
ε→0
1
ε
∫ ∞
0
E˜
[
1(t,∞)(T λk + ΔT
ε
k )|FT λk , ΔT
ε
k = y
]
P˜ [ΔT εk ∈ dy]
= lim
ε→0
1
ε
∫ ∞
t−T λk
P˜ [ΔT εk ∈ dy]
= lim
ε→0
1
ε
2√
π
∫ k log(1+ ελ )√
2(t−Tλ
k
)
0
e−v
2
dv
=
2k
λ
√
2π
(
t− T λk ∧ t
)
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so that
lim
ε→0
1
ε
E˜
[
1[0, t](T
λ
k )1(t,∞)(T
λ+ε
k )Ξ
λ
T λk ∧t
]
= E˜
 2k1[0, t](T λk )ΞλT λk ∧t
λ
√
2π
(
t− T λk ∧ t
)
 .
(6.54)
We will now show that
lim
ε→0
1
ε
E˜
[
1[0, t](T
λ
k )1(t,∞)(T
λ+ε
k )
(
Ξλ+ε
T λ+εk ∧t
− ΞλT λk ∧t
)]
= 0. (6.55)
By Ho¨lder’s inequality
lim
ε→0
1
ε
E˜
[
1[0, t](T
λ
k )1(t,∞)(T
λ+ε
k )
∣∣∣Ξλ+ε
T λ+εk ∧t
− ΞλT λk ∧t
∣∣∣]
≤ lim
ε→0
E˜
[
1[0, t](T
λ
k )1(t,∞)(T
λ+ε
k )
] 1
p lim
ε→0
E˜
[
1
εq
∣∣∣Ξλ+ε
T λ+εk ∧t
− ΞλT λk ∧t
∣∣∣q] 1q
= lim
ε→0
E˜
[
1[0, t](T
λ
k )− 1[0,t](T λ+εk )
] 1
p lim
ε→0
E˜
[
1
εq
∣∣∣Ξλ+ε
T λ+εk ∧t
− ΞλT λk ∧t
∣∣∣q] 1q
(6.56)
for some 1 < p, q < ∞ such that 1
p
+ 1
q
= 1.
Now
lim
ε→0
E˜
[
1[0, t](T
λ
k )− 1[0,t](T λ+εk )
]
= lim
ε→0
P˜
[
T λk ≤ t
]− P˜ [T λ+εk ≤ t]
= lim
ε→0
erf
(
k log λ√
2t
)
− erf
(
k log(λ + ε)√
2t
)
= 0 (6.57)
where erf(x) :=
2√
π
∫ x
0
e−v
2
dv, x ∈ R, is the error function.
Using the notation convention in (6.46) and Lemma A.7 in the appendix, it follows, by
Burkholder-Davis-Gundy and Jensen inequalities and (6.45) that, provided q ≥ 2, there
exists constants K1, K
′
1 and q
′ ≥ 2 such that
E˜
[∣∣∣∣∣
∫ T λ+εk ∧t
T λk ∧t
g˜1(s) dYs
∣∣∣∣∣
q]
≤ K1E˜
(∫ T λ+εk ∧t
T λk ∧t
g˜21(s) ds
) q
2
 12
≤ K ′1E˜
[(
T λ+εk ∧ t− T λk ∧ t
) q′
2
] 1
2
.
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Similarly by Jensen’s inequality
E˜
[∣∣∣∣∣
∫ T λ+εk ∧t
T λk ∧t
g1(s) ds
∣∣∣∣∣
q]
≤ K2 E˜
[(
T λ+εk ∧ t− T λk ∧ t
)q]
where K2 is a constant.
Now, using the same change of variable as in (6.49),
E˜
[(
T λ+εk ∧ t− T λk ∧ t
) q′
2
] 1
2
= E˜
[
E˜
[((
T λk + ΔT
ε
k
) ∧ t− T λk ∧ t) q′2 ∣∣∣∣FT λk
]] 1
2
= E˜
[∫ t−(T λk ∧t)
0
y
q′
2 P˜ [ΔT εk ∈ dy]
] 1
2
= E˜
[∫ (t−(T λk ∧t))(log(1+ ελ ))−2
0
u
q′−3
2 log
(
1 +
ε
λ
)q′ k√
2π
e−
k2
2u du
] 1
2
.
Similarly,
E˜
[(
T λ+εk ∧ t− T λk ∧ t
)q]
= E˜
[∫ (t−(T λk ∧t))(log(1+ ελ ))−2
0
uq−
3
2 log
(
1 +
ε
λ
)2q k√
2π
e−
k2
2u du
]
.
Hence
E˜
[
1
εq
∣∣∣Ξλ+ε
T λ+εk ∧t
− ΞλT λk ∧t
∣∣∣q]
≤ 2q−1
{
E˜
[
1
εq
∣∣∣∣∣
∫ T λ+εk ∧t
T λk ∧t
g˜1(s) dYs
∣∣∣∣∣
q]
+ E˜
[
1
εq
∣∣∣∣∣
∫ T λ+εk ∧t
T λk ∧t
g1(s) ds
∣∣∣∣∣
q]}
≤ K

(
1
ε2q
E˜
[∫ (t−(T λk ∧t))(log(1+ ελ ))−2
0
u
q′−3
2 log
(
1 +
ε
λ
)q′ k√
2π
e−
k2
2u du
]) 1
2
+
1
εq
E˜
[∫ (t−(T λk ∧t))(log(1+ ελ ))−2
0
uq−
3
2 log
(
1 +
ε
λ
)2q k√
2π
e−
k2
2u du
]}
where K = max{2q−1K ′1, 2q−1K2}.
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Again with z :=
(
log(1 + ε
λ
)
)−1
lim
ε→0
(
1
ε2q
E˜
[∫ (t−(T λk ∧t))(log(1+ ελ ))−2
0
u
q′−3
2 log
(
1 +
ε
λ
)q′ k√
2π
e−
k2
2u du
]) 1
2
=
(
lim
ε→0
1
ε2q
E˜
[∫ (t−(T λk ∧t))(log(1+ ελ ))−2
0
u
q′−3
2 log
(
1 +
ε
λ
)q′ k√
2π
e−
k2
2u du
]) 1
2
=
(
k√
2π
lim
ε→0
log(1 + ε
λ
)
ε2q
lim
z→∞
E˜
[∫ (t−(T λk ∧t))z2
0
z−(q
′−1)u
q′−3
2 e−
k2
2u du
]) 1
2
=
 k√
2π
lim
ε→0
(−1)m−1(m− 1)! (1 + ε
λ
)−m ( 1
λ
)m
εm−2q
2q(2q − 1) ∙ ∙ ∙ (2q −m + 1) E˜
2 (t− (T λk ∧ t)) q′2 − 12
q′ − 1

1
2
,
(6.58)
where 1 ≤ m ∈ N.
Similarly, for 1 ≤ m ∈ N,
lim
ε→0
E˜
[∫ (t−(T λk ∧t))(log(1+ ελ ))−2
0
uq−
3
2 log
(
1 +
ε
λ
)2q k√
2π
e−
k2
2u du
]
=
k√
2π
lim
ε→0
(−1)m−1(m− 1)! (1 + ε
λ
)−m ( 1
λ
)m
εm−q
q(q − 1) ∙ ∙ ∙ (q −m + 1) E˜
2 (t− (T λk ∧ t))q− 12
2q − 1
 .
(6.59)
So choosing q ∈ R such that q /∈ N and q ≥ 2 and taking m ∈ N such that m > 2q then
the limits in both (6.58) and (6.59) evaluate to 0 so that
lim
ε→0
E˜
[
1
εq
∣∣∣Ξλ+ε
T λ+εk ∧t
− ΞλT λk ∧t
∣∣∣q] ≤ 0 (6.60)
i.e.
lim
ε→0
E˜
[
1
εq
∣∣∣Ξλ+ε
T λ+εk ∧t
− ΞλT λk ∧t
∣∣∣q] = 0
(6.55) now follows thus from (6.56), (6.57) and (6.60).
Furthermore it follows from (6.43), (6.44), (6.51), (6.52), (6.54)and (6.55) that (6.37)
holds ¥
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So we now have an idea of the form that the derivative
d
dλ
E˜
[
Uλt (ϕ)
2
]
takes. We
will now pose further questions and suggest problems that can be looked into to gain
a further insight into possible inferences that can be made about the threshold of the
effective sample size. It will be interesting, for example, to see if, using the derivative
(6.37), the following equation
d
dλ
E˜
[
Uλt (ϕ)
2
]
= 0 (6.61)
can be solved. Indeed finding the values of λ that satisfies (6.61), if there are any, will
provide us with the ‘optimal’ λs that minimise (or indeed maximise) E˜
[
Uλt (ϕ)
2
]
. If these
‘optimal’ λs do exist then it would be interesting to investigate the following limit:
lim
λ→λopt
E˜
[
Uλt (ϕ)
2
]
,
where λopt denotes an ‘optimal’ λ, for each of them. Of course if these ‘optimal’ λs
don’t exist then either nothing can be said of the possibility E˜
[
Uλt (ϕ)
2
]
being minimized
through this approach or E˜
[
Uλt (ϕ)
2
]
can’t be minimized at all.
Furthermore it will be interesting to investigate the following limits:
lim
λ→1
E˜
[
Uλt (ϕ)
2
]
and lim
λ→0
E˜
[
Uλt (ϕ)
2
]
since λ = 1 and λ = 0 corresponds to nthres = n and nthres = 0 respectively, and see if it
agrees with the intuition that they should both take a large value or, possibly, be infinite.
The reason for this intuitive view is because of the fact that we either have a particle
system in which the deteriorating effect of sample degeneracy is allowed to go unchecked
and uncontrolled (i.e. λ = 0) or we have a continuous, never-ending uninterrupted intro-
duction of noise to the particle system (that is never allowed to evolve) from the onset
(i.e. λ = 1).
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Chapter 7
Conclusions and Suggestions for
Future Work
In this thesis we analyzed particle filters in a continuous time framework where resampling
occurs at random times. The framework used was designed to be less restrictive and
more flexible thus enabling various features and aspects of filtering to be accommodated
or catered for.
We were able to obtain convergence results between the approximate and target mea-
sures for both the unnormalized and normalized (conditional) distribution as well results
on the convergence in distribution of the rescaled error between the approximate and tar-
get measures. Although it has at times been possible to obtain times more general results,
these results have been obtained in different frameworks that are more restrictive. For
example as already highlighted in the discussion at the end of Chapter 4, similar results to
Proposition 4.13 and Theorem 4.14 were achieved in Proposition 9.14 and Theorem 9.15
in [1] for test functions in the larger set Cb(Rd) rather than C2b (Rd) but the framework
was more restrictive since it was a continuous deterministic time framework where resam-
pling was carried out at regular pre-determined time intervals. An interesting difference
between the two frameworks however was the resampling algorithm used. The resam-
pling algorithm used in the continuous deterministic-time framework was the Tree Based
Branching Algorithm (TBBA) rather than the multinomial resampling method employed
in this thesis.
The interesting aspect of the TBBA is that the offspring or particles produced after re-
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sampling satisfy the conditional minimal variance property; that is, the TBBA assigns
the offspring with a probability distribution that minimises their conditional variance (see
[15] and Section 9.2 of [1] for details of the TBBA and its conditional minimal variance
property in a continuous deterministic-time framework). This is a very attractive prop-
erty for a resampling algorithm to possess since the variance of the random variables that
determines the offspring influences the speed of its convergence.
This therefore hints at a possible avenue for further research. Indeed it would be in-
teresting to investigate what kind of convergence and central limit type results can be
obtained if the random resampling time framework used in this thesis used the TBBA as
the resampling algorithm of choice rather than multinomial resampling.
With the approach used in this thesis, we have an advantage of being able to investigate
the possibility of being more judicious in how, based on our resampling criteria, we choose
our resampling times. Being able to do this will allow us to conclude on the existence (or
not) of an optimal way of resampling or choosing resampling times. Here ‘optimal’ refers
to minimising the error between the approximate and target measure when resampling.
The platform on which we are able to investigate this was set up by the tightness and
convergence in distribution results presented in Chapter 5 and in Section 6.4, we see
through a mixture of heuristics and analysis the beginnings of how this can be done in
the case where the resampling criteria is the effective sample size and what further work
needs to be carried out for one to be able to come to a more definitive viewpoint about
optimal resampling times.
Being able to do this will be useful both from a practical and practitioner’s point of view
since it will either demonstrate how one can resample in an optimal manner or show that
the concept of optimal resampling times doesn’t exist.
With respect to further research, suggestions about possible areas to investigate have
been made both above and at various point throughout the thesis. In particular see the
discussions in Section 6.4 and Remark 6.8. In addition to these suggestions, it would be
interesting to see what threshold inferences, if any, can be made for the other measures of
sampling degeneracy such as for example, the entropy and relative size of the normalized
weights highlighted in Remark 6.8.
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Appendix A
Convergence Results
A.1 Martingale and Other Properties of ξn,∞t
Lemma A.1:
Let
ξn,∞t :=
∞∏
i=1
ζn,it
≡
∞∏
i=1
1
n
n∑
j=1
an,ij (t)
where t ≥ 0 and
an,jj (t) := exp
(∫ Ti∧t
Ti−1∧t
h(vnj (s))
> dYs − 1
2
∫ Ti∧t
Ti−1∧t
‖h(vnj (s))‖2 ds
)
.
Then (ξn,∞t )t is a Ft-adapted martingale.
Proof. Let t ≥ 0 and let M ∈ N. Then
ξn,Mt :=
M∏
i=1
1
n
n∑
j=1
an,ij (t) (A.1)
=
1
nM
∑
(j1,...,jM )∈JM
exp
(
M∑
i=1
(∫ Ti∧t
Ti−1∧t
h(vnji(s))
> dYs − 1
2
∫ Ti∧t
Ti−1∧t
‖h(vnji(s))‖2 ds
))
=
1
nM
∑
(j1,...,jM )∈JM
exp
(∫ TM∧t
0
h(vnj1,...,jM (s))
> dYs − 1
2
∫ TM∧t
0
‖h(vnj1,...,jM (s))‖2 ds
)
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where JM is the set of multi-indices defined by
JM := {(j1, . . . , jM ) : ji ∈ {1, . . . , n}, i = 1, . . . ,M}
and
vnj1,...,jM = v
n
ji
if s ∈ [Ti−1 ∧ t, Ti ∧ t), i = 1, . . . ,M.
Hence for any M ∈ N, ξn,Mt is a martingale and
E˜[ξMt ] = 1 ∀t ≥ 0. (A.2)
Indeed, for s ≤ t
E˜[ξn,Mt |Fs] = E˜
[ M∏
i=1
ζn,it |Fs
]
= E˜
[ M∏
i=1
ζn,is
]
= ξn,Ms
and furthermore by the conditional version of Fatou’s Lemma (see, for example, II.41(f)
in [41])
E˜[ξn,∞t |Fs] = E˜
[ ∞∏
i=1
ζn,it
∣∣∣∣Fs]
= E˜
[
lim inf
M
M∏
i=1
ζn,it
∣∣∣∣Fs]
≤ lim inf
M
E˜
[ M∏
i=1
ζn,it
∣∣∣∣Fs]
≤ lim inf
M
ξn,Ms
= ξn,∞s (A.3)
and so, (ξn,∞t )t is a Ft-adapted supermartingale.
Note that for all t ≥ 0, ξn,∞t is non-negative and integrable since by the tower property
(see II.41(i)in [41])
E˜[ξn,∞t ] ≤ E˜[ξn,∞0 ] = 1. (A.4)
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We now fix t and show that M 7→ ξn,Mt is a FTM∧t-adapted martingale:
Let M ∈ N then
E˜[ξn,M+1t |FTM∧t] = E˜[ξn,Mt ζn,M+1t |FTM∧t]
= ξn,Mt E˜[ζ
n,M+1
t |FTM∧t]
= ξn,Mt
1
n
n∑
j=1
E˜[an,M+1j |FTM∧t]
= ξn,Mt .
Let p ≥ 1. Then for any M ∈ N(
ξn,Mt
)p
=
M∏
i=1
(ζn,it )
p
=
M∏
i=1
(
1
n
n∑
j=1
an,ij (t)
)p
≤
M∏
i=1
1
n
n∑
j=1
(an,ij (t))
p
≤
M∏
i=1
1
n
n∑
j=1
Mn,i,pj (t) exp
(
p2 − p
2
∫ Ti∧t
Ti−1∧t
‖h(vnj (s))‖2 ds
)
≤
M∏
i=1
1
n
n∑
j=1
Mn,i,pj (t) exp
(
p2 − p
2
m∑
i=1
‖hi‖2∞(Ti ∧ t− Ti−1 ∧ t)
)
≤ Cp,t
M∏
i=1
μn,i,pt , (A.5)
where, for i = 1, . . . ,m, μn,i,p := {μn,i,pt : t ∈ [Ti−1, Ti]} is a martingale with
μn,i,pt =
1
n
n∑
j=1
Mn,i,pj (t)
and Mn,i,pj (t) is the exponential martingale defined by
exp
(
p
∫ Ti∧t
Ti−1∧t
h(vnj (s))
> dYs − p
2
2
∫ Ti∧t
Ti−1∧t
‖h(vnj (s))‖2 ds
)
.
Cp,t is the constant
exp
(
p2 − p
2
m‖hi‖2∞t
)
.
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It follows thus from (A.5) that
E˜
[(
ξn,Mt
)p]
≤ Cp,tE˜
[ M∏
i=1
μn,i,pt
]
≤ Cp,t
since similar to (A.1) and (A.2), E˜
[∏M
i=1 μ
n,i,p
t
]
= 1 for any M ∈ N.
Hence we can conclude
sup
M
E˜
[(
ξn,Mt
)p]
≤ Cp,t
and so it follows that for any p ≥ 1, the family
(
ξn,Mt
)
M∈N
is Lp-bounded and consequently
is uniformly integrable for p > 1 (see II.20, Lemma 20.5 in [41]). By virtue of the fact
that (ξn,Mt )M converges pointwise and hence in probability to ξ
n,∞
t we also have that
ξn,Mt → ξn,∞t in L1 (see II.21 Theorem 21.2 in [41]).
In particular, we have that ∀M ∈ N, ∀t ≥ 0,
E˜
[
lim
M
ξn,Mt
]
= E˜[ξn,∞t ]
= lim
M
E˜[ξn,Mt ]
= 1.
So, (ξn,∞t )t≥0 is a Ft-adapted martingale since from above it is a supermartingale with
constant expectation. ¥
Lemma A.2:
For any t ≥ 0 and p ≥ 1, there exists two constants ct,p1 , ct,p2 which depend on ‖h‖∞ such
that
sup
n≥0
sup
s∈[0,t]
E˜[(ξn,∞s )p] ≤ ct,p1 , (A.6)
and
max
j=1,...,n
sup
n≥0
sup
s∈[0,t]
E˜[(ξn,∞s a
n,i
j (s))
p] ≤ ct,p2 . (A.7)
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Proof. For ease of notation we let (ξns )
p ≡ (ξn,∞s )p.
Similar to (A.5), we have for any n ∈ N, s ≥ 0, p ≥ 1,
E˜[(ξns )p] ≤ Cp,sE˜
[ ∞∏
i=1
μn,i,ps
]
= Cp,s
since (μn,i,pt )t is an exponential martingale and using a similar approach to the one em-
ployed for (ξn,∞t )t≥0 above we get that E˜
[∏∞
i=1 μ
n,i,p
t
]
= 1. So (A.6) holds with ct,p1 = Cp,t.
The above result can now be used to obtain the second inequality:
For any n ∈ N, s ≥ 0, p ≥ 1,
E˜[(ξns a
n,i
j )
p] ≤ (E˜[(ξns )2p])
1
2 (E˜[(an,ij (s))2p])
1
2
≤ (cs,2p1 )
1
2 ks,p
where the constant ks,p = exp
(
2p2 − p
2
m‖h‖2∞s
)
. (A.7) now follows with ct,p2 = (c
t,2p
1 )
1
2 kt,p.
¥
A.2 The Martingale Property of Mn,ϕt and Mˉ
n,ϕ
t Un-
der Suitable Conditions
Lemma A.3:
Let S and T be stopping times such that S < T and T is predictable then FS ⊂ FT−.
Proof. Let (Tn) be an announcing sequence for T . Then (S ∨Tn)n is also an announcing
sequence for T . In particular,
S ∨ Tn ↗ S ∨ T = T
and
FS ⊂ FS∨T ⊂
∨
n
FS∨Tn = FT−.
¥
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Proposition A.4:
The process Mn,ϕ := {Mn,ϕt : t ≥ 0} defined by
Mn,ϕt :=
∞∑
k=1
1[0,t](Tk)(π
n
Tk
(ϕ)− πnTk−(ϕ)) t ≥ 0 (A.8)
where ϕ ∈ Cb(Rd) is a Ft-adapted martingale provided that
∞∑
k=1
P˜(Tk ≤ t) < ∞. (A.9)
Proof. Let
ηm(t) :=
m∑
k=1
1[0,t](Tk)(π
n
Tk
(ϕ)− πnTk−(ϕ)). (A.10)
We will show that ηm(t) is a Ft-martingale that is
E˜[ηm(t)|Fs] = ηm(s), ∀s ≤ t.
By linearity it suffices to show for any k ∈ N that
E˜[1[0,t](Tk)(πnTk(ϕ)− πnTk−(ϕ))|Fs] = 1[0,s](Tk)(πnTk(ϕ)− πnTk−(ϕ)) (A.11)
and noting that
1[0,s](Tk)(π
n
Tk
(ϕ)− πnTk−(ϕ))
is FTk∧s-measurable and hence Fs-measurable it follows that to obtain (A.11), it now
remains to show that
E˜[1A1(s,t](Tk)(πnTk(ϕ)− πnTk−(ϕ))] = 0, ∀A ∈ Fs.
To this extent note that
E˜
[
1A1(s,t](Tk)(π
n
Tk
(ϕ)− πnTk−(ϕ))
]
= E˜[(1A1(s,∞) − 1A1(t,∞))(Tk)(πnTk(ϕ)− πnTk−(ϕ))]
= E˜
[
(1A1(s,∞) − 1A1(t,∞))(Tk) E˜[(πnTk(ϕ)− πnTk−(ϕ))|FTk− ]
]
= 0
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since 1A1(s,∞)(Tk) and 1A1(t,∞)(Tk) corresponds to the FTk−-measurable sets A∩{s < Tk}
and A ∩ {t < Tk} respectively (see Theorem 7 on pp. 106 of [39]).
We will now show that m 7→ ηm(t), where t ≥ 0, is a FTm∧t-adapted martingale. That is,
for any m ∈ N,
E˜[ηm+1|FTm∧t] = ηm(t).
Since for 1 ≤ k ≤ m
1[0,t](Tk)(π
n
Tk
(ϕ)− πnTk−(ϕ))
is FTm∧t-measurable, the result will then follow if
E˜
[
1A1[0,t](Tm+1)(π
n
Tm+1
(ϕ)− πnTm+1−(ϕ))
]
= 0, ∀A ∈ FTm∧t.
By Lemma A.3 and the tower property
E˜
[
1A1[0,t](Tm+1)(π
n
Tm+1
(ϕ)− πnTm+1−(ϕ))
]
= E˜
[
1A1[0,t](Tm+1) E˜[(πnTm+1(ϕ)− πnTm+1−(ϕ))|FTm+1− ]
]
= 0
and so, (ηm(t))m is a FTm∧t-adapted martingale.
We now proceed to show that η∞(t) ≡ Mn,ϕt exists almost surely, is finite, integrable
and (η∞(t))t is a Ft-adapted martingale provided the condition (A.9) is satisfied. To this
extent, it suffices to find conditions under which η(t) := {ηm(t) : m ∈ N} is bounded in
L2 since then η(t) is bounded in L1 and is a uniformly integrable martingale.
The boundedness of η(t) in L1 implies the almost sure existence and finiteness of
η∞(t)(see II.49, Theorem 49.1 in [41]). By II.50, Theorem 50.1 in [41], we then have that
ηm(t) → η∞(t) in L1, that is, E˜[|ηm(t)− η∞(t)|] → 0.
Furthermore ∀s ≤ t,
E˜
[∣∣∣∣E˜[ηm(t)|Fs]− E˜[η∞(t)|Fs]∣∣∣∣] ≤ E˜[E˜[|ηm(t)− η∞(t)|∣∣∣Fs]]
= E˜[|ηm(t)− η∞(t)|]
→ 0,
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that is, E˜[ηm(t)|Fs] → E[η∞(t)|Fs] in L1 and since E˜[ηm(t)|Fs] = ηm(s) → η∞(s) in L1 it
follows, by the uniqueness of L1 limits,1 that
E˜[η∞(t)|Fs] = η∞(s), ∀s ≤ t.
Hence (η∞(t))t is a Ft-adapted martingale.
We now proceed to show that η(t) := {ηm(t) : m ∈ N} is indeed bounded in L2. We
need to first show that ηm(t) ∈ L2, for all m ∈ N and by II.53, Theorem 53.3 in [41], the
boundedness property follows if and only if
∞∑
m=1
E˜[(ηm(t)− ηm−1(t))2] < ∞. (A.12)
In showing these properties hold, we will show that the condition (A.9) ensures that both
ηm(t) ∈ L2, for all m ∈ N and that (A.12) holds i.e. η(t) is bounded.
Note that
ηm(t) = η1(t) +
m∑
k=2
(ηk(t)− ηk−1(t)).
If η(t) := {ηm(t) : m ∈ N} is a martingale in L2 then E˜[(ηm(t))2] < ∞, ∀m, where
E˜[(ηm(t))2] = E˜[(η1(t))2] +
m∑
k=2
E˜[(ηk(t)− ηk−1(t))2].
Observe that for any integer k ≥ 2,
ηk(t)− ηk−1(t) = 1[0,t](Tk)(πnTk(ϕ)− πnTk−(ϕ))
with η0(t) := 0 so that
E˜[(ηk(t)− ηk−1(t))2] = E˜
[
1[0,t](Tk)(π
n
Tk
(ϕ)− πnTk−(ϕ))2
]
= E˜
[
1[0,t](Tk) E˜[(πnTk(ϕ)− πnTk−(ϕ))2|FTk− ]
]
= E˜
[
1[0,t](Tk) E˜
[
(πnTk(ϕ)− E˜[πnTk(ϕ)|FTk− ])2
∣∣∣FTk−]] . (A.13)
1Let (Xn), a sequence in L1, be such that Xn → X and Xn → Y in L1, then X = Y . Result follows
since
0 ≤ E˜[|X − Y |] ≤ E˜[|X −Xn|] + E˜[|Xn − Y |] → 0.
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Now,
πnTk(ϕ)− E˜[πnTk(ϕ)|FTk− ] =
1
n
n∑
j=1
(
ϕ(vnαj)− E˜[πnTk(ϕ)|FTk− ]
)
where αj , j = 1, . . . , n is a random index of 1, . . . , n and v
n
αj
(Tk) = v
n
l (Tk) for some
l ∈ {1, . . . , n} with probability aˉn,Tkl so that
E˜
[
ϕ(vαj(Tk))|FTk−
]
=
n∑
l=1
aˉn,Tkl ϕ(v
n
l (Tk))
= E˜[πnTk(ϕ)|FTk− ]
that is,
E˜
[(
ϕ(vαj(Tk))− E˜[πnTk(ϕ)|FTk− ]
)]
= 0
and
E˜
[(
πnTk(ϕ)− E˜[πnTk(ϕ)|FTk− ]
)2∣∣∣FTk−] = E˜[ 1n2
( m∑
k=1
(
ϕ(vnαj)− E˜[πnTk |FTk− ]
))2∣∣∣FTk−]
=
1
n2
n∑
j=1
E˜
[
(ϕ(vnαj)− E˜[πnTk |FTk− ])2
∣∣∣FTk]
=
1
n2
n∑
j=1
(
E˜[(ϕ(vnαj )
2|FTk− ]−
(
E˜[πnTk |FTk− ]
)2)
≤ 1
n2
n∑
j=1
E˜[(ϕ(vnαj)
2|FTk− ]
≤ ‖ϕ‖
2
n
. (A.14)
Using (A.14), (A.13) now becomes
E˜[(ηk(t)− ηk−1(t))2] = E˜
[
1[0,t](Tk) E˜
[
(πnTk(ϕ)− E˜[πnTk(ϕ)|FTk− ])2
∣∣∣FTk−]]
≤ ‖ϕ‖
2
n
E˜[1[0,t](Tk)]
≤ ‖ϕ‖
2
n
P˜ (Tk ≤ t) . (A.15)
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Therefore η(t) is a martingale in L2 if for all m ∈ N,
m∑
k=1
P˜(Tk ≤ t) < ∞ since then
E˜[(ηm(t))2] = E˜[(η1(t))2] +
m∑
k=2
E˜[(ηk(t)− ηk−1(t))2]
≤ ‖ϕ‖
2
n
P˜(T1 ≤ t) +
m∑
k=2
P˜(Tk ≤ t)
=
‖ϕ‖2
n
m∑
k=1
P˜(Tk ≤ t)
and from (A.12), η(t) is bounded in L2 if and only if
∞∑
k=1
P˜(Tk ≤ t) < ∞.
Hence it follows that provided that (A.9) holds,
Mn,ϕt :=
∞∑
k=1
1[0,t](Tk)(π
n
Tk
(ϕ)− πnTk−(ϕ))
is a Ft-adapted martingale. ¥
Proposition A.5:
The process Mˉn,ϕ := {Mˉn,ϕt : t ≥ 0} defined by
Mˉn,ϕt :=
∞∑
k=1
1[0,t](Tk)(ρ
n
Tk
(ϕ)− ρnTk−(ϕ))
≡
∞∑
k=1
1[0,t](Tk)ξ
n,∞
Tk
(πnTk(ϕ)− πnTk−(ϕ)) (A.16)
where ϕ ∈ Cb(Rd) is a Ft-adapted martingale provided that
∞∑
k=1
[P˜ (Tk ≤ t)] 12 < ∞. (A.17)
Proof. Let ηˉ(t) := {ηˉm(t) : m ∈ N} and Mˉn,ϕt ≡ ηˉ∞(t) where
ηˉm(t) :=
m∑
k=1
1[0,t] (Tk)ξ
n,∞
Tk
(πnTk(ϕ)− πnTk−(ϕ)),
and
ηˉ∞(t) :=
∞∑
k=1
1[0,t] (Tk)ξ
n,∞
Tk
(πnTk(ϕ)− πnTk−(ϕ)).
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Using the same approach as in Proposition A.4 and taking into consideration the martin-
gale property of ξn,∞t it follows that (ηˉm(t))t is a Ft-adapted martingale and (ηˉm(t))m is
a FTm∧t-adapted martingale. Furthermore, by showing that ηˉ(t) := {ηˉm(t) : m ∈ N} is
both a martingale and bounded in L2 the martingale property of (ηˉ∞(t))t follows.
Now note that for m ∈ N
ηˉm(t) = ηˉ1(t) +
m∑
k=2
(ηˉk(t)− ηˉk−1(t)),
and
E˜[(ηˉm(t))2] = E˜[(ηˉ1(t))2] +
m∑
k=2
E˜[(ηˉk(t)− ηk−1(t))2].
Moreover, similar to (A.15)
E˜[(ηˉm(t))2] = E˜[(ηˉ1(t))2] +
m∑
k=2
E˜[(ηˉk(t)− ηˉk−1(t))2]
≤ ‖ϕ‖
2
n
E˜[1[0,t](T1)(ξnT1)
2] +
m∑
k=2
E˜[1[0,t](Tk)(ξnTk)
2]
=
‖ϕ‖2
n
m∑
k=1
E˜[1[0,t](Tk)(ξnTk)
2]
≤ (c
t,4
1 )
1
2‖ϕ‖2
n
m∑
k=1
[P˜ (Tk ≤ t)] 12
by Lemma A.2 and Ho¨lder’s inequality.
Hence by a similar argument as in Proposition A.4 it follows that provided (A.17) holds,
ηˉ(t) is a martingale and is bounded in L2.
A.3 Convergence Results concerning Resampling at
Predictable Stopping Times
Definition A.6 (Markov Semigroup on Cb(Rd)). A one-parameter family (Pt)t≥0 of
bounded linear operators on Cb(Rd) with norm ‖.‖ is a semigroup if
• P0 = I (the identity operator)
121
• Pt+s = PtPs for all s, t ≥ 0 (semigroup property); i.e., Pt+s(f) = Pt(Ps(f)) for
f ∈ Cb(Rd).
A Markov semigroup (Pt)t≥0 on Rd is a semigroup associated to a Markov process
X = (Ω, (Ft)t≥0, (Xt)t≥0, (Pt)t≥0, {Px : x ∈ E})
where (Rd,B(Rd)) is a measurable space, (Ω, (Ft)t≥0) is a filtered space and Px is the
probability law for each point x ∈ Rd such that, for 0 ≤ s ≤ t, f ∈ bB(Rd), the set of
bounded B(Rd)-measurable functions, and x ∈ Rd
Ex [f(Xs+t)|Fs] = (Ptf)(Xs), Px − a.s.. (A.18)
(Pt)t≥0 also satisfies the following properties:
• for f ∈ Cb(Rd), ‖Ptf − f‖ → 0 as t ↓ 0 (strong continuity)
• ‖Pt‖ ≤ 1 for t ≥ 0 (contraction property)
(Pt)t≥0 is said to be a Markov strongly continuous contraction semigroup for simplicity,
we write Markov C0-semigroup of contractions.
Lemma A.7:
Let T ≥ 0 and let p ∈ R. Then
sup
t∈[0,T ]
E˜ [(ρt (1))p] < ∞. (A.19)
Proof. By Lemma 3.29 in [1] the process t 7→ ρt(1) can be explicitly represented by
ρt(1) = exp
(∫ t
0
πs(h
>) dYs − 1
2
∫ t
0
‖πs(h)‖2 ds
)
so that for any t ∈ [0, T ],
ρt(1)
p = exp
(
p
∫ t
0
πs(h
>) dYs − p
2
∫ t
0
‖πs(h)‖2 ds
)
≤ exp
(
p2 − p
2
∫ t
0
‖πs(h)‖2 ds
)
Mp(t)
≤ exp
(
p2 − p
2
m‖h‖2∞t
)
Mp(t)
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where Mp = {Mp(t) : t ∈ [0, T ]} is the exponential martingale defined by
Mp(t) := exp
(
p
∫ t
0
πs(h
>) dYs − p
2
2
∫ t
0
‖πs(h)‖2 ds
)
or equivalently
Mp(t) := 1 + p
∫ t
0
Mp(s)πs(h
>) dYs.
It suffices to show that
E˜
[
sup
t∈[0,T ]
(ρt (1))
p
]
< ∞. (A.20)
Observe that
E˜
[
sup
t∈[0,T ]
(ρt (1))
p
]
≤ exp
(
p2 − p
2
m‖h‖2∞T
)
E˜
[
sup
t∈[0,T ]
Mp(t)
]
We now proceed to obtain a bound for E˜
[
supt∈[0,T ] Mp(t)
]
. By Jensen’s inequality note
that
E˜
[
sup
t∈[0,T ]
Mp(t)
]2
≤ E˜
[
sup
t∈[0,T ]
(Mp(t))
2
]
.
The bound then follows since by a combination of Burkholder-Davis-Gundy and Gronwall
inequalities,
E˜
[
sup
t∈[0,T ]
(Mp(t))
2
]
≤ 2 + 2E˜
[
sup
t∈[0,T ]
(
p
∫ t
0
Mp(s)πs(h
>) dYs
)2]
≤ 2 + 2Kp2‖h‖2∞E˜
[∫ T
0
(Mp(s))
2 ds
]
≤ 2 + 2Kp2‖h‖2∞E˜
[∫ T
0
sup
s∈[0,T ]
(Mp(s))
2 ds
]
≤ 2 exp(2Kp2‖h‖2∞T ), (A.21)
where K is a constant. ¥
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Lemma A.8:
Let T ≥ 0. Then provided the martingale condition
∞∑
k=1
P˜ (Tk ≤ T )
1
4
holds,
sup
t∈[0,T ]
E˜
[
(ρnt (1))
4] < ∞. (A.22)
Proof. From (4.8), the evolution equation for ρn,
ρnt (1) = 1 + Mˉ
n,1
t +
∫ t
0
ρns (h
>) dYs.
By Jensen’s inequality it follows that
ρnt (1)
4 ≤ 33
(
1 +
(
Mˉn,1t
)4
+
(∫ t
0
ρns (h
>) dYs
)4)
(A.23)
and by appealing to the Burkholder-Davis-Gundy inequality and the result from Lemma 4.7
E˜
[
sup
t∈[0,T ]
ρnt (1)
4
]
≤ 33
(
1 + E˜
[
sup
t∈[0,T ]
(
Mˉn,1t
)4]
+ E˜
[
sup
t∈[0,T ]
(∫ t
0
ρns (h
>) dYs
)4])
≤ 33
(
1 +
CT,4
n2
+ E˜
[
sup
t∈[0,T ]
(∫ t
0
ρns (h
>) dYs
)4])
≤ 33
(
1 +
CT,4
n2
+ KT‖h‖4∞E˜
[∫ T
0
ρns (1)
4 ds
])
≤ 33
(
1 +
CT,4
n2
+ KT‖h‖4∞
∫ T
0
E˜
[
sup
s∈[0,T ]
ρns (1)
4
]
ds
)
,
where CT,4 and K are constants.
That
E˜
[
sup
t∈[0,T ]
ρnt (1)
4
]
< ∞ (A.24)
follows from Gronwall inequality and (A.22) follows since
sup
t∈[0,T ]
E˜
[
ρnt (1)
4
] ≤ E˜ [ sup
t∈[0,T ]
ρnt (1)
4
]
.
¥
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Appendix B
Tightness and Convergence in
Distribution
B.1 Limits of 〈√n Sˉn,ϕ∙ 〉t and 〈
√
n Mˉn,ϕ∙ 〉t and A Repre-
sentation of the Martingale Nϕ.
Lemma B.1:
Let ϕ ∈ C2b (Rd) and let
ρ˜nt := (ξ
n
t )
2φnt (B.1)
where
φnt := n
n∑
j=1
aˉnj (t)
2δvnj (t)
and ξnt ≡ ξn,∞t is as defined in (A.1).
Then provided for any t ≥ 0
∞∑
k=1
[
P˜(Tk ≤ t)
] 1
2 ≤ ∞,
ρ˜nt (ϕ) → ρ˜t(ϕ) P˜-a.s. where
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ρ˜t(ϕ) = ρ˜0(ϕ) +
∫ t
0
[
ρs(1)ρs(Aϕ)−
m∑
r′=1
(
ρs(1)ρs(h
r′ϕ)− ρs(hr′)ρs(ϕ)
)
πs(h
r′)
+
m∑
k′=1
πs(ϕ)ρs(h
k′)2 + 2
m∑
k′=1
(
ρs(h
k′)ρs(h
k′ϕ)− ρs(hk′)2πs(ϕ)
)]
ds
+
m∑
k′=1
∫ t
0
[
ρs(1)ρs(h
r′ϕ) + ρs(h
r′)ρs(ϕ)
]
dY k
′
s .
Proof. We begin by noting that for T ∈ [Tk−1, Tk), 1 ≤ k ∈ N
ρ˜nT := (ξ
n
T )
2φnT =
(ξnTk−1)
2
n
n∑
j=1
anj (T )
2δvnj (T )
and we have the decomposition
ρ˜nt (ϕ) = ρ˜
n
0 (ϕ) +
∞∑
k=1
1[0,t](Tk)(ρ˜
n
Tk
(ϕ)− ρ˜nTk−(ϕ))
+
∞∑
k=1
ρ˜nTk−∧t(ϕ)− ρ˜nTk−1∧t(ϕ).
(B.2)
Using the fact that
d(anj (t))
2ϕ(vnj (t)) = a
n
j (t)
2dϕ(vnj (t)) + ϕ(v
n
j (t)) da
n
j (t)
2 + d〈anj (∙), ϕ(vnj (∙))〉t
= anj (t)
2
[
Aϕ(vnj (t)) +
(∇ϕ>σ) (vnj (t)) dV nj (t)]
+ anj (t)
2ϕ(vnj (t))
[
2
m∑
k=1
hk(vnj (t)) dY
k
t +
m∑
k=1
hk(vnj (t))
2 dt
]
we have that
ρ˜nTk−∧t(ϕ)− ρ˜nTk−1∧t
= lim
q→∞
∫ T qk∧t
Tk−1∧t
d
(
(ξnTk−1)
2
n
n∑
j=1
anj (s)
2ϕ(vnj (s))
)
= lim
q→∞
∫ T qk∧t
Tk−1∧t
(ξnTk−1)
2
n
n∑
j=1
d
(
anj (s)
2ϕ(vnj (s))
)
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=∫ Tk∧t
Tk−1∧t
(ξnTk−1)
2
n
n∑
j=1
anj (s)
2Aϕ(vnj (s)) ds
+
1
n
n∑
j=1
∫ Tk∧t
Tk−1∧t
(ξnTk−1)
2anj (s)
2((∇ϕ)>σ)(vnj (s)) dV (j)s
+
∫ Tk∧t
Tk−1∧t
2(ξnTk−1)
2
n
n∑
j=1
anj (s)
2ϕ(vnj (s))
m∑
k′=1
hk
′
(vnj (s)) dY
k′
s
+
∫ Tk∧t
Tk−1∧t
(ξnTk−1)
2
n
n∑
j=1
anj (s)
2ϕ(vnj (s))
m∑
k′=1
hk
′
(vnj (s))
2 ds
=
∫ Tk∧t
Tk−1∧t
ρ˜ns (Aϕ) ds
+
1
n
n∑
j=1
∫ Tk∧t
Tk−1∧t
(ξnTk−1)
2anj (s)
2((∇ϕ)>σ)(vnj (s)) dV (j)s
+2
m∑
k′=1
∫ Tk∧t
Tk−1∧t
ρ˜ns (ϕh
k′) dY k
′
s +
m∑
k′=1
∫ Tk∧t
Tk−1∧t
ρ˜ns (ϕ(h
k′)2) ds, (B.3)
where (T qk )q∈N announces Tk.
Hence from (B.3) we have that
∞∑
k=1
ρ˜nTk−∧t(ϕ)− ρ˜nTk−1∧t(ϕ)
=
∞∑
k=1
∫ Tk∧t
Tk−1∧t
(ξnTk−1)
2
n
n∑
j=1
anj (s)
2Aϕ(vnj (s)) ds
+
1
n
∞∑
k=1
n∑
j=1
∫ Tk∧t
Tk−1∧t
(ξnTk−1)
2anj (s)
2((∇ϕ)>σ)(vnj (s)) dV (j)s
+2
∞∑
k=1
∫ Tk∧t
Tk−1∧t
(ξnTk−1)
2
n
n∑
j=1
anj (s)
2ϕ(vnj (s))
m∑
k′=1
hk
′
(vnj (s)) dY
k′
s
+
∞∑
k=1
∫ Tk∧t
Tk−1∧t
(ξnTk−1)
2
n
n∑
j=1
anj (s)
2ϕ(vnj (s))
m∑
k′=1
hk
′
(vnj (s))
2 ds,
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=∫ t
0
ρ˜ns (Aϕ) ds +
1
n
∞∑
k=1
n∑
j=1
∫ Tk∧t
Tk−1∧t
(ξnTk−1)
2anj (s)
2((∇ϕ)>σ)(vnj (s)) dV (j)s
+ 2
m∑
k′=1
∫ t
0
ρ˜ns (ϕh
k′) dY k
′
s +
m∑
k′=1
∫ t
0
ρ˜ns (ϕ(h
k′)2) ds. (B.4)
Now, note that
∞∑
k=1
1[0,t](Tk)(ρ˜
n
Tk
(ϕ)− ρ˜nTk−(ϕ))
=
∞∑
k=1
1[0,t](Tk)(ξ
n
Tk
)2
(
φnTk(ϕ)− φnTk−(ϕ)
)
=
∞∑
k=1
1[0,t](Tk)
[
(ξnTk)
2φnTk(ϕ)− E˜[(ξnTk)2φnTk(ϕ)|FTk−]
+ E˜[(ξnTk)
2φnTk(ϕ)|FTk−]− (ξnTk)2φnTk−(ϕ)
]
. (B.5)
Subject to the condition that
∑∞
k=1
[
P˜(Tk ≤ t)
] 1
2 ≤ ∞, it follows, similar to Mˉn,ϕt in
Section A.2 of the appendix, that
M˜n, ρ˜,ϕt :=
∞∑
k=1
1[0,t](Tk)
[
(ξnTk)
2φnTk(ϕ)− E˜[(ξnTk)2φnTk(ϕ)|FTk−]
]
is a martingale.
Observe that
(ξnTk)
2φnTk(ϕ) =
(ξnTk−1)
2
n
n∑
j=1
anj (Tk)
2ϕ(vnj (Tk))
=
(ξnTk−1)
2
n
n∑
j=1
ϕ(vnj (Tk))
since anj (Tk) = 1 and thus
E˜[(ξnTk)
2φnTk(ϕ)|FTk−] =
(ξnTk−1)
2
n
n∑
j=1
E˜
[
ϕ(vnj (Tk))|FTk−
]
=
(ξnTk−1)
2
n
n∑
j=1
(
n∑
j′=1
aˉnj′(Tk)ϕ(v
n
j′(Tk))
)
= (ξnTk−1)
2
n∑
j′=1
aˉnj′(Tk)ϕ(v
n
j′(Tk))
= (ξnTk−1)
2πnTk−(ϕ).
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Furthermore since
(ξnTk)
2φnTk−(ϕ) =
(ξnTk−1)
2
n
n∑
j=1
anj (Tk)
2ϕ(vnj (Tk)),
E˜[(ξnTk)
2φnTk(ϕ)|FTk−]− (ξnTk)2φnTk−(ϕ)
= (ξnTk−1)
2
n∑
j′=1
aˉnj′(Tk)ϕ(v
n
j′(Tk))−
(ξnTk−1)
2
n
n∑
j=1
anj (Tk)
2ϕ(vnj (Tk))
= (ξnTk−1)
2
(
1
n
n∑
r=1
anr (Tk)
)2 n∑
j=1
aˉnj (Tk)ϕ(v
n
j (Tk))
−(ξ
n
Tk−1)
2
n
n∑
j=1
anj (Tk)
2ϕ(vnj (Tk)). (B.6)
We now obtain stochastic differential equations for the terms in (B.6):
Let
St =
n∑
r=1
anr (t)
then
dS2t = 2Stdt + d〈S∙〉t
= 2St
n∑
r=1
anr (t)
m∑
k′=1
hk
′
(vnr (t)) dY
k′
t +
m∑
k′=1
(
n∑
r=1
anr (t)h
k′(vnr (t))
)2
dt.
(B.7)
Hence by (4.5) and (B.7),
d
(
S2t
n∑
j=1
aˉnj (t)ϕ(v
n
j (t))
)
= S2t d
n∑
j=1
aˉnj (t)ϕ(v
n
j (t)) +
n∑
j=1
aˉnj (t)ϕ(v
n
j (t))dS
2
t + d
〈
n∑
j=1
aˉnj (∙)ϕ(vnj (∙)), S2∙
〉
t
129
= S2t
[
πnt (Aϕ(v
n
j (t)) dt +
m∑
r=1
πnt (h
r′ϕ)− πnt (hr
′
)πnt (ϕ)(dY
r′
t − πnt (hr
′
) dt)
+
n∑
j=1
aˉnj (t)((∇ϕ)>σ)(vnj (t)) dV (j)t
]
+
n∑
j=1
aˉnj (t)ϕ(v
n
j (t))
[
2St
n∑
r=1
anr (t)
m∑
k′=1
hk(vnr (t)) dY
k′
t
+
m∑
k′=1
(
n∑
r=1
anr (t)h
k′(vnr (t))
)2
dt

+
m∑
k′=1
(
2St
n∑
r=1
anr (t)h
k′(vnr (t))
)(
πnt (h
k′ϕ)− πnt (hk
′
)πnt (ϕ)
)
.
Also,
d
(
anj (t)
2ϕ(vnj (t))
)
= anj (t)
2
[
Aϕ(vnj (t)) dt +
(
(∇ϕ)>σ) (vnj (t)) dV (j)t ]
+anj (t)
2ϕ(vnj (t))
[
2
m∑
k′=1
hk
′
(vnj (t)) dY
k′
t +
m∑
k′=1
hk
′
((vnj (t))
2 dt
]
.
So,
(ξnTk−1)
2
n
n∑
j=1
anj (Tk)
2ϕ(vnj (Tk))
=
(ξnTk−1)
2
n
n∑
j=1
anj (Tk−1)
2ϕ(vnj (Tk−1)) +
1
n
∫ Tk
Tk−1
(ξnTk−1)
2
n
n∑
j=1
anj (s)
2Aϕ(vnj (s)) ds
+
1
n
n∑
j=1
∫ Tk
Tk−1
(ξnTk−1)
2anj (s)
2
(
(∇ϕ)>(vnj (s))
)
dV (j)s
+2
m∑
k′=1
∫ Tk
Tk−1
(ξnTk−1)
2
n
n∑
j=1
anj (s)
2ϕ(vnj (s))h
k′(vnj (s)) dY
k′
s
+
m∑
k′=1
∫ Tk
Tk−1
(ξnTk−1)
2
n
n∑
j=1
anj (s)
2ϕ(vnj (s))h
k′(vnj (s))
2 ds
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= (ξnTk−1)
2πnTk−1(ϕ) +
∫ Tk
Tk−1
ρ˜ns (Aϕ) ds
+
1
n
n∑
j=1
∫ Tk
Tk−1
(ξnTk−1)
2anj (s)
2
(
(∇ϕ)>(vnj (s))
)
dV (j)s
+2
m∑
k′=1
∫ Tk
Tk−1
ρ˜ns (ϕh
k′) dY k
′
s +
m∑
k′=1
∫ Tk
Tk−1
ρ˜ns
(
ϕ(hk
′
)2
)
ds
and
(ξnTk−1)
2
(
1
n
n∑
r=1
anr (Tk)
)2 n∑
j=1
aˉnj (Tk)ϕ(v
n
j (Tk))
=
(ξnTk−1)
2
n2
S2Tk−1
n∑
j′=1
aˉnj′(Tk−1)ϕ(v
n
j′(Tk−1)) +
∫ Tk
Tk−1
(ξnTk−1)
2
n2
S2sπ
n
s (Aϕ) ds
+
m∑
r′=1
∫ Tk
Tk−1
(ξnTk−1)
2
n2
S2s
(
πns (h
r′ϕ)− πns (hr
′
)πns (ϕ)
) [
dY r
′
s − πns (hr
′
) ds
]
+
n∑
j=1
∫ Tk
Tk−1
(ξnTk−1)
2
n2
S2s aˉ
n
j (s)((∇ϕ)>σ)(vnj (s)) dV (j)s
+2
m∑
k′=1
∫ Tk
Tk−1
(ξnTk−1)
2
n2
Ss
n∑
r=1
anr (s)h
k′(vnr (s))
n∑
j=1
aˉnj (s)ϕ(v
n
j (s)) dY
k′
s
+
m∑
k′=1
∫ Tk
Tk−1
(ξnTk−1)
2
n2
(
m∑
r=1
anr (s)h
k′(vnr (s))
)2 n∑
j=1
aˉnj (s)ϕ(v
n
j (s)) ds
+
m∑
k′=1
∫ Tk
Tk−1
(ξnTk−1)
2
n2
(
2Ss
n∑
r=1
anr (s)h
k′(vnr (s))
)(
πns (h
k′ϕ)− πns (hk
′
)πns (ϕ)
)
ds
= (ξnTk−1)
2πnTk−1(ϕ) +
∫ Tk
Tk−1
ρns (1)ρ
n
s (Aϕ) ds
+
m∑
r′=1
∫ Tk
Tk−1
(
ρns (1)ρ
n
s (h
r′ϕ)− ρns (hr
′
)ρns (ϕ)
) [
dY r
′
s − πns (hr
′
) ds
]
+
n∑
j=1
∫ Tk
Tk−1
(ξnTk−1)
2
n2
S2s aˉ
n
j (s)((∇ϕ)>σ)(vnj (s)) dV (j)s + 2
m∑
k′=1
∫ Tk
Tk−1
ρns (h
k′)ρns (ϕ) dY
k′
s
+
m∑
k′=1
∫ Tk
Tk−1
πns (ϕ)ρ
n
s (h
k′)2 ds + 2
m∑
k′=1
∫ Tk
Tk−1
(
ρns (h
k′)ρns (h
k′ϕ)− ρns (hk
′
)2πns (ϕ)
)
ds.
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(B.6) now becomes
E˜[(ξnTk)
2φnTk(ϕ)|FTk−]− (ξnTk)2φnTk−(ϕ)
= (ξnTk−1)
2
(
1
n
n∑
r=1
anr (Tk)
)2 n∑
j=1
aˉnj (Tk)ϕ(v
n
j (Tk))−
(ξnTk−1)
2
n
n∑
j=1
anj (Tk)
2ϕ(vnj (Tk))
=
∫ Tk
Tk−1
[
ρns (1)ρ
n
s (Aϕ)−
m∑
r′=1
(
ρns (1)ρ
n
s (h
r′ϕ)− ρns (hr
′
)ρns (ϕ)
)
πns (h
r′) +
m∑
k′=1
πns (ϕ)ρ
n
s (h
k′)2
+2
m∑
k′=1
(
ρns (h
k′)ρns (h
k′ϕ)− ρns (hk
′
)2πns (ϕ)
)
− ρ˜ns (Aϕ)−
m∑
k′=1
ρ˜ns
(
ϕ(hk
′
)2
)]
ds
+
∫ Tk
Tk−1
[
m∑
r′=1
(
ρns (1)ρ
n
s (h
r′ϕ)− ρns (hr
′
)ρns (ϕ)
)
dY r
′
s + 2
m∑
k′=1
ρns (h
k′)ρns (ϕ) dY
k′
s
−2
m∑
k′=1
ρ˜ns (ϕh
k′) dY k
′
s
]
+
n∑
j=1
∫ Tk
Tk−1
[
(ξnTk−1)
2
n2
S2s aˉ
n
j (s)((∇ϕ)>σ)(vnj (s))
−(ξ
n
Tk−1)
2
n
anj (s)
2
(
(∇ϕ)>(vnj (s))
)]
dV (j)s .
=
∫ Tk
Tk−1
[
ρns (1)ρ
n
s (Aϕ)−
m∑
r′=1
(
ρns (1)ρ
n
s (h
r′ϕ)− ρns (hr
′
)ρns (ϕ)
)
πns (h
r′) +
m∑
k′=1
πns (ϕ)ρ
n
s (h
k′)2
+2
m∑
k′=1
(
ρns (h
k′)ρns (h
k′ϕ)− ρns (hk
′
)2πns (ϕ)
)
− ρ˜ns (Aϕ)−
m∑
k′=1
ρ˜ns
(
ϕ(hk
′
)2
)]
ds
+
∫ Tk
Tk−1
m∑
k′=1
[
ρns (1)ρ
n
s (h
r′ϕ) + ρns (h
r′)ρns (ϕ)− 2ρ˜ns (ϕhk
′
)
]
dY k
′
s
+
n∑
j=1
∫ Tk
Tk−1
[
(ξnTk−1)
2
n2
S2s aˉ
n
j (s)((∇ϕ)>σ)(vnj (s))
−(ξ
n
Tk−1)
2
n
anj (s)
2
(
(∇ϕ)>(vnj (s))
)]
dV (j)s . (B.8)
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Hence from (B.8) we have that
∞∑
k=1
1[0,t](Tk)
[
E˜[(ξnTk)
2φnTk(ϕ)|FTk−]− (ξnTk)2φnTk−(ϕ)
]
=
∫ t
0
[
ρns (1)ρ
n
s (Aϕ)−
m∑
r′=1
(
ρns (1)ρ
n
s (h
r′ϕ)− ρns (hr
′
)ρns (ϕ)
)
πns (h
r′) +
m∑
k′=1
πns (ϕ)ρ
n
s (h
k′)2
+2
m∑
k′=1
(
ρns (h
k′)ρns (h
k′ϕ)− ρns (hk
′
)2πns (ϕ)
)
− ρ˜ns (Aϕ)−
m∑
k′=1
ρ˜ns
(
ϕ(hk
′
)2
)]
ds
+
∫ t
0
m∑
k′=1
[
ρns (1)ρ
n
s (h
r′ϕ) + ρns (h
r′)ρns (ϕ)− 2ρ˜ns (ϕhk
′
)
]
dY k
′
s
+
n∑
j=1
∫ t
0
[
(ξns )
2Sˉ2s aˉ
n
j (s)((∇ϕ)>σ)(vnj (s))
−
∞∑
k=1
∫ Tk∧ t
Tk−1∧ t
(ξnTk−1)
2
n
n∑
j=1
anj (s)
2
(
(∇ϕ)>(vnj (s))
)]
dV (j)s ,
(B.9)
where Sˉs :=
∑n
r=1 aˉ
n
r (s) = 1.
From (B.4), (B.5) and (B.9), (B.2) becomes
ρ˜nt (ϕ)
= ρ˜n0 (ϕ) + M˜
n, ρ˜,ϕ
t +
∫ t
0
[
ρns (1)ρ
n
s (Aϕ)−
m∑
r′=1
(
ρns (1)ρ
n
s (h
r′ϕ)− ρns (hr
′
)ρns (ϕ)
)
πns (h
r′)
+
m∑
k′=1
πns (ϕ)ρ
n
s (h
k′)2 + 2
m∑
k′=1
(
ρns (h
k′)ρns (h
k′ϕ)− ρns (hk
′
)2πns (ϕ)
)
− ρ˜ns (Aϕ)
−
m∑
k′=1
ρ˜ns
(
ϕ(hk
′
)2
)]
ds +
m∑
k′=1
∫ t
0
[
ρns (1)ρ
n
s (h
r′ϕ) + ρns (h
r′)ρns (ϕ)− 2ρ˜ns (ϕhk
′
)
]
dY k
′
s
+
n∑
j=1
∫ t
0
[
(ξns )
2Sˉ2s aˉ
n
j (s)((∇ϕ)>σ)(vnj (s))
−
∞∑
k=1
∫ Tk
Tk−1
(ξnTk−1)
2
n
n∑
j=1
anj (s)
2
(
(∇ϕ)>(vnj (s))
)]
dV (j)s
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+∫ t
0
ρ˜ns (Aϕ) ds +
∞∑
k=1
∫ Tk
Tk−1
(ξnTk−1)
2
n
n∑
j=1
anj (s)
2
(
(∇ϕ)>(vnj (s))
)
dV (j)s
+2
m∑
r=1
∫ t
0
ρ˜ns (ϕh
r) dY rs +
m∑
r=1
∫ t
0
ρ˜ns (ϕ(h
r)2) ds.
= ρ˜n0 (ϕ) + M˜
n, ρ˜,ϕ
t +
∫ t
0
[
ρns (1)ρ
n
s (Aϕ)−
m∑
r′=1
(
ρns (1)ρ
n
s (h
r′ϕ)− ρns (hr
′
)ρns (ϕ)
)
πns (h
r′)
+
m∑
k′=1
πns (ϕ)ρ
n
s (h
k′)2 + 2
m∑
k′=1
(
ρns (h
k′)ρns (h
k′ϕ)− ρns (hk
′
)2πns (ϕ)
)]
ds
+
m∑
k′=1
∫ t
0
[
ρns (1)ρ
n
s (h
k′ϕ) + ρns (h
k′)ρns (ϕ)
]
dY k
′
s
+
n∑
j=1
∫ t
0
(ξns )
2aˉnj (s)((∇ϕ)>σ)(vnj (s)) dV (j)s .
Similar to (4.30) in Lemma 4.7 note that for M˜n, ρ˜,ϕt and any T
′ ≥ 0
sup
t∈[0,T ′]
|M˜n, ρ˜,ϕt | → 0. (B.10)
For any T ′ ≥ 0
E˜
 sup
t∈[0,T ′]
∣∣∣∣∣
n∑
j=1
∫ t
0
(ξns )
2aˉnj (s)((∇ϕ)>σ)(vnj (s)) dV (j)s
∣∣∣∣∣
4

≤ C4E˜
〈 n∑
j=1
∫ ∙
0
(ξns )
2aˉnj (s)((∇ϕ)>σ)(vnj (s)) dV (j)s
〉2
T ′

= C4E˜
( n∑
j=1
∫ T ′
0
(ξns )
4aˉnj (s)
2((∇ϕ)>σσ>(∇ϕ))(vnj (s)) ds
)2
≤ nC4T ′E˜
[
n∑
j=1
∫ T ′
0
(ξns )
8aˉnj (s)
4((∇ϕ)>σσ>(∇ϕ))2(vnj (s)) ds
]
≤ nC4T ′d
n∑
j=1
∫ T ′
0
E˜
[
(ξns )
16
] 1
2 E˜[aˉnj (s)8]
1
2‖∇ϕ‖2∞ ds
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≤ nC4T
′d(cT
′,16
1 )
1
2 exp( 1
2
mc8T
′)‖∇ϕ‖2∞
n4
n∑
j=1
∫ T ′
0
ds
=
n2C4T
′2d(cT
′,16
1 )
1
2 exp( 1
2
mc8T
′)‖∇ϕ‖2∞
n4
=
C4T
′2d(cT
′,16
1 )
1
2 exp( 1
2
mc8T
′)‖∇ϕ‖2∞
n2
,
where we have made use of the inequality (4.16) and consequently, similar to (4.15),
sup
t∈[0,T ′]
∣∣∣∣∣
n∑
j=1
∫ t
0
(ξns )
2Sˉ2s aˉ
n
j (s)((∇ϕ)>σ)(vnj (s)) dV (j)s
∣∣∣∣∣→ 0. (B.11)
For ρ˜n0 (ϕ) observe, since aˉ
n
j (0) =
1
n
, that
ρ˜n0 (ϕ) := φ
n
0 (ϕ)
= n
n∑
j=1
aˉnj (0)
2ϕ(vnj (0))
=
1
n
n∑
j=1
ϕ(vnj (0))
:= πn0 (ϕ).
Therefore,
ρ˜0(ϕ) = lim
n
ρ˜n0 (ϕ) ≡ lim
n
πn0 (ϕ) = π0(ϕ). (B.12)
By (B.10), (B.12), (B.11), and the fact that for any t ≥ 0, ρnt (ϕ) → ρt(ϕ) and πnt (ϕ) →
πt(ϕ) P˜− a.s., it follows thus that ρ˜nt (ϕ) → ρ˜t(ϕ)P˜− a.s. where
ρ˜t(ϕ)
= ρ˜0(ϕ) +
∫ t
0
[
ρs(1)ρs(Aϕ)−
m∑
r′=1
(
ρs(1)ρs(h
r′ϕ)− ρs(hr′)ρs(ϕ)
)
πs(h
r′)
+
m∑
k′=1
πs(ϕ)ρs(h
k′)2 + 2
m∑
k′=1
(
ρs(h
k′)ρs(h
k′ϕ)− ρs(hk′)2πs(ϕ)
)]
ds
+
m∑
k′=1
∫ t
0
[
ρs(1)ρs(h
r′ϕ) + ρs(h
r′)ρs(ϕ)
]
dY k
′
s . (B.13)
¥
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Corollary B.2:
Let ϕ ∈ C2b (Rd) and let
φnt := n
n∑
j=1
aˉnj (t)
2δvnj (t) (B.14)
then provided
∞∑
k=1
[
P˜(Tk ≤ t)
] 1
2
< ∞
for any t ≥ 0, φnt (ϕ) → φt(ϕ) P˜-a.s. where
φt(ϕ) =
ρ˜t(ϕ)
ρt(1)2
P˜− a.s. (B.15)
Proof. Result follows from Lemma B.1 and the fact that
φnt (ϕ) =
ρ˜nt (ϕ)
ρnt (1)
2
P˜− a.s.
¥
Proposition B.3:
Let ϕ ∈ C2b (Rd) and let
Sˉn,ϕt :=
1
n
∞∑
k=1
n∑
j=1
∫ Tk∧ t
Tk−1∧ t
ξnTka
n
j (s)((∇ϕ)>σ)(vnj (s)) dV js
=
n∑
j=1
∫ t
0
ξns aˉ
n
j (s)((∇ϕ)>σ)(vnj (s)) dV js (B.16)
as in (4.22) then
〈Sϕ∙ 〉t := lim
n
〈√n Sˉn,ϕ∙ 〉t =
∫ t
0
ρ˜s
(
(∇ϕ)>σσ>(∇ϕ)) ds, P˜− a.s.. (B.17)
Proof. Note that since πn is a probability-measure valued process
ρns (1) = ξ
n
s π
n
s (1) = ξ
n
s .
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Hence,
〈Sϕ∙ 〉t := lim
n
〈√n Sˉn,ϕ∙ 〉t
= lim
n
〈
√
n
n∑
j=1
∫ ∙
0
ξnr aˉ
n
j (s)((∇ϕ)>σ)(vnj (s)) dV js
〉
t
= lim
n
∫ t
0
(ξns )
2 n
n∑
j=1
(aˉnj (s))
2
(∇ϕ)>σσ>(∇ϕ)) ds
= lim
n
∫ t
0
ρns (1)
2 ρ˜
n
s
(
(∇ϕ)>σσ>(∇ϕ))
ρns (1)
2
ds
=
∫ t
0
ρ˜s
(
(∇ϕ)>σσ>(∇ϕ)) ds. (B.18)
¥
Proposition B.4:
Using the same notation as in Proposition B.3
√
nSϕt
d
=
∫ t
0
∫
Rd
√
ρ˜s (∇ϕ)>σσ>(∇ϕ)) B(dx, ds) (B.19)
where B(dx, ds) is a Brownian sheet (or space-time white noise) and
d
= means equal in
distribution.
Proof. This follows by pp 42-43 in [22] or pp 116-117 in [16]. ¥
Remark B.5. We can also obtain the limit of 〈√n Sˉn,ϕ∙ 〉t through another approach:
Recall that
Sˉn,ϕt =
n∑
j=1
∫ t
0
ξns aˉ
n
j (s)(∇ϕ)>σ)(vnj (s)) dV js
and introduce
S˜n,ϕt =
n∑
j=1
∫ t
0
ρs(1)aˉ
n
j (s)(∇ϕ)>σ)(vnj (s)) dV js .
Using the fact that ξns = ρ
n
s (1) as well as appealing to (4.16) and a more general form of
137
Proposition 4.13 (see Remark 4.8) then we have as n →∞ that
E˜
[(√
nSˉn,ϕt −
√
nS˜n,ϕt
)4]
= n2E˜
[〈
Sˉn,ϕt − S˜n,ϕt
〉2]
≤ n2t
∫ t
0
(
n∑
j=1
E˜
[
(ξns − ρs(1))2 (aˉnj (s))2
(∇ϕ)>σσ>(∇ϕ))])2 ds
≤ n3t
∫ t
0
n∑
j=1
E˜
[
(ξns − ρs(1))4 (aˉnj (s))4
((∇ϕ)>σσ>(∇ϕ)))2] ds
≤ n3t
∫ t
0
n∑
j=1
E˜
[
(ξns − ρs(1))8
] 1
2 E˜
[(
(aˉnj (s))
4
((∇ϕ)>σσ>(∇ϕ)))2)2] 12 ds
≤ n4K1t‖∇ϕ‖8∞
∫ t
0
1
n6
≤ K2
n2
(B.20)
→ 0
where K1 and K2 are constants and similar to Lemma 4.4 it follows that
√
nSˉn,ϕt →
√
nS˜n,ϕt P˜− a.s.. (B.21)
Now let
Sˆn,ϕt :=
√
nS˜n,ϕt
=
n∑
j=1
∫ t
0
ρs(1)
√
naˉnj (t)(∇ϕ)>σ)(vnj (s)) dV js
then
〈Sˆn,ϕ∙ 〉t =
〈
√
n
n∑
j=1
∫ ∙
0
ρs(1)aˉ
n
j (t)(∇ϕ)>σ)(vnj (s)) dV js
〉
t
=
∫ t
0
ρs(1)
2n
n∑
j=1
aˉnj (s)
2
(
(∇ϕ)>σσ>(∇ϕ)) (vnj (s)) ds
=
∫ t
0
ρs(1)
2 ρ˜
n
s
(
(∇ϕ)>σσ>(∇ϕ))
ρns (1)
2
ds
→
∫ t
0
ρ˜s
(
(∇ϕ)>σσ>(∇ϕ)) ds.
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Hence it follows as a consequence of (B.21) that
〈Sn,ϕ∙ 〉t := 〈
√
nSˉn,ϕ∙ 〉t →
∫ t
0
ρ˜s
(
(∇ϕ)>σσ>(∇ϕ)) ds, P˜− a.s..
Furthermore note that similar to (B.20) we can show that there exist a constant K3 such
that
E˜
[(√
nSˉn,ϕt −
√
nS˜n,ϕt
)2]
≤ K3
n
.
This convergence in L2 is an alternative approach in finding the limit in distribution of
Un in Theorem 5.10. In particular, we can replace
√
nSˉn,ϕt with
√
nS˜n,ϕt in the proof.
We now proceed to evaluate limn〈Mn,ϕ∙ 〉t := limn〈
√
nMˉn,ϕ∙ 〉t and obtain a process equal
in distribution to
√
nMˉn,ϕ but first:
Lemma B.6:
If (αn)n is a sequence of random variables such that αn
d−→ α then for any continuous
function g, g(αn)
d−→ g(α)
Proof. Follows by definition since for any continuous, bounded function f , f ◦ g is con-
tinuous and bounded. ¥
Lemma B.7:
Let (αn)n and (βn)n be two sequences of random variables such that αn
a.s.−−→ α.
If E[ϕ(βn)|α] → E[ϕ(β)|α] where ϕ is continuous and bounded, then (αn, βn) d−→ (α, β).
Proof. Let f , g be bounded and continuous functions. Since αn
a.s.→ α observe that
E [(f(αn)− f(α)) g(βn)] ≤
√
E
[
(f(αn)− f(α))2
]
E [g(βn)2]
→ 0. (B.22)
Consequently it suffices to show that
E[f(α)g(βn)] → E[f(α)g(β)].
By our assumption,
E[f(α)g(βn)] = E [f(α)E [g(βn)|α]]
→ E [f(α)E [g(β)|α]]
= E[f(α)g(β)].
Hence, (αn, βn)
d−→ (α, β). ¥
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Proposition B.8:
Let ϕ ∈ Cb(Rd) and assume that the family of predictable stopping times {T nk }n∈N has an
almost sure limit Tk which is a stopping time. Then
〈Mϕ∙ 〉t := lim
n
〈√n Mˉn,ϕ∙ 〉t =
∞∑
k=1
1[0, t](Tk)ρTk(1)
2
[
πTk(ϕ
2)− πTk−(ϕ)2
]
. (B.23)
Proof. Result follows since
〈Mϕ∙ 〉t := lim
n
〈√n Mˉn,ϕ∙ 〉t
= lim
n
〈
√
n
∞∑
k=1
1[0, ∙](T nk )(ρ
n
Tk
(ϕ)− ρnT nk−(ϕ))
〉
t
= lim
n
n.
∞∑
k=1
1[0, t](T
n
k )E˜
[
(ρnT nk (ϕ)− ρ
n
T nk −(ϕ))
2|FT nk −
]
= lim
n
n.
∞∑
k=1
1[0, t](T
n
k )(ξ
n
T nk
)2E˜
[
(πnT nk (ϕ)− π
n
T nk −(ϕ))
2|FT nk −
]
= lim
n
n.
∞∑
k=1
1[0, t](T
n
k )(ξ
n
T nk
)2E˜
( 1
n
(
n∑
j=1
o
n,T nk
j ϕ(v
n
j (T
n
k ))− naˉn,T
n
k
j ϕ(v
n
j (Tk))
))2 ∣∣∣∣FT nk −

= lim
n
n.
1
n2
∞∑
k=1
1[0, t](T
n
k )(ξ
n
T nk
)2
{
n∑
j=1
naˉnj (T
n
k )(1− aˉnj (T nk ))ϕ2(vnj (T nk ))
−
∑
i 6=j
naˉni (T
n
k )aˉ
n
j (T
n
k )ϕ
2(vni (T
n
k ))ϕ
2(vnj (T
n
k ))
}
= lim
n
n.
1
n2
∞∑
k=1
1[0, t](T
n
k )(ξ
n
T nk
)2n
{
n∑
j=1
aˉnj (T
n
k )(1− aˉnj (T nk ))ϕ2(vnj (T nk ))
−
∑
i 6=j
aˉni (T
n
k )aˉ
n
j (T
n
k )ϕ
2(vni (T
n
k ))ϕ
2(vnj (T
n
k ))
}
=
∞∑
k=1
1[0, t](Tk)ρTk(1)
2
[
πTk(ϕ
2)− πTk−(ϕ)2
]
.
¥
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Proposition B.9:
For any t ≥ 0 let
√
nMˉn,ϕt :=
√
n
∞∑
k=1
1[0,t](T
n
k )(ρ
n
T nk
(ϕ)− ρnT nk−(ϕ))
=
∞∑
k=1
1[0,t](T
n
k )ξ
n
Tk
√
n
(
πnT nk (ϕ)− π
n
T nk −(ϕ)
)
=
∞∑
k=1
1[0,t](T
n
k )ξ
n
Tk
1√
n
n∑
j=1
(
ϕ(vnαj (T
n
k )− E˜
[
πnT nk (ϕ)|FTk−
])
(B.24)
and let
Mϕt :=
∞∑
k=1
1[0,t](Tk)ρTk(1)
√
πTk(ϕ
2)− πTk−(ϕ)2Υk (B.25)
where {Υk}k∈N is a sequence of independent identically distributed (i.i.d.) standard nor-
mal random variables and
{√
πTk(ϕ
2)− πTk−(ϕ)2Υk
}
k∈N
are mutually independent given
the sigma algebra Y .
Then
√
nMˉn,ϕt
d→ Mϕt
Remark B.10. The sums over k in (B.24) and (B.25) are finite sums (almost surely)
however we will continue with writing them as an infinite sum where only a finite number
of the summands are non-zero.
Proof. By choosing a continuous function g : Rm × Rm → R defined by
g(x˜, y˜) := g ((x1, . . . , xm) , (y1, . . . , ym))
=
m∑
i=1
xiyi
and noting that
1[0,t](T
n
k )
a.s.→ 1[0,t](Tk)
and
ξnT nk
a.s→ ρTk(1)
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it suffices, from Lemma B.6 and Lemma B.7, to show that as n →∞,
E˜
[
exp
(
i
m∑
k=1
λk
√
n
(
πnT nk (ϕ)− π
n
T nk −(ϕ)
)) ∣∣∣Y]
→ E˜
[
exp
(
−i
m∑
k=1
λ2k
2
(
πTk(ϕ
2)− πTk−(ϕ)2
)) ∣∣∣Y] . (B.26)
By setting Λ
n,T nk
k := λk
1√
n
n∑
j=1
(
ϕ(vnαj (T
n
k ))− πnT nk −(ϕ)
)
and the mutual independence
of {ϕ(vnαj(T nk ))− πnT nk −(ϕ)}nj=1 where (αj)nj=1 is a random index of 1, . . . , n, we see that
E˜
[
exp
(
i
m∑
k=1
λk
√
n
(
πnT nk (ϕ)− π
n
T nk −(ϕ)
)) ∣∣∣Y]
= E˜
[
exp
(
i
m∑
k=1
λk
1√
n
n∑
j=1
(
ϕ(vnαj(T
n
k ))− πnT nk −(ϕ)
)) ∣∣∣Y]
≡ E˜
[
exp
(
i
m∑
k=1
Λ
n,T nk
k
) ∣∣∣Y]
= E˜
[
E˜
[
exp
(
i
m∑
k=1
Λ
n,T nk
k
) ∣∣∣FTm− ∨ Y
] ∣∣∣Y]
= E˜
[
exp
(
i
m−1∑
k=1
Λ
n,T nk
k
)
E˜
[
exp
(
iλm
1√
n
n∑
j=1
(
ϕ(vnαj(T
n
m))− πnT nm−(ϕ)
)) ∣∣∣FTm− ∨ Y
] ∣∣∣Y]
= E˜
[
exp
(
i
m−1∑
k=1
Λ
n,T nk
k
)
E˜
[
n∏
j=1
exp
(
iλm
1√
n
(
ϕ(vnαj(T
n
m))− πnT nm−(ϕ)
)) ∣∣∣FTm− ∨ Y
] ∣∣∣Y]
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= E˜
[
exp
(
i
m−1∑
k=1
Λ
n,T nk
k
)
E˜
[(
1 +
iλm√
n
(
ϕ(vnαj(T
n
m))− πnT nm−(ϕ)
)
−λ
2
m
2n
(
ϕ(vnαj(T
n
m))− πnT nm−(ϕ)
)2
+ o
(
1
n
))n ∣∣∣FTm− ∨ Y] ∣∣∣Y]
= E˜
[
exp
(
i
m−1∑
k=1
Λ
n,T nk
k
)
E˜
[(
1− λ
2
m
2n
(
πnT nm(ϕ
2)− πnT nm−(ϕ)2
)
+ o
(
1
n
))n ∣∣∣Y] ∣∣∣Y]
= E˜
[
exp
(
i
m−1∑
k=1
Λ
n,T nk
k
)(
1− λ
2
m
2n
(
πnT nm(ϕ
2)− πnT nm−(ϕ)2
)
+ o
(
1
n
))n ∣∣∣Y] .
(B.27)
Now by considering (B.22), it follows, since(
1− λ
2
m
2n
(
πnT nm(ϕ
2)− πnT nm−(ϕ)2
)
+ o
(
1
n
))n
a.s.→ exp
(
−λ
2
m
2
(
πTm(ϕ
2)− πTm−(ϕ)2
))
,
that to show (B.27) converges to the desired limit in (B.26) it suffices to show that
E˜
[
exp
(
i
m−1∑
k=1
Λ
n,T nk
k
)
exp
(
−λ
2
m
2
(
πTm(ϕ
2)− πTm−(ϕ)2
)) ∣∣∣Y]
→ E˜
[
exp
(
−
m∑
k=1
λ2k
2
(
πTk(ϕ
2)− πTk−(ϕ)2
)) ∣∣∣Y] .
By making use again of the tower property of conditional expectations, through condi-
tioning on FTm−1∨Y and repeating the same procedure as in (B.27) and again considering
(B.22) in the appendix, it follows now that in order to show that (B.27) converges to the
desired limit in (B.26) it now suffices to show that
E˜
[
exp
(
i
m−2∑
k=1
Λ
n,T nk
k
)
exp
(
m∑
k=m−1
−λ
2
k
2
(
πTk(ϕ
2)− πTk−(ϕ)2
)) ∣∣∣Y]
→ E˜
[
exp
(
−
m∑
k=1
λ2k
2
(
πTk(ϕ
2)− πTk−(ϕ)2
)) ∣∣∣Y] .
Continuing in this manner of successive applications of the tower property through suc-
cessive conditioning on FTk ∨ Y , k = m − 2, . . . , 1 and repeating the procedure in (B.27)
it indeed follows that
E˜
[
exp
(
i
m∑
k=1
Λ
n,T nk
k
) ∣∣∣Y] → E˜[exp(− m∑
k=1
λ2k
2
(
πTk(ϕ
2)− πTk−(ϕ)2
)) ∣∣∣Y]
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that is, (B.26) holds and hence,
√
nMˉn,ϕt
d→ Mϕt . (B.28)
¥
Proposition B.11:
Define Nϕ := {Nϕt : t ≥ 0} to be a (Ft ∨ Y)-adapted martingale process with quadratic
variation
〈Nϕ∙ 〉t := 〈Sϕ∙ 〉t + 〈Mϕ∙ 〉t (B.29)
where 〈Sϕ∙ 〉t and 〈Nϕ∙ 〉t are as defined as in (B.17) and (B.25) respectively then
Nϕt =
∫ t
0
∫
Rd
√
ρ˜s ((∇ϕ)>σσ>(∇ϕ)) B(dx, ds)+
∞∑
k=1
1[0,t](Tk)ρTk(1)
√
πTk(ϕ
2)− πTk−(ϕ)2Υk
(B.30)
where B(dx, ds) is a Brownian sheet or space-time white noise, {Υk}k∈N is a sequence of
i.i.d standard normal random variables and,
{√
πTk(ϕ
2)− πTk−(ϕ)2Υk
}
k∈N
are mutually
independent given the sigma algebra Y .
Proof. Result follows from Proposition B.4 and Proposition B.9 ¥
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Appendix C
The Effective Sample Size
Proposition C.1:
Using the same notation employed in Proposition 6.7 we have that
{[αn∗t+δ]− [αn∗t ] ≥ r} ⊂ { sup
s∈[0,δ]
(αnt+s − αnt ) ≥ r − 1} (C.1)
and
{[αn∗t+δ]− [αn∗t ] ≥ 1} ⊆ { sup
s∈[0,δ]
(αnt+s − αnt ) ≥ 1− {αn∗}}, (C.2)
Proof. Let ω ∈ {[αn∗t+δ]− [αn∗t ] ≥ r}.
Observe that
sup
s∈[0,t]
(
αnt+s − αnt
)
= sup
s∈[0,t]
αnt+s − αnt
= αn∗t+δ − αnt
Since αnt ≤ αn∗t which implies [αnt ] ≤ [αn∗t ], it follows that for ω ∈ {[αn∗t+δ]− [αn∗t ] ≥ r},
αn∗t+δ − αnt =
[
αn∗t+δ
]− [αnt ] + ({αn∗t+δ}− {αnt })
≥ [αn∗t+δ]− [αn∗t ] + ({αn∗t+δ}− {αnt })
≥ r − 1
since −1 < {αn∗t+δ}− {αnt } < 1.
Hence (C.1) holds.
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Noting that
[αn∗t+δ]− [αn∗t ] ≥ 1 ⇒ αn∗t+δ − αn∗t ≥ 1− {αn∗t }, (C.3)
it follows then that (C.2) will hold by showing
sup
s∈[0,δ]
(
αnt+s − αnt
) ≥ sup
s∈[0,t+δ]
αns − sup
s∈[0,t]
αns ≡ αn∗t+δ − αn∗t
for ω ∈ {[αn∗t+δ]− [αn∗t ] ≥ 1}.
To this end, let αˉnr := sups∈[0,t+δ] α
n
s . Then r ∈ [0, t + δ]. In particular, either r ∈ [0, t] or
r ∈ (t, t + δ].
If r ∈ [0, t], then αn∗t = αn∗t+δ which, from (C.3), implies that
0 ≥ 1− {αn∗t }, (C.4)
which is a contradiction since for our chosen ω, 1− {αn∗t (ω)} > 0.
We therefore must have that r ∈ (t, t + δ] and in this case,
αˉnr − αnt = sup
s∈[0,δ]
αnt+s − αnt = sup
s∈[0,δ]
(
αnt+s − αnt
)
.
Hence,
sup
s∈[0,δ]
(
αnt+s − αnt
)
= αˉnr − αnt
≥ αˉnr − αn∗t
= αn∗t+δ − αn∗t ,
as required. ¥
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