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1. Introduction and preliminaries
Stanojević [1] showed that if (Sn(α)) = (∑nk=1 αk) is slowly oscillating, then (∑nk=1 αkk ) converges. Weakening the con-
dition for convergence of (
∑n
k=1
αk
k ) in Stanojević’s theorem [1], Çanak et al. [2] proved that (un) converges subsequentially
or converges depending on the conditions on the generator sequence (αn) if (Sn(α)) is moderately oscillating and (un) is reg-
ularly generated by (αn). Moreover, Dik et al. [3] and Çanak and Dik [4] obtained some Tauberian-like conditions in terms of
the general control modulo of integer order to recover subsequential convergence of a sequence. The purpose of this work
is to give some sufficient conditions for subsequential convergence of a sequence (un).
We recall some notations and basic definitions which will be used throughout this paper.
A sequence u = (un) is subsequentially convergent [5] if there exists a finite interval I(u) such that all accumulation
points of u = (un) are in I(u) and every point of I(u) is an accumulation point of u = (un). It is clear by the definition that
subsequential convergence implies boundedness. That the converse is not necessarily true is clear from the example of the
sequence ((−1)n).
LetL be any linear space of sequences andA be a subclass ofL. If
un = αn +
n−
k=1
αk
k
, (1.1)
for some α = (αn) ∈ A, we say that the sequence (un) is regularly generated by the sequence (αn) and (αn) is called a
generator of (un). The class of all sequences regularly generated by the sequences (αn) inA is denoted by U(A).
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For each integer m ≥ 1, we define the class A(m) = {(α(m)n )|α(m)n = ∑nk=1 α(m−1)k k }, where (α(0)n ) := (αn) ∈ A. Let u =
(un) ∈ L. If
un = α(m)n +
n−
k=1
α
(m)
k
k
(1.2)
for some α(m) = (α(m)n ) ∈ A(m), we say that the sequence (un) is regularly generated by the sequence (α(m)n ) and (α(m)n )
is called a generator of (un). The class of all sequences regularly generated by the sequences (α
(m)
n ) in A(m) is denoted by
U(A(m)).
Denote the classical control modulo of the oscillatory behavior of (un) by ω
(0)
n (u) = n1un, where 1un = un − un−1
and u−1 = 0. The general control modulo of the oscillatory behavior of integer order m ≥ 1 of a sequence (un) is defined
inductively in [5,6] by ω(m)n (u) = ω(m−1)n (u)− σn(ω(m−1)(u)), where σn(u) = 1n+1
∑n
k=0 uk.
The Kronecker identity
un − σn(u) = V (0)n (1u), (1.3)
where V (0)n (1u) = 1n+1
∑n
k=0 k1uk is well-known and used in the various steps of proofs.
For a sequence (un) and for each integerm ≥ 1, we define
(n∆)mun = n∆((n∆)m−1un),
where (n∆)0un = un and (n∆)1un = n1un. It is proved in [7] that for each integer m ≥ 1, ω(m)n (u) = (n∆)mV (m−1)n (1u),
where V (m−1)n (1u) = σn(V (m−2)(1u)).
A sequence u = (un) is slowly oscillating [5,6] if
lim
λ→1+
lim sup
n
max
n≤k≤[λn]
|uk − un| = 0,
where [λn] denotes the integer part of λn. The class of all slowly oscillating sequences is denoted by S.
Throughout this paper the symbols un = o(1) and un = O(1)mean that (un) converges to zero and (un) is bounded for
large enough n, respectively.
Dik [6] proved that necessary and sufficient conditions for slow oscillation of (un) are (V
(0)
n (1u)) ∈ S and V (0)n (1u) =
O(1).
The following definition is a generalization of the concept of slow oscillation.
A sequence u = (un) is moderately oscillating [5,6] if for λ > 1,
lim sup
n
max
n≤k≤[λn]
|uk − un| <∞.
The class of all moderately oscillating sequences is denoted byM.
Dik [6] proved that V (0)n (1u) = O(1) and (σn(u)) ∈ S for any moderately oscillating sequence u = (un).
2. Lemmas
We need the following lemmas to prove the theorems in the next section.
Lemma 2.1 ([5]). If (un) is a bounded sequence and1un = o(1), then (un) converges subsequentially.
Lemma 2.2 ([8]). Let (σn(u)) converge to s. If (un) ∈ S, then (un) converges to s.
Lemma 2.3 ([2]). If (Sn(α)) ∈M, then (∑∞n=1 αnn ) converges.
Lemma 2.4 ([9]). Let L be any linear space of sequences and let (un) ∈ L. If (V (m−1)n (1u)) ∈ U(A(m)) for m ≥ 1 integer, then
(n∆)m+1V (m)n (1u) = αn, where (αn) ∈ A.
3. Results
The following theorems provide some conditions in terms of regularly generated sequences for subsequential
convergence of (un).
Theorem 3.1. For the sequence spacesA andB let the following statements be satisfied.
(i) For any sequence (bn) ∈ B there exists some (an) ∈ A such that ( bnan ) is bounded.
(ii) Any sequence regularly generated by a sequence inA is inM.
If (V (m−1)n (1u)) ∈ U(B(m)) is regularly generated by some (α(m)n ) and (Sn(α(m))) ∈ M, then (un) is subsequentially
convergent.
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Proof. It is known from [2] that (Sn(α(m))) ∈M implies
V (0)n (1Sn(α
(m))) = V (0)n (α(m)) = O(1). (3.1)
By writing Sn(α(m)) in place of un in (1.3) and then taking the backward difference of both sides of the resulting identity, we
get
α(m)n −
V (0)n (α(m))
n
= 1V (0)n (α(m)). (3.2)
From (3.1) and (3.2), we obtain that α(m)n = O(1). From Lemma 2.3 applied to (Sn(α(m))) ∈M and from (1.2), we have
(un) is a bounded sequence. (3.3)
Since (V (m−1)n (1u)) ∈ U(B(m)), we obtain by Lemma 2.4 that
((n∆)m+1V (m)n (1u)) ∈ B.
By (i) we have
ω(m+1)n (u) = O(an). (3.4)
It follows by (ii) that there is a sequence a(1) = (a(1)n ) such that
a(1)n = an +
n−
k=1
ak
k
(3.5)
and (a(1)n ) ∈M. Applying the arithmetic means to the equality (3.5), we have
σn(a(1)) = σn(a)+ σn

n−
k=1
ak
k

. (3.6)
By the identity
V (0)n

∆
n−
k=1
ak
k

= n1σn

n−
k=1
ak
k

= σn(a),
and (3.6), we conclude that
σn(a(1)) = V (0)n

∆
n−
k=1
ak
k

+ σn

n−
k=1
ak
k

.
It now follows by the Kronecker identity that
(σn(a(1))) =

n−
k=1
ak
k

∈ S. (3.7)
By the fact that cn = o(1) for every slowly oscillating series∑∞n=0 cn, from (3.7) we have ann = o(1), that is,
an = o(n). (3.8)
From (3.4) and (3.8), we obtain that ω(m+1)n (u) = o(n), that is,
1σn(ω
(m)(u)) = ∆(n∆)mV (m)n = o(1).
Applying the arithmetic means to both sides of last result, we obtain
1
n
n−
k=1
∆(k∆)mV (m)n (1u) =
(n∆)mV
(m)
n (1u)
n
= ∆(n∆)m−1V (m)n (1u) = o(1).
By the Kronecker identity,
∆(n∆)m−1V (m−1)n (1u) =
(n∆)mV
(m)
n (1u)
n
+∆(n∆)mV (m)n (1u) = o(1).
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Continuing in this, we get∆(n∆)0V
(0)
n (1u) = 1V (0)n (1u) = o(1). Applying the arithmetic means to the last result we get
σn(1V (0)(1u)) = 1n
n−
k=1
1V (0)k (1u) =
V (0)n (1u)
n
= o(1)
by (3.3). From Lemma 2.2 it follows that1V (0)n (1u) = o(1). From the identity
1un = V
(0)
n (1u)
n
+1V (0)n (1u)
and (3.3), we have
1un = o(1). (3.9)
From (3.3) and (3.9), we obtain by Lemma 2.1 that (un) converges subsequentially. 
Corollary 3.2. For the sequence spacesA andB let the following statements be satisfied.
(i) For any sequence (bn) ∈ B there exists some (an) ∈ A such that ( bnan ) is bounded.
(ii) Any sequence regularly generated by a sequence inA is inM.
If (un) ∈ U(B(m)) is regularly generated by some (α(m)n ) and (Sn(α(m))) ∈M, then (un) is subsequentially convergent.
Proof. First of all, show that (un) ∈ U(B(m)) implies (∆(n∆)mV (0)n (1u)) ∈ B. Indeed, if (un) ∈ U(B(m)), then
un = α(m)n +
n−
k=1
α
(m)
k
k
(3.10)
for some (α(m)n ) ∈ B(m). We obtain from (3.10) that
n1un = n1α(m)n + α(m)n . (3.11)
Subtracting (3.11) from the first order Cesàro transformof (3.11), we have n1un−V (0)n (1u) = n1α(m)n . From the last identity
we obtain that n1V (0)n (1u) = α(m−1)n . By repeating the same reasoning, we have ((n1)mV (0)n (1u)) = (α(0)n ) = (αn) ∈ B.
Since (n∆)mV
(0)
n (1u) = O(an) by (i), we have
ω(m+1)n (u) = O(an).
Thus, we have (V (m−1)n (1u)) ∈ U(B(m)). The rest of the proof is as in Theorem 3.1. 
Theorem 3.3. For the sequence spacesA andB let the following statements be satisfied.
(i) For any sequence (bn) ∈ B there exists some (an) ∈ A such that ( bnan ) is bounded.
(ii) 1n
∑n
k=1 |ω(r)k (a)|p = O(1), p > 1 for any non-negative integer r and for any sequence (an) inA.
If (V (m−1)n (1u)) ∈ U(B(m)) is regularly generated by some (α(m)n ) and (Sn(α(m))) ∈M, then (un) is subsequentially convergent.
Proof. Let r be a non-negative integer. From the hypothesis 1n
∑n
k=1 |w(r)k (a)|p = O(1), p > 1, it follows that the sequence
(
∑n
k=1
w
(r)
k (a)
k ) is slowly oscillating. To show this, we have for λ > 1 that
max
n≤k≤[λn]
 k−
j=n+1
ω
(r)
j (a)
j
 ≤ maxn≤k≤[λn] k−
j=n+1
ω
(r)
j (a)
j
 ≤ [λn]−
j=n+1
|ω(r)j (a)|
j
≤ 1
n+ 1
[λn]−
j=n+1
|ω(r)j (a)| =
[λn] − n
n+ 1
1
[λn] − n
[λn]−
j=n+1
|ω(r)j (a)|
≤ [λn] − n
n+ 1
1
([λn] − n) 1p
 [λn]−
j=n+1
|ω(r)j (a)|p
 1
p
= ([λn] − n)
1− 1p
n+ 1
 [λn]−
j=n+1
|ω(r)j (a)|p
 1
p
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= ([λn] − n)
1
q
n+ 1
 [λn]−
j=n+1
|ω(r)j (a)|p
 1
p
, where
1
p
+ 1
q
= 1
= ([λn] − n)
1
q
(n+ 1) 1q

[λn] + 1
n+ 1
1
[λn] + 1
[λn]−
j=n+1
|ω(r)j (a)|p
 1
p
= ([λn] − n)
1
q
(n+ 1) 1q
([λn] + 1) 1p
(n+ 1) 1p

1
[λn] + 1
[λn]−
j=n+1
|ω(r)j (a)|p
 1
p
.
Taking lim sup of both sides, we get
lim sup
n
max
n≤k≤[λn]
 k−
j=n+1
ω
(r)
j (a)
j
 ≤ lim supn ([λn] − n)
1
q
(n+ 1) 1q
([λn] + 1) 1p
(n+ 1) 1p
lim sup
n

1
[λn] + 1
[λn]−
j=n+1
|ω(r)j (a)|p
 1
p
= lim
n
 [λn] − n
n+ 1
 1
q
 [λn] + 1
n+ 1
 1
p
lim sup
n

1
[λn] + 1
[λn]−
j=n+1
|ω(r)j (a)|p
 1
p
≤ (λ− 1) 1q λ 1p C,
where C is a positive constant. Finally, we have limλ→1+ lim supn maxn≤k≤[λn] |
∑k
j=n+1
ω
(r)
j (a)
j | ≤ C limλ→1+(λ−1)
1
q λ
1
p = 0.
The slow oscillation of (
∑n
k=1
ω
(r)
k (a)
k ) implies that
ω
(r)
n (a)
n
= o(1). (3.12)
Since (V (m−1)n (1u)) ∈ U(B(m)), we obtain by Lemma 2.4 that
((n∆)m+1V (m)n (1u)) ∈ B.
By hypothesis
ω(m+1)n (u) = O(an).
Thus, we have
ω(m+r+1)n (u) = O(ω(r)n (a)).
We obtain by (3.12) that
1σn(ω
(m+r)(u)) = ∆(n∆)m+rV (m+r)n (1u) = o(1). (3.13)
By applying the Cesàro mean of order one to (3.13), we obtain
1
n
n−
k=1
∆(k∆)m+rV (m+r)n (1u) =
(n∆)m+rV (m+r)n (1u)
n
= ∆(n∆)m+r−1V (m+r)n (1u) = o(1).
By the Kronecker identity,
∆(n∆)m+r−1V (m+r−1)n (1u) =
(n∆)m+rV (m+r)n (1u)
n
+∆(n∆)m+rV (m+r)n (1u) = o(1).
Continuing in this vein, we get∆(n∆)0V
(0)
n (1u) = 1V (0)n (1u) = o(1). Applying the arithmetic means to the last result we
derive
σn(1V (0)(1u)) = 1n
n−
k=1
1V (0)k (1u) =
V (0)n (1u)
n
= o(1)
by (3.3). From Lemma 2.2 it follows that∆V (0)n (1u) = o(1). From the identity
1un = V
(0)
n (1u)
n
+1V (0)n (1u)
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and (3.3), we have
1un = o(1). (3.14)
It is known from the proof of Theorem 3.1 that (Sn(α(m))) ∈ M implies un = O(1). Finally, we obtain by Lemma 2.1 (3.14)
that (un) converges subsequentially. 
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