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Based on a first-principles approach, we show that in a single crystal of a prototypical topological
insulator such as Bi2Se3 the difference in the work function between adjacent surfaces with different
crystal-face orientations generates a built-in electric field around facet edges. Owing to the topolog-
ical magnetoelectric coupling for a given broken time-reversal symmetry in the crystal, the electric
field, in turn, forces effective magnetic dipoles to accumulate along the edges, realizing the facet-edge
magnetic ordering. We demonstrate that the predicted magnetic ordering which depends only on
the work function difference between facets, is in fact a manifestation of the axion electrodynamics
in real solids.
PACS numbers: 71.20.Nr, 73.30.+y, 73.20.At
A topological insulator (TI) hosts the topologically
protected metallic surface states on its boundaries be-
tween inner insulating bulk and outer vacuum, that can
exist on all the surfaces with different crystal orientations
enclosing the crystal [1, 2]. Typically, the protected sur-
face state has the relativistic massless dispersion relation
around the time-reversal invariant momenta in the sur-
face Brillouin zone although its detailed features depend
on surface characteristics [3–7]. For example, the well-
known TIs with the rhombohedral crystal structure such
as Bi2Se3, Bi2Te3 and Sb2Te3 [8–10] have stacked quin-
tuple layers along the (111) direction and the low energy
surface state on the (111) surface is isotropic in momen-
tum space [9] while other surfaces have quite anisotropic
dispersions [3–7]. Besides changes in its low energy elec-
tronic dispersions, different facets in a single crystalline
TI would have many different physical properties depend-
ing on their orientations and the facet-dependent work
function [11, 12] is one of interesting examples among
them. In the TIs mentioned above, such effects will
be amplified because of its layered structure − surface
atomic and electronic densities vary a lot depending on
whether the surface is terminated along the layer or not.
Although the physical properties of topological states
on a specific facet of three-dimensional (3D) TIs have
been studied intensively [1–10], mutual interactions
among those contiguous to each other through edges have
not yet been examined well. A trivial example is the cou-
pling between two massless surface states on the opposite
surfaces resulting in an energy gap in the surface energy
band of the TI thin film [13]. Even in a sufficiently large
single 3D TI crystal where the interaction between oppo-
site surfaces can be neglected, different massless surface
states should meet and interact with each other at edges
between two adjacent facets, of which consequences have
not been known well. In this Letter, we show that the
combining effects both from the usual surface-dependent
properties such as facet-dependent work function differ-
ence and from the topological surface properties for a
given broken time-reversal symmetry produce a topolog-
ical magneto-electric coupling (TME) [14–16] described
by the axion electrodynamics without external charge
controls as conceived before [16]. The resulting magnetic
ordering along the edges should be robust and strong
enough to be measured.
We first examine the electronic structures of topo-
logical surface states on various facets based on first-
principles calculation methods [17] with atomic pseu-
dopotentials [18] and the local density approximation [19]
including spin-orbit interactions. We choose Bi2Se3 as
an example material for our consideration [Fig. 1]. For
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FIG. 1. (a) A rectangular shaped crystal of Bi2Se3 with
the top (111), the front [1¯1¯2], and the side [1¯10] surfaces. (b)
A hexagonal one with the top (111) surface and the [1¯10]
sides. The dashed squares in (a) and (b) are cross sections of
the crystal and will be considered in the model calculations.
Atomic structures of (c) the (111) and (d) the (1¯10) surfaces.
The black parallelogram indicates the unitcell of each surface,
of which area for the (111) surface is 14.83 A˚2 while for (1¯10)
surfaces 68.42 A˚2.
ar
X
iv
:1
41
1.
38
31
v2
  [
co
nd
-m
at.
me
s-h
all
]  
15
 D
ec
 20
14
2E
 - 
E F
 (e
V
)
-1.0
-0.5
 0.0
 0.5
 1.0
M Γ K M
bulk
(111) 6QL
-1.0
-0.5
 0.0
 0.5
 1.0
X Γ Y X
(110) 15ML
bulk
E
 - 
E F
 (e
V
)
(a) (b)
FIG. 2. The band structures of the (111) surface of 6 quin-
tuple layer (QL) (a) and the (1¯10) surface of 15 monolayer
(ML) (b) on energy-momentum space. Projected bulk states
are shown by a gray region for both surfaces.
Bi2Se3, a surface with the (111) direction has a trian-
gular lattice of Se atoms (typical cleavage surface) while
one with the (1¯10) or the (1¯1¯2) direction perpendicular
to the (111) direction has a tetragonal surface unitcell
(Fig. 1) [20]. The slab thickness is chosen as 6 quintuple
layers and 15 monolayers for each (111) and (1¯10) surface
where the interaction between top and bottom surfaces
is ignorable. To reduce spurious interaction between the
neighboring slabs we introduce a large vacuum over 20 A˚.
In a single crystal of Bi2Se3 grown along the (111) direc-
tion, the rectangular shaped crystal has the [1¯10] and
[1¯1¯2] surfaces as side walls while hexagonal [21] or trian-
gular [22] column shaped one has the [1¯10] surfaces as
side surfaces as shown in Figs. 1(a) and (b).
The electronic band structures indicate that the pro-
tected massless metallic surface state on the (1¯10) surface
has a quite anisotropic dispersion relationship unlike the
well known isotropic one on the (111) surface [Fig.2]. In
addition to changes in the shape of the dispersion, the
energy level of the Dirac point of the surface state with
respect to the bulk chemical potential shifts depending
on the surface orientation owing to intrinsic anisotropy
of the system. Our estimation of the shift within slab
geometry calculations is 120 meV for Bi2Se3 that is com-
parable to a previous estimation [3].
Next, we study the work function difference between
different facets of Bi2Se3. The work function is the energy
required to extract an electron from a specific surface of a
solid and is determined by the difference between the vac-
uum and the Fermi level [11] and obtained by the energy
difference between the potential energy on the vacuum
and the Fermi level in our slab calculations. The calcu-
lated work function of the (111) surface is W(111) = 5.84
eV and that of the (1¯10) surface W(1¯10) = 5.04 eV. Full
relaxation of atomic structures does not change the cal-
culated values. We also find that the work function of the
(1¯1¯2) surface is 5.11 eV, similar to that of the (1¯10) sur-
face. Such a large work function difference mainly origi-
nates from the surface-dependent dipole moments when
the inversion symmetry is broken at the surface, and it
has also been well-known in previous first-principles cal-
culations on elemental metals such as Aluminum [12].
While the electrostatic potential variation generated
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FIG. 3. (a) The supercell structure of the nanorod with
(110) and (1¯10) side surfaces. (b) Contour plot of the po-
tential energy difference between the nanorod and the bulk
shown for left-upper side. The contour interval is chosen as
0.2 eV for the contour values less than 5.0 eV, and 0.1 eV
for those greater than 5.0 eV. Dashed and solid lines in (a)
and (b) denote the outermost atomic positions and the re-
gion of subtracting the bulk potential from the nanorod one,
respectively.
by work function differences occurs only outside the bulk
and near edges due to metallic screening in elemental
metals [12], the TI supports the variation inside as well
as outside the bulk with appropriate dielectric screen-
ings. The Hartree potential distribution for the cross
section of Bi2Se3 nanorod shown in Fig. 3(a) can be ob-
tained from actual ab-initio calculations. The resulting
potential distributions exhibits spatially varying electric
potential in the vacuum region owing to the large work
function difference between (110) and (1¯10) sides of the
nanorod and a constant electric potential sufficiently (>
a few A˚) inside the bulk [Fig. 3(b)]. Near the surface
(both inside and outside the bulk within 5 A˚), the rapid
potential variation is also confirmed by this calculation.
Two boundary conditions, the calculated work function
on the surfaces and a constant potential inside the bulk,
will be considered in the next model below.
Having established the electric potential distribution
around the edges of the 3D Bi2Se3, we now turn to its
consequences on TME couplings [15]. As long as the TI
has an energy gap opening at the surface by breaking the
time-reversal symmetry [15, 16] (achievable by depositing
thin magnetic films [14, 23], for example) and its Fermi
level resides inside the gap, the low energy physics can be
described phenomenologically in terms of the axion elec-
trodynamics [24]. In addition to the ordinary Maxwell
Lagrangian [25], the axion electrodynamics has an effec-
tive term Leff = κθE ·B [24] where κ = e2/2pih, h is the
Planck’s constant, e is the electric charge, E is the elec-
tric field, B is the magnetic induction, and θ is the axion
field. While the constant θ plays no role in the equations
of motion, the gradient of θ gives rise to an extra charge
density and a current density [24, 26] that are related
to the TME couplings. Consequently, the electric dis-
placement D and the magnetic field H can be rewritten
assuming a linear dielectric for Bi2Se3, D = E∓κθB and
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FIG. 4. The cross section of a Bi2Se3 crystal as the model
system. In a vacuum box of lvac = 1 µm, the TI crystal
(dashed-line box) of lTI = 100 nm locates at the center. The
two additional boxes for the boundary values lie on the TI
crystal with the spacings, ds = dv = 5 A˚, which are chosen
from ab-initio calculations. The boundary condition is given
by the fixed potentials of φ(111) = −5.84 V, φ(1¯10) = −5.04 V
and φ0 = 0 V on the red, blue, and black lines, respectively.
H = 1µB±κθE, where the double signs for the axion field
θ are in the same order [15, 16]. We introduce a magnetic
(ψ) and electric (φ) scalar potentials such that the mag-
netic field H is obtained from H = −∇ψ and the electric
field E = −∇φ. With these scalar potentials, we can con-
vert the electrodynamics into a variational problem for
both potentials δF (φ, ψ) ≡ δFM(φ, ψ) + δFA(φ, ψ) = 0.
Here, FM =
1
2
∫∫
Ω
[
(∇φ)2 + µ(∇ψ)2] dΩ and FA =
1
2
∫∫
Ω
[
µκ2θ2(∇φ)2 ∓ 2µκθ(∇φ · ∇ψ)] dΩ, where Ω is the
domain area. FM corresponds to the ordinary Maxwell
electrodynamics while FA to the axion term unique to
the TI. Then we solve it numerically using the finite el-
ement method [27] with a given boundary condition for
this model system [28].
We choose a rectangular cross section of the 3D TI
crystal such as the dashed square in Fig. 1 to describe
essential features of the low energy electrodynamics. In
Fig. 4, each side of the dashed-line box corresponds to
the (111) and the (1¯10) surfaces of Bi2Se3, respectively.
We set two additional boxes inside and outside the TI
crystal with spacing of ds and dv for implying bound-
ary conditions. The electric potential on each side (outer
box) is determined by the negative work function value
of each facet divided by e, such as φ(111) = −W(111)/e =
−5.84 V (red line) and φ(1¯10) = −W(1¯10)/e = −5.04 V
(blue line). Sufficiently inside the TI crystal the dielectric
screening leads to the constant potential, so that the po-
tential of the inner box is fixed by zero (φ0 = 0 V). Across
the boundary between the dashed-line box to outer vac-
uum, the axion field and permittivity change from pi and
1000 [29] to 0 and 0, respectively, while the permeabil-
ity (µ0) remains to be the same [Fig. 4].
A large E is given around the edges of Bi2Se3 at the
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FIG. 5. Contour plots of (a) the electric (V) and (b) the
magnetic scalar potential (10−6 C/s) for the model in Fig. 4.
The contour intervals are 0.05 V and 10−8 C/s for (a) and (b),
respectively. The color scale is jumped from -5.05 V (red) to
zero (white) in (a) and from 0.42 ×10−6 C/s to 1.38 ×10−6
C/s in (b) because of the huge potential change. (c) The elec-
tric field (107 V/A˚) and (d) the magnetic induction (gauss)
with strength denoted by colors and direction by arrows. The
length of arrows is proportional to the strength of fields while
the yellow arrows are shortened by a half of the original size.
beginning, the numerical solution of δF = 0 with the
boundary conditions gives H as well as B (and then D)
thanks to the axionic field θ. If the chemical potential
of the TI crystal locates in the surface energy gap which
are opening with a certain broken time-reversal symme-
try operation (e.g., the magnetization of the magnetic
thin film [15, 16]), we expect a strong TME effect around
all the edges connecting two facets with different orien-
tations (hereafter we choose the upper sign for the θ).
The contour plot of the electric and the magnetic scalar
potentials are achieved through the aforementioned pro-
cedures as shown in Figs. 5(a) and (b), respectively. The
electric potential rises continuously starting from the low-
potential (111) surface, while it goes through a maximum
to the high-potential (1¯10) surface. There is a discrete
jump in the electric potential at edges where the two sur-
faces meet on the outer box boundary, and the field would
diverge for an infinitely sharp edge. However, we have
confirmed that the locally-averaged field is practically in-
dependent of the sharpness of the edge, and smoothing
the potential variation near the edge does not change our
results [30]. The magnetic scalar potential profile appears
in the similar structure to the electric potential, because
the effective Lagrangian from the axion electrodynamics
has a symmetric structure between the electric and the
magnetic parts. Near edges the small change occurs in
the magnetic scalar potential due to the boundary con-
dition on the inner box applied for the electron screen-
ing. This change is not a critical fact to determine the
4overall physics in this system [30]. For both electric and
magnetic potentials, there are huge changes in the very
narrow region near the surfaces, and the contour lines
are very dense as shown in Figs. 5(a) and (b). These
huge potential gradients near the surface finally lead to
the large field near the surfaces.
The electric field E and the magnetic induction B are
given in Figs. 5(c) and (d), respectively. Both fields
are very high at edges and decrease toward the center of
each surface. At 5 nm away from the edge, we obtain the
electric field of 3.88× 107 V/m and the magnetic induc-
tion of 0.14 gauss. These values are orders of magnitude
higher than the previously predicted value for the topo-
logical magnetic inductions induced by a point charge
on a flat geometry [16] because of enhanced geometric
effects for edges as well as large intrinsic electrostatic po-
tential differences between two facets. Outside the TI
crystal, the electric field heads from the (111) surface for
the (1¯10) surface, and the magnetic induction is parallel
to the electric field. The electric field inside the TI crys-
tal near the surface is perpendicular to the each surface
(outward direction) because of the boundary structure.
The magnetic induction follows the right-hand rule with
respect to the quantized Hall current at edges which is
given by the electric field and the gradient of the axion
field such as jH = −κ(∇θ × E), so that the asymmetric
dipole-type magnetic induction arises at the edges [30].
In conclusion, we have examined electromagnetic prop-
erties of the single crystalline TI and showed that the
large electric field and the associated topological mag-
netic ordering can be naturally generated by the facet-
dependent work function near the edges of crystal with-
out external manipulation. Our demostration can be a
useful basis to realize the axion electrodynamics in solids
and to study various other axionic aspects of TIs. Fur-
thermore, when the two necessary conditions, nonzero
magnetoelectric coupling and gapped bulk spectrum, are
fullfilled, the predicted edge magnetic ordering should
occur because the facet-dependent work function differ-
ence is present in almost all crystals. Thus, our mecha-
nism is not limited to the TI crystals with broken time
reversal symmetry but could be extended to other ma-
terials without non-trivial Chern-Simon magnetoelectric
coupling such as Cr2O3 [31].
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DETAILED INFORMATION FOR NUMERICAL
RESULTS
The electric and magnetic properties very near the
edge
In our model system, the direction of the electric field
points from the (1¯10) surface to the (111) surface outside
the TI crystal, and the electric field directs from the inner
to the outer box inside the TI crystal [Fig. S1]. The inner
and outer boxes are shown in Fig. 4 in the main text,
and the electric potential on each box is fixed by zero
and negative work function of each surface divided by e,
respectively. There are two potential-fixed parallel plates
near surfaces, and the electric field follows the direction
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FIG. S1. The electric and magnetic potentials and fields
around the upper-left corner of the TI crystal. The contour
plots of the electric potential (V) and the magnetic scalar po-
tential (10−6 C/s) are shown in (a) and (b). The contour
lines are evenly spaced of 0.05 V and 10−8C/s for both po-
tentials, respectively, and coloring between the contour lines
helps the clearness of data. The electric field (107 V/A˚) and
the magnetic induction (gauss) are drawn in (c) and (d). Col-
ors denote the magnitude of the field at each point following
the color bar on the right, and directions of fields are repre-
sented by arrows whose lengths are normalized. The electric
field inside the TI crystal is emphasized by the yellow arrow
in (c), and it is obtained by the dielectric screening. Further-
more, the magnetic scalar potential and field are also affected
by the screening effect, so that they are not symmetric to
electric parts.
from higher electric potential (inner box) to lower one
(outer box). From these reasons magnetic scalar poten-
tial and field are not symmetric to electric ones around
the corner, and we can consider it as a screening effect in
a dielectric media. The butterfly-shaped magnetic field
appears in Fig. S1 (d), as if an asymmetric magnetic
dipole lies on the corner. It comes from the opposite di-
rection of the quantized Hall current at the corner. The
quantized Hall current is jH = −κ(∇θ × E), and at the
upper-left corner the electric field and the gradient of
the axion field are given by E = −|E1|xˆ + |E2|yˆ (where
|E1| ∼ |E2|) and ∇θ = pixˆδ(x− x0)− piyˆδ(y− y0), where
(x0,y0) is the position of the corner. The Hall current is
obtained as jH = (e
2/2h)zˆ(|E2|δ(x−x0)−|E1|δ(y−y0)),
the opposite direction Hall current at the corner gener-
ates the dipole-like field structure.
Electric and magnetic charge densities
The derivatives of electric field and magnetic induction
give rise to the electric and magnetic charge densities,
such as ∇ · E = ρ/0 and ∇ ·B = µ0ρM . The electrons
tend to move to higher electric potentials, so that electric
density is positive (negative) on the inner (outer) box
shown in Fig. S2 (a). Magnetic charges appear on the
surface where the axion field is changed (Fig. S2 (b)),
and the magnetic dipoles are ordered.
Smoothing boundary conditions
We lastly checked smoothing boundary conditions at
corners in the model system (Fig. 4 in the main text).
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FIG. S2. (a) The electric charge density (109 C/m2) and (b)
the magnetic charge density (1015 C/ms) around the upper-
left TI corner.
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FIG. S3. (a) The magnitude and the direction of the elec-
tric field (107 V/m) and (b) the magnetic induction (gauss)
around the TI.
The boundary conditions on the outer box are deter-
mined by the facet dependent work functions, and there
is a discrete jump at corners between two values. In real
nature the potential may change continuously so that we
import the variation of the potential near the corners. We
set the potential value of the corner as the intermediate
value of (φ(111) + φ(1¯10))/2 = -5.44 V, and the boundary
values are gradually increasing (on the (111) surface) or
decreasing (on the (1¯10) surface) on 5 nm region from
the corner toward the surface center. From this smooth-
ing boundary conditions, we obviously obtained the same
features as the previous results with a little changing of
the specific values. The electric field and the magnetic
induction are shown in Fig. S3, and at 5 nm away from
the corner, we obtain the electric field of 2.63×107 V/m
and the magnetic induction of 0.13 gauss.
