Abstract. This paper studies the unique range set of meromorphic functions and shows that there exists a finite set S such that for any two nonconstant meromorphic functions f and g the condition E f (S) = Eg(S) implies f ≡ g. As a special case this also answers an open question posed by Gross (1977) about entire functions and improves some results obtained recently by Yi.
Introduction
Let f be a nonconstant meromorphic function on the complex plane C and S be a subset of distinct elements in C. Define E f (S) = a∈S {z|f(z) − a = 0}, here a zero of f (z) − a of multiplicity m appears m times in E f (S). In 1976 Gross proved [1] that there exist three finite sets S j (j = 1, 2, 3) such that for any two nonconstant entire functions f and g if E f (S j ) = E g (S j ) (j = 1, 2, 3), then f ≡ g. In the same paper Gross posed the following problem: Can one find two (or possibly even one) finite sets S j (j = 1, 2) such that any two entire functions f and g satisfying E f (S j ) = E g (S j ) (j = 1, 2) must be identical? In 1982, F. Gross and C. C. Yang proved the following result.
Theorem A ([2]). Let T = {z|e
z + z = 0}. Let f and g be two nonconstant entire functions. If E f (T ) = E g (T ), then f ≡ g.
In [2] the set S such that for any two nonconstant entire functions f and g the condition E f (S) = E g (S) implies f ≡ g is called a unique range set (URS, in brief) of entire functions. A similar definition for meromorphic functions can be defined. Note that the set T = {z|e z + z = 0} contains an infinite number of elements. Recently, Yi [6] exhibited a finite unique range set of entire functions which gave a positive answer to Gross's problem. He proved In this paper, we shall exhibit, among other results, a finite URS of meromorphic functions with 19 elements and a URS of entire functions with nine elements. Theorem 1. Let m ≥ 2, n > 4m + 10 with n and n − m having no common factors. Let a and b be two nonzero constants such that the algebraic equation z n +az n−m +b = 0 has no multiple roots. Let S = {z|z n +az n−m +b = 0}. Then for any two nonconstant meromorphic functions f and g, the condition E f (S) = E g (S) implies f ≡ g.
Theorem 2.
Let m ≥ 2, n > 4m + 6 with n and n − m having no common factors. Let a, b and S be as in Theorem 1. Then for any two nonconstant meromorphic functions f and g, the conditions E f (S) = E g (S) and 
The main tool will be Nevanlinna's theory of meromorphic functions, and it is assumed that the reader is familiar with its basic notation and results (see Hayman [4] ). In the sequel the letter E will be used to denote a set of r values of finite linear measure.
Some lemmas
The following lemmas will be needed in the proof of our theorems.
Lemma 1 ([7]
). Let f and g be two nonconstant meromorphic functions, and c 1 , c 2 , and c 3 be nonzero constants.
Here and in the sequel S(r, f ) denotes the quantity o(T (r, f )), r → ∞, r / ∈ E.
Lemma 2. Let f 1 , f 2 , and f 3 be nonconstant meromorphic functions and
where
Proof. By the proof of a generalization of Borel's theorem (a generalization of Picard's theorem) by Nevanlinna [3] (page 70), we have
where D is the Wronskian of f 1 , f 2 , and f 3 , i.e.,
Since
Thus clearly Lemma 2 follows immediately from the inequality (2) which is to be shown next.
For a given meromorphic function f and a complex number a ∈ C, we define
. Thus inequality (2) follows from µ(z) ≤ µ * (z) for any z. To prove this, we consider the following five cases for an arbitrary point z ∈ C. Case 1. z is a zero-point of f i (i = 1, 2, 3) with multiplicity m i ≥ 0. Case 2. z is a zero-point of f 1 with multiplicity m ≥ 1 and a pole of f 2 and f 3 with multiplicity k ≥ 1.
Case 3. z is a zero-point of f 2 with multiplicity m ≥ 1 and a pole of f 1 and f 3 with multiplicity k ≥ 1.
Case 4. z is a zero-point of f 3 with multiplicity m ≥ 1 and a pole of f 1 and f 2 with multiplicity k ≥ 1.
Case 5. z is a pole of D but not a zero of f 1 , f 2 , and f 3 .
In each case we can verify that the inequality µ(z) ≤ µ * (z) holds. For instance, take Case 2; then we have µ 
The remaining cases can be proved in a similar manner. This also completes the proof of the lemma.
Lemma 3 ([5]). Let f be a meromorphic function, and
be a polynomial in f of degree n, where a 0 ( = 0), a 1 , . . . , a n are finite complex numbers. Then T (r, P (f )) = nT (r, f ) + S(r, f ).
Proof of Theorem 1
Let r 1 , r 2 , . . . , r n be the roots of equation
, we have from Nevanlinna's second fundamental theorem
).
It follows that
T (r, g) ≤ n n − 2 T (r, f ) + S(r,
g). (3)
Similarly the following inequality holds:
In the sequel we use S(r) to express either S(r, f ) or S(r, g).
Consider now the following meromorphic function
The condition E f (S) = E g (S) ensures that the zeros of ψ come from the poles of g, and the poles of ψ come from the poles of f . This means that the following inequalities hold: (6) and
Let
Then f 1 , f 2 , and f 3 are meromorphic functions and f 1 is not a constant. From (3), we have
Now we distinguish two cases.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use By using Lemma 1 and Lemma 3 together with the inequalities (3) and (6), we deduce nT (r, f ) = T (r, f 1 ) + S(r)
which is contradictory to n > 4m + 10. Hence f 1 and f 2 must be linearly independent.
If f 1 , f 2 , and f 3 are linearly independent and f 2 is not a constant, then by using Lemma 2 we have
From the identities (5) and (8), we can easily see that the zeros of f 2 cannot come from the zeros of ψ, and the poles of f 2 must come from the poles of f . By the above inequality and Lemma 3 together with (6), (7) and (8), we deduce that
This contradicts the assumption n > 4m + 10. It follows that when f 1 , f 2 , and f 3 are linearly independent, f 2 must be constant and f 2 = −1, i.e. f 1 + f 3 = 1 − f 2 is a nonzero constant. By Lemma 1,
This leads to
which is a contradiction to n > 4m + 10. If f 1 , f 2 , and f 3 are linearly dependent, then there exist three constants c 1 , c 2 , and c 3 , at least one of them is not zero, such that
This and the fact that f 1 , f 2 are linearly independent imply c 3 = 0. So
Let s 0 = 0, s 1 , . . . , s m be the distinct roots of the equation z n + az n−m = 0. Then (12) shows that any s j -point of f must be a zero of ψ and hence a pole of g. But from (5) and (12) one can see that the multiplicity of any zero of ψ is at least n, so the multiplicity of an s j -point (j = 0) of f is at least n and at least m for an s 0 -point of f . Hence, we have
. . , m, and
Again by the second fundamental theorem about the deficiencies of meromorphic functions, we have
This is impossible because m ≥ 2, n > 4m + 10. Now that we have obtained c 1 = 0, c 2 = 0, c 3 = 0, by Lemma 1 and (11)
Hence from Lemma 3 and (7) and (8), we have
which is a contradiction to n > 4m + 10. We can rule out Case 1. 
That is,
This contradicts the assumption that n > 4m + 10. If f 3 = 1, then from (5) we get
where h = f/g is a meromorphic function. Further (14) can be rewritten as Θ(u j , h) ≤ 2, which contradicts m ≥ 2 and n > 4m + 10. This shows that h must be a constant.
Furthermore from (14) we can see that h must be equal to 1. Otherwise we will deduce that g is a constant. Hence f ≡ g. This completes the proof of Theorem 1.
Note that the function ψ in (5) will assume the form e α with α being an entire function under the assumptions of Theorem 2 and Theorem 3. Furthermore under the assumption of Theorem 3 the inequalities (3) and (4) will be replaced by T (r, g) ≤ n n − 1 T (r, f ) + S(r, g) and T (r, f ) ≤ n n − 1 T (r, g) + S(r, f )
