The field of biological imaging is progressing at an amazing rate. Advances in both laser-scanning microscopy and green fluorescent protein (GFP) technology are combining to make possible imaging-based approaches for studying developmental mechanisms that were previously impossible. Modern confocal and multi-photon microscopes are pushing the envelope of speed, sensitivity, spectral resolution, and depth resolution to allow in vivo imaging of whole, live embryos at cellular resolution over extended periods of time. In toto imaging, in which nearly every cell in an embryo or tissue can be tracked through space and time during development, may become a standard technique for small transparent embryos such as zebrafish and early stage chick and mouse embryos. GFP and its spectral variants can be used to mark a wide range of in vivo biological information for in toto imaging including gene expression patterns, mutant phenotypes, and protein subcellular localization patterns. Combining in toto imaging and GFP transgenic approaches on a large scale may usher in an explosion of in vivo, developmental data as has happened in the past several years with genomic data. There are significant challenges that must be met to reach these goals. This paper will discuss the current state-of-the-art, the challenges, and the prospects of in toto imaging in the areas of imaging, image analysis, and informatics. q
Introduction
Microscopic imaging has long been the principle readout in the field of developmental biology for both determining the normal course of embryonic events and for observing the results of experimental perturbations. Because of this fact, advances in imaging technology have often allowed new avenues of research into development to be explored. Van Leeuwenhoek's improved capability for polishing short focal length lenses in the 1670s allowed him to observe human sperm for the first time using a simple, single lens microscope. Robert Hooke's development of the compound microscope led to the discovery of the cell. Observations made by Matthias Schleiden and Theodor Schwann using improved compound microscopes led to the development of the cell theory, the idea that cells are the basic building blocks of all life. In the field of embryology, microscopy revealed that the zygote is a single cell and development occurs through cell division, cell movement, and cell differentiation. This observation refuted the idea of preformationism and demonstrated that development occurs through epigenesis, the new creation of form, rather than the enlargement of a preformed organism. The question of how epigenesis occurs is still the central focus of developmental biology. Improved stereomicroscopes the late 19th century that allowed for manual cell ablation and recombination in early embryos were essential for the establishment of experimental embryology by Eduard Pflüger, Gustav Born, Wilhelm Roux, Oscar Hertwig, Hans Driesch, Curt Herbst, and others. In the last decade, the development of confocal and two-photon laser-scanning microscopy (LSM; Paddock, 1999) combined with the use of green fluorescent protein (GFP; Chalfie et al., 1994) is once again opening up many new avenues of research into embryonic development. These techniques allow for the investigation of developmental mechanisms at cellular resolution in living embryos with unprecedented clarity.
As emphasized in this special issue of Mechanisms of Development, the cell is of central importance in development. Cells are the building blocks of embryos, tissues, and organisms. If we wish to understand how these structures are formed, it makes sense to focus on the cell. Cells are also an important computational unit during development. Development can be abstracted as a collection of interacting autonomous units (cells) in which the behavior of each unit is controlled by an internal genetic program that can respond to neighboring signals (Wolpert and Lewis, 1975) . Although the importance of the cell as a computational unit has long been recognized, we are only now making significant strides towards determining the genetic circuitry of cells. A considerable part of this program occurs through intermolecular interactions such as protein -protein interactions (e.g. signaling protein and receptor) and protein-DNA interactions (e.g. transcription factor and cis regulatory element). The intermolecular interactions between the components of a cell form a molecular interaction network or interactome (Ito et al., 2002) . The interactome for several species including yeast (Uetz et al., 2000; Ito et al., 2001) and Caenorhabditis elegans (Walhout et al., 2000; ) has been characterized experimentally using the two-hybrid assay, mass spectrometry, and computational methods. In a multi-cellular organism, intracellular signaling molecules allow network connections in the developmental program to be made between cells resulting in a network of networks.
Since the cell is both the basic building block of embryos and an important computational unit in the developmental program, imaging technologies for studying development should ideally be capable of cellular resolution. LSM is currently the most promising method for imaging live embryos with single cell resolution. LSM generates images by raster scanning a laser over a specimen usually through the use of fluorescence. LSM can eliminate out of focus light so that only a single focal plane in a thick specimen is imaged to produce what is called an 'optical section.' In conventional (wide-field) fluorescent imaging, haze produced from out of focus light can make imaging single cells in thick tissue very difficult. LSM eliminates out of focus light from fluorescent specimens using one of two principles. In confocal LSM, a pinhole aperture located in an optically conjugated position to the focal plane blocks out of focus light. In two-photon LSM, fluorescent markers are excited only at the focal plane through the use of a nonlinear optical property of the fluorescent dye. A fluorescent dye that normally absorbs one photon at a given wavelength can also absorb two photons with double the wavelength if the two photons reach the dye at very nearly the same time. The chance of two photons reaching the dye at the same time depends on the photon concentration, which is highest at the focal point. The probability of two-photon excitation drops off by the fourth power of the distance from the focal plane so there is very little excitation outside the focal plane. An important advantage of LSM over traditional light microscopy is the ability of LSM to capture three-dimensional (3D) images. Both confocal and two-photon LSM can generate 3D images by capturing a stack of optical sections at different focal planes. The series of two-dimensional (2D) images in the stack can be reconstructed to generate a 3D image that captures the depth of the specimen.
There are now a number of technologies for imaging the full 3D structure of an embryo (Ruffins et al., 2002) , but LSM is the only method capable of performing in vivo imaging with cellular resolution. Microscopic magnetic resonance imaging (mMRI) can image much larger specimens than LSM but does not provide cellular resolution. Reconstruction of 3D images from serial sections (Verbeek et al., 1999) or block-face imaging (Weninger and Mohun, 2002; Ewald et al., 2002) provides high-spatial resolution and does not have the inherent depth limitation of LSM. However, these sectioning-based methods require fixing and embedding the embryo, which precludes the use of timelapse imaging and may cause deformations to the structure of the embryo. LSMs are also more commonly available than the equipment required for these other imaging approaches.
LSMs are advancing to the point where it may soon be possible to image living specimens at sufficient density to resolve nearly every cell in a tissue or even a small embryo through space and time as the cells move and divide. We will refer to this form of high density, four-dimensional (4D) imaging as in toto imaging. In toto imaging has long been used in C. elegans. The small size and transparency of C. elegans allows every nuclei to be seen in whole animals using Normarski microscopy without the need for optical sectioning techniques. Several imaging systems have been developed for tracking cells throughout C. elegans development (Fire, 1994; Schnabel et al., 1997; Mohler and White, 1998; Heid et al., 2002) . Work in a number of labs is already pushing towards in toto imaging in other organisms. In Drosophila, high-density 4D imaging was recently used to map the formation of all of the over 100 neuroblasts on each side of the embryonic brain and to describe a combinatorial code of marker gene expression patterns that uniquely identifies each neuroblast (Urbach et al., 2003; Urbach and Technau, 2003a,b) . Imaging larger embryos at the density required for in toto imagining generates image sets that are gigabytes in size. Managing these large image sets will require the development of novel software for image analysis that can extract and keep track of useful biological information such as cell movements and divisions from the images. In toto imaging of cell movements during development will be useful for studying lineage and morphogenesis in normal and manipulated embryos. In toto imaging will also be a powerful tool for quantifying the effects on experimental manipulations at the cellular level.
If we are to construct accurate models of how information flows through genetic networks to control development, we must establish technologies that can capture in vivo developmental data and integrate it onto a cell-based, anatomical framework. Analysis of sequence data is currently greatly facilitated because it is digitized in an integrated, vast, centralized database (Genbank). Relative to sequence data, in vivo developmental data such as gene expression patterns and mutant phenotypes are more difficult to generate on a large scale and much more difficult to digitize in an integratable format. In toto imaging has the potential to be used for digitizing high-resolution in vivo data in a standardized, integratable format. Using in toto imaging of GFP transgenics on a large scale could be used for generating databases of expression patterns with very high-spatial and temporal resolution. Developing in toto imaging for acquiring and integrating large amounts of in vivo data will require improving the throughput of imaging and image analysis and developing novel informatics techniques for making sense of the data.
In toto imaging holds great promise for imaging cells in developing embryos but there are some significant technical challenges that must be met. Strategies must be developed to fluorescent mark all the cells in a tissue in a manner that allows individual cells to be distinguished (segmented). LSM image sets must be acquired at sufficient resolution and throughput to image all the cells in a tissue across space and time. Image analysis software must be developed that can extract the position and movement of cells from the image sets and manage the large amount of data through the use of a database. And finally, informatics software and techniques must be developed that can integrate all of this data into a useful form.
In toto image acquisition

Dimensions of an image set
In toto image acquisition involves collecting image sets than span several dimensions. Traditional light microscopy generates a single 2D image that represents the width and height of a specimen. This type of image is called an xy image and represents an image plane that is parallel with the microscope stage. LSM can generate sets of images that encompass several other dimensions. The most familiar to confocal users is the z dimension which represents the depth of a specimen. Capturing a stack of optical sections at different focal planes (different z levels) generates an xyz image set. Imaging a living specimen over time (time-lapse imaging) introduces the time dimension. If a single focal plane is imaged repeatedly over time, then an xyt image set is produced. Capturing a stack of optical sections repeatedly over time generates an xyzt image set sometimes called a 4D image set.
Capturing images with cellular resolution requires the use of a 25 £ , 40 £ , or 63 £ objective depending on the stage of development and the tissue. The field-of-view of these objectives may be too small to capture the region of interest all at once. Programmable motorized xy-stages can be used to move the specimen to different positions in a grid to 'tile' across the entire specimen with images. These tiled images can be reassembled or 'montaged' into one big image, but montaging is not always ideal. The montaged image can become too large to easily handle and the boundaries between the original images may not line-up exactly since they were captured at slightly different times in a living specimen. Instead of montaging images from different stage positions, they can just remain as separate images in an image set and be given the additional dimensions of 'x-tile' and 'y-tile' to represent which column and row of the grid they represent.
Other dimensions are also possible in LSM image sets. It is sometimes useful to think of the different color channels as dimensions. For multi-color imaging if each channel is stored as a separate image in an image set, then they can be referred by their channel dimension. Images taken of different embryos can also be organized as a dimension. This replicate or N dimension can be useful for comparing different embryos such as assessing the normal variability between embryos under the same experimental conditions or for comparing control embryos to experimental embryos.
Pushing the envelope of imaging
As discussed above, LSM image sets can span many dimensions. Collecting images across all these dimensions with sufficient spatial and temporal resolution for tracking cells is a main challenge of in toto image acquisition and requires pushing the envelope of LSM imaging. The LSM envelope consists of three main trade-offs: image quality, acquisition speed, and light intensity. Improving one of these variables usually requires sacrificing on the other variables. For example, higher quality images can be captured if slower acquisition speeds are used. Acquisition speeds can be faster if brighter excitation light intensities are used. Manufacturers of LSMs have been pushing the envelope of image quality, acquisition speed, and light intensity over the last several years by improving the optics of the microscopes, the sensitivity of the photomultiplier tubes used for detecting the signal, and the speed of the moving parts. The proper balance of trade-offs amongst these variables must be optimized for the best imaging. As a rough guideline to the current state-of-the-art, the Zeiss 510 LSM can capture a single color, 512 £ 512 image of good quality from an embryo with a moderately strong signal in 0.4 s using a pixel dwell time of 1.6 ms. Pixel dwell time refers to how long each pixel is imaged during raster scanning of a specimen.
There are also a number of variables based on the specimen that must be optimized for in toto imaging. Some of these specimen variables are interdependent with each other and with the microscope variables. Principle among these is achieving sufficient spatial and temporal resolution for identifying and tracking cells. For normal sized cells (3 -10 mm), sufficient xy resolution is easily obtained using a 25 £ or greater objective and capturing images that are 512 £ 512 pixels. Adequate resolution across the z-axis requires that the thickness of optical sections and the interval between adjacent sections be less than 1.5 mm. The temporal resolution required to track cells of course depends on how fast they are moving but a time interval of 2 min is a good guideline for imaging embryos. As an example of what is currently possible, using a 25 £ objective, a pixel dwell time of 1.6 ms, 512 £ 512 images, and a z-interval of 1.5 mm, one could image a block of tissue 360 £ 360 £ 360 mm 3 every 2 min with sufficient resolution for tracking cells.
One limitation of LSM is how deeply into an embryo one can image. The imaging depth is limited by the working distance of the objective and more problematically by the optical properties of the specimen. Objectives with medium to long working distances such as 'water dipping' objectives are typically used for LSM imaging. These objectives have lower numerical apertures than shorter working distance objectives. Lower NA objectives require more light and generate images with less xy-resolution and z-resolution. Embryos which are opaque such as Xenopus are very difficult to image below the first few cell layers because of light scattering. Transparent embryos such as zebrafish and early stage mouse and chick embryos can be imaged more throughout their depth. Older embryos tend to be more opaque and have more autofluorescence, which limits the effective penetration of LSM. Excessive amounts of fluorophore might also limit the penetration of excitation light in even transparent embryos. The exact depth limit of LSM depends on the specimen and whether confocal or twophoton LSM is being used. In transparent embryos such as zebrafish, confocal LSM can image to depths of around 200 mm. Two-photon LSM can image to much greater depths than confocal because the excitation light is only absorbed at the focal plane and tissue is more transparent to infrared light. In specimens with little absorbance of the infrared excitation light and low amounts of light scattering, imaging can be performed to depths of 500 mm or more. Because of the depth limitation, in toto imaging using LSM is most useful for imaging small embryos such as zebrafish or for superficial tissues of larger embryos.
In addition to limits across the z-axis, LSM also has potential limits across the time axis. Time-lapse imaging requires that the embryo remain healthy and develop normally while it is being imaged. This means that an embryo can only be imaged as long as it can be successfully cultured. Culturing embryos during time-lapse imaging is made more difficult by the requirements of imaging. Embryos must be anesthetized and immobilized for imaging, which makes successful culture harder. Phototoxicity can also result from repeated imaging. In practice, phototoxicity does not present much of a problem when using the low levels of visible light required for confocal LSM. Multi-photon LSM requires intense burst of infrared light which can cause phototoxicity (Tirlapur and Konig, 2001 ) but two-photon LSM has been successfully used for a variety of long-term time-lapse studies (cf. Potter et al., 1996; Haydar et al., 2003; Das et al., 2003) . Photobleaching of fluorescent dyes used to mark embryos was previously a concern in fluorescent imaging. Photobleaching is less of a concern with two-photon microscopy since excitation only occurs at the focal plane. In practice photobleaching is not a great problem when using GFP because of its extreme photostability. The main concern for long-term in toto imaging is thus keeping the embryo immobilized and healthy. Aquatic organisms such as zebrafish and Xenopus are advantageous in this regard since they normally develop externally in an aqueous environment. Since mice embryos normally develop in utero, LSM time-lapse imaging of mouse development requires special techniques. Using static culture techniques, mouse embryos can be successfully cultured for 18-24 h while being imaged (Jones et al., 2002) . Chicken embryos can be imaged in ovo for several days or in culture for a few days (Kulesa and Fraser, 1999) . Drosophila can be imaged throughout the embryonic stage of development but imaging is more difficult at later stages. Like zebrafish, C. elegans offers considerable advantages for imaging. All of the cells in C. elegans can be imaged at any stage of its development.
Fluorescent protein markers
The discovery that GFP can be used as a genetically encoded fluorescent marker (Chalfie et al., 1994) has opened up many new avenues of research. GFP has a number of properties that make it useful for in vivo, time-lapse imaging of development. GFP does not require the addition of any exogenous reagents to generate a signal (except excitation light). GFP is bright, non-toxic, and resistant to photobleaching. There are now a number of color variants of fluorescent proteins (FPs). The most useful FPs for in vivo imaging because of the brightness, photostability, and nontoxicity are enhanced cyan fluorescent protein (ECFP), enhanced green fluorescent protein (EGFP), enhanced yellow fluorescent protein (EYFP), and monomeric red fluorescent protein (mRFP1; Campbell et al., 2002) . Since FPs are genetically encoded, novel fluorescent protein variants that mark a wide variety of biological information can be made using simple molecular cloning techniques as discussed below.
An important use of FPs for in toto imaging is as segmentation markers. Segmentation refers to the algorithmic process of identifying objects of interest in an image. For the in toto imaging described here, the objects to be segmented from the LSM image sets are individual cells. As discussed in Section 3 below, segmenting cells from tissue is a very challenging task for software since cells can be packed tightly in an embryo. For software to discern all the cells in an image set, the cells must be marked using fluorescent markers designed for aiding in segmentation. One approach is to segment the nuclei of cells rather than the cells themselves since the nuclei in a fluorescently stained image of tissue will not touch or overlap as much as the cells. Nuclei can be fluorescently marked using fusions of human histone H2B to EGFP (Kanda et al., 1998) or mRFP1 (Megason and Fraser, unpublished) . H2B -FP fusion proteins incorporate into chromatin without any adverse effects on the cells. Compared with FPs containing nuclear localization sequences (NLS), the H2B -FP fusions generate a better signal to noise ratio and the fluorescence remains bound to the chromatin even during mitosis when the nuclear membrane breaks down and NLS-FPs escape to the whole cell. Membrane localized FPs can also be used as segmentation markers. Fusions of EGFP to the GAP-43 membrane localization signal (Okada et al., 1999) or mRFP1 to two copies of the Lck membrane localizations signal (Megason and Fraser, unpublished) allows the inner surface of the cell membrane to be fluorescently marked. To further improve segmentation, the cell membrane and the nuclei can be simultaneously labeled with different colors (Fig. 1) . Developing robust methods to mark cells for segmentation is a key challenge that must be met to permit in toto imaging of cell movements.
FPs can also be used to mark gene expression patterns through the use of GFP transgenics or knock-ins. In mouse, GFP has been knocked-in to the loci of the transcription factors Hoxa1, Hoxc13, and CBFb (Godwin et al., 1998; Kundu et al., 2002) . Fluorescence from these embryos can be readily detected by both fluorescent dissecting microscopes and LSMs. Since these knock-in lines contain only a single copy of GFP, they demonstrate that GFP is a sensitive marker. A large number of transgenics containing GFP under the control of tissue-specific promoters have been made in a variety of organisms including C. elegans, Drosophila, zebrafish, Xenopus, chick, and mouse (Udvadia and Linney, 2003; Megason et al., 2003) . GFP transgenics are especially useful in zebrafish where they allow the expression of a gene to be visualized with very high resolution in living embryos as they develop (Long et al., 1997; Meng et al., 1997) . GFP transgenics provide single cell resolution of expression patterns, which is difficult by in situ hybridization, and allow cellular processes such as neurons to be visualized (Fig. 2) . GFP requires 1-2 h to be expressed at detectable levels by fluorescence microscopy and has a long in vivo half-life. These properties of GFP mean that there will be a lag between when a GFP transgene is turned on or off and its detection by fluorescence. Destabilized variants of GFP with shorter half-lives may reduce the problem of GFP perdurance in transgenics (Li et al., 1998) .
FPs can reveal a great deal about in vivo protein function through the use of fusion proteins. To make a GFP fusion protein, the coding sequence of GFP is fused to the coding sequence of another protein to generate a chimeric protein.
When properly designed, GFP fusions are often functional because of the compact, monomeric nature of GFP. Functional GFP fusions can even be made for secreted signaling molecules. A fusion of decapentaplegic to GFP was used to visualize the formation of a morphogen gradient in the fly wing disc (Teleman and Cohen, 2000) . GFP fusions can be used to examine the subcellular distribution of a protein in vivo, which can provide important functional information. GFP fusions were used to show that the Wnt signaling component Axin redistributes from the cytoplasm to the membrane in response to Wnt signaling (Cliffe et al., 2003) . GFP fusions to the Hedgehog signaling component Smoothened showed that Smoothened redistributes from internal compartments to the cell surface upon Hedgehog signaling (Zhu et al., 2003) . GFP fusions can also be used to monitor neural activity non-invasively. Protein fusions to ECFP and EYFP have been used in conjunction with fluorescent resonant energy transfer (FRET) to detect activation of G-protein coupled potassium channels (Riven et al., 2003) . Protein fusions have also been used to generate pH, Caþþ, and voltage sensitive variants of GFP (Miesenbock et al., 1998; Miyawaki et al., 1999; Sakai et al., 2001) .
GFP transgenesis can be performed on a large-scale for marking biological information for imaging. A large-scale effort is currently underway in the labs of Nathaniel Heintz, Mary-Beth Hatten, and Alexandra Joyner to analyze gene expression patterns in mice using GFP transgenics. In this project, DNA from large-insert bacteria artificial chromosomes (BACs) is used drive expression of GFP since BACs are more likely to contain all of the regulatory elements required to properly express a transgene (Yang et al., 1997) . Similar transgenic efforts may also be performed in the coming years in zebrafish and Xenopus. Another approach for marking gene expression patterns with GFP is gene trapping. In this approach, a GFP cassette is randomly integrated into the genome. If the GFP cassette lands within a gene it can be expressed in the same pattern as that gene. Gene trapping using GFP is being used to mark expression patterns from a number of genes in Xenopus (Bronchain et al., 1999) . High-throughput in toto imaging has the potential to be used for capturing data from large-scale GFP transgenic projects at high resolution. For example, a GFP transgenic marking a biological parameter such as a gene expression pattern or a protein subcellular localization pattern can be crossed with a segmentation marker transgenic, and in toto imaging of the embryo could be used to digitize that biological parameter at cellular resolution throughout development.
Image analysis
Goals of software
Software is a critical aspect of in toto imaging and must perform a variety of tasks. One task that software must perform is simply managing all of the data. A LSM using a pixel dwell time of 1.6 ms and 8-bits per pixel generates data at a rate of 37 Mb/min. If this acquisition rate is maintained over a 24-h time-lapse it will generate 53 Gb of data and over 2,00,000 images (for 512 £ 512 pixel images). Just for comparison, the entire raw human genome sequence represents 1.5 Gb of data. Image compression can reduce the size 10-to 20-fold but the image set is still large. The software must also manage all of the segmented objects. If each image contains 100 cells, then 20 million segmented objects will be needed to represent the cell sections. The only method for managing such large amounts of data is through the use of a database. Standard consumer databases such as Microsoft Access can manage up to 4 billion records. High-end commercial databases such as Microsoft SQL and Oracle are capable of managing trillions of records. These database systems can be used as the 'backend' of image analysis software for managing all of the data needed for in toto imaging.
Another important aspect of image analysis software is visualization and navigation of the image set. When dealing with multi-dimensional image sets, visualizing the data across the various dimensions is helpful for understanding the data. For example, image analysis software can reconstruct 3D volumes from stacks of optical sections. These volumes can then be rotated, zoomed, and panned. Series of images across time can be reanimated by using software to make time-lapse movies from individual images. Visualizing xyz and xyt images such as these is computationally demanding. Fortunately, visualization is important for a large number of applications outside of biology from engineering to entertainment. As a result, techniques and products for visualization are well developed. Software for in toto imaging must incorporate these visualization techniques with the special requirements of in toto imaging such as visualizing pixel based images with segmented objects simultaneously and visualizing all of the different dimensions discussed above.
The most important requirement of image analysis software for in toto imaging is the ability to identify and work with biological objects of interest within the image sets. The goal of in toto imaging is to capture biological information at the level of the cell so the image analysis software must be able to identify and track cells through the images. The process of identifying objects of interest within an image is called segmentation. There are several different classes of objects that can be segmented within LSM image sets. We collectively refer to the different classes of segmented biological objects as 'traces'. We call the first type of trace a 'figure'. A figure is a 2D polygon that outlines a single object of interest in an xy image. Figures can be used to represent an optical section through the nucleus or plasma membrane of a cell. We call the next type of trace a 'mesh.' A mesh is made from figures linked across the z-axis. A mesh represents a 3D (xyz) object such as the full surface of the nucleus or plasma membrane of a single cell. The next type of trace is called a 'track'. A track is made from meshes linked across time so tracks represent 4D (xyzt) objects. A track can represent the movement of a cell through time and space. We term the final type of trace a 'lineage.' A lineage is a binary tree composed of tracks linked across cell divisions. As the name implies, lineages are used to represent cell lineages. The various types of traces are summarized in Table 1 . Traces can be created manually or using various algorithms to automatically create them. Creating traces (especially figures) in tissue automatically is difficult and is an area that needs to be researched more.
There are a number of advantages to converting pixel based image sets into collections of traces. Put simply, traces allow research to be focused on the cell rather than the pixel. Traces can be annotated with data such as cell width, cell type, cell location, and cell velocity and the annotations can be stored with the traces in a database to facilitate their management. Databases allow traces fitting specified search criteria to be quickly retrieved. For example, one could search for all the cells of a particular cell type or all the cells expressing a certain gene. Once formed, traces also allow quantitative cell-based analysis to be performed on images using straightforward approaches. The fluorescence in each channel within individual figures or meshes can be calculated and stored along with the trace in the database as trace-based annotation. If one of the channels represents the expression of a gene (such as in Fig. 3) , then histograms can be made showing the number of cells with different expression levels. A threshold can be determined for whether a cell is positive or negative for the marker, and the percentage of positive cells determined. This approach is much more quantitative and unbiased than simply looking at an image and judging a cell to be positive or negative for the expression of a marker. More complicated analyses such as scatter graphs comparing the expression of a marker in a cell as a function of its spatial location, velocity, cell type, or lineage pattern are also straightforward to create on sets of traces once the traces have been segmented from the image set. Traces are also very useful for visualizing image-based data. A 3D image of a tissue can be reconstructed using the shape and location of traces rather than the pixels of the original image set. The traces can be color coded to mimic the original fluorescent colors of the cells or to visualize an annotation such as cell type or cell velocity. Trace-based data are much more compact than pixel-based data. This compression allows trace data to be stored and transferred over the Internet more easily. The ability to transfer in vivo data over the Internet efficiently is essential for the successful implementation of gene expression and mutant phenotype databases. The data compression afforded by traces is also useful for rendering. Rendering refers to the step in the visualization process in which the image displayed on the monitor is calculated from the data based on the current perspective. Rendering is very computationally demanding and must be performed quickly to achieve real-time interactivity. Rendering geometrically defined data such as the polyhedra or surface meshes used to represent traces is much more efficient than rendering pixels. Many graphics cards have built-in hardware acceleration for this mode of rendering. In addition to rendering faster than pixel data, trace data also renders better. Most desktop 3D visualization systems use a form of thresholding for visualizing 3D pixel-based images, which results in degradation of the image. The transparency of rendered traces can also be adjusted to allow cells throughout the depth of an embryo to be visualized.
Commercial products
There are a number of commercial software packages available for microscopic image analysis. These are summarized in Table 2 . Many of these packages excel in image processing and 3D visualization. Some of them also support the use of internal databases for managing a large number of images. However, there is currently no software package that provides full support for creating and manipulating traces as described above. Metamorph, VoxelView, analySIS, Volocity, and Imaris all can do image processing such as kernel filtering and brightness/ contrast adjustment. They can also perform deconvolution, a computational approach for removing out of focus light which can further improve the sharpness of LSM images (McNally et al., 1999) . These programs can construct 3D visualizations of LSM image sets that can be rotated, zoomed, and panned. Most of these programs have some form of 'particle analysis.' Particle analysis refers to segmenting 2D and 3D objects in an image. The algorithms used for particle analysis such as thresholding, erosion/ dilation, and region growing work best on objects that do not overlap and are of consistent intensity (Pham et al., 2000) . They typically do not work sufficiently on segmenting cells in tissue to be used on a large scale such as for in toto imaging but they are useful for examining cells in culture or a limited number of cells in tissue.
Academic initiatives
In addition to the commercial products for image analysis, there are also some academic initiatives. NIH Image is a public domain image analysis program for Macintosh developed by Wayne Rasband (rsb.info.nih.gov/ nih-image/). It has been widely used in academic labs for over a decade and has spawned a Windows version called Scion Image (www.scioncorp.com) and a Java version called ImageJ (rsb.info.nih.gov/ij/) which can run on any platform that supports Java. Image can perform standard image manipulation techniques such as kernel filtering and brightness/contrast adjustment. It can also perform measurements on user define areas and do particle analysis. Image can import LSM z-series and time-series as image stacks and export movies. Image supports a scripting language for writing macros to automate multi-step tasks and can be extended through the use of plug-ins. Image is not designed to perform 3D visualization or utilize a database as a back-end. ImageJ is the version of Image, which is currently being maintained and updated. ImageJ is more than fast enough for most routine operations, but since ImageJ is written in Java it must bee remembered that it is not as fast as a fully compiled, native application.
We have developed a new software package called GoFigure that is designed to meet the needs of in toto imaging as well provide useful capabilities for other LSM based approaches. GoFigure has a two-tier or client-server architecture consisting of a database back-end and a Windows graphical user interface front-end. The database manages the storage of images and the different types of traces described above (figures, meshes, tracks, and lineages). The traces and their annotations are stored directly in the database while only the file locations of the images are stored in the database. Storing the files by reference improves the performance of the database. Images in the database are grouped into 'experiments' and organized across the dimensions of depth (z), time, x-tile, y-tile, and replicate (N). The front-end communicates with the database through ODBC (object database connectivity). ODBC is a standard interface so different database management systems can be used for the database. Microsoft Access can be used for small to mid-scale projects while Microsoft SQL Server or Oracle can be used for large-scale projects. The database can be hosted on the same computer that is running the front-end or on a different computer. For large-scale applications, the database would typically be hosted on a dedicated server where it could be shared by multiple users. The front-end of GoFigure allows each of the types of data stored in the database to be created, manipulated, visualized, and analyzed. GoFigure has algorithms for automatically creating figures, meshes, and tracks. The various types of traces can also be manually created or deleted. GoFigure allows 3D visualization of images and traces through the use of the visualization toolkit (VTK, www.kitware.com) , an open-source class library for visualization. GoFigure can also create interactive histograms and scattergrams of trace annotations for data analysis. A screenshot of GoFigure is shown in Fig. 4 . With further improvement, it is hoped that GoFigure will become an important element of in toto imaging. We anticipate releasing a version of GoFigure to the imaging community by the end of 2003.
An exciting new initiative is underway called the Open Microscopy Environment (OME; openmicroscopy.org; Swedlow et al., 2003) . OME proposes a set of standards for storing images and their associated metadata in a database format. OME grew out of the need of scientists from several different areas of research for improved methods for managing large amounts of image-based data. Scientists performing cell-based screens of small-molecule libraries were acquiring large numbers of multi-dimensional image sets with no good way of analyzing them. The feeling was that there are several excellent software packages for visualization, but software tools for data analysis and management were lacking. The methods of data analysis will often vary depending on the exact experiment being performed so OME has an open architecture that allows new data analysis routines to be designed by other developers. The open architecture of OME is achieved by having data analysis routines interact with the OME database rather than with each other. An analysis routine will take data from the database, operate on it, and then put it back in the database. Other analysis routines (perhaps written by a different developer in a different programming language) can then take that data back out of the database, operate on it or visualize it, and again replace it. In addition to specifying standards for database interaction, OME also specifies a new image file format based on XML (extensible markup language). The OME XML image format maintains all of metadata associated with an image such as the filters, objective, and microscope used to capture it. It allows an image to be exported from an OME database and sent to another researcher without losing the valuable metadata. OME is open-source but it is hoped that commercial software developers will embrace it as well to allow easier interoperability of their software and image sets generated on different microscopes. Although GoFigure and OME were conceived independently, their architecture is similar. It should thus not be too difficult to make GoFigure compliant with the OME specifications. OME could also be used as a backbone for other software applications designed for in toto imaging since OME is designed to manage large amounts of images and metadata with a robust database.
Towards a digital embryo
Standardized imaging
One advantage of sequence data compared to more 'messy' image-based data is that sequence data is easy to convert to a standard format such as the FASTA or GenBank formats used for archiving nucleotide sequences. Data can only be integrated into a powerful, searchable database like GenBank, if it is all in a standardized format. One goal of in toto imaging is to capture and convert image-based data in a standardized, cell-based, anatomical format. If this goal is accomplished, then in toto imaging can be used to scan-in in vivo data such as gene expression patterns and mutant phenotypes at cellular resolution to form anatomically organized databases. The first step in generating standardized data is imaging the embryo using standard conditions. Embryos should be imaged over the same stages and with the same orientation and resolution to generate standardized image sets. Metadata such as traces should then be extracted and stored in a standardized format (such as the OME format) in a database. If a system of standardized imaging is developed, then one could imagine having a machine that digitizes your embryo into a standard format in the same way that there are currently machines (DNA sequencers) that automatically digitize your DNA sample.
Image informatics
The purpose of digitizing image-based data in a standardized format is so that it can be integrated. Integration is essential for scientists to be able to develop useful knowledge from the glut of data now being created. Image informatics is the new area of research focused on developing methods for integrating large amounts of image-based data (Verbeek et al., 1999; Brinkley and Rosse, 2002) . There are two basic methods for integrating image-based datatextually and graphically. In textual methods, the data contained in an image is described using text. For example, anatomical descriptions of the positions where a gene is expressed can be used to describe an image representing a gene expression pattern. A database can be made containing the images and textual descriptions, and researchers can use text-based searches to find the images. A better approach for textually integrating images into a database is to use a controlled vocabulary called an 'ontology' for describing the data contained in an image (Bard, 2003 ). An ontology is a nomenclature that is structured through formal rules to fully describe a domain of knowledge. Ontologies are key to bioinformatics and are being developed for a number of domains of knowledge (Gene Ontology Consortium, 2001; www.geneontology.org/doc/gobo.html). Anatomical ontologies have been developed for mouse to describe gene expression patterns. The EMAP ontology describes developmental anatomy in mouse and the Gene Expression Database (GXD) ontology describes adult anatomy. These ontologies are used to label digital atlases such as the atlas constructed at the Medical Research Council in Edinburgh using serial sectioning (Brune et al., 2003; genex.hgu.mrc.ac. uk) and the atlas constructed at Caltech using mMRI (Dhenain et al., 2001; mouseatlas.caltech.edu) . Gene expression data can be integrated onto these digital atlases by using the same anatomical ontology to describe the gene expression pattern. The Mouse GXD at Jackson Labs is using this approach. Additionally, anatomical ontologies have been created for Drosophila (Flybase, www.flybase.org) and are being created for zebrafish (ZFIN, zfin.org) Image-based data can also be integrated graphically rather than textually. Registration is the process in which two different image sets of a similar object are overlaid so that they align. Integrating image-based data into an anatomically based database is conceptually similar to registration. There are a number of techniques for registration that have been developed for medical imaging (Hill et al., 2001 ) that could be applicable for integrating LSM image-based data. Textual techniques for image informatics are limited by the temporal and spatial resolution of their ontologies. They also require that all the images in a database be annotated (usually manually) using the ontology. Graphical techniques for searching have the potential for overcoming these limitations of textual approaches, but they are not currently being used on any of the main bioinformatics databases because they are difficult to implement robustly. The query for a graphical search could be a spatial location or it could be an image itself. For a spatial location search, the user would simply select a tissue location of interest and the database would identify entries that are positive for that location. Searches can also be done using an image as the query. One could search for genes with a similar expression pattern as a given gene as shown in an image. Such content-based searches have already been implemented for medical image databases (Mattie et al., 2000; Khan and Yun, 1996) . Graphical integration and searching approaches will be more applicable to databases constructed using in toto imaging than current image databases because the image sets will be acquired in a more standard format.
Modeling development
Recent high-throughput approaches such as the genome projects have been very successful at identifying all the parts of life such as genes, transcripts, and proteins. A major challenge for future research is understanding, how all of the parts of life fit together as a system to form a functional organism. A new area of research called 'systems biology' is emerging to address this challenge. Systems biology combines aspects of genomics, proteomics, computational modeling, and systems theory to try to understand the function of biological networks rather than just single proteins or genes. An important aspect of systems biology is trying to integrate what we have learned about biology through reductionist approaches into more comprehensive knowledge through simulation modeling. In order to integrate data, it is essential that the data is centralized, quantitative, digital, and large-scale. In toto imaging has the potential to capture high-resolution, in vivo data on a cellbased framework in an integratable format.
One eventual goal of systems biology is to generate progressively more comprehensive models of organisms. This process can be thought of as creating a 'digital organism'. This digital organism models many of the molecular and cellular processes that happen in the real organism on a computer. Such comprehensive modeling has been done to model the metabolic network of several single cell organisms including bacteria (Schilling et al., 2002) and yeast (Forster et al., 2003) . Modeling the development of multi-cellular organisms to create a 'digital embryo' should also be cell-based. It will require having a detailed knowledge of the position and number of all the different cell types and what components are expressed within different cell types. In toto imaging may be useful for capturing such in vivo, cell-based data for organisms that can be imaged well such as C. elegans and zebrafish.
Conclusions
Imaging has come a long way since the first microscopes permitted the discovery of the cell. However, the cell still remains of central importance in imaging today. Imaging technology has advanced a great deal in recent years with the innovation of LSM and GFP. These technologies may now permit molecular information to be digitized from live embryos at the single-cell level for almost all of the cells in a tissue or organism. In toto imaging such as this has vast potential but also some big hurdles. If these hurdles can be overcome, in toto imaging may allow developmental biologist to focus on the role of the cell in development with unprecedented power.
