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Chapter 1
Preliminaries
1.1 Differential Operators and Symbols
1.1.1 Notation
Let α = (α1, . . . , αn) ∈ Nn0 be a multi-index. We define |α| = α1 + · · · + αn, α! =
α1! · · ·αn!, and xα = xα11 · · ·xαnn , for x = (x1, . . . , xn) ∈ Rn.
Let Ω ⊂ Rn be an open set. Given α ∈ Nn0 and f ∈ C |α|(Ω) we define ∂αf = ∂α11 · · · ∂αnn f
where ∂
αj
j =
∂αj
∂x
αj
j
, 1 ≤ j ≤ n. It is convenient to rescale the operator ∂α as Dα = 1
i|α|∂
α,
where i =
√−1.
Definition 1.1.1 The space
S = S(Rn) = {f ∈ C∞(Rn) : sup
Rn
|xβ∂αf | <∞, for allα, β ∈ Nn0}
is called the space of rapidly decreasing functions or Schwartz space.
The set of smooth functions with compact support on Rn is a subset of S. The family of
semi-norms
|f |l = sup
x∈Rn
{(1 + ‖x‖2)l/2|∂αf(x)| : |α| ≤ l}
makes S a Fre´chet space. We use these semi-norms to define the following translation
invariant metric on S
d(f, g) =
∞∑
l=0
|f − g|l
2l(1 + |f − g|l) .
Note that for any α ∈ Nn0 , ∂α : S → S is a linear and continuous map.
21.1.2 Fourier Transform
We estabilish some notation and recall some classical results. Proofs of these well
known facts can be found in [19].
Definition 1.1.2 Given f ∈ L1(Rn) we denote by
f̂(ξ) = (2pi)−
n
2
∫
Rn
e−i〈x,ξ〉f(x)dx
its Fourier transform, where ξ ∈ Rn and 〈x, ξ〉 is the usual inner product of vectors in Rn.
For ξ ∈ Rn fixed, the function e−i〈x,ξ〉f(x) is in L1(Rn) since |e−i〈x,ξ〉f(x)| ≤ |f(x)|. Hence,
the Fourier transform fˆ(ξ) exists for all ξ ∈ Rn.
Definition 1.1.3 Let f ∈ L1(Rn). The inverse Fourier transform fˇ or f∨ is defined by the
formula
fˇ(x) = (2pi)−
n
2
∫
Rn
ei〈x,ξ〉f(ξ)dξ.
As in 1.1.2 it is clear that fˇ(x) exists for all x ∈ Rn.
Proposition 1.1.4 For f ∈ S and α ∈ Nn0 we have:
(1) ∂αfˆ = (−i)|α|x̂αf, Dαfˆ = (−1)|α|x̂αf ,
∂̂αf = i|α|ξαf̂ , D̂αf = ξαf̂ .
(2) fˆ , fˇ ∈ S.
Theorem 1.1.5 (Fourier Inversion Formula) The maps ∧ and ∨ : S → S are linear
bijections and
(
f̂
)∨
= f, (̂f∨) = f , for all f ∈ S.
31.1.3 Symbol Classes
Let Ω ⊂ Rn be an open set. The polynomial p(x, ξ) =
∑
|α|≤m
aα(x)ξ
α, where aα ∈
C∞(Ω), |α| ≤ m ∈ N0, (x, ξ) ∈ Ω× Rn, is called the symbol of the differential operator
p(x,D) =
∑
|α|≤m
aα(x)D
α. (1.1)
If f ∈ C∞(Ω) then p(x,D) acts on f as follows
p(x,D)(f)(x) =
∑
|α|≤m
aα(x)(D
αf)(x).
The following result shows the relation between differential operators of type (1.1) and their
symbols.
Theorem 1.1.6 For all f ∈ S
p(x,D)(f)(x) = (2pi)−
n
2
∫
Rn
ei〈x,ξ〉p(x, ξ)f̂(ξ)dξ
for all x ∈ Ω.
Proof. This is an application of Proposition 1.1.4 and the Fourier inversion formula:
p(x,D)(f)(x) =
∑
|α|≤m
aα(x)(D
αf)(x)
=
∑
|α|≤m
aα(x)(D̂αf)
∨(x)
=
∑
|α|≤m
aα(x)(ξ
αf̂)∨(x)
=
∑
|α|≤m
aα(x)ξ
αf̂
∨ξ (x)
= (2pi)−
n
2
∫
Rn
ei〈x,ξ〉p(x, ξ)f̂(ξ)dξ.
Following [20], we define the standard symbol classes.
4Definition 1.1.7 For each m ∈ R we define
Sm = {p ∈ C∞(Rn × Rn) : |∂αx∂βξ p(x, ξ)| ≤ Cαβ(1 + ‖ξ‖)m−|β|
for all α, β ∈ Nn0 , where Cαβ > 0}.
The family of symbols is defined as S∞ =
⋃
m∈R S
m.
Example (1) If p(x, ξ) =
∑
|α|≤m aα(x)ξ
α is such that all the derivatives of each aα ∈
C∞(Rn) are bounded then p(x, ξ) ∈ Sm.
(2) Let m ∈ R. Denote by 〈ξ〉 = (1 + ‖ξ‖2)1/2. Then p(x, ξ) = 〈ξ〉m for (x, ξ) ∈ Rn×Rn
is in Sm.
We list some basic properties about the symbol classes.
(1) Sm ⊂ Sl if m ≤ l.
(2) If p ∈ Sm, q ∈ Sl then pq ∈ Sm+l.
(3) If α, β are two multi-indices and p ∈ Sm then ∂αx∂βξ p ∈ Sm−|β|.
(4) If p ∈ S∞ and φ ∈ S then φ p ∈ Sm for all m ∈ R.
Proofs of these facts can be found in [23].
1.1.4 Asymptotic Expansions
Let p ∈ Sm. Suppose pj ∈ Smj is a sequence of symbols such that
p−
N∑
j=1
pj ∈ SmN for all N ∈ N
where mj is a decreasing sequence of real numbers with m1 = m and mj → −∞. Then we
say
∑∞
j=1 pj is an asymptotic expansion of p and write
p ∼
∞∑
j=1
pj.
5An asymptotic expansion is not unique but two asymptotic expansions differ by a symbol in⋂
m∈R S
m.
Theorem 1.1.8 Let m1 > m2 > · · · > mj → −∞ as j → ∞ and pj ∈ Smj for all
j = 1, 2, · · · . Then
(1) There is p ∈ Sm1 such that p ∼∑∞j=1 pj.
(2) If q ∈ Sm1 is such that q ∼∑∞j=1 pj, then p− q ∈ Sm for all m ∈ R.
Proof. See [23].
1.2 Pseudodifferential Operators
We now associate an operator to each symbol. This process is called quantization and
we denote it by
p 7→ θ~p ∈ OpSm (1.2)
for p ∈ Sm. There are some slight variations on how this association can be made. We are
mainly intersted in two different quantization methods: standard quantization, which is used
in [12] by Getzler; and Weyl quantization induced by symmetric symbols, which is used in
Fedosov’s article [9].
There are some requirements on the correspondence (1.2) betweeen a symbol and the
operator:
(1) the correspondence is linear;
(2) the correspondence depends on the parameter ~ (Planck’s constant);
(3) the function p = p(x, ξ) is, in a sense, the limit of the operator θ~ p as ~→ 0.
Properties 2 and 3 are known as the correspondence principle. The physical origins for these
conditions are obscure to this author. See [5] for an occurrence in a textbook.
The following definition yields the standard pseudodifferential calculus.
6Definition 1.2.1 Given a symbol p ∈ Sm, we define its θ1-pseudodifferential operator by
(θ1p)φ(x) = (2pi)
−n/2
∫
Rn
ei〈x,ξ〉p(x, ξ)φ̂(ξ)dξ
= (2pi)−n
∫
Rn×Rn
ei〈x−y,ξ〉p(x, ξ)φ(y)dydξ
for all φ ∈ S.
Definition 1.2.2 (Weyl Quantization) The operator θ~p corresponding to the Weyl sym-
bol p ∈ Sm is defined by
(θ~p)φ(x) = (2pi~)−n
∫
Rn×Rn
e
i
~ 〈x−y,ξ〉p
(
x+ y
2
, ξ
)
φ(y)dydξ
for all φ ∈ S.
1.2.1 Product of Symbols
One of our main interests in this work is the symbol of the composition of two operators.
More specifically, the composition formula which expresses the Weyl symbol of Π = (θ~p) ◦
(θ~q) in terms of the symbols p and q of the operators θ~p and θ~q. Let K,K1, K2 be the
kernels of the operators Π, θ~p, θ~q. Then
K(x, y) =
∫
K1(x, z)K2(z, y)dz
= (2pi~)−2n
∫
exp
(
i
~
〈x− z, ξ1〉+ 〈z − y, ξ2〉
)
p
(
x+ z
2
, ξ
)
q
(
z + y
2
, ξ2
)
dξ1dξ2dydz.
Therefore, the Weyl symbol r of the operator Π has the form
r(x, ξ) =
2n
(2pi~)2n
∫
exp
(
i
~
〈x− z − η, ξ1〉+ 〈z − x− η, ξ2〉+ 〈2ξ, η〉
)
p
(
x− η + z
2
, ξ
)
q
(
z + x+ η
2
, ξ2
)
dξ1dξ2dzdη.
After a change of variables we obtain
r(x, ξ) =(2pi~)−2n
∫
exp
(
2i
~
〈x1 − x2, ξ1〉+ 〈x1 − x, ξ2〉+ 〈x2 − x1, ξ〉
)
p (x1, ξ1) q (x2, ξ2) dx1dξ1dx2dξ2. (1.3)
7We call this product of symbols star product and denote it by r = p ? q. The following is an
equivalent composition formula
(p ? q)(x, ξ) = p
(
x+
i~
2
∂
∂ξ2
, ξ − i~
2
∂
∂x2
)
q(x2, ξ2)
∣∣∣∣
x2=x, ξ2=ξ
. (1.4)
Using the Fourier transform and a change of variables one verifies that this is equal to the
right-hand side of (1.3).
Theorem 1.2.3 Let p(x, ξ) ∈ Sm(Rn × Rn) and q(x, ξ) ∈ Sl(Rn × Rn). Then
(i) p ? q ∈ Sm+l.
(ii) (p ? q)(x, ξ) ∼ eiW [p(x1, ξ1)q(x2, ξ2)]
∣∣
xi=x, ξi=ξ
, where W is the operator
W =
1
2
(
∂
∂x1
∂
∂ξ2
− ∂
∂ξ1
∂
∂x2
)
.
Proof. For (i) see [3]. The asymptotic expansion in (ii) is obtained by expanding
p
(
x+ i~
2
∂
∂ξ2
, ξ − i~
2
∂
∂x2
)
from (1.4) in a Taylor series at the point (x, ξ).
1.3 Differential Geometry
In this section we survey some basic concepts, notation, and terminology of differential
geometry that will be used later, namely connections, curvature in both the Riemannian
and symplectic setting. All objects here are smooth, meaning infinitely differentiable (C∞).
When working with tensors, we will frequently use Einstein’s summation convention. Hence,
if an index occurs as both a subscript and superscript in the same term, then the term is
summed over the range of the repeated index and the summation sign is ommited. Proofs
of these classic results are omitted but can be found in [6], [13], and [8].
1.3.1 Connections
Let M be an n-dimensional manifold. A section s of a vector bundle pi : E → M
is a map s : M → E such that pis(x) = x for all x ∈ M . The space of all sections is
8denoted by Γ(M, E). The fiber of E at x ∈ M is denoted by Ex and it represents the set
{v ∈ E : pi(v) = x}.
If φ : M1 →M2 is a map of manifolds and E is a vector on M2, then we denote by
φ∗E = {(x, v) ∈M1 × E : v ∈ E}
the vector bundle over M1 obtained by pulling back E . There is an induced map
φ∗ : Γ(M2, E)→ Γ(M1, φ∗E).
Denote by TM and T ∗M the tangent bundle and contagent bundle of M respectively. The
exterior form bundle will be denoted by ΛT ∗M . The space of sections Γ(M,ΛT ∗M) is called
the space of differential forms and is denoted by A(M,R) = A(M). This is an algebra with
a natural N0-grading
Ai(M) = Γ(M,ΛiT ∗M).
We denote by d : A•(M) → A•+1(M) the exterior differential;  : A•(M) → A•(M) will
denote the exterior product
(α)β = α ∧ β
for α, β ∈ A•(M); and we will write the contraction by a vector field operator
ι : A•(M)→ A•−1(M).
by ι(X) for X ∈ Γ(M,TM). We write A(M, E) for the space of differential forms with values
in E
A•(M, E) = Γ(M, E ⊗ Λ•T ∗M).
Definition 1.3.1 If E is a vector bundle over a manifold M , a covariant derivative or con-
nection on E is a differential operator
∇ : Γ(M, E)→ Γ(M, E ⊗ T ∗M)
9that satisfies the Leibniz’s rule
∇(fs) = df ⊗ s+ f∇s
for all f ∈ C∞(M) and s ∈ Γ(M, E).
Note that we can extend a connection ∇ in a unique way to a map
∇ : A•(M, E)→ A•+1(M, E)
that satisfies the Leibniz’s rule
∇(α ∧ σ) = dα ∧ σ + (−1)kα ∧∇σ
for α ∈ Ak(M) and σ ∈ A(M, E).
Suppose we have two vector bundles with connections (E1,∇′) and (E2,∇′′) over M .
Then we have an induced connection ∇ on the tensor product E1 ⊗ E2 defined on basis
elements s1 ⊗ s2 ∈ E1 ⊗ E2 by
∇(s1 ⊗ s2) = ∇′s1 ⊗ s2 + s1 ⊗∇′′s2.
Let φ : N → M be a smooth map, and let E → M be a bundle with a connection ∇. Then
the pull-back connection ∇φ∗E is the connection on the pull-back bundle φ∗E defined by the
formula
∇φ∗E(fφ∗σ) = df ⊗ φ∗σ + fφ∗(∇σ)
for f ∈ C∞(N) and σ ∈ Γ(M, E).
Let ∇ be a connection on the vector bundle E →M . If we trivialize E over M then ∇
can be written as
∇ = d+ Γ (1.5)
where Γ ∈ A1(M,End(E)). This form Γ is called the connection 1-form of ∇ in the given
trivialization of E . We describe formula (1.5) in local coordinates. Suppose U is a coordinate
10
neighborhood of M with local coordinates xj, 1 ≤ i ≤ n. Choose m = dim E sections
si ∈ Γ(M, E), 1 ≤ i ≤ m, such that they are linearly independent on U . Since ∇si is a local
section of the bundle T ∗M ⊗ E and {sj ⊗ dxk : 1 ≤ j ≤ m, 1 ≤ k ≤ m} is a basis, we can
write
∇si = Γijksj ⊗ dxk
where Γijk are smooth functions on U , called the Christoffel symbols of the connection ∇
with respect the local coordinates xi.
Definition 1.3.2 The curvature F of the connection ∇ is the End(E)-valued 2-form on M
defined for all s ∈ A(M, E) by the formula
F (X, Y )s = [∇Xs,∇Y s]−∇[X,Y ]s
where X, Y ∈ Γ(M,TM).
Proposition 1.3.3 The operator ∇2 : A•(M, E) → A•+2(M, E) is given by F (s) for all
s ∈ A(M, E).
Proof. See [2].
Let ∇ be a connection on TM . Locally, if we write ∇ = d+ Γ then we can think of ∇2 as a
matrix
Ω = dΓ + Γ ∧ Γ
called the curvature matrix of ∇. A standard computation in local coordinates x1, . . . , xn
shows that
Ωji =
1
2
Rjikldx
k ∧ dxl
where
Rjikl =
∂Γjil
∂xk
− ∂Γ
j
ik
∂xl
+ ΓhilΓ
j
hk − ΓhikΓjhl.
Finally we recall the definition of a principal bundle.
11
Definition 1.3.4 Let G be a Lie group and M a differentiable manifold. A principal bundle
P is a bundle pi : P →M with a free transitive right action of G on the fibers (p·g)·h = p·(gh)
for all p ∈ P, g, h ∈ G, such that
pi(pg) = pi(p)
for all p ∈ P, g ∈ G. The fibers of P are diffeomorphic to G so that M is identified with the
quotient manifold P/G.
If P is a principal bundle on M with structure group G, and E is a vector space on which
G acts on the left ρ : G → End(E), then we can construct a vector bundle E → M , called
the associated bundle, by taking the fibred product
P ×G E
which is defined as the quotient of P × E by the equivalence relation
(p · g, v) ∼ (p, ρ(g)v)
for all p ∈ P, g ∈ G, v ∈ E.
In general, any vector bundle E →M of dimension m, can be viewed as an associated
bundle for a principal bundle on M with structure group GL(m,R) = GL(m). This is called
the bundle of frames.
1.3.2 Riemannian Geometry
If M is an n-dimensional manifold, then a Riemannian structure on M is a metric
〈·, ·〉 on the tangent bundle TM . We say that a connection ∇ on the tangent bundle TM is
compatible with the Riemannian metric if
d〈X, Y 〉 = 〈∇X, Y 〉+ 〈X,∇Y 〉
for all vector fields X and Y . A connection ∇ is torsion-free if
[X, Y ] = ∇XY −∇YX
12
for all vector fields X and Y .
Theorem 1.3.5 There exists a unique torsion-free and metric-compatible connection on
TM , called the Levi-Civita connection of M .
Proof. See [2].
Let x1, . . . , x2n be local coordinates on the Riemannian manifold M and ∇ the Levi-Civita
connection on M . Since ∇ is torsion free, the Christoffel symbols
∇∂i∂j = Γkij∂k
satisfy
Γkij = Γ
k
ji
for all 1 ≤ i, j, k ≤ n. Moreover, if
R(∂i, ∂j)∂l = R
k
lij∂k (1.6)
and
Rklij = 〈R(∂i, ∂j)∂l, ∂k〉
where 〈·, ·〉 is the Riemmanian metric on M , then we have the following result.
Theorem 1.3.6 (1) Rklij = −Rklji,
(2) (Bianchi) Rklij +Rkijl +Rkjli = 0,
(3) Rklij = −Rlkij,
(4) Rklij = Rijkl.
Finally, we recall the construction of the exponential map and normal coordinates. Let ∇
be a connection on the tangent bundle TM of a manifold M .
13
Definition 1.3.7 A curve γ : I → M defined on the closed interval I is called a geodesic
with respect to∇ if∇γ˙ γ˙ = 0. Here we are using the notation γ˙ = γ˙i∂i where γ = (γ1, . . . , γn).
From the theory of ordinary differential equations, we know that given x ∈M and X ∈ TxM
there exists a maximal interval I with 0 ∈ I and a geodesic γ : I → M such that γ(0) = x
and γ˙(0) = X. For x ∈M we define the exponential map of M at x by
expx : Vx →M
by X 7→ γ(1) where Vx consists of all tangent vectors X ∈ TxM such that there exists a
geodesic curve γ with γ(0) = x, γ˙(0) = X, and γ is defined on [0, 1].
Theorem 1.3.8 There exists a neighborhood U of 0 ∈ TxM and a neighborhood of x ∈M
such that the exponential map expx is a diffeomorphism on U .
Let now e1, . . . , en be an orthonormal frame of TxM ∼= Rn. By the previous theorem there
exists a neighborhood U of x which is mapped diffeomorphically by exp−1x onto a neighbor-
hood of 0 ∈ TxM . The local coordinates obtained by the chart (U, exp−1x ) are called normal
coordinates centered at x ∈M .
Theorem 1.3.9 Let ∇ be a torsion-free connection on the Riemannian manifold M . Then
with respect to a normal coordinate system at the point x ∈M , the Christoffel symbols Γkij
are zero at x.
1.3.3 Symplectic Geometry
A symplectic form is a 2-form satisfying an analytical condition (closedness) and an
algebraic condition (nondegeneracy). We define symplectic structures and introduce some
examples, namely even-dimensional euclidean spaces and cotangent bundles.
Definition 1.3.10 A skew-symmetric bilinear map Ω on the real vector space V
Ω : V × V → R
14
is called symplectic if the induced linear map
Ω˜ : V → V ∗
defined by (Ω˜v)(u) = Ω(v, u) for v, u ∈ V is an isomorphism. The map Ω is then called a
symplectic structure on V and (V,Ω) is called a symplectic vector space.
Note that if (V,Ω) is a symplectic vector space then dimV = 2n is even.
Definition 1.3.11 Let M be a manifold and ω ∈ A2(M). The 2-form ω is called symplectic
if ωx is a symplectic structure on TxM for all x ∈M .
Definition 1.3.12 Suppose e1, . . . , e2n are 2n linearly independent tangent vectors at a
given point x ∈M . This ordered basis of TxM is called a symplectic frame if ω(e2i, e2i−1) =
−ω(e2i−1, e2i) = 1, for 1 ≤ i ≤ n and ω(ek, el) = 0 for all other pairs (k, l).
Let M = R2n with linear coordinates x1, . . . , xn, ξ1, . . . , ξn. The form Ω =
∑
dxi ∧ dξi is
symplectic as can be easily checked, and the set
{ ∂
∂x1
, · · · , ∂
∂xn
,
∂
∂ξ1
, · · · , ∂
∂ξn
}
is a symplectic frame.
The following classic result states that any 2n-dimensional symplectic manifold locally
looks like (R2n,Ω).
Theorem 1.3.13 (Darboux) Let (M,ω) be a 2n-dimensional symplectic manifold, and let
p ∈ M be a given point in M . Then there is a coordinate chart (U, x1, . . . , xn, ξ1, . . . , ξn)
about p such that
ω|U =
n∑
i=1
dxi ∧ dξi.
These coordinates are called Darboux coordinates.
Proof. See [8]
15
Consider the cotagent bundle pi : M = T ∗X → X. We have cotangent coordinates
(x1, . . . , xn, ξ1, . . . , ξn) on T ∗U ⊂ T ∗X associated to coordinates (x1, . . . , xn) on U ⊂ X.
Define a 2-form ω on T ∗U by
ω =
n∑
i=1
dxi ∧ dξi.
One can check that this definition of ω is coordinate independent. To verify this, one
introduces the 1-form
α =
n∑
i=1
ξi dxi.
Note that ω = −dα. The 1-form α is the tautological form or Liouville 1-form and the
2-form ω is the canonical symplectic form.
Definition 1.3.14 Let ∇ be a connection on the tangent bundle of the symplectic manifold
(M,ω). We say that ∇ preserves ω if ∇ω ≡ 0. In other words,
Z(ω(X, Y )) = ω(∇ZX, Y ) + ω(X,∇ZY )
for any vector fields X, Y, Z on M . The connection ∇ is called symplectic if it preserves ω
and is torsion-free.
Symplectic connections exist on any symplectic manifold. To see this, note that locally
such a connection can be constructed in Darboux coordinates by setting all Christoffel sym-
bols to be identically 0. Then we can glue a global symplectic connection by a partition of
unity.
Symplectic connections and their curvature have interesting symmetry properties which
we now describe in local coordinates. Let y1, . . . , y2n be local coordinates on M . We write
ωij for the components of ω in these coordinates
ωij = ω(∂i, ∂j)
for 1 ≤ i, j ≤ 2n. Now let ∇ be a connection on TM with Christoffel symbols Γjik, so that
∇∂i∂j = Γjik∂k
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where 1 ≤ i, j, k ≤ 2n. A quick computation shows that if ∇ preserves ω and is torsion-free,
then
Γjik = ωjlΓ
l
ik
is symmetric with respect to j, i, k. Hence if ∇ is symplectic it is possible using Darboux
coordinates to write it locally as
∇ = d+ Γ
where Γ is a 1-form with values in sp(2n), the Lie algebra of the symplectic group Sp(2n).
The curvature tensor
R(∂j, ∂k)∂i = R
m
ijk∂m
of a symplectic connection has the following properties
Rijkl = −Rijlk (1.7)
and
Rijkl = Rjikl
where Rijkl = ωimR
m
jkl = ω(∂i, R(∂k, ∂l)∂j).
Chapter 2
Getzler’s Symbol Calculus
In [12] Getzler presents a way to unify pseudodifferential operators with their fermionic
equivalent, the sections of a Clifford algebra bundle over the manifold. One of the main ideas
in his paper is to consider the following filtration on the space of symbols
Sm =
∑
i+j=m
Si(M)⊗Aj(M).
This induces a filtration on the space of operators Op S• which will satisfy
OpS i ◦OpSj ⊂ OpS i+j.
This makes the leading symbol of the composition (p ? q)(x, ξ) of two symbols have the
following asymptotic expansion
(p ? q)(x, ξ) = exp
(
−1
4
R(
∂
∂ξ
,
∂
∂η
)
)
p(x, ξ)q(y, η)
∣∣∣∣
y=x,η=ξ
+ lower order terms,
where −1
4
R( ∂
∂ξ
, ∂
∂η
)p(x, ξ)q(y, η) denotes
−1
4
∑
i,j,k,l
Rklij
∂p
∂ξi
∧ ∂q
∂ηj
dxl ∧ dxk.
This formula plays an important role in his proof of the Atiyah-Singer index theorem. The
use of Clifford algebras eliminates the combinatorics of earlier proofs (see [16] or [1]), and
shows that the cancellations, which occur in these proofs, are not all that miraculous.
This exposition follows [12] and [4] with some slight simplifications. The asymptotic
expansion formula for the composition of two symbols is the main goal in this chapter.
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2.1 Clifford Algebras
Let V be a real vector space of dimension n with inner product 〈·, ·〉. Denote by
Cl(V ) the quotient of the tensor algebra T (V ) = ⊕j≥0 V ⊗ · · · ⊗ V by the two-sided ideal
I generated by all elements of the form v ⊗ v + ‖v‖2 for v ∈ V . Elements of the Clifford
algebra Cl(V ) are multiplied according to
vu+ uv = −2〈v, u〉.
There is an increasing filtration Cl(V ) = ∪kClk(V ) induced by the order gradation from the
tensor algebra. An element v ∈ Cl(V ) is of order k if there is u ∈⊕kj≥1 V ⊗· · ·⊗V such that
v = [u]. If we reduce modulo 2 the Z-grading of T (V ) we see that T (V ) is a superalgebra.
Since the ideal I is generated by even elements, the Clifford algebra is itself a superalgebra:
Cl(V ) = Cl+(V )⊕ Cl−(V ). (2.1)
Lemma 2.1.1 The center of Cl(V ) is Cl0(V ) = R if dimV = n is even, whereas for n odd,
the center is Cl0(V )⊕ Cln(V ).
Elements of degree 2 of the Clifford algebra Cl(V ) form a Lie algebra
spin(V ) = Cl2(V )
with the bracket [a, b] = ab− ba. In fact, this bracket defines an action τ of spin(V ) on V
(τa)(v) = [a, v] (2.2)
for all a ∈ spin(V ) and v ∈ Cl0(V ) = V .
Lemma 2.1.2 τ induces an isomorphism of Lie algebras between spin(V ) and so(V ).
A quick check on an oriented orthonormal basis e1, . . . , en of V shows that given A ∈ so(V )
its corresponding element under τ is
τ−1(A) =
1
2
∑
i<j
〈Aei, ej〉eiej ∈ spin(V ).
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The exponential image of the Lie algebra spin(V) in Cl(V ) defines a Lie group denoted
by Spin(V ). An alternative way to define this Lie group is the following
Spin(V ) = {s = s1 · · · s2k : si ∈ V, ‖si‖ = 1, i = 1, . . . , 2k}.
There is an anti-automorphism v 7→ vt of Cl(V ) defined on a basis vector ei1ei2 · · · eik as
(ei1ei2 · · · eik)t = eik · · · ei2ei1 . This induces an action of Spin(V ) on V that we denote by γ
and is defined by
γ(s)v = svst
for all v ∈ V , and s ∈ Spin(V ).
Theorem 2.1.3 The image Spin(V ) under γ is the Lie group SO(V ). Moreover, γ :
Spin(V )→ SO(V ) is a double covering.
Proof. See [18].
An important example of a module over the Clifford algebra Cl(V ) is the exterior
algebra ΛV . Given v ∈ V ⊂ Cl(V ), we denote its action on ΛV by c(v) and define it as
c(v)α = (v)α− ι(v)α (2.3)
for all α ∈ ΛV . Here (v) denotes the exterior product with v so that (v)α = v ∧ α and
ι(v) denotes the contraction with the covector 〈v, ·〉 ∈ V ∗. We extend this action to Cl(V )
by linearity. From the relation (v)ι(u) + ι(u)(v) = 〈v, u〉, it follows that this action is
well-defined. Moreover, there is a symbol map
σ : Cl(V )→ Λ(V )
called the symbol map, defined as
σ(v) = c(v)1
for all v ∈ Cl(V ). Here 1 denotes the identity in Λ. The map σ has an inverse called
quantization.
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Proposition 2.1.4 The symbol map σ has an inverse θ : ΛV → Cl(V ) defined on an
orthonormal basis ei of V as
θ(ei1 ∧ · · · ∧ eik) = ei1 · · · eik
where the product on the right hand side ei1 · · · eik is the Clifford product.
It follows that Cl(V ) and ΛV are isomorphic as vector spaces since they have the same
dimension, namely 2dimV .
2.2 Spinors
Losely speaking, a Riemannian manifold is called a spin manifold if it satisfies a certain
topological condition. An important representation of the Clifford algebra is the spinor
representation. This representation will identify the Clifford algebra with the algebra of
endomorphisms of some other vector space. These considerations will lead to the definition
of a principal bundle on a manifold, the spin bundle. If a smooth manifold admits a consistent
choice of these structures, then the manifold is called a spin manifold. Our main reference
for this exposition is [18].
We shall need the complex Clifford algebra. We denote the complexified Clifford alge-
bra by
ClC(V ) = Cl(V )⊗R C.
Assume also that dimR V = n = 2m is even, and that we’ve chosen an orientation of V ,
e1, . . . , en is a positive orthonormal basis.
Let W,U be two subspaces of V such that W ∩ U = 0, 〈W,W 〉 = 〈U,U〉 = 0, and
dimRW = dimR U = n =
1
2
dimR V . For example, set W as the span of the basis vectors
e2j−1 + ie2j, and U to be the span of e2j−1 − ie2j. Note that W and U are dual spaces with
respect to the scalar product 〈·, ·〉 extended to all of V ⊗ C by linearity.
Definition 2.2.1 The spinor space ∆ is defined as ∆ = ΛW ⊂ Cl(V ).
21
We define an action ρ of V on ∆ by
ρ(v)s =

√
2 (v) s, v ∈ W,
√
2 ι(v) s, v ∈ U,
for all s ∈ ∆. This action extends to all of ClC(V ) since ρ(vw) = ρ(v)ρ(w) for all v, w ∈ V .
Theorem 2.2.2 ClC(V ) is isomorphic to the algebra End(∆).
Notice that this representation of the Clifford algebra ClC(V ) can be restricted to a repre-
sentation of Spin(V). Thus, we have a representation
ρ : Spin(V )→ End(∆).
We call this the spinor representation.
We consider the following Z2-grading for the space of spinors
∆± = Λ±W
where the sign + on the right hand side denotes even degree elements and − denotes odd
degree elements of Λ•W .
Let M be a Riemannian manifold of dimension n. Using the Riemannian metric we
can reduce the structure group of the tangent bundle TM to the orthogonal group SO(n).
Thus, we obtain an associated principal bundle P over M .
Definition 2.2.3 A sprin structure on a manifold a Riemannian manifold M is a principal
bundle S over M with fiber Spin(n) such that the quotient of each fiber by the center ±1 is
isomorphic to the frame bundle P . A spin manifold is a Riemannian manifold with a choice
of a spin structure.
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This condition can be expressed in terms of the following diagram. M is spin if
S P
M
-γ
@
@
@R
pi
?
pi
commutes, where pi is the projection map and γ is the double covering described in Theorem
2.1.3. Hence, the existence of a spin strucure onM is equivalent to the existence of a lift of the
frame bundle to the Spin(n) bundle. Such a lift is unique nor is it always possible. In fact, if
the Steifel-Whitney cohomology class vanishes, then such lift is possible (see [18]). Examples
of spin manifolds are compact oriented 2-dimensional Riemannian manifolds, which, in fact,
carry different spin structures.
Definition 2.2.4 Suppose S →M is a spin structure on a manifold. The spinor bundle ∆
is the vector bundle
∆ = S ×Spin(n) ∆
associated to the principal Spin(n)-bundle S by means of the spin representation.
Definition 2.2.5 The spin connection on the principal Spin(n)-bundle S over a spin man-
ifold M is defined to be the lifting to S of the principal SO(n)-connection on P induced by
the Levi-Civita connection on TM . The spin connection on ∆ is the connection associated
to the spin connection on S via the spin representation.
2.3 Symbol Calculus
Let X be a Riemannian manifold of dimension n. For each x ∈ X, let Clx = Cl(T ∗xX)
be the Clifford algebra associated to each cotangent space T ∗xX. Let
Cl =
⊔
x∈X
Clx → X
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be the bundle of Clifford algebras over X.
Let pi : M = T ∗X → X be the cotangent bundle of X. As usual, we denote coordinates
on M by (x, ξ). Let E → X be a vector bundle. Note the following abuse of notation for the
sections of the pullback bundle pi∗(E) to M
Γ(M, E) = Γ(M,pi∗(E)).
We denote the pull-back of the standard symbol classes to M by
Sm(E) = {p ∈ Γ(M,End E) : |∂αx∂βξ p(x, ξ)| ≤ Cαβ(1 + ‖ξ‖)m−|β|
for all α, β ∈ Nn0 where Cαβ > 0}.
Denote by S• = S•(M) the space of scalar valued symbols.
Assume X is a spin manifold. Let ∆ be the spinor bundle with spin connection ∇.
Using the spinor representation ρ from Theorem 2.2.2, we notice that
S•(∆) = S• ⊗ Γ(M,End(∆)) ∼= S• ⊗ Γ(M,Cl•) ∼= S• ⊗ Γ(M,Λ•T ∗X).
We filter this space of symbols by
Sm =
∑
j+k=m
Sj ⊗ Γ(M,ΛkT ∗X).
Let α be a function that is identically one in a neighborhood of the diagonal of X ×X
such that the exponential map is a diffeomorphism on the support of α. For two points
x, y ∈ M sufficiently close, parallel translation ∆x → ∆y along the geodesic between x and
y is denoted by the symbol τ(x, y).
Given φ ∈ Γ(M,∆) we put
φx(y) = α(x, y)τ(y, x)φ(y).
We can think of φx as being an element of C
∞
0 (TxX) ⊗∆x for each x ∈ X since if y is not
in the image of the exponential map, α(x, y) = 0, and so φx(y) = 0.
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We define a quantization as follows. Given a symbol p(x, ξ) ∈ Sm we associate to it
the following pseudodifferential operator:
(θ~p)φ(x) = (2pi~)−n
∫
TxX×T ∗xX
e−
i
~ 〈y,ξ〉θ(p)(x, ξ)φx(y)dydξ (2.4)
where θ on the right hand side denotes the quantization isomorphism of Proposition 2.1.4.
Note that the operator θ~(p) depends on α. The set of all such operators, together with all
infinitely smoothing operators, is denoted by Op Sm(M) = OpSm.
The symbol map will define a symbol (ΣP )(x, ξ) ∈ Γ(M,ΛT ∗xX) for each P ∈ OpSm(M).
For φ ∈ Γ(M,∆) we define
(ΣP )φ(x, ξ) = σ
(
Py(e
i~〈exp−1x y,ξ〉φy(x))
∣∣∣
y=x
)
where σ : Cl→ ΛT ∗X.
Example (1) Let X be a vector field on M . We compute the symbol of the differential
operator ∇X where ∇ is the spin connection on the spinor bundle ∆. Let x ∈ X and
x1, . . . , xn be normal coordinates centered at x. Using these coordinates we obtain
a synchronous frame of ∆ about x. In this frame we write the spinor connection
as ∇ = d + Γ, and notice that the connection endomorphism Γ(X) vanishes at the
point x. Hence,
(Σ∇X)φ(x, ξ) =
(
∇X(ei~〈exp−1x y,ξ〉φy(x))
∣∣∣
y=x
)
= X
(
ei~〈exp
−1
x y,ξ〉φy(x)
)
+ ei~〈exp
−1
x y,ξ〉Γ(X)φy(x)
∣∣∣
y=x
= X(i~〈exp−1x y, ξ〉)ei~〈exp
−1
x y,ξ〉φy(x) + ei~〈exp
−1
x y,ξ〉Γ(X)φy(x)
∣∣∣
y=x
= i~〈X, ξ〉φ(x).
Therefore,
(Σ∇X)(x, ξ) = i~〈X, ξ〉.
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(2) Let X, Y be vector fields on M . We compute the symbol of the differential operator
∇X∇Y .
(Σ∇X∇Y )φ(x, ξ) =
(
∇X∇Y (ei~〈exp−1x y,ξ〉φy(x))
∣∣∣
y=x
)
= ∇X
(
i~〈Y, ξ〉ei~〈exp−1x y,ξ〉φy(x) + ei~〈exp−1x y,ξ〉Γ(Y )φy(x)
)∣∣∣
y=x
= i~〈X, ξ〉i~〈Y, ξ〉ei~〈exp−1x y,ξ〉φy(x) + i~〈Y, ξ〉ei~〈exp−1x y,ξ〉Γ(X)φy(x)
+ i~〈X, ξ〉ei~〈exp−1x y,ξ〉Γ(Y )φy(x) + ei~〈exp−1x y,ξ〉Γ(X)Γ(Y )φy(x).
As before, Γ(X)φy(x)|y=x = Γ(Y )φy(x)|y=x = 0. It is shown in Atiyah, Bott, Patodi
[5, Appendix II, Proposition 3.7], that Γ(X)Γ(Y )φy(x)|y=x = F (X, Y )φ(x) where
F ∈ A2(M,End(∆)) is the curvature of the spin connection on the spinor bundle.
The symbol σ : Cl → ΛT ∗X of F is the curvature of the Levi-Civita connection
σ(F )(X, Y ) = 1
4
R(X, Y ). Therefore, we obtain
(Σ∇X∇Y )(x, ξ) = i~〈X, ξ〉i~〈Y, ξ〉+ 1
4
R(X, Y ).
The maps Σ and θ~ are not inverses of each other but they will be inverses for asymptotic
expansions of symbols.
We now present Getzler’s formula for the composition of symbols in Pm(M), the subset
of Sm(M), which consists of symbols that are polynomials in ξ. This composition is defined
as
p ? q = Σ(θ~(p) ◦ θ~(q)).
We will omit the proof of this result but we emphasize the importance of the formula for
β0(p, q) since an analogous formula will be obtained by a different method in Chapter 4.
Theorem 2.3.1 Let p ∈ Pm and q ∈ P l. There exists differential operators
βn : Γ(M,ΛT
∗X)⊗ Γ(M,ΛT ∗X)→ Γ(M,ΛT ∗X)
such that
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(1) βn(p, q) ∈ Pm+l−n
(2) p ? q =
∞∑
n=0
βn(p, q)
(3) β0(p, q)(x, ξ) = exp
(
−1
4
R( ∂
∂ξ
, ∂
∂η
)
)
p(x, ξ)q(y, η)
∣∣∣
y=x,η=ξ
, where
−1
4
R(
∂
∂ξ
,
∂
∂η
)p(x, ξ)q(y, η) = −1
4
∑
i,j,k,l
Rklij
∂p
∂ξi
∧ ∂q
∂ηj
dxl ∧ dxk.
Proof. See [12] or [4]
To study the asymptotics of pseudodifferential operators, Widom [21] introduced a
family of pseudodifferential operators θp~ = θp(x, ~ξ). More specifically, for a symbol p ∈ Sm,
the dilated symbol p~ is defined as
p~(x, ξ) =
n∑
j=0
~jpj(x, ~ξ)⊗ ωj
where pj ∈ Sm−j and ωj ∈ Γ(M,ΛjT ∗X). In this context we have the following notion of an
asymptotic expansion.
Definition 2.3.2 A family of symbols p(x, ξ, ~) ∈ Sm is called an asymptotic family if there
exists symbols pn(x, ξ) ∈ Sm−n such that
p(x, ξ, ~) ∼
∞∑
n=0
~npn(x, ξ)
The equivalence class of an asymptotic family of symbols p(x, ξ, ~) is called an asymp-
totic symbol. Hence, if there is no ambiguity, a representative of the equivalence class is
called an asymptotic symbol.
Given an asymptotic symbol p~(x, ξ, ~), the quantization θp~ is independent of the
cut-off function α in (2.4) (see [4], Lemma 3.6).
The next result gives an asymptotic expansion for Σ(θp~ ◦ θq~).
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Theorem 2.3.3 Let p~(x, ξ) and q~(x, ξ) be two asymptotic symbols then there exists an
asymptotic symbol r~(x, ξ) such that θp~ ◦ θq~ = θr~. Moreover,
(p ? q)~ ∼
∞∑
n=0
~nβn(p, q).
In particular, the leading symbol of p?q is given by β0(p0, q0) where p0 and q0 are the leading
symbols of p and q.
Proof. For the existence of the asymptotic symbol r~ see [6], Lemma 3.10. We sketch
the proof of the asymptotic expansion for Σ(θp~ ◦ θq~). Note that the degree of βn(p, q)
is determined by the degree of the coefficients of βn since these are elements Γ(M,ΛT
∗X),
and by how many times p and q are differentiated in the ξ variable. Also, these βn are
determined by their action of symbols that are polynomials in ξ as in Theorem 2.3.1. Hence,
we will assume p = f ⊗ ω where f is a homegenous polynomial in ξ of degree m − j and
ω ∈ Γ(M,ΛjT ∗X). Hence, p ∈ Sm and we can write p~ = ~mp. Similarly, say q ∈ S l so that
q~ = ~lq.
By Theorem 2.3.1,
Σ(θp~ ◦ θq~)(x, ξ/~) = ~m+l
∞∑
n=0
βn(p, q)(x, ξ/~). (2.5)
Since βn(p, q) ∈ Sm+l−n, then βn(p, q)(x, ξ) = ~−m−l+nβn(p, q). Substitute this in (2.5), to
get
Σ(θp~ ◦ θq~)(x, ξ/~) =
∞∑
n=0
~nβn(p, q).
Finally, note this shows that the first term of the expansion of (p ? q)~ is β0(p, q).
Chapter 3
Fedosov’s Geometric Construction of Deformation Quantization
In [9] Fedosov provides a way to define a star product on a symplectic manifold (M,ω)
with a given symplectic connection. The construction is remarkably simple and canonical.
His method consists of an iteration that yields a flat connection on the bundle of formal
Weyl algebras starting off with a linear symplectic connection on the tangent bundle of the
manifold.
Such deformations are classified up to natural equivalence. They are in one-to-one cor-
respondence with their characteristic classes, formal series Ω = Ω0+~Ω1+ · · · of cohomology
classes Ωj ∈ H2(M,C), where Ω0 is the class of the symplectic form ω.
Although the question of the existence of a star product for symplectic manifolds had
been completely solved before (see [14], [22], or [15]), Fedosov’s results are geometric and
constructive enough to be extended to define a deformation with fermionic coefficients. This
is in some way the results we propose in Chapter 4. Hence this chapter gives an overview of
his results and the detailed computations and proofs will be presented later in Chapter 4.
3.1 Weyl Algebras Bundle
Let (M,ω) be a symplectic manifold of dimension 2n. We define the bundle of formal
Weyl algebras on the symplectic manifold (M,ω). Denote by W the C((~))-algebra
C[[xˆ1, . . . , xˆn, ξˆ1, . . . , ξˆn, ~]] (3.1)
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with associative product given by the Moyal rule
f ◦ g = exp
(
i~
2
n∑
i=1
(
∂
∂xˆi
∂
∂ηˆi
− ∂
∂ξˆi
∂
∂yˆi
))
f(xˆ, ξˆ) g(yˆ, ηˆ)
∣∣∣∣∣
yˆ=xˆ, ηˆ=ξˆ
.
Note that W is generated by xˆi, ξˆi with defining relations
xˆi ◦ ξˆj − ξˆj ◦ xˆi = i~δij.
We use the usual filtration of W induced by setting the degrees of the generators as follows:
|xˆi|, |ξˆi| = 1, |~| = 2.
Symplectic frames form a principle bundle FSp(M)→M with structure group Sp(2n) =
Sp(R, 2n). The Lie algebra sp(2n) = sp(R, 2n) of Sp(2n) acts on W by inner derivations. We
describe this action in coordinates (x, ξ) in R2n. It is convenient to reorder the coordinates
in R2n as follows: set y2i−1 = xi and y2i = ξi for i = 1, . . . , n. In these new coordinates the
standard symplectic form Ω is written as
Ω =
∑
dxi ∧ dξi = 1
2
∑
Ωijdy
i ∧ dyj.
A 2n× 2n matrix A = (aij) is in sp(2n) if the matrix
αij =
2n∑
k=1
Ωika
k
j
is symmetric. The inner derivation f 7→ Af on W induced by an element A ∈ sp(2n) is
computed with the graded ◦-commutator Af = [Aˆ, f ] where
Aˆ =
1
2~
2n∑
i,j=1
αij yˆ
iyˆj. (3.2)
Notice that this yields an embedding
sp(2n)→ W, (3.3)
so we identify sp(2n) with the Lie algebra of homogeneous quadratic polynomials in W .
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The Weyl algebra bundle over M is defined as
W = FSp(M)×Sp(2n) W.
If we trivialize FSp(M) over M
FSp(M)→M × Sp(2n)
we see that locally, W is identified with M × W . Hence locally we write sections of the
bundle W →M as ∑
|α|,k≥0
~kak,αyˆα
where ak,α are smooth functions for every k and every multi-index α ∈ N2n0 , yˆα = (yˆ1)α1 · · · (yˆ2n)α2n ,
and yˆ2i−1 = xˆi, yˆ2i = ξˆi, 1 ≤ i ≤ n. The filtration on W induces a filtration on W :
W =W0 ⊃ W1 ⊃ W2 ⊃ · · · ,
where
Wj = {
∑
2k+|α|≥j
~kak,αyˆα}.
It is useful to think of the fiber Wx as a quantization of the algebra of functions on
an infinitesimal neighborhood of zero of the symplectic vector space TxM . Note that the
center Z of W consists of sections not containing yˆs and so we have a trivial line subbundle
Z whose fiber at x ∈ M consists of the central (constant) functions on TxM . In particular,
we have a canonical embedding
i : T ∗M ↪→W (3.4)
which identifies a cotangent vector with its corresponding linear function on TM .
Let ∇˜ be a symplectic connection TM . Using (3.2) we can extend ∇˜ to a connection
on W that we denote by ∇. In Darboux coordinates x1, . . . , xn, ξ1, . . . , ξn, we can write ∇
locally as follows
∇ = d+ i
2~
[Γ˜jkiyˆ
j yˆkd(x, ξ)i, ·]. (3.5)
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Let R˜ = ∇˜2 ∈ A2(M,End(TM)) be the curvature of ∇˜. Then the curvature of the induced
connection onW is ∇2 = [Rˆ, ·] where Rˆ ∈ A2(M,W) is the image of R˜ via the map described
in (3.3). In coordinates
Rˆ =
i
4~
R˜jkilyˆ
j yˆkd(x, ξ)i ∧ d(x, ξ)l (3.6)
where R˜jkil = ωjmR˜
m
kil, R˜(∂i, ∂l)∂j = R˜
m
jil∂m, and d(x, ξ)
k = dx1 + dξ1 + · · ·+ dxn + dξn.
3.2 Deformation Quantization
A deformation quantization, or star product on M (see [4]), is a formal associative
deformation
f ? g = fg + ~b1(f, g) + ~2b2(f, g) + · · ·
of the product of smooth functions f, g ∈ C∞(M) such that bj are bidifferential operators
and f ? 1 = 1 ? f = 1.
Let us recall the main ideas of Fedosov’s construction of a star product on C∞(M).
Definition 3.2.1 A connection
D : Γ(M,W)→ A1(M,W)
is said to be flat if its curvature D2 = [Ω, ·] = 0. In other words, D is flat if Ω ∈ A2(M,W)
is central.
Using the composition
TM → T ∗M ↪→W
of the isomorphism induced by ω with the embedding i described in (3.4), we obtain a
canonical form r−1 ∈ A1(M,W). This canonical form r−1 is of fundamental importance in
Fedosov’s work. Locally, it is written as
r−1 = − i~ωij yˆ
id(x, ξ)j. (3.7)
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This explains the subscript −1 since this form is Weyl degree −1 . Its adjoint action on W
induces a derivation that we denote by
δ = [r−1, ·].
It’s important to notice the effect of δ on generators: δ(yˆ2i−1) = dxi, δ(yˆ2i) = dξi, δ(~⊗1) = 0.
In particular,
δ : Aq(M,Wp)→ Aq+1(M,Wp−1)
reduces the filtration in W by 1. If ∇ is a symplectic connection as described in (3.5), then
a quick check on generators shows that
∇δ + δ∇ = 0 (3.8)
and
δ2 = 0.
Therefore, we have a complex
0→ Γ(M,W) = A0(M,W) δ−→ A1(M,W) δ−→ A2(M,W)→ · · · . (3.9)
This complex is acyclic as the next result shows.
Lemma 3.2.2 Let
δ∗ : Aq(M,Wp)→ Aq−1(M,Wp+1)
be defined as
δ∗(a) = yˆkι(∂(x,ξ)k)(a)
where ι denotes contraction by the vector field ∂(x,ξ)k =
∂
∂(x,ξ)k
and the form a, and yˆk is
just the usual commutative product of functions. Then δ∗ is a homotopy between δ and the
identity
δδ∗ + δ∗δ = (p+ q)id.
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Proof. See [1].
Fedosov considers connecions D on W of the form
D = ∇+ [r, ·]
where ∇ is a symplectic connection and r = r−1 + r0 + r1 + · · · is a 1-form with values in
W . Here r0 = 0 for uniformity but the terms ri, i ≥ 1, are chosen so that the curvature
D2 = [Ω, ·] = 0 where
Ω = Rˆ +∇r + 1
2
[r, r]
is a 2-form with values in the center Z. The forms ri can be computed using a recursive
procedure that will be explained in Chapter 4.
Theorem 3.2.3 Let (M,ω) be a symplectic manifold and ∇ a symplectic connection on
TM . Then
(1) For any
Ω~ = ω + ~ω1 + · · · ∈ A2(M,C[[~]])
with dωi = 0, there exists a 1-form r = r−1 + r0 + r1 + · · · ∈ A1(M,W) such that
the connection
D = ∇+ [r, ·]
is a flat connection with curvature D2 = [Ω~, ·] = 0.
(2) The algebra ker(D) of flat sections of Γ(M,W) is isomorphic to C∞(M)[[~]] as
C[[~]]-modules and the induced product on C∞(M)[[~]] is a star product on M .
Proof. See [9].
The isomorphism C∞(M)[[~]] → ker(D) described in part 2 of the previous theorem is
denoted by θ and we call it quantization. The symbol map
σ˜ : ker(D)→ C∞(M)[[~]] (3.10)
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defined as σ˜(a) = a(x, 0, ~) for every a(x, yˆ, ~) ∈ Γ(M,W) is the inverse of θ. Hence the star
product of two functions p, q ∈ C∞(M) is given by the formula
p ? q = σ˜(θ(p) ◦ θ(q)).
Example (Quantization of R2n) Denote by x1, . . . , xn, ξ1, . . . , ξn coordinates in R2n. The
standard symplectic form Ω =
∑
dxi ∧ dξi gives a symplectic structure on R2n. The trivial
connection ∇ = d is a symplectic connection on R2n. The connection
D = −δ + d
is clearly a flat connection. In coordinates this connection is written as follows
D = d(x, ξ)k
(
∂
∂(x, ξ)k
− ∂
∂(xˆ, ξˆ)k
)
.
A flat section corresponding to a function p(x, ξ) ∈ C∞(M) is as follows
θp(xˆ, ξˆ) = p+
∂p
∂(x, ξ)k
(xˆ, ξˆ)k +
∂2p
∂(x, ξ)l∂(x, ξ)k
(xˆ, ξˆ)k(xˆ, ξˆ)l + · · ·
where
∑
(xˆ, yˆ)j = xˆ1 + ξˆ1 + · · ·+ xˆn + ξˆn. Using the Moyal product we can compute the star
product of two functions p(x, ξ), q(x, ξ) ∈ C∞(M)
p ? q = σ˜(θ(p) ◦ θ(q))
= exp
(
i~
2
n∑
i=1
(
∂
∂xˆi
∂
∂ηˆi
− ∂
∂ξˆi
∂
∂yˆi
))
(θp)(xˆ, ξˆ) (θq)(yˆ, ηˆ)
∣∣∣∣∣
yˆ=xˆ, ηˆ=ξˆ
= pq +
i~
2
(
∂p
∂xk
∂q
∂ξk
− ∂p
∂ξk
∂q
∂xk
)
+
(i~)2
4
(
∂2p
∂xl∂xk
∂2q
∂ξl∂ξk
− ∂
2p
∂ξl∂ξk
∂2q
∂xl∂xk
)
+ · · · .
Note that the star product gives exactly the asymptotic expansion of the product of symbols
of Theorem 1.2.3.
Chapter 4
Deformation Quantization with Fermionic Variables
We propose a way to unify Getzler and Fedosov’s work by means of a deformation of
the exterior algebra of a Riemannian manifold. The incorporation of Clifford variables in
Fedosov’s construction on the cotangent bundle yields a formula for the composition of two
formal symbols that is analogous to the famous formula for leading symbol of the composition
of two symbols given by Getzler in [12].
More specifically, we show that it is possible to compute a flat connection on the tensor
product of the Weyl and Clifford bundles. Fedosov’s method is geometric and canonical
enough so that the method adapts easily to this context and the Weyl-Clifford product can
be used to define a deformation of the exterior algebra of the Riemannian manifold.
The gradiation and filtration of the tensor product of the Weyl and Clifford algebras
play an important role in this construction. Thus, we use the language of supergeometry
which is advantageous when dealing with degree considerations and computations.
4.1 Superspaces
A superspace E is a vector space with a decomposition
E = E+ ⊕ E−.
This decomposition induces a Z2-grading on E. We say that v ∈ E is even if v ∈ E+ and
that it is odd if v ∈ E−. Note that any vector space E can be endowed with a Z2-grading,
simply put E+ = E and E− = 0.
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A superalgebra A is a superspace in which the Z2-grading is respected by the product:
A± · A± ⊂ A± and A∓ · A± ⊂ A−.
The parity |a| of an element a of the superalgebra A is defined as 0 or 1 if the degree
of a is even or odd respectively. We define the supercommutator of two elements in A by
[a, b] = ab− (−1)|a||b|ba.
Some useful relations that follow easily from this definition are the following
(1) [a, b] + (−1)|a||b|[b, a] = 0;
(2) (Jacobi) [a, [b, c]] = [[a, b], c] + (−1)|a||b|[b, [a, c]]; and
(3) [ab, c] = (−1)|b||c|[a, c]b+ a[b, c].
Hence, this bracket gives A the structure of a Lie superalgebra.
Given two super spaces E = E+⊕E− and F = F+⊕F−, there is a natural Z2-grading
on the tensor product E ⊗ F induced by the grading on E and F
(E ⊗ F )+ = (E+ ⊗ F+)⊕ (E− ⊗ F−),
(E ⊗ F )− = (E+ ⊗ F−)⊕ (E− ⊗ F+).
Let M be a manifold and E = E+ ⊕ E− be a superbundle on M . Denote by A(M, E)
the algebra of E-valued differential forms on M . This algebra has natural Z-grading given
by the degree of a differential form. There is also a Z2-grading that we will denote by
A(M, E) = A+(M, E)⊕A−(M, E)
where
A+(M, E) =
∑
i
A2i(M, E+)⊕
∑
i
A2i+1(M, E−),
A−(M, E) =
∑
i
A2i(M, E−)⊕
∑
i
A2i+1(M, E+).
(4.1)
We now introduce Quillen’s concept of a superconnection [17].
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Definition 4.1.1 Let E → M be a vector bundle on the manifold M such that for all x in
M , Ex = E+x ⊕ E−x is a superspace. Then we say E = E+ ⊕ E− is a superbundle on M .
Definition 4.1.2 Let E be superbundle on M . A superconnection on E is an odd-parity,
first-order differential operator
∇ : Γ(M, E±)→ A∓(M, E)
which satisfies Leibniz’s rule
∇(f ∧ σ) = df σ + f∇σ
for f ∈ C∞(M) and σ ∈ A•(M, E).
Note that we can extend a given superconnection ∇ on a superbundle E to all of A•(M, E)
simply by putting
∇(φ⊗ σ) = dφ σ + (−1)|φ|φ ∧∇σ
for φ ∈ A(M) and σ ∈ Γ(M, E).
The operator ∇2 on A(M, E) is called the curvature of the superconnection ∇. Its
action is given by the action of a differential form F ∈ A+(M,End(E)). It satisfies the
Bianchi identity ∇F = [∇,∇2] = 0.
If ∇ and ∇′ are superconnections on E and F , then there is a superconnection on
E ⊗ F given by ∇⊗ 1 + 1⊗∇′.
4.2 Clifford Algebra Bundle
Let V be a real vector space of dimension n with inner product 〈·, ·〉 and let be ~ a
formal parameter. We will introduce the parameter ~ in the definition of Clifford algebra
Cl(V ) defined in section 2.1. Denote by Cl~(V ) the Clifford algebra where elements multiplied
according to
vu+ uv = −2~〈v, u〉. (4.2)
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We define the order of ~ ∈ Cl~(V ) to be 2.
The Lie algebra
1
~
Cl~(V )J~K/1~RJ~K
with bracket [a, b] = ab− ba (Clifford product) is isomorphic to the algebra of derivations of
Cl~(V )J~K. Moreover, using the notation of (2.2) we have the following analogous result.
Lemma 4.2.1 The adjoint action τ of the Lie algebra
spin~(V ) :=
1
~
Cl2~(V )
on V induces a Lie algebra isomorphism between spin~(V ) and so(V ).
Proof. Let e1, . . . , en be an orthonormal basis for the vector space V . We start by showing
that [a, v] ∈ V for all a ∈ spin~(V ) and v ∈ Cl1~(V ) = V . It is enough to check the following
two cases. First assume a = 1~eiej and v = ek with i, j, k all different. Then
[a, v] =
1
~
(eiejek − ekeiej)
=
1
~
(eiejek − eiejek)
= 0.
The second case is a = 1~eiej and v = ei. In this case we have
[a, v] =
1
~
(eiejei − eieiej)
=
1
~
(−eieiej − eieiej)
= 4ej.
Also note that τ [a, b] = [τ(a), τ(b)] so it follows that τ defines a Lie algebra homomorphism
from spin~(V ) into gl(V ). Moreover, τ actually maps into so(V ) since by the Jacobi identity
〈τ(a)v, u〉+ 〈v, τ(a)u〉 = − 1
2~
[[a, v], u]− 1
2~
[v, [a, u]]
= − 1
2~
[a, [v, u]]
= 0.
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Since τ is injective, it is an isomorphism since so(V ) and spin~(V ) are both of dimension
n(n− 1)/2.
A quick check on an oriented orthonormal basis e1, . . . , en of V shows that given A ∈ so(V )
its corresponding element under τ is
τ−1(A) =
1
2~
∑
i<j
〈Aei, ej〉eiej ∈ spin~(V ). (4.3)
The algebra of formal power series in ~ with coefficients in Cl~(V )
Cl~(V )J~K
has an increasing filtration
Cl~(V )J~K = Cl0~ ⊂ Cl1~ ⊂ Cl2~ ⊂ · · ·
where
Clk~ = {elements of Cl(V )J~K of degree ≤ k}.
The action of the Clifford algebra Cl(V ) on ΛV described in (2.3) can be extended to Cl~(V ).
This is done by rescaling the action by ~ so that given v ∈ V its action c~(v) on ΛV is
c~(v)α = ~((v)α− ι(v)α).
We verify that this action respects the relation in the definition of the Clifford algebra (4.2).
For v, u ∈ V and α ∈ ΛV we have
(c~(vu) + c~(uv))α = ~ ((v)(u)− ι(v)(u)− (v)ι(u) + ι(v)ι(u)
+ (u)(v)− ι(u)(v)− (u)ι(v) + ι(u)ι(v))α
= −~(ι(v)(u) + (v)ι(u) + ι(u)(v) + (u)ι(v))α
= −2~〈v, u〉α.
Here we used the relation (v)ι(u) + ι(u)(v) = 〈v, u〉 on ΛV . The symbol map
σ~ : Cl~(V )→ ΛV (4.4)
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given by σ~(v) = c~(v) 1 is an isomorphism of vector spaces, where 1 is the identity in ΛV .
Note that if e1, . . . , en is an orthonormal basis of V then
σ~(ei1ei2 · · · eik) = ~kei1 ∧ ei2 ∧ · · · ∧ eik .
On the other hand, the quantization map
θ~ : ΛV → Cl~(V ) (4.5)
is rescaled as follows
θ~(ei1 ∧ ei2 ∧ · · · ∧ eik) =
1
~k
ei1ei2 · · · eik .
Let X be an orientable Riemannian manifold of dimension n. For each x ∈ X, let
(Cl~)x be the Clifford algebra associated to each cotangent space T
∗
xX. Let
Cl~ =
⊔
x∈X
(Cl~)x
be the bundle of Clifford algebras where the fiber at x ∈ X is (Cl~)x = Cl~(T ∗xX).
Let ∇ be the Levi-Civita connection on X and vi an orthonormal frame of the tangent
bundle. Let Γkij be its Christoffel symbols with respect to this frame, defined by
∇vivj = Γkijvk.
For each i = 1, . . . , n, Γkij is a skew-symmetric matrix in (j, k). Hence, we can locally write
∇ as
∇ = d+ Γ
where Γ is a 1-form with values in so(n). Using (4.3) we can lift this connection to Cl~ and
write it locally as follows
∇C = d+ 1
4~
[Γkijejekdx
i, ·]
where Γkij are the Christoffel symbols of the Levi-Civita connection; and ei correspond to a
local orthonormal coframe on X, and the bracket is with respect to the Clifford product.
Finally, note that the curvature of ∇C is given by
∇C2 = 1
16~
Rkjilejekdx
i ∧ dxj. (4.6)
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4.3 Weyl ⊗ Clifford
Let X be a Riemannian manifold of dimension n. Consider the cotangent bundle
pi : M = T ∗X → X.
Pull back the bundles ΛT ∗X and Cl~ to M via pi. To simplify the notation we will denote
these bundles as follows
Λ = pi∗(ΛT ∗X) and C = pi∗(Cl~).
The pull-back of the Clifford connection ∇C via pi will be denoted by ∇C. We endow M
with the canonical symplectic form ω0 and denote by W the bundle of Weyl algebras over
M . Let ∇ be a symplectic connection on W →M . On the Weyl algebra bundle we use the
trivial Z2-grading:
W+ =W and W− = 0.
Now consider the bundle
W ⊗C∞(M) C →M.
We will denote the product of sections of this bundle by ◦. The associative algebra bundle
W ⊗ C has a filtration inherited from W and C:
(W ⊗ C)p =
⊕
i+j=p
Wi ⊗ Cj.
We will adopt the following convention for the parity of sections of this bundle. On C
we use the Z2-grading described in equation (2.1). Hence,
(W ⊗ C)+ =W ⊗ C+,
(W ⊗ C)− =W ⊗ C−.
Differential forms with values in W ⊗ C form a superalgebra with parity determined by
equation (4.1). The bracket [·, ·] on this algebra denotes a supercommutator with respect to
this parity convention.
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Sections of this bundle are locally of the form
a(~, yˆ, e) =
∑
|α|,|β|,k≥0
~kak,α,β yˆαeβ
where α ∈ N2n0 and β ∈ Nn0 are multi-indices. Note that the Clifford symbol map lifts to a
vector bundle isomorphism σ~ : C → Λ. Also, since W is unitary, we have an embedding
θ~ : Γ(M,Λ
•) ↪→ Γ(M,W ⊗ C).
The main idea of this construction is to show that we can compute a Fedosov-type
connection D on the bundle W ⊗ C →M . Such connection
D : Γ(M,W ⊗ C)→ A1(M,W ⊗ C)
is of the form
D = ∇⊗ 1 + 1⊗∇C + [r, ·]
where r = r−1 + r0 + r1 + r2 + · · · ∈ A1(M,W⊗C), r−1 = r−1⊗ 1 is the derivation described
in (3.7), r0 = 0, and rk for k ≥ 1 are constructed so that D2 = 0. In what follows we show
how to find r so that D2a = 0 for any element a ∈ Γ(M, (W ⊗ C)p) for any p. To do this,
we read the equation
D2 = ∇2 − [δ, r] + [∇, r] +∇C2 + [∇C, r]+ r2 = 0 (4.7)
in each degree and solve recursively for the operators rk. Here is how the process works in
low degrees:
• Degree p− 2.
δ2 = 0.
• Degree p− 1.
[δ,∇] + [δ,∇C] = 0.
The first term is known to be equal to zero from (3.8). The second term is equal to
zero as well since ∇C contains no Weyl variables.
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• Degree p.
−[δ, r1] +∇2 +∇C2 = 0.
First note that
[δ,∇2] = [δ,∇]∇+∇[δ,∇]
and since each of these terms are equal to zero, we have [δ,∇2] = 0 . Also [δ,∇C2] = 0
since ∇C2 contains no Weyl variables. Therefore [δ,∇2 +∇C2] = 0.
Next, we extend the homotopy δ∗ from Lemma 3.2.2 to A(M,W ⊗ C) by setting
δ∗ = δ∗⊗ 1. Using formulas (3.6) and (4.6) for the curvature of ∇ and ∇C we obtain
r1 = δ
∗(∇2 +∇C2)
=
i
16~
R˜jkil
(
yˆiyˆj yˆkd(x, ξ)l − yˆlyˆj yˆkd(x, ξ)i)
+
1
60~
(
Rkjilyˆ
2i−1ejekdxl −Rkjilyˆ2l−1ejekdxi
)
=
i
8~
R˜jkilyˆ
j yˆkyˆid(x, ξ)l +
1
30~
Rkjilyˆ
2i−1ejekdxl.
Here we used symmetry relations (1.6) and (1.7) of the curvature tensors of the
symplectic and the Levi-Civita connection.
• Degree p+ 1.
−[δ, r2] + [∇, r1] + [∇C, r1] = 0.
Using the Jacobi identity
[δ, [∇+∇C, r1]] = [[δ,∇+∇C], r1] + (−1)|δ||∇+∇C |[∇+∇C, [δ, r1]]
= 0.
Note that the second term is zero since [δ, r1] = ∇2 +∇C2. Hence we put
r2 = δ
∗([∇+∇C, r1]).
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In general, the procedure can be carried out in each degree if the non-homegeneous local
section
ρ = ∇2 +∇C2 + [∇, r] + [∇C, r] + r2
belongs to the kernel of δ. Using the Bianchi identity and substituing recursively this can
be verified as follows
[δ, ρ] = [δ,∇2 +∇C2] + [δ, [∇+∇C, r]] + [δ, r2]
= 0 + [[δ,∇+∇C], r] + (−1)|∇+∇C ||δ|[∇+∇C, [δ, r]] + [[δ, r], r]
= −[∇+∇C, [δ, r]]− [r, [δ, r]]
= −[∇+∇C, ρ]− [r, ρ]
= −[∇2 +∇C2, r]− [∇+∇C, r2]− [r,∇2 +∇C2]− [r, [∇+∇C, r]]− [r, r2]
= −[∇2 +∇C2, r]− [[∇+∇C, r], r] + [∇2 +∇C2, r] + [[∇+∇C, r], r]
= 0.
Theorem 4.3.1 Let ∇ be a symplectic connection on M = T ∗X the cotangent bundle of a
Riemannian manifold X and
Ω~ = ω0 + ~ω1 + ~2ω2 + · · · ∈ A2(M,CJ~K)
such that dωi = 0, where ω0 is the canonical symplectic form on M . Then there exist a
1-form r = r−1 + r0 + r1 + · · · with values in W ⊗ C where
rk : Γ(M, (W ⊗ C)p)→ A1(M, (W ⊗ C)p+k)
such that the connection
D = ∇⊗ 1 + 1⊗∇C + [r, ·]
has curvature D2 = [Ω~, ·] = 0.
Remark 4.3.2 Note that the Clifford connection ∇C is a superconnection on the superbun-
dle C and the symplectic connection ∇ can also be viewed as a superconnection given the
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trivial Z2-grading on W . Therefore the connection D can be viewed as a superconnection
on the superbundle W ⊗ C.
4.4 Flat Sections
There is a one-to-one correspondence between formal power series in ~ with coeffi-
cients in Λ• and flat sections of the connection D constructed above. Recall that there is a
projection from the bundle W onto its center
σ˜ :W → C∞(M)J~K
described in (3.10). We can extend σ˜ to W ⊗ C by putting σ˜ = σ˜ ⊗ Id. Notice that this
extension now takes values in Γ(M, C). Recall also that we have a symbol map σ~ described
in (4.4). Compose these two maps to obtain the symbol map
Σ = σ~σ˜ :W ⊗ C → Λ•J~K.
Now we describe how the quantization map
Θ : Λ•J~K→ ker(D)
is constructed. Let
a = a0 + ~a1 + ~2a2 + · · ·
be a section of the bundle Λ•J~K. First, we quantize a using the map θ~ defined in (4.5) and
then extend θ~(a) ∈ Γ(M, (W ⊗ C)•) to a flat section
Θ(a) = A = A• + A•+1 + A•+2 + · · ·
of the bundle W ⊗ C where A• = θ~(a) and A•+k ∈ Γ(M, (W ⊗ C)•+k). The terms A•+k in
the expansion of A are constructed using a recursive procedure similar to Fedosov’s.
Example We show how to construct the first terms in the extension of a 1-form. Let
a = a(x, ξ)dxs be a section of Λ1J~K. First, note that A−1 = θ~(a) = 1~a(x, ξ)es is not in the
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center of W ⊗ C (in Fedosov this extension is done starting off with a central section). The
condition of flatness
DA = 0
is written in each degree of the filtration of W ⊗ C. This yields equations for each term Ak
which again can be solved using the acyclicity of the complex (A•(M,W ⊗ C), δ), see (3.9).
• Degree -1. Equation DA = 0 in this case is as follows
(∇⊗ 1)A−1 + (1⊗∇C)A−1 − δA0 = 0.
Note that
δ((∇⊗ 1)A−1 + (1⊗∇C)A−1) = 0
since the terms (∇⊗ 1)A−1 and (1⊗∇C)A−1 do not contain Weyl variables. Hence,
A0 exists and can be computed using the chain homotopy δ
∗:
A0 = δ
∗((∇⊗ 1)A−1 + (1⊗∇C)A−1))
The computation for A0 in local coordinates shows that A0 ∈ Γ(M,W0 ⊗ C0) =
Γ(M, (W ⊗ C)0).
• Degree 0: The equation
(∇⊗ 1)A0 + (1⊗∇C)A0 + [r1, A−1]− δA1 = 0
can be solved for A1 if
δ((∇⊗ 1)A0 + (1⊗∇C)A0 + [r1, A−1]) = 0. (4.8)
We use Jacobi’s identity to check (4.8). First note that
δ((∇⊗ 1)A0) = [[δ,∇], A0] + (−1)|δ||∇|[∇, [δ, A0]]
= 0− [∇, [δ, A0]]
= −[∇,∇A−1 +∇CA−1]
= −[∇, [∇C, A−1]].
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Now we look at the second term in (4.8):
δ((1⊗∇C)A0) = [[δ,∇C], A0]] + (−1)|δ||∇C |[∇C, [δ, A0]]
= 0− [∇C, [δ, A0]]
= −[∇C,∇A−1 +∇CA−1]
= −[∇C, [∇, A−1]]− [∇C, [∇C, A−1]]
= [∇, [∇C, A−1]]− [(∇C)2, A−1].
Finally the third term in (4.8) yields
δ([r1, A−1]) = [[δ, r1], A−1] + (−1)|δ||r1|[r1, [δ, A−1]]
= [∇2 +∇C2, A−1] + 0
= 0 + [(∇C)2, A−1].
Adding these terms we see that equation (4.8) is verified.
Theorem 4.4.1 Given a section
a = a0 + ~a1 + ~2a2 + · · · (4.9)
of the bundle Λ•J~K there exists a unique section Θ(a) = A ∈ ker(D) such that Σ(A) = a.
Proof. By linearity, it is enough to prove the statement for a section a = aα(x, ξ)dx
α ∈
Γ(M,Λr) of the type (4.9) with a1 = a2 = · · · = 0, where α ∈ Nr0 is a multi-index.
We argue by induction. Suppose we can extend
θ~(a) =
1
~p
aαeα
up the n-th term
A = As + As+1 + · · ·+ An + · · ·
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where As = θ~(a) and s = r − 2r. Note that the flatness condition DA = 0 in degree j is
(∇⊗ 1)Aj + (1⊗∇C)Aj +
j−1∑
k=1
[rk, Aj−k]− δAj+1 = 0. (4.10)
Hence, to prove that the term An+1 exists, we verify that
φn = (∇⊗ 1)An + (1⊗∇C)An +
n−1∑
k=1
[rk, An−k]
is in the kernel of δ. We introduce some notation to simplify the computation. Let
(D + δ)k =

∇+∇C, k = 0,
r1, k = 1,
r2, k = 2,
...
Denote the homogeneous part of degree k of D2 by Ωk. From (4.7) we see that [δ, rk] = Ωk.
Use equation (4.10) for 0 ≤ j < n+ 1 and the Jacobi identity to obtain
[δ, φn] = −[∇+∇C, [δ, An]] +
n−1∑
k=1
[δ, [rk, An−k]]
= −[∇+∇C, [δ, An]] +
n−1∑
k=1
[[δ, rk], An−k]− [rk, [δ, An−k]]
= −
n−1∑
k=0
[(D + δ)k, (D + δ)An−k−1] +
n−1∑
k=1
[[δ, rk], An−k]
= −
n−1∑
k=0
[Ωk, An−k−1] +
n−1∑
k=1
[[δ, rk], An−k]
= 0.
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4.5 Geometric Deformation with Fermionic Variables
We use the previous results to define star product of sections of Λ•. By this we mean
a R ((~))-bilinear associative multiplication law
? : Λ•J~K⊗R((~)) Λ•J~K→ Λ•J~K,
which we write as
a ? b = ab+ ~β1(a, b) + ~2β2(a, b) + · · · , a, b ∈ Γ(M,Λ•J~K)
where each βi is bilinear and we set β0(a, b) = a ∧ b, the product in Λ•.
Using the Moyal-Clifford product ◦ on W ⊗ C we define
a ? b := Σ(Θ(a) ◦Θ(b))
for a, b ∈ Γ(M,Λ•). The associativity of ◦ implies that for all sections a, b, c of Λ• and all
n = 0, 1, . . . , ∑
i+j=n
βi(βj(a, b), c)− βi(a, βj(b, c)) = 0.
Hence, ? is associative.
Example The flat section P = P1 +P2 +P3 + · · · , associated to p = p(x, ξ)dxr ∈ Γ(M,Λ1)
where r ∈ {1, . . . , n} is fixed, is given by
P =
1
~
per +
1
~
(∂ipyˆ
ier + pΓ
k
iryˆ
2i−1ek) +
1
2~
(∂l∂ipyˆ
lyˆier + ∂l(pΓ
k
ir)yˆ
lyˆ2i−1ek + (∂mp)Γ˜mli yˆ
lyˆier
+ (∂ip)Γ
k
lryˆ
2l−1yˆiek + pΓ˜mljΓ
k
iryˆ
lyˆ2i−1ek +
1
20~
pRkrliyˆ
2l−1yˆ2i−1ek) + · · · .
Suppose q = q(x, ξ)dxs ∈ Γ(M,Λ1) and
Q =
1
~
qes +
1
~
(∂iqyˆ
ies + qΓ
k
isyˆ
2i−1ek) +
1
2~
(∂l∂iqyˆ
lyˆies + ∂l(qΓ
k
is)yˆ
lyˆ2i−1ek + (∂mq)Γ˜mli yˆ
lyˆies
+ (∂iq)Γ
k
lsyˆ
2l−1yˆiek + qΓ˜mljΓ
k
isyˆ
lyˆ2i−1ek +
1
20~
qRksliyˆ
2l−1yˆ2i−1ek) + · · · .
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is its associated flat section. Fix a point x ∈ X and let (x1, . . . , xn) be a normal coordinate
system at x. Using the fact that the Christoffel symbols of the Levi-Civita connection are
zero at x we have
p ? q|x = Σ(P ◦Q)
= Σ
(
1
~2
p q eres +
i~
2~2
(
∂p
∂xk
∂q
∂ξk
− ∂p
∂ξk
∂q
∂xk
)
eres +
−~2
4~2
((
∂2p
∂xl∂xk
∂2q
∂ξl∂ξk
− ∂
2p
∂ξl∂ξk
∂2q
∂xl∂xk
)
eres +
(
∂2p
∂xl∂xi
∂q
∂ξm
− ∂
2p
∂ξl∂ξi
∂q
∂xm
)
Γ˜mli eres+
+
1
20~
∂2p
∂ξl∂ξi
qRkslierek +
(
∂p
∂xm
∂2q
∂ξl∂ξi
− ∂p
∂ξm
∂2q
∂xl∂xi
)
Γ˜mλιeres+
+
(
∂p
∂xm
∂q
∂ξµ
− ∂p
∂ξm
∂q
∂xµ
)
Γ˜mli Γ˜
µ
λιeres +
1
20~
∂p
∂ξm
qΓ˜mλιR
k
slierek+
+
1
20~
p
∂2q
∂ξl∂ξi
Rkrliekes +
1
20~
p
∂q
∂ξm
Γ˜mλιR
k
rliekes
)
· · ·
)
= p q dxrdxs +
1
40
(
∂2p
∂ξl∂ξi
q − p ∂
2q
∂ξl∂ξi
)
Rsrli + higher order terms
Let “~→ 0” to obtain the leading symbol of the star product p ? q about the point x.
4.6 Comparison with Getzler’s Leading Symbol for the Composition of Two
Symbols
Recall part 3 of Theorem 2.3.1 where a formula for the leading symbol of the com-
position of two symbols in S•(M) is given. Note that our formula for p ? q also contains
curvature terms that lead to characteristic classes appearing in the formula for the index of
the Dirac operator.
Suppose that instead of using formula (2.4) in Getzler’s construction one uses Weyl
quantization (1.2.2)
(θ~p)φ(x) = (2pi~)−n
∫
TxX×T ∗xX
e−
i
~ 〈y,ξ〉θ(p)(
x+ y
2
, ξ)φx(y)dydξ.
We conjecture that Getzler’s formula for the leading symbol of the composition would yield
formula where the coefficients that accompany the curvature terms are the terms we obtained
in the previous computation.
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