Animal behavior is ultimately the product of gene regulatory networks (GRNs) for brain development and neural networks for brain function. The GRN approach has advanced the fields of genomics and development, and we identify organizational similarities between networks of genes that build the brain and networks of neurons that encode brain function. In this perspective, we engage the analogy between developmental networks and neural networks, exploring the advantages of using GRN logic to study behavior. Applying the GRN approach to the brain and behavior provides a quantitative and manipulative framework for discovery. We illustrate features of this framework using the example of social behavior and the neural circuitry of aggression.
Animal behavior is ultimately the product of gene regulatory networks (GRNs) for brain development and neural networks for brain function. The GRN approach has advanced the fields of genomics and development, and we identify organizational similarities between networks of genes that build the brain and networks of neurons that encode brain function. In this perspective, we engage the analogy between developmental networks and neural networks, exploring the advantages of using GRN logic to study behavior. Applying the GRN approach to the brain and behavior provides a quantitative and manipulative framework for discovery. We illustrate features of this framework using the example of social behavior and the neural circuitry of aggression.
gene regulatory networks | social behavior network | neural networks | evolution | development A nimal development and behavior present special challenges to biologists, because these processes are complex and context-dependent (1) . The idea that complicated biology can be represented as networks is at the heart of both developmental and behavioral biology: integrating techniques from mathematics, statistics, physics, and computer science to understand how the behavior of biological systems is a function of interactions between constituent elements (2) . The relationship between development and behavior has been apparent for some time but tends to be underappreciated today. Writing about the genetics of Caenorhabditis elegans, Sydney Brenner (3) described a dualencoding problem for the mapping of genes to behavior. He said that "behavior is the result of a complex and ill-understood set of computations performed by nervous systems and it seems essential to decompose the problem into two: one concerned with the question of genetic specification of nervous systems and the other with the way nervous systems work to produce behavior" (3) . Genes encode developmental networks that build neurons and brains; neurons are connected in neural networks that encode behavior.
There are similarities between the developmental networks that build organ systems, called gene regulatory networks (GRNs), and the cellular networks that control behavior. One link is explicit: the development of the brain and specific neuronal subpopulations are encoded in the genome by GRNs (below) (Fig.  1A) . Another link is less clear and presents an opportunity. GRN logic has transformed the study of development by systematizing a method to quantify and characterize the complexity of ontogeny. This GRN approach-focused on functional connections between relevant actors in biological processes identified through iteration of modeling and manipulation-can also be applied to neural networks.
A network is defined in graph theory as a set of nodes or vertices and the edges connecting them. The topology of an entire network can be quantitatively described according to a number of features, including the number of connections that each node makes, clustering, network motifs, path lengths connecting nodes, connection density, the presence of nodes with high centrality within the network, and modularity. In addition, networks can be also modeled to produce simulations that can both reproduce empirical data and be used to make predictions. Of course, graph theoretical analyses are not new in neuroscience (4) . However, to our knowledge, this approach has not yet been explicitly applied to the neural networks underpinning complex social behaviors.
The GRN framework has significantly advanced our understanding of developmental processes. Here, we argue that that the study of neural networks involved in social behavior would benefit from a similar approach. In particular, we intend to use this analogy to highlight why leveraging the rigorous methods used in the study of GRNs-and particularly, the iteration between theory and experiment-will benefit the investigation of complex neural networks. As we began to formulate this argument, it became clear that there were, in fact, significant parallels between the approach used to study GRNs and the goals outlined by the working group of prominent neuroscientists convened to discuss the United States' Brain Research Through Advancing Innovative Neurotechnologies (BRAIN) initiative (5, 6) . Thus, we have also attempted to highlight these parallels where appropriate.
Logic of GRNs GRN Logic in Development. GRNs are central to the fields of genomics and developmental biology (e.g., this colloquium). The value of this research program is at least twofold. First, the complexity of developmental processes is accurately reflected in the quantitative, comprehensive nature of the approach. Indeed, the complementary "views from the genome and the nucleus" (7) effectively describe the four dimensions of development (three spatial dimensions and time). Second, the manipulative component of the GRN approach-the methodical perturbation of the system and simultaneous measurement of network outputsenables development to be modeled as a series of regulatory circuits (8) . The GRN experimental workflow can be used to identify the nodes (e.g., transcription factors or other signaling molecules) that participate in a particular developmental process and defines the edges between nodes by functional perturbation (Table 1) .
Since the pioneering studies of Davidson and coworkers (7, 8) in sea urchin embryogenesis, this approach has uncovered both shared and distinct regulatory logic among diverse organs in various species [e.g., teeth (9), limbs (10), and brain (11)]. For example, the GRN approach has aided substantially in our understanding of how the parts of the vertebrate brain are specified early in development (beginning at the blastula/gastrula transition) by graded molecular signals and region-specific transcription factors (12, 13) . Specification is integrated along anterior-posterior and dorsal-ventral neuraxes by common signals [e.g., Fibroblast Growth Factor (FGF), Hedgehog (Hh), and Wingless (Wnt)] (14) . Modeled as a GRN along the anteriorposterior axis, the telencephalon is specified by Foxg1 and Fez transcription factors and repressed by the eye-field factor Rx3 (11) (Fig. 1A) .
Similarly, in the dorsal-ventral axis, the dorsal subdomain of the telencephalon (the pallium) is specified by Wnt signaling and downstream transcription factors Pax6/Emx, whereas the ventral subpallium is specified by Shh signal and downstream transcription factors Dlx2/Foxg1 (15) . Because these dorsal and ventral telencephalic domains correspond to cortical neuron subtypes, respectively (e.g., excitatory vs. inhibitory neurons), GRN logic from development has been used to derive specific neuronal populations in vitro from stem cells (16) . Conversely, the logic of subtype specification in vitro has been applied to better understand dorsal-ventral patterning of the neural tube (17) .
GRN thinking also informs the study of how brains evolve. For instance, we now recognize the conservation of molecular signals and signaling centers in the developing brain across hundreds of Some individual cell populations within these regions that play a known role in aggression are outlined within each structure. Dotted gray lines represent known physical connections between the brain regions. The black line represents one functional connection that has been recently quantified in mice, the inhibitory projection from lateral septum (LS) to the ventrolateral portion of the ventromedial nucleus of the hypothalamus (VMHvl) (67) . The pallium is shaded in blue, medial ganglion eminence (MGE) and anterior entopeduncular area (AEP) are shaded in yellow, lateral ganglionic eminence (LGE) is shaded in red, the preoptic area (POA) is shaded in orange, the hypothalamus is shaded in purple, and the midbrain is shaded in gray. HIP, hippocampus; NAcc, nucleus accumbens; OB/VNO, olfactory bulb and vomeronasal organ; VTA, ventral tegmental area. millions of years of evolution (18) . However, in contrast to theoretical expectations about which GRN components are most likely to vary (11, 19) , brains can indeed diversify among closely related species, along anterior-posterior and dorsal-ventral neuraxes, via modification of "hub," "kernel," or input/output switches (i.e., FGF, Hh, and Wnt signals) (20) (21) (22) . Widespread application of GRNs in the fields of both development and evolution has led to insights into general principles of form and function (23) .
The GRN Approach to Neural Circuits. The general framework for a network requires defining the output, nodes, edges, and directionality of the edges of the network. The output of a dynamic network is, by definition, context-dependent. In a GRN, the output of a network is typically a morphological feature at a given developmental stage, such as the brain at gastrulation in a specific organism. In the case of behavior, the output of a neural network is ultimately behavior of the organism in a specific social context, such as courtship and reproduction in the presence of an opposite sex conspecific or aggression in the presence of a rival. In GRNs, the nodes are the genes encoding transcription factors or developmental signals, which do the work of spatially specifying gene expression patterns in the developing embryo (7) . In this system, the relationships between nodes are a function of the DNA sequences of cis-regulatory elements that provide the regulatory/programmatic logic connecting genes in the network.
Defining the nodes in a neural network, however, can be a challenge. It is tempting to define a node as a single spatially defined brain region, which has proven somewhat successful in analyzing cortical networks in humans (24) (25) (26) . However, these large regions are, in fact, composed of hundreds of thousands of individual neurons and many highly intermingled cell types, each with unique molecular identities and patterns of inputs and outputs. In fact, two cells that are directly adjacent to each other may have drastically different functions within the network. This lack of spatial topology of cell type, particularly in subcortical structures, has made it a challenge to use traditional electrophysiological techniques to further understand connectivity patterns of these networks at a finer scale. Indeed, it was this challenge-the need to dissect complex limbic, hypothalamic, and other subcortical circuits at the cellular level-that provided the impetus to develop optogenetic techniques (27) (Box 1).
We believe that, as more data become available on the specific cellular populations in the brain, the nodes of any given neural network will likely be redefined to comprise smaller, discrete populations of cells with unique molecular identities, patterns of connectivity, and computational properties. Indeed, the creation of a "census" of neuronal and glial cell types is the first major goal of the BRAIN initiative (5, 6) . Immediate early gene (IEG) studies, which allow for the identification of the specific cells that are activated during any given behavior, and precisely targeted lesion studies have been and will continue to be important. The next steps, however, will require better understanding the molecular and functional identities of these active cells. These efforts will require the work of comparative neuroanatomists who can help to identify these subpopulations of neurons in many species (28) as well as new enabling technologies (Box 1). Also, we must be able to define the edges in a neural network. The edges are ultimately the correlation in neural activity between any two molecularly and functionally distinct populations of cells. The functional connections in a neural network are encoded in the dynamic patterns of activity in the neuronal population, including both the frequency and amplitude of electrophysiological responses of neurons. Edges are typically thought of as direct physical synaptic connections between two cell populations, but connections need not be exclusively synaptic. Wiring diagrams that illustrate synaptic connections or connectomes are informative about physical edges, but most of these potential "wires" are functionally latent during any specific behavior (29) . Additionally, nodes of neural networks could also be functionally connected to each other in a separate but very important way: via their mutual responsiveness to neuromodulatory or hormonal signals. The responsiveness of multiple cell populations to these long-distance chemical signals means that their activity is correlated-i.e., they are functionally connected-even if populations are not linked via direct synaptic input. Thus, defining the edges of a neural network requires obtaining simultaneous measures of activity from multiple cell populations-typically using multielectrode electrophysiology, calcium imaging, IEG activity, or other functional imaging techniques-while experimentally perturbing nodes to identify effects throughout the network. Tract-tracing studies, although enormously informative, are not sufficient for this level of analysis. The technology to precisely visualize and manipulate neural circuits in real time has only recently become widely available (and only in a small number of model species), although we anticipate that the pace of progress will rapidly increase in the next few years (Box 1).
Initial work in smaller invertebrates has shown the importance of taking a functional vs. physical approach to defining edges in the context of behavior. In these systems, the simplicity of the nervous system allows for unambiguous definition of nodes, and their genetic tractability allows for the simultaneous perturbation Box 1. Enabling Technologies These enabling technologies, alone and in conjunction, will facilitate advances in uncovering the logic of neural circuits for behavior in nonmodel species.
Immediate Early Genes (IEGs). IEGs in the nervous system (87) exhibit a transient and rapid transcriptional response to stimuli. Such genes (e.g., c-fos) are assayed to define the spatial and quantitative activity of neuronal populations (i.e., nodes) recruited during behaviors.
Immediate Early Gene Sequencing (Ribosome Capture). This method combines IEG and RNA-seq (88) to simultaneously identify neuronal populations activated in behavior and characterize the transcriptomes of those selected populations.
Single-Cell RNA-Seq. This method characterizes the transcriptome of single cells rather than cellular fractions from defined (e.g., genetically, anatomically, or functionally) cell populations (89) . Single-cell transcriptional dynamics can be ordered through a temporal process (e.g., neuronal differentiation and activation) by computation (90) .
Assay for Transposase-Accessible Chromatin Sequencing (ATACSeq). This unbiased sequencing approach allows characterization of the epigenome from small quantities of cells (91) . ATAC-seq has been recently adapted for single cells (92) .
CLARITY. This method renders brains (and other tissues) optically transparent and retains the ability to image neural circuits, subcellular structures, and nucleic acid distributions in 3D (93) .
Optogenetics. This technique uses light to control the activity of defined cellular (neuronal) populations (94, 95) [typically defined genetically (86) ]; it is used to perturb neural circuitry.
Activity Indicators/Optical Imaging. This set of techniques is used to record the activity of specific cell populations or projections via fluorescence-based voltage indicators and fiber optic imaging systems; it is used to record from precise cellular populations within a neural circuit (96, 97) .
of individual nodes and measurement of their activity (30) . Behavioral state, learning, and environment all have the potential to reconfigure the underlying circuit that processes the relevant stimuli into behavioral output. In other words, a physically connected circuit can become repurposed by neuromodulators to reveal latent functional circuits that change how information is processed (29) .
A Neural Network for Social Behavior. Perhaps the most complex and context-dependent neural circuits are those that underlie social behaviors. Social behaviors-such as reproduction, aggression, affiliation, and communication-are fundamental to an organism's fitness. The core social behavior network (SBN) of the vertebrate brain is composed of six highly interconnected brain regions: the extended medial amygdala (the medial amygdala and the medial bed nucleus of the stria terminalis), the lateral septum (LS), the preoptic area (POA), the anterior hypothalamus (AH), the ventromedial nucleus of the hypothalamus (VMH), and the midbrain/periaqueductal gray (PAG) (31, 32) . Each of these regions is active during multiple forms of social behavior. Another defining feature of the six brain regions that make up the SBN is their responsiveness to sex steroids, such as testosterone and estradiol. In addition, many other signaling molecules act in these regions, including nonapeptides (oxytocin and vasopressin), glucocorticoids, vasoactive intestinal polypeptide (VIP), prolactin, pituitary adenylate cyclase acting peptide, thyroid hormones, etc. (31) . There is now extensive evidence that these brain regions and many of their functional connections are conserved across vertebrate classes, although some homologies remain unresolved (Figs. 1B and 2) (31, 33, 34) . The evolutionary conservation of this core network has provided an important conceptual foundation for comparative work across species and investigations into how variation in brain function can lead to variation in behavioral phenotypes (Fig. 2) .
The SBN framework first proposed by Sarah Newman (32) emphasized that a given social behavior was not the product of a single brain region but rather, was an emergent property of the dynamic patterns of activity across these multiple reciprocally connected structures. At the time, this reframing was necessary to move the field away from the idea that one brain region could be responsible for performing a single specialized function. Undoubtedly, Newman's idea (32) has encouraged the field to consider the dynamic properties of the network as a whole. However, what is needed now is a more sophisticated understanding of the specific computational properties of the cell populations within the SBN and the perturbational approach to define edges and their directions for context-dependent behavior.
It may be particularly challenging to accomplish these goals in the context of the vertebrate SBN. First, there is a lack of obvious topology of cell function and type, and cell populations with different molecular identities are highly intermingled. This intermixing of cell types has inevitably hindered our ability to determine the "correct" number of nodes in the network as well as unambiguously determine node homology. Second, although there have been extensive efforts to map the structural connections between brain regions within the SBN, we lack data on the functional connectivity of these regions. Most of these structures, which are deep within the brain, are thus relatively inaccessible and difficult to target surgically. Third, studying complex social behaviors typically requires interrogating neural activity in awake and freely moving animals as they interact.
Animals with simpler nervous systems, including invertebrates such as C. elegans or Drosophila, will undoubtedly be helpful for developing the GRN approach to study behavior, because it has already proven to be much easier to define nodes, edges, and Fig. 2 . Conservation of the SBN across vertebrates. Evolutionary depiction illustrating the conservation of telencephalic brain regions within the SBN. Shown is a schematic of transverse sections from the major vertebrate groups, with colors indicating homologous developmental fields. The pallium is shaded in blue, the ventral pallium (intermediate zone) is shaded green, medial ganglion eminence (MGE) and anterior entopeduncular area (AEP) are shaded yellow, lateral ganglionic eminence (LGE) is shaded red, and the preoptic area (POA) is shaded orange. blAMY, basolateral amygdala; BNST, bed nucleus of the stria terminalis; Dl, lateral part of the dorsal telencephalon; Dm, medial part of the dorsal telencephalon; HIP, hippocampus; meAMY, medial amygdala; NAcc, nucleus accumbens; Str, striatum; Vc, central part of the ventral telencephalon; Vd, dorsal part of the ventral telencephalon; Vl, lateral part of the ventral telencephalon; Vs, supracommissural part of the ventral pallium; Vv, ventral part of the ventral telencephalon; VP, ventral pallidum (VP). Reprinted from ref. 34. behavioral output in these species (35) (36) (37) (38) . Indeed, studying these simpler systems has, in fact, helped researchers to define how nodes translate information (39, 40) in a context-dependent manner. Because these systems provide the ability to study neural networks in detail, they also help researchers to better understand and appreciate the space of possibilities for how neural networks can be organized or transformed (30) . Issues of anatomical homology mean that we will ultimately need to study the SBN and complex behavior in vertebrates to understand the computational properties of these specific networks. However, work from these simpler systems has the potential to identify organizing principals and logic that can be used to define the nodes and edges in these larger vertebrate networks.
The SBN Aggression Circuit. Aggression is the social behavior for which the most progress toward identifying functional connections among SBN nodes has been made. Defined as overt behavior with the intention to inflict physical damage on another individual (41), aggression has many forms and functions-including to ward off heterospecific predators, subdue prey, compete for and defend limited resources, protect offspring, and acquire nesting sites or mating opportunities.
Several converging lines of evidence have shown that multiple brain regions in vertebrates contain critical nodes in the control of aggression. Early work showed that stimulation of a part of the mediobasal hypothalamus (known as the "hypothalamic attack area") induces aggression in both cats and rodents (42) (43) (44) (45) (46) . Additionally, several forebrain structures that project to this region provide tonic inhibitory input to structure. Lesioning the prefrontal cortex, orbitofrontal cortices, or septal forebrain or severing the connections between the forebrain and the hypothalamus leads to the disinhibition of aggression behaviors (47) (48) (49) (50) (51) .
More recent IEG studies in rodents confirmed that aggressive behaviors are correlated with the activity of multiple brain regions within the SBN, including the extended medial amygdala, LS, medial POA, VMH, AH, and PAG (52-54). These same brain regions also seem to be important in aggression in other species (55) (56) (57) (58) . The LS, in particular, is an important component of the aggression network. In both rodents and birds, lesions or pharmacological inactivation of the LS leads to an increase in the number of attacks on conspecifics, a phenomenon known as "septal rage" (47, 49, 50, (59) (60) (61) (62) . Conversely, electrical stimulation of neurons within the LS decreases aggressive behaviors (49, 63) . Various neuromodulators within these same structures have also been shown to mediate aggression across taxa, including steroid hormones, VIP, and nonapeptides in the oxytocin/vasopressin family (64) (65) (66) .
Thus far, this research has succeeded in identifying many of the relevant cell populations in the network. For example, VIP neurons in the dorsal AH potently promote territorial aggression in songbirds, suggesting that this cell population is an important node in the aggression circuit (64) . However, researchers have just recently begun to explore the functional connections between these various nodes using multisite electrophysiological recordings, calcium imaging, and optogenetic manipulation. Optogenetic stimulation of cells in the ventrolateral subdivision of the ventromedial nucleus of the hypothalamus (VMHvl) causes male mice to attack other males, females, and inanimate objects (53) . Optogenetic activation of the LS and also, the LS-VMH projection suppresses fighting in male mice (67) . However, on further probing of the functional relationship between LS and the VMHvl cells, it was found that 80% of VMHvl cells were inhibited by input from the LS but that some cells in the VMHvl showed an increase in their firing rate in response to LS optical stimulation, suggesting that there exist both attack-inhibited and -excited cells in the VMHvl (67) . These data suggest that the LS provides tonic inhibitory input to the VMH to suppress aggression (Fig. 1B) . Applying GRN logic would thus allow researchers to define the functional, context-dependent edges connecting SBN nodes for the specific behavior of aggression and then, compare this neural circuitry to the networks for other social behaviors.
Identifying the relevant cellular populations and associating the activity of these neurons to a given social behavior, like aggression, may prove to be much more tractable in simpler systems (such as Drosphila or other invertebrates). The neural basis of aggression, for example, has been studied in fruit flies, and a number of relevant neuronal populations have been identified (68) . Coupled with substantial advances in techniques for visualizing and manipulating specific neuronal populations, invertebrate systems can almost certainly be used to ground truthimportant concepts and develop methodologies for studying more complex neural networks and behavioral phenotypes (36) . Although it is possible that there are genes, molecules, or hormones in common between invertebrate and vertebrate neural circuits (and perhaps, even similar circuit wiring motifs), it is unlikely that there will be a matching between the specific neuronal populations involved in aggression because of the differences between vertebrate and invertebrate brain anatomy. Nevertheless, studies in invertebrate systems will provide an important foundation for studying more complex systems.
Discussion: What Does GRN Logic Bring to Behavior
Biologists are just beginning to systematically study the functional relationships between many relevant SBN cell populations in behavior. It is timely, then, to highlight the value of using the GRN approach to study neural networks. We see three main areas of advantage.
Modeling and Theory Synthesize Data and Enhance Rigor. Synthesizing and constructing mathematical models have proven to be particularly valuable in the context of GRNs (69) . To build an accurate model of a GRN, researchers must empirically characterize the behavior of a small and relatively simple biological process in full. They must then make explicit, quantitative hypotheses about how the different transcription factors or signaling molecules involved in that process are interconnected with each other. They can then use the output of the mathematical model to guide future experiments. We argue that this approach is sorely needed to further our understanding of the SBN.
The complexity of the SBN as well as the ever-growing body of data on its activity across organisms and social contexts highlight the need for quantitative descriptions of the neural circuitry. Mathematical theory, modeling, and simulations help to organize and synthesize large bodies of data. In particular, theory can help researchers extract general principles from those data and explain sometimes seemingly unconnected findings. Furthermore, sometimes complex networks produce unexpected outcomes that would have been difficult to predict using abstract reasoning alone. When systems become so complex that our intuitions fail us, relying on quantitative models can help to eliminate trial and error experimentation and wasted resources. Additionally, the process of describing systems in quantitative terms has an additional benefit: improving the clarity of hypotheses. Building a quantitative model forces researchers to be very explicit about any assumptions that they may have and make their hypotheses quantitative when considering the functional relationships between the components of the network. In our experience, engaging in this process-although it may be a challenge for many empirical researchers who lack advanced mathematical training-can dramatically improve the scientific process.
Mathematical thinking is urgently needed in the context of the SBN and many other neural networks. To our knowledge, there are no computational models of neural networks focused on limbic or hypothalamic regions. Indeed, a core goal of the BRAIN initiative is the integration of modeling and simulation and the explicit partnering between theorists and experimentalists (5).
Iteration Between Theory and Experiments Enhances Empirical
Understanding. Of course, the ultimate goal of engaging with theory is to build a quantitative model that can successfully recapitulate experimental data, thus showing complete understanding of a network. However, theory is much more about the journey than the destination. The GRN framework provides a guide for how to design experiments that will specifically illuminate the network topology and computational properties of neural networks, such as the SBN. The GRN approach provides a model for how to systematically study a complex biological system piece by piece. In the study of neural networks, the methodological approach will necessarily involve a combination of tracing experiments and the use of functional measures of neural activity collected from multiple network nodes simultaneously (Box 1). Additionally, experiments that methodically perturb the network nodes one by one while measuring the output at other nodes (i.e., "perturbation analysis") would provide quantitative information about the computational contribution of each node to the network. The knockout or knockdown of nodes in neural networks can be accomplished by targeted delivery of chemicals, temporary lesion studies, cell type-specific RNA interference (RNAi) or viral vector knockdown of signaling molecules, or optogenetic activation or silencing. These methods are becoming increasingly common in model and nonmodel species as genome editing techniques facilitate construction of transgenic lines. However, it is still rare to collect quantitative data that monitor activity across multiple nodes in a neural network. These experiments may be challenging, but several decades of effort to understand and manipulate GRNs have shown the value of such patient science, especially when it is accompanied by attempts to synthesize the findings.
Mathematical models also guide research by generating specific testable predictions that can be evaluated experimentally. Each additional piece of experimental data collected about network properties can be integrated into the mathematical model, and subsequent simulations of the model activity under various conditions can be used to assist researchers in developing hypotheses about the underlying mechanisms. This iterative process allows researchers to make informed predictions and design novel, targeted, and creative experiments to test these hypotheses. In sea urchin development, building the GRN model undoubtedly guided experimental design, helping to identify parts of the system and more specifically, target experimental efforts (8) . Furthermore, experimental data can guide the building of the model, providing guidance as to just how complex the model must be to predict the behavior of the network. One example of this from GRNs is whether the dynamics of the system require more computationally demanding differential equations to express the relationship between nodes or whether simpler Boolean models with "and"/"or"/"not" switches would suffice (70) .
The iteration between theory and empirical research is one of the greatest advantages of using modeling to study network function. Experimental data uninformed by theory may simply not be the best data for reaching the most definitive conclusions or producing the greatest conceptual clarity. As stated in the vision document for the BRAIN initiative, the goal of theory is to "turn knowledge into understanding" (5) . Mathematical modeling, by synthesizing and organizing large bodies of experimental data, can be used to reveal general principles of complex networks. Modeling certainly helped enhance our understanding in the case of GRNs, where such work revealed the importance of overrepresented network motifs (such as feedforward motifs, positive and negative autoregulation/feedback loops, and the generation of pulsatile or oscillatory patterns).
However, the ultimate payoff of this level of understanding is a predictable means to modify and manipulate behavior by making minor tweaks to network function. A better understanding of the computational roles of cell populations within a network would help researchers to identify critical nodes and edges. Which specific cell populations or functional connections between nodes play a central role in driving the output of the network, and which ones can be knocked out with minimal effect? More precise manipulation of neural networks holds great promise for the treatment of disorders resulting from dysregulation of SBN circuits in humans.
Insight into the Evolution-and Evolvability-of the SBN. Another important contribution of the GRN approach was to provide mechanistic insight into the evolvability and conservation of gene function. Similarly, the SBN has long evoked debate and discussion about its role in behavioral evolution. The major components of the SBN are present in all vertebrates (reviewed in refs. 31, 32, and 34) , and yet, subtle differences in the network also underlie remarkable species differences in behavior, such as differences in the mating system of closely related vole species or sociality in estrildid finches (71) (72) (73) (74) (75) . Thus, which specific changes to network function are most likely to change as social behavior evolves remains an open question.
First, are neural networks likely to evolve by adding or deleting nodes in a network (i.e., by incorporating novel cell populations into the network?). The addition of new nodes in a neural network would be analogous to gene duplication events in GRNs, which make duplicated genes available to be integrated into new genetic circuits or evolve novel functions. Although there is a consensus that many components of the SBN are highly conserved (31, 32, 34) , it remains to be seen whether there is, in fact, conservation at the level of the number, size, and role of the many individual cell types that make up these brain regions. Until a more complete census of the individual cell types within these networks is available for a wide range of species, just how conserved the SBN is will remain an open question.
Second, another way that networks may evolve is by changing the connections between the nodes (i.e., the edges). In the case of neural networks, changing the edges may involve removing or adding direct functional connections between nodes, changing the strength of those connections, or changing whether those connections are excitatory or inhibitory. This "rewiring" in the context of GRNs might involve the evolution of a new transcription factor binding site or other forms of regulatory control between two genes in a network. In addition, novel connections can evolve in neural networks by changes to the neuromodulatory control of neurons. An explicit demonstration of this was supplied by Bendesky et al. (76) , who showed that natural variation in expression of a neuromodulator receptor in a single neuronal class was sufficient to change foraging behavior in C. elegans. Similar mechanisms might also be at play for social behaviors. For example, the gain of receptors to a hormone in a new cell population would connect two previously uncorrelated nodes. In fact, O'Connell and Hofmann (77) showed that the distribution of hormones and neuromodulator ligands within the SBN is evolutionarily flexible across vertebrates. Divergent activity of neuromodulators is paralleled in developmental GRNs by evolution of morphogen or signaling molecule gradients among species (20) (21) (22) .
The robustness of a network can also provide hints as to which components are the most evolvable vs. those elements that are likely to be conserved in evolution. For example, analysis of network topology suggests that certain elements, such as those termed "differentiation gene batteries," plugins, and input/output switches, could be changed to subtly tweak network output without completely disrupting network function (19) . In contrast, evolutionary changes to the function of kernels, which are highly central nodes in the network, would lead to catastrophic breakdown of the function of the network. These views are not without criticisms [for example, they ignore modularity (78) ], but there is little doubt that the framework provided by network analysis helps to advance the conversation.
Ultimately, it is an empirical question as to whether evolutionary changes to the "nodes" vs. the "edges" of neural networks, like the SBN, are more likely. Comparative work from a number of species has strongly implicated an important role for neuromodulatory signals in the evolution of SBN function, but perhaps it is just the case that more research effort has been devoted to studying the role of the hormones and other signaling systems in the SBN. Lacking a more complete accounting of the many cell populations and their functional connections, this question cannot yet be answered.
Conclusion
The GRN approach to studying neural networks, such as the SBN, would represent a unique way of thinking about network function for social behavior. As helpful as it has been to think of social behavior as a function of the dynamic patterns of activity across multiple brain regions rather than a single one, it is perhaps time to work toward a more sophisticated understanding of the specific computational properties of this neural network. Ultimately, working toward this goal will require researchers who study social behavior to enthusiastically embrace novel techniques and technologies and learn to use (or find collaborators who can use) more sophisticated quantitative methods. Fortunately, technological advances are currently revolutionizing the field of neuroscience-powerful genome editing techniques; the development of optogenetic tools; methods that render the brain transparent with all of its connections intact (i.e., CLARITY); advances in imaging; and increasingly sophisticated techniques for manipulating, tracking, and analyzing animal behavior-and this technology will facilitate unprecedented insight into the functional dynamics of the brain over the next several decades.
Furthermore, behavioral biologists, neuroendocrinologists, and neuroanatomists need to continue to champion comparative approaches and emphasize the value of studying multiple species in an evolutionary context (28) . First, having such a broad perspective will ensure that the most sophisticated technologies can be used to answer important biological questions in a wider range of species. Second, one of the major insights from the GRN approach is that important insights can be gained from studying the function of biological networks in the context of evolution. In particular, we believe that researchers should strategically focus their efforts to study the microevolution of behavior in closely related species or different populations of the same species. There are a number of evolutionary systems where a strong foundation has already been laid, including territoriality and flocking in songbirds (71) , schooling behavior in threespine stickleback fish (79) , courtship and parental behaviors in African cichlid fish (80, 81) , aggression and schooling in blind cavefish (82, 83) , mating system and mating tactics in voles (84, 85) , and parental behavior in Peromyscus mice (86) . These systems provide insight into not only the specifics of how social behavior evolves but also, the extent to which we should expect conservation of network function across much more distantly related species. Finally, these systems offer the chance to dissect the genetic basis of fine-scale differences in neural system development, circuitry, and function.
