A large body of research has established a positive connection between an industry's productivity and the magnitude of its presence within locally defined geographic areas. This paper examines the extent to which this relationship can be explained by a micro-level underpinning commonly associated with productivity: establishment scale. Looking at data on two-digit manufacturing across a sample of U.S. metropolitan areas, I find two primary results. First, average plant size -defined in terms of numbers of workers -increases substantially as an industry's employment in a metropolitan area rises. Second, results from a decomposition of localization effects on labor earnings into plant-size and plant-count components reveal that the widely observed, positive association between a worker's wage and the total employment in his or her own metropolitan area-industry derives predominantly from the former, not the latter. Localization economies, therefore, appear to be the product of plant-level organization rather than pure population effects.
Introduction
Productivity gains associated with the geographic concentration of industry are a long standing result in the urban economics literature. Yet, despite the presence of a substantial body of work documenting these 'localization economies' (e.g. Carlino (1979 ), Nakamura (1985 , and Henderson (1986) ), our understanding of their nature and causes remains somewhat limited.
There are, of course, a number of possible explanations which tend to fall into one of two basic categories: (i) productivity shifts that are external to firms, and (ii) efficiency gains tied directly to a plant's scale of production (i.e. internal economies of scale or increasing returns). Foremost among the theories belonging to the first group are Marshall's (1920) now famous three, which suggest that producers within the same industry agglomerate to take advantage of the spillover of industry-specific knowledge, the presence of a more extensive array of input providers, and/or economies of labor market search which facilitate the firm-worker matching process. With each of these mechanisms, an individual producer's efficiency is an increasing function of the (geographically proximate) extent of its industry.
Over the past several decades, these three particular explanations have drawn an abundance of theoretical analysis (e.g. Henderson (1974), Abdel Rahman and Fujita (1990) , Ciccone and Hall (1996) , Black and Henderson (1999) to name just a few) and, more recently, have begun to receive some interesting empirical scrutiny (e.g. Dumais et al. (1997) , Rosenthal and Strange (2001) ).
In contrast, the second category of localization theories -internal productivity effects -has not attracted the same volume of attention (at least, as far as I am aware), possibly because the idea is so straightforward. 1 According to this line of reasoning, industrial concentration is merely the product of a firm's unwillingness (or inability) to produce in many different locations simultaneously. This would happen, for example, in the presence of firm-level increasing returns to scale at a specific production site or the existence of fixed setup costs that must be incurred before producing at a particular location. Given variation in demand for a producer's output, differences in an industry's employment across markets may be tied to plant scale: some markets are populated by producers who operate on a large (productive) scale to meet a high demand, others are inhabited by firms producing on a smaller (less productive) scale to satisfy a lower demand. Productivity gains associated with the geographic concentration of industry, in this case, follow rather simply from plant-level productivity effects.
Although this second group of explanations has not received as much consideration as the first, a fair amount of evidence suggests that plant scale may actually be an important underpinning of localization economies. To begin, industries that exhibit greater spatial concentration in the U.S. also tend to be characterized by relatively large production units.
Looking at data on U.S. manufacturing, for example, Kim (1995) and Holmes and Stevens (2002) find strong positive associations between localization -quantified by indexes that capture the degree to which an industry is over-or under-represented in an area relative to its national average -and the average number of employees per plant. 2 What is more, large plants tend to be more productive (e.g. Idson and Oi (1999) ) and pay higher wages (e.g. Brown and Medoff (1989) , Troske (1999) , Oi and Idson (1999) ) than small ones, even after conditioning on a variety of observable producer and worker characteristics (e.g. capital intensity, education, experience). Based on U.S. manufacturing, for instance, Troske (1999) finds that wage earnings increase by approximately 3 to 4 percent as an establishment's total employment doubles. While the precise reasons for these producersize productivity effects remain somewhat elusive, the regularity itself is strikingly robust.
2 Holmes and Stevens (2002) note that, although this relationship is particularly strong for manufacturing, it also holds for a wide array of other industries.
Taken together, these two results suggest that the well-known positive association between productivity and the geographic concentration of industry may have a straightforward micro-level explanation: larger establishment size. This paper explores this conjecture.
To be sure, this is not the first paper to do so. Carlino (1979) and Henderson (1986) , for example, both investigate the connection between productivity (defined in terms of returns to scale by the former, output per unit labor input by the latter) and average establishment size using data from the U.S. Census of Manufactures (CM). Their findings, unfortunately, are somewhat mixed: Carlino's evidence suggests some positive influence of plant size on city-industry productivity; Henderson's indicates that the association between the two is weak.
This paper re-visits this issue but takes a very different approach. To begin, neither Carlino (1979) nor Henderson (1986) explicitly investigates how plant size varies with cityindustry employment. Doing so is one of the central aims of this paper. Moreover, to study the link between productivity and localization, I focus on individual-level wage earnings instead of measures of productivity derived from aggregate city-industry data such as that reported in the CM. There are at least two advantages to doing so. First, as noted by Wheaton and Lewis (2002) , wage earnings are likely to involve less measurement error directly tied to agglomeration than city-level estimates of industry capital and output. Second, unlike aggregate city-level data, individual-level observations allow me to control for the effects of numerous person-specific characteristics that likely influence a worker's efficiency. Inferences drawn from wages about the productivity effects of industrial concentration, therefore, should involve less bias than those derived from city-level industry aggregates. 4 3 Ciccone and Hall (1996) also express some skepticism about the usefulness of using CM data to study agglomeration effects on productivity.
4 Perhaps for these reasons, wages have become a common object of analysis in studies of local market productivity (e.g. Rauch (1993) , Glaeser and Mare (2001) , Wheaton and Lewis (2002) , Moretti (2003) ,
The results, which are based upon data from two-digit manufacturing in a sample of U.S.
metropolitan areas over the period [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] , indicate the following. First, an industry's total employment in a metropolitan area is strongly associated with the average size of its plants in that market. Defining average plant size as the ratio of workers to plants, the point estimates suggest an elasticity of approximately 0.65: that is, a 10 percent increase in cityindustry employment is accompanied by a 6.5 percent increase in average employment per plant. Defining it in weighted terms (i.e. the average number of co-workers per employee), the elasticity is even higher: 0.93. These figures turn out to be remarkably consistent across all 20 two-digit industries and are highly robust to the inclusion of controls for a variety of industry, city, and time effects.
Second, estimates from standard hedonic wage regressions indicate that the positive association between a worker's wage and the total employment in his or her own cityindustry is indeed highly significant. The findings imply an average elasticity of roughly 4 percent, which is similar to what previous research has documented (e.g. Henderson (1986) ). 5 Given that total city-industry employment is merely the product of average establishment size and the total number of establishments, this localization effect can be decomposed into two terms: one tied to plant scale, the other plant counts. The results indicate that, overwhelmingly, the positive association between wages and city-industry employment operates through the former, not the latter. Interpreted literally, an increase in a city-industry's total employment stemming from an increase in the average size of a fixed number of plants is associated with significantly higher wage earnings. An increase in a city-industry's employment due to an increase in the number of plants of a fixed size, by contrast, generates little effect on wages.
among many others). 5 Interestingly, this figure is also very close to the estimated employer-size wage elasticities estimated by Brown and Medoff (1989) and Troske (1999) .
Localization economies, therefore, do not appear to be pure population effects -that is, simply the product of more activity. Instead, they seem to be a function of how workers are organized into production units.
The remainder of the paper proceeds as follows. The next section provides a brief description of the data as well as a discussion of some measurement issues. Section 3 reports the results. Section 4 concludes.
Data and Measurement
The data used in the analysis below are drawn primarily from three sources. First, individuallevel observations on the wage earnings of manufacturing workers are derived from two 
where Emp(i, c) concentrated in large plants (see Kumar et al. (1999) ), I also calculate an employmentshare weighted average which approximates the average number of co-workers that a typical worker has. By categorizing producers as belonging to one of K size categories, this measure of average establishment size follows as
where Emp(k, i, c) and Est(k, i, c) are the number of employees and establishments, respectively, in establishment size category k for this city-industry.
The CBP data readily allow for the calculation of the simple average since total numbers of manufacturing establishments and workers are usually both reported. Where the total employment figures are reported as a range (due to disclosure restrictions), I estimate by taking midpoints. 10
Constructing the weighted average, by contrast, is somewhat more difficult because, although counts of establishments falling into each of 12 size classes 11 are reported, total employment by size category is not. Therefore, I estimate the employment-share weighted average using the following procedure. Summary statistics for many of the key variables used in the analysis below appear in Tables 1A and 1B . From them, a number of well-known trends can be seen. Notably, between 1980 and 1990, educational attainment increased -rising from 11.9 to 12.6 years of schooling for an average worker -while both own-industry manufacturing employment and average plant size (for a typical manufacturing employee in the sample) decreased, dropping from approximately 47000 own-industry workers to fewer than 38000; 172.6 workers per plant to 109.6 (1956.4 co-workers to 1283.9).
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Results
Localization and Plant Size
Two of the papers cited in the Introduction (Kim (1995) and Holmes and Stevens (2002)) have already established that localization and plant size are strongly associated in U.S.
manufacturing. Yet, this conclusion is based upon the calculation of localization indexes which summarize the extent to which industries are disproportionately represented in total employment (relative to the national level) across a collection of local markets.
The approach taken here is somewhat different. In particular, since studies estimating localization effects commonly do so by correlating some measure of an industry's productivity with its overall scale (e.g. total employment) within a locally defined area, 13 I consider an analogous exercise by estimating how an industry's plant scale varies with its aggregate 12 These last two observations are consistent with the drop off in both overall manufacturing employment and the average size of manufacturing plants described by Davis and Haltiwanger (1991) and Davis et al. (1996) . 13 See Eberts and McMillen (1999) for a summary of empirical work.
local market employment. Doing so should help to reveal how the plant-level organization of production varies as an industry's overall size changes, and, thus, may offer further insight into why productivity scales positively with employment.
To this end, I use the two measures of average establishment size for industry i, city c in year t, AES ict , given by (1) and (2) to estimate the following: 14
where Emp ict is the city-industry's total employment in year t; z ct is a vector of city-time varying covariates (described below) that may influence plant scale; α i , δ t , and µ c represent industry, time, and city-specific fixed effects influencing average establishment size; and ict is a residual. Estimates from two different specifications of (3) appear in Table 2 . features on plant size. In particular, this second specification includes the following eight characteristics: log population, log population density, log per capita income, the fraction of the adult population with a college degree, the proportions of the population under the age of 18 and over the age of 64, the fraction of population that is non-white, and the unemployment rate. 15 The first three are intended to capture the costs associated with overall urban scale, which Glaeser and Kahn (2001) and Dinlersoz (2004) have found to be important determinants of both the location and scale of manufacturing in U.S. cities. The education and demographic characteristics provide some basic information about the nature of the local labor force, including the local supply of human capital which the literature on firm size has long stressed as a key determinant of production scale (e.g. Lucas (1978) and Kremer (1993) ). The unemployment rate is added to pick up any effects of the local business cycle (e.g. high unemployment may be associated with a lower average establishment size as plants lay off workers).
What the results show, however, is a general lack of significant coefficients for these citytime varying covariates, at least after having conditioned on all of the variables appearing in specification I. Only the logarithm of population and the fraction of residents over the age of 64 in the equation for the simple average enter significantly (and as one might expect, negatively).
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More importantly, the inclusion of these regressors does not change the estimated associations between average plant size and log industry employment. For both measures of establishment scale, the estimated localization parameters are identical across the two specifications.
While a strong producer size-industry employment connection emerges from the analysis 15 Each of the quantities is derived from the USA Counties data file.
16 Dinlersoz (2004) finds that plant size is negatively associated with city-level population in U.S. manufacturing. A larger fraction of the population that is beyond its prime working years (18 to 64) should reduce the size of labor pool (holding population constant) from which establishments can hire.
of single, summary plant size measures (i.e. averages), it should be noted that it also emerges from a more detailed examination of city-industry plant size distributions. To see this, let F ict (n) denote the empirical cumulative distribution function for plants of industry i in city c at time t, evaluated at employment level n (i.e. the fraction of establishments with n or fewer employees). 17 As in Dinlersoz (2004) , I consider six values of n (19, 49, 99, 249, 499, and 999) and estimate the following analog to (3):
where the regressors are the same as those described above.
Results are reported in Table 3 . Because the estimated coefficients on log industry employment were essentially invariant with respect to including or dropping the vector of city-level variables, I have only reported results from the specification in which z ct is added.
On the whole, they indicate that, for each of the six employment levels considered, the empirical cumulative distribution function decreases significantly as industry employment rises. That is, significantly more probability mass falls on large establishments as total city-industry employment increases. Therefore, not only do average measures of plant scale increase with localization; the evidence also indicates that establishment size is stochastically increasing with employment. 18
Similar results arise when (3) and (4) are estimated separately for each two-digit industry. 19 Those estimates, which appear in Table 4 , generally reinforce the conclusions drawn 17 In essence, one can interpret this quantity as representing the proportion of a city-industry's establishments accounted for by relativley small plants. 18 That is, the plant-size cumulative distribution function shifts everywhere to the right as total industry employment increases.
19 Doing so controls for city-industry fixed effects that are not considered in the pooled results described above. Given the rather broad industrial categorization used here (two digit), the types of establishments above from the pooled sample. Both measures of average establishment size are significantly and positively associated with industry employment for each of the 20 industries, with the majority of the industry-specific elasticities falling relatively close to the figures documented in Table 2 . Additionally, the point estimates from the empirical distribution function regressions suggest that, with the exception of Tobacco Products (SIC 21), establishment size stochastically increases with industry employment.
Decomposing Localization Effects: Plant Size vs. Plant Counts
Given that the average scale at which producers operate increases significantly with an industry's presence in a metropolitan area, I turn to this paper's fundamental question:
might localization economies derive from plant-size productivity effects? To provide an answer, I consider the following characterization of the hourly wage earnings of worker j of city c in year t, w jct :
Here, the vector x jct denotes a set of personal covariates including years of education completed, three educational attainment dummies -some or all high school completed, some college, college or more -and years of education interacted with each dummy; a quartic in potential experience; race, gender, and marital status dummies, fully interacted with one another; 7 one-digit occupation indicators; and 19 two-digit industry indicators. Each of these personal characteristics is specified with a time-varying coefficient to account for belonging to, say, Food and Kindred Products (SIC 20) in one city may be quite different from those located in another. Estimating (3) and (4) separately by industry allows me to account for such differences (to the extent that they are reasonably fixed over the 10-year horizon) by correlating changes in average plant size and employment within city-industries.
changes in their 'prices' over time. 20 The vector z ct contains a set of time-varying cityspecific characteristics including log population, the proportion of the adult population with a college degree, the local unemployment rate, 8 Census division dummies (described in the Appendix), and an estimate of the local unionization rate; 21 log (Emp jct ) is the logarithm of the individual's own-industry (two-digit) employment, designed to capture localization 'effects' on wages; δ t denotes a year-specific intercept; µ c is a city-specific term treated in various ways below; and jct is an idiosyncratic term assumed to be uncorrelated across individuals, cities, and time.
The primary goal of this wage equation is to investigate the extent to which the localization effect, given by the parameter, θ, can be attributed to average establishment size. With this objective in mind, I estimate three specifications of (5). 22 In the first, I merely estimate the equation as written to evaluate the magnitude of industry localization effects. This is done primarily for the sake of comparison with previous work. In the next two specifications, I decompose log own-industry employment (log(Emp)) into the sum of the logarithm of average establishment size (log(AES)) and the logarithm of the total number of establishments (log(Est)), thereby replacing the term θlog (Emp jct ) with θ 1 log (AES jct ) + θ 2 log (Est jct ).
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This allows me to evaluate the extent to which the localization effects estimated in the first 20 I also performed the analysis using white males only. Each specification of the model is estimated in two ways: random effects generalized least squares (GLS) and fixed effects. In the first procedure, the term µ c is treated as a stochastic element assumed uncorrelated with the model's regressors. The fixed effects approach, by contrast, treats µ c as a city-specific intercept to be estimated and, thus, does not rely on this particular assumption for consistency (Greene (2000, p. 576) ).
Results from the specification of (5) in which the localization effect, θ, is constrained to be constant across two-digit industries, are given in the first row of estimates in Tables 5 (random effects) and 6 (fixed effects). For the sake of brevity, all other coefficient estimates have been suppressed, although a nearly complete list of them for this first specification appears in Table A1 of the Appendix. 24 Consistent with the findings of previous work (e.g. Tables 5 and 6 . Overwhelmingly, they demonstrate that, between the two, the establishment-size effect is the more important piece. When using the weighted average, the implied firm-size wage elasticity is approximately 4 percent while that for the simple average lies between 7.5 and 8 percent. These figures, interestingly, are similar to those reported by Brown and Medoff (1989) and Troske (1999) whose estimates of plant-size wage premia generally fall between 3 and 6 percent. All are highly significant.
At the same time, the results show that the establishment-count effect, holding plant size constant, is extremely small. Across the four estimates in the two tables, the largest is only 0.7 percent, and only one of the coefficients is statistically different from zero at conventional levels (i.e. at least 10 percent). Such results clearly suggest that, after conditioning on average establishment size, variation in the number of plants is not an important feature of the observed association between localization and wages.
Allowing the localization parameter, θ, and the decomposed effects, θ 1 and θ 2 , to differ across two-digit industries produces qualitatively similar findings. The estimates, which appear in the remaining rows of Tables 5 and 6, indicate that, for each industry, localization effects are significantly positive at conventional levels. There is, to be sure, some difference across industries: the estimates, for instance, suggest that own-industry wage elasticities range from approximately 0.02 (for SIC 30, Rubber and Miscellaneous Plastics Products) to roughly 0.078 (for SIC 24, Lumber and Wood Products). Nevertheless, most lie reasonably close to the 4 percent benchmark derived in the pooled sample.
More importantly, the decomposed contributions of plant size and plant counts again demonstrate the significant role of average plant size in these localization terms. All of the coefficients on both measures of average establishment size are positive, and very nearly all of them are significant. Of the 20 coefficients, for example, the weighted average produces significantly positive coefficients in 18 cases using fixed effects; 19 using random effects GLS.
Results for the simple average are similar: 19 are positive and significantly non-zero across both estimation techniques. Throughout, only one industry, SIC 31 (Leather and Leather Products) produces consistently insignificant (although positive) plant-size coefficients.
As for the plant-count effects, many of the estimated coefficients in Tables 5 and 6 are significant at conventional levels, unlike in the pooled results described previously. Three comments, however, are in order. First, of these significant coefficients, many are actually negative, suggesting that, for these industries, greater numbers of producers do not add to the wages of workers (and, thus, explain localization effects). Second, even among the positive plant-count coefficients, the magnitudes tend to be small, averaging roughly 1 to 
Concluding Comments
It is widely known that various measures of productivity, including wage earnings, rise as workers are organized into either larger production establishments or markets in which their industries are heavily represented. Yet, while a substantial body of research has explored these two empirical regularities, surprisingly little work has considered the possibility that they may be related. This paper offers evidence suggesting that they are.
Again, the findings documented here show that (i) establishment size increases substantially as an industry's total employment in a metropolitan area rises, and (ii) increases in hourly wage earnings tied to increases in city-industry employment operate primarily through plant scale, not the total number of plants. Localization effects on wages, therefore, seem to be plant-size effects, not plant-count effects.
Does this finding imply that localization economies are nothing more than a manifestation of plant-level scale economies and, thus, that the geographic concentration of industry, by itself, plays no role in raising productivity? That is, do the results imply that external productivity shifts are not an important aspect of industry clusters? A complete answer, naturally, is beyond the scope of this paper. However, from a theoretical perspective, there is no reason that this conclusion should follow. Indeed, it is certainly possible that, by generating positive externalities, the localization of industry creates an environment in which producers optimally choose to operate on a larger scale.
Take, for example, Marshall's (1920) three frequently-cited explanations for the geographic concentration of industry -technological externalities, increased intermediate-input
variety, and economies of labor market search. Each implies that a producer's productivity increases as the size of its industry within a relevant local market expands. Higher levels of productivity may then translate into a larger average plant size either by increasing a producer's optimal scale of production (say, through an increase in a producer's marginal productivity of labor) or by attracting relatively large producers (possibly because such producers have more to gain from the increased productivity than small producers). Geographic concentration's role in generating localization effects may therefore take the form of attracting (or otherwise generating) larger, more productive establishments.
This line of reasoning suggests that the two traditional groups of explanations discussed in the Introduction -those relating to effects either external or internal to firms -should not be viewed independently from one another. Instead, future work should consider more carefully how externalities of various types, including Marshall's three, may influence the establishment-level organization of production. Note: Results from estimates of (3). 9722 city-industry-year observations. Each specification also includes a time effect (for the year 1980), city-specific effects, and industry-specific effects. Heteroskedasticity-consistent standard errors appear in parentheses. Note: Results from specification II of (4). 9722 city-industry-year observations. Also included are a time effect (for the year 1980), city-specific effects, and industry-specific effects. Heteroskedasticity-consistent standard errors appear in parentheses. Tables 2 and 3) of (3) and (4) 
A Appendix
A.1 Census Data Details
All individual observations used in the wage regressions are derived from the 1980 ('B') and 1990 1 Percent Metro Samples of the Integrated Public Use Microdata Series. As stated in the text, the samples are limited to individuals employed in manufacturing who are 18 to 65 years of age, are not in school, report having usually worked at least 30 hours per week, and earn between 2 and 60 dollars per hour (in real, 1982 dollars). The bottom figure lies slightly above one half of the 1982 minimum wage (3.35 dollars per hour). The top figure is the same cutoff as the one used by Moretti (2003) . The estimated localization effects (including the decompositions) were not sensitive alternative values (e.g. 70 or 80 dollars per hour). Hourly wages are computed as annual wage and salary earnings divided by the product of usual weekly hours and the number of weeks worked. Following previous research using these Census data (e.g. Autor et al. (1998) ), topcoded wage and salary earnings are imputed as 1.5 times the topcode for 1980, and as 210000 dollars for 1990. Given the trimming of the sample, this transformation affected very few observations: only 0.1 percent of the total. These figures are then deflated using the Personal Consumption Expenditures Chain-Type Price Index of the National Income and Product Accounts. Because the 1990 Census does not report years of schooling completed for all individuals, I impute years of education for each individual in this year using the figures reported in Table 5 of Park (1994) . Potential experience is then calculated as the maximum of (ageyears of education -6) and 0.
A.2 Calculating the Weighted Plant Size Measure
County Business Patterns (CBP) reports total establishment counts within 12 employment size classes at the county level. In order to estimate the mean number of workers per plant for each of these categories, I begin by calculating the fraction of all establishments (across all industries and counties) that fall into each size class. These shares then allow me to estimate 11 quantiles characterizing the distribution of plant sizes by taking cumulative shares. For example, in the 1990 CBP data 27.4 percent of all establishments have between 1 and 4 workers. I use this information to approximate the 0.274 quantile of the distribution as 4. Label these quantiles X α . In addition, I use these 11 cumulative percentages to find the corresponding quantiles from a normal (0,1) distribution. Label these quantiles U α . Assuming a lognormal plant-size distribution, X α and U α are related as follows:
where ζ and σ are the mean and variance parameters characterizing the lognormal distribution (see Johnson and Kotz (1970, p. 117) fitted, I refer to this procedure as a 'method-of-moments' approach. The resulting goodness-of-fit statistics from these regressions, incidentally, are extremely high. For both years of data, the R 2 exceeds 0.999. 
