A new Jacobian approach that linearly decomposes the com posite of additive noise, mUltiplicative noise (chann el transfer function) and speaker's vocal tract length, and adapts the acoustic model parameters simultaneously to these factors is proposed in this paper. Due to the fact that these fac tors non·linearly degrade the observed features for speech recognition, existing approaches fail to adapt the acoustic models adequately. Approximating the nonlinear operation by a linear model enables to employ the least square er ror estimation of the factors and adapt the acoustic model parameters with small amount of speech samples. Speech recognition experiments on ATR isola ted word database demon strate significant reduction of error rates, which supports the effectiveness of the proposed scheme.
I. INTRODUCTION
Acoustic features for speech recognition are degraded by number offactors such as background noise, transfer-functions of communication channels and so on. Some of these fac· tors may affects the observed features non-linearly. For example, additive noise in the power spectrum domain de grades the cepstral features non-linearly.
There have been number of researches conducted to adapt the acoustic model parameters to the taIget environments in the real world where speech recognition is carried out.
In spite of these efforts, none of the adaptation techniques outperfouns the acoustic models that have been trained suf ficiently in the target environment. This fact sugg ests us another scenario of adaptation in which (1) we assume we had a set of acoustic models trained in the same environ ment with the talget environment, (2) the characteristics of the target environment will slightly change in accordance with the time goes by or as the speaker moves in the mo bile environment, (3) only small amount of modification of the model parameters is enough to follow the environmental change. In such situations where real-time parameter up dating is necessary, direct use of modem well�known tech niques, PMC [1] and MLLR [2) for example, is not ade quate due to the computation complexity. Jacobian adapta tion (lA) [3, 4, 5, 6J is one of the solutions for this problem 0-7803-7402·9/02/$17.00 iCl2002 IEEE because everything is carried out in the cepstral domain and hence no transformation of feature vectors into spectral do main is needed.
The basic concept of the Jacobian adaptation is to model the observed features as a analytic function that may be non linear, and approximate the function into a linear form so that the acoustic model parameters can be adapted in the feature domain of the acoustic models without transform ing the parameters into other domain such as linear spectral domain.
JACOBIAN ADAPTATION

Formulation of Jacobian Adaptation
In the Jacobian approach, observed vector variable is given by an analytic function of some variables 1. In the present study, we assume the observed cepstral vector Cy is a func tion of vector variables, Cs, Qv and Gi, and a scalar vari able .x, namely, power spectral domain) and the resultant composite speech spectrum that we observe. The last variable>. reflects a fac tor of speaker's vocal tract length, which wiIl be discussed in detail in the foIlowing section. Fig. 1 depicts the observ ing system assumed in this paper. In case that the noise and chann el conditions represented by CN and CH ("Condition A'') change into CN + �CN and CH + aCH ("Condition B") with the clean speech spectrum fixed, the composite cepstrum also changes into:
where acy is given by Eq.(2) with aes = 0, a>. = o.
Since we have got the above adaptation fonnula, we can adapt the acoustic model parameters, i.e., the mean vectors of output distributions of HMMs, after observing a smalI amount of audio samples for adaptation in a new condi tion B. Note that the adaptation is performed with very small computation complexity because (I) every operation is done in the same feature domain with the acoustic model parameters, i.e., the cepstral domain in this case, and hence no transformation of the features to the spectral domain is needed, (2) Jacobian matrices are calculated once in the ini tial condition A regardless the target condition B. This is the basic idea of Jacobian adaptation to a new condition.
Vocal Tract >'-stretched Cepstrum and its Jacobian
In our previous work of Jacobi a n adaptation [4] , the noise and channel factors have been considered. The speaker's vocal tract length is newly employed as the third factor (vari able) in the present study.
We assume that if the vocal tract becomes). times longer in length then corresponding power spectrUm changes from S(w) to S(>.w). We call this S(>.w) a lambda-stretched spectrum, and call the corresponding cepstrum a >.-stretched cepstrum.
The relationship between the cepstrum and the power spectrum is expressed as
where F is the Fourier transform matrix. Since the power spectrum is real and symm etric, the Fourier transform can be simplified with the discrete cosine transform (DCT) ma trix whose (i, k) element is given by
With a little calculation, the above relati onship can be applied to the case of A-stretched spectrum and its relation ship to the original cepstrum is written as
where F" denotes another DCT matrix including the: � stretch ingoffrequency axis, whose (i, k) element is given by
The �-stretched cepstrum C s is thus expressed as Os:;:: F-1F"Q;
whose i·th component is given by
Since C s is now represented as an analytic function of >., the i-th component of the Jacobian with respect to � is de rived as
where the matrix G represents the sine transfonn, and we further assumed>' """ 1. As a result, we obtain the following expression if we discard other factors, noise and chann el, that affect the observed Cy:
ail! acy = a>. �>. = J,,�>.. 
Jacobians for Noise and Channel
The relationship among the n-dimensional vectors, Ss, ,Sv, Si, and Sy in the linear spectral domain shown in Fig. 1 To put the problem into the least square estimation prob lem that is solvable, we need to obtain a set of equations 2 Here we assume that the loPrltiunic and exponential functions also apply to a vector, in which corresponding operation is applied to each ele ment oCthe vector.
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of (16) set of acoustic models, we will have the following system of linear equations with the observation error term E (i) :
where �C�) stands for the change of Cy, when the initial condition A was changed to the target condition B. which was observed in the speech region where the i-th hidden state was assigned. In the implementation issue, we assum e that we know the text uttered, i.e., the phoneme sequence, and time alignment between the observed speech signal and the hidden states of phoneme models is properly performed by time alignment algoritlm such as Viterbi algorithm.
Solving the problem to minimize the sum of error terms, It should be noted that giving a linear combination for mulation liIce Eq. (16) with respect to the factors by the Ja cobian approximation is the essential idea to achieve the si multaneous adaptation of the acoustic models to the factors.
EXPERIMENTS
ExperimeDtal Condidons
The proposed Jacobian joint adaptation scheme was eval uated using a speech database of isolated words, in which experimental condition is shown in Table 1 . Fig. 2 and Fig. 3 
Experimental Results
S. CONCLUSIONS
This paper introduced a linear decomposition scheme of noise, chann el and vocal tract length differences in the mis matched concisions, and simultaneous adaptation of the acous tic model parameters using a Jacobian formulation. Exper iments on isolated word recognition task, though very pre liminary, showed that the proposed joint adaptation scheme significantly reduced the word error rates with small num ber of speech samples for adaptation.
The proposed joint adaptation scheme is quite general and it is not limited to the case that the model mismatch is caused by noise, chann el and vocal tract length, but it is also applicable to the case when the mismatch occurs due to any reasons con taini ng any additive, multiplicative and frequency stretching distwbances. 
