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Tight Bounds on the Asymptotic Descriptive
Complexity of Subgraph Isomorphism
Oleg Verbitsky∗ Maksim Zhukovskii†
Abstract
Let v(F ) denote the number of vertices in a fixed connected pattern graph
F . We show an infinite family of patterns F such that the existence of a
subgraph isomorphic to F is expressible by a first-order sentence of quantifier
depth 23 v(F ) + 1, assuming that the host graph is sufficiently large and con-
nected. On the other hand, this is impossible for any F with using less than
2
3 v(F ) − 2 first-order variables.
1 Introduction
We consider graph properties expressible in first-order logic over the vocabulary
consisting of two binary relations symbols, ∼ for adjacency and = for equality of
vertices. Let F be a fixed pattern graph on the vertex set {1, . . . , ℓ}. The Subgraph
Isomorphism problem asks whether a given graph contains a subgraph isomorphic
to F , which can be expressed by the first-order sentence
∃x1 . . .∃xℓ

∧
i 6=j
xi 6= xj ∧
∧
{i,j}∈E(F )
xi ∼ xj

 , (1)
where E(F ) denotes the edge set of F .
Consider the parameters D(F ) and W (F ) defined, respectively, as the minimum
quantifier depth and the minimum variable width of a first-order sentence expressing
Subgraph Isomorphism for the pattern graph F . Note the relation W (F ) ≤ D(F ),
following from the general fact that any first-order sentence of quantifier depth d
can be rewritten using at most d variables. Since the sentence (1) has quantifier
depth ℓ, we have D(F ) ≤ ℓ. On the other hand, note that Kℓ, the complete graph
on ℓ vertices, contains F as a subgraph, while the smaller complete graph Kℓ−1 does
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not. Since ℓ first-order variables are necessary in order to distinguish between Kℓ
and Kℓ−1, we have W (F ) ≥ ℓ and, therefore, W (F ) = D(F ) = ℓ. In other words,
the existence of an F subgraph cannot in general be expressed more succinctly,
with respect to the quantifier depth or the variable width, than by the exhaustive
description (1).
Assume that the pattern graph F is connected. The time complexity of Subgraph
Isomorphism will not be affected if we restrict this problem to connected input
graphs. The same holds true for the descriptive complexity: we still need ℓ variables
to express Subgraph Isomorphism over connected graphs because the “hard case”
was given by connected graphs Kℓ and Kℓ−1. Can it happen, however, that this pair
is the only obstacle to expressing Subgraph Isomorphism over connected graphs more
succinctly? In fact, it is natural (in full accordance with computational complexity
theory!) to consider the asymptotic descriptive complexity of Subgraph Isomorphism
over connected graphs. More precisely, let D′(F ) be the minimum quantifier depth
of a first-order sentence correctly deciding whether or not a graph G contains an
F subgraph over all sufficiently large connected graphs G; see Section 2.1 for more
details. Similarly, let W ′(F ) denote the asymptotic version of the width parameter
W (F ). The question addressed in this paper is whether the asymptotic descriptive
complexity of Subgraph Isomorphism can be much lower over connected graphs than
in general or, more formally, how much the asymptotic parameters D′(F ) andW ′(F )
can differ from their standard counterparts D(F ) and W (F ).
In our earlier paper [17], we found an example of a pattern graph F with D′(F ) ≤
ℓ− 3 and observed, on the other hand, that W ′(F ) ≥ 1
2
ℓ− 1
2
for all F . It remained
unknown whether the difference between W ′(F ) and W (F ) = ℓ could be arbitrarily
large. We now show an infinite family of pattern graphs F with D′(F ) ≤ c · ℓ for
a constant factor c < 1 and determine the minimum value of c, for which such a
bound is possible. More precisely, we show that
D′(F ) ≤
2
3
ℓ+ 1 (2)
for infinitely many F , where ℓ always denotes the number of vertices in F . We also
prove that this upper bound is tight by accompanying it with a nearly matching
bound
W ′(F ) >
2
3
ℓ− 2 for every F. (3)
A general reason why the existence of an ℓ-vertex subgraph F can be defined
in this setting with sharply less than ℓ first-order variables lies in the fact that the
logical truth changes if we restrict our realm to large connected graphs. In particular,
some special sentences about subgraph containment become validities in this realm.
As an example, consider the following statement:
(Φℓ) A graph G contains a subgraph on ℓ vertices isomorphic either to a path Pℓ or
to a star K1,ℓ−1.
The observation that, for each ℓ, the statement Φℓ is true for all sufficiently large con-
nected graphs G serves as a starting point of the graph-theoretic work by Oporowski,
2
Oxley, and Thomas [12]; other examples of this kind can be found in Chapter 9.4 of
Diestel’s textbook [3].
Though Φℓ implies no impressive upper bounds for W
′(Pℓ) nor for W
′(K1,ℓ−1),
1
this property underlies our analysis of an important hybrid pattern graph. Specifi-
cally, the sparkler graph Sq,p is obtained by drawing an edge between an end vertex
of a path Pp and the central vertex of a star K1,q−1. We determine the values of
D′(Sq,p) and W
′(Sq,p) up to a small additive constant. Specifically,
D′(Sq,p) ≤ max
(
p+ 2,
1
2
p+ q
)
, while (4)
W ′(Sq,p) ≥ max
(
p,
1
2
p+ q −
5
2
)
. (5)
The right hand side of (4) attains its minimum when p = 2q−4, yielding the up-
per bound (2). Our proof of (4) exploits a structural property of connected Sq,p-free
graphs closely related to the aforementioned properties Φℓ: The maximum vertex
degree of such graphs is bounded either from above by a constant or from below by
an increasing function of ℓ = q + p (see Lemma 3.2). Another important ingredient
in our analysis is a dichotomy theorem by Pikhurko, Veith, and Verbitsky [13] about
succinct definability of an individual graph, stated as Lemma 2.4 in Section 2.
The lower bound (5) readily implies that W ′(Sq,p) >
2
3
ℓ− 2 irrespectively of the
parameters q and p. This particular fact about the sparkler graphs plays a key role
in the proof of the general lower bound (3). Our argument for (3) actually reveals
the structure of extremal patterns F with W ′(F ) ≈ 2
3
ℓ: Every such F either has
one of a few simple combinatorial properties2 or is a sparkler graph Sq,p with p ≈ 2q.
We conclude the summary of our results with listing some reasons motivat-
ing investigation of the asymptotic descriptive complexity of subgraph containment
problems and, perhaps, also other first-order properties of graphs.
Relation to computational complexity. The model-checking problem for a fixed first-
order sentence Φ is solvable in time O(nW (Φ)), where n is the number of vertices in
an input graph and W (Φ) denotes the variable width of Φ (Immerman [7], Vardi
[16]). This implies the time bound O(nW (F )) = O(nℓ) for Subgraph Isomorphism
for an ℓ-vertex pattern graph F , which, of course, corresponds to exhaustive search
through all ℓ-tuples of vertices in the input graph. If F is connected, then Sub-
graph Isomorphism efficiently reduces to its restriction to connected inputs and the
time bound O(nW (F )) can be replaced with a potentially better bound O(nW
′(F )).
According to (2), for some F this results in time O(n
2
3
ℓ+1), which actually may
look not so bad if compared to the general time bound O(n(ω/3)ℓ+2) established for
Graph Isomorphism by Nesˇetrˇil and Poljak [11]; here ω is the exponent of fast matrix
multiplication, whose value is known [4] to lie between 2 and 2.373. However, all
patterns F with W ′(F ) ≈ 2
3
ℓ have a large tree part and, for such graphs, the time
1These parameters are actually equal to ℓ− 2 and ℓ− 1, respectively; see Section 5.
2namely those underlying Lemmas 2.5 and 4.2.
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bound O(n
2
3
ℓ+1) cannot compete with other algorithmic techniques for Subgraph
Isomorphism such as the color-coding method by Alon, Yuster and Zwick [1].
Nevertheless, there is apparently no general reason why the time bounds based
on estimating the asymptotic descriptive complexity cannot be somewhat more suc-
cessful in some other situations. Consider, for example, the Induced Subgraph Iso-
morphism problem, whose computational complexity seems very different from the
not-necessarily-induced case. Here it is unknown if the bound O(nW
′(F )) can, for
some patterns F , be comparable with the Nesˇetrˇil-Poljak time bound. The last
bound applies also to Induced Subgraph Isomorphism, and no techniques achieving
running time O(no(ℓ)) with a sublinear exponent for infinitely many patterns are
known. We discuss this topic in [18]; see also the concluding remarks in Section 6.
Encoding-independent computations and order-invariant definitions. The above dis-
cussion shows that any first-order sentence in the vocabulary {∼,=} defining a
graph property over sufficiently large graphs can be considered a weak computa-
tional model for the corresponding decision problem. The question of its efficiency
is in the spirit of the eminent problem on the power of encoding-independent com-
putations; see, e.g., [5]. If we extend the vocabulary with the order relation <,
comparison of the two settings is interesting in the context of order-invariant def-
initions ; see, e.g., [10, 14]. Note also that the setting where arbitrary numerical
relations are allowed brings us in the field of circuit complexity; see [8, 10]. In this
context, the Subgraph Isomorphism problem has been studied in [9].
Measurement of succinctness. A traditional question studied in finite model theory
asks whether or not a graph property of interest is expressible in a certain logical
formalism. If the expressibility is known, it is reasonable to ask how succinctly the
property can be expressed with respect to the length, the quantifier depth, or the
variable width of a defining sentence, and the questions we address in this paper are
exactly of this kind. We refer the reader to Dawar [2], Grohe and Schweikardt [6],
and Tura´n [15] for instances of the problems studied in this line of research.
Organization of the paper. Section 2 contains definitions and preliminary lem-
mas. The bounds (4) and (5) for sparkler graphs are proved in Section 3. Our main
result, the general bounds (2)–(3), is obtained in Section 4. Furthermore, Section 5
is devoted to the particular case of path and star graphs, in which we are able to
determine the values of D′(F ) and W ′(F ) precisely. We conclude with a discussion
of further questions in Section 6.
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2 Preliminaries
2.1 Basic definitions
We consider the first-order language containing the adjacency and the equality rela-
tions. We say that a first-order sentence Φ defines a class of graphs C asymptotically
over connected graphs if there is an integer N such that
G |= Φ iff G ∈ C
for all connected graphs G with at least N vertices. The asymptotic logical depth of
C, denoted by D′(C), is the minimum quantifier depth (rank) of such Φ.
The variable width of a first-order sentence Φ is the number of first-order variables
used to build Φ; different occurrences of the same variable do not count. The
asymptotic logical width of C, denoted by W ′(C), is the minimum variable width of
a Φ defining C asymptotically over connected graphs. Note that W ′(C) ≤ D′(C).
2.2 Our toolkit
Given two non-isomorphic graphs G and H , let D(G,H) (resp. W (G,H)) denote
the minimum quantifier depth (resp. variable width) of a sentence distinguishing G
and H , that is, true on one of the graphs and false on the other.
Lemma 2.1.
1. D′(C) ≤ d if D(G,H) ≤ d for all sufficiently large connected graphs G ∈ C
and H /∈ C.
2. W ′(C) ≥ d if there are arbitrarily large connected graphs G ∈ C and H /∈ C
with W (G,H) ≥ d.
Part 1 of this lemma can easily be deduced from the fact that, over a given vocabu-
lary, there are only finitely many pairwise inequivalent first-order formulas of a fixed
quantifier depth. Part 2 follows directly from the definitions.
Lemma 2.1 reduces estimating D′(C) and W ′(C) to estimating, respectively, the
parameters D(G,H) and W (G,H) over large connected G ∈ C and H /∈ C. For
estimating D(G,H) and W (G,H) we have a very handy instrument.
The k-pebble Ehrenfeucht-Fra¨ısse´ game is played on two vertex-disjoint graphs
G and H . This is a two-person game; the players are called Spoiler and Duplicator.
He and she have equal sets of k pairwise different pebbles. In each round, Spoiler
takes a pebble and puts it on a vertex in G or in H ; then Duplicator has to put
her copy of this pebble on a vertex of the other graph. The pebbles can be reused
and change their positions during the play. Duplicator’s objective is to ensure that
the pebbling determines a partial isomorphism between G and H after each round;
when she fails, she immediately loses. The proof of the following facts can be found
in Immerman’s textbook [8].
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Lemma 2.2.
1. D(G,H) is equal to the minimum k such that Spoiler has a winning strategy
in the k-round k-pebble game on G and H.
2. W (G,H) is equal to the minimum k such that, for some d, Spoiler has a
winning strategy in the d-round k-pebble game on G and H.
For bounding W ′(C) from below based on Lemma 2.1, we need a supply of
pairs of graphs G,H with large W (G,H). The following simple construction works
sometimes quite efficiently.
Let u, v, and w be three pairwise different vertices of a graph. We say that
w separates u and v if w is adjacent to exactly one of these two vertices. We call
u and v twins if these vertices are inseparable by any vertex w or, equivalently,
if the transposition (uv) is an automorphism of the graph. We consider u and v
twins also if u = v. Being twins is an equivalence relation on the vertex set, and
every equivalence class, called twin class, is a clique or an independent set, that is, a
homogeneous set. For a vertex v in a graph G, let G− v denote the graph obtained
by removing v from G.
Lemma 2.3. Suppose that G is a graph containing a twin class of size t. Let v be
one of these t twins. Then W (G,G− v) ≥ t.
Proof. By part 2 of Lemma 2.2, it suffices to notice that Duplicator survives in the
(t − 1)-pebble game on G and G − v, whatever the number of rounds is played.
Whenever Spoiler plays outside the twin class under consideration, Duplicator just
mirrors his moves in the other graph. Whenever Spoiler pebbles one of the twins,
Duplicator makes the same in the other graph; the particular choice of a twin is
immaterial. This is always possible because the reduced twin class in G−v contains
as many vertices as the number of pebbles.
Let σ(G) denote the maximum size of a twin class in a graph G. Lemma 2.3
implies that we need at least σ(G) first-order variables in order to define G as
an individual graph, i.e., to distinguish G from all non-isomorphic graphs. As a
consequence, the quantifier depth needed for this purpose cannot be smaller than
σ(G). It turns out that this is the only reason why it can be large. More specifically,
the following result shows that every n-vertex graph G either is definable with
quantifier depth no larger than 1
2
n+ 5
2
or has σ(G) > 1
2
n+ 1
2
, and in the latter case
the minimum quantifier depth of a sentence defining G is very close to σ(G).
Lemma 2.4 (Pikhurko, Veith, and Verbitsky [13, Theorem 4.1]). If A and B are
non-isomorphic graphs, then
D(A,B) ≤
{
1
2
v(A) + 5
2
if σ(A) ≤ 1
2
v(A) + 1
2
,
σ(A) + 2 if σ(A) ≥ 1
2
v(A) + 1
2
.
Moreover, if σ(A) ≥ 1
2
v(A)+ 1, then D(A,B) ≤ σ(A)+ 1 whenever the largest twin
class in A is an inclusion-maximal homogeneous set.
Here and throughout the paper, v(G) denotes the number of vertices in a graph G.
6
S4,2 B6
Figure 1: Examples of useful graphs: a sparkler and a broken fan.
2.3 Useful graphs
The neighborhood N(v) of a vertex v consists of all vertices adjacent to v. The
number of neighbors |N(v)| is called the degree of v and denoted by deg v. The
vertex of degree v(G)−1 (i.e., adjacent to all other vertices) is called universal. The
vertex of degree 1 is called pendant.
We use the standard notation Pn for paths and Cn for cycles on n vertices.
Furthermore, Kt,s denotes the complete bipartite graph whose vertex classes have t
and s vertices. In particular, K1,n−1 is the star graph on n vertices.
The sparkler graph Sq,p, playing an important role in the paper, is obtained from
K1,q−1 and Pp by adding an edge between an end vertex of Pp and the central vertex
of K1,q−1. The components K1,q−1 and Pp are referred to as the star and tail parts
of the sparkler graph respectively. By the central vertex of Sq,p we mean the central
vertex of the star part. We will almost always assume that q ≥ 3 and p ≥ 2, though
the smaller parameters still make sense representing Sq,1 ∼= K1,q and S2,p ∼= Pp+2.
The following graph will appear in Section 3.2 for a technical purpose. Recall
that the n-vertex fan graph is obtained by adding a universal vertex y to the path
graph Pn−1. Let us “break” the edge between y and one of the end vertices of Pn−1
by removing this edge from the graph and replacing it with an edge from y to a new
vertex y′. This results in an (n+1)-vertex graph that we call broken fan and denote
by Bn+1; see Fig. 1.
2.4 First bounds
Let S(F ) denote the class of graphs containing a subgraph isomorphic to F . Simpli-
fying the general notation introduced in Subsection 2.1, we write D′(F ) = D′(S(F ))
and W ′(F ) = W ′(S(F )). We now state simple combinatorial bounds for these pa-
rameters that were used already in [17].
Let v0v1 . . . vt be an induced path in a graph G. We call it pendant if deg v0 6= 2,
deg vt = 1 and deg vi = 2 for all 1 ≤ i < t. Furthermore, let S be an induced star
K1,s in G with the central vertex v0. We call S pendant if all its pendant vertices
are pendant also in G, and in G there is no more than s pendant vertices adjacent
to v0. The definition ensures that a pendant path (or star) cannot be contained in
a larger pendant path (or star).
Let p(F ) denote the maximum t such that F has a pendant path Pt+1. Similarly,
let s(F ) denote the maximum s such that F has a pendant star K1,s. As an example,
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note that the sparkler graph Sq,p has a pendant Pp+1 and a pendant K1,q−1 and,
therefore, p(Sq,p) = p and s(Sq,p) = q − 1. If F has no pendant vertex, then we set
p(F ) = 0 and s(F ) = 0.
Lemma 2.5. For every connected graph F with ℓ vertices,
1. W ′(F ) ≥ ℓ− s(F )− 1, and
2. W ′(F ) ≥ ℓ− p(F )− 1.
Proof. 1. Since s(K1,ℓ−1) = ℓ − 1, the bound is trivial for F = K1,ℓ−1, and we
assume that F is not a star. By Part 2 of Lemma 2.1, it suffices to exhibit, for every
sufficiently large n, a pair of graphs Gn andHn with at least n vertices each such that
Gn contains F as a subgraph, Hn does not, and W (Gn, Hn) ≥ ℓ− s(F )−1. For this
purpose, consider Gn consisting of the complete graph Kℓ−s(F ) with a pendant star
K1,n and Hn obtained in the same way from the smaller complete graph Kℓ−s(F )−1.
Note that Hn is obtainable from Gn by removing one of ℓ − s(F ) − 1 twins. The
lower bound for W (Gn, Hn) follows by Lemma 2.3.
2. Assume that F is not a path graph, because otherwise the bound is trivial.
We proceed similarly to the first part, considering now Gn consisting of Kℓ−s(F ) with
a pendant path Pn and Hn obtained from Gn by removing one of the twins.
3 Bounds for sparkler graphs
We begin our analysis with a very instructive case of sparkler graphs, for which
we are able to determine the asymptotic depth and width parameters with high
precision.
Theorem 3.1. Let q ≥ 3 and p ≥ 2. Let ℓ = q+ p denote the number of vertices of
the sparkler graph Sq,p.
1. W ′(Sq,p) ≥ max
(
p, ℓ− 1
2
p− 2− 1
2
(p mod 2)
)
.
2. D′(Sq,p) ≤ max
(
p, ℓ− 1
2
p− 2− 1
2
(p mod 2)
)
+ 2.
The proof of Theorem 3.1 occupies the rest of this section.
3.1 The lower bound
Applied to a sparkler graph, Part 1 of Lemma 2.5 yields W ′(Sq,p) ≥ ℓ−s(Sq,p)−1 =
ℓ− q = p. It remains to prove the lower bound
W ′(Sq,p) ≥ ℓ−
1
2
p− 2−
1
2
(p mod 2) = q +
1
2
p− 2−
1
2
(p mod 2). (6)
If p = 2 or p = 3, this bound immediately follows from Part 2 of Lemma 2.5. We,
therefore, assume that p ≥ 4.
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Figure 2: Construction of Ga,b,n by gluing Ka+1,a+s and Sn+1,b at the central vertex
w of the latter. Like the shown subgraph S3,7 (with central vertex u), the graph
Ga,b,n hosts a copy of Ss+1,2a+b as a subgraph.
In order to prove the bound (6), we will construct two graphs Ga,b,n andHa,b,n de-
pending on integer parameters a, b, and n. Adjusting appropriately the parameters
a and b, we will ensure that
(a) Ga,b,n contains Sq,p as a subgraph,
(b) Ha,b,n does not, and
(c) W (Ga,b,n, Ha,b,n) ≥ q +
1
2
p− 2− 1
2
(p mod 2)
for any choice of the parameter n. Moreover,
(d) both Ga,b,n and Ha,b,n have more than n vertices
by construction. Properties (a)–(d) will yield the bound (6) by Part 2 of Lemma
2.1 as the parameter n can be taken arbitrarily large.
Denote s = q − 1. The construction of Ga,b,n is illustrated in Fig. 2. This graph
is composed by two subgraphs sharing one common vertex. One of them is the
complete bipartite graph Ka+1,a+s, that will be referred to as the K-component. The
other is the sparkler graph Sn+1,b, that will be referred to as the S-component. The
smaller part of the K-component includes the central vertex w of the S-component.
Note that the larger part of the K-component is an independent set consisting
of a+s twins. The graph Ha,b,n is obtained from Ga,b,n by removing one vertex from
this twin class. Lemma 2.3 implies that
W (Ga,b,n, Ha,b,n) ≥ a + s. (7)
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Now, we fix the parameters a and b such that Conditions (a)–(c) are fulfilled.
Specifically, we set
b = 2 + (p mod 2) and a =
p− b
2
.
Note that b ∈ {2, 3}. The value of a is integer due to the choice of b. Our assumption
that p ≥ 4 ensures that a ≥ 1. Note that Condition (c) now readily follows from (7).
As easily seen, the graph Ga,b,n contains a copy of Sq,p. Indeed, we can put
the central vertex at any vertex u 6= w in the smaller part the K-component. The
larger part the K-component is large enough to accommodate s vertices adjacent to
u and, moreover, there still remains enough space to draw a path from u to w via
2a− 1 intermediate vertices. Prolonging it along the tail part of the S-component,
we obtain a path emanating from u and passing through 2a+ b = p further vertices.
This path is clearly destroyed by removing a vertex from the larger part of the
K-component. It remains to prove that no copy of Sq,p can be found in Ha,b,n in
any other way. Assume, to the contrary, that Ha,b,n contains an isomorphic copy S
′
of Sq,p with central vertex u
′. Consider several cases.
• u′ 6= w belongs to the smaller part of the K-component of Ha,b,n. After locating
the star part of S ′ in the larger part of the K-component, this part contains only
a− 1 unoccupied vertices. It follows that the longest path that can be drawn from
u′ has length 2a− 2 + b = p− 2.
• u′ = w. Now the star part of S ′ can be located among the n pendant vertices of
Ha,b,n adjacent to w. However, by the assumption that p ≥ 4, the tail part of S
′
does not fit into the tail part of the S-component of Ha,b,n. The longest path from
w in the K-component has length 2a+ 1 < 2a+ b = p.
• u′ belongs to the larger part of the K-component of Ha,b,n. Suppose that s ≤ a+1
because otherwise the star part of S ′ does not fit into the smaller part of the K-
component. After locating the star part of S ′ in this part, the longest path that
can be drawn in the K-component from u′ has length 2(a + 1 − s) < 2a < p if it
terminates in the larger part of the K-component. Otherwise such a path has length
at most 2(a + 1 − s)− 1 and, arriving at w, can be prolonged in the S-component
of Ha,b,n to a path of total length at most 2(a+ 1− s)− 1 + b = p+ 1− 2s < p.
We get a contradiction in each of the cases, which completes our analysis. The
proof of Part 1 of Theorem 3.1 is complete.
3.2 The upper bound
We now turn to proving the upper bound of Theorem 3.1. We begin with a few
simple properties of graphs without Sq,p subgraphs. The following lemma generalizes
a property of S4,4-free graphs observed in [17].
Lemma 3.2. Suppose that a connected graph H does not contain a subgraph Sq,p.
Then either ∆(H) < q or ∆(H) ≥ (v(H)/3)1/(2qp).
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Proof. Assume that ∆(H) ≥ q, that is, H contains a subgraph K1,q. Then H
cannot contain any subgraph P2qp because, together with K1,q, it would give an Sq,p
subgraph. Consider an arbitrary spanning tree T in H and denote its maximum
vertex degree d and its radius by r. Note that
v(H) = v(T ) ≤ 1 + d+ d(d− 1) + . . .+ d(d− 1)r−1 ≤ 3dr.
Since r ≤ 2qp, we have v(H) ≤ 3d2qp. It follows that ∆(H) ≥ d ≥ (v(H)/3)1/(2qp).
Lemma 3.3. Suppose that a connected graph H with at least 3(q + p)2qp vertices
does not contain a subgraph Sq,p. If ∆(H) ≥ q, then H contains neither the cycle
Cp+1 nor the broken fan Bp+2 as subgraphs.
Proof. By Lemma 3.2, H has a vertex z of degree at least (v(H)/3)1/(2qp) ≥ q + p.
Assume, to the contrary, that H contains Cp+1 or Bp+2. We show that such a
subgraph could be used for building an Sq,p subgraph with central vertex z (which is
impossible by assumption). Indeed, if z belongs to a cycle of length p+ 1, then the
cycle provides the tail part of Sq,p, and z has sufficiently many neighbors to build
also the star part of Sq,p. If there is a Cp+1 subgraph not containing z, then we can
even find Sq+1,p in H by considering an arbitrary path from z to this cycle.
If H contains a Bp+2 subgraph, denote its vertices by y, y
′, y1, y2, . . . , yp where
y1, y2, . . . , yp appear (in this order) along the path part of Bp+2, y is adjacent to all
of these vertices but yp, and y
′ is adjacent to y. If z = yi with 1 < i < p− 1, then
the tail part of Sq,p in H is formed by the path zyi−1 . . . y1yyi+1 . . . yp. The case of
z = y1 is similar. If z = yp−1, then the tail part of Sq,p is zyp−2 . . . y1yy
′. If z = y,
then the tail is zy1 . . . yp. If z is y
′ or yp or does not belong to the Bp+2 subgraph,
then we can find a tail even longer than needed.
We now restate Part 2 of Theorem 3.1 as
D′(Sq,p) ≤ max
(
p+ 2, q +
1
2
p−
1
2
(p mod 2)
)
. (8)
Let G and H be two graphs such that G contains Sq,p as a subgraph and H does not.
Moreover, assume that H is connected and sufficiently large; specifically, v(H) ≥
3(q + p)2qp. Using Part 1 of Lemma 2.1, we have to design a strategy allowing
Spoiler to win the Ehrenfeucht game on G and H so fast that the number of moves
corresponds to the bound (8).
Let S be a subgraph of G isomorphic to Sq,p. Denote the central vertex of S by
x, and let Spoiler pebble x in the first round. Let y denote the vertex pebbled in
response by Duplicator in H . If deg y < q, then Spoiler wins in the next q rounds
by pebbling q neighbors of x. We, therefore, suppose that
deg y ≥ q. (9)
This implies that ∆(H) ≥ q and makes Lemma 3.3 applicable to H .
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Let xx1x2 . . . xp be the tail path of S. If x and xp are adjacent, this yields a Cp+1
subgraph in G, and Spoiler wins by pebbling it due to Lemma 3.3. We, therefore,
suppose that x and xp are not adjacent.
Denote the number of neighbors of x among x1, x2, . . . , xp−1 by r. We also
suppose that Spoiler cannot win in p+ 1 moves just by pebbling the tail part of S,
that is, Duplicator manages to keep a partial isomorphism between G and H in this
case by pebbling some path yy1y2 . . . yp in H . Note that y cannot be adjacent to
yp and must have exactly r neighbors among y1, y2, . . . , yp−1. Since y cannot be the
central vertex of any Sq,p subgraph in H , this implies that
deg y < r + q − 1. (10)
By definition, we have r ≤ p − 1. In fact, this inequality is strict under the
additional condition that q ≥ p. Indeed, the equality r = p − 1 means that y is
adjacent to all y1, y2, . . . , yp−1. In the case that q ≥ p, the inequality (9) shows
that y also has a neighbor y′ different from any yi, 1 ≤ i ≤ p. This yields a Bp+2
subgraph in H , a contradiction.
Therefore, the inequality (10) implies that
deg y ≤ q + p− 3 (11)
and, moreover,
deg y ≤ q + p− 4 if q ≥ p. (12)
Let G′ = G[N(x)] and H ′ = H [N(y)], where G[X ] denotes the induced subgraph
of G on a set of vertices X . Thus, G′ has deg x vertices and H ′ has deg y vertices.
Whenever Spoiler moves in G′, Duplicator is forced to respond in H ′ and vice versa
because otherwise she loses immediately. For the graphs G′ and H ′ we now apply
Lemma 2.4.
Set A = H ′ and B = G′, and consider several cases. Assume first that σ(H ′) ≤
1
2
v(H ′) + 1
2
. By Lemma 2.4,
D(H ′, G′) ≤
1
2
v(H ′) +
5
2
.
It follows by (11) that D(H ′, G′) ≤ 1
2
q + 1
2
p+ 1, that is, Spoiler wins the game on
G′ and H ′ making no more than 1
2
q + 1
2
p + 1 moves. This allows him to win the
game on G and H making no more than 1
2
q + 1
2
p+ 2 moves, implying
D(G,H) ≤
1
2
q +
1
2
p+ 2. (13)
This yields the bound (8) if 1
2
q+ 1
2
p+2 ≤ p+2. The last inequality is false exactly
when q > p. But then we can use (12) and, similarly to (13), obtain a little bit
better bound, namely
D(G,H) ≤
1
2
q +
1
2
p+
3
2
.
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Again, this implies the bound (8) if 1
2
q + 1
2
p + 3
2
≤ p + 2. The last inequality
is false exactly when q ≥ p + 2. In this case the bound (8) is also true because
1
2
q + 1
2
p + 3
2
≤ q + 1
2
p− 1
2
(p mod 2). The last inequality is true because otherwise
we would have q < 3 + (p mod 2) ≤ 4, contradicting the condition q ≥ p + 2 ≥ 4.
Assume now that σ(H ′) ≥ 1
2
v(H ′) + 1. By Lemma 2.4 we now have
D(H ′, G′) ≤ σ(H ′) + 2.
Our further analysis depends on whether the largest twin class T in H ′ is a clique
or an independent set.
Assume the former. Note that |T | ≤ p− 1. Indeed, the clique T cannot contain
more vertices for else T∪{y} would be a clique of size at least p+1 inH , andH would
hence contain a Cp+1 subgraph, contradicting Lemma 3.3. Thus, σ(H
′) ≤ p − 1.
Therefore, D(H ′, G′) ≤ p+ 1 and D(H,G) ≤ p+ 2, and the bound (8) follows.
Assume now that the largest twin class in H ′ is an independent set. By the
assumption we made above, H contains a path y1y2 . . . yp−1 such that at most q− 2
vertices of N(y) do not belong to this path. It follows that
σ(H ′) ≤ q − 2 + α(Pp−1). (14)
Here, α(K) denotes the independence number of a graph K; that is,
α(Pp−1) =
1
2
p−
1
2
(p mod 2).
If the inequality (14) is strict, we obtain D(H ′, G′) ≤ σ(H ′) + 2 ≤ q − 1 + α(Pp−1)
and
D(H,G) ≤ q +
1
2
p−
1
2
(p mod 2).
It remains to consider the case that σ(H ′) = q − 2 + α(Pp−1). This equality implies
that the largest twin class in H ′ is an inclusion-maximal independent set. Under
this condition, Lemma 2.4 gives us the better relation D(H ′, G′) ≤ σ(H ′) + 1, and
the same bound for D(H,G) stays true.
The proof of Theorem 3.1 is complete.
4 General bounds
We are now prepared to prove our main result.
Theorem 4.1.
1. D′(F ) ≤ 2
3
v(F ) + 1 for infinitely many connected F .
2. W ′(F ) > 2
3
v(F )− 2 for every connected F .
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We prove Theorem 4.1 in the rest of this section. Part 1 readily follows from
Part 2 of Theorem 3.1 by setting q = t + 2 and p = 2t− 2.
In order to prove the lower bound, we introduce the following notion. Let v be
a vertex of a connected graph F . By a v-branch of F we mean a subgraph of F
induced by the vertex set of a connected component of F \v in union with the vertex
v itself. Let S be a v-branch of F . We call S a pendant sparkler subgraph Sq,p of F
if
• S is isomorphic to Sq,p,
• v is the end vertex of the tail part of S, and
• v has degree at least 3 or exactly 1 in F .
Note that deg v = 1 means that F = S, that is, F is a sparkler graph itself. As
usually, we suppose that q ≥ 3. However, we allow p = 1 (S is a star K1,q attached
at one of its leaves to the rest of the graph). In addition, we even allow p = 0 (S is a
pendant star K1,q−1 attached at the central vertex). In the case that F has at least
one pendant sparkler subgraph, we write sp(F ) to denote the maximum p such that
F has a pendant Sq,p for some q ≥ 3.
Lemma 4.2. Let F be a connected graph with ℓ vertices. If F has a pendant sparkler
subgraph, then W ′(F ) ≥ ℓ− sp(F )− 3.
Proof. We suppose that F is not a sparkler graph because otherwise the required
bound readily follows from Part 2 of Lemma 2.5.
Denote p = sp(F ). Let n ≥ 3 be an integer parameter. Let G be obtained from
Kℓ and Sn,p+1 by gluing these graphs at the end vertex of the tail of Sn,p+1. Thus, G
can be seen as a pendant Sn,p+1 attached to Kℓ. Let H be obtained similarly from
Kℓ−p−3 and Sn,p+1.
Note that G contains F as a subgraph just because the Kℓ part of G is large
enough to contain any graph with ℓ vertices. On the other hand, H does not contains
an F subgraph. Indeed, since the tail of the Sn,p+1 part of H is 1 larger than p, it
can host at most a path of length p + 2 (which is useful if F has a pendant path).
However, the remaining part of F has at least ℓ−p−2 vertices and does not fit into
the Kℓ−p−3 part of H .
Now, note that the Kℓ part of G with the end vertex of Sn,p+1 excluded is a twin
class in G. Moreover, H is obtained from G by removing p+3 twins from this class.
Similarly to Lemma 2.3, we have W (G,H) ≥ ℓ− p− 3 (which can also be formally
deduced from Lemma 2.3 by repeatedly applying it p+3 times and using transitivity
of the logical equivalence in the (ℓ − p − 4)-variable logic). Since the parameter n
can be chosen arbitrarily large, we conclude that W ′(F ) ≥ ℓ− p− 3.
We are now ready to prove Part 2 of Theorem 4.1. Assume thatW ′(F ) < 2
3
ℓ−1
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as otherwise we are done. By Lemma 2.5, this implies that
s(F ) >
1
3
ℓ and (15)
p(F ) >
1
3
ℓ. (16)
The former estimate implies that F has a pendant sparkler subgraph. Lemma 4.2
is, therefore, applicable. It implies that
sp(F ) >
1
3
ℓ− 2. (17)
From (15)–(17) we conclude that F contains a pendant star F1, a pendant path F2,
and a pendant sparkler F3 such that each of these subgraphs has more than
1
3
ℓ+ 1
vertices. If F1 and F3 are vertex-disjoint or share only one vertex, which must be
the central vertex of F1 and the end vertex of the tail part of F3, these subgraphs
together occupy more than 2
3
ℓ+1 vertices, and then there remains not enough space
for the pendant path F2. Therefore, F1 and F3 share at least two vertices, which
is possible only if F1 coincides with the star part of F3. In this case, F3 contains
more than 2
3
ℓ−1 vertices. It follows that F3 and F2 cannot be disjoint, for else they
together would occupy more than ℓ vertices. Therefore, F3 and F2 overlap, which is
possible only if F2 is the tail part of F3, that is, F = F3 is a sparkler graph.
Now, let F = Sq,p. By Part 1 of Theorem 3.1,
W ′(Sq,p) ≥ max
(
p, ℓ−
1
2
p−
5
2
)
.
As easily seen, the minimum of the right hand side over real p ∈ (0, ℓ) is attained
at p = 2
3
ℓ− 5
3
. It follows that W ′(F ) > 2
3
ℓ− 2, completing the proof.
5 Exact values for stars and paths
Theorem 3.1 shows that, for sparkler graphs, the parameters W ′(Sq,p) and D
′(Sq,p)
take values in a segment of three consecutive integers (even two if p is odd). We
now determine the exact values ofW ′(F ) and D′(F ) for the two kinds of “marginal”
sparklers, namely for the star graphs K1,ℓ−1 and the path graphs Pℓ.
We begin with the stars. Note that D′(K1,2) = 1 because every connected graph
with at least 3 vertices contains K1,2 = P3 as a subgraph.
Theorem 5.1. Let s ≥ 3. Then
1. D′(K1,s) = s+ 1;
2. W ′(K1,s) = s.
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Proof. Let Ms,t denote the graph obtained by subdividing each edge of K1,s into
Pt+1; thus v(Ms,t) = st+ 1.
1. Consider G = Ms,t and H = Ms−1,t. Obviously, G contains K1,s, while H
does not. We now describe a strategy for Duplicator allowing her to win the s-round
game on G and H , irrespectively of how large t is.
Note that G is obtained from H by adding another, s-th branch Pt. During the
first s − 1 rounds, at least one branch of G stays free of pebbles, and this allows
Duplicator to use a mirror strategy according to an isomorphism between H and a
subgraph of G. Note that, according to this strategy, Duplicator pebbles the central
vertex of one graph exactly when Spoiler pebbles the central vertex in the other
graph. To describe the last, s-th round of the game, we consider two cases.
Case 1: The central vertex was pebbled in the first s − 1 rounds. Then there
is at least one completely free branch in H and at least two such branches in G.
Duplicator can use the mirror strategy in the s-th round too.
Case 2: The central vertex was not pebbled in the first s− 1 rounds. This case is
different from the previous one only when each of the s− 1 branches of H contains
a pebbled vertex, and exactly one branch remains free in G. Assuming this, we
consider two subcases.
Subcase 2-a: Spoiler does not move in the free branch of G. The mirroring
strategy is still available to Duplicator. Note that this case includes the possibility
that Spoiler pebbles the central vertex in one of the graphs.
Subcase 2-b: Spoiler pebbles a vertex u in the free branch of G. In this case, the
central vertices of G and H are not pebbled. This implies that u is not adjacent to
any other vertex pebbled in G. If t ≥ 4, Duplicator is able to find a vertex u′ in H
not adjacent to the vertices previously pebbled in this graph.
2. The lower bound W ′(K1,s) ≥ s. Like in the proof of Part 1, take G = Ms,t,
H = Ms−1,t, and notice that Duplicator wins the (s− 1)-pebble game on G and H
whatever the number of rounds.
The upper bound W ′(K1,s) ≤ s. Using s variables, we have to write down a
sentence expressing the existence of a K1,s subgraph in a sufficiently large connected
graph G. Consider Φs saying that
∃x1 . . .∃xs
( ∧
1≤i<j≤s
xi 6= xj ∧
∧
1≤i≤s
∃xi(
∧
j 6=i
xi ∼ xj)
)
.
This sentence is obviously true on every graph containing K1,s. Suppose that a
graph H is connected, has more than 2s vertices, and does not contain K1,s. Let
us prove that Φs is false on H . Assuming the opposite, that is, H |= Φs, consider
vertices v1, . . . , vs of H whose existence is claimed by Φs. Then, for each i ≤ s, there
is a vertex ui adjacent to all v1, . . . , vs but vi. All ui are pairwise distinct (if ui = uj,
this vertex would have degree s). It follows that deg ui = s − 1 for each i ≤ s.
Since H is connected and has more than 2s vertices, at least one of the vertices in
{v1, . . . , vs, u1, . . . , us} must have a neighbor outside this set. Such a vertex must
have degree at least s, a contradiction.
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a1
a2 a3 a4 a5
Case 2
a1
a2
a3
a4
a5
Case 3-a
a1
a2
a3
a4
a5
Case 3-b
a1 a2
a3 a4
a5
Case 3-c
Figure 3: Proof of the bound D′(Pℓ) ≤ ℓ − 1 in the case of ℓ = 5: a1a2a3a4a5 is a
5-path in G. Dashed segments are drawn between non-adjacent vertices.
We now turn to the path graphs.
Theorem 5.2.
1. D′(Pℓ) = ℓ− 1 for all ℓ ≥ 4.
2. W ′(Pℓ) = ℓ− 2 for all ℓ ≥ 3.
Proof. As we already mentioned, D′(P3) = W
′(P3) = 1 by trivial reasons. The
equalities D′(P4) = 3 and W
′(P4) = 2 are proved in [17]. We, therefore, suppose
that ℓ ≥ 5.
The upper bound D′(Pℓ) ≤ ℓ − 1. Let G and H be two graphs, each with at
least ℓ vertices. Suppose that H contains no Pℓ as a subgraph, while G contains a
path a1a2 . . . aℓ. Let m be the largest number such the vertices a1, a2, . . . , am form
a clique. We split our analysis into three cases.
Case 1: m ≥ ℓ− 1. Spoiler pebbles the clique a1, a2, . . . , aℓ−1 and wins because
there is no Kℓ−1 in H (having a Kℓ−1 and at least one more vertex, H would contain
Pℓ by connectedness).
Case 2: 3 ≤ m ≤ ℓ− 2. By the definition of m, the vertex am+1 is not adjacent
to at least one of the preceding vertices. Without loss of generality, we can suppose
that a1 and am+1 are not adjacent (see Fig. 3 where the proof is illustrated in the
case of ℓ = 5; in Case 2 we then have m = 3).
In the first ℓ − 2 rounds, Spoiler pebbles the vertices ai for all i except i = 1
and i = m. Suppose that Duplicator manages to respond in H with two paths
b2, . . . , bm−1 and bm+1, . . . , bℓ. Then Spoiler wins in one extra move by pebbling
either a1 or am. Duplicator loses because in H there are no two vertices b1 and bm
with the adjacency patterns to the already pebbled vertices that a1 and am have
in G. Indeed, if such b1 and bm exist, they should be distinct because of different
adjacency to bm+1. But then b1b2 . . . bℓ would be an ℓ-path in H , a contradiction.
Case 3: m = 2. Note that a1 is not adjacent to a3.
Subcase 3-a: a1 and a4 are not adjacent. In the first ℓ−2 rounds, Spoiler pebbles
the vertices ai for all i except i = 2 and i = 4. Suppose that Duplicator manages
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to pebble vertices b1, b3, b5, . . . , bℓ in H such that b5 . . . bℓ is an (ℓ − 4)-path. Then
Spoiler wins in one extra move by pebbling either a2 or a4. Duplicator loses because
in H there are no two vertices b2 and b4 with the same adjacency pattern to the
already pebbled vertices. Indeed, if such b2 and b4 exist, they should be distinct
because of different adjacency to b1. This is impossible as b1b2 . . . bℓ would be an
ℓ-path in H .
Subcase 3-b: a1 and a4 are adjacent; a2 and a5 are not. Spoiler wins in ℓ − 1
moves using exactly the same strategy as in the preceding subcase (now b2 and b4
should be distinct because of different adjacency to b5).
Subcase 3-c: a1 and a4 are adjacent; a2 and a5 are also adjacent. Spoiler pebbles
the ℓ− 2 vertices a3, a4, . . . , aℓ. Suppose that Duplicator succeeds to respond with
an (ℓ−2)-path b3 . . . bℓ in H . Then Spoiler wins in the next round by pebbling either
a1 or a2. Duplicator loses because in H there are no two vertices b1 and b2 with the
same adjacency pattern to the already pebbled vertices. Indeed, if such b1 and b2
exist, they should be distinct because of different adjacency to b3. Note, however,
that such b1 and b2 need not be adjacent. In any case, b1b4b3b2b5 . . . bℓ would be an
ℓ-path in H .
The upper bound W ′(Pℓ) ≤ ℓ − 2. Consider two connected graphs G and H
both with at least ℓ vertices and such that G contains a copy of Pℓ while H does
not. Let us prove that Spoiler has a winning strategy in the (ℓ − 2)-pebble game
in at most ℓ + 1 rounds. This will mean that G and H are distinguishable by a
first-order sentence ΦG,H with ℓ− 2 variables of quantifier depth ℓ+ 1. Since there
are only finitely many pairwise inequivalent sentences of a bounded quantifier depth,
the inequivalent sentences ΦG,H for various G and H can be combined into a single
(ℓ− 2)-variable sentence defining the existence of a Pℓ subgraph over all sufficiently
large connected graphs.
Assume first that H has the following two properties:
(A) all pendant vertices have a common neighbor;
(B) there are at most ℓ− 2 non-pendant vertices.
We show how Spoiler can win in this case by playing with ℓ−2 pebbles and making
at most ℓ+ 1 moves.
If G does not satisfy Condition (A), Spoiler pebbles two pendant vertices of G
with distinct neighbors. If Duplicator responds with two pendant vertices in H ,
Spoiler wins by pebbling their common neighbor. If one of Duplicator’s vertices in
H is not pendant, Spoiler wins by pebbling two its neighbors.
Suppose now that G satisfies (A). If G has no pendant vertex, then Spoiler
pebbles a pendant vertex in H and wins in the next two moves. We, therefore,
suppose that G has at least one pendant vertex. Denote the common neighbor of
all pendant vertices in G by z and in H by z′. Condition (A) implies that z is the
central vertex of a pendant star in G. Denote the number of non-pendant vertices in
G by t. Since G contains Pℓ as a subgraph, we have t ≥ ℓ−1. Let Spoiler pebble ℓ−2
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non-pendant vertices in G different from z. By Condition (B), Duplicator is forced
to pebble either z′ or a pendant vertex in H . In the former case, Spoiler keeps the
pebble on z′, moving one of the other pebbles to a pendant vertex in H . Since the
counterpart of z′ in G is a non-pendant vertex different from z, Duplicator is forced
to respond with a non-pendant vertex in G. In each case, Spoiler forces pebbling
a pendant vertex in one graph and a non-pendant vertex in the other graph, which
allows him to win in the next two moves.
Now, we assume that H does not satisfy (A) or (B) and show that then Spoiler
is able to win with ℓ− 2 pebbles in at most ℓ moves. Since H contains no Pℓ, has at
least ℓ vertices, and is connected, it contains also no Cℓ−1. Let x1 . . . xℓ be a copy of
Pℓ in G. In the first ℓ− 2 rounds, Spoiler pebbles the vertices x2, . . . , xℓ−1. Suppose
that Duplicator does not lose immediately and responds with vertices y2, . . . , yℓ−1
that form a path P in H . In the next round, Spoiler chooses one of the vertices
x3, . . . , xℓ−1 and moves the pebble from this vertex to x1. Duplicator can survive
under any choice of Spoiler only if there is a neighbor of y2 outside P or when all
y3, . . . , yℓ−1 are adjacent to y2. By a symmetric reason, Duplicator does not lose in
this round only if there is a neighbor of yℓ−1 outside P or all y2, . . . , yℓ−2 are adjacent
to yℓ−1. It remains to show that these conditions imply Conditions (A) and (B).
It is impossible that both y2 and yℓ−1 have neighbors outside P because then H
would contain either Cℓ−1 or Pℓ as a subgraph. Therefore, we can assume that at
least one of the vertices y2 and yℓ−1 (say, yℓ−1) is adjacent to all the other vertices
in P . Consider two cases.
Case 1: y2 has a neighbor y outside P . It is easily seen that if y were adjacent
to at least one of y3, . . . , yℓ−1, then H would contain Cℓ−1. Moreover, if at least one
of y3, . . . , yℓ−1 had a neighbor outside {y, y2, . . . , yℓ−1}, then H would contain Pℓ.
A Pℓ subgraph would exist also if a neighbor of y2 outside P had another neighbor
outside P . It follows that, in this case, all the vertices outside P are pendant in H
and are adjacent to y2. We conclude that H satisfies Conditions (A) and (B) above.
Case 2: y2 does not have any neighbor outside P . In this case the vertex y2,
like the vertex yℓ−1, is adjacent to all the other vertices of P . Any vertex outside
P must be pendant in H because otherwise H would contain Pℓ or Cℓ−1. Any two
such vertices must have a common neighbor for else H would contain Pℓ. Again, H
must satisfy (A) and (B).
The lower bounds D′(Pℓ) ≥ ℓ− 1 and W
′(Pℓ) ≥ ℓ− 2. The bound for the width
parameter follows directly from Part 1 of Lemma 2.5. In order to prove the bound
for the depth parameter, consider the graphs Gn and Hn as in the proof of this
lemma. That is, Gn consists of Kℓ−1 with a pendant star K1,n and Hn consists of
Kℓ−2 also with a pendant star K1,n, where the parameter n can be chosen arbitrarily
large. Obviously, Gn contains Pℓ as a subgraph, while Hn does not. The vertex set of
each of the graphs Gn and Hn can be split into three classes: the pendant vertices,
the central vertex of the pendant K1,n, and the remaining non-pendant vertices.
Consider the Ehrenfeucht-Fra¨ısse´ game on Gn and Hn. Duplicator does not lose as
long as she respects the vertex classes. Spoiler can break this Duplicator’s strategy
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only by pebbling all vertices of Gn in the third class, for which he needs no less than
ℓ − 2 moves. If he does this in the first ℓ − 2 rounds of the game, Duplicator still
does not lose if in the (ℓ − 2)-th round she responds with the vertex in the second
class of H . It follows that Spoiler cannot win by making only ℓ− 2 moves.
6 Further questions
Theorem 3.1 shows that, for any sparkler graph, the values of W ′(Sq,p) and
D′(Sq,p) can differ from each other by at most 2. The examples of path and star
graphs show that W ′(F ) and D′(F ) can have different values. Specifically, we have
D′(F ) = W ′(F )+1 by Theorems 5.1 and 5.2. How large can be the gap between the
two parameters in general? Do we have D′(F ) ≤ W ′(F ) + O(1) for all F ? If true,
this would be a quite interesting feature of Subgraph Isomorphism as, in general,
first-order properties expressible with a bounded number of variables can require an
arbitrarily large quantifier depth. Note in this respect that D′(F ) < 3
2
W ′(F ) + 3 as
a consequence of Part 2 of Theorem 4.1, that is, the gap between W ′(F ) and D′(F )
cannot be superlinear.
As it was already mentioned in Section 1, the questions studied in the paper
have perfect sense also in the case that we want to express the existence of an
induced subgraph isomorphic to the pattern graph F . Let D[F ], W [F ], D′[F ], and
W ′[F ] be the analogs of the parameters D(F ), W (F ), D′(F ), andW ′(F ), where the
bracket parentheses emphasize that Induced Subgraph Isomorphism is considered.
The argument showing that W (F ) = ℓ does not work any more in the induced case
and, indeed, D[K3 + e] = 3 for the 4-vertex paw graph K3 + e. We noticed this
example in [18], where we also proved a general lower bound W [F ] ≥ (1
2
− o(1))ℓ.
If this bound were tight for infinitely many F , Induced Subgraph Isomorphism for
these patterns would be solvable in time O(n(
1
2
−o(1))ℓ) which would be interesting
because the Nesˇetrˇil-Poljak bound, based on fast matrix multiplication, could never
be better that O(n
2
3
ℓ). On the other hand, it is still not excluded that W [F ] = ℓ
for all but finitely many F , which makes the problem of determining or estimating
the parameters W [F ] and D[F ] quite intriguing.
As for the asymptotic descriptive complexity over connected graphs, we observed
in [18] that W ′[F ] = W [F ] and D′[F ] = D[F ] for a large class of pattern graphs,
including all those without universal vertices. In general, W ′[F ] ≥ (1
3
− o(1))ℓ for
all F .
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