In this paper, we propose a semi-parametric model for autonomous nonlinear dynamical systems and devise an estimation procedure for model fitting. This model incorporates subjectspecific effects and can be viewed as a nonlinear semi-parametric mixed effects model. We also propose a computationally efficient model selection procedure. We prove consistency of the proposed estimator under suitable regularity conditions. We show by simulation studies that the proposed estimation as well as model selection procedures can efficiently handle sparse and noisy measurements. Finally, we apply the proposed method to a plant growth data used to study growth displacement rates within meristems of maize roots under two different experimental conditions.
Introduction
Continuous time dynamical systems arise, among other places, in modeling certain biological processes. For example, in plant science, the spatial distribution of growth is an active area of research (Basu et al., 2007 ; Schurr, Walter and Rascher, 2006; van der Weele et al., 2003; Walter et al., 2002) . One particular region of interest is the root apex, which is characterized by cell division, rapid cell expansion and cell differentiation. A single cell can be followed over time, and thus it is relatively easy to measure its cell division rate. However, in a meristem 1 , there is a changing population of dividing cells. Thus the cell division rate, which is defined as the local rate of formation of cells, is not directly observable. If one observes root development from an origin attached to the apex, tissue elements appear to flow through, giving an analogy between primary growth in plant root and fluid flow (Silk, 1994) . Thus in Sacks, Silk and Burman (1997) , the authors propose to estimate the cell division rates by a continuity equation that is based on the principle of conservation of mass. Specifically, if we assume a steady growth, then the cell division rate is estimated as the gradient (with respect to distance) of cell flux -the rate at which cells are moving past a spatial point. Cell flux is the product of cell number density and growth velocity field. The former can be found by counting the number of cells per small unit file. The latter is the rate of displacement of a particle placed along the root and thus it is a function of distance from the root apex. Hereafter we refer to it as the growth displacement rate. Note that, growth displacement rate is not to be confused with "growth rate" which usually refers to the derivative of the growth trajectory with respect to time. For more details, see Sacks et al. (1997) . The growth displacement rate is also needed for understanding some important physiological processes such as biosynthesis (Silk and Erickson, 1979; Schurr et al., 2006) . Moreover, a useful growth descriptor called the "relative elemental growth rate" (REGR) can be calculated as the gradient of the growth displacement rate (with respect to distance), which shows quantitatively the magnitude of growth at each location within the organ.
There are a lot of research aiming to understand the effect of environmental conditions on the growth in plant. For example, root growth is highly sensitive to environmental factors such as temperature, water deficit or nutrients ( Schurr et al., 2006; Walter et al., 2002) . For example, in Sharp, Silk and Hsiao (1988) , the authors study the effect of water potential on the root elongation in maize primary roots. Root elongation has considerable physiological advantages in drying soil, and therefore knowledge of the locations and magnitudes of growth response to water potential facilitates the quantitative understanding of the underlying regulatory process. In Sacks et al. (1997) , an experiment is conducted to study the effect of water stress on cortical cell division rates through growth displacement rate within the meristem of the primary root of maize seedlings. In this study, for each plant, measurements are taken on the displacement, measured as the distance in millimeters from the root cap junction (root apex), of a number of markers on the root over a period of 12 hours ( Fig. 1: right panel) . The plants are divided into two groups -a control group under normal water availability; and a treatment group under a water stress. In Fig. 2 , the growth (displacement) trajectories of one plant with 28 markers in the control group, and another plant with 26 markers in the treatment group are depicted. The meristem region of the root, where the measurements are taken, is shown in Fig. 1 (left panel) . Note that, by definition, the growth displacement rate characterizes the relationship between the growth trajectory and its derivative (with respect to time). Thus it is simply the gradient function in the corresponding dynamical system. (See Section 2 for more details).
Motivated by this study, in this paper, we focus on modeling and fitting the underlying dynam- ical system based on data measured over time (referred as sample curves or sample paths) for a group of subjects. In particular, we are interested in the case where there are multiple replicates corresponding to different initial conditions for each subject. Moreover, for a given initial condition, instead of observing the whole sample path, measurements are taken only at a sparse set of time points together with (possible) measurement noise. In the plant data application, each plant is a subject. And the positions of the markers which are located at different distances at time zero from the root cap junction correspond to different initial conditions. There are in total 19 plants and 445 sample curves in this study. The number of replicates (i.e. markers) for each plant varies between 10 and 31. Moreover, smoothness of the growth trajectories indicates low observational noise levels and an absence of extraneous shocks in the system. Hence, in this paper, we model the growth trajectories through deterministic differential equations with plant-specific effects. We refer to the (common) gradient function of these differential equations as the baseline growth displacement rate. We first give a brief overview of the existing literature on fitting smooth dynamical systems in continuous time. A large number of physical, chemical or biological processes are modeled through systems of parametric differential equations (cf. Ljung and Glad, 1994 , Perthame, 2007 , Strogatz, 2001 ). Ramsay, Hooker, Campbell and Cao (2007) consider modeling a continuously stirred tank reactor. Zhu and Wu (2007) adopt a state space approach for estimating the dynamics of cell-virus interactions in an AIDS clinical trial. Poyton et al. (2006) use the principal differential analysis approach to fit dynamical systems. Recently Wu (2008a, 2008b) propose to estimate differential equations with known functional forms and nonparametric time-dependent coefficients. Wu and Ding (1999) and Wu, Ding and DeGruttola (1998) propose using nonlinear least squares procedure for fitting differential equations that take into account subject-specific effects. In a recent work, Cao, Fussmann and Ramsay (2008) model a nonlinear dynamical system using splines with predetermined knots for describing the gradient function. Most of the existing approaches assume known functional forms of the dynamical system; and many of them require data measured on a dense grid (e.g., Varah, 1982; Zhu and Wu, 2007) .
For the problems that we are interested in this paper, measurements are taken on a sparse set of points for each sample curve. Thus numerical procedures for solving differential equations can become unstable if we treat each sample curve separately. Moreover, we are more interested in estimating the baseline dynamics than the individual dynamics of each subject. For example, in the plant study described above, we are interested in comparing the growth displacement rates (as a function of distance from the root cap junction) under two different experimental conditions. On the other hand, we are not so interested in the displacement rate corresponding to each plant. Another important aspect in modeling data with multiple subjects is that adequate measures need to be taken to model possible subject-specific effects, otherwise the estimates of model parameters can have inflated variability. Thus in this paper, we incorporate subject-specific effects into the model while combining information across different subjects. In addition, because of insufficient knowledge of the problem as is the case for the plant growth study, in practice one often has to resort to modeling the dynamical system nonparametrically. For example, there is controversy among plant scientists about whether there is a growth bump in the middle of the meristem. There are also some natural boundary constraints of the growth displacement rate, making it hard to specify a simple and interpretable parametric system. (See more discussions in Section 3). Therefore, in this paper, we propose to model the baseline dynamics nonparametrrically through a basis representation approach. We use an estimation procedure that combines nonlinear optimization techniques with a numerical ODE solver to estimate the unknown parameters. In addition, we derive a computationally efficient approximation of the leave-one-curve-out cross validation score for model selection. We prove consistency of the proposed estimators under appropriate regularity conditions. Our asymptotic scenario involves keeping the number of subjects fixed and allowing the number of measurements per subject to grow to infinity. The analysis differs from the usual nonparametric regression problems due to the structures imposed by the differential equations model. We show by simulation studies that the proposed approach can efficiently estimate the baseline dynamics under the setting of multiple replicates per subject with sparse noisy measurements. Moreover, the proposed model selection procedure is effective in maintaining a balance between fidelity to the data and to the underlying model. Finally, we apply the proposed method to the plant data described earlier and compare the estimated growth displacement rates under the two experimental conditions.
The rest of paper is organized as follows. In Section 2, we describe the proposed model. In Sections 3 and 4, we discuss the model fitting and model selection procedures, respectively. In Section 5, we prove consistency of the proposed estimator. In Section 6, we conduct simulation studies to illustrate finite sample performance of the proposed method. Section 7 is the application of this method to the plant data. Technical details are in the appendices. An R package dynamics for fitting the model described in this paper is available upon request.
Model
In this section, we describe a class of autonomous dynamical systems that is suitable for modeling the problems exemplified by the plant data (Section 1). An autonomous dynamical system has the following general form:
Figure 3: Empirical derivatives (divided differences) X ′ (t) against empirical fits (averaged measurements) X(t) for treatment group. 
X(t) (in mm)
X'(t) (in mm/hr)
Without loss of generality, henceforth T 0 = 0 and T 1 = 1. Note that, the above equation means that X(t) = a + t 0 f (X(u))du, where a = X(0) is the initial condition. Thus in an autonomous system, the dynamics (which is characterized by f ) depends on time t only through X(t). This type of systems arises in various scientific studies such as modelling prey-predator dynamics, virus dynamics, or epidemiology (cf. Perthame, 2007) . Many studies in plant science such as Silk (1994), Sacks et al. (1997) , Fraser, Silk and Rost (1990) all suggest reasonably steady growth velocity across the meristem under both normal and water-stress conditions at an early developmental stage. Moreover, exploratory regression analysis based on empirical derivatives and empirical fits of the growth trajectories indicates that time is not a significant predictor and thus an autonomous model is reasonable. This assumption is equivalent to the assertion that the growth displacement rate depends only on the distance from the root cap junction. It means that time zero does not play a role in terms of estimating the dynamical system and there is also no additional variation associated with individual markers. Figure 3 shows the scatter plot of empirical derivatives versus empirical fits in the treatment group. It indicates that there is an increase in the growth displacement rate starting from a zero rate at the root cap junction, then followed by a nearly constant rate beyond a certain location. This means that growth stops beyond this point and the observed displacements are due to growth in the part of the meristem closer to the root cap junction. Where and how growth stops is of great scientific interest. The scatter plot also indicates excess variability towards the end which is probably caused by plant-specific scaling effects. Some of the features described above motivate us to consider the following class of autonomous dynamical systems:
where
. . , n} is a collection of smooth curves corresponding to n subjects, and there are N i curves associated with the i-th subject. For example, in the plant study, each plant is a subject and each marker corresponds to one growth curve. We assume that, all the curves associated with the same subject follow the same dynamics, and these are described by the functions {g i (·)} n i=1 . We also assume that only a snapshot of each curve X il (·) is observed. That is, the observations are given by
where 0 ≤ t il1 < · · · < t ilm il ≤ 1 are the observation times for the l th curve of the i th subject, and {ε ilj } are independently and identically distributed noise with mean zero and variance σ 2 ε > 0. In this paper, we model {g i (·)} n i=1 as:
where (1) the function g(·) reflects the common underlying mechanism regulating all these dynamical systems. It is assumed to be a smooth function and is referred as the gradient function. For the plant study, it represents the baseline growth displacement rate for all plants within a given group (i.e., control vs. water-stress).
(2) θ ′ i s reflect subject-specific effects in these systems. The mean of θ i 's is assumed to be zero to impose identifiability. In the plant study, θ ′ i s represent plant-specific scaling effects in the growth displacement rates for individual plants.
The simplicity and generality of this model make it appealing for modeling a wide class of dynamical systems. First, the gradient function g(·) can be an arbitrary smooth function. If g is nonnegative, and the initial conditions X il (0) ′ s are also nonnegative, then the sample trajectories are increasing functions, which encompasses growth models that are autonomous. Secondly, the scale parameter e θ i provides a subject-specific tuning of the dynamics, which is flexible in capturing variations of the dynamics in a population. In this paper, our primary goal is to estimate the gradient function g nonparametrically. For the plant data, the form of g is not known to the biologists, only its behavior at root cap junction and at some later stage of growth are known (Silk, 1994) . The fact that the growth displacement rate increases from zero at root cap junction before becoming a constant at a certain (unknown) distance away from the root tip implies that a linear ODE model is apparently not appropriate. Moreover, popular parametric models such as the Michaelis-Menten type either do not satisfy the boundary constraints, and/or have parameters without clear interpretations in the current context. On the other hand, nonparametric modeling provides flexibility and is able to capture features of the dynamical system which are not known to us a priori (Section 7). In addition, the nonparametric fit can be used for diagnostics for lack of fit, if realistic parametric models can be proposed.
The gradient function g being smooth means that it can be well approximated by a basis representation approach:
where φ 1,M (·), . . . , φ M,M (·) are linearly independent basis functions, chosen so that their combined support covers the range of the observed trajectories. For example, we can use cubic splines with a suitable set of knots. Thus, for a given choice of the basis functions, the unknown parameters in the model are the basis coefficients β := (β 1 , . . . , β M ) T , the scale parameters θ := {θ i } n i=1 , and possibly the initial conditions a := {a il := X il (0) :
. Also, various model parameters, such as the number of basis functions M and the knot sequence, need to be selected based on the data. Therefore, in essence, this is a nonlinear, semi-parametric, mixed effects model.
In the plant data, g is nonnegative and thus a modeling scheme imposing this constraint may be more advantageous. However, the markers are all placed at a certain distance from the root cap junction, where the growth displacement rate is already positive, and the total number of measurements per plant is moderately large. These mean that explicitly imposing nonnegativity is not crucial for the plant data. Indeed, with the imposition of the boundary constraints, the estimate of g turns out to be nonnegative over the entire domain of the measurements (Section 7). In general, if g is strictly positive over the domain of interest, then we can model the logarithm of g by basis representation. Also, in this case, the dynamical system is stable in the sense that there is no bifurcation phenomenon (Strogatz, 2001).
Model Fitting
In this section, we propose an iterative estimation procedure that imposes regularization on the estimate of θ and possibly a. One way to achieve this is to treat them as unknown random parameters from some parametric distributions. Specifically, we use the following set of working assumptions: (i) a il 's are independent and identically distributed as N (α, σ 2 a ) and θ i 's are independent and identically distributed as N (0, σ 2 θ ), for some α ∈ R and σ 2 a > 0, σ 2 θ > 0; (ii) the noise ε ilj 's are independent and identically distributed as N (0, σ 2 ε ) for σ 2 ε > 0; (iii) the three random vectors a, θ, ε := {ε ilj } are independent. Under these assumptions, the negative joint log-likelihood of the observed data Y := {Y ilj }, the scale parameters θ and the initial conditions a is, up to an additive constant and a positive scale constant,
, and X il (·) is the trajectory determined by a il , θ i , and β. This can be viewed as a hierarchical maximum likelihood approach (Lee, Nelder and Pawitan, 2006) , which is considered to be a convenient alternative to the full (restricted) maximum likelihood approach. Define
Then the loss function in (5) equals
. Note that the above distributional assumptions are simply working assumptions. The expression in (5) can also be viewed as a regularized ℓ 2 loss with penalties on the variability of θ and a. For the plant data, the initial conditions (markers) are chosen according to some fixed experimental design, thus it is natural to treat them as fixed effects. Moreover, it does not seem appropriate to shrink the estimates toward some common value in this case. Thus in Section 7, we set λ 1 = 0 when estimating a. For certain other problems, treating the initial conditions as random effects may be more suitable. For example, Huang, Liu and Wu (2006) study a problem of HIV dynamics where the initial conditions are subject-specific and unobserved.
In many situations, there are boundary constraints on the gradient function g. For example, according to plant science, both the growth displacement rate and its derivative at the root cap junction should be zero. Moreover, it should become a constant at a certain (unknown) distance from the root cap junction. Thus for the plant data, it is reasonable to assume that, g(0) = 0 = g ′ (0) and g ′ (x) = 0 for x ≥ A for a given A > 0. The former can be implemented by an appropriate choice of the basis functions. For the latter, we consider constraints of the form: β T Bβ for an M × M positive semi-definite matrix B, which can be thought of as an ℓ 2 -type constraint on some derivative of g. (See Section 7 for the specification of B). Consequently, the modified objective function becomes
The proposed estimator is then the minimizer of the objective function:
Note that, here our main interest is the gradient function g. Thus estimating the parameters of the dynamical system together with the sample trajectories and their derivatives simultaneously is most efficient. In contrast, if the trajectories and their derivatives are first obtained via presmoothing (as is done for example in Wu (2008a, 2008b) , Varah (1982)), and then used in a nonparametric regression framework to obtain g, it will be inefficient in estimating g. This is because, errors introduced in the pre-smoothing step cause loss of information which is not retrievable later on, and also information regarding g is not efficiently combined across curves.
In the following, we propose a numerical procedure for solving (7) that has two main ingredients:
• Given (a, θ, β), reconstruct the trajectories { X il (·) :
and their derivatives. This step can be carried out using a numerical ODE solver, such as the 4 th order Runge-Kutta method (cf. Tenenbaum and Pollard, 1985) .
• Minimize (6) with respect to (a, θ, β). This amounts to a nonlinear least squares problem (Bates and Watts, 1988) . It can be carried out using either a nonlinear least squares solver, like the Levenberg-Marquardt method; or a general optimization procedure, such as the Newton-Raphson algorithm.
The above procedure bears some similarity to the local, or gradient-based, methods discussed in Miao et al. (2008) . We now briefly describe an optimization procedure based on the Levenberg-Marquardt method (cf. Nocedal and Wright, 2006) . For notational convenience, denote the current estimates by a * := {a * il }, θ * := {θ * i } and β * , and define the current residuals as:
For each i = 1, · · · , n, define the m i· × 1 column vectors
where m i· := N i l=1 m il is the total number of measurements of the i th cluster. Finally, for each k = 1, · · · , M , define the m ·· × 1 column vectors:
l=1 m il is the total number of measurements. Note that, given a * ,θ * and β * , the trajectories { X il } ′ s and their gradients (as well as Hessians) can be easily evaluated on a fine grid by using numerical ODE solvers such as the 4 th order Runge-Kutta method as mentioned above (see Appendix A).
We break the updating step into three parts corresponding to the three different sets of parameters. For each set of parameters, we first derive a first order Taylor expansion of the curves { X il } around the current values of these parameters and then update them by a least squares fitting, while keeping the other two sets of parameters fixed at the current values. The equation for updating β, while keeping a * and θ * fixed, is
Here λ 3 is a sequence of positive constants converging to zero as the number of iterations increases. They are used to avoid possible singularities in the system of equations. The normal equation for updating θ i is
The equation for updating a il is derived similarly, while keeping θ i and β fixed at θ * i , β * :
N i being the total number of sample curves.
In summary, this procedure begins by taking initial estimates and then iterates by cycling through the updating steps for β, θ and a until convergence. The initial estimates can be conveniently chosen. For example,
. Even though the model is identifiable, in practice, for small n, there can be drift in the estimates of θ i and g due to flatness of the objective function in some regions. To avoid this and increase stability, we also impose the condition that n i=1 θ * i = 0. This can be easily achieved by subtractingθ
from θ * i at each iteration after updating {θ i }. All three updating steps described above are based on the general principle of LevenbergMarquardt algorithm by the linearization of the curves { X il } (see Appendix B). However, the tuning parameter λ 3 plays a different role than the penalty parameters λ 1 and λ 2 . The parameter λ 3 is used to stabilize the updates of β and thereby facilitate convergence. Thus it needs to decrease to zero with increasing iterations in order to avoid introducing bias in the estimate. There are ways of implementing this adaptively (see e.g. Nocedal and Wright, 2006, Ch. 10) . In this paper, we use a simple non-adaptive method: λ 3j = λ 0 3 /j for the j-th iteration, for some pre-specified λ 0 3 > 0. On the other hand, λ 1 and λ 2 are parts of the penalized loss function (6) . Their main role is to control the bias-variance trade-off of the estimators, even though they also help in regularizing the optimization procedure. From the likelihood view point, λ 1 , λ 2 are determined by the variances σ 2 ε , σ 2 a and σ 2 θ . After each loop over all the parameter updates, we can estimate these variances from the current residuals and current values of a and θ. By assuming that m il > 2 for each pair (i, l),
We can then plug in the estimates σ 2 ε , σ 2 a and σ 2 θ to get new values of λ 1 and λ 2 for the next iteration. On the other hand, if we take the penalized loss function view point, we can simply treat λ 1 , λ 2 as fixed regularization parameters, and then use a model selection approach to select their values based on data. In the following sections, we refer the method as adaptive if λ 1 , λ 2 are updated after each iteration; and refer the method as non-adaptive if they are kept fixed throughout the optimization.
The Levenberg-Marquardt method is quite stable and robust to the initial estimates. However, it converges slowly in the neighborhood of the minima of the objective function. On the other hand, the Newton-Raphson algorithm has a very fast convergence rate when starting from estimates that are already near the minima. Thus, in practice the we first use the Levenberg-Marquardt approach to obtain a reasonable estimate, and then use the Newton-Raphson algorithm to expedite the search of the minima. The implementation of the Newton-Raphson algorithm of the current problem is standard and is outlined in Appendix C.
Model Selection
After specifying a scheme for the basis functions {φ k,M (·)}, we still need to determine various model parameters such as the number of basis functions M , the knot sequence, etc. In the literature AIC/BIC/AICc criteria have been proposed for model selection while estimating dynamical systems with nonparametric time-dependent components (e.g. Miao et al., 2008) . Here, we propose an approximate leave-one-curve-out cross-validation score for model selection. Under the current context, the leave-one-curve-out CV score is defined as
where θ
and β (−il) are estimates of θ i and β, respectively, based on the data after dropping the l th curve in the i th cluster; and a
is the minimizer of
) with respect to a il . The function ℓ cv ilj is a suitable criterion function for cross validation. Here, we use the prediction error loss:
Calculating CV score (10) is computationally very demanding. Therefore, we propose to approx-
and β (−il) by a first order Taylor expansion around the estimates θ i , β based on the full data. Consequently we derive an approximate CV score which is computationally inexpensive. A similar approach is taken in Peng and Paul (2009) under the context of functional principal component analysis. Observe that, when evaluated at the estimate a, θ and β based on the full data,
Whereas, when evaluated at the drop (i, l)-estimates: a
Expanding the left hand side of (12) around β, we obtain
where in the second step we invoked (11) and approximated { a
spectively. Similar calculations are carried out for θ
. Thus we obtain the following first order approximations:
These gradients and Hessians are all evaluated at ( a, θ, β), and thus they have already been computed (on a fine grid) in the course of obtaining these estimates. Thus, there is almost no additional computational cost to obtain these approximations. Now for i = 1, . . . , n; l = 1,
where α is the estimator of α obtained from the full data. Finally, the approximate leave-onecurve-out cross-validation score is
Asymptotic Theory
In this section, we present a result on the consistency of the proposed estimator of g under suitable technical conditions. We assume that the number of subjects n is fixed; and the number of measurements per curve m il , and number of curves N i per subject, increase to infinity together. When n is fixed, the asymptotic analysis is similar irrespective of whether θ i 's are viewed as fixed effects or random effects. Hence, for simplicity, we treat θ i 's as fixed effects and impose the identifiability constraint θ 1 = 0. Due to this restriction, we modify the loss function (5) slightly by replacing the penalty λ 2
. Moreover, since n is finite, in practice we can relabel the subjects so that the curves corresponding to subject 1 has the highest rate of growth, and hence θ i ≤ 0 for all i > 1. This relabeling is not necessary but simplifies the arguments considerably.
Moreover, to be consistent with the setting of the plant data, we focus on the case where the time points for the different curves corresponding to the same subject are the same, so that, in particular, m il ≡ m i . We assume that the time points come from a common continuous distribution F T . We also assume that the gradient function g(x) is positive for x > 0 and is defined on a domain D = [x 0 , x 1 ] ⊂ R + ; and the initial conditions {a il := X il (0)} ′ s are observed (and hence λ 1 = 0) and are randomly chosen from a common continuous distribution F a with support [x 0 , x 2 ] where
Before we state the regularity conditions required for proving the consistency result, we highlight two aspects of the asymptotic analysis. Note that, the current problem differs from standard semiparametric nonlinear mixed effects models. First, the estimation of g is an inverse problem, since it implicitly requires knowledge of the derivatives of the trajectories of the ODE which are not directly observed. The degree of ill-posedness is quantified by studying the behavior of the expected Jacobian matrix of the sample trajectory with respect to β. This matrix would be well-conditioned under a standard nonparametric function estimation context. However, in the current case, its condition number goes to infinity with the dimension of the model space M . Secondly, unlike in standard nonparametric function estimation problems where the effect of the estimation error is localized, the estimation error propagates throughout the entire domain of g through the dynamical system. Therefore, sufficient knowledge of the behavior of g at the boundaries is imperative.
We assume the following:
A2 θ i 's are fixed parameters with θ 1 = 0.
A3 The collection of basis functions Φ
and let Θ be a fixed, open interval containing the true θ i 's, denoted by θ * i . Then there exists a τ > 0 such that for all a ∈ F a and for all θ ∈ Θ, the initial value problem
, where
Moreover, the range of x(·; ·, ·, f ) (as a mapping from
. Furthermore, the range of x(·; ·, 0, g) contains D.
A5 For each i = 1, . . . , n, for all l = 1, . . . , N i , the time points t ilj (j = 1, . . . , m i ) belong the set
Also, both N i 's and m i 's increase to infinity uniformly meaning that max i N i / min i N i and max i m i / min i m i remain bounded.
A6 Define X il (·; X il (0), θ i , β) to be the solution of the initial value problem
Let
be its partial derivatives with respect to parameters θ i and β. And let β * ∈ R M be as in A3.
where E θ * ,β * denotes the expectation over the joint distribution of (X i1 (0),
Then, there exists a function κ M and a constant c 3 ∈ (0, ∞), such that,
A7 The noise ε ilj 's are i.i.d. N (0, σ 2 ε ) with σ 2 ε bounded above.
Before stating the main result, we give a brief explanation of these assumptions. A1 ensures enough smoothness of the solution paths of the differential equation (16) . It also ensures that the approximation error, when g is approximated in the basis Φ M , is of an appropriate order. Condition A3 is satisfied when we approximate g using the (p − 1)-th order B-splines with equally spaced knots on the interval D which are normalized so that D φ k,M (x) 2 dx = 1 for all k. Note that g β * can be viewed as an optimal approximation of g in the space generated by Φ M . Condition A4 ensures that a solution of (16) exist for all f of the form g β with β sufficiently close to β * . This implies that we can apply the perturbation theory of differential equations to bound the fluctuations of the sample paths due to a perturbation of the parameters. Condition A5 ensures that the timepoints {T i,j } cover the domain D randomly and densely, and that there is a minimum amount of information per sample curve in the data. Condition A6 is about the estimability of a parameter (in this case g) in a semiparametric problem in the presence of nuisance parameters (in this case {θ i }). Indeed, the matrix G * ,ββ − G * ,βθ (G * ,θθ ) −1 G * ,θβ plays the role of the information matrix for β at (θ * , β * ). Equation (18) essentially quantifies the degree of ill-conditionedness of the information matrix for β. Note that A4 together with A6 implicitly imposes a restriction on the magnitude of g ′ L∞(D) . Condition A6 has further implications. Unlike in parametric problems, where the information matrix is typically well-conditioned, we have κ M → ∞ in our setting (see Theorem 2 and Proposition 1 below). Note that in situations when g ≥ 0 and the initial conditions are nonnegative, one can simplify A6 considerably, since then we can obtain explicit formulas for the derivatives of the sample paths (see Appendix A). And then one can easily verify the second part of equation (18).
Theorem 1:
Assume that the data follow the model described by equations (1), (2) and (3) 
, then the following holds with probability tending to 1:
As explained earlier, κ M is related to the inverse of the smallest eigenvalue of the matrix
In order to show that our method leads to a consistent estimator of g, we need to know the behavior of κ M as M → ∞. The following result quantifies the behavior when we choose a B-spline basis with equally spaced knots inside the domain D. 
The condition that the knots are in the interior of the domain D is justified if the function g is completely known on the set [
. Then this information can be used to modulate the B-splines near the boundaries so that all the properties listed in A3 still hold and we have the appropriate order of the approximations. We conjecture that the same result (κ M = O(M 2 )) still holds even if g is known only up to a parametric form near the boundaries, and a combination of the parametric form and B-splines with equally spaced knots is used to represent it. If instead the distribution F a is such that near the end points (x 0 and x 2 ) of the support of F a , the density behaves like (x − x 0 ) −1+γ and (x 2 − x) −1+γ , for some γ ∈ (0, 1], then it can be shown that (Proposition 1) κ M = O(M 2+2γ ). Thus, in the worst case scenario, we can only guarantee that κ M = O(M 4 ). In that case g needs to have a higher order of smoothness (g ∈ C 6+ǫ (D), for some ǫ > 1/2), and higher-order (at least seventh order) B-splines are needed to ensure consistency.
It can be shown that under mild conditions κ M should be at least O(M 2 ). Thus, the condition
Theorem 1 holds with p = 4, so that g ∈ C 4 and cubic B-splines can be used. Moreover, under that setting as long as m/N is bounded both above and below and σ ε is bounded below, then min{N , m} ≫ κ M M log(N m). The following proposition states the dependence of κ M on the behavior of the density of the distribution F a .
Proposition 1:
Assume that the density of F a behaves like (x − x 0 ) −1+γ and (x 2 − x) −1+γ , near the endpoints x 0 and x 2 , for some γ ∈ (0, 1], and is bounded away from zero in the interior. Then
The proof of Theorem 1 involves a second order Taylor expansion of loss function around the optimal parameter (θ * , β * ). We apply results on perturbation of differential equations (cf.
Simulation
In this section, we conduct a simulation study to demonstrate the effectiveness of the proposed estimation and model selection procedures. In the simulation, the true gradient function g is represented by M * = 4 cubic B-spline basis functions with knots at (0.35, 0.6, 0.85, 1.1) and basis coefficients β = (0.1, 1.2, 1.6, 0.4) T . It is depicted by the solid curve in Figure 4 . We consider two different settings for the number of measurements per curve: moderate case -m il 's are independently and identically distributed as Uniform [5, 20] ; sparse case -m il 's are independently and identically distributed as Uniform [3, 8] . Measurement times {t ilj } are independently and identically distributed as Uniform[0, 1]. The scale parameters θ i 's are randomly sampled from N (0, σ 2 θ ) with σ θ = 0.1; and the initial conditions a il 's are randomly sampled from a c a χ 2 ka distribution, with c a , k a > 0 chosen such that α = 0.25, σ a = 0.05. Finally, the residuals ε ilj 's are randomly sampled from N (0, σ 2 ε ) with σ ε = 0.01. Throughout the simulation, we set the number of subjects n = 10 and the number of curves per subject N i ≡ N = 20. Observations {Y ilj } are generated using the model specified by equations (1) - (4) in Section 2. For all the settings, 50 independent data sets are used to evaluate the performance of the proposed procedure.
In the estimation procedure, we consider cubic B-spline basis functions with knots at points 0.1 + (1 : M )/M to model g, where M varies from 2 to 6. The Levenberg-Marqardt step is chosen to be non-adaptive, and the Newton-Raphson step is chosen to be adaptive (see Section 3 for the definition of adaptive and non-adaptive). We examine three different sets of initial values for λ 1 and λ 2 : (i) λ 1 = σ 2 ε /σ 2 a = 0.04, λ 2 = σ 2 ε /σ 2 θ = 0.01 ("true" values); (ii) λ 1 = 0.01, λ 2 = 0.0025 ("deflated" values); (iii) λ 1 = 0.16, λ 2 = 0.04 ("inflated" values). It turns out that the estimation and model selection procedures are quite robust to the initial choice of (λ 1 , λ 2 ), thereby demonstrating the effectiveness of the adaptive method used in the Newton-Raphson step. Thus in the following, we only report the results when the "true" values are used.
We also compare results when (i) the initial conditions a are known, and hence not estimated; and (ii) when a are estimated. As can be seen from Table 1 , the estimation procedure converges well and the true model (M * = 4) is selected most of the times for all the cases. Mean integrated squared error (MISE) and Mean squared prediction error (MSPE) and the corresponding standard deviations, SD(ISE) and SD(SPE), based on 50 independent data sets, are used for measuring the estimation accuracy of g and θ, respectively. Since the true model is selected most of the times, we only report results under the true model in Table 2 . As can be seen from this table, when the initial conditions a are known, there is not much difference of the performance between the moderate case and the sparse case. On the other hand, when a are not known, the advantages of having more measurements become much more prominent. In Figure 4 , we have a visual comparison of the fits when the initial conditions a are known versus when they are estimated in the sparse case. In the moderate case, there is very little visual difference under these two settings. We plot the true g (solid green curve), the pointwise mean of g (broken red curve), and 2.5% and 97.5% pointwise quantiles (dotted blue curves) under the true model. These plots show that both fits are almost unbiased. Also, when a are estimated, there is greater variability in the estimated g at smaller values of x, partly due to scarcity of data in that region. Overall, as can be seen from these tables and figures, the proposed estimation and model selection procedures perform effectively. Moreover, with sufficient information, explicitly imposing nonnegativity in the model does not seem to be crucial: for the moderate and/or "a known" cases the resulting estimators of g are always nonnegative.
Application: Plant Growth Data
In this section, we apply the proposed method to the plant growth data from Sacks et al. (1997) described in the earlier Sections. The data consist of measurements on ten plants from a control group and nine plants from a treatment group where the plants are under water stress. The primary roots had grown for approximately 18 hours in the normal and stressed conditions before the measurements were taken. The roots were marked at different places using a water-soluble marker and high-resolution photographs were used to measure the displacements of the marked places. The measurements were in terms of distances from the root cap junction (in millimeters) and were taken for each of these marked places, hereafter markers, over an approximate 12-hour ) develop a a new image-analysis technique to study spatio-temporal patterns of growth and curvature of roots that tracks the displacement of particles on the root over space and time. These methods, while providing plant scientists with valuable information, are limited in that, they do not provide an inferential framework and they require very dense measurements. Our method, even though designed to handle sparse data, is potentially applicable to these data as well. Consider the model described in Section 2. For the control group, we have the number of curves per subject N i varying in between 10 and 29; and for the water stress group, we have 12 ≤ N i ≤ 31. The observed growth displacement measurements {Y ilj : j = 1, . . . , m il , l = 1, . . . , N i } n i=1 are assumed to follow model (2) , where m il is the number of measurements taken for the i th plant at its l th marker, which varies between 2 and 17; and {t ilj : j = 1, · · · , m il } are the times of measurements, which are in between [0, 12] hours. Altogether, for the control group there are 228 curves with a total of 1486 measurements and for the treatment group there are 217 curves with 1712 measurements in total. We are interested in comparing the baseline growth displacement rate between the treatment and control groups.
As discussed earlier, there are natural constraints for the plant growth dynamics. Theoretically, g(0) = 0 = g ′ (0) and g ′ (x) = 0 for x ≥ A for some constant A > 0. For the former constraint, we can simply omit the constant and linear terms in the spline basis. And for the latter constraint, in the objective function (6) we use
where φ = (φ 1,M , . . . , φ M,M ) T and λ R is a large positive number quantifying the severity of this constraint; and A > 0 determines where the growth displacement rate becomes a constant. A and λ R are both adaptively determined by the model selection scheme discussed in Section 4. Moreover, as discussed earlier, since it is not appropriate to shrink the initial conditions {a il } towards a fixed number, we set λ 1 = 0 in the loss function (6) . We first describe a simple regression-based method for getting a crude initial estimate of the function g(·), as well as selecting a candidate set of knots. This involves (i) computing the rescaled empirical derivatives e − b θ (0) i X ′ ilj of the sample curves from the data, where the empirical derivatives are defined by taking divided differences:
is a preliminary estimate of θ i ; and (ii) regressing the re-scaled empirical derivatives onto a set of basis functions evaluated at the corresponding sample averages:
In this paper, we use the basis {x 2 , x 3 , (x − x k ) 3 + } K k=1 with a pre-specified, dense set of knots
. Then, a model selection procedure, like the stepwise regression, with either AIC or BIC criterion, can be used to select a set of candidate knots. In the following, we shall refer this method as stepwise-regression. The resulting estimate of g and the selected knots can then act as a starting point for the proposed procedure. We expect this simple method to work reasonably well only when the number of measurements per curve is at least moderately large. Comparisons given later ( Figure 7 ) demonstrate a clear superiority of the proposed method over this simple approach.
Next, we fit the model to the control group and the treatment group separately. For the control group, we first fit models with g represented in cubic B-splines with equally spaced knot sequence 1 + 11.5(1 : M )/M for M = 2, 3, 4, · · · , 12. At this stage, we set
. For Levenberg-Marquardt step, we fix λ 1 = 0 and λ 2 = 0.0025; and we update λ 1 , λ 2 adaptively in the Newton-Raphson step. The criterion based on the approximate CV score (15) selects the model with M = 9 basis functions (see Appendix D). This is not surprising since when equally spaced knots are used, usually a large number of basis functions are needed to fit the data adequately. In order to get a more parsimonious model, we consider the stepwise-regression method to obtain an initial estimate of g as well as finding a candidate set of knots. We use 28 equally spaced candidate knots on the interval [0. 5, 14] and use the fitted values { θ i } 10 i=1 from the previous fit. The AIC criterion selects 11 knots. We then consider various submodels with knots selected from this set of 11 knots and fit the corresponding models again using the procedure described in Section 3. Specifically, we first apply the LevenbergMarquardt procedure with λ 1 , λ 2 fixed at λ 1 = 0 and λ 2 = ( σ ini ε ) 2 /( σ ini θ ) 2 = 0.042, respectively, where σ ini ε and σ ini θ are obtained from the stepwise-regression fit. Then, after convergence of β up to a desired precision (threshold of 0.005 for β old − β new ), we apply the Newton-Raphson procedure with λ 1 fixed at zero, but λ 2 adaptively updated from the data. The approximate CV scores for various submodels are reported in Table 3 . The parameters A and λ R are also varied and selected by the approximate CV score. Based on the approximate CV score, the model with knot sequence (3.0, 4.0, 6.0, 9.0, 9.5) and (A, λ R ) = (9, 10 5 ) is selected. A similar procedure is applied to the treatment group. It turns out that the model with knot sequence (3.0, 3.5, 7.5) performs considerably better than other candidate models, and hence we only report the approximate CV Table 3 with various choices of (A, λ R ). It can be seen that, (A, λ R ) = (7, 10 3 ) has the smallest approximate CV score. Figure 5 shows the estimated gradient functions g under the selected models for the control and treatment groups, respectively. First of all, there is no growth bump observed for either group. This plot also indicates that different dynamics are at play for the two groups. In the part of the meristem closer to the root cap junction (distance within ∼ 5.5mm), the growth displacement rate for the treatment group is higher than that for the control group. This is probably due to the greater cell elongation rate under water stress condition in this part of the meristem so that the root can reach deeper in the soil to get enough water. This is a known phenomenon in plant science. The growth displacement rate for the treatment group flattens out beyond a distance of about 6 mm from the root cap junction. The same phenomenon happens for the control group, however at a further distance of about 8 mm from the root cap junction. Also, the final constant growth displacement rate of the control group is higher than that of the treatment group. This is due to the stunting effect of water stress on these plants, which results in an earlier stop of growth and a slower cell division rate. Figure 6 shows the estimated relative elemental growth rates (i.e., g ′ ) for these two groups. Relative elemental growth rate (REGR) relates the magnitude of growth directly to the location along the meristem. For both groups, the growth is fastest in the middle part of the meristem (∼ 3.8 mm for control group and ∼ 3.1 for treatment group), and then growth dies down pretty sharply and eventually stops. Again, we observe a faster growth in the part of the meristem closer to the root cap junction for the water stress group and the growth dies down more quickly compared to the control group. The shape of the estimated g may suggest that it might be modeled by a logistic function with suitably chosen location and scale parameters, even though the scientific meaning of these parameters is unclear and the boundary constraints are not satisfied exactly. As discussed earlier, there is insufficient knowledge from plant science to suggest a functional form beforehand. This points to one major purpose of nonparametric modeling, which is to provide insight and to suggest candidate parametric models for further study. Figure 7 shows the residual versus time plot for the treatment group. The plot for the control group is similar and thus is omitted. This plot shows that the procedure based on minimizing the control water stress objective function (6) has much smaller and more evenly spread residuals (SSE = 64.50) than the fit by stepwise-regression (SSE = 147.57), indicating a clear benefit of the more sophisticated approach. Overall, by considering the residual plots and CV scores, the estimation and model selection procedures give reasonable fits under both experimental conditions. Note that, for the first six hours, the residuals (right panel of Figure 7 ) show some time-dependent pattern, which is not present for later times. Since throughout the whole 12 hour period, the residuals remain small compared to the scale of the measurements, the autonomous system approximation seems to be adequate for practical purposes. Modeling growth dynamics through nonautonomous systems may enable scientists to determine the stages of growth that are not steady across a region of the root. This is a topic of future research. Appendix A : Reconstruction of X il (·) and its derivatives
In this section, we describe how to evaluate the (i, l)-th sample trajectory X il (·) and its derivatives given β, θ i and a il on a fine grid. For notational simplicity, we omit the dependence of the trajectories X il (·) on the parameters (a, θ, β), and drop the subscript M from φ k,M . Note that, X il (·) satisfies the first order ODE
Or equivalently
We first describe a numerical procedure (4 th order Runge-Kutta method) for constructing the sample trajectories X il (t) and their derivatives (with respect to the parameters) on a pre-specified fine grid.
Runge-Kutta method: the general procedure
Suppose that a family of first order ODE is described in terms of the parameters generically denoted by η = (η 1 , η 2 ), where η 1 denotes the initial condition and η 2 can be vector-valued:
where G(t, x, η 2 ) is a smooth function. Denote the solution for this family of ODE as f (t, η). Given the function G and the parameter η, f (t, η) can be solved numerically by an ODE solver. One of the commonly used approaches to solve such an initial value problem is the 4 th order Runge-Kutta method. For a pre-specified small value h > 0, the 4 th order Runge-Kutta method proceeds as follows:
1. Initial step: define y 0 = η 1 and t 0 = 0; 2. Iterative step: in the m+1 step (for 0 ≤ m < [1/h]), define y m+1 = y m + h 6 (k 1 +2k 2 +2k 3 +k 4 ), and t m+1 = t m + h, where
Thus, at the end we obtain an evaluation (approximation) of f (·, η) on the grid points {0, h, 2h, · · · , }.
Note that f (t, η) satisfies,
Partially differentiating f (t, η) with respect to η and taking derivatives inside the integral, we obtain
where G f and G η denote the partial derivatives of G with respect to its second and third arguments, respectively. In equations (24) and (25), if we view the f (·, η) inside G f , G η as known ,
is the solution of the first order ODE with p(0) = 0 and H(t, x, η 2 ) = xG f (t, f (t, η), η 2 ) + G η (t, f (t, η), η 2 ). Thus, given the function G and the parameter η, a general strategy for numerically computing f (·, η) and its gradient ∂ ∂η f (·, η) on a fine grid is to first use the Runge-Kutta method to approximate the solution to (23), and then using that approximate solution in place of f (·, η) in equations (24) and (25) to compute the gradients by another application of the Runge-Kutta method. Note that, if we evaluate f (·, η) on the grid points {0, h, 2h, · · · }, by the above procedure, we will obtain the gradients Derivatives of the sample paths {X il (·)} with respect to (a, θ, β) Differentiating (20) with respect to the parameters, we have
In another word, these functions satisfy the differential equations:
Using similar arguments, it follows that the Hessian of X il (·) with respect to β, given by the matrix (X
, satisfies the system of ODEs, for r, r ′ = 1, · · · , M :
The Hessian of X il (·) with respect to θ i , given by X
The Hessian of X il (·) with respect to a il , given by X
Also, for future reference (even though it is not used in the proposed algorithm), we calculate the mixed partial derivative of X il (·) with respect to θ i and β r as X
Thus, the approach described above shows that as long as we have evaluated (approximated) the function X il (·) at the grid points {0 + mh/2 : m = 0, 1, . . . , 2/h}, we shall be able to approximate the gradients X 
Expression when g is positive
Note that (29), (30) and (31) are linear differential equations. For the growth model we have g positive and the initial conditions a il also can be taken to be positive. If the function g β := M k=1 β k φ k is also positive on the domain of {a il }'s, then the trajectories X il (t) are nondecreasing in t (in fact strictly increasing if g β is strictly positive). In this case, and more generally, whenever the solutions exist on a time interval [0, 1] and g β is twice continuously differentiable (so that the solution paths for X
and X βr,β r ′ il are C 1 functions on [0, 1]) the gradients of the trajectories can be solved explicitly:
In the following, we verify equation(38). The proofs for others are similar and thus omitted. We can express
Using analogous calculations, we can obtain the Hessians in closed form as well. Thus, solutions to (34), (33) and (32) become
where, for x 1 < x 2 ,
We can express X βr,β r ′ il (t) alternatively as
Similarly, we have the representation
Appendix B : Levenberg-Marquardt method
The Levenberg-Marquardt method is a method for solving the nonlinear least squares problem:
where f i (γ)'s are nonlinear functions of the parameter γ ∈ R p . The key idea is to linearly ap-
and J to be the n × p matrix with rows J T 1 , . . . , J T n . The resulting linearized least squares problem involves, for given γ solving for δ the equation
for a regularization parameter λ > 0. Note that, this solution bears similarity with the ridge regression estimate. However, the formulation in (44) is according to the observation by Marquardt that if each component of the gradient is scaled according to the curvature then there is a larger movement in the directions where the gradient is smaller. In practice, the regularization parameter λ is chosen adaptively to facilitate convergence.
Appendix C : Newton-Raphson procedure
We briefly describe the key steps of the Newton-Raphson procedure for optimizing the objective function (6) . As in the implementation of the Levenberg-Marquardt algorithm, we break the iterative procedure in three steps. The update of a is still performed by the Levenberg-Marquardt algorithm (9), while keeping θ and β fixed at the current values. However, we employ NewtonRaphson to update θ and β. Fixing a, β at the current estimates a * and β * , respectively, we update θ i 's from the current estimates θ * i by
where the quantities on the right hand side are all evaluated at (a * , θ * , β * ), and
Similarly, the Newton-Raphson update for β is given by
where the quantities on the right hand side are again evaluated at (a * , θ * , β * ), and
Appendix D : Cubic B-spline fits to the plant data
We first consider the control group. In Table 4 , we report the results using B-spline basis with knots at 1 + 11.5(1 : M )/M for M = 2, 3, · · · , 12; and using σ ini ε = 0.05, and σ ini θ = 1 as initial estimates. In the B-spline fitting, we set the penalty matrix B to be the zero matrix, that is λ R = 0. In the Newton-Raphson step, both λ 1 and λ 2 are estimated adaptively from the data. However, the Levenberg-Marquardt step is non-adaptive, that is it uses the initial values of λ 1 and λ 2 throughout. From Table 4 , for M = 2 to 8 there is no convergence. For M = 9 to 12, the approximate CV scores are quite similar and the minimum is achieved at M = 9.
We then consider the fits for the treatment group. The results using B-splines with knots at 1 + 9.5(1 : M )/M for M = 2, 3, · · · , 12; and using σ ini ε = 0.05, and σ ini θ = 1 are reported in Table  5 . We again set λ R = 0 (that is no penalty). As for M = 2 to 6, there is no convergence. For M =7 to 10, the CV scores are similar and the minimum is achieved again at M =9. For M = 11 and 12, the method breaks down due to numerical instability.
Appendix E : Proof details
In this section we provide the proofs of the key asymptotic results.
Proof of Theorem 1
For convenience, we introduce the following notations: 
We use X g ilj to denote X il (T i,j ; a il , g) where X il (·) is the solution of the equation x ′ (t) = e θ * i g(x(t)) with x(0) = a il . We use X il (·; θ, β) to denote the solution of (17) when X il (0) = a il , and
(·; θ, β) and X βr,β r ′ il (·; θ, β) as the partial derivatives and mixed partial derivatives of X il (·; θ, β) with respect to θ i , β r , (θ i , θ i ), (θ i , β r ) and (β r , β r ′ ), respectively. Notations such as X θ i ilj (θ, β) are used to mean X θ i il (T i,j ; θ, β). We use g β to denote the function M k=1 β k φ k (for convenience henceforth dropping the subscript M from φ k,M ) and denote its first and second derivatives by g ′ β and g ′′ β , respectively. Finally, we use · ∞ to mean · L ∞ (D) , and denote the operator norm of a matrix and l 2 norm of a vector by · . We use T to denote {T i,j : j = 1, . . . , m i ; i = 1, . . . , n} and ε to denote {ε ilj : j = 1, . . . , m i ; l = 1, . . . , N i ; i = 1, . . . , n}.
Let η ∈ R n−1 and δ ∈ R M be arbitrary vectors satisfying
and W θ to be an (n − 1) × 1 vector with (i − 1)-th coordinate
Then by a second order Taylor expansion, we have,
where (θ, β) satisfies β − β * ≤ α N and θ − θ * ≤ α N . Note that (θ, β) depends on (a, T ) and (η, δ), but not on ε. In the above,
G θθ (θ, β) is the (n − 1) × (n − 1) diagonal matrix with the (i − 1)-th diagonal entry
H θθ (θ, β) is the (n − 1) × (n − 1) matrix with (i − 1)-th diagonal entry
and
and G ββ (θ * , β * ) with respect to (a, T ). For future reference, we define the
We define H(θ, β) and G * analogously.
The following decomposition of the residuals is used throughout:
Without loss of generality in the following we assume that α N M 3/2 → 0, so that in particular the bounds (61) -(69) are valid. The proof of Theorem 1 then follows from the following sequence of lemmas.
Lemma A.1 : Let γ = (δ T , η T ) T , and W be as defined earlier. Then, with probability tending to 1, uniformly in γ such that γ = 1, we have
Lemma A.2 : With γ as in Lemma A.1, uniformly over γ, we have 
Lemma A.4 : With γ as in Lemma A.1, with probability tending to 1, uniformly over γ,
Finally, using (49), (60), and (65)- (69), we have
Combining (51) - (54), from (48), with probability tending to 1, uniformly in γ,
where c 4 > 0 is some constant. The last step uses Lemma A.3 and the following fact:
[Q ] For any positive definite matrix A, with A −1 ≤ κ, if 2c √ κ < 1, then for all x such that x = 1
Thus, with probability tending to 1, there is a local minimum ( θ, β) of the objective function (5) with θ − θ * 2 + β − β * 2 ≤ α 2 N . This completes the proof of Theorem 1.
Proof of Theorem 2
We make use of the following inequality due to Halperin and Pitt (Mitrinovic, 
Define X i (t, x) as the sample path X il (t; a il , θ * i , β * ) when a il = x. Since θ 1 = 0 and X β il (·; θ, β) is given by (38) (Appendix A), in order to prove Theorem 2, it is enough to find a lower bound on
where g b (u) = b T φ(u). By A5, without loss of generality we can take the density f T (·) to be uniform on [0, 1]. Let
Then,
From this, and the fact that the coordinates of φ ′ (u) are of the order O(M 3/2 ), coordinates of φ(u) are of the order O(M 1/2 ), and all these functions are supported on intervals of length O(M −1 ), we obtain that, uniformly in x,
Application of Halperin-Pitt inequality with
. If the knots are equally spaced on [x 0 + δ, x 1 − δ] for some constant δ > 0 is bounded below, then inf v∈D 0 h(v) is bounded below (even as M → ∞) where D 0 is the union of the supports of {φ k,M } M k=1 , which contained in [x 0 + δ/2, x 1 − δ/2] for M sufficiently large). In this case,
dv ≥ k 3 for some constant k 3 > 0. Thus, by appropriate choice of ǫ, we have
Proof of Proposition 1
The proof is based on the following lemmas. 
For the next lemma, assume that the knots are
Note that we have placed extra knots at 0 and 1 in order to obtain a B-spline basis. Let ψ := {ψ j : j = 1, ..., M } be the (unnormalized) B-spline basis with the knots {t j : j = d + 2, ..., M }. Let β ∈ R M , and consider the spline s( Observe that under the stated condition on the density of F a in the proposition, the function h(v) appearing in (58) has the same behavior as stated in Lemma A.8 (after a change of location and scale). Proposition 1 now follows from using Halperin-Pitt inequality as in (57), but now taking
Rate bounds
In this subsection, we summarize approximations of various quantities that are useful in proving Lemmas A.1-A.4. First, by A3 we have the following:
Next, from A3 and A4, for M large enough, solutions {X il (t; θ, β) : t ∈ [0, 1]} exist for all (θ, β) such that max{ θ − θ * , β − β * } ≤ α N . This also implies that the solutions X 
, where e i is the i-th canonical basis vector in R n−1 , and e 0 := 0 n−1 . Notice
Thus, by Cauchy-Schwarz inequality, and the fact that max i,l,j |∆ ilj | = O(M −p ) (by (60)) we have, uniformly in γ,
conditional on (a, T). Since the (conditional) Gaussian process 
except on a set with probability converging to zero. This completes the proof of the lemma.
Proof of Lemma A.2 : Define u ilj the same way as v ilj is defined in the proof of Lemma A.1,
Then, by Cauchy-Schwarz inequality and (62) and (64), and the arguments used in the proof of Lemma A.1,
Proof of Lemma A.3 :
)γ, where, for notational simplicity,
il (T i,j )e i−1 , i = 1, . . . , n.
Note that, the random variables u ilj (γ) have zero conditional mean (given a il ), are uniformly bounded and the variables Z ij (γ) := N i l=1 u ilj (γ) are independent. Similarly, the random variables {w ilj } i,j have zero mean are uniformly bounded and the variables m i j=1 w ilj (γ) are independent. Indeed, for each fixed (i, l), the variables {w ilj } m i j=1 are identical since T i,j are i.i.d. Moreover, the collections {u ilj (γ)} and {w ilj (γ)} are differentiable functions of γ. Define G * (a) := E(G * (θ * , β * )|a). Then, since Z ij (γ) are uniformly bounded by K 1 N for some constant K 1 > 0, and are independent given a, we have
In the above, second inequality uses (
x 2 i , and the last follows from fact that u ilj (γ) is a difference of two nonnegative quantities, the second one being the conditional expectation of the first one given a. Thus, applying Bernstein's inequality, for every v > 0, for every γ ∈ S M +n−1 ,
Thus, using an entropy argument as in the proof of Lemma A.1, we conclude that given δ > 0 there exist positive constants C 1 (δ) and C 2 (δ) such that on the set {a|γ T G * (a)γ ≥ C 2 (δ)N M log(N m)}, P sup
On the other hand, using an inversion formula for block matrices, 
where C * := G * ,ββ − G * ,βθ (G * ,θθ ) −1 G * ,θβ . The last equality in (71) is because A6 together with (63) implies in particular that G * ,βθ (G * ,θθ ) −1 = O(1). Now, from the facts that
(by (71)) and min{N , m} ≫ κ M M log(N m),
for some constant K 3 > 0, so that γ T G * γ ≫ mM log(N m), and using arguments similar to those leading to (70) we have, for some C 3 (δ) > 0, P sup
Now, observing that 
First break the last summation in the last term of (75) into two parts -one corresponding to ∆ ilj 's and the other corresponding to ε ilj 's. Then, using (60), (65), (67) and (69), we conclude that the sum involving ∆ ilj is O(α N M 5/2−p N m). The summation involving ε ilj 's can be expressed as a linear function of ε with coefficients that are functions of a, T and γ, and depend smoothly on γ. From this, conditionally on (a, T ), this term is coordinatewise normally distributed with standard deviation O(σ ε α N M 5/2 (N m) 1/2 ) for each fixed γ. We can conclude from this by an entropy argument (similar to the one used in the proof of Lemma A.1) that the supremum of this term over all γ ∈ S M +n−1 is O(σ ε α N M 3 (N m) 1/2 log(N m)) with probability tending to 1. Next, using (74) we express the first term of (75) as
where x ∈ R d , when the function f is perturbed by a smooth function. 
Note that, the point t 1 can be chosen so that, the one-parameter family of initial value problems
has a corresponding solution φ(·; λ) ∈ C 1 ([t 0 , t 1 ], R d ) for each parameter value λ ∈ [0, 1]. In particular, φ(·; 0) = x(·) and φ(·; 1) = x(·).
Propagation matrix and its relationship to perturbation
Let Φ t,t 0 denote the map such that x(t) = Φ t,t 0 x 0 is the unique solution of the initial value problem (77). 
with initial condition W (s, s) = I. W (t, s) is called the propagation matrix belonging to x.
