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Abstract
It is shown that the Lorentz force equation is equivalent to the auto-parallel con-
dition L∇x˙x˙ = 0 of a linear connection
L∇ defined on a convenient pull-back vector
bundle. By using a geometric averaging method, an associated averaged Lorentz con-
nection 〈 L∇〉 and the corresponding auto-parallel equation are obtained. After this,
it is shown that in the ultra-relativistic limit and for narrow one-particle probability
distribution functions, the auto-parallel curves of 〈 L∇〉 remain nearby close to the
auto-parallel curves of L∇. Applications of this result in beam dynamics and plasma
physics are briefly described.
1 Introduction
Given a four dimensional Lorentzian manifold (M, η), the motion of a classical point charged
particle under the influence of an external electromagnetic field and without taking into
account radiation reaction is described by the Lorentz force equation. This work explores
two related topics:
1. A geometric description of the Lorentz force equation and
2. An averaged version of the Lorentz force equation and its relation with the original
Lorentz force equation.
Once a geometric version of the Lorentz force equation is available, we can apply the aver-
aging method [10]. It is proved that in the ultra-relativistic limit and under some natural
assumptions on the averaging model, the solutions of the original Lorentz force equation can
be approximated by the solutions of an averaged Lorentz force equation with high accuracy.
This fact has interesting consequences for plasma modeling.
The geometrization of the Lorentz force equation is interesting from the point of view of the
analysis of its symmetries and mathematical structure. It turns out that there are several
connections whose geodesics equations are the Lorentz force equation (3.6) constrained by
the speed normalization (3.7) (see for instance [22] for one of such alternative connections).
The structure of the Lorentz force equation (3.6) is described in terms of the Levi-Civita
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connection η∇, the longitudinal and transverse tensors (see the tensor L and T discussed in
section 3). The transverse tensor does not contribute to the geodesic equation but it does
to the motion of a charged gyroscope, for example.
The averaged Lorentz dynamics has some advantages over the Lorentz dynamics. The first
and most notorious is that the differential equation 〈 L∇〉 ˙˜x ˙˜x = 0 is easier to work with than
the original Lorentz force equation L∇x˙x˙ = 0. This allows us to perform easier analysis and
computations with 〈 L∇〉 ˙˜x ˙˜x = 0 than with L∇x˙x˙ = 0 (following the general philosophy of
the averaging method in classical mechanics [2]). This is particularly useful when we apply
the model to systems composed by a large number of point charged particles, composing a
non-neutral plasma [12, 13].
From a topological point of view, the averaged equation contains the same information
than the original equation. This is because the connections L∇ and 〈 L∇〉 are connected by
a continuous homotopy, which is similar to the convex invariance found in Finsler symmetry
[10]. This property could have relevance for the study of the topological properties of
confined plasmas, since could allow to study topological properties of plasmas by a simplified
averaged model.
The structure of this work is the following. In section 2, we explain how, given a second
order differential equation, several connections are associated to the differential equation.
In section 3, a geometric interpretation for the Lorentz force equation is explained. In
particular we show how to extract from the Lorentz force equation (3.6), a linear connection
defined on a convenient pull-back bundle. Such connection will be called the Lorentz con-
nection L∇. Then it is shown that equation (3.6) corresponds to the auto-parallel condition
of the Lorentz connection.
In section 4, we follow reference [10, 11] and we define the average of a family of automor-
phisms, a generalization of the fiber integration operation of R. Thom and S. S. Chern [4].
Some examples of averaging in different geometric frameworks are explained. In section 5,
given a manifold M and a subbundle Nˆ of TM, we apply the averaging method to an arbi-
trary linear connection on the pull-back bundle π∗|
Nˆ
TM. The average of such connections
are affine connections of the manifold M. The averaging method is applied to the Lorentz
connection, obtaining the averaged Lorentz connection 〈 L∇〉.
In section 6, the solutions of the Lorentz force equation (3.6) and those of the auto-parallel
curves of the averaged connection are compared. The measure used to calculate the momen-
tum moments in the averages are borrowed from relativistic kinetic theory [9]. Then it is
proved that in the ultra-relativistic limit, for narrow 1-particle probability distribution func-
tions for the same initial conditions, the solutions of the auto-parallel equations L∇x˙x˙ = 0
and 〈 L∇〉 ˙˜x ˙˜x = 0 remain near to each other, even for finite time evolution. We discuss the
limits of validity of the result and provide two relevant examples of averaging for the Lorentz
force equation.
In section 7, some applications in beam dynamics and plasma physics of the averaged
Lorentz equation are briefly described, as well as other potential applications of the averaged
dynamics and the extension to other equations of evolution. In section 8, the hypothesis
used in the proofs of the main results of this paper are discussed.
2 Connections and second order differential equations
Let π : TM →M be the canonical projection of the tangent bundle TM and ΓTTM the
set of vector fields over TM.
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Definition 2.1 A second order differential equation (or semi-spray) is a smooth vector field
G ∈ ΓTTM such that π∗G|u = u, ∀u ∈ TM.
Remark 2.2 If we require that the integral curves of the semi-spray G are invariant under
affine re-parameterization, it is necessary to exclude the origin 0 ∈ ΓTM from the domain
of definition of G. This is because the invariance under affine re-parameterization implies
that G(x, y) must be homogeneous of degree one in y. The requirement that the integral
curves are affine re-parameterization invariant implies that G is a special type of second
order differential equation known as spray. Therefore, a spray is not necessarily smooth
at the origin. Moreover, since we will apply the geometric formalism to the Lorentz force
differential equation, the associated geodesic spray is not defined over the whole TM \ {0},
but only on the sub-bundle of timelike vectors fields N → M or on the future pointed
unit hyperboloid sub-bundle Σ+x → M, as we will define later. The particular geometric
setting depends on the choice of parameterization for the curves describing the point particle.
Therefore, it is convenient to develop the general geometric formalism for the case that G is
defined on an arbitrary open sub-bundle Nˆ →֒ TTM, G ∈ ΓT Nˆ. In this case π|
Nˆ
: Nˆ→M
is the restriction to Nˆ of the canonical connection π : TM→M.
2.1 The non-linear connection associated to a second order differ-
ential equation
Let us consider the differential map π∗|Nˆ : TNˆ → TM. The vertical bundle (or vertical
distribution) is the kernel V := ker(π∗|Nˆ). At each point u ∈ Nˆ one has ker(π∗|Nˆ(u)) := Vu.
Definition 2.3 A non-linear connection on Nˆ is a distribution H on TNˆ such that
TuNˆ = Vu ⊕Hu,
for each u ∈ Nˆ.
Given a semi-spray as in 2.1, there are connections partially characterized by the fact that
by the projection π|
Nˆ
: Nˆ → M, the auto-parallel curves coincide with the projection of
the integral curves of G [6, 23]. In order to introduce such connections, let us first consider
the complete lift and vertical lift of tangent vectors [6]. The vertical lift yv of y ∈ TxM at
the point (x, y˜) ∈ TxM is the tangent vector at s = 0 of the curve s 7→ (x, y + sy˜). The
complete lift of a vertical field X ∈ ΓTM is a vector field Xc ∈ TN whose flow in Nˆ is
(s, (x, y)) 7→ (φs(x), φs∗(y)), where (s, x) 7→ φs(x) is the flow of X and φs∗ is the flow of X
in M. Given a semi-spray defined on the sub-bundle Nˆ of TM, the horizontal lift yh at the
point (x, y˜) ∈ Nˆ is
ιu : TxM→ TuN, y 7→ 1
2
(
[Xv, G]|(x,y˜) + Xc|(x,y˜)
)
, (2.1)
where X is any vector field on M such that X |x = y. Then the set {ιu(y)|(x,y) | (x, y) ∈ Nˆ}.
Let us consider the semi-spray G ∈ ΓTNˆ. A semi-spray defined on Nˆ (restriction from
a semi-spray on TM) can be expressed in a local frame associated to natural coordinates
(TU, (x, y)) on Nˆ as
G(x, y) = yi
∂
∂xi
− Gi(x, y) ∂
∂yi
, (2.2)
3
such that the components Gi(x, y) are smooth on Nˆ. It is direct that he projection by
π|N : Nˆ→M of the integral curves of G are solutions of the system of ordinary differential
equations
dyi
dt
− Gi(x, y) = 0, dx
i
dt
− yi = 0, i = 0, ..., n− 1 (2.3)
If the transformation in the local natural coordinates on the manifold Nˆ is of the form
x˜i = x˜i(x), y˜i =
∂x˜i
∂xj
yj ,
the corresponding time derivative transform as
dx˜i
dt
=
∂x˜i
∂xj
dxj
dt
,
dy˜i
dt
=
∂2x˜i
∂xk∂xj
yk
dxj
dt
+
∂x˜i
∂xj
dyj
dt
.
This implies that in order to G be a semi-spray, the functions Gi(x, y) must transform as
G˜i(x˜, y˜) =
∑
j,k,l,s
( ∂x˜l
∂xj
)
yj
(∂x˜s
∂xk
)
yk
∂2x˜i
∂xl∂xs
−
∑
j
( ∂x˜i
∂xj
)
Gj(x, y). (2.4)
Locally, the horizontal distribution H is generated by the frame
{ δ
δx0
, ...,
δ
δxn−1
}, δ
δxk
:=
∂
∂xk
− ∂G
i
∂yk
∂
∂yi
, i, j, k = 0, ..., n− 1. (2.5)
Therefore, a local frame for TNˆ is given by
{ δ
δx0
, ...,
δ
δxn−1
,
∂
∂y0
, ...,
∂
∂yn−1
}. (2.6)
and the dual local frame of 1-forms is
{dx0, ..., dxn−1, δy0, ..., δyn−1}. (2.7)
The duality relations are
dxi(
δ
δxj
) = δij , δy
i(
δ
δxj
) = 0, dxi(
∂
∂yj
) = 0, δyi(
∂
∂yj
) = δij , i, j = 0, ..., n− 1.
The horizontal lift of the tangent vector X = X i ∂∂xi |x ∈ TxM to the tangent vector space
TuNˆ is the tangent vector ιu(X) = X
i δ
δxi |u. Similarly, one can speak of horizontal lifts of
vector fields.
2.2 Linear connections on the pull-back bundle pi∗|
Nˆ
TM
Let us consider the cartesian product Nˆ×TM and the canonical projections
π1 : Nˆ×TM→ Nˆ, (u, ξ) 7→ u, π2 : Nˆ×TM→ TM, (u, ξ) 7→ ξ.
The pull-back bundle π1 : π
∗|
Nˆ
TM → Nˆ of the bundle π : TM → M by the projection
π : Nˆ →M is the sub-manifold of the cartesian product Nˆ × TM such that the following
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equivalence relation holds: for every u ∈ N and (u, ξ) ∈ π−11 (u), (u, ξ) ∈ π∗|NˆTM iff
π ◦ π2(u, ξ) = πˆ ◦ π1(u, ξ). From the definition of the pull-back bundle π|∗
Nˆ
TM it follows
that the following diagram commutes,
π∗|
Nˆ
TM
π1

π2
// TM
π

Nˆ
π
//M,
π1 : π
∗|
Nˆ
TM→ Nˆ is a real vector bundle, with fibers over each u = (x, y) ∈ Nˆ isomorphic
to TxM. The fiber dimension of π
∗|
Nˆ
TM is equal to dim(M) = n, meanwhile the dimension
of Nˆ is 2n. A vector Z ∈ TxM can be pulled-back π∗Z in a unique way by the following
rules:
• π1(π∗Z) = (x, Z) ∈ Nˆ,
• π2(π∗) = Z.
The pull-back of a smooth function f ∈ F(M) is a smooth function π∗f ∈ F(π∗|
Nˆ
TM)
such that π∗f(u) = f(π1(u)) for every u ∈ Nˆ. A local frame for the sections of π∗|NˆTM is
given by
{π∗e0, π∗e1, ...., π∗en−1},
where {e0, e1, ...., en−1} is a local frame in TM. Analogous pull-back bundles can be con-
structed from other tensor bundles over M. Relevant examples are the pull-back bun-
dle π∗|
Nˆ
T∗M → Nˆ of the dual bundle T∗M and more generally, the pull-back bundle
π∗|
Nˆ
T(p,q)M of tensor bundles T(p,q)M, such that the following diagram commutes,
π∗|
Nˆ
T(p,q)M
π1

π2
// T(p,q)M
π

Nˆ
π
//M,
Definition 2.4 A linear connection on the pull-back bundle π1 : π
∗|
Nˆ
TM→ Nˆ is a map
∇ : ΓTNˆ× Γπ∗|
Nˆ
TM→ Γπ∗|
Nˆ
TM
such that
• For every X ∈ ΓTNˆ, S1, S2 ∈ Γπ∗|NˆTM and f ∈ F(M), it holds that
∇X(π∗fS1 + S2) = (X(π∗f))S1 + f∇XS1 + ∇XS2. (2.8)
• For every X1, X2 ∈ ΓTNˆ, S ∈ Γπ∗|NˆTM and λ ∈ F(Nˆ), it holds that
∇fX1+X2S = f∇X1S + ∇X2S. (2.9)
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2.3 Linear connections on pi∗|
Nˆ
TM associated to a semi-spray G.
Let us define the following functions,
GΓi jk(x, y) :=
1
2
∂2Gi(x, y)
∂yj∂yk
, i, j, k = 0, ..., n− 1. (2.10)
The behavior under natural coordinate transformations of the functions GΓi jk is analogous
to the transformation rules for the connection coefficients of a linear connection on M.
However, they do not live on M but on Nˆ. To overcome this difficulty, one considers linear
connections on the pull-back bundle π∗|
Nˆ
TM as follows,
Proposition 2.5 Given a semi-spray G(x, y), there is a unique linear connection G∇ in
π∗|
Nˆ
TM such that in the locally frames { δδx0 , ..., δδxn−1 , ∂∂x0 , ..., ∂∂xn−1 } and {π∗ei, i = 0, ..., n−
1 } the following covariant derivatives,
G∇ δ
δxj
π∗Z := GΓ(x, y)i jk Z
k π∗ei,
G∇V π∗Z := 0, (2.11)
for every V ∈ V , Z ∈ ΓTM.
Proof. It is clear that the homomorphism defined by the conditions (2.11) satisfies the
axioms of a connection as in definition 2.4,
• G∇λXZ is linear in λ and X , as in condition (2.9).
• For every f ∈ F(M), it holds that
G∇Xπ∗(fS) :=
(
X(π∗f
)
)π∗S +
(
π∗f
)
G∇Xπ∗S ∀X ∈ TuNˆ, f ∈ F(M), S ∈ ΓTM.
(2.12)
The Leibnitz rule (2.12) follows from the definition of pull-back of functions. Other linearity
properties follow easily as well. Uniqueness follows from the linearity and Leibnitz rule. ✷
Recall that the torsion tensor of an affine connection D of M is a tensor defined by the
expression
TorD(X,Y ) = DXY − DYX − [X,Y ], X, Y ∈ ΓTM. (2.13)
The generalized torsion of a linear connection ∇ on π∗|
Nˆ
TM is the linear homomorphism
Tor∇ : ΓTM× ΓTM→ Γπ∗|NˆTM,
defined by the formula
Tor∇(X,Y ) = ∇ιu(X)π∗|NˆY − |u∇ιu(Y )π∗|NˆX − π∗|Nˆ[X,Y ], X, Y ∈ ΓTM, (2.14)
where u ∈ Nˆ is the evaluating point. Thus, for instance, it is direct from the definition of
pull-back that π∗|
Nˆ
([X,Y ]|x)|u is an element of the fiber π−11 (x). Varying x ∈ M, π∗([X,Y ])
defines a section of π∗|
Nˆ
TM. Similarly, to the tangent vector X |x ∈ TxTM and to the
section Y ∈ ΓTM, we associate the covariant derivative ,∇ιu(X)π∗|NˆY and similar for other
terms. In a similar way, the mixed torsion is defined as the linear homomorphism
K∇(V, Z) : ΓV × ΓTM→ Γπ∗|NˆTM, K∇(V, Z) := ∇V π∗|NˆZ, V ∈ V , Z ∈ ΓTM.
(2.15)
A connection ∇ on π∗|
Nˆ
TM is called torsion-free iff the generalized torsion and the mixed
torsion are zero. Then the following proposition is direct,
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Proposition 2.6 The connection G∇ as in proposition 2.5 is torsion-free.
The space of linear and torsion-free connections on π∗|
Nˆ
TM is denoted by ∇
Nˆ
.
The covariant derivative G∇ can be extended to the pull-back π∗T(p,q)M of tensor bundles
T(p,q)M over M by assuming that the product rule holds:
G∇X(f T1 ⊗ T2) = f G∇XT1 ⊗ T2 + T1 ⊗ G∇XT2 + (X(f))T1
for any pair of tensors T1 and T2 and for any smooth function f on Nˆ. Finally, the covariant
derivative along X of a function f ∈ F(Nˆ) is defined as the function on Nˆ given by the
directional derivative
G∇Xf := X(f).
3 Geometric formulation of the Lorentz force equation
Let us consider a Lorentzian metric η on the four dimensional manifold M with signature
(1,−1,−1,−1).
Definition 3.1 A Lorentzian Randers space is a triplet (M, η,F), where (M, η) is a Lorentzian
manifold and F is a closed 2-form on M.
By Poincare´’s lemma, for any point x ∈M, there is a locally smooth 1-form A such that in
a neighborhood of x, the relation dA = F holds. Therefore, a Lorentzian Randers space can
be equivalently described by a triplet (M, η, [A]), with [A] being the equivalence class of all
locally smooth 1-forms whose exterior derivative, on the domains where they are smooth, is
the 2-form F .
Given a Lorentzian Randers space (M, η,F), a natural Lagrangian function can be defined
locally
L =
√
η(y, y) + A(y), (3.1)
where in x ∈ U, (x, y) ∈ TU, y ∈ TxU is timelike (η(y, y) > 0) and A(y) is the action
of the 1-form A on the vector y ∈ TxM. Note that although this Lagrangian is locally
defined, the associated Euler-Lagrange equations are globally defined, since only depend on
the 2-form F and the metric η. The restriction to timelike vectors such that η(y, y) > 0
makes natural to describe geometry of the Lorentz force equation (3.6) can be described in
the framework of the theory explained in sections 2. We first consider the convex bundle of
timelike vectors,
π|N : N→M, N :
⊔
x∈M
Nx, Nx := {y ∈ TxM, s.t. η(y, y) > 0}, (3.2)
where π|N is the restriction of the canonical projection π to N. The fiber over each point
x ∈ M is the open cone of timelike vectors at x and has dimension n. N is clearly a
subbundle of the tangent bundle TM.
When parameterized by a parameter such that η(y, y) is constant, the timelike geodesics
of the Lagrangian (3.1) coincide with the solutions of the Lorentz force equation (3.6).
Furthermore, not that although F = dA holds only locally in general, a gauge transformation
A→ A+ dφ leaves the equations of motion (3.6) invariant.
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If the curves are parameterized by the proper time associated with η, the geometric theory
of the Lorentz force equation must be formulated on the unit tangent hyperboloid bundle
π|Σ : Σ→M, where π|Σ is the restriction of π|N to
π|Σ : Σ→M, Σ :
⊔
x∈M
Σx, Σx := {y ∈ TxM, s.t. η(y, y) = 1}. (3.3)
We formulate first the geometric theory of Lorentz force equation for bundles and objects
over N and then restrict to bundles and objects over Σ. This is motivated by physical
applications, specially in section 6, where the additional constraint of being all the world-
lines future pointed will be imposed.
There are several reasons to consider the non-affine formulation of the Lorentz force equa-
tion, instead of directly the proper time formulation:
• Since the description of the motion of a charged particle is performed on arbitrary
coordinate systems using arbitrary time parameters, it is convenient to consider the
arbitrary parameterized equation (3.6).
• The Lorentz force equation (3.6) is the condition for the critical points for the action
functional with Lagrangian (3.1). This admits a geometric interpretation in terms of
conic Finsler spaces [19].
• It allows in a natural way to define the covariant derivative of vector fields out from
the unit hyperboloid Σ. This is of significant when comparing geodesics.
• It admits a natural reduction to vector fields living on Σ.
These reasons make natural to consider the re-parameterization invariant formulation of the
Lorentz force equation instead of the affine parameterized invariant.
3.1 The Lorentz force as a non-linear geodesic equation associated
to a spray
Notation. It will be convenient for the calculations that will follow to introduce some
further notation. Let let (M, η, F ) be a Lorentzian Randers space. For an arbitrary 1-form
ω we denote by ω♯ := η−1(ω, ·) the vector obtained by duality, using the Lorentzian metric
η. Given a general 2-form β, the (1, 1) tensor β♯ is defined by the relation
(β♯)(θ, Y ) = β(θ♯, Y ), θ ∈ Λ1M, X ∈ ΓTM.
Similarly, given a vector field X overM, one can define the dual 1-form X∗ := η(X, ·); X ·ω
is the inner product of the vector X with the k-form ω, giving a (k−1)-form. On TN, there
is a canonical tangent structure,
J : TN→ TN, J =
n−1∑
k=0
∂
∂yk
⊗ dxk. (3.4)
This homomorphism is extended to tensors of type (1, 1) on N. It is useful to introduce the
homomorphism,
J˜1 : ΓTN→ ΓT(1,1)N , X˜ 7→ 1
2
n−1∑
0
dxi ⊗ [ ∂
∂yi
, X˜ ]. (3.5)
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Thus, each derivation respect to a vertical direction of a spray coefficients is associated with
the action of the operator J˜1 on the spray itself.
The Lorentz force equation is the affine re-parameterization invariant second order differ-
ential equation
η∇x˙ x˙+
√
η(x˙, x˙) (x˙ · F )♯ = 0 (3.6)
for t ∈ I = [a, b]. η∇ are the coefficients of the Levi-Civita connection η∇ of η and F = dA
is the exterior derivative of the 1-form A.
The system of second order differential equations (3.6) determines a spray vector field on
N. Indeed, it is useful to perform some calculations to consider the non-parameterized by
the proper-time world-lines by the proper parameter of η. The normalization condition
η(x˙, x˙) = 1, (3.7)
where x˙ is the tangent vector to the curve, is imposed only at the end of the derivative
operations.
The Lorentz spray vector field on N associated with the Lorentz force equation is defined
to be the vector field LG ∈ ΓTN given by
LG = ηG+
√
η(y, y)J((y · F )♯), (3.8)
where ηG is the Riemannian spray of η. Note that LG− ηG is vertical. The spray (3.8) was
proposed first by R. Miron [22].
Proposition 3.2 The non-linear connection associated to a Lorentzian Randers space (M, η, F )
is obtained from the spray (3.8) and the Levi-Civita connection of η.
Proof. It is enough to check that, when written in local coordinates, the expression (3.11)
determines the non-zero connection coefficients (2.10) defined by the spray (3.8). This is
because the components of the tensor
J˜1
(
LG− ηG) = 1
2
( 1√
η(y, y)
y∗ ⊗ J((y · F )♯) + J(F ♯)
√
η(y, y)
)
(3.9)
determine the components of the non-linear connection LN in terms of coefficients of the
non-linear connection associated to the Levi-Civita connection of ηG and in terms of the
two 2-form F . ✷
It is immediate, by application of Euler’s theorem of homogeneous functions, that the
integral curves of LG correspond to the solutions of the Lorentz force equation [22].
3.2 The Lorentz force equation as auto-parallel condition of con-
nections on the pull-back pi∗|NTM
Let us consider the pull-back bundle π1 : π
∗|NTM → N, such that the following diagram
commutes:
π∗|NTM
π1

π2
// TM
π

N
π
//M.
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In this subsection, a geometric version of the Lorentz force equation is formulated using a
linear connection on π∗|NTM. The vertical bundle is V := ker π∗|N. One can introduce
the following homomorphism,
J˜2 : ΓTN→ ΓT(1,2)N, X˜ 7→ π∗|N
( n−1∑
j,k=0
dxj ⊗ dxk ⊗ [ ∂
∂yj
[
∂
∂yk
, X˜]]
)
. (3.10)
The spray coefficients LΓi jk are obtained from the components of the tensor (1, 2) tensor
1
2
J˜2
(
LG− ηG) = (− J((y · F )♯) 1
2(η(y, y))3/2
y∗ ⊗ y∗ + 1
2
1√
η(y, y)
J(F ♯)⊗ y∗
+
1
2
1√
η(y, y)
J((y · F )♯)⊗ η + 1
2
1√
η(y, y)
y∗ ⊗ J(F ♯)
)
,
The structure of the connection L∇ is the following: η∇ of the Levi-Civita connection of
the Minkowski metric η (seen as a non-linear connection associated to the spray ηG. There
are two relevant tensorial terms in the connection, given by the expressions
L =
1
2
√
η(y, y)
Sym(J(F ♯)(x) ⊗ y∗), T = 1
2
√
η(y, y)
J((y · F )♯)(x) ⊗ (η − 1
η(y, y)
y∗ ⊗ y∗)),
where
Sym(J(F ♯)(x) ⊗ y∗) = J(F ♯)⊗ y∗ + y∗ ⊗ J(F ♯).
For each tangent vector y ∈ TxM with η(y, y) > 0, we have the relation
LG− ηG = 1
2
√
η(y, y)
Sym(J(F ♯)⊗ y∗) + J((y · F )♯)⊗ (η − 1
η(y, y)
y∗ ⊗ y∗). (3.11)
A fundamental property of the transverse tensor T is that
y · T = 0, ∀ y ∈ TxM. (3.12)
Analogously, a fundamental property for the tensor L is that
y · (y · L) = 1√
η(y, y)
J((y · F )♯)(x), ∀ y ∈ TxM. (3.13)
The associated pull-back connection of (3.11) on the unit hyperboloid bundle Σ induced by
the natural embedding e : Σ→ N is
LG− ηG =
(1
2
(
Sym(J(F ♯)⊗ y∗) + J((y · F )♯)⊗ (η − y∗ ⊗ y∗))) (3.14)
Proposition 3.3 The following properties hold:
1. The connection L∇ are invariant under gauge transformations A → A + dλ of the
1-form A(x).
2. For each x ∈ M, there is a local coordinate system centered at x which coincides
with a normal coordinate system associated with the Levi-Civita connection η∇ of the
Lorentzian metric η iff F (x) = 0.
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Proof.
1. The first property is direct from the fact that all the geometric objects appearing in
the definition of L∇ are gauge invariant.
2. If we assume that there is a normal coordinate system centered at x for L∇ and that
this coordinate system coincides with the normal coordinate system associated with
η∇. Then by the transversality condition (3.13) one has the relation
0 = y · (y · L), ∀ y ∈ Nx.
This is equivalent to
y · F ♯ = 0, ∀y ∈ Nx.
Therefore, in such coordinate system, one has that F ♯ = 0. ✷
Proposition 3.4 There is an unique linear connection L∇ on the pull-back bundle π∗|NTM→
N determined by the following structural equations:
1. It is a torsion-free connection,
(a) The following relation holds,
TorL∇(X,Y ) =
L∇X˜π∗|NY − L∇Y˜ π∗|NX − π∗|N[X,Y ] = 0, (3.15)
where X,Y ∈ ΓTM are timelike and X˜, Y˜ ∈ ΓTN are horizontal lifts to ΓTN.
(b) The mixed torsion KL∇ is zero,
K(V, ek) =
L∇V π∗|Nek = 0, V ∈ V , k = 0, ..., n− 1. (3.16)
2. The covariant derivative along horizontal directions is given by the formula
L∇ δ
δxj
π∗|Nek = LΓi jk(x, y)π∗|Nei, (i, j, k = 0, ..., n− 1). (3.17)
Proof. A general covariant derivative can be expressed in terms of the connection 1-forms:
ωi j(x, y) :=
LΓi jk(x, y) dx
k + LΥi jk(x, y) δy
k,
From the fact that the covariant derivative of sections on π∗|NTM along vertical directions
is zero, one obtains
LΥi jk(x, y)δy
k = 0 ⇒ LΥi jk(x, y) = 0
at each point (x, y) ∈ N. The derivation π∗|NTM along horizontal directions is defined by
equation (3.17). Since the coefficients given by formula (3.11) are symmetric in the lower
indices, this rule is consistent with the torsion-free condition. ✷
For a covariant derivative operator, the Leibnitz rule must be satisfied. Therefore, covariant
derivative of π∗|N(fS) must be
L∇Xπ∗|N(fS) =
(
X · π∗|Nf
)
π∗|NS +
(
π∗|Nf
)
L∇Xπ∗|NS ∀X ∈ TuN, f ∈ F(M), S ∈ ΓTM.
(3.18)
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The covariant derivative L∇ satisfies (3.18). This is proved by direct computation; for a
vertical vector field V ∈ V , one has that
0 = L∇V π∗|N(fS) =
(
V · π∗|Nf
)
π∗|NS +
(
π∗|Nf
)
L∇V π∗|NS
= 0 π∗|NS + π∗|Nf · 0 = 0.
Similarly, for any vector field H ∈ H, one has that
L∇Hπ∗|N(fS) = (d(π∗|Nf))(H)π∗|NS + π∗|Nf( L∇Hπ∗|NS)
=
(
H · π∗|Nf
)
π∗|NS +
(
π∗|Nf
)
L∇Hπ∗|NS,
where the first line is because the Leibnitz’s rule that a linear connection hold and the second
equality is because the relation dπ∗|Nf ·H = H(π∗|Nf).
Proposition 3.5 The auto-parallel curves of the linear Lorentz connection L∇ on the pull-
back bundle π∗|NTM are in one to one correspondence with the solutions of the Lorentz
force equation.
Proof. Let us assume that in local coordinate system, the connection coefficients of the
Lorentz connection L∇ has the connection coefficients LΓi jk(x, y) on the bundle π∗|NTM
are
L∇
ι
(
x˙
) π∗x˙ = π∗( η∇
ι
(
x˙
) π∗x˙)+ x˙ · (x˙ · L)+ x˙ · (x˙ · T )
= π∗
(
η∇
ι
(
x˙
) π∗x˙)+ x˙ · (x˙ · L)
= π∗
(
η∇
ι
(
x˙
) π∗x˙)+ 1
2
√
η(x˙, x˙)
x˙ ·
(
x˙ · (Sym(J(F ♯)(x) ⊗ x˙∗))
= π∗
(
η∇
ι
(
x˙
) π∗x˙)+ √η(x˙, x˙)(x˙ · F )♯,
This is the Lorentz force equation (3.6). ✷
4 The averaging operator associated with bundle mor-
phisms
In this section we recall the general formalism of averaging geometric objects defined in pull-
back vector bundles. We will follow the formulation of the averaging operation introduced
in [10, 11], in particular for the averaging operation of families bundles automorphisms of
the pull-back bundle π∗|
Nˆ
TM, where π|
Nˆ
: Nˆ →M is a sub-bundle of π : TM →M. Let
π1, π2 be the canonical projections of the pull-back bundle π
∗|
Nˆ
TM → N, π : TM → M.
Sx is a generic element of the fiber π
−1(x) ⊂ TM and Su is the evaluation of the section
S ∈ Γ(π∗|
Nˆ
TM
)
at the point u ∈ Nˆ and therefore Su ∈ π−11 (u). With this notation, the
following diagram commutes,
Su
π1

π2
// Sx
π

u
πˆ
// x.
If Sx ∈ TxM, it can be expressed in a local frame as Sx = Si(x) ∂∂zi
∣∣
x
, then the pull-back
over the point u = (x, y) ∈ π−1(x) is the fiber element Su = Si(x)π∗|Nˆ ∂∂zi
∣∣
u
. This tensor is
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covariant under local coordinates changes on the fiber induced by local change of coordinates
on M [3].
4.1 Average of bundle automorphisms of pi∗|
Nˆ
TM
Admissible measures. Let us denote the vector space of polynomials of degree p or less
on the variable components y ∈ Nˆx by Polx(y).
Definition 4.1 A measure of degree p on each fiber πˆ−1(x) = Nx of TM is a smooth family
of p-form distributions {ωx ∈ D∗(Nx), x ∈ M} with the following compactness property: the
smooth function on Nˆ,
Mess : Polx(y)→ R+, Pp(x, y) 7→
∫
Nˆx
Pp(x, y)ωx(y)
is finite for any polynomial function Pp(x, y) ∈ Polx(y).
The averaging operation requires the following elements to be defined,
1. A sub-bundle π|
Nˆ
: Nˆ→ TM,
2. A measure of degree p on each fiber π−1(x) for each x ∈ Mˆ.
3. A fiber embedding ex : Nˆx → π−1(x), for each x ∈ M.
Example 4.2 Examples of admissible measures.
• A family of volume forms {ωx x ∈ M} with compact support on each Nˆx
• Measure relevant for relativistic models are tempered distributions with support on
Nˆx [17].
Given an admissible measure, the volume function vol(Nˆx) is defined by
vol :M→ R, x 7→ vol(Nˆx) :=
∫
Nˆx
1ωx(y).
For an admissible measure, the volume function is finite at each x ∈ M. Averaging
operation. From the properties of the measure ω, it follows that vol(Nˆx) is smooth on M.
We will also assume that it is bounded on M.
For each tensor Sz ∈ T(p,q)z M with v ∈ π−1(z), z ∈ U ⊂ M, the following isomorphisms
are defined:
π2|v : π−12 (v)→ π−1(x), Sw 7→ Sz, π∗|v : π−1(x)→ π−12 (v), Sz 7→ π∗vSz .
Consider a family of automorphism A :=
{
Aw : π
∗
wTM → π∗wTM, w ∈ Nˆx
}
. The ac-
tion of the family of automorphism A is the sub-set{Auπ∗uSx, u ∈ π−1(x)} of the bundle
π∗|
Nˆ
TxM→ Nˆx. Along such submanifold one can perform fiber integration (see for instance
[4] for a general fiber integration on vector bundles). Then one can define the following fiber
valued integrals,(∫
Nˆx
π2|uAuπ∗u
)
· Sx :=
∫
Nˆx
(
π2(Auπ
∗
u Sx)ωx(u)
)
, ∀Sx ∈ TxM. (4.1)
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The right hand side integral is a fiber integration on Nˆx. Thus, the chain of compositions is
x 7→ Sx → {π∗uSx} → {Au(π∗uSx)} → {π2(Au(π∗uSx))} →
∫
Nˆx
π2(Au(π
∗
uSx))ωx. (4.2)
Definition 4.3 The average operator of the family of automorphism A is the family of
automorphisms 〈A〉 := {〈A〉x, x ∈ M} where each automorphism 〈A〉x : TxM → TxM is
defined as
〈A〉x : TxM→ TxM
Sx 7→ 1
vol(Nˆx)
(∫
Nˆx
π2|uAuπ∗u
)
· Sx, u ∈ π−12 (x), ∀Sx ∈ TxM.
We will denote average operators by symbols between angles. Note that the averaged oper-
ation is not canonically defined, since it depends on the measure ωx.
Remark 4.4 In order to define this average operation, the elements π2Auπ
∗
u · Sx must be
possible to be added. Thus, it is required an addition operator for the elements π2Auπ
∗
u · Sx.
Average operation on sections. The averaging operation can also be defined for a family
of operators acting on sections of the pull-back bundle π∗|
Nˆ
TM. Let π1, π2, π
∗|
Nˆ
TM and
TM be as before. Let us consider the sections S ∈ ΓTM, π∗|
Nˆ
S ∈ Γπ∗|
Nˆ
TM and the
following isomorphisms,
π2 : π
∗|
Nˆ
TM→ T(p,q)M, Sv 7→ Sz,
and
π∗|
Nˆ
: TM→ π∗|
Nˆ
TM, Sz 7→ π∗vSz.
Thus, the average of a family of operators acting on sections is defined pointwise:
Definition 4.5 The average of an automorphism
A : Γπ∗|
Nˆ
TM→ Γπ∗|
Nˆ
TM
is the is the automorphism
〈A〉 : ΓTM→ ΓTM
Sx 7→ 1
vol(Nˆx)
(∫
Nˆx
π2|uAuπ∗u
)
· Sx, u ∈ π−1(x), Sx ∈ T(p,q)x M.
Two fundamental properties of the averaging Let us consider two local frames {π∗|
Nˆ
ei(u), i =
0, ..., n − 1} and {π∗|
Nˆ
e˜i(u), i = 0, ..., n − 1} for sections of π∗|NˆTM. Under coordinate
transformations, the components of the fiber element S(v) = S˜i(v)π∗|
Nˆ
e˜i(v) transform as
S˜i(v) =
∂x˜i
∂xk
Sk(v), (4.3)
where v ∈ π−1(x), x ∈M.
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Proposition 4.6 The averaging of A is a geometric operation, independent of the local
coordinate system on M.
Proof. With the transformation law (4.3) for the components of S under local coordinate
changes on M, the averaging operation is independent of the coordinates:
〈A〉(S(x)) = 1
vol(Nˆx)
( ∫
Nˆx
π2|uAuπ∗u
)
· S(x)
=
1
vol(Nˆx)
( ∫
Nˆx
π2|uAuπ∗u
)
· Si(x)ei(x)
= Si(x)
1
vol(Nˆx)
(∫
Nˆx
π2|uAuπ∗u
)
· ∂x˜
k
∂xi
e˜k(x)
= Si(x)
∂x˜k
∂xi
1
vol(Nˆx)
(∫
Nˆx
π2|uAuπ∗u
)
· e˜k(x)
= S˜k(x)
1
vol(Nˆx)
(∫
Nˆx
π2|uAuπ∗u
)
· e˜k(x)
=
1
vol(Nˆx)
( ∫
Nˆx
π2|uAuπ∗u
)
· S˜k(x)e˜k(x).
Comparing the first line with the last line in the above calculation, we obtain the result.✷
Proposition 4.7 The averaged of the family the family of automorphisms
{I˜d : Γπ∗|
Nˆ
TM→ Γπ∗|
Nˆ
TM, S˜u 7→ S˜u}
is the identity operator
Id : ΓπTM→ ΓπTM, Sx → Sx.
Proof. It can be shown by a direct calculation:
〈I˜d〉(S(x)) = 1
vol(Nˆx)
(∫
Nˆx
π2|uI˜duπ∗u
)
· S(x)
=
1
vol(Nˆx)
(∫
Nˆx
π2|uπ∗u
)
· S(x)
=
1
vol(Nˆx)
(∫
Nˆx
π2|(x,y)π∗(x,y)S(x)ωx(y)
)
1
vol(Nˆx)
(∫
Nˆx
S(x)ωx(y)
)
1
vol(Nˆx)
(∫
Nˆx
ωx(y)
)
S(x) = S(x).
✷
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4.2 Examples of averaging operations of relevance for the Lorentz
force dynamics
one has the following examples of admissible measures and averaging operations,
• Lorentzian Structure. The geometric data is a Lorentzian metric η on M. The family
of disjoint sub-manifolds Nx ⊂ TxM are chosen to be the timelike vectors at each
point x ∈ M. The measure on each fiber Nx is given by the n-form
ωx(y) := f(x, y)
√
det η dy1 ∧ · · · ∧ dyn−1, (4.4)
where fx(y) = f(x, y) is positive and with compact support on Nx and det η is the
determinant of the matrix components of η.
Given a Lorentzian structure (M, η), there are several natural choices of sub-bundles
Nˆ that are natural to take the average operation. For instance, one can consider Nˆ to
be the collection of null cones over M,
LC :=
⊔
x∈M
{LCx ⊂ TxM \ {0}}, LCx := {y ∈ TxM \ {0} | η(y, y) = 0}.
π : LC → M is the light-cone bundle over M and LCx is the light-cone over x. On
the other hand, e : LC →֒ TM is a subbundle of TM. With these elements, one
can perform averages of geometric objects in the unit hyperboloid or on the light-cone
respectively. The admissible measure used is the same as in covariant kinetic theory
[9].
• Let us consider a Lorentzian manifold (M, η), where the spacetime manifold M is a
4-dimensional and the metric η has signature (+,−,−,−). A time orientation in M is
a smooth timelike vector field U . If this is possible, M is called time orientable. Then
one can define the bundle
Σ+ :=
⊔
x∈M
{Σ+x ⊂ TxM }, N+x := {y ∈ TxM | η(y, y) = 1, η(y, U) > 0}. (4.5)
The measure on Σ+x is determined by the (n − 1)-form ωx(y) := f(x, y) dvoly(x)
(equation (4.4) before), with the constraint that the support of f(x, y) on N+x is
compact. This example will be of physical relevance in section 6, where we will apply
the average to the dynamics of on-shell point particles.
5 The averaged Lorentz connection
In this section we formulate first the averaging operation for connections on the vector
bundle π∗|
Nˆ
TM → Nˆ, where π|
Nˆ
: Nˆ → M is a 0-codimension subbundle of ˆTM. Then
we apply the averaging to the connection L∇ on bundle π∗|NTM, where N is timelike cone
bundle. Finally, we investigate the induced connection on the unit hyperboloid of future
point points πΣ+ : Σ
+ →M.
5.1 Averaged of a linear connection on pi∗|
Nˆ
TM
Let us consider the pull-back bundle π|
Nˆ
: π∗|
Nˆ
TM→ Nˆ. The volume form that we use in
performing integrals along the fibers is (4.4), that we write in the form
ωx(y) := f(x, y) dvol(x, y). (5.1)
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The forms {ωx(y), x ∈ M} define a form ωx(y) = ω(x, y) ∈ ΓΛnNˆ such that the required
integrals in the definition of the Lorentz averaged connection are finite.
Proposition 5.1 Let the bundle π
Nˆ
: Nˆ → M be endowed with a non-linear connection
and let us consider a linear connection ∇ defined on the pull-back bundle π∗|
Nˆ
TM → Nˆ.
Then there is defined an affine connection of M determined by the covariant derivative of
Y in the direction X as
〈∇〉XY := 〈π2|u∇ι(X)π∗vY 〉, ∀ v ∈ Uu (5.2)
for each X ∈ TxM and Y ∈ ΓTM with Uu being an open neighborhood of u.
Proof. We check that the properties for a linear covariant derivative hold for 〈∇〉.
1. The operator 〈∇〉X is a linear application acting on vector sections of M:
〈∇〉X(Y1+Y2) = 〈∇〉XY1+〈∇〉XY2, 〈∇〉XλY = λ〈∇〉XY, ∀ Y1, Y2, Y ∈ ΓM, λ ∈ R, X ∈ TxM.
(5.3)
For the first equation, the proof consists in the following calculation:
〈∇〉X(Y1 + Y2) = 〈π2|u∇ι(X)π∗v(Y1 + Y2)〉
= 〈π2|u∇ι(X)π∗vY1〉+ 〈π2|u∇ι(X)π∗vY2〉
= 〈∇〉XY1 + 〈∇〉XY2.
For the second condition:
〈∇〉X(λY ) = 〈π2|u∇ι(X)π∗v(λY )〉 = λ〈π2|u∇ι(X)π∗v〉 = λ〈∇〉XY.
2. 〈∇〉XY is a F -linear respect X :
〈∇〉X1+X2Y = 〈∇〉X1Y + 〈∇〉X2Y, 〈∇〉fX(Y ) = f(x)〈∇〉XY,
∀Y ∈M, v ∈ π−1(z), X,X1, X2 ∈ TxM, f ∈ F(M). (5.4)
To prove the first equation it is enough the following calculation:
〈∇〉X1+X2Y = 〈π2|u(∇ι(X1+X2))π∗vY 〉
= 〈π2|u∇ι(X1)π∗vY 〉+ 〈π2|u∇ι(X2)π∗vY 〉
= (〈∇〉X1Y ) + (〈∇〉X2Y ).
For the second condition the proof is similar.
3. The Leibnitz rule holds:
〈∇〉X(fY ) = df(X)Y + f〈∇〉XY, ∀ Y ∈M, f ∈ FM, X ∈ TxM, (5.5)
where df(X) is the action of the 1-form df ∈ ΓΛ1xM on X ∈ TxM. In order to prove
(5.5) we use the following property:
π∗v(fY ) = π
∗
vfπ
∗
vY, ∀ Y ∈ TM, f ∈ F(M).
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Then one obtains the following expressions,
〈∇〉X(fY ) = 〈π2|u∇ι(X)π∗v(fY )〉 = 〈π2|u∇ι(X)π∗v(f)π∗vY 〉
= 〈π2|u(∇ι(X)(π∗vf))π∗v(Y )〉+ 〈π2|u(π∗uf)∇ι(X)π∗v(Y )〉
= 〈π2|u( ι(X)(π∗vf))π∗v(Y )〉+ fx〈π2|u∇ι(X)π∗v(Y )〉
= 〈(Xxf)π2|uπ∗u(Y )〉+ fx〈π2|v∇ι(X)π∗v(Y )〉.
For the first term we perform the following simplification,
〈(Xf)π2|uπ∗u(Y )〉 = (Xf)〈π2|uπ∗u(Y )〉 = (Xf)(〈π2|uπ∗u〉)Y = (Xf)Y.
Finally we obtain that
〈∇〉X(fY ) = ∇˜Xx(f)Y + f〈∇〉XY = df(X)Y + f〈∇〉XY.
✷
From the definitions of generalized torsion tensor Tor∇ (2.14) and of torsion of an affine
connection (2.13), we have that
Proposition 5.2 Let M be an n-dimensional manifold and ∇ a linear connection on the
bundle π∗|
Nˆ
TM→M with generalized torsion Tor∇. Then
Tor〈∇〉(X,Y ) = 〈Tor∇〉(X,Y ). (5.6)
Proof. We follow reference [10]. Given for arbitrary vector fields X,Y ∈ ΓTM, the torsion
tensor T〈∇〉 on X,Y is given by
Tor〈∇〉(X,Y ) = 〈π2|u∇ι(X)π∗w〉Y − 〈π2|u∇hY π∗w〉X − [X,Y ]
= 〈π2|u∇ι(X)π∗u〉Y − 〈π2|u∇ι(Y )π∗u〉X − 〈π2|uπ∗u[X,Y ]〉
= 〈π2|u
(∇ι(X)π∗Y −∇ι(Y )π∗X − π∗[X,Y ])〉
= 〈Tor∇〉(X,Y ).
✷
Corollary 5.3 LetM be an n-dimensional manifold and ∇ a linear connection on π∗|
Nˆ
TM
with unique non-zero connection coefficients Γi jk(x, y) to be defined by the expression
∇hejπ∗ek = Γi jkπ∗ei, i, j, k = 0, 1, ..., n− 1. (5.7)
Then the averaged connection 〈∇〉 is determined by the covariant derivatives
〈∇(ej)〉ek = 〈Γ〉 i jkei, i, j, k = 0, 1, ..., n− 1. (5.8)
with the associated connection coefficients
〈Γ〉i jk := 〈Γi jk〉(x) = 1
vol(Nˆx)
∫
e(Nˆx)
Γi jk(x, y)ωx(y), i, j, k = 0, 1, ..., n− 1. (5.9)
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Proof. Let {ei}, {π∗ei} and { hei} be local frames for the vector bundles TM, π|∗
Nˆ
TM
and the horizontal bundle H such that the connection coefficients Γi jk are defined by the
relation (5.7). Then let us consider the covariant derivative
〈∇〉ej ek =
1
vol(Nˆx)
∫
Nˆx
π2(∇hejπ∗ek)
=
1
vol(Nˆx)
∫
Nˆx
π2Γ
i
jk(x, y)π
∗ei
=
1
vol(Nˆx)
∫
Nˆx
(
Γi jk(x, y)ωx(y)
)
ei.
From the definition of the connection coefficients of a linear connection on M one obtains
〈∇〉ej ek = 〈∇〉Γi jk(u)ei(x) =
1
vol(Nˆx)
∫
Nˆx
(
Γi jk(x, y)ωx(y)
)
ei
and the relation (5.9) follows. ✷
The connection coefficients (5.9) transforms as connection coefficients, as the following
calculation shows,
〈˜Γ〉i jk(x) = 〈Γ˜i jk(x, y)〉
=
1
v˜ol(Nˆx)
∫
Nˆx
Γ˜i jk(x, y)ωx(y)
=
1
vol(Nˆx)
∫
Nx
(∂x˜i
∂xl
∂xp
∂x˜j
∂xm
∂xk
Γl pm(x, y) +
∂2xb
∂x˜j∂x˜k
∂x˜i
∂xb
)
ωx(y)
=
∂x˜i
∂xl
∂xp
∂x˜j
∂xm
∂xk
1
vol(Nˆx)
∫
Nˆx
Γl pm(x, y)ωx(y) +
∂2xb
∂x˜j∂x˜k
∂x˜i
∂xb
1
vol(Nˆx)
∫
Nˆx
1ωx(y)
=
∂x˜i
∂xl
∂xp
∂x˜j
∂xm
∂xk
〈Γl pm(x, y)〉 + ∂
2xb
∂x˜j∂x˜k
∂x˜i
∂xb
=
∂x˜i
∂xl
∂xp
∂x˜j
∂xm
∂xk
〈Γ〉l pm(x) + ∂
2xb
∂x˜j∂x˜k
∂x˜i
∂xb
.
5.2 Averaged Lorentz connection
Let (M, η, F ) be a Lorentzian Randers space and N the cone bundle of timelike vector
fields respect to η. Given the Lorentz connection L∇ on the bundle π∗|NTM → N as
determined by Proposition 3.4, there is an associated averaged connection. The measure is
ωx(y) := f(x, y) dvol(x, y), where f(x, y) is a smooth, non-negative function with compact
support on N. The volume form is given by the n-form (4.4).
Let us consider the following integrals along the fibers Nx,
vol(Nx) =
∫
Nx
f(x, y) dvol(x, y), 〈yi〉 := 1
vol(Nx)
∫
Nx
yif(x, y) dvol(x, y),
〈ymyayl〉 := 1
vol(Nx)
∫
Nx
ymyaylf(x, y) dvol(x, y).
Proposition 5.4 Let (M, η, F ) be a Lorentzian Randers space. Then the averaged connec-
tion 〈 L∇〉 associated with the Lorentz connection L∇ on the pull-back bundle π∗|NTM→ N
is an affine, torsion-free connection on M.
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Proof. If we consider the average of the connection coefficients for the connection L∇ on
π∗|NTM, one obtains the expression
〈 LΓi jk(x, y)− ηΓi jk(x)〉 = 〈
(
L+ T
)i
jk〉. (5.10)
This expression defines the connection coefficients of an affine connection respect to a par-
ticular frame by the relation (5.8). It is indeed a symmetric connection, since the relation
〈 LΓi kj〉 = 〈 LΓi kj〉
holds ✷
The connection 〈 L∇〉 is the averaged Lorentz connection. The expression (5.10) can be
developed further. Taking into account the definition of T and L and that η∇ is affine, we
have
〈 LΓi jk〉(x) = ηΓi jk(x) + 〈 1
2
√
η(y, y)
(
Sym(J(F ♯)(x) ⊗ y∗)〉 + J((y · F )♯)(x) ⊗ (η − 1
η(y, y)
y∗ ⊗ y∗))i jk〉
(5.11)
Corollary 5.5 On the unit hyperboloid Σ, the connection coefficients of 〈 L∇〉 are given by
〈 LΓi jk〉(x) = ηΓi jk(x) + 〈
(
Sym(J(F ♯)(x) ⊗ y∗)〉 + 〈J((y · F )♯)(x)⊗ (η − y∗ ⊗ y∗))i jk〉
(5.12)
with the indices i, l, a,m = 0, ..., n− 1.
Equation (5.12) can be developed further. Taking into account the linear properties of the
averaging operation, we have the following relations,
1. 〈Sym(J(F ♯)⊗ y∗)〉 = Sym(J(F ♯)⊗ 〈y∗〉),
2. 〈J((y · F )♯)⊗ η〉 = (〈y〉 · F )♯ ⊗ η,
3. 〈J((y · F )♯)⊗ y∗ ⊗ y∗〉 = 〈y∗ ⊗ y∗ ⊗ y〉 · J(F ♯),
where 〈y∗ ⊗ y∗ ⊗ y〉 · J(F ♯) is the contraction of the tensor 〈y∗ ⊗ y∗ ⊗ y〉 with J(F ♯) in the
corresponding indices.
The following Proposition is direct from the properties of affine connections and the struc-
ture of the connection coefficients (5.12),
Proposition 5.6 Let (M, η, F ) be a Lorentzian Randers space, f : N → R a one particle
distribution function with non-trivial compact support on Σ and 〈 L∇〉 the averaged Lorentz
connection. Then if η(x˙, x˙) = 1, the following properties hold,
1. For each point x ∈ M, there is a normal coordinate system such that the averaged
coefficients are zero.
2. Given a geodesic x˜ : I →M of 〈 L∇〉, there exits an adapted Fermi coordinate system
to the geodesic.
3. For the Lorentz connection on Σ, the averaged connection 〈 L∇〉 is determined by the
first and third moments of the distribution function f(x, y).
While the first and second properties are general properties for averaged connection of linear
connections on π∗|NNˆ, the third one is a specific property for the averaged Lorentz connec-
tion, since we are considering trajectories whose velocity fields are in the unit hyperboloid
N. This property has interesting applications in fluid dynamics and plasma physics [13].
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6 Comparison between the geodesics of the linear con-
nections L∇ and 〈 L∇〉
In this section we compare the geodesic curves of L∇ and 〈 L∇〉. First, we introduce a
metric structure in the space ∇N of linear, torsion-free connections on π∗|NTM. With such
metric structure one can compare the linear connection L∇ and the pull-back connection
π∗|N〈 L∇〉, since both are connections on π∗|NTM. The comparison between the respective
geodesic curves can be obtained from the comparison of the connections. As an application
we show how in the ultra-relativistic limit, the geodesics of L∇ deviate from the geodesics
of 〈 L∇〉, for the same initial conditions.
6.1 A distance function on the space of torsion-free linear connec-
tions on pi∗|NTM
Let us consider a time orientable Lorentzian manifold (M, η) and a time orientation in M
is a smooth timelike vector field U . We will consider that U is normalized. In this case, one
can consider the Euclidean metric η¯, defined on M by the expression
η¯(X,Y ) := −η(X,Y ) + 2η(X,U)η(Y, U). (6.1)
The restriction of η¯ to TxM determines a scalar product on the vector space TxM, that in
global coordinates (y0, ..., y3) on TxM can be written as
η¯x = η¯ij(x, y)dy
i ⊗ dyj .
Therefore, the pair (TxM, η¯x) is a finite dimensional Euclidean manifold and induces a
Euclidean distance function dη¯ on the tangent space TxM,
dη¯x : TxM×TxM→ R
(y, z) 7→ η¯(y − z, y − z).
Let us assume that each of the functions
fx := f(x, ·) : Nx → R, (x, y) 7→ f(x, y), x ∈M
has compact support on the cone N for each x ∈ M and that the domain of f(x, y) is
compact on M . The diameter of the distribution fx(y) = f(x, y) : TxM→ R is
αx := supp{dη¯(y1, y2) | y1, y2 ∈ support(fx)}
and the diameter of the distribution f is the parameter α := supp{αx, x ∈M} ≤ +∞.
The normalized averaged vector field is defined as
V (x) =
{
〈yˆ〉√
ηij 〈yi〉〈yj〉
∣∣∣
x
, if η(〈y〉, 〈y〉) > 0
0, otherwise.
V (x) is not continuous on the boundary ∂
(
π(support(f))
)
, where π|N : N → R is the
canonical projection. In particular one has the relation
‖〈y〉(x)‖2η¯ =
{
η¯(〈y〉, 〈y〉)(x) > 1, (x, y) ∈ int(π(support(f)))
0, (x, y) ∈M \ int(π(support(f))).
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Using partitions of the unity, one can approximate the main velocity vector field 〈y〉 by
another vector field α
2〈y〉 which is smooth in the whole spacetimeM and still timelike in an
open sub-set of the interior of π(support(f)) (basically in π(support(f)) \ ∂π(support(f))).
Therefore, there is an smooth extension of the vector field V (x) to the whole π(support(f)),
Let us consider a measure, determined by collection of n-forms {ωx(y) = f(x, y) dvol(x, y) ∈
T ∗xM, x ∈M} such that each ωx(y) are smooth on y ∈ Nx. Then we have
Proposition 6.1 Let (M, η) be a Lorentzian spacetime and {ωx, x ∈ M} a measure with
int(π(support(f)) 6= ∅. Then for ǫ < α2 , there is a C∞ vector field ǫ〈y〉 which coincides with
the timelike vector field 〈y〉 in an open subset ǫO of π(support(f)) and such the following
relation holds:
‖〈yˆ〉(x) − ǫ〈yˆ〉(x)‖η¯ = O(ǫ), ∀x ∈ ǫO ∪M \ support(f).
Proof. Let us consider an open subset O ⊂ int(π(support(f))) and the restriction of the
vector field 〈y〉 to O denoted by 〈y〉|O. Then we consider the distance d(z,O) between each
point z ∈ ∂(πsupport(f)) to the open set O, using the Riemannian metric η¯. Fixing z,
this distance is realized by a point of the closure w(z) ∈ O¯. We can consider the geodesic
segment between z and w respect to η¯ for a open set O close to int(π(support(f))) in such
a way that the geodesic segment exists. We call the maximal length of all those segments
by ǫ. Then we can define the following interpolating vector field,
v(x) =

0, x ∈M \ int(support(π(f(x, y))),
1
d(z,O) (1− d(z˜,O))v(w(z)), x = z˜ ∈ int(support(π(f(x, y))) \ O,
v(x), x ∈ O.
(6.2)
This vector field is continuous. One can find a smooth approximation using bump functions
based on the function b(s),
b(s) =
{
e−
k
s , s > 0
0, s ≤ 0
in such a way that the resulting smooth field is zero in M \ int(π(support(f))) (for a nice
introduction to partition of the unity, see [8] or [27]). When it is positive, the variable s is
the distance function d(z,O) and the maximal open set where (6.2) is smooth defines the
open set ǫO. ✷
Therefore, if the diameter α of the distribution is small, ǫ can be of order α2 and the vector
field 〈yi〉 can be substituted by α2〈y〉 with an error of order α2. This fact implies that we can
consider the vector field 〈y〉 as smooth, a fact that will be used in the following sub-sections,
in particular in sub-section 3.3.
6.2 Metric function on ∇Σ+
Given a linear operator Ax : TxM→ TxM, its operator norm is defined by
‖A‖η¯(x) := sup
{ ‖A(y)‖η¯
‖y‖η¯ (x), y ∈ TxM \ {0}
}
. (6.3)
Given two non-linear connections onTN, one can define the corresponding linear connections
on π∗|Σ+TM by assuming the conditions in equation (2.11). This determines the respective
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horizontal lifts for each covariant derivative. Let us consider the space ∇Σ+ of linear,
torsion-free connections on π∗|Σ+TM and define the function
dˆη¯ : ∇Σ+ × ∇Σ+ → R
( 1∇, 2∇) 7→ sup
{√η¯(x)( 1∇ι(X)π∗|Σ+X − 2∇ι(X)π∗|Σ+X, 1∇ι(X)π∗Σ+X − 2∇ι(X)π∗|Σ+X)
η¯(X,X)
, X ∈ ΓΣ+
}
,
(6.4)
with X ∈ ΓΣ+ and where ι(X) is the horizontal lift of X using the non-linear connection
associated with each of the geodesics sprays of each linear connection a∇. Each of the hori-
zontal lifts are done using different non-linear connection and therefore, are not necessarily
the same horizontal lifts. However, we have that
Proposition 6.2 The pair (∇Σ+ , dˆη¯) is a metric space.
Proof. The function (6.4) is clearly symmetric. It is non-negative if 1∇ 6= 2∇. The distance
between two arbitrary connections is zero iff√
η¯(x)( 1∇ι(X)π∗|Σ+X − 2∇ι(X)π∗|Σ+X, 1∇ι(X)π∗|Σ+X − 2∇ι(X)π∗|Σ+X) = 0
for all X ∈ Σ+x. The above equality holds iff
1∇ι(X)π∗|Σ+X = 2∇ι(X)π∗|Σ+X.
Since the connections are torsion-free, this condition implies that 1∇ = 2∇. Therefore,
dˆη¯(
1∇, 2∇) = 0 iff 1∇ = 2∇. The triangle inequality for dˆη¯ follows from the triangle
inequality for η¯,
dˆη¯(∇1,∇3) = sup
{√η¯(x)( 1∇ι(X)π∗|Σ+X − 3∇ι(X)π∗|Σ+X, 1∇ι(X)π∗|Σ+X − 3∇ι(X)π∗|Σ+X)√
η¯(X,X)
}
≤ sup
{√η¯(x)( 1∇ι(X)π∗|Σ+X − 2∇ι(X)π∗|Σ+X, 1∇ι(X)π∗|Σ+X − 2∇ι(X)π∗|Σ+X)√
η¯(X,X)
}
+ sup
{√η¯(x)( 2∇ι(X)π∗|Σ+X − 3∇ι(X)π∗|Σ+X, 2∇ι(X)π∗|Σ+X − 3∇ι(X)π∗|Σ+X)√
η¯(X,X)
}
≤ dˆη¯( 1∇, 2∇) + dˆη¯( 2∇, 3∇).
✷
6.3 Distance between the connections L∇ and 〈 L∇〉
Let us consider a Lorentzian Randers space (M, η, F ). Given the averaged connection 〈 L∇〉,
we define an associated connection π∗(〈 L∇〉) on π∗|Σ+TM such that the following conditions
hold,
• If Y ∈ ΓTM and X˜ ∈ ΓTΣ is an horizontal vector field, then
π∗|Σ+(〈 L∇〉)X˜ π∗|Σ+Y := π∗|Σ+(〈 L∇〉π∗(X˜) Y ),
where π∗|Σ+ : TN→ TM is the differential of the projection π|Σ+ : Σ+ →M.
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• If V is a vertical tangent vector and Z ∈ ΓTΣ, then
π∗|Σ+〈 L∇〉V Z = 0,
• For any function f ∈ F(Σ+) and Z ∈ ΓTN, the covariant derivative is
π∗|Σ+(〈 L∇〉)Z f := Z(f).
Proposition 6.3 For the horizontal lift hX, the following expression holds,
π∗|Σ+(〈 L∇〉)ι(X) π∗|Σ+Y = π∗|Σ+(〈 L∇〉X Y ). (6.5)
Proof. To show this, note that since the conditions of being torsion-free for π∗|Σ+(〈 L∇〉),
the derivatives along vertical directions are zero and therefore,
(〈 L∇〉)π∗( ι(X)) = (〈 L∇〉)(X).
✷
Proposition 6.4 The projection by π : Σ+ →M of the auto-parallel curves of π∗|Σ+〈 L∇〉
and the auto-parallel curves 〈 L∇〉 coincide,
π∗|Σ+〈 L∇〉ι(X)X = 0 ⇔ 〈 L∇〉XX = 0.
Proof. This is direct from the geodesic equations expressed in local coordinates. ✷
Therefore, although defined on different bundles, one compares the connections L∇ and
〈 L∇〉 by comparing the connections L∇ and π|∗
Σ+
(〈 L∇〉). This is a legitim operation, since
both are defined on the same bundle π∗|Σ+TM. Thus, one can define the distance between
〈 L∇〉 and L∇ by the expression
dˆη¯(〈 L∇〉, L∇) := dˆη¯(π∗|Σ+〈 L∇〉, L∇).
Comparing L∇ and 〈 L∇〉 in terms of the diameter of the distribution
Let us consider the deviation vectors
δ(y) := 〈yˆ〉 − y, δ(yˆ) := 〈yˆ〉 − yˆ (6.6)
where the hat-notation is used to distinguish integrated variables from the fixed coordinates
yi. In addition to the F(Σ+)-linearity of the average operation, there are two properties
that we will use extensively in our calculations later,
〈δ(yˆ)〉 = 0, 〈〈yˆ〉〉 = 〈yˆ〉.
Proposition 6.5 Let f(x, y) ∈ F(Σ+) be such that each function fx : Σ+x → M has
compact and connected support with support(fx) ⊂ Σ+x and int(π(support(f)) 6= ∅. Then
the following relation holds,
( L∇yy − π∗|Σ+〈 L∇〉yy)(x) = −1
2
π∗|Σ+
(
(〈δ(y)〉 · F )♯ (y · δ∗(y)) + (〈ˆ(y)〉 · F )♯(y · δ∗(y))2))
+(y · 〈yˆ〉∗)〈(δ(yˆ) · F )♯ (y · δ∗(yˆ))〉+ 1
2
〈(yˆ · F )♯ (y · δ∗(yˆ))2〉
)
. (6.7)
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Proof. From the expressions for L∇ and 〈 L∇〉, we have the relation
L∇yy − π∗|Σ+〈 L∇〉yy = y ·
(
y · ((T − π∗|Σ+〈T 〉) + (L− π∗|Σ+〈L〉))),
with the constraint η(y, y) = 1 and y future oriented. To calculate the difference y · (y ·
(T −π∗|Σ+〈T 〉)
)
we proceed as follows. First, we note that the calculations of the difference
can be make it pointwise, with x ∈ M and y ∈ Σ+x , we can concentrate on evaluating the
expressions
y ·
(
y · (L− 〈L〉)), y · (y · (T − 〈T 〉)).
In the following calculations, we will use the following relations (6.6) several times. For the
longitudinal contributions, we have
1
2
y ·
(
y · (L− 〈L〉)) = 1
2
y ·
(
y · (Sym(J(F ♯)⊗ y∗)− Sym(J(F ♯)⊗ 〈y〉∗))
=
1
2
y ·
(
y · (Sym(J(F ♯)⊗ (y − 〈y〉)∗))
=
(
y · F )♯ (y · (y − 〈y〉)∗)
= −(y · F )♯ (y · δ∗(y)).
To evaluate the transverse contribution we make the following calculation,
1
2
y ·
(
y · (T − 〈T 〉)) = 1
2
y · y
(
· J((y · F )♯)⊗ (η − y∗ ⊗ y∗)− 〈(yˆ · F )♯ ⊗ (η − yˆ∗ ⊗ yˆ∗)〉
)
=
1
2
(
− (〈yˆ〉 · F )♯ + 〈(yˆ · F )♯(y · yˆ∗)2〉
)
,
where yˆ stands for the variable which is integrated in the average. The third term in the
above expression can be developed as follows,
〈(yˆ · F )♯(y · yˆ∗)2〉 = 〈(yˆ · F )♯(〈(y · (〈yˆ〉 − δ(yˆ))∗)2〉
Thus, developing the square,
〈(yˆ · F )♯(y · yˆ∗)2〉 = 〈(yˆ · F )♯ ((y · 〈yˆ〉∗)2 − 2 (y · 〈yˆ〉∗)(y · δ∗(yˆ)) + (y · δ∗(yˆ))2)〉 (6.8)
Each of the above individual terms can be developed further as follows.
The first term in (6.8) is equivalent to
〈(yˆ · F )♯ (y · 〈yˆ〉∗)2〉 = 〈(yˆ · F )♯ (y · (y∗ + δ∗(y)))2〉
= (〈yˆ〉 · F )♯
(
1 + 2 (y · δ∗(y)) + (y · δ∗(y))2
)
,
where in the last equality the linearity of the average operation 〈·〉 and the normalization
condition y · y∗ = η(y, y) = 1 has been used.
For the second term in (6.8) we have
−2 〈(yˆ · F )♯ (y · 〈yˆ〉∗)(y · δ∗(yˆ))〉 = −2(y · 〈yˆ〉∗) 〈(yˆ · F )♯(y · δ∗(yˆ))〉
= −2(y · 〈yˆ〉∗)〈(〈yˆ〉 − δ(yˆ)) · F )♯ (y · δ∗(yˆ)〉
= −2(y · 〈yˆ〉∗)〈(〈yˆ〉 · F )♯ (y · δ∗(yˆ)〉 + 2(y · 〈yˆ〉∗)(δ(yˆ) · F )♯ (y · δ∗(yˆ))〉
= −2(y · 〈yˆ〉∗) (〈yˆ〉 · F )♯ 〈y · δ∗(yˆ)〉 + 2(y · 〈yˆ〉∗)(δ(yˆ) · F )♯ 〈(y · δ∗(yˆ))〉
= 2(y · 〈yˆ〉∗)(δ(yˆ) · F )♯ (y · δ∗(yˆ))〉,
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where in the last equality we have use the fact that 〈y ·δ∗(yˆ)〉 = y ·〈δ(yˆ)〉 and also 〈δ(yˆ)〉 = 0.
The third term in (6.8) is of second order in δ(y) already.
Writing all together the contributions to 12y · (T − 〈T 〉) we obtain
1
2
y · (T − 〈T 〉) = (〈yˆ〉 · F )♯ ( (y · δ∗(y)) + (y · δ∗(y))2))
+ (y · 〈yˆ〉∗)〈(δ(yˆ) · F )♯ (y · δ∗(yˆ))〉+ 1
2
〈(yˆ · F )♯ (y · δ∗(yˆ))2〉.
Thus, writing all these contributions together and after a short simplification, one obtains
1
2
y ·
(
y · (L− 〈L〉)+ (T − 〈T 〉)) = (〈δ(y)〉 · F )♯ (y · δ∗(y)) + (〈ˆ(y)〉 · F )♯(y · δ∗(y))2))
+ (y · 〈yˆ〉∗)〈(δ(yˆ) · F )♯ (y · δ∗(yˆ))〉+ 1
2
〈(yˆ · F )♯ (y · δ∗(yˆ))2〉.
This relation implies the formula (6.7). ✷
Proposition 6.6 Let (M, η, F ) be a Lorentzian Randers space and L∇ the associated Lorentz
connection. For each fixed x ∈M, int(π(support(f))) 6= ∅, let fx : Σ+x → R to have com-
pact and connected support such that α := sup{αx, x ∈ M} << 1. Then the following
expression holds:
dˆη¯(
L∇, 〈 L∇〉)(x) ≤ ‖F )‖η¯(x)
(3
2
‖〈yˆ〉‖η¯ + 1
)
(2α+ α2)2. (6.9)
Proof. Let us consider the norm defined from η¯ instead of the norm defined by ǫη¯. This
substitution can be done because the differences between the metrics η¯ and ǫη¯ are small (at
least of order α, by relating the parameter k with α conveniently). From equation (6.7) one
obtains
‖ L∇yy − π∗〈 L∇〉yy‖η¯ = ‖1
2
y ·
(
y · (L− 〈L〉)+ (T − 〈T 〉))‖η¯
= ‖(〈δ(y)〉 · F )♯ (y · δ∗(y)) + (〈ˆ(y)〉 · F )♯(y · δ∗(y))2))
+ (y · 〈yˆ〉∗)〈(δ(yˆ) · F )♯ (y · δ∗(yˆ))〉 + 1
2
〈(yˆ · F )♯ (y · δ∗(yˆ))2〉‖η¯
≤ ‖(〈δ(y)〉 · F )♯ (y · δ∗(y))‖η¯ + ‖(〈ˆ(y)〉 · F )♯(y · δ∗(y))2))‖η¯
+ ‖(y · 〈yˆ〉∗)〈(δ(yˆ) · F )♯ (y · δ∗(yˆ))〉‖η¯ + ‖1
2
〈(yˆ · F )♯ (y · δ∗(yˆ))2〉‖η¯.
Each of these four terms can be bound individually. To do this, we need some geometric
inequalities first. Since the support of the distribution function f(x, y) is compact and
connected, one can write the decomposition 〈yˆ〉(x) = ǫ(x) + z(x) with the property that
z(x) ∈ support(fx) and the norm of ǫ(x) is bounded by α, using the metric η¯. In the case
of the Lorentzian metric one can check by geometric inspection that ‖ǫ(x)‖η¯ ≤ α. First, we
have the following geometric bound
‖δ(x, y)‖η¯ ≤ ‖〈yˆ〉(x) − y‖η¯ ≤ ‖ǫ+ z(x)− y‖η¯ ≤ ‖ǫ‖η¯ + ‖z(x)− y‖η¯ ≤ 2α+ α2.
To prove this bound, we use the relation δ(x, y) = 〈y〉 − y, one finds also the following
bound,
|y · δ∗(y)| = |y · 〈yˆ〉∗ − 1| = |〈yˆ〉 · (y − 〈yˆ〉 + 〈yˆ〉)∗ − 1| ≤ |〈yˆ〉 · (y − 〈yˆ〉)∗|+ |〈yˆ〉 · 〈yˆ〉∗ − 1|.
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Using the Cauchy-Schwartz inequality for η¯, we obtain from the above expression
|δ · y∗| ≤ ‖〈yˆ〉‖η¯ ‖(y − 〈yˆ〉)‖η¯ + |(〈yˆ〉 · 〈yˆ〉∗)− 1| ≤ ‖〈yˆ〉‖η¯ α + |(〈yˆ〉 · 〈yˆ〉∗) − 1|
≤
√
1 + ‖ǫ‖η¯ α + (
√
1 + ‖ǫ‖η¯ − 1) ≤
√
1 + αα + (
√
1 + α− 1) ≤ 2α + α2.
There are two further inequalities, direct consequence from the definition of a norm of a
operator (6.3),
‖(δ(y) · F )♯‖η¯ ≤ ‖(δ(y)‖η¯ ‖F‖η¯ ≤ α ‖F‖η¯, ‖(〈yˆ〉 · F )♯‖η¯ ≤ ‖〈yˆ〉‖η¯ ‖F‖η¯.
When apply to bound each of the four contributions to the difference ‖ L∇yy− π∗〈 L∇〉yy‖η¯
we obtain, after some re-arrangement, the right side of the expression (6.9).
✷
6.4 Comparison of the geodesics of L∇ and 〈 L∇〉
Since the dynamics of the Lorentz force equation and the averaged Lorentz force equation
are determined by the respective connections and we have shown that such connections differ
by a second or higher order factor in α, it is not a surprise that the auto-parallel curves also
differ in terms of polynomials in α.
There are two vector fields playing a relevant role in the following considerations. One
is the vector field Ulab associated with an observer in the laboratory. Its integral curves
correspond with the world-line of the laboratory observers. The second vector field is the
averaged energy-momentum vector field 〈y〉. When it differs from zero, the integral curves
of 〈y〉 corresponds to the time evolution of the averaged energy-momentum vector of the
distribution function f(x, y) (up to order α2 [12]).
Given x ∈ M such that 〈y〉 is not zero, there is an instantaneous Lorentz boost transfor-
mation from a coordinate system adapted to the vector field Ulab to a coordinate system
adapted to the vector field U(x).
The energy function E of the distribution function f is defined to be the real function
E :M→ R, x 7→ E(x) := inf{y0, y ∈ support(fx)}, (6.10)
where y0 is the 0-component of the tangent velocity vector, measured in the laboratory
coordinate frame associated with Ulab. Thus, let us fix a particular solution x : [0, T ]→M
of the Lorentz force equation, with t being the time measured by a clock associated with
the laboratory coordinate system Ulab. Then γ(t) is the gamma factor of the Lorentz boost
from the laboratory frame to the co-moving frame associated with x : [0, T ] → M. Given
an initial condition for the Lorentz force equation, the gamma factor γ ∼ E is a function of
the time t. Similarly, one can consider the solutions of the averaged Lorentz force equation
and the corresponding gamma factors γ˜. We will consider that the domain of the field F is
compact. Thus, being an external field, Fmax := max{‖F‖ηˆ, x ∈M} < ∞.
Theorem 6.7 Let (M, η, F ) be a Lorentzian Randers space. Let us assume that
• The ultra-relativistic limit holds: the energy function of the beam E(x(t)) is much
larger than the rest mass of the particles, E(x(t)) >> 1.
• The change in the energy function is adiabatic in the sense that ddt logE << 1.
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Then for the same arbitrary initial condition (x(0), x˙(0)), there is a common time interval
[0, T ] where the solutions of the ordinary differential equations L∇x˙x˙ = 0 and 〈 L∇〉 ˙˜x ˙˜x = 0
exist, are unique and differ in such a way that
|x˜i(t)− xi(t)| ≤ Fmax
(3
2
‖〈yˆ〉‖η¯ + 1
)
(2α+ α2)2E−2(x) t2, i = 0, ..., n− 1. (6.11)
Proof. Existence and uniqueness follow from standard ODE theory [5]. We calculate the
distance measured in the laboratory frame between x(t) and x˜(t), solutions of the geodesic
equations of the corresponding connections L∇ and 〈 L∇〉, when both geodesics have the
same initial conditions (x(0), x˙(0)). In order to do this we use the formal solution of a second
order differential equation, writing the solution of the Lorentz force equation L∇x˙x˙ = 0 as
xi(t) = xi(0) +
∫ t
0
ds
(
x˙i(0) +
∫ s
0
dl x¨i(l)
)
, i = 0, ..., n− 1. (6.12)
Since the initial conditions for both connections are the same, the analogous relation for the
geodesics of the averaged connection 〈 L∇〉 is
x˜i(t) = xi(0) +
∫ t
0
ds
(
x˙i(0) +
∫ s
0
dl ¨˜xi(l)
)
, i = 0, ..., n− 1. (6.13)
The relations between proper times and coordinate time in the laboratory frame are
dτ = γ−1dt, dτ˜ = γ˜−1dt.
This implies the following relations
d
dt
= γ−1
d
dτ
,
d
dt
= γ˜−1
d
dτ˜
.
We can assume the approximation γ˜ = γ up to order α2. This is because the distance
between the connections L∇ and 〈 L∇〉 is at least of order α2 and therefore, γ (respectively
(γ˜) has a smooth dependence on the connection coefficients L∇ijk (respectively 〈 L∇ijk〉).
Then by the formal solutions (6.12) and (6.13) one obtains the expression
|x˜i(t)− xi(t)| ≤ t
∫ t
0
dlE−2 ‖d
2x˜(l)
dl2
− d
2x(l)
dl2
‖η¯, i = 0, ..., n− 1.
Note that by the definition (6.4), one has the relation
‖d
2x˜(l)
dl2
− d
2x(l)
dl2
‖η¯ ≤ dη¯( L∇, π∗〈 L∇〉), i = 0, ..., n− 1.
As a result, in the ultra-relativistic regime we have that
|x˜i(t)− xi(t)| ≤ αE−2 · dη¯( L∇, π∗〈 L∇〉) t2, i = 0, ..., n− 1.
In a similar way, we can compare the velocity vector of the curves x˜ and x,
Theorem 6.8 Under the same hypothesis as in Theorem 6.7, the difference between the
velocity vectors of the respective geodesics of L∇ and 〈 L∇〉 is given by
| ˙˜xi(t)− x˙i(t)| ≤ Fmax
(3
2
‖〈yˆ〉‖η¯ + 1
)
(2α+ α2)2E−1 t, i = 0, ..., n− 1. (6.14)
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Proof. The proof is analogous to the proof of Theorem 6.7, although based on the following
formula for the tangent velocity field along a curve:
x˙i(t) = x˙i(0) +
∫ t
0
x¨i(l)dl, i = 0, ..., n− 1. (6.15)
✷
6.5 Examples
There are at least two situations where Theorem 6.7 and Theorem 6.8 apply in a natural
way:
1. The ultra-relativistic regime is defined as the dynamical regime such that in the labo-
ratory frame, the energy of each particle in the bunch is considered asymptotically as
E → +∞, keeping α bounded. In this regime, for the dynamics under the hypothesis
of Theorems 6.7 and 6.8 one has the limits
|xi(t)− x˜i(t)| → 0, |x˙i(t)− ˙˜xi(t)| → 0, i = 0, ..., n− 1, (6.16)
for distribution functions f(x, y) with α > 0. The ultra-relativistic limit bound (6.16)
is also valid not only for short times, but also for long time evolutions.
2. For the Dirac delta distribution, the limit where Theorems 6.7 and 6.8 provides an
exact approximation scheme.
f(x, y) = δ(y − V (x))Ψ(x), x ∈M. (6.17)
Dirac delta distribution function corresponds to the charged cold fluid model. Since
the width in the space of tangent velocities of the distribution is α = 0, and one has
that
lim
α→0
|xi(t)− x˜i(t)| = 0, lim
α→0
|x˙i(t)− ˙˜xi(t)| = 0, i = 0, ..., n− 1, (6.18)
Deviations from the above two limit cases imply deviations in the approximation of the
Lorentz dynamics by the Lorentz force dynamics. Such deviations can be handle perturba-
tively in terms of polynomial functions in E−1 and α.
6.6 Limits on the applicability of the approximation by the aver-
aged model
Let us consider the formula (6.11). At leading term in E and α, the differences of coordinates
is given by
|xi(t)− x˜i(t)| ≤ Fmax
(3
2
‖〈yˆ〉‖η¯ + 1
)
(2α+ α2)2E−2(x) t2 i = 0, ..., n− 1.
There are two different contributions to the bound in the right side of this expression. The
dominant one is proportional to ‖〈yˆ〉‖η¯, since in the ultra-relativistic limit, it is not bounded.
A natural way to bound this factor is to allow the product α‖〈yˆ〉‖η¯ uniformly bounded by
a finite constant C. The argument of why this bound happens is that there are limitations
on the stability of the system: reaching large enough spread α at a very high energy is
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unstable (for instance, in a particle accelerator, the bunch become un-stable and decay fast
or the beam reach the physical bounds of the pipe. Thus, this constraint is natural. Thus
we impose the condition
〈yˆ〉(t)α(t) ≤ C, ∀ t ∈ I, (6.19)
where C is a constant. Therefore, the bounds are
|xi(t)− x˜i(t)| ≤ CFmax
(
4‖〈yˆ〉‖η¯α+O(α2)
)
E−2(x) t2, i = 0, ..., n− 1. (6.20)
and
|x˙i(t)− ˙˜xi(t)| ≤ CFmax
(
4‖〈yˆ〉‖η¯α+O(α2)
)
E−1(x) t, i = 0, ..., n− 1. (6.21)
In a the application of the theory to the dynamics of a bunch of charged particles in a
particle accelerator beam, a natural maximal distance L0 between two particles of the same
bunch appears. For instance, in an accelerator machine, let L0 be the effective diameter of the
accelerator pipe. In such situation the averaged model is not applicable when |x˜i(t)−xi(t)| is
of the order of L0 or larger. This can happen after a time evolution such that the difference
‖x˜i(t)− xi(t)‖ = L0. The characteristic time where the averaged model loses validity is
tmax ∼ E
( L0
C αFmax
) 1
2
. (6.22)
Reasoning in a similar way with the difference in velocities given by formula (6.14), there is
a second maximal critical time for the averaged model can start to fail. This corresponds
when the difference | ˙˜xi(t) − x˙i(t)| is of order of the speed of light c = 1. In this case, the
characteristic time is
t′max ∼ E
( c
C αFmax
)
, (6.23)
where c is the speed of light. The limit of applicability of the averaged model is given by
tmax. In general, it will be given by min{tmax, t′max}.
From the above discussion one has the following results,
Corollary 6.9 In the double limit E → +∞ and α → 0 and for distributions such that
d
dt logE << 1 and |〈yˆ〉(t)α(t)| ≤ C, one has that tmax → +∞.
7 Applications of the averaged Lorentz dynamics
Some physical applications of the averaged Lorentz force equation are highlighted below:
• Definition of reference trajectory in beam dynamics. The solutions of the
averaged Lorentz force equation can be used as the reference trajectory in beam particle
dynamics [28]. This application is motivated by the following properties,
1. By Theorem 6.7 and Theorem 6.8, for the same initial conditions, in the ultra-
relativistic limit and for narrow probability distributions, the difference between
the original Lorentz trajectory and the averaged Lorentz trajectory is small.
2. For narrow distributions in the ultra-relativistic limit, the integral curves of the
averaged velocity field coincide at least up to order α with the integral curves of
the auto-parallel vector field of the averaged connection [13].
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The reference trajectory is a fundamental notion in beam dynamics. However, given a
particular reference trajectory, it does not necessarily coincide with the trajectory of
a real particle of the bunch and it can also happen that it is not directly observable.
Therefore, we suggest that the reference trajectory should be defined as a solution of
the averaged Lorentz dynamics. This is based on the fact that the solutions of the
averaged Lorentz equation are observable trajectories, corresponding (up to order α)
to the evolution of the averaged moment 〈y〉. This idea has been further developed in
[14].
• Applications in fluid dynamics. The averaged dynamics has been used in an
alternative derivation of relativistic fluid models from relativistic kinetic model [12, 13].
The motivation for the new derivation is based on the following two points,
1. Fluid models emerge from kinetic theory as an averaged description of kinetic
models [1, 7, 26]. The standard proofs of these derivations are based on as-
sumptions on the higher order moments of the distribution function. These as-
sumptions are excluded from direct experimental control, in the very extreme
conditions of bunches of particles in an accelerator. Using the averaged dynam-
ics, we have approached the problem without making hypothesis on the higher
moments: only moments up to order three appear in our considerations [12, 13].
2. Since the averaged Lorentz connection is affine and symmetric, one can make use
of normal coordinates or Fermi coordinates. This allowed us to simplify some
technical calculations that otherwise must be done with additional hypothesis on
the distribution function [13].
Since the averaged Lorentz connection is affine and symmetric, in the case of irre-
ducible connections, the possible holonomy is classified by Merkulov-Schachhoefer [24].
Although the holonomy classification applies to the general averaged connection, in the
case of the averaged Lorentz connection, there is a strong interplay between the two
form F , the distribution function f and the possible holonomy representation. In ad-
dition, if the distribution function f(x, y) is determined by the 2-form F (for instance,
via solutions of the Vlasov equation [9]), then one can argue that the holonomy group
of the affine connection 〈 L∇〉 is determined by F as well, that is, by the second class
of the de Rham cohomology group H2dR(M,R). This is a further constraint on the
holonomy group of the connection 〈 L∇〉. and it could have interesting applications in
charged plasma dynamics, specially in classification of solutions.
• Universality of emergent fluid models. In addition to the ultra-relativistic regime,
the approximation of the Lorentz dynamics by the averaged Lorentz dynamics requires
narrowness of the distribution function f(x, y). In particular, the averaged model only
requires information of the lower moments of the distribution f(x, y) and is insensitive
to higher moments. This implies the following
Proposition 7.1 In the ultra-relativistic limit and for narrow distribution functions
f(x, y) as specified in Theorems 6.7, the averaged dynamics depends on the zero, first,
second and third moments.
Thus, one can assume that moments of higher order than three vanish, providing an
argument for the universality of fluid models.
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• Extension to chromo-hydrodynamics. The possibly extension to non-abelian
theories is non-trivial, since the isotropy spin equation is first order [29]. However,
one can write the Yang-Mills equations as geodesic equations [20, 25]. Therefore, the
averaged method becomes applicable. This can have potential applications in chromo-
hydrodynamics [15].
8 Discussion
The averaging method for connections was introduced in the context of Finsler geometry
[10]. It is a generalization of the averaging along the fiber operation of classical mechanics
[2] and algebraic topology [4]. Thus, the common topological properties encoded in the
averaged and non-averaged geometric objects are highlighted by the property of convex
invariance [10]. In this paper, the averaging method was applied to the dynamics of point
charged particles described by the Lorentz force equation. We have shown that in the ultra-
relativistic limit and for narrow distributions, the Lorentz connection L∇ can be substituted
by the averaged connection 〈 L∇〉, going beyond the common topological properties of both
models. This happens for the connection L∇ as determined by proposition 3.4.
The hypothesis in Theorem 6.7 and Theorem 6.8 can be motivated by physical considera-
tions:
• Ultra-relativistic dynamics means that the minimal value of the component y0 on the
support of the distribution function f(x, y) is much larger than the rest mass of the
particles m = 1. The definition of ultra-relativistic limit is a gauge invariant notion.
• The physical interpretation for the narrowness condition α << 1 is clear: the diameter
of the distribution is much smaller than the rest mass of each of the particles in
the bunch. The condition of narrowness is gauge and Lorentz invariant (since one
has choose first the laboratory coordinate frame). We can compare our definition of
narrowness with the invariant warm fluid condition [1],
〈(yˆk − 〈yˆk〉)(yˆj − 〈yˆj〉)〉 ηjk << 1, ∀ y ∈ support(f).
The invariant warm fluid condition is manifestly Lorentz invariant and provides a no-
tion of narrowness. In the case of the Minkowski space, it coincides with our narrowness
condition.
We have emphasized in Section 6 that the approximation x→ x˜ is valid not only for short
times but also for finite evolution times. Estimates of when the approximation could not be
valid have been given. These estimates are obtained for the worst possible scenario. Thus,
it can happens that the approximation x(t) → x˜(t) is valid even for longer evolution times
that such estimates indicate.
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