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THE LOCAL EXISTENCE AND BLOWUP CRITERION FOR STRONG
SOLUTIONS TO THE KINETIC CUCKER–SMALE MODEL COUPLED
WITH THE COMPRESSIBLE NAVIER–STOKES EQUATION
CHUNYIN JIN
Abstract. In this paper, we establish the existence and uniqueness of local strong
solutions to the kinetic Cucker–Smale model coupled with the isentropic com-
pressible Navier–Stokes equation in the whole space. Moreover, the blowup
mechanism for strong solutions to the coupled system is also investigated.
1. Introduction
In the present paper, we are concerned with the local existence and blowup
criterion for strong solutions to the following kinetic Cucker–Smale model coupled
with the isentropic compressible Navier–Stokes equation in the whole space R3.
(1.1)

ft + v · ∇x f + ∇v · (L[ f ] f + (u − v) f ) = 0,
ρt + ∇ · (ρu) = 0,
(ρu)t + ∇ · (ρu ⊗ u) + ∇P = µ∆u + (µ + λ)∇∇ · u +
∫
R3
f (v − u)dv,
subject to the initial data
(1.2) f |t=0= f0, ρ|t=0= ρ0, u|t=0= u0.
Here f (t, x, v) is the particle distribution function in phase space (x, v) at the time
t, x = (x1, x2, x3) ∈ R3, v = (v1, v2, v3) ∈ R3. ρ and u = (u1, u2, u3) denote the
fluid density and velocity, respectively. The constant viscosity µ and λ satisfy the
physical restriction
µ > 0, 2µ + 3λ ≥ 0.
The pressure P and L[ f ] are respectively given by
P = ργ, γ > 1;
L[ f ](t, x, v) =
∫
R6
ϕ(|x − y|) f (t, y, v∗)(v∗ − v)dydv∗,
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2 C. JIN
where ϕ(·) is a positive non-increasing function representing the interaction kernel.
For convenience, we suppose ϕ ∈ C∞. If not, we mollify it by convolution. In fact,
we only need ϕ ∈ C1. Without loss of generality, we postulate that
max{|ϕ|, |ϕ′|} ≤ 1
in the sequel.
The first equation in 1.1 is the kinetic Cucker–Smale model derived from the
particle model by taking the mean-field limit; see [5][17]. The well-posedness
of measure-valued solution was also known in [5][17]. As for weak and strong
solutions in regular function space, Jin [26] recently established the well-posedness
by developing a unified framework. As a fact, an ensemble of particles is usually
immersed in ambient fluid, such as gas and water. In order to render the model
more realistic, it is natural to incorporate the influence of fluids. Such coupled
models have been investigated in the space-periodic domain [1][2][3], however
under strong regularity conditions on the initial data. Besides, the restriction that
the interaction kernel ϕ should have a positive lower bound in the torus T3, was
crucially used in the analysis of time-asymptotic flocking behaviors for the coupled
system. Here in this paper, we will contribute a study on the whole space situation,
under a relaxed regularity condition on the initial data. If the Brownian effect
is taken into account in the modeling, then the resulting model becomes of the
Vlasov–Fokker–Planck type. This type of model allows for equilibrium states, i.e.,
steady solutions. Duan [11] studied the stability around a equilibrium under small
initial perturbations. The same type results for coupled models with fluids were
also obtained in [4][13][27], by using the micro-macro decomposition. For the
hydrodynamic Cucker–Smale model and related coupled models with fluids, we
refer to [14][15][16][24][25]. The interested reader can also consult the review
papers [6][10] for the state of the art in this territory.
The rest two equations in (1.1) are the isentropic compressible Navier–Stokes
equation with the coupling term. For the multi-dimensional compressible Navier–
Stokes equation, the local existence and uniqueness were obtained in [30][31],
when the initial density was away from vacuum, i.e., the initial density had a pos-
itive lower bound. The global-in-time classical solutions was first constructed in
[29] around a non-vacuum equilibrium, under small initial perturbations in H3.
As regard the global existence for large data, the breakthrough was due to Lions
[28], where the finite energy weak solutions were obtained when P = ργ (γ > 95 ),
by means of the weak convergence method. Using the framework in [28], Feireisl
[12] further relaxed the restriction on γ to γ > 32 . However, the uniqueness and reg-
ularity of weak solutions are still unknown until now. Xin [32] first investigated the
blowup mechanism for the classical solutions to the compressible Navier–Stokes
equation with compactly supported initial density. Later, Huang, Li and Xin et
al. [18][20][21][22] established a series of blowup criterions for the isentropic
compressible Navier–Stokes equation, full compressible Navier–Stokes equation
and MHD models, by ingeniously using Beal–Kato–Majda’s logarithmic inequal-
ity. Based on their previous analyses on the blowup mechanism, together with the
THE LOCAL EXISTENCE AND BLOWUP CRITERION 3
recent study [9] on local-in-time classical solutions to the compressible Navier–
Stokes equation with nonnegative initial densities, Huang–Li–Xin [23] and Huang–
Li [19] successfully obtained the global-in-time classical solutions for the isen-
tropic compressible Navier–Stokes equation and full compressible Navier–Stokes
equation, when the initial data satisfied some regularity and compatibility condi-
tions, and the initial energies were suitably small. The key to both proofs was to
derive the uniform bound on the density.
Combining our analysis on the kinetic Cucker–Smale model with the recent
development in the compressible Navier–Stokes equation, it is shown that the dif-
ficulty in this paper is to tackle the coupling term. In order to overcome the hard
estimates arising from the coupling term, we introduce a weighted Sobolev norm
for f (t, ·, ·). It turns out that all the Lp-type norms for f (t, x, v) with respect to x
and v can be controlled by the introduced weighted Sobolev norm. The weighted
Sobolev space is defined as follows:
H1ω(R
3 × R3) :=
{
h(x, v) : h ∈ L2ω(R3 × R3),
∇xh ∈ L2ω(R3 × R3), ∇vh ∈ L2ω(R3 × R3)
}
,
|h|2H1ω := |h|
2
L2ω
+|∇xh|2L2ω+|∇vh|
2
L2ω
,
where
|h|L2ω :=
(∫
R6
h2(x, v)ω(x, v)dxdv
) 1
2
,
and
ω(x, v) := (1 + v2)2+β(1 + x2 + v2)α, α > 3, β >
1
2
.
In this paper, we adopt the following simplified notations for homogeneous Sobolev
Spaces.
D1(R3) :=
{
u ∈ L6(R3) : ∇u ∈ L2(R3)
}
,
D2(R3) :=
{
u ∈ L1loc(R3) : ∇2u ∈ L2(R3)
}
,
D2,p(R3) :=
{
u ∈ L1loc(R3) : ∇2u ∈ Lp(R3)
}
, 1 ≤ p ≤ ∞.
Next we give the definition of strong solutions to (1.1).
Definition 1.1. Let 3 < q ≤ 6. ( f (t, x, v), ρ(t, x),u(t, x)) is said to be a strong
solution to (1.1) in [0,T ] × R3 × R3, if
f (t, x, v) ∈ C([0,T ]; H1ω(R3 × R3)),
ρ(t, x) ∈ C([0,T ]; H1 ∩W1,q(R3)),
u(t, x) ∈ C([0,T ]; D1 ∩ D2(R3)) ∩ L2(0,T ; D2,q(R3)),
ρt(t, x) ∈ C([0,T ]; L2 ∩ Lq(R3)), ut(t, x) ∈ L2(0,T ; D1(R3)),
and (1.1) holds in the sense of distributions.
Denote by B(R0) the ball centered at the origin with a radius R0. Then the
theorems in this paper can be stated as follows.
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Theorem 1.1 (Local existence). Let 3 < q ≤ 6, R0 > 0. Assume the initial data
f0(x, v) ≥ 0, ρ0(x) ≥ 0 and u0(x) satisfy
f0(x, v) ∈ H1ω(R3 × R3), ρ0(x) ∈ H1 ∩W1,q(R3), u0(x) ∈ D1 ∩ D2(R3)
with the compatibility condition
ρ
1
2
0 g + ∇P(ρ0) = µ∆u0 + (µ + λ)∇∇ · u0 +
∫
R3
f0(v − u0)dv, g ∈ L2(R3),
and the initial support of f0(x, v) with respect to v
suppv f0(x, ·) ⊆ B(R0) for all x ∈ R3.
Then the Cauchy problem (1.1)-(1.2) admits a unique local strong solution in the
sense of Definition 1.1.
Theorem 1.2 (Blowup criterion). Under the conditions in Theorem 1.1, assume
f (t, x, v) in [0,T ∗) × R3 × R3 and (ρ(t, x),u(t, x)) in [0,T ∗) × R3 are the strong
solutions to (1.1)-(1.2) in the sense of Definition 1.1. If the life span T ∗ < ∞, then
lim
T→T ∗
(
|ρ(t, x)|L∞(0,T ;L∞)+
∫ T
0
(|u(t)|L∞+|∇u(t)|2L∞)dt
)
= ∞.
The rest of the paper is organized as follows. In Section 2, we present a detailed
analysis on the kinetic Cucker–Smale model in the weighted Sobolev space. In
Section 3, we construct the local strong solution to the coupled system. Section
4 is devoted to the investigation on blowup mechanisms for the strong solutions
to the coupled model. In the last section, we summarize the paper and make a
comment on it.
Notation. Throughout the paper, C represents a general positive constant that may
depend on µ, λ, γ, ϕ, ϕ′ and the initial data. We write C(∗) to emphasize that C
additionally depends on *. Both C and C(∗) may differ from line to line. ∇ and ∂i
are abbreviated for ∇x and ∂xi , 1 ≤ i ≤ 3, respectively. The Einstein summation
convention is also used in the paper.
2. Well-posedness of the Kinetic Cucker-Smale Model
In this section, we study the well-posedness of the kinetic Cucker–Smale model
(1.1)1 in the weighted Sobolev space. Consider
(2.1)
{ ft + v · ∇x f + ∇v · (L[ f ] f + (u − v) f ) = 0,
f |t=0= f0(x, v),
for given u(t, x) ∈ C([0,T ]; D1 ∩ D2(R3)) ∩ L2(0,T ; D2,q(R3)), 3 < q ≤ 6. Define
the bound of v-support of f (t, x, v) at the time t as
R(t) := sup
{|v|: (x, v) ∈ supp f (t, ·, ·)}.
The result in this section is summarized as follows.
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Proposition 2.1. Let R0 > 0, T > 0. Assume 0 ≤ f0(x, v) ∈ H1ω(R3 × R3), and
suppv f0(x, ·) ⊆ B(R0) for all x ∈ R3. Given u(t, x) ∈ C([0,T ]; D1 ∩ D2(R3)) ∩
L2(0,T ; D2,q(R3)), 3 < q ≤ 6, there exists a unique non-negative strong solution
f (t, x, v) ∈ C([0,T ]; H1ω(R3 × R3)) to 2.1. Moreover,
(1) R(t) ≤ R0 +
[
| f0|L1
(
R0 + C sup
0≤t≤T
|u(t)|D1∩D2
)
+ C sup
0≤t≤T
|u(t)|D1∩D2
]
t, 0 ≤ t ≤ T ;
(2) | f (t)|H1ω≤ | f0|H1ωexp
(
C
∫ t
0
(1 + R(τ) + |u(τ)|L∞+|∇u(τ)|L∞)dτ
)
, 0 ≤ t ≤ T ;
(3) sup
0≤t≤T
| f (t) − f˜ (t)|L2ω≤
(
| f0 − f˜0|L2ω+ sup
0≤t≤T
|u(t) − u˜(t)|D1∩D2
∫ T
0
C|∇v f˜ (t)|L2ωdt
)
× exp
(∫ T
0
C(1 + |u(t)|D1∩D2+R(t)| f˜ (t)|H1ω)dt
)
,
where f˜ (t, x, v) is the strong solution to (2.1), with u and f0 replaced by u˜ and f˜0,
respectively.
In order to prove Proposition 2.1, we need the following a priori estimates.
2.1. A priori estimates.
Lemma 2.1. Let R0 > 0, T > 0. Assume 0 ≤ f0(x, v) ∈ H1ω(R3 × R3), and
suppv f0(x, ·) ⊆ B(R0) for all x ∈ R3. Given u(t, x) ∈ C([0,T ]; D1 ∩ D2(R3)) ∩
L2(0,T ; D2,q(R3)), 3 < q ≤ 6, if f (t, x, v) is a smooth solution to 2.1, then
(1) R(t) ≤ R0 +
[
| f0|L1
(
R0 + C sup
0≤t≤T
|u(t)|D1∩D2
)
+ C sup
0≤t≤T
|u(t)|D1∩D2
]
t, 0 ≤ t ≤ T ;
(2) | f (t)|H1ω≤ | f0|H1ωexp
(
C
∫ t
0
(1 + R(τ) + |u(τ)|L∞+|∇u(τ)|L∞)dτ
)
, 0 ≤ t ≤ T ;
(3) sup
0≤t≤T
| f (t) − f˜ (t)|L2ω≤
(
| f0 − f˜0|L2ω+ sup
0≤t≤T
|u(t) − u˜(t)|D1∩D2
∫ T
0
C|∇v f˜ (t)|L2ωdt
)
× exp
(∫ T
0
C(1 + |u(t)|D1∩D2+R(t)| f˜ (t)|H1ω)dt
)
,
where f˜ (t, x, v) is the smooth solution to (2.1), with u and f0 replaced by u˜ and f˜0,
respectively.
Proof. (1) From f0 ∈ H1ω, we deduce that
(2.2)
| f0|L1 =
∫
R6
f0(x, v)ω
1
2 (x, v)ω−
1
2 (x, v)dxdv
≤ |ω− 12 |L2 | f0|L2ω≤ C| f0|L2ω .
Integrating (2.1)1 over [0, t] × R3 × R3 (0 < t ≤ T ) gives
(2.3) | f (t)|L1= | f0|L1 .
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Denote by (X(t; x0, v0),V(t; x0, v0)) the characteristic issuing from (x0, v0). It sat-
isfies
(2.4)

dX
dt
= V,
dV
dt
=
∫
R2d
ϕ(|X − y|) f (t, y, v∗)(v∗ − V)dydv∗.
Define
a(t, x) :=
∫
R2d
ϕ(|x − y|) f (t, y, v∗)dydv∗,
b(t, x) :=
∫
R2d
ϕ(|x − y|) f (t, y, v∗)v∗dydv∗.
Solving the equation (2.1) by the method of characteristics gives
(2.5) f (t, X(t; x0, v0),V(t; x0, v0)) = f0(x0, v0) exp
(
3
∫ t
0
[1 + a(τ, X(τ))]dτ
)
≥ 0.
Multiplying (2.1)1 by v2, we obtain
(2.6)
∂
∂t
( f v2)+v ·∇x( f v2)+∇v · (L[ f ] f v2 + (u−v) f v2) = 2 f L[ f ] ·v+2 f v · (u−v).
Using (2.5) and integrating (2.6) over R3 × R3 lead to
d
dt
∫
R6
f v2dxdv = −
∫
R12
ϕ(|x − y|) f (t, x, v) f (t, y, v∗)(v∗ − v)2dydv∗dxdv
− 2
∫
R6
f v2dxdv + 2
∫
R3
∫
R3
f vdv · udx
≤ − 2
∫
R6
f v2dxdv + 2|u(t)|L∞ | f |
1
2
L1
( ∫
R6
f v2dxdv
) 1
2
.
Solving the above Gronwall’s inequality yields
(2.7)
( ∫
R6
f (t, x, v)v2dxdv
) 1
2 ≤ | f0|
1
2
L1
(
R0 + C sup
0≤t≤T
|u(t)|D1∩D2
)
, 0 ≤ t ≤ T,
where we have employed (2.3) and the following Sobolev inequality
(2.8) |u(t)|L∞≤ C|u(t)|D1∩D2 in R3.
It follows from the characteristic equation (2.4) that
(2.9)
V(t) =V0e−
∫ t
0 [1+a(τ,X(τ))]dτ
+ e−
∫ t
0 [1+a(τ,X(τ))]dτ
∫ t
0
[b(τ, X(τ)) + u(τ, X(τ))]e
∫ τ
0 [1+a(s,X(s))]dsdτ.
Using Cauchy’s inequality, we have by (2.3) and (2.7)
(2.10)
|b(t, x)|≤
(∫
R2d
f (t, y, v∗)dydv∗
) 1
2
(∫
R2d
f (t, y, v∗)|v∗|2dydv∗
) 1
2
≤| f0|L1
(
R0 + C sup
0≤t≤T
|u(t)|D1∩D2
)
, 0 ≤ t ≤ T.
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This together with (2.8) and (2.9) gives
R(t) ≤ R0 +
[
| f0|L1
(
R0 + C sup
0≤t≤T
|u(t)|D1∩D2
)
+ C sup
0≤t≤T
|u(t)|D1∩D2
]
t, 0 ≤ t ≤ T.
(2) Multiplying (2.1)1 by 2 fω, we obtain
(2.11)
∂
∂t
( f 2ω) + v · ∇x( f 2ω) + ∇v · (L[ f ] f 2ω + (u − v) f 2ω) = v · ∇xω f 2
+L[ f ] · ∇vω f 2 − ∇v · L[ f ] f 2ω + (u − v) · ∇vω f 2 + 3 f 2ω.
Integrating (2.11) over R3 × R3 yields
(2.12)
d
dt
| f (t)|2L2ω≤ C| f (t)|
2
L2ω
+C|u(t)|L∞ | f (t)|2L2ω+C| f (t)(1 + v
2)
1
2 |L1 | f (t)|2L2ω .
Applying ∇x to (2.1)1, we deduce that
(2.13)
(∇x f )t + v · ∇x∇x f + ∇v · (L[ f ] ⊗ ∇x f + (u − v) ⊗ ∇x f )
+∇x∇v · L[ f ] f + ∇xL[ f ] · ∇v f + ∇u · ∇v f = 0.
Multiplying (2.13) by 2ω∇x f , we have
(2.14)
(|∇x f |2ω)t + v · ∇x(|∇x f |2ω) + ∇v · (L[ f ]|∇x f |2ω + (u − v)|∇x f |2ω)
=v · ∇xω|∇x f |2−2ω∇x f · ∇xL[ f ] · ∇v f + L[ f ] · ∇vω|∇x f |2
− ω|∇x f |2∇v · L[ f ] − 2ω f∇x f · ∇x∇v · L[ f ] − 2ω∇x f · ∇u · ∇v f
+ (u − v) · ∇vω|∇x f |2+3|∇x f |2ω.
Integrating (2.14) over R3 × R3 leads to
(2.15)
d
dt
|∇x f (t)|2L2ω≤C|∇x f (t)|
2
L2ω
+CR(t)| f (t)|L1 |∇x f (t)|L2ω |∇v f (t)|L2ω
+ C| f (t)(1 + v2) 12 |L1 |∇x f (t)|2L2ω+C| f (t)|L1 | f (t)|L2ω |∇x f (t)|L2ω
+ C|∇u(t)|L∞ |∇x f (t)|L2ω |∇v f (t)|L2ω+C|u(t)|L∞ |∇x f (t)|2L2ω .
Applying ∇v to (2.1)1, we obtain
(2.16)
(∇v f )t + v · ∇x∇v f + ∇v · (L[ f ] ⊗ ∇v f + (u − v) ⊗ ∇v f )
= −∇vL[ f ] · ∇v f + ∇ f − ∇x f .
Multiplying (2.16) by 2ω∇v f , we arrive at
(2.17)
(|∇v f |2ω)t + v · ∇x(|∇v f |2ω) + ∇v · (L[ f ]|∇v f |2ω + (u − v)|∇v f |2ω)
= − 2ω∇x f · ∇v f + v · ∇xω|∇v f |2−2ω∇v f · ∇vL[ f ] · ∇v f + L[ f ] · ∇vω|∇v f |2
− |∇v f |2ω∇v · L[ f ] + (u − v) · ∇vω|∇v f |2+5|∇v f |2ω.
Integrating (2.17) over R3 × R3 results in
(2.18)
d
dt
|∇v f (t)|2L2ω≤C|∇x f (t)|L2ω |∇v f (t)|L2ω+C|∇v f (t)|
2
L2ω
+ C| f (t)(1 + v2) 12 |L1 |∇v f (t)|2L2ω+C|u(t)|L∞ |∇v f (t)|
2
L2ω
.
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Adding (2.12), (2.15) and (2.18) together, we infer by (2.3) that
(2.19)
d
dt
| f (t)|H1ω≤C
(
1 + C| f (t)(1 + v2) 12 |L1+R(t)| f (t)|L1+|u(t)|L∞+|∇u(t)|L∞
)
| f (t)|H1ω
≤C(1 + R(t) + |u(t)|L∞+|∇u(t)|L∞)| f (t)|H1ω
Solving the above Gronwall inequality gives
(2.20)
| f (t)|H1ω≤ | f0|H1ωexp
(
C
∫ t
0
(1 + R(τ) + |u(τ)|L∞+|∇u(τ)|L∞)dτ
)
, 0 ≤ t ≤ T.
(3) Define
f := f − f˜ , u := u − u˜, f 0 := f0 − f˜0.
It follows from the equation (2.1)1 that
(2.21) f t + v · ∇x f + ∇v ·
(
L[ f ] f + (u − v) f ) = −∇ · (L[ f ] f˜ ) − ∇ · (u f˜ ).
Multiplying (2.21) by 2 fω, we deduce that
(2.22)
( f
2
ω)t + v · ∇x( f 2ω) + ∇v · (L[ f ] f 2ω + (u − v) f 2ω)
=v · ∇xω f 2 − f 2ω∇v · L[ f ] + f 2L[ f ] · ∇vω + 3 f 2ω
+ (u − v) · ∇vω f 2 − 2ω f [∇v · L[ f ] f˜ + L[ f ] · ∇v f˜ ] − 2ω fu · ∇v f˜ .
Integrating (2.22) over R3 × R3 gives
(2.23)
d
dt
| f (t)|2L2ω≤C| f (t)|
2
L2ω
+C| f (t)(1 + v2) 12 |L1 | f (t)|2L2ω
+ C|u(t)|L∞ | f (t)|2L2ω+C| f˜ (t)|L2ω | f (t)|
2
L2ω
+ CR(t)|∇v f˜ (t)|L2ω | f (t)|2L2ω+C|u(t)|L∞ |∇v f˜ (t)|L2ω | f (t)|L2ω .
By the Sobolev inequality (2.8), solving the above Gronwall inequality gives rise
to
(2.24)
sup
0≤t≤T
| f (t) − f˜ (t)|L2ω≤
(
| f0 − f˜0|L2ω+ sup
0≤t≤T
|u(t) − u˜(t)|D1∩D2
∫ T
0
C|∇v f˜ (t)|L2ωdt
)
× exp
(∫ T
0
C(1 + |u(t)|D1∩D2+R(t)| f˜ (t)|H1ω)dt
)
,
where we have used the inequality
| f (t)(1 + v2) 12 |L1≤ C| f (t)|L2ω ,
similarly as in (2.2). This completes the proof. 
Proof of Proposition 2.1. We first mollify f0(x, v) and u(t, x) by covolution, i.e.,
f ε0 (x, v) = f0 ∗ jε(x, v) and uε(t, x) = u ∗ jε(t, x),
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where jε is the standard mollifier. Using the contraction principle, one can prove
(2.25)
{ f εt + v · ∇x f ε + ∇v · (L[ f ε] f ε + (uε − v) f ε) = 0,
f ε|t=0= f ε0 (x, v),
admits a unique local smooth solution by standard procedure. Combining with the
a priori estimates Lemma 2.1 (1)-(2), one can extend the local smooth solution to
be in the whole interval [0,T ]. Continue to apply Lemma 2.1 (1)-(2) to f εi . It
follows from Lemma 2.1 (3) that
sup
0≤t≤T
| f εi(t) − f ε j(t)|L2ω≤ exp(C(T ))
(
| f εi0 − f
ε j
0 |L2ω+C(T ) sup
0≤t≤T
|uεi(t) − uε j(t)|D1∩D2
)
,
where
(2.26) C(T ) ≤ C
∫ T
0
(1 + |u(t)|D1∩D2)dt
+ CT
(
1 + R(T )
)| f0|H1ωexp (C ∫ T
0
(1 + R(t) + |u(t)|L∞+|∇u(τ)|L∞)dt
)
.
Thus, there exists f (t, x, v) ∈ C([0,T ]; L2ω(R3 × R3)) such that
(2.27) f εi(t, x, v)→ f (t, x, v) in C([0,T ]; L2ω(R3 × R3)), as εi → 0.
It is easy to see that Proposition 2.1 (1) holds, and that the non-negative f satisfies
ft + v · ∇x f + ∇v · (L[ f ] f + (u − v) f ) = 0 inD′((0,T ) × R3 × R3).
Next we prove f (t, x, v) ∈ C([0,T ]; H1ω(R3 × R3)). Using Lemma 2.1 (2) for
f εi(t, x, v), one infers by (2.27) that there exists a subsequence, still denoted by
{ f εi(t, x, v)}, such that
(2.28) ω
1
2∇x f εi ⇀ ω 12∇x f weakly-? in L∞(0,T ; L2), as εi → 0.
It is easy to show that
(2.29)
(ω
1
2∇x f )t + v · ∇x(ω 12∇x f ) + ∇v · (L[ f ] ⊗ ω 12∇x f + (u − v) ⊗ ω 12∇x f )
=v · ∇xω 12∇x f − ∇xL[ f ] · ∇v fω 12 + L[ f ] · ∇vω 12∇x f − ω 12 f∇x∇v · L[ f ]
− ω 12∇u · ∇v f + (u − v) · ∇vω 12∇x f inD′((0,T ) × R3 × R3).
From (2.29), we infer that
(ω
1
2∇x f )t ∈ L∞(0,T ; H−1).
This together with the fact that ω
1
2∇x f ∈ L∞(0,T ; L2) due to (2.28), implies
(2.30) ω
1
2∇x f ∈ C([0,T ]; L2 −W),
which means that ω
1
2∇x f is continuous in [0,T ] with respect to the weak topology
in L2(R3 × R3).
Take jε(x− ·, v− ·) as the test function and denote f ∗ jε by 〈 f 〉ε. It follows from
(2.29) that
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(2.31)
(〈ω 12∇x f 〉ε)t + v · ∇x〈ω 12∇x f 〉ε + ∇v · (L[ f ] ⊗ 〈ω 12∇x f 〉ε + (u − v) ⊗ 〈ω 12∇x f 〉ε)
=〈v · ∇xω 12∇x f 〉ε − 〈∇xL[ f ] · ∇v fω 12 〉ε
+ 〈L[ f ] · ∇vω 12∇x f 〉ε − 〈 fω 12∇x∇v · L[ f ]〉ε
− 〈ω 12∇u · ∇v f 〉ε + 〈(u − v) · ∇vω 12∇x f 〉ε
+ v · ∇x〈ω 12∇x f 〉ε − ∇x · 〈v ⊗ ω 12∇x f 〉ε
+ ∇v · (L[ f ] ⊗ 〈ω 12∇x f 〉ε) − ∇v · 〈L[ f ] ⊗ ω 12∇x f 〉ε
+ ∇v · ((u − v) ⊗ 〈ω 12∇x f 〉ε) − ∇v · 〈(u − v) ⊗ ω 12∇x f 〉ε.
Multiplying (2.31) by 2〈ω 12∇x f 〉ε, we obtain
(2.32)
(〈ω 12∇x f 〉2ε)t + v · ∇x〈ω
1
2∇x f 〉2ε + ∇v ·
(
L[ f ]〈ω 12∇x f 〉2ε + (u − v)〈ω
1
2∇x f 〉2ε
)
= − ∇v · L[ f ]〈ω 12∇x f 〉2ε + 3〈ω
1
2∇x f 〉2ε
+ 2〈ω 12∇x f 〉ε · 〈v · ∇xω 12∇x f − 〈∇xL[ f ] · ∇v fω 12 〉ε
+ 2〈ω 12∇x f 〉ε · 〈L[ f ] · ∇vω 12∇x f − fω 12∇x∇v · L[ f ]
− ω 12∇u · ∇v f + (u − v) · ∇vω 12∇x f 〉ε
+ 2〈ω 12∇x f 〉ε ·
[
v · ∇x〈ω 12∇x f 〉ε − ∇x · 〈v ⊗ ω 12∇x f 〉ε
]
+ 2〈ω 12∇x f 〉ε ·
[
∇v · (L[ f ] ⊗ 〈ω 12∇x f 〉ε) − ∇v · 〈L[ f ] ⊗ ω 12∇x f 〉ε
]
+ 2〈ω 12∇x f 〉ε ·
[
∇v · ((u − v) ⊗ 〈ω 12∇x f 〉ε) − ∇v · 〈(u − v) ⊗ ω 12∇x f 〉ε
]
.
THE LOCAL EXISTENCE AND BLOWUP CRITERION 11
Integrating (2.32) over R3 × R3 leads to
(2.33)
d
dt
|〈ω 12∇x f 〉ε|2L2
=
∫
R6
(
− ∇v · L[ f ]〈ω 12∇x f 〉2ε + 3〈ω
1
2∇x f 〉2ε
)
dxdv
+
∫
R6
2〈ω 12∇x f 〉ε · 〈v · ∇xω 12∇x f − 〈∇xL[ f ] · ∇v fω 12 〉εdxdv
+
∫
R6
2〈ω 12∇x f 〉ε · 〈L[ f ] · ∇vω 12∇x f − fω 12∇x∇v · L[ f ]
− ω 12∇u · ∇v f + (u − v) · ∇vω 12∇x f 〉εdxdv
+
∫
R6
2〈ω 12∇x f 〉ε ·
[
v · ∇x〈ω 12∇x f 〉ε − ∇x · 〈v ⊗ ω 12∇x f 〉ε
]
dxdv
+
∫
R6
2〈ω 12∇x f 〉ε ·
[
∇v · (L[ f ] ⊗ 〈ω 12∇x f 〉ε) − ∇v · 〈L[ f ] ⊗ ω 12∇x f 〉ε
]
dxdv
+
∫
R6
2〈ω 12∇x f 〉ε ·
[
∇v · ((u − v) ⊗ 〈ω 12∇x f 〉ε) − ∇v · 〈(u − v) ⊗ ω 12∇x f 〉ε
]
dxdv
=:
6∑
i=1
Hi.
We estimate each Hi (1 ≤ i ≤ 6) as follows.
|H1|=
∣∣∣∣∣∫
R6
(
− ∇v · L[ f ]〈ω 12∇x f 〉2ε + 3〈ω
1
2∇x f 〉2ε
)
dxdv
∣∣∣∣∣
≤C| f (t)|L1 |∇x f (t)|2L2ω+C|∇x f (t)|
2
L2ω
;
|H2|=
∣∣∣∣∣∫
R6
2〈ω 12∇x f 〉ε · 〈v · ∇xω 12∇x f − 〈∇xL[ f ] · ∇v fω 12 〉εdxdv
∣∣∣∣∣
≤C|∇x f (t)|2L2ω+CR(t)| f (t)|L1 |∇x f (t)|L2ω |∇v f (t)|L2ω ;
|H3|=
∣∣∣∣∣ ∫
R6
2〈ω 12∇x f 〉ε · 〈L[ f ] · ∇vω 12∇x f − fω 12∇x∇v · L[ f ]
− ω 12∇u · ∇v f + (u − v) · ∇vω 12∇x f 〉εdxdv
∣∣∣∣∣
≤CR(t)| f (t)|L1 |∇x f (t)|2L2ω+C| f (t)|L1 |∇x f (t)|L2ω | f (t)|L2ω
+ C|∇u(t)|L∞ |∇x f (t)|L2ω |∇v f (t)|L2ω+C|u(t)|L∞ |∇x f (t)|2L2ω+C|∇x f (t)|
2
L2ω
;
|H4|=
∣∣∣∣∣∫
R6
2〈ω 12∇x f 〉ε ·
[
v · ∇x〈ω 12∇x f 〉ε − ∇x · 〈v ⊗ ω 12∇x f 〉ε
]
dxdv
∣∣∣∣∣
=
∣∣∣∣∣ ∫
R6
∫
R6
2(v − w) · ∇x jε(x − z, v − w)ω 12 (z,w)∇x f (t, z,w)dzdw · 〈ω 12∇x f 〉εdxdv
∣∣∣∣∣
≤C|∇x f (t)|2L2ω ,
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where we have used the facts that
|w − v|≤ ε and |∇x jε|L1≤ Cε ;
|H5|=
∣∣∣∣∣∫
R6
2〈ω 12∇x f 〉ε ·
[
∇v · (L[ f ] ⊗ 〈ω 12∇x f 〉ε) − ∇v · 〈L[ f ] ⊗ ω 12∇x f 〉ε
]
dxdv
∣∣∣∣∣
≤2
∣∣∣∣∣∫
R6
∇v · L[ f ]〈ω 12∇x f 〉2εdxdv
∣∣∣∣∣
+ 2
∣∣∣∣∣ ∫
R6
∫
R6
(
L[ f ](t, x, v) − L[ f ](t, z,w)) · ∇v jε(x − z, v − w)(
ω
1
2∇x f )(t, z,w)dzdw · 〈ω 12∇x f 〉εdxdv∣∣∣∣∣
≤C| f (t)|L1 |∇x f (t)|2L2ω+C(1 + R(t))| f (t)|L1 |∇x f (t)|
2
L2ω
,
where we have used the facts that
|L[ f ](t, x, v) − L[ f ](t, z,w)|
=
∣∣∣∣∣∫
R6
ϕ(|x − y|) f (t, y, v∗)(v∗ − v)dydv∗ −
∫
R6
ϕ(|z − y|) f (t, y, v∗)(v∗ − w)dydv∗
∣∣∣∣∣
≤CR(t)| f (t)|L1 |x − z|+C| f (t)|L1 |v − w|
≤C| f (t)|L1(1 + R(t))ε
and
|∇v jε|L1≤ Cε ;
|H6|=
∣∣∣∣∣∫
R6
2〈ω 12∇x f 〉ε ·
[
∇v · ((u − v) ⊗ 〈ω 12∇x f 〉ε) − ∇v · 〈(u − v) ⊗ ω 12∇x f 〉ε
]
dxdv
∣∣∣∣∣
≤2
∣∣∣∣∣ ∫
R6
∫
R6
[
u(t, x) − v − (u(t, z) − w)] · ∇v jε(x − z, v − w)(
ω
1
2∇x f )(t, z,w)dzdw · 〈ω 12∇x f 〉εdxdv∣∣∣∣∣ + 6|∇x f (t)|2L2ω
≤C(1 + |∇u(t)|L∞)|∇x f (t)|2L2ω .
Using Lemma 2.1 (2) for f εi(t, x, v), we have
sup
0≤t≤T
| f εi(t)|H1ω≤ | f0|H1ωexp
(
C
∫ T
0
(1 + R(t) + |u(t)|L∞+|∇u(t)|L∞)dt
)
for all i ∈ N.
Combining with (2.27), we infer that there exists a subsequence, still denoted by
{ f εi(t, x, v)}, such that
(2.34) f εi(t, x, v) ⇀ f (t, x, v) weakly-? in L∞(0,T ; H1ω(R3 × R3)), as εi → 0.
It follows from (2.34) that
(2.35)
| f |L∞(0,T ;H1ω)≤ lim infεi→0 | f
εi |L∞(0,T ;H1ω)
≤| f0|H1ωexp
(
C
∫ T
0
(1 + R(t) + |u(t)|L∞+|∇u(t)|L∞)dt
)
≤C(T ).
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From the assumption u(t, x) ∈ C([0,T ]; D1 ∩ D2) ∩ L2(0,T ; D2,q), we know that
there also exists C(T ) such that
(2.36) sup
0≤t≤T
|u(t)|D1∩D2+
∫ T
0
|u(t)|2D2,qdt ≤ C(T ).
Substituting these estimates for Hi (1 ≤ i ≤ 6) into (2.33) and integrating the
resulting inequality over [t1, t2], ∀t1, t2 ∈ [0,T ], we obtain by (2.35) and (2.36) that∣∣∣∣|〈ω 12∇x f (t2)〉ε|2L2−|〈 12∇x f (t1)〉ε|2L2 ∣∣∣∣ ≤C(T ) ∫ t2
t1
(1 + |∇u(t)|L∞)dt
≤C(T )(|t2 − t1|+|t2 − t1| 12 ), ∀t1, t2 ∈ [0,T ],
Letting ε→ 0 yields
(2.37)
∣∣∣∣|∇x f (t2)|2L2ω−|∇x f (t1)|2L2ω ∣∣∣∣ ≤ C(T )(|t2 − t1|+|t2 − t1| 12 ), ∀t1, t2 ∈ [0,T ].
Combining (2.30) and (2.37), we know
∇x f ∈ C([0,T ]; L2ω).
Similarly, we can prove ∇v f ∈ C([0,T ]; L2ω). Together with (2.27), it is shown that
f (t, x, v) ∈ C([0,T ]; H1ω), and thus it is a strong solution to (2.1).
Assume f˜ is a strong solution to (2.1) with u and f0 replaced by u˜ and f˜0,
respectively. Similarly as the proof in Lemma 2.1 (3), one can demonstrate that
(2.38)
sup
0≤t≤T
| f (t) − f˜ (t)|L2ω≤
(
| f0 − f˜0|L2ω+ sup
0≤t≤T
|u(t) − u˜(t)|D1∩D2
∫ T
0
C|∇v f˜ (t)|L2ωdt
)
× exp
(∫ T
0
C(1 + |u(t)|D1∩D2+R(t)| f˜ (t)|H1ω)dt
)
,
which also implies uniqueness of the strong solution. Similarly as (2.35), we infer
by using the uniqueness and continuity of f (t) in H1ω that
| f (t)|H1ω≤ | f0|H1ωexp
(
C
∫ t
0
(1 + R(τ) + |u(τ)|L∞+|∇u(τ)|L∞)dτ
)
, 0 ≤ t ≤ T.
This completes the proof. 
3. Local Existence of Strong Solutions to the Coupled System
In this section, we prove the local existence of strong solutions to the coupled
system (1.1). Our strategy is as follows. We first linearize the system and construct
the approximate solutions by iteration; then we derive the uniform bound on the
approximate solutions in a higher order norm for the short time; last we prove
that the approximate solution sequence is the Cauchy sequence in a lower order
norm, and further show that the limit is the desired local strong solution. Based on
our analysis in Section 2, we present the existence result for the linearized system
without proof. The reader can refer to [7][8] for details related to the linearized
compressible Navier–Stokes equation.
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Proposition 3.1. Assume uˆ(t, x) ∈ C([0,T ]; D1 ∩ D2(R3)) ∩ L2(0,T ; D2,q(R3)),
3 < q ≤ 6, and uˆt(t, x) ∈ L2(0,T ; D1(R3)). Under the initial conditions in Theorem
1.1, the following linearized system
(3.1)

ft + v · ∇x f + ∇v · (L[ f ] f + (uˆ − v) f ) = 0,
ρt + ∇ · (ρuˆ) = 0,
(ρu)t + ∇ · (ρuˆ ⊗ u) + ∇P = µ∆u + (µ + λ)∇∇ · u +
∫
R3
f (v − u)dv,
admits a unique strong solution ( f (t, x, v), ρ(t, x),u(t, x)), satisfying
f (t, x, v) ∈ C([0,T ]; H1ω(R3 × R3)),
ρ(t, x) ∈ C([0,T ]; H1 ∩W1,q(R3)),
u(t, x) ∈ C([0,T ]; D1 ∩ D2(R3)) ∩ L2(0,T ; D2,q(R3)),
ρt(t, x) ∈ C([0,T ]; L2 ∩ Lq(R3)), ut(t, x) ∈ L2(0,T ; D1(R3)),
ρ
1
2ut(t, x) ∈ L∞(0,T ; L2(R3)).
Next we use Proposition 3.1 to finish the proof of Theorem 1.1.
Proof of Theorem 1.1. We first construct the approximate solutions by iteration.
Given un(t, x) ∈ C([0,T ]; D1 ∩ D2(R3)) ∩ L2(0,T ; D2,q(R3)), 3 < q ≤ 6, and
unt (t, x) ∈ L2(0,T ; D1(R3)), with un|t=0= u0 in D1 ∩ D2(R3), ( f n+1, ρn+1,un+1) is
determined by
(3.2)

f n+1t + v · ∇x f n+1 + ∇v · (L[ f n+1] f n+1 + (un − v) f n+1) = 0,
ρn+1t + ∇ · (ρn+1un) = 0,
(ρn+1un+1)t + ∇ · (ρn+1un ⊗ un+1) + ∇P(ρn+1) = µ∆un+1
+(µ + λ)∇∇ · un+1 +
∫
R3
f n+1(v − un+1)dv,
subject to the initial data
f n+1|t=0= f0, ρn+1|t=0= ρ0, un+1|t=0= u0.
Using Proposition 3.1, we know ( f n+1, ρn+1,un+1) is well-defined. In the iteration
procedure, u0 is set by
(3.3)
u0t = ∆u0,u0|t=0= u0 ∈ D1 ∩ D2.
It is easy to see
u0 ∈ C([0,T ]; D1 ∩ D2) ∩ L2(0,T ; D2,q) and u0t ∈ L2(0,T ; D1).
Moreover, it holds that
sup
0≤t≤T
|u0(t)|2D1∩D2+
∫ T
0
(|u0t (t)|2D1+|u0(t)|2D2,q)dt ≤ C|u0|2D1∩D2 .
Uniform Bound in a Higher Order Norm
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Define
C0 := | f0|H1ω+|ρ0|H1∩W1,q+|u0|D1∩D2+|g|L2+1.
Suppose that there exists T∗ ∈ (0,T ] such that
(3.4) sup
0≤t≤T∗
(|un(t)|D1+β−1|un(t)|D2)+∫ T∗
0
(|unt (t)|2D1+|un(t)|2D2,q)dt ≤ C1, n ∈ N,
where β and C1 are to be determined later. Next we prove by induction that (3.4)
holds for all n ∈ N.
Multiplying (3.2)2 by r(ρn+1)r−1, 2 ≤ r ≤ 6, we have
(3.5)
∂
∂t
(ρn+1)r + ∇ · [(ρn+1)ru] = −(r − 1)(ρn+1)r∇ · un.
Integrating (3.5) over R3 gives
(3.6)
d
dt
|ρn+1(t)|rLr≤ C(r)|∇un(t)|L∞ |ρn+1(t)|rLr .
Applying ∇ to (3.2)2 leads to
(3.7) (∇ρn+1)t + ∇un · ∇ρn+1 + un · ∇∇ρn+1 + ∇ρn+1∇ · un + ρn+1∇∇ · un = 0.
Multiplying (3.7) by r|∇ρn+1|r−2∇ρn+1, we obtain
(3.8)
(|∇ρn+1|r)t + ∇ · (|∇ρn+1|run) = −r|∇ρn+1|r−2∇ρn+1 · ∇un · ∇ρn+1
−(r − 1)|∇ρn+1|r∇ · un − rρn+1|∇ρn+1|r−2∇ρn+1 · ∇∇ · un.
Integrating (3.8) over R3 gives rise to
(3.9)
d
dt
|∇ρn+1(t)|rLr≤C(r)|∇un(t)|L∞ |∇ρn+1(t)|rLr +C(r)|ρn+1(t)|Lp |∇ρn+1(t)|r−1Lr |∇2un(t)|Lq
≤C(r)|∇un(t)|L∞ |∇ρn+1(t)|rLr +C(r)|ρn+1(t)|W1,r |∇ρn+1(t)|r−1Lr |∇2un(t)|Lq ,
where p, q and r satisfy
1
p
+
r − 1
r
+
1
q
= 1,
and we have used the Sobolev inequality
|ρn+1(t)|Lp≤ C|ρn+1(t)|W1,r .
Combining (3.6) and (3.9), we deduce that
(3.10)
d
dt
|ρn+1(t)|W1,r≤C(r)|∇un(t)|L∞ |ρn+1(t)|W1,r +C(r)|∇2un(t)|Lq |∇ρn+1(t)|W1,r
≤C(r)|∇un(t)|W1,q |ρn+1(t)|W1,r .
Solving the above Gronwall inequality gives
(3.11) |ρn+1(t)|W1,r≤ |ρ0|W1,r exp
(∫ t
0
C(r)|∇un(τ)|W1,qdτ
)
, 0 ≤ t ≤ T.
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It is easy to see that
(3.12)
|ρn+1t (t)|L2∩Lq≤|un(t)|L∞ |∇ρn+1(t)|L2∩Lq+|ρn+1(t)|L∞ |∇un(t)|L2∩Lq
≤C|un(t)|D1∩D2 |∇ρn+1(t)|L2∩Lq+C|ρn+1(t)|W1,q |∇un(t)|H1
≤C(|∇ρn+1(t)|L2∩Lq+|ρn+1(t)|W1,q)|∇un(t)|H1 .
Using the induction hypothesis (3.4) and taking T1 := T1(q,C1) suitably small, we
infer from (3.11), (3.12) and Proposition 2.1 (1)-(2) that
(3.13)
sup
0≤t≤T1
|ρn+1(t)|H1∩W1,q≤ C|ρ0|H1∩W1,q≤ CC0,
sup
0≤t≤T1
|ρn+1t (t)|L2∩Lq≤ C(1 + β)C0C1,
sup
0≤t≤T1
| f n+1(t)|H1ω≤ C| f0|H1ω≤ CC0.
Differentiating (3.2)3 with respect to t, we deduce that
(3.14)(
ρn+1un+1t
)
t +
(
ρn+1un · ∇un+1)t + (∇P(ρn+1))t = µ∆un+1t + (µ + λ)∇∇ · un+1t
+
( ∫
R3
f n+1(v − un+1)dv
)
t
, inD′((0,T ) × R3 × R3).
Take un+1t as the test function. It follows from (3.14) that
(3.15)
1
2
d
dt
∣∣∣∣∣ √ρn+1un+1t ∣∣∣∣∣2
L2
+ µ
∣∣∣∇un+1t ∣∣∣2L2 + (µ + λ) ∣∣∣∇ · un+1t ∣∣∣2L2
= −
∫
R3
2ρn+1un · ∇un+1t · un+1t dx −
∫
R3
ρn+1t u
n · ∇un+1 · un+1t dx
−
∫
R3
ρn+1unt · ∇un+1 · un+1t dx −
∫
R3
(∇P(ρn+1))t · un+1t dx
+
∫
R3
( ∫
R3
f n+1(v − un+1)dv
)
t
· un+1t dx
=:
5∑
i=1
Ji.
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We estimate each Ji (1 ≤ i ≤ 5) as follows.
|J1|=
∣∣∣∣∣∫
R3
2ρn+1un · ∇un+1t · un+1t dx
∣∣∣∣∣
≤2|ρn+1| 12L∞ |un|L∞
∣∣∣∣∣ √ρn+1un+1t ∣∣∣∣∣
L2
∣∣∣∇un+1t ∣∣∣L2
≤ µ
14
∣∣∣∇un+1t ∣∣∣2L2 + C|ρn+1|L∞ |un|2L∞ ∣∣∣∣∣ √ρn+1un+1t ∣∣∣∣∣2L2 ;
|J2|=
∣∣∣∣∣∫
R3
ρn+1t u
n · ∇un+1 · un+1t dx
∣∣∣∣∣
≤|un|L∞ |ρn+1t |L3
∣∣∣∇un+1∣∣∣L2 ∣∣∣∇un+1t ∣∣∣L2
≤ µ
14
∣∣∣∇un+1t ∣∣∣2L2 + C|un|2L∞ |ρn+1t |2L3 ∣∣∣∇un+1∣∣∣2L2 ;
|J3|=
∣∣∣∣∣∫
R3
ρn+1unt · ∇un+1 · un+1t dx
∣∣∣∣∣
≤|ρn+1| 34L∞ |unt |L6
∣∣∣∇un+1∣∣∣L2 ∣∣∣∣∣ √ρn+1un+1t ∣∣∣∣∣ 12L2 ∣∣∣∇un+1t ∣∣∣ 12L2
≤ µ
14
∣∣∣∇un+1t ∣∣∣2L2 + η|∇unt |2L2 ∣∣∣∇un+1∣∣∣2L2 + C(η)|ρn+1|3L∞ ∣∣∣∣∣ √ρn+1un+1t ∣∣∣∣∣2L2 ;
|J4|=
∣∣∣∣∣∫
R3
(∇P(ρn+1))t · un+1t dx∣∣∣∣∣
≤|(P(ρn+1))t|L2 ∣∣∣∇un+1t ∣∣∣L2
≤ µ
14
∣∣∣∇un+1t ∣∣∣2L2 + C(P′)|ρn+1t |2L2 ;
J5 =
∫
R3
∫
R3
f n+1t
(
v − un+1)dv · un+1t dx − ∫
R3
∫
R3
f n+1dv
∣∣∣un+1t ∣∣∣2dx
≤
∫
R3
∫
R3
f n+1v ⊗ vdv : ∇un+1t dx −
∫
R3
∫
R3
f n+1vdv · ∇(un+1 · un+1t )dx
+
∫
R3
∫
R3
(
L[ f n+1] f n+1 + (un − v) f n+1)dv · un+1t dx
≤
∣∣∣∣∣∫
R3
f n+1v2dv
∣∣∣∣∣
L2
∣∣∣∇un+1t ∣∣∣L2 + 2 ∣∣∣∣∣∫
R3
f n+1vdv
∣∣∣∣∣
L3
∣∣∣∇un+1∣∣∣L2 ∣∣∣∇un+1t ∣∣∣L2
+ C
∣∣∣∣ f n+1(1 + v2) 12 ∣∣∣∣
L1
∣∣∣∣∣∫
R3
f n+1(1 + v2)
1
2 dv
∣∣∣∣∣
L
6
5
∣∣∣∇un+1t ∣∣∣L2
+ |un|L∞
∣∣∣∣∣∫
R3
f n+1dv
∣∣∣∣∣
L
6
5
∣∣∣∇un+1t ∣∣∣L2 + ∣∣∣∣∣∫
R3
f n+1vdv
∣∣∣∣∣
L
6
5
∣∣∣∇un+1t ∣∣∣L2
≤ µ
14
∣∣∣∇un+1t ∣∣∣2L2 + C| f n+1|2H1ω ∣∣∣∇un+1∣∣∣2L2 + C(1 + |un|2L∞)| f n+1|2L2ω+C| f n+1|4L2ω ,
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In the estimate of J5, we have used the following inequalities.∣∣∣∣∣∫
R3
f n+1v2dv
∣∣∣∣∣
L2
=
∣∣∣∣∣∫
R3
f n+1v2(1 + v2)
α
4 (1 + v2)−
α
4 dv
∣∣∣∣∣
L2
≤ ∣∣∣(1 + v2)− α4 ∣∣∣L2 ∣∣∣ f n+1v2(1 + v2) α4 ∣∣∣L2
≤C| f n+1|L2ω ;∣∣∣∣ f n+1(1 + v2) 12 ∣∣∣∣
L1
=
∣∣∣∣∣∫
R3
∫
R3
f n+1(1 + v2)
1
2 (1 + x2 + v2)
α
2 (1 + x2 + v2)−
α
2 dxdv
∣∣∣∣∣
≤ ∣∣∣(1 + x2 + v2)− α2 ∣∣∣L2 | f n+1|L2ω
≤C| f n+1|L2ω ;∣∣∣∣∣∫
R3
f n+1vdv
∣∣∣∣∣
L3
=
∣∣∣∣∣∫
R3
f n+1vdv
∣∣∣∣∣ 15
L1
∣∣∣∣∣∫
R3
f n+1vdv
∣∣∣∣∣ 45
L6
≤1
5
∣∣∣∣∣∫
R3
f n+1vdv
∣∣∣∣∣
L1
+
4
5
∣∣∣∣∣∫
R3
|∇ f n+1||v|dv
∣∣∣∣∣
L2
≤C| f n+1|H1ω ;∣∣∣∣∣∫
R3
f n+1(1 + v2)
1
2 dv
∣∣∣∣∣
L
6
5
≤
∣∣∣∣∣∫
R3
f n+1(1 + v2)
1
2 dv
∣∣∣∣∣ 23
L1
∣∣∣∣∣∫
R3
f n+1(1 + v2)
1
2 dv
∣∣∣∣∣ 13
L2
≤2
3
∣∣∣∣∣∫
R3
f n+1(1 + v2)
1
2 dv
∣∣∣∣∣
L1
+
1
3
∣∣∣∣∣∫
R3
f n+1(1 + v2)
1
2 dv
∣∣∣∣∣
L2
≤C| f n+1|L2ω .
Substituting the estimates on Ji (1 ≤ i ≤ 5) into (3.15), we obtain
(3.16)
1
2
d
dt
∣∣∣∣∣ √ρn+1un+1t ∣∣∣∣∣2
L2
+
9
14
µ
∣∣∣∇un+1t ∣∣∣2L2
≤
(
C|ρn+1|L∞ |un|2L∞+C(η)|ρn+1|3L∞
) ∣∣∣∣∣ √ρn+1un+1t ∣∣∣∣∣2
L2
+
(
η|∇unt |2L2+C|un|2L∞ |ρn+1t |2L3+C| f n+1|2H1ω
) ∣∣∣∇un+1∣∣∣2L2
+ C(P′)|ρn+1t |2L2+C
(
1 + |un|2L∞
)| f n+1|2L2ω+C| f n+1|4L2ω .
Multiplying (3.2)3 by un+1t , and integrating the resulting equation over R3 lead to
(3.17)
d
dt
(
µ
2
∣∣∣∇un+1∣∣∣2L2 + µ + λ2 ∣∣∣∇ · un+1∣∣∣2L2
)
+
∣∣∣∣∣ √ρn+1un+1t ∣∣∣∣∣2
L2
= −
∫
R3
ρn+1un · ∇un+1 · un+1t dx −
∫
R3
∇P(ρn+1) · un+1t dx
+
∫
R3
∫
R3
f n+1(v − un+1)dv · un+1t dx
=:
3∑
i=1
Ki.
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We estimate each Ki (1 ≤ i ≤ 3) as follows.
|K1|=
∣∣∣∣∣∫
R3
ρn+1un · ∇un+1 · un+1t dx
∣∣∣∣∣
≤|ρn+1| 12L∞
∣∣∣∣∣ √ρn+1un+1t ∣∣∣∣∣
L2
∣∣∣∇un+1∣∣∣L2 |un|L∞
≤1
2
∣∣∣∣∣ √ρn+1un+1t ∣∣∣∣∣2
L2
+ C|ρn+1|L∞ |un|2L∞
∣∣∣∇un+1∣∣∣2L2 ;
|K2|=
∣∣∣∣∣∫
R3
∇P(ρn+1) · un+1t dx
∣∣∣∣∣
≤|P(ρn+1)|2
∣∣∣∇un+1t ∣∣∣L2
≤ µ
14
∣∣∣∇un+1t ∣∣∣2L2 + C(P′)|ρn+1|2L2 ;
|K3|=
∣∣∣∣∣∫
R3
∫
R3
f n+1(v − un+1)dv · un+1t dx
∣∣∣∣∣
≤
∣∣∣∣∣∫
R3
f n+1vdv
∣∣∣∣∣
L
6
5
∣∣∣∇un+1t ∣∣∣L2 + ∣∣∣∣∣∫
R3
f n+1dv
∣∣∣∣∣
L
3
2
∣∣∣∇un+1∣∣∣L2 ∣∣∣∇un+1t ∣∣∣L2
≤ µ
14
∣∣∣∇un+1t ∣∣∣2L2 + C| f n+1|2L2ω ∣∣∣∇un+1∣∣∣2L2 + C| f n+1|2L2ω .
Here in the estimate of K3, we have used the inequality
∣∣∣∣∣∫
R3
f n+1vdv
∣∣∣∣∣
L
3
2
≤
∣∣∣∣∣∫
R3
f n+1(1 + v2)
1
2 dv
∣∣∣∣∣ 13
L1
∣∣∣∣∣∫
R3
f n+1(1 + v2)
1
2 dv
∣∣∣∣∣ 23
L2
≤1
3
∣∣∣∣∣∫
R3
f n+1(1 + v2)
1
2 dv
∣∣∣∣∣
L1
+
2
3
∣∣∣∣∣∫
R3
f n+1(1 + v2)
1
2 dv
∣∣∣∣∣
L2
≤C| f n+1|L2ω .
Substituting these estimates into (3.17), we arrive at
(3.18)
d
dt
(
µ
2
∣∣∣∇un+1∣∣∣2L2 + µ + λ2 ∣∣∣∇ · un+1∣∣∣2L2
)
+
1
2
∣∣∣∣∣ √ρn+1un+1t ∣∣∣∣∣2
L2
≤
(
C|ρn+1|L∞ |un|2L∞+C| f n+1|2L2ω
) ∣∣∣∇un+1∣∣∣2L2 + µ7 ∣∣∣∇un+1t ∣∣∣2L2
+ C(P′)|ρn+1|2L2+C| f n+1|2L2ω .
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Combining (3.16) with (3.18), we deduce that
(3.19)
d
dt
(
1
2
∣∣∣∣∣ √ρn+1un+1t ∣∣∣∣∣2
L2
+
µ
2
∣∣∣∇un+1∣∣∣2L2 + µ + λ2 ∣∣∣∇ · un+1∣∣∣2L2
)
+
µ
2
∣∣∣∇un+1t ∣∣∣2L2
≤
(
C|ρn+1|L∞ |un|2L∞+C(η)|ρn+1|3L∞
) ∣∣∣∣∣ √ρn+1un+1t ∣∣∣∣∣2
L2
+
(
η|∇unt |2L2+C|un|2L∞ |ρn+1t |2L3+C| f n+1|2H1ω+C|ρ
n+1|L∞ |un|2L∞+C| f n+1|2L2ω
) ∣∣∣∇un+1∣∣∣2L2
+ C(P′)|ρn+1t |2L2+C(P′)|ρn+1|2L2+C
(
1 + |un|2L∞
)| f n+1|2L2ω+C| f n+1|4L2ω .
By the compatibility condition, we infer that
lim sup
t→0
∣∣∣∣∣ √ρn+1un+1t (t)∣∣∣∣∣
L2
≤ |g|L2+|ρ0|
1
2
L∞ |u0|L∞ |∇u0|L2≤ CC
5
2
0 .
Take η and then T2 := T2(η, β,C0,C1) suitably small. We obtain by solving the
Gronwall inequality (3.19) that
(3.20) sup
0≤t≤T2
(∣∣∣∣∣ √ρn+1un+1t (t)∣∣∣∣∣2
L2
+
∣∣∣∇un+1(t)∣∣∣2L2) + ∫ T2
0
∣∣∣∇un+1t (t)∣∣∣2L2 dt ≤ CC50.
Using the elliptic estimate, we have
(3.21)
|un+1|D2≤C
(
|ρn+1un+1t |L2+|ρn+1un · ∇un+1|L2
+ |∇P(ρn+1)|L2+
∣∣∣∣∣∫
R3
f n+1(v − un+1)dv
∣∣∣∣∣
L2
)
≤C|ρn+1| 12L∞
∣∣∣∣∣ √ρn+1un+1t ∣∣∣∣∣
L2
+ C|ρn+1|L∞ |un|L∞
∣∣∣∇un+1∣∣∣L2
+ C(P′)|∇ρn+1|L2+C| f n+1|L2ω+C| f n+1|H1ω
∣∣∣∇un+1∣∣∣L2
≤CC 720 + CCγ0 + Cβ
1
2 C
7
2
0 C1
≤Cβ 12 Cγ+ 720 C1;
(3.22)
|un+1|D2,6≤C
(
|ρn+1un+1t |L6+|ρn+1un · ∇un+1|L6
+ |∇P(ρn+1)|L6+
∣∣∣∣∣∫
R3
f n+1(v − un+1)dv
∣∣∣∣∣
L6
)
≤C|ρn+1|L∞
∣∣∣∇un+1t ∣∣∣L2 + C|ρn+1|L∞ |un|L∞ ∣∣∣∇un+1∣∣∣H1
+ C(P′)|∇ρn+1|L6+C|∇x f n+1|L2ω+C|∇x f n+1|L2ω |un+1|L∞
≤C|ρn+1|L∞
∣∣∣∇un+1t ∣∣∣L2 + C|ρn+1|L∞ |un|D1∩D2 ∣∣∣∇un+1∣∣∣H1
+ C(P′)|∇ρn+1|L6+C|∇x f n+1|L2ω+C|∇x f n+1|L2ω |un+1|D1∩D2 .
By interpolation, we know
|un+1|2D2,q≤ C
(|un+1|2D2+|un+1|2D2,6), 3 < q ≤ 6.
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Take T3 := T3(β,C0,C1) suitably small and T3 ≤ T2. We deduce by using (3.20)
that
(3.23)
∫ T3
0
|un+1t (t)|2D2,qdt ≤ sup
0≤t≤T3
|ρn+1(t)|2L∞
∫ T3
0
∣∣∣∇un+1t (t)∣∣∣2L2 dt + CC70
≤CC70.
Set
T∗ := min{T1,T2,T3}, β := CC2γ+70 , C1 := CC70.
Combining (3.20), (3.21) and (3.23), we obtain
(3.24) sup
0≤t≤T∗
(|un+1(t)|D1+β−1|un+1(t)|D2)+∫ T∗
0
(|un+1t (t)|2D1+|un+1(t)|2D2,q)dt ≤ C1.
It is apparent that u0 satisfy the induction assumption (3.4). Thus, by induction,
we conclude that (3.24) holds for all n ∈ N.
Convergence in a Lower Order Norm
Define
f
n+1
:= f n+1 − f n, ρn+1 := ρn+1 − ρn,
un+1 := un+1 − un, Pn+1 := P(ρn+1) − P(ρn).
It follows from (3.2)3 that
(3.25)
ρn+1un+1t + ρ
n+1un · ∇un+1 + ∇Pn+1
=µ∆un+1 + (µ + λ)∇∇ · un+1 −
∫
R3
f n+1un+1dv
− ρn+1unt −
(
ρn+1un + ρn+1un−1
) · ∇un + ∫
R3
f
n+1
(v − un)dv
Multiplying (3.25) by un+1, and integrating the resulting equation over R3 lead to
(3.26)
1
2
d
dt
∣∣∣∣∣ √ρn+1un+1∣∣∣∣∣2
L2
+ µ
∣∣∣∇un+1∣∣∣2L2 + (µ + λ) ∣∣∣∇ · un+1∣∣∣2L2
= −
∫
R3
∇Pn+1 · un+1dx −
∫
R3
∫
R3
f n+1dv|un+1|2dx
−
∫
R3
ρn+1unt · un+1dx −
∫
R3
ρn+1un · ∇un · un+1dx
−
∫
R3
ρn+1un−1 · ∇un · un+1dx +
∫
R3
∫
R3
f
n+1
(v − un)dv · un+1dx
=:
6∑
i=1
Mi.
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We estimate each Mi (1 ≤ i ≤ 6) as follows.
|M1|=
∣∣∣∣∣∫
R3
∇Pn+1 · un+1dx
∣∣∣∣∣
≤
∣∣∣∣Pn+1∣∣∣∣
L2
∣∣∣∇un+1∣∣∣L2 ≤ µ8 ∣∣∣∇un+1∣∣∣2L2 + C(P′) ∣∣∣ρn+1∣∣∣2L2 ;
M2 = −
∫
R3
∫
R3
f n+1dv|un+1|2dx ≤ 0;
|M3|=
∣∣∣∣∣∫
R3
ρn+1unt · un+1dx
∣∣∣∣∣
≤ ∣∣∣ρn+1∣∣∣
L
3
2
|∇unt |L2
∣∣∣∇un+1∣∣∣L2
≤µ
8
∣∣∣∇un+1∣∣∣2L2 + C|∇unt |2L2 ∣∣∣ρn+1∣∣∣2L 32 ;
|M4|=
∣∣∣∣∣∫
R3
ρn+1un · ∇un · un+1dx
∣∣∣∣∣
≤|ρn+1| 12L∞
∣∣∣∣∣ √ρn+1un+1∣∣∣∣∣
L2
∣∣∣∇un∣∣∣L2 |∇un|L3
≤ε ∣∣∣∇un∣∣∣2L2 + C(ε)|ρn+1|L∞ |∇un|2L3 ∣∣∣∣∣ √ρn+1un+1∣∣∣∣∣2L2 ;
|M5|=
∣∣∣∣∣∫
R3
ρn+1un−1 · ∇un · un+1dx
∣∣∣∣∣
≤ ∣∣∣ρn+1∣∣∣L2 |un−1|L∞ |∇un|L3 ∣∣∣∇un+1∣∣∣L2
≤µ
8
∣∣∣∇un+1∣∣∣2L2 + C|un−1|2L∞ |∇un|2L3 ∣∣∣ρn+1∣∣∣2L2 ;
|M6|=
∣∣∣∣∣∫
R3
∫
R3
f
n+1
(v − un)dv · un+1dx
∣∣∣∣∣
≤µ
8
∣∣∣∇un+1∣∣∣2L2 + C ∣∣∣∣∣∫
R3
f
n+1
vdv
∣∣∣∣∣2
L
6
5
+ C|un|2L∞
∣∣∣∣∣∫
R3
f
n+1
dv
∣∣∣∣∣2
L
6
5
≤µ
8
∣∣∣∇un+1∣∣∣2L2 + C(1 + |un|2L∞)
∣∣∣∣∣∣ f n+1 (1 + v2) 1+β2
∣∣∣∣∣∣2
L
6
5
.
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In the estimate of M6, we have used the following inequality∣∣∣∣∣∫
R3
∣∣∣ f n+1∣∣∣(1 + v2) 12 dv∣∣∣∣∣
L
6
5
≤
(∫
R3
[∣∣∣ f n+1∣∣∣ (1 + v2) 1+β2 ] 65 dvdx) 56 (∫
R3
(1 + v2)−3βdv
) 1
6
≤C
∣∣∣∣∣∣ f n+1 (1 + v2) 1+β2
∣∣∣∣∣∣
L
6
5
, β >
1
2
.
Define
Λ(v) :=
(
1 + v2
) 1+β
2 , β >
1
2
.
Substituting these estimates into (3.26), we obtain
(3.27)
d
dt
∣∣∣∣∣ √ρn+1un+1∣∣∣∣∣2
L2
+ µ
∣∣∣∇un+1∣∣∣2L2
≤C(ε)|ρn+1|L∞ |∇un|2L3
∣∣∣∣∣ √ρn+1un+1∣∣∣∣∣2
L2
+
(
C(P′) + C|un−1|2L∞ |∇un|2L3
) ∣∣∣ρn+1∣∣∣2L2
+ C|∇unt |2L2
∣∣∣ρn+1∣∣∣2
L
3
2
+ C
(
1 + |un|2L∞
) ∣∣∣∣ f n+1Λ∣∣∣∣2
L
6
5
+ ε
∣∣∣∇un∣∣∣2L2 .
It follows from (3.2)2 that
(3.28) ρn+1t + u
n · ∇ρn+1 + ρn+1∇ · un + un · ∇ρn + ρn∇ · un = 0.
Multiplying (3.28) by 2ρn+1, and integrating the resulting equation over R3, we
obtain
(3.29)
d
dt
∣∣∣ρn+1∣∣∣2L2 = ∫
R3
∣∣∣ρn+1∣∣∣2 ∇ · undx + ∫
R3
2ρn+1un · ∇ρndx +
∫
R3
2ρn+1ρn∇ · undx
≤(|∇un|L∞+C(ε)|∇ρn|2L3+C(ε)|ρn|2L∞) ∣∣∣ρn+1∣∣∣2L2 + ε ∣∣∣∇un∣∣∣2L2 .
Multiplying (3.28) by 32
∣∣∣ρn+1∣∣∣ 12 sgnρn+1 gives
(3.30)
( ∣∣∣ρn+1∣∣∣ 32 )
t
+ ∇ ·
( ∣∣∣ρn+1∣∣∣ 32 un) + 1
2
∣∣∣ρn+1∣∣∣ 32 ∇ · un
+
3
2
∣∣∣ρn+1∣∣∣ 12 sgnρn+1un · ∇ρn + 3
2
∣∣∣ρn+1∣∣∣ 12 sgnρn+1ρn∇ · un = 0.
Integrating (3.30) over R3 leads to
(3.31)
d
dt
∣∣∣ρn+1∣∣∣ 32
L
3
2
≤ |∇un|L∞
∣∣∣ρn+1∣∣∣ 32
L
3
2
+ C
∣∣∣ρn+1∣∣∣ 12
L
3
2
∣∣∣∇un∣∣∣L2 |∇ρn|L2
We deduce from (3.31) that
(3.32)
d
dt
∣∣∣ρn+1∣∣∣2
L
3
2
≤ (2|∇un|L∞+C(ε)|∇ρn|2L2) ∣∣∣ρn+1∣∣∣2L 32 + ε ∣∣∣∇un∣∣∣2L2 .
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It follows from (3.2)1 that
(3.33)
(
f
n+1)
t + v · ∇x f
n+1
+ ∇v · [L[ f n+1] f n+1 + (un − v) f n+1]
+∇v · [L[ f n+1] f n + f nun] = 0.
Recall that Λ(v) =
(
1 + v2
) 1+β
2 , β > 12 . Multiplying (3.33) by Λ(v), we deduce that
(3.34)
(
f
n+1
Λ
)
t + v · ∇x
(
f
n+1
Λ
)
+ ∇v · [L[ f n+1] f n+1Λ + (un − v) f n+1Λ]
=L[ f n+1] · ∇vΛ f n+1 + (un − v) · ∇vΛ f n+1
−
(
∇v · L[ f n+1] f n + L[ f n+1] · ∇v f n
)
Λ − un · ∇v f nΛ.
Multiplying (3.34) by 65
∣∣∣∣ f n+1Λ∣∣∣∣ 15 sgn f n+1 leads to
(3.35)
∂
∂t
∣∣∣∣ f n+1Λ∣∣∣∣ 65 + v · ∇x ∣∣∣∣ f n+1Λ∣∣∣∣ 65 + ∇v · [L[ f n+1] ∣∣∣∣ f n+1Λ∣∣∣∣ 65 + (un − v) ∣∣∣∣ f n+1Λ∣∣∣∣ 65 ]
= − 1
5
∇ · L[ f n+1]
∣∣∣∣ f n+1Λ∣∣∣∣ 65 + 35 ∣∣∣∣ f n+1Λ∣∣∣∣ 65
+
6
5
∣∣∣∣ f n+1Λ∣∣∣∣ 15 L[ f n+1] · ∇vΛ ∣∣∣∣ f n+1∣∣∣∣ + 65 ∣∣∣∣ f n+1Λ∣∣∣∣ 15 (un − v) · ∇vΛ ∣∣∣∣ f n+1∣∣∣∣
− 6
5
∣∣∣∣ f n+1Λ∣∣∣∣ 15 sgn f n+1(∇v · L[ f n+1] f n + L[ f n+1] · ∇v f n)Λ
− 6
5
∣∣∣∣ f n+1Λ∣∣∣∣ 15 sgn f n+1un · ∇v f nΛ.
Integrating (3.35) over R3 × R3 gives
(3.36)
d
dt
∣∣∣∣ f n+1Λ∣∣∣∣ 65
L
6
5
=
∫
R3
∫
R3
(
− 1
5
∇ · L[ f n+1]
∣∣∣∣ f n+1Λ∣∣∣∣ 65 + 35 ∣∣∣∣ f n+1Λ∣∣∣∣ 65
)
dxdv
+
∫
R3
∫
R3
(6
5
∣∣∣∣ f n+1Λ∣∣∣∣ 15 L[ f n+1] · ∇vΛ ∣∣∣∣ f n+1∣∣∣∣ + 65 ∣∣∣∣ f n+1Λ∣∣∣∣ 15 (un − v) · ∇vΛ ∣∣∣∣ f n+1∣∣∣∣
)
dxdv
−
∫
R3
∫
R3
6
5
∣∣∣∣ f n+1Λ∣∣∣∣ 15 sgn f n+1(∇v · L[ f n+1] f n + L[ f n+1] · ∇v f n)Λdxdv
−
∫
R3
∫
R3
6
5
∣∣∣∣ f n+1Λ∣∣∣∣ 15 sgn f n+1un · ∇v f nΛdxdv
=:
4∑
i=1
Ni.
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We estimate each Ni (1 ≤ i ≤ 4) as follows.
|N1|≤C| f n+1|L1
∣∣∣∣ f n+1Λ∣∣∣∣ 65
L
6
5
+ C
∣∣∣∣ f n+1Λ∣∣∣∣ 65
L
6
5
;
|N2|≤C| f n+1(1 + v2) 12 |L1
∣∣∣∣ f n+1Λ∣∣∣∣ 65
L
6
5
+ C|un|L∞
∣∣∣∣ f n+1Λ∣∣∣∣ 65
L
6
5
;
|N3|≤C
∣∣∣∣ f n+1Λ∣∣∣∣ 15
L
6
5
∣∣∣∣ f n+1∣∣∣∣
L1
| f nΛ|
L
6
5
+C
∣∣∣∣ f n+1Λ∣∣∣∣ 15
L
6
5
∣∣∣∣ f n+1(1 + v2) 12 ∣∣∣∣
L1
|(1 + v2) 12∇v f nΛ|
L
6
5
≤C
(
| f nΛ|
L
6
5
+|(1 + v2) 12∇v f nΛ|
L
6
5
) ∣∣∣∣ f n+1Λ∣∣∣∣ 15
L
6
5
∣∣∣∣ f n+1(1 + v2) 12 ∣∣∣∣
L1
≤C| f n|H1ω
∣∣∣∣ f n+1Λ∣∣∣∣ 15
L
6
5
∣∣∣∣ f n+1(1 + v2) 12 ∣∣∣∣
L1
;
|N4|≤C
∣∣∣∣ f n+1Λ∣∣∣∣ 15
L
6
5
∣∣∣∇un∣∣∣L2 |∇v f nΛ|L 32
≤C|∇v f n|L2ω
∣∣∣∣ f n+1Λ∣∣∣∣ 15
L
6
5
∣∣∣∇un∣∣∣L2 .
In the estimates of N3 and N4, we have used the following inequalities.
| f nΛ|
L
6
5
≤
( ∫
R3
∫
R3
| f n|2(1 + v2)1+β(1 + x2 + v2) 23αdxdv
) 1
2 |(1 + x2 + v2)− α3 |L3
≤C| f n|L2ω ;
|(1 + v2) 12∇v f nΛ|
L
6
5
≤
( ∫
R3
∫
R3
|∇v f n|2(1 + v2)2+β(1 + x2 + v2) 23αdxdv
) 1
2 |(1 + x2 + v2)− α3 |L3
≤C|∇v f n|L2ω ;
|∇v f nΛ|L 32 ≤
( ∫
R3
∫
R3
|∇v f n|2(1 + v2)1+β(1 + x2 + v2) α3 dxdv
) 1
2 |(1 + x2 + v2)− α6 |L6
≤C|∇v f n|L2ω .
Substituting these estimates into (3.36), we deduce that
(3.37)
d
dt
∣∣∣∣ f n+1Λ∣∣∣∣2
L
6
5
≤
(
C + C| f n+1(1 + v2) 12 |L1+C|un|L∞+C(ε)|∇v f n|2L2ω
) ∣∣∣∣ f n+1Λ∣∣∣∣2
L
6
5
+
(
C| f n|2L2ω+C|∇v f
n|2L2ω
) ∣∣∣∣ f n+1(1 + v2) 12 ∣∣∣∣2
L1
+ ε
∣∣∣∇un∣∣∣2L2 .
Similarly, we have
(3.38)
d
dt
∣∣∣∣ f n+1(1 + v2) 12 ∣∣∣∣2
L1
≤
(
C + C| f n+1(1 + v2) 12 |L1+C|un|L∞+C|∇v f n|L2ω
+ C(ε)|∇v f n|2L2ω
) ∣∣∣∣ f n+1(1 + v2) 12 ∣∣∣∣2
L1
+ ε
∣∣∣∇un∣∣∣2L2 .
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Define
Fn+1(t) :=
∣∣∣∣∣ √ρn+1un+1∣∣∣∣∣2
L2
+
∣∣∣ρn+1∣∣∣2L2 + ∣∣∣ρn+1∣∣∣2L 32 + ∣∣∣∣ f n+1Λ∣∣∣∣2L 65 + ∣∣∣∣ f n+1(1 + v2) 12 ∣∣∣∣2L1 .
Combining (3.27), (3.29), (3.32), (3.37) and (3.38) , we obtain
(3.39)
d
dt
Fn+1 + µ
∣∣∣∇un+1∣∣∣2L2
≤
(
C + C(P′) + C(ε)|ρn+1|L∞ |∇un|2L3+C|∇un|L∞+C|un|2L∞
+ C(ε)|∇ρn|2L2+C(ε)|∇ρn|2L3+C(ε)|ρn|2L∞+C| f n|2H1ω+C|∇u
n
t |2L2
)
Fn+1 + 5ε
∣∣∣∇un∣∣∣2L2 .
Solving the above Gronwall inequality in [0,T0] (0 < T0 ≤ T∗), we obtain
(3.40) sup
0≤t≤T0
Fn+1(t) + µ
∫ T0
0
∣∣∣∇un+1(t)∣∣∣2L2 dt ≤ A(ε,T0) ∫ T0
0
∣∣∣∇un(t)∣∣∣2L2 dt.
where A(ε,T0) is given by
A(ε,T0) := 5ε exp
(∫ T0
0
(
C(ε, β, P′,C0,C1) + C|∇un(t)|L∞+C|∇unt (t)|2L2
)
dt
)
.
We first choose ε sufficiently small such that
5ε exp
(∫ T0
0
C|∇unt (t)|2L2dt
)
≤ µ
4
,
and then take T0 suitably small, so that
exp
(∫ T0
0
(
C(ε, β, P′,C0,C1) + C|∇un(t)|L∞)dt) ≤ 2.
Thus, we have A(ε,T0) ≤ µ2 and
(3.41) sup
0≤t≤T0
Fn+1(t) + µ
∫ T0
0
∣∣∣∇un+1(t)∣∣∣2L2 dt ≤ µ2
∫ T0
0
∣∣∣∇un(t)∣∣∣2L2 dt.
Summing (3.41) for all n ∈ N gives
(3.42) sup
0≤t≤T0
∞∑
n=1
Fn(t) +
µ
2
∞∑
n=1
∫ T0
0
∣∣∣∇un(t)∣∣∣2L2 dt ≤ µ2
∫ T0
0
∣∣∣∇u0(t)∣∣∣2L2 dt.
We deduce from (3.42) that there exists ( f , ρ,u) such that
(3.43)
f n → f , in C([0,T0]; L1), as n→ ∞;
ρn → ρ, in C([0,T0]; L2), as n→ ∞;
un → u, in L2(0,T0; D1), as n→ ∞.
From (3.43), it is easy to show that ( f , ρ,u) veries (1.1) in the sense of distributions.
Continuity in Time
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By induction, we know (3.13) and (3.24) hold for all n ∈ N. Using uniqueness
of the weak limit, we deduce by (3.43) that
(3.44)
f n ⇀ f , weakly-? in L∞(0,T0; H1ω), as n→ ∞;
ρn ⇀ ρ, weakly-? in L∞(0,T0; H1 ∩W1,q), as n→ ∞;
ρnt ⇀ ρt, weakly-? in L
∞(0,T0; L2 ∩ Lq), as n→ ∞;
un ⇀ u, weakly-? in L∞(0,T0; D1 ∩ D2), as n→ ∞;
unt ⇀ ut, weakly in L
2(0,T0; D1), as n→ ∞;
un ⇀ u, weakly in L2(0,T0; D2,q), as n→ ∞.
It follows from (3.44) that
(3.45)
ρ ∈ C([0,T0]; L2 ∩ Lq) ∩C([0,T0]; H1 ∩W1,q −W),
u ∈ C([0,T0]; D1) ∩C([0,T0]; D2 −W),
ut ∈ L2(0,T0; D1), u ∈ L2(0,T0; D2,q).
Using the regularity of u, we can also demonstrate that
f ∈ C([0,T0]; H1ω)
by the same proof as in Proposition 2.1. Similarly as the proof of (3.10), we can
show that
(3.46)
d
dt
|ρ(t)|W1,r≤ C(r)|∇u(t)|W1,q |ρ(t)|W1,r .
For any t1, t2 ∈ [0,T0] (t1 ≤ t2), it follows from (3.46) that∣∣∣|ρ(t2)|W1,r−|ρ(t1)|W1,r ∣∣∣ ≤∫ t2
t1
C(r)|∇u(t)|W1,q |ρ(t)|W1,r dt
≤C(r,T0,C0,C1)|t2 − t1| 12 , 2 ≤ r ≤ 6.
This, together with the fact that ρ ∈ C([0,T0]; H1 ∩W1,q −W), implies that
ρ ∈ C([0,T0]; H1 ∩W1,q).
By the regularity of f , ρ and u, we can easily prove
(3.47)
∫
R3
f (v − u)dv ∈ C([0,T0]; L2),
∇P ∈ C([0,T0]; L2),
ρut ∈ L2(0,T0; H1).
From (1.1)3, we infer that (ρut)t ∈ L2(0,T0; H−1). This together with (3.47)3 gives
(3.48) ρut ∈ C([0,T0]; L2).
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For 0 ≤ t1 ≤ t2 ≤ T0, it follows from the elliptic estimate that
(3.49)
|u(t2) − u(t1)|D2≤C|ρut(t2) − ρut(t1)|L2+C|ρu · ∇u(t2) − ρu · ∇u(t1)|L2
+ C|∇P(t2) − ∇P(t1)|L2
+ C
∣∣∣∣∣∫
R3
f (t2)
(
v − u(t2))dv − ∫
R3
f (t2)
(
v − u(t1))dv∣∣∣∣∣
L2
,
where
(3.50)
|ρu · ∇u(t2) − ρu · ∇u(t1)|L2
≤|ρ(t2)u(t2) · (∇u(t2) − ∇u(t1))|L2+|ρ(t2)(u(t2) − u(t1)) · ∇u(t1)|L2
+ |(ρ(t2) − ρ(t1))u(t1) · ∇u(t1)|L2
≤|ρ(t2)|L∞ |∇u(t2)|L2 |∇u(t2) − ∇u(t1|
1
2
L2
|∇u(t2) − ∇u(t1|
1
2
H1
+ |ρ(t2)|L∞ |∇u(t1)|L3 |∇u(t2) − ∇u(t1|L2+|∇u(t1)|L2 |∇u(t1)|L3 |ρ(t2) − ρ(t1|L∞
≤C(C0,C1)|ρ(t2) − ρ(t1|W1,q+C(C0,C1)|u(t2) − u(t1|D1+12 |u(t2) − u(t1|D2 .
Substituting (3.50) into (3.49), we infer by (3.45)2, (3.47) and (3.48) that
(3.51) u ∈ C([0,T0]; D2).
The uniqueness of strong solutions can be proved in the same way as in the proof
of (3.39). This completes the proof. 
4. Blowup Criterion for the Coupled System
In this section, we derive a blowup criterion for the coupled system, which
gives an insight into studying the existence of global-in-time strong solutions to
the system (1.1). Our result shows that the L∞-norm of ρ(t, x) in [0,T ∗) × R3 and∫ T ∗
0
(|u(t)|L∞+|∇u(t)|2L∞)dt control blowup of the strong solutions at T ∗. The phi-
losophy of the proof for Theorem 1.2 is that if the blowup mechanism is avoided,
then we show that the strong solution can be extended beyond T ∗, by using The-
orem 1.1. The following lemma is the elementary energy estimate for the strong
solutions to (1.1). Define the energy of the system as
E(t) :=
∫
R3
(1
2
ρ(t, x)u2(t, x) +
P(ρ(t, x))
γ − 1
)
dx +
1
2
∫
R6
f (t, x, v)v2dxdv,
and the initial energy E0 := E(0).
Lemma 4.1. If f (t, x, v) ∈ C([0,T ∗); H1ω), ρ(t, x) ∈ C([0,T ∗); H1 ∩W1,q), u(t, x) ∈
C([0,T ∗); D1∩D2)∩L2(0,T ∗; D2,q) is a strong solution to (1.1)-(1.2), then it holds
for t ∈ [0,T ∗) that
(4.1)
E(t) +
∫ t
0
(
µ|∇u(τ)|2L2+(µ + λ)|∇ · u(τ)|2L2
)
dτ +
∫ t
0
∫
R6
f (τ, x, v)(u − v)2dxdvdτ
+
1
2
∫ t
0
∫
R6
∫
R6
ϕ(|x − y|) f (τ, y, v∗) f (τ, x, v)(v∗ − v)2dydv∗dxdvdτ = E0.
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Proof. It follows from f0 ∈ H1ω that
(4.2)
∫
R6
f0v2dxdv =
∫
R6
f0v2(1 + x2 + v2)
α
2 (1 + x2 + v2)−
α
2 dxdv
≤|(1 + x2 + v2)− α2 |L2
(∫
R6
| f0|2v4(1 + x2 + v2)αdxdv
) 1
2
≤C| f0|L2ω .
Multiplying (1.1)1 by
1
2v
2, and integrating the resulting equation over R3 ×R3 lead
to
(4.3)
d
dt
∫
R6
1
2
f v2dxdv +
1
2
∫
R6
∫
R6
ϕ(|x − y|) f (t, y, v∗) f (t, x, v)(v∗ − v)2dydv∗dxdv
=
∫
R6
f v · (u − v)dxdv.
Multiplying (1.1)3 by u, and integrating the resulting equation over R3 give
(4.4)
d
dt
∫
R3
(1
2
ρu2 +
P(ρ)
γ − 1
)
dx + µ|∇u(t)|L2+(µ + λ)|∇ · u(t)|L2
=
∫
R6
fu · (v − u)dxdv,
where we have used the following equality∫
R3
∇P · udx = −
∫
R3
P∇ · udx = d
dt
∫
R3
P
γ − 1dx.
Adding (4.3) to (4.4), and integrating the resulting equation over [0, t], 0 ≤ t < T ∗,
result in our conclusion (4.1). This completes the proof. 
Next we present the proof of 1.2 by contradiction. Suppose
(4.5) |ρ(t, x)|L∞(0,T ∗;L∞)+
∫ T ∗
0
(|u(t)|L∞+|∇u(t)|2L∞)dt ≤ C(T ∗) < ∞.
It suffices to show that ( f (T ∗, x, v), ρ(T ∗, x, v),u(T ∗, x, v)) satisfies the initial con-
ditions in Theorem 1.1.
Proof of Theorem 1.2.Using (4.1), we know that
(4.6)
|b(t, x)|=
∫
R2d
ϕ(|x − y|) f (t, y, v∗)v∗dydv∗
≤
(∫
R2d
f (t, y, v∗)dydv∗
) 1
2
(∫
R2d
f (t, y, v∗)|v∗|2dydv∗
) 1
2
≤C(C0, E0), 0 ≤ t < T ∗.
By (2.9), it follows from (4.5) and (4.6) that
(4.7) R(T ∗) ≤ R0 +
∫ T ∗
0
(
C(C0, E0) + |u(t)|∞)dt ≤ C(C0, E0,T ∗).
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We use Proposition 2.1 (2), (4.5) and (4.7) to deduce that
(4.8)
sup
0≤t<T ∗
| f (t)|H1ω≤| f0|H1ωexp
(
C(C0, E0,T ∗)
∫ T ∗
0
(1 + |u(t)|L∞+|∇u(t)|L∞)dt
)
≤C(C0, E0,T ∗).
Denote by u˙ := ut + u · ∇u the convective derivative of u. Multiplying (1.1)3 by u˙,
and integrating the resulting equation over R3 lead to
(4.9)
d
dt
(
µ|∇u|2L2+(µ + λ)|∇ · u|2L2
)
+ |ρ 12 u˙|2L2
=
∫
R3
(
µu · ∇u · ∆u + (µ + λ)u · ∇u · ∇∇ · u)dx
−
∫
R3
∇P · u˙dx +
∫
R6
f (v − u) · u˙dvdx
=:
3∑
i=1
Qi.
We estimate each Qi (1 ≤ i ≤ 3) as follows.
Q1 =
∫
R3
(
µu · ∇u · ∆u + (µ + λ)u · ∇u · ∇∇ · u)dx
=µ
∫
R3
ui∂iu j∂kku jdx + (µ + λ)
∫
R3
ui∂iu j∂ j∂kukdx
= − µ
∫
R3
∂kui∂iu j∂ku jdx +
µ
2
∫
R3
∇ · u|∇u|2dx
− (µ + λ)
∫
R3
∂ jui∂iu j∂kukdx +
(µ + λ)
2
∫
R3
|∇ · u|3dx
≤C|∇u|L∞ |∇u|2L2 ;
Q2 = −
∫
R3
∇P · u˙dx
= −
∫
R3
(ut + u · ∇u) · ∇Pdx
=
d
dt
∫
R3
P∇ · udx +
∫
R3
(
u · ∇P∇ · u + γP|∇ · u|2−u · ∇u · ∇P)dx
=
d
dt
∫
R3
P∇ · udx + (γ − 1)
∫
R3
P|∇ · u|2dx +
∫
R3
P∂iu j∂ juidx
≤ d
dt
∫
R3
P∇ · udx + C(P)|∇u|2L2 ;
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Q3 =
∫
R6
f (ut + u · ∇u) · (v − u)dvdx
=
∫
R3
∫
R3
f vdv · utdx −
∫
R3
∫
R3
f dvu · utdx +
∫
R3
u · ∇u ·
∫
R3
f (v − u)dvdx
=
(∫
R6
f v · udvdx
)
t
−
∫
R3
∫
R3
f v ⊗ vdv : udx
−
∫
R3
∫
R3
(
f L[ f ] + f (u − v))dv · udx
− 1
2
(∫
R6
fu2dvdx
)
t
+
∫
R3
∫
R3
f vdv · ∇u · udx
+
∫
R3
u · ∇u ·
∫
R3
f vdvdx −
∫
R3
∫
R3
f dvu · ∇u · udx
≤
(∫
R6
f v · udvdx − 1
2
∫
R6
fu2dvdx
)
t
+
∣∣∣∣∣∫
R3
f v2dv
∣∣∣∣∣
L2
|∇u|L2
+ C| f (1 + v2) 12 |L1
∣∣∣∣∣∫
R3
f (1 + v2)
1
2 dv
∣∣∣∣∣
L
6
5
|∇u|L2+
∣∣∣∣∣∫
R3
f vdv
∣∣∣∣∣
L
6
5
|∇u|L2
+ 2
∣∣∣∣∣∫
R3
f vdv
∣∣∣∣∣
L3
|∇u|2L2+
∣∣∣∣∣∫
R3
f dv
∣∣∣∣∣
L6
|∇u|3L2
≤
(∫
R6
f v · udvdx − 1
2
∫
R6
fu2dvdx
)
t
+ C
(
1 + | f |2H1ω+|∇x f |
2
L2ω
|∇u|2L2
)|∇u|2L2+| f |2L2ω .
Substituting these estimates into (4.9), we obtain by (4.5) and (4.8) that
(4.10)
d
dt
(
µ|∇u|2L2+(µ + λ)|∇ · u|2L2−
∫
R3
P∇ · udx
−
∫
R6
f v · udvdx + 1
2
∫
R6
fu2dvdx
)
+ |ρ 12 u˙|2L2
≤C(C0, E0,T ∗)(1 + |∇u|L∞+|∇u|2L2)|∇u|2L2+C(C0, E0,T ∗),
holds for t ∈ [0,T ∗).
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Applying
(
∂
∂t ? +∇ · (u ⊗ ?)
)
· u˙ to (1.1)3 and integrating the resulting equation
over R3, we obtain
(4.11)
1
2
d
dt
∫
R3
ρu˙2dx + µ|∇u˙|2L2+(µ + λ)|∇ · u˙|2L2
= −
∫
R3
(∇Pt + ∇ · (u ⊗ ∇P)) · u˙dx
+ µ
∫
R3
(∇ · (u ⊗ ∆u) − ∆(u · ∇u)) · u˙dx
+ (µ + λ)
∫
R3
(∇ · (u ⊗ ∇∇ · u) − ∇∇ · (u · ∇u)) · u˙dx
+
∫
R3
∫
R3
ft(v − u)dv · u˙dx −
∫
R3
∫
R3
f dvut · u˙dx
+
∫
R3
∇ ·
(
u ⊗
∫
R3
∫
R3
f (v − u)dv
)
· u˙dx
=:
6∑
i=1
S i.
We estimate each S i (1 ≤ i ≤ 6) as follows.
S 1 = −
∫
R3
(∇Pt + ∇ · (u ⊗ ∇P)) · u˙dx
=
∫
R3
(
Pt∇ · u˙ − ∇ · u∇P · u˙ − u · ∇∇P · u˙)dx
= −
∫
R3
P∂ jui∂iu˙ jdx + (γ − 1)
∫
R3
P∇ · u∇ · u˙dx
≤C(P)|∇ · u|L2 |∇ · u˙|L2
≤ µ
12
|∇u˙|2L2+C(P)|∇u|2L2 ;
S 2 =µ
∫
R3
(∇ · (u ⊗ ∆u) − ∆(u · ∇u)) · u˙dx
=µ
∫
R3
(
∂ ju j∂iiuku˙k + u j∂ j∂iiuku˙k − ∂ii(u j∂ juk)u˙k)dx
=µ
∫
R3
(
∂iu j∂ juk∂iu˙k + ∂iu j∂iuk∂ ju˙k − ∂ ju j∂iuk∂iu˙k)dx
≤ µ
12
|∇u˙|2L2+C|∇u|2∞|∇u|2L2 ;
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S 3 =(µ + λ)
∫
R3
(∇ · (u ⊗ ∇∇ · u) − ∇∇ · (u · ∇u)) · u˙dx
=(µ + λ)
∫
R3
(
∂iui∂k ju ju˙k + ui∂i∂k ju ju˙k − ∂ j(ui∂iu j)∂ku˙k)dx
=(µ + λ)
∫
R3
(
∂ jui∂iu j∂ku˙k + ∂kui∂ ju j∂iu˙k − ∂iui∂ ju j∂ku˙k)dx
≤ µ
12
|∇u˙|2L2+C|∇u|2∞|∇u|2L2 ;
S 4 =
∫
R3
∫
R3
ft(v − u)dv · u˙dx
= −
∫
R3
∫
R3
f vdv · ∇u · u˙dx +
∫
R3
∫
R3
f v ⊗ (v − u)dv : ∇u˙dx
+
∫
R3
∫
R3
(
f L[ f ] + f (u − v)dvu˙dx
≤2
∣∣∣∣∣∫
R3
f vdv
∣∣∣∣∣
L3
|∇u|L2 |∇u˙|L2+
∣∣∣∣∣∫
R3
f v2dv
∣∣∣∣∣
L2
|∇u˙|L2
+ C| f (1 + v2) 12 |L1
∣∣∣∣∣∫
R3
f (1 + v2)
1
2 dv
∣∣∣∣∣
L
6
5
|∇u˙|L2+
∣∣∣∣∣∫
R3
f dv
∣∣∣∣∣
L
3
2
|∇u|L2 |∇u˙|L2
≤ µ
12
|∇u˙|2L2+C| f |2H1ω |∇u|
2
L2+C| f |2L2ω+C| f |
4
L2ω
;
S 5 = −
∫
R3
∫
R3
f dvut · u˙dx
= −
∫
R3
∫
R3
f dv(u˙ − u · ∇u) · u˙dx
≤
∫
R3
∫
R3
f dvu · ∇u · u˙dx
≤
∣∣∣∣∣∫
R3
f dv
∣∣∣∣∣
L6
|∇u|2L2 |∇u˙|L2
≤ µ
12
|∇u˙|2L2+C| f |2H1ω |∇u|
4
L2 ;
S 6 =
∫
R3
∇ ·
(
u ⊗
∫
R3
∫
R3
f (v − u)dv
)
· u˙dx
=
∫
R3
∇ · u
∫
R3
∫
R3
f (v − u)dv · u˙dx +
∫
R3
u · ∇
∫
R3
f (v − u)dv · u˙dx
= −
∫
R3
u ⊗
∫
R3
f (v − u)dv : ∇u˙dx
≤
∣∣∣∣∣∫
R3
f vdv
∣∣∣∣∣
L3
|∇u|L2 |∇u˙|L2+
∣∣∣∣∣∫
R3
f dv
∣∣∣∣∣
L6
|∇u|2L2 |∇u˙|L2
≤ µ
12
|∇u˙|2L2+C| f |2H1ω
(
1 + |∇u|2L2
)|∇u|2L2 .
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Substituting these estimates into (4.11), we obtain by (4.5) and (4.8) that
(4.12)
d
dt
|ρ 12 u˙|2L2+µ|∇u˙|2L2≤ C(C0, E0,T ∗)
(
1 + |∇u|2L∞+|∇u|2L2
)|∇u|2L2+C(C0, E0,T ∗),
holds for t ∈ [0,T ∗). Combining (4.10) with (4.12), we deduce that
(4.13)
d
dt
(
|ρ 12 u˙|2L2+µ|∇u|2L2+(µ + λ)|∇ · u|2L2−
∫
R3
P∇ · udx
−
∫
R6
f v · udvdx + 1
2
∫
R6
fu2dvdx
)
+ µ|∇u˙|2L2
≤C(C0, E0,T ∗)(1 + |∇u|2L∞+|∇u|2L2)|∇u|2L2+C(C0, E0,T ∗),
holds for t ∈ [0,T ∗). Multiplying (1.1)2 by 2ρ and integrating the resulting equation
equation over R3 lead to
(4.14)
d
dt
|ρ|2L2= −
∫
R3
ρ2∇ · udx ≤ |∇u|L∞ |ρ|2L2 .
By (4.5), it follows from (4.14) that
(4.15) sup
0≤t<T ∗
|ρ(t)|L2≤ |ρ0|L2exp
(∫ T ∗
0
|∇u(t)|L∞dt
)
≤ C(C0,T ∗).
Using (4.5), (4.8) and (4.15), we have for 0 ≤ t < T ∗
(4.16)
∫
R3
P∇ · udx ≤µ
4
|∇u|2L2+C(P′)|ρ|2L2
≤µ
4
|∇u|2L2+C(C0,T ∗),
and
(4.17)
∫
R3
∫
R3
f vdv · udx ≤µ
4
|∇u|2L2+C
∣∣∣∣∣∫
R3
f vdv
∣∣∣∣∣2
L
6
5
≤µ
4
|∇u|2L2+C| f |2L2ω
≤µ
4
|∇u|2L2+C(C0, E0,T ∗).
Employing (4.1), (4.5), (4.16), (4.17) and the compatibility condition, solving the
Gronwall inequality (4.13) gives
(4.18) sup
0≤t<T ∗
(|ρ 12 u˙(t)|2L2+|∇u(t)|2L2) + ∫ T ∗
0
|∇u˙(t)|2L2dt ≤ C(C0, E0,T ∗).
Applying ∇ to (1.1)2, we obtain
(4.19) (∇ρ)t + ∇u · ∇ρ + u · ∇∇ρ + ∇ρ∇ · u + ρ∇∇ · u = 0.
Multiplying (4.19) by 6|∇ρ|4∇ρ gives rise to
(4.20)
(|∇ρ|6)t + ∇ · (|∇ρ|6u) + 5|∇ρ|6∇ · u + 6|∇ρ|4∇ρ · ∇u · ∇ρ
+6ρ|∇ρ|4∇ρ · ∇∇ · u = 0.
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Integrating (4.20) over R3, we infer that
(4.21)
d
dt
|∇ρ|L6≤ C|∇u(t)|L∞ |∇ρ|L6+C|ρ|L∞ |∇2u|L6 .
Using the elliptic estimates, it follows from (1.1)3 that
(4.22)
|∇2u|L6≤C
(
|ρu˙|L6+|∇P|L6+
∣∣∣∣∣∫
R3
f (v − u)dv
∣∣∣∣∣
L6
)
≤C|ρ|L∞ |∇u˙|L2+C(P′)|∇ρ|L6+C|∇x f |L2ω+C|u|L∞ |∇x f |L2ω .
Substituting (4.22) into (4.20), and using (4.5), (4.8),we obtain for 0 ≤ t < T ∗ that
(4.23)
d
dt
|∇ρ|L6≤ C(T ∗)
(
1 + |∇u(t)|L∞)|∇ρ|L6+C(C0, E0,T ∗)(1 + |u|L∞+|∇u˙|L2).
Employing (4.5) and (4.18), solving the above Gronwall inequality gives
(4.24) sup
0≤t<T ∗
|∇ρ(t)|L6≤ C(C0, E0,T ∗).
By the Gagliardo–Nirenberg inequality, we have for 2 ≤ r ≤ 6
|ρ|r≤ |ρ|θ1L2 |∇ρ|
1−θ1
L6
≤ |ρ|L2+|∇ρ|L6 ,
and
|∇ρ|r≤ |ρ|θ2L2 |∇ρ|
1−θ2
L6
≤ |ρ|L2+|∇ρ|L6 ,
where
−3
r
= −3θ1
2
+
1 − θ1
2
, 1 − 3
r
= −3θ2
2
+
1 − θ2
2
.
From (4.15), (4.24) and the above interpolation, we know that
(4.25) sup
0≤t<T ∗
|ρ(t)|H1∩W1,q≤ C(C0, E0,T ∗).
Using the elliptic estimates again, it follows from (1.1)3 that
(4.26)
|∇2u|L2≤C
(
|ρu˙|L2+|∇P|L2+
∣∣∣∣∣∫
R3
f (v − u)dv
∣∣∣∣∣
L2
)
≤C|ρ| 12L∞ |ρ
1
2 u˙|L2+C(P′)|∇ρ|L2+C| f |L2ω+C| f |H1ω |∇u|L2 .
By virtue of (4.5), (4.8), (4.18) and (4.25), we infer that
(4.27) sup
0≤t<T ∗
|u(t)|D2≤ C(C0, E0,T ∗).
In terms of the regularity of f , ρ and u, it is easy to show ρu˙ ∈ C([0,T ∗); L2).
Define
ρu˙(T ∗) := lim
t→T ∗ ρu˙(t) in L
2(R3)
and
g(T ∗) :=
ρ(T ∗)
1
2 ρu˙(T ∗), ρ(T ∗) 6= 0,
0, ρ(T ∗) = 0.
From (4.18), we know g(T ∗) ∈ L2(R3). Therefore, ( f (T ∗), ρ(T ∗),u(T ∗)) satisfies
all the conditions on the initial data. Thus, we can use Theorem 1.1 to extend the
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local strong solution beyond T ∗, which contradicts our assumption on the life span.
This completes the proof. 
5. Conclusion
In this paper, we study the local existence and blowup criterion for the strong
solutions to the kinetic Cucker–Smale model coupled with the isentropic compress-
ible Navier–Stokes equation. Our result shows that the upper bound of ρ(t, x) and
the integrability of |u(t)|L∞ and |∇u(t)|2L∞ control the blowup of the strong solutions
to (1.1). We wish to give an insight into analyzing the existence of global-in-time
strong solutions by this criterion.
Up to now, most previous relevant literatures are concentrated on the space-
periodic domain, by using the positive lower bound of the interaction kernel or the
Poincare´ inequality in the process of analysis, while in this paper, we contribute a
study for the whole space situation. The novelty of this paper is that we introduce
a weighted Sobolev space and present a detailed analysis for the kinetic Cucker–
Smale model, as well as manage to overcome the difficult estimates arising from
the coupling term. Based on our investigation on the blowup mechanism, how
to devise initial data to obtain the global-in-time strong solutions to the coupled
system, is an interesting problem deserving our further endeavor.
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