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ABSTRACT
The electrodynamic balance (EDB) has been further developed and
found to be a viable tool for studying single particle, high tempera-
ture, gas-solid reactions. This thesis dealt with developing new exper-
imental techniques for single particle chai'acterizatiop, characterizing
the natural convective drag force induced on heated, levitated par-
ticles, understanding charge loss from heated particles, and studying
single particle char oxidation.
Single particle diameter measurements are performed to within
± 3 ym with an optical microscope. The aerodynamic drag force technique
is used to measure single particle mass, density, porosity, and excess
charge. Finally, carbon dioxide adsorption and the Dubinin-Polanyi
equation have successfully been used to measure single particle surface
areas. Therefore, experimental techniques now exist to measure diameter,
mass, density, porosity, surface area, temperature, and reactivity of a
single levitated particle versus extent of reaction in the EDB.
The computational method of Geoola and Cornish (Int. J. Heat Nass
Transfer 24, 1369-1379 (1981); 25, 1677-1687 (1982)) for describing the
heat transfer and fluid mechanics surrounding a heated solid sphere was
modified to correctly calculate the drag force due to natural convection.
The experimental steady-state and transient results of the natural con-
vective drag force agree well with the Boussinesq numerical solutions,
indicating that the Boussinesq approximation is valid over the experi-
mental parameter range examined. The numerical calculations were used to
develop empirical correlations to approximate the steady-state natural
convective drag force and the dimensionless time required to reach 90% of
the steady-state drag coefficient. The steady-state and transient
empirical correlations may be used to cancel out the natural convective
drag force from the reacting particle force balance, thereby, allowing
continuous mass versus time measurements to be calculated from balancing
voltage versus time measurements.
"Catastrophic" charge loss due to particle heating has experiment-
ally been found to represent the most serious limitation in studying
single particle gas-solid reactions in the EDTGA. Experimentally,
charge loss was found to be primarily a function of particle work
function and particle temperature. The electric field strength at the
particle surface and surface contamination were seen to be of secondary
importance and could be thought of as acting to lower the particle work
function. A literature survey also indicated the importance of surface
irregularities in lowering the particle work function. Of all the
possible mechanisms of charge loss from heated particles, thermilonic
emission of ions was determined to be the most viable, and a modified
Richardson-Dushman equation has been proposed to predict the temperature
range that can effectively be studied in the EDB for a given material.
Uncatalyzed and catalyzed "Spherocarb" oxidations were performed in
the EDB to test its overall potential and uniqueness in studying single
particle gas-solid reactions. Diameter, density, charge, and surface
area were measured versus percent conversion. "Spherocarb" particles
were observed to undergo shrinkage while reacting under kinetically
controlled conditions. "Spherocarb" specific surface area also
decreased with conversion. The extent of "Spherocarb" shrinkage and
surface area decrease is a strong function of conversion, a slight
function of catalyst type, but not a function of temperature or
reacting gas.
Nineteen separate "Spherocarb" particles were reacted in the EDB in
air at temperatures ranging from 740 to 1170 K. Corresponding reaction
times required for 50% conversion covered almost four orders of magni-
tude, ranging from 2.2 to 17,000 sec. The reaction rates obtained from
the EDB agree favorably with those obtained from a conventional TGA,
with both apparatuses yielding an activation energy of 36 kcal/mol for
the "Spherocarb"-air reaction.
Density measurements on individual "Spherocarb" particles revealed
a large variability in "Spherocarb" apparent density from particle to
particle. A systematic study of "Spherocarb" density versus reactivity
showed no correlation.
A study of particle-to-particle variability in reactivities
revealed a standard deviation in reaction rates of 21% for uncatalyzed
"Spherocarb", 88% for Fe catalyzed "Spherocarb", and 32% for K catalyzed
"Spherocarb".
Thesis Supervisors: Professor Adel F. Sarofim
Professor John P. Longvell
ACKNOULEDGENMITS
I would like to first thank Exxon Research and Engineering Corpora-
tion for sponsoring this reseach project and my graduate studies. Next,
I would like to thank my research advisors, Professor A.F. Sarofin and
Professor J.P. Longwell, for their advice, encouragement, enthusiasm,
and never ending lists of interesting ideas. Their support has been
greatly appreciated. I would also like to thank the rest of my thesis
committee, J.H. Beer, J.B. Howard, and especially R.E. Spjut whose
knowledge of the electrodynamic balance was invaluable. Special thanks
also goes to Tom Fletcher of Sandia National Lab for help on the natural
convection problem, Tony Modestino for help on just about any engineering
problem, Bob Hurt for conversations on shrinkage, Matteo D'Amore, for his
enthusiasm and uncanny ability to get things done, Jacob Yeheskel for his
knovledge on charge loss, and Ezra Bar-Ziv for his ideas on the electro-
dynamic balance. The technical contributions of Maria Tsiakkas, Bashar
Zeitoon, and Dave Wright are also greatly appreciated.
Special thanks also goes to friends, fellow students, office mates,
and all who consider themselves Worthless and Weak for making MIT a very
enjoyable as well as a very educational experience. In this regard, I
would like to thank the participants in the scholarly MIT chemical
engineering traditions of intramural sports, Friday afternoons at the
Muddy, and poker at Tang.
I would very much like to thank my parents, parents-in-law, and
family for their encouragement, love, and support throughout this work.
Finally, I would like to thank my wife, Mary Kay, whose companionship,
sense of humor, and patience have contributed so greatly to this thesis
and to my life.
TABLE OF COITEITS
Abstract 2
Acknovledgements 4
List of Figures 10
List of Tables 26
List of Symbols 27
Thesis Digest 32
Dl. Introduction. 32
D2. Experimental apparatus. 34
D3. Experimental measurement techniques. 34
D4. Natural convective drag. 43
D5. Charge loss from heated particles levitated in the EDB. 58
D6. Single particle "Spherocarb" oxidation. 65
D7. Conclusions. 75
References for digest. 79
List of symbols for digest. 83
1. Introduction. 85
1.1 Background. 85
1.2 Motivation, advantages, and problems. 85
1.3 Thesis objectives. 89
2. Experimental Apparatus. 91
2.1 Electrodynamic balance chamber. 91
2.2 Position control system. 95
2.3 Heating system. 96
2.4 Temperature measurement system. 99
2.5 CO2 laser control system. 102
2.6 Gas flov system. 111
3. Experimental Measurement Techniques. 115
3.1 Single particle diameter measurements. 116
3.2 Use of aerodynamic drag in measurement of single
particle mass, charge, and density. 116
3.2.1 Motivation. 118
3.2.2 Previous methods. 119
3.2.3 Theory. 120
3.2.4 Calibration runs. 124
3.2.5 Gas flov field inside the EDB. 124
3.2.6 Experimental procedure. 132
3.2.7 Examples of veighings. 133
3.2.8 Error estimation in mass measurement. 133
3.2.9 Nonspherical particles. 139
3.3 Single particle surface area measurements. 142
3.3.1 Introduction. 142
3.3.2 Dubinin-Polanyi theory. 149
3.3.3 Experimental procedure. 150
3.3.4 Examples of surface area measurements. 153
3.3.5 Comparsion vwith conventional apparatus. 154
3.4 Single particle temperature measurement. 159
3.4.1 Two-color pyrometry. 159
3.4.2 Temperature calibration. 161
3.5 Natural convective drag measurements. 168
3.5.1 Material used. 168
3.5.2 Experimental procedure. 169
3.5.3 Error estimation of natural convective
drag measurements. 171
3.6 Kinetic measurements on single particles. 179
3.7 Summary of experimental measurement techniques. 188
4. Natural Convective Drag. 189
4.1 Introduction. 189
4.1.1 Description of problem/motivation. 189
4.1.2 Example of natural convective drag. 190
4.2 Previous work. 190
4.3 Dimensional analysis. 192
4.4 Theoretical model. 194
4.5 Numerical method. 198
4.6 Disscusion of numerical results. 199
4.6.1 Steady-state solutions. 199
4.6.1.1 Dependence of solution on boundary
conditions and grid size. 200
4.6.1.2 Dimensionless drag force coefficient
versus Prandtl number. 202
4.6.1.3 Dimensionless drag force coefficient
and Nusselt number versus Grashof
number. 206
4.6.1.4 Dimensionless surrounding gas
velocity profiles. 206
4.6.1.5 Dependence of solution on gas
property evaluation temperature. 214
4.6.2 Transient solutions. 227
4.7 Experimental results. 231
4.7.1 Steady-state results. 231
4.7.2 Transient results. 239
4.8 Comparison of experimental and numerical results. 239
4.8.1 Steady-state results. 239
4.8.2 Transient results. 247
4.9 Numerical predictions. 247
4.9.1 Steady-state predictions. 247
4.9.2 Transient predictions. 251
4.9.3 Polynomial approximations. 253
4.10 Examples of natural convective drag solution's
use. 255
4.11 Summary of natural convective drag. 259
5. Charge Loss from Heated Particles Levitated in the EDB. 262
5.1 Motivation. 262
5.2 Potential charge loss mechanisms. 264
5.3 Literature background. 265
5.4 Proposal of modified Richardson-Dushman equation. 274
5.5 The electric field strength experienced by a levi-
tated particle. 275
5.6 Experimental results. 288
5.6.1 Charge loss from heated particles. 288
5.6.2 Charge loss from heated metal vires. 299
5.6.2.1 Apparatus. 300
5.6.2.2 Experimental procedure. 301
5.6.2.3 Experimental results and discussion. 305
5.7 Summary of charge loss from heated particles. 316
5.8 Charge loss recommendations. 318
6. Single Particle "Spherocarb" Oxidation. 319
6.1 Uncatalyzed OSpherocarbm. 319
6.1.1 Charge loss versus conversion. 319
6.1.2 Density and porosity versus conversion. 324
6.1.3 Shrinkage versus conversion. 329
6.1.4 Surface area versus conversion. 338
6.1.5 Reactivities. 345
6.1.6 Density distributions. 359
6.1.7 Effect of density on reactivity. 366
6.1.8 Particle-to-particle variations in
reactivity. 367
6.2 Catalyzed "Spherocarb". 371
6.2.1 Fe catalyzed "Spherocarb". 371
6.2.2 K catalyzed "Spherocarb". 386
6.2.3 Ca catalyzed "Spherocarb". 396
7. Conclusions. 399
7.1 Experimental techniques for single particle
characterization. 399
7.2 Natural convection. 399
7.3 Charge loss. 401
7.4 "Spherocarb" oxidation. 404
7.4.1 Uncatalyzed "Spherccarb". 404
7.4.2 Catalyzed "Spherocarb". 406
7.5 Usefulness of EDB. 407
7.5.1 Advantages. 407
7.5.2 Limitations. 408
8. Recommendations. 409
References. 411
Appendix A : Working programs. 421
Appendix B : Natural convective drag algorithms. 438
LIST OF FIGURES
Figure 1.1 :
Figure 2.1 :
Figure 2.2 :
Figure 2.3 :
Figure 2.4 :
Figure 2.5 :
Figure 2.6 :
Figure 2.7 :
Figure 2.8 :
Figure 2.9 :
Figure 2.10 :
Figure 2.11 :
Figure 2.12 :
Ratio of photophoretic force to particle
weight versus particle diameter for a par-
ticle with a density of 2500 kg/A 3, an
equilibrium temperature of 1000 K, and a
complex index of refraction of 2 - K1.
Exploded view of electrodynamic balance.
Cross-sectional view of electrodes in electro-
dynamic balance.
Schematic of position control system for
electrodynamic balance from Spjut [7].
Temperature measurement and CO2 laser control
systca for electrodynamic balance.
Flouride glas. fiber transmission loss curve
(from Infrared Fiber Systems, Inc.).
Voltage fluctuations of a 50 pm type R Omega
thermocouple being heated by the CO2 laser for
10 min.
Voltage fluctuatons of a 50 pm type R Omega
thermocouple being heated by the CO2 laser for
92 min.
CO2 laser output as measured by an Oriel
thermopile versus time for 10 mln.
Circuit diagram of the CO2 laser control
system. Continued on Figure 2.10.
Circuit diagram of the CO laser control
system. Continued from Figure 2.9.
CO2 laser output (as measured by an Orlel
thermopile) vith the control system in place
versus time for 10 min.
Schematic view of the gas flov system of the
electrodynamic balance.
87
93
94
97
100
101
103
104
106
107
108
109
112
Figure 2.13 : Typical breakdown voltage curves for different
gases between parallel plate electrodes. p0 is
the gas pressure In mm Hg corrected to 0 C
(from Meek and Craggs [17]).
Figure 3.1 : Photographs of a 202 pm diameter "Spherocarb"
particle in the electrodynamic balance and a
scale. 100 units on scale = 1 am.
Figure 3.2 : Vertical force balance on an unheated particle
levitated in an electrodynamic balance experi-
encing an upward gas flow.
Figure 3.3 : Change in balancing voltage versus volumetric
flov rate for four calibration runs performed
on glass spheres vwith a density of 2.5 g/cm
Figure 3.4a : Slov volumetric gas flow rate producing an
expanded plug flow field through the electro-
dynamic balance.
Figure 3.4b : Fast volumetric gas flow rate producing a
nonexpanded parabolic gas flow field through
the electrodynamic balance.
Figure 3.5 : Balancing DC voltage required for levitating a
"Spherocarb" particle versus volumetric flow
rate of nitrogen through the chamber.
Figure 3.6 : Gas velocity around a particle levitated in the
electrodynamic balance versus volumetric gas
flow rate.
Figure 3.7 : Balancing voltage versus volumetric flow rate
for two separate veighings of a 245 pa diameter
"Spherocarb" particle.
Figure 3.8 : Predicted relative error in mass measurement
versus particle diameter for a particle density
of 500 kg/i and initial balancing voltages of
50, 150, and 250 volts.
Figure 3.9 : Predicted relative error in mass measurement
versus partigle diameter for a particle density
of 2500 kg/ • and initial balancing voltages of
50, 150, and 250 volts.
Figure 3.10 : Sphericity versus shape correction factor for
isometric particles (from Pettyjohn and
Christiansen [22]).
Figure 3.11 : Shape correction factor versus sphericity for
isometric particles, cylinders falling round-
side down, and cylinders falling flatside down
113
117
122
125
127
127
129
131
134
138
140
143
144
(from Heisa and Coull [21]).
Figure 3.12 : Shape correction factor versus height-diameter
ratio for cylinders, rectangular parallelepi-
peds, and spheroids (from Heiss and Coull
[21]).
145
146Figure 3.13 : Correlation of shape correction factor versus
ds/dn with sphericity as a parameter (from
Helss and Coull [21]).
Figure 3.14 :
Figure 3.15 :
Figure 3.16 :
Figure 3.17 :
Figure 3.18 :
Figure 3.19 :
Figure 3.20 :
Figure 3.21 :
Figure 3.22 :
Figure 3.23 :
Figure 3.24 :
Balancing voltage of a single "Spherocarb"
particle versus mass flov meter reading for
five different gas mixtures.
Ratio of mals CO adsorbed to particle weight
versus log (Pi/P1 for a "Spherocarb" par-
ticle and a glass sphere.
Dubinin-Polanyi plot for a 181 pm diameter
"Spherocarb" particle.
Comparison of a Dubinin-Polanyi plot for a
single "Spherocarb" particle and 0.294 g of
"Spherocarb" particles.
ln[(2 pm detector signal)/(4 pm detector
signal)] versus 1/T for a type S thermocouple
heated by a CO2 laser.
Platinum emissivity versus wavelength at T
600, 833, and 1111 K.
Ratio of platinum emissivity at 2 pm to
platinum emissivity at 4 pm versus tempera-
ture.
Emissivity corrected and uncorrected In[(2 pm
detector signal)/(4 pm detector signal)]
versus 1/T.
Predicted relative error in (Fnat/ma) measure-
ment versus particle surface temperature for a
particle density of 500 kg/i , particle diameter
of 50 ps, initial balancing voltages of 50,
150, and 250 volts, and a nitrogen environment.
Predicted relative error in (Fnat/mg) measure-
ment versus particle surface temperature for a
particle density of 500 kg/m , particle diameter
of 100 pm, initial balancing voltages of 50,
150, and 250 volts, and a nitrogen environment.
Predicted relative error in (Fnat/mg) measure-
152
155
156
157
162
164
166
167
173
174
175
Figure 3.25 :
Figure 3.26 :
Figure 3.27 :
Figure 3.28 :
Figure 3.29 :
Figure 3.30 :
Figure 4.1 :
Figure 4.2 :
Figure 4.3 :
Figure 4.4 :
Figure 4.5 :
ment versus particle surface temperature for a
particle density of 500 kg/9 3, particle diameter
of 200 pam, initial balancing voltages of 50,
150, and 250 volts, and a nitrogen environment.
Predicted relative error in Grashof number
versus particle diameter for particle surface
temperatures of 500, 900, and 1300 K in a
nitrogen environment.
Predicted relative error in overall dimension-
less drag force coefficient versus particle
diameter for a particle density of 650 kg/m3,
particle surface temperature of 900 K, initial
balancing voltages of 50, 150, and 250 volts,
and a nitrogen environment.
Log[(2 pm detector signal)/(4 pm detector
signal)] versus time for a single 207 pm
diameter "Spherocarb" particle reacting in
oxygen at 773 K.
Average log[(2 pm detector signal)/(4 pa
detector signal)] ± one standard deviation
versus time for a 207 pm diameter "Spherocarb"
particle reacting in oxygen at 773 K.
Distribution of the log ratio signals depicted
in Figure 3.27.
Balancing voltage and temperature versus time
for a single 207 p diameter "Spherocarb"
particle reacting in oxygen at 773 K.
Change in balancing voltage and temperature
for a 183 pm diameter "Spherocarb" heated to
610 K in nitrogen.
Numerically calculated steady-state drag
force coefficient for Gr = 0.05 and Pr = 0.72
versus location of the outer boundary with
type of outer boundary condition as a
parameter.
Steady-state dimensionless drag force coeffi-
cient versus number of radial nodes for Gr
0.05 and Pr = 0.72.
Steady-state dimensionless drag force coeffi-
clent versus number of theta nodes for Gr
0.05 and Pr = 0.72.
Steady-state dimensionless drag force coeffi-
cient versus Prandtl number for Gr = 0.05.
178
180
182
183
185
187
191
201
203
204
205
Figure 4.6 :
Figure 4.7 :
Figure 4.8 :
Figure 4.9 :
Figure 4.10 :
Figure 4.11 :
Figure 4.12 :
Figure 4.13 :
Figure 4.14 :
Figure 4.15 :
Steady-state dimensionless pressure, viscous,
and total drag force coefficients versus
Grashof number for Pr = 0.72.
Overall Nusselt number versus Grashof number
for Pr = 0.72.
Numerically calculated steady-state tangen-
tial velocity and dimensionless temperature
for a sphere heated in an ambient environment
versus radial distance from the sphere's
center at 0 = 90 degrees, Gr = 0.05, and Pr
= 0.072.
Numerically calculated steady-state tangen-
tial velocity and dimensionless temperature
for a sphere heated in an ambient environment
versus radial distance from the sphere's
center at e = 90 degrees, Gr = 0.05, and Pr
= 0.072.
Numerically calculated steady-state tangen-
tial velocity and dimensionless temperature
for a sphere heated in an ambient environment
versus radial distance from the sphere's
center at 8 = 90 degrees, Pr = 0.72, and Gr
= 0.005, 0.05, and 0.5.
Numerically calculated steady-state radial
velocity and dimensionless temperature for a
sphere heated In an ambient environment
versus radial distance from the sphere's
center at e = 6 degrees, Gr = 0.05, and Pr
= 0.072.
(J2/p) versus gas temperature for nitrogen
and carbon dioxide. Data taken from
Holman [60].
Kinematic viscosity versus gas temperature
for nitrogen and carbon dioxide. Data taken
from Holman [60].
Grashof number versus particle surface temp-
erature for a 200 pm diameter sphere in a
nitrogen environment vith gas kinetic
viscosity evaluated at the ambient temper-
ature (I), the film temperature (II), and
the particle surface temperature (III).
Grashof number versus particle surface temp-
erature for a 200 pm diameter sphere in a
carbon dioxide environment vith gas kinetic
207
208
209
210
211
213
215
217
219
220
viscosity evaluated at the ambient temper-
ature (I), the file temperature (II), and
the particle surface temperature (III).
Figure 4.16 : Grashof number versus particle surface temp-
erature for a 200 Ca diameter sphere in a
nitrogen environment with gas kinetic
viscosity evaluated at the film temperature
(II) and the particle surface temperature
(III).
Figure 4.17 : Grashof number versus particle surface temp-
erature for a 200 pm diameter sphere in a
carbon dioxide environment vith gas kinetic
viscosity evaluated at the film temperature
(II) and the particle surface temperature
(III).
Figure 4.18 : Numerically calculated steady-state
dimensionless drag force coefficent versus
particle surface temperature for a 20u pm
diameter sphere in a nitrogen environment
vith gas kinetic viscosity evaluated at the
ambient temperature (I), the film temperature
(II), and the particle surface temperature
(III).
Figure 4.19 : Numerically calculated steady-state overall
dimensionless drag force coefficient versus
particle surface temperature for a 200 pm
diameter sphere in a carbon dioxide environ-
ment with gas kinetic viscosity evaluated at
the ambient temperature (I), the film temp-
erature (II), and the particle surface temp-
erature (III).
Figure 4.20 : Numerically calculated steady-state natural
convective drag force versus particle surface
temperature for a 200 pm diameter sphere in a
nitrogen environment with gas kinetic
viscosity evaluated at the ambient tempera-
ture (I), the film temperature (II), and the
particle surface temperature (III).
Figure 4.21 : Numerically calculated steady-state natural
convective drag force versus particle surface
temperature for a 200 py diameter sphere in a
carbon dioxide environment with gas kinematic
viscosity evaluated at the ambient tempera-
ture (I), the film temperature (II), and the
particle surface temperature (III).
Figure 4.22 : Numerically calculated steady-state
221
222
223
224
225
226
228
dimensionless drag force coefficient
and Nusselt number versus dimensionless time
for Gr = 0.05 and Pr = 0.72.
Figure 4.23 : Numerically calculated steady-state
dimensionless drag force coefficient versus
dimensionless time for Pr = 0.72 and Gr =
0.005, 0.05, and 0.5.
Figure 4.24 : Dimensionless time versus Grashof number for
Pr = 0.72.
Figure 4.25 : Experimental measurements of the ratio of
natural convective drag force to particle
veight versus particle temperature for a 127
pm diameter "Spherocarb" particle in
nitrogen and carbon dioxide.
Figure 4.26 : Experimental measurements of the ratio of
natural convective drag force to particle
veight versus particle temperature for a 153
pm diameter "Spherocarb" particle in
nitrogen and carbon dioxide.
Figure 4.27 : Experimental measurements of the ratio of
natural convective drag force to particle
weight versus particle temperture for a 168
ps diameter "Spherocarb" particle in
nitrogen and carbon dioxide.
Figure 4.28 : Experimental measurements of the ratio of
natural convective drag force to particle
veight versus particle temperature for a 192
pm diameter "Spherocarb" particle in
nitrogen and carbon dioxide.
Figure 4.29 : Experimental measurements of the ratio of
natural convective drag force to particle
veight versus particle temperature for a 236
pm diameter "Spherocarb" particle in
nitrogen and carbon dioxide.
Figure 4.30 : Experimental measurements of natural convec-
tive drag force versus particle temperature
for five different diameter "SpherocarbO
particles in nitrogen.
Figure 4.31 : Experimental measurements of natural convec-
tive drag force versus particle temperature
for five different diameter OSpherocarbO
particles in carbon dioxide.
Figure 4.32 : Experimental measurements of steady-state di-
mensionless drag force coefficient versus
229
230
232
233
234
235
236
237
238
240
Figure 4.33 :
Figure 4.34 :
Figure 4.35 :
Figure 4.36 :
Figure 4.37 :
Figure 4.38 :
Figure 4.39 :
Figure 4.40 :
Grashof number for five different diameter
"Spherocarb" particles being heated in
nitrogen and carbon dioxide.
Experimental measurement of the change in
balancing voltage due to the natural convec-
tive drag force versus time for a 183 pd
diameter "Spherocarb" particle being heated
to 610 K in nitrogen.
Experimental measurements and numerical
calculations of the ratio of natural convec-
tive drag force to particle veight versus
temperature for a 127 pl diameter "Spherocarb"
particle in nitrogen and carbon dioxide.
Experimental measurements and numerical
calculations of the ratio of natural convec-
tive drag force to particle veight versus
temperature for a 153 pm diameter uSpherocarb"
particle in nitrogen and carbon dioxide.
Experimental measurements and numerical
calculations of the ratio of natural convec-
tive drag force to particle veight versus
temperature for a 168 pm diameter "SpherocarbO
particle in nitrogen and carbon dioxide.
Experimental measurements and numerical
calculations of the ratio of natural convec-
tive drag force to particle veight versus
temperature for a 192 pm diameter "Spherocarb"
particle in nitrogen and carbon dioxide.
Experimental measurements and numerical
calculations of the ratio of natural convec-
tive drag force to particle veight versus
temperature for a 236 pl diameter "Spherocarb"
particle in nitrogen and carbon dioxide.
Experimental measurements and numerical
calculations of the steady-state dimension-
less drag force coefficient versus Grashof
number for five different diameter "Sphero-
carb" particles heated in nitrogen and carbon
dioxide.
Experimental measurements and numerical
calculations of the change in balancing
voltage versus time for a 183 pm diameter
"SpherocarbO particle heated to 610 K in
nitrogen.
Figure 4.41 : Numerically predicted ratio of steady-state
241
242
243
244
245
246
248
249
250
Figure 4.42 :
Figure 4.43 :
Figure 4.44 :
Figure 4.45 :
Figure 4.46 :
Figure 4.47 :
natural convective drag force to particle
weight versus particle radius for a particle
density of 500 kg/r 3 and three different
particle surface temperatures, 1500 K, 900 K,
and 500 K.
Numerical predictions of real time required
to reach 90% of the steady-state drag force
coefficient versus particle temperature for
particle radii of 40, 80, and 120 pm.
Comparison of the polynomial approximation
and the numerical calculation of the steady-
state dimensionless drag force coefficient
versus Grashof number.
Comparison of the polynomial approximation
and the numerical calculation of the ratio
of the steady-state natural convective drag
force to particle veight versus particle
radius for particle temperatures of 500, 900,
and 1300 K.
Comparison of the polynomial approximation
and the numerical calculation of dimension-
less time versus Grashof number.
Experimentally measured balancing voltage
versus time for a single 207 pm diameter
"Spherocarb" particle reacting in oxygen at
773 K.
OTrue" balancing voltage (after correcting
for the natural convective drag force) versus
time for a single 207 pm diameter
"Spherocarb" particle reacting in oxygen at
773 K.
Figure 5.1a : Energy levels of electrons in metals.
Figure 5.1b :
Figure 5.2 :
Figure 5.3 :
Energy levels of electrons in semiconductors
and insulators.
Richardson-Dushman equation prediction of
charge loss from a 100 jm diameter sphere
versus temperature for work functions of 2, 4,
6, and 8 eV.
Change in solid work function due to Schottky
effect versus electric field strength at the
solid surface.
Figure 5.4 : EDC, EAC, Es, Etotal versus DC voltage for a
252
254
256
257
258
260
267
267
269
271
279
Figure 5.5 :
Figure 5.6 :
Figure 5.7 :
Figure 5.8 :
Figure 5.9 :
Figure 5.10 :
Figure 5.11 :
Figure 5.12 :
Figure 5.13 :
Figure 5.14 :
particle levitated in the EDB. Particle
radius = 100 pa, particle density = 1000 kg/m 3
and particle location = 300 pm from the chamber
center.
EDC, EAC, E , E- versus particle radius
for a particle rWfated in the EDB. Particle
density = 1000 kg/m , DC voltage = 250 V, and
particle location = three radii from the
chamber center.
Etotal versus particle radius for a particle
levi ated in the EDB. Particle density = 500
kg/i , particle location = three radii from
chamber center, and DC voltages = 50, 250, and
450 V.
Etotal versus particle radius for a particle
levitated in the EDB. Particle density = 2500
kg/m 3, particle location = three radii from
chamber center, and DC voltages = 50, 250, and
450 V.
Upper and lover bounds of total electric field
strength experienced by a levitated particle in
the EDB (vith and without correction for sur-
face irregularities) versus particle diameter.
Change in work function due to the electric
field versus particle diameter for typical Si
and "Spherocarb" particles levitated in the
EDB.
Balancing DC voltage versus number of 2.8 msec
CO laser pulses for a negatively charged
161 pm diameter "Spherocarb" particle.
Balancing DC voltage versus number of 2.8 asec
CO2 laser pulses for a CaCO3 particle.
Change in DC balancing voltage due to charge
loss versus CO2 laser intensity for seven
different "Spherocarb" particles levitated in
the EDB.
CO2 laser intensity versus critical pulse
length for "Spherocarb" particles levitated in
the EDB.
Absorbed laser intensity required for charge
loss versus particle work function for seven
different materials, BaO, CaO, C, Si02, KI,
KC1, and NaCl.
280
282
283
284
287
289
290
293
294
296
Figure 5.15 : Ratio of voltage to initial voltage versus
time exposed to an ultraviolet light source
for positively and negatively charged
"Spherocarbs".
Figure 5.16 : Schematic of charge loss detection system vith
CO2 laser heating.
Figure 5.17 : Schematic of charge loss detection system vwith
resistance heating.
Figure 5.18 : Positive ion charge loss from a CO2 laser
heated, Pt vire versus negative DC voltage
applied to surrounding electrodes. Surround-
ing gas is the parameter.
Figure 5.19 : Charge loss from a CO laser heated, type R
thermocouple versus D voltage applied to
surrounding electrodes. Thermocouple tempera-
ture is the parameter.
Figure 5.20 : Positive ion charge loss from a CO2 laser
heated, type K thermocouple versus DC voltage
applied to surrounding electrodes. Thermo-
couple temperature is the parameter.
Figure 5.21 : Positive ion charge loss from a CO2 laser
heated, type R thermocouple versus thermocouple
temperature. Negative DC voltage applied to
surrounding electrodes is the parameter.
Figure 5.22 : Positive ion charge loss from a CO2 laser
heated, type R thermocouple versus DC voltage
applied to surrounding electrodes for an
uncoated and a ZrO2 coated thermocouple.
Thermocouple temperature is the parameter.
Figure 5.23 : Positive ion charge loss from a resistance
heated Pt vire versus time vith cycle number
as a parameter.
Figure 6.1 : Excess charge versus percent conversion for
six spearate, single particle, uncatalyzed
"Spherocarb" oxidations performed in the EDTGA.
Figure 6.2 : Excess charge 4 error bars versus percent
conversion for six separate, single particle,
uncatalyzed "Spherocarb" oxidations performed
in the EDTGA.
Figure 6.3 : Ratio of excess charge to initial excess charge
versus percent conversion for nine separate,
single particle, uncatalyzed "Spherocarb"
oxidations performed in the EDTGA.
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Figure 6.25 :
Surface area versus percent conversion for a
single, uncatalyzed "Spherocarb" particle
reacting in air in the EDTGA at 770 K.
Specific surface area versus percent conver-
sion for eight separate, single particle,
uncatalyzed "Spherocarb" oxidations performed
in the EDTGA.
2 pm detector signal, 4 pm detector signal,
and the log ratio of the 2 pm signal to the
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Experimentally measured balancing voltage
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"True" balancing voltage (after correcting for
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EDTGA at 764 K.
2 pm detector signal, 4 pm detector signal,
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Experimentally measured balancing voltage
versus time for a 207 pm diameter,
uncatalyzed "Spherocarb" particle reacting in
air in the EDTGA at 804 K.
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the natural convective drag force) versus time
for a 207 pm diameter, uncatalyzed
"Spherocarb" particle reacting in air in the
EDTGA at 804 K.
2 pm detector signal, 4 pm detector signal,
and the log ratio of the 2 pm signal to the
4 pm signal versus time for a 201 pm diameter,
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Experimentally measured balancing voltage
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air in the EDTGA at 948 K.
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LIST OF SYMBOLS
A = 4%emk2/h3 = 120 amps/cm 2K2 = the Richardson constant.
A = cross-sectional area of hole in bottom electrode (2).
A = cross-sectional area of hole In ring electrode (a2).
Ad = sensitive area of photodetector (cm2).
Ar = cross-sectional area of hole in ring electrode (a2).
B = constant.
c = speed of light = 2.9979 x 1010 cm/sec.
c1 = Planck's first constant = 2thc2 = 3.740 x 10-5 erg cm2/sec.
c2 = Planck's second constant = ch/k = 1.4386 ca K.
C = dimensionless chamber constant = 0.4.
CDP = dimensionless pressure drag force coefficient.
CDF = dimensionless viscous drag force coefficient.
CDT = dimensionless total drag force coefficient.
C = heat capacity of surrounding gas at constant pressure per unit
mass (a2/sec2 K).
d = particle diameter (a).
d = diameter of a sphere of equivalent volume to a nonspherical
particle (a).
dn = diameter equal to the diameter of a circle having an area equal to
that of the projected area of a particle (a).
e = elementary charge = 1.6 X 10 coul.
E = electric field strength in vertical direction (volts/a).
E = electric field strength at the surface of the material (volts/a).
Ed = energy gap between the valence band and the conduction band (eV).
Ef = the Feral energy level or the highest filled energy level of a
metal at T = 0 K (eV).
Eth = energy required to bring an electron from the highest occupied
level to the vacuum level (eV).
EDC = electric field experienced by a levitated particle due to the DC
voltage (volts).
EAC = electric field experienced by a levitated particle due to the AC
voltage (volts).
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Es = electric field experienced by a levitated particle due to excess
charge on the particle (volts).
Etotal = total electric field experienced by a levitated particle (volts).
fdp = fraction of particles with densities between p and p+dp
(dimensionless).
Fdp = vievfactor between detector and particle.
Fa, s = drag force encountered by a sphere (N).
Fa,ns = drag force encountered by a nonspherical particle (N).
Fgravity : net gravity on particle (N).
Fnat = natural convective drag force (N).
Fa = aerodynamic drag force on suspended particle (N).
g = gravitational acceleration = 9.81 m/sec2
G = modified dimensionless vorticity.
G = gain of photodetector.
Gr = Grashof number = gP(Ts-T )R3/v2 (dimensionless).
h = Planck's constant = 6.6256 x 10-27 erg sec.
I = total emitted current per unit area (amp/cm2
I = ionization energy of the atom evaporated (eV).
Ia = monochromatic emissive power at wavelength ha (erg/cm3 sec).
k = surrounding gas thermal conductivity (kg m/sec 3 K).
k = Boltzmann's constant = 1.3805 x 10-16 erg/K.
K = shape correction factor (dimensionless).
K = complex part of index of refraction (dimensionless).
K = proportionality constant between gas velocity and volumetric flow
rate (m-2).
F = proportionality constant = 18pK/g = 0.848 kg sec am-4 .
Ko = dimensionless pressure at the front stagnation point.
K0 = dimensionless pressure at the sphere surface.
L = distance of the particle surface from the chamber center (a).
m = mesh size in the z-direction.
a = mass of particle (kg).
a = mass of an electron = 9.107 X 10-3 1 kg.
m = initial mass with no CO2 adsorption (kg).
M = number of mesh points in the z-direction.
n = mesh size in the 0-direction.
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n = mols of CO2 adsorbed (mols).
W = number of mesh points in the 0-direction.
Nu = overall Nusselt number (dimensionless).
Nue = local NuLselt number (dimensionless).
P = C02 equilibrium pressure (atr).
PO = saturation vapor pressure of CO2 (atm).
Pr = Prandtl number = Cpp/k (dimensionless).
q = total excess charge on particle (coul).
0 = volumetric flow rate of gas through the chamber (a3/sec).
r = dimensionless radial direction.
r = the fraction of electrons reflected back at the surface
(dimensionless).
r = dimensional radial distanci (a).
r = resistivity (ohms cm).
R = particle radius (a).
Re = Reynold's number = (v)pd/g (dimensionless).
t = dimensionless time.
t = dimensional time (sec).
T = dimensionless temperature.
T = dimensional temperature (K).
Ts = particle surface temperature (K).
Ta = ambient gas temperature (K).
AT = particle surface temperature - ambient gas temperature (K).
u = dimensionless velocity.
u = dimensional velocity (a/sec).
v = velocity of surrounding gas (m/sec).
Vs = velocity around sphere (a/sec).
v = settling velocity of any shaped particle (a/sec).
(v) = average velocity of gas through the chamber (a/sec).
v = mean specific volume of the distribution (a3/kg).
V = balancing DC voltage across endcap electrodes (volts).
Va = signal voltage from photodetector a (volts).
V1 = balancing voltage of unheated particle in absence of aerodynamic
drag and CO2 adsorption (volts).
AVnat = change in balancing voltage betveen unheated and heated particle
(volts).
"'aero = change in balancing voltage between particle experiencing
aerodynamic drag and particle not experiencing aerodynamic
drag (volts).
W = general continuous function representing T, G, and I.
W = the vacuum level or energy of an electron at rest outside at a
large distance from the metal (eV).
X = microscopic or point electric field around irregularity (volts/i).
XI = macroscopically imposed electric field (volts/a).
z = modified dimensionless radial direction.
B0 = characteristic chamber dimension = 0.004 a.
Za = dimensionless outer boundary location.
S= the thermal expansion coefficient (eV/K).
p = coefficient of volume expansion (1/K).
p = affinity coefficient of CO2 relative to N2 (dimensionless).
p = correction factor (dimensionless).
y = statistical veight ratio (dimensionless).
e = convergence criteria.
ea = emissivity at wavelength Aa (dimensionless).
e0 = permittivity constant = 8.85 X 10 12 farad/a.
er = relative permittivity of particle (dimensionless).
Xa = vavelength (cm).
AX = optical bandvidth of photodetector.
0 = angular coordinate.
p = surrounding gas viscosity (kg/a sec).
v = surrounding gas kinematic viscosity (a2/sec).
VI = number of ions evaporated per second.
va = number of atoms'evaporated per second.
C = dimensionless vorticity component in the *-direction.
p = surrounding gas density (kg/m3).
Pp = apparent particle density (kg/a3).
PS = density of sphere (kg/a3).
Pf = density of fluid (kg/m3).
Pn,s = density of a nonspherical particle (kg/a 3 ).
* = coordinate representing the angle of rotation about the axis of
symmetry of the flov.
* = the work function or the energy required to bring an electron from
the Fermial level to the vacuum level (eV).
* = lovering of the work function due to surface contamination (eV).
#0 = the work function at some reference temperature (eV).
y = dimensionless stream function.
7 = sphericity = ratio of the surface area of a sphere to the surface
area of a nonspherical particle of equivalent volume (dimensionless).
* = relaxation factor.
= lovering of the work function due to electric field (eV).
fl = oscillating frequency of AC field (Hz).
Subscripts:
G = vorticity.
I = mesh point index in the z-direction.
i = initial or CO2-free.
J = mesh point index in the 6-direction.
a = mass fraction.
n = number fraction.
r = radial direction.
s = surface.
T = temperatue.
v = general function.
z = modified radial direction.
* = ambient.
8 = tangential direction.
f = stream function.
Superscripts:
L = Lth iteration.
L-1 = (L-I)th iteration.
THESIS DIGEST
DI. INTRODUCTION.
Probably the most celebrated single particle levitation device was
the flat-plate capacitor used by Milliken [1] to suspend oil droplets
and determine the charge of an electron. Today's version of Milliken's
flat-plate capacitor is the electrodynamiac balance (EDB), which is a
device capable of stably suspending a single, micron-sized, charged
particle in a dynamic electric field which is produced by three elect-
rodes in a hyperboloidal configuration. Electrodynamic balances such
as these have been used by many workers [2-6] to study ambient tempera-
ture phenomenon, such as light scattering, condensation, or evapora-
tion. More recently, Spjut et al. [7-9] extended the diversity of the
EDB by successfully heating a single suspended particle vith a CO2
laser. Spjut et al. [7-9] were also able to measure single particle
temperatures using two color infrared pyrometry. Postion control
systems have been built [7,10] that automatically adjust the balancing
DC voltage across the endcap electrodes to keep the particle in the
center of the chamber. Since the balancing voltage across the endcap
electrodes is proportional to the particle mass to charge ratio, the
EDB was nov potentially capable of folloving reacting particle mass
versus time much in the same way as a conventional thermogravisetric
analyzer (TGA). In this sense, a true electrodynamic thermogravimetric
analyzer (EDTGA) had been born.
The motivation behind the development of the EDTGA was the study
of single particle gas-solid reactions, since a single particle device
offered many potential advantages over traditional gas-solid reaction
apparatuses such as conventional TGA's, laminar flow furnaces,
entrained flow reactors, fluidized beds, packed beds, and moving
beds. Some of these advantages of studying single particle reactions
in the EDTGA are: 1) minimal heat and mass transfer limitations, 2)
rapid heating/quenching capabilities (106 K/sec) due to heating by CO2
laser, 3) ability to systematically study effects of specific vari-
ables (such as particle density, particle size, coal composition, etc.)
on particle reactivity, and 4) easy measurement of diameter shrinkage
or growth.
The EDTGA also possesses two experimental difficulties brought
about by particle heating, charge loss and the creation of a natural
convective drag force. The particle must retain some of its charge in
order to be levitated, therefore, charge loss potentially represents a
very serious limitation of the EDTGA. The natural convective drag
force, which is caused by a natural convective flow field set up around
a heated particle, makes the DC balancing voltage no longer proportion-
al to particle mass, therefore, without prior knowledge of the natural
convective drag force, continuous mass versus time measurements via
voltage versus time measurements would not be valid.
The overall objective of this thesis was to determine the useful-
ness of the EDB in studying single particle gas-solid reactions. This
objective was satisfied in the following four parts:
1) Develop experimental measurement techniques for characterizing
single particles suspended in the EDTGA. More specificly,
develop techniques for measuring single particle diameter,
mass, density, porosity, surface area, and reactivity versus
particle conversion.
2) Determine the feasibility of continuous mass versus time
measurements in the EDTGA in light of the induced natural
convective drag force on heated particles. Ideally, identify
the major variables important in determining the natural
convective drag force and develop predictive capabilities.
3) Attempt to understand the charge loss phenomenon from heated
particles. Ideally, develop predictive capabilities that can
be utilized in defining the limitations of the EDTGA.
4) Study uncatalyzed and catalyzed "Spherocarb" oxidations in an
attempt to more fully understand the role of the EDTGA in gas-
solid reaction studies. Examine particle-to-particle
variations in reactivity and changes in diameter, density, and
surface area versus conversion for both uncatalyzed and
catalyzed "Spherocarb" particles.
D2. EXPERINEITAL APPARATUS.
The electrodynamic balance (EDB) consists of three electrodes in
a hyperboloidal configuration, the theory of which is completely
described by Wuerker et al. [11], Frickel et al. [12], Davis and Hay
[4], Ray [6], and Spjut [7]. An exploded view of the electrodynamic
balance is shown in Figure D2.1. The EDB chamber stably contains a
single, charged particle in a dynamic electric field, with the elec-
tric field strength in the vertical direction being directly propor-
tional to the mass-to-charge ratio of the particle. The position
control system automatically adjusts the electric field to keep the
particle In the chamber center. This is very important when the
particle mass is changing due to reaction. A 20 W CO2 laser supplies
heat to the levitated particle and two color infrared (2 pj and 4 ps)
pyrometry is used for temperature measurement. A CO2 laser control
system is required to minimize laser power fluctuations, and finally,
a gas flow system allows for particles to be reacted in various
gaseous environments.
D3. EXPERIMEITAL MEASUREMEBT TECHBIQUES.
In this section, three different experimental measurement
techniques which involve characterizing the suspended particle,
both initially and at various extents of reaction will be discussed.
D3.1 Single particle diameter measurements.
Diameters of single particles suspended in the EDTGA are
measured via one of two microscopes attached to the system. A (x70)
Ealing microscope has associated with it a graticule that allows for
diameter measurements to ± 5 ps. A 35 mma camera may be attached to a
(xlOO) Wild microscope and photographs can be taken for diameter
measurements good to within ± 3 pm.
D3.2 Use of aerodynamic drag in measurement of single particle
mass, charge, and density.
D3.2. Introduction.
The most straightforward method of studying single particle gas-
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Figure D2.1 : Exploded view of electrodynamic balance.
solid reactions is to follow the particle weight versus time. A forav
balance on an unheated particle levitated in an EDB yields:
mg = qCV/z0  (D3.1)
or
V = (g 0o/C)(m/q) (D3.2)
where a is the particle mass, g is the gravitational acceleration , q
is the excess charge on the particle, C is the chamber constant, V is
the balancing DC voltage across the endcap electrodes, and E0 is the
characteristic length of the EDB chamber. The term (gl0/C) is a
constant. If the number of charges on the particle remains constant,
and the initial mass is known, a voltage versus time curve will be
sufficient to determine the reaction rate. Under these conditions the
electrodynamic balance can be used as a TGA (1i.e. collecting continuous
weight versus time data). If some charge is lost, but the particle is
still able to be levitated, the particle vill require periodic reveigh-
ing in order to follow particle mass versus time. In either case, in
order to follow single particle gas-solid reactions in the EDTGA, a
simple method of weighing levitated particles is necessary.
D3.2.2 Theory.
In this work an aerodynamic drag method of particle mass measure-
ment is utilized. If the particle is spherical and the diameter can be
determined, the particle mass can be calculated by measuring the drag
force as a function of volumetric flow rate of gas around the suspended
particle. The volumetric flow rates of gas were selected to yield
velocities well under the terminal velocity.
A vertical force balance on an unheated, levitated particle vith
an upward gas flov yields:
mg = qCV/z0 + Fa (D3.3)
where Fa is the aerodynamic drag force on the particle.
Since Re (( 1, the aerodynamic drag on the particle is described
by Stokes' lay:
F, = 3%pvd
where p is the gas viscosity, v is the gas velocity, and d the
particle diameter. If the velocity of gas is assumed to be proportion-
al to the volumetric flow rate of gas through the chamber, 0, and the
mass of a spherical particle is written as:
a = (l/6)d3pp (D3.5)
where pp is the apparent particle density, equation D3.3 can be solved
under both flow and nonflov conditions. If these two equations are
then combined and rearranged, the folloving equation results:
AVaero = KV1 /(Ppd2) (D3.6)
where AVaero = V -V,  = the DC voltage across the endcap electrodes
required to balance the levitated particle in the absense of aero-
dynamic drag, V = the DC voltage across the endcap electrodes required
to balance the levitated particle in the presense of aerodynamic drag,
and K = 18pv/gQ. K is a proportionality constant that can be
determined by means of a calibration procedure using particles of known
density. From equation D3.6, the apparent particle density, and hence
its mass and charge, can be determined from measurement of VI and
AVaero versus 0 for a particle of known diameter.
D3.2.3 Calibration Runs.
Because the flow field of gas through the chamber is not known,
calibration runs must be performed to back out the velocity of gas
over the suspended particle as a function of volumetric flow rate.
Eight calibration runs vere performed on glass spheres vith a known
density of 2.5 g/cm3 and diameters ranging from 50 pa to 130 pm.
Typical results are shown in Figure D3.1 for spheres of 72, 74, 109,
and 124 pm. The linearity of the data shown in Figure D3.1 indicates
the validity of the aerodynamic drag technique in the range of gas flow
rates tested. The slopes of the voltage versus flow rate data, togeth-
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Figure D3.1 : Change in balancing voltage versus volumetric
flow rate for four calibration runs performed
on glass spheres with a density of 2.5 g/cm3 .
er with measurements of Vi and particle diameter, can be substituted
in equation D3.6 to determine the constant K, which was found to have
a value of 0.848 kg sec a-4. The standard deviation for the eight
calibration runs vas 0.0153.
D3.2.4 Gxample of aerodynamic drag force technique.
An example of the aerodynamic weighing technique is presented in
Figure D3.2. Two separate weighings were performed on a 245 pm
diameter "Spherocarb" particle and the results are presented in the
form of DC balancing voltage versus volumetric flow rate. The small
systematic difference in balancing voltage at each flow rate between
the two weighings was due to a movement of the microscope between the
weighings. Also, the upward curvature of the data at flow rates close
to zero is probably due to diffusion of water into the chamber and
absorption in the *Spherocarb" which results in a real veight gain.
D3.3 Single particle surface area measurements.
D3.3.1 Introduction.
Since the overall rate of reaction of the levitated particle is a
function of its surface area available to gaseous reactants, it is
desirable to measure this surface area. In this work, single particle
surface areas of synthetic chars are evaluated from the adsorption
isotherm of CO2 at 298 K using the Dubinin-Polanyi equation.
D3.3.2 Dubinin-Polanyl theory.
The use of the Dubinin-Polanyi equation is discussed by Lamand and
Marsh [13] and is written as follows:
log(n/mg) = log(n/mg)0 - (BT2/P)log2(pO/P) (D3.7)
where (n/mg) is the number of mols of CO2 adsorbed at the CO2
equilibrium pressure P, (n/mg)0 is the micropore capacity of the
sample, PO is the saturation vapor pressure of CO2 at temperature
T (K), 0 is the affinity coefficient of CO2 relative to N2 , and B
is a constant. A plot of log(n/mg) versus log2(Po/p) should yield
Oof.4V0
0
207
S
w 206I
095& 2O6
0 10 20
FLOW RATE (ml/min)
Figure D3.2 : Balancing voltage versus volumetric flow rate
for two separate weighings of a 245 aum
diameter "Spherocarb" particle.
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a straight line with the intercept at log2(P 0/P) = 0 equal to
log(n/mg)0. If the adsorption of CO2 is restricted to a monolayer
then (n/mg)0 multiplied by the cross-sectional area of a CO2 molecule
and Avagadro's number yields the microporous surface area. The cross
-sectional area of the CO2 molecule is a function of temperature and
was taken from Walker and Kini [14].
D3.3.3. £'xperimental procedure.
If equation D3.1 is solved twice for the same particle, once with
CO2 adsorption and once without, and the equations are subtracted from
each other, the following expression results:
(m-i)/mi = (V - VI)/V 1  (D3.8)
where mi and V1 are the initial mass and voltage when no CO2 has been
adsorbed and a and V are the mass and voltage when CO2 has been
adsorbed. In other words, the change in particle mass due to CO2
adsorption divided by initial mass is equal to the change in DC voltage
required for balancing divided by the initial voltage. The (n/mg)
ratio can be measured directly from the balancing voltages (equation
D3.8) and dividing by the molecular weight of CO2 .
Five different gas mixtures were utilized in these adsorption
studies, pure N2, a 20% C02/80% N2 mixture, a 35% C02/65% N2 mixture,
a 50% C02/50% N2 mixture, and pure CO2 . Some raw data for a "Sphero-
carb" particle is plotted in Figure D3.3 in the form of balancing volt-
age versus the mass flow meter reading. The mass flow meter reading
was used instead of volumetric flow rate because the mass flow meter is
only calibrated for nitrogen. A mass flow meter reading of 600 corre-
sponds to a nitrogen flow rate of 42 ml/min. Three balancing voltage
measurements (at mass flow meter readings of 400, 500, and 600) were
taken for each gas mixture. These measurements are shown as the open
boxes in Figure D3.3. Since the chamber is not leak proof, in order to
ensure that the levitated particle is experiencing the environment of
the gas cylinders, a finite gas flow rate must be maintained. Gas flow
rates corresponding to mass flow meter readings of 400, 500, and 600
have been shown to be experimentally adequate.
200 400 600
MASS FLOW METER READING
Figure D3.3 : Balancing voltage of a single "Spherocarb"
particle versus mass flow meter reading for
five different gas mixtures.
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Unfortunately, the introduction of a gas flowing upward past the
suspended particle produces an aerodynamic drag force which affects the
DC voltage required for stable balancing of the particle. The solid
lines in Figure D3.3 represent a least squares linear regression that
was performed on each group of three experimental points. By extrapo-
lating the experimental data to a zero mass flow meter reading, the
"true" balancing voltage without the aerodynamic drag force included
can be obtained. These "true" balancing voltages can then be used
directly to form a Dubinin-Polanyi plot and thus a surface area
calculation. One surface area measurement performed in this fashion
takes approximately 1.5 hours.
D3.3.4. £Examples of surface area measurements.
Figure D3.4 is a Dubinin-Polanyl plot for a 181 pm diameter
"Spherocarb" particle. The data points are represented as open
squares, and the line is a least squares linear regression through
these points. The slope of this line is -0.1524, the intercept is
-2.229, and the correlation coefficient is 0.9994. An intercept
of -2.229 corresponds to a surface area of 860 m2/g.
D4. NATURAL CONVECTIVE DRAG.
D4.1 Introduction.
Upon laser heating of the levitated particle, the fluid near the
particle surface is heated due to conduction. Since the ambient fluid
is cool, the fluid near the particle surface rises, and a natural con-
vective flow field is set up which introduces a natural convective
drag force, Fnat, on the particle. The vertical force balance of
equation D3.1 now becomes:
mg = qCV/z0 + Fnat (D4.1)
This upward drag force on the particle complicates interpretation of
the particle weight change data. Arnold and Lewittes [15] were the
first to report such a force, and later, Spjut [7] reported drag force
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Figure D3.4 : Dubinin-Polanyi plot for a 181 ym diameter
"Spherocarb" particle.
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magnitudes as great as the particle veight. In order to determine the
true particle reaction rate, changes in particle mass must be distin-
guished from changes in drag force. Therefore, characterization of
the natural convective drag force is necessary if the electrodynamic
balance is to be used for continuous mass versus time measurements.
An example of how the natural convective drag affects the
balancing voltage of a heated "Spherocarb" particle is depicted in
Figure D4.1. At time zero, the 183 pm diameter "Spherocarb" particle
is balanced in the chamber and is at ambient temperature. Laser heat-
ing begins at 0.28 sec and ends at 1.94 sec and was performed in an
inert N2 environment to prevent any chemical reaction. After the
particle is heated to 610 K, the natural convective drag force
develops and the voltage required for balancing decreases. The
initial, unheated balancing voltage is 125 volts, therefore, a 6.5
volt decrease represents a 5% decrease in balancing voltage that is
caused solely by the natural convective drag force.
D4.2 Previous work.
Due to the small size of the particles being examined in the
EDB, the corresponding Grashof number will also be small, with the
range of interest being between 0.0005 and 1.0. The Reynold's
number based on the maximum convective velocity is much less than one.
Experimental studies of natural convection around a heated sphere
at small Grashof number have been conducted [16-21], however, the
authors were interested in heat transfer, and only measured the
overall Nusselt number. No experimental measurements of the drag
force induced on a sphere by a natural convective flow field are found
in the literature.
The classic references to analytical treatments of natural
convection around spheres at small Grashof numbers are Mahony [22],
Fendell [23], Hossain and Gebhart [24], and Hieber and Gebhart [25].
Each attempted to solve the problem by a perturbation method, but a
suitable outer solution could not be obtained so as to match with the
inner expansion. This problem can, however, be solved by a series
truncation method [26] or using finite difference methods to obtain
solutions [27-30]. The Boussinesq approximation is used in all of the
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Figure D4.1 : Change in balancing voltage and temperature
for a 183 ym diameter "Spherocarb" heated to
610 K in nitrogen.
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above-referenced studies. Only Geoola and Cornish [29-30] calculate a
natural convective drag force; all previous studies concentrate on
the heat transfer aspects of the problem.
D4.3 Dimensional analysis.
Dimensional analysis reveals that:
2
Fnat p CDT (D4.2)
where: p is the surrounding gas viscosity, p is the surrounding
gas density, and CDT is the dimensionless drag force coefficient.
The dimensionless drag force coefficient is some unknown function
of the Grashof number, Gr, and the Prandtl number, Pr, which are
defined as follows:
Gr = gP(T s - Ta)R 3 /v 2  (D4.3)
Pr = C p/k (D4.4)
where: p Is the coefficient of volume expansion, Ts is the particle
surface temperature, To is the ambient gas temperature, R is the
particle radius, v is the gas kinematic viscosity, Cp is the gas heat
capacity at constant pressure per unit mass, and k is the gas thermal
conductivity.
Note that we have used the convention of Geoola and Cornish to
define Gr, where R is used as the characteristic length instead of
particle diameter. All gas properties are evaluated at the gas film
temperature, Tf, defined as (Ts + T)/2, and the value of 0 used In
the definition of Gr is l/T0 [31]. The numerical results will be
presented primarily as a function of the dimensionless drag force
coeffici3nt and the Grashof number.
D4.4 Theoretical model and numerical nethods.
A numerical technique modeled after that of Geoola and Cornish
[29,30] is used to solve the conservation equations of mass, momentum,
and energy in two dimensions for the gas phase near the particle.
Methods were developed to obtain both a steady-state and a transient
solution. The assumptions used in this model are that: 1) the
particle is spherical; 2) the particle has a uniform, constant surface
temperature; 3) the particle is not rotating; 4) flow is axisymmetric
(all the dependent variables are independent of 0); 5) the only body
force is gravity; 6) the Boussinesq approximation applies; and 7) other
fluid properties (such as viscosity, specific heat, and thermal con-
ductivity) are constant.
In the steady-state case, the energy, vorticity, and stream
function equations were solved simultaneously using an extrapolated
Gauss-Seidel method [32]. In the transient computations, the energy
and vorticity transport equations were solved using Peaceman and
Rachford's ADI method [33]. The stream function equation was solved
at each time step using an extrapolated Gauss-Seidel method.
D4.6 Discussion of numerical results.
A linear regression on the numerical solution of the steady-state
drag force coefficient versus Prandtl number reveals that CDT varies
wvith Pr-0.25
Figure D4.2 is a plot of the steady-state dimensionless pressure,
viscous, and total drag coefficients versus Grashof number. The
ratio of the dimensionless viscous drag over the dimensionless
pressure drag remains constant at a value of 2.0 over the range of
Grashof number examined. This implies that there is no change in the
basic flow patterns, such as the separation of the boundary layer.
A log-log plot of the dimensionless time required to reach 90% of
the steady-state total drag force coefficient versus Grashof number is
plotted in Figure D4.3.
D4.7 Experimental program.
The experimental program examined the effect of three parameters,
particle temperature, particle size, and surrounding gas on the
natural convective drag force. Particle temperature was varied in the
range of 600 to 1200 K. Five different diameter spheres were examined,
127, 153, 168, 192, and 236 Cm. In each case, the material used was
the synthetic char "Spherocarb'. Also, two different surrounding gases
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were used, N2 and CO2.
A force balance on the heated particle yields:
AVnat/V I = Fnat/mg (D4.5)
where: AVnat is the change in balancing voltage between an unheated
and a heated particle and V1 is the balancing voltage of an unheated
particle.
D4.8 Comparison of experimental and numerical results.
Figure D4.4 is z plot of Fnat/mg versus particle temperature
for a 192 pm diameter "Spherocarb" particle. The open triangles
represent experiments performed in nitrogen, the open circles
represent experiments performed in carbon dioxide, and the solid
lines represent the numerical solutions.
Figure D4.5 is a plot of steady-state dimensionless drag force
coefficient versus Grashof number. Again, the triangles represent
experiments performed in nitrogen, the circles represent experiments
performed in carbon dioxide, and the solid line represents the
numerical solution. The numerical solutions agree well with the
experimental results, even though the Boussinesq criterion has been
violated due to the large temperature differences in the problem [34].
Figure D4.6 is a plot of the change in balancing voltage versus
real time for a 183 pm diameter "Spherocarb" particle heated to 610 K
in nitrogen. The initial, unheated voltage was 125 volts. The small
points represent experimental results and the smooth solid line
represents the transient numerical solution. The experimental points
were smoothed vith a moving average filter. Again we see good
agreement between experiment and theory. According to the heat
transfer model developed by SpJut [7], the particle should reach 90X
of its equilibrium temperature in 70-80 msec.
D4.9 lumerical predictions.
Figure D4.7 is a plot of the numerical solution of the steady-
state natural convective drag force for a heated sphere in ambient
nitrogen divided by the particle veight versus particle radius for a
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Figure D4.4 : Experimental measurements and numerical cal-
culations of the ratio of natural convective
drag force to particle weight versus tempera-
ture for a 192 yum diameter "Spherocarb" par-
ticle in nitrogen and carbon dioxide.
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Figure D4.5 : Experimental measurements and numerical cal-
culations of the steady-state dimensionless drag
coefficient versus Grashof number for five dif-
ferent diameter "Spherocarb" particles heated in
nitrogen and carbon dioxide.
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Figure D4.6 : Experimental measurements and numerical
culations of the change in balancing voltage
versus time for a 183 1um diameter "Spherocarb"
particle heated to 610 K in nitrogen.
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Figure D4.7 : Numerically predicted ratio of the steady-
state natural convective drag force to particle
weight versus particle radius for a particle
density of 500 kg/m 3 and three different par-
ticle temperatures, 500 K, 900 K, and 1500 K.
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particle density of 500 kg/m 3 and three different particle surface
temperatures, 1500 K, 900 K, and 500 K. The circles represent
predictions of the drag force/weight using the numerical solution and
the solid lines are "best fit" lines through these points. The
numerical solution predicts a peak in drag force divided by weight
for a particle radius of approximately 40 pm. This solution predicts
that the natural convective drag force around aerosol particles
less than 10 pm in diameter with a density greater than 500 kg/n 3
will be less than 5% of the particle weight, if particle temperatures
are kept under 1500 K. Furthermore, since the drag force divided by
weight is inversely proportional to particle density, heavy particles
with densities greater than 2500 kg/m3 will also not experience drag
forces greater than 5% of their weights if particle temperatures are
kept under 1500 K.
Figure D4.8 is a prediction based on the transient numerical
results of the real time required to reach 90% of the steady-state
drag coefficient in nitrogen versus particle temperature for three
different particle radii of 40, 80, and 120 p~. The time required
to set up the natural convective flow field decreases with
increasing particle temperature and decreases with decreasing
particle radius.
A discrete least squares method [35] vas used to obtain the
following second-order polynomial which describes the steady-state
dimensionless total drag force coefficient as a function of Grashof
number:
log(CDT) = 1.25 + 0.31[log(Gr)] - 0.097[log(Gr)]2  (D4.7)
This correlation is good to vithin 5% over the range 0.0004 ( Gr ( 0.5
for Pr = 0.72.
The same discrete least squares method vas used to obtain the
folloving second-order polynomial that approximates the dimensionless
time required to reach 90% of the steady-state drag force coefficient:
log(t90%) = 1.32 - log(Gr) - 0.ll[log(Gr)]2 (D4.8)
1000
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Figure D4.8 : Numerical predictions of real time required
to reach 90% of the steady-state drag force
coefficient versus particle temperature for
particle radii of 40, 80, and 120 pm.
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These polynomial approximations may be used to predict the
magnitude and response time of the natural convective drag force on
a particle levitated in the EDTGA, allowing particle mass to be
continuously measured by continuously measuring the DC voltage
required for stable balancing.
D5. CHARGE LOSS FROM HEATED PARTICLES LEVITATED II THE EDB.
D5.1 Motivation.
The vertical force balance shown in equation D3.1 reveals the
extreme importance of the charge on a particle. If charge equal Eero,
then particle levitation in the EDTGA becomes impossible. The term
"catastrophic" charge loss will be used to describe an event where
enough charge is lost from a particle to prevent it from being stably
balanced.
Experimentally, it has been found that initial charging of
particles (most probably by tribo or frictional electrification) is
not a problem. Particles with both positive and negative excess
charge have been successfully captured in the EDB. A typical number
of excess charges on a captured particle in our EDB is in the range
of 106 to 108.
Although initial charging of particles is not difficult, keeping
the particle charged durJng heating has been shown experimentally to
be a problem. All particles suspended in our EDB, regardless of
material, polarity of charge, size, or shape, have been shown to
experience charge loss at some temperature. To date, C, SiO2 , BaO,
CaO, KI, KCI, NaCl, Ca(OH) 2, CaS04, Al coated S102, Fe coated S102,
Ag coated Cu, and Au coated Ni particles have all been shown to expe-
rience charge loss. The size range examined was between 20 and
250 pm.
D5.2 Experimental results.
Two sets of experimental measurements were performed. The first
set of experiments examines the effect of particle temperture and
particle work function on charge loss from heated particles levitated
in the EDTGA. The work function can be defined as the minimum energy
required to extract the weakest electrons from their maximum natural
surface excursion distance to infinity [36]. The second set of
experiments looks at the effect of temperature, surface contamina-
tion, and electric field strength on charge loss from a heated metal
thermocouple.
D5.2.l Charge loss from heated particles.
Since excess charge on a levitated particle is inversely
proportional to the DC voltage required for stable balancing, charge
loss can be measured by an increase in the DC voltage required for
balancing. Figure D5.1 is a plot of the change in balancing voltage
due to a 2.8 asec CO2 laser pulse versus the incident power of the
CO2 laser for seven different "Spherocarb" particles. Four of the
experiments were performed on negatively charged "Spherocarb" par-
ticles and three of the experiments were performed on positively
charged "Spherocarbm particles, with no noticable difference in
charge loss detected between negatively and positively charged par-
ticles. Below 0.5 V, no charge loss was ever detected. Above 2 W,
catastrophic charge loss always occurred, with subsequent loss of the
particle from the chamber.
Figure D5.2 is a plot of absorbed laser pover required for
charge loss versus particle work function for seven different
materials, BaO, CaO, C, SO12, KI, KCI, and NaCI. It appears that
the larger the work function of the particle, the more laser power
is required before charge loss occurs. Caution must be exercised
when trying to draw conclusions from this plot, however, due to
uncertainties in material absorptivities of 10.6 itm radiation
and laser intensities.
05.2.2 Charge loss from heated metal wires.
The experimental system utilized in this section vas designed
to measure charge transfer in the form of current from an isolated
thermocouple inside the EDB to the surrounding electrode valls. A DC
voltage was supplied to the surrounding electrodes to create an elec-
tric field similar to the electric field experienced by a charged par-
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Figure D5.1 : Change in balancing DC voltage due to charge
loss from a series of seven different "Sphero-
carb" particles versus incident CO, laser power
for a 2.8 msec laser pulse.
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Figure D5.2 : Absorbed CO2 laser power required for charge
loss versus particle work function for seven
different materials, BaO, CaO, C, SiO2, KI, KC1,
and NaC1.
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ticle. By dipping the thermocouple bead into ethanol solutions,
various compounds such as S102, Zr02, carbon black, Ca(Ac)2, and KC1
could be used as surface coatings.
Figures D5.3 and D5.4 highlight results taken from a thermocouple
held in place by a ceramic tube with heat being provided by a CO2
laser. Figure D5.3 is a plot of positive ion current versus
negative DC voltage being applied to the electrodes, with type K
thermocouple temperatue as a parameter. Here we see a very system-
atic dependence of positive ion current versus thermocouple tempera-
ture and electric field strength.
Figure D5.4 is a plot of positive ion current versus negative DC
voltage applied to the electrodes, with type R thermocouple
temperature as a parameter. This plot highlights the results of work
performed with doped thermocouples. In this case, a ZrO2 coating
was attached to the thermocouple. The solid lines in Figure D5.4
represent results with no coating on the thermocouple and the
dotted lines represent results with a ZrO2 coating. The Zr02
coating increases the positive ion current by approximately one order
of magnitude.
D5.3 Theory.
Charge may be lost from a particle suspended in the EDB by six
different mechanisms, 1) photoemission, 2) field emision, 3) secondary
emission, 4) thermionic emission of electrons or ions, 5) fragmenta-
tion, and 6) surrounding gas Ionization.
After examining evidence from experiments performed in this lab as
well as evidence presented in the literature, thermionic emission of
ions remains the most viable mechanism for charge loss. The
Richardson-Dushman equation describes thermionic emission from a clean
surface and predicts the maximum temperature at which a material can be
heated without experiencing charge loss.
An electric field can lover the apparent work function of the
material by [eE/(4e 0o)] 05. This is called the Schottky effect [37,38]
where E is the electric field strength at the surface of the material
and e0 is the permittivity of free space. The total electric field at
the particle surface, Etotal, is a combination of the electric fields
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Figure D5.3 : Positive ion charge loss from a CO laser
heated, type K thermocouple versus DC voltage
applied to surrounding electrodes. Thermo-
couple temperature is a parameter.
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Figure D5.4 : Positive ion charge loss from a CO, laser
heated, type R thermocouple versus DC voltage
applied to surrounding electrodes for an
uncoated and a ZrO, coated thermocouple.
Thermocouple temperature is a parameter.
produced by 1) the DC endcap electrodes, EDC, 2) the AC ring electrode,
EAC' and 3) the excess surface charge, E . The electric field produced
by the excess surface charge dominates the total electric field at the
particle surface, and can be minimized by minimizing the total amount
of excess charge on the levitated particle.
Jenkins [39] discusses how surface contamination can greatly
modify the potential barrier at the solid surface and can lover the
work function by two or three eV. Loeb [40] and Layton and Weinberg
[41] concluded that surface irregularities act in a way as to magnify
the electric field found on charged particles by as much as 200 times,
and this in turn can be thought of as decreasing the particle work
function.
If the particle work function and particle temperature are assumed
to be of primary importance in describing charge loss, and that
electric field strength, surface contamination, and surface irregular-
ities are of secondary importance and act to lower the particle work
function, a modified Richardson-Dushman equation can be written:
I = AT2exp[(-*+E+@)/(kT)] (D5.1)
where * is the particle work function at some reference temperature, I
is defined as [e(Es+EAC+EDC)/(4%e0)D0. 5 which describes the lovering
of the work function due to the electric field strength at the particle
surface, and # is the decrease in work function due to surface contami-
nation. The other variables are defined as follows:
A = the Richardson constant = 120 amps/cm2 K2
k = Boltzmann's constant = 8.63 x 10-5 eV/solecule K.
e = elementary charge = 1.6 x 10-19 coul.
p = correction factor due to surface irregularities (dimensionless).
This equation can be used to predict the importance of charge loss and
the range of feasible operating temperatures for any material that is
to be studied in the EDTGA.
D6. SINGLE PARTICLE "SPHEROCABB OIIDATION.
In this section, we utilize the EDTGA to measure diameter, mass,
density, surface area, and reactivity of single particles as a func-
tion of conversion. The uncatalyzed synthetic char "Spherocarb" was
chosen as a base case. Since "Spherocarb" has been wvidely studied,
results from the EDTGA can be compared with those of conventional
gas-solid reaction apparatuses to test the overall usefulness, credi-
bility, and uniqueness of the EDTGA in studying gas-solid reactions.
"Spherocarb" particles doped with Fe, K, and Ca are also examined in
this section to determine the effect of catalyst on the evolution of
diameter and surface area as a function of conversion. The effect of
catalyst on particle-to-particle variations in reactivity is also
examined.
D6.1 Uncatalyzed "Spherocarbh.
D6.1.1 Density and porosity versus conversion.
Figure D6.1 is a plot of density versus percent conversion for
nine separate, uncatalyzed "Spherocarb" oxidations. Intitial
densities ranged from 670 to 920 kg/m 3 . Percent conversion
is defined as follows:
% conversion = (1.0 - m/m1)100% (D6.1)
Five of the oxidations were performed in oxygen, one In air, two in
carbon dioxide, and one in a dilute stream of oxygen in nitrogen.
Density measurements were performed discretely using the aerodynamic
drag force technique discussed in section D3.2. From Figure D6.1 it
can be seen that "Spherocarb" density decreases with conversion,
independent of the oxidation environment. Reaction times for 50%
conversion ranged from 2 minutes in oxygen to 30 minutes in carbon
dioxide, wvith a corresponding temperature range of 750-830 K for
reactions in oxygen and 1200-1250 K for reactions in carbon dioxide.
It is believed that the "Spherocarbs" are oxidizing in the kinetically
controlled regime under these conditions [42]. The data suggest a
minimum density (approximately 400 kg/m 3 ) that "Spherocarb" can obtain,
even at high conversions of 60-90%.
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Figure D6.1 : Apparent density versus percent conversion
for nine separate, single particle, uncatalyzed
"Spherocarb" oxidations performed in the EDTGA.
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D6.1.2 Shrinkage versus conversion.
Diameter versus conversion measurements were obtained for 13
separate, single particle, uncatalyzed "Spherocarb" reactions, vwith
the results depicted in Figure D6.2 in the form of diameter/intial
diameter versus percent conversion. Nine of th6 runs vere performed
in oxygen, three in carbon dioxide, and one in air. Reaction times
and temperatures were similar to those described in section 6.1.1.
At 50% conversion, the "Spherocarb" diameter is typically 90% of its
original value, and at 90% conversion, the diameter is reduced to 50%
of its original value. Since it is believed that all of the runs
took place under kinetically controlled conditions, the Hurt
shrinkage-densification model [43] must be incorporated to interpret
the data. The data indicate that the extent of "Spherocarb" shrinkage
is not a function of temperature or reacting gas, but only a function
of conversion.
D6.1.3 Surface area versus conversion.
Single particle surface areas are obtained using CO2 adsorption
and the Dubinin-Polanyi equation. Figure D6.3 is a plot of specific
surface area versus percent conversion for eight single particle
"Spherocarb" oxidations. Five of the runs were performed in oxygen,
two in carbon dioxide, and one in air. Again, the reaction times
and temperatures were similar to those described in section 6.1.1.
The initial specific surface area varied from 821 to 1116 m2/g,
with the average initial surface area being 960 m2/g. These
surface areas can be compared to a value of 965 m2/g obtained
from a 0.294 g sample of "Spherocarb" particles from Hurt [44] in a
conventional volumetric adsorption apparatus. The surface area
appears to increase slightly up to a conversion of 10-15% and then
monotonically decrease to an average value of 660 m2/g at about 81%
conversion. A value of 647 m2/g vas obtained at 65% conversion
from Hurt [44] using a conventional volumetric adsorption apparatus.
The data indicate that "Spherocarb" surface area evolution is not a
function of temperature or reacting gas, but only a function of con-
version.
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Figure D6.2 : Ratio of diameter to initial diameter versus
percent conversion for 13 separate, single
particle, uncatalyzed "Spherocarb" oxidations
performed in the EDTGA.
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Figure D6.3 : Specific surface area versus percent conversion
for eight separate, single particle, uncatalyzed
"Spherocarb" oxidations performed in the EDTGA.
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D6.1.4 Reactivities.
A total of 19 separate, uncatalyzed "Spherocarb" particles
were reacted in air. Particle temperatures ranged from 740 to
1170 K and the corresponding times required for 50% conversion
ranged from 2.2 to 17,000 sec.
Figure D6.4 is a plot of the natural log of 1/l0. 5  versus 1/T
for all of the 19 "Spherocarb" particles that were reacted in air.
10.5 is defined as the time in seconds required for 50% of
the particle to have reacted. In this figure, the solid black
circles represent data collected by Floess [45] and Hurt [42] in a
conventional TGA. Their data cover the range of x0.5 = 372
to 167,900 sec, approximately 2.5 orders of magnitude in reaction
rate. The x's represent data collected in the EDTGA. These data
cover the range of 10.5 = 2.2 to 17,000 sec, almost 4 orders
of magnitude in reaction rate. The EDTGA results are reproducible at
rates over 2 orders of magnitude faster than obtainable In a conven-
tional TGA. Both TGA and EDTGA results yield an activation energy of
36 kcal/mol for the "Spherocarb"-air reaction. These results
indicate for the first time that the EDTGA is a viable tool in study-
ing the kinetics of high temperature gas-solid reactions.
06.1.5 Density distribution.
A wide variability in apparent density has been observed from
the weighing of individual "Spherocarb" particles in the EDTGA. The
results indicate that the "Spherocarb" particle density varies from a
minimum of 0.42 to a maximum of 0.94 g/cm 3. The reason for the
variability in particle density may be appreciated from an optical
examination of polished cross-sections of "Spherocarb" particles in
Figure D6.5 [46]. A systematic study on nine "Spherocarb" particles
reacting at the same temperature of 880 K revealed no correlation
between "Spherocarb" density and reactivity.
D6.1.6 PartJcle-to-particle variations in reactivity.
A total of nine individual "Spherocarb" particles were reacted
at approximately the same temperature and the results are depicted
in the Arrhenius plot of Figure D6.6. Individual "Spherocarbs"
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Figure D6.4 : In(1/T7o.6) versus 1/T for 19 separate, single
particle, uncatalyzed "Spherocarb"-air reactions
performed in the EDTGA and eight "Spherocarb"-
air reactions performed in a conventional TGA.
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Figure D6.5 : Polished cross sections of "Spherocarb"
particles.
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Figure D6.6 : Arrhenius plot for single particle uncata-
lyzed, Fe catalyzed, and K catalyzed
"Spherocarb"-air reactions performed in
the EDTGA.
possess amazingly uniform reactivities with a standard deviation
in reactivity of only 21%.
D6.2 Catalyzed "Spherocarb'.
Three different catalysts (Fe, K, and Ca) were examined to
determine their effect on "Spherocarb" oxidation. Potassium has
been shown by Miss and Pabst [47] and HMis et al. [48] to be very
mobile and to completely wet the reacting surface. Iron has been
shown by McKee [49] and Baker et al. [50] to be an immobile, pitting
catalyst. Calcium is ion exchanged on the "Spherocarb" surface and
is assumed to be immobile.
The presence of Fe or Ca catalyst in "Spherocarb" does not
change the magnitude of shrinkage with conversion as compared with
uncatalyzed "Spherocarb". Potassium, however, does increase shrink-
age slightly. For Fe catalyzed "Spherocarb" the surface area
decreases in the same manner as the uncatalyzed "Spherocarb". For K
catalyzed "Spherocarb" the surface area decreases more with conver-
sion than the uncatalyzed "Spherocarb".
A series of 10 separate Fe catalyzed "Spherocarb" particles
were reacted in air at approximately the same temperature. Like-
vise, a series of seven separate K catalyzed "Spherocarb" particles
were reacted in air at approximately the same temperature. The
results from both sets of experiments are compared to the uncata-
lyzed results and depicted in the Arrhenius plot of Figure D6.6.
The standard deviation in reactivities was 88% for Fe and 32% for K.
The "Spherocarb" doped with the pitting Fe catalyst shows the high-
est particle-to-particle variation in reactivity. The "Spherocarb"
injected vwith the vetting K catalyst, on the other hand, shows only
slightly more variability in reactivity than the uncatalyzed "Spher-
ocarb".
D7. COICLUSIOIS.
D7.1 Experimental techniques for single particle characterization.
By taking photographs of suspended particles, single particle
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diameter measurements can be performed to within ± 3 ls. The aero-
dynamic drag force technique has been shown to be useful in measuring
single particle mass, density, porosity, and excess charge. Carbon
dioxide adsorption and the Dubinin-Polanyi equation have successfully
been used to measure single particle surface areas of the synthetic
char "Spherocarb". Experimental techniques now exist to measure dia-
meter, mass, density, porosity, surface area, temperature, and reac-
tivity of a single levitated particle versus extent of reaction in the
EDTGA.
D7.2 Natural convection.
The computational method of Geoola and Cornish [29,30] for
describing the heat transfer and fluid mechanics surrounding a heated
solid sphere was modified to correctly calculate the drag force due
to natural convection. The experimental steady-state and transient
results of the natural convective drag force agree well with the
Boussinesq numerical solutions, indicating that the Boussinesq
approximation is valid over the experimental parameter range examined.
The numerical calculations were used to develop empirical correlations
to approximate the steady-state natural convective drag force and the
dimensionless time required to reach 90% of the steady-state drag
coefficient. The steady-state and transient empirical correlations
may be used to cancel out the natural convective drag force from the
reacting particle force balance, thereby, allowing continuous mass
versus time measurements to be calculated from balancing voltage versus
time measurements.
D7.3 Charge loss from heated particles levitated in the EDTGA.
"Catastrophic" charge loss due to particle heating has
experimentally been found to represent the most serious limitation
in studying single particle gas-solid reactions in the EDTGA.
Experimentally, charge loss appears to be a function of particle work
function, particle temperature, electric field strength, and surface
contamination. There is also no noticable difference in charge loss
from positively charged particles as compared to negatively charged
particles.
From a literature survey, it was determined that particle surface
irregularities coupled with the electric field at the particle surface
could drasticly increase the charge loss from the particle at a spe-
cific temperature, potentially decreasing the particle surface work
function by a couple of electron volts. Surface impurities can also
lead to a drastic increase in charge loss.
After examining evidence from experiments performed in this lab as
well as evidence presented in the literature, thernionic emission of
ions was determined to be the most viable mechanism for charge loss.
The Richardson-Dushman equation describes thermionic emission from a
clean surface and predicts the maximum temperature at which a material
can be heated without experiencing charge loss.
By incorporating the effect of electric field strength, surface
contamination, and surface irregularities on lowering the particle work
function, a modified Richardson-Dushman equation was proposed. This
modified Richardson-Dushman equation can be used as in an initial
screening of the reactions that can be effectively studied in the
EDTGA.
D7.4 Single Particle "Spherocarb" Oxidation.
"Spherocarbm particles have been observed to undergo shrinkage
while reacting under kinetically controlled conditions. The extent of
"Spherocarb" shrinkage is not a function of temperature or reacting
gas, a slight function of catalyst type, and a strong function of
conversion. K catalyzed "Spherocarb" appears to shrink slightly
more than the uncatalyzed or Fe or Ca catalyzed "Spherocarbs'.
Uncatalyzed "Spherocarb" specific surface area, as measured by
CO2 adsorption, has an initial average value of 960 m2/g. The
surface area appears to increase slightly up to a conversion of 10-
15% and then decreases monotonically to an average value of 660 m2/g
at approximately 80% conversion. Uncatalyzed "Spherocarb" surface
area evolution is not a function of temperature or reacting gas, but
only a function of conversion. The surface area evolution of Fe
catalyzed "Spherocarb" behaves in the same manner as uncatalyzed,
however, the surface area of K catalyzed "Spherocarb" decreases nore
with conversion.
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Nineteen separate "Spherocarb" particles vere reacted in the
EDTGA in air at temperatures ranging from 740 to 1170 K.
Corresponding reaction times required for 50% conversion covered
almost four orders of magnitude, ranging from 2.2 to 17,000 sec.
The reaction rates obtained from the EDTGA agree favorably vith
those obtained from a conventional TGA, wvith both apparatuses
yielding an activation energy of 36 kcal/mol for the "Spherocarb"-
air reaction. No pore diffusion limitations are detectable over
the entire four orders of reaction rates examined, indicating
that the "Spherocarbs" are reacting in the kinetic regime.
Density measurements on individual "Spherocarb" particles
revealed a large variability in "Spherocarb" apparent density from
particle to particle. A systematic study of "Spherocarb" density
versus reactivity shoved no correlation.
A study of particle-to-particle variability in reactivities
revealed a standard deviation in reaction rates of 21% for
uncatalyzed "Spherocarb", 88% for Fe catalyzed "Spherocarb',
and 32% for K catalyzed "Spherocarb".
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LIST OF SYMBOLS FOR DIGEST
A = 4uemk2/h3 = 120 amps/cm2K2 = the Richardson constant.
B = constant.
C = dimensionless chamber constant = 0.4.
CDT = dimensionless total drag force coefficient.
Cp = heat caFacitg of surrounding gas at constant pressure per unit
mass (m /sec K).
d = particle diameter (a).
e = elementary charge = 1.6 X 10-19 coul.
E = electric field strength at the surface of the material (volts/a).
EDC = electric field at particle surface due to DC electric field (V/i).
EAC = electric field at particle surface due to AC electric field (V/m).
Es = electric field at particle surface due to surface charge (V/im).
Etotal = EDC + EAC + Es (V/m).
Fnat = natural convective drag force (N).
Fa = aerodynamic drag force on suspended particle (N).
2g = gravitational acceleration = 9.81 i/sec
Gr = Grashof number = gP(Ts-T )R3/2 (dimensionless).
-27h = Planck's constant = 6.6256 x 10 erg sec.
I = total emitted current per unit area (amp/cm2).
k = surrounding gas thermal conductivity (kg m/sec3 K).
k = Boltzmann's constant = 1.3805 x 10 erg/K.
-4K = proportionality constant = 18pK/g = 0.848 kg sec a-4
m = mass of particle (kg).
a = mass of an electron = 9.107 X 10-31 kg.
i = initial mass vlith no CO2 adsorption (kg).
n = mols of CO2 adsorbed (mols).
P = CO2 equilibrium pressure (atm).
PO = saturation vapor pressure of CO2 (atm).
Pr = Prandtl number = C p/k (dimensionless).
q = total excess charge on particle (coul).
0 = volumetric flow rate of gas through the chamber (i3/sec).
R = particle radius (a).
Re = Reynold's number = (v)pd/# (dimensionlesa).
90% = dimensionless time required to reach 90% of the steady-state
dimensionless drag force coefficient.
T = temperature (K).
Ts = particle surface temperature (K).
T = ambient gas temperature (K).
v = velocity of surrounding gas (m/sec).
V = balancing DC voltage across endcap electrodes (volts).
Vi = balancing voltage of unheated particle in absence of aerodynamic
drag and CO2 adsorption (volts).
AVnat = change in balancing voltage between unheated and heated
particle (volts).
AVaero = change in balancing voltage between particle experiencing aerody-
namic drag and particle not experiencing aerodynamic drag (volt).
=0  characteristic chamber dimension = 0.004 m.
= coefficient of volume expansion (1/K).
P = affinity coefficient of CO2 relative to N2 (dimensionless).
P = correction factor due to surface irregularities (dimensionless).
-12
e0 = permittivity constant = 8.85 X 10 farad/a.
p = surrounding gas viscosity (kg/lm sec).
v = surrounding gas kinematic viscosity (a2/sec).
p = surrounding gas density (kg/n 3).
p = apparent particle density (kg/m3).
# = coordinate representing the angle of rotation about the axis of
symmetry of the flow.
# = work function (eV).
10.5 = time required for 50% conversion (sec).
= describes the lowering of the work function due to the electric
field strength at the particle surface (eV).
i. INTRODUCTION.
1.1 Background.
Probably the most celebrated single particle levitation
device was the flat-plate capacitor used by Milliken [1] to
suspend oil droplets and determine the charge of an electron.
Today's version of Milliken's flat-plate capacitor is the
electrodynamic balance (EDB), a three electrode device
capable of stably levitating a single, charged, micron-sized
particle in a dynamic electric field. Electrodynamic
balances such as these have been used by many workers [2-6]
to study ambient temperature phenomenon, such as light
scattering, condensation, or evaporation. More recently,
Spjut et al. [7-9] extended the diversity of the EDB by
successfully heating a single suspended particle with a CO2
laser. Spjut et al. [7-9] were also able to measure single
particle temperatures using two color infrared pyrometry.
Postion control systems have been built [7,10] that auto-
matically adjust the balancing DC voltage across the endcap
electrodes to keep the particle in the center of the chamber.
Since the balancing voltage across the endcap electrodes is
proportional to the particle mass to charge ratio, the EDB
was now potentially capable of following reacting particle
mass versus time much in the same way as a conventional
thermogravimetric analyzer (TGA). In this sense, a true
electrodynamic thermogravimetric analyzer (EDTGA) had been
born.
1.2 Motivation, advantages, and problems.
The motivation behind the development of the EDTGA was
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the study of single particle gas-solid reactions, since a
single particle device offered many potential advantages
over traditional gas-solid reaction apparatuses such as con-
ventional TGA's, laminar flow furnaces, entrained flow
reactors, fluidized beds, packed beds, and moving beds.
Some of these advantages of studying single particle reac-
tions in the EDTGA are: 1) minimal heat and mass transfer
limitations, 2) rapid heating/quenching capabilities (106
K/sec) due to heating by CO2 laser, 3) ability to system-
atically study effects of specific variables (such as
particle density, particle size, coal composition, etc.) on
particle reactivity, and 4) easy measurement of diameter
shrinkage or growth.
The EDTGA also possesses three experimental difficul-
ties brought about by particle heating: 1) the creation of
photophoretic forces, 2) the creation of a natural convective
drag force, and 3) charge loss. These difficulties will be
discussed individually in the following paragraphs and will
become the basis for much of this thesis.
Photophoretic forces on levitated particles arise from
temperature variations on the particle surface caused by
uneven particle heating. An example of the potential magni-
tude of the photophoretic force was discussed by Spjut [7]
and is depicted in Figure 1.1 in the form of the ratio of
photophoretic force to particle weight versus particle
diameter for a particle with a density of 2500 kg/m 3 , an
equilibrium temperature of 1000 K, and a complex index of
refraction of 2 - Ki. K, the complex part of the index of
refraction is a parameter. These photophoretic forces, which
can be minimized by heating the particle from at least two
sides, have been shown in this lab to potentially cause
particle movements of greater than 500 pm from the
chamber center. Particle movements of this magnitude
I10Li
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Figure 1.1 : Ratio of photophoretic force to particle
weight versus particle diameter for a par-
ticle with a density of 2500 kg/m 3 , an
equilibrium temperature of 1000 K, and a
complex index of refraction of 2 - Ki.
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can reek havoc on temperature measurements by pushing the
particle out of the field of view of one or both of the temp-
erature detectors used in infrared pyrometry. Movements of
this magnitude may also cause actual changes in the particle
temperature by moving the particle to less intense parts of
the CO2 laser beam. It can be seen in Figure 1.1 that use
of larger particles will minimise the relative magnitude of
the photophoretic force on the levitated particle as compared
to the particle weight. The restoring forces which act to
keep the particle in the center of the chamber are the same
order of magnitude as the particle weight. In this work, the
role of photophoretic forces were minimized by working with
particles greater than 100 ym in diameter. Although
sucessful in combating the photophoretic forces, use of
)100 m particles created a problem of particle weigh-
ing. The previous method of weighing particles involved
electron stepping [11], which unfortunately, can only be used
to weigh particles less than 20 pm in diameter [7]. Since
it is desirable to use larger particles, a method for weigh-
ing these larger particles must be developed.
The second experimental difficulty was the introduction
of an upward acting natural convective drag force, which is
caused by a natural convective flow field set up around a
heated particle and makes the DC balancing voltage no longer
proportional to particle mass. This natural convective drag
force was first reported by Arnold and Lewvittes [12]. Since
then, Spjut [7] has reported natural convective drag forces
as great as the particle weight. Without prior knowledge of
the natural convective drag force, continuous mass versus
time measurements via voltage versus time measurements are
not valid.
The third experimental difficulty is charge loss from
heated particles. The particle must retain some of its
charge in order to be levitated, therefore, charge loss due
to heating potentially represents a very serious limitation
of the EDTGA for some reactions.
1.3 Thesis objectives.
The overall objective of this thesis was to determine
the usefulness of the EDB in studying single particle gas-
solid reactions. This objective was satisfied in the
folloving four parts:
1) Develop experimental measurement techniques for
characterizing single particles suspended in the
EDTGA. Most importantly, develop a technique for
veighing single particles that are greater than
100 pm in diameter. In addition, develop
techniques for measuring single particle diameter,
density, porosity, surface area, and reactivity
versus particle conversion.
2) Determine the feasibility of continuous mass versus
time measurements in the EDTGA in light of the
induced natural convective drag force on heated
particles. Ideally, identify the major variables
important in determining the natural convective drag
force and develop predictive capabilities.
3) Attempt to understand the charge loss phenomenon
from heated particles. Ideally, develop predictive
capabilities that can be utilized in defining the
limitations of the EDTGA.
4) Study uncatalyzed and catalyzed "Spherocarb" oxida-
tions in an attempt to more fully understand the
role of the EDTGA in gas-solid reaction studies.
Examine particle-to-particle variations in
reactivity and changes in diameter, density, and
surface area versus conversion for both uncatalyzed
and catalyzed "Spherocarb" particles.
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2. EXPERIMENTAL APPARATUS.
The electrodynamic thermodynamic analyzer (EDTGA) is
a device capable of studying single particle, high
temperature, gas-solid reactions. It can be divided into
six separate parts, 1) the electrodynamic balance (EDB)
chamber, 2) the position control system, 3) the heating
system, 4) the temperature measurement system, 5) the CO2
laser control system, and 6) the gas flow system. The EDB
chamber stably contains a single, charged, micron-sized
particle in a dynamic electric field, with the electric
field strength in the vertical direction being directly
proportional to the mass-to-charge ratio of the particle.
The position control system automatically adjusts the
electric field to keep the particle at the chamber center.
This is very important when the particle mass is changing
due to reaction. A 20 W CO2 laser supplies heat to the
suspended particle and two color infrared (2 Mm and 4 pm)
pyrometry is used for temperature measurement. A CO2
laser control system is required to minimize laser power
fluctuations, and finally, a gas flow system allows for
particles to be reacted in various gaseous environments.
These six parts will be discussed individually in the
remainder of this chapter.
2.1 Electrodynamic balance chamber.
The electrodynamic balance (EDB) consists of three
electrodes in a hyperboloidal configuration, the theory
of which is completely described by Wuerker et al. [13],
Frickel et al. [14], Davis and Ray [4], Ray [6], Philip
[15], and Spjut [7]. An exploded view of the electro-
dynamic balance is shown in Figure 2.1, and a cross-
sectional view is given in Figure 2.2. The characteris-
tic length, z0, of our chamber is 4 mm. The chamber
creates a dynamic electric field capable of suspending a
single, charged, less than 250 pm particle. The AC or
ring electrode provides lateral stability to the particle
through an imposed AC field oscillating sinusoidally ±2000
volts at 100 Hz. The generated potential field is in the
shape of a saddle, and by inverting this saddle 100 times
per second, a net time averaged force toward the center is
obtained. Since the frequency of the oscillating AC field
is faster than the suspended particle's inertial response
time, the particle does not drift laterally from side to
side. However, if the particle is pushed from the center
by an external force, the restoring force on the particle
is proportional to the distance from the chamber center.
The particle's weight is an external force that pushes the
particle below the chamber center. If a DC electric field
is introduced across the top and bottom electrodes, the
gravitational force can be cancelled out and the particle
can be raised to the chamber center where the time varying
fields vanish. Therefore, the DC top and bottom electrodes
provide vertical stability by cancelling out the gravity
force, thus stably suspending the charged particle in the
EDB.
The AC and DC electrodes are separated by teflon
rings. The majority of the access ports into the center
of the chamber are through holes in the teflon through the
gaps between the ring and endcap electrodes. These holes
allow for the introduction of HeNe laser light for particle
illumination, ultraviolet light for charge removal, a
syringe for particle injection, and an optical path for
particle observation through a microscope. Four other
holes are drilled through the AC ring electrode, two for
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Figure 2.2 : Cross-sectional view of electrodes in
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the CO2 laser beams to enter the chamber, one for the
collection of thermal radiation from the particle, and one
for the collection of scattered HeNe light from the
particle. All holes are sealed by windows to prevent
drafts in the chamber from disturbing the particle.
In order to capture a single particle in the center
of the electrodynamic balance, many particles (2-50) are
injected into the chamber with a 2 cc Micro-mate syringe.
The particles are naturally charged by tribo-
electrification, half being positively charged, half
being negatively charged. Only particles with near the
correct mass to charge ratio can be captured. If more
than one particle fits the criterion of having near the
correct mass to charge ratio, manipulation of the manual
AC and DC voltage controls allows for quick capture of a
single particle.
The suspended particle is illuminated by a 5 mW
Spectra-Physics helium-neon laser or a Dolan-Jenner white
light source and can be observed by the experimenter with
a x70 Ealing microscope. A graticule in the microscope
allows for particle diameter measurements to within ±5 Mm.
Photographs have been taken of suspended particles
with a 35 mm camera attached to a x100 Wild microscope.
Examination of these photographs allows for particle dia-
meter measurements to within ±3 m. High speed
movies (2000 frames/sec) have been made using the same
Wild microscope.
2.2 Position control system.
Spjut [7] installed a position control system
in the electrodynamic balance which automatically adjusts
the voltage on the DC electrodes to keep the particle
balanced in the center of the chamber. A schematic of
the position control system, taken from Spjut [7], is
shown in Figure 2.3. Scattered HeNe light from the par-
ticle is collected by a CaF 2 lens located 13 mm from the
center of the chamber and is focused down onto a knife-
edge prism by a BaF2 lens. Both CaF2 and DaF2 are trans-
parent to HeNe laser radiation. The knife-edge prism and
photomultiplier tubes are enclosed in a light-tight steel
box. Only HeNe laser light at 632.8 nm is able to pass
into the box through a laser-line transmission filter.
The signals from the photomultiplier tubes are sent to a
log ratio amplifier (AD757P) which takes the log of the
ratio of the signal strengths and produces an error
signal which is sent to a proportional-integral-derivative
(PID) controller. The signal from the PID controller is
then amplified by high voltage amplifiers (AD171K) and
sent to the top and bottom electrodes. When the particle
is exactly centered, the photomultiplier tubes each
collect the same amount of HeNe light and produce the same
signals. The log ratio is zero, therefore, the position
control system acts to keep the voltage on the electrodes
the same. If the particle were to move up or down from
the center position, more HeNe light would pass over the
prism into PMT A or more HeNe light would be reflected up
into PMT B. The log of the signal ratio would no longer
be zero and an error signal would be produced. The
position control system would then increase or decrease
the voltage on the electrodes to bring the particle back
to the center of the chamber. A complete circuit diagram
of the position control system and accompanying PID
controller is provided by Spjut [7].
2.3 Heating system.
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The particle is heated by an air-cooled, 20 W, RF165
Laakmann, CO2 laser with a nominal wavelength of 10.6 pm.
Uneven particle heating can cause nonymmetrical
photophoretic forces that move the particle from the center
of the chamber. Photophoretic forces great enough to cause
the particle to be lost from the chamber have been
observed. The uneven heating of the particle is due to
nonuniform amounts of CO2 laser radiation being absorbed
on or in different sections of the particle, and can be
caused by: 1) a nonuniform energy flux incident on the
particle, 2) an irregular particle shape, or 3) nonuniform
particle absorptivity. Little can be done about the
particle shape or absorptivity, but if the particle is heated
from two sides, a more uniform energy flux will result. A
nonuniform energy flux may still result, however, due to a
nonuniform CO2 laser beam or CO2 laser power fluctuations.
Two experimental set-ups have been used successfully
for heating the particle from two sides. The first set-up
has the 20 W CO2 laser beam split by a ZnSe beamsplitter
and each beam focused onto opposite sides of the particle by
a ZnSe lens. This set-up has the advantage of easier
alignment. Since the two beams are separate, each may be
aligned onto the particle separately. The disadvantage is
that since the 20 W CO2 laser beam is initially split in
two, each 10 W beam must be focused down to a smaller beam
width in order for the same energy flux to reach the
particle that would occur if the entire 20 W beam were used.
This results in potentially greater particle temperature
fluctuations. The ideal CO2 laser beam is a very large,
flat beam. Small particle movements would not cause the
particle to move outside the CO2 laser beam, therefore,
the particle would still absorb the same energy flux. By
focusing the Gaussian CO2 laser beam down, the
probability is increased that small particle movements
will push it into a region with a different energy flux,
resulting in a particle temperature change.
The second experimental set-up has the entire 20 W
CO2 laser beam focused onto one side of the suspended
particle by a ZnSe lens. Since only a small fraction of
the 20 W beam is actually absorbed by the particle,
essentially the entire beam passes all the way through the
chamber and is refocused back onto the opposite side of
the particle with a gold-plated spherical mirror. The
advantage to this experimental set-up is that since the
beam is not split, a larger CO2 laser beam can be used.
The disadvantage of this set-up is more difficult align-
ment. The laser beam that heats one side of the particle
is also the laser beam that heats the other side,
therefore, the alignment of one side can not be done
independent of the other.
2.4 Temperature measurement system.
Temperature measurement is by two color (2 pm and
4 pm) infrared pyrometry, shown schematically in Figure
2.4 and the theory of which is discussed in section 3.4.
The suspended particle is heated by a CO2 laser.
This heated particle emits thermal radiation in all
directions, a certain solid angle of which is collected
by a flouride glass fiber optics bundle 0.144 inches in
diameter and 3.5 inches long produced by Infrared Fiber
Systems, Inc. These fibers are packed in a 0.156 inch
outside diameter brass tube, The transmission loss
curve for flouride glass is hbovn in Figure 2.5. The
thermal radiation is then passed through 1) an optical
modulator (Laser Precision Corp. #CTX534) with a
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chopping frequency of 1000 Ha, 2) a randomizer, 3) a
bifurcated flouride glass fiber optic bundle, and 4)
interference filters, which are centered at 2 pm and
4 pm, before entering the liquid nitrogen cooled
infrared semiconductor photodiodes (Barnes InSb and
Infrared Associates HgCdTe). The signal outputs from
the detectors are sent first to Barnes and Infrared
Associates preamplifiers, and then amplified and
passed through electronic bandpass filters centered
at 1000 Hz (Evan Associates 4110), before being sent
to true rms-to-DC converters (AD536A). The analog
DC signals from the converters are converted to
digital signals and sent to the computer for storage.
2.5 CO2 laser control system.
The need for a temperature control system arises from
CO2 laser power fluctuations that occur over time.
Figure 2.6 shows the magnitude of these power fluctuations.
A 50 pm type R Omega thermocouple was inserted into the
center of the electrodynamic balance and heated by the CO2
laser beam. The voltage from this thermocouple is plotted
versus time for 10 minutes. The thermocouple voltage
varied between 5 and 12 mV or 600 and 1110 C in an
oscillatory manner. The frequency and magnitude of these
oscilliations decrease with time, however, the average
value of the thermocouple voltage increases with time.
Figure 2.7 is a similar plot of thermocouple voltage
versus time for a run of 92 minutes. The same wild
fluctuations (±40%) are seen to occur in the first ten
minutes. The fluctuations are dampened in the final 82
minutes but there is still thermocouple drift (±15%).
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Figure 2.6 Voltage fluctuations of a 50 urm type R
Omega thermocouple being heated by the
laser for 10 min.
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Figure 2.7: Voltage fluctuations of a 50 um type R
Omega thermocouple being heated by the CO2
laser for 92 min.
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Laser output as measured from an Oriel thermopile
is plotted versus time for another ten minute run in
Figure 2.8. The thermopile voltage does not vary as
much as the thermocouple voltage, but this is probably
due to the slower response time of the thermopile.
The same decrease in oscillation frequency is seen in
Figure 2.8 as in Figures 2.6 and 2.7.
Particle temperature fluctuations can be caused by
CO2 laser power fluctuations or particle movements.
From Figures 2.6-2.8, it can be concluded that the CO2
laser power is not constant, therefore, in an attempt to
keep particle temperature fluctuations to a minimum, a
CO2 laser control system has been developed and will
be discussed in this section.
As seen in Figure 2.4, the DC signals from the 2 pm
and 4 pm detectors are sent to a log ratio amplifier
(AD757P) for comparison. The log ratio of the 2 pm
and 4 pm signals is used as an error signal and sent
to a PID controller, which turns on and off the 20 W
CO2 laser to heat up or cool down the suspended particle.
Therefore, a specific 2 pm to 4 pm signal ratio can be
held constant throughout an experiment. Since the 2 pm to
4 pm signal ratio is directly related to particle temperature,
the temperature control system can be used to maintain a
specific temperature throughout an experiment. The
control system was developed by Spjut [16] and the circuit
diagram is shown schematically in Figures 2.9 and 2.10.
It should be pointed out that any temperature sensitive
device can be used as the error signal feeding into the
PID controller and controlling CO2 laser output.
Figure 2.11 is a plot of thermopile output voltage
versus time with the laser control system in place. In
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Figure 2.8 : CO2 laser output as measured by an
thermopile versus time for
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Figure 2.11 : CO, laser output (as measured by an Oriel
thermopile) with the control system in place
versus time for ten min.
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this case the thermopile voltage is used as the Orror
signal to the PID controller. Since the error signal comes
from a stationary object, temperature control is easy.
Temperature control is more difficult when the error
signal comes from the levitated particle, which is not
stationary.
It can be concluded that CO2 laser power fluctuations,
like those of Figures 2.6, 2.7, and 2.8, could seriously
complicate the interpretation of kinetic data obtained in
the EDTGA. These fluctuations, which are probably caused
by the expansion and contraction of the CO2 laser tube due
to temperature variations, can be minimized somewhat by
allowing the CO2 laser to warm up for at least ten
minutes. A much more reliable solution, however, is to
use the laser control system described in this section.
This can be done in two ways, either the CO2 laser power
output is held constant or the particle temperature is held
constant. By splitting off a fraction of the CO2 laser
beam, measuring its energy by thermocouple or other temp-
erature sensitive device, and using this signal as the
error signal to the PID controller, the CO2 laser power
output can be held constant. The particle temperature
would still be a function of particle size, however. If
the log ratio of the temperature detector signals is used
as the error signal to the PID controller, the particle
temperature can be held constant. This temperature control
system greatly simplifies the interpretation of kinetic
data obtained in the EDTGA because a constant average
particle temperature can be maintained throughout a reaction.
Without the temperature control system, the average particle
temperature would vary as a function of CO2 laser power and
particle size. Unfortunately, even though a constant average
temperature can be maintained, the particle undergoes rapid
temperature fluctuations due to control system overshoot
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caused by particle movement. A discussion of how to deal
with these temperature fluctuations is presented in section
3.6.
2.6 Gas flow system.
The gas flow system of the EDTGA is depicted
schematically in Figure 2.12. Cylinder gas is fed
through 0.25 inch plastic tubing to a silica gel
desicator and into a Brook's mass flow meter (0-60
ml N2/min). The gas is then transported via 0.25
inch plastic tubing to the electrodynamic balance
where it enters the chamber through a 5.56 mm
diameter hole in the bottom DC electrode. The gas
passes through the chamber and out a similar 5.56 mm
diameter hole in the top DC electrode to the
atmosphere. To date, the following gases: nitrogen,
oxygen, carbon dioxide, and sulfur hexaflouride have
been injected successfully in the EDTGA.
It is very important to check the breakdown
strength of the gas before injecting it into the
chamber. Figure 2.13 is a plot taken from Meek and Craggs
[17] of breakdown voltages versus pd for various gases.
The gas pressure, p, is in mm Hg, and d is the distance
between the closest electrodes. Our system is only
capable of atmospheric conditions. Along the asymptotes,
the ring and DC electrodes have a gap of approximately 1.5
mm. If the breakdown voltage of the gas is less than the
amplitude of the AC field, sparks will fly across
the gap and very high voltages will propagate through
the electronic system. In our system, pd = (760)(0.15)
= 114 mm Hg cm. The amplitude of the AC voltage is
approximately 1800 volts. From Figure 2.13, air and
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Figure 2.13 : Typical breakdown voltage curves for different
gases between parallel plate electrodes. Po is
the gas pressure in mm Hg corrected to 0 OC.
(from Meek and Craggs [17]).
113
hydrogen appear relatively safe. Argon, however, in
boarderline and neon is unsafe. Helium has an even
lower breakdown voltage than neon. This unfortunate
fact has been experimentally verified.
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3. EXPERIMENTAL NEASUREMENT TECHNIOQUES.
In this chapter, six different experimental measurement
techniques useful in studying single particle gas-solid
reactions will be discussed individually. The first three
measurement techniques involve characterizing the suspended
particle, both initially and at various extents of reaction.
The technique for particle diameter measurement via optical
microscope is discussed in section 3.1. Particle mass,
density, porosity, and excess charge are measured using the
aerodynamic drag force technique described in section 3.2,
and particle surface area is measured using the technique of
CO2 adsorption and the Dubinin-Polanyi equation as discussed
in section 3.3. By utilizing these three measurement tech-
niques, the electrodynamic thermogravimetric analyzer (EDTGA)
is capable of measuring the diameter, mass, density,
porosity, excess charge, and surface area of a single
levitated particle at any stage of its reaction.
The second three measurement techniques enable the
electrodynamic balance (EDB) to be used as a thermo-
gravimetric analyzer (TGA) in measuring kinetics of gas-
solid reactions. The technique of two color infrared
pyrometry (2 Mm and 4 pm) is utilized for particle
temperature measurement and is discussed in section 3.4.
The ability to study and characterize the natural
convective drag force is critical before balancing voltage
versus time measurements can be converted to mass versus
time measurements. The natural convective drag force is
discussed extensively in Chapter 4, and the technique of
measuring the natural convective drag force is discussed
in section 3.5. Finally, kinetic measurement techniques
are discussed in section 3.6.
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3.1 Single particle diameter measurements.
Diameters of single particles suspended in the EDTGA
are measured via one of two microscopes attached to the
system. A (x70) Ealing microscope can be used to observe
the particle through the asymptote between the top and
ring electrodes. This observation angle allows for
measurement of the vertical movement of the particle. The
Ealing microscope is used for particle capturing,
balancing, and weighing. It is also used for measuring
the natural convective drag force of heated particles and
the surface area of unheated particles. The Ealing
microscope also has associated with it a graticule that
allows for diameter measurements to ± 5 Mm.
A Wild (xlO0) microscope allows observation of the
particle through the top DC electrode. A 35 mm camera
may be attached to the Wild microscope and photographs
can be taken for more exact diameter measurements. An
example of one of these photographs of a "Spherocarb"
particle is shown in Figure 3.1 along with a partial
photograph of a scale which can then be used to measure
the particle diameter. The 100 unit scale (of which
only 54 units are shown) is 1.0 mm in length. The
particle in Figure 3.1 is 202 Mm in diameter. Particle
diameter measurements taken in this fashion are good to
within ± 3 pm.
A high speed (2000 fps) movie camera may also be
attached to the Wild microscope to allow for particle
observation during a very fast reaction.
3.2 Use of aerodynamic drag in measurement of single particle
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Figure 3.1 Photographs of a 202 Am diameter "Spherocarb"
particle in the electrodynamic balance and a
scale. 100 units on scale = 1 mm.
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mass, charge, and density.
3.2.1 Notivation.
The most straightforward method of studying single
particle gas-solid reactions is to follow the particle weight
versus time. A force balance on a suspended particle in an
electrodynamic balance yields:
mg = qE (3.1)
where: m = particle mass (kg).
g = gravitational acceleration (m/sec2 ).
q = excess charge on the particle (coul).
E = Electric field strength in the vertical
direction (volt/m).
The electric field strength in the vertical direction in an
EDB can be written:
E = CV/z0  (3.2)
where: C = chamber constant = 0.4 (dimensionless).
V = balancing DC voltage across the endcap
electrodes (volts).
Z0 = characteristic length of the EDB chamber
= 0.004 m.
Combining equations 3.1 and 3.2 yields:
mg = qCV/z 0  (3.3)
or
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V = (gzo/C)(m/q)
The term (gzO/C) is a constant. If the number of charges
on the particle remains constant, and if no unknown vertical
forces are present, and if the initial mass is known, a
voltage versus time curve will be sufficient to determine the
reaction rate. Under these conditions the electrodynamic
balance can be used as a TGA (i.e. collecting continuous
weight versus time data). It will be seen later (Chapter 4)
that a natural convective drag force also acts in the vertical
direction upon particle heating. This force is characterized
in Chapter 4 and is therefore a known force. If the number of
charges on the particle is not constant, the electrodynamic
balance will have to be operated in a discrete mode. After a
certain conversion, the reaction will be stopped and the
particle reveighed. The number of reveighings will depend on
the number of points desired on the particle weight versus
time plot. Regardless of the mode in which the EDB is to be
operated, in order to follow single particle gas-solid
reactions, a simple method of weighing particles in the EDB is
necessary.
3.2.2 Previous wethods.
The mass of spherical particles with known density can
be calculated by measuring the particle diameter, which can
be done by microscope (for larger particles, > 50 gm), by
light scattering (for smaller particles, < 10 pm), or by
terminal velocity measurements for any size particle. The
mass of a suspended liquid droplet or a nonporous solid
particle of known density can be determined in this way.
Another method of particle mass measurement is electron
stepping [10,11]. This method involves knocking off elec-
119
(3.4)
trons from the particle surface with an ultravidol~ liqht
source. Equation 3.4 has two unknowns, particle mass and
number of charges. If the number of charges is reduced by
some integral amount, the mass will remain constant and the
balancing voltage will increase. By performing enough steps,
the difference in balancing voltage for a one electron loss
can be determined and the particle mass can be calculated.
The electron stepping technique is independent of particle
shape, but is limited to particles less than 20 Jm in
diameter [7]. Larger particles require large numbers of
charges to be suspended and it becomes impossible to dis-
tinguish changes in balancing voltage for a one electron
loss.
Davis and Periasamy [18] used aerodynamic drag as a
means of determining particle diameter for particles of
known density. They introduced an upward flow of gas into
the chamber through the bottom electrode. The flow rate
needed to reach terminal velocity (i.e. the flow rate
needed to suspend the particle with no DC field) is measured
and is a known function of particle diameter. Sageev et al.
[19] also used aerodynamic drag to determine particle
diameter in an electrodynamic balance. By turning off the
electric field momentarily, the particle begins to fall due
to gravity and quickly reaches terminal velocity. The
terminal velocity is determined by measuring the time
required for the particle to fall a specific distance. The
terminal velocity methods are strictly valid only for
particles with known drag force coefficients. More
recently, Davis et al. [20] used aerodynamic drag at low
flow velocities to determine particle mass or diameter.
3.2.3 Theory.
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Since in this work, particle density is generally not
known, aerodynamic drag has been used as a method of
particle mass measurement. If the particle is spherical
and the diameter can be determined, the particle mass can
be calculated by measuring the drag force as a function of
volumetric flow rate of gas around the suspended particle.
The volumetric flow rates of gas were selected to yield
velocities well under the terminal velocity.
Figure 3.2 depicts the vertical forces on an unheated,
suspended particle with an upward gas flow. The
corresponding force balance yields an equation slightly
more complicated than equation 3.1:
mg = qE + Fa  (3.5)
where Fa is the aerodynamic drag force on the particle.
Since Re << 1, the aerodynamic drag on the particle is
described by Stokes' law:
Fa = 3uxvd (3.6)
where ; is the gas viscosity, v is the gas velocity, and
d the particle diameter.
With no gas flow around the particle:
mg = qCV 1i/ 0  (3.7)
where V is the DC voltage across the endcap electrodes
required to balance the levitated particle in the absence of
aerodynamic drag.
With gas flow in the upward direction:
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Figure 3.2 : Vertical force balance on an unheated par-
ticle suspended in an electrodynamic balance
experiencing an upward gas flow.
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mag = qCV/z0 + 3*Ivd
0 + 3ayvd (3.8)
where V is the DC voltage across the electrodes required to
balance the difference between weight of the particle and the
aerodynamic drag resulting from the gas flowing around the
particle at velocity, v.
Over a small range of volumetric flow rates:
v = KO (3.9)
where K is a constant determined primarily by the chamber
configuration (e.g. shape of electrodes, z., and diameter
of holes in top and bottom electrodes through which gas
flows) and Q is the volumetric flow rate.
For spherical particles:
mg = (R/6)d3 pg(3.10)
where pp Is the apparent particle density.
Combining equations 3.7, 3.8, 3.9, and 3.10 and
rearranging yields:
AVaero = K-VQ/(pd) (3.11)
where AVaero = VI-V , and K = 18AK/g = 18Pv/gQ is a
proportionality constant that can be determined by means
of a calibration procedure using particles of known
density. From equation 3.11, the apparent particle
density, and hence its mass and charge, zan be
determined from measurement of Vi and AVaero versus 0
for a particle of known diameter.
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3.2.4 Calibration Runs.
Because the flow field of gas through the chamber is
not known, calibration runs must be performed to back out
the velocity of gas over the suspended particle as a
function of volumetric flow rate. Eight calibration runs
were performed on glass spheres with a known density of
2.5 g/cm3 and diameters ranging from 50 Am to 130 Am.
The particle diameter, d, and the balancing voltage in
the absence of flow, Vi, are determined first,
then the change in balancing voltage, AV, at different
flow rates, 0, are measured. Typical results are shown
in Figure 3.3 for spheres of 72, 74, 109, and 124 pm.
The linearity of the data shown in Figure 3.3 indicates
the validity of the aerodynamic drag technique in the
range of gas flow rates tested. The slopes of the
voltage versus flow rate data, together with measurements
of V1 and particle diameter, can be substituted
in equation 3.11 to determine the constant K, which
was found to have a value of 0.848 kg sec m- 4 . The
standard deviation for the eight calibration runs was
0.0153.
3.2.5 Gas flow field inside the electrodynamic balance.
Given the K determined from calibration in the
previous section, it is possible to say something about the
gas flow field in the EDB. K can be written:
K = 18pv/gQ (3.12)
Substituting values for the viscosity of N2 at 300 K and
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Figure 3.3 : Change in balancing voltage versus volumetric
flow rate for four calibration runs performed
on glass spheres with a density of 2.5 g/cm3 .
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the gravitational acceleration yieldal
= 3.275 x 10-5 (v/Q) (3.13)
where K has the units of kg sec m-4 , v has units of
m/sec, and 0 has units of m3 /sec. Figure 3.4 shows two
theoretical limiting cases of the gas flow field inside
the EDB. In one case the gas flow field expands to
completely fill the chamber and in the other case the flow
field does not expand. By examining the predictions of K
from these two limiting cases, we can get an idea of what
the actual flow field looks like in the EDB during
weighing by the aerodynamic technique.
For example, Figure 3.4a depicts a fully developed
parabolic flow field moving through the bottom electrode.
Due to the slow movement of the gas, upon entering the EDB
chamber, the flow field expands completely to the walls of
the ring electrode and forms a plug flow profile going
through the hole in the ring electrode. Therefore, the gas
velocity over the particle would be:
v = Q/A (3.14)
where: A = cross sectional area of the hole in the ring
electrode.
= 2u(z 0 )2
= 0.000101 m2
Therefore, the smallest K possible would be:
-5K = 3.275 x 10 (1/A)
Ksmallest = 0.324 kg sec m-4
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Figure 3.4b : Fast volumetric gas flow rate producing a
nonexpanding parabolic gas flow field through
the electrodynamic balance.
Figure 3.4a : Slow volumetric gas flow rate producing an
expanded plug flow field through the electro-
dynamic balance.
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On the other hand, Figure 3.4b depicts a fast moving
gas stream that does not expand upon entering the chamber.
In this limiting case, the gas would retain its parabolic
profile through the chamber. In this case the gas velocity
over the particle would be:
v = 2(v) (3.15)
where (v> represents the average velocity of gas through
the chamber. Therefore, the gas velocity over the
particle can be written:
v = 2Q/A (3.16)
where: A = cross sectional area of the hole in the bottom
electrode.
= 1(2.78 am) 2
=2.428 x 10 - 5 m2
Therefore, the largest K possible would be:
-5K =largest 3.275 x 10 (2/A)
largest
-4K =largest 2.697 kg sec -4
largest
Our calibrated value of 0.848 kg sec m-4 lies in between
these two limits but much closer to the expanded plug
flow case. The difference may be due to the fact that
the flow is not fully developed, before engaging the
particle.
Figure 3.5 is a plot of balancing DC voltage needed
to suspend a "Spherocarb" particle versus volumetric flow
rate of N2 through the chamber. At lower flow rates (<30
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Figure 3.5: Balancing DC voltage required for levitating
a "Spherocarb" particle versus volumetric flow
rate of nitrogen through the chamber.
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mal/min), the plot Is linear, which means that the valviuty
profile is not changing with volumetric flow rate.
Therefore, our assumption in equation 3.9 that v is
proportional to 0Q s valid. The true gas velocity profile
probably looks something like the profile in Figure 3.4a.
At higher flow rates ()30 ml/min), however, it is believed
that the velocity profile is changing, probably not
expanding as much before reaching the particle. Therefore,
the particle (which sits on the centerline of this profile)
sees a faster velocity than expected. This can be seen in
Figure 3.5, as the measured balancing voltages become less
than that predicted by assuming v is proportional to Q.
It can be concluded that K is constant up to a
volumetric flow rate of 30 ml/min. At higher flow rates,
K becomes a function of the volumetric flow rate.
From equation 3.13 and our calibrated value of K =
0.848 kg sec m-4 , the gas velocity in the vicinity of the
suspended particle can be calculated:
v = 0.04320 (3.17)
where: v = gas velocity in the vicinity of the particle
(cm/sec).
0 = volumetric flow rate of gas through the chamber
(ml/min).
Figure 3.6 is a plot of gas velocity versus volumetric
flow rate. Using this plot, the Reynold's number of a
particle can determined.
Re = <v>pd/i (3.18)
At a volumetric flow rate of 21.4 ml/min, the Re for a
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Figure 3.6 : Gas velocity around a particle levitated in
the electrodynamic balance versus volumetric
gas flow rate.
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100 pm diameter particle is 0.06.
3.2.6 Experimental procedure.
The aerodynamic weighing procedure begins by capturing
a single particle in the EDB. The EDB chamber is then
flushed for 20 minutes at 42.9 ml N2 /min. This will ensure
a uniform gas mixture inside the 1.0 ml EDB chamber in
which the particle is suspended. Chromatographic-grade N2
gas is supplied via cylinders and its flow rate is monitored
by a Brooks mass flow meter (0-71.4 ml N2 /min). After the
chamber is flushed, the flow rate of N2 is decreased to
21.4 ml/min (or a value of 300 on the digital scale of the
Brooks mass flow meter). Less than one minute is required
for the flow field inside the chamber to reach an
equilibrium state. The program WEIGH is then activated on
the LABTECH 70. This program will record the voltages on
the Keithley multimeter whenever a footpetal is pressed.
The DC voltage is then manually adjusted to exactly
balance the suspended particle. This DC voltage is then
recorded on the computer by pressing the footpetal. This
process is repeated until four separate DC balancing
voltages have been recorded for this specific flow rate.
The flow rate is then decreased by 3.6 ml/min (or to a
value of 250 on the digital scale of the Brooks mass flow
meter) and four more DC balancing voltages are recorded.
The process is repeated until four DC balancing voltages
have been recorded for N2 flow rates of 21.4, 17.9,
14.3, 10.7, 7.1, 3.6, and 0.0 ml/min (or Brooks mass flow
meter readings of 300, 250, 200, 150, 100, 50, and 0).
After all of the DC balancing voltages have been recorded,
the program STOKESLO is activated on the LABTECH 70. This
program calculates the average DC balancing voltage for
each of the seven N2 flow rates and plots the
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change in DC balancing voltage versua volumatria N2
flow rate. The program then uses the slope and intercept
of this plot, along with the measured diameter of the
particle, to calculate the particle density and mass.
This procedure for weighing takes approximately 10
minutes to perform (not including the 20 minute N2
flush time). Printouts of the programs WEIGH and STOKESLO
are found in Appendix A.
3.2. 7 Exaaples of veighings.
An example of the aerodynamic weighing technique is
presented in Figure 3.7. Two separate weighings were
performed on a 245 pm diameter "Spherocarb" particle and
the results are presented in the form of DC balancing voltage
versus volumetric flow rate. The "Spherocarb" particle is
balanced with respect to a graticule on the lens of the
Ealing microscope. The small systematic difference in
balancing voltage at each flow rate between the two weighings
was due to a movement of the microscope between the
weighings. Also, the upward curvature of the data at flow
rates close to zero is probably due to diffusion of water
into the chamber and absorption in the "Spherocarb" which
results in a real weight gain.
The raw data are displayed in Table 3.1, along with the
slopes, intercepts, and correlation coefficients of the lines
in Figure 3.7, and the particle mass and density
measurements. The two mass measurements from the separate
weighings were 5.08 and 5.15 Mg, a 1.4 % difference.
3.2.8. Error estiaation in mass measureaent.
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Figure 3.7 : Balancing voltage versus volumetric flow rate
for two separate weighings of a 245 ym
diameter "Spherocarb" particle.
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Table 3.1 : Raw vultage versus flow rate data for two
separate weighings of a 245 pm diameter
"Spherocarb" particle.
Weighing #1 Weighing #2
flow rate
(ml/min)
0.0
0.0
0.0
0.0
0.0
3.5
3.5
3.5
3.5
7.0
7.0
7.0
7.0
10.6
10.6
10.6
10.6
14.1
14.1
14.1
14.1
17.6
17.6
17.6
17.6
21.1
21.1
21.1
21.1
Voltage
(volts)
207.373
207.298
207.295
207.320
207.345
206.956
206.984
207.008
206.993
206.734
206.700
206.714
206.691
206.484
206.494
206.478
206.488
206.214
206.261
206.255
206.249
205.972
205.989
205.987
205.970
205.723
205.737
205.714
205.712
flow rate
(ml/min)
0.0
0.0
0.0
0.0
3.5
3.5
3.5
3.5
7.0
7.0
7.0
7.0
10.6
10.6
10.6
10.6
14.1
14.1
14.1
14.1
17.6
17.6
17.6
17.6
21.1
21.1
21.1
21.1
particle density = 661 kg/m 3
particle diameter = 245 •pm
particle mass = 5.08 pg
experimental slope = 0.07394
experimental intercept = 207.27 volts
correlation coefficient = 0.9985
Voltage
(volts)
207.247
207.230
207.244
207.207
206.880
206.874
206.907
206.878
206.645
206.619
206.621
206.596
206.366
206.415
206.371
206.399
206.119
206.157
206.168
206.175
205.909
205.893
205.918
205.901
205.651
205.624
205.634
205.673
670 kg/m 3
245 pm
5.15 pg
0.07286
207.17 volts
0.9982
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The particle weight can be written in the following
form:
mg = (3/6)ppd3g (3.19)
If equation 3.11 is rearranged, particle density may be
rewritten:
Pp = KV I/(d2AVaero) (3.20)
If we then substitute equation 3.20 into 3.19 and solve
for particle mass:
m = (u/6)[RdVQ/AVa J (3.21)
By taking the derivative of both sides of equation 3.21
yields:
dm = (u/6)[d(KQ)(d V /AVaero) + o(d)(KQ V /AVaero
(3.22)
2+ d(Vi)(KQ d/AVaro) - d(AV aero)(KQ d V /AV 2 )]
Equation 3.22 may be rewritten in more compact form
by dividing through by m, yielding:
lam/mi = Id(RQ)/QI= + Id(d)/dl + Ic(Vi)/Vil
(3.23)
+ jd(AVaero)/AVaerol
The following are considered reasonable error limits:
V = V + 1.0 volt.
d = d ± 5.0 pLm.
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O = KO ± 1.8%.
AVae = AVaero + 0.10 volt.aero aero-
The term KQ has been linked together and represents any
systematic error due to calibration. The ± 1.8% was
taken from the calibration runs. If we substitute equation
3.11 into equation 3.23, equation 3.23 can be written:
Id(m)/mi = Id(KQ)/KQI + Id(d)/di + Id(VI)/VI1
(3.24)
2+ d(AVaer ) d p/(KQ V1 )1
We see that error in mass measurement can be caused by
errors in measuring the (1) calibration parameter, (2)
particle diameter, (3) initial balancing voltage, and (4)
changes in balancing voltage. The error in mass
measurement is also affected by the overall magnitude of
the (1) initial balancing voltage, (2) particle diameter,
(3) calibration parameter, and (4) particle density.
Figure 3.8 is a plot of relative error in mass
measurement versus particle diameter for a particle with
a density of 500 kg/m3 . For smaller particles
(<50 pm diameter), the error in measuring
particle diameter dominates the total error in measuring
particle mass. This error could be reduced and the range
of the aerodynamic drag technique could be extended down
to smaller particles if (1) a more powerful microscope
were used, or (2) a different technique (e.g. diffraction
or light scattering) for measuring particle diameter were
employed.
For larger particles, the error in measuring the
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Figure 3.8: Predicted relative error in mass measurement
versus particle diameter for a particle density
of 500 kg/m 3 and initial balancing voltages
of 50, 150, and 250 volts.
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change in balancing voltage for different flow rates
dominates the total error in measuring particle mass.
This is especially important when the balancing voltage is
allowed to reach low vaiues. Fortunately, the balancing
voltage for a suspended particle may be increased by
applying an ultraviolet light source to the particle and
knocking off some charge. This ability to increase the
balancing voltage of a suspended particle can drasticly
reduce the error involved in measuring the mass of larger
particles by the aerodynamic method. Overall, the error
in mass measurement by the aerodynamic drag force
technique hovers around 10% for a particle with a diameter
between 50 and 250 pm and a density of 500 kg/m 3
Figure 3.9 is a plot of relative error in mass
measurement versus particle diameter for a particle with
a density of 2500 kg/m 3 . The increased weight of
this particle exagerates the error due to measurements of
balancing voltage changes.
3.2.9 Nonspherical particles.
The drag force, Fa,s, encountered by a sphere of
diameter, ds, in a fluid of viscosity, IA, and velocity,
Vs , can be expressed as follows:
Fa,s = 3upvsd s  (3.25)
The net gravitational force on this particle is written:
Fgravity = mg = (u/6)ds3 (ps-f)g (3.26)
where ps is the density of the sphere and pf is the
density of the fluid. At terminal velocity, Fa,sa,s
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Figure 3.9 : Predicted relative error in mass measurement
versus particle diameter for a particle density
of 2500 kg/m 3 and initial balancing voltages
of 50, 150, and 250 volts.
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gravity anu equatonus .~ anu o3.o can De
combined to obtain Stokes' law:
vs = (g/18)[d s2 (p-pf)/;] (3.27)
For nonspherical particles, the shape correction factor, K,
is defined by the following ratio:
K = (v/vs)V (3.28)
where v is the settling velocity of any shaped particle and
the subscript V indicates that the volume of the spherical
and nonspherical particles is held constant. Equation 3.28
can be substituted into equation 3.25 to yield:
Fa,ns = 3u;ds(v/K) (3.29)
where Fa,ns is the drag force on a nonspherical particle,
and ds is the diameter of a sphere of equivalent volume
to the nonspherical particle of interest. For nonspherical
particles, K can be calculated from the following equation:
K = 18v/[gds2 Pns Pf)] (3.30)
where pns is the density of the nonspherical particle.
Since K is usually less than 1.0, the drag force for
irregularly shaped particles is usually greater than
the drag force for spheres of the same volume.
Heiss and Coull [21] concluded that three variables
ds , dn , and y were necessary to determine the shape
correction factor, K, for a given position of orientation.
ds has already been defined. dn is the diameter
equal to the diameter of a circle having an area equal to
that of the projected area of the particle. The sphericity,
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y, is defined as the ratio of the surface area of a sphere
to that of an irregularly shaped particle of equivalent
volume.
Pettyjohn and Christiansen [22] concluded from their
study on drag coefficients of isometric particles that:
K = 0.843[log(y/0.065)] (3.31)
This result is shown graphically in Figure 3.10. The
sphericity of some common particle shapes are tabulated
below:
sphere = 1.000
cube octahedron = 0.906
octahedron = 0.846
cube = 0.806
tetrahedron = 0.670
Heiss and Coull [21] performed a similar study on
nonisometric particles. Figures 3.11, 3.12, and 3.13 are
taken from Heiss and Coull [21]. Figure 3.11 is a plot of
K versus y that shows the effect of the orientation in the
fluid stream of various cylinders on the K value. Figure
3.12 is a plot of K versus height-diameter ratio for
cylinders, rectangular parallelepipeds, and spheroids. A
correlation of all of Heiss and Coull's [21] data is
depicted in Figure 3.13 in the form of K versus ds/dn wivlth
y as a parameter.
3.3 Single particle surface area measurements.
3.3.1 Introduction.
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Figure 3.10 : Sphericity versus shape correction factor
for isometric particles (from Pettyjohn and
Christiansen [22]).
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Figure 3.11 : Shape correction factor versus sphericity
for isometric particles, cylinders falling
roundside down, and cylinders falling flat-
side down (from Heiss and Coull [21]).
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Figure 3.12 : Shape correction factor versus
ratio for cylinders, rectangular
and spheroids (from Heiss and
height-diameter
parallelepipeds,
Coull [21]).
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GRAPH OF EQUATION
BASED ON THE SETTLING
DATA FOR CYLINDERS,
SPHEROIDS, AND RECTANGULAR
PARALLELEPIPEDS WITH THE
PROJECTED AREA CIRCULAR
OR EQUILATERAL.
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Figure 3.13 : Correlation of shape correction factor versus
d,/d. with sphericity as a parameter (from
Heiss and Coull [21]).
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Since the overall rate of reaction of the suspended
particle is a function of its surface area available to
gaseous reactants, it is desirable to measure this surface
area. Traditionally, methods for surface area measurement
fall into four categories, 1) heat of vetting and calori-
metric methods, 2) adsorption methods, 3) porosimetry,
and 4) small-angle x-ray scattering (SAXS).
Heat of wetting methods have lost their importance in
measuring surface areas of coals and coal chars after it
was discovered that the adsorption of methanol involves
specific interactions between the hydroxyl group of
methanol and oxygen functionalities present on coal
surfaces [23]. Mercury porosimetry is used primarily as a
method for measuring the pore size distribution in a porous
solid, however, if the correct contact angle between the
mercury and the pore surface is known, porosimetry can also
be used to measure surface area. On the other hand, SAXS
has not been used enough on coals and coal chars to allow
for easy interpretation of the scattering data [24].
Methods involving the adsorption of gases are used
most commonly to measure surface areas of porous and
nonporous solids. Nitrogen at 77 K, carbon dioxide at
195 K, 273 K, and 298 K, neon at 298 K, xenon at 273 K,
krypton at 195 K, ethyl chloride at 273 K and 298 K, and
other hydrocarbons at 298 K have all been used to measure
the surface area of coal and coal char. Nitrogen and
carbon dioxide are the most commonly used gases.
Two problems of using N2 adsorption for surface area
measurements of coals and coal chars have been reported.
First, because of the low temperature (77 K) used with N2
adsorption, activated diffusion can be important in
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microporous networks which then leads to experimentally
unattainable equilibrium coverage of the N2 molecules
on the microporous surface and, therefore, in some cases,
unrealistically low surface areas [25]. Anderson et al.
[26] have suggested that N2 adsorption at 77 K provides a
measure of the surface area contained in pores having
diameters greater than about 5 A. Also, Zwietering
and van Krevelen [27] found that the adsorption of N2 at
77 K in a particular coal had a half coverage time of
-1000 years.
Secondly, Marsh and Wynne-Jones (28] have also reported
the opposite problem with N2 adsorption in activated
carbons. When some pores in the carbon are several N2
diameters wide, N2  is capable of filling these pores
at extremely low relative pressures. This capillary
condensation can cause the BET equation to predict an
unrealistically high value of surface area.
Adsorption of CO2 at higher temperatures (195, 273,
298 K) reduces the diffusion problems of N2 at 77 K for
two reasons. First, CO2 is a smaller molecule than N2
with a minimum dimension of 3.3 A compared to 3.64 A [25].
Secondly, diffusion at 195, 273, and 298 K is much faster
than at 77 K. Thomas and Damberger [29] calculated the
diffusion time of an N2 molecule at 77 K through a pore
5 A in diameter and 10 ym in length to be 10 times the
diffusion time of a CO2 molecule at 195 K through the
same pore. It should be noted, however, that capillary
condensation may still be a problem when using CO2
adsorption.
When using the BET equation for calculating surface
area, it is essential to measure sorption isotherms up to
a relative vapor pressure of about 0.2 [30]. For CO2 at
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273 and 298 K, the saturation vapor prmssurw in much higher
than atmospheric pressure, therefore, for measuring surface
areas with the BET equation using CO2, a high pressure
adsorption system must be used. Marsh and Siemieniewska
(31] overcame this difficulty by using the Dubinin-Polanyi
(D-P) equation instead of the BET equation to calculate
surface areas of coals using CO2  adsorption at 273 and
293 K. Walker and Patel [32] measured surface areas of 10
different coals and chars with CO2 adsorption at 298 K
using both the D-P and BET equations in two different
pressure ranges and found excellent agreement. Therefore,
it can be concluded that a conventional volumetric
adsorption apparatus and the D-P equation is as adequate
for measuring CO2 surface areas of coals as a high
pressure adsorption apparatus and the BET equation.
In this work, single particle surface areas of coals
and synthetic chars are evaluated from'the adsorption
isotherm of CO2 at 298 K using the Dubinin-Polanyl
equation.
3.3.2 Dubinin-Polanyl theory.
The use of the Dubinin-Polanyi equation is
discussed by Lamand and Marsh [33] and is written as
follows:
log(n/mg) = log(n/mg)0 - (BT2/1)log2 (Po/P) (3.32)
where (n/mg) is the number of mols of CO2 adsorbed per sample
weight at the CO2 equilibrium pressure P, (n/mg)0 is the
,micropore capacity in (mol/g), PO is the saturation vapor
pressure of CO2 at temperature T (K), 0 is the affinity
coefficient of CO2 relative to N2, and B is a constant.
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A plot of log(n/mg) versus log2(p0/P) should yield a
straight line with the intercept at log2 (Po/P) = 0
equal to log(n/mg) 0. If the adsorption of CO2 is
resricted to a monolayer then (n/mg)0 multiplied by the
cross-sectional area of a CO2 molecule and Avagadro's
number yields the microporous surface area. The cross-
sectional area of the CO2 molecule is a function of
temperature and was taken from Walker and Kini [34].
3.3.3. Experimental procedure.
Rewriting the vertical force balance on a suspended
particle from equation 3.3 yields:
mg = qCV/z0  (3.33)
If equation 3.33 is solved twice for the same particle,
once with CO2 adsorption and once without, and the
equations are subtracted from each other, the following
expression results:
(m-mi)/mi = (V - Vi)/Vi (3.34)
where mi and Vi are the initial mass and voltage when no
CO2 has been adsorbed and m and V are the mass and
voltage when CO2 has been adsorbed. In other words,
the change in particle mass due to CO2 adsorption
divided by initial mass is equal to the change in DC
voltage required for balancing divided by the initial
voltage.
Experiments were initiated by capturing one particle
in the center of the chamber. Degas3sig was then
accomplished by passing ultra high purity nitrogen
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through the chamber and over the particle at 42 ml/min
for 30 minutes. The n/mg ratio can be measured directly
from the balancing voltages (equation 3.34) and
dividing by the molecular veight of C02.
The temperature of the chamber and the gas mixture
inside the chamber was taken to be in equilibrium with
the surrounding atmosphere and vas measured with a
thermometer to ±0.1 C. This temperature was then used
along with data from Perry [35] to determine PO' the
saturation vapor pressure of CO2'
Five different gas mixtures were utilized in these
adsorption studies, pure N2, a 20% C02/80% N2 mixture,
a 35% CO2/65% N2 mixture, a 50% C02 /50% N2 mixture, and
pure CO2 . Some raw data for a "Spherocarb"
particle is plotted in Figure 3.14 in the form of
balancing voltage versus the mass flow meter reading.
The mass flow meter reading was used instead of volumet-
ric flow rate because the mass flow meter is only cali-
brated for nitrogen. A mass flow meter reading of 600
corresponds to a nitrogen flow rate of 42 ml/min. Three
balancing voltage measurements (at mass flow meter
readings of 400, 500, and 600) were taken for each gas
mixture. These measurements are shown as the open boxes
in Figure 3.1i. Programs SA and SACALC2 are used in the
surface area measurements and printouts are found in
Appendix A.
Since the chamber is not leak proof, in order to
ensure that the suspended particle is experiencing the
same environment that is in the gas cylinders, a finite
gas flow rate must be maintained. Gas flow rates
corresponding to mass flow meter readings of 400, 500,
and 600 have been shown to be experimentally adequate.
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Figure 3.14 : Balancing voltage of a single "Spherocarb"
particle versus mass flow meter reading for
five different gas mixtures.
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Unfortunately, the introduction of a gas flowing
upward past the suspended particle produces an
aerodynamic drag force, Fa, on the
particle which affects the DC voltage required for stable
balancing of the particle. This aerodynamic drag force
can be described using Stokes' law:
Fa = 3udpv (3.35)
where d is the particle diameter, I is the viscosity of
the gas mixture, and v is the velocity of the gas mixture
over the particle. From Figure 3.14, it can be seen that the
higher the gas flow rate, the less voltage required for
balancing. This is because the aerodynamic drag force is
pushing the particle upward, helping suspend the particle.
The solid lines in Figure 3.14 represent a least squares
linear regression that was performed on each group of
three experimental points. By extrapolating the
experimental data to a zero mass flow meter reading,
the "true" balancing voltage without the aerodynamic
drag force included can be obtained. These "true" balancing
voltages can then be used directly to form a Dubinin-Polanyi
plot and thus a surface area calculation. One surface area
measurement performed in this fashion takes approximately
1.5 hours.
Equation 3.34 predicts that the increase in balancing
voltage with increasing CO2 partial pressure is due
to particle mass increases caused by increased CO2
adsorption.
3.3. 4. Examples of surface area measurements.
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In order to ensure that the changes in balancing
voltage shown in Figure 3.14 are really due to CO2
adsorption and not some hydrodynamic effect, the data
from Figure 3.14 is plotted in (n/mg) versus log2 (Po/p)
form in Figure 3.15 along with similar data from a glass
sphere. As expected, the glass sphere, which is known
to have a very low surface area, adsorbs practically no
CO2 ; therefore, the adsorption of CO2 in the
"Spherocarb" particle is assumed to be real.
Figure 3.16 is a Dubinin-Polanyi plot for a 181 jpm
diameter "Spherocarb" particle. The data points are
represented as open squares, and the line is a least
squares linear regression through these points. The
slope of this line is -0.1524, the intercept is -2.229,
and the correlation coefficient is 0.9994. An intercept
of -2.229 corresponds to a surface area of 860 m2/g.
3.3.5. Comparison with conventional apparatus.
A comparsion of the Dubinin-Polanyl plot between
data collected in a conventional volumetric adsorption
apparatus and data collected on a single particle in
the electrodynamic balance is made in Figure 3.17 [36].
The conventional apparatus, which utilized 0.294 g of
"Spherocarb" particles and operated at 273 K, could
be operated over a much broader range of CO2
pressures. Although not readily apparent, the points
from the conventional apparatus do not form a
straight line, but are curved concave upward, therefore,
the intercept and hence the surface area will depend
on which points are chosen. The intercept of the
Dubinin-Polanyi plot, which is determined from a least
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Figure 3.16 : Dubinin-Polanyi plot for a 181 yum diameter
"Spherocarb" particle.
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Figure 3.17 : Comparison of a Dubinin-Polanyi plot for a
"Spherocarb" particle and 0.294 g of
"Spherocarb" particles.
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squares linear regression, is used to determine surface
area. Using only high values of CO2 pressure or
low values of log2 (P/P), will yield higher
calculated values of surface area than using only low
values of CO2 pressure or high values of
log2 (Po/P). It is not surprising, therefore, that
the conventional apparatus (weighted more heavily
toward the low values of CO2 pressure) yields a
surface area for "Spherocarb" particles of 636 m /g
compared to values ranging from 821 to 1120 m2/g
for single "Spherocarb" particles measured in the
electrodynamic balance. The points from the electro-
dynamic balance shown in Figure 3.17 yield a surface area
of 860 m2/g. A surface area of 965 m2 /g is
calculated from the conventional apparatus data if only
the two points with the highest values of CO2 pressure
are used. In section 6.1 the "Spherocarb" surface area is
plotted versus percent conversion for eight separate
"Spherocarb" particles. The initial surface area from
these eight runs ranged from 821 to 1116 m2/g, with the
average initial surface area being 960 m2 /g. In a
recent "Spherocarb" pore structure characterization study,
Niksa [37] reports "Spherocarb" BET and Langmuir surface
areas of 828 and 1100 m 2/g, respectively.
It can be argued, therefore, that the absolute value
of the measured surface area depends on the values of
the CO2 pressure used in the Dubinin-Polanyl equation.
Reasonable surface areas are obtained by use of any of the
CO2 pressures reported in Figure 3.17, however,
if valid comparisons are to be made from one particle
to the next or from the same particle at different extents
of conversion or from the same particle using different
apparatuses, care must be taken in choosing the same
range of CO2 pressure.
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3.4 Single particle temperature measurement.
Temperature measurement is critical in kinetic
studies. The EDTGA used in this thesis was equipped with
a two color (2 Mm and 4 Am) infrared pyrometer by
Spjut [7,9]. The response times of the 2 im and 4 ;Am
detectors used in this system along with a corresponding
error analysis of temperature measurement via this
technique is discussed fully by Spjut (7,8].
3.4.1 Two color pyrometry.
According to Wien's law:
ha = (2 clea/ 5)exp(-c 2 /kaT) (3.36)
where: I =a monochromatic emissive power at
wavelength (ergs/cm3 sec).
c = Planck's first constant = 2%hc 2
-5 2
= 3.740 x 10 (erg cm /sec).
ea = emissivity at wavelength A.a
xa = wavelength (cm).
c2 = Planck's second constant = ch/k
= 1.4388 (cm K).
T = temperature (K).
h = Planck's constant = 6.6256 x 10 -27 (erg sec).
k = Boltzmann's constant = 1.3805 x 10 - 1 6 (erg/K).
c = 2.9979 x 1010 (cm/sec).
The signal intensity of a photodetector that is being
illuminated by a heated object is given by:
Va = AdFdpGIhaAx (3.37)
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where: Va = signal voltage from photodetector (volts).
Ad = sensitive area of photodetector (cm2).
Fdp = viewfactor between detector and particle.
G = gain of photodetector.
AX = optical bandwidth of photodetector.
Substituting equation 3.36 into 3.37 yields:
Va = (2cleAdFdpGAh//a5)exp(-c2/%aT) (3.38)
Taking the natural logs of both sides of equation 3.38
yields:
ln(Va) = ln(K a) - Ma/T (3.39)
where: Ka = (2cle1AdFdpGA/Aa 55
Ma = c2/Xa
When equation 3.39 is combined with an equivalent
expression for detector b, the following equation is
obtained:
In(Va/Vb) = In(Ka/Kb) + (Mb - Ma)/T (3.40)
Equation 3.40 has an advantage over equation 3.39 since
the factor AdFdp that is dependent on particle size
is ratioed out. Also, the absolute value of the emissivity
at a specific wavelength need not be known, only the ratio
of the emissivities. Equation 3.40 will be the working
equation for particle temperature measurement in the EDTGA.
The two wavelengths that are used are 2 pm and 4 pm.
The theoretical slopes are easily calculated in the
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following manner:
M -42pm = 1.4388 cm K/2.0xO1  cm = 7158 K
-4M = 1.4388 cm K/4.0xO10 cm = 3597 K4um
yielding:
M4p m - M2A m = -3561 K
The theoretical intercept is given by:
ln(K2pm/K4 m ) = ln(e2Mm/e4pm) + 51n(?4pm/X2pm)
(3.41)
+ ln[(Ad2pmFdp2pmG2;mAh2pm)/(Ad4pmFdp4pmG4pA4pm)]
Since FdpG is not easily determined, the intercept will
be determined by calibration.
3.5.2 Temperature calibration.
The two color pyrometer is calibrated with a type S
thermocouple. The results are shown in Figure 3.18 in the
form of ln(2gm signal/4pm signal) versus 1/T.
The slope of this line is -3290 and the intercept is 4.773.
The correlation coefficient is 0.9988. The problem with
calibrating our system vith a Pt/Pt 10% Rh thormocouple is
that the emissivity of Pt is known to change uith wavelength
and temperature. This change in emissivity with wavelength
will change the intercept and will have to be taken into
account. Also, the emissivity ratio will change with
temperature, causing the slope to change.
From equation 3.41:
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Figure 3.18 : Iln[(2 Aim detector signal)/(4 Am detector sig-
nal)] versus 1/T for a type S thermocouple
heated by a CO2 laser.
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n
In(K 2 pA/K4 pm ) = In(e 2pm/e4pm) + In(K)
or
ln(K) = In(K2pm/K4pm) - ln(e 2 pm/e4 pm) (3.43)
where: In(K) = intercept for gray bodies.
ln(K 2 pm/K 4pm) = intercept from calibration
curve of Figure 3.18.
In(e 2 pm/e 4 m ) = correction due to difference
in wavelength and changes in
temperature.
In order for the calibration curve of Figure 3.18 to be
useful in gray body experiments (such as char oxidation)
the correction of emissivities due to differences in
wavelength and changes in temperature must be estimated.
Figure 3.19 is a plot of the normal spectral emissivity
of platinum. The spectral emissivity of wavelengths greater
than 6 pm is estimated by the Hagen-Rubens relation:
en,h = 0.365(r/h) 0 .5 (3.44)
where: r = resistivity (ohms cm).
X = wavelength (cm).
The resistivity of Pt is linear with temperature [38]. Three
different temperatures, 600, 833, and 1111 K are depicted in
Figure 3.19. Emissivity increases with increasing
temperature. At 0.7 pm the emissivity of Pt becomes
temperature invariant [39]. This is called the x-point. In
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Figure 3.19 : Platinum emissivity versus wavelength at
T = 600, 833, and 1111 K.
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Figure 3.19, curves are drawn from the Hagen-fubens relation
to the x-point for each of the three temperatures.
Figure 3.20 is a plot of the ratio of emissivity at 2 1m
to the emissivity at 4 ;m taken from Figure 3.19 versus
temperature. Although absolute emissivity of Pt increases
with increasing temperature, the emissivity ratio decreases
with increasing temperature.
If equation 3.42 is inserted into equation 3.40, the
following result is obtained:
ln(2Mm signal/4pm signal) 
- In(e 2j Am/e4m ) (3.45)
= In(K) + slope/T
where the left hand side of equation 3.45 is the emissivity
corrected log ratio of the 2 pm detector signal to the
4 pm detector signal.
Figure 3.21 is a plot of emissivity corrected
in(2pm signal/4um signal) and uncorrected
ln(2pm signal/4pm signal) versus I/T. The
diamonds are emissivity corrected and the x's are not
emissivity corrected. This plot yields a gray body
intercept of 4.579 and a slpe of -3472 K. The measured
slope is 2.5% lower than the theoretical slope of -3561 K.
Combining equation 3.45 with the slope and
intercept of Figure 3.21 yields the following temperature
equation for this two color pyrometer:
T(K) = 3472/[4.579 - ln(2pm signal/4pm signal)] (3.46)
or
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Figure 3.20 : Ratio of platinum emissivity at 2 yum to
platinum emissivity at 4 yum versus
temperature.
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Figure 3.21 : Emissivity corrected and uncorrected
ln[(2 um detector signal)/(4 ym detector
signal)] versus 1/T.
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T(K) = 1508/[1.989 - log(2gAm signal/4pm signal)]
or if the theoretical slope is used:
T(K) = 3561/[4.701 - ln(2pm signal/4Am signal)] (3.48)
or
T(K) = 1547/[2.042 - log(2pm signal/4pm signal)] (3.49)
3.5 Natural convective drag measurement.
When a < 250 pm diameter particle is heated in the
ambient environment of the EDTGA, it has been experimentally
noticed [7,12] that a natural convective drag force pushes
the suspended particle upward. This natural convective drag
force was as great as the particle weight in some instances
[7]. In developing the EDTGA, it was first proposed that
single particle kinetics could be studied continuously by
following mass versus time. Since particle mass of an
unheated particle is directly proportional to the DC
balancing voltage, it was thought that particle mass could
be followed continuously by following voltage continuously.
Unfortunately, with the introduction of a natural
convective drag force upon particle heating, mass was no
longer proportional to DC balancing voltage. It was then
decided that the natural convective drag force be
measured and characterized, in order that it be cancelled
out of the particle force balance and particle mass could
be measured continuously by measuring DC balancing voltage.
3.5.1 MateraJl used.
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(3.47)
A synthetic char with a tradename "Spherocarb"
manufactured by Foxboro/Analabs was used for all the drag
force measurements. "Spherocarb" particles were used for
three reasons. First, they are very spherical. This
enables them to be weighed by the aerodynamic drag force
method. "Spherocarb" sphericity also promotes more uniform
particle heating which helps minimize thermophoretic forces
(forces induced on the particle due to temperature gradients
on the surface). Secondly, the "Spherocarb" particles are
approximately black at the wavelengths of interest. This
allows for relatively easy particle heating and relatively
easy particle temperature measurement. Thirdly, the
available size range of "Spherocarb" particles (125-250 Am)
allows particle diameter measurements to be made optically
using a microscope. The large size also increases the
magnitude of the 2.0 and 4.0 Am signals reaching the
pyrometers, allowing for more accurate temperature measure-
ment. Finally, the large size helps to reduce the relative
magnitude of the thermophoretic forces exerted on the
particle.
3.5.2 Experimental procedure.
Experiments were performed varying three parameters:
particle diameter, particle temperature, and surrounding gas.
Particle diameter was varied between 127 and 236 Am.
Particle temperature ranged from 600 to 1200 K. Two
surrounding gases were used, nitrogen and carbon dioxide.
An experiment is initiated by injecting a "Spherocarb"
particle into the electrodynamic balance and purging the
chamber with nitrogen at 20 mil/min for 20 minutes. The
diameter of the particle is measured to ±5 Am with the
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Ealing microscope. The particle is then weighed two times
using the aerodynamic drag force technique. If the two
weights deviate by more than 5%, a third weighing is
performed or the particle is discarded and a new particle
captured. Once the particle has been weighed, the
nitrogen atmosphere in the chamber is maintained using a
steady flow of 5 ml/min of nitrogen. The carbon dioxide
laser is then turned on and warmed up for approximately
20 minutes in order to reduce fluctuations in the power
to approximately ±15%. After the carbon dioxide
laser is warmed up, the balancing voltage is recorded to
within ±1.0 volt and the laser heating of the particle
initiated. The DC balancing voltage is adjusted to
balance the natural convective drag force and recorded
to within ±0.5 volts along with the 2 and 4 m detector
signals used for particle temperature measurement.
Particle temperatures could be measured to within ±30 K.
A force balance on the heated particle reveals that:
AVnat/Vi = Fnat/mg (3.50)
where
AVnat = change in balancing voltage between an
unheated and a heated particle (volts).
Vi = balancing voltage of an unheated particle
(volts).
Fnat = natural convective drag force (N).
mg = particle weight (N).
When heating is discontinued, the balancing voltage
should equal the Initial balancing voltage. This serves as a
check that the particle charge to mass ratio did not change
during the experiment. This process is repeated 5-15 times
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with varying carbon dioxide laser powers; i.e. varying
particle temperatures. The particle is also periodically
reweighed to provide a check that the particle mass did not
change. Carbon dioxide is then purged through the chamber
and the process is repeated.
3.5.3 Error estimation of natural convective drag
measurements.
Taking the derivative of each side of equation 3.50
yields:
d(Fnat/mg) = d(AVnat)/Vi - (Vi)AVnat/Vi 2  (3.51)
Dividing equation 3.51 by the natural convective drag
to weight ratio results in the following equation:
Id(Fnat/mg)/(Fnat/mg) = Id(AVnat )/AVnatl
(3.52)
+ I8(Vi)/Vil
Rearranging equation 3.50 yields:
AVnat = ViFnat/mg (3.53)
where
mg = (u/6)d3 ppg (3.54)
We also know that Fnat is a function of particle diameter,
particle temperature, and surrounding gas. Fnat is discussed
in detail in Chapter 4. For the purposes of this error
analysis, however, the numerical solution discussed in Chap-
ter 4 will be used to estimate Fna t as a function of dia-nat
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meter, temperature, and surrounding gas.
Substituting equations 3.53 and 3.54 into 3.52 yields:
Id(Fnat/mg)/(Fnat/mg) I = Id(AVnat)(R/6 )d3ppg/ViFnatI
(3.55)
+ *1(Vi)/vjI
In experimentally measuring Fnat/mg, the only measured
quantities are AVnat and Vi, which can be measured with
the following accuracy:
AVnat = AVnat ± 0.5 volts.
Vi = V I ± 1.0 volt.
Figures 3.22, 3.23, and 3.24 are plots of d(Fnat/mg)/
(Fnat/mg) versus particle surface temperature for 50 pm,
100 Mm, 200 pm diameter spheres, respectively. The
density of the spheres was taken as 500 kg/m 3 and the
surrounding gas was assumed to be nitrogen. Three initial
balancing voltages, 50, 150, and 250 volts were examined in
each case. The error involved in measuring the natural
convective drag force divided by particle weight decreased
with increasing balancing voltages and with increasing
temperature. Little difference in error is predicted
between particle diameters of 50 Mm and 100 ym, however,
larger errors are predicted with 200 pm diameter particles.
The following equation is taken from the dimensional
analysis performed in section 4.3:
Fnat = (p2 /p)CDT (3.56)
where:
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Figure 3.22 : Predicted relative error in (F..,/mg) measure-
ment versus particle surface temperature for a
particle density of 500 kg/m 3 , particle diameter
of 50 tim, initial balancing voltages of 50, 150,
and 250 volts, and a nitrogen environment.
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Figure 3.23 : Predicted relative error in (Fn,t/mg) measure-
ment versus particle surface temperature for a
particle density of 500 kg/m 3 , particle diameter
of 100 tim, initial balancing voltages of 50, 150,
and 250 volts, and a nitrogen environment.
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Figure 3.24 : Predicted relative error in (F,,t/mg) measure-
ment versus particle surface temperature for a
particle density of 500 kg/m 3, particle diameter
of 200 um, initial balancing voltages of 50, 150,
and 250 volts, and a nitrogen environment.
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CDT 
~ff(Gr) (3.57)
and
Gr = gPATR3/v2  (3.58)
We will first examine the error involved in measuring
the Grashof number of a suspended particle. Taking the
derivative of both sides of equation 3.58 yields:
d(Gr) = d(AT)(gPR3/v2 ) + d(R)(3gPR2 AT/v2 )
(3.59)
- d(v)(2gPR 3/v3)
Dividing through by the Grashof number results in:
d(Gr)/Gr = d(AT)/AT + 3d(R)/R + 2d(v)/v (3.60)
It should be noted that the first and the third terms on
the right hand side of equation 3.60 are not independent
of each other. Both are a function of the particle surface
temperature. For example, if the particle surface
temperature measurement were 30 K greater than the actual
particle surface temperture, the AT term in the Grashof
number would cause the Grashof number measurement to be
larger. The I/v2 term, however, would cause the Grashof
number measurement to be smaller. Because of these comp-
ensating terms, the Grashof number measurement error is
buffered against bad temperature measurements. In terms of
equation 3.60, the error due to an incorrect particle
surface temperature should not be the sum of the absolute
values of the first and third terms, but the difference of
the absolute values. Equation 3.60 can then be rewritten
as:
Ii(Gr)/Grj = I Id(AT)/ATI - 12d(v)/vi I
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(3.61)
+ 13d(R)/RI
The particle surface temperature and particle radius can be
measured with the following accuracy:
T = Ts ± 30 K.
R = R ± 2.5 pm.
d(Gr)/Gr is plotted against particle diameter in Figure
3.25 for three different particle surface temperatures, 500,
900, and 1300 K. Different surface temperatures have almost
no effect on the uncertainty of measuring particle Grashof
numbers. The error in measuring Grashof numbers is almost
all associated with the uncertainty of measuring particle
radius. d(Gr)/Gr decreases from 18% for a 100 pm diameter
particle to 8% for a 250 pm diameter particle.
Rearranging equation 3.56 yields:
CDT = Fnat/( 2/p) (3.62)
Rearranging equation 3.50 results in the following:
Fnat = mg(AVnat/V i) (3.63)
If equations 3.62 and 3.63 are combined, the following
equation will result:
CDT = mgAVnat/( ( 2/p)V1) (3.64)
Taking the derivative of both sides of equation 3.64, and
then dividing through by equation 3.64 yields:
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Figure 3.25 : Predicted relative error in Grashof number
versus particle diameter for particle surface
temperatures of 500, 900, and 1300 K in a
nitrogen environment.
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Id(CDT)/CDTI 
= Id(m)/mi + Id(AVnat)/AVnatl
(3.65)
+ Id(Vi 2 2i((vt/V II + 18(A •/p)/(p2 /1p)
da(m)/ml is described in section 3.2.8. Id(AVnat/AVnatl
and Id(V1)/Vi are described earlier in this section
and d(;2 /p)/(p 2/p) is a function of the error in
measuring particle surface temperature.
The following are the quantities that need to be
measured and the accuracy in which they can be
measured:
Ts = Ts ± 30 K.
AVnat = AV nat  0.5 volts.
d = d ± 5 sm.
Vi = Vi + 1.0 volt.
AVaero = AVaero ± 0.1 volt.
Particle density and surrounding gas properties also are
important in determining the uncertainty involved in
measuring CDT.
Figure 3.26 is a plot of d(CDT)/CDT versus particle
diameter for initial balancing voltages of 50, 150, and
250 volts. This plot assumes a particle density of 650
kg/lm and a nitrogen atmosphere.
3.6 Kinetic measurements on single particles.
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Figure 3.26 : Predicted relative error in overall dimension-
less drag force coefficient versus particle
diameter for a particle density of 650 kg/mi,
particle surface temperature of 900 K, initial
balancing voltages of 50, 150, and 250 volts,
and a nitrogen environment.
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One very important measurement that can be performed
in the EDB is gas-solid reaction kinetics and the
simplest method for measuring kinetics is by measuring
mass versus time at a specific temperature. Since
particle balancing voltage is proportional to particle
mass, mass versus time measurements can be performed on
reacting particles by monitoring the particle balancing
voltage as long as the reacting particle experiences no
charge loss. Kinetic measurements are performed in the
EDB by using the program FOLLOW2. A printout of FOLLOW2
is found in Appendix A. FOLLOW2 monitors the balancing
voltage required to suspend a particle and the log ratio
of the signals from the infrared pyrometers.
Temperature measurement by two color (2 pm and 4 Mm)
infrared pyrometry is discussed in detail in section 3.4.
An example of the log ratio of the 2 Mm signal to the 4 pm
signal for a reaction of a 207 m diameter "Spherocarb" in
oxygen lasting 1050 seconds is shown in Figure 3.27. The
average value of the log ratio signal is plotted versus
time in Figure 3.28. The open squares represent the
average values of the log ratio. Also shown in Figure 3.28
is the average signal ± one standard deviation.
These points are represented as open triangles. The C02
laser control system seems to be doing a reasonable job
keeping the log ratio signal constant through the first
500 seconds of the reaction. After 500 seconds, the log
ratio signal began to creep up. The standard deviation
is also increasing as the reaction proceeds. The
increase in the standard deviation with time means that
the particle is experiencing greater temperature
fluctuations at later stages of the reaction. If the
rate of reaction of the "Spherocarb" was linear in
temperature, the standard deviation of the log ratio signal
would have no effect on the reaction rate. Unfortunately,
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Figure 3.27 : log[(2 tpm detector signal)/(4 jim detector
signal)] versus time for a 207 um diameter
"Spherocarb" reacting in oxygen at 773 K.
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Figure 3.28 : Average log[(2 um detector signal)/(4 Asm
detector signal)] + one standard deviation
versus time for a 207 Mm diameter "Spherocarb"
particle reacting in oxygen at 773 K.
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the reaction rate of "Spherocarb" has been shown to be
proportional to exp[-36,000/RT] [41,42]. An increase in
temperature causes an exponential increase in reaction
rate. Therefore, the average of the log ratio is not the
correct value to be used in determining the average
temperature of reaction.
Figure 3.29 shows the distribution of the log ratio
signals shown in Figure 3.27 in the form of the fraction of
total log ratio signals above a certain log ratio value
versus that log ratio value. The average value of the log
ratio signal is -0.0232 and the standard deviation is
0.1172.
A better method of determining the average temperature
of reaction would be to insert each individual value of the
log ratio signal presented in Figure 3.27 into equation
3.49 to determine the particle temperature at each stage
of the reaction. These temperatures could then be inserted
into the following expression to determine a dimensionless
rate at each stage of reaction:
rate = exp[-36,000/(RT)] (3.66)
The arithmetic average of all these reaction rates would
then be used to back calculate an average temperature for
the reaction. When this is done using the points up through
50% conversion, an average temperature of 773 K is
calculated. If the arithmetic log ratio average is used
without taking into consideration the exponential effect of
temperature on rate, an average temperature of 749 K is
calculated. In conclusion, when comparing two reactions
occurring with the same average log ratio signal but
different standard deviations, a higher average temperature
will be calculated for the reaction with the higher stand-
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Figure 3.29 : Distribution of the log ratio signals
depicted in Figure 3.27.
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ard deviation in the log ratio signal when the exponential
effect of temperature on rate is taken into consideration.
An even simpler method would be to calculate two log
ratios:
log ratio(high) = average log ratio + standard deviation.
log ratio(low) = average log ratio - standard deviation.
From these two log ratios and equation 3.49, a high and
low temperature can be calculated, from which the following
high and low reaction rates may be calculated:
rate(high) = exp[-36,000/RT(high)]
rate(low) = exp[-36,000/RT(low)]
The arithmetic average of these two reaction rates would
then be used to back calculate an average temperature for
the reaction. When this simpler method is used an average
temperature of 773 K is again calculated. It is this
simpler method of determining average temperature that is
utilized in this thesis.
Figure 3.30 is a plot of balancing voltage versus time
for the same "Spherocarb" as Figures 3.27, 3.28, and 3.29.
The log ratio data in Figure 3.27 has been broken up into
ten equal divisions and the average temperature calculated
for each division by the procedure proposed in the pre-
ceeding paragraph. The average temperatures are also
plotted in Figure 3.30. The reaction proceeds with a
relatively constant temperature up to about 600 sec, after
which the average temperature begins to rise. This rise in
temperature corresponds to a rise in reaction rate as
measured as a function of the change in balancing voltage
over the change in time. In the case of "Spherocarb", a
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20 K change in particle temperature results in a doubling
of the reaction rate. It is believed that greater
particle instability at later stages of the reaction is
causing the greater fluctuations in temperature which in
turn cause the particle to experience a larger average
temperature. Since the average temperature of the
particle is increasing with extent of reaction, kinetic
interpretation of these data becomes more difficult in
later stages of the reaction.
3.7 Conclusions for experimental measurement techniques.
1) By taking photographs of suspended particles, single
particle diameter measurements can be performed to
within ± 3 ;m.
2) The aerodynamic drag force technique has been shown
to be useful in measuring single particle mass,
density, porosity, and excess charge.
3) Carbon dioxide adsorption and the Dubinin-Polanyi
equation have successfully been used to measure
single particle surface areas of the synthetic char
"Spherocarb".
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4. NATURAL CONVECTIVE DRAG.
4.1 Introduction.
4.1.1 Description of problem / motivation.
A vertical force balance on an unheated suspended
particle reveals that:
mg = qCV/z0  (4.1)
where m is the particle mass, g is the gravitational acceler-
ation, q is the number of excess charges on the suspended
particle, C is a chamber constant, V is the DC voltage
required for stable balancing of the particle, and z0
is the characteristic length of the chamber. If no other
forces are acting on the particle, changes in particle mass
can be followed continuously by monitoring the DC voltage
required for particle balancing. Upon laser heating of the
suspended particle, however, the fluid near the particle
surface is heated due to conduction. Since the ambient fluid
is cool, the fluid near the particle surface rises, and a
natural convective flow field is set up which introduces a
natural convective drag force, Fnat, on the particle.
The vertical force balance now becomes:
mg = qCV/z0 + Fnat (42)
This upward drag force on the particle complicates
interpretation of the particle weight change data. Arnold
and Levittes [12] were the first to report such a force.
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Later, Spjut [7] reported drag force magnitudes as great as
the particle mass. In order to determine particle reaction
rate, changes in particle mass must be distinguished from
changes in drag force. Therefore, characterization of the
natural convective drag force is necessary if the electro-
dynamic balance is to be used for continuous mass versus
time measurements.
Due to the small size of the particles being examined
in the electrodynamic balance, the corresponding Grashof
number will also be small, with the range of interest being
between 0.0005 and 1.0. The Reynold's number based on the
maximum convective velocity is much less than one.
4.1.2 Exaaple of natural convective drag.
An example of how the natural convective drag affects
the balancing voltage of a heated "Spherocarb" particle is
depicted in Figure 4.1. At time zero, the 183 um diameter
"Spherocarb" particle is balanced in the chamber and is at
ambient temperature. Laser heating begins at 0.28 sec and
ends at 1.94 sec and was performed in an inert N2
environment to prevent any chemical reaction. After the
particle is heated to 610 K, the natural convective drag
force develops and the voltage required for balancing
decreases. The initial, unheated balancing voltage is
125 volts. According to Figure 4.1, the balancing voltage
changes by , 6.5 volts which means that the heated
balancing voltage for this particle is lowered to , 118.5
volts. This represents a 5% decrease in balancing voltage
that is caused solely by the natural convective drag force.
4.2 Previous work.
190
C/)
&
0
0CZ~
H3
0I
I I I -
laser
I
I.
+
.1.
laseoff
laser off
1 2
TIME (sec)
Figure 4.1 Change in balancing voltage and temperature
for a 183 um diameter "Spherocarb" heated to
610 K in nitrogen.
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Experimental studies of natural convection around a
heated sphere at small Grashof number have been conducted by
Meyer [42], Elenbaas [43], Ranz and Marshall [44], Mathers,
Madden, and Piret [45], Tsubouchi and Sato [46], and Yuge [47].
These authors, however, were interested in heat transfer, and
only measured the overall Nusselt number. No experimental
measurements of the drag force induced on a sphere by a
natural convective flow field are found in the literature.
The classic references to analytical treatments of
natural convection around spheres at small Grashof numbers
are Mahony [48], Fendell [49], Hossain and Gebhart [50], and
Hieber and Gebhart [51]. Each attempted to solve the problem
by a perturbation method, but a suitable outer solution could
not be obtained so as to match with the inner expansion.
This problem can, however, be solved by a series truncation
method [52] or using finite difference methods to obtain
solutions [53-56]. The Boussinesq approximation is used
in all of the above-referenced studies. Only Geoola and
Cornish [55,56] calculate a natural convective drag force;
all previous studies concentrate on the heat transfer aspects
of the problem.
4.3 Dimensional analysis.
Dimensional analysis reveals that:
2
Ft = CDT (4.3)
where
Fnat = natural convective drag force (N).
= surrounding gas viscosity (kg/m sec).
p = surrounding gas density (kg/m3).
CDT = dimensionless drag force coefficient.
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The dimensionless drag force coefficient is some unknown
function of the Grashof number, Gr, and the Prandtl number,
Pr, which are defined as follows:
Gr = gp(T s - TO)R3/V2
Pr = C
where
g = gravitational acceleration (m/sec2).
0 = coefficient of volume expansion (1/K).
Ts = particle surface temperature (K).
T0 = ambient gas temperature (K).
H = particle radius (m).
v = gas kinematic viscosity (m2 /sec).
Cp = gas heat capacity at constant pressure per
unit mass (m2/sec2 K).
k = gas thermal conductivity (kg m/sec3 K).
Note that we have used the convention of Geoola and
Cornish to define Gr, where R is used as the characteristic
length instead of particle diameter. All gas properties
are evaluated at the gas film temperature, Tf,
defined as (Ts + T,)/2. The value of 0 used in the
definition of Gr is I/To [57]. The numerical results
will be presented primarily as a function of the
dimensionless drag force coefficient and the Grashof number.
It should be noted that evaluating the surrounding gas
properties at the ambient gas temperature or the particle
surface temperature has little effect on the comparison
between numerical and experimental results for the two gases
utilized in this work. With both N2 and CO2. when the
evaluation temperature of the gas properties are increased
from the ambient temperature to the particle surface
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temperature, the Grashof number deareasea and the fautar,
p2/p, increases. Numerically, when the Grashof number
decreases, the predicted CDT also decreases.
Experimentally, the increase in the factor, p2/p, will by
equation 4.3, cause CDT to decrease also. This
behavior of the surrounding gas properties with temperature
makes the choice of evaluation temperature less critical.
The dependence of the gas property evaluation temperature
on the magnitude of the natural convective drag force is
discussed more thoroughly in section 4.6.1.5.
4.4 Theoretical Model.
A numerical technique modeled after that of Geoola and
Cornish [55,56] is used to solve the conservation equations
of mass, momentum, and energy in two dimensions for the gas
phase near the particle. Methods were developed to obtain
both a steady-state and a transient solution. The governing
equations are expressed in spherical polar coordinates
(r,e,o). Radial distance, temperature, velocities, and
time are nondimensionalized in the following manner:
r = r/R (4.4)
T = (T - T,)/(Ts - TO ) (4.5)
ur = r/v (4.6)
ue = uer/v (4.7)
t = tv/r (4.8)
where the tilda over a variable represents the dimensional
form of the variable. The assumptions used in this model are
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that: 1) the particle is spherical; 2) the particle has a
uniform, constant surface temperature; 3) the particle is not
rotating; 4) flow is axisymmetric (all the dependent
variables are independent of 0); 5) the only body force is
gravity; 6) the Boussinesq approximation applies; and 7)
other fluid properties (such as viscosity, specific heat, and
thermal conductivity) are constant. The Navier-Stokes and
continuity equations were combined and expressed in stream
function-vorticity form. The energy, vorticity transport,
and stream function equations are then transformed from polar
coordinates (r,8) to rectangular coordinates (z,8) by
means of the transformation:
r = eE (4.9)
The dimensionless energy conservation equation becomes:
em IT 1 d dT d-dwT
dt e= sin 8 dzda8 dE- d8z
(4.10)
1 6T +T d2T cot+( ÷ - +  + cot e--)Pr dz- dz deG de
where the velocity components are:
u 1 (4.11)
u e2msin 8 08
8 = e2 in • (4.12)
The vorticity transport equation is given by:
Se=sn [  ( - 2Gcot ) - ( - 2G)]
(4.13)
dT dT
= emE=(G) + e*=Grsin=6(-- + cot •T)oz dE
where G is the modified dimensionless vorticity, defined as
follows:
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0 = e=asin 8
The "E2 " operator is defined as:
e=aEm = on e + cot 0
The stream function equation is written:
e=ZG = e2zE2(¶)
(4.15)
(4.16)
The steady-state boundary conditions are as follows. At the
sphere surface (z = 0):
y= o
G = 6z 2
T= 1
Along the axis of symmetry (e = 0 or e = u):
•=0
G=0
-T
de
At the outer boundary (z = z4):
y = smooth
G = smooth
T = 0
The dependent variable is made smooth at the outer
boundary by approximating its value using a first-order
polynomial in z and specific values at the two adjacent
nodes. The time-dependent terms were included in the energy
and the vorticity transport equations for the transient
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(4.14)
The initial conditions (t=O) for the transient
case are as follows:
t = 0 for all z and 6.
G = 0 for all z and 6.
T = 1 at z = 0,
T = 0 for all other z.
Upon solution of the steady-state stream function,
vorticity, and temperature, other quantities are calculated
as follows [55,56]:
Local Nusselt number at the sphere surface:
Nu6 = - (4.17)
Average or overall Nusselt number:
Nu = J- Nusslin ed
Dimensionless pressure at the front
Ko = 4 - 2 I~~2 e d t( a )d +0 0
stagnation point:
Em
2Gr I Te=dz (4.19)0
Dimensionless pressure at the sphere surface (surface
pressure):
K8 = K0 + 2Gr(l-cos 9) + 2 (- +
JO z
C)de (4.20)
Dimensionless pressure drag (form drag):
CDP = IoKesln 2Ode (4.21)
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(4.18)
solution.
I r
Dimensionless viscous drag (frictional drag):
aCDF = (4.22)
Dimensionless total drag:
CDT = CDP + CDF (4.23)
The integrands in equations (4.19) and (4.20) are
evaluated at 8 = 0 and at z = 0, respectively.
4.5 Numerical Method.
Finite differencing was used to solve equations 4.10,
4.13, and 4.16. Central differences were used to approx-
imate the first-order derivatives of temperature, vorticity,
and the stream function, except in the convective terms of
the energy and vorticity equations where an upwind differ-
encing method was used for stability purposes. The upwind or
upstream differencing method utilizes backward differencing
when the velocity of the fluid is positive and forward
differencing when the velocity of the fluid is negative.
Therefore, the one-sided difference is always on the upwind
side of the node point. In the steady-state case, the
energy, vorticity, and stream function equations were solved
simultaneously using an extrapolated Gauss-Seidel method
[58]. The Gauss-Seidel method updates the coefficients point
by point using the following relationship:
W(L) = (L1) twe(W(L) _ w(L-1)) (4.24)
wjh i V rhj u,vri
where W represents either temperature, vorticity, or the
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stream function, Ww is a relaxation parameter used to
accelerate the rate of convergence, and L is the iteration
number. The convergence criteria used was:
M N
w ) w (L-)I e (4.25)S L 1,3 1,j3
for all three dependent variables: T, G, and '. For all the
steady-state computations, eT = 0.00001, eG = 0.001,
e = 0.0001, WT = 1.5, wG = 1.2, and w = 1.3.
In the transient computations, the energy and vorticity
transport equations were solved using Peaceman and Rachford's
ADI method [59]. The stream function equation was solved at
each time step using an extrapolated Gauss-Seidel method. In
both the steady and transient cases derivative boundary
conditions along the axis of symmetry were approximated by
third-order polynomials and the derivative boundary
conditions at the particle surface were approximated by
fifth-order polynomials. The boundary conditions at the
outer boundary were approximated by first order polynomials.
The typical number of mesh points that was used in
the calculations was M = 100 and N = 31. M is the number of
nodes in the radial direction and N is the number of nodes in
the theta direction. Typical values of m and n, mesh
spacings in the z and 8 directions, respectively, were
0.04 and 0.1047. Printouts of both the steady-state and
transient algorithms are found in Appendix B.
4.6 Discussion of numerical results.
4.6.1 Steady-state solutions.
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4.6.1J. DJpendence of solution on boundary
conditions and grid size.
Both the steady-state and transient solutions were
solved with the same boundary conditions as Geoola and
Cornish [55,56] except at the outer boundary. Instead of
forcing the vorticity and the stream function to zero at the
outer boundary, these dependent variables were approximated
by linear polynomial extrapolations in the z-direction using
the values of the vorticity and the stream function at the
two preceeding nodes. For example, the the case of
vorticity:
G(zeJ) = 2G(ze-1,j) - G(Ez-2,j) (4.26)
When the vorticity and the stream function are forced to
zero, no mass is allowed to leave through the outer
boundary. Therefore, a recirculation pattern is set up.
When the vorticity and stream function at the outer boundary
are not set to zero and are approximated using adjacent
values, mass is permitted to cross the outer boundary, and
no recirculation pattern is set up. Gas flows into the
bottom of the outer sphere and out of the top. The overall
drag coefficient was found to be independent of the type of
outer boundary condition used as long as the outer boundary
tended toward infinity. The drag coefficient was found to
be very sensitive to grid size in the radial direction until
some critical grid size was obtained, however. Figure 4.2 is
a plot of computed steady-state drag coefficient, CDT, for
Grashof number = 0.05 versus location of the outer boundary
for the two types of outer boundary conditions examined. The
value of the critical grid size was a function of the outer
boundary condition used. If the outer boundary condition
approximates the vorticity and stream function using
200
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Figure 4.2 : Numerically calculated steady-state drag force
coefficient for Gr = 0.05 and Pr = 0.72 versus
location of outer boundary with type of outer
boundary condition as a parameter.
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adjacent values, the critical grid size is 50 times the
radius of the particle. If Geoola and Cornish's boundary
conditions are used, the critical grid size is at least 120
times the radius of the particle. The former type of outer
boundary condition is preferred because it is physically
more realistic and because of the savings in computer
storage and computational time. Therefore, the boundary
condition allowing mass flow through the outer boundary is
utilized for all of the cases examined in this paper. The
grid size used by Geoola and Cornish [55,56] was below the
critical grid size; they had an outer boundary at 24.5
radii away from the particle surface and reported a drag
coefficient of 1.17. If the outer boundary is placed
farther away from the particle, past the critical grid size
of 120 times the radius of the particle, a dimensionless
drag force coefficient of 4.33 would have been calculated.
Figures 4.3 and 4.4 are plots of the steady-state
dimensionless drag force coefficient versus number of nodes
in the radial and theta directions, respectively, for the
case of Gr = 0.05 and Pr = 0.72. The position of the outer
boundary is kept constant at z = 3.96.
This sensitivity analysis of the number of mesh points
reveals that a 30x30 grid adequately describes the natural
convective drag force phenomenon.
4.6.1.2 Dimensionless drag force coefficient versus
Prandtl number.
Figure 4.5 reveals that the steady-state drag force
coefficient has a weak negative dependence on Prandtl
number. A linear regression of the data in Figure 4.5
shows that:
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Figure 4.3 : Steady-state dimensionless drag force coeffi-
cient versus number of radial nodes for Gr =
0.05 and Pr = 0.72.
203
I I -- I I I
p I I I I
-
~
I
I
~
10 20 30
NUMBER OF NODES IN 6 DIRECTION
Figure 4.4 : Steady-state dimensionless drag force coeffi-
cient versus number of 6 nodes for Gr =
and Pr = 0.72.
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For the gases and temperature range examined experiment-
ally, the Prandtl number would have a maximum of 0.78 and a
minimum of 0.69. This corresponds to only a 3.5%
difference in the dimensionless drag force coefficient.
Therefore, for the purposes of most of this thesis, the
dimensionless drag force coefficient will be assumed to
only be a function of the Grashof number.
4.6.1.3 Dimensionless drag force coefficient and
Nusselt number versus Grashof number.
Figure 4.6 is a plot of the steady-state dimensionless
pressure, viscous, and total drag coefficients versus
Grashof number. The ratio of the dimensionless viscous
drag over the dimensionless pressure drag remains constant
at a value of 2.0 over the range of Grashof number examined.
This implies that there is no change in the basic flow
patterns, such as the separation of the boundary layer.
Figure 4.7 is a plot of Nusselt number versus Grashof
number for a Prandtl number of 0.72. The Nusselt number
asymptotically approaches 2.03 as Grashof number goes to
zero.
4.6.1.4 Dimensionless surrounding gas velocity
profiles.
Figures 4.8, 4.9, and 4.10 are plots of the steady-
state dimensionless tangential velocity at 0 = 90 degrees
versus radial distance from the particle. The angle e
is measured from a line connecting the sphere center to
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the bottom of the sphere. Therefore, an angle of e = 0
degrees would correspond to the bottom of the sphere and
an angle of e = 180 degrees would correspond to the
top of the sphere. Superimposed on these plots are the
dimensionless temperature profiles. Figure 4.8 shows the
Gr = 0.05 case. The outer boundary used was 52 radii away
from the sphere center. Note that the tangential velocity
is zero at the sphere surface but not zero at the outer
boundary. Also note how much farther the flow field
extends past the temperature field. Figure 4.9 is the
same plot as Figure 4.8 except the variables of interest
are only shown out to 20 radii away from the sphere to
give more spatial resolution near the sphere's surface.
For this case, the maximum tangential velocity is
approximately four radii away from the sphere center.
Figure 4.10 is a plot of the steady-state
dimensionless tangential velocity at theta = 90 degrees
versus radial distance from the particle for Grashof
numbers of 0.005, 0.05, and 0.5. Again, the temperature
profiles are superimposed. The temperature profiles are
essentially the same for these three values of Grashof
number. The maximum dimensionless velocity increases
with increasing Gr. Also, the radial distance at which
the maximum dimensionless velocity occurs moves closer
to the particle surface with increasing Gr.
Figure 4.11 is a plot of steady-state dimensionless
radial velocity at theta = 6 degrees versus radial
distance from the particle. Radial velocity is defined
as positive if flowing outward, away from the sphere
surface. A negative value of the radial velocity at the
outer boundary indicates fluid flowing into the bottom
of the outer boundary.
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4.6•1.5 Dependence of soiution on gas property
evaluation temperature.
The overall goal of numerically solving this problem
is to have the ability to predict the natural convective
drag force. Remebering that this force can be written:
Fnat = (A2 /p)CDT (4.28)
where: Fnat = natural convective drag force (N).
A = viscosity of the surrounding gas (kg/m sec).
p = density of the surrounding gas (kg/m3).
CDT = overall steady-state dimensionless
drag force coefficient.
From equation 4.28 two terms are important in
predicting Fnat, (1) A2/p, and (2) CDT. Both of these
terms are functions of gas properties, therefore, it is
important to determine the sensitivity of the solution
for Fna t to the temperature at which these gas
properties are evaluated.
The first term, A2 /p, is plotted versus temperature
in Figure 4.12 for both N2 and CO2 . The data is
taken from Holman [60]. Linear regressions
of the logs of these data indicate that 92/p varies with
temperature to the 2.31 power for N2 and to the 2.70
power for CO2.
The second term, CDT, is a function of the Grashof
number (see Figure 4.6) which is defined as:
Gr = gp(Ts-T)R3/v2 (4.29)
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Figure 4.12 : (1U2/p) versus gas temperature for nitrogen
and carbon dioxide.
Holman [60].
Data taken
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where: g = gravitational acceleration (m/sec2).
0 = coefficient of thermal expansion (1/K).
Ts = particle surface temperature (K).
To = ambient temperature (K).
R = particle radius (m).
v = kinematic viscosity of surrounding gas
(m2/sec).
Typically in natural convection problems, the
temperature difference is relatively small (a couple of
degrees K), therefore, the temperature at which the
kinematic viscosity is evaluated really does not matter too
much. In this natural convection problem, however, the
temperature difference between the particle surface and the
ambient gas surroundings can be as great as 1000 K. This
can lead to drastically different values of Grashof number
depending on the temperature at which the gas kinematic
viscosity is evaluated and how 0 is defined. In this thesis,
P will be assumed to be a constant equal to 1/TD [57].
Figure 4.13 is a plot of the kinematic viscosity of
both N2 and CO2 versus temperature. Again, the
data is taken from Holman [60]. Linear regressions
of these data indicate that v varies with temperature to the
1.64 power for N2 and to the 1.85 power for CO2 .
Three separate cases will be examined (each involving
a different method of determining the temperature at which
gas properties will be evaluated) to determine the
sensitivity of the gas property evaluation temperature on
the final value of the natural convective drag force. The
three cases to be examined are described below:
Case I : gas properties evaluated at Toi
Case II : gas properties evaluated at Tf = (Ts+T)/2.
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Figure 4.13 : Kinematic viscosity versus gas temperature
for nitrogen and carbon dioxide. Data taken
from Holman [60].
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Case III : gas properties evaluated at T S"
Grashof numbers, dimensionless drag coefficients, and
natural convective drag forces will be determined for each
case for two different gases, N2 and CO2.
Grashof numbers for the three cases versus particle
surface temperatures are shown in Figures 4.14 and 4.15 for
N2 and CO2 , respectively. Grashof numbers were
evaluated for spherical particles with radii of 100 Am. For
case I, the Grashof number increases linearly with Ts, since
v is fixed. The Grashof numbers for CO2 are approximately
3.5 times those for N2 . Cases II and III are shown in
more detail in Figures 4.16 and 4.17 for N2 and CO2 ,
respectively. In each of these cases v is allowed to vary
as a function of Ts.  The linear dependence of Grashof
number on Ts due to the (Ts -T) term is soon swamped
by the negative dependence of the Grashof number on Ts
2due to the 1/v term. This leads to the characteristic
maximums in the Grashof number versus Ts curves of Figures
4.16 and 4.17.
From Figure 4.6, it can be seen that CDT monotonically
increases with Grashof number, therefore, it should be no
surprise that the CDT versus Ts plots should resemble
the Grashof number versus Ts plots. This is shown in
Figures 4.18 and 4.19 for N2 and CO2 , respectively.
Figures 4.20 and 4.21 are plots of the natural
convective drag force versus particle surface temperature for
N2 and CO2 , respectively, for the three cases being
examined. These figures show Fnat to be relatively
insensitive to the temperature at which the gas properties
are evaluated. For N2, the three extreme cases examined
differ only by approximately 25%. For CO2 ' the difference
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Figure 4.14 : Grashof number versus particle surface temp-
erature for a 200 ~tm diameter sphere in a
nitrogen environment with gas kinematic
viscosity evaluated at the ambient temper-
ature (I), the film temperature (II), and
the particle surface temperature (III).
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Figure 4.15 : Grashof number versus particle surface temp-
erature for a 200 qm diameter sphere in a
carbon dioxide environment with gas kinetic
viscosity evaluated at the ambient temper-
ature (I), the film temperature (II), and
the particle surface temperature (III).
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Figure 4.16 : Grashof number versus particle surface temp-
erature for a 200 qum diameter sphere in a
nitrogen environment with gas kinematic vis-
cosity evaluated at the film temperature (II)
and the particle surface temperature (III).
221
m
-n
p _ _I p_ p p p I p p
I I I I- - I I I I I I
I I
CO, gas
m
III
A I I
500
A I I I I I I I
1000
SURFACE TEMPERATURE (K)
Figure 4.17 : Grashof number versus particle surface temp-
erature for a 200 qm diameter sphere in a
carbon dioxide environment with gas kinematic
viscosity evaluated at the film temperature
(II) and the particle surface temperature
(III).
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Figure 4.18 : Numerically calculated steady-state dimen-
sionless drag force coefficient versus particle
surface temperature for a 200 tzm diameter
sphere in a nitrogen environment with gas
kinematic viscosity evaluated at the ambient
temperature (I), the film temperature (II),
and the particle surface temperature (III).
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Figure 4.19 : Numerically calculated steady-state dimen-
sionless drag force coefficient versus particle
surface temperature for a 200 /m diameter
sphere in a carbon dioxide environment with
gas kinematic viscosity evaluated at the ambi-
ent temperature (I), the film temperature (II),
and the particle surface temperature (III).
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Figure 4.20: Numerically calculated steady-state natural
convective drag force versus particle surface
temperature for a 200 /im diameter sphere in
a nitrogen environment with gas kinematic
viscosity evaluated at the ambient tempera-
ture (1), the film temperature (II), and the
particle surface temperature (III).
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Figure 4.21 : Numerically calculated steady-state natural
convective drag force versus particle surface
temperature for a 200 ,um diameter sphere in a
carbon dioxide environment with gas kinematic
viscosity evaluated at the ambient tempera-
ture (1), the film temperature (II), and the
particle surface temperature (III).
226
I 
I 
I
I I I I I
a a I a a
. - 0 0 m 10 f 0 mm
I I I I I I
I I
is approximately 50%. These figures also show that Fna t is
remarkably similar for both surrounding gases studied, N2
and CO2 . The fact that p2/p for N2 is greater than P2/p
for CO2 is counteracted by the fact that CDT for N2 is
less than CDT for CO2 . Even though Fnat has been
shown (in these cases) to be relatively insensitive to the
temperature at which the gas properties are evaluated, it
is recommended that all gas properties be evaluated at the
film temperature (case II).
4.6.2 Transient solutions.
Figure 4.22 is a plot of the total drag force
coefficient and Nusselt number versus dimensionless time for
Gr = 0.05 and Pr = 0.72. The transient drag coefficient is
within 10% of steady-state at a dimensionless time of 280.
The Nusselt number is within 10% of steady-state at a
dimensionless time of 15. The Nusselt number reaches
steady-state in less than 1/10 of the time it takes the drag
force coefficient to reach steady-state. This indicates
that the temperature profile is set up one order of
magnitude faster than the flow field.
Figure 4.23 is a plot of dimensionless drag force
coefficient versus dimensionless time for Gr = 0.005, 0.05,
0.5. As Grashof number increases, the dimensionless time
required to reach steady-state decreases. This inverse
relationship between dimensionless time and Grashof number
is shown more clearly in Figure 4.24, which is a log-log
plot of the dimensionless time required to reach 90% of the
steady-state total drag force coefficient versus Grashof
number.
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Figure 4.23 : Numerically calculated steady-state di-
mensionless drag force coefficient versus
dimensionless time for Pr = 0.72 and
Gr = 0.005, 0.05, and 0.5.
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Figure 4.24 : Dimensionless time versus Grashof number for
Pr = 0.72.
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4.7 Experimental resulta.
4.7.1 Steady-state results.
The experimental program examined the effect of three
parameters, particle temperature, particle size, and
surrounding gas on the natural convective drag force.
Particle temperature was varied in the range of 600 to
1200 K. Five different diameter spheres were examined, 127,
153, 168, 192, and 236 pjm. In each case, the material
used was the synthetic char "Spherocarb". Also, two
different surrounding gases were used, N2 and CO2.
Figures 4.25, 4.26, 4.27, 4.28, and 4.29 are plots of
the natural convective drag force, Fnat , divided by
particle weight versus particle temperature for each of
the five separate "Spherocarbs". For example, Figure 4.25
represents Fnat/mg versus particle temperature for the same
127 ;m diameter "Spherocarb" particle in both N2 and
CO2 . A total of 90 natural convective drag experiments
were performed. The experiments performed in nitrogen are
shown as open triangles and the experiments performed in
carbon dioxide are open circles. For each "Spherocarb",
Fnat/mg increases with increasing temperature. Also, there
is little difference between the natural convective drag
force in N2 and the natural convective drag force
in CO2 . Overall, the natural convective drag force
ranged from 7% to 16% of the particle weight over the
range of conditions examined. Also, Fnat/mg decreases
with increasing diameter.
Figures 4.30 and 4.31 are plots of the natural
convective drag force versus particle temprature for the
five "Spherocarb" particles in N2 and CO2 , respectively.
231
0.2
0.1
n n
I I j _ I I J----
500 1000
TEMPERATURE (K)
Figure 4.25 : Experimental measurements of the ratio of
natural convective drag force to particle
weight versus particle temperature for a
127 um diameter "Spherocarb" particle in
nitrogen and carbon dioxide.
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Figure 4.26 : Experimental measurements of the ratio of
natural convective drag force to particle
weight versus particle temperature for a
153 um diameter "Spherocarb" particle in
nitrogen and carbon dioxide.
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Figure 4.27 Experimental measurements of the ratio of
natural convective drag force to particle
weight versus particle temperature for a
168 Mum diameter "Spherocarb" particle in
nitrogen and carbon dioxide.
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Figure 4.28: Experimental measurements of the ratio
natural convective drag force to particle
weight versus particle temperature for a
192 /um diameter "Spherocarb" particle in
nitrogen and carbon dioxide.
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Figure 4.29 : Experimental measurements of the ratio of
natural convective drag force to particle
weight versus particle temperature for a
236 utm diameter "Spherocarb" particle in
nitrogen and carbon dioxide.
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Figure 4.30 : Experimental measurements of natural con-
vective drag force versus particle tempera-
ture for five different diameter "Spherocarb"
particles in nitrogen.
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Figure 4.31 Experimental measurements of natural con-
vective drag force versus particle tempera-
ture for five different diameter "Spherocarb"
particles in carbon dioxide.
238
40
0
'-4
30
20
10
0
-
I I I
..
gas
0 E3 E0llu
E3 %;,0*
0$
lp
/m
The overall magnitude of the natural convective drag force
increases with increasing diameter.
All of the data of Figures 4.25-4.29 can be collapsed
onto the overall steady-state dimensionless drag coefficient
versus Grashof number plot of Figure 4.32. From equation
4.3, CDT is defined as Fnat/(P2/p), where 2a/p
is evaluated at the film temperature, Tf = (Ts÷T0)/2.
The kinematic viscosity in the Grashof number is also
evaluated at the film temperature.
4.7.2 Transient results.
Figure 4.33 is a plot of the change in balancing voltage
due to the natural convective drag force versus time. The
original, unheated balancing voltage for this 183 pm
diameter "Spherocarb" particle was 125 volts and the particle
temperature was 610 K. The natural convective drag takes
about 300 msec to get set up.
4.8 Comparison of experimental and numerical results.
4.8.1 Steady-state results.
Figures 4.34, 4.35, 4.36, 4.37, and 4.38 are plots of
the natural convective drag force divided by particle weight
versus particle temperature for each of the five "Spherocarb"
particles examined. The triangles represent experiments
performed in nitrogen, the circles represent experiments
performed in carbon dioxide, and the solid lines represent
the numerical solutions. The surrounding gas properties are
evaluated at the film temperature which is defined as the
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Figure 4.32 : Experimental measurements of steady-state
dimensionless drag foi
Grashof number for fi"
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rce coefficient versus
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nitrogen and carbon dioxide.
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Figure 4.33 : Experimental measurement of the change in
balancing voltage due to the natural convec-
tive drag force versus time for a 183 Aum
diameter "Spherocarb" particle being heated
to 610 K in nitrogen.
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Figure 4.34 : Experimental measurements and numerical
calculations of the ratio of natural convec-
tive drag force to particle weight versus
temperature for a 127 tum diameter "Spherocarb"
particle in nitrogen and carbon dioxide.
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Figure 4.35: Experimental measurements and numerical
calculations of the ratio of natural convec-
tive drag force to particle weight versus
temperature for a 153 um diameter "Spherocarb"
particle in nitrogen and carbon
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Figure 4.36 : Experimental measurements and numerical
calculations of the ratio of natural convec-
tive drag force to particle weight versus
temperature for a 168 sm diameter "Spherocarb"
particle in nitrogen and carbon dioxide.
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Figure 4.37 : Experimental measurements and numerical
calculations of the ratio of natural convec-
tive drag force to particle weight versus
temperature for a 192 pm diameter "Spherocarb"
particle in nitrogen and carbon dioxide.
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Figure 4.38 : Experimental measurements and numerical
calculations of the ratio of natural convec-
tive drag force to particle weight versus
temperature for a 236 ym diameter "Spherocarb"
particle in nitrogen and carbon dioxide.
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arithmetic mean between the particle surface temperature and
the ambient gas temperature. The numerical solution agrees
well with the experimental results, even though the
Boussinesq criterion has been violated due to the large
temperature differences in the problem [61].
Figure 4.39 is a plot of steady-state dimensionless
drag force coefficient versus Grashof number. Again,
the triangles represent experiments performed in nitrogen,
the circles represent experiments performed in carbon
dioxide, and the solid line represents the numerical
solution.
4.8.2 Transient results.
Figure 4.40 is a plot of the change in balancing voltage
versus real time for a 183 pm diameter "Spherocarb" particle
heated to 610 K in nitrogen. The initial, unheated voltage
was 125 volts. The small points represent experimental
results and the smooth solid line represents the transient
numerical solution. The experimental points were smoothed
with a moving average filter. Again we see good agreement
between experiment and theory. According to the heat
transfer model developed by Spjut [7], the particle should
reach 90% of its equilibrium temperature in 70-80 msec.
4.9 Numerical predictions.
4.9.1 Steady-state predictions.
Figure 4.41 is a plot of the numerical solution of the
steady-state natural convective drag force for a heated
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Figure 4.39 : Experimental measurements and numerical cal-
culations of the steady-state dimensionless drag
coefficient versus Grashof number for five dif-
ferent diameter "Spherocarb" particles heated in
nitrogen and carbon dioxide.
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Figure 4.40: Experimental measurements and numerical
calculations of the change in balancing
voltage versus time for a 183 um diameter
"Spherocarb" particle heated to 610
nitrogen.
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Figure 4.41 : Numerically predicted ratio of the steady-
state natural convective drag force to particle
weight versus particle radius for a particle
density of 500 kg/m 3 and three different par-
ticle temperatures, 500 K, 900 K, and 1500 K.
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sphere in ambient nitrogen divided by the particle weight
versus particle radius for a particle density of 500 kg/m3
and three different particle surface temperatures, 1500 K,
900 K, and 500 K. The circles represent predictions of the
drag force/weight using the numerical solution and the solid
lines are "best fit" lines through these points. The
numerical solution predicts a peak in drag force divided by
weight for a particle radius of approximately 40 Am. The
numerical solution predicts that the natural convective drag
force around aerosol particles less than 10 Mm in diameter
with a density greater than 500 kg/m 3 will be less than
5% of the particle weight if particle temperatures are kept
under 1500 K. Furthermore, since the drag force divided by
weight is inversely proportional to particle density, heavy
particles with densities greater than 2500 kg/m 3 will also
not experience drag forces greater than 5% of their weights
if particle temperatures are kept under 1500 K.
4.9.2 Transient predictions.
Figure 4.42 is a prediction based on the transient
numerical results of the real time required to reach 90% of
the steady-state drag coefficient in nitrogen versus
particle temperature for three different particle radii of
40, 80, and 120 ;m. The time required to set up the
natural convective flow field decreases with increasing
particle temperature and decreases with decreasing particle
radius.
For slow reactions, when the time required to set up the
natural convective flow field is much less than the time
required for chemcial reaction, the steady-state solution can
be used to describe the natural convective drag throughout
the reaction. This allows the use of the electrodynamic
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Figure 4.42 : Numerical predictions of real time required
to reach 90% of the steady-state drag force
coefficient versus particle temperature for
particle radii of 40, 80, and 120 Msm.
252
0.5
C)
0.4
0.3
0.2
0.1
0.0
balance to follow mass in a continuoum fashion, For ftnk
reactions, when the time required to set up the natural
convective flow field is slightly less than the time
required for chemical reaction, the transient solution can be
used to predict the natural convective drag throughout 'the
reaction. For very fast reactions, when the time required to
set up the natural convective flow field is longer than the
time required for chemical reaction, neither the steady-state
or transient solutions can be used to predict the natural
convective drag. However, if the position control system
can respond fast enough to keep the reacting particle in the
center of the chamber, continuous mass versus time data can
be collected by following balancing voltage versus time and
neglecting the natural convective drag which will not have
had enough time to set up. If the position control system
cannot respond fast enough, discrete mass versus time points
will then be required.
d. 9.3 Polynomial approximations.
Since the steady-state program takes approximately 5-15
minutes on a VAX 8600, it is desirable to approximate the
numerical solution, shown graphically in Figure 4.6, by a
correlation. A discrete least squares method [61] was used
to obtain the following second-order polynomial which
describes the steady-state dimensionless total drag force
coefficient:
log(CDT) = 1.25 + 0.31[log(Gr)] - 0.097(log(Gr)]2  (4.30)
The correlations's prediction of CDT versus Grashof
number is shown as the solid line in Figure 4.43. The
crosses are the actual numerical solution. This
correlation is good to within 5% over the range 0.0004 ( Gr
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Figure 4.43 : Comparison of the polynomial approximation
and the numerical calculation of the steady-
state dimensionless drag force coefficient
versus Grashof number.
254
F7C
E--z
C4w0-40
-1
-2
-3
< 0.5 for Pr = 0.72. The steady-state correlation
is used to calculate Fnat/mg versus particle
radius and this calculation is compared to the numerical
solution in Figure 4.44. The open circles connected by the
solid line represent the numerical solution and the open
triangles connected by the dotted line represent the Fnat/mg
values calculated by the correlation.
The transient program takes approximately 5-24 hours on
a VAX 8600. The same discrete least squares method was used
to obtain the following second-order polynomial that
approximates the dimensionless time required to reach 90% of
the steady-state drag force coefficient:
log(t 90%) = 1.32 - log(Gr) - 0.ll[log(Gr)]2  (4.31)
The correlation's prediction of dimensionless time versus
Grashof number is shown as the solid line in Figure 4.45.
The crosses are the actual numerical solution.
4.10 Examples of natural convective drag solution's use.
By examining a typical "Spherocarb" reaction in air,
the effect of the natural convective drag force can be better
appreciated. Figure 4.46 is a plot of balancing voltage
versus time for a 207 pm diameter "Spherocarb".
At a time of about 30 seconds, the particle was heated to
774 K. Immediately the natural convective drag force can
be seen as the balancing voltage drops from 110 volts to
100 volts. If equation 4.30 is used to predict the natural
convective drag force and a "Spherocarb" density of 650 kg/m 3
is assumed, the natural convective drag may be cancelled
out and the "true" balancing voltage may be calculated. The
"true" balancing voltage versus time is plotted in Figure
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Comparison of the polynomial approximation
and the numerical calculation of the ratio
of state natural convective drag force to
particle weight versus particle radius for
particle temperatures of 500, 900, and
1300 K.
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Figure 4.45 : Comparison of the polynomial approximation
and the numerical calculation of dimension-
less time versus Grashof number.
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Figure 4.46 : Experimentally measured balancing voltage
versus time for a single 207 u/m diameter
"Spherocarb" particle reacting in oxygen at
773 K.
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4.47. It should be noted that the diameter and density
history of the particle must be known or predicted at each
stage of the reaction in order for the "true" balancing
voltage to be calculated.
4.11 Conclusions for natural convection.
1) The computational method of Geoola and Cornish
[55,56] for describing the heat transfer and fluid
mechanics surrounding a heated solid sphere was
modified to correctly calculate the drag force due
to natural convection.
2) The experimental steady-state and transient results
of the natural convective drag force agree well
with the Boussinesq numerical solutions, indicating
that the Boussinesq approximation is valid over the
experimental parameter range examined.
3) The numerical calculations were used to develop the
following empirical correlation to approximate the
steady-state natural convective drag force:
log(CDT) = 1.25 + 0.31[log(Gr)] - 0.097[log(Gr)]2
where CDT is the overall steady-state dimensionless
drag force coefficient and Gr is the Grashof number.
This correlation is good to within 5% over the range
0.0004 < Gr < 0.5 for Prandtl number = 0.72.
4) The numerical calculations were also used to develop
the following empirical correlation to approximate,
t90 % , the dimensionless time required to
reach 90% of the steady-state drag coefficient:
259
I I_ 6_ 5 I I
500
TIME (sec)
Figure 4.47: "True" balancing voltage (after correcting
for the natural convective drag force) versus
time for a single 207 qm diameter "Sphero-
carb" particle reacting in oxygen at 773 K.
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5) The steady-state and transient empirical correlations
presented here may be used to cancel out the natural
convective drag force from the reacting particle
force balance, thereby, allowing continuous mass
versus time measurements to be calculated from
balancing voltage versus time measurements.
6) The numerical solution predicts that the steady-state
natural convective drag force relative to the
particle weight should increase with particle radius
up to a maximum value at a particle radius of approx-
imately 40 Am and then start to decrease. The
natural covective drag force increases monotonically
with increasing temperature. The natural convective
drag force around aerosol particles, heated to under
1500 K, with radii less the 5 Am and density greater
than 500 kg/m 3 should be less than 5% of the
particle weight.
7) The steady-state natural convective drag force
relative to particle weight is inversely proportional
to particle density. Therefore, if a particle is to
be heated to a temperature under 1500 K and has a
density greater than 2500 kg/m3 , its natural
convective drag force should be less than 5% of the
particle weight.
8) The time required to set up the natural convective
flow field decreases with increasing particle
temperature and decreases with decreasing particle
radius. The time was in the range of 100-300 msec
for the experiments performed.
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5. CHARGE LOSS FROM HEATED PARTICLES LEVITATED IN THE EDB.
5.1 Motivation.
The electrodynamic balance (EDB) is a device capable of
suspending a single, charged, less than 250 pm particle in
a dynamic electric field. It is being developed as a tool
for studying single particle, high temperature, gas-solid
reactions. The following vertical force balance reveals the
importance of the charge on the particle:
mg = qE (5.1)
where m is the particle mass, g is the gravitational
acceleration, q is the excess charge on the particle, and E
is the electric field strength in the vertical direction. E
is used to counteract the gravitational force on the particle
and balance it in the center of the chamber. If q = 0, then
particle suspension in this manner is impossible, therefore,
charging the particle and keeping it charged is extremely
important. The term "catastrophic" charge loss will be used
to describe an event where enough charge is lost from a
particle to prevent it from being stably balanced.
Experimentally, it has been found that initial charging
of particles (most probably by tribo or frictional
electrification) is not a problem. Particles with both
positive and negative excess charge have been successfully
captured in the EDB. A typical number of excess charges on a
captured particle in our EDB is in the range of 106 to 108.
Although initial charging of particles is not difficult,
keeping the particle charged during heating has been shown
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experimentally to be a problem. All particles aumpendwd in
our EDB, regardless of material, polarity of charge, size, or
shape, have been shown to experience charge loss at some
temperature. To date, C, SiO2 , BaO, CaO, KI, KC1, NaC1,
Ca(OH) 2 , CaSO 4, Al coated 8102, Fe coated S102, Ag coated
Cu, and Au coated Ni particles have all experienced charge
loss. The size range examined was between 20 and 250 Jm.
Since charge loss and subsequent loss of the ability to
suspend the particle in the chamber using an electric field
has been shown to occur as the particle is heated, it is
desirable to (1) understand the mechanism by which this
charge loss occurs, (2) be able to predict when this charge
loss will occur, and (3) determine the conditions for which
charge loss is minimized. Knowledge of when charge loss is
likely to occur will dictate how the EDB can be used in
studying high temperature gas-solid reactions. For example,
if it is determined that catastrophic charge loss occurs in
every material at 1000 K, direct mass, density, diameter,
and surface area measurements versus time cannot be made on
reactions above 1000 K. For very fast reactions
(Zreaction ( 100 msec) at temperatures >1000 K,
however, temperature versus time data may still be obtained
as the particle falls from the chamber center. The
temperature history along with a heat balance may then be
used to determine particle reaction rates.
To date, it has been found that single particle mass,
density, diameter, surface area, and temperature can all be
measured in the EDB as a function of extent of reaction, as
long as catastrophic charge loss does not occur. It can be
argued, therefore, that charge loss from a heated particle
represents the single most important limitation in using the
EDB as a tool to study single particle high temperature gas-
solid reactions.
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5.2 Potential charge loss mechanisms.
Charge may be lost from a particle levitated in the EDB
by six different mechanisms, (1) photoemission, (2) field
emission, (3) secondary emission, (4) thermionic emission of
electrons or ions, (5) fragmentation, and (6) surrounding gas
ionization. Two of these mechanisms, photoemission and
secondary emission, can be discarded a priori. Since the
energy of a photon emitted from the CO2 laser at 10.6 m is
0.12 eV (at least one order of magnitude lower than the work
function of the solids tested) photoemission of electrons due
to incident 10.6 Am radiation is assumed negligible.
Secondary emission of electrons is caused by the bombardment
of the solid by charged particles. Since charged particles
are usually not hitting the suspended particle, secondary
emission can also be assumed negligible. Field emission of
electrons occurs from a solid which is subject to high
surface fields. Cold field emission may be excluded as well
because charge loss has not been detected under nonheating
conditions. The remaining mechanisms for further consider-
ation are:
(1) emission of electrons or ions originated from
either a thermionic process alone or a thermionic process
magnified by an existing electric field. The symmetry of
charge loss with charge sign indicates that the charge
carriers should be positive or negative ions rather than
electrons.
(2) A fragmentation process which may be defined as a
cluster of molecules leaving in a condensed phase. Although
it seems a reasonable mechanism, observable fragmentation
usually does not accompany charge loss and it would seem
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reasonable to assume that quite a large section of the
particle would have to fragment off in order for the particle
to lose enough charge to no longer be stable in the chamber.
(3) Surrounding gas ionization cannot be ruled out, but
due to the large ionization potentials of typical surrounding
gases (-11-16 eV) compared to the work functions of typical
solids (1-6 eV), it is assumed that a thermionic emission of
ions from the solid would occur at a lower temperature than
the ionization of the surrounding gas. Also, if gas ioniza-
tion were the sole mechanism of charge loss, charge loss
would not be a function of material but a function solely of
gas type. Experimentally, this has been found not to be the
case. One can still, however, use the temperature at which
gas ionization becomes appreciable as an upper limit on the
temperature to which a particle can successfully be heated
without charge loss. The gas molecules most likely to under-
go ionization would be the heated molecules adjacent to the
heated particle. The gas and the solid would be undergoing
essentially the same electric field at this point in space,
therefore, it is assumed that the work function of the solid
and the ionization potential of the gas would be lowered by
equivalent amounts.
From this short discussion alone, we can infer that the
most viable mechanism of charge loss from heated levitated
particles is thermionic emission of ions.
5.3 Literature background.
To understand thermionic emission, the work function and
threshold energy of the solid must first be defined. The
valence electrons of any solid are prevented from escaping by
a potential barrier at the surface of the solid. The work
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function is a measure of the strength of this potential
barrier. The energy levels of the electrons in metals are
shown in Figure 5.1a. The bottom of the conduction band is
used as the reference energy level (E = 0). The vacuum
level, W, represents the energy of an electron at rest
outside at a large distance from the metal. The Fermi energy
level, Ef, represents the highest filled energy level of a
metal at T = 0 K. The work function, 1, is defined as
the energy required to bring an electron from the Fermi level
to the vacuum level, W - Ef. In the words of Gallo [63],
"the work function is defined as the minimum energy required
to extract the weakest electrons from its maximum natural
surface excursion distance to infinity."
The energy levels for semiconductors and insulators are
depicted in Figure 5.1b. The Fermi level usually lies above
the highest occupied energy level, -Ed. Ed, sometimes
referred to as the energy gap between the valence band and
the conduction band, is larger for insulators than for semi-
conductors. The threshold energy, Eth, is defined as the
energy required to bring an electron from the highest
occupied level to the vacuum level. The threshold energy of
a semiconductor or insulator is usually larger than the work
function.
Thermionic emission of ions or electrons from a solid
surface is usually written in the form of the Richardson-
Dushman equation.
I = A T2 exp[-i/kT] (5.2)
where I = total emitted current per unit area.
A = 4nemk2 /h3 = 120 amps/cm2 K2
= the Richardson constant.
e = elementary charge = 1.6 X 10 - 19 coul.
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Figure 5.1b : Energy levels of electrons in semicon-
ductors and insulators.
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m = mass of an electron = 9.107 X 10-31 kg.
k = Boltzmann's constant = 8.63 X 10-5 eV/molecule K.
h = Planck's constant = 4.14 X 10-15 eV sec.
T = temperature (K).
0 = work function (eV).
Charge loss from a heated 100 ;m diameter particle (as
predicted by the Richardson-Dushman equation) versus par-
ticle temperature is plotted in Figure 5.2 with particle
work function as a parameter. A representative list of work
functions for different materials is presented in Table 5.1
[64-67].
An electric field can lover the apparent work function
of the material by [eE/(4ueO)] 05. This is called the
Schottky effect [68,69] and the total current can now be
written:
I = AT 2 exp[-O/kT]exp{[eE/(4ne0 ) 0.5/(kT)) (5.3)
where E = electric field strength at the surface of the
material (volts/m).
e0 = permittivity of free space
= 8.85 X 10-12 farad/m.
Therefore, the electric field of a levitated particle
(created by the excess charge on the surface) acts to lower
the work function of the particle and aids in charge loss.
The extent to which the electric field affects the work
function is shown in Figure 5.3
The Richardson-Dushman equation modified for the
Schottky effect (equation 5.3) has been derived for the
emission of electrons from a perfectly clean, smooth metal
surface in a vacuum. The system under study will almost
268
I n 8iv
a)
LI)
LI)
~d100CC)Q) 104'
DOOQW
I n-
IV
1000 2000
TEMPERATURE (K)
Figure 5.2 : Richardson-Dushman equation prediction of
charge loss from a 100 y.m diameter sphere
versus temperature for work functions of 2,
4, 6, and 8 eV.
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Table 5.1 : Work functions of various materials [64-67].
material 4 (eV)
Ag 4.3-4.7
Al 4.0-4.4
Ba 2.1-2.7
C 4.4-5.0
Ca 2.8
Cs 1.8-2.1
Cu 4.5-4.9
Fe 4.5-4.8
Ge 4.8
K 2.3
Mo 4.2-5.3
Na 2.3-2.8
Ni 4.1-5.4
Pt 5.4-5.7
Si 4.6-5.2
Ta 4.0-4.8
W 4.2-5.3
BaO 1.7
CaO 1.9
CuO 5.3
SrO 1.4
SiO 2  5.0
NaC1 8.5
KF 10.4
KCl 8.7
KI 7.2
ZnS 8.7
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Figure 5.3: Change in solid work function due to Schottky
effect versus electric field strength at the
solid surface.
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always deviate from the ideal case. For example, the metal
surface, unless meticulously purified, will contain adsorbed
species and will not be clean. Also, most surfaces will
contain either microscopic irregularities, due to defects in
lattice structure, or macroscopic irregularities. Finally,
the metal surface may not be in a vacuum. All of these
nonidealities present in a real system can be modeled by
changing the two variables of equation 5.3, A and 0.
Jenkins [65] proposes two factors which may change the
Richardson coefficient, A, from its theoretical value of
120. One is the possible reflections of electrons at the
surface barrier. A second possible explanation is that 4
has a temperature dependence that can be described by:
S= 0 + oT (5.4)
where 
€0 = the work function at some reference temperature,
and a = the thermal expansion coefficient. Therefore, if
both of these factors are present:
A = 120(l-r)exp(-o/k) (5.5)
where r = the fraction of electrons reflected back at the
surface.
The nonidealities previously stated, surface
contamination, surface irregularities, and nonvacuum
conditions, all can be described by changes in the work
function, 0. Jenkins [65] states that adsorbed layers of
atoms either neutral or ionized "can greatly modify the
potential barrier, since it generally results in a double
layer of charges. A monatomic layer of 1014 atoms/cm2
can lower the work function by two or three eV." Jenkins
[65] also describes the emission of ions by thermal exci-
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tation or by the influence of a high elactria field. Thiev
work functions are greater, however, than those of electrons
by several electron volts. In the case of evaporation of
contaminated species, the number of ions to atoms can be
derived from the Langmuir-Saha equation:
Vi/va = Yexp[-(I-4)/kT] (5.6)
where vi/v a = ratio of number ions to number of atoms
evaporated per second.
y = statistical weight ratio.
I = ionization energy of the atom evaporated.
4 = work function of the surface.
Jenkins [65] also states that many metals which have
alkali metal impurities emit positive ions at temperature
below 1000 C. As an example, Na, K+ , and Ca+ are emitted
from platinum. The salts of the alkali metals have been
found to emit the positive alkali ions at temperatures as
low as 400 C.
Loeb [70] discusses the role of the surface
irregularities in the lowering of the work function. In
studying vacuum sparks from a wire he noticed a disagreement
in the experimental electric field necessary for sparking
(106 V/m) and the theoretical value (>108 V/m) predicted
from the wire temperature and work function. After working
with the same wire for a long period of time (many sparks),
the surface became polished and the experimental electric
field necessary for sparking increased 100 times. The
smoothing of the surface irregularities was concluded to be
responsible for the increase in electric field required for
sparking. In a separate experiment [70] with a tungsten
wire (4 = 4.5 eV), a detectable current was obtained at 105
V/cm instead of the 2 X 107 to 3 X 107 V/cm predicted from
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theory. Again the discrepancy was explained by the exis-
tence of surface irregularities. Schottky modeled the
electric field surrounding an irregularity by:
X = OX m  (5.7)
where X = microscopic or point electric field around
irregularity (V/m).
= correction factor.
Xm = macroscopically imposed electric field (V/m).
Values of p as high as 200 have been reported [70]. Lawton
and Weinberg [67] have described the same effect. It can be
concluded that surface irregularities seem to act in a way as
to magnify the electric field found on charged particles, and
this in turn can be thought of as decreasing the particle
work function.
Finally the effect of the surrounding gas is described
by Jenkins [65] as a "poisoning" effect. Electronegative
gases such as 02, CO2' and H20 can adsorb on the surface and
result in a depression or "poisoning" of emission. This can
also be thought of as an increase in work function. The role
of adsorption of electropositive materials can be thought to
work in the reverse manner; thereby, lowering the work func-
tion [67].
Direct experimental work on electrical discharge from
isolated charged particles has not been found in the
literature.
5.4 Proposal of modified Richardson-Dushman equation.
Taking into consideration that the particle work
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function and particle temperature are of primary importance
in describing charge loss. and that electric field strength,
adsorbed species, and surface irregularities are of second-
ary importance and act to lower the particle work function,
a modified Richardson-Dushman equation is proposed and can
be written:
I = AT2 exp[(-40_++@)/(kT)] (5.8)
Where:
= [epE/(4ne 0 )]0 .5
= the lowerering of the work function due to the
electric field and the enhancement of the elec-
tric field by surface irregularities (eV).
4 = the lowering of the work function due to
surface contamination (eV).
A = 120(1-r)exp[-a/k] = the Richardson constant
(amps/cm2 K2 ).
r = fraction of ions or electrons reflected back at
the surface (dimensionless).
T = particle temperature (K).
40 = work function at some reference temperature
(eV).
k = Boltzmann's constant = 8.63 x 10-5 eV/molecule K.
a = thermal expansion coefficient of solid (eV/K).
e = elementary charge = 1.6 x 10-19 coul.
1 = correction factor due to surface irregularities
(dimensionless).
E = electric field at the particle surface (V/m).
Work functions of different materials are listed in Table 5.1.
5.5 The electric field strength experienced by a levitated
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particle.
The total electric field at the particle surface,
Etotal, is a combination of the electric fields produced
by 1) the DC endcap electrodes, EDC, 2) the AC ring
electrode, EAC
, and 3) the excess surface charge, Es . EDC
can be written:
EDC = CV/z0  (5.9)
where: C = the EDB chamber constant = 0.4.
V = the DC voltage between the endcap electrodes
(volts).
Z0 = the characteristic length of the EDB
= 0.004 m.
EAC can be written:
EAC = (VACL/z0 )cos(nt) (5.10)
where: VAC = the amplitude of the AC voltage applied to
the ring electrode (volts).
L = distance of the particle surface from the
chamber center (m).
f = oscillating frequency of the AC field (Hz).
t = time (sec).
We are concerned with the maximum electric field the particle
is experiencing, therefore, cos(nt) will be taken as equal to
1.0 and equation 5.10 can be rewritten:
EAC = VACL/ 0 2  (5.11)
The minimum L would be the radius of the particle. L will
usually be larger, however, due to movement of the particle
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during heating.
E
s can be written:
E s = (1/4teoB)(q/R2 )2 (5.12)
where: B = 1 + 2 [(er-l)/(er+l)].
er = relative permittivity of particle.
q = total excess charge on particle (coul).
R = particle radius (m).
A typical value of er is 2 [71], therefore, a typical value
of B is 1.67.
If equation 3.3 is rearranged, the excess charge may be
written:
q = mgz 0 /(CV) (5.13)
where: m = particle mass (kg).
We also know that:
n=(4/3)ucR 3 p (5.14)
where: Pp = particle density (kg/m3).
Combining equations 5.12, 5.13, and 5.14:
E s = gzoppR/(3e0BCV) (5.15)
The total electric field experienced at the particle
surface can be written:
Etotal = EDC + EAC + Es (5.16)
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Figure 5.4 is a plot of EDC, EAC ' Es, and Etotal versus
the DC voltage between the endcap electrodes. Figure 5.4
was generated by using equations 5.9, 5.11, 5.15, and 5.16
along with the following variables:
C = 0.4.
0 = 0.004 m.
VAC = 1800 volts.
L = 3R.
Pp = 1000 kg/m.
R = 100 Mm.
B = 1.67.
In this particular case, the electric field produced by
the excess surface charge dominates the total electric field
at the particle surface. Also, the total electric field at
the particle surface decreases with increasing DC voltage.
This is due to the fact that as the DC voltage increases,
the overall charge required to suspend the particle
decreases.
Figure 5.5 is a plot of EDC, EAC Es ', and Etotal versus
particle radius. In this plot, particle radius is allowed to
vary and the DC balancing voltage is held constant at 250
volts. All of the other variables are the same as those used
in Figure 5.4. Except for very small particles (R<10 Mm),
the electric field produced by the excess surface charge
again dominates the total electric field at the particle sur-
face. The total electric field increases with increasing
particle size. This is due mainly to the fact that as
particle size increases, more charge is required on the
particle to suspend it. The total electric field is
increased almost an order of magnitude when particle radius
is increased from 10 Jim to 100 jm.
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Figure 5.4 Ec, E, C, E,, Etot., versus DC voltage for a
particle levitated in the EDB. Particle
radius = 100 Mm, particle density = 1000
kg/m 3 , and particle location = 300 am
from the chamber center.
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Figure 5.5 : EDC, EAC, Es, Eto0 , versus particle radius
for a particle levitated in the EDB. Particle
density = 1000 kg/m3 , DC voltage = 250 V,
and particle location = three radii from the
chamber center.
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From Figures 5.4 and 5.5 it can be concluded that in
general 1) the electric field produced by the excess surface
charge dominates the total electric field at the particle
surface, and that 2) the total electric field at the particle
surface can be minimized by minimizing the total amount of
excess charge on the levitated particle. The values of the
electric fields presented in Figures 5.4 and 5.5 would
(according to Figure 5.3) have little effect on the apparent
work function ot the levitated particle. However, if the
electric fields were enhanced 200 times due to surface
irregularities as proposed by Loeb [70] and Lawton and Wein-
berg [67], the electric fields presented in Figures 5.4 and
5.5 could lower the apparent work function of a levitated
particle by a few electron volts.
Figures 5.6 and 5.7 are plots of the total electric
field at the particle surface versus particle radius for DC
balancing voltages of 50, 250, and 450 volts. Particle
density is 500 kg/m 3 for Figure 5.6 and 2500 kg/m 3 for Figure
5.7. All of the other variables are the same as those used
in Figure 5.4. From these two plots, it can be seen again
that the total electric field at the particle surface in-
creases with increasing particle radius and increases with
decreasing DC balancing voltage. It can also be concluded
that the total electric field at the particle surface
increases with increasing particle density.
Figure 5.8 is a plot of the electric field experienced
by a levitated particle in the EDB versus the particle radius
for two cases, an upper and a lower bound. The electric
field surrounding the particle is independent of the type of
material levitated (e.g. conductor, insulator, etc.). The
total electric field was calculated using equations 5.9,
5.11, 5.15, and 5.16 along with the following variables for
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Figure 5.6 : Etot, versus particle radius for a particle
levitated in'the EDB. Particle density = 500
kg/m3 , particle location = three radii from
the chamber center, and DC voltage = 50, 250,
and 450 V.
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Figure 5.7 Etota, versus particle radius for a particle
levitated in the EDB. Particle density = 2500
kg/m 3 , particle location = three radii from
chamber center, and DC voltages = 50, 250,
and 450 V.
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Figure 5.8: Upper and lower bounds of total electric field
strength experienced by a levitated particle in
the EDB (with and without correction for sur-
face irregularities) versus particle diameter.
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the lower bound:
C = 0.4.
0 = 0.004 m.
VAC = 500 volts.
L = R.
Pp = 250 kg/m .
VDC = 500 volts.
B = 2.5.
The lower bound represents probably the smallest electric
field that a particle would experience if levitated in our
EDB.
The following are the variables used for the upper
bound:
C = 0.4.
Z0 = 0.004 m.
VAC = 3000 volts.
L = 1000 Mm.
3
pp = 5000 kg/lm
VDC = 100 volts.
B = 1.0.
The upper bound represents probably the largest electric
field that a particle would experience if levitated in our
EDB.
The lower bound predicts an electric field strength
of approximately 10 5 V/m, and the upper bound predicts
an electric field strength of approximately 5 x 107 V/m.
Also depicted in Figure 5.8 are the upper and lower limits
multiplied by 200 to take into account possible surface
irregularities. The range of electric field strengths is
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now 5 x 107 to 109 V/m. According to Figure 5.3, an elec-
tric field strength of this magnitude could considerably
lower the work function of a levitated particle.
An example of the potential lowering of the work
function due to the electric field experienced by a
levitated particle is shown in Figure 5.9. The change in
work function is plotted versus particle diameter for two
different materials, Si and "Spherocarb". Equations 5.9,
5.11, 5.15, and 5.16 are used along with the Schottky
equation:
Ai = [ePEtotal/(4e 0 )] 0.5 (5.17)
and the following values for the variables:
C = 0.4.
20 = 0.004 m.
VAC 1800 V.
L = 300 Mm.
VDC = 200 V.
B = 1.0
0 = 200.
The density of Si was taken to be 2.33 g/cm3 and the
density of "Spherocarb" was taken to be 0.65 g/cm 3 .
It can be seen from this plot that the electric fields
experienced by levitated particles can be sufficient to
lower the particle work function by as much as 1.4 eV for
Si and 0.7 eV for "Spherocarb". The electric field
experienced by a levitated particle, and hence the change
in particle work function can be minimized by decreasing
the number of excess charges on the particle by: 1)
decreasing particle size, 2) decreasing particle density,
and 3) increasing the DC voltage required for balancing.
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Figure 5.9 : Change in work function due to the electric
field versus particle diameter for typical
Si and "Spherocarb" particles levitated in
the EDB.
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5.6 Experimental results.
From the modified Richardson-Dushman equation proposed
in section 5.4, charge loss is predicted to be a strong
function of particle temperature and work function and a
lesser function of electric field strength, surface contam-
ination, and surface irregularities. Two sets of experi-
mental measurements were performed. The first set of
experiments examines the effect of particle temperature and
particle work function on charge loss from heated particles
levitated in the EDTGA. The second set of experiments
looks at the effect of temperature, surface contamination,
and electric field strength on charge loss from a heated
metal thermocouple.
5.6.1 Charge loss from heated particles.
In this section, charge loss experiments performed on
particles levitated in the EDB are discussed. The amount
of energy being sent to the suspended particle by the CO2
laser can be changed by adjusting one of three variables:
1) overall laser power (4-20 W), 2) laser beam diameter,
and 3) laser pulse length. Particle size, shape, and
absorptivity are important in determining how much of the
energy sent to the suspended particle is actually absorbed.
Since excess charge on a levitated particle is
inversely proportional to the DC voltage required for
stable balancing, charge loss can be measured by an
increase in the DC voltage required for balancing.
Figures 5.10 and 5.11 are examples of typical charge loss
experiments. Figure 5.10 is a plot of the balancing
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Balancing DC voltage versus number of 2.8 msec
CO2 laser pulses for a negatively charged
diameter "Spherocarb" particle.
289
180
U)
0
0
0
z
r
160
140
120
100
I I1 ' I I-
+
- ~+-
+
+
- +
++I
I I p
162 ym
V)
0
0
0
200
100
I iw I I
10 15
NUMBER OF PULSES
Figure 5.11 : Balancing DC voltage versus number of 2.8
msec CO laser pulses for a CaO0 particle.
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voltage of a 162 Am diameter "Spherocarb" particle
versus number of CO2 laser pulses. This particular
"Spherocarb" particle was negatively charged and levitated
in a nitrogen environment. The overall laser power was 18
W, the laser beam diameter was 330 Am, and the laser pulse
length was 2.8 msec. The increase in balancing voltage
shown in Figure 5.10 indicates charge loss from the par-
ticle. Since overall charge is decreasing, a larger
electric field is required for particle balancing. The
increase in balancing voltage per CO2 laser pulse is not
constant. This is most likely due to fluctuations in the
power of the CO2 laser pulse.
Figure 5.11 is a similar plot of balancing voltage
versus number of 2.8 msec laser pulses for a CaCO 3
particle. The increases in balancing voltage are even more
random in this case. This is probably due to the plate-
like shape of the CaCO 3 particle. Depending on how the
plate-like particle was oriented in the CO2 laser beam,
different amounts of energy could be absorbed.
All materials heated in the EDB to date have
experienced charge loss at and above certain CO2 laser
intensities. According to Spjut's [7] single particle heat
balance:
Te - T = IQabd/(8k) (5.18)
where: T = equilibrium particle temperature (K).eq
T = ambient temperature (K).
I = CO2 laser intensity (W/m2).
Qabs = absorption efficiency (dimensionless).
d = particle diametei (m).
k = gas thermal conductivity (W/m K).
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Therefore, equilibrium temperature should be directly
proportional to the CO2 laser intensity.
Figure 5.12 is a plot of the change in balancing volt-
age due to a 2.8 msec CO2 laser pulse versus the CO2
laser intensity for seven different "Spherocarb" particles.
Four of the experiments were performed on negatively
charged "Spherocarb" particles and three of the experiments
were performed on positively charged "Spherocarb" par-
ticles. No difference in charge loss was detected between
negatively and positively charged particles. Below a CO2
laser intensity of 25 MW/m 2 , no charge loss is detected.
Above 80 MW/m 2 , catastrophic charge loss always occurs and
the particle is lost from the chamber. In this experiment
the beam diameter was approximately 350 pm. The step
change shape of this plot indicates an intensity threshold,
beyond which charge loss is inevitable. Due to the very
short laser pulse length, temperature measurement was not
possible, however, the fact that a CO2 laser intensity
threshold exists indicates the existance of a temperature
threshold.
Figure 5.13 is a plot of CO 2 laser intensity versus
the critical CO 2 pulse length for "Spherocarb" particles.
The critical pulse length is defined as the shortest CO 2
laser pulse required for charge loss to occur. Particles
undergoing CO2 laser pulse lengths smaller than the
critical will not experience any charge loss. The smaller
the CO2 laser intensity, the longer the pulse required
before charge loss can occur. Since the pulse lengths
being discussed are much shorter than those required for an
equilibrium temperature to be reached, the length of the
pulse is related to the final temperature the particle
experiences. If that temperature is below a certain level,
no charge loss occurs. Again we see evidence that a
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Figure 5.12 : Change in balancing DC voltage due to charge
loss versus CO, laser intensity for seven
different "Spherocarb" particles levitated in
the EDB.
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Figure 5.13 : CO2 laser intensity versus critical pulse
length for "Spherocarb" particles levitated
in the EDB.
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threshold temperature exists for "Spherocarb" part~alp,
Next we turn our attention to the effect of particle
work function on charge loss. Figure 5.14 is a plot of
absorbed laser intensity required for charge loss versus
particle work function for seven different materials, BaO,
CaO, C, SiO 2 , KI, KCI, and NaCl. Absorbed CO2 laser
intensity is defined as the product of laser intensity times
the particle absorptivity. Absorptivities were taken from
Loewenstein et al. [72] and Blackman [73]. It appears that
the larger the work function of the particle, the more laser
power is required before charge loss occurs. Caution must
be exercised when trying to draw conclusions from this plot,
however, due to uncertainties in material absorptivities of
10.6 pm radiation and laser intensities.
"Spherocarb" oxidation has been extensively studied in
the EDTGA and some of the results are presented in Chapter
6. Of the over 200 uncatalyzed "Spherocarb" oxidations
performed, charge loss usually did not occur until a
critical temperature of 1200-1300 K was reached. This
temperature agrees well with the temperature that would be
predicted by the Richardson-Dushman equation for a material,
such as carbon, with a work function of approximately 4.7
eV. It is interesting to note that when K was added to the
"Spherocarb" particles as a catalyst, charge loss became
noticable at a much lower temperature of approxiamately 750
K. Potassium is known to wet the particle surface,
therefore, charge loss should be dependent on potassium's
work functin instead of carbon. Charge loss from "Sphero-
carb" particles at lower temperatures due to addition of K
is very much consistant with the fact that potassium's work
function of 2.3 eV is much lower than carbon's work function
of 4.7 eV. Again, 750 K agrees well with the critical
temperature for onset of charge loss predicted by the
295
100
10
z
z
-1
I0
I_ I I I I I I
0 5 10
WORK FUNCTION (eV)
Figure 5.14 : Absorbed CO2 laser power required for charge
loss versus particle work function for seven
different materials, BaO, CaO, C, SiO, KI, KC1,
and : 7 C1.
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Richardson-Dushman equation for K with a work function of
2.3 eV. Another example of the importance of work function
on charge loss is the inability (due to charge loss) of
CaCO 3 to be heated to temperatures above 1173 K in order
to form CaO. CaO has a work function of 1.9 eV. The
Richardson-Dushman equation would predict charge loss at
around 500 K for CaO.
One general observation is that charge loss has been
observed to occur very quickly (<100 msec) and sporadically.
Also, fragmentation has been observed with CaCO 3 and BaO
but with no other materials. This implies that fragmenta-
tion can be important, but is not the sole mechanism for
charge loss,
Evidence has also been presented in this section
against thermionic emission of electrons as the only
mechanism for charge loss. Even though charge loss does
appear to be a function of the particle's temperature and
work function or threshhold energy, there is no noticable
difference in charge loss from positively charged par-
ticles as compared to negatively charged particles. If
thermionic emission of electrons was the mechanism for
loss of negative charge, it would seem reasonable that
the mechanism for loss of positive charge would yield
different results. For example, when photoemission is the
mechanism for charge loss, as is the case when an ultra-
violet light source is incident on the levitated particle,
negatively charged particles lose charge much more readily
than do positively charged particles. This is shown in
Figure 5.15 in a plot of relative voltage of both a
negatively and a positively charged "Spherocarb" versus the
time exposed to an ultraviolet light source. Relative
voltage is defined as the ratio of the particle balancing
voltage to the initial particle balancing voltage.
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Figure 5.15 Ratio of voltage to initial voltage versus
time exposed to an ultraviolet light source
for positively and negatively charged
"Spherocarbs".
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Preliminary experimental results on levitated particles,
therefore, indicate that the mechanism for charge loss is not
thermionic emission of electrons, but perhaps the thermionic
emission or desorption of ions, which still, however, appears
to be related to work function (Figure 5.14).
5.6.2 Charge loss from heated metal vires.
The advantage of studying charge loss from particles
levitated in the EDB is that general trends may easily be
established. For example, charge loss increases with
increasing CO 2 laser intensity, and charge loss decreases
with increasing particle work function. The disadvantage
of studying charge loss from particles suspended in the
EDB is that systematically studying the effects of
independent parameters is difficult.
The literature survey on thermionic emission theory
presented in section 5.3 indicates that emission depends on
the particle's work function and temperature. However, the
work function is a function of, not only the material, but
of the adsorbed species on the particle and the electric
field to which the particle is exposed. The adsorbed
species are a function of the material's past history and
current gas surroundings. Also, the electric field is not
only a strong function of the macroscopically applied
electric field, but also the surface irregularites which
potentially could create microscopic electric fields 200
times greater than the macroscopic field. Because surface
contamination and surface irregularities are difficult to
measure, it is difficult to determine the quantitative
effect of these two variables on charge loss from a single
charged particle. Since each experiment in the EDB that
involves charge loss, and subsequent loss of the particle,
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each experiment would involve different particles. Particle-
to-particle variations in both surface contamination and
surface irregularities make a systematic, quantitative study
of charge loss from charged particles heated in the EDB very
difficult. Particle heating would also present difficulties
in getting systematic results. It would be difficult to heat
the suspended particle to the same temperature each time due
to CO2 laser fluctuations, particle variations, and par-
ticle movements. Therefore, it has been proposed to further
study charge loss in a simplified system which resembles the
EDB as closely as possible.
5.6.2.1 Apparatus.
The simplified experimental system is designed to
measure the charge transfer or current from an isolated metal
surface inside the EDB to the surrounding electrode walls.
The EDB used in these experiments had the same configuration
and dimensions as the one described in Chapter 2. The
isolated metal surface was either a single metal wire or a
thermocouple which was inserted into the center of the EDB
through a hole in the top electrode and insulated from the
electrodes by a ceramic tube.
Two types of heating systems were utilized, CO 2 laser
heating and resistance heating. The first set of experiments
were performed by heating a single wire or thermocouple probe
with two 3 W CO 2 lasers. The second set of experiments was
carried out with a 4 mm length of 0.010" Pt wire which was
heated by passing an AC current through it. The Pt was
welded on each end to separate 4" lengths of 0.020" Ag wire
which were inserted into the ceramic insulating tube. Since
the Pt wire had a smaller diameter, it had a greater resis-
tance. This enabled the Pt wire section to be heated to a
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geater extent than the Ag wire section.
The electrical system varied depending on the type
of heating utilized. With CO2 laser heating, the
electrical system consists of two main circuits, one for
thermocouple voltage measurement, and the other for current
detection (see Figure 5.16). The system is designed so
that the single wire or thermocouple probe is connected to
the electrodes only through a common ground. Therefore,
current flowing in the system must pass from the probe to
the electrodes through the atmosphere. It is this movement
of charged species through the atmosphere that is measured
in an attempt to shed light on how charges are lost from a
charged, isolated particle suspended in the EDB. A DC
voltage of up to positive or negative 1000 V is simultaneously
supplied to each electrode, forming an electric field around
the wire or thermocouple bead which is analagous to the
electric field present at the surface of an isolated charged
particle. Each thermocouple leg or single wire is connected
through switches to both main circuits. A voltmeter is
used to monitor thermocouple voltage in one circuit, and
an oscilloscope or separate voltmeter monitors current once
it has passed through a total outer resistance of 91 kD.
With resistance heating, alternating current from a
wall outlet is passed through a variac to a 10 A step down
transformer with a secondary voltage of 6.3 V (See Figure
5.17). One voltmeter monitors the AC voltage to the Ag
wires while another voltmeter monitors current.
5.6.2.2 Experimental procedure.
Although the experiments performed with this
apparatus involved a wide range of materials, the procedure
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Figure 5.16 : Schematic of charge loss detection system with
C02 laser heating.
302
I
vo
me
AC
it-
ter
wall
outlet
- silver
wires
ceramic
platinum
power
Figure 5.17 : Schematic of charge loss detection system with
resistance heating.
303
•q
remained essentially the same. Four-inch lengths of ceramic
tubing of 0.060" diameter were filed to a point on one end.
A single wire or thermocouple was then housed within these
lengths for insulation and rigidity and were positioned in a
manner such that the wire tip or thermocouple bead was
pulled flush with the ceramic tip, and their legs were
cemented into place at the other end. This ceramic tube
was then inserted and affixed into a dolirene mechanism
which was threaded into the top electrode. This allowed
the metal probe tip to be held stationary in the center of
the EDB and to be moved vertically without rotation.
Once the desired metal probe was inserted, it could
be positioned into the center by using the microscope and
HeNe laser. Next, the atmosphere of the probe could be
adjusted and fixed by flowing cylinder gas into the chamber
through the bottom electrode. Probe heating was then
initiated, either by the CO2 lasers or by allowing an AC
current to flow through the wire. Time was then allowed for
stabilization of temperature before beginning current
measurements.
Besides altering the DC voltage supplied to the
surrounding electrodes, several different metals were
utilized as probes. Also, different probe coatings and gas
surroundings were used. Many combinations of probes,
coatings, and surrounding gases were attempted which
resulted in many different current patterns which could then
be compared. Probes were either single wires (0.008" Pt,
0.005" W, or 0.010" W) or thermocouples (0.008" Type R or
0.003"-0.010" Type K). Within the sealed EDB, various
gases would be pumped in at a rate of 2.5-3.5 1/min. Ar,
02' N2 , dry air, and wet air were used in the experiments.
By dipping the thermocouple bead into ethanol solutions,
various compounds such as Si0 2 , ZrO2 , carbon black, Ca(Ac)2,
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and KCl were used as surface coatings,
for this purpose by simply placing the bead into a flame.
The soot coating could be preserved by heating in an Ar flow
rate of 3.5 I/min. Finally, various hydroxyl and salt
solutions including EtOH, KOH, HCI, and KCI were also applied
to the probe tip.
5.6.2.3 Experimental results and discusion.
Figures 5.18-5.22 highlight results taken from a
thermocouple or metal wire probe held in place by a
ceramic tube with heat being provided by a CO2 laser.
Figure 5.18 is a plot of positive ion current (in mV)
versus the negative voltage being applied to the electrodes.
In order to get the ion current in amps, divide by the
resistance of the system, which in this case is 91 kO.
Temperature is unknown for this experiment because a single
Pt wire was used as the probe. The parameter being adjusted
is the surrounding gas environment. Four different
surrounding gases were used, Ar, N2, wet air, and dry air.
Two observations are readily apparent. First, increasing
DC voltage to the surrounding electrodes, increases the
positive ion current. This can be thought of as a
decreasing of the surface work function, allowing ions to be
released from the surface more easily. Secondly, an argon
environment allows the flow of a substanially higher current,
with N2, wet air, and finally dry air allowing lower
currents. This phenomenon probably correlated with argon's
lower breakdown potential. This can also be used as
evidence against the theory that ionization of the
surrounding gas is the most important mechanism of charge
loss, since the ionization energies of Ar and N2 are
approximately the same at around 15.6 eV.
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Figure 5.18 : Positive ion charge loss from a CO2 laser
heated, Pt wire versus negative DC voltage
applied to surrounding electrodes. Surround-
ing gas is the parameter.
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Figure 5.19 is a plot of ion current (in mV) versus the
DC voltage being applied to the electrodes. The parameter
being adjusted is the type R thermocouple temperature.
Again we see the current is very much a function of the DC
voltage being applied to the electrodes. This was always
the case for the experiments performed with the CO2 laser.
We also see from Figure 5.19 that thermocouple temperature
is also an important parameter. As temperature was
increased, current was also increased. In this particular
case negative ion current was also measured. It should be
pointed out, however, that negative ion current was not
always detected in these experiments. It is believed that
negative ions were released only after heating to a higher
temperature than was needed for positive ions to be
released.
Figure 5.20 is a plot of positive ion current versus
negative DC voltage being applied to the electrodes, with
thermocouple temperature as a parametei . Here we see a very
systematic dependence of positive ion current versus type K
thermocouple temperature.
Figure 5.21 is a plot of positive ion current versus
type R thermocouple temperature for various negative DC
voltages applied to the electrodes. An attempt was made
to extrapolate the data to zero current, thereby
determining at what temperature charge loss (or current)
becomes noticable. Table 5.2 highlights these results.
It can be seen that charge loss (or current) becomes
measurable at 1000 K if 25 volts DC are applied to the
electrodes. On the other hand, if 400 volts DC are
applied, current becomes measurable at 400 K.
Finally, Figure 5.22 is a plot of positive ion current
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Figure 5.19 : Charge loss from a CO, laser heated, type R
thermocouple versus DC voltage applied to
surrounding electrodes. Thermocouple tempera-
ture is the parameter.
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Figure 5.20 : Positive ion charge loss from a CO, laser
heated, type K thermocouple versus DC voltage
applied to surrounding electrodes. Thermo-
couple temperature is the parameter.
309
OOC•z
U)04
800 1000 1200
TEMPERATURE (K)
Figure 5.21 Positive ion charge loss from a CO, laser
heated, type R thermocouple versus thermocouple
temperature. Negative DC voltage applied to
surrounding electrodes is the parameter.
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Table 5.2 : Temperature at 0.0 mV intercept versus applied
DC voltage.
Voltage Temperature (K)
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Figure 5.22 : Positive ion charge loss from a CO, laser
heated, type R thermocouple versus DC voltage
applied to surrounding electrodes for an
uncoated and a ZrO, coated thermocouple.
Thermocouple temperature is the parameter.
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versus negative DC voltage applied to the electrodes, with
type R thermocouple temperature as a parameter. This plot
highlights the results of work performed with doped
thermocouples. In this case, a ZrO 2 coating was
attached to the thermocouple. The solid lines in Figure
5.22 represent results with no coating on the thermocouple
and the dotted lines represent results with a ZrO 2 coating.
The ZrO 2 coating increases the positive ion current by
approximately one order of magnitude. Other experiments
were performed with various coatings: SiO02 carbon
black, soot, Ca(Ac) 2, KCI, H20, and EtOH. All the
results were very similar in that the doping of the
thermocouple caused a drastic increase in current flow.
Negative ion current also became very enhanced with some of
the coatings.
When we heated the thermocouple or bare wire with the
CO 2 laser, we believe we saw positive ion current to
the electrodes due to heating of the ceramic. Due to the
low emissivity of Pt, it was impossible to make the Pt wire
glow without hitting the ceramic with the laser and heating
it up first. On the plus side of this conclusion is that
we are able to get nice stable positive ion currents versus
time curves when we use the CO 2 laser for heating.
However, we think that the reason for the nice stable
positive ion currents is that the ceramic provides an
infinite supply of positive ions.
It is believed that we have been unable to see electron
flow through the surrounding gas. All thermionic emission
experiments in the literature are performed in a vacuum.
Since we have been unable to observe thermionic emission of
electrons with our apparatus, we are really studying
desorption or thermionic emission of ions from the metal or
ceramic surface.
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Using the CO 2 laser heated system, we discovered
that different: surrounding gases, DC voltages,
temperatures, and thermocouple materials all create
different positive ion currents. We also discovered that
doping of the thermocouples increased positive ion
currents by one order of magnitude. Doping sometimes also
allowed for negative ion current.
When the Pt wire is heated by resistance, the ceramic
is no longer heated to such high temperatures that it glows.
In this case it is believed that we are really looking at
desorption of positive ions from the Pt wire itself.
Figure 5.23 is a plot of positive ion current versus time
for a resistance heated Pt wire. A total of nine cycles
were performed on the same Pt wire. A cycle consisted of
65 sec of heating followed by a period where the wire is
allowed to cool back to room temperature. We see that
positive ion current from the Pt wire is very much a
function of how long the positive ions have been flowing,
both during a specific cycle and from cycle to cycle. For
example, the positive ion current during cycle 9 is much
less than the positive ion current during cycle 3. We
believe that the positive ions are impurities in the Pt
wire and are being used up, so that at infinite time no
more positive ions would remain in the wire and positive
ion current would stop completely.
For all of the experiments performed, a higher
positive ion current was measured from the heated probe to
the electrodes than would be predicted from the Richardson-
Dushman equation for electron emission. In these cases,
positive ions are emitted at much lower temperatures than
electrons or negative ions. Therefore, it apears that
positive ions have a lower surface work function. For the
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Figure 5.23 : Positive ion charge loss from a resistance
heated Pt wire versus time with cycle num-
ber as the parameter.
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experiments performed on the resistance heated Pt wire, the
work function can be calculated to be 4.25 eV for positive
ions instead of the theoretical value of 5.4 eV for
electrons.
5.7 Summary of charge loss from heated particles.
1) Catastrophic charge loss due to particle heating has
experimentally been found to represent the most serious
limitation in studying single particle, high tempera-
ture, gas-solid reactions in the EDB.
2) Six different charge loss mechanisms have been proposed:
a) photoemission,
b) field emision,
c) secondary emission,
d) thermionic emission of electrons or ions,
e) fragmentation, and
f) surrounding gas ionization.
3) Photoemission, secondary emission, and "cold" field
emission have been shown not to be viable mechanisms.
4) A fragmentation process which may be defined as a
cluster of molecules leaving in a condensed phase.
Although it seems a reasonable mechanism, observable
fragmentation usually does not accompany charge loss and
it would seem reasonable to assume that quite a large
section of the particle would have to fragment off in
order for the particle to lose enough charge to no longer
be stable in the chamber.
5) Surrounding gas ionization cannot be ruled out, but
due to the large ionization potentials of typical
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surrounding gases (-11-16 eV) compared to the work
functions of typical solids (1-6 eV), it is assumed that
a thermionic emission of ions from the solid would occur
at a lower temperature than the ionization of the
surrounding gas. One can, however, use the temperature
at which gas ionization becomes appreciable as an upper
limit on the temperature to which a particle can
successfully be heated without charge loss.
6) Experimentally, charge loss appears to be a function of
particle work function, particle temperature, electric
field strength, and adsorbed species concentration.
There is also no noticable difference in charge loss
from positively charged particles as compared to
negatively charged particles.
7) After examining evidence from experiments performed in
this lab as well as evidence presented in the
literature, thermionic emission of ions remains the
most viable mechanism for charge loss. The Richardson-
Dushman equation describes thermionic emission from a
clean surface and predicts the maximum temperature at
which a material can be heated without experiencing charge
loss. The Richardson-Dushman equation successfully
predicts charge loss from "Spherocarb" particles (work
function of carbon = 4.7 eV) at 1200-1300 K and charge
loss from K catalyzed "Spherocarb" particles (work func-
tion of K = 2.3 eV) at 750 K. This equation also
successfully predicts the inability of CaCO3 to be heated
to temperatures above 1173 K in order to form CaO.
8) Taking into consideration that the particle work
function and particle temperature are of primary
importance in describing charge loss, and that
electric field strength, adsorbed species, and
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surface irregularities are of secondary importance
and act to lower the particle work function, a
modified Richardson-Dushman equation has been
proposed.
5.8 Charge loss recommendations.
When performing experiments where charge loss is known
to be a problem, charge loss can be minimized by: 1)
minimizing the electric field at the particle surface, 2)
minimizing the adsorbed species, 3) minimizing surface
irregularities, and 4) using positively charged particles.
Since the electric field at the particle surface is
dominated by the amount of excess charge on the surface,
the electric field at the particle surface can be
minimized by using smaller particles and as large a DC
balancing voltage as possible. Although never attempted,
it is recommended that a technique for minimizing adsorbed
species be developed. Vacuum degassing may be a viable
solution. There is no known method of decreasing surface
irregularities. Finally, positively charged particles
should be used since the work function for the thermionic
emission of ions is usually a couple of electron volts
greater than the work function for the thermionic emission
of electrons. This is true in theory, however, it has not
yet been experimentally observed in the EDB.
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6. SINGLE PARTICLE "SPHEROCARB" OXIDATION.
It has been shown in the preceeding chapters that
diameter, mass, density, surface area, and reactivity
measurements can be performed on single particles
levitated in the electrodynamic balance (EDB). In this
chapter we utilize these measurement techniques on char to
examine the changes in these variables during oxidation.
The uncatalyzed synthetic char "Spherocarb" was chosen as
a base case and is examined in section 6.1. Since
"Spherocarb" has been widely studied, results from the
electrodynamic thermogravimetric analyzer (EDTGA) can be
compared with those of conventional gas-solid reaction
apparatuses to test the overall usefulness, credibility,
and uniqueness of the EDTGA in studying gas-solid reactions.
"Spherocarb" particles doped with Fe, K, and Ca are
examined in section 6.2 to determine the effect of catalyst
on diameter, surface area, and reactivity versus extent of
reaction.
6.1 Uncatalyzed "Spherocarb'.
6.1.1 Charge loss versus conversion.
By rearranging equation 3.3, the excess charge on a
suspended particle can be written in the following manner:
q = mgz 0/(CV) (6.1)
where the particle mass, m, is measured via the
aerodynamic drag technique discussed in sectidn 3.2.
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Figure 6.1 is a plot of overall excess charge
versus percent conversion for six separate "Spherocarb"
oxidation runs. Three of the oxidations were performed in
oxygen, two in carbon dioxide, and one in a dilute stream
of oxygen in nitrogen. Although temperature measurements
for these runs were not made, reaction times indicate that
temperatures probably ranged from 750 to 830 K for the
oxidations performed in oxygen and 1200 to 1250 K for the
oxidations performed in carbon dioxide. Each excess
charge measurement was performed discretely, i.e. an
excess charge measurement was performed, the "Spherocarb"
was reacted until a specific conversion was reached, the
reaction was stopped, another excess charge measurement
was performed, etc. The excess charge on the six
particles ranges from 2 to 9 million elementary charges
and appears to be relatively constant for each run
throughout the reaction.
Error bars are included on the points of Figure
6.1 in Figure 6.2. Error estimation for charge measure-
ment were performed in the same manner as error
estimation for mass measurement found in section 3.1.7.
From Figure 6.2 it can be concluded that the excess
charge on the "Spherocarb" particles for these six
particular runs remains constant within experimental
error during conversion. Therefore, "Spherocarb" mass
can be followed continuously inder these conditions by
following balancing voltage versus time.
Figure 6.3 is a plot of relative charge versus
percent conversion for nine "Spherocarb" oxidation
runs, the six runs discussed in Figures 6.1 and 6.2
along with two other runs performed in oxygen and one
other run performed in air. The reason the other
three runs were not plotted in Figures 6.1 and 6.2 is
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Excess charge versus percent conversion for
six separate, single particle, uncatalyzed
"Spherocarb" oxidations performed in the
EDTGA.
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charge versus percent conversion for nine
separate, single particle, uncatalyzed
"Spherocarb" oxidations performed in the
EDTGA.
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that charge was purposely removed from the particles
during these runs to keep the balancing voltage large
and the error in mass measurement low. Charge was
removed from the particles by irradiation by an
ultraviolet light source. Relative charge is defined
as the charge on the particle divided by the initial
charge on the particle. With the exception of only a
couple points, we can again conclude that charge loss
from "Spherocarbs" undergoing oxidations at these
conditions is not a problem.
6.1.2 Density and porosity versus conversion.
Figure 6.4 is a plot of density versus percent
conversion for nine separate, uncatalyzed "Spherocarb"
oxidations. Intitial densities ranged from 670 to 920 kg/m3
Percent conversion is defined as follows:
% conversion = (1.0 - m/mi)100% (6.2)
Five of the oxidations were performed in oxygen, one in
air, two in carbon dioxide, and one in a dilute stream of
oxygen in nitrogen. These are the same nine oxidations
discussed in section 6.1.1. It is believed that the
"Spherocarbs" are oxidizing in the kinetically controlled
regime under these conditions (41]. Density measurements
were performed discretely using the aerodynamic drag force
technique discussed in section 3.2. From Figure 6.4 it can
be seen that "Spherocarb" density decreases with conversion
at these reaction conditions. Conventional theory would
predict particle density to decrease linearly with con-
version under regime I conditions, however, the data suggest
a minimum density of approximately 400 kg/m 3 that
"Spherocarb" cannot go below, even at high conversions of
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Figure 6.4 : Apparent density versus percent conversion
for nine separate, single particle, uncatalyzed
"Spherocarb" oxidations performed in the EDTGA.
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60-90%. These data are consistent with the shrinkage-
densification model proposed by Hurt et al. [74] for chars
undergoing regime I or kinetically controlled oxidation.
All of the reaction is occurring in the micropores, however,
instead of just reacting out the inside of the particle and
decreasing the particle density linearly with conversion,
molecular rearrangement occurs inside the micropores during
reaction causing concurrent densification of the remaining
particle.
Figure 6.5 is a plot of relative density versus percent
conversion for the same nine "Spherocarb" oxidations.
Relative density is defined as density divided by initial
density. The two solid lines represent the two extreme
cases of gas-solid reactions, regimes I and III. Regime I
indicates kinetic control, where the reacting gas concentra-
tion is uniform throughout the particle and equal to the
surrounding bulk gas concetration. Under regime I or
kinetically controlled conditions the relative density would
linearly decrease to zero at 100% conversion. Regime II
indicates pore diffusion control. Under these conditions
the reacting gas concentration decreases toward the particle
center and reaction would take place preferentially near the
particle surface. Particle density and diameter could both
decrease. Regime III indicates external mass transfer
control or severe pore diffusion limitations. Here reaction
would occur only on the particle surface. Particle density
would remain constant and the particle would shrink.
Figure 6.6 is a plot of "Spherocarb" overall porosity
versus percent conversion for the same nine runs as in
Figures 6.4 and 6.5. Overall porosity is defined as:
porosity = (1.0 - Pp/2100) (6.3)
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Figure 6.5 : Ratio of density to
percent conversion
initial density versus
for nine separate, single
particle, uncatalyzed "Spherocarb" oxidations
performed in the EDTGA.
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where a skeletal density of 2100 kg/m 3 was assumed.
The initial overall porosity ranges from 0.56 to 0.68. As
the reaction proceeds, the overall porosity increases
steadily until it plateaus at a value of 0.82 at about 60%
conversion. Since the overall porosity is just another way
of plotting density versus conversion, the same conclusion
about a maximum obtainable porosity can be made.
6.1.3 Shrinkage versus conversion.
Diameter measurements of particles suspended in
the EDB can be obtained from one or both of the micro-
scopes attached to the system. Figure 6.7 is a series
of eight photographs taken of one uncatalyzed
"Spherocarb" particle at various stages of conversion,
0, 14, 23, 35, 48, 52, 58, and 78% conversion. The
photographs were taken from a 35 mm camera mounted on
a (xlO0) Wild microscope that observed the particle
through a hole in the top endcap electrode. This
particular "Spherocarb" particle was reacting in air
at 770 K. The particle's spherical shape was retained
up to a conversion of 50%, afterwhich the particle
became first oval shaped and finally almost triangular.
In section 6.1.6, the variation from particle to particle
of "Spherocarb" density is discussed. It is concluded that
the variation in density is caused by cavities (on the order
of tens of microns in size) unevenly distributed from par-
ticle to particle. It is believed that these rather large
cavities are responsible for the nonsphericity of the
"Spherocarb" particles at high conversions. It appears,
therefore, that the particle shape at high conversions is
dependent on its original internal macroporosity.
An average "Spherocarb" diameter at each conversion
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can be measured from 1) the photographs of Figure 6.7
and 2) optical measurements from the x70 Ealing
microscope. This average "Spherocarb" diameter is
plotted versus conversion in Figure 6.8. The
unreacted "Spherocarb" has a diameter of 181 Mm.
This diameter decreases to a value of 128 ;Am at a
conversion of 78%.
Another example of "Spherocarb" shrinkage versus
conversion is given in Figure 6.9. This particular
"Spherocarb" was reacted in air at 830 K and is
depicted at conversions of 0, 20, 38, 63, 79, and 94 %.
The initial diameter was 205 Mm. This particle
retains its spherical shape up through 63% conversion.
Diameter versus conversion measurements were
obtained for 13 separate, single particle, uncatalyzed
"Spherocarb" reactions, with the results depicted in Figure
6.10 in the form of the ratio of diameter to intial diameter
versus percent conversion. The results are amazingly
consistent. The curved solid line in Figure 6.10
represents regime III conditions and the solid line at d/di
equal to 1.0 represents regime I conditions. Nine of the
runs were performed in oxygen, three in carbon dioxide, and
one in air. Reaction times for 50% conversion ranged from 2
minutes in oxygen to 30 minutes in carbon dioxide, with a
corresponding temperature range of 750-830 K for reactions
in oxygen and 1200-1250 K for reactions in carbon dioxide.
At 50% conversion, the "Spherocarb" diameter is typically
90% of its original value, and at 90% conversion, the
diameter is reduced to 50% of its original value. Since it
is believed that all of the runs took place under regime I
conditions, the Hurt shrinkage-densification model must be
incorporated to interpret the data. The data indicate that
the extent of "Spherocarb" shrinkage is not a function of
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Figure 6.8 : Diameter versus percent conversion for a
single, uncatalyzed "Spherocarb" particle
reacting in air in the EDTGA at 770 K.
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performed in the EDTGA.
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temperature or reacting gas, but only a function of
conversion.
In Figure 6.11, the same data plotted in Figure 6.10
is plotted as (d/di)3 versus percent conversion. The
solid line represents regime III conditions.
Figure 6.12 is a plot of log(d/d i) versus log(m/mi)
for the same 13 separate runs of Figures 6.10 and 6.11.
Again, the solid line represents regime III conditions
which has a slope of 0.33. Up to a value of 60% con-
version or a log(m/mi) of -0.4, the slope of the data is
approximately 0.15. The data above 60% conversion or
greater than log(m/mi) = -0.4, has a slope of approxi-
mately 0.333. From these data, it appears that the
extent of shrinkage is smaller at conversions below 60%.
This is the stage of conversion associated with sharp
density decreases which are characteristic of regime I
oxidation. At conversions greater than 60%, the density
decreases level off and shrinkage accelerates. This
phenomenon is consistent with Hurt's [74] hypothesis that
shrinkage is due to solid state rearrangements facilitated
by the removal of cross links during oxidation. Once the
cross links have been sufficiently removed, shrinkage
accelerates.
As discussed by Hurt [47], the observation of particle
shrinkage versus conversion under regime I conditions has
important implications. First, particle shrinkage by itself
can no longer imply external mass transfer control or extreme
pore diffusion limitations. Secondly, shrinkage will affect
particle fragmentation. It was previously believed that
particles undergoing regime I oxidation would react to some
critical porosity and then fragment. Experiments performed
in this lab indicate particle conversions up to 96% are
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Figure 6.11 Ratio of diameter to initial diameter cubed
versus percent conversion for 13 separate,
single particle, uncatalyzed "Spherocarb"
oxidations performed in the EDTGA.
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Log of the ratio of diameter to initial
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initial mass for 13 separate, single particle,
uncatalyzed "Spherocarb" oxidations performed
in the EDTGA.
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possible without fragmentation.
It is believed that molecular rearrangements occur
during oxidation of "Spherocarb" causing densification or
graphitization of the original amorphous material. Using X-
ray diffraction, Smith and Tyler [75] noticed a sharp
increase in the diffuse graphite (002) band at a half
scattering angle of about 25 degrees during combustion of a
semi-anthracite coal at high temperatures (greater than
2000 K). It was unsuccessfully attempted to confirm
graphitization of "Spherocarb" at low temperatures (700-
900 K) using powder X-ray diffraction. Figure 6.13 is a
plot of intensity of X-ray diffraction versus half
scattering angle for graphite, unreacted "Spherocarb",
80% reacted "Spherocarb", and a glass microscope slide.
The characteristic peak at 25 degrees is readily apparent
from the graphite sample. As expected, the microscope slide
is completely amorphous. Both the unreacted and 80%
reacted "Spherocarb" are also amorphous. More importantly,
however, is the fact that there is no noticable difference
between the two samples, indicating that if graphitization is
occurring during oxidation at low temperatures, it is not
being detected. The partially reacted "Spherocarb" was
reacted to approximately 80% conversion in a furnace at
750 K in an air environment. Figure 6.14 is a close up view
of the diffractograms for both the unreacted and 80%
converted "Spherocarb".
6.1.4 Surface area versus conversion.
Single particle surface areas are obtained using CO2
adsorption and the Dubinin-Polanyi equation. The
technique for surface area measurement is discussed in
detail in section 3.3. The Dubinin-Polanyi plot for a
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single 181 m diameter "Spherocarb" at three different
conversions is shown in Figure 6.15. The slopes of these
three sets of data are relatively constant, but the
intercept is decreasing, indicating a reduction in
surface area. This particular "Spherocarb" particle was
reacting in air at approxiamately 770 K. Figure 6.16 is
a plot of specific surface area versus percent conversion
for this particular "Spherocarb" oxidation. The specific
surface area, measured in m2 per gram of "Spherocarb"
remaining increases from its initial value of 860 m2/9
to 990 m2/g at approximately 15% conversion
and then decreases with conversion.
Figure 6.17 is a plot of specific surface area versus
percent conversion for eight separate, single particle,
"Spherocarb" oxidations. Five of the runs were performed in
oxygen, two in carbon dioxide, and one in air. The reaction
time required for 50% conversion ranged from 2 to 16 min for
the oxygen runs, from 20 to 30 min for the carbon dioxide
runs, and 110 min for the air run. The temperatures
corresponding to these reaction times are 750 to 830 K for
oxygen, 1200 to 1250 K for carbon dioxide, and 770 K for
air. The initial specific surface area varied from 821 to
1116 m2 /g, with the average initial surface area being
960 m2 /g. These surface areas can be compared to a value
of 965 m2 /g obtained from a 0.294 g sample of "Spherocarb"
particles from Hurt [36] in a conventional volumetric
adsorption apparatus. The surface area appears to increase
slightly up to a conversion of 10-15% and then monotonically
decrease to an average value of 660 m2 /g at about 81%
conversion. A value of 647 m2/g was obtained at 65% con-
version from Hurt [36] using a conventional volumetric
adsorption apparatus.
The data indicate that "Spherocarb" surface area
341
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Figure 6.15 : Dubinin-Polanyi plot for a single, uncatalyzed
"Spherocarb" particle at three different con-
versions.
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Figure 6.16 Surface area versus percent conversion for
a single, uncatalyzed "Spherocarb" particle
reacting in air in the EDTGA at 770 K.
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Figure 6.17 : Specific surface area versus percent conversion
for eight separate, single particle, uncatalyzed
"Spherocarb" oxidations performed in the EDTGA.
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evolution is not a function of tempsratur~ or r otingt
gas, but only a function of conversion. It is also
interesting to note that Gavalas' random pore model predicts
an increase in specific surface area versus conversion. Hurt
et al. [47] recently resolved the discrepancy between the
experimental results and the Gavalas model prediction by
incorporating shrinkage into Gavalas' model. By accounting
for particle shrinkage, the decrease in surface area could
now be explained. The decreasing surface area emphasizes
another important implicatin of shrinkage in char oxidation.
Shrinkage can play a major role in the surface area evolution
of a reacting char particle.
6.1.5 Reactivi ties.
A total of 19 separate, uncatalyzed "Spherocarb"
particles were reacted in air. Particle temperatures
ranged from 740 to 1170 K and the corresponding times
required for 50% conversion ranged from 2.2 to 17,000 sec.
Four of the 19 runs will be discussed individually in
this section. The entire 19 runs will be summarized
on an Arrhenius plot later in this section.
Figures 6.18, 6.19, and 6.20 correspond to a 204 pm
diameter "Spherocarb" particle reacting in air at a
temperature of 764 K. Figure 6.18 shows the rms value of
the 2 )Am signal, the rms value of the 4 pm signal, and
the log ratio of the 2 pm signal to the 4 pm signal.
Data was collected at a rate of 1 point every 4.7 sec.
The average value of the log ratio signal is 0.134 with a
standard deviation of 0.087. Figure 6.19 is a plot of
the balancing voltage versus time for the same reaction.
After heating begins, the initial balancing voltage of
117 volts is reduced immediately to 108 volts due to the
345
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2 /.m, 4 /sm, and log ratio signals versus
time for a 204 pim diameter, uncatalyzed
"Spherocarb" reacting in air at 764 K.
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Figure 6.20 : "True" balancing voltage (after correcting for
the natural convective drag force) versus time
for a 204 ym diameter, uncatalyzed "Sphero-
carb" particle reacting in air in the EDTGA
at 764 K.
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natural convective drag force. In Figure 6.20, the
natural convective drag force is cancelled out and the
"true" balancing voltage is plotted versus time. Also,
zero time is shifted to the moment heating commences.
The natural convective drag force is predicted by the
correlation of the numerical solution presented in equation
4.30. From Figure 6.20, the time required for 50%
conversion can be calculated to be 12,600 sec or
approximately 3.5 hours.
Figures 6.21, 6.22, and 6.23 are plots of the
2 pm, 4 pm, log ratio, balancing voltage, and corrected
balancing voltage signals versus time for a 207 pm
diameter "Spherocarb" particle reacting in air at a
temperature of 804 K. For these plots data was collected
at a rate of 1 point every 0.47 sec. The average value of
the log ratio signal is 0.064 with a standard deviation of
0.107. The time required for 50% conversion is 2420 sec
for this reaction.
Figures 6.24, 6.25, and 6.26 are plots of the
2 Mm, 4 pm, log ratio, balancing voltage, and corrected
balancing voltage signals versus time for a 201 pm
diameter "Spherocarb" particle reacting in air at a
temperature of 948 K. For these plots data was collected
at a rate of 1 point every 0.47 sec. The average value of
the log ratio signal is 0.394 with a standard deviation of
0.054. The time required for 50% conversion is 106 sec
for this reaction.
Figures 6.27, 6.28, and 6.29 are plots of the
2 pm, 4 Am, log ratio, balancing voltage, and corrected
balancing voltage signals versus time for a 162 pm
diameter "Spherocarb" particle reacting in air at a
temperature of 1033 K. For these plots data was collected
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Figure 6.21 :
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2 Aim, 4 Am, and log ratio signals versus
time for a 207 Aum diameter, uncatalyzed
"Spherocarb" reacting in air at 804 K.
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Figure 6.22: Experimentally measured balancing voltage
versus time for a 207 ym diameter, uncatalyzed
"Spherocarb" particle reacting in air in the
EDTGA at 804 K.
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Figure 6.23 : "True" balancing voltage (after correcting for
the natural convective drag force) versus time
for a 207 Msm diameter, uncatalyzed "Sphero-
carb" particle reacting in air in the EDTGA
at 804 K.
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Figure 6.24 : 2 /m, 4 Mm, and log ratio signals versus
time for a 201 p/m diameter, uncatalyzed
"Spherocarb" reacting in air at 948 K.
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Figure 6.25 : Experimentally measured balancing voltage
versus time for a 201 /Lm diameter, uncatalyzed
"Spherocarb" particle reacting in air in the
EDTGA at 948 K.
354
&
s a 1 a I a - a r a a I a a a ar I a a a
_ __ rý
c
i
* 150
O50
0
PIN
I I gI I I I j I I I
0 50 100 150
TIME (sec)
Figure 6.26 : "True" balancing voltage (after correcting for
the natural convective drag force) versus time
for a 201 ym diameter, uncatalyzed "Sphero-
carb" particle reacting in air in the EDTGA
at 948 K.
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Figure 6.27 : 2 jm, 4 /um, and log ratio signals versus
time for a 162 u.m diameter, uncatalyzed
"Spherocarb" reacting in air at 1033 K.
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Figure 6.28 : Experimentally measured balancing voltage
versus time for a 162 Oum diameter, uncatalyzed
"Spherocarb" particle reacting in air in the
EDTGA at 1033 K.
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Figure 6.29: "True" balancing voltage (after correcting for
the natural convective drag force) versus time
for a 162 pim diameter, uncatalyzed "Sphero-
carb" particle reacting in air in the EDTGA
at 1033 K.
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at a rate of 1 point every 0.47 sea. The average valup tf
the log ratio signal is 0.241 with a standard deviation of
0.049. The time required for 50% conversion is 11.4 sec
for this reaction.
Figure 6.30 is a plot of the natural log of 1/10. 5
versus I/T for all of the 19 "Spherocarb" particles that
were reacted in air. t0. 5 is defined as the time in
seconds required for 50% of the particle to have reacted.
In this figure, the solid black circles represent data
collected by Floess [40] and Hurt [41] in a conventional
TGA. Their data cover the range of T0.5 = 372 to
167,900 sec, approximately 2.5 orders of magnitude in
reaction rate. The x's represent data collected in the
EDTGA. These data cover the range of T0.5 = 2.2
to 17,000 sec, almost 4 orders of magnitude in reaction
rate. More significant, however, is the fact that the
EDTGA results are reproducible at rates over 2 orders of
magnitude faster than obtainable in a conventional TGA.
Both TGA and EDTGA results yield an activation energy of
36 kcal/mol for the "Spherocarb"-air reaction. These
results indicate for the first time that the EDTGA is a
viable tool in studying the kinetics of high temperature
gas-solid reactions.
Figure 6.31 is the same plot as Figure 6.30 with
the addition of seven "Spherocarb" runs performed in
oxygen.
6.1.6 Density distribution.
The single particle density measurements presented in
this section were obtained by measuring particle mass by
the aerodynamic drag force technique discussed in detail in
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Figure 6.30: ln(1/ 0o,,) versus 1/T for 19 separate, single
particle, uncatalyzed "Spherocarb"-air reactions
performed in the EDTGA and eight "Spherocarb"-
air reactions performed in a conventional TGA.
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Figure 6.31 : ln(1/To.s) versus 1/T for 19 single particle
uncatalyzed "Spherocarb"-air reactions performed
in the EDTGA, 7 single particle uncatalyzed
"Spherocarb"-0 2 reactions performed in the EDTGA,
and 8 "Spherocarb"-air reactions performed in a
conventional TGA.
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section 3.2 and dividing by the volume of a sphere, (n/6)d3 ,
where the sphere diameter, d, was measured by an optical
microscope. A sample of 35 particles in the size range
60-100 U.S. Mesh has been tested by D'Amore et al. [76].
The discrete distributions of the "Spherocarb" particle's
density on a number basis, where fndp is the number
fraction of particles with a density of p to p+dp, and on a
mass basis, where fmdp is the mass fraction of particles
with a density p to p+dp are reported in Figure 6.32.
The results indicate that the "Spherocarb" particle
density varies from a minimum of 0.42 to a maximum of
0.80 g/cm 3 . The mean particle densities on numerical and
on mass bases are 0.62 and 0.64 g/cm 3 , respectively. No
correlation seems to hold between particle density and
diameter for the sample tested. More recently, "Sphero-
carb" particles with densities as high as 940 kg/m 3 have
been weighed.
The reason for the variability in particle density may
be appreciated from an optical examination of the
"Spherocarb" particles. The particles (Figure 6.33A) appear
spherical in shape and homogeneous on a 100 ym scale.
However, on closer examination (Figure 6.33B), macropores or
cavities on a 10 ym scale randomly distributed on the
particle surface are observed. A photograph of polished
cross sections of these particles [76] in Figure 6.34 show
the three typical patterns that have been observed in
analyzing a sample of about a hundred particles:
i) very small (~1 pm) cavities finely dispersed in
the whole particle;
ii) a few relatively big cavities, of the order of tens
of microns;
ii1) a cenosphere-like particle (i.e. only one cavity
present in the middle).
The variation in macroporosity of the particles is the
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Figure 6.32 : Density distribution of 35 aerodynamically
weighed "Spherocarb" particles.
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Figure 6.33 : SEM photographs of "Spherocarb" particles.
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Figure 6.34 : Polished cross-sections of "Spherocarb"
particles.
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probable cause of the density distribution rpc;rtpd in
Figure 6.32. An examination of the cross-section of about
a hundred particles provided two cenospheres (class iii),
32 particles with big cavities (class ii), and 59 particles
with smaller holes or no macropores visible at the
magnification used (class i). These results are in
qualitative agreement with a macropore volume distribution
that can be inferred from the density distribution. The
large voids are a possible consequence of bubble
formation during the release of volatiles during the
formation of the synthetic char by the pyrolysis of a
polymer. Similar voids are observed in chars produced by
the pyrolysis of bituminous coals. The lack of
correlation between particle size and density for
"Spherocarb" particles indicates that the void
distribution is about the same for each size, suggesting
that the particles were size segregated after pyrolysis.
6.1. 7 Effect of density on reactivity.
In section 6.1.6 it was shown that individual
"Spherocarb" particles, although appearing uniform from
the outside, have large differences in apparent densities.
In this section the effect of apparent density of
"Spherocarb" particles on reactivity will be examined using
the EDTGA, which because of its ability to measure the
density of single particles, is uniquely capable of system-
atically studying the effect of particle density on
reactivity. Nine "Spherocarb" reactions were performed in
air at temperatures ranging from 876 to 901 K. Apparent
densities of the "Spherocarbs" ranged from 612 to 937 kg/m 3
Reactivities were measured by the amount of time required
for 50% conversion, x0.5' In an attempt to keep all
variables equal except for the "Spherocarb" density, all of
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the u0.5's were normalized to a constant temperature of
880 K by utilizing the following linear regression of the
Arrhenius plot of Figure 6.30:
ln(l/t0. 5 ) = -18,107/T + 14.6718 (6.4)
By Subtracting equation 6.4 by itself, the following
equation results:
ln(l/o0.5)T= 8 80 = ln(1/t0.5)T
(6.5)
+ 18,107(1/T - 1/880)
which can be used to normalize the %0.5's to the
constant temperature of 880 K. The results of this
normalization along with the raw data from the nine
runs is shown in Table 6.1. Figure 6.35 is a plot of
normalized T0.5 versus "Spherocarb" density. The
time required for 50% conversion is not correlated with
"Spherocarb" density.
6.1.8 Particle-to-particle variations in reactivity.
Again using the data in Table 6.1, we now focus
our attention on measuring the particle-to-particle
variations in reactivity. The average value of T0.5
for the nine runs of Table 6.1 is 252 sec with a
standard deviation of 54 sec or 21%. The measured
average temperatures and unnormalized '0. 5 's
are used in the Arrhenius plot of Figure 6.36.
Individual "Spherocarbs" possess amazingly uniform
reactivities.
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Table 6.1 : Densities, average temperatures, and times for
50% conversion for nine separate, single par-
ticle, uncatalyzed "Spherocarb" reactions per-
formed in air.
Run # PTave 10.5 Tave,n 0.5,n
(kg/m 3 ) (K) (sec) (K) (sec)
1 909 877 182 880 170
2 776 878 230 880 219
3 890 879 263 880 257
4 819 876 278 880 253
5 757 885 157 880 176
6 612 889 275 880 339
7 937 879 312 880 305
8 694 901 154 880 249
9 810 886 261 880 300
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Figure 6.35 : Reaction time required for 50% conversion
versus particle density for nine separate,
single particle, uncatalyzed "Spherocarb"-
air reactions performed in the EDTGA at
880 K.
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Figure 6.36 : Arrhenius plot for nine separate, single par-
ticle, uncatalyzed "Spherocarb"-air reactions
performed in the EDTGA at approximately the
same temperature and eight "Spherocarb"-air
reactions performed in a conventional TGA.
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6.2 Catalyzed "Spherocarb'.
In this section the role of catalysts on "Spherocarb"
oxidation is discussed. Three different catalysts (Fe, K,
and Ca) were examined to determine their effect on
"Spherocarb" oxidation. Potassium has been shown by Mims
and Pabst [77] and Mims et al. [78] to be very mobile and
to completely wet the reacting surface. Iron has been
shown by McKee [79] and Baker et al. [80] to be an immobile,
pitting catalyst. Calcium is ion exchanged on the
"Spherocarb" surface and is assumed to be immobile.
In this section, we will examine the effect of Fe, K, and
Ca on shrinkage, surface area evolution, and reactivity.
The effect of catalyst addition on particle-to-particle
variations in reactivity will also be examined. Iron is
added to the "Spherocarbs" by mixing in a solution of FeC13,
Potassium is added in a similar manner, by mixing the
"Spherocarb" particles in a solution of K2CO3. Calcium
was ion exchanged in a solution of calcium acetate in a
manner described by Floess [40)].
6.2.1 Fe catalyzed "Spherocarb".
Figure 6.37 is two sets of three photographs taken
from two Fe catalyzed "Spherocarb" particles at various
stages of conversion, 0, 36, and 64% conversion for the
first Fe catalyzed "Spherocarb" pictured along the top
of Figure 6.37, and 0, 29, and 76% conversion for the
second Fe catalyzed "Spherocarb" pictured along the
bottom of Figure 6.37. The first Fe catalyzed
"Spherocarb" particle was reacted in air, with a time
of approximately 16 minutes required for 50% conversion.
Although no temperature measurements were performed, a
reaction temperature of 710 K can be estimated from the
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Figure 6.37 : Photographs at different conversions of two
separate, Fe catalyzed "Spherocarb" particles
reacting in air in the EDTGA at 710 K and
830 K, respectively.
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Arrhenius plot (Figure 6.48) discussed later in this
section. The initial "Spherocarb" diameter was 136 pm at
0% conversion. The particle shrank slightly to 130 Mm
at 36% conversion, and then at a conversion greater than
54%, the "Spherocarb" ignited momentarily and fragmented
off its outer shell leaving the irregularly shaped
particle depicted in the photograph at 64% conversion.
No attempt was made at trying to determine the particle
diameter at this conversion. It should be noted that
conversion measurements were based on balancing voltages
alone and that if charge loss occurred during particle
ignition, the conversion in the final photograph could
have been greater than 64%. The 64% represents the lower
limit on conversion in this case. It is reasonable to
assume that no charge loss had occurred prior to ignition.
The second Fe catalyzed "Spherocarb" particle was
also reacted in air and the time required for 50% conver-
sion was approximately 70 sec. Again, no temperature
measurements were performed, but a reaction temperature of
830 K was estimated from the Arrhenius plot (Figure 6.48).
The initial "Spherocarb" diameter was 148 jm at 0%
conversion. The particle shrank slightly to 145 pm
at 29% conversion, and then at a conversion greater than
29%, the "Spherocarb" again ignited momentarily and frag-
mented off its outer shell leaving the irregularly shaped
particle depicted in the photograph at 76% conversion.
Again, the 76% conversion represents the lower limit on
conversion in this case.
Diameter versus conversion measurements were
obtained for eight separate, Fe catalyzed "Spherocarb"
reactions, with the results depicted in Figure 6.38
in the form of the ratio of diameter to intial diameter
versus percent conversion. The curved solid line in
373
1.0
0.5
0 n
0 50 100
PERCENT CONVERSION
Figure 6.38 : Ratio of diameter to initial diameter versus
percent conversion for eight separate, single
particle, Fe catalyzed "Spherocarb" oxidations
performed in the EDTGA.
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Figure 6.38 represents regime III conditions and the solid
line at d/d i equal to 1.0 represents regime I conditions.
All eight of the runs were performed in air. Reaction
times for 50% conversion ranged from 70 sec to 28
minutes, with a corresponding temperature range of 700-
830 K. At 50% conversion, the Fe catalyzed "Spherocarb"
diameter is typically 94% of its original value. None
of the runs got past 63% conversion before fragmentation
occurred.
In Figure 6.39, the same data plotted in Figure 6.38
is plotted as (d/di)3 versus percent conversion. The
solid line represents regime III conditions.
Figure 6.40 is a plot of log(d/di) versus log(m/mi)
for the same eight separate runs of Figures 6.38 and 6.39.
Again, the solid line represents regime III conditions
which has a slope of 0.333. A linear regression of all
the data of Figure 6.40 yields a slope of approximately
0.14, just slightly below the slope of 0.15 for the
uncatalyzed "Spherocarb" data with conversion less than
60%. It appears that the presence of Fe catalyst in
"Spherocarb" does not change the shrinkage phenomena from
the uncatalyzed case.
Single particle surface areas are obtained using CO2
adsorption and the Dubinin-Polanyi equation. The
technique for surface area measurement is discussed in
detail in section 3.3. The Dubinin-Polanyi plot for the
same 125 pm diameter "Spherocarb" at three different
conversions is shown in Figure 6.41. The slopes of these
three sets of data are relatively constant, at -0.174,
-0.171, -0.166, respectively, but the intercept is
decreasing, indicating a reduction in surface area. This
particular Fe catalyzed "Spherocarb" particle was
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Figure 6.39 : Ratio of diameter to initial diameter cubed
versus percent conversion for eight separate,
single particle, Fe catalyzed "Spherocarb"
oxidations performed in the EDTGA.
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Figure 6.40 : Log of the ratio of diameter to initial
diameter versus log of the ratio of mass to
initial mass for eight separate, single particle,
Fe catalyzed "Spherocarb" oxidations performed
in the EDTGA.
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Figure 6.41 : Dubinin-Polanyi plot for a single, Fe
catalyzed "Spherocarb" particle at three dif-
ferent conversions.
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reacting in air at approxiamately 710 K.
Figure 6.42 is a plot of specific surface area versus
percent conversion for five separate Fe catalyzed
"Spherocarb" oxidations. All five of the runs were
performed in air. The initial specific surface area
varied fron 930 to 1030 m2 /g, with the average initial
surface area being 981 m2 /g. These surface areas can
be compared to a value of 965 m2/g obtained
from a 0.294 9 sample of uncatalyzed "Spherocarb"
particles from Hurt [36] in a conventional volumetric
adsorption apparatus and to a value of 960 m2/g for the
eight uncatalyzed "Spherocarb" particles examined in the
EDTGA in section 6.1. Aside from one stray point, the
surface area appears to decrease in the same manner as
the uncatalyzed "Spherocarb".
A total of 10 separate Fe catalyzed "Spherocarb"
particles were reacted in air. The time required for
50% conversion ranged from 23 to 418 sec. Figures
6.43, 6.44, and 6.45 are plots of the 2 pm, 4 Cjm, log
ratio, balancing voltage, and corrected balancing
voltage signals versus time for a 125 pm diameter
Fe catalyzed "Spherocarb" particle reacting in air at a
temperature of 863 K. The time required for 50%
conversion is 53 sec for this reaction.
The data from the 10 separate Fe catalyzed
"Spherocarb" oxidations is presented in Table 6.2.
10. 5 and the average particle temperature
are recorded for each run. A plot of 10.5 versus
average particle temperature is plotted in Figure 6.46.
The "Spherocarb" particle that reacts at 810 K reacts
about an order of magnitude slower than the other
nine particles. A possible explanation for this
379
1000
C)
Frz
U):
500
0
0 50
PERCENT CONVERSION
Figure 6.42 : Specific surface area versus percent conver-
sion for five separate, single particle, Fe
catalyzed "Spherocarb" oxidations performed
in the EDTGA.
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Figure 6.43 : 2 y.m, 4 Msm, and log ratio signals versus
time for a 125 pm diameter, Fe catalyzed
"Spherocarb" reacting in air at 863 K.
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Figure 6.44 : Experimentally measured balancing
versus time for a 125 plm diameter,
voltage
Fe catalyzed
"Spherocarb" particle reacting in air in the
EDTGA at 863 K.
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Figure 6.45 : "True" balancing voltage (after correcting for
the natural convective drag force) versus time
for a 125 tsm diameter, Fe catalyzed "Sphero-
carb" particle reacting in air in the EDTGA
at 863 K.
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Table 6.2 : Average temperatures and times required for
50% conversion for 10 separate, single par-
ticle, Fe catalyzed "Spherocarb" reactions
performed in air.
Run # Tav e  0.5Tave,n 0.5,n
(K) (sec) (K) (sec)
1 846 69 845 71
2 841 24 845 22
3 810 418 845 166
4 863 53 845 83
5 842 38 845 35
6 820 56 845 29
7 842 47 845 44
8 826 26 845 16
9 848 23 845 25
10 821 24 845 13
384
400
p 200
U II II
800 850
PARTICLE TEMPERATURE (K)
Figure 6.46 : Reaction time required for 50% conversion
versus particle temperature for ten separate,
single particle, Fe catalyzed "Spherocarb"-
air reactions performed in the EDTGA.
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decrease in reactivity is that this particular
"Spherocarb" particle did not have as much Fe catalyst
as the other particles. Figure 6.47 is the same plot
as Figure 6.46 without the 810 K point. A fair amount
of scatter in reactivity still exists from particle to
particle.
In an attempt to quantitatively measure the
particle-to-particle variations in reactivity the t0.5's
have been normalized to a common temperature of
845 K and their values are recorded in Table 6.2.
The average value of 10.5 for the ten Fe catalyzed
"Spherocarb" oxidations is 50.4 sec with a standard
deviation of 44 sec or 88%. If the 810 K point is not
used, an average normalized 10.5 is 38 sec with a
standard deviation of 23 sec or 61%. The measured
average temperatures and unnormalized t0 .5's are
plotted in Arrhenius form in Figure 6.48. Due to the
large particle-to-particle variations in reactivity, a
large sample of particles would be needed to determine
an activation energy for the Fe catalyzed "Spherocarbs".
The average Fe catalyzed "Spherocarb" reacts 23 times
faster than the uncatalyzed "Spherocarbs" discussed in
section 6.1.
6.2.2 K catalyzed "Spherocarb".
Diameter versus conversion measurements were
obtained for nine separate, K catalyzed "Spherocarb"
reactions, with the results depicted in Figure 6.49
in the form of the ratio of diameter to intial diameter
versus percent conversion. The curved solid line in
Figure 6.49 represents regime III conditions and the solid
line at d/di equal to 1.0 represents regime I conditions.
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Figure 6.47 : Reaction time required for 50% conversion
versus particle temperature for nine separate,
single particle, Fe catalyzed "Spherocarb"-
air reactions performed in the EDTGA.
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Figure 6.48 : Arrhenius plot for 10 separate, single particle,
Fe catalyzed "Spherocarb"-air reactions per-
formed in the EDTGA, 19 single particle, uncata-
lyzed "Spherocarb"-air reactions performed in the
EDTGA, and eight "Spherocarb"-air reactions
performed in a conventional TGA.
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Figure 6.49 : Ratio of diameter to initial diameter versus
percent conversion for nine separate, single
particle, K catalyzed "Spherocarb" oxidations
performed in the EDTGA.
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All nine of the runs were performed in air. Reaction
times for 50% conversion ranged from 89 sec to 12 minutes,
with a corresponding temperature range of 670-740 K. The
increased scatter in these data is due to measuring the
particle diameter only by the graticule in the x70
microscope. No photographs were taken.
In Figure 6.50, the same data plotted in Figure 6.49
is plotted as (d/di)3 versus percent conversion. The
solid line represents regime III conditions.
Figure 6.51 is a plot of log(d/di) versus log(m/m i)
for the same eight separate runs of Figures 6.49 and 6.50.
Again, the solid line represents regime III conditions
which has a slope of 0.333. The presence of K catalyst in
"Spherocarb" appears to enhance shrinkage slightly over the
uncatalyzed case.
Figure 6.52 is a plot of specific surface area versus
percent conversion for four separate K catalyzed
"Spherocarb" oxidations. All four of the runs were
performed in air. The surface area decreases with
conversion to a greater extent than the uncatalyzed
"Spherocarb".
A total of seven separate K catalyzed "Spherocarb"
particles were reacted in air. The time required for
50% conversion ranged from 89 to 306 sec. The data
from the seven separate K catalyzed "Spherocarb"
oxidations is presented in Table 6.3. o0.5 and the
average particle temperature are recorded for each run.
A plot of tO.5 versus average particle temperature
is plotted in Figure 6.53.
In an attempt to quantitatively measure the
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Ratio of diameter to initial diameter cubed
versus percent conversion for nine separate,
single particle, K catalyzed "Spherocarb"
oxidations performed in the EDTGA.
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Figure 6.51 : L.g of the ratio of diameter to initial
diameter versus log of the ratio of mass to
initial mass for nine separate, single particle,
K catalyzed "Spherocarb" oxidations performed
in the EDTGA.
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Figure 6.52 : Specific surface area versus percent conversion
for four separate, single particle, K catalyzed
"Spherocarb" oxidations performed in the EDTGA.
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Table 6.3 : Average temperatures and times required for
50% conversion for seven separate, single par-
ticle, K catalyzed "Spherocarb" reactions per-
formed in air.
Run 4 T
ave 0.5ven 0.5,n
(K) (sec) (K) (sec)
1 737 89 730 113
2 733 148 730 164
3 728 130 730 121
4 730 111 730 111
5 743 157 730 242
6 702 306 730 114
7 723 148 730 116
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Figure 6.53 Reaction time required for 50% conversion
versus particle temperature for seven sep-
arate, single particle, K catalyzed "Sphero-
carb"-air reactions performed in the EDTGA.
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particle-to-particle variations in reactivity tho 10.5's
have been normalized to a common temperature of
730 K and their values are recorded in Table 6.3.
The average value of 10. 5 for the seven K catalyzed
"Spherocarb" oxidations is 140 sec with a standard
deviation of 45 sec or 32%. The measured average
temperatures and unnormalized t0.5's are plotted in
Arrhenius form in Figure 6.54. Particle-to-particle
variations in reactivity for K catalyzed "Spherocarbs"
are much smaller than those of Fe catalyzed
"Spherocarbs" and are nearly as uniform as uncatalyzed
"Spherocarbs". The average K catalyzed "Spherocarb"
reacts 180 times faster than the uncatalyzed
"Spherocarbs" discussed in section 6.1.
6.2.3 Ca catalyzed "Spberocarb".
Figure 6.55 is a plot of diameter/initial diameter
versus conversion for three separate, single particle, Ca
catalyzed "Spherocarb" oxidations. No other measurements
were performed on Ca catalyzed "Spherocarb".
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Figure 6.54 : Arrhenius plot for 7 separate, single particle,
K catalyzed "Spherocarb"-air reactions per-
formed in the EDTGA, 19 single particle, uncata-
lyzed "Spherocarb"-air reactions performed in the
EDTGA, and eight "Spherocarb"-air reactions
performed in a conventional TGA.
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Figure 6.55 :
CONVERSION
Ratio of diameter to initial diameter versus
percent conversion for three separate, single
particle, Ca catalyzed "Spherocarb" oxidations
performed in the EDTGA.
398
1.0
H•
H
H•
100
7. CONCLUSIONS.
7.1L Experimental techniques for single particle
characterization.
1) By taking photographs of suspended particles, single
particle diameter measurements can be performed to
within ± 3 pm.
2) The aerodynamic drag force technique has been shown
to be useful in measuring single particle mass,
density, porosity, and excess charge.
3) Carbon dioxide adsorption and the Dubinin-Polanyi
equation have successfully been used to measure
single particle surface areas of the synthetic char
"Spherocarb".
7.2 Natural convection.
1) The computational method of Geoola and Cornish
[55,56] for describing the heat transfer and fluid
mechanics surrounding a heated solid sphere was
modified to correctly calculate the drag force due
to natural convection.
2) The experimental steady-state and transient results
of the natural convective drag force agree well
with the Boussinesq numerical solutions, indicating
that the Boussinesq approximation is valid over the
experimental parameter range examined.
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3) The numerical calculations were uied to develop the
following empirical correlation to approximate the
steady-state natural convective drag force:
log(CDT) = 1.25 + 0.31[log(Gr)] - 0.097[log(Gr)]2
where CDT is the overall steady-state dimensionless
drag force coefficient and Gr is the Grashof number.
This correlation is good to within 5% over the range
0.0004 < Gr < 0.5 for Prandtl number = 0.72.
4) The numerical calculations were also used to develop
the following empirical correlation to approximate,
t 90% ,the dimensionless time required to
reach 90% of the steady-state drag coefficient:
log(t9 0%) = 1.32 - log(Gr) - 0.ll[log(Gr)]2
5) The steady-state and transient empirical correlations
presented here may be used to cancel out the natural
convective drag force from the reacting particle
force balance, thereby, allowing continuous mass
versus time measurements to be calculated from
balancing voltage versus time measurements.
6) The numerical solution predicts that the steady-state
natural convective drag force- relative to the
particle weight should increase with particle radius
up to a maximum value at a particle radius of approx-
imately 40 pm and then start to decrease. The
natural covective drag force increases monotonically
with increasing temperature. The natural convective
drag force around aerosol particles, heated to under
1500 K, with radii less the 5 pm and density greater
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than 500 kg/m 3 should be less than 5% of the
particle weight.
7) The steady-state natural convective drag force
relative to particle weight is inversely proportional
to particle density. Therefore, if a particle is to
be heated to a temperature under 1500 K and has a
density greater than 2500 kg/m3 its natural
convective drag force should be less than 5% of the
particle weight.
8) The time required to set up the natural convective
flow field decreases with increasing particle
temperature and decreases with decreasing particle
radius. The time was in the range of 100-300 msec
for the experiments performed.
7.3 Charge loss.
1) "Catastrophic" charge loss due to particle heating
has experimentally been found to represent the most
serious limitation in studying single particle gas-
solid reactions in the EDB. Every material to date
that has been levitated in our EDB has experienced
charge loss at some temperature.
2) Six different charge loss mechanisms have been
proposed:
a) photoemission,
b) field emission,
c) secondary emission,
d) thermionic emission of electrons or ions,
e) fragmentation, and
f) surrounding gas ionization.
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3) Experimentally, charge loss appears to be a function
of particle work function, particle temperature,
electric field strength, and adsorbed species concen-
tration. There is also no noticable difference in
charge loss from positively charged particles as
compared to negatively charged particles.
4) From a literature survey, it was determined that:
a) Particle surface irregularities coupled with
the electric field at the particle surface
could drasticly increase the charge loss from
the particle at a specific temperature,
potentially decreasing the particle surface
work function by a couple of electron volts.
b) Surface impurities can also lead to a drastic
increase in charge loss.
5) The electric field at the particle surface can be
decreased by minimizing the number of charges on
the levitated particle.
6) After examining evidence from experiments performed
in this lab as well as evidence presented in the
literature, thermionic emission of ions remains the
most viable mechanism for charge loss. The
Richardson-Dushman equation describes thermionic
emission from a clean surface and predicts the
maximum temperature at which a material can be
heated without experiencing charge loss. The
Richardson-Dushman equation successfully predicts
charge loss for uncatalyzed "Spherocarb" at 1200-
1300 K and charge loss for K catalyzed "Spherocarb"
at around 750 K. It also successfully predicts the
inability to heat CaCO3 above 1173 K without
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charge loss.
7) Taking into consideration that the particle work
function and particle temperature are of primary
importance in describing charge loss, and that
electric field strength, adsorbed species, and
surface irregularities are of secondary importance
and act to lower the particle work function, a
modified Richardson-Dushman equation is proposed and
can be written:
I = ATZexp[(-%0+ý+!)/(kT)]
where:
S = [ep(Es+EAC+EDC)/(4e 0 )] 0 .5
= the lowering of the work function due to the
electic field at the particle surface (eV).
4 = the lowering of the work function due to
surface contamination (eV).
A = the Richardson constant = 120 amps/cm2 K2
T = particle temperature (K).
#0 = work function at some reference temperature
(eV).
-5
k = Boltzmann's constant = 8.63 x 10- eV/molecule K.
e = elementary charge = 1.6 x 10 -19 coul.
p = correction factor due to surface irregularities
(dimensionless).
Es = electric field at particle surface due to
excess surface charges (V/m).
EAC = electric field at particle surface due to
AC electric field (V/m).
EDC = electric field at particle surface due to
DC electric field (V/m).
60 = permittivity of free space
= 8.85 x 10 -12 farad/m.
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Work functions of various materials are tabulated
in Table 5.1.
7.4 "Spherocarb" oxidation.
7.4.1 lUncatalyzed "Spberocarb".
1) Charge loss from "Spherocarb" particles does not
occur at temperatures below 1200-1300 K. Therefore,
continuous mass versus time measurements are
obtainable via continuous voltage versus time
measurements in a temperature range of interest for
gasification and combustion.
2) "Spherocarb" density decreases versus conversion in
a manner consistent with Hurt's shrinkage-
densification model. It appears that "Spherocarb"
porosity cannot exceed 82%. Density evolution is
not a function of reacting gas or particle tempera-
ture.
3) "Spherocarb" particles have been observed to undergo
shrinkage while reacting under regime I or kinetic-
ally controlled conditions. At 50% conversion,
"Spherocarb" diameter is approximately 90% of its
original value, and at 90% conversion, "Spherocarb"
diameter is approximately 50% of its original value.
The extent of "Spherocarb" shrinkage is not a func-
tion of temperature or reacting gas, but only a
function of conversion.
4) "Spherocarb" specific surface area, as measured by
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CO2 adsorption, has an initial average value of
960 m2/g. The surface area appears to increase
slightly up to a conversion of 10-15% and then
decreases monotonically to an average value of 660
m2 /g at approximately 80% conversion. "Spherocarb"
surface area evolution is not a function of temper-
ature or reacting gas, but only a function of con-
version.
5) Nineteen separate "Spnerocarb" particles were reacted
in the EDTGA in air at temperatures ranging from 740
to 1170 K. Corresponding reaction times required for
50% conversion covered almost four orders of magni-
tude, ranging from 2.2 to 17,000 sec. The reaction
rates obtained from the EDTGA agree favorably with
those obtained from a conventional TGA, with both
apparatuses yielding an activation energy of
36 kcal/mol for the "Spherocarb"-air reaction. No
pore diffusion limitations are detectable over the
entire four orders of reaction rates examined,
indicating that the "Spherocarbs" are reacting in
the kinetic regime.
6) Density measurements on individual "Spherocarb" par-
ticles revealed a large variability in "Spherocarb"
apparent density from particle to particle. A
systematic study of "Spherocarb" density versus
reactivity showed no correlation.
7) A series of nine single particle "Spherocarb" oxida-
tions at 880 K revealed a standard deviation in
reaction rate of only 21% indicating that individual
"Spherocarb" particles possess a uniform reactivity.
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7. J.2 Catalyzed "Spelrocalrb",
1) Up to a conversion of approximately 50-60%, Fe cata-
lyst had little or no effect on "Spherocarb"
shrinkage or surface area evolution.
2) During many of the Fe catalyzed "Spherocarb" oxida-
tions a sudden increase in reaction rate occurred at
a conversion of approximately 50-60%, igniting the
particle momentarily and fragmenting off the outer
shell.
3) A series of 10 single particle Fe catalyzed
"Spherocarb" oxidations in air at 845 K revealed a
standard deviation in reaction rates of 88% indicat-
ing particle-to-particle variations in reactivity
that are much greater than the uncatalyzed
"Spherocarb" particles.
4) The average Fe catalyzed "Spher'carb" particle
reacted 23 times faster than the average uncatalyzed
"Spherocarb" particle at the same temperature.
5) Although scatter in the diameter versus conversion
data was larger for the K catalyzed "Spherocarb"
reactions, it appeared that the K catalyst enhanced
"Spherocarb" shrinkage.
6) The surface area of K catalyzed "Spherocarb"
particles decreased more than the uncatalyzed
"Spherocarb" particles.
7) A series of seven single particle K catalyzed
"Spherocarb" oxidations in air at 730 K revealed a
standard deviation in reaction rates of 32% indicat-
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ing particle-to-particle variations in reactivity
that are much smaller than the Fe catalyzed
"Spherocarbs" but greater than the uncatalyzed
"Spherocarbs".
8) The average K catalyzed "Spherocarb" particle
reacted 180 times faster than the average
uncatalyzed "Spherocarb" at equal temperatures.
9) Ca catalyst showed "Spherocarb" shrinkage versus
conversion similar to that observed for the
uncatalyzed case.
7.5 Usefulness of EDB.
7.5.1 Advantages.
1) If charge loss does not occur, the EDB can be used
as a TGA and reacting particle mass may be followed
continuously in time.
2) The range of reactivities that potentially can be
studied is greater than conventional devices due
to the minimal heat and mass transfer limitations
associated with a single particle device.
3) Because of the fast heat/quench times (<(100 msec)
associated with laser heating, discrete measurements
of single particle:
1. mass
2. density
3. charge
4. porosity
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5. diameter
6. surface area
versus conversion are possible.
4) Reacting single particles allows for a systematic
study of specific variables (such as particle
density particle size, particle surface area, coal
composition, etc.) on particle reactivity.
7.5.2 Limitations.
1) Charge loss remains the single largest problem
plaguing the EDTGA. If a particle does not hold
its charge, interpretation of balancing voltage
versus time is meaningless. Also, "catastrophic"
charge loss results in loss of the particle, which
prevents further characterization.
2) The temperature control system fails to keep the
particle at a constant temperature when the particle
is undergoing large movements in the chamber.
3) Mass, density, charge, and porosity measurements are
not as accurate for irregular particles whose drag
coefficients are unknown.
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8. RECOMMENDATIONS.
Since charge loss remains a serious limitation of the
EDTGA, an attempt should be made to try to understand the
charge loss phenomena better. It is recommended that a sys-
tematic study be performed to examine the effect of particle
size on charge loss. With the construction of a new EDTGA
(capable of high vacuums and pressures), the effect of gas
pressure on charge loss can be studied. The vacuum system
will also allow for desorption of many adsorbed species on
the levitated particle. Since adsorbed species can lower the
particle work function by a couple of electron volts, the
affect of desorption on charge loss should be investigated.
It is also recommended to attempt to circumvent the
problem of charge loss by levitating a particle aerodynamic-
ally or acoustically instead of electrodynamically. In order
to levitate a particle aerodynamically, gas would be required
to flow around the particle at terminal velocity. A system
would have to be constructed to allow for a more uniform
velocity profile. In this type of system, the speed of
response of the gas flow system would limit the reactions
that could be effectively studied.
It is recommended that particle heating be attempted
from the top. Heating from two sides would not be required,
therefore, the CO2 laser beam would not have to be split
and alignment would cease to be a problem. Since a single
CO2 beam would be used, a very large, uniform beam would
be possible, which should help particle stability. The only
problem would be how to deal with the photophoretic force,
which would now act in the vertical direction. This would
complicate the voltage versus time measurements.
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It is also recommended to automate the ERTQA m muoh a
possible. This would minimize differences in measurements
from one experimenter to the next. This standardization
would open the door for the EDTGA to be used by many
different researchers in much the same way as a conventional
TGA is used today. An imaging system could be used to size
the levitated particle automatically. It could also detect
small movements in the particle caused by an aerodynamic drag
force, thereby, increasing the accuracy and relieving the
boredom of the weighing and surface area measurements.
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APPENDIX A : Working Programs.
421
.A P •OGRAM 1*EJIGHP RTICLE
C
C This program records a voltage from the KEITHLEY 191 voltmeter every
C tine that the fo.tpedal is pressed. The voltmeter is set for
C 6-1/2 digits with no filtering, DC volts and autoranging The
C results are displayed to the screen and stored in
C '/USER/DATA/OUTPUTI/VOLTAGE'. The program is halted by depressing
C any key on the keyboard. The VM instructions are stored
C as INSTRUCTIONS They are then converted
C to integer form as OUIDATA The data are sent to the Vi and the
C devi;e is triggered. The voltages are read from the
C VM as INDATA and converted to characters in RESULTS
C The GPIB routines are documented in the GPIB directory.
C ADDR, TADDR, and LADDR are the VW's address, talker address and
C listener address respectively.
C
C
INTEGERI 1, OUTDA TA(2O), INDATA(t 8), ADDR(3), TADDRi3). LADDR(3)
INTEGERI• LETTER
INTEGER•2 E050O,EOI, STATUS,STAT, IREAD
CHARACTER INSTRUCTION5lO0.RESULTS$16,ANSWER$5
logical yes
integerl2 level,erep
data levellt46hi
C The keyboard buffer is on interrupt level 48H
DATA ADDR, TADDR, LADDR/I6H,2$IITfH.#48H,2U0fTH, #28H,28•$OfTH
DATA INSTRUCTICNSI'TOFOROK000S?M1ZOOWV'/
PARAMETER (IREAD = 200)
OPEN (i ,FILE='IUSERiDATA/OUTPUTTIVOLTAGE')
CALL GPIBINIT
EOSO =88
E051 = 10
DO 300 1 = 1,20
OUTDATA() = ICHARiINSTRUCTIONS(U:1))
IF (INSTRUCTIONS(I:Ii .EO. 'X') J = 1
300 CONTINUE
STATUS = 0
CALL GPIEVRITEtIADDR,OUTLDATA,J,EOSO)
310 STATUS = 0
422
WRITE (6, ) 'READ DATA?'
READ (5, 100 ANSWER
100 FORMAT (A)
IF (ANSWER(1:1) .IE. 'Y') GO TO 320
C Disable the keyboard buffer
call rqdisable(%val(leveD,exep)
ML = 18
IPREV -0
RESULTS((ML-1) ML) ' '
340 CALL OUTPUT(1OBH,4)
C Check t, see if a key has been pressed to stop the program.
call keypress,.check(ves)
if (yes) GO TO 320
C Check to see if the fc:tpedaJ has been depressed. If so
C read voltseter.
CALL IWFi(#OCH IAMS)
IF (IANS.GT.2048) IANS=IANS.0R #08000H
IF ((IANS GE.IREAD).AND (PREV LT.IREADJ) THEN
CALL GPIBREAD(TADDR, _LDATA,ML,EOSI,STAT)
DO 330 L : I,ML-2
RESULTS(L: := CHAR(INDATA(L)
330 CONTINUE
WRITE (6, 1) RESULTS
WRITE (1,1) RESULTS
IPREV = IAS
GO TO 340
flSE
IPREV= JAMS
GO TO 340
END IF
320 CONTINUE
CALL INPUT(I;EH,LETTERi
C Reenable the keybarl buffer.
call rqenable,(%val~evelj, cep)
.Reset the voltmeter
INSTRUCTIONS : 'T4FIRKGOC.E7".
D0 337 1 = 1,20
OUTDATA(1) = ICfARINSTRUCTIONS(I:I)
IF (UNSTRUCTICON(I:I .EQ. 'A') J =
337 CONTINUE
CALL GPIBWRITE(LADDR,OUTLDATA,J,EOSO)
423
CALL GPIPEND
END
424
PROGRAM WEIGHTANALYSIS
C This program calculates the weight ;f a particle using Stoke's Jaw,
C surrounding gas velocities, and the voltages stored in IUSER/
C DATA/OUTPUT/VOLTAGE. The data are averaged until a 'Y' is
C lencountered at the end of a line. Thus repeated seasurements
C of the same balancing voltage are permitted
C
IMPLICIT REALa0 (A-HI
IMPLICIT REALIIO iO -Z)
REALs10 MASS,M.M2
INTEGERS4 NC,NCT
INTEGERS2 K(;9)
LOGICAL FINAL
CHARACTER NEXTI2,ANH WRI3
DIMENSION V(100),0t?)
DATA M,M2,SUM,IV,N/3o0.0,1l,0/
DATA FINAL/.T ALSE./
OPEN (i, FILE='/USERiDATA/OUTPUT/VOLTAGE'J
OPEN tZ. FILE='IUSERIDATAIOUTPUT/WEIGHT')
OPEN (3 , FILE= 'IUSERiDATAIEP/stokes')
WRITE (3,100)
100 FORMAT('CRTP 1'I'SYMB 4'/'XLEN 6'/'ALAB FLOW RATE (ali/in)'/
& YLAB BALANCING VOLTAGE'/'TITl BALANCING VOLTAGE VS. FLOW RATE'I
i 'SYHT .S')
300 REAI),I10, ERR=:777, END=333) VOLTAGE,NEXT
110 FORMAT(4X,F12.0,AJ)
C
C
C CALCULATE MASS OF PARTICLE USING STOKE'5 DRAG LAW
C
C
IF ( (NEXT .EO. 'Y') OR. (NEXT .EO. 'y') THEN
C
V(iV) = SUMIN
SUM -VOLTAGE
N=I
IV = IV +
ELSE
SUM = SUN + VOLTAGE
N=N+I
END IJF
GO TO 300
425
333 V(IV) = SU/IN
C
C
C
C COC'VERT DISPLAY ON DIGITAL ROTAMETER TO ACTUAL FLOW RATE IN illain.
C
C
0(1) 0 07042864300
oc, = 0 07042669250
0(3) = 0.07042'61200
01)J = 0 07042860150
0(5) 0 0704286$100
0(6) = 0 0704286650
=?) = 0 0
C
C
DO 301J = 1, ?
J0=-1
WFITE[,10,1 O(J. , V0 )
301 C 30t,'INUE
101 fORMAT(IX,1l0 4,.',',F10 5)
C
C
C CALCULATE SLOPE OF 0/.LTAGE VS. FLOW RATE CURVE
C
SUMV = 0 0
SUMO = 0 0
SUMV0 = 0.0
5UMV2 = 00
SUM0 : 00
DO 302 J = 1.7
SUMV = SUMV 2 V(UI
SUMO = SUMO + 0(1)
SUMV0 =SUMV0 + 0Id)*V(1)
SUMV2 =SUMV2 + V(I)$*2
SUMOZ =SUMl;. + 0d)**2
302 CONTINUE
C
C
5LOPE =(SUMV''-(SUMVISUM0i?.0))/(5UMO,-(SUMOI*2)/?.0))
XIJNT: (SUMV-(SLOPESSUMfU)/7.0
S1GMA0 = (SUN5UM-((SUMO•*lJ2l.0))/6.0)3*0.5
SIGMAV = ((SUMV2-((SUMV •2)/7 0))/6.0)•80.5
CC = SLOPESSJGMA0/SIGMAV
DELTAV - XINT - V(7)
C
C
C ENTER PARTICLE DIAMETER
C
C
426
1ITE(6, 101)
102 FORMT(IX,'DIAMETER IN MICRONS V')
READ(5, ) D
WRITE(6,99ý
99 TORMAT(1X,'FACTOR ?')
READ(5,s ) FACTOR
FACTOR = FACTOR 0.000000001
C
C
C CALCULATE PARTICLE DENSITY AND PARTICLE MASS
C
C
DEN = FACTORSIXNT/(((D0. 000001)OI)t$SLOPE)
VEIGHT = 3.1415i26541DENI((D*O.000001.$13)/6.0
C
C
C PRINT OUT PARTICLE DENSITY, DIAMETER, MASS, SLOPE, INTERCEPT, AND
C CORRELATION COEFFTICIENT
C
C
WRITE(6.103) DEN
WRITE(2,103) DEN
103 TORMAT(JX,'PARTICLE DENSITY ',FI0 1,' kg!/3')
WRITE(6,104) D
WRITEý.J04) D
104 FORMAT(I, 'PARTICLE DIAMETER = ',FO. ,' aicrons')
WRITE(6, 105) WEIGHT
YRITEi2,105i WEIGHT
105 FORMAT(IX.'PARTICLE MASS = ',F20.15,' kg'i
VRITE(6,106) SLOPE
WRITE(2,106) SLOPE
106 FORMAT(IU, 'EXPERIMENTAL SLOPE = ',I10.6)
WRITE(6,107 XINT
WRITE,107) XINT
107 FORMAT(IX, 'EXPERIMENTAL INTERCEPT = ',F0.3,' volts')
W•1ITE(6,106) CC
WRITE(2,106) CC
10 TFORMAT(IX,'CORRELATION COEFFICIENT = ',F10.6)
WRITE(6, 09) DELTAV
WRITE(2,109) DELTAV
109 FORMAT(1A.'INTERCEPT - VOLTAGE WITH ZERO FLOV W ',FIO.S)
C
C
77? WRITE(6, ) 'ERROR IN VOLTAGE FILE READ'
400 CONTINUE
C
C
STOP
END
427
PROGRAM WELGILPARTICLE
C
C This progras records a voltage from the KEITHLEY 192 voltmeter every
C time that the footpedal is pressed. The voltmeter is set for
C 6-1/; digits with no filtering, DC volts and autoranging. The
C results are displayed to the screen and stored in
C '/USER/DATA/OITPUT/VOLTAGE'. The program is halted by depressing
C any key on the keyboard. The VM instructions are stored
C as INSTRUCTIONS. They are then converted
C to integer form as OUT-DATA. The data are sept to the VH and the
C device is triggered. The voltages are read from the
C VM as INLDATA and converted to characters in RESULTS.
C The GP1B routines are documented in the GPIB directory.
C ADDR, TADDR, and LADDR are the VM's address, talker address and
C listener address respectively
C
INTEGERtl, OUTLDATA(20,,INJDATA(18),ADDR(3),TADDR(3),LADDR(3)
INTEGERI1 LETTER
INTEGER*2 EOSOIECS1,STATUS, STAT, IREAD
CHARACTER INSTRUCTIONSHl0,RESULTS916,ANS'WER5
logical yes
integerl level,exep
data leveliJ46hh
C The keyboard buffer is on interrupt level 48H
DATA ADDR.TADDR,LADDR/i8H,2#O•FTH,#48tt,2tITH,, IZH,2*IOSITH
DATA INSTRUCTIONSI'TOFOROK0057MIZOVOX'I
PARAMETER (IREAD = 200)
OPEN (1 ,FILE= /USERIDATAIOUTPUTISURTACE')
CALL GPIBINIT
ESO = 68
EO51= 10
DO 300 1 : 1.20
OUT-DATAU) = ICHAR(JISTRUCTIONS(J:I))
IF (JNSTRUCTIONEI:il:) .Q. 'X') J = 1
300 CONTINUE
STATUS = 0
CALL GPIB'RITE(LADDR,OUTlDATA,J,EO50)
310 STATUS = 0
428
WRITE (6,.) 'READ DATA?'
READ (5,10) ANSWER
100 FORMAT (A)
If (ANSWERil.1) .NE. 'Y') GO TO 320
C Disable the keyboard buffer.
call rqdisablet%vai(level),ezep)
ML: = 1
IPREV = 0
RESULTS((ML-1):MI = ' '
340 CALL OUTPUT(IOBH.4)
C Cbe:k to see if a key has been pressed to stop the progrea
call keypresscheckyes)
if tys) G60 TO 320
C Check to see if the footpedal has been depressed If so
C read voltueter
CALL INw0CIOH,1ANS
IF (IA1P.GT.2048 ISANS=IANS OR i05000H
IF ( IANS.GE.IREAD) AND.(IPREV.LT.IREAD)) THEN
CALL GPIEREAD(TADDR,INJDATA.ML, EO31,MTAV
DO 330 L = z1,L-2
RESULTS(L:L: = CHAR(INDATA(U)
330 CONTINUE
WRITE (6, •i RESULTS
WTITE (1, 1) RESULTS
IPREV= IANS
GO TO 340
ELSE
IPREV = IAN5
GO TO 340
END IF
320 CONTINUE
CALL INPUT(#2EH,LETTER)
C Reenable the keyboard buffer.
call rqenablervallevel),ezep)
C Reset the voltmeter.
INSTRUCTIONS = 'T4FOROK00S7X'
DO 337 1 = 1,20
OUTDATA(I) = ICHAR(INSTRUCTIONS(U:I))
IF (IsTRUCTIONS(I:1) .E. 'X') J =
337 CONTINUE
CALL GPIBW•RITE(LADDR,OUTDATA,J,EOSO)
429
CALL GPIEWND
END
430
PROGRAM SURFACE-AREA..ANALYSIS
C This program calculates the SURFACE AREA of a single particle using
C carbon dioxide adsorption as measured by the
C voltages stored in IUSERIDATA/OUTPUT/SURFACE
C
C The final surface area is displayed on the screen
C and in the file iUSER!DATA/OUTPUT/SA. A plot of log(mols of
C carbon dicside adsorbed divided by the particle weight) versus
C flogPO/Pli$*2 is stored in/USER/DATA/EPISA.
DIMENSION V(14), p(5), slopeS), o0(), xnlog(S), plog(5)
OPEN (1, FILE='/IUSJER/DATA/OUTPUT/SURFACE')
OPEN (2,FILE='IUSER/DATAIOUTPUT/SA')
OPEN (3,FILE='/IUSER/DATA/EP/SA'J
WRITE (3,100)
100 FORMAT('CRTP 1'I'SYBM 4'/'XLEN 6'I'XLAB [LOG(POI/P)J13 'I
& 'YLAB LOG(inI'I'TITL DUBJNIN-POLANYI PLOT'/
I 'SYHT .25I'XII N 0.0'X'MAX 8.0'I'YMIN -3.5'/'YMAX -2.0')
110 FORMAT4X,f12.0)
C
C
P(2) = 0.2
P(3) = 0.35
P(4)= 0.5
P( 1 = .0
C READ BALANCING VOLTAGES FROM DATA FILE
C
DO 101 = 1,14
READ(1,110) V(I)
10 CONTINUE
C
C READ CHAMBER TEMPERATURE
C
WRITE(6,130)
130 FORMAT(IX,'CHAMBER TEMP (degrees C) Y')
READ(S, S) T
C
C DETERMINE ZERO FLOW BALANCING VOLTAGES FOR FIVE GAS MIXTURES
C
DO 20 I = 1,?
J = 281 - 1
V(I) = (V(J) + V(J+li)12.0
20 CONTINUE
C
431
SUMH 1500.0
SUMX2 = 770000
SUMY= 0.0
SUMXY = 0.0
DO 40 J = 1,3
K--J
L = 700 - J3100
SUMY - SUMY + VW)
UMXY = SUKMY + ViK)*L
40 CONTINUE
5LOPE() - (SUMXY-SUMAtSUMY/3.)/(•sUMX-SMLIMXI/3.)
VO(l) = (SUMY - SLOPE(I)*SUM/I3.
C
C
VO() --0 86tSLOPE(1)600.0 + V(41
VO(3) = -0.89tSLOPE()s600.0 + V(59
V0(4) = -0.771SLOPE(1)600.0 + V(6)
V0(56 = -0.62ZSLOPE() i600.0 + V(7)
C
C CALCULATE THE SATURATION VAPOR PRESSURE, PO
C
TEMP =~T + 273 15
POLOG = -874.34/TEMP + 4 7386
PO = 10*POLOG
C
DO 50 1 = 2,5
RATIO = POiP()i
X= ALOG0JORATIO)
PLOG(I = XM*2
50 CONTINUE
C
DO 60 1 = 2,5
RATIO = (VO(IJ/VO(1) - 1.0)/44.01
NtLOG(I) = ALOGI(RATIO)
60 CONTINUE
C
C
C
DO 65 I = 2,5
WRITE(3,120) PLOG(), •NLOG(I)
65 CONTINUE
120 FORMAT(1X,F15.5,' , ',f15.5)
C
C
SUMX = 0.0
SUMY = 0.0
SUMAY-- 0.0
SUMX2 =0.0
C KYZ: 0.0
432
DO 701 = ;,5
SUM= EUMEl + PLOG(1)
SUMY = SUMY XANOG(I)
SUM~XY= xUMXY + PLOG(I1)XNLOG(I)
SUMA2 = SUMX + PLOG(i)**2
SUMY2 = SUMY2 + 7.NLOG(MI)2
70 CONTINUE
C
SLOPESA= (SUMAY-SUMXASUMYI4.)/iSLMX2-SUMX1 2/4.j
XINT = (SUMY - SLOPESAtSUMX)/4.0
SIGX = ((SUL-SU-UMX•2/4.0)/3.0)$ 0.5
SIGY = ((SUMY2-SUMYt;214 0)13.0)410.5
R = SLOPESAISIGXISIGY
C
AREA = (10.0 1XINT)1I.457566E05
C
WITE(6,103) AREA
W.ITE(2,103) AREA
103 FORMATUX,'SURFACE AREA = ',fI I1,' 1l1g')
WITE(2,104) zint
104 FORMAT(lIX,'intercept = ',fIO 5)
WRITE(2, 105) slopesa
105 FORMAT(X.,'slope = ',-20.15)
WRITE(2,125) r
125 format(Ix, 'correlation coefficient = ',f10.6)
WRITE(6,106) temp
WRITE(,106) temp
106 FORMAT(X, 'chamber temperature = ',FI0.2,' K')
WRITE(2,107) pO
107 FORMATtX,'saturation vapor pressure = ',JI0 3,' ate.')
WRITE(2,108)
106 rORMAT(IX,' 'I
WRITEZ, 109)
109 FORIATU.X,'Ioglm/W versus [lioqPO/P)1**2')
DO 60 I = 2,5
WITE(2.111) .NLOG(l), PLOG(1)
50 CONTINUE
11 FORMAT(IX,2fIS.S)
WRITE(2, 10)
WRITE(,I(I)
11W FORMAT(IX,'BALANCING VOLTAGES AT ZERO FL0'd')
WRITE(2, 108)
WRITE(2,113)
113 FORMAT(X,' VOLTAGE SLOPE ')
WRITE(2,114) VO(l), 5LOPE(1)
114 FORMAT(I,2F15.5,' PURE NITROGEN')
'WITEt2,115) VOW
115 FORMAT(1X,F15.,' 20% C02')
WRITE(2,116) V0(3)
116 FORMAT(1X,15S.5,' 35% 0D2')
WRITE(2,117) VO(4)
433
117 FORMAT(IX,FIS.5,' 50% COl')
W•ITE2i,118)! V0(5
118 FORMATUX,FIS.S,' 100% C02')
C
C
STOP
END
434
PROGRAM VOLT-TESTER
C
C
C SSttststttl$taSttS St*tsta5t*5tsu s*s s e uststslls.uslausIsts$*$ $ s$
C
C This program collects the i icon, 4 uicon, log ratio, and bal-
C voltage signals versus time at a rate controlled by IUSER/DATAI
C INP•`T/VMD.
C
C
C
INTEGER$I1, OUT=DATAt20),INATA(18,72O0),ADDR(3),TADDR(3),LADDR(3)
INTEGERt2 ESO,E0OS1,5TAT,IREAD, IANS
CHARACTER INSTRUCTIONS*20,RESULTS 16,ANSWER*S,SPEED
DATA ADDR,TADDR,LADDRiB8H,2$#OFFH,t48H,2tOfTH, I28H,2UOTH/
OPEN (1, flE= 'IUSER/DATA/OUTPUTfITO')
OPEN (2,FILE='/USERIDATA/OUTPUT/IFOUR')
OPEN (3,FILE= '/USER/DATA/OUTPUTILOG')
OPEN (7,FILE='IUSERIDATA/OUTPUT/VN')
OPEN (8,FILE='/IJSER/DATA/INPUTIVMD')
CALL OJTPUT#0271i, 07#07I
CALL GPIBINIT
O£50 = 88
EOS1= 10
ML = 18
W1RTE (6, 9) 'HOW MANY POINTS ((?2OO)?'
READ (5,$) NPOINTS
READ (8,110) INSTRUCTIONS
DO 300 J = 1,20
OUTDATA(W) = ICHARUNSTRUCTIONSiI:I))
IF (INSTRUCTIONS(I:1) .EC. '5') SPEED = IN5TRUCTIONS(1+1:I+1)
If (INSTRUCTIONS(l:1) EQ. 'X') J = 1
300 CONTINUE
WFITE(6, t) 'XXX'
STAT = 0
If (SPEED .EQ. '0') THEN
TIME = 0 072
ELSE If ((SPEED .GE. '1') .AND. tSPEED .LE. '4')) THEN
TIME = 0.13
ELSE
TIME = 0.4726
END If
WRITE(6,,) 'YYY'
CALL GPIBWRITE(LADDR,OUTDATA,J,E050)
WRITE (6,S) 'PROCEED?'
READ (5,183) ANSWER
183 FORMAT(A)
435
If (ANSWER EO.'N'.OR.ANSWER.EO.'n') go to 777
C CALL GPIBTRIG(LADDR)
MCOUNT= 0
DO 411 L = 1,NP6ONTS
CALL GPIBREAD(TADDR,1INDATA, IL,ML,EOSI,STAT)
C
WRITE (6, ) 'I'
C
HCOUNT = MCOUNT + 1
IF(MCOUNT.EG.5) GO TO 18
GO TO 411
C
18 MCOUNT = 0
CALL OUTPUT(ROBH,O)
CALL IiW(IOCH,IANS)
TEMP = FLOAT(IANS
If tIANS. GT.2Z048) IIAS=IANS. OR. #08000H
CALL INiW(OCH,IANS)
IF (fLOATMlANS).GT. 10240.0) GO TO 11
If (FLOATIANS).LT.O.O0 GO TO 11
WRITE(1 ,200 LITIME, FLOAT(IANS)/1204.8
GO TO 12
C
11 CALL OUTPUT(#OEH,0)
CALL IN0iOCH,IANS)
If (IANS.GT.2048i) ANS=IANf5.OR.#0800H
TEMP = FLOAT(IANS)/204 8
WRITE(1,200) LITIME, fLOAT(IANS)/204.8
12 CONTINUE
C
C
CALL OUTPUT(10BH, 1)
CALL IXWIOClH,IANS)
TEMP = FLOATIANS)
If (IANS.GT 2048) IAN#=IANS.OR. #0800011
CALL INW(#OCH,IANS)
IF (FLOAT(IANS) GT. 10240.0) GO TO 13
IF (FLOATUANS).LT.O.0) GO TO 13
WRITE(2,200) LITIME, FLOAT(IANS)/204.8
GO TO 14
C
13 CALL OUTPUT(IOBH,1)
CALL INW(IOCfI,IANS)
If (UANS. T.2048) IAJNS=IANS.OR .10800H
TEMP = FLOAT(IAS)/204.8
WRITE(,200) LITIME, fLOAT(iANS)/I04.8
14 CONTINUE
C
C
CALL OUTPUT(OBHF,2)
436
CALL IKW(OCH,IANS)
ThMP FLOATANS)
IF (IANS.GT.2046i JANS=IANS.OR 100GC0H
CALL INW(10CH,IANS)
If (FLOAT(•ANSJ.GT.10240.0) GO TO 15
If (FLOAT(IANS).LT.0.0) 0G TO 15
WRITE(3,200) iTIHE, FLOAT(IANSi/204.8
GO TO 16
15 CALL OUTPUT(•OBH,2)
CALL IN•iOCH,IANS)
IF (IANS.GT.2048) IANS=IANS.OR .0800H
TEMP = FLOAT(IANS)/204.8
WRITE(3,200) LITIME, FLOAT(IANS)/204.8
16 CONTINUE
C
411 CONTINUE
WITE (6.) 'THE RAIN IN SPAIN FALLS MAINLY ON THE PLAIN.'
DO 450 IT 1,NP01NTS
DO 430 L = 1,16
RESULTS(L:L) = CHAR(INLDATA(L,IT))
430 CONTINUE
WRITE (7,100) ITTIME,RESULTS
450 CONTINUE
77 CONTINUE
100 FORMAT(12.3,',',A)
200 FORMAT(TI2.3,',',FI2.5)
110 FORMAT(A)
CALL GPIBEND
CALL OUTPUT(t027H,#076H•
CALL OUTPUT(1025H,#0D4H)
CALL OUTPUT(I825fH,#O30H)
EID
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APPEIDII B : Natural Convective Drag Algorithms.
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