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1Einführung
Kardiovaskuläre Erkrankungen und insbesondere die koronare Herzkrankheit (KHK)
stellen in den westlichen Industrienationen die Haupttodesursache im Erwachsenen-
alter dar [Löwel 05]. Alleine in Deutschland erleiden ca. 300.000 Personen pro Jahr
einen Herzinfarkt, wobei über 40 Prozent an den Folgen versterben. Nach der Todes-
ursachenstatistik des Statistischen Bundesamtes [Statistisches Bundesamt 05] wird
nahezu jeder fünfte Todesfall in Deutschland durch eine KHK verursacht. Jeder
zweite dieser Patienten stirbt an einem Herzinfarkt, ohne dass zuvor Symptome
einer KHK aufgetreten sind. Diese Statistiken machen deutlich, dass es einen Bedarf
an effizienten Diagnoseverfahren für die KHK gibt. Als Goldstandard für die Dia-
gnostik der KHK gilt die selektive Koronarangiographie1. Mit der Entwicklung der
Mehrzeilen-Computer-Tomographie (MSCT) und insbesondere mit den technischen
Verbesserungen der letzten Jahre, die zu höheren Zeit- und Ortsauflösungen führ-
ten, steht nun auch ein nichtinvasives bildgebendes Verfahren für die Diagnostik der
KHK zur Verfügung. Insbesondere zum Ausschließen einer KHK und damit zum Ver-
meiden einer invasiven Angiographie, hat sich die MSCT in der klinischen Routine
etabliert.
Mit höheren zeitlichen und örtlichen Auflösungen werden zunehmend mehr Daten
akquiriert, die zwar einerseits immer präzisere Einblicke in die zu untersuchende
Anatomie erlauben, andererseits aber eine manuelle Analyse dieser Datensätze immer
zeitaufwändiger und arbeitsintensiver gestalten. Daher ist es notwendig, dem befun-
denden Arzt leistungsfähige Softwarewerkzeuge für die computerunterstützte Ana-
lyse tomographischer Herzdaten zur Verfügung zu stellen.
1 Für eine Erläuterung der medizinisch/technischen Begriffe sei auf Kapitel 2 verwiesen.
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Betrachtet man aber die bisher in der Klinik für die Analyse tomographischer Herzda-
ten verwendeten Softwarewerkzeuge, so fallen die folgenden Einschränkungen auf:
• Fehlende 4D-Analyse der Wandbewegung: Die bisher zur Verfügung stehen-
den Auswertewerkzeuge erlauben zwar eine Segmentierung des linken Ventrikels,
allerdings nur für die Enddiastole und die Endsystole, das heißt den Zeitpunkt der
minimalen und maximalen Kontraktion des Herzmuskels. Diese beiden Phasen im
Herzzyklus sind für die Bestimmung der linksventrikulären Funktion wichtig, da
die diagnostisch bedeutsamen Parameter Ejektionsfraktion und Auswurfvolumen
auf den Volumenwerten dieser beiden Phasen beruhen. Für eine weitergehende
Analyse der Bewegung des Myokards und damit zur sicheren Diagnose patho-
logischer Wandbewegungsstörungen ist es jedoch essenziell, die Bewegung des
Myokards über den gesamten Herzzyklus zu untersuchen.
• Beschränkung der Analyse auf den linken Ventrikel: Neben der Untersuchung
des linken Ventrikels wird zunehmend auch der rechte Ventrikel für die klini-
sche Diagnostik interessant. Dieser spielt insbesondere bei Erkrankungen der
Lunge ein Rolle. In der klinischen Routine wird der rechte Ventrikel bisher kaum
berücksichtigt, da eine geeignete Softwareunterstützung für eine rechtsventriku-
läre Funktionsauswertung bisher nicht zur Verfügung steht.
• Unzureichende Automatisierung: Betrachtet man den Arbeitsablauf, der not-
wendig ist, um einen tomographischen Datensatz in der Herzbildgebung auszu-
werten, so ist dieser gekennzeichnet von einem Wechselspiel notwendiger Nut-
zerinteraktionen und durch den Computer durchgeführter Berechnungen. Vollau-
tomatische Algorithmen, die insbesondere auch die Initialisierung, d.h. das Loka-
lisieren des Herzens im Datensatz, beinhalten, würden zu einer deutlichen Effizi-
enzsteigerung im Arbeitsablauf des Radiologen führen. Die notwendigen Berech-
nungen könnten vollautomatisch direkt nach der Rekonstruktion der Daten ohne
Interaktion des Nutzers durchgeführt werden. Dadurch könnten dem befunden-
den Arzt direkt die vorberechneten Ergebnisse präsentiert werden, ohne dass die-
ser zwischen einzelnen Interaktionen auf Berechnungen des Computers warten
muss. Dies würde zu einer weiteren Verbesserung der Arbeitsteilung zwischen
Arzt und Computer führen: Indem der Computer automatisch die akquirierten
Datenmengen aufbereitet und relevante Informationen extrahiert, erhält der Arzt
mehr Zeit für die Interpretation dieser Informationen, beziehungsweise kann mehr
Patienten in der gleichen Zeit befunden, was bei zunehmendem Kostendruck im
Gesundheitswesen sicherlich auch von Bedeutung ist.
• Fehlende holistische Sicht bei der Beurteilung von Koronarstenosen: Bei
der Diagnostik der KHK steht zunächst die Beurteilung der Koronargefäße und
die Vermessung von Koronarstenosen im Vordergrund. Neben der Untersuchung
der Koronarstenosen als Ursache der KHK kann durch eine Segmentierung des
Myokards auch deren Wirkung auf die Funktion des Herzens untersucht wer-
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den. Bisher werden diese beiden Aspekte in der Regel gesondert und weitgehend
unabhängig voneinander betrachtet. Lediglich durch das 17-Segment Modell
der AHA2 kann von einem Myokardareal auf das es versorgende Koronargefäß
zurückgeschlossen werden. Hierbei wird der linke Ventrikel anhand eines empiri-
schen Modells in 17 Segmente unterteilt und diese einzelnen Ästen des Koronar-
baumes zugeordnet. Bisher basiert dieses Modell jedoch auf einem Normpatien-
ten. Aufgrund der hohen anatomischen Variabilität des Verlaufs der Koronarge-
fäße wäre es wünschenswert, die Zuordnung zwischen Myokardarealen und den
sie versorgenden Koronargefäßen patientenindividuell - basierend auf den vorlie-
genden Bilddaten - zu treffen. Damit könnte unmittelbarer der Zusammenhang
zwischen Ursache und Wirkung der koronaren Herzkrankheit hergestellt und die
hämodynamische Relevanz einer Stenose besser beurteilt werden.
1.1 Zielsetzung und Beitrag der Arbeit
Aufgrund der zuvor aufgeführten Limitierungen heutiger Systeme soll in der vor-
liegenden Arbeit ein vollautomatisches System für die umfassende computerunter-
stützte Diagnostik tomographischer, insbesondere computer-tomographischer, Daten
des Herzens entwickelt werden. Hierbei werden die folgenden Aspekte untersucht:
• Vollautomatische Lokalisation des Herzens in tomographischen Datensät-
zen: Für die Realisierung eines vollautomatischen Systems für die computer-
unterstütze Diagnostik tomographischer Herzdaten ist es zunächst notwendig,
automatisch die Lage und Orientierung des Herzens im Datensatz zu bestim-
men. Hierzu wurde in der vorliegenden Arbeit ein auf der zirkulären Hough-
Transformation basierendes Verfahren entwickelt, um die Aorta automatisch im
Datensatz zu lokalisieren. Mit einem Zylinderketten-Modell sowie einer Ellipsoi-
dapproximation wird anschließend der Verlauf der Aorta beschrieben und Lage
und Orientierung des linken Ventrikels automatisch bestimmt [Fritz 08].
• Automatische Segmentierung der Ventrikel des Herzens: Für eine detail-
lierte Analyse der ventrikulären Funktion wurde ein auf statistischen Formmo-
dellen basierendes Verfahren entwickelt, um das linksventrikuläre Myokard über
den gesamten Herzzyklus zu erfassen und den rechten Ventrikel in den Phasen
Enddiastole (ED) und Endsystole (ES) zu segmentieren. Damit ist es möglich,
automatisch die Wandbewegungsparameter des Myokards über den gesamten
Herzzyklus zu bestimmen und somit pathologische Wandbewegungsänderungen
zu detektieren. Darüberhinaus bietet die Integration des rechten Ventrikels die
Möglichkeit, auch dessen Funktion automatisch zu quantifizieren. Um die 4D-
Segmentierung des linksventrikulären Myokards effizient und gleichzeitig präzise
2 American Heart Association
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zu realisieren, wurde ein Verfahren zur automatischen Bestimmung der linksven-
trikulären Füllkurve entwickelt und aufbauend darauf eine Interpolation zwischen
ED und ES, die die bestimmte Volumenkurve als patientenindividuelles Merkmal
verwendet [Fritz 05, Fritz 06, Kroll 06b, Fritz 07].
• Analyse des Koronarbaumes: Die Ergebnisse der automatisch bestimmten
linksventrikulären Funktion erlauben, die hämodynamische Relevanz von Koro-
narstenosen zu beurteilen. Hierzu wurden Algorithmen entwickelt, mit denen der
Koronarbaum automatisch analysiert und die patientenindividuellen Versorgungs-
bereiche der einzelnen Koronargefäße bestimmt werden können. Damit ist es
möglich, jedem Myokardareal das es versorgendes Koronargefäß zuzuordnen und
somit Stenosen in den Koronargefäßen zu den durch die Minderperfusion verur-
sachten Wandbewegungsstörungen des Myokards in Beziehung zu setzen [Fritz
08, Hennemuth 05].
• Visualisierung diagnostischer Parameter: Um die Ergebnisse der in dieser
Arbeit entwickelten Algorithmen für die Klinik nutzbar zu machen, wurden sämt-
liche Segmentierungsergebnisse dediziert für die klinische Anwendung visua-
lisiert. Darüberhinaus wurden durch geeignete Visualisierung der vorliegenden
Daten zusätzliche Informationen für den befundenden Arzt erschlossen. So wurde
eine Visualisierung minderperfundierter Myokardareale basierend auf Firstpass-
Enhancement und Late-Enhancement Daten entwickelt, anhand derer sich vitale
und avitale Gewebebereiche unterscheiden lassen [Mahnken 05a].
1.2 Kapitelübersicht
Die vorliegende Arbeit ist in zehn Kapitel eingeteilt. Nach einer Einführung in die für
das Verständnis der Arbeit notwendigen physiologischen und anatomischen Grundla-
gen in Kapitel 2.1 folgt ein Überblick über die physikalisch technischen Grundlagen
der zugrundliegenden Bildgebung in Kapitel 2.2. In Kapitel 3 wird der aktuelle Stand
der Forschung bezüglich der Segmentierung und Analyse tomographischer Herzda-
ten beleuchtet. Kapitel 4 bis 7 beschreiben die im Rahmen dieser Arbeit entwickelten
Verfahren. In Kapitel 8 wird der Zusammenhang und die Abhängigkeiten zwischen
den in den Kapiteln 4 bis 7 beschriebenen Verfahren erläutert, wodurch ein Über-
blick über das Gesamtsystems zur vollautomatischen Analyse kardiologischer MSCT
Daten entsteht. Die Ergebnisse der experimentellen Validierung der entwickelten Ver-
fahren, sowie die Problematik der Validierung vierdimensionaler Segmentierungser-
gebnisse medizinischer Bilddaten werden in Kapitel 9 diskutiert. Eine Zusammenfas-
sung und ein Ausblick auf mögliche zukünftige Entwicklungen schließend die Arbeit
in Kapitel 10 ab.
2Medizinisch/Technische Grundlagen
Bei der Beschäftigung mit der computerunterstützten Analyse tomographischer
Daten sind neben Kenntnissen im Bereich der Informatik auch Kenntnisse über die
Physiologie und Anatomie des Herzens, sowie über die in der Kardiologie verwen-
deten bildgebenden Verfahren unerlässlich. In diesem Kapitel wird daher zunächst
in Abschnitt 2.1 die Physiologie und Anatomie der Herzens erläutert und anschlie-
ßend in Abschnitt 2.2 die wesentlichen, für die Kardiologie relevanten, bildgebenden
Verfahren vorgestellt. Insbesondere die Darstellung der Physiologie und Anatomie
beschränkt sich jedoch auf die für das Verständnis der vorliegenden Arbeit notwendi-
gen Aspekte. Für weitergehende Informationen sei daher auf die einschlägige Fachli-
teratur [Schmidt 90, Netter 90, Fritsch 03] verwiesen.
2.1 Anatomie und Physiologie des Herzens
Das Herz, ein aus vier Kammern bestehendes muskulöses Hohlorgan, liegt umgeben
von den beiden Lungenflügeln und nach unten durch das Zwerchfell begrenzt im
Thorax (Brusthöhle). Eingeschlossen ist das Herz durch das Perikard (Herzbeutel),
einem Sack aus Bindegewebe, der dem Herzen durch eine dünne Gleitschicht freie
Bewegungsmöglichkeit gibt [Netter 90]. In seiner äußeren Form gleicht das Herz
einem schräggestellten Kegel, wobei der Apex (Herzspitze) nach links unten vorn
geneigt ist. Die Herzbasis, an der die großen Gefäßstämme münden, ist nach oben
hinten geneigt.
Das Herz besteht aus zwei, durch das Septum (Herzscheidewand) getrennten, mus-
kulösen Hohlorganen. Die linke Herzhälfte versorgt dabei über den sogenannten
“großen Kreislauf“ den Körper mit sauerstoffreichem Blut, während die rechte Herz-
hälfte über den “kleinen Kreislauf” für den Transport des sauerstoffarmen Blutes zu
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(a) (b)
Abb. 2.2. Vierkammerblick einer CTA-Aufnahme (a) sowie der zugehörige Schnitt durch eine
VRT Darstellung (b).
sehen ist. Die Außenseite des Myokards ist vom Epikard, einer dünnen Bindegewebs-
lage, sowie einer subepikardialen Fettgewebeschicht überzogen [Fritsch 03]. Um die
richtige Strömungsrichtung des Blutes beim Schlagen der Ventrikel zu gewährleis-
ten, sind die Vorhöfe von den Kammern durch Atrioventrikularklappen getrennt. Die
linke Herzseite wird dabei von der zweizipfligen Mitralklappe und die rechte Herz-
seite von der durch drei Segel gebildeten Trikuspidalklappe getrennt. Die Segel der
Klappen sind durch kräftige Sehnenfäden an den Papillarmuskeln befestigt.
2.1.1 Herzzyklus
Das sauerstoffarme Blut aus dem Körper wird über die Vena cava in das rechte Atrium
transportiert. Mit dem darauf folgenden Schlagen des rechten Atriums und dem Öff-
nen der Trikuspidalklappe, die das rechte Atrium vom rechten Ventrikel trennt, wird
das Blut aus dem rechten Atrium gepumpt und der rechte Ventrikel gefüllt. Beim
anschließenden Schlagen des rechten Ventrikels wird das Blut durch die nun geöff-
nete Pulmonalklappe, die ansonsten den rechten Ventrikel verschließt, in die Pulmo-
nalaterie Richtung Lunge gepumpt.
Das in den Lungen mit Sauerstoff angereicherte Blut strömt über die Lungenvenen in
das linke Atrium, aus dem es mit dem Schlagen des linken Atriums durch die geöff-
nete Bikuspidal- bzw. Mitralklappe in den linken Ventrikel gepumpt wird. Mit der
sich anschließenden Kontraktion des linken Ventrikels und dem Öffnen der Aorten-
klappe wird das Blut in die Aorta und damit in den Körperkreislauf gepumpt.
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Das Herz als Pumpe wechselt zyklisch zwischen Erschlaffung (Diastole) und
Anspannung (Systole), wobei sich die Ventrikel in der Diastole mit Blut füllen, wel-
ches in der Systole über die großen Gefäße ausgestoßen wird. Als Taktgeber für die-
sen zyklischen Ablauf dient der im rechten Atrium gelegen Sinusknoten. Die vom
Sinusknoten ausgehende elektrische Erregung breitet sich zunächst über das Arbeits-
myokard der Vorhöfe und anschließend, nach der Passage des AV Knotens, über die
Ventrikel aus. Der AV Knoten stellt dabei ein Verzögerungsglied dar, das die Kon-
traktion der Ventrikel gegenüber der Vorhofkontraktion verzögert und damit zu einer
besseren Füllung der Ventrikel beiträgt.
Neben der Einteilung in Diastole und Systole lässt sich der Herzzyklus anhand der
Druckvolumen-Kurve weiter in vier Phasen unterteilen [Lederhuber 05]:
• Anspannungsphase:
Ein vom Sinusknoten ausgehendes Erregungspotential initiiert mit Beginn der
Systole die Kontraktion des Myokards. Nachdem, durch Ansteigen des ventriku-
lären Drucks über den der Atrien, die AV-Klappen schließen, kommt es, bei noch
geschlossener Taschenklappe, zu einer isovolumetrischen Kontraktion. Unter den
Taschenklappen versteht man die zwischen rechtem Ventrikel und A. pulmonalis
gelegene Pulmonalklappe, sowie die zwischen linkem Ventrikel und Aorta gele-
gene Aortenklappe.
• Austreibungsphase:
Sobald der ventrikuläre Druck den Druck in der Aorta bzw. A. pulmonalis über-
steigt, öffnen sich die Taschenklappen und das Blut wird in den Kreislauf aus-
gestoßen. Vom enddiastolischen Blutvolumen (EDV) wird dabei jedoch nicht
das gesamte Volumen ausgestoßen. Es verbleibt ein als Residualvolumen (RV)
bezeichneter Rest in den Ventrikeln. Das Schlagvolumen (SV) ergibt sich damit
zu SV = EDV − RV . Der Anteil des SV am EDV wird als Auswurffraktion
(engl. ejection fraction: EF) bezeichnet.
• Entspannungsphase:
Nach Abfall des ventrikulären Drucks unter den Druck in der Aorta bzw. A. pul-
monalis schließen die Taschenklappen wieder und es kommt zu einer isovolume-
trischen Erschlaffung. Bei Unterschreiten des Drucks in den Atrien öffnen sich
die AV-Klappen erneut und die Ventrikelfüllung beginnt.
• Füllungsphase:
Nach dem Öffnen der AV-Klappen nimmt das ventrikuläre Volumen bei gleich-
zeitig geringem Druckanstieg zu. Die Vorhofkontraktion trägt hierbei in der Ruhe
nur gering bei. Bei steigender Herzfrequenz nimmt die Bedeutung der Vorhof-
kontraktion für die Ventrikelfüllung jedoch zu.
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• Erworbene Herzklappenfehler
• Kardiomyopathien, d.h. echte Erkrankungen des Herzmuskels und keine Reaktion
auf andere kardiale oder systemische Erkrankungen.
• Entzündliche Herzerkrankungen
• Rythmusstörungen.
Es soll jedoch nur auf die Koronare Herzkrankheit (KHK) näher eingegangen werden,
da vor allem für diese die im Rahmen dieser Arbeit entwickelten Bildauswerteverfah-
ren von Interesse sind.
Bei der KHK wird das Myokard durch ungenügenden Blutfluss in den Koronarge-
fäßen nicht ausreichend mit Blut versorgt. Die ungenügende Blutversorgung wird
dabei durch atheroskelrotische Plaques2 verursacht. In den westlichen Industrienatio-
nen stellt die KHK eine der wesentlichen Todesursachen dar, wobei sie für ca. 20%
aller Todesfälle in Deutschland und ca. 25% aller Todesfälle in den USA verantwort-
lich ist. Etwa die Hälfte aller KHK Patienten stirbt nach einem akuten Myokardin-
farkt ohne vorher symptomatisch auffällig gewesen zu sein. Nach [Stierle 96] kann
die symptomatische KHK zu den folgenden klinischen Bildern führen:
• Stabile Angina pectoris, d.h. belastungsabhängiger Brustschmerz: Die stabile
Angina pectoris beruht auf fixierten Koronarstenosen3 die eine myokardiale Min-
derversorgung bei reproduzierbarer Kreislaufbelastung verursachen.
• Instabile Angina pectoris: Die instabile Angina pectoris beruht auf hochgradigen
oder zunehmenden Koronarstenosen. Diese können beispielsweise durch Ruptur4
eines Plaques verursacht sein.
• Herzinfarkt
• Herzinsuffizienz
• Herzrythmusstörungen
• Plötzlicher Herztod
2.2 Bildgebung
In den nachfolgenden Abschnitten soll ein Überblick über die für die kardiologische
Diagnostik bedeutenden bildgebenden Verfahren gegeben werden. Der Schwerpunkt
2 Plaque: Wandanlagerung an der Innenschicht der arteriellen Blutgefäße.
3 Stenose: Einengung eines Blutgefäßes.
4 Ruptur: lat. ruptura Zerreißung, Durchbruch.

26 2 Medizinisch/Technische Grundlagen
2.2.2 Echokardiographie
Unter Echokardiographie versteht man die Anwendung von Ultraschall als bildgeben-
des Verfahren in der Kardiologie. Die Ultraschall-Bildgebung beruht auf der Refle-
xion eines Ultraschall Signals im MHz Bereich an Stoffgrenzen unterschiedlicher
Impedanz (Z). Unter der Impedanz versteht man einen Widerstand, der der Ausbrei-
tung von Schwingungen entgegenwirkt. Analog zur Optik steigt der reflektierte Anteil
(R) mit der Größe des Impedanzunterschieds.
R =
Z2 − Z1
Z2 + Z1
(2.1)
Aus der Intensität (Echogenität), sowie der Laufzeit des reflektierten Echos kön-
nen nun Rückschlüsse über die Entfernung, sowie den Grenzübergang der zugehö-
rigen Struktur gezogen werden. Um aus dieser 1D-Messung ein 2D-Bild zu erhalten,
wird der Sender und Empfänger mechanisch oder elektrisch geschwenkt, so dass die
Signale eines Strahlenfächers akquiriert werden, woraus die typische Kreissegment-
form der Ultraschall-Bilddaten resultiert. Für eine 3D-Darstellung wird zusätzlich
zum Scan in einer Ebene ein Schwenk der Ebene durchgeführt.
Im Bereich der Kardiologie wird die Ultraschalluntersuchung in der Regel transt-
horakal (TTE), das heißt durch Aufsetzen des Ultraschallkopfes auf den Brust-
korb und Messen zwischen den Rippen hindurch, durchgeführt. Alternativ kann die
Untersuchung auch transösophageal (TEE) erfolgen. Hierbei wird dem Patienten ein
Endoskop mit eingebautem Ultraschallkopf in die Speiseröhre eingeführt. Im Rah-
men einer Herzkatheteruntersuchung kann darüberhinaus intravaskulärer Ultraschall
(IVUS) genutzt werden, um die Wandbeschaffenheit der Koronararterien zu beurtei-
len.
Insbesondere bei der Beurteilung der Strömungsverhältnisse um die Herzklappen ist
die auf dem Doppler-Effekt beruhende Doppler-Echokardiographie als Erweiterung
der Ultraschallbildgebung von Interesse. Die aus der Bewegung des Blutes v resul-
tierende Frequenzverschiebung ergibt sich laut [Dössel 00] als
∆f =
2f
c
· v · cosΦ, (2.2)
wobei c der Ausbreitungsgeschwindigkeit der Schallwellen im Medium und Φ dem
Winkel zwischen Bewegungsrichtung und Einstrahlrichtung entspricht. Da der Win-
kel Φ nicht exakt bestimmt werden kann, ist mit diesem Verfahren keine absolute
quantitative Bestimmung der Blutflussgeschwindigkeit, sondern nur eine relative
Messung möglich. Beim Farbdoppler Ultraschall wird für einen großen Bereich eines
konventionellen US-Bildes die mittlere Dopplerfrequenz bestimmt und als Falschfar-
ben (rot und blau) dem konventionellen Bild überlagert [Dössel 00]
2.2 Bildgebung 27
2.2.3 Magnetresonanz-Tomographie
Seit ihrer Entwicklung zu Beginn der 70er Jahre des letzten Jahrhunderts hat die
Magnetresonanztomographie (MRT) einen bis heute anhaltenden Siegeszug angetre-
ten und dringt in immer neue Bereiche der medizinischen Bildgebung vor. Neben der
nicht vorhandenen Strahlenbelastung spricht vor allem die präzise und differenzierte
Darstellung von Weichteilen und Organen für die MRT. Mit der Entwicklung der
MR-Angiographie und funktionellen MRT ist die MR-Bildgebung in einen Bereich
der medizinischen Bildgebung vorgedrungen, der bisher den röntgen-basierten und
nuklear-medizinischen Verfahren vorbehalten war.
Physikalische Grundlagen
Bei der MRT werden zur Bildgebung Eigenschaften der Atomkerne, der im Körper
vorkommenden Elemente, verwendet. In der klinischen Praxis spielt vor allem der
Kern des Wasserstoffatoms, ein einfaches Proton, eine Rolle. Hierbei nutzt man die
Eigenschaft der Protonen, aufgrund ihres Spins sich wie magnetische Kreisel zu ver-
halten [Dössel 00]. Generell können für die MRT die Nuklide5 genutzt werden, die
über eine ungerade Anzahl an Protonen verfügen, da nur bei diesen die Wirkung des
Spins nach außen tritt. Bei Nukliden mit gerader Anzahl an Protonen hebt sich die
Wirkung der Spins gegenseitig auf. Für die MRT können damit beispielsweise die
Nuklide Wasserstoff (1H), Kohlenstoff (13C), Natrium (23Na) und Phosphor (31P )
genutzt werden.
Da das Proton mit seinem Spin eine rotierende Ladung darstellt, verfügt es zusätzlich
zu seinem Drehimpuls L über ein magnetisches Moment m und verhält sich damit
analog zu einem Stabmagneten. Im Normalzustand, ohne ein äußeres Feld, sind die
magnetischen Momente aufgrund der Braunschen Molekularbewegung völlig zufäl-
lig ausgerichtet, so dass sie sich gegenseitig aufheben und es keine makroskopische
Magnetisierung gibt [Uhlenbrock 90]. Werden die Protonen in ein äußeres Magnet-
feld B gebracht, wirkt auf die Protonen eine Kraft ein, die senkrecht zum Magnetfeld
und senkrecht zum Drehimpuls angreift. Stimmt die Richtung des äußeren Magnet-
felds nicht mit der Rotationsachse des Protons überein, fängt das Proton an, eine Prä-
zessionsbewegung um die Achse des äußeren Magnetfelds durchzuführen. Abbildung
2.5(a) zeigt schematisch diesen Vorgang. Für die Präzessionswinkelgeschwindigkeit,
auch Lamorfrequenz genannt, gilt:
ω =
m ·B
L
(2.3)
5 Nuklid: ein durch Massenzahl und Kernladungszahl definierter Kern.
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tion der einzelnen magnetischen Momente ein makroskopischer Magnetisierungsvek-
torM0 in Richtung des äußeren Magnetfeldes. In x- und y-Richtung ergibt sich keine
makroskopisch sichtbare Magnetisierung, da die Spins nicht in Phase präzidieren und
sich somit ihre Felder in x- und y-Richtung gegenseitig aufheben.
Aufnahmetechnik
Wird zusätzlich zum statischen Magnetfeld ein transversales elektrisches Wechselfeld
mit der Lamorfrequenz eingeschaltet, kommt es zum Übergang der Spins vom niedri-
geren zum höheren Energieniveau. Je nach Dauer und Intensität des HF-Pulses8 wird
die makroskopisch sichtbare Magnetisierung Mz kleiner. Durch einen entsprechend
stärkeren oder länger andauernden Puls kann das magnetische Moment in z-Richtung
sogar umgedreht werden. Durch das transversale Wechselfeld werden darüberhinaus
die Spins angeregt, in Phase zu präzidieren, was ein mit der Lamorfrequenz in der
x-y-Ebene kreisendes magnetisches Moment zur Folge hat.
Nach dem Abschalten des transversalen Wechselfeldes kommt es zu zwei gleichzeitig
und unabhängig voneinander ablaufenden Relaxationsprozessen:
• Spin-Gitter-Relaxation (Längsrelaxationszeit T1)
Nach Abschalten des transversalen Wechselfeldes stellt sich nach einer gewissen
Zeit zwischen “Spin-Up” und “Spin-Down” Protonen wieder das nur von Tem-
peratur und statischem Magnetfeld abhängige Gleichgewicht ein. Die durch den
HF-Puls erzeugte Magnetisierung zerfällt exponentiell mit der Zeitkonstanten T1.
Die Konstante T1 ist dabei eine Materialkonstante, wobei Festkörper ein längeres
T1 aufweisen als Flüssigkeiten.
• Spin-Spin-Relaxation (Querrelaxation T2)
Während das transversale Wechselfeld eingeschaltet ist, präzidieren die Spins
in Phase und erzeugen ein mit der Lamorfrequenz in der x-y-Ebene kreisendes
magnetisches Moment. Nach dem Abschalten des Wechselfeldes dephasieren die
Spins durch Spin-Spin Wechselwirkungen und die Quermagnetisierung zerfällt
exponentiell mit der Zeitkonstanten T2.
Die T1 und T2 Relaxationsprozesse laufen gleichzeitig und unabhängig voneinander
ab. T2 muss jedoch immer kleiner oder gleich T1 sein, da es keine Quermagnetisie-
rung mehr geben kann, wenn das thermische Gleichgewicht wieder hergestellt ist.
Jedes Gewebe und jede pathologische Veränderung weisen jeweils charakteristische
T1 und T2 Werte auf, so dass sich hieraus vielfältige diagnostische Möglichkeiten
ergeben. In Tabelle 2.1 sind T1 und T2 Zeiten für einige in der kardiologischen Bild-
gebung relevanten Gewebetypen aufgeführt. Je nachdem welcher Relaxationsprozess
8 HF=Hochfrequenz
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vornehmlich für die Bildgebung genutzt wird spricht man von T1 bzw. T2 gewichte-
ten Bildern. Die unterschiedliche Gewichtung der Bilddaten entsteht durch die Wahl
geeigneter Pulssequenzen. Unter einer Pulssequenz versteht man eine Folge von HF-
Pulsen, deren Stärke, Dauer und zeitlicher Ablauf definiert ist.
Gewebe T1 (ms) T2 (ms)
Herzmuskel 870 75
Blut 1300 150
Fett 260 84
Skelettmuskel 870 50
Leber 490 43
Tabelle 2.1. T1 und T2 Zeiten unterschiedlicher Gewebe bei 1,5T [Hombach 06].
Vom Signal zum Bild
Das Ziel der MRT ist es, Schnittbilder der QuermagnetisierungMt(x, y) zu erzeugen.
Um aus dem MR-Signal ein Bild zu erhalten, ist jedoch eine Ortskodierung notwen-
dig, da sonst nur der Mittelwert über alle Voxel gemessen würde.
• Selektive Anregung:
Mittels der selektiven Anregung versucht man, die Wirkung des HF-Impulses auf
eine einzelne Schicht zu begrenzen. Wird zusätzlich zum statischen Hauptma-
gnetfeld ein Gradientenfeld in z-Richtung Gz = ∂Bz∂z geschaltet, besitzt jede
Schicht eine eigene Lamorfrequenz, da die Lamorfrequenz vom lokalen Magnet-
feld abhängt.
• Phasenkodierung:
Nachdem durch das Gz Gradientenfeld eine Schicht selektiert wurde, wird nun
noch eine Ortskodierung für die x- und y-Koordinate benötigt. Eine Phasenko-
dierung für die y-Koordinate erreicht man durch ein Gradientenfeld Gy =
∂By
∂y ,
das zwischen der HF-Anregung und dem Auslesen des Signals eingeschaltet wird.
Wird für kurze Zeit Ty das Gradientefeld Gy angelegt, so präzidieren die Spins in
Abhängigkeit ihrer y-Koordinate unterschiedlich schnell. Wird der Gradient wie-
der abgeschaltet, präzidieren die Spins wieder gleich schnell und der Phasenun-
terschied wird “eingefroren“. Nach [Dössel 00] lässt sich die Quermagnetisierung
damit in Abhängigkeit der y-Koordinate beschreiben.
MT (y) = MT0(y) · e(−jγ·Gy·y·Ty) (2.4)
• Frequenzkodierung:
Um jedes Voxel einzeln zu erfassen, fehlt noch eine Kodierung der x-Koordinate.
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Hierzu wird, nachdem der HF-Puls abgeklungen ist und während die Signale aus-
gelesen werden, ein GradientGx = ∂Bz∂x eingeschaltet. Die Spins präzidieren nun
in Abhängigkeit ihrer x-Koordinate unterschiedlich schnell und die Quermagne-
tisierung lässt sich in Abhängigkeit der x-Koordinaten und Zeit seit Einschalten
des Gradienten beschreiben.
MT (x, t) = MT0(x) · e(−jγ·Gx·x·t) (2.5)
Im Unterschied zur Phasenkodierung präzidieren die Spins während des Ausle-
sens mit unterschiedlichen Frequenzen, wodurch sie nach einer Fouriertransfor-
mation als Peaks unterscheidbar sind.
Nach der selektiven Anregung einer Schicht und dem Schalten des Phasen- sowie
Frequenzkodiergradienten kann das Signal nach [Dössel 00] direkt berechnet werden.
St(t, Ty) =
∫ ∫
MT0(x, y) · e−jγGxxt−jγGyyTy)dxdy (2.6)
Das Signal ergibt sich dabei als die durch die rotierende Quermagnetisierung in einer
Antenne induzierte Wechselspannung.
Da in Gleichung 2.6 nur das Produkt aus Gx und t beziehungsweise Gy und Ty
eingeht, kann eine normierte Zeit eingeführt werden, so dass das Signal zu
S(kx, ky) =
∫ ∫
MT0(x, y) · e(−jkxx−jkyy)dxdy (2.7)
wird, wobei kx = γGxt und ky = γGyTy gilt. Der Normierung der Zeit liegt die
Überlegung zugrunde, dass es keine Rolle spielt, ob man einen kleinen Gradienten
für lange Zeit, oder einen großen Gradienten für kurze Zeit schaltet. Gleichung 2.7
beschreibt nun nichts anderes, als die zweidimensionale Fouriertransformierte der
Quermagnetisierung MT0(x, y), so dass eine 2D-Fouriertransformation zum gesuch-
ten Bild führt. Abbildung 2.6 zeigt eine Schicht einer MR-Aufnahme des Herzens.
2.2.4 Röntgen
Das klassische projektive Röntgen spielt in der Kardiologie vor allem als Koronaran-
giographie bei der Untersuchung der Koronarien im Katheterlabor eine Rolle. Die
Koronarangiographie ist ein invasives Verfahren zur Kontrastmitteldarstellung der
Koronaraterien. Der Patient liegt dabei im Katheterlabor auf einem Tisch, der von
einer Röntgenröhre auf einem C-Stativ umkreist werden kann, so dass Aufnahmen
des Herzens aus jedem erdenklichen Winkel angefertigt werden können [Lederhuber
05]. Abbildung 2.7 zeigt eine Angiographie des linken und rechten Koronarbaumes.
32 2 Medizinisch/Technische Grundlagen
Abb. 2.6. Axialer Schnitt einer thorakalen MR-Aufnahme.
(a) (b)
Abb. 2.7. Angiographie des linken (a) und rechten (b) Koronarbaumes (aus [Ohnesorge 07].
2.2.5 Computer-Tomographie
Die Computer-Tomographie (CT) stellt neben der MRT ein weiteres tomographisches
Verfahren in der Radiologie dar. Nach Vorarbeiten von Allan M. Commacks wurde
das Verfahren Anfang der 1970er Jahre von Godfrey Hounsfield entwickelt. 1979
erhielten beide für ihre Arbeit den Nobelpreis für Medizin.
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Röntgenleistung im Detektor ist in einem solchen Fall abhängig von der Richtung,
aus der das Voxel durchstrahlt wird. Nur im linken Fall ergibt sich die gemesse-
nen Leistung tatsächlich als Mittelwert der beiden Teilstrahlen. Im rechten Fall
erhält man stattdessen:
J = J0 · e−µ1∆y/2−µ2∆y/2 (2.10)
In den Bilddaten wirken sich derartige Partialvolumenartefakte als Streifen aus,
die sich durch das gesamte Bild ziehen. Verhindern lassen sich solche Artefakte
nur durch dünnere Schichten und eine feinere Abtastung ∆s.
Abb. 2.10. Partialvolumenartefakte: Unterschiedliche Werte für lnJ0
J
aus verschiedenen Rich-
tungen.
• Strahlaufhärtungs Artefakte
Da der Röntgenschwächungskoeffizient im Allgemeinen eine Funktion der Quan-
tenenergie ist und Röntgenröhren ein relativ breites Spektrum an Quantenener-
gien liefern, müsste die tatsächliche Schwächung der eingestrahlten Leistung fol-
gendermaßen berechnet werden:
J =
∫
dJ0(E)
dE
· e
∫
µ(x,y,E)dldE (2.11)
mit:
J0 = gesamte eingestrahlte Strahlungsleistung,
µ(x, y, E) = Röntgenschwächungskoeffizient als Funktion vom Ort
und der Quantenenergie,
J = gesamte durchgelassene Strahlungsleistung,
dJ0(E)
dE = eingestrahlte Strahlungsleistung im Energieintervall dE.
Würden alle Quanten unterschiedlicher Energien gleichmäßig absorbiert, würde
allein die Abhängigkeit des Röntgenschwächungskoeffizienten von der Quanten-
energie noch keine Artefakte produzieren. Der “weiche”, niederenergetische Teil
des Röntgenspektrums wird jedoch relativ stark absorbiert, während der “harte”,
hochenergetische Teil übrigbleibt. Durch diese Strahlaufhärtung kommt es zu
2.2 Bildgebung 37
ähnlichen Störungen wie bei den Partialvolumenartefakten, da für ein und das
selbe Voxel aus unterschiedlichen Richtungen verschiedene Schwächungskoeffi-
zienten gemessen werden.
Reduzieren lassen sich derartige Artefakte nur durch die Verwendung höherener-
getischer Strahlung, da die Funktion µ(E) zu höheren Energien hin flacher ver-
läuft. Der niederenergetische Teil im Spektrum sollte dann durch Kupfer-Vorfilter
abgeschnitten werden.
Abb. 2.11. Artefakte durch Schrittmacherelektrode. Der Pfeil zeigt die Position der Schrittma-
cherelektrode im Bild.
• Bewegungsartefakte:
Insbesondere in der Kardiologie spielen Bewegungsartefakte bei der CT-
Bildgebung eine große Rolle. Vor allem im Bereich der Koronarien kann es durch
die Herzbewegung während der Aufnahme zu Artefakten kommen.
Mehrschicht-Spiral-CT
Nachdem in den vorherigen Abschnitten das prinzipielle Verfahren der CT-
Bildgebung vorgestellt wurde, soll nun auf die Erweiterungen Spiral-CT, sowie
Mehrschicht-CT eingegangen werden.
Eine deutliche Verbesserung im Vergleich zu sequentiell aufgenommenen Schichten
stellt die von W. A. Kalender Anfang der 90er Jahre entwickelte Spiral-CT dar. Bei
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ßer wird der so genannte Kegel-Winkel. Als Kegel-Winkel wird der Winkel bezeich-
net, um den die Messstrahlen gegen eine auf der z-Achse senkrecht stehende Ebene
geneigt sind [Ohnesorge 99]. Aus Aufwandsgründen wird allerdings zumindest bei
Scannern mit weniger als vier Zeilen, der Kegel-Winkel bei der Rekonstruktion
nicht berücksichtigt. In Abbildung 2.13 erkennt man, dass sich bei Vernachlässi-
gung des Kegel-Winkels eine “Schichtverschmierung” δs in z-Richtung ergibt. Für
die äußerste Schicht eines N-Schicht-Scanners ergibt sich nach [Ohnesorge 99] für
δs:
δs = (N − 1) · s · RFOV
RF
(2.12)
mit
RFOV = Radius des Messfeldes
RF = Fokus-Drehzentrumsabstand.
Um Artefakte zu vermeiden, sollte die Schichtverschmierung nicht größer als die
nominelle Schichtdicke s sein. Mit RFOV = 250mm und RF ≈ 600mm erhält man
damit eine maximale Schichtanzahl von N ≤ 4 [Ohnesorge 99].
Abb. 2.13. Geometrie eines 4-Schicht Scanners (aus [Ohnesorge 99]).
Sollen simultan mehr als vier Schichten aufgenommen werden, so darf der Kegel-
Winkel nicht mehr vernachlässigt werden, da sonst an Hochkontrastobjekten wie
Knochenkanten Artefakte entstehen.
Ein approximatives Verfahren zur Berücksichtigung des Kegel-Winkels bei der
Rekonstruktion stellt das von Kachelrieß et al. [Kachelrieß 00] vorgeschlagene
Advanced Single Slice Rebinning (ASSR) dar. Bei den einfachen Spiralrekonstrukti-
onsalgorithmen werden vor der Rückprojektion virtuelle Projektionen pΘ berechnet,
die in einer Ebene senkrecht zur Patientenachse liegen. Beim ASSR-Verfahren wer-
den für die Rekonstruktion einer Schicht Projektionen aus einem Scanintervall von
ca. 240◦ verwendet, aus denen, wie bei der einfachen Spiral-Rekonstruktion, virtu-
elle Projektionen berechnet werden. Diese virtuellen Projektionen liegen nun jedoch
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in einer zur Patientenachse gekippten Ebene, um mit dem Spiralpfad des Brenn-
fleckes übereinzustimmen [Flohr 02a]. Auf die berechneten virtuellen Projektionen
kann anschließend eine normale 2D-gefilterte-Rückprojektion angewandt werden.
Um schließlich den gewohnten Stapel aus parallelen Schichtbildern zu erhalten, wer-
den die rekonstruierten Bilder nach der Rückprojektion entsprechend reformatiert.
Das ASSR-Verfahren hat aber nach [Flohr 02a] zwei wesentliche Nachteile. Zum
einen funktioniert es nur bei einem Tischvorschub, bei dem ein Schichtbild einer
Rotation um 240◦ entspricht und zum anderen beträgt die maximale Dosisnutzung
nur ca. 70%, was für den Patienten eine unnötige Dosisbelastung bedeutet. Eine
Lösung für beide Probleme stellt das Adaptive Multiplane Reconstruction (AMPR)
Verfahren dar. Anstatt wie beim ASSR-Verfahren alle zur Verfügung stehenden Pro-
jektionen für die Rekonstruktion einer einzelnen Schicht zu verwenden, werden beim
AMPR-Verfahren die Projektionen auf mehrere Teilbilder verteilt, die in beliebig zur
Scanebene gedrehten Ebenen liegen. Diese Ebenen können, wie in Abbildung (2.14)
gezeigt, individuell an den Spiralpfad angepasst werden.
Mit diesem Verfahren ist es möglich, die Beschränkung auf vier simultan aufgenom-
mene Schichten zu umgehen und mit aktuellen Scannern 64 und mehr Schichten pro
Rotation aufzunehmen.
Abb. 2.14. Individuell an den Spiralpfad angepasste Rekonstruktionsebenen des AMPR-
Verfahrens (aus [Flohr 02a]).
Kardio-CT
Die nichtinvasive Herzbildgebung ist für alle radiologischen Modalitäten eine her-
ausfordernde Aufgabe. Um das schlagende Herz ohne störende Bewegungsartefakte
darzustellen, ist zum einen eine hohe zeitliche Auflösung erforderlich, um die Bewe-
gung des Herzens einzufrieren. Zum zweiten muss es möglich sein, das gesamte Herz
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ist nach derzeitigem Entwicklungsstand eine zeitliche Auflösung von 83ms möglich,
was unter anderem eine verbesserte Beurteilung koronaren Plaques ermöglicht [Rei-
mann 07].
Abb. 2.17. Schematische Darstellung eines Dual-Source-CT mit zwei orthogonalen Röntgen-
röhre und Detektoren (aus [Flohr 06]).
2.2.6 Nuklearmedizinische Bildgebung
Bei der nuklearmedizinischen Bildgebung werden in den Stoffwechsel des Patienten
radionuklidhaltige Präparate eingeschleust und deren Verteilung im Körper gemes-
sen. Es geht hierbei also weniger um eine morphologisch exakte Darstellung, als viel-
mehr um die Visualisierung von Stoffwechselvorgängen. Als tomographische, nukle-
armedizinische Verfahren haben sich die Single-Photon Emission Computed Tomo-
graphy (SPECT), sowie die Positronenemissionstomographie etabliert.
Bei der SPECT rotiert ähnlich wie bei der CT ein Detektor für γ-Strahlung um den
Patienten. Analog zur CT können anschließend aus den gemessenen Daten Schnitt-
bilder der Aktivität berechnet werden. Die Darstellung der räumlichen Verteilung
der Aktivität wird als Szintigramm bezeichnet. Für die kardiologische Diagnostik
kann die SPECT beispielsweise für die Beurteilung einer Ischämie des Myokards
genutzt werden. Hierzu wird radioaktives 201Thalium-Chlorid (201Tl-Cl) verabreicht.
Das Thalium-Chlorid wird in die Herzmuskelzellen aufgenommen und verzögert
wieder ausgeschieden, wobei die Ausscheidung in ischämischen Zellen verlangsamt
abläuft [Lederhuber 05]. Abbildung 2.18 zeigt ein Belastungsmyokardszintigramm
nach Thalium-Chlorid Gabe.

3Stand der Forschung
Bedingt durch die immer größer werdende Bedeutung der bildgebenden tomogra-
phischen Verfahren in der Herzdiagnostik, gibt es inzwischen eine Vielzahl von
Forschungsgruppen, die sich mit der semi- bzw. vollautomatischen Analyse tomo-
graphischer Bilddaten des Herzens beschäftigen. Da zum einen erst mit der Ein-
führung moderner Mehrschicht-CT Scanner mit Rotationszeiten von deutlich unter
einer Sekunde eine sinnvolle Diagnostik mittels CT möglich wurde, und zum ande-
ren Aufnahmen mit Magnetresonanztomographie den besseren Weichgewebekontrast
bieten, beschränken sich jedoch viele Arbeiten ausschließlich auf die Analyse von
MR-Daten.
In diesem Kapitel soll ein Überblick über die wichtigsten Arbeiten gegeben werden,
die sich mit der Analyse tomographischer Bilddaten des Herzens beschäftigen. Hier-
bei wird der Schwerpunkt auf die für diese Arbeit wichtigen Themenkomplexe, die
automatische Lokalisation des Herzens, die Segmentierung der Kavitäten, sowie auf
die Analyse des Koronarbaumes gelegt. Dabei werden vornehmlich Arbeiten betrach-
tet, die sich auch der Segmentierung von CT-Daten widmen.
3.1 Vollautomatische Lokalisation des Herzens in
tomographischen Datensätzen
Die Forschung im Bereich der Segmentierung medizinischer Bilddaten konzentriert
sich in der Regel auf die möglichst exakte Detektion des Umrisses einer gegebenen
Struktur, beispielsweise eines Organs, nicht jedoch auf das Auffinden dieser Struktur
im Datensatz. Selbst die weitestgehend automatisierten modellbasierten Segmentie-
rungsverfahren überlassen die initiale Positionierung häufig dem Nutzer. Enge Zeit-
fenster im diagnostischen Arbeitsablauf sowie die immer größer werdenden Daten-
sätze verlangen jedoch nach einer immer weitergehenden Automatisierung, sodass
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alle wesentlichen Parameter vorberechnet und dem untersuchenden Mediziner auf
einen Blick präsentiert werden können.
Beschäftigt man sich mit der automatischen Lokalisation des Herzens in tomogra-
phischen Datensätzen, so kann man die Verfahren im Wesentlichen in zwei Klassen
einteilen. Die erste Klasse bilden die Verfahren, bei denen die ungefähre Lage und
Orientierung bereits durch die verwendeten Daten bekannt ist, oder bei denen spe-
zielle Eigenschaften des Aufnahmeprotokolls die Lokalisation erleichtern. Zu einer
weiteren Klasse können Verfahren zusammengefasst werden, die in beliebig orientier-
ten Daten in der Lage sind, das Herz ohne weiteres Vorwissen über die verwendeten
Daten vollautomatisch zu lokalisieren. Der überwiegende Anteil der Verfahren zur
automatischen Lokalisation fällt in die erste Klasse, da bei der Magnetresonanztomo-
graphie, sowie bei den nuklearmedizinischen Modalitäten PET und SPECT bereits
durch die Rekonstruktion der Schichtbilder Kurz- und Längsachsenschnitte des Her-
zens entstehen.
Im Folgenden werden exemplarisch einige Arbeiten genannt, die in entsprechend vor-
formatierten Daten das Herz lokalisieren können.
Jolly et al. [Jolly 06, Jolly 01] verwenden ein auf der Maximum Discrimination
Methode1 [Colmenarez 97] basierendes Verfahren zur automatischen Lokalisation
des linken Ventrikels in Kurzachsen-MR-Aufnahmen.
Die Tatsache, dass in multiphasischen Daten die Bewegung im Bereich des Ventrikels
am größten ist, machen sich Adluru et al. [Adluru 06] sowie Pedneka et al. [Pednekar
06] zunutze. Adluru et al. bestimmen die Grauwertvarianz in einem Perfusions MR-
Datensatz und nehmen den Punkt mit der höchsten Varianz als einen Punkt im linken
Ventrikel an. Pedneka et al. bestimmen ebenfalls ein Varianzbild, jedoch in einer
SSFP2 MR-Sequenz. Der linke Vetrikel wird anschließend mit einer Houghtransfor-
mation detektiert.
Stegmann et al. [Stegmann 05] verwenden die sogenannten Aktiven Erscheinungsmo-
delle (AAM engl. Active Appearance Models) zur Segmentierung des linken Ventri-
kels in MR-Daten. Mittels einer Prokrustes Analyse können diese Modelle zur Loka-
lisation von Objekten verwendet werden, solange das Modell initial nahe genug an
der zu segmentierenden Struktur platziert wird. Um die Suche robuster zu machen,
platzieren Stegmann et al. das initiale Modell an neun verschiedenen Positionen mit
unterschiedlichen Orientierungen um die gelernte mittlere Form herum.
1 Zugunsten eines besseren Verständnisses wurde bei Fachtermini, für die keine gebräuch-
liche deutsche Übersetzung existiert, der englischsprachige Ausdruck beibehalten. Siehe
hierzu auch Anhang B
2 SSFP: Steady-state free precession, eine schnelle Sequenz für die MR-Herzbildgebung
[Pujadas 04].
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Die anspruchsvollere Aufgabe stellt sich bei der automatischen Lokalisation des Her-
zens in beliebig orientierten Daten. Zu dieser Fragestellung sind dem Autor nur zwei
Arbeiten bekannt, die im Folgenden kurz vorgestellt werden.
Lelieveldt et al. [Lelieveldt 99b, Lelieveldt 99a, Lelieveldt 98] versuchen ein Oberflä-
chenmodell auf thorakale MR-Daten anzupassen. Hierzu wurden zunächst aus manu-
ell annotierten MR-Daten auf Hyperquadriken basierende Oberflächenstücke erstellt.
Diese Teilflächen wurden durch boolsche Operatoren zu einem CSG-Modell3 zusam-
mengesetzt, das die wesentlichen Grenzflächen zwischen Organen, sowie zwischen
Gewebe und Luft im Thoraxbereich enthält. Dieses Modell wird zur automatischen
Lokalisation der thorakalen Organe in einem hierarchischem Prozess auf die Luft-
Gewebegrenzen im Datensatz lokal affin registriert.
Die Autoren Lorenz et al. stellen in [Lorenz 05] ein rekursives Suchstrahlverfah-
ren zur automatischen Lokalisation des Herzens in CT-Daten vor. Basierend auf der
Annahme, dass das Herz eines Erwachsenen mindestens einen Durchmesser von
60mm hat und in CT-Aufnahmen keine HU-Werte kleiner -500 aufweist, sowie wei-
testgehend von Luft (Lungengewebe) umschlossen ist, wird der Datensatz zunächst
von links nach rechts entlang von Suchstrahlen untersucht. Von jedem Mittelpunkt
eines auf den Suchstrahlen gefundenen Gewebebereichs von mindestens 60mm
Länge, der von HU-Werten kleiner -500 eingeschlossen ist, wird nun wiederum
ein Suchstrahl, diesmal in anterior-posterior Richtung, ausgesandt. Wird ein gülti-
ger Gewebebereich gefunden, wird im dritten Schritt schließlich ein Suchstrahl in
Richtung kaudal-cranial ausgesandt. Im abschließenden letzten Schritt werden die
in Schritt drei gefundenen Kandidatenpunkte mittels eines sphärischen Abtastsche-
mas verifiziert. Auf diese Weise werden von Luft umgebene Gewebebereiche von
mindestens 60mm Durchmesser detektiert. Als Herzmittelpunkt wird nun der größte
so detektierte Bereich angenommen. Trotz des relativ einfachen Ansatzes konnten
Lorenz et al. auf diese Weise in CTA-Daten mit Erfolg das Herz mit einer Laufzeit
im Subsekundenbereich detektieren.
3.2 Segmentierung der Kavitäten des Herzens
Zur Beurteilung der Funktion des Herzens sind vor allem die volumetrischen Para-
meter wie das Schlagvolumen, oder die Ejektionsfraktion von Interesse. Zur Bestim-
mung dieser Parameter ist es notwendig, die Kavitäten des Herzens, insbesondere den
linken Ventrikel, zu segmentieren.
Die Schwierigkeit der Segmentierung der Kavitäten des Herzens beruht im Wesentli-
chen auf zwei Faktoren. Zum einen liegt beim menschlichen Herzen eine hohe intra-
subjekt Variabilität vor, das heißt, die Varianz der Form von Patient zu Patient ist
3 Constructive Solid Geometry: Konstruktive Festkörpergeometrie.
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entsprechend groß. Zum anderen muss beachtet werden, dass das Herz nicht als stati-
sches Organ aufgefasst werden kann, sondern die Bewegung des Herzens bei der Seg-
mentierung berücksichtigt werden muss. Bei der Analyse vierdimensionaler tomogra-
phischer Daten des Herzens müssen gleichzeitig zwei Probleme gelöst werden: Ein
Segmentierungsproblem, das heißt das Finden der korrekten Gewebegrenzen, sowie
ein Trackingproblem, das heißt das Rekonstruieren der korrekten Trajektorien einzel-
ner Gewebepunkte bzw. Landmarken. Beide Probleme können nicht isoliert vonein-
ander betrachtet werden, zumal eine isolierte Segmentierung einzelner Phasen ohne
Berücksichtigung des Zusammenhangs zwischen den Phasen leicht zu inkonsistenten
Ergebnissen führen kann.
Versucht man die Arbeiten, die sich mit der Segmentierung der Kavitäten des Herzens
beschäftigen, zu ordnen, bieten sich die folgenden Klassifikationskriterien an:
• Anzahl der segmentierten Kavitäten: Wird nur der für die Diagnostik besonders
wichtige linke Ventrikel, wird zusätzlich auch der rechte Ventrikel oder werden
gar alle vier Kavitäten segmentiert?
• 3D oder 4D: Wird das Herz nur statisch zu einem Zeitpunkt bzw. zu den beiden
Bewegungsendpunkten Enddiastole und Endsystole betrachtet, oder werden alle
Phasen des Herzzyklus in 4D-Datensätzen analysiert?
• Bildgebungsmodalität: Ist das Verfahren auf eine bestimmte Bildgebungsmodali-
tät ausgelegt, oder können sowohl CT als auch MR-Daten analysiert werden?
• Interaktionsgrad: Welche Nutzerinteraktion ist für eine erfolgreiche Segmentie-
rung notwendig? Arbeitet das Verfahren semi- oder vollautomatisch?
• Volumen- oder konturbasiert: Werden zusammenhängende Voxelbereiche
gesucht, oder werden Kanten bzw. Oberflächen gesucht, die unterschiedliche
Gewebe möglichst gut voneinander trennen?
• Verwendete Methodik: Welches algorithmische Verfahren wird zu Segmentierung
verwendet?
Im Folgenden werden die für den Bereich der Segmentierung des Herzens in tomo-
graphischen Daten wichtigen Arbeiten aufgeführt. Dabei werden die Arbeiten nach
deren zugrunde liegender Methodik gruppiert.
Da die zugrunde liegenden Bilddaten häufig artefaktbehaftet und verrauscht sind,
liefern einfache Schwellwert oder kantenbasierte Verfahren nur sehr unzureichende
Ergebnisse, beziehungsweise sind nur mit entsprechend viel Interaktion mit dem
Radiologen zu nutzen. Daher nutzen nahezu alle Verfahren zur Segmentierung des
Herzens Modellwissen in unterschiedlichem Maße. Ein Segmentierungsverfahren
wird als modellbasiert bezeichnet, wenn in den Segmentierungsprozess Wissen über
die erwartete Form oder Textur des zu segmentierenden Objekts einfließt. Dieses a-
priori Wissen schränkt den Suchraum ein und verhindert ein “Auslaufen” in angren-
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zende Regionen und damit unplausible Segmentierungsergebnisse. Eine Schwierig-
keit beim Integrieren des Modellwissens in das Segmentierungsverfahren besteht in
der Abwägung, wie frei sich das Modell deformieren kann. Wird das Modell zu fle-
xibel gewählt, werden unter Umständen unerwünschte Gewebebereiche mitsegmen-
tiert. Wird das Modell hingegen zu starr gewählt, können pathologische Veränderung
nicht korrekt erfasst werden, wenn diese nicht bereits bei der Modellbildung berück-
sichtigt wurden.
Einen Überblick über die verschiedenen für die Herzsegmentierung eingesetzten
modellbasierten Verfahren geben Frangi et al. [Frangi 01b].
Die meisten der im Bereich der Herzsegmentierung eingesetzten Verfahren lassen
sich auf deformierbare Modelle [McInerney 96] zurückführen. Hierbei wird ein
initiales Modell iterativ solange verformt, bis es hinreichend genau mit dem gesuch-
ten Objekt übereinstimmt. Das Segmentierungsergebnis wird daher nicht wie bei ein-
fachen voxelbasierten Verfahren durch eine resultierende Binärmaske, sondern durch
die Parametrisierung des Modells beschrieben. Das Modell selbst und damit die Ober-
fläche oder Kontur des zu segmentierenden Objekts, kann dabei auf unterschiedliche
Art und Weise repräsentiert werden.
• Punktmengen: Das Modell wird durch eine Punktmenge repräsentiert, deren
Topologie in der Regel als Oberflächennetz in 3D oder als Polygonzug in 2D
gegeben ist.
• Spezifische feste Modellgeometrien: Für einfache Modellgeometrien kann ein
festes Abtastschema in Zylinder oder Kugelkoordinaten verwendet werden [Fritz
05]. Diese Modelle lassen allerdings keine beliebigen Deformationen zu.
• Parametrische Darstellung: Darstellung über mathematische Formfunktionen wie
Superquadriken, Splines und NURBs.
• Isokontur: Das Segmentierungsergebnis wird als Nullstellenmenge, Isokontur
zum Funktionswert Null oder Nulllevel einer höherdimensionalen Funktion auf-
gefasst.
3.2.1 Aktive Konturen
Im Bereich der Segmentierung medizinischer Bilddaten und im Speziellen der Seg-
mentierung des Herzens, basiert ein Großteil der Arbeiten auf dem Prinzip der Akti-
ven Konturen oder Snakes, welche 1987 von Kass et al. [Kass 88] entwickelt wurden.
Aktive Konturen beschreiben das zu segmentierende Objekt als parametrische Kurve,
welche nach einer Initialisierung durch externe und interne Energien beeinflusst wird.
Die externen Energien basieren dabei auf dem Bildinhalt, beispielsweise dem Gradi-
ent an der Kurvenposition, wobei die internen Energien ausschließlich durch die Form
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der Kurve definiert sind. Das Segmentierungsproblem kann damit als Minimierungs-
problem des Integrals über die Kurve aufgefasst werden.
E =
1∫
0
Eint(v(s)) + Eext(v(s))ds (3.1)
Zusätzlich zu den erwähnten internen und externen Energien werden häufig weitere
Kräfte, nämlich Ballon- und Federkräfte, eingesetzt, die die Kontur dilatieren bezie-
hungsweise zusammenziehen. Diese Kräfte können jedoch nur dann sinnvoll genutzt
werden, wenn die initiale Kontur vollständig innerhalb oder komplett ausserhalb des
zu segmentierenden Objekts liegt.
Werden Snakes auf drei Dimensionen erweitert, spricht man von Dynamischen Ober-
flächen oder Ballonmodellen. Da die meisten Algorithmen jedoch prinzipiell sowohl
in 2D als auch in 3D und zum Teil sogar auf 4D-Daten arbeiten können, wird der
Begriff Kontur im Folgenden allgemein für die Begrenzung eines zu segmentieren-
den Objekts verwendet.
Die Autoren Montagnat und Delingette [Montagnat 05, Montagnat 00] verwen-
den 4D-Dynamische Oberflächen zur Segmentierung des linken Ventrikels in MR,
SPECT sowie Ultraschall Daten. Die Kontur wird dabei als eine Menge von 3D-
Simplexnetzen betrachtet, wobei die externe Energie so modifiziert wurde, dass
der zeitliche Zusammenhang zwischen den einzelnen Phasen berücksichtigt werden
kann.
Shang et al. [Shang 06] verwenden einen hierarchischen Ansatz zur Segmentierung
des linken Ventrikels in 4D-MR-Daten. Die Hierarchie wird erreicht, indem das
als Kontur verwendete Dreiecksnetz in verschiedenen Auflösungsstufen ausgedünnt
wird. Als Ergänzung der externen Energie ziehen die Autoren die von Xu und Prince
[Xu 97] vorgeschlagene Gradient Vector Flow Energie hinzu, die die Kontur über
größere Entfernungen anziehen kann, als dies mit einer einfachen gradientenbasier-
ten Energie möglich wäre.
Um die geometrische Beziehung zwischen der epikardialen und der endokardialen
Kontur für die Segmentierung nutzen zu können, verwenden Spreeuwers und Breeu-
wer [Spreeuwers 03] eine gekoppelte Aktive Kontur zur simultanen Extraktion der
beiden das linksventrikuläre Myokard begrenzenden Konturen.
Pluempitiwiriyawej et al. [Pluempitiwiriyawej 03] integrieren in ein Aktive Kontu-
ren Verfahren zur Segmentierung des links- und rechtsventrikulären Myokards in
MR-Kurzachsenschnitten, a-priori Formwissen durch eine Ellipsoidbedingung für die
interne Energie. Hierdurch kann mit der internen Energie nicht nur eine glatte, son-
dern darüberhinaus auch noch eine näherungsweise ellipsenförmige Kontur erzwun-
gen werden, wie es für das Myokard im Kurzachsenschnitt wünschenswert ist.
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Die Autoren Montillo et al. [Montillo 03] verwenden einen Aktiven Konturen Ansatz,
um vollautomatisch die drei Oberflächen, das linke und rechte Endokard, sowie
das beide Kammern umgebende Epikard, in MR-Tagging Datensätzen abzugrenzen.
Zunächst werden hierzu auf den 2D-Kurz- und Längsachsenschnitten die konturbe-
einflussenden Kräfte berechnet und anschließend zu 3D-Bildkräften zusammenge-
setzt, um ein echtes 3D-Modell zu erhalten.
Jolly et al. [Jolly 06, Jolly 01] kombinieren eine Expectation-Maximization (EM)
basierte [Redner 84] Regionen-Segmentierung mit einer graphenbasierten Aktiven
Kontur [Mortensen 98]. Mittels des EM-Algorithmus werden zunächst vier Gaus-
skurven (Luft, Fett, Muskel, Blut) an das Histogramm angepasst, um ein Wahrschein-
lichkeitsbild zu erstellen, das jedem Pixel die Wahrscheinlichkeit zuordnet, zum Myo-
kard zu gehören. Das Minimierungsproblem der Aktiven Kontur wird anschließend
auf eine Graphensuche mittels Dijkstra Algorithmus [Dijkstra 59] abgebildet, indem
das Bild als gewichteter Graph aufgefasst wird. Der Vorteil des graphentheoretischen
Ansatzes gegenüber dem klassischen von Kass et al. [Kass 88] vorgeschlagenen, auf
Gradientenabstieg basierenden Verfahren, ist die geringere Empfindlichkeit gegen-
über der initial gewählten Kontur.
Die Autoren Berg et al. [von Berg 05] sowie Ecabert et al. [Ecabert 05, Ecabert
06b, Ecabert 06a] verwenden einen, durch a-priori Wissen über die Form des zu
segmentierenden Objektes eingeschränkten [Weese 01], Aktive Konturen Ansatz zur
vollautomatischen Segmentierung aller vier Kavitäten des Herzens in CT-Daten. Im
Gegensatz zu den von Kass et al. vorgeschlagenen Snakes, basiert die interne Energie
hierbei nicht auf der Krümmung und Glattheit der Kontur, sondern auf der Abwei-
chung zu einer zuvor gelernten Kontur. Um die externe Energie robuster zu gestalten,
verwenden die Autoren einen als simulated search [Peters 05] bezeichneten Ansatz.
Dabei werden in einem Simulationsprozess verschiedene, auf lokalen Gradienten und
Grauwerten basierende Merkmale evaluiert und für jeden Konturpunkt die Merk-
malskombination gewählt, die im Simulationsprozess zur geringsten Abweichung zur
gesuchten Kontur geführt hat.
3.2.2 Statistische Formmodelle
Eine Erweiterung der Aktiven Konturen wurde von Cootes et al. [Cootes 95a] mit
den so genannten Aktiven Formmodellen (engl. Active Shape Models ASM) und Akti-
ven Erscheinungsmodellen vorgestellt. Mit dieser Erweiterung werden die möglichen
Deformationen des Modells auf “plausible” Formen beschränkt, wodurch der Seg-
mentierungsprozess robuster und unempfindlicher gegenüber verrauschten Bilddaten
wird. In einem vorhergehenden Lernprozess werden hierzu alle Formausprägungen
“gelernt” und ein Punktverteilungsmodell (engl. Point Distribution Model (PDM)
erstellt, welches die Deformation auf die gelernten Formvarianzen beschränkt.
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Punktverteilungsmodelle beschreiben die mittlere Form, sowie sämtliche plausi-
ble Formvariationen der zu segmentierenden Struktur. Cootes und Taylor [Cootes
04] definieren die Form eines Objektes als Qualität einer Konfiguration von Punk-
ten, die gegenüber bestimmten Transformationen (in der Regel: Translation, Rota-
tion, Skalierung) invariant sind. Die Form eines Objektes lässt sich demnach durch
eine endliche, geordnete Menge an Punkten auf der Objektbegrenzung beschreiben
x = (x1, y1, z1, . . . , xn, yn, zn)
T ∈ R3n. Damit besteht eine wesentliche Frage-
stellung beim Aufbau eines Punktverteilungsmodells in der Wahl der zu verwen-
denden Punkte, die das Objekt eindeutig beschreiben. Je nach der zu segmentieren-
den Struktur können entweder anatomische Landmarken, also eindeutig identifizier-
bare anatomische Punkte, oder Verteilungen von Pseudolandmarken verwendet wer-
den. Unter Pseudolandmarken werden Punkte verstanden, die nicht unbeding eindeu-
tig einer anatomischen Struktur zugeordnet werden können, sondern beispielsweise
durch Registrierung eines Oberflächennetzes auf den Datensatz als Knoten dieses
Netzes interpretiert werden können.
Um mit einem PDM die Formausprägungen eines Objektes beschreiben zu kön-
nen, muss das Modell zunächst mit möglichst vielen Instanzen des Objektes trainiert
werden. Da die Formbeschreibung invariant gegenüber Ähnlichkeitstransformationen
sein sollte, müssen die Trainingsvektoren zunächst in ein gemeinsames Referenzsys-
tem gebracht werden. Eine verbreitete Methode hierzu ist die Anwendung einer Pro-
krustes Analyse [Goodall 91]4. Alternativ dazu könnten die Daten auch nur Mittelwert
bereinigt werden und die verbleibenden Freiheitsgrade als natürliche Formvariation
betrachtet werden.
Anhand der gelernten Formvektoren xi wird anschließend versucht, ein parame-
trisierbares Modell x = M(b) zu erstellen, mit dem sich alle möglichen For-
mausprägungen des Objektes erzeugen lassen. Der Vektor b stellt dabei den Para-
metervektor des Modells dar. Ein solches Modell kann durch Anwendung einer
Hauptkomponenten-Analyse auf die Trainingsdaten erstellt werden. Hierzu wird
zunächst die Durchschnittsform berechnet,
x¯ =
1
m
m∑
i=1
xi (3.2)
die Kovarianzmatrix bestimmt,
S =
1
m− 1
m∑
i=1
(xi − x¯) · (x¯− xi)T (3.3)
4 Prokrustes, Sohn des Poseidon, bot der Legende nach Reisenden ein Bett an. War der Gast
groß, bekam er ein kleines Bett angeboten und die Beine abgehackt, so dass er hineinpasste.
War er hingegen eher klein, bekam er ein großes Bett angeboten und wurde soweit gestreckt,
bis er hineinpasste.
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und anschließend die Eigenvektoren φi von S berechnet, wobei die Eigenvektoren
derart geordnet sind, dass für die zugehörigen Eigenwerte λi ≥ λi+1 gilt.
Aus den t größten Eigenvektoren Φs = (φ1 φ2 . . . φt), sowie der Durch-
schnittsform x¯ können schließlich beliebige Instanzen des Objektes approximiert
werden,
x = x¯ + Φs · bs (3.4)
wobei der Vektor
bs = Φ
T
s · (x− x¯) (3.5)
die Parameter des deformierbaren Modells beschreibt.
In den von Cootes und Taylor vorgestellten Aktiven Formmodellen [Cootes 95a] wer-
den die zuvor beschriebenen Punktverteilungsmodelle als a-priori Wissen zu Ein-
schränkung des Segmentierungsprozesses verwendet. Die eigentliche Segmentierung
erfolgt hierbei iterativ, indem zunächst die mittlere Form im Datensatz platziert wird
und dann in jedem Schritt die Modellpunkte entlang der Oberflächennormalen anhand
der Bildinformation (Gradienten, Grauwerte, Mahalanobis Distanz...) verschoben
werden. Anschließend werden die verschobenen Punkte wieder auf das Modell abge-
bildet. Um die Deformation auf plausible Werte zu begrenzen, können die Werte des
Parametervektors b beschränkt werden. Hierdurch wird der Segmentierungsprozess
wesentlich stabiler und unempfindlicher gegenüber Artefakten und es kann garantiert
werden, dass das Segmentierungsergebnis eine, im Sinne der Trainingsdaten, plausi-
ble Form darstellt.
Wird zusätzlich zur statistischen Modellierung der Form auch ein Modell der Tex-
tur des zu segmentierenden Objektes verwendet, spricht man von Aktiven Erschei-
nungsmodellen, die von Cootes et al. als Erweiterung der Aktiven Formmodelle vor-
geschlagen wurden [Cootes 01, Cootes 98]. Zum Erstellen eines statistischen Modells
der Grauwerterscheinung werden zunächst die Trainingsdatensätze derart verformt,
dass die Modellpunkte auf die mittlere Form abgebildet werden. Anschließend wird
für jeden Trainingsdatensatz die durch die mittlere Form abgedeckte Grauwertinfor-
mation erfasst und ähnlich dem Vorgehen zur Erstellung des Punktverteilungsmo-
dells, durch Anwenden einer Hauptkomponenten-Analyse, ein Modell erstellt. Damit
können mögliche Grauwerterscheinungen durch ein mittleres Grauwertmodell, sowie
eine gewichtete Summe der Eigenvektoren approximiert werden.
g = g¯ + Φg · bg (3.6)
Da Form und Grauwerte korreliert sind, können die Form bs und Grauwert bg
Modellparameter zusammengefasst werden
b =
(
Ws·bs
bg
)
(3.7)
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und auf diese abermals eine Hauptkomponentenanalyse angewandt werden. Die Dia-
gonalmatrix Ws dient lediglich als Skalierungsfaktor, um die unterschiedlichen Ein-
heiten zwischen formbasierten und grauwertbasierten Eigenwerten auszugleichen.
Man erhält schließlich ein kombiniertes Modell aus Form und Grauwerten, das Aktive
Erscheinungsmodell (AAM).
a = a¯ + Φa · ba (3.8)
Betrachtet man die Anwendung statistischer Formmodelle zur Segmentierung tomo-
graphischer Herzdaten, muss zunächst die Arbeit von Cootes et al. [Cootes 95a]
genannt werden. Die Autoren verwenden erstmals ein Aktives Formmodell zur Seg-
mentierung des linken Ventrikels in 2D-Ultraschall-Aufnahmen.
Niessen et al. [Niessen 02] verwenden ein Standard ASM Verfahren zur Segmen-
tierung des linken Ventrikels in 3D-Bilddaten. Frangi et al. [Frangi 03, Frangi 02]
liefern hierzu ein Verfahren zur weitgehend automatischen Erstellung eines 3D-
ASMs. Um die Trainingsdaten aufeinander zu registrieren, verwenden die Auto-
ren eine atlasbasierte Landmarken-Registrierung mittels elastischer multi-resolution
Freiform-Deformationen [Rückert 99].
Auch Huang et al. [Huang 04] setzen ein auf Freiform-Deformationen basieren-
des Verfahren zur Registrierung der Trainingsdaten ein. Sie transformieren jedoch
zunächst die Oberflächenrepräsentation der Trainingsdaten in eine bildbasierte Dar-
stellung durch Anwendung einer Distanztransformation. Die eigentliche Registrie-
rung erfolgt dann auf einer Kombination der Distanz- sowie der originalen Grauwert-
daten.
Die Autoren Lapp et al. [Lapp 04] setzen ein AAM zur Segmentierung der Ventri-
kel in 4D-MR Kurzachsen-Daten ein. Zur Registrierung der Trainingsdaten verwen-
den sie die ITK Implementierung des Thirion’s demons Algorithmus [Thirion 96].
Obwohl die Autoren in ihrem Verfahren die volle 4D-Information zur Segmentie-
rung nutzen, konnte die erwartete Verbesserung der Segmentierungsergebnisse nicht
erreicht werden. Die Autoren führen dies auf die unzureichende zeitliche Auflösung
der MR-Datensätze zurück.
De Bruijne und Nielsen [de Bruijne 04] verwenden ein Punktverteilungsmodell zur
statistischen Modellierung der Formvarianzen des linken Ventrikels. Allerdings nut-
zen sie anstelle eines klassischen ASMs einen auf Partikelfiltern basierenden Ansatz.
Van Assen et al. [van Assen 03] nutzen einen Fuzzy Inferenz Ansatz zum Anpassen
eines ASM Modells des linken Ventrikels in 3D-CTA-Daten. Mittels Fuzzy C-Means
Clustering werden Voxel den Gewebeklassen Luft, Myokard und Blut zugeordnet.
Die Autoren Kauss et al. [Kaus 04] ergänzen den Aktive Konturen Ansatz von Weese
et al. [Weese 01] um ein Punktverteilungsmodell. Die Autoren addressieren das Pro-
blem, dass mit ASMs keine Objekte segmentiert werden können, die sich signifikant
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von der Trainingsbasis unterscheiden. Gerade aber bei pathologischen Veränderungen
ist es schwierig, alle möglichen Variationen während der Trainingsphase abzudecken.
Daher setzen Kauss et al. auf einen Aktive Konturen Ansatz, der im Prinzip beliebige
Deformationen zulässt und integrieren das Punktverteilungsmodell als a-priori Wis-
sen in die externe Energie.
Mitchel et al. [Mitchell 01] versuchen die Vorteile von Aktiven Formmodellen und
Aktiven Erscheinungsmodellen in einem hybriden Ansatz zu kombinieren. Laut den
Autoren sind AAMs zwar hervorragend geeignet, plausible Lösungen der globalen
Erscheinung zu liefern, die lokalen Konturen können jedoch unpräzise ausfallen. Im
Gegensatz hierzu sind ASMs geeignet, auch lokale Strukturen gut zu finden. Einen
Vergleich der beiden Methoden liefern auch Cootes et al. [Cootes 99]. Mitchel et al.
wenden zuerst ein klassisches AAM, dann nur die Formeigenvektoren und im letzten
Schritt nur die Grauwerteigenvektoren an. Durch dieses Vorgehen sollen präzisere
Konturen erreicht und die Gefahr lokaler Minima bei der AAM Suche reduziert wer-
den.
Ein wesentliches Problem bei dem Entwurf eines ASMs ist die Wahl der Parametrisie-
rung. Diesem Problem widmen sich Ordas et al. [Ordas 05, Ordas 04]. Sie versuchen
mit einem Grid-Computing Ansatz die optimale Parametrisierung eines ASMs zur
Segmentierung der Ventrikel in Kurzachsen MR-Daten zu bestimmen, indem sie in
einem Monte Carlo Ansatz die ASM Suche auf eine Testdatenbank mit unterschied-
lichen Parametrisierungen anwenden.
Die Autoren Lötjönen et al. [Lötjönen 04, Lötjönen 03, Koikkalainen 04b] verwen-
den einen auf Aktiven Formmodellen basierenden Ansatz zur Segmentierung aller
vier Kavitäten, sowie des umgebenden Myokards in MR-Daten. Um die Segmentie-
rungsqualität im Bereich des Apex und der Herzbasis zu verbessern, wird die Seg-
mentierung simultan auf Kurz- und Längsachsenschnitten ausgeführt. Da die Kurz-
und Längsachsenschnitte nacheinander aufgenommen werden, können unterschied-
liche Bewegungsartefakte vorliegen. Um eine Korrespondenz zwischen den beiden
Datensätzen zu erreichen, wurde daher zuvor eine auf Normalized Mutual Informa-
tion basierende Registrierung verwendet. In [Lötjönen 05] zeigen Lötjönen et al. ,
dass das Segmentierungsergebnis verbessert werden kann, indem die Trainingsdaten-
menge künstlich durch nicht-rigide Deformation einzelner Trainingsbeispiele vergrö-
ßert wird.
In der klinischen Routine ist vor allem die Analyse des Myokards zu den Zeitpunk-
ten Endsystole und Enddiastole interessant. Insbesondere ist die Auswurffraktion,
also das Verhältnis von ausgestoßenem Blut zum maximalen Blutvolumen, von Inter-
esse. Stegmann und Pedersen [Stegmann 05] stellen ein gekoppeltes bi-temporales
AAM zur vollautomatischen Bestimmung der Auswurffraktion vor. Um die Korre-
lation zwischen den beiden Phasen Enddiastole und Endsystole zu nutzen, werden
die Formvektoren und Texturvektoren vor Anwendung der Hauptkomponentenana-
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lyse aneinander gehängt und es entsteht somit ein gemeinsames Modell zur simulta-
nen Segmentierung der beiden Phasen. Um vollautomatisch die Auswurffraktion zu
bestimmen, ist es zunächst notwendig, die Zeitpunkte der Enddiastole und Endsyss-
tole zu bestimmen. Hierzu wurde das Modell auf mehrere Phasen angewandt und die
Phase maximalen und minimalen Volumens ermittelt.
Üblicherweise wird eine Hauptkomponentenanalyse zur Beschreibung der Hauptde-
formationsrichtungen eines Aktiven Formmodells oder Aktiven Erscheinungsmodells
verwendet. Bei der Anwendung einer Hauptkomponentenanalyse gibt es allerdings
die Einschränkungen, dass zum einen die Trainingsdaten normal verteilt vorliegen
müssen und zum anderen die Hauptkomponentenanalyse nur in der Lage ist, globale
Formvariationen zu modellieren [Üzümcü 03a]. Ein Lösungsansatz für diese Ein-
schränkung ist die Verwendung einer Unabhängigen Komponenten Analyse (engl.
Independent Component Analysis ICA) [Koikkalainen 04a, Üzümcü 03a, Üzümcü
03b, Bressan 01], oder von Orthomax Rotationen [Stegmann 06], anstelle der Haupt-
komponentenanalyse zur Modellierung der Formvariationen.
Unter einer Unabhängigen Komponenten Analyse verstand man ursprünglich eine
Methode zur Extraktion eines Signals aus einer Überlagerung unbekannter Signale.
Im Bereich der Bildverarbeitung wurde die ICA jedoch auch schon zur Merkmalsex-
traktion [Hoyer 00], sowie zur Gesichtserkennung [Bartlett 02] verwendet. Ähnlich
wie die Eigenvektoren der Hauptkomponentenanalyse kann die ICA als Spaltenma-
trix von unabhängigen Komponenten verwendet werden, um eine Form als Linear-
kombination von Formvektoren darzustellen.
x = x¯ + Φs · bs (3.9)
Mittels der ICA wird nun eine Matrix Ψ gesucht, für die gilt:
bs = Ψ(x− x¯) (3.10)
wobei die Spalten von Ψ statistisch unabhängigen Richtungen entsprechen und die
unabhängigen Komponenten durch Φ = Ψ−1 gegeben sind. Zur Bestimmung der
Matrix Ψ und damit der unabhängigen Komponenten wird ein Optimierungsver-
fahren benötigt. Die Autoren Üzümcü et al. haben in [Üzümcü 03b] die Verfah-
ren FastICA [Hyvärinen 99], InfoMax [Bell 95] sowie JADE [Cardoso 99] auf ihre
Anwendbarkeit zur statistischen Formmodellierung untersucht.
Die Autoren Suinesiaputra et al. [Suinesiaputra 04] verwenden ein ICA basiertes sta-
tistisches Formmodell des linksventrikulären Myokards zur automatischen Detektion
von Bewegungsanomalien. Durch die lokale Formmodellierung der ICA kann nun
anhand der Komponenten des Parametervektors b eine Anomalie erkannt werden, die
eindeutig einem anatomischen Areal zugeordnet werden kann. Als Anomalie definie-
ren die Autoren dabei Werte außerhalb des Intervalls ±3σi.
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Eine alternative Methode zur lokalen Formmodellierung wurde durch Stegmann et al.
[Stegmann 06] vorgestellt. Die Autoren bestimmen iterativ eine Rotation Rvarimax,
die, angewandt auf die aus einer Hauptkomponentenanalyse resultierende orthonor-
male Basis Φ, ähnlich der ICA zu lokal ausgeprägten Komponenten führt.
Rvarimax = arg max
R
 k∑
j=1
p∑
i=1
(ΦR)4ij −
1
p
k∑
j=1
(
p∑
i=1
(ΦR)2ij
)2 (3.11)
Rij entspricht dabei dem skalaren Element in der i-ten Zeile und j-ten Spalte der
Matrix R.
3.2.3 Niveaumengenmethode
Sowohl die in Abschnitt 3.2.1 vorgestellten Aktiven Konturen, als auch deren im
vorherigen Abschnitt vorgestellten Erweiterungen Aktive Formmodelle und Aktive
Erscheinungsmodelle, werden als parametrische Modelle bezeichnet. Als ein Nach-
teil dieser Verfahren kann die Abhängigkeit von einer mehr oder weniger willkür-
lichen Wahl der Stützstellen sowie weiterer Parameter gesehen werden. Osher und
Sethian [Osher 88] haben daher als alternative Modellierung vorgeschlagen, die Kon-
tur, die sich unter einem Geschwindigkeitsfeld v bewegt, parameterfrei als Nullstel-
lenmenge (engl. Level-Set) einer zeitabhängigen höherdimensionalen Hilfsfunktion
ϕ(x, t), zu beschreiben.
Γ (x) = {x|ϕ(x, t) = 0} (3.12)
Die Bewegung kann damit mittels einer Hamilton-Jacobi-Gleichung für die Hilfs-
funktion dargestellt werden.
∂ ϕ
∂t
+ v · ||∇ϕ|| = 0 (3.13)
Der zunächst aufwändigere Ansatz, anstelle einer dynamischen Kontur, eine höherdi-
mensionale dynamische Oberfläche zu beschreiben, hat gegenüber anderen Verfahren
als wesentliche Vorteile die Parameterfreiheit, sowie die Möglichkeit, Topologieän-
derungen, wie das Auseinanderbrechen oder Verschmelzen von Konturen, einfach
modellieren zu können.
Um die gegenüber anderen Verfahren höhere Komplexität zu reduzieren, haben sich
zwei wesentliche Varianten etabliert. Zum einen kann die Fast Marching Methode
verwendet werden, die die Geschwindigkeitsfunktion v auf eine monotone Funktion
beschränkt, so dass die Kontur sich nur nach außen bzw. nur nach innen bewegt. Zum
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anderen können Narrow-Band Verfahren genutzt werden, bei denen nicht der gesamte
Definitionsbereich von ϕ(x, t) betrachtet wird, sondern nur eine enge Umgebung um
das Nulllevel.
Die Autoren Charnoz et al. [Charnoz 03] verwenden einen auf der Niveaumengenme-
thode basierenden Ansatz zur Segmentierung des linken Ventrikels in gegateten 3D+T
SPECT Daten. Zusätzlich zu rein örtlichen Kriterien für die Geschwindigkeitsfunk-
tion wurde auch ein zeitliches Kriterium eingefügt, um die Konsistenz zwischen den
Phasen sicher zu stellen.
Tsai et al. [Tsai 03] kombinieren eine Niveaumengenmethode mit einer statistischen
Formmodellierung, wie sie auch in Aktiven Formmodellen verwendet wird, zur 2D-
Segmentierung von MR-Kurzachsenschnitten des linken Ventrikels.
Appleton verwendet in [Appelton 03] Geodesic Active Contours zur Segmentierung
des linken Ventrikels in MR-Daten. Geodesic Active Contours als spezielle Niveau-
mengenmethode wurden erstmals von Caselles et al. [Caselles 97] vorgestellt. Die
Autoren zeigen dabei die Äquivalenz des Verfahrens zu den klassischen parametri-
schen Aktiven Konturen.
Die Autoren Paragios et al. [Paragios 02] verwenden eine gekoppelte Niveaumengen-
methode zur Segmentierung des Epi- und Endokards in MR-Kurzachsenschnitten.
Durch die Koppelung der Konturen für Epi- und Endokard kann implizit anatomi-
sches Wissen über den Abstand der Konturen in den Segmentierungsprozess integriert
werden.
Qu et al. [Qu 04] widmen sich der Verbesserung der Geschwindigkeitsfunktion einer
Niveaumengenmethode zur Segmentierung des linken Ventrikels in Tagged-MR-
Kurzachsendaten. Unter anderem fügen sie der Geschwindigkeitsfunktion einen tex-
turabhängigen Term hinzu, der das Verfahren unempfindlicher gegenüber der durch
das MR-Tagging enstehenden Muster machen soll.
Yan und Kassim stellen in [Yan 06] ein auf einer Pfadsuche basierendes semiauto-
matisches Verfahren zur 2D-Segmentierung des linken Ventrikels in CT-Daten vor.
Ausgehend von zwei manuell definierten Saatpunkten soll, unterstützt durch a-priori
Formwissen, der günstigste Pfad gefunden werden, der der Kontur des linken Ven-
trikels entspricht. Die Trainingskonturen für das a-priori Wissen werden dabei, um
das Korrespondenzproblem zu umgehen, implizit als Nullstellenmenge einer Distanz-
transformation dargestellt.
Im Bereich der statistischen Formmodelle wurde von Cootes et al. mit den Aktiven
Erscheinungsmodellen [Cootes 98] ein gemeinsames Modell der Form und Grauwer-
terscheinung vorgestellt. Einen ähnlichen Ansatz für eine Niveaumengenmethode zur
Segmentierung des linken Ventrikels in MR-Kurzachsenschnitten verfolgen die Auto-
ren Yang und Duncan [Yang 04]. Als Trainingsdaten für eine statistische Modellie-
rung werden hierbei aber keine korrespondierenden Punktmengen verwendet, son-
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dern die Distanztransformationen mit denen die Objektkonturen implizit als Null-
stellenmenge gegeben sind. Um auch die Grauwerterscheinung zu modellieren, wird
das Distanztransformationsbild, sowie das Originalbild, zu einem Merkmalsvektor
zusammengefasst und anschließend mittels einer Singulärwertzerlegung ein gemein-
sames statistisches Modell der Form und der Grauwerterscheinung erstellt.
Einen ähnlichen Ansatz verfolgen Fritscher et al. [Fritscher 07]. Die Autoren wenden
jedoch zunächst einen zweistufigen Registrierungsschritt an, um die Trainingsdaten
auszurichten. Nach einer rigiden, auf der Mutual Information [Wells 96] basieren-
den Registrierung, wird in einem zweiten Schritt das Thirions Daemons Verfahren
auf eine Kombination aus Distanztransformation und Grauwertbild angewandt. Das
Form-Grauwerterscheinungsmodell kann schließlich aus den ausgerichteten Grau-
wertbildern und dem aus der Registrierung resultierenden Deformationsfeld mittels
einer Hauptkomponentenanalyse erstellt werden.
3.2.4 Weitere Verfahren
Der überwiegende Teil der Arbeiten, die sich mit der Segmentierung des Herzens
in tomographischen Datensätzen beschäftigen, nutzt für die Segmentierung Algorith-
men, die auf Aktiven Konturen, Niveaumengenmethoden oder statistischen Formmo-
dellen beruhen. In den vorangegangenen drei Abschnitten wurde versucht, die nach
Meinung des Autors wichtigen Arbeiten aus diesen Bereichen vorzustellen. Im Fol-
genden sollen nun Arbeiten betrachtet werden, die Ansätze zur Segmentierung des
Herzens verfolgen, die sich nicht direkt einer der drei Algorithmenklassen zuordnen
lassen.
Betrachtet man die Bilddaten als Graphen mit den Voxeln als Knoten und Verbindun-
gen zwischen den Voxeln als gewichtete Kanten, so lässt sich das Segmentierungspro-
blem durch verschiedene graphentheoretische Verfahren lösen. Grady et al. [Grady
06b, Grady 04b] stellen mit der Random Walker Segmentierung ein neues graphen-
basiertes Verfahren zur interaktiven Segmentierung von tomographischen Bilddaten
vor. Die Grundidee des Verfahrens ist, nutzerdefinierte Saatpunkte im Bild zu setzten
und anschließend von jedem nicht markierten Voxel einen zufälligen Läufer zu star-
ten und die Wahrscheinlichkeit zu berechnen, mit der ein gegebener Saatpunkt zuerst
erreicht wird. Die Kanten des Graphens sind dabei in Abhängigkeit des Bildgradien-
ten gewichtet und bestimmen die Wahrscheinlichkeit, dass der Läufer die Kante über-
quert. Anstatt jedoch für jedes Voxel den zufälligen Lauf zu simulieren, lässt sich die
Äquivalenz zum diskreten Dirichlet-Problem mit Randbedingungen an den Saatpunk-
ten zeigen, womit sich das Problem analytisch lösen lässt [Grady 06b]. In [Grady 06a]
stellen Grady und Schwartz mit der Isoperimetrischen Segmentierung eine Erweite-
rung des Random Walker Verfahrens vor, bei der nicht jedes Voxel einem Saatpunkt
zugeordnet werden muss und die damit nur mit Vordergrundsaatpunkten auskommt.
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Hierbei wird analytisch für jedes Voxel bestimmt, wie viele Schritte ein zufälliger
Läufer bis zum Saatpunkt benötigen würde. Die Segmentierung kann anschließend
bestimmt werden, indem der Schwellwert berechnet wird, der zum minimalen isope-
rimetrischen Verhältnis5 führt. In [Grady 06c] wenden Grady et al. die graphenbasier-
ten Verfahren Graph cuts, Random Walker sowie die Isoperimetrische Segmentierung
zur Segmentierung kardiovaskulärer CT-Daten an.
Die Autoren Pednekar et al. [Pednekar 02, Pednekar 04, Pednekar 06] nutzen eine auf
der Fuzzy Connectedness [Udupa 96] basierende Methode zur automatischen Seg-
mentierung des linken Ventrikels in MR-Kurzachsenschnitten. Zur initialen automa-
tischen Lokalisation des linken Ventrikels in den Kurzachsenschichten berechnen sie
zunächst ein Bewegungsbild, basierend auf der Grauwertvarianz jedes Pixels über die
Zeit. Auf diesem so bestimmten Bewegungsbild kann mittels einer Houghtransforma-
tion die initiale linksventrikuläre Kontur bestimmt werden. Die initiale Kontur wird
anschließend mit einem Fuzzy Connectedness Verfahren weiter verfeinert und auf die
nächsten Schichten propagiert.
Neubauer und Wegenkittel [Neubauer 03a, Neubauer 03b] verwenden einen Skelett
basierten Ansatz zur semiautomatischen Segmentierung des linksventrikulären Myo-
kards in 4D-CT-Daten. Hierzu definieren sie zunächst manuell in einer 2D-Schicht die
Mittellinie des Myokards und übertragen diese anschließend auf benachbarte Schich-
ten. Nach jedem Übertragen der Mittellinie auf eine neue Schicht, wird die optimale
Mittellinie erneut bestimmt, indem orthogonal zur Mittellinie die Kanten des Myo-
kards gesucht werden.
3.3 Untersuchung des Koronarbaumes
Im vorangegangenen Abschnitt 3.2 wurden wichtige Verfahren zur Segmentierung
der Kavitäten des Herzens in tomographischen Datensätzen betrachtet. In diesem
Abschnitt sollen nun relevante Arbeiten diskutiert werden, die sich mit der Analyse
des Koronarbaumes befassen. Der Schwerpunkt soll dabei ausdrücklich nicht auf der
Segmentierung, sondern der anschließenden Weiterverarbeitung liegen. Da jedoch
eine vorherige Segmentierung notwendig ist, sollen im Folgenden einige exemplari-
sche Arbeiten aufgezeigt werden, die sich mit der Segmentierung von Gefäßen befas-
sen.
Quek und Kirbas [Quek 01] nutzen zur Segmentierung von Gefäßen in Angiogram-
men ein Verfahren, das die Ausbreitung einer Wellenfront auf den Daten simuliert,
wobei die Welle sich in Abhängigkeit der Wahrscheinlichkeit, dass ein Pixel zu einem
5 Verhältnis zwischen Fläche und Umfang bzw. Volumen und Oberfläche.
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Gefäß gehört, unterschiedlich schnell bewegt. Durch ein Zurückverfolgen vom End-
punkt entlang der Normalen der Wellenfront kann der Verlauf des Gefäßes rekonstru-
iert werden. Einen ähnlichen Ansatz nutzt Merges [Merges 05] zur automatischen
Segmentierung des Koronarbaumes in CTA-Daten.
Tek et al. [Tek 05, Tek 02a] verwenden einen Suchstrahl basierten Ansatz zur automa-
tischen Segmentierung von Gefäßen in CTA- und MRA-Daten. In Schichten ortho-
gonal zur Gefäßtangente werden die Gefäßkonturen auf Suchstrahlen mittels eines
Mean-shift Filters6 detektiert.
Die Autoren Florin et al. [Florin 05] verwenden ein auf Partikel Filtern basierendes
Verfahren, um den kompletten Koronarbaum nach einer manuellen Initialisierung in
CTA-Daten zu segmentieren.
Ein Verfahren, das auf einem Regionenwachstum beruht, wird von den Autoren Hen-
nemuth et al. [Hennemuth 05], sowie von Boskamp et al. [Boskamp 04] verwendet.
Da bei Regionenwachstums-Verfahren keinerlei weiteres Modellwissen verwendet
wird, neigen diese Verfahren zum “Auslaufen” und damit zum Segmentieren falscher
Strukturen. Um dem entgegen zu wirken, senken die Autoren iterativ den unteren
Schwellwert ab und versuchen dabei das Auslaufen automatisch zu detektieren und
als Abbruchkriterium zu nutzen. Hennemuth et al. nutzen dieses Verfahren zur weit-
gehend automatischen Segmentierung des gesamten Koronarbaumes in CTA-Daten.
Nachdem in den letzten Absätzen exemplarisch einige Arbeiten zur Segmentierung
des Koronarbaumes vorgestellt wurden, soll nun auf zwei Arbeiten eingegangen wer-
den, die sich der weitergehenden Analyse des Koronarbaumes und der Diagnoseun-
terstützung widmen.
In der Diagnostik der koronaren Herzkrankheit stellen sogenannte Polarmaps oder
Bullseye plots eine übliche Visualisierung dar. Insbesondere interessiert hierbei die
Zuordnung zwischen einzelnen Ästen des Koronarbaumes und den Myokardarealen,
die sie versorgen. Die übliche Zuordnung beruht jedoch lediglich auf dem AHA 17-
Segment Modell [Cerqueira 02], welches empirisch das Myokard in 17 Region zerlegt
und diesen Äste des Koronarbaumes zuordnet. Aufgrund der hohen Variabilität der
Anatomie des Koronarbaumes, ist es jedoch wünschenswert, die Zuordnung patien-
tenindividuell zu treffen.
Beliveau et al. [Beliveau 07] stellen ein zwar computerunterstütztes, aber mit viel
Interaktion verbundenes, Verfahren zur Erstellung patientenindividueller Polarmaps
vor. Nach einer manuellen Definition der Mittellinien einzelner Äste des Koronar-
baumes, sowie der manuellen Benennung dieser Äste, wird der so erzeugte Baum
mittels eines Raycasting-Verfahrens auf die Myokardoberfläche projiziert. Durch
ein anschließend von den projizierten Koronarien ausgehendes Regionenwachstum
6 kantenerhaltender Glättungsfilter.
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auf der Myokardoberfläche, werden die Versorgungsbereiche der einzelnen Äste des
Koronarbaumes bestimmt.
Einen deutlich weitergehenden Ansatz stellt Wiedemann [Wiedemann 07] vor.
Aufbauend auf einer Segmentierung des Koronarbaumes [Hennemuth 05] wird
zunächst durch eine Skelettierung eine Mittellinien-Repräsentation des Koronarbau-
mes bestimmt. Durch Hinzunahme des Wissens über die Lage und Orientierung
des linken Ventrikels [Fritz 07] kann, durch einen Vergleich von Schwerpunkt und
Hauptrichtung einzelner Äste, der Koronarbaum automatisch in die drei Hauptäste
LAD, LCX sowie RCA unterteilt und die Äste entsprechend markiert werden. Die
automatisch detektierten Äste können anschließend auf die Myokardoberfläche pro-
jiziert werden. Die patientenindividuellen Versorgungsbereiche ergeben sich schließ-
lich als das Voronoidiagramm der projizierten Koronarien auf der Myokardoberflä-
che.
3.4 Zusammenfassende Bewertung
Das vorliegende Kapitel gibt einen Überblick über wichtige Arbeiten im Bereich der
Segmentierung des Herzens in tomographischen Bilddaten. Hierbei wurde vor allem
auf die Aspekte der automatischen Lokalisation des Herzens, der automatischen Seg-
mentierung der Kavitäten des Herzens, sowie der Analyse des Koronarbaumes einge-
gangen.
Obwohl bereits einige durchaus leistungsfähige Verfahren existieren, die einzelne
Aspekte der Auswertung tomographischer Bilddaten des Herzens abdecken, erge-
ben sich dennoch aus dem vorgestellten Stand der Forschung folgende Lücken und
Schwächen der zum derzeitigen Entwicklungsstand verfügbaren Verfahren:
• Fehlende 4D-Analyse der Wandbewegung: Insbesondere für die Analyse von
computertomographischen Bilddaten des Herzens fehlen Verfahren, die eine Ana-
lyse der Bewegung des linksventrikulären Myokards über den gesamten Herzzy-
klus ermöglichen. Die für die Analyse von kardiologischen CTA Daten zur Ver-
fügung stehenden Verfahren betrachten nur eine statische Momentaufnahme des
Herzens zu einem Zeitpunkt, oder beschränken sich auf die Analyse der beiden
diagnostisch wichtigsten Phasen Enddiastole und Endsystole.
• Unzureichende Automatisierung: Betrachtet man die vorgestellten Arbeiten
vom Blickwinkel der klinischen Routine aus, so fällt bei den bisher zur Verfü-
gung stehenden Verfahren vor allem die unzureichende Automatisierung auf. Für
eine durchgängige computerunterstützte Diagnose kardiologischer Bilddaten sind
viele manuelle Schritte notwendig, da zum einen die einzelnen Verfahren häu-
fig eine manuelle Initialisierung benötigen und zum anderen kein umfassendes
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Verfahren existiert, das die einzelnen Schritte so zusammenfasst, dass sie ohne
weitere Nutzerinteraktion aufeinander aufbauen können.
• Fehlende holistische Sicht bei der Analyse kardiologischer CTA Daten: Die
im Stand der Forschung aufgeführten Arbeiten beschäftigen sich jeweils mit
einem einzelnen Aspekt der computerunterstützten Auswertung tomographischer
Bilddaten des Herzens. Aus klinischer Sicht können die einzelnen Aspekte
jedoch nicht losgelöst voneinander betrachtet werden, sondern müssen immer als
Gesamtbild analysiert werden. So muss beispielsweise bei der Beurteilung einer
Verengung in einem Koronargefäß immer auch die Auswirkung dieser Verengung
auf den Muskel betrachtet werden.
Diese identifizierten Lücken und Schwächen werden in den folgenden Kapiteln der
vorliegenden Arbeit analysiert und Lösungsansätze hierzu herausgearbeitet und vor-
gestellt.

4Vollautomatische Lokalisation des Herzens in
tomographischen Bilddaten
Für eine vollautomatische Auswertung tomographischer Herzdaten ist es eine wesent-
liche Vorraussetzung, die Lage und Orientierung des Herzens im Datensatz automa-
tisch bestimmen zu können. Nur so können nachfolgende Algorithmen entsprechend
automatisch initialisiert werden und somit ohne weitere Nutzerinteraktion ablaufen.
Auch die vom Autor in Kapitel 5 vorgestellten Algorithmen zur Segmentierung der
Kammern des Herzens, sowie die in Kapitel 6 vorgestellten Algorithmen zur Analyse
des Koronarbaumes, setzen eine bekannte Lage und Orientierung des Herzens voraus.
Betrachtet man axiale Schichten einer CTA-Aufnahme, so fallen aufgrund der Kon-
trastmittelgabe vor allem die Aorta ascendens, sowie die Aorta descendens als sehr
gut konturierte, näherungsweise kreisförmige Objekte auf. Daher soll im Folgen-
den nicht das gesamte Herz als ein von niedrigen Grauwerten umschlossenes Objekt
gesucht werden, wie es beispielsweise von den Autoren Lorenz et al. [Lorenz 05] vor-
geschlagen wird, sondern zunächst die Aorta detektiert und als Referenzlandmarke
verwendet werden. Ausgehend von der Aorta kann dann anschließend auch die Lage
und Orientierung des linken Ventrikels bestimmt werden.
4.1 Detektion der Aorta mittels der Hough-Transformation
Für die Detektion kreisförmiger Strukturen in Bilddaten bietet sich die im Bereich der
Mustererkennung etablierte Hough-Transformation an. Die Hough-Transformation
wurde von Hough 1962 [Hough 62] zunächst zur Detektion von Geraden eingeführt
und von Duda und Hart 1972 [Duda 72] auf parametrische Kurven erweitert. Kimme
et al. [Kimme 75] schlugen die Hough-Transformation zur Detektion von kreisförmi-
gen Strukturen vor.
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Abb. 4.1. Abbildung von einzelnen Kantenpunkten vom Bildraum (links) in den Parameter-
raum (rechts).
Mittels der Hough-Transformation wird ein binarisiertes Kantenbild in einen dua-
len Parameterraum überführt, indem für jedes Kantenpixel im Bild alle möglichen
Parameter der zu suchenden Struktur eingetragen werden. Jeder Punkt im Para-
meterraum entspricht damit einem Objekt im Bildraum. In dem ursprünglich von
Hough vorgeschlagenen Verfahren war der Parameterraum zur Detektion von Gera-
den durch die Geradensteigung und den y-Achsen-Abschnitt aufgespannt. Die dis-
krete Repräsentation des Hough-Raums wird durch eine Akkumulator-Matrix reali-
siert. Für jedes Kantenpixel im Bildraum werden alle Akkumulatorzellen, die einem
möglichen Objekt entsprechen, zu dem das Kantenpixel gehören könnte, um eins
erhöht. Anschließend können die zu suchenden Objekte durch eine Ballungsanalyse
im Parameterraum gefunden werden. Bei der Betrachtung der Hough-Transformation
ist der Zusammenhang mit der in Kapitel 2.2.5 vorgestellten Radon-Transformation
interessant. Im Prinzip kann die Hough-Transformation für Geraden als das diskrete
Analogon der Radon-Transformation angesehen werden [Deans 81].
Um die Aorta in axialen CTA-Schichten mittels der Hough-Transformation zu detek-
tieren, muss jede Schicht des 3D-Bildraumes in einen 3D-Parameterraum abgebildet
werden. Jedes Kantenpixel im Bildraum wird dabei auf eine Kegeloberfläche im Para-
meterraum abgebildet. Jeder Punkt (x, y, r) im Parameterraum entspricht gemäß der
Kreisgleichung x2 + y2 = r2 einem Kreis mit Mittelpunkt (x, y) und Radius r in der
korrespondierenden Schicht im Bildraum. Da die Aorta näherungsweise senkrecht zu
den axialen Aufnahmeschichten verläuft, kann die Orientierung vernachlässigt und
die Hough-Transformation unabhängig für jede Schicht des Datensatzes durchge-
führt werden. Abbildung 4.1 zeigt schematisch die Abbildung von Kantenpixeln in
den Parameterraum.
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(a) (b)
Abb. 4.2. Axiale Schicht eines CTA-Datensatzes (a), sowie zugehöriges Gradientenbild (b) mit
angeschnittener aufsteigender und absteigender Aorta.
4.1.1 Erzeugen des Hough-Raums
Um den für die Detektion der Aorta notwendigen Hough-Raum zu erzeugen, wird
zunächst für jede Schicht des Eingabedatensatzes I ein richtungsunabhängiges Gra-
dientenbild G durch Faltung mit einem Sobelx und einem Sobely Kern bestimmt.
Gx = I ∗
1 0 −12 0 −2
1 0 −1
 (4.1)
Gy = I ∗
 1 2 10 0 0
−1 −2 −1
 (4.2)
G =
√
G2x +G
2
y (4.3)
Abbildung 4.2 zeigt exemplarisch für eine Schicht das Eingabebild sowie das resul-
tierende Gradientenbild. Um die Komplexität der Berechnung des Hough-Raums zu
reduzieren, wird der Eingabedatensatz vor Anwendung des Gradientenfilters auf eine
isotrope Voxelgröße von 2mm skaliert.
In einem nachfolgenden Schritt wird aus dem Gradientenbild G mittels einer
Schwellwertoperation ein binäres Bild erzeugt, welches nur noch relevante Kanten-
pixel enthält und als Eingabe für die Hough-Transformation verwendet werden kann.
B(x, y) =
{
1, wenn |G(x, y)| > t
0 sonst (4.4)
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(a) (b) (c)
Abb. 4.3. Binäres Kantenbild (a), sowie der resultierende (b) und gefilterte (c) Hough-Raum
für einen festen Radius r.
In Abbildung 4.3(b) ist der aus dem binären Kantenbild resultierende Hough-Raum
für einen festen Radius dargestellt. Betrachtet man das so gewonnene Parameterbild,
so wird klar, dass eine weitere Nachverarbeitung notwendig ist, um automatisch die
Lage der Aorta zu detektieren. Da sich die Aorta im Hough-Raum durch einen aus-
geprägten Hochpunkt wiederspiegeln sollte, wird von jedem Hough-Raum-Pixel der
Mittelwert seiner Umgebung abgezogen, um so homogene Bereiche mit hohen Wer-
ten im Hough-Raum zu unterdrücken. Auch diese Filteroperation kann effektiv als
Faltung realisiert werden.
Hfiltered = H ∗

−1 −1 −1 −1 −1
−1 −1 −1 −1 −1
−1 −1 24 −1 −1
−1 −1 −1 −1 −1
−1 −1 −1 −1 −1
 (4.5)
In Abbildung 4.3(c) ist eine Schicht des so gefilterten Hough-Raums zu sehen. Die
aufsteigende Aorta ist hier als Maxima zu erkennen.
4.1.2 Analyse des Hough-Raums
Mit dem im vorherigen Abschnitt beschriebenen Verfahren können wahrscheinliche
Positionen der Aorta für einen festen Radius innerhalb einer Schicht des Eingabeda-
tensatzes bestimmt werden. Da der Radius a-priori jedoch nicht bekannt ist, wird das
Verfahren für einen wahrscheinlichen Radienbereich von 10-25mm auf jede Schicht
des Eingabedatensatzes angewandt. Damit entsteht für jede Eingabeschicht ein 3D-
Hough-Raum, der im Folgenden weiter analysiert werden kann.
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Abb. 4.4. Kandidatenpunkte für mögliche Aortaposition nach radiusabhängiger Schwellwert-
filterung (a), nach Begrenzung auf plausible Grauwerte (b) und nach Abgleich mit Ellipsoid-
modell (c).
Schwellwertfilterung des Hough-Raums
Aus dem vorgefilterten Hough-Raum (Abbildung 4.3(c)) können durch eine nach-
folgende Schwellwertsegmentierung Kandidatenpunkte für mögliche Positionen der
Aorta gewonnen werden. Die Werte im Hough-Raum hängen allerdings von dem für
die Abbildung verwendeten Radius ab, so dass eine Filterung mit festem Schwell-
wert für alle Radien nicht zielführend sein kann. Würde ein idealer Kreis mit Radius
r in den Hough-Raum abgebildet, so müsste das korrespondierende Maxima einem,
dem Umfang des Kreises von 2pir entsprechenden Wert aufweisen. Aufgrund dieses
Zusammenhangs ist es naheliegend, den Schwellwert linear abhängig vom Radius
zu wählen. Die sich aus einer solchen radiusabhängigen Schwellwertfilterung des
3D-Hough-Raumes einer Schicht ergebenden Kandidatenpunkte sind in Abbildung
4.4(a) zu sehen.
Begrenzung auf plausible Grauwertbereiche
Bisher wurde für die Detektion der Aorta lediglich der Bildgradient und die
Annahme, dass die Aorta näherungsweise kreisförmig ist, verwendet. Betrachtet man
jedoch die so gewonnenen Kandidatenpunkte in Abbildung 4.4(a) so wird klar, dass
zusätzliche Annahmen getroffen werden müssen, um die Kandidatenmenge weiter
einzuschränken. Berücksichtigt man zusätzlich den Grauwert an der Stelle eines jeden
Kandidatenpunktes, so kann ein Großteil der Kandidatenpunkte verworfen werden
(Abbildung 4.4(b)), indem nur Punkte berücksichtigt werden, deren Grauwert nähe-
rungsweise dem des Kontrastmittels entspricht.
70 4 Vollautomatische Lokalisation des Herzens in tomographischen Bilddaten
(a) (b)
Abb. 4.5. VRT-Darstellung eines CTA-Datensatzes. Approximation eines Ellipsoiden (b) durch
Abtasten der Gefäßwand durch sphärische Suchstrahlen (a).
Abgleich mit Ellipsoidmodell
Durch die Begrenzung auf plausible Grauwertbereiche kann zwar die aus der Hough-
Transformation resultierende Kandidatenmenge weiter eingeschränkt werden, es
bleiben allerdings weiterhin aufgrund ähnlicher Grauwerte auch Punkte im Bereich
des Brustbeins, der Rippen sowie der Wirbelkörper übrig. Diese verbleibenden fehl-
klassifizierten Punkte können nicht mehr alleine durch einfache lokale Operatoren
auf dem Hough- oder Bildraum eliminiert werden. Um die fehlklassifizierten Punkte
weiter zu reduzieren, wird für jeden Punkt, unter der Annahme, dass er sich in einem
Gefäß befindet, ein approximierender Ellipsoid bestimmt und die Form und Orientie-
rung dieses Ellipsoiden auf Plausibilität überprüft. Im einzelnen kann das Verfahren
mit den folgenden Schritten beschrieben werden:
1. Schätzen des lokalen Grauwertes.
2. Abtasten der Umgebung mit sphärischen Suchstrahlen. Bestimmen der Gefäß-
konturen (Abbildung 4.5(a)).
3. Hauptkomponentenanalyse der gefundenen Konturpunkte.
4. Bestimmen des approximierenden Ellipsoids (Abbildung 4.5(b)). Die Eigenvek-
toren der Kovarianzmatrix entsprechen dabei den Achsen des Ellipsoiden. Die
Radien ergeben sich aus den Eigenwerten.
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Um nun zu entscheiden, ob ein Kandidatenpunkt mit einer entsprechenden Wahr-
scheinlichkeit innerhalb der Aorta liegt, können die folgenden Merkmale des Ellip-
soiden überprüft werden:
• Orientierung: Unter der Annahme, dass die Aorta näherungsweise senkrecht zu
den Bildschichten verläuft, darf der Ellipsoid nur schwach gegen die z-Achse
geneigt sein. Der Aortenbogen kann hierbei vernachlässigt werden, da es ausrei-
chend ist, im aufsteigenden und absteigenden Ast der Aorta Kandidatenpunkte zu
detektieren.
• Exzentrizität: Unter der Annahme, dass die Aorta näherungsweise kreisförmig ist,
muss die Exzentrizität kleiner als ein definierter Schwellwert sein.
• Radius: Der Mittelwert der beiden kleineren Halbachsen des Ellipsoiden muss
näherungsweise mit dem bei der Houhg-Transformation verwendeten Radius
übereinstimmen.
Durch Anwendung dieser Kriterien auf alle verbleibenden Kandidatenpunkte bleiben
schließlich nur noch Kandidatenpunkte übrig, die in senkrecht zur Bildebene verlau-
fenden kreisförmigen, gut kontrastierten Strukturen liegen. Abbildung 4.4(c) zeigt die
so gewonnenen Kandidatenpunkte für die Lage der Aorta.
4.1.3 Zylindermodell der Aorta
Durch die vorgestellten Vorverarbeitungsschritte können Kandidatenpunkte detektiert
werden, die wahrscheinlich in senkrecht zur Bildebene verlaufenden Blutgefäßen lie-
gen. Für eine exakte Detektion der Aorta soll nun ausgehend von den gefundenen
Kandidatenpunkten ein Zyklinderketten-Modell der Aorta an den Datensatz ange-
passt werden. Dies ist notwendig, da Kandidatenpunkte nicht nur im aufsteigenden
Ast der Aorta, sondern auch in Pulmonalgefäßen, sowie im absteigenden Ast der
Aorta gefunden werden. Darüberhinaus ist ein komplettes Modell notwendig, um
den für die weitere Verarbeitung wichtigen Übergang von der Aorta zum Ventrikel zu
lokalisieren.
Ausgehend von einem gefundenen Kandidatenpunkt wird, wie auch in Abschnitt
4.1.2 beschrieben, mit sphärischen Suchstrahlen die Gefäßkontur detektiert und
anschließend mit einer Hauptachsentransformation die lokale Orientierung und der
Radius des Gefäßes bestimmt. Mit diesen Daten kann der Gefäßabschnitt um den
Kandidatenpunkt mit einem Zylindersegment fester Höhe approximiert werden. Aus-
gehend von dem so bestimmten initialen Zylindersegment kann anschließend in beide
Richtungen eine Zylindersegmentkette aufgebaut werden, indem die aktuelle Posi-
tion in Richtung der Zylinderachse verschoben wird und an dieser Position erneut
ein Zylinder approximiert wird. Die Kette wird so lange fortgesetzt, bis entweder die
Richtung- oder Radiusänderung zwischen zwei Segmenten zu groß wird, oder bis der
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gefundene Radius aus dem Intervall für plausible1 Aortenradien herausfällt. Nach-
dem eine Zylindersegmentkette abgeschlossen ist, werden alle Kandidatenpunkte, die
innerhalb der gefundenen Kette liegen, entfernt und falls noch weitere Kandidaten-
punkte existieren mit diesen eine neue Kette gestartet. Abbildung 4.6(a) zeigt die so
gefundenen Zylindersegmentketten, die mögliche Aorten im Datensatz repräsentie-
ren.
Werden mehrere Zylindersegmentketten im Datensatz gefunden, so muss noch das
richtige Modell gewählt werden. Die Wahl des korrekten Modells erfolgt dabei basie-
rend auf zwei Kriterien:
• Enthält eine Zylindersegmentkette einen Bogen, d.h. ist der dem Kopf am nächs-
ten liegende Punkt keines der beiden Enden, dann handelt es sich sicher um die
Aorta, da keine andere Struktur eine derartige Form aufweist.
• Wird keine Zylindersegmentkette gefunden, die den Aortenbogen enthält, wird
die Kette mit dem größten Öffnungsradius gewählt. Dieses zweite Kriterium ist
notwendig, da der Aortenbogen häufig abgeschnitten und damit nicht in jedem
Datensatz vorhanden ist.
Abbildung 4.6(c) zeigt einen Datensatz mit gefundenem Aortenbogen. In Abbildung
4.6(b) ist ein Datensatz zu sehen, bei dem das korrekte Segment aufgrund des abge-
schnittenen Aortenbogens anhand des Radiuskriteriums gewählt wurde.
4.2 Lage und Orientierung des linken Ventrikels
Neben der Kenntnis über die Lage und Orientierung der Aorta ist vor allem die Lage
und Orientierung des linken Ventrikels für die Initialisierung des in Kapitel 5 vorge-
stellten statistischen Formmodells von Bedeutung. Nachdem die Position der Aorta
bereits bekannt ist, kann hiervon ausgehend die Lage und Orientierung des Ventrikels
mit einem Verfahren zur Ellipsoidapproximation durch Suchstrahlabtastung, ähnlich
dem in Abschnitt 4.1.2 vorgestellten, geschätzt werden.
Ausgehend vom Endpunkt der detektierten Aorta, der im Idealfall mit der Aorten-
klappe zusammenfällt, wird ein Saatpunkt für die Ventrikeldetektion in Richtung des
letzten Aortensegments, und damit in den Bereich des linken Ventrikels, verscho-
ben. Um diesen Punkt kann nun mit dem in Abschnitt 4.1.2 beschriebenen Verfah-
ren ein Ellipsoid aufgespannt werden, der schon in erster Näherung den Ventrikel
approximieren kann. Um eine bessere Approximation zu erreichen, wird der Punkt
1 Als Intervall für plausible Aortenradien wird der Bereich von 5-25mm angenommen. Durch
die großzügige Wahl dieses Bereichs können auch pathologisch erweiterte Aorten noch
zuverlässig detektiert werden.
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Abb. 4.6. Detektierte Zylindersegmentketten die potentiell die Aorta darstellen können (a)
Detektierte Aorta (b) und (c).
nun so verschoben, dass der größtmögliche approximierende Ellipsoid entsteht. In
Abbildung 4.7 ist die so erhaltene Approximation des linken Ventrikels zu sehen. Die
Aortenklappe kann dann als Durchstoßfläche des Aortenmodells durch den linksven-
trikulären Ellipsoiden approximiert werden.
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Abb. 4.7. Ellipsoidapproximation des linken Ventrikels.
4.3 Zusammenfassung
Für eine vollautomatische Auswertung tomographischer Herzdaten ist es eine wesent-
liche Vorraussetzung, die Lage und Orientierung des Herzens im Datensatz auto-
matisch zu bestimmen. In diesem Kapitel wurde ein Verfahren vorgestellt, mit dem
vollautomatisch die Aorta und der linke Ventrikel lokalisiert werden können. Die
robuste Detektion kann dabei durch eine Kombination aus einem auf der Hough-
Transformation basierendem Ansatz mit einer Modellanpassung eines Zylinderseg-
mentmodells der Aorta erreicht werden.
5Statistische Modellierung und 4D-Segmentierung des
Herzens
Im Rahmen dieser Arbeit soll ein Segmentierungsverfahren erstellt werden, das es
ermöglicht, vier dimensionale CTA-Datensätze zu analysieren und die für den Kar-
diologen wichtigen Parameter des Herzens ohne weitere Nutzerinteraktion zu berech-
nen. Durch den Verzicht auf zusätzliche Eingaben des Benutzers wird es möglich, die
Analyse der Daten direkt nach dem Aufnahmeprozess zu starten und dem Radiologen
unmittelbar nach Öffnen des Datensatzes alle wichtigen diagnostischen Parameter zu
präsentieren. So wird für den Nutzer ein mühsames iteratives Vorgehen vermieden,
bei dem in der Regel auf Nutzereingaben immer wieder längere Wartezeiten folgen.
Als Lösungsansatz für das Segmentierungsproblem wurden in der vorliegenden
Arbeit statistische Formmodelle gewählt, da sie es erlauben, das Expertenwissen
eines Radiologen für den Segmentierungsprozess zu nutzen, indem aus manuell
gezeichneten Konturen a-priori Wissen über die erlaubten Formen des zu segmen-
tierenden Objektes generiert wird. Statistische Formmodelle haben darüber hinaus
gegenüber Niveaumengenmethoden, die für die Fragestellung durchaus auch in Frage
kommen würden, den Vorteil der geringeren Komplexität und damit der kürzeren
Berechnungszeit. Ein wesentlicher Vorteil der Niveaumengenmethoden, Topologie-
änderungen ohne Probleme darstellen zu können, ist bei der gegebenen Fragestellung
nicht relevant. Diese Eigenschaft könnte für die Segmentierung von geschlossenen
zusammenhängenden Objekten sogar von Nachteil sein, da das Segmentierungser-
gebnis Löcher aufweisen könnte.
Im Folgenden wird zunächst auf die Erstellung eines bitemporalen, biventrikulä-
ren Modells eingegangen und anschließend eine Erweiterung des Modells auf den
gesamten Herzzyklus vorgestellt. Unter einem bitemporalen, biventrikulären Modell
wird ein Modell verstanden, das den linken und rechten Ventrikel simultan auf den
beiden diagnostisch besonders bedeutenden Herzphasen Enddiastole und Endsystole
segmentiert.
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5.1 Konstruktion des Modells
Cootes und Taylor [Cootes 04] definieren Form als Qualität einer Konfiguration
von Punkten, die gegenüber bestimmten Transformationen (in der Regel: Transla-
tion, Rotation, Skalierung) invariant ist und repräsentieren die Form eines Objek-
tes durch eine endliche geordnete Menge an Punkten auf der Objektbegrenzung
x = (x1, y1, z1, . . . , xn, yn, zn)
T ∈ R3n. Die entscheidende Fragestellung beim
Erstellen eines statistischen Formmodells ist demnach die Frage der Punktkorrespon-
denz.
Welche Punkte eignen sich nun für die exakte Beschreibung der Form eines Objektes?
Im Idealfall sollten hierzu natürliche Landmarken, also korrespondierende Punkte,
die sich eindeutig zuordnen lassen, verwendet werden. Betrachtet man aber den Fall
der Segmentierung medizinischer Datensätze, so stellt man fest, dass es sicherlich
bei einigen anatomischen Strukturen für den Experten einfach möglich ist, anatomi-
sche Landmarken zu identifizieren, bei anderen sich jedoch nur eine unzureichende
Menge finden lässt. Insbesondere im Fall des linken Ventrikels bieten sich als natür-
liche Landmarken lediglich der Apex, die Klappen sowie die Pappillarmuskeln an.
Zum Aufbau eines statistischen Formmodells der Ventrikel ist es demnach notwen-
dig, zusätzlich zu eventuell vorhandenen natürlichen Landmarken sogenannte Pseu-
dolandmarken einzuführen. Unter Pseudolandmarken wird im Folgenden eine Punkt-
verteilung auf der Oberfläche des zu segmentierenden Objektes verstanden, deren
Punkte nicht unbedingt einer bestimmten anatomischen Struktur entsprechen müssen,
für die jedoch eine Punkt zu Punkt Korrespondenz zwischen verschiedenen Datensät-
zen gelten muss. Für das in dieser Arbeit entwickelte statistische Formmodell wurden
die Knoten eines Dreiecksoberflächennetzes verwendet, das auf alle Trainingsdaten
registriert wurde.
5.1.1 Erfassen der Trainingsdaten
Wie können die für die Erstellung des statistischen Formmodells notwendigen Drei-
ecksoberflächennetze erzeugt werden? Da ein direktes interaktives Erstellen eines
3D-Dreiecksoberflächennetzes schwierig ist, wurde in dieser Arbeit ein Ansatz
gewählt, bei dem die Konturen des linksventrikulären Myokards, sowie des rechts-
ventrikulären Epikards in 2D-Schichten, sogenannten Multiplanaren Reformationen
(MPR), als Schnitt des Oberflächennetzes mit der 2D-Ebene gezeichnet werden.
2D-B-Spline Konturen
Betrachtet man die Geometrie des linken Ventrikels, so fällt seine approximativ
rotationssymmetrische Form auf, so dass es sinnvoll erscheint, die Konturen des
5.1 Konstruktion des Modells 77
(a) (b)
Abb. 5.1. Manuell gezeichnete Konturen im (a) Längsachsenschnitt und (b) Kurzachsenschnitt.
Die Quadrate zeigen die Stützstellen der B-Splines.
linksventrikulären Myokards in um die Hauptachse des linken Ventrikels rotierten
Längsachsenschnitten zu zeichnen. Für den rechten Ventrikel wurden zum Einzeich-
nen der Konturen entlang der Hauptachse des linken Ventrikels parallel verschobene
Kurzachsenschnitte gewählt. Abbildung 5.1 zeigt manuell gezeichnete Konturen im
Längs- und Kurzachsenschnitt. Die jeweils zur Zeichnungsebene orthogonal verlau-
fenden Konturen sind mit ihren Durchtrittsstellen als Punkte dargestellt.
Da es für die Erstellung eines robusten statistischen Formmodells entscheidend ist,
möglichst viele Trainingskonturen von Experten erfassen zu lassen, war es notwen-
dig, das Einzeichnen der Konturen möglichst einfach und effizient zu gestalten.
Hierzu wurden in der vorliegenden Arbeit als Repräsentation der Konturen B-Splines
gewählt, da diese sich durch wenige Punkte einfach definieren lassen.
Unter einer Spline Kurve n-ten Grades versteht man eine durch Kontrollpunkte defi-
nierte, stückweise aus Polynomen maximal n-ten Grades zusammengesetzte Kurve.
Eine B-Spline-Kurve C(u), u ∈ [τp, τn−p+1] der Ordnung p mit Knotenvektor τ =
(τ1, . . . , τn) (n ≥ 2 p) und Kontrollpunkten Pi (i = 1, . . . , n − p) wird definiert
durch
C(u) =
n−p∑
i=1
PiNi,p,τ (u). (5.1)
Die B-Spline-Basisfunktionen Ni,p,τ (i = 1, . . . , n − p) werden durch die Rekursi-
onsformel von de Boor/Cox/Mansfield definiert [de Boor 78]:
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Ni,1,τ (u) =
{
1, u ∈ [τi, τi+1]
0, sonst
(5.2)
und
Ni,p+1,τ (u) =
u− τi
τi+p − τi Ni,p,τ (u) +
τi+p+1 − u
τi+p+1 − τi+1 Ni+1,p,τ (u). (5.3)
Die Konturen des Myokards können nun einfach durch Setzen von Spline-Stützstellen
in den entsprechenden Kurz- oder Längsachsenschnitten definiert werden. Zum Edi-
tieren der Konturen ist es möglich, Stützstellen zu verschieben, Stützstellen zu entfer-
nen oder neue hinzuzufügen. Um das Editieren so effizient wie möglich zu machen,
wird eine für eine Schicht erstellte Kontur automatisch auf die nächste Schicht
kopiert, so dass in der Regel nur leichte Änderungen notwendig sind.
Triangulierung der 2D-Konturen
Für die Erstellung des statistischen Formmodells sollen die Knoten eines Drei-
ecksoberflächennetzes als Pseudolandmarken verwendet werden. Daher müssen aus
den manuell definierten 2D-B-Spline Konturen 3D-Dreiecksoberflächennetze erzeugt
werden. Da die linksventrikulären Konturen in rotierten Längsachsenschnitten und
die rechtsventrikulären Konturen in parallel verschobenen Kurzachsenschnitten vor-
liegen, wird die Triangulierung der beiden Konturmengen separat behandelt.
Im Gegensatz zu Triangulierungsverfahren, wie der Delaunay Triangulation oder dem
Powercrust Verfahren [Amenta 01], die aus einer ungeordneten Punktwolke ein Drei-
ecksnetz generieren, kann in diesem Fall die Triangulierung einfacher und robuster
ausfallen, da mehr Vorwissen über die Topologie vorhanden ist. Im linksventrikulä-
ren Fall kreuzen sich alle Konturen im Apex, sowie in der Herzbasis. Dadurch wird es
möglich, zunächst einen dieser Kreuzungspunkte als Schnittpunkt zweier Konturen
zu bestimmen und dann, von diesem ausgehend bis zum gegenüberliegenden Schnitt-
punkt, die Konturen äquidistant abtastend, die resultierenden Punkte zu Dreiecken
zu verbinden. Durch dieses Vorgehen kann aus den linksventrikulären Konturen ein
geschlossenes Dreiecksoberflächennetz erzeugt werden, das allerdings aus sehr unter-
schiedlich großen Dreiecken aufgebaut ist.
Im rechtsventrikulären Fall gibt es keinen natürlichen Anfangspunkt für die Trian-
gulierung. Hier kann zunächst ein beliebiger Punkt auf der obersten Kontur gewählt
werden und es muss dann der am nächsten gelegene Punkt auf der benachbarten Kon-
tur gesucht werden. Die eigentliche Triangulierung erfolgt dann analog zum linksven-
trikulären Fall, indem die Konturen äquidistant abgetastet werden und die resultieren-
den Punkte zu Dreiecken vernetzt werden. Sind alle Konturen vernetzt, so erhält man
ein Dreiecksoberflächennetz des rechten Ventrikels, das jedoch oben und unten noch
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Abb. 5.2. Netz des linksventrikulären Endokards vor (a) und nach (b) der Nachverarbeitung.
eine Öffnung aufweist. Zum Schließen des Netzes wird in der obersten und unters-
ten Schicht jeweils der Mittelpunkt bestimmt und dann anschließend Dreiecke aus
Mittelpunkt und jeweils zwei Randpunkten erstellt.
Insbesondere im linksventrikulären Fall sind die aus der Vernetzung resultierenden
Netze noch nicht optimal und bedürfen der Nachbearbeitung. Durch die nicht paral-
lel verlaufenden Konturen kommt es hier zu sehr unterschiedlichen Dreiecksgrößen.
Zur Nachbearbeitung der Netze werden zunächst Dreiecke, deren Flächeninhalt über
einem gewissen Schwellwert liegt, unterteilt und Dreiecke, deren Flächeninhalt unter
einem weiteren Schwellwert liegt, entfernt. Um anschließend ein möglichst gleich-
mäßiges Netz zu erhalten, wird schließlich noch eine Glättung des Netzes durch das
Verfahren von Laplace durchgeführt. Bei der Netzglättung nach Laplace wird jeder
Knotenpunkt des Netzes auf den geometrischen Mittelpunkt seiner Nachbarn ver-
schoben. Durch iteratives Anwenden erhält man so ein weitgehend gleichmäßiges
Dreiecksnetz. Abbildung 5.2 zeigt die Auswirkungen der Nachverarbeitung.
Registrierung der Trainingsdaten
Um die aus den manuell gezeichneten Konturen erzeugten Oberflächennetze zur
Erstellung eines statistischen Formmodells zu nutzen, ist es zunächst notwendig, dass
zwischen den Knoten der Netze eine 1:1 Punktkorrespondenz besteht. Dies ist aber
bei den im vorherigen Abschnitt beschriebenen Netzen nicht der Fall. Um die benö-
tigte Korrespondenz der Knoten zu erreichen, wird nun ein Netz als Vorlage ausge-
wählt und auf alle verbleibenden Netze registriert. Die Knoten des so registrierten
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Vorlagennetzes können dann direkt als Formvektor für ein statistisches Formmodell
verwendet werden. Die Registrierung der Netzte wird in einem zweistufigen Ver-
fahren durchgeführt. Zunächst kommt eine rigide Registrierung nach dem Iterative-
Closest-Point Verfahren von Besl und McKay [Besl 92] zum Einsatz, gefolgt von
einer elastischen Thin-Plate-Spline [Bookstein 89] Registrierung.
Da zunächst keine korrespondierenden Punkte bekannt sind, werden beim Iterative-
Closest-Point (ICP) Verfahren Punkte mit geringstem Abstand als korrespondierend
betrachtet. In jedem Iterationsschritt wird dann die, im Sinne der kleinsten Fehler-
quadrate optimale Transformation bestimmt [Horn 87] und das Verfahren wiederholt,
bis der Fehler unter eine vorgegebene Schwelle sinkt, oder eine maximale Anzahl
an Iterationen erreicht ist. Das Verfahren konvergiert in der Regel gut, solange die
Orientierung der zu registrierenden Punktwolken hinreichend ähnlich ist. Aus die-
sem Grund werden die Netze vor Anwendung des ICP Algorithmus zunächst mittels
einer Hauptachsentransformation in ein gemeinsames Koordinatensystem überführt,
wobei die z-Achse der Hauptachse des linken Ventrikels entspricht und die x-Achse
den rechten Ventrikel schneidet.
Um das Vorlagennetz exakt auf die Trainingsdaten abzubilden, ist es nach der rigiden
Registrierung mittels ICP notwendig, die Registrierung lokal zu verfeinern. Hierzu
wird in der vorliegenden Arbeit eine elastische Thin-Plate-Spline Registrierung ange-
wandt. Thin-Plate-Splines, bereits Ende der 70er Jahre von Duchon entwickelt, sind
das zweidimensionale Analogon zu kubischen Splines. Bookstein [Bookstein 89]
schlägt Thin-Plate-Splines erstmals zur Deformation von 2D-Bilddaten vor. Das Ver-
fahren beruht auf dem physikalischen Modell einer dünnen Metallplatte, deren Deh-
nungsenergie minimiert wird.
∫ ∫
R2
[(
∂2TTPS
∂x2
)2
+ 2
(
∂2TTPS
∂x∂y
)2
+
(
∂2TTPS
∂y2
)2]
dxdy (5.4)
Jeder Punkt wird dabei durch die Thin-Plate-Splines Transformation:
TTPS(x, y) = (T1(x, y),T2(x, y)) : R2 → R2 (5.5)
abgebildet, wobei T1 und T2 definiert sind als
Tj(x, y) = a0j + a1jx+ a2jy +
n∑
i=1
wijU ||pi − (x, y)T || j = 1, 2. (5.6)
Dabei ist pi die i-te Landmarke, ||pi−(x, y)T || der Abstand des zu transformierenden
Punktes von der i-ten Landmarke und
U(r) = r2 log r2 (5.7)
5.1 Konstruktion des Modells 81
die radiale Basisfunktion der Thin-Plate-Splines, wobei r dem Abstand zwi-
schen Landmarke und zu transformierendem Punkt entspricht. Die Koeffizienten
a0j , a1j , a2j entsprechen dem affinen Anteil der Transformation. Die Koeffizienten
wij werden dann so bestimmt, dass die Landmarken aufeinander abgebildet werden.
Alle Punkte dazwischen werden so interpoliert, dass die Dehnungsenergie laut Glei-
chung 5.4 minimiert wird.
Für die Registrierung mittels der Thin-Plate-Splines Transformation ist es im Gegen-
satz zum ICP Algorithmus notwendig, korrespondierende Landmarkenmengen zu
definieren. Hierzu wird davon ausgegangen, dass durch die zuvor ausgeführte ICP
Registrierung die beiden Dreiecksnetze schon so übereinander liegen, dass korrespon-
dierende Punkte näherungsweise durch Projektion entlang der Oberflächennormalen
auf das jeweils andere Netz abgebildet werden können. Die Landmarken, die als
Eingabe für die Thin-Plate-Splines Transformation verwendet werden, werden nun
gewonnen, indem jeder vierte Knotenpunkt des Vorlagennetzes entlang der Oberflä-
chennormalen auf das Trainingsdatennetz projiziert wird. Hierdurch kann eine gute
Übereinstimmung des Vorlagennetzes mit den Trainingsdaten erreicht werden und
man erhält eine Beschreibung aller Trainingsdaten mit korrespondierenden Landmar-
ken, wie es für die nachfolgende statistische Modellierung benötigt wird. Abbildung
5.3 zeigt die verschiedenen Schritte der Registrierung.
Iterative Verbesserung des Modells
Das manuelle Einzeichnen der Trainingsdaten ist ein sehr mühsamer und zeitauf-
wändiger Prozess. Daher wurden in dieser Arbeit zunächst nur 10 Trainingsdaten-
sätze mit dem in den vorherigen Abschnitten beschriebenen Verfahren erfasst. Ein
statistisches Formmodell, das nur mit einer solch geringen Anzahl von Trainings-
daten erstellt wurde, ist in den durch das Modell ermöglichten Deformationen stark
eingeschränkt. Es ist jedoch bereits möglich, ein solch einfaches Modell zur appro-
ximativen Segmentierung von Bilddaten zu nutzen. Mit diesem einfachen Modell
wurden nun Datensätze, die zum Training des Modells genutzt werden sollten, seg-
mentiert und die Segmentierungsergebnisse anschließend manuell korrigiert, um eine
möglichst gute Übereinstimmung mit dem Datensatz zu erreichen. Die hierzu not-
wendigen Methoden werden in Abschnitt 7.1 vorgestellt. Auf diese Weise können
weitere Trainingsdaten mit deutlich geringerem Aufwand erstellt werden, als es bei
einem komplett manuellen Zeichnen der Konturen erforderlich wäre.
5.1.2 Statistische Modellierung
In den vorangegangenen Abschnitten wurde beschrieben, wie aus manuell gezeich-
neten Konturen des linksventrikulären Myokards, sowie des rechten Ventrikels eine
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Abb. 5.3. Konturen der Netze in einem Längsachsenschnitt vor Registrierung (a), nach rigider
Registrierung (b), sowie nach TPS Registrierung (c). Die rote Kontur stellt das zu registrierende
und die grüne das Zielnetz dar.
Beschreibung jedes Trainingsdatensatzes durch eine geordnete Menge Landmarken
erreicht werden kann, indem die aus den Konturen gewonnenen Oberflächennetze
auf ein Vorlagennetz registriert werden. Jeder Trainingsdatensatz kann so durch einen
Formvektor x = (x1, y1, z1, . . . , xn, yn, zn)T ∈ R3n beschrieben werden, wobei die
Punkte (xi, yi, zi)T den Knoten des registrierten Vorlagennetzes entsprechen.
Anhand der gelernten Formvektoren soll nun ein parametrisches Modell x = M(b)
erstellt werden, mit dem sich alle möglichen Instanzen des linksventrikulären Myo-
kards sowie des rechten Ventrikels darstellen lassen. Der Vektor b stellt dabei den
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Parametervektor des Modells dar. In der vorliegenden Arbeit wurde ein Punktvertei-
lungsmodell nach Cootes et al. [Cootes 95a] gewählt.
Um das Modell zu erstellen, wird zunächst aus allen Trainingsdaten xi die Durch-
schnittsform
x¯ =
1
m
m∑
i=1
xi (5.8)
bestimmt und aus der, um den Mittelwert bereinigten Formvektoren gebildeten
Matrix
D = (x1 − x¯, . . . ,xm − x¯) (5.9)
die Kovarianzmatrix
S =
1
m− 1D ·D
T (5.10)
berechnet. Werden nun die Eigenvektoren φi und Eigenwerte λi der Kovarianzma-
trix S bestimmt, so beschreiben die Eigenvektoren zu den größten Eigenwerten die
Hauptdeformationsrichtungen. Alle möglichen1 Instanzen des Modells lassen sich
damit durch die Durchschnittsform, sowie eine gewichtete Summe der Eigenvekto-
ren approximieren.
x = x¯ + Φ · b (5.11)
Φ stellt dabei die aus den Eigenvektoren zu den t größten Eigenwerten gebildete
Matrix Φ = (φ1, φ2, . . . , φt) und b den Parametervektor des Modells dar.
In der Regel ist die Dimension d eines Trainingsvektors xi sehr viel größer als die
Anzahlm der zur Verfügung stehender Trainingsvektoren. Das in dieser Arbeit entwi-
ckelte Modell des linksventrikulären Myokards sowie des rechten Ventrikels umfasst
beispielsweise über 3000 Modellpunkte, aber nur ca. 50 Trainingsvektoren. Da bei
m Trainingsvektoren nur die ersten m Eigenwerte der d × d Matrix S von Null ver-
schieden sind und darüber hinaus die Komplexität zur Bestimmung der Eigenvekto-
ren kubisch mit der Matrixgröße steigt, ist es sinnvoll, nachfolgende Vereinfachung
zu verwenden.
Anstelle der Kovarianzmatrix S kann auch die signifikant kleinere Matrix
T =
1
m− 1D
T ·D (5.12)
zur Bestimmung der Eigenvektoren verwendet werden. Sind φti Eigenvektoren von
T mit ihren korrespondierenden Eigenwerten λti, so kann gezeigt werden, dass alle
D · φti Eigenvektoren und alle λti Eigenwerte von S sind und alle verbleibenden
Eigenwerte λi von S Null sind.
1 Unter der Voraussetzung, dass die Trainingsdatenmenge repräsentativ gewählt wurde.
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Abb. 5.4. Normierte Varianz in Richtung der ersten 15 Eigenvektoren.
Zur approximativen Beschreibung möglicher Objektinstanzen mit Gleichung 5.11 ist
es ausreichend, nur die ersten t Eigenvektoren als Basis möglicher Deformationen zu
verwenden. Wie aus Abbildung 5.4 ersichtlich ist, decken bereits die ersten wenigen
Eigenvektoren einen Großteil der gesamten Formvarianz ab. Die Anzahl t der ver-
wendeten Eigenvektoren definiert dabei die Freiheitsgrade des Modells und gibt an,
wie flexibel bzw. wie starr sich das Modell verhalten kann. Hierbei stellt sich natür-
lich die Frage, wie diese Anzahl an notwendigen Eigenvektoren bestimmt werden
kann. Da die Eigenwerte der Varianz in Richtung des korrespondierenden Eigenvek-
tors entsprechen, wäre es möglich, die Anzahl t so zu wählen, dass ein definierter
Prozentsatz θ der gesamten Varianz durch die ersten t Eigenvektoren ausgedrückt
wird.
t∑
i=1
λi ≥ θ
m∑
i=1
λi (5.13)
Alternativ zu einem festen Prozentsatz der gesamten Varianz, kann die Anzahl der
notwendigen Eigenvektoren auch so gewählt werden, dass sich alle Trainingsvekto-
ren mit einem Fehler unter einem definierten Schwellwert durch das Modell approxi-
mieren lassen.
In der vorliegenden Arbeit wurde die Anzahl der verwendeten Eigenvektoren
bestimmt, indem das statistische Formmodell mit variablem t zur Segmentierung ver-
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wendet wurde und ein t gewählt wurde, bei dem die besten Segmentierungsergebnisse
erreicht wurden. Die Güte der Segmentierungsergebnisse wird dabei anhand einer
manuell erstellten Referenzsegmentierung bestimmt. Nach Ansicht des Autors stellt
dieser Ansatz für den Bereich der Segmentierung mit statistischen Formmodellen das
geeignetste Verfahren dar, weil so unmittelbar die Auswirkung auf die Segmentierung
berücksichtigt wird.
Soll das Modell nun im Rahmen der Segmentierung verwendet werden, so ist es not-
wendig, den während der Segmentierung erhaltenen Formvektor x′ in den Parame-
terraum des Modells abzubilden.
b′ = ΦT (x′ − x¯) (5.14)
Um die Deformation des Modells auf plausible Formen zu beschränken, sollten die
Elemente des Parametervektors b beschränkt werden. Legt man für die Verteilung der
Modellpunkte eine Normalverteilung zugrunde, so können die Elemente des Parame-
tervektors einfach auf
|bi| ≤ 3
√
λi (5.15)
beschränkt werden und somit alle Werte mit einer Abweichung größer als drei Stan-
dardabweichungen als Ausreißer verworfen werden. Zur Beschränkung des Parame-
tervektors kann nun entweder der Parametervektor so skaliert werden, dass Glei-
chung 5.15 gilt, oder es werden die abweichenden Elemente des Parametervektors
auf ±3√λi gesetzt.
Abbildung 5.5 zeigt die durch Variation der ersten drei Elemente des Modellpara-
metervektors entstandenen deformierten Netze des linksventrikulären Myokards und
rechten Ventrikels.
Lokale Modellierung der Formvarianzen
Cootes et al. [Cootes 95a] schlagen vor, statistische Formmodelle als a-priori Form-
wissen in einem iterativen Segmentierungsprozess zu verwenden. Das Vorgehen
sieht in der Regel hierbei so aus, dass die mittlere Form im Datensatz platziert
wird und anschließend iterativ die einzelnen Modellpunkte anhand von Bildmerk-
malen verschoben werden, mittels Gleichung 5.14 und 5.15 ein neuer Parametervek-
tor bestimmt und anschließend durch Gleichung 5.11 neue Modellpunktpositionen
bestimmt werden. Dieses Vorgehen sorgt dafür, dass unabhängig von der Qualität
der Bilddaten und von eventuell vorhandenen Artefakten immer ein im Sinne der
Trainingsdaten plausibles Ergebnis erzielt wird. Durch den globalen Charakter des
Modells kann dafür gesorgt werden, dass auch Modellpunkte zurecht gerückt wer-
den, für die im Bilddatensatz keine oder zu schwache Bildmerkmale vorliegen, oder
die initial zu weit von der Zielstruktur entfernt liegen. Durch diesen globalen Ansatz
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Abb. 5.5. Darstellung der Variation der ersten drei Modellparameter im Bereich ±3√λ in
Kurz- und Längsachsenschnitten. Die rote Kontur zeigt jeweils das mittlere Modell.
kann zwar auf der einen Seite eine hohe Robustheit gegenüber schlechten Bilddaten
erreicht werden, allerdings kann dies auf der anderen Seite auch dazu führen, dass das
Segmentierungsergebnis trotz gutem Kontrast verschlechtert wird. Wird beispiels-
weise nur ein Modellpunkt bewegt, führt das anschließende Anwenden der Gleichung
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5.14 und 5.11 zu einer Verschiebung aller Modellpunkte, selbst wenn die restlichen
Punkte unter Umständen bereits optimal positioniert waren. Insbesonders bei lokal
ausgeprägten Pathologien kann dieses Verhalten zu fehlerhaften Segmentierungser-
gebnissen führen.
Zur Vermeidung der Probleme, die durch eine globale Modellierung der Formvari-
anzen entstehen, ist es sinnvoll, die globale Modellierung durch eine lokale Model-
lierung der Formvarianzen zu ergänzen. Üzümcü et al. [Üzümcü 03a, Üzümcü 03b]
sowie Koikkalainen and Lötjönen [Koikkalainen 04a] setzen daher, neben einer PCA
basierten Modellierung der Formvarianzen, eine auf der Independent Component
Analysis (ICA) beruhende lokale Modellierung der Formvarianzen ein. Stegmann et
al. [Stegmann 06] verwenden die Klasse der Orthomax Rotationen, um die PCA
Matrix eines statistischen Formmodells so zu rotieren, dass eine lokale Struktur
erreicht wird.
Im Rahmen dieser Arbeit wird die globale PCA basierte Modellierung der Form-
varianzen durch eine lokale Modellierung ergänzt, die auf dem von Kaiser [Kaiser
58] Ende der 50er Jahre vorgeschlagenen Varimax-Verfahren basiert. Das Varimax-
Verfahren stellt dabei einen Spezialfall der allgemeineren Orthomax-Verfahren dar.
Im Bereich der Faktorenanalyse ist das Varimax-Verfahren, eines der verbreitetsten
Rotationsverfahren, um eine einfachere Struktur einer Ladungsmatrix zu erreichen
[Bernaards 03].
Rvarimax = arg max
R
 k∑
j=1
p∑
i=1
(ΦR)4ij −
1
p
k∑
j=1
(
p∑
i=1
(ΦR)2ij
)2 (5.16)
Durch Anwenden der Rotation Rvarimax auf die auf der Hauptkomponentenanalyse
beruhende Matrix Φ entstehen wieder korrelierte Komponenten. Jedoch ist die resul-
tierende Basis von lokaler, wesentlich einfacherer Struktur. In Abbildung 5.6 wird
die Variation der ersten drei Varimax Vektoren gezeigt. Im Vergleich zu Abbildung
5.5 wird hier deutlich sichtbar, wie durch Anwendung der Varimax-Rotation lokalere
Formvektoren erzeugt werden.
Bi-temporales bi-ventrikuläres Modell
Die Indikation zur Durchführung einer CTA ist in der Regel die Abklärung einer
eventuell vorliegenden koronaren Herzkrankheit. Um die Koronargefäße bestmöglich
beurteilen zu können, wird der Zeitpunkt der Kontrastmittelgabe häufig so gewählt,
dass das Kontrastmittel während der Aufnahme bereits wieder weitgehend aus dem
rechten Ventrikel ausgewaschen wurde (“wash-out Phänomen”) [Rist 04]. Um den
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Abb. 5.6. Variation der ersten drei Varimax-Modellparameter in Kurz- und Längsachsenschnit-
ten. Die rote Kontur zeigt jeweils das mittlere Modell. Deutlich erkennbar ist die lokalere
Struktur der Variation im Vergleich zu dem PCA-Modell in Abbildung 5.5.
rechten Ventrikel dennoch robust segmentieren zu können, bietet es sich an, ein kom-
biniertes bi-ventrikuläres Modell, d.h. den linken und rechten Ventrikel umfassend,
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zu erstellen und damit die Korrelation zwischen linkem und rechtem Ventrikel zu
nutzen, wodurch insgesamt ein robusteres Ergebnis erzielt werden kann.
Um ein kombiniertes bi-ventrikuläres Modell zu erstellen, werden die Landmarken
für das Epikard, das Endokard sowie den rechten Ventrikel in einem gemeinsamen
Formvektor zusammengefasst.
Neben der Korrelation zwischen linkem und rechtem Ventrikel kann auch der Zusam-
menhang zwischen den beiden diagnostisch wichtigsten Phasen Enddiastole und End-
systole genutzt werden, um das Segmentierungsergebnis zu verbessern. Die Autoren
Stegmann et al. [Stegmann 05] schlagen vor, den enddiastolischen und den endsy-
stolischen Formvektor in einem Modell zusammenzufassen. Das Kombinieren der
beiden Phasen kann hierbei ähnlich dem Zusammenfassen der beiden Kavitäten erfol-
gen, indem die beiden Formvektoren aneinandergehängt werden.
xED,ES = (xED,xES)
T ∈ R6N (5.17)
= (x0ED , y0ED , z0ED , . . . , xnED , ynED , znED , x0ES , y0ES , z0ES ,
. . . , xnES , ynES , znES )
T
Durch dieses bi-temporale Modell können zwei Vorteile gegenüber der individuel-
len Segmentierung der beiden Phasen erreicht werden. Zum einen kann eine robus-
tere Segmentierung erzielt werden, da schwach kontrastierte Konturen in der einen
Phase durch deutlichere Konturen in der anderen ausgeglichen werden können. Zum
anderen wird eine konsistentere Segmentierung erreicht, was für die Bestimmung
der diagnostischen Parameter von entscheidender Bedeutung ist, da die wesentlichen
diagnostischen Parameter auf Differenzwerten oder Verhältnissen aus Parametern der
beiden Phasen ED und ES bestimmt werden.
5.2 Segmentierung
Nachdem im vorhergehenden Abschnitt das bi-temporale, bi-ventrikuläre statistische
Formmodell vorgestellt wurde, soll nun auf dessen Anwendung in einem vollautoma-
tischen Verfahren zur Segmentierung des linken und rechten Ventrikels eingegangen
werden. Das Verfahren setzt dabei auf die von Cootes und Taylor vorgeschlagenen
Aktiven Formmodelle [Cootes 95a] auf.
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5.2.1 Iterative multiskalen Modellanpassung
Durch Verwendung eines auf Aktiven Formmodellen basierenden Ansatzes wird das
Segmentierungsproblem durch Anpassen des in Abschnitt 5.1 beschriebenen statisti-
schen Formmodells an den zu segmentierenden Datensatz gelöst.
Um eine vollautomatische Segmentierung zu erreichen, ist es zunächst notwendig,
das mittlere Modell korrekt im zu segmentierenden Datensatz zu positionieren. Für
diese initiale Positionierung wird auf die in Kapitel 4 vorgestellte vollautomatische
Lokalisation des Herzens zurückgegriffen.
Die eigentliche Segmentierung kann nun, da das mittlere Modell korrekt im Datensatz
platziert ist, in Anlehnung an die Arbeiten von Cootes und Taylor in einem iterativen
Verfahren mit den folgenden Schritten erfolgen:
• Jeder Modellpunkt wird entlang der Oberflächennormale auf die im Sinne der in
Abschnitt 5.2.2 beschriebenen Merkmale optimale Position verschoben.
• Abbilden der Modellpunkte in den Parameterraum und Bestimmen eines neuen
Parametervektors: b = ΦT (x− x¯).
• Begrenzung des Parametervektors auf plausible Werte: |bi| ≤ 3
√
λi.
• Erzeugen eines neuen Modells: x = x¯ + Φb.
In einem iterativen Prozess werden nun diese Schritte solange wiederholt, bis keine
Änderung am Modell mehr erfolgt. Um das Verfahren robuster zu machen und gleich-
zeitig die Laufzeit zu reduzieren, wird das Verfahren auf unterschiedliche Bildauflö-
sungen angewandt. Hierzu muss jedoch nicht das ganze Volumen in unterschiedli-
chen Auflösungen berechnet werden. Stattdessen wird lediglich beim Auslesen der
Bilddaten entlang der Oberflächennormalen das ausgelesene Grauwertprofil in unter-
schiedlichen Auflösungen bestimmt. Insgesamt durchläuft das Verfahren drei Auflö-
sungsstufen, wobei die Auflösung in jedem Schritt verdoppelt wird, und der letzte
Schritt auf der urspünglichen Auflösung des Datensatzes ausgeführt wird.
In Abschnitt 5.1.2 wurde bereits auf die Problematik des globalen Charakters eines
PCA basierten Formmodells eingegangen. Für die ersten Iterationsschritte bietet der
globale PCA basierte Ansatz allerdings durchaus Vorteile, da das Modell approxima-
tiv schon gut an den Datensatz angepasst werden kann, obwohl vielleicht noch man-
che Kanten außer Reichweite des Modells liegen. In dieser Arbeit wurden daher die
Vorteile des globalen PCA Ansatzes mit einer lokalen Formmodellierung kombiniert.
Zunächst wird für die ersten Iterationen die PCA Matrix verwendet und anschließend,
um eine bessere lokale Anpassung zu erreichen, wird die Varimax rotierte Matrix
verwendet. Auf diese Weise können die Vorteile beider Verfahren für eine optimale
und robuste Anpassung des Modells an den Datensatz genutzt werden. Hierbei stellt
sich jedoch noch die Frage, wann von der globalen PCA basierten Modellierung zur
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lokalen Varimax basierten Modellierung gewechselt wird. Da die globale Model-
lierung insbesondere bei schlechten Datensätzen von Vorteil ist, wird die Anzahl
der Iterationen in Abhängigkeit der Qualität des Datensatzes gewählt. Die Qualität
des Datensatzes wird dabei aus dem Kontrast zwischen linksventrikulärem Blutvo-
lumen und Myokard, sowie der Grauwertvarianz im linksventrikulären Blutvolumen
bestimmt. Da hierfür aber bereits eine approximative Segmentierung notwendig ist,
wird die Abschätzung der Datensatzqualität nach den ersten drei Iterationen der glo-
balen Modellierung durchgeführt.
5.2.2 Merkmale
In jedem Iterationsschritt des Segmentierungsverfahrens wird für jeden Modellpunkt
ein Grauwertprofil entlang der Oberflächennormale mittels eines Bresenham Verfah-
rens [Bresenham 65] bestimmt und der Modellpunkt auf diesem Grauwertprofil so
verschoben, dass er möglichst ideal auf der Kontur des entsprechenden Objekts liegt.
Da die zu segmentierenden Datensätze allerdings über sehr unterschiedliche Kon-
trastverhältnisse verfügen und darüber hinaus die stärkste Kante nicht unbedingt die
korrekte Kante darstellt, ist es notwendig, neben dem Bildgradienten weitere Merk-
male zu berücksichtigen. Im Rahmen dieser Arbeit wurde daher eine Kostenfunktion
als gewichtete Summe mehrerer Merkmale gewählt und der Modellpunkt auf den
Punkt minimaler Kosten verschoben.
c(i, j) =
∑
wk,i ·mk(i, j) (5.18)
Dabei stellt c(i, j) die Kostenfunktion für den i-ten Modellpunkt, verschoben um
Offset j, dar. Für jeden Punkt und jede mögliche Verschiebung des Punktes im Such-
intervall werden die Kosten der k Merkmale mk(i, j) gewichtet aufsummiert.
Da der Grauwertverlauf der Kantenübergänge für unterschiedliche Bereiche des Her-
zens sehr variabel ist, ist es notwendig, die Gewichtungsfaktoren wk,i für jeden
Modellpunkt angepasst zu wählen. In einem ersten Schritt kann das Modell grob
in Regionen (rechter Ventrikel, linkes Epikard, linkes Endokard, Septum) eingeteilt
werden, und die Gewichtungsfaktoren für diese Regionen gewählt werden.
Im Rahmen dieser Arbeit wurden für die Berechnung der Kostenfunktion die folgen-
den Merkmale gewählt:
• Absolutbetrag des Bildgradienten in Richtung der Oberflächennormale
• Bildgradient in Richtung der Oberflächennormale
• Abweichung vom erwarteten Gewebegrauwert
• Mean-shift-Gradient
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Abb. 5.7. Kurzachsenschnitte dreier Datensätze, die den stark variablen Grauwertverlauf vom
septalen Myokard zum rechten Ventrikel verdeutlichen.
• Mahalanobisdistanz.
Die unterschiedlichen Gradientenmerkmale sind notwendig, da in manchen Berei-
chen die Richtung des Gradienten durch den Gewebeübergang definiert ist und damit
in allen Datensätzen identisch ist und in anderen Bereichen von der Konstrastmittel-
gabe abhängt und damit von Datensatz zu Datensatz verschieden sein kann. Insbeson-
dere der Übergang vom septalen Myokard zum rechten Ventrikel weist von Datensatz
zu Datensatz eine hohe Variabilität des Grauwertverlaufs auf. In Abbildung 5.7 sind
exemplarisch Kurzachsenschnitte dreier Datensätze aufgeführt, die deutlich unter-
schiedliche Kontrastverhältnisse im rechten Ventrikel aufweisen.
Für das Merkmal, das die Abweichung vom erwarteten Gewebegrauwert berücksich-
tigt, wurde für jeden Modellpunkt der mittlere Grauwert des Gewebes vor der Kante
bestimmt. Günstige Kosten ergeben sich dann, wenn der Bereich vor der Kante eine
möglichst geringe und der Bereich hinter der Kante eine möglichst hohe Abweichung
von diesem Grauwert aufweist
Das Mean-shift Verfahren stellt einen Kerndichteschätzer dar, der, angewandt auf den
gemeinsamen Orts-Intensitätsraum, für eine Diskontinuitäten bewahrende Glättung
genutzt werden kann. Comaniciu und Meer [Comaniciu 02, Comaniciu 99] verste-
hen unter dem gemeinsamen Orts-Intensitätsraum eines Bildes den, durch Position
und Intensität aufgespannten, (d + c)-dimensionalen Raum. Wobei d der Dimen-
sionalität des Bildes und c der Anzahl der Farbkanäle entspricht. Im Fall eines 1D-
Grauwertprofil lässt sich damit jeder Punkt entlang des Strahls als Tupel (xi, Ii) aus
Position und Intensität beschreiben. Das Auffinden von Diskontinuitäten und damit
Kanten im Bild lässt sich nun auf eine Aufteilung des Raumes anhand der Vertei-
lungsdichte reduzieren.
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Das Mean-shift gefilterte Grauwertprofil kann nach Tek et al. [Tek 02a] durch iterati-
ves Anwenden der Gleichungen 5.19 und 5.20 bestimmt werden.
xk+1i =
N∑
j=1
xje
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2σ2x e
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(5.19)
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Der Mean-shift Verschiebungsvektor für den Punkt xi kann anschließend durch
di = x
k+1
i − xki . (5.21)
berechnet werden. Die Auswirkungen der Mean-shift Filterung auf ein Grauwertprofil
zeigt Abbildung 5.8.
Im Gegensatz zu den bisher vorgestellten Merkmalen erfordert die Mahalanobis-
distanz ein Erfassen von Daten schon während des Trainingsprozesses. Für jeden
Modellpunkt wird hierbei ein Modell des lokalen Grauwertprofils entlang der Ober-
flächennormalen erstellt. Es wird dafür während des Trainingsprozesses für jeden
Modellpunkt und jeden Trainingsdatensatz das Grauwertprofil entlang der Oberflä-
chennormale in beide Richtungen ausgelesen und für jeden Modellpunkt das mittlere
Grauwertprofil g¯i, sowie die Kovarianzmatrix Si bestimmt.
Die Mahalanobisdistanz für den i-ten Modellpunkt ist dann definiert als
fi(gs) = (gs − g¯i)TS−1i (gs − g¯i), (5.22)
wobei gs ein aus dem zu segmentierenden Datensatz bestimmtes Grauwertprofil ist.
5.2.3 Bestimmung der Gewichtungsfaktoren
Im vorhergehenden Abschnitt wurden die in der Kostenfunktion verwende-
ten Merkmale vorgestellt. Die Gewichtungsfaktoren für die einzelnen Merk-
male wurden zunächst empirisch für unterschiedliche Gewebeübergangsklassen
(Blutvolumen→Myokard, Myokard→Lunge, Septum, rechter Ventrikel→Lunge)
bestimmt. Dieses Vorgehen wirft jedoch zwei Fragen auf:
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Abb. 5.8. (a) Grauwertprofil (in Blau) und Mean-shift gefiltertes Grauwertprofil (in Rot) ent-
lang des in (c) dargestellten Vektors. (b) Gradient des Mean-shift-Verschiebungsvektors. Man
erkennt sehr schön die im Bild kaum wahrnehmbare Kante zwischen septalen Myokard und
dem rechten Ventrikel.
1. Ist die Einteilung in die genannten Klassen ausreichend und richtig gewählt?
2. Wurden die Gewichtungsfaktoren für die Gewebeübergangsklassen ideal
gewählt?
Eine empirische, manuelle Zuordnung der Grauwertübergänge zu Klassen und eine
manuelle Wahl der Gewichtungsfaktoren wird sicherlich nicht ein optimales Ergebnis
liefern, so dass beide Fragen negativ beantwortet werden müssen. Um die Segmen-
tierung weiter zu verbessern, ist es daher sinnvoll, sowohl die Klassenzuordnung, als
auch die Wahl der Gewichtungsfaktoren systematisch zu bestimmen.
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Für eine systematische Einteilung in Grauwertübergangsklassen wurde in einer Trai-
ningsphase zunächst für jeden Modellpunkt ein Merkmalsvektor aus den folgenden
Werten gebildet:
• Mittlerer Gradient in Richtung der Oberflächennormale
• Varianz des Gradienten
• Mittlerer Grauwert in negativer Richtung der Oberflächennormale
• Varianz des Grauwertes in negativer Richtung der Oberflächennormale
• Mittlerer Grauwert in Richtung der Oberflächennormale
• Varianz des Grauwertes in Richtung der Oberflächennormale.
Diese Merkmalsvektoren können nun in einem k-means Verfahren genutzt werden,
um jeden Modellpunkt einer Grauwertübergangsklasse zuzuweisen. Als Initialisie-
rung des k-means Verfahrens wurden hierzu die manuell zugewiesenen Klassen ver-
wendet.
In einem nächsten Schritt konnten nun die Gewichtungsfaktoren für jede der
bestimmten Klassen optimiert werden. Für die Optimierung wurde ein Downhill-
Simplex Verfahren nach Nelder und Mead [Nelder 65] auf eine Auswahl repräsenta-
tiver Datensätze mit bekannter manuell definierter Segmentierung angewandt. Beim
Downhill-Simplex Verfahren handelt es sich um eine Methode zur Optimierung nicht-
linearer Funktionen von mehreren Parametern, das ohne Ableitung der Funktion aus-
kommt. Zur Initialisierung des Verfahrens wird im sechsdimensionalen Parameter-
raum ein 6-Simplex aus Parametervektoren, die aus Variationen der initialen manuel-
len Gewichtungsfaktoren entstehen, aufgespannt. In jedem Iterationsschritt wird nun
für jeden Punkt des Simplexes der Segmentierungsfehler bestimmt und der schlech-
teste Punkt durch einen neuen ersetzt. Als Strategie für die Wahl des neuen Punktes
schlagen Nelder und Mead das folgende Vorgehen vor:
• Zunächst wird der schlechteste Punkt am Schwerpunkt des Simplexes gespiegelt.
• Wenn der neue Punkt besser ist als alle anderen, wird der Punkt noch einmal in
die gleiche Richtung verschoben.
• Wenn der neue Punkt besser ist als der bisherige, wird er in den Simplex integriert
und der Algorithmus fortgesetzt.
• Wenn der neue Punkt keine Verbesserung bringt, wird der Punkt verworfen, der
Simplex anschließend geschrumpft und der Algorithmus von neuem gestartet.
Um die Wahrscheinlichkeit zu reduzieren, in einem lokalen Minimum hängen zu blei-
ben, wird das Verfahren mit mehreren Startkonfigurationen durchgeführt.
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5.3 Erweiterung des Modells auf 4D
In den Abschnitten 5.1 und 5.2 wurde ein System vorgestellt, mit dem vollautoma-
tisch der linke und rechte Ventrikel für die diagnostisch besonders bedeutenden Zeit-
punkte Enddiastole sowie Endsystole im MSCT-Daten segmentiert werden kann. Das
Ergebnis einer solchen Segmentierung kann anschließend genutzt werden, um viele
für die Diagnostik wichtigen Parameter wie die Auswurffraktion, das Schlagvolumen
oder die Veränderung der Wanddicke des Myokards zwischen ED und ES zu bestim-
men. Für eine vollständige Analyse der Bewegung des linksventrikulären Myokards
ist es jedoch wünschenswert, nicht nur zwei Momentaufnahmen zu den Zeitpunk-
ten maximaler und minimaler Kontraktion vorliegen zu haben, sondern den gesamten
Bewegungsablauf darstellen zu können, in dem für jeden Zeitpunkt des Herzzyklus
eine Segmentierung des linksventrikulären Myokards vorliegt.
Um eine Segmentierung aller Phasen des Herzzyklus zu erhalten, könnte man natür-
lich das im letzten Abschnitt vorgestellte Verfahren separat auf jede einzelne Phase
anwenden. Dieses Vorgehen würde jedoch Inkonsistenzen mit sich bringen und wäre
darüber hinaus recht rechenintensiv, da keine Informationen über den zeitlichen
Zusammenhang zwischen den Phasen berücksichtigt würden.
Eine weitere Variante zur Segmentierung des vollständigen Herzzyklus wäre eine ein-
fache Erweiterung des bi-temporalen Modells um weitere Zeitpunkte. Hier stellt sich
jedoch die Frage des Aufwandes für die Trainingsphase. Bei einer einfachen Erwei-
terung des bisherigen Modells müssten nun für jeden Trainingsdatensatz zusätzlich
für jede Phase manuell Konturen gezeichnet werden. Bei bis zu 20 Phasen und über
50 Trainingsdatensätzen scheidet diese Variante daher aufgrund des hohen Trainings-
aufwandes aus.
Betrachtet man jedoch das in den vorherigen Abschnitten beschriebene bi-temporale
Modell als einen Vorverarbeitungsschritt, der bereits Wissen über die Bewegung des
Myokards liefert, so ergibt sich eine weitere Möglichkeit zur Segmentierung des
linksventrikulären Myokards für alle Phasen. So kann davon ausgegangen werden,
dass die Bewegung eines jeden Myokardpunktes durch seine bekannte Position zu
den Phasen ED und ES eingeschränkt ist. Da darüber hinaus zwischen dem enddias-
tolischen und dem endsystolischen Netz eine 1:1 Punktkorrespondenz zwischen den
Knoten des Netzes besteht, kann die mögliche Position eines Punktes in einer Phase
zwischen ED und ES noch weiter, auf eine durch die Position des Punktes in den
Phasen ED und ES aufgespannte Strecke, eingeschränkt werden. Es ist folglich zu
überlegen, wie sich diese Bewegung zeitlich unter diesen räumlichen Einschränkun-
gen verhält. Es wird also eine zyklische Funktion s(t) benötigt, welche die Position
p(t) eines Punktes in einer Phase t auf der Strecke zwischen minimaler Position p
ES
und maximale Position p
ED
beschreibt. Die Position eines Punktes kann damit für
jede Phase bestimmt werden als
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Abb. 5.11. Synthetisch erzeugte Volumenkurven [Pretorius 04].
entsprechen. Mit dem Parameter avpx wird die Bewegung entlang der Hauptachse
zwischen Basis und Apex beschrieben. In Abbildung 5.11 werden mit dem Modell
erzeugte Volumenkurven für verschiedene Auswurffraktionen gezeigt.
Das Verwenden einer generischen Volumenkurve zur Modellierung der Ventrikel-
bewegung hat jedoch einen wesentlichen Nachteil. Obwohl in die Berechnung der
Volumenkurve die Auswurffraktion, sowie das enddiastolische und endsystolische
Volumen als physiologische Parameter einfließen, können mit dieser Methode patho-
logische Veränderungen der Bewegung nicht berücksichtigt werden. Darüber hinaus
ergibt sich das Problem, dass mit diesem Ansatz die enddiastolische sowie endsysto-
lische Phase manuell gewählt werden müssen.
5.3.2 Automatische Bestimmung der linksventrikulären Volumenkurve
Um auch pathologische Veränderungen der Myokardbewegung mittels der Volumen-
kurve modellieren zu können, ist es notwendig, diese nicht generisch zu berechnen,
sondern die tatsächliche patientenindividuelle Volumenkurve aus den vorliegenden
Bilddaten zu bestimmen. Im Folgenden soll hier nun ein Ansatz vorgestellt werden,
mit dem es möglicht ist, vollautomatisch die linksventrikuläre Volumenkurve, sowie
die enddiastolische und endsystolische Phase als Minimum und Maximum dieser
Kurve zu bestimmen. Der vorgestellte Ansatz beruht dabei auf den folgenden bei-
den Annahmen:
• Es ist möglich, das enddiastolische linksventrikuläre Blutvolumen vollautoma-
tisch und robust zu segmentieren.
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Abb. 5.12. (a) Durch eine separate Segmentierung aller Phasen erzeugte inkonsistente Volu-
menkurve. (b) Durch die maskenbegrenzte Schwellwertsegmentierung erzeugte Volumen-
kurve. Der Vergleich zeigt deutlich, dass durch eine unabhängige Segmentierung aller Phasen
keine physiologisch korrekte Volumenkurve entsteht.
• Das linksventrikuläre Blutvolumen aller Phasen ist räumlich durch das segmen-
tierte Blutvolumen der enddiastolischen Phase begrenzt.
Das linksventrikuläre Blutvolumen lässt sich aufgrund des hohen Kontrastes ver-
gleichsweise einfach segmentieren. In der Literatur finden sich hierzu verschiedene
Ansätze. Im Rahmen dieser Arbeit wurde eine Ansatz von Grady et al. [Grady
06b, Grady 06a] verwendet. Obwohl das Verfahren auf enddiastolischen Daten sehr
robust funktioniert, liefert es keine hinreichend robusten Ergebnisse auf endsystoli-
schen Daten. Darüber hinaus können inkonsistente Ergebnisse entstehen, wenn das
Verfahren unabhängig auf alle Phasen eines Herzzyklus angewandt wird. In Abbil-
dung 5.12(a) ist eine Volumenkurve zu sehen, die durch unabhängige Segmentierung
des linksventrikulären Blutvolumens in allen Phasen erzeugt wurde. Sehr deutlich ist
hier zu sehen, dass durch ein deartiges Verfahren keine physiologisch korrekte Volu-
menkurve entsteht.
Neben der bereits erwähnten Problematik, dass unter Umständen keine konsistente
Volumenkurve bestimmt werden kann, wäre eine unabhängige Segmentierung aller
Phasen auch aus Aufwandsgründen nicht empfehlenswert. Nimmt man nun aber an,
dass das linksventrikuläre Blutvolumen aller Phasen durch das segmentierte Blutvo-
lumen der enddiastolischen Phase räumlich begrenzt ist, so ergibt sich eine weitere
Möglichkeit, die Volumenkurve aus allen Phasen zu extrahieren. Anstatt das Blutvo-
lumen in allen Phasen zu segmentieren, wird zunächst nur das Blutvolumen der 80%
Phase segmentiert und die so gewonnene Maske als Begrenzung für eine Schwell-
wertsegmentierung aller anderen Phasen genutzt. Im Detail kann das Verfahren in die
folgenden Schritte untergliedert werden:
• Segmentieren der 80% Phase (Abbildung 5.13(a)).
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Modells. Da auf ein statistisches Formmodell für die Zwischenphasen verzichtet
wurde, wurde zusätzlich zu den in Abschnitt 5.2.2 vorgestellten Merkmalen die lokale
Krümmung als Merkmal berücksichtigt, um Artefakt induzierte Ausreißer zu verhin-
dern. Zur Berechnung der lokalen Krümmung wurde für jeden Punkt p die diskrete
Gaußkrümmung κ als das Winkeldefizit aller m angrenzenden Dreiecke eines Punk-
tes
κ = 2pi −
m−1∑
j=0
αj (5.26)
berechnet, wobei es sich bei αj um den Winkel des j-ten Dreiecks beim Punkt p
handelt.
5.4 Zusammenfassung
In diesem Kapitel wurde ein Verfahren zur vollautomatischen Segmentierung des lin-
ken und rechten Ventrikels für die diagnostisch besonders bedeutenden Phasen End-
diastole und Endsystole vorgestellt. Um eine robuste und konsistente Segmentierung
zu erreichen, wurde ein beide Phasen und beide Ventrikel umfassendes bi-temporales,
bi-ventrikuläres statistisches Formmodell entwickelt. Insbesondere für das linksven-
trikuläre Myokard ist man jedoch auch an einer Analyse der Bewegung über den
gesamten Herzzyklus interessiert. Daher wurde das bi-temporale Modell für den lin-
ken Ventrikel um ein auf der linksventrikulären Volumenkurve beruhendes Interpo-
lationsverfahren ergänzt, das es ermöglicht, das linksventrikuläre Myokard für jede
Phase des Herzzyklus zu segmentieren. Zur Realisierung des Interpolationsverfah-
rens wurde ein effizientes und robustes Verfahren zur automatischen Bestimmung der
linksventrikulären Volumenkurve entwickelt.

6Analyse des Koronarbaumes
Im vorherigen Kapitel 5 wurde ein Verfahren zur Segmentierung des linksventriku-
lären Myokards in jeder Phase des Herzzyklus vorgestellt. Damit ist es möglich, die
Bewegung des Myokards zu untersuchen und Bewegungstörungen und Veränderun-
gen der Pumpleistung zu erkennen. Für eine weitergehende Diagnose der Ursachen
dieser Wandbewegungstörungen ist es jedoch entscheidend, die Zuordnung zwischen
versorgenden Koronarien und den von ihnen versorgten Arealen des Myokards zu
kennen. Mit dieser Zuordnung ist man in der Lage , die Wandbewegungsstörung, die
z.B. von einer Minderperfusion verursacht sein kann, mit einer Stenose in einem ver-
sorgenden Koronargefäß in Verbindung zu bringen. Damit ist es zum einen möglich,
ausgehend von der Stenose, die hämodynamische Relevanz zu beurteilen und zum
zweiten, ausgehend von der Wandbewegungsstörung des Myokards, auf die Ursa-
chen, d.h. das versorgende Gefäß, zu schließen.
In dieser Arbeit wird für die Segmentierung des Koronarbaumes auf eine Arbeit
von Hennemuth et al. [Hennemuth 05] und Boskamp et al. [Boskamp 04] zurück-
gegriffen. Die Autoren verwenden einen Regiongrowing basierten Ansatz zur Seg-
mentierung des Koronarbaumes, ausgehend von einem manuell gesetzten Saatpunkt
in der Aorta oberhalb der Ostien. Um eine möglichst vollständige Segmentierung
des Koronarbaumes zu erreichen und dennoch ein Auslaufen in benachbarte Struk-
turen zu verhindern, verwenden die Autoren ein Multi-Schwellwert Verfahren, d.h.
der Schwellwert des Regiongrowings wird immer weiter abgesenkt und die Ergeb-
nisse für jeden Schwellwert gespeichert. Trägt man nun die Anzahl der segmentier-
ten Voxel über dem verwendeten Schwellwert auf und betrachtet die so gewonne-
nen Schwellwert-Volumenkurve, so kann, der Schwellwert bei dem ein Auslaufen
in benachbarte Strukturen erfolgt, an einer deutlichen Stufe in dieser Kurve erkannt
werden.
Das Segmentierungsverfahren von Hennemuth et al. nutzt zur Initialisierung einen
manuell gesetzten Saatpunkt in der Aorta oberhalb der beiden Ostien. Für eine voll-
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Ursprung der RCA und LCA zu wählen. Auch soll darauf verzichtet werden, einfach
den ersten Verzweigungsknoten zu wählen, dessen Nachfolgerbäume eine gewisse
Mindestgröße aufweisen, da die Festlegung dieses Parameters ’Mindestgröße’ will-
kürlich erscheint.
Eine robustere Detektion der Verzweigung in LCA und RCA basiert auf der Idee,
einen Hauptverzweigungsknoten zu suchen, der den Baum besser in zwei gleich-
große Hälften aufteilt, als jeder andere Knoten. Die Bewertungsfunktion für die Aus-
wahl dieses Knotens muss nun zum einen die Eigenschaft der gleichgroßen Teil-
bäume berücksichtigen, und zum anderen dafür sorgen, dass dieser Hauptverzwei-
gungsknoten möglichst nahe an der Wurzel liegt. Würde man auf dieses zweite Kri-
terium verzichten, könnte ansonsten ein Hauptverzweigungsknoten gefunden werden,
der lediglich zwei Blätter hat und damit zwei gleich große Teilbäume aufweist. Als
eine Bewertungsfunktion, die beide Kriterien berücksichtigt, wurde die Funktion c(k)
gewählt, die für jeden Knoten k ein Gütemaß bestimmt, inwiefern es sich um einen
Hauptverzweigungsknoten handelt.
c(k) = α · |size(k1)− size(k2)|+ β · size(r, k) (6.1)
size(k1) und size(k2) entsprechen dabei der Größe der beiden Teilbäume, size(r, k)
der Anzahl Knoten von der Wurzel bis zum Knoten k, und α und β Gewichtungsfak-
toren. Der Hauptverzweigungsknoten ergibt sich damit als der Knoten, für den die
Funktion c(k) minimal wird.
Nachdem der Koronarbaum in zwei Hälften zerlegt ist, müssen diese nun jeweils der
RCA oder LCA zugeordnet werden. Diese Zuordnung ist bei Kenntnis über die Lage
des linken Ventrikels einfach zu treffen, indem der Teilbaum, dessen Schwerpunkt
näher am Schwerpunkt des linken Ventrikels liegt, der LCA zugeordnet wird. Der
Schwerpunkt des linken Ventrikels kann dabei durch das in Abschnitt 4.2 beschrie-
bene Verfahren bestimmt werden.
Neben der Unterteilung in LCA und RCA ist weiterhin die Verzweigung der LCA
in die LAD und die LCX bei der Abbildung des Koronarbaumes auf die durch die
Gefäße versorgten Myokardareale von Interesse. Diese weitere Unterteilung kann
nun mit dem gleichen Verfahren erfolgen, indem es lediglich auf die LCA ange-
wandt wird. Da jedoch sowohl die LAD als auch die LCX um den linken Ventri-
kel herum laufen, kann eine Unterscheidung der beiden Gefäße nicht ausschließlich
durch eine Betrachtung des Schwerpunktes erfolgen. Betrachtet man den Verlauf der
beiden Gefäße, so erkennt man für die LAD üblicherweise einen Verlauf vom Ver-
zweigungspunkt entlang der Hauptachse des linken Ventrikels zum Apex, und für
die LCX einen Verlauf mehr oder weniger orthogonal zur Hauptachse um den linken
Ventrikel herum. Diese Betrachtung kann nun genutzt werden, um die beiden Gefäße
anhand ihres Verlaufs zu identifizieren. Neben der Lage ist auch die Orientierung des
linken Ventrikels und damit seine Hauptachse aus dem in Abschnitt 4.2 beschriebenen
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Abb. 6.4. Automatisch benannte Hauptäste des Koronarbaumes sowie ein Oberflächenmodell
des linken Ventrikels.
Verfahren bekannt. Damit kann nach Bestimmung der Hauptachse durch eine Haupt-
komponentenanalyse der beiden zu identifizierenden Äste die Winkelabweichung der
Hauptachse eines dieser Äste zur Hauptachse des linken Ventrikels als Merkmal für
die Identifizierung genutzt werden.
In Abbildung 6.4 ist ein mit dem beschriebenen Verfahren automatisch unterteilter
und benannter Koronarbaum dargestellt.
6.3 Automatische Bestimmung patientenindividueller
Versorgungsbereiche des Myokards
Fasst man die automatische Bestimmung der drei Hauptäste des Koronarbaumes aus
dem vorherigen Abschnitt und die automatische Segmentierung des linken und rech-
ten Ventrikels aus Kapitel 5 zusammen, so ergibt sich die Möglichkeit, für jeden
Punkt der Myokardoberfläche anhand der minimalen Distanz abzuschätzen, von wel-
chem Gefäß er versorgt wird. Damit wird es möglich, patientenindividuelle Ver-
sorgungsbereiche des Myokards zu bestimmen, und so eine wesentlich genauere
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Hauptästen. In Abbildung 6.5(a) ist eine Wanddickenpolarmap mit überlagertem 17-
Segmentmodell sowie patientenindividuellen Versorgungsbereichen dargestellt. Ver-
gleicht man Abbildung 6.5(a) und 6.5(b) so erkennt man für diesen Datensatz die gute
Übereinstimmung der berechneten Versorgungsgebiete mit dem AHA 17-Segment-
Modell. Neben den drei großen Versorgungsbereichen der Hauptäste kann es dar-
überhinaus auch interessant sein, die Versorgungsareale einzelner Teiläste zu beur-
teilen. Hierzu wurde im Rahmen dieser Arbeit eine Funktionalität implementiert, die
es erlaubt, interaktiv auf der Polarmap einzelne Gefäßstücke zu selektieren, und den
entsprechenden Versorgungsbereich zu bestimmen.
6.4 Zusammenfassung
Für eine Beurteilung der Auswirkungen einer Stenose in einem Koronargefäß ist es
notwendig, das von diesem Gefäß versorgte Areal des Myokards zu bestimmen, um
eventuell vorhandene Funktionsstörungen als Auswirkungen der Stenose erkennen zu
können. Bisher wurde diese Zuordnung anhand eines von der AHA vorgeschlagenen
statischen 17-Segmentmodell getroffen. Aufgrund der hohen anatomischen Variabi-
lität ist diese statische Zuordnung jedoch problematisch [Setser 05, Bonow 96].
In diesem Kapitel wurde gezeigt, dass es möglich ist, automatisch die drei Hauptäste
des Koronarbaumes zu bestimmen und damit die patientenindividuellen Versorgungs-
bereiche zu ermitteln und somit der hohen anatomischen Variabilität des Verlaufs der
Koronargefäße Rechnung zu tragen.
7Visualisierung diagnostischer Parameter
Im Rahmen dieser Arbeit wurden Verfahren entwickelt, mit denen das linksventri-
kuläre Myokard sowie das rechtsventrikuläre Epikard vollautomatisch segmentiert
werden können. Darüber hinaus wurden Verfahren geschaffen, die eine Zuordnung
zwischen versorgenden Koronararterien und den versorgten Myokardarealen herstel-
len. Neben diesen zunächst geometrischen Ergebnissen ist aus medizinischer Sicht
natürlich vor allem die diagnostische Interpretation dieser Ergebnisse von Interesse.
Im Folgenden soll daher auf die Berechnung und Visualisierung der diagnostischen
Parameter eingegangen werden, die sich aus den Segmentierungsergebnissen ableiten
lassen.
7.1 Interaktive Modifikation von Oberflächennetzen
Grundvoraussetzung für die Berechnung aller diagnostischen Parameter ist die Kor-
rektheit des zugrunde liegenden Segmentierungsergebnisses. Daher soll im Folgen-
den zunächst auf die Visualisierung und interaktive Modifikation der aus der Segmen-
tierung des linken und rechten Ventrikels resultierenden Oberflächennetze eingegan-
gen werden. Als Ergebnis liefert die Segmentierung des linken und rechten Ventrikels
ein Dreiecksnetz für das rechtsventrikuläre Epikard für die Phasen Enddiastole und
Endsystole. Für das linksventrikuläre Epikard und Endokard erhält man ein Dreiecks-
netz für alle1 Phasen des Herzzyklus.
Die Visualisierung der Segmentierungsergebnisse kann sowohl als Oberflächendar-
stellung in 3D oder in 2D als Schnitt der Oberfläche mit einer MPR2 dargestellt wer-
1 In der Regel liegen bei einem multiphasischem CTA-Datensatz 10 - 20 Phasen für einen
Herzzyklus vor.
2 Multiplanare Reformatierung.
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Abb. 7.2. Lokale Modifikation des Oberflächennetzes als Feder-Masse Modell.
der Summe der effektiven Kräfte entspricht. gij entspricht dabei der durch die Feder
zwischen Knoten i und Knoten j hervorgerufenen Kraft, dix˙i der geschwindigkeits-
abhängigen Dämpfung und fexti der extern auf den Knoten ausgeübten Kraft. Fasst
man nun ein System von Massepunkten und Verbindungselementen mit den Matrizen
M für die Masse, D für die Dämpfung und K für die Steifigkeit zusammen, so lässt
sich Gleichung 7.2 als
Mx¨ + Dx˙ + Kx = Fext (7.3)
schreiben.
Diese Differentialgleichung zweiter Ordnung kann in zwei Differentialgleichungen
erster Ordnung umgeschrieben werden,
v˙ = M−1(−Dv −Kx + Fext) (7.4)
x˙ = v (7.5)
welche schließlich zur Bestimmung der Deformation des Modells iterativ numerisch
gelöst werden können [Schill 01].
Um die Lösung des Systems zu beschleunigen und damit eine interaktive Modifika-
tion zu ermöglichen, wurde nicht das vollständige Oberflächennetz des Modells als
Feder-Masse System aufgefasst, sondern jeweils nur eine Umgebung um den aktu-
ell modifizierten Modellpunkt. Die Randpunkte dieser Umgebung wurden jeweils
als Randbedingung in ihrer Position festgesetzt. In Abbildung 7.2 ist ein mit dieser
Methode deformiertes Oberflächennetz zu sehen.
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(a) (b)
Abb. 7.3. Modifikation des Oberflächennetzes mittels eines Nudge-Tools mit unterschiedlichen
Radien von innen und von außen.
7.1.3 Nudge-Tool
Als Alternative zur, auf einem Feder-Masse Modell basierenden, interaktiven Modi-
fikation, wurde eine weitere intuitive Methode zur schnellen interaktiven Korrektur
des Oberflächennetzes implementiert. Hierbei kann der Nutzer mittels eines kugel-
förmigen Werkzeugs das Oberflächennetz nach innen oder außen drücken. Durch die
kugelförmige Beschaffenheit des Werkzeugs wird damit ein wesentlich glatteres und
gleichmäßigeres Resultat erzielt, als durch die Modifikation einzelner Modellpunkte.
Um sowohl feine, als auch großflächige Korrekturen durchführen zu können, ist es
notwendig, die Größe des verwendeten Werkzeugs wählen zu können. Die Größe des
Werkzeugs muss jedoch nicht explizit durch den Nutzer vorgegeben werden, sondern
wird automatisch in Abhängigkeit des Abstandes der aktuellen Position zur Oberflä-
che bestimmt. In Abbildung 7.3 ist die Verwendung des Nudge-Tools zu sehen.
Durch Verwendung des kugelförmigen Nudge-Tools können dreidimensionale Ober-
flächennetze vergleichsweise einfach modifiziert werden, obwohl die Netze lediglich
in 2D-Schnitten bearbeitet werden. Das dreidimensionale Werkzeug sorgt jeweils
dafür, dass auch die Bereiche oberhalb und unterhalb der momentan bearbeiteten
Ebene modifiziert werden.
Soll nun der gesamte Herzzyklus ausgewertet werden, so müsste jede Phase sepa-
rat korrigiert werden. Geht man jedoch davon aus, dass die zeitlich benachbarten
Oberflächennetze nahe beieinander liegen und auf ähnliche Art und Weise korri-
giert werden müssten, so wäre eine Erweiterung des dreidimensionalen Nudge-Tools
auf eine 4D-Kugel denkbar. Damit wäre es möglich, die Oberflächennetze eines
gesamten Herzzyklus wesentlich effizienter zu korrigieren, da neben der lokalen ört-
lichen Umgebung auch die lokale zeitliche Umgebung berücksichtigt würde. Eine
direkte Anwendung einer 4D-Kugel auf jeweils benachbarte Phasen würde jedoch
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zu fehlerhaften Ergebnissen führen, da die Oberflächennetze der einzelnen Phasen,
je nach Zeitpunkt im Herzzyklus, aufgrund der unterschiedlichen Muskelkontrakti-
onsgeschwindigkeiten, einen unterschiedlichen Abstand aufweisen. Es muss also die
Geschwindigkeit der Kontraktion beim Aufspannen des 4D-Raumes berücksichtigt
werden. Eine Möglichkeit hierzu bietet die Verwendung der Volumenkurve. Ähnlich
wie in Kapitel 5.3.1 zur Modellierung der Myokardbewegung kann die Volumenkurve
genutzt werden, um den Abstand der Oberflächennetze zwischen zwei Phasen bei der
Korrektur zu berücksichtigen. Hierzu wird jeder Modellpunkt um eine t-Koordinate
ergänzt, die auf den normalisierten Volumenwert der Volumenkurve gesetzt wird.
Somit kann die Myokardbewegung berücksichtigt, und die Netze mittels des 4D-
Kugelwerkzeugs modifiziert werden. Es gilt jedoch zu beachten, dass die Radien für
(x, y, z) und t aufgrund der unterschiedlichen Einheiten verschieden gewählt werden
müssen.
7.2 Volumetrische Parameter
Bei der Beurteilung der Funktion des Herzens sind vor allem das Volumen des lin-
ken Ventrikels zu den Zeitpunkten der maximalen Kontraktion, der Endsystole, und
der maximalen Füllung, der Enddiastole, sowie die davon abgeleiteten Parameter von
Interesse. Soll nun das in Kapitel 5 vorgestellte Modell zur Diagnoseunterstützung
genutzt werden, so müssen, basierend auf den Segmentierungsergebnissen, insbeson-
dere das Schlagvolumen SV sowie die Auswurffraktion EF bestimmt werden.
SV = VED − VES (7.6)
EF = SV/VED (7.7)
Betrachtet man nicht nur die enddiastolische sowie endsystolische Phase, sondern den
gesamten Herzzyklus, so ist vor allem die aus den Volumina aller Phasen gebildete
Füllkurve des linken Ventrikels von Interesse.
Für die Bestimmung dieser, auf dem Volumen des linksventrikulären Myokard beru-
henden, diagnostischen Parameter stellt sich die Frage, wie für die aus der Seg-
mentierung resultierenden Dreiecksoberflächennetze effizient das Volumen bestimmt
werden kann. Hughes et al. [Hughes 96] schlagen hierzu einen auf dem Gaußschen
Divergenztheorem beruhenden Ansatz vor.
Der Gaußsche Integralsatz stellt einen Zusammenhang zwischen der Divergenz eines
Vektorfeldes und dem durch das Feld vorgegebenen Fluss durch eine geschlossene
Oberfläche her.
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Abb. 7.4. Linksventrikuläre Füllkurve.
∫ ∫ ∫
V
∇Cdv =
∫ ∫
S
C · nda (7.8)
Dabei entspricht C einem Vektorfeld, n der Normalen des Oberflächendifferentials
da sowie dv dem Volumendifferential. Das Theorem kann nun nach Owen [Owen 05]
wie folgt genutzt werden, um das durch ein Dreiecksoberflächennetz eingeschlossene
Volumen zu bestimmen: Wird C auf C(x, y, z) = (x, 0, 0) gesetzt, so lässt sich
Gleichung 7.8 als ∫ ∫ ∫
V
1dv =
∫ ∫
S
Cnda (7.9)
schreiben.
Damit entspricht das von der Oberfläche S eingeschlossene Volumen genau dem
durch das Feld vorgegebenen Fluss durch die Oberfläche und damit der Summe
des Flusses durch jedes Dreieck. Für die Bestimmung des Flusses durch das Drei-
ecksoberflächennetz wird für ein Dreieck (v1,v2,v3) die folgende Parametrisierung
gewählt:
e1 = v2 − v1 (7.10)
e2 = v3 − v1 (7.11)
s(u, v) = v1 + u · e1 + v · e2 (7.12)
Damit lässt sich der Fluss durch ein Dreieck des Oberflächennetzes als
Φ =
∫ ∫
C(s(u, v)) · (e1 × e2)dvdu (7.13)
=
∫ ∫
(v1x + u · e1x + v · e2x) · (e1ye2z − e1ze2y)dvdu (7.14)
schreiben. Wird das Integral 7.14 für u ∈ [0, 1] und v ∈ [0, u − 1] ausgewertet, so
ergibt sich der Fluss durch ein Dreieck als
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• Unterdrücken nicht relevanter Strukturen
Basierend auf der in Kapitel 5 vorgestellten Segmentierung des linken Ventrikels wird
zunächst der durch den Raum zwischen endokardialen und epikardialen Dreiecksnetz
gegebene Bereich in eine Voxeldarstellung überführt. Um dies effizient zu realisieren,
wird erst der Schnitt der axialen Ebenen des CTA-Volumens mit den Oberflächennet-
zen ermittelt und anschließend in 2D für jede Zeile der Schnitt mit den entstandenen
Konturen bestimmt. Abbildung 7.9 zeigt ein auf diese Weise freigeschnittenes Myo-
kard, sowie die Konturen der zugrundeliegenden Oberflächennetze.
(a)
Abb. 7.9. Freigeschnittenes Myokard sowie die Konturen des zugehörigen endokardialen und
epikardialen Oberflächennetzes.
Da der gemessene HU-Wert vom Zeitpunkt der Kontrastmittelgabe abhängt, kann
für die Visualisierung minderperfundierter Bereiche keine feste Transferfunktion ver-
wendet werden. Im Rahmen dieser Arbeit wird daher zunächst die Grauwertvertei-
lung aller Myokardvoxel analysiert und der mittlere HU-Wert sowie die Standard-
abweichung der HU-Werte bestimmt. Als möglicherweise minderperfundierte Myo-
kardvoxel werden im Folgenden alle Voxel betrachtet, deren HU-Wert mehr als eine
Standardabweichung unter dem mittleren Myokard HU-Wert liegt. Diese Information
wird nun genutzt, um eine normierte farbkodierte Darstellung der Kontrastmittelan-
reicherung im Myokard zu schaffen. Hierzu wird die für die Abbildung der HU-Werte
auf Farbwerte verwendete Transferfunktion entsprechend des mittleren HU-Wertes,
sowie der Standardabweichung verschoben. In Abbildung 7.10(a) ist eine entspre-
chende Darstellung zu sehen.
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(a) (b)
(c)
Abb. 7.10. FPE-Darstellung (a) ohne Filterung, (b) nach Filterung, (c) nach Entfernung kleiner
Bereiche. Die rot hervorgehobenen Bereiche entsprechen dabei Grauwerten, die mindestens
eine Standardabweichung unter dem mittleren Myokardgrauwert liegen.
Betrachtet man die farbkodierte Darstellung der Kontrastmittelanreicherung in Abbil-
dung 7.10(a), so fällt die stark verrauschte Struktur störend auf. Um eine glattere
Darstellung zu erreichen, aber dennoch die Grenzen zwischen gesundem und min-
derperfundiertem Gewebe nicht zu verwischen, wird eine kantenerhaltende Glättung
mittels eines Sigmafilters angewandt. Unter einem Sigmafilter versteht man einen
nichtlinearen Mittelwertfilter, bei dem nur die Voxel zur Bestimmung des neuen Zen-
tralwertes herangezogen werden, deren Grauwertabstand zum Zentralvoxel kleiner
als ein definiertes Vielfaches k der Standardabweichung σ ist. Es wird also der Mit-
telpunkt (x, y) unter der Filtermaske durch den Mittelwert aller Voxel unter der Fil-
termaske ersetzt, deren Grauwert im Intervall [g(x, y) − k · σ, g(x, y) + k · σ] liegt.
In Abbildung 7.10(b) ist die Auswirkung des Sigmafilters dargestellt.
Durch die Anwendung des Sigmafilters auf die Grauwerte des Myokards können
Rauscheinflüsse auf die Darstellung der myokardialen Kontrastmittelanreicherung
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bereits weitgehend reduziert werden. Dennoch lenken kleinere dunkle, und damit
potentiell minderperfundierte Bereiche, von tatsächlich relevanten Bereichen ab.
Kleinere dunkle Bereiche besitzen für die Funktion des Herzens zum einen eine gerin-
gere Relevanz, und können zum anderen auch eher von myokardialem Fett herrühren,
das in CTA Daten einen vergleichbaren Grauwert wie minderperfundiertes Myokard-
gewebe aufweist. Daher wird in einem weiteren Verarbeitungsschritt versucht, nur die
Bereiche tatsächlich hervorzuheben, deren Volumen über einem definierten Schwell-
wert liegt. Hierzu werden im Datensatz alle zusammenhängenden Regionen poten-
tiell minderperfundierte Voxel und das Volumen dieser Regionen bestimmt. Zusam-
menhängend bedeutet hierbei, dass in einer 6-er Nachbarschaft der Grauwert aller
Voxel um mindestens eine Standardabweichung unter dem mittleren Myokardgrau-
wert liegt. Nachdem alle zusammenhängenden dunklen Regionen und deren Volu-
men bestimmt wurden, werden die Regionen, deren Volumen unter einem definierten
Volumenschwellwert liegt, auf den mittleren Myokardgrauwert gesetzt. Damit wer-
den nur noch Bereiche in der farbkodierten Darstellung der myokardialen Kontrast-
mittelanreicherung hervorgehoben, deren Grauwert zum einen signifikant unter dem
mittleren Myokardgrauwert liegt und die zum anderen über eine notwendige Min-
destgröße verfügen, und damit auch diagnostisch relevant sind. In Abbildung 7.10(c)
ist ein Längsachsenschnitt mit einer entsprechenden Visualisierung dargestellt.
7.4.1 First-Pass-Enhancement Polarmaps
Neben der Darstellung der myokardialen Kontrastmittelanreicherung zur Beurteilung
der Myokardperfusion als Overlay in Längs- und Kurzachsenschnitten, bieten sich
auch die in Abschnitt 7.3.1 vorgestellten Polarmaps zur Darstellung der Kontrast-
mittelanreicherung an. Betrachtet man jedoch die Abbildung eines Punktes auf der
Polarmap (r, ϕ) in den drei dimensionalen Raum, so fällt auf, dass auf einen Strahl
und nicht auf einen Punkt abgebildet wird. Somit ist nicht eindeutig definiert, welcher
Grauwert entlang des Strahls in der Polarmap eingetragen werden muss. Eine einfa-
che Mittelung entlang des Strahls sollte nicht verwendet werden, da hierdurch insbe-
sondere in transmuraler5 Richtung wenig ausgeprägte minderperfundierte Bereiche
“weggemittelt” werden könnten. Da zunächst die Frage interessant ist, wo und ob
minderperfundierte Bereiche vorliegen, könnte anstelle einer Mittelung der niedrigste
Wert entlang des Strahls verwendet werden. Um hierbei unempfindlicher gegenüber
Rauscheinflüssen zu sein, könnte anstelle des niedrigsten Wertes auch ein p-Quantil
gewählt werden.
Bei der Beurteilung des wahrscheinlichen Erfolges einer Revaskularisierung ist vor
allem die transmurale Ausdehnung des minderperfundierten Bereichs von Interesse.
Laut Sandstede et al. [Sandstede 02] steht die transmurale Ausdehnung dabei in
5 Transmural: Alle Schichten einer Organwand betreffend. Durch eine Organwand hindurch.
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7.5 Zusammenfassung
In diesem Kapitel wurden zunächst verschiedene interaktive Methoden zur Modifika-
tion von Oberflächennetzen vorgestellt. Diese Verfahren sind notwendig, um die aus
der automatischen Segmentierung der Ventrikel des Herzens resultierenden Ergeb-
nisse korrigieren zu können.
In Abschnitt 7.2 wurde dargestellt, wie aus den Oberflächennetzen, die aus der Seg-
mentierung resultieren, das Volumen bestimmt und welche diagnostischen Parameter
daraus abgeleitet werden können.
In Abschnitt 7.3 wurde auf die diagnostischen Parameter eingegangen, die sich aus
der Bewegung des Myokards ableiten lassen. Insbesondere die Darstellung dieser
Parameter als so genannte Polarmap ist hierbei von Bedeutung.
Im letzten Abschnitt 7.4 wurden Verfahren aufgezeigt, mit denen minderperfundierte
Bereiche des Myokards in CTA-Daten visualisiert werden können. Insbesondere der
Vergleich zwischen First-Pass-Enhancement und Late-Enhancement erlaubt hierbei
eine genauere Differenzierung zwischen vitalem und avitalem Gewebe.

8Vollautomatische Analyse kardiologischer MSCT
Daten
In den vorangegangen Kapiteln 4 bis 7 wurden die im Rahmen dieser Arbeit entwi-
ckelten Verfahren vorgestellt, die jeweils Teilaspekte der kardiologischen Diagnostik
mittels tomographischer Bilddaten abdecken. Die meisten der vorgestellten Verfahren
benötigen dabei jedoch neben den zu analysierenden Bilddaten weitere Zusatzinfor-
mationen, sodass eine vollautomatische Anwendung dieser Algorithmen nicht mög-
lich ist. Beispielsweise muss das in Kapitel 5 vorgestellte bi-temporale Modell mit der
approximativen Lage und Orientierung des linken Ventrikels initialisiert werden. Dar-
über hinaus muss für die Anwendung des Modells die Phase der maximalen Kontrak-
tion (ES) sowie die Phase der maximalen Entspannung (ED) bekannt sein. Erst durch
das Zusammenführen der einzelnen Algorithmen wird es möglich, einen vollständig
automatisierten Ablauf der Algorithmen zu schaffen. Dies ermöglicht eine wesent-
lich effizientere Befundung, da alle diagnostisch relevanten Parameter vorberechnet
werden können, und damit der Arzt bei seiner Befundung nicht mehr durch ein War-
ten auf die Ergebnisse einzelner Algorithmen unterbrochen wird. Im Folgenden soll
daher dargelegt werden, wie die in Kapitel 4 bis 7 vorgestellten Verfahren kombiniert
werden können, so dass ein System zur vollautomatischen Analyse kardiologischer
MSCT Daten entsteht. In Abbildung 8.1 ist der Ablauf der Algorithmen schematisch
dargestellt. Rechtecke entsprechen dabei einzelnen Algorithmen und gestrichelte Par-
allelogramme den zwischen den Algorithmen ausgetauschten Daten.
Zunächst wird mittels des in Kapitel 4 vorgestellten Verfahrens automatisch die Posi-
tion der Aorta, sowie die approximative Lage und Orientierung des linken Ventri-
kels bestimmt. Hierauf aufbauend kann, wie in Abschnitt 5.3.2 beschrieben, automa-
tisch die linksventrikuläre Volumenkurve und damit die Phase der maximalen (ES)
und minimalen (ED) Kontraktion, sowie die Phase der minimalen Bewegung (Best-
phase) bestimmt werden. Auf die Phase der minimalen Bewegung kann anschließend
die Segmentierung des Koronarbaumes angewandt werden. Die Phasen ED und ES
werden zusammen mit der approximativen Lage und Orientierung des linken Ventri-
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kels als Eingabeparameter für das in Abschnitt 5.1.2 beschriebene bi-temporale bi-
ventrikuläre Modell genutzt. Als Ergebnis erhält man eine Beschreibung des links-
ventrikulären Myokards, sowie des rechtsventrikulären Epikards als Oberflächen-
netz, jeweils für die Phasen ED und ES. Der damit bekannte Schwerpunkt, sowie
die Hauptachse des linken Ventrikels können anschließend genutzt werden, um den
skelettierten Koronarbaum, wie in Abschnitt 6.2 beschrieben, in die drei Hauptäste
aufzuteilen. Aufbauend auf den Oberflächennetzen des linksventrikulären Myokards
für die Phasen ED und ES, sowie der linksventrikulären Volumenkurve kann die Seg-
mentierung des linksventrikulären Myokards, wie in Abschnitt 5.3 beschrieben, auf
alle Phasen erweitert werden. Nach der Segmentierung des linksventrikulären Myo-
kards in allen Phasen des Herzzyklus kann optional mit den in Abschnitt 7.1 vorge-
stellten Verfahren eine manuelle Korrektur der entstandenen Oberflächennetze vor-
genommen werden, um die Korrektheit der darauf basierenden diagnostischen Para-
meter zu garantieren. Aufbauend auf der Segmentierung des Myokards können nun
sämtliche in Kapitel 7 beschriebenen, diagnostischen Parameter berechnet werden. In
Kombination mit den automatisch bestimmten Hauptästen des Koronarbaumes erge-
ben sich darüber hinaus, wie in Abschnitt 6.3 dargestellt, die patientenindividuellen
Versorgungsgebiete der einzelnen Äste.
Sämtliche in den Kapiteln 4 bis 7 vorgestellten Verfahren wurden im Rahmen der vor-
liegenden Arbeit in C++ implementiert und gemäß Abbildung 8.1 zu einem Gesamt-
system zusammegestellt. Damit ist es nun möglich, die für eine Diagnose kardiolo-
gischer MSCT-Daten notwendigen Parameter in einem vollständig automatisierten
Vorverarbeitungsschritt zu berechnen und anschließend dem befundenden Arzt die
berechneten Parameter interaktiv und ohne weitere Wartezeiten zu präsentieren.


9Ergebnisse und Diskussion
Nachdem in den vorangegangenen Kapiteln die Ansätze für eine computergestützte
Analyse tomographischer Herzdaten vorgestellt wurden, sollen diese nun experimen-
tell validiert werden. Die Darstellung der Ergebnisse erfolgt in der Reihenfolge der
vorangegangenen Theoriekapitel.
9.1 Verwendete Datensätze
Für die Evaluation der Algorithmen standen ausreichend CTA-Datensätze unter-
schiedlicher Patienten zur Verfügung. Die verwendeten Daten wurden mit Siemens
Somatom Sensation 16, Somatom Sensation 64 sowie mit Somatom Definition Scan-
nern aufgenommen. Die Daten wurden überwiegend mit überlappenden 1mm Schich-
ten akquiriert, so dass die Datensätze eine Voxelgröße von 0,5mm in z-Richtung auf-
weisen. Die Voxelgröße in der xy-Ebene lag je nach Datensatz bei 0,3 - 0,5mm, so
dass annähernd isotrope Voxel vorlagen. Für die Segmentierung der Ventrikel wurden
sowohl Datensätze mit 512x512 als auch mit 256x256 Matrixgröße rekonstruiert. Für
die Analyse des Koronarbaumes wurden ausschließlich Daten mit einer 512er Matrix-
größe verwendet.
Für die Evaluation stand exemplarisch auch ein MR-Datensatz zur Verfügung. Dieser
wurde auf einem Siemens Avanto mit einer TrueFISP Sequenz akquiriert.
9.2 Automatische Lokalisation des Herzens
Für die Bewertung der in Kapitel 4 vorgestellten automatischen Lokalisation des
Herzens wurde eine rein qualitative Validierung angewandt, da das Verfahren nur
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zur approximativen Bestimmung der Position und Orientierung genutzt wird. In
einem automatisierten Test wurde das Verfahren auf 50 zufällig ausgewählte Daten-
sätze angewandt. Anschließend wurde anhand von während dem Test angefertigten
Bildschirmfotos beurteilt, ob die Aorta korrekt detektiert wurde. Lediglich bei zwei
Datensätzen wurde die Aorta nicht korrekt erkannt. Bei einem der fehlerhaften Daten-
sätze wurde fälschlicherweise eine der Venae pulmonales, sowie der linke Vorhof
als Aorta detektiert. Beim zweiten fehlerhaften Datensatz wurde gar keine Struktur
gefunden, die als Aorta interpretiert werden konnte.
Analysiert man die Ursachen der fehlerhaften Detektion, so stellt man fest, dass
bei beiden Datensätzen nur ein sehr kurzes Stück der Aorta ascendens im Daten-
satz sichtbar war. Im Falle des Datensatzes, bei dem überhaupt keine als Aorta zu
interpretierende Struktur gefunden wurde, führt dies dazu, dass zwar durchaus Kan-
didatenpunkte durch die Hough-Transformation gefunden werden, die Anpassung des
Zylinderkettenmodells aber aufgrund des kurzen Aortensegments scheitert. Im Falle
der fälschlicherweise detektierten Vena pulmonalis konnten zwar, wie in Abbildung
9.1 zu sehen, mehrere Zylinderkettenmodelle im Datensatz detektiert werden, jedoch
wurde, wiederum aufgrund des kurzen Aortensegments, das falsche Zylinderketten-
modell ausgewählt.
9.3 Segmentierung der Ventrikel
Mit den in Kapitel 5 vorgestellten Verfahren ist es möglich, ein Oberflächenmo-
dell des schlagenden linksventrikulären Myokards, sowie des rechtsventrikulären
Epikards für die Phasen ED und ES zu bestimmen. Sollen nun die Ergebnisse der
vorgestellten Algorithmen evaluiert werden, so stellt sich die Frage nach der Refe-
renzsegmentierung, beziehungsweise eines zur Verfügung stehenden Goldstandards.
Vom klinischen Standpunkt aus betrachtet gilt sicherlich die MR-Tomographie als
Goldstandard für die Bewertung der Myokardbewegung. Eine Validierung der vorge-
stellten Algorithmen basierend auf einer Auswertung von korrespondierenden MR-
Aufnahmen ist jedoch nur bedingt geeignet und scheiterte letztlich an den folgenden
Punkten:
• Um die Ergebnisse mittels Auswertung von MR-Aufnahmen zu validieren,
müsste für jeden CT-Datensatz jeweils auch eine MR-Aufnahme angefertigt wer-
den. Diese Daten standen aber nicht zur Verfügung.
• Die MR-Tomographie weist gegenüber der CT eine deutlich schlechtere Ortsauf-
lösung auf.
• Die klinischen Auswertewerkzeuge für MR-Kardioaufnahmen erlauben zwar eine
computerunterstützte und zum Teil automatisierte Auswertung. Für exakte Ergeb-
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Abb. 9.1. Detektierte Zylinderketten Modelle (a) und (b). Fehlerhaft ausgewähltes Zylinder-
kettenmodell (c).
nisse, die für die Evaluierung verwendet werden könnten, ist aber eine manu-
elle Korrektur oder zumindest ein Validierung durch einen Mediziner notwendig.
Damit stellt auch dieses Vorgehen kein objektives Messverfahren dar, sondern ist
von der subjektiven Einschätzung eines Mediziners abhängig.
Da für die Validierung kein automatisches Messverfahren als Goldstandard zur Ver-
fügung steht, wurde als Alternative eine Validierung basierend auf einer manuell
erzeugten Referenzsegmentierung gewählt. Hierbei stellt sich jedoch, wie bereits im
vorherigen Absatz angedeutet, das Problem, dass die von einer Person eingezeichne-
ten Konturen lediglich eine subjektive Einschätzung darstellen. Ein objektiveres Maß
erhält man, indem die Konturen nicht nur von einer Person gezeichnet werden, son-
dern im Idealfall mehrere Personen jeweils mehrmals für jeden Datensatz manuelle
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Konturen einzeichnen. Anschließend kann dann die Intraobserver und Interobser-
ver Variabilität bestimmt und zusammen mit den Durchschnittskonturen als Maß für
die Validierung verwendet werden. Unter der Intraobserver Variabilität versteht man
die Varianz der Konturen, wenn man eine Person mehrfach Konturen für den selben
Datensatz einzeichnen lässt. Unter der Interobserver Variabilität wird die Varianz
zwischen Konturen unterschiedlicher Untersucher verstanden.
Sugeng et al. [Sugeng 06] haben in einem Vergleich der Verfahren 3D-
Echokardiographie, CTA und MRA zur Bestimmung der linksventrikulären Funktion
unter anderem auch die Intraobserver und Interobserver Variabilität untersucht und
die in Tabelle 9.1 dargestellten Werte bestimmt.
Modalität Interobserver Variabilität, % Intraobserver Variabilität, %
CTA 6.5± 4.9 2.1± 3.4
MRA 8.5± 9.7 6.2± 6.2
US 10.5± 8.3 5.6± 3.4
Tabelle 9.1. Interobserver und Intraobserver Variabilität bei der Bestimmung der Ejektions-
fraktion basierend auf CTA, MRA und 3D-Echokardiographie (nach [Sugeng 06]). Darstellung
als Mittelwert ± Standardabweichung
Da eine Erstellung einer solchen Datenbasis für multiphasische Datensätze mit 10 bis
20 Phasen pro Patient sehr aufwändig ist, wurden die in dieser Arbeit entwickelten
Verfahren lediglich exemplarisch an fünf Patientendaten quantitativ evaluiert. Hierzu
wurden für jeden dieser Datensätze in 10 Phasen manuell Konturen erstellt und als
Referenzsegmentierung verwendet. Aufgrund der damit sehr begrenzten Datenbasis
konnten keine Intraobserver und Interobserver Varianzen und damit auch nicht der
Interpretationsspielraum beim Einzeichnen der Konturen bestimmt werden. Um den-
noch den Einfluss der individuellen Interpretation des Datensatzes beim Einzeichnen
zu reduzieren, wurde auf ein freies Einzeichnen der Konturen verzichtet und stattdes-
sen eine manuelle Korrektur der Segmentierungsergebnisse verwendet.
Neben der quantitativen Validierung anhand der manuell erstellten Referenzsegmen-
tierung, wurde insbesondere das bi-temporale Modell qualitativ an mehr als 100
Datensätzen validiert und außerdem in der klinischen Routine eingesetzt. Darüber
hinaus wurde eine kommerziell verfügbare Software, in die im Rahmen der vorlie-
genden Arbeit entwickelte Algorithmen eingeflossen sind, in der klinischen Routine
erprobt und durch Vergleich mit anderen Modalitäten validiert. Beispielsweise unter-
suchen Busch et al. [Busch 08] die qualitative Auswertung der linksventrikulären
Funktion aus CTA-Daten im Vergleich zu MRA-Daten. Cury et al. [Cury 08] verglei-
chen die Bestimmung der linksventrikulären Funktion aus CTA-Daten mit der transt-
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horakalen Echokardiographie (TTE) und bestimmen eine gute Übereinstimmung der
Ergebnisse aus beiden Verfahren.
9.3.1 Fehlermaß
Um die als Segmentierungsergebnis vorliegenden Oberflächennetzte mit der Refe-
renzsegmentierung vergleichen zu können, muss zunächst ein Fehlermaß definiert
werden. Hierzu soll im Folgenden auf die Hausdorff-Distanz zurückgegriffen wer-
den. Die Hausdorff-Distanz wird dabei analog zur Arbeit von Aspert et al. [Aspert
02] verwendet. Dabei wird für jeden Punkt der einen Oberfläche der jeweils nächste
Nachbar der zu vergleichenden Oberfläche bestimmt. Das Maximum dieser minima-
len Abstände ergibt die Hausdorff-Distanz. Die Hausdorff-Distanz beschreibt damit
anschaulich den maximalen Abstand zwischen zwei Oberflächen. Hierbei sei a ein
Punkt der Oberfläche A und B die zu vergleichende Oberfläche. Die approximierte
Hausdorff-Distanz ergibt sich damit zu:
dˆH = max{dH(A,B), dH(B,A)} (9.1)
dH(A,B) = max
a∈A
(min
b∈B
d(a, b)) (9.2)
Da durch die Wahl der Hausdorff-Distanz bereits Abweichungen in einem einzelnen
Punkt zu großen Fehlern führen, obwohl die zu vergleichenden Netz ansonsten sehr
gut übereinstimmen, wird zusätzlich zur Hausdorff-Distanz der RMS-Fehler1, das
heißt die Wurzel des mittleren quadratischen Fehlers, über alle Punkte betrachtet.
Größere Abweichungen in einzelnen Punkten können insbesondere im Bereich der
Klappen vorkommen, da hier der Verlauf der Konturen häufig nicht eindeutig aus
dem Bildmaterial hervorgeht.
9.3.2 Ergebnisse
Zunächst sollen die Ergebnisse des in Kapitel 5.2 vorgestellten bi-temporalen
Modells zur Segmentierung in der Enddiastole und der Endsystole betrachtet werden.
Die Segmentierung dieser beiden diagnostisch besonders bedeutenden Phasen des
Herzzyklus wurde an über 100 Datensätzen qualitativ von verschiedenen Experten
bewertet und für den klinischen Routineeinsatz für tauglich befunden. Neben dieser
rein qualitativen Validierung wurde die Segmentierung darüber hinaus an fünf manu-
ell segmentierten Datensätzen quantitativ validiert. Hierbei konnte eine Hausdorff-
Distanz von 4,5mm und ein RMS-Fehler von 1,5mm bestimmt werden. Betrachtet
man die Auswirkung dieser Segmentierungsfehler auf die diagnostisch relevanten
1 RMS: engl. Root Mean Square
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Abb. 9.2. Hausdorff-Distanz (a) sowie RMS-Fehler (b) der 4D-Interpolation in Abhängigkeit
der Herzphase. Der Fehler von 0mm für die Phasen 20% und 80% ergibt sich, da zwischen
diesen beiden Phasen interpoliert wurde und damit naturgemäß an diesen Punkten kein Inter-
polationsfehler auftreten kann.
Volumenwerte, so ergibt sich eine mittlere Abweichung des linksventrikulären Blut-
volumens von ca. 5%. Da jedoch häufig für die beiden Phasen ED und ES ähnliche
Fehler auftreten, ergibt sich für die klinisch bedeutende Ejektionsfraktion, als Ver-
hältnis zwischen diesen Werten, eine deutlich geringere Abweichung.
Aufbauend auf dem bi-temporalen Modell für die Phasen Enddiastole und Endsystole
wurde in Kapitel 5.3 eine Interpolation unter Verwendung der patientenindividuel-
len Volumenkurve als erster Schritt zur Erweiterung des Modells auf den gesamten
Herzzyklus vorgestellt. Die Ergebnisse dieser Interpolation sollen nun im Folgenden
näher betrachtet werden. Wie bereits in Abbildung 5.10 exemplarisch zu sehen war,
liefert die Verwendung der Volumenkurve als patientenindividuelles Merkmal für die
Interpolation zwischen den Phasen ED und ES visuell gute Resultate. Die Werte der
Hausdorff-Distanz erstrecken sich je nach Phase von 4,3mm bis 6,2mm und der RMS-
Fehler von 0,14mm bis 0,42mm. Im Mittel liegen damit die interpolierten Konturen
im Bereich eines Voxels an den manuell korrigierten Konturen. Die Standardabwei-
chung des mittleren Fehlers liegt je nach Phase bei 0,26mm bis 1,09mm. Der Fehler in
Abhängigkeit der Herzphase ist in Abbildung 9.2 zu sehen. Der Fehler von 0mm für
die Phasen 20% und 80% ergibt sich, da zwischen diesen beiden Phasen interpoliert
wurde und damit naturgemäß an diesen Punkten kein Interpolationsfehler auftreten
kann.
Die Untersuchung der Interpolationsergebnisse hat gezeigt, dass durch die auf der
Volumenkurve basierende Interpolation Ergebnisse für den gesamten Herzzyklus
erzeugt werden können, deren Abweichung von manuell erstellten Konturen im Mit-
tel nur bei einem Voxel liegt. Dennoch wurde in Kapitel 5.3.3 die Interpolation um
einen nachfolgenden Segmentierungsschritt ergänzt, um das Verfahren robuster und
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noch genauer zu machen. Im Folgenden sollen nun die Ergebnisse dieses nachfolgen-
den Segmentierungsschrittes betrachtet werden. Die Hausdorff-Distanzen liegen in
Abhängigkeit der Phase zwischen 4,6mm und 6,2mm. Der RMS-Fehler bewegt sich
zwischen 0,6mm und 0,83mm. Vergleicht man nun diese Werte mit den Ergebnis-
sen der Segmentierung, so fällt sofort auf, dass die Segmentierungsergebnisse gegen-
über der Interpolation anscheinend eine Verschlechterung darstellen. Dies lässt sich
jedoch in diesem Falle darauf zurückführen, dass die für die Validierung verwendeten
manuellen Referenzsegmentierungen aus den interpolierten Netzen erstellt wurden.
Bei einer subjektiven visuellen Betrachtung der Ergebnisse bringt die nachfolgende
Segmentierung in einzelnen Bereichen der Netze durchaus eine sichtbare Verbesse-
rung. Darüber hinaus kann davon ausgegangen werden, dass die Segmentierung die
Robustheit des Verfahrens, insbesondere bei pathologischen Wandbewegungsstörun-
gen, erhöhen kann. Dies gilt vor allem bei lokal ausgeprägten Wandbewegungsstö-
rungen, die sich nicht in einer Veränderung der Volumenkurve widerspiegeln.
9.4 Analyse des Koronarbaumes
Die Validierung der in Kapitel 6 vorgestellten Methoden zur Analyse des Koronar-
baumes wurden, wie schon die Validierung der automatischen Lokalisation des Her-
zens, rein qualitativ durchgeführt. Das automatische Benennen der drei Hauptäste
des Koronarbaumes, sowie die Bestimmung der patientenindividuellen Versorgungs-
gebiete wurde anhand von zehn Testdatensätzen validiert.
9.4.1 Automatische Benennung der Hauptäste des Koronarbaumes
Bei allen 10 Testdatensätzen konnten erfolgreich die drei Hauptäste des Koronarbau-
mes bestimmt werden. Hierbei muss allerdings einschränkend erwähnt werden, dass
eine Voraussetzung hierfür die erfolgreiche Segmentierung des Koronarbaumes ist.
Scheitert die vorangehende Segmentierung des Koronarbaumes, kann selbstverständ-
lich auch keine Skelettierung und Analyse durchgeführt werden. Schwieriger ist die
Beurteilung bei einer teilweise erfolgreichen Segmentierung. Werden beispielsweise
nicht alle drei Hauptäste segmentiert, so kann zwar die Skelettierung und Analyse
durchgeführt werden, die Aufteilung in die drei Hauptäste, sowie deren automatische
Benennung, kann jedoch fehlschlagen. Dies ist darauf zurückzuführen, dass für die
Aufteilung in die drei Hauptäste jeweils Hauptverzweigungsknoten im Baum gesucht
werden, die bei fehlenden Ästen falsch detektiert werden können.
Abgesehen von der Abhängigkeit der zugrundeliegenden Segmentierung des Koro-
narbaumes ist das Verfahren jedoch robust gegenüber der großen anatomischen Varia-
bilität des Verlaufs der Koronargefäße. Neben der üblichen Anordnung der Verzwei-
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Abb. 9.3. Normvarianten des Verlaufs der Koronargefäße (aus [Claussen 06]).
gungen der Koronargefäße gibt es, wie in Abbildung 9.3 gezeigt, eine Reihe von häu-
fig vorkommenden Normvarianten. Da aber bei der Benennung der Gefäße auch der
Verlauf berücksichtig wird, sollten diese trotzdem richtig erkannt werden. Eine expe-
rimentelle Validierung des Verhaltens bei Vorliegen dieser Normvarianten konnte
allerdings mangels entsprechender Daten nicht durchgeführt werden.
9.4.2 Bestimmung der patientenindividuellen Versorgungsgebiete
Um die in Kapitel 6.3 vorgestellte automatische Bestimmung der patientenindivi-
duellen Versorgungsbereiche klinisch zu validieren, müssten die Ergebnisse jeweils
durch eine Koronarangiographie im Katheterlabor überprüft werden. Da derartige
Daten im Rahmen dieser Arbeit nicht zur Verfügung standen, konnten die Ergeb-
nisse nur auf Plausibilität überprüft werden. Wie bereits in Abbildung 6.5 zu sehen
war, stimmen die automatisch bestimmten Versorgungsbereiche relativ gut mit dem
17-Segment Modell der AHA überein. Darüber hinaus konnte für alle zehn unter-
suchten Datensätze eine plausible Einteilung in die Versorgungsgebiete festgestellt
werden. Wie schon für die automatische Benennung der Hauptäste des Koronarbau-
mes, muss jedoch auch hier kritisch angemerkt werden, dass bei einer unzureichenden
Segmentierung des Koronarbaumes Fehler auftreten können. Durch die Bestimmung
der Versorgungsgebiete als Voronoi-Diagramm der auf die Polarmap projizierten Äste
des Koronarbaumes, führen fehlende Teiläste zu fehlerhaften Zuordnungen der kor-
respondierenden Myokardareale.
9.5 Zusammenfassung
Bei der Evaluation der in dieser Arbeit entwickelten Verfahren stellte sich zunächst
die Frage nach dem Goldstandard, beziehungsweise einer geeigneten Referenzseg-
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mentierung. Aufgrund des sehr hohen Aufwandes, der für die Erstellung einer objek-
tiven Referenzsegmentierung notwendig wäre, wurden die enwickelten Methoden
überwiegend qualitativ evaluiert. Insgesamt konnte sowohl mit der qualitativen, als
auch mit der quantitativen Bewertung gezeigt werden, dass die entwickelten Verfah-
ren nicht nur in der Theorie, sondern auch auf Datensätzen aus der klinischen Realität
robust funktionieren.
Neben den einzelnen entwickelten Komponenten ist insbesondere die Summe der
Komponenten und damit das Gesamtsytem zu erwähnen, das es nun ermöglicht eine
durchgängige Analyse kardiologischer MSCT Daten ohne weitere Nutzerinteraktion
durchzuführen. Damit ist ein vollautomatisches Vorberechnen aller relevanten Para-
meter direkt im Anschluss an die Rekonstruktion der Bilddaten möglich und dem
befundenden Arzt können unmittelbar ohne weitere Wartezeit die ihn interessieren-
den Ergebnisse präsentiert werden.

10
Schlussbetrachtungen
In diesem Kapitel werden die in dieser Arbeit entwickelten Methoden und erreichten
Ergebnisse zusammengefasst. Anschließend wird ein Ausblick auf zukünftige Ent-
wicklungen gegeben.
10.1 Zusammenfassung
Mit der Entwicklung der Mehrschicht- und zuletzt der Dual-Source-Computer-
Tomographie kann diese Bildgebungsmodalität aufgrund immer besserer zeitlicher
und örtlicher Auflösungen in immer neue Bereiche der kardiovaskulären Diagnostik
vorstoßen. Hierzu werden jedoch leistungsfähige Softwarewerkzeuge benötigt, die
dem befundenden Arzt bei der Analyse der sowohl zeitlich als auch örtlich hochauf-
gelösten 3D- und 4D-Datensätze unterstützen und wichtige diagnostische Parameter
automatisch bestimmen.
Im Rahmen dieser Arbeit wurden Methoden entwickelt, mit deren Hilfe vierdimen-
sionale tomographische Herzdatensätze vollautomatisch analysiert und wichtige dia-
gnostische Parameter berechnet werden können. Im Gegensatz zu vielen bisherigen
Arbeiten beschränkt sich die vorliegende Arbeit nicht ausschließlich auf die Seg-
mentierung des Ventrikels, sondern versucht sich an einer möglichst umfassenden
Diagnoseunterstützung. Insbesondere wurde hierbei Wert darauf gelegt, dass die ent-
wickelten Algorithmen vollständig automatisierbar sind, so dass die gesamte compu-
tergestützte Analyse der Datensätze in einem Vorverarbeitungsschritt ablaufen kann.
Damit können dem befundenden Arzt ohne Wartezeit direkt die ihn interessierenden
Ergebnisse präsentiert werden, so dass er mehr Zeit für die eigentliche Diagnose hat,
oder mehr Datensätze pro Zeiteinheit befunden kann.
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Im Einzelnen wurden im Rahmen dieser Arbeit die folgenden Aspekte eines Systems
zur computerunterstützten Diagnose tomographischer Herzdaten entwickelt:
• Vollautomatische Lokalisation des Herzens in tomographischen Datensät-
zen: Hierzu wurde ein auf der zirkulären Hough-Transformation basierendes
Verfahren entwickelt, um die Aorta automatisch im Datensatz zu lokalisieren.
Mit einem Zylinderketten-Modell sowie einer Ellipsoidapproximation wurde
anschließend der Verlauf der Aorta beschrieben und Lage und Orientierung des
linken Ventrikels automatisch bestimmt.
• Automatische Segmentierung der Ventrikel des Herzens: Für eine detaillierte
Analyse der ventrikulären Funktion wurde ein auf statistischen Formmodellen
basierendes Verfahren entwickelt, um das linksventrikuläre Myokard über den
gesamten Herzzyklus zu erfassen und den rechten Ventrikel in den Phasen End-
diastole (ED) und Endsystole (ES) zu segmentieren. Damit ist es nun möglich,
automatisch die Wandbewegungsparameter des Myokards über den gesamten
Herzzyklus zu bestimmen und somit pathologische Wandbewegungsänderungen
zu detektieren. Darüber hinaus bietet die Integration des rechten Ventrikels die
Möglichkeit, auch dessen Funktion automatisch zu quantifizieren. Um die 4D-
Segmentierung des linksventrikulären Myokards effizient und gleichzeitig präzise
zu realisieren, wurde ein Verfahren zur automatischen Bestimmung der linksven-
trikulären Füllkurve entwickelt und aufbauend darauf eine Interpolation zwischen
ED und ES, die die bestimmte Volumenkurve als patientenindividuelles Merkmal
verwendet.
• Analyse des Koronarbaumes: Die Ergebnisse der automatisch bestimmten
linksventrikulären Funktion erlauben, die hämodynamische Relevanz von Koro-
narstenosen zu beurteilen. Hierzu wurden im Rahmen dieser Arbeit Algorith-
men entwickelt, mit denen der Koronarbaum automatisch analysiert und die pati-
entenindividuellen Versorgungsbereiche der einzelnen Koronargefäße bestimmt
werden können. Damit ist es nun möglich, jedem Myokardareal das es versor-
gendes Koronargefäß zuzuordnen und somit Stenosen in den Koronargefäßen zu
den durch die Minderperfusion verursachten Wandbewegungsstörungen des Myo-
kards in Beziehung zu setzen.
• Visualisierung diagnostischer Parameter: Um die Ergebnisse der im Rahmen
dieser Arbeit entwickelten Algorithmen für die Klinik nutzbar zu machen, wur-
den sämtliche Segmentierungsergebnisse dediziert für die klinische Anwendung
visualisiert. Darüber hinaus wurden durch geeignete Visualisierung der vorlie-
genden Daten zusätzliche Informationen für den befundenden Arzt erschlossen.
So wurde eine Visualisierung minderperfundierter Myokardareale - basierend auf
Firstpass-Enhancement und Late-Enhancement Daten - entwickelt, anhand derer
sich vitale und avitale Gewebebereiche unterscheiden lassen.
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Durch das Zusammenfügen der oben genannten Teilaspekte entsteht ein System zur
umfassenden computerunterstützten Diagnose tomographischer Herzdaten. Insbeson-
dere durch die vollständige Automatisierung lässt sich ein solches System gut in die
klinische Routine integrieren, da notwendige Rechenzeiten, die eine Akzeptanz in
der Klinik verringern würden, durch die Möglichkeit der Vorverarbeitung vor dem
klinischen Nutzer verborgen werden.
10.2 Ausblick
Die vorliegende Arbeit legt die Grundlage für ein System zur umfassenden com-
puterunterstützten Diagnose tomographischer Herzdaten. Hierbei werden nicht nur
einzelne Aspekte wie die Segmentierung der Herzkammern oder die Analyse der
Koronargefäße betrachtet, sondern es wird versucht, die verschiedenen Ergebnisse
miteinander in Beziehung zu setzen. Mit den in dieser Arbeit vorgestellten Verfah-
ren ist die Entwicklung auf diesem Gebiet jedoch keinesfalls abgeschlossen, so dass
sich eine Vielzahl interessanter Fragestellungen und potentieller Forschungsthemen
ergibt, die eine weitere Beschäftigung mit der Thematik rechtfertigen.
• Mit den entwickelten Methoden ist es möglich, das rechtsventrikuläre Epikard
für die Herzphasen Enddiastole und Endsystole, sowie das linksventrikuläre Myo-
kard über den gesamten Herzzyklus mittels eines statistischen Formmodels robust
zu segmentieren. Eine naheligende Erweiterung könnte nun darin liegen, das vor-
handene Modell um zusätzliche Anatomien zu erweitern. Interessant wäre bei-
spielsweise eine Integration des linken Atriums, da diese Kavität - insbesondere
für die Ablationsplanung - bei der Therapie elekrischer Erregungsstörungen von
Bedeutung ist. Eine weitere interessante Ergänzung wäre die Integration der Herz-
klappen. Hierbei ist insbesondere die Aorten- sowie die Mitralklappe von Inter-
esse. Eine Integration der Klappen und gegebenenfalls der anschließenden Gefäß-
stümpfe würde das System neben der reinen Diagnostik für die Planung chirurgi-
scher Eingriffe öffnen.
• In Kapitel 6.3 wurde mit der Visualisierung patientenindividueller Versorgungs-
gebiete auf einer Polarmap der ventrikulären Wandbewegung bereits der Ansatz
für eine bessere Beurteilung des Zusammenhangs zwischen Wandbewegungsstö-
rungen und sie verursachenden Stenosen und damit zwischen Ursache und Wir-
kung der koronaren Herzkrankheit geschaffen. Die Beurteilung dieses Zusam-
menhangs bleibt bisher jedoch ausschließlich dem befundenen Arzt überlassen.
Ein deutlich weitergehender Ansatz wäre denkbar, indem unterschiedliche dia-
gnostische Parameter nicht nur gemeinsam visualisiert, sondern miteinander zu
einer Wahrscheinlichkeit für das Vorliegen einer pathologischen Störung verrech-
net werden. Jeder einzelne Parameter für sich hat noch nicht genügend Aussa-
gekraft. Erst wenn mehrere Faktoren konsistent auftreten, kann mit entsprechen-
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der Sicherheit eine Diagnose gestellt werden. Ein solches kombiniertes Ergeb-
nis könnte beispielsweise wiederum als Polarmap visualisiert werden, indem nun
nicht mehr ein einzelner Wert, wie beispielsweise die Wandbewegung, aufgetra-
gen wird, sondern ein aus sämtlichen zur Verfügung stehenden diagnostischen
Parametern berechneter Wert dargestellt wird. Alternativ könnte eine klassische
Polarmap der Wandbewegung verwendet werden und auf dieser Regionen mar-
kiert werden, in denen aufgrund mehrerer zusammenkommender Faktoren wahr-
scheinlich eine pathologische Störung vorliegt. Um hierzu robust zwischen Norm-
verhalten und pathologischer Störung unterscheiden zu können, wäre es notwen-
dig, entsprechende Werte aus Trainingsdaten mit bekannten Pathologien zu ler-
nen.
• Neben einer verbesserten Diagnoseunterstützung könnten die im vorherigen
Abschnitt genannten Ideen zur Kombination verschiedener diagnostischer Para-
meter unter Umständen auch für eine Verbesserung der Segmentierung, bezie-
hungsweise zu einer verbesserten Detektion von Anomalien genutzt werden. So
ist es beispielsweise denkbar, aufgrund der Parameter, die sich aus dem segmen-
tierten linksventrikulären Myokard über die Zeit ergeben, auf eine Minderperfu-
sion des entsprechenden Myokardareals und damit möglicherweise auf eine Ste-
nose im versorgenden Gefäß zu schließen. Mit diesem Vorwissen könnte nun die
automatische Analyse des Koronarbaumes und eine automatische Detektion von
Koronarstenosen ausgestattet werden, um damit eine robustere Detektion durch-
führen zu können. Zu berücksichtigen ist bei solchen Überlegungen jedoch, dass
im Bereich der Medizin Ursache und Wirkung nicht immer so eindeutig sein müs-
sen und es durchaus asymptomatische Pathologien geben kann.
Abschließend bleibt nur noch festzustellen, dass durch die vorliegende Arbeit der
Bereich der computerunterstützten Diagnose tomographischer Herzdaten durch neue
interessante Möglichkeiten erweitert werden konnte. Hieraus entstehen neue offene
Fragestellungen und somit Ansatzpunkte für weiterführende Forschungsarbeiten.
AVerwendete Software
Die Entwicklung der in den Kapiteln 4 bis 8 vorgestellten Verfahren erfolgte mit
Microsoft Visual C++ 6.0, sowie Microsoft Visual C++ 2005. Als Rahmenwerk und
Rapid-Prototyping-Umgebung stand MeVisLab 1.0 bis MeVisLab 1.5 zur Verfügung.
Für die Berechnung der in Kapitel 5.1.2 beschriebenen Varimax-Rotationen zur loka-
len Modellierung der Form wurde Matlab 7 R14 verwendet.
A.1 MeVisLab
MeVisLab [MeVis Research GmbH 08] ist eine auf Qt, OpenInventor sowie OpenGL
aufbauende, von der MeVis Research GmbH entwickelte Rapid-Prototyping-
Umgebung, die speziell auf die Bedürfnisse der medizinischen Bildverarbeitung und
Visualisierung angepasst ist.
In MeVisLab können Bildverarbeitungs-, Visualisierungs- oder Interaktionsmodule
zu komplexen Bildverarbeitungsnetzwerken mittels graphischer Programmierung
verknüpft werden.
Bildverarbeitungs-, Visualisierungs- und Interaktionsalgorithmen werden unter
MeVisLab in C++ entwickelt und in Modulen gekapselt. Diese lassen sich anschlie-
ßend in der MeVisLab Umgebung mittels graphischer Programmierung zu kom-
plexen Bildverarbeitungsnetzwerken verknüpfen. Abbildung A.1 zeigt ein einfaches
Beispiel für ein solches Netzwerk. Um die Übersichtlichkeit der entstehenden Netz-
werke zu erhöhen und die Wiederverwendbarkeit einzelner Komponenten zu erleich-
tern, können Netzwerke aus mehreren Modulen zu sogenannten Makromodulen
zusammengefasst werden. In der MeVisLab Entwicklungsumgebung können Module
interaktiv miteinander verknüpft werden, um so den Datenfluss zwischen den Modu-
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len zu modellieren. Hierbei können sowohl Bilddaten als auch primitive Datentypen,
sowie komplexe Datenstrukturen berücksichtigt werden.
Neben der Möglichkeit eigene Module zu entwickeln, enthält MeVisLab auch bereits
über 200 Module aus unterschiedlichen Bereichen. Unter anderem stehen Module
zum Zugriff auf Dicom Daten sowie diverse Module zur 2D- und 3D-Visualisierung
medizinischer Bilddaten zur Verfügung.
Abb. A.1. Einfaches Bildverarbeitungs- und Visualisierungsnetzwerk in der MeVisLab Ent-
wicklungsumgebung. Das Netzwerk wendet auf einen Eingangsdatensatz eine Faltung mit
einem Sobel-Operator an und stellt den original und den gefilterten Datensatz dar.
Neben dem einfachen Testen entwickelter Algorithmen bietet MeVisLab die Mög-
lichkeit, installierbare und für den klinischen Nutzer bedienbare Prototypen zu entwi-
ckeln, wodurch die klinische Validierung entwickelter Algorithmen vereinfacht wird.
Grafische Benutzerschnittstellen können in MeVisLab durch die Integration der
MeVisLab spezifischen Module Definition Language (MDL), einer Beschreibungs-
sprache für grafische Benutzerschnittstellen, einfach erstellt werden. Interaktions-
möglichkeiten können durch die Integration der Skriptsprachen Python sowie Java
A.1 MeVisLab 151
Script realisiert werden. Die vielfältigen Skriptingmöglichkeiten erlauben darüber
hinaus das einfache Erstellen automatischer Tests, mit deren Hilfe Algorithmen an
einer großen Anzahl Datensätze evaluiert werden können.
Sämtliche im Rahmen der vorliegenden Arbeit entwickelten Algorithmen wurden
in C++ als MeVisLab Module implementiert. Mittels der in MeVisLab enthaltenen
Visualisierungskomponenten und der Möglichkeit komplexe Programmoberflächen
zu erstellen, konnten für Mediziner intuitiv bedienbare Prototypen entwickelt wer-
den.

BÜbersetzte englischsprachige Fachtermini
Um eine Häufung englischsprachiger Fachtermini zu vermeiden, wurde in der vor-
liegenden Arbeit versucht, häufig vorkommende Begriffe für die eine Übersetzung
existiert durch den deutschen Begriff zu ersetzten. Bei Begriffen für die dem Autor
keine allgemein akzeptierte Übersetzung bekannt ist, wurde jedoch zugunsten eines
besseren Verständnisses hierauf verzichtet.
Aktive Erscheinungsmodelle Active Appearance Models (AAM)
Aktive Formmodelle Active Shape Models (ASM)
Aktive Konturen Active Contours
Hauptkomponentenanalyse Principal Component Analysis (PCA)
Niveaumengenmethode Level set method
Objektrandrelative Distanztransformation Boundary-Seeded Distance Transform
Partikelfilter Particle filter
Punktverteilungsmodelle Point Distribution Models (PDM)
Regionenwachstum Regiongrowing
Saatpunktrelative Distanztransformation Single-Seeded Distance Transform
Unabhängige Komponenten Analyse Independent Component Analysis (ICA)

Glossar medizinischer Begriffe
Um das Lesen der Arbeit für den medizinischen Laien zu vereinfachen, werden
im Folgenden die wichtigsten in der Arbeit verwendeten medizinischen Fachbe-
griffe erläutert. Bei Begriffen mit mehreren oder sehr allgemeinen Bedeutungen, wird
jeweils die im Kontext der Arbeit relevante Bedeutung angegeben.
AV Knoten. Der Atrioventrikularknoten gehört zum Erregungsleitsystem des Her-
zens und überträgt die Erregung mit Verzögerung von den Vorhöfen auf die Kam-
mern.
Aorta. Die Hauptschlagader ist ein großes Blutgefäß, das der linken Herzkammer
entspringt und den Körperkreislauf mit Blut versorgt.
Aortenklappe. Herzklappe zwischen linker Herzkammer und Aorta.
Apikal. Die Herzspitze betreffend.
Atrium. Der Vorhof des Herzens.
Basal. Die Herzbasis betreffend.
Diastole. Entspannungs- und Füllungsphase.
Endokard. Die Innenwand des Herzmuskels.
Epikard. Die Außenwand des Herzmuskels.
Kardiologie. Die Lehre vom Herzen und Teilgebiet der inneren Medizin, das sich
mit Herz-Kreislauferkrankungen beschäftigt.
Koronararterie. Arterie, die den Herzmuskel mit Blut versorgt.
Koronare Herzkrankheit. Bei der KHK wird das Myokard durch ungenügenden
Blutfluss in den Koronargefäßen nicht ausreichend mit Blut versorgt. Die ungenü-
gende Blutversorgung wird dabei durch atheroskelrotische Plaques verursacht.
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Minderperfusion. verminderte Durchblutung.
Mitralklappe. Herzklappe zwischen linkem Vorhof und linker Herzkammer.
Mittmyokardial. Die Mitte des Myokards betreffend.
Myokard. Der Herzmuskel.
Ostium. Ursprung der Koronararterien aus der Aorta.
Perikard. Bindegewebsartiger Sack, der das Herz umgibt und durch eine Gleitschicht
Bewegungsmöglichkeit gibt.
Pulmonalarterie. Arterie die über den Trunkus pulmonaris aus der rechten Herz-
kammer entspringt.
Revaskularisierung. Neubildung von Blutgefäßen.
Septum. Die Herzscheidewand trennt die linke und die rechte Herzhälfte.
Sinusknoten. Primärer elektrischer Taktgeber der Herzaktion.
Stenose. Verengung eines Blutgefäßes.
Systole. Anspannungs- und Austreibungsphase.
Trikuspidalklappe. Herzklappe zwischen rechtem Vorhof und rechter Herzkammer.
Vena cava. Große Hohlvene, die das venöse Blut zurück zum Herz transportiert.
Ventrikel. Die Herzkammer.
atheroskelrotische Plaques. Wandanlagerung an der Innenschicht der arteriellen
Blutgefäße.
hämodynamische Relevanz einer Stenose. Auswirkung einer Stenose auf den Blut-
fluss.
linksventrikulär. Die linke Herzkammer betreffend.
mittventrikulär. Die Mitte der Herzkammer betreffend.
myokardial. Das Myokard betreffend.
rechtsventrikulär. Die rechte Herzkammer betreffend.
transmural. Durch die Wand des Myokards hindurch.
Symbolverzeichnis
Kapitel 2
B äußeres Magnetfeld
c Schallgeschwindigkeit
dE Energieintervall
d Patientenvorschub
E Energie
f Frequenz
Gy Gradientenfeld in y-Richtung
Gz Gradientenfeld in z-Richtung
h Planksches Wirkungsquantum
J0 Intensität des Röntenstrahls vor Durchlaufen des Körpers
j imaginäre Einheit
J Intensität des Rötenstrahls nach Durchlaufen des Körpers
kx normierte Zeit kx = γGxt
ky normierte Zeit kyγGyTy
L Drehimpuls
M(u, v) 2D-Fouriertransformierte der Funktion des Röntgenschwä-
chungskoeffizienten
M0 makroskopischer Magnetisierungsvektor
Mt(x, y) Quermagnetisierung in Abhängigkeit des Ortes
m magnetisches Moment
N Anzahl Zeilen eines Mehrschichtscanners
p(Θ, s) Linienintegral über die Funktion µ(x, y) mit Drehwinkel Θ und
Drehzentrumsabstand s
pΘ Projektion zum Winkel Θ
R reflektierter Anteil
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RF Fokus-Drehzentrumsabstand
RFOV Radius des Messfeldes
s Drehzentrumsabstand
Ty Zeit für die das Gradientenfeld Gy anliegt
t Zeit
v Geschwindigkeit des Blutes
x x-Koordinate im Volumendatensatz
y y-Koordinate im Volumendatensatz
Z akkustische Impedanz
z z-Koordinate im Volumendatensatz
∆f Frequenzverschiebung
δs Schichtverschmierung
γ Gyromagnetisches Verhältnis
µ(E) Röntgenschwächungskoeffizient in Abhängigkeit der Quanten-
energie
µ Röntgenschwächungskoeffizient
ω Lamorfrequenz
Φ Winkel zwischen Richtung des Blutflusses und Schallstrahl
Θ Projektionswinkel
Kapitel 3
a¯ Mittlerer Erscheinungsvektor
a Instanz eines aktiven Erscheinungsmodell
ba Parametervektor eines aktiven Erscheinungsmodells
bg Parametervektor eines Grauwerterscheinungsmodells
bs Parametervektor eines Punktverteilungsmodells
Eext externe Energie einer aktiven Kontur
Eint interne Energie einer aktiven Kontur
E Energie einer aktiven Kontur
g¯ Mittlerer Grauwerterscheinungsvektor
g Grauwerterscheinungsvektor
m Anzahl der Trainingsdaten eines Punktverteilungsmodells
n Anzahl der Modellpunkte eines Punktverteilungsmodells
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