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Résumé
Les chutes chez les personnes âgées représentent un problème important de santé publique.
Des études montrent qu’environ 30 % des personnes âgées de 65 ans et plus chutent chaque
année au Canada, entraînant des conséquences néfastes sur les plans individuel, familiale et
sociale. Face à une telle situation la vidéosurveillance est une solution efficace assurant la
sécurité de ces personnes.
À  ce  jour  de  nombreux  systèmes  d’assistance  de  services  à  la  personne  existent.  Ces
dispositifs permettent à la personne âgée de vivre chez elle tout en assurant sa sécurité par le
port d'un capteur. Cependant le port du capteur en permanence par le sujet est peu confortable
et  contraignant.  C'est  pourquoi  la  recherche  s’est  récemment  intéressée  à  l’utilisation  de
caméras au lieu de capteurs portables.
Le but de ce projet est de démontrer que l'utilisation d'un dispositif de vidéosurveillance peut
contribuer  à la réduction de ce fléau. Dans ce document nous présentons une approche de
détection automatique de chute, basée sur une méthode de suivi 3D du sujet en utilisant une
caméra de profondeur (Kinect de Microsoft) positionnée à la verticale du sol. Ce suivi est
réalisé en utilisant la silhouette extraite en temps réel avec une approche robuste d’extraction
de fond 3D basée sur la variation de profondeur des pixels dans la scène. Cette méthode se
fondera  sur  une  initialisation  par  une  capture  de  la  scène  sans  aucun  sujet.  Une  fois  la
silhouette  extraite,  les  10% de  la  silhouette  correspondant  à  la  zone  la  plus  haute  de  la
silhouette (la plus proche de l'objectif de la Kinect) sera analysée en temps réel selon la vitesse
et la position de son centre de gravité. Ces critères permettront donc après analyse de détecter
la chute, puis d'émettre un signal (courrier ou texto)  vers l'individu ou à l’autorité en charge
de  la  personne âgée.  Cette  méthode  a  été  validée  à  l’aide  de  plusieurs  vidéos  de  chutes
simulées par un cascadeur.
La position de la caméra et son information de profondeur réduisent de façon considérable les
risques de fausses alarmes de chute. Positionnée verticalement au sol, la caméra permet donc
d'analyser la scène et surtout de procéder au suivi de la silhouette sans occultation majeure, qui
conduisent dans certains cas à des fausses alertes. En outre les différents critères de détection
de  chute,  sont  des  caractéristiques  fiables  pour  différencier  la  chute  d'une  personne,  d'un
accroupissement ou d'une position assise. Néanmoins l'angle de vue de la caméra demeure un
problème car il n'est pas assez grand pour couvrir une surface conséquente. Une solution à ce
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dilemme serait de fixer une lentille sur l'objectif de la Kinect permettant l’élargissement de la
zone surveillée.
 
Mots-clés :  vision par ordinateur, vidéo surveillance, détection de chutes, détection de 
mouvement, suivi d’une cible, Kinect, caméra de profondeur, analyse de mouvement .
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Abstract
Elderly falls are a major public health problem. Studies show that about 30% of people aged
65  and  older  fall  each  year  in  Canada,  with  negative  consequences  on  individuals,  their
families  and  our  society.  Faced  with  such  a  situation  a  video  surveillance  system  is  an
effective solution to ensure the safety of these people.
To this day many systems support services to the elderly. These devices allow the elderly to
live at home while ensuring their safety by wearing a sensor. However the sensor must be
worn at all times by the subject which is uncomfortable and restrictive. This is why research
has recently been interested in the use of cameras instead of wearable sensors.
The goal of this project is to demonstrate that the use of a video surveillance system can help
to reduce this problem. In this thesis we present an approach for automatic detection of falls
based on a method for tracking 3D subject using a depth camera (Kinect from Microsoft)
positioned vertically to the ground. This monitoring is done using the silhouette extracted in
real time with a robust approach for extracting 3D depth based on the depth variation of the
pixels in the scene. This method is based on an initial capture the scene without any body.
Once extracted, 10% of the silhouette corresponding to the uppermost region (nearest to the
Kinect) will be analyzed in real time depending on the speed and the position of its center of
gravity . These criteria will be analysed to detect the fall, then a signal (email or SMS) will be
transmitted to an individual  or to the authority  in charge of the elderly.  This method was
validated using several videos of a stunt simulating falls.
The camera position and depth information reduce so considerably the risk of false alarms.
Positioned vertically above the ground, the camera makes it  possible to analyze the scene
especially for tracking the silhouette without major occlusion, which in some cases lead to
false alarms. In addition, the various criteria for fall detection, are reliable characteristics for
distinguishing the fall of a person, from squatting or sitting. Nevertheless, the angle of the
camera remains a problem because it is not large enough to cover a large surface. A solution to
this dilemma would be to fix a lens on the objective of the Kinect for the enlargement of the
field of view and monitored area.
Keywords : computer vision, video surveillance, fall detection, motion detection, 
tracking, shape analysis, Kinect, depth camera, motion analysis.
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Chapitre 1
INTRODUCTION
1.1  Une population vieillissante
Le Canada est confronté à des changements démographiques d’une ampleur sans précédent,
particulièrement en ce qui concerne le vieillissement de la population (cf. la figure 1.1). Selon
les données sur les changements anticipés au sein de la population canadienne, le nombre de
personnes  âgées  de  65  ans  ou  plus  pourrait  doubler  dans  les  20  prochaines  années  [1]
(voir figure 1.1).
Figure 1.1  Projections sur le vieillissement de la population au Canada [1].
Les ¾ des plus de 60 ans continuent encore de vivre à leur domicile. Si les personnes âgées
souhaitent rester au maximum dans leur habitation, il est impératif de sécuriser leur domicile.
De ce fait, elles conserveront une plus grande autonomie. Ainsi, il est primordial d’aménager
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le  logement  de  manière  à  prévenir   les  handicaps  liés  à  l’âge  tels  que  la  diminution  des
capacités physiques pouvant conduire à des chutes.
1.2  Réduction du risque de chute
Selon l’institut canadienne d'information sur la santé (ICIS), la plupart des hospitalisations
associées aux blessures résultaient d’une chute chez les canadiens âgés de 65 ans ou plus (77
% chez les hommes, 88 % chez les femmes). Pouvoir détecter une chute apparaît primordial
pour le maintien de l’autonomie des personnes âgées, d’autant que, plus le temps passé au sol
est long, plus les conséquences de la chute seront graves. De ce fait il est primordial de mettre
en  œuvre  des  dispositifs  d'assistance  à  ces  personnes  âgées  permettant  de  signaler  ces
accidents dans les secondes suivantes, même en cas d'inconscience.
Ainsi  il  existe  plusieurs  systèmes de détection  de chute  [2]  fonctionnant  via  des  capteurs
portés  par  le  sujet  ou  intégrés  à  l'environnement  de  ce  dernier,  permettant  de  signaler
rapidement une chute.
Les accéléromètres
En effet, la détection de chute est relativement simple, il s’agit de détecter le passage d’une
position verticale à horizontale, et d’y ajouter par exemple un bouton d’annulation d’alarme si
le sujet doit momentanément être au sol pour les besoins de son activité. Les besoins d’analyse
sont tout autre pour les personnes âgées : l’usage doit être simple et un bouton d’annulation
d’alarme ne peut être utilisé au risque de le confondre avec le bouton d’émission volontaire
d’un appel d’urgence. Par ailleurs ces dispositifs ne permettent pas de détecter si la personne
est  allongée au sol ou simplement sur son lit.
Les capteurs de micromouvements et capteurs sensoriels
Certains capteurs sont à même de détecter des micromouvements liés à l’activité cérébrale.
Associé à des capteurs de température cutanée et d’impédance, ce dispositif rend possible la
détection d’un état  d’inconscience lié à un malaise (une des conséquences  possibles  de la
chute), partant du principe que si la personne est consciente elle peut activer manuellement
une demande de secours classique de téléassistance.
Les capteurs environnementaux
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Le principe  est  ici  d’analyser  l’actimétrie  de  la  personne âgée,  généralement  grâce  à  des
capteurs  infrarouges  de  mouvements  ou  détecteurs  d’ouverture  installés  sur  la  porte  du
réfrigérateur ou encore de la salle de bain.
Une analyse de  l’activité  de la  personne âgée en permanence,  est  effectuée  de  manière à
pouvoir  détecter  une  situation  qui  diffère  de  l’activité  normale,  les  habitudes  de  vie  des
bénéficiaires ayant été préalablement analysées par le système de façon autonome.
Ainsi  peuvent  être  détectées  des  absences  prolongées  de  passage  dans  une  pièce  de  vie,
l’absence  d’ouverture  du  réfrigérateur,  l’absence  de  mouvement  pouvant  être  due  à  une
inconscience résultante d'une chute.
Capteurs de sol
L’idée consiste à quadriller le sol de capteurs via un revêtement spécial afin d’analyser les
points  d’appui  de la  personne et  de détecter  si  elle  est  en mouvement,  debout,  ou encore
allongée sur le sol. L’utilisation de ''sols intelligents'' est une piste de réflexion intéressante
mais dont la production nécessite de réaliser des économies d’échelle afin de proposer un coût
d’acquisition abordable.
Capteur vidéo
Ici une caméra est utilisé afin de retourner les images prises de l'environnement du sujet, qui
seront  traitées  par  la  suite  par  des  algorithmes  robustes  de  traitements  d'images.  Ces
algorithmes étudient les mouvements du sujet, suivant plusieurs critères afin de détecter la
chute. Ces méthodes de détection de chute sont très efficaces et donne de très bon résultats.
Aussi elles sont confortables (le sujet ne porte aucun capteur) et le signal émis par de tels
systèmes est indépendant de l'action du sujet (envoi d'un signal automatiquement après une
chute).  Nous  étudierons  plus  tard  ces  différents  dispositifs  basés  sur  des  caméras  vu  que
l'approche présentée dans ce document appartient à cette famille de systèmes. 
1.3  La chute
La  définition  de  la  chute  retenue  dans  les  études  épidémiologiques  est  la  suivante:
« La chute correspond à l’action de tomber au sol indépendamment de sa volonté »[3].
Dans une de leurs publications [1], Noury et al. essaient de définir une chute et de
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classifier les différentes méthodes de détection de chutes. La chute peut donc être divisée en 4
phases comme montré sur la figure. 1.2 [4] :
Figure 1.2  Les 4 phase de l’événement « chute » [4].
Phase de pré-chute 
La  personne  exerce  ses  activités  quotidiennes,  avec  occasionnellement  des  mouvements
soudains  telle  qu'une  assise  ou  un  accroupissement.  Ces  activités  doivent  donc  être
différenciées d'une chute.
Phase critique 
Cette phase, très courte (entre 300 et 500 ms), correspond à un mouvement soudain du corps
en direction(verticale) du sol, terminé par un impact au sol.
Phase de post-chute
Juste  après  la  chute,  le  personne  reste  le  plus  souvent  immobile,  incapable  de  bouger  et
allongée sur le sol pendant un certain temps. Ce temps ne devrait pas être trop long (moins
d'une heure) sinon les conséquences de la chute pourrait être plus importantes.
Phase de récupération 
Éventuellement, la personne peut se relever toute seule ou avec l’aide de quelqu’un. Cette
classification de l’événement « chute » permet de mieux cerner le problème de détection de
chute. Cependant le processus de détection peut s’avérer beaucoup plus complexe qu'il en a
l'aire  car  l'identification  d'une  chute  est  aussi  liée  de  manière  indirecte  au  repérage  des
mouvements pouvant être assimilés à une chute telle qu'une personne âgée se laissant tomber
soudainement sur  son lit ou son canapé. Un système de détection de chute efficace doit être à
même d'identifier ces cas afin d’éviter l’émission de faux positifs.
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1.4  Présentation générale de la thèse    
Le but de ce projet est de démontrer que l'utilisation d'un dispositif de vidéosurveillance basée
sur une caméra de profondeur (Kinect) est tout à fait envisageable. 
Ce chapitre a présenté les  statistiques sur le vieillissement de la population et l'importance des
dispositifs (existants) de détection de chute chez les personnes âgées. Dans le chapitre 2 nous
étudierons plus en détails les dispositifs de détection de chute existant basés sur des caméras,
tout en analysant les avantages et les inconvénients de ces différents systèmes. Le chapitre 3
traitera des caractéristiques de la Kinect ainsi que de son fonctionnement. Dans le chapitre 4
nous présenterons notre approche en décrivant en profondeur l'algorithme de soustraction de
fond permettant le suivi du sujet. Puis nous verrons comment la silhouette est analysée et aussi
le fonctionne notre algorithme de détection de chute. Pour finir le chapitres 5  présentera les
résultats obtenus et une discussion au sujet de la méthode de détection de chute présentée dans
ce document, suivi d'une conclusion générale .
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Chapitre 2
LA DÉTECTION DE CHUTE PAR VIDÉOSURVEILLANCE
La population vieillissante incite la communauté scientifique à développer des solutions qui
permettent  le  maintien  des  aînés  à  domicile  le  plus  longtemps  possible,  afin  de  pouvoir
bénéficier d’une meilleure qualité de vie.  La détection de chutes présente donc un intérêt pour
le maintien à domicile des aînés.
Ces dernières années la recherche s'est focalisée sur des systèmes de vidéosurveillance pour la
détection de chute. Le but de ces recherches est d'identifier une chute parmi des mouvements
ordinaires de la vie quotidienne, comme s’asseoir, s’accroupir, se pencher, se coucher ….. Cela
se justifie par le fait que la vidéosurveillance possèdent des atouts indispensables comme le
non port de capteur ou encore le déclenchement d'une alerte sans intervention du sujet. Aussi
la vidéosurveillance est polyvalente car elle peut servir à d'autres types de détection (prise de
médicaments, absence prolongée, sommeil trop long, localisation dans une pièce etc.).
2.1  Structure d’un système de vidéosurveillance
Un système de vidéosurveillance est généralement composé de trois modules :
• Détection
Dans ce module il est question d'identifier le sujet à chaque nouvelle image provenant de la
caméra. Le sujet en mouvement doit être détecté et segmenté en régions de manière à être isolé
du fond. La section 2.1.1 présente les différentes méthodes de détection de mouvement.
• Suivi
Il s’agit alors de suivre une personne ou un blob de pixels (région segmentée) correspondant
au sujet identifié dans le module précédent tout au long de la séquence vidéo. Pour se faire il
existe plusieurs techniques de suivi relativement robustes que nous verrons en détails dans la
section 2.1.2.
• Reconnaissance
La reconnaissance de comportement ou de mouvement permet de détecter un événement puis
fournit en sortie un résultat correspondant à une prise de décision à savoir si le comportement
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est normal ou anormal, si le mouvement correspond à celui attendu (chute dans notre cas) ou
non.  La  reconnaissance  de  comportement  ou  de  mouvement  est  un  vaste  sujet  possédant
plusieurs approches en fonction du cas étudié (voir section 2.1.3).
2.1.1  Méthodes de détection de personne
La détection de personnes consiste à segmenter les régions en mouvement dans le but d'isoler
la zone d’intérêt. Le mouvement peut notamment être détecté par rapport à une image de fond,
par la différence temporelle ou par le ﬂux optique.
Soustraction de l'image de fond
Une des méthodes les plus utilisées pour détecter des objets en mouvement est la différence
entre l’image courante et une image de fond qui a été modélisée préalablement. La qualité des
régions extraites dépend de la qualité de modélisation de l’image de fond.
Soient I(i, j) la valeur du pixel à la position (i, j) du pixel courant, B(i, j) la valeur du pixel de
l’image de fond et T (i, j) la valeur de seuil du pixel considéré, alors la différence par rapport à
une image de fond s’écrit sous la forme :
Si ∣I (i , j )− B (i , j )∣≥ T (i , j )  alors le pixel (i, j) est en mouvement
sinon le pixel (i, j) appartient au fond
Le  modèle  de  fond  doit  être  régulièrement  mis-à-jour  [15]  afin  de  tenir  compte  des
changements dans l’image de fond (objets déplacés, changement d’éclairage, le feuillage d'un
arbre agité par le vent  etc.). La différence avec l’arrière-plan est une méthode qui convient
surtout aux environnements internes, où les conditions d’éclairage sont contrôlées et où il y a
peu d’activité (par exemple, la surveillance d’un corridor).
La différence temporelle
La différence temporelle détecte la région de mouvement grâce à la différence de pixel par 
pixel de deux trames consécutives dans un flux vidéo. Si l’objet suivi est rapide, la région en 
mouvement à l’instant t ne sera pas superposée à celle de l’instant t −1 . Si l’objet est lent, 
les zones uniformes de l’objet risquent de ne pas être segmentées comme étant un objet en 
mouvement.
Soit I t (i , j )  la valeur de l’intensité du pixel à la position ( i , j ) au temps t et T t (i , j )
la valeur du seuil pour le pixel (i , j )  pour décrire un changement significatif. Un pixel est 
en mouvement si: 
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∣I t (i , j )− I t −1 (i , j )∣≥ T t (i , j )
On peut aussi mesurer cette différence en d'autres temps (par exemple en  t-2,  t-3, ...)  afin
d'augmenter la robustesse. En outre dans le cas d'une détection de personne, si la personne
effectue un mouvement de la main entre deux trames consécutives, seul la main sera détectée.
Ce qui peut être contraignant si le but est  de suivre la personne et non sa main.
Le flux optique
Les méthodes analysant le flux optique permettent de détecter les directions cohérentes de
changements des pixels associées au mouvement d’objets dans la scène. Le ﬂux optique est
particulièrement  utile  lorsque  la  caméra  est  en  mouvement.  Cependant,  elles  exigent  des
calculs complexes difficiles à exécuter en temps réel, le rendant peu populaire. De plus, le flux
optique s’avère sensible au bruit de l’image.
2.1.2  Méthodes de suivi
Après avoir détecté la personne en mouvement, le but du système de vidéosurveillance est de
suivre le déplacement de celle-ci au cours d’une séquence vidéo. Pour cela, il est nécessaire de
récupérer des informations dans la vidéo telle que la trajectoire du centre de gravité de la
personne ou de sa tête.  Cette tâche nécessite de localiser d’une image à l’autre chaque la
personne suivie. Elle peut se faire en 2D, à partir d’une seule caméra, ou en 3D, en combinant
deux vues (2D) dont la relation géométrique est connue.
En outre les occultations (régions cachées par d’autres), représentent une difficulté majeure
pour le suivi de d'objets ou de personnes. Un système de vidéosurveillance peut perdre la trace
d’un objet, si celui-ci est totalement ou partiellement obstrué pendant une certaine période de
temps. Il peut aussi être difficile de dissocier deux objets lorsqu’ils sont très proches ou que
l’un cache l’autre.
Dans les lignes qui vont suivre, nous allons donc explorer trois grandes techniques de suivi :
suivi par approche région, suivi à l’aide d’un modèle, suivi par approche contours. Ainsi il est
important de garder à l'esprit que pour chacune de ces méthodes, la rapidité et la précision de
celles-ci sont des facteurs déterminants pour un système fiable et temps réel.
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Suivi par région
Les méthodes  basées  sur  les  régions  utilisent  l'information  apportée par  la  région entière,
comme  par  exemple  des  propriétés  de  texture,  de  couleur  ou  de  mouvement.  Une
caractéristique  générale  du  suivi  de  régions  consiste  en  des  hypothèses  d'homogénéité  du
mouvement à l'intérieur d'une région, et d'invariance de l'apparence de celle-ci dans le temps.
En cela, il se distingue fondamentalement du suivi de contours, qui se base à l'inverse sur les
discontinuités (de texture et de mouvement) présentes dans l'image (voir figure 2.1).
Figure 2.1 Méthode de suivi d'une balle de tennis basée sur la couleur [21].
Bien qu'elles ont du mal à suivre avec précision les contours,  les méthodes basées sur les
régions  sont  plus  robustes  puisqu'elles  dépendent  moins  de  l'initialisation  et  utilisent  une
information plus globale, ce qui leur offre la capacité de gérer des déplacements importants
[8].
Suivi  à l’aide d’un modèle
Le principe est différent pour les algorithmes orientés modèle, parce qu'on s'attache à suivre
des régions qui correspondent à des projections 2D des objets auxquels on s'intéresse [8]. Ces
derniers sont parfois représentés par des modèles déformables 3D [9], ou par des modèles
déformables 2D [10, 11]. Il est nécessaire d'indiquer aussi que leur utilisation est dépendante
du domaine d'intérêt, en particulier dans l'analyse de séquences télévisuelles, comme le suivi
de visages ou de personnes, la reconnaissance d'objets caractéristiques, et le suivi d'organes
dans l'imagerie médicale.
Les  régions  suivies  sont  donc  plus  significatives,  et  les  modèles  sont  certainement  plus
robustes,  mais  la  complexité  algorithmique  est  plus  importante  puisqu'il  faut  déterminer
d'éventuelles rotations, translations, homothéties ou autres déformations [8]. Ajoutons à cela la
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nécessité  de  manipuler  plusieurs  modèles  distincts  dès  que  l'on  désire  effectuer  le  suivi
d'objets de natures différentes.
Suivi par contours
Selon [8], les méthodes basées sur les frontières utilisent essentiellement l'information fournie
par le contour de l'objet suivi, et ont l'avantage d'être indépendantes du type de mouvement
(voir  figure  2.2).  De  plus,  elles  sont  efficaces  pour  extraire  les  contours  de  l'objet  avec
précision, sans oublier leur adaptation particulière au suivi d'objets déformables. Ce sont en
général des modèles de contours déformables tels que les contours actifs (Snakes) [13], les
contours actifs géodésiques [12] ou encore des modèles statistiques [14] qui sont utilisés.
Figure 2.2 Méthode de suivi d'une balle de tennis basée sur l'analyse des contours en utilisant la
transformée de Hough [21].
Les principaux inconvénients de ces modèles sont leur instabilité due à la prise en compte
d'une information locale, ainsi que leur sensibilité à l'initialisation. En effet, le principe de ces
algorithmes est de partir d'un contour initial et de converger de façon itérative vers le contour
recherché, par minimisation d'une fonction d'énergie. Ils sont donc performants dans le cas de
mouvements lents, mais mal adaptés aux déplacements importants.
2.1.3  La reconnaissance
Après la détection et le suivi, l’étape suivante dans un système de vidéosurveillance est la
reconnaissance (la reconnaissance de chute dans notre cas).
La reconnaissance de comportements , de mouvements, de personne ou encore de formes est
un vaste domaine. Les techniques de reconnaissance sont nombreuses et dépendent des cas
ciblés.
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La reconnaissance de formes, de personnes, de mouvements ou de comportements dans un
flux  vidéo  peut  être  scindée  en  deux  grandes  familles  :  les  méthodes  statistiques  et  les
méthodes structurelles.
Les méthodes statistiques consiste de façon générale à modéliser la distribution des données
suivant des caractéristiques extraites (vecteur de paramètres) de la cible pour ensuite estimer la
probabilité qu’un exemple de test appartienne à cette distribution (classification). Reconnaître
l’objet c’est décider que le vecteur caractérisant l’objet analysé à reconnaître est suffisamment
proche d’un des vecteurs mémorisés lors de l’apprentissage.
Pour se faire plusieurs méthodes sont utilisées comme les K-plus proches voisins, les fenêtres
de  Parzen,  l'analyse  en  composante  principales  (PCA),   l'approche  bayésienne,  les  SVM
(Support  Vector  Machine)  ,  ou  encore  les  HMM  (Hidden  Markov  Model)   pour  la
classification d'un nouvel exemple de test.
En ce qui concerne les méthodes structurelles, elles portent sur l'explication des informations
de structure,  avec comme conséquence de pouvoir intégrer directement des connaissances,
fournies par des experts ou les conventions d'un domaine, dans les formalismes de description
(ce qui est particulièrement utile, par exemple, pour traiter des signaux du biomédical) et de
pouvoir construire des références (formes ou classes) avec peu d'exemples.
2.2  Méthodes de détection de chute par vidéosurveillance
Les paragraphes suivants présentent quelques méthodes de détection de chute par 
vidéosurveillance :
Anderson et al [16] ont développé une méthode qui détecte les chutes en comparant les 
dimensions de la boîte englobante de la silhouette de la personne par rapport à l’ensemble de 
l’image. Cette méthode ne résout pas le problème de l’occultation, si une personne fait une 
chute derrière un meuble par exemple (voir figure 2.3).
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Figure 2.3 Extraction des caractéristiques de la silhouette pour une séquence de chute. La boite
englobante est indiquée en bleu claire [16].
Lee et Mihailidis [17] définissent d’abord des zones d’inactivités habituelles dans la pièce
(telles que le lit, le canapé), puis analysent la silhouette de la personne et sa vitesse en utilisant
des seuils caractéristiques selon que la zone soit d’activité ou d’inactivité (voir figure 2.4).
Figure 2.4 Interface graphique. Détection d'une chute. Les zones d'inactivité peuvent être définies dans
l'interface graphique et marquées [17].
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Rougier  et  al  [18] ont  développé  une  méthode  de  détection  des  chutes  basée  sur  la
déformation de la silhouette lors d'une chute. Il s’agit de mettre en correspondance des parties
similaires de la silhouette d'une personne entre deux images consécutives en modélisant la
distribution des données d'activités normales d’une personne par un mélange de gaussiennes
(voir figure 2.5).
Figure 2.5 Exemple d'une boite englobante en rouge et de l'ellipse approximant la silhouette. Nous
pouvons voir ici que la boite englobante est plus sensible aux objets transportés  [18].
Rougier et al [19] ont aussi développé une méthode de détection des chutes qui considère la
tête de la personne comme étant une ellipsoïde 3D qui est projetée dans le plan image à l’aide
des paramètres internes de la caméra. La tête est suivie à l’aide d’un filtre à particules. La
caméra étant calibrée (grâce à la connaissance de sa position par rapport au sol), la position de
la tête du sujet est calculée par rapport au sol. Ainsi une chute est détectée grâce aux vitesses
3D  qui est calculées en utilisant la trajectoire 3D de la tête (voir figure 2.6).
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Figure 2.6 Utilisation de trois filtres à particules pour une chute. Les particules vertes sont celles qui
correspondent à la tête [19].
Auvinet et al [20] ont développé une méthode de détection des chutes qui utilise jusqu’à huit 
caméras positionnées autour d’une pièce où se déroulent les expériences de chutes. Ils 
procèdent en trois étapes, la première consiste à calibrer les caméras afin de déterminer leurs 
paramètres intrinsèques et extrinsèques. La deuxième consiste à soustraire l’arrière plan au 
niveau de chaque caméra puis faire une fusion des différents résultats pour reconstruire la 
silhouette en 3D. Enfin, la détection des chutes se fait selon un indicateur calculé en 
comparant le volume des 40 premiers centimètres de la silhouette par rapport au volume total 
depuis le sol. Une valeur élevée de cet indicateur génère une alerte de chute (voir figure 2.7).
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Figure 2.7 Exemple d'une vue avec un sujet marchant, chutant, et couché . Le graphe montre la
répartition verticale du volume [20].
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Chapitre 3
LA KINECT
3.1- Historique
La Kinect,  initialement connu sous le nom de code «  Project Natal » est  un périphérique
destiné à la console de jeux vidéo Xbox 360 de Microsoft,  permettant de contrôler des jeux
vidéo sans utiliser de manette.
Le mot « Kinect » est issu des mots anglais « kinetic » (qu'on peut traduire par « cinétique »)
et « connect » (qu'on peut traduire par « connecter »). 
Le 5 janvier 2011, 2 mois après sa sortie (Octobre 2010), Microsoft annonce avoir vendu 8
millions de Kinect, dont un million en seulement 10 jours. Le 11 mars 2011, Kinect entre au
livre Guinness des records comme étant « l'accessoire high-tech le plus vendu dans un court
laps de temps » avec 10 millions d'unités vendues, soit une moyenne officielle de 133 333
Kinect vendus chaque jour à travers le monde.
3.2- Caractéristiques de la Kinect [6]
Ci-dessous sont présentées les différentes caractéristiques techniques de la Kinect :
 Capteurs :
- Lentilles détectant la couleur et la profondeur.
- Micro à reconnaissance vocale.
- Capteur motorisé pour suivre les déplacements.
 Champ de vision :
- Champ de vision horizontal : 57 degrés.
- Champ de vision vertical : 43 degrés.
- Marge de déplacement du capteur : ± 27 degrés.
 Portée du capteur : 1,2 m – 3,5 m (à partir de 50 cm pour la version Kinect pour Windows).
Flux de données :
- 320 × 240 16 bits à 30 FPS.
- 640 × 480 32 bits à 30 FPS.
- Audio 16 bits à 16 kHz.
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Système de reconnaissance physique :
- Jusqu’à 6 personnes et 2 joueurs actifs (4 joueurs actifs avec le SDK 1.0).
- 20 articulations par squelette.
- Application des mouvements des joueurs sur leurs avatars Xbox Live.
Audio :
-  Chat vocal Xbox Live et  chat vocal dans les jeux (nécessite un compte Xbox Live
Gold).
- Suppression de l’écho.
-  Reconnaissance  vocale  multilingue  (pour  le  français,  cette  fonction  est  disponible
depuis le 06 décembre 2011 via une mise-à-jour de de la Xbox).
Figure 3.1  Composition matérielle de la Kinect [5].
3.3- Fonctionnement de la Kinect
La Kinect est équipée d'un système de micros multidirectionnels (nombre de 4) capable de
reconnaître  et  de  localiser  la  voix  puis  d'assourdir  les  bruits  ambiants,  ce  qui  facilite  la
reconnaissance vocale. Ensuite un capteur de profondeur, couplé à une caméra RGB standard
qui non seulement filme notre corps mais analyse également la profondeur de champ et donc
la distance à laquelle nous nous trouvons par rapport aux capteurs (voir figure 3.3).
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Figure 3.2  Schéma résumant l'ensemble des technologies utilisées par la Kinect [5].
Le microphone
La Kinect embarque 2 microphones ainsi que 4 détecteurs digitaux externes de sources audio.
La  combinaison  de  l'ensemble  de  ce  système audio  permet  ainsi  à  Kinect  de  détecter  la
localisation spatiale  d'une source sonore mais aussi  d'éliminer  les bruits  de fond parasites
grâce à un traitement de données efficace.
La caméra RGB
La première des deux caméras embarquées dans la technologie Kinect est une caméra couleur
RGB «  standard  » avec  un  capteur  de  type  CMOS.  Elle  se  situe  au  centre  de  la  barre
horizontale (voir la figure 3.2). Elle permet une prise d'image avec une fréquence de 30 Hz, en
couleur 32 bits et en résolution VGA de 640 × 480 pixels.
Le capteur de profondeur
Jusqu'à présent nous avons vu les technologies microphone et caméra RGB « classique » mais
c'est véritablement avec sa technologie « 3D depth sensor » (capteur de profondeur 3D) que
Kinect  tire  son épingle du jeu.  Cette technologie a été  proposée par la  société israélienne
PrimeSense. La caméra à l’extrême droite sur la figure 3.2 est une caméra infrarouge (pas de
couleur) à capteur CMOS, QVGA de résolution 320  ×  240, 16bits  (donc possédant 65536
niveaux de sensibilité). L'objectif à l’extrême gauche (voir figure 3.2) n'est pas une caméra,
comme beaucoup pourraient le penser, mais un émetteur de lumière structurée infrarouge.
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Ainsi basée sur la technologie caméra portée conçue par la société israélienne PrimeSense, la
kinect utilise un projecteur de lumière structurée et une caméra IR (infrarouge) – largement
répandu dans les procédés de fabrication industrielle pour déterminer la profondeur des objets
dans la scène. La détection de la lumière structurée se fait grâce à l’angle spécifique qui existe
entre l'émetteur et le capteur, la profondeur peut être récupérée par une simple triangulation
[22].
En outre, il est possible de cartographier avec précision la distance pour tout objet éloigné de 1
à 2 mètres de la caméra jusqu'à environ 4-5 mètres de profondeur. Au delà de 5 mètres, le
rayonnement IR réfléchi devient trop faible pour être mesurable avec précision. Pour tout objet
dont la distance est inférieure à 1 mètres, le phénomène inverse est observé et le signal devient
totalement saturé. Par exemple dans l’image de profondeur de la figure 4.3, les zones en rouge
sont des régions pour lesquelles la Kinect n'arrive pas a estimer la distance a cause d'une
mauvaise réflectivité due a la structure ou la matière de certains objets comme le verre. Dans
ce cas la valeur de la distance des points par rapport a la caméra est nulle. On peut donc en
déduire dans cette image que les points qui sont les plus proches de la camera (qui tendent
vers 0) sont marqués en rouge et les plus éloignées de la caméra sont marqués en bleue-ciel.
Les autres couleurs (jaune et vert) sont donc des valeurs intermédiaires.
Aussi  l'avantage  de  l'utilisation  de  l'infrarouge  est  de  pouvoir  récupérer  une  carte  de
profondeur de la scène indépendamment des conditions de luminosité sans interférence avec la
lumière ambiante (lumière du visible).
Figure 3.3  Image RGB et image de profondeur provenant la Kinect. Les zones colorées correspondent
à 4 intervalles de profondeur définis arbitrairement. Les zones marquées en rouge sont celles dont la
profondeur n'a pu être déterminée. Les autres zones sont colorées en fonction de leur distance par
rapport à la Kinect. Deux objets de même profondeur auront la même couleur.
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Chapitre 4
DETECTION DE CHUTE A L'AIDE D'UNE KINECT
4.1- Définition du contexte
Il existe différentes méthodes de détection de chute par videosurveillance, comme présentée
dans  la  section  2.2  de  ce  document.  Chacune  de  ces  techniques  se  différencie  par  son
processus d'analyse des trames dans le flux vidéo et aussi par ses critères de reconnaissance de
chute. Dans ce chapitre nous présentons notre dispositif de détection de chute à l'aide d'une
caméra de profondeur (Kinect). Pour se faire 3 hypothèses ont été faites : 
- La Kinect est positionnée de telle sorte que l'axe médian du champ de vue de la caméra soit
perpendiculaire au sol,  c'est-à-dire pour que le plancher soit à une profondeur unique  (Voir
figure 4.1).
Figure 4.1  Positionnement de la Kinect dans la scène.
- Au démarrage du système aucune personne ne devra être dans le champ de vision de la
caméra.
- A chaque instant il ne peut qu'avoir une seule présence humaine dans la scène (un seul sujet).
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La première hypothèse a pour but de simplifier la détection de chute car avec une caméra fixée
comme  tel,  il  n'y  aura  pas  de  problèmes  de  fausses  détection  dues  aux  occultations.  La
deuxième hypothèse permet d’acquérir un certain nombre d'images initiales qui serviront au
calcul de l'image de référence. Et la dernière hypothèse vient du fait que s'il y a plus d'une
personne dans la scène il n'est pas nécessaire d'avoir un dispositif de détection de chute car
l'une des personnes présentes peut avertir les secours ou intervenir en cas de besoin.
4.2- Notre processus de détection de chute
Le processus de détection de chute présenté ici s'inspire des travaux de Lee et Mihailidis [17]
et de  Auvinet et al [20]  . En effet ces deux méthodes utilisent une méthode de détection de
chute basée sur la vitesse de déplacement et la position par rapport au sol d'une partie de la
silhouette. Bien que notre technique s'inspire de ces deux techniques, elle reste différente de
chacune d'elles. Dans notre cas une Kinect positionné verticalement au sol (voir figure 3.2) est
utilisée afin de filmer la scène et retourner la carte de profondeur. Cette carte de profondeur
sera utilisée pour la modélisation de l'image de référence qui permettra par la suite l'extraction
de l'image de premier plan. Ainsi elle sera analysée dans chaque trame, afin de procéder au
suivi du sujet dans la scène. Les caractéristiques de la région correspondante au sujet dans
l'image de premier plan seront extraites et/ou calculées (centre de gravité et vitesse des 10%
points les plus proches de la Kinect, position du centre de gravité par rapport au sol). A l'aide
de ces caractéristiques, et de certains seuils une chute pourra être identifiée ou non (voir figure
4.2).
La validation  de notre  méthode de détection de chute est  faite  par  la  mise  en place  d'un
protocole de test sur une vidéothèque de 5 vidéos réalisées avec un cascadeur. Chaque vidéo
sera caractérisée par un déplacement  particulier  pouvant causer des difficultés importantes
comme le cascadeur s'assaillant brusquement sur une chaise, le cascadeur se laissant tomber
sur un divan de façon soudaine, le déplacement d'objets appartenant  à l'image de référence
préalablement calculée, ou encore l'accrochage d'un objet pendant une chute. 
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Figure 4.2  Différentes étapes du processus de détection de chute.
4.3- Les différentes étapes du processus de détection de chute 
Détecter une chute est un processus qui dépend de plusieurs étapes comme nous l'avons vu
dans  le chapitre 2. Ces étapes dépendent généralement les unes des autres mais aussi du type
de caméra utilisé.  Cette  section  traitera  donc des  différentes  étapes  de notre  processus  de
détection de chute en utilisant une Kinect.
4.3.1-  Acquisition de la carte de profondeur
La  Kinect  est  une  caméra  de  profondeur,  c’est-à-dire  qu’elle  fournit  des  images  de  la
profondeur de la scène, à savoir la distance entre la caméra et les objets présents dans la scène.
Comme vu précédemment, la Kinect retourne une carte de profondeur, ou la valeur de chaque
point est donnée par sa distance en millimètres par rapport  à la caméra. Il faut savoir que la
Kinect  peut  récupérer  les  distances  dans  un  spectre  allant  de  850 mm à  4000 mm,  toute
distance de 0 signifie que le capteur ne connaît pas l’information. Ce qui peut être causé par
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une distance trop proche ou trop éloignée, une réflectivité trop importante,  les occultations
caméra – projecteur de la Kinect, ou encore le manque de points projetés sur le bords des
objets  (voir  zone noire  à droite de la personne dans la figure 4.3).  En d'autres termes,  en
dehors de cet intervalle, les distances mesurées ne sont pas fiables.
Cette carte de profondeur permet de construire une image de profondeur en niveau de gris
(620 X 480) , ou les pixels les plus proches de la caméra tendent vers 0 et les plus éloignés
tendent vers 255, pour une image sur 8 bits (Voir figure 4.3). C'est donc sur cette image de
profondeur que tous les traitements seront effectués.
Figure 4.3  Image de profondeur provenant de la Kinect.
4.3.2-  Modélisation de l'image d’arrière plan
La  modélisation  de  l'arrière-plan  est  la  première  étape  proprement  dite  du  processus  de
détection de chute. Elle consiste à faire un apprentissage, afin de connaître la configuration de
l'environnement. Concrètement, il s'agit de construire une image de référence, c'est-à-dire une
image  de  profondeur  représentant  l'arrière-plan  le  plus  fidèlement  possible.  En  effet,  les
images  de  profondeur  fournies  par  la  Kinect  subissent  de  fortes  instabilités  :  il  est  donc
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nécessaire d'en acquérir un grand nombre pour obtenir des informations précises sur la scène
de  référence. Cette  phase  d'apprentissage  permet  de  construire  l'image  de  référence  en
calculant la moyenne des profondeurs pour chaque pixel :
I reference(i , j)=
1
N ∑k=1
N
I k (i , j)
L'image de référence est calculée en prenant un certain nombre de trames initiales ( N ), en se
basant sur  l’hypothèse de départ : aucune personne n'est présente dans la scène pendant la
phase d'apprentissage. Pour avoir une image de référence fiable au moins 300 trames initiales
sont nécessaires ou plus (par exemple 500). Avec une fréquence d'acquisition (FPS) de 30
trames/secondes, pour 500 trames la phase d'apprentissage prendra 17 secondes. La figure 4.4
ci-dessous montre une image de référence calculée avec 500 trames initiales. L'influence du
nombre de  trames pris initialement réside dans l’étape suivante : l'extraction de l'image de
premier  plan.  Ainsi  plus  il  y  a  de  trames initiales,  plus  l'image  moyenne  représentera
fidèlement la scène, et moins il y aura de bruit dans l'image de premier plan (voir figure 4.5).
Le choix des 500 trames initiales s'explique par le fait que la profondeur de certains pixels
varie d'une trame à l'autre. Donc en prenant un grand nombre de trames initiales la moyenne
des trames (image de référence)  se rapprochera le plus possible de la vraie profondeur des
pixels, en se basant sur leur distribution sur les 500 trames.
Par ailleurs il est important de garder à l'esprit qu'une fois l'image de référence calculée elle
doit être mise-à-jour de façon régulière. Cette mise-à-jour est une opération très importante car
elle  permet  de  ne  pas  contaminer  l'image de  premier  plan  avec  des  objets  inactifs.  Nous
verrons par la suite plus en détails comment elle s'effectue et quelle est son impact direct sur
l'image de premier plan.
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Figure 4.4  Image de référence calculée avec les 500 premières trames. 
4.3.3-  Extraction de l'image de premier plan
L'image moyenne des trames initiales est calculée (avant qu'une personne soit présente dans la
scène) pour obtenir l'image de référence de la scène (voir section précédente). Pour chaque
nouvelle image, nous calculons la différence absolue entre les pixels de l'image de référence et
ceux de la nouvelle image. Le pixel est marqué comme pixel de l'avant-plan si la différence est
supérieure  à un seuil, par exemple 35 mm.  Autrement, le pixel est marqué comme pixel de
l'arrière-plan. En d'autres termes cela signifie que tous les pixels dont la profondeur a changé
d'au moins 35 mm par rapport  à leurs valeurs dans l'image de référence seront considérés
comme appartenant à l'image de premier plan. 
Le choix de ce seuil s'explique par le fait qu’après quelques tests effectués, la précision de la
carte de profondeur s’avère être de 30 mm. Donc en choisissant 35 mm comme seuil nous
pouvons écarter les changement profondeur dus  à l’imprécision du capteur.
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La qualité de l'image de premier dépend fortement du nombre de trames utilisé pour calculer
l'image  moyenne  et  aussi  de  la  valeur  du  seuil  permettant  de  classifier  les  pixels  entre
l'arrière-plan (background) et le premier plan (foreground). Un trop grand seuil par exemple
500 mm, entraînerait une insensibilité aux changements de profondeur inférieurs à 50 cm. Un
seuil correct pourrait être pris entre 20 mm et 80 mm, tout dépendant si on veut ignorer ou non
certaines variations de profondeur .
Par ailleurs pour une scène contenant beaucoup d'objets non réfléchissant la Kinect ne sera pas
en mesure d'estimer de façon fiable la distance de ceux-ci par rapport  à la caméra. Pour des
objets ou des zones statiques de la scène ayant une mauvaise réflectivité (par exemple les
bords d'un objet  ou le verre),  la Kinect retournera 0 comme valeur de la distance. Ce qui
explique que dans l'image de premier plan on est des petites zones blanches qui apparaissent et
disparaissent d'une trame  à l'autre.  Cependant pour une scène où les objets ont une bonne
réflectivité le nombre de trames initiales peut être très faible (par exemple 10).
Figure 4.5  Images de premier plan obtenues avec des images de référence calculées en utilisant les 10
(à gauche) et 500 (à droite) premières trames.
4.3.4- Suivi du sujet dans la scène
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Après l'extraction de l'image de premier plan l’étape suivante est l'identification du sujet dans
celle-ci et ce, pour chaque trame. En effet le résultat de l'extraction de l'image de premier plan
fournie un certain nombre de  blobs  (région d’intérêt) blancs, comme dans la figure 4.5, qui
sont censés représenter les changements par rapport à l'image de référence. Dans le cas ou un
sujet entre dans la scène sans rien toucher, ni déplacer, le résultat de l'extraction de l'image de
premier plan devrait donner juste un blob de pixels blancs. Ce qui n'est pas le cas vu que la
Kinect est incapable de retourner une profondeur stable pour certains objets ou de certains
coins  de  la  pièce,  du  à la  mauvaise  réflectivité  de  ceux-ci  et  à  l'absence  d'une  partie  du
voisinage du pattern de points sur les bords des objets [23]. Cette instabilité de la carte de
profondeur  à pour  conséquence  les  petits  blobs de  pixels  blancs  autour  du  blob de  pixel
principal (le plus gros). Cependant notre méthode de suivi du sujet est basée sur un seuillage
au niveau de la taille des blobs permettant de ne pas tenir compte de tous les blobs résultant de
l’instabilité de la carte de profondeur. Pour se faire pour chaque blob de l'image  de premier
plan, le nombre de pixels du blob est calculé. Puis tous les blobs dont le nombre de pixels est
inférieur  au  seuil  fixé  (par  exemple  2000),  sont  ignorés,  laissant  place  au  blob de  pixels
représentant le sujet. Les blobs dus à l’instabilité de la carte de profondeur sont relativement
de petite taille et ne dépasse généralement pas 1500 comme nombre de pixels. Aussi il est
important de signaler que ce seuil ne peut pas être trop grand car d’après nos tests, un blob de
pixel représentant un humain suivant sa posture et sa corpulence peut aller de 20000 à 50000
pixels (s'il n'est pas en contact avec un objet).
Par ailleurs il se peut que le sujet ne soit pas le seul élément ayant changé par rapport à l'image
de référence de la scène.  Dans ce cas si l'autre élément (par exemple le déplacement d'un
meuble),  possède  une  taille  suffisamment  grande  (  par  rapport  au  seuil  de  2000)  celui-ci
pourrait être considéré comme étant un sujet et sera analysé comme tel dans l’étape suivante
de notre processus.  Pour éviter ce cas l'identifiant de chaque blob suivi est sauvegardé. C'est
l'historique de déplacement du blob d'une trame à l'autre qui permet de trouver l'identifiant de
chaque blob suivi dans la nouvelle trame, en se basant sur le fait que le blob x dans la trame au
temps t est le même dans la trame au temps t+1, si la différence de position du centre de
gravité du blob dans les 2 trames consécutives est inférieure à un certain seuil. Aussi l'objet
arrêtera d’être en mouvement au bout d'un certain temps, d’où l'importance de le réintégrer à
l’arrière-plan pour réduire le nombre de traitement effectué sur chaque trame.  Nous verrons
dans les sections suivantes que cela est géré par la mise-à-jour de l’arrière plan.
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Figure 4.6  Suivi du sujet dans l'image de premier plan. Les petits blobs blancs dus à l’instabilité de la
carte de profondeur, sont filtrés grâce au seuillage sur la taille des blobs.
4.3.5- Détection de chute : classification du mouvement
L'étape de classification du mouvement permet de différencier  une chute d'un mouvement
commun ou quotidien. Cette prise de décision se base sur des critères préalablement calculés.
Pour chaque blob suivi dans l'image de premier plan, le centre de gravité des 10% des points
les plus proche de la Kinect sera calculé. Les 10% des points les plus proches de la Kinect sont
déterminés en classant dans un premier temps, de façon croissante, tous les points ou pixels du
blob suivi  en fonction  de leurs  profondeurs  (leurs  coordonnées  en Z).  Dans un deuxième
temps les n premiers points résultant du classement sont utilisés pour construire un sous-blob
du  blob principal  suivi.  n  étant  les 1/10 du nombre total  de pixels contenus dans  le  blob
principal.  Puis  les  coordonnées  du  centre  de  gravité du  sous-blob sont  calculées  et
sauvegardées. 
Le choix des 10% points les proches se justifie par le fait qu’après plusieurs tests (5%, 15%,
30%), 10% s’avère être le choix générant le moins de fausses détection de chutes. En effet
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plus ce pourcentage est élevé plus le centre de gravité des points relatifs au pourcentage aura
tendance à se rapprocher du centre de gravité de la personne qui est un mauvais choix car il
génère des faux positifs dans certains cas (par exemple un accroupissement du sujet).
En sauvegardant la position du centre de gravité du sous-blob pour chaque trame, sa vitesse
(en mm/s) suivant l'axe Z peut être calculée, en prenant en compte ses déplacements sur les 30
dernières trames (chaque seconde) : 
V=GZ k +30−G Z k
où GZ k  est la coordonnée verticale du centre de gravité de la k-ième image.
Ainsi la vitesse est le premier critère qui nous permettra d'identifier une chute.  Le second
critère est basé sur la position du centre de gravité des 10% points les plus proches de la
Kinect  par  rapport  au  sol.  Pour  le  calculer  il  faut  dans  une  premier  temps  calculer  la
profondeur du sol. Elle a été calculée en prenant la moyenne des profondeurs des 20 points les
plus éloignés de la Kinect. Dans un deuxième temps, le second critère a  été définit comme
étant la différence de profondeur entre le centre de gravité des 10% points les plus proches de
la Kinect et le sol. Grâce à une combinaison de ces deux critères une chute peut être identifiée.
Un mouvement sera classifié comme chute si la vitesse des 10% points les plus proches de la
Kinect est supérieure à un certain seuil (par exemple 500 mm/s, s'explique par le fait qu’après
une série de tests, nous avons constaté que la vitesse des chutes variait entre 500 mm/s et 1000
mm/s) et la position du centre de gravité de ceux-ci est inférieure à un autre seuil (0.5 m par
exemple, seuil choisi après une série de tests). Le choix d'une valeur adéquate pour ces seuils
est primordial pour l'identification des vrais chutes par rapport aux fausses chutes.
38
Figure 4.7  Exemple d'une détection de chute."Fall detected" apparaissant en rouge en haut à droite
de l'interface  montre que notre système a bien détecté une chute.
4.3.6- Mise-  à  -jour de l'image de référence  
La mise-à-jour de l'image de référence a pour but de réintégrer dans l’arrière-plan les objets
ayant été déplacés et qui sont rendus inactifs. En effet lors du suivi du sujet dans la scène il se
peut  qu'il  interagisse  avec  des  objets  et  les  déplace  au  besoin.  Ces  objets  seront  donc
considérés comme des éléments du premier plan et s'ils ont une taille suffisamment grande
(nombre de pixels assez grand pour passer le seuillage des  blobs) ils  seront analysés dans
l’étape de classification. Ce qui s’avère coûteux en terme de complexité. Pour remédier à ce
problème, la vitesse des différents blobs dans l'image de premier est sauvegardée pour chaque
trame permettant de réintégrer dans l'image de référence les blobs dont la vitesse (vitesse des
10% points les plus proches de la Kinect) est presque nulle pendant un certain nombre de
secondes. Mais qu'arrive-t-il si le sujet ne bouge pas pendant un certain temps?
Si le sujet ne bouge pas pendant un certain temps il ne sera pas réintégré à l'arrière-plan car le
processus de suivi garde un pointeur en permanence sur le blob correspondant au sujet suivi,
de tel   sorte  à faire  une différence entre  le  blob du sujet  et  le  blob relatif  à un objet  en
déplacement. Donc la mise-à-jour de l'arrière-plan s'occupe de réintégrer que les  blobs qui
sont différents du blob du sujet.
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Chapitre 5
EXPERIMENTATION ET DISCUSSION
L’expérimentation  est  une phase très  importante  dans  ce  travail.  En effet  après  une  étude
théorique approfondie et une réflexion poussée sur les méthodes utilisées pour notre système
de détection de chute, nous avons mis en place une programme permettant de soutenir notre
méthode présentée. Notre programme a été testé avec une vidéothèque de 5 vidéos réalisées
avec un cascadeur. Chaque vidéo étant caractérisée par un déplacement particulier pouvant
causer des difficultés importantes.
Dans  ce  chapitre  nous  présentons  les  résultats  de  différents  tests  de  validation  de  notre
système, puis une brève discussion sur les problèmes rencontrés lors de l’élaboration de ce
travail.
5.1 Configuration de la machine
L’expérimentation a été réalisée en environnement Linux (Ubuntu), sur une machine dotée
d’un processeur Intel® Core™ i7 à 8 unités de 1.6 GHz de fréquence et d’une RAM de 8 Go.
5.2 Langage de programmation et librairies
Comme langage de programmation nous avons utilisé le C++. Nous avons aussi utilisé les
librairies C++ suivantes :
- OpenCV : pour le traitement d'images.
- OpenNI (middleware) : pour la récupération des données retournées par la Kinect.
- Qt : pour l'interface graphique.
5.3 Description de l'interface
Afin de mieux manipuler notre dispositif de détection de chute une interface graphique a été
développée en utilisant la librairie Qt (C++). Dans cette section nous allons donc brièvement
décrire les différents composants de cette interface (Voir figure 4.7). 
L'interface est constituée de plusieurs boutons : 
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- le bouton radio ''RGB Image'' : permet d'afficher l'image RGB de la scène.
- le bouton radio ''Depth Image'' : permet d'afficher la carte de profondeur de la scène.
-  le  bouton  radio  ''Bg  substraction''  :  permet  d'afficher  le  résultat  de  la  soustraction
d’arrière-plan.
- le bouton radio ''Blob tracking'' : permet d'afficher le suivi des objets en mouvement dans  la
scène. Les objets en mouvement sont colorés soit en rose ou en vert. Le blob correspond au
sujet suivi est toujours marqué de cercles concentriques.
- le bouton radio ''Display Pixel Dist. Hist.'' : permet d'afficher l’histogramme d'un pixel sur le
nombre de trames initiales.
- le bouton ''Display Bg Sub model image'' : permet d'afficher l'image d’arrière-plan modélisée
par la moyenne.
- le bouton ''Compute HS ref.'' : permet de calculer la couleur HSV des 10% plus haut points
correspondant au blob du sujet suivi (le blob marqué de cercles concentriques).
- le bouton ''Clear console'' : permet de vider le contenu de la console (couleur violette) en
dessous de l'image.
-  le  bouton  ''Start  Live''  :  permet  de  capturer  la  scène  en  direct  en  utilisant  une  Kinect
connectée à l'ordinateur.
-  le  bouton  ''Rec''  :  permet  d'enregistrer  le  flux  vidéo  direct  au  format  ONI  (format  de
sauvegarde OpenNi des captures de la Kinect).
- le bouton ''Load'' : permet de charger un fichier ONI.
-  le  bouton  ''Settings''  :  permet  de  changer  certains  paramètres  de  l'application  comme le
chargement d'un arrière-plan modélisé pour éviter de le recalculer à chaque fois.
Notre interface donne aussi la possibilité de faire varier les seuils en temps réel en utilisant des
slider : 
-  ''Depth treshold''  :  permet de varier le seuil de profondeur utilisé pour la soustraction de
l'arrière-plan.
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- ''Blob area treshold'' : permet de varier le seuil pour le filtrage de la taille des blobs à suivre
et à analyser.
- ''Velocity frame frequency'' : permet de varier le nombre de trames analysées en une seconde.
- ''Velocity treshold'' : permet de varier le seuil de vitesse, critère sur lequel se base le système
pour la détection d'une chute.
Le  spinbox  ''Num of Ref Frame''  a pour but de d'augmenter ou de diminuer le nombre de
trames utilisée pour la modélisation de l’arrière-plan. Aussi le label ''Status'' affiche le résultat
de  la  détection  de  chute.  Si  une  chute  est  détectée  la  valeur  du  label  passe  de  ''No Fall
detected'' en vert  à ''Fall detected'' en rouge. Pour finir l'image en bas à droite est une carte de
profondeur de la scène sur 4 niveaux de profondeur, ce qui explique la présence de seulement
4 couleurs dans cette image. Tous les objets de même couleur ont la même profondeur, hormis
la couleur rouge qui représente les profondeurs nulles (profondeurs impossibles à calculer par
la Kinect).
5.4 Résultats de l’expérimentation 
Pour mettre à l’épreuve notre méthode et valider son fonctionnement, une série de 5 vidéos de
test ont été effectuées avec un cascadeur. Ces vidéos de test sont variées et chacune d'elle fait
ressortir une difficulté particulière dans la détection de chute. Dans les lignes qui vont suivre
nous analyserons pour chaque cas de test les résultats de notre méthode.
Paramètres utilisés dans tous les cas
- Nombre de trames initiales pour la soustraction d’arrière-plan : 500 
- Profondeur du sol : 3.05 m 
- Seuil de profondeur pour la soustraction d’arrière-plan : 0.035 m
- Seuil  pour le filtrage des blobs : 10 000 pixels
- Seuil de vitesse pour la détection de chute : 0.01 m/s
- Seuil de profondeur pour la détection de chute : 1.2 m
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Cas no 1 : le sujet chute au milieu de la scène
Ce cas présente une simulation de chute au milieu de la scène effectuée par le cascadeur.
Figure 5.1  Ces 3 images illustrent le cas no 1 avant, pendant, et après la chute.
Ce cas est une simulation de chute sans difficulté particulière. Le sujet est présent dans le
champ de vision de la caméra et chute subitement. Les trois images ci-dessus illustrent ce cas
avant, pendant et après la chute du cascadeur. Le blob coloré en rose et encadré du rectangle
bleu représente le sujet suivi dans la scène (voir figure 5.1). 
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Nous  remarquons  que  dans  la  dernière  image  montrant  l'interface  graphique  de  notre
programme, qu'une chute a été détectée. Cela se traduit, par l'affichage en rouge, en haut à
droite  de l'interface du terme ''Fall  detected''.  Notre  système de détection de chute donne
d'excellents résultats dans ce genre de situation : 100% de fiabilité.
Cas no 2 : le sujet s’assoit brusquement sur une chaise
Ce cas  présente  une  situation de fausse  chute,  plus  précisément   le  cascadeur  s’assaillant
brusquement  sur une chaise.  Le but  de ce test  est  de connaître  le comportement  de notre
algorithme de détection de chute face a une fausse alerte.
Figure 5.2 Présentation de la scène avant l’entrée du sujet.
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Figure 5.3  Ces 3 images illustrent le cas no 2 avant, pendant, et après que le sujet soit en train de
s'asseoir sur la chaise.
En observant la 3eme image de la figure 5.3 ci-dessus on remarque l'application n'a détecté
aucune  chute.  Car  la  vitesse  du  centre  de  gravité  des  10% points  les  plus  haut  du  blob
correspond au cascadeur n'est pas supérieure (ou égale) au seuil fixé. Aussi la distance entre le
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centre de gravité et le sol n'est pas inférieure au seuil de profondeur pour la détection de chute
(1.2 m). 
Cas no 3 : le sujet s'accroupit brusquement
Ce cas présente une situation de fausse chute ou le cascadeur s’accroupit brusquement. Les
figure ci-dessous présente le comportement de notre dispositif de détection de chute.
Figure 5.4  Ces 3 images illustrent le cas no 3 avant, pendant, et après que le sujet soit en train de
s'accroupir.
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La 3ème image de la figure 5.4 ci-dessus montre encore une fois que l'application n'a détecté
aucune chute. Cependant la vitesse du centre de gravité des 10% points les plus haut du blob
correspond au cascadeur est supérieure au seuil fixé. Si notre algorithme ne se basait que sur
ce critère une chute serait détectée. Mais ce n'est pas le cas, car l'algorithme se base aussi sur
la distance entre le centre de gravité et le sol, qui n'est pas inférieure au seuil de profondeur
pour la détection de chute (1.2 m) dans ce cas. D’où l'application n'a détectée aucune chute.  
Par ailleurs il est important de signaler que pour un sujet de petite taille, le seuil de profondeur
pour la détection de chute devrait être plus bas (par exemple 0.75 m) sinon cela pourrait causer
des fausses alertes. Il va donc sans dire que la fixation de ce seuil dépend de taille du sujet.
Cas no 4 : réintégration dans l’arrière-plan d'un objet déplacé dans la scène
Dans  cette  expérience  nous  déplaçons  un  objet  de  la  scène  a  un  instant  t.  L'application
détectera donc pendant un certain temps deux blobs : le cascadeur et l'objet déplacé. Le but de
cas est donc de démontrer qu'après un moment (2 à 3 secondes), l'objet sera réintégré au à
l’arrière-plan.
Figure 5.5 Ces 2 images illustrent le cas no 4 avant et après la réintégration de la chaise dans
l’arrière-plan.
La dernière image de la figure 5.5 montre bien que l'objet a bien été réintégré à l’arrière-plan.
En analysant bien ce cas la question qui nous vient à l'esprit est la suivante : qu'arrive-t-il
quand le  sujet  ou le  cascadeur  reste immobile pendant  5 secondes? Lorsque le sujet  reste
immobile pendant une certaine durée de temps il ne sera pas réintégré à l’arrière-plan grâce au
processus de suivi du sujet dans la scène qui permet de différencier le sujet des autres éléments
de la scène en mouvement. 
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Cas no 5 : Accrochage d'un objet pendant la chute
Dans cette expérience, le cascadeur simule une chute , pendant laquelle il accroche le rebord
d'une table sans déplacer la table. Il reste en contact avec le table même étant au sol.
Figure 5.6  Ces 3 images illustrent le cas no 5 avant, pendant, et après que le sujet soit en train de
chuter en accrochant la table.
Le but de cette expérience est de démontrer que notre système détecte bien une chute dans un
tel cas. Si la table ne bouge pas alors le système se comportera comme dans le cas no 1 et
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détectera une chute car la table, n’étant pas en mouvement sera toujours considérée comme
appartenant à l'arrière-plan. La dernière image de la figure 5.6 montre bien que la chute du
cascadeur a bien été détectée par l'application.
5.5 Discussion
Bien que les résultats précédents soient encourageants, nous avons été confrontés à d’autres
résultats de qualité moindre, lors des différentes expérimentations que nous avons effectuées.
Nous avons pu constater qu’il n’est pas évident d’appliquer notre méthode pour tout type de
sujet ou de scène. Nous citons dans ce qui suit quelques exemples problématiques :
- Dans des scènes trop grandes, la Kinect est incapable de retourner un rendu de toute la scène
à cause de son champ de vision restreint. Une solution serait de rajouter une lentille à l'objectif
de  la  Kinect  permettant  d'augmenter  le  champ de  vision  afin  de  couvrir  des  scènes  plus
grandes.
- Notre méthode de détection de chute se base sur certains seuils pour la prise de décision
(chute ou non). Le seuil de profondeur pour la détection de chute permet d’évaluer à quelle
distance du sol, le centre de gravité des 10% plus haut points du blob correspondant au sujet,
se situe. S'il est trop proche du sol, et que le test sur la vitesse du mouvement du sujet est
positif (supérieur au seuil de vitesse), alors le mouvement sera considéré comme étant une
chute. Par ailleurs le seuil de profondeur pour la détection de chute, pour une bonne prise de
décision, doit dépendre de la taille du sujet. Par exemple pour un sujet de taille 1.8 m, ce seuil
pourrait être fixé à 1 m. Ce qui voudrait dire qu'en s'accroupissant , la hauteur des 10% plus
haut points du blob devrait être au dessus de 1 m. Cependant ce seuil ne pourra pas être le
même pour un sujet mesurant 1.5 m car il y a de forte chance qu'en s'accroupissant, la hauteur
des 10% plus haut  points  du blob,  soit  inférieure  à 1 m. Ce qui pourrait  éventuellement
conduire à une fausse détection de chute (si le test sur la vitesse est positif). D’où l’intérêt de
faire quelques séries de tests sur chaque nouveau sujet et adapter ce seuil suivant la taille du
sujet.
- Lors d'une chute le sujet peut être en contact ou accrocher certain objet. Tant que lors de
l'accrochage, ces objets ne bouge pas, la détection de chute se fait normalement. Si lors de
l'accrochage l'objet bouge et le sujet reste en contact avec cet objet, le sujet et l'objet seront
considérés  comme  un  seul  blob  (le  même  blob).  Dans  une  telle  situation,  si  l'objet  est
suffisamment haut, la hauteur des 10% plus haut points du blob peut demeurer au dessus du
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seuil  de profondeur du sol et  la  vitesse peut  ne pas  varier  car  notre  algorithme considéra
comme centre de gravite des 10% plus haut points du blob une partie de l'objet dont la vitesse
et la variation de profondeur ne seront pas suffisantes pour détecter une chute.
En outre la justification du choix du centre de gravité des 10% plus haut points plutôt que du
centre  gravité s'explique par le fait qu'en prenant le centre de gravité du sujet comme critère
de détection de chute, cela conduit plus à des cas de fausses alarmes (par exemple lorsque le
sujet s’assoit ou s'accroupit). Car en fonction de la posture du sujet, son centre de  gravité
pourrait être relativement bas. Ce qui n'est pas le cas de la tête qui est un bon indicateur de
suivi pour analyser une chute [19].
5.6 Conclusion
Les travaux de cette thèse ont permis de mettre en évidence qu’il était possible de détecter des
chutes  chez les  personnes  âgées  avec une  caméra  de profondeur  (Kinect).  Notre  méthode
donne d’excellents résultats et fonctionne en temps réel. Nous sommes capables de détecter un
maximum de chutes sans générer trop de fausses alarmes. Notre système a été validé avec des
vidéos réalistes comprenant de nombreuses difficultés et fonctionne quelque soit la scène. 
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CONCLUSION GÉNÉRALE
La détection de chutes par vidéosurveillance auprès des aînés ne cesse de mobiliser autour
d’elle beaucoup de chercheurs dans le but d’améliorer les méthodes existantes. Le travail que
nous avons réalisé est une contribution modeste à l'avancement de la recherche de processus
de détection de chute par vidéosurveillance.
Dans le cadre de ce mémoire, une étude bibliographique a été effectuée dans un premier temps
sur la structure d'un système de vidéosurveillance, puis sur les systèmes de détection de chute
par vidéosurveillance existants. Par la suite nous avons présenté notre méthode de détection de
chute en utilisant une caméra de profondeur (Kinect).  Cette méthode effectue d'abord une
soustraction  d’arrière-plan  permettant  de  suivre  le  sujet  dans  l'image  de  premier  plan  et
analyser ses mouvements par l'extraction de sa vitesse et la position de son centre de gravité
afin de décider si oui ou non le mouvement correspond à une chute.
Notre méthode de détection a été validée avec une série de test suivant 5 cas différents. Au
final notre méthode donne d'excellents résultats mais pour des scènes avec une petite surface
car le champ de vision de la Kinect n'est pas assez grand pour couvrir de grandes scènes. Une
solution  à ce problème serait de rajouter une lentille à l'objectif de la Kinect, agrandissant
ainsi le champ de vision de la Kinect, afin qu'elle puisse couvrir des scènes plus grandes au
besoin. 
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