Abstract. A model of homogeneous explosions with competing branching and recombination processes due to Kapila is analyzed by singular perturbation methods. In this model, the concentration of radicals is very low during a long induction period that ends with a rapid radical-growth stage in which all the reactants are consumed as the radicals reach their peak concentrations. The sudden jump in radical concentration is then followed by a long period of chain termination. Based on an exact relation between the fuel concentration and a slowly varying combination of fuel and radicals, we find a composite of two matched asymptotic expansions providing very good agreement with the numerical solution. This approximation is compared to another composite obtained by the method of multiple self-adjusting scales. Both approximations seem to be similarly accurate provided the induction time is calculated beyond leading order.
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1. Introduction. Jump phenomena are characterized by large amplitude dynamic responses to small amplitude disturbances and typically involve different time scales: the system may evolve slowly during long time intervals which are separated by fast transition layers during which the system changes abruptly [6, 13] . Polymer flow in a capillary [7] , jump-to-contact instabilities in ultra-thin film lubrication [10] , vibration in mechanical systems [11] , instabilities of the current in semiconductors [2, 12] , saltatory motion of wave fronts in discrete systems [4] and branched chain explosions [8, 9] and overdriven detonations [14] in combustion theory are examples of jump phenomena. Their multilayer structure makes it difficult to find an uniform description of jump phenomena. In [3] , we introduced a method of self-adjusting time scales to describe homogeneous branched chain explosions, whose main ingredient is a fast time scale which is a nonlinear function of one of the system variables. This method is not standard in that it requires two different solvability conditions depending on whether time is smaller or larger than the very large induction time. An approximate solution valid for all times was obtained by patching two different approximations at the induction time.
In this paper, we introduce an alternative method (based on an exact relation between the fuel concentration and a slowly varying combination of fuel and radicals) to approximate the solutions of the explosion problem before and after the induction time, and match them to find a uniform approximation. We also find an exact expression for the induction time in terms of an integral whose leading order approximation coincides with the induction time provided by the inner expansion. Comparison between our approximate solution and the numerical solution of the model equations shows discrepancies of order ǫ that can be tracked to the fact that the leading order expression for the induction time is not sufficiently accurate. Much better agreement between our theory and the numerical solution of the model is obtained using the numerically calculated integral expression for the induction time. We have also found a matching procedure to improve the method of self-adjusting scales. The resulting composite solution yields a similarly accurate approximation to the numerical solution of the model, provided the induction time is calculated to first order. While the simplicity of the boundary layer method found in this paper makes it preferable, the method of self-adjusting scales may be more widely applicable, in particular when more complex chemical schemes are used.
Model problem and solution.
A straightforward manipulation of the kinetic rate equations for an homogeneous branched-chain explosion at constant pressure, similar to that presented in [9] , leads to the following dimensionless problem [3] 
to be solved with the initial conditions
3) correspond to a two-step reaction scheme without initiation stage in which a small amount of intermediate radical X (chain carrier) is present from the beginning. Production of the radical X is enhanced through the chain-branching process F + X → 2X that uses up the fuel F. This process is terminated when the radical X is fully consumed through the production of a product P in the radical recombination reaction X → P. All the heat is generated through the termination step. The chain-branching rate is assumed to have Arrhenius form with a constant prefactor and constant activation temperature. The termination rate depends only weakly on temperature and we assume that it is constant. In Eqs. (2.1) -(2.3), f (t) and x(t) are the normalized concentration of fuel and of radical, respectively, and θ is the temperature at time t. The nondimensional parameters q, β, ν and ǫ represent a heat release, the activation energy of the branching reaction, the initial radical concentration and a chemical-time ratio, respectively. In realistic applications q = O(1); β = O(1); and 0 < ν ≪ ǫ ≪ 1. See Ref. [3] for the specific definitions of the nondimensional variables and parameters we use in terms of dimensional variables, rate constants, heat release and initial concentrations.
Linear combinations of (2.1) -(2.3) lead to
an equation that can be readily integrated subject to (2.4) to give
This expression, which replaces (2.3) in the following analysis, reveals in particular that θ reaches a maximum value θ = q(1 + ν) as radicals and fuel are depleted. On the other hand by adding (2.1) and (2.2), it is easy to see that the sum x + f that appears in (2.5) varies only slowly in time, and would be conserved in the absence of radical recombination, i.e., if ǫ = 0. The use of combined variables of this type is always convenient in combustion problems with multiple chemical scales. For instance, by introducing in this case the alternative variable
we can isolate the effect of radical branching. The problem reduces then to that of integrating
with initial conditions
Thus x and θ are given by
as follows from (2.5) and (2.6).
Equations (2.7) and (2.8) yield
which, together with (2.10), lead to the relation
By using (2.14) for f (y) in (2.8), we obtain the following integro-differential equation for y(t):
The solution of (2.15) with y(0) = 1 + ν is given by
The solution y(t) can be obtained by evaluating the integral in (2.16) numerically. However the asymptotic form of y for t large; and that for ǫ small and t finite, can be determined analytically.
3. Asymptotic form of y(t) for t large. The integrand in (2.16) becomes infinite, and the integral diverges, when the denominator of the integrand vanishes. This occurs at y ∞ , determined by
Thus t → ∞ as y → y ∞ . Note that y ∞ is the exponentially small amount of fuel that remains unused after the termination step causes the radical concentration to become zero. At this point, x, f and θ in Equations (2.1) -(2.3) have reached their final stationary values, x = 0, f = y ∞ and θ = q (1 + ν − y ∞ ). To obtain y(t) for t large we note that the denominator in (2.16) can be written as
We add and subtract from the integrand in (2.16) the reciprocal of the first term on the right side of (3.2). Thus we obtain
The second integral in (3.3) can be evaluated explicitly. The first integral has a finite limit as y → y ∞ , which we denote ǫt o . Then for t large, (3.3) yields
Here t o is defined by
Upon solving (3.4) for y, we get
Thus for t > t o , y decays exponentially to the asymptotic value y ∞ .
When ǫ is small, (3.1) shows that y ∞ is exponentially small. Then f ′ (y ∞ ) is also exponentially small, and (3.1) becomes simply
The integral (3.5) for t o can be evaluated for ǫ small. The result is
4. Asymptotic form of y(t) for ǫ small. For ǫ small and t = O(1), we write
We use (4.1) in (2.8) and in the initial condition y(0) = 1 + ν. Then we equate coefficients of ǫ 0 to get 
Now we solve (4.6) for e y1 and take the logarithm of the result to get
Finally (4.1), (4.3) and (4.7) yield
5. Matching and the composite expansion. For t ≫ 1, the inner expansion (4.8) becomes, when (3.8) is used,
On the other hand, for ǫ (t − t o ) ≪ 1, the outer expansion (3.7) becomes
These two expansions match.
A composite expansion can be formed by adding together the inner expansion (4.8) and the outer expansion (3.7), and subtracting the common part, given by the right side of (5.1) or (5.2). However (5.2) holds only for ǫ(t − t o ) positive. Therefore we multiply the outer expansion minus its inner form (5.2) by the Heaviside function H(t − t o ). Thus the composite expansion for ǫ ≪ 1 is
where t o is given by (3.8). By inserting this approximate y c in (2.14), (2.11) and (2.12), we find the approximations for f , x and θ, respectively: However, we observe appreciable differences that are essentially due to the fact that the induction time (3.8) is not a good approximation to the real value. Better agreement with the numerical solution of the model is obtained if an improved induction time is calculated by retaining O(ǫ) terms in t o (ǫ) as defined by (3.5):
where t o,0 is given by (3.8) . For the parameters used in Fig. 1 , t o,0 = 11.51, whereas (5.7) yields t o (ǫ) = 12.01+O(ǫ 2 ). We have found that the differences e[x] and e[f ] from the numerical solution are still larger than ǫ = 0.1. This means that the induction time is not well resolved even if we keep terms of order ǫ. Therefore we calculate numerically the integral (3.5) and use the resulting value of t o ≈ 12.31 in (5.3)-(5.6). The much more satisfactory result is depicted in Fig. 2 , and we observe that the differences e[x] and e[f ] seem now to be of order ǫ 2 .
6. Comparison with the method of self-adjusting time scales. To leading order, the method of self-adjusting scales gave approximated x and f that were somewhat better than (5.3) -(5.5), as a comparison of Figure 1(a) to Fig. 3(a) of [3] (both figures have the same parameter values) readily shows. This method used patching of two different asymptotic expansions at the induction time, and this patching implies that the temperature given by the method of self-adjusting scales is a worse approximation than (5.6). In Appendix A, we indicate how to improve the method by matching two terms of the expansion valid before the induction time to one term of the expansion for later times. As with the boundary layer method, the quality of the composite expansion given by self-adjusting scales depends on the accuracy with which we calculate the induction time. Inserting the leading order approximation to the induction time, we observe differences of order ǫ between the composite and the numerical solution of the model, similar to those in Fig. 1 . Calculating the induction time with the method of self-adjusting scales to order ǫ yields a composite expansion whose differences from the numerical solution for x, f and θ are of order ǫ 2 , as shown in Fig. 3 . Thus, the difference between the composite (5.3) with induction time given by the numerical evaluation of (3.5), and the composite (A.4) -(A.6) (with induction time including terms of order ǫ) given by the method of self-adjusting scales is quite small: see Figures 2(b) and 3(b). To order ǫ, both methods seem to provide similarly accurate approximations although the greater simplicity of the boundary layer method makes it preferable.
In more complex models of homogeneous chain-branched explosions, there is an additional induction stage in which radicals are generated by chemical reactions (whose rate constants may contain different Arrhenius factors than those in the branching stage), more than one radical may be acting, etc. Examples are the Blythe, Kapila and Short three-stage branched-chain explosions [1] and Del Alamo and Williams calculation of ignition times of branched-chain explosions [5] . To extend the ideas in this paper to those more complicated schemes remains a challenge for the future.
Appendix A. Matching in the method of self-adjusting scales. We can correct the effects of patching in the method of self-adjusting scales described in [3] by using ideas similar to those used in Section 5. For τ < τ o (τ = ǫt), the two-term approximation of y before the induction time is
as obtained from (B.24) in [3] . If we let (η − η o ) → +∞ in this expression, we obtain
where Equations (3.32), (3.36) and (3.42) of [3] have been used. Provided
This matches the one-term expansion y = (1 + ν) e −(τ −τo) for τ > τ o [3] , except for a higher order term ǫ(τ − τ o ). Thus we obtain the composite expansion:
In the method of self-adjusting time scales, the radical concentration is given to leading order by
according to Equations (3.47), (3.49) and (3.50) of [3] .
The composite (A.2) -(A.3) approximates better the temperature and fuel concentration than the leading order approximation of the method of self-adjusting scales with patching, but the differences from the numerical solution of the model are still of order ǫ. Further improvement comes from calculating the induction time better. Eq. (B.21) of [3] gives the induction time including first order corrections according to the method of self-adjusting scales: The relation (A.6) between η − η o and t − t o,c is obtained from (B.20) and (B.21) in [3] . Fig. 3 shows that the corresponding x, f and θ in (A.3) provide essentially an approximation of the solution throughout the whole time interval which is accurate to O(ǫ 2 ). 
