This paper presents an approach to correct chromatic distortion within an image (vignetting) and to compensate for color response differences among similar cameras which equip a team of robots, based on Evolutionary Algorithms. Our black-box approach does not make assumptions concerning the physical/geometrical roots of the distortion, and the efficient implementation is suitable for real time applications on resource constrained platforms.
INTRODUCTION
Robots which base their perception exclusively on vision, without the help of active sensors such as laser scanners or sonars, have to deal with severe additional constraints compared to generic computer vision applications. The robots have to interact with a dynamic (and sometimes even competitive or hostile) environment and must be able to take decisions and react to unforeseen situations in a fraction of a second, thus the perception process has to run in real-time with precise time boundaries. In particular, autonomous robots are typically constrained even in terms of computational resources, due to limitations in power supply, size, and cost. A very popular approach especially for indoor environments is color-based image segmentation, and even though dynamic approaches have been demonstrated (for example, (Iocchi, 2007) (Schulz and Fox, 2004) ), static color classification (Bruce et al., 2000) is still the most widely used solution, due to its efficiency and simplicity. In a group of homogeneous robots, which make use of color information in their vision system, it is important that all cameras produce similar images when observing the same scene, to avoid to have to individually calibrate the vision system of each robot, a procedure which is both time consuming and error prone. Unfortunately, even when the cameras are from the same model and produced from the same manufacturer, such assumption does not always hold (Röfer, 2004 ).
The Platform
This work has been developed on the popular Sony Aibo ERS-7 robot (Sony Corporation, 2004) , which is the only complete standard platform widely adopted for robotic applications to date. The robot is equipped with a 576MHz 64bit RISC CPU, 64MB of main memory, and a low-power CMOS camera sensor with a maximum resolution of 416 × 320 pixel. Images are affected by a ring-shaped dark blue cast on the corners, and different specimen of the same model tend to produce slightly different color responses to the same objects and scene. Our experiments have been conducted using the YUV color space which is natively provided by most common cameras, but the approach can be applied unaltered to the RGB color space. The Aibo production has been recently discontinued by Sony, but several new commercially available robotic kits are being introduced on the market, with similar characteristics in terms of size and power, often equipped with embedded RISC CPUs or PDAs and low quality compact flash cameras.
Related Work
Whenever object recognition is mostly based on color classification, the dark / colored cast on the corners of the images captured by the on board camera is a serious hindrance. Vignetting is a radial drop of image brightness caused by partial obstruction of light from the object space to image space, and is usually dependent on the lens aperture size (Nanda and Cutler, 2001 ) (Kang and Weiss, 2000) . These approaches, as well as (Manders et al., 2004) , treat the problem in terms of its physical origins due to geometrical defects in the optics, and are mostly focused on radiometric calibration, i.e. ensuring that the camera response to illumination after the calibration conforms to the principles of homogeneity and superposition. However, none of the proposed methods deals with chromatic distortion, as is the case of our reference platform, and other inexpensive low power CMOS sensors. Recently, a few papers have attempted to tackle such problem. These solutions share a similar approach to minimize the computational costs by using lookup tables to perform the correction in real time, while the expensive calibration of the correction tables is performed off-line. In (Xu, 2004 ) the author uses a model based on a parabolic lens geometry, solved through the use of an electric field approach. No quantitative analysis of the results is provided, but this technique has been successfully used in practice by one team of autonomous robots in the RoboCup Four-Legged League.
1 Another successful technique used in RoboCup has been presented in (Nisticò and Röfer, 2006) , based on a purely blackbox approach where a polynomial correction function is estimated from sample images using least square optimization techniques. Since this approach does not rely on assumptions concerning the physics of the optical system, we feel that it can be more effective in dealing with digital distortions such as saturation effects. Again no quantitative analysis has been presented, and both papers do not address the problem of inter-robot camera calibration, which has been treated in (Lam, 2004 ) with a simple linear transformation of the color components considered independently.
COLOR MODEL
The first step to understand the characteristics of this chromatic distortion, was to capture images of special cards that we printed with uniform colors, illuminating them with a light as uniform as possible, trying to avoid shadows and highlights.
2 Then we calcu-lated the histograms of the three image spectra, with a number of bins equal to the number of possible values that each spectrum can assume, i.e. 256. Under these conditions, the histograms of such uniform images should be uni-modal and exhibit a very narrow distribution around the mode (in the ideal case, such distribution should have zero variance, i.e. all the pixels have exactly the same color) due only to random noise. Instead, it could be observed that the variance of the distribution is a function of the color itself; in case of the U channel, it appears very narrow for cold / bluish color cards, and very wide for warm / yellowish cards (Figure 1(a) ). Consequently, we model the chromatic distortion d i for a given spectrum i of a given color I as a function of I i itself, which here we will call brightness component λ i (I i ). The distribution itself is not centered around the mode, but tends to concentrate mostly on one side of it. The reason for this becomes apparent by observing the spatial distribution of the error (cf. Figure 1(b) ); the phenomenon itself is nothing but a ring shaped blue/dark cast, whose intensity increases proportionally to the distance from the center of the distortion (u d , v d ), which lies approximately around the optical center of the image, the principal point. So,
, then we define the radial component as ρ i (r(x, y)). Putting together brightness and radial components, we obtain our distortion model:
Now, due to the difficulty to analytically derive ρ i , λ i , ∀i ∈ {Y, U, V } about which little is known, we decided to use a black-box optimization approach. Both sets of functions are non-linear, and we chose to approximate them with polynomial functions
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(McLaurin series expansion).
The unknown polynomial coefficients i,j and l i,j can be estimated, from a set of samples, using naturally inspired machine learning techniques. So, the final vignetting correction function is as follows:
where I i (x, y) is the corrected value of the spectrum i of the given pixel.
Reference Color Estimation
To be able to model our error functions, we must first estimate how the pictures should look like, if they were not affected by any chromatic distortion. Since most of the image area exhibits little to no distortion, we define as reference color of a single image the most frequent color appearing in its spectra. So we calculate the histograms of the 3 color spectra (number of bins = number of color levels = 256) and we find the modesr
, which represent the reference color for image i. However, a single image can be affected by other sources of noise, such as a temporary change of light intensity, strobing (aliasing between the camera shutter speed and the light source power frequency, which affects fluorescent lights) or shadows: consequently, the histograms' modes might have temporary fluctuations, or exhibit multiple nearby modes. To make our system more robust toward this kind of noise, we collect multiple pictures of each colored cards in a log file, and we partition the images therein contained into image classes 3 , where a class represents a certain color card (e.g. yellow, orange, green, blue) at a certain light intensity and camera settings. For each image class j we want to have a single reference color R
of course this could be obtained by averaging the references from all the images which belong to the class, but this would still be affected by outliers. Instead, we track the current reference of a given class using a simple first order linear Kalman filter (Welch and Bishop, 2003 ):
• For each image i in the log, a reference value is estimated for the 3 spectrar
, as the modal value of the corresponding histogram 3 With image class or color class here we will refer to a color card captured under certain lighting settings, i.e. the same color card can be represented by different color classes, like blue-dark and blue-light.
• Constant value process model: the predicted ref-
for class j at the following step (image i) remains the same as the one after the measurement update of image i − 1
• We use the output of the Kalman filter to perform the partitioning into color classes on the fly; a new class is generated when:
where ϑ is a confidence threshold; so if at least one of the spectra in the reference of the current image differs too much from the expected reference for the current class, then we need to create a new color class. A new class reference is initialized to the value extracted from the current image.
• Measurement model: we update the running class referenceR
V j using the reference extracted from the current image
Inter-camera Model
In the general case, it is possible that to completely correct the difference in color response between two cameras it is necessary to rotate the color space of one camera to align with the other. This however, is not feasible for a real time implementation for robotic applications. To capture the dependencies between the 3 color components and the distance from the image center, we would need a 256 3 · ρ max look-up table, which would have a size of over 2GB even for our low resolution camera. Otherwise, we could perform the rotation with the multiplication of a 3 × 3 matrix by our color vector; since such costly operation would have to be performed for every pixel, it would slow down the image processing too much.
In (Lam, 2004 ) the author suggests a simple linear transformation of the 3 color components of the camera to be calibrated, treating them independently from each other; such an approach is used in image processing programs to perform adjustments in the color temperature of a picture. Since we are going to use an evolutionary approach to the optimization process, we have decided to give more freedom to the intercamera transformation, by using higher order polynomials instead: y) is the i-th color component of pixel x, y of the camera that we want to calibrate, a i,j are the transformation coefficients which have to be learned, and I i (x, y) is the resulting value, for a certain color ICINCO 2007 -International Conference on Informatics in Control, Automation and Robotics spectrum i ∈ {Y, U, V }, which should match the color as it would appear if taken by the camera of the reference ("alpha") robot. Further, we must obtain I i from I i by applying the vignetting correction as described. All robots in the team have to be calibrated to match the color representation of the "alpha" robot, hence each robot will have its own set of coefficients a i,j .
When different cameras exhibit similar vignetting characteristics, the vignetting correction polynomials can be calculated only once for all cameras, then the inter-camera calibration can be performed independently and using much less sample images. In fact, in our experiments we have seen that learning both polynomial sets at the same time can easily lead to over-fitting problems, with the inter-camera calibration polynomials which also end up contributing to compensate the vignetting distortion (for example by clipping the high and low components of the color spectra), but this results in a poor generalization to the colors which are out of the training set.
Realtime Execution
After optimizing off-line the parameters i,j , l i,j , a i,j with the techniques presented in Section 3, we are able to calculate the corrected pixel color values (Y , U , V ), given the uncorrected ones (Y, U, V ) and the pixels' position in the image (x, y). Performing the polynomial calculations for all the pixels in an image is an extremely time-consuming operation, but it can be efficiently implemented with Look-Up Tables:
stores the pre-computed values of the distance of all the pixels in an image from the center of dis-
and i ∈ {Y, U, V } is the color spectrum. We fill the table for all the possible values of r, l, c, the size of the table is 256 · r max · 3 elements, so it occupies only ≈ 200KBytes in our case
The look-up tables are filled when the robot is booted; afterward it is possible to correct the color of a pixel in real-time by performing just 2 look-up operations.
PARAMETER OPTIMIZATION
The goal is to find an "optimal" parameter set for the described color model given a set of calibration images as previously described. Thus, we consider as optimal the parameter set which minimizes the "function value" (from now on referred to as fitness), defined as the sum of squared differences of the pixels in an image from the reference value calculated for the color class in which the image belongs. To calculate the fitness of a certain parameter set, given a log file of images of colored cards, we proceed as follows:
• For each image I i,k in the log file (i is the color band, k the frame number), given its reference value previously estimated R i,k , the current fitness F k i is calculated as:
• The total fitness F i is calculated as the sum of the F k i where each k is an image which belong to a different color class; this to ensure that the final parameters will perform well across a wide spectrum of colors and lighting situations, which otherwise might only fit a very specific situation.
The optimization process is performed independently for each color band i ∈ {Y, U, V }. To optimize the vignetting correction, we use for A() (from Equation 5) the identity function, and the references R i,k which are extracted from the same log (and same robot) that we are using for the optimization process. In case of inter-robot calibration instead, only A i () will be optimized, ρ i (), λ i () will be fixed to the best functions found to correct the vignetting effect, and the references R i,k are extracted from a log file generated from another ("alpha") robot, which is used as reference for the calibration. If we want to optimize the center of distortion (u d , v d ), we need a set of ρ i (), λ i () calculated in a previous evolution run 4 : as fitness for this process we use the sum of the fitnesses of all 3 color channels, under the assumption that there is only one center of distortion for all color bands.
Simulated Annealing (SA)
In Simulated Annealing (Kirkpatrick et al., 1983) in each step the current solution is replaced by a random "nearby" solution, chosen with a probability that depends on the corresponding function value ("Energy") and on the annealing temperature T . The current solution can easily move "uphill" when T is high (thus jumping out of local minima), but goes almost exclusively "downhill" as T approaches zero. In our work we have implemented SA as follows (Nisticò and Röfer, 2006) . In each step, the coefficients i,j , l i,j (vignetting reduction) or a i,j (inter-robot calibration) or (u d , v d ) (center of distortion) are "mutated" by the addition of zero mean gaussian noise, the variance of which is dependent on the order of the coefficients, such that high order coefficients have increasingly smaller variances (decreasing order of magnitude) than low order ones, following the idea that small changes in the high order coefficients produce big changes in the overall function. The mutated coefficients are used to correct the image, as in Equation 5. For each image I i,k in the log file (i is the color spectrum, k the frame number), given its reference value previously estimated R i,k , the current "energy" E for the annealing process is calculated as in Equation 6. The "temperature" T of the annealing is lowered using a linear law, in a number of steps which is given as a parameter to the algorithm to control the amount of time spent in the optimization process. The starting temperature is normalized relative to the initial energy, so that repeating the annealing process on already optimized parameters has still the possibility to perform "uphill moves" and find other optimum regions. The process ends when the temperature reaches zero; the best parameters found (lowest energy) are retained as result of the optimization process.
This approach has proved to work well with our application, however it has 2 shortcomings:
• The search space is very irregular and has multiple local and even global optima. One reason for the latter is that the function to be optimized is the product of different terms (ρ i () · λ i ()), so that exactly the same result can be achieved by multiplying one term by a factor and the other by its reciprocal, or inverting the sign for both terms, etc.
• The variances used to mutate the coefficients give a strong bias to the final results, as it is not possible to fully explore such a wide search space in a reasonable time; the depicted approach lacks the ability to find "good" mutation parameters, apart from the simple heuristic of decreasing the variance order at the increase of the coefficient order Both issues can be dealt with efficiently by Evolution Strategies.
Evolution Strategies (ES)
Evolution Strategies (Schwefel, 1995) use a parent population of µ ≥ 1 individuals which generate λ ≥ 1 offsprings by recombination and mutation. ES with self-adaption additionally improve the control of the mutation strength: each parameter which has to be optimized (object parameter) is associated with its own mutation strength (strategy parameter). These strategy parameters are also included in the encoding of each individual and are selected and inherited together with the individual's assignments for the object parameters.
An offspring is created by recombination of the parents. We use two parents to generate an offspring, then such offsprings are subject to mutation.
The selection operator selects the parents for the next generation based on their fitness. In case of the (µ, λ)-strategy only the best µ individuals out of the offsprings are chosen to be the parents of the next generation. Our implementation works similarly as the annealing process, with the following exceptions:
• (µ, λ) strategy with self-adaption, the strategy parameters are initialized with the same sigmas used in the annealing process;
• We terminate the evolution process when n generations have passed without any fitness improvement
Having µ > 1 means that several different "optimal" areas of the search space can be searched in parallel, while the self-adaptation should make the result less dependent from the initial mutation variances.
EXPERIMENTS AND RESULTS
At first we compared the two optimization techniques to see what is most suitable for our application. We ran the optimization on a log file containing 9 image classes, the evolution strategy used 8 parents and 60 offsprings, stopping the evolution after 10 generations without improvements. For simulated annealing, we set the number of steps to match the number of fitness evaluations after which ES aborted, ≈ 5000; the total optimization time, for both algorithms, is around 5 minutes, on a 1.7GHz Pentium-M CPU. As it can be seen in Figure 2 , both algorithms significantly reduce the image error, but ES found better optima than SA; the results of these techniques are affected by random factors, however except for extremely low evolution times (< 1min), ES outperforms SA consistently.
To test the performance of our approach for interrobot calibration, we created 2 log files containing images representing 6 different color cards taken from 2 robots (one of which we use as reference and call "alpha robot") which show a very different color response, especially for the yellow and pink cards. Table 1 shows that the optimization succeeded in reducing the error standard deviation often by a factor of 3 or more, as well as shifting the modes of the im- ages much closer to the reference values provided by the alpha robot. The total optimization time, split in 2 runs (one for the vignetting, the other for the interrobot calibration) was approximately 6 minutes.
CONCLUSIONS
We have presented a technique to correct chromatic distortion within an image and to compensate for color response differences among similar cameras which equip a team of robots. Since our black-box approach does not use assumptions concerning the physical/geometrical roots of the distortion, this approach can be easily applied to a wide range of camera sensors and can partially deal with some digital sources of distortion such as clipping / saturation. Its efficient implementation has a negligible run-time cost, requiring just two look-up operations per pixel, so it is suitable for real time applications on resource constrained platforms.
