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Abstract
We present a simple, yet eﬃcient, heuristic for ﬁnding a large 2-independent set of
regular graphs. We analyse the average-case performance of this heuristic, which
is a randomised greedy algorithm, by analysing its performance on random regular
graphs using diﬀerential equations. In this way, we prove lower bounds on the
expected size of a largest 2-independent set of random regular graphs. Our results
compare favourably with corresponding known upper bounds.
1 Introduction
Throughout this paper we consider simple connected graphs that are undi-
rected, unweighted and contain no loops or multiple edges. A graph G is
said to be d-regular if every vertex in V (G) has degree d (i.e. each vertex is
incident with precisely d other vertices in G). When discussing any graph
G, we let n denote the cardinality of V (G). Also, for d-regular graphs on n
vertices, we assume dn to be even to avoid parity problems. For other basic
graph-theoretical deﬁnitions we refer the reader to Diestel [5].
A k-independent set of a graph, G, is a subset, I, of the vertices of G such
that the distance between any two vertices of I in G is at least k+1. We are
interested in ﬁnding k-independent sets of large cardinality. In the case k = 1,
this is the well known NP-hard problem of ﬁnding a maximum independent
set [9]. Kong and Zhao [11] showed that for every k ≥ 2, ﬁnding a maximum
k-independent set of a graph is NP-hard. They also showed that this problem
remains NP-hard for regular bipartite graphs when k ∈ {2, 3, 4} [12].
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Finding large k-independent sets has applications in the ﬁelds of job-
scheduling on k-machines, VLSI design layout, routing and channel assign-
ment location [10]. Many of these applications are in the ﬁeld of distributed
computing [2] and, as networks often have bounded or even regular degree,
it is of interest to consider algorithms for ﬁnding large k-independent sets of
such graphs.
Due to the NP-hardness of the k-independent set problem, we are forced to
relax the optimality requirement and consider heuristics that ﬁnd a solution
that is somehow close to optimal in a time that is bounded by a polynomial
of the input size. Simple heuristics often have a relatively poor worst-case
performance as there may exist many extremal input instances on which a
simple algorithm may perform badly. It is therefore natural to consider the
average-case performance of such heuristics.
As we consider random d-regular graphs that are generated uniformly at
random (u.a.r.), we need some notation. We say that a property B = Bn of
a random graph holds asymptotically almost surely (a.a.s.) if the probability
that B holds tends to 1 as n tends to inﬁnity. For other basic random graph
theory deﬁnitions we refer the reader to Bolloba´s [4].
For the case k = 1, the current best known lower bounds on the size of a
maximum independent set of random d-regular graphs are due to Wormald [16]
and the current best known upper bounds are due to McKay [13].
In this paper we consider the case k = 2. Here, an extension of the greedy
heuristic of [16] fails as the modiﬁed algorithm can not guarantee the set
returned to be 2-independent. This will be clariﬁed with an example in the
following section.
Duckworth andWormald [6] presented a deterministic algorithm for ﬁnding
a large 2-independent set of cubic (i.e. 3-regular) graphs. It was shown that
the size of a maximum 2-independent set of an n-vertex cubic graph is at
least n/8+O(1). The linear programming technique that was used to analyse
the performance of the algorithm that was presented, also demonstrated the
existence of an inﬁnite family of cubic graphs for which the algorithm only
achieves this bound. Note that for n-vertex d-regular graphs, it is simple to
show that the size of a maximum 2-independent set is at most n/(d+ 1) and
at least n/(d2 + 1).
Duckworth [7] analysed the average-case performance of a randomised ver-
sion of the algorithm that was presented in [6]. It was shown there that the
size of a maximum 2-independent set of a random cubic graph on n vertices
is a.a.s. larger than 0.2049n. This was achieved by analysing the average-
case performance of the algorithm on random cubic graphs using diﬀerential
equations.
Assiyatun [1] gave an existence proof of a lower bound on the size of a
largest 2-independent set of a random d-regular graph for d ∈ {3, 4, 5}. How-
ever, the analysis technique used there does not present an actual algorithm
for ﬁnding the 2-independent set.
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The heuristic we present for ﬁnding a large 2-independent set of regular
graphs does not readily extend to larger values of k. Heuristics that we have
analysed that extend to larger values of k have a poorer performance than the
algorithm we present for k = 2. Similar problems were encountered by Beis
et al when dealing with constrained edge-packing problems [3].
In the following section we give a description of our simple, yet eﬃcient,
randomised greedy algorithm for ﬁnding a large 2-independent set of regular
graphs. In Section 3 we outline the method used for its analysis. The analysis
of our algorithm uses diﬀerential equations and a Theorem of Wormald [17]
which we restate in Section 4. The results of this paper are encompassed by
the following theorem, the proof of which is given in Section 5.
Theorem 1.1 For each fixed d ≥ 3, where d remains constant, the constant

d, given in table 1 exists such that for a random d-regular graph on n vertices,
the size of a maximum 2-independent set is a.a.s. larger than 
dn.
d ud 
d d ud 
d
03 0.2356 0.20485 11 0.0492 0.03426
04 0.1757 0.14209 12 0.0435 0.03002
05 0.1368 0.10596 13 0.0388 0.02655
06 0.1099 0.08262 14 0.0348 0.02368
07 0.0906 0.06651 15 0.0314 0.02127
08 0.0761 0.05491 20 0.0203 0.01348
09 0.0650 0.04622 25 0.0144 0.00939
10 0.0562 0.03953 30 0.0107 0.00696
Table 1
Bounds on the size of a maximum 2-independent set of a random regular graph
In the ﬁnal section of this paper, using the direct expectation argument
presented in [1], we evaluate corresponding upper bounds, udn, on the size of
a largest 2-independent set of random d-regular graphs. These are also given
in Table 1.
2 Prioritising Choices
Consider the degree-greedy algorithm of [16] that ﬁnds a large independent
set of a regular graph. In this algorithm, vertices are repeatedly chosen for
inclusion in the independent set from those vertices of current minimum pos-
itive degree. At each iteration, all edges incident with the neighbours of the
selected vertex are removed from the graph.
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At ﬁrst glance, the simplest heuristic for approximating the maximum 2-
independent set problem for regular graphs would be to use a direct extension
of the algorithm of [16] i.e. repeatedly choose a vertex, v, for inclusion in
the set, each time, deleting all vertices at distance at most 2 from v (any
such vertex is within distance 3 of v and would therefore not be allowed
to be chosen as part of the set, having already chosen v). Unfortunately
this heuristic is not guaranteed to produce a set that is 2-independent. By
deleting two edges incident with a vertex, the two neighbours of that vertex
may both be chosen to be part of the set at some later time. Consider a
subgraph of the input graph with vertex set {1, 2, 3, 4, 5, 6, 7} and edge set
{(1, 2), (2, 3), (3, 4), (3, 5), (4, 6), (5, 7)}. Choose vertex 1 to be part of the 2-
independent set and delete all vertices at distance at most 2 from vertex 1.
This leaves the edges (4, 6) and (5, 7) intact. Then choose vertex 4 (which
is at distance 3 from vertex 1) to be part of the set. The algorithm deletes
vertices 4 and 6 but no more as it has no knowledge that vertices 4 and 5
were connected by a path of length 2. It could then continue and pick vertex
5 (which is at distance 2 from vertex 4) to be part of the set.
The heuristic we describe is a randomised greedy algorithm that is based
on repeatedly selecting vertices of given current degree from an ever-shrinking
subgraph of the input graph. At the start of our algorithm all vertices have
degree d. Throughout the algorithm, as vertices are chosen for inclusion in the
set under construction, edges are deleted and the algorithm terminates when
all vertices have degree 0.
For a d-regular graph, G, the algorithm constructs a subset, I, of the
vertices of G in a series of operations. Each operation starts by selecting a
vertex u.a.r. from those vertices of a particular current degree. When the
vertex is selected from those of current degree j, we refer to that operation as
a Type j operation. The ﬁrst operation is unique in the sense that it is the
only operation in which a vertex is selected u.a.r. from the vertices of degree
d. We select such a vertex, u, u.a.r. from all the vertices of the input graph to
add to I. We then delete all edges incident with u and its neighbours. Note
that, as we assume the input graph to be connected, after the ﬁrst operation
and before the completion of the algorithm, there always exists a vertex of
current degree less than d.
For each operation after the ﬁrst, select a vertex, u, u.a.r. from those of
current minimum (non-zero) degree. We then investigate the degree(s) of the
neighbour(s) of u. If u has one or more neighbours of degree d, we select such
a vertex, v, u.a.r. to add to I and delete all edges incident with v and its
neighbours. If u has no neighbour of degree d, we delete the edges incident
with u (without adding a vertex to I).
Note that each vertex chosen to be part of I is chosen from the vertices
of degree d in the operation that it is selected. Once each selection has been
made, all edges incident with the chosen vertex and its neighbours are deleted.
The set I returned by the algorithm is therefore 2-independent in G.
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The algorithm described above for ﬁnding a large 2-independent set of d-
regular graphs is a direct extension of the algorithm in [7] that ﬁnds a large
2-independent set of cubic graphs. The algorithm in [7] is analysed as follows.
Letting variables Yi (i ∈ {1, 2, 3}) denote the number of vertices of current
degree i, the expected values of Yi are estimated throughout the algorithm
for each i using diﬀerential equations. It is shown that with high probability
the variables are concentrated near their expected values. The analysis in [7]
has major complications arising from the fact that priority is given to vertices
currently of minimum degree. We call such an algorithm prioritised.
The analysis of the prioritised algorithm presented in this section will be
carried out using a technique introduced by Wormald [17]. This approach
analyses associated deprioritised algorithms which entirely avoid prioritising
by using a randomised mixture of operations. The particular mixture used is
prescribed in advance but changes over the course of the algorithm in order
to approximate the prioritised algorithm.
One of the main objectives of using this technique is to reduce the number
of conditions that need to be checked. Arguments in [7] require the analysis
of branching processes. They also use large deviation inequalities, the justiﬁ-
cation of which requires checking complex conditions regarding derivatives.
3 Random Graphs and Diﬀerential Equations
As the analysis of our algorithm is carried out on random regular graphs using
diﬀerential equations, we describe the model we use to generate regular graphs
u.a.r. and give an overview of a known method of analysing the performance
of randomised algorithms on random regular graphs.
The standard model for random d-regular graphs is as follows. (See Bol-
loba´s [4] and Wormald [15] for a thorough discussion of this model and the
assertions made about it here, as well as other properties of random regular
graphs.) Take a set of dn points in n buckets labelled 1, 2, . . . , n, with d points
in each bucket, and choose u.a.r. a pairing P = p1, . . . , pdn/2 of the points such
that each pi is an unordered pair of points and each point is in precisely one
pair pi. The resulting probability space of pairings is denoted by Pn,d. Form a
d-regular pseudograph on n vertices by placing an edge between vertices i and
j for each pair in P having one point in bucket i and one in bucket j. This
pseudograph is a simple graph (i.e. has no loops or multiple edges) if no pair
contains two points in the same bucket and no two pairs contain four points
from just two buckets. The d-regular simple graphs on n vertices graphs all
occur with equal probabilities.
With a probability that is asymptotic to e(1−d
2)/4, the pseudograph corre-
sponding to the random pairing in Pn,d is simple. It follows that, in order to
prove that a property is a.a.s. true of a uniformly distributed random d-regular
(simple) graph, it is enough to prove that it is a.a.s. true of the pseudograph
corresponding to a random pairing.
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As in [14] and [16], we redeﬁne this model slightly by specifying that the
pairs are chosen sequentially. The ﬁrst point in a random pair may be selected
using any rule whatsoever, as long as the second point in that random pair
is chosen u.a.r. from all the remaining free (unpaired) points. This preserves
the uniform distribution of the ﬁnal pairing.
When a pair has been determined in the sequential process, we say that it
has been exposed. By exposing pairs in the order which an algorithm requests
their existence, the generation of the random pairing may be combined with
the algorithm (as in (amongst others) [7,8,14,16]). This may be explained
alternatively as follows. Suppose that the pairing generation consists of a
sequence of operations op0, op1, op2, op3, . . ., each exposing at least one of the
pairs. An algorithm which examines edges in the same order as for the pairing
generation may be incorporated into the pairing generation by extending the
deﬁnition of the operations to do whatever other tasks the algorithm needs to
carry out.
The algorithm being referred to acts upon the ﬁnal (pseudo)graph of the
generation process. It is convenient to regard the operations of that algorithm
as sequentially deleting the exposed pairs (edges) from this graph. For this
reason, we refer to it as the deletion algorithm which is being carried out, to
distinguish it from the pairing generation. At each point, the graph in the
deletion algorithm contains all the edges of the ﬁnal graph which have not
yet been exposed. In this way, the prioritised 2-independent set algorithm
described in Section 2 may be described in terms of operations incorporated
into the pairing generation.
The set I and the pairing are initially empty. Then, for an integer t ≥ 0,
the operation opt randomly selects a bucket u with the maximum degree,
the degree of a bucket being the number of points in that bucket which are
in exposed pairs. (This is equivalent to a vertex of minimum degree in the
graph in the deletion algorithm.) It then exposes all remaining edges incident
with the vertex corresponding to the bucket u. This allows us to determine
the degrees of the vertices corresponding to the buckets incident with these
exposed edges. A vertex, v, may then be chosen to be part of I and further
edges may then be exposed.
4 De-prioritising Choices
In order to approximate the expected size of the 2-independent set returned
by our algorithm, we use a result of Wormald [17, Theorem 1], the setting of
which requires the following general deﬁnitions [17].
The initial pairing is empty, denoted by G0. During the pairing generation
each operation opt is one of Opi, i = 1, . . . , d, where Opi consists of selecting a
bucket (vertex) v of degree d− i in Gt u.a.r., and then applying some speciﬁed
set of tasks, to obtain Gt+1. A subset I of V (G)∪E(G) is selected during the
operations, with I0 = ∅ initially, and I = It for the pairing Gt.
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For 0 ≤ i ≤ d, let Yi = Yi(t) denote the number of buckets of degree d− i
in Gt. This is the number of vertices of degree i in the graph in the deletion
algorithm. Also let Yd+1 denote cardinality of the set It.
Assume that the expected change in Yi, in going from Gt to Gt+1, condi-
tional upon Gt and opt, is determined approximately, depending only upon
t, opt, and Y1(t), . . . , Yd+1(t). In some sense, this is a measure of the rate
of change of Yi. We express the assumption by asserting that for some ﬁxed
functions fi,r (x,y) = fi,r (x, y1, . . . , yd+1),
E
(
Yi(t+ 1)− Yi(t) | Gt ∧ {opt = Opr}
)
= fi,r(
t
n
, Y1
n
, . . . , Yd+1
n
) + o(1)(1)
for i = 1, . . . , d + 1, r = 1, . . . , d such that Yr(t) > 0. The convergence in
o(1) is uniform over all appropriate choices of t and Gt as functions of n with
certain restrictions on Gt which will be speciﬁed. Uniformity over r and i then
follows, since there are ﬁnitely many possibilities for these two variables.
We ﬁrst consider the typical behaviour of the degree-greedy 2-independent
set algorithm in terms of the deletion algorithm described above. The initial
graph is a d-regular graph on n vertices. The ﬁrst operation must apply
op0 = Opd. This typically produces some vertices of degree less than d, so the
next operation is determined by their minimum degree. Both Opd and Opd−1
typically produce vertices of degree d−1 but none of smaller (positive) degrees
when Yd−1 is small (say o(n)), so the second operation normally involves Opd−1,
as does the next, and this remains so until a vertex of smaller degree, say d−2,
is produced. This causes a temporary hiccup, with an Opd−2, followed by more
operations of Opd−1. When vertices of degree d− 1 become plentiful, vertices
of smaller degree are more commonly created, and the hiccups occur more
often. In this way, the prioritisation causes a rather complicated situation.
Suppose that at some time t in the process, an Opd−1 creates, in expecta-
tion, α vertices of degree d−2, and an Opd−2 decreases the number of vertices
of degree d − 2, in expectation, by τ . Then we expect each Opd−1 to be fol-
lowed by (on average) α/τ operations of Opd−2. At some stage τ may fall
below 0, at which point the vertices of degree d− 2 begin to build up and do
not decrease under repeated applications of Opd−2. Then vertices of degree
d − 2 take over the role of vertices of degree d − 1, and we say informally
that the ﬁrst phase of the process has ﬁnished and the second has begun. The
process may continue through further phases; typically, the kth phase begins
with an increasing abundance of vertices of degree d − k. Note that by the
assumptions above, the asymptotic values of α and τ in the ﬁrst phase are the
cases k = 1 of the general deﬁnitions
αk(x,y) = fd−k−1,d−k (x,y) ,
τk(x,y) = −fd−k−1,d−k−1 (x,y) ,
(2)
where
x =
t
n
, y(x) =
Y(t)
n
.(3)
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Since each Opd−k is followed (on average) by αk/τk operations of Opd−k−1,
we expect the proportion of operations involving an operation of the former
type to be 1/(1+αk/τk) = τk/(τk+αk), and of the latter type to be αk/(τk+αk).
This suggests that, if yi as prescribed in (3) were a diﬀerentiable function of a
real variable, its derivative would satisfy
dyi
dx
= F (x,y, i, k)(4)
where
F (x,y, i, k) =


τk
τk+αk
fi,d−k (x,y) + αkτk+αk fi,d−k−1 (x,y) k ≤ d− 2
fi,1 (x,y) k = d− 1.
(5)
Our assumptions will ensure that the phases proceed in an orderly fashion,
and that the last possible phase is k = d− 1, in which all operations are Op1.
We will work with the parameters of fi, in the domain
D = {(x,y) : 0 ≤ x ≤ d, 0 ≤ yi ≤ d for 1 ≤ i ≤ d+ 1, yd ≥  }(6)
for some pre-chosen value of  > 0. The behaviour of the process will be
described in terms of the function y˜ = y˜(x) = (y˜1(x), . . . , y˜d+1(x)) deﬁned as
follows, with reference to an initial value x = x0 = t0/n of interest:
y˜i(x0) = Yi(t0)/n, i = 1, . . . , d + 1, and inductively
for k ≥ 1, y˜ is the solution of (4) with initial condi-
tions y(xk−1) = y˜(xk−1), extending to all x ∈ [xk−1, xk],
where xk is deﬁned as the inﬁmum of those x > xk−1
for which at least one of the following holds: τk ≤ 0 and
k < d − 1; τk + αk ≤  and k < d − 1; y˜d−k ≤ 0; or the
solution is outside D or ceases to exist.
(7)
The interval [xk−1, xk] represents phase k, and the termination condition
y˜d−k = 0 is necessary to ensure that the process does not revert to the con-
ditions of phase k − 1. Typically it will eventuate that y˜d−k(xk−1) = 0 but
y˜d−k(x) > 0 for x greater than, but close to, xk−1, which permits phase k
to endure for a non-empty interval [xk−1, xk], provided τk stays positive on
such an interval. We require this inductive deﬁnition of y˜ continues for phases
k = 1, 2, . . . ,m, where
m denotes the smallest k for which either k = d− 1, or
any of the termination conditions for phase k in (7) hold
at xk apart from xk = inf{x ≥ xk−1 : τk ≤ 0}.
(8)
We will impose conditions to ensure that the intervals in the deﬁnition of
y˜ representing phases 1, 2, . . . ,m are nonempty. These conditions are ﬁrstly
τk > 0 and
τk + αk >  at (xk−1, y˜(xk−1))
(1 ≤ k ≤ min{d− 2,m}).
(9)
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Also
fd−1,d−1 > 0 at (x0, y˜(x0)),
f ′d−k,d−kτk + fd−k,d−k−1f
′
d−k−1,d−k > 0 at (xk−1, y˜(xk−1))
+
1 < k ≤ min{d− 2,m}),
f ′d−k,d−k > 0 at (xk−1, y˜(xk−1))
−
1 < k ≤ m,
f ′1,1 > 0 at (xd−2, y˜(xd−2))
+
if m = d− 1,
(10)
with f ′ denoting df(x,y˜(x))
dx
and (x, y˜(x))+ and (x, y˜(x))− referring to the right-
hand and left-hand limits as functions of x.
We now restate [17, theorem 1] which we will use in the following section
to analyse the performance of our 2-independent set algorithm.
Theorem 4.1 ([17]) Let d ≥ 3, for 1 ≤ i ≤ d let Yi(t) denote the number
of buckets of degree d − i in Gt, and let Yd+1(t) denote |It|. Assume that
for some fixed  > 0 the operations Opr satisfy (1) for some fixed functions
fi,r(x, y1(x), . . . , yd+1(x)) and for i = 1, . . . , d + 1, r = 1, . . . , d, with the con-
vergence in o(1) uniform over all t and Gt for which Yr(t) > 0 and Yd(t) >  n.
Assume furthermore that
(i) there is an upper bound, depending only upon d, on the number of pairs
exposed, and on the number of elements added to I (i.e. |It+1|−|It|), during
any one operation;
(ii) the functions fi,r are rational functions of x, y1, . . . , yd+1 with no pole in
D defined in (6);
(iii) there exist positive constants C1, C2 and C3 such that for 1 ≤ i < d,
everywhere on D, fi,r ≥ C1yi+1 − C2yi when r = i, and fi,r ≤ C3yi+1 for
all r.
Define y˜ as in (7), set x0 = 0, define m as in (8), and assume that (9) and (10)
both hold. Then there is a randomised algorithm on Pn,d for which a.a.s. there
exists t such that |It| = ny˜d+1(xm) + o(n) and Yi(t) = ny˜i(xm) + o(n) for
1 ≤ i ≤ d. Also y˜i(x) ≡ 0 for xk−1 ≤ x ≤ xk, 1 ≤ i ≤ d− k − 1 (1 ≤ k ≤ m).
5 Algorithm Analysis
Consider the degree-greedy algorithm for ﬁnding a large 2-independent set as
described in Section 2. Here, in the speciﬁcation of Opr (which ﬁrst selects
a random bucket, u, of degree d− r), the set of randomised tasks consists of
exposing all the pairs involving points in u, possibly choosing a vertex v and
possibly exposing points in v and all neighbouring buckets.
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We may verify the hypotheses of Theorem 4.1. First we will show that (1)
holds when Yd(t) >  n (for any  > 0).
An operation of Type r, Opr, starts by selecting a vertex, u, u.a.r. from Vr
and investigating the degrees of its neighbours. Let χM,r denote the probability
that the neighbours of u have maximum degree M. This probability is given
by
(SM1 )
r − (SM−11 )r
where
Sba = Pa + Pa+1 + . . .+ Pb−1 + Pb,
Pj =
jyj
s
and
s =
d∑
j=1
iyi.
It is convenient to assume that s ≥  n for some arbitrarily small but ﬁxed
 > 0. From the point when s <  n, the changes in the variables are bounded
by a constant hence in o(n) steps the change in the size of the 2-independent
set is o(n). In what follows all probabilities are approximate. This is because
the values of the variables may change by a constant during the course of an
operation. Since s ≥  n the error is in fact O(1/n).
When performing an operation of Type r, the probability that u has b
neighbours of degree M, given that the maximum degree amongst the neigh-
bours of u is M, is βb,M,r/χM,r where
βb,M,r = (PM)
b
(
r
b
)
(SM−11 )
r−b.
Also, the expected number of neighbours of u that have degree j, 1 ≤ j ≤
M − 1, given that u has b neighbours of degree M and M is the maximum
degree of all neighbours of u, is γb,j,M,r/χM,r where
γb,j,M,r = (PM)
b
(
r
b
)
(SM−11 )
r−b−1(r − b)Pj.
The edges incident with u are always deleted and the eﬀect, on the expected
change in Yi, of changing the degree of u to 0 is just
−δi=r
where for any statement f , δf evaluates to 1 if f is true and δf evaluates to 0
if f is false.
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In the case u has one or more neighbours of degree d, the eﬀect, on the
expected change in Yi, of changing the degrees of v and its neighbours (other
than u) by deleting all edges incident with v and all edges incident with the
neighbours of v (other than u)is just
−δi=M + (M− 1)µi
where
µi = −Pi + ρi
d∑
x=2
(x− 1)Px and
ρi = −Pi + Pi+1δi+1≤d.
The eﬀect, on the expected change in Yi, of changing the degrees of the
other b− 1 neighbours of u, that have degree M, from M to M− 1 is just
(b− 1)(δ1=M−1 − δi=M).
For each of the other neighbours of u that have degree j (j < M), the eﬀect,
on the expected change in Yi, of changing their degrees from j to j − 1 is just
δi=j−1 − δi=j.
So we have
fi,r (x,y) = −δi=r +
d∑
M=1
[χM,r(−δi=M + (M− 1)(µiδM=d + δi=M−1δM≤d))
+
r∑
b=1
[βb,M,r(b− 1)(−δi=M + δi=M−1)
+
M−1∑
j=1
γb,j,M,r(−δi=j + δi=j−1δM>r)]].
(11)
It follows that (1) also holds for i = d+ 1 with fd+1,r deﬁned as
(Sd1)
r − (Sd−11 )r,
since in each Opr, a vertex is added to the 2-independent set I with the
probability that the vertex of degree r selected has at least one neighbour of
degree d.
Hypothesis (i) of the theorem is immediate since in any operation only
the pairs involving points in one bucket and its neighbours are exposed, and
a bounded number of vertices are added to I. The functions fi,r satisfy (ii)
because from (11) their (possible) singularities satisfy s = 0, which lies outside
D since in D, s ≥ yd ≥  . Hypothesis (iii) follows from (11) again using
s ≥ yd ≥  and the boundedness of the functions yi (which follows from the
boundedness of D).
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Thus, deﬁning y˜ as in (7) with t0 = 0, Yd(0) = n and Yi(0) = 0 for
i = d, we may solve (4) numerically to ﬁnd m, verifying (9) and (10) at the
appropriate points of the computation. It turns out that these hold for each d
which was treated numerically and that in each case m = d−2, for suﬃciently
small  > 0. For such  , the value of y˜d+1(xm) may be computed numerically,
and then by Theorem 4.1, this is the asymptotic value of the size of the 2-
independent set I at the end of some randomised algorithm. So the conclusion
is that a random d-regular graph a.a.s. has a 2-independent set of size at least
ny˜d+1(xm) + o(n).
Note that (by Theorem 4.1) y˜i(x) ≡ 0 in phase k for 1 ≤ i ≤ d − k − 1,
and by the nature of the diﬀerential equation, y˜i(x) will be strictly positive
for i > d−k. So by (7) and (8), the end of the process (for  arbitrarily small)
occurs in phase d− 2 when either τk + αk ≤  or y˜2 becomes 0. Numerically,
we ﬁnd it is the latter. This is numerically more stable as a check for the end
of the process than checking when y˜d reaches 0, since the derivative of the
latter is very small.
The diﬀerential equations were solved using a Runge-Kutta method using
a step size small enough to guarantee the accuracy of the solutions reported
in Table 1
6 Upper Bounds
The following is a restatement of a theorem of Assiyatun [1].
Theorem 6.1 ([1]) For a random d-regular graph on n vertices, where d ≥ 3,
there exists a constant λ > 0 such that the size of a maximum 2-independent
set is a.a.s. smaller than λn.
The proof of this theorem uses a standard expectation argument. The
expectation above is approximately
(1− 2λ) d(1−2λ)2
(1− (d+ 1)λ)1−(d+1)λλλ
Evaluating this function for various values of d give the constants ud re-
ported in table 1.
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