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Introduccion General
Esta memoria esta distribuida en tres captulos. En los dos primeros se
estudia el siguiente modelo de reaccion difusion espacialmente heterogeneo
originado por la teora de reactores nucleares, introducido enW. E. Kastenberg
and P. L. Chambre [23],8>><>>:
@u
@t  u = u  b(x)uv
@v
@t  v = c(x)u  d(x)uv   e(x)v
x 2 
; t > 0;
(u; v) = (0; 0) x 2 @
; t > 0;
u(x; 0) = u0 > 0; v(x; 0) = v0  0 x 2 
;
(0.1)
cuyos estados estacionarios son las soluciones no negativas del problema elpti-
co semilineal 8<:  u = u  b(x)uv v = c(x)u  d(x)uv   e(x)v en 
;
(u; v) = (0; 0) en @
:
(0.2)
En ambos problemas se supone que 
 es un dominio acotado de RN , N  1,
con frontera @
 de clase C2+ para algun  2 (0; 1) y  2 R se considera
como un parametro de bifurcacion. Por lo tanto, las soluciones de (0.2) seran
interpretadas como ternas (; u; v). Ademas, las funciones b, c, d, e 2 C(
) se
supone que cumplen
b(x) > 0; c(x) > 0; d(x) > 0; e(x) > 0 para todo x 2 
 (0.3)
a lo largo de toda la memoria. En caso contrario, los resultados podran variar
substancialmente.
El problema (0.2) admite dos tipos de soluciones no negativas:
(0; 0), denominado estado trivial y
las de la forma (u; v) con u  0 y v  0, conocidos como estados de
coexistencia.
En esta memoria, dada w 2 C1(
), diremos que w  0 cuando w(x) > 0 para
todo x 2 
 y @w=@nx(x) < 0 para todo x 2 w 1(0)\@
, siendo nx la normal
exterior unitaria a 
 en x.
Uno de los objetivos de la presente memoria es demostrar que la dinamica
del problema parabolico esta determinada en muchas ocasiones por sus es-
tados estacionarios y, en particular, por los estados de coexistencia, cuando
xi
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existen. Por ello, para estudiarla en profundidad es necesario estudiar la exis-
tencia y unicidad de los estados de coexistencia del problema elptico. Algunos
resultados previos fueron obtenidos por G. Arioli [4].
El resultado principal de existencia del Captulo 1 establece la existencia
de una componente C+ de estados de coexistencia de (0.2) que emana desde
(; u; v) = (; 0; 0) en su unico punto de bifurcacion a estados de coexistencia,
(1; 0; 0), donde 1 es el autovalor principal de   bajo condiciones nulas en
la frontera. Ademas, se demuestra que C+ esta no acotada, debiendo perder
las cotas en el valor
1 := 1[ + bc=d]:
Este resultado general proporciona el conocido para el caso especial en que
b, c, d y e son constantes positivas, obtenido por J. Lopez-Gomez [30], que
establece que el problema posee un estado de coexistencia si y solo si
1 <  < 1 + bc=d:
Nuestro resultado principal de existencia tambien demuestra que la condicion
1 <  < [ + kc=dk1b] (0.4)
es necesaria para la existencia de un estado de coexistencia. Ademas, desig-
nando por P al operador proyeccion sobre el parametro  de la terna (; u; v),
se debe cumplir que, o bien
PC+ = (1; 1); o PC+ = (1; ]
para algun
1   < [ + kc=dk1b]:
Aunque la ultima situacion no puede presentarse si todos los coecientes son
constantes, no puede descartarse en el caso general de coecientes variables. La
principal tecnica utilizada para la obtencion del resultado global de existencia
es bifurcacion local combinada con bifurcacion unilateral global, como en el
Captulo 6 de J. Lopez-Gomez [31].
Como nuestro sistema, es, en general, no cooperativo, como los de tipo
presa y depredador con difusion analizados a principios de los noventa por J.
Lopez-Gomez y R. M. Pardo [35], [36], el estudio de la unicidad de sus estados
de coexistencia es muy arduo desde el punto de vista matematico, salvo que
en algunas circunstancias especiales, como las estudiadas en el Captulo 2,
se pueda efectuar un cambio de variable que permita reducir el estudio del
sistema al de uno de tipo cooperativo, donde las tecnicas de comparacion
basadas en el principio del maximo, como el teorema de caracterizacion de
J. Lopez-Gomez y M. Molina-Meyer [32], pueden aplicarse al estudio de la
unicidad de estados de coexistencia.
Entre los principales resultados de unicidad multidimensionales, en el
Captulo 1 se demuestra la unicidad del estado de coexistencia para valo-
res de  proximos a 1, o a bc=d e cuando, ademas, todos los coecientes son
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constantes. Una vez estudiados tales resultados, un analisis detallado de (0.2)
cuando e " 1 revelara que el sistema subyacente lmite posee un unico estado
de coexistencia. Por ello, es natural conjeturar que nuestro modelo va a exhibir
un unico estado de coexistencia cuando e(x) sea sucientemente grande. Tal
circunstancia esta corroborada por el principal resultado unidimensional de
unicidad de estados de coexistencia obtenido en el Captulo 1, que establece
que, cuando N = 1, L > 0, 
 = (0; L) y c=d 2 C2[0; L], bajo la siguiente
condicion
 
 c
d
00
(x) + e(x)
c
d
(x) > 0 para todo x 2 (0; L);
la componente C+ es una curva analtica parametrizada por , que conec-
ta (; u; v) = (1; 0; 0) con (; u; v) = (1;1; c=d). Aunque este resultado
proporcione la unicidad del estado de coexistencia en el caso de coecientes
constantes, en el caso general en que los coecientes sean variables el proble-
ma de la unicidad todava permanece abierto. Evidentemente, la condicion
se cumple si e(x) es sucientemente grande. Para concluir la unicidad glo-
bal demostramos que es suciente asegurarse que todo estado de coexistencia
cumple v(x) < c(x)=d(x) para cada x 2 [0; L], hecho que no se puede garan-
tizar en el caso general en que los coecientes sean variables. La herramienta
basica utilizada para obtener este teorema reposa en las ideas y tecnicas de J.
Lopez-Gomez y R. Pardo [35], [36], y consisten en combinar la no degeneracion
del estado de coexistencia con un argumento de continuacion global.
El Captulo 2 esencialmente analiza el comportamiento dinamico del pro-
blema parabolico. En primer lugar, se demuestra la existencia global de una
unica solucion del problema para todo u0; v0 2 L1(
) con u0 > 0, v0  0.
Posteriormente, se generalizan algunos resultados ya conocidos para el pro-
blema con coecientes constantes.
Para  < 1, cuando (0; 0) es asintoticamente estable, demostramos que
es un atractor global en L2(
) L2(
). El mismo resultado es cierto incluso
cuando  = 1 siempre que c y e sean constantes positivas. En general, en
 = 1, (0; 0) es un atractor global en L
2(
) L1(
).
Ademas, como (0; 0) es estable para  < 1 e inestable para  > 1, el
principio de intercambio de estabilidad de M. G. Crandall y P. H. Rabinowitz
[11] establece la estabilidad lineal asintotica del unico estado de coexistencia
para  > 1 sucientemente proximo a 1. Por ser no cooperativo el sistema, ni
tan siquiera bajo tales circunstancias se puede asegurar la atractividad global
del estado de coexistencia. No podemos excluir que el modelo de evolucion
admita alguna solucion, por ejemplo, periodica, para tal rango de valores del
parametero .
En el Captulo 2, tambien demostramos la conjetura efectuada en el
Captulo 1 relativa a la unicidad para e(x) sucientemente grande en el caso
especial en que b(x) y d(x) son multiplos, cuanticando el tama~no que debe
tener e(x) por intermedio de la estimacion
+ e  bc=d > 0 en 
: (0.5)
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De hecho, bajo la condicion  + e   bc=d  0, el estado de coexistencia
es un atractor global para el problema parabolico (0.1). Posteriormente se
demuestra que, incluso aunque no se verique la desigualdad +e  bc=d > 0,
si b(x)=d(x) y c se mantienen constantes, tambien se tiene la unicidad del
estado de coexistencia para  < 1 sucientemente proximo a 1.
Finalmente, en el ultimo captulo se obtienen diversas caracterizaciones
del principio del maximo para sistemas cooperativos periodico-parabolicos del
tipo 8>>><>>>:
Pkuk =
nX
j=1
ckjuj(x; t) + fk en QT  
 [0; T ];
uk(x; t) = 0 (x; t) 2 @
 [0; T ];
uk(x; 0) = u(x; T ); x 2 
;
(0.6)
obteniendose a partir de ellas la existencia y unicidad del autovalor principal
asociado. En (0.6), hemos denotado
Pk := @
@t
+Ak(x; t;D); k = 1; :::; n; (0.7)
donde
Ak(x; t;D) :=  
NX
i;j=1
kij(x; t)DiDj +
NX
i=1
ki (x; t)Di; k = 1; :::; n; (0.8)
son operadores de segundo orden uniformemente elpticos en 
 para cada
t > 0, cuyos coecientes
kij ; 
k
i ; i; j 2 f1; :::; Ng; k 2 f1; :::; ng;
son funciones Holder continuas que se encuentran en el espacio de Banach
F := f! 2 C;=2(
R;R) : !(x; t+T ) = !(x; t) para todo (x; t) 2 
Rg;
para algunos T > 0 y 0 <  < 1.
La matriz de coecientes
C(x; t) = (cij(x; t))i;j=1;:::;n
con cij 2 F para todo i; j 2 f1; :::; ng, se supone que es de tipo cooperativo,
cij(x; t) > 0 para todo i; j = 1; :::; n; i 6= j; (x; t) 2 
 [0; T ]:
El principal resultado del Captulo 3 extiende a sistemas periodico-paraboli-
cos el teorema principal de Lopez-Gomez y Molina-Meyer [32], obtenido para
problemas elpticos. Esencialmente, establece que las siguientes armaciones
son equivalentes
Existe 	 2 intPU tal que P	 > C	.
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El operador (P   C) 1 esta bien denido, es compacto y fuertemente
positivo.
El problema (0.6) cumple el principio del maximo fuerte.
El problema (0.6) cumple el principio del maximo.
El problema periodico de autovalores
Pu = Cu+ u (0.9)
admite un autovalor positivo, (P   C), asociado a una autofuncion 
fuertemente positiva, unica salvo constantes multiplicativas.
Si se cumple alguna de estas condiciones, el autovalor (P   C) es simple y
no existe ningun otro autovalor de (0.9) con una autofuncion positiva.
Cada uno de los tres captulos esta encabezado por una introduccion donde
se pormenoriza su contenido. El lector debera ir a tales secciones para conocer
con todo detalle los resultados y logros alcanzados en esta Tesis Doctoral.

Esta memoria está distribuida en tres capítulos. En los dos primeros se analiza un modelo parabólico de 
Ingeniería  Nuclear y en el último se establece un teorema de positividad para un modelo lineal periódico-
parabólico de tipo cooperativo. El modelo de Ingeniería Nuclear es una versión espacialmente heterogénea del 
propuesto por Chambré  y  Kastemberg para describir el comportamiento de un Reactor Nuclear.  El objetivo 
de la Tesis es analizar la dinámica de este  problema parabólico.  
En el Capítulo 2 se prueba que para cada par de valores iniciales, (u0, v0), funciones positivas y acotadas, 
el modelo parabólico tiene una única solución bien definida para todo tiempo, t, positivo.  Una de las 
finalidades de esta memoria es demostrar que la dinámica del problema parabólico está determinada en 
muchas ocasiones  por sus estados estacionarios, que son las soluciones no negativas del problema elíptico 
asociado. Tales soluciones pueden ser de dos tipos: la solución trivial, (0,0),  y  los denominados estados de 
coexistencia, que son las soluciones (u,v) con u y v positivas. El objetivo del Capítulo 1 es obtener  resultados 
de existencia y unicidad de estados de coexistencia.  En él se establece  la existencia de una componente no 
acotada de estados de coexistencia que emana desde la solución trivial en el único punto de bifurcación 
posible a soluciones positivas, determinado por el autovalor principal del operador de Laplace bajo 
condiciones nulas en la frontera.  Además, se demuestra que esta componente pierde las cotas a priori en un 
único punto, único valor de bifurcación desde el infinito. La principal técnica utilizada para la obtención de este 
resultado global de existencia es una combinación de teoría  de bifurcación local con teoría de bifurcación 
unilateral global. 
Como el sistema es, en general, no cooperativo, de tipo presa y depredador, el estudio de la unicidad de 
sus estados de coexistencia resulta muy ardua desde el punto de vista matemático, salvo en algunas 
circunstancias especiales, en las que se puede efectuar un cambio de variable que permite reducir el estudio 
del sistema elíptico inicial a otro de tipo cooperativo, donde las técnicas de comparación basadas en el 
principio del máximo se pueden aplicar proporcionando la unicidad y atractividad global del estado de 
coexistencia, que constituye  el principal resultado del Capítulo 2.  
Entre los principales resultados de unicidad multidimensionales, se demuestra la unicidad del estado de 
coexistencia cerca de los puntos de bifurcación desde (0,0) y desde infinito, así como para un determinado 
rango de valores intermedios de los parámetros.  Finalmente se extienden todos los resultados de unicidad 
unidimensional existentes.  
El Capítulo 2 analiza esencialmente el comportamiento dinámico del problema parabólico. En particular, 
se demuestra que por debajo del valor crítico de bifurcación a estados de coexistencia, la solución (0,0) es un 
atractor global, cuya estabilidad se pierde cuando el parámetro de bifurcación supera dicho umbral crítico. El 
principio de intercambio de estabilidad de Crandall y Rabinowitz establece entonces la estabilidad lineal 
asintótica del único estado de coexistencia. Pero, por no ser cooperativo el sistema, no se puede asegurar su 
atractividad global. En efecto, no podemos excluir  la posibilidad de que el modelo de evolución admita alguna 
solución, por ejemplo periódica, para tal rango de valores del parámetro de bifurcación. 
Finalmente en el último capítulo se obtienen diversas caracterizaciones del principio del máximo para 
sistemas lineales cooperativos de tipo  periódico-parabólico.  
RESUMEN EN ESPAÑOL
English Summary
This Thesis is distributed in three chapters. In the rst two we study the
following spatially heterogeneous reaction diusion model originated by the
theory of nuclear reactors8>><>>:
@u
@t  u = u  b(x)uv
@v
@t  v = c(x)u  d(x)uv   e(x)v
x 2 
; t > 0;
(u; v) = (0; 0) x 2 @
; t > 0;
u(x; 0) = u0 > 0; v(x; 0) = v0  0 x 2 
:
(0.1)
whose steady states are the non negative solutions of the semilinear elliptic
problem 8<:  u = u  b(x)uv v = c(x)u  d(x)uv   e(x)v en 
;
(u; v) = (0; 0) en @
:
(0.2)
In both problems we suppose that 
 is a bounded domain of RN , N  1, with
boundary @
 of class C2+ for some  2 (0; 1) and  2 R+ is regarded as a
bifurcation parameter. The functions b, c, d, e 2 C(
) satisfy
b(x) > 0; c(x) > 0; d(x) > 0; e(x) > 0 for all x 2 
: (0.3)
The problem (0.2) admits two types of non negatives solutions :
(0; 0), referred to as the trivial state and
those of the form (u; v) with u  0 and v  0, known as coexistence
states. It is said that w  0, if w 2 C1(
) with w(x) > 0 for every x 2 

and @w=@nx(x) < 0 for all x 2 w 1(0) \ @
, where nx stands for the
outward unit normal to 
 in x.
Throughout this dissertation, the solutions will be regarded as terns (; u; v).
In many circumstances, the dynamics of the parabolic problem is going to
be regulated by the non-negative steady states. To carry out a deep analysis
of the dynamics, it is imperative to study the existence and uniqueness of the
coexistence states of the elliptic problem.
Chapter 1 establishes the existence of a component C+ of the set of co-
existence states of (0.2) emanating from (; u; v) = (; 0; 0) at the unique
bifurcation value,  = 1.
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It is already known, that the elliptic problem (0.2) possess a coexistence
state if and only if
1 <  < 1 + bc=d;
provided b, c, d y e are positive constants. Chapter 1 deals with the general
case when all these coecients are spatially heterogeneous. In this general
case, we prove that if the problem (0.2) admits a coexiste state, then
1 <  < [ + kc=dk1b]: (0.4)
Moreover, denoting by P the -projection of (; u; v), we also deduce that
PC+ = (1; 1) or PC+ = (1; ]
for some 1   < [  + kc=dk1b]. The second situation cannot occur
when the coecients are constant.
The mathematical relevance of our analysis relies on the fact that the pre-
vious systems are of non cooperative type and, consequently, the comparison
techniques available for cooperative systems are not valid in our context to
study the uniqueness of the solution.
WhenN  1 we prove the existence and uniqueness of the coexistence state
for values of  suciently closed to  = 1 in the general case. Moreover, we
establish, in the case of constant coecients, the existence and uniqueness of
the coexistence state for the values of  suciently close to bc=d e in the case
of constant coecients, improving all the results results. The analysis of the
behavior of the elliptic problem provides us with some additional uniqueness
results for suciently large e.
In the one-dimensional model, considering the additional condition
 
 c
d
00
(x) + e(x)
c
d
(x) > 0 for all x 2 (0; L);
we also prove that the component of coexistence states C+ is a real analy-
tic curve, parameterized by , linking (; u; v) = (1; 0; 0) with (; u; v) =
(1;1; c=d). Obviously, the condition holds for suciently large e(x). Un-
fortunately, except when cd > 0 is constant, we cannot guarantee global
uniqueness. Although every coexistence states of the component C+ keep
v(x) < c(x)=d(x) for all x 2 [0; L], if this last inequality fails the existen-
ce of some coexistence states outside the component cannot be excluded.
Chapter 2 analyzes the dynamics of the associated parabolic problem. First
of all, we establish the global existence of a unique solution for the parabolic
problem for all u0; v0 2 L1(
) with u0 > 0, v0  0, generalizing some previous
results found for the with constant coecients.
In the case  < 1, the trivial solution (0; 0) is linearly asymptotically
stable and actually it is a global attractor in L2(
)L2(
), until  = 1. For
general c and e, in  = 1, (0; 0) is a global attractor in L
2(
) L1(
).
Moreover, we use the exchange stability principle of M. G. Crandall and
P. H. Rabinowitz [11] to show that (0; 0) is linearly asymptotically stable as
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a steady state of the problem (0.1) if and only  < 1, while it is unstable if
and only if  > 1.
Consequently, for  > 1 close to 1, the unique coexistence state of the
elliptic problem is linearly asymptotically stable and, therefore, it is asympto-
tically stable as a steady state of the parabolic problem.
In Chapter 2 we also obtain some new uniqueness results. If the elliptic
problem (0.2) admits a coexistence state, b(x)=d(x) is a constant and e(x) is
suciently large so that
+ e(x)  c(x)b=d > 0 in 
; (0.5)
then the coexistence state is unique and linearly asymptotically stable as a
steady state of (0.1). If, in addition, +e bc=d 0, then the coexistence state
is a global attractor for the parabolic problem (0.1). Even if + e  bc=d > 0
does not hold, if one further assumes that b(x)=d(x) and c are constant, then,
uniqueness for  > 1 suciently close to 1 and  < 1 suciently close to
1 also holds.
Finally, in the last chapter we give a number of characterizations of the
maximum principle for a class of cooperative periodic-parabolic systems. Ba-
sed on them, we also get some results concerning the existence and uniqueness
of the principal eigenvalue of the problem8>>><>>>:
Pkuk =
nX
j=1
ckjuj(x; t) + fk in QT  
 [0; T ];
uk(x; t) = 0 (x; t) 2 @
 [0; T ];
uk(x; 0) = u(x; T ); x 2 
:
(0.6)
where 
 is a bounded domain of RN , N  1, with a regular boundary @
 and
Pk := @
@t
+Ak(x; t;D); k = 1; :::; n; (0.7)
where
Ak(x; t;D) :=  
nX
i;j=1
kij(x; t)DiDj +
nX
i=1
ki (x; t)Di; k = 1; :::; n; (0.8)
are second order uniformly elliptic operators in 
 for all t > 0, whose coe-
cients
kij ; 
k
i ; i; j; k 2 f1; :::; ng;
are assumed to be Holder continues functions laying in the Banach space
F := f! 2 C;=2(
 R;R) : !(x; t+ T ) = !(x; t) for all (x; t) 2 
 Rg;
for some T > 0 and 0 <  < 1.
Lastly, we suppose that the coecient matrix
C(x; t) = (cij(x; t))i;j=1;:::;n
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with cij 2 F for all i; j 2 f1; :::; ng, is of cooperative type,
cij(x; t) > 0 para todo i; j = 1; :::; n; i 6= j; (x; t) 2 
 [0; T ]:
The principal result of Chapter 3 is an extension to periodic-parabolic systems
of the main theorem of Lopez-Gomez y Molina-Meyer [32], obtained for the
elliptic counterpart. Essentially, it establishes that the following conditions
are equivalent
. There exists 	 2 intPU such that P	 > C	.
. The operator (P   C) 1 is well dened, compact and strongly positive.
. The problem (0.6) satises the strong maximum principle.
. The problem (0.6) satises the maximum principle.
. The periodic eigenvalue problem
Pu = Cu+ u (0.9)
admits a positive eigenvalue, (P  C), associated to a strongly positive
eigenfunction , unique up to a multiplicative constant.
If one of these conditions holds, then the eigenvalue (P   C) is algebraically
simple and no other eigenvalue of (0.9) admits a positive eigenfunction.
Each of the chapters is headed by a complete self-summary of their con-
tents, where the reader will nd a complete account of their respective main
ndings.
Captulo 1
Estados estacionarios
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1.1. Introduccion
En este captulo estudiamos las soluciones no negativas del problema elptico
no lineal 8<:  u = u  b(x)uv v = c(x)u  d(x)uv   e(x)v en 
;
(u; v) = (0; 0) en @
;
(1.1)
donde 
 es un dominio acotado de RN , N  1, con frontera @
 de clase C2;
para algun  2 (0; 1),  2 R,  > 0, es interpretado como un parametro de
bifurcacion, y las funciones b, c, d, e 2 C(
) cumplen
b(x) > 0; c(x) > 0; d(x) > 0; e(x) > 0; para todo x 2 
: (1.2)
El problema (1.1) es una version espacialmente heterogenea del modelo ho-
mogeneo estudiado por W. Zhou [48], R. Peng, D. Wei y G. Yang [43], y J.
Lopez-Gomez [30], donde se analizo el caso muy especial en que b, c, d y e son
constantes positivas.
Las soluciones no negativas de (1.1) proporcionan los estados estacionarios
de un problema parabolico propuesto por W. E. Kastenberg y P. L. Chambre
[23] en el contexto de la Ingeniera Nuclear, donde u mide la densidad de los
neutrones rapidos y v es la temperatura del reactor. Algunos estudios pioneros
sobre la dinamica de estos modelos fueron llevados a cabo por P. de Mottoni
y A. Tesei [41], F. Rothe [45] y, mas recientemente, por G. Arioli [4].
1
2 Soluciones Periodicas Positivas para Sistemas RD Periodicos.
El problema (1.1) admite dos tipos de soluciones no negativas: (0; 0), al
que se denomina estado trivial, por conocido, y las de la forma (u; v) con
u  0 y v  0, frecuentemente conocidos como estados de coexistencia (ver
el Teorema 1.1). A lo largo de esta memoria, para cualquier w 2 C1(
),
diremos que w  0 si w(x) > 0 para todo x 2 
 y @w=@nx(x) < 0 para todo
x 2 w 1(0) \ @
, donde nx representa la normal unitaria exterior a 
 en x.
Desde el punto de vista de las aplicaciones, con el n de analizar ma-
temticamente la dinamica del reactor, es necesario estudiar la existencia y
multiplicidad de los estados de coexistencia de (1.1). Como (1.1) es de tipo no
cooperativo, este problema supone un desafo desde el punto de vista matema-
tematico, por las escasas tecnicas de comparacion disponibles para sistemas
no cooperativos (ver, por ejemplo, J. Lopez-Gomez y M. Molina-Meyer [32]).
Con objeto de presentar los principales resultados de este captulo y de la
memoria, se necesita introducir alguna notacion. Dado un subdominio D  

y una funcion medible V en D, denotaremos por
[ + V;D] = [ + V ]
al autovalor principal de   + V en D bajo condiciones de frontera tipo
Dirichlet homogeneas en @D. Para abreviar la notacion, denotaremos
1 := [ ;
]:
Si no existe ambiguedad, la dependencia de  sobre el dominio no se enfati-
zara. Las principales propiedades de los autovalores principales utilizadas en
esta memoria estan recogidas, por ejemplo, en J. Lopez-Gomez [28] y S. Cano-
Casanova y J. Lopez-Gomez [9], donde se enva al lector para su consulta, si
fuese necesario.
De acuerdo con los resultados de J. Lopez-Gomez [30], W. Zhou [48], y R.
Peng, D. Wei y G. Yang [43], se sabe que (1.1) posee un estado de coexistencia
si y solo si
1 <  < 1 + bc=d
siempre que b, c, d y e sean constantes positivas. Ademas, el estado de coexis-
tencia bifurca desde (u; v) = (0; 0) cuando  # 1, y desde (1; c=d) cuando
 " 1 + bc=d, y ademas, es unico si N = 1 (ver el Teorema 5.1 de J. Lopez-
Gomez [30]), o bien N  2 y
1 <   bc=d  e; 2   (bc=d  e)+ 2e2  0 (1.3)
(ver el Teorema 1.4 de R. Peng, D. Wei de G. Yang [43]). Debe se~nalarse que
obtener unicidad en el contexto de sistemas no cooperativos es una tarea muy
ardua (J. Lopez-Gomez y R. Pardo [35], [36], A. Casal et al. [8], E. N. Dancer,
J. Lopez-Gomez y R. Ortega [14], J. Lopez-Gomez [29]).
En este captulo extenderemos considerablemente los resultados ya cono-
cidos y estudiados en las anteriores referencias obteniendo algunos resultados
que son novedosos incluso en el caso de coecientes constantes. A lo largo
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de toda la memoria, las soluciones de (1.1) son interpretadas como ternas
(; u; v).
En lo que se reere a la existencia de estados de coexistencia, se establece
la existencia de una componente C+ del conjunto de estados de coexistencia
de (1.1) que bifurca desde (u; v) = (0; 0) en  = 1 y desde (1; c=d) en
 = 1 := [ + bc=d]: (1.4)
Aun mas, 1 es el unico valor de  desde donde C+ bifurca desde el innito
y, denotando por P al operador proyeccion sobre el parametro  de la terna
(; u; v), se cumple que o bien PC+ = (1; 1), o PC+ = (1; ] para algun
1   <1. La segunda situacion no puede ocurrir cuando los coecientes
son constantes.
En lo que se reere a la unicidad, en este captulo se establecen los siguien-
tes resultados:
1. Existe  > 0 tal que (1.1) posee un unico estado de coexistencia para
cada  2 (1; 1 + ].
2. Supongamos que b, c, d y e son constantes y denotemos
0 := bc=d  e: (1.5)
Entonces, existe  > 0 tal que el problema (1.1) tiene un unico estado
de coexistencia para cada  2 [0   ; 0 + ].
El primer resultado de unicidad es nuevo. El segundo completa el Teorema 1.4
de R. Peng, D. Wei y G. Yang [43]. Ademas, tambien se demostrara que, para
cada  2 (1; 1), cualquier familia de estados de coexistencia (; u(e); v(e)),
e > 0, de (1.1) cumple la siguiente propiedad
lm
e"1
u(e)
e
= d 1U0; lm
e"1
v(e) =
c
d
U0
U0 + 1
; (1.6)
donde U0 es la unica solucion del problema  U = U   bcd U2U+1 en 
;
U = 0 en @
:
(1.7)
Como (1.7) tiene una unica solucion positiva, es bastante natural conjeturar la
unicidad del estado de coexistencia para e sucientemente grande. Matemati-
camente hablando, la prueba rigurosa de este hecho es un reto ya que conlleva
el analisis de un problema de perturbacion singular para un sistema de tipo
no cooperativo. Por ello, este problema permanece abierto en general.
Aunque en el prototipo del modelo unidimensional (N = 1) se pobara que
la componente C+ consiste en una curva analtica globalmente parametrizada
por  si e(x) es sucientemente grande, esto no implica necesariamente la
unicidad del estado de coexistencia de (1.1), porque el modelo podra poseer
algun otro estado de coexistencia fuera de C+.
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La distribucion de este captulo es la siguiente. La Seccion 2 contiene los
resultados de existencia, la Seccion 3 incluye los resultados de unicidad, la
Seccion 4 analiza (1.1) cuando e " 1 y, nalmente, la Seccion 5 estudia el
prototipo unidimensional.
A traves de toda esta memoria, utilizaremos los espacios de Banach
E := C10(
) C10(
); F := C2;0 (
) C2;0 (
):
1.2. Existencia de estados de coexistencia
El principal resultado de esta seccion es el siguiente teorema. Se entendera por
una componente un subconjunto cerrado y conexo que es maximal para la
inclusion.
Teorema 1.1 Se cumplen las siguientes armaciones:
i) Supongamos que (1.1) posee una solucion (u; v)  (0; 0) con (u; v) 6=
(0; 0). Entonces, (u; v) es un estado de coexistencia, i.e., u 0 y v  0.
Ademas,
 = [ + bv]; kvk1 < kc=dk1: (1.8)
Consecuentemente,
1 <  < [ + kc=dk1b] (1.9)
si (1.1) admite un estado de coexistencia.
ii) Existe una componente no acotada C+  RE del conjunto de estados
de coexistencia de (1.1) tal que
(; u; v) = (1; 0; 0) 2 C+:
En otras palabras, C+ emana desde (u; v) = (0; 0) en  = 1. Ademas,
 = 1 es el unico valor de bifurcacion a estados de coexistencia desde
(u; v) = (0; 0).
iii) Sea P el operador proyeccion sobre la componente  de (; u; v). En-
tonces, o bien
PC+ = (1; 1); 1 := [ + bc=d];
o
PC+ = (1; ]
para algun
1   < [ + kc=dk1b]:
Ademas, 1 es el unico valor de  para el cual C+ bifurca desde el
innito.
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iv) Para todo  2 PC+, sea (; u; v) un estado de coexistencia de (1.1)
tal que
lm
!1
kuk1 =1:
Entonces,
lm
!1
u =1 uniformemente en subconjuntos compactos de 

y
lm
!1
v = c=d debilmente en L
p(
)
para todo p > 1.
Demostracion: Probaremos cada apartado por separado.
Demostracion de la Parte i): Sea (u; v)  (0; 0), (u; v) 6= (0; 0), una so-
lucion positiva de (1.1). Supongamos que u = 0. Entonces, se deduce de la
ecuacion de v que
( + e)v = 0 en 
; vj@
 = 0:
Por tanto, v = 0, ya que
[ + e] > 1 > 0:
Analogamente, si v = 0, entonces, a partir de la ecuacion satisfecha por la
v, se desprende que cu = 0 y, consecuentemente, u = 0, por (1.2). Luego,
cualquier solucion no trivial no negativa de (1.1) debe satisfacer
u > 0 y v > 0:
Por otra parte, como la ecuacion satisfecha por u puede expresarse como
( + bv)u = u;
gracias, ademas, a la unicidad del autovalor principal y a la positividad fuerte
de su autofuncion asociada, se desprende que necesariamente u 0. Ademas,
se debe cumplir la primera identidad de (1.8).
Cosideremos ahora un x0 2 
 tal que
v(x0) = kvk1 > 0:
Entonces,  v(x0)  0 y se deduce de la ecuacion satisfecha por v que (1.1)
0 < e(x0)v(x0)  [c(x0)  d(x0)v(x0)]u(x0)
y, consecuentemente,
v(x0) = kvk1 < c(x0)=d(x0)  kc=dk1;
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lo que concluye la prueba de (1.8). Por (1.8) y la monotona del autovalor
principal con respecto al potencial, tambien se obtiene que
1 = [ ] < [ + bv] =  < [ + kc=dk1b]
siempre que (1.1) admita un estado de coexistencia. Por tanto, (1.9) es una
condicion necesaria para la existencia.
Para concluir la demostracion de la Parte i), nos queda por comprobar que
v  0. Supongamos v(x1) = 0 para algun x1 2 
. Entonces, como v > 0, x1
debe ser un mnimo local de v y, por tanto,
rv(x1) = 0; v(x1)  0:
Como, a partir de la ecuacion satisfecha por v, se deduce que
 v(x1) = c(x1)u(x1) > 0;
lo que es imposible. Luego,
v(x) > 0 para todo x 2 
:
Finalmente, gracias a (1.2), existe  > 0 tal que c  dv > 0 en
D := fx 2 
 : dist(x; @
) <  g
porque v = 0 sobre @
 y c(x) > 0 para todo x 2 
. Por consiguiente, teniendo
en cuenta que
( + e) v = (c  dv)u > 0 en D
y que vj@D  0 y
[ + e;D] > 0;
se desprende del principio del maximo fuerte que v  0 en D. Consecuente-
mente, v  0 en 
. Esto concluye la demostracion de la Parte i).
Demostracion de la Parte ii): Esencialmente, hemos de comprobar que
 = 1 es un valor de bifurcacion desde la solucion trivial (u; v) = (0; 0) a una
componente de estados de coexistencia de (1.1). Para ello, en primer lugar, se
introduce el operator F : R E ! E denido por
F(; u; v) :=

u
v

  ( ) 1

u  buv
cu  duv   ev

(1.10)
para todo (; u; v) 2 R  E. Como F es de tipo polinomial, es analtico real.
Ademas,
F(; 0; 0) = 0 para todo  2 R;
y, por regularidad elptica,
F(; u; v) = 0 () (u; v) 2 F resuelve (1.1):
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A continuacion, para cada (u; v) 2 E, denotaremos
L()(u; v) :=

u
v

  ( ) 1

 0
c  e

u
v

y
R(u; v) := ( ) 1

buv
duv

:
Entonces, para cada  2 R,
L() = D(u;v)F(; 0; 0)
y
F(; u; v) = L()(u; v) +R(u; v); (u; v) 2 E:
Ademas, gracias a las estimaciones de Schauder y al teorema de Ascoli-Arzela,
el operador lineal
K()

u
v

:= ( ) 1

 0
c  e

u
v

; (u; v) 2 E;
es compacto y se cumple que
L() = IE   K() para todo  2 R:
Consecuentemente, L() es un operador de Fredholm de ndice cero (ver, si
es necesario, Brezis [6, Th. VI.6]).
A continuacion, denominaremos
L0 := L(1); L1 :=
dL
d
(1) =  ( ) 1

1 0
0 0

:
Por calculo directo,
N [L0] = span
 
'; ( + e) 1(c') ;
donde '  0 es la autofuncion principal asociada con 1, normalizada para
que k'k1 = 1. Ademas,
L1

'
( + e) 1(c')

=  ( ) 1

'
0

=2 R[L0]: (1.11)
Para asegurarnos de (1.11), procederemos por contradiccion. Supongamos, por
el contrario, que
( ) 1

'
0

2 R[L0]:
Entonces, existe u 2 C10(
) tal que
u  ( ) 1(1u) = ( ) 1':
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Por regularidad elptica, u 2 C2;0 (
) y
 u = 1u+ ':
Multiplicando esta ecuacion por ' e integrando por partes en 
, se desprende
que
R


'2 = 0, lo que es imposible y demuestra (1.11). De hecho, como L0 es
Fredholm de ndice cero, se obtiene que
L1 (N [L0])R[L0] = E; (1.12)
que es la condicion de transversalidad de M. G. Crandall y P. H. Rabinowitz
[10]. Como se tiene
' 0 y ( + e) 1(c') 0;
debido al principal teorema de M. G. Crandall y P. H. Rabinowitz [10] (para
mas detalles ir a [27, Chapter 2]),  = 1 es un valor de bifurcacion a una
unica curva de estados de coexistencia de (1.1).
Se probara ahora que 1 es el unico valor de  para el cual los estados de
coexistencia pueden bifurcar desde (u; v) = (0; 0). En efecto, supongamos que
existe una sucesion (n; un; vn), n  1, de estados de coexistencia de (1.1) tal
que
lm
n!1(n; un; vn) = (; 0; 0) 2 R E
para algun  2 R. Entonces, a partir de la ecuacion satisfecha por las un,
podemos deducir que, para cada n  1,
  unkunk1 = n
un
kunk1   bvn
un
kunk1 ;
o, equivalentemente,
un
kunk1 = ( )
 1


un
kunk1   bvn
un
kunk1

+ (n   )( ) 1

un
kunk1

:
Por la compacidad de ( ) 1 : E ! E, se deduce que a lo largo de alguna
subsucesion, etiquetada de nuevo por n, se cumple
lm
n!1
un
kunk1 =  > 0;
para alguna funcion  2 C10(
) con k k1 = 1. Luego, haciendo n!1 en la
anterior identidad, obtenemos que
 = ( ) 1 :
Equivalentemente, por regularidad elptica,   =  . Por lo tanto, gracias
a la unicidad del autovalor principal,  = 1, lo que demuestra la anterior
armacion.
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La condicion (1.12) establece que el concepto de multiplicidad algebraica
[L; ] introducida por J. Esquinas y J. Lopez-Gomez [17] y posteriormente
renada en [27] y en J. Lopez-Gomez y C. Mora-Corral [34], satisface
[L();1] = 1:
Consecuentemente, debido a los Teoremas 6.0.1, 8.1.1 y la Proposicion 12.3.1
de [34], el ndice local topologico Ind(L(); 0) cambia cuando  cruza 1. Por
tanto, por los Teoremas 6.2.1 y 6.3.1 de [27], existe una componente C1 del
conjunto de soluciones no triviales de (1.1) con (1; 0; 0) 2 C1 que satisface
la alternativa global de P. H. Rabinowitz [44]. Ademas, de acuerdo con el
teorema local de M. G. Crandall y P. H. Rabinowitz [10], C1 debe ser una
curva real analtica en un entorno de (1; 0; 0).
En la discusion anterior, el cambio de ndice local topologico de L() no
puede inferirse directamente de [10] sin utilizar la teora abstracta espectral
de [17], [27], y [34].
De acuerdo con la teora unilateral de P. H. Rabinowitz [44], en un entorno
de (1; 0; 0), la componente C1 consta de dos subcomponentes. La subcom-
ponente, C+1 , formada por estados de coexistencia, y la subcomponente C
 
1 ,
formada por pares de soluciones negativas. Desafortunadamente, por las razo-
nes ya explicadas en [27, Cap. 6], en E. N. Dancer [13], y en J. Lopez-Gomez
y M. Molina-Meyer [33], tal circunstancia no implica que necesariamente la
subcomponente C+1 cumpla la alternativa global of P. H. Rabinowitz [44], tal
y como lo hace la componente C1 . Es decir, la subcomponente no tiene, en
principio, por que cumplir la alternativa global.
La existencia de una subcomponente no acotada C+ de estados de coexis-
tencia con (1; 0; 0) 2 C+; es decir, la no acotacion de C+, se obtiene adaptando
la prueba de [33, Teorema 1.1], tal y como se hizo en la demostracion de [30,
Teorema 1.1]. Esto naliza la prueba del Apartado ii).
Demostracion de la Parte iii): Por (1.9), PC+ esta acotada. Luego, como
C+ es no acotada en RE, utilizando (1.8), se desprende la existencia de una
sucesion (n; un; vn) 2 R E, n  1, tal que
lm
n!1 kunk1 =1:
Debido a (1.9), se puede extraer una subsucesion, etiquetada de nuevo por n,
tal que
lm
n!1n = ! 2 [1; [ + kc=dk1b]]: (1.13)
Deniendo las funciones
~un :=
un
kunk1 ; ~vn :=
vn
kunk1 ; n  1; (1.14)
y dividiendo por kunk1 las ecuaciones diferenciales del sistema, obtenemos  ~un = n~un   b(x)vn~un;
 ~vn = c(x)~un   d(x)vn~un   e(x)~vn: (1.15)
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Gracias a (1.8), (1.13) y (1.14), el segundo miembro de la primera ecuacion
de (1.15) esta acotado en L1(
). Por ello, gracias a las estimaciones Lp de S.
Agmon, A. Douglis y L. Nirenberg [1], la sucesion ~un, n  1, esta acotada en
W 2;p0 (
) para todo p > 1. Consecuentemente, por el teorema de F. Rellich y
V. I. Kondrachov, existe ~u 2 C10(
) tal que, a lo largo de alguna subsucesion,
etiquetada de nuevo por n, se tiene
lm
n!1 ~un = ~u en C
1
0(
): (1.16)
Como, debido a (1.8), vn, n  1, esta acotado en L1(
), para cada p > 1, se
puede extraer una subsucesion, etiquetada por n, tal que
lm
n!1 vn = v debilmente en L
p(
) (1.17)
para algun v 2 Lp(
) (ver Teorema III.16 de H. Brezis [6]).
Sea  2 C10 (
) una funcion test. Entonces, multiplicando la primera ecua-
cion de (1.15) por , integrando en 
 y aplicando la formula de integracion
por partes, se obtiene que, para cada n  1,Z


hr;r~uni = n
Z


~un  
Z


bvn~un
= n
Z


~un  
Z


bvn~u 
Z


bvn(~un   ~u):
Pasando al lmite cuando n ! 1 en esta identidad, se deduce, a partir de
(1.16) y (1.17), que Z


hr;r~ui = !
Z


~u 
Z


bv~u:
Luego, ~u es una solucion debil de
 ~u = !~u  bv~u: (1.18)
Ademas, k~uk1 = 1 y ~u > 0. Por regularidad elptica, ~u 2 W 2;p(
) re-
suelve (1.18) en sentido clasico y v es independiente de p > 1. Por tanto,
~u 2 Tp>1W 2;p(
) es una solucion fuerte de (1.18) con ~uj@
 = 0. Consecuen-
temente, por la unicidad del autovalor principal,
! = [ + bv] y ~u 0: (1.19)
Analogamente, a partir de la segunda ecuacion de (1.15) se deduce que
 
Z


~vn =
Z


c~un  
Z


dvn~un  
Z


e~vn
=
Z


c~un  
Z


dvn~u 
Z


dvn(~un   ~u) 
Z


e~vn
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y, tomado lmites cuando n!1, nos conduce aZ


~u(x)(x)[c(x)  d(x)v(x)] dx = 0
para todo  2 C10 (
), ya que lmn!1 ~vn = 0 uniformemente en 
. Por lo
tanto,
v = c=d en casi todo punto de 
: (1.20)
Naturalmente, gracias a (1.20), se obtiene de (1.19) que
! = [ + b(x)c(x)=d(x)] = 1:
Consecuentemente, 1 es el unico valor de  donde las soluciones pierden las
cotas.
Como P es continua y C+ es conexo, PC+ es conexo y, por ello, debe ser
un intervalo. Aun mas, C+ bifurca desde (0; 0) en  = 1, y desde el innito
en  = 1, y, debido a (1.9), (1.1) no admite un estado de coexistencia si
  1 o   [ + kc=dk1b]. Consecuentemente, existe
 2 [1; [ + kc=dk1b]]
tal que
PC+ 2 f(1; ); (1; ]g :
Para completar la prueba de la Parte iii) se comprobara que PC+ = (1; ]
si  > 1; en cualquier caso  < [  + kc=dk1b]. Se argumentara por
contradiccion. Supongamos que PC+ = (1; ) con  > 1, y sea
(n; un; vn) 2 C+, n  1, tal que
lm
n!1n = 
 > 1:
Por (1.8), vn, n  1, esta acotada. Ademas, 1 es el unico valor de bifur-
cacion desde el innito. Luego, la sucesion un, n  1, esta tambien acotada.
Consecuentemente, como
un
vn

= ( ) 1

nun   bunvn
cun   dunvn   evn

n  1; (1.21)
y ( ) 1 es un operador compacto, se puede extraer una subsucesion de
(n; un; vn), etiquetada igual, tal que
lm
n!1(un; vn) = (u
; v) 2 E
en el espacio de Banach E. Multiplicando las ecuaciones diferenciales subya-
centes por una funcion test  2 C10 (
), integrando por partes en 
 y haciendo
n ! 1, se observa facilmente que (; u; v) debe ser una solucion debil de
(1.1). Por regularidad elptica, debe ser una solucion fuerte. Por la Parte i),
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o bien (u; v) = (0; 0), o es un estado de coexistencia. En el primer caso,
(; 0; 0) debera ser un punto de bifurcacion a estados de coexistencia desde
(; 0; 0), de donde se deducira que  = 1, lo que es imposible. Por lo tan-
to debe ser un estado de coexistencia. Como C+ es cerrado, necesariamente
(; u; v) 2 C+ y, de aqu se desprende que  2 PC+ = (1; ), lo que
es una contradiccion. Se observa que en ese caso  < [ + kc=dk1b] por
(1.9). Esto completa la prueba de la Parte iii).
Demostracion de la Parte iv): Sea (n; un; vn) 2 C+, n  1, una sucesion
de estados de coexistencia tal que
lm
n!1n = 1; lmn!1 kunk1 =1:
Entonces, considerando (1.14) y repitiendo el mismo argumento de compaci-
dad de la Parte iii), puede encontrarse una subsucesion, etiquetada igual, tal
que
lm
n!1
un
kunk1 = ~u 0 en C
1
0(
);
donde ~u es la autofuncion asociada a 1, normalizada por k~uk1 = 1, y
lm
n!1 vn = c=d debilmente en L
p(
)
para todo p > 1. Como se cumple lo mismo a lo largo de cualquier sucesion,
bajo las hipotesis de la Parte iv), se obtiene que
lm
!1
u
kuk1 = ~u en C
1
0(
) (1.22)
y que
lm
!1
v = c=d debilmente en L
p(
)
para todo p > 1. Sea K un subconjunto compacto de 
. Como ~u  0 en 
,
existe  > 0 tal que
~u  mn
K
~u > mn
K
~u   > 0
en K. Luego, de acuerdo con (1.22),
u  (mn
K
~u  )kuk1 en K
para  sucientemente proximo a 1. Esto concluye la demostracion. 
Como consecuencia inmediata del Teorema 1.1, se cumple el siguiente re-
sultado, que mejora el Teorema 1.1 de J. Lopez-Gomez [30].
Corolario 1.2 Supongamos que b(x), c(x) y d(x) son constantes positivas.
Entonces, (1.1) admite un estado de coexistencia si y solo si
1 <  < 1 = 1 + bc=d: (1.23)
Ademas,
kvk1 < c=d; PC+ = (1; 1): (1.24)
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Demostracion: De acuerdo con el Teorema 1.1 (i), (1.23) es necesaria
para la existencia de estados de coexistencia. Por el Teorema 1.1 (iii),
(1; 1)  PC+ y, por ello, (1.1) admite un estado de coexistencia para
cada  2 (1; 1). Por tanto, (1.23) no es solo necesaria sino tambien su-
ciente para la existencia. El hecho de que kvk1 < c=d es una consecuencia
inmediata del Teorema 1.1 (i). 
En el contexto de [30], la componente C+ tiene la forma que muestra la
Figura 1 de [30]. Pero, para el problema general espacialmente heterogeneo
(1.1) la componente C+ puede tener alguna de las formas mostradas en la
Figura 1.1. El primer dibujo de la Figura 1.1 muestra una componente admi-
sible con 1 =  y P(C+) = (1; ]. El segundo ilustra un caso en que
 > 1. Tales situaciones no pueden suceder con coecientes constantes,
pero, de acuerdo con el Teorema 1.1, ambas son admisibles. Queda abierto el
problema de decidir si realmente cada una de estas situaciones puede ocurrir.
1.3. Resultados de unicidad multidimensionales
Esta seccion da una serie de resultados generales de unicidad de estados de
coexistencia cuando N  1. En primer lugar se demostrara que (1.1) tiene un
1
σ
C +
λinfty 1σ
C +
λ λinfty *
Figura 1.1: Dos posibles diagramas de bifurcacion.
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unico estado de coexistencia si  > 1 esta sucientemente proximo a 1. Mas
tarde se probara que, cuando los coecientes son constantes, (1.1) tiene un
unico estado de coexistencia si  es sucientemente proximo a bc=d  e. Este
resultado mejora el Teorema 1.4 de R. Peng, D. Wei y G. Yang [43], donde se
estudia el caso   bc=d  e.
1.3.1. Unicidad para   1 en el caso general
El siguiente teorema es el principal resultado de esta seccion.
Teorema 1.3 Existe  > 0 tal que (1.1) posee un unico estado de coexistencia
para cada  2 (1; 1 + ].
Demostracion: La unidad local en un entorno de (1; 0; 0) es una consecuen-
cia del teorema de bifurcacion de M. G. Crandall y P. H. Rabinowitz [10] ya
aplicado en la prueba del Teorema 1.1 (ii). Por tanto, se utilizara la misma
notacion introducida en el. Sea Y cualquier subespacio cerrado de E tal que
N [L0] Y = E:
Por (1.12), de acuerdo con el teorema principal de [10], existen  > 0 y dos
funciones analticas reales
 : ( ; )! R; y = (y1; y2) : ( ; )! Y;
tales que:
i) (0) = 1 e y(0) = (0; 0);
ii) F((s); u(s); v(s)) = 0 para todo s 2 ( ; ), donde
(u(s); v(s)) = s
 
('; ( + e) 1(c')) + (y1(s); y2(s)

; jsj < : (1.25)
iii) Existe 0 > 0 tal que, para cada  < 0,
F 1(0)\B(1; 0; 0) = f (; 0; 0);   1 g[f ((s); u(s); v(s)); jsj <  g
para todo  = () 2 (0; ), donde B(1; 0; 0) designa la bola de radio 
centrada en (1; 0; 0) y contenida en RE. Ademas, ()! 0 si ! 0.
Como los ceros de F en R  E proporcionan soluciones clasicas de (1.1),
sustituyendo (1.25) en la primera ecuacion de (1.1) y dividiendo por s, se
obtiene
 ('+ y1(s)) =

1 + 
0(0)s+O(s2)
 b(x)s  ( + e) 1(c') + y2(s) ('+ y1(s))
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para todo s 2 ( ; ). Luego, teniendo en cuenta que  ' = 1' e identi-
cando los terminos de primer orden, encontramos que
 y01(0) = 1y01(0) +

0(0)  b( + e) 1(c')':
Consecuentemente, multiplicando por ' e integrando por partes en 
,
0(0) =
Z


b'2( + e) 1(c')=
Z


'2 > 0: (1.26)
Ademas, la bifurcacion es trans-crtica. Como consecuencia, existe  > 0 tal
que 0(s) > 0 para todo s 2 ( ; ). Eligiendo  < 0 tal que () < , (1.25)
implica que F 1(0) \ B(1; 0; 0) consta de las soluciones triviales (; 0; 0),
 1 <  < 
+
1 , con 
 
1 < 1 < 
+
1 , mas un arco creciente de soluciones,
((s); u(s); v(s)), jsj < () < . Consecuentemente, existe  > 0, con 1 <
1+ < 
+
1 , tal que (1.1) tiene un unico estado de coexistencia en B(1; 0; 0)
para todo  2 (1; 1 + ]. Esto concluye la prueba de la unicidad local de los
estados de coexistencia.
La prueba de unicidad global procede por contradiccion. Supongamos que
existe una sucesion de estados de coexistencia (n; un; vn), n  1, tal que
(n; un; vn) =2 B(1; 0; 0)  R E; lm
n!1n = 1: (1.27)
Entonces, gracias al Teorema 1.1, existe una constante C > 0 tal que
max
n1
fkunk1; kvnk1g  C:
Como (n; un; vn), n  1, satisface (1.21), y ( ) 1 es compacto, se puede
extraer una subsucesion de (n; un; vn), etiquetada por n, tal que
lm
n!1(un; vn) = (u
; v) 2 E
en E. Naturalmente, (1; u
; v) proporciona una solucion no negativa de (1.1).
Ademas, por (1.27),
k(1; u; v)  (1; 0; 0)kRE  :
Consecuentemente, (u; v) 6= (0; 0). Por lo tanto, gracias al Teorema 1.1 (i),
(1; u
; v) debe ser un estado de coexistencia de (1.1). Pero eso es imposible,
ya que (1.1) no admite estados de coexistencia para  = 1 por el Teorema1.1
(i). Esto naliza la prueba. 
1.3.2. Unicidad para   bc=d  e con coecientes constantes
El siguiente teorema recoge el principal resultado de esta seccion.
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Teorema 1.4 Supongamos que
0 :=
bc
d
  e > 1:
Entonces, existe  > 0 tal que (1.1) tiene un unico estado de coexistencia para
cada
 2 I := (0   ; 0 + ):
Demostracion: Introduciendo la variable auxiliar
w = u  b
d
v;
el problema (1.1) puede escribirse bajo la forma equivalente8<:  u = u  du
2 + dwu;
( + e)w = (+ e  bc=d)u; en 
;
(u;w) = (0; 0) sobre @
:
(1.28)
Para  = 0, la segunda ecuacion de (1.28) se reduce a
( + e)w = 0
de donde se desprende que w = 0. Luego, sustituyendo en la primera ecuacion,
se obtiene
 u = u  du2 (1.29)
y, consecuentemente, u es la unica solucion de la ecuacion logstica (1.29) bajo
condiciones de frontera tipo Dirichlet. Denominemos por  a esta solucion.
Entonces, para  = 0, el par
(u; v) = (1; d=b)
proporciona el unico estado de coexistencia de (1.1). El teorema establece
que, tambien para  sucientemente proximo a 0, (1.1) exhibe unicidad. Este
resultado se obtendra como consecuencia del teorema de la funcion implcita.
En efecto, consideremos el operador integral F : R  E ! E introducido
en (1.10), cuyos ceros son las soluciones de (1.1). Se cumple que
F (0; 0 ; d0=b) = 0
y, denotanto
L0 := D(u;v)F (0; 0 ; d0=b) 2 L(E;E);
se tiene que
L0(u; v) =

u  ( ) 1(0u  b0v   d0u)
v   ( ) 1(cu  d0v   d
2
b 0u  ev)

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para todo (u; v) 2 E. Como L0 es una perturbacion compacta de la identidad,
es Fredholm de ndice cero y, por lo tanto, L0 2 Iso(E) si es inyectivo. Supon-
gamos L0(u; v) = 0 para algun (u; v) 2 E. Entonces, por regularidad elptica
u; v 2 C2;0 (
) y (  u = (0   d0)u  b0v;
 v =

c  d2b 0

u  (e+ d0) v: (1.30)
Veamos que (u; v) = (0; 0) es la unica solucion de (1.30). Mediante algunos
calculos directos, se comprueba que cualquier solucion de (1.30) satisface
( + e)

u  b
d
v

= (0   d0)u  b0v + eu  bev=d
  b
d

c  d
2
b
0

u  (e+ d0) v

=

0   d0 + e 
bc
d
+ d0

u = 0
y, por ello,
u =
b
d
v:
Sustituyendo esta identidad en la primera ecuacion de (1.30), se sigue que
( + 2d0   0)u = 0: (1.31)
Por otra parte, por la monotona del autovalor principal respecto del potencial,
se obtiene que
[ + 2d0   0] > [ + d0   0] = 0;
pues
( + d0   0)0 = 0:
Luego, (1.31) implica u = 0 y, consecuentemente, v = du=b = 0, lo que implica
que L0 2 Iso(E).
Por el teorema de la funcion implcita, existe  > 0 y un curva real y
analtica
(u; v) : (0   ; 0 + )! E
tal que
(u(0); v(0)) = (0 ; d0=b) ;
F(; u(); v()) = 0 para todo  2 (0   ; 0 + );
y existe un entorno B de (0; u(0); v(0)) en R E tal que
p 2 F 1(0) \B =) p = (; u(); v()) para algun  2 (0   ; 0 + ):
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En particular, (1.1) admite un unico estado de coexistencia en B para cada
 2 (0   ; 0 + ).
Para completar la prueba del teorema, razonaremos por reduccion al ab-
surdo. Supongamos que existe una sucesion (n; un; vn), n  1, de estados de
coexistencia de (1.1) tal que
lm
n!1n = 0 y (n; un; vn) =2 B 8 n  1: (1.32)
Por (1.8), kvnk1 < c=d para todo n  1. Veamos que existe una constante
C > 0 tal que
kunk1  C 8 n  1: (1.33)
Supongamos por el contrario, que existe alguna subsucesion, etiquetada de
nuevo por n, que cumple
lm
n!1 kunk1 =1:
Entonces, razonando como en la prueba del Teorema 1.1 iii), utilizando (1.14),
y dividiendo por kunk1 con n  1, de las dos ecuaciones de (1.1) se deduce8<:  ~un = n~un   b~unvn ~vn = c~un   d~unvn   e~vn en 
;
(~un; ~vn) = (0; 0) sobre @
:
(1.34)
Como k~unk1 = 1, kvnk1 < c=d para todo n  1, y n ! 0, cuando n!1,
se desprende de la primera ecuacion de (1.34) que existe ~u 2 C10(
) y una
subsucesion de (n; un; vn), etiquetada igual, tal que
lm
n!1 k~un   ~ukC10(
) = 0: (1.35)
Sea p > 1. Como vn < c=d para todo n  1, se puede suponer que
lm
n!1 vn = v 2 L
p(
) debilmente en Lp(
):
Eljase  2 C10 (
). Entonces, multiplicando la primera ecuacion de (1.34) por
 e integrando por partes en 
 se obtieneZ


hr;r~uni = n
Z


~un   b
Z


~unvn
= n
Z


~un   b
Z


~uvn   b
Z


(~un   ~u)vn
para todo n  1 y, haciendo n!1, se deduceZ


hr;r~ui = 0
Z


~u  b
Z


~uv
para cualquier  2 C10 (
). Luego, ~u es una solucion debil de
 ~u = 0~u  b~uv (1.36)
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tal que
k~uk1 = 1; ~u > 0:
Por regularidad elptica, ~u 2 W 2;p(
) debe resolver (1.36) en sentido clasico
y, por tanto, v es independiente de p > 1. Luego, ~u 2 Tp>1W 2;p(
) es una
solucion fuerte de (1.36) con ~uj@
 = 0.
Analogamente, multiplicando la segunda ecuacion de (1.34) por  e inte-
grando por partes en 
, se llega a la identidad
 
Z


~vn = c
Z


~un   d
Z


~unvn   e
Z


~vn
para todo n  1 y, consecuentemente, pasando al lmite n!1, se obtieneZ


(c  dv)~u = 0
para todo  2 C10 (
). Por lo tanto, v = c=d en casi todo punto de 
. Por ello,
(1.36) implica que
0 = [ + bv] = 1 + bc=d = 1;
lo que es imposible, pues
0 =
bc
d
  e < bc
d
+ 1 = 1:
Esta contradiccion concluye la prueba de (1.33).
Volviendo al sistema original, se cumple que8<:  un = nun   bunvn vn = cun   dunvn   evn en 
;
(un; vn) = (0; 0) sobre @
;
(1.37)
para todo n  1. Gracias a (1.8), (1.32) y (1.33), el segundo miembro de ambas
ecuaciones estan acotados en L1 y, por ello, se puede extraer una subsucesion
de (n; un; vn), etiquetada por n, tal que
lm
n!1 kun   ukC10(
) = 0; lmn!1 kvn   vkC10(
) = 0; (1.38)
para ciertas u; v 2 C10(
). Multiplicando por  2 C10 (
) las dos ecuaciones de
(1.37), integrando por partes en 
, y haciendo n ! 1, se deduce de (1.38)
que u; v 2 C2;0 (
) y satisfacen8<:  u = 0u  buv v = cu  duv   ev en 
;
(u; v) = (0; 0) sobre @
;
(1.39)
Observemos que u  0, v  0. Como, debido a (1.32), (0; u; v) =2 intB, en
particular
(u; v) 6= (0 ; d0=b) :
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Luego, por ser (0 ; d0=b) el unico estado de coexistencia de (1.39), se deduce
del Teorema 1.1 i) que u = v = 0. Consecuentemente, de acuerdo con (1.38),
lm
n!1 kunkC10(
) = 0; lmn!1 kvnkC10(
) = 0:
Utilizando (1.14) y volviendo a la primera ecuacion de (1.34), debe existir una
subsucesion de (n; ~un; ~vn), n  1, etiquetada igual, tal que
lm
n!1 k~un   ~ukC10(
) = 0 (1.40)
para algun ~u 2 C10(
) con
k~uk1 = 1; ~u > 0:
Multiplicando la primera ecuacion de (1.34) por una funcion test  2 C10 (
),
integrando por partes en 
, haciendo n ! 1, y utilizando la regularidad
elptica se obtiene facilmente que ~u > 0 debe ser solucion clasica de
 ~u = 0~u:
Por tanto, 0 = 1, lo que es imposible, por hipotesis. Lo que concluye la
demostracion. 
1.4. Comportamiento de los estados de coexistencia para
e " 1. Unicidad para el problema lmite asociado
En esta seccion se analiza el comportamiento de (1.1) con e " 1 en el caso
particular en que todos los coecientes de (1.1) son constantes. En tal caso,
tras algunas manipulaciones simples, se observa con facilidad que el cambio
de variable
u :=
e
d
U; v :=
V
b
;  := e 1; (1.41)
transforma (1.1) en8<:
 U = U   UV
 V = bcd U   UV   V
en 
;
(U; V ) = (0; 0) sobre @
;
(1.42)
lo que revela que los parametros mas signicativos son ,  y bc=d, en lugar
de b, c, d y e.
Como para e " 1, se tiene que  # 0, el problema elptico8<:
 U = U   UV
0 = bcd U   UV   V
en 
;
(U; V ) = (0; 0) sobre @
;
(1.43)
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es el problema lmite de (1.42) cuando e " 1. Las soluciones (1.43) satisfacen
V =
bc
d
U
U + 1
; (1.44)
donde U resuelve  U = U   bcd U2U+1 en 
;
U = 0 sobre @
:
(1.45)
El principal resultado de esta seccion es el siguiente.
Teorema 1.5 El problema (1.45) posee una solucion si y solo si  2 (1; 1),
y es unica si existe.
Supongamos  2 (1; 1) y sea (; u(e); v(e)), e > 0, una familia arbitra-
ria de estados de coexistencia de (1.1). Entonces,
lm
e"1
u(e)
e
= d 1U0; lm
e"1
v(e) =
c
d
U0
U0 + 1
; (1.46)
donde U0 es la unica solucion de (1.45).
Demostracion: En primer lugar, se probara que (1.45) admite una solucion
positiva si y solo si  2 (1; 1) y que es unica si existe. Supongamos que
(1.45) tiene una solucion U . Entonces,
 + bc
d
U
U + 1

U = U
y, por la unicidad del autovalor principal,
 = [ + bc
d
U
U + 1
]: (1.47)
Luego, por la monotona respecto del potencial, la condicion
1 <  = [ + bc
d
U
U + 1
] < 1 + bc=d = 1 (1.48)
es necesaria para la existencia de una solucion positiva de (1.45). Para probar
la suciencia de (1.48), supongamos que 1 <  < 1. Entonces, es facil
comprobar que U := M > 0, donde M es una constante sucientemente
grande, proporciona una supersolucion de (1.45). Ademas, U := ', donde
'  0 es cualquier autofuncion asociada a 1, proporciona una subsolucion
positiva de (1.45) para  > 0 sucientemente peque~no. Tambien, aumentando
M , si es necesario, se tiene que U  U . Consecuentemente, de acuerdo con
el teorema principal de H. Amann [2], (1.45) admite una solucion positiva U
tal que U  U  U . Luego, (1.45) tiene una solucion positiva si y solo si
1 <  < 1.
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Para probar la unicidad, se supondra que U1 6= U2 son dos soluciones de
(1.45). Entonces, substrayendo y reagrupando terminos, se obtiene
 + bc
d
U1 + U2 + U1U2
(U1 + 1)(U2 + 1)

(U1   U2) = (U1   U2) en 

con (U1   U2)j@
 = 0. Por tanto, por la dominancia del autovalor principal y
(1.47), se deduce de la ecuacion previa que
  [ + bc
d
U1 + U2 + U1U2
(U1 + 1)(U2 + 1)
] > [ + bc
d
U1
U1 + 1)
] = ;
lo que es imposible. Esta contradiccion completa la prueba de la unicidad.
Denominaremos por U0 a la unica solucion positiva de (1.45). Observemos
que
(U; V ) = (U0; V0) ; V0 :=
bc
d
U0
U0 + 1
; (1.49)
es la unica solucion de (1.42) con  = 0.
Por el Corolario 1.2, para cada  > 0, (1.42) posee, al menos, un estado
de coexistencia. Sea (; U(); V ()),  > 0, una familia arbitraria de estados
de coexistencia de (1.42). Para completar la prueba del Teorema, es suciente
demostrar que
lm
#0
(U(); V ()) = (U0; V0): (1.50)
Sea n, n  1, una sucesion arbitraria tal que lmn!1 n = 0 y jemos
Un := U(n); Vn := V (n); n  1:
Como consecuencia de (1.8) y (1.41), se tiene
kVnk1  bc=d; n  1: (1.51)
Se arma que existe una constante C > 0 tal que
kUnk1  C; n  1: (1.52)
Para demostrarlo, razonaremos por reduccion al absurdo. Supongamos que a
lo largo de alguna sucesion, etiquetada por n, se tiene que
lm
n!1 kUnk1 =1: (1.53)
Entonces, llamando
~Un := Un=kUnk1; ~Vn := Vn=kUnk1; n  1;
se llega a 8<:
 ~Un =  ~Un   ~UnVn
 n~Vn = bcd ~Un   ~UnVn   ~Vn
en 
;
( ~Un; ~Vn) = (0; 0) sobre @
:
(1.54)
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Como k ~Unk1 = 1 para todo n  1, se obtiene de (1.51) y la primera ecuacion
de (1.54) que existe ~U 2 C10(
) y una subsucesion (n; Un; Vn), etiquetada
igual, tal que
lm
n!1 k ~Un   ~UkC10(
) = 0: (1.55)
Sea p > 1. Por (1.51), podemos suponer que
lm
n!1Vn = V! 2 L
p(
) debilente en Lp(
): (1.56)
Elijamos  2 C10 (
). Entonces, multiplicando la primera ecuacion de (1.54)
por  e integrando por partes en 
 se prueba queZ


hr;r ~Uni = 
Z


 ~Un  
Z


 ~UnVn
para todo n  1 y, haciendo n!1, se deduceZ


hr;r ~Ui = 
Z


 ~U  
Z


 ~UV!
para todo  2 C10 (
). Luego, ~U es una solucion debil de
 ~U =  ~U   ~UV!: (1.57)
Observemos que
k ~Uk1 = 1; ~U > 0:
Por regularidad elpica, ~U 2 W 2;p(
) debe resolver (1.57) y, de aqu, V! es
independiente de p > 1. Por tanto, ~U 2 Tp>1W 2;p(
) es una solucion de
(1.57) con ~U j@
 = 0.
Multiplicando ahora la segunda ecuacion de (1.54) por  e integrando por
partes en 
, se obtiene
 n
Z


~Vn =
bc
d
Z


 ~Un  
Z


 ~UnVn  
Z


 ~Vn
para todo n  1 y, consecuentemente, haciendo n!1, se desprendeZ


(bc=d  V!) ~U = 0
para todo  2 C10 (
). Luego, V! = bc=d y (1.57) implica
 = [ + V!] = 1 + bc=d = 1;
lo que es imposible, ya que hemos supuesto 1 <  < 1. Esta contradiccion
concluye la prueba de (1.52).
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Por tanto, teniendo en cuenta que8<:
 Un = Un   UnVn
 nVn = bcd Un   UnVn   Vn
en 
;
(Un; Vn) = (0; 0) sobre @
;
(1.58)
para todo n  1. Como, debido a (1.51) y (1.52), el segundo miembro de la
primera ecuacion de (1.58) esta acotado en L1, se puede extraer una sucesion
de (n; Un; Vn), etiquetada por n, tal que
lm
n!1 kUn   U!kC10(
) = 0
para algun U! 2 C10(
). Ademas, sin perdida de generalidad, se puede suponer
que se cumple (1.56). Argumentando como se hizo anteriormente, es facil
observar que V! es independiente de p > 1 y que U!  0 es una solucion de  U! = U!   U!V! en 
;
U! = 0 sobre @
:
(1.59)
Se arma que U! > 0. Razonando por reduccion al absurdo, se supondra U! =
0. Entonces, multiplicando la segunda ecuacion de (1.58) por  2 C10 (
) e
integrando por partes en 
, se deduce que
 n
Z


Vn =
bc
d
Z


Un 
Z


UnVn 
Z


Vn
para todo n  1, y, consecuentemente, haciendo n!1, se tiene que R


V! =
0 para cualquier funcion test . Luego, V! = 0. Por otra parte, llamando
~Un := Un=kUnk1; n  1;
y dividiendo la primera ecuacion de (1.58) por kUnk1 se obtiene
 ~Un =  ~Un   ~UnVn; n  1: (1.60)
Como el segundo miembro de (1.60) esta acotado en L1, se puede extraer
una subsucesion tal que
lm
n!1 k ~Un   ~UkC10(
) = 0
para algun ~U 2 C10(
). Necesariamente,
k ~Uk1 = 1; ~U > 0:
Multiplicando ahora (1.60) por una funcion test  e integrando por partes en

 se tiene Z


hr ~Un;ri = 
Z


~Un 
Z


Vn ~Un; n  1:
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Luego, tomado lmites, es facil observar que ~U > 0 debe vericar
 ~U =  ~U
en 
 y ~U j@
 = 0, pues V! = 0. Consecuentemente,  = 1, lo que nos lleva a
contradiccion. Por consiguiente, U! > 0.
Sea  2 C10 (
) arbitraria. Multiplicando las segunda ecuacion de (1.58)
por  e integrando por partes en 
, se deduce
 n
Z


Vn =
bc
d
Z


Un 
Z


UnVn 
Z


Vn (1.61)
para todo n  1. Luego, haciendo n!1 en (1.61), se obtieneZ



bc
d
U!   U!V!   V!

 = 0
para toda funcion test . Por tanto,
bc
d
U!   U!V!   V! = 0
y, de ah podemos deducir que
V! =
bc
d
U!
U! + 1
:
Finalmente, sustituyendo V! en (1.59) se concluye por unicidad que U! = U0.
Naturalmente, esto implica V! = V0 y naliza la prueba. 
El Teorema 1.5, nos conduce de forma natural a conjeturar que, para todo
 2 (1; 1), el Problema (1.1) tiene un unico estado de coexistencia para
e sucientemente grande. La siguiente discusion evidencia que resolver esta
conjetura no parece una tarea facil.
A continuacion, consideraremos el operador
G : R Z ! Z; Z := C2;0 (
) C0 (
);
denido por
G(; U; V ) :=

U   ( ) 1(U   UV )
V   ( ) 1   bcd U   UV   V 

para todo (; U; V ) 2 RZ. Por regularidad elptica, los ceros de G proporcio-
nan las soluciones de (1.42). G es un polinomio y, por tanto, es real y analtico
en (; U; V ). Ademas,
G(0; U0; V0) = 0
y el operador linealizado
M0 := D(U;V )G(0; U0; V0) 2 L(Z)
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viene dado por
M0(U; V ) =

U   ( ) 1(U   U0V   V0U)
 ( ) 1   bcd U   U0V   V0U   V 

para todo (U; V ) 2 Z. Evidentemente, aunque el rango de G es Z si  6= 0,
en el caso lmite en que  = 0 el rango de G es el espacio de Banach F =
C2;0 (
) C2;0 (
), que es un subespacio propio de Z. De hecho, como
M0 2 Iso(Z;F ); (1.62)
el operador M0 no puede ser un isomorsmo de Z. Por ello, no se puede
aplicar el teorema de la funcion implcita para construir una curva solucion
parametrizada por  > 0 en un entorno de (; U; V ) = (0; U0; V0). De hecho,
las consecuencias del teorema de la funcion implcita no son ciertas en este
contexto, como comprobaremos a continuacion. Y esta es la razon por la que
nuestra conjetura anterior permanece abierta.
Para comprobar (1.62), sea (f; g) 2 F . Armamos que existe un unico
(U; V ) 2 X tal que
M0(U; V ) = (f; g);
o, equivalentemente,
U   ( ) 1(U   U0V   V0U) = f;
 ( ) 1   bcd U   U0V   V0U   V  = g;
que puede expresarse bajo la forma
( + V0   )U + U0V =  f;
(U0 + 1)V  
 
bc
d   V0

U =  g: (1.63)
De la segunda ecuacion de (1.63), se inere
V =
bc=d  V0
U0 + 1
U   g
U0 + 1
: (1.64)
Luego, sustituyendo (1.64) en la primera ecuacion de (1.17), nos conduce a
resolver
 + V0 + (bc=d  V0) U0
U0 + 1
  

U =  f + U0
U0 + 1
g: (1.65)
Como U0 es la unica solucion de (1.45), se obtiene
 = [ + bc
d
U0
U0 + 1
]:
Por tanto, jando
 := [ + V0 + (bc=d  V0) U0
U0 + 1
  ];
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Se observa que
 > [ + V0 U0
U0 + 1
+ (bc=d  V0) U0
U0 + 1
  ]
= [ + bc
d
U0
U0 + 1
]   = 0:
De donde se desprende
U =

 + V0 + (bc=d  V0) U0
U0 + 1
  
 1
 f + U0
U0 + 1
g

nos proporciona la unica solucion de (1.65). Consecuentemente, por el teorema
de la funcion abierta se concluye que M0 2 Iso(Z;F ).
Como F es un subespacio cerrado de Z, no se puede aplicar el teorema de
la funcion implicta a G en (0; U0; V0) para deducir la existencia de una curva
regular (; U(); V ()),   0, de estados de coexistencia de (1.42) perturbando
desde (0; U0; V0). De hecho, tal curva no existe. En efecto, supongamos que
tal curva existe y que posee el siguiente desarrollo en  = 0
U() = U0 + U1 +O(
2); V () = V0 + V1 +O(
2); ! 0:
Entonces, sustituyendo estos desarrollos en (1.42) e identicando terminos con
el mismo orden en , obtenemos que
V1 =
bc=d  V0
U0 + 1
U1 +
V0
U0 + 1
con U1 2 C2;0 (
) y, consecuentemente, V1 6= 0 en @
, lo que es una contradic-
cion. Por tanto, con este sencillo ejemplo, se observa que no se puede aplicar el
teorema de la funcion implcita para obtener la unicidad de estados de coexis-
tencia de (1.42) para  > 0 sucientemente peque~no. Este hecho contrasta con
los resultados obtenidos por L. Li y A. G. Ramm [26], que deberan revisarse
y actualizarse.
1.5. Estructura global de C+ en el modelo unidimensio-
nal
El principal resultado de esta seccion queda recogido en el siguiente teorema.
Teorema 1.6 Supongamos que N = 1, L > 0, 
 = (0; L), c=d 2 C2[0; L], y
 
 c
d
00
(x) + e(x)
c
d
(x) > 0 para todo x 2 (0; L): (1.66)
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Entonces, la componente de estados de coexistencia C+ construida en el
Teorema 1.1 es una curva analtica real, parametrizada por , que conecta
(; u; v) = (1; 0; 0) con (; u; v) = (1;1; c=d).
Ademas, v(x) < c(x)=d(x) para todo x 2 [0; L] si (; u; v) 2 C+, mientras
que si v   c=d cambia de signo, (; u; v) es un estado de coexistencia tal que
(; u; v) =2 C+.
La condicion (1.66) se verica para e(x) sucientemente grande. Como
consecuencia del Teorema 1.6, el Problema (1.1) admite un unico estado de
coexistencia si y solo si, v(x) < c(x)=d(x) para todo x 2 [0; L] y cualquier
estado de coexistencia (; u; v) de (1.1). Desafortunadamente, excepto en el
caso en que c=d es constante, se desconoce si esa estimacion se cumple o no. En
el caso de coecientes constantes siempre se cumple que v < c=d y se verica
(1.66). Consecuentemente, en tal caso, el estado de coexistencia es unico si
existe. Desde esta perspectiva, el Teorema 1.6 es una mejora substancial de
[30, Th. 5.1].
El resto de esta seccion se dedica a la prueba del Teorema 1.6. Consta de
dos resultados de invertibilidad, de gran interes intrnseco, que se estudiaran
en las dos primeras subsecciones. Finalmente, la tercera seccion concluye la
prueba de Teorema.
1.5.1. Un resultado de invertibilidad
Teorema 1.7 Supongamos que N = 1, L > 0, 
 = (0; L), y ;  2 C[0; L]
cumplen
(x) > 0 y (x) > 0 para todo x 2 (0; L): (1.67)
Sea (u0; v0) un estado de coexistencia de (1.1). Entonces, (u; v) = (0; 0) es la
unica solucion de8<:  u
00 + (bv0   )u =  v
 v00 + (du0 + e)v = u en (0; L);
u(0) = u(L) = v(0) = v(L) = 0:
(1.68)
Demostracion: Se razonara por reduccion al absurdo. Supongamos que
(1.68) admite una solucion (u; v) 6= (0; 0). Entonces, necesariamente, u 6= 0 y
v 6= 0, por (1.67). Ademas, multiplicando la primera ecuacion de (1.68) por
u0 e integrando en (0; L), se obtiene
 
Z L
0
vu0 =
Z L
0
u0

  d
2
dx2
+ bv0   

u =
Z L
0
u

  d
2
dx2
+ bv0   

u0 = 0
y, consecuentemente, v debe cambiar de signo en (0; L). Analogamente, u
cambia de signo en (0; L). En realidad, si u > 0 (resp. u < 0) en (0; L),
entonces
 v00 + (du0 + e)v = u > 0 (resp. < 0) en (0; L);
Estados estacionarios 29
y, de aqu se desprende, por el principio del maximo fuerte, v  0 (resp.
v  0) en (0; L), lo que es imposible.
Sin perdida de generalidad, podemos suponer que u > 0 en (0; x) para
algun x > 0, porque (1.68) es lineal. Se arma que existe p 2 N y p puntos
xj 2 (0; L); 1  j  p; xj < xj+1;
tales que, para todo 1  j  p+ 1,
( 1)j 1u > 0 en (xj 1; xj); (1.69)
donde hemos llamado
x0 := 0; xp+1 := L:
Para demostrarlo, razonaremos por reduccion al absurdo, suponiendo que al-
guna familia innita de subintervalos disjuntos de [0; L], donde u cambia de
signo alternativamente, se acumula hacia algun punto y0 2 [0; L]. Entonces,
u(y0) = u
0(y0) = 0 (1.70)
y, como las soluciones de (1.68) estan en correspondencia uno a uno con las
soluciones del problema de Cauchy8>>>><>>>>:
d
dx
0BB@
u
u^
v
v^
1CCA =
0BB@
0 1 0 0
bv0    0  0
0 0 0 1
  0 du0 + e 0
1CCA
0BB@
u
u^
v
v^
1CCA
(u(y0); u^(y0); v(y0); v^(y0)) = (u0; u^0; v0; v^0);
(1.71)
por la unicidad de la solucion de (1.71), (1.70) implica
(v(y0); v
0(y0)) 6= (0; 0):
Luego, existe  > 0 tal que v(x) tiene signo constante en (y0 ; y0)\[0; L] y en
(y0; y0 + )\ [0; L]. Sea zn, n  1, una sucesion creciente con lmn!1 zn = y0
y, para cada n  1, u(zn) = 0 y ( 1)n 1u > 0 en (zn; zn+1). Eligiendo un
n sucientemente grande para que zn > y0    y considerando el intervalo
In := (zn; y0), como v tiene signo constante en In y u(zn) = u(y0) = 0, se
deduce a partir de
 u00 + (bv0   )u =  v in In
que, o bien u  0 o u  0 in In, lo que es imposible. En efecto, se trata de
una consecuencia directa del principio del maximo fuerte pues
0 = 
 d=dx2 + bv0   ; (0; L) <   d=dx2 + bv0   ; In : (1.72)
Observemos que la igualdad en (1.72) viene de
( d=dx2 + bv0   )u0 = 0:
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Analogamente, se puede armar que no existe una sucesion zn, n  1, tal que
lmn!1 zn = y0, y, para cada n  1, u(zn) = 0 y ( 1)n 1u > 0 en (zn+1; zn).
Por tanto, los puntos donde u cambia de signo no pueden acumularse en [0; L].
Consecuentemente, existe p 2 N y p puntos xj 2 (0; L), 1  j  p, xj < xj+1,
que cumplen (1.69) para todo 1  j  p+ 1.
Para completar la prueba del teorema, es suciente comprobar que
( 1)j 1v(xj) < 0 para todo 1  j  p+ 1; (1.73)
ya que esto implicara v(xp+1) = v(L) 6= 0, lo que contradice v(L) = 0 y
concluye la prueba del teorema.
Supongamos v(x1)  0. Entonces, aplicando el principio del maximo a la
segunda ecuacion de (1.68) se comprueba facilmente que en ese caso v  0
en (0; x1). Luego,  v  0 en (0; x1), y aplicando el principio del maximo a
la primera ecuacion se llega a que u  0 en (0; x1), lo que es imposible, por
(1.69). Por tanto,
v(x1) < 0:
Debera observarse que
0 = 
 d=dx2 + bv0   ; (0; L) <   d=dx2 + bv0   ; (0; x1) ;
porque (0; x1) es un subintervalo propio (0; L).
Supongamos que v(x2)  0. Entonces, ya que v(x1) < 0 y u < 0 en
(x1; x2), se tiene u < 0 en (x1; x2). Luego, por el principio del maximo,
v < 0 en (x1; x2). Por ello, a partir de la primera ecuacion, se desprende que
u  0 en (x1; x2), llegando a una contradiccion. Consecuentemente, v(x2) > 0.
Un elemental argumento inductivo muestra (1.73). Esto naliza la prueba. 
1.5.2. Un resultado auxiliar
Proposicion 1.8 Sea (0; u0; v0) un estado de coexistencia de C+ tal que
v0(x) < c(x)=d(x) para todo x 2 [0; L]: (1.74)
Entonces, en un entorno de (0; u0; v0), C+ consiste en un arco de curva
analtica parametrizado por .
Demostracion: Deberamos recordar que los estados de coexistencia de (1.1)
son los ceros del operador no lineal F : R E ! E denido en (1.10). Como
(0; u0; v0) 2 C+, se tiene que
F(0; u0; v0) = 0:
Ademas, F es real analtica y la linealizacion
L0 := D(u;v)F(0; u0; v0) 2 L(E);
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viene dada a traves de
L0(u; v) =

u  ( ) 1(0u  bu0v   bv0u)
v   ( ) 1 (cu  du0v   dv0u  ev)

para todo (u; v) 2 E. Por ser una perturbacion compacta de la identidad,
es Fredholm de ndice cero. Luego, para probar que es un isomorsmo, es
suciente comprobar que es inyectivo. En efecto, supongamos que
L0(u; v) = 0
para algun (u; v) 2 E. Entonces, por regularidad elptica, (u; v) 2 F y resuelve8<:  u
00 + (bv0   0)u =  bu0v
 v00 + (du0 + e)v = (c  dv0)u en (0; L);
u(0) = u(L) = v(0) = v(L) = 0:
Por (1.2) y el Teorema 1.1 i), se obtiene b(x)u0(x) > 0 para todo x 2 (0; L).
Ademas, gracias a (1.74), se conoce que c(x)   d(x)v0(x) > 0 para todo
x 2 [0; L]. Por tanto, el Theorem 1.7 nos conduce a que (u; v) = (0; 0) y,
consecuentemente L0 2 Iso(E). Finalmente, una aplicacion estandar del teo-
rema de la funcion implcita concluye la prueba. 
1.5.3. Demostracion del Teorema 1.6
La prueba esta basada en el hecho de que bajo la condicion (1.66), cualquier
estado de coexistencia (; u; v) 2 C+ satisface
v(x) < c(x)=d(x) para todo x 2 [0; L]: (1.75)
Observemos que (1.75) se mantiene en un entorno de 0 y L, por (1.2), ya que
v(0) = v(L) = 0. Es obvio que (1.75) se cumple cuando  es sucientemente
proximo a 1, pues en ese caso, de acuerdo con el Teorema 1.3, la solucion
de C+ proporciona la unica solucion de (1.1) y C+ bifurca desde (; u; v) =
(1; 0; 0). Consecuentemente, v  0 y, por tanto, se verica (1.75).
De acuerdo con la Proposicion 1.8, siempre que (1.75) se cumpla, C+ debe
ser un arco de curva analtica parametrizado por . O bien (1.75) se veri-
ca para todos los valores de  en el intervalo (1; 1), o existe un primer
valor de , denominado 1, donde la condicion (1.75) falla a lo largo de la
curva analtica construida. Se denominara por (; u; v), 1 <   1, a la
parametrizacion de C+. Entonces,
v(x) < c(x)=d(x) para todo x 2 [0; L] y  2 (1; 1);
mientras que existe x1 2 (0; L) tal que
v1(x1) = c(x1)=d(x1) y v1  c=d:
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A partir de la segunda ecuacion de (1.1), se obtiene
( + e(x1))v1(x1) = (c(x1)  d(x1)v1(x1))u1(x1) = 0:
Ademas, por (1.66),
( + e(x1))
 c
d
(x1)  v1(x1)

> 0:
Luego, por continuidad, existe  > 0 tal que
( + e(x))
 c
d
(x)  v1(x)

> 0 if jx  x1j  
y, consecuentemente, por el principio del maximo fuerte, se concluye
c
d
  v1  0
en un entorno de x1, lo que es imposible. Esta contradiccion naliza la prueba
de la primera parte del teorema.
Sabemos que (1.75) se verica si (; u; v) 2 C+. Ademas, adaptando el
argumento utilizado en la prueba, v   c=d cambia de signo si (1.75) deja
de cumplirse. Para completar la prueba del teorema, todava es necesario
demostrar que v c=d cambia de signo si (; u; v) es un estado de coexistencia
de (1.1) tal que (; u; v) =2 C+. Razonando de nuevo por reduccion al absurdo,
supongamos que existe (0; u0; v0) =2 C+ tal que
v0(x) < c(x)=d(x) para todo x 2 [0; L]:
Entonces, combinando el argumento local de la Proposicion 1.8 junto con un
argumento de continuidad global en el parametro , se puede construir un
arco de curva analtica maximal de estados de coexistencia de (1.1) pasando
por (0; u0; v0), denominado por (; u(); v()), donde
(u(0); v(0)) = (u0; v0):
Este arco maximal nos proporciona otra componente de estados de coexisten-
cia, ~C+ 6= C+. De acuerdo con el Teorema 1.1, ~C+ estalla en  = 1 y esta de-
nido para todo  2 [1; 1). Como no puede bifurcarse desde (1; 0; 0), ya que
en tal caso se llegara a una contradiccion con la unicidad dada por el Teorema
de M. G. Crandall y P. H. Rabinowitz [10], necesariamente (1; u(1); v(1))
debe ser un estado de coexistencia, lo que es imposible, pues sabemos que
 > 1 es condicion necesaria para la existencia de estados de coexistencia.
Esto naliza la prueba del Teorema 1.6.
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2.1. Introduccion
El objetivo de este segundo captulo es el estudio de la dinamica del problema
parabolico8>><>>:
@u
@t  u = u  b(x)uv
@v
@t  v = c(x)u  d(x)uv   e(x)v
x 2 
; t > 0;
(u; v) = (0; 0) x 2 @
; t > 0;
u(x; 0) = u0 > 0; v(x; 0) = v0  0 x 2 
;
(2.1)
donde 
 es un dominio acotado de RN , N  1, con frontera @
 de clase C2;
para algun  2 (0; 1),  2 R,  > 0, es considerado como un parametro de
bifurcacion y las funciones b, c, d, e 2 C(
) satisfacen
b(x) > 0; c(x) > 0; d(x) > 0; e(x) > 0; para todo x 2 
: (2.2)
En muchos casos, la dinamica de (2.1) esta regulada por sus estados estacio-
narios no negativos, que son las soluciones no negativas del problema elptico.8<:  u = u  b(x)uv v = c(x)u  d(x)uv   e(x)v en 
;
(u; v) = (0; 0) en @
:
(2.3)
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El problema (2.3) admite dos tipos de soluciones no negativas: (0; 0), deno-
minado estado trivial, y aquellas de la forma (u; v), con u  0 y v  0,
frecuentemente conocidas como estados de coexistencia y que ya han sido
estudiados en el Captulo 1.
El problema general espacialmente heterogeneo (2.1) es una contrapartida
del estudiado por W. Zhou [48], R. Peng, D. Wei y G. Yang [43], J. Zhou y
J. Shi [47] y J. Lopez-Gomez [30], donde b, c, d y e eran constantes positivas.
El modelo estudiado en este captulo es un renamiento del propuesto por W.
E. Kastenberg y P. L. Chambre [23] en Ingeniera Nuclear, donde u mide la
densidad de los neutrones rapidos y v es la temperatura del reactor. Algunos
estudios pioneros acerca de la dinamica de estos modelos fueron realizados por
P. Mottoni y A. Tesei [41], F. Rothe [45] y, recientemente, por G. Arioli [4].
En el Captulo 1 hemos demostrado que, en el caso general en que b, c, d y
e son funciones positivas y continuas, el problema (2.3) posee una componente
de soluciones positivas, C+, tal que (1; 0; 0), (1;1; c=d) 2 C+, donde
1 := [ + bc=d]; (2.4)
y que existe  > 0 tal que (2.3) tiene un unico estado de coexistencia si
 2 (1; 1 + ].
En muchos rangos de valores de los parametros que aparecen en la for-
mulacion del problema (2.1), el sistema asociado es no cooperativo, y obtener
unicidad puede ser una tarea muy difcil (ver, por ejemplo, J. Lopez-Gomez
y R. Pardo [35, 36], A. Casal et al. [8], E. N. Dancer, J. Lopez-Gomez y R.
Ortega [14], J. Lopez-Gomez [29]).
Los unicos resultados conocidos sobre la dinamica de (2.1) son los de G.
Arioli [4], donde se estudia el problema en el caso especial en que b, c, d, y
e son constantes positivas. Arioli demostro que (0; 0) es un atractor global
de (2.1) en L2(
)  L2(
) si   1, mientras que (2.1) posee un atractor
compacto si 1 <  < 1 + bc=d, y la solucion de (2.1) crece a innito en
L2(
) L2(
) si   1 + bc=d cuando t " 1.
El objetivo fundamental de este captulo es el analisis del comportamiento
dinamico no de (2.1) en el caso general en que b, c, d y e son funciones po-
sitivas. Los principales resultados obtenidos se pueden resumir de la siguiente
forma:
(a) Si  < 1, entonces (0; 0) es linealmente asintoticamente estable y, de
hecho, es un atractor global de (2.1) en L2(
) L2(
).
(b) Si  = 1, entonces (0; 0) es linealmente neutralmente estable, pero
sigue siendo un atractor global de (2.1) en L2(
)  L1(
). Si, ademas,
c y e son constantes positivas, entonces (0; 0) es un atractor global en
L2(
) L2(
).
(c) (0; 0) es linealmente inestable si  > 1. Ademas, existe  > 0 tal que el
unico estado estacionario de (2.1) para cada  2 (1; 1 + ], es lineal-
mente asintoticamente estable.
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(d) Si b(x)=d(x) es constante y +e bc=d > 0 en 
, entonces (2.3) admite, a
lo sumo, un unico estado de coexistencia. Ademas, es un atractor global
de (2.1) siempre que exista.
(e) Si b=d es constante y 1 + e  bc=d > 0 en 
, entonces (2.3) admite un
estado de coexistencia si y solo si 1 <  < 1.
(f) Si b=d y c son constantes positivas, entonces (2.3) posee un estado de
coexistencia si y solo si 1 <  < 1. Ademas, existen  > 0 y  > 0
tales que (2.3) admite un unico estado de coexistencia para cada
 2 (1; 1 + ] [ [1   ; 1):
Mas aun, el estado de coexistencia es un atractor global si  2 [1  
; 1).
(g) Supongamos que b=d y c son constantes y   1. Entonces,
lm
t!1u =1
en L2(
), mientras que v permanece acotado en L1(
).
Como, en general, cuando
+ e(x)  b(x)c(x)=d(x)
cambia de signo en 
, no se puede excluir la existencia de soluciones periodicas
no triviales de (2.1), estos resultados son bastantes satisfactorios cuando b(x)
y d(x) son multiplos. La atractividad global del unico estado de coexistencia
cuando + e  bc=d > 0 es un resultado absolutamente novedoso, incluso en
el caso particular de coecientes constantes.
La distribucion del captulo es la siguiente. La Seccion 2 establece la uni-
cidad y existencia global de las soluciones de (2.1). La Seccion 3 demuestra la
extincion de (u; v) cuando   1. Estas dos secciones extienden y completan
substancialmente los resultados obtenidos por G. Arioli [4] para coecientes
constantes. En general, probar que (0; 0) es un atractor global de (2.1) en
L2(
)  L1(
) si  = 1 es complicado y el argumento que vamos a pro-
porcionar es original. La Seccion 4 analiza la estabilidad linealizada de (0; 0)
recurriendo al principio de intercambio de estabilidad de M. G. Crandall y P.
H. Rabinowitz [11] con objeto de demostrar el resultado del apartado (c).
La Seccion 5 demuestra la unicidad del estado de coexistencia de (2.3)
cuando b=d es constante y  + e   bc=d > 0 en 
. Este resultado generaliza
el Teorema 1.2 de J. Zhou y J. Shi [47]. Nuestra demostracion es mucho mas
directa que la utilizada en [47] para coecientes constantes, pues, en lugar
de utilizar el argumento de continuacion global de [47], nuestro resultado es
una consecuencia inmediata del Teorema 2.1 de J. Lopez-Gomez y M. Molina-
Meyer [32]. La Seccion 6 completa la demostracion de los apartados (d)-(f).
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La prueba del caracter atractivo global del unico estado de coexistencia de
(2.3) bajo la condicion  + e   bc=d > 0 en 
 es una consecuencia directa
de la teora abstracta desarrollada por M. Molina-Meyer en [38, 39, 40] para
sistemas cooperativos irreducibles. La Seccion 7 demuestra el apartado (g).
El resultado del apartado (e) establece que (2.3) admite un unico estado
de coexistencia cuando e es sucientemente grande, en el caso especial en que
b=d es constante. Por tanto, resuelve parcialmente la conjetura del Captulo
1, que permanece abierta en el caso general en que b y d son arbitrarias.
A lo largo de este captulo, para cualquier a 2 C(
), se denotara
aL := mn


a; aM := max


a:
Observemos que aM = kak1 = kakC(
) si a > 0.
2.2. Existencia global
El principal resultado de esta seccion establece la existencia global de una
unica solucion de (2.1) para todo u0; v0 2 L1(
) con u0 > 0 y v0  0.
Teorema 2.1 Para todo u0; v0 2 L1(
) existe  > 0 tal que (2.1) tiene una
unica solucion (local) en [0; ]. Ademas, para cualquier T > 0 si el problema
admite una solucion en [0; T ], la solucion debe ser unica en [0; T ]. Aun mas,
si u0 > 0, v0  0, y (u(x; t); v(x; t)) es la solucion de (2.1) en [0; T ], entonces
u(; t) 0; 0 v(; t) M = max fkv0k1; kc=dk1g ; (2.5)
para todo t 2 [0; T ]. Por tanto, la solucion de (2.1) esta globalmente denida
en t > 0.
A lo largo de todo el captulo, la unica solucion global de (2.1) se deno-
tara por
(u; v) := (u(; t); v(; t)) = (u(x; t); v(x; t)) = (u(x; t;u0; v0); v(x; t;u0; v0)) :
Demostracion: La existencia y unicidad de una unica solucion clasica se
deduce de resultados bien conocidos de la teora de ecuaciones parabolicas y
sistemas (ver, por ejemplo, Daners y Koch [15], Henry [20] y Lunardi [37]).
Dado T > 0 es conocido que, si (2.1) tiene una solucion en [0; T ], esta debe
ser necesariamente unica, pues la cinetica del sistema es localmente Lipschitz
en L1(
)L1(
). Dicha solucion se denotara por (u; v). Probaremos en pri-
mer lugar que u  0. Sea u  := mnf0; ug. Multiplicando la primera ecuacion
de (2.1) por u  se obtieneZ


u 
@u
@t
 
Z


u u = 
Z


u u 
Z


bu uv: (2.6)
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Ademas,Z


u 
@u
@t
=
Z
[u =0]
u 
@u
@t
+
Z
[u <0]
u 
@u
@t
=
Z
[u <0]
u 
@u
@t
=
Z
[u<0]
u 
@u 
@t
=
1
2
d
dt
Z


 
u 
2
:
Por ser u  = 0 sobre @
 para todo t 2 [0; T ] conocemos tambien,
 
Z


u u =
Z


hru ;rui =
Z
[u =0]
hru ;rui+
Z
[u <0]
hru ;rui
=
Z
[u <0]
hru ;rui =
Z


jru j2:
Luego, al sustituir estas identidades en (2.6), obtenemos
1
2
d
dt
Z


 
u 
2  1
2
d
dt
Z


 
u 
2
+
Z


jru j2 = 
Z


u u 
Z


bu uv
=
Z


(  bv)  u 2  K Z


 
u 
2
;
siendo
K := + kbk1kvk1;
[0;T ]:
Consecuentemente, deniendo
x(t) :=
Z


 
u 
2
;
teniendo en cuenta que u0 > 0 y que por tanto u
 
0 = 0, se desprende que
x(0) =
Z


 
u 0
2
= 0; x0(t)  2Kx(t) 8 t 2 [0; T ]: (2.7)
Como el cambio de variable x(t) = e2Kty(t) transforma (2.7) en
y(0) = 0; y0(t)  0; y(t)  0;
se tiene que y = 0, y, por tanto, x = 0. En consecuencia, u  = 0 y de ahi,
u  0. Por ser u0 > 0, el principio del maximo parabolico de Nirenberg [42],
nos asegura que u(; t)  0 para todo 0 < t  T . As concluye la primera
armacion de (2.5).
Probaremos ahora que v(x; t)  0. De (2.2), se deduce
@v
@t
 v = c(x)u  d(x)uv   e(x)v > ( d(x)u(x; t)  e(x))v;
pues u 0. Gracias al principio del maximo parabolico,
v(x; t) z(x; t);
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siendo z la unica solucion del problema8<:
@z
@t  z = ( du  e)z x 2 
; t > 0;
z = 0 x 2 @
; t > 0;
z(x; 0) = v0 x 2 
:
Como z  0, es v  0 en 
 para todo t 2 (0; T ].
A continuacion, se probara la estimacion superior de v en (2.5). Sea
~v := maxf0; v  Mg:
Entonces, multiplicando la segunda ecuacion de (2.1) por ~v se obtieneZ


~v
@v
@t
 
Z


~vv =
Z


(c  dv)u~v  
Z


e~vv: (2.8)
Observemos queZ


~v
@v
@t
=
Z


~v
@(v  M)
@t
=
Z
[v>M ]
~v
@(v  M)
@t
+
Z
[vM ]
~v
@(v  M)
@t
=
Z
[v>M ]
~v
@(v  M)
@t
=
Z
[v>M ]
~v
@~v
@t
=
Z


~v
@~v
@t
=
1
2
d
dt
Z


~v2;
y que, ademas,
 
Z


~vv =
Z


hr~v;rvi =
Z
[vM ]
hr~v;rvi+
Z
[v>M ]
hr~v;rvi
=
Z
[v>M ]
hr~v;rvi =
Z
[v>M ]
hr~v;r(v  M)i
=
Z
[v>M ]
jr~vj2 =
Z


jr~vj2;
por ser ~v = 0 cuando v M . Analogamente,Z


(c  dv)u~v =
Z
[vM ]
(c  dv)u~v +
Z
[v>M ]
(c  dv)u~v
=
Z
[v>M ]
(c  dv)u~v =
Z
[v>M ]
(c  dv)u(v  M)  0
ya que c  dv < 0, pues v > M  kc=dk1.
Consecuentemente, sustituyendo todas estas estimaciones en (2.8) se de-
duce
1
2
d
dt
Z


~v2  1
2
d
dt
Z


~v2 +
Z


jr~vj2 =
Z


(c  dv)u~v  
Z


ev~v  0
y por tanto, para todo t 2 (0; T ], se obtiene
0 
Z


~v2(x; t) dx 
Z


~v2(x; 0) dx:
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Por otra parte, gracias a (2.5), sabemos que
~v(x; 0) = maxf0; v0  Mg = 0;
por serM  v0. En consecuencia, ~v = 0 y, por denicion de M, v M . Queda
as nalizada la prueba de (2.5).
Falta por ultimo, demostrar la existencia global en tiempo. Para ello, razo-
naremos por reduccion al absurdo. Supongamos que [0; Tmax), con Tmax  1,
es el intervalo maximal de existencia de la solucion de (2.1). Como se ha
comprobado ya que v M en [0; Tmax), necesariamente
lm sup
t"Tmax
ku(; t)kC(
) =1 si Tmax <1:
Ademas, por ser u(; t)  0 y v(; t)  0 para todo 0 < t < Tmax, se deduce
de (2.1) y (2.2) que
@u
@t
= u+ u  buv < u+ u en 
 (0; Tmax):
Luego, de acuerdo con el principio del maximo parabolico, se cumple que u  ~u
en 
 (0; Tmax), donde ~u es la unica solucion del problema lineal parabolico8<:
@~u
@t = ~u+ ~u; x 2 
; t > 0;
~u(x; t) = 0; x 2 @
; t > 0;
~u(x; 0) = u0; x 2 
;
(2.9)
que viene dada por ~u(; t) = et(+)u0. Consecuentemente,
u(; t)  et(+)u0 en 
 para todo 0 < t < Tmax:
Pero, en ese caso, existira una constante C > 0 tal que ku(; t)kC(
)  C para
todo t < Tmax llegando a una contradiccion. Por tanto, Tmax =1. 
2.3. Extincion en 
 para   1
El principal resultado de esta seccion establece que
lm
t!1(u; v) = (0; 0) si   1:
en el sentido precisado por el siguiente teorema.
Teorema 2.2 Se verican las siguientes armaciones:
(i) Supongamos que  < 1 y sea (u; v) la unica solucion de (2.1). Entonces,
lm
t!1
Z


u2(x; t) dx = 0 y lm
t!1
Z


v2(x; t) dx = 0: (2.10)
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(ii) Supongamos  = 1 y sea (u; v) la unica solucion de (2.1). Entonces,
lm
t!1
Z


u2(x; t) dx = 0 y lm
t!1
Z


v(x; t) dx = 0: (2.11)
(iii) Supongamos que  = 1 y que, ademas, c(x) y e(x) sean constantes
positivas. Entonces, tambien se cumple (2.10).
Toda la seccion se dedica a la demostracion de este teorema. En la primera
subseccion se establecen algunos resultados tecnicos auxiliares. En el resto de
las subsecciones se probara cada uno de los apartados del teorema. Las pruebas
constituyen una adaptacion de las de G. Arioli [4], que originalmente fueron
dadas para el caso particular de coecientes constantes.
2.3.1. Algunos resultados auxiliares de naturaleza tecnica
Esta seccion nos proporciona dos resultados de naturaleza tecnica que son
necesarios en la demostracion del Teorema 2.2.
Lema 2.3 Supongamos que ! es una constante positiva, f 2 L1[0;1), f  0,
x0 > 0 y x 2 C1[0;1) satisfacen
x0(t) + !x(t)  f(t) para todo t  0;
x(0) = x0:
(2.12)
Entonces,
lm
t!1x(t) = 0:
Demostracion: El cambio de variable x(t) = e !ty(t), t  0, transforma
(2.12) en
y0(t)  e!tf(t); t  0; y(0) = x(0) = x0;
y nos conduce a la desigualdad
x(t)  e !tx0 +
Z t
0
e !(t s)f(s) ds; t  0:
Luego, para demostrar el lema es suciente comprobar que se cumple
lm
t!1
Z t
0
e !(t s)f(s) ds = 0: (2.13)
Para probar (2.13) se argumentara de la siguiente forma. Dado un  > 0, como
f  0 y f 2 L1[0;1), existe T = T () > 0 tal que R1
T
f   y, por tanto,
para todo t > T , se deduceZ t
0
e !(t s)f(s) ds =
Z T
0
e !(t s)f(s) ds+
Z t
T
e !(t s)f(s) ds
 e!(T t)
Z T
0
f +
Z t
T
f  e!(T t)
Z T
0
f + :
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Por consiguiente,
0  lm sup
t!1
Z t
0
e !(t s)f(s) ds  
para cualquier  > 0, lo que concluye la prueba. 
Lema 2.4 Supongamos que ! es una constante positiva, f 2 L1[0;1), f  0,
x0 > 0 y x 2 C1[0;1) satisface
x0(t) + !x(t) = h(t) + f(t) para todo t  0;
x(0) = x0;
(2.14)
para alguna funcion monotona h 2 C1[0;1) tal que
h1 := lm
t!1h(t) 2 R:
Entonces,
lm
t!1x(t) =
h1
!
:
Ademas, si, en lugar de (2.14), se cumple la siguiente desigualdad
x0(t) + !x(t)  h(t) + f(t) para todo t  0;
x(0) = x0;
(2.15)
entonces
lm sup
t!1
x(t)  h1
!
:
Analogamente,
lm inf
t!1 x(t) 
h1
!
si 
x0(t) + !x(t)  h(t) + f(t) para todo t  0;
x(0) = x0:
(2.16)
Demostracion: Supongamos que x satisface (2.14) para todo t > 0. Entonces,
x(t) = e !tx0 +
Z t
0
e!(s t)h(s) ds+
Z t
0
e!(s t)f(s) ds
para todo t  0. Ademas, por ser ! > 0, se cumple
lm
t!1 e
 !tx0 = 0;
y por ser f 2 L1[0;1) con f  0 se satisface (2.13). Luego, es suciente
probar que
lm
t!1
Z t
0
e!(s t)h(s) ds =
h1
!
:
42 Soluciones Periodicas Positivas para Sistemas RD Periodicos.
En efecto, integrando por partes en [0; t] se obtieneZ t
0
e!(s t)h(s) ds =
Z t
0
h(s)
d
ds
e!(s t)
!
ds
=
Z t
0
d
ds

h(s)
e!(s t)
!

ds 
Z t
0
h0(s)
e!(s t)
!
ds
=
h(t)
!
  h(0)e
 !t
!
 
Z t
0
h0(s)
e!(s t)
!
ds:
Como
lm
t!1

h(t)
!
  h(0)e
 !t
!

=
h1
!
;
para terminar la demostracion es suciente comprobar que
lm
t!1
Z t
0
h0(s)
e!(s t)
!
ds = 0:
Como Z t
0
h0 = h(t)  h(0)! h1   h(0) cuando t " 1
y h0 tiene signo constante, esta identidad se deduce aplicando (2.13) a la
funcion f := jh0j=!.
Supongamos ahora que x(t) satisface (2.15) en lugar de (2.14). Entonces,
x(t)  e !tx0 +
Z t
0
e!(s t)h(s) ds+
Z t
0
e!(s t)f(s) ds
para todo t  0 y, por lo tanto, tomando t ! 1 en esta desigualdad, se
deduce
lm sup
t!1
x(t)  h1
!
:
Finalmente, cuando se cumple (2.16),
x(t)  e !tx0 +
Z t
0
e!(s t)h(s) ds+
Z t
0
e!(s t)f(s) ds
y, consecuentemente,
lm inf
t!1 x(t) 
h1
!
;
lo que concluye la demostracion del lema. 
2.3.2. Demostracion del Teorema 2.2(i)
Supongamos que  < 1. Entonces, multiplicando la primera ecuacion de
(2.1) por u, se obtieneZ


u
@u
@t
 
Z


uu = 
Z


u2  
Z


bu2v:
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Como u 0, v  0 y b 0, se deduce
1
2
d
dt
Z


u2 +
Z


jruj2 < 
Z


u2 para todo t > 0: (2.17)
Ademas, considerando que
1 = nf
2H10 (
)
R


jrj2R


2
;
se desprende de (2.17) que
1
2
d
dt
Z


u2 + 1
Z


u2  1
2
d
dt
Z


u2 +
Z


jruj2 < 
Z


u2
y de ah
d
dt
Z


u2 + 2(1   )
Z


u2 < 0 para todo t  0:
Luego, como  < 1, se deduce del Lema 2.3 que
lm
t!1
Z


u2(x; t) dx = 0:
Por integracion directa, es sencillo comprobar queZ


u2(x; t) dx  e2( 1)t
Z


u20(x) dx: (2.18)
Analogamente, multiplicando la segunda ecuacion de (2.1) por v se obtieneZ


v
@v
@t
 
Z


vv =
Z


(c  dv)uv  
Z


ev2:
Integrando ahora por partes y reorganizando terminos, se deduce
1
2
d
dt
Z


v2 +
Z


jrvj2 +
Z


ev2 =
Z
(c  dv)uv:
Luego, como
[ + e] = nf
2H10 (
)
R


jrj2 + R


e2R


2
;
se desprende de la desigualdad anterior que
1
2
d
dt
Z


v2 + [ + e]
Z


v2 
Z


(c  dv)uv 
Z


cuv  cM
Z


uv:
Por tanto, deniendo
 :=
c2M
[ + e] ;  :=
[ + e]
cM
;
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se deduce
1
2
d
dt
Z


v2 + [ + e]
Z


v2  cM
Z


uv = 
Z


u(v) =

2
Z


2u(v)
 
2
Z


u2 + 2
Z


v2

=

2
Z


u2 +
[ + e]
2
Z


v2:
Consecuentemente, multiplicando por 2 y reorganizando terminos, a partir de
(2.18) se obtiene
d
dt
Z


v2 + [ + e]
Z


v2  
Z


u2  e2( 1)t
Z


u20:
Como [ +e] > 1 > 0 y el ultimo termino de la desigualdad es no negativo
y ademas pertenece a L1[0;1) por ser  < 1, el Lema 2.4 garantiza que
lm
t!1
Z


v2(x; t) dx = 0:
Queda as concluida la demostracion del Teorema 2.2(i).
2.3.3. Demostracion del Teorema 2.2(ii)
Supongamos que  = 1. Entonces, multiplicando el primer termino de
(2.1) por u se obtiene
1
2
d
dt
Z


u2 +
Z


jruj2  1
Z


u2  
Z


bu2v:
Luego, reorganizando terminos y considerando que 1
R


u2  R


jruj2, se
deduce
d
dt
Z


u2   2
Z


bu2v;
lo que implicaZ


u2(x; t) dx 
Z


u20(x) dx   2
Z t
0
Z


bu2v para todo t  0:
Por lo tanto,
2
Z 1
0
Z


bu2v 
Z


u20;
y consecuentemente,Z


bu2v 2 L1[0;1) y lm
t!1
Z


b(x)u2(x; t)v(x; y) dx = 0: (2.19)
Denotemos ahora por '1  0 a la unica autofuncion principal asociada a 1
tal que
R


'21 = 1 y consideremos las proyecciones en L
2
u1 =
Z


u(x; )'1(x) dx; u? := u  u1'1:
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Como Z


u?'1 =
Z


u'1   u1 = 0;
la funcion u? es ortogonal a '1 en L2(
). Diferenciando respecto de t y
considerando la primera ecuacion de (2.1), se obtiene
u01(t) =
Z


@u
@t
(x; t)'1(x) dx =
Z


(u+ 1u  buv)'1(x) dx
=
Z


'1u+ 1
Z


u'1  
Z


buv'1 =
Z


u'1 + 1
Z


u'1  
Z


buv'1
y de ah,
u01(t) =  
Z


buv'1 < 0 para todo t  0: (2.20)
Luego, u1(t) es decreciente y, como u1(t) > 0 para todo t > 0, se deduce que
u1;1 := lm
t!1u1(t)  0 (2.21)
esta bien denida.
Ademas, integrar (2.20) sobre [0; t] nos conduce a la desigualdad
 u1(0) < u1(t)  u1(0)   
Z t
0
Z


buv'1:
Por lo tanto, tomando lmites t!1, se obtieneZ 1
0
Z


buv'1  u1(0) =
Z


u0'1
y, consecuentemente, Z


buv'1 2 L1[0;1): (2.22)
Multiplicando la primera ecuacion de (2.1) por u? se obtieneZ


u?
@u
@t
 
Z


u?u  1
Z


u?u =  
Z


buvu?:
Luego,Z


u?

u01(t)'1 +
@u?
@t

 
Z


u?(u1(t)'1 +u?)
  1
Z


u?(u1'1 + u?) =  
Z


buv(u  u1'1)
y de ah
1
2
d
dt
Z


u2? +
Z


jru?j2   1
Z


u2? =  
Z


bu2v + u1(t)
Z


buv'1; (2.23)
46 Soluciones Periodicas Positivas para Sistemas RD Periodicos.
pues
R


u?'1 = 0 y  '1 = 1'1. Por otra parte, comoZ


bu2v > 0; 2 = nf
2H10 (
)R


'1=0
R


jrj2R


2
; u1(t) < u1(0) 8 t > 0;
donde 2 > 1 denota al segundo autovalor de   en 
 bajo condiciones de
frontera tipo Dirichlet, se desprende de (2.23) que
d
dt
Z


u2? + 2(2   1)
Z


u2? < 2u1(0)
Z


buv'1: (2.24)
Como, debido a (2.22), el segundo miembro de (2.24) esta en L1[0;1) y
ademas 2 > 1, se deduce del Lema 2.3 que
lm
t!1
Z


u2? = 0: (2.25)
Consecuentemente, comoZ


u2 = u21(t)
Z


'21 +
Z


u2? + 2u1(t)
Z


u?'1 = u21(t) +
Z


u2?;
haciendo tender t!1 en esta igualdad, de (2.21) y (2.25) se inere
lm
t!1
Z


u2 = u21;1: (2.26)
Consideremos ahora las proyecciones de v(x; t), denidas por
v1 :=
Z


v(x; )'1(x) dx; v? := v   v1'1:
donde
R


v?'1 = 0.
Multiplicando la segunda ecuacion de (2.1) por '1(x) e integrando por
partes en 
 se obtiene
v01(t) + 1v1(t) =
Z


cu'1  
Z


duv'1  
Z


ev'1: (2.27)
Supongamos que c y e son constantes positivas. Entonces, (2.27) se transforma
en
v01(t) + (1 + e)v1(t) = cu1(t) 
Z


duv'1: (2.28)
Por (2.2) y (2.22) es evidente queZ


duv'1  0 y
Z


duv'1 2 L1[0;1): (2.29)
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Ademas, por (2.21), lmt!1[cu1(t)] = cu1;1. Por tanto, del Lema 2.4, se
deduce
lm
t!1 v1(t) =
cu1;1
1 + e
:
Observamos que, en el caso general cuando c(x) y e(x) son funciones positivas
que satisfacen (2.2), se desprende de (2.27) que
cLu1 
Z


duv'1  v01+(1+eM )v1; v01+(1+eL)v1  cMu1 
Z


duv'1;
en [0;1) y, por tanto, el Lema 2.4 nos conduce a las desigualdades
cLu1;1
1 + eM
 lm inf
t!1 v1(t)  lm supt!1 v1(t) 
cMu1;1
1 + eL
: (2.30)
Combinando ahora (2.5) con (2.30), es facil observar que existe una constante
N M > 0 tal que 0  v?  N para todo t > 0. Ademas,Z


uv'1 =
Z


(u1'1 + u?)(v1'1 + v?)'1
= u1(t)v1(t)
Z


'31 + u1(t)
Z


v?'21 + v1(t)
Z


u?'21 +
Z


u?v?'1:
Por vericarse (2.25) y (2.30), de la desigualdad de Holder se deduce
lm
t!1

v1(t)
Z


u?'21 +
Z


u?v?'1

= 0;
pues v?  N . Luego, como
R


uv'1 2 L1[0;1), tomando lmites t!1 en la
igualdad anterior se obtiene de (2.21) que
u1;1 lm
t!1
Z


v?'21 + v1(t)
Z


'31

= 0: (2.31)
Demostraremos ahora razonando por reduccion al absurdo que, u1;1 = 0 y
como consecuencia, debido a (2.26), que u(; t)! 0 en L2(
) cuando t!1.
Supongamos que u1;1 > 0. Entonces, (2.31) implica
lm
t!1
Z


v?'21 + v1(t)
Z


'31

= 0;
o, equivalentemente,
lm
t!1
Z


v'21 = 0: (2.32)
Como '1(x) > 0 para todo x 2 
, se deduce de (2.32) que v ! 0 en L1loc(
)
cuando t!1. Ademas deniendo

 := fx 2 
 : dist (x; @
) >  g;  > 0;   0;
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se obtiene para un  > 0 sucientemente peque~no y para un t sucientemente
grande que Z


v'1  k'1k1
Z


v +Mk'1k1j
 n 
j;
donde M es la constante denida en (2.5). Luego,
0  lm sup
t!1
Z


v'1 Mk'1k1j
 n 
j;
y, por tanto,
lm
t!1 v1(t) = lmt!1
Z


v'1 = 0: (2.33)
Debido a (2.30), esto implica que u1;1 = 0 llegando as a una contradiccion.
Por tanto, u1;1 = 0. Queda demostrado as, por (2.26), que u ! 0 en L2(
)
cuando t ! 1. Ademas, por (2.30), se cumple (2.32) y, por ello, v ! 0 en
L1loc(
) siempre que t!1. De hecho, v ! 0 en L1(
) cuando t!1, pues
v esta acotada por M en 
 para t sucientemente grande lo que concluye la
prueba del Apartado (ii).
2.3.4. Demostracion Teorema 2.2(iii)
En terminos de las proyecciones de u y v sobre '1, la segunda ecuacion
diferencial de (2.1) puede expresarse en la forma
@
@t
(v1(t)'1+v?) (v1(t)'1+v?) = c(u1(t)'1+u?) e(v1(t)'1+v?) duv
o, equivalentemente en,
v01(t)'1 +
@v?
@t
+ 1v1(t)'1  v? = u1(t)c'1   v1(t)e'1 + cu?   ev?   duv:
(2.34)
Luego, por ser
R


v?'1 = 0, multiplicando (2.34) por v? e integrando en 
 se
obtiene
1
2
d
dt
Z


v2? +
Z


jrv?j2 +
Z


ev2? =u1(t)
Z


c'1v?   v1(t)
Z


e'1v?
+
Z


cu?v?  
Z


duvv?:
(2.35)
Supongamos que  = 1 y que c y e son constantes positivas. Entonces, comoZ


c'1v? = c
Z


'1v? = 0;
Z


e'1v? = e
Z


'1v? = 0;
la igualdad (2.35) se transforma en
1
2
d
dt
Z


v2? + (2 + e)
Z


v2? = c
Z


u?v?  
Z


duvv?: (2.36)
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Por vericarseZ


duvv? =
Z


duv(v v1(t)'1) =
Z


duv2 v1(t)
Z


duv'1   v1(t)
Z


duv'1;
de (2.36) se inere
1
2
d
dt
Z


v2? + (2 + e)
Z


v2?  c
Z


u?v? + v1(t)
Z


duv'1: (2.37)
Por otra parte, el Teorema 2.1, asegura la existencia de una constante N M
tal que v  N para todo t  0 y de ah, por la desigualdad de Holder se
obtiene
v1(t) =
Z


v(x; t)'1(x) dx 
Z


v2
1=2Z


'21
1=2
 N
p
j
j
para todo t  0, pues R


'21 = 1. Luego, por (2.22) sabemos que
f 2 L1[0;1); con f(t) := 2v1(t)
Z


d(x)u(x; t)v(x; t)'1(x) dx; (2.38)
por ser Z


duv'1  (d=b)M
Z


buv'1:
Ademas, deniendo
A :=
c2
2 + e
; B :=
2 + e
c
;
se observa que
c
Z


u?v? = AB
Z


u?v?  A
2
Z


u2? +B
2
Z


v2?

=
A
2
Z


u2?+
2 + e
2
Z


v2?:
Consecuentemente, (2.37) y (2.38) nos conducen a la desigualdad
d
dt
Z


v2? + (2 + e)
Z


v2?  A
Z


u2? + f(t) (2.39)
para todo t  0. Luego, gracias a (2.25), aplicando el Lema 2.4 a (2.39), se
deduce
lm
t!1
Z


v2? = 0: (2.40)
Por serZ


v2 =
Z


(v1'1 + v?)2 = v21
Z


'21 + 2v1
Z


'1v? +
Z


v2? = v
2
1 +
Z


v2?;
de (2.33) y (2.40) se concluye que v ! 0 en L2(
) terminando as la demos-
tracion del Teorema 2.2(iii).
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2.4. Caracter local de los estados de coexistencia de pe-
que~na amplitud
Esta seccion analiza la estabilidad linealizada de (0; 0) como estado estacio-
nario de (2.1) e invoca al principio de intercambio de estabilidad de Crandall
y Rabinowitz [11] para obtener el siguiente resultado.
Teorema 2.5 La solucion (0; 0) es linealmente asintoticamente estable como
estado de coexistencia de (2.1) si y solo si  < 1, y linealmente inesta-
ble si y solo si  > 1. Por lo tanto, para  > 0 sucientemente peque~no
y  2 (1; 1 + ], el unico estado de coexistencia de (2.3) es linealmente
asintoticamente estable, y consecuentemente, es asntoticamente estable como
estado estacionario de (2.1).
Demostracion: De acuerdo con el Teorema 1.3, existe  > 0 tal que el pro-
blema (2.3) posee un unico estado de coexistencia para cada  2 (1; 1 + ].
Ademas, por la prueba del Teorema 1.1, el conjunto de estados de coexisten-
cia para ese rango de valores del parametro  es una curva real analtica que
bifurca desde (0; 0) en  = 1 como consecuencia del teorema de bifuracion
local de Crandall y Rabinowitz [10]. Luego, por el principio de intercambio
de estabilidad de Crandall y Rabinowitz [11], la estabilidad linealizada de es-
tos estados de coexistencia se obtiene a partir de la estabilidad linealizada de
(0; 0) como estado estacionario de (2.1) (ver Capitulo 2 de [27]). La estabilidad
linealizada de (0; 0) como estado estacionario de (2.1) esta determinada por
las partes reales de los autovalores del problema lineal de autovalores8<:  u = u+ u v = cu  ev + v en 
;
u = v = 0 sobre @
:
(2.41)
De hecho, (0; 0) es linealmente asintoticamente estable si Re  > 0 para cual-
quier autovalor  de (2.41), mientras que es linealmente inestable si admite
un autovalor  con Re  < 0.
Sea S( ) el espectro de   en 
 bajo condiciones de frontera ho-
mogeneas tipo Dirichlet. Entonces,
S( ) = fn : n  1 g; 1 < 2      n  n+1     ; lm
n!1n =1:
Supongamos que  es un autovalor de (2.41) asociado a una autofuncion (u; v)
con u 6= 0. Entonces,  = n  para algun n  1. Por tanto,  > 0 si  < 1.
Supongamos ahora que  es un autovalor de (2.41) asociado a una autofuncion
(u; v) con u = 0. Entonces, v 6= 0 satisface
( + e)v = v en 
;
v = 0 sobre @
;
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y, por lo tanto,   [ + e] > 1 > 0. Consecuentemente, (0; 0) es lineal-
mente asintoticamente estable si  < 1. El principio de estabilidad linea-
lizada asegura que (0; 0) es (localmente) asintoticamente estable. De hecho,
por el Teorema 2.2(i), (0; 0) es un atractor exponencial global de (2.1) en
L2(
) L2(
).
Supongamos que  > 1. Entonces,  := 1    < 0 es un autovalor
negativo de (2.41) con una autofuncion asociada
u = '1  0; v = ( + e+   1) 1(c'1) 0;
donde '1  0 es una autofuncion principal de   asociada a 1. Por lo tanto,
(0; 0) es linealmente asintoticamente inestable si  > 1. Como consecuencia
del principio de intercambio de estabilidad de Crandall y Rabinowitz [11]
(ver [27, Theorem 2.4.2]), el unico estado de coexistencia de (2.3) debe ser
linealmente asintoticamente estable para cada  2 (1; 1 + ], si  > 0 es
sucientemente peque~no. Por el principio de estabilidad linealizada, el estado
de coexistencia es (localmente) asintoticamente exponencialmente estable. 
Aunque es un atractor local, el unico estado de coexistencia de (2.3) para
1 <   1 +  podra no ser un atractor global, pues (2.1) podra poseer
una solucion periodica no trivial para tales valores de .
2.5. Unicidad del estado de coexistencia para e(x) su-
cientemente grande cuando b(x) y d(x) son multiplos
El siguiente teorema nos proporciona el principal resultado de esta seccion.
Teorema 2.6 Supongamos que b=d es una constante positiva y que e(x) es
sucientemente grande para que
+ e  bc=d > 0 en 
: (2.42)
Entonces, si (2.3) admite un estado de coexistencia, este es unico. Ademas,
el estado de coexistencia es no degenerado. De hecho, es linealmente asintoti-
camente estable como estado estacionario de (2.1).
El Teorema 2.6 es una extension substancial del Teorema 1.2 de Zhou y
Shi [47] que cubre el caso general de coecientes variables. Se deduce como
consecuencia directa del Teorema 2.1 de Lopez-Gomez y Molina-Meyer [32],
posteriormente renado por Amann [3]. El hecho de que (2.3) admita un unico
estado de coexistencia para e(x) sucientemente grande resuelve armativa-
mente la conjetura planteada en el Captulo 1.
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Demostracion: Introduciendo la siguiente variable auxiliar
w := u  b
d
v; (2.43)
y teniendo en cuenta que b=d es una constante positiva, es sencillo comprobar
que (u; v) resuelve (2.3) si y solo si (u;w) satisface8<:  u = u  du
2 + duw
( + e)w = (+ e  bc=d)u en 
;
(u;w) = (0; 0) en @
:
(2.44)
El Teorema 1.1 del Captulo 1, asegura que cualquier solucion no negativa
(u; v) 6= (0; 0) cumple tambien u  0 y v  0, es decir, es un estado de
coexistencia de (2.3). Luego, por haber supuesto (2.42), de la segunda ecuacion
de (2.44) se obtiene que w  0, pues [ + e] > 1 > 0 (ver [31, Th. 7.10]).
Consecuentemente, cualquier estado de coexistencia de (2.3) nos proporciona
un estado de coexistencia de (2.44).
Para demostrar la primera armacion del teorema se razonara por re-
duccion al absurdo suponiendo que (2.3) admite dos estados de coexistencia
(u1; v1) 6= (u2; v2). Entonces, denotando por
wi := ui   b
d
vi; i 2 f1; 2g;
los pares (u1; w1) y (u2; w2) nos proporcionan dos estados de coexistencia de
(2.44). Por tanto,
 (u1   u2) = u1   du21 + du1w1   (u2   du22 + du2w2)
= [  d(u1 + u2   w2)](u1   u2) + du1(w1   w2);
( + e)(w1   w2) = (+ e  bc=d) (u1   u2);
o, equivalentemente,
L

u1   u2
w1   w2

=

0
0

; (2.45)
donde
L :=
  + d(u1 + u2   w2)    du1
  (+ e  bc=d)  + e

: (2.46)
Como du1  0, gracias a (2.42), L es un operador cooperativo, que ya fueron
analizados por Lopez-Gomez y Molina-Meyer en [32]. Por (2.45), 0 es un
autovalor de L pues (u1; w1) 6= (u2; w2). Ademas, debido al Teorema 2.1 de
[32], L admite un unico autovalor principal [L] cuya autofuncion asociada,
('1;  1), puede ser elegida de forma que '1  0 y  1  0. Como, de acuerdo
con el Teorema 12 de Amann [3], [L] es dominante, se obtiene de (2.45) que
[L]  0.
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Por otra parte,
L

u2
w2

=
  u2 + d(u1 + u2   w2)u2   u2   du1w2
  (+ e  bc=d)u2 + ( + e)w2

=

u2   du22 + du2w2 + d(u1 + u2   w2)u2   u2   du1w2
0

=

du1(u2   w2)
0

=

bu1v2
0

>

0
0

:
Consecuentemente, (u2; w2) es una supersolucion positive estricta de L en 

bajo condiciones de frontera homogeneas tipo Dirichlet y, por lo tanto, del
Teorema 2.1 de Lopez-Gomez y Molina-Meyer [32] se deduce que [L] > 0, en
contradiccion con lo obtenido anteriormente, [L]  0. As concluye la prueba
de la unicidad.
Supongamos que (2.3) admite un estado de coexistencia y denotemos por
(U; V ) a este unico estado de coexistencia. Entonces, el problema de autova-
lores linealizado de (2.3) en (U; V ) es8<:  u = u  bV u  bUv + u v = cu  dV u  dUv   ev + v en 
;
(u; v) = (0; 0) en @
;
(2.47)
y, a traves de algunos calculos directos, el cambio de variable
w := u  b
d
v; W := U   b
d
V; (2.48)
transforma (2.47) en8<:  u = u  2dUu+ dWu+ dUw + u( + e)w = (+ e  bc=d)u+ w en 
;
(u;w) = (0; 0) en @
;
(2.49)
que es el problema lineal de autovalores asociado a la ecuacion linealizada de
(2.44). Observemos que, denotando por
M :=
  + d(2U  W )    dU
  (+ e  bc=d)  + e

; (2.50)
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los autovalores de (2.47) o (2.49), son los autovalores de M en 
 bajo condi-
ciones de frontera homogeneas tipo Dirichlet. Como
M

U
W

=
  U + d(2U  W )U   U   dUW
  (+ e  bc=d)U + ( + e)W

=

U   dU2 + dUW + d(2U  W )U   U   dUW
0

=

dU(U  W )
0

=

bUV
0

>

0
0

;
se obtiene que [M] > 0 por [32, Theorem 2.1]. Observese que W > 0 porque
(U;W ) satisface (2.44). Luego, de acuerdo con Amann [3, Th. 12],
Re   [M] > 0 (2.51)
para cualquier autovalor de (2.47). Consecuentemente, (U; V ) es asintotica-
mente linealmente estable como estado de coexistencia de (2.1) y, en particu-
lar, es no degenerado. 
Como consecuencia inmediata del Teorema 2.6, se obtiene el siguiente
Teorema 2.7 Supongamos que b=d es una constante y que e es suciente-
mente grande para que
1 + e  bc=d > 0 en 
: (2.52)
Entonces, (2.1) posee un estado de coexistencia si y solo si
1 <  < 1 := [ + bc=d]; (2.53)
que es unico, si existe. Ademas, el conjunto de estados de coexistencia consiste
en una curva real analtica (U(); V (); ) tal que
lm
!1
(U(); V ()) = (0; 0) uniformemente en 
;
lm
!1
U() =1 uniformemente en subconjuntos compactos de 
 (2.54)
y
lm
!1
V () = c=d debilmente en Lp(
) (2.55)
para todo p > 1, tal como se describio en el Captulo 1.
Demostracion: Bajo la condicion (2.52), los Teoremas 1.1 y 2.6 garantizan
la unicidad de cualquier estado de coexistencia de (2.3) siendo ademas lineal-
mente asintoticamente estable. En particular, no degenerado. Por lo tanto,
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debido al teorema de la funcion implcita, la estructura del conjunto de so-
luciones a traves de cualquier estado de coexistencia consiste en un arco de
curva real analtica formado por estados de coexistencia.
El hecho de que (2.3) no admita un estado de coexistencia si   1 se
deduce facilmente teniendo en cuenta que, de acuerdo con el Teorema 1.1(iii)
del Captulo 1, 1 es el unico valor de  donde los estados de coexistencia
bifurcan desde el innito. En efecto, si (2.3) tuviese un estado de coexistencia
en algun   1, por continuacion global a la derecha, tendramos estados
de coexistencia para valores de  por encima de [  + kc=dk1b], lo que
contradice el Teorema 1.1. El resto de las armaciones se deducen de forma
sencilla del analisis matematico realizado en el captulo anterior. Omitimos
aqu los detalles tecnicos. 
Estos resultados mejoran substancialmente los obtenidos por Zhou y Shi
en [47], donde la no degeneracion de los estados de coexistencia de (2.3) para
coecientes constantes bajo la condicion (2.42), se obtuvo aplicando el si-
guiente lema, que es el Theorem 2.4 de Cui et al. [12]. Ese resultado es una
consecuencia trivial de Lopez-Gomez y Molina-Meyer en [32, Th. 2.1].
Lema 2.8 Supongamos que f; g : [0;1) [0;1)! R son funciones de clase
C1 y (U; V ) es un estado de coexistencia de8<:  u = f(u; v) v = g(u; v) en 
;
u = v = 0 en @
;
(2.56)
tal que
@vf(U; V ) > 0; f(U; V )  @uf(U; V )U + @vf(U; V )V;
@ug(U; V ) > 0; g(U; V )  @ug(U; V )U + @vg(U; V )V; en 
; (2.57)
con alguna desigualdad estricta en la segunda columna. Entonces, los autova-
lores del problema linealizado8<:  u = @uf(U; V )u+ @vf(U; V )v + u v = @ug(U; V )u+ @vg(U; V )v + v en 
;
u = v = 0 en @
;
(2.58)
tienen partes reales positivas.
Demostracion: Como @vf(U; V ) > 0 y @ug(U; V ) > 0, (2.58) es un sistema
cooperativo irreducible, ya estudiado y discutido en [32]. Ademas, debido a
(2.57), se cumple que
 U = f(U; V )  @uf(U; V )U + @vf(U; V )V;
 V = g(U; V )  @ug(U; V )U + @vg(U; V )V;
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con alguna desigualdad estricta. Por lo tanto, (U; V ) nos proporciona una
supersolucion estricta positive de (2.58) con  = 0. Consecuentemente, por el
Teorema 2.1 de [32], el principal autovalor de (2.58) debe ser positivo. Como
debido al Teorema 12 de Amann [3] el autovalor principal es dominante, queda
concluida la demostracion del teorema. 
Cuando falla la condicion (2.52), se verica el siguiente resultado.
Teorema 2.9 Supongamos que b=d y c son constantes positivas. Entonces,
(2.3) posee un estado de coexistencia si y solo si se satisface (2.53). Ademas,
si no se verica (2.52), entonces existe  > 0 y  > 0 tal que (2.3) admite un
unico estado de coexistencia para cada
 2 (1; 1 + ] [ [1   ; 1):
Tal estado de coexistencia tambien cumple (2.54) y (2.55).
Demostracion: De acuerdo con el Teorema 2.7, se satisface el resultado bajo
la condicion (2.52), donde siempre hay unicidad. Por tanto, suponiendo que
(2.52) falla y que ademas b=d y c son constante positivas se deduce
1 = 1[ + bc=d] = 1 + bc=d
y, como
1 + e  bc=d = 1 + e > 0;
resulta sencillo observar que la condicion (2.42) se verica para  suciente-
mente proximo a 1. Por consiguiente, la unicidad en este caso es consecuencia
directa del Teorema 2.6. La unicidad para   1 ya fue establecida por el
Teorema 1.3. 
2.6. Atractividad global del unico estado de coexistencia
El principal resultado de esta seccion es el siguiente teorema
Teorema 2.10 Supongamos que b=d es constante, que +e bc=d 0 y que
(2.3) admite un estado de coexistencia. Entonces, el estado de coexistencia es
unico y es un atractor global para el problema parabolico (2.1). Concretamente,
si denotamos por (U; V ) a dicho estado de coexistencia, se cumple que
lm
t!1 ku(; t)  UkC(
) = 0; lmt!1 kv(; t)  V kC(
) = 0; (2.59)
donde (u; v) representa a la unica solucion de (2.1).
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Demostracion: Este teorema se fundamenta en los resultados de Amann [2]
y Sattinger [46] para una unica ecuacion, y en sus posteriores extensiones para
sistemas cooperativos obtenidas por Molina-Meyer [38, 39, 40] y Amann [3],
donde el cambio de variable (2.48) transforma el problema de evolucion (2.1)
en el siguiente8>>>>>>>><>>>>>>>>:
@u
@t  u = u  du2 + duw
@w
@t + ( + e)w = (+ e  bc=d)u
x 2 
; t > 0;
(u;w) = (0; 0) x 2 @
; t > 0;
u(x; 0) = u0 > 0; w(x; 0) = w0 := u0   bdv0; x 2 
;
(2.60)
que es la contrapartida parabolica de (2.44). Como U > 0, se deduce de (2.42)
y de la segunda ecuacion de (2.44) queW > 0 y, como consecuencia, (U;W ) es
un estado de coexistencia de (2.44), que, ademas, de acuerdo con el Teorema
2.6, es unico. Probaremos ahora que es un atractor global para (2.60).
Como (2.3) admite un estado de coexistencia, el Teorema 1.1 garantiza
 > 1. Por otra parte, como duv  0, se obtiene de la primera ecuacion de
(2.60) que
@u
@t
 u > u  du2 en 
 para todo t > 0;
y, por ello,
u(x; t)  ~u(x; t); x 2 
; t > 0; (2.61)
donde ~u designa a la unica solucion de8<:
@~u
@t  ~u = ~u  d~u2 x 2 
; t > 0;
~u = 0 x 2 @
; t > 0;
~u(x; 0) = u0 > 0; x 2 
:
Como  > 1, es bien conocido que
lm
t!1 jj~u(; t)  kC(
) = 0 (2.62)
donde   0 designa a la unica solucion positiva de  ~u = ~u  d~u2 en 
;
~u = 0 en @
:
Luego, de (2.61) y (2.62), se deduce
lm inf
t!1 u(; t)  : (2.63)
Por otra parte, aplicando la formula de variacion de las constantes a la segunda
ecuacion de (2.60), se obtiene
w(; t) = et( e)w0 +
Z t
0
e(t s)( e) ((+ e  bc=d)u(; s)) ds: (2.64)
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Como [ + e] > 0,
lm
t!1 e
t( e)w0 = 0 uniformemente en 
:
Por tanto, por la positividad del semigrupo del calor, (2.63) y (2.64) nos
conducen a la siguiente desigualdad
lm inf
t!1 w(; t)  lmt!1
Z t
0
e(t s)( e) ((+ e  bc=d)) ds: (2.65)
Por otra parte, como + e  bc=d 0 y   0, observamos que existe ! > 0
tal que
(+ e  bc=d) > !'e en 
;
donde 'e  0 es una autofuncion asociada a [ + e]. Consecuentemente,
a partir de (2.65) se deduce
lm inf
t!1 w(; t)  lmt!1
Z t
0
e(t s)( e) (!'e) ds
= lm
t!1
Z t
0
e(s t)[ +e](!'e) ds =
!
[ + e]'e:
Luego, independientemente del signo de w0, existe t0 > 0 tal que w(; t)  0
para todo t  t0. Ademas, como u0 > 0, se deduce del principio del maximo
parabolico que u(; t) 0 para todo t > 0. Como consecuencia,
u(; t) 0 y w(; t) 0 para todo t  t0: (2.66)
Consideremos ahora el problema de autovalores asociado a la linealizacion de
(2.44) en (0; 0),8<:  u = u+ u( + e)w = (+ e  bc=d)u+ w en 
;
u = w = 0 sobre @
:
(2.67)
Como, por hipotesis, estamos suponiendo que (2.3) admite un estado de co-
existencia, por el Teorema 1.1 del Captulo 1, necesariamente  > 1. Por
tanto, 1 := 1    < 0. Sea '1  0 cualquier autofuncion principal asociada
a 1 y
 1 := ( + e  1) 1[(+ e  bc=d)'1] 0: (2.68)
A continuacion, demostraremos que ('1;  1) es una subsolucion de (2.44) para
 > 0 sucientemente peque~no. Como ('1;  1) = (0; 0) en @
, unicamente se
necesita comprobar que para  > 0 sucientemente peque~no se satisfacen las
siguientes desigualdades en 
  ('1)  ('1)  2d'21 + 2d'1 1;
( + e)( 1)  (+ e  bc=d) '1;
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o, equivalentemente,
1    d'1 + d 1;
( + e) 1  (+ e  bc=d)'1: (2.69)
Como  > 1, es evidente que para  > 0 sucientemente peque~no se cumple
la primera desigualdad de (2.69). Ademas, de (2.68) se deduce
( + e) 1 = (+ e  bc=d)'1 + 1 1 < (+ e  bc=d)'1;
y, por lo tanto, se satisface (2.69). Luego, efectivamente, ('1;  1) es una
subsolucion de (2.44) para  > 0 sucientemente peque~no.
De forma analoga, comprobaremos que (U;W ) es una supersolucion de
(2.44) para todo   1. En efecto, por ser (U;W ) = (0; 0) sobre @
, es
suciente comprobar que  (U)  (U)  2dU2 + 2dUW;
( + e)(W )  (+ e  bc=d)U;
en 
, o equivalentemente, que para todo   1  U  U   dU2 + dUW;
( + e)W  (+ e  bc=d)U; (2.70)
Como (U;W ) resuelve (2.44), se cumple la segunda igualdad de (2.70) y la
primera se transforma en
U   dU2 + dUW  U   dU2 + dUW () U W = U   b
d
V;
que, evidentemente, se cumple. Consecuentemente, por ser W  0, y ya que,
gracias a (2.66), u(; t0) 0 y v(; t0) 0, existen  > 0 y  > 1 tales que
'1  u(; t0)  U y  1  w(; t0)  W:
Por tanto, del principio del maximo parabolico para sistemas de tipo coope-
rativo, se desprende
u(; t; t0; '1;  1)  u(; t; t0; u(; t0); w(; t0))  u(; t; t0; U; W );
w(; t; t0; '1;  1)  w(; t; t0; u(; t0); w(; t0))  w(; t; t0; U; W );
(2.71)
para todo t  t0, donde, dado (; ) 2 R2 arbitrario,
(u(; t); v(; t)) := (u(; t; t0; ; ); w(; t; t0; ; ))
designa a la unica solucion de8>><>>:
@tu u = u  du2 + duw
@tw + ( + e)w = (+ e  bc=d)u x 2 
; t > t0;
(u;w) = (0; 0) x 2 @
; t > t0;
u(x; t0) = ; w(x; t0) = ; x 2 
:
(2.72)
60 Soluciones Periodicas Positivas para Sistemas RD Periodicos.
Disminuyendo , si es necesario, se puede suponer que ('1;  1) es una subso-
lucion estricta de (2.44). En ese caso, la funcion
t 7! (u(; t; t0; '1;  1); w(; t; t0; '1;  1)); t > t0;
es creciente. Analogamente, como (U; W ) es una supersolucion estricta para
 > 1, la aplicacion
t 7! (u(; t; t0; U; W ); w(; t; t0; U; W )); t > t0;
es decreciente. Se deduce por tanto
lm
t!1(u(; t; t0; '1;  1); w(; t; t0; '1;  1)) = (Umin;Wmin);
lm
t!1(u(; t; t0; U; W ); w(; t; t0; U; W )) = (Umax;Wmax);
donde (Umin;Wmin) y (Umax;Wmax) designan a los estados de coexistencia
minimal y maximal de(2.44) en el intervalo [('1;  1); (U; W )], respectiva-
mente. Como, debido al Teorema 2.5, (2.44) posee un unico estado de coexis-
tencia, necesariamente se satisface
(U;W ) = (Umin;Wmin) = (Umax;Wmax)
y tomando lmites t ! 1 en (2.71) queda demostrada la atractividad global
de (U;W ). Resulta sencillo, mediante caculos directos, establecer la atrac-
tividad global de (U; V ) como estado estacionario de (2.1). Concluye as la
demostracion del teorema. 
2.7. Comportamiento asintotico para  > 1
El siguiente resultado proporciona una extension substancial de la ultima
armacion del Teorema 2.1 de Arioli [4], de acuerdo con la cual la norma L2
de la solucion (u(; t); v(; t)) diverge hacia innito cuando t!1 y b, c, d y e
son constantes positivas que cumplen   1 + bc=d.
Teorema 2.11 Supongamos que b=d y c son constantes y
  1 := 1 + bc=d:
Entonces
lm
t!1u(; t) =1 uniformemente en subconjuntos compactos de 
; (2.73)
mientras que, de acuerdo con el Teorema 2.1, se satisface
lm sup
t!1
v(; t) M := maxfkv0k1; kc=dk1g: (2.74)
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Demostracion: De acuerdo con el Teorema 2.9, (2.3) posee un unico estado
de coexistencia, denotado por (U; V), para cada  2 [1   ; 1). Analo-
gamente, para cada  2 R, denotaremos por (u; v) a la unica solucion del
problema parabolico (2.1) y por (u; w) a la unica solucion del problema
parabolico (2.60). Obervese que w = u   bdv.
Supongamos que   1. Entonces, del principio del maximo parabolico
para sistemas cooperativos, se deduce
(u(; t); w(; t))  (u1 (; t); w1 (; t))
para todo t > 0 y  > 0. Por tanto, debido al Teorema 2.10, se obtiene
lm inf
t!1 u(; t)  lmt!1u1 (; t) = U1 
para todo  2 (0; ). Luego, de acuerdo con el Teorema 1.1(iv), se desprende
que
lm inf
t!1 u(; t)  lm!0U1  =1;
terminando as la prueba de (2.73). El hecho de que v permanece acotada es
una consecuencia directa de (2.5). 

Captulo 3
Principio del maximo para sistemas
cooperativos periodicos parabolicos
3.1 Introduccion : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 63
3.2 Caracterizacion del principio del maximo : : : : : : : : : : : : : : : : : : : : : : : 67
3.3 Propiedades fundamentales del autovalor principal : : : : : : : : : : : : : 73
3.4 El caso P1(x; t;D) =    = Pn(x; t;D) : : : : : : : : : : : : : : : : : : : : : : : : : : : 76
3.5 Un problema de autovalores con peso : : : : : : : : : : : : : : : : : : : : : : : : : : : 79
3.1. Introduccion
Sea 
 un dominio acotado de RN , N  1, con frontera @
 sucientemente
regular, y consideremos los siguientes operadores parabolicos
Pk := @
@t
+Ak(x; t;D); k = 1; :::; n; (3.1)
donde
Ak(x; t;D) :=  
NX
i;j=1
kij(x; t)DiDj +
NX
i=1
ki (x; t)Di; k = 1; :::; n; (3.2)
son operadores de segundo orden uniformemente elpticos en 
 cada t > 0.
En este captulo supondremos que todos los coecientes
kij ; 
k
i ; k 2 f1; :::; ng; i; j 2 f1; :::; Ng;
viven en el espacio de Banach de las funciones Holder continuas
F := f! 2 C;=2(
R;R) : !(x; t+T ) = !(x; t) para todo (x; t) 2 
Rg;
para algunos T > 0 y 0 <  < 1. A lo largo del captulo tambien considerare-
mos una matriz de coecientes
C(x; t) = (cij(x; t))i;j=1;:::;n
de orden n con cij 2 F para todo i; j 2 f1; :::; ng y de tipo cooperativo; i.e.,
tal que
cij(x; t) > 0 para todo i; j = 1; :::; n; i 6= j; (x; t) 2 
 [0; T ]: (3.3)
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El objetivo de este captulo es caracterizar las condiciones bajo las que el
siguiente problema de contorno periodico parabolico cumple el principio del
maximo fuerte8>>><>>>:
Pkuk =
nX
j=1
ckjuj(x; t) + fk en QT  
 [0; T ];
uk(x; t) = 0 (x; t) 2 @
 [0; T ];
uk(x; 0) = u(x; T ); x 2 
;
(3.4)
donde fk 2 F , k = 1; :::; n, son funciones dadas, datos del problema. Bajo
las hipotesis anteriores, se demuestra en el libro de Hess [22] que cualquier
solucion u := (u1; :::; un) de (3.4) pertenece al espacio de Banach E
n, donde
E := fu 2 C2+;1+=2(
 R;R) : uj@
R  0; u es T -periodica en tg:
Considerando los espacios de Banach U := En, V := Fn y el operador
P := (P1; :::;Pn) : U ! V
denido por
Pu = (P1u1; :::;Pnun)trans ; u 2 U;
el problema (3.4) puede expresarse en forma compacta como
Pu = C(x; t)u+ f(x; t); u 2 U (3.5)
donde
f = (f1; :::; fn)
trans 2 V:
A continuacion, denotaremos por PE y PF a los conos de funciones posi-
tivas de E y F , respectivamente. Los espacios de Banach E, F , U y V
son considerados como espacios de Banach ordenados por los conos PE , PF ,
PU = P
n
E y PV = P
n
F , respectivamente. Observemos que el interior del cono
PE , que denotaremos por intPE , esta constituido por el conjunto de funciones
u 2 E tales que u(x; t) > 0 para todo (x; t) 2 QT y @u@n (x; t) < 0 para todo
(x; t) 2 @
  [0; T ], donde n es el campo normal exterior unitario a 
 a lo
largo de su frontera. Obervese que
intPU = (intPE)
n
:
El siguiente concepto es fundamental.
Denicion 3.1 (a) Se dice que (3.4) (o (3.5)) satisface el principio del
maximo (PM) cuando cualquier solucion de (3.5) cumple u 2 PU siem-
pre que f 2 PV .
(b) Analogamente, se dice que (3.5) satisface el principio del maximo fuerte
(PMF) cuando cualquier solucion de (3.5) cumple u 2 intPU siempre
que f 2 PV n f0g.
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Debe observarse que, cuando el problema cumple el principio del maximo,
u = 0 es la unica solucion de Pu = Cu. En efecto, dado que u y  u son
soluciones de esa ecuacion y u  0,  u  0, se desprende que u = 0.
El resultado principal de este captulo generaliza el teorema principal de
Lopez-Gomez y Molina-Meyer [32], obtenido para la contrapartida elptica de
(3.4), estableciendo la equivalencia entre las siguientes armaciones:
(a) El problema (3.5) admite una supersolucion positiva estricta 	 2 intPU ,
en el sentido de que
P	 > C	 in QT :
Es decir, P	  C	 en QT , pero P	 6= C	.
(b) El problema (3.5) satisface el principio del maximo fuerte.
(c) El problema (3.5) satisface el principio del maximo.
(d) Existen  > 0 y  2 intPU tales que
P = C+ : (3.6)
Ademas, cuando se cumple alguna de estas condiciones,  nos proporciona el
unico autovalor  del problema periodico de autovalores
Pu = Cu+ u; u 2 U; (3.7)
asociado con el cual existe alguna autofuncion positiva. Ademas,  es un
autovalor simple. A  le denominaremos autovalor principal del problema
(3.7) y sera denotado por
 := (P   C):
A las autofunciones positivas asociadas,  2 PU n f0g, las denominaremos
autofunciones principales. Deben estar en el interior del cono positivo.
En la Seccion 2 enunciaremos el teorema principal del captulo. En la
Seccion 3 demostraremos la existencia y la unicidad del autovalor principal
de (3.7) as como algunas de sus propiedades mas importantes. Entre ellas, la
siguiente propiedad de monotona
(P   C1) < (P   C2)
siempre que
C1 =
 
c1ij

i;j
> C2 =
 
c2ij

i;j
;
en el sentido en que
c1ij  c2ij para todo i; j = 1; :::; n;
y
c1ij(x0; t0) > c
2
ij(x0; t0)
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para algun i; j 2 f1; :::; ng y (x0; t0) 2 
  R. Esta comparacion es de gran
utilidad pues proporciona estimaciones para el autovalor principal de (3.7) en
terminos de los autovalores principales de determinados problemas subyacen-
tes cuya matriz cooperativa asociada es independiente de la variable espacial
x.
Cuando todos los operadores parabolicos involucrados en la formulacion
de (3.4) coinciden, es decir,
P1 =    = Pn;
y la matriz C es independiente de x, es decir, unicamente depende de t, puede
aplicarse la teora abstracta de Krasnoselskij [24] para caracterizar las condi-
ciones bajo las que (3.4) cumple el principio del maximo. En tal caso, nuestra
caracterizacion viene dada en terminos del autovalor principal del operador
de monodroma del sistema cooperativo de ecuaciones diferenciales ordinarias
0(t) = C(t)(t): (3.8)
Observese que si se cumple
C(t)
Z t
0
C(s) ds =
Z t
0
C(s) ds C(t) para todo t 2 R;
entonces
W (t) = exp
Z t
0
C; t  0;
es el operador traslacion a lo largo de las trayectorias de (3.8), o aplicacion
de Poincare en tiempo t. Por tanto, bajo tales condiciones, el operador de
monodroma viene determinado por la matriz
W (T ) = exp
Z T
0
C:
Bajo estas condiciones, demostramos que (3.5), o, equivalentemente, (3.4),
cumple el principio del maximo si y solo si los n primeros menores de la
matriz
1(P1) I   1
T
Z T
0
C(s) ds
tienen determinantes positivos, donde estamos denotando por 1(P1) el auto-
valor principal de este operador parabolico. Evidentemente, tales resultados
generalizan al caso periodico-parabolico los anteriores de [18] y [32].
Finalmente, cuando todos los autovalores principales de los operadores pa-
rabolicos involucrados en la formulacion de (3.4) sean positivos, aplicaremos la
anterior teora general a la busqueda de resultados de existencia de autovalores
principales del problema con peso
P = C(x; t);  2 PU n f0g;
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a traves del analisis de los ceros de la funcion
!  (P   C) :
Nuestros resultados proporcionan una version muy general para sistemas de
un resultado clasico de Beltramo y Hess [2] para una unica ecuacion.
En lneas generales, la metodologa adoptada en este captulo sigue las
pautas, ya clasicas, de Krasnoselskij [24] y Lopez-Gomez y Molina-Meyer [32].
3.2. Caracterizacion del principio del maximo
El principal resultado de esta seccion es el siguiente.
Teorema 3.2 Las siguientes condiciones son equivalentes:
(C1) Existe 	 2 intPU tal que P	 > C	.
(C2) El operador (P   C) 1 : V ! V esta bien denido, es compacto y
fuertemente positivo.
(C3) El problema (3.5) cumple el principio del maximo fuerte.
(C4) El problema (3.5) cumple el principio del maximo.
(C5) El problema de autovalores (3.6) admite un autovalor positivo, (P C),
asociado a una autofuncion  2 intPU , unica salvo constantes multipli-
cativas.
Ademas, si se cumple alguna de estas condiciones, el autovalor (P   C) es
simple y no existe ningun otro autovalor de (3.6) con una autofuncion positiva.
Finalmente, para cada p 2 PU n f0g, la ecuacion
u  (P   C) 1u = p; (3.9)
tiene una unica solucion positiva u 2 intPU si  > 1(P C) , mientras que
carece de soluciones si   1(P C) .
La demostracion de este teorema se basa en la siguiente version generali-
zada del celebre teorema de Krein y Rutman [25], debido a Lopez-Gomez [31,
Theorem 6.3].
Teorema 3.3 (Generalizado de Krein-Rutman) Sea (E; k : k; P ) un es-
pacio de Banach ordenado con intP 6= f0g y T 2 K(E) un operador compacto
fuertemente positivo,es decir, tal que
T (P n f0g)  intP: (3.10)
Se cumplen las siguientes propiedades:
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(i) sprT > 0 es un autovalor de T algebraicamente simple con
Kernel [sprT I   T ] = span [x0]
para algun x0 2 intP .
(ii) sprT es el unico autovalor real de T con un autovector asociado en
P n f0g.
(iii) sprT es el unico autovalor de T en el crculo espectral
jj = sprT:
En otras palabras,
jj < sprT para todo  2 (T ) n fsprTg:
(iv) Para todo numero real  > sprT, el operador resolvente
R(;T ) := (I   T ) 1 2 L(E)
es fuertemente positivo, en el siguiente sentido
R(;T )(P n f0g)  intP:
(v) Existen  > 0 y x > 0 tales que
R(;T )x 0 para todo  2 (sprT  ; sprT) :
(vi) Supongamos ademas, que P es un cono normal. Entonces:
(a) Existe x00 2 P  n f0g tal que
x00(x0) > 0 y Kernel [sprT I   T ] = span [x00] :
(b) Para todo x 2 P n f0g, se cumple que x00(x) > 0 y la ecuacion
sprTu  Tu = x
carece de soluciones positivas. Por lo tanto, para cada   sprT y
x > 0, la ecuacion
u  Tu = x
tambien carece de soluciones positivas.
Demostracion del Teorema 3.2: En primer lugar demostraremos que
(C1)) (C2). Sea
	 = ( 1; :::;  n) 2 intPU
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tal que
P	 > C	:
Entonces,
Pi i 
nX
j=1
cij j > cii i para todo i 2 f1; :::; ng:
Del teorema de caracterizacion para una unica ecuacion, se desprende que el
autovalor principal de Pi   cii, denotado por 1(Pi   cii), cumple
1(Pi   cii) > 0; 1  i  n:
Ademas,
(Pi   cii) 1 : F ! F
es compacto y fuertemente positivo para cada i 2 f1; :::; ng.
A continuacion, consideraremos la funcion
f := P	  C	:
Por hipotesis, tenemos que f > 0. Ademas,
 i =
nX
j=1
j 6=i
(Pi   cii) 1(cij j) + (Pi   cii) 1fi; 1  i  n: (3.11)
Como f > 0, sin perdida de generalidad, podemos suponer que
fn > 0:
En caso contrario, podemos renombrar todas las variables con objeto de que
ocurra as. Sustituyendo la ultima ecuacion de (3.11) en las anteriores y reor-
ganizando terminos se obtiene
 i =
n 1X
j=1
T 1ij j +K1iifi +K1infn; 1  i  n  1; (3.12)
para unos ciertos operadores compactos y fuertemente positivos,
T 1ij : F ! F; K1ij : F ! F;
determinados por P y C, cuya expresion explcita es irrelevante en la demos-
tracion del teorema.
Observemos que (3.12) puede reescribirse bajo la forma
 i = T 1ii i +
n 1X
j=1
j 6=i
T 1ij j +K1iifi +K1infn; 1  i  n  1: (3.13)
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Como fi  0 y  i > 0 para cada 1  i  n, y fn > 0, (3.13) tiene la forma
 i = T 1ii i + p1i
para algun p1i 2 intPE ; i 2 f1; :::; n  1g. Luego, como  i 2 intPE , gracias al
Teorema 3.3 (vi)(b),
sprT 1ii < 1; 1  i  n  1:
Por consiguiente, por el Teorema 3.3 (iv), obtenemos
(IF   T 1ii ) 1 : F ! F; i 2 f1; :::; n  1g
son operadores compactos fuertemente positivos, donde IF designa a la iden-
tidad de F . Por lo tanto, de (3.13) se deduce
 i = (IF   T 1ii ) 1
0BB@n 1X
j=1
j 6=i
T 1ij j +K1iifi +K1infn
1CCA ; 1  i  n  1: (3.14)
Supongamos que n = 2. Entonces, de la segunda ecuacion de (3.11), se inere
 2 = (P2   c22) 1(c21 1) + (P2   c22) 1f2: (3.15)
Por lo tanto, sustituyendo en la primera ecuacion de (3.11), se obtiene
 1 = (P1   c11) 1 (c12 2 + f1)
= (P1   c11) 1
 
c12(P2   c22) 1(c21 1)

+ (P1   c11) 1
 
c12(P2   c22) 1f2

+ (P1   c11) 1f1:
(3.16)
Con las notaciones utilizadas en (3.12),
T 111 = (P1   c11) 1(c12(P2   c22) 1(c21 ))
K111 = (P1   c11) 1
K112 = (P1   c11) 1
 
c12(P2   c22) 1 

la primera ecuacion de (3.14) queda escrita en la forma
 1 =
 
IF   T 111
 1K111f1 +  IF   T 111 1K112f2; (3.17)
que nos determina unvocamente  1 en terminos de f = (f1; f2). Sustituyendo
(3.17) en (3.15), obtenemos  2 en funcion de f1 y f2. En resumen, existen
cuatro operadores Kij : F ! F compactos y fuertemente positivos tales que
 1 = K11f1 +K12f2;
 2 = K21f1 +K22f2:
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De hecho, como en dimension n = 2
u1 = K11f1 +K12f2
u2 = K21f1 +K22f2
nos proporciona la unica solucion de Pu = Cu + f en U para cada f 2 V , el
resultado queda demostrado en este caso.
Supongamos ahora que n > 2 y jemos r 2 f1; 2; :::; n 1g. Demostraremos
que existen n operadores compactos fuertemente positivos
Krj : F ! F; j 2 f1; :::; ng;
tales que
 r =
nX
j=1
Krjfj : (3.18)
Para ello, consideremos un r1 2 f1; :::; n  1g n frg arbitrario y denimos
I1 := f1; :::; n  1g n fr1g:
Entonces, sustituyendo la r1-esima ecuacion de (3.14) en las restantes y reor-
ganizando terminos se obtiene
 i =
X
j2I1
T 2ij j +K2iifi +K2ir1fr1 +K2infn; i 2 I1; (3.19)
para algunos operadores compactos fuertemente positivos
T 2ij ; K2ij : F ! F;
determinados por P y C. Todas las ecuaciones de (3.19) pueden expresarse
bajo la forma
 i = T 2ii i + p2i ; i 2 I1:
para algun p2i 2 intPE , i 2 I1. Como  i 2 intPE , el Teorema 3.3 (vi)(b) nos
asegura que
sprT 2ii < 1; i 2 I1:
Por ello, gracias al Teorema 3.3 (iv), se obtiene
(IF   T 2ii ) 1 : F ! F; i 2 I1;
son operadores compactos fuertemente positivos. Por tanto, de (3.19) se de-
duce que, para cada i 2 I1,
 i =
 IF   T 2ii 1
0BB@ n 1X
j=1
j 6=i;r1
T 2ij j +K2iifi +K2ir1fr1 +K2infn
1CCA : (3.20)
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Si I1 tiene un unico elemento, la prueba ha terminado. Supongamos que tiene
al menos dos y elijamos r2 2 I1 n frg arbitrario. Sea I2 := I1 n fr2g. Sustitu-
yendo la r2-esima ecuacion de (3.20) en las restantes y reorganizando terminos
se obtiene
 i =
X
j2I2
T 3ij j +K3iifi +K3ir1fr1 +K3ir2fr2 +K3infn; i 2 I2; (3.21)
para algunos operadores compactos fuertemente positivos
T 3ij ; K3ij : F ! F;
determinados por P y C, cuya expresion explcita es irrelevante para la prueba.
Este argumento recursivo nos conduce a (3.18) en un numero nito de pasos.
Finalmente, sustituyendo (3.18), para 1  r  n 1, en la ultima ecuacion
de (3.11) se comprueba facilmente que (3.18) tambien se cumple para r = n.
Resumiendo, existen n2 operadores compactos y fuertemente positivos Kij :
F ! F tales que
 i =
nX
j=1
Kijfj ; i 2 f1; :::; ng: (3.22)
Como todos los operadores involucrados en el proceso anterior estan bien
denidos, el esquema anterior, simultneamente, tambien nos demuestra que
u := Kf; K := (Kij)1i;jn ;
de hecho proporciona la unica solucion de
Pu = Cu+ f:
Concluye as la demostracion de la implicacion (C1) ) (C2).
Obviamente, (C2)) (C3)) (C4). La implicacion (C3)) (C5) se obtiene
facilmente aplicando el Teorema 3.3 al operador compacto
(P   C) 1 : V ! V;
que nos asegura la existencia del autovalor
 := (P   C) = 1
spr(P   C) 1 :
Comprobemos ahora que (C5) ) (C1). Sean  > 0 y  2 intPU tales que
P = C+ :
Entonces, P > C y se cumple (C1).
Para concluir la demostracion del teorema probaremos que (C4) ) (C1).
Por suponer que el problema (3.5) cumple el principio del maximo, u = 0 es
la unica solucion de
Pu = Cu:
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Por lo tanto, el teorema de Banach de la aplicacion abierta nos asegura que
P   C : U ! V
es un isomorsmo topologico, por ser un operador de Fredholm de ndice cero.
Fijemos p 2 intPU . Por cumplirse el principio del maximo para (3.5), se
observa que
	 2 PU n f0g donde 	 := (P   C) 1p:
Sea  > 0 sucientemente grande para que los operadores Pk   ckk +  cum-
plan el principio del maximo fuerte para cada k 2 f1; :::; ng. Sabemos que es
suciente considerar
 = max

1; 1 + max
1kn
f (Pk   ckk)g

>  (Pk   ckk); 1  k  n:
Por construccion,
(Pk   ckk + ) k =  k + pk; 1  k  n:
De donde se deduce que
 k = (Pk   ckk + ) 1( k + pk); 1  k  n:
y, por tanto,
 k 2 intPF ; 1  k  n:
Como, por construccion, se cumple
P	 = C	+ p > C	;
esta funcion 	 nos proporciona la supersolucion buscada. Queda as concluida
la demostracion del teorema. 
La condicion cij > 0 para cada i 6= j y (x; t) 2 QT no es imprescindible
para que se cumpla el Teorema 3.2. Alguna de las funciones coeciente no
diagonales de la matriz de acople C pueden anularse y, sin embargo, mantenerse
la validez del Teorema 3.2.
3.3. Propiedades fundamentales del autovalor principal
El siguiente resultado demuestra la existencia y unicidad del autovalor
principal para el siguiente problema de autovalores P = C+ ;
 2 intPU : (3.23)
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Teorema 3.4 (Autovalor y autofuncion principales) El problema de au-
tovalores (3.23) admite un unico autovalor real asociado a una autofuncion
positiva, denotado por 1(P C) y denominado autovalor principal del proble-
ma. Es un autovalor algebraicamente simple. Ademas, cualquier autofuncion
positiva asociada a el, , debe cumplir  2 intPU .
Demostracion: Sea (i;  i) un par spectral principal asociado al operador
parabolico Pi para cada i 2 f1; :::; ng, y consideremos  2 R sucientemente
grande para que
(Pi + ) i = (i + ) i >
nX
j=1
cij j ; 1  i  n:
Sea 	 = ( 1; :::;  n). Entonces
	 2 intPU y (P + )	 > C	:
El Teorema 3.2 asegura que
(P +   C) 1
es compacto y fuertemente positivo. Finalmente, el Teorema 3.3 concluye la
prueba. 
Teorema 3.5 (Monotona respecto de C) Sean
C1 =
 
c1ij

i;j=1;:::;n
; C2 =
 
c2ij

i;j=1;:::;n
;
dos matrices cooperativas de orden n que cumplen C1 > C2 en el sentido que
c1ij  c2ij para todo i; j 2 f1; :::; ng
y c1ij 6= c2ij para algun (i; j) 2 f1; :::; ng2. Entonces
1(P   C1) < 1(P   C2): (3.24)
Demostracion: Sea 1 2 intPU una autofuncion principal asociada al auto-
valor 1(P   C1). Entonces
(P   C2   1(P   C1)In) 1 = (P   C1   1(P   C1)In)1 + (C1   C2)1;
donde In es la matriz identidad de orden n. Por lo tanto,
(P   C2   1(P   C1)In)1 = (C1   C2)1 > 0:
Luego, 1 es una supersolucion estricta positiva del operador
P   C2   1(P   C1)In:
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Consecuentemente, gracias al Teorema 3.2, se desprende que
1(P   C2   1(P   C1)In) > 0:
Ya que
1(P   C2   1(P   C1)In) = 1(P   C2)  1(P   C1);
la edemostracion queda completa. 
A continuacion, dada una funcion f : QT ! R se dene
fM (t) := sup


f(; t); fL(t) := nf


f(; t):
Analogamente, para cualquier matriz C = (cij)i;j de coecientes continuos,
escribiremos
CM (t) := ((cij)M (t))i;j ; CL(t) := ((cij)L(t))i;j :
El siguiente resultado se deduce de los Teoremas 3.2, 3.4 y 3.5.
Corolario 3.6 Supongamos que
1(P   CM (t)) > 0: (3.25)
Entonces el problema (3.4) cumple el principio del maximo fuerte. Mientras
que, cuando
1(P   CL(t))  0; (3.26)
el problema (3.4) no satisface el principio del maximo.
Demostracion: A partir del Teorema 3.5 se desprende que
1(P   CM (t))  1(P   C(x; t))  1(P   CL(t)):
Por tanto, (3.25) implica
1(P   C(x; t)) > 0
y, por el Teorema 3.2, se satisface el principio del maximo fuerte.
Analogamente, cuando 1(P   CL(t))  0, entonces 1(P   C(x; t))  0 y
no se puede cumplir el principio del maximo. 
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3.4. El caso P1(x; t;D) =    = Pn(x; t;D)
A lo largo de esta seccion supondremos
P1(x; t;D) =    = Pn(x; t;D):
El siguiente resultado caracteriza la validez del principio del maximo fuerte
para el problema (3.4) en el caso especial en que la matriz de acople, C, sea
independiente de la variable espacial, x. Cuando esto no ocurra, habra que
recurrir al Corolario 3.6 para obtener algunas condiciones necesarias y/o su-
cientes.
Teorema 3.7 Supongamos que C(x; t)  C(t). Entonces el problema (3.4)
satisface el principio del maximo fuerte si y solo si
1(P1) > 1
T
log1(C) (3.27)
donde 1(P1) designa al autovalor principal del operador parabolico
P1 =    = Pn;
T es el periodo y 1(C) es el autovalor principal del operador de monodroma
del sistema
0(t) = C(t)(t); (3.28)
cuya existencia esta garantizada por el Teorema 4.7 de Krasnoselskij [24].
Demostracion: Sea
1 := 1(P   C(t))
el autovalor principal de (3.23). Gracias al Teorema 3.2, es suciente compro-
bar que se cumple la identidad
1 = 1(P1)  1
T
log1(C): (3.29)
Sea ' 2 intPE una autofuncion principal asociada al autovalor 1(P1); es uni-
ca salvo constantes multiplicativas. Con el n de demostrar (3.29), buscaremos
valores de  2 R y
(t) = (1(t); :::; n(t)); i(t) > 0; i(t+ T ) = i(t); t 2 R; i = 1; :::; n;
tales que la n-upla
(x; t) := (1(t)'(x; t); :::; n(t)'(x; t)) (3.30)
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verique
P = C(t) + : (3.31)
La funcion (x; t) resuelve (3.31) si y solo si, para cada t 2 R,
'(x; t)0(t) + 1(P1)'(x; t)(t) = '(x; t)C(t)(t) + '(x; t)(t);
que puede re-escribirse equivalentemente en la forma
0(t) = (C(t) +   1(P1))(t): (3.32)
Sea W (t) el operador que enva cada punto x 2 RN en el valor, al cabo de
tiempo t, de la unica solucion, (t;x), de (3.28) tal que (0) = x; es decir,
W (t)x = (t;x). En la literatura especializada (ver, por ejemplo, Krasnoselskij
[24]), W (t) tambien recibe la denominacion de operador traslacion a lo largo
de las trayectorias de (3.28), o aplicacion de Poincare del sistema (3.28);
es el operador solucion. Evidentemente, W (t) es una matrix fundamental de
soluciones del sistema (3.28) con W (0) = I, y la matriz
V (t) := e( 1(P1))tW (t)
es el operador solucion de (3.32). Por consiguiente,
V (T ) := e( 1(P1))TW (T ) (3.33)
es el operador de monodroma de (3.32).
El sistema (3.32) admite alguna solucion positiva y T -periodica si y solo si
existe algun x > 0 tal que V (T )x = x. Gracias a (3.33), V (T )x = x equivale
a la identidad
W (T )x = e ( 1(P1))Tx:
Consecuentemente, por la unicidad del autovalor principal, x debe ser el au-
tovector principal de W (T ). Es decir,
1(C) = e ( 1(P1))T;
de donde se inere
1 = 1(P1)  1
T
log1(C)
es el autovalor principal de (3.23), lo que concluye la demostracion. 
Estimar el autovalor principal del operador de monodroma de (3.28) no
es, en general, una tarea facil. Sin embargo, en el caso especial en que
C(t)
Z t
0
C(s) ds =
Z t
0
C(s) ds C(t) para todo t 2 R; (3.34)
es conocido que
W (t) = exp
Z t
0
C

; t 2 R; (3.35)
de donde se deduce facilmente el siguiente resultado.
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Teorema 3.8 Supongamos que se cumple (3.34) y que C(x; t)  C(t). Sea
1(P1) el autovalor principal del operador parabolico P1 y consideremos la
matriz M denida por
M := 1(P1)I   1
T
Z T
0
C: (3.36)
Entonces, las siguientes propiedades son equivalentes:
(i) El problema (3.4) satisface el principio del maximo fuerte.
(ii) Se cumple que
1(P1) > spr
 
1
T
Z T
0
C
!
donde sprA denota el radio espectral de una matriz A.
(iii) La matriz M 1 dene un endomorsmo fuertemente positivo de Rn.
(iv) Los menores principales de la matriz M tienen determinante positivo.
(v) Los n primeros menores de M tienen determinante positivo.
Un menor principal es aquel obtenido eliminando las y columnas con el mismo
orden de la matriz original. Los n primeros menores de M son
M1 := 1(P1)  1
T
Z T
0
c11
y, para cada 2  j  n,
Mj :=
0B@ 1(P1) 
1
T
R T
0
c11      1T
R T
0
c1j
...
. . .
...
  1T
R T
0
cj1    1(P1)  1T
R T
0
cjj
1CA :
Demostracion: Las matrices cuyos coecientes no diagonales son no positivos
suelen denominarse M{matrices. La matriz M denida en (3.36) lo es. En
el texto clasico de Gantmacher [19] se encuentran recogidas algunas de las
principales propiedades de las M{matrices. De ellas se deducen facilmente
la equivalencia entre (ii), (iv) y (v). Las implicaciones (iii) ) (iv) y (iv) )
(iii) fueran demostradas por D. G. Figueidiero y E. Mittidieri en [18] y por
J. Lopez-Gomez y M. Molina-Meyer en [32], respectivamente. Por tanto, es
suciente demostrar que (i) , (ii).
Por suponer (3.34), el operador traslacion a lo largo de las trayectorias de
(3.28) viene dado por (3.35). Por tanto, gracias al teorema de la aplicacion
espectral (cf. Teorema 2.4.2 de [34]),
1(C) = spr (W (T )) = exp
 
spr
Z T
0
C
!
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y, por ello, (3.29) nos proporciona la identidad
1 = 1(P1)  1
T
spr
Z T
0
C:
El Teorema 3.2 asegura que el problema (3.36) satisface el principio del maxi-
mo fuerte si y solo si 1 > 0, quedando concluida la prueba. 
3.5. Un problema de autovalores con peso
En esta seccion estudiaremos la existencia de numeros reales  > 0 para
los que el problema de valores de frontera con matriz peso C,
P = C;  2 intPU ; (3.37)
tiene alguna solucion. A tales valores de  se los denomina auvalores princi-
pales de (3.37). A las autofunciones asociadas se las calica de principales.
El unico resultado conocido acerca de la existencia de autovalores principales
en el contexto del problema periodico parabolico es el teorema principal de
A. Beltramo y P. Hess en [5] obtenido para el caso de una unica ecuacion.
El siguiente teorema proporciona una generalizacion del de A. Beltramo y P.
Hess.
Teorema 3.9 Cualquier autovalor principal  del problema (3.37) es alge-
braicamente simple, en el sentido que
N [(P    C)2] = N [P    C]
es unidimensional y la autofuncion positiva asociada se encuentra en el inte-
rior del cono positivo PU . Ademas, los autovalores principales son aislados.
Si, ademas, se supone que
P1 =    = Pn (3.38)
con
1(P1) > 0;
nX
i=1
Z T
0
(cii)L > 0; (3.39)
entonces el problema (3.37) tiene al menos un autovalor principal.
Demostracion: Para cada  > 0 sea 1() el autovalor principal de
P =  C+ 1();  2 intPU ;
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cuya existencia y unicidad estan garantizadas por el Teorema 3.4. Como  es
autovalor principal de (3.37) si y solo si, 1() = 0 y, gracias, por ejemplo, al
Lema 2.1.1 de [27], la aplicacion
! 1()
es analtica, el conjunto de autovalores principales del problema (3.37) es efec-
tivamente discreto, a menos que 1()  0.
Supongamos que se cumplen (3.38) y (3.39) y denotemos por ' a la auto-
funcion principal de P1. Entonces, llamando,
	 = ('; : : : ; ');
se cumple
P	 = 1(P1)	 >  C(x; t)	;
para  sucientemente peque~no. Luego, por el Teorema 3.2, 1() > 0 para
tales valores de . Ademas, del Teorema 3.5 se inere que, para cada t 2 [0; T ],
1(P    C(; t))  1(P    CL(t)):
Por tanto, demostrando que
1(P    CL(t)) = 0
para algun  > 0, un argumento de continuidad concluye la prueba del teore-
ma, puesto que 1(P) > 0. En efecto, gracias a (3.29), sabemos que
1(P    CL) = 1(P1)  1
T
log1( CL);
siendo 1 := 1( CL) el autovalor principal del operador de monodroma del
sistema
0(t) =  CL(t)(t):
De acuerdo con M. A. Krasnoselskij [24, Theorem 4.7], los restantes autova-
lores i, i = 1; :::; n, satisfacen
jij < 1:
Consecuentemente, la formula de Liouville nos conduce a la desigualdad
detW (T ) = e
R T
0
traza(CL) = e
R T
0
Pn
j=1(cii)L  [1( CL)]n:
Por ello, gracias a (3.39) se obtiene
lm
!11( CL) =1:
Luego
lm
!11(P    CL) =  1;
concluyendo as la demostracion del teorema. 
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